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RESUMO 
A presente tese de doutorado introduz as contribuições feitas a dois métodos es- 
tatisticamente robustos desenvolvidos para resolver o problema de estimação de estados em 
sistemas de potência (EESP). Os métodos desenvolvidos são capazes de identificar erros 
grosseiros em quaisquer tipos de medidas, inclusive aquelas identificadas como pontos de 
alavancamento, sem a necessidade de normalizar os resíduos. 
O primeiro estimador, baseado no método da mínima mediana (MMM), utiliza su- 
cessivos planos não-re-' undantes de medidas cujo objetivo é filtrar medidas incorretas fre- 
qüentemente presentes no conjunto de telemedidas. É a partir deste último que os planos 
não-redudantes de medidas são construídos. Este estimador serve como referência offline 
para outros estimadores de estado apesar das vantagens do teste de observabilidade basear-se 
num método topológico que não utiliza operações em ponto flutuante. 
O segundo estimador, baseado no método de mínimos quadrados com ¡escalona- 
mento dinâmico iterativo (MQRDI), que inclui a versão desacoplada rápida (MQRDI-DR),
. 
utiliza critérios não-quadrúticos para eliminar medidas contendo erros grosseiros. Tais critérios 
são definidos segundo ai teoria de estatística robusta de regressão, o que permite encontrar 
uma solução de compromisso entre as características de eficiência e robustez estatística de- 
sejadas no processo de estimação. Os pesos associados às medidas sobrepõem os efeitos de 
variâncias dos erros de medição e de posição onde cada medida é coletada. 
A identificação de erros grosseiros é um subproduto dos métodos MMM e MQRDI, 
sendo que nenhum reprocessamento de medidas é necessário após a obtenção das estimati- 
vas. Os estimadores derirnvolvidos são robustos tanto sob o ponto de vista estatístico quanto
numérico. Esta última característica é assegurada porque o método de solução dos csti‹ 
madores baseia-se em translbrmações ortogonais que utilizam rotações de Givens. Os sistemas- 
teste usados para validar os estimadores são: IEEE-3, l4, 30 e Il8 barras, e um sistema rea- 
lístico de 340 barras que é baseado no sistema interligado Sul-Sudeste do Brasil. 
Palavras-chave: Estimação de Estados em Sistemas de Potência (EESP), Estatís- 
tica Robusta Aplicada, Critérios Não-Quadráticos, Identificação de Erros Grosseiros.
ABSTRACT 
This thesis presents enhancements to two robust methods to solve a power system 
state estimation (PSSE) problem. The proposed methods are able to identify gross errors on 
any measurements without ranking the residuals regardless of the fact that such measurements 
are classified as levera¿'_e points or not. 
The first robust estimator is based on the ¡eus! nzedian ‹gf.s'quure.\° (LMS) method 
which uses successive non-redundant sets of measurements that aims at filtering out the in- 
fluence of bad data on the estimates. The successive non-redundant sets of measurements are 
built from the complete set of measurements after an observability test has been performed. 
In this thesis we propose the LMS estimator to be used as an offline reference estimator in 
spite of the advantages of the observability test based on a method without point operations. 
The second robust estimator, based on the iteruli vel y mweiglzted least squares ( IRLS) 
method, including tliejlrzst decoupled (FD-IRLS) approach, uses non-quadratic criteria dur- 
ing the iterative process to filter out the influence of bad data on the estimates. The non- 
quadratic criteria are defined based on Statistical Theory, which allows to find a trade-off 
solution between efficiency and the robustness of the statistical properties to be exibited by 
the estimators. The weights associated with the measurements include the effect of measure- 
ment error variances and the location where each measurement is taken. 
In the estimators described above, bad data identification is a byproduct of the pro- 
posed methods. After that, no reprocessing of measurements is required in order to obtain the 
correct estimates. Both methods are solved by using an orthogonal transformation through 
Givens Rotations. Consequently, the proposed estimators are both numerically and statisti-
cully robust. The methods are vuliduted by using the IEEE-3. I4, 30 und ll8 bus test systems. 
in addition to at 340 bus reulistic system that is based on the South-Southeustern Bru7.iIiun in- 
terconnected network. 
Key-words: Power System State Estimulion, Applied Robust Statistics, Robust 
Iteratively Reweighted Least-Squares, Bad Data Identification.
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Capítulo 1 
Introdução
~ 1.1 Consideratzoes Gerais 
Nas últimas três décadas um número considerável de trabalhos pode ser encon- 
trado na literatura relatando contribuições significativas para o aprimoramento do desem- 
penho de aplicativos destinados ao apoio da operação de sistemas de potência em especial, 
os de grande porte. Felizmente, it medida que a operação de tais sistemas tornou-se mais 
complexa, os avanços computacionais de hardware e .wz/iware, este último através de sis- 
temas operacionais. linguagens mais eficientes e desenvolvimento de aplicativos de melhor 
desempenho, permitiram modernizar os centros de operação [9] . 
No âmbito do monitoramento em tempo real da segurança operativa de sistemas 
de energia em regime permanente de funcionamento, o aplicativo de estimação de estados 
em sistemas de potônci (EESP) igualmente tem sido objeto de intensa pesquisa. Parte das` 
contribuições nesse sentido estão resumidas em [16] . Outras contribuições [40] , [53] , [35] 
, [54] e [44] , sobre as quais se baseiam esta tese, estão resumidamente documentadas nos 
capítulos que descrevem o presente trabalho. 
O desempenho do aplicativo de EESP esta associado it confiabilidade que se tem 
nas informações obtidas nos modernos centros de operação existentes em sistemas supervi- 
sionados. Estas inform.. ões devem retratar com fidelidade a condição operativa do sistema. 
No entanto, como são expressas ein função de medidas aquisitadas remotamente, tais como 
medidas de tensão e injeções de potência (ativa e reativa) nas barras, medidas de fluxos de
`\ 
|mlC'nciu (ulixu c rculixu) nus linhus c. menus cumumcnlc. mcdidus dc c‹›m'|uc. l‹›du× c.×l;`u› 
.×'lI_ic¡lu.×' us inccrlc/us inc|'cnlc‹ uns' PI`‹›ccs_×'us dc mcdi\`a`|o 1Prcci×z`|‹› dc n1cdid‹\|'c×'. |1u|1×l1›1^~ 
mud‹\|'c< dc i|1sl1'u|ncnl‹›×_ cuz) c cu|m||1icuç;`u›‹lv dudm. Puru quo us cslimu|i\ u× uhlidu× \c- 
jum cunl'i¡i\'cix. us' lu×c× dc \|clccç;`u› u idcnli|`iL'uç;`m dc c|'|'‹›.×“ gmsscilns sim i|\\p1'c\ci|\d|\'c¡× 
puru u cnrrclu ‹›lwl‹:|1ç;`m vu c×'ludu upcrulim du _×'i.×'lcmu. 
Nu uplicuçfm É cs|i|nuçz`x‹› dc c.×'lud‹›s cm si.×'lc|nu.×' dc polC'nciu` os a\lgu|'il|11us dc 
i‹|‹:|1liI`ic:|çz`1odc mcdidus c|'r(›ncu.×' hoje conhccidu_×“ |52| . Išhl . I2*)| . I~12| . I Il I .cmrc vu- 
lms. fu/.cm uso dc purlc «tus clcmcmus du diugunul du mulri“/. dc cu\'ur¡z^|nuiu puru nm'muli/ur 
os resíduos dc c.×'lin\uç;`u\. /\|\csur du Lllili/,uçfm du lócnicu dc mulri'/. c.×'|m|'s;1 in\'c|i×u imm- 
duzidu pur Brussulc [l()| no cfdculu dc.×'.×'cs clclncnlos. ‹› csI`u|'ç‹› cnmpuluciunul di.×pcndid‹» 
nu idcnliI`¡cuçz`1o dc cmw. 3;|'‹›.×'.×'ci|'‹›s uindu é clcvudn. 'l`u| idc|1li|`icuçz`|o dc mcdidus 6 cm gcrul 
rcuIi'1.udu upós u uhlcnçfz :lux estudos. /\ssi|n. indcpcndcnlcmcnlc do móludu dc .m|1|ç;`1‹u|li- 
Iizudu, os csludus dcvcm ser |'c›c.\"li|11;u|u.×'. nlcslnu quundu uhlidus nu ¡1|^cw|1çâ|‹lc umu dnicu 
mcdidu crrôncu [27] ` IZÂI _ 
Além dos |›r‹~';»`c|nu.\' cumpulucionuis ¡|ss‹›cizul‹›s z`| i‹|c|1liI`icuçz`u›, os métodos cun- 
v‹:n‹:i‹›nui:¬' ‹.Ii.×'ponívc¡.<. là .Idem u I`uIhu|' nu prc.×^cnçu dc crrus g|'‹»s.\'ci|'‹›s um mcdidus que s;`u› 
pusiciunulmcnlc di.×'c|'c|\u||lu.~¡ cm |'cluç;`1‹›;`|s dcmuis. lim unzilisc dc |'cg|'cs:‹1in. z1.×'nI\sc|'\':1ç‹`›cs 
que uprc.×'cnlu|n cslu cu|'uclcríslicz1 são dcnuminudus dc ¡›‹›nl‹›.\^ ‹/‹' ‹:/um/1‹'‹un‹'n!‹›. líslc lipo 
dc uc‹›|'|'ônciu fui iniciulmcmc csludzulu por Ilumpcl c lluhcr nu c‹›nlc.\l‹› dc unzilisc cslulís- 
Iicu dc |'cg1'cssñ‹› Iincur |27| . |23| .c po.~:lcri‹w|'mcnlc uplicudo 51 EESP por Mili ‹'I ul. |4()| _ 
[35] . Ncslcs últimos lruI\uII1‹›.×'. us uulnrcs cnnclucm quc us .×'iu|;u¿‹`›cs dcf‹c|'il;|.×' cm scguidu 
lcndcm u gc|'urp‹›|1Iu.×'‹Ic uIu\'u|1cumcm‹›nu |›|'‹›cc×.×'‹›‹|c v.~.Ii|nuç;`u›: 
- mcdidus dc I`Iu\n×' c i|1_¡cçÕcs dc |1nlôm°ius zxssociâulzlâ' u runms (linhus + l|'un.×'l`nr- 
mudurcs) rclulixulncnlc ‹;u|'los ‹¡uund‹› c‹›|npu|'u«lus cum os dcmuis |'umus du sislcmu;
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- medidas de tensao, lluxos e injeçoes de potências associados a barras que apre 
sentam elevado número de ramos incidentes. 
As rotinas de identificaçao de medidas errôneas referidas anteriormente, que sao 
tradicionalmente baseadas nos resíduos normalizados, tendem a não funcionar adequada- 
mente quando da existência de erros grosseiros em medidas que se enquadram numa das 
situaçoes descritas acima. Esta falha de identificaçao pode ocorrer mesmo que sc considere 
a existência de uma elevada redundância local de medidas [39] . 
1.2 Objetivos do Trabalho de 'lese 
Os objetivos gerais do presente trabalho é desenvolver um aplicativo de estimação 
de estados que apresente Lim desempenho confiável e robusto. Esta últimacaracterísticadeve 
ser entendida, principalmente, sob dois pontos de vista: 
l”.) o algoritmo de solução do estimador de estados deve ser numericamente ro- 
busto, uma vez que o estimador deve contemplar variada mudança de topologia de rede e 
sistemas bastante estressados ein seu carregamento, o que pode significar uma condição ope- 
rativa próxima da sing;:laridade. A robustez numérica desejada é assegurada através da apli- 
cação de transformações ortogonais que são usadas na solução dos estimadores; 
2".) o estimador de estados deve ser estatisticamente robusto, isto e, deve apresen- 
tar elevada capacidade de processainento (detecção e identil`icação) de medidas com erros 
grosseiros, independentemente destas medidas serem ou não classificadas como pontos de 
alavancainento. Este último objetivo é alcançado através do emprego de dois métodos, que 
são apresentados nos Capítulos 4 e 5, os quais baseiam-se em teoria de estatística robusta
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[23] . |27| _ A implementação ortogonal baseada em rotações de Givens são exploradas com 
vantagens no processamento de medidas com erros grosseiros. 
A associaçíio das características de robustez mencionadas anteriormente deve per- 
mitir ao estimador cumprir com a sua principal função no centro de operaçfio, que 6 o de 
monitorar em tempo real a segurança do sistema. Portanto. o tempo de execução do esti- 
mador proposto deve ser compatível com a prontidão de resposta necessaria para a tomada 
de decisão dos operadores. 
Neste sentido, o principal objetivo dos estimadores de estado propostos no presente 
traballio, alóm dos objetivos mencionados anteriormente. é o de produzir estimativas válidas 
sem a necessidade de reprocessar o conjunto de medidas usadas na obtenção dos estados 
quando da existência d.: erros grosseiros, mesmo que estes últimos ocorram ein medidas 
classificadas como pontos de alavancamcnto. Como consequência, a fase de identificação 
de erros grosseiros dos _ ~'imadores desenvolvidos dispensa a normali7.açz`to dos resíduos. 
1.3 Estado da Arte de Estimadores de Estados Robustos em 
Sistemas de Potência 
O desenvolvimento de um estimador de estados capaz de associar as propriedades 
de robustez numérica e estatística postuladas na seção anterior, permite igualmente dividir a 
pesquisa bibliográfica segundo tais critérios. 
lnicialmente, apresentam-se cronologicamente as diversas propost.as de algoritmos 
para a solução do sistema de equações redundantes, tradicionalmente referido corno método 
da equação normal. que resulta da formulação do problema de EESP atraves do metodo de 
Gauss-Newton.
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` ._ Em seguida. :rpresentarn-se as contribuiçoes de pesquisadores ein l;ESP. e na area 
de anzilise de estatística robusta. no sentido de tornar os estimadores rnais resistentes ao 
problema de proccssan errto de rnedidas corrtendo erros grosseiros. 
1.3.1 Estimadores de Estados Numerieamente Robustos 
Em EESIZ as primeiras propostas no sentido de utilizar algoritmos rnais estáveis 
nurnericamente para a soluçao do metodo de rrrínirnos quadrados ponderados (MQP) estao 
baseadas em transformações ortogonais. O método de Golub foi o prirneiro metodo ortogonal 
usado na solução de problernas de mínimos quadrados ponderados [20] . No entanto, corno a 
estrutura do problema de EESP está organizada seqüeneialmente por linhas, a versao rapida 
do método de Givens tem sido o método ortogonal rnais aceito para a soluçao do problema 
de estimação de estados em sisternas de potência [54] . [55] . [58] , [59] . 
Outro métodc que apresenta características de estabilidade numérica semelhantes 
aquelas apresentadas pelos metodos ortogonais e referido na literatura como metodo da ma- 
triz aumentada de Hachtel [l9] _ Este método, pelas facilidades inerentes a sua l`orrnulação, 
se presta a resolver urna classe de problema de MQP um pouco mais eornplexo do que o tradi- 
cional, pois permite processar inforrnações que não são provenientes de telernedições. Por 
exemplo, barras de irrjeções nulas de potência (sem geração ou carga), são informações de- 
terminísticas que devem ..er utilizadas pelo estirnador de estados por apresentar elevado grau 
de confiança e, conseqüenternente, melhorar as propriedades estatísticas dos estimadores. 
A maneira pela qual este tipo de inforrnaçíro pode ser incorporada ao problema de EESP ó 
atraves de r“cstr'i‹;Õcs de r_1ualdade. Mais rcccrrterncnlc. foi proposto em [22] urn estimador 
de estados baseado no n -.štodo ortogonal de Givens que possui vantagens semelhantes na ca- 
pacidade de processar r'estriçÕes de igualdades.
(1 
O estimador de estados proposto neste traballio utiliza a versão rtípida do metodo 
de Givens [54] e lar. uso do esquema de ordenação de linhas e colunas da matriz Jacobiana 
apresentado ein [58] . (_)s detalhes de implementação desta \'ersño do método de Givens são 
discutidos no Capítulo fz. 
1.3.2 Estimadores le Estados Estatisticamente Robustos 
No âmbito da esliinaçao de estados em sistemas de potência, consideram-se es- 
timadores estatisticamente robustos aqueles que apresentam elevada capacidade de rejeitar 
medidas com erros grosseiros. 
A primeira tentativa de pré-l`iltrar medidas errôneas durante o processo iterativo foi 
feita por Merrill e Seh\\ -ppe [33] _ Em seqüência, outros trabalhos baseados no método de 
MQP l`oram apresentados no sentido suprimir, ainda durante o processo iterati\fo, os eleitos de 
medidas suspeitas de portarem erros grosseiros [62] , [56] , [37] , [5] . Estes estimadores são 
comumente referidos ct no estimadores baseados ein critérios nfio-quadráticos-. Esta desig- 
nação, apesar de pouco tpropriada, é usada por causa da regra de ponderação existente para 
aquelas medidas que a_|.resentarem um valor de resíduo correspondente superior ao ponto
¡ 
de transição usado para separar os segmentos quadrútico do nao-quadratieo da lunção-custo 
considerada. 
Os estimadores de mínimo valor absoluto também podem ser enquadrados como 
que baseados em critérios não-qtladrziticos, porém a função custo a ser minimizada é a so- 
matória dos valores absolutos dos resíduos de estimação. Neste sentido. varias contribuições 
Corno as encontradas em [28] , [l5_] . [l4] , [3 l] , [30] , [l3] , loram propostas nos últimos 
anos, incluindo versões que utilizam o método de pontos interiores para minimizar a função 
objetivo [57] .
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Por outro lado, no âmbito da analise de estatística robusta de regressao. os atributos 
robustez e eficiência estatística são usados de forma complementares. Na realidade. deve 
existir uma solução de compromisso entre robuste7. e eficiência estatística. O conceito de 
robustez, sob o ponto de vista estatístico, coincide com aquele considerado ein ElfÍSl? Por 
outro lado, eficiência estatística significa a capacidade do estimador produzir estimativas, na 
ausência de medidas com erros grosseiros, cujos desvios (erros) são mínimos em relação aos 
valores verdadeiros da.-1 grandezas medidas [27] . lsto significa que as variâncias dos erros 
de estimação também sao controladas. 
A definição heurística de pontos de transição usados em estimadores baseados ein 
critérios não-quadraticos comprometem sua eficiência estatística. À medida que o estimatlor 
se torna mais robusto lizi a tendência de, simultaneamente. ele se tornar menos eficiente, pois 
um número elevado de medidas tende a ser sumariamente alijadas do processo de estimação 
por apresentarem valores de resíduos correspondentes maiores que o ponto de transição pré- 
estabelecido. Para contornar este problema, as contribuições de Holland e Welsch em [25] e 
Birch em [7] são relevantes. No primeiro traballio, a definição de pontos de transição através 
de conceitos de estatís-'Iea robusta é apresentada considerando~se diversos estimadores de 
MQP baseados ein critt 'ios não-quadrziticos. Estes últimos estão associados Ii proposta de 
um método para a soluçao de um problema de mínimos quadrados ponderados que é creditado 
a Beaton e Tukey [6] _ No presente trabalho de tese, o método de Beaton e Tukey é designado 
de m‹¡l‹›‹/‹› :lc mí/¡im‹›.s° mu‹1r‹1‹I‹›_s' ‹'‹›m r‹'.s'‹'u/‹›num‹'nl‹› ‹/inâ/›1¡‹'‹› irc/'‹‹1i\'_‹› (MQRDI) _ No 
trabalho de Birch, as propriedades de convergência do metodo MQRDI são estudadas no 
âmbito da analise de regressão linear. lim EESIÉ o metodo de Beaton e Tukey serve de base 
para a proposta de aplicação feita por Mili ct ul. [35] .
s 
1.4 Estrutura de Apresentação do 'lrabalho 
O presente documento de apresentacao do trabalho de tese esta oi'gani2atlo da 
seguinte maneira: 
No Capítulc 12 apresentam-se a lumlatiieiitação teórica do método de ininimos quadra- 
dos ponderados (MQP) e a tormulação basica usada para desenvolver os demais capítulos da 
tese. A abordagem tradicional do teste estatístico de hipóteses e da matriz de covarifincia dos 
resíduos de estimação, sobre os quais se baseiain os métodos de de " e identil`icae;`io deÉ rw «C LC 
erros grosseiros, respectivamente, são revistos. 
No Capítulo 3, discute-se inicialmente o problcina de identil`icaçz`to de erros gros- 
seiros em medidas classificadas coino pontos de alavancainento. Em seguida. apresenta-se a 
lorinulaçfio usada para identificar e modelar inedidas classificadas como pontos de alavan- 
camento. Neste sentido, os estiinadores de escala ou espalhamento investigados neste tra- 
ballio são igualmente considerados. Finalizando o capítulo. apresenta~se a metodologia de 
robustecimento de estimadores MQP que ó baseada ein critérios não-quadraticos. Os pontos 
de transição entre os segmentos quadratico e iiz`io-qttadratico da l`unção-ctisto considerada são 
definidos segundo a let *ia de estatística robusta [25] .
_ 
No Capítulo 4, apresenta-se a l`ormulaçz`to teórica na qual se l`undaincnta o primeiro 
estiinadoi' robusto proposto para contornar o problema de idcntilicacíio causado por erros 
grosseiros presentes ei i medidas classificadas como pontos de alavancamcnto. O referido 
estimador baseia-se no mámz/‹› :lu niínímu m‹'‹lí‹mu (MMM) [40] _ Resultados numéricos 
obtidos nos sistemas-teste IEEE-3, 14, 30 e I IR barras são considerados para ilustrar as con- 
clusões sobre esta primeira abordagem. 
No Capítttlo 5. o H¡‹¡l‹›‹/‹› ‹/‹' mí/1¡m‹›.s' ‹¡1/‹/‹/ruz/‹›.\' ‹'‹›/ft r‹'.\'‹ '‹il‹›/1‹m1‹'/il‹› ‹/Í/¡‹irrii‹'‹› ¡Ic- 
ru!iv‹› (MQRDI) Ó lorifialmente aplicado ao probleina de estimação de estados ein sistemas
‹› 
de potôncizi. Para exeiii, -lificai' a aplicaçfio do metodo MQRDI, iiiii sistciiia-teste de tres bai^‹ 
ias ó usado para cai'acte:'i7.ar o problema de múltiplas soluções gerado por estimadores basea- 
dos ein critérios não-qi .drziticos e qiie possiieiii fiinçño-custo iiâ`io-conicxas. Os aspectos de 
implcniciitaçfio da \'ci'.sí`io rapida do metodo ortogoiial baseado cm rotações de Giveiis sz`io 
igualmente en fati7.ados. O impacto do desacoplamento dos subprobleinas ativo e reativo so- 
bre o cálculo dos pesos coi'i'es¡xnidcntes às inedidas classificadas como pontos de alavanca- 
memo são também consi‹;lerados. No preseiite traballio, aversão considerada é a ‹1c.vii‹'‹›¡›I‹iil‹i 
im i›i‹›‹/‹fl‹›, na foriiia dos algoritmos ¡›ri'iiiu/ e ‹/iuil definidos eiii |44| , |43| _ o que resulta 
nas versões desacopladas rapidas MQRDI-DR¡› e MQRDI-DR‹l, respe 
os com os estimadores MMM, 
MQRDI e MQRDl-Desacoplados Rápidos. Coin esse objetivo, são utilizados os seguintes 
sistemas-teste: IEEE-3 l4. 30 e ll8 barras, além de um sisteina realístico de 340 barras. A 
base de comparaçíio iisafa Ó o metodo de mínimos qiiadrados ponderados (MQP) tradicional, 
considerando os estiina‹_loi'es MQP e MQP-Desacoplado Rapido, respectivamente. /\ rotina 
de identificação de erros grosseiros implementada no estimador MQP é o método Ê proposto 
ein [42| . 
Finalmente, no Capítulo 7, apresentam-se as principais conclusões do trabalho de 
tese, hein como o resumo das principais contribuições e siigestões para novos traballios. 
Nos Apôndices são abordados quatro itens que complementam os temas apresen- 
tados nesta pesquisa. No Apôndice A, apresenta-se a l`orinula‹;ão de outros estiiiiadores de 
escala oii espalhamentt, ‹`-viisiderados na fase de ideiitificação de medidas classificadas como 
pontos de alavancameii ›. alem de uni exemplo nuiiierico. No Apêndice B listam-se os 
parânietros refereiites aos modelos de liiilias de transinissfio. transformadores, bancos de ca- 
pacitores e reatores em derivação, características de ,gei'aç1`io e carga dos sistemas~teste usados
l() 
para validar os cstimadorcs propostos ncsta tcsc. No Apêndice C, para todos os sistcmas-tcstc 
considerados, aprcscntam-sc as tahclas contendo valores dc índiccs dc estatística dc p|'o_icct`io 
dc mcdidas classil`ica"¬.s coino pontos de alavancaincnto. Os corrcspondcntcs pcsos usados 
para considcrar tais mcdidas no prohlcma dc EIÊSP são igualmcntc mostrados. 
1.5 Principais Contribuições do Trabalho de Tese 
As principais contrihuiçõcs dcsta tcsc podcm scr cnumcradas coino scguc: 
a) dcscnvolvimcnto dc um aplicativo dc cstimação dc cstados quc pos.sui carac- 
tcrísticas lwcm dcl`inid'.ts dc rohustc'/. numérica c cstatística. csta última complcmcntada pclo 
conceito dc cliciência estatística. A característica dc robustez numérica é assegurada pcla 
iinplcmentaçfio ortogonal do método de solução dos estimadores que 6 baseada cm rotações 
dc Givcns. cnquanto qiic a caractcrística dc rohustcz cstatística ó garantida pcla aplicação dc 
lcrramcntas dcscnvolv¡'las no âmbito da tcoria dc estatística robusta dc cssño:ã '12 
li) cstahclccimcnto dc uma metodologia sistcmatica na dclinição dc pontos dc tran- 
sição usados em cstimadorcs baseados cm critérios não-quadráticos; 
c) vcrsõcs dcsacopladas do estimador MQRDI. _ 
Os cstiinadorcs propostos pcrmitcin ohtci' cstiniativas validas mcsmo com a prc- 
scnça dc crros grossciros no conjunto dc incdidas usado no proccsso dc cstimaçfio, indcpcn- 
dentcmcntc das mcdidas crrôncas tcrcin sido classificadas como pontos dc alavancamcnto. 
Consequcntcmcntc, pcrmitc-sc dispcnsar a normali7.açño dos resíduos na lasc dc idcntili- 
cação de crros grossciros. 
llntrc os dois métodos rohustos propostos para contornar o prohlcma causado por 
crros grosseiros em mcdidas classificadas como pontos dc alavancamcnto, dcvc-sc salicntar 
que a caractcrística dc tt stc dc ohscrvahilidadc hascada mim método quc dispcnsa opcraçõcs
I I 
cm p‹›1111› I`I11l11z111lc 6 c\^pI‹›1';1‹Iâ1c1›111 \':111lz1gc11.×' n1›csli111;1d‹›1' 1'uI111.×l‹11|11c ulili/11 ×11cc××i\111× 
pIâ111‹›s não-1'c1I11111|z111lcà dc 111cdi1l;1.‹. I);1 1110511111 I`‹11'111z1. 11 c;1111clc1'í.×1¡c;1 «lc p1'‹›uc.××;1111c11l11 
scqüc11ci;1I dus Ii11I1â1×' 1111 11111111/_ .|:1c‹›hi;1|1;1 prcscnlc 11:15 1'‹›l;1çõc×' dc (¡1\'c11.×' Ó ;1111|»I;1111r11lc 
expI01'z1d;1 cum \';111tz1gc11s no csli111;11Iu1' dc csu1dus que usa c1'iló1'iu.×' 11;`1‹1~q11z1d1^âi1icms p;11^;1 
cIi1ni11z11'us 111c1Iid¿1s s11spcilz1s dc sc1'e111c1*1'(111cz1s.
Capítulo 2 
Estimadores de Mínimos Quadrados Pon- 
derados (MQP) 
2.1 lntr‹›duçã‹› 
[Este cupílulu nh_¡cli\'u csluhclcccr u I`L|miâ1|nc|1lz1çz`u› lc‹'›|'icu dc c.×'li|n;1dm'‹:.×' do míni- 
mos' q1|z1drz1d‹›s pondcrzldus (MQP) c u l`‹›r1nulz1çz`1o bzisicu usudu na up|'cscnluçz`u› dos demais 
cupílulnu. /\ ulmrâlugcln lrudiciúwnul dc mól‹›do.×' dc idc|1lil`icz|çz`m dc crms g|”‹›.×:×1~i|'‹›s.huxcândus 
nu nm'|nz1Ii'/.uçflo dos |'csí‹IL|‹›s, 6 u|›|'cscnludu dc I`‹›r|nu sucinta. O |m›p‹'›.×'iIo dcslu |'c\'i.×';`u› 6 
nloslrzu' que os |11óloLIus dc idc|1lil`icz1çz`1o dc crms g|1›ssci|'‹›s buscados na mulri/_ dc ‹;n\'u- 
rifulcius dos resíduos, além dc cxigircin um cunsidcrâivcl c.×'lk›|'ç‹› co|¡1pulz\ci‹›|1uI. não são 
Cupz1zc.×' dc idcnlificur c‹›rrclzuncnlc medidas crrôncz1.×' que sz`\‹› posicionullnclllc discrcpzmms' 
c|1\|'cl;\ç;`u›z`\.×' dcmuis n'cdidus [35] . 
A Scçñn 2.2 ‹iz_.‹lc cupíluln csluhclccc ‹› modulo dc n1cdiçz`1‹› u.×'ud‹› nu mólndu dc 
mínimos quâldrzulos pondc|1uios (MQP) aplicado fx l;`.×'li|11;u¿z`1‹› dc E.×'ludo.×' cm Sislclllus' dc 
Polônciz1(lEliSP). /\ Scçf1u2.3 Ó dcsl¡|1z1dz1 il l`‹›r|11L1Iuç;`1‹›d‹› pmhlcmu dc c.×'li111;1ç;`1u‹lc uslzulns 
¿1l|11vó.×' du método MQIÍ A Seção 2.4 dcscrcvc 11 s‹›IL|‹;fm du prohlclnu dc EIÊSP z1l|11\'ós du 
móludo dc (¡;u|.×'s-Ncwl‹m. /\ Scçuu 2.5 discute ‹› plnlwlcmu du |'cdumlfu1ci;1 dc |11c‹Iidz1×pz\|';\ 
;1nhlcnçz`10dc c_×'li|n;\li\°;|\' com m;\¿;niludcs dc \';1|'i;"\|1ci;1 |1'du/idzls c mlàlhclccc us cumIiç(›cs 
mínimas 11 scrcnl ulwscrxuulans pznru âx corrclu z1|›lic;1çz`u› dc |nól‹›du.×' dc idc|1lil`icz1ç:`1‹› dc crm.×'
li 
grosseiros. A Seção 2.18 mostra brevemente a base teórica sobre a qual alguns metodos são 
propostos para a ¡dentt"icaç;`io de medidas com erros grosseiros_ Para isto, da-sc enfase aos 
métodos baseados na norma|il.açâ`to dos resíduos. Finalmente. na Seção 2.7. apresentam- 
se algumas conclusões obtidas a partir da aplicação de métodos de identificaçz`to de erros 
grosseiros que se baseiam na matriz de eovariftncias dos resíduos. 
2.2 Modelo de Medição Não-Linear 
Os valores estimados ohtidos atraves de um estimador de estados em sistemas de 
potência devem ser ma 1 confiáveis do que as tnedidas coletadas no sistema supervisionado 
[52] . Para que isto o‹:orra, a redundância de informação é indispensável. Esta última e 
obtida atraves da instalação de unidades remotas de medição na rede, o que torna possível 
obter informações tais `omo: medidas de fluxo de potência (ativa e reativa) nas linhas de 
transmissão; medidas de tensão e injeções de potência (ativa e reativa) nas barras. e em al- 
gumas situações, a tttiliz/.ação de medidas de corrente elétrica ll] . O conhecimento do valor 
da tensão, em módulo‹ ângulo, em cada barrada rede monitorada permite calcular os fluxos 
nas linhas. as injeções zle potência nas harras, hein como as correntes eletricas. qttando foi' 
o caso. Por esta ra7.z`to. as tensões nas N harras do sistema de potência são definidas como 
vur¡‹¡t'‹›i.s' de ‹›sl‹ul‹›. O vetor de estados, é um vetor formado por N - 1 valores de ângulo 
de tensão (o ângulo da Iwarra de referência é conhecido) e N valores de magnitude de tensão 
nas barras. Portanto, a dimensão do vetor de estados ó vi : 2/V - l.
i 
O tnodelo de medit;z`to adotado para as N barras do sistema de potência, considerado 
em regime permanente de funcionamento, e o seguinte: 
¿:£‹›+'_l l2~ll
i -.i 
ondc: 
1 vclor (in .« I) dc giuiidczzls' medidas; 
;,, 1 vclor (in >< I) contendo os valores vcrdudciros das gi'z1i1dc7.'.i< mcdidusi 
i_; : 
vclor (ns × l) com valores ulczilórios que rcprcsciilnin erros dc incdiçfio luis 
como: imprecisão dos: medidores, erros causados pelos (runsiormudorcs de instrunicnlos. 
efeitos dc convcrsz`io zniulógico-digilul. clc. 
Supõc-sc ainda que us inccrlcz.;is inodclndus no vclor Q têm média zcro c quc os 
crros dc medição são não-corrclacionados. Esta suposi‹¿z`\o torna 11 nizilriz dc covzu°i:`iiiciu dos 
erros dc medição, 1?. "*ugonziI. Estas hipóteses' são cxprcsszis com o auxílio du scgninlc 
cquuçuoi 
E('/¡) = l) 15(1¡.1¡') : 1? (22) 
Prcssupon‹Io qnc ai lopologin c os pnrz^uiicli'os du rcdc scjznn corrclâuncnlc conhcci- 
dos, as grumiczus mcdidns podcni scr cxprcssus como funções nz`io-liiicnrcs dos cslzidos, luis 
COIIIOÍ
s 
âu = /1(1) (23) 
Com hzisc nn liq. (23), u l.Ê‹|. (2. I) l1'uiisl`oi'iiiu-sc cm: 
¿ = /›(¿) + v_¡ (2.4) 
Porlunlo, o conjunto foriiiudo pclzis equações (2.2) c (2.4) conslilucm-sc no inodclo 
dc medição não-linczn' normulmcnlc udolzido cm EESP |52| . [29] , |(›()| .
l5 
2.3 Formulaçãio do Problema de Estimação de Estados 
Através do Método MQP 
A partir do modelo de niediçfio descrito através das equaçõex' (2.2) c (2.4). a l`ormu- 
lação do probleina de EESP através do método MQP baseia-se na ininimi*/.aç;`1o da seguinte 
função-custo, em relação ao vetor de estados estimados, 
'\ ,¬ 
~› 
Q/ 
") 
._f = ¿~/i(Í)]'.Í? l.[¿-li(¿)] 
(25) 
l> I É-1 
`. 
,¬ 
¬>
V 
`_~ 
-t. 
A matriz de ponderação 1?“ 1, presente tia Eq. (25), representa a inversa da ina- 
triz de eovariância do.. erros de medição. Dado que a ‹*.rulí‹l‹7‹›' da inedida é inversamente 
proporcional fi vzii'iâiicizt do ‹›rr‹› ul‹'u!‹íri‹› de medição eorrexpondcnte, a eäcolha dos valores 
existentes nessa matriz e de ltiiidainental importância para as propriedades estatísticas do cs- 
timador, pois clcs rellctem a conliança que se tein na inedida obtida reinotamenlc no sistema 
supervisionado. No Capítulo 3, algumas destas propriedades são discutidas ein detalhes. 
2.4 Solução do Problema de EESP Através do Método de ~ 
Gauss-Newton 
O problema de EESR expresso lormalinenle na seção anterior, pode ser resolvido 
através da aplicação de varios metodos de prograinaçao matemíttica. No entanto, a natureva 
quadratica da funçao cu.«to e a ausência de restriçoes, torna bastante atrativa a râolucao t este 
problema pelo método de (lauss-Newtoii. 
A soluçao pelo metodo de Gauss-Newton do problema nao linear expresso na Eq. 
(2.5), fornece um algoritmo iterativo que corrige o vetor de cstado.×' a cada iteraçíio através de: 
'Valor que representa a proximidade de uma medida do seu valor rcal.
As co|'rcçoc.¬'. Aí. inco|'porudus uo vclor dc estudos, 1, nu lc-ésinuu ilcrz1«;;`\o. são 
ohtidus através du cxmnsão dc .1(;_r), Eq. (25), em série dc Tuylor, cm tomo do ponto .Í_'. nu 
direção de A1, utó o termo dc primeira ordem. Isto implica numa linczu'i7.uç;`|o do modulo dc 
~› 
|(› 
.Í'/"' I ff .Th ›| /\.Í' (lo) 
medição, que simplifica o prohlcmu sem compromctimento du quulidudc du solução ohtiduz. 
Eslu uhondztgclu lcvz1í\s‹›It|çñ‹› itcrutivu du equação uormul dc Gzuxssg cxprcssu por: 
1 ^Iv «I ^l‹ - _ 1 ^I‹ _| z, [H ).]? .1I(¿ Il ).1? .Ag (-.7) 
onde:
" ,¬ `¬› 
6)/ 
) 
Ê = /\I‹1f1"i3 .Íu‹'‹›Í›irmr¡ (18) 
()! L; 
^ ~ A¿=¿~-_1-'^ (29) 
Ag Ê g_ - /¡(¿^:^') (2.l()) 
O critério dc convergência do processo itcrutivo mais usudo na solução du Fíq. (27) 
é o scguinlc: 
mázr |A;¡:,¡| Ê 6 (2.|l) 
onde E é 11 tolerância pro 'sluhclccidu (]›.‹'.r. : l.t) × l() 3). 
O método dc ¬'oIuçz`to do sislcmu dc cqtutçõcs cxprcsso cm (2.7) Ó uprcscntudo no 
Capítulo 5. 
'zlixislcnu siluuçõcs |\u|'licuIzu'cs. rcluludus cm |4| . um quc cstu úllimu up|'‹›xi|uuç¡`|‹› (|inc;||'i/.;|ç;`t‹›) podc 
rcp|'cscnlu|' prohlcmus dc convcrgírnciu do proccsso ilcrztlivo.
iv 
2.5 Redundância de Medidas 
Para melhorar a redundância de medidas, permite-se ainda acrescentar ao conjunto 
de telemedidas, arma7.enadas no vetor ¿. informações sobre as condições de carga dc deter- 
minadas barras. Por exemplo, barras com injeções nulas são inlorinações que podem per- 
tencer it classe de ¡›.\'‹'1‹‹:'‹›/iizfzlizluó' c serein adicionadas ao conjunto de medidas disponíveis. 
Estas inlorinações perrâ.item melhorar as propriedades estatísticas dos estimadores por tratar~ 
se de uina inedida obtida na ausência de erros. Alem disto_ procedimentos como este per- 
mitein garantir que a condição necessária para obter solticao única para o problema de EESIÍ 
através do método MQI2 seja assegurada quando o número de medidas disponíveis, rn, l`or 
maior que ou igual ao número de estados, ~r› [52] . Em termos práticos, o número de medidas 
disponíveis é muito maior que o número de estados. Isto permite garantir que a rcdund;^in- 
eia de medidas na ausência de erros grosseiros cometidos no processo de medição asseguram 
aos estimadores MQP a condição de melhor estimador de m‹í.rím‹¡‹t'‹'/mzs'i/riil/mnçu quando 
0 modelo de medição 6 gaussiano [27] , [32] . 
2.5.1 Redundância Global de Medidas
5 
Um índice baêâtante usado para qualificar o modelo de medição adotado é relerido 
na literatura técnica como medida de reu'‹u1‹1‹i›1‹'¡u global do sistema, que é delinida por:
m 
¡› : ~ (2. l2) 
II. 
onde: 
vn : representa o número de medidas disponívies; 
11 = 'ZN - l : representa o número de estados estimados.
lb' 
Um índice adequado de redundíincia global de inedidas associado ii tecnicas de 
analise de obser\fabilidade topolo¿¿ica. coiiio por exei 
iiiados eiii relação aos valores \'ei°dadeiros de graiidc/.as medidas 
[27] , l32I . Por isto que o índice de redundfincia global quando analisado isoladaiiiciite, não 
garante as condições iníniinas de utilização de métodos de ideiitilicaçíio de medidas coin 
erros grosseiros. Ein trabalhos inais recentes, o conceito de iedtiiidftncia global foi estendido 
ao probleina de r‹'‹1im‹l-š›ici'‹i l‹›‹'ul de inedidas. 
2.5.2 Redundância Local de Medidas 
O conceito de redundância local apresentado ein seguida estabelece as condições 
mínimas c necessíirias para a correta ideiitil`icaç¿`io de erros grosseiros. Este conceito l`oi 
formalizado ein EESP por l\/lili vt ul. [39] , e está fumlaiiieiitado na teoria de estatística 
robusta proposta inicialmente por Hainpel er ul. [23] . O conceito de iedundfincia local de 
medidas baseia-se rias de linições de c‹›ii_jiui!‹›_/im‹/uniønlztl 0 iii‹í.\'1`i›izi_/iu;'‹7‹› zh' ‹'‹›/i!‹inii`nug‹7‹› 
(f¿,,,,,,×) de medidas associadas a cada estado. 
Define-se ‹`‹›iijiuil‹›_/imrlumeritu/, Z_,- = {z:, }, corno sendo o grupo de medidas, z,-.\ 
associadas a cada vai'iti\'el de estado, zirv,-. Portanto, o conjunto de medidas que l`igui'am ein 
cada coluna da matriz .lacobiana e um conjunto l`undainental. 
O núinero inaxinio de inedidas com erros grosseiros associadas a cada estado que 
pode ser processado por um estiinador deve obedecer a seguinte condição [39] , [38] : 
i l 
./..Ii.iii:ix É 
onde ml- ó o tainanlio doj-esiino conjunto fuiidainental ZA,-. e a operação representaaparte 
inteira do argumento.
ll) 
A condição expressa na Eq. (2. l 3) quando e respeitada permite aos estimadores de 
estados ohter cstiinativas vzilidas na hipotese de que inedidas corn erros grosseiros tenham 
sido corretamente identificadas. 
2.6 Processamento de Medidas com Erros Grosseiros 
OA Baseado na Matriz de Covarianeias dos Resíduos 
Os erros de .r':dição, incorporados ao modelo apresentado na Seção 2.2, apresen- 
tam distribuição gaussiana, isto 6, os valores das coinponentes do vetor de erros aleatórios 
de medição Q se enquadram na faixa de ztíš desvios-padrao (fr) [29] . Os erros que se apre- 
sentam no intervalo de :tíšrr são satisfatoriamente filtrados pelo estimador de estado, devido 
ii redundância das medidas. Erros ein medidas cujas magnitudes estão fora da faixa de :L- 
Išrr podem ser considerados erros grosseiros. Estes erros não podem estar no conjunto de 
medidas válidas porque coinprometem o resultado do processo de obtenção dos estados do 
sistema. Os erros grosseiros superiores a i2tlrr costumam ser identificados por algoritmos 
de pré-filtragem [60] . o que diminui eonsideravelinente o esforço computacional dispendido 
pelo estimador na etapa de processamento de erros grosseiros.
\ 
As medidas corn erros grosseiros que se situam na faixa de iii a :t2t) desvios- 
padrão devem ser detectados e identificados adequadamente. Para isto, varios metodos po- 
dem ser encontrados na literatura [52] , [36] , [ol] ,[l I] , |42I . etc. 
O algoritmo de detecção de erros grosseiros mais utilizado em EESP baseia-se no 
leste e.s'1uliÍs'1¡‹'‹› de /ii¡›‹5!¿'.vv.\' Bol que é apresentado sucintamente em seguida.
2() 
2.6.1 I)elecçã‹› de lšrros em l\Iedidas 
(`onl`orme l`oi discutido anteriormente. os erros grosseiros ein EESP são caracteri- 
zados quando as telemedidas violam as hipóteses estabelecidas no modelo de mcdicfio. 
O método convencional de detecção de medidas errôneas baseia-se comumente em 
um teste de hipóteses que utiliza o índice .1(¿^:), Eq. (25), calculado no ponto de soluçao. 
conforme o conjunto de equações (27)-(2. l()). O índice .1(í) representa a sonia ponderada 
dos quadrados dos resíduos para o modelo Iineari7.ado. Para ser usado ein um metodo de 
detecção de erros em telemedidas, .l(1) deve ser caracteri/.ado estatisticamente. tendo por 
base as seguintes premissas: 
a) consideram-se os erros de medição 1_¡ como sendo normalmente distribuidos, isto 
é, N((); 11°); * 
b) o inodelo de medição é perfeitamente conhecido: 
c) o modelo â nearixado de medição 6 obtido para um ponto satislatoriainenle pró› 
ximo da solução. 
As condições aciina permitem l`ormali/.ar o teste de hipóteses no qual o índice ,l(j) 
se baseia, ou seja:
_ 
^ .. 
Hi, : .1(¿) tem uma distribuiçao Qui-quadradoc com (ni - n) graus de liberdade I5()] ; 
11¡ 1 Ill, Ó I`also. 
O teste de hipóteses Ó implementado comparando-se o índice .](;T_:) com uma con- 
tante Ix' , que é calculada tomando-se por base um certo valor de probabilidade de falso alarme 
ou pró--l`i.\'ada. Assim. o limiar K e calculado como: 
. .Q
/ [\ : '\(m u);n¡) 
onde -\'ö” ”)¡,_“ e o pc. :entil (I s« ‹›.,) da distribuição Qui-quadrado com (ni ~ ii) número 
'aus de liberdade. C..O U5
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A regra de um :cçao de medidas com erros grosseiros Ó a seguinte. Sc ./(¿) lx 
conclui-se que não existem erros grosseiros. considerando-se o nível de confiança assumido 
anteriormente, isto é. H... Por outro lado, se a condição .l(f_T') 2 lx' ocorrer. pode-se afirmar 
que pelo menos um err › grosseiro esta presente no conjunto de medidas disponíveis. Por- 
tanto, o erro grosseiro deve ser identificado e seus eleitos elimina‹los para que o processo de 
estimaçao ocorra na ausência de tais medidas. 
2.6.2 Identificação de Medidas com Erros Grosseiros 
Partindo-se da preniissa de que o teste de detecção tenha indicado a existencia de 
medidas com erros grosseiros, estas últimas devem ser localizadas. O exame individual dos 
resíduos de estimação, ¡~'o é, a diferença entre a quantidade medida e o valor estimado, é uma 
das estratégias de identificação usadas. No entanto, dois aspectos devem ser considerados: 
l") Os medidores utilizados na coleta de dados do sistema possuem diferentes pre- 
eisões, o que la'/. com que as variftncias das quantidades medidas sejam bastante diferentes. 
Isto significa que um valor discrepante para uma certa medida pode ser aceitável para outra; 
2") Os resíduos são correlacionados. Esta correlação faz com que os eleitos de um 
erro grosseiro existente numa medida se espalhe sobre os resíduos de outras. 
Por conta dist:>, deve-se estabelecer uma base de co|iipzti^ztç:`io única para os resíduos 
de estimação. lsto ó leito atraves da normali7.açz`io dos resíduos. Quando se considera o 
modelo de medição linear descrito abaixo: 
A¿z11(z^_z_~'").¿\¿-+-z_, 
(2.l5) 
l'Í(r;) : ll ÍÊ(1¡./¡') I Í?
s
() 
OU 
'~`:) onde l1( 
pcrmilc 
__) por col 
"' l'\ Eq. (°.lo)_ ohlórn-sc: 
vclor dc r‹ wíduos dc c.×'li|11z1çuo por L 
` ._ A-7 _ //\\~: 
` l* scr cxprc.×1×o por: 
L- ; ‹~_ 
L=A¿-Il.A¿ 
wcniôncizl é escrito como lol
A 
` 
l G Liss. Eq. (2.7),z1pzulu â . _ Usando u cquuçuo normul L c u 
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(2.l(›) 
(Í2.l7) 
f "' ' ro' ~ ‹2.1s› 
A definição das mulri7.cs [52] : 
0 covuriz^1nciz1~ dos resíduo 
z-z [1 -11.(11'.1r '.11) .11.1e LA; 
s de cstimuçuo: 
' ' v Í
( ll~=1?-I].((,.11 
0 covuriâncizl dos crro s de cslinluçuo 
rc-cscrcvcr o vclor L 
c;'.,z(11'.1z~'.11)'*'
( 
2. l<)) 
2.20) 
` 
l 
l" ido nu Faq. (218), ohlcndo-sc: los resíduos dc cslirnuçuo. â c nn 
'Al ~-HA: 
Nestz1úlli|11z1c>'.|
H 
z~z(u.1a ).A.;_. ._ 
l sensibilidade dos resíduo 
(2.2l ) 
s como sendo ›rcssfu›dcl`i|1c-seu mulri7. ‹ c 
u11r' 3: K) IJ \.4
que torna possível mostrar os el`eil 
sobre as outras medidas 
` 
' 
- l> idem A propricdat t L 
auxílio da Eq. (2._ c o 
" °`ância t o (° I9). i.ó, matriz de coxaii 4... 
Finalmente 1 
a cada medida pode se 
2 3 
os de contaminaçz`io de uma medida com erro grosseiro 
lriz dc sensibilidade dos resíduos. i.e [52] 1 potência da ma 
Ú W) 8.5' = S' 
` 
e justificar a dcn‹m1inaçño dada Zi matriz definida na Eq. '*l). pcrmil~ _ _ 
` '"` pois: sliinacao, l s resíduos de c 
:).(S. A;_)'] 
(224) 
Eli' /"] = E[(S. A _ 
z óxfiiàg. Azis' 
= S.1š'..S' = ll/ 
resíduos de estimação correspondente livação individual dos 
`)1 
, .norma . 
' 
\ 
` 
xuressai rll'eali7,ada atraves da seguinte c
| 
7.1 
F, 
'/`zz, = _* (--25) 
` I 'lllh' 
lades na identificação dc inedidas com erros grosseiros podem ` lificult . 
des- 
As principais c 
tacional nada 
` 
te forma: 
1 esforço compu 
nais 
l seuuin 
tucr un . 
s diago 
ser resim 
a) a bu 
prezíve 
iidas t a. L 
` 'l`zado rc] f 
' t lemento 
sea do resíduo norma i 
lo da variância dos resíduos, apesar de que apenas os c 
'iz esparsa inversa proposta por Broussole 
l no calcu 
' ` 
s da man 'os As tecnica da matriz ll' sao 
' 
l |59| podem sei 
'1 wresentar pro 1 
[10] e do vcto 
b) a ma 
condicionam 
C) 
r csparso orlogona 
tri7. de -ovariâncias dos erros. Eq. (2.2()), pode .| 
/ "o [54] , [55]; cntonumern. e 
“ ' frosseiros; múltiplos eiios ¿, a existência de 
" neccssari . 
' aplicadas; 
llemas le
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/\lóm dos prohlcmas computacionais mcncionados acima. cxislc ainda o prolilcma 
causado por algumas mcdidas que. quando são corrompidas por crros grossciros. não são 
idcnlilicadas pclos mclodos hascados na nor|nali7.aç;`|o dos resíduos dc csliniacz`1o. líslas mc‹ 
didas aparcccm agrrrpadas no espaço l`alor formado pclas linhas da matriz Jacobiana c são 
discrcpanlcs em relaçao ir maioria das medidas. As mcdidas que têm csla caractcríslica são 
dcsignadas dc ¡›‹m1‹›.s' de ului'‹u1‹'‹m1cn!‹› [Sl] , [4()| , [35] , c são lormalmcnlc dclinidas no 
Capílulo 3.
~ 2.7 Conclusues 
Ncslc capítulo apresentam-sc o modelo dc medição. a l`ormali7.açâ`1o do problema 
dc mínimos quadrados pondcrados (MQP) cm eslirnaçño dc cslados cm sistemas dc potência 
(EESP). hcm como sua solução através do método dc Gauss-Ncwlon. A l`or|nali7,açz`io do 
prohlcma dc rcdundz^m‹_~ia local dc medidas ó lcila no scnlido dc garantir as condiçõcs mínimas 
dc dclcctahilidadc c idcnlilicação dc mcdidas com crros grosseiros. 
Além de aprcscnlar a base lcórica necessaria ao dcscnvolvimcnlo dos demais capí- 
tulos, o prcscnlc capítulo rcvisila o problema da dclccçño c idcnlil`icaçño dc mcdidas com 
erros grossciros, dando- ~‹c ônlasc ao prohlcma do cslorço computacional dispcndido na nor- 
mali7.acão dos rcsíduos.
Capítulo 3 
Robustecimento de Estimadores de 
Mínimos Quadrados Ponderados 
ÊÍ Ch 3.1 Considerações Inic 
A ênfase deste capítulo refere-se ao robustecimento estatístico de estimadores de 
mínimos quadrados ponderados. Neste sentido, apresenta-se inicialmente o problema de 
identificação de erros grosseiros quando ocorrctn em medidas que são posicionalmente dis- 
crepantes em relação as "*mais. Tais inedidas são chamadas ¡›‹m1‹›.\^ de ulu\'un‹'um‹'nI‹› c são 
formalmente definidas na Seção 3.2. A metodologia que permite identificar' e tratar tais medi- 
das adequadamente ó apresentada na Seção 3.3. A Seção 3.4 apresenta de forma sistematizada 
as técnicas de robustecinento de estimadores de mínimos quadrados pondcrados baseados 
em critérios não-quadrãticos. Os criterios não-quadrziticos são definidos em bases estatísti- 
cas, ao contrzirio de outras abordagens propostas anteriormente [15] , [(52] , [56] , [5] . O valor 
dos pontos de transição usados para delimitar os segmentos quadratico do não-quadratico do 
estimador considerado ó também obtido a partir de uma proposta não-hcurística. Esta última 
abordagem permite controlar a magnitude das variãncias dos erros de estimação e estabelecer 
Lima solução de compromisso entre os conceitos de r‹›l›u.s't‹':. e ‹;/Í‹'¡ô11‹'íu estatística. Final- 
mente, a Seção 3.5 resume as principais conclusões do capítulo.
l
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3.2 Pontos de Alavaneamento em Sistemas de Potência 
Nesta seção no âmbito do problema de estimação de estados em sistemas de potên- 
cia (IÊIÊSP). apresentam-se as situações que tendem a gerar medidas definidas como pontos 
de alavacamento. Parit auxiliar nesta definição. mostra-se um exemplo simples de regress;`u› 
linear, que permite visualizar O efeito de uluvar1cmnw11‹› que uma medida ou grupo de me- 
didas discrepantes exerce sobre as estimativas, bem como os resultados obtidos a partir da 
formulaçz`io baseada na matriz de covariâneias de resíduos apresentada no capítulo anterior. 
3.2.1 Definição de Pontos de Alavancamento 
A designação “¡›‹›nI‹›.s¬ de alavu¡1cun1‹'n!‹› " (l‹'i'‹'rug‹' ¡›‹›inr.s') foi inicialmente em- 
pregada em analise de estatística robusta de regressz`io [27] , [23] . [51] . Em EESP, foi in- 
trodu'/.ida por Mili er ul. [40] . [35] , e é atribuída a medidas que são posieionalmente dis- 
crepantes (‹›urli‹'r.\') em relação as demais medidas projetadas no ‹›.s¬¡›‹1;'‹›_/¿11‹›r. Este último e 
definido como sendo o espaço gerado pelas linhas da matriz Jacobiana, ll,,,×,,. As medidas 
que formam a matriz .lacobiana são ponderadas pelos respectivos desvios-padrflo (1?f'/2), 
isto é. IF'/2.11. ~ 
São as seguintes as situações que tendem a gerar pontos de alavaneamento em 
estimação de estados em sistemas de potência [40] : 
a) medidas de fluxos e injeções de potências adjacentes aos ramos que são consi- 
derados relativamente curtos quando comparados com os demais ramos do sistema; 
b) medidas de fluxos e injeções de potências adjacentes as barras que apresentam 
elevado número de ramos incidentes. 
As medidas t, te se enquadram numa das situações descritas acima podem ainda ser 
caracterizadas como pontos de alavaneamento l›‹›n.\~ ou rui/rs". Os pontos de alavaneamento
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ruins são medidas errfincas. enquanto que as medidas dclinidas como pontos de ala\'an‹.'a- 
mento hons são medidas isentas de erros grosseiros. Os metodos que permitem pi'esei'\ai' os 
pontos de alavancamento bons e eliininar os ruins no processo de estiniação são apresentados 
nos Capítulos 4 c 5. 
Antes da apresentaçao do método que permite classificar medidas como pontos de 
alavancamento, é opon uno exemplificar algumas das situações em que a ocorrência de pontos 
de alavaneamentos ruins ó a causa de falha dos metodos de idenlil`icaç;`io de erros grosseiros 
que se baseiam na matriz de eovariâneias dos resíduos. 
3.2.2 O Problema de ldentificação de Medidas Errôneas Caraeterizadas 
como Pontos de Alavancamento 
Considere os 'fesultados apresentados na Tahela 3.1 obtidos a partir de um exemplo 
de regressão linear cujo modelo de medição Õ: 
(I ;1/:lg ll. +1] (ll) _ 1, _ 
onde u e 1› são os estados, _‹¡ e o vetor contendo as observações e 1; ó o vetor que representa 
.
I 
os erros aleatorios de ri›:diçâ`io. 
Na Tabela 3. I, a primeira, segunda e terceira colunas representam os dados de re- 
gressão linear mostrados na Fig. 3.1. O exemplo de regressão linear considerado pondera 
igualmente as medidas (nf : l) l. A quarta coluna lista os elementos da diagonal da matriz 
de eovarifuicias dos resíduos. A quinta coluna relaciona o vetor de resíduos de estimação c a 
última coluna mostra os resíduos normalizados. As duas últimas medidas listadas na tabela 
são pontos de alavaneamento ruins (medidas (vb e 7b).
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'11l1)L'|1l 3.12 Rcstiltzulos do cxcmplo tic 1'cg1'c.×'s1`1‹› 11110111' 
1\/1c11i1111 Vulorcs (x-y) rcs1'11uo.×'A 
._ 5208 .7243 -1.( 203 1.194 
IJ N) 1.4658 ().7677 -0.4658 ().5316 
2,) '.».› 1.4108 0.0026 0.0892 0.0996 
-12- 1.3557 0.8289 0.6443 0.7077 
5 5 5.0 1.3007 0.8466 1.1993 1.3034 
611 15 0.5 0.7506 0.5532 -0.2506 0.3370 ¢= 
711 16 0.5 0.6956 0.4768 -0. 1956 0.2833 _1__ ,_ 
No. cixo-X 
] 
1\'1c11idos(,1¡) 
| 
Esti1111111os(_1¡) W,‹,- 
1 
1, 
| 
11-,,,1 
1 
1 11 
I 
1 _ t› › 1 1) 
2.() 
3.0 
4 4.0 
O resíduo no1'111111i7.1111o correspo1111c11tc 11 C111111 111c11i1111 não in1lic11 11 cxi.×'tê11ci11 dc 
erros g1'ossci1'os. Por outro 1111111. os c1`citos dos pontos dc 11111v1111c11111c11to ruins sohrc os rc- 
su1t11(1os 1111 csti11111çíio podcni scr vistos 1111 Fig. 3.1. A rct11 tr11ce_i111l11 in1lic11 o 1°c.×'u1t11do 1111 
1'cg1'cs.s'1"1o1inc11rscnño 1`o:<:~;c111co11si11cr1111os11s 111c11i1111s611 c 711. Os vztlorcs csti1111111os p111'11os 
p111'1^1111ct1'os 11. e 1› scri11111 0.5 c 0, o que 1'csu1t11ri11 11o modelo 11c1"cg1'css1`1o1i11c11r: 17 = 0.5;1:+ 0. 
Port11nto. os v111orcs corrctos cstin111dos p11r11 11s n1cdid11s 611 c 711 scri11111 7.5 c 8.0. 1'Cspcctiv11- 
mente. 
No cntzinto, 11 11111111111: truco contínuo n1ostr11 o 1|u11nto os pontos dc 11111v1111c11111c11to 
ruins podcin i111`1uir nos 1°esu1t1111os do pro111c1111111c cstin111ç1`1o. Através 11cst111'11ti11111ó possível 
concluir que os rcsí1111‹ As 11.×'soci1111os aos pontos dc 11111v11nc11111c11to ruins são 11111ito niciiorcs 
que os resíduos 11ssoci1111os 11s outras 111cdid11s. Neste caso, o modelo de rcg1'ess1`1o 1ine11r é 
17 = -t).()51'›:1: + 1.570. .1 que resulta os vulorcs csti1111111os 11present1111os 1111 T1111c111 3.1. 
O exc111p1o11c 1'cg1'css1Í1o 11116111'111ostr11c1o1111tcrio1'111cntc indic111|ucos111éto11ost1'11di- 
cion11is de 11ctecç1"1o e i111:11ti1`ic11ç1"1o dc erros grosseiros 1`111111111111o idcnti1`ic11r n1c1Iid11s c1'rô11c11s 
c111ssi1`ic111111s como po111'os dc 11111v11nc11111c11to, o quc inv111i1111 co111p1ct111nc11tc o 1°cs111l1111o dc 
csti11111ç1`1o. Port11nto. 11s' n1c11it111s c111ssi1`ic11d11s como pontos dc 11111v11nc11n1cnto no ¡11'oh1c11111 
de c.~;tin111ç1"1o dc cst1111o~' dcvcm sc1'11cvi111u11cntc i11c11ti1`ic11d11s c co11si11c1^111111s. Nus p1'(›xi11111s
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Fig. 3.1 'Representação gráficzl do exemplo de regressão Iinenr 
seções deste capítulo, apresenta-se u forma pela qual luis medidas são identificadas e incor- 
porndzns no prohlmnu de EESP invexligzldo neste lruhulho. 
O ic A 3.3 Identlhcaçjo e 'Hatamento de Medidas Definidas como_ 
Pontos de Alavancamento 
A formu pela: .|uul us nlcdidus cmuctcrizudus como pontos de ulzwunculnenlo é in- 
corporada no problema Ne EESPhusciz1-se |1z1ul|'iIn|içüo‹Ie um peso udieionul u luis lneclidus. 
Pz11'z|‹|uez|.×' nlcdidus u.×'.×'i|n definidas não sejam todas igualmente .×'L|hpomlerz|‹lus no p|'oecs.×o 
de esli|nuçz`\o de estudo.~;, o algoritmo de solução do eslimudor deve ser capuz dc eliminzn' 
as medidzns clz1.×'.s'il`iczuIz1.~. como ponlos de uluvzlncznncnlo ruins c prcservzn' us nnediúlus hous. 
lnclucm-se entre eslus úllnnus us medidas que são pontos de uluvuncumento e, simultanea-
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mente, isentas de erros grosseiros. Neste sentido. os metodos que possuem a característica 
desejada são apresentados nos Capítulos 4 e 5. 
Nesta seção. ohjetiva~se mostrar a forma pela qual as medidas classificadas como 
pontos de alavancamento são determinadas e introdu7.idas na formulação do problema de 
EESP A atribuição de pesos associados a estas medidas é fundamentada no calculo de uma 
medida de distância qu- representa a dispersão das medidas ein relação a um valor de ine- 
diana. Este últiino valor 6 obtido a partir do conjunto de distâncias organizadas ein ordein 
ascendente forinadas entre cada medida e 51 maioria das deinais medidas disponíveis. Em 
analise de estatística ro'¬.usta de regressão. as distâncias definidas anteriormente são comu- 
mente chamadas de 1'/i‹¡'i‹'‹›s de ‹'.v1zi1z'.s'1i‹'‹¡ do ¡››'‹z¡`‹›g‹7‹› [Sl] . Em EESR tende-se a manter 
a mesma nomenclatura [35] porque o espaço no qual tais distâncias são obtidas é formado 
por todas as linhas da matriz Jacobiana. A subseçño seguinte apresenta a fundamentaçz`io 
matematica que permite calcular os índices de estatística de projeçao. 
3.3.1 Estimadores de Escala ou Espalhamento 
As distâncias lefinidas no espaço fator formado pelas linhas da matriz Jacobiana 
devem possuir uma mesma hasc de comparação. Este procedimento permite deterininar quais 
medidas ou grupos de medidas são discrepantes em relação as demais. Neste sentido, as dis- 
tâncias devem ser padic iizadas por um ‹›s!in1u‹I‹››' do ‹'.\'‹'ulu ou e.s'¡›allmn1ent‹›. O estiinador 
de escala mais conhecido e utilizado é a vuriârzciu (U2), que não é um paríunetro robusto 
porque também é função de valores discrepantes. No entanto, existem estimadores dc es- 
cala de elevado ponto de colapso Ã ou, simplesmente. estimadores de escala robustos que. 
ao contrario da variância que mede o espalhamento dos pontos em torno da media, os esti- 
¡l() conceito de ponto dc colapso de uin cstiniador deve scr entendido como sendo sua capacidade dc 
produzir estimativas com desvios finitos na presença dc pontos discrepantes.
.ll 
madores de escala rohustos espelham a dispersão dos pontos em torno da mediana [51 1 _ ()s 
estimadores de escala investigados neste trabalho são 
| |2] : 
i) /ll/l1)_¡ 1 “M‹'‹li‹m A/›s‹›lii¡‹' 1)c\'i‹1li‹›n 
" ou “l)‹'.\'\'i‹›A/›s‹›/i‹1‹›‹/u/\Í‹'‹li‹¡n‹1 
ii) S, : ".S'¡›r‹'‹1‹/‹'.v!i/n‹i!‹›r 
' ou “I;`.s'!im‹i‹/‹›r‹/‹'1;`.r/›‹il/lziiiicn!‹› 
iii) l",. 
A ‹{/iciêncizà ~.‹.\'.\'i1z1‹3¡icu 4 destes estimadores de escala é função do esforço coin- 
putaeional dispendido. A Tabela 3.2, mostrada em seguida, apresenta um quadro comparativo 
da eficiência assintótica dos estimadores de escala considerados I l2] _ 
'llIÊ)L'l1l 3.2: Estimadores de lflscala Rohustos 
li_`/iciêizciuAmiiilóriczi (E,,,_):H 37% 58% b. lv \': C\ 
1;`.s'I1`l›iu‹1‹›rc.s' de E.s'‹.'u/‹¡1 1ll‹1,‹14¡ S1 1' ¡
H 
A lormulaçao matematica dos estimadores dc escala Sj e l`,- é mostrada no Apêndice 
A, que também apresenta um exemplo numérico comparativo do desempenho dos três esti- 
madores de escala frente ao metodo tradicional. este último haseado em resíduos normaliza- 
dos. As expressões de calculo do estimador de escala robusto recomendado para aplicações 
em EESP são apresentadas em seguida. 
ESTIM/\l)(jd< DE ESCALA “]\lxl1)`,-" ' 
CO Os Em EESP, ztnalises anteriores [35] indicam q suficiente utili7.ar o cstimador de 
escala /ll/ll)_¡ ( “Median Absolute l)eviation"), para estabelecer uma medida de dispersz`u› 
que não sofre a in fluência de medidas discrcpantcs. A expressão de calculo deste estimador 
de escala define-se por: 
A/A1), z izl. 1.zts2‹stzzz‹«1¡‹z,zzz |/z,›.1z§| (12) 
“Medida do desvio ocorrido entre valores estimados c a mediana do conjunto cor|'cspondente.
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onde 1:, e /:J são a i-ósima e j-ósima linhas da matri/. Jaeohiana. respeetivamentet podendo 
1Í ser igual a _/1 e 11,, e mn lator de correção introduzido para o caso em que o número de 
observações é í Í). Este parfnnetro ó delinido eonlortne o quadro mostrado a seguir I Il] : 
/.-U 2 :â zt 5 ts 7 s 9 
1›,|]|.1f›‹s |..ts›5 t.:s‹s:â 1.200 t.2‹›‹› 1.1-to 1.r_›@› rm? 
Para _j > 9, tcm‹se: 
t›, z (mt 
t 
1 Íl.\ 
3.3.2 l)ete|'|ninaçr.`i‹› de Indices de Estatística de Pr‹›jeçã‹› - Ep,- 
O índice de estatística de projeçao de cada medida, Ep,-, pode ser t`ormalmente 
definido como sendo a maior distância resultante da projeção do segmento de reta que une a 
i-ésima medida z`t med¡¬na do conjunto de medidas disponíveis, sobre to‹los os segmentos de 
reta igualmente obtidos para as outras medidas [ l2] . Em lace das ea|'aeterístieas de esparsi- 
dade da matriz Jaeohiana, o esforço computacional ó eonsideravelmente amenilado. Neste 
sentido, além da esparsidade do problema, a simetria existente na matriz de projeçoes, isto ó: 
Í
I 
11.11 , deve ser explorada. 
Em |Í45| re‹;omemla-se que o calculo dos índices de estatística de projeção pode 
ser realizado a partir da seguinte equação: 
¬ ll-'z 'lr 
l
. 
lap, :max para] = l, ...,'m (34) 
Í lÊ'¬`¡' 
onde /_1 Ó um vetor linha da matri7. Jaeohiana, ja considerando a ponderação relativa aos 
desvios-padi"í`io das medidas. isto 6. I? l/2.11. O estimador de escala l¿`s~,, correspondente 
aj-ésiina medida, tem a l`unçz`to de padronizar as projeções. O índice l',`¡›,- determina o quão
É 1,_.__ 
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distante cada linha da mati'i7. .lacohiana esta em relaçao ao conjunto formado por todas as 
demais linhas dessa matriz. O estimador dc escala considerado no calculo dos resultados 
apresentados no (`apíti=o 6. e recomendado para aplicações em EESIÉ e o estimador .llzl I), 
pois exige menos esforço e maiores facilidades de implementaçao computacional. 
3.3.3 Identificaçfie de Pontos de Alavaneamento 
A identilicaçíio de medidas caracteri7.adas como pontos de alavaneamento haseia- 
se na coinparaçfio indii idual dos índices de estatística de pro_¡cçâ`1o (l:`¡›,) com um valor cor- 
respondente de limiar (l›,~). Cada medida tein um valor correspondente de limiar que ó l`unçz"io 
da distribuição Qui-tiuadrada (A\'f_¿,7_`,,%) cujo percentil de 975% e o número de graus de Iiber~ 
dade (ii) considerado é função do número de elementos não-nulos da i-ésima linha da matriz 
Jacobiana [35] _ Analíticamente, tem-se que a i-ósima medida 6 considerada um ponto de 
alavancamento quando ':atist`a/. a seguinte condição: 
¬ 2 1315 > bi : \'z',s›7.r›% (35)
s 
3.3.4 'lratamento de Pontos de Alavaneamento ein Problemas de EESP 
A iiieoi'poi'zie;` ti de medidas caracterizadas como pontos de alavaneaincnto no pro- 
bleina de estimação de estados em sistemas de potência é leila atribuindo-se um peso adi- 
cional íis medidas assim classificadas, além daqueles referentes aos desvios-padi“ão das me- 
didas. O calculo dos fatores de pesos adicionais para levar em conta possíveis pontos de 
alavaneamcnto ó leito a partir da .seguinte e.\pressâ`io [34] : 
. I); ') . 
ir, = mm{ l. parar = l. m (ló)
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onde: 
nl -› numero de medidas: 
1:`¡›, ~› Ó o ."1¡‹Ii‹~‹' ‹l‹› ‹'.\'lul¡Ís‹!i‹~‹1 do prr›j‹'çã‹› correspondente ii i-esima medida. 
1›, : \if!¿h.V_,¡,. --› é o valor da distribuição Qui-quadrado. considerando um percentil 
de 975%. O grau de liberdade, ig é delinido pelo número de elementos não nulos da i-ósima 
linha da matriz laeohiana. 
Às medidas classificadas como pontos de alavancamento ó atribuído um valor de 
peso, que varia entre () c I, conforme indicado em (3.(›). A forma como estes pesos são 
utilizados para suhponderar os pontos de alavancainento ruins e preservar os hons e mostrada 
no Capítulo 5. 
3.4 Estimadores Baseados em Critérios Não-Quadráticos 
Os estimadores baseados em critérios nfio-quadrziticos, quando usados em comlwi- 
nação com o algoritmo apresentado no Capítulo 5, pertencem a uma outra classe de esti- 
madores robustos especialmente desenvolvidos para contornar o problema causado por ine- 
didas caracteri7.adas como pontos de alavancamento. Nesta seção, apresenta-se a l`undamen- 
tação teorica usada para definir estatisticamente os estimadores haseados em critérios nao- 
quadratieos. 
Em EESP, a primeira proposta de utilizar critérios não-quadi'atieos associados a es- 
timadores MQP foi apresentada por Merrill e Schweppe [33] . Outras propostas neste sentido 
podem ser encontradas em [ l5] , [62] , [56] . [5] . Apesar do relativo sucesso conseguido, a 
utili'/.ação de pontos de transição que definem a luneño-custo ¡›(›) ea primeira derivada ‹,"[~) 
em bases heurístieas. podem comprometer a eficiência e/ou robustez dos estimadores. Nesta 
seção, apresenta-se uma maneira sistemática de definir os pontos de transiçíio segundo a teo-
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ria de estatística robusta. Esta abordagem permite lixar uma solução de compromisso entre 
os conceitos de elieifneia e i'ohuste7. do estimador em eliminar a influencia de erros gros- 
seiros nos valores estimados e, ao mesmo tempo, controlar os desvios nas estimatixas. 
3.4.1 Controle da lnfluêneia dos Resíduos 
Os estimadores baseados em critérios não-quaclrzitieos têm por objetivo limitar a 
influência de medidas que resultem em valores correspondentes de resíduos alem de um 
limite lido como aceitável. Neste traballio, este limite é designado de ponto de transiçz`to 
do estimador, pois ele delimita o segmento quadrzitieo do não-quadi'zitieo. Os estimadores 
considerados para aplicação estão descritos abaixo e resumidos na Tabela 3.3 5. 
0 ››1í11inm.v z,'1‹‹1‹1ru‹1‹›.s' ¡›‹›/i‹1‹1r‹‹‹1‹›.\° ( M QP) 
((}‹111.\'.\'/1.‹zq‹'. ¡‹1r‹', 1795) 
O ‹¡Il‹l(1/'Ú/Í‹'U-‹'‹›/1.\'1‹1¡lI‹' fl/1r11Í11'('‹) (QC/l) 
(1šcul‹›1¡/1ii1‹‹'_\'. 1974) 
o ‹¡uu‹1r‹íIi‹'‹››-‹'‹›n.s'!‹ml‹' (QC) 
(Huluf/: 1964: 11im'c11/7Z11w‹u; 1975)
_ 
0 1/mir//'‹íI¡‹'‹›-rui; qi/‹/‹1m‹/‹1 (QRQ) 
(1l/lc'/'I'¡11/S‹'1l\\'‹'p¡›‹'. 1971) 
O qim‹1rúIi‹'‹›-›tu/igwlle (QT) 
(11u1›‹'r,' 1964) 
0 mí/¡i›n‹› \'‹r'»›r u1›.w›11‹!‹› (Mlál) 
(N‹›r/1111 1) 
5() estimador de mínimo valor ahsoluto (MV/\) I`oi incluído nos quadros eomparati\'os mostrados em 
seguida apenas com o proposito de ilustrar sua aplieaçao, pois sua investigaçao, como uma das propostas para 
contornar o problema dos pontos de alavaneamento [2] . não consta dos objetivos deste traballio de tese.
.V1 
Na Tabela 3.3. as variaveis /' e J. representam os resíduos resultantes e o valor do 
ponto de transição que define cada estimador, respeelivameme. ()s valores de J' utilizados 
neste trabalho foram definidos a partir de uina eficiência estatística de 95 Cl. /\ metodologia 
de calculo dos pontos de transiçao para estes estimadores. como funçao de uma eficiência 
estatística pré-estabelecida, é apresentada em seguida. 
'läbelíl 3.32 Funções Não-Quadraticas 
1_'].sf.1Í~/n.. 1)‹›11›ímÍ‹› ¡›(r) u'(r) :[1 (r) .i 
1\1QP Fl? ir?/2 1' .>c
J QCA 1- < za (,f›'~/2)[t- [1-(z-/,a)'~>]¢*] 3›-[1-(›~/,‹ƒ)'-*]2 ' 4.685 
I' > /3 
1' Q /3 'rg/2 1' , _ r 
‹ 
T :> /_; /3'_›[2 2.190 
QIYQ 1' í /3 T2/2 1' 1.264 
T > /3 25::/2\/lT|_ gl-32 /3:;/2~5Í 
QT -z» g ,fe 12/2 -z- 1.345 
1' Í» /3 /3 
l 
1' 
| 
~H2/2 .s-i_‹¡n.(1').,'i 
1l1l”'.~'l Êll s¡`_‹¡1›(r) O 
CQ 
íw
~ 
`z/-\ 
`â
í 
O estimador QT, dentre os estimadores investigados, foi o primeiro estimador de 
maxima-verossimilhanc. definido em bases estatísticas. O estimador QT, juntamente com 
O estimador de mínimo :alor absoluto (MVA ), são os únicos que apresentam a função p(-) 
convexa, o que permite 'assegurar a inexistência de m1'ním‹›.s- l‹›‹'ui.v [37] . (Na verdade, o 
estiinador de MVA é um "aso particular do estimador QT quando o ponto de transição tende 
para zero, isto é, /3 -› U). 
Para melhor ilustrar os critérios não-quadiaticos investigados nesta pesquisa, mos~ 
tram-se na Tabela 3.4 as curvas associadas a cada estimador não-quadrático considerado. As 
funções pl-). são mostradas na coluna (a). e suas primeiras derivadas, tp/'(-). aparecem nos 
gráficos intermediários, coluna (b). Os gráficos mostrados na coluna (c) representam a função 
peso, ‹1(-). Esta última função é utilizada no método MQRDI e sera definida no Capítulo 5.
Estimador 
'lhbela 3.4: Curvas de Estimadores Não-Quadráticos 
/›(~) 1/›(') ‹1(-) 
MQP 
|n~ 
no 'I 
u " 
,
u 
1: 
an 
ao 
nz 
na 
o 4 0 ‹ 1 o z 4 o 4 4 1 u 1 1 1 
QCA
V __¬í.í...í.í.í z~
u 
uu
‹ 
zé 
ns
e › 
1. ‹›e
M
\ 
vz 
-â 
.zz \ 
H __-- .- _A..í_. . ._ .__ ›._ - .__ . _ \_ « z z ›~ z . 1. à . z . _. . , 
s ~.íz 
QC 
H ~_.;_.í.i_._¬. z A ~¬ _ _ 
z ;¬__z¬.__...í¬â_í _. _.__.__íí_i_.__.__
« 4 
¡ 
zu
z 
V 
~ 
ih 4 
- A . ; z 
'z `z,_ 
‹ 
:_` W ‹'‹ ‹ 
QRQ 
I 
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z 
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A E / _ í _ 
1 \ f/ _.\ 1 "° / \ / › `\\\ / -z z- ./ I / 
àiíífi 
.- ‹ 
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1. 
"›{`__Í¶7'7 Í *_¢_ %'^~* i // \ ¿1..`._í - - ..._ ___”. . z ~ . z ,_ 
QT 
/ff . 
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1 Q 4 q a z ¡~
n 
_ 4 « 
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A metodologia de calculo dos pontos de t|'ansicz`io destes estimadores, como luncfio 
de Lima eficiência estatística pró-estabelecida, Ó descrita em seguida. 
3.4.2 Pontos de Transição Estatistieamente Definidos 
Os valores usados como pontos de transição (/3) entre os segmentos que definem 
os estimadores não-quadraticos considerados, são determinados segundo os conceitos de es- 
tatística apresentados a seguir. Nesta definição, considera-seiuma eficiência estatística (í,,,) 
de 95 % e o modelo de medição associado e baseado na tlist|'ilwt|ição Guassiana [25] _ A Fig. 
3.2 mostra a curva de eficiência estatística para o estimador ()'l`. 
100 
, . , . ,--- 
go . . . . . . . . . . -.' . . . . . . . 
| 
/Z,
z go. _ . _ .X/_ . . . . . . . . . . . . . . _ _ t _ . _ _ _ _ 
// 
1/ . 
7‹›-/./~ - 
Z-
- 
ao . . . . . . . . . › . . . . . . . . . _ . . . . . . . . _ _ 
50 › - - - - - ‹ - ~ - - ~ - - - - › › › - - - « - - s . . _ _ 
40 . . . . . . . . . . . . . . . . . . . . . . . . . . . . _ _ 
30 . _ . . . . . . . . . . . . _ . _ . . . . _ . . . . _ . _ _ 
QQ . . . ¬ . . . . . , _ _ _ _ _ _ . . _ _ _ _ _ _ . . _ _ . . 
to - - - - - - - - › ~ - z A › - - - › - z - - - . - › . . _ z 
O \ I I | I 
O 0.5 l L5 2 2,5 3 
Fig. 3.2 (`urva de eficiência estatística do estimador QT: l;`i.r‹› .r - ri; I;`í.\'‹› _\\ - % 
Na 'l`ahela 3.4 pode-se ohscrvar que a tendencia do valor do ponto de translcz`to ,1 
para zero tal. o estimador Q'l` transformar-se no estiinador de mínimo valor absoluto (M VA). 
enquanto que em sentido contrario, i.ó.. quando J tende para o infinito. o estimador ()'l` se 
transI`orma no estimador MQÍÊ Isto permite concluir que, quando o modelo de medição l`or 
gaussiano, o que implica ausência dc erros grosseiros. a eficiência estatística do estimador 
MQP 6 l()t)%. o que o torna o melhor estimador de inaxiina verossimilhanca. Por outro lado.
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considerando o mesmo modelo dc mediçao. o valor da cliciência estatística do eslimador 
MV/\ ti reduzido para Q: (57%. 
O procedimento utilizado neste traballio para dclcrminar o ponto dc lransiçz`ro J Ó 
baseado no estabelecimento de um nível de eficiência estatística, por exemplo. 95 %. 
O cálculo da curva de eficiência estatística de um estimador, mostrada na Fig. 3.2. 
utiliza métodos de inteigtação numérica para avaliar' as seguintes expressões [25] , [7] : 
l. vuriâm'i‹1 \¬.s'i›¡l‹511'‹'‹1.' 
mz-( ) z (37) H) 
~`*1 sx ,-¬
`
\
_
- 
2. Inf‹›rn1ug‹7‹› de Fís/1‹*1'(l/`).' 
-+oo 
If : Eli/i('r)2] : / -r/›(r)`¿_f(r).‹Ir (3.8) 
3. éf/`i‹'iâ/:cia ‹'.\'lu!1'.s'1¡c‹‹.' 
1/1./` Em = 
onde -1/›(-) e 1/›'(-) são o gradiente e a hessiana da funçíio ¡›(-), respectivamente.
u 
na 3.5 Conclusoes 
Basicamente, são três as principais conclusões pertinentes ao presente capítulo. 
A primeira conclusão refere-se ao estimador de escala ]lÍADA,~. Este estimador é 
suficiente para aplicações em EESP porque apresenta propriedades estatísticas desejáveis e 
exige menor esforço e maiores facilidades de implementação computacional.
4() 
A segunda conclusão ressalta a necessidade de se explorar' a esparsidade e a simetria 
da matriz de projeção 11.11' para tornar computaeionalmente mais eficiente o calculo dos 
índices de estatística de pro_¡eçz"1o. Í:'¡›,‹. 
A terceira conclusão diz respeito ao valor de pontos de transição (H) usados na 
definição de estimadores baseados em critérios não-quadráticos. Os valores dos pontos de 
transição usados neste trabalho são determinados segundo critérios estatísticos, ou seja, são 
calculados em bases não-heurísticas. O uso de conceitos de estatística robusta permite esta- 
belecer a relação desejada entre os níveis de robustez e eficiência estatística desejados para 
a correta definição de estimadores baseados em critérios não-quadrzíticos.
Capítulo 4 
Estimador Robusto de MQP Baseado no 
Método de Mínima Mediana 
4.1 Introdução 
líste capítulo apresenta uma primeira proposta de estimador robusto que ó capa/. 
de identificar erros grosseiros em medidas caracterivadas como pontos de alavancamento. 
Este estimador se baseia num conjunto dc planos mínimos observaveis de inediçüo, cujas 
medidas são escolhidas aleatoriamente (desde que respeitada a restrição de obser\-'abilidade) 
entre as telemedidas disponíveis. A lunçíro-custo a ser minimizada e a mediana do conjunto 
dos quadrados dos resíduos ponderados correspondentes a cada plano mínimo observzivel de 
medição. ()s resultados obtidos usando este estimador são apresentados no Capítulo (w. 
O estimador MQP baseado em planos de mínima mediana é uma das primeiras 
propostas de estimadores robnstos capazes de contornar o problema de identil'icacão de erros 
grosseiros em medidas classificadas como pontos de alavancamento. Este estimador. apli~ 
cado E1 lÊlfISP por l\'lili ‹'l ul. [38] . I~lt)| , apresenta pouca eliciôncia estatística. pois suas 
estimativas são obtidas a partir de um conjunto crítico de medidasr Além disso, exige-se ele- 
vado custo computacional por causa da escolha alcatoria de medidas necessarias para compor 
cada plano de rnedicao. devendo este ultimo ser observavel. No entanto, suas características
-ll 
quando eomhinadas a outras ferramentas |53| , e sua implementaçíio em ambiente de coin- 
putaçño paralela", podein potencializar sua utiIi7.açz`io ein tempo real. 
O teste de ohservabilidade implementado no estimador baseado no metodo da míni~ 
ma mediana (MMM) se constitui numa das contribuições deste traballio. O referido teste 
utiliza um método de observabilidade topológiea [53] que, ao contrario do proposto ein [40] 
, não realiza operações em ponto flutuante e, conseqüentemente, é computacionalmente mais 
eficiente. Neste trabalho, as sucessivas estimativas baseadas ein planos de medição míni- 
mo observáveis são obtidas a partir da versão não-desacoplada do estimador MQP resolvido 
através de translormações ortogonais via rotações de Givens |5~l| . 
Este capítulo esta organizado da seguinte I`orma. /\ segfto 4.2 apresenta a lormu- 
lação do problema de EESP através do metodo de mínima mediana. A seção 4.3 mostra as 
estratégias adotadas para o sorteio das medidas que lazem parte de cada plano de inediçíio 
não-redundante. /\ seção 4.4 descreve as principais \'anta_gens de aplicação do teste de ob- 
servahilidade baseado em analise topológiea. A seção 4.5 apresenta um pseudo-codigo do 
metodo de mínima mediana. Finalmente. a seção 4.6 resume as principais conclusões do 
capítulo. 
4.2 F orinulação do Problema de EESP Através do Estimador 
de Mínima Mediana 
4.2.I Função-()I›jelivo do Estimador de Mínima Mediana 
O esliinador não-linear de mínima mediana tem por t`unç;`io-oh_¡eti\'o a mediana do 
quadrado dos resíduos de estimação de ordem i. ou seja: 
“Nlfr tliscussao do artigo |4()|
4 Â 
.Í(.:') : (/'l'I_),,,, (4.|) 
O lado direilo da líq. (-1. I) indica a mediana do conjunto de /1/ valores do quadrado dos 
resíduos ponderados de esliinaefio. 
A ordem do elemento tomado como a mediana do conjunto ó expressa por: 
, 
1/1 (11 + 1) ,Z H ía 2 2 
onde m representa o numero de medidas. /1 6 o número de estados e significa a purlc 
i/irei/'(1 da operação aIg:Fhriea representada como argumento. Deve-se observar que o ezíleulo 
da mediana em (4.l) i ipliea que os valores dos resíduos ponderados sejam previamente 
elevados ao quadrado L. 'nganizados em ordem ascendente de valor. 
4.2.2 Padronização dos Resíduos de Estimação c Identificação de Erros 
Grosseiros 
A padronizaçíio dos resíduos de estimação considera, além das variâneias das me- 
didas, uma medida da dispersão dos resíduos de estimação em torno da mediana do eonjunlo. 
Analiticamente, os resíduos de estimação são padronizados individualmente como: 
Ir.:-,I = (43) 
rr,. 
onde o “desvio-padríii robusto" (r?,.) mede a dispersão em torno da mediana e Ó definido 
eomo segue: 
fi = <”'.»/»1‹.f~> = <i'.\/‹›-;~:.),.,. ‹4.4›
-l-1 
O fator de correção ((i'ji é definido de t`orma a t`a7.er corn que Fr, tenda ao des\'io-padrz`rt› fr 
quando o número de medidas aumenta. na hipótese de erros de medição gaussianos. Sugere- 
se ein I38| . |4t)] o uso da seguinte Iieurística para del`inir o tator de correç:`1o:
5 (': l.-1826. 1+ í (45) 
-ni - n 
Urna vez del" nidos todos os parâmetros necessarios ft padroni7.açíio dos resíduos. as 
inedidas cujos resíduor satisla7.em a condição mostrada ein seguida são consideradas medidas 
corn erros grosseiros [40] : 
|z-,.,| z 2 2.5 (4.ó) 
0,. 
4.3 Estratégias Adotadas na Escolha de Planos de Medição 
Não-Reduindantes 
O estimador robusto de mínimos quadrados baseados em planos de mínima ine- 
diana, resumidamente, consiste em selecionar varios subconjuntos não-redundantes de me- 
didas a partir das rn i edidas disponíveis. O calculo dos estados deve ser precedido de urna 
analise de observabilš Jade para cada conjunto selecionado. Ao final do processo. os estados 
estimados consideradt';›; vzilidos são aqueles obtidos a partir do plano de medidas que apre- 
senta a menor mediana. 
Contudo. um problema a ser equacionado consiste em determinar 0 número de 
suhconjuntos nfto-redt.ndantes de medidas que devein ser considerados durante o processo de 
estimação. /\ escolha aleatória de ri medidas pertencentes ao conjunto eomplet que contem 
ni medidas disponíveis. i.e. (',',“, torna o problema impratieavel para a aplicação direta a 
sistemas de grande porte. Entretanto. e possível limitar o número de tentativas necessarias ii
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filtragem dos eleitos de medidas com erros grosseiros. Esta idéia consiste. basicamente. ein 
selecionar um número Áf de subconjuntos sorteados. de tal l`orma que se possa garantir que 
pelo menos um dos conjuntos disponíveis seja isento de medidas espúrias. Claro é o lato 
de que quanto maior o número de conjuntos avaliados, maior é a probabilidade de ocorrer 
a seleção desejada. Inicialmente, o calculo do número de planos mínimos de medição deve 
considerar a fração de contaminação de medidas, expressa como: 
6 = - (4.7) 
Ill. 
onde f é o número máximo de medidas com erros grosseiros que o estimador pode processar 
sem que ocorra falhas de identil`icaçz"io. lí possível demonstrar que o número maximo de me- 
didas contaminadas que um estiinador pode filtrar, quando o modelo de medição é gaussiano, 
é igual Zi metade do número de medidas redundantes disponíveis I38] . |4()| , isto é: 
_ (111. z //) 
./mú.r : 
A substituição da Eq. (4.8) na expressão em (4.7), permite estabelecer a maxima 
fração de contaminação que um estimador pode ser submetido, ou seja: 
(ni ~-1:)
) 
_' _ l _ l 
`¡-m‹i.r Ííí
vn 
Nesta última equação, um elevado número de medidas redundantes (ni -› oc) 
conduza um ¿~*ƒ,,,›,_,. de valor igual a 50%. Os estimadores que apresentam valores elevados de 
rf' são considerados rohustos pois possuem elevado ponto de colapso, isto e. capacidade de 
processar elevado percentual de medidas contaminadas por erros grosseiros [38] . 
Assim sendo, 5' pode representar a probabilidade de se llagrar uma medida como 
errônea. Logo, a probabilidade de selecionar 11 medidas corretas é (1 - 5)", e a probabilidade
-lt» 
de selecionar /.' suhconjuntos contaminados dc tamanho 1: c igual a (I - tl z- fl” ll". lfinal- 
mente. a probabilidade T de selecionar pelo menos um conjunto, entrc lr di.sponí\'eis, isento 
de qualquer incdida co taminada ó expressa por: l › (l - (l ~ f)")^`. Para valores dc T. ¬` c 
114 pró-definidos, após maniptilações algebricas. obtem-se |›l()| : 
lntl T) 
I." = i_--í (4.l()) ln(l-(1-.z')”) 
Em [40] , 6 ainda sugerido o uso de um número de 21.' planos dc medidas não- 
redundantes para aumentar a probabilidade de escolher ao menos um .subconjunto de medidas 
isentas de erros. 
4.4 Contribuições para a Operacionalização do Estimador 
de Mínima Mediana Baseado em Análise Topológica de 
Observabiš' .dade 
A análise de observabilidade baseada no método topológico apresentado em [53] 
é computacionalmente mais eficiente que o teste usado em [40] . A principal vantagem ó 
que o referido teste aplicado ao estimador MMM no presente trabalho pertence a uma classe 
de métodos desenvolvidos especialmente para resolver problemas de natureza topologica 
em EESIÉ A analise de obscrvabilidade empregada não utiliza operações ein ponto llutuantc 
porque se baseia num algoritmo de analise combinatorial. 
No presente caso, além do teste de observabilidade implementado,o algoritmo rela- 
ciona previamente todas as medidas críticas. conjuntos e pares críticos existentes no conj u nto 
completo de telemedidas disponíveis. Estas informações adicionais evitam problemas de dc- 
tecção e identiticacfio dt, erros grosseiros ein medidas e conjuntos críticos. respectivamente 
[36] _
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4.5 Algoritmo do Estimador de Mínima Mediana 
O algoritmo do estimador baseado em planos de mínima mediana pode ser resu- 
mido da seguinte forma [34] , [40] , [41] : 
l. Dado um sistema supervisionado comendo m medidas disponíveis e n estados 
a serem estimados, definir um número adequado de 2k conjuntos de medidas de acordo com 
a Eq. (4.lO), e fazerz' = 1; 
2. Selecionar um conjunto de 11, medidas escolhidas aleatoriamente; 
3. Efetuar a analise de observabilidade do plano de medição constituído pelas me- 
didas selecionadas no passo anterior7. Se o teste de observabilidadc for falso, ir para o passo 
5. Em caso contrario, ir para o passo seguinte; 
4. Proceder os seguintes cálculos, seqtiencialmente: 
i) estados; 
ii) resíduos; 
iii) desvio-padríio robusto para padroni7.ar os resíduos; 
iv) elevar ao quadrado os resíduos ponderados tqrp); 
v) dispor os valores do vetor contendo o (qrp) em ordem crescente; 
vi) armazenar o valor da mediana calculada a partir do vetor (qrp) ordenado e ir 
para o passo 5; 
5. 'l`cslar se1Í É 21v. Em caso al`irmativo, l`a7.er: Í = 1Í+ 1. e retornar ao passo 2. Se 
1' > 21:, ir para o passo imediatamente seguinte; 
6. Realizar o calculo do desvio-padrão robusto e padronizar os resíduos correspon- 
dente z`1 seleção que apresentou a menor mediana sobre o vetor' contendo os valores do (qrp). 
7Rel`crcncia-se a seção 4.4 anterior.
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As estimativas a serem utilizadas são obtidas a partir do conjunto de inedidas que apresenta 
o menor valor de mediana; 
7. Comparar os valores de resíduos padronizados com o limiar adotado. A medida 
cujo valor de resíduo padronizado for superior ao limiar usado é considerada errônea; 
8. Encerrar o processamento. 
4.6 Conclusões ~ 
A primeira proposta de estimador robusto, desenvolvido para identificar erros gros- 
seiros em medidas previamente classificadas como pontos de alavancamento, apesar do custo 
computacional, apresenta características que podem disponibiliza-lo para aplicações em tempo 
real. 
A exigência de um certo número de planos mínimos observziveis necessarios a fil- 
tragem de medidas com erros grosseiros, requer um algoritmo de teste de observabilidade 
que seja computacionalmente mais eficiente. Ao contrario da proposta original [40] , este 
capítulo apresenta a implementação de um estimador baseado no método de mínima mediana 
(MMM) cujo teste de ohservabilidade dispensa a realização de operações ein ponto flutuante 
na elaboração da lista exigida de planos mínimos observtiveis de inedição. 
Neste trabalho, apesar dos resultados mostrados na Seção 6.3 do capítulo de resul- 
tados, recomenda-se o estimador de mínima mediana para ser usado por enquanto como uma 
referência ‹g/]`-line de resultados para outros estimadores.
Capítulo 5 
Estimadores Robustos de Mínimos 
Quadrados com Rescalonamento 
Dinâmico Iterativo (MQRDI) 
5.1 Introdução 
O prcscnlc capítulo descrcvc us principais conli'ihuiçÕc.\' do lruhulho dc tcsc. Nclc 
uprcscnln-se um método dc solução do prohlcrnu dc lil:ÍSP quc também ó capuz dc prcscr› 
var u influêncizr dc medidas clâ1ssi|`iczidzis como pu/11‹›.s' ‹/‹' ulu\'u11‹'‹m1‹'¡11‹› rá/1'‹/‹›.s` ou /›‹›n.s'. 
A principal vzuilzigcm dc sua Lililizzição é que us propricdudcs cslzitíslicus do cslimzrdor não 
são prejudicadas por força da suprcssz`1o dc medidas bons do conjunto dc medidas. como 
ocorre com o método ziprcscnlzido no capítulo âinlcrior que se husciu cm coniunlos dc mcdi- 
das n;`1o~rcdundâmlcs. Ncslc sc|ilido.zipciiz1s;1.×' inflilônciârs i|idc.×'cj;i\'cis dc mcdidus sL|.×'pcil;i.×° 
dc scrcm crrôncus_ principulmcnlc zrquclus |'cÍ`crcntc.×' nos pontos dc zilâmrircuriiciilo ruins. ó 
quc são cIiminz1du.\'. () rc|`crido mclodo hu.×'ciz|~.×'c cm csli|nz|do1'cs não-quzidrzilicos quo. rc- 
suinuluincnlc, no conlrzirio dc outros métodos conhccidos nu Iilc|'z1luru[(i2| , |37| _ |5(›| _ |5I 
_ possui ns scguinlcs \'z1|1lugci1s:
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a) Os critérios não-quadráticos são definidos segundo a analise de estatística ro- 
busta, o que permite controlar as propriedades de robustez e/ou eficiência que se deseja obter 
do estimador; 
b) A influência das medidas durante o processo iterativo é função dos respectivos 
resíduos, isto é, quanto maior o valor de resíduo menor é a influência da medida correspon- 
dente no processo de estimação. Além disso, a ponderação das medidas pode variar a cada 
iteração, e há a possibilidade de que uma medida que tenha sido suprimida em uma dada ite- 
ração seja resgatada na iteração seguinte; 
c) Ao fim do processo iterativo, os estados obtidos são considerados válidos, o que 
evita re-estimar os estados após a identificação de medidas com erros grosseiros; 
d) A identificação de erros grosseiros é um subproduto do método, e o cálculo dos 
resíduos normalizados é desnecessário. 
O método que possui as características descritas acima foi previamente investigado 
por Scliweppe [33] e Huber [35] e é baseado no algoritmo de Beaton e Tukey [6] . As 
propriedades de convergência deste último algoritmo são bem conhecidas e sua titilizziçño 
em analise de regi'essão linear já esta consolidada [25] , [7] . Ein EESP, este método foi 
inicialmente explorado por Mili el ul. [35] . 
Neste traballio, o problema de EESP também é formulado através do algoritmo 
descrito acima, porém sua solução Ó obtida através dc um método nuiiiórico mais robusto 
e eficiente. O uso de transformações ortogonais baseadas ein rotações de Givciis Ó o mais 
indicado e aceito [54] , [58] , [59] para resolver sistemas de equações redundantes inerentes 
ao problema de niínimos quadrados. Isto porque problemas de ordem numérica são bastante 
freqüentes ein situações em que podem ocorrer diferenças significativas na magnitude de 
pesos aplicados as medidas [45] . Na presente formulação o valor dos pesos aplicados as
Sl 
medidas varia a cada iteração e 6 função do respectivo resíduo de estimação. A combinação 
destas contribuições resulta no método denominado neste trabalho de mín1'm‹›s ‹¡11‹1‹!›'‹i‹l‹›s 
com mscul‹›m1ment‹› ó/inâmic‹› ilerulitw (MQRD1). 
As versões prima! e dual do algoritmo desacoplado rápido do estimador MQRDI, 
como é implementado em [43] , também são investigadas neste capítulo. Basicamente, são 
dois os objetivos: o primeiro, visa diminuir o esforço computacional dispendido no calculo 
dos pontos de alavancamento; o segundo, objetiva proporcionar melhores condições iniciais 
para o processo iterativo existente na solução do estimador. 
Este capítulo esta estruturado da seguinte forma. Na seção 5.2, apresentam-se os 
fatores de ponderação que são levados em consideração no método MQRDI. A seção 5.3 é 
dedicada ã formulação do problema de EESP atraves do metodo MQRDI. A seção 5.4 mostra 
a solução de estimadores do tia 
das em rotações de Givens. Nesta seção, também são apresentadas as equações basi- 
cas de transformações ortogonais e discutidos os aspectos computacionais de implementação 
para a aplicação de rotações de Givens associadas ao metodo MQRDI. A seção 5.5 exciti- 
plifica a aplicação do metodo MQRDI e mostra o problema de se utilizar estimadores cujas 
funções-custo são não-conve.\'as. A seção 5.6 apresenta as motivações de se implementar o 
metodo de mínimos quadrados com reseaIonamento dinâmico iterativo - desacoplado rapido 
(l\/IRQDI-DR). A seção 5.7 mostra a influência do algoritmo desaeoplado rapido no calculo 
de pontos de ala\'ancamenlo. A seção 5.8 apresenta a formulação do metodo MQRDI-DR. 
A seção 5.9 desenvolve a solução de estimadores do tipo MQRDI-DR atraves do metodo 
ortogonal baseado em rotações de (iivens. A seção 5. IU lista as principais vantagens de apli- 
cação do método MQRDI-DR. A seção 5. ll apresenta o algoritmo usado para processar erros
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grosseiros quando os estiiiiadores MQRDI e MQRDI-DR são utilizados. Finalineiilc. a seção 
5.12 resunie as principais conclusões extraídas deste capítulo. 
5.2 Fatores de Ponderação dos Resíduos 
A incorporação de pesos atribuídos as inedidas classificadas como pontos de ala- 
vaneamento, Eq. (7. l ), é feita inicialmente na fase de padronização dos resíduos. Os resíduos
› 
padronizados são calculados através da seguinte expressão [35] , [49] : 
r, z _* ‹5.i› 
rr,.iii, 
onde os resíduos. 1", = 5,- - /ii,-(.i¢), são os valores resiiltaiitcs da dileiciiça entre a graiidcza 
telemedida (.:,~) c o valor estiiiiado para a quaiitidade iiiedida calculado corno uma função 
não-linear dos estados (li,(.ir) ). 
No deiioiiiinador da Eq. (5.I) nota-se a sobreposição de duas pondei'aeÕes. /\ 
priiiieira considera os desvios-padrão (rn) das medidas, ciiquanto que a segunda poiidcração_ 
c' 
Q. (iii,-) 'e-se ao peso associado aquelas iiiedidas classificadas como poiitos de ala\'anca- 
iiieiito. Esta segunda poiideraçz`io seríi melhor discutida na Seção 5.3. 
Uma terceira poiideracão. sugerida pelos estatísticos |25| . I7| . consiste ein aplicar 
um csli/iiiif/‹›i' ‹l‹' ‹'s‹'ii/ii r‹›/›ii.\'l‹› 
| l2| aos resíduos padroiii/.ados (Iza, ). () objetivo ó liinitai' a 
iiilliiôiicia de iiicdidas discrepaiites e iiiellioi°ar as propriedades de coii\'ergeiicia do metodo 
MQRDI. Neste traballio. esta siigeslão I`oi adotada soiiieiite para o esliiiiador ‹¡ii‹i‹1rú¡í‹^‹›- 
miigcii1‹'. ein oliservãiicia Zisjusti licativas expressas ein [25] , conI`oriiie esta descrito na Seção 
5.3.
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5.3 Formulação do Problema de Estimação de Estados pelo 
Método MQRDI 
5.3.1 Formulação Matemática 
A formulação do problema de estimação de estados considerando os pontos de 
alavancamento, na forma matricial, pode ser apresentada como sendo:
› 
min .1(;_F) = Q'›.¡›(¡_`j`.).¿ (52) 
onde: 
Í)(/li*-'t) LUI 
` /¡(¡"¢=2) (U2 
/›('f_'.tz) = 0 Q = . 
!)(`,`.‹'¬`,,,) UJTH 
/\ l`unçz`to ¡›(¿`¿_) rcprcscnla o cstimador utili'/.ado c ¿ rcprcscnta vctor dc pcsos as- 
sociados aos pontos dc alavancamcnto. 
O vetor dc resíduos Í_`_implícitos na dcl`iniçz`to dc ¡›(-) são expressos pela seguinte 
rc laçao: 
= 6-Lt (5-5) 
ondc o lzttor É ff (l/1:`s) ó um escalar que permite fazer o cscalamento robusto dos rcsíduos 
padroni/,ados, c /fls Ó um cstimador dc cscala robusto |35| . I l`2| . Em E|iSl2 Õ sttlicicntc usar 
U ¢_<1¡m;¡t1t›¡~ ¿|¢ @_×›@¿¡|¡¡ /\/,zt I ›_, dcscrito no (`apítu|o 3, scndo que /És assume at forma: 
Es = mu/1`‹11m\r (5.-l)
54 
A condição de otimalidade a ser cumprida (V./(É) =Q) conduz Zi seguinte ex- 
pressão: 
~. T 
. .Õ2.‹›. = Q (55) 
sz, of 
^ sz. A sz? 
sz z 2 z 92.6 z É 
sz", 
' 
523,, 
já que o vetor coluna e de dimensão m tem todos os seus elementos iguais a I. O vetor de 
onde: 
resíduos definido anteriormente assume a forma: 
is = ¿.R-1/2.53-11 = g.R-1/'-*fz-1.(¿ _1z@)) <5.ó) 
onde: 
1/U1 
1 . R-1/2 z /W ‹5.7› 
1/nm 
Assim sendo, os termos da Eq. (5.5) escrevem-se como: 
0* 
. 
^ el. 
.
A = -¿.R'1/2.52% = -5.12-1/2.52-1.1-1@) (ss) 
~ . z 
onde 
OQ H _ 
ãi-L Fík (59) 
e, por definição:
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sendo portanto \I/(ZS) = ‹iia.g{1/›(i*s1),'‹/)(íÍ.,,,), . . . ,v¬b(F_çm)} uma matriz diagonal. A definição 
expressa em (5. 10) transforma a Eq. (5.5) em: 
_g.1z1""@).Ô-1.R-1/2.úif(fs).õ2.f› z 9 (sm 
O uso da propriedade de comutatividade de matrizes diagonais e a garantia de que 
§ gé 0, faz esta última equaçao assumir a forma: 
HT@).s^z.12¬/2.\1f(fs).@ = Q (542) 
_,`_,, A definiçao de Rs _ ‹ii‹1.g{1¿l,1-S2, . . . ,1*,.m permite escrever a Eq. (5.l2) como: 
HT@).€z.R-1/2.×1›(fs).13.ÍÇ1.Ez = Q 
que reescrita transforma-se em: 
onde: 
onde: 
HT@›õ1r“@Q@â¿:=Q 
Qoàzwaúí' 
Substituindo a expressão (5.6) na Eq. (5. 14), tem-se: 
Hflolrwaàle-h@»=Q 
h@ww@U+H@aaz 
Assim, a Eq. (5.l6), resulta: 
(5. 
(5 
(5 
(5 
(5. 
13) 
14) 
15) 
.l6) 
I7)
só 
1~1"'(¿).nf1.(¿(¿,.). - /z.(;^') ~ 11(¿^z^¢)_A.zf) z 9 (518) 
Finalmente, desenvolvendo a Eq. (5. 18), obtém-se: 
H"'(;^“).R¬*.cz(z§).11@^')._¿;,zz z H"'@^*).12-1.(2@f;).Qz (519) 
Onde: 
az z ¿ -1z.@*”) (520) 
A solução do sistema de equações representado em (5. 19) é obtida através de um 
método iterativo do tipo: 
QHI = í_l;k + Qrzrk (5.2l) 
onde :_z:^* é o vetor de estimativas corrente e gar* é o vetor de correções obtido da solução da 
Eq. (5. 19) que em cada iteração minimiza a função-objetivo expressa na Eq. (5.2). 
A Eq. (5. 19) é equivalente a obter a solução do seguinte sistema de equações re- 
dundantes: 
/l.A¿ Q' Agi (522) 
onde: 
A z 1;-1/2.Q(z_§§)1/2.H@^`) (523)
6 
Ay = R-1/'2.<¿(z§j)1/2.A¿ (524)
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A menos da presença da matriz de pesos associados aos residuos. Q(¿_, ), que c 
variável a cada iteração, o algoritmo de estimação de estados descrito pelo conjunto de 
equações (52) a (5.20) é exatamente o algoritmo MQP apresentado no Capítulo 2. 
5.3.2 'lratamento de Medidas Caracterizadas como Pontos de 
Alavancamento ` 
A estratégia utilizada para preservar a influência dos pontos de alavancamento váli- 
dos no processo de estimação é a seguinte. Próximo à solução do problema de estimação, os 
pontos de alavancamento válidos, por definição, apresentam resíduos que se enquadram no 
segmento quadrático do estimador. Assim, os pesos atribuídos a estas medidas sofrem can- 
celamentos, conforme pode ser constatado na Eq. (5. 15), pois neste caso, 1/'(~1"_.,.Y) = 1"_,.,. Esta 
estratégia, além de melhorar a precisão nos resultados, diminui 0 risco de se configurar con- 
juntos, pares ou medidas críticas [53] que resultariam de eliminações indevidas de medidas. 
Já os pontos de alavancamento contaminados com erros grosseiros, que no método MQRDI 
apresentam valores de resíduos maiores que os pontos de transição usados nas funções-custo 
não-quadrzíticas, são naturalmente excluídos do processo de estimação assim como qualquer 
outro tipo de medida que seja errônea. 
Em geral, o método MQRDI não apresenta dificuldades de convergência se [25] , 
[7] I 
lo.) A função t/› é contínua com primeira derivada definida e contínua numa 
vizinhança próxima à solução do problema; 
2o.) A função 1,/1 é monotõnica.
58 
A utilização de estimadores do tipo QCA, QC e QRQ (Capítulo 3 - Seção 3.4. l) 
deve ser cercada de alguns cuidados. Dependendo da aplicação, além dos problemas de 
convergência mencionados, estes estimadores tendem a obter uma solução de mínimo local 
[37] ein face da não-convexidade das funções-custo correspondentes. Os estimadores QCA 
e QC são muito sensíveis em relação aos valores utilizados na inicialização das variaveis de 
estado. 
Em geral, o algoritmo MQRDI exige entre 3 a 6 iterações para atingir a convergên- 
cia. Por outro lado, a grande diferença entre os valores resultantes nas ponderações aplicadas 
as medidas numa dada iteração pode representar dificuldades numéricas para o método de 
solução utilizado [20] , [8] , [45] no estimador. Para contornar esta dificuldade e outras 
que serão abordadas na próxima seção, resolve-se o sistema de equações representado na Eq. 
(5. l9) através do método ortogonal baseado em rotações de Givens, dotado de um esquema 
especial de ordenação de linhas e colunas [58] . As principais características do método or- 
togonal utilizado estão descritas na próxima seção. 
5.4 Estimadores MQRDI Ortogonais Baseados em Rotações 
de Givens 
A utilização de métodos ortogonais para resolver sistemas de equações onde a ma- 
triz de coeficientes tende a ser numericamente mal-condicionada é bem documentada [8] . 
[18] , [21] . Em EESP, o uso de transformações ortogonais baseadas em rotações de Givens 
é bem difundido [54] , [58] , [59] . O principal atrativo para a utilização do método ortogo- 
nal seqüencial baseado em rotações de Givens é que a estrutura do problema de EESP está 
organizada por linhas. O sistema de equações redundantes descritas em (5.l9) indica que 
a diferença em valor das ponderações aplicadas as medidas, traduzidas pela matriz de pe-
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sos Q(Íf). pode representar sérias dificuldades numéricas para o método de solução baseado 
na equação normal de Gauss. Esta última característica é amplamente explorada na imple- 
mentação do método MQRDI, conforme é descrito em seguida. Outro atrativo presente no 
método ortogonal baseado em rotações de Givens, e que é usado em combinação com o 
método MQRDI, refere-se ao processo de eliminação de medidas que apresentam valores de 
resíduos inaceitáveis. Esta última característica é inerente ii l`ormulaç¿`to do método ortogonal 
considerado e é melhor esclarecido a seguir. 
5.4.1 Equações Básicas do Método Ortogonal Baseado em Rotações de 
Givens 
Tendo por base as propriedades de ortogonalidade de matrizes, i.é, P'.P = IÍP' = 
I (onde I é a matriz identidade) e na invariabilidade da norma Euclidiana quando uma ma- 
triz ortogonal é aplicada a um vetor, i.é, P.¿z¿|| = é possível estabelecer as seguintes 
equações [I8] . [55] . [54] : 
III”-(f1zAa)lI = HA-Aall (525)
C 
III”-(Amil = llflall <5-2<¬> 
Seja P definida de forma a triangularizar a matriz Jacobiano ponderada, ou seja, PA = T e 
P.A;1¿ i TU, onde: 
. Tz, Y _ (5.27)
E
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Av' 
Ty : 
Na Eq. (5.27) Tu é uma matriz n × n triangular superior e O é uma matriz nula de 
dimensão (m - n) × n. Similarmente, AQ' e AQ” na Eq. (5.28) são vetores de dimensão 
n e (m - n), respectivamente. A partir das definições acima, verifica-se facilmente que a 
soluçao da Eq. (5.22) pode ser obtida através da substituiçao inversa representada na Eq. 
(5.29): 
TWAQ = Ag' (5.29) 
5.4.2 Aspectos Relevantes de Solução via Rotações de Givens 
Após a realização de simulações mais dedicadas, a proposta inicial defendida em 
[46] , de combinar a versão rápida das rotações de Givens baseadas em dois multiplicadores 
[58] com o método MQRDI, mostrou-se menos atrativa que a versão rápida das rotações 
de Givens baseadas em três multiplicadores. Em EESP, o número de operações algébricas 
necessárias para realizar as rotações de uma linha da matriz Jacobiana através das versões 
rápidas do método de Givens com dois e três multiplicadores [55] , [54] , sob o ponto de vista 
computacional, apresenta alguns aspectos que devem ser considerados: 
a) a versão rápida das rotações de Givens com três multiplicadores é intrinsica- 
mente estável, ao contrário da versão com dois multiplicadores que exige o monitoramento 
de parâmetros para assegurar a estabilidade numérica. Consequentemente, um “overhead” 
não desprezível é necessário para gerenciar esse problema;
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b) a matriz triangular superior resultante de rotações sucessivas, Eq. (529), na 
versão com três multiplicadores é unitária (isto é, seus elementos diagonais são iguais ã 
unidade), o que propicia uma solução subsequente por substituição inversa mais eficiente. 
A proposta de ordenar linhas e colunas da matriz Jacobiana feita em [58] foi ado- 
tada na implementação de estimadores do tipo MQRDI e MQRDI-DR através de rotações de 
Givens com três multiplicadores. 
Resumidamente, as principais vantagens de se utilizar as rotações de Givens na 
solução do método MQRDI e MQRDI-DR são duas: 
A primeira é de ordem estritamente numérica, uma vez que a variação dos fatores 
de ponderação aplicados às medidas pode representar problemas numéricos para os métodos 
tradicionalmente utilizados na solução de problemas de mínimos quadrados [20] , [8] . Em 
tais circunstâncias, vários trabalhos [18] , [55] , [54] , [58] demonstram que o uso de métodos 
ortogonais apresentam desempenho numérico superior. 
A segunda vantagem, ainda não mencionada refere-se ã característica intrínsica do 
método de Givens de se permitir eliminar uma dada medida numa certa iteração e resgata-la 
em iterações subseqüentes [50] . Esta última característica do método de Givens é melhor 
observada a partir do exemplo numérico mostrado na próxima seção. 
5.5 O Problema do Uso de F unções-Custo Não-Convexas 
A utilização de funções-custo não-convexas exige uma inicialização de variáveis 
de estado muito próxima do ponto de solução (mínimo global) do processo de estimação 
considerado, o que costuma ser chamado de partida robusta do processo iterativo [37] . Em 
EESB assim como em estudos de fluxo de potência, a inicialização de variáveis no início do 
processo iterativo geralmente é feita a partir do perfil plano de tensões já que este ponto é con-
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siderado suficientemente próximo da solução final, [52] , [24] . A partir do exemplo numérico 
apresentado em seguida, além de mostrar a operacionalização do método MQRDI, enfatiza- 
se o problema do uso de estimadores que utilizam funções-custo não-convexas. Nesta última 
condição, demonstra-se que no ínicio do processo iterativo a inicialização dos estados pode 
favorecer a obtenção de múltiplas soluções [37] . 
5.5.1 Sistema Exemplo 
Os resultados mostrados a seguir foram obtidos a partir do perfil plano de tensões, 
mantendo-se constante a matriz J acobiano a partir da segunda iteração. Às medidas simuladas 
adicionam-se ruídos em torno de i 30 sendo que as medidas errôneas são, em geral, da ordem 
de 20 vezes o desvio-padrão (rf) das medidas. As medidas consideradas estão codificadas da 
seguinte maneira: Tensão (Vk); lnjeções de potência Ativa (Pk) e Reativa (Q¡c); Fluxos de 
potência Ativa (T,¿_]~ ou TJ- _,¿) e Reativa (U,~_¡ ou U1- _,-), sendo que os índices z`, j e ls 
representam o número das barras às quais as medidas estão associadas. 
No sistema exemplo IEEE-3 barras mostrado na Fig. 5.1, a linha que conecta as 
barras l e 2 apresenta um comprimento 20 vezes menor que o comprimento das linhas exis- 
tentes entre as barras l-3 e 2-3. As impedãncias das linhas l-3 e 2-3 são ambas iguais a 
0.015 + j0.2 pu, enquanto que a impedância da linha 1-2 é igual a _7'0.01. As susceptâncias 
shunt (valor total) de todas as linhas são iguais a 0.()4 pu. As cargas em pu são S2 = (.30 +1' 
.12) pu e S3 = (1.2 +j .15) pu. Onde houver indicação de medidas, subentende-se leitura de 
fluxos ou injeções de potência ativa e reativa. As medidas de tensão são coletadas em todas 
as barras.
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I 3
2 
Fig. 5.1 Sistema Exemplo: IEEE-3 l3arras 
5.5.2 Resultados Numéricos 
Os erros grosseiros simulados ( z 200 ) ein medidas classificadas como pontos de 
alavancamento tais como as medidas de fluxo de potência T~¿e1(ativa), injeção de potência 
P-¿ (ativa) e a medida de tensão V~¿ indicadas na Fig. 5.l, resultam os valores presentes na 
Tabela 5.5 e Tabela 5.6 que são igualmente considerados em [48] . Portanto, as medidas T-¿_1 
e P-¿ são medidas classificadas como pmttm' de ala\°u11‹'‹1mw1l‹› ruilzs. 
A Tabela 5.5 mostra que a inicialização dos estados, antes de partir o processo 
iterativo, é decisiva no desempenho de estimadores que possuem a função ¡›(›) não-convexa. 
Os estimadores QCA e QC convergem para uma solução de mínimo local. Apesar da resposta 
do estimador QRQ neste caso apresentar-se satisfatória, ele também esta sujeito ao mesmo 
tipo de problema de múltiplas soluções. Somente o estimador QT é conl`iz'tvel e robusto neste 
sentido por causa da monotonicidade da funcao 1/›(-) e da convexidade da funçao-custo [25] _ 
A Tabela 5.6 permite comparar as estimativas obtidas a partir de cada estimador 
considerado. O estimador MQP, cuja rotina de identil`icaçz`to de erros grosseiros baseia-se 
no método Â [42] , não consegue identificar as medidas simuladas como errôneas, apesar de 
detectar a existência delas. A soma ponderada dos quadrados dos resíduos (SPQR) resul- 
tante, indicada na Tabela 5.5, comprova este fato. Esta falha de identificação ocorre porque
'läbela 5.52 Sistema Exemplo: Valores dos Estados 
Medida Real MQP QCA Qc QRQ QT 
Vi 
V2 
Vs 
Ô? 
*Ê 
ÕÊÍ 
1.050 
1 .()()0 
0.998 
.0()0 
-0.47 
-6.92 
1.058 
1.013 
1.()05 
.000 
-.4 1 8 
-7.03 
1.251 
1.209 
1.205 
.()O0 
-.328 
-6.45 
1.068 
1 .() 19 
1.017 
.000 
-.450 
-6.59 
1.049 
1.()()0 
.998 
.000 
-.474 
-6.83 
1.049 
1.()()() 
.998 
.000 
-.471 
-6.81 
ltei 2 3 4 5 4 4 
696.3 .6764 5.944 5.120 5.982 SPQR 
o referido método de identificação de erros grosseiros não é robusto contra erros grosseiros 
existentes em medidas definidas corno pontos de alavancamento [40] , [35] _ Os estimadores 
QCA e QC apresentam resultados incoerentes causados pela solução de mínimo local e os 
estimadores QRQ e QT apresentam estimativas absolutamente corretas. 
A Tabela 5.6 também apresenta uma coluna contendo o quadrado dos resíduos pon- 
derados (QRP) obtidos a partir dos estimadores QRQ e QT. Deve-se enfatizar que após a 
convergência do processo iterativo, o resíduo correspondente a cada medida é ponderado 
levando-se em conta somente o respectivo desvio-padrão. Os resíduos assim ponderados in- 
dicam as medidas com erros grosseiros sem nenhum esforço computacional adicional, con- 
forme está indicado nessa tabela. 
A Tabela 5.7 mostra o quadro evolutivo dos pesos aplicados as medidas em cada 
iteração, considerando o mesmo exemplo apresentado anteriormente. O estimador usado na 
primeira iteração é o de MQR A partir da segunda iteração utiliza-se o estimador quadrático- 
tangente (QT). Esta estratégia permite contornar os efeitos de 1ineari7.açz`1o imposta a solução 
do estimador na primeira iteraçao e partir o estimador robusto (QT) num ponto mais próximo 
da solução final do problema de estimação.
Íãbela 5.6: Sistema Exemplo: Valores Eslimudos 
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Medida 
Valores Valores Estimados 
Real M edido MQP QCA QC QRQ QT QRQ 
QRPz (§«¡)2 
QT 
V1 
V2 
V3 
TÉY 
TS) 
U1? 
ug? 
U1- 
U2; 
Pl* 
P1” 
Pzz 
QE” 
off) 
Q;
2 
1
_ 
TH 
T2-Il
š 
~› 
1
_ 
Il 
11
` 
1.050 
1.000 
.9980 
.8605 
.8605 
.65()9 
.5605 
5.231 
5.()l6 
.2402 
.0205 
1.511 
.3()00 
1 .200 
5.472 
5.037 
. 1500 
1.050 
1.028 
.9976 
.8702 
.8668 
.6412 
.5517 
5.139 
5.037 
.2373 
.02()4 
1.448 
.0909 
1 . 184 
5.437 
4.025 
.1495 
1.059 
1.013 
1.005 
.7823 
.7823 
.6723 
.5884 
4.887 
4.710 
.2536 
.0085 
1.455 
.I939 
1.249 
5.141 
4.701 
.1835 
1.251 
1.209 
1.205 
.8684 
.8684 
.8665 
.7773 
5.163 
5.046 
.2382 
.0197 
1.735 
.0911 
1.630 
5.401 
5.066 
_ 1492 
1.068 
1.019 
1.017 
.8558 
.8558 
.6435 
.5544 
5.257 
5.050 
.2375 
.0241 
1 .499 
.3013 
1.187 
5.494 
5.074 
.|547 
1.050 
1.000 
.9981 
.8685 
-.8685 - 
.6423 
.5525 
5.168 
-4.959 - 
.2379 
-.0197 - 
1.511 
-.3160 - 
-1.184 - 
5.406 
-4.978 - 
-.1520 - 
1.050 
1.000 
.9980 
.8625 
.8625 
.6401 
.5504 
5.195 
4.983 
.2378 
.0210 
1.503 
.3121 
1.180 
5.433 
5.004 
.1515 
.0322 
:> 390. 
.124 
.0166 
.0163 
828E-02 
.444E-02 
.298 
2.36 
378E-02 
516E-02 
12.5 
:> 463. 
115E-02 
.321 
:> 355. 
.()62 
.O706 
401. ‹:: 
.0658 
.332 
.103 
.859E-02 
.0129 
1.14 
1.1 1 
.3 l ZE-02 
.356E-02 
9.47 
448. ×: 
.0919 
.537E-02 
375. <: 
.0396 
‹«› Pontos dc âllzlvzulcmncnuâ
'lhbela 5.7: Matriz Q 
Estimador MQP T 
lteração I”. 2".
Q 
'zu 4:1 
Vi 
V-z 
V3 
TELE 
Tffli 
T1-3 
T2-fl 
Urlz 
Uffli 
Ul~3 
U ~z¬zz 
PY) 
P§*) 
P» 
Qi” 
QS” 
Qzz 
l .()()0 
l .0()0 
l .000 
1.000 
1.000 
1.000 
1.000 
1.000 
l .000 
l .000 
l .0()0 
1.000 
1.000 
I .00() 
1.000 
1.000 
l .000 
l .000 
l .000 
l .000 
l .000 
l .000 
1.000 
1.000 
.53ó 
.4l9 
l.()00 
l.00() 
.055 
_ 006 
I .000 
l .000 
.l54 
1.000 
.546 
.255 
.895 
l.()()0 
l .000 
l .000 
l .000 
.l()9 
.088 
l .0()0 
l .0()() 
l .000 
.000 
l .000 
.354 
.038 
1.000 
.865 
.000 
1.000 
1 .000 
l .000 
l .00() 
l .000 
.073 
.058 
l .0()0 
l .0()0 
l .000 
.00() 
l .0()0 
.220 
.000 
l .000 
Na Tabela 5.7 pode~se observar que a partir da 2”. iteração, as medidas com erros 
grosseiros são subponderadas drasticamente. Observa-se também que as medidas que são 
correlacionadas às medidas que contêm erros grosseiros são igualmente subponderadas. As 
medidas de fluxo reativo U1--¿ e U2_1 são quase que excluídas do processo de estimação por 
causa da correlação com as medidas de tensão V‹¿ e injeção de potência reativa Q-¿. Deve- 
se ressaltar a capacidade do estimador do tipo MQRDI de resgatar' a influência de medidas 
que tenha sido diminuída ou excluída em iterações anteriores àquela do ponto de solução 
do problema (veja os pesos atribuídos ii medida de tensão V1 e V3 nas 3". e 4”. iterações). 
Condições mais favoráveis para se utilizar o estimador MQRDI são proporcionadas pela sua 
versão desacoplada rápida, que 6 desenvolvida ein seguida.
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5.6 Estimadores MQRDI Desacoplados Rápidos (MQRDI- 
DR) 
A função de estimar o estado real de um sistema de potência requer do estimador 
algumas características de desempenho que sejam coinpatíveis para uso em tempo real. O 
algoritmo proposto para esta finalidade deve considerar, entre outros, os seguintes [3] : 
a) velocidade de execução; 
b) robustez numérica (capacidade de operar inúmeras con figurações da rede e con- 
juntos de medidas); 
c) robustez estatística ou processamento confiável de medidas com erros gros- 
seiros. 
Para atender as exigências posluladas acima, várias propostas de estimadores de 
estado desacoplados rápidos são encontrados na literatura [17] . [26] , [3] , [4] , [44] . 
Além das vantagens bem conhecidas do uso de estiinadores desacoplados rápidos 
nos modernos centros de controle [3] , um dos objetivos da presente pesquisa é mostrar as 
conseqüencias do desacoplamento ativo e reativo sobre o cálculo e a identificação de me- 
didas definidas como pontos de alavancamento. Em seguida, desenvolve-se o método de 
mínimos t¡uadrados com rcscalonamento dinâmico itcrativo na sua versão dcsacoplada rapi- 
da (MQRDI-DR), considerando os algoritmos prima/ e dual usados ein [44] _ Esta última 
abordagem permite definir a melhor estratégia para resolver iterativamente os estimadores 
do tipo MQRDI. Finalmente, apresentam-se as vantagens de aplicação do método seqüencial 
baseado em rotações de Givcns para solução de estimadores do tipo MQRDI-DR.
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5.7 Influência do Algoritmo Desacoplado Rápido no Cálculo 
de Pontos de Alavancamento 
Uma primeira consequência de uso de algoritmos desacoplados rápidos ein esti- 
madores do tipo MQRDI recai sobre o esforço computacional necessário para calcular, numa 
primeira fase, os índices de estatística de projeção [35] _ Na versão não-desacoplada, as opera- 
ções exigidas no calculo desses índices requer um esforço computacional nada desprezível, 
apesar da natureza esparsa da matriz Jacobiana, ll,,,×,,”. Por outro lado, o algoritmo dc- 
sacoplado rapido conduz Et obtenção de índices de projeção que são processados a partir de 
matrizes Jacobianas do tipo: H,,,“×N_1 e I'1,,,.,_×N, referentes as partes ativa (com mu inedi- 
das) e reativa (com m,. medidas), respectivamente. Esta última abordagem reduz significati- 
vamente o número de operações al gébricas no processo de cálculo e identificação de pontos 
de alavancamento. No entanto, a principal consequência do desacoplamento dos subproble- 
mas ativo e reativo e a redução que ocorre no número de medidas classificadas como pontos 
de alavancamento. Na abordagem não-desacoplada, o cálculo de projeções de medidas do 
subproblema p - 6 sobre medidas do subproblema q - ti, e vice-versa, faz surgir novas inedi- 
das classificadas como pontos de alavancamento, enquanto que na abordagem desacoplada, 
cm que os subproblemas ¡› - Ó c ‹¡ ¬ 1» são resolvidos separadamente. o número de pontos dc 
alavancamento reduz-se substancialmente. 
No Capítulo 6, apresenta-se um quadro comparativo que permite confrontar os 
números de medidas classificadas como pontos dc alavancamento obtidos- através das abor- 
dagens não-desacoplada e desacoplada. O quadro comparativo considera todos os sistemas- 
teste usados para validar os estimadores de estados investigados neste trabalho. 
*Os índices dc estatística dc projeção são obtidos a partir dc opcraçõcs rcali'/.adas no espaço fator forinado 
por todas as linhas da matrit/. Jacobiana. conforme esta descrito na Seção 3.3.
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Como resultado do dcsacoplamcnto dos suhprohlemas ativo c rcativo, o sistema 
exemplo de três barras usado na Seção 5.5 não apresenta nenhuma medida classificada corno 
ponto de alavancamento, enquanto que no caso não-desacoplado existem 8 medidas classifi- 
cadas como tal, conforme indicado na Tabela 5.6 e Tabela 5.7. 
5.8 Formulação do Problema de EESP pelo Método MQRDI- 
DR 
A l`ormulaçz`to do problema de estimação de estados pelo método de mínimos quadra- 
dos desacoplado rapido com rescalonamento dinâmico iterativo (MQRI-DR) considera o 
seguinte modelo de mediçz`io: 
onde: 
= arte» + 4,, ‹5.2‹›› 
7 ~ tw.) +11. ‹5.31› ~.i f..‹›¬ _] _ __ ___¡ 
ga e ¿,. : vetores de dimensões (ma >< 1) e (m,. >< l), que contém medidas corres- 
pondentes aos subproblemas ¡› - Ó e ‹¡ - ~i›, respectivamente; 
LE (-) e Q,.(-) : vetores que representam funções não-lineares que relacionam as 
medidas correspondentes aos subprohlemas p - ‹“› e ‹¡ - it c as variaveis de estados Ó e if, 
l`C.\`p€CllVllll`l€ll l€; 
5, e gr : vetores de estados isentos de erros. cujas dimensões são ((N - 1) × l) e 
(N × l), correspondentes aos suhproblemas ¡› - ‹\ e ‹¡ - ii, respectivamente; 
tivamente 
1)! e 1;] : vetores de erros correspondentes aos subproblemas ¡› - ‹* e ‹1 - i›, respec- _‹ _.
1
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m,, e 'm,.,. 1 número de medidas dos planos de medição ¡›- ‹5 e ‹1 - H, respectivamente; 
N : número de barras. 
As funções-custo consideradas são representadas pelas equações (532) e (533) 
abaixo. e correspondem aos subproblemas ¡› - Õ e ‹¡ - ii, respectivamente. 
']H(i‹1) : £‹/r'Í)l-sin _ hfl(íu)l'(1L-)‹| 
.\‹ 
`$ /¬ 
Ei) 
`. 
\_/ _ = o§..,›{¿,_ - /zr,.(;_?,.)].‹¿»_,. (533) 
Ja e J,. são minimizadas pelos vetores de estimativas para os estados e 1,.. respectivamente. 
A função não-linear /›[-] é baseada em critérios não-quadrãticos que, por sua vez, são funções 
da magnitude dos resíduos. Os vetores de ponderação ga e gr, associados aos subproblemas 
p- 6 e q -11. respectivamente, incorporam os pesos das medidas classificadas como pontos de 
alavancamento. Estes fatores de ponderação adicionais baseiam-se nos índices de estatística 
de projeção, que dependem ainda dos valores numéricos existentes em cada linha das matrizes 
Jacobiano e Q,.(-) |40] , l35ç]. 
De modo similar a abordagem não-desacoplada, a minimização das funções-custos 
expressas em (532) c (533), resulta ein: 
HL @^;›.1Y;'.‹â..a<Ãí;›.H‹. (15). A = 11.'.@~f:>.1f.:l.‹e..‹ät›. A ‹5.34› 
11,f@ff›.1fi;'.Q,t‹ât;>.H,.‹âí›. A = H¿<âi"›.R;*.<âT‹f zf ‹5.ss› `¡ 7.* 2: \_/ 
As matrizes diagonais I?,, e R, correspondem as variâncias dos erros de medição 
admitidos nos subproblemas p - Ô e q - 1›, respectivamente. Estas matrizes são formalmente 
definidas como:
7l 
R” _ Eli] 11'] (5 36) l 7 -41-.‹i 
12,. z E[Q,_Qz_] (537) 
As matrizes .lacobianas 11,, e H,., expressas em (534) e (535), respectivamente. 
são definidas através das equações: 
O/1.
5 
H), = ,i 5.38 div ( ) 
'--(1 iu 
/5 
11,. Z (539) 
()'r Lr __,-rzifj 
Nas equações (534) e (535), os fatores de ponderação anteriormente representados 
em ga e gr, são agora expressos como matrizes diagonais QQ e Q,.. respectivamente. 
As mesmas razões consideradas para o uso de transformações ortogonais seqüen- 
ciais na solução de estimadores do tipo MQRDl.justil`icam a sua aplicação análoga aos esti- 
madores do tipo MQRDI-DR, conforme descrito a seguir. 
5.9 Estimadores MQRDI-DR Ortogonais Baseados em 
Rotações de Givens 
Analogamente à Eq. (5. I9), os sistemas de equações (534) e (535) são equiva- 
lentes aos seguintes sistemas de equações redundantes: 
,»1‹,.a¿, ,fz AQ” (540) 
/l,..zÀ¿,_ 8 Agr (5.4l)
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onde: 
__ ljl- ` ; 1 ') ^ › 
zi.. = 11, 4‹z..u-1,.) /~-11,45.) ‹5~42› 
ai' Z Rg*/2.(¿,,(¿í¿)1/2.a¿z4l (543) 
fx, z R;'/2.(,g,.(gf,_)'/2.1¡,.(¿f§). (544) 
Agr = R;1/2.(g,t(¿*¿_)1/2.a¿,( (545) 
As mesmas propriedades matriciais em que se baseiam as transformações orto- 
gonais por rotações de Givens, e que são expressas no conjunto de equações (525) a (529), 
podem ser empregadas para resolver os sistemas de equações (5.40) e (5.4 l ), que correspon- 
dem ao estimador MQRDI-DR. 
São duas as estratégias usadas para resolver o sistemas de equações redundantes 
expressos em (5.4()) e (5.4l). Basicamente, o que as diferencia é a ordem em que estes 
sistemas de equações são resolvidos. Os dois esquemas aqui investigados são descritos em 
seguida e igualmente implementados para os estimadores MQRDI-DR tal como em [44] . 
5.9.1 Método MQRDI-DR: Algoritmo Primal 
O estimador MQRDI-DR utiliza o algoritmo primul quando o subprohlema 1› ~ (S 
é resolvido antes do suhproblema (1 ~ tv. Os passos que sistematizam a solução iterativa da 
equação (5.4()), podem ser assim resumidos: 
í) os N - l ângulos de barras são inicializados como: ._rfz:" = Q;
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ii) calculam-se as correções angulares através da Eq. (5.4()) e atualizam-se os 
Li 2+? P ll estados correspondentes aos ângulos de barra, i.ó: = g 
iii) teste dc convergência zi ~ 5: Se max É to/,, , c max É f‹›/,, .., 
obtém-se a convergência do processo iterativo. Caso contrario, faz-se If = kf + 1 e compara- 
se o número de iterações (lar) com o número máximo de iterações pré-estabelecido (/à:,,,,¡,.). Se 
1.' Ê A:,,,,¡¿,,, ir para o passo (iv). Caso contrario, encerrar o processamento; 
iv) calculam-se as correções nos módulos de tensão de barras (Aflf) através da 
equação (5.4 l ). O vetor de estados correspondentes às N tensões nodais é atualizado fazendo: 
= + Aeffl 
v) teste de convergência ‹1 - 11: Se max § t‹›l,¡_.,, e max í tol,,-,«. 
obtém-se a convergência do processo iterativo. Caso contrário, atualiza-se o número de itera- 
ções. Se lc Ê l¡f,,,,¡_.,,, voltar ao passo (ii). Caso contrário, encerrar o processamento. 
5.9.2 Método MQRDI-DR: Algoritmo Dual 
Quando o estimador MQRDI-DR utiliza o algoritmo dual, o subproblema q - 'ii é 
resolvido antes do suhproblcma p - 6. Os passos que resumem a solução da equação (5.4 I) 
são: 
i) os N valores de tensões nodais são inicializados como ;_1:ff:“ = 1.0 pu; 
ii) calculam-se as correções nos valores de tensão através da Eq. (5.4 l ) e atualizam- 
se os estados correspondentes as tensões de barra, i.é: = + Agff; 
iii) teste de convergência q - ii: Se max 5' i.‹›l,¡_,, e max Ê 1'/‹›I,,_,«. 
obtém-se a convergência do processo iterativo. Caso contrario, atualiza-se o número de itera- 
ções. Sc À' É /.',,,,¡',.. ir para o passo (ir). Caso contrario, a-se o processamento; fã : Õ fã
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iv) calculam-se as correções angulares atraves da e‹|uaçz`1o (5.4()). O vetor de esta- 
Li + P il A 1 ~ 1 . .R1 _ dos correspondentes aos angulos de N - l barras e atualizado lazcndo. L,
, . . /_;,- v) teste de convergencia ¡› - (9: Se max í l‹›/,,_(¬ e max [AL § l‹›l.,_ ,., 
obtém-se a convergência do processo iterativo. Caso contrario, atualiza-se o número de itera- 
ções. Se ll: Ê Ar,,,,¡;,., voltar ao passo (ii). Caso contrario, encerrar o processamento. 
5.10 Principais Vantagens de Aplicação do Método MQRDI- 
DR 
São três as vantagens de aplicação de algoritmos desacoplados rápidos em esti- 
madores do tipo MQRDI: 
A primeira vantagem refere-se as facilidades de ordem computacional, represen- 
tadas por uma diminuição substancial do número de operações algébricas e signil`icativa re- 
dução do número de medidas classificadas como pontos de alavancamento. 
A segunda vantagem diz respeito ao lato de se ter uma condição inicial mais l`a- 
voravel para partir o processo iterativo usado na solução do estimador. As condições rel^`eridas 
são oferecidas através do uso dos algoritmos prima/ e dual apresentados na seção anterior. 
Em consequência das duas primeiras vantagens. o metodo MQRDI-DR tende a 
apresentar menores desvios de valores estimados ein relação aos valores verdadeiros das 
medidas. 
As seções desenvolvidas em seguida apresentam os detalhes de implementação das 
rotinas de processamento de erros grosseiros.
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5.11 Processamento de Erros Grosseiros para os Estimadores 
MQRDI e MQRDI-DR 
O processamento de erros grosseiros para estimadores do tipo MQRDI nas versões 
não-desacoplada e desacoplada, basicamente, diferenciam-se pela estratégia usada para ini- 
ciar o processo iterativo de solução do estimador. A versão desacoplada oferece condições 
adequadas para que o algoritmo seja mais efetivo na detecção de medidas com erros gros- 
seiros. conforme se descreve em seguida. 
5.11.1 Estratégia para a Detecção de Erros Grosseiros 
A primeira condição a ser observada na utilização de estimadores do tipo MQRDI e 
MQRDLDR é o estabelecimento de qual iteração a ponderação variavel, que presente caso é 
função dos resíduos de estimação, deve ser usada no processo de solução de tais estimadores. 
Esta condição restritiva decorre do fato de que a inicialização de variaveis de estado exer- 
ce influôncia decisiva no desempenho global destes estimadores, principalmente quando as 
funções-custo QCA e QC ( ver Tabela 3.4) forem utilizadas. Esta condição afeta o número de 
iterações, os desvios resultantes nos valores estimados e, principalmente, o desempenho do 
estimador para a correta identificação de medidas com erros grosseiros. Todos os resultados 
apresentados neste trabalho, inclusive para os estimadores do tipo convencional, isto e, MQP 
e MQP-DR, foram obtidos com a condição inicial de partida plana, i. é: \«',~ : l.ll pu e ‹$,~ : tl 
rad. 
Os estimadores do tipo MQRDI e MQRDI-DR para serem utilizados necessitam de 
uma inicialização de variaveis mais próxima dos valores verdadeiros dos estados. Na versão 
não-desacoplada do estimador MQRDI, esta condição e proporcionada fazendo-se a primeira 
iteração corn o estimador MQP convencional. Portanto, somente a partir da segunda iteração
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é que o método MQRDI Ó usado. Por outro lado, na versão dcsacoplada, isto é, MQRDI-DR. 
o método é empregado desde a primeira iteração. Os resultados que mostram o desempenho 
destes estimadores estão apresentados na Seção 6.4 do capítulo de resultados. 
5.ll.2 Algoritmo para Detecção e Identificação de Erros Grosseiros 
Os estimadores convencionais MQP e MQP-DR utilizam a rotina de processamento 
de erros grosseiros cujas fases de detecção c identificação baseiam-se no teste Qui-quadrado 
(J( )) e no método Í [42] , respectivamente. H) 
A rotina de processamento de erros grosseiros de estimadores robustos do tipo 
MQRDI e MQRDI-DR baseia-se na eliminação de erros grosseiros possivelmente existentes 
no decorrer do processo iterativo. Assim sendo, os estados não precisam ser re-estimados e 
a seguinte rotina de detecção e identificação de erros grosseiros pode ser adotada. Após a 
convergência do processo iterativo, o resíduo de estimação de cada medida é ponderado pela 
variância do erro de medição correspondente. O cálculo da soma dos quadrados dos resíduos 
permite realizar o teste Qui-quadrado (J Se a presença de erro grosseiro for detectada, 
a rotina de identificação é acionada. A rotina de identificação faz a ponderação do vetor de 
resíduos através de um estimador de escala robusto do tipo usado na rotina de identificação de 
pontos de alavancamento [35] , [12] . Após o escalamento robusto dos resíduos, os mesmos 
são comparados com um limiar de valor adequado para a identificação de medidas errôneas. 
Um valor de 2.5 é sugerido em [40] ; no entanto, outros valores podem ser utilizados.
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5.12 Conclusões 
As principais conclusões extraídas do presente capítulo são as seguintes: 
a) O método MQRDI, alem de apresentar boas propriedades de convergência, per- 
mite preservar as medidas definidas como pontos de alavancamento bons no processo dc 
estimação; 
b) Um índice adequado de redundância local de medidas, onde houver erros gros- 
seiros, permite ao método MQRDI eliminar a influência destes últimos sobre os estados obti- 
dos. Consequentemcnte, não há necesidade de reestimar os estados, e a identificação dos 
erros grosseiros ocorre sem a exigência de se calcular a matriz de covariância dos resíduos; 
c) Erros grosseiros em medidas definidas como pontos de alavancamcnto são igual- 
mente identificados e eliminados sem nenhum esforço computacional adicional; 
d) O estimador de Huber, isto é, quadratico-tangente (QT), é o mais robusto entre 
os estimadores considerados. pois não esta sujeito ao problema de soluções dc mínimo local. 
Portanto, este estimador será o único a ser considerado nos demais capítulos; 
c) Neste trabalho, a versão rapida das rotações de Givens com três multiplicadores 
é adotada como método ortogonal de solução para o estimador MQRDI; 
f) O desacoplamento dos subproblcmas p - Ô eq-1' traz corno principal vantagem, 
além daquelas já estabelecidas na literatura, a redução significativa no número de medidas 
classificadas como pontos dc alavancamcnto.
Capítulo 6 
Resultados Numéricos 
6.1 Introdução 
Este capítulo apresenta todos os resultados de simulaçfto relerentes aos metodos de 
EESP investigados neste trabalho. Basicamente, os resultados apresentados foram obtidos 
com os estimadores de estados introduzidos nos Capítulos 4 e 5. 
Os sistemas usados para testar o desempenho dos referidos estimadores são os 
seguintes: IEEE-3, I4. 3() e ll8 barras. além de um sistema realístieo de 340 barras que 
é baseado no sistema interligado Sul-Sudeste do Brasil. As principais características destes 
sistemas estão resumidas na Tabela 6.8 mostrada em seguida. Nesta tabela as medidas de 
fluxo e injeção de potência ativa e reativa são sempre feitas aos pares. 
Tabela 6.82 Características dos Sistemas-Teste 
Número de Barras 
| 
3 
I 
l4 3o|1|s 340 
Lzà-lšb-> 
Número de Linhas 20 
No. de Medidas de Fluxo 23 
4l 179 
45 22] 
30 65 
494 
580 
233 No. de Medidas de lnjeções l l 
No. de Medidas de Tensão _ 5 3() 65 159 
Número Total de Medidas 73 l80 637 I785 3» 
Os parâmetros e modelos de linhas de transmissfto, transl`ormadores, reatores e 
capacitores em derivação, geradores e carga, de parte dos sistemas-teste considerados estão 
mostrados no Apêndice B. 
Os resultados são apresentados em três seções, conforme se descreve em seguida.
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A Seção 6.2 apreseiita um resuiiio de resultados pertiiieiites ao calculo e ideiitifi- 
cação de niedidas classificadas coiiio poiitos de alavaiicamento. Nesta seção, dá-se ôn fase ao 
iiiipacto que o desacoplamento dos subprobleinas ¡› - «S e ‹¡ ~ ii causaiii iio niimero resultante 
de iiiedidas classificadas coiiio poiitos de alavancaiiiento. 
A Seção 6.3 iiiostra alguns resultados obtidos coiii o estiniador de estados apre- 
sentado iio Capítulo 4. Nesta seção faz-se uma descrição inais detalliada do problema de se 
traballiar com estiniadores MQP aplicados a um conjunto de planos iião-reduiidantes que são 
formados pela escolha aleatória de medidas, uma vez respeitadas as restrições de observabili- 
dade. O teste de observabilidade implementado no estiiiiador baseado no método da mínima 
mediana (MMM) se constitui numa das contribuições deste traballio. O referido teste uti- 
liza um método de observabilidade topológica [53] que, ao contrario da proposta original 
[40] . não utiliza operaç ões em ponto flutuante e, conseqüentemente, é coiiiputacioiialiiiente 
mais eficiente. Os resultados apresentados nesta seção consideram a versão não-desacoplada 
do estiniador MQP resolvido atraves de transformações ortogonais baseadas ein rotações de 
Givens [54] _ 
A Seção 6.4 apresenta os resultados obtidos com os estimadores do tipo MQRDI 
c MQRDI-DR, que se baseiaiii em critérios iião-quadríiticos iiiipleiiieiitados através do algo- 
ritmo de Beaton e Tukey [25] , coiiforine é descrito no Capítulo 5. Estes estimadores fornecem 
estimativas válidas obtidas na presença de medidas contendo erros grosseiros mesmo que 
estes últinios ocorram ein medidas classificadas como poiitos de alavaiicaiiieiito. A fase de 
identificação de erros grosseiros dos estiiiiadores MQRDI e MQRDI-DR dispensa a normali- 
zação dos resíduos. A implementação ortogonal de estiiiiadores do tipo MQRDI e das ver- 
sões desacopladas, atraves de rotações de Givens. beiii como a apreseiitação de um metodo de
C 2.\ .__ culo sisteniatico de pontos de traiisição existentes nas fuiições-custo investigadas, se cons-
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tituem em algumas das principais contribuições deste trabalho. Os resultados obtidos com os 
estimadores MQP e MQP-DR, cuja rotina de identil`ieação de erros grosseiros baseia-se no 
métodob [42] , servem de base de coi11pai'ziçz`to para avaliar o desempenho dos estimadores 
MQRDI e MQRDI-DR. respectivamente. Apenas a função-custo quuzlrúƒit'‹›-tungenlc (QT) 
é considerada na avaliação de desempenho dos métodos MQRDI e MQRDI-DR porque, en- 
tre as funções-custo investigadas. é a única que não esta sujeito ao problema de mínimo local 
[37] , conl`orme deinonstra-se no Capítulo 5. 
Finalmente, a Seção 6.5 apresenta as principais conclusões extraídas das simu- 
lações apresentadas neste capítulo. 
6.2 Pontos de Alavancamento em Estimadores de Estados 
Não-Desaeoplados e Desacoplados 
Nesta seção são apresentados os resultados parciais dos estimadores MQRDI e 
MQRDI-DR referentes it l`ase de classificação de medidas como pontos de alavancamento. 
Especificamente, as matrizes Jacobianas referentes ao sistema-teste IEEE-3 barras, conside- 
rando os casos não-desacoplado e desacoplado (I?"l/2.11 ou ]?,,iol¿<2.I~1,,_z, e ]?,í_if2.IJ,,_,,, res- 
pectivamente) são mostradas com o objetivo de se identificar as linhas dessas matrizes que 
contêm valores discrepantes em relação às demais. 
A Tabela 6.9 mostrada em seguida apresenta a matriz Jacobiana do sistema IEEE-3 
barras para o caso não-desacoplado. As duas colunas iniciais referem-se aos estados angu- 
lares (5-¿ e Ó3, respectivamente (a barra I e tomada como referência angular. isto é. nl = 0°). 
As demais colunas correspondem aos estados relacionados ao módulo das tensões nodais Vi . 
V2 e l/Ét, respectivamente.
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Tabela 6.92 Matriz Jacobiana do Estimador MQRDI 
l ir| 
lift 
Ti -z 
Tz-_ 1 
T1 f¬Iš 
'IL›_zz 
Ut za 
]`1 : L]-¿_¡ 
I/1 -fl 
U.¿_¡; -37.28 
P1 -~5688. 
1°-¿ 1()t)6t). 
P3 -321.5 
Qi 
(Jú 
Qs 
-7531. 
7591). 
~1I53.t5 
-7.256 
36.87 
-419.1) 
~4I33.(j 
36.29 
37.28 
-4282.8 
--176.3 
642.9 
6.777 
7.256 
-73.75 
689.1 
7Íl7.‹'1 
7117.6 
31 A112 -31 .z12 
32.52 ~32.52 
1876. -1877. 
-1937. 1936. 
1180.1) -‹1b'3.9 
A-193.1 -497.1 
21.21 ~2 1 .2l 
-24.11 35.72 -35.72 
-24.11 ~2~f1.11 -118.22 
19116. -1817. -90.37 
-1916. 21)-11. ~9G.74 
--191.6 -491.6 975.4 
Na matriz Jacobiana (H) observa-se que as linhas que correspondem às medidas 
de fluxo de potência T1 __~¿ e T-¿_1 (ativa), U¡_~¿ e U~¿_1 (reativa) e as medidas de injeções 
de potência P, e I”-¿ (ativa), (21 e QQ (reativa), apresentam valores que são discrepantes ein 
relação as outras linhas dessa matriz. Isto ocorre porque estas medidas situam-se numa região 
do sistema ein que os parfunetros que modelam o componente linha de transmissão são muito 
diferentes dos demais parâmetros representativos de outras linhas. A explicação para este 
fato é que a linha de transinissíto onde estão associadas as medidas referidas anteriormente 
tem um comprimento 20 (vinte) vezes menor que as outras linhas de transmissão do sistema 
exemplo”. 
A Tabela 6. 10, por outro lado, apresenta as matrizes .lacobianas dos suhproblemas 
p - Õ e q - ii, i.é, I{,,._,t e H,¡_,.. respectivamente. O estimador implementado é desacoplado 
no modelo, por isto os valores numéricos existentes nas linhas das matrizes Jacohianas H,,_.,× 
e H,,_,, apresentam exatamente os mesmos valores numéricos das linhas correspondentes na 
matriz Jacohiana do caso nfto-desacoplado. 
“Ver o Exemplo Numérico do Capítulo 5.
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'lhbêlfl 6.102 Matrizes Jacobianas do Estimador MQRDI-DR 
T,_~_› -7531. 
7;c1 7590. 
,Il|..;; 
11,,,_,t= TH ‹1:s:s.‹â -ft:s:;.‹s 
P, ~5‹›'3s. -2s2.s 
‹~t?(s'; 
Í; Vl › 
15 uiafia. -› J 
1 ~* f 0121) ' '_' _. .‹ 
V1 
_ 
689.4
_ 
V2 707./l ' 
V3 7ÍlT.(l 
U1--¿ 1876. -1877. 
H : U‹_›._¡ - lÉlÍl7. 1936. 'hi' U1-3 482.7 -¿l8()'.U 
Uz_;; ¿l9Õ.Êl -fllflflfl 
Q| lf)(lT. ~lSlT -Í)Íl.‹\`T 
QQ -ll)/16. 204 l. -97.29 
Q3 _ -494.4 -4941.4 980.9 
A priori, a única consequência do desacoplamento p - 6 e ‹¡ - 1› sobre o cálculo 
dos pontos de alavancamento recai sobre o esforço computacional dispendido. No entanto, o 
algoritmo que classifica as medidas como pontos de alavancamento baseia-se na projeção de 
cada linha da matriz J acobiana no espaço formado por todas as linhas dessa matriz, conforme 
foi visto no Capítulo 3. Em consequência, no caso não-desacoplado, o espaço fator formado 
pelas linhas da matriz Jacohiana considera simultaneamente medidas dos planos p ~ Ó e ‹¡ ~ ii. 
enquanto que no caso desacoplado, as projeções de tais medidas são consideradas separada- 
mente. lsto faz com que o número de medidas classificadas como pontos de alavancamento 
não seja exatamente o mesmo quando os estimadores MQRDI c MQRDI-DR são considera- 
dos, como sera visto a seguir. 
A Tabela 6. ll lista os valores obtidos dos índices de projeção estatística e dos pe- 
sos correlatos determinados pela Eq. (7. l) para os sistemas-testes IEEE-3 e 14 barras. Tais 
parâmetros referem-se às medidas classificadas como pontos de alavancamento e são obtidas
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atraves dos estiinadores MQRDI e MQRDI-DR. Tainbeiii iiesta tabela constain duas colunas. 
para os estiinadores nz`io~desacoplados e desacoplados, que contêm os valores obtidos a partir' 
da disti'ihiiic;`io Qui‹quadrad1i (\ ,,¿,¡,-,‹-;) e que são utili7.ados como limiar para ti classilicaçfto 
de uma medida como ponto de alavancainento'“. Tabelas semelliantes para os outros sistemas 
testes usados na validação dos estimadores estudados podem ser encontrados no Apêndice C. 
rfllbeläl 6.112 Pontos de Alavancamento ein Estimadores de. Estados 
`- D ll Sistemas Teste Nao Desacoplado esacop at o 
No. de barras Medidas Í'Í¡›,- .\ zz,i›7.n% lI1¡
¬ 
19/): .\'zz,siT.r›'Á iii, 
7.] 
7,2 
U, 
iEEE-3 U2 
Pi 
P-z 
Qi 
za 
zi 
-2 
zi 
Q» 
229. 
231. 
33.9 
35.() 
173. 
305. 
33.5 
36.() 
9.35 
9.35 
9.35 
9.35 
12.8 
12.8 
12.8 
12.8 
.0()l67 
0()164 
07620 
07150 
00545 
00176 
_ 146 
. 126 
.870 
.877 
.635 
.668 
.592 
1.27 
3.43 
3.68 
5.()2 
5.02 
5.02 
5.02 
7.38 
7.38 
9.35 
9.35 
1 .0000 
1 .0()00 
1 .()()00 
1 .000() 
1 .0000 
1 .00()0 
1 .0000 
l .0000 
Ti 
T¿ 
YÍ-. 
U1 
U2 
IEEE- 14 Ur, 
Pi 
1°-z 
P1 
Qi 
z2
i 
_,z¡ 
-2 
«i 
za 
Qz 
Qi 
680. 
690. 
38.5 
238. 
191. 
34.8 
606. 
1070. 
54.1 
238. 
203. 
53.6 
9.35 
9.35 
11.1 
9.35 
9.35 
11.1 
12.8 
19.0 
23.3 
12.8 
19.0 
23.3 
000 1 8 
.000 1 8 
.()8330 
()0154 
00240 
10200 
0()()45 
00032 
16600 
00289 
00879 
l89()() 
1020 
1030 
9.01 
22.5 
18.0 
6.19 
905. 
1610. 
12.4 
22.5 
19.1 
13.3 
5.02 
5.02 
9.35 
7.38 
7.38 
7.38 
7.38 
11.1 
14.4 
9.35 
12.8 
14.4 
.00002 
.00002 
l .0000 
.l0700 
.l67()() 
1 .0000 
.00006 
.00()05 
1 .000() 
. 17200 
.4470() 
1 .0000 
A analise dos resultados apresentados na tabela anterior perinite concluir que o 
número de medidas classificadas como poiilos de alavancainento produ7.idos por estiinadores 
do tipo desacoplados tende a diminuir ou desaparecer (este últinio caso ó oque ocorre no sis- 
tema teste IEEE-3 barras). No caso iifio-desacoplado as medidas listadas na tabela apresen- 
'“RcI`erciicia-se o Capítulo 3 para iii iiorcs delallics.
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tam os correspondentes valores de estatística de pi'ojeçt`io tE¡›,) maiores que os iespectivos 
limiares (, \ ,,m__¬‹¿¿). No caso desacoplado, observa-se o efeito contrario. 
Por outro lado. os resultados obtidos coin o sistema IEEE-14 barras demonstram 
que as inedidas: 71-,_.4, U.-,_.¡, P., e (24, que são classificadas coino pontos de alavancamento 
pelo estimador não-desacoplado, deixam de ser assim classificadas pelo estimador desacopla- 
do, apesar da correspondente diminuição nos valores de liiniar utilizados. A diminuiçfio ocor- 
rida nos valores de limiar usados na classificação de medidas como pontos de alavancamento 
é causada pelo decréscimo do número de gratis de liberdade (ii) aplicada i`i distribiiiç:`io Qui- 
quadrada (;\,.,,z›7;,%), que é resultante da abordagem desacoplada presente no estimador de 
MQRDI-DR. 
Outros resultados podem ser vistos na Tabela 6.12 mostrada em seguida, que traz 
um quadro comparativo entre o núinero de medidas classificadas como pontos de alavanca- 
mento segundo as abordagens de estimadores nz`io-desacoplados e desacoplados. 
Tabela 6.122 Número de Pontos de Alavancamento 
Estimadores: a - Não-Desacoplado; b - Desacoplado 
Filtro: -ii›,- < 1.0 ii›,- < ().1 11),; < 0.01 -w,- < 0.001 
No. Barras a 
I 
b a 
I
b 
- -1 0- 0-0 
14 L - 1- 4- ' 4-() 
8 26-27 19-24 27 9-14 12 4-4 
118 411 (10-72 165 12-14 68 4-4 30 1-1 
340 1101 230-247 681 120- 102 350 47-43 153 19-13 
OC-lã- 
Esta tabela apresenta Lima analise sobre o núinero de inedidas classificadas como 
pontos de alavancainento em função do part^iinetro usado como filtro na identificação de tais 
medidas, Eq. (3.(›)“. A coluna IJ de resultados relativos ao estimador desacoplado rapido 
considera o número de inedidas classificadas como pontos de alavaneainento nos planos p ~ 6 
l ' A lista de inedidas elassi1`ieiitlas como pontos de alavancamento tipieseiitadas no Apêndice C forain obtidas 
coiisiderzintlo o filtro de l0"l.
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e ‹¡ - i'. nessa ordem, separados por um hífen. As medidas assim indicadas também pertencem 
ao conjunto correspondente de medidas classificadas como pontos de alavancamento obtidas 
com o estimador níto-desacoplado, independentemente do filtro utilizado. 
O estimador MQRDI indica um número maior de medidas classificadas como pon- 
tos de alavancamento do que o estimador desacoplado rapido, MQRDI-DR. No entanto, deve- 
se salientar que podem ocorrer medidas que se situam entre a regiao onde efetivamente exis- 
tem pontos de alavancamento e a outra definida pela grande maioria de medidas disponíveis. 
As medidas que se situam nesta faixa intermediária, quando portadoras de erros grosseiros, 
podem ou não ser identificadas como crrôneas pelo método dos resíduos normalizados. No 
entanto, os estimadores MQRDI e MQRDI-DR conseguem identificar tais medidas sem ne- 
nhuma dificuldade, conforme serú mostrado posteriormente. 
6.3 Resultados Obtidos com o Estimador Robusto Baseado 
no Método de Mínima Mediana (MMM) 
Nesta seção, apresentam-se os resultados obtidos corn o estimador robusto baseado 
no método de mínima mediana (MMM), que é capaz de contornar os problemas causados por 
erros grosseiros localizados em quaisquer tipos de medidas, inclusive em medidas classifi- 
cadas como pontos de alavancamento. 
Este estimador obtem estimativas a partir do método MQP que é aplicado a sub- 
conjuntos níio-redundantcs de medidas. Assim sendo, para que o estimador MQP não falhe, 
uma fração maxima de medidas contaminadas por erros grosseiros, expressa pela Eq. (48), 
deve ser respeitada. 
Os subconiuntos não-redundantes são formados por medidas escolhidas aleatória- 
mente a partir do conjunto completo contendo todas as telcmedidas disponíveis, incluindo
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as medidas com erros grosseiros. Esta primeira fase do estimador dc mínima mediana, 
que se constitui na obtenção de um número adequado de subconjuntos não-redundantes ob- 
servaveis, pode ser realizada ‹gƒ_`/`l1'n‹› [40] . Entre os subconjuntos considerados de medidas 
não-redundantes, ao menos um devera ser isento de medidas errôneas. Para aumentar as 
chances disto ocorrer, um número suficiente de subconjuntos, por exemplo, aquele definido 
pela Eq. (4. 10), deve ser avaliado. Entre os subconjuntos considerados, aqueles isentos de 
medidas com erros grosseiros apresentam os menores valores de inediana obtidos a partir do 
vetor contendo os valores correspondentes ao quadrado dos resíduos de estimação (qi-¡› ). 
A Tabela 6. l 3 resume os parâmetros de simulação a serem considerados nos sistemas- 
teste usados neste trabalho. Nesta última tabela, considera-se uma probabilidade de 95% 
de se obter pelo menos um subconjunto não-redundante contendo apenas medidas corretas, 
sendo que os parâmetros nela constantes significam: m- número de medidas; n- número 
de estados; j`,,,,¡¿,.- número maximo de erros grosseiros possíveis de serem processados pelo 
estimador; _/'- número de erros grosseiros considerados; 5* - ponto de colapso do estimador; 
kr- número de subconjuntos não-redundantes de medidas. 
'läbela 6.132 Parâmetros de Simulação do Estimador de Mínima Mediana 
.- 
(T1 Sistemas Tes Probabilidade Considerada: 95 % 
No. de barras `,,,;¡× 
| 
l` 
| 
5* 
| 
21.' 
3 l7 5 6 _ I 7647 I2 
14 73 27 23 - .()4l()9 lo 
30 180 59 (10 ` .O0 l 67 I4 
l I8 637 235 2()l .()()()47 lo 
340 I785 679 553 .()()()l(w ló 
'.z.›'.,›.»¢›'.›à 
A analise dos parfnnetros de simulação apresentados na Tabela ó.l3 indica que o 
maior obstáculo a ser considerado para a aplicação do estimador de mínima mediana em pro- 
blemas de EESP consiste na seleção de medidas que formem subconjuntos observáveis. Ape-
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sar de serem usadas tecnicas mais eficientes baseadas na analise de observabilidade topologi- 
ea [53] , que dispensam operações em ponto flutuante, o custo computacional ainda assim é 
não-desprezívellz. A tentativa de criar uma lista contendo um número considerável de sub- 
conjuntos não-redundantes de medidas e ao mesmo tempo observaveis requer a iinplemen- 
tação de um algoritmo que seja capaz de gerar todas as ‹¡rt'‹›re.s¬ ge›'ud‹›m.s' ‹›l›.s'e›'t>úveis (AGO) 
[53] de forma aleatória. Esta proposta não é usada na implementação do estimador baseado 
no método da mínima mediana, mas e deixada para uma futura etapa de pesquisa neste tema. 
Nesta seção, resultados obtidos através dos sistemas-teste IEEE-3, I4, 30 e II8 
barras são considerados na avaliação de desempenho do estitnador de mínima mediana. A 
seguir, apresentam-se tais resultados considerando os parâmetros de simulação apresentados 
na Tabela 6.13. 
6.3.1 Sistema-Teste IEEE-3 Barras 
A Tabela Ó. 14, apresentada ein seguida, lista o conjunto de planos não-redundantes 
de medidas considerados na estimação de estados do sistema-teste IEEE-3 barras, cujo plano 
de medição completo esta mostrado no exemplo numérico do Capítulo 5. As medidas simu- 
ladas como errôneas são as mesmas consideradas anteriormente, isto é, liÍ_›, P2 e (22. Também. 
nesta tabela, apresentain-se os valores da mediana obtida a partir do vetor que contém o 
quadrado dos resíduos ponderados de estimação (Med,¡,.,,) correspondentes a cada plano míni- 
mo de medidas. O subconjunto não-redundante dc medidas que apresenta o menor valor dc 
mediana é o escolhido para a obtenção das estimativas corretas. 
Dentre os subeonjuntos não-redundantes considerados. o sétimo subconjunto da 
Tabela 6. l4 apresenta a menor mediana. A Tabela 6.15 mostra a lista completa de medidas 
“A proposta original deste estiinador [-ltll considera testes de observabilidade numérica na elaboração da 
relação de suheonjuntos observâiveis necessarios it filtragem de medidas com erros grosseiros.
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Tabela 6.14: Seleção de Planos Não-Redundantes de Medidas 
No. Medidas Selecionadas Med,,,.,, 
'JI¬(>~'¬zJl\)'- 
6 
7
3
9 
l0 
ll 
12 
11 
'1`1».› 
Í1 ` ¡ 
P1 
/Iwl 
P, 
T1 
r[¬l 
.') 
__') 
A-1 
-2 
«Il 
Tzzi 
T1_:1 
T1.-z‹ 
Pzz 
171 
T-z 
171 
1)1 
P2 
T¿ 
P1 
])| 
Í*-z 
I"-› 
P1 
l//Í; 
V1 
l*Í¿ 
Vzz 
V1 
vz 
lí; 
lfz 
Vzz 
l' "| 
l'/T1 
lí; 
Qz 
U, 
Qi 
Qi 
([1 
lfii 
U1 
Il] 
(72 
U, 
V1 
U, 
Il 
~› 
') 
‹›
l 
*› 
¬'š 
(_j¡, (1.99(›97 
I/-_› 
Q-z 
“_-1 l.<)22l8 
ll7.079 
(92 121.759 
(21 1 39416 . 
Q-z 
l"-_› 
210.008 
_¿¿ .923955 <: 
cg, 1.18189 
(31 1.39870 
(gi 1 59438 
zm 
15 
,i 189133 
_3 177883 
que liguram 11o plano de medição original, a partir do qual os subeonjuntos não-redundantes 
de i11edidas foram construídos. 
Esta tabela contém três colunas relativas a valores de medidas. A primeira lista os 
valores verdadeiros das medidas; a segunda, corresponde aos valores el`etivamente medidos 
(inclusive aqueles atribuídos as medidas si111uladas como errôneas, isto é, lfÍ¿, P¿ C (22). e a 
terceira coluna relaciona os valores estimados obtidos a partir do plano não-redundante que 
apresenta 0 menor valor de Med,,,.¡, (sétimo plano listado na Tabela 6.14). A última coluna 
mostrada na Tabela (1. I5 lista os valores dos resíduos padronizados segundo a Eq. (4.6). Entre. 
os valores de resíduos padroni7.ados, observa-se que aqueles correspondentes as medidas lÍ_›. 
1°-_› e (23 indicam a existência de erros grosseiros en1 tais medidas, pois: í> 2.5 [40] . 
6.3.2 Sistemas-Teste IEEE-14, 30 e 118 Barras 
A Tabela (1.l(1 mostra os resultados de siiiitilaçfio de erros grosseiros em medidas 
que l`iguram nos planos de mediçfio dos sistemas-testes lEEE-I4. 30 e ll8 barras. Entre
89 
Tabela 6.152 IEEE-3 harras: Valores Estimados para as Medidas 
Va I o res 
No Me didas Reais Medidos Estin tados lf'.«-,I 
'J\.I=.'.›J×.)-
6 
7
8
9 
I() 
II 
I2 
I3 
I4 
I5 
ló 
Vi 
V-z 
Vzâ 
f`) il* 
z r I: 
TI 
ul” 
Uíz 
Ui 
ug 
Pl' 
PF] 
Pzz 
-› 
_1 '5
)
1 
.I
I
I 
t*) 
Q:
I 
Q-z 
II 
. 
V, 
~› 
Iš 
II
I
I
I 
-1
5 
-5 
.()5() 
.()(I() 
.998 
.Sol 
.8(›l 
.(351 
.56l 
5.23 
.() l 6 
.240 
.()2l 
.5II 
.3()() 
.2()t) 
.472 
.037
I
I
5 
-5
l 
-1
5 
.()5() 
.(128 
.997 
.87() 
.867 
.(141 
.552 
. l39 
.037 
.237 
.()2() 
.448 
.()*)l 
.IX4 
.437 
-4.025
5 
-5
I 
-1
5 
-5 
.()5l 
.(I0l 
.998 
.888 
.888 
.64l 
.S50 
.234 
.UIQ 
.240 
.()2I 
.S29 
.338 
.l8() 
.474 
.039 
.0658 
9.7 IS 
.()()()() 
5372 
I . I 26 
.0857 
.47(1I 
.()()()() 
.44()Ê› 
.l8(32 
.()()()() 
.0(I()0 
I I .7I 
.()()()() 
.5746 
9.928 
.I75() 
¡á ,__ 
(4_ `._. 
<= 
I7 QR -.ISO -.I49 -_ I54 
(*) Pontos de alavancamento 
parênteses, ao lado da identificação do caso estudado, aparece o número total de planos não- 
redundantes de medidas utilizados na obtenção dos resultados indicados na tabela. 
Os resultados obtidos aplicando-se o estimador MMM no sistema-teste IEEE-I4 
barras, quando são comparados com os valores correspondentes fornecidos pelo estimador 
MQP, permitem concluir o seguinte: 
a) no caso I, as medidas simuladas como errôneas foram todas igualmente identi- 
ficadas pelo estimador' MQI2 apesar da medida 'l`¡ -¿ ser um ponto de alavancamcnto; 
b) no caso 2, o estimador MQP não consegue identificar apenas a medida errônea 
P-_›, enquanto que o estimador MMM apresenta desempenho superior. isto ó, identifica corre- 
tamente todas as medidas; 
c) no caso 3. apesar das estimativas válidas produzidas pelo estimador MMM, deve- 
se salientar o número excessivo de planos mínimos observavcis necessarios. A simulação de
'l7JI)0IãI 6.162 Resultados do Iístitnador MMM 
Identificaeao a Ufes ` V I 
Sistema Caso Medidas Reais Medidos Estimados 
I(I0) 
z¬t*) 
I 
I ¬'.2 
UI~~'.2 
I. I 54 
4.402 
I .4(›0 
5.3I0 
I.I5*) 
4.4II 
2(I(›) 
(*) T2 i 
UE”. "
. 
P.fi 
I. I 3 I 
.3()()X 
.I830 
.8297 
. I(›(›3 
3863 
- 
I . I 36 
3925 
.I824 
IEIÊIÍ-I4 
3 (38) 
Vs 
' (*) 
rs-2 
H) 
U,___,¡ 
Po 
Tm iii 
I.090 
3640 
.I285 
.0338 
.I350 
I.I20 
.I5I3 
.073I 
. I 663 
0668 
I .()*)() 
-.36-49 
-. I 274 
-.0323 
-. I 364 
4(I4) 
(*I 
Uz1_‹; 
l)(*) 
-I 
( I Q/I* 
.0I65 
.07ó0 
.0I60 
.I835 
.I24ú 
.I840 
-.0I58 
-.0763 
-.OI78 
IEEE-30 
5 (I4) 
Ufzih 
PI” 
QI” 
.0074 
.0000 
.OOOO 
.2074 
.2000 
.2000 
.0067 
.00()9 
-.0005 
6(I0) 
‹›«“› 
Titzç-114 ' 
(o‹ 
Uiifzziit ' 
.OIO4 
.0993 
.l896 
.IOI7 
-.()l05 
-. IO0I 
IEEE-I I 8 
voo) 
z¬(t) 
III'› 
(*) Uns- 
:-II~'I _ .()I04 
.0993 
.I896 
.I()I7 
-.0 I 07 
-.0998 
90 
W Pontos de alavancamento 
cinco medidas com erros grosseiros entre 73 medidas disponíveis exige um esforço computa- 
cional nada desprezível. Por outro lado, o estiinador MQP não consegue identiI`icar a medida 
PH, o que o descredencia em relaçao as estimativas obtidas. 
As simulações de número 4 e 5 reali'/.adas no sistema-teste IEEE-30 barras. têm 
por objetivo mostrar o efeito de alavaneamento existente no ramo que conecta as barras 4 e 
6. O estimador MMM I`iItra com sucesso todos os erros grosseiros. No entanto, apesar do 
estimador MQP ter obtido estimativas corretas no caso 5. o mesmo não ocorre na caso 4. 
Neste último, apenas a medida P4 ó identificada corretamente como errônea. O estimador 
MQP pt'odttz_/¿1l.s'‹›.s' fzlzzr/mas' nas seguintes medidas: VH, LI.;_,¡ e QG.
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No sistema-teste Ilílilí-l l8 barras apresentain-se dois estudos C1111lC111l11z1s111Cs11111S 
inedidas simuladas com erros grosseiros. A única característica que os diferencia é o índice 
de redundância local de medidas. que no caso 7 ó maior que no caso (1. A situação em que 
o índice de redundz”1ncia local de medidas é menor, a elaboraçz`1o da lista de subconjuntos 
observaveis e não-redundantes de medidas fica prejudicada, pois a probabilidade de se obter 
ao menos um plano mínimo de medidas isento de erros grosseiros diminui bastante. Como 
consequência, dificulta-se o processo de estimação baseado no método da iníniina mediana. 
Por outro lado, a falha de identil`icaçz`1o de erros grosseiros produzida pelo estimador MQP nos 
casos 6 e 7, além de ser explicada pelo índice inadequado de redundância local de medidas, 
ocorre porque as medidas simuladas com erros grosseiros são pontos de alavancamento. 
Uma apreciação final sobre as características e o desempenho do estimador MMM 
é apresentada na Subseção 6.5.1. 
6.4 Resultados ()btidos com Estimadores Robustos do Tipo 
MQRDI e MQRDI-DR 
Esta seção mostra os principais resultados obtidos com os estimadores robustos 
aqui denominados de metodos MQRDI e MQRDI-DR, que são comparados com os resulta- 
dos correspondentes obtidos atraves dos estimadores MQP e MQP-DR, respectivamente. O 
conjunto de simulações apresentado nesta seção esta organi7.ado da seguinte forma. Inicial- 
mente. na Subseção 6.4. I , apresentam-se os resultados que permitem comparar o desempenho 
do estimador MQRDI frente ao desempenho do estimador MQP A Subseção 6.4.2 mostra o 
desempenho de estimadores do tipo MQRDI-DR versus MQP-DR. O estimador MQRDI-DR 
é avaliado atraves do desempenho dos algoritmos ¡›r1'/nu/ (MQRDl~DR¡i›) e dim/ (MQRDI- 
DR‹/ ), implementados da mesma forma sugerida em [44] . A siniulaçao de erros grosseiros
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tanto pode ocorrerem inedidas que são classificadas como pontos de alavancatnento quanto 
ein quaisquer outros tipos de medidas. Deve-se salientar que as condições utilizadas para 
avaliar o desempenho dos estimadores MQRDI e l\/IQRDI-DR lrentc aos correspondentes 
estimadores MQP e MQP-DR, são: 
a) O perl`il plano de tensões é utilizado como ponto de partida para o estimador; 
b) A matriz Jacobiana e mantida constante a partir da segunda iteracao quando o 
estimador MQP for usado. A rotina de iclentificaçfto de erros grosseiros, que se baseia em 
resíduos normalizados [42] , também é acionada a partir da segunda ileraçao; 
c) O estimador MQRDI só é executado a partir da segunda iteração. A primeira 
iteração deste último estimador é na realidade executada pelo estimador MQP O objetivo ó 
oferecer melhores condições de partida no início do processo iterativo do estimador MQRDI: 
d) A simulação de erros grosseiros ocorre onde a redundância local de medidas 
é adequada. No entanto, com o objetivo de se avaliar as propriedades de convergência do 
método MQRDI e MQRDI-DR, alguns erros grosseiros l`oram simulados em condições dile- 
rentes das listadas acima. 
6.4.1 Desempenho de Estimadores do Tipo MQRl)l versu.s' MQP 
Nesta subseção avaliam-se os resultados obtidos com os estimadores MQRDI frente 
aqueles fornecidos pelo estimador MQP Os casos mostrados nas tabelas seguintes consideram 
todos os sistemas-teste usados neste traballio e são apresentados em [49] . Além da Tabela 
6.17. que mostra os valores estimados de medidas obtidos com os estimadores MQRDI e 
MPQ, a Tabela (1. 18 apresenta os respectivos índices de desempenho. 
Os casos l. 2 e 3 l`oram simulados no sistema-teste IEEE-l4 barras. No primeiro 
caso, a rotina de identificação de erros grosseiros baseada no método l› [42] do estiinador
'lllbelzl 6.17: Desempenho dos Estimadores: MQRD1 versus MQP 
Sistemas 
Tcslc 
(Íuso 
No 
Erro 
Gross. 
Valores Eslir nudos 
Real Medido MQP MQRD1 
IEEE- 14 
burras
1 
› (11 
rn*-2 
Ufiü. 
1.145 
4.939 
1.46() 
5.949 
1.135 
5.198 
1.152 
4.943
2 
T-“fil 
(*1 Uõvâ 
-1.123 
.1344 
.1830 
.8224 
.3362 
.3863 
-.9240 
.1369 
.3862 
-1.161 
.1392 
.183I
3 
vg 
'f.i.'?z 
Tlflz Il 
UQ4 
P1-z 
1.09(1 
-.3641 
-. 1271 
.1344 
-.1350 
1.l2(1 
.1513 
.(1745 
.3362 
.(1668 
1.119 
-.3635 
-. 1257 
.043I 
-.1356 
1.091 
-.3622 
-.1261 
.1339 
-.1314 
IEEE-30 
bzlrrus
4 
(*1 
U(/lífi
m 
-.0114 
-.076(1 
-.0160 
.1887 
.1246 
.1840 
. 1882 
-.0758 
.l845 
-.0113 
-.0756 
-.0156
5 
QT) 
UE. 
ñ” 
of.” 
-.(1114 
-.(1760 
-.0160 
.1887 
.1246 
.184(1 
.1909 
-.0644 
.1818 
-.0114 
-.0771 
-.0377 
IEEE- 1 18 
bzlrrzxs
6 
"Í`|1r..11z1 --1093 
Ullfi- 114 
.(1919 
.2334 
.O904 
.2317 
-. 1089 
.(1294
7 
T11."›~1 14 -.1093 
Ullrz-114 -0333 
.(1919 
.2334 
-. 1097 
.0350 
-.I115 
.0325 
340 
hurrus
8 
( 1 T1118-72 
(*1 pus 
3.085 
.(1()(1() 
3.734 
.2(1(1(1 
3.262 
.2031 
3.(187 
.0()19
9 
(*1 
Piz 
Qi? 
-.4470 
-.292(1 
.2279 
.(1836 
-.2669 
-_ 1598 
-.4495 
-.2919 
10 
Pl(l?~; 
QM 
Uns 
.()(1()(1 
.(1000 
¬7.¿ ~.0050 
.2(1(10 
.20(10 
. 1950 
-.(1092 
. 1817 
. 1445 
.0314 
.00(104 
-.(1051 
Tzsz--zr.‹› 
Tzsz-251 
.4772 
.4772 
U2›¬"¿z^_›r›u '-1891 
P282 .(1()()(1 
.6988 
.6988 
.(1173 
.2(10(1 
.6237 
.6237 
~. 1022 
.2447 
.4996 
.5006 
-. 1861 
.(1046 
H) -> I'‹›nlos dculu\-'u|1c;nncnlo
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MQP indica como errônea apenas a medida de fluxo de potência ativa 'l`| ~_›. enquanto o es» 
timador MQRDI identil`ica corretamente todas as medidas. No segundo caso. o estimador 
MQP lallia ao apontar incorretamente a medida de injeção de potencia ativa P, como errônea. 
Este problema é causado pelo eleito de alavancamento existente no raino que conecta as har- 
ras l e 2. cuja reatância é simulada como tendo um valor dez vezes menor que o original. 
Por outro lado. o estimador MQRDI apresenta estimativas válidas para as medidas porque 
consegue idenlilicar os erros grosseiros corretamente. No terceiro castx cinco medidas são 
siimiladas com erros grosseiros. entre as quais 'l`_.-, -_› c U; t. que são pontos de alavancamento. 
A medida de tensão V5 não e identificada pelo estimador MQP, enquanto que o eslimador 
MQRDI apresenta um desempenho superior ao desempenho do estimador MQP porque iden- 
til`ica corretamente todas as medidas simuladas com erros grosseiros. 
Os casos ‹l e 5 foram escolhidos entre as simulaç‹`›es executadas no sistema-teste 
lElÊlÍ-.`»(l liarras. No caso 4 considera-se que todas as medidas presentes no processo de cs- 
timacao são medidas perfeitas, excetuando-se as medidas com erros grosseiros. Por outro 
lado. no caso 5. adicionam-se erros aleatórios ein todas as medidas simuladas. Em ambos os 
casos o estimador MQP falha por causa do eleito de aIavancamcnto existente no ramo 4-o. 
Embora a medida de iniecfto de potência ativa P, seja corretamente identilicada. as medidas 
Un _, e Qu são identificadas como erroneas ao inves das medidas U, .; e Qt. respecti\~'ainente. 
Por sua ve'/.. o estimador de MQRDI estima e identilica corretamente as medidas. indepen- 
dentemente da existencia de ruídos nas medidas consideradas tio processo de estitnac¿`io. 
Os casos (5 e 7 loram simulados no sistema IEEE-l IS barras, sendo que as medidas 
simuladas com erros grosseiros nao são pontos de alaxancamento. A redundância local de 
medidas no caso o e menor que no caso 7. Deve-se salientar que o metodo MQP apresenta 
correta identil`icacz`io de erros grosseiros quando a redundfuicia local de medidas ó adequada.
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No entanto, o estimador l\/lQRl)l apresenta desempenho superior porque identifica correta- 
mente todas as medidas com erros grosseiros, independentemente da diferença de índices 
locais de redundftncia dos dois casos. 
Os casos de 8 a l l foram simulados no sistema realístico de 340 harras. l\lovamenle. 
em todos os casos, o estimador l\/lQRDl apresenta desempenho superior ao desempenho do 
estimador MQR O mesmo tipo de falso alarme ocorrido anteriormente acontece com o esti- 
mador MQP Por exemplo, no caso 8, a iltjecao de potência ativa P7-_, 6 apontada como errônea 
no lugar da medida P1 nt, enquanto que no caso 9, P, tg é erroneamente identificada no lugar 
da medida P72. No caso lt). somente a medida de injeção P118 é corretamente identificada 
pela rotina de identil`icacz`to de erros grosseiros do estimador MQP No último caso, o esti- 
mador robusto MQRDI apresenta desempenho melhor que o estimador baseado no método 
MQP. apesar da forte correlação entre as medidas simuladas com erros grosseiros. 
A Tabela 6. I8 apresenta um quadro comparativo contendo alguns índices de de- 
sempenho referentes a todos os casos apresentados na Tahela 6.17. Estes índices permitem 
comparar os desempenhos dos estimadores MQRDI e MQP, sendo identificados na tabela 
como segue: 
\,,_¿,7_¡zz¡: Limiar fornecido pela tlistrihuieíto Qui-quadrada; 
SPQR: Soma Ponderada do Quadrado dos Resíduos; 
lTER: Número de lterações; 
EMA: Erro Medio Ahsoluto; 
DPE: Desvios-Padrão dos Erros. 
Convém salientar que a coluna contendo o índice SPQR, quando referente ao es- 
timador MQRDI. incorpora o efeito do fator de ponderação t/*=(r_`., )/rs, _ além da ponderação 
correspondente as variâncias dos erros de medição. Disto resulta a explicação para os haixos
Tabela 6.182 Índices de Desempenho: Estimadores MQP e MQRD1 
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Limiar MQP MQRDI 
CU-59 z\.z,¶›7.r.<7‹ SPQR ITER EMA DPE SPQR lTER EMA DPE
1
2 
LH 
58.2 
3()7.3 
4.922 
12.01 
3
3 
.03807 
.()l239 
.0l538 
.09428 
.04564 
.06 1 91 
1.093 
2.048 
1().52
3 
3 
OC 
.03004 
.00376 
.()025 1 
081 16 
()()9()3 
00588 
'Ji-l> 
l4().9 .()2()5 
25.39 
‹1>-t:..›J .00449 
.00627 
.()2954 
.()2975 
.0033 
7.901 
-1>-1>- 
.()0005 
.()0257 
()001 2 
00709
6
7 
438.4 42.74 
30.67 
-1'>›-1>~ 
.0()345 
.0()250 
.() 1490 
00407 
6.227 
7.884 'JI 
'JI .00478 
.0041 1 
01 199 
()()856
8
9 
10 
11 
1166.3 
1 1205. 
1 1030. 
10984. 
11327.
6
6
6
6 
.00278 
.()()329 
.00347 
.003 18 
03027 
.03023 
03066 
03 1 10 
150.33 
149.86 
43.731 
45.337 
'J'|'Jl
6
6 
.()()235 
.()0235 
.00265 
.()()269 
03843 
03840 
04555 
.04574 
valores relacionados em todos os casos simulados, pois as medidas que apresentam valores 
de resíduos aciina do valor do ponto de transição adotado são drasticamente subponderadas. 
O \'a1or de ponto de transição ajustado para o cslimador quadrzitico-tangente ó AH' : 1.51115, 
quando se considera uma eficiência estatística igual a 95 0/‹~ [25] . 
Comentarios adicionais sobre os resultados mostrados nas Tabela 6. 17 e Tabela 6. 18 
serão considerados na Subseção 6.5.2. 
6.4.2 Desempenho de Estimadores do Tipo MQRDI-DR versus MQP-DR 
Nesta subseçfio avalia-se o desempenho de estimadores do tipo MQRDl~DR¡› e 
MQRD1-l)R‹/. cujos resultados são comparados com aqueles correspondentesobtidos com o 
estimador desacoplado rapido MQP-DR. Os algoritmos prirnul e ‹/uu/ dos estimadores MQP- 
DR e MQRD1-DR apresentam desempenho um pouco diferentes. Por causa disto, ambos 
algoritmos são investigados. Os casos mostrados nas tabelas que se seguem relacionam todos 
os sistemas-teste usados neste traballio e são igualmente considerados ein [47] _
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A Tabela (›.l*). mostrada ein seguida. apresenta os resultados obtidos com os es- 
timadores desacoplados rápidos MQP-DR e MQRDI-DR. atraves dos algoritmos prima/ e 
dim/ conforme ó sugerido em [-14] . 
A analise dos resultados apresentados na Tabela 6. I9 permite extrair algumas con- 
clusões relevantes sobre a utilização de estimadores dcsacoplados rápidos. 
Os resultados relativos ao sistema-teste IEEE- I4 barras, casos de l a 3, revelam que 
todos os estimadores apresentam bom desempenho. O desempenho do estiinador MQP-DR e 
bastante satisfatório. apesar da sirnulação de erros grosseiros em medidas classificadas como 
pontos de alavancamento_ Este comportamento pode ser explicado pela tendência de medidas 
classificadas corno pontos de alavancamento se tornarern menos discrepantes quando a abor- 
dagem desacoplada rapida é empregada. Neste sentido, muitas destas medidas portadoras de 
erros grosseiros. antes insensíveis ii norrnalizaçz`1o dos resíduos, agora podem ser detectadas 
e identificadas. No entanto, a abordagem desacoplada rapida não garante a detecção e iden- 
tificação de medidas errôneas, quando classificadas como pontos de alavancamento, através 
do estimador MQP-DR. Este fato pode ser comprovado no casos analizados ein seguida. 
Os casos 4 e 5 da Tabela 6.19, que se referem ao sistema-teste IEEE-30 barras. 
apesar do desacoplamcnto dos subproblemas ¡› ~ ‹'~ e ‹¡ - tz demonstram que podem exis- 
tir medidas classificadas como pontos de alavancamento contaminadas com erros grosseiros 
que ainda continuam inscnsíveis a normalização dos resíduos de estimação. Por exemplo, no 
caso 4, o estimador MQP-DR produz falsos alarmes ao apontar as medidas UHY4 e Qi; como 
€l'l'ÕH€1l.\`, no lugar das medidas Ll_.¡_(¡ e Qi. respectivamente. Isto ocorre por causa do efeito 
de alavancamento presente no ramo que conecta as barras 4 c 6. No caso de número 5. o 
estimador MQP-DR funciona adequadamente. Por outro lado, ein ambos os casos referidos 
anteriormente. o estiinador MQRDI-DR funciona satisfatoriamente.
Th 1)€13 6.19: Resultados de E.<.li|nzu16res Dcsucoplzldos Râ'1pid‹›s 
Sistemas 
Teste No. 
Caso Erro Vulorcs MQ1”-DR MQRD1-DR 
Gross. Rcul Mcdido prima/ dual primul dual 
IEEE- 14 
burras
1 
U1 T|=z 
U|~-2 
1.154 
4.402 
1 .460 
5.310 
1.161 
4.396 
1.159 
4.404 
1.199 
4.451 
1.198 
4.443
2 U5-/I 
(*1 
P2 
.(v) 
1-) 
I 
-1.131 
-.O338 
.1830 
-.8297 - 
.1663 
.3863 
1.123 
.()3(11 
.1916 
-1.141 
-.(1301 
.1738 
1.148 
.0105 
.1655 
-1 . 106 
-.(1238 
.2084
3 
Va 
Tr››z~2 
Tm 11 
Ur.zz‹1 
PH 
1.(190 
-.364(1 
-.1285 
-.0338 
-.l350 
1.12(1 
. 1513 
.(1731 
.1663 
.(1668 
1.(190 
.3654 
_ 1278 
.(1297 
.1352 
1.090 
-.3654 
-. 1277 
-.(1295 
-. 1347 
1.(193 
.3655 
.1243 
.0263 
-.1133 
1.093 
-.3635 
-_ 1243 
-.(1267 
-.1 160 
IEEE-30 
burras
4 
( *1 
U(4 Í
6 
P1
› 
Q/1 
-.0165 
-.(1760 
-.(1160 
.1835 
.1246 
.184(1 
. 1849 
.(1743 
.1824 
.185(1 
-.0742 
.1823 
.0162 
.0775 
.0153 
-.0164 
-.(1776 
-.0158
5 
(*1 W-. 
P1.” 
1* 1 Q. 
.(1074 
.0(1(10 
.00(10 
.2(174 
.2(1(10 
.2(1(10 
.006(1 
.(1(129 
.0023 
.(1060 
.(103 1 
-.(101 7 
.(1222 
.(1(102 
.0147 
.(1219 
.(1182 
-.(1296 
IEEE-1 18 
bumls
6
f 
r.'‹›/1)-51 
Um-m
i
i 
-.0277 
.1479 
.1723 
.3501 
.(1284 
. 1493 
-.0282 
.1483 
.0267 
. 1514 
-.0278 
.1749
7 
T11541 1,; -.(1104 
L1¡¡;,_¡¡,¡ -.0993 
.1896 
.1(117 
.1881 
.l003 
.1881 
.1000 
.1881 
.1001 
.1881 
.(1999 
340 
1wu|'|`¿1s
8 
z (1) 
r118›-'T2 
1*1 
P118
1 
3.085 
.(10(1(1 
3.734 
.2000 
3.269 
.2(1(1(1 
3.102 
.(1127 
3.070 
.(11(18
9 
( 1 
P12 
‹-«> 
Q:-z 
-.4470 
-.2920 
.2283 
.(1838 
.4384 
.3009 
.4813 
.3317 
-.4551 
-.3184 
10 
‹‹»› Pnx 
(*1 Qlm 
(~1 
U11.×¬_7 .¡ - 
.0000 
.0(10(1 
.0(15(1 
.2(1(1(1 
.2(1(1(1 
_ 1950 
.2(1(1(1 
.2(103 
. 1946 
.(1712 
.(1217 
.0267 
-.0344 
-.(1111 
-.(1161 
11 
r _ ~› 
F-Êz.‹z ‹_. 
‹-› 
T,Ã› ¿ ^"z'.-'zl 
111 
U'.!8'.¿f'.Z'›0m 
P232 
mn .4772 
.4772 
.1861 
.0000 
.6990 
.6990 
.(1173 
.2000 
,(1119 1 
.6991 
. 1862 
.4488 
.5(121 
.5(137 
_ 1861 
.0514 
.4945 
.4937 
-. 1861 
.(1338 
' 111 -> 1'unIus dc z11u\'u|1c¡|mc|1lo
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Os casos (w e 7 referem-se ao sistema-teste lEEE-l I8 barras. O caso Ó apresenta 
a simulação de erros grosseiros nas medidas de fluxo de potência, 'l`_.-,.¡-_f,t; (ativa) e Ur,,¡._r,.; 
(reativa), classificadas corno pontos de alavancamento. No presente caso, tanto o estimador 
MQP-DR quanto MQRDI-DR apresentam estimativas corretas para as respectivas medidas. 
A mesma simulação através do estimador MQP não-desaeoplado torna estas medidas insen- 
síveis E1 normaliz.acíto dos resíduos. O caso 7 mostra a inoperância dos estimadores MQP-DR 
e MQRl)l~l)R l`rente ao problema causado pela redundância local de medidas. Apesar destas 
medidas não serem pontos de alavancamento e nem medidas críticas, o índice de redundância 
usado localmente não e suficiente para sensibilizar as rotinas de detecção de erros grosseiros 
dos estimadores investigados. 
Os casos de 8 a l l correspondem it parte dos estudos realizados no sistema realístieo 
de 3-*IO barras. que é representativo das Regiões Sul-Sudeste do Brasil. Basicamente, o mesmo 
comportamentodemonstrado pelos estimadores nos casos analisados anteriormente, pode ser 
observado nos presentes estudos. Por exemplo. nos casos 8 e l(), o eleito de alavancamento 
existente no ramo que conecta as barras 72 e ll8 origina falsos alarmes nas medidas P72 
(caso 8) e no caso IO em P7-_› e Q;~¿. No caso 9 o estimador MQP-DR apresenta desempenho 
satisfatório ao detectar e identificarcorretamente os erros grosseiros, enquanto que no caso l I 
apenas a medida U¿_¬._, zm, Õ identificada corretamente. Por sua vel., os estimadores MQRDI- 
DR ¡›rim‹1/ e dual. apresentam resultados satisfatórios para todos os casos, de 8 a l l. Quadros 
semelhantes aos apresentados na Tabela (1. l 8 são mostrados a seguir na Tztbela b.2(). 
A analise de resultados referentes aos índices de desempenho mostrados na Tabela 
6.20. que consideram as versões desacopladas rapidas dos estimadores MQP e MQRDL per- 
mite extrair as seguintes conclusões:
Ta )€1a 6.20: Índices dc Desempenho dc Eslinludurcs Dcsâ1copIuú1‹›s Rápidos 
1()() 
u) MQP`DR¡n'1`1n.11I MQ1›`DRfÍIlflÍ 
Cuso S1'QR¡,_¡§ S1'(_)R,¡ _ 1'|`1ÊR F.1\1/\ 1)P1E S|'QR¡,_;« SI'QR,¡.. ,. 1'1`1ÊR EM/\ 1)1'1Ê
I
2
3 
1.172 
.6977 
1.082 
4.344 
4.425 
4.409 
4.5 
4.0 
4.5 
.0015 
.0016 
0()13 
.002 1 
.0023 
00 1 6 
1.167 
.71()6 
1.082 
4.291 
4.386 
4.348 
5.0 
5.0 
6.() 
0011 
.0()18 
00 1 4 
.0()13 
.0()26 
0()20
4
5 
3.983 
3.989 
11.78 
11.82 
3.5 
3.5 
0055 
001 1 
0296 
001 1 
3.965 
3.975 
11.65 
11.52 
4.() 
4.0 
0056 
0()1 2 
0296 
00 1 3
6
7 
40.85 
47.70 
43.()8 
45.24 
3.5 
3.5 
.0016 
.0023 
0024 
01 13 
40.86 
43.72 
42.94 
45.26 
4.5 
4.0 
0016 
0()82 
0023 
0112
8
9 
296.4 
296.5 
no 296.5 
11 292.4 
273.8 
275.5 
275.4 
273.9 
5.0 
3.5 
3.5 
5.() 
.0100 
.0095 
.0101 
.0105 
0379 
.0366 
0382 
.0399 
b) Mula›|-|›|‹,,,.¡,,,V,., M()RI)|-1)R,¡,,,,¡ 
Caso SPQR¡,_ 5 SI'()R,¡_ ,, 1'1`1:`R EM A 1)P1Z S1)Q1{¡,_;, 8P Q|‹,,¬, |TER EMA 1)1'F.
I 
2
3 
.4036 
.4075 
56.81 
5.184 
18.60 
44.45 
3.5 
3.5 
4.5 
0058 
0039 
0045 
0142 
0069 
0()69 
.4147 
.()()49 
56.79 
5.133 
15.37 
44.08 
5.0 
5.() 
4.5 
0053 
002 1 
0048 
01 28 
005 8 
0069
4
5 
.5421 
2.246 
1.988 
7.998 
3.5 
3.5 
0084 
0()39 
0041 
0022 
.8722 
2.227 
1.578 
9.122 
4.0 
4.() 
0084 
001 1 
0040 
0050 
(1
7 
36.01 
38.85 
35.92 
38.07 
3.5 
3.5 
0017 
0()24 
0027 
0114 
35.95 
38.84 
37.77 
40.00 
4.0 
4.0 
0022 
0026 
0048 
01 15 
›‹ 
‹› 
233.1 
233.4 
l‹› 233.1 
1 1 231.2 
216.7 
225.6 
216.7 
225.3 
3.5 
5.() 
3.5 
5.0 
0137 
()171 
0378 
0195 
2084 
0557 
462 1 
0703 
233.9 
234.2 
234.3 
233.2 
218.9 
225.2 
217.2 
225.1 
4.0 
4.5 
4.0 
4.5 
0388 
0156 
0403 
0031 
4614 
0487 
4626 
0332
l()l 
lo.) apesar do cstimador l\=lQRDl-DR‹l permitir usar a função-custo t|uadrz'itico- 
taiigente (QT) desde a primeira iteração. o número de iterações necessarias para atingir a 
convergência do algoritmo 6 iiiaior que o número de iteracöes exigidas na versão primal 
deste mesiiio estimador, isto é, MQRDI-DR,,. Neste último, a prinieira iteração teiii que ser 
realizada através do estimador MQP-DR, pois eiii caso contrario. corre-se o risco de perdera 
Observabilidade numérica por causa da exclusão de medidas cujos resíduos são maiores que 
o ponto de transição (d) adotado na função-custo (geralniente, a perda de observabilidade 
numérica ocorre porque no iiiício do processo iterativo. os estados correlacionados as medidas 
excluídas estão muito distantes de seus valores corretos): 
2o.) os estimadores MQP-DR e MQRDI-DR, implementados através do algoritmo 
primul, mostram-se mais eficientes para aplicações em EESP, apesar do estimador MQRDI- 
DR dual, nos casos estudados, ter apreseiitado menores desvios nos valores estiiiiados. 
6.5 Conclusões 
Neste capítulo mostraiii-se os principais resultados de contribuições do presente 
traballio. Inicialmente. apresentam-se através de vários exemplos numéricos as causas de 
fallia de identificação de erros grosseiros existentes em medidas classificadas como pontos 
de alavancainento. O esforço computacional dispendido no calculo e na classificação de iiie- 
didas como pontos de alavancanicnto, ein probleiiias de EESR não e muito diferente daquele 
exigido na normalização dos resíduos de estimação. No entanto, ao contrario dos estimadores 
de estados conveiieionais, os metodos de estimação robusta de estados apreseiitados nos capí- 
tulos 4 e 5 permitem identificar erros grosseiros existentes em medidas classificadas como 
pontos de alavaiicaiiiento. As principais conclusões referciites a cada cstiniador iiivestigado 
são apresentadas a seguir.
l()2 
6.5.1 Estimador Baseado no Método da Mínima Mediana (MMM) 
O primeiro estimador robusto de estados, baseado no método da mínima incdiana 
(MMM). trabalha com estiinadorcs MQP aplicados a um conjunto de planos nz`1o-rcdundantcs 
que são formados pela escolha aleatória de medidas, uma vez respeitadas as restrições de 
observabilidade. 
O teste de observabilidade implementado no estimador se constitui numa das con- 
tribuições (leste traballio. O referido teste utili'/.a um método de observabilidadc topologica 
que, ao contrário da proposta original [40] , não faz uso de operações em ponto flutuante 
e, conseqüentemente. é mais eficiente. O estiinador baseado no método da mínima media- 
na. que é iinplementado através da versão nfio-dcsacoplada do estimador MQR apresenta um 
desempenho bastante satisfatório, conforine pode ser observado na Tabela 6. ló mostrada na 
stilwseçfio 6.4.1. No entanto, apesar das vantagens de se usar um algoritmo de observabili- 
dade topológica no teste de planos mínimos de medidas, esta tarefa torna-se quase proibitiva 
em sistemas de grande porte quando se pretende realiza-la ein tempo real . Neste trabalho, 
recomenda-se o uso do estimador MMM como uma referência ‹¿[/`li/ze para comparação dos 
resultados obtidos via outros estimadores. 
6.5.2 Estimadores Baseados nos Métodos MQRDI e MQRl)l-DR 
O segundo metodo robusto, desenvolvido especialmente para contornar o problema 
causado por erros grosseiros existentes em medidas classificadas como pontos de alavanca- 
inento, baseia-se no uso dc critérios nfio-quatlrziticos c ó denominado de método de mínimos 
quadrados com rescalonamento dinâmico itcrativo (MQRDI).
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Estes estimadores foriiecem estiinativas válidas inclusive quando obtidas na pre- 
sença de iiiedidas contendo erros grosseiros, iiiesiiio que estes últimos ocorram ein inedidas 
classificadas coiiio pontos de alavancamento. 
A representação de medidas classificadas coiiio poiitos de alavancaiiieiito no iiio- 
delo de EESP é feita atraves da atribuição de um fator de poiideraçño adicional estimado em 
função do quaiito cada medida ó posieionalmeiite discrepaiite eiii relação as outras medidas 
disponíveis. 
Uma tentativa natural de reduzir o esforço de cálculo exigido na determinação de 
medidas classificadas como pontos de alavancamento é a implementação de estimadores 
robustos desacoplados rápidos, que são designados MQRDI-DR. As consequências do de- 
sacoplamento dos subproblemas¿1› - 6 e ‹¡ - ii, além da diminuição esperada no esforço coin- 
putacional, podem ser observadas na Tabela 6.12 apreseiitadas na Seção 6.2. Este quadro 
coinparativo exibe, para todos os sisteiiias-teste usados, uma diminuiçz`io significativa no 
número de medidas que são classificadas como pontos de alavancamento, na hipótese da 
abordagem desacoplada rapida dos estimadores robustos ser implementada. 
A grande diferença entre os valores de ponderação aplicados as medidas com pe- 
sos variaveis a cada iteraçfio ein funçao dos resíduos de estimação. como e característica 
do método MQRDI, traz consigo uma esperada degradação do condicionamento numérico 
do problema de EESR Neste sentido, a principal contribuiçíio do presente traballio coiisiste 
em resolver os estimadores MQRDl e MQRDI-DR através de ti'aiisforiiiaçÕes ortogonais 
baseadas em rotações de Givens. Alem da reconliecida robustez numérica do metodo, a 
característica natural do metodo de Givens de processar as medidas seqüencialmente permite 
reduzir ou excluir a in fluência de medidas (depende da funçíio-custo usada como critérionz`1o- 
quadríitico) que apresentam resíduos de estimação inaceitáveis. Medidas que tiveram suas
1 U4 
inl`Iuôncius rcduyjdus ou eliminudus nus priiucirus itcruçõcs, mns que não contém erros gros- 
seiros. podem ser i'csgz|tzis cm itcmçõcs suhscqücntcs zmtcriorcs Zi coiivcrgônciu do processo 
iterâitivo. Estas Últimas propriedades do metodo dc Uivcns podem ser cxeculudns sem 11 nc- 
ccssidudc de rclältorur u matriz Jueolwiunn. 
A fase de identificação de erros grosseiros dos estimadores MQRDI c MQRDI- 
DR dispensa também o cálculo dus vuriâncius dos resíduos. que pode ser bustuntc oneroso 
em termos de tempo de proccsszuucnto. O cscnlumento robusto [12] dos resíduos dc esti- 
mação ponderudos pelus iespcctivzis vuriz^mciz1s dos erros dc medição permite identificar sem 
dificuldades us medidas errôneus. 
A transformação de estimadores existentes husezulos no método de mínimos q uudru- 
dos em estimudores do tipo MQRDI ou MQRDI-DR requer pouco esforço de impIementnçz`u› 
coiuputzwionul.
Capítulo 7 
Conclusões Gerais e Sugestões para Novos 
Trabalhos 
Nos capítulos anteriores sao apresentados dois metodos robustos para resolver o 
problema de estimação de estados ein sistemas de potência. Os estimadores de estados são 
desenvolvidos especialmente para contornar 0 problema causado por medidas errôneas e que, 
simultaneamente, são classificadas como pontos de alavancamento [40] , [35] . 
Os métodos desenvolvidos são estatisticamente robustos porque conseguem filtrar 
erros grosseiros existentes ein quaisquer tipos de medidas, inclusive ein medidas classil`icadas 
como pontos de alavancamento, e são numericamente robustos porque o sistema de equações 
redundantes inerentes ao problema de mínimos quadrados é resolvido através do método 
ortogonal de Givens [54] , [58] . 
O primeiro estimador robusto baseia-se no metodo de mínima mediana (MMM) 
[40] , conforme ó descrito no Capítulo 4. A função-custo minimi'/.a os valores de media- 
na obtidos a partir de sucessivos processos de estimação via mínimos quadrados pondera- 
dos (MQP) baseados ein conjuntos de medidas não-redundantcs, desde que restrições de 
observabilidade sejam obedecidas. O valor da mediana é extraído do vetor que contem o 
quadrado dos valores de resíduos de estimação considerando o plano de medição original. 
isto ó, contendo todas as medidas disponíveis”. O teste de observabilidade implementado 
neste estimador se constitui ein uma das contribuições deste trabalho. Utiliza-se um metodo 
“L`onve|n salientar que os estados são obtidos a partir de um plano mínimo observtivel de medidas.
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de ohservabilidade topologica [53] que, ao contrário do proposto em |4()| . não usa opera- 
ções ein ponto flutuante e, conseqtientemente, ó computacionalmente mais eficiente. Os 
resultados apresentados na Seção 6.3 consideram a versão não-desacoplada do estimador 
MQP resolvido através de transformações ortogonais baseadas ein rotações de Givens [54] e 
demonstram a eficácia do método frente ao problema causado por erros grosseiros presentes 
em medidas classificadas como pontos de alavancamento. No entanto, apesar das vantagens 
de se usar um algoritmo de observabilidade topológica no teste de planos mínimos de me- 
didas, esta tarefa se torna quase proibitiva em sistemas de grande porte quando se pretende 
realizá-la em tempo real _ Neste traballio, recomenda-se o uso do estimador MMM como 
uma referência ‹z[]`l1`/ic para comparação de resultados obtidos via outros estimadores. 
O segundo estimador robusto se baseia ein funções-objetivo não-quadráticas im- 
plementadas através do algoritmo de Beaton e Tukey [25] , conforme é proposto ein [35] e 
descrito no Capítulo 5. O estimador desenvolvido ó denominado neste trabalho de MQRDI e 
a versão desacoplada rápida é referenciada como MQRDI-DR. Esta última é implementada 
através das variantes pri/nu/ e dual, como é sugerida em [44] . Estes estimadores fornecem 
estimativas válidas obtidas na presença de medidas contendo erros grosseiros mesmo que 
estes últimos ocorram em medidas classificadas como pontos de alavancamento. A fase de 
identificação de erros grosseiros dos estimadores MQRDI e MQRDI-DR dispensa a normali- 
zação dos resíduos. A implementaçflo ortogonal de estimadores MQRDI e das versões de- 
sacopladas rápidas, atraves de rotações de Givens, bem como a apresentação de um metodo 
de cálculo sistemático de pontos de transição existentes nas funções-custo investigadas, se 
constituem em algumas das principais contribuições deste trabalho. Os resultados obtidos 
com os estimadores MQP e as versões desacopladas rápidas correspondentes, isto Ó. MQP- 
DR pr1`n1‹1/ e ‹/mil. cuja rotina de itlentil`icaçíio de erros grosseiros baseia-se no metodo Í›
l()7 
[42] , servem de base de comparaç:`io para avaliar o desempenho dos estimadores MQRDI e 
MQRDI-DR, respectivamente, conforme é mostrado na Seção 6.4. Apenas a funçi`io_custo 
qiludrúric‹›-lurigeiilv (QT) é recomendada na aplicação dos estimadores MQRDI e MQRDI- 
DR porque, dentre as funções-custo investigadas, é a única que não esta sujeito a problemas 
de mínimo local [37] , conforme se demonstra no Capítulo 5. 
7.1 Principais Contribuições do Trabalho de Tese 
Apresenta-se ein seguida um resumo das principais contribuições deste trabalho de 
pesquisa: 
i) Os melhorainentos incorporados aos dois estiinadorcs robustos desenvolvidos 
para filtrar a influência de quaisquer inedidas com erros grosseiros, inclusive medidas er- 
rôneas classificadas como pontos de alavancamento_ tornain os estimadores MMM e MQRDI 
mais eficientes e confiáveis; 
ii) O uso de um teste de observabilidade topológica no estimador baseado no método 
da iníniina mediana representa a principal contribuição agregada ao primeiro estimador ro- 
busto; 
iii) A metodologia de calculo de pontos de transição usados ein funcoes-custo 
nz`io-quadraticas apresentadas no Capítulo 3 perinite estabelecer as propriedades desejadas 
de robustez e eficiência estatística de estimadores de estados baseados em criterios nfio- 
quadrziticos; 
iv) /\ aplicação do metodo ortogonal de Givens em estimadores do tipo MQRDI. 
cuja robuste'/. estatística decorre do fato de que o peso usado ein cada iteraçz`io é função dos 
resíduos de estimação, permite contornar' os problemas numéricos advindos desta estrategia 
de ponderaç;`io, pois numa mesma iteração os valores de pesos aplicados as medidas podem
IOS 
ser intiito diferentes. Alem da robustez numérica do método de Givens, a propriedade de 
diminuir ou eliminar a inlluência de medidas, coin a possibilidade de resgata~las inais tarde. 
durante o processo iterativo. ó amplamente explorada rios estimadores do tipo MQRDI; 
v) linpleinentaçfio das versões desacopladas rzipidas dos estiinadores MQRDI-DR 
priinu/ e dim/_ 
7.2 Sugestões para Novas Pesquisas 
Os seguintes tópicos relacionados aos temas desenvolvidos nesta tese requer' estu- 
dos adicionais: 
i) Iinplenientação de um algoritmo capaz de gerar distintas ‹íri‹i‹›rc.s' ge/'‹i‹1‹›/'‹i.s' ‹›/›~ 
.vcrv‹íi'‹*i'.v (AGO) [53] para ser usado com o estiinador MMM; 
ii) Iinplemeiitaçz`io do estimador MMM desaeoplado rapido ein conexão coin o teste 
de observabilidade topológiea; 
iii) Pesquisar tecnicas mais eficientes para o calculo e identilicaçfio de pontos de 
alavancamento; 
iv) Avaliação do método dos pesos [2()| ein conexão com os estimadores do tipo 
MQRDI para tratar o problema das restrições de igualdade ein El-ÊSP; 
7.3 Considerações Finais 
Todas as metas estabelecidas na proposta de tese original [46] l`oi°am pratica- 
ineiite atingidas no presente estagio deste traballio de pesquisa. Cabe apenas ressaltar que 
a proposta inicial de se aplicar o metodo de Givens baseado ein dois multiplicadores [58] 
aos estiiiiadores desenvolvidos esta sendo iiiomentaneamente reavaliada. 'leste preliininares
I U9 
demonstram que zi versão rfipidu com três multiplicadores. em problemas de EESP, apresenta- 
se mais eficiente que at versão com dois multiplicadores“C As conclusões finuis u este respeito 
serão tipresentâtdzts em um truhulho i`utur‹›_ 
"'ReI'ereiieizi-se ai Scçñii 5.-1.2 para maiores detalhes.
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Apêndice A 
Estimadores de Escala ou Espalhamento 
O primeiro estimador de escala ou espalhamento considerado neste trabalho é o “1\I/il)J›" que 
é apresentado na Subseção 3.3.1 do presente trabalho. No entanto. em seguida apresentam- 
se outros estimadores de escala igualmente recomendados mas que exigem um esforço com- 
putacional maior para padronizar' conjuntos de valores.
i 
A.l. Estimador de Escala “S_,~” 
(TA Õ ."-` O segundo estimador de escala investigado neste trabalho¬ SJ-, Iculado através da seguinte 
CXPIÊSSLIOÍ 
SJ- : ‹'_¡ 1.1926 (‹›Irr›.‹»‹I I‹›(gç'‹Í |;1f,- - :1'¡| (7.l) 
1¬- ,e.‹,n› _¡_:1
` 
onde "/‹›u1‹'‹/" significa a /11c‹/1'u11‹1 /›‹1i.\'‹1 obtida sobre o conjunto de m dados disponíveis. 
Estando os dados pertencentes ao conjunto considerado armazenados em ordem crescente 
de magnitude, a mczlíunu /mim do conjunto é o elemento que ocupa a [(111 + 1) /21-ésima 
posiç;`ro'5. 
O fator de correção ‹j,. para _/ Ê Í), ó aprc.×'cntado no quadro mostrado em seguida I I2| : 
_¡ U 
2 :â .1 5 ‹â 7 8 9 
‹'_.¡Ht).T-líš l.85l ().9."›~l l..'š5l t).$)$)Iiš l.l98 l..t)t)5 1.1531 
Para _/ > t),obtón1-se: 
_/ .
_ 
‹'_¡ : ¡›‹/t/'(1 _/ pal (72) 
c ‹~_¡ = I. para _/ impar. 
~ 'ignitica a parte inteira da opcracíio rcali/.ada.
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A.2. Estimador de Escala “1¬A¡” 
Finalmente, o terceiro estiniador investigado neste traballio, 1`_,~, 6 definido pela seguinte 
equaçao: 
1`,=‹lJ- 2.2211) {|;1:,- - 11.",-| ;)Í < 17-3) 
onde o fator de corre‹;z`io ‹l_,-. para _) É 1). 6 expresso por I 12] : 
_¡1| 2 :â 4 5 6 7 s 9 
‹i.¡[|‹›.:ât›¶i n.f›s›zt 11.512 ‹i.sz1.i ami ass; 11.669 n.s72 
Para .j > 1), tem-se: 
_/ . dj z ¡›‹i1-‹i_'¡ par 17.4) 
‹lv¡ z ¡›‹i.r‹i _j impar (7.5) 
A.3. Exemplo Numérico 
Considere o conjunto de dados Z mostrados ein seguida. Deseja-se identificar os dados dis- 
crcpantcs usando anihos os testes classico c robusto sobre os resíduos. Ein relação ao teste 
robusto, apenas o ‹'.s'tiniu‹/nr de csczzlu “11[/1D,-" sera desenvolvido. Os outros dois esti- 
niaz/‹›r‹'.\' de mcztlzz apresentados, isto ó, "5'_,-" e “1`›,- terão apenas os seus valores indicados. 
Z = { 15.51) 14.1) 13.5 18.1) 11.5 1).1)1) 18.1) 42.1) 
7.51) (i.1)1) 25.1) 12.1) 52.1) 20.1) 115.1) 15.1) 
11.5 2.5 2.1) } 
Soluçaoí 
a) Calculo da m‹f‹/iu: 
I 
Ill 
I _ .:›= Z I l1`.1)." /I 
111 Z 'I 11) ) › 
_/ 
fl 
b) Calculo da mcz/iuziut
O coniunto de dados com seus elementos colocados em ordem crescente de magnitude é: 
Z,,,.,,_{ _.‹›‹› _..›‹1 (›.‹›‹› ‹›..›‹› z..›‹› f›.‹›‹› 11.5 12.0 
13.5 i«1.‹› 14.5 int) um isa isa 
A m‹1‹liunu do conjunto considerado e igual ao elemento que ocupa a [(1n + l)/2]-ésima 
_ Q -).~ - 'r '¬r 
25.0 42.0 52.0 } 
posição em Z,,,.‹,. Portanto, a mcdizmu (Zmwl) ó igual a 111.1). 
C) Cálculo do ‹/c.s't'i‹› ¡›‹1‹lrã‹›: 
^ l - ‹› . 
rf = (((›`.5 - l(5.(l~5)¿ + + (2.() - l(}.(l5)')l = l2.2l) 
d) Calculo do ‹'.s'ƒ1`mu‹l‹›r dc ‹'.\'‹'‹1/(1 /ll/l1)¡: 
Fr 2 - //)¶ 
Os termos lz, - .:,,,,.,¡| 
Ç'\»"-Çz;\.Í'-'
G 
7
8 
fl 
(.i.Õ(l - 14 
l-'l.ll - l~l 
lÍl.5 ~ l~l 
l8.ll - 14 
l?l.-F) - lfl 
Í).(l(l - lál 
l8.(l ~ l‹zl 
~l`_2.(l ~ l-l 
7.."›ll ~ ll 
in. |6.t›‹› _ i4| z su 
O mesmo procedimento mostrado no item (lv) permite o cálculo da /nezliunu do conjunto 
l.:›¡ 
~ 
:,,,,.,¡ apresentado acima. O resultado desta operaçfio é igual a 5.0. Finalmente. é pos- 
m I/2 
para 
_ ¡ 
= 7.5 
= (H) 
: ().5 
= -1.0 
= tl.-5 
: 5.0 
: ‹'l.(l 
z vg ..z . 
: ().5 
= 1,111, estão listados abaixo: 
ll 
l2 
líš 
ll 
l."› 
IG 
IT 
IS 
ll) 
`25.(l - lfl 
l2.ll - 
52.0 - ll 
2ll.ll - 
lÕ.ll - 
l5.(l ~ 
ll.."› ~ 
2.5ll ~ 
`.2.llll ~ 
l/12
1 
sível conhecer o valor do ‹'.s'rí/1¡‹1‹l‹›1'd‹' c.s°‹'‹1/‹1 ./ll.›lU,l. como sendo: 
ii/zu) z 1.4s2‹a. L .rm z 7.7:âs›, zzzfzz ziz. z 1 › 1 l “ 
1:1 - .8 
ll. 
2.0 
38. 
(ill 
2.l) 
1.l) 
2.5 
11.5 
12.
u )()(l 
lló
A L1tilizztçâ`1‹› dos ‹'.s'l1'/fmz/‹›/'cx de u.\'culu ".S`_,- " c "1`%," sobre o mesmo conjunto de dados resul- 
tam em 11).1)15 e 8.277, rcspcctivâuncntc. 
c) 1denti1`icuçz`1o dos ¡mn1‹›.s' ‹l¡s‹fr‹'¡›un/cs: 
e. 1) Método Clássico: 
. 13.51) - 
... l‹'1.1) - 
1õ.‹›5 mm 
1‹s.‹›:› 
. 18.1) - 1(i.1)5 
. 1.1.5 _ tram 
6. s›.‹›‹› _ 1‹s.‹›5 
7. :so _ 1‹â.‹›5 
s. .12.‹› _ 1‹s.‹›.='› 
9. 7.5‹› _ 1‹â.‹›s 
to. |‹5.‹›‹› _ 10.051 
Cí)-Ã-Ç-'‹\3'-^ 
LJ :[1 
-mi 
I 12.2 = .783 
|7›-..l = -_'"“' ^ "11 2 2.5 
0' 
11. 251) 
+12.2 = .168 12. 12.1) -- 
+ 12.2 .21)9 13. 521) 
12.2 = .159 11. 21).1) ~ 
Z 12.2 = .127 
+ 12.2 
I 12.2 
2 1.2.2 = .8211 
15. 161) 
+122 = .578 11). 15.1) 
I l2.2=.159 17. 115- 
- = 2.1213 18. 2.51)- 
= .71)1 19. 2.1)1) _ 
115.1)-5 
115.115 
1(j.1)5 
1(S.1)5 
1().1)5 
I(`›.1)5 
1().1)5 
1G.1)5 
1().1)5 
117 
12.2 : 
12.2 
12.2 
12.2 
12.2 
.7I.š3 
: .I532 
z 2.9i 
: .321 
= -11.Íšf'1‹'1 :r 1973 
12.2 = 8.(iI§1;1r11)"2 
12.2 = .373 
12.2 1.11 
12 7 I 1.152 ..‹...‹ 
Pelo método clássico, ztpcnus zt mcdidu ZH = 52 ó idcntificztdu como discrcpâmtc. 
c.2) Método Robusto: 
;_,¬.:_.;,;[\;._ 
...__ 
...W 
UC, 
75; . .* . 
. -1.1) + 
. 0.5 + 
(5. 5.1) + 
7. 1.1) + 
8. 28. + 
S). 15.5 «:~ 
zu . 11;., 
7.739 - .9‹s9 tt. 
7.739 = 11.110 12. 
7.731) _ 6.11; .z- to 2 1:1. 
7.7:;f›=.51‹i tt. 
7.739 _ 6.41) zz.- 11)* 15. 
7.739 = .(1115 11). 
7.739 : .515 17. 
7.739 - 'š.()l‹\` <: 18. 
7.739 : .S39 19. 
11). 3.1) I 7.739 I 1.1)I.š-1 
Pclo método robusto, us mcdidâts Zx : -12 c ZH = 52 são i‹.lcntiI`icudu:¬° como cliscrcpzmtcs 
I,_S'| : Zi _1Zm‹':l1 2 
11 
2.1) 
38. 
6.1) 
2.1) 
1.1) 
2.5 + 
11.5 
12. 
. ›-.v
I 
_ ¬
1 .TI 
I 7759 
7' ‹ 
. .7`š9 
2 7739 
+ 7.7'š() 
I 7739 
ší) 
= 1.42 
.258 
: ›1.š)I 
'¬'-'r' .rm 
= .258 
= .129 
..‹ 7. .š._) _ ..š7.š 
+ 7.7519 : 1.^1‹\'(i 
Z 7.7519 = 1.551
Apêndice B 
Parâmetros dos Sistemas-'l`cste 
A convenção utilizada nu cspccil`icuçí1o do lipo dc burra ó 11 seguinte: 
Tipo 0: Burru dc curgu: 
Tipo I: Burru dc gcru‹;;`\‹›; 
Tipu 2: Burru dc fulgzi. 
B.1. Sistema-Teste IEEE-3 Barras 
Tabela B.l.a: Dados de Linhas e Transforinudorcs
‹ 
RAMO LT R R B TAPE 
No DL| (vz) (1/‹› \› uu) PARA '~ `» (MV/ ? .
l
2
3
I
2 
2 .00 l.0() 4.000 .000 
3 1.50 20.00 4.000 .000 
3 l.50 20.00 4.000 .()00 
'liibela B.l.l›: Dados de Bzimls 
B¿"Tu 1`lpU V 6 P_‹¡|'1'l|vI|› 
I 
Qy[|'1'I|1/|› Pc Qi' Qs/1 un! 
Nu (pu) _ (alruus) (MW) |(M\/AR) (MW) (MVAR) (MVAR) 
I.050 .0() 00 00 .0 .0 .() 
2 I ) 
Ê» 0 l.00() .00 
|.000 .0( .()() .00 30.0 I2.0 .0 
120.0 
I 
I5.0 
I
.0
B.2. Sistema-Teste IEEE-14 Barras 
'1ix1›‹:|:› B.2.:l: DuL1os dc Linllus c Trans1`m'|nz\L1‹›rcs 
RAMO 
No. DE 
LT R X B TAPE 
PARA (%) (5/ff) (NIVA) (FfU.) 
›_. 
OJ-E-wo
7
8
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
×Jl\J--›- 
Ju-1>-£>J>.»›×› 
6
6
6 
7
7
9
9 
10 
12 
13
2 
'JI 
J>~.›.› 
-hm 
\1Jl 
9
6 
11 
12 
13
8
9 
1() 
14 
11 
13 
14 
.10 
5.40 
4.70 
5.81 
5.69 
6.70 
1.34 
.00 
.00 
.00 
9.50 
12.29 
6.62 
.()0 
.0() 
3.18 
12.71 
8.2() 
22.09 
17.09 
.30 
22.30 
19.8() 
17.63 
17.39 
17.10 
4.21 
2.91 
55.62 
12.60 
19.89 
25.58 
13.03 
17.61 
11.00 
8.45 
27.04 
19.21 
19.99 
34.80 
1()Í5.(5 
¿1.Ê)ÍZ 
¿1.Í1ãš 
Í3.'7‹1 
Â3.L1() 
13 .¢1(3 
1ÍÍZÉš 
.(11) 
.()() 
.()() 
.()() 
.(11) 
.()() 
.()() 
.(11) 
.()() 
.()() 
.()() 
.(11) 
.()() 
.000 
.000 
.000 
.000 
.00() 
.000 
.()0() 
.972 
.969 
.93 2 
.000 
.000 
.()00 
.0()() 
.()()0 
.0()0 
.000 
.000 
.00() 
.000 
'lhhela B.2.1›: Dados de B L1I`1`1.1.\` 
B 11 rm Ti po V Ô P_‹¡‹'r‹|11r› Q;/‹*:'‹1‹1‹› P, Q, Qs/1 un! 
No. (pu) ( graus) (MW) (MVAR) (MW) (MVAR) (MVAR) 
._ 
'JI-12-.›J×)
6
7
8
9 
10 
11 
12 
13 
14
2 
1
1
0
0
1
0
1 
0 
0 
0
0
0
0 
1.060 
1.()45 
1.()10 
1.019 
1.020 
1.070 
1.062 
1.090 
1.056 
1.051 
1.057 
1.055 
1.050 
1.036 
.()0 
-6.00 
-15.00 
- 12.00 
- 10.00 
-19.()() 
-16.()0 
-16.0() 
-18.00 
-19.()() 
- 19.00 
-2().0() 
-20.00 
-20.00 
232.4 
40.0 
40.0 
40.0 
.0 
.() 
.0 
.0 
.0 
.() 
.0 
.() 
.0 
.0 
-16.9 
70.0 
70.0 
.0 
.0 
-6().() 
.() 
.() 
.0 
.0 
.0 
.O 
.O 
.() 
.0 
21.7 
94.2 
47.8 
7.6 
11.2 
.0 
.0 
29.5 
9.0 
3.5 
6.1 
13.5 
14.9 
.0 
12.7 
19.0 
3.9 
1.6 
7.5 
.0 
.() 
16.6 
5.8 
1.8 
1.6 
5.8 
5.0 
-23.0 
.() 
.() 
.0 
.O 
.0 
.0 
.0 
.0 
.0 
.0 
10.0 
.0 
.()
15.3. Sistema-Teste 1151515-31) Barras 
'llllwla 13.3.11: Dados dc Linhas c 1`1'â1|1s1`m'n1uâ1orcs 
R/\1V1O 
141). 
1L1` R X B TAPE 
1)[l 1'/XR/\ (%) 1%) (MV/\) (1?Ll.) 
11 
.p. 
2,5 
r.: 
-- 
(5 
7
8
9 
11) 
11 
12 
13 
14 
15 
16 
17 
18 
19 
21) 
21 
22 
23 
24 
25 
26 
27 
28 
29 
31) 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
._ 
I\)J 
LJ1 
4:- 
4>- 
.»› 
~.›
6 
6 
6 
6
6
8 
9
9 
11) 
11) 
10 
11) 
12 
12 
12 
12 
14 
15 
15 
16 
18 
19 
21 
22 
23 
24 
25 
25 
27 
27 
27 
29 
2
3
4
5
6 
4
6 
12
7 
7
8
9 
10 
28 
28 
11) 
11 
17 
Í21) 
21 
22 
13 
14 
15 
16 
15 
18 
23 
17 
19 
21) 
22 
24 
24 
25 
26 
27 
28 
29 
31) 
31) 
1.92 
4.52 
5.70 
4.72 
5.81 
1.32 
1.1915-2 
25.60 
4.60 
2.67 
1.21) 
20.80 
55.60 
1.69 
63.61) 
0.00 
1).1)1) 
3.24 
Ê).Í3(5 
3.48 
7.27 
1).1)1) 
12.31 
6.62 
9.45 
22.10 
10.70 
10.00 
8.24 
6.39 
3.41) 
1. 1 1) 
11.50 
13.21) 
18.85 
25.44 
10.93 
0.()1) 
21.98 
32.02 
23.99 
5.75 
18.52 
17.37 
19.83 
17.63 
3.79 
4.1415-2 
().1)() 
11.60 
8.21) 
4.20 
().()1) 
1).1)1) 
5.99 
20.00 
11.00 
2().8() 
8.45 
20.90 
7.49 
14.99 
14.00 
25.59 
13.04 
19.87 
19.97 
21.85 
20.20 
19.32 
12.92 
6.81) 
2.36 
17.90 
27.00 
32.92 
38.00 
21).87 
39.61) 
41.53 
60.27 
45.33 
Í5.ÍZÂ1 
¿1.1)Ê1 
3.68 
11. 1 21 
3.69 
.84 
.(91) 
.1)1) 
.Ê)1) 
1 .Í71) 
.1)1) 
.1)1) 
.1)1) 
1.Í11) 
8.36 
.()0 
.1)1) 
.1)1) 
.1)1) 
.1)1) 
.1)1) 
.1)1) 
.1)1) 
.1)1) 
.1)1) 
.1)1) 
.1)1) 
.1)1) 
.1)1) 
.1)1) 
.1)1) 
.1)1) 
.1)1) 
.1)1) 
.1)1) 
.1)1) 
.1)1) 
.1)1) 
.1)1) 
.1)1) 
.1)1) 
1.01 
1.()1 
1.01 
1 .1)1 
)1) 
)() 
)0 
)1) 
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'línhela B.3.I): Dados de Burrus 
B urru Ti pu V (H P_:¡‹'¡'u‹lz› Q¡¡‹'/`‹¡|Í‹› P1' Q, Q‹¬/1111:! 
No. ( pu) (g1'uus) (MW) (MVAR) (M W) (Mv/À R) (IVIVAR) 
'Jz.;>‹,›r\›-
6
7
8
9 
I0 
II 
I2 
I3 
I4 
15 
I6 
I7 
I8 
I<) 
20 
2I 
22 
23 
24 
25 
26 
27 
28 
29 
30 
-ra 
0
0
I 
() 
()
I 
()
0
I
0
I
0 
0 
0 
() 
() 
0 
0 
0 
0 
0
0
0
0 
() 
() 
()
0 
I .040 
I .050 
I .000 
I .000 
I .0 I 0 
I .()0() 
I .00() 
I .0 I 0 
I .000 
I .000 
I .050 
1.000 
I .050 
I .00() 
I .000 
I .000 
I .000 
I .()()() 
I .0( )0 
I .000 
1.000 
I .00() 
I .000 
I .000 
I .0()() 
I .()()() 
I .000 
I .()()0 
I .0()() 
I .()00 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.0 
.0 
20.0 
20.0 
20.0 
- 2 
2
7 
2
5 
-11
ó 
8
3 
9
3 
9
2 ~17
3
8
3
2 
4
6 
.() 
.8 
.0 
.8 
.2 
.2 
.2 
.5 
.() 
.2 
.5 
.2 
.5 
.() 
.2 
.7 
.0 
.5 
.() 
.() 
.4 
- I0.ó 
I 
I Íó
2 
.0 
I0.9
I
7
I
2
I
5
3 
Il
I
2 
.0 
.7 
.5 
.Ó 
.5 
.8 
.8 
.9 
.4 
.7 
.2 
.() 
.Ó 
.7 
.0 
2.3 
.0 
.() 
.9 
.9
I2
15.4. Sistema-'l`cslc IEEE-118 Barras 
'línhclu lš.4.z1: 1)udos dc Linllus c "I`runslbrlnuâlorcs 
RAMO 1L1` R X B TAPE 
No. DE PA RA (%) 1%) (MVA) (PU. ) 
'J1-E-¢.›×) 
6 
7
8
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
2() 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
r_^zJ/_,¡J;__¿=_/J¿JJr\)._._-
6
7 
8
8
9 
11 
11 
12 
12 
12 
13 
14 
15 
15 
15 
16 
17 
17 
17 
17 
18 
19 
19 
20 
21 
22 
23 
23 
23 
24 
2
3 
12
5 
12
5 
11 
6
8 
11
7 
12
9 
30 
10 
12 
13 
14 
16 
117 
15 
15 
17 
19 
33 
17 
18 
30 
31 
113 
19 
20 
34 
21 
22 
23 
24 
25 
32 
70 
3.03 
1.29 
1.87 
2.41 
4.84 
.176 
2.09 
1.19 
.000 
2.03 
.459 
.862 
.244 
.431 
.258 
.595 
2.23 
2.15 
2.12 
3.29 
7.44 
5.95 
1.32 
1.20 
3.80 
4.54 
1.23 
.00 
4.74 
.913 
1.12 
2.52 
7.52 
1.83 
2.09 
3.42 
1.35 
1.56 
3.17 
10.22 
9.99 
4.24 
6.16 
10.8 
16. 
.8 
6.88 
5.40 
2.67 
6.82 
2.08 
3.40 
.305 
5.04 
3.22 
1.96 
7.31 
7.07 
8.34 
14.0 
24.4 
19.5 
4.37 
3.94 
12.44 
18.01 
5.()5 
3.88 
15.63 
3.01 
4.93 
11.7 
24.7 
8.49 
9.70 
15.9 
4.92 
8.00 
11.53 
41.15 
2.54 
1.08 
1.57 
2.84 
4.06 
.21 
1.75 
1.43 
.000 
1.74 
.55 
4.87 
116.2 
51.4 
123. 
.50 
1.88 
1.82 
2.14 
3.58 
6.27 
5.02 
4.44 
1.01 
3.19 
4.66 
1.30 
.00 
3.99 
.77 
1.14 
2.98 
6.32 
2.16 
2.46 
4.04 
4.98 
8.64 
11.73 
10.20 
1.00 
1.()0
0
0 
122
_ x 
. 2 IEEE 11.' (‹;‹›nl|nuz1çu0... ) 
R/\1\/10 LT R X B TA PE 
No. DE PARA (°7‹') (U/0) (MV/\) mu.) 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
6() 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
7 1 
72 
73 
74 
75 
76 
77 
78 
79 
80 
24 
25 
25 
26 
27 
27 
27 
28 
29 
30 
31 
32 
32 
33 
34 
34 
34 
35 
35 
37 
37 
37 
38 
39 
40 
40 
41 
42 
43 
44 
45 
45 
46 
46 
47 
47 
48 
49 
49 
49 
72 
26 
27 
30 
28 
32 
115 
29 
31 
38 
32 
113 
114 
37 
36 
37 
43 
36 
37 
38 
39 
40 
65 
40 
41 
42 
42 
49 
44 
45 
46 
49 
47 
48 
49 
69 
49 
50 
51 
54 
4.88 
.0() 
3.18 
.799 
1.91 
2.29 
1.64 
2.37 
1.()8 
.464 
2.98 
6.15 
1.35 
4.15 
.871 
.256 
4.13 
.224 
1.10 
.00 
3.21 
5.93 
.901 
1.84 
1,45 
5.55 
4.10 
3.58 
6.08 
2.24 
4.00 
6.84 
3.80 
6.01 
1.91 
8.44 
1.79 
2.67 
4.86 
9.85 
19.60 
3.82 
16.30 
8.60 
8.55 
7.55 
7.41 
9.43 
3.31 
5.40 
9.85 
2.03 
6.12 
14.20 
2.68 
.94 
16.81 
1.02 
4.97 
3.75 
10.60 
16.80 
9.86 
6.05 
4.87 
18.30 
13.50 
16.10 
24.54 
9.01 
13.56 
18.60 
12.70 
18.90 
6.25 
27.78 
5.05 
75.20 
13.70 
32.40 
4.88 
.00 
17.64 
91.80 
2.16 
1.93 
1.97 
2.38 
.83 
.422 
2.51 
95.18 
1.63 
3.66 
.57 
.99 
4.23 
.27 
1.32 
.00 
2.70 
4.2 
114.6 
1.55 
1.22 
4.66 
3.44 
17.2 
6.07 
2.24 
3.32 
4.44 
3.16 
4.72 
1.60 
7.09 
1.26 
1.87 
3.42 
8.28 
1 .O00 
1 .O00
12
IEEE-118 (c‹mli|1L|;|çz`m...) 
LT R X B TAPE RAMO 
No DE PARA 1%) (%) (MV/\) (PU -) 
81 
82 
83 
84 
85 
86 
87 
88 
89 
90 
91 
92 
93 
94 
95 
96 
97 
98 
99 
100 
101 
1()2 
103 
104 
1()5 
106 
1()7 
108 
109 
11() 
111 
112 
113 
114 
115 
116 
117 
118 
119 
120 
49 
49 
50 
5 1 
5 1 
52 
53 
54 
54 
54 
55 
55 
56 
56 
56 
59 
59 
59 
6() 
60 
6 1 
6 1 
62 
62 
63 
64 
65 
65 
66 
68 
68 
68 
69 
69 
69 
7() 
7() 
70 
7 1 
7 1 
66 
69 
57 
52 
58 
53 
54 
55 
56 
59 
56 
59 
57 
58 
59 
60 
61 
63 
61 
62 
62 
64 
66 
67 
64 
65 
66 
68 
67 
69 
61 
116 
70 
75 
77 
71 
74 
75 
72 
73 
.90 
9.85 
4.74 
2.()3 
2.55 
4.05 
2.63 
1.69 
.275 
5.03 
.488 
4.74 
3.43 
3.43 
4.07 
3.17 
3.28 
.00 
.264 
1.23 
.824 
.0() 
4.82 
2.58 
.172 
.269 
.0() 
.138 
2.24 
.0() 
.I75 
.034 
3.00 
4.05 
3.09 
.88 
4.01 
4.28 
4.46 
.866 
4.59 
32.4() 
13.40 
5.88 
7.19 
16.35 
12.20 
7.07 
.96 
22.93 
1.51 
21.58 
9.66 
9.66 
12.00 
14.50 
15.00 
3.86 
1.35 
5.61 
3.76 
2.68 
21.80 
11.70 
2.00 
3.02 
3.70 
1.60 
10.15 
3.70 
2.02 
.40 
12.70 
12.20 
10.10 
3.55 
13.23 
14.1() 
18.00 
4.54 
4.96 
8.28 
3.32 
1.40 
1.79 
4.06 
3.11 
2.02 
.730 
5.98 
.37 
5.65 
2.42 
2.42 
11.04 
3.76 
3.88 
.00 
1.46 
1.47 
.98 
.()() 
5.78 
3.1() 
21.60 
38.00 
4.00 
63.80 
2.68 
4.00 
80.80 
16.40 
12.20 
12.40 
10.38 
.88 
3.37 
3.60 
4.44 
1.18 
1 .000 
1 .000 
1 .0( 
1 .0( 
10 
)0
12
IEELZ-118 (co|1li|1L|uçâ`1u...) 
RAMO 
No DE 
LT R X B TAPE 
PARA (%) (”/H) (MVA) (RU) 
121 
122 
123 
124 
125 
126 
127 
128 
129 
130 
131 
132 
133 
134 
135 
136 
137 
138 
139 
140 
141 
142 
143 
144 
145 
146 
147 
148 
149 
150 
151 
152 
153 
154 
155 
156 
157 
158 
159 
160 
74 
75 
75 
76 
76 
77 
77 
77 
78 
79 
8() 
80 
80 
80 
80 
82 
82 
82 
83 
84 
85 
85 
85 
86 
88 
89 
89 
90 
91 
92 
92 
92 
92 
*);3 
94 
94 
94 
95 
96 
98 
75 
77 
1 18 
77 
1 18 
78 
80 
82 
79 
80 
81 
96 
97 
98 
99 
83 
96 
83 
85 
85 
86 
88 
89 
87 
89 
90 
92 
91 
92 
93 
94 
100 
102 
94 
95 
96 
10() 
96 
97 
100 
1.23 
6.01 
1.45 
4.44 
1.64 
.376 
1.08 
2.98 
.546 
1.56 
.()() 
3.56 
1.83 
2.38 
4.54 
1.12 
1.62 
6.25 
4.30 
3.02 
3.50 
2.00 
2.39 
2.83 
1.39 
1.58 
.79 
2.54 
3.87 
2.58 
4.81 
6.48 
1.23 
2.23 
1.32 
2.69 
1.78 
1.71 
1.73 
3.97 
4.06 
19.99 
4.81 
14.80 
5.44 
1.24 
3.31 
8.53 
2.44 
7.04 
3.70 
18.20 
9.34 
10.80 
20.60 
3.66 
5.30 
13.20 
14.80 
6.41 
12.3() 
10.20 
17.30 
20.74 
7.12 
65.30 
3.80 
8.36 
12.72 
8.48 
15.80 
29.50 
5.59 
7.32 
4.34 
8.69 
5.80 
5.47 
8.85 
17.90 
1.03 
4.98 
1.20 
3.68 
1.36 
1.26 
7.00 
8.17 
.65 
1.87 
4.00 
4.94 
2.54 
2.86 
5.46 
3.80 
5.44 
2.58 
3.48 
1.23 
2.76 
2.76 
4.70 
4.45 
1.93 
15.88 
9.62 
2.14 
3.27 
2.18 
4.06 
7.72 
1.46 
1.88 
1.11 
2.30 
6.04 
1.47 
2.40 
4.76 
1.000
12
1EEE-118 (conlinuz1çüo...) 
RAMO 
No. 
LT R X B TAPE 
DE PARA 1%) 1%) (MVA) (PU.) 
161 
162 
163 
164 
165 
166 
167 
168 
169 
170 
171 
172 
173 
174 
175 
176 
177 
178 
179 
99 
100 
100 
100 
100 
101 
103 
1()3 
103 
104 
105 
105 
105 
106 
108 
101) 
1 10 
1 10 
1 14 
100 
1()1 
103 
104 
106 
102 
104 
105 
110 
1()5 
106 
107 
108 
107 
109 
11() 
111 
112 
115 
1.80 
2.77 
1.60 
4.51 
6.05 
2.46 
4.66 
5.35 
3.91 
.994 
1.40 
5.30 
2.61 
5.30 
1.05 
2.78 
2.20 
2.47 
.23 
8.13 
12.62 
5.25 
20.40 
22.90 
11.20 
15.84 
16.25 
18.13 
3.78 
5.47 
18.30 
7.03 
18.30 
2.88 
7.62 
7.55 
6.40 
1.04 
2.16 
3.28 
5.36 
5.41 
6.20 
2.84 
4.07 
4.08 
4.61 
.99 
1.43 
4.72 
1.84 
4.72 
.76 
2.02 
2.00 
6.20 
.28 
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'lhhela B.4.I›: Dados de Burm.×' 
B urru ipo V 6 P_|;‹'|'ml‹› Q]/‹'1^||‹I‹› P.. Qz- Qs/¡un! 
No. (pu) (graus) (MW ) (MVAR) (MW) (MVAR) (MVAR) 
'.n-l>'.z.›|×.>- 
6 
7
8
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
3() 
31 
32 
33 
34 
35 
36 
37 
38 
39 
4()
0 
() 
()
1 
() 
O-C'-O-OC 
()
0 
0 
0 
0
0 
0 
() 
0 
()
1 
c.._.._._. 
0 
()
1 
() 
0 
() 
() 
()
0 
()
0
1 
1.00() 
1.000 
1.()00 
1.()00() 
1.000 
1.()0() 
1.00() 
1.020 
1.000 
1.050 
1.000 
.990 
1.000 
1.00() 
1.()()0 
1.000 
1.000 
1.000 
1.0()() 
1 .000 
1.000 
1.0()() 
1.000 
.990 
1.()5() 
1.020 
.970 
1.000 
1.()0() 
1.00() 
.97() 
1.()()0 
I.()()() 
1.()00 
1.00() 
1.00() 
1.()()() 
1.000 
1.000 
.970 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
0. 
0. 
450. 
85.
0 
0 
0
0 
0.0 
220.0 
314.() 
0.0 
7.0 
().0 
51.0 
20.0 
39.() 
().0 
52.0 
19.0 
().() 
70.0 
34.0 
14.() 
90.0 
25.0 
1 1.0 
(10.0 
45.0 
18.0 
10.0 
7.() 
0.() 
17.0 
24.0 
().() 
59.0 
23.() 
59.() 
33.() 
31.0 
0.0 
0.0 
27.0 
27.0 - 
9.0 - 
10.0 - 
40.0 - 
22.0 - 
2.0 - 
().0 ‹ 
23.0 ~ 
16.0 - 
1.() - 
30.() - 
10.0 - 
3.0 - 
34.0 - 
25.() - 
3.0 - 
5.0 - 
3.0 - 
().() - 
7.() - 
4.0 - 
0.0 - 
23.0 - 
9.0 - 
12.0 - 
9.0 - 
17.0 - 
0.0 - 
0.0 - 
11.0 -
12
'lilhclu B.4.l): Dados dc Burrus 
Burru ipu V 1* P;/1 'ru III) Qy¡‹'r'‹¡‹l‹› P, Q, Q.‹/1:/:II 
No. (pu) (graus) (MW) (MVAR) (MW) (MV/\R) (MV/\R) 
fJ1;>.',.›|.›-
6
7
8
9 
lo 
11 
12 
13 
14 
15 
ló 
17 
nx 
1«› 
2‹› 
21 
22 
23 
24 
25 
26 
27 
28 
fu) «_ 
30 
31 
32 
33 
34 
35 
36 
37 
33 
39 
40
0 
()
0
1
0 
0
0
1
0
1
0
1 
() 
() 
() 
0 
() 
0 
0 
0 
0 
0
0
1
1 
1
1 
()
0 
()
1 
() 
() 
() 
() 
() 
() 
0 
()
1 
1 .000 .00 
1.00() .00 
1.000 .()() 
1.00()0 .00 
1 .000 .00 
1.00() .()0 
1.00() .00 
1.()20 .0() 
1.000 .00 
1.050 .()0 
1.000 .00 
.99() .0() 
1.000 .00 
1.000 .00 
1.0()0 .00 
1.0()0 .()0 
1 .000 .()() 
1.000 .00 
1.000 .0() 
1.000 .()() 
1.000 .0() 
1.000 .00 
1.000 .()0 
.99() .()0 
1.05() .00 
1.020 .00 
.970 .0() 
1.00() .00 
1.000 .00 
1 .000 .()() 
.970 .()() 
1.0()() .00 
1.000 .0() 
1.0()() .00 
1.0()0 .0() 
1.()()() .()() 
1.()()() .00 
1.000 .00 
1.0()() .00 
.970 .00 
450 
220 
14
0
3 
85 
.0 
.0 
.0 
.0 
.0 
.() 
.0 
.0 
.() 
0.0 
51.0 
20.0 
39.() 
0.0 
52.0 
19.0 
0.() 
70.0 
34.0 
14.0 
9().0 
25.0 
1 1 .0 
60.0 
45.0 
13.0 
10.0 
7.0 
0.0 
17.0 
24.0 
().0 
59.0 
23.0 
59.0 
33.0 
31.0 
0.0 
().() 
27.0 
27.0 
9.0 
1().() 
40.0 
22.0 
2.0 
0.0 
23.0 
16.0 
1.0 
30.0 
10.() 
3.0 
34.0 
25.0 
3.0 
5.0 
3.0 
0.0 
7.() 
4.0 
0.0 
23.0 
9.0 
12.0 
9.0 
17.0 
().() 
0.0 
11.0
12
IEEE-I I8 (conlinL|ução...) 
B urru 'I`| po V (S P_‹¡‹'1'‹n/n Qy¡‹'1'‹|‹1‹› P, Q, Q.‹/1 u nl 
Nu. (pu) (g¡'uL|s) (Mw) <MvAR› (MW) (MVAR) (IVIVAR) 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
5 I 
52 
53 
54 
55 
56 
57 
58 
59 
6() 
6I 
62 
63 
64 
65 
66 
67 
68 
69 
70 
7I 
72 
73 
74 
75 
76 
77 
78 
79 
8() 
()
I 
0 
()
0
I 
() 
()
I 
0 
0 
0 
()
I 
() 
0
0 
()
I
0
I
0 
0
0 
I
I 
()
0
2 
0 
() 
I
I
0
0 
0 
() 
0
0
I 
I.0()0 
.980 
I.()0() 
I.()00 
I .000 
I .0 I () 
I.0()0 
I.000 
I.020 
I.00() 
I.0()0 
I.0()0 
I.000 
.950 
I.0()() 
I.00() 
I.0()() 
I.000 
.980 
I.00() 
.990 
I .()0() 
I.()0() 
I.()0() 
1.0 I 0 
I.05() 
I.()0() 
I.000 
I.()35 
I.00() 
I.0()() 
.980 
.990 
I.000 
I.000 
l.()00 
I.000 
I.000 
I.0()() 
I.040 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
().() 
0.() 
I9.() 
204.0 
48.() 
I55.0 
I60.0 
39 I .0 
392.() 
0.0 
0.0 
477.0 
37.0 
I8.() 
16.0 
53.0 
34.0 
2().0 
I7.() 
I7.0 
I8.() 
23.0 
63.0 
84.0 
I2.0 
I2.() 
78.() 
77.0 
0.() 
0.0 
28.0 
().() 
66.0 
0.0 
68.0 
47.0 
68.0 
6I.0 
7 I .0 
39.0 
I0.() 
7.0 
2.0 
I2.() 
0.0 
3.0 
4.0 
8.0 
5.0 
II.0 
22.0 
I8.0 
3.0 
3.() 
3.0 
14.0 
().() 
().() 
7.0 
().() 
20.4 
().0 
I5.0 
I I.() 
36.0 
28.0 
26.0 
32.0
I2
¬ 
_ 
I 
Q»
- IEI:E IU(conlinuuç;1o...) 
Burru Ipu \/ (5 P;/‹'l'r1‹ Ill Q¡¡|'r‹|‹/n P,. Q.- Q.‹/::I1¡/ 
Pfiâw. (pu) (graus) (MW ) (MVAR) (MW) (IVIVAR) (MVAR) 
8] 
82 
83 
84 
85 
86 
87 
88 
89 
9() 
9I 
92 
93 
94 
95 
96 
97 
98 
99 
I0() 
IOI 
I02 
I03 
I04 
I()5 
I06 
I07 
I08 
I09 
lI0 
III 
I I2 
I I3 
I I-I 
II5 
I I (1 
I I7 
I I8 
0
0 
() 
() 
()
0 
._.._.....C;_.
0
0 
() 
0 
0 
0
0
I
I 
0
0
I 
()
0 
()
I
0 
()
0 
_.._.._. 
( )
0
I
0
0 
I .0()0 
I.()()0 
I .()00 
I .()00 
I .0()0 
l.()0() 
I.020 
I .000 
I .() I () 
.980 
.980 
I .0()() 
I .000 
I.0()0 
I.0()() 
I .()()() 
1.000 
I.0000 
I .0 I 0 
I .020 
I .00() 
I .()0() 
1.0 I 0 
I .000 
I .()()0 
I.000 
.950 
I.0()() 
I .000 
I.000 
.980 
.970 
.990 
I .0()() 
I.()0() 
I .()00 
I .000 
I.()()0 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
.()() 
0. 
60. 
0. 
0. 
0. 
252. 
4(). 
0. 
36. 
0. 
0. 
0.
0
7 
0
0
0
0 
0
0 
0 
0 
0
0 
0.0 
54.0 
20.0 
I I .0 
24.0 
2 I .0 
48.() 
(SÍ5.() 
|2.0 
30.0 
42.0 
38.0 
I5.0 
34.0 
22.0 
5.0 
38.0 
3 I .() 
43.0 
0.0 
8.0 
39.() 
8.0 
22.() 
20.0 
33.0 
0.() 
7.0 
0.0 
7.0 
I5.() 
I0.() 
I0.0 
I().() 
7.0 
I(›.0 
3 I .0 
I5.0 
9.0 
8.0 
I5.0 
3.0 
25.0 
6.0 
I6.0 
0.() 
3.0 
24.0 
3.0 
7.0 
8.0 
I5.0 
I 29
l3() 
Apêndice C 
Pontos (le Alavancamento dos Sistemas-Teste 
As medidas classificadas como pontos de alavancamento e listadas nas tabelas mostradas 
a seguir são as mais discrepantes entre o total de pontos de alavancamento identificados. O 
parâmetro considerado na filtragem de tais medidas é o fator de ponderação (u.~,- )_ que e l`unçz`1o 
dos índices de estatística de projeção, conlornte é definido na Eq. (3.(›). 
C.l. Sistema-Teste IEEE-14 Barras 
Tabela C.l - Sistema-Teste IEEE-l-1 Barras: Pontos de /-\lavancamento 
Estimadores: MQRDI MQRDI-DR 
No. 
| 
Medida EP, 
| 
Limiar 
| 
Peso (w,¿) 
l 
EP, 
I 
Limiar 
I 
Peso (m,¡) 
-ll-'JJl\)-- 
P2 
l 
. l07E+04 
P1 588. I 
)3 .ló I E+04 
T1 _‹¿ 681. 9.35 .l89E-03 .l02E+04 5.02 
T-¿_., (189. 9.35 .l84E-03 .l03E+04 5.02 
2.8 .474E-03 879. 7.38 
l9.0 .3 l (›E-( ll.l 
.243E-04 
.237E-04 
.705E-04 
.477E-04 
C.2. Sistema-Teste IEEE-30 Barras 
'lítbela C.2 - Sistema-Teste IEEE-30 Barras: Pontos de Alavancamenlo 
Estimadores: MQRDI MQRDLDR 
No. Medida EP,; Limiar Peso (u.›,›) EP. Limiar Peso (u›,~) 
z.. 
_/14?-¢.›\›
6
7
8
9 
l 0 
ll 
I2 
"l`z1z:‹ 375. 
TM-fi .ó92E+o5 
T.. . _| .(›98E+05 
'l`,;._,»< 425. 
U.¡_.;¿ 353. 
U lzu .672E+05 
U¡;...1 
P3 447. 
P4 .850E+05 
PU .858l;Ê+05 
Q.¡ .(›77lÊ+()5 
QÍ; .(›8 l E+05 
ll.l 
ll.l 
ll.l 
ll.l 
ll.l 
ll.l 
ll.l 
l2.8 
20.5 
28.8 
20.5 
28.8 
.877E-03 
.258E-07 
.253E-U7 
.(›83E-03 
.988E-03 
.273E-07 
.Í273E-07 
.8 l 9E-03 
.582E-07 
. l l3E-06 
.9 l 7E~07 
.l7*)E-06 
.24 l E+()5 
I 9(1E+05 
I *)8l7,+05 
3 l 6. 
590E+05 
590E+05 
243 E+()5 
595 E+()5 
599 li+05 
7.38 
7.38 
7.38 
7.38 
7.38 
l2.8 
l7.5 
|2.8 
l7.5 
.l42E-06 
. l 3()E-06 
.544E-03 
. l 5()E-07 
.l5(1E-07 
.283lÊ‹0(w 
.5 l 8E-06 
.463 E-O7 
.855E.-07
C.3. Sistema-Teste IEEE-ll8 Barras 
'lhbcla C.3 - Sislclml-'1`c.<.lc IEEE-118 Burrus: Pontos dc Aluvunczxmcnlo 
E.×'limud‹›res: MQRDI MQRDLDR 
Nu. 1\/lcdidu EP¡ Limiur Peso (u›,~) EP,~ Limizu' Pcsu(u',) 
_~\)›- 
4... 
OC\lO\'J\-$\
9 
I() 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
fm 
23 
24 
25 
26 
27 
28 
29 
30 
Tu zu 
1727 ll.'› 
7 11-1z :sz 
T4é›~zs‹› 
T.:‹›¬-xr 
Tr,.1-ms 
Tr›‹;_r.7 
T‹uz‹s2 
Twzzlrrz 
rr111Í1 1111 
Tlm mz 
T11rz~n: 
U'lT~11-*I 
U1|.1zz‹-_› 
L1'111f."›11 
L1:'›(1f."›7 
[151-7515 
L1Ê'›íí z:'›T 
Un: mz 
l~J111Í1-1111 
Ull|lflH'_' - 
Ullr.-11-1 
P-_›r 
Pzzz 
P(¡.\' 
P012 
Qz: 
(2112 
QHH 
QÉJQ 
364. 
946. 
1 17E+04 
450. 
544. 
593. 
394. 
486. 
149E+04 
712. 
152E+0-1 
138E+05 
9-15. 
1 14E+04 
637. 
775. 
510. 
540. 
16()E-+04 
7_1Ã. 
163E+0~1 
134E+05 
737. 
101 E+0-1 
999. 
137E+04 
830. 
1 12E+0~1 
773. 
. 169E+0¬1 
11.1 
11.1 
11.1 
11.1 
11.1 
11.1 
11.1 
11.1 
11.1 
11.1 
11.1 
11.1 
11.1 
11.1 
11.1 
11.1 
11.1 
11.1 
11.1 
11.1 
11.1 
11.1 
20.5 
23.3 
20.5 
26.1 
20.5 
23.3 
20.5 
26.1 
.931E-03 
_ 13813-03 
.9061Í-(14 
.610E-03 
.416E-03 
.351E-03 
.795E~03 
.5211Ê-03 
.554E-04 
.243E-03 
.5351Ê-04 
64912-()6 
.USE-(13 
.95ÓE-04 
.261E-03 
.205E~05 
.473ÍÍ-03 
.4221Ê-03 
.4Ê>01Í~04 
.229E-03 
.435E-04 
.685E-06 
.678E-03 
.530E-03 
.421E-03 
.3(131Ê-(13 
.5} 11':-(13 
/-15615-03 
.704E-03 
.239E-03 
314. 7.38 .55 1 E-03 
267. 7.38 .7661Ê-(B
C.4. Sistema-Rcalíslico de 340 Barras 
'linhclu CA - Sislmnu-Rculíslico de 341) Burrus: Poluus dc Ahvuncumcnlo 
E.×'li|nudm'cs: MQRDI MQRDLDR 
NU. Medida EP, Limiur Peso (ug) EP, Limiur Peso (uy)
1 
3C\lO\'J\-1¡›'.›J\)
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
21) 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
41) 
T( ig] _. 
TTh
‹ 
71313- 
T118- 
Tzszz 
TI1211' 
Lg.- 
U-_›‹› 
Uz‹.~‹ . 
Uzn 
U_›‹›zz 
U-¿‹_›.. 
U-_›r 
11.13 _ 
1132 . 
Um; 
U_¡7_ 
l~1I1z\` 
111.» 
1.1¡;.¡ 
U|.1‹› 
1z‹›‹... 
Trxz 7~> 
T1.1:xz« 1-11» 
Um T¬ 
T4 ×.›à‹ 
Tax--z1 
T4-.1.‹z. 
T 
l :‹.~'› 
zé ‹| 
1:‹‹;+ 47 
'Í‹1rz;s‹; 
Tzm 4:7 
31 
171121 452 
(13 
Tíi 
7|1sz7: 
T:'› 
~l1T 
f2.'›11 
717282-~ '>"›l 
T281~'2HIš 
fI1.`1l1 
U1 ‹_›z‹
4 
Uf1z.|:âr. 
U|~‹›~.. .1 
UG- 211 
11 
17 
:m 
zu 
1111 
z|.×- 
27 
zm 
-17 
1111 
z-.1 
112 
11.3 
‹:11 
763. 
673. 
632. 
632. 
385. 
384. 
432. 
359. 
|52E+()4 
14()E+()4 
19()E+()~1 
884. 
777E+()6 
515. 
310E+(14 
391. 
553E+()4 
554E+()4 
488. 
514. 
578. 
581). 
537. 
538. 
661. 
666. 
413. 
571). 
582. 
416. 
965. 
953. 
663. 
470. 
465. 
185E+()-1 
121E+()-1 
364E+()4 
543. 
.484E+()¬1 
.626E-04 
.34()E-04 
272 E-03 
27215-03 
3()8 E-03 
30812-03 
83 1 E-03 
8 3 6 E-03 
65915-O3 
95613-()3 
53512-04 
15812-(13 
2()4E-(19 
464E-()3 
12812-(14 
80612-03 
402 E-()5 
4()1 F,-()5 
51712-()3 
466 E-()3 
369 E-03 
366 E-03 
428 E-O3 
425 E-O3 
28215-03 
27815-03 
7231;`-(13 
379115-()3 
36412-03 
7 1315-O3 
1 3212-03 
1 3 613-03 
28()E-()3 
55715-U3 
57()E-()3 
36()E-(14 
83915-()4 
92815-(15 
.417E-(13 
525E-(15 
.356E+()5 
270. 
258. 
258. 
7.38 
7.38 
7.38 
7.38 
.431E-()7 
748 E-()3 
.818E-()3 
8 1 8E-03
2
3-IO I1u1'1'us (co11li11L1z1‹;z`1o...) 
Esti111udo1*es: MQRDI MQRDI-DR 
No. Medida EP. Limizu' Peso (111,) EP. Limizu' Peso (111,-) 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
5 I 
52 
53 
54 
55 
56 
57 
58 
59 
60 
6I 
62 
63 
64 
65 
66 
67 
68 
69 
70 
7I 
72 
73 
74 
75 
76 
77 
78 
79 
80 
U11›‹~72 
Urê‹¬1.-1 
LIÊII-70 
U›z1z11‹› 
U11‹›_›‹.1 
U 12-1 171: 
U11‹:z12~1 
U 12s-127 
U 1z1:‹¬ 1.12 
U2›‹z'›- mv 
U2‹1:1.f 211 
U271¬2u:1 
U 276-211:; 
U 2‹;‹1¬-211.1 
U22.1¬2u‹s 
U211;×-z21r. 
U21r›z-_›‹1.×~ 
[I2ÍI:'›~'lI.'› 
U2:1:‹-2:11 
U2ÍI‹I-ÉÍIÍI 
U2.~‹2«2.-111 
U2.×›2-251 
L'I2‹*¡II-23713 
U2‹;.1 211 
U2‹a‹;z.2›‹s 
lI`2IiN ¬'.Í(¡!I 
U2‹;1›~2‹;.×' 
U2T1~2.'×'7 
U2›‹7z271 
U272 z2.×'7 
U2.×'.~›_:‹12 
U2s1‹s -:um 
LIÍIIIH flíili 
LIIIIIU ZIIII 
U:111z:‹1‹› 
U:‹2s›z-:;:‹1› 
P42 
P112 
P111 
P72 
826E+05 
527. 
372. 
937. 
983. 
866. 
853. 
792. 
I05E+04 
430. 
208E+04 
233E+04 
750. 
65 I . 
498. 
60 I . 
36 I . 
387. 
541. 
696. 
I79E+04 
I79E+04 
39 I . 
5 I 3. 
354. 
36 I . 
36 I. 
I40E+04 
I 4 I E+04 
407. 
I33E+04 
364. 
402. 
693, 
405. 
38 I . 
534. 
I92E+04 
I57E+04 
.23()E+07 
II.I 
II.I 
II.I 
II.I 
II.I 
II.I 
II.I 
II.I 
II.I 
II.I 
II.I 
II.I 
II.I 
II.I 
II.I 
II.I 
II.I 
II.I 
II.I 
II.I 
II.I 
II.I 
II.I 
II.I 
II.I 
II.I 
II.I 
II.I 
II.I 
II.I 
II.I 
II.I 
II.I 
II.I 
II.I 
II.I 
14.4 
I4.4 
I4.4 
I7.5 
. I 8 I E-07 
.444E-03 
.89 I E-03 
. I40E-03 
_ I 27 E-03 
. I 64 E~03 
. I 69E-03 
. l96E-03 
. I I2F.-03 
.667 E-03 
.285E-04 
.227E-04 
.2 I 9E-03 
.290E-03 
.496E-03 
.342E-03 
.945E-03 
.822E-03 
.42()E-03 
.254E-03 
.384E-04 
.384E-04 
.806E-03 
.468E-03 
.984E-03 
.944IÊ-03 
.944 E-03 
.628E-04 
.624IÊ-04 
.74-'IE-03 
.692E-04 
.932I;`-03 
.762I¬:-03 
.257 I É-03 
.750E-03 
.849E‹()3 
.727E-03 
.562E-04 
.839E~0-'I 
.577E- I 0 
.604E+O4 7.38 
395. 7.38 
I83E+04 
I83E+04 
I 05 E+06 
7.38 
7.38 
II.I 
. I49E-05 
.349E-03 
.I63E-04 
.I63E-04 
.I I IE-07
3 
`
1 _ 40 1n11'1'z1s (c‹›11li11L|uç;1‹1..._ 
l;`sl1111udo1'cs: MQRD1 MQRD1-DR 
No. Medida EP,~ Limiur Peso (u›,) EP. Li miau' Peso (111,-) 
81 
82 
83 
84 
85 
86 
87 
88 
89 
90 
91 
92 
93 
94 
95 
96 
97 
98 
99 
100 
1()1 
102 
103 
104 
1()5 
1()6 
1()7 
108 
109 
110 
111 
112 
113 
114 
115 
116 
117 
118 
119 
120 
133.1 
P117 
P11›‹ 
P119 
P121 
P127 
P128 
P 1112 
P111; 
Plflfš 
P185 
P1srs 
P111? 
P2Í)Íf 
P 211.1 
P 224 
P251] 
P251 
P2r›â› 
P2113 
PÉÍÊIÍ 
P2‹â‹â 
P271 
P231) 
P2›‹2 
PÊHÍ1 
P285 
P287 
[)Íš11.r1 
Psm 
I)Í1Í$11 
Q:12 
Q:‹1 
Qu 
Q‹z2 
QÍÊ/1 
QT2 
QM 
Q11.×' 
QI 151 
464 E+04 
996E+04 
253E+07 
505 E+04 
180E+04 
297E+04 
277E+04 
.1 15E+04 
170E+04 
127E+04 
. 145E+04 
.441E+04 
.434E+04 
.374E+04 
757. 
383E+()4 
623E+04 
624E+04 
107E+04 
852. 
124E+04 
816. 
507. 
384E+04 
918E+04 
685. 
331E+04 
163E+04 
136E+04 
127E+04 
764. 
663. 
830. 
1 1(11Ê+04 
121E+04 
.416E+04 
794E+05 
.403E+04 
829E+()5 
.436E+04 
14.4 
17.5 
14.4 
28.8 
20.5 
23.3 
17.5 
2().5 
17.5 
17.5 
14.4 
17.5 
23.3 
26.1 
17.5 
20.5 
17.5 
17.5 
14.4 
23.3 
14.4 
14.4 
14.4 
17.5 
17.5 
14.4 
17.5 
17.5 
23.3 
23.3 
14.4 
11.1 
17.5 
14.-1 
14.4 
14.4 
17.5 
14.4 
14.4 
28.8 
.965E-05 
.309E~05 
.324E-1() 
.326E-()4 
.l3()E-03 
.614E-04 
.399F.~04 
.319E-03 
.106E-03 
_ 1891-E-03 
.988E~04 
.157E-04 
.288E-04 
.488E-04 
.535E-03 
.28615-04 
.789E-05 
.788E-05 
.182E~03 
.749E-03 
. 13515-03 
.31 IE-03 
.807E-03 
.207E-04 
.363E-()5 
.442E-03 
.279E-04 
.115E-03 
.292E-03 
.335E-03 
.355E~03 
.28015-03 
.444E-03 
. 15517.-(13 
. 141 E-03 
.120E-04 
.485E-07 
. 12815-04 
.301E-07 
.437E-04 
910. 
461. 
_ 1 16E+06 
990. 
638. 
648. 
604. 
603. 
226E+04 
222E+04 
462. 
428. 
965. 
568. 
583E+04 
427. 
.6061Ê+04 
9.35 
11.1 
9.35 
17.5 
12.8 
14.4 
11.1 
11.1 
11.1 
14.4 
12.8 
11.1 
11.1 
14.4 
11.1 
9.35 
9.35 
. 105 E-03 
.581E-03 
.652E-08 
.3 1 3E-()3 
.403 E-( 13 
.494E-03 
.338E-03 
.338E-03 
.242E-04 
.420E-04 
.768 E-03 
.674E-03 
. 132E-()3 
.6431:`-03 
.363E-05 
.481E-03 
.238E-05
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121 
122 
123 
124 
125 
126 
127 
128 
129 
12() 
131 
132 
133 
134 
135 
136 
137 
138 
139 
140 
141 
142 
143 
144 
145 
146 
147 
148 
149 
150 
151 
152 
153 
(2121 
(2127 
(2123 
(2142 
(2143 
(217u 
Q1›‹.-1 
(21su 
(22nx 
(22u1 
Q2Í1Í1 
QQUK 
Q21111 
(221.-. 
(2221 
(22su 
Q~_›r.1 
(22nx 
QÚÍÊÍÍ 
Q)'.f11Í1 
(22uu 
(2271 
(2272 
(2271 
(2270 
Qzxu 
(22a2 
Q2.¬~z-1 
(22›7 
Q21111 
(2xun 
(2x1u 
(2212 
1 15E+O4 
153E+()4 
l43E+O4 
108E+04 
118E+04 
251E+04 
524. 
374E+04 
455E+04 
755. 
303E+04 
6()1. 
396. 
666. 
l48E+04 
185E+04 
185E+04 
861. 
540. 
816. 
361. 
530E+04 
4()7. 
532. 
75(). 
867. 
.272E+04 
.230E+04 
694. 
357. 
755. 
103 E+04 
1 69E+04 
20.5 
23.3 
17.5 
17.5 
28.8 
17.5 
14.4 
17.5 
26.1 
17.5 
211.5 
11.1 
11.1 
14.4 
20.5 
17.5 
17.5 
23.3 
14.4 
14.4 
11.1 
14.4 
11.1 
14.4 
11.1 
17.5 
17.5 
17.5 
17.5 
11.1 
23.3 
14.4 
34.2 
.3 1715-03 
.232E-03 
. 15015-03 
.261E-03 
.596E-03 
.486E-04 
.754E-03 
.2 1915-04 
.330E-04 
.537E-03 
.459E-04 
.342E-03 
.785E-03 
.468E-03 
.192E-03 
.895E-04 
.89515-04 
.733E-03 
.7I01Ê-03 
.3 1215-03 
.9441Ê-03 
.738E-05 
.744E-03 
.732E-03 
.219E~()3 
.4()8E-03 
.413E-04 
.578E-04 
.636E-03 
96615-03 
.954E-03 
. 19715-03 
.408E-03 
420. 11.1 
444. 11.1 
.189E+04 
.189E+04 
315. 
.278E+04 
11.1 
11.1 
9.35 
11.1 
.698E-03 
625E-03 
345 E-04 
34515-04 
88015-03 
159E-04
