Optimizing the number of fog nodes for finite fog radio access networks under multi-slope path loss model by Bani-Bakr, Alaa et al.
electronics
Article
Optimizing the Number of Fog Nodes for Finite Fog
Radio Access Networks under Multi-Slope Path
Loss Model
Alaa Bani-Bakr 1 , Kaharudin Dimyati 1,* , MHD Nour Hindia 1, Wei Ru Wong 1 ,
Ahmad Al-Omari 2, Yusuf Abdulrahman Sambo 3 and Muhammad Ali Imran 3
1 Department of Electrical Engineering, Faculty of Engineering, University of Malaya,
Kuala Lumpur 50603, Malaysia; alaa.1710@siswa.um.edu.my (A.B.-B.); nourhindia@um.edu.my (M.N.H.);
weiru@um.edu.my (W.R.W.)
2 Department of Mathematics, Faculty of Sciences, Al Al-Bayt University, Mafraq 130095, Jordan;
omarimutah1@yahoo.com
3 School of Engineering, University of Glasgow, Glasgow G12 8QQ, UK; yusuf.sambo@glasgow.ac.uk (Y.A.S.);
Muhammad.Imran@glasgow.ac.uk (M.A.I.)
* Correspondence: kaharudin@um.edu.my
Received: 10 November 2020; Accepted: 30 November 2020; Published: 17 December 2020 
Abstract: Fog Radio Access Network (F-RAN) is a promising technology to address the bandwidth
bottlenecks and network latency problems, by providing cloud-like services to the end nodes (ENs)
at the edge of the network. The network latency can further be decreased by minimizing the
transmission delay, which can be achieved by optimizing the number of Fog Nodes (FNs). In this
context, we propose a stochastic geometry model to optimize the number of FNs in a finite F-RAN
by exploiting the multi-slope path loss model (MS-PLM), which can more precisely characterize
the path loss dependency on the propagation environment. The proposed approach shows that the
optimum probability of being a FN is determined by the real root of a polynomial equation of a
degree determined by the far-field path loss exponent (PLE) of the MS-PLM. The results analyze
the impact of the path loss parameters and the number of deployed nodes on the optimum number
of FNs. The results show that the optimum number of FNs is less than 7% of the total number of
deployed nodes for all the considered scenarios. It also shows that optimizing the number of FNs
achieves a significant reduction in the average transmission delay over the unoptimized scenarios.
Keywords: binomial point process; fog computing; multi-slope path loss model; transmission delay;
wireless networks
1. Introduction
Fog computing is considered as an enabler of the Internet of Things (IoT) and a key technology
for fifth-generation (5G) and beyond networks. Fog computing is an extension of the cloud computing
paradigm, wherein the distributed computing and storage resources across the network are exploited
to support the functionalities of a centralized cloud data center [1–4]. The key benefits that the fog
computing paradigm provides in bringing the cloud computing functionalities closer to the end-nodes
(ENs) at the edge of the network are lower network latency and the elimination of the possible
bandwidth bottlenecks [5–7].
Fog radio access networks (F-RANs) enable the processing of some application data at the
fog nodes (FNs) (i.e., latency-aware data), that are transmitted via wireless links by the ENs to the
FNs, while the non-latency-aware data are forwarded for processing at the cloud data center [8].
Recent survey studies pointed out that the network latency of F-RAN is a crucial issue and its
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reduction can be regarded as an open research direction [1,5,8–12]. One approach to reducingthe
network latency of F-RAN is through minimizing the transmission delay, bymaximizing the average
data rate, which depends on the instantaneous received signal-to-interference-plus-noise-ratio (SINR).
In wireless systems, the SINR is characterized in a probabilistic manner as a random variable, this
is owing to the fact that it is mainly influenced by the path loss, which is a random variable that
represents the large-scale fading, in which the received signal attenuation is expressed as an inverse
power-law function of the inter-node distance with an exponent known as the path loss exponent
(PLE) [13]. The random nature of the path loss in wireless networks is raising from the inescapable
random spatial configuration of the nodes’ locations and consequently the inter-node distances.
Hence, stochastic modeling of the node locations in the matter of stochastic geometry as a spatial
point process is essential [14]. Homogeneous Poisson Point Process (PPP), which is a stationary and
isotropic point process, is commonly used to model the spatial distribution of the nodes in the wireless
networks for the sake of mathematical tractability [15–17]. However, PPP is unsuitable to model the
F-RAN because the F-RAN covers local deployment area, thus, the network characteristic is often not
isotropic nor stationary. Moreover, the total number of deployed nodes in the F-RAN is finite and the
numbers of nodes in disjoint regions are not independent, whereas PPP is an independent and infinite
process [18–20]. In such cases, it is proper to model the spatial distribution of the nodes as a binomial
point process (BPP) since it is finite, isotropic, stationery and conveys dependent arrangement of the
nodes in the disjoint regions [21–23].
As aforementioned, the spatial configuration of the nodes impacts the F-RAN performance and
hence the transmission delay of the system. In this context, [24] has proven that in a given BPP
spatially distributed finite number of nodes in a F-RAN, there is an optimum number of nodes
that can be elected as FNs to maximize the system average data rate and in turn to minimize the
transmission delay. The problem of determining the optimum number of FNs, including the considered
network and the optimization approach in [24] is quite different from the problem of optimizing the
number of cluster-heads for wireless sensor networks presented in [25–30]. The optimization approach
in [24] considers the single-slope path loss model (SS-PLM), wherein the entire propagation distance
experiences a single constant PLE (i.e., slope). The utilization of SS-PLM in the performance analysis
of wireless networks is widely used in the literature. This is mainly due to analytical convenience and
mathematical tractability. However, the SS-PLM does not perfectly reflect the dependency of the PLE
on the propagated distance, which leads to impractical results in clustered networks and millimetre
wave wireless networks that are vital technologies for 5G systems [31]. Though, the propagation
environment can be more precisely characterized using multi-slope path loss models (MS-PLMs),
in which different link distances experience different PLEs. Stressing the significance of using MS-PLMs
in performance analysis of wireless networks [32–34], this paper utilizes MS-PLM to deliver a more
precise framework regarding optimizing the number of FNs.
In this paper, we propose a stochastic geometry model to minimize the transmission delay in
BPP F-RANs by determining the optimum number of FNs that maximizes the average data rate using
MS-PLM. Our work differs from [24] since we utilized the MS-PLM. Moreover, in [24] the FNs are
assumed to be circularly connected to form a mesh network, while we assumed that the FNs are
randomly scattered in the deployment area and their maximum radius is chosen to make the fog
network cover the entire deployment area. Our main contributions in this paper are:
• Considering a finite BPP FRAN, we formulate an objective function to minimize the transmission
delay of the network by maximizing the average network data rate. A closed-form expression of
the objective function using SS-PLM has been derived.
• We prove that there is an optimum value of the probability of being a FN, and thus, of the number
of FN that minimizes the derived objective function that utilizes SS-PLM. We derive closed-form
expressions of the optimum probability and the optimum number of FNs for the special cases of
the PLE of the links between the ENs and the FNs are equal to 2 and 4.
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• We derive a closed-form expression of the objective function to minimize the transmission delay
by utilizing the dual-slope path loss model (DS-PLM), which is appropriate for any values of the
PLEs for uplinks from the ENs to the FNs and the links formed by the FNs and the cloud center.
We prove that there is a unique global value of the probability of being a FN that minimizes it.
Closed-form expressions of the optimum probability and the optimum number of FNs have been
derived for the special cases when the far-field PLE of the links between the ENs and the FNs are
equal to 2 and 4.
• A closed-form expression of the objective function to minimize the transmission delay under the
N-slope path loss model (NS-PLM) has been derived.
• We analyze the impacts of the DS-PLM parameters and the number of deployed nodes on the
optimum number of FNs.
The rest of this paper is organized as follows. In Section 2, we presented the system model,
including the network topology and the key assumptions besides the considered path loss models.
The problem formulation is delivered in Section 3. Section 4 presents the mathematical framework
for optimizing the number of FNs. The numerical results are discussed in Section 5. The limitations
and future work directions are presented in Section 6. Finally, the concluding remarks are provided in
Section 7.
2. System Model
In this section, we first present the network topology and the key assumptions, followed by the
considered path loss models in this paper.
2.1. Network Topology and the Key Assumptions
We consider a F-RAN system model illustrated in Figure 1, wherein there is a fixed number of
nodes n, which are independent and identically distributed according to BPP in b (o, R), where b (o, R)
represents a 2-dimensional ball with radius R centered at the origin o. We assumed that the cloud
resides at the origin, and the ENs can forward the data to the cloud through the FNs via wireless
links. Moreover, we assumed that the links x from the EN to the FN and y between the FN and the
cloud experience different PLEs. This is due to the fact that the PLE is dependent on the propagation
environment, antenna heights, and operating frequency [35].
Figure 1. Illustration of the F-RAN model
Electronics 2020, 9, 2175 4 of 23
We also assumed that all nodes inherently have capabilities of being a FN and can be activated
as a FN with a probability p, or deactivated and downgraded to be an EN with probability 1− p.
Consequently, the number of FNs is n1 = np and the number of ENs is n0 = n(1− p). Since the
number of FNs is determined by p, it is clear that our problem of optimizing the number of FNs is
equivalent to optimizing p, which minimizes the transmission delay.
Note that optimizing the transmission delay w.r.t. the distance automatically optimizes the
propagation delay, thus it is omitted. Moreover, as the uplink IoT data are generally transmitted
in short data packets, the processing delay of the packet overhead is very small compared with the
transmission delay. Also, the FNs can be provided with extra processing capabilities to handle the
data traffic at the peak hour, thus the processing delay is assumed to be ignorable.
2.2. Propagation Model
This paper considers both small-scale and large-scale fading. For small-scale fading, a Rayleigh
fading channel is assumed, i.e., the small-scale channel gain h follows an exponential distribution
with unit mean h d∼ exp(1). Whereas, the large-scale fading is assumed to be characterized by the
inverse power-law path loss models. In the inverse power-law path loss models, the impacts of the
environment (outdoor, indoor, rural, urban, suburban, etc.) on the path loss is reflected by the value of
the PLE [36–39]. The path loss models of interest are defined as follows.
Definition 1 (SS-PLM). The standard SS-PLM is given by
`1(x) = x−αx (1)
where (x > 0) denotes the length of the wireless link in meters, and αx stands for the PLE of the link x, which is
commonly approximated by a constant in the range of 2 to 5, depending on the propagation environment and the
carrier frequency [31].
The limitations of the SS-PLM lead to the consideration of the DS-PLM because it better reflects the
PLE dependence on the physical environment in clustered networks and millimetre wave networks.
Definition 2 (DS-PLM). The DS-PLM is defined by [31,34] as;
`2(x) =
{
x−αx(0) , x ≤ r
ηx−αx(1) , x > r
(2)
where (r > 0) stands for the critical distance, also known as the break-point distance because the PLE (i.e., slope)
changes at it, αx(0) and αx(1) such that 0 ≤ αx(0) ≤ αx(1) are the PLEs of the near- and far-fields, respectively,
and η
4
= r(αx(1)−αx(0)) is a factor to maintain the continuity of the path loss.
It should be noted that the critical distance is dependent on the antenna height and the
environment, such that it increases with the increase in the antenna height and decreases with the high
blocking environment. Generally, it is approximated as the average line-of-sight (LoS) distance of the
communication link, whereas the near-field PLE is used to approximate the LoS link regime, and the
non-line-of-sight (NLoS) link regime beyond the critical distance is approximated by the far-field
PLE [32]. The DS-PLM can be extended to NS-PLM as follows.
Definition 3 (NS-PLM). The NS-PLM is given by [31]
`N({αx(m)}N−1m=0 ; x) = η(m)x
−αx(m) (3)
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for x ∈ [r(m−1), r(m)), where the 0-th continuity factor is η(0) = 1, the m-th continuity factor can be calculated
as η(m) = ∏
m
i=1 r(m)
αx(m)−αx(m−1) , αx(m) is the m-th PLE such that 0 ≤ αx(0) ≤ αx(1) ≤ · · · ≤ αx(N−1),
and r(m) stands for the m-th critical distance such that 0 ≤ r(0) ≤ r(1) ≤ · · · ≤ r(N−2).
In the rest of the paper, the notations rc and r f are used to denote the critical distances of the
cloud and the FN, respectively.
3. Problem Formulation
In the considered system model depicted in Figure 1, we assume that the ENs’ transmitted data in
the uplink phase is partially processed at the FN and a portion of it (i.e., non-latency sensitive ones) is
relayed to the cloud data center. In other words, if a packet of S bits is delivered via the wireless link to
the FN, the FN will process D bits of it, whereas the other S− D bits are forwarded via a wireless link
to the cloud data center to perform the necessary processing and computation there. The transmission








where the data rate at the FNR f og is given by
R f og =W log2
(
1 + γ f og
)
(5)
and the data rate at the cloudRcloud is expressed as
Rcloud =W log2 (1 + γcloud) (6)
whereW denotes the link bandwidth. Note that we assumed all the links to have the same bandwidth,
and γ f og and γcloud denote SINR of the uplinks at the FN and the cloud, respectively. The SINR
of the uplink connecting the i-th EN (i.e., i = 1, 2, · · · , n0) and it’s associated FN (i.e., the j-th FN;





σ2 + I f og
(7)
where Pi stands for the transmit power of the i-th EN, hi is the channel gain of the link between the i-th
EN and the j-th FN, xi is the separation distance between the i-th EN and the j-th FN, `(xi) represents
the path loss at a separation distance of xi, σ2 is the noise power, and I f og is the aggregated interference
at the FN, which is originated by the simultaneous transmissions of the other ENs.







where Pj denotes the transmit power of the j-th FN, hj is the channel gain of the link between the j-th
FN and the cloud, yj is the separation distance between the j-th FN and the cloud, `(yj) is the path loss
at a separation distance of yj, and Icloud denotes the aggregated interference at the cloud due to the
simultaneous transmissions of the FNs.
For the sake of simplicity, we assumed that the system is noise limited (i.e., I f og = Icloud = 0)
owing to the interference might be perfectly mitigated or because of the pseudo-wired abstraction if
wireless links are millimeter waves [40,41].
As stated earlier, our goal is to minimize the transmission delay τ of the system, hence,
the objective function for a single EN (i.e., the i-th EN) transmitting packets through the j-th FN
to the cloud can be formulated as
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Here Pi and Pj do not affect the optimization, provided that the receiver has prior knowledge
about their values. Also, σ2 does not influence the optimization process since it can be estimated by
the receiver. Moreover, since the channel gains represent the small-scale fading, which is independent
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Equation (14) shows that the objective function of the system depends on the reciprocal of the
expected value of the path loss for the individual links, which are influenced by the PLEs and the
spatial distribution of the nodes. In the following section, we present the mathematical approach of
optimizing the number of FNs for the path loss models considered in Section 2.2.
4. The Framework for Optimizing the Number of FNs
In this section, we use the stochastic geometry tool to evaluate the optimum number of FNs in a
finite F-RAN. Considering that the number of FN is determined by p, the problem is transformed into
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i=1 E [1/`(xi)] can be reformulated as



























Accordingly, we assumed that the FNs are located at the centers of identical 2-dimensional balls
χj (i.e., b(χj, R f ); j = 1, 2, · · · , n1) that are scattered to cover the entire deployment area, such that each
ball contains on average ñ0 ENs. Thus, the radius of the area controlled by a single FN R f can be
obtained by




where λn0 = n0/πR
2 is the EN density, and AR f = πR
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In the following subsections, we derive the objective function regarding optimizing the number
of FNs for SS-PLM, DS-PLM,and NS-PLM.
4.1. Single-Slope






























































According to [18], the αx-th moment of the distance between the center of the 2-dimensional ball











where ζ [κ] = Γ(ζ + κ)/Γ(ζ) is the Pochhammer function notation (sometimes called the raising
factorial), and Γ(ζ) = (ζ − 1)! denotes the gamma function.
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Lemma 1. The objective function utilizing SS-PLM in (26) is strictly convex, and hence there is a unique
global value of p that minimizes it.
Proof. The convexity of the objective function can be proven by the second derivative test. The second















one can observe that the second derivative is positive for 0 < p < 1. Therefore, J1 is strictly convex
and hence there is a unique optimum value of p that minimizes it.
The global value of p that minimizes J1 can be obtained by solving for the real root in the range




which can be rewritten after performing some operations as the following polynomial equation of the
degree (1 + αx/2)

















2 (1 + αx/2) nαx/2
(31)
The optimum value of p and n1 for the special cases of αx = 2 and αx = 4 are presented in
Corollaries 1 and 2, respectively.
Corollary 1. The optimum value of p and n1 utilizing SS-PLM at αx(1) = 2 are









Proof. When αx = 2, Equation (29) becomes a quadratic equation, and c1 = 0. Hence, the optimum
value of p is computed as the square root of the constant −c0.
Corollary 2. When αx = 4, the closed-form expression of the optimum value of p and n1 utilizing SS-PLM




















u0 = −3c1 (36)




√√√√u1 +√u21 − 4u30
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(38)
Proof. Equation (29) is a cubic equation when αx = 4. Therefore, the optimum value of p is the cubic
equation’s root given in (34).
4.2. Dual-Slope






















Bearing in mind that DS-PLM has different PLEs for the range of distances less than and higher
than the critical radius of the FN r f . Therefore, ∑
ñ0
















































where ñ0(0) is the expected number of ENs that reside inside r f .
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2
f is the area enclosed by b(χj, r f ). Since ñ0(0) ENs are scattered according to BPP
















whereas the αx(1)-th moment of the distance from the center of the ball b(χj, R f ) to the i-th node that is
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where the distance distribution function is given by [18]
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Using identity (23), we have



























































































































Since there is a single cloud center, following the same steps of deriving (50), the closed-form

































where αy(0) and αy(1) are the PLEs before and beyond rc, respectively, and n1(0) is the expected number
of FNs that lay inside b (o, rc), which can be calculated as





where λn1 = n1/πR
2, which denotes the FN density, and Arc = π r
2
c , which stands for the area of
b(o, rc).
Then, the objective function that utilizes DS-PLM can be expressed as












































































where Q = R2/n r2f and W = R
2/r2c .
Lemma 2. There is a unique optimum global value of p in the range 0 < p < 1 such that p < R2/(n r2f )
(i.e., R f > r f ) that minimizes (54).
Proof. To prove that (54) is strictly convex in the range of p as specified in Lemma 2, the second















































 > 0 (56)
It can be observed that inequality in (56) is satisfied since the first term of the left-hand side is
always greater than one for any value of p in its specified range, while the second term is less than one.
Therefore, (54) is strictly convex in the specified range, and hence there is a unique global optimum
value of p, which minimizes (54).




which can be rewritten after some simple algebraic operations as:
p(2+αx(1)/2) + a2 p(
1+αx(1)/2) + a1 p + a0 = 0 (58)
















































Note that (58) is a polynomial equation of the degree (2 + αx(1)/2), which can be solved
numerically, by factorization, using algebraic geometry, or any other possible method. For example,
the well-known Graeffe’s method of solving polynomial equations can be used to compute all the
roots of (29) and (58), where the computational complexity estimation indicates that all the roots can
be computed using O(θ2 log θ(θ log θ + log(1/ε))) arithmetic operations, where θ is the degree of the
polynomial and ε > 0 is the relative output error bound [42]. In the following corollaries, we provide
closed-form expressions of the optimum values of p and n1 for the special cases of the far-field PLEs of
the links between the ENs and the FN are αx(1) = 2 and αx(1) = 4.




















b0 = a22 (64)
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(66)
Proof. Substituting αx(1) = 2 into (58), it reduces to a cubic equation. Hence, the optimum value of p
is obtained as in (62) by solving for the real root in the specified range of p in Lemma 2.
Corollary 4. When αx(1) = 4, the optimum value of p can be expressed as










accordingly, the optimum number of FNs can be computed by:
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g3 = 27
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Proof. Equation (58) becomes a quartic equation when αx(1) = 4. Therefore, the optimum value of p
given by (67) is the real root of the quartic equation in the range stated in Lemma 2.
4.3. N-Slope
The objective funcyion utilizing DS-PLM can be extended to NS-PLM as in Lemma 3.




































where r f (m) and rc(m); m = 0, 1, ..N − 2 are the m− th critical distance of the FN and the cloud, respectively.
Furthermore, r f (N−1) = R/
√
n1 and rc(N−1) = R are the maximum radius of the FN and the cloud, respectively.
The parameters η f (m) and ηc(m) are the fog and cloud path loss model continuity factors. Whereas ñ0(m)
denotes the expected number of ENs inside b(χj, r f (m)) such that ñ0(N−1) = n0/n1, and n1(m) is the expected
number of FNs that reside in b(o, rc(m)) where n1(N−1) = n1, ν f = 1 −
(















can be obtained by setting the integral limits in (54) from r f (m−1) to r f (m).
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The optimum number of FNs for NS-PLM can be calculated by solving for the real root of the first
derivative of the objective function or using any numerical method when the closed-form of the root
cannot be obtained due to the complexity.
5. Numerical Results
Here, we present the numerical results of optimizing the number of FNs in a finite BPP F-RAN.
We studied the impacts of the DS-PLM parameters on the optimum number of FNs, including the PLEs
of near- and far-fields, and the critical distance. Also, the impact of the number of nodes scattered in
the deployment area is analysed.
We consider a disk-shaped deployment area of a radius R = 5 km, in which the cloud data center
is located at the center, and the nodes are uniformly scattered according to BPP. In order to analyse the
impacts of the network parameters on the optimum number of FNs, we plot the objective function
in (54) w.r.t. p for various values of the considered parameter. Moreover, Matlab simulations were
performed, in which a noise spectral density of −174 dBm/Hz and a bandwidth ofW = 1 GHz are
assumed, to study the average transmission delay of an EN that transmits a packet size of S = 1 kbit
to the FN, which in turn forwards 50% of it to the cloud. The average delay for a single EN is obtained
by averaging after performing 1 million iterations for both optimized and unoptimized number of FNs
cases. In the optimized case, we fixed the number of FNs to be equal to the optimum number in all
the iterations. Whereas in the unoptimized case, a random number of FNs (such that 0 < n1 < n) is
generated for each iteration. Note that the y axis in all figures in this section is in log scale.
In Figure 2, we illustrate the objective function that utilizes SS-PLM for αx = αy = 4. The figure
reveals that our optimization approach, which assumes that the FNs are scattered to cover the
deployment area, achieves lower optimum probabilities of being a FN, and hence a few FNs are
required to optimize the performance compared with the approach presented in [24], which assumes
that the FNs constitute a circular mesh around the cloud data center.
0 0.05 0.1 0.15







































Figure 2. The objective function vs. p utilizing SS-PLM at αx = αy = 4.
The relationship between the PLEs of the uplink from the EN to the FN and the objective function
is illustrated in Figure 3. Wherein we plot the objective function versus p for various combinations
of the near- and far-field PLEs of the wireless uplink from the EN to the FN. It can be observed that
the objective function curves have a unique minimum point, which represents the optimum value
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of the probability of being a FN, which in turn specifies the optimum number of FNs. The values
of the optimum p, n1, and the average number of ENs per each FN that corresponds to Figure 3 are
given in Table 1. The results show that when the links from the ENs to the FNs experience low PLEs
(i.e., αx(0) = 2 and αx(1) = 3), a small percentage of the nodes, which is 3.39% (i.e., about 17 nodes),
needs to be upgraded to FNs to optimize the transmission delay in the considered F-RAN. In this case,
it is noteworthy to highlight that the increase in the number of FNs will not improve the performance
because more FNs will be located at the edge of the network, and thus the direct links between them
and the cloud will experience higher path losses due to the larger distance to the cloud compared with
the distance to the closest FN, which in turn degrade the performance. In the second case, when the
far-field PLE of the links from the ENs to the cloud increases (i.e., αx(1) = 4), the farthest nodes from
the FNs will experience higher path losses, hence a larger number of FNs compared with the first
case is required to improve the performance, which is about 34 FNs. However, as the links to the FNs
experience severe path losses due to the higher PLE of the near-field (i.e., αx(0) = 3), the value of p
that optimizes the transmission delay leaps to 0.2169 (i.e., about 108 FNs) with about 3.61 ENs on
average being associated with each FN. Hence, in the non-latency sensitive IoT systems, the direct
communication between the ENs and the cloud might be more efficient and cost-saving due to the
cost of the large number of FNs that need extra computational capabilities. Hence, a trade-off between
the delay and the cost should be done in this case. Moreover, it is noteworthy to point out that as links
to the FNs experience lower path losses, additional computational capabilities should be provided to
the FNs since a larger number of ENs will be associated with each FN.
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4


















































Figure 3. The objective function vs. p at n = 500, αy(0) = 2, αy(1) = 3, r f = 100 m, and rc = 500 m.
Table 1. The optimum value of p, n1, and n0/n1 at n = 500, αy(0) = 2, αy(1) = 3, r f = 100 m,
and rc = 500 m.
αx(0) αx(1) p n1 n0/n1
2 3 0.0339 16.97 ≈ 17 28.50
2 4 0.0676 33.78 ≈ 34 13.79
3 4 0.2169 108.46 ≈ 108 3.61
Figure 4 demonstrates the simulated transmission delays of the aforementioned cases. The figure
shows that the average transmission delay for a data packet increases as the links to the FNs experience
higher path loss as a result of the lower achievable data rates. Furthermore, the transmission delay
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decreases as the transmission power increases. This is due to the higher SINRs and thus higher data
rates. Though, the figure depicts that optimizing the number of FNs reduces the transmission delay to
be in the range of 1× 10−4 to 1× 10−6 of its value in the unoptimized cases.
































































































Figure 4. The transmission delay vs. transmission power at n = 500, αy(0) = 2, αy(1) = 3, r f = 100 m,
and rc = 500 m; (a) αx(0) = 2, αx(1) = 3; (b) αx(0) = 2, αx(1) = 4; (c) αx(0) = 3, αx(1) = 4.
The impact of the PLEs of the link from the FN to the cloud on the objective function is shown in
Figure 5. The figure shows that the optimum value of p decreases as the links to the cloud experience
higher PLEs, which is the opposite of the behavior observed in Figure 3 toward increasing the PLEs
of the links between the ENs and the FNs. This can be explained by the fact that the higher PLEs
results in a higher path loss of the links between the FNs and the cloud. Thus, the path loss of the
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direct links between some of the FNs and the cloud will be higher than the path loss if those nodes
utilize other FNs to communicate with the cloud. Therefore, downgrading those FNs to ENs results
in lower average transmission delay. Table 2 provides the values of the optimum p, n1 and n0/n1 for
the curves in Figure 5. The table indicates that when the links between the FNs and the cloud are
subjected to higher path loss, a higher number of ENs are associated with each FN, which requires
more computational capabilities and a larger bandwidth to be allocated to the FNs.
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Figure 5. The objective function vs. p at n = 500, αx(0) = 2, αx(1) = 4, r f = 100 m, and rc = 500 m.
Table 2. The optimum value of p, n1, and n0/n1 at n = 500, αx(0) = 2, αx(1) = 4, r f = 100 m,
and rc = 500 m.
αy(0) αy(1) p n1 n0/n1
2 3 0.0676 33.78 ≈ 34 13.79
2 4 0.0519 25.97 ≈ 26 18.27
3 4 0.0031 1.57 ≈ 2 321.58
Figure 6 investigates the impact of the critical radius of the FN on the optimum number of
FNs. The figure maintains that when the critical radius of the FN increases, the optimum value of p
decreases, hence the fewer number of FNs are required to optimize the average transmission delay.
This is owing to the larger number of ENs that reside within the critical radius where their links to the
FN will be subjected to the low near-field PLE, which results in a lower average path loss that requires
fewer FNs to optimize the performance.
The impact of the critical radius of the cloud on the optimum number of FNs is illustrated in
Figure 7. The figure shows that the optimum value of p, and as a consequence, the optimum number
of FNs decreases with an increase in the critical radius of the cloud. The observed behavior is owing
to the fact that as the critical radius of the cloud increases, more FNs reside within it with a lower path
loss due to the low PLE of the near-field, which results in a lower transmission delay through those
nodes. Thus, some of the FNs beyond rc are degraded to be ENs because their transmission delays
through other FNs in the extended radius are less than transmission delays of the direct links between
them and the cloud.
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Figure 6. The objective function vs. p at n = 500, αx(0) = 2, αx(1) = 4, αy(0) = 2, αy(1) = 3,
and rc = 500 m.
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Figure 7. The objective function vs. p at n = 500, αx(0) = 2, αx(1) = 4, αy(0) = 2, αy(1) = 3,
and r f = 100 m.
Figure 8 and Table 3 show the impact of the number of deployed nodes on the optimum number of
FNs. We observe that increasing the number of deployed nodes n results in a decrease in the optimum
value of p, which is due to the higher probability that there is a FN in the vicinity of the EN because of
the lower probable separation distances between the nodes, and thus the lower probability that the
node can be selected as a FN. Given that a lower probability of the FNs implies a higher number of
ENs that are controlled by each FN, it means that higher computation and bandwidth resources are
needed to be assigned to the FNs.
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Figure 8. The objective function vs. p at αx(0) = 2, αx(1) = 4, αy(0) = 2, αy(1) = 3, r f = 100 m,
and rc = 500 m.
Table 3. The optimum value of p, n1, and n0/n1 at αx(0) = 2, αx(1) = 4, αy(0) = 2, αy(1) = 3, r f = 100 m,
and rc = 500 m.
n p n1 n0/n1
500 0.0676 33.7 ≈ 34 13.79
750 0.0502 37.65 ≈ 38 18.92
1000 0.0406 40.64 ≈ 41 23.63
1250 0.0345 43.13 ≈ 43 27.99
1500 0.0302 45.24 ≈ 45 32.11
6. Limitations and Future Work
The main objective of this paper is to optimize the number of FNs that minimize the transmission
delay for uplink finite F-RAN. However, due to the small values of the propagation and processing
delays compared to the transmission delay, both of them are omitted. Moreover, the impacts of the
interference on the delay is not investigated for the sake of analytical tractability. In future studies,
the impacts of interference, other sources of delay, and the mobility of the nodes on the optimum
number of FNs for F-RAN will be investigated. However, such systems are very complex and thus the
convexity of the optimization problem cannot be assured, nor a closed-form expression of optimum
solution can be obtained. Therefore, finding the optimum solution using the heuristic optimization
algorithms, such as Red Fox and Slime Mould, machine learning, or deep learning is highlighted as an
open research direction.
7. Concluding Remarks
In this paper, we proposed a framework using stochastic geometry tool and exploiting MS-PLM
to minimize the transmission delay in finite F-RANs by optimizing the number of FNs. We showed
that the optimum number of FNs can be obtained by solving for the real root of a polynomial
equation, the degree of which is determined by the far-field PLE of the link from the ENs to the FNs.
Our simulation results show a significant reduction in the transmission delay gained by optimizing
the number of FNs. Also, the impacts of the path loss parameters on the number of FNs have been
analyzed. The results show that a small percentage of the deployed nodes are required to be selected
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as FNs to optimize the delay when the links to the FN experience a low path loss. Thus, additional
bandwidth and computational capabilities are required at the FNs. However, this percentage increases
as the PLEs of the links become higher. The results demonstrate that a larger number of FNs are needed
to optimize the performance when the path loss of links to the FNs are higher than the path loss of the
links to the cloud. Therefore, in these circumstances, centralized cloud networks can achieve better
performance. The impact of the critical distance was also studied, which shows that the optimum
number of FNs decreases when the critical distance increases. We also observe that the networks with
densely deployed nodes require less percentage of them to be upgraded to FNs in order to minimize
the transmission delay.
In general, the proposed approach can be applied to optimize the number of FNs in any IoT
F-RAN, including NB-IoT and CAT-M1 networks, if the nodes selected as FNs are provided with
higher computational and bandwidth resources. Finally, due to the accuracy attained by utilizing
MS-PLM, our results provide a better insight into the design of F-RANs for more efficient utilization of
FNs and virtualization of the cloud.
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