To simplify the parameter of the deep learning network, a cascaded compressive sensing model "CSNet" is implemented for image classification. Firstly, we use cascaded compressive sensing network to learn feature from the data.
I. INTRODUCTION
Image classification is one of the most fundamental prob lems in computer vision and pattern recognition.
Recently, Deep Learning has become popular with both industry and academia. A growing number of deep learning techniques is proposed. As the development of traditional image feature (i.e. SIFT [1] , HOG [2] ), Deep Learning can automatically learn feature from training data. A multi-layer structure can help Deep Learning Network learning more abstract semantics features in higher-layer.
As usual, the Deep Learning network employs a multi layers network construction. Cascaded multi-layers network construction could help higher-level features represent more abstract semantic of the data.
In recent years, the mainstream deep learning approaches are these three: Convolutional Neural Networks (CNNs) [3] [4] [5] , Deep Belief Networks (DBNs), Stacked Auto Encoders (SAE). A convolutional deep neural network (CNNs) architecture can be structured into two modules: feature ex traction module and classifier module. Further, feature mod ule generally comprises of "three layers" -a convolutional filter bank layer, a nonlinear processing layer, and a feature pooling layer. And the classifier module generally comprises fully-connected hidden layers. While many variations of deep learning networks have been proposed, some researchers begin to pay more attention to the architecture of deep learning.
An example of such research is PCANet [6] which is proposed by Yi Ma. PCANet use PCA [7] filter to replace the convolution filter and the binary quantization is used to replace ReLU [8] as the nonlinear layer. In the output layer, PCANet use the block-wise histograms of the binary codes to generate the feature, and we also can treat the block-wise histograms as the feature pooling layer.
As the research further develops, researchers find the fact that the convolutional deep neural network (CNNs) has weak classification capacity in high-level layer [9] when compared to SVM. So SVM has been applied to replace the high level layer recently. However, there are still some problems to be solved. Firstly, Convolutional Neural Networks have too many parameters to set, moreover, the performance of the network depends heavily on the setting of the parameter. Secondly, there is not a specific method to classify the high signal to noise ratio images. In order to solve these problems, we propose the CSNet, which employs compressive sensing technique to deep learning network.
II. NETWORK
In our CSNet, We use cascaded compressive sensing based on OMP (Orthogonal Matching Pursuit) algorithm [lO] [11] to structure multi-level feature learning network, followed by binary hashing operation as a no-linear layer, and use block histograms to output a feature representation of CSNet. This structure is similar to PCANet.
A. Compressive Sensing Algorithm
Compressive sensing generally comprises of "three-stage": getting the sparse representation of signals, computing the measurement of the data, recovering the data from the mea surement. Recovering algorithms can be concluded with a minimization problem. As usual, we apply these two kinds of methods to solve the minimization problem: greedy method and Convex Optimization Methods.
We select DCT transform to sparse the image, and we use random gauss matrices to compute the measurement of the data. Considering the training efficiency, we employ the OMP algorithm to recover the data since the greedy algorithm has low complexity. By this way, we can reach the balance of the training speed and training efficient.
B. Orthogonal Matching Pursuit algorithm in CSNet
We suppose that there are N input image {Id�I' each image has the same size m x n, and assume that the patch size is kl x k2 at all stages. In our CSNet, we assume that the number of filters in layer i is Li . We denote ith image by Xi = [Xi,l, Xi,2 ,' .. ,xi,mnj where each Xi,j denotes the jth vectorized patch in h Then we subtract patch mean from each patch and obtain mean-removed patch Xi = [Xi,l, Xi,2 , ... ,xi,mnj . Finally, we putting all image together:
(1) Now, we begin to introduce the core algorithm of CSNet: ; , . . . . Fig. 1 . The structure of two layers CSNet, the first layer and the second layer are same. The first layer gets L1 maps and the second layer gets L1 x L2 map.
In nonlinear layer, binarization operation is applied to reduce dimension, then use block-wise histogram to generate the feature.
Firstly, we process data with (random Gaussian) measure ment matrix 1> and discrete cosine transform (DCT) matrix Ill . The process can be sUlmnarized as follow equation:
We initialize the residual ro = y, and define measurement matrixs columns by 'PI, 'P2,· .. ,'Pd . For each row of Y, we find the index At that solves the easy optimization problem At = argmax j =l , . .. ,NI( ri -1 , 'Pt )1 (3) Secondly, update the index set and the matrix of chosen atoms:
(4)
Thirdly, solve a least squares problem, then get a filter parameter and save in W, and the s represents the row number of signal X.
The function means that the value of s in component A i equals the jth component of Xt.
Finally, calculate the new approximation of the data and the new residual:
We repeat above three stage K times with increasing t, and K could be treated as sparsity level. And the filters of CSNet can be expressed as the recovery of Ws,t WI = [W1,1; W2,1;··· ; W k 1,tl E ]Rkl Xk2, l = 1,2,· .. ,L 1
Let the l th filter output of the first layer be:
The * operation denotes 2D convolution operation, and every compressive sensing layer is same as the first compressive sensing layer. Assume the CSNet have c compressive sensing layers the last compressive sensing output be:
The introduction given above has concluded all the core algorithm, and the first layer and the second layer in Figure 1 illustrate the process (10) or (11).
III. IMAGE CLASSIFICATION BASED ON CSNET

A. Generating Feature
In non-linear layer, we apply the simplest non-linear oper ation -Heaviside function:
In order to reduce the dimensionality, we transform a binary number to a decimal number by function H(Ii * Wlk) . This process is similar to pooling operation:
We use block-wise histograms to generate the feature, and the local block can be either overlapping or non-overlapping. The structure of CSNet is shown in Figure 1 . In this figure, CSNet has two compressive sensing layers. We treat the network which comprises cascaded compressive sensing, binary quantization and block-wise histograms as a feature extractor. So we use Iibsvm [12] with trade-off parameter set to C = 1. And when we train the CSNet, the filters can be computed and the parameter of SVM will be trained. Once the filters and SVM are determined, CSNet can be applied to classify image.
IV. EXPERIMENT
Experiments are conducted on the MNIST dataset, this dataset have 60000 images for training and 10000 images for test, and all the images are of size 28 x 28. In order to compare with PCANet, we use the subset of MNIST which is given by the demo of PCANet, in the demo of PCANet, 12000 images are given to train the network, and 50000 images for test, we use these 50000 images in the demo of PCANet to train network, and others for test. We use two layers CSNet and one layer CSNet to test the classification performance of CSNet, and use PCANet for comparison, And the Table I show the best performance of the PCANet and CSNet.
A. Impact of the parameter I) Impact of the number of filters: We vary the number of filters in the first stage L1 (from 2 to 12) and the second stage L2 (from 2 to 12). The overlapping rate is set as 0, the filter size of the network is 7 and 7 (k1 = k2 = 7), the block size is 7 and 7. We use 50000 images to train CSNet, and 12000 images for test. The results are shown in Figure 2 (left figure  and middle figure) . In this figure, we can find we can improve the accuracy of classification by increase the number of the filters, and the number of the filters in the second layers can enhance the insufficient number of the filters in first layers. Inversely, if the number of the filters in second is insufficient, it is hard to enhance the performance of the classification by increasing the number of the filters in the first layer.
2) Impact of the number of layers: To explore the performance difference of multi-layer CSNet with single layer CSNet. In this experiment, some parameter are same (PatchSize 7, BlkOver LapRatio 0, scale I, HistBIockSize1 = 7, HistBIockSize2 = 7). We conduct the experiment on the single-layer and multi-layer (L2 = 8),
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in this experiment we also use 50000 images to train CSNet, and 12000 images for test, The overlapping rate is set as 0, the filter size of the network is 7 and 7 (k1 = k2 = 7), the block size is 7 and 7. The results are shown in Figure 2 (Right  figure) . From this picture, we can confirm a fact that two-layer CSNet (L2 = 8) can get the lower error rate the single-layer CSNet in same number of filter in the first layer. And we can also find the fact that the difference between two-layer CSNet (L2 = 8) and single-layer CSNet becomes narrow when the number of the filers in first layer reach 8. It may be due to the data is relatively simple.
B. Impact of the noise We test CSNet in different SNR (signal to noise rate). Gaussian noise is added to each train image and test image. Figure 3 show the processed data, in this picture, the mean of Gaussian noise is set to zero and variance from 0 to 0.30. Ac tually, when variance equals to 3, the digital has become illegi ble. We use two layers CSNet (L1 = 8, L2 = 8, PatchSize = 7, BlkOverLapRatio = 0, scale = I, HistBIockSize1 = 7, HistBlockSize2 = 7) to The experimental results are given in Table I . Although the images are difficult to identify, CSNet has good performance (error rate when variance is 0.25)
C. Visualize the learned CSNet
We draw the learned CSNet filters (the filter has been multiplied by DCT transformation matrix) in Figure 4 . The --
The filters learned from CSNet (the filter has been multiplied by DCT transformation matrix) on MNIST Top row: the first stage. Bottom row: the second stage. filters show a characteristic of the random sampling. According to the position of white point in filter, the filters actually can be treated as different frequency filters. In the figure, the left filters are low-pass filters, and the right filters are high-pass filters. To compare our CSNet, we draw the learned PCANet filters in Figure 5 and the learned CNNs filters in Figure 6 . And the size of filter in PCANet is 7 x 7, the size of filter in CNNs is 7 x 7, the learned CNNs filters from MNIST is different from [l3], it may be caused by the insufficiency of training epoch and the difference between the data set. We use the same 50000 training data and 12000 test data to train and test these networks. In the figure, the filter of PCANet and CNNs show an basic feature (i.e. edges and blobs), and CSNet filters which has been multiplied by DCT transformation matrix are similar to sample matrix.
V. CONCLUSION
In this paper, we proposed a deep learning network based on the compressive sensing. CSNet use compressive sensing algorithm to as main feature learning layer, then get the feature representation of input images by binary hashing and block histogram. Using CSNet to compute filter does not require numerical optimization solver so the training process can be extremely efficient. CSNet inherits noise immunity of compressive sensing thanks to cascaded compressive sensing structure of CSNet.
Our results indicate that CSNet can perform fast and accuracy in MNIST datasets. However, MNIST dataset still has high SNR, it can be thought caused by the fact that specific of input images is not distinct enough. But it is too rigid to 1275 obtain a high distinct dataset. Anther conclusion is that effect of insufficient low-level features is difficult to improve by increasing the number of the semantic features (the number of filters in second layer). The experiment about the difference between two-layer CSNet and single-layer CSNet indicate the fact that the multi-layer network could contribute the accurate rate, and the deep network structure might the key reason to develop the performance of image classification.
In feature work, we hope to apply more efficient compres sive sensing recovery algorithms to CSNet, thus Our CSNet can train faster. And the experiments will be conducted in more datasets.
