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Abstract
We consider wave propagation in a coupled fluid-solid region, separated by a static but possibly
curved interface. The wave propagation is modeled by the acoustic wave equation in terms of a
velocity potential in the fluid, and the elastic wave equation for the displacement in the solid. At
the fluid solid interface, we impose suitable interface conditions to couple the two equations. We
use a recently developed, energy based discontinuous Galerkin method to discretize the governing
equations in space. Both energy conserving and upwind numerical fluxes are derived to impose
the interface conditions. The highlights of the developed scheme include provable energy stability
and high order accuracy. We present numerical experiments to illustrate the accuracy property and
robustness of the developed scheme.
Keywords: Acoustic wave equation, Elastic wave equation, Discontinuous Galerkin method, High
order accuracy
1 Introduction
Wave propagation in coupled fluid-solid domains can be found in a wide range of applications in science
and industry. For example, in marine seismic surveying, when acoustic energy is released in the sea,
pressure waves are created. The waves propagate from the sea through the seafloor into the earth and
can be used to probe its interior. Wave propagation in the fluid can be modeled by the acoustic wave
equation, and in the solid by the elastic wave equation. At the fluid-solid interface, the two equations
are coupled together by physical interface conditions.
In most problems of practical interest waves travel for many temporal periods and over distances
much longer than the wavelength. For such problems the leading order numerical error is typically
dispersive in nature. The dispersion error is smaller with a high order method than with a low order
method for the same amount of work [10, 13] and high order methods are thus preferable. The challenge
in deriving high order methods is to guarantee stability as well as accuracy. This is especially true
when boundaries, or as in this paper, material interfaces are present between domains.
Here we focus exclusively on the time-dependent linear problem, where the interaction between
fluid and solid is governed by the acoustic and elastic wave equations. We note that there is a very
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large body of research discussing the fluid-solid interaction (FSI) problem where the fluid is modeled
as a nonlinear fluid and governed by the incompressible or compressible Navier-Stokes. We will not
review numerical approximations of such models here but limit our discussion to high order accurate
methods for the linear problem. Further, our goal is not to provide a complete review of all high order
methods available but rather give a few representative references.
For the approximation of linear waves, discontinuous Galerkin methods are energy stable, high
order accurate and geometrically flexible. Recent developments include [5, 9] for the acoustic wave
equation and [6, 11] for the elastic wave equation. Much work has been done to solve coupled acoustic-
elastic problems by the discontinuous Galerkin method, for example in [26] a high order discontinuous
Galerkin method was developed for the coupled equations written in conservative, first order velocity-
strain form. The upwind numerical fluxes of [26] are derived by solving a Riemann problem at the
interface. A generalization of the work [26] to a formulation that avoids solving the Riemann problem
can be found in [27]. A different discontinuous Galerkin method, taking the movement of the fluid
into account and based on the first order velocity-stress formulation was proposed in [12]. The coupled
viscoelastic-acoustic problem approximated by high order DG on polygonal and polyhedral meshes has
been studied in [1].
Hybridizable discontinuous Galerkin methods have also been used for acoustics and elastodynamics
[17, 23], and for the coupled problem [22]. Spectral elements have been used to simulate the coupled
problem in the time domain in [14] and [16]. The latter work also shows how controllability methods
can be used to solve the frequency domain problem by finding time-periodic solutions to the transient
problem.
There are also numerous finite difference methods for wave propagation problems in acoustic and
elastic materials. Here we highlight some methods that satisfy a summation-by-parts principle, such
that, when combined with suitable numerical boundary techniques, results in provably stable schemes.
For example, high order finite difference methods were used to solve the acoustic wave equation in
[24, 25] and the elastic wave equation in [7, 19]. In [20], a finite difference method was proposed for
coupling the elastic wave equation to the linearized Euler equations, modeling seismo-acoustic wave
propagation.
In [2], a general framework for energy-based discontinuous Galerkin methods for wave equations was
developed. The equations are discretized directly in second order form without introducing auxiliary
variables. The method admits a wide variety of mesh-independent energy conserving and upwind
numerical fluxes. An application to the elastic wave equation was developed in [3] and several test
problems indicating high accuracy and robustness were presented.
In this paper, we present an extension of the energy-based discontinuous Galerkin method in [2,
3] to coupled acoustic-elastic problems. We model wave propagation in the fluid and solid by the
acoustic wave equation in terms of the velocity potential (see also [14]) and the elastic wave equation
for displacements, respectively. Our focus in this paper is on the treatment of fluid-solid interfaces.
Stability is guaranteed by an energy analysis to the semi-discretized problem.
In comparison with finite difference and spectral element methods discontinuous Galerkin methods
are better suited to handle non-conforming refinement at interfaces but suffers from stricter time-
stepping constraints than finite difference methods. Compared to other DG methods like [26, 27, 12, 1]
the method we present uses fewer variables while achieving the same or similar rates of convergence.
An advantage compared to other DG methods for wave equations in second order form is that our
formulation allow for conservative and dissipative fluxes and is stable without the need for penalization.
The outline of the paper is as follows. In Section 2 we present the equations governing acoustic
and elastic wave propagation. We show that the equations have an energy estimate when appropriate
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boundary conditions are imposed. In Section 3 we outline the discontinuous Galerkin formulation for
the coupled acoustic-elastic problem, and prove energy stability by deriving both energy conserving
and upwind numerical fluxes. Numerical experiments including Snell’s law problem, Scholte interface
waves and parameter inversion verifying the effectiveness and robustness of the method are presented
in Section 4. In Section 5 we conclude and summarize.
2 The equations of acoustic and elastic waves
In this section, we first present the equations governing wave propagation in a fluid domain Ωf and
a solid domain Ωs. The composite domain is denoted by Ω = Ωf ∪ Ωs, and the fluid-solid interface
is Γ = Ωf ∩ Ωs. We then give the physical conditions at the fluid-solid interface and show that the
problem admits an energy estimate with these boundary conditions. As our focus in this paper is the
fluid-solid interface, we consider both Ωf and Ωs to be half-planes and exclude discussions of other
boundaries in the analysis.
2.1 The acoustic wave equation
We consider acoustic waves propagating in an irrotational fluid in a simply connected domain Ωf . As
the velocity is irrotational, the medium is a potential fluid and the wave motion can be described by
the velocity potential ψ, which satisfies the acoustic wave equation
1
c2
∂2ψ
∂t2
= ∇ · ∇ψ, (x1, x2) ∈ Ωf , t > 0. (1)
Here c is the speed of sound. The velocity field can be obtained as the gradient of the velocity potential,
i.e. ∇ψ. The pressure P = −ρf∂ψ/∂t is replaced by the scaled pressure p = −P/ρf , resulting in the
system
∂ψ
∂t
= p, (x1, x2) ∈ Ωf , t > 0, (2)
1
c2
∂p
∂t
= ∇ · ∇ψ, (x1, x2) ∈ Ωf , t > 0, (3)
with the initial conditions
ψ(x1, x2, 0) = ψ0(x1, x2), p(x1, x2, 0) = p0(x1, x2). (4)
2.2 The elastic wave equation
Let ρ = ρ(x1, x2) be the density and ui = ui(x1, x2, t), i = 1, 2 be the displacements of the solid in
the x1 and x2 direction, respectively. Assuming small deformations, the linear isotropic elastic wave
equation, governing the time evolution of the displacements, is
ρ
∂2ui
∂t2
= ∇ · σi, i = 1, 2, (x1, x2) ∈ Ωs, t > 0. (5)
The functions σi := [σi1, σi2]
T , i = 1, 2 are composed of the elements of the stress tensor σ = [σ1,σ2]:
σ1 =
(
(2µ+ λ)∂u1∂x1 + λ
∂u2
∂x2
µ(∂u1∂x2 +
∂u2
∂x1
)
)
, σ2 =
(
µ(∂u1∂x2 +
∂u2
∂x1
)
λ∂u1∂x1 + (2µ+ λ)
∂u2
∂x2
)
, (6)
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expressed here using the Lame´ parameters λ = λ(x1, x2) and µ = µ(x1, x2). Denoting the displacement
vector u = [u1, u2]
T , we can write (5) in vector form
ρ
∂2u
∂t2
= ∇ · σ. (7)
Introducing the velocity vector v = [v1, v2]
T , we write (7) as
∂u
∂t
= v, (x1, x2) ∈ Ωs, t > 0, (8)
ρ
∂v
∂t
= ∇ · σ, (x1, x2) ∈ Ωs, t > 0, (9)
with the initial conditions
u(x1, x2, 0) = u0(x1, x2), v(x1, x2, 0) = v0(x1, x2).
2.3 Interface conditions at the fluid-solid interface
At the fluid-solid interface Γ, suitable physical conditions must be imposed so that the coupled problem
is wellposed, i.e. a unique solution exists and the solution depends continuously on the data. Let the
outward pointing normal of Γ be nf and ns for the fluid and solid region, respectively. Since at any
point on Γ the identity nf = −ns holds, we introduce the notation n = nf = −ns.
The fluid is attached to the solid without any gap implying that the velocity in the normal direction
is continuous,
∇ψ · n = v · n. (10)
In addition, the balance of forces can be stated as
pn = σ · n. (11)
The operator · in (11) indicates that the tensor σ operates to the right on n, returning a vector. Note
that (11) is in fact two conditions. Letm be the tangential vector then we may write the two conditions
as
p = n · σ · n, 0 = m · σ · n. (12)
The first condition states balance of compression forces normal to the interface, and the second states
that there is no shear force tangential to the interface.
2.4 Energy estimate for the coupled acoustic-elastic problem
The natural energy estimate for the coupled acoustic-elastic problem is obtained by combining the
energy estimate of the two domains. Considering first the fluid domain, we multiply (1) by ∂ψ/∂t and
integrate over Ωf . Assuming that the contributions from boundaries other than the interface vanish,
an integration by parts yields∫
Ωf
1
c2
∂ψ
∂t
∂2ψ
∂t2
dA =
∫
Γ
∂ψ
∂t
(∇ψ · n) ds−
∫
Ωf
∇∂ψ
∂t
· ∇ψ dA,
which is equivalent to
d
dt
Ea =
∫
Γ
∂ψ
∂t
(∇ψ · n) ds,
4
where Ea is the acoustic energy
Ea =
1
2
∫
Ωf
[
1
c2
(
∂ψ
∂t
)2
+∇ · ∇ψ
]
dA.
The change of energy is thus determined by the contributions on the interface.
Similarly, we multiply the elastic wave equation (5) by ∂ui/∂t for i = 1, 2, integrate over Ωs and
sum over i. Again, the change of energy is determined by the contributions on the interface
d
dt
Ee = −
∫
Γ
∂u
∂t
· (σ · n) ds,
with the elastic energy
Ee =
1
2
∫
Ωs
[
ρ
(
∂u1
∂t
)2
+ ρ
(
∂u2
∂t
)2
+λ
(
∂u1
∂x1
+
∂u2
∂x2
)2
+ µ
(
∂u1
∂x2
+
∂u2
∂x1
)2
+ 2µ
(
∂u1
∂x1
)2
+ 2µ
(
∂u2
∂x2
)2]
dA.
By using the interface conditions (10) and (12) the total energy change in time is
d
dt
(Ea + Ee) =
∫
Γ
∂ψ
∂t
(∇ψ · n)− ∂u
∂t
· (σ · n) ds
=
∫
Γ
p(v · n)− [(v · n)n+ (v ·m)m] · (σ · n) ds = −
∫
Γ
(v ·m)m · (σ · n) ds = 0.
(13)
Therefore, the energy of the acoustic-elastic system is conserved.
Remark 1. In the above derivation, we use the energy method to derive an energy estimate, which
guarantees that the solution depends continuously on the data. For a general theory of wellposed bound-
ary conditions for second order systems of partial differential equations, including the acoustic and
elastic wave equation, see [15].
Both the acoustic wave equation and elastic wave equation can be derived by taking the variational
derivative of the potential energy density as
α
∂2ui
∂t2
=
2∑
k=1
∂
∂xk
(
∂G
∂ui,k
)
, (14)
where ui,k = ∂ui/∂xk, G is the potential energy density and α = 1/c
2 for the scalar wave equation and
α = ρ for the elastic wave equation. For the acoustic wave equation, we have i = 1 and the potential
energy density
G =
1
2
∇ · ∇u1. (15)
For the elastic wave equation, i = 1, 2 and the potential energy density is
G =
λ
2
(
∂u1
∂x1
+
∂u2
∂x2
)2
+
µ
2
(
∂u1
∂x2
+
∂u2
∂x1
)2
+ µ
(
∂u1
∂x1
)2
+ µ
(
∂u2
∂x2
)2
. (16)
The discontinuous Galerkin method presented in the next section is motivated by the energy formulation
of the governing equations.
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3 A discontinuous Galerkin method for the coupled acoustic-elastic
problem
In this section, we start by presenting a variational formulation of the coupled acoustic-elastic problem.
We then propose numerical fluxes for the interface conditions (10) and (12) that lead to a discrete energy
estimate ensuring stability.
We use the discontinuous Galerkin method developed in [2] for the spatial discretization. The
method is based on approximations of displacement and velocity. We therefore discretize the acoustic
wave equation (2)-(3) and the elastic wave equation (8)-(9). Crucial to the energy estimate, the energy
based method uses non-standard test functions for (2) and (8).
3.1 A Galerkin variational formulation based on the energy
Let the finite element mesh
Ω¯f =
⋃
i
Ωif and Ω¯s =
⋃
j
Ωjs
be a discretization of Ωf and Ωs, respectively. The discretization consists of geometry-conforming and
nonoverlapping quadrilaterals with piecewise smooth element boundaries.
We use a superscript h to denote the piecewise tensor product polynomial approximations of the
fields. For example the velocity potential ψ in the fluid, the displacement [u1, u2]
T and velocity [v1, v2]
T
in the solid are approximated by ψh, [uh1 , u
h
2 ]
T and [vh1 , v
h
2 ]
T , respectively.
Let Pm(x) be a hierarchical polynomial basis in one space dimension. On a single element Ω
i
f ,
the approximation ψh is a tensor product polynomial in the space Qqψ of degree qψ on the reference
element in the coordinate (ξ, η). The elements of the basis are
φi,j = Pi(ξ)Pj(η), i, j = 0, . . . , qψ. (17)
In the derivation of variational formulations, we use subscript in the basis elements to indicate its
associated variable. For example, φψ is the basis function for ψ in the form of (17). The approximations
of the other variables and the associated basis functions are obtained in a similar way.
Following [2], we test (2) against ∇ · ∇φψ on an element Ωif . After an integration by parts we find
0 =
∫
Ωif
(
∂ψh
∂t
− ph
)
∇ · ∇φψ dA = −
∫
Ωif
∇
(
∂ψh
∂t
− ph
)
· ∇φψ dA+
∫
∂Ωif
(
∂ψh
∂t
− ph
)
(∇φψ · n) ds.
By adding the penalty term ∫
∂Ωif
(
p∗ − ∂ψ
h
∂t
)
(∇φψ · n) ds
to the right hand side we obtain the variational formulation for (2)∫
Ωif
∇
(
∂ψh
∂t
− ph
)
· ∇φψ dA =
∫
∂Ωif
(p∗ − ph)(∇φψ · n) ds.
Here p∗ is an approximation of ∂ψh/∂t and ph, and will be determined in the energy analysis in
Theorem 1.
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We test (3) against φp, ∫
Ωif
(
1
c2
∂ph
∂t
−∇ · ∇ψh
)
φp dA = 0.
After an integration by parts, we add a penalty term∫
∂Ωif
φp[(∇ψ · n)∗ − (∇ψ · n)] ds,
to the right-hand side, and obtain∫
Ωif
(
1
c2
∂ph
∂t
φp +∇ψh · ∇φp
)
dA =
∫
∂Ωif
φp(∇ψ · n)∗ ds.
Here (∇ψ · n)∗ is an approximation of ∇ψ · n and the normal stress, and will again be determined in
the energy analysis.
The variational formulations for the elastic wave equation (8)-(9) are obtained in a similar way. We
test the ith equation of (8) with ∇ · σφui , i = 1, 2,
σφu1 =
(
(2µ+ λ)
∂φu1
∂x1
+ λ
∂φu2
∂x2
µ(
∂φu1
∂x2
+
∂φu2
∂x1
)
)
, σφu2 =
(
µ(
∂φu1
∂x2
+
∂φu2
∂x1
)
λ
∂φu1
∂x1
+ (2µ+ λ)
∂φu2
∂x2
)
,
and obtain
0 =
∫
Ωjs
(
∂uhi
∂t
− vhi
)
∇ · σφui dA = −
∫
Ωjs
∇
(
∂uhi
∂t
− vhi
)
· σφui dA−
∫
∂Ωjs
(
∂uhi
∂t
− vhi
)
(σφui · n) ds.
Note that n = −ns is the source of the negative sign in the second term. The above equation can be
reformulated as∫
Ωjs
∇
(
∂uhi
∂t
− vhi
)
· σφui dA = −
∫
∂Ωjs
(
∂uhi
∂t
− vhi
)
(σφui · n) ds = −
∫
∂Ωjs
(
v∗i − vhi
)
(σφui · n) ds,
where v∗i is an approximation of vi to be determined in the energy analysis.
With (9) tested against the standard test function φv1 and φv2 for i = 1 and 2, respectively, we
state the Galerkin variational formulation for the coupled acoustic-elastic problem.
Problem 1. On each element in the irrotational fluid, for all test functions
(φψ, φp) ∈ (Qqψ(Ωif ))× (Qqp(Ωif )),
the following variational formulation holds:∫
Ωif
∇
(
∂ψh
∂t
− ph
)
· ∇φψ dA =
∫
∂Ωif
(p∗ − ph)(∇φψ · n) ds, (18)∫
Ωif
(
1
c2
∂ph
∂t
φp +∇ψh · ∇φp
)
dA =
∫
∂Ωif
φp(∇ψ · n)∗ ds. (19)
On each element in the solid, for all test functions
(φu,φv) ∈ (Qqu(Ωjs))2 × (Qqv(Ωjs))2,
7
the following variational formulation holds for i = 1, 2:∫
Ωjs
∇
(
∂uhi
∂t
− vhi
)
· σφui dA = −
∫
∂Ωjs
(v∗i − vhi )(σφui · n) ds, (20)∫
Ωjs
(
ρ
∂vhi
∂t
φvi + σ
h
i · ∇φvi
)
dA = −
∫
∂Ωjs
φvi(σi · n)∗ ds. (21)
The test function σφui in (20) is obtained by replacing the unknown variables in (6) by the associated
test functions. The star variables v∗i and (σi · n)∗ are approximations of vi and σi · n, respectively.
3.2 Augmented equations
The first two elements P0 and P1 in the polynomial basis are constant and linear. If P0 is used in
equation (18) then that equation trivially reduces to 0 = 0. To obtain a new independent equation we
thus replace that equation by the moment against P0, i.e.∫
Ωif
(
∂ψ
∂t
− p
)
P0 dA = 0. (22)
Similarly for P0 and i = 1, 2 in equation (20) we find that 0 = 0 and replace the two missing
equations by taking moments against P0, i.e.∫
Ωjs
(
∂ui
∂t
− vi
)
P0 dA = 0, i = 1, 2. (23)
When testing (8) using linear test functions (20) can be written as
∫
Ωjs

(2µ+ λ)ξ1 µξ2 µξ2 λξ1
(2µ+ λ)η1 µη2 µη2 λη1
λξ2 µξ1 µξ1 (2µ+ λ)ξ2
λη2 µη1 µη1 (2µ+ λ)η2


∂2u1
∂t∂x1
− ∂v1∂x1
∂2u1
∂t∂x2
− ∂v1∂x2
∂2u2
∂t∂x1
− ∂v2∂x1
∂2u2
∂t∂x2
− ∂v2∂x2
 dA = RHS, (24)
where ξi = ∂ξ/∂xi, ηi = ∂η/∂xi for i = 1, 2, and RHS corresponds to the right-hand side of (20).
The four-by-four matrix in (24) has a zero eigenvalue, thus the equations are linearly dependent. We
therefore again need to change one equation to obtain a set of linearly independent equations and
a positive definite mass matrix. We opt for the strategy in Section 3.2 in [3] by replacing the first
equation in (24) by ∫
Ωjs
(
∂2u1
∂t∂x2
− ∂
2u2
∂t∂x1
)
−
(
∂v1
∂x2
− ∂v2
∂x1
)
dA = 0 (25)
if ξ1η2 = 0, or replacing the second equation in (24) by (25) if ξ1η2 6= 0.
3.3 Numerical fluxes for the coupled acoustic-elastic problem
The key to couple the acoustic and elastic wave equations is to determine the stared states in (18)-(21)
to impose the physical conditions (10) and (12) at the fluid-solid interface.
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Theorem 1. Consider two geometry-conforming elements Ωif ∈ Ω¯f and Ωjs ∈ Ω¯s with Γij = Ωif ∩ Ωjs
on the fluid-solid interface. The following numerical fluxes
v∗ · n = (∇ψ · n)∗ = τ(vh · n) + (1− τ)(∇ψh · n)− α(σh · n− phn) · n, (26)
v∗ ·m = vh ·m, (27)
p∗ = n · (σ · n)∗ = τph + (1− τ)(n · σh · n)− β((vh −∇ψh) · n), (28)
m · (σ · n)∗ = 0, (29)
lead to a stable discretization for any τ if α, β ≤ 0. In particular, the discretization is energy-conserving
if α = β = 0 and dissipates the energy by∫
Γij
α(n · σh · n− ph)2 + β(∇ψh · n− vh · n)2 ds,
if α, β < 0.
Equation (26) corresponds to the continuity of velocity in the normal direction. As there are two
components in v∗ we need an additional condition for the velocity in the solid. In (27) we take the
internal state of the velocity in the tangential direction. The balance of forces in the normal direction
is imposed by (28), and (29) corresponds to zero shear force tangential to the interface.
Proof. Replacing the test functions φψ in (18) by ψ
h, φp in (19) by p
h and adding the equations we
find
1
2
d
dt
∫
Ωif
|∇ψh|2 + 1
c2
(ph)2 dA =
∫
Γij
(p∗ − ph)(∇ψh · n) + ph(∇ψ · n)∗ ds.
Similarly, we replace the test functions in (20)-(21) by the corresponding numerical solutions to obtain
1
2
d
dt
∫
Ωis
λ
(
∂uh1
∂x1
+
∂uh2
∂x2
)2
+ µ
(
∂uh1
∂x2
+
∂uh2
∂x1
)2
+ 2µ
(
∂uh1
∂x1
)2
+ 2µ
(
∂uh2
∂x2
)2
dA
=−
∫
Γij
σh · n · (v∗ − vh) + (σ · n)∗ · vh ds.
Clearly, the discrete energy change in time is determined by the contributions on Γij ,
I =
∫
Γij
(p∗ − ph)(∇ψh · n) + ph(∇ψ · n)∗ − σh · n · (v∗ − vh)− (σ · n)∗ · vh ds. (30)
Since v∗ in (30) is not present by itself in (26) or (27), we decompose both v∗ and vh to the normal
component and tangential component as
v∗ = (v∗ · n)n+ (v∗ ·m)m,
vh = (vh · n)n+ (vh ·m)m.
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By inserting the numerical fluxes (26)-(29) to (30) we obtain (after some algebra)
I =
∫
Γij
(τ − 1)ph∇ψh · n+ (1− τ)∇ψh · (σh · n · n)n− β∇ψh · ((vh · n)n) + β∇ψh · (∇ψh · n)n
+ τph(vh · n) + (1− τ)ph(∇ψh · n)− αphσh · n · n+ α(ph)2
− (τ − 1)n · σh · (vh · n)n− (1− τ)n · σh · (∇ψh · n)n+ αn · σh · (σh · n · nn)− αphn · σh · n
− τphvh · n− (1− τ)v · (n · σh · n)n+ βvh(vh · n) · n− βvh · (ψh · n)n ds
=
∫
Γij
α(n · σh · n− ph)2 + β(∇ψh · n− vh · n)2 ds.
This proves the theorem.
The generalization to geometric non-conforming elements on the interface is straightforward by
summing over contributions from all elements on the interface.
Remark 2. Note that in the experiments below we use the prescription for the inter-element fluxes
and enforcement of boundary conditions through numerical fluxes as described in [2] and [3] for the
fluid and solid, respectively.
3.4 Implementation of the numerical fluxes at the fluid-solid interface
From the variational formulation (20)-(21), we see that numerical fluxes v∗1, v∗2, (σ1 · n)∗ and (σ2 · n)∗
are needed for the implementation of the method. However, these quantities are not given directly in
Theorem 1. We note that (26)-(27) gives a system of two equations(
n1 n2
−n2 n1
)(
v∗1
v∗2
)
=
(
τ(vh · n) + (1− τ)(∇ψh · n)− α(σh · n− phn) · n
vh ·m
)
,
where n = [n1, n2]
T and v∗ = [v∗1, v∗2]T . The solution(
v∗1
v∗2
)
=
(
n1 −n2
n2 n1
)(
τ(vh · n) + (1− τ)(∇ψh · n)− α(σh · n− phn) · n
vh ·m
)
,
can be used in the implementation of the variational formulation (20). Similarly, we can solve for
(σ1 · n)∗ and (σ2 · n)∗ in (28)-(29), and obtain(
(σ1 · n)∗
(σ2 · n)∗
)
=
(
n1 −n2
n2 n1
)(
τph + (1− τ)(n · σh · n)− β((vh −∇ψh) · n)
0
)
.
4 Numerical experiments
In this section, we perform numerical experiments to verify the proposed method. We start by a
convergence study on a Cartesian grid for standing waves, waves governed by Snell’s law, and Scholte
waves. We then check the convergence rate when the method is used on curvilinear grids. We also
present some more applications oriented examples.
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4.1 Standing wave problem
We solve the acoustic wave equation (2)-(3) with wave speed c = 1 on Ωf = [0, 2]
2, and the elastic
wave equation (8)-(9) with density ρ = 1 and Lame´ parameters µ = λ = 1 on Ωs = [0, 2]× [−2, 0]. The
interface between Ωf and Ωs is [0, 2]× 0. To experimentally determine rates of convergence, we use an
exact solution to the acoustic wave equation
ψ =
√
2 sin(kx1 + a) sin(kx2 + b) sin(
√
2kt+ c), (31)
and to the elastic wave equation
u1 = cos(kx1 + a) sin(kx2 + b) cos(
√
2kt+ c), (32)
u2 = − sin(kx1 + a) cos(kx2 + b) cos(
√
2kt+ c). (33)
Here the parameter k 6= 0 is used to control the wavelength. The solutions satisfy the fluid-solid
interface conditions (10)-(11). At the boundaries, we impose Dirichlet boundary conditions. The
initial and boundary data are obtained by using the exact solutions.
We set k = pi, a = b = c = −pi/4 making certain that the solution at the interface is not identically
zero. We use a uniform Cartesian grid with N ×N square elements and side length h = 2/N in both
Ωf and Ωs. To evolve the solution in time we use the 8th order accurate Dormand-Prince method [21],
with the time step dt = 0.5h/q2 to make sure the error in the solution is dominated by the spatial
discretization. The L2 errors for the four variables ψ
h,uh, ph,vh are computed at t = 2
√
2, when the
waves have propagated for two temporal periods.
In the variational formulation (18)-(21), numerical fluxes for both element interfaces (within either
fluid or solid domain) and boundary conditions are derived in [2]. In our experiments we always use
upwind fluxes at the interior interfaces. For fluxes on the fluid-solid interface, we consider three cases:
the upwind flux corresponding to τ = 1/2, α = β = −1, the alternating flux τ = 0 or 1 with dissipation
α = β = −1.
The solutions ψh,uh, ph,vh are expanded in terms of tensor product Legendre polynomials of orders
qψ, qu, qp, qv, respectively. We consider two choices of the orders of approximation. First, we choose
qψ = qu = q and qp = qv = q − 1, where q = 2, 3, 4, 5, 6. This choice is motivated by the accuracy
analysis of the method applied to the acoustic wave equation in one space dimension in [2], where it
is shown that the rate of convergence is optimal. By optimal, we mean that the rate of convergence
is one order higher than the degree of polynomial used in the approximation. We also consider the
second choice when all variables are in the same approximation space qψ = qu = qp = qv = q, that is,
the polynomial order of ph and vh is increased by one.
To compare the above two choices of approximation spaces, we restrict to an upwind interface flux
τ = 1/2, α = β = −1. The L2 error plotted in Figure 1 shows that the increased one order for the
approximation of ph and vh only leads to a smaller error for low order schemes with q = 2, 3, and has
little influence on the error for q > 3. In addition, rates of convergence are affected very little by this
difference in approximation space, as the slopes of the two lines in the same color look almost identical.
More precisely, rates of convergence corresponding to the two choices of approximation space are
shown in Table 1 and 2, respectively. The rates of convergence are computed by the least-square
fitting with the ten finest mesh refinements. In Table 1, we observe that when q is odd (3,5), optimal
convergence is obtained for all four variables. When q is even (2,4,6), convergence for ph and vh is at
least optimal. However, for the variables ψh and uh, convergence is one order lower than optimal when
q = 4 and 6. As can be seen, the difference between the rates of convergence in Table 1 and 2 is minor.
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Figure 1: At the top, the L2 errors for the velocity potential in the fluid (left) and its time derivative
(right). At the bottom, the displacement in the solid (left) and its time derivative (right). Solid lines:
qψ = qu = q and qp = qv = q − 1; dashed lines: qψ = qu = qp = qv = q.
Table 1: Standing wave problem: rates of convergence with qψ = qu = q and qp = qv = q − 1, and
τ = 1/2, α = β = −1.
q 2 3 4 5 6
ψh 2.84 4.07 4.10 5.94 6.04
ph 2.62 3.09 4.04 5.06 6.03
uh 2.77 4.21 4.38 5.93 6.16
vh 2.75 3.31 3.97 5.27 5.67
Table 2: Standing wave problem: rates of convergence with qψ = qu = qp = qv = q, and τ = 1/2, α =
β = −1.
q 2 3 4 5 6
ψh 2.66 4.07 4.01 5.98 5.99
ph 2.24 3.06 4.04 5.04 6.03
uh 2.58 4.17 4.01 5.96 6.04
vh 2.57 3.24 4.00 5.26 5.97
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Table 3: Standing wave problem: rates of convergence with qψ = qu = q and qp = qv = q − 1,
τ = 0, α = β = −1.
q 2 3 4 5 6
ψh 2.84 4.06 4.10 5.94 6.04
ph 2.62 3.10 4.04 5.07 6.03
uh 2.77 4.21 4.38 5.93 6.16
vh 2.75 3.31 3.98 5.27 5.70
Table 4: Standing wave problem: rates of convergence with qψ = qu = q and qp = qv = q − 1,
τ = 1, α = β = −1.
q 2 3 4 5 6
ψh 2.84 4.07 4.10 5.95 6.04
ph 2.62 3.09 4.03 5.05 6.02
uh 2.76 4.21 4.38 5.93 6.15
vh 2.75 3.32 3.96 5.28 5.66
This result suggests that the first choice qψ = qu = q, qp = qv = q − 1 is better for efficiency, which is
used in the following experiments in this paper.
With the choice of approximation space fixed, we would like to test the influence of different
numerical fluxes at the fluid-solid interface. In Table 3 and 4, we show the convergence rates with
alternating fluxes corresponding to τ = 0 and 1, respectively. We observe that the convergence rate is
affected little by the choice of τ .
In addition, we have also tested the method with Dirichlet condition at the x1 boundaries, and free
surface condition at the x2 boundaries. The errors and rates of convergence are very close to those
obtained in the above experiments with Dirichlet conditions at all boundaries, indicating the robustness
of the method.
4.2 Snell’s law
With a flat acoustic-elastic interface, an analytical solution can be derived by using Snell’s law, see
[26]. When an incident pressure wave in the fluid impinges on the interface, the resulting field consists
of the incident pressure wave, and also a reflected pressure wave in the fluid, transmitted pressure and
shear wave in the solid. Propagation angles and wavelengths of transmitted waves are different from
that of the incident wave, resulting in a more difficult test problem than the standing wave case in
Section 4.1.
In the fluid, the velocity potential ψ = ψip + ψrp is the sum of the incident velocity potential ψi
and the reflected velocity potential ψr, where
ψi = −Aiω
ki
cos(k[sin(αi)x1 + cos(αi)x2]− ωt),
ψr = −Arω
ki
cos(k[sin(αr)x1 − cos(αr)x2]− ωt).
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In the solid, the displacements take the form
u1 = Ap sin(αp) cos(kp[sin(αp)x1 + cos(αp)x2]− ωt)−As cos(αs) cos(ks[sin(αs)x1 + cos(αs)x2]− ωt),
u2 = Ap cos(αp) cos(kp[sin(αp)x1 + cos(αp)x2]− ωt) +As sin(αs) cos(ks[sin(αs)x1 + cos(αs)x2]− ωt).
In the ansatz, the wave numbers, wave speeds, and angular frequencies are related via
ω = kc = kpcp = kscs,
and Snell’s law relates propagation angles and wave speeds as
sin(αi)
c
=
sin(αr)
c
=
sin(αp)
cp
=
sin(αs)
cs
.
By substituting the ansatz to the interface conditions (10)-(11), we obtain
Ar = Ai
Zp(cos(2αs))
2 + Zs(sin(2αs))
2 − Z
Zp(cos(2αs))2 + Zs(sin(2αs))2 + Z
,
Ap = Ai
c
cp
2Zp cos(2αs)
Zp(cos(2αs))2 + Zs(sin(2αs))2 + Z
,
As = Ai
c
cs
2Zs sin(2αs)
Zp(cos(2αs))2 + Zs(sin(2αs))2 + Z
,
where
Z =
c
cos(αi)
, Zp =
cp
cos(αp)
, Zs =
cs
cos(αs)
.
In the experiment, we choose a unit density in both the fluid and solid. In the fluid, the wave
speed c and the amplitude Ai1 are both chosen to be 1. In the solid, by setting the Lame´ parameters
µ = 4 and λ = 1, we have the pressure wave speed cp =
√
(λ+ 2µ)/ρ = 3 and the shear wave speed
cs =
√
µ/ρ = 2. In addition, we let the angular frequency ω = 2pi, and the incident wave propagation
angle αip = 0.2.
We use the same solver as in Section 4.1, and compute the solution at t = 2 when the waves
have propagated for two temporal periods. Motivated by the results in Table 1 and 2, we choose
approximation for ψh and uh one order higher than the approximation for ph and vh, i.e. qψ = qu := q,
qp = qv := q − 1. In particular, we use q = 3 and 5, as optimal or higher than optimal rates of
convergence are observed in Table 1 with these two choices.
For the Snell’s law problem, the computed rates of convergence are shown in Table 5. With q = 3,
the rate of convergence is optimal for ph and higher than optimal for the other three variables. With
q = 5, we obtain an optimal rate of convergence for ψh, ph, uh, and higher than optimal for vh. The
error plot can be found in Figure 2.
In additional, we also test our solver for the Snell’s law problem a non-Cartesian grid. The non-
Cartesian grid is obtained by perturbing all interior points by ±5% the grid size. We plot the L2 error
in Figure 2, and show the rate of convergence in Table 6. We observe that the change in the grid does
not affect much the rate of convergence.
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Table 5: Computed rates of convergence with qψ = qu = q and qp = qv = q − 1 for the Snell’s law
problem on a Cartesian grid.
q ψh ph uh vh
3 4.32 3.08 5.03 3.81
5 5.96 5.00 6.01 5.61
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Figure 2: Error plot for the Snell’s law problem on a Cartesian grid (left) and on a non-Cartesian grid
(right).
Table 6: Computed rates of convergence with qψ = qu = q and qp = qv = q − 1 for the Snell’s law
problem on a non-Cartesian grid.
q ψh ph uh vh
3 4.32 3.09 5.03 3.83
5 5.98 5.02 6.01 5.62
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Table 7: Computed rates of convergence with qψ = qu = q and qp = qv = q − 1 for the Snell’s law
problem with high contrast parameters.
q ψh ph uh vh
3 4.56 3.02 3.83 3.90
5 5.97 5.02 5.98 5.56
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Figure 3: Error plot for the Snell’s law problem with water and aluminum
4.3 Snell’s law between water and aluminum
We continue with the Snell’s law problem when two media have different material properties. More
precisely, we consider water in the acoustic medium with a wave speed c = 1500m/s. We use aluminum
in the elastic medium with density ρs = 2700kg/m
3, compressional wave speed cp = 6420m/s, and
shear wave speed cs = 3040m/s. After scaling all the parameters by 1000, we solve the governing
equation on a Cartesian grid in the domain Ωf = [0, 2]
2 and Ωs = [0, 2]× [−2, 0]. We have numerically
tested that for stability the time step can be chosen
∆t =
1.4h
cm(q + 1.5)2ρ˜s
,
where cm = max(c, cp)/1000 = 6.42, and ρ˜s = ρs/1000 = 2.7. This amounts to a Courant number 1.4
with the scaling by the density and polynomial order. The rates of convergence shown in Table 7 are
similar to the Snell’s law example without high contrast parameter (see Table 5), except when q = 3
the rate for uh drops from 5.03 to 3.83, which is slightly lower than the optimal convergence rate 4.
We plot the error versus the grid spacing in Figure 3, and observe that the L2 error is at the same
level of the Snell’s law problem without material contrast in Figure 2.
4.4 Scholte waves
Scholte waves propagate along an acoustic-elastic interface. The waves have the highest intensity along
the interface, and decay exponentially away from the interface. This type of wave propagation is ideal
for the test purpose of the proposed dG method and numerical fluxes to couple acoustic and elastic
region. The velocity potential of a Scholte wave in the acoustic region [0, 2]2 can be written
ψ = B1ωe
−kb1x2 cos(kx1 − ωt).
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Figure 4: Error plot for the Scholte wave problem.
Table 8: Computed rates of convergence with qψ = qu = q and qp = qv = q − 1 for the Scholte wave.
q ψh ph uh vh
3 4.63 4.01 4.61 3.30
5 5.75 4.98 5.83 5.10
In the elastic region [0, 2]× [−2, 0], the displacements are
u1 = (−kB2ekb2px2 − kb2sB3ekb2sx2) cos(kx1 − ωt),
u2 = (−kB2b2pekb2px2 − kB3ekb2sx2) sin(kx1 − ωt).
We take material parameters c = 1 in the acoustic wave equation, and ρ = λ = µ = 1 in the elastic
wave equation. The decay rates are
b1 =
√
1− c2s/c21, b2p =
√
1− c2s/c22p, b2s =
√
1− c2s/c22s,
where the wave speeds in the acoustic and elastic regions
c1 = c = 1, c2p =
√
λ+ 2µ
ρ
, c2s =
√
µ
ρ
.
The speed of Scholte wave cs is determined by the interface conditions (10)-(11), and the wave number
is k = ω/cs. In the experiment, we use the same parameters as in [26] and choose cs = 0.7110017230197,
B1 = −0.3594499773037, B2 = −0.8194642725978, B3 = 1, and ω = 2pi.
The computed rates of convergence at t = 2 are shown in Table 8. For q = 3, we observe higher
than optimal rates for all the four variables. For q = 5, the rates are optimal for ph and vh, and slightly
lower than optimal for ψh and uh. We also plot the L2 error versus the grid spacing in Figure 4.
4.5 Modes of two coupled annulus
In this experiment, we apply our method on a curvilinear mesh. Consider a domain consisting of an
annular fluid region r1 ≤ r ≡
√
x21 + x
2
2 ≤ r2 and a solid region confined in r0 ≤ r ≤ r1. For simplicity
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Table 9: Computed rates of convergence with qψ = qu = q and qp = qv = q − 1 for the two-annulus
example.
q ψh ph uh vh
3 4.03 2.87 3.98 2.96
5 5.92 4.92 5.78 4.97
7 7.57 6.70 6.98 6.98
we assume that the speed of sound in the fluid is one and that the P-velocity in the solid is also one.
Precisely we take the density to be one and λ = 0.5 and µ = 0.25.
Denote by ur and vr the radial component of the solid displacement and velocity, then a solution
to the elastic wave equation is
ur(r, t) = J1(r) cos(t), vr(r, t) = −J1(r) sin(t). (34)
Similarly a solution to the wave equation in the fluid is
ψ(r, t) = J0(r) sin(t), p(r, t) = J0(r) cos(t). (35)
Above Jn(r) is the Bessel function of the first kind of order n.
At r = r1 the interface conditions become
p = (2µ+ λ)
∂ur
∂r
+
λ
r1
, (36)
∂ψ
∂r
= vr, (37)
which reduces to the solvability condition
(2µ+ λ)
∂J1(r1)
∂r
∂J0(r1)
∂r
+
λ
r1
J1(r1)
∂J0(r1)
∂r
+
λ
r1
J1(r1)J0(r1) = 0. (38)
Noting that J ′0(r) = −J1(r) it is clear that r1 corresponding to roots of J1(r) are also solutions to (38).
We thus set r1 = 7.01558666981561 and also select r0 = 3.83170597020751 and r2 = 8.65372791291101
to be roots of J1 and J0, respectively, so that the boundary conditions become homogenous and of
Dirichlet type on the inner and outer boundaries.
We evolve the solution until the time t = 1 and plot the L2 error at the final time in Figure 5. The
convergence rates are shown in Table 9. For q = 3 and 5 we observe optimal rates, i.e q + 1 for ψh
and uh and q for ph and vh. For q = 7 we still observe optimal rate of convergence for vh and close
to optimal rates for ph and ψh while the rate of convergence for uh only is q. The rates are computed
using the 5 finest grids. The exception is for uh and q = 7 where we exclude the four finest grids due
to finite precision effects and use the next five to compute the rate of convergence.
4.6 Source location via time reversal
In this example we consider an example of source location via time-reversal in a coupled fluid solid
problem. Time Reversal (TR) is a technique to solve certain inverse problems such such as source
localization. The key ingredient in TR is the fact that the wave equation (containing only second order
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Figure 5: Error plot for the two annulus example.
time derivatives) is invariant to the change of variables t = −t. This means that when evolving a
Cauchy problem governed by the wave equation until time T , starting from some localized initial data,
it is possible to recover the initial data exactly by simply evolving the solution at time T backwards
in time to time t = 0. More surprisingly, the localization of the initial data persists to a high degree
even when the data is scarce, for example when recorded for a finite time and at a finite number of
recorders. Time reversal has received considerable attention in recent years, see for example the review
by Givoli [8].
Here we consider an example of a fluid on top of a solid inside the domain (x1, x2) ∈ [−1, 1]× [−2, 2]
and separated by an interface described by the curve
γ(x1, x2) = (0, 0.025 sin(npix1)).
The boundary condition on the top and bottom are homogenous Dirichlet conditions and on the sides
we impose homogenous traction and Neumann conditions in the solid and fluid respectively. We solve
until time 4 and use 70 × 70 elements with degree 5 in the fluid and the solid. The initial data
representing the source is confined to the solid and is centered at (0,−0.4). We consider two cases,
either the pressure wave
u1 = x1f(r), u2 = (x2 + 0.4)f(r),
or the shear wave
u1 = −(x2 + 0.4)f(r), u2 = x1f(r).
Here
f(r) = e−
36
0.42
(x21+(x2+0.4)
2).
The fluid is assumed to be at rest and the velocity in the solid is also taken to be zero.
This problem illustrates that TR has ability to distinguish between an explosive source of com-
pressional and source generating a shear wave from underwater measurements, something that is of
interest, e.g. for monitoring of tests of nuclear bombs.
During the forward simulation we record the velocity potential in the fluid along the straight line
connecting the points (0.0286,1.5714) and (0.2571,1.5714). The recorded signal is then re-transmitted.
As can be seen in Figure 6 the reverse signal is re-focused at the location of the source at the initial
time.
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Figure 6: Backward propagation of data recorded due to the pressure wave.
In Figure 7 and 8 we display the divergence and the rotation of the displacement at the final time
for interfaces with n = 10, 8, . . . , 0. The initial data for Figure 7 was the pressure wave and the shear
wave for Figure 8. The color scheme was picked to emphasize contrasts but is the same for both sets
of initial data.
For the case of the pressure wave we see a rather distinct focus for all of the interfaces with perhaps
a slight improvement with increasing structure, see Figure 7. For the case of a shear wave we do not
get a clear focus for any of the interfaces and here the focusing appears to deteriorate with increased
structure of the interface.
4.7 Inverse Problems
In this section we present some applications of our method applied to inverse problems.
4.7.1 Interface inversion
In this example we consider the inverse problem of finding the shape of an internal interface between
an outer annular shaped region occupied by a fluid and an inner annular shaped region occupied by
a solid. To do this we create synthetic data by recording the velocity potential ψ at 50 equidistant
locations on the surface of the fluid (where we impose a homogenous Neumann condition). The inner
and outer radii are 1 and 3 respectively and we are considering interfaces described by the periodic
function
(x1,I(θ), x2,I(θ)) = ((1 + δr(θ)) cos(θ), (1 + δr(θ)) sin(θ)), δr(θ) =
8∑
k=1
Ak sin((k + 1)θ), θ ∈ [0, 2pi],
and the synthetic data is obtained using the coefficients Ak, k = 1, . . . , 8
[0.002, 0.050,−0.001, 0.008,−0.003,−0.006,−0.010, 0.010]. (39)
The initial fields are all taken to at rest except for
ψ(x1, x2, 0) = 100e
−72((x1−2.5)2+x22)), (x1, x2) ∈ Ωf .
The grid used and the initial data are displayed in Figure 9.
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Figure 7: The divergence of the displacement at the final time. Pressure wave initial data.
The speed of sound in the homogenous fluid is taken to be one and the lame parameters in the solid
are λ = 2 and µ = 0.2 and the density is ρ = 1. The solution is recorded until the final time is 25.
The cost (misfit) functional that we minimize is the sum of the squares of the L2 norms in time of
the difference between the synthetic data and the simulated data. During the minimization we impose
the bounds |Ak| ≤ 0.1. To recover Ak, k = 1, . . . , 8 we use the L-BFGS-B algorithm by Byrd et al.
[4] and since the number of variables is small we simply use forward differences to to approximate
gradients. The reduction of the cost functional and the change in the interface are displayed in Figure
10. As can be seen the convergence is quite rapid and a reduction of the cost function by ten orders
of magnitude only takes about 15 iterations. We note that for the first few iterates it is necessary to
enforce the bounds on Ak.
4.7.2 A simple material model inversion
In this example we perform a full wave inversion of the compression wave speeds in the solid. The fluid
domain is Ωf ∈ [−1, 1]× [0, 2] and the domain of the solid is Ωs ∈ [−1, 1]× [−2, 0]. Each of the domains
is discretized by 5× 5 square elements. We impose homogenous Dirichlet boundary conditions on the
vertical sides, a homogenous Neumann boundary condition on top of the fluid domain and we set the
bottom surface in the solid to be free of traction.
In the fluid the speed of sound is one, and in the solid we have in each of the elements µ = 2 and
λ = 4 + δλi, i = 1, . . . , 25, where δλi ∈ [0, 1].
The solid and fluid are initially at rest and the solid is forced by a point source in the point
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Figure 8: The rotation of the displacement at the final time. Shear wave initial data.
(x1, x2) = (0.1, 1.8). The amplitude of the source is
A(t) = −2w20(t− t0)e−(w0(t−t0))
2
.
We set in the experiment t0 = 1 and w0 = 6, and record the solution by 9 receivers placed at the
surface of the fluid starting at x1 = −0.8 and with a spacing of 0.2 from time 0 to 10.
The forward solve uses the upwind flux everywhere and polynomials of degree 8. The solution is
advanced until time 8 by a Taylor series method with 8 time derivatives. The time step is set by the
stability restrictions in the solid. Precisely we have dt/h = 0.15/(
√
2µ+ λ(q + 1.5)) with µ = 2 and
λ = 4.
We invert for the perturbation to the material parameters, δλi by minimizing the sum of the
misfits (measured in the L2-norm in time) in the nine receivers. The exact data is obtained by a
single forward solve with the known material parameters. To minimize the total misfit we use the
Broyden-Fletcher-Goldfarb-Shanno algorithm, [18], with a backtracking line search utilizing the Armijo-
Goldstein condition. The initial guess for the perturbations is all zeros. Here we form the gradients by
a finite difference approximation. The results, displayed in Figures 11 and 12 illustrate the convergence
of the minimization process.
5 Conclusion and future work
We have studied a wave propagation problem in a coupled fluid solid region, with a focus on the fluid
solid interface. Wave propagation is modelled by the wave equation in terms of velocity potential in
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Figure 9: The geometry and initial data used in the interface inversion problem.
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Figure 10: To the left the the reduction of the cost functional as a function of the number of iterations.
The middle and right figures display the shape of the interface for different iterations.
the fluid, and the elastic wave equation in displacement in the solid. The energy based discontinuous
Galerkin method is used to discretize the governing equations in space. We have derived both energy
conserving and upwind numerical fluxes. Our test problems show that upwind fluxes perform best,
with either central or alternating coupling. Numerical experiments of several classical test problems
verify high order accuracy of the method. We have also applied the method to a full wave inversion
problem.
We have only used uniform Cartesian grids in the numerical experiments in this paper. For the
problems with strong interface phenomena, locally refined mesh would be more efficient. We do not
expect difficulties in the extension in this direction, though we have not pursued its implementation in
this paper. Other future work includes error analysis to improve the understanding of the suboptimal
convergence rates seen in some of our experiments, as well as full wave inversion using the adjoint state
method for an improved computational efficiency.
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