posed the following isodiametric problem in Hamming spaces: For every n and 1 ≤ M ≤ 2 n , determine the minimum average Hamming distance of binary codes with length n and size M . Fu, Wei, and Yeung (2001) used linear programming duality to derive a lower bound on the minimum average distance. However, their linear programming approach was not completely exploited. In this paper, we improve Fu-Wei-Yeung's bound by finding a better feasible solution to their dual program. For fixed 0 < a ≤ 1/2 and for M = a2 n , our feasible solution attains the asymptotically optimal value of Fu-Wei-Yeung's dual program as n → ∞. Hence for 0 < a ≤ 1/2, all possible asymptotic bounds that can be derived by Fu-Wei-Yeung's linear program have been characterized. Furthermore, noting that the average distance of a code is closely related to weights of Fourier coefficients of a Boolean function, we also apply the linear programming technique to prove bounds on Fourier weights of a Boolean function of various degrees. .sg). V. Y. F. Tan is also with the Department of Mathematics, National University of Singapore.
I. INTRODUCTION
A binary (n, M )-code is a subset A of {−1, 1} n with size M . The average distance of A is defined to be the average Hamming distance of every pair of codewords in A. Ahlswede and Katona [1] posed the following problem concerning the extremal combinatorics in Hamming space: For every 1 ≤ M ≤ 2 n , determine the minimum of the average distance D (A) over all sets A ⊆ {−1, 1} n of a given cardinality M . Kündgen [2] observed that this problem is equivalent to a covering problem in graph theory. Ahlswede and Althöfer [3] considered the case in which the size of code increases exponentially in n and the exponent is strictly between 0 and 1. They provided nearly optimal solutions (which are attained by Hamming spheres) to Ahlswede-Katona's problem for the asymptotic case in which n → ∞. Using a linear programming approach, Mounits [4] studied codes whose sizes are linear in n (i.e., codes with "small" sizes). He showed that when the size of code is 2n, the asymptotic value of the minimum average distance is 5 2 as n → ∞. Althöfer and Sillke [5] , Fu, Xia, together with other authors [6] - [9] , as well as Mounits [4] , proved various bounds on the minimum average distance, which are sharp in certain regimes when the code size is "large" (e.g., M = 2 n−1 or 2 n−2 ). In particular, Fu, Wei, and Yeung [9] used linear programming duality to show that for any (n, M )-code A such that a := M 2 n ≤ 1 2 ,
and equality in (1) holds for M = 2 n−1 or 2 n−2 by setting A to be a subcube (e.g., A = {1} × {−1, 1} n−1 for M = 2 n−1 and A = {1} 2 × {−1, 1} n−2 for M = 2 n−2 ). In Fu-Wei-Yeung's linear programming approach, it was observed that minimizing the average distance over all (n, M )-codes is equivalent to minimizing the average distance over all possible dual distance distributions of (n, M )-codes. By relaxing the condition that the dual distance distribution lies in a certain finite subset of the nonnegative orthant R n+1 ≥0 to the condition that it can be any vector in R n+1 ≥0 , the latter minimization problem is shown to be equivalent to a linear program. By strong duality of linear programming, the optimal value of this linear program is equal to that of its dual problem. On the other hand, the optimal value of the dual (maximization) program can be lower bounded by evaluating the dual objective at a feasible solution. This results in a lower bound for the original problem (i.e., the minimum average distance problem). Moreover, a better feasible solution will result in a tighter bound for the original problem. Hence finding a good solution to the dual program is particularly important in this approach. In [9] , Fu, Wei, and Yeung derived the bound (1) by finding a simple feasible solution 0, 0, ..., 0, 1 2 . (Note that this feasible solution is independent of the parameter a.) In this paper, we improve Fu-Wei-Yeung's bound. We first find a better feasible solution to the dual program, and then prove that our feasible solution is asymptotically optimal as n → ∞. Hence all possible bounds that can be derived by using Fu-Wei-Yeung's linear programming approach are characterized asymptotically. 1 The average distance of a code is closely related to the (Fourier) weight of a Boolean function at degree 1. For a Boolean function f : {−1, 1} n → {−1, 1}, we usef S for 2 S ⊆ [1 : n] to denote Fourier coefficients of f . Then the degree-1 Fourier weight of f is defined as
The degree-1 Fourier weight W 1 and the average distance of A = f −1 (1) := {x ∈ {−1, 1} n : f (x) = 1} admit the following intimate relationship [12] :
Hence the estimation of the degree-1 Fourier weight of f is equivalent to the estimation of the average distance of A. It is worth noting that the estimation of Fourier coefficients of a Boolean function is an important topic in theoretical computer science and Fourier analysis, which has found many applications in coding theory, noise-sensitivity theory, and combinatorics [13] - [17] . In this paper, we also apply the linear programming technique to prove upper bounds on the degree-m Fourier weight of a Boolean function for different m's. This paper is organized as follows. In Section II, we introduce some background concerning the minimum average distance problem. Specifically, we provide the definitions of several quantities (including the distance distribution, the average distance, and the distance enumerator) and briefly describe Fu-Wei-Yeung's linear programming approach in [9] . In Section III, we improve Fu-Wei-Yeung's bound by finding a new feasible solution to their dual program. The asymptotic optimality of our feasible solution is also studied. Furthermore, we also compare our improved linear programming bound with existing bounds, including Chang's bound [15, Lemma 3.1] and the hypercontractivity bound [12] . In Section IV, we apply linear programming approach to obtain upper bounds on the degree-m Fourier weight of a Boolean function. Finally, in Section V, we apply our results to estimate the noise stability of Boolean functions.
II. BACKGROUND

A. Definitions
For a subset of the Boolean hypercube (termed a code) A ⊆ {−1, 1} n , the distance distribution of A is the following probability mass function:
where d H (x, x ) := |{i : x i = x i }| denotes the Hamming distance between vectors x and x (i.e., the number of components of x and x that differ). It is clear that P (A) (0) = 1 |A| , n i=0 P (A) (i) = 1, and P (A) (i) ≥ 0 for i ∈ [0 : n]. Define the average distance of the code A ⊆ {−1, 1} n as
Define the distance enumerator of A ⊆ {−1, 1} n , with z as the indeterminate, as
Clearly, Γ z (A) is the the generating function of P (A) . For z = 1, Γ 1 (A) = 1.
The dual distance distribution of A is defined by
where w H (u) := d H (u, 0) denotes the Hamming weight (i.e., the number of nonzero components) of a vector u, and u, x := ( n i=1 u i x i ) mod 2 denotes the inner product of vectors u and x in F n 2 . Clearly,
The dual distance enumerator of A is defined as
The following MacWilliams-Delsarte identities hold [18] .
By (7),
Hence for this case, 
Then the Fourier expansion of a Boolean function f (cf.
The degree-m Fourier weight of f is defined as
By definition, it is easily seen that n m=0 W m = 1,
where a = f −1 (1) /2 n . For a code A ⊆ {−1, 1} n , the dual distribution of A and the Fourier coefficients of f = 2 · 1 A − 1 admit the following relationship [12] :
where a = |A| 2 n . For k = 1,
B. Fu-Wei-Yeung's Linear Programming Approach
For each k ∈ [0 : n] and indeterminate x, the Krawtchouk polynomials [18] are defined as 3
whose generating function satisfies
For brevity and if there is no ambiguity, we denote K (n) k as K k . 3 Here the (generalized) binomial coefficients x j :=
For i = 0, 1, we have
Combining (7), (8) , and (14) yields that the distance distribution and its dual are related via the Krawtchouk transform as shown in the following:
Given a code A of size M , by (9) and (13), the average distance of A satisfies [9, Section 4.1]
where a = |A| 2 n . Hence minimizing D (A) is equivalent to minimizing n i=2 Q (A) (i). Recall that Q (A) (·) denotes the dual distance distribution of A, which satisfies (4) and (5) . By (16) ,
In [9] , Fu, Wei, and Yeung considered a relaxed version of the minimization (integer program) of n i=2 Q (A) (i) over the dual distance distribution Q (A) . Instead of the discrete optimization of n i=2 Q (A) (i) (since given n, there are only finitely many codes and the corresponding dual distance distributions), they allowed Q (A) (0), Q (A) (1), ..., Q (A) (n) to be any nonnegative vector (u 0 , u 1 , ..., u n ) such that
Then in order to minimize n i=2 Q (A) (i), they considered the following linear program. Problem 1. Primal Problem:
The dual is the following optimization problem.
Problem 2. Dual Problem:
subject to the inequalities
By strong duality in linear programming, 4 Λ(n; a) = Λ(n; a). Using this linear programming approach, Fu, Wei, and Yeung obtained the following important result.
By (17) and Theorem 1,
In [9] , Fu, Wei, and Yeung found a simple feasible solution 0, 0, ..., 0, 1 2 to Problem 2. Substituting this feasible solution into the dual objective function in (19) , they obtained the lower bound 1 2a − 1 on Λ(n; a). This solution leads to the lower bound in (1) on the average distance.
III. IMPROVED LINEAR PROGRAMMING BOUNDS
In this section, we first improve Fu-Wei-Yeung's bound. We then compare our new bound with several existing bounds.
A. Improved Linear Programming Bounds
It was shown in [9] that
This implies that bounding D (A) is equivalent to bounding D (A c ). Hence it suffices to consider code sizes M ≤ 2 n−1 , i.e., a := M 2 n ≤ 1 2 . We next provide a simple observation for the average distance. The proof of Proposition 1 is provided in Appendix B.
By induction, this proposition implies that for a dyadic rational a = M 2 n , the sequence min A⊆{−1,1} n+k :
is non-increasing in k. Now we turn to provide the promised improvement of Fu-Wei-Yeung's bound.
where
The proof of Theorem 2 is provided in Appendix B. In this proof, we in fact show that
where θ(a) :=
Combining (21) and (25) yields that
By Proposition 1, (24) follows. The bound for the case of 1 4 < a ≤ 1 2 was proven by Fu, Wei, and Yeung and stated in (1) . This bound was proved by substituting the dual feasible solution 0, 0, ..., 0, 1 2 into the dual objective function of Problem 2. In our proof, we constructed another feasible solution
where k = 2 βn 2 for some β ∈ 1 2 , 1 . Here the β we chose is
which depends on the value of a. For fixed β, letting n → ∞, we have
In our proof, we show that this sequence of feasible solutions x * (indexed by n) leads to the bound (25). One may wonder whether it is possible to further improve the bound in (24) by finding more complicated dual feasible solutions (our solution is only 2-sparse). In the following, we show that the answer is no. To show this, we first prove the following bounds for Problem 2. The proof of Proposition 2 is provided in Appendix C.
Proposition 2 (Bounds on Λ(n; a)). We have the following bounds on Λ(n; a), defined in (19) . 1) For a ≤ 1/4 and n ≥ 1/a − 1, we have
where s := a − 1−a n . 2) For a > 1/4 and n ≥ 1−a a−(1−2a) 2 , we have
Remark 1. Fu, Wei, and Yeung showed that for any a, n, 0, 0, ..., 0, 1 2 is a feasible solution to Problem 2. This solution when substituted into the dual objective function yields the value of 1 2a − 1. Hence combining this with (33), we have that for a > 1/4 and n ≥
and so for a > 1/4, Fu-Wei-Yeung's solution is optimal for sufficiently large n.
Observe that the RHS of (32) satisfies that
where θ(a) is defined in (26). Combining this with (25), we obtain the following theorem.
Theorem 3 (Asymptotic Optimality of the Bound in (24)). For fixed a ≤ 1 2 and for 5 M = a2 n , lim n→∞ Λ(n; a) = θ(a), (36) and the sequence of vectors {x * } defined in (29)-(31) asymptotically attains θ(a) in (36).
Recall the relationship between D (A) and Λ(n; a) in (21) . By Theorem 3, the lower bound in (21) satisfies that
This means that for fixed a ∈ (0, 1 2 ), Fu-Wei-Yeung's linear programming approach cannot be used to obtain a bound that is better than (24) asymptotically as n → ∞. In other words, our proposed sequence of 2-sparse solutions {x * } is asymptotically optimal in terms of maximizing the dual objective function in Problem 2.
B. Comparisons to Other Bounds
Chang proved the following bound by using results in additive combinatorics [13] , [15] . Beautiful information-theoretic proofs of the same bound were provided by Impagliazzo, Moore, and Russell [19] , [20] as well as Hambardzumyan and Li [20] . 
By using hypercontractivity inequalities, in a recent paper [12] the present authors showed the following bound on the average distance.
Proposition 4 (Hypercontractivity Bound [12] ). For 1 ≤ M ≤ 2 n , we have 
As shown in [12] , the hypercontractivity bound is tighter than Chang's bound for all a ∈ (0, 1]. Fu-Wei-Yeung's bound in (1), the improved linear programming bound in (24), Chang's bound in (37), and the hypercontractivity bound in (38) are plotted in Fig. 1 . Our improved linear programming bound is tighter than Fu-Wei-Yeung's bound for a < 1/4. It is tighter than Chang's bound (resp. the hypercontractivity bound) when a is larger than a value of approximately 0.08 (resp. a value of approximately 0.09). The average distances of Hamming subcubes are smaller than those of Hamming balls when a is large, and larger than those of Hamming balls when a is small. For a = 1/2 or 1/4, Hamming subcubes attain the minimum average distance. However, if a tends to zero, Hamming balls asymptotically attain the minimum average distance among sets of volume a2 n [13, Remark 5.28]. Our linear programming bound is tighter than existing bounds for a = 1/8. However, for this case, there is still a gap between our lower bound and the average distance of Hamming subcubes. The latter is the best known upper bound on the minimum average distance for this case. Hence at present, it is still unclear whether Hamming subcubes are optimal for a = 1/8.
IV. BOUNDS ON FOURIER WEIGHTS
By using the relationship (2) between W 1 and D (A) with f = 2 · 1 A − 1, Theorem 2 implies the following bound on W 1 . In the following, we denote M = |f −1 (1)| and a = M 2 n for a Boolean function. Corollary 1 (Improved LP Bound). For a = M 2 n ≤ 1 2 , the degree-1 Fourier weight of a Boolean function f such that
Remark 2. The Hypercontractivity bound in Proposition 4 implies that We next upper bound W m for m ≥ 2 by using a linear programming approach similar to Fu-Wei-Yeung's approach. Since n i=0 Q (A) (i) = 1 a , we have
Now we consider the following related optimization problem. 
The dual of Problem 3 is given as follows. 
subject to
By strong duality of linear programming (and feasibility and boundedness of the primal problem), i =0,m Q (A) (i) ≥ Φ(n; a) = Φ(n; a).
Then we prove the following bounds on Fourier weights. Since the proof of Theorem 4 is similar to that of Theorem 2, it is omitted for the sake of brevity.
Theorem 4 (Bounds on Degree-m Fourier Weight). For a = M 2 n ≤ 1 2 , let W m be the degree-m Fourier weight of a Boolean function f such that f −1 (1) = M . For even m ≥ 2,
For odd m ≥ 3,
In proving Theorem 4, we use the feasible solutions (0, 0, ..., 0, 0) and 0, 0, ..., 0, 1 2 to Problem 4 to prove (45) and (46) respectively. In the following, we show that these two solutions are asymptotically optimal. That is, by using the linear programming approach in (43) and (44), it is not possible to obtain better asymptotic bound as n → ∞ . The proof of Theorem 5 is similar to that of Theorem 3, and hence is also omitted here. 
Theorem 5 implies that for the asymptotic case as n → ∞, the bounds in Theorem 4 are the best possible that can be obtained via the linear programming approach (i.e., Problems 3 and 4). It is somewhat interesting to note that for W 1 , to achieve asymptotic optimality, the feasible solution has to be 2-sparse (for a ≤ 1/4). However, for W m in which m ≥ 2, a 1-sparse or 0-sparse dual feasible solution suffices for achieving asymptotic optimality.
V. APPLICATION TO NOISE STABILITY
In this section, we apply our bounds on the degree-1 Fourier weight to bound the noise stability of Boolean functions. Let −1 1 1} and ρ ∈ [−1, 1] , the noise stability of f at ρ is
where the expectation is taken over random vectors (X, Y) ∼ P n XY with P XY defined in (48). For a Boolean function f :
Given a, maximizing Stab ρ [f ] is equivalent to maximizing q. On the other hand, by [12, Equation (11) ], q = a 2 Π ρ (A), where Π ρ (A) is the distance enumerator of A defined in (6) . By (11) ,
Since k≥0 W k = 1, Equation (50) leads to the following inequalities:
i.e.,
Define η (a) := min {ϕ(a), ψ (a)} then by the bounds on W 1 given in (40) and (41),
Therefore,
Hence we have the following bounds on q. If we replace η (a) with 1 4a , then Proposition 5 reduces to [12, Corollary 1] . It is easy to verify that ϕ(a) ≤ 1 4a . Hence η (a) ≤ 1 4a , which implies that the lower and upper bounds given in Proposition 5 are tighter than the corresponding bounds given in the present authors' previous work [12, Corollary 1].
APPENDIX A PROOF OF PROPOSITION 1
Let A * ⊆ {−1, 1} n be an (n, M )-code that attains min A⊆{−1,1} n :|A|=M D (A). Now we construct a new (n + k, 2 k M )-code as follows:
Obviously, B ⊆ {−1, 1} n+k and |B| = 2 k M . Next, we prove that D (B) = D (A * ).
For any x ∈ B, we can write x = (x 1 , x 2 ) where x 1 ∈ A * and x 2 ∈ {−1, 1} k . Then we have
Using (56) we obtain that
where (57) follows since for a k-dimensional Hamming cube, its average distance is k/2. 
APPENDIX B PROOF OF THEOREM 2
We first provide some fundamental properties of Krawtchouk polynomials in Appendix B-A, and then applied them to prove Theorem 2 in Appendix B-B.
A. Properties of Krawtchouk Polynomials
By definition, Krawtchouk polynomials satisfy
see [18] . Furthermore, Krawtchouk polynomials also have the following recurrence property.
Proof: By [18, Theorem 15], we have the following alternative expression for Krawtchouk polynomials:
By using the alternative expression in (60), we obtain that
We consider the function R x → K (n) k (x) ∈ R, which has k distinct real roots [18] . We denote the real roots respectively as x
. These roots lie in the interval n 2 − k (n − k), n 2 + k (n − k) and are symmetric with respect to the point x = n 2 (i.e., x
. Hence we have the following properties. Lemma 2. The following hold:
2) (Bound on Magnitude) For all x ∈ [0 : n],
Proof: Statement 1 follows by Lemma 1 and the fact K (n−1)
. Now we prove Statement 2. By [22, Equation (16) ], for x ∈ [0 : n],
By [23, Lemma 2.3 and Problem 1 on p.39],
Hence for all x ∈ [0 : n],
Lemma 3. Let i ∈ Z ≥0 and 0 < β < 1/2. Let k = βn . Then given i and β, there exists an N i,β ∈ Z ≥0 such that for all n ≥ N i,β ,
Proof: By (58), the function x → K (n) k (x) is symmetric with respect to the line x = n 2 . Hence to prove that (63) holds for i ≤ x ≤ n − i, it suffices to prove that it holds for i ≤ x ≤ n 2 . Next we prove this.
By (62), we have that
Since by (60), for k ≥ i, K (n)
On the other hand, for all x
where (70) follows from [21, Section 2.1.2] and the hypothesis 0 < β < 1/2 . Combining (69) and (70) yields that (65) is exponentially large. This means that for sufficiently large n, K (n)
B. Proof of Theorem 2
By Proposition 1,
Hence to prove Theorem 2, it suffices to prove lim inf n→∞ Λ(n; a) ≥
Next we prove this. Let β ∈ 1 2 , 1 be a constant. Let k = 2 βn 2 . Obviously, k is an even integer and k/n → β as n → ∞. Then we consider the vector x * := 0, ..., 0, x * k , x * k+1 , 0, ..., 0 with the k-th and (k + 1)-th components x * k , x * k+1 satisfying
Solving the equations (72) and (73), we obtain that
Observe that
2 k n − 1 + 1 n 2 k n + 2 1 n − 1 as stated in (30) and (31). Letting n → ∞, we have
We next prove that when β > 1/2 and n is sufficiently large, x * = 0, ..., 0, x * k , x * k+1 , 0, ..., 0 is a feasible solution to Problem 2.
Observe that for sufficiently large n, x * k , x * k+1 ≥ 0. Hence we only need to show that for sufficiently large n and for all i = [2 : n], the other inequality constraint in Problem 2 is satisfied, i.e.,
By the choice of x * , we have ϕ(2) = ϕ(n) = 1. By (59), we have
Hence it remains to verify that ϕ(n − 1) ≤ 1 for sufficiently large n. Consider,
Until now, we have shown that when β > 1/2 and n is sufficiently large, x * := 0, ..., 0, x * k , x * k+1 , 0, ..., 0 is a feasible solution to Problem 2. This immediately yields the following bounds on Problem 1. For sufficiently large n,
Taking limits as n → ∞, we obtain that
.
Since β ∈ 1 2 , 1 is arbitrary, we can maximize the bound (75) over all β ∈ 1 2 , 1 . This yields that Taking i = 2, we have n k=1 [K k (2) − K k (1)] x k ≤ 1.
(76)
Since K k (1) = n k 1 − 2k n K k (2) = n k (n − 2k) 2 − n n (n − 1)
we have that (76) is equivalent to n k=1 2k (2k − n − 1) n (n − 1)
where y k := n k x k ≥ 0, k ∈ [1 : n] .
The objective function of Problem 2 satisfies 
For n ≥ 1/a − 1, we have n 2(1−a) ≥ n+1 2 . Therefore, for n ≥ 1/a − 1, the coefficients 2k(2k−n−1) n(n−1)
in (77) are nonnegative for all k ∈ n 2(1−a) : n . By this property and continuing the upper bound in (78), we obtain that for n ≥ 1/a − 1, (81), the integer-valued variable k is relaxed to a real-valued variable t. Now we calculate the value of θ n (a). By setting the derivative of the objective function in (81) to be zero, we find that for n ≥ 1/a − 1, the objective function has a local minimum at t 1 = n − n (an + a − 1) 2 (1 − a) . and a local maximum at t 2 = n + n (an + a − 1) 2 (1 − a) .
It is easy to verify that t 1 and t 2 satisfy the following properties. 1) For n ≥ 1/a − 1, t 1 ≤ n 2 (1 − a) .
2) For a ≤ 1/4 and n ≥ 1/a − 1, n 2 ≤ t 2 ≤ n.
3) For a > 1/4 and n ≥ 1−a a−(1−2a) 2 , t 2 ≥ n.
Based on the properties above, we know that the maximum in (81) is attained at t 2 if a ≤ 1/4 and n ≥ 1/a − 1, and at n if a > 1/4 and n ≥ These yield (32) and (33) respectively.
