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1. INTRODUCTORY REVIEW 
This paper presents an extension of Chen's weighted fuzzy reasoning algorithm in order to adapt it 
for representing knowledge on an engineering selection problem. We observed that in performing 
selection in engineering domains, some factors are deemed essential for the validity of the choice. 
For example, given a sample rule for performing solvent selection for carbon dioxide removal: 
IF (absolutely high partial pressure A absolutely high corrosion A absolutely high absorp- 
tion rate} 
THEN physical solvent (CF = absolutely certain), where CF = certainty factor, 
or mapping onto quantifiers in Tables 2 and 3 (see the Appendix), 
IF (partial pressure, 1.00) A (corrosion, 1.00) A (absorption rate, 1.00)} 
THEN physical solvent (CF = 1.00). 
If the partial pressure is not absolutely high, then physical solvent is not applicable because 
partial pressure is the key factor which ensures that physical solvent is useful. In this case, 
partial pressure is an essential factor. Here we propose a representation mechanism and a fuzzy 
inferencing algorithm such that this kind of implicit relationship can be represented. Before we 
present our enhanced weighted fuzzy reasoning algorithm in Section 2, we will briefly review the 
original weighted fuzzy reasoning algorithm by Chen [1]. 
Chen's weighted fuzzy reasoning algorithm [1] includes three steps. For each rule I in the 
knowledge base, proceed as follows. 
(1) If the patient's manifestation M is not related to the theoretical symptoms ofthe disease Di 
described in I, skip rule I and go to next rule. Otherwise, measure the similarity of the 
patient's manifestation M with the theoretical symptoms of the disease Di in I by using 
a weighted similarity function F described in the next section. 
(2) Multiply the similarity index retrieved from Step (1) with the certainty factor (CF) of 
rule I. 
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(3) If the result from Step (2) is greater than the user defined threshold A, where A defines the 
acceptable range of divergence, then map the result to a fuzzy quantifier by using Table 2, 
else go to next rule. 
Chen's weighted similarity function F is a new version of his original similarity function pro- 
posed in 1989 [2]. The idea of a weighted similarity function is quite similar to the use of 
compromise programming by Zeleny [3]. Generally, the weighted similarity function consists of 
four steps: 
(1) to measure the similarity between each element in two vectors retrieved from the two fuzzy 
sets to be compared, 
(2) to multiply the degree of importance or weight, stated in the user defined vector I~, to 
the result retrieved from Step (1), 
(3) to accumulate all the results from Step (2), 
(4) to return the accumulated resulted. 
Let U be the universe of discourse, 
U = {ul, u2, u3,..  • up}, 
and given two arbitrary fuzzy sets A and B which are represented as vectors A and 1} such that 
A = {(Ul, xl), (u2, x2), (u3, x3),. . . ,  (ui, xi), • • •, (up, xp)}, 
B = {(ul, tl), (u2, t2), (u3, t3) , . . . ,  (~,  t , ) , . . . ,  (~,, tp)}, 
where u~ is an attribute associated with a fuzzy numeric quantifier, x~ for A and t~ for B, and 
= {zl ,  x2, xs , . . . ,  =p}, /) = {tl, t2, t3 , . . . ,  tp}, 
and W represents the weight of importance of the attributes ui's, then lYd is the vector for 
representing W, 
~V ---- {Wl ,  w2,  w3,  . . . , Wp},  
and the degree of similarity between A and B can be measured by the similarity function F, 
F(.4,1~, 1~) • [0, 1], where 
" [  * ~J ] F(A,  B, W)  : ~ T(x j ,  tj) 
T(x#, t#) = 1 - Ixj - tj [, and 
T(z~,t~) • [0,1]. 
It is apparent that the larger the value of F(,4,1}, l~), the higher the similarity between the fuzzy 
sets A and B. 
2. ENHANCED WEIGHTED FUZZY REASONING ALGORITHM 
One problem with the original weighted fuzzy reasoning algorithm as presented by Chen is 
that it cannot provide an underline to the factor which is considered essential in a given decision. 
For example, the rule 
IF {(partial pressure, 1.0) A (absorption rate, 0.5) A (cost, 0.7)} 
THEN physical solvent (CF = 1.0) 
cannot show that partial pressure is an essential condition for the use of physical solvent and 
that if partial pressure is not absolutely high, the choice of using physical solvent is not valid. 
To represent the above idea, we propose adding a new constant f~ to Table 3, converting it to 
Table 4, and modifying the algorithm as follows. 
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2.1. Fuzzy  Quant i f iers  and The i r  Cor respond ing  Numer ic  In terva l  
This section explains how to use f~ to map fuzzy quantifiers to numerical intervals uch that the 
implicit knowledge in engineering rules can be stored in a fuzzy production rule in a numerical 
form. 
Originally, when mapping a fuzzy quantifier to a numerical interval, we use Table 3. But now, 
we separate fuzzy variables in the antecedent of a rule into two categories. 
(1) Essential factors--those factors that are critically important for the conclusion to be valid. 
For example, partial pressure is an essential factor for the decision of physical solvent; if 
the partial pressure is not absolutely high, then physical solvent does not apply. 
(2) Optional factors--factors in the antecedent of a rule which are not critically important for 
the validity of the conclusion. 
Given that U is the set of solvents' characteristics, V is a set of concluding decisions, D~ is the 
fuzzy set which describes the characteristics or properties of a solvent, and M is the fuzzy set 
which describes the user's requirement on solvent properties. Therefore, 
U = {ml, m2, . . . ,  mj . . . .  , mp}, where mj : a solvent characteristic or a 
factor, p -- number of factors in U, 
V = (dl, d2, . . . ,  d i , . . . ,  dn), where di = a decision, n = number of de- 
cisions, 
Oi : { (ml ,  t i l  ), (m2, ti2), (m3, t i3 ) , . . . ,  (rap, t ip)}, 
M : {(ml, xl), (m2, x2), (m3, x3) , . . . ,  (rap, xp)}, where t~ and x~ are the numerical quanti- 
tiers of fuzziness of the corresponding char- 
acteristics mi. 
Since both D and M are fuzzy sets, they can be substituted into A and B defined earlier. 
Therefore, 
: {Xl, X2, X3 , . . .  , Xp}, /~) ---- {t i l  , ti2 , t i3 , . . .  , tip } • 
Given a rule 
Ri: IF D~ THEN di (CF = #i) 
where 
Pi is the numerical quantifier of certainty CF, #i E [0, 1] and 1 < i < n, 
n = number of rules in knowledge base. 
If {ml, m2} are members of the set of essential factors and {m3, m4,..., mp} are the optional 
factors, we can convert he numerical quantifiers of fuzziness associated with ms to numerical 
intervals as follows. 
If optional factors are mapped to numeric interval, we use Table 3, 
e.g., absolutely high --* 1.00. 
If essential factors are mapped to numerical interval, we use Table 4, 
e.g., absolutely high --* 1.00 + f~, 
where/~ is a user specified constant and f~ E [1, c~]. 
Hence, we have the following rule: 
IF (absolutely high partial pressure A absolutely high absorption rate) 
THEN physical solvent (CF = absolutely certain). 
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Since engineers know that the partial pressure is an essential factor, but the absorption rate is 
not, they can use both Tables 3 and 4 to convert the above rule into an implementable rule as 
follows. 
Assume ~ = 10, 
IF (partial pressure, 1.00 + 10) A (absorption rate, 1.00) 
THEN physical solvent (CF = 1.00). 
This rule can be used in an inference engine which incorporates the enhanced weighted fuzzy 
reasoning algorithm. This algorithm has been implemented in the C programming language and 
is described in the following section. 
2.2. A lgor i thm 
INPUT: 
(1) The set M of user specified solvent characteristics. 
(2) The quantity/~ to represent the numeric value of essential factors. 
(3) ~ = {al, a2,a3,ap} represents the set of acceptable ranges of divergence between the 
theoretical fuzzy value associated with each solvent characteristic and the user specified 
fuzzy value associated with it. 
(4) A defines the acceptable range of divergence accumulated from the fuzzy values associated 
with the solvent characteristics mentioned in a given rule. 
OUTPUT: Decision(s) with reasonable similarity and certainty. 
For each rule I in the knowledge base, proceed as follows. 
(1) If there is an inconsistency between the user's specified M and theoretically defined Di, 
then stop the reasoning process and inform the user. For example, if the user defines 
the solvent characteristic, partial pressure (in M)  as an essential factor, but the partial 
pressure has been defined by the user as an optional factor in L)i, then the system will 
inform the user an inconsistency exists. 
(2) For each factor or characteristic J in rule I, 
(2.1) calculate the similarity index by using the similarity function T stated in Section 1, 
(2.2) if the numerical value of the fuzzy quantifier for J is greater than/~, i.e., it is an 
essential factor, 
(2.2.1) if the similarity index from Step (2.1) is less than the user defined threshold a j, 
then skip this rule and jump to next rule and go to Step (1). 
(3) Sum_similarity_index ~ Sum all similarity index from Step (2). 
(4) Total_similarity_index ~-- Multiply the sum_similarity_index retrieved from Step (3) to the 
certainty factor (CF) of rule I. 
(5) If the Total_similarity_index is greater than the user defined threshold A, then map the 
Total.similarity_index to a fuzzy quantifier by using Table 2, else go to next rule. 
Generally, our algorithm consists of five variables and five steps. 
I, J are the current decision or rule, and the current characteristic or factor, respectively. ~ is 
a threshold variable which defines whether the corresponding factor is an essential factor. If the 
numerical fuzzy quantifier m for factor J in rule I is greater than/~, it is an essential factor, 
otherwise, it is not. aj is a threshold variable which defines whether the user's specification of 
factor J is similar to the factor J in a rule. A is a threshold which defines whether the user's 
specification M is close enough to the specifications defined in a rule in the knowledge base. 
Steps (3)-(5) of our algorithm are the same as the previous version of weighted fuzzy reasoning 
algorithm, our modifications to the algorithm include only the first two steps. The purpose of 
Step (1) is to ensure consistency of the knowledge in the knowledge base. The definitions of 
essential and optional factors should be true of the entire knowledge base. The second step 
of the algorithm is used to determine whether an essential factor can be satisfied. For each 
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factor J,  if the numerical value of the fuzzy quantifier of J is greater than/~, which means J
is an essential factor, we evaluate the similarity index between the user's specification on J and 
the characteristic J of the decision I. If the similarity index is less than the j th  element of 
(or aj),  then the essential factor cannot be satisfied, and hence, we can simply get rid of the 
rule I because decision I does not apply. If the factor J is not an essential factor, then we do 
not need to check the similarity index against aj because factor J will not affect the validity of 
the decision. In this case, we only calculate the similarity index of that factor. 
The functions of the third to fifth steps in the algorithm are to summarize all the information 
(primarily the similarity index) that we obtained from Step (2), multiply the result to the CF 
in the rule, and from the product derive a conclusion on how likely the decision is acceptable 
to the user. If the total_similarity_index of the final conclusion of rule I is higher than the user 
defined variable ,k, the decision in rule I is acceptable. At this point, we map the value of the 
total similarity index back to a corresponding fuzzy quantifier using Table 2. 
2.3. Appl icat ion  of the Enhanced Weighted Fuzzy Reason ing A lgor i thm to the  Sol- 
vent  Select ion Domain  
To illustrate our algorithm, we apply it to the following example. Assume that the knowledge 
base of a solvent selection advisory system contains two rules, 
RI: IF ((partial pressure, 10.90), (absorption rate, 0.00), (cost, 1.00)} 
THEN physical solvent (CF = 1.00), 
R2: IF ((partial pressure, 10.00), (absorption rate, 0.00), (cost, 1.00)} 
THEN amine (CF = 1.00), 
and the fact base of the system contains the following fact: 
User's Requirement: ((partial pressure, 10.8), (absorption rate, 0.00), (cost, 0.50)}. 
To store the above rules and facts in vector form, we have 
D1 = ( t l l , t12, / ;13)  = (10.90,0.00, 1.00), 
i)2 = (t21, t22, t23) = (10.00, 0.00, 1.00), 
~I = (Xl , X2, xa) = (10.80,0.00,0.50). 
Assume the weight of the factors as 
~V = (Wl, W2, W3) = (0.40,0.10,0.30), 
-- (t~l, a2, a3) = (0.30, 0.30, 0.30). 
Now we trace the algorithm. 
When I = 1, J = 1, proceed as follows. 
(1) Check for consistency: 
x1=10.8>10 and t11=10.9>_10(~), 
therefore mt is an essential factor. 
(2) Check for validity of the essential factor 
T(Xl  • t l l )  = 1 - Ix1 - t l l ]  = 1 - ]10.8- 10.9] --- 0.9 > 0.3(al), 
therefore the current factor is valid: 
Wl 0.4 
similarity_index = T(x l ,  tl l) * ~ = 0.9 x 0.--8" 
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For J = 2 and J = 3, we can skip the validation process in Step (2) because the absorption 
rate ( J  = 2) and cost ( J  = 3) are not essential factors. Therefore, we only calculate the 
similarityAndex. Hence, 
w2 0.1 
- l . O x  - -  similarity index for J = 2 is T(x2, t12) * y~3= 1wk 0.8' 
w3 0.3 
similarity index for J = 3 is T(x3, t13) * = 0.5 X ~.  
E3_-- I  Wk 0 .8  
(3) Summing all similarity indices from Step (2), 
( ( 01 ( 
sum_similarity_index= 0 .9x~-~)+ 1 .0+~- -~)+ 0.5x =0.7625. 
(4) Multiplying sum_similarity_index with certainty factor (CF) of the rule I: 
in this case I -- 1, and CF = 1.00; 
therefore Total_similarity_index = 0.7625.1.00 -- 0.7625. 
(5) Since 0.7625 (Total_similarity_index) > 0.3(A), therefore we map the value back to a fuzzy 
quantifier using Table 2. From Table 2, we can conclude that the decision dl in Rt is 
pretty certain. 
When I = 2, J -- 1, proceed as follows. 
(1) Check for consistency: 
x] = 10.8 > 10(8) and t21 = 10.0 > 10(fl), 
therefore ml is an essential factor. 
(2) Check for validity of the essential factor 
T(xl .t21) = 1 - Ix1 - t21] = 1 - 110.8- 10.01 = 0.2 < 0.3(al), 
therefore the current factor is not valid. 
From the algorithm, we can conclude that R2 should not be fired. 
With the above data sets, our program will generate output as follows: it is pretty_certain that 
the decision of physical_solvent fi s the specification. 
3. SUMMARY 
In this paper, we have presented a new mapping table and an enhanced weighted fuzzy reason- 
ing algorithm which enriches the representation capability of a rule and enhances the inferencing 
power of a fuzzy reasoning system. With the new constant 8, the vector c~, and the inference 
algorithm, a system that incorporates the algorithm would be able to evaluate a decision based 
on the effect of individual factors in the antecedent of a rule. The certainty that a decision is 
valid is increased, and the representational power and flexibility of a fuzzy inference system can 
be realized. 
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APPENDIX  
Table 1. Fuzzy quantifiers and their corresponding Table 2. Certainty levels and their corresponding 
numerical intervals from [1]. numerical intervals from [1]. 
Fuzzy Quantifiers Numerical Intervals Certainty Levels Numerical Intervals 
always [1.00, 1.00] absolutely certain [1.00, 1.00] 
very strong [0.95, 0.99] extremely certain [0.96, 0.99] 
strong [0.80, 0.94] very certain [0.86, 0.95] 
more or less strong [0.65, 0.79] pretty certain [0.76, 0.85] 
medium [0.45, 0.64] quite certain [0.66, 0.75] 
more or less weak [0.30, 0.44] fairly certain [0.56, 0.65] 
weak [0.10, 0.29] more or less certain [0.46, 0.55] 
very weak [0.01,0.09] little certain [0.30, 0.45] 
no [0.00, 0.00] very little certain [0.16, 0.29] 
hardly certain [0.01, 0.15] 
absolutely uncertain [0.00, 0.00] 
Table 3. Fuzzy quantifiers and their corresponding Table 4. Fuzzy quantifiers and their corresponding 
numerical intervals as applied to solvent selection numerical intervals for essential factors. 
domain. 
Fuzzy Quantifiers Numerical Intervals Fuzzy Quantifiers Numerical Intervals 
absolutely high [1.00, 1.00] absolutely high [1.00 + f~, 1.00 +/3] 
very high [0.95, 0.99] very high [0.95 +/3, 0.99 + 1~] 
high [0.80, 0.94] high [0.80 +/3, 0.94 + ~] 
more or less high [0.65, 0.79] more or less high [0.65 + f~, 0.79 +/3] 
medium [0.45, 0.64] medium [0.45 + f~, 0.64 +/3] 
more or less low [0.30, 0.44] more or less low [0.30 +/3, 0.44 +/3] 
low [0.10, 0.29] low [0.10 +/3, 0.29 + 13] 
very low [0.01, 0.09] very low [0.01 +/3, 0.09 +/3] 
absolutely low [0.00, 0.00] absolutely low [0.00 +/3, 0.00 +/3] 
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