Abstract. Latency of user-based and item-based recommenders is evaluated. The two algorithms can deliver high quality predictions in dynamically changing environments. However, their response time depends not only on the size, but also on the structure of underlying datasets. This constitutes a major drawback when compared to two other competitive approaches i.e. content-based and model-based systems. Therefore, we believe that there exists a need for comprehensive evaluation of the latency of the two algorithms. During a typical worst case scenario analysis of collaborative filtering algorithms two assumption are made. The first assumption says that data are stored in dense collections. The second assumption states that large amount of computations can be performed in advance during the training phase. As a result it is advised to deploy user-based system when the number of users is relatively small. Item-based algorithms are believed to have better technical properties when the number of items is small. We consider a situation in which the two assumptions are not necessarily met. We show that even though the latency of the two methods depends heavily on the proportion of users to items, this factor does not differentiate the two methods. We evaluate the algorithms with several real-life datasets. We augment the analysis with both graph-theoretical and experimental techniques.
Introduction
Recommender systems (RS) are an important component of the Intelligent Web. The systems make information retrieval easier and push users from typing queries towards clicking on suggested links. At a conceptual level recommender systems are similar to data-mining classification and regression predictive algorithms [12] and deal with analogous tasks. For example, we would use data-mining model to predict which genre of music is interesting for a user. We would use a RS to foresee which particular song matches user's preferences. Hence, recommender algorithms are used to make prediction on more fine-grained level than traditional data-mining tools, which are also utilized in the pre-processing step of RS [2] . Herlocker et al. [14] delineate eleven functions that RS can have.
There exist two basic types of recommender algorithms i.e. content-based methods and collaborative filtering (CF) techniques. Content-based method require an access to an information describing users. It can be age, income or address of a person. CF techniques rely only on feedback extracted from users' interactions with items represented by ratings or preferences. If the predictions are made by analyzing the neighborhood of users or items than we deal with neighborhood-based CF. Latent factors model such as matrix factorization (e.g. Singular Value Decomposition [17] of user-item matrix) is an example of a modelbased algorithm.
The purpose of this article is to analyze the factors that impinge on the response time of neighborhood based collaborative filtering algorithms. Latency is defined as the time required for making a recommendation for a randomly selected user. Ability to deliver results within a limited time constraint is an important condition for deploying the algorithms in real-life online settings. Low latency is also essential for high throughput of a system, which equals to the number of recommendations that can be made during a given period of time.
We focus our attention on user-based [13] and item-based algorithms [24] . The motivation for the first method is the observation that an item should be recommended if it is highly rated by users similar to the analyzed user. The second method asserts that the analyzed user would exhibit high preference for items that are similar to the items she has already rated high. Two users are argued to be similar if the distance between two vectors containing quantified users' preferences for items is small. The distance can be defined by means of various intuitive measures (e.g. euclidean metric, cosine similarity or Pearson correlation) [21] . The similarity between two items is defined in an analogous way. Because of the ease of implementation and straightforward training phase, the algorithms belong to the most popular recommender systems. They are usually deployed as a first choice solution by web developers and deliver recommendations until more advanced methods are tuned, larger datasets are collected or necessary experience in data modeling is gained.
Our contribution is as follows:
-The influence of the users to items proportion on the latency has been extensively studied -Two flavors of implementing user-based and item-based algorithms are described -The relationship between the asymptotic Newman's formula and technical performance of neighborhood algorithms is envisioned -The problems of an intuitive synthetic data generation are outlined -The advantages of using bipartite graph generators are delineated -It is shown that two features of social networks i.e. heavy-tail distribution and growing density are besides of the numbers of users, items and ratings responsible for the difference in latency between user-based and item-based methods
The article consists of eight sections. In the second section we review the result in the field of evaluating recommender systems. In sections 3 − 7 we de-scribe four approaches to dedicated to analyzing the latency of user-based and item-based methods. We start with classic worst case scenario analysis. Then we compare the latency of the two algorithms obtained with real-life datasets. In section 5 we try to enrich the analysis with the asymptotic Newman's formula. In section 6 a synthetic datasets are generated and in section 7 the artificial datasets are used. The last eighth section contains the conclusions.
Related work
We can distinguish two classes of criteria used when evaluating performance of RS. The first class consists of correctness related characteristics. The second class comprises technical indicators. Both groups of measures play a complementary role. The first group lets us to find out how attractive are the produced predictions (or recommendations). The second group of indicators informs us if we can meet imposed technical constraints with the resources we posses. Among the most important characteristics in the first group [25] are: accuracy, precision, recall, rank correlation, confidence, trust, novelty, diversity or serendipity. In the second group [8] we focus on: memory consumption, time required to train a model from scratch, latency and time required to update a model.
This section is only a brief foray into the problems of evaluating RS. This field of research has developed dynamically in recent years. One of the events that was responsible for this phenomenon was the Netflix Prize challenge 1 . The competition was organized by a large DVD retailer in US. The prize of 1 million dollars was awarded to the team that managed to improve RMSE (root mean standard error) of the retailer's Cinematch algorithm by more than 10%. It turned out that classic collaborative filtering techniques relying on the notion of neighborhood do not perform as good as SVD-based approaches [17] or a technique derived from the artificial neural networks domain i.e. Restricted Boltzmann Machines [23] . Although neighborhood algorithms output orthogonal predictions to the two advanced techniques and became a part of the blended winning solution, the importance of user-based and item-based algorithms became diminished after the challenge.
We claim that even though SVD and RBM were reported to outperform neighborhood-based algorithms, the quality of the latter should not be underestimated and they are still competitive in real-life settings. Organizers of the Netflix evaluation made much effort to deliver realistic and huge data. However, the setting of the competition did not envision the problems that we need to face in most realistic deployments i.e. instant creation of new items, users or ratings and an access to a real-time feedback from users.
These drawbacks were overcome during the Online Task of the Discovery Challenge [16] organized as a part of the ECML 2009 (European Conference on Machine Learning). The owners of the BibSonomy 2 bookmarking portal opened its interfaces to recommender systems taking part in the evaluation. Whenever a user of BibSonomy was bookmarking a digital resource (a publication or a website) a query was sent to all the systems. The tag recommendation of a random one was displayed to the user. After the action a feedback with user's actions was sent to all systems. The systems could have been maintained during the challenge, because they were configured as web services. Among the most interesting lessons we learned during all three parts of the evaluation are:
-The winning solution is a hybrid system blending content-based predictions with neighborhood related statistics from three bipartite graphs (user-post, user-tag, post-tag) [18] -The best matrix factorization algorithm [22] was able to compete with other methods only in the second task containing pruned data -It turned out in task three that none of the systems was able to meet latency constraint and deliver all of its recommendations within 1 000 milliseconds time limit.
Moreover, during the aftermath of the challenge two more facts were observed. Firstly, it has been shown in [19] that the winning solution can be directly applied to datasets from Delicious and StackOverflow APIs. In both cases embedding online adoption mechanism leads to statistically significant improvement of recall measure. Secondly, it has been shown in [6] , that the system that managed to minimize the latency and deliver majority of predictions around 200 milliseconds faster than the winning team, outperformed all the systems in terms of the percentage of correct tags that were clicked by users. Our research was greatly motivated by the above observations.
Worst case analysis
The variables and functions used to analyze the latency of user-based and itembased algorithms are contained in Table 3 . We recall [21] the pseudo-code of both algorithms in the Algorithm frames 1 and 2. The results of standard approach [15, 10] used to assess technical properties of neighborhood-based RS are given in Table 2 .
Algorithm 1: Item-based recommender (Item -LN)
input : an active user u output: a list of top ranked items by u
U a set of users I a set of items E a set of ratings given to items by users I(U ) a set of items ranked by users from U ⊂ U U (I ) a set of users who ranked at least one item from I ⊂ I N2(u) a set of users who ranked at least one common item with u N3(u) a set of items ranked by users from N2(u)
sim(u, u ) similarity between users u and u sim(v, v ) similarity between items v and v pref(u, v) a rating given to item v by user u Table 1 . Variables and functions used in the article.
Algorithm 2: User-based recommender (User -LN)
input : an active user u output: a list of top ranked items by u * foreach other user u ∈ U do compute sim(u,u );
retain the most similar users -the neighborhood UN
In case of item-based recommender, we iterate over all items v ∈ I that were not ranked by an active user u. The preference of u for v is calculated as a product of a vector of similarities between v and v ∈ I(u) and a vector of preferences given by u to v ∈ I(u). In case of user-based recommending, similarities between items are replaced by similarities between users. Moreover, in order to tune the accuracy we can limit computations of the preferences only to the most similar users (the neighborhood) 3 . It is assumed in the standard complexity analysis that similarities can be precomputed. As a result, it is asserted that user-based technique is faster when the number of users is relatively small (compare Fig. 1 ). The item-based algorithm is believed to be faster when the number of items is relatively small [21] .
Recommender
Memory Training time Latency In practical applications precomputing similarity matrices is a questionable step. It can be justified in situations, where the collections of users or items are stable (e.g. a bookstore). However, in dynamic settings with constant refreshing and churn it might be difficult to maintain updated similarities. Such scenarios are typical for news websites [9] , content management [1] or web advertisements [4] . Another problem with the asymptotic analysis is an assumption that vectors with preferences are stored in dense structures (e.g. double[]). This assumption is not met, because real-life datasets are sparse. Consequently, sparse data structures are utilized (e.g. Set<Double>). Hence, we believe that there is a need for thorough analysis of an expected value of the latency in real-life settings.
In the following sections we use Mahout framework 4 . Mahout contains highly efficient open-source implementations of RS. We use Mahout's data model and its generic implementations of user-based and item-based algorithms. We also developed two modified implementations.
User-LN is Mahout's GenericUserBasedRecommender with neighborhood size set to all users User-SN is GenericUserBasedRecommender with modified starred step in frame 2. Instead of u ∈ U we implemented u ∈ N 2 (u) Item-LN is modified GenericItemBasedRecommender implementation as described in frame 1 Item-SN is Mahout's GenericItemBasedRecommender implementation, it differs from frame 1 in the starred step, instead of v ∈ I Mahout runs over v ∈ N 3 (u)
Suffix -LN stands for large neighborhood and -SN stands for small neighborhood.
Real-life datasets
The datasets used in the evaluation and subsequent latency statistics are summarized in Table 3 . Latency was measured over a sample of randomly drawn 300 users and extracting 10 top ranked items. The datasets were downloaded from the Clear-Bits repository 5 , which contains dumps of logs extracted from 11 query answering forums. The dumps are maintained by StackExchange Data Explorer 6 . For instance, the following question was asked on 2010-07-29 00:48 and tagged with two ¡distribution¿ and ¡poisson¿ in a forum dedicated to the statistical analysis:
What is the relationship between a Nonhomogeneous Poisson process and a process that has heavy tail distribution for its inter arrival times? Table 3 . Statistics describing real-life datasets used in the evaluation and corresponding latency. Parameter p stands for the proportion of the number of users to the number of all nodes (users and items).
We built two datasets for each forum. The first dataset is suffixed with -comments, the second is suffixed with -tags. In case of comments, posts are treated as items and if a user sent a comment to a post than we created an edge between the two. In case of tags, posts are perceived as users and tags attached to posts are items. If a post was tagged with a certain word than we created an edge between the two. We augmented each edge with a random number of stars {1, 2, 3, 4, 5}. In general, there are many ways of implicit inferring the preferences. We stayed with the random for simplicity and because the complexity of the implementation of similarity measure that we used (i.e. Pearson correlation) depends only on the number of non-empty coordinates. The results are drawn in Fig. 2 . We see that latency of each of the four implementations depends on p = |U | |U |+|I| . In general latency decreases until p ≈ 0.65 and further grows. However, we can not find an evidence in favor of the statement that p differentiates the order of user-based and item-based algorithms. We see that in most cases User-SN is the fastest and Item-LN is the slowest. We can only presume that in the interval p ∈ {0.3; 0.6} the latency matches the overall U-shaped curve, but the datasets we evaluated do not cover this range.
The Newman's formula
The asymptotic formula derived by Newman in [20] is based on a notion of the expected degree of a neighboring node in a random bigraph. We can use it to build an intuition on the size of the world in which we search for good recommendations (Fig. 3) . It can not be applied directly to assess the latency as it is based on an assumption of the local tree-like structure [5] . The expected number of users having rated at least one item in common with a random user u is given by:
where u = is the first moment of the item degree distribution. Degree |u| of user u is the number of ratings she has made. Degree |v| of an item v is the number of users that have rated the item. Fig. 3 . For an active user u, the expected number of her ratings is u . However, the expected number of potentially similar users N2(u) is larger than u v . It can be approximated by the asymptotic Newman's formula with u The Newman's formula suggests that the latency of the neighborhood-based CF algorithms depends on the shapes of the distributions of users and items' degrees. It can be proven by means of the Cauchy-Schwartz inequality [7] that u In this section we describe the procedure we followed in order to generated random datasets for latency evaluation. Firstly, let us point at limitations of a straightforward intuitive approach, in which we fill user-item matrix randomly Fig. 4 . By doing so we are unable to get neither correlations among users or items nor skewed distributions. We would get a symmetric distribution, as the probability P u k of rating exactly k items by a random user is given by:
Users Items
P u k describes a binomial distribution. This limitation is conceptually related to the criticism of the Erdos random graphs [11] and an introduction of the preferential attachment mechanism in random unipartite graphs [3] .
Generative procedure
The generative procedure consists of three steps: (1) new node creation, (2) edge attachment type selection and (3) running bouncing mechanism. The steps are run after an initialization of the bigraph. The procedure requires specifying seven m the number of initial loose edges T the number of iterations p the probability that a new node is a user 1 − p the probability that a new node is an item e the number of edges created by each new node α the probability that an item is selected as edge's ending with preferential attachment 1 − α the probability that an item is selected as edge's ending uniformly β the probability that a user is selected as edge's ending with preferential attachment 1 − β the probability that a user is selected as edge's ending uniformly b the fraction of preferentially attached edges that were created via a bouncing mechanism Table 4 . Parameters used in bigraph generator parameters in Table 4 . It is a simplified version of the procedure described in [7] .
In the preferential attachment mechanism the probability that a node is drawn is linearly proportional to its degree. Opposite to the preferential attachment is random attachment, in which a probability of selection is equal for all nodes. The model is based on an iterative repetition of three steps.
Step 1
Create a new node with e loose edges. If a random number is greater then p the created node is a user otherwise it is an item.
Step 2
For each edge decide whether to join it to a node of the second modality randomly or with preferential attachment. The probability of selecting preferential attachment is α for new user and β for new item.
Step 3
For each edge that is supposed to be created with preferential attachment decide if it should also be generated via a bouncing mechanism.
Bouncing is performed in three micro steps: (1) a random node is drawn from the nodes that are already joined with the new node, (2) a random neighbor of the drawn node is chosen, (3) a random neighbor of the neighbor is selected for joining with the new node. The bouncing mechanism was injected into the model in order to parametrize the level of transitivity in a graph. The transitivity is a feature of real datasets and in terms of recommender systems represent the correlations between items ranked by different users. In unipartite graphs transitivity is measured by the local clustering coefficient, which is calculated for each node as a number of edges among direct neighbors of the node divided by all possible pairs of the direct neighbors.
Properties
One can see that after t iterations the bigraph consists of |U (t)| = m + pt users, |I(t)| = m + (1 − p)t items, and |E(t)| = m + t · e edges. After relatively many iterations (t >> m) we can neglect m. In the presented model, an average user degree is time invariant:
Formal analysis of the generator is contained in [7] . It enables us to produce wide range of bigraphs (or equivalently user-item matrices). From the point of view of neighborhood-based recommenders it is important that by changing α and β we can gradually change the distributions from exponential to power-law. Moreover, even if we keep |U |, |I| and |E| constant we can obtain graphs with significantly different average levels of potentially similar users and their items 
Experimental results
The procedure described in section 6.1 was applied to create 84 synthetic useritem matrices (bigraphs with randomly labeled edges). In both groups we set m = 100 and b = 0.15. First group of 48 bigraphs was created by setting the number of iterations T = 2 000, skewness parameters α, β ∈ {0.1, 0.9}, an average number of added edges e ∈ {3, 5, 10, 30} and the probability that a new node is a user p ∈ {0.25, 0.5, 0.75}. In this group the number of users varies between 560 and 1 652, the number of items is between 548 and 1 640, the number of edges is between 7 952 and 63 834 (Table. 7 ). The second group of 36 graphs was generated by setting T ∈ {4 000, 8 000, 16 000}, α = β = 0.1, e ∈ {3, 5, 10, 30} and the probability that a new node is a user p ∈ {0.25, 0.5, 0.75}. In this group the maximum number of users is 12 086, the maximum number of items is 12 158 and the maximum number of edges (ratings) is 502 206. In this article we focus our attention on measuring the latency of neighborhoodbased RS. It has been shown in [8] that random bipartite graphs can also be applied to evaluating memory consumption of various algorithms, as well as time required to update or train a model.
Density
We used 48 graphs from the first group to evaluate the relationship between the density of generated graphs and the latency. Density is controlled by parameter e. Graphs generated with e = 3, 5, 10, 30 were subsequently labeled as very sparse, sparse, dense and very dense (Fig. 7) .
All systems perform faster in sparser graphs. In very sparse graphs lower latency is observed in user-based algorithms than item-based. In this sparse setting -SN implementations outperform their -LN counterparts. As the data densify, item-based approaches improve their results in relation to user-based.
In the last chart with very dense graphs both item-based algorithms are the fastest. In a dense setting -LN implementations outperform their -SN counterparts. The reason for this phenomenon is the fact that when an average number of potentially similar users |N 2 (u)| becomes close to |U | it is faster to iterate over all users than to reach them be exploiting user's neighborhood in a graph.
Degree distribution
Let us recall that parameters α and β control in the generator the proportion of edges connected via the preferential attachment mechanism or via a random selection. It can be shown [7] that as α → 1 the distribution of item degrees becomes power-law and as α → 0 the distribution of item degrees becomes exponential. Parameter β controls the distribution of user degrees. The variance of power-law distribution is higher than of exponential distribution. Hence, by virtue of the Newman's formula we can expect lower latency in graphs with exponential distribution. This deduction is confirmed by the results depicted in Fig. 8 . We have presented in Figure 8 the results obtained for dense graphs (e = 10) with α = β = 0.1 and α = β = 0.9. We can see that the long-tail feature plays similar role as the density. Item-LN algorithm becomes a leader for all three levels of p = 0.25, 0.5, 0.75 when run on highly skewed datasets. On the other Table 5 . A sample of generated synthetic datasets.
hand Item-SN was the slowest when α = β = 0.1, but it gets close to both user-based implementations when α = β = 0.9.
Results from this and the previous section show, that item-based methods have lower latency then user-based when datasets are densely populated with ratings or node degrees have high variance. The two features of datasets also differentiate two flavors of implementing the neighborhood based algorithms i.e. -LN and -SN. The results are consistent with the results obtained for real-life datasets in section 4. These datasets are relatively sparse and the lowest latency is observed for user-based methods.
Size
In this subsection we check if the results we obtained for graphs containing ≈ 2 000 nodes are valid for larger graphs. The latency presented in Figure 9 was calculated for 12 graphs from the second group and 3 graphs from the first group having α = β = 0.1 and e = 10. We can see that preserving constant average node's degree when a graph's number of nodes grow leads to behavior characteristic for sparser graphs. The distance between user-based and itembased algorithms increases. Also the difference between -SN and -LN envisions. This suggests that an average degree is a relative measure of density and should only be analyzed within a specific size context. Another observation that we can read from Fig. 9 is a slight change of the shape of each curve. A curve joining User-LN algorithm becomes more U-shaped as the data sparsify. Finally, as the number of nodes grows (an average node degree is constant e = 10) the latency also grows. We believe that it can be attributed to the growth of the variances in the distributions and explained by the Newman's formula. 
Neighborhood
In order to preserve comparable results between user-based and item-based approaches we switched of the neighborhood size parameter in the user-based implementations. The parameter is basically used to tune the accuracy of RS, but it has a significant influence on the latency. In this subsection we present what level of decrease in latency we can expect when the size of neighborhood used to weight the items is smaller than |U |.
The results of running User-LN algorithm with limited neighborhood are drawn in Fig. 10 . The experiments were run for graphs from the first group (T = 2 000) with e = 10. Let us mention that, when the neighborhood is set to 500 (N = 500) the number of considered users is equal to the number of all users for p = 0.25 (p · T = 500) and the fact of switching on the neighborhood parameter does not influence on the latency. The same algorithm outperforms Item-LN implementation for p = 0.75. This is because, when p = 0.75 the number of users is ≈ 1 500 and limiting it to 500 most similar users gives relatively stronger advantage than in case of |U | ≈ 1 000. As the neighborhood decreases to 400, 300, 200, 100 we observe gradual improvement in latency.
Conclusions
The purpose of this article was to verify the role of the proportion of the number of users to the number of items in determining which neighborhood-based algo- rithm is faster. We utilized four types of tools to analyze this problem: (1) complexity analysis, (2) real-life datasets evaluation, (3) the Newman's asymptotic formula and (4) synthetic datasets generation. None of the tools can describe the problem on its own. We have shown that the studied proportion indeed impinges on the latency. However, it does not differentiate the order of user-based and item-based methods. We have shown that the density of user-item matrix and the variance of node degrees are two factors that set the order between the two approaches.
