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Abstract
World record setting has long attracted public interest and scientific
investigation. Extremal records summarize the limits of the space ex-
plored by a process, and the historical progression of a record sheds light
on the underlying dynamics of the process. Existing analyses of pre-
diction, statistical properties, and ultimate limits of record progressions
have focused on particular domains. However, a broad perspective on
how record progressions vary across different spheres of activity needs
further development. Here we employ cross-cutting metrics to compare
records across a variety of domains, including sports, games, biological
evolution, and technological development. We find that these domains
exhibit characteristic statistical signatures in terms of rates of improve-
ment, “burstiness” of record-breaking time series, and the acceleration of
the record breaking process. Specifically, sports and games exhibit the
slowest rate of improvement and a wide range of rates of “burstiness.”
Technology improves at a much faster rate and, unlike other domains,
tends to show acceleration in records. Many biological and technological
processes are characterized by constant rates of improvement, showing
less “burstiness” than sports and games. It is important to understand
how these statistical properties of record progression emerge from the un-
derlying dynamics. Towards this end, we conduct a detailed analysis of a
particular record-setting event: elite marathon running. In this domain,
we find that studying record-setting data alone can obscure many of the
structural properties of the underlying process. The marathon study also
illustrates how some of the standard statistical assumptions underlying
record progression models may be inappropriate or commonly violated in
real-world datasets.
1 Introduction
How deep can a person dive? How tall can a building be? To answer these ques-
tions, we might look at how deep a person has ever dived, or how tall a building
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has ever been. This is the world record for these particular achievements. A
record is an extremal event exhibited by some stochastic or dynamical process.
The sequence of record setting provides a summary statistic of the history of
a process. Records may also shed light on the ultimate limit of a process, and
for this reason, previous work has focused on the connection between records
and the limits of human or animal performance (e.g. [1, 2]). The temporal
progressions of record may also help us understand the diversity of underlying
mechanisms, since technological innovation, shifts in population, and the rarity
of exceptional performances or individuals will affect the progression dynam-
ics. These processes have been investigated using a variety of empirical and
theoretical techniques.
Extremal events, including records, are a classically studied phenomena in
both the physical and social sciences. A canonical example is maximal displace-
ment in the time series of random walks (e.g. [3]). The statistical properties
of record-breaking has drawn attention from the stochastic process community
[4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 1, 21, 22, 2, 23, 24, 25,
26, 27, 28, 29, 30]. Generally, this work considers how the underlying properties
of a stochastic process relate to properties of the resulting derived process of
record-setting events (time between records, for example). These theoretical
results have been applied extensively to real sports data, as have other empir-
ical investigations on record progression in swimming, track and field events,
sprinting and distance running [31, 32, 33, 34, 7, 6].
Beyond sports, other work has considered records in temperature and climate
data [23, 35] as well as technological innovation [36, 37, 38, 18, 39, 40, 41].
Perhaps the most famous of the technological examples is Moore’s law, which
describes the advances in computer processor capacity in time [36]. Other work
has considered record-setting in technological advances and improvements in
production curves [37, 38, 18, 39, 40, 41].
Although any time-series can be used to generate a progression of records,
the mechanisms, dynamics, and limits of each system may be radically different
between phenomena. For example, a common progression seen in many records,
such as horse racing, is characterized by a phase of increase followed by an
apparent saturation, in which new records may be explained by the sampling
of rare events from a stationary distribution [42, 6, 43, 44, 33, 41, 45]. Other
processes, such as Moore’s law, were for a long time characterized primarily by
rapid expansion before hitting emerging limits [36, 41]. Thus, some processes
may be characterized by a growth phase, others by the saturated dynamics, and
some by a transition between the two.
Many past efforts have addressed the underlying mechanisms of these dy-
namics. However, most of this previous work has focused on records in specific
domains (e.g. sports), or employ models with strong statistical or mechanistic
assumptions (e.g., model records as arising from independent and identically
distributed [IID] processes or random walks). Consequently, there is a need to
understand both the entire space of mechanisms and how the characteristics of
record progressions vary across disparate domains.
In this paper, we develop cross-cutting metrics for comparing records in a
variety of domains, including sports, games, biological evolution, and techno-
logical improvement. Our main goal is to use information about record setting
to develop a domain-agnostic characterization of the processes that drives the
record setting dynamics. Given these goals, we (1) gather a wide variety of
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record data across domains, (2) develop metrics for contrasting these processes,
and (3) compare the spectrum of record phenomena to different detailed pro-
cesses and mechanisms. We compare and contrast two main categories of record
progression: Record progressions which (presumably) approach and are con-
strained by fundamental limits, such as 100 meter dash or other physical sports
which encounter limits of human performance, and record progressions which
have to do with the cumulative exploration of some underlying space, possibly
with various constraints. This includes biological evolution and technological
progression. We show that these different types have different statistical “sig-
natures.”
In particular, we characterize record progressions in terms of:
1. Acceleration (or deceleration) of new records: Are records arriving more
or less frequently? Under IID assumptions, we would expect the latter
[15]. However, we see that in many domains, the arrival of records is
speeding up.
2. Acceleration (or deceleration) of achieved values: are new records making
incremental or substantial improvements over previous records?
3. Burstiness: Are records coming in clustered bursts? The “burstiness” of
record progression has been documented in systems ranging from road cy-
cling to ski jumping to boat racing [43, 46]. Dramatic bursts have been
connected to advances in technology, training, illicit activities (such as
doping), or simply the natural dynamics of a particular system. Another
possible reason for the burstiness of record settings is the effect of excep-
tional individuals, who set multiple records during a time-span over which
they were active. For example, in the men’s pole vault, Sergey Bubka set
19 records over a 10-year period.
2 Theoretical Background
Extremal events have undergone considerable study in the statistical literature.
Early treatments (e.g., [47, 13]) consider a model in which samples are
drawn IID from a stationary probability distribution, keeping track of the
maximum value observed under N samples. This analysis led to the Fisher-
Tippet-Gnedenko theorem, and the Generalized Extreme Value distribution,
which give the probability density for the distribution over the extreme values
(see Ref. [28]).
This IID sampling analysis was also used to examine the expected progres-
sion of records as time goes on. Using a permutation argument, it has been
shown that the probability of the nth sample being a record is 1/n. This implies
that the expected time for the next record, under IID sampling, is unbounded
(see, e. g., [48, p. 15]). Less obviously, the indicator variable In of the event
that the nth draw xn is a record is uncorrelated with In−1 (and any other previ-
ous indicator variables or combinations thereof). That is, under IID sampling,
observing that a record has been set does not make it any more or less likely
that a new record will be set going forward. In these simple models, it is also
possible to analytically derive information about the distribution of the waiting
times between successive record attempts; a theorem originally of Neuts [47]
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and strengthened by Holmes & Strawderman [13] says that the distribution of
the waiting time between the nth record and the preceding record is exponential
in n almost surely.
Based on actual record data, these results from IID processes do not seem
sufficient to predict most record progressions (for example, the Men’s 100m dash
record was set in 2005, 2006, 2007, 2008 and 2009). This has lead researchers to
explore other generative processes. Here we highlight a few key examples. See
Wergen [28] and citations therein for a more thorough introduction.
Perhaps the next simplest model, which captures more real-world phenom-
ena, still assumes IID draws from a stationary distribution, but instead of 1
draw per timestep, there are k draws per timestep and the maximum of these
is reported, viz. k people running a marathon in year n, with xn being the
time of the winning person. Then the “population” k is allowed to grow with
time. This could reflect, for example, increasing worldwide population, increas-
ing participation in a given competition, or some combination of the two. Yang
[29] studies this model where the population k is exponentially growing, and
observed that “the rapid breaking of Olympic records is not due mainly to the
increase in population.” More specifically, if the population is growing with rate
λ—that is, kt = λ
tk0—then, using ∆n to denote the waiting time between the
nth record and the preceding record, Yang showed:
lim
n→∞Pr(∆n = δ) ∝ λ
−δ.
In other words, in the limit of a large number of records, the waiting time in this
model is distribution according to an exponential distribution with parameter
λ. We test this as a null model on our datasets in Section 5.1.
Another common assumption is the Linear Drift Model (LDM), where there
is a fixed underlying distribution with a linear added drift, viz. X ∼ Y + ct,
where c is some drift speed and Y is IID and time-invariant [49, 50, 51, 30,
52]. This model has seen particular employment with the Gaussian Linear
Drift Model, most notably in the climate setting. In the climate, there is a
background forcing of temperature due to global warming, which increases the
set of observed temperatures above the otherwise chaotic distribution of daily
weather events. Redner et al. [23], and then others, use this model to analyse
the expected changes in background forcing, and thus infer the change in global
mean temperature through the observation of record events. A second common
model is the increasing variance model (see, e. g., [15, 53]) where fk(xk) =
λkf(λkx), where λk is typically k
α. Increasing population is a specific case of
this model.
These two models capture different potential phenomena: linear drift at-
tempts to capture improvement in the base rate of performers, while increasing
variance could capture number of participants and variance of their perfor-
mances. Yet, these two cases can be hard to distinguish from one another in
real data, as they yield similar predictions for the progression of records. One
notable difference between the two predictions arises in the correlations between
records: In the case of linear drift, seeing a record broken makes it more likely
a new record will be broken (positive correlation between successive waiting
times). In contrast, in the case of increasing variance, successive waiting times
are negatively correlated: Seeing a record broken makes it less likely for any
particular observation to be a new record. While this could be a useful metric
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to distinguish these two models, in practice it can be hard to operationalize,
especially for time series where there are only record observations, but no ob-
servations of attempts that do not produce records.
While the literature on record progression of stochastic processes is substan-
tial, the set of models with successful numeric treatment is still not very large.
There is little categorization of the kinds of dynamics observed in record progres-
sions in general, and comparison with empirical studies has focused on sports, or
places where we have good characterization on the underlying non-stationarity
in the distribution (for example the linear drift in climate, or Brownian motion
in finance).
3 Classification of Records
3.1 Records Dataset
Much of the work on records to date has focused on particular types of records,
many of which appear to have similar patterns of progression. Record pro-
gressions in athletics, particularly Olympic records, have been well studied,
and frequently suggest that a limit to human performance is being approached
[33, 6, 2]. In contrast, others have studied the progression of technological inno-
vations, which often suggest something closer to exponential growth [39, 40, 18].
To better understand the full phenomenological range of record progressions,
we collected a wide range of record progressions from a wide range of domains
with potentially disparate dynamics. In addition to the classic dataset of world
records for Olympic events, we compiled data on other sports, including horse
racing and competitive hotdog eating. For technological progressions, we drew
from data used in Nagy et al. [18] on computational power, as well as records
of other forms of technological advances, such as the tallest buildings, speed
records for boats, largest pumpkins, and crop yield. We compiled records for
games, such as Minesweeper and cup stacking. We also looked at the evolution
of growth rates in the long-term evolution experiment involving E. coli [54]. In
total, we analyze 171 datasets reflecting 5278 records, and only include record
progressions with at least ten new records. (Those interested in accessing the
data should contact the authors). Overall, this diversity of records is intended
to capture a more comprehensive set of the possible forms that record progres-
sions can take, possibly shaped by distinct constraints, selective pressures, and
interactions with cultural and technological innovation.
3.2 Summary statistics
In order to describe this space and reveal differences in record setting processes,
we develop a set of summary statistics. Clearly, there are many candidate sum-
mary statistics that could be developed. Some, like the mean time between
record breaking events or mean percent improvement on the previous record,
depend on the overall scale of time over which records are kept or the scale over
which the underlying values vary. For records that are approaching an asymp-
totic limiting value, the rate of improvement will be decelerating. However, even
though the rate at which the record changes over time is slowing down, the rate
at which new records are set might be continuing apace or even accelerating,
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Figure 1: Schematic illustration of the “Record-setting acceleration”
and “Value acceleration”’ measures. Left) For a given record progression,
we plot the cumulative # of records (scaled between 0 and 1) achieved over
time. Record-setting acceleration is the area between a line indicating a linear
growth of record counts and the actual growth of record counts. It is positive
when record setting is speeding up over time, and negative when it is slowing
down over time. Right) For a given record progression, we plot the maximal
value achieved (scaled to have a maximum of 1) over time. Value acceleration
is the area between a line indicating linear growth of the record value and the
actual record-breaking value.
as seems to be the case for some speed skating events. The distribution in time
of record breaking events is insensitive to the range over which the underly-
ing values vary (it is invariant under monotonic transformations). Therefore,
summary statistics of this distribution — such as whether the rate of events
is accelerating, whether events are clustered (“burstiness”), and the correlation
between subsequent waiting times — can be more readily compared between
record breaking progressions across domains.
For each given record progression, we collected interarrival times between
records. We then computed the following set of statistics:
1. Improvement rate: the percentage that the extremal value increased
per new record (rm/r1)
1/m − 1, where r1 is the first record established,
rm is the last, and m is the number of records. This was clipped at 25%
for visualization purposes.
2. The “coefficient of variation” of interarrival times: the standard
deviation of the interarrival times divided by the mean Var(w)1/2/E(w),
where wi = ti+1−ti is the length of time that the ith record stood without
being broken. This is a standard measure of the “burstiness” of a process
in, for example, queuing theory and neuroscience.
3. The “acceleration” of record breaking events: To measure this, we
plotted the cumulative number of record breaking events against the date
at which they occurred. We then measured the signed area between linear
growth and this curve, normalized by the total variation of the two axes
(see Figure 1). This is positive when records arrive at an increasingly fast
rate and negative when they arrive at a decreasing rate.
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Figure 2: Phase diagram of various kinds of record progressions. Points
reflect individual record progressions, colored by category as sports, biology,
games (video games, etc.) and technological progressions. Shaded regions cover
various generative models.
4. The acceleration of the record-breaking value: As the previous
metric does for the rate of record-breaking events, this metric measures
the acceleration of the rate of change of the record itself. Again, we
compare to a linear change over time and take the signed difference in
area between the observed curve and the linear curve. See Figure 1.
Note that to compute these measures in a uniform way, all record progressions
were rescaled to grow over time. For example, instead of the time to run a 100
meter dash, we use the inverse, proportional to average speed over 100 meters.
Deploying these metrics, we are able to extract a few high-level observations
regarding the phenomenological range of record progressions from various do-
mains. We find that most sports records improve very slowly (see improvement
rate in Figure 2a). Games (video games, cup stacking) improve faster than
sports, followed by examples of experimental biological evolution, and finally,
technology grows fastest. In terms of burstiness, sports populate a wide range,
as does technology. The burstiest technological examples are largest pumpkins
and tallest buildings. It is interesting to note that in both of these examples,
have relatively low total improvement rates, and underwent a qualitative regime
shift from incremental, infrequent progress to large, frequent progress. The ex-
perimental evolution examples have much lower levels of burstiness. This is
because improvements tend to come at a regular pace owing to the very large
population sizes and a fixed large number of generations between sampling per-
formance.
In terms of record acceleration, we again find that the largest pumpkins
and tallest buildings are the most striking. For sports, the lowest acceleration
values occur for the sports where our initial records are close to the inferred
asymptotic value such as horse racing and the 100-meter dash for men. Some
technological advances, such as the cost of gene sequencing and supercomputer
performance, experience steady exponential growth. This behavior is exhibited
in terms of high value acceleration (due to exponential growth) and vanishing
record-setting acceleration (due to consistent year-to-year improvement).
In order to further classify the phenomenological range, we generated ranges
of values for each of the metrics using a few generative models. Each of these
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models generates a sequence of values over time, of which we only keep the ones
that are larger than all previous values of the sequence.
We use a variety of generative models to capture both classical theory and
the range of phenomena we observe in empirical data (see Section 2 for references
and further discussion of the properties of these models):
1. Perhaps the simplest generative model is a process of repeated, indepen-
dent draws from a fixed distribution: xt ∼ X, t = 1, . . . , T . This type
of process is often referred to as IID or discrete white noise. We use an
exponential distribution. In terms of our metrics, this generative model
does not capture almost any of the observed progressions. (Labeled “IID”
in Figure 2).
2. A model that corresponds to persistent change in the range of performance
is a process of linear increase with IID exponentially distributed noise:
xt ∼ X + vt. Depending on the relative scale of the stochastic noise and
the deterministic trend, this process can exhibit a variety of behaviors
(Labeled “Linear Growth” in Figure 2).
3. In many technological domains, the underlying progress is exponential.
Therefore, the exponential of the previous process, giving an exponential
increase with multiplicative noise, is a useful generative model. (Labeled
as ’Exponential’ in Figure 2).
4. Many cumulative processes are characterized by successive values building
on their immediate predecessors. A multiplicative random walk, biased
toward increasing, captures this short-memoried cumulative process with
long-term progress: xt+1 ∼ xt exp(N(µ, σ)). We label the range of metrics
we observed from this model as “Multiplicative RW” in Figure 2.
5. One explanation suggested for the lack of deceleration in the rate of
setting new records that is predicted from the IID model is that while
the underlying performance distribution does not change, the rate at
which draws from this distribution are made is growing exponentially,
due to, for example, an exponentially growing population of competitors:
xt = maxi=1,...,Nt xt,i, xt,i ∼ X. We do not show the range of metrics
observed for this model in Figure 2.
6. A related model is that the scale of the distribution is increasing monoton-
ically with time: xt ∼ (c+ vt)X. (Labeled as ’Scale Growth’ in Figure 2).
7. A phenomenological model proposed by Radicchi, based on performance
in Olympic athletic events, models the approach to an asymptotic limiting
value as a multiplicative random walk, biased downwards, subtracted from
a fixed offset [2]. We have two ranges corresponding to this model in
Figure 2: “Radicchi” labels the range observed for multiple realizations
of the process using parameters given in Ref. [2] for the 400-meter men’s
running race; “Raddicchi Broad” labels a range from a range of randomly
sampled parameters.
8. A few of the record progressions we collected, such as the tallest-building
or largest-pumpkin records, are characterized by a distinct technological
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breakthrough or regime shift. To model these generativity, we use a pro-
cess that starts as repeated IID draws from an exponential distribution.
At some point in time, the scale of the distribution from which draws are
made starts growing exponentially. The range for this model is labeled as
“Switchover” in Figure 2.
9. In many fields, the progression of records is dominated by repeated record
setting by a few individuals. For example, of the 55 record-breaking per-
formances in the women’s pole vault, 48 were made by only 4 individuals
with 10 or more record-breaking performances each. Similar patterns oc-
cur for the women’s hammer throw and the men’s 200 meter butterfly
swimming race. Since this individual-dominated effect is not captured
by any of the previous generative models, we also created an individual-
level model: each individual in a population of fixed size is modeled as
a distribution of typical performances, with some individual mean and
exponential noise. We start with a population of N individuals, and at
each time step, we draw one sample from the distribution associated with
each individual. We use the maximum of those as the winning value for
that time step. (This is similar to the growing-population model above, as
studied in Yang [29], except that here the population is allowed to be het-
erogeneous, instead of every individual having the same distribution.) A
fixed number of individuals are discarded and redrawn at each time step
by sampling their mean performance from an exponential distribution.
The range corresponding to this model is labeled as “Persistent” in Fig-
ure 2. However, these assumptions may be violated in real world datasets.
A more detailed consideration of the effect of individual performance is
given in the next section (see Section 4)
4 Course-Graining: The Marathon
The marathon, with hundreds of thousands of competitors around the world an-
nually, is a rich source of data for testing the assumptions of record-progression
models, and in particular, the consistently high performance of individual ath-
letes. At the most fundamental level, records in any competition are set by a
population of competitors, and thus, record-progression models make assump-
tions about that population of competitors to derive their predictions. With fin-
ishing times of hundreds of elite athletes, historical data from major marathons
in particular are particularly well suited to test model assumptions. They also
reveal the extreme reduction in information that occurs when entire competi-
tions are reduced to the statistics of their winners, and when those statistics are
again reduced into a record progression.
To better test the mechanistic assumptions of record-progression models, we
examined the top-100 male and top-100 female finishers of five of the annual
world major marathons (New York City, Boston, Chicago, London and Berlin;
data from the Tokyo marathon were not accessible online; see Methods). Se-
lecting the top 100 competitors in particular enabled us to focus on individuals
with the potential to break a course record or a world record. The marathon
data has the additional benefit that the number of participants in each race is
much larger compared to other competitions (e.g., 100m dash, which are usually
9
Figure 3: Information lost by looking at the record progression time se-
ries and ignoring the evolution of the underlying distribution—NYC
Marathon. Each point represents a top 100 finisher in a given year, the dot-
ted line connects the means of each years distribution of finishers. The bottom
line depicts the running course record for the New York City Marathon and a
black circle represents when that record was set. While the record progression
time series (the black dots) appear roughly unchanged after 1975, with only
slight improvements, the progression of distributions above this line provides a
more complete story. Showing that while the records are not evolving the field
of competition is. For example, the mean and variance begin increasing after
1983 suggesting an ever increasing spread between top 100 and podium level
competitors, something that is lost in the record progression alone but may be
meaningful in understanding the stagnation in record progression.
conducted in batches of eight), so the elite pool of individuals who could be in
contention for breaking records is larger than in many other competitions.
Marathon data reveal multiple mechanisms, many of which are hidden by
the record progression summary statistics. For example, after falling 15% in
its first 5 years, the course record for the New York City Marathon fell only
an additional 5% decrease over the next 40 years (Figure 3). Yet the annual
distributions of top-100 finishers reveal far more detailed information about the
finishing times that have produced (or not produced) new course records. In
particular, there is phase of rapidly improving annual performance and a collapse
in the range of competitive ability among top New York runners in the early
1980s, while years thereafter show a much broader set of elite finishing times.
To understand record-breaking marathon running without understanding these
patterns may defy the predictions of simple models.
4.1 Finishing Distribution Analysis
The traditional analysis framework for record breaking assumes a fixed number
of draws from a stationary distribution, yet direct estimation of this stationary
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distribution is difficult without data. In our marathon data, we examine the
connections between this random draw perspective and one more contingent on
the structure of the underlying data.
In marathons, the actual number of entrants in each race varies from year to
year, violating the fixed-draw assumption, though it is unclear a priori if this
change is significant. At the same time, the vast majority of marathon runners
are neither making serious attempts to win nor capable of winning1. However, if
it is (close to) true that the “serious” distribution is stationary and there are an
equal number of draws, then the distribution of the top-100 finish times should
also be stationary.
We test the stationarity hypothesis by comparing the year-to-year top-100
finishing times for the each of the five marathons. In particular, we compute the
two-sided (two-sample) Kolmogorov-Smirnov test [55] for each pair of years in
each marathon, asking whether there is sufficient evidence to reject the hypoth-
esis that they are generated from the same distribution (p < 0.01; Figure 4).
The earliest years of each marathon are significantly different from years
that follow. This suggests that current performance in the marathon is indeed
well-modeled by a stationary stochastic process. Note that this analysis does
not take into account exogenous factors that are known to affect marathon
performance, such as weather [56, 57]. Correcting for these factors would likely
make marathon outcomes look less statistically distinct from one another, and
confirms the obvious: exogenous factors have significant impact on the likelihood
of setting future marathon records. It will be interesting to see if recent efforts
to run a sub-two-hour marathon will impact this apparent stationarity, and
provide evidence for a statistically-significant shift in marathon performance.
4.2 These particles have names
For many of the record-progression datasets analyzed in this paper, individual
record holders appear multiple times (e.g., Sec. 4.1 and Fig. 5). Due to this fact
alone, the perspective of competitors as anonymous particles, randomly drawn
from some set distribution, is missing a critical component of actual competition
that could be affecting record progressions: these particles have names.
Across major marathons, many individuals repeatedly finish in the top 100.
We used our person ID codes (see section 5.2) to track individuals across time
and races. In contrast to the Kentucky Derby, in which 100% of horses are
newcomers to the event each year, we found that 13.5% of top-100 women
and 14.5% of top-100 men were also in the top 100 in the previous year. In
fact, simply counting the number of top-100 finishes for each runner reveals
that individuals are often phenomenally successful (Figure 5): among men,
Mebrahtom ”Meb” Keflezighi had the highest number of top-100 finishes in
our dataset, finishing within the top-100 men in 15 marathons (and winning
both the New York City and Boston marathons). Even more astounding is the
performance of Gillian Horovitz, who finished within the top-100 women in 20
races in our dataset. (Horovitz’s top-100 placements in major races should be
even higher, but not captured in our data due to availability.)
1One could think to use the entire distribution of the “elite” marathoners, but these data
can be difficult to acquire and often elite runners will end their race early if they are having
a poor race
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Figure 4: Kolmogorov-Smirnov plots from left to right and top to bottom:
for Berlin, Chicago, Boston, and New York. Yellow refers to p-values lower than
0.01, and thus a rejection of the hypothesis that the top-100 finish times of the
corresponding year-pairs are generated from the same distribution. The KS-plot
for Berlin (top-left) suggests several regime shifts. An early period (pre-1984),
where finishing times are significantly different from later years, and mostly
different from one another, a second period (1984-1993) where the distribution
was stationary but distinct from earlier and later years, and a third period (1998
onward), where the distribution seems to have stabilized with a few outliers.
The New York City marathon (lower left) is less clearly delineated, but seems
to show a similar trend with early years being distinct from all other years, and
later years being similar to one another with some outliers. The Chicago (top-
right) and Boston (lower-left) marathons are less clear in their interpretations,
but both have large regions of non-rejected year-pairs, especially post 2010.
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Figure 5: People are not anonymous particles. This is a histogram over the
number of top 100 finishes per person over all five datasets. It shows that there
is a large number of runners, who participate in multiple races, and hence,
it shows the non-independent nature of the major marathons over the year.
Independence is one of the underlying assumptions of many models found in
literature. The data suggests that other methods are required.
This non-independence of race-to-race participation by elite runners indi-
cates that the statistical assumptions of traditional record modeling are not
met. It is not true that in every event an entirely independent set of statistics is
drawn. Instead, there are correlations between the year-to-year top 100 finish-
ers. It is interesting to see that, despite these correlations, the overall statistics
of top marathon finishers seem to be more similar than different. Future work
is needed to understand the mechanisms that generate these different regimes
in marathon performance. What kind of distributions over individual human
trajectories lead to very different year-on-year results as in the early days of the
marathon? What distributions lead to the apparent current situation, where
individual humans improve and decline in their performance over time, and
yet the overall statistics remain the same? If we can understand the underly-
ing statistics and mechanisms by individual trajectories combine, we should be
able to improve upon the mechanism-free approaches that dominate in record
prediction.
5 Discussion
In this work, we consider a broad range of record-setting phenomena in different
domains, such as sports, games, biological evolution, and technological devel-
opment. Progressions in these domains are characterized by different statistical
patterns and underlying processes. Record progressions in some domains agree
very well with previous models and assumptions, while others populate a new
space, and require novel models and assumptions.
Here we found that cross-cutting metrics allowed us to organize record
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progressions in terms of their dynamical properties. To characterize dynam-
ical properties we employed measures of rates of improvement, “burstiness” of
record-breaking time series, and the acceleration of the record breaking and
the acceleration of record values. We found that records in the same general
domain tend to cluster together. For example, sports and games exhibit the
slowest rate of improvement while technology records improve at a much faster
rate and show a strong acceleration.
In order to connect these macroscopic statistics to detailed processes, we
examined marathon results, where we found that studying record-setting data
alone can hide many of the structural properties of the underlying the pro-
cess. The marathon study also illustrates how some of the standard statistical
assumptions used in record progression models may be routinely violated in
real-world datasets.
The full distribution of elite marathon runners—those that come close to,
but did not necessarily break a record—provides a more complete picture of
the record setting process. For example, our analysis showed that simply con-
sidering record breaking events, and hence reducing a rich dataset to extremal
summaries, removes a substantial amount of information, which could be crit-
ical in detecting the underlying mechanisms leading to record progressions as
well as our ability to predict who will break a record, and when. Our study of
marathon data also illustrates that some of the standard statistical assumptions
underlying record progression models such as IID draws from some stochastic
process may be inappropriate or commonly violated by real-world datasets.
Individual trajectories are clearly important to the science of record-breaking.
Under some conditions these seem to combine to match previous simplifying as-
sumptions about record-breaking, while in other cases seem to combine to yield
substantially different dynamics. Further study is needed to understand when
the contributions from individual trajectories define an overall pattern inconsis-
tent with previous models.
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Methods and Supplemental Information
5.1 Waiting time
For a stochastic process, the record will improve after certain events. The time
interval that passes between record setting events is known as the waiting time.
If the generative process for outcomes is independent draws from a stationary
distribution from an exponentially growing population, then the distribution
of waiting times between record-setting events is the exponential distribution,
with the base of the exponent being the population growth rate (as discussed
in 2).
We test the hypothesis of exponentially distributed waiting times for the
collected record progressions in the dataset. For each dataset, we compute a
list of waiting times, and we fit the maximum-likelihood (ML) best exponential
to the data (rate parameter set to the inverse of the mean waiting time) 2. We
then use an Anderson–Darling test [58] to measure if the ML exponential is
likely to have generated the observed waiting time distribution. Specifically, we
compute the p-value for each data set being generated under the exponential
based on the Anderson–Darling statistic.
Across the records, about 35% were found to be significantly not-exponential
(p < 0.01), and about 20% of them are very significantly non-exponential
(p < 10−6). For the remaining two-thirds of the samples, we could not reject
the null hypothesis of an exponential distribution (p > 0.01), with nearly half
having p-values greater than 0.10. The shape of the distribution thus matches
that expected from IID draws from an exponentially growing population (see
2). However, the rate parameters we find are all quite small, corresponding
to growth rates of at most 0.8%, suggesting that while population effects are
present, there are significant additional phenomena occurring, even when we
cannot rule out the exponential distribution. Interestingly, all of the evolution-
ary data sets have exponentially distributed waiting times, except for one; the
difference between that one and the others is that it covers five times fewer
generations (2,000 instead of 10,000), at five times higher resolution (sampled
every 100 generations instead of every 500).
5.2 Marathon analysis methods
We collected data on marathon finish times for the top 100 men and women fin-
ishers in five major marathons: Boston, Berlin, Chicago, London, and New York.
We collected data using a combination of methods (entering data by hand and by
scraping online datasets via python using selenium as a webdriver and for HTML
parsing). We collected data from multiple online repositories: Boston, Chicago,
London race data were all scraped from http://www.marathonguide.com/index.cfm,
Berlin race data was collected by hand from http://www.bmw-berlin-marathon.com/en/facts-
and-figures/results-archive.html, and supplemental race data was collected from
Wikipedia as needed.
We wanted to identify individual racers across different years or different
2The best-fit exponential is based only on observed waiting times, and does not consider
how long the current record has been held. For many of the collected datasets, we are not
sure that record keeping has continued to the present, and thus how long this “unobserved”
waiting time has actually been measured.
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races, but databases differed in the format and reporting for names. Some
databases, like http://www.bmw-berlin-marathon.com/en/facts-and-figures/results-
archive.html, only reported each individual’s first initial and their last name,
while most other databases reported full first names and last names. In order
to link these individuals across datasets, despite differences in formatting, we
coded each person’s name as first initial and last name. We then conducted
extensive data testing to disambiguate individuals which now were coded with
the same abbreviated name code, but which may be different individuals. We
flagged records if (1) a coded name was recorded multiple times as finishing in
the top 100 finishers of the same race, (2) a coded name had an unusually long
career (especially those individuals with unusually long apparent career breaks
between top-100 finishes). An example are runners with running careers longer
than 10 years but with less or equal to three appearances. For these runners, we
manually checked additional data, such as age and nationality for flagging. (3)
Online available data from professional runners suggests that it is very unlikely
that a runner participates in more than two races a year. We only found one
such runner in our data, and could verify from news sources, that he had run
all six major races in one year.
5.3 Additional course-graining: more marathon data
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Figure 6: Berlin Marathon data for women (top) and men (bottom).
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Figure 7: Boston Marathon data for women (top) and men (bottom).
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Figure 8: Chicago Marathon data for women (top) and men (bottom).
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Figure 9: London Marathon data for women (top) and men (bottom).
20
Figure 10: New York Marathon data for women (top) and men (bottom).
21
A 72 Hours of Science
During the 72 hours between 1 pm on May 8 and 1 pm on May 11, 2017,
postdocs from the Santa Fe Institute (SFI) will be conducting an experiment.
This is both a description of that experiment’s particulars and an open letter
declaring our commitment to those particulars. It will also be included as a
supplement to any eventual publication.
For most projects that we work on as postdocs, science moves slowly. Re-
search takes months or years to evolve from early-stage ideas to coherent and
crisp findings, with additional months of writing before submitting work for
publication. During the 72 Hours of Science, we will actively challenge the no-
tion that this is the only timescale for science by going from idea to submitted
arXiv post in only 72 hours. Our goal is also to engage nearly the entire postdoc
community at SFI with specialities including anthropology, pure mathematics,
urban development, cultural evolution, physics, computer science, ecology, po-
litical science, and evolutionary biology. Thus a second basic aspect of this
informal experiment is to test the limits of science not only in terms of pace but
also multidisciplinarity. We think it’ll be interesting, challenging, and fun. The
agreed upon rules are as follows:
Rule 1: Submit to the arXiv within 72 hours
The minute the clock starts, at 1:00 pm MDT on May 8, 2017, we will begin to
choose a project to work on. Before the clock stops, at 1:00 pm MDT on May
11, 2017, we will submit our written manuscript to the arXiv, along with a copy
of this description which registers the informal 72h(S) experiment. During the
intervening three days, we will decide on a project, develop the project, divide
tasks among the participating postdocs, and write up our findings. It should be
noted that the arXiv post will not be a description or analysis of the informal
experiment, but of the generated scientific project itself. This document, which
you’re reading now, is intended to catalog the process as a supplement to the
scientific paper generated from the process.
Rule 2: Fresh ideas only
Choosing a project will be key to the success of 72h(S), so in order to select
from the most diverse set of ideas, any participant can propose a project idea
to the group. However, in the spirit of a good challenge, only projects or ideas
that are new to everyone are allowed—they cannot be discussed beforehand,
nor can they be substantially developed by the presenter. In other words, as
a group, we’re starting from scratch with a fresh idea and then developing it
together. Since we did not want to rule out ideas that were mentioned, or
created, during an off-hand discussion or comment during a seminar we have
the formal criterion that three-quarters of the group should not have heard the
problem statement before, and we allowed each person to informally “bounce”
the idea off one person not at SFI.
22
Rule 3: We’re in this together
It’s a collaboration, not a competition. Over the course of three days, each
participant will occupy multiple roles, from reading to writing, coding to re-
viewing, cooking to coffee-making. So, regardless of whose fresh idea is chosen,
authorship will be Santa Fe Institute Postdocs for the arXiv submission, with an
alphabetical list of authors as the first reference with a statement of uniformly
equal credit.
Agreed upon by SFI Postdocs on May 8, 2017, 12:55 PM MDT.
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