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Abstract
We examine a Maple implementation of two distinct approaches to Laplace’s method used to obtain asymp-
totic expansions of Laplace-type integrals. One algorithm uses power series reversion, whereas the other ex-
pands all quantities in Taylor or Puiseux series. These algorithms are used to derive asymptotic expansions
for the real valued modi'ed Bessel functions of pure imaginary order and real argument that mimic the
well-known corresponding expansions for the unmodi'ed Bessel functions. c© 2002 Elsevier Science B.V. All
rights reserved.
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1. Introduction
Two of the most important tools in an applied mathematician’s toolbox are Watson’s lemma and
Laplace’s method. The 'rst determines the asymptotic nature of integrals of the form
h() =
∫ ∞
0
q(t)e−t dt (1.1)
in the limit as  → +∞, where q(t) is a real or complex valued function. The function h() is
known as the Laplace transform of q(t). Laplace’s method is used on a more general form of (1.1),
namely
H () =
∫ b
a
q(t)e−p(t) dt; (1.2)
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where q(t) and p(t) are real or complex valued functions and a; b are either 'nite real numbers,
positive in'nity or negative in'nity. Throughout this work, we assume that  and p(t) are real and
that p(t) is positive on [a; b]. Integrals of the form (1.2) are referred to as Laplace-type integrals
because of their similarity to (1.1).
There are two basic approaches to Laplace’s method found in standard textbooks that discuss the
topic. The 'rst approach, as discussed for example in [24], is mathematically rigorous and requires
the reversion of a power series expansion. The second approach, as discussed for example in [3],
is more of a brute force approach: it directly attacks the problem, carrying a large number of
terms in series expansions during computations (often too many terms) and neglects nonrelevant
terms in the end. Both methods yield the same expansions, and both are algebraically intensive.
ErdCelyi [15] states that these two methods are computationally equivalent. This paper examines the
implementation of these approaches in Maple [10], where algebraic manipulations are carried out
quickly and accurately. The choice of Maple as opposed to any other computer algebra system is
purely one of convenience to us. Let us be clear that we are not comparing the diEerent approaches
per se, but rather their implementation on a computer algebra system. There is no question that the
reversion approach is mathematically rigorous and in principle is the correct method to use.
We describe our algorithm for the reversion approach in Section 2 and brute force approach in
Section 3. A comparison of the two algorithms is made in Section 4. An implementation of these
codes concludes the paper in Section 5, where we obtain Debye asymptotic expansions for the real
valued modi'ed Bessel functions and their derivatives for purely imaginary order and real arguments.
Terminology. Throughout this work, we denote a Puiseux series expansion of a function f(z) in
the form
f(z) = f0 + f1(z − z0)1 + f2(z − z0)2 + f3(z − z0)3 + · · · ; (1.3)
where f1 =0 and the exponents s; s = 1; 2; 3; : : : ; form a set of positive increasing numbers. We
symbolically represent the right-hand side of (1.3) by T{f(z); z0}. We say that an expansion of the
form (1.3) truncated to m terms has precision P if
f(z) = f0 +
m∑
s=1
fs(z − z0)s +O((z − z0)P);
where f0; f1; : : : ; fm are all known (where all but f1 may vanish) and the notation O(·) represents
the order of the 'rst neglected term, i.e., m ¡P. If P¡ 0, then the expansion in (1.3) is asymptotic,
the exponents s form a set of negative decreasing numbers, and |m|¡ |P|. The actual value of m
is irrelevant since Maple automatically determines m given a precision P.
2. Reversion approach
2.1. Reversion of Puiseux series
The bulk of the work in the reversion approach to Laplace’s method will lie in the reversion of
a Puiseux series as given in (1.3). We, therefore, begin with this topic. Proofs of Theorems 2.1 and
2.2 can be found in standard texts in complex analysis, e.g., [13]. The 'rst is the strong form of
the Implicit Function Theorem.
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Theorem 2.1. Let f(z) be analytic 2 at z = z0, f(z0) = w0, and f′(z0) =0. Then the equation
w = f(z) has a unique solution z = F(w) such that F(w0) = z0 and F(w) is analytic at w0.
It follows that the functions f(z) and F(w) have the expansions
f(z) = f0 + f1(z − z0) + f2(z − z0)2 + f3(z − z0)3 + · · · ; (2.1)
F(w) = F0 + F1(w − w0) + F2(w − w0)2 + F3(w − w0)3 + · · · ; (2.2)
where f1 =0. Clearly, F0 = z0 and w0 =f0. The remaining coeGcients Fs can be expressed in terms
of fs by directly inserting (2.1) into (2.2) and equating like powers of z − z0. From this it follows
that if f(z) has precision N , then the precision of the reverted series is at best N . The exception
is when f(z) is a polynomial, in which case the precision of F(w) is unbounded. Lagrange [20]
cleverly manipulated power series to obtain an algorithm for computing the coeGcients Fs:
Theorem 2.2 (Lagrange reversion formula). For s= 1; 2; : : : ;
Fs =
1
s!
[
ds−1
dzs−1
{
z − z0
f(z)− f0
}s]
z=z0
:
Though Theorem 2.2 is powerful, it is cumbersome to use directly. A simpler implementation of
Theorem 2.2 is given by the following pseudo-code.
F0 = z0
t1 = (z− z0)=(f(z)− f0)
F1 = coeﬀ(t1; z− z0; 0)
t2 = t1
for s= 2;N do
t2 = t2 ∗ t1
Fs = coeﬀ(t2; z− z0; s− 1)=s
end do
Tabulation of the 'rst several coeGcients Fj can be found in [12,17,22,35]. Theoretical and algorith-
mic development for the reversion of systems of equations were explored in [6,11,19,25,26,34,37]
and 'nite precision codes have been developed in [7–9,32,33]. Algorithms for reversion for use on
computer algebra systems that use generating functions appeared in [4,29]. The reversion of asymp-
totic expansions appeared in [5,16] for expansions in inverse powers of the argument and in [27,28]
for nested expansions.
Many series expansions which fail to meet the requirements of Theorems 2.1 and 2.2 can be
manipulated to use them, though uniqueness of the reverted solution is lost. We classify the expansion
in (1.3) into four types of systematic patterns, where f(z) and F(w) are as follows:
Type I: Eqs. (2.1)–(2.2).
2 By “f(z) is analytic at z = z0” we mean that f(z) is diEerentiable in a neighborhood of z0.
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Type II: Those given by the equations
f(z) = f0 +
∞∑
s=1
fs(z − z0)s−1+; F(w) =
∞∑
s=0
Fs(w − w0)s=; (2.3)
where ¿ 0.
Type III: Those given by the equations
f(z) =
∞∑
s=0
fs(z − z0)s; F(w) = F0 +
∞∑
s=1
Fs(w − w0)1=+s−1; (2.4)
where ¿ 0.
Type IV: Those given by the equations
f(z) = f0 +
∞∑
s=1
fs(z − z0)(−+s−1)=;
F(w) = F0 +
∞∑
s=1
Fs(w − w0)(s−1+)=(−); (2.5)
where ; ¿ 0.
In all cases, F(w0)=z0 and w0=f0. Note that this classi'cation is not unique: Type III is a subset
of Type II if  in (2.4) is an integer and vice versa if 1= in (2.3) is an integer. A large majority
of the functions typically encountered when analyzing (1.2) fall into one of these categories.
Given a generic series expansion as returned by Maple of the form (1.3), the 'rst task is to
determine the expansion’s type. This is accomplished by examining the exponents 1, 2, and 3.
Types I–III: We determine that (1.3) is one of Types I–III as follows:
I 1 = 1 and 2; 3 are integers;
II 2 − 1, 3 − 1, and 3 − 2 are all integers;
III 2=1 and 3=1 are integers.
We then perform the transformations
I = z − z0, v= w − w0, l() = f(z)− f0,
II = z − z0, v= (w − w0)1=, l() = (f(z)− f0)1=,
III = (z − z0), v= w − w0, l() = f(z)− f0.
For these types, the resulting equation to be reverted is v= l(), where
l() = l1+ l22 + l33 + · · · :
We use Theorem 2.2 to obtain the reverted expansion = L(v), where
L(v) = L1v+ L2v2 + L3v3 + · · · :
Finally, we transform back to original variables to obtain the reverted expansion.
Type IV: If an expansion of the form (1.3) fails to be classi'ed into one of Types I–III, we attempt
to classify as Type IV as follows. We de'ne  as the least common multiple of the denominators
B.R. Fabijonas / Journal of Computational and Applied Mathematics 146 (2002) 323–342 327
Table 1
The precision of various expansions as we proceed through the transformations described in the text. The numbers have
been chosen so that the precision of F(w) is as close to N as possible
Type Functions
f(z) l() L(v) F(w)
I N N N N
II (N + 1) − 1 N N N
III (N + 1) N + 1 N + 1 N + 1=
IV ((N (− ) + 2− ) (N (− ) + 2− ) N (− ) + 2−  N + (2− )=(− )
×(− )− 1)= ×(− )− 1
of 1; 2; 3.  then follows by adding  to the numerator of 1. We test our obtained values by
verifying that  −  added to the numerators of 2 and 3 yield integers and that 3 − 2¿ 0.
Should a satisfactory solution pair {; } be found, then we perform the transformation
= (z − z0)1=; v= w − w0; l() = f(z)− f0:
We then recursively call the reversion procedure since l() is now Type II. We obtain the reverted
solution = L(v) and transform back to original variables.
A key element in computing the reverted series F(w) is that the expansion of f(z) contains a
suGcient number of terms. Table 1 lists the precisions of the main and intermediate functions for
each of the types. It is, of course, prudent to initially carry a few more terms.
Maple has an intrinsic command called reversion in its powseries package which operates on
formal power series as de'ned by Maple. It will be shown in Section 4 that this command is faster
than direct implementation of Theorem 2.2 as described above. The command solve(f(x)= y; x) also
can return a series solution provided f(x) initially is a series. The diGculty with this command is
that it will return more solutions than we need, which in turn uses valuable computer resources and
increases computation time. When the solve command returns a power series, care must be taken
in choosing the desired solution, i.e., the one that satis'es F(w0) = z0. For example, the solutions
obtained by using the solve command on the equation w = z − z2 have the power series expansions
z = 1 − w − w2 + · · · and z = w + w2 + · · · : Clearly, the second solution is the one desired, since
in our notation, z0 = w0 = 0. Because of these and similar complications, we avoid using the solve
command.
Finally, it is crucial in our work to determine the exponents 1, 2, and 3. If the series is a standard
Taylor series, then 1 can be determined from Maple’s data structure of the series using the command
op(2,series(f − f0; z = z0)). The data structure is not as well de'ned when the expansion for f(z)
is a Puiseux series. In this case, we attempt to determine 1 by computing the series expansion of
ln(f(z)), converting it to a polynomial in ln(z) or ln(1=z), and obtain 1 or −1, respectively, by
extracting the polynomial’s leading term’s coeGcient. If these three methods fail, the Maple code
returns an error. Once we know 1, then 2 trivially follows using the same procedure with f− f0
replaced by f−f0 −f1(z− z0)1 . Similarly for 3. To speed up computations, our codes allow for
an optional input list containing the exponents [1; 2; 3].
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2.2. Laplace’s method
We are now in a position to state the main theorems, both of which we quote from [24] where the
reader is directed for detailed proofs. Furthermore, references for Laplace’s method and its extensions
can be found in [15, Chap. 2.4]. We begin with Watson’s lemma [36] which is used on integrals of
the form (1.1):
Theorem 2.3 (Watson’s lemma). Let q(t) be a function of the positive real variable t; such that
q(t) ∼
∞∑
s=0
ast(s+− )= (t → 0); (2.6)
where  and  are positive constants; and let  be a real variable. Then∫ ∞
0
q(t)e−t dt ∼
∞∑
s=0
!
(
s+ 
 
)
as
(s+)= 
(→ +∞); (2.7)
provided that this integral converges throughout its range for all su:ciently large .
It is instructive to sketch a proof for the simplest case in which q(t) is in'nitely diEerentiable in
[0;∞). Suppose that  =  = 1, asymptoticity in (2.6) is replaced by equality, and the right-hand
side of (2.6) has an in'nite radius of convergence. Repeated integration by parts of the left-hand
side of (2.7) n times produces
h() =
n−1∑
s=0
q(s)(0)
s+1
+
1
n
∫ ∞
0
e−tq(n)(t) dt;
where n is an arbitrary nonnegative integer. If q(s)(t)=O(e#t) for t ∈ [0;∞); s=1; 2; 3; : : : ; then the
right-hand-most term in the above equation is O(−n(− #)−1), and we conclude that
h() ∼
∞∑
s=0
q(s)(0)
s+1
(→ +∞):
Asymptoticity in (2.7) is justi'ed by a more detailed examination of the remainder term.
Integrals of the form (2.7) are analyzed using
Theorem 2.4 (Laplace’s method). Suppose
(1) p(t) is a real function independent of ; and let q(t) be a real or complex function.
(2) p(t)¿p(a) when t ∈ (a; b); and for every c∈ (a; b); the in;mum of p(t) − p(a) in [c; b) is
positive.
(3) p′(t) and q(t) are continuous in a neighborhood of a; except possibly at a.
(4) As t → a+;
p(t) ∼ p(a) +
∞∑
s=0
ps(t − a)s+ (2.8)
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and
q(t) ∼
∞∑
s=0
qs(t − a)s+−1; (2.9)
where the ;rst of these relations is di<erentiable;  is a positive constant and  is a real or
complex constant such that R()¿ 0.
Then
H () ∼ e−p(a)
∞∑
s=0
!
(
s+ 
 
)
as
(s+)= 
(→ +∞); (2.10)
where the coe:cients as are those found in the series expansion g(&)=q(t)=p′(t) about t=a; where
t − a ∼
∞∑
s=1
cs&s= (v → 0+) (2.11)
obtained by reverting the change of variables &= p(t)− p(a).
The 'rst point to make is that though p(t) in (2.8) and q(t) in (2.9) are Type II, the theorem is
valid should these functions be Type III or IV, though the form of the expansion in (2.10) will be
diEerent.
Laplace’s method, as stated here, transforms the integral (1.2) into the form
H () =
∫ p(b)−p(a)
0
g(&)e−& d&: (2.12)
This equation is symbolically exact. However, in most situations, g(&) is not known analytically.
Rather, we know only its series expansion about &=0. Upon substituting this expansion into (2.12),
the upper limit can be replaced by in'nity by arguing that the integrand’s contribution to
H ();
∫ ∞
0
g(&)e−& d& (2.13)
on the interval (p(b)−p(a);∞) is exponentially small. Note that this may not hold for g(&) formally
since the function may not be de'ned on the entire interval or may have singularities, poles, etc.
(A rigorous proof can be found in [24].) At this stage, one can use Watson’s lemma with g(&)
playing the role of q(t) in Theorem 2.3. The power of this transformation is that the remainder term
associated with truncating the sum in (2.10) to a 'nite number of terms has already been examined
in Watson’s lemma. Thus, asymptoticity in (2.10) is guaranteed.
The algorithm for the Maple code Laplace rev which implements the reversion approach to
Laplace’s method follows the sketch of the proof to Theorem 2.4. The routine accounts for p(t)
and q(t) being any of Types I–IV, and accepts as input the functions p(t); q(t), the variables ; t
and a, and the number N , where −N is the desired precision of the returned expansion, where
the variables are as in (1.2), and where the minimum of p(t) on the interval [a; b] occurs only at
t = a. We 'rst compute the reversion of & = p(t) − p(a) to obtain t − a as a Puiseux expansion
in & (i.e. (2.11) if p(t) is Type II), then compute a power series expansion for g(&) = q(t)=p′(t)
330 B.R. Fabijonas / Journal of Computational and Applied Mathematics 146 (2002) 323–342
(i.e., g(&) =
∑∞
s=0 as&
(+s− )= if q(t) and p(t) are both Type II), and 'nally symbolically evaluate
(2.13) (to obtain (2.10) if q(t) and p(t) are both Type II). For the four types of Puiseux series
considered in the previous section, the reverted series for t − a will be a series in & in powers of
1=numer(1), where numer () denotes the numerator of a rational expression. Thus, if we desire that
the 'nal expansion for H () to have precision −N in , then all series expansions in the routine
Laplace rev must have precision at least N × numer(1) in &. In implementing this approach in
Maple, we encountered two problems in computing (2.13). The 'rst is that g(&) must be converted
to an expansion without an explicit order because Maple cannot compute the expression
∫
O(&P) d&.
The second problem is that Maple appears to express g(&) as a single fraction with a common
denominator before integrating. This process is extremely time consuming and can be circumvented
when g(&) is a traditional Taylor series. In this special case, we compute the integral term by term in
a do-loop since the coeGcients and exponents are easily determined from the series’ data structure.
3. Brute force method
The brute force method follows a heuristic approach. We assume that the conditions of the 'nal
paragraph of Section 2 still hold. Then, the main contribution to the integral (1.2) in the limit as
→ +∞ is localized about the point where the exponent function p(t) attains an absolute minimum
on [a; b], 3 that is, at t = a. Thus, (1.2) is approximated by
H ();
∫ a+'
a
q(t)e−p(t) dt; (3.1)
where ' is a small arbitrary parameter such that the main contribution of the integrand in (1.2) to
H () occurs on the interval [a; a + ']. The functions p(t) and q(t) in (3.1) are now replaced by
their series expansions about t = a, and the integral takes the form
H (); e−p(a)
∫ a+'
a
T{q(t); a}e−(t−a)1({−p(t); a} dt;
where T{f(z); z0} was de'ned at the end of Section 1 and
({f(t); a}=T{exp[f(t)− f(a)− f1(t − a)1 ]; a}:
The next step is to replace the upper limit a + ' by ∞, a process justi'ed by arguing that the
integrand’s contribution on the interval (a + ';∞) is exponentially small as before. Again, this
process may not be valid if we were not considering series expansions. The resulting integral is
H ();
e−p(a)
1=1
∫ ∞
0
g(&; )e−p1&
1 d&; (3.2)
3 A function f(x) has an absolute minimum at x = x0 on an interval [x1; x2] if f(x0)6f(x) for all x∈ [x1; x2].
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where g(&; ) = ({−p(t); a} ×T{q(t); a} is a series expansion under the change of variables & =
1=1(t − a). One more transformation &˜= p1&1 transforms (3.2) into
H ();
e−p(a)
1(p1)1=1
∫ ∞
0
g((&˜=p1)1=1 ; )&˜1=1−1e−&˜ d&˜; (3.3)
which is in the correct form for use of Watson’s lemma. The astute reader will note that the series
manipulations and transformations which yield the integral in (3.3) are computationally equivalent to
the reversion of the change of variables &˜= (p(t)−p(a)) and substitution. It is not clear, however,
if the expansion for H () obtained by computing the integrals in (3.2) or (3.3) is asymptotic. This is
a major fault of the brute force approach. Since the expansions obtained by computing the integrals
in (3.2) and (3.3) are the same as that obtained by Theorem 2.4, the assertion is validated. What
the brute force approach lacks in grace it makes up for in directness of implementation.
As in the reversion approach, one of this approach’s key diGculties lies in carrying enough terms
(in powers of &) in each of the series expansions so that the product function g(&; ) in (3.2) has
not neglected relevant terms in powers of −1=1 . It is not important to have all the coe:cients of
a given power of &, but rather only those coe:cients that contain the relevant powers of −1=1 .
Suppose the expansions T{q(t); a} and ({−p(t); a} both have precision r, and let  = −1=1 and
 &= (t − a). Then (3.2) has the form
H ( −1);  e−p(a) 
−1
∫ ∞
0
[
m1∑
s=0
qs(& ) Rs +O(&r r)
]
 (&;  )e−p1&
1 d&; (3.4)
where
 (&;  ) = exp
(
 −1
m2∑
s=2
ps(& )s +O(&r r−1)
)
: (3.5)
Again, the actual values of m1 and m2 are irrelevant. If we were to expand  (&;  ) in a series of &,
then
 (&;  ) =
m3∑
s=0
 ˜ s( )&
˜s +O(&r); (3.6)
where the coeGcients  ˜ s( ) contain powers of  , many of which must be neglected. Instead, we
expand  (&;  ) in a series of  to obtain
 (&;  ) =
m4∑
s=0
 ˆ s(&) 
˜s−1 + O( r−1); (3.7)
where the coeGcients  ˆ s(&) will contain only the relevant powers of & and not all of them. We
multiply (3.7) by the series in the square brackets of (3.4) to obtain g(&;  −1) with precision
(r − 1) in  , or (1 − r=1) in . Thus, if the desired precision of H () is −N , then the required
precision in  is N1. Consequently, r = (N + 1)1.
It is prudent to reorder g(&;  −1) and collect on like powers of & to minimize the amount of work
done in the integration step. Symbolic computation of the integrals in both (3.2) and (3.3) suEer
the same fate as that of (2.13). We 'nd that it is faster to compute (3.2) rather than (3.3) since
the coeGcient of exp(−p1&−1) in the integral of (3.2) is more likely to be a series with integer
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exponents than the corresponding function in (3.3). The exponent 1 is determined as discussed at
the end of Section 2.1. The routine Laplace brute which computes this approach to Laplace’s method
accepts 1 as an optional input variable.
4. Discussion
The goal of this paper is to examine the implementation of the algebraically intensive Laplace’s
method on a computer algebra system, namely Maple. The number of terms we are able to compute
using our Maple codes is limited by the computing resources available. In order to see diEerences
between the two approaches examined here, we compute asymptotic expansions to an obscenely
large number of terms in our test cases. Our only measurable quantities are the computation time
and memory utilization as returned by Maple. DiEerences between the codes is due, in part, to
the speed with which Maple performs series manipulations. These manipulations can be memory
intensive, and computing resources can be quickly overwhelmed.
We performed a comparison of Puiseux series reversion by direct implementation of Theorem 2.2
rev1 and by using Maple’s reversion command rev2 for a variety of functions. There seems to be
little diEerence in execution time between the two for low precisions and drastic diEerences for high
precisions. Table 2 lists the computation times and resource utilization for the reversion of  (&; +) in
(5.5) of the next section to various precisions. From this table, we readily see that system resources
are quickly overwhelmed using rev1. This is due to the fact that we are continuously computing
integer powers of series expansions. The advantage that rev2 has is that Maple (presumably) takes
advantage of l()’s data structure when converted to a formal power series as de'ned by Maple.
The two approaches to Laplace’s method are tested against each other in a similar manner. Table 3
lists the same quantities for the computation of the asymptotic expansion of the modi'ed Bessel
function K ′i() to large precisions. The mathematical details of this computation again are discussed
in the next section. We see in this example that the brute force method outperforms the reversion
approach. We 'nd that this holds true in a vast majority of the cases tested and therefore recommend
the brute force method for use on a computer algebra system.
Table 2
Memory utilization (in megabytes rounded to the nearest whole number) and CPU time (in seconds) as returned by Maple,
Release 5.1, for the computation of the reversion of  (&; +) as de'ned in (5.5) for various precisions N . These calculations
were carried out on a 500 MHz Compaq Alpha workstation. The procedure rev1 directly implements Theorem 2.2 and
rev2 uses Maple’s intrinsic reversion command. Both the CPU time and the memory utilization seem to be polynomial
in N
N rev1 rev2
CPU time Memory utilization CPU time Memory utilization
10 0.411 8 0.494 8
25 12.141 136 7.658 104
50 340.169 1811 155.308 1114
75 3308.001 8678 1318.459 4821
100 19,957.122 27,671 7884.301 14,462
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Table 3
Memory utilization (in megabytes rounded to the nearest whole number) and CPU time (in seconds) as returned by Maple,
Release 5.1, for the computation of the asymptotic expansion of K ′i() as discussed in Section 5.3 for various precisions
N . These calculations were carried out on a 500 MHz Compaq Alpha workstation. The procedure Laplace brute is the
brute force approach and Laplace rev is the reversion approach. The memory utilization is polynomial in N with the same
exponent, though the CPU time appears to be exponential in N
N Laplace brute Laplace rev
CPU time Memory utilization CPU time Memory utilization
10 0.864 12 1.982 26
25 7.956 81 17.605 211
50 163.017 740 330.472 2159
75 1619.202 3187 2855.949 10,032
100 13,366.792 9494 16,367.262 31,636
Every eEort has been made to ensure that the expansions returned by the reversion and the
Laplace’s method routines have the correct and desired order. We have encountered a few cases
where the returned expansion was a degree or two smaller than the desired order.
5. Application to the real valued modied Bessel functions
We illustrate our codes’ abilities and limitations in this section by deriving Debye-type asymptotic
expansions for the real valued modi'ed Bessel functions. Many, though not all, of the expansions
we obtain here were derived in [14] using a diEerential equation approach. The present exposition
uses the Method of Steepest Descents on the integral representation of the functions to obtain the
desired asymptotic expansions. The diEerential equation approach is often more desirable since that
method provides explicit errors bounds for truncated expansions and closed form formulas for the
polynomials used in the expansions. This point will be emphasized below.
The present investigation focuses on the real valued solutions of the modi'ed Bessel equation
x2
d2y
dx2
+ x
dy
dx
− (x2 − 2)y = 0; (5.1)
where x and  are real variables. Though any linearly independent pair of Bessel and=or Hankel
functions form a fundamental solution pair to (5.1), the two traditional solutions are the modi;ed
Bessel functions
Ki(x) =
1
2
∫ ∞
−∞
e−.(t; x; ) dt; Ii(x) =
1
20i
∫ ∞+i0
∞−i0
e.(t; x; ) dt; (5.2)
where .(t; x; )=x cosh(t)− it and i is the imaginary number. The 'rst solution Ki(x) stands out in
the family of Bessel functions as a real valued solution to (5.1) whereas all the remaining solutions
are complex valued. Motivated in part by the fact that Ki(x) is the imaginary part of Ii(x) up to a
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multiplicative factor, recent investigations have been carried out on the real part Ii(x), denoted by
Li(x), in [14,30]. We use the de'nition 4 given in [30]
Li(x) = 12{Ii(x) + I−i(x)}: (5.3)
Any of Li(x); Ki(x), and Ii(x) can be constructed from the remaining two functions by the identity
Ii(x) = Li(x)− i sinh(0)0 Ki(x): (5.4)
The function Li(x) shares two important properties with Ki(x): they are both real valued solutions
to Eq. (5.1), and both are even functions of . In fact, the two form a numerically satisfactory
pair of solutions to (5.1) in the sense of Miller [23]: Li(x) is exponentially large and Ki(x) is
exponentially small in a neighborhood of x =∞, and both are oscillatory in a neighborhood of
x = 0 with a phase diEerence of 120. It follows from (5.4) that the Wronskian of the system is
W{Ki(x); Li(x)}=W{Ki(x); Ii(x)}= x−1.
We cannot apply Laplace’s method as stated in this paper to the integrals in (5.2) directly to
obtain asymptotic expansions for Ki(x); Li(x), and their derivatives since the exponent function
.(t; x; ) is complex valued. The usual approach to the problem is to use the Method of Steepest
Descents, see [3, Chap. 6.6], [15, Chap. 2.5], or [24, Chap. 4.10]. This method deforms the contour
of integration to paths in the complex plane along which the integrand is nonoscillatory, i.e., paths
where I{.(t; x; )} is constant. Once this is accomplished, then direct application of Laplace’s
method will yield the desired asymptotic expansion. The steepest descent paths for the functions
Ki(x); Li(x) and their derivatives are thoroughly examined in [30] with the intention of computing
these functions by numerical integration along these contours. This has been recently undertaken in
part in [18]. We quote integral representations from [30]. Throughout the remainder of this section,
the de'nitions of f; g; h;  and  diEer from those in the previous sections and closely follow the
de'nitions in [30].
5.1. Debye expansions for x¿
It is convenient to write = x sin +, where + is a 'xed parameter such that 06 +¡ 120. For this
parameter regime, the function .(t; x; ) has pairs of second order saddle points 5 at tn=i[(−)n++n0],
where n is any integer, which lie on the imaginary t axis a distance 120 − + away from the points
Rtn = i(120+ 2n0).
5.1.1. The functions Ki( csc +) and K ′i( csc +)
It suGces to deform the integration contour so that it passes only through the saddle point at
t = t0. By writing t = &+ i#, we parameterize the steepest descent contour through t = t0 using & by
4 We draw the reader’s attention to the fact that Li(x) as de'ned in [30] diEers from that given in [14] by a multiplicative
factor of 0=sinh(0).
5 A function f(t) has a “saddle point of the mth order” at t= ts if f′(ts)=f′′(ts)= · · ·=f(m−1)(ts)=0 and f(m)(ts) =0.
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de'ning
#(&; +) = arcsin
(
sin +
&
sinh &
)
;  (&; +) = cosh & cos(#(&; +)) + #(&; +) sin +: (5.5)
Then the 'rst of (5.2) becomes
Ki( csc +) =
∫ ∞
0
e− csc +  (&;+) d&: (5.6)
We implement Laplace’s method using our Maple codes with q(&) = 1; p(&) =  (&; +) and &=0 to
'nd that for 'xed +, the resulting expansions can be rearranged to obtain
Ki( csc +) ∼ e−(cot +++)
√
0
2 cot +
∞∑
s=0
(−)s Vs(tan +)
s
; → +∞; (5.7)
where the polynomials Vs(q) are given in [14] as
V0(q) = 1; Vs+1(q) =
1
2
q2(q2 + 1)V ′s (q) +
1
8
∫ q
0
Vs(t)(1 + 5t2) dt; (5.8)
s= 0; 1; 2; : : : : This expansion was 'rst given by [2] with diEerent notation. It also appears in [21]
whose notation diEers from both ours and that in [2]. It was necessary during the computations to
explicitly assume the conditions 0¡+¡ 120.
The integral representation for K ′i(x) deformed to the steepest descent contour in this parameter
regime is
K ′i( csc +) =
∫ ∞
0
g(&; +)e− csc +  d d&; (5.9)
where
g(&; +) =
sin +sin #d − cosh &
cos#d
;
#d = #(&; +) and  d =  (&; +). Our Maple code with q(&) = g(&; +); p(&) =  (&; +), and &= 0 again
yields, as → +∞
K ′i( csc +) ∼ −e−(cot +++)sin +
√
0 cot +
2
∞∑
s=0
(−)s Ws(tan +)
s
; (5.10)
where the polynomials Ws(q) are
W0(q) = 1; Ws(q) = Vs(q)− q(q2 + 1){ 12Vs−1(q) + qV ′s−1(q)}; (5.11)
s=1; 2; 3; : : : : Again, this 'rst appeared in [2] with diEerent notation. The notation for the poly-
nomials Ws(q) is new and is motivated by comparison with similar well-known expansions for the
unmodi'ed Bessel functions J( csc +); Y( csc +), and their derivatives [1].
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5.1.2. The functions Li( csc +) and L′i( csc +)
The integral representation of Li(x) is obtained that for Ii(x). The steepest descent contour for
Ii(x) passes through the saddle points t−1, t0, and t1. By deforming the second of (5.2) to this
contour, separating real and imaginary parts, and using (5.4), [30] 'nds that
Li( csc +) =
1
20
∫ 0−+
−0−+
e csc + (cos + sin +) d− 1
20
e0
∫ ∞
0
e− csc +  (&;+)
d#
d&
d&
+
1
20
e−0
∫ ∞
0
e− csc +  (&;+)
d#
d&
d&; (5.12)
where
d#
d&
= tan #
(
1
&
− coth(&)
)
:
We symbolically write the above expression as Li( csc +) = L1 − L2 + L3. It is easy to see that as
→ +∞,
L1 = O(exp{(++ cot +)}=
√
);
L2 = O(exp{(0− +− cot +)}=
√
);
L3 = O(exp{−(0+ ++ cot +)}=
√
):
Obviously, L3 is exponentially small for all values of + and thus is negligible compared to L1
and L2. The integral L2 is exponentially small for 06 +¡ 0:3432 : : : and is exponentially large for
0:3432 : : :¡ +¡ 120. In principle, L1 + L2 ∼ L1 for +¡ 120. However, L2 is not negligible in the
limit + → 120−. The main contribution to L1 occurs at  = +, and thus it needs to be rearranged so
that we can use our Maple codes. The 'nal form of the expansion is
Li( csc +)∼ e(++cot +) 1√
20 cot +
∞∑
s=0
Vs(tan +)
s
+ e(0−+−cot +)
3 cot2 +
20
∞∑
s=0
(−)s V˜ s(tan +)
s
+O(e−(0+++cot +)) → +∞: (5.13)
The polynomials V˜ s(q) do not appear to follow a recognizable pattern. Therefore, we list the 'rst
few:
V˜ 0(q) = 1;
V˜ 1(q) = 45q+
8
9q
3;
V˜ 2(q) = 3635q
2 + 289 q
4 + 5627q
6;
V˜ 3(q) = 6435q
3 + 36835 q
5 + 44827 q
7 + 64081 q
9:
An expansion similar to this was 'rst obtained in [14] using a diEerential equation approach neglect-
ing the contribution of L2. That approach is more powerful in that the formulas for Vj(q) in (5.8)
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are obtained directly from the diEerential equation. This form is not obtainable using the approach
described here as is reTected in the lack of formulas for V˜ j(q).
We compute an asymptotic expansion for L′i( csc +) by using our Maple codes on the integral
representation
L′i( csc +) =
1
20
∫ 0−+
−0−+
cos e csc + (cos +sin +) d
+
e0
20
∫ ∞
0
e− csc +  dh(&) d&− e
−0
20
∫ ∞
0
e− csc +  dh(&) d&; (5.14)
where
h(&) = sin #d
(
cosh &
&
− 1
sinh &
)
:
As before, the third integral is exponentially small for all values of the parameter + and the second
integral is negligible for +¡ 120, though not in the limit as + → 120−. Using our Maple codes on
these integrals, we 'nd that
L′i( csc +)∼ e(++cot +)
√
cot +
20
∞∑
s=0
Ws(tan +)
s
+ e(0−+−cot +)
tan + sin +
30
∞∑
s=0
(−)s W˜ s(tan +)
s
+O(e−(0+++cot +)) → +∞: (5.15)
Again, we list the 'rst few polynomials W˜ s(q):
W˜ 0(q) = 1;
W˜ 1(q) = 35q+
5
9q
3;
W˜ 2(q) = 2435q
2 + 2815q
4 + 3227q
6;
W˜ 3(q) = 87q
3 + 9215q
5 + 283 q
7 + 35281 q
9:
This expansion has not appeared in the existing literature to our knowledge.
5.2. Debye expansions for x¡
In this parameter regime, the real valued modi'ed Bessel functions are oscillatory. By writing
=x cosh  , where  ¿ 0, we 'nd that the pairs of second order saddle points now lie on both sides
of the imaginary axis on the lines I(t) = 120 + 2n0 a distance  away from the axis. For the sake
of brevity, we state the results obtained by our Maple procedures and refer the reader to [30] for
details of the integral representations.
5.2.1. The functions Ki( sech  ) and K ′i( sech  )
Let
61 =
∫ ∞
 
e− (&;f(&))(1− f′(&)) d&+
∫ 50=2
0=2
e− (g(#); #)(1− g′(#)) d#;
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62 =
∫ ∞
 
e− (&;f(&))(1 + f′(&)) d&−
∫ 50=2
0=2
e− (g(#); #)(1 + g′(#)) d#;
63 =
∫ ∞
 
e− (&;f(&))(A(&)− C(&)) d&−
∫ 50=2
0=2
e− (g(#); #)( RB(#)− RD(#)) d#;
64 =
∫ ∞
 
e− (&;f(&))(A(&) + C(&)) d&−
∫ 50=2
0=2
e− (g(#); #)( RB(#) + RD(#)) d#;
where
 (&; #) = sech  cosh & cos# + # − 120;
sin(f(&)) =
(&−  ) cosh  + sinh( )
sinh &
;
g(#) = f−1(#);
A(&) =−cosh & cos(f(&)) + sinh(&) sin(f(&))f′(&);
C(&) =−sinh & sin(f(&))− cosh(&) cos(f(&))f′(&);
RB(#) = A(g(#))g′(#);
RD(#) = C(g(#))g′(#):
Then, if (= (tanh  − ), we rewrite the integrals in [30] in so that they coincide with the notation
of [14] as
Ki( sech  ) =
e−0=2√
2
{
cos
(
−( − 1
4
0
)
61 − sin
(
−( − 1
4
0
)
62
}
+O(e−50=2); (5.16)
K ′i( sech  ) =
e−0=2√
2
{
cos
(
−( − 1
4
0
)
63 − sin
(
−( − 1
4
0
)
64
}
+O(e−50=2): (5.17)
A surface plot of  (&; #) with the curve  (&; f(&)) superimposed shows that  has an absolute
minimum at & =  ; # = 120 on the integration intervals. Note that g(#) does not have closed form
solution. Therefore, we obtain its series expansion about 120 by reversion of the expansion of f(&)
about  . Rearrangement of the expansions returned by our Laplace’s method codes yields, for  
'xed as → +∞,
61 ∼ 2
√
0 coth  √

∞∑
s=0
V2s(i coth  )
2s
; (5.18)
62 ∼ −2
√
0 coth  √

∞∑
s=0
iV2s+1(i coth  )
2s+1
; (5.19)
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63 ∼ −2
√
0 cosh  √
 coth  
∞∑
s=0
iW2s+1(i coth  )
2s+1
; (5.20)
64 ∼ −2
√
0 cosh  √
 coth  
∞∑
s=0
W2s(i coth  )
2s
: (5.21)
5.2.2. The functions Li( sech  ) and L′i( sech  )
Using the notation of the previous subsection, it can be shown that
Li( sech  ) =
e0=2
2
√
20
{
−cos
(
−( − 1
4
0
)
62 − sin
(
−( − 1
4
0
)
61
}
+O(e−0=2); (5.22)
L′i( sech  ) =
e0=2
2
√
20
{
cos
(
−( − 1
4
0
)
63 + sin
(
−( − 1
4
0
)
64
}
+O(e−0=2): (5.23)
Again, the expansion for L′i( sech  ) is new.
5.3. Expansions at the turning point x = 
The turning point is unique in that the pairs second order saddle points coalesce into third order
saddle points at Rtn = i(120 + 2n0), where n is an integer. The expansions presented below are new,
though those for Ki() and K ′i() can be deduced from those in [2].
5.3.1. The functions Ki() and K ′i()
Careful analysis of the steepest descent contours for this case yields the integrals in (5.6) and
(5.9) with + replaced by 120. (Note that this holds only for the integral representations and not for
the Debye expansions.) Therefore, we simply state the obtained expansions
Ki() = 0e−0=2
{
21=3Ai(0)
1=3
S(i) +
22=3Ai′(0)
5=3
T (i)
}
(5.24)
in the notation of [31], where the functions S( ) and T ( ) have the expansions as  → +∞
S( ) ∼ 1− 1
225
1
 2
+
151439
218295000
1
 4
− 887278009
2504935125000
1
 6
+ O
(
1
 8
)
;
T ( ) ∼ 1
70
− 1213
1023750
1
 2
+
16542537833
3774320550000
1
 4
− 9597171184603
25476663712500000
1
 6
+ O
(
1
 8
)
;
and where Ai(0) and Ai′(0) are the values of the Airy function Ai(x) and its derivative at the origin,
respectively.
K ′i() = 0e
−0=2
{
22=3Ai′(0)
2=3
U (i)− 2
1=3Ai(0)
4=3
V (i)
}
; (5.25)
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where we use the notation of [31]
U ( ) ∼ 1 + 23
3150
1
 2
− 604523
644962500
1
 4
+
2264850139339
5095332742500000
1
 6
+ O
(
1
 8
)
;
V ( ) ∼ 1
5
− 947
346500
1
 2
+
11192989
18555075000
1
 4
− 100443412440047
262141460831250000
1
 6
+ O
(
1
 8
)
:
5.3.2. The functions Li() and L′i()
Again, the integrals here are again those given in (5.12) and (5.14) with + replaced by 120. The
contribution of the second term in the integral representations of Li(x) and L′i(x) is now critical.
Li() =
1
2
e0=2
{
21=3Bi(0)
1=3
S(i) +
22=3Bi′(0)
5=3
T (i)
}
+O(e−30=2); (5.26)
where Bi(0) and Bi′(0) are the values of the Airy function Bi(x) and its derivative at the origin,
respectively. Finally,
L′i() =
1
2
e0=2
{
22=3Bi′(0)
2=3
U (i)− 2
1=3Bi(0)
4=3
V (i)
}
+O(e−30=2): (5.27)
5.4. Discussion
It comes as no surprise that the asymptotic expansions obtained in this section are similar to
those for the unmodi'ed Bessel functions J(x); Y(x) and their derivatives. Compare the expansions
obtained here in [2,14] with those in [1, Chap. 9.3]. This similarity is due to the fact that the
modi'ed and unmodi'ed Bessel functions are related to the Hankel functions H ( j) (>) of the 'rst
( j = 1) and second ( j = 2) kinds:
J (>) = 12{H (1) (>) + H (2) (>)}; Y (>) =
1
2i
{H (1) (>)− H (2) (>)};
K (>) = 120ie
 0i=2H (1) (i>); L (>) =
1
2{e 0i=2cosh( 0i)H (1) (i>) + e− 0i=2H (2) (i>)};
where  and > are dummy variables.
It must be emphasized that the Maple routines do not return clean and neat expansions as those
given here. On the contrary, the returned expansions are quite diGcult to read. A signi'cant amount of
energy was spent transforming the returned expansions into the forms presented here. Furthermore, we
cannot conclude from the work presented here that the stated forms for the asymptotic expansions are
valid for in'nitely many terms. The computations which obtained our results quickly overwhelmed
our computational resources. For example, reversion of f(&) in Section 5.2 to O((# − 120)12) by
itself lasted several hours on a 500 MHz Compaq Alpha workstation with 640 MB of RAM, whereas
the simpli'cation of each coeGcient required twice as much time on a Compaq Alpha server with
3:13 GB of available RAM and a dedicated processor. We deduce the forms of the expansions
by careful examination of the 'rst few terms which we could compute using our codes and by
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comparison with the corresponding expansions of the unmodi'ed Bessel functions. This is a drawback
of the approach based on integral representations to deriving asymptotic expansions.
Finally, we note that (possibly complex-valued) asymptotic expansions may be obtained directly
from (5.2) using saddle point methods. See Section 2.6 of [24]. However, in order to obtain the
expansions in the form presented here, and in particular the exponentially large but often negligible
contributions for Li( csc +) and L′i( csc +), analysis on the steepest descent paths is required.
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