Codes in the projective space over a finite field, referred to as subspace codes, and in particular codes in the Grassmannian, referred to as constant-dimension codes (CDCs), have been proposed for error control in random network coding. In this paper, we first study the covering properties of CDCs. We determine some fundamental geometric properties of the Grassmannian. Using these properties, we derive bounds on the minimum cardinality of a CDC with a given covering radius and determine the asymptotic rate of optimal covering CDCs. We then study the packing and covering properties of subspace codes, which can be used with the subspace metric or the modified subspace metric. We investigate the properties of balls in the projective space. Using these results, we derive bounds on the cardinalities of packing and covering subspace codes, and we determine the asymptotic rate of optimal packing and optimal covering subspace codes for both metrics. We thus show that optimal packing CDCs are asymptotically optimal packing subspace codes for both metrics. However, optimal covering CDCs can be used to construct asymptotically optimal covering subspace codes only for the modified subspace metric.
henceforth, are a subclass of subspace codes for which all codewords have the same dimension. Using CDCs is advantageous for two main reasons. First, the decoding protocol is simplified, as the receiver only needs a given number of dimensions to perform the decoding. Also, CDCs are related to rank metric codes [3] [4] [5] through the lifting operation [6] . Using liftings of rank metric codes, a class of asymptotically optimal CDCs is designed [6] , and an efficient decoding algorithm for these codes is given in [1] . Although CDCs seem more practical, they cannot offer the same rate as general subspace codes. Comparing the performance of CDCs to that of general subspace codes is hence crucial for code design.
There is a steady stream of works that focuses on CDCs. For example, Delsarte [7] proved that the Grassmannian endowed with the modified subspace distance forms an association scheme. The nonexistence of perfect codes in the Grassmannian was proved in [8] , [9] . In [10] , it was shown that Steiner structures yield diameter-perfect codes in the Grassmannian; properties and constructions of these structures were studied in [11] ; in [12] , it was shown that Steiner structures result in optimal CDCs. In [1] , a Singleton bound for CDCs and a family of codes that are nearly Singleton-bound achieving were proposed, and a recursive construction of CDCs which outperform the codes in [1] was given in [13] .
Further constructions have been given in [14] . However, despite all these results the maximum cardinality of a CDC with a given minimum distance remains unknown. On the other hand, general studies of subspace codes started only recently (see, for example, [15] , [16] ). Bounds on subspaces codes with the subspace metric have been derived in [15] .
Covering properties are significant for error control codes, and the covering radius is a basic geometric parameter of a code [17] . For instance, the covering radius can be viewed as a measure of performance: if the code is used for error correction, then the covering radius is the maximum weight of a correctable error vector [18] ; if the code is used for data compression, then the covering radius is a measure of the maximum distortion [18] . The covering radius also characterizes the maximum weight of a decodable error by minimum distance decoding [?] . The Hamming covering radius of codes has been extensively studied (see, for example, [19] [20] [21] ) and the rank covering radius was studied in [22] , [23] , whereas the covering radius of CDCs and subspace codes have not been studied yet.
In this paper, we investigate the general properties of CDCs and subspace codes. We first study the covering properties of CDCs. We determine some fundamental geometric properties of the Grassmannian.
Using these properties, we derive bounds on the minimum cardinality of a CDC with a given covering radius and determine the asymptotic rate of optimal covering CDCs. We then study the packing and covering properties of subspace codes. We investigate the properties of balls in the projective space. April 23, 2009 DRAFT Using these results, we derive bounds on the cardinalities of packing and covering subspace codes, and we determine the asymptotic rate of optimal packing and optimal covering subspace codes for both the subspace metric and the modified subspace metric. We thus show that optimal packing CDCs are asymptotically optimal packing subspace codes for both metrics; However, optimal covering CDCs can be used to construct asymptotically optimal covering subspace codes only for the modified subspace metric.
The rest of the paper is organized as follows. Section II gives necessary background on subspace codes, CDCs, and related concepts. In Section III, we study the covering properties of CDCs. In Section IV, we study the packing and covering properties of subspace codes using the subspace metric. In Section V, we study the packing and covering properties of subspace codes using the modified subspace metric.
II. PRELIMINARIES

A. Subspace codes
The set of all subspaces of GF(q) n with dimension r, referred to as the Grassmannian, is denoted as E r (q, n) and E(q, n) = n r=0 E r (q, n) is referred to as the projective space. In order to simplify notations,
are metrics over E(q, n), referred to as the subspace metric and the modified subspace metric, respectively [2] . For all U, V ∈ E(q, n),
B. CDCs and rank metric codes
The Grassmannian E r (q, n) endowed with the modified subspace metric forms an association scheme [1] , [7] . Since d S (U, V ) = 2d M (U, V ) for all U, V ∈ E r (q, n), we only consider the modified subspace metric for the Grassmannian. We have |E r (q, n)| = n r , where n r = r−1 i=0 q n −q i q r −q i is the Gaussian polynomial [24] . It is shown in [25] that q r(n−r) ≤ n r < K −1r(n−r) for all 0 ≤ r ≤ n, where
We denote the number of subspaces in E r (q, n) at distance d from a given subspace as
n−r d [1] . The ball in E r (q, n) of radius t around a subspace U is denoted as B t (U ) and its volume as
A CDC is thus a subspace code whose codewords have the same dimension. We denote the maximum cardinality of a CDC in E r (q, n) with minimum distance d as A C (q, n, r, d). Constructions of CDCs and bounds on A C (q, n, r, d) have been given in [1] , [12] [13] [14] , [16] . In particular, A C (q, n, r, 1) = n r and it is shown that for r ≤ ν and
where l = n mod r. We denote the LHS of (4) as L(q, n, r, d).
CDCs are closely related to rank metric codes. A rank metric code [3] [4] [5] can be viewed as a set of matrices in GF(q) m×n . The rank distance between two matrices C, D ∈ GF(q) m×n is defined as
, and the volume of a ball with rank radius t in GF(q) m×n as V R (q, m, n, t). The minimum cardinality of a code in GF(q) m×n with rank covering radius ρ is studied in [22] and is
A. Properties of balls in the Grassmannian
In this section, we investigate the properties of balls in the Grassmannian E r (q, n), which will be instrumental in our study of covering properties of CDCs. First, we derive bounds on the volume of balls in E r (q, n). Since E r (q, n) is isomorphic to E n−r (q, n) [27] , we assume r ≤ ν without loss of generality.
Lemma 1: For all q, n, r ≤ ν, and 0 ≤ t ≤ r, q t(n−t) ≤ V C (t) < K −2t(n−t) .
by [25, Lemma 9] . We now determine the volume of the intersection of two spheres of radii u and s respectively and distance d between their centers, which is the intersection number J C (u, s, d) of the association scheme described in Section II-B.
Lemma 2: For all u, s, and d,
Proof: This directly follows Theorems 3.5 and 3.6 in [29, Chapter II].
Although Lemma 2 is a direct application of the theory of association schemes, we present it formally since it is a fundamental geometric property of the Grassmannian which will be instrumental in our study of CDCs. By [27, Lemma 4.1.7] , we also obtain a recursion formula for J C (u, s, d).
, and
,
The proof of Proposition 1 is given in Appendix A. Therefore, the minimum nonzero intersection between two balls with radii u and s is given by I C (u, s, u + s) = J C (u, s, u + s) for u + s ≤ r. Using Lemma 3, it is easily shown that J C (u, s, u + s) = u+s u 2 for all u and s such that u + s ≤ r.
We derive below an upper bound on the union of balls in E r (q, n) with the same radius.
Lemma 4:
The volume of the union of any K balls in E r (q, n) with radius ρ is at most
[A C (q, n, r, r − a + 1) − A C (q, n, r, r − a + 2)]I C (ρ, ρ, r − a + 1)
where l = max{a : K ≥ A C (q, n, r, r − a + 1)}.
Proof:
i=0 denote the centers of K balls with radius ρ and let
Note that although the value of A C (q, n, r, r − a + 1) is unknown in general, the upper bound in (4) can be used in (5) in order to obtain an upper bound on B C (K, ρ).
B. Covering CDCs
In this section, we are interested in how CDCs cover the Grassmannian. The covering radius of a CDC C ⊆ E r (q, n) is defined as ρ = max U ∈Er(q,n) d M (U, C). We denote the minimum cardinality of a CDC in E r (q, n) with covering radius ρ as K C (q, n, r, ρ). Since K C (q, n, n − r, ρ) = K C (q, n, r, ρ), we assume r ≤ ν. Also, K C (q, n, r, 0) = n r and K C (q, n, r, r) = 1, hence we assume 0 < ρ < r henceforth. We first derive lower bounds on K C (q, n, r, ρ).
Lemma 5: For all q, n, r ≤ ν, and 0 < ρ < r, K C (q, n, r, ρ) ≥ min K :
Proof: Let C be a CDC with cardinality K C (q, n, r, ρ) and covering radius ρ. Then the balls around the codewords cover n r subspaces; however, by Lemma 4, they cannot cover more than B C (|C|, ρ) subspaces. Therefore, B C (K C (q, n, r, ρ), ρ) ≥ n r and we obtain the first inequality. Since B C (K, ρ) ≤ KV C (ρ) for all K, we obtain the second inequality.
The second lower bound in Lemma 5 is referred to as the sphere covering bound for CDCs. This bound can also be refined by considering the distance distribution of a covering code. April 23, 2009 DRAFT Proposition 2: Let C be a CDC with covering radius ρ. For U ∈ E r (q, n) at distance δ from C, let
Proof: (6)- (8) directly follow the hypothesis, and it suffices to prove (9) . For 0 ≤ l ≤ r, a codeword at distance i from U covers exactly ρ s=0 J C (l, s, i) subspaces at distance l from U . All the subspaces at distance l from U are covered, hence
We remark that summing (9) for 0 ≤ l ≤ r yields the sphere covering bound. Proposition 2 also leads to a lower bound on K C (q, n, r, ρ).
, where the minimum is taken over all sequences {A i (U )} which satisfy (6)- (9) . Then K C (q, n, r, ρ) ≥ max 0≤δ≤ρ T δ .
Another set of linear inequalities is obtained from the inner distribution {a i } of a covering code C, 
Then K C (q, n, r, ρ) ≥ t.
Proof: Let C be a CDC with covering radius ρ and inner distribution {a i }. Summing (6) and (9) for all C ∈ C yields (11) and (12) , respectively, while (10) follows the definition of a 0 . By the generalized
.5] are the q-numbers of the association scheme, which yields (13). Since r i=0 a i = |C| we obtain that |C| ≥ t. April 23, 2009 DRAFT Lower bounds on covering codes with the Hamming metric can be obtained through the concept of the excess of a code [31] , [32] . This concept being independent of the underlying metric, it was adapted to the rank metric in [22] . We adapt it to the modified subspace metric for CDCs below, thus obtaining the lower bound in Proposition 4.
Proposition 4:
For all q, n, r ≤ ν, and 0 < ρ < r,
The proof of Proposition 4 is given in Appendix B. We now derive upper bounds on K C (q, n, r, ρ).
First, we investigate how to expand covering CDCs.
Lemma 6: For all q, n, r ≤ ν, and 0 < ρ < r,
The proof of Lemma 6 is given in Appendix C. The next upper bound is a straightforward adaptation of [22, Proposition 12] .
Proposition 5: For all q, n, r ≤ ν, and 0 < ρ < r, Proposition 6: For all q, n, r ≤ ν, and 0 < ρ < r,
The bound in Proposition 6 can be refined by applying the greedy algorithm described in [23] , [33] to CDCs.
there exists a CDC with cardinality k which covers at least n r −u k subspaces, where u k0
The proof of Proposition 7 is given in Appendix E. Using the bounds derived above, we finally determine the asymptotic behavior of K C (q, n, r, ρ). The rate of a covering CDC C ∈ E r (q, n) is defined as log q |C| log q |Er(q,n)| . We use the following normalized parameters: r ′ = r n , ρ ′ = ρ n , and the asymptotic rate
The bounds on V C (ρ) in Lemma 1 together with the sphere covering bound yield K C (q, n, r, ρ) > N −1 q K 2r(n−r)−ρ(n−ρ) . Using the bounds on the Gaussian polynomial in Section II-B, we obtain
. We finish this section by studying the covering properties of liftings of rank metric codes. We first prove that they have maximum covering radius. April 23, 2009 DRAFT Lemma 7: Let I(C) ⊆ E r (q, n) be the lifting of a rank metric code in GF(q) r×(n−r) . Then I(C) has covering radius r.
Proof: Let D ∈ E r (q, n) be generated by D = (0|D 1 ), where D 1 ∈ GF(q) r×(n−r) has rank r.
Then, for any codeword I(C) generated by (I r |C), it is easily seen that
Although liftings of rank metric codes are poor covering codes, we construct below a class of covering
CDCs from extended liftings of rank metric covering codes.
Proposition 9: For all q, n, r ≤ ν, and 0 < ρ < r, K C (q, n, r, ρ) ≤ n r K R (q n−r , r, ρ). Proof: For all n and r, we denote the set of subsets of {0, 1, . . . , n−1} with cardinality r as S r n . For all J ∈ S r n and all C ∈ GF(q) r×(n−r) , let I(J, C) = R(π(I r |C)) ∈ E r (q, n), where π is the permutation of {0, 1, . . . , n − 1} satisfying J = {π(0), π(1), . . . , π(r − 1)}, π(0) < π(1) < . . . < π(r − 1), and
n and all C, D ∈ GF(q) r×(n−r) . Let C ⊆ GF(q) r×(n−r) have rank covering radius ρ and cardinality K R (q n−r , r, ρ). We show below that L(C) = {I(J, C) : J ∈ S r n , C ∈ C} is a CDC with covering radius ρ. Any U ∈ E r (q, n) can be expressed as I(J, V) for some J ∈ S r n and some V ∈ GF(q) r×(n−r) . Also, by definition, there exists
Thus L(C) has covering radius ρ and cardinality ≤ n ρ K R (q n−r , r, ρ).
IV. PACKING AND COVERING PROPERTIES OF SUBSPACE CODES WITH THE SUBSPACE METRIC
A. Properties of balls with subspace radii
In this section, we investigate the properties of balls with subspace radii in E(q, n), which will be instrumental in our study of packing and covering properties of subspace codes with the subspace metric.
We first derive bounds on |E(q, n)| below.
, which proves the lower bound. In order to prove the upper bound, we distinguish two cases. First, if n = 2ν + 1, then
. We now determine the number of subspaces at a given distance from a fixed subspace. 
Thus there are r u choices for U ∩ V . The subspace V can then be completed in q u(d−u) n−r d−u ways. We remark that this result is implicitly contained in [15, Theorem 5] , where no proof is given. We also denote the volume of a ball with subspace radius d around a subspace with dimension r as V S (r, t)
The following technical lemma will be instrumental in Section IV-C.
Lemma 10: For all r, s, and t ≤ min {r + s, ν},
, and hence
. We now give bounds on the volume of a ball with subspace radius. Since V S (r, t) = V S (n − r, t) for all r and t, we only consider r ≤ ν.
Proposition 10: For all q, n, r ≤ ν, and t ≤ ν, q
, where
2 , and
The proof of Proposition 10 is given in Appendix F.
B. Packing properties of subspace codes with the subspace metric
In this section, we are interested in packing subspace codes used with the subspace metric. The maximum cardinality of a code in E(q, n) with minimum subspace distance d is denoted as A S (q, n, d).
Since A S (q, n, 1) = |E(q, n)|, we assume d ≥ 2 henceforth.
We can relate A S (q, n, d) to A C (q, n, r, d). For all J ⊆ {0, 1, . . . , n}, we denote the maximum cardinality of a code with minimum subspace distance d and codewords having dimensions in J as A S (q, n, d, J).
2 ). Proof: Let C be a code in E(q, n) with minimum subspace distance d and let C, D ∈ C. We have
therefore there is at most one codeword with dimension less than 2 ) ≤ A S (q, n, d) for all r. Also, the codewords with dimension r in a code with minimum subspace distance d form a CDC in E r (q, n) with minimum distance at least d 2 , and hence
Proof: We show that there exists such a code by recursion on r. First, for r = 0, this follows from the definition of A C q, n, π(0),
Second, suppose there exists a code with minimum subspace distance d and A π(l) codewords with dimension π(l) for 0 ≤ l ≤ r − 1. These codewords cover at most
codewords with dimension π(r).
The bounds above help us determine the asymptotic behavior of A S (q, n, d). The rate of a subspace code C ∈ E(q, n) is defined as log q |C| log q |E(q,n)| . We use the normalized parameter d ′ def = d n and the normalized rate a S (d ′ ) = lim sup n→∞
The asymptotic behavior of CDCs can be obtained from (4) . Denoting a C (r ′ , d ′ ) = lim sup n→∞
. Therefore, the asymptotic behavior of the maximum cardinality of a subspace code is given by that of a CDC with dimension equal to half of n. However, for finite parameter values, using subspace codes is still beneficial over using CDCs. April 23, 2009 DRAFT
C. Covering properties of subspace codes with the subspace metric
In this section, we consider the covering properties of subspace codes with the subspace metric. The subspace covering radius of a code C ⊆ E(q, n) is defined as ρ S = max U ∈E(q,n) d S (U, C). We denote the minimum cardinality of a subspace code in E(q, n) with subspace covering radius ρ as K S (q, n, ρ). Since K S (q, n, 0) = |E(q, n)| and K S (q, n, n) = 1, we assume 0 < ρ < n henceforth. We determine below the minimum cardinality of a code with subspace subspace covering radius ρ ≥ ν.
Proof: For all V ∈ E(q, n) there existsV such that V ⊕V = GF(q) n and hence d S (V,V ) = n.
Therefore, one subspace cannot cover the whole E(q, n) with radius ρ < n, hence K S (q, n, ρ) > 1. Let
covering radius ν and K S (q, n, ρ) ≤ 2 for all ρ ≥ ν.
We thus consider 0 < ρ < ν henceforth. Proposition 15 below is the sphere covering bound for subspace codes with the subspace metric.
Proposition 15: For all q, n, and 0 < ρ < ν, K S (q, n, ρ) ≥ min We now derive upper bounds on K S (q, n, ρ).
Proposition 16:
For all q, n, 0 < ρ < ν, K S (q, n, ρ) ≤ 2 + 2 ν r=ρ+1 k r , where
Proof: We show that there exists a code with cardinality 2 + 2 ν r=ρ+1 k r and covering radius ρ. We choose {0} to be in the code, hence all subspaces with dimension 0 ≤ r ≤ ρ are covered. For ρ+1 ≤ r ≤ ν, let A be the n r × n r−ρ 0−1 matrix whose rows represent the subspaces U i ∈ E r (q, n) and whose columns represent the subspaces V j ∈ E r−ρ (q, n), and where a i,j = 1 if and only if d S (U i , V j ) = ρ. DRAFT that all subspaces with dimension ν + 1 ≤ r ≤ n can be covered with 1 + ν r=ρ+1 k r subspaces. We remark that the upper bound in Proposition 16 can be further tightened by using the greedy algorithm described in [23] , [33] . We now give an explicit construction of a subspace covering code.
Proposition 17: For all q, n, and 0 < ρ < ν, let J 1 = {0}∪{ν−ρ, ν−3ρ−1, . . . , ν−ρ−⌊ ν−ρ 2ρ+1 ⌋(2ρ+1)} and J 2 = {n} ∪ {ν + 1 + ρ, ν + 2 + 3ρ, . . . , ν + ⌊ n−ν 2ρ+1 ⌋(2ρ + 1)}. Then the code r∈J1∪J2 E r (q, n) has subspace covering radius ρ, and hence K S (q, n, ρ) ≤ r∈J1∪J2 n r . Proof: We prove that r∈J1 E r (q, n) covers all subspaces with dimension ≤ ν. First, all subspaces
Therefore, r∈J1 E r (q, n) covers all subspaces with dimension ≤ ν. Similarly, all the subspaces with dimension ≥ n − ν are covered by r∈J2 E r (q, n).
Using the bounds derived above, we finally determine the asymptotic behavior of K S (q, n, ρ). We
Let C be a code with subspace covering radius ρ < ν and for 0 ≤ l ≤ n, let A l denote the number of codewords in C with dimension l.
All the subspaces in
q Pρ(n−ν) for all l, and hence n ν < K −2 q Pρ(n−ν) |C| . Therefore K S (q, n, ρ) > K 2 q P −1(n−ν)(ν−ρ) , which asymptotically becomes k S (ρ ′ ) ≥ 1 − 2ρ ′ . Also, by Proposition 16, it can be easily shown that K S (q, n, ρ) ≤ (n + 1) [ 
V. PACKING AND COVERING PROPERTIES OF SUBSPACE CODES WITH THE MODIFIED SUBSPACE METRIC
A. Properties of balls with modified subspace radii
In this section, we investigate the properties of balls with modified subspace radii in E(q, n), which will be instrumental in our study of packing and covering properties of subspace codes with the modified subspace distance. We denote the volume of a ball with modified subspace radius t around a subspace with dimension r
We derive bounds on V M (r, t) below. Proposition 19: For all q, n, r, and t ≤ ν, q t(n−t) ≤ V M (r, t) < N q (2N q − 1)K −2t(n−t) , where
The proof of Proposition 19 is given in Appendix G.
B. Packing properties of subspace codes with the modified subspace metric
In this section, we are interested in packing subspace codes used with the modified subspace metric.
The maximum cardinality of a code in E(q, n) with minimum modified subspace distance d is denoted
cardinality of a code with minimum modified subspace distance d is determined and a code with maximum cardinality is given. For all J ⊆ {0, 1, . . . , n}, we denote the maximum cardinality of a code with minimum modified subspace distance d and codewords having dimensions in J as A M (q, n, d, J).
Proof: Let C be a code in E(q, n) with minimum modified subspace distance d and let C, D ∈ C.
therefore there is at most one codeword
there is at most one codeword with dimension greater than n − d.
Also, adding {0} and GF(q) n to a code with minimum distance d ≤ ν and codewords of dimensions in Q d does not decrease the minimum distance. Thus
Similarly, the code {{0}, GF(q) n } has minimum distance n and hence A M (q, n, d) = 2 for d > ν.
Lemma 12 below relates A M (q, n, d) to A S (q, n, d) and A C (q, n, r, d).
Lemma 12: For all q, n, and
d).
Proof: A code with minimum subspace distance 2d − 1 has minimum modified subspace distance
Similarly, a code with minimum modified subspace distance d has minimum subspace distance ≥ d and hence
Let C be a code with minimum modified subspace distance d whose codewords have dimensions in
Any CDC in E r (q, n) with minimum distance d is a subspace code with minimum modified subspace , d ) for all r. Also, the codewords with dimension r in a subspace code with minimum distance d form a CDC in E r (q, n) with minimum distance at least d,
Proposition 21 below is the analogue of Proposition 12 for the modified subspace metric and its proof is hence omitted.
Proposition 21: For all q, n, 2 ≤ d ≤ ν, and any permutation π of {0, 1, . . . , n}, there exists a code with minimum modified subspace distance d and A r codewords with dimension r for 0 ≤ r ≤ n, where
By extending the puncturing of subspaces introduced in [1] , we derive a Singleton bound for modified subspace metric codes.
Proposition 22: For all q, n, and
Proof: We define the puncturing H(V ) from E(q, n) to E(q, n − 1) as follows. If dim(V ) = 0,
Therefore, if C is a code in E(q, n) with minimum modified subspace distance d ≥ 2, then {H(V ) : V ∈ C} is a code in E(q, n−1) with minimum modified subspace distance ≥ d−1 and cardinality |C|. The first inequality follows.
We now determine the asymptotic behavior of A M (q, n, d) by using the normalized rate
by Lemma 12 and (4) we obtain
Therefore, CDCs with constant dimension equal to half of n are asymptotically optimal subspace codes with the modified subspace metric.
C. Covering properties of subspace codes with the modified subspace metric
In this section, we consider the covering properties of subspace codes with the modified subspace metric. The modified subspace covering radius of C ⊆ E(q, n) is defined as
We denote the minimum cardinality of a subspace code in E(q, n) with modified subspace covering radius ρ as K M (q, n, ρ). Since K M (q, n, 0) = |E(q, n)| and K M (q, n, n) = 1, we assume 0 < ρ < n henceforth.
When ρ ≥ ν, we determine the minimum cardinality of a code with modified subspace covering radius ρ.
Proof: Let C be a subspace with dimension ν. Then for all (2) . Thus C covers E(q, n) with radius n − ν and K M (q, n, ρ) = 1 for n − ν ≤ ρ < n.
If n = 2ν +1, then it is easily shown that {C, C ⊥ } has covering radius ν, and hence
Thus no subspace can cover the projective space with radius ν and K M (q, 2ν + 1, ν) ≥ 2.
We thus consider 0 < ρ < ν henceforth. Lemma 13 relates K M (q, n, ρ) to K S (q, n, ρ) and K C (q, n, r, ρ).
Lemma 13: For all q, n, and 0 < ρ < ν,
ρ).
Proof: A code with modified subspace covering radius ρ has subspace covering radius ≤ 2ρ, hence n, ρ) . Also, a code with subspace covering radius ρ has modified subspace covering radius ≤ ρ, hence K M (q, n, ρ) ≤ K S (q, n, ρ). The last inequality is trivial.
Proposition 25 below is the analogue of Proposition 15 and its proof is hence omitted.
Proposition 25: For all q, n, and 0 < ρ < ν, K M (q, n, ρ) ≥ min DRAFT n r for 0 ≤ r ≤ n. We finally determine the asymptotic behavior of K M (q, n, ρ) by using the normalized rate k M (ρ ′ ) = lim inf n→∞ 
< 2K
which asymptotically becomes
. Proposition 26 shows that asymptotically optimal covering codes in the modified subspace metric can be constructed from covering CDCs.
APPENDIX
A. Proof of Proposition 1
Before proving Proposition 1, we introduce some useful notations. For 0 ≤ d ≤ r, we denote
We also denote the set of all generator matrices of all subspaces in Proof: First, X is the generator matrix of some V ∈ E r (q, n) if and only if rk(X) = r. Also, it is easily shown that
Therefore, X ∈ F (u, s, d) if and only if rk(X) = r, rk(B) ≤ u, and rk(B 1 − A 1 |b − a|B 2 ) ≤ s.
We now give the proof of Proposition 1.
Proof: It suffices to show that I C (u, s, d) ≤ I C (u, s, d − 1) for any d ≥ 1. We do so by determining an injective mapping φ from F (u, s, d) to F (u, s, d − 1). Let X ∈ F (u, s, d), then by Lemma 14, rk(X) = r, rk(B) ≤ u, and rk(B 1 − A 1 |b − a|B 2 ) ≤ s. Since the mapping φ only modifies b, we shall denote φ(X) = Y = (A|B 1 |c|B 2 ). We hence have to show that rk(Y) = r, rk(B 1 |c|B 2 ) ≤ u, and rk(B 1 − A 1 |c|B 2 ) ≤ s. We need to distinguish three cases.
• Case I: rk(B 1 − A 1 |B 2 ) ≤ s − 1. In this case, c = b. Note that rk(Y) = r, rk(B) ≤ u, and
• Case II: rk(B 1 − A 1 |B 2 ) = s and rk(B 1 |B 2 ) ≤ u − 1. In this case, c = b − a. Note that rk(Y) = r, rk(B 1 |c|B 2 ) ≤ rk(B) + 1 ≤ u, and rk(B 1 − A 1 |c|B 2 ) = rk(B 1 − A 1 |b − a|B 2 ) = s.
• Case III:
is a fixed subspace of C(B 1 − A 1 ), a can be uniquely expressed as a = r + s, where r ∈ C(B 1 |B 2 ) and s ∈ S. In this case,
It is easy to show that φ is injective. Therefore,
B. Proof of Proposition 4
We adapt below the notations in [31] , [32] to the modified subspace metric for CDCs. For all V ⊆ E r (q, n) and a CDC C ⊆ E r (q, n) with covering radius ρ, the excess on V by C is defined to be
, Z is the set of subspaces covered by at least two codewords in C. It follows that |Z| ≤ E C (Z) = E C (E r (q, n)) = |C|V C (ρ) − n r . Before proving Proposition 4, we need the following adaptation of [32, Lemma 8] . Let C be a code in E r (q, n) with covering radius ρ. We define
Lemma 15: For U ∈ A\Z and 0 < ρ < n, we have E C (B 1 (U )) ≥ ǫ.
The proof is completed by realizing that −b ρ < 0, while E C (B 1 (U )) is a non-negative integer.
We now establish a key lemma.
We now give a proof of Proposition 4.
Proof: For a code C with covering radius ρ and ǫ ≥ 1,
where (21) follows from Lemma 15 and
April 23, 2009 DRAFT where (22) follows the fact that the second summation is over disjoint sets {U }. By Lemma 16, we
Combining (23) and (19), we obtain the bound in Proposition 4.
C. Proof of Lemma 6
Proof: Let C be a code in E r (q, n−1) with covering radius ρ−1 and cardinality K C (q, n−1, r, ρ−1).
Define the code C 1 ⊆ E r (q, n) as C 1 = {R(C|0) : R(C) ∈ C}. For any U 1 ∈ E r (q, n) with generator matrix U 1 = (U|u), where U ∈ GF(q) r×n−1 and u ∈ GF(q) r×1 , we prove that there exists C 1 ∈ C 1 generated by
Thus C 1 has covering radius ρ and hence K C (q, n, r, ρ) ≤ K C (q, n − 1, r, ρ − 1), which applied ρ times yields K C (q, n, r, ρ) ≤ K C (q, n − ρ, r, 0) = n−ρ r . Similarly, let C be a code in E r−1 (q, n) with covering radius ρ−1 and cardinality K C (q, n, r −1, ρ−1).
Define the code C 2 = {R((C T |c T ) T ) : R(C) ⊆ C} ∈ E r (q, n), where c ∈ GF(q) n is chosen at random such that rk(C T |c T ) = r. We remark that |C 2 | ≤ |C|. For any U 2 ∈ E r (q, n) with generator matrix
D. Proof of Proposition 5
Proof: For any code C ⊆ E r (q, n) we denote the number of subspaces in E r (q, n) at distance > ρ from C as P (C). Denoting the set of all codes in E r (q, n) and cardinality K as S K , we have |S K | = Q K , April 23, 2009 DRAFT where Q def = n r . The average value of P (C) for all codes C ∈ S K is given by 1
Eq. (24) comes from the fact that there are Q−V C (ρ) K codes with cardinality K that do not cover U .
For all K, there exists a code C ′ ∈ S K for which P (C ′ ) is no more than the average, i.e., P (C ′ ) ≤
1 and C ′ has covering radius at most ρ.
E. Proof of Proposition 7
Proof: The proof is by induction on k. First, by (4) there exists a code with cardinality k 0 and minimum distance 2ρ + 1 for 2ρ < r which leaves u k0 subspaces uncovered; for 2ρ ≥ r, a single codeword covers V C (ρ) subspaces. Second, suppose there exists a code with cardinality k which leaves u k subspaces uncovered, and denote the set of uncovered subspaces as U k . Let G be the graph where the vertex set is E r (q, n) and two vertices are adjacent if and only if their distance is at most ρ. Let A be the adjacency matrix of G and A k be the u k columns of A corresponding to U k . There are u k V C (ρ) ones in A k . Adding the subspace corresponding to this row to the code, we obtain a code with cardinality k + 1 which leaves at most u k+1 subspaces uncovered. ≤ d, we need to consider three cases.
• Case I: 0 ≤ d ≤ n−2r 3 ≤ n 3 . We have u 0 ≤ 0 and hence f is maximized for u = 0: f (0) = g(d) = d(n−r−d). Thus V S (r, t) ≥ q g(d) , and it is easy to show that r u=0 q f (u) = q g(d) r u=0 q −u(n−2r−3d+3u) < Mg(d) .
• Case II: 0 ≤ n−2r 3 ≤ d ≤ min .
We have u 0 ≥ r and hence f is maximized for u = r: f (r) = g(d) = (d − r)(n − d + r). Thus V S (r, t) ≥ q g(d) , and it is easy to show that r u=0 q f (u) = q g(d) r i=0 q −i(3d−4r−n+3i) < Mg(d) .
From the discussion above, we obtain the lower bound on V S (r, t). Also, , and hence V S (r, t) < (2M q − 1)K −2
.
G. Proof of Proposition 19
Proof: First, V M (r, t) ≥ N M (r, r, t) ≥ q t(n−t) . We now prove the upper bound. Since V M (r, t) = V M (n − r, t), we assume r ≤ ν without loss of generality. By Lemma 11,  < (2N q − 1)Nt(n−t) .
