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Abstract. We develop the theory of Milnor-Witt motives and motivic co-
homology. Compared to Voevodsky’s theory of motives and his motivic co-
homology, the first difference appears in our definition of Milnor-Witt finite
correspondences, where our cycles come equipped with quadratic forms. This
yields a weaker notion of transfers and a derived category of motives that is
closer to the stable homotopy theory of schemes. We prove a cancellation the-
orem when tensoring with the Tate object, we compare the diagonal part of
our Milnor-Witt motivic cohomology to Minor-Witt K-theory and we provide
spectra representing various versions of motivic cohomology in the A1-derived
category or the stable homotopy category of schemes.

Contents
Chapter 1. Introduction vii
1. Beilinson and Voevodsky’s motivic complexes vii
2. A1-homotopy, orientation and Chow-Witt groups x
3. Milnor-Witt motives xii
4. Beyond the analogy xviii
Acknowledgements xix
Bibliography xxi
Chapter 2. The category of finite Milnor-Witt correspondences
Baptiste Calmès and Jean Fasel 1
Abstract 1
Introduction 1
1. Milnor-Witt K-theory 3
2. Transfers in Milnor-Witt K-theory 6
3. Chow-Witt groups 9
4. Finite Milnor-Witt correspondences 13
5. Presheaves on C˜ork 22
6. Milnor-Witt motivic cohomology 28
Bibliography 35
Chapter 3. Milnor-Witt motivic complexes
Frédéric Déglise and Jean Fasel 37
Abstract 37
Introduction 37
1. Milnor-Witt transfers on sheaves 38
2. Framed correspondences 45
3. Milnor-Witt motivic complexes 52
4. Milnor-Witt motivic cohomology 65
5. Relations with ordinary motives 71
Bibliography 73
Chapter 4. A cancellation theorem for Milnor-Witt correspondences
Jean Fasel and Paul-Arne Østvær 75
Abstract 75
Introduction 75
1. Cartier divisors and Milnor-Witt K-theory 77
2. Cancellation for Milnor-Witt correspondences 80
3. Zariski vs. Nisnevich hypercohomology 85
4. The embedding theorem for Milnor-Witt motives 86
5. Examples of A1-homotopies 87
6. Milnor-Witt motivic cohomology 90
v
vi CONTENTS
Bibliography 93
Chapter 5. A comparison theorem for Milnor-Witt motivic cohomology
Baptiste Calmès and Jean Fasel 95
Abstract 95
Introduction 95
1. Milnor-Witt motivic cohomology 96
2. Main theorem 103
Bibliography 111
Chapter 6. The Milnor-Witt motivic ring spectrum and its associated theories
Jean Fasel and Frédéric Déglise 113
Abstract 113
Introduction 113
1. Motivic homotopy theory and ring spectra 117
2. The four theories associated with a ring spectrum 124
3. The motivic ring spectrum 133
4. The Milnor-Witt motivic ring spectrum 136
Bibliography 147
Chapter 7. On the effectivity of spectra representing motivic cohomology
theories
Tom Bachmann and Jean Fasel 149
Abstract 149
Introduction 149
1. Recollections on MW-correspondences 150
2. Rational contractibility 151
3. Semi-local schemes 153
4. A General Criterion 157
5. Application to MW-Motives 160
Bibliography 163
Index 165
Index of Notation 169
CHAPTER 1
Introduction
1. Beilinson and Voevodsky’s motivic complexes
The modern form of motivic cohomology takes its roots in the discovery of
higher K-theory, notably by Quillen (1972), and the almost concomitant first con-
jectures of Lichtenbaum on special values of L-functions (1973, [Lic73]). The initial
conjectures of Lichtenbaum were soon confirmed by Borel (1977, [Bor77]) and ex-
tended by Bloch (1980, [Blo80] for example). As we know, the work of Bloch —
and probably works of Deligne (see [Del79], in particular section 4.3) — inspired
Beilinson to formulate the existence of motivic cohomology, as extension groups in
a conjectural category of mixed motives, bound to satisfy a very precise formal-
ism; the latter constitutes the well-known Beilinson conjectures (first formulated in
1982, [Be˘ı87]). In line with the initial conjectures of Lichtenbaum, they stipulate
in particular that rational motivic cohomology is given by the γ-graded parts of
Quillen higher K-theory1 (Beilinson, and Soulé [Sou85a]). In fact, the existence
of the higher Chern character (Gillet, [Gil81]) provided the hoped-for universal
property of the latter.
A decisive step in the theory, going beyond Beilinson’s definition of rational
motivic cohomology, was the introduction of higher Chow groups by Bloch in 1984
(see [Blo80]) through an explicit complex of cycles.2 These complexes were the first
occurrence, with integral coefficients, of Beilinson’s conjectural motivic complexes.
The construction of Bloch quickly inspired several further works among which is
the introduction by Suslin of a homology theory modeled both on higher Chow
groups and on singular homology (1987, in a Luminy talk).
Suslin’s definition ultimately led Voevodsky to his brilliant realization of Beilin-
son’s program, over a perfect field k and with coefficients in an arbitrary ring R 3,
which first appeared in Chapter 5 of the cornerstone book [VSF00]. Let us sum-
marize what Voevodsky did in this work (specializing to integral coefficients for
simplicity), and its relation with the Beilinson’s conjectures, (see [Be˘ı87, 5.10]):
(V1) He defines the triangulated category of (mixed) geometric motives (resp. effec-
tive geometric motives) DMgm(k) (resp. DMeffgm(k)). This category is conjecturally
the derived category of the abelian category of mixed motives over k with integral
coefficients, as demanded in part A of Beilinson’s conjectures.4
Note that a fundamental theorem of Voevodsky, not part of Beilinson’s con-
jectures, is the so-called cancellation theorem: under the resolution of singularities
1See below, formula (C) for the precise formulation.
2There was also a definition of Landsburg of these complexes, which remained in a preprint
form for many years; it was finally published in [Lan89] after an important technical modification
and using the paper of Bloch.
3Note that Voevodsky had first introduced the theory of (finite type) rational h-motives,
over arbitrary bases, in his PhD. This theory was finally proved to satisfy all the requirements of
Beilinson, save the existence of the motivic t-structure, in [CD12].
4At present, the motivic t-structure on DMgm(k) is missing.
vii
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assumption, the natural functor
DMeffgm(k)→ DMgm(k)
is fully faithful; [VSF00, Chap. 5, 4.3.1]. This theorem was extended later to an
arbitrary perfect field k in [Voe10a].
(V2) He defines a triangulated category of “big” motives, called motivic complexes
and denoted by DMeff− (k) which contains DM
eff
gm(k) as a full subcategory. The
category DMeff− (k) contains in particular the Tate twist motivic complexes Z(n) for
n ∈ Z. In the book, Voevodsky proved the properties asked by Beilinson in part
D of his conjectures with the exception of the Beilinson-Soulé vanishing property
(op. cit., 5.10, D, (ii)) and the Beilinson-Lichtenbaum conjecture (op. cit., 5.10, D,
(v)).5 Let us summarize and be more precise:
• Voevodsky’s complexes are in particular complexes of sheaves for the Nis-
nevich topology; Beilinson asked for the Zariski topology, but one can
consider Voevodsky’s complexes in the latter thanks to [VSF00, Chap. 5,
3.2.7].
• The Tate motivic complexes satisfy the following computations:
Z(n) =

0 if n < 0.6
Z if n = 0.
Gm[−1] if n = 1.7
The next property, asked by Beilinson’s conjecture, part D, (iii), was not
proved in the book [VSF00], but rather in another paper of Suslin and
Voevodsky [SV00, Thm. 3.4]: for any n ≥ 0, if one views Z(n) as a
complex of Nisnevich sheaves on the site of smooth k-schemes, one has an
isomorphism:
Hn(Z(n)) ≃ KMn
where the right hand side denotes the n-th graded piece of the unramified
(pre)sheaf on the site of smooth k-schemes associated with Milnor K-
theory (see for example [Ros96], pp. 360 for the definition and section
12 for its structure as a presheaf).
(V3) Voevodsky did not construct the six functors formalism demanded in part A of
the Beilinson’s conjecture8 but anyway establishes many of its formal consequences.
Here is a dictionary:
• Let p : X → Spec(k) be a smooth scheme. Voevodsky defines its asso-
ciated homological motive M(X) which in terms of the six functors is:
M(X) = p!p
!(Z), where Z is the constant motive. Then Voevodsky proves
the projective bundle and blow-up formulas and construct the blow-up
and Gysin triangles (see [VSF00, Ch. 5, §3.5]).9
5The Beilinson-Soulé vanishing property is currently unknown. The Beilinson-Lichtenbaum
conjecture has been proved by Voevodsky in [Voe11].
6This follows by definition.
7cf. [Voe11, 3.4.2, 3.4.3]
8in particular, he did not define the category relative to a base. This was done later, fol-
lowing many indications and previous definitions of Voevodsky, in [CD12] and [CD15], based on
constructions of [VSF00, Chap. 2] and [Ayo07].
9In terms of Grothendieck six functors formalism, these formulas are “known” consequences
of the localization triangle, together with the (oriented) relative purity isomorphism (for a smooth
morphism); see for example [CD12, A.5.1], respectively point (Loc) and point (4) for their
formulation.
1. BEILINSON AND VOEVODSKY’S MOTIVIC COMPLEXES ix
• Let p : X → Spec(k) be a separated morphism of finite type.10 Voevodsky
defines the associated (homological) motive M(X), and compactly sup-
ported (homological) motive Mc(X), which in terms of the six functors
formalism would be11:
M(X) := p!p
!(Z), Mc(X) = p∗p
!(Z).
Under a resolution of singularities assumption (true in characteristic 0), he
also proves some formulas for these motives which would follow from the
six functors formalism: functoriality, blow-up distinguished triangle, Kün-
neth formula ([VSF00, Ch. 5, Section 4]), duality (loc. cit. Thm. 4.3.5).
(V4) Voevodsky not only defines motivic cohomology but also, in collaboration
with Friedlander, four motivic theories ([VSF00, Chap. 4, §9]) associated with a
k-scheme of finite type X and a couple (n, p) ∈ Z2:
• motivic cohomology:
Hp(X,Z(n)) = HomDMgm(k)(M(X),Z(n)[p])
• motivic cohomology with compact support :
Hpc(X,Z(n)) = HomDMgm(k)(M
c(X),Z(n)[p])
• motivic homology:
Hp(X,Z(n)) = HomDMgm(k)(Z(n)[p],M(X))
• motivic Borel-Moore homology:
HBMp (X,Z(n)) = HomDMgm(k)(Z(n)[p],M
c(X)).
Assuming resolution of singularities, Friedlander and Voevodsky prove the whole
formalism expected from these theories (functoriality, localization and blow-up
long exact sequences, duality).12 This is very close to Bloch-Ogus formalism of
a Poincaré duality theory with supports ([BO74, 1.3]) as demanded in Part B of
Beilinson’s conjectures.13
A key computation in the book is the following relation with higher Chow
groups, proved by Suslin in [VSF00, Chap. 6, Thm. 3.2]: assuming k has charac-
teristic 0, for a quasi-projective k-scheme X equidimensional of dimension d, one
has an isomorphism:
(A) HBMp (X,Z(n)) = CHn(X, p− 2n).
If one assumes in addition that X is smooth, duality theorems between motivic
cohomology and motivic Borel-Moore homology — recalled in point (V3)— imply
that one further has:
(B) Hp(X,Z(n)) = CHn(X, 2n− p).
One deduces the relation between rational motivic cohomology and K-theory asked
in Part B of Beilinson’s conjecture, again for a smooth k-scheme:
(C) Hp(X,Q(n)) ≃ K(n)2n−p(X),
10In [VSF00], one does not pay attention to the assumptions that k-schemes are separated
or not, though this is used for example when one assumes that the graph of a morphism f : X → Y
of such k-schemes defines a closed subscheme of X ×k Y . This is why we feel free to add this
assumption in this introduction.
11see [CD15, 8.7, 8.10], for this result, up to inverting the characteristic of k if it is positive.
12The results of Friedlander and Voevodsky have been extended when k has positive charac-
teristic p in the work of Kelly [Kel17].
13In [VSF00], motivic cohomology with support, required in Bloch-Ogus formalism is not
formally introduced (but see the proof of [VSF00, Chap. 5, 3.5.4]). At present, a quick way to
get the latter formalism is to use the six functors formalism, [CD15], as in [BO74, 2.1].
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where the right hand side is the n-th graded part for the γ-filtration onK2n−p(X)⊗Z
Q (cf. [Sou85a]).14 The two main technical tools in Voevodsky’s theory are:
• The category Cork of finite correspondences over k whose objects are
smooth k-schemes (separated of finite type) and morphisms are finite cor-
respondences. A finite correspondence from X to Y is an algebraic cycle
on X ×k Y whose support is finite equidimensional over X (i.e. each irre-
ducible component is finite and surjective over an irreducible component
of X).
• The category Shtr(k) of sheaves with transfers over k, that is the additive
presheaves of abelian groups over Cork whose restriction to the category
of smooth k-schemes is a sheaf for the Nisnevich topology (a variant for
the étale topology is also available).
The aim of our book is to extend these tools, and the results (V1) to (V4) enumer-
ated above, by replacing algebraic cycles and their Chow groups with a quadratic
variant which corresponds to the so-called Chow-Witt groups.
2. A1-homotopy, orientation and Chow-Witt groups
Voevodsky expressed early on his philosophical belief that the theory of motives
should be the homological part of a homotopy theory.15 This would-be homotopy
theory was defined by Voevodsky in collaboration with Morel, based on earlier works
of Joyal and Jardine [Jar87], and on the techniques involved in the theory of motivic
complexes: Nisnevich sheaves and A1-homotopy, but without the consideration of
transfers. As it turns out, there is a close relation between the stable homotopy
category SH(k) of schemes over k and the stable category of motives over k reflected
by an adjunction of triangulated categories:
γ∗ : SH(k)⇆ DM(k) : γ∗
which is the algebraic analogue of the adjunction in algebraic topology derived
from the Dold-Kan equivalence. Here, DM(k) denotes “Voevodsky’s big category
of motives” in which the tensor product with the Tate motive Z(1) is inverted.
Indeed the functor γ∗ induces a fully faithful functor on the rationalized cat-
egory, and identifies the objects of DM(k)Q as the rational spectra which are ori-
entable (this is due to Morel, see [CD12, 5.3.35, 14.2.3, 14.2.16, 16.1.4]). Orientable
means here having a module structure over the ring spectrum representing rational
motivic cohomology.16 Roughly, this theorem means that, with rational coefficients,
admitting transfers is a property rather than a structure, and corresponds to the
property of being orientable.
The integral coefficient case is much more subtle. The existence of motivic
Steenrod operations shows that γ∗ is not fully faithful.17 While this might seem
14Formula (B), and therefore Formula (C), was extended to arbitrary fields by Voevodsky
in [Voe02]. Formula (A) was extended to arbitrary fields k, up ot inverting its characteristic
exponent, in [CD15, 8.10 and 8.12].
15In the preface of his 1992 PhD thesis, where he introduces h-motives, Voevodsky wrote:
The “homology theory of schemes” we obtain this way is related to the
would-be homotopy theory of schemes in the same way as usual singular
homologies of topological spaces are related to classical homotopy theory.
16This is equivalent to having a module structure over the rational algebraic cobordism
spectrum, and should be thought as “having an action of the Chern classes”. For objects with a
ring structure, this corresponds to the classical notion of orientation of a ring spectrum, borrowed
from topology. See [Dég18], in particular Prop. 5.3.1.
17As in topology this follows by looking at the map:
Hn,i(k,Z/l) = HomDM(k,Z)(Z/l, Z/l(i)[n])
γ∗−−→ HomSH(k)(H Z/l,H Z/l(i)[n])
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discouraging at first, one should take stock in the fact that homological algebra
is a part of stable homotopy theory. That is, if A is an associative ring, then the
Grothendieck-Verdier derived category D(A) of right A-modules is equivalent to the
homotopy category of the Eilenberg-MacLane ring spectrum H A [Rob87]. The
model categorical aspects of this categorical equivalence were solidified in [SS03].
In our motivic setting there is a zig-zag of Quillen equivalences between modules
over the integral motivic cohomology spectrum HMZ andDM(k) [RØ06]. This was
proven over fields of characteristic zero in [RØ08] using resolution of singularities,
and extended to positive characteristic p after inversion of p in [CD15,HKØ17].
For a fuller review of these results we refer to [Lev18].
We also note the following fundamental theorem discovered by Morel.
Theorem (Morel). Given an infinite perfect field k, one has a canonical isomor-
phism:
EndSH(k)(S
0) ≃ GW(k)
where the right hand side is the Grothendieck-Witt group of k — the Grothendieck
ring of isomorphism classes of k-vector spaces endowed with nondegenerate symmet-
ric bilinear forms. Moreover, this isomorphism fits into the following commutative
diagram:
EndSH(k)(S
0) EndDM(k)(Z)
GW(k) Z
γ∗
≃ ≃
rk
where the map rk : GW(k) → Z is induced by the rank of a symmetric bilinear
form.
Intuitively, the stable degree of an endomorphism of the simplicial sphere Sn,
in the A1-homotopical sense, is the class of a symmetric bilinear form while in the
motivic sense, it is just an integer. It is interesting to note that the degree in
the sense of classical algebraic topology coincides with the one obtained in motivic
terms.18 In particular, the A1-homotopy theory uncovers new phenomena of more
arithmetic nature.
The first step to capture these phenomena was taken up by Barge and Morel in
[BM00,BM99]. Motivated by Nori’s ideas on Euler classes and Voevodsky’s work
on the Milnor conjecture, they figured out an extension of algebraic cycle theory
where multiplicities are (classes of) symmetric bilinear forms rather than integers.
Inspired by Rost’s theory of cycles with coefficients (cf. [Ros96]), they proposed
a definition of the so-called (top) Chow-Witt group C˜H∗(X) of a smooth scheme
over a field. The idea of the construction is to replace Milnor K-theory KM∗ — the
fundamental example in Rost’s theory — by Milnor-Witt K-theory KMW∗ . This
appears natural once we know the following extension of Morel’s theorem (stated
above): for any integer n ∈ Z, one gets the following commutative diagram:
HomSH(k)(S
0,G∧,nm ) HomDM(k)(Z,Z(n)[n])
KMW∗ (k) K
M
∗ (k).
γ∗
≃ ≃
where Z/l is the constant motive with Z/l coefficients in DM k,Z and H Z/l = γ∗(Z/l) is the ring
spectrum representing motivic cohomology with Z/l-coefficients. The right hand side is strictly
bigger (for instance in degrees n = 1 and i = 0) as it contains the motivic Steenrod operations
(cf. [Voe10b] in characteristic 0 and [HKØ17] in positive characteristic).
18See [KW16] for further concrete computations of degrees.
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It is therefore no surprise that we get the following commutative diagram between
Chow-Witt and Chow rings:
C˜H∗(X) CH∗(X)
GW(k) Z,
d˜eg deg
rk
where the first horizontal map is defined for any k-scheme X , and the horizon-
tal maps are defined when X is proper, if one restricts to 0-dimensional cycles.
The theory was fully worked out in [Fas08] (see Corollary 10.4.5 for the above
commutative diagram).
Recall that the Milnor-Witt K-theory ring of a field k is generated on the one
hand by units u ∈ k∗, as the Milnor K-theory ring, and on the other hand by the
(algebraic) Hopf map η : Gm → S0. This map is an obstruction for a ring spectrum
E to be orientable (see [Mor04, 6.2.1]). With rational coefficients, it is in fact the
only obstruction to be oriented: when its action on a rational spectrum E (even
without ring structure) vanishes, then E is actually a motive i.e. an object of
DM(k) (see [CD12, 16.2.13]). This result can be extended to an integral spectrum
E if one assumes in addition that E is concentrated in one degree for the homotopy
t-structure (see [Dég13, 1.3.4]). Then the vanishing of the action of the Hopf map
η is equivalent to the existence of transfers on the corresponding homotopy sheaf
in the sense of Voevodsky’s theory.
The previous considerations show that certain cohomology theories, such as the
Chow-Witt groups, do not admit transfers in general. On the other hand, weak
notions of transfers have been used in A1-homotopy theory and are critical in the
proof of some of its fundamental results (see [Mor12]).
The object of this book is to find a suitable notion of transfers that allows to
describe the quadratic phenomena of A1-homotopy theory. More precisely, to make
the end of the preceding section explicit, we propose a generalization of Voevodsky’s
theory of finite correspondences, sheaves with transfers and motivic complexes,
where Chow groups are replaced by Chow-Witt groups.
3. Milnor-Witt motives
Here is a synthetic description of the results proved in this book, organized in
a way corresponding to the presentation of Voevodsky’s theory in Section 1. Again
k is a perfect field.
(MW1) The main technical innovation of our series of articles is the introduc-
tion of the additive symmetric monoidal category C˜ork of smooth k-schemes with
morphisms given by the so-called finite Milnor-Witt correspondences — finite MW-
correspondences for short — a suitable generalization of Voevodsky’s finite corre-
spondences whose coefficients are symmetric bilinear forms. One has in addition
canonical additive monoidal functors:
Smk C˜ork Cork
γ˜
γ
π
where γ is the classical graph functor and π is induced by the function which to a
quadratic form associates its rank.
Modeled on Voevodsky’s definition of geometric motives, we define the tri-
angulated symmetric monoidal category of geometric MW-motives (resp. effective
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geometric MW-motives) D˜Mgm(k) (resp. D˜M
eff
gm(k)) and a commutative diagram of
functors:
D˜Meffgm(k) DM
eff
gm(k)
D˜Mgm(k) DMgm(k).
π∗
Σ˜∞ Σ∞
π∗
An effective geometric MW-motive is simply a bounded complex with coefficients
in the additive category C˜ork; in particular, π∗ is the obvious functor which sends
such a complex to a geometric motive by applying π at each stage. Besides, when
k is infinite, we are able to extend Voevodsky’s cancellation theorem, which in our
context gives that the functor Σ˜∞ is fully faithful. Note also that when (−1) is
a sum of squares in k, both functors π∗[1/2] are equivalences of categories (the
induced functor on the categories localized at the integer 2).
(MW2) Using the notion of finite MW-correspondences, we can carry on the ana-
logue of Voevodsky’s theory of motivic complexes, with coefficients in an arbitrary
commutative ring R. We first introduce, for t the Nisnevich or étale topology on
the category of smooth k-schemes, the notion of t-sheaves of R-modules with MW-
transfers over the base field k. We simply call them MW-t-sheaves or MW-sheaves
when t = Nis. The corresponding category S˜ht(k,R) enjoys all the good properties
proved by Voevodsky for sheaves with transfers, and for their homotopy invariant
version. Beware however that the presheaf c˜R(X) on C˜ork represented by a smooth
k-scheme X :
U 7→ c˜R(X)(U) := C˜ork(U,X)⊗Z R
is not a Nisnevich sheaf in general. However, the associated t-sheaf with MW-
transfers exists and we let R˜t(X) be the corresponding MW-t-sheaf.
We can then define the category of MW-motivic complexes D˜Meff(k,R), when
t = Nis, as the A1-localization of the derived categoryD(S˜hNis(k,R)) and finally the
category of MW-motivic spectra D˜M(k,R) as the P1-stabilization of D˜Meff(k,R)
(or rather of its underlying model category). These categories are triangulated
symmetric monoidal, and possess an internal Hom. As our constructions are par-
allel to the classical constructions of motivic homotopy categories, we obtain a
commutative diagram of triangulated symmetric monoidal categories:
(D)
DeffA1(k,R) D˜M
eff(k,R) DMeff(k,R)
DA1(k,R) D˜M(k,R) DM(k,R)
Lγ˜∗ Lπ˜∗
Σ˜∞ Σ∞
Lγ˜∗ Lπ˜∗
where the categories on the left column are the A1-derived and stable A1-derived
categories of Morel. All these functors are triangulated monoidal, and admit a
right adjoint. The relation with the geometric objects comes from the following
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commutative diagram:
D˜M
eff
gm(k) DM
eff
gm(k)
D˜Meff(k,Z) DMeff(k,Z)
D˜Mgm(k) DMgm(k)
D˜M(k,Z) DM(k,Z)
π∗
Lπ˜∗
Σ∞
π∗
Lπ˜∗
Σ˜∞
where the back square is that of (MW1), and each diagonal arrow is triangulated
monoidal, fully faithful, with essential image the subcategory of compact objects in
the target. As in (MW1), we get the analogue of Voevodsky’s cancellation theorem
for MW-motives: when k is an infinite perfect field, the functor Σ˜∞ in the above
diagram is fully faithful. Also, when (−1) is a sum of squares in k and 2 is invertible
in R, the functor Lπ∗ in the above diagram is an equivalence of categories. We will
give a much more precise relation between Voevodsky’s motives and MW-motives
below.
Following the classical method of Voevodsky and using our results on homotopy
invariant MW-sheaves, we can show that D˜Meff(k,R) is in fact the full subcategory
of D(S˜hNis(k,R)) consisting of complexes whose Nisnevich cohomology sheaves (or
equivalently, cohomology presheaves) are homotopy invariant. This immediately
yields a t-structure on D˜Meff(k,R), called the homotopy t-structure. It also gives
an explicit A1-resolution functor, obtained as the analogue of Suslin’s singular chain
functor. In particular, the effective MW-motivic complex M˜(X) associated to a
smooth scheme X is the MW-t-sheaf associated to the complex which in degree
n ≥ 0 is
U 7→ c˜R(∆
n × U,X).
We can then define the Tate twist for MW-motives R˜t(n), using the same formula
as the Tate twist for Voevodsky’s motives. For n > 0, we get an effective motivic
complex:
R˜(n)[n] = R˜(Gnm)/⊕
n
i=1 R˜(G
n−1
m ),
where in this sum, the i-th map is induced by the inclusion Gn−1m → G
n
m setting
the i-th coordinate to 1. We define R˜(−n) in D˜Meff(k,R) by the formula:
R˜(−n) := Hom
D˜Meff(k,R)
(
R˜(n), R˜
)
.
When k is an infinite perfect field, R˜(−n) is the infinite loop space associated with
the tensor inverse of Σ˜∞R˜(n) computed in D˜M(k,R). We then get the following
computations of these complexes:
Z˜(n) =
{
W[−n] if n < 0,
K
MW
0 if n = 0,
where W is the unramified Witt sheaf and KMW0 the 0-th unramified Milnor-Witt
K-theory sheaf. Our Milnor-Witt motivic cohomology does therefore capture qua-
dratic invariants, fulfilling our aim.
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Besides, one can further explore the links with Voevodsky’s motivic complexes.
Indeed, given any integer n ∈ Z, we get that the following computation of MW-
sheaves:
Hn(Z˜(n)) = KMWn
where KMWn is the n-th unramified Milnor-Witt K-theory sheaf, and the left-hand
term is the sheaf associated to the relevant cohomology group.
We define the R-linear MW-motivic cohomology of a smooth k-scheme X in
bidegree (p, n) ∈ Z2 as:
Hp,nMW(X,R) = HomD˜M(k,R)(M˜(X), R˜(n)[p]).
When the base field k is perfect and infinite, this can be identified with the Nisnevich
(or Zariski) hypercohomology:
Hp,nMW(X,R) ≃ H
p
Nis(X, R˜(n)).
Moreover, provided p ≥ 2n− 1, we get:
Hp,nMW(X,Z) = H
p−n(X,KMWn )
which finally contains as a particular case the following identification of MW-
motivic cohomology and Chow-Witt groups:
H2n,nMW (X,Z) ≃ C˜H
n
(X).
(MW4) As in the context of motivic cohomology, we associate four theories in the
Milnor-Witt context. Here, our approach differs from that of [VSF00, Ch. 4] as
we can use the six functors formalism on the motivic stable homotopy category.
In fact, as we have the adjunction of categories
DA1(k) D˜M(k,R),
Lγ˜∗
γ˜∗
(which actually factorizes through DA1(k,R) via the extension-restriction of scalars
adjunction) we can define the MW-motivic ring spectrum19 as
HMWR := γ˜∗(R˜).
The advantage of this definition is that, given diagram (D), we immediately get a
morphism of ring spectra:
ϕ : HMWR→ HMR.
Once we have a ring spectrum, we can derive the usual four theories, based
on the six functors formalism on the categories DA1(X) for various schemes X .
Note however before giving these definitions that it is important for MW-motivic
cohomology to take into account a more general twist than the usual Tate twist.
Given a virtual vector bundle v over a scheme X (in the sense of [Del87, §4]), we
let Th(v) be its Thom space seen in DA1(X). Then, for any separated k-scheme
p : X → Spec(k) of finite type, any integer n ∈ Z and any virtual bundle v over X ,
we define
• MW-motivic cohomology:
HnMW(X, v,R) := HomDA1 (k)
(
1k, p∗
(
p∗(HMWR)⊗ Th(v)
)
[n]
)
.
19Note we can also view this ring spectrum in the category SH(k) by using the canonical
functor DA1(k)→ SH(k).
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• MW-motivic cohomology with compact support :
HnMW,c(X, v,R) := HomDA1(k)
(
1k, p!
(
p∗(HMWR)⊗ Th(v)
)
[n]
)
,
• MW-motivic homology:
HMWn (X, v,R) := HomDA1 (k)
(
1k, p!
(
p!(HMWR)⊗ Th(−v)
)
[−n]
)
• MW-motivic Borel-Moore homology:
HMW,BMn (X, v,R) := HomDA1 (k)
(
1k, p∗
(
p!(HMWR)⊗ Th(−v)
)
[−n]
)
.
These theories have all the expected properties: basic functoriality, Gysin mor-
phisms for smooth maps, products, descent long exact sequence with respect to
Nisnevich and cdh topologies, duality. We refer the reader to the introduction of
chapter 6 of this book for the detailed list of all these properties. Note however a
difference with the classical situation: As MW-motivic cohomology doesn’t satisfy
the projective bundle theorem, the relevant formulas need special care. As an illus-
tration, the duality property for a smooth scheme X with tangent bundle TX reads
as
HnMW(X, v) ≃ H
MW,BM
−n (X,TX − v)
for any virtual vector bundle v and any integer n ∈ Z. The presence of TX ,
reminiscent of Serre duality, explains why we have to consider twists by arbitrary
(virtual) vector bundles in these theories.
The formal properties of Borel-Moore homology allow to construct a Bloch-
Ogus type spectral sequence of the form
E1p,q(X, v) :=
⊕
x∈X(p)
HMW,BMp+q (k(x), v|k(x)) =⇒ H
MW,BM
p+q (X, v).
Besides, we perform computations allowing to deduce that
HMW,BMp+n (k(x),−n) ≃ K
MW
p+n(k(x)) ⊗ ωk(x)/k
for x ∈ X(p), n ∈ Z and ωk(x)/k is the determinant of the module of differentials
Ωk(x)/k. In particular, the line q = n in the spectral sequence for v = −An is a
complex of the form
· · ·
⊕
x∈X(p)
KMWp+n(k(x)) ⊗ ωk(x)/k
⊕
x∈X(p+1)
KMWp+1+n(k(x)) ⊗ ωk(x)/k · · ·
which we denote by CBM(X,KMWd+n) where d = dim(X). These complexes enjoy
nice functorial properties detailed in the text. Using these properties, we are able
to compute the differentials, showing in particular that they coincide with the
differentials defined by Morel in his so-called Rost-Schmid complex when X is
smooth. Furthermore, our analysis of the terms in the spectral sequence yields the
following isomorphism
HMW,BMi (X,n) ≃ Hn+i(CBM(X,K
MW
d−n))
for i = 0, 1 and n ∈ N. This can be seen as the analogue in degrees 0 and 1 of (A)
in Paragraph (V4) above in our context. In particular, we can view MW-motivic
Borel-Moore homology as the analogue of higher Chow groups in our context. In-
deed, there are homomorphisms
HMW,BMi (X,n)→ H
BM
i+2n(X,Z(n))→ CHn(X, i)
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when char(k) = 020. Also, the complex CBM(X,KMWd−n) allows one to define Chow-
Witt groups of singular schemes (of finite type over k) as
C˜H
n
(X,ωX/k) = Hn(CBM(X,K
MW
d−n)).
When X is smooth, the afore mentioned duality yields the formula
H0MW(X, v) ≃ C˜H
r
(X, det(v))
where r = dim(v) which is the analogue of (B) in Paragraph (V4) above and a
generalization of the already stated isomorphism
H2n,nMW (X,Z) ≃ C˜H
n
(X).
(MW5) Let us now elaborate on the links between Hermitian K-theory and the
motivic cohomology we define in this book. To set the stage, let us recall that one
of the motivating principle of the development of Chow-Witt groups is the idea that
they should have the same relationship with Hermitian K-theory as the relationship
between Chow groups and K-theory. In view of this, it is natural to expect that
MW-motivic cohomology should appear in an analogue of the ordinary Atiyah-
Hirzebruch spectral sequence relating K-theory and ordinary motivic cohomology.
To start with, recall from [SØ12] that there is a spectral sequence computing
Hermitian K-theory, namely the very effective slice spectral sequence. It takes the
form
Ep,q2 = H
p+q(X, s˜−q(KO))⇒ H
p+q(X,KO) = KOp+q(X)
where KO is the spectrum representing Hermitian K-theory in the stable homotopy
category and s˜−q(KO) are its so-called very effective slices. The latter have been
computed in [Bac17] and take the form
s˜−q(KO) =

(P1)∧(−q) ∧ s˜0(KO) if −q = 0 modulo 4.
(P1)∧(−q) ∧HM(Z/2) if −q = 1 modulo 4.
(P1)∧(−q) ∧HMZ if −q = 2 modulo 4.
0 if −q = 3 modulo 4.
where HMZ (resp. HM(Z/2)) is the spectrum representing ordinary motivic coho-
mology (resp. ordinary motivic cohomology modulo 2). Further, the very effective
slice s˜0(KO) fits in an exact triangle
HM(Z/2)[1]→ s˜0(KO)→ H˜Z
where H˜Z (in the notation of loc. cit.) is the genuinely new piece of the zeroth slice.
In this book, we prove that H˜Z is actually the spectrum HMWZ defined above.
Apart from showing that MW-motivic cohomology indeed plays an important part
in the computation of Hermitian K-theory, it has other interesting consequences.
The homotopy t-structure in the stable homotopy category induces a commutative
diagram of spectra
(E)
HMWZ τ≤0HMWZ K
MW
HMZ τ≤0HMZ K
M
ϕ
∼
∼
where the right-hand spectra are the ones representing Milnor-Witt and Milnor K-
theory and the isomorphisms are given by the isomorphisms Hn(Z˜(n)) = KMWn and
Hn(Z(n)) = KMn stated above. It follows from [Bac17, Thm. 11] that the outer
20This remains valid in positive characteristic p at the cost of inverting p in the coefficients
([CD15, Cor. 8.12])
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square is homotopy Cartesian. As a corollary, we get the following computation of
MW-motivic cohomology groups for any finitely generated field extension L/k:
Hp,qMW(L,Z) =

0 if p > q
KMWp (L) if p = q
Hp,qM (L,Z) if p < q.
where Hp,qM (L,Z) is Voevodsky’s motivic cohomology.
Another remarkable consequence of the above homotopy Cartesian square is
the computation of the étale variant of the MW-motivic ring spectrum. Recall
there is an étale variant of the A1-derived category, denoted by DA1,e´t(k), and that
the étale sheafification functor induces an adjunction of triangulated categories:
DA1(k) DA1,e´t(k)
α∗
α∗
the functor α∗ is induced by the obvious forgetful functor. Applying the functor
α∗ to the homotopy Cartesian square (E), we get a homotopy cartesian square:
HMW,e´tZ α
∗(K MW)
HM,e´tZ α
∗(K M).
ϕe´t
As a quadratic form is étale locally trivial, the right vertical map is an isomorphism.
Therefore, the map ϕe´t is an isomorphism of ring spectra.
4. Beyond the analogy
We now describe some results specific to our situation. When we invert 2 in the
coefficients of D˜M(k,R), the link with ordinary motives becomes much more precise.
To state the result, note that the construction of finite MW-correspondences can be
adapted to other strictly A1-invariant sheaves. Taking in particular the unramified
Witt sheafW, we obtain motivic categoriesWDMeff(k,R) andWDM(k,R) for any
ring R which are the respective analogues of D˜Meff(k,R) and D˜M(k,R). Moreover,
the relationship between Milnor-Witt K-theory and the unramifiedWitt sheaf yields
a functor
D˜M(k,R)→WDM(k,R)
which is also defined at the level of the effective categories. When R is a Z[ 12 ]-
algebra, we obtain an equivalence of categories
D˜M(k,R)→ DM(k,R)×WDM(k,R)
induced by the above functor and the usual functor D˜M(k,R) → DM(k,R). This
decomposition identifies the “plus part” of D˜M(k,R) with DM(k,R) and the “mi-
nus part” with WDM(k,R). Note that the relationship between the category
WDM(k,R) and other similarly defined categories related to the unramified Witt
sheaf (Bachmann, Levine-Ananievskiy-Panin) still needs to be clarified.
Let us note that the canonical map
DA1(k,R)→ D˜M(k,R)
is certainly not an isomorphism in general. Indeed, we will show in further work that
every ring spectrum coming from D˜M(k,R) is SL-oriented in the sense of Panin-
Walter [PW10], while a result of Ananyevskyi and Sosnilo shows that the ring
spectrum corresponding to the unit of DA1(k,Z[1/2]) is not SL-oriented. However,
with rational coefficient, Grigory Garkusha proved in [Gar19] that the above map
is in fact an equivalence of triangulated categories.
ACKNOWLEDGEMENTS xix
Another important notion of correspondences, called framed correspondences,
has been introduced by Voevosdky and implemented by Panin and Garkusha. They
use them to describe an explicit A1-resolution functor for motivic spectra. There
is a precise relation between our approach and their work. Indeed, any framed
correspondence gives rise to a finite MW-correspondence, and we use this fact
to obtain some of the fundamental results satisfied by homotopy invariant MW-
sheaves. Although recent work of Kolderup ([Kol17]) allows one to avoid this
trick, the relation between MW-correspondences and framed correspondences has
other important applications (see [AN18]) and should be studied further.
Finally, let us say a few words about our assumption that the base field is of
characteristic different from 2. Although Milnor-Witt K-theory and its unramified
version are defined regardless of the characteristic of the base field, most of the
subsequent developments used in one way or the other triangular Witt groups, for
which the assumption on the characteristic is a requirement. Nevertheless, work in
preparation by Calmès and Fasel should allow us to remove this annoying limitation,
permitting the extension of our results verbatim to this more general context.
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CHAPTER 2
The category of finite Milnor-Witt correspondences
Baptiste Calmès and Jean Fasel
Abstract
We introduce the category of finite MW-correspondences over a perfect field
k with char(k) 6= 2. For any essentially smooth scheme X and integers p, q ∈ Z,
we then define MW-motivic cohomology groups Hp,qMW(X,Z) and begin the study
of their relationship with ordinary motivic cohomology groups.
Introduction
Let k be a perfect field and let Smk be the category of smooth separated schemes
of finite type over k. One of the central ideas of V. Voevodsky in his construction
of motivic cohomology is the definition of the category of finite correspondences
Cork (see for instance [MVW06]). Roughly speaking, the category Cork is ob-
tained from Smk by taking the smooth schemes as objects and formally adding
transfer morphisms f˜ : Y → X for any finite surjective morphism f : X → Y of
schemes. There is an obvious functor Smk → Cork and the presheaves (of abelian
groups) on Smk endowed with transfer morphisms for finite surjective morphisms
become naturally presheaves on Cork, also called presheaves with transfers. Clas-
sical Chow groups or Chow groups with coefficients à la Rost are examples of such
presheaves. Having the category of finite correspondences in hand, it is then rela-
tively easy to define motivic cohomology, which is an algebro-geometric analogue
of singular cohomology in topology. The analogy between topology and algebraic
geometry hinted at above extends in various directions: algebraic K-theory is an
analogue of topological K-theory, and there is a motivic Atiyah-Hirzebruch spec-
tral sequence relating motivic cohomology and algebraic K-theory, as the classical
Atiyah-Hirzebruch spectral sequence relates topological K-theory and singular co-
homology [FS02].
However, there are also many examples of interesting (pre-)sheaves without
transfers in the above sense. Our main examples here are the Chow-Witt groups
[Fas08] or the cohomology of the (stable) homotopy sheaves piA
1
i (X, x) of a pointed
smooth scheme (X, x), most notably the Milnor-Witt K-theory sheaves KMWn for
n ∈ Z. Such sheaves naturally appear in the Gersten-Grothendieck-Witt spec-
tral sequence computing higher Grothendieck-Witt groups, aka Hermitian K-theory
[FS09] or in the unstable classification of vector bundles over smooth affine schemes
[AF14b,AF14a], and thus are far from being exotic.
Although these sheaves don’t have transfers for general finite morphisms, they
do have transfers for finite surjective morphisms with trivial relative canonical sheaf
(depending on a trivialization of the latter), and one can hope to formalize this no-
tion and then follow Voevodsky’s construction of the derived category of motives
from finite correspondences. In his work on the Friedlander-Milnor conjecture,
Morel introduced a notion of generalized transfers in order to deal with this situa-
tion [Mor11]. Our approach in this article is a bit different in spirit. We enlarge the
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category of smooth schemes using finite MW-correspondences. Roughly speaking,
we replace the Chow groups (or cycles) in Voevodsky’s definition by Chow-Witt
groups (or cycles with extra quadratic information) and define in this way the cate-
gory of finite MW-correspondences C˜ork. The obvious functor Smk → Cork factors
through our category; namely there are functors Smk → C˜ork and C˜ork → Cork
whose composite is the classical functor. Given X,Y smooth, the homomorphism
C˜ork(X,Y )→ Cork(X,Y ) is in general neither injective (by far) nor surjective (yet
almost). We call the presheaves on C˜ork presheaves with MW-transfers. It is easy
to see that presheaves with MW-transfers in our sense are also presheaves with
generalized transfers in Morel’s sense, and we believe that the two notions are the
same. A presheaf on Cork is also a presheaf on C˜ork, but the examples above are
genuine presheaves with generalized transfers, so our notion includes many more
examples than the classical one.
Having C˜ork at hand, we define MW-motivic cohomology groups H
p,q
MW(X,Z)
for any smooth scheme X and any integers p, q ∈ Z. The main difference with
the classical groups is that the MW-motivic cohomology groups are non trivial for
q < 0, in which range they can be identified with the cohomology of the Gersten-
Witt complex defined in [BW02].
We foresee many applications of our main theorem and more generally of MW-
motivic cohomology. For instance, it is expected that the MW-motivic cohomol-
ogy groups will naturally appear in an Atiyah-Hirzebruch-type spectral sequence
computing higher Grothendieck-Witt groups (aka Hermitian K-theory). Moreover,
these groups should give a precise idea of the stable homology sheaves HA
1
i (G
∧n
m )
of smash powers of Gm, as we now explain. Let DeffA1(k) be the full subcategory of
A1-local objects in the derived category of Nisnevich sheaves of abelian groups, and
let DA1(k) be the category obtained from the latter by formally inverting the Tate
object. By construction, there is a functor DeffA1(k) → DM(k), where DM(k) is ob-
tained by inverting the Tate object in the full subcategory of A1-local objects in the
derived category of (bounded below) Nisnevich sheaves with transfers. This functor
factorizes through the category D˜M(k) defined analogously using C˜ork instead of
Cork, and thus D˜M(k) is in this sense closer to DA1(k) than DM(k). Now, the sta-
ble homology sheaves are computed in DA1(k), and it possible to define analogous
sheaves in D˜M(k) which should be quite close to the former.
To conclude this introduction, let us mention some works related to this one.
First, the approach of the Friedlander-Milnor conjecture of Morel in [Mor11] is
the starting point of our definition of the category C˜ork. As discussed above, his
sheaves with generalized transfers should coincide with ours. Second, there is work
in progress by M. Schlichting and S. Markett on an Atiyah-Hirzebruch spectral
sequence for higher Grothendieck-Witt groups. We hope to prove that the groups
they obtain at page 2 are indeed MW-motivic cohomology groups. Finally, let us
mention a recent preprint of Neshitov [Nes18] in which computations similar to
ours are done in the category of framed correspondences introduced by Voevosdky
and developped by Garkusha and Panin [GP14].
Conventions. The schemes are separated of finite type over some perfect field
k with char(k) 6= 2. If X is a smooth connected scheme over k, we denote by
ΩX/k the sheaf of differentials of X over Spec(k) and write ωX/k := detΩX/k for
its canonical sheaf. In general we define ωX/k connected component by connected
component. We use the same notation if X is the localization of a smooth scheme at
any point. If k is clear from the context, we omit it from the notation. If f : X → Y
is a morphism of (localizations of) smooth schemes, we set ωf = ωX/k ⊗ f∗ω∨Y/k. If
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X is a scheme and n ∈ N, we denote by X(n) the set of codimension n points in X .
For a point x ∈ X(n) with X smooth, we’lll denote by Λ(x) the one dimensional
vector space ∧n(mx/m2x)
∨ where mx is the maximal ideal corresponding.to x in
OX,x and (−)∨ denotes the dual of a k(x)-vector space.
1. Milnor-Witt K-theory
In this section, we first recall the definition of Milnor-Witt K-theory of a field
and its associated sheaf following [Mor12, §3]. We then recall the definition of
Chow-Witt groups and spend some time on their functorial properties. Following
Morel, we don’t make any assumption on the characteristic of the field.
For any field F , let KMW∗ (F ) be the Z-graded associative (unital) ring freely
generated by symbols [a], for each a ∈ F×, of degree 1 and by a symbol η in degree
−1 subject to the relations
(i) [a][1− a] = 0 for any a 6= 0, 1.
(ii) [ab] = [a] + [b] + η[a][b] for any a, b ∈ F×.
(iii) η[a] = [a]η for any a ∈ F×.
(iv) η(2 + η[−1]) = 0.
If a1, . . . , an ∈ F×, we denote by [a1, . . . , an] the product [a1] · . . . · [an]. Let
GW(F ) be the Grothendieck-Witt ring of non degenerate bilinear symmetric forms
on F . Associating to a form its rank yields a surjective ring homomorphism
rk : GW(F )→ Z
whose kernel is the fundamental ideal I(F ). We can consider for any n ∈ N the
powers In(F ) and we set In(F ) = W(F ) for n ≤ 0, where the latter is the Witt ring
of F . It follows from [Mor12, Lemma 3.10] that we have a ring isomorphism
GW(F )→ KMW0 (F )
defined by 〈a〉 7→ 1 + η[a]. We will thus identify KMW0 (F ) with GW(F ) later on.
In particular, we will denote by 〈a〉 the element 1 + η[a] and by 〈a1, . . . , an〉 the
element 〈a1〉+ . . .+ 〈an〉.
If KM∗ (F ) denotes the Milnor K-theory ring defined in [Mil69, §1], we have a
graded surjective ring homomorphism
f : KMW∗ (F )→ K
M
∗ (F )
defined by f([a]) = {a} and f(η) = 0. In fact, ker f is the principal (two-sided)
ideal generated by η [Mor04, Remarque 5.2]. We sometimes refer to f as the
forgetful homomorphism. On the other hand, let
H : KM∗ (F )→ K
MW
∗ (F )
be defined by H({a1, . . . , an}) = 〈1,−1〉[a1, . . . , an] = (2+η[−1])[a1, . . . , an]. Using
relation (i) above, it is easy to check that H is a well-defined graded homomorphism
of KMW∗ (F )-modules (where K
M
∗ (F ) has the module structure induced by f), that
we call the hyperbolic homomorphism. As f(η) = 0, we see that fH : KMn (F ) →
KMn (F ) is the multiplication by 2 homomorphism.
For any a ∈ F×, let 〈〈a〉〉 := 〈a〉 − 1 ∈ I(F ) ⊂ GW(F ) and for any a1, . . . , an ∈
F× let 〈〈a1, . . . , an〉〉 denote the product 〈〈a1〉〉 · · · 〈〈an〉〉 (our notation differs from
[Mor04, §2] by a sign). By definition, we have 〈〈a1, . . . an〉〉 ∈ Im(F ) for anym ≤ n.
In particular, we can define a map
KMWn (F )→ I
n(F )
by ηs[a1, . . . , an+s] 7→ 〈〈a1, . . . , an+s〉〉 for any s ∈ N and any a1, . . . , an+s ∈ F×.
It follows from [Mor12, Definition 3.3] and [Mor04, Lemme 2.3] that this map is
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a well-defined homomorphism. Moreover, the diagram
(6)
KMWn (F ) //
f

In(F )

KMn (F ) sn
// In(F )/In+1(F )
where sn is the map defined in [Mil69, Theorem 4.1] is Cartesian by [Mor04,
Théorème 5.3].
1.1. Residues. Suppose now that F is endowed with a discrete valuation
v : F× → Z with valuation ring Ov, uniformizing parameter π and residue field
k(v). The following theorem is due to Morel [Mor12, Theorem 3.15].
Theorem 1.1.1. There exists a unique homomorphism of graded groups
∂πv : K
MW
∗ (F )→ K
MW
∗−1 (k(v))
commuting with the product by η and such that ∂πv ([π, u2, . . . , un]) = [u2, . . . , un]
and ∂πv ([u1, . . . , un]) = 0 for any units u1, . . . , un ∈ O
×
v .
As for Milnor K-theory, v : F× → Z, there also exists a specialization map
sπv : K
MW
∗ (F )→ K
MW
∗ (k(v)),
which is a ring map, and that can be deduced from ∂πv by the formula
(7) sπv (α) = ∂
π
v ([π]α)− [−1]∂
π
v (α)
(actually, one usually constructs ∂πv and s
π
v together by a trick of Serre, see [Mor12,
Lemma 3.16]).
Lemma 1.1.2. Both the kernel of ∂πv and the restriction of s
π
v to this kernel are
independent of the choice of the uniformizer π.
Proof. If π and uπ are uniformizers, for some u ∈ O×v , then ∂
uπ
v = 〈u¯〉∂
π
v .
Indeed, by uniqueness in Theorem 1.1.1, it suffices to check this equality on elements
of the form [u1, . . . , un] or [π, u2, . . . , un] with the ui’s units, and on these it is
straightforward. Formula (7) then shows that if α ∈ ker(∂v), then sπv (α) = ∂
π
v ([π]α),
and we compute
suπv (α) = ∂
uπ
v ([uπ]α) = 〈u¯〉∂
π
v ([uπ]α)
= 〈u¯〉∂πv ([u]α+ 〈u〉[π]α)
= 〈u¯〉ǫ[u¯]∂πv (α) + ∂
π
v ([π]α) by [Mor12, Prop. 3.17]
= sπv (α) since α ∈ ker(∂
π
v ) 
This lemma allows one to define unramified Milnor-Witt K-theory sheaves as
follows. If X is a smooth integral k-scheme, any point x ∈ X(1) defines a discrete
valuation vx for which we can choose a uniformizing parameter πx. We then set for
any n ∈ Z
KMWn (X) := ker
(
KMWn
(
k(X)
)
→
⊕
x∈X(1)
KMWn−1
(
k(x)
))
where the map is induced by the residue homomorphisms ∂πxvx . This kernel is
independent of the choices of uniformizers πx by the lemma.
Let i : V ⊂ X be a codimension 1 closed smooth subvariety defining a valuation
v on k(X) with uniformizing parameter π. We then have k(V ) = k(v) and the
graded ring map
sπv : K
MW
∗
(
k(X)
)
→ KMW∗
(
k(V )
)
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restricts to a map KMW∗
(
X
)
→ KMW∗
(
k(V )
)
independent of the choice of the uni-
formizer because KMWn (X) ⊆ ker(∂v) so the lemma applies again. Finally, it ac-
tually lands in KMW∗
(
V
)
by [Mor12, proof of Lemma 2.12] and thus defines a
morphism
i∗ : KMWn (X)→ K
MW
n (V )
satisfying i∗(α) = ∂πv ([π]α). Working inductively and locally, the same method
shows that we can define pull-back maps j∗ for any smooth closed immersion j :
Z → X [Mor12, p. 21]. On the other hand, it is easy to see that a smooth morphism
h : Y → X induces a homomorphism h∗ : KMWn (X)→ K
MW
n (Y ) and it follows from
the standard graph factorization X → X×k Y → Y that any morphism f : X → Y
gives rise to a pull-back map f∗. Thus X 7→ KMWn (X) defines a presheaf K
MW
n on
Smk which turns out to be a Nisnevich sheaf [Mor12, Lemma 2.12]. We call it the
(n-th)Milnor-Witt sheaf.
Recall that one can also define residues for Milnor K-theory [Mil69, Lemma 2.1]
and therefore an unramified Nisnevich sheaf KMn on Smk. It is easy to check that
both the forgetful and the hyperbolic homomorphisms commute with residue maps.
As a consequence, we get morphisms of sheaves f : KMWn → K
M
n and H : K
M
n →
K
MW
n for any n ∈ Z and the composite fH is the multiplication by 2 map.
The multiplication map KMWn (F ) × K
MW
m (F ) → K
MW
n+m(F ) induces for any
m,n ∈ Z a morphism of sheaves
K
MW
n ×K
MW
m → K
MW
n+m
that is compatible with the corresponding product on Milnor K-theory sheaves via
the forgetful map.
1.2. Twisting by line bundles. We will also need a version of Milnor-Witt
K-theory twisted by graded line bundles, slightly generalizing usual twists by line
bundles following [Sch98, §1.2] and [Mor12, §5]. Recall first from [Del87, §4]
the construction of the category DetZ(X) of (Z-)graded line bundles over a scheme
X . The objects of DetZ(X) are pairs (i,L) where i is a locally constant integer on
X and L is a line bundle. Morphisms of pairs are given by isomorphisms of line
bundles in case the locally constant integers agree and are empty else. In particular,
the automorphisms of (i,L) coincide with the automorphisms of L, i.e. with O×X .
The category DetZ(X) is endowed with a tensor product defined by
(i,L)⊗ (i′,L′) = (i+ i′,L ⊗ L′).
The associativity constraint is given by the associativity constraint of the usual
tensor product. Moreover, there is a commutativity isomorphism
(i + i′,L⊗ L′)→ (i′ + i,L′ ⊗ L).
given by the isomorphism L⊗L′ → L′⊗L defined on sections by l⊗l′ 7→ (−1)ii
′
l′⊗l.
Each graded line bundle (i,L) has a tensor inverse, namely (−i,L∨) where the
isomorphism
(−i,L∨)⊗ (i,L)→ (0,OX)
is induced by the usual isomorphism L∨ ⊗ L ≃ OX (note that the isomorphism
(i,L) ⊗ (−i,L∨) → (0,OX) is then induced by (−1)i-times the canonical isomor-
phism L⊗L∨ ≃ OX). One checks that DetZ(X) is a commutative Picard category
in the sense of [Del87, §4.1].
Let F be a field and let (i, L) be an object of DetZ(F ). One can consider
the group ring Z[F×] and the Z[F×]-module Z[V ×] where L× = L \ {0}. Letting
a ∈ F× act by multiplication by 〈a〉 defines a Z-linear action of the group F× on
GW(F ) = KMW0 , which therefore extends to a ring morphism Z[F
×] → KMW0 (F ).
Thus, we get a Z[F×]-module structure on KMWn (F ) for any n, and the action is
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central (sinceKMW0 (F ) is central in K
MW
n (F )). We then define the n-th Milnor-Witt
group of F twisted by (i, L) as
KMWn (F, (i, L)) = K
MW
n (F )⊗Z[F×] Z[L
×].
Note that the right-hand group doesn’t depend on i. The introduction of this
extra integer will nevertheless have its importance when dealing with products
of twisted Milnor-Witt K-theory groups. On Nisnevich sheaves, we perform a
similar construction. Let Z[Gm] be the Nisnevich sheaf on Smk associated to the
presheaf U 7→ Z[O(U)×]. The morphism of sheaves of groups Gm → (KMW0 )
×
defined by u 7→ 〈u〉 for any u ∈ O(U)× extends to a morphism of sheaves of rings
Z[Gm]→ KMW0 , turning K
MW
n into a Z[Gm]-module, the action being central.
Let now (i,L) be an object of DetZ(X), and let Z[L×] be the Nisnevich sheafifi-
cation of U 7→ Z[L(U) \ 0]. Following [Mor12, Chapter 5], we define the Nisnevich
sheaf on SmX , the category of smooth schemes over X , by
K
MW
n (i,L) = K
MW
n ⊗Z[Gm] Z[L
×].
(this is the sheaf tensor product and again, it doesn’t depend on i).
2. Transfers in Milnor-Witt K-theory
A very important feature of Milnor-Witt K-theory is the existence of transfers
for finite field extensions. They are more subtle than the transfers for Milnor
K-theory, and we thus explain them in some details in this section. To avoid
technicalities, we suppose that the fields are of characteristic different from 2.
Recall first that the geometric transfers in Milnor-Witt K-theory are defined,
for a monogeneous finite field extension K = F (x), using the split exact sequence
[Mor12, Theorem 3.24]
0 // KMWn (F ) // K
MW
n (F (t))
∂ //
⊕
x∈(A1F )
(1)
KMWn−1(F (x)) // 0
where ∂ is defined using the residue homomorphisms associated to the valuations
corresponding to x and uniformizing parameters the minimal polynomial of x over
F . If α ∈ KMWn−1(F (x)), its transfer is defined by choosing a preimage in K
MW
n (F (t))
and then applying the residue homomorphism −∂∞ corresponding to the valuation
at infinity (with uniformizing parameter − 1t ). The corresponding homomorphism
KMWn−1(K) = K
MW
n−1(F (x)) → K
MW
n−1(F ) is denoted by τ
K
F . It turns out that the
geometric transfers do not generalize well to arbitrary finite field extensions K/F ,
and one has to modify them in a suitable way as follows.
Let again F ⊂ K be a field extension of degree n generated by x ∈ K. Let p be
the minimal polynomial of x over F . We can decompose the field extension F ⊂ K
as F ⊂ Ksep ⊂ K, where Ksep is the separable closure of F in K. If char(F ) =
l 6= 0, then the minimal polynomial p can be written as p(t) = p0(tl
m
) for some
m ∈ N and p0 separable. Then F sep = F (xl
m
) and p0 is the minimal polynomial
of xl
m
over L. Following [Mor12, Definition 4.26], we set ω0(x) := p′0(x
lm) ∈ K×
if l = char(F ) 6= 0 and ω0(x) = p′(x) ∈ K× if char(F ) = 0. Morel then defines
cohomological transfers as the composites
KMWn (K)
〈ω0(x)〉
−→ KMWn (K)
τKF−→ KMWn (F )
and denotes them by TrKF (x). If now K/F is an arbitrary finite field extension, we
can write
F = F0 ⊂ F1 ⊂ . . . ⊂ Fm = K
where Fi/Fi−1 is finite and generated by some xi ∈ Fi for any i = 1, . . . ,m. We
then set TrKF := Tr
F1
F (x1) ◦ . . . ◦ Tr
K
Fm−1(xm). It turns out that this definition is
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independent of the choice of the subfields Fi and of the generators xi [Mor12,
Theorem 4.27].
2.1. Transfers of bilinear forms. The definition of geometric and cohomo-
logical transfers can be recovered from the transfers in Milnor K-theory as well as
the Scharlau transfers on bilinear forms as we now explain.
Recall that the Milnor-Witt K-theory group KMWn (F ) fits into a Cartesian
square
KMWn (F ) //

In(F )

KMn (F ) sn
// In(F )
for any n ∈ Z, where In(F ) = W(F ) for n < 0, KMn (F ) = 0 for n < 0 and
I
n
(F ) := In(F )/In+1(F ) for any n ∈ N.
If F ⊂ K is a finite field extension, then any non-zero K-linear homomor-
phism f : K → F induces a transfer morphism f∗ : GW(K) → GW(F ) ([Lam73,
VII,Proposition 1.1]). It follows from [MH73, Lemma 1.4] that this homomorphism
induces transfer homomorphisms f∗ : In(K) → In(F ) for any n ∈ Z and therefore
transfer homomorphisms f∗ : In(K)→ In(F ) for any n ∈ N. Recall moreover that
if g : K → F is another non zero K-linear map, there exists a unit b ∈ K× such
that the following diagram commutes ([Lam73, Remark (C), p.194])
(8)
GW(K)
〈b〉 //
g∗ %%▲▲
▲▲
▲▲
▲▲
▲▲
GW(K)
f∗

GW(F ).
Using the split exact sequence of [Mil69, Theorem 2.3] and the procedure
described above, one can also define transfer morphisms NF/L : KMn (K)→ K
M
n (F )
(the notation reflects the fact that NF/L coincides in degree 1 with the usual norm
homomorphism).
Lemma 2.1.1. For any non-zero linear homomorphism f : K → F and any n ∈ N,
the following diagram commutes
KMn (K)
NK/F //
sn

KMn (F )
sn

In(K)
f∗
// In(F )
Proof. Observe first that for any b ∈ K×, we have 〈−1, b〉 · In(K) = 0. It
follows thus from Diagram (8) that f∗ = g∗ for any non-zero linear homomorphisms
f, g : K → F . Now both the transfers for Milnor K-theory and for In are functorial,
and it follows that we can suppose that the extension F ⊂ K is monogeneous, say
generated by x ∈ K. If n := [K : F ], then 1, x, . . . , xn−1 is a F -basis of K and
we define the K-linear map f : K → F by f(xi) = 0 if i = 0, . . . , n − 2 and
f(xn−1) = 1. The result now follows from [Sch72, Theorem 4.1]. 
As a consequence of the lemma, we see that any non-zero linear map f : K → F
induces a transfer homomorphism f∗ : KMWn (K)→ K
MW
n (F ) for any n ∈ Z.
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Lemma 2.1.2. Let F ⊂ K be a monogeneous field extension of degree n generated
by x ∈ K. Then the geometric transfer is equal to the transfer f∗ where f is the
K-linear map defined by f(xi) = 0 if i = 0, . . . , n− 2 and f(xn−1) = 1.
Proof. Once again, this follows immediately from Scharlau’s reciprocity the-
orem [Sch72, Theorem 4.1]. 
Lemma 2.1.3. Suppose that F ⊂ K is a separable field extension, generated by
x ∈ K. Then the cohomological transfer coincides with the transfer obtained via
the trace map K → F .
Proof. This is an immediate consequence of [Ser68, III, §6, Lemme 2]. 
If the extension F ⊂ K is purely inseparable, then the cohomological transfer
coincides by definition with the geometric transfer. It follows that the cohomological
transfer can be computed using trace maps (when the extension is separable), the
other homomorphisms described in Lemma 2.1.2 (when the extension is inseparable)
or a combination of both via the factorization F ⊂ Ksep ⊂ K.
2.2. Canonical orientations. In order to properly define the category of
finite MW-correspondences, we will have to use differential forms to twist Milnor-
Witt K-theory groups. In this section, we collect a few useful facts about orienta-
tions of relative sheaves, starting with the general notion of an orientation of a line
bundle.
Let X be a scheme, and let N be a line bundle over X . Recall from [Mor12,
Definition 4.3] that an orientation of N is a pair (L, ψ), where L is a line bundle
over X and ψ : L⊗L ≃ N is an isomorphism. Two orientations (L, ψ) and (L′, ψ′)
are said to be equivalent if there exists an isomorphism α : L → L′ such that the
diagram
L⊗ L
α⊗α //
ψ′ ❀
❀❀
❀❀
❀❀
L′ ⊗ L′
ψ  ✁✁
✁✁
✁✁
✁
N
commutes. The set of equivalence classes of orientations of N is denoted by Q(N ).
Any invertible element x in the global sections of L gives a trivialization OX ≃ L
sending 1 to x. This trivialization can be considered as an orientation (OX , qx) of
L via the canonical identification OX ⊗OX ≃ OX given by the multiplication. In
other words, on sections, qx(a⊗ b) = abx. Clearly, qx = qx′ if and only if x = u2x′
for some invertible global section u.
We can extend the notion of orientation to graded line bundles in an obvious
way. Namely, an orientation of (i,N ) is an orientation of N . More concretely, we
can consider orientations as morphisms ψ : (0,L)⊗ (i,L)→ (i,N ) with equivalence
relation given as above. Note that a graded line bundle admits an orientation if
and only if the underlying line bundle admits one.
Let k ⊂ L ⊂ F be field extensions such that F/L is finite and F/k and L/k are
finitely generated and separable (possibly transcendental). Let ωF/L := ωF/k ⊗L
ω∨L/k be its relative F -vector space (according to our conventions, this vector space
is the same as ωf , where f : Spec(F ) → Spec(L) is the morphism induced by
L ⊂ F ). Our goal is to choose for such an extension a canonical orientation of
ωF/L.
Suppose first that the extension L ⊂ F is purely inseparable. In that case, we
have a canonical bijection of Q(F )-equivariant sets Fr : Q(ωL/k ⊗L F )→ Q(ωF/k)
induced by the Frobenius [Sch98, §2.2.4]. Any choice of a non-zero element x
of ωL/k yields an L-linear homomorphism x∨ : ωL/k → L defined by x∨(x) = 1
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and an orientation Fr(qx) ∈ Q(ωF/k). We thus obtain a class in Q(ωF/k ⊗L ω∨L/k)
represented by Fr(qx)⊗ qx∨ .
If x′ = ux for some u ∈ L×, then (x′)∨ = u−1x∨ and Fr(qx′) satisfies Fr(qx′) =
quFr(qx) ∈ Q(ωF/k). It follows that Fr(qx) ⊗ qx∨ = Fr(qx′) ⊗ q(x′)∨ ∈ Q(ωF/k ⊗L
ω∨L/k) and this class is thus independent of the choice of x ∈ ωL/k. By definition,
we have ωF/L := ωF/k ⊗L ω∨L/k and we therefore get a canonical orientation in
Q(ωF/L).
Suppose next that the extension L ⊂ F is separable. In that case, the module
of differentials ΩF/L = 0 and we have a canonical isomorphism ωF/k ≃ ωL/k ⊗L F .
It follows that ωF/L ≃ F canonically and we choose the orientation q1 given by
1 ∈ F under this isomorphism.
We have thus proved the following result.
Lemma 2.2.1. Let k ⊂ L ⊂ F be field extensions such that F/L is finite, L/k and
F/k are finitely generated and separable (possibly transcendental). Then there is a
canonical orientation of ωF/L.
Proof. It suffices to consider L ⊂ F sep ⊂ F and the two cases described
above. 
3. Chow-Witt groups
Recall the construction of Milnor-Witt K-theory sheaves twisted by line bundles
from section 1.2.
Definition 3.0.1. For any smooth scheme X , any graded line bundle (i,L) over
X , any closed subset Z ⊂ X and any n ∈ N, we define the n-th Chow-Witt group
(twisted by (i,L), supported on Z) by C˜HnZ(X, (i,L)) := H
n
Z(X,K
MW
n (i,L)). If
(i,L) = (0,OX) (resp. Z = X), we omit (i,L) (resp. Z) from the notation.
Provided the base field k is perfect, the Rost-Schmid complex defined by Morel
in [Mor12, Chapter 5] provides a flabby resolution of KMWn (i,L) and we can use it
to compute the cohomology of this sheaf. It follows from (6) above and [Fas08, Re-
mark 7.31] that this definition coincides with the one given in [Fas08, Défini-
tion 10.2.14]. More precisely, the degree j-th term of the Rost-Schmid complex is
of the form ⊕
x∈X(j)
KMWn−j (k(x), (j,Λ(x)) ⊗ (i,Lx))
where Lx is the pull-back of L to Spec(k(x)). The differentials, which are described
in [Mor12, Chapter 5], build on the residue maps defined in Section 1.1. Note that
the Rost-Schmid complexes for (i,L) and (j,L) are canonically isomorphic for each
i, j ∈ Z, the extra grading being only a convenient way to treat the products in
Chow-Witt theory. For this reason, we sometimes simply write C˜HnZ(X,L) in place
of C˜HnZ(X, (i,L)) when i is clear from the context.
The groups C˜HnZ(X, (i,L)) are contravariant in X (and (i,L)). If f : X → Y is
a finite morphism between smooth schemes of respective (constant) dimension dX
and dY , then there is a push-forward map
f∗ : C˜H
n
Z(X, (dX , ωX/k)⊗ (i, f
∗L))→ C˜H
n+dY−dX
f(Z) (Y, (dY , ωY/k)⊗ (i,L))
for any line bundle L over Y [Mor12, Corollary 5.30]. More generally, one can
define a push-forward map as above for any proper morphism f : X → Y [Fas08,
Corollaire 10.4.5]. Actually, the push-forward map can be slightly generalized if one
considers supports. If f : X → Y is a morphism of smooth schemes and Z ⊂ X is
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a closed subscheme which is finite over W ⊂ Y , then we can define a push-forward
map (with the corresponding gradings for the line bundles)
f∗ : C˜H
n
Z(X,ωX/k ⊗ f
∗L)→ C˜H
n+dY −dX
W (Y, ωY/k ⊗ L)
along the formula given in [Mor12, p. 125]. Indeed, it suffices to check that the
proof of [Mor12, Corollary 5.30] holds in that case, which is easy.
Observe now that the forgetful morphism of sheaves KMWn (L) → K
M
n yields
homomorphisms C˜HnZ(X,L)→ CH
n
Z(X) for any n ∈ N, while the hyperbolic mor-
phism KMn → K
MW
n (L) yields homomorphisms CH
n
Z(X) → C˜H
n
Z(X,L) for any
n ∈ N. The composite KMn → K
MW
n (L) → K
M
n being multiplication by 2, the
composite homomorphism
CHnZ(X)→ C˜H
n
Z(X,L)→ CH
n
Z(X)
is also the multiplication by 2. Both the hyperbolic and forgetful homomorphisms
are compatible with the pull-back and the push-forward maps. Moreover, the total
Chow-Witt group of a smooth scheme X is endowed with a ring structure refining
the intersection product on Chow groups (i.e. the forgetful homomorphism is a ring
homomorphism). More precisely, as for usual Chow groups, there is an external
product
C˜H
n
Z(X, (i,L))× C˜H
m
W (X, (j,N ))→ C˜H
m+n
Z×W (X ×X, (i, p
∗
1L)⊗ (j, p
∗
2N ))
commuting to pull-backs and push-forwards. By pulling back along the diagonal,
it yields a cup-product
C˜H
n
Z(X, (i,L))× C˜H
m
W (X, (j,N ))→ C˜H
m+n
Z∩W (X, (i,L)⊗ (j,N ))
for any m,n ∈ Z, any graded line bundles (i,L) and (j,N ) over X and any closed
subsets Z,W ⊂ X . It is associative, and its unit is given by the pull-back to X of
〈1〉 ∈ KMW0 (k) = GW(k) [Fas07, §6]. This product structure is graded commuta-
tive in the sense that the following diagram, in which the horizontal morphisms are
the multiplication maps, the left vertical arrow is the permutation of the factors and
the right vertical map is the commutativity isomorphism of graded line bundles,
C˜HnZ(X, (i,L))× C˜H
m
W (X, (j,N )) //

C˜Hm+nZ∩W (X, (i,L)⊗ (j,N ))

C˜HmW (X, (j,N ))× C˜H
n
Z(X, (i,L)) // C˜H
m+n
Z∩W (X, (j,N )⊗ (i,L))
is 〈−1〉(n+i)(m+j)-commutative [Fas07, Remark 6.7].
For the sake of completeness, recall that Chow-Witt groups satisfy homotopy
invariance by [Fas08, Corollaire 11.3.2].
3.1. Some useful results. The goal of this section is to state the analogues
of some classical formulas for Chow-Witt groups. Most of them are “obvious” in the
sense that their proofs are basically the same as for Chow groups. Before stating
our first result, let us recall that two morphisms f : X → Y and g : U → Y are
Tor-independent if for every x ∈ X , y ∈ Y and u ∈ U such that f(x) = g(u) = y
we have TorOY,yn (OX,x,OU,u) = 0 for n ≥ 1.
Proposition 3.1.1 (Base change formula). Let
X ′
v //
g

X
f

Y ′ u
// Y
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be a Cartesian square of smooth schemes with f proper. Suppose that f and u are
Tor-independent. Then u∗f∗ = g∗v∗.
Proof. We first break the square into two Cartesian squares
X ′
(g,v) //
g

Y ′ ×X
pX //
1×f

X
f

Y ′
Γu
// Y ′ × Y pY
// Y
where Γu is the graph of u and the right-hand horizontal morphisms are the respec-
tive projections. By [Fas08, Théorème 12.3.6], we know that the generalized base
change formula holds for the right-hand square. Moreover, the morphisms (1 × f)
and Γu are Tor-independent since f and u are. We are thus reduced to show that
the formula holds if u : Y ′ → Y (and therefore v : X ′ → X) is a regular embedding
of smooth schemes. This follows from [AF16, Theorem 2.12]. 
Remark 3.1.2. In all the formulas involving line bundles as "orientations", we have
to specify the isomorphisms we use to identify them. In this paper, we will need
the Base change formula in the situation where u is smooth, in which case it reads
as follows. For any line bundle L over Y , any integers n ∈ N, i ∈ Z and any closed
subset Z ⊂ X , we consider the homomorphisms
v∗ : C˜H
n
Z(X, (dX , ωX/k)⊗ (i, f
∗L))→ C˜H
n
v−1(Z)(X
′, (dX , v
∗ωX/k)⊗ (i, v
∗f∗L))
and the isomorphisms
(dX , v
∗ωX/k)→ (dX , ωX′/k ⊗ ω
∨
X′/X)→ (dX , ωX′/k ⊗ g
∗(ωY ′/Y )
∨)
induced by the canonical isomorphisms v∗ωX/k ≃ ωX′/k ⊗ω∨X′/X given by the first
fundamental exact sequence
v∗ΩX/k → ΩX′/k → ΩX′/X → 0
and g∗(ωY ′/Y ) ≃ ωX′/X given by [Kun86, Corollary 4.3]. Next we write
(dX , ωX′/k ⊗ g
∗(ωY ′/Y )
∨) = (dX′ , ωX′/k)⊗ (dX − dX′ , g
∗(ωY ′/Y )
∨)
to obtain a homomorphism v∗ with target
C˜H
n
v−1(Z)(X
′, (dX′ , ωX′/k)⊗ (dX − dX′ , g
∗(ωY ′/Y )
∨)⊗ (i, v∗f∗L))
It follows that g∗v∗ lands into
C˜H
n+dY ′−dX′
gv−1(Z) (Y
′, (dY ′ , ωY ′/k)⊗ (dX − dX′ , ω
∨
Y ′/Y )⊗ (i, u
∗L)).
For the other composite, we consider first
f∗ : C˜H
n
Z(X, (dX , ωX/k)⊗ (i, f
∗L))→ C˜H
n+dY−dX
f(Z) (Y, (dY , ωY/k)⊗ (i,L))
whose composite with u∗ lands into
C˜H
n+dY−dX
u−1f(Z) (Y
′, (dY , u
∗ωY/k)⊗ (i, u
∗L))
We identify it with the latter group using
u∗ωY/k ≃ ωY ′/k ⊗ ω
∨
Y ′/Y .
and dX − dX′ = dY − dY ′ .
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Remark 3.1.3. There is no need for f to be proper in the above proposition, as long
as we consider supports which are proper over the base. More precisely, suppose
that we have a Cartesian square
X ′
v //
g

X
f

Y ′ u
// Y
of smooth schemes with f and u Tor-independent. Let M ⊂ X be a closed subset
such that the composite morphism M ⊂ X
f
→ Y is proper (here M is endowed
with its reduced scheme structure). Then the formula u∗f∗ = g∗v∗ holds for any
α ∈ C˜HnM (X, (dX , ωX/Y ) ⊗ (i, f
∗L)). The proof is the same as the proof of the
proposition, taking supports into account.
Corollary 3.1.4 (Projection formula). Let m,n ∈ N and let L, N be line bundles
over Y . Let Z ⊂ X and W ⊂ Y be closed subsets. If f : X → Y is a proper
morphism of (constant) relative dimension c ∈ Z, we have
f∗(α) · β = f∗(α · f
∗(β))
for any α ∈ C˜HmZ (X, (dX − dY , ωf )⊗ (i, f
∗L)) and β ∈ C˜HnW (Y, (j,N )).
Proof. It suffices to use the base change formula on the following Cartesian
square:
X
(1×f)∆X //
f

X × Y
(f×1)

Y
∆Y
// Y × Y
to get ∆∗Y (f × 1)∗(α × β) = f∗(α · f
∗β). The result now follows from the equality
(f × 1)∗(α× β) = f∗α× β ([CF17]). 
Remark 3.1.5. To obtain a formula for the left-module structure, it suffices to use
the graded commutativity of the twisted Chow-Witt groups (Section 3). Indeed,
we know that
f∗β · α = 〈(−1)(m+dX−dY+i)(n+j)〉α · f∗β
and it follows that
f∗(f
∗β ·α) = 〈(−1)(m+dX−dY+i)(n+j)〉f∗(α·f
∗β) = 〈(−1)(m+dX−dY+i)(n+j)〉f∗(α)·β
Switching now f∗(α) · β, we obtain
f∗(f
∗β · α) = 〈(−1)(m+dX−dY+i)(n+j)+(m+dY −dX+i)(n+j)〉β · f∗(α) = β · f∗(α).
Lemma 3.1.6 (Flat excision). Let f : X → Y be a flat morphism of smooth schemes.
Let V ⊂ Y be a closed subset such that the morphism f−1(V )→ V induced by f is
an isomorphism. Then the pull-back morphism
f∗ : C˜H
i
V (Y,L)→ C˜H
i
f−1(V )(X, f
∗L)
is an isomorphism for any i ∈ N and any line bundle L over Y .
Proof. As said in Section 3, Chow-Witt groups can be computed using the
flabby resolution provided by the Rost-Schmid complex of [Mor12]Chapter 5,
which coincide with the complex considered in [Fas08, Définition 10.2.7]. Now
Chow-Witt groups with supports are obtained by considering the subcomplex of
points supported on a certain closed subset. The lemma follows now from the fact
that in our case f∗ induces (by definition) an isomorphism of complexes. 
4. FINITE MILNOR-WITT CORRESPONDENCES 13
Convention 3.1.7. From now on, we omit the grading when we write graded line
bundles. We only indicate when a grading is different from the "obvious" choices
we made in this section.
We now consider the problem of describing the cohomology of X × Gm with
coefficients in KMWj (for j ∈ Z) in terms of the cohomology of X . First observe
that the pull-back along the projection p : X × Gm → X endows the cohomology
of X × Gm with the structure of a module over the cohomology of X . Let t be
a parameter of Gm. The class [t] in KMW1 (k(t)) actually lives in its subgroup
K
MW
1 (Gm) since it clearly has trivial residues at all closed points of Gm. Pulling
back to X × Gm along the projection to the second factor, we get an element in
K
MW
1 (X ×Gm) that we still denote by [t].
Lemma 3.1.8. For any i ∈ N, any j ∈ Z and any smooth scheme X over k, we have
Hi(X ×Gm,K
MW
j ) = H
i(X,KMWj )⊕H
i(X,KMWj−1 ) · [t].
Proof. The long exact sequence associated to the open immersion X×Gm ⊂
X × A1k reads as
· · · → Hi(X × A1k,K
MW
j )→ H
i(X ×Gm,K
MW
j )
∂
→ Hi+1X×{0}(X × A
1,KMWj )→ · · ·
By homotopy invariance, the pull-back along the projection to the first factor X ×
A1k → X induces an isomorphism H
i(X,KMWj )→ H
i(X ×A1k,K
MW
j ). Pulling-back
along the morphism X → X ×Gm defined by x 7→ (x, 1) we get a retraction of the
composite homomorphism
Hi(X,KMWj )→ H
i(X × A1k,K
MW
j )→ H
i(X ×Gm,K
MW
j )
and it follows that the long exact sequence splits into short split exact sequences
0→ Hi(X × A1k,K
MW
j )→ H
i(X ×Gm,K
MW
j )
∂
→ Hi+1X×{0}(X × A
1,KMWj )→ 0
Now the push-forward homomorphism (together with the obvious trivialization of
the normal bundle to X × {0} in X × A1k) yields an isomorphism [Fas08, Remar-
que 10.4.8]
ι : Hi(X,KMWj−1)→ H
i+1
X×{0}(X × A
1,KMWj )
and it suffices then to check that the composite
Hi(X,KMWj−1)
[t]
→ Hi(X,KMWj )→ H
i(X ×Gm,K
MW
j )
ι−1∂
→ Hi(X,KMWj−1)
is an isomorphism to conclude. This follows essentially from [Mor12, Proposi-
tion 3.17. (2)]. 
Remark 3.1.9. By pull-back along the morphism Spec(k)→ Gm sending the point
to 1, the element [t] ∈ KMW1 (Gm) maps to [1] = 0 in K
MW
1 (k). Therefore this
pull-back gives the splitting of Hi(X,KMWj ) in the decomposition above.
4. Finite Milnor-Witt correspondences
4.1. Admissible subsets. Let X and Y be smooth schemes over Spec(k) and
let T ⊂ X × Y be a closed subset. Any irreducible component of T maps to an
irreducible component of X through the projection X × Y → X .
Definition 4.1.1. If, when T is endowed with its reduced structure, this map is
finite and surjective for every irreducible component of T , we say that T is an
admissible subset of X × Y . We denote by A(X,Y ) the poset of admissible subsets
of X×Y , partially ordered by inclusions. When convenient, we sometimes consider
A(X,Y ) as the category associated to this poset.
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Remark 4.1.2. Since the empty set has no irreducible component, it is admissi-
ble. An irreducible component of an admissible subset is clearly admissible, and
the irreducible admissible subsets are minimal (non-trivial) elements in A(X,Y ).
Furthermore, any finite union of admissible subsets is admissible.
Lemma 4.1.3. If f : X ′ → X is a morphism between smooth schemes, then T 7→
(f × idY )
−1(T ) defines a map A(X,Y ) → A(X ′, Y ). Furthermore, the presheaf
U 7→ A(U, Y ) thus defined is a sheaf for the Zariski topology.
Proof. Finiteness and surjectivity are stable by base change by [Gro60, 6.1.5]
and [Gro61, 3.5.2], so the map is well-defined. The injectivity condition in the sheaf
sequence is obvious. To prove the exactness in the middle, being closed is obviously
a Zariski local property, so the union of the closed subsets in the covering defines a
global closed subset. Both finiteness and surjectivity are properties that are Zariski
local on the base, so this closed subset is admissible. 
If Y is equidimensional, d = dim(Y ) and pY : X×Y → Y is the projection, we
define a covariant functor
A(X,Y )→ Ab
by associating to each admissible subset T ∈ A(X,Y ) the group C˜HdT (X×Y, p
∗
Y ωY/k)
(where p∗Y ωY/k is in degree d) and to each morphism T
′ ⊂ T the extension of sup-
port homomorphism
C˜H
d
T ′(X × Y, p
∗
Y ωY/k)→ C˜H
d
T (X × Y, p
∗
Y ωY/k)
and, using that functor, we set
C˜ork(X,Y ) = lim−→
T∈A(X,Y )
C˜H
d
T (X × Y, p
∗
Y ωY/k).
If Y is not equidimensional, then Y =
∐
j Yj with each Yj equidimensional and we
set
C˜ork(X,Y ) =
∏
j
C˜ork(X,Yj).
By additivity of Chow-Witt groups, if X =
∐
iXi and Y =
∐
j Yj are the respective
decompositions of X and Y in irreducible components, we have
C˜ork(X,Y ) =
∏
i,j
C˜ork(Xi, Yj).
Notation 4.1.4. From now on, we simply write ωY in place of p∗Y ωY/k, switching
back to the complete notation only when it is important to do it.
Example 4.1.5. Let X be a smooth scheme of dimension d. Then
C˜ork(Spec(k), X) =
⊕
x∈X(d)
C˜H
d
{x}(X,ωX) =
⊕
x∈X(d)
GW(k(x), ωk(x)/k).
On the other hand, C˜ork(X, Spec(k)) = C˜H0(X) = KMW0 (X) for any smooth
scheme X .
The group C˜ork(X,Y ) admits an alternate description which is often useful. Let
X and Y be smooth schemes, with Y equidimensional. For any closed subscheme
T ⊂ X × Y of codimension d = dim(Y ), we have an inclusion
C˜H
d
T (X × Y, ωY ) ⊂
⊕
x∈(X×Y )(d)
KMW0 (k(x),Λ(x) ⊗ (ωY )x).
and it follows that
C˜ork(X,Y ) =
⋃
T∈A(X,Y )˜
CH
d
T (X × Y, ωY ) ⊂
⊕
x∈(X×Y )(d)
KMW0 (k(x),Λ(x) ⊗ (ωY )x).
4. FINITE MILNOR-WITT CORRESPONDENCES 15
In general, the inclusion C˜ork(X,Y ) ⊂
⊕
x∈(X×Y )(d) K
MW
0 (k(x),Λ(x) ⊗ (ωY )x) is
strict as shown by Example 4.1.5. As an immediate consequence of this description,
we see that the map
C˜H
d
T (X × Y, ωY )→ C˜ork(X,Y )
is injective for any T ∈ A(X,Y ).
If U is an open subset of a smooth scheme V , since an admissible subset T ∈
A(V, Y ) intersects with U × Y as an admissible subset by Lemma 4.1.3, the pull-
backs along V ×Y → U ×Y on Chow-Witt groups with support induce at the limit
a map C˜ork(V, Y )→ C˜ork(U, Y ).
Lemma 4.1.6. This map is injective.
Proof. We can assume Y equidimensional, of dimension d. Let Z = (V \
U) × Y . Let moreover T ⊂ V × Y be an admissible subset. Since T is finite and
surjective over V , the subset Z ∩T is of codimension at least d+1 in V ×Y , which
implies that C˜HdZ∩T (V × Y, ωY ) = 0. The long exact sequence of localization with
support then shows that the homomorphism
C˜H
d
T (V × Y, ωY )→ C˜H
d
T∩(U×Y )(U × Y, ωY )
is injective. On the other hand, we have a commutative diagram
C˜HdT (V × Y, ωY )
  //
 _

C˜HdT∩(U×Y )(U × Y, ωY ) _

C˜ork(V, Y ) // C˜ork(U, Y )
with injective vertical maps. Since any α ∈ C˜ork(V,X) comes from the group
C˜HdT (V ×Y, ωY ) for some T ∈ A(X,Y ), the homomorphism C˜ork(V, Y )→ C˜ork(U, Y )
is injective. 
Definition 4.1.7. Let α ∈ C˜ork(X,Y ), where X and Y are smooth. If Y is
equidimensional, let d = dim(Y ). The support of α is the closure of the set of
points x ∈ (X×Y )(d) such that the component of α in KMW0
(
k(x),Λ(x)⊗ (ωY )x
)
is
nonzero. If Y is not equidimensional, then we define the support of α as the union
of the supports of the components appearing in the equidimensional decomposition.
Lemma 4.1.8. The support of an α ∈ C˜ork(X,Y ) is an admissible subset, say T ,
and α is then in the image of the inclusion C˜HdT (X × Y, ωY ) ⊂ C˜ork(X,Y ).
Proof. By definition of C˜ork(X,Y ) as a direct limit, the support of α is
included in some admissible subset T ∈ A(X,Y ). Being finite and surjective over
X , any irreducible component Ti of T is of codimension dim(Y ) in X×Y . Therefore
the support of α is exactly the union of all Ti such that the component of α on the
generic point of Ti is non-zero. This is an admissible subset by Remark 4.1.2.
To obtain the last part of the statement, let S ⊂ T be the support of α and let
U be the open subscheme X × Y \ S. Consider the commutative diagram
C˜HdT (X × Y, ωY ) //

C˜HdT\S(U, (ωY )|U )
⊕
x∈(X×Y )(d)∩T
KMW0 (k(x),Λ(x) ⊗ (ωY )x) //
⊕
x∈U(d)∩T
KMW0 (k(x),Λ(x) ⊗ (ωY )x)
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with injective vertical maps (still for dimensional reasons). By definition of the
support, α maps to zero in the lower right group, so it maps to zero in the upper
right one. Therefore, it comes from the previous group in the localization exact
sequence for Chow groups with support, and this group is C˜HdS(X × Y, ωY ). 
Example 4.1.9. In contrast with usual correspondences, in general, an element of
C˜ork(X,Y ) cannot be written as the sum of elements with irreducible support.
Indeed, let X = Y = A1. Let moreover T1 = {x = y} ⊂ A1 × A1} and T2 = {x =
−y} ⊂ A1 × A1. Then T1 ∩ T2 = 0 ∈ A1 × A1. We can consider 〈x〉 ⊗ (x− y) in
KMW0 (k(T1),Λ(T1)) and 〈x〉 ⊗ (x + y) in K
MW
0 (k(T2),Λ(T2)). The residue of the
first one is
〈1〉 ⊗ (x − y) ∧ x = 〈1〉 ⊗ −y ∧ x = 〈−1〉 ⊗ y ∧ x
in KMW−1 (k,Λ(0)), while the residue of the second one is
〈1〉 ⊗ (x+ y) ∧ x = 〈1〉 ⊗ y ∧ x
in the same group. As 〈−1〉 + 〈1〉 = 0 ∈ KMW−1 (k), it follows that the sum of the
two elements above defines an unramified element in C˜H1T1∪T2(A
1 × A1). As the
canonical sheaf ωA1 is trivial, we obtain an element of C˜ork(A1,A1) which is not
the sum of elements with irreducible supports (each component is ramified).
Let α ∈ C˜ork(X,Y ) with support T be restricted to an element denoted by
α|U ∈ C˜ork(U, Y ).
Lemma 4.1.10. The support of α|U is T ∩ U , in other words the image of T by the
map A(X,Y )→ A(U, Y ).
Proof. It is straightforward from the definition of the support. 
4.2. Composition of finite MW-correspondences. Let X , Y and Z be
smooth schemes of respective dimensions dX , dY and dZ , with X and Y connected.
Let V ∈ A(X,Y ) and T ∈ A(Y, Z) be admissible subsets. Consider the following
commutative diagram where all maps are canonical projections:
(9)
X × Z
rZ
%%
pX
""
X × Y × Z
qY Z //
pXY

qXZ
ff◆◆◆◆◆◆◆◆◆◆
Y × Z
qZ //
pY

Z
X × Y qY
//
p

Y
X
We have homomorphisms
(pXY )
∗ : C˜H
dY
V (X × Y, ωY )→ C˜H
dY
(pXY )−1V (X × Y × Z, (pXY )
∗ωY )
and
(qY Z)
∗ : C˜H
dZ
T (Y × Z, ωZ)→ C˜H
dZ
(qY Z )−1T (X × Y × Z, (qY Z)
∗ωZ).
Let M = (pXY )−1V ∩ (qY Z)−1T , endowed with its reduced structure. It follows
from [MVW06, Lemmas 1.4 and 1.6] that every irreducible component of M is
finite and surjective over X . As a consequence, the map M → qXZ(M) is finite
and the push-forward
(qXZ)∗ : C˜H
dY+dZ
M (X × Y ×Z, ωX×Y×Z ⊗ q
∗
XZL)→ C˜H
dZ
qXZ (M)(X ×Z, ωX×Z ⊗L)
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is well-defined for any line bundle L over X ×Z. In particular for L = p∗Xω
∨
X/k, we
get a push-forward map
C˜H
dY +dZ
M (X×Y×Z, ωX×Y×Z⊗(pXY )
∗p∗ω∨X/k)
(qXZ )∗
→ C˜H
dZ
qXZ (M)(X×Z, ωX×Z⊗p
∗
Xω
∨
X/k).
Lemma 4.2.1. We have canonical isomorphisms
(10)
(dX+dY+dZ , ωX×Y×Z)⊗(−dX , (pXY )
∗p∗ω∨X/k) ≃ (dY , (pXY )
∗ωY )⊗(dZ , (qY Z)
∗ωZ).
and
(11) (dX + dZ , ωX×Z)⊗ (−dX , p∗Xω
∨
X/k) ≃ (dZ , ωZ).
Proof. We have a canonical isomorphism
(dX+dY+dZ , ωX×Y×Z) ≃ (dX , (pXY )
∗p∗ωX/k)⊗(dY , (pXY )
∗q∗Y ωY/k)⊗(dZ , (qY Z)
∗q∗ZωZ/k).
Using the (graded) commutativity of the tensor product of graded line bundles, we
obtain the isomorphism (10). For the second isomorphism, we use the canonical
isomorphism
(dX + dZ , ωX×Z) ≃ (dX , p
∗
XωX/k)⊗ (dZ , r
∗
ZωZ/k)
and the same argument. 
As a consequence, if we have cycles β ∈ C˜HdYV (X × Y, ωY ) and α ∈ C˜H
dZ
T (Y ×
Z, ωZ) the expression
α ◦ β := (qXZ)∗[(qY Z)
∗β · (pXY )
∗α]
is well-defined. Moreover, it follows from [MVW06, Lemma 1.7] that qXZ(M)
is an admissible subset of X × Z. All the above homomorphisms commute with
extension of supports, and therefore we get a well-defined composition
◦ : C˜ork(X,Y )× C˜ork(Y, Z)→ C˜ork(X,Z).
Remark 4.2.2. Note that in the definition of the composition we could have con-
sidered the product (pXY )∗α · (qY Z)∗β in place of the product (qY Z)∗β · (pXY )∗α.
This is actually the same, remembering the fact that ωY sits in degree dY , ωZ in
degree dZ and using the graded commutativity of the Chow-Witt groups.
The proof that the composition we defined is associative follows essentially from
the fact that the intersection product is associative, but there are some subtleties
involved when dealing with the required line bundles so we write it for the sake of
completeness.
Lemma 4.2.3. The composition of finite MW-correspondences is associative.
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Proof. We will use the following Cartesian square where all morphisms are
projections onto the respective factors:
(12)
X × Y
qY // Y
X × T X × Y × T
qY T //qXToo
sXY
OO
Y × T
sY
OO
Z × T
pZ

X × Z × T
pXZ

pXT
OO
rZToo X × Y × Z × T
qY ZT //
pXY Z

qXZToo
pXY T
OO
Y × Z × T
qZT //
pY Z

pY T
OO
Z × T
pZ

Z X × Z
pX

rZoo X × Y × Z
qY Z //
pXY

qXZoo Y × Z
qZ //
pY

Z
X X × Y
qY //qXoo Y.
Now, let α ∈ C˜ork(X,Y ), β ∈ C˜ork(Y, Z) and γ ∈ C˜ork(Z, T ). In our com-
putation, we treat them as elements of some Chow-Witt group, and consider their
push-forwards and pull-backs as usual. We omit the relevant line bundles, all our
choices being canonical and already mentioned in the previous paragraphs. The
composite β ◦ α is represented by the cycle (qXZ)∗(p∗XY α · q
∗
Y Zβ), while the com-
posite γ ◦ (β ◦ α) is given by
(pXT )∗ (p
∗
XZ(qXZ)∗(p
∗
XY α · q
∗
Y Zβ) · r
∗
ZT γ) .
Using the base change formula (Proposition 3.1.1, with the canonical isomorphisms
of Remark 3.1.2), we obtain
p∗XZ(qXZ)∗(p
∗
XY α · q
∗
Y Zβ) = (qXZT )∗p
∗
XY Z(p
∗
XY α · q
∗
Y Zβ).
Next, we can use the projection formula (Corollary 3.1.4) to get
(qXZT )∗p
∗
XY Z(p
∗
XY α · q
∗
Y Zβ) · r
∗
ZT γ = (qXZT )∗ (p
∗
XY Z(p
∗
XY α · q
∗
Y Zβ) · q
∗
XZT r
∗
ZT γ) .
Since the product on Chow-Witt groups is associative, it follows that the composite
γ ◦ (β ◦α) is the push-forward along the projection X ×Y ×Z ×T → X ×T of the
product of the pull-backs of α, β, γ along the respective projections.
We now turn to the computation of (γ ◦ β) ◦ α. The composite γ ◦ β is given
by (pY T )∗(p∗Y Zβ · q
∗
ZT γ), while (γ ◦ β) ◦ α is of the form
(qXT )∗ (s
∗
XY α · q
∗
Y T (pY T )∗(p
∗
Y Zβ · q
∗
ZT γ)) .
Using the base change formula once again, we obtain
q∗Y T (pY T )∗(p
∗
Y Zβ · q
∗
ZTγ) = (pXY T )∗q
∗
Y ZT (p
∗
Y Zβ · q
∗
ZT γ).
Here, (pXY T )∗q∗Y ZT (p
∗
Y Zβ · q
∗
ZT γ) is a cycle of codimension dT (the dimension of
T ) with coefficients in the line bundle ωT . Using Remark 4.2.2, we see that
s∗XY α · (pXY T )∗q
∗
Y ZT (p
∗
Y Zβ · q
∗
ZT γ) = (pXY T )∗q
∗
Y ZT (p
∗
Y Zβ · q
∗
ZT γ) · s
∗
XY α
and we can use the projection formula (Corollary 3.1.4) to obtain
(pXY T )∗q
∗
Y ZT (p
∗
Y Zβ · q
∗
ZT γ) · s
∗
XY α = (pXY T )∗ (q
∗
Y ZT (p
∗
Y Zβ · q
∗
ZT γ) · p
∗
XY T s
∗
XY α) .
Now, q∗Y ZT (p
∗
Y Zβ · q
∗
ZT γ) is a cycle of codimension dZ + dT with coefficients in
ωZ ⊗ ωT and p∗XY T s
∗
XY α is a cycle of codimension dY with coefficients in ωY .
Applying Remark 4.2.2 once again, we obtain
q∗Y ZT (p
∗
Y Zβ · q
∗
ZT γ) · p
∗
XY T s
∗
XY α = p
∗
XY T s
∗
XY α · q
∗
Y ZT (p
∗
Y Zβ · q
∗
ZT γ)
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showing that (γ◦β)◦α is also equal to the push-forward along the X×Y ×Z×T →
X×T of the product of the pull-backs of α, β, γ along the respective projections. 
4.3. Morphisms of schemes and finite MW-correspondences. LetX,Y
be smooth schemes of respective dimensions dX and dY . Let f : X → Y be a
morphism and let Γf : X → X×Y be its graph. Then Γf (X) is of codimension dY
in X × Y , finite and surjective over X . If pX : X × Y → X is the projection map,
then pXΓf = id and it follows that we have isomorphisms OX ≃ ωX/k⊗Γ∗fp
∗
Xω
∨
X/k
and ωX×Y/k ⊗ p∗Xω
∨
X/k ≃ p
∗
Y ωY/k, where the latter is obtained via
(dX + dY , ωX×Y/k) ≃ (dX , p
∗
XωX/k)⊗ (dY , p
∗
Y ωY/k)
and the usual commutation rule.
We therefore obtain a finite push-forward
i∗ : K
MW
0 (X)→ C˜H
dY
Γf (X × Y, ωY )
We denote by γ˜f the class of i∗(〈1〉) in C˜HdYΓf (X × Y, p
∗ωY ). In particular, when
X = Y and f = id, we set 1X := γ˜id. Using [Fas07, Proposition 6.8] we can check
that 1X is the identity for the composition defined in the previous section.
Example 4.3.1. Let X be a smooth scheme over k. The diagonal morphism induces
a push-forward homomorphism
K
MW
0 (X)→ C˜H
dX
X (X ×X,ωX)
and a ring homomorphism KMW0 (X) → C˜ork(X,X). For any smooth scheme Y ,
composition of morphisms endows the group C˜ork(Y,X) with the structure of a left
K
MW
0 (X)-module and a right K
MW
0 (Y )-module.
Definition 4.3.2. Let C˜ork be the category whose objects are smooth schemes and
whose morphisms are the abelian groups C˜ork(X,Y ) defined in Section 4.1. We
call it the category of finite MW-correspondences over k.
We see that C˜ork is an additive category, with disjoint union as direct sum.
We let the reader check that associating γ˜f to any morphism of smooth schemes
f : X → Y gives a functor γ˜ : Smk → C˜ork.
Remark 4.3.3. The category of finite correspondences as defined by Voevodsky
can be recovered by replacing Chow-Witt groups by Chow groups in our definition.
Indeed, when Y is equidimensional of dimension d = dim(Y ) and T ∈ A(X,Y ),
CHdT (X × Y ) =
⊕
x∈(X×Y )(d)∩T
Z
since the previous group in the Gersten complex is zero because T is d-dimensional,
and the following group is also zero because there are no negative K-groups. The
composition of Voevodsky’s finite correspondences coincides with ours as one can
easily see from Lecture 1 in [MVW06].
By the same procedure, it is of course possible to define finite correspondences
using other cohomology theories with support, provided that they satisfy the clas-
sical axioms used in the definition of the composition (base change, etc.).
The forgetful homomorphisms
C˜H
d
T (X × Y, ωY )→ CH
d
T (X × Y )
yield a functor π : C˜ork → Cork (use [Fas07, Prop. 6.12]) which is additive, and the
ordinary functor γ : Smk → Cork is the composite functor Smk
γ˜
→ C˜ork
π
→ Cork.
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On the other hand, the hyperbolic homomorphisms
CHdT (X × Y )→ C˜H
d
T (X × Y, ωY )
yield a homomorphism HX,Y : Cork(X,Y )→ C˜ork(X,Y ) for any smooth schemes
X,Y (but not a functor Cork → C˜ork since HX,X doesn’t preserve the identity).
The composite πX,YHX,Y is just the multiplication by 2, as explained in Section 3.
We now give two examples showing how to compose a finite MW-correspondence
with a morphism of schemes.
Example 4.3.4 (Pull-back). Let X,Y, U ∈ Smk and let f : X → Y be a morphism.
Let (f × 1) : (X × U) → (Y × U) be induced by f and let T ∈ A(Y, U) be an
admissible subset. Then F := (f × 1)−1(T ) is an admissible subset of X × U by
[MVW06, Lemma 1.6]. It follows that the pull-back of cycles (f × 1)∗ induces a
homomorphism C˜ork(Y, U)→ C˜ork(X,U). We let the reader check that it coincides
with the composition with γ˜f .
Example 4.3.5 (Push-forwards). Let X and Y be smooth schemes of dimension d
and let f : X → Y be a finite morphism such that any irreducible component of
X surjects to the irreducible component of Y it maps to. Contrary to the classical
situation, we don’t have a finite MW-correspondence Y → X associated to f in
general, however, we can define one if ωf admits an orientation.
Let then (L, ψ) be an orientation of ωf . We define a finite MW-correspondence
α(f,L, ψ) ∈ C˜ork(Y,X) as follows. Let Γtf : X → Y ×X be the (transpose of the)
graph of f . Then X is an admissible subset and we have a transfer morphism
(Γtf )∗ : K
MW
0 (X,ωf)→ C˜H
d
X(Y ×X,ωX).
Composing with the homomorphism
C˜H
d
X(Y ×X,ωX)→ C˜ork(Y,X),
we get a map KMW0 (X,ωf) → C˜ork(Y,X). Now the isomorphism ψ together with
the canonical isomorphism KMW0 (X) ≃ K
MW
0 (X,L ⊗ L) yield an isomorphism
K
MW
0 (X) → K
MW
0 (X,ωf). We define the finite MW-correspondence α(f,L, ψ)
(or sometimes simply α(f, ψ)) as the image of 〈1〉 under the composite
K
MW
0 (X)→ K
MW
0 (X,ωf )→ C˜ork(Y,X).
If (L′, ψ′) is equivalent to (L, ψ), then it is easy to check that the correspondences
α(f,L, ψ) and α(f,L′, ψ′) are equal. Thus any element of Q(ωf) yields a finite MW-
correspondence. In general, different choices of elements in Q(ωf) yield different
correspondences.
When g : Y → Z is another such morphism with an orientation (M, φ) of
ωg, then (L ⊗ f∗M, ψ ⊗ f∗φ) is an orientation of ωg◦f = ωf ⊗ f∗ωg, and we have
α(f,L, ψ) ◦ α(g,M, φ) = α(g ◦ f,L ⊗ f∗M, ψ ⊗ f∗φ).
Let now U be a smooth scheme of dimension n and let T ∈ A(X,U). The
commutative diagram
X × U
f×1 //
%%❑
❑❑
❑❑
❑❑
❑❑
❑ Y × U
pY

Y
where pY : Y × U is the projection on the first factor and [MVW06, Lemma 1.4]
show that (f ×1)(T ) ∈ A(Y, U) in our situation. Moreover, we have a push-forward
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morphism
(f × 1)∗ : C˜H
n
T (X × U, ωU ⊗ ωf)→ C˜H
n
(f×1)(T )(Y × U, ωU )
Using the trivialization ψ, we get a push-forward morphism
(f × 1)∗ : C˜H
n
T (X × U, ωU)→ C˜H
n
(f×1)(T )(Y × U, ωU )
Now this map commutes to the extension of support homomorphisms, and it follows
that we get a homomorphism
(f × 1)∗ : C˜ork(X,U)→ C˜ork(Y, U)
depending on ψ. We let the reader check that (f × 1)∗(β) = β ◦ α(f, ψ) for any
β ∈ C˜ork(X,U), using the base change formula as well as the projection formula.
In particular, when U = Y and β = γ˜f , using ψ we can push-forward along f
as KMW0 (X) ≃ K
MW
0 (X,ωf) → K
MW
0 (Y ) to obtain an element f∗〈1〉 in K
MW
0 (Y ),
and we have γ˜f ◦ α(f, ψ) = f∗〈1〉 · idY , using the action of Example 4.3.1.
Remark 4.3.6. Suppose that X is connected, f : X → Y is a finite surjective
morphism with relative bundle ωf and that ωf 6= 0 in Pic(X)/2 (take for instance
the map P2 → P2 defined by [x0 : x1 : x2] 7→ [x20 : x
2
1 : x
2
2]). Consider the finite
correspondence Y → X corresponding to (the transpose of) the graph of f . As in
the previous example, we have a transfer homomorphism
(Γf )∗ : K
MW
0 (X,ωf)→ C˜H
d
X(Y ×X,ωX).
making the diagram
K
MW
0 (X,ωf)
≃ //

C˜HdX(Y ×X,ωX)

Z
≃ // CHdX(Y ×X)
commutative, where the vertical homomorphisms are the forgetful maps and the
horizontal ones are isomorphisms, as one clearly sees using the Milnor-Witt Gersten
complex. Since ωf is not a square in Pic(X), the left-hand vertical map is not
surjective: it is equal to the rank map. It follows that the map C˜ork(Y,X) →
Cork(Y,X) is not surjective. Indeed, if we enlarge the support to a larger admissible
set X ′, one of its irreducible components will be X , and the (usual) Chow groups
with support in X ′ will be isomorphic to several copies of Z, one for each irreducible
component, and the forgetful map cannot surject to the copy of Z corresponding
to X .
4.4. Tensor products. Let X1, X2, Y1, Y2 be smooth schemes over Spec(k).
Let d1 = dim(Y1) and d2 = dim(Y2).
Let α1 ∈ C˜Hd1T1(X1×Y1, ωY1) and α2 ∈ C˜H
d2
T2
(X2×Y2, ωY2) for some admissible
subsets Ti ⊂ Xi × Yi. The exterior product defined in [Fas07, §4] gives a cycle
(α1 × α2) ∈ C˜H
d1+d2
T1×T2(X1 × Y1 ×X2 × Y2, p
∗
Y1ωY1/k ⊗ p
∗
Y2ωY2/k)
where pYi : X1 × Y1 ×X2 × Y2 → Yi is the projection to the corresponding factor.
Let σ : X1 × Y1 × X2 × Y2 → X1 × X2 × Y1 × Y2 be the transpose isomorphism.
Applying σ∗, we get a cycle
σ∗(α1 × α2) ∈ C˜H
d1+d2
σ(T1×T2)(X1 ×X2 × Y1 × Y2, p
∗
Y1ωY1/k ⊗ p
∗
Y2ωY2/k).
On the other hand, p∗Y1ωY1/k ⊗ p
∗
Y2
ωY2/k = ωY1×Y2 and it is straightforward to
check that (the underlying reduced scheme) σ(T1 × T2) is finite and surjective over
X1 ×X2. Thus σ∗(α1 × α2) defines a finite MW-correspondence between X1 ×X2
and Y1 × Y2.
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Definition 4.4.1. If X1 and X2 are smooth schemes over k, we define their tensor
product as X1⊗X2 := X1×X2. If α1 ∈ C˜ork(X1, Y1) and α2 ∈ C˜ork(X2, Y2), then
we define their tensor product as α1 ⊗ α2 := σ∗(α1 × α2).
Lemma 4.4.2. The tensor product ⊗, together with the obvious associativity and
symmetry isomorphisms endows C˜ork with the structure of a symmetric monoidal
category.
Proof. Straightforward. 
5. Presheaves on C˜ork
Definition 5.0.1. A presheaf with MW-transfers is a contravariant additive functor
C˜ork → Ab. We will denote by P˜Sh(k) the category of presheaves with MW-
transfers. Let t be Zar, Nis and e´t, respectively the Zariksi, Nisnevich or étale
topology on Smk. We say that a presheaf with MW-transfers is a t-sheaf with
MW-transfers if when restricted to Smk, it is a sheaf in the t-topology. We denote
by S˜ht(k) the category of t-sheaves with MW-transfers.
Remark 5.0.2. The sheaves with MW-transfers are closely related to sheaves with
generalized transfers as defined in [Mor11, Definition 5.7]. Indeed, let M be a
Nisnevich sheaf with MW-transfers. Then it is endowed with an action of KMW0
by Example 4.3.1. Following the procedure described in Section 5.1, one can define
M(F ) for any finitely generated field extension F/k. If F ⊂ L is a finite field exten-
sion, then the canonical orientation of Lemma 2.2.1 together with the push-forwards
defined in Example 4.3.5 show that we have a homomorphism TrLF :M(L)→M(F ).
One can then check that the axioms listed in [Mor11, Definition 5.7] are satisfied.
Conversely, we don’t know if a Nisnevich sheaf with generalized transfers in the
sense of Morel yields a Nisnevich sheaf with MW-transfers but this seems quite
plausible.
Recall first that there is a forgetful additive functor π : C˜ork → Cork. It follows
that any (additive) presheaf on Cork defines a presheaf on C˜ork by composition.
We now give a more exotic example.
Lemma 5.0.3. For any j ∈ Z, the contravariant functor X 7→ KMWj (X) is a presheaf
on C˜ork.
Proof. Let then X,Y be smooth schemes and T ⊂ X × Y be an admissible
subset. Let β ∈ KMWj (Y ) and α ∈ C˜H
dY
T (X × Y, ωY ) be cycles. We set
α∗(β) := p∗(p
∗
Y (β) · α)
where p and pY are the respective projections, and p∗ is defined using the canonical
isomorphism (dY , ωY ) ≃ (dX + dY , ωX×Y ) ⊗ (−dX , ω∨X). We let the reader check
that α∗ is additive. Next, we observe that p∗Y (β) commutes with any element in
the total Chow-Witt group of X × Y ([Fas07, Lemmas 4.19 and 4.20] or [CF17]).
If T ⊂ T ′, we have a commutative diagram
C˜HdYT (X × Y, ωY )
//
p∗
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘
C˜HdYT ′ (X × Y, ωY )
p∗

C˜Hi(X)
where the top horizontal morphism is the extension of support. It follows that
α 7→ α∗ defines a map C˜ork(X,Y )→ HomAb(Hi(Y,KMWj ),H
i(X,KMWj )). We now
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check that this map preserves the respective compositions. With this in mind,
consider again the diagram (9)
X × Z
rZ
%%
pX
""
X × Y × Z
qY Z //
pXY

qXZ
ff◆◆◆◆◆◆◆◆◆◆
Y × Z
qZ //
pY

Z
X × Y qY
//
p

Y
X.
Let α1 ∈ C˜HdYT1 (X × Y, ωY ) and α2 ∈ C˜H
dZ
T2
(Y × Z, ωZ) be correspondences, with
T1 ⊂ X×Y and T2 ⊂ Y ×Z admissible. Let moreover β ∈ KMWj (Z). By definition,
we have
(α2 ◦ α1)
∗(β) = (pX)∗[r
∗
Zβ · (qXZ)∗(p
∗
XY α1 · q
∗
Y Zα2)].
Using the projection formula and the fact that r∗Zβ commutes with the total Chow-
Witt group, we have
(pX)∗[r
∗
Zβ · (qXZ)∗(p
∗
XY α1 · q
∗
Y Zα2)] = (pX)∗[(qXZ)∗(p
∗
XY α1 · q
∗
Y Zα2) · r
∗
Zβ]
= (pX)∗[(qXZ)∗(p
∗
XY α1 · q
∗
Y Zα2 · q
∗
XZr
∗
Zβ)]
= p∗(pXY )∗(p
∗
XY α1 · q
∗
Y Zα2 · q
∗
XZr
∗
Zβ).
On the other hand,
α∗1 ◦ α
∗
2(β) = α
∗
1((pY )∗(q
∗
Zβ · α2))
= p∗(q
∗
Y (pY )∗(q
∗
Zβ · α2) · α1).
By base change, q∗Y (pY )∗ = (pXY )∗q
∗
Y Z and it follows that
α∗1 ◦ α
∗
2(β) = p∗((pXY )∗(q
∗
Y Zq
∗
Zβ · q
∗
Y Zα2) · α1)
Using the projection formula once again, the latter is equal to
p∗(pXY )∗(q
∗
Y Zq
∗
Zβ · q
∗
Y Zα2 · p
∗
XY α1)
We conclude using Remark 4.2.2 and the fact that β commutes with the total
Chow-Witt group. 
Remark 5.0.4. More generally, the contravariant functor X 7→ Hi(X,KMWj ) is a
presheaf on C˜ork for any j ∈ Z and i ∈ N. The above proof applies with some
modifications (taking into account that β now doesn’t commute with the total
Chow-Witt group), or we can alternatively use the facts that KMWj is a homo-
topy invariant Nisnevich sheaf with MW-transfers, that the category of Nisnevich
sheaves with MW transfers has enough injectives and that Zariski and Nisnevich
cohomology coincide for invariant Nisnevich sheaves with MW-transfers. We refer
the reader to Ch. 3for details.
In contrast, the presheaf X 7→ Hi(X,KMWj ) doesn’t have transfers in the sense
of Voevodsky, as the projective bundle formula doesn’t hold in that setting (see
[Fas13, Theorem 11.7]).
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5.1. Extending presheaves to limits. We consider the category P of fil-
tered projective systems ((Xλ)λ∈I , fλµ) of smooth quasi-compact schemes over k,
with affine étale transition morphisms fλµ : Xλ → Xµ. Morphisms in P are defined
by Hom((Xλ)λ∈I , (Xµ)µ∈J ) = lim←−
(
lim
−→
Hom(Xλ, Xµ)
)
, as in [Gro66, 8.13.3]. The
limit of such a system exists in the category of schemes by loc. cit. 8.2.3, and by
8.13.5, the functor sending a projective system to its limit defines an equivalence
of categories from P to the full subcategory Smk of schemes over k that are limits
of such systems.
Remark 5.1.1. It follows from this equivalence of categories that such a projective
system converging to a scheme that is already finitely generated (e.g. smooth) over
k has to be constant above a large enough index.
Let now F be a presheaf of abelian groups on Smk. We extend F to a presheaf
F¯ on P by setting on objects F¯ ((Xλ)λ∈I) = lim−→λ∈I F (Xλ). An element of the
set lim
←−
(
lim
−→
Hom(Xλ, Xµ)
)
yields a morphism lim
−→µ∈J
F (Xµ)→ lim−→λ∈I
F (Xλ), this
respects composition, and thus F¯ is well-defined. Using the above equivalence of
categories, it follows immediately that F¯ defines a presheaf on Smk which extends F
in the sense that F¯ and F coincide on Smk since a smooth scheme can be considered
as a constant projective system.
Since any finitely generated field extension L/k can be written as a limit of
smooth schemes in the above sense, we can consider in particular F (Spec(L)) and
to shorten the notation, we often write F (L) instead of F¯ (Spec(L)) in what follows.
We will mainly apply this limit construction when F is C˜ork(−×X,Y ), KMW∗
or the MW-motivic cohomology groups Hp,qMW(−,Z), to be defined in 6.1.4.
We now slightly extend this equivalence of categories to a framework useful for
Chow-Witt groups with support. We consider the category T of triples (X,Z,L)
where X is scheme of finite type over k, with a closed subset Z and a line bundle
L over X . A morphism from (X1, Z1,L1) to (X2, Z2, L2) in this category is a pair
(f, i) where f : X1 → X2 is a morphism of k-schemes such that f−1(Z2) ⊆ Z1 and
i : f∗L2 → L1 is an isomorphism of line bundles over X1. The composition of two
such morphisms (f, i) and (g, j) is defined as (f ◦g, j ◦g∗(i)). Let P˜ be the category
of projective systems in that category such that:
• the objects are regular and the transition maps are affine étale;
• beyond any index, there is a µ such that for any λ beyond µ, we have
f−1λµ (Zµ) = Zλ,
with morphisms defined by a double limit of Hom groups in T , as above. Let X be
the inverse limit of the Xλ. All the pull-backs of the various Lλ toX are canonically
isomorphic by pulling back the isomorphisms iλµ, and by the last condition, the
closed subsets Zλ stabilize to a closed subset Z of X . In other words, the inverse
limit of the system exists in T .
Proposition 5.1.2. The functor sending a system to its inverse limit is an equiva-
lence of categories from P˜ to the full subcategory of T of objets (X,Z,L) such that
X is a projective limit of regular schemes with affine étale transition morphisms.
Proof. It follows from [Gro66], 8.13.5 for the underlying schemes, 8.3.11
for the closed subset (since our schemes are of finite type over a field, they are
Noetherian and every closed subset is constructible), 8.5.2 and 8.5.5 for the line
bundle. 
As previously, any presheaf of abelian groups or sets F defined on the full
subcategory of T with regular underlying schemes can be extended uniquely to the
subcategory of T with underlying schemes that are limits.
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If the limit scheme X happens to be regular, for any nonnegative integer i, the
pull-back induces a map
lim
−→
λ∈I
C˜H
i
Zλ
(Xλ,Lλ)→ C˜H
i
Z(X,L).
Lemma 5.1.3. This map is an isomorphism.
Proof. Since (X,Z,L) can be considered as a constant projective system, it
follows from the equivalence of categories of Proposition 5.1.2. 
5.2. Representable presheaves.
Definition 5.2.1. Let X ∈ Smk. We denote by c˜(X) the presheaf C˜ork(−, X). If
x : Spec(k)→ X is a rational point, we denote by c˜(X, x) the cokernel of the mor-
phism c˜(Spec(k))→ c˜(X) (which is split injective). More generally, let X1, . . . , Xn
be smooth schemes pointed respectively by the rational points x1, . . . , xn. We define
c˜
(
(X1, x1) ∧ . . . ∧ (Xn, xn)
)
as the cokernel of the split injective map⊕
i
c˜(X1 × . . .×Xi−1 ×Xi+1 × . . .×Xn)
idX1×···×xi×···×idXn // c˜(X1 × . . .×Xn).
Example 5.2.2. It follows from Example 4.1.5 that c˜(Spec(k)) = KMW0 , and we
write it Z˜ when there is no possible confusion on the base field.
Our next goal is to check that for any smooth scheme X , the presheaf c˜(X) is
actually a sheaf in the Zariski topology. We start with an easy lemma.
Lemma 5.2.3. Let Y ∈ Smk be connected, with function field k(Y ). Then for any
X ∈ Smk, the homomorphism C˜ork(Y,X)→ C˜ork(k(Y ), X) is injective.
Proof. It follows from Lemma 4.1.6 that all transition maps in the system
converging to C˜ork(k(Y ), X) are injective. 
Proposition 5.2.4. For any X ∈ Smk, the presheaf c˜(X) is a sheaf in the Zariski
topology.
Proof. It suffices to prove that for any cover of a scheme Y by two Zariski
open sets U and V , the equalizer sequence
C˜ork(Y,X) // C˜ork(U,X)
∐
C˜ork(V,X) //
//C˜ork(U ∩ V,X)
is exact in the well-known sense. Injectivity of the map on the left follows from
Lemma 5.2.3. To prove exactness in the middle, let α and β be elements in the mid-
dle groups, equalizing the right arrows and with respective supports E ∈ A(U,X)
and F ∈ A(V,X) by Lemma 4.1.8. Since α restricted to V is β restricted to U ,
we must have E ∩ V = F ∩ U by Lemma 4.1.10. By Lemma 4.1.3, the closed
set T = E ∪ F is admissible, and the conclusion now follows from the long exact
sequence of localization for Chow-Witt groups with support in T . 
Example 5.2.5. In general, the Zariski sheaf c˜(X) = C˜ork(−, X) is not a Nisnevich
sheaf (and therefore not an étale sheaf either). Set A1a1,...,an := A
1 \ {a1, . . . , an}
for any rational points a1, . . . , an ∈ A1(k) and consider the elementary Nisnevich
square
A10,1,−1
//
g

A10,−1
f

A10,1
// A10
26 BAPTISTE CALMÈS AND JEAN FASEL
where the morphism f : A10,−1 → A
1
0 is given by x 7→ x
2, the horizontal maps are
inclusions and g is the base change of f .
We now show that c˜(A10,1) is not a Nisnevich sheaf. In order to see this, we
prove that the sequence
c˜(A10,1)(A
1
0)→ c˜(A
1
0,1)(A
1
0,1)⊕ c˜(A
1
0,1)(A
1
0,−1)→ c˜(A
1
0,1)(A
1
0,1,−1)
is not exact in the middle. Let ∆ : A10,1 → A
1
0,1 ×A
1
0,1 be the diagonal embedding.
It induces an isomorphism
K
MW
0 (A
1
0,1)→ C˜H
1
∆(A10,1)
(A10,1 × A
1
0,1, ωA10,1)
and thus a monomorphism KMW0 (A
1
0,1) → c˜(A
1
0,1)(A
1
0,1). Since the restriction
homomorphism KMW0 (A
1
0) → K
MW
0 (A
1
0,1) is injective, it follows that the class
η · [t] = −1 + 〈t〉 is non trivial in KMW0 (A
1
0,1) and its image αt in c˜(A
1
0,1)(A
1
0,1)
is also non trivial. We claim that its restriction in c˜(A10,1)(A
1
0,1,−1) is trivial. In-
deed, consider the Cartesian square
A10,1,−1
Γg //
g

A10,1,−1 × A
1
0,1
(g×1)

A10,1 ∆
// A10,1 × A
1
0,1
From Example 4.3.4, we know that the restriction of αt to c˜(A10,1)(A
1
0,1,−1) is rep-
resented by (g × 1)∆∗(−1 + 〈t〉). By base change, the latter is (Γg)∗g∗(αt). Now
we have g∗(−1 + 〈t〉) = −1 + 〈t2〉 = 0 in KMW0 (A
1
0,1,−1). In conclusion, we see that
the correspondence (αt, 0) is in the kernel of the homomorphism
c˜(A10,1)(A
1
0,1)⊕ c˜(A
1
0,1)(A
1
0,−1)→ c˜(A
1
0,1)(A
1
0,1,−1).
To conclude that c˜(A10,1) is not a sheaf, it then suffices to show that αt cannot
be the restriction of a correspondence in c˜(A10,1)(A
1
0). To see this, observe first
that the restriction map A(A10,A
1
0,1) → A(A
1
0,1,A
1
0,1) is injective as well as the
homomorphism c˜(A10,1)(A
1
0) → c˜(A
1
0,1)(A
1
0,1). Suppose then that β ∈ c˜(A
1
0,1)(A
1
0)
is a correspondence whose restriction is αt, and let T = supp(β). From the above
observations, we see that ∆(A10,1) = supp(αt) = T ∩ (A
1
0,1×A
1
0,1). In particular, we
see that T is irreducible and its generic point is the generic point of the (transpose
of the) graph of the inclusion A10,1 → A
1
0. But the graph is closed, but not finite
over A10. It follows that β doesn’t exist and thus that c˜(A
1
0,1) is not a Nisnevich
sheaf.
Next, recall that the presheaf Ztr(X) := Cork(−, X) is also a presheaf with
MW-transfers (using the functor C˜ork → Cork). The morphism c˜(X)→ Ztr(X) is
easily seen to be a morphism of MW-presheaves.
Lemma 5.2.6. The morphism of MW-presheaves c˜(X) → Ztr(X) induces an epi-
morphism of Zariski sheaves.
Proof. Let Y be the localization of a smooth scheme at a point. We have
to show that the map c˜(X)(Y )→ Ztr(X)(Y ) is surjective. It is sufficient to prove
that for any elementary correspondence T ⊂ Y ×X , the map
C˜H
dX
T (Y ×X,ωX)→ CH
dX
T (Y ×X) = Z
is surjective. Note that the map T → Y × X → Y is finite and surjective, and
therefore that T is the spectrum of a semi-local domain. Let T˜ be the normalization
of T into its field of fractions. Note that the singular locus of T˜ is of codimension
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at least 2 and therefore that its image in Y ×X is of codimension at least dX + 2.
As both C˜HdXT (Y ×X,ωX) and CH
dX
T (Y ×X) are invariant if we remove points of
codimension dX + 2, we may suppose that T˜ is smooth and therefore that we have
a well-defined push-forward
i∗ : C˜H
0
(T˜ , ωT˜/k ⊗ i
∗L)→ C˜H
dX
T (Y ×X,ωY×X/k ⊗ L)
for any line bundle L on Y × X , where i is the composite T˜ → T ⊂ Y × X . As
T˜ is semi-local, we can find a trivialization of ωT˜ /k ⊗ i
∗L and get a push-forward
homomorphism
i∗ : C˜H
0
(T˜ )→ C˜H
dX
T (Y ×X,ωY×X/k ⊗ L)
Now, 〈1〉 ∈ C˜H0(T˜ ) and we can use the commutative diagram
C˜H0(T˜ )
i∗ //

C˜HdXT (Y ×X,ωY×X/k ⊗ L)

CH0(T˜ )
i∗
// CHdXT (Y ×X)
to conclude that the composite
C˜H
0
(T˜ )→ C˜H
dX
T (Y ×X,ωY×X/k ⊗ L)→ CH
dX
T (Y ×X)
is surjective for any line bundle L. The claim follows. 
Remark 5.2.7. The same proof works in both the Nisnevich and the étale topolo-
gies.
Now, we turn to the task of determining the kernel of the morphism c˜(X) →
Ztr(X). With this in mind, recall that we have for any n ∈ N an exact sequence of
sheaves
0→ In+1 → KMWn → K
M
n → 0.
If T ⊂ Y ×X is of pure codimension dX , the long exact sequence associated to the
previous exact sequence reads as
HdXT (Y ×X, I
dX+1, ωX)→ C˜H
dX
T (Y ×X,ωX)→ CH
dX
T (Y ×X)→ . . .
and the left-hand morphism is injective since there are no points of codimension
dX − 1 supported on T . Moreover, if α ∈ C˜ork(Y ′, Y ) and π(α) ∈ Cork(Y ′, Y ) is
its image in Cork under the usual functor, the diagram
C˜HdXT (Y ×X,ωX)
//
α∗

CHdXT (Y ×X)
π(α)∗

C˜HdXT (Y
′ ×X,ωX) // CH
dX
T (Y
′ ×X)
commutes, where the vertical arrows are the respective composition with α and
π(α) (in other words, π is a morphism of presheaves with MW-transfers). These
observations motivate the following definition.
Definition 5.2.8. For smooth connected schemes X,Y , we set
I˜Cork(Y,X) = lim
T∈A(Y,X)
HdXT (Y ×X, I
dX+1, ωX).
As before, we extend this definition to all smooth schemes X,Y by additivity. The
above diagram shows that I˜Cork(−, X) is an element of P˜Sh(k) that we denote by
Ic˜(X).
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The above arguments prove that we have an exact sequence of Zariski sheaves
0→ Ic˜(X)→ c˜(X)→ Ztr(X)→ 0.
Remark 5.2.9. Instead of I˜Cork(Y,X), we could consider the abelian group
lim
T∈A(Y,X)
HdXT (Y ×X, I
dX , ωX) = lim
T∈A(Y,X)
HdXT (Y ×X,W, ωX)
In this fashion, we would obtain a category of sheaves with Witt-transfers. We
postpone the study of this category to further work.
The category P˜Sh(k) of presheaves with MW-transfers admits a unique sym-
metric monoidal structure such that the embedding C˜ork → P˜Sh(k) given by
X 7→ c˜(X) is symmetric monoidal (Ch. 3, §1.2). We denote by F ⊗ G the ten-
sor product of two presheaves, and we observe that c˜(X) ⊗ c˜(Y ) = c˜(X × Y ) by
definition. It turns out that P˜Sh(k) is a closed monoidal category, with internal
Hom functor Hom determined by Hom(c˜(X), F ) = F (X × −). The proof of the
next result is easy and we thus omit it.
Lemma 5.2.10. Suppose that F ∈ P˜Sh(k) is a τ-sheaf. Then Hom(c˜(X), F ) is also
a τ-sheaf for any X ∈ Smk.
Definition 5.2.11. Let F ∈ P˜Sh(k) and n ∈ N. Then the n-th contraction of F ,
denoted by F−n, is the presheaf Hom
(
c˜
(
(Gm, 1)
∧n
)
, F
)
. Thus, F−n = (F−n+1)−1.
Example 5.2.12. If F = KMWj for some j ∈ Z, then it follows from Lemma 3.1.8
that F−1 = KMWj−1 .
Definition 5.2.13. A presheaf F in P˜Sh(k) is said to be homotopy invariant if the
map
F (X)→ F (X × A1)
induced by the projection X × A1 → X is an isomorphism for any X ∈ Smk.
Example 5.2.14. We already know that c˜(k) coincides with the Nisnevich sheaf
K
MW
0 . It follows from [Fas08, Corollaire 11.3.3] that this sheaf is homotopy invari-
ant.
5.3. The module structure. Recall from Example 4.3.1 that the Zariski
sheaf c˜(X) is endowed with an action of a left KMW0 (X)-module for any smooth
scheme X . Pulling back along the structural morphism X → Spec(k), we obtain
a ring homomorphism KMW0 (k) → K
MW
0 (X) and it follows that c˜(X) is a sheaf of
KMW0 (k)-modules. If X → Y is a morphism of smooth schemes, it is readily verified
that the morphism c˜(X)→ c˜(Y ) is a morphism of sheaves of KMW0 (k)-modules.
Let now F be an object of P˜Sh(k). If X is a smooth scheme, the presheaf
Hom(c˜(X), F ) is naturally endowed with the structure of a right KMW0 (k)-module
by precomposing with the morphism c˜(X)→ c˜(X) induced by some α ∈ KMW0 (k).
As KMW0 (k) is commutative, it follows that Hom(c˜(X), F ) is also a Zariski sheaf
of (left) KMW0 (k)-modules. If X → Y is a morphism of smooth schemes, a direct
computation shows that the induced morphism Hom(c˜(Y ), F )→ Hom(c˜(X), F ) is
a morphism of KMW0 (k)-modules.
6. Milnor-Witt motivic cohomology
We define the pointed scheme Gm,1 = (Gm, 1).
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Definition 6.0.1. For any q ∈ Z, we define the Zariski sheaf Z˜{q} by
Z˜{q} :=

c˜(G∧qm,1) if q > 0.
c˜(k) if q = 0.
Hom
(
G
∧q
m,1, c˜(k)
)
if q < 0.
Note that the sheaves considered are all sheaves of KMW0 (k)-modules and that
for q < 0,the sheaf Z˜{q} is the (−q)-th contraction of c˜(k) = KMW0 . It follows thus
from Example 5.2.12 that (KMW0 )q = K
MW
q = W for q < 0, where the latter is the
Zariski sheaf associated to the presheaf X 7→W(X) (Witt group).
Remark 6.0.2. Of course, we could have defined Z˜{q} to be W when q < 0 from
the beginning. The advantage of our definition is that it is more uniform. It will
also make the product to be defined more natural.
6.1. Motivic sheaves. Let ∆• be the cosimplicial object on Smk defined by
∆n := Spec(k[x0, . . . , xn]/(
n∑
i=0
xi − 1)).
and the usual faces and degeneracy maps. Given any F ∈ P˜Sh(k), we get a sim-
plicial object Hom
(
c˜(∆•), F
)
in P˜Sh(k) which is a simplicial sheaf in case F is
one.
Definition 6.1.1. The Suslin-Voevodsky singular construction on F is the complex
associated to the simplicial object Hom
(
c˜(∆•), F
)
. Following the conventions, we
denote it by Csing∗ (F ).
The following lemma is well-known and we let the proof to the reader.
Lemma 6.1.2. Suppose that F is a homotopy invariant presheaf on C˜ork. Then the
natural homomorphism F → Csing∗ (F ) is a quasi-isomorphism of complexes (here
F is considered as a complex concentrated in degree 0).
Definition 6.1.3. For any integer q ∈ Z, we define Z˜(q) as the complex of Zariski
sheaves of KMW0 (k)-modules C
sing
∗ (Z˜{q})[−q].
As opposed to [MVW06], we use the homological notation and we then have
by convention Z˜(q)i = C
sing
q+i Z˜{q}. It follows that Z˜(q) is bounded below for any
q ∈ Z.
Definition 6.1.4. The MW-motivic cohomology groups Hp,qMW(X,Z) are defined to
be the hypercohomology groups
Hp,qMW(X,Z) := H
p
Zar(X, Z˜(q)).
These groups have a natural structure of KMW0 (k)-modules.
The groups Hp,qMW(X,Z) are thus contravariant in X ∈ Smk.
Example 6.1.5. By definition, we have Hp,0MW(X,Z) = H
p(X,KMW0 ) while the iden-
tification (KMW0 )q = K
MW
q = W for q < 0 yields H
p,q
MW(X,Z) = H
p−q(X,W) for
q < 0.
Remark 6.1.6. The presheaves X 7→ Hp,qMW(X,Z) are in fact presheaves with MW-
transfers for any p, q ∈ Z. This follows from Ch. 3, Corollary 3.2.16.
Next, consider the presheaf Ic˜(X) defined in Section 5.2.
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Definition 6.1.7. For any q ≥ 0, we set IZ˜(q) = Csing∗ (Ic˜(G
∧q
m,1))[−q]. We denote
by
Hp,qI (X,Z) = H
p
Zar(X, IZ˜(q))
the hypercohomology groups of the complex IZ˜(q).
We will see in Ch. 3, §3.2 that for any q ≥ 0, the exact sequence of Zariski
sheaves
0→ Ic˜(G∧qm,1)→ c˜(G
∧q
m,1)→ Ztr(G
∧q
m,1)→ 0
yields a long exact sequence of motivic cohomology groups (in fact, a long exact
sequence of KMW0 (k)-modules)
. . .→ Hp,qI (X,Z)→ H
p,q
MW(X,Z)→ H
p,q(X,Z)→ Hp+1,qI (X,Z)→ . . .
6.2. Base change of the ground field. The various constructions consid-
ered until now are functorial with respect to the ground field k, and we now give
details about some of the aspects of this functoriality. Let L be a field exten-
sion of k, both L and k assumed to be perfect. For any scheme X over k, let
XL = Spec(L)×Spec(k) X be its extension to L. When X is smooth, the canonical
bundle ωX pulls-back over XL to the canonical bundle ωXL of XL.
By conservation of surjectivity and finiteness by base change, the pull-back
induces a map A(X,Y ) → A(XL, YL). From the contravariant functoriality of
Chow-Witt groups with support, passing to the limit, one then immediately obtains
an extension of scalars functor
C˜ork
extL/k //C˜orL
sending an object X to XL. This functor is monoidal, since (X×k Y )L ≃ XL×LYL
canonically.
When L/k is finite, L/k is automatically separable since k is perfect (and L is
automatically perfect). Viewing an L-scheme Y as a k-scheme Y|k by composing
its structural morphism with the smooth morphism Spec(L) → Spec(k) defines
a restriction of scalars functor resL/K : SmL → Smk. For any L-scheme Y and
k-scheme X , there are morphisms
ηY : Y → L×k Y = (Y|k)L and ǫX : (XL)|k = L×k X → X
induced by the structural morphism of Y and idY for η, and the projection to X
for ǫ.
Lemma 6.2.1. Let X ∈ Smk and Y, Y ′ ∈ SmL.
(1) The morphisms of functors η and ǫ given on objects by ηY and ǫX define
an adjunction (resL/k, extL/k).
(2) The natural morphism (Y ×LXL)|k → Y|k×kX is an isomorphism (adjoint
to the morphism ηY ×L idXL).
(3) The morphism ηY is a closed embedding of codimension 0, identifying Y
with the connected components of (Yk)L living over Spec(L), diagonally
inside Spec(L)×k Spec(L).
(4) The natural morphism (Y ×L Y ′)|k → Y|k ×k Y ′|k is a closed embedding of
codimension 0, thus identifying the source as a union of connected com-
ponents of the target.
Proof. Part (1) is straightforward. Part (2) can be checked locally, when
X = Spec(A) with A a k-algebra and Y = Spec(B) with B an L-algebra, and the
morphism considered is the canonical isomorphism B ⊗L L ⊗k A ≃ B ⊗k A. To
prove (3), note that the general case follows from base-change to Y of the case
Y = Spec(L), which corresponds to L ⊗k L → L via multiplication. Since the
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source is a product of separable extensions of L, one of which is isomorphic to L
by the multiplication map, the claim holds. Up to the isomorphism of part (2),
the morphism (Y ×L Y ′)|k → Y|k ×k Y ′|k corresponds to the morphism ηY × idY ′ so
(4) follows from (3) by base change to Y ′. All schemes involved being reduced, the
claims about identifications of irreducible components are clear. 
The functor resL/k extends to a functor C˜orL
resL/k //C˜ork. as we now explain.
For any X,Y ∈ SmL, we have A(X,Y ) ⊆ A(X|k, Y|k) by part (4) of Lemma 6.2.1,
so for any T in it the push-forward induces a map
C˜H
d
T (X × Y, ωY )→ C˜H
d
T (X|k ×k Y|k, ωY|k)
because ωL/k is canonically trivial. Passing to the limit, it gives a map C˜orL(X,Y )→
C˜ork(X|k, Y|k), and it is compatible with the composition of correspondences; this
is an exercise using base change, where the only nontrivial input is that when
X,Y, Z ∈ SmL, the push-forward from X ×L Y ×L Z to X|k ×k Y|k ×k Z|k respects
products, which follows from part (4) of Lemma 6.2.1.
The adjunction (resL/k, extL/k) between SmL and Smk from part (1) of Lemma
6.2.1 extends to an adjunction between C˜orL and C˜ork, using the same unit and
counit, to which we apply the graph functors to view them as correspondences (see
after Definition 4.3.2).
We are now going to define another adjunction (extL/k, resL/k) (note the re-
versed order) that only exists at the level of correspondences. The unit and counit
η˜X : X → (XL)|k and ǫ˜Y : (Y|k)L → Y
are defined respectively as the transpose of ǫ and η, using Example 4.3.5. By part
(1) of Lemma 6.2.1 and by the composition properties of the transpose construction
it is clear that they do define an adjunction (extL/k, resL/k).
Lemma 6.2.2. The composition ǫ ◦ η˜ is the multiplication (via the KMW0 (k)-module
structure) by the trace form of L/k and the composition ǫ˜◦ η on Y is the projection
to the component of (Y|k)L corresponding to Y and mentioned in (3) of Lemma
6.2.1.
Proof. By Example 4.3.5, we obtain that ǫ ◦ η˜ is the multiplication by ǫ∗〈1〉.
Since ǫX is obtained by base change to X of the structural map σ : Spec(L) →
Spec(k), the element ǫ∗〈1〉 is actually the pull-back to X of σ∗〈1〉, which is the trace
form of L/k by the definition of finite push-forwards for Chow-Witt groups (or the
Milnor-Witt sheaf KMW0 ). Similarly, but this time by base change of the diagonal
δ : Spec(L) → Spec(L) × Spec(L), we obtain that η ◦ ǫ˜ is the multiplication by
δ∗〈1〉, which is the projector to the component corresponding to Spec(L), and thus
to Y by base change. 
The functors extL/k and resL/k between Smk and SmL are trivially continuous
for the Zariski topology: they send a covering to a covering and they preserve fiber
products: (X ×Z X ′)L ≃ XL ×ZL X
′
L and (Y ×T Y
′)|k ≃ Y|k ×T|k Y
′
|k. Therefore,
they induce functors between categories of Zariski sheaves with transfers
res∗L/k : S˜hZar(k)→ S˜hZar(L) and ext
∗
L/k : S˜hZar(L)→ S˜hZar(k).
In order to avoid confusion, we set bcL/k = res∗L/k and trL/k = ext
∗
L/k in order
to suggest the words “base change” and “transfer”, but we still use the convenient
notation FL for bcL/k(F ) and G|k for trL/k(G). We thus have, by definition
FL(U) = F (U|k) and G|k(V ) = G(VL)
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for any F ∈ S˜hZar(k), G ∈ S˜hZar(L), U ∈ SmL and V ∈ Smk. It is formal that the
adjunction (resL/k, extL/k) induces an adjunction (bcL/k, trL/k) with unit ǫ∗ and
counit η∗, while the adjunction (extL/k, resL/k) induces an adjunction (trL/k, bcL/k)
with unit ǫ˜∗ and counit η˜∗.
Lemma 6.2.3. For any X ∈ Smk and Y ∈ SmL, we have natural isomorphisms(
c˜(X)
)
L
≃ c˜(XL) ∈ S˜hZar(L) and
(
c˜(Y )
)
|k
≃ c˜(Y|k) ∈ S˜hZar(k).
In the same spirit,
(
Hom(c˜(X), c˜(k))
)
L
≃ Hom
(
c˜(XL), c˜(L)
)
∈ S˜hZar(L), while
on the other hand Hom
(
c˜(Y ), c˜(L)
)
|k
≃ Hom
(
c˜(Y|k), c˜(k)
)
∈ S˜hZar(k).
Proof. We have
(
c˜(X)
)
L
(U) ≃ C˜ork(U|k, X) ≃ C˜orL(U,XL) ≃ c˜(XL)(U), by
the adjunction (resL/k, extL/k) and
(
c˜(Y )
)
|k
(V ) ≃ C˜orL(VL, Y ) ≃ C˜ork(V, Y|k) ≃
c˜(Y|k)(V ) by the transposed adjunction (extL/k, resL/k).
Similarly, Hom
(
c˜(X), c˜(k)
)
L
(U) ≃ C˜ork(U|k×X, k) ≃ C˜ork((U×LXL)|k, k) ≃
C˜orL(U ×L XL, L) ≃ Hom
(
c˜(XL), c˜(L)
)
(U). Finally, Hom
(
c˜(Y ), c˜(L)
)
|k
(V ) ≃
C˜orL(VL×LY, L) ≃ C˜ork((VL×LY )|k, k) ≃ C˜ork(V ×Y|k, k) ≃ Hom
(
c˜(Y|k), c˜(k)
)
(V ).

Corollary 6.2.4. For any sequence of pointed schemes (X1, x1), . . . , (Xn, xn), we
have(
c˜
(
(X1, x1)∧. . .∧(Xn, xn)
))
L
≃ c˜
(
((X1)L, (x1)L)∧. . .∧((Xn)L, (xn)L)
)
∈ S˜hZar(L)
and
(Hom
(
c˜
(
(X1, x1) ∧ . . . ∧ (Xn, xn)
)
, c˜(k)
)
L
≃ Hom
(
c˜(∧ni=1((Xi)L, (xi)L)), c˜(k)
)
in S˜hZar(L).
Proof. It immediately from the lemma applied to the split exact sequences
defining the smash-products. 
The same type of result for smash products would hold for restrictions, but
the restriction of an L-pointed scheme is an L|k-pointed scheme, not an k-pointed
scheme. Nevertheless, the counit η˜∗ of the adjunction (trL/k, bcL/k) induces maps(
(c˜((X1, x1) ∧ . . . ∧ (Xn, xn)))L
)
|k
→ c˜
(
(X1, x1) ∧ . . . ∧ (Xn, xn)
)
(13) (
Hom
(
c˜(∧ni=1(Xi, xi)), c˜(k)
)
L
)
|k
→ Hom
(
c˜(∧ni=1(Xi, xi)), c˜(k)
)
.(14)
while the unit ǫ∗ of the transposed adjunction (bcL/k, trL/k) induces maps
c˜
(
(X1, x1) ∧ . . . ∧ (Xn, xn)
)
→
(
(c˜
(
(X1, x1) ∧ . . . ∧ (Xn, xn)
)
)L
)
|k
(15)
Hom(c˜(∧ni=1(Xi, xi)), c˜(k))→
(
(Hom(c˜(∧ni=1(Xi, xi)), c˜(k)))L
)
|k
.(16)
Lemma 6.2.5. For any F ∈ S˜hZar(k) and any G ∈ S˜hZar(L), we have canonical
isomorphisms (Csing∗ (F ))L ≃ C
sing
∗ (FL) and (C
sing
∗ (G))|k ≃ C
sing
∗ (G|k).
Proof. It is straightforward, using Y|k ×∆n ≃ (Y ×L∆nL)|k for F and XL×L
∆nL ≃ (X ×k ∆
n)L for G. 
To avoid confusion, let us write Z˜k{q}, Z˜k{q}, etc. for the (complexes of)
sheaves over k, and Z˜L{q}, Z˜L(q) etc. for the same objects over L.
For any q ∈ Z, using Corollary 6.2.4, we obtain, an isomorphism Z˜k{q}L ≃
Z˜L{q}. Using the maps (13) for q ≥ 0 and (14) for q < 0, applied to copies of Gm,1,
we obtain a morphism (Z˜L{q})|k → Z˜{q}. Symmetrically, using the maps (15) and
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(16) we obtain a morphism Z˜{q} → (Z˜L{q})|k. Using Lemma 6.2.5, they induce an
isomorphism and morphisms
(17) Z˜k{q}L ≃ Z˜L(q), (Z˜L(q))|k
η˜∗ // Z˜(q) and Z˜(q) ǫ
∗
// (Z˜L(q))|k.
Lemma 6.2.6. For any Zariski sheaf F on SmL and any X ∈ SmL, we have
H∗(X,F|k) = H
∗(XL, F ). For any Zariski sheaf G on Smk and any Y ∈ Smk,
we have H∗(Y,GL) = H∗(Y|k, G). More generally, if F and G are complexes of
Zariski sheaves, we have the same result for hypercohomology.
Proof. Let a Zariski sheaf F be flabby if restricted to the small site of any
scheme, it gives a flabby sheaf in the usual sense: restrictions are surjective. The
Zariski cohomology can then be computed out of resolutions by such flabby sheaves.
Both functors bcL/k and trL/k preserve such flabby resolutions. So, given a flabby
resolution I• of F , we have
Hi(XL, F ) = H
i(I•(XL)) = H
i(ext∗L/kI
•(X)) = Hi(X,F|k).
A similar proof holds for G and Y . The claim about hypercohomology is proved
similarly using flabby Cartan-Eilenberg resolutions. 
Using the morphisms (17) and Lemma 6.2.6, we obtain for any X ∈ Smk and
any q two morphisms
Hp(X, Z˜k(q))→ H
p(X, (Z˜L(q))k) ≃ H
p(XL, Z˜L(q))
and
Hp(XL, Z˜L(q)) ≃ H
p(X, (Z˜L(q))k)→ H
p(X, Z˜k(q)).
in other words:
(18)
Hp,qMWk(X,Z)
bcL/k // Hp,qMWL(XL,Z) and H
p,q
MWL(XL,Z)
trL/k // Hp,qMWk(X,Z).
Using Lemma 6.2.2, we obtain
Lemma 6.2.7. On MW-motivic cohomology, the composition trL/k ◦ bcL/k is the
multiplication (via the KMW0 (k)-module structure) by the trace form of the extension
L/k.
We now compare the MW-cohomology groups when computed over k for a
limit scheme that is of the form XL and when computed over some extension L of
k (where L is still asumed to be perfect).
If L is a finitely generated extension of k, that we view as the inverse limit
L = lim←−U of schemes U ∈ Smk, we obtain a natural map
lim−→
T∈A(U×X,Y )˜
CH
d
T (U ×X × Y, ωY )→ lim−→
T ′∈A(XL,YL)˜
CH
d
T ′(XL × YL, ωYL)
induced by pull-backs between the groups where T ′ = TL. When d = dim(Y ), this
is a map
C˜ork(U ×X,Y )→ C˜orL(XL, YL)
functorial in U . Taking the limit over U , we therefore obtain a map
C˜ork(XL, Y ) = lim−→ C˜ork(U ×X,Y )
ΨL/k // C˜orL(XL, YL)
using the construction of section 5.1 to define the left hand side.
Proposition 6.2.8. The map ΨL/k is an isomorphism.
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Proof. To shorten the notation, we drop the canonical bundles in the whole
proof, since they behave as they should by pull-back. The source of ΨL/k can be
defined using a single limit, as
lim−→
(U,T )
C˜H
d
T (U ×X × Y )
where the limit runs over the pairs (U, T ) with (U, T ) ≤ (U ′, T ′) if there is a map
U ′ ⊆ U and T ∩U ′ ⊆ T ′. The corresponding transition map on Chow-Witt groups
is the restriction to U ′ composed with the extension of support from T ∩ U ′ to T ′.
Note that both of these maps are injective, as explained in the proof of Lemma
4.1.6 for the first one and right before that same Lemma for the second one. The
maps fU,T : C˜H
d
T (U ×X × Y ) → lim−→V⊆U
C˜HdT∩V (V ×X × Y ) sending the initial
group in the direct system to its limit are again injective, and their target can be
identified with C˜HdTL(XL × YL) by Lemma 5.1.3 (independently of U , except that
T lives on U). The fU,T therefore induce an injective map
(19) lim
−→
(U,T )
C˜H
d
T (U ×X × Y )→ lim−→
(U,T )
C˜H
d
TL(XL × YL)
This map is also surjective because any C˜HdT∩V (V ×X×Y ) in the target of fU,T is
surjected by the same group on the source, after passing from (U, T ) to (V, T ∩ V ).
Finally, the isomorphism (19) actually maps to C˜orL(XL, YL) because any T ′ ∈
A(XL, YL) actually comes by pull-back from some open U , by [Gro66, 8.3.11]. It
is easy to see that in defining that isomorphism we have just expanded the definition
of ΨL/k 
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CHAPTER 3
Milnor-Witt motivic complexes
Frédéric Déglise and Jean Fasel
Abstract
The aim of this work is to develop a theory parallel to that of motivic complexes
based on cycles and correspondences with coefficients in quadratic forms. This
framework is closer to the point of view of A1-homotopy than the original one
envisioned by Beilinson and set up by Voevodsky.
Introduction
The aim of this paper is to define the various categories of MW-motives built
out of the category of finite Chow-Witt correspondences constructed in Ch. 2, and
to study the motivic cohomology groups intrinsic to these categories. In Section 1.2,
we start with a quick reminder of the basic properties of the category C˜ork. We then
proceed with our first important result, namely that the sheaf (in either the Nis-
nevich or the étale topologies) associated to a MW-presheaf, i.e. an additive functor
C˜ork → Ab, is a MW-sheaf. The method follows closely Voevodsky’s method and
relies on Lemma 1.2.6. We also discuss the monoidal structure on the category
of MW-sheaves. In the second part of the paper, we prove the analogue for MW-
sheaves of a famous theorem of Voevodsky saying that the sheaf (with transfers)
associated to a homotopy invariant presheaf with transfers is strictly A1-invariant.
Our method here is quite lazy. We heavily rely on the fact that an analogue theo-
rem holds for quasi-stable sheaves with framed transfers by [GP15, Theorem 1.1].
Having this theorem at hand, it suffices to construct a functor from the category of
linear framed presheaves to C˜ork to prove the theorem. This functor is of indepen-
dent interest and this is the reason why we take this shortcut. However, there is
now a direct proof of this theorem due to H. A. Kolderup (still relying on ideas of
Panin-Garkusha). In Section 3, we finally pass to the construction of the categories
of MW-motives starting with a study of different model structures on the category
of possibly unbounded complexes of MW-sheaves. The ideas here are closely re-
lated to [CD12]. The category of effective motives D˜Meff(k,R) (with coefficients
in a ring R) is then defined as the category of A1-local objects in this category of
complexes. Using the analogue of Voevodsky’s theorem proved in Section 2, these
objects are easily characterized by the fact that their homology sheaves are strictly
A1-invariant. This allows as usual to give an explicit A1-localization functor, de-
fined in terms of the Suslin (total) complex. The category of geometric objects is as
in the classical case the subcategory of compact objects of D˜Meff(k,R). Our next
step is the formal inversion of the Tate motive in D˜Meff(k,R) to obtain the stable
category of MW-motives D˜M(k,R) (with coefficients in R). We can then consider
motivic cohomology as groups of extensions in this category, a point of view which
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allows proving in Section 4 many basic property of this version of motivic coho-
mology, including a commutativity statement and a comparison theorem between
motivic cohomology and Chow-Witt groups.
Conventions. In all this work, we fix a base field k assumed to be infinite
perfect. All schemes considered are assumed to be separated of finite type over k,
unless explicitly stated.
We fix a ring of coefficients R. We also consider a Grothendieck topology t on
the site of smooth k-schemes, which in practice will be either the Nisnevich or the
étale topology. In section 3 and 4 we will restrict to these two latter cases.
1. Milnor-Witt transfers on sheaves
1.1. Reminder on Milnor-Witt correspondences.
1.1.1. We use the definitions and constructions of Ch. 2.
In particular, for any smooth schemes X and Y (with Y connected of dimension
d), we consider the following group of finite MW-correspondences from X to Y :
(1.1.1.a) c˜(X,Y ) := lim−→
T
C˜H
d
T (X × Y, ωY )
where T runs over the ordered set of reduced (but not necessarily irreducible) closed
subschemes in X×Y whose projection to X is finite equidimensional and ωY is the
pull back of the canonical sheaf of Y along the projection to the second factor. This
definition is extended to the case where Y is non connected by additivity. When
considering the coefficients ring R, we put:
c˜(X,Y )R := c˜(X,Y )⊗Z R.
In the sequel, we drop the index R from the notation when there is no possible
confusion.
Because there is a natural morphism from Chow-Witt groups (twisted by any
line bundle) to Chow groups, we get a canonical map:
(1.1.1.b) πXY : c˜(X,Y )→ c(X,Y )
for any smooth schemes X and Y , where the right hand side is the group of Vo-
evodsky’s finite correspondences which is compatible to the composition — see loc.
cit. Remark 4.12. Let us recall the following result.
Lemma 1.1.2. If 2 ∈ R×, the induced map
πXY : c˜(X,Y )→ c(X,Y )
is a split epimorphism.
The lemma comes from the basic fact that the following composite map
KMn (F )
(1)
−−→ KMWn (F,L)
(2)
−−→ KMn (F )
is multiplication by 2, where (1) is the map from Milnor K-theory of a field F
to Milnor-Witt K-theory of F twisted by the 1-dimensional F -vector space L de-
scribed in Ch. 2, §1 and (2) is the map killing η (see the discussion after Ch. 2,
Definition 3.0.1).
Remark 1.1.3. (1) In fact, a finite MW-correspondence amounts to a finite
correspondence α together with a quadratic form over the function field of
each irreducible component of the support of α satisfying some condition
related with residues; see Ch. 2, Definition 4.1.7.
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(2) Every finite MW-correspondence between smooth schemes X and Y has
a well defined support (Ch. 2, 4.1.7). Roughly speaking, it is the minimal
closed subset of X × Y on which the correspondence is defined.
(3) Recall that the Chow-Witt group in degree n of a smooth k-scheme X can
be defined as the n-th Nisnevich cohomology group of the n-th unramified
Milnor-Witt sheaf KMWn (this cohomology being computed using an ex-
plicit flabby resolution of KMWn ). This implies that the definition can be
uniquely extended to the case where X is an essentially smooth k-scheme.
Accordingly, one can extend the definition of finite MW-correspondences
to the case of essentially smooth k-schemes using formula (1.1.1.a). The
definition of composition obviously extends to that generalized setting.
We will use that fact in the proof of Lemma 1.2.6.
(4) Consider the notations of the previous point. Assume that the essen-
tially smooth k-scheme X is the projective limit of a projective system of
essentially smooth k-schemes (Xi)i∈I . Then the canonical map:(
lim
−→i∈Iop
c˜(Xi, Y )
)
−→ c˜(X,Y )
is an isomorphism. This readily follows from formula (1.1.1.a) and the
fact that Chow-Witt groups, as Nisnevich cohomology, commute with
projective limits of schemes. See also Ch. 2, §5.1 for an extended discussion
of these facts.
(5) For any smooth schemes X and Y , the group c˜(X,Y ) is endowed with a
structure of a left KMW0 (X)-module and a right K
MW
0 (Y )-module (Ch. 2,
Example 4.3.1). Pulling back along X → Speck, it follows that c˜(X,Y )
is a left KMW0 (k)-module and it is readily verified that the category C˜ork,
defined just below, is in fact KMW0 (k)-linear. Consequently, we can also
consider KMW0 (k)-algebras as coefficient rings.
1.1.4. Recall from loc. cit. that there is a composition product of MW-correspondences
which is compatible with the projection map πXY .
Definition 1.1.5. We denote by C˜ork (resp. Cork) the additive category whose
objects are smooth schemes and morphisms are finite MW-correspondences (resp.
correspondences). If R is a ring, we let C˜ork,R (resp. Cork,R) be the category
C˜ork ⊗Z R (resp. Cork ⊗Z R).
We denote by
(1.1.5.a) π : C˜ork → Cork
the additive functor which is the identity on objects and the map πXY on mor-
phisms.
As a corollary of the above lemma, the induced functor
π : C˜ork,R → Cork,R,
is full when 2 ∈ R×. Note that the corresponding result without inverting 2 is
wrong by Ch. 2, 4.3.6.
1.1.6. The external product of finite MW-correspondences induces a symmetric
monoidal structure on C˜ork which on objects is given by the cartesian product
of k-schemes. One can check that the functor π is symmetric monoidal, for the
usual symmetric monoidal structure on the category Cork.
Finally, the graph of any morphism f : X → Y can be seen not only as a finite
correspondence γ(f) from X to Y but also as a finite MW-correspondence γ˜(f)
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such that πγ˜(f) = γ(f). One obtains in this way a canonical functor:
(1.1.6.a) γ˜ : Smk → C˜ork
which is faithful, symmetric monoidal, and such that π ◦ γ˜ = γ, where γ : Smk →
Cork is the classical graph functor with values in finite correspondences.
1.2. Milnor-Witt transfers.
Definition 1.2.1. We let P˜Sh(k,R) (resp. PShtr(k,R), resp. PSh(k,R)) be the
category of additive presheaves of R-modules on C˜ork (resp. Cork, resp. Smk).
Objects of P˜Sh(k,R) will be simply called MW-presheaves.
Definition 1.2.2. We denote by c˜R(X) the representable presheaf Y 7→ c˜(Y,X)⊗Z
R. As usual, we also write c˜(X) in place of c˜R(X) in case the context is clear.
The category of MW-presheaves is an abelian Grothendieck category.1 It admits
a unique symmetric monoidal structure such that the Yoneda embedding
C˜ork → P˜Sh(k,R), X 7→ c˜(X)
is symmetric monoidal (see e.g. [MVW06, Lecture 8]). From the functors (1.1.5.a)
and (1.1.6.a), we derive as usual adjunctions of categories:
PSh(k,R)
γ˜∗ //
P˜Sh(k,R)
π∗ //
γ˜∗
oo PShtr(k,R)
π∗
oo
such that γ˜∗(F ) = F ◦ γ˜, π∗(F ) = F ◦ π. The left adjoints γ˜∗ and π∗ are easily
described as follows. For a smooth scheme X , let R(X) be the presheaf (of abelian
groups) such that R(X)(Y ) is the free R-module generated by Hom(Y,X) for any
smooth scheme Y . The Yoneda embedding yields HomPSh(k,R)(R(X), F ) = F (X)
for any presheaf F , and in particular
HomPSh(k,R)(R(X), γ˜∗(F )) = F (X) = HomP˜Sh(k,R)(c˜R(X), F )
for any F ∈ P˜Sh(k,R). We can thus set γ˜∗(R(X)) = c˜R(X). On the other hand,
suppose that
F1 → F2 → F3 → 0
is an exact sequence in PSh(k,R). The functor HomPSh(k,R)(−, F ) being left exact
for any F ∈ PSh(k,R), we find an exact sequence of presheaves
0→ HomPSh(k,R)(F3, γ˜∗(G))→ HomPSh(k,R)(F2, γ˜∗(G))→ HomPSh(k,R)(F1, γ˜∗(G))
for any G ∈ P˜Sh(k,R) and by adjunction an exact sequence
0→ HomPSh(k,R)(γ˜
∗(F3), G)→ HomPSh(k,R)(γ˜
∗(F2), G)→ HomPSh(k,R)(γ˜
∗(F1), G)
showing that γ˜∗(F3) is determined by γ˜∗(F2) and γ˜∗(F1), i.e. that the sequence
γ˜∗(F1)→ γ˜
∗(F2)→ γ˜
∗(F3)→ 0
is exact. This gives the following formula. If F is a presheaf, we can choose a
resolution by (infinite) direct sums of representable presheaves (e.g. [MVW06,
proof of Lemma 8.1])
F1 → F2 → F → 0
1Recall that an abelian category is called Grothendieck abelian if it admits a family of
generators, admits small sums and filtered colimits are exact. The category of presheaves over
any essentially small category S with values in the category of R-modules is a basic example of
Grothendieck abelian category. In fact, it is generated by representable presheaves of R-modules.
The existence of small sums is obvious and the fact filtered colimits are exact can be reduced to
the similar fact for the category of R-modules by taking global sections over objects of S .
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and compute γ˜∗F as the cokernel of γ˜∗F1 → γ˜∗F2. We let the reader define γ˜∗
on morphisms and check that it is independent (up to unique isomorphisms) of
choices. A similar construction works for π∗. Note that the left adjoints γ˜∗ and π∗
are symmetric monoidal and right-exact.
Lemma 1.2.3. The functors γ˜∗ and π∗ are faithful. If 2 is invertible in the ring R
then the functor π∗ is also full.
Proof. The faithfulness of both γ˜∗ and π∗ are obvious. To prove the second
assertion, we use the fact that the map (1.1.1.b) from finite MW-correspondences to
correspondences is surjective after inverting 2 (Lemma 1.1.2). In particular, given
a MW-presheaf F , the property F = π∗(F0) is equivalent to the property on F that
for any α, α′ ∈ c˜(X,Y ) with π(α) = π(α′) then F (α) = F (α′). It is then clear that
a natural transformation between two presheaves with transfers F0 and G0 is the
same thing as a natural transformation between F0 ◦ π and G0 ◦ π. 
Definition 1.2.4. We define a MW-t-sheaf (resp. t-sheaf with transfers) to be a
presheaf with MW-transfers (resp. with transfers) F such that γ˜∗(F ) = F ◦ γ˜ (resp.
F ◦ γ) is a sheaf for the given topology t. When t is the Nisnevich topology, we will
simply say MW-sheaf and when t is the étale topology we will say étale MW-sheaf.
We denote by S˜ht(k,R) the category of MW-t-sheaves, seen as a full subcat-
egory of the R-linear category P˜Sh(k,R). When t is the Nisnevich topology, we
drop the index in this notation.
Note that there is an obvious forgetful functor
O˜t : S˜ht(k,R)→ P˜Sh(k,R) (resp. Otrt : Sh
tr
t (k,R)→ PSh
tr(k,R))
which is fully faithful. In what follows, we will drop the indication of the topology
t in the above functors, as well as their adjoints.
Example 1.2.5. Given a smooth scheme X , the presheaf c˜(X) is in general not a
MW-sheaf (see Ch. 2, Ex. 5.2.5). Note however that c˜(Speck) is the unramified
0-th Milnor-Witt sheaf KMW0 (defined in [Mor12, §3]) by loc. cit. Ex. 4.4.
As in the case of the theory developed by Voevodsky, the theory of MW-sheaves
rely on the following fundamental lemma, whose proof is adapted from Voevodsky’s
original argument.
Lemma 1.2.6. Let X be a smooth scheme and p : U → X be a t-cover where t is
the Nisnevich or the étale topology.
Then the following complex
. . .
dn−−−→ c˜(UnX) −→ . . . −→ c˜(U ×X U)
d1−−−→ c˜(U)
d0−−−→ c˜(X)→ 0
where dn is the differential associated with the Čech simplicial scheme of U/X, is
exact on the associated t-sheaves.
Proof. We have to prove that the fiber of the above complex at a t-point is
an acyclic complex of R-modules. Taking into account Remark 1.1.3(4), we are
reduced to prove, given an essentially smooth local henselian scheme S, that the
following complex
C∗ := . . .
dn−−−→ c˜(S,UnX) −→ . . . −→ c˜(S,U ×X U)
d1−−→ c˜(S,U)
d0−−→ c˜(S,X)→ 0
is acyclic.
Let A = A(S,X) be the set of admissible subsets in S × X (Ch. 2, Defini-
tion 4.1.1). Given any T ∈ A, and an integer n ≥ 0, we let C(T )n be the subgroup of
c˜(S,UnX) consisting of MW-correspondences whose support is in the closed subset
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UnT := T ×X U
n
X of S ×U
n
X . The differentials are given by direct images along pro-
jections, so they respect the support condition on MW-correspondence associated
with T ∈ F and make C(T )∗ into a subcomplex of C∗.
It is clear that C∗ is the filtering union of the subcomplexes C
(T )
∗ for T ∈ F
so it suffices to prove that, for a given T ∈ F , the complex C(T )∗ is split. We
prove the result when R = Z, the general statement follows after tensoring with R.
Because S is henselian and T is finite over S, the scheme T is a finite sum of local
henselian schemes. Consequently, the t-cover pT : UT → T , which is in particular
étale and surjective, admits a splitting s. It follows from [Mil12, Proposition 2.15]
that s is an isomorphism onto a connected component of UT . We therefore obtain
maps s × 1UnT : U
n
T → U
n+1
T such that U
n+1
T = U
n
T ⊔ D
n+1
T for any n ≥ 0 and a
commutative diagram
UnT

// (S × Un+1X ) \D
n+1
T

Un+1T
//

S × Un+1X

UnT
// S × UnX
in which the squares are Cartesian and the right-hand vertical maps are étale. By
étale excision, we get isomorphisms
C˜H
∗
UnT
(S × UnX , ωUnX )→ C˜H
∗
UnT
((S × Un+1X ) \D
n+1
T , ωUn+1X
)
and
C˜H
∗
UnT
(S × Un+1X , ωUn+1X
)→ C˜H
∗
UnT
((S × Un+1X ) \D
n+1
T , ωUn+1X
).
Putting these isomorphisms together, we obtain an isomorphism
C˜H
∗
UnT
(S × UnX , ωUnX )→ C˜H
∗
UnT
(S × Un+1X , ωUn+1X
)
that we can compose with the extension of support to finally obtain a homomor-
phism
(s× 1UnT )∗ : C˜H
∗
UnT
(S × UnX , ωUnX )→ C˜H
∗
Un+1T
(S × Un+1X , ωUn+1X
)
yielding a contracting homotopy
(s× 1UnT )∗ : C
(T )
n → C
(T )
n+1. 
1.2.7. As in the classical case, one can derive from this lemma the existence of a
left adjoint a˜ to the functor O˜. The proof is exactly the same as in the case of
sheaves with transfers (cf. [CD12, 10.3.9] for example) but we include it here for
the convenience of the reader.
Let us introduce some notation. If P is a presheaf on Smk, we define a presheaf
with MW-transfers
(1.2.7.a) γ˜!(P ) : Y 7→ HomPSh(k,R)(γ˜∗(c˜(Y )), P ).
and we observe that γ˜! is right adjoint to the functor γ˜∗. The latter, having both
a left and a right adjoint, is then exact. Given a natural transformation
φ : P → γ˜∗γ˜
!(P )
and smooth schemes X and Y , we define a pairing
P (X)× c˜(Y,X)→ P (Y ), (ρ, α) 7→ 〈ρ, α〉φ := [φX(ρ)]Y (α)
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where φX(ρ) is seen as a natural transformation c˜(X)→ P . The following lemma
is tautological.
Lemma 1.2.8. Let P be a presheaf on Smk. Then there is a bijection between the
following data:
• Presheaves with MW-transfers P˜ such that γ˜∗(P˜ ) = P ;
• Natural transformations φ : P → γ˜∗γ˜!(P ) such that:
(W1) ∀ρ ∈ P (X), 〈ρ, idX〉φ = ρ.
(W2) ∀(ρ, β, α) ∈ P (X)× c˜(Y,X)× c˜(Z, Y ), 〈〈ρ, β〉φ, α〉φ = 〈ρ, β ◦ α〉φ;
according to the following rules:
P˜ 7→
(
P = γ˜∗(P˜ )
ad′
−−→ γ˜∗γ˜
!γ˜∗(P˜ ) = γ˜∗γ˜
!(P )
)
(P, 〈., α〉φ)←[ φ,
where ad′ is the unit map for the adjunction (γ˜∗, γ˜!).
Before going further, we note the following corollary of the previous result.
Corollary 1.2.9. (1) For any t-sheaf F on Smk, γ˜!(F ) is a MW-t-sheaf.
(2) Let α ∈ c˜(X,Y ) be a finite MW-correspondence and p :W → Y a t-cover.
Then there exists a t-cover q : W ′ → X and a finite MW-correspondence
αˆ :W ′ →W such that the following diagram commutes:
W ′
αˆ //• //
q

W
p

X α
//• // Y.
(1.2.9.a)
The first property is a direct consequence of Lemma 1.2.6 given Formula (1.2.7.a).
The second property is an application of the fact that c˜(W )→ c˜(X) is an epimor-
phism of sheaves, obtained from the same proposition.
We are ready to state and prove the main lemma which proves the existence of
the right adjoint a˜ to O˜.
Lemma 1.2.10. Let P˜ be a MW-presheaf and P := γ˜∗(P˜ ). Let F be the t-sheaf
associated with P and let τ : P → F be the canonical natural transformation.
Then there exists a unique pair (F˜ , τ˜ ) such that:
(1) F˜ is a MW-t-sheaf such that γ˜∗(F˜ ) = F .
(2) τ˜ : P˜ → F˜ is a natural transformation of MW-presheaves such that the
induced transformation
P = γ˜∗(P˜ )
γ˜∗(τ˜)
−−−→ γ˜∗(F˜ ) = F
coincides with τ .
Proof. Let us construct F˜ . Applying Lemma 1.2.8 to P˜ and P , we get a
canonical natural transformation: ψ : P → γ˜∗γ˜!(P ). Applying part (1) of Corollary
1.2.9 and the fact that F is the t-sheaf associated with P , there exists a unique
natural transformation φ which fits into the following commutative diagram:
P
ψ //
τ

γ˜∗γ˜
!(P )
γ˜∗γ˜
!(τ)

F
φ
// γ˜∗γ˜!(F ).
To obtain the MW-sheaf F˜ satisfying (1), it is sufficient according to Lemma 1.2.8
to prove that conditions (W1) and (W2) are satisfied for the pairing 〈., .〉φ. Before
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proving this, we note that the existence of τ˜ satisfying property (2) is equivalent to
the commutativity of the above diagram. In particular, the unicity of (F˜ , τ˜) comes
from the unicity of the map φ.
Therefore, we only need to prove (W1) and (W2) for φ. Consider a couple
(ρ, α) ∈ F (X) × c˜(Y,X). Because F is the t-sheaf associated with P , there exists
a t-cover p : W → X and a section ρˆ ∈ P (W ) such that p∗(ρ) = τW (ρˆ). According
to point (2) of Corollary 1.2.9, we get a t-cover q : W ′ → Y and a correspon-
dence αˆ ∈ c˜(W ′,W ) making the diagram (1.2.9.a) commutative. As φ is a natural
transformation, we get
q∗〈ρ, α〉φ = 〈ρ, α ◦ q〉φ = 〈ρ, p ◦ αˆ〉φ = 〈p
∗ρ, αˆ〉φ = 〈τW (ρˆ), αˆ〉φ = 〈ρˆ, αˆ〉ψ .
Because q∗ : F (X) → F (W ) is injective, we deduce easily from this principle the
properties (W1) and (W2) for φ from their analog properties for ψ. 
Proposition 1.2.11. (1) The obvious forgetful functor O˜ : S˜ht(k,R)→ P˜Sh(k,R)
admits a left adjoint a˜ such that the following diagram commutes:
PSh(k,R)
a

P˜Sh(k,R)
a˜
γ˜∗oo
Sht(k,R) S˜ht(k,R)
γ˜∗oo
where a is the usual t-sheafification functor with respect to the smooth site.
(2) The category S˜ht(k,R) is a Grothendieck abelian category and the functor
a˜ is exact.
(3) The functor γ˜∗, appearing in the lower line of the preceding diagram, ad-
mits a left adjoint γ˜∗, and commutes with every limit and colimit.
Proof. The first point follows directly from the previous lemma: indeed, with
the notation of this lemma, we can put: a˜(P ) = F˜ .
For point (2), we first remark that the functor a˜, being a left adjoint, commutes
with every colimit. Moreover, the functor a is exact and γ˜∗ : P˜Sh(k,R)→ PSh(k,R)
is also exact (Paragraph 1.2.7). Therefore, a˜ is exact because of the previous com-
mutative square and the fact that γ˜∗ is faithful. Then, we easily deduce that
S˜ht(k,R) is a Grothendieck abelian category from the fact that P˜Sh(k,R) is such
a category.
The existence of the left adjoint γ˜∗ follows formally. Thus γ˜∗ commutes with
every limit. Because γ˜∗ is exact and commutes with arbitrary coproducts, we
deduce that it commutes with arbitrary colimits, therefore proving part (3). 
Remark 1.2.12. The left adjoint γ˜∗ of γ˜∗ : S˜ht(k,R)→ Sht(k,R) can be computed
as the composite
Sht(k,R)
O
→ PSh(k,R)
γ˜∗
→ P˜Sh(k,R)
a˜
→ S˜ht(k,R).
One can also observe that, according to part (2), a family of generators of the
Grothendieck abelian category S˜ht(k,R) is obtained by applying the functor a˜ to
a family of generators of P˜Sh(k,R).
Definition 1.2.13. Given any smooth scheme X , we put R˜t(X) = a˜ (c˜(X)).
In particular, for a smooth scheme X , R˜t(X) is the t-sheaf associated with the
presheaf c˜(X), equipped with its canonical action of MW-correspondences (Lemma
1.2.10). The corresponding family, for all smooth schemes X , generates the abelian
category S˜ht(k,R).
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1.2.14. One deduces from the monoidal structure on C˜ork a monoidal structure on
S˜ht(k,R) whose tensor product ⊗˜ is uniquely characterized by the property that
for any smooth schemes X and Y :
(1.2.14.a) R˜t(X) ⊗˜ R˜t(Y ) = R˜t(X × Y ).
Explicitly, the tensor product of any two sheaves F,G ∈ S˜ht(k,R) is obtained
by applying a˜ to the presheaf tensor product F ⊗ G mentioned after Definition
1.2.2. In particular, the bifunctor ⊗˜ commutes with colimits and therefore, as
the abelian category S˜ht(k,R) is a Grothendieck abelian category, the monoidal
category S˜ht(k,R) is closed. The internal Hom functor is characterized by the
property that for any MW-t-sheaf F and any smooth scheme X ,
Hom
(
R˜t(X), F
)
= F (X ×−).
As a corollary of Proposition 1.2.11, we obtain functors between the category
of sheaves we have considered so far.
Corollary 1.2.15. (1) There exists a commutative diagram of symmetric
monoidal functors
PSh(k,R)
γ˜∗

aNis // ShNis(k,R)
γ˜∗Nis

ae´t // She´t(k,R)
γ˜∗e´t

P˜Sh(k,R)
π∗

a˜Nis // S˜hNis(k,R)
π∗Nis

a˜e´t // S˜he´t(k,R)
π∗e´t

PShtr(k,R)
atrNis // ShtrNis(k,R)
atre´t // Shtre´t(k,R)
which are all left adjoints of an obvious forgetful functor. Each of these
functors respects the canonical family of abelian generators.
(2) Let t = Nis, e´t. Then the right adjoint functor γ˜t∗ : S˜ht(k,R)→ Sht(k,R)
is faithful. When 2 is invertible in R, the right adjoint functor πt∗ :
Shtrt (k,R)→ S˜ht(k,R) is fully faithful.
Indeed, the first part is a formal consequence of Proposition 1.2.11 and its
analog for sheaves with transfers. The second part follows from the commutativity
of the diagram in part (1), which induces an obvious commutative diagram for the
right adjoint functors, the fact that the forgetful functor from sheaves to presheaves
is always fully faithful and Lemma 1.2.3.
2. Framed correspondences
2.1. Definitions and basic properties. The aim of this section is to make a
link between the category of linear framed correspondences (after Garkusha-Panin-
Voevodsky) and the category of MW-presheaves. We start with a quick reminder
on framed correspondences following [GP14].
Definition 2.1.1. Let U be a smooth k-scheme and Z ⊂ U be a closed subset of
codimension n. A set of regular functions φ1, . . . , φn ∈ k[U ] is called a framing of
Z in U if Z coincides with the closed subset φ1 = . . . = φn = 0.
Definition 2.1.2. Let X and Y be smooth k-schemes, and let n ∈ N be an integer.
An explicit framed correspondence c = (U, φ, f) of level n from X to Y consists of
the following data:
(1) A closed subset Z ⊂ AnX which is finite over X (here, Z is endowed with
its reduced structure).
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(2) An étale neighborhood α : U → AnX of Z.
(3) A framing φ = (φ1, . . . , φn) of Z in U .
(4) A morphism f : U → Y .
The closed subset Z is called the support of the explicit framed correspondence
c = (U, φ, f).
Remark 2.1.3. One could give an alternative approach to the above definition. A
framed correspondence (U, φ, f) corresponds to a pair of morphisms φ : U → Ank
and f : U → Y yielding a unique morphism ϕ : U → AnY . The closed subset Z ⊂ U
corresponds to the preimage of Y × {0} ⊂ Y × Ank = A
n
Y . This correspondence is
unique.
Remark 2.1.4. Note that Z is not supposed to map surjectively onto a component
of X . For instance Z = ∅ is an explicit framed correspondence of level n, denoted
by 0n. If Z is non-empty, then an easy dimension count shows that Z ⊂ AnX → X
is indeed surjective onto a component of X .
Remark 2.1.5. Suppose that X is a smooth connected scheme. By definition, an
explicit framed correspondence of level n = 0 is either a morphism of schemes
f : X → Y or 00.
Definition 2.1.6. Let c = (U, φ, f) and c′ = (U ′, φ′, f ′) be two explicit framed
correspondences of level n ≥ 0. Then, c and c′ are said to be equivalent if they
have the same support and there exists an open neighborhood V of Z in U ×AnX U
′
such that the diagrams
U ×An
X
U ′ //

U ′
f ′

U
f
// Y
and
U ×AnX U
′ //

U ′
φ′

U
φ
// Ank
are both commutative when restricted to V . A framed correspondence of level n is
an equivalence class of explicit framed correspondences of level n.
Definition 2.1.7. Let X and Y be smooth schemes and let n ∈ N. We denote
by Frn(X,Y ) the set of framed correspondences of level n from X to Y and by
Fr∗(X,Y ) the set ⊔nFrn(X,Y ). Together with the composition of framed cor-
respondences described in [GP14, §2], this defines a category whose objects are
smooth schemes and morphisms are Fr∗(−,−). We denote this category by Fr∗(k)
and refer to it as the category of framed correspondences.
We now pass to the linear version of the above category following [GP14, §7],
starting with the following observation. Let X and Y be smooth schemes, and let
cZ = (U, φ, f) be an explicit framed correspondence of level n from X to Y with
support Z of the form Z = Z1⊔Z2. Let U1 = U \Z2 and U2 = U \Z1. For i = 1, 2,
we get étale morphisms αi : Ui → X and morphisms φi : Ui → Ank , fi : Ui → Y by
precomposing the morphisms α, φ and f with the open immersion Ui → U . Note
that Ui is an étale neighborhood of Zi for i = 1, 2 and that cZi = (Ui, φi, fi) are
explicit framed correspondences of level n from X to Y with support Zi.
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Definition 2.1.8. Let X and Y be smooth schemes and let n ∈ N. Let
ZFn(X,Y ) = ZFrn(X,Y )/H
where H is the subgroup generated by elements of the form cZ − cZ1 − cZ2 where
Z = Z1 ⊔ Z2 is as above and ZFrn(X,Y ) is the free abelian group on Frn(X,Y ).
The category ZF∗(k) of linear framed correspondences is the category whose objects
are smooth schemes and whose morphisms are
HomZF∗(k)(X,Y ) =
⊕
n∈N
ZFn(X,Y ).
Remark 2.1.9. Note that there is an obvious functor ι : Fr∗(k) → ZF∗(k) with
ι(0n) = 0 for any n ∈ N.
The stage being set, we now compare the category of finite MW-correspondences
with the above categories.
Let U be a smooth k-scheme and let φ : U → Ank be a morphism corresponding
to (nonzero) global sections φi ∈ O(U). Each section φi can be seen as an element
of k(U)× and defines then an element of KMW1 (k(U)). Let |φi| be the support of
fi, i.e. its vanishing locus, and let Z = |φ1| ∩ . . . ∩ |φn|. Consider the residue map
d : KMW1 (k(U))→
⊕
x∈U(1)
KMW0 (k(x), ωx).
Then, d(φi) defines an element supported on |φi|. As it is a boundary, it defines a
cycle Z(φi) ∈ H1|φi|(U,K
MW
1 ). Now, we can consider the intersection product
H1|φ1|(U,K
MW
1 )× . . .×H
1
|φn|
(U,KMW1 )→ H
n
Z(U,K
MW
n )
to get an element Z(φ1) · . . . · Z(φn) that we denote by Z(φ).
Lemma 2.1.10. Any explicit framed correspondence c = (U, φ, f) induces a finite
MW-correspondence α(c) from X to Y . Moreover, two equivalent explicit framed
correspondences c and c′ induce the same finite MW-correspondence.
Proof. Let us start with the first assertion. If Z is empty, its image is defined
to be zero. If c is of level 0, then it corresponds to a morphism of schemes, and
we use the functor Smk → C˜ork to define the image of c. We thus suppose that Z
is non-empty (thus finite and surjective on some components of X) of level n ≥ 1.
Consider the following diagram
U
α

(φ,f) // AnY
Z //
>>⑦⑦⑦⑦⑦⑦⑦⑦
AnX
pX

X
defining an explicit framed correspondence (U, φ, f) of level n. The framing φ
defines an element Z(φ) ∈ HnZ(U,K
MW
n ) as explained above. Now, α is étale and
therefore induces an isomorphism α∗ωAn
X
≃ ωU . Choosing the usual orientation for
Ank , we get an isomorphism OAnX ≃ ωAnX ⊗ (pX)
∗ω∨X and therefore an isomorphism
OU ≃ α
∗(OAnX ) ≃ α
∗(ωAnX ⊗ p
∗
Xω
∨
X) ≃ ωU ⊗ (pXα)
∗ω∨X .
We can then see Z(φ) as an element of the group HnZ(U,K
MW
n , ωU ⊗ (pXα)
∗ω∨X).
Consider next the map (pXα, f) : U → X×Y and the image T of Z under the map
of underlying topological spaces. It follows from [MVW06, Lemma 1.4] that T is
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closed, finite and surjective over (some components of) X . Moreover, the morphism
Z → T is finite and it follows that we have a push-forward homomorphism
(pXα, f)∗ : H
n
Z(U,K
MW
n , ωU ⊗ (pXα)
∗ω∨X)→ H
n
T (X × Y,K
MW
n , ωX×Y/X)
yielding, together with the canonical isomorphism ωX×Y/X ≃ ωY , a finite Chow-
Witt correspondence α(c) := (pXα, f)∗(Z(φ)) between X and Y .
Suppose next that c = (U, φ, f) and c′ = (U ′, φ′, f ′) are two equivalent explicit
framed correspondences of level n. Following the above construction, we obtain
two cocycles α˜(c) ∈ HnZ(U,K
MW
n , ωU ⊗ (pXα)
∗ω∨X) and α˜(c
′) ∈ HnZ(U
′,KMWn , ωU ′ ⊗
(pXα
′)∗ω∨X). Now, the pull-backs along the projections
U ×AnX U
′ p2 //
p1

U ′
U
yield homomorphisms
p∗1 : H
n
Z(U,K
MW
n , ωU⊗(pXα)
∗ω∨X) ≃ H
n
p−11 (Z)
(U×An
X
U ′,KMWn , ωU×An
X
U ′⊗(pXαp1)
∗ω∨X)
and
p∗2 : H
n
Z(U
′,KMWn , ωU ′⊗(pXα
′)∗ω∨X) ≃ H
n
p−12 (Z)
(U×AnXU
′,KMWn , ωU×An
X
U ′⊗(pXαp2)
∗ω∨X),
while the pull-back along the open immersion i : V → U ×AnX U
′ induces homomor-
phisms
i∗ : Hn
p−11 (Z)
(U×An
X
U ′,KMWn , ωU×An
X
U ′⊗(pXαp1)
∗ω∨X) ≃ H
n
Z(V,K
MW
n , ωV⊗(pXαp1i)
∗ω∨X)
and
i∗ : Hn
p−12 (Z)
(U×AnXU
′,KMWn , ωU×An
X
U ′⊗(pXαp2)
∗ω∨X) ≃ H
n
Z(V,K
MW
n , ωV⊗(pXαp2i)
∗ω∨X).
Note that pXαp2 = pXαp1 and that i∗p∗1(α˜(c)) = i
∗p∗2(α˜(c
′)) by construction.
Pushing forward along V → U ×AnX U
′ → U → X × Y , we get the result. 
Example 2.1.11. Let X be a smooth k-scheme. Consider the explicit framed corre-
spondence σX of level 1 fromX toX given by (A1X , q, pX) where q : A
1
X = A
1×X →
A1 is the projection to the first factor and pX : A1X → X is the projection to the
second factor. We claim that α(σX ) = id ∈ C˜ork(X,X). To see this, observe that
we have a commutative diagram
A1X
(pX ,pX)//
pX

X ×X
X
△
;;✇✇✇✇✇✇✇✇✇✇
where△ is the diagonal map. Following the process of the above lemma, we start by
observing that Z(q) ∈ H1X(A
1
X ,K
MW
1 ) is the class of 〈1〉⊗t ∈ K
MW
0 (k(X), (m/m
2)∗)
where m is the maximal ideal corresponding to X in the appropriate local ring and t
is a coordinate ofA1. Now, we choose the canonical orientation of A1 and the class of
Z(q) corresponds then to the class of 〈1〉 ∈ KMW0 (k(X)) in H
1
X(A
1
X ,K
MW
1 , ω(A1X/X)).
Its push-forward under
(pX)∗ : H
1
X(A
1
X ,K
MW
1 , ω(A1X/X))→ H
0(X,KMW0 )
is the class of 〈1〉 and the claim follows from the fact that (pX , pX)∗ = △∗(pX)∗
and the definition of the identity in C˜ork(X,X).
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Proposition 2.1.12. The assignment c = (U, φ, f) 7→ α(c) made explicit in Lemma
2.1.10 define functors α : Fr∗(k) → C˜ork and α′ : ZF∗(k) → C˜ork such that we
have a commutative diagram of functors
Fr∗(k)
α

ι
$$■
■■
■■
■■
■■
Smk
;;✇✇✇✇✇✇✇✇✇
γ˜ ##❋
❋❋
❋❋
❋❋
❋
ZF∗(k)
α′zz✉✉
✉✉
✉✉
✉✉
C˜ork.
Proof. For any smooth schemes X,Y and any integer n ≥ 0, we have a
well-defined map α : Frn(X,Y ) → C˜ork(X,Y ) and therefore a well-defined map
ZFn(X,Y ) → C˜ork(X,Y ). Let c = (U, φ, f) be an explicit framed correspondence
of level n with support Z of the form Z = Z1 ⊔ Z2. Let ci = (Ui, φi, fi) be the
explicit framed correspondences with support Zi obtained as in Definition 2.1.8.
By construction, we get α(c) = α(c1) + α(c2) and it follows that α : Frn(X,Y ) →
C˜ork(X,Y ) induces a homomorphism α′ : ZFn(X,Y )→ C˜ork(X,Y ).
It remains then to show that the functors α : Frk → C˜ork and α′ : ZF∗(k) →
C˜ork are well-defined, which amounts to prove that the respective compositions are
preserved. Suppose then that (U, φ, f) is an explicit framed correspondence of level
n between X and Y , and that (V, ψ, g) is an explicit framed correspondence of level
m between Y and Z. We use the diagram
(2.1.12.a) W
prV //

prU
&&
V
β

ψ //
g
,,
Am
U × Am
f×id
//

Y × Am
pY

Z
U
f
//
pXα

φ //
Y
X An
in which the squares are all cartesian. The composition of (U, φ, f) with (V, ψ, g)
is given by (W, (φ ◦ prU , ψ ◦ prV ), g ◦ prV ).
On the other hand, the morphisms (pXα, f) ◦ prU : W → X×Y and (pY β, g) ◦
prV :W → Y × Z yield a morphism ρ :W → X × Y × Z and then a diagram
(2.1.12.b) W
prV //
ρ

V
(pY β,g)

W
ρ //
prU

X × Y × Z
pX×Y

pY×Z // Y × Z

U
(pXα,f)
// X × Y // Y
in which all squares are cartesian. By base change (Ch. 2, Proposition 3.1.1,
Remark 3.1.2), we have (pX×Y )∗(pXα, f)∗ = ρ∗(prU )∗ and (pY×Z)∗(pY β, g)∗ =
ρ∗(prV )
∗. By definition of the pull-back and the product, we have (prU )∗(Z(φ)) =
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Z(φ ◦ prU ) and (prV )∗(Z(ψ)) = Z(ψ ◦ prV ). It follows that
Z(φ ◦ prU , ψ ◦ prV ) = (prU )
∗(Z(φ)) · (prV )
∗(Z(ψ)).
Finally, observe that there is a commutative diagram
W
g◦prV // Z
W
ρ // X × Y × Z
pX×Z // X × Z

OO
W
pX◦α◦prU
// X.
Using these ingredients, we see that the composition is preserved. 
Remark 2.1.13. Note that the functor α′ : ZF∗(k) → C˜ork is additive. It follows
from Example 2.1.11 that it is not faithful.
2.2. Presheaves. Let X be a smooth scheme. Recall from Example 2.1.11
that we have for any smooth scheme X an explicit framed correspondence σX of
level 1 given by the triple (A1X , q, pX) where q and pX are respectively the projec-
tions onto A1k and X . The following definition can be found in [GP15, §1].
Definition 2.2.1. Let R be a ring. A presheaf of R-modules F on ZF∗(k) is quasi-
stable if for any smooth scheme X , the pull-back map F (σX) : F (X) → F (X) is
an isomorphism. A quasi-stable presheaf is stable if F (σX) : F (X)→ F (X) is the
identity map for any X . We denote by PShFr(k,R) the category of presheaves of
R-modules on ZF∗(k), by QPShFr(k,R) the category of quasi-stable presheaves of
R-modules on ZF∗(k) and by SPShFr(k,R) the category of stable presheaves of
R-modules.
Now, the functor α′ : ZF∗(k)→ C˜ork induces a functor P˜Sh(k,R)→ PSh
Fr(k,R).
By Example 2.1.11, this functor induces a functor
(α′)∗ : P˜Sh(k,R)→ SPShFr(k,R).
Recall next that a presheaf F on Smk is A1-invariant if the map F (X)→ F (X×A1)
induced by the projectionX×A1 → X is an isomorphism for any smooth schemeX .
A Nisnevich sheaf of abelian groups F is strictly A1-invariant if the homomorphisms
HiNis(X,F ) → H
i
Nis(X × A
1, F ) induced by the projection are isomorphisms for
i ≥ 0.
We can now state the main theorem of [GP15].
Theorem 2.2.2. Let F be an A1-invariant quasi-stable ZF∗(k)-presheaf of R-modules.
(1) If the base field k is infinite, the associated Nisnevich sheaf FNis of R-
modules is A1-invariant and quasi-stable.
(2) Assume the base field k is infinite and perfect and the presheaf of R-
modules F is in addition a Nisnevich sheaf. Then F is strictly A1-
invariant, as a Nisnevich sheaf of R-modules.
Proof. These results are proved in [GP15] in the case where R = Z but it
implies the case of an arbitrary ring of coefficients, simply by forgetting the scalars.
Let us give the details below.
Let ϕ : Z→ R be the unique morphism of rings attached with the ring R. We
will consider the restriction of scalars functor
ϕ∗ : R-mod→ Z-mod.
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As this functor admits both a left and a right adjoint (extension of scalars and
coinduced module), it commutes with all limits and colimits. Besides, it is conser-
vative.
For any categoryS , one extends the functor ϕ∗ to presheaves on S by applying
it term-wise:
ϕˆ∗ : PSh(S , R)→ PSh(S ,Z).
By construction, for any object X of S and any presheaf F of R-modules, we have
the relation:
(2.2.2.a) Γ(X, ϕˆ∗F ) = ϕ∗(Γ(X,F )).
Suppose now that S is endowed with a Grothendieck topology. Then, as ϕ∗ is
exact and commutes with products, the functor ϕˆ∗ respects sheaves so that we get
an induced functor:
ϕ˜∗ : Sh(S , R)→ Sh(S ,Z).
Then, using again the fact ϕ∗ commutes with colimits, and the classical formula
defining the associated sheaf functor a : PSh(S , ?) → Sh(S , ?), we get, for any
presheaf F of R-modules, a canonical isomorphism:
(2.2.2.b) a
(
ϕˆ∗(F )
)
≃ ϕ˜∗a(F ).
The fact ϕ∗ is conservative together with relations (2.2.2.a) and (2.2.2.b) are suffi-
cient to prove assertion (1). Indeed, these facts imply that it is sufficient to check
the A1-invariance and quasi-stability of the presheaf ϕˆ∗(F ) to conclude.
Let us come back to the abstract situation to prove the remaining relation.
Recall that one can compute cohomology of an object X in S with coefficients in
a sheaf F by considering the colimit of the Čech cohomology of the various hyper-
covers of X . Thus, relation (2.2.2.a) and the fact that ϕ∗ commutes with colimits
and products implies that, for any integer n, we get the following isomorphism of
abelian groups, natural in X :
(2.2.2.c) Hn
(
X, ϕ˜∗(F )
)
≃ ϕ∗H
n
(
X,F ).
Therefore to prove assertion (2), using the latter relation and once again the fact
ϕ∗ is conservative, we are reduced to consider the sheaf ϕ˜∗(F ) of abelian groups,
which as a presheaf is just ϕˆ∗(F ). Using relation (2.2.2.a), the latter is A1-invariant
and quasi-stable so that we are indeed reduced to the case of abelian groups as
expected. 
Remark 2.2.3. It is worth mentioning that the considerations of the preceding
proof are part of a standard machinery of changing coefficients for sheaves that can
be applied in particular in our context.
We leave the exact formulation to the reader, but describe it in the general case
of a morphism of rings ϕ : R→ R′.
The restriction of scalars functor ϕ∗ together with its left adjoint ϕ∗ (extension
of scalars) and its right adjoint ϕ! (associated coinduced module), can be extended
(using the arguments of the preceding proof or similar arguments) to the category
of MW-presheaves or MW-sheaves as two pairs of adjoint functors, written for
simplicity here by (ϕ∗, ϕ∗) and (ϕ∗, ϕ!). Note that the extended functor ϕ∗ will
still be conservative and that the functor ϕ∗ will be monoidal.
Moreover, using the definitions of the following section, the pair of adjoint
functors (ϕ∗, ϕ∗) will induce adjoint functors on the associated effective and sta-
ble A1-derived categories, such that in particular the induced functor ϕ∗ is still
conservative on DMeff(k,R) and DM(k,R). Similarly the pair of adjoint functors
(ϕ∗, ϕ
!) can also be derived. Such considerations have been used for example in
[CD16, §5.4].
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3. Milnor-Witt motivic complexes
3.1. Derived category. For any abelian category A, we denote by C(A)
the category of (possibly unbounded) complexes of objects of A and by K(A) the
category of complexes with morphisms up to homotopy. Finally, we denote by D(A)
the derived category of C(A). We refer to [Wei94, §10] for all these notions.
3.1.1. Recall from our notations that t is now either the Nisnevich or the étale
topology.
As usual in motivic homotopy theory, our first task is to equip the category
of complexes of MW-t-sheaves with a good model structure. This is done using
the method of [CD09], thanks to Lemma 1.2.6 and the fact that Sht(k,R) is a
Grothendieck abelian category (Proposition 1.2.11(2)).
Except for one subtlety in the case of the étale topology, our construction is
analogous to that of sheaves with transfers. In particular, the proof of the main
point is essentially an adaptation of [CD12, 5.1.26]. In order to make a short and
streamlined proof, we first recall a few facts from model category theory.
3.1.2. We will be using the adjunction of Grothendieck abelian categories:
γ˜∗ : Sht(k,R)⇆ S˜ht(k,R) : γ˜∗
of Corollary 1.2.15. Recall from Lemma 1.2.3 that the functor γ˜∗ is conservative
and exact.
First, there exists the so-called injective model structure on C(Sht(k,R)) and
C(S˜ht(k,R)) which is defined such that the cofibrations are monomorphisms (thus
every object is cofibrant) and weak equivalences are quasi-isomorphisms (this is
classical; see e.g. [CD09, 2.1]). The fibrant objects for this model structure are
called injectively fibrant.
Second, there exists the t-descent model structure on the category C(Sht(k,R))
(see [CD09, Ex. 2.3]) characterized by the following properties:
• the class of cofibrations is given by the smallest class of morphisms of
complexes closed under suspensions, pushouts, transfinite compositions
and retracts generated by the inclusions
(3.1.2.a) Rt(X)→ C
(
Rt(X)
id
−→ Rt(X)
)
[−1]
for a smooth scheme X , where Rt(X) is the free sheaf of R-modules on
X .
• weak equivalences are quasi-isomorphisms.
Our aim is to obtain the same kind of model structure on the category C(S˜ht(k,R))
of complexes of MW-t-sheaves. Let us recall from [CD09] that one can describe
nicely the fibrant objects for the t-descent model structure. This relies on the
following definition for a complex K of t-sheaves:
• the complex K is local if for any smooth scheme X and any integer n ∈ Z,
the canonical map:
(3.1.2.b)
Hn
(
K(X)
)
= HomK(Sht(k,R))(Rt(X),K[n])→ HomD(Sht(k,R))(Rt(X),K[n])
is an isomorphism;
• the complexK is t-flasque if for any smooth schemeX and any t-hypercover
p : X → X , the induced map:
(3.1.2.c)
Hn
(
K(X)
)
= HomK(Sht(k,R))(Rt(X),K[n])
p∗
−→ HomK(Sht(k,R))(Rt(X ),K[n]) = H
n
(
K(X )
)
is an isomorphism.
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Our reference for t-hypercovers is [DHI04]. Recall in particular that
X is a simplicial scheme whose terms are arbitrary direct sums of smooth
schemes. Then the notation Rt(X ) stands for the complex associated with
the simplicial t-sheaves obtained by applying the obvious extension of the
functor Rt to the category of direct sums of smooth schemes. Similarly,
K(X ) is the total complex (with respect to products) of the obvious double
complex.
Then, let us state for further reference the following theorem ([CD09, Theo-
rem 2.5]).
Theorem 3.1.3. Let K be a complex of t-sheaves on the smooth site. Then the
following three properties on K are equivalent:
(i) K is fibrant for the t-descent model structure,
(ii) K is local,
(iii) K is t-flasque.
Under these equivalent conditions, we will say that K is t-fibrant.2
3.1.4. Consider now the case of MW-t-sheaves. We will define cofibrations in
C(S˜ht(k,R)) as in the previous paragraph by replacing Rt by R˜t in (3.1.2.a), i.e.
the cofibrations are the morphisms in the smallest class of morphisms of complexes
of MW-t-sheaves closed under suspensions, pushouts, transfinite compositions and
retracts generated by the inclusions
(3.1.4.a) R˜t(X)→ C
(
R˜t(X)
id
−→ R˜t(X)
)
[−1]
for a smooth scheme X . In particular, note that bounded above complexes of
MW-t-sheaves whose components are direct sums of sheaves of the form R˜t(X) are
cofibrant. This is easily seen by taking the push-out of (3.1.2.a) along the morphism
R˜t(X)→ 0.
Similarly, a complex K in C(S˜ht(k,R)) will be called local (resp. t-flasque) if
it satisfies the definition in the preceding paragraph after replacing respectively
Sht(k,R) and Rt by S˜ht(k,R) and R˜t in (3.1.2.b) (resp. (3.1.2.c)).
In order to show that cofibrations and quasi-isomorphisms define a model struc-
ture on C(S˜ht(k,R)), we will have to prove the following result in analogy with the
previous theorem.
Theorem 3.1.5. Let K be a complex of MW-t-sheaves. Then the following condi-
tions are equivalent:
(i) K is local;
(ii) K is t-flasque.
The proof is essentially an adaptation of the proof of [CD12, 5.1.26, 10.3.17],
except that the case of the étale topology needs a new argument. It will be com-
pleted as a corollary of two lemmas, the first of which is a reinforcement of Lemma
1.2.6.
Lemma 3.1.6. Let p : X → X be a t-hypercover of a smooth scheme X. Then the
induced map:
p∗ : R˜t(X )→ R˜t(X)
is a quasi-isomorphism of complexes of MW-t-sheaves.
2Moreover, fibrations for the t-descent model structure are epimorphisms of complexes whose
kernel is t-fibrant.
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Proof. In fact, we have to prove that the complex R˜t(X ) is acyclic in positive
degree and that p∗ induces an isomorphism H0
(
R˜t(X )
)
≃ R˜t(X).3 In particular,
as these assertions only concerns the n-th homology sheaf of R˜t(X ), we can always
assume that X ≃ coskn(X ) for a large enough integer n (because these two simpli-
cial objects have the same (n − 1)-skeleton). In other words, we can assume that
X is a bounded t-hypercover in the terminology of [DHI04, Def. 4.10].
As a consequence of the existence of the injective model structure, the category
D(S˜ht(k,R)) is naturally enriched over the derived category of R-modules. Let us
denote by RHom• the corresponding Hom-object. We have only to prove that for
any complex K of MW-t-sheaves, the natural map:
p∗ : RHom•(R˜t(X),K)→ RHom
•(R˜t(cX),K)
is an isomorphism in the derived category of R-modules. Because there exists
an injectively fibrant resolution of any complex K, and RHom• preserves quasi-
isomorphisms, it is enough to consider the case of an injectively fibrant complex K
of MW-t-sheaves.
In this case, RHom•(−,K) = Hom•(−,K) (as any complex is cofibrant for the
injective model structure) and we are reduced to prove that the following complex
of presheaves on the smooth site:
X 7→ Hom•(R˜t(X),K)
satisfies t-descent with respect to bounded t-hypercovers i.e. sends bounded t-
hypercovers X/X to quasi-isomorphisms of complexes of R-modules. But Lemma
1.2.6 (and the fact that K is injectively fibrant) tells us that this is the case
when X is the t-hypercover associated with a t-cover. So we conclude using
[DHI04, A.6]. 
The second lemma for the proof of Theorem 3.1.5 is based on the previous one.
Lemma 3.1.7. Let us denote by C, K, D (respectively by C˜, K˜, D˜) the category of
complexes, complexes up to homotopy and derived category of the category Sht(k,R)
(respectively S˜ht(k,R)).
Given a simplicial scheme X whose components are (possibly infinite) coprod-
ucts of smooth k-schemes and a complex K of MW-t-sheaves, we consider the iso-
morphism of R-modules obtained from the adjunction (γ˜∗, γ˜∗):
ǫX ,K : HomC˜(R˜t(X ),K)→ HomC(Rt(X ), γ˜∗(K)).
Then there exist unique isomorphisms ǫ′X ,K and ǫ
′′
X ,K of R-modules making the
following diagram commutative:
HomC˜(R˜t(X ),K)
ǫX,K //

HomC(Rt(X ), γ˜∗(K))

HomK˜(R˜t(X ),K)
ǫ′X,K //
πX,K

HomK(Rt(X ), γ˜∗(K))
π′X,K

HomD˜(R˜t(X ),K)
ǫ′′X,K // HomD(Rt(X ), γ˜∗(K))
where the vertical morphisms are the natural localization maps.
3Note that the second fact follows from Lemma 1.2.6 and the definition of t-hypercovers, but
our proof works more directly.
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Proof. The existence and unicity of ǫ′X ,K simply follows from the fact γ˜
∗ and
γ˜∗ are additive functors, so in particular ǫX ,K is compatible with chain homotopy
equivalences.
For the case of ǫ
′′
X ,K, we assume that the complex K is injectively fibrant. In
this case, the map πX ,K is an isomorphism. This already implies the existence and
unicity of the map ǫ′′X ,K . Besides, according to the previous lemma and the fact
that the map πX ,K is an isomorphism natural in X , we obtain that K is t-flasque
(in the sense of Paragraph 3.1.4). Because ǫ′X ,K is an isomorphism natural in X ,
we deduce that γ˜∗(K) is t-flasque. In view of Theorem 3.1.3, it is t-fibrant. As
Rt(X ) is cofibrant for the t-descent model structure on C, we deduce that π′X ,K is
an isomorphism. Therefore, ǫ′′X ,K is an isomorphism.
The case of a general complexK now follows from the existence of an injectively
fibrant resolution K → K ′ of any complex of MW-t-sheaves K. 
proof of Theorem 3.1.5. The previous lemma shows that the following con-
ditions on a complex K of MW-t-sheaves are equivalent:
• K is local (resp. t-flasque) in C(S˜ht(k,R));
• γ˜∗(K) is local (resp. t-flasque) in C(Sht(k,R)).
Then Theorem 3.1.5 follows from Theorem 3.1.3. 
Here is an important corollary (analogous to [VSF00, chap. 5, 3.1.8]) which is
simply a restatement of Lemma 3.1.7.
Corollary 3.1.8. Let K be a complex of MW-t-sheaves and X be a smooth scheme.
Then for any integer n ∈ Z, there exists a canonical isomorphism, functorial in X
and K:
Hom
D(S˜ht(k,R))
(R˜t(X),K[n]) = H
n
t (X,K)
where the right hand side stands for the t-hypercohomology of X with coefficients
in the complex γ˜∗(K) (obtained after forgetting MW-transfers).
Recall that the category C(S˜ht(k,R)) is symmetric monoidal, with tensor prod-
uct induced as usual from the tensor product on S˜ht(k,R) (see Paragraph 1.2.14).
Corollary 3.1.9. The category C(S˜ht(k,R)) has a proper cellular model structure
(see [Hir03, 12.1.1 and 13.1.1]) with quasi-isomorphisms as weak equivalences and
cofibrations as defined in Paragraph 3.1.4. Moreover, the fibrations for this model
structure are epimorphisms of complexes whose kernel are t-flasque (or equivalently
local) complexes of MW-t-sheaves. Finally, this is a symmetric monoidal model
structure; in other words, the tensor product (resp. internal Hom functor) admits
a total left (resp. right) derived functor.
Proof. Each claim is a consequence of [CD09, 2.5, 5.5 and 3.2], applied to
the Grothendieck abelian category S˜ht(k,R) with respect to the descent structure
(G,H) (see [CD09, Def. 2.2] for the notion of descent structure) defined as follows:
• G is the class of MW-t-sheaves of the form R˜t(X) for smooth scheme X ;
• H is the (small) family of complexes which are cones of morphisms p∗ :
R˜t(X )→ R˜t(X) for a t-hypercover p.
Indeed, G generates the category S˜ht(k,R) (see after Definition 1.2.13) and the
condition to be a descent structure is given by Theorem 3.1.5.
In the end, we can apply [CD09, 3.2] to derive the tensor product as the tensor
structure is weakly flat (in the sense of [CD09, §3.1]) due to the preceding definition
and formula (1.2.14.a). 
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Remark 3.1.10. We can follow the procedure of [MVW06, §8] to compute the
tensor product of two bounded above complexes of MW-t-sheaves. This follows
from [CD09, Proposition 3.2] and the fact that bounded above complexes of MW-
t-sheaves whose components are direct sums of representable sheaves are cofibrant.
Definition 3.1.11. The model structure on C(S˜ht(k,R)) of the above corollary is
called the t-descent model structure.
In particular, the category D(S˜ht(k,R)) is a triangulated symmetric closed
monoidal category.
3.1.12. We also deduce from the t-descent model structure that the vertical adjunc-
tions of Corollary 1.2.15 induce Quillen adjunctions with respect to the t-descent
model structure on each category involved and so admit derived functors as follows:
D(ShNis(k,R))
Lγ˜∗ //
a

D(S˜hNis(k,R))
Lπ∗ //
a˜

γ˜∗
oo D(ShtrNis(k,R))
atr

π∗
oo
D(She´t(k,R))
Lγ˜∗e´t //
RO
OO
D(S˜he´t(k,R))
Lπ∗e´t //
RO˜
OO
γ˜e´t∗
oo D(Shtre´t(k,R))
RO
OO
πe´t∗
oo
(3.1.12.a)
where the adjoint pair associated étale sheaf and forgetful functor are denoted
by (a,O) and similarly for MW-transfers and transfers. When the functors are
exact, they are trivially derived and so we have used the same notation as for their
counterpart for sheaves.
Note that by definition, the left adjoints in this diagram are all monoidal func-
tors and send the object represented by a smooth scheme X (say in degree 0) to
the analogous object
(3.1.12.b) Lγ˜∗
(
Rt(X)
)
= R˜t(X), Lπ
∗
(
R˜t(X)
)
= Rtrt (X).
3.2. The A1-derived category. We now adapt the usual A1-homotopy ma-
chinery to our context.
Definition 3.2.1. We define the category D˜Mefft (k,R) of MW-motivic complexes
for the topology t as the localization of the triangulated category D(S˜ht(k,R)) with
respect to the localizing triangulated subcategory4 TA1 generated by complexes of
the form:
· · · 0→ R˜t(A
1
X)
p∗
−→ R˜t(X)→ 0 · · ·
where p is the projection of the affine line relative to an arbitrary smooth k-scheme
X . As usual, we define the MW-motive M˜(X) associated to a smooth scheme X as
the complex concentrated in degree 0 and equal to the representable MW-t-sheaf
R˜t(X). Following our previous conventions, we mean the Nisnevich topology when
the topology is not indicated.
According to this definition, it is formal that the localizing triangulated subcat-
egory TA1 is stable under the derived tensor product of D(S˜ht(k,R)) (cf. Corollary
3.1.9). In particular, it induces a triangulated monoidal structure on D˜Mefft (k,R).
3.2.2. As usual, we can apply the classical techniques of localization to our trian-
gulated categories and also to our underlying model structure. So a complex of
MW-t-sheaf E is called A1-local if for any smooth scheme X and any integer i ∈ Z,
the induced map
Hom
D(S˜ht(k,R))
(R˜t(X), E[i])→ HomD(S˜ht(k,R))(R˜t(A
1
X), E[i])
4Recall that according to Neeman [Nee01a, 3.2.6], localizing means stable by coproducts.
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is an isomorphism. In view of Corollary 3.1.8, it amounts to ask that the t-
cohomology of γ˜∗(E) is A1-invariant, or in equivalent words, that E is strictly
A1-local.
Applying Neeman’s localization theorem (see [Nee01a, 9.1.19]),5 the category
D˜Mefft (k,R) can be viewed as the full subcategory of D(S˜ht(k,R)) whose objects
are the A1-local complexes. Equivalently, the canonical functor D(S˜ht(k,R)) →
D˜Mefft (k,R) admits a fully faithful right adjoint whose essential image consists in
A1-local complexes. In particular, one deduces formally the existence of an A1-
localization functor LA1 : D(S˜ht(k,R))→ D(S˜ht(k,R)).
Besides, we get the following proposition by applying the general left Bousfield
localization procedure for proper cellular model categories (see [Hir03, 4.1.1]). We
say that a morphism φ of D(S˜ht(k,R)) is an weak A1-equivalence if for any A1-local
object E, the induced map Hom(φ,E) is an isomorphism.
Proposition 3.2.3. The category C(S˜ht(k,R)) has a symmetric monoidal model
structure with weak A1-equivalences as weak equivalences and cofibrations as defined
in Paragraph 3.1.4. This model structure is proper and cellular. Moreover, the
fibrations for this model structure are epimorphisms of complexes whose kernel are
t-flasque and A1-local complexes.
The resulting model structure on C(S˜ht(k,R)) will be called the A1-local model
structure. The proof of the proposition follows formally from Corollary 3.1.9 by the
usual localization procedure of model categories, see [CD09, §3] for details. Note
that the tensor product of two bounded above complexes can be computed as in
the derived category.
3.2.4. As a consequence of the above discussion, the category D˜Mefft (k,R) is a trian-
gulated symmetric monoidal closed category. Besides, it is clear that the functors
of Corollary (1.2.15) induce Quillen adjunctions for the A1-local model structures.
Equivalently, Diagram (3.1.12.a) is compatible with A1-localization and induces
adjunctions of triangulated categories:
DeffA1(k,R)
Lγ˜∗ //
a

D˜Meff(k,R)
Lπ∗ //
a˜

γ˜∗
oo DMeff(k,R)
atr

π∗
oo
DeffA1,e´t(k,R)
Lγ˜∗e´t //
RO
OO
D˜Meffe´t (k,R)
Lπ∗e´t //
RO˜
OO
γ˜e´t∗
oo DMeffe´t (k,R).
RO
OO
πe´t∗
oo
(3.2.4.a)
In this diagram, the left adjoints are all monoidal and send the different variant of
motives represented by a smooth scheme X to the analogous motive. In particular,
Lπ∗M˜(X) = M(X).
Also, the functors γ˜t∗ and πt∗ for t = Nis, e´t (or following our conventions, t = ∅, e´t)
are conservative. Note moreover that their analogues in diagram (3.1.12.a) preserve
A1-local objects and so commute with the A1-localization functor. Therefore one
deduces from Morel’s A1-connectivity theorem [Mor05] the following result.
Theorem 3.2.5. Assume k is a perfect field. Let E be a complex of MW-sheaves
concentrated in positive degrees. Then the complex LA1E is concentrated in positive
degrees.
Indeed, to check this, one needs only to apply the functor γ˜∗ as it is conservative,
and so we are reduced to Morel’s theorem [Mor05, 6.1.8].
5Indeed recall the derived category of S˜ht(k,R) is a well generated triangulated category
according to [Nee01b, Th. 0.2].
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Corollary 3.2.6. Under the assumption of the previous theorem, the triangu-
lated category D˜Meff(k,R) admits a unique t-structure such that the functor γ˜∗ :
D˜M
eff
(k,R)→ D
(
S˜hNis(k,R)
)
is t-exact.
Note that the truncation functor on D˜Meff(k,R) is obtained by applying to
an A1-local complex the usual truncation functor of D(S˜hNis(k,R)) and then the
A1-localization functor.
Definition 3.2.7. If k is a perfect field, the t-structure on D˜Meff(k,R) obtained in
the previous corollary will be called the homotopy t-structure.
Remark 3.2.8. Of course, the triangulated categories DMeff(k,R) and DeffA1(k,R)
are also equipped with t-structures, called in each cases homotopy t-structures —
in the first case, it is due to Voevodsky and in the second to Morel.
It is clear from the definitions that the functors γ˜∗ and π∗ in Diagram (3.2.4.a)
are t-exact.
As in the case of Nisnevich sheaves with transfers, we can describe nicely A1-
local objects and the A1-localization functor due to the following theorem.
Theorem 3.2.9. Assume k is an infinite perfect field. Let F be an A1-invariant
MW-presheaf. Then, the associated MW-sheaf a˜(F ) is strictly A1-invariant. More-
over, the Zariski sheaf associated with F coincides with a˜(F ) and the natural map
HiZar(X, a˜(F ))→ H
i
Nis(X, a˜(F ))
is an isomorphism for any smooth scheme X.
Proof. Recall that we have a functor (α′)∗ : P˜Sh(k,R) → SPShFr(k,R). In
view of Theorem 2.2.2, the Nisnevich sheaf associated to the presheaf (α′)∗(F ) is
strictly A1-invariant and quasi-stable. It follows that a˜(F ) is strictly A1-invariant by
Corollary 1.2.15. Now, a strictly A1-invariant sheaf admits a Rost-Schmid complex
in the sense of [Mor12, §5] and it result follows from [Mor12, Corollary 5.43] that
HiZar(X, a˜(F ))→ H
i
Nis(X, a˜(F ))
is an isomorphism for any i ∈ N and any smooth scheme X . It remains to show that
the Zariski sheaf associated with F coincides with a˜(F ). We observe here that the
proof of [Pan10, Lemma 4.1] goes through, provided [GP15, Theorem 2.15 (3),
Theorem 2.15 (5)]. 
Remark 3.2.10. See also [Kol17] for a proof intrinsic to MW-motives.
As in the case of Voeovdsky’s theory of motivic complexes, this theorem has
several important corollaries.
Corollary 3.2.11. Assume k is an infinite perfect field. Then, a complex E of
MW-sheaves is A1-local if and only if its homology (Nisnevich) sheaves are A1-
invariant. The heart of the homotopy t-structure (Def. 3.2.7) on D˜Meff(k,R) con-
sists of A1-invariant MW-sheaves.
The proof is classical. We recall it for the convenience of the reader.
Proof. Let K be an A1-local complex of MW-sheaves over k. Let us show
that its homology sheaves are A1-invariant. According to the existence of the A1-
local model structure on C(Sht(k,R)) (Proposition 3.2.3), there exist a Nisnevich
fibrant and A1-local complex K ′ and a weak A1-equivalence:
K
φ
−→ K ′.
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As K and K ′ are A1-local, the map φ is a quasi-isomorphism. In particular, we
can replace K by K ′. In other words, we can assume K is Nisnevich fibrant thus
local (Theorem 3.1.3). Then we get:
Hn
(
K(X)
)
≃ Hom
D(S˜ht(k,R))
(
R˜t(X),K[n]
)
according to the definition of local in Paragraph 3.1.4. This implies in particular
that the cohomology presheaves ofK are A1-invariant. We conclude using Theorem
3.2.9.
Assume conversely thatK is a complex of MW-sheaves whose homology sheaves
are A1-invariant. Let us show that K is A1-local. According to Corollary 3.1.8, we
need only to show its Nisnevich hypercohomology is A1-invariant. Then we apply
the Nisnevich hypercohomology spectral sequence for any smooth scheme X :
Ep,q2 = H
p
Nis(X,H
q
Nis(K))⇒ H
p+q
Nis (X,K).
As the cohomological dimension of the Nisnevich topology is bounded by the di-
mension of X , the E2-term is concentrated in degree p ∈ [0, dim(X)] and the
spectral sequence converges ([SV00, Theorem 0.3]). It is moreover functorial in X .
Therefore it is enough to show the map induced by the projection
HpNis(X,H
q
Nis(K))→ H
p
Nis(A
1
X ,H
q
Nis(K))
is an isomorphism to conclude. By assumption the sheaf HqNis(K) is A
1-invariant
so Theorem 3.2.9 applies again.
As the functor γ˜∗ is t-exact by Corollary 3.2.6, the conclusion about the heart
of D˜Meff(k,R) follows. 
Corollary 3.2.12. Let K be an A1-local complex of MW-sheaves. Then we have
HiZar(X,K) = H
i
Nis(X,K)
for any smooth scheme X and any i ∈ Z.
Proof. The proof uses the same principle as in the previous result. Let us
first consider the change of topology adjunction:
α∗ : ShZar(k,R)⇆ ShNis(k,R) : α∗
where α∗ is obtained using the functor “associated Nisnevich sheaf functor" and α∗
is just the forgetful functor. This adjunction can be derived (using for example the
injective model structures) and induces:
α∗ : D(ShZar(k,R))⇆ D(ShNis(k,R)) : Rα∗
— note indeed that α∗ is exact. Coming back to the statement of the corollary, we
have to show that the adjunction map:
(3.2.12.a) γ˜∗(K)→ Rα∗α∗(γ˜∗(K))
is a quasi-isomorphism. Let us denote abusively by K the sheaf γ˜∗(K). Note that
this will be harmless as γ˜∗(H
q
Nis(K)) = H
q
Nis(γ˜∗K). With this abuse of notation,
one has canonical identifications:
HomD(ShNis(k,R))(Z˜t(X),Rα∗α
∗(K)) = HpZar(X,K)
HomD(ShNis(k,R))(Z˜t(X),Rα∗α
∗(HqNis(K))) = H
p
Zar(X,H
q
Nis(K))
Using now the tower of truncation ofK for the standard t-structure on D(S˜ht(k,R))
— or equivalently D(Sht(k,R)) — and the preceding identifications, one gets a
spectral sequence:
ZarEp,q2 = H
p
Zar(X,H
q
Nis(K))⇒ H
p+q
Zar (X,K)
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and the morphism (3.2.12.a) induces a morphism of spectral sequence:
Ep,q2 = H
p
Nis(X,H
q
Nis(K)) −→
ZarEp,q2 = H
p
Zar(X,H
q
Nis(K))
⇒ Hp+qNis (X,K) −→ H
p+q
Zar (X,K).
The two spectral sequences converge (as the Zariski and cohomological dimension
of X are bounded). According to Theorem 3.2.9, the map on the E2-term is an iso-
morphism so the map on the abutment must be an isomorphism and this concludes
the proof. 
3.2.13. Following Voevodsky, given a complex E of MW-sheaves, we define its as-
sociated Suslin complex as the following complex of sheaves:6
Csing∗ (E) := Hom(R˜t(∆
∗), E)
where ∆∗ is the standard cosimplicial scheme.
Corollary 3.2.14. Assume k is an infinite perfect field.
Then for any complex E of MW-sheaves, there exists a canonical quasi-isomorphism:
LA1(E) ≃ C
sing
∗ (E).
Proof. Indeed, according to Corollary 3.2.11, it is clear that Csing∗ (E) is A
1-
local. Thus the canonical map
c : E → Csing∗ (E)
induces a morphism of complexes:
LA1(c) : LA1(E)→ LA1(C
sing
∗ (E)) = C
sing
∗ (E).
As∆n ≃ Ank , one checks easily that the map c is an A
1-weak equivalence. Therefore,
the map LA1(c) is an A1-weak equivalence of A1-local complexes, thus a quasi-
isomorphism. 
3.2.15. As usual, one defines the Tate object in D˜Meff(k,R) by the formula
R˜(1) := M˜(P1k)/M˜({∞})[−2] ≃ M˜(A
1
k)/M˜(A
1
k − {0})[−2] ≃ M˜(Gm)/M˜({1})[−1].
Then one defines the effective MW-motivic cohomology of a smooth scheme X in
degree (n, i) ∈ Z× N:7 as
Hn,iMW(X,R) = HomD˜Meff(k,R)(R˜X, R˜(i)[n])
where R˜(i) = R˜(1)
⊗i
.
Corollary 3.2.16. Assume k is an infinite perfect field. The effective MW-motivic
cohomology defined above coincides with the generalized motivic cohomology groups
defined (for R = Z) in Ch. 2, Definition 6.1.4.
Proof. By Corollary 3.2.14, the Suslin complex of R(i) is A1-local. It fol-
lows then from Corollary 3.2.12 that its Nisnevich hypercohomology and its Zariski
hypercohomology coincide. We conclude using Ch. 4, Corollary 3.0.5. 
We now spend a few lines in order to compare ordinary motivic cohomology with
MW-motivic cohomology, following Ch. 2, Definition 6.1.7. In this part, we suppose
that R is flat over Z. If X is a smooth scheme, recall from Ch. 2, Definition 5.2.8
that the presheaf with MW-transfers Ic˜(X) defined by
Ic˜(X)(Y ) = lim
−→
T
HdT
(
X × Y, Id+1, ωY
)
6Explicitly, this complex associates to a smooth scheme X the total complex (for coproducts)
of the bicomplex E(∆∗ ×X).
7Negative twists will be introduced in the next section.
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fits in an exact sequence
0→ Ic˜(X)→ c˜(X)→ Ztr(X)→ 0.
As c˜(X) is a sheaf in the Zariski topology, it follows that Ic˜(X) is also such a sheaf.
We can also consider the Zariski sheaf Ic˜R(X) defined by
Ic˜R(X)(Y ) = Ic˜(X)(Y )⊗R.
Definition 3.2.17. We denote by IR˜t(X) the t-sheaf associated to the presheaf
Ic˜R(X).
In view of Proposition 1.2.11, Ic˜R(X) has MW-transfers. Moreover, sheafifica-
tion being exact and R being flat, we have an exact sequence
0→ IR˜t(X)→ R˜t(X)→ R
tr
t (X)→ 0
of MW-t-sheaves (note the slight abuse of notation when we write Rtrt (X) in place
of πt∗R
tr
t (X). We deduce from [MVW06, Lemma 2.13] an exact sequence
0→ IR˜t{q} → R˜{q} → R
tr
t {q} → 0
for any q ∈ N, where IR˜t{q} = IR˜t(G∧qm ).
Definition 3.2.18. For any q ∈ N, we set IR˜(q) = IR˜{q}[−q] in D˜Meff(k,R) and
Hp,qI (X,R) = HomD˜Meff(k,R)(M˜(X), IR˜(q)[p])
for any smooth scheme X . Note that following our convention, we are using the
Nisnevich topology in this definition.
As Zariski cohomology and Nisnevich cohomology coincide by Corollary 3.2.12,
these groups coincide with the ones defined in Ch. 2, Definition 6.1.7 (when R = Z).
We now construct a long exact sequence for any smooth scheme X and any q ∈ N
· · · → Hp,qI (X,R)→ H
p,q
MW(X,R)→ H
p,q
M (X,R)→ H
p+1,q
I (X,R)→ · · ·
where Hp,qM (X,R) is Voevodsky’s motivic cohomology. The method we use was
explained to us by Grigory Garkusha, whom we warmly thank.
For a smooth scheme X , consider the quotient R˜{q}(X)/IR˜{q}(X). This as-
sociation defines a presheaf with MW-transfers, whose associated sheaf is Rtr{q}.
Next, observe that Suslin’s construction is exact on presheaves, and therefore we
obtain an exact sequence of complexes of MW-presheaves
0→ Csing∗ (IR˜{q})→ C
sing
∗ (R˜{q})→ C
sing
∗ (R˜{q}/IR˜{q})→ 0.
In particular, we obtain an exact sequence of complexes of R-modules
0→ Csing∗ (IR˜{q})(Z)→ C
sing
∗ (R˜{q})(Z)→ C
sing
∗ (R˜{q}/IR˜{q})(Z)→ 0.
for any local scheme Z. Now, Ch. 4, Corollary 3.0.5 shows that the morphism
Csing∗ (R˜{q}/IR˜{q})(Z)→ C
sing
∗ (R
tr{q})(Z)
is a quasi-isomorphism. Consequently, we obtain an exact triangle in the derived
category of MW-sheaves
Csing∗ (IR˜{q})→ C
sing
∗ (R˜{q})→ C
sing
∗ (R
tr{q})→ Csing∗ (IR˜{q})[1]
and the existence of the long exact sequence
· · · → Hp,qI (X,R)→ H
p,q
MW(X,R)→ H
p,q
M (X,R)→ H
p+1,q
I (X,R)→ · · ·
follows.
3.2.19. To end this section, we now discuss the effective geometric MW-motives,
which are built as in the classical case.
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Definition 3.2.20. One defines the category D˜Meffgm(k,Z) of geometric effective
motives over the field k as the pseudo-abelianization of the Verdier localization of
the homotopy category Kb(C˜ork) associated to the additive category C˜ork with
respect to the thick triangulated subcategory containing complexes of the form:
(1) . . .→ [W ]
k∗−g∗
−−−−→ [V ]⊕ [U ]
f∗+j∗
−−−−→ [X ]→ . . . for an elementary Nisnevich
distinguished square of smooth schemes:
W
g 
k // V
f
U
j
// X ;
(2) . . . → [A1X ]
p∗
−→ [X ] → . . . where p is the canonical projection and X is a
smooth scheme.
It is clear that the natural map Kb(C˜ork) → D(S˜h(k,Z)) induces a canonical
functor:
ι : D˜Meffgm(k,Z)→ D˜M
eff(k).
As a consequence of [CD09, Theorem 6.2] (see also Example 6.3 of op. cit.) and
Theorem 3.2.9, we get the following result.
Proposition 3.2.21. The functor ι is fully faithful and its essential image coincides
with each one of the following subcategories:
• the subcategory of compact objects of D˜Meff(k);
• the smallest thick triangulated subcategory of D˜Meff(k) which contains the
motives M˜(X) of smooth schemes X.
Moreover, when k is an infinite perfect field, one can reduce in part (1) of the
definition of D˜Meffgm(k,Z) to consider those complexes associated to a Zariski open
cover U ∪ V of a smooth scheme X.
Remark 3.2.22. Note that the previous proposition states in particular that the
objects of the form M˜(X) for a smooth scheme X are compact in D˜Meff(k,R).
Therefore, they form a family of compact generators of D˜Meff(k,R) in the sense
that D˜Meff(k,R) is equal to its smallest triangulated category containing M˜(X) for
a smooth scheme X and stable under coproducts.
3.3. The stable A1-derived category.
3.3.1. As usual in motivic homotopy theory, we now describe the P1-stabilization
of the category of MW-motivic complexes for the topology t (again, t = Nis, e´t).
Recall that the Tate twist in D˜Mefft (k,R) is defined by one of the following
equivalent formulas:
R˜(1) := M˜(P1k)/M˜({∞})[−2] ≃ M˜(A
1
k)/M˜(A
1
k − {0})[−2] ≃ M˜(Gm)/M˜({1})[−1].
In the construction of the P1-stable category as well as in the study of the homotopy
t-structure, it is useful to introduce a redundant notation of Gm-twist:
R˜{1} := M˜(Gm)/M˜({1})
so that R˜{1} = R˜(1)[1]. The advantage of this definition is that we can consider
R˜{1} as a MW-t-sheaf instead of a complex. For m ≥ 1, we set R˜{m} = R˜{1}
⊗m
and we observe that R˜(m) = R˜{m}[−m].
Let us recall the general process of ⊗-inversion of the Tate twist in the context
of model categories, as described in our particular case in [CD09, § 7]. We define
the category S˜pt(k,R) of (abelian) Tate MW-t-spectra as the additive category
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whose object are couples (F∗, ǫ∗) where F∗ is a sequence of MW-t-sheaves such
that Fn is equipped with an action of the symmetric group Sn and, for any integer
n ≥ 0,
ǫn : (Fn{1} := Fn ⊗ R˜{1})→ Fn+1
is a morphism of MW-t-sheaves, called the suspension map, such that the iterated
morphism
Fn{m} → Fn+m
is Sn ×Sm-equivariant for any n ≥ 0 and m ≥ 1. (see loc. cit. for more details).
The morphisms in S˜pt(k,R) between couples (F∗, ǫ∗) and (G∗, τ∗) are sequences
of Sn-equivariant morphisms fn : Fn → Gn such that the following diagram of
Sn ×Sm-equivariant maps
Fn{m} //
fn{m}

Fn+m
fn+m

Gn{m} // Gn+m
is commutative for any n ≥ 0 and m ≥ 1.
This is a Grothendieck abelian, closed symmetric monoidal category with tensor
product described in [CD09, §7.3, §7.4] (together with [ML98, Chapter VII, §4,
Exercise 6]). Furthermore, we have a canonical adjunction of abelian categories:
(3.3.1.a) Σ∞ : S˜ht(k,R)⇆ S˜pt(k,R) : Ω
∞
such that Σ∞(F) = (F{n})n≥0 with the obvious suspension maps and Ω∞(F∗, ǫ∗) =
F0. Recall the Tate MW-t-spectrum Σ∞(F) is called the infinite spectrum associ-
ated with F . The functor Σ∞ is monoidal (cf. [CD09, §7.8]).
One can define the A1-stable cohomology of a complex E = (E∗, σ∗) of Tate
MW-t-spectra, for any smooth scheme X and any couple (n,m) ∈ Z2:
(3.3.1.b) Hn,mst−A1(X, E ) := lim−→
r≥max(0,−m)
(
Hom
D˜Meff(k,R)
(M˜(X){r}, Em+r[n])
)
where the transition maps are induced by the suspension maps σ∗ and M˜(X){r} =
M˜(X)⊗ R˜{r}.
Definition 3.3.2. We say that a morphism ϕ : E → F of complexes of Tate MW-
t-spectra is a stable A1-equivalence if for any smooth scheme X and any couple
(n,m) ∈ Z2, the induced map
ϕ∗ : H
n,m
st−A1(X, E )→ H
n,m
st−A1(X,F )
is an isomorphism.
One defines the category D˜Mt(k,R) of MW-motivic spectra for the topology t
as the localization of the triangulated category D(S˜pt(k,R)) with respect to stable
A1-derived equivalences.
3.3.3. As usual, we can describe the above category as the homotopy category of a
suitable model category.
First, recall that we can define the negative twist of an abelian Tate MW-t-
spectrum F∗ by the formula, for n > 0:
[(F∗){−n}]m =
{
Z[Sm]⊗Z[Sm−n] Fm−n if m ≥ n,
0 otherwise.
(3.3.3.a)
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with the obvious suspension maps. Note for future references that one has according
to this definition and that of the tensor product:
(3.3.3.b) F∗{−n} = F∗ ⊗ (Σ∞R˜){−n}.
We then define the class of cofibrations in C(S˜pt(k,R)) as the smallest class of
morphisms of complexes closed under suspensions, negative twists, pushouts, trans-
finite compositions and retracts generated by the infinite suspensions of cofibrations
in C(S˜ht(k,R)).
Applying [CD09, Prop. 7.13], we get:
Proposition 3.3.4. The category C(S˜pt(k,R)) of complexes of Tate MW-t-spectra
has a symmetric monoidal model structure with stable A1-equivalences as weak
equivalences and cofibrations as defined above. This model structure is proper and
cellular.
Moreover, the fibrations for this model structure are epimorphisms of complexes
whose kernel is a complex E such that:
• for any n ≥ 0, En is a t-flasque and A1-local complex;
• for any n ≥ 0, the map obtained by adjunction from the obvious suspension
map:
En+1 → RHom(R˜{1}, En)
is an isomorphism.
Therefore, the homotopy category D˜Mt(k,R) is a triangulated symmetric monoidal
category with internal Hom. The adjoint pair (3.3.1.a) can be derived and induces
an adjunction of triangulated categories:
Σ∞ : D˜Mefft (k,R)⇆ D˜Mt(k,R) : Ω
∞.
As a left derived functor of a monoidal functor, the functor Σ∞ is monoidal. Slightly
abusing notation, we still denote by M˜(X) the MW-motivic spectrum Σ∞(M˜(X)).
3.3.5. By construction, the MW-motivic spectrum R˜{1}, and thus R˜(1) is⊗-invertible
in D˜Mt(k,R) (see [CD09, Prop. 7.14]). Moreover, using formulas (3.3.3.a) and
(3.3.3.b), one obtains a canonical map in S˜pt(k,R):
φ : Σ∞R˜{1} ⊗
(
(Σ∞R˜{−1}
)
→
(
Σ∞R˜{1}
)
{−1} → R˜.
The following proposition justifies the definition of Paragraph 3.3.3 of negative
twists.
Proposition 3.3.6. The map φ is a stable A1-equivalence. The MW-motive (Σ∞R˜){−1}
is the tensor inverse of R˜{1}. For any MW-t-spectra E , the map obtained by ad-
junction from E ⊗ φ:
E {−1} → RHom(R˜{1}, E )
is a stable A1-equivalence.
Proof. The first assertion follows from a direct computation using the defi-
nition of stable A1-equivalences via the A1-stable cohomology (3.3.1.b). The other
assertions are formal consequences of the first one. 
As in the effective case, we derive from the functors of Corollary 1.2.15 Quillen
adjunctions for the stable A1-local model structures and consequently adjunctions
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of triangulated categories:
DA1(k,R)
Lγ˜∗ //
a

D˜M(k,R)
Lπ∗ //
a˜

γ˜∗
oo DM(k,R)
atr

π∗
oo
DA1,e´t(k,R)
Lγ˜∗e´t //
RO
OO
D˜Me´t(k,R)
Lπ∗e´t //
RO˜
OO
γ˜e´t∗
oo DMe´t(k,R)
RO
OO
πe´t∗
oo
(3.3.6.a)
where each left adjoints is monoidal and sends a motive of a smooth scheme to the
corresponding motive.
Formally, one can compute morphisms of MW-motivic spectra as follows.
Proposition 3.3.7. For any smooth scheme X, any pair of integers (n,m) ∈ Z2
and any MW-motivic spectrum E , one has a canonical functorial isomorphism:
Hom
D˜M(k,R)
(M˜(X), E (n)[m]) ≃ Hn,mst−A1(X, E )
= lim
−→
r≥max(0,−m)
(
Hom
D˜Meff(k,R)
(M˜(X){r}, Em+r[n])
)
.
Proof. This follows from [Ayo07, 4.3.61 and 4.3.79] which can be applied
because of Remark 3.2.22 and the fact the cyclic permutation of order 3 acts on R˜{3}
as the identity in D˜Meff(k,R) (the proof of this fact is postponed until Corollary
4.1.5). 
In fact, as in the case of motivic complexes, one gets a better result if we
assume the base field k is infinite perfect. This is due to the following analogue of
Voevodsky’s cancellation theorem [Voe10], which is proved in Ch. 4.
Theorem 3.3.8. Let k be a perfect infinite field. Then for any complexes K and L
of MW-sheaves, the morphism
Hom
D˜Meff(k,R)
(K,L)→ Hom
D˜Meff(k,R)
(K(1), L(1)),
obtained by tensoring with the Tate twist, is an isomorphism.
We then formally deduce the following corollary from this result.
Corollary 3.3.9. If k is an infinite perfect field, the functor
Σ∞ : D˜Meff(k,R)→ D˜M(k,R)
is fully faithful.
4. Milnor-Witt motivic cohomology
4.1. Milnor-Witt motivic cohomology as Ext-groups. Given our con-
struction of the triangulated category D˜M(k,R), we can now define, in the style of
Beilinson, a generalization of motivic cohomology as follows.
Definition 4.1.1. We define the MW-motivic cohomology of a smooth scheme X
in degree (n, i) ∈ Z2 and coefficients in R as:
Hn,iMW(X,R) = HomD˜M(k,R)(M˜(X), R˜(i)[n]).
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As usual, we deduce a cup-product on MW-motivic cohomology. We define its
étale variant by taking morphisms in D˜Me´t(k,R). Then we derive from the pre-
ceding (essentially) commutative diagram the following morphisms of cohomology
theories, all compatible with products and pullbacks:
(4.1.1.a) Hn,i
A1
(X,R) //

Hn,iMW(X,R)
//

Hn,iM (X,R)

Hn,i
A1,e´t(X,R)
// Hn,iMW,e´t(X,R)
// Hn,iM,e´t(X,R).
where HA1(X,R) and HA1,e´t(X,R) are respectively Morel’s stable A1-derived coho-
mology and its étale version while Hn,iM (X,R) and H
n,i
M,e´t(X,R) are respectively the
motivic cohomology and the étale motivic cohomology (also called Lichtenbaum
motivic cohomology).
Gathering all the information we have obtained in the previous section on MW-
motivic complexes, we get the following computation.
Proposition 4.1.2. Assume that k is an infinite perfect field. For any smooth
scheme X and any couple of integers (n,m) ∈ Z2, the MW-motivic cohomology
Hn,mMW(X,Z) defined previously coincides with the generalized motivic cohomology
defined in Ch. 2.
More explicitly,
Hn,mMW(X,Z) =

HnZar(X, Z˜(m)) if m > 0,
HnZar(X,K
MW
0 ) if m = 0,
Hn−mZar (X,W) if m < 0.
where KMW0 (resp. W) is the unramified sheaf associated with Milnor-Witt K-theory
in degree 0 (resp. unramified Witt sheaf) — see [Mor12, §3].
Proof. The cases m > 0 and m = 0 are clear from the previous corollary and
Corollary 3.2.16.
Consider the case m < 0. Then we can use the following computation:
Hn,mMW(X,Z) = HomD˜M(k,Z)
(
M˜(X), Z˜{m}[n−m]
)
= Hom
D˜M(k,Z)
(
M˜(X)⊗ Z˜{−m}, Z˜[n−m]
)
= Hom
D˜Meff(k,Z)
(
M˜(X),RHom(Z˜{−m}, Z˜)[n−m]
)
where the last identification follows from the preceding corollary and the usual
adjunction.
As the MW-motivic complex Z˜{−m} is cofibrant and the motivic complex
Z˜ = KMW0 is Nisnevich-local and A
1-invariant (cf. Ch. 2, Ex. 4.1.5 and [Fas08,
Cor. 11.3.3]), we get:
RHom(Z˜{−m}, Z˜) = Hom(Z˜{−m}, Z˜)
and this last sheaf is isomorphic to W according to Ch. 2, 6.1.5. So the assertion
now follows from Corollaries 3.2.11 and 3.1.8. 
4.1.3. We next prove a commutativity result for MW-motivic cohomology. First,
note that the sheaf R˜{1} = R˜(Gm,k)/R˜{1} is a direct factor of R˜(Gm,k) and that
the permutation map
σ : R˜(Gm,k)⊗ R˜(Gm,k)→ R˜(Gm,k)⊗ R˜(Gm,k)
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given by the morphism of schemes Gm,k×Gm,k → Gm,k×Gm,k defined by (x, y) 7→
(y, x) induces a map
σ : R˜{1} ⊗ R˜{1} → R˜{1} ⊗ R˜{1}.
On the other hand, recall from Remark 1.1.3 (5), that C˜ork is KMW0 (k)-linear. In
particular, the class of ǫ = −〈−1〉 ∈ KMW0 (k) (and its corresponding element in
K
MW
0 (k)⊗Z R that we still denote by ǫ) yields a MW-correspondence
ǫ = ǫ · id : R˜(Gm,k)⊗ R˜(Gm,k)→ R˜(Gm,k)⊗ R˜(Gm,k)
that also induces a MW-correspondence
ǫ : R˜{1} ⊗ R˜{1} → R˜{1} ⊗ R˜{1}.
We can now state the following lemma (Ch. 4, Lemma 2.0.7).
Lemma 4.1.4. The MW-correspondences σ and ǫ are A1-homotopic.
As an obvious corollary, we obtain the following result.
Corollary 4.1.5. For any i, j ∈ Z, the switch R˜(i) ⊗ R˜(j) → R˜(j) ⊗ R˜(i) is
A1-homotopic to 〈(−1)ij〉.
Proof. By definition, we have R˜(i) := R˜{i}[−i] and R˜(j) := R˜{j}[−j]. We
know from the previous lemma that the switch R˜{i} ⊗ R˜{j} → R˜{j} ⊗ R˜{i} is
homotopic to ǫij . The result now follows from the compatibility isomorphisms for
tensor triangulated categories (see e.g. [MVW06, Exercise 8A.2]) and the fact
that (−1)ijǫij = 〈(−1)ij〉. 
Theorem 4.1.6. Let i, j ∈ Z be integers. For any smooth scheme X, the pairing
Hp,iMW(X,R)⊗H
q,j
MW(X,R)→ H
p+q,i+j
MW (X,R)
is (−1)pq〈(−1)ij〉-commutative.
Proof. The proof of [MVW06, Theorem 15.9] applies mutatis mutandis. 
4.2. Comparison with Chow-Witt groups.
4.2.1. The naive Milnor-Witt presheaf. Let S be a ring and let S× be the group
of units in S. We define the naive Milnor-Witt presheaf of S as in the case of fields
by considering the free Z-graded algebra A(S) generated by the symbols [a] with
a ∈ S× in degree 1 and a symbol η in degree −1 subject to the usual relations:
(1) [ab] = [a] + [b] + η[a][b] for any a, b ∈ S×.
(2) [a][1− a] = 0 for any a ∈ S× \ {1}.
(3) η[a] = [a]η for any a ∈ S×.
(4) η(η[−1] + 2) = 0.
This definition is clearly functorial in S and it follows that we obtain a presheaf
of Z-graded algebras on the category of smooth schemes via
X 7→ KMW∗ (O(X)).
We denote by KMW∗,naive the associated Nisnevich sheaf of graded Z-algebras and ob-
serve that this definition naturally extends to essentially smooth k-schemes. Our
next aim is to show that this naive definition in fact coincides with the defini-
tion of the unramified Milnor-Witt K-theory sheaf given in [Mor12, §3] (see also
Ch. 2, §1). Indeed, let X be a smooth integral scheme. The ring homomorphism
O(X) → k(X) induces a ring homomorphism KMW∗ (O(X)) → K
MW
∗ (k(X)) and it
is straightforward to check that elements in the image are unramified, i.e. that the
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previous homomorphism induces a ring homomorphism KMW∗ (O(X))→ K
MW
∗ (X).
By the universal property of the associated sheaf, we obtain a morphism of sheaves
K
MW
∗,naive → K
MW
∗ .
If X is an essentially smooth local k-scheme, it follows from [GSZ16, Theorem 6.3]
that the map KMW∗,naive(X)→ K
MW
∗ (X) is an isomorphism, showing that the above
morphism is indeed an isomorphism.
4.2.1. A comparison map. Let now X be a smooth connected scheme and let
a ∈ O(X)× be an invertible global section. It corresponds to a morphismX → Gm,k
and in turn to an element in C˜ork(X,Gm,k) yielding a map
s : O(X)× → Hom
D˜Meff(k)
(M˜(X), Z˜{1}) = H1,1MW(X,Z).
Consider next the correspondence η[t] ∈ C˜H0(X×Gm,k) = C˜ork(X×Gm,k, Speck)
and observe that it restricts trivially when composed with the map X → X×Gm,k
given by x 7→ (x, 1). It follows that we obtain an element
s(η) ∈ Hom
D˜Meff(k)
(M˜(X)⊗Z˜{1}, Z˜) = Hom
D˜M(k,Z)
(M˜(X), Z˜{−1}) = H−1,−1MW (X,Z).
Using the product structure of the cohomology ring, we finally obtain a (graded,
functorial in X) ring homomorphism
s : A(O(X))→
⊕
n∈Z
Hn,nMW(X,Z),
whereA(O(X)) is the free Z-graded (unital, associative) algebra generated in degree
1 by the elements s(a) and in degree −1 by s(η).
Theorem 4.2.2. Let X be a smooth scheme. Then, the graded ring homomorphism
s : A(O(X))→
⊕
n∈Z
Hn,nMW(X,Z)
induces a graded ring homomorphism
s : KMW∗ (O(X))→
⊕
n∈Z
Hn,nMW(X,Z)
which is functorial in X.
Proof. We have to check that the four relations defining Milnor-Witt K-
theory hold in the graded ring on the right-hand side. First, note that Theorem
4.1.6 yields ǫs(η)s(a) = s(a)s(η) and the third relation follows from the fact that
ǫs(η) = s(η) by construction. Observe next that s(η)s(−1) + 1 = 〈−1〉 by Ch. 4,
Lemma 5.0.1 and it follows easily that s(η)(s(η)s(−1) + 2) = 0. Next, consider the
multiplication map
m : Gm,k ×Gm,k → Gm,k
and the respective projections on the j-th factor
pj : Gm,k ×Gm,k → Gm,k
for j = 1, 2. They all define correspondences that we still denote by the same
symbols and it is straightforward to check that m − p1 − p2 defines a morphism
Z˜{1} ⊗ Z˜{1} → Z˜{1} in C˜ork. It follows from Ch. 4, Lemma 5.0.2 that this
correspondence corresponds to s(η) through the isomorphism
Hom
D˜Meff(k)
(Z˜{1}, Z˜)→ Hom
D˜Meff(k)
(Z˜{1} ⊗ Z˜{1}, Z˜{1})
given by the cancellation theorem. As a corollary, we see that the defining re-
lation (1) of Milnor-Witt K-theory is satisfied in
⊕
n∈ZH
n,n
MW(X,Z). Indeed, if
a, b ∈ O(X)×, then s(a)s(b) is represented by the morphism X → Gm,k × Gm,k
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corresponding to (a, b). Applying m − p1 − p2 to this correspondence, we get
s(ab)− s(a)− s(b) which is s(η)s(a)s(b) by the above discussion.
To check that the Steinberg relation holds in the right-hand side, we first con-
sider the morphism
A1 \ {0, 1} → A1 \ {0} × A1 \ {0}
defined by a 7→ (a, 1− a). Composing with the correspondence M˜(A1 \ {0} × A1 \
{0})→ M˜(G∧2m,k), we obtain a morphism
M˜(A1 \ {0, 1})→ M˜(G∧2m,k).
We can perform the same computation in DeffA1(k) where this morphism is trivial by
[HK01] and we conclude that it is also trivial in D˜Meff(k) by applying the functor
Lγ˜∗. 
For any p, q ∈ Z, we denote by Hp,qMW the (Nisnevich) sheaf associated to the
presheaf X 7→ Hp,qMW(X,Z). The homomorphism of the previous theorem induces a
morphism on induced sheaves and we have the following result.
Theorem 4.2.3. The homomorphism of sheaves of graded rings
s : KMW∗ →
⊕
n∈Z
H
n,n
MW
is an isomorphism.
Proof. Let L/k be a finitely generated field extension. Then, it follows from
Ch. 5, Theorem 2.2.5 that the homomorphism sL is an isomorphism. Now, the
presheaf on C˜ork given by X 7→
⊕
n∈ZH
n,n
W (X,Z) is homotopy invariant by defini-
tion. It follows from Theorem 2.2.2 that the associated sheaf is strictly A1-invariant.
Now, KMW∗ is also strictly A
1-invariant and it follows from [Mor12, Definition 2.1,
Remark 2.3, Theorem 2.11] that s is an isomorphism if and only if sL is an isomor-
phism for any finitely generated field extension L/k. 
Theorem 4.2.4. For any smooth scheme X and any integers p, n ∈ Z, the hyper-
cohomology spectral sequence induces isomorphisms
Hp,nMW(X,Z)→ H
p−n(X,KMWn )
provided p ≥ 2n− 1.
Proof. In view of Proposition 4.1.2, we may suppose that n > 0. For any
q ∈ Z, observe that the Nisnevich sheaf Hq,nMW associated to the presheaf X 7→
Hq,nMW(X,Z) coincides with the corresponding cohomology sheaf of the complexe
Z˜(n). Now, the latter is concentrated in cohomological levels ≤ n and it follows
that Hq,nMW = 0 if q > n. On the other hand, the sheaves H
q,n
MW are strictly A
1-
invariant, and as such admit a Gersten complex whose components in degree m are
of the form ⊕
x∈X(p)
(Hq,nMW)−p(k(x),∧
p(mx/m
2
x)
∗)
by [Mor12, §5]. By the cancellation theorem 3.3.8, we have a canonical isomor-
phism of sheavesHq−p,n−pMW ≃ (H
q,n
MW)−p and it follows that the terms in the Gersten
resolution are of the form⊕
x∈X(p)
(Hq−p,n−pMW )(k(x),∧
p(mx/m
2
x)
∗).
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If p ≥ n, then Z˜(n− p) ≃ KMWn−p[p−n] and it follows that H
q−p,n−p
MW is the sheaf as-
sociated to the presheaf X 7→ Hq−n(X,KMWn−p), which is trivial if q 6= n. Altogether,
we see that
Hp(X,Hq,nMW) =
{
0 if q > n,
0 if p ≥ n and q 6= n.
We now consider the hypercohomology spectral sequence for the complex Z˜(n)
([SV00, Theorem 0.3]) Ep,q2 := H
p(X,Hq,nMW) =⇒ H
p+q,n
MW (X,Z) which is strongly
convergent. Our computations of the sheaves Hq,nMW immediately imply that
Hp−n(X,Hn,nMW) = H
p,n
MW(X,Z) if p ≥ 2n− 1.
We conclude using Theorem 4.2.3. 
Remark 4.2.5. The isomorphisms Hp,nMW(X,Z)→ H
p−n(X,KMWn ) are functorial in
X . Indeed, the result comes from the analysis of the hypercohomology spectral
sequence for the complexes Z˜(n), which is functorial in X .
Setting p = 2n in the previous theorem, and using the fact that Hn(X,KMWn ) =
C˜Hn(X) by definition (for n ∈ N), we get the following corollary.
Corollary 4.2.6. For any smooth scheme X and any n ∈ N, the hypercohomology
spectral sequence induces isomorphisms
H2n,nMW (X,Z)→ C˜H
n
(X).
Remark 4.2.7. Both Theorems 4.2.4 and Corollary 4.2.6 are still valid if one consid-
ers cohomology with support on a closed subset Y ⊂ X , i.e. the hypercohomology
spectral sequence (taken with support) yields an isomorphism
Hp,nMW,Y (X,Z)→ H
p−n
Y (X,K
MW
n )
provided p ≥ 2n− 1.
Let now E be a rank r vector bundle over X , s : X → E be the zero section
and E0 = E \ s(X). The Thom space of E is the object of D˜Meff(k,Z) defined by
Th(E) = Σ∞M˜(Z˜(E)/Z˜(E0)).
It follows from Corollary 3.1.8 and [AF16, Proposition 3.13] that (for n ∈ N)
Hom
D˜Meff(k,Z)
(Th(E), Z˜(n)[2n]) ≃ Hom
D˜Meff(k,R)
(M˜(Z˜(E)/Z˜(E0)), Z˜(n)[2n])
≃ H2n,nMW,X(E,Z).
Using the above result, we get Hom
D˜Meff(k,Z)
(Th(E), Z˜(n)[2n]) ≃ C˜HnX(E). Us-
ing finally the Thom isomorphism ([Mor12, Corollary 5.30] or [Fas08, Remar-
que 10.4.8])
C˜H
n−r
(X, det(E)) ≃ C˜H
n
X(L),
we obtain an isomorphism
Hom
D˜Meff(k,Z)
(Th(E), Z˜(n)[2n]) ≃ C˜H
n−r
(X, det(E))
which is functorial (for schemes over X).
Remark 4.2.8. The isomorphisms of Corollary 4.2.6 induce a ring homomorphism⊕
n∈N
H2n,nMW (X,Z)→
⊕
n∈N
C˜H
n
(X).
This follows readily from the fact that the isomorphism of Theorem 4.2.3 is an
isomorphism of graded rings.
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5. Relations with ordinary motives
Our aim in this section is to show that both the categories D˜Meff(k,R) and
D˜M
eff
(k,R) split into two factors when 2 ∈ R×, one of the factors being the cor-
responding category of ordinary motives. We assume that R = Z[1/2], the general
case being obtained from this one. To start with, let X be a smooth k-scheme
and let L be a line bundle over X . On the small Nisnevich site of X , we have a
Cartesian square of sheaves of graded abelian groups (Ch. 2, §1)
K
MW
∗ (L) //

I
∗(L)

K
M
∗
// I
∗
(L)
where I
∗
(L) is the sheaf associated to the presheaf I∗(L)/I∗+1(L). Observe that
I
∗
(L) is in fact independent of L ([Fas08, Lemme E.1.2]), and we will routinely
denote it by I
∗
below. Next, observe that 〈1, 1〉I∗(Y ) ⊂ I∗+1(Y ) for any smooth
scheme Y , and it follows that I
∗
is a 2-torsion sheaf. Inverting 2, we then obtain
an isomorphism
(5.0.0.a) KMW∗ (L)[1/2] ≃ I
∗(L)[1/2]×KM∗ [1/2].
This decomposition can be more concretely seen as follows. In KMW0 (X)[1/2] (no
line bundle here), we may write
1 = (1 + 〈−1〉)/2 + (1− 〈−1〉)/2.
We observe that both e := (1 + 〈−1〉)/2 and 1− e = (1− 〈−1〉)/2 are idempotent,
and thus decompose KMW0 (X)[1/2] as
K
MW
0 (X)[1/2] ≃ K
MW
0 (X)[1/2]/e⊕K
MW
0 (X)[1/2]/(1− e).
Now, KMW0 (X)[1/2]/e = W(X)[1/2] (as 2e = 2 + η[−1] := h), while the relation
ηh = 0 (together with h = 2 modulo (1 − e)) imply KMW0 (X)[1/2]/(1 − e) =
K
M
0 (X) = Z. As K
MW
∗ (L)[1/2] is a sheaf of K
MW
∗ -algebra, we find
K
MW
∗ (L)[1/2] ≃ K
MW
∗ (L)[1/2]/e⊕K
MW
∗ (L)[1/2]/(1− e)
and
K
MW
∗ (L)[1/2]/e = K
MW
∗ (L)[1/2]/h = K
W
∗ (L)[1/2]
where KW(L) is the Witt K-theory sheaf discussed in [Mor04] and
K
MW
∗ (L)[1/2]/(1− e) = K
M
∗ [1/2].
This splitting has very concrete consequences on the relevant categories of motives.
To explain them in their proper context, recall first from Ch. 2, 5.2.9 that one can
introduce the category of finite W-correspondences as follows.
For smooth (connected) schemes X and Y , let WCork(X,Y ) be the abelian
group
WCork(X,Y ) := lim−→
T∈A(X,Y )
HdYT
(
X × Y,W, ωY
)
where A(X,Y ) is the poset of admissible subsets of X×Y (Ch. 2, Definition 4.1.1),
dY is the dimension of Y and ωY is the pull-back along the second projection of
the canonical module on Y . We let WCork be the category whose objects are
smooth schemes and whose morphisms are given by the above formula. The results
of Ch. 2apply mutatis mutandis, showing in particular that WCork is an additive
category endowed with a tensor product. Moreover the results of the present paper
also apply, allowing to use the main theorems in this new framework. In particular,
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we can build the category of effective W-motives along the same lines as those used
above, and its stable version as well.
Definition 5.0.1. For any ring R, we denote by WDMeff(k,R) the category of
effective W-motives, i.e. the full subcategory of A1-local objects of the derived
category of W-sheaves. We denote by WDM(k,R) the category obtained from the
previous one by inverting the Tate object.
The relations with the categories previously built can be described as follows.
Observe that by definition we have
WCork(X,Y ) := lim−→
T∈A(X,Y )
HdYT
(
X × Y,W, ωY
)
= lim
−→
T∈A(X,Y )
HdYT
(
X × Y, IdY , ωY
)
for any smooth schemes X and Y . The morphism of sheaves KMWdY (ωY )→ I
dY (ωY )
thus yields a well defined functor
β : C˜ork →WCork.
This functor in turn induces a functor β∗ between the categories of presheaves and
sheaves (in either the Nisnevich or the étale topologies), yielding finally (exact)
functors fitting in the commutative diagram
WDMeff(k,R)
β∗ //
Σ∞

D˜M
eff
(k,R)
Σ∞

WDM(k,R)
β∗
// D˜M(k,R)
where the vertical functors are stabilization functors (which are fully faithful). Note
that both functors β∗ admit monoidal left adjoints Lβ∗ preserving representable
objects.
Theorem 5.0.2. Suppose that 2 ∈ R×. We then have equivalences of categories
(β∗, π∗) : WDM
eff(k,R)×DMeff(k,R)→ D˜Meff(k,R)
and
(β∗, π∗) : WDM(k,R)×DM(k,R)→ D˜M(k,R).
Proof. The functors β and π are constructed using the isomorphism of sheaves
((5.0.0.a))
K
MW
∗ (L)[1/2] ≃ I
∗(L)[1/2]×KM∗ [1/2]
together with the first and second projection. We can construct functors in the
other direction by using the inclusion into the relevant factor and then the inverse
of the above isomorphism. The result is then clear. 
Remark 5.0.3. Still under the assumption that 2 ∈ R×, the above splitting induces
isomorphisms
Hp,qMW(X,R) ≃ H
p,q
W (X,R)×H
p,q
M (X,R)
functorial in X . Here, Hp,qW (X,R) is the W-motivic cohomology defined in the
categoryWDMeff(k,R). Moreover, this isomorphism is compatible with pull-backs,
push-forwards and products.
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CHAPTER 4
A cancellation theorem for Milnor-Witt
correspondences
Jean Fasel and Paul-Arne Østvær
Abstract
We show that finite Milnor-Witt correspondences satisfy a cancellation the-
orem with respect to the pointed multiplicative group scheme. This has several
notable applications in the theory of Milnor-Witt motives and Milnor-Witt motivic
cohomology.
Introduction
The notion of finite Milnor-Witt correspondences was introduced in Ch. 2and
Ch. 3as a natural generalization of finite correspondences in the sense [VSF00].
Intuitively one may view a Milnor-Witt correspondence as an ordinary finite cor-
respondence together with a well behaved quadratic form over the function field
of each irreducible component of the support of the correspondence. This point of
view allows to translate many results in the classical setting into this new frame-
work. In this paper we show the following result, Theorem 4.0.1 below, which is a
cancellation theorem for Milnor-Witt correspondences.
Theorem. Let k be an infinite perfect field. Then for all complexes C and D of
Milnor-Witt sheaves, tensoring with the Tate object Z˜(1) yields an isomorphism
(1) Hom
D˜Meff(k,Z)
(C ,D)
≃
→ Hom
D˜Meff(k,Z)
(C (1),D(1)).
Here, D˜Meff(k,Z) is the analogue in this new framework of Voevodsky’s cate-
gory of motives DMeff(k) (see Ch. 3). This result extends Voevodsky’s pioneering
work on the cancellation theorem for finite correspondences in [Voe10]. It basically
asserts a suspension isomorphism in Milnor-Witt motivic cohomology with respect
to the multiplicative group scheme Gm viewed as an algebro-geometric sphere; the
Tate object Z˜(1) is defined as Z˜(P1)/Z˜(∞)[−2] in Ch. 3, §3.2.15.
Notation. Throughout the paper we work over a perfect field k of char(k) 6= 2.
We denote by Smk the category of smooth separated schemes over Spec(k). For
a natural number i ∈ N, an integer j ∈ Z, and a line bundle L on X ∈ Smk, we
consider exterior derivatives of tangent bundles and set
Ci(X,K
MW
j ,L) :=
⊕
x∈X(i)
K
MW
j−i (k(x),∧
i(mx/m
2
x)
∨ ⊗k(x) Lx).
Here, KMW∗ is the Nisnevich sheaf of unramified Milnor-Witt K-theory as defined
in [Mor12, §3], and Lx is the stalk of L at a point x ∈ X(i) of codimension i. To
deal with sign issues, it is more convenient to work with graded line bundles as
in Ch. 2, §1.2. We note that ∧i(mx/m2x)
∨ is a 1-dimensional k(x)-vector space for
every such x, which is seen as a graded line bundle concentrated in degree i. The
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grading of L depends on the context, and will be indicated when necessary. By
means of the Z[Gm]-module structures on KMW∗ and Z[L
×], the Nisnevich sheaf of
Milnor-Witt K-theory twisted with respect to L is defined in Ch. 2, §1.2 via the
sheaf tensor product
K
MW
∗ (L) := K
MW
∗ ⊗Z[Gm] Z[L
×].
The choice of a twisting line bundle on X can be viewed as an "A1-local sys-
tem" on X . The terms Ci(X,KMWj ,L) together with the differentials defined
componentwise in [Mor12, §5] form the Rost-Schmid cochain complex; we let
Hi(X,KMWj ,L) denote the associated cohomology groups. We define the support
of α ∈ Ci(X,KMWj ,L) to be the closure of the set of points x ∈ X
(i) of codimension
i for which the x-component of α is nonzero.
To establish notation, we recall that the Milnor-Witt K-theory KMW∗ (F ) of
any field F is the quotient of the free associative algebra on generators [F×] ∪ {η}
subject to the relations
(1) [a][b] = 0, for a+ b = 1 (Steinberg relation),
(2) [a]η = η[a] (η-commutativity relation),
(3) [ab] = [a] + [b] + η[a][b] (twisted η-logarithm relation), and
(4) (2 + [−1]η)η = 0 (hyperbolic relation).
The grading on KMW∗ (F ) is defined by declaring |η| = −1 and |[a]| = 1 for all
a ∈ F×. For the Grothendieck-Witt ring of symmetric bilinear forms over F there
is a ring isomorphism
GW(F )
≃
−→ KMW0 (F ); 〈a〉 7→ 1 + η[a].
We shall repeatedly use the zeroth motivic Hopf element ǫ := −〈−1〉 = −1−η[−1] ∈
K
MW
0 (F ) in the context of A
1-homotopies between Milnor-Witt sheaves. In fact,
K
MW
∗ (F ) is isomorphic to the graded ring of endomorphisms of the motivic sphere
spectrum over F [Mor04, Theorem 6.2.1].
As in Ch. 3, Definition 1.2.2, we denote by c˜(X) the Milnor-Witt presheaf on
Smk defined by
Y 7→ c˜(X)(Y ) := C˜ork(Y,X),
and by Z˜(X) its associated Milnor-Witt (Nisnevich) sheaf. One notable difference
from the setting of finite correspondences is that the Zariski sheaf c˜(X) is not in
general a sheaf in the Nisnevich topology, see Ch. 2, Example 5.2.5. We write c˜{1}
for the cokernel of the morphism of presheaves
c˜(Spec(k))→ c˜(Gm)
induced by the k-rational point 1: Spec(k)→ Gm. This is a direct factor of c˜(Gm).
As it turns out the associated Milnor-Witt sheaf Z˜{1} is the cokernel of the mor-
phism Z˜(Spec(k))→ Z˜(Gm); see Ch. 3, Proposition 1.2.11, (2).
The additive category C˜ork has the same objects as Smk and with morphisms
given by finite Milnor-Witt correspondences Ch. 3, Definition 1.1.5. The cartesian
product in Smk and the external product of finite Milnor-Witt correspondences
furnish a symmetric monoidal structure on C˜ork. Taking graphs of maps in Smk
yields a faithful symmetric monoidal functor
γ˜ : Smk → C˜ork.
The tensor product ⊗ on Milnor-Witt presheaves defined in Ch. 3, §1.2 forms
part of a closed symmetric monoidal structure; the internal Hom object Hom is
characterized by the property that Hom(c˜(X),F)(Y ) = F(X × Y ) for any Milnor-
Witt presheaf F . The same holds for the category of Milnor-Witt sheaves; here,
Hom(Z˜(X),F)(Y ) = F(X × Y ) for any Milnor-Witt sheaf F .
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Outline of the paper. In §1 we associate to a Cartier divisor D on X a
class d˜iv(D) in the cohomology group with support H1|D|(X,K
MW
1 ,OX(D)). One
of our main calculations relates the push-forward of a principal Cartier divisor on
Gm defined by an explicit rational function to the zeroth motivic Hopf element
ǫ ∈ KMW0 . The cancellation theorem for Milnor-Witt correspondences is shown in
§2. In outline the proof follows the strategy in [Voe10], but it takes into account
the extra structure furnished by Milnor-Witt K-theory [Mor12]. A key result
states that the twist map on the Milnor-Witt presheaf c˜{1}⊗ c˜{1} is A1-homotopic
to ǫ. An appealing aspect of the proof is that all the calculations with rational
functions, Cartier divisors, and the residue homomorphisms in the Rost-Schmid
cochain complex corresponding to points of codimension one or valuations can be
carried out explicitly.
The cancellation theorem has several consequences. In §4 we show that tensor-
ing complexes of Milnor-Witt sheaves C and D with Z˜{1} induces the isomorphism
(1) for the category of effective Milnor-Witt motives. This is the quadratic form
analogue of Voevodsky’s embedding theorem for motives. In order to prove this
isomorphism we first make a comparison of Zariski and Nisnevich hypercohomol-
ogy groups in §3. Several other applications for Milnor-Witt motivic cohomology
groups and Milnor-Witt motives follow in Ch. 3.
In §5 we apply the cancellation theorem to concrete examples which are used
in Ch. 2and Ch. 3for verifying the hyperbolic and η-twisted logarithmic relations
appearing in the proof of the isomorphism between Milnor-Witt K-theory and the
diagonal part of the Milnor-Witt motivic cohomology ring.
Finally, in §6 we study Milnor-Witt motivic cohomology as a highly structured
ring spectrum. The cancellation theorem shows this is an ΩT -spectrum. This part
is less detailed since it ventures into open problems on effective slices in the sense
of [SØ12, §5].
1. Cartier divisors and Milnor-Witt K-theory
1.1. Cartier divisors. We refer to [Ful98, Appendix B.4] for background on
Cartier divisors. Suppose X is a smooth integral scheme and let D = {(Ui, fi)}
be a Cartier divisor on X . We denote the support of D by |D|. The line bundle
OX(D) associated to D is the OX -subsheaf of k(X) generated by f−1i on Ui [Ful98,
Appendix B.4.4]. Multiplication by f−1i yields an isomorphism between OUi and
the restriction of the line bundle OX(D) to Ui.
In the following we shall associate to the Cartier divisorD a certain cohomology
class
d˜iv(D) ∈ H1|D|(X,K
MW
1 ,OX(D)),
where OX(D) is seen as a graded line bundle of degree 1. Let x ∈ X(1) and choose
i such that x ∈ Ui. Then f−1i is a generator of the stalk of OX(D) at x and a
fortiori a generator of OX(D)⊗ k(X). We may therefore consider the element
[fi]⊗ (fi)
−1 ∈ KMW1 (k(X),OX(D)⊗ k(X)),
and its boundary under the residue homomorphism
∂x : K
MW
1 (k(X),OX(D)⊗ k(X))→ K
MW
0 (k(x), (mx/m
2
x)
∨ ⊗k(x) OX(D)x).
defined in [Mor12, Theorem 3.15] by keeping track of local orientations, see [Mor12,
Remark 3.21].
Definition 1.1.1. With the notation above we set
o˜rdx(D) := ∂x([fi]⊗ (fi)
−1) ∈ KMW0 (k(x), (mx/m
2
x)
∨ ⊗k(x) OX(D)x),
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and
o˜rd(D) :=
∑
x∈X(1)∩|D|
o˜rdx(D) ∈ C1(X,K
MW
1 ,OX(D)).
A priori it is not clear whether o˜rdx(D) is well-defined for any x ∈ X(1) ∩ |D|
since the definition seems to depend on the choice of Ui. We address this issue in
the following result.
Lemma 1.1.2. Let x ∈ X(1) be such that x ∈ Ui ∩ Uj. Then we have
∂x([fi]⊗ (fi)
−1) = ∂x([fj ]⊗ (fj)
−1).
Proof. Note that fi/fj ∈ OX(Ui ∩ Uj)× and a fortiori fi/fj ∈ O×X,x. This
implies the equalities
[fi]⊗ (fi)
−1 = [fi]⊗ (fj/fi)(fj)
−1 = 〈fj/fi〉[fi]⊗ (fj)
−1.
Using that [fj ] = [(fj/fi)fi] = [fj/fi] + 〈fj/fi〉[fi] we deduce
[fi]⊗ (fi)
−1 = [fj ]⊗ (fj)
−1 − [fj/fi]⊗ (fj)
−1.
Since fj/fi ∈ O×X,x we have ∂x([fj/fi]) = 0, and the result follows. 
Lemma 1.1.3. The boundary homomorphism
d1 : C1(X,K
MW
1 ,OX(D))→ C2(X,K
MW
1 ,OX(D))
vanishes on the class o˜rd(D) in Definition 1.1.1, i.e., we have d1(o˜rd(D)) = 0.
Proof. For x ∈ X(2) we set Y := Spec(OX,x) and consider the boundary map
d1,Y : C1(Y,K
MW
1 ,OX(D)|Y )→ K
MW
−1 (k(x),∧
2(mx/m
2
x)
∨ ⊗k(x) OX(D)x).
Since the boundary homomorphism d1 is defined componentwise it suffices to show
the restriction o˜rd(D)Y of o˜rd(D) to Y vanishes under d1,Y . We may choose i such
that x ∈ Ui and write
o˜rd(D)Y =
∑
y∈Y (1)∩|D|
o˜rdy(D).
Then the map Y → Ui induces a commutative diagram of complexes:
C0(Ui,K
MW
1 ,OX(D)|Ui )
d0,Ui// C1(Ui,KMW1 ,OX(D)|Ui )
d1,Ui//

C2(Ui,K
MW
1 ,OX(D)|Ui )

C0(Y,K
MW
1 ,OX(D)|Y )
d0,Y // C1(Y,KMW1 ,OX(D)|Y )
d1,Y // C2(Y,KMW1 ,OX(D)|Y )
Here o˜rd(D)Y is the image of o˜rd(D)Ui under the middle vertical map. Thus it
suffices to show that d1,Ui vanishes on o˜rd(D)Ui . The latter follows from the equality
o˜rd(D)Ui = d0,Ui([fi]⊗ (fi)
−1).

Definition 1.1.4. We write d˜iv(D) for the class of o˜rd(D) in H1|D|(X,K
MW
1 ,OX(D)).
Remark 1.1.5. The image of d˜iv(D) under the extension of support homomorphism
H1|D|(X,K
MW
1 ,OX(D))→ H
1(X,KMW1 ,OX(D))
equals the Euler class of OX(D)∨ [AF16, §3].
Having defined the cocycle associated to a Cartier divisor, we can now intersect
with cocycles. Let us first recall what we mean by a proper intersection.
1. CARTIER DIVISORS AND MILNOR-WITT K-THEORY 79
Definition 1.1.6. Let T ⊂ X be a closed subset of codimension d. If D is a Cartier
divisor on X , we say that D and T intersect properly if the intersection of T and D
is proper, i.e., if any component of |D| ∩T is of codimension ≥ d+1. Equivalently,
the intersection between D and T is proper if the generic points of T are not in |D|.
Definition 1.1.7. Let L be a (graded) line bundle on X and α ∈ HiT (X,K
MW
j ,L).
We write D · α for the class of d˜iv(D) · α in Hi+1T∩|D|(X,K
MW
j+1 ,OX(D) ⊗ L) (and
α · D for the class of α · d˜iv(D)). Note in particular that D · 1 = d˜iv(D) ∈
H1|D|(X,K
MW
1 ,OX(D)).
Remark 1.1.8. Since OX(D) has degree 1 (as a graded line bundle), it follows from
[Fas07, Lemmas 4.19 and 4.20] or [CF, §3] that
D · α = α ·D.
Recall the canonical bundle of X ∈ Smk is defined by ωX/k := ∧dXΩ1X/k. Here,
∧dX is the exterior power to the dimension dX of X and Ω1X/k is the cotangent
bundle on X .
Lemma 1.1.9. Let D be the principal Cartier divisor on Gm = Spec(k[t±1]) defined
by
g := (tn+1 − 1)/(tn+1 − t) ∈ k(t).
Denote by OGm → OGm(D) and OGm → ωGm/k the evident trivializations, and let
χ : H1|D|(Gm,K
MW
1 ,OGm(D))→ H
1
|D|(Gm,K
MW
1 , ωGm/k)
denote the induced isomorphism. For p : Gm → Spec(k) and the induced push-
forward map
p∗ : H
1
|D|(Gm,K
MW
1 , ωGm/k)→ K
MW
0 (k),
we have p∗χ(D · 1) = 〈−1〉.
Proof. Consider the sequence
K
MW
1 (k(t), ωk(t)/k)
d0 // C1(P1,KMW1 , ωP1/k) // K
MW
0 (k),
where the rightmost map is a sum of the (cohomological) transfer maps defined
for instance in [Mor12, Definition 4.26], see also [Fas08, §10.4]. Since the push-
forward map
p∗ : H
1(P1,KMW1 , ωP1/k)→ K
MW
0 (k)
is well defined [Fas08, Cor. 10.4.5], it follows that the composition in the sequence
is trivial, see also [Fas08, Chapitre 8]. Let D be the principal Cartier divisor on P1
defined by g. The evident trivialization OP1 → OP1(D) together with the canonical
isomorphism
H1(P1,KMW1 , ωP1/k) ≃ H
1(P1,KMW1 )
yield an isomorphism
χ : H1
|D|
(P1,KMW1 ,OP1(D))
≃
−→ H1
|D|
(P1,KMW1 , ωP1/k),
and we have p∗χ(D ·1) = 0. The restriction of the intersection product D ·1 to Gm
equals D · 1, so that
D · 1 = D · 1 + o˜rd∞(D) + o˜rd0(D).
It is straightforward to check that o˜rd∞(D) = 0. Next we compute o˜rd0(D). Using
the equality
g = t−1(tn+1 − 1)/(tn − 1),
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we obtain
∂0([g]⊗ g
−1) = ∂0([(t
n+1 − 1)/(tn − 1)]⊗ g−1 + 〈(tn+1 − 1)/(tn − 1)〉[t−1]⊗ g−1)
= ∂0(〈(t
n+1 − 1)/(tn − 1)〉[t−1]⊗ g−1)
= ∂0(〈(t
n+1 − 1)/(tn − 1)〉 · ǫ[t]⊗ g−1)
= ǫ⊗ (t⊗ g−1).
Thus χ(D · 1) = χ(D · 1) + ǫ, where ǫ is seen as an element of KMW0 (k) ⊂
C1(P
1,KMW1 , ωP1/k). Finally, we have
0 = p∗(χ(D · 1)) = p∗(χ(D · 1) + ǫ) = p∗(χ(D · 1)) + ǫ,
and it follows that p∗(χ(D · 1)) = −ǫ = 〈−1〉. 
2. Cancellation for Milnor-Witt correspondences
If X,Y ∈ Smk we follow the convention in [Voe10, §4] by letting XY be short
for the fiber product X×kY . We denote the dimension of Y ∈ Smk by dY . Suppose
α ∈ C˜ork(GmX,GmY ) is a finite Milnor-Witt correspondence. It has a well-defined
support by Ch. 2, Definition 4.1.7 which we denote by T := supp(α), so that
α ∈ HdY +1T (GmXGmY,K
MW
dY+1, ωGmY ),
where ωGmY is the pull-back of the canonical sheaf of GmY along the relevant
projection, sitting in degree dY +1 as a graded line bundle. Let t1 and t2 denote the
(invertible) global sections on GmXGmY obtained by pulling back the coordinate
onGm under the projections on the first and third factor ofGmXGmY , respectively.
Recall from [Voe10, §4] that there exists a natural number N(α) ∈ N such that
for all n ≥ N(α) the rational function
gn := (t
n+1
1 − 1)/(t
n+1
1 − t2)
defines a principal Cartier divisor D(gn) on GmXGmY having the property that
D(gn) and T intersect properly, and further that |D(gn)| ∩ T is finite over X . If
n ≥ N(α), we say that D(gn) is defined relative to α. Unless otherwise specified,
we always assume in the sequel that the Cartier divisors are defined relative to the
considered cycles, e.g., for D := D(gn) and α.
We can consider
D · α ∈ HdY +2T∩|D|(GmXGmY,K
MW
dY+2,O(D)⊗ ωGmY ),
where O(D) is of degree 1, and the isomorphisms of graded line bundles (all of
degree 1)
O(D) ≃ OGmXGmY ≃ ωGm/k.
Using the canonical isomorphism
(1) ωGmGmY ≃ p
∗ωGm/k ⊗ ωGmY ,
we obtain
D · α ∈ HdY +2T∩|D|(GmXGmY,K
MW
dY+2, ωGmGmY ),
where the latter is the usual trivialization of ωGm/k (choosing dt1 as generator). By
permuting the first two factors in the product GmXGmY we finally obtain
D · α ∈ HdY +2T∩|D|(XGmGmY,K
MW
dY+2, ωGmGmY ),
which can be viewed as an element of C˜ork(X,GmGmY ).
Definition 2.0.1. Let ρn(α) ∈ C˜ork(X,Y ) be the composite ofD·α ∈ C˜ork(X,GmGmY )
with the projection map GmGmY → Y .
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Lemma 2.0.2. For α ∈ C˜ork(X,Y ) and 1× α ∈ C˜ork(GmX,GmY ) we have
ρn(1× α) = 〈−1〉α.
Proof. Let ∆ : Gm → GmGm be the diagonal embedding, and consider the
commutative diagram of Cartesian squares in Smk, where all the maps apart from
∆ and ∆× 1 are projections:
GmXY
p′2 //
∆×1

Gm
∆

GmGmXY
p1

p2 // GmGm

XY
p // Spec(k)
We have 1×α = p∗2∆∗(〈1〉) ·p
∗
1α by definition, while the base change formula Ch. 2,
Proposition 3.1.1 imply 1 × α = (∆ × 1)∗(〈1〉) · p∗1α. On the other hand, let D
′ be
the principal Cartier divisor on GmGm defined by
gn(t1, t2) := (t
n+1
1 − 1)/(t
n+1
1 − t2),
and let D′′ be the principal Cartier divisor on Gm defined by
gn(t) := (t
n+1 − 1)/(tn+1 − t).
Since ∆∗(D′) = D′′ and p∗2D
′ = D we obtain D · (1×α) = p∗2D
′ · (∆×1)∗(〈1〉) ·p∗1α.
Now, using (1×∆)∗(p∗2D
′) = (p′2)
∗D′′ and the projection formula, we obtain
D · (1 × α) = (∆× 1)∗((p
′
2)
∗D′′) · p∗1α.
By composing this Milnor-Witt correspondence with p1, which is tantamount to
applying (p1)∗ by Ch. 2, Example 4.3.4, we obtain
ρn(1× α) = (p1)∗((1 ×∆)∗((p
′
2)
∗D′′) · p∗1α) = (p
∗q∗(D
′′ · 〈1〉)) · α,
where q : Gm → Spec(k). The result follows now from Lemma 1.1.9. 
Remark 2.0.3. One has to be a bit careful when applying (p1)∗. Indeed, D · (1×α)
is an element of a Chow-Witt group with twist in the graded line bundle (2 +
dY , ωGmGmY ). Now, one has to use the canonical isomorphisms (involving the sign
(−1)dXdY )
(2 + dY , ωGmGmY ) = (dX , ωX)⊗ (−dX , ω
∨
X)⊗ (2 + dY , ωGmGmY )
= (2 + dX + dY , ωXGmGmY )⊗ (−dX , ω
∨
X),
and
(dY , ωY ) = (dX , ωX)⊗ (−dX , ω
∨
X)⊗ (dY , ωY )
= (dX + dY , ωXY )⊗ (−dX , ω
∨
X),
involving the same sign.
Lemma 2.0.4. For the Milnor-Witt correspondence
eX : GmX
q
−→ X
{1}×id
−−−−→ GmX,
where q is the projection map, we have ρn(eX) = 0 for any n ∈ N.
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Proof. As in [Voe10, Lemma 4.3 (ii)], note that the cycle representing the
above composite is the image of the unit 〈1〉 ∈ KMW0 (GmX) under the push-forward
homomorphism
f∗ : K
MW
0 (GmX)→ H
dX+1
f(GmX)
(GmXGmX,K
MW
dX+1, ωGmX)
for the map f : GmX → GmXGmX given as the diagonal on X and by t 7→ (t, 1)
on Gm. The result follows now from the projection formula since f∗D(gn) = 1 for
all n ∈ N. 
Lemma 2.0.5. Suppose D := D(gn) is defined relative to α ∈ C˜ork(GmX,GmY ).
Then for any Milnor-Witt correspondence β : X ′ → X, D is defined relative to
α ◦ (1× β), and we have
ρn(α ◦ (1× β)) = ρn(α) ◦ β.
Proof. For the fact that D is defined relative to α◦(1×β) we refer to [Voe10,
Lemma 4.4]. For the second assertion we note that ρn(α) ◦ β is the composite
X ′
β
→ X
D·α
−−→ GmGmY
q
→ Y,
while ρn(α ◦ (1× β)) is the composite
X ′
D·(α◦(1×β))
−−−−−−−−→ GmGmY
q
→ Y.
Thus it suffices to prove that
D · (α ◦ (1× β)) = (D · α) ◦ β.
Consider the following diagram:
X ′GmGmY
sY
((
sX
##
X ′XGmGmY
qXY //
pX′X

π
hhPPPPPPPPPPPP
XGmGmY
qY //
pY

GmGmY
X ′X
qX
//
pX′

X
X ′
By definition and functoriality of the pull-back we have
(D · α) ◦ β = π∗(p
∗
X′Xβ · q
∗
XY (D · α)) = π∗(p
∗
X′Xβ ·D
′ · q∗XY α),
where D′ is the pull-back of D along the projection X ′XGmGmY → GmGm. On
the other hand, a direct computation involving the base change formula (Ch. 2,
Proposition 3.1.1) shows that
α ◦ (1× β) = π∗(p
∗
X′Xβ · q
∗
XY α).
Let D′′ be the pull-back of D along the projection X ′GmGmY → GmGm. Using
respectively the projection formula and the (skew-)commutativity of Chow-Witt
groups, we find
D′′ · π∗(p
∗
X′Xβ · q
∗
XY α) = π∗(D
′ · p∗X′Xβ · q
∗
XY α)
= π∗(p
∗
X′Xβ ·D
′ · q∗XY α).

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Lemma 2.0.6. Suppose D := D(gn) is defined relative to α ∈ C˜ork(GmX,GmY ).
Then for any map of schemes f : X ′ → Y ′, D(gn) is defined relative to α× f , and
we have
ρn(α× f) = ρn(α)× f.
Proof. Omitting the required permutations, the product α × f is defined
by the intersection product of the pull-backs on GmXGmY X ′Y ′ along the corre-
sponding projections of α and the graph Γf . To compute ρn(α × f) we multiply
(on the left) by d˜ivD (again omitting the permutations). On the other hand, the
correspondence ρn(α)×f is obtained by multiplying d˜ivD, α, and Γf along the rel-
evant projections. Thus the assertion follows from associativity of the intersection
product. 
Recall that c˜{1} is the cokernel of the morphism c˜(Spec(k))→ c˜(Gm) induced
by the unit for the multiplicative group scheme Gm.
Lemma 2.0.7. The twist map
σ : c˜(Gm)⊗ c˜(Gm)→ c˜(Gm)⊗ c˜(Gm)
induces a map
σ : c˜{1} ⊗ c˜{1} → c˜{1} ⊗ c˜{1},
which is A1-homotopic to multiplication by ǫ.
Proof. The claim that σ induces a map c˜{1} ⊗ c˜{1} → c˜{1} ⊗ c˜{1} follows
immediately from the definition. By the proof of [Voe10, Lemma 4.8], g⊗ f : X →
GmGm is A1-homotopic to f⊗g−1 for all X ∈ Smk and f, g ∈ O(X)×. We are thus
reduced to proving that c˜{1} → c˜{1} induced by the map Gm → Gm sending z to
z−1 is A1-homotopic to multiplication by ǫ. Its graph in GmGm = Spec(k[t±11 , t
±1
2 ])
is given by the prime ideal (t2 − t−11 ), while the graph of the identity is given by
(t2 − t1). We note that their product equals
(t2 − t
−1
1 )(t2 − t1) = t
2
2 − (t1 + t
−1
1 )t2 + 1.
On the other hand, we can consider (t2 − 1)2 and the polynomial
F := t22 − t2(u(t1 + t
−1
1 ) + 2(1− u)) + 1 ∈ k[t
±1
1 , t
±1
2 , u].
It is straightforward to check that the vanishing locus of F defines a closed subset
V(F ) in GmA1Gm which is finite and surjective over GmA1. The same properties
hold for V(G), where G := t22 − 2t2(1− 2u) + 1.
We define F1 := (t1 − t−11 )F , F2 := (t1 + 1)G, and consider the element
α := [F1]⊗ dt2 − 〈2〉[F2]⊗ dt2 − 〈2〉[t1 − 1]⊗ dt2 ∈ K
MW
1 (k(u, t1, t2), ωGm)
together with its image under the residue homomorphism
d : KMW1 (k(u, t1, t2), ωGm)→
⊕
x∈(GmA1Gm)(1)
K
MW
0 (k(x), ωGm)
of [Mor12, Remark 3.21]. The polynomial F1 ramifies at F and at (t1 − t−11 ) =
t−11 (t1 − 1)(t1 + 1). The residue of [F1]⊗ dt2 at (t1 − 1) is
〈2〉 ⊗ (t1 − 1)dt2,
while its residue at t1 + 1 is
〈2(t22 − 2t2(1− 2u) + 1)〉 ⊗ (t1 + 1)dt2.
On the other hand, the residue of 〈2〉[F2]⊗ dt2 at (t1 + 1) is
〈2(t22 − 2t2(1− 2u) + 1)〉 ⊗ (t1 + 1)dt2.
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It follows that α is unramified at both (t1 + 1) and (t1 − 1). Hence the residue of
α defines a Milnor-Witt correspondence GmA1 → Gm of the form
d(α) ∈ H1V(F )(GmA
1Gm,K
MW
1 , ωGm) ⊂ C˜ork(GmA
1,Gm).
We now compute the restriction of d(α) at u = 0 and u = 1, i.e., we compute the
image of d(α) along the morphisms C˜ork(GmA1,Gm)→ C˜ork(Gm,Gm) induced by
the inclusions Spec(k)→ A1 at u = 0 and u = 1. Its restriction d(α)(0) to u = 0 is
supported on V(t2 − 1) and is thus trivial on c˜{1}(Gm). Its restriction d(α)(1) to
u = 1 takes the form
〈1〉 ⊗ (t2 − t1)dt2 + 〈−1〉 ⊗ (t2 − t
−1
1 )dt2 + 〈1,−1〉 ⊗ (t2 + 1)dt2.
It follows that d(α)(1) is A1-homotopic to 0. To conclude we are reduced to showing
that 〈1,−1〉⊗(t2+1)dt2 is A1-homotopic to 0. This is obtained using the polynomial
[G] by observing that the restriction to u = 0 of the residue of G is supported on
V(t2 − 1), while the restriction to u = 1 is precisely 〈1,−1〉 ⊗ (t2 + 1)dt2. 
Theorem 2.0.8. Let F be a Milnor-Witt presheaf and let p : c˜(X) → F be an
epimorphism of presheaves. Suppose
φ : c˜{1} ⊗ F → c˜{1} ⊗ c˜(Y )
is a morphism of presheaves with Milnor-Witt transfers. Then there exists a unique
up to A1-homotopy morphism ψ : F → c˜(Y ) such that φ ∼= id⊗ ψ.
Proof. Precomposing φ with the projection c˜(Gm) ⊗ F → c˜{1} ⊗ F and
postcomposing with the monomorphism c˜{1} ⊗ c˜(Y ) → c˜(Gm) ⊗ c˜(Y ), we get a
morphism φ˜ : c˜(Gm) ⊗ F → c˜(Gm) ⊗ c˜(Y ). Composing φ˜ with id ⊗ p yields a
morphism of presheaves
α : c˜(Gm)⊗ c˜(X)→ c˜(Gm)⊗ c˜(Y ),
i.e., a Milnor-Witt correspondence α ∈ C˜ork(GmX,GmY ). Choose n ≥ N(α) such
that D(gn) be defined relative to α. Using Lemma 2.0.5, we get a morphism of
presheaves ρn(φ˜) : F → c˜(Y ). We set ψ := 〈−1〉ρn(φ˜). If φ = id⊗ ψ′ for some ψ′ :
F → c˜(Y ) we have α = id⊗ ψ′p. Lemma 2.0.2 shows that ρn(α) = 〈−1〉ψ′p. Thus
ψ = ψ′, implying the uniqueness part of the theorem as in [Voe10, Theorem 4.6].
To conclude, we need to observe there is an A1-homotopy id⊗ 〈−1〉ρn(φ˜) ≃ φ.
Let
φ˜∗ : F ⊗ c˜(Gm)→ c˜(Y )⊗ c˜(Gm)
be the morphism obtained by permutation of the factors, and let
φ∗ : F ⊗ c˜{1} → c˜(Y )⊗ c˜{1}
be the naturally induced morphism. Using Lemma 2.0.7, we see that idc˜{1} ⊗ φ∗
and φ ⊗ idc˜{1} are A1-homotopic. Using Lemmas 2.0.2, 2.0.5, and 2.0.6 it follows
that ρn(φ˜)⊗ idc˜{1} = 〈−1〉φ∗. That is, we have φ = idc˜{1} ⊗ 〈−1〉ρn(φ˜). 
Analogous to [Voe10, Corollary 4.9] we deduce from Theorem 2.0.8 the follow-
ing result for the Suslin complex of Milnor-Witt sheaves defined via the internal
Hom object Hom and the standard cosimplicial scheme.
Corollary 2.0.9. For any Y ∈ Smk, the morphism
c˜(Y )→ Hom(c˜{1}, c˜(Y )⊗ c˜{1})
induces for any smooth scheme X a quasi-isomorphism of complexes
Csing∗ (c˜(Y ))(X)
∼
−→ Csing∗ (Hom(c˜{1}, c˜(Y )⊗ c˜{1}))(X).
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3. Zariski vs. Nisnevich hypercohomology
Throughout this short section we assume that k is an infinite perfect field. Let
us first recall the following result from Ch. 3, Theorem 3.2.9.
Theorem 3.0.1. Let F be an A1-invariant Milnor-Witt presheaf. Then the associ-
ated Milnor-Witt sheaf a˜(F) is strictly A1-invariant. Moreover, the Zariski sheaf
associated with F coincides with a˜(F), and for all i ∈ N and X ∈ Smk there is a
natural isomorphism
HiZar(X, a˜(F))
≃
−→ HiNis(X, a˜(F)).
We now derive some consequences of Theorem 3.0.1 following [MVW06, §13].
Proposition 3.0.2. Let f : C → D be a morphism of complexes of Milnor-Witt
presheaves. Suppose their cohomology presheaves are homotopy invariant and that
C (Spec(F ))→ D(Spec(F )) is a quasi-isomorphism for every finitely generated field
extension F/k. Then the induced morphism on the associated complexes of Zariski
sheaves is a quasi-isomorphism.
Proof. Consider the mapping cone Cf of f . The five lemma implies that
the cohomology presheaves Hi(Cf ) are homotopy invariant and have Milnor-Witt
transfers. The associated Nisnevich Milnor-Witt sheaves are strictly A1-invariant
by Theorem 3.0.1. We have a˜(Hi(Cf ))(Spec(F )) = 0 by assumption. By [Mor12,
Theorem 2.11] it follows that a˜(Hi(Cf )) = 0. This finishes the proof by applying
Theorem 3.0.1. 
By following the proof of [MVW06, Theorem 13.12] with Theorem 3.0.1 and
Proposition 3.0.2 in lieu of the references in loc. cit., we deduce the following result.
Theorem 3.0.3. Suppose F is a Milnor-Witt presheaf such that the Nisnevich sheaf
a˜(F) = 0. Then a˜(Csing∗ (F)) is quasi-isomorphic to 0. The same result holds for
the complex of Zariski sheaves associated to Csing∗ (F).
Corollary 3.0.4. Let f : C → D be a morphism of bounded above complexes of
Milnor-Witt presheaves. Suppose f induces a quasi-isomorphism f : C (X)→ D(X)
for all Hensel local schemes X. Then Tot(Csing∗ (C ))(Y ) → Tot(C
sing
∗ (D))(Y ) is a
quasi-isomorphism for every regular local ring Y .
Proof. The proof of [MVW06, Corollary 13.14] applies mutatis mutandis.

Corollary 3.0.5. For every X ∈ Smk and regular local ring Z, the morphism of
Milnor-Witt presheaves c˜(X)→ Z˜(X) induces a quasi-isomorphism of complexes
Csing∗ (c˜(X))(Z)
≃
−→ Csing∗ (Z˜(X))(Z).
There are naturally induced isomorphisms
HiZar(Y,C
sing
∗ (c˜(X))) ≃ H
i
Zar(Y,C
sing
∗ (Z˜(X))) ≃ H
i
Nis(Y,C
sing
∗ (Z˜(X)))
for every Y ∈ Smk.
Proof. The isomorphism
HiZar(Y,C
sing
∗ (c˜(X))) ≃ H
i
Zar(Y,C
sing
∗ (Z˜(X)))
follows immediately from Corollary 3.0.4. The second isomorphism follows from
Ch. 3, Corollary 3.2.12. 
In the same vein, we have the following result.
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Corollary 3.0.6. For every X ∈ Smk and regular local ring Z, the morphism of
Milnor-Witt presheaves
c˜(X)⊗ c˜{1} → Z˜(X)⊗ Z˜{1}
induces a quasi-isomorphism of complexes
Csing∗ (c˜(X)⊗ c˜{1})(Z)
≃
−→ Csing∗ (Z˜(X)⊗ Z˜{1})(Z).
There are naturally induced isomorphisms
HiZar(Y,C
sing
∗ (c˜(X)⊗c˜{1})) ≃ H
i
Zar(Y,C
sing
∗ (Z˜(X)⊗Z˜{1})) ≃ H
i
Nis(Y,C
sing
∗ (Z˜(X)⊗Z˜{1}))
for every Y ∈ Smk.
Proof. In the Nisnevich topology, c˜(X)⊗ c˜{1} → Z˜(X)⊗ Z˜{1} is locally an
isomorphism and the proof of the previous corollary applies verbatim. 
4. The embedding theorem for Milnor-Witt motives
Theorem 4.0.1. Let k be an infinite perfect field. Then for all complexes C and D
of Milnor-Witt sheaves, the morphism
Hom
D˜Meff(k,Z)
(C ,D)→ Hom
D˜Meff(k,Z)
(C (1),D(1))
obtained by tensoring with the Tate object Z˜(1) is an isomorphism.
Proof. Obviously, one can replace the Tate object Z˜(1) by the Gm-twist Z˜{1}.
Using the internal Hom functor, one is reduced to proving there is a canonical
isomorphism
D → RHom(Z˜{1},D{1})
for every Milnor-Witt motivic complex D . Since Z˜{1} is a compact object in
D˜Meff(k,Z) by Ch. 3, Proposition 3.2.21 and D is a homotopy colimit of complexes
obtained by suspensions of sheaves Z˜(Y ) for some smooth scheme Y , one is reduced
to considering the case where D = Z˜(Y ).
For every n ∈ Z and X ∈ Smk, we have
Hom
D˜Meff(k,Z)
(Z˜(X), Z˜(Y )[n]) = HnNis(X,C
sing
∗ (Z˜(Y )))
by Ch. 3, Corollaries 3.1.8 and 3.2.14, while
Hom
D˜Meff(k,Z)
(Z˜(X),RHom(Z˜{1}, Z˜(Y ){1})[n]) = Hom
D˜Meff(k,Z)
(Z˜(X){1}, Z˜(Y ){1}[n])
is the cokernel of the morphism
HnNis(X,C
sing
∗ (Z˜(Y ){1}))→ H
n
Nis(XGm,C
sing
∗ (Z˜(Y ){1}))
induced by the projection XGm → X . In view of Corollaries 3.0.5 and 3.0.6, we
are reduced to proving that the tensor product by Z˜{1} induces an isomorphism in
Zariski hypercohomology. This follows from Corollary 2.0.9. 
The category of Milnor-Witt motives D˜M(k,Z) is obtained from D˜Meff(k,Z) by
⊗-inversion of the Tate object in the context of the stable model category structure
on Z˜(1)-spectra (see Ch. 3, §3.3). By construction there is a "Z˜(1)-suspension"
functor relating these two categories (see Ch. 3, Proposition 3.3.7). From Theorem
4.0.1 we immediately deduce the analogue for Milnor-Witt motives of Voevodsky’s
embedding theorem.
Corollary 4.0.2. Let k be an infinite perfect field. There is a fully faithful sus-
pension functor
D˜M
eff
(k,Z)→ D˜M(k,Z).
5. EXAMPLES OF A1-HOMOTOPIES 87
5. Examples of A1-homotopies
The purpose of this section is to perform a number of computations which will
be useful both in Ch. 5and Ch. 3. Let us first briefly recall the definition of the first
motivic Hopf map in the context of Milnor-Witt correspondences. The computation
in Ch. 2, Lemma 3.1.8 shows that
C˜ork(Gm, Spec(k)) = K
MW
0 (Gm) = K
MW
0 (k)⊕K
MW
−1 (k) · [t].
Here, the naturally defined class [t] ∈ KMW1 (k(t)) is an element of the subgroup
K
MW
1 (Gm) since it has trivial residues at all closed points of Gm. Thus we have
the element
η[t] ∈ C˜ork(Gm, Spec(k)) = K
MW
0 (Gm).
Under pull-back with the k-rational point 1: Spec(k) → Gm the element [t] ∈
K
MW
1 (Gm) goes to [1] = 0 ∈ K
MW
1 (k). Thus η[t] pulls back trivially toK
MW
0 (k), and
defines a morphism of presheaves with MW-transfers s(η) ∈ Hom(c˜{1}, c˜(Spec(k))).
Now, c˜(Spec(k)) = KMW0 is a sheaf with MW-transfers, and it follows from Ch. 3,
Proposition 1.2.11 that this morphism induces a morphism of sheaves with MW-
transfers Z˜{1} → Z˜, which we also denote by s(η).
For any (essentially) smooth scheme X ∈ Smk the bigraded Milnor-Witt mo-
tivic cohomology group Hn,iMW(X,Z) is defined using the complex Z˜{i} Ch. 3, §3.3.3.
There is a graded ring structure on the Milnor-Witt motivic cohomology groups
satisfying the commutativity rule in Ch. 3, Theorem 4.1.6. Moreover, by Ch. 3,
§4.2.1, every unit a ∈ F× (where F is a finitely generated field extension of k)
gives rise to an element of C˜ork(Spec(F ),Gm) and also a Milnor-Witt motivic co-
homology class s(a) ∈ H1,1MW(F,Z). Next, it follows from Ch. 3, §4.2.1 that s(η)
yields a well-defined class in H−1,−1MW (k,Z) and thus a class in H
−1,−1
MW (F,Z) by pull-
back. The definitions of s(η) and s(a) apply more generally to (essentially) smooth
k-schemes Ch. 3, §4.2.1.
In analogy with motivic cohomology and MilnorK-theory, the integrally graded
diagonal part of Milnor-Witt motivic cohomology can be identified with Milnor-
Witt K-theory as sheaves of graded rings Ch. 3, Theorem 4.2.3. Using cancellation
for Milnor-Witt correspondences we show results which are absolutely crucial for
establishing the mentioned identification.
Lemma 5.0.1. For every unit a ∈ O(X)× we have
1 + s(a)s(η) = 〈a〉 ∈ H0,0MW(X,Z) = K
MW
0 (X).
Proof. For the function field k(X) of X , the naturally induced map
H0,0MW(X,Z) = K
MW
0 (X)→ K
MW
0 (k(X)) = H
0,0
MW(k(X),Z)
is injective. We are thus reduced to proving the result for X = Spec(F ), where F
is a finitely generated field extension of the base field k. Since this claim is obvious
when a = 1, we may assume that a 6= 1.
Consider the following diagram
Spec(F )GmGm
p //
q

Gm
Spec(F )
Γa // Spec(F )Gm
where q is the projection on the first two factors, p is the projection on the third
factor, and Γa is the graph of a. By construction s(a) is the image of the cycle
(Γa)∗(〈1〉) ∈ H
1
(t−a)(F [t
±1],KMW1 , ωF [t±1]/F ) ⊂ C˜ork(F,Gm).
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On the other hand, s(η) corresponds to η[t] ∈ KMW0 (Gm) and the product is rep-
resented by the exterior product α of correspondences between s(a) and s(η), i.e.,
α := q∗s(a)·p∗s(η). We now want to apply the cancellation theorem to this element.
However, we need a correspondence from Spec(F )Gm → Gm (and in particular, we
need a twist by p∗3ωGm). One way to achieve this is to consider the Cartesian
diagram
Spec(F )Gm
Γ //
p1

Spec(F )GmGm
p2 //
p3

Gm
Spec(F )
Γa // Spec(F )Gm
where p1 is the projection on the first factor, p3 is the projection on the first and
third factor, p2 is the projection on the second factor, and Γa is the graph of a.
We now consider p∗3s(a) · p
∗
2s(η) which indeed can be seen as a finite Milnor-Witt
correspondence. The relevant Cartier divisor for the procedure described in §2 is
defined by the rational function
gn := (t
n+1
1 − 1)/(t
n+1
1 − t2).
In this case we may choose N(α) = 1. Since α := p∗3s(a)·p
∗
2s(η) and the intersection
product is associative, setting D := D(g0) we find that
D · α = (D · p∗3s(a)) · p
∗
2s(η).
Moreover, using the base change and projection formulas, we get
D · p∗2s(a) = D · Γ∗(〈1〉) = Γ∗(Γ
∗(D)).
Now D′ := Γ∗(D) is the Cartier divisor on Spec(F )Gm defined by the rational
function
g′ := (t− 1)/(t− a).
Its divisor takes the form
d˜iv(D′) = 〈1− a〉 ⊗ (t− 1)∨ ⊗ dt+ ǫ〈a− 1〉 ⊗ (t− a)∨ ⊗ dt,
and its push-forward equals
Γ∗(d˜iv(D
′)) = 〈1−a〉⊗(t1−1)
∨∧(t2−a)
∨⊗dt1∧dt2+ǫ〈a−1〉⊗(t1−a)
∨∧(t2−a)
∨⊗dt1∧dt2.
The first factor is supported on the base point (of the first copy of Gm) and we can
forget it in our computations below. Multiplying by p∗2s(η) amounts to multiplying
by η[a] on the second factor, and then pushing forward to Spec(F ). We find that
ǫ〈a− 1〉η[a] = −〈1− a〉η[a]. Moreover,
〈1− a〉η[a] = (1 + η[1 − a])η[a] = η[a],
and it follows that ρn(s(a)s(η)) = −η[a]. Hence 〈−1〉ρn(s(a)s(η)) = η[a] and the
result follows from Theorem 2.0.8. 
Let µ : GmGm → Gm denote the multiplication map, and let pi : GmGm → Gm
for i = 1, 2 denote the projection map. We consider the corresponding graphs Γµ,
Γi, and their associated Milnor-Witt correspondences γ˜µ, γ˜i. By construction we
have (Γµ)∗(〈1〉) = γ˜µ and (Γi)∗(〈1〉) = γ˜i. One checks that
γ˜µ − γ˜1 − γ˜2 ∈ C˜ork(GmGm,Gm)
induces a morphism of Milnor-Witt presheaves α : c˜{1} ⊗ c˜{1} → c˜{1}.
Lemma 5.0.2. The morphism of Milnor-Witt presheaves α is A1-homotopic to the
suspension of
s(η) : c˜{1} → c˜(Spec(k)).
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Proof. Let t1, t2, t3 denote the respective coordinates of GmGmGm with cor-
responding supports given by supp(γ˜µ) = V(t3 − t1t2), supp(γ˜1) = V(t3 − t1), and
supp(γ˜2) = V(t3 − t2). The Cartier divisors we want to employ are defined by
the equation gn := (tn+12 − 1)/(t
n+1
2 − t3) for some n ≥ 0. We note that D(gn)
intersects properly with both supp(γ˜µ) and supp(γ˜1) if n ≥ 0, while D(gn) and
supp(γ˜2) intersects properly if n ≥ 1. For this reason we set D := D(g1).
Next we compute the intersection product D · (γ˜µ− γ˜1− γ˜2). By the projection
formula, we get
D · γ˜µ = (Γµ)∗(〈1〉) ·D = (Γµ)∗(Γ
∗
µD).
Note that Dµ := Γ∗µD is the principal Cartier divisor associated to the rational
function
gµ := (t
2
2 − 1)/(t
2
2 − t1t2) = t
−1
2 (t
2
2 − 1)/(t2 − t1).
Its associated divisor is given explicitly by
d˜iv(Dµ) = (〈2〉〈1−t1〉⊗(t2−1)
∨+〈−2〉〈1+t1〉⊗(t2+1)
∨−〈t1〉〈1−t
2
1〉⊗(t2−t1)
∨)⊗dt2.
Similarly for γ˜i we get Cartier divisors Di := Γ∗iD for which
d˜iv(D1) = (〈2〉〈1−t1〉⊗(t2−1)
∨+〈−2〉〈1−t1〉⊗(t2+1)
∨−〈1−t1〉⊗(t
2
2−t1)
∨)⊗dt2,
and
d˜iv(D2) = 〈1〉 ⊗ (t2 + 1)
∨ ⊗ dt2.
Pushing forward along Γµ, Γ1, Γ2, and cancelling terms, we find an expression for
D · (γ˜µ − γ˜1 − γ˜2) of the form (α+ β)dt2 ∧ dt3, with
β = −〈t1(1−t
2
1)〉⊗(t2−t1)
∨∧(t3−t
2
2)
∨+〈1−t1〉⊗(t
2
2−t1)
∨∧(t3−t
2
2)
∨−〈1〉⊗(t2+1)
∨∧(t3+1)
∨,
and
α = 〈−2〉〈1 + t1〉 ⊗ (t2 + 1)
∨ ∧ (t3 + t1)
∨ − 〈−2〉〈1− t1〉 ⊗ (t2 + 1)
∨ ∧ (t3 − t1)
∨.
In the next step we take the push-forward to
K
MW
0 (Gm) = K
MW
0 (k[t
±1
1 ]) ⊂ K
MW
0 (k(t1)).
Since k(x1) = k(t1) and k(x3) = k(t1), the push-forwards of all terms except the
middle one in β are evident. Note that k(x2)/k(t1) is a degree 2 field extension of
the form k(x2) = k(t2) = k(t1)[t2]/(t22−t1). Thus we need to push-forward the form
〈1 − t22〉〈2t2〉 using the trace map, see [Fas19, Example 1.23]. By the projection
formula, the result is the product of 〈1 − t22〉 = 〈1 − t1〉 with the push-forward of
〈2t2〉. An easy computation shows the push-forward of 〈2t2〉 is hyperbolic, and we
find that the push-forward of (α+β)dt2∧dt3 along the projection GmGmGm → Gm
to the first factor equals
ν := 〈−1〉 − 〈t1(1− t
2
1)〉+ 〈−2〉〈1 + t1〉 − 〈−2〉〈1− t1〉.
Finally, we need to isolate the "pointed" component of ν ∈ C˜ork(Gm, Spec(k)), i.e.,
to compute its image along the projection
C˜ork(Gm, Spec(k))→ c˜{1}(Spec(k)).
This is obtained via the connecting homomorphism
K
MW
0 (Gm)→ H
1
{0}(A
1,KMW0 ) = K
MW
−1 (k),
under which ν 7→ −η[t1] = 〈−1〉η[t1]. Using Theorem 2.0.8, we can finally conclude
that α is A1-homotopic to s(η). 
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6. Milnor-Witt motivic cohomology
In this section we lay the foundations for Milnor-Witt motivic cohomology from
the perspective of motivic functors and structured motivic ring spectra following
the work on motivic cohomology in [DRØ03]. This is of interest in the context
of the very effective slice filtration [SØ12, §5] due to recent work on hermitian
K-theory in [Bac16].
A motivic space with Milnor-Witt transfers is an additive contravariant functor
F : C˜ork → sAb
from the category of Milnor-Witt correspondences to simplicial abelian groups. Let
M˜trk denote the functor category comprised of motivic spaces with Milnor-Witt
transfers. By composition with the opposite of the graph functor Smk → C˜ork
(described explicitly in Ch. 2, §4.3) we obtain the forgetful functor
u : M˜trk →Mk
to motivic spaces over k, i.e. the category of simplicial presheaves on the Nisnevich
site of Smk. By adding Milnor-Witt transfers to motivic spaces we obtain a left
adjoint functor of u, denoted by
Z˜tr : Mk → M˜
tr
k .
More precisely, Z˜tr is the left Kan extension determined by setting
Z˜tr(hX ∧∆
n
+) := C˜ork(−, X)⊗ Z[∆
n].
Here, hX denotes the motivic space represented by X ∈ Smk. Recall that a motivic
functor is an Mk-enriched functor from finitely presented motivic spaces fMk to
Mk [DRØ03, Definition 3.1]. We write MFk for the closed symmetric monoidal
category of motivic functors with unit the full embedding fMk ⊂ Mk. A motivic
functor X is "continuous" in the sense that it induces for all A,B ∈ fMk a map of
internal hom objects
M(A,B)→M(X (A),X (B)),
which is compatible with the enriched composition and identities.
Definition 6.0.1. As a motivic functor, Milnor-Witt motivic cohomology MZ˜ is
the composite
fMk
⊂
−→Mk
Z˜tr−−→ M˜trk
u
−→Mk.
We note that MZ˜ is indeed a motivic functor since for all A,B ∈ fMk there
exist natural maps
M(A,B) ∧ uZ˜tr(A)→ uZ˜trM(A,B) ∧ uZ˜tr(A)→ uZ˜tr(M(A,B) ∧ A)→ uZ˜tr(B).
Lemma 6.0.2. Milnor-Witt motivic cohomology MZ˜ is a commutative monoid in
MFk.
Proof. We note that M˜trk is a closed symmetric monoidal category using
Ch. 3, §1.2.14. Clearly the graph functor Smk → C˜ork is strict symmetric monoidal.
Forgetting the additive structure furnished by Milnor-Witt correspondences is a
lax symmetric monoidal functor. By adjointness it follows that u is lax symmetric
monoidal, and Z˜tr is strict symmetric monoidal. This yields the desired multiplica-
tive structure on MZ˜ via the natural maps
uZ˜tr(A) ∧ uZ˜tr(B)→ u(Z˜tr(A)⊗ Z˜tr(B))→ u(Z˜tr(A ∧B))
defined for all A,B ∈ fMk. 
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Remark 6.0.3. Lemma 6.0.2 and [DRØ03, Theorem 4.2] show the category of
modules over MZ˜ is a cofibrantly generated monoidal model category satisfying
the monoid axiom.
If X is a motivic functor the M-enrichment yields an induced map
A ∧ X (B)→ X (A ∧B)
for all finitely presented A,B ∈ fMk. In particular, for the Thom space T :=
A1/A1 − {0} of the trivial line bundle on A1, there are maps of motivic spaces
T ∧ X (T n) → X (T n+1) for n ≥ 0. By [DRØ03, §3.7] this yields a lax symmetric
monoidal evaluation functor from MFk to motivic symmetric spectra SpΣ(Mk, T )
introduced in [Jar00]. Due to the Quillen equivalence betweenMFk and SpΣ(Mk, T )
[DRØ03, Theorem 3.32] we also write MZ˜ for the corresponding motivic sym-
metric spectrum of Milnor-Witt motivic cohomology. Equivalently, following the
approach in [DRØ03, §4.2], we may view MZ˜ as a motivic symmetric spectrum
with respect to the suspension coordinate (P1,∞). Recall that a motivic symmetric
spectrum E is fibrant if and only if it is an ΩT -spectrum, i.e., En is motivic fibrant
and En → ΩTEn+1 is a motivic weak equivalence for all n ≥ 0. Voevodsky’s cancel-
lation theorem for finite correspondences implies the motivic cohomology spectrum
is fibrant [Voe98, Theorem 6.2]. In the context of Bredon motivic cohomology
and the cancellation theorem for equivariant finite correspondences [HVØ15, The-
orem 9.7], this is shown in [HVØ16, Theorem 3.4, Appendix A.4]. By the same
type of arguments we obtain:.
Theorem 6.0.4. If k is an infinite perfect field then the Milnor-Witt motivic coho-
mology spectrum MZ˜ is an ΩT -spectrum in SpΣ(Mk, T ).
Remark 6.0.5. Along the lines of [HVØ16, Theorem 3.4] one can show that MZ˜
represents Milnor-Witt motivic cohomology groups as defined in D˜Meff(k,Z) Ch. 3,
Definition 4.1.1.
Due to work of Morel [Mor04] the integral graded homotopy module of the
unramified Milnor-Witt K-theory sheaf corresponds to a motivic spectrum M♥Z˜
in the heart SH♥(k) of the homotopy t-structure on the stable motivic homotopy
category SH(k). Here the equivalence of categories between homotopy modules,
i.e. sequences {Fn}n∈Z of strictly A1-homotopy invariant sheaves of abelian groups
together with contraction isomorphisms Fn ∼= (Fn+1)(−1) for all n ≥ 0, and the
heart of the stable motivic homotopy category is induced by the stable A1-homotopy
sheaf piA
1
0,∗ with inverse M
♥. Recall that for every E ∈ SH(k) the Nisnevich sheaf
pi
A1
s,t(E) on Smk is obtained from the presheaf
X 7→ SH(k)(Σs,tX+, E), where s, t ∈ Z.
By using basic properties of effective homotopy modules, Bachmann [Bac16, Lemma 12]
shows there is an isomorphism of Nisnevich sheaves
pi
A1
∗,∗M
♥Z˜ ∼= KMW∗ .
Lemma 6.0.6. There is a canonically induced isomorphism of Nisnevich sheaves
K
MW
∗
∼=
−→ piA
1
∗,∗MZ˜.
Proof. This follows from Ch. 3, Theorem 4.2.3 together with the representabil-
ity of Milnor-Witt motivic cohomology stated in Remark 6.0.5. 
It is very plausible that M♥Z˜ and MZ˜ are isomorphic, as noted in [Bac16, §1].
Having such an isomorphism would be of interest in the context of the very effective
92 JEAN FASEL AND PAUL-ARNE ØSTVÆR
slice filtration [SØ12, §5] due to the work on hermitian K-theory KQ in [Bac16].
Combined with [Bac16, Theorem 10] and the fact that the unit map 1 → KQ
becomes an isomorphism after applying the zeroth effective slice functor s˜0, we
would be able to conclude there is a distinguished triangle
Σ1,0MZ/2→ s˜01→MZ˜
in SH(k), expressing the zeroth effective slice of the motivic sphere spectrum 1 as an
extension of mod 2 motivic cohomology MZ/2 and integral Milnor-Witt motivic
cohomology MZ˜. This would provide a powerful computational tool since every
effective slice is a module over s˜01 according to [GRSØ12, §3.3, §6 (iv), (v)].
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CHAPTER 5
A comparison theorem for Milnor-Witt motivic
cohomology
Baptiste Calmès and Jean Fasel
Abstract
Let k be an infinite perfect field of characteristic not 2. We prove that
Hn,nMW(Spec(L),Z) ≃ K
MW
n (L)
for any finitely generated field extension L/k and any n ∈ Z.
Introduction
This paper is the fourth of a series of papers (Ch. 2, Ch. 3and Ch. 4) devoted to
the study of MW-motivic cohomology, which is a generalization of ordinary motivic
cohomology. Our main purpose here is to compute the MW-motivic cohomology
group of a field in bidegree (n, n), namely the group Hn,nMW(L,Z). In Ch. 3, Theo-
rem 4.2.2, we defined a graded ring homomorphism
Φ : KMW∗ →
⊕
n∈Z
H
n,n
MW
where the left-hand side is the unramified Milnor-Witt K-theory sheaf constructed
in [Mor12, §3] and the right-hand side is the Nisnevich sheaf associated to the
presheaf U 7→ Hn,nMW(U,Z). The homomorphism Φ is obtained via a morphism of
sheaves G∧nm → H
n,n
MW and the right-hand side has the property to be strictly A
1-
invariant by Ch. 3, Proposition 1.2.11 and Theorem 3.2.9. It follows that Φ is then
the universal morphism described in [Mor12, Theorem 3.37]. In this article, we
prove that Φ is an isomorphism. This can be checked on finitely generated field
extensions of the base field k ([Mor12, Theorem 1.12]) and thus our main theorem
takes the following form.
Theorem. Let L/k be a finitely generated field extension with char(k) 6= 2. Then,
the homomorphism of graded rings
ΦL :
⊕
n∈Z
KMWn (L)→
⊕
n∈Z
Hn,nMW(L,Z).
is an isomorphism.
The isomorphism in the theorem generalizes the result on (ordinary) motivic
cohomology in the sense that the diagram commutes⊕
n∈ZK
MW
n (L)
ΦL //

⊕
n∈ZH
n,n
MW(L,Z)
⊕
n∈NK
M
n (L) //
⊕
n∈NH
n,n(L,Z)
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where the vertical homomorphisms are the “forgetful” homomorphisms and the
bottom map is the isomorphism produced by Nesterenko-Suslin-Totaro. Unsurpris-
ingly, our proof is very similar to theirs but there are some essential differences. For
instance, the complex in weight one, denoted by Z˜(1), admits an epimorphism to
K
MW
1 [−1] paralleling the epimorphism Z(1)→ K
M
1 [−1]. However, we are not able
to prove directly that the kernel of the epimorphism Z˜(1) → KMW1 [−1] is acyclic
(this will be proved elsewhere). We are thus forced to compute by hand its cohomol-
ogy at the right spot in Proposition 2.2.2. This result being obtained, we then prove
that Φ respects transfers for finitely generated field extensions. This is obtained in
Theorem 2.2.4 using arguments essentially identical to [MVW06, Lemma 5.11] or
[Nes18, Lemma 9.5].
The paper is organized as follows. In Section 1, we review the basics of MW-
motivic cohomology needed in the paper, adding useful results. For instance, we
prove a projection formula in Theorem 1.3.2 which is interesting on its own. In
Section 2, we proceed with the proof of our main theorem, starting with the con-
struction to a left inverse of Φ. We then pass to the proof that Φ is an isomorphism
in degree 1, which is maybe the most technical result of this work. As already men-
tioned above, we then conclude with the proof that Φ respects transfers, obtaining
as a corollary our main result.
Conventions. The schemes are separated of finite type over some perfect field
k with char(k) 6= 2. If X is a smooth connected scheme over k, we denote by
ΩX/k the sheaf of differentials of X over Spec(k) and write ωX/k := detΩX/k for
its canonical sheaf. In general we define ωX/k connected component by connected
component. We use the same notation if X is the localization of a smooth scheme at
any point. If k is clear from the context, we omit it from the notation. If f : X → Y
is a morphism of (localizations of) smooth schemes, we set ωf = ωX/k ⊗ f∗ω∨Y/k. If
X is a scheme and n ∈ N, we denote by X(n) the set of codimension n points in X .
1. Milnor-Witt motivic cohomology
The general framework of this article is the category of finite MW-correspondences
as defined in Ch. 2, §4. We briefly recall the construction of this category for the
reader’s convenience. If X and Y are smooth connected schemes over k, we say that
a closed subset T ⊂ X × Y is admissible if its irreducible components (endowed
with their reduced structure) are finite and surjective over X . The set A(X,Y ) of
admissible subsets of X × Y can be ordered by inclusions, and we can consider it
as a category. For any T ∈ A(X,Y ), we can consider the Chow-Witt group
C˜H
dY
T (X × Y, ωY )
where dY is the dimension of Y and ωY = p∗Y ωY/k with pY : X × Y → Y the
projection. As in Ch. 2, §3, we consider ωY as a graded line bundle (in the sense
of [Del87, §4]) set in degree dY := dim(Y ). If T ⊂ T ′ for two admissible subsets,
We then consider the extension of support homomorphism
C˜H
dY
T (X × Y, ωY )→ C˜H
dY
T ′ (X × Y, ωY )
and set C˜ork(X,Y ) = lim−→T∈A(X,Y ) C˜H
dY
T (X × Y, ωY ). The composition of finite
MW-correspondences is obtained using the product of cycles in Chow-Witt groups
with supports (Ch. 2, §4.2) and we obtain the category C˜ork whose objects are
smooth schemes and morphisms are C˜ork(X,Y ). The exterior product endows
C˜ork with the structure of a symmetric monoidal category.
Having this category at hand, we may define the category of MW-presheaves
P˜Sh(k) as the category of additive functors C˜ork → Ab. For any smooth scheme X ,
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we can define the presheaf c˜(X) by Y 7→ C˜ork(Y,X) for any Y and thus obtain the
Yoneda embedding functor c˜ : C˜ork → P˜Sh(k). The category P˜Sh(k) is a symmetric
monoidal category, with tensor product ⊗ uniquely defined by the property that
the Yoneda embedding is monoidal, i.e. we have c˜(X)⊗ c˜(Y ) = c˜(X ×Y ). One can
also define an internal Hom functor Hom which is characterized by the property
that Hom(c˜(X), F ) = F (X ×−) for any F ∈ P˜Sh(k).
Recall next that we have a functor γ˜ : Smk → C˜ork which is the identity on
objects and associates to a morphism of schemes the finite MW-correspondence
described in Ch. 2, §4.3 (which is basically the graph). This yields a functor γ˜∗ :
P˜Sh(k)→ PSh(k) where the latter is the category of presheaves of abelian groups
on Smk. As usual, we say that a presheaf with MW-transfer F is a sheaf in a
topology τ , and we write that F is a τ -sheaf with MW-transfers, if γ˜∗(F ) is a sheaf
in this topology. Usually, we consider either the Zariski or the Nisnevich topology on
Smk. Interestingly, the representable presheaves c˜(X) are Zariski sheaves with MW-
transfers (Ch. 2, Proposition 5.2.4) but not Nisnevich sheaves with transfers (Ch. 2,
Example 5.2.5). However, one can show that the sheaf associated to F ∈ P˜Sh(k)
can be endowed with a (unique) structure of a sheaf with MW-transfers (Ch. 3,
Proposition 1.2.11). Note that it is easy to check that if F is a τ -sheaf with MW-
transfers, then Hom(c˜(X), F ) is also a τ -sheaf with MW-transfers.
1.1. Motivic cohomology. Let Z˜{1} be the Zariski sheaf with MW-transfers
which is the cokernel of the morphism
c˜(k)→ c˜(Gm,k)
induced by the unit in Gm,k. For any q ∈ Z, we consider next the Zariski sheaf
with MW-transfer Z˜{q} defined by
Z˜{q} =
{
Z˜{1}⊗q if q ≥ 0.
Hom
(
Z˜{1}⊗q, c˜(k)
)
if q < 0.
Let now ∆• be the cosimplicial object whose terms in degree n are
∆n = Spec(k[t0, . . . , tn]/
(∑
ti − 1)
)
and with usual face and degeneracy maps. For any presheaf F ∈ P˜Sh(k), we
obtain a simplicial presheaf Hom(c˜(∆•), F ) whose associated complex of presheaves
with MW-transfers is denoted by Csing∗ (F ). If F is further a τ -sheaf with MW-
transfers, then Csing∗ (F ) is a complex of sheaves with MW-transfers. In particular,
Z˜(q) := Csing∗ (Z˜{q}) is such a complex and we have the following definition.
Definition 1.1.1. For any p, q ∈ Z and any smooth scheme X , we set
Hp,qMW(X,Z) = H
p
Zar(X, Z˜(q)).
Remark 1.1.2. In Ch. 3, §3.2.15 and Definition 4.1.1, the motivic cohomology
groups are defined using the complexes associated to the simplicial Nisnevich sheaves
with MW-transfers constructed from the Nisnevich sheaves with transfers associ-
ated to the presheaves Z˜(q). The two definitions coincide by Ch. 4, Corollary 3.0.5.
The complexes Csing∗ (Z˜(q)) are in fact complexes of Zariski sheaves of K
MW
0 (k)-
modules (Ch. 2, §5.3), and it follows that the MW-motivic cohomology groups
are indeed KMW0 (k)-modules. These modules are by construction contravariantly
98 BAPTISTE CALMÈS AND JEAN FASEL
functorial in X . Moreover, for any p, q ∈ Z, we have a homomorphism of KMW0 (k)-
modules
Hp,qMW(X,Z)→ H
p,q
M (X,Z)
where the latter denotes the ordinary motivic cohomology group ofX , with Hp,q(X,Z) =
0 for q < 0 and the KMW0 (k)-module structure on the right-hand side is obtained
via the rank homomorphism KMW0 (k)→ Z (Ch. 2, §6.1).
Even though MW-motivic cohomology is defined a priori only for smooth
schemes, it is possible to extend the definition to limits of smooth schemes, fol-
lowing the usual procedure (described for instance in Ch. 2, §5.1). In particular,
we can consider MW-motivic cohomology groups Hp,qMW(L,Z) for any finitely gen-
erated field extension L/k. We will use this routinely in the sequel without further
comments.
1.2. The ring structure. The definition of MW-motivic cohomology given
in Ch. 3, Definition 4.1.1 immediately yields a (bigraded) ring structure on MW-
motivic cohomology
Hp,qMW(X,Z)⊗H
p′,q′
MW(X,Z)→ H
p+p′,q+q′
MW (X,Z)
fulfilling the following properties.
(1) The product is (bi-)graded commutative in the sense that
Hp,qMW(X,Z)⊗H
p′,q′
MW(X,Z)→ H
p+p′,q+q′
MW (X,Z)
is (−1)pp
′
〈(−1)qq
′
〉-commutative. In particular, H0,0MW(X,Z) is central and
the KMW0 (k)-module structure is obtained via the ring homomorphism
KMW0 (k) = H
0,0
MW(k,Z)→ H
0,0
MW(X,Z).
(2) The homomorphism H∗,∗MW(X,Z)→ H
∗,∗(X,Z) is a graded ring homomor-
phism.
1.3. A projection formula. In this section, we prove a projection formula for
finite surjective morphisms having trivial relative bundles. Let then f : X → Y be
a finite surjective morphism between smooth connected schemes, and let χ : OX →
ωf = ωX/k ⊗ f
∗ω∨Y/k be a fixed isomorphism. Recall from Ch. 2, Example 4.3.5
that we then have a finite MW-correspondence α := α(f, χ) : Y → X defined as
the composite
K
MW
0 (X) ≃ K
MW
0 (X,ωf )
f∗
→ C˜H
dX
Γ(X)(Y ×X,ωY×X/k⊗ω
∨
Y/k) ≃ C˜H
dX
Γ(X)(Y ×X,ωX)
where the first isomorphism is induced by χ, the second homomorphism is the
push-forward along the (transpose of the) graph Γf : X → Y × X and the third
isomorphism is deduced from the isomorphisms of graded line bundles
(dY + dX , ωY×X/k)⊗ (−dY , ω
∨
Y/k) ≃ (dY , ωY )⊗ (dX , ωX)⊗ (−dY , ω
∨
Y/k)
and
(dX , ωX)⊗ (−dY , ω
∨
Y/k) ≃ (dX , ωX)⊗ (dY , ωY )⊗ (−dY , ω
∨
Y/k) ≃ (dX , ωX)
the first isomorphism being given by the commutativity constraint of graded line
bundles (Ch. 2, §1.2).
We observe that α induces a "push-forward" homomorphism F (X) → F (Y )
for any F ∈ P˜Sh(k) through the composite
F (X) = Hom
P˜Sh(k)
(c˜(X), F )
(−)◦α
→ Hom
P˜Sh(k)
(c˜(Y ), F ) = F (Y ).
In particular, we obtain homomorphisms
f∗ : H
p,q
MW(X,Z)→ H
p,q
MW(Y,Z)
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for any p, q ∈ Z, which depend on the choice of χ.
On the other hand, f induces a finite MW-correspondence X → Y that we still
denote by f and therefore a pull-back homomorphism
f∗ : Hp,qMW(Y,Z)→ H
p,q
MW(X,Z).
We will need the following lemma to prove the projection formula.
Lemma 1.3.1. Let f : X → Y be a finite surjective morphism between smooth
connected schemes, and let χ : OX → ωf be an isomorphism. Let ∆X (resp. ∆Y )
be the diagonal embedding X → X ×X (resp. Y → Y × Y ). Then, the following
diagram commutes
Y
∆Y // Y × Y
(1×α) // Y ×X
Y α
// X
∆X
// X ×X
f×1
// Y ×X,
i.e. (1× α)∆Y = (f × 1)∆Xα.
Proof. It suffices to compute both compositions, and we start with the top
one. The composite of these two finite MW-correspondences is given by the com-
mutative diagram
X //
Γt(∆Y ◦f)

Γt(∆Y ◦f) // Y × Y ×X //
1×Γt(1×f)

Y ×X
Γt(1×f)

Y × Y ×X
Γ∆Y ×1×1//

Y × Y × Y × Y ×X //

Y × Y × Y ×X //

Y ×X
Y
Γ∆Y
// Y × Y × Y //

Y × Y
Y
where the squares are Cartesian and the non-labelled arrows are projections (ver-
tically to the first factors and horizontally to the last factors). The composite is
given by the push-forward along the projection p : Y ×Y ×Y ×Y ×X → Y ×Y ×X
defined by (y1, y2, y3, y4, x) 7→ (y1, y4, x) of the product of the respective pull-backs
to Y × Y × Y × Y ×X of (Γ∆Y )∗(〈1〉) and (Γ
t
(1×f))∗(〈1〉). Using the base change
formula (Ch. 2, Proposition 3.1.1), we see that it amounts to push-forward the
product
(Γ∆Y × 1× 1)∗(〈1〉) · (1× Γ
t
(1×f))∗(〈1〉).
Using the projection formula for Chow-Witt groups with supports (Ch. 2, Corol-
lary 3.1.4), the latter equals
(Γ∆Y × 1× 1)∗((Γ∆Y × 1× 1)
∗((1 × Γt(1×f))∗(〈1〉)))
and the base-change formula once again shows that we have to push-forward along
p the cycle
(Γ∆Y × 1× 1)∗(Γ
t
(∆Y ◦f)
)∗(〈1〉)
Finally, the equality p ◦ (Γ∆Y × 1× 1) = id shows that the composite (1× α) ◦∆Y
is given by the correspondence (Γt(∆Y ◦f))∗(〈1〉).
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For the second composite, we consider the following commutative diagram
X
Γtf //
Γ((f×1)∆X )

Y ×X //
1×Γ((f×1)∆X )

X
Γ((f×1)∆X )

X × Y ×X
Γtf×1×1//

Y ×X × Y ×X //

X × Y ×X //

Y ×X
X
Γtf
// Y ×X

// X
Y
where, as before, the squares are Cartesian and the non-labelled arrows are projec-
tions (vertically to the first factors and horizontally to the last factors). Arguing
as above, we find that the composite is the push-forward along the projection
q : Y ×X × Y ×X → Y × Y ×X omitting the second factor of the product
(Γtf × 1× 1)∗(〈1〉) · (1× Γ((f×1)∆X))∗(〈1〉).
The projection and the base-change formulas show that the latter is equal to
(Γtf × 1× 1)∗(Γ((f×1)∆X))∗(〈1〉)
whose push-forward along q is (Γt(∆Y ◦f))∗(〈1〉) as
q(Γtf × 1× 1)(Γ((f×1)∆X)) = Γ
t
(∆Y ◦f)
.

Theorem 1.3.2 (Projection formula). Let f : X → Y be a finite surjective mor-
phism between smooth connected schemes, and let χ : OX → ωf be an isomorphism.
For any x ∈ Hp,qMW(X,Z) and y ∈ H
p′,q′
MW(Y,Z), we have
y · f∗(x) = f∗(f
∗y · x)
in Hp+p
′,q+q′
MW (Y,Z).
Proof. Let D˜Meff(k) be the category of MW-motives (Ch. 3, §3.2). By Ch. 3,
Corollary 3.3.9, we have Hp,qMW(X,Z) = HomD˜Meff(k)(M˜(X), Z˜{q}[p − q]) for any
p, q ∈ Z. The product structure on MW-motivic cohomology is obtained via the ten-
sor product as follows. If x and x′ are respectively in Hom
D˜Meff(k)
(M˜(X), Z˜{q}[p−
q]) and Hom
D˜Meff(k)
(M˜(X), Z˜{q′}[p′−q′]), we can take their tensor product to get a
morphism x⊗x′ in Hom
D˜Meff(k)
(M˜(X)⊗M˜(X), Z˜{q}⊗ Z˜{q′}[p+p′−q−q′]). Now,
M˜(X)⊗ M˜(X) = M˜(X×X) and the diagonal morphism ∆X : X → X×X induces
a morphism M˜(X) → M˜(X ×X). Composing the latter with x ⊗ x′, we obtain a
morphism x ·x′ ∈ Hom
D˜Meff(k)
(M˜(X), Z˜{q}⊗ Z˜{q′}[p+p′− q− q′]) which represent
the product of x and x′ (after identification of Z˜{q} ⊗ Z˜{q′} with Z˜{q + q′}).
This being said, let then x ∈ Hom
D˜Meff(k)
(M˜(X), Z˜{q}[p − q]) and let y ∈
Hom
D˜Meff(k)
(M˜(Y ), Z˜{q′}[p′ − q′]). The product y · f∗(x) is then of the form (y ⊗
x) ◦ (1 ⊗ α) ◦∆Y , while f∗(f∗y · x) is of the form (y ⊗ x) ◦ (f ⊗ 1) ◦∆X ◦ α. The
result then follows from Lemma 1.3.1. 
Remark 1.3.3. It would suffice to have a fixed isomorphism L⊗L ≃ ωf (for some
line bundle L on X) to get an orientation in the sense of Ch. 2, §2.2 and thus
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a finite MW-correspondence α as above. We let the reader make the necessary
modifications in the arguments of both Lemma 1.3.1 and Theorem 1.3.2.
Remark 1.3.4. It follows from Ch. 3, Theorem 4.1.6 that the same formula holds
for the left module structure, i.e.
f∗(x) · y = f∗(x · f
∗y).
Example 1.3.5. As usual, it follows from the projection formula that the composite
f∗f
∗ is multiplication by f∗(〈1〉). Let us now compute f∗f∗ in some situations that
will be used later. Let us start with the general situation, i.e. f : X → Y is a finite
surjective morphism and χ : OX → ωf an isomorphism. The composite f∗f∗ is
given by precomposition with the correspondence f ◦α(f, χ) which we can compute
using the diagram
X ×Y X
(1×1) //
(1×1)

X ×X //
1×Γtf

X
Γtf

X ×X
Γf×1
//

X × Y ×X //

Y ×X //

X
X
Γf
// X × Y

// Y
X
where the non-labelled vertical arrows are projections on the first factor and the
non-labelled horizontal arrows are projections on the second factor. As usual, the
base change formula shows that the composite is equal to the projection on X ×X
of
(Γf × 1)∗(〈1〉) · (1× Γ
t
f )∗(〈1〉).
In general the top left square is not transverse, and we can’t use the base-change
formula to compute the above product.
Suppose now that f : X → Y is finite and étale. In that case, we have a
canonical isomorphism f∗ωY ≃ ωX yielding a canonical choice for the isomorphism
χ : OX → ωf .
Moreover, X ×Y X decomposes as X ×Y X = X1 ⊔X2 ⊔ . . .⊔Xn where each term
Xi is finite and étale over X with "structural" morphism pi : Xi → X . In that
case, the above top right square is transverse and we see that
(Γf × 1)∗(〈1〉) · (1× Γ
t
f )∗(〈1〉) = (Γf × 1)∗(∆∗
∑
(pi)∗(〈1〉)).
where ∆ : X → X×X is the diagonal map. Thus the composite f ◦α(f, χ) is equal
to ∆∗
∑
(pi)∗(〈1〉). It follows immediately that we have a commutative diagram
Hp,qMW(X,Z)
∑
p∗i //
f∗

⊕
iH
p,q
MW(Xi,Z)
∑
(pi)∗

Hp,qMW(Y,Z) f∗
// Hp,qMW(X,Z)
for any p, q ∈ Z.
Suppose next that char(k) = p, that X ⊂ Y × A1 is the set of zeroes of tp − a
for some global section a ∈ OY (Y ) (we still suppose that X is smooth over k). In
that case, we see that the reduced scheme of X×Y X is just X (but the former has
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nilpotent elements) and it follows that f ◦ α(f, χ) is a correspondence supported
on the diagonal ∆(X) ⊂ X ×X . It follows that there is an element σ ∈ KMW0 (X)
such that the following diagram commutes
K
MW
0 (X)
//
·σ

C˜ork(X,X)
f◦α(f,χ)

K
MW
0 (X) // C˜ork(X,X)
where the horizontal arrows are induced by the push-forward map ∆∗ : KMW0 (X)→
C˜HdX∆(X)(X×X,ωX). Now, σ can be computed using the composite K
MW
0 (k(X))→
KMW0 (k(Y )) → K
MW
0 (k(X)), where the first map is the push-forward (defined
using χ) and the second map the pull-back. It follows essentially from [Fas08,
Lemme 6.4.6] that σ = pǫ.
1.4. The homomorphism. Let L/k be a finitely generated field extension.
It follows from the definition of MW-motivic cohomology that Hp,qMW(L,Z) = 0
provided p > q. The next step is then to identify Hp,pMW(L,Z). To this aim, we
constructed in Ch. 3, Theorem 4.2.2 a graded ring homomorphism
KMW∗ (L)→
⊕
n∈Z
Hn,nMW(L,Z)
which we now recall. For a ∈ L×, we can consider the corresponding morphism
a : Spec(L)→ Gm,k which defines a finite MW-correspondence Γa in C˜ork(L,Gm,k).
Now, we have a surjective homomorphism C˜ork(L,Gm,k)→ H
1,1
MW(L,Z) and we let
s([a]) be the image of Γa under this map. Next, consider the element
η[t] ∈ KMW0 (Gm,L) = C˜ork(Gm,L, k) = C˜ork(Gm,k×L, k) = Hom
(
c˜(Gm,k), c˜(k)
)
(L).
We define s(η) to be its image under the projections
Hom
(
c˜(Gm,k), c˜(k)
)
(L)→ Hom
(
Z˜{1}, c˜(k)
)
(L)→ H−1,−1MW (L,Z).
The following theorem is proved in Ch. 3, Theorem 4.2.2 (using computations of
Ch. 4, §5).
Theorem 1.4.1. The associations [a] 7→ s([a]) and η 7→ s(η) induce a homomor-
phism of graded rings
ΦL : K
MW
∗ (L)→
⊕
n∈Z
Hn,nMW(L,Z).
By construction, the above homomorphism fits in a commutative diagram of
graded rings
KMW∗ (L)
ΦL //

⊕
n∈ZH
n,n
MW(L,Z)

KM∗ (L) //
⊕
n∈ZH
n,n(L,Z)
where the vertical projections are respectively the natural map from Milnor-Witt
K-theory to Milnor K-theory and the ring homomorphism of the previous sec-
tion, and the bottom horizontal homomorphism is the map constructed by Totaro-
Nesterenko-Suslin.
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2. Main theorem
2.1. A left inverse. In this section, we construct for q ≥ 0 a left inverse to
the homomorphism ΦL of Section 1.4. By definition,
c˜(Gqm)(L) :=
⊕
x∈(Gqm,L)
(q)
C˜H
q
x(G
q
m,L, ωGqm).
Now, for any point x in (Gqm,L)
(q) with maximal ideal m, we have an exact sequence
m/m2 → ΩGqm,L/k → ΩL(x)/k → 0.
Using the fact that k is perfect and counting dimensions, we see that this sequence
is also exact on the left. We find an isomorphism
∧q(m/m2)∨ ⊗ ωGqm,L/k ≃ ωL(x)/k
Now, ωGqm,L/k ≃ p
∗
1ωGqm/k ⊗ p
∗
2ωL/k and it follows that
∧q(m/m2)∨ ⊗ ωGqm ≃ ωL(x)/k ⊗L ω
∨
L/k
yielding
c˜(Gqm)(L) =
⊕
x∈(Gqm,L)
(q)
KMW0 (L(x), ωL(x)/k ⊗L ω
∨
L/k).
Now any closed point x in (Gqm,L)
(q) can be identified with a q-uple (x1, . . . , xq) of
elements of L(x). For any such x, we define a homomorphism
fx : K
MW
0 (L(x), ωL(x)/k ⊗L ω
∨
L/k)→ K
MW
q (L)
by fx(α) = TrL(x)/L(α · [x1, . . . , xq]). We then obtain a homomorphism
f : c˜(Gqm)(L)→ K
MW
q (L)
which is easily seen to factor through (Z˜{q})(L) since [1] = 0 ∈ KMW1 (L).
We now check that this homomorphism vanishes on the image of (Z˜{q})(A1L)
in (Z˜{q})(L) under the boundary homomorphism. This will follow from the next
lemma.
Lemma 2.1.1. Let Z ∈ A(A1L,G
q
m). Let moreover p : G
q
m,L → Spec(L) and pA1L :
A1L × G
q
m → A
1
L be the projections and Zi := p
−1
A1L
(i) ∩ Z (endowed with its reduced
structure) for i = 0, 1. Let ji : Spec(L) → A1L be the inclusions in i = 0, 1 and let
gi : G
q
m,L → A
1
L × G
q
m be the induced maps. Then the homomorphisms
p∗(gi)
∗ : C˜H
q
Z(A
1
L ×G
q
m, ωGqm)→ C˜H
q
Zi(G
q
m,L, ωGqm)→ K
MW
0 (L)
are equal.
Proof. For i = 0, 1, consider the Cartesian square
G
q
m,L
gi //
p

A1L ×G
q
m,L
p
A1
L

Spec(L)
ji
// A1L
We have (ji)∗(pA1L)∗ = p∗(gi)
∗ by base change. The claim follows from the fact
that (j0)∗ = (j1)∗ by homotopy invariance. 
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Proposition 2.1.2. The homomorphism f : c˜(Gqm)(L) → K
MW
q (L) induces a ho-
momorphism
θL : H
q,q
MW(L,Z)→ K
MW
q (L)
for any q ≥ 1.
Proof. Observe that the group Hq,qMW(L,Z) is the cokernel of the homomor-
phism
∂0 − ∂1 : Z˜{q}(A
1
L)→ Z˜{q}(L)
It follows from Ch. 2, Example 4.3.4 that ∂i : c˜(Gqm)(A
1
L) → c˜(G
q
m)(L) is induced
by g∗i . We can use the above lemma to conclude. 
Corollary 2.1.3. The homomorphism
ΦL :
⊕
n∈Z
KMWn (L)→
⊕
n∈Z
Hn,nMW(L,Z).
is split injective.
Proof. It suffices to check that θLΦL = id, which is straightforward. 
The following result will play a role in the proof of the main theorem.
Proposition 2.1.4. Let n ∈ Z and let F/L be a finite field extension. Then, the
following diagram commutes
Hn,nMW(F,Z)
TrF/L

θF // KMWn (F )
TrF/L

Hn,nMW(L,Z) θL
// KMWn (L).
Proof. Let X be a smooth connected scheme and let β ∈ C˜ork(X,G×nm ) be
a finite MW-correspondence with support T (see Ch. 2, Definition 4.1.7 for the
notion of support). Each connected component Ti of T has a fraction field k(Ti)
which is a finite extension of k(X) and, arguing as in the beginning of Section 2.1,
we find that β can be seen as an element of⊕
i
KMW0 (k(Ti), ωk(Ti)/k ⊗ ω
∨
k(X)/k)
Now, the morphism Ti ⊂ X×G×nm → G
×n
m gives invertible global sections a1, . . . , an
and we define a map
θX : C˜ork(X,G
×n
m )→ K
MW
n (k(X))
by β 7→
∑
Trk(Ti)/k(X)(βi[a1, . . . , an]), where βi is the component of β in the group
KMW0 (k(Ti), ωk(Ti)/k(X)). This map is easily seen to be a homomorphism, and its
limit at k(X) is the morphism defined at the beginning of Section 2.1.
Let now X and Y be smooth connected schemes over k, f : X → Y be a
finite morphism and χ : OX → ωf be an isomorphism inducing a finite MW-
correspondence α(f, χ) : Y → X as in Section 1.3. We claim that the diagram
C˜ork(X,G
×n
m )
θX //
◦α(f,χ)

KMWn (k(X))
Trk(X)/k(Y )

C˜ork(Y,G
×n
m ) θY
// KMWn (k(Y )),
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where the right arrow is obtained using χ, commutes. If β is as above, we have
Trk(X)/k(Y )(θX(β)) =
∑
Trk(X)/k(Y )(Trk(Ti)/k(X)(βi[a1, . . . , an]))
and the latter is equal to
∑
Trk(Ti)/k(Y )(βi[a1, . . . , an]) by functoriality of the trans-
fers. On the other hand, the isomorphism χ : OX → ωf can be seen as an element
in KMW0 (X,ωf), yielding an element of K
MW
0 (k(X), ωf) that we still denote by χ.
The image of β ◦ α(f, χ) can be seen as the element β · χ of⊕
i
KMW0 (k(Ti), ωk(Ti)/k(Y ))
where we have used the isomorphism
ωk(Ti)/k(X) ⊗ ωf = ωk(Ti)/k(X) ⊗ ωk(X)/k(Y ) ≃ ωk(Ti)/k(Y ).
It is now clear that θY (β ◦ α(f, χ)) =
∑
Trk(Ti)/k(Y )(βi[a1, . . . , an]) and the result
follows. 
2.2. Proof of the main theorem. In this section we prove our main theorem,
namely that the homomorphism
ΦL :
⊕
n∈Z
KMWn (L)→
⊕
n∈Z
Hn,nMW(L,Z)
is an isomorphism. We first observe that ΦL is an isomorphism in degrees ≤ 0. In
degree 0, we indeed know from Ch. 2, Example 6.1.5 that both sides are KMW0 (L).
Next, Ch. 4, Lemma 5.0.1 yields
ΦL(〈a〉) = ΦL(1 + η[a]) = 1 + s(η)s(a) = 〈a〉.
It follows ΦL is a homomorphism of graded KMW0 (L)-algebras and the result in
degrees < 0 follows then from the fact that Hp,pMW(L,Z) = W (L) = K
MW
−p (L) by
Ch. 2, Example 6.1.5 and Ch. 3, Proposition 4.1.2.
We now prove the result in positive degrees, starting with n = 1. Recall that
we know from Corollary 2.1.3 that ΦL is split injective, and that it therefore suffices
to prove that it is surjective to conclude.
For any d, n ≥ 1 and any field extension L/k let M (d)n (L) ⊂ C˜ork(L,G×nm ) be
the subgroup of correspondences whose support is a finite union of field extensions
E/L of degree ≤ d (see Ch. 2, Definition 4.1.7 for the notion of support of a
correspondence). Let Hn,nMW(L,Z)
(d) ⊂ Hn,nMW(L,Z) be the image of M
(d)
n (L) under
the surjective homomorphism
C˜ork(L,G
×n
m )→ H
n,n
MW(L,Z).
Observe that
Hn,nMW(L,Z)
(d) ⊂ Hn,nMW(L,Z)
(d+1) and Hn,nMW(L,Z) = ∪d∈NH
n,n
MW(L,Z)
(d).
Lemma 2.2.1. The subgroup Hn,nMW(L,Z)
(1) ⊂ Hn,nMW(L,Z) is the image of the homo-
morphism
ΦL : K
MW
n (L)→ H
n,n
MW(L,Z).
Proof. By definition, observe that the homomorphismKMWn (L)→ H
n,n
MW(L,Z)
factors through Hn,nMW(L,Z)
(1). Let then α ∈ Hn,nMW(L,Z)
(1). We may suppose that
α is the image under the homomorphism C˜ork(L,G×nm ) → H
n,n
MW(L,Z) of a corre-
spondence a supported on a field extension E/L of degree 1, i.e. E = L. It follows
that a is determined by a form φ ∈ KMW0 (L) and a n-uple a1, . . . , an of elements
of L. This is precisely the image of ΦL(φ · [a1, . . . , an]) under the homomorphism
KMWn (L)→ H
n,n
MW(L,Z). 
Proposition 2.2.2. For any d ≥ 2, we have H1,1MW(L,Z)
(d) ⊂ H1,1MW(L,Z)
(d−1).
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Proof. By definition, H1,1MW(L,Z)
(d) is generated by correspondences whose
supports are field extensions E/L of degree at most d. Such correspondences are
determined by an element a ∈ E× given by the composite Spec(E)→ Gm,L → Gm
together with a form φ ∈ KMW0 (E,ωE/L) given by the isomorphism
KMW0 (E,ωE/L)→ C˜H
1
Spec(E)(Gm,L, ωGm,L/L).
We denote this correspondence by the pair (a, φ). Recall from Ch. 2, Lemma 2.2.1
that there is a canonical orientation ξ of ωE/L and thus a canonical element χ ∈
C˜ork
(
Spec(L), Spec(E)
)
yielding the transfer map
TrE/L : C˜ork(Spec(E),Gm)→ C˜ork(Spec(L),Gm)
which is just the composition with χ (Ch. 2, Example 4.3.5). Now φ = ψ · ξ
for ψ ∈ KMW0 (E), and it is straightforward to check that the Chow-Witt corre-
spondence (a, ψ) in C˜ork(Spec(E),Gm) determined by a ∈ E× and ψ ∈ KMW0 (E)
satisfies TrE/L(a, ψ) = (a, φ). Now (a, ψ) ∈ H
1,1
MW(E,Z)
(1) and therefore belongs
to the image of the homomorphism KMW1 (E) → H
1,1
MW(E,Z). There exists thus
a1, . . . , an, b1, . . . , bm ∈ E× (possibly equal) such that (a, ψ) =
∑
s(ai) −
∑
s(bj).
To prove the lemma, it suffices then to show that TrE/L(s(b)) ∈ H
1,1
MW(L,Z)
(d−1)
for any b ∈ E×.
Let thus b ∈ E×. By definition, s(b) ∈ H1,1MW(E,Z) is the class of the correspon-
dence γ˜(b) associated to the morphism of schemes Spec(E) → Gm corresponding
to b. If F (b) ⊂ E is a proper subfield, we see that TrE/L(s(b)) ∈ H
1,1
MW(F,Z)
(d−1),
and we may thus suppose that the minimal polynomial p of b over F is of degree
d. By definition, TrE/L(s(b)) is then represented by the correspondence associated
to the pair (b, 〈1〉 · ξ). Consider the total residue homomorphism (twisted by the
vector space ωF [t]/k ⊗ ω∨F/k)
(1)
∂ : KMW1 (F (t), ωF (t)/k⊗ω
∨
F/k)→
⊕
x∈G
(1)
m,F
KMW0 (F (x), (mx/m
2
x)
∨⊗F [t]ωF [t]/k⊗ω
∨
F/k)
where mx is the maximal ideal corresponding to x. Before working further with
this homomorphism, we first identify (mx/m2x)
∨ ⊗F [t] ωF [t]/k ⊗ ω
∨
F/k. Consider the
canonical exact sequence of F (x)-vector spaces
mx/m
2
x → ΩF [t]/k ⊗F [t] F (x)→ ΩF (x)/k → 0.
A comparison of the dimensions shows that the sequence is also left exact (use the
fact that F (x) is the localization of a smooth scheme of dimension d over the perfect
field k), and we thus get a canonical isomorphism
ωF [t]/k ⊗F [t] F (x) ≃ mx/m
2
x ⊗F (x) ωF (x)/k.
It follows that
(mx/m
2
x)
∨ ⊗F [t] ωF [t]/k ⊗ ω
∨
F/k ≃ ωF (x)/k ⊗F ω
∨
F/k.
We can thus rewrite the residue homomorphism (1) as a homomorphism
∂ : KMW1
(
F (t), ωF (t)/k ⊗ ω
∨
F/k
)
→
⊕
x∈(A1F \0)
(1)
KMW0
(
F (x), ωF (x)/k ⊗F ω
∨
F/k
)
Moreover, an easy dimension count shows that the canonical exact sequence
ΩF/k ⊗ F [t]→ ΩF [t]/k → ΩF [t]/F → 0
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is also exact on the left, yielding a canonical isomorphism ωF (t)/k ≃ ωF/k⊗ωF (t)/F
and thus a canonical isomorphism ω∨F/k ⊗ ωF (t)/k ≃ ωF (t)/F . If n is the transcen-
dance degree of F over k, we see that the canonical isomorphism
ω∨F/k ⊗ ωF (t)/k ≃ ωF (t)/k ⊗ ω
∨
F/k
is equal to (−1)n(n+1)-times the switch isomorphism, i.e. is equal to the switch
isomorphism. Altogether, the residue homomorphism reads as
∂ : KMW1
(
F (t), ωF (t)/F
)
→
⊕
x∈(A1F\0)
(1)
KMW0
(
F (x), ωF (x)/k ⊗F ω
∨
F/k
)
.
Let now p(t) ∈ F [t] be the minimal polynomial of b over F . Following [Mor12,
Definition 4.26] (or Ch. 2, §2), write p(t) = p0(tl
m
) with p0 separable and set
ω = p′0(t
lm) ∈ F [t] if char(k) = l. If char(k) = 0, set ω = p′(t). It is easy to
see that the element 〈ω〉[p] · dt of KMW1 (F (t), ωF (t)/F ) ramifies in b ∈ G
(1)
m,F and
on (possibly) other points corresponding to field extensions of degree ≤ d − 1.
Moreover, the residue at b is exactly 〈1〉 · ξ, where ξ is the canonical orientation of
ωF (b)/F .
Write the minimal polynomial p(t) ∈ F [t] of b as p =
∑d
i=0 λit
i with λd = 1
and λ0 ∈ F×, and decompose ω = c
∏n
j=1 q
mj
j , where c ∈ F
× and qj ∈ F [t] are
irreducible monic polynomials. Let f = (t−1)d−1(t−(−1)dλ0) ∈ F [t]. Observe that
f is monic and satisfies f(0) = p(0). Let F (u, t) = (1−u)p+uf . Since f and p are
monic and have the same constant terms, it follows that F (u, t) = td+ . . .+λ0 and
therefore F defines an element of A(A1F ,Gm). For the same reason, every qj (seen
as a polynomial in F [u, t] constant in u) defines an element in A(A1F ,Gm). The
image of 〈ω〉[F ] · dt ∈ KMW1 (F (u, t), ωF (u,t)/F (u)) under the residue homomorphism
∂ : KMW1
(
F (u, t), ωF (u,t)/F (u)
)
→
⊕
x∈(A1F×kGm)
(1)
KMW0
(
F (x), (mx/m
2
x)
∨ ⊗F [t] ωF [u,t]/F [u]
)
is supported on the vanishing locus of F and the gj , and it follows that it defines a
finite Chow-Witt correspondence α in C˜ork(A1F ,Gm). The evaluation α(0) of α at
u = 0 consists from 〈1〉 · ξ and correspondences supported on the vanishing locus
of the qj , while α(1) is supported on the vanishing locus of f and the qj . The class
of 〈1〉 · ξ is then an element of H1,1MW(L,Z)
(d−1). 
Corollary 2.2.3. The homomorphism
ΦL : K
MW
1 (L)→ H
1,1
MW(F,Z)
is an isomorphism for any finitely generated field extension F/k.
Proof. We know that the homomorphism is (split) injective. The above
proposition shows that H1,1MW(F,Z) = H
1,1
MW(F,Z)
(1) and the latter is the image
of KMW1 (L) under ΦL. It follows that ΦL is surjective. 
We can now prove that θ respects transfers following [MVW06, Lemma 5.11]
and [Nes18, Lemma 9.5].
Theorem 2.2.4. Let n ∈ N and let F/L be a finite field extension. Then the
following diagram commutes
KMWn (F )
ΦF //
TrF/L

Hn,nMW(F,Z)
TrF/L

KMWn (L) ΦL
// Hn,nMW(L,Z).
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Proof. First, we know from Proposition 2.1.4 that the diagram
Hn,nMW(F,Z)
TrF/L

θF // KMWn (F )
TrF/L

Hn,nMW(L,Z) θL
// KMWn (L).
commutes. If ΦF and ΦL are isomorphisms, it follows from Corollary 2.1.3 that θF
and θL are their inverses and thus that the diagram
KMWn (F )
ΦF //
TrF/L

Hn,nMW(F,Z)
TrF/L

KMWn (L) ΦL
// Hn,nMW(L,Z).
also commutes. We may then suppose, using Corollary 2.2.3 that n ≥ 2. Addi-
tionally, we may suppose that [F : L] = p for some prime number p. Following
[MVW06, Lemma 5.11], we first assume that L has no field extensions of degree
prime to p. In that case, it follows from [Mor12, Lemma 3.25] that KMWn (F ) is
generated by elements of the form ηm[a1, a2, . . . , an+m] with a1 ∈ F× and ai ∈ L×
for i ≥ 2. We conclude from the projection formula 1.3.2, its analogue in Milnor-
Witt K-theory and the fact that Φ is a ring homomorphism that the result holds
in that case.
Let’s now go back to the general case, i.e. [F : L] = p without further assump-
tions. Let L′ be the maximal prime-to-p field extension of L. Let α ∈ Hn,nMW(L,Z)
be such that its pull-back to Hn,nMW(L
′,Z) vanishes. It follows then that there exists
a finite field extension E/L of degree m prime to p such that the pull-back of α to
Hn,nMW(E,Z) is trivial. Let f : Spec(E)→ Spec(L) be the corresponding morphism.
For any unit b ∈ E×, we have 〈b〉 · f∗(α) = 0 and it follows from the projection
formula once again that f∗(〈b〉 · f∗(α)) = f∗(〈b〉) · α = 0. We claim that there is
a unit b ∈ E× such that f∗(〈b〉) = mǫ. Indeed, we can consider the factorization
L ⊂ F sep ⊂ E where F sep is the separable closure of L in E and the extension
F sep ⊂ E is purely inseparable. If the claim holds for each extension, then it holds
for L ⊂ E. We may thus suppose that the extension is either separable or purely
inseparable. In the first case, the claim follows from [Ser68, Lemme 2] while the
second case follows from [Fas08, Théorème 6.4.13]. Thus, for any α ∈ Hn,nMW(L,Z)
vanishing in Hn,nMW(L
′,Z) there exists m prime to l such that mǫα = 0.
Let now α ∈ KMWn (F ) and t(α) = (TrF/L ◦ΦF −ΦL ◦TrF/L)(α) ∈ H
n,n
MW(L,Z).
Pulling back to L′ and using the previous case, we find that mǫt(α) = 0. On the
other hand, the above arguments show that if the pull-back of t(α) to F is trivial,
then pǫt(α) = 0 and thus t(α) = 0 as (p,m) = 1. Thus, we are reduced to show
that f∗(t(α)) = 0 where f : Spec(F )→ Spec(L) is the morphism corresponding to
L ⊂ F .
Suppose first that F/L is purely inseparable. In that case, we know from
Example 1.3.5 that f∗f∗ : H
n,n
MW(F,Z) → H
n,n
MW(F,Z) is multiplication by pǫ. The
same property holds for Milnor-Witt K-theory. This is easily checked using the
definition of the transfer, or alternatively using Proposition 2.1.4, the fact that θF is
surjective and Example 1.3.5. Altogether, we see that f∗t(α) = pǫΦF (α)−ΦF (pǫ ·α)
and therefore f∗t(α) = 0 since ΦF is KMW0 (F )-linear.
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Suppose next that F/L is separable. In that case, we have F ⊗L F =
∏
i Fi for
field extensions Fi/F of degree ≤ p− 1. We claim that the diagrams
KMWn (F )
TrF/L

// ⊕iKMWn (Fi)
∑
TrFi/F

KMWn (L) // K
MW
n (F )
and
Hn,nMW(F,Z)
TrF/L

// ⊕iH
n,n
MW(Fi,Z)
∑
TrFi/F

Hn,nMW(L,Z)
// Hn,nMW(F,Z)
commute. The second one follows from Example 1.3.5 and the first one from
[Nes18, Lemma 9.4] (or alternatively from Proposition 2.1.4, the fact that θF
is surjective and Example 1.3.5). By induction, each of the diagrams
KMWn (Fi)
ΦFi //
TrFi/F

Hn,nMW(Fi,Z)
TrFi/F

KMWn (F ) ΦF
// Hn,nMW(F,Z).
commute, and it follows that f∗(t(α)) = 0. 
Theorem 2.2.5. The homomorphism
ΦL : K
MW
n (L)→ H
n,n
MW(L,Z)
is an isomorphism for any n ∈ Z and any finitely generated field extension L/k.
Proof. As in degree 1, it suffices to prove that ΦL is surjective. Let then
α ∈ C˜ork(L,G
n
m) be a finite Chow-Witt correspondence supported on Spec(F ) ⊂
(A1L)
n. Such a correspondence is determined by an n-uple (a1, . . . , an) ∈ (F×)n
together with a bilinear form φ ∈ GW(F, ωF/L). Arguing as in Proposition 2.2.2,
we see that such a finite MW-correspondence is of the form TrF/L(ΦF (β)) for some
β ∈ KMWn (F ). The result now follows from Theorem 2.2.4. 
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CHAPTER 6
The Milnor-Witt motivic ring spectrum and its
associated theories
Jean Fasel and Frédéric Déglise
Abstract
We build a ring spectrum representing Milnor-Witt motivic cohomology, as
well as its étale local version and show how to deduce out of it three other theories:
Borel-Moore homology, cohomology with compact support and homology. These
theories, as well as the usual cohomology, are defined for singular schemes and
satisfy the properties of their motivic analog (and more), up to considering more
general twists. In fact, the whole formalism of these four theories can be functorially
attached to any ring spectrum, giving finally maps between the Milnor-Witt motivic
ones to the classical motivic ones.
Introduction
One of the nice feature, and maybe part of the success of Voevodsky’s theory
of sheaves with transfers and motivic complexes is to provide a rich cohomological
theory. Indeed, apart from defining motivic cohomology, Voevodsky also obtains
other theories: Borel-Moore motivic homology, (plain) homology and motivic co-
homology with compact support. These four theories are even defined for singular
k-schemes and, when k has characteristic 0 (or with good resolution of singular-
ities assumptions), they satisfy nice properties, such as duality. Finally, again in
characteristic 0, they can be identified with known theories: Borel-Moore motivic
cohomology agrees with Bloch’s higher Chow groups and homology (without twists)
with Suslin homology. This is described in [VSF00, Chap. 5, 2.2].1
It is natural to expect that the Milnor-Witt version of motivic complexes devel-
oped in Ch. 3allows one to get a similar formalism. That is what we prove in this
chapter. However, we have chosen a different path from Voevodsky’s, based on the
tools at our disposal nowadays. In particular, we have not developed a theory of
relative MW-cycles, nevertheless an interesting problem which we leave for future
work. Instead, we rely on two classical theories, that of ring spectra from algebraic
topology and that of Grothendieck’ six functors formalism established by Ayoub in
A1-homotopy theory along the lines of Voevodsky.
In fact, it is well known since the axiomatization of Bloch and Ogus (see
[BO74]) that a corollary of the six functors formalism is the existence of twisted ho-
mology and cohomology related by duality. In the present work, we go further than
Bloch and Ogus in several directions. First, we establish a richer structure, made
of Gysin morphisms (wrong-way functoriality), and establish more properties, such
as cohomological descent (see below for a precise description). Second, following
Voevodsky’s motivic picture, we show that the pair of theories, cohomology and
1The results of Voevodsky have been generalized in positive characteristic p, after taking
Z[1/p]-coefficients, using the results of Kelly [Kel17]. See [CD15, Sec. 8].
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Borel-Moore homology, also comes with a compactly supported pair of theories,
cohomology with compact support and (plain) homology. And finally we consider
more general twists for our theories, corresponding to the tensor product with the
Thom space of a vector bundle.
Indeed, our main case of interest, MW-motivic cohomology, is an example of
non orientable cohomology theory. In practice, this means there are no Chern
classes, and therefore no Thom classes so that one cannot identify the twists by a
Thom space with a twist by an integer.2 In this context, it is especially relevant to
take care of a twist of the cohomology or homology of a scheme X by an arbitrary
vector bundle over X , and in fact by a virtual vector bundle over X .3 Our first
result is to build a ring spectrum HMWR (Definition 4.1.1) over a perfect field k,
with coefficients in an arbitrary ring R, which represents MW-motivic cohomology
(see Paragraph 4.2.1 for precise statements). In this text, the word ring spectrum
(for instance the object HMWR) means a commutative monoid object of the A1-
derived category DA1(k) over a field k (see Section 1.1 for reminders). One can
easily get from this one a commutative monoid of the stable homotopy category
SH(k) (see Remark 3.1.2). Out of the ring spectrum HMWR, we get as expected
the following theories, associated with an arbitrary k-variety X (i.e. a separated
k-scheme of finite type) and a pair (n, v) where n ∈ Z, v is a virtual vector bundle
over X :
• MW-motivic cohomology, H nMW(X, v,R),
• MW-motivic Borel-Moore homology, H MW,BMn (X, v,R),
• MW-motivic cohomology with compact support, H nMW,c(X, v,R),
• MW-motivic homology, H MWn (X, v,R).
As expected, one gets the following computations of MW-motivic cohomology.
Proposition. Assume k is a perfect field, X a smooth k-scheme and (n,m) a pair
of integers.
Then there exists a canonical identification:
H
n
MW(X,m,R) ≃ HomD˜M(k,R)
(
M˜(X),1(m)[n+ 2m]
)
= H n+2m,mMW (X,R)
using the notations of Ch. 3.
If in addition, we assume k is infinite, then one has the following computations:
H
n
MW(X,m,Z) =

C˜Hm(X) if n = 0,
HnZar(X,K
MW
0 ) if m = 0,
Hn+2mZar (X, Z˜(m)) if m > 0,
Hn+mZar (X,W) if m < 0.
In fact, the first identification follows from the definition and basic adjunctions
(see Paragraph 4.1.3) while the second one was proved in Ch. 3(as explained in
4.2.1).
In fact, though the ring spectrum HMWR is our main case of interest, because of
the previous computation, the four theories defined above, as well as their properties
that we will give below, are defined for an arbitrary ring spectrum E — and indeed,
this generality is useful as will be explained afterwards. The four theories associated
with E enjoy the following functoriality properties (Section 2.2) under the following
assumptions:
2Recall that given an oriented cohomology theory E ∗∗ and a vector bundle V/X of rank n,
the Thom class of V/X provides an isomorphism E ∗∗(Th(E)) ≃ E ∗−2n,∗−n(X). See [Pan03] for
the cohomological point of view or [Dég18] for the ring spectrum point of view.
3See Paragraph 1.1.5 for this notion. If one is interested in cohomology/homology up to
isomorphism, then one can take instead of a virtual vector bundle a class in the K-theory ring
K0(X) of X (see Remark 2.1.2).
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• f : Y → X is an arbitrary morphism of k-varieties (in fact k-schemes for
cohomology);
• p : Y → X is a morphism of k-varieties which is either smooth or such that
X and Y are smooth over k. In any case, p is a local complete intersection
morphism and one can define its virtual tangent bundle denoted by τp.
natural variance Gysin morphisms
Theory additional
assumption
on f
additional
assumption
on p
cohomology none E n(X, v)
f∗
−→ E n(Y, f−1v) proper E n(Y, p−1v + τp)
p∗
−→ E n(X, v)
BM-homology proper E BMn (Y, f
−1v)
f∗
−→ E BMn (X, v) none E
BM
n (X, v)
p∗
−→ E BMn (Y, p
−1v − τp)
c-cohomology proper E nc (X, v)
f∗
−→ E nc (Y, f
−1v) none E n(Y, p−1v + τp)
p∗
−→ E n(X, v)
homology none En(Y, f−1v)
f∗
−→ En(X, v) proper En(X, v)
p∗
−→ En(Y, p−1v − τp)
Given a closed immersion i : Z → X between arbitrary k-varieties with com-
plement open immersion j : U → X , and a virtual vector bundle v over X , there
exists the so-called localization long exact sequences (Paragraph 2.2.3):
E
BM
n (Z, i
−1v)
i∗−→ E BMn (X, v)
j∗
−→ E BMn (U, j
−1v)→ E BMn−1(Z, i
−1v),
E
n
c (U, j
−1v)
j∗
−→ E nc (X, v)
i∗
−→ E nc (Z, i
−1v)→ E n+1c (U, j
−1v).
There exists the following products for a k-variety X (or simply a k-scheme in
the case of cup-products), and couples (n, v), (m,w) of integers and virtual vector
bundles on X :
Name pairing symbol
cup-product E n(X, v)⊗ Em(X,w)→ E n+m(X, v + w) x∪y
cap-product E BMn (X, v)⊗ E
m(X,w)→ E BMn−m(X, v − w) x∩y
cap-product with support E BMn (X, v)⊗ E
m
c (X,w)→ En−m(X, v − w) x∩y
Given a smooth k-scheme X with tangent bundle TX there exists (Definition
2.3.5) a fundamental class ηX ∈ E BM0 (X,TX) such that the following morphisms,
called the duality isomorphisms,
E
n(X, v)→ E BM−n (X,TX − v), x 7→ ηX∩y
E
n
c (X, v)→ E−n(X,TX − v), x 7→ ηX∩y
are isomorphisms (Theorem 2.3.6).
Finally, the four theories satisfy the following descent properties. Consider a
cartesian square
W
k //
g  ∆
V
f
Y
i
// X
of k-varieties (or simply k-schemes in the case of cohomology (we refer the reader
to Paragraph 1.1.12 for the definition of Nisnevich and cdh distinguished applied
to ∆). Put h = i ◦ g = f ◦ k. We let v be a virtual vector bundle over X . Then:
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Assumption on ∆ descent long exact sequence
Nisnevich or cdh E n(X, v)
i∗+f∗
−−−−→ E n(Y, i−1v)⊕ E n(V, f−1v)
k∗−g∗
−−−−→ E n(W,h−1v)→ E n+1(X, v)
En(W,h
−1v)
k∗−g∗
−−−−→ En(Y, i−1v)⊕ En(V, f−1v)
i∗+f∗
−−−−→ En(X, v)→ En−1(X, v)
Nisnevich E BMn (X, v)
i∗+f∗
−−−−→ E BMn (Y, i
−1v)⊕ E BMn (V, f
−1v)
k∗−g∗
−−−−→ E BMn (W,h
−1v)→ E BMn−1(X, v)
E nc (W,h
−1v)
k∗−g∗
−−−−→ E nc (Y, i
−1v)⊕ E nc (V, f
−1v)
i∗+f∗
−−−−→ E nc (X, v)→ E
n+1
c (X, v)
cdh E BMn (W,h
−1v)
k∗−g∗
−−−−→ E BMn (Y, i
−1v)⊕ E BMn (V, f
−1v)
i∗+f∗
−−−−→ E BMn (X, v)→ E
BM
n−1(X, v)
E nc (X, v)
i∗+f∗
−−−−→ E nc (Y, i
−1v)⊕ E nc (V, f
−1v)
k∗−g∗
−−−−→ E nc (W,h
−1v)→ E n+1c (X, v)
We illustrate the previous constructions with some examples. In Section 3,
we briefly survey the properties of the ring spectra induced by the spectrum rep-
resenting ordinary motivic cohomology. They can be identified with the versions
defined by Voevodsky in [VSF00, Chap. 5] when the characteristic exponent of k
is invertible in R. In the subsequent section, we study the ring spectra associated
to the MW-motivic ring spectrum. We mainly focus on the Borel-Moore ring spec-
trum since it has particularly nice features. We recall how to obtain a (co-)niveau
spectral sequence out of this spectrum using the formalism of Bloch and Ogus,
and we use this spectral sequence to identify some groups with Chow-Witt groups
(Corollary 4.2.13). Interestingly, this comparison theorem also yields a definition
for Chow-Witt groups of singular varieties over a perfect field k.
To conclude, let us note that the four theories obtained from the MW-ring
spectrum map naturally to their ordinary versions and that we also construct the
étale analog of the MW-motivic and motivic ring spectra, which are linked with
their classical (Nisnevich) counterparts by canonical morphisms. See Section 4.3
for more details.
Plan of the paper. As said previously, this paper is an application of our pre-
vious work and of general motivic A1-homotopy. So we have tried to give complete
reminders for a non-specialist reader.
In Section 1, we first recall the formalism of the A1-derived category, as intro-
duced by Morel, and the associated six functors formalism as constructed by Ayoub
following Voevodsky. Then we give a brief account of the theory of ring spectra,
specialized in the framework of the A1-derived category.
In Section 2, we construct the four theories associated with an arbitrary ring
spectrum and establish the properties listed above. We briefly survey the prop-
erties of these four theories for the ring spectrum representing ordinary motivic
cohomology.
Finally, in Section 4, we apply these results to the particular case of MW-
motivic cohomology as well as its étale version. We consider in more details the
case of cohomology and Borel-Moore homology, and conclude this paper with the
canonical maps relating these ring spectra.
Conventions. If S is a base scheme, we will say S-varieties for separated
S-schemes of finite type.
We will simply call a symmetric monoidal category C monoidal. We generically
denote by 1 the unit object of a monoidal category. When this category depends
on a scheme S, we also use the generic notation 1S .
In the last section, we will fix a perfect base field k and a coefficient ring R.
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1. Motivic homotopy theory and ring spectra
1.1. Reminder on Grothendieck’s six functors formalism.
1.1.1. Let us fix a base scheme S. We briefly recall the construction of Morel’s
P1-stable and A1-derived category over S using [CD09] as a reference text. The
construction has also been recalled in Ch. 3in the particular case where S is the
spectrum of a (perfect) field.
Let SH(S) be the category of Nisnevich sheaves of abelian groups over the cate-
gory of smooth S-schemes SmS . This is a Grothendieck abelian category4. Given a
smooth S-schemeX , one denotes by ZS(X) the Nisnevich sheaf associated with the
presheaf Y 7→ Z[HomS(Y,X)]. The essentially small family ZS(X) generates the
abelian category SH(S). The category SH(S) admits a closed monoidal structure,
whose tensor product is defined by the formula:
(1) F ⊗G = lim
−→
X/F,Y/G
ZS(X ×S Y )
where the limit runs over the category whose objects are couples of morphisms
ZS(X)→ F and ZS(Y )→ G and morphisms are given by couples (x, y) fitting into
commutative diagrams of the form:
ZS(X)
$$❍❍
❍❍
❍
x // ZS(X ′),
yyttt
tt
ZS(Y )
$$❍
❍❍
❍
y // ZS(Y ′).
zzttt
tt
F G
Note in particular that ZS(X) ⊗ ZS(Y ) = ZS(X ×S Y ) and that this definition
coincides with the one given in Ch. 3, §1.2.14 when S = k.
According to [CD09], the category C(SH(S)) of complexes with coefficients
in SH(S) admits a monoidal model structure whose weak equivalences are quasi-
isomorphisms and:
• the class of cofibrations is given by the smallest class of morphisms of
complexes closed under suspensions, pushouts, transfinite compositions
and retracts generated by the inclusions
(2) ZS(X)→ C
(
ZS(X)
id
−→ ZS(X)
)
[−1]
for a smooth S-scheme X .
• fibrations are given by the epimorphisms of complexes whose kernel C
satisfies the classical Brown-Gersten property: for any cartesian square of
smooth S-schemes
W
k //
q 
V
p
U
j
// X
such that j is an open immersion, p is étale and induces an isomorphism
of schemes p−1(Z) → Z where Z is the complement of U in X endowed
with its reduced subscheme structure, the resulting square of complexes
of abelian groups
C(X) //

C(V )

C(U) // C(W )
is homotopy cartesian.
4Recall that an abelian category is Grothendieck abelian if it admits small coproducts, a
family of generators and filtered colimits are exact. As usual, one gets that the category SH(S)
is Grothendieck abelian from the case of presheaves and the adjunction (a,O) where a is the
associated sheaf functor, O the obvious forgetful functor.
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Indeed, from Examples 2.3 and 6.3 of op. cit., one gets a descent structure (G,H)
(Def. 2.2 of op. cit.) on SH(S) where G is the essential family of generators
constituted by the sheaves ZS(X) for X/S smooth, and H is constituted by the
complexes of the form
0→ ZS(W )
q∗−k∗
−−−−→ ZS(U)⊕ ZS(V )
j∗+p∗
−−−−→ ZS(X)→ 0.
This descent structure is flat (§3.1 of loc. cit.) so that 2.5, 3.5, 5.5 of loc. cit. give
the assertion about the monoidal model structure described above. Note moreover
that this model structure is proper, combinatorial and satisfies the monoid axiom.
Remark 1.1.2. The descent structure defined in the preceding paragraph is also
bounded (§6.1 of loc. cit.). This implies in particular that the objects ZS(X), as
complexes concentrated in degree 0, are compact in the derived category D(SH(S))
(see Th. 6.2 of op. cit.). Moreover, one can describe explicitly the subcategory of
D(SH(S)) generated by these objects (see loc. cit.).
1.1.3. Recall now that we get the A1-derived category by first A1-localizing the
model categoryC(SH(S)), which amounts to invert in its homotopy categoryD(SH(S))
morphisms of the form
ZS(A
1
X)→ ZS(X)
for any smooth S-scheme X . One gets the so called A1-local Nisnevich descent
model structure (cf. [CD09, 5.2.17]), which is again proper monoidal. One denotes
by DeffA1(S) its homotopy category. Then one stabilizes the latter model category
with respect to Tate twists, or equivalently with respect to the object:
1S{1} = coker
(
ZS({1})→ ZS(Gm)
)
.
This is based on the use of symmetric spectra (cf. [CD09, 5.3.31]), called in our
particular case Tate spectra. The resulting homotopy category, denoted by DA1(S)
is triangulated monoidal and is characterized by the existence of an adjunction of
triangulated categories
Σ∞ : DeffA1(S)⇆ DA1(S) : Ω
∞
such that Σ∞ is monoidal and the object Σ∞(ZS{1}) is ⊗-invertible in DA1(S). As
usual, one denotes by K{i} the tensor product of any Tate spectrum K with the
i-th tensor power of Σ∞(ZS{1}). Besides, we also use the more traditional Tate
twist:
1S(1) = 1S{1}[−1].
Remark 1.1.4. Extending Remark 1.1.2, let us recall that the Tate spectra of the
form Σ∞ZS(X){i}, X/S is smooth and i ∈ Z, are compact and form a family
of generators of the triangulated category DA1(S) in the sense that every object of
DA1(S) is a homotopy colimit of spectra of the preceding form (see [CD09, 5.3.40]).
1.1.5. Thom spaces of virtual bundles.– It is important in our context to introduce
more general twists (in the sense of [CD09, Définition 1.1.39]). Given a base scheme
X , and a vector bundle V/X one defines the Thom space associated with V , as a
Nisnevich sheaf over SmX , by the following formula:
Th(V ) = coker
(
ZX(V
×)→ ZX(V )
)
,
where V × denotes the complement in V of the zero section. Seen as an object of
DA1(X), which we still denote by Th(V ), it becomes ⊗-invertible — as it is locally
of the form Th(AnX) ≃ 1X(n)[2n]. Therefore, we get a functor
Th : Vec(X)→ Pic(DA1(X))
from the category of vector bundles over X (with isomorphisms as morphisms) to
that of ⊗-invertible Tate spectra. It is straightforward to check that this functor
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sends direct sums to tensor products up to a canonical isomorphism. Moreover,
according to [Rio10, 4.1.1], given any exact sequence of vector bundles:
(σ) 0→ V ′ → V → V ′′ → 0,
one gets a canonical isomorphism
Th(V )
ǫσ−→ Th(V ′)⊗ Th(V ′′)
allowing to canonically extend the preceding functor to a functor from the category
K(X) of virtual vector bundles over X introduced in [Del87, §4] to ⊗-invertible
objects of DA1(X)
Th : K(X)→ Pic(DA1(X))
sending direct sums to tensors products.
Remark 1.1.6. The isomorphism classes of objects of K(X) give the K-theory ring
K0(X) of X . In other words, neglecting morphisms, the construction recalled above
associates to any element v of K0(X) a canonical isomorphism class of Tate spectra
Th(v) which satisfies the relation Th(v + w) = Th(v)⊗ Th(w).
1.1.7. Let us finally recall the basic functoriality satisfied by sheaves and derived
categories introduced previously.
Let f : T → S be a morphism of schemes. We get a morphism of sites
f−1 : SmS → SmT defined by X/S 7→ (X ×S T/T ) and therefore an adjunction of
categories of abelian Nisnevich sheaves:
(1) f∗ : SH(S)⇆ SH(T ) : f∗
such that f∗(G) = G ◦ f−1 and
f∗(F ) = lim
−→
X/F
ZT (X ×S T )
where the colimit runs over the category of morphisms ZS(X) → F . Recall that
f∗ is not exact in general.
If in addition p = f is smooth, one gets another morphism of sites:
p♯ : SmT → SmS , (Y → T ) 7→ (Y → T
p
−→ S).
One can check that p∗(F ) = F ◦ p♯ and we get an adjunction of additive categories:
p♯ : SH(T )⇆ SH(S) : p
∗
such that:
(2) p♯(G) = lim−→
Y/G
ZS(Y → T
p
−→ S),
this time the colimit runs over the category of morphisms ZT (Y )→ G.
Using formulas (1), (1) and (2), one can check the following basic properties:
(1) Smooth base change formula.– For any cartesian square of schemes
Y
q //
g 
X
f
T
p // S
such that p is smooth, the canonical map
q♯g
∗ → f∗p♯
is an isomorphism.
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(2) Smooth projection formula.– For any smooth morphism p : T → S and
any Nisnevich sheaves G over T and F over S, the canonical morphism:
p♯(G⊗ p
∗(F ))→ p♯(G)⊗ F
is an isomorphism.
We refer the reader to [CD09, 1.1.6, 1.1.24] for the definition of the above canonical
maps. Note that the properties stated above shows that SH is a Sm-premotivic
abelian category in the sense of [CD09, 1.4.2] (see also [CD09, Ex. 5.1.4]).
According to the theory developed in [CD09, §5], the adjunctions (f∗, f∗) and
(p♯, p
∗) for p smooth can be derived and induce triangulated functors
Lf∗ : DA1(S)⇆ DA1(T ) : Rf∗,
Lp♯ : DA1(S)⇆ DA1(T ) : p
∗.
By abuse of notation, we will simply denote the derived functors by f∗, f∗, p♯. Then
the analogues of smooth base change and smooth projection formulas stated above
hold (see [CD09, Ex. 5.3.31]). In other words, we get a premotivic triangulated cat-
egory (cf. [CD09, 1.4.2]) which by construction satisfies the homotopy and stability
relation ([CD09, 2.1.3, 2.4.4]).
Definition 1.1.8. Consider the notations of 1.1.5 and 1.1.7. Let S be a base
scheme, X/S a smooth scheme, and v be a virtual vector bundle over X . One
defines the Thom space of v above S as the object:
ThS(v) = p♯(Th(v)).
Of course, unless X = S, ThS(v) is in general not ⊗-invertible, and we do not
have the relation ThS(v ⊕ w) = ThS(v) ⊗ ThS(w). Nevertheless, it happens to be
the case in the following situation.
Suppose that v is a virtual vector bundle over X and that w is a virtual vec-
tor bundle over S. Then, p−1w is a virtual vector bundle over X and we have
p∗ ThS(w) = Th(p
−1w). Thus, one has the following identification
Th(v ⊕ p−1w) = Th(v) ⊗ p∗ThS(w),
and it follows from the smooth projection formula in 1.1.7 that
ThS(v ⊕ p
−1w) = ThS(v) ⊗ ThS(w).
In particular, ThS(v ⊕ AmX) = ThS(v) ⊗ Th(A
m
S ).
To conclude, we give an explicit expression for the Thom space of a vector
bundle V over X . The complex C := ZX(V ×)→ ZX(V ) is cofibrant and the map
C → ThX(V ) is a quasi-isomorphism. As p♯(ZX(Y )) = ZS(Y ) for any scheme Y
overX , we see that ThS(V ) is explicitly given by the complex of sheaves ZS(V ×)→
ZS(V ) or equivalently by the cokernel of the map.
1.1.9. Consider again the notations of paragraph 1.1.7. One can check the so-called
localization property for the fibred category DA1(−) (cf. [CD09, 2.4.26]): for any
closed immersion i : Z → S with complement open immersion j : U → S, and any
Tate spectrum K over S, there exists a unique distinguished triangle in DA1(S):
j♯j
∗(K)
j⋆
−→ K
i⋆
−→ i∗i
∗(K)→ j♯j
∗(K)[1]
where j⋆ (resp. i⋆) is the counit (resp. unit) of the adjunction (j♯, j∗) (resp. (i∗, i∗)).
As we have also seen in Remark 1.1.4 that DA1(S) is compactly generated, we
can apply to it the cross-functor theorem of Ayoub and Voevodsky (cf. [CD09,
2.4.50]) which we state here for future reference.
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Theorem 1.1.10. Consider the above notations. Then, for any separated morphism
of finite type f : Y → X of schemes, there exists a pair of adjoint functors, the
exceptional functors,
f! : DA1(Y )⇄ DA1(X) : f
!
such that:
(1) There exists a structure of a covariant (resp. contravariant) 2-functor on
f 7→ f! (resp. f 7→ f !).
(2) There exists a natural transformation αf : f! → f∗ which is an isomor-
phism when f is proper. Moreover, α is a morphism of 2-functors.
(3) For any smooth separated morphism of finite type f : X → S of schemes
with tangent bundle Tf , there are canonical natural isomorphisms
pf : f♯ −→ f!
(
ThX(Tf )⊗X (_)
)
p′f : f
∗ −→ ThX(−Tf )⊗X f
!
which are dual to each other – the Thom premotive ThX(Tf ) is ⊗-invertible
with inverse ThX(−Tf).
(4) For any cartesian square:
Y ′
f ′ //
g′

∆
X ′
g

Y
f
// X,
such that f is separated of finite type, there exist natural isomorphisms
g∗f!
∼
−→ f ′! g
′∗ ,
g′∗f
′! ∼−→ f !g∗ .
(5) For any separated morphism of finite type f : Y → X and any Tate spectra
K and L, there exist natural isomorphisms
Ex(f∗! ,⊗) : (f!K)⊗X L
∼
−−→ f!(K ⊗Y f
∗L) ,
HomX(f!(L),K)
∼
−−→ f∗HomY (L, f
!(K)) ,
f !HomX(L,M)
∼
−−→ HomY (f
∗(L), f !(M)) .
Remark 1.1.11. In items (1) and (2) above, we just mean that there are canonical
isomorphisms f!g! → (fg)! and g!f ! → (fg)!, and that we have a commutative
diagram
f!g! //

f∗g∗

(fg)! // (fg)∗
where the horizontal maps are given by the transformation α.
1.1.12. This theorem has many important applications. Let us state a few conse-
quences for future use.
• Localization triangles.– Consider again the assumptions of Paragraph 1.1.9.
Then one gets canonical distinguished triangles:
j!j
!(K)
j⋆
−→ K
i⋆
−→ i∗i
∗(K)→ j!j
!(K)[1](1)
i!i
!(K)
i⋆−→ K
j⋆
−→ j∗j
∗(K)→ i!i
!(K)[1](2)
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where j⋆, j⋆, i⋆, i⋆ are the unit/counit morphism of the obvious adjunc-
tions. The exactness of first triangle is a direct consequence of 1.1.9,
together with the properties j♯ = j! and j∗ = j! derived from (3) above.
• Descent properties.– Consider a cartesian square of schemes:
W
k //
g  ∆
V
f
Y
i
// X
One says ∆ is Nisnevich (resp. cdh) distinguished if i is an open (resp.
closed) immersion, f is an étale (resp. proper) morphism and the induced
map (V −W )→ (X−Y ) of underlying reduced subschemes is an isomor-
phism.
If ∆ is Nisnevich or cdh distinguished, then for any object K ∈
DA1(X), there exists canonical distinguished triangles:
K
i⋆+f⋆
−−−−→ i∗i
∗(K)⊕ f∗f
∗(K)
k⋆−g⋆
−−−−→ h∗h
∗(K)→ K[1](3)
h!h
!(K)
k⋆−g⋆
−−−−→ i!i
!(K)⊕ f!f
!(K)
i⋆+f⋆
−−−−→ K → h!h
!(K)[1](4)
where f⋆ (resp. f⋆) is the unit (resp. counit) of the adjunction (f∗, f∗)
(resp. (f!, f !)) and h = ig = fk.
• Pairing.– Let us apply point (5) replacing K by f !(K); one gets an iso-
morphism which appears in the following composite map:
f!
(
f !(K)⊗ f∗(L)
) ∼
−−→ f!f
!(K)⊗ L
f⋆⊗IdL
−−−−−→ K ⊗ L,
where f⋆ is the counit map for the adjunction (f!, f !). Thus, by adjunction,
one gets a canonical morphism:
f !(K)⊗ f∗(L)→ f !(K ⊗ L).
We will see in Paragraph 2.3.1 that this pairing induces the classical cap-
product.
Remark 1.1.13. Let R be a ring of coefficients. One can obviously extend the above
considerations by replacing sheaves of abelian groups by sheaves of R-modules (as
in [CD09]). We get a triangulated R-linear category DA1(S,R) depending on an
arbitrary scheme S, and also obtain the six functors formalism described above. In
brief, there is no difference between working with Z-linear coefficients or R-linear
coefficients.
Besides, one gets an adjunction of additive categories:
ρ∗R : SH(S)⇆ SH(S,R) : ρ
R
∗
where ρR∗ is the functor that forgets the R-linear structure. The functor ρ
∗
R is
obtained by taking the associated sheaf to the presheaf obtained after applying
the extension of scalars functor for R/Z. Note that the functor ρ∗R is monoidal.
According to [CD09, 5.3.36], these adjoint functors can be derived and further
induce adjunctions of triangulated categories:
(1) Lρ∗R : DA1(S)⇆ DA1(S,R) : Rρ
R
∗
such that Lρ∗R is monoidal.
1.2. Ring spectra. Let us start with a very classical definition.
Definition 1.2.1. Let S be a base scheme. A ring spectrum E over S is a commu-
tative monoid of the monoidal category DA1(S). A morphism of ring spectra is a
morphism of commutative monoids.
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In other words, E is a Tate spectrum equipped with a multiplication (resp.
unit) map
µ : E ⊗ E → E , resp. η : 1S → E
such that the following diagrams are commutative
(1) Unity: Associativity: Commutativity:
E
1⊗η //
❄❄
❄❄
❄❄
❄❄
❄❄
E ⊗ E
µ

E ⊗ E ⊗ E
1⊗µ //
µ⊗1

E ⊗ E
µ

E ⊗ E
µ
''❖❖
❖❖❖
❖❖
γ ∼

E
E E ⊗ E
µ // E E ⊗ E
µ
77♦♦♦♦♦♦
where γ is the isomorphism exchanging factors (coming from the underlying sym-
metric structure of the monoidal category DA1(S)).
Example 1.2.2. (1) The constant Tate spectrum 1S over S is an obvious
example of ring spectrum over S. Besides, for any ring spectrum (E , µ, η)
over S, the unit map η : 1S → E is a morphism of ring spectra.
(2) Let k be a fixed base (a perfect field in our main example). Let E be a ring
spectrum over k. Then for any k-scheme S, with structural morphism f ,
we get a canonical ring spectrum structure on f∗(E ) as the functor f∗ is
monoidal.
In this situation, we will usually denote by ES this ring spectrum.
The family of ring spectra (ES) thus defined is a cartesian section of the
fibred category DA1(−). It forms what we call an absolute ring spectrum
over the category of k-schemes in [Dég17].
1.2.3. We finally present a classical recipe in motivic homotopy theory to produce
ring spectra. Let us fix a base scheme S.
Suppose given a triangulated monoidal category T and an adjunction of trian-
gulated categories
φ∗ : DA1(S)⇆ T : φ∗
such that φ∗ is monoidal.
Then, for a couple of objects K and L of T, we get a canonical map:
νK,L : φ∗(K)⊗φ∗(L)
φ⋆
−→ φ∗φ
∗
(
φ∗(K)⊗φ∗(L)
) ∼
−→ φ∗
(
φ∗φ∗(K)⊗φ
∗φ∗(L)
) φ⋆⊗φ⋆
−−−−→ φ∗(K⊗L)
where φ⋆ and φ⋆ are respectively the unit and counit of the adjunction (φ∗, φ∗).
Besides, one easily checks that this isomorphism is compatible with the associativity
and symmetry isomorphisms of DA1(S) and T.
We also get a canonical natural transformation
ν : 1S
φ⋆
−→ φ∗φ
∗(1S) ≃ φ∗(1T)
which one can check to be compatible with the unit isomorphism of the monoidal
structures underlying DA1(S) and T. In other words, the functor φ∗ is weakly
monoidal.5
Then, given any commutative monoid (M,µM , ηM ) in T, one gets after applying
the functor φ∗ a ring spectrum with multiplication and unit maps
µ :φ∗(M)⊗ φ∗(M)
νM,M
−−−−→ φ∗(M ⊗M)
φ∗(µ
M )
−−−−−→ φ∗(M),
η :1S
ν
−→ φ∗(1T)
φ∗(η
M )
−−−−−→ φ∗(M).
The verification of the axioms of a ring spectrum comes from the fact that φ∗ is
weakly monoidal.
5Other possible terminologies are weak monoidal functor, lax monoidal functor.
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Example 1.2.4. The main example we have in mind is the case where M is the
unit object 1T of the monoidal category T:
E = φ∗(1T).
Remark 1.2.5. On can also define a strict ring spectrum over a scheme S as a
commutative monoid object of the underlying model category of DA1(S)— in other
words a Tate spectrum equipped with a ring structure such that the diagrams (1)
commute in the category of Tate spectra, rather than in its localization with respect
to weak equivalences.
In the subsequent cases where ring spectra will appear in this paper, through
an adjunction (φ∗, φ∗) as above, this adjunction will be derived from a Quillen
adjunction of monoidal model categories. We can repeat the arguments above by
replacing the categories with their underlying model categories. Therefore, the ring
spectra of the form φ∗(1T) will in fact be strict ring spectra. While we will not use
this fact here, it is an information that could be useful to the reader.
Example 1.2.6. Let R be a ring of coefficients. Consider the notations of Remark
1.1.13. Then we can apply the preceding considerations to the adjunction (1) so
that we get a ring spectrum
HA1RX := Rρ
R
∗ (1X).
1.2.7. Consider again the notations of the paragraph preceding the remark. As
mentioned in Example 1.2.2(1), the ring spectrum φ∗(1T) automatically comes
with a morphism of ring spectra:
(1) 1S → φ∗(1T).
Moreover, suppose there exists another triangulated monoidal categories T′ with
an adjunction of triangulated categories:
ψ∗ : T⇆ T′ : ψ∗
such that ψ∗ is monoidal.
Then one gets a canonical morphism of ring spectra:
φ∗(1T)→ φ∗ψ∗ψ
∗(1T) ≃ φ∗ψ∗(1T′ )
which is compatible with the canonical morphism of the form (1).
2. The four theories associated with a ring spectrum
2.0.1. In this section, we will fix a base scheme k together with a ring spectrum
(E , µ, η) over k. Given any k-scheme X with structural morphism f , we denote
by EX = f∗(E ) the pullback ring spectrum over X (Example 1.2.2). We will still
denote by µ (resp. η) the multiplication (resp. unit) map of the ring spectrum EX .
When X/k is separated of finite type, it will also be useful to introduce the
following notation:
E
′
X = f
!(E ).
Note that this is not a ring spectrum in general, but that there is a pairing
(1) µ′ : E ′X ⊗ EX = f
!(E )⊗ f∗(E )→ f !(E ⊗ E )
µ
−→ f !(E ) = E ′X
using the last point of §1.1.12.
In the following subsections, we will show how to associate cohomological/homological
theories with E and deduce the rich formalism derived from the six functors for-
malism (Theorem 1.1.10).
Note finally that the constructions will be functorial in the ring spectra E . To
illustrate this fact, we will also fix a generic morphism of ring spectra
φ : E → F .
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2.1. Definitions and basic properties.
Definition 2.1.1. Let p : X → Spec(k) be a k-scheme, n ∈ Z an integer and
v ∈ K(X) a virtual vector bundle over X .
We define the cohomology of X in degree (n, v) and coefficients in E as the
following abelian group:
E
n(X, v) := HomD
A1 (k)
(
1k, p∗
(
p∗(E )⊗ Th(v)
)
[n]
)
.
IfX is a k-variety, we also define respectively the cohomology with compact support,
Borel-Moore homology and homology of X in degree (n, v) and coefficients in E as:
E
n
c (X, v) := HomDA1 (k)
(
1k, p!
(
p∗(E )⊗ Th(v)
)
[n]
)
,
E
BM
n (X, v) := HomDA1 (k)
(
1k, p∗
(
p!(E )⊗ Th(−v)
)
[−n]
)
,
En(X, v) := HomD
A1 (k)
(
1k, p!
(
p!(E )⊗ Th(−v)
)
[−n]
)
.
We will sometime use the abbreviations c-cohomology and BM-homology for coho-
mology with compact support and Borel-Moore homology respectively.
Finally, v can be replaced by an integer m ∈ Z, to mean that v is the (opposite
of the) trivial vector bundle of rank |m|.
We will describe below the properties satisfied by these four theories, which can
be seen as a generalization of the classical Bloch-Ogus formalism (see [BO74]).
Remark 2.1.2. It is clear from the construction of Paragraph 1.1.5 and from the
above definition that cohomology and cohomology with compact support (resp.
Borel-Moore homology and homology) depends covariantly (resp. contravariantly)
upon the virtual vector bundle v — i.e. with respect to morphisms of the category
K(X). In particular, if one consider these theories up to isomorphism, one can take
for v a class in the K-theory ring K0(X) of vector bundles over X .
Example 2.1.3. Let us assume that X is a smooth k-scheme, with structural mor-
phism p. Consider a couple of integers (n,m) ∈ Z2.
Then, one gets the following computations:
E
n(X,m) = HomD
A1(k)
(
1k, p∗
(
p∗(E )⊗ Th(AmX)
)
[n]
)
= HomD
A1(k)
(
1k, p∗p
∗
(
E ⊗ Th(Amk )
)
[n]
)
(1)
= HomD
A1 (k)
(
p♯p
∗(1k), E ⊗ Th(A
m
k )[n]
)
(2)
= HomD
A1 (k)
(
Zk(X), E (m)[n+ 2m]
)
= E n+2m,m(X).
The identification (1) comes from the (derived) adjunctions described in Paragraph
1.1.7 and (2) comes from the definition of p∗ (resp. p♯) — see again Paragraph 1.1.7.
So for smooth k-schemes and constant virtual vector bundles, the cohomology
theory just defined agree (up to change of twists) with the classical cohomology
represented by E .
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Remark 2.1.4. Using the conventions stated in the beginning of this section, one
can rewrite the previous definitions as follows:
E
n(X, v) = HomD
A1 (X)
(
1X , EX ⊗ Th(v)[n]
)
,
E
n
c (X, v) = HomDA1 (k)
(
1k, p!(EX ⊗ Th(v))[n])
)
,
E
BM
n (X, v) = HomDA1 (X)
(
1X , E
′
X ⊗ Th(−v)[−n]
)
,
En(X, v) = HomD
A1 (k)
(
1k, p!(E
′
X ⊗ Th(−v))[−n]
)
.
In particular, if one interpret E ′X as a dual of EX , our definition of Borel-Moore
homology is analogue to that of Borel and Moore relative to singular homology (see
[BM60]).
2.1.5. Assume p : X → Spec(k) is separated of finite type. From the natural
transformation αp : p! → p∗ of Theorem 1.1.10(2), one gets canonical natural
transformations:
E
n
c (X, v)→ E
n(X, v),
En(X, v)→ E
BM
n (X, v)
which are isomorphisms whenever X/k is proper.
Remark 2.1.6. Consider an arbitrary k-scheme X .
One must be careful about the homotopy invariance property. Indeed, if v is a
virtual bundle overA1X which comes fromX , that is v = π
−1(v0) where π : A1X → X
is the canonical projection, then one gets:
E
n(A1X , v) ≃ E
n(X, v0)
from the homotopy property of DA1(X) — more precisely, the isomorphism Id
∼
−→
π∗π
∗.
This will always happen if X is regular. But in general, v could not be of the
form π−1(v0) and there is no formula as above.
Similarly, if v = p−1(v0), one gets:
En(A
1
X , v) ≃ En(X, v0).
Note finally there is no such formula for c-cohomology or BM-homology.
2.1.7. It is clear that the morphism of ring spectra φ : E → F induces morphisms
of abelian groups, all denoted by φ∗:
E
n(X, v)→ Fn(X, v)
E
n
c (X, v)→ F
n
c (X, v)
E
BM
n (X, v)→ F
BM
n (X, v)
En(X, v)→ Fn(X, v).
2.2. Functoriality properties.
2.2.1. Basic functoriality. Let f : Y → X be a morphism of k-schemes and consider
(n, v) ∈ Z×K(X).
Letting p (resp. q) be the projection ofX/k (resp. Y/k), we deduce the following
maps in DA1(X), where in the second one we have assume that p and q are separated
of finite type
Th(v)⊗ p∗(E )
f⋆
−→ f∗f
∗(Th(v)⊗ p∗E )
(1)
≃ f∗
(
Th(f−1v)⊗ q∗E
)
f!
(
Th(f−1v)⊗ q!E
) (2)
≃ f!f
!(Th(v)⊗ p!E )
f⋆
−→ Th(v) ⊗ p!(E )
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where f⋆ (resp. f⋆) is the unit (resp. counit) map of the adjunction (f∗, f∗) (resp.
(f!, f
!)) and the isomorphism (1) (resp. (2)) follows from the fact f∗ is monoidal
(resp. Th(v) is ⊗-invertible).
Composing respectively with p∗ and p!, we get canonical morphisms:
p∗
(
Th(v)⊗ p∗E
) π(f)
−−−−→ q∗
(
Th(f−1v)⊗ q∗E
)
q!
(
Th(f−1v)⊗ q!E
) π′(f)
−−−−→ p!
(
Th(v) ⊗ p!E
)
,
which induces the following pullback and pushforward maps:
E
n(X, v)
f∗
−−−→ E n(Y, f−1v)
En(Y, f
−1v)
f∗
−−−→ En(X, v).
It is straightforward to check that these maps are compatible with composition,
turning cohomology (resp. homology) into a contravariant (resp. covariant) functor
with respect to all k-schemes (resp. all k-varieties).
Assume now that f is proper. Then from Theorem 1.1.10(2), one gets a canoni-
cal isomorphism αf : f! ≃ f∗ and the maps π(f), π′(f) respectively induce canonical
morphisms:
E
n
c (X, v)
f∗
−−−→ E nc (Y, f
−1v)
E
BM
n (Y, f
−1v)
f∗
−−−→ E BMn (X, v).
Again, notably because αf is compatible with composition, these maps are compat-
ible with composition so that cohomology with compact support (resp. Borel-Moore
homology) is a contravariant (resp. covariant) functor with respect to proper mor-
phisms of k-varieties.
Remark 2.2.2. With that functoriality at our disposal, we can understand the
homotopy property described in Remark 2.1.6 as follows. Given any scheme X
and any virtual bundle v0 over X , the canonical projection π : A1X → X induces
isomorphisms:
π∗ :E n(X, v0)→ E
n(A1X , π
−1(v0)),
π∗ :En(A
1
X , π
−1(v0))→ En(X, v0).
2.2.3. Localization long exact sequences. One of the main properties of Borel-Moore
homology, as well as cohomology with compact support is the existence of the so-
called localization long exact sequences. In our case, it follows directly from the
localization triangle stated in Paragraph 1.1.12.
Indeed, for a closed immersion i : Z → X of k-varieties with complement open
immersion j : U → X , and a virtual vector bundle v over X , one gets localization
sequences:
E
BM
n (Z, i
−1v)
i∗−→ E BMn (X, v)
j∗
−→ E BMn (U, j
−1v)→ E BMn−1(Z, i
−1v),
E
n
c (U, j
−1v)
j∗
−→ E nc (X, v)
i∗
−→ E nc (Z, i
−1v)→ E n+1c (U, j
−1v).
More explicitly, the first (resp. second) exact sequence is obtained by using the
distinguished triangle (2) with K = E ′X (resp. (1) with K = EX) and applying
the cohomological functor HomD
A1 (X)
(1X ,−). Note we also use the identifications
i! = i∗ (resp. j! = j∗) which follows from Theorem 1.1.10 point (2) (resp. (3)).
2.2.4. Gysin morphisms. Let us fix a morphism f : Y → X of k-schemes which is
separated of finite type and consider the notations of Remark 2.1.4.
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Assume f is smooth with tangent bundle τf . Then, according to Theorem
1.1.10(3) and the ⊗-invertibility of Thom spectra, we get a canonical isomorphism:
p′f : f
!(EX) ≃ f
∗(EX)⊗ Th(τf ) = EY ⊗ Th(τf ).
Suppose now that X and Y are smooth k-varieties, with respective structural mor-
phisms p and q. Then f is a local complete intersection morphism, and has for
relative virtual tangent bundle the virtual bundle in K(Y ):
τf = [Tq]− [f
−1(Tp)].
Then one can compute q!E in two ways:
q!E
(1)
≃ q∗(E )⊗ Th(Tq) = EY ⊗ Th(Tq)
= f !p!(E )
(2)
≃ f !
(
p∗(E )⊗ Th(Tp)
) (3)
≃ f !(EX)⊗ Th(f
−1Tp)
where (1) and (2) are given by the relative purity isomorphisms of Theorem 1.1.10(3),
respectively for p and q, and (3) follows from the factTh(Tp) is⊗-invertible. Putting
the two formulas together, one gets as in the previous case an isomorphism:
(1) η˜f : f !(EX) ≃ EY ⊗ Th(τf ).
Similarly, using the same procedure but exchanging the role of f∗ and f !, one gets
a canonical isomorphism:
(2) η˜′f : f
∗(E ′X) ≃ E
′
Y ⊗ Th(−τf ),
assuming either f is smooth or f is a morphism of smooth k-varieties.
Therefore one gets using adjunctions the following trace maps:
trf : f!
(
EY ⊗ Th(τf )
)
−→ EX ,
tr′f : E
′
X −→ f∗
(
E
′
Y ⊗ Th(−τf )
)
.
We can tensor these maps with the Thom space of an arbitrary virtual vector bundle
v over X , and compose the map with p! for the first one and p∗ for the second one
to get the following maps:
q!
(
q∗E ⊗ Th(f−1v + τf )
)
−→ p!(p
∗
E ⊗ Th(v)),
p∗(p
!
EX ⊗ Th(v)) −→ q∗
(
q!E ⊗ Th(f−1v − τf )
)
.
If we assume moreover that f is proper, then we get using the same procedure and
using the identification f∗ = f! the following maps:
q∗
(
q∗E ⊗ Th(f−1v + τf )
)
−→ p∗(p
∗
E ⊗ Th(v)),
p!(p
!
EX ⊗ Th(v)) −→ q!
(
q!E ⊗ Th(f−1v − τf )
)
.
Let us state the result in term of the four theories in the following proposition.
Proposition 2.2.5. Let f : Y → X be a morphism of k-varieties satisfying one of
the following assumptions:
(a) f is smooth;
(b) X and Y are smooth k-varieties.
Then the maps defined above induce the following Gysin morphisms:
f∗ :E
n
c (Y, f
−1v + τf ) −→ E
n
c (X, v),
f∗ :E BMn (X, v) −→ E
BM
n (Y, f
−1v − τf ).
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Assume moreover that f is proper. Then using again the previous constructions,
one gets the following maps:
f∗ :E
n(Y, f−1v + τf ) −→ E
n(X, v),
f∗ :En(X, v) −→ En(Y, f
−1v − τf ).
These Gysin morphisms are compatible with composition.
Under assumption (a), for any cartesian square,
Y ′
g //
q 
X ′
p
Y
f // X
one has the classical base change formulas:
• p∗f∗ = g∗q
∗ in case of cohomologies,
• f∗p∗ = q∗g∗ in case of homologies.
Indeed, the construction of maps are directly obtained from the maps defined
in the paragraph preceding the proposition. The compatibility with composition
is a straightforward check once we use the compatibility of the relative purity iso-
morphism with composition (due to Ayoub, see [CD09, 2.4.52] for the precise
statement). The base change formulas in the smooth case is similar and are ulti-
mately reduced to the compatibility of the relative purity isomorphism with base
change (see for example the proof of [Dég17, Lemma 2.3.13]).
Remark 2.2.6. Gysin morphisms can be defined under the weaker assumption that
f is a global complete intersection. Similarly, the base change formula can be
extended to cover also the case of assumption (b), as well as the general case. We
refer the reader to [DJK17] for this generality, as well as for more details on the
proofs.
Remark 2.2.7. According to these constructions, it is clear that the map associated
in Paragraph 2.1.7 with the morphism of ring spectra φ are natural inX with respect
to the basic functoriality and Gysin morphisms of each of the four theories.
2.3. Products and duality.
2.3.1. As usual, one can define a cup-product on cohomology,
E
n(X, v)⊗ Em(X,w)→ E n+m(X, v + w), (x, y) 7→ x∪y
where, using the presentation of Remark 2.1.4 one defines x∪y as the map:
1X
x⊗y
−−−→ EX ⊗ Th(v)⊗ EX ⊗ Th(w)[n +m] ≃ EX ⊗ EX ⊗ Th(v + w)[n +m]
µ⊗Id
−−−−−→ EX ⊗ Th(v + w)[n+m].
Here we use the fact that p∗ is weakly monoidal — as the right adjoint of a monoidal
functor; see Paragraph 1.2.3. One can easily check that the pullback morphism on
cohomology is compatible with cup product (see for example [Dég18, 1.2.10, (E5)]).
Besides one gets a cap-product :
E
BM
n (X, v)⊗ E
m(X,w)→ E BMn−m(X, v − w), (x, y) 7→ x∩y
defined, using again the presentation of Remark 2.1.4, as follows:
x∩y : 1X [n−m]
x⊗y
−−−→ E ′X ⊗ Th(−v)⊗ EX ⊗ Th(w) ≃ E
′
X ⊗ EX ⊗ Th(−v + w)
µ′
−−→ E ′X ⊗ Th(−v + w).
where µ′ is defined in (1).
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There is finally a cap-product with support :
E
BM
n (X, v)⊗ E
m
c (X,w)→ En−m(X, v − w), (x, y) 7→ x∩y
defined, using Remark 2.1.4, as follows:
x∩y : 1k[n−m]
x⊗y
−−−→ p∗
(
E
′
X ⊗ Th(−v)
)
⊗ p!(EX ⊗ Th(w))
(1)
−−→ p!
(
p∗p∗(E
′
X ⊗ Th(−v)
)
⊗ EX ⊗ Th(w)
)
ad′
−−→ p!
(
E
′
X ⊗ Th(−v)⊗ EX ⊗ Th(w)
)
≃ p!
(
(E ′X ⊗ EX ⊗ Th(−v + w)
)
µ′
−−→ p!
(
(E ′X ⊗ Th(−v + w))
)
,
where (1) is obtained using the base change isomorphism of Theorem 1.1.10(5) and
µ′ is defined in (1).
Remark 2.3.2. These products satisfy projection formulas with respect to Gysin
morphisms, whose formulation we leave to the reader (see also [DJK17]).
Remark 2.3.3. Clearly, the map
φ∗ : E
n(X, v)→ Fn(X, v)
defined in 2.1.7 is compatible with cup-products. Similarly, the other natural trans-
formations associated with the morphism of ring spectra φ are compatible with
cap-products.
2.3.4. Fundamental class. Let us fix a smooth k-variety f : X → Spec(k), with
tangent bundle τX .
Applying theorem 1.1.10(3) to f , we get an isomorphism:
p′f : EX = f
∗(E ) −→ ThX(−TX)⊗ f
!(E ) = ThX(−TX)⊗ E
′
X
Then, in view of Remark 2.1.4, the composite map:
ηX : 1X
η
−→ EX
p′f
−→ ThX(−TX)⊗ E
′
X ≃ E
′
X ⊗ ThX(−TX)
corresponds to a class in the Borel-Moore homology group E BM0 (X,TX).
Definition 2.3.5. Under the assumptions above, we call the class ηX ∈ E BM0 (X,TX)
the fundamental class of the smooth k-scheme X with coefficients in E .
The following Poincaré duality theorem is now a mere consequence of the defi-
nitions and of part (3) of Theorem 1.1.10.
Theorem 2.3.6. Let X/k be a smooth k-variety and ηX its fundamental class with
coefficients in E as defined above.
Then the following morphisms
E
n(X, v)→ E BM−n (X,TX − v), x 7→ ηX∩y
E
n
c (X, v)→ E−n(X,TX − v), x 7→ ηX∩y
are isomorphisms.
Proof. Let us consider the first map. Using Remark 2.1.4, we can rewrite it
as follows:
HomD
A1(X)
(
1X , EX ⊗ Th(v))[n]
)
→ HomD
A1(X)
(
1X , E
′
X ⊗ Th(v − TX))[n]
)
.
Then it follows from the definition of the fundamental class (Paragraph 2.3.4) and
that of cap-products (Paragraph 2.3.1), that this map is induced by the morphism
p′f : EX = f
∗(E ) −→ ThX(−TX)⊗ f
!(E ) = ThX(−TX)⊗ E
′
X
which is an isomorphism according to Theorem 1.1.10(3).
The proof in the case of the second isomorphism is the same. 
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Remark 2.3.7. According to this theorem, and the basic functoriality of the four
theories (Paragraph 2.2.1), one gets the following exceptional functoriality for mor-
phisms of smooth k-varieties:
• cohomology becomes covariant with respect to proper morphisms;
• BM-homology becomes contravariant with respect to all morphisms;
• c-cohomology becomes covariant with respect to all morphisms;
• homology becomes contravariant with respect to proper morphisms.
An application of the projection formulas alluded to in Remark 2.3.2 give that
this extra functorialities coincide with Gysin morphisms constructed in Proposition
2.2.5.
Example 2.3.8. One deduces from the above duality isomorphisms and the localiza-
tion long exact sequence of Paragraph 2.2.3 that, for a closed immersion i : Z → X
of smooth k-varieties with complement open immersion j, one has long exact se-
quences:
E
n(Z, TZ − i
−1v)
i∗−→ E n(X,TX − v)
j∗
−→ E n(U, j−1(TX − v))→ E
n+1(Z, TZ − i
−1v),
En(U, j
−1(TX − v))
j∗
−→ En(X,TX − v)
i∗
−→ En(Z, TZ − i
−1v)→ En+1(U, j
−1(TX − v)).
Besides, substituting (TX−v) to v and using the exact sequence over vector bundles
over Z:
0→ TZ → i
−1TX → NZX → 0
where NZX is the normal bundle of Z in X , the above exact sequences can be
written more simply as:
E
n(Z, i−1v −NZX)
i∗−→ E n(X, v)
j∗
−→ E n(U, j−1v)→ E n+1(Z, i−1v −NZX),
En(U, j
−1v)
j∗
−→ En(X, v)
i∗
−→ En(Z, i
−1v −NZX)→ En+1(U, j
−1v).
For further reference, we note that the first triangle was obtained using duality and
the localization exact sequence for Borel-Moore homology induced by the localiza-
tion triangle (2). However, we could alternatively use the localization triangle (1)
for 1X , Theorem 1.1.10 (2) and (3), and then apply HomD
A1(X)
(−, p∗E ⊗X Th(v))
to get a long exact sequence
E
n(Z, i−1v −NZX)
i∗−→ E n(X, v)
j∗
−→ E n(U, j−1v)→ E n+1(Z, i−1v −NZX)
which is fact the same as above. This follows easily using the various adjunctions
and the duality between Borel-Moore homology and cohomology.
2.4. Descent properties. The following result is a direct application of Para-
graph 1.1.12.
Proposition 2.4.1. Consider a cartesian square of k-schemes:
W
k //
g  ∆
V
f
Y
i
// X
which is Nisnevich or cdh distinguished (see Paragraph 1.1.12). Put h = i ◦ g and
let v be a virtual bundle over X.
Then one has canonical long exact sequences of the form:
E
n(X, v)
i∗+f∗
−−−−→ E n(Y, i−1v)⊕ E n(V, f−1v)
k∗−g∗
−−−−→ E n(W,h−1v)→ E n+1(X, v)
En(W,h
−1v)
k∗−g∗
−−−−→ En(Y, i
−1v)⊕ En(V, f
−1v)
i∗+f∗
−−−−→ En(X, v)→ En−1(X, v).
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If the square ∆ is Nisnevich distinguished (in which case all of its morphisms
are étale), one has canonical long exact sequences of the form:
E
BM
n (X, v)
i∗+f∗
−−−−→ E BMn (Y, i
−1v)⊕ E BMn (V, f
−1v)
k∗−g∗
−−−−→ E BMn (W,h
−1v)→ E BMn−1(X, v)
E
n
c (W,h
−1v)
k∗−g∗
−−−−→ E nc (Y, i
−1v)⊕ E nc (V, f
−1v)
i∗+f∗
−−−−→ E nc (X, v)→ E
n+1
c (X, v)
where we have used the Gysin morphisms with respect to étale maps for BM-
homology and c-cohomology.
If the square ∆ is cdh distinguished (in which case all of its morphisms are
proper), one has canonical long exact sequences of the form:
E
BM
n (W,h
−1v)
k∗−g∗
−−−−→ E BMn (Y, i
−1v)⊕ E BMn (V, f
−1v)
i∗+f∗
−−−−→ E BMn (X, v)→ E
BM
n−1(X, v),
E
n
c (X, v)
i∗+f∗
−−−−→ E nc (Y, i
−1v)⊕ E nc (V, f
−1v)
k∗−g∗
−−−−→ E nc (W,h
−1v)→ E n+1c (X, v)
where we have used the covariance (resp. contravariance) of BM-homology (resp.
c-cohomology) constructed in Paragraph 2.2.1.
Proof. The proof is a simple application of the descent properties obtained
in Paragraph 1.1.12.
For example, one gets the case of cohomology by using the distinguished trian-
gles (3) with K = EX :
EX
i⋆+f⋆
−−−−→ i∗(EY )⊕ f∗(EV )
k⋆−g⋆
−−−−→ h∗(EW )→ EX [1]
and applying the cohomological functor HomD
A1 (X)
(1X ,−). The description of the
maps in the long exact sequence obtained follows directly from the description of
the contravariant functoriality of cohomology (see 2.2.1).
The other exact sequences are obtained similarly. 
We can state the existence of the long exact sequences in the preceding propo-
sition by saying that the four theories satisfies Nisnevich and cdh cohomological
descent.6 This also shows that, under the existence of resolution of singularities,
they are essentially determined by their restriction to smooth k-varieties.
Let us make a precise statement.
Proposition 2.4.2. Let us assume k is of characteristic 0 or more generally that
any k-variety admits a non-singular blow-up and that k is perfect.
Suppose one has a contravariant functor H∗ from k-varieties equipped with
a virtual vector bundle (X, v) to graded abelian groups, Hn(X, v), and a natural
transformation:
φX : E
n(X, v)→ Hn(X, v)
such that for any cdh distinguished square as in the preceding proposition, one has
a long exact sequence:
Hn(X, v)
i∗+f∗
−−−−→ Hn(Y, i−1v)⊕Hn(V, f−1v)
k∗−g∗
−−−−→ Hn(W,h−1v)→ Hn+1(X, v)
which is compatible via φ with the one for E ∗.
Then, if φX is an isomorphism when X/k is smooth, it is an isomorphism for
any k-variety X.
6One can express cohomological descent for the cdh or Nisnevich topology in the style of
[AGV72, Vbis], or [CD09, §3], using the fact the four theories admits an extension to simplicial
schemes and stating that cdh or Nisnevich hypercovers induces isomorphisms. The simplification
of our formulation comes as these topologies are defined by cd-structure in the sense of [Voe10].
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Proof. The proof is an easy induction on the dimension of X . When X has
dimension 0, it is necessarily smooth over k as the latter field is assumed to be
perfect. The noetherian induction argument follows from the existence of a blow-
up f : V → X such that V is smooth. Let Y be the locus where f is not an
isomorphism, W = V ×X Y . Then the dimension of Y and W is strictly less
than the dimension of X and V . By assumptions, φV is an isomorphism. By the
inductive assumption, φY and φW are isomorphisms. So the existence of the cdh
descent long exact sequences, and the fact φ is compatible with these, allow us to
conclude. 
Remark 2.4.3. Similar uniqueness statements, with the same proof, hold for the
other three theories. We let the formulation to the reader.
3. The motivic ring spectrum
3.1. Motivic spectra. The purpose of this section is to recall how classi-
cal motivic cohomology theories fit into the formalism introduced in the previous
sections. Recall from Ch. 3, (3.3.6.a) that we have adjunctions of triangulated
categories:
DA1(k,R)
Lγ˜∗ //
a

D˜M(k,R)
Lπ∗ //
a˜

γ˜∗
oo DM(k,R)
atr

π∗
oo
DA1,e´t(k,R)
Lγ˜∗e´t //
RO
OO
D˜Me´t(k,R)
Lπ∗e´t //
RO
OO
γ˜e´t∗
oo DMe´t(k,R).
RO
OO
πe´t∗
oo
(1)
such that each left adjoint is monoidal. Setting γ = γ˜π as in Ch. 3, 1.1.6, we get a
diagram of adjunctions
DA1(k,R)
Lγ∗ //
a

DM(k,R)
atr

γ∗
oo
DA1,e´t(k,R)
Lγ∗e´t //
RO
OO
DMe´t(k,R).
RO
OO
γe´t∗
oo
(2)
Definition 3.1.1. Applying the general procedure of Paragraph 1.2.3 to deduce
ring spectra from the above adjunctions, we obtain respectively the R-linear motivic
Eilenberg-MacLane spectrum and étale Eilenberg-MacLane spectrum as follows:
HMR := γ∗(1),
HM,e´tR := ROγe´t∗(1).
By adjunction, we get:
H
n
M (X,m,R) = HomDM(k,R)
(
M(X),1(m)[n+ 2m]
)
,
H
n
M,e´t(X,m,R) = HomDMe´t(k,R)
(
Me´t(X),1(m)[n+ 2m]
)
whereM(X) (resp.Me´t(X)) denotes the motive (resp. étale motive) associated with
the smooth k-scheme X .
Remark 3.1.2. One derives from the Dold-Kan equivalence an adjunction of trian-
gulated categories:
N : SH(k)⇆ DA1(k) : K
see [CD09, 5.3.35]. The functor N is monoidal (loc. cit.) so that using the ar-
guments of Paragraph 1.2.3, the functor K is weakly monoidal. Therefore, if one
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applies K to any ring spectrum of the above definition, one obtains a commuta-
tive monoid in the stable homotopy category SH(k). The ring spectrum obtained
via this procedure from the Eilenberg-MacLane motivic ring spectrum defined here
coincides with the ring spectrum defined by Voevodsky ([Voe98, 6.1]; see also
[CD09, 11.2.17]).
3.2. Associated cohomology.
3.2.1. Applying Definition 2.1.1, we can associate to the preceding ring spectra four
cohomological/homological theories, namely motivic cohomology, Borel-Moore mo-
tivic homology, motivic cohomology with compact support, and (Suslin) homology.
There are many computations for these four theories, and we briefly recall a
few of them, starting with motivic cohomology. For a smooth k-variety X and a
virtual bundle v over X of rank m, oner has:
H
n
M (X, v,Z) =

CHm(X) if n = 0,
Hn+2mZar (X,Z(m)) if m ≥ 0,
0 if m < 0,
where Z(m) is Suslin-Voevodsky motivic complex.7 Note that the computation
uses the fact that motivic cohomology is an oriented cohomology theory (see for
example [Dég18, 2.1.4 (2)]).
3.2.2. Motivic cohomology (singular case). For any k-scheme f : X → Spec(k), fol-
lowing the conventions of Paragraph 2.0.1, we consider the following ring spectrum
over X :
HM,X := f
∗(HM).
Apart from the fact that we are working in DA1(X) instead of SH(X), this ring
spectrum agrees with the ring spectrum defined in [CD15, 3.8].
Assume further that:
(1) The characteristic exponent of k is invertible in R.
Then according to [CD15], one can extend the construction of the categoryDM(k,R)
to an arbitrary k-scheme X and obtain a triangulated R-linear category
DMcdh(X,R)
which satisfies the six functors formalism for various X , as described in Section 1.1
(see [CD15, 5.11]). Indeed, DMcdh(−, R) form what we called a motivic triangu-
lated category in [CD09, 2.4.45] — here, the assumption (1) is essential. Note in
particular that we can define, as in Paragraph 1.1.5, Thom motives of virtual bun-
dles (see [CD09, 2.4.15]). Given a virtual bundle v over X , we denote by MTh(v)
this Thom motive, an object of DMcdh(X,R).
Moreover, according to [CD09, 11.2.16], one has a natural adjunction of trian-
gulated categories:
γ∗ : DA1(X,R)⇆ DMcdh(X,R) : γ∗
extending the adjunction (Lγ∗, γ∗). In fact, the family of adjunctions (γ∗, γ∗) for
various schemes X form what we called a premotivic adjunction in [CD09, 1.4.6].
As a consequence, γ∗ is monoidal and commutes with functors of the form f∗
and p! while γ∗ commutes with functors of the form f∗ and p! (see [CD09, 2.4.53]);
here f is any morphism of k-schemes while p is separated of finite type.
7For example, Z(m) = Csing∗ (Ztr(G
∧,n
m )
)
[−n], where Csing∗ () is the Suslin (singular) complex
functor. See [VSF00, Chap. 5].
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Note that by construction, γ∗(Th(v)) = MTh(v). As the objects Th(v) and
MTh(v) are ⊗-invertible, one deduces that8
γ∗(MTh(v)) = Th(v).
Applying [CD15, Prop. 4.3 and Th. 5.1], we also obtain that γ∗ commutes
with f∗. As a consequence,9
HM,X = f
∗(γ∗(1k)) ≃ γ∗(f
∗(1k)) = γ∗(1X).
Finally, under assumption (1), we can do the following computation for an arbitrary
k-scheme X and a virtual vector bundle v over X of rank m:
H
n
M (X, v,R) = HomDA1 (X)
(
1X ,HM,X ⊗ Th(v))[n]
)
= HomD
A1 (X)
(
1X , γ∗(1X)⊗ Th(v))[n]
)
= HomD
A1 (X)
(
1X , γ∗(MTh(v))[n])
)
= HomDMcdh(X,R)
(
1X ,MTh(v)[n])
)
= HomDMcdh(X,R)
(
1X ,1X(m)[n+ 2m])
)
which uses the identifications recalled above, and for the last one, the fact that
motivic cohomology is an oriented cohomology theory (equivalently, DMcdh is an
oriented motivic triangulated category, see [CD09, 2.4.38, 2.4.40, 11.3.2]).
We can give more concrete formulas as follows. Assume X is a k-variety. Recall
Voevodsky has defined in [VSF00, Chap. 5, §4.1] a motivic complex Csing∗ (X) in
DMeff(k,Z) by considering the Suslin complex of the sheaf with transfers Ztr(X)
represented by X .10 With R-coefficients, let us put:
Csing∗ (X)R := C
sing
∗ (X)⊗
L
Z R.
Then according to [CD15, 8.4, 8.6], one gets:
H
n
M (X, v,R) =
{
HomDMeff (k,R)
(
Csing∗ (X)R, R(m)[n+ 2m]
)
if m ≥ 0,
0 if m < 0
where R(m) is the R-linear Tate motivic complex: R(m) = Csing∗ (G
∧m
m )R[−m].
Note also that one can compute the right-hand side as the following cdh-cohomology
group (see [CD09, (8.3.1)]:
HomDMeff (k,R)
(
Csing∗ (X), R(m)[n+ 2m]
)
= H n+2mcdh
(
X,R(m)
)
,
where R(m) is seen as a complex of cdh-sheaves on the site of k-schemes of finite
type.
8The argument goes as follows. Consider the functors:
T h(v) : K 7→ Th(v) ⊗K, T hM (v) : K 7→ MTh(v) ⊗K.
Then we obtain an isomorphism of functors:
γ∗ ◦ T h(v) ≃ T hM (v) ◦ γ∗.
Now, as the Thom objects are ⊗-invertible, the functors T h(v) and T hM (v) are equivalences of
categories. Their quasi-inverses are respectively: T h(−v) and T hM (−v). Then from the preceding
isomorphism of functors, one deduces an isomorphism of the right adjoint functors:
T h(−v) ◦ γ∗ ≃ γ∗ ◦ T h
M (−v).
9Note this identification is by no means obvious. In fact, it answers a conjecture of Voevodsky
(cf. [Voe02, Conj. 17]) in the particular case of the base change map f : X → Spec(k). See also
[CD15, 3.3, 3.6].
10Ztr(X) is denoted by L(X) in loc. cit.
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3.3. Associated Borel-Moore homology. Let us consider the situation of
Paragraph 3.2.2. We assume further that R is a localization of Z satisfying condition
(1).
Then we can compute Borel-Moore motivic homology, for a k-variety f : X →
Spec(k) and a virtual bundle v/X of rank m as follows:
H
M,BM
n (X, v,R) = HomDA1 (X,R)
(
1X , f
!(HMR)⊗ Th(−)[−n]
)
= HomD
A1 (X,R)
(
1X , f
!(γ∗(1k))⊗ Th(−v)[−n]
)
(1)
= HomD
A1 (X,R)
(
1X , γ∗
(
f !(1k)⊗MTh(−v)[−n]
))
= HomDMcdh(X,R)
(
1X , f
!(1k)⊗MTh(−v)[−n]
)
(2)
= HomDMcdh(X,R)
(
1X , f
!(1k)(−m)[−2m− n]
)
(3)
= CHm(X,n)⊗Z R
where (1) follows from the properties mentioned in Paragraph 3.2.2, (2) as DMcdh
is oriented and (3) using [CD15, Cor. 8.12].
4. The Milnor-Witt motivic ring spectrum
4.1. The ring spectra. In this section, we apply the machinery developed
in Section 2 to MW-motives. We also discuss generalizations of the results of the
previous section in this new framework. We still assume that k is a perfect field
and that R is a ring of coefficients.
We again start with the following adjunctions of triangulated categories (Ch. 3,
(3.3.6.a))
DA1(k,R)
Lγ˜∗ //
a

D˜M(k,R)
a˜

γ˜∗
oo
DA1,e´t(k,R)
Lγ˜∗e´t //
RO
OO
D˜Me´t(k,R)
RO
OO
γ˜e´t∗
oo
(1)
and we define ring spectra out of these adjunctions as before.
Definition 4.1.1. We define respectively the R-linear MW-spectrum and the étale
MW-spectrum as follows:
HMWR := γ˜∗(1),
HMW,e´tR := ROγ˜e´t∗(1).
Remark 4.1.2. As in Remark 3.1.2, we observe that the above ring spectra induce
ring spectra in SH(k).
4.1.3. Each of these ring spectra represents the corresponding cohomology theory
on smooth k-schemes. This follows by adjunction using Example 2.1.3. Explicitly,
for a smooth k-scheme X and integers (n,m) ∈ Z2, one gets:
H
n
MW(X,m,R) = HomDA1 (k,R)
(
Σ∞Zk(X), γ˜∗(1)(m)[n+ 2m]
)
= Hom
D˜M(k,R)
(
M˜(X),1(m)[n+ 2m]
)
,
= Hn+2m,mMW (X,R)
where the first identification follows from Example 2.1.3, the second by adjunction
— here, M˜(X) denotes the MW-motive associated with the smooth k-scheme X ,
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following the notation of Ch. 3. The last group was introduced in Ch. 3, Def-
inition 4.1.1. Consequently, we have the following computation for any smooth
k-scheme X , any couple of integers (n,m) ∈ Z2:
H
n
MW(X,m,Z) =

C˜Hm(X) if n = 0,
HnZar(X,K
MW
0 ) if m = 0,
Hn+2mZar (X, Z˜(m)) if m > 0,
Hn+mZar (X,W) if m < 0.
See Ch. 3, Cor. 4.2.6 and Prop. 4.1.2.
Similarly we get:
H
n
MW,e´t(X,m,R) = HomD˜Me´t(k,R)
(
M˜e´t(X),1(m)[n+ 2m]
)
where M˜e´t(X) denotes the étale MW-motive associated with the smooth k-scheme
X .
If V is a vector bundle of rank r over X , then we can extend the previous
computations to the case of H nMW(X,m− V,R) as follows. First, The Thom space
is represented by the explicit complex of sheaves
ZX(V
×)→ ZX(V )
(which is in fact a cofibrant resolution of the actual Thom space introduced in
1.1.5). It follows that Thk(V ) = p♯(Th(V )) is given by the complex
Z(V ×)→ Z(V )
while γ˜∗(p♯(Th(V ))) is of the form
Z˜(V ×)→ Z˜(V ).
By abuse of notation, we still denote by Th(V ) the complex γ˜∗(p♯(Th(V ))) and
observe that it coincides with the Thom space considered in Ch. 3, Remark 4.2.7.
It follows from the discussion after Definition 1.1.8 that Th(AmX) = Z˜(X)(m)[2m].
Lemma 4.1.4. We have a canonical isomorphism
H
n
MW(X,m− V,R) = H
n+2m,m
MW,X (V,R).
Proof. We have
H
n
MW(X,m− V,R) = HomDA1 (k,R)
(
1k, p∗(p
∗γ˜∗(1) ⊗ Th(−V )(m)[n+ 2m])
)
≃ HomD
A1 (X,R)
(
1X , p
∗γ˜∗(1)⊗ Th(−V )(m)[n+ 2m]
)
≃ HomD
A1 (X,R)
(
Th(V ), p∗γ˜∗(1)(m)[n + 2m]
)
≃ HomD
A1 (k,R)
(
p♯ Th(V ), γ˜∗(1)(m)[n+ 2m]
)
≃ Hom
D˜M(k,R)
(
γ˜∗p♯ Th(V ), Z˜(m)[n+ 2m]
)
= Hom
D˜M(k,R)
(
Th(V ), Z˜(m)[n+ 2m]
)
.
The result now follows from [AF16, §3.5.2] or [Yan17, Proposition 3.1]. 
Consequently, we obtain for any smooth k-scheme X and any couple of integers
(n,m) ∈ Z2 the following computation:
H
n
MW(X,m− V,Z) =

C˜Hm−r(X, det(V )∨) if n = 0,
Hn−rZar (X,K
MW
0 , det(V )
∨) if m = 0,
Hn+2mZar,X (V, Z˜(m)) if m > 0,
Hn+m−rZar (X,W, det(V )
∨) if m < 0.
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It is possible to compute H nMW(X,V,Z) for any vector bundle V of rank r over
X . In fact, it follows from Yang’s thesis that Th(−V ) = Th(V ∨)(−2r)[−4r] in
D˜M(k,Z). Consequently, we obtain
H
n
MW(X,V,Z) = H
n
MW(X, 2r − V
∨,Z) ≃ Hn+4r,2rMW,X (V
∨,Z).
We will prove a special case in the next section using Borel-Moore homology. We
start by observing that if V is a trivial vector bundle over X , then a choice of a
trivialization yields an isomorphism Th(V ) ≃ Th(ArX) and consequently isomor-
phisms
H
n
MW(X,V,Z) ≃ H
n
MW(X, r,Z) ≃ H
n+2r,r
MW (X,Z)
A different choice of a trivialization will give another isomorphism, and we now
study this difference starting with a lemma.
Let α ∈ O(X)× be an invertible global section of X . Let X×A1\0→ X×A1\0
be the morphism induced by α (i.e. (x, t) 7→ (x, α(x) · t)), which we can see as an
automorphism of the presheaf c˜(X ×A1 \ 0) (Ch. 2, Definition 5.2.1), still denoted
by α. This automorphism in turn induces an automorphism of the associated
(Nisnevich sheaf) Z˜(X × A1 \ 0) and its pointed version. On the other hand, we
have a homomorphism
K
MW
0 (X)→ HomD˜M(k,Z)(M˜(X), M˜(X))
induced by Ch. 2, Example 4.3.1.
Lemma 4.1.5. Under the cancellation theorem Ch. 4, Theorem 2.0.8, the map α
corresponds to the endomorphism of Z˜(X) given by the class of 〈α〉 in KMW0 (X).
Proof. Consider the graph of α
Γ : X × (A1 \ 0)→ X × (A1 \ 0)×X × (A1 \ 0)
and the Cartier divisor D on Gm × Gm given by the rational function (tn+11 −
1)/(tn+11 − t2). The first step in the cancellation theorem is to compute the inter-
section product D · Γ∗(1) of the Cartier divisor associated to the rational function
above (see Ch. 4, §1.1) and Γ∗(1) (endowed with the "correct" orientation made
explicit in Ch. 2, §4.3). Using the projection formula of Ch. 2, Corollary 3.1.4 and
Remark 3.1.5, we obtain
D · Γ∗(1) = Γ∗(Γ
∗(D)).
Next, observe that we can suppose that α 6= 1 (in which case the result is obvious)
and that under this assumption D and Γ∗(1) intersect properly, i.e. we can compute
Γ∗(D) by just pulling back the rational function above to X×(A1\0). Thus, Γ∗(D)
is the Cartier divisor onX×(A1\0) given by the rational function (tn+1−1)/(tn+1−
αt).
The second step in the cancellation theorem is to push-forward Γ∗(Γ∗(D)) along
the projection on X ×X . Now, we have a commutative diagram
X × (A1 \ 0)
Γ //

X × (A1 \ 0)×X × (A1 \ 0)

X
∆
// X ×X
where the vertical maps are just projections and ∆ is the diagonal embedding. By
functoriality of the push-forward homomorphism, the push-forward of Γ∗(Γ∗(D))
along the projection on X ×X is the push-forward along the diagonal embedding
of the push-forward along the projection on X . Using the argument of Ch. 4,
Lemma 1.1.9, we see that the latter is just 〈−α〉. The last step in the theorem is
multiplication by 〈−1〉, giving the result. 
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Let again V → X be a trivial vector bundle of rank r over a scheme X . Let
det(V )× be the set of trivializations of det(V ) (i.e. nowhere vanishing sections) and
consider for any i ∈ Z the groups
H
n
MW(X, r + i,Z)⊗Z[O(X)×] Z[det(V )
×]
where Z[O(X)×] is the group algebra of O(X)×, Z[det(V )×] is the free abelian
group on the set det(V )× and the actions of O(X)× on H nMW(X, r + i,Z) and
Z[det(V )×] are given respectively by the compositeO(X)× → KMW0 (X) = H
0
MW(X, 0,Z)
(together with the multiplicative structure of MW-motivic cohomology) and the ob-
vious multiplication. We can now prove the following proposition.
Proposition 4.1.6. Let X be an essentially smooth scheme such that SLn(X) is
generated by transvections. Let V be a trivial vector bundle of rank r over X and
let i ∈ Z. Then, we have a canonical isomorphism
H
n
MW(X,V + i,Z) ≃ H
n
MW(X, r + i,Z)⊗Z[O(X)×] Z[det(V
∨)×]
for any n ∈ Z.
Proof. As seen above, the choice of an isomorphism ϕ : ArX → V yields an
isomorphism
α(ϕ) : H nMW(X,V + i,Z) ≃ H
n
MW(X, r + i,Z)
and an isomorphism det(ϕ∨)−1 : det(ArX)→ det(V
∨) providing (together with the
choice of the usual orientation of (the dual of) ArX) a nowhere vanishing section
denoted by χ(ϕ). We then obtain an isomorphism
β(ϕ) : H nMW(X,V + i,Z)→ H
n
MW(X, r + i,Z)⊗Z[O(X)×] Z[det(V )
×]
defined by β(ϕ)(x) = α(ϕ)(x)⊗χ(ϕ). If ψ : ArX → V is another isomorphism, then
ψ−1ϕ ∈ GLn(X) and our assumption that SLn(X) is generated by transvections
shows that we may suppose that ψ−1ϕ is of the form diag(u, Idm−1) for some
u ∈ O(X)×. We obtain χ(ϕ) = u−1χ(ψ) and 〈u−1〉 · α(ϕ) = α(ψ). The claim
follows. 
Corollary 4.1.7. Let L/k be a finitely generated field extension, V be a vector
bundle of rank r over L and i ∈ Z. Then, we have a canonical isomorphism
H
n
MW(L, V + i,Z) ≃
{
K
MW
r+i (L)⊗Z[L×] Z[det(V
∨)×] if n = −r − i.
0 if n > −r − i.
Proof. This is an obvious consequence of Ch. 5, Theorem 2.2.5. 
4.2. Associated theories.
4.2.1. MW-cohomology. Applying Definition 2.1.1, we can associate to the preceding
ring spectra four cohomological/homological theories: the MW-motivic cohomology
spectrum, the Borel-Moore motivic MW-homology, the MW-motivic cohomology
with compact supports and the MW-motivic homology.
This version of MW-motivic cohomology extends the definition of the MW-
cohomology theory of Ch. 2, Definition 4.1.1, with its product, to the case of possibly
singular k-schemes. In characteristic 0, this extension is the unique one satisfying
cdh descent (see Proposition 2.4.2). Additionally, the previous constructions yield
Gysin morphisms on cohomology, with respect to proper morphisms of smooth
k-varieties (or proper smooth morphisms of arbitrary k-schemes); see Proposition
2.2.5.
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4.2.2. Borel-Moore motivic MW-homology. We also get the Borel-Moore MW-
homology of k-varieties, covariant (resp. contravariant) with respect to proper
(resp. étale) maps, satisfying the localization long exact sequence (see Paragraph
2.2.3) and contravariant for any smooth maps or arbitrary morphisms of smooth
k-varieties (Gysin morphisms, Proposition 2.2.5).
Recall that, using the duality theorem 2.3.6, we get for any smooth k-scheme
X with tangent bundle TX and any couple of integers (n,m) ∈ Z2 the following
computation:
H
MW,BM
n (X, v,R) = H
−n
MW(X,TX − v,R).
One of the nice features of Borel-Moore homology is the existence of a (co)niveau
spectral sequence which is constructed using the localization sequence discussed in
Section 2.2.3. We briefly recall this construction (omitting the ring of coefficients
R for convenience of notation), with [BD17, §3] as reference.
We start with a k-variety X (not necessarily smooth) and we consider se-
quences Z∗ := (Zp)p∈N of reduced closed (possibly empty) subschemes of X with
the property that Zp ⊂ Zp+1 for any p ∈ N and dim(Zp) ≤ p. We denote by
F (X) the set of all such sequences, ordered by term-wise inclusions. Note that this
set is cofiltered (and obviously non-empty). For any Zp ⊂ Zp+1 with complement
Up+1 := Zp+1 \Zp, any q ∈ Z and any virtual vector bundle v over X , we obtain a
long exact sequence
H
MW,BM
q (Zp, v|Zp )
i∗→ H MW,BMq (Zp+1, v|Zp+1 )
j∗
→ H MW,BMq (Up+1, v|Up+1 )→ H
MW,BM
q−1 (Zp, v|Zp ).
Setting
FpH
MW,BM
q (X, v) := lim
Z∗∈F(X)
H
MW,BM
q (Zp, v|Zp )
and
GpH
MW,BM
q (X, v) := lim
Z∗∈F(X)
H
MW,BM
q (Up, v|Up ),
where the transition morphisms are as in [BO74, §3], we obtain a long exact
sequence
FpH
MW,BM
q (X, v)
i∗→ Fp+1H
MW,BM
q (X, v)
j∗
→ Gp+1H
MW,BM
q (X, v)→ FpH
MW,BM
q−1 (X, v).
As usual, we can organize these long exact sequences in an exact couple to obtain
a convergent spectral sequence
E1p,q(X, v) :=
⊕
x∈X(p)
H
MW,BM
p+q (k(x), v|k(x)) =⇒ H
MW,BM
p+q (X, v)
computing MW-Borel-Moore homology.
We now indicate how to compute the differential
dp :
⊕
x∈X(p)
H
MW,BM
p+q (k(x), v|k(x))→
⊕
x∈X(p−1)
H
MW,BM
p+q−1 (k(x), v|k(x))
in an important case, specializing to R = Z. Let x ∈ X(p) and y ∈ {x} ∩ X(p−1).
Let U ⊂ {x} be the smooth locus, and suppose that y ∈ U . Further, let Z
be the (closed) singular locus of {y} and set V = U \ Z. Then, x, y ∈ V and
V is smooth. By definition, any element α of H MW,BMp+q (k(x), v|k(x)) comes from
H
MW,BM
p+q (W, v|W ) for some open subvariety W ⊂ V with closed complement D. If
y 6∈ D, then the component of dp(α) in H
MW,BM
p+q−1 (k(y), v|k(y) ) is trivial. If y ∈ D,
we may suppose that (up to shrinking further V ) that {y} = D, which is then
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smooth, and that W = V \D. We have a diagram
H
MW,BM
p+q (V, v|V )
// H MW,BMp+q (V \D, v|V \D)
// H MW,BMp+q−1 (D, v|D )

H
MW,BM
p+q−1 (k(y), v|k(y) )
where the horizontal row is the localization sequence and the vertical homomor-
phism is the localization homomorphism. Then, the component in H MW,BMp+q−1 (k(y), v|k(y))
of dp(α) is just the composite of the last two maps. Since V and D are smooth,
the localization sequence coincides with the localization sequence for MW-motivic
cohomology obtained from the localization triangle (1) (Example 2.3.8). Explicitly,
we may use the diagram
H
−p−q
MW (V, TV − v|V )
// H −p−qMW (V \ T, TV \D − v|V \D )
// H 1−p−qMW (D,TD − v|D)

H
1−p−q
MW (k(y), Tk(y) − v|k(y))
to compute the differential. This leads to the following lemma.
Lemma 4.2.3. Let x ∈ X(p) and y ∈ X(p−1) be such that y is in the smooth locus of
{x}. Let further n ∈ N. Then, the residue homomorphism
d : H MW,BMp+n (k(x),−n)→ H
MW,BM
p+n−1 (k(y),−n)
in the spectral sequence (with v = −n and q = n) coincides with the residue homo-
morphism
d : KMWp+n(k(x))⊗ ωk(x)/k → K
MW
p+n−1(k(y))⊗ ωk(y)/k
of [Mor12, §5] under the isomorphisms (for i = p, p− 1)
H
MW,BM
i+n (k(x),−n) ≃ H
−i−n
MW (k(x), Tk(x) + n) ≃ K
MW
i+n(k(x)) ⊗ ωk(x)/k
obtained from duality and Corollary 4.1.7.
Proof. In view of the above discussion, we may work with MW-motivic co-
homology and suppose that x is the generic point of a smooth connected variety
V of dimension p, with y a point of codimension 1 in V . As before, to compute
the boundary of some α ∈ H −iMW(k(x), Tk(x)), we may suppose that α is defined in
H
−p
MW(V \D,TV \D) where {y} = D is smooth and use the localization sequence
H
−p−n
MW (V, TV + n)
//H −p−nMW (V \ T, TV \D + n)
// H 1−p−nMW (D,TD + n)
Further, we may assume that TV is trivial, and choose such a trivialization. In that
case, the localization sequence looks as follows
H
−p−n
MW (V, p+ n)
// H −p−nMW (V \ T, p+ n)
// H 1−p−nMW (D, p+ n−NDV ) .
or equivalently as follows
H
p+n,p+n
MW (V )
// H p+n,p+nMW (V \ T )
// H p+n+1,p+nMW (Th(NDV ))
where the relevant cohomology groups are Zariski hypercohomology with coeffi-
cients in the complex of MW-sheaves Z˜(p + n) defined in Ch. 3, 3.2.15 (or rather
its explicit A1-local model of Ch. 3, Corollary 3.2.14). This follows from the can-
cellation theorem Ch. 4, Theorem 4.0.1, Ch. 3, Corollary 3.1.8 and Ch. 3, Corol-
lary 3.2.12.
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If p+n ≤ 0, then this complex is precisely the single sheafKMWp+n (in degree p+n)
and the above localization sequence is just the localization long exact sequence in
the associated cohomology. By definition, this yields the residue homomorphism of
[Mor12, §5] and the result is proved in that case. If p+ n > 0, then the first step
in the truncation of the t-structure of Ch. 3, Definition 3.2.7 yields a morphism of
complexes Z˜(p+n)→ KMWp+n (the latter in degree p+n). This morphism provides a
commutative ladder of long exact sequences of localization, and we can conclude as
in the previous case since the truncation is an isomorphism in the relevant range. 
4.2.4. Suppose that f : X → Y is a smooth morphism of constant relative dimension
d, so that τf is defined. We know by Proposition 2.2.5 that Borel-Moore homology
is contravariantly functorial in f , i.e. we have a Gysin morphism
f∗ : E BMn (Y, v) −→ E
BM
n (X, f
−1v − τf )
for any virtual vector bundle v over Y . If Z∗ ∈ F (Y ), then we obtain an element
(f−1Z)∗ ∈ F (X) by setting (f−1Z)p+d = f−1(Zp) and (f−1Z)i = ∅ if i < d. For
each Z∗ ∈ F (Y ), we obtain a commutative ladder of long exact sequences (using
f∗) and we can take limits to obtain a morphism of spectral sequences
f∗ : E1p,q(Y, v)→ E
1
p+d,q−d(X, f
−1v − τf ).
The morphism on the abutments of the corresponding spectral sequences is precisely
the morphism f∗ we started with.
4.2.5. Suppose next that f : X → Y is a proper morphism of k-varieties. Borel-
Moore homology being covariantly functorial with respect to such morphisms (2.2.1),
we get a homomorphism
H
MW,BM
n (X, f
−1v)→ H MW,BMn (Y, v).
If Z∗ is a sequence of reduced closed subschemes of X as above, then f(Z∗) is also
such a sequence. Consequently, we obtain a map F (X) → F (Y ). Moreover, we
obtain a commutative ladder of long exact sequences for each Z∗ and f(Z∗). Taking
limits, it follows that f induces a morphism
f∗ : E
1
p,q(X, f
−1v)→ E1p,q(Y, v)
such that the morphism at the abutments of the spectral sequences is the group ho-
momorphism H MW,BMp+q (X, f
−1v) → H MW,BMp+q (Y, v) described above. If x ∈ X(p)
and y = f(x), then the construction of the spectral sequence implies in particular
the existence of homomorphisms
(f∗)
x
y : H
MW,BM
p+q (k(x), f
−1v|k(x))→ H
MW,BM
p+q (k(y), v|k(y)).
Suppose that f(x) ∈ Y(n) for n < p, i.e. that the field extension k(y) ⊂ k(x) is
infinite. In particular, there exists z ∈ X(p−1) such that f(z) = f(x) = y. We
may choose Z∗ such that {x} = Zp and z ∈ Zp−1 and consider f(Z∗). Since
f(Zp) ⊂ f(Zp−1), it follows immediately that (f∗)xy = 0 in that case. Therefore,
the morphism f∗ : E1p,q(X, f
−1v) → E1p,q(Y, v) can be understood by computing
the homomorphisms (f∗)xy with k(y) ⊂ k(x) finite. There is a well-understood
procedure for this computation, and we describe it now in our context.
Let F be a finitely generated field extension of the base field k. As k is perfect,
we may suppose that F = k(U) for some smooth k-scheme U . We also consider
P1F , which can be seen as a localization of P
1
U . Following the construction of the
spectral sequence for the Borel-Moore homology of U twisted by a virtual vector
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bundle v, we obtain (taking an appropriate limit) a spectral sequence computing
the Borel-Moore homology of P1F whose page 1 consists of complexes of the form
H
MW,BM
n (F (t), v|F (t))
d
→
⊕
x∈(P1F )
(1)
H
MW,BM
n−1 (F (x), v|F (x))
On the other hand, the corresponding spectral sequence for the Borel-Moore ho-
mology of F only consists of terms of the form H MW,BMn (F, vF ) and the morphism
of spectral sequences associated to π : P1F → Spec(F ) described above gives com-
mutative diagrams
H MW,BMn (F (t), v|F (t))
d //

⊕
x∈(P1F )
(1)
H
MW,BM
n−1 (F (x), v|F (x))
π∗

0 // H MW,BMn−1 (F, vF )
showing that π∗d = 0. As seen above, d is of the form
∑
x dx, where
dx : H
MW,BM
n (F (t), v|F (t))→ H
MW,BM
n−1 (F (x), v|F (x)).
Now, we may write π∗ =
∑
x(π∗)x and the above equality reads as
∑
x(π∗)xdx = 0.
For x =∞, we observe that (π∗)∞ is just the identity (being induced by the identity
on Spec(F )) and consequently
∑
x 6=∞(π∗)xdx = −d∞.
Lemma 4.2.6. Let F/k be a finitely generated field extension of transcendence degree
p and let x ∈ P1F be a closed point. Then, the homomorphism
(π∗)x : H
MW,BM
p+n (F (x),−n)→ H
MW,BM
p+n (F,−n)
obtained above coincides with the push-forward homomorphism
Tr
F (x)
F : K
MW
p+n(F (x)) ⊗ ωF (x)/k → K
MW
p+n(F )⊗ ωF/k
of [Mor12, Definition 4.4] under the isomorphisms
H
MW,BM
p+n (F (x),−n) ≃ H
−p−n
MW (F (x), TF (x) + n) ≃ K
MW
p+n(F (x)) ⊗ ωF (x)/k
obtained from duality and Corollary 4.1.7.
Proof. We know from Lemma 4.2.3 that the differentials in the diagram
H
MW,BM
p+n+1 (F (t),−n)
d //

⊕
x∈(P1F )
(1)
H
MW,BM
p+n (F (x),−n)
π∗

0 // H MW,BMp+n (F,−n)
coincide with the differentials in Milnor-Witt K-theory. In particular, the sequence
H
MW,BM
p+n+1 (F (t),−n)
d //
⊕
x∈(A1F )
(1)
H
MW,BM
p+n (F (x),−n)
splits and it follows from the equation
∑
x 6=∞(π∗)xdx = −d∞ that (π∗)∗ is deter-
mined by any splitting and d∞. We conclude applying Lemma 4.2.3 again. 
We are now ready to prove that the push-forwards in Borel-Moore homology
coincide with those in Milnor-Witt K-theory when the relevant groups are isomor-
phic.
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Theorem 4.2.7. Let F ⊂ L be a finite extension of finitely generated field extensions
of k. Let p be the transcendence degree of F (and thus L) and let n ∈ Z be an integer.
Then, the push-forward
H
MW,BM
p+n (L,−n)→ H
MW,BM
p+n (F,−n)
coincides with the push-forward
TrLF : K
MW
p+n(L)⊗ ωL/k → K
MW
p+n(F )⊗ ωF/k
defined in [Mor12, Definition 4.4] under the isomorphisms of the previous lemma.
Proof. The field extension L/F being finitely generated, we can see F as a
closed point of P1L× . . .×P
1
L. We conclude using the respective projections and the
previous lemma. 
4.2.8. We finally collect the results of the previous sections to identify the Borel-
Moore homology groups H MW,BMn (X,−n) for any n ∈ Z. Consider the spectral
sequence constructed in 4.2.2
E1p,q(X,−n) :=
⊕
x∈X(p)
H
MW,BM
p+q (k(x),−n) =⇒ H
MW,BM
p+q (X,−n).
According to the duality theorem, we may replace the groups at page 2 by MW-
motivic cohomology groups and it follows from Proposition 4.1.6 that the spectral
sequence takes the form
E1p,q(X,−n) :=
⊕
x∈X(p)
H
p−q+2n,p+n
MW (k(x)) ⊗ ωk(x)/k =⇒ H
MW,BM
p+q (X,−n)
Let now X be of dimension d. Then E1p,q = 0 if p < 0 or p > d. On the other hand,
it follows from Corollary 4.1.7 that E1p,q = 0 if q < n while the line q = n reads as
. . .
⊕
x∈X(p)
K
MW
p+n(k(x)) ⊗ ωk(x)/koo
⊕
x∈X(p+1)
K
MW
p+1+n(k(x)) ⊗ ωk(x)/koo . . .oo
Definition 4.2.9. Let X be a k-variety of dimension d. For any n ∈ Z, we denote
by CBM(X,KMWd+n) the complex E
1
p,n(X,−n) (graded by the dimension of the points)
in the spectral sequence computing Borel-Moore homology.
The above vanishing results imply the following proposition.
Proposition 4.2.10. Let n ∈ N and X be a k-variety of dimension d. Then the
spectral sequence yields isomorphisms
H
MW,BM
i (X,n) ≃ Hn+i(CBM(X,K
MW
d−n))
for i = 0, 1.
Proof. For p ≤ n, it follows from Ch. 2, Proposition 4.1.2 that H p−q−2n,p−nMW (k(x)) =
0 if p− q − 2n 6= p− n, i.e. if q 6= −n. We then have
E1p,q(X,n) =

0 if p < 0 and p > d.
0 if q < −n.
0 if p ≤ n and q 6= −n.
.
The result follows immediately. 
We now focus on the complex CBM(X,KMWd−n) for a while, starting with the
differentials. Let then x ∈ X(p). Denote by Z the normalization of {x} and observe
that the morphism f : Z → X is finite. By 4.2.5, we get a morphism of spectral
sequences
f∗ : E
1
p,q(Z, n)→ E
1
p,q(X,n)
4. THE MILNOR-WITT MOTIVIC RING SPECTRUM 145
and in particular a morphism of complexes
f∗ : CBM(Z,K
MW
p+n)→ CBM(X,K
MW
d+n)
Now, Z is smooth in codimension 1 and it follows that the differential
K
MW
p+n(k(x)) ⊗ ωk(x)/k →
⊕
z∈Z(p−1)
K
MW
p+n−1(k(z))⊗ ωk(z)/k
can be computed as in Lemma 4.2.3; in particular, we can use the residue homo-
morphism defined in [Mor12, Theorem 3.15, §5]. On the other hand, the morphism
of complexes f∗ yields a commutative diagram
K
MW
p+n(k(x)) ⊗ ωk(x)/k //

⊕
z∈Z(p−1)
K
MW
p+n−1(k(z))⊗ ωk(z)/k
⊕
x∈X(p)
K
MW
p+n(k(x)) ⊗ ωk(x)/k //
⊕
x∈X(p−1)
K
MW
p+n−1(k(x)) ⊗ ωk(x)/k
where the left vertical map is the inclusion of the relevant factor, the horizontal
maps are the differentials, and the right vertical map is the sum of the push-forwards
described in 4.2.5. This immediately implies the following theorem.
Theorem 4.2.11. Let n ∈ N and let X be a smooth k-variety of dimension d. For
any i ∈ N, we have an identification
Hi(CBM(X,K
MW
d−n)) = Hi(X,K
MW
d−n, ωX/k)
which is natural with respect to push-forward homomorphisms.
Definition 4.2.12. Let X be a smooth variety of pure dimension d. We define the
homological grading on its Chow-Witt groups by
C˜Hi(X,ωX/k) = C˜H
d−i
(X,ωX/k)
If X has several connected components of various dimensions, we extend this defi-
nition by additivity.
Corollary 4.2.13. Let X be a smooth k-variety of dimension d. For any n ∈ N,
we have an isomorphism
H
MW,BM
0 (X,n) ≃ C˜Hn(X,ωX/k)
which is natural with respect to push-forward maps.
Remark 4.2.14. In case X is not smooth, we can take the identification
Hn(CBM(X,K
MW
d−n)) = C˜Hn(X,ωX/k)
of the previous theorem as a definition of the Chow-Witt group of dimension n-
points. These "singular" Chow-Witt groups are covariantly functorial with respect
to push-forwards and contravariantly functorial with respect to étale morphisms.
Additionally, there is an obvious forgetful homomorphism C˜Hn(X,ωX/k)→ CHn(X),
where the right-hand side is Fulton’s Chow group of dimension n-cycles.
Besides, let L be a line bundle over X . Considering now H MW,BMi (X, (n +
1)− L) instead of H MW,BMi (X,n) and running the same arguments as above, we
find complexes CBM(X,KMWd+n, L) whose degree p term is of the form⊕
x∈X(p)
K
MW
p+n(k(x)) ⊗ ωk(x)/k ⊗ Lx
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and which enjoy the same properties as their "untwisted" versions. In particular,
for any n ≥ 0 one has:
H0(CBM(X,K
MW
d−n)) = C˜Hn(X,ωX/k ⊗ L).
4.3. Generalized regulators.
4.3.1. As explained in Paragraph 1.2.7, the commutativity of the diagram (1) au-
tomatically induces morphisms of ring spectra as follows:
HA1R
ψ // HMWR
ϕ //

HMR

HMW,e´tR
ϕe´t // HM,e´tR.
As explained in Paragraph 2.1.7 and Remarks 2.2.7, 2.3.3, these morphisms induce
natural transformations of the four associated theories, compatible with products.
In particular, given a k-scheme X and virtual bundle v over X of rank m, we
get morphisms
H
n
A1(X, v,R)
ψ∗
−−→ H nMW(X, v,R)
ϕ∗
−−→ H n+2m,mM (X,R)
where the right-hand side is Voevodsky’s motivic cohomology (see 3.2.2). In brief,
these maps are compatible with all the structures on cohomology described in Sec-
tion 2.
Assume finally the conditions of Paragraph 4.2.2 are fulfilled. Then we get
natural morphisms:
H
BM,A1
n (X, v,R)
ψ∗
−−→ H MW,BMn (X, v,R)
ϕ∗
−−→ CHm(X,n)⊗Z R,
compatible with contravariant and covariant functorialities, and localization long
exact sequences (Paragraph 2.2.3).
Of course, when X is a smooth k-variety, the two maps ϕ∗ (resp. ψ∗) that
appear above can be compared by duality (Theorem 2.3.6). Besides, if v = [m] and
n = 0, one can check the latter map ϕ∗ is simply the canonical map:
C˜H
m
(X)⊗Z R −→ CHm(X)⊗Z R
from Chow-Witt groups to Chow groups.
Remark 4.3.2. Regulators, according to the reformulation of Beilinson, are maps
from motivic cohomology.
Bibliography
[AF16] A. Asok and J. Fasel, Comparing Euler classes, Quart. J. Math. 67 (2016), 603–635.
↑137
[AGV72] M. Artin, A. Grothendieck, and J.-L. Verdier, Théorie des topos et cohomologie étale
des schémas, Lecture Notes in Mathematics, vol. 269, 270, 305, Springer-Verlag, 1972.
Séminaire de Géométrie Algébrique du Bois–Marie 1963–64 (SGA 4). ↑132
[BD17] M.V. Bondarko and F. Déglise, Dimensional homotopy t-structure in motivic homotopy
theory, Adv. in Math. 311 (2017), 91–189. ↑140
[BM60] A. Borel and J. C. Moore, Homology theory for locally compact spaces, Michigan Math.
J. 7 (1960), 137–159. ↑126
[BO74] S. Bloch and A. Ogus, Gersten’s conjecture and the homology of schemes, Ann. Sci.
École Norm. Sup. (4) 7 (1974), 181–201 (1975). ↑113, 125, 140
[CD09] D.-C. Cisinski and F. Déglise, Triangulated categories of mixed motives, 2009.
arXiv:0912.2110v3. ↑117, 118, 120, 122, 129, 132, 133, 134, 135
[CD15] , Integral mixed motives in equal characteristics, Doc. Math. Extra volume:
Alexander S. Merkurjev’s sixtieth birthday (2015), 145–194. ↑113, 134, 135, 136
[Dég18] F. Déglise, Orientation theory in arithmetic geometry, 2018. To appear in "International
Colloquium on K-theory", TIFR. ↑114, 129, 134
[Dég17] , Bivariant theories in motivic stable homotopy, 2017.
http://perso.ens-lyon.fr/frederic.deglise/docs/2017/bivariant.pdf. ↑123,
129
[Del87] P. Deligne, Le déterminant de la cohomologie, Current Trends in Arithmetical Algebraic
Geometry, 1987. ↑119
[Kel17] S. Kelly, Voevodsky motives and ldh-descent, Astérisque 391 (2017), 125. ↑113
[DJK17] F. Déglise, F. Jin, and A. Khan, Virtual fundamental classes in motivic homotopy
theory, 2017. in progress. ↑129, 130
[Mor12] F. Morel, A1-Algebraic Topology over a Field, Lecture Notes in Math., vol. 2052,
Springer, New York, 2012. ↑141, 142, 143, 144, 145
[Pan03] Ivan Panin, Oriented cohomology theories of algebraic varieties, K-Theory 30 (2003),
no. 3, 265–314. Special issue in honor of Hyman Bass on his seventieth birthday. Part
III. ↑114
[Rio10] J. Riou, Algebraic K-theory, A1-homotopy and Riemann-Roch theorems, J. Topol. 3
(2010), no. 2, 229–264. ↑119
[Voe98] V. Voevodsky, A1-Homotopy theory, Proceedings of the international congress of math-
ematicians, vol. i (berlin, 1998), 1998, pp. 579–604 (electronic). ↑134
[Voe02] , Open problems in the motivic stable homotopy theory. I, Motives, polyloga-
rithms and Hodge theory, Part I (Irvine, CA, 1998), 2002, pp. 3–34. ↑135
[Voe10] , Homotopy theory of simplicial sheaves in completely decomposable topologies,
J. Pure Appl. Algebra 214 (2010), no. 8, 1384–1398. ↑132
[VSF00] V. Voevodsky, A. Suslin, and E. M. Friedlander, Cycles, transfers and motivic homology
theories, Annals of Mathematics Studies, vol. 143, Princeton Univ. Press, 2000. ↑113,
116, 134, 135
[Yan17] N. Yang, Quaternionic projective bundle theorem and Gysin triangle in MW-motivic
cohomology, 2017. https://arxiv.org/abs/1703.02877 . ↑137
147

CHAPTER 7
On the effectivity of spectra representing motivic
cohomology theories
Tom Bachmann and Jean Fasel
Abstract
Let k be an infinite perfect field. We provide a general criterion for a spectrum
E ∈ SH(k) to be effective, i.e. to be in the localizing subcategory of SH(k) generated
by the suspension spectra Σ∞T X+ of smooth schemesX . As a consequence, we show
that two recent versions of generalized motivic cohomology theories coincide.
Introduction
In [Bac17a], the first author undertook the study of the very effective slice
spectral sequence of Hermitian K-theory, which could be seen as a refinement of
the analogue in motivic homotopy theory of the famous Atiyah-Hirzebruch spec-
tral sequence linking singular cohomology with topological K-theory. He observed
that the generalized slices were 4-periodic and consisting mostly of well understood
pieces, such as ordinary motivic cohomology with integral and mod 2 coefficients.
However, there is a genuinely new piece given by a spectrum that he called general-
ized motivic cohomology. Thus, Hermitian K-theory can be “understood” in terms
of ordinary motivic cohomology and generalized motivic cohomology in his sense.
Even though he was able to deduce abstractly some properties for this motivic
cohomology, some questions remained open.
On the other hand, different generalizations of ordinary motivic cohomology
recently appeared in the literature, always aimed at understanding better both the
stable homotopy category of schemes and its “abelian” version. First, Garkusha-
Panin-Voevodsky developed the formalism of framed correspondences and its linear
version. Among many possible applications, this formalism allows to define an
associated motivic cohomology, the first computations of which were performed
in [Nes18]. Second, Calmès-Déglise-Fasel introduced the category of finite MW-
correspondences and its associated categories of motives (Chapters 2 and 3) and
performed computations allowing to recast most of the well-known story in the
ordinary motivic cohomology in this new framework. Third, Druzhinin introduced
the category of GW-motives ([Dru17c]) producing yet another version of motivic
cohomology.
This flurry of activity leads to the obvious question to know the relations be-
tween all these theories, paralleling the situation at the beginnings of singular coho-
mology. This is the question we address in this paper with a quite general method.
To explain it, note first that all these motivic cohomologies are represented by ring
spectra in the motivic stable homotopy category (of P1-spectra) SH(k). This cate-
gory is quite complicated, but the situation becomes much better if the ring spectra
are in the localising subcategory SH(k)eff generated by the image of the suspension
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spectrum functor Σ∞T : SH(k)
S1 → SH(k). This category is endowed with a t-
structure ([Bac17a, Proposition 4]) whose heart is much easier to understand than
the heart of the (usual) t-structure of SH(k). Moreover, many naturally occurring
spectra turn out to be in this heart. Thus, our strategy is to prove that the relevant
spectra are in SH(k)eff , or effective, then show that they are represented by objects
in the heart, and finally compare them via the natural maps linking them. Unsur-
prisingly, the first step is the hardest and the main part of the paper is devoted to
this point. The criterion we obtain is the following (Theorem 4.4).
Theorem. Let E ∈ SH(k), where k is a perfect field. Then E ∈ SH(k)eff if and only
if for all n ≥ 1 and all finitely generated fields F/k, we have (E ∧G∧nm )(∆ˆ
•
F ) ≃ 0.
In the statement, ∆ˆ•F denotes the essentially smooth cosimplicial scheme whose
component in degree n is the semi-localization at the vertices of the standard alge-
braic n-simplex over F . Making sense of (E ∧G∧nm )(∆ˆ
•
F ) requires some contortions
which are explained in Section 4. The appearance of ∆ˆ•F is explained by the need to
compute the zeroth (ordinary) slice of a spectrum, using Levine’s coniveau filtration
([Lev08]).
Having this criterion in the pocket, the last two (much easier) steps of our
comparison theorem take place in the proof of our main result (Theorem 5.2).
Theorem. Let k be an infinite perfect field of exponential characteristic e 6= 2 and
let
M : SH(k)⇆ D˜M(k) : U
be the canonical adjunction. Then the spectrum U(1) representing MW-motivic
cohomology with Z-coefficients is canonically isomorphic to the spectrum HZ˜ repre-
senting abstract generalized motivic cohomology with Z-coefficients.
The organization of the paper is as follows. We briefly survey the main prop-
erties of the category of MW-motives, before proving in Section 2 that the presheaf
represented by G∧nm is rationally contractible (in the sense of [Sus03, §2]) for any
n ≥ 1. Unsurprisingly, our proof follows closely Suslin’s original method. However,
there is one extra complication due to the fact that the presheaf represented by
G∧nm is in general not a sheaf. We thus have to compare the Suslin complex of a
presheaf and the one of its associated sheaf in Section 3. This part can be seen
as an extension of the results in Ch. 4, §4 to the case of semi-local schemes, i.e.
localizations of a smooth scheme at a finite number of points. The proof of our
criterion for effectivity takes place in the subsequent section. Finally, we prove our
comparison result in Section 5, where all the pieces fall together.
In the last few paragraphs of the article, we give some examples of applications
of our results, one of them being a different way to prove the main result of [Sus03]
avoiding polyrelative cohomology.
Conventions. Schemes are separated and of finite type over a base field k,
assumed to be infinite perfect of characteristic different from 2. Recall that a field
k is said to have exponential characteristic e = 1 if char(k) = 0, and e = char(k)
else.
1. Recollections on MW-correspondences
In this section, we briefly survey the few basic features of MW-correspondences
(as constructed in Ch. 2, §4) and the corresponding category of motives (Ch. 3, §3)
that are needed in the paper. Finite MW-correspondences are an enrichment of fi-
nite correspondences after Voevodsky using symmetric bilinear forms. The category
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whose objects are smooth schemes and whose morphisms are MW-correspondences
is denoted by C˜ork and we have a sequence of functors
Smk
γ˜
→ C˜ork
π
→ Cork
such that the composite is the classical embedding of the category of smooth
schemes into the category of finite correspondences. For a smooth scheme X , the
corresponding representable presheaf on C˜ork is denoted by c˜(X). This is a Zariski
sheaf, but not a Nisnevich sheaf in general (Ch. 2, Proposition 5.2.4, Example 5.2.5).
The associated Nisnevich sheaf also has MW-transfers (i.e. is a (pre-)sheaf on C˜ork)
by Ch. 3, Proposition 1.2.11 and is denoted by Z˜(X).
Consider next the cosimplicial object ∆•k in Smk defined as usual (see Ch. 2,
§6.1). Taking the complex associated to a simplicial object, we obtain the Suslin
complex Csing∗ (Z˜(X)) associated to X , which is the basic object of study. Applying
this to G∧nm , we obtain complexes of Nisnevich sheaves Z˜{n} for any n ∈ N and
complexes Z˜(n) := Z˜{n}[−n]whose hypercohomology groups are precisely the MW-
motivic cohomology groups in weight n. In this paper, we will also consider the
cosimplicial object ∆ˆ•k obtained from ∆
•
k by semi-localizing at the vertices (see
[Lev08, 5.1], [Sus03, paragraph before Proposition 2.5]). Given a finitely generated
field extension L of the base field k, the same definition yields cosimplicial objects
∆•L and ∆ˆ
•
L that will be central in our results. If L/k is separable, then note that
both ∆•L and ∆ˆ
•
L are simplicial essentially smooth schemes.
The category C˜ork is the basic building block in the construction of the category
of effective MW-motives (aka the category of MW-motivic complexes) D˜Meff(k) and
its P1-stable version D˜M(k) (Ch. 3, §3). The category of effective MW-motives fits
into the following diagram of adjoint functors (where R is a ring)
DeffA1(k,R)
Lγ˜∗ // D˜Meff(k,R)
Lπ∗ //
γ˜∗
oo DMeff(k,R)
π∗
oo(1)
where the left-hand category is the effective A1-derived category (whose construc-
tion is for instance recalled in Ch. 6, §1).
More precisely, each category is the homotopy category of a proper cellular
model category and the functors, which are defined at the level of the underlying
closed model categories, are part of a Quillen adjunction. Moreover, each model
structure is symmetric monoidal, the respective tensor products admit a total left
derived functor and the corresponding internal homs admit a total right derived
functor. The left adjoints are all monoidal and send representable objects to the
corresponding representable object, while the functors from right to left are con-
servative. The corresponding diagram for stable categories reads as
DA1(k,R)
Lγ˜∗ // D˜M(k,R)
Lπ∗ //
γ˜∗
oo DM(k,R)
π∗
oo(2)
and enjoys the same properties as in the unstable case.
2. Rational contractibility
Recall the following definition from [Sus03, §2]. For any presheaf F of abelian
groups, let C˜1F be the presheaf defined by
C˜1F (X) = colim
X×{0,1}⊂U⊂X×A1
F (U),
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where U ranges over open subschemes of X × A1 containing X × {0, 1}. Observe
that the restriction of C˜1F (X) to both X × {0} and X × {1} make sense, i.e. that
we have morphisms of presheaves i∗0 : C˜1F → F and i
∗
1 : C˜1F → F .
Definition 2.1. A presheaf F is called rationally contractible if there exists a
morphism of presheaves s : F → C˜1F such that i∗0s = 0 and i
∗
1s = idF .
We note the following stability property.
Lemma 2.2. Let K/k be a field extension and write p : Spec(K) → Spec(k) for
the associated morphism of schemes. Then p∗C˜1F ≃ C˜1p∗F . In particular, p∗F is
rationally contractible if F is.
Proof. Since k is perfect, p is essentially smooth and so for X ∈ SmK there
exists a cofiltered diagram with affine transition maps {Xi} ∈ Smk with X =
limiXi. Then for any sheaf G on Smk we have (p∗G)(X) = colimiG(Xi). Now,
note that X ×A1 = limi(Xi ×k A1) and [Gro66, Corollaire 8.2.11] shows that any
open subset in X ×A1 containing X ×{0, 1} is pulled back from an open subset of
Xi × A1 containing Xi × {0, 1} for some i. The result follows. 
The main property of rationally contractible presheaves is the following result
which we will use later.
Proposition 2.3 (Suslin). Let F be a rationally contractible presheaf of abelian
groups on Smk. Then (Csing∗ (F ))(∆ˆ
•
K) ≃ 0, for any field K/k.
Proof. Combine [Sus03, Lemma 2.4 and Proposition 2.5], and use Lemma
2.2. 
Examples of rationally contractible presheaves are given in [Sus03, Proposi-
tion 2.2], and we give here a new example that will be very useful in the proof of
our main result.
Proposition 2.4. Let X be a smooth connected scheme over k and x0 ∈ X be a
rational k-point of X. Assume that there exists an open subscheme W ⊂ X × A1
containing (X × {0, 1}) ∪ (x0 × A1) and a morphism of schemes f : W → X such
that f|X×0 = x0, f|X×1 = idX and f|x0×A1 = x0. Then the presheaf c˜(X)/ c˜(x0) is
rationally contractible.
Proof. We follow closely Suslin’s proof in [Sus03, Proposition 2.2]. Let Y
be a smooth connected scheme and let α ∈ C˜ork(Y,X). There exists then an
admissible subset Z ⊂ Y ×X (i.e. Z endowed with its reduced structure is finite
and surjective over X) such that
α ∈ C˜H
dX
Z (Y ×X,ωX).
where ωX is the pull-back along the projection Y ×X → X of the canonical sheaf
of X . On the other hand, the class of γ˜(idA1) is given by the class of the MW-
correspondence ∆∗(〈1〉) where
∆∗ : C˜H
0
(A1)→ C˜H
1
∆(A
1 × A1, ωA1)
is the push-forward along the diagonal ∆ : A1 → A1 × A1, and ∆ = ∆(A1).
Considering the Cartesian square
Y ×X × A1 × A1
p2 //
p1

A1 × A1

Y ×X // Spec(k)
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we may form the exterior product p∗1α · p
∗
2∆∗(〈1〉) and its image under the push-
forward along σ : Y × X × A1 × A1 → Y × A1 × X × A1 represents the MW-
correspondence α × idA1 defined in Ch. 2, §4.4. Using this explicit description, we
find a cycle
α× idA1 ∈ C˜H
dX+1
Z×∆ (Y × A
1 ×X × A1, ωX×A1)
where Z ×∆ is the product of Z and ∆. Now, we may consider the closed subset
T := (X×A1)\W ⊂ X×A1. It is readily verified that T ′ := (Z×∆)∩(Y ×A1×T ) is
finite over Y ×A1. Thus pY×A1(T ′) ⊂ Y ×A1 is closed and we can consider its open
complement U in (Y × A1). It follows from [Sus03, proof of Proposition 2.2] that
Y × {0, 1} ⊂ U . By construction, we see that
(
U × (X × A1)
)
∩ (Z ×∆) ⊂ U ×W
and is finite over U . Restricting α× idA1 to U ×W , we find
i∗(α × idA1) ∈ C˜H
dX+1
(Z×∆)∩(U×W )(U ×W, i
∗ωX×A1)
where i : U ×W → Y × A1 ×X × A1 is the inclusion. Now, we see that we have
a canonical isomorphism i∗ωX×A1 ≃ ωW and it follows that we can see i∗β as a
finite MW-correspondence between U and W . Composing with f : W → X , we
get a finite MW-correspondence f ◦ s(α) : U → X , i.e. an element of C˜ork(U,X) =
c˜(X)(U) with Y × {0, 1} ⊂ U ⊂ Y × A1. Using now the canonical morphism
c˜(X)(U) → C˜1(c˜(X))(Y ), we obtain an element denoted by s(α). It is readily
checked that this construction is (contravariantly) functorial in Y and thus that we
obtain a morphism of presheaves
s : c˜(X)→ C˜1(c˜(X)).
We check as in [Sus03, Proposition 2.2] that this morphism induces a morphism
s : c˜(X)/ c˜(x0)→ C˜1
(
c˜(X)/ c˜(x0)
)
.
with the prescribed properties. 
Corollary 2.5. For any n ≥ 1, the presheaf c˜(G×nm )/ c˜(1, . . . , 1) is rationally con-
tractible.
Proof. Let t1, . . . , tn be the coordinates of G×nm and u be the coordinate of
A1. We consider the open subscheme W ⊂ G×nm ×A
1 defined by uti + (1− u) 6= 0.
It is straightforward to check that G×nm ×{0, 1} ⊂W and that (1, . . . , 1)×A
1 ⊂W .
We then define
f :W → G×nm
by f(t1, . . . , tn, u) = u(t1, . . . , tn) + (1 − u)(1, . . . , 1) and check that it fulfills the
hypothesis of Proposition 2.4. 
We would like to deduce from this result that Proposition 2.3 also holds for the
sheaf Z˜(G×nm )/Z˜(1, . . . , 1) associated to the presheaf c˜(G
×n
m )/ c˜(1, . . . , 1), or more
precisely that it holds for its direct summand Z˜(G∧nm ) := Z˜{n} for n ≥ 1. This
requires some comparison results between the Suslin complex of a presheaf and the
Suslin complex of its associated sheaf, which are the objects of the next section.
3. Semi-local schemes
In this section, a semi-local scheme will be a localization of a smooth integral
scheme X at finitely many points.
Our aim in this section is to extend Ch. 4, Corollary 3.0.4 to the case of semi-
local schemes. Let us first recall a result of H. Kolderup ([Kol17, Theorem 3.1]).
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Theorem 3.1. Let X be a smooth k-scheme and let x ∈ X be a closed point. Let
U = Spec(OX,x) and let can : U → X be the canonical inclusion. Let i : Z → X
be a closed subscheme with x ∈ Z and let j : X \ Z → X be the open complement.
Then there exists a finite MW-correspondence Φ ∈ C˜ork(U,X \ Z) such that the
following diagram
X \ Z
j

U can
//
Φ
<<②②②②②②②②
X
commutes up to homotopy.
We note that this result uses a proposition of Panin-Stavrova-Vavilov ([PSV09,
Proposition 1]) which is in fact true for the localization of a smooth scheme at
finitely many closed points and that the proof of Theorem 3.1 goes through in this
setting. This allows us to prove the following corollary. We thank M. Hoyois for
pointing out the reduction to closed points used in the proof.
Corollary 3.2. Let X be a smooth scheme and let x1, . . . , xn ∈ X be finitely many
points. Let U = Spec(OX,x1,...,xn) and let can : U → X be the inclusion. Let i : Z →
X be a closed subscheme containing x1, . . . , xn and let j : X \ Z → X be the open
complement. Then, there exists a finite MW-correspondence Φ ∈ C˜ork(U,X \ Z)
such that the following diagram
X \ Z
j

U can
//
Φ
<<②②②②②②②②
X
commutes up to homotopy.
Proof. Let v1, . . . , vn be (not necessarily distinct) closed specializations of
x1, . . . , xn and let V be the semi-localization of X at these points. We have a
sequence of inclusions U ι→ V can→ X . As Z is closed, we see that v1, . . . , vn are also
in Z and we may apply the previous theorem to get a finite MW-correspondence
Φ′ and a homotopy commutative diagram
X \ Z
j

V
can
//
Φ′
<<②②②②②②②②
X.
Composing with the map U ι→ V , we get the result with Φ = Φ′ ◦ ι. 
We deduce the next result from the above, following [Kol17, Corollary 11.2].
Corollary 3.3. Let F be a homotopy invariant presheaf with MW-transfers. Let
Y be a semi-local scheme. Then the restriction homomorphism F (Y ) → F (k(Y ))
is injective.
Proof. Let Y be the semi-localization of the smooth integral k-scheme X
at the points x1, . . . , xn. By definition, we have F (Y ) = colimx1,...,xn∈V F (V ),
whereas F (k(Y )) = F (k(X)) = colimW 6=∅ F (W ). Here V,W are open subschemes
of X . Let then s ∈ colimx1,...,xn∈V F (V ) mapping to 0 in F (k(X)). There exists
V containing x1 . . . , xn and t ∈ F (V ) such that s is the image of t under the
canonical homomorphism, and there exists W 6= ∅ such that t|W∩V = 0. Shrinking
W if necessary, we may assume that x1, . . . , xn 6∈ W . We can now use Theorem
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3.1 with X = V , Y = U and Z = V \ (V ∩W ). Since F is homotopy invariant, we
then find a commutative diagram
F (V ∩W )
Φ∗
yysss
ss
ss
ss
s
F (Y ) F (V )
can∗
oo
j∗
OO
showing that s = 0. 
Corollary 3.4. Let F → G be a morphism of homotopy invariant MW-presheaves
such that for any finitely generated field extension L/k the induced morphism F (L)→
G(L) is an isomorphism. Then the homomorphism F (X) → G(X) is an isomor-
phism for any semi-local scheme X.
Proof. As the category of MW-presheaves is abelian, we can consider both
the kernel K and the cokernel C of F → G. An easy diagram chase shows that C
and K are homotopy invariant and our assumption implies that C(L) = 0 = K(L)
for any finitely generated field extension L/k. By Corollary 3.3, it follows that
C(X) = 0 = K(X), proving the claim. 
Corollary 3.5. Let F be a homotopy invariant MW-presheaf. Let respectively
FZar be the associated Zariski sheaf and FNis be the associated Nisnevich sheaf.
Then the canonical sequence of morphisms of presheaves
F → FZar → FNis
induces isomorphisms F (X) ≃ FZar(X) ≃ FNis(X) for any semi-local scheme X.
Proof. First note that FNis is indeed an MW-sheaf by Ch. 3, Proposition 1.2.11.
Moreover, the associated Zariski sheaf FZar coincides with FNis and they are both
homotopy invariant by Ch. 3, Theorem 3.2.9. To conclude, we observe that the
sequence F → FZar → FNis induces isomorphisms when evaluated at finitely gener-
ated field extensions and we can use the previous corollary to obtain the result. 
We now pass to the identification of the higher cohomology presheaves of the
sheaf associated to a homotopy invariant MW-presheaf F .
Lemma 3.6. Let F be a homotopy invariant MW-presheaf. Then HnZar(X,FZar) =
HnNis(X,FNis) = 0 for any semi-local scheme X and any n > 0.
Proof. Using Ch. 3, Theorem 3.2.9, it suffices to prove the result for FNis.
Now, the presheaf U 7→ HnNis(U, FNis) is an MW-presheaf (as the category of MW-
sheaves has enough injectives by Ch. 3, Proposition 1.2.11 and [Gro57, Théorème 1.10.1])
which is homotopy invariant by Ch. 3, Theorem 3.2.9 again. As any field has
Nisnevich cohomological dimension 0, we find HnNis(L, FNis) = 0 for any finitely
generated field extension L/k. We conclude using Corollary 3.3. 
Recall that D˜Meff(k) is the homotopy category of a certain model category.
This model category is obtained as a localization of a model structure on the cate-
gory C(S˜hNis(k)) of unbounded chain complexes of MW-sheaves. We call a fibrant
replacement functor for this localized model structure the MWA1-localization func-
tor, and denote it LA1 . If K is a complex of MW-presheaves, then we can take
the associated complex of Nisnevich MW-sheaves aNisK. We write LNisK for a
fibrant replacement of aNisK in the usual (i.e. non-A1-localized) model structure
on C(S˜hNis(k)) (Ch. 3, §3.1).
We will need the following slight strengthening of Ch. 3, Corollary 3.2.14.
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Lemma 3.7. Let F be an MW-presheaf. Then the motivic localization (of FNis) is
given by LNisCsing∗ (F ).
Proof. Throughout the proof we abbreviate ∆• := ∆•k. We claim that FNis
and aNisCsing∗ (F ) are A
1-equivalent. To see this, let C0∗ F denote the complex
constructed like Csing∗ (F ), but with the constant cosimplicial object ∗ in place of
∆•. In other words C0∗ F = F
0
←− F
1
←− F
0
←− . . . . The projection ∆• → ∗ induces
α : C0∗ F → C
sing
∗ (F ). Since C
0
∗ F is chain homotopy equivalent to F , it will suffice
to show that aNisα : aNisC0∗ F → aNisC
sing
∗ (F ) is an A
1-equivalence. For this, it is
enough to prove that aNisα is a levelwise A1-equivalence (because A1-equivalences
are closed under filtered colimits), for which in turn it is enough to prove that α is a
levelwise A1-homotopy equivalence. This is clear, since αn is F → F∆
n
, and ∆n is
A1-contractible. This proves the claim. It thus remains to show that aNisCsing∗ (F )
is A1-local. This follows from Ch. 3, Corollary 3.2.11. 
Corollary 3.8. Let F be a MW-presheaf and let Csing∗ (F ) be its associated Suslin
complex. For any n ∈ Z, let Hn(Csing∗ (F )) be the n-th cohomology presheaf of
Csing∗ (F ). Then for any semi-local scheme X over k, we have canonical isomor-
phisms
Hn(Csing∗ (F ))(X)→ H
n
Nis(X,LA1FNis).
Proof. By Lemma 3.7, we have LA1FNis ≃ LNisC
sing
∗ (F ). Observe first that
the cohomology presheaves Hn(Csing∗ (F )) are homotopy invariant and have MW-
transfers. Denote by hnNis the associated Nisnevich sheaves (which are homotopy
invariant MW-sheaves by Ch. 3, Theorem 3.2.9). Considering the hypercohomol-
ogy spectral sequence, we see that it suffices to prove that HnNis(C
sing
∗ (F ))(X) =
H0(X,hnNis) and that H
i
Nis(X,h
n
Nis) = 0 for i > 0. The first claim follows from
Corollary 3.5, while the second one follows from Lemma 3.6. 
Remark 3.9. Using the fact that the Zariski sheaf hnZar associated to H
n(Csing∗ (F ))
coincides with hnNis (Ch. 3, Theorem 3.2.9), the same arguments as above give a
canonical isomorphism
Hn(Csing∗ (F ))(X)→ H
n
Zar(X,C
sing
∗ (FZar)).
Finally, we are in position to prove the result we need. In the statement, the
complexes are the total complexes associated to the relevant bicomplexes of abelian
groups.
Corollary 3.10. Let F be a MW-presheaf and K/k be a finitely generated field
extension. The canonical map
Csing∗ (F )(∆ˆ
•
K)→ (LA1FNis)(∆ˆ
•
K)
is a weak equivalence of complexes of abelian groups.
Proof. We have strongly convergent spectral sequences
Hp(Csing∗ (F )(∆ˆ
q
K))⇒ H
p+q(Csing∗ (F )(∆ˆ
•
K))
and
Hp((LA1FNis)(∆ˆ
q
K))⇒ H
p+q((LA1FNis)(∆ˆ
•
K)).
Since LA1FNis is Nisnevich-local, we haveHp((LA1FNis)(∆ˆ
q
K)) = H
p
Nis(∆ˆ
q
K ,LA1FNis).
Thus the claim follows from Corollary 3.8 and spectral sequences comparison. Here
we use that ∆ˆqK is semilocal: if K = k(U) for some smooth irreducible scheme with
generic point η, then ∆ˆqK is the semilocalization of ∆
q×U in the points (vi, η). 
4. A GENERAL CRITERION 157
Theorem 3.11. For any n ≥ 1 and K/k finitely generated, we have
LA1
(
Z˜(n)
)
(∆ˆ•K) ≃ 0.
Proof. Since Z˜(n)[n] is motivically equivalent to c˜(G∧nm ), and the latter is
a direct factor of c˜(G×nm )/ c˜(1, . . . , 1), by Corollary 3.10 it suffices to show that
Csing∗ (c˜(G
×n
m )/ c˜(1, . . . , 1))(∆ˆ
•
K) ≃ 0. This follows from Corollary 2.5 and Proposi-
tion 2.3. 
4. A General Criterion
In this section we study when the motivic spectrum representing a generalized
cohomology theory of algebraic varieties is effective. We first recall a few facts
about the slice filtration of [Voe02].
Let SH(k)S
1
be the motivic homotopy category of S1-spectra and let SH(k) be
the stable motivic homotopy category. We have an adjunction
Σ∞T : SH(k)
S1
⇆ SH(k) : Ω∞T
and we write SH(k)eff for the localising subcategory (in the sense of [Nee01, 3.2.6])
of SH(k) generated by the image of Σ∞T . The inclusion i0 : SH(k)
eff → SH(k)
has a right adjoint r0 : SH(k) → SH(k)eff and we obtain a functor f0 = i0r0 :
SH(k)→ SH(k) called the effective cover functor. More generally, we may consider
the localising subcategories SH(k)S
1
(d) and SH(k)eff(d) of respectively SH(k)S
1
and
SH(k) generated by the images of X ∧ T d for X smooth and d ∈ N. We obtain a
commutative diagram of functors
SH(k)S
1
(d)
Σ∞T //
id

SH(k)eff(d)
id

SH(k)S
1
Σ∞T
// SH(k)
Both of the inclusions id : SH(k)S
1
(d) → SH(k)S
1
and id : SH(k)eff(d) → SH(k)
admit right adjoints rd and we set fd = idrd (on both categories). We obtain a
sequence of endofunctors
. . .→ fd → fd−1 → . . .→ f1 → f0
and we define s0, the zeroth slice functor, as the cofiber of f1 → f0. More generally,
we let sd be the cofiber of fd+1 → fd.
The following result is due to M. Levine ([Lev08, Theorems 9.0.3 and 7.1.1]).
Lemma 4.1. The following diagram of functors
SH(k)
Ω∞T //
s0

SH(k)S
1
s0

SH(k)
Ω∞T
// SH(k)S
1
is commutative.
One essential difference between SH(k)S
1
and SH(k) is that in the latter case,
the above sequence of functors extends to a sequence of endofunctors
. . .→ fd → fd−1 → . . .→ f1 → f0 → f−1 → . . .→ f−n → . . .
Let us recall the following well-known lemma for the sake of completeness.
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Lemma 4.2. Let E ∈ SH(k). Then hocolimn→∞ f−nE → E is an equivalence.
Proof. It suffices to show that for any X ∈ Smk and any i, j ∈ Z we get
HomSH(k)(Σ
∞X+[i] ∧G
∧j
m , E) = HomSH(k)(Σ
∞X+[i] ∧G
∧j
m , hocolim f−nE).
Since Σ∞X+[i]∧G∧jm is compact, the right hand side is equal to colimnHomSH(k)(Σ
∞X+[i]∧
G∧jm , f−nE). For j > −n, we have Σ
∞X+[i] ∧G
∧j
m ∈ SH(k)
eff(−n) and hence
HomSH(k)(Σ
∞X+[i] ∧G
∧j
m , f−nE) = HomSH(k)(Σ
∞X+[i] ∧G
∧j
m , E).
The result follows. 
We now make use of the spectral enrichment of SH(k). To explain it, con-
sider E ∈ SH(k). This yields a presheaf rE ∈ PSh(Smk) given by (rE)(U) =
HomSH(k)(Σ∞T U+, E). Write SH(Smk) for the homotopy category of spectral
presheaves ([Lev06, §1.4]). Then there exists a functor R : SH(k) → SH(Smk)
such that rE = π0RE. Indeed R is constructed as the following composite
SH(k)
Ω∞T−−→ SH(k)S
1 R0−−→ SH(Smk),
where R0 is the (fully faithful) right adjoint of the localization functor. Now note
that if P ∈ SH(Smk) is a spectral presheaf and F/k is a finitely generated field
extension, then we can make sense of the expression P (∆ˆ•F ) ∈ SH: it is obtained
by choosing a bifibrant model of P as a presheaf of spectra, and then taking the
geometric realization of the induced simplicial diagram [Lev06, 1.5]. If E ∈ SH(k),
then we abbreviate (RE)(∆ˆ•) to E(∆ˆ•). Similarly if E ∈ SH(k)S
1
, then we abbre-
viate (R0E)(∆ˆ•) to E(∆ˆ•)
Lemma 4.3. Let E ∈ SH(k), where k is a perfect field. Then s0(E) ≃ 0 if and only
if for all finitely generated fields F/k we have E(∆ˆ•F ) ≃ 0.
Proof. By definition, we have an exact triangle
f1E → f0E → s0(E)→ f1E[1]
and it follows that s0(E) ∈ SH(k)eff . On the other hand, the adjunction between
the stable categories induces an adjunction
Σ∞T : SH(k)
S1
⇆ SH(k)eff : Ω∞T
and Ω∞T is conservative on SH(k)
eff (its left adjoint has dense image). Thus s0(E) ≃
0 if and only if Ω∞T s0(E) ≃ 0, and the latter condition is equivalent to s0Ω
∞
T E ≃ 0
by Lemma 4.1. By definition, we have (Ω∞T E)(∆ˆ
•
F ) = E(∆ˆ
•
F ), and we are thus
reduced to proving that for E ∈ SH(k)S
1
, we have s0(E) ≃ 0 if and only if E(∆ˆ•F ) =
0 for F/k finitely generated.
Let then E ∈ SH(k)S
1
. We can (and will) choose a fibrant model forE, which we
denote by the same letter. Now s0(E) is given by the E(0/1) construction of Levine
([Lev08, Theorem 7.1.1]) and then s0(E) ≃ 0 if and only if we have E(0/1) ≃ 0.
Since strictly homotopy invariant sheaves are unramified ([Mor12, Example 2.3]),
E(0/1) ≃ 0 if and only if E(0/1)(F ) ≃ 0 for any finitely generated field extension
F/k. Since E(0/1)(F ) ≃ E(∆ˆ•F ) (this argument is used for example in [Lev08, proof
of Lemma 5.2.1]), this concludes the proof. 
Theorem 4.4. Let E ∈ SH(k), where k is a perfect field. Then E ∈ SH(k)eff if and
only if for all n ≥ 1 and all finitely generated fields F/k, we have (E∧G∧nm )(∆ˆ
•
F ) ≃
0.
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Proof. By Lemma 4.3, we know that the condition is equivalent to s0(E ∧
G∧nm ) ≃ 0. This is clearly necessary for E ∈ SH(k)
eff and we are left to prove
sufficiency.
Note that s0(E ∧ G∧nm ) ≃ s−n(E) ∧ G
∧n
m . Thus our condition is equivalent
to s−n(E) ≃ 0 for all n ≥ 1, or equivalently f0(E) ≃ f−n(E) for all n ≥ 0.
Consequently we get f0(E) ≃ hocolimn f−n(E). But this homotopy colimit is
equivalent to E, by Lemma 4.2. This concludes the proof. 
Corollary 4.5. Let D be a symmetric monoidal category and let
M : SH(k)⇆ D : U
be a pair of adjoint functors such that M is symmetric monoidal. Then U(1D) ∈
SH(k)eff if and only if U(MG∧nm )(∆ˆ
•
F ) ≃ 0 for all F/k finitely generated and all
n ≥ 1.
Proof. Let E = U(1D). Note that by Lemma 4.6 below, we have U(M(G∧nm )) ≃
E ∧G∧nm . Thus the result reduces to Proposition 4.4. 
For the convenience of the reader, we include a proof of the following well-known
result.
Lemma 4.6. LetM : C ⇆ D : U be an adjunction of symmetric monoidal categories,
with M symmetric monoidal. Then for any rigid (e.g. invertible) object G ∈ C and
any E ∈ D, there is a canonical isomorphism U(E ∧MG) ≃ U(E) ∧G.
Proof. Let DG be the dual object of G. As M is symmetric monoidal, we
see that MG also admits a dual object, namely M(DG). For any object F ∈ C, we
get HomC(F,U(E ∧MG)) = HomD(MF,E ∧MG) = HomD(MF ∧M(DG), E) =
HomD(M(F ∧ DG), E) = HomC(F ∧ DG,UE) = HomC(F,UE ∧ G). Thus we
conclude by the Yoneda lemma. 
We can simplify this criterion in a special case.
Corollary 4.7. Consider the following diagram of functors
SH(k)S
1 M0 //
Σ∞T

D0
L

U0
oo
SH(k)
M // D
U
oo
where the rows are adjunctions, M0,M and L are symmetric monoidal and LM0 ≃
MΣ∞T . Suppose furthermore that L is fully faithful and has a right adjoint R.
Then U(1D) ∈ SH(k)eff if and only if U0(M0G∧nm )(∆ˆ
•
F ) ≃ 0 for F as in Corol-
lary 4.5.
Proof. First, observe that there is an isomorphism Ω∞T U ≃ U0R since LM0 ≃
MΣ∞T . Moreover, RL ≃ id since L is assumed to be fully faithful. For any E ∈ D0,
we then get Ω∞T ULE ≃ U0RLE ≃ U0E. Next,
(ULE)(∆ˆ•F ) = (Ω
∞
T ULE)(∆ˆ
•
F ) ≃ (U0E)(∆ˆ
•
F )
where the first equality is by definition.
By Corollary 4.5, we have U(1D) ∈ SH(k)eff if and only if U(MG∧nm )(∆ˆ
•
F ) ≃ 0
for F as stated. Note that MG∧nm ≃ LM0G
∧n
m by assumption. Hence by the first
paragraph, we find that U(MG∧nm )(∆ˆ
•
F ) ≃ (U0M0G
∧n
m )(∆ˆ
•
F ). This concludes the
proof. 
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5. Application to MW-Motives
In this section, we apply the result of the previous section to the category of
MW-motives. We have a diagram of functors
SH(k)S
1 N //
Σ∞T

DeffA1(k)
Lγ˜∗ //
Σ∞T

K
oo D˜Meff(k)
Σ∞T

γ∗
oo
SH(k)
N // DA1(k)
Lγ˜∗ //
K
oo D˜M(k)
γ∗
oo
where the vertical functors are given by T -stabilization, the adjunctions in the right-
hand square are those discussed in Section 1, and the adjunctions in the left-hand
square are derived from the classical Dold-Kan correspondence (see [CD12, 5.2.25]
for the unstable version, and [CD12, 5.3.35] for the P1-stable version). Both N
and Lγ˜∗ commute with T -stabilization, and the stabilization functor
Σ∞T : D˜M
eff(k)→ D˜M(k)
is fully faithful by Ch. 4, Corollary 4.0.2. It follows that the diagram
SH(k)S
1 Lγ˜
∗N //
Σ∞T

D˜Meff(k)
Σ∞T

Kγ∗
oo
SH(k)
Lγ˜∗N // D˜M(k)
Kγ∗
oo
satisfies the assumptions of Corollary 4.7. We can thus apply Theorem 3.11 to
obtain the following result, where M := Lγ˜∗N and U := Kγ∗.
Corollary 5.1. In the stabilized adjunction M : SH(k)⇆ D˜M(k,Z) : U , we have
U(1) ∈ SH(k)eff .
Proof. Having Theorem 3.11 and Corollary 4.7 at hand, the only subtle point
is to show the following: if E ∈ D˜Meff(k) has a fibrant model still denoted by E,
then Ks(E(∆ˆ•F )) ≃ (U0E)(∆ˆ
•
F ), where U0 = Kγ
∗. Here Ks : D(Ab)→ SH denotes
the classical stable Dold-Kan correspondence. Essentially this requires us to know
that Ks preserves homotopy colimits (at least we need filtered homotopy colimits
and geometric realizations). This is well-known. In fact since this is a stable functor,
it preserves all homotopy colimits if and only if it preserves arbitrary sums, if and
only if its left adjoint preserves the compact generator(s), which is clear. 
We are now in position to prove our main result. To this end, recall that
the motivic spectrum of abstract generalized motivic cohomology HZ˜ ∈ SH(k) was
defined in [Bac17a, §4] as the effective cover of the homotopy module of Milnor-
Witt K-theory. Equivalently, HZ˜ is the effective cover of the homotopy module
{piA
1
n,n(S)}n, where S is the sphere spectrum.
Theorem 5.2. Let k be an infinite perfect field of exponential characteristic e 6= 2
and let
M : SH(k)⇆ D˜M(k) : U
be the above adjunction. Then the spectrum U(1) representing MW-motivic co-
homology with Z-coefficients is canonically isomorphic to the spectrum HZ˜ repre-
senting abstract generalized motivic cohomology with Z-coefficients. In particular,
U(1) ∈ SH(k)eff .
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Proof. For an effective spectrum E ∈ SH(k)eff , let τeff≤0E ∈ SH(k)
eff
≤0 denote
the truncation in the effective homotopy t-structure [Bac17a, Proposition 4].
We note that for X local, (1) Hn,0(X, Z˜) = 0 for n 6= 0 and (2) H0,0(X, Z˜) =
K
MW
0 (X) The unit map 1 → U(1) induces α : HZ˜ ≃ τ
eff
≤01 → τ
eff
≤0U(1) ≃ U(1),
where the first equivalence is by definition and the second since U(1) ∈ SH(k)eff≤0, by
(1). Now α is a map of objects in SHeff,♥ (again by (1)) and hence an equivalence
if and only if it induces an isomorphism on piA
1
0,0. This follows from (2). 
Next, we would like to show that ordinary motivic cohomology is represented
by an explicit (pre-)sheaf in D˜M(k). We start with the following lemma (see also
[Gar17, Theorem 5.3] and [EK17, Theorem 1.1]).
Lemma 5.3. Under the assumptions of the theorem, the category D˜Meff(k,Z[1/e])
is equivalent to the category of highly structured modules over U(1
D˜Meff(k,Z[1/e])
) ≃
HZ˜[1/e].
Proof. Let M be this category of modules. By abstract nonsense [MNN17,
Construction 5.23] there is an induced adjunction
M ′ :M⇆ D˜Meff(k,Z[1/e]) : U ′
which satisfies U ′M ′(1M) ≃ 1M. Under our assumptions, the category SH(k)[1/e]
is compact-rigidly generated [LYZ13, Corollary B.2] and hence so are the categories
M and D˜Meff(k,Z[1/e]). It follows that M ′ and U ′ are inverse equivalences, see
e.g. [Bac16, Lemma 22]. 
Corollary 5.4. Under the same assumptions, the presheaf Z ∈ D˜M(k) represents
ordinary motivic cohomology with Z-coefficients.
Proof. Let H = f0U(Z). Then piA
1
0,0(H) = Z whereas pi
A1
n,0(H) = 0 for n 6= 0.
Also piA
1
−1,−1(H) = (pi
A1
0,0(H))−1 = 0 and consequently f1H = 0, s0H ≃ H . The
unit map 1→ U(1)→ U(Z) induces 1→ H and hence HZ ≃ s0(1)→ s0(H) ≃ H .
This is an equivalence since it is a map between objects in SHeff,♥ inducing an
isomorphism on piA
1
0,0(•). We have thus found a canonical map α : HZ→ f0U(Z)→
U(Z), which we need to show is an equivalence. We show separately that α[1/e]
and α[1/2] are equivalences; since e 6= 2 this is enough.
We claim that U(Z)[1/e] ∈ SH(k)eff . This will imply that α[1/e] is an equiv-
alence. For X ∈ Smk we have UM(X)[1/e] = Σ∞X+ ∧ U(1)[1/e], by the pre-
vious lemma. In particular UM(X)[1/e] ∈ SH(k)eff . It follows that for E ∈
D˜M
eff
(k,Z[1/e]) we get U(E) ∈ SH(k)eff (indeed U commutes with filtered col-
imits, being right adjoint to a functor preserving compact generators). This applies
in particular to E = Z[1/e].
Recall that if E ∈ SH(k), then E[1/2] canonically splits into two spectra, which
we denote by E+ and E−. They are characterised by the fact that the motivic Hopf
map η is zero on E+ and invertible on E− [Bac17b, Lemma 39]. Now consider
U(Z)[1/2]. The action of KMW on piA
1
0,0(UZ) = Z is by definition via the canonical
epimorphism KMW0 → K
M
0 = Z. This implies that (UZ)
− = 0, just like (HZ)− = 0.
On the other hand Z+ ∈ D˜Meff(k)+ ≃ DMeff(k,Z[1/2]) Ch. 3, §5 is the unit, by
construction, whence UZ+ = HZ[1/2]. 
Example 5.5 (Grayson’s Motivic Cohomology). In [Sus03], Suslin proves that
Grayson’s definition of motivic cohomology coincides with Voevodsky’s. To do so
he proves that Grayson’s complexes satisfy the cancellation theorem, and then em-
ploys an induction using poly-relative cohomology. We cannot resist pointing out
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that the second half of this argument is subsumed by our criterion. Indeed, it is easy
to see that K⊕0 -presheaves admit framed transfers in the sense of [GP14, §2]. Con-
sequently the A1-localization functor for Grayson motives is given by LNisCsing∗ (−)
([GP15, Theorem 1.1]). Arguing exactly as in the proof of Corollary 5.1 (using
[Sus03, Remark 2.3] instead of Proposition 2.4) we conclude that the spectrum
HZGr representing Grayson’s motivic cohomology is effective. But ZGr(0) ≃ Z and
so HZ ≃ HZGr, arguing as in the proof of Theorem 5.2.
Example 5.6 (GW-motives). In [Dru17c], a category of GW-motives DMGW(k) is
defined and the usual properties are established. Arguing very similarly to the proof
of Proposition 2.4, one may show that the reduced GW-presheaf corresponding
to G×nm is rationally contractible. Then, arguing as in Theorem 5.2 and Lemma
5.3, using the main results of [Dru17c,Dru17b,Dru17a], one may show that the
spectrum representing 1 ∈ DMGW(k) is HZ˜ again, and that DMGW(k) is equivalent
to the category of highly structured modules over HZ˜. In particular DMGW(k) ≃
D˜M(k). We leave the details for further work.
Remark 5.7. The assumption that k is infinite in our results can be dropped by
employing the techniques of [EHK+17, Appendix B].
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