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Capítulo1
Introducción
Laprogramaciónparalelaesaquelaorientadaagenerarprogramasdecom-
putaciónqueseejecutenenmásdeunaunidaddeprocesamientoenforma
simultánea.Suprincipalobjetivoesgenerarcódigoquetomemenortiempo
deejecuciónqueelejecutadoporunúnicoprocesador.Porlotantonotiene
razóndesersinoproduceunamejoraenelrendimientodelaejecución,
entendiendoporrendimiento,altiempoquedemoraenejecutarsetodoel
programa.Obviamentedebeserconsistenteencuantoalresultadoﬁnaldela
ejecución,quedebeserelmismo,paraunoovariosprocesadorescorriendo
enparalelo.
Ladisciplinanoesnueva.Susurgimientoesprácticamentecontemporá-
neoconelnacimientodelacomputación[Des87].Ensunacimiento,los
equiposerantancaros,quedisponerdeunacomputadoraonerosacomola
deaquelosdíasparaejecutarunsoloprograma,eraineﬁcienteeconómica-
mente,porloquelamultiprogramacióneraalgonaturalenaquelossistemas
operativos.Losavancestecnológicoshicieronquehoyendíaexistanmuy
pocosequiposdeprocesamientoquedispongandeunúnicoprocesador.
Sinembargo,elobjetivodelamejoraenelrendimientonoessimplede
alcanzar.Nosepuedeponerunprogramahechoparacorrerenformasecuen-
cial,enunamáquinaconmásdeunprocesadoryqueenformaautomática
empieceacorrerenparalelo.Sibienhayintentosenesadirección,susresul-
tadosnologranalcanzarelpotencialquelosprocesadoresparalelosbrindan.
Esnecesarialaintervencióndeunprogramadorparaquetransformeunpro-
gramasecuencialenparalelo,oalmenoslodesarroledeesaformadesdeel
inicio,paraobtenerresultadosacordealosrecursosutilizados.
Elparalelismo,entendidocomolacapacidaddeunprogramadeejecu-
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tarseenparalelo,noesfácildelograr.Paraelodebetenerseencuenta
laejecuciónsimultáneadelcódigoenvariosprocesadores.Dejamostotal-
mentedeladoaquelosprogramasquepuedendividirseentareasquepueden
realizarseindependientementeunadeotra.Quizásseaunaformaidealde
paralelismoporsubajacomplejidad,peronoesdeinteréssuinvestigación
yaque,porunlado,esunproblemadesolucióntrivial,yporotrolado,es
pocofrecuente.
Eldesafíodelaprogramaciónparalelasurgecuandoelalgoritmotiene
dependenciasinternasquedebenserrespetadasparaqueelresultadoﬁnal
puedaalcanzarsecorrectamente.Elordendeejecucióndelasinstruccionesde
unprogramadebeseralteradoocombinadoenformadiferentealsecuencial
paraserejecutadoenparaleloconlarestriccióndequeelresultadooriginal
semantenga.Esteeselconceptodedivisióndetareas,unadelasfuentesdel
paralelismo.Lastareasdeunprogramasecuencialsedividenensubtareas
quedebenserrealizadaspormásdeunprocesadorenparalelo,sinalterarel
resultado.
Ademásdeladivisióndetareasexisteotrafuenteprincipaldeparalelismo,
yeslareferidaaladivisióndedatos.Estasurgecuandoelconjuntodedatos
eslosuﬁcientementegrandeparapoderserdivididoyprocesadopormás
deunprocesador.Enesoscasos,losprocesadoresejecutanelmismocódigo
sobrediferentejuegodedatos,deformatalqueseganatiempodeejecución
elpoderprocesarenparalelo.
DeestaformaselegaalataxonomíadeFlynndelaarquitecturade
procesadoresparalelos[RR10],queestádeﬁnidaapartirdeuncuadrode
dobleentrada,unadimensiónparadatosyotraparacódigo,quedetermina
cuatroformatosdearquitecturas:SISD,SIMD,MISD,MIMD.’S’reﬁerea
single,’M’amultiple,’I’ainstructiony’D’adata.EsclaroqueSISDnoes
paralelo,lasrestantessí.Laanalogíaentrelaarquitecturadeprocesadores
yladeprogramaparalelosesdirecta,salvandoladistanciaenqueanivel
deprogramas,enlugardeinstrucciones,sereﬁereaprogramas,yparalos
datos,sereﬁereabloquesdedatosenlugardeunvalorindividual.
Engeneral,unproblemadeprogramaciónparalelaesunacombinación
dedivisióndedatosydivisióndetareas,esdecirMPMD.Sifueraparalelo
porunosolodeestosfactores,elproblemaesderesoluciónrelativamente
simple.Solodivisióndetareas,implicaanalizarlaestructuradelalgoritmo,
particionarlaejecuciónyasignaracadaprocesador.Enelotroextremo,
solodivisióndedatos,oembarazosamenteparalelo,tieneunasolucióndel
mismotenordecomplejidad,manteniendoelcódigoigualencadaprocesador,
4
asignadounjuegodedatosdiferenteacadaprocesador.
Lociertamentecomplejodeunprogramaparaleloeslaexistenciadede-
pendenciasentretareascombinadoconladivisióndedatos,yaqueimplica
sincronismoenlaejecución.Unprocesadorinactivonopuedeiniciaruncóm-
putohastaquelastareasanteriores,lascualesleaportandatos,hayanﬁ-
nalizado.Estanecesidaddesincronismoentrelosprocesadoresesunadelas
causasprincipalesdelapérdidadeeﬁcienciaenlosprogramasparalelos.Se
debeesperarhastaqueelantecesorﬁnaliceparapodercontinuar,ydichaes-
peraimplicainactividad,justamenteloquesedeseaevitarparapoderlograr
unbuenrendimiento.
Estudiaryanalizarunalgoritmoparadetectarlasdependenciasyla
formadereorganizarlasinstruccionesparaganarenrendimiento,noesuna
tareasimple,niexistenmétodologiasdesarroladasparasurealización.Si
bienexisteelclásicoanálisisdedependencias,RaR,RaW, WaRy WaW
[RR10],aplicarloaunalgoritmoconunvolumendedatosquejustiﬁque
suejecuciónenparalelo,generalmentemilesdevalores,resultaprohibitivo,
porloqueestecriteriodebeaplicarseparadividirbloquesdedatos.Yla
formaopatrónenquelosdatosseandivididos,esporahora,unaactividad
dependientedelintelectodecadapersona.
Otrofactorparaalcanzarunbuenrendimientoeselbuenusodelamemo-
riacache.Loscomponentesdehardwareutilizadosparaalmacenardatos,las
memorias,tienenunesquemacuyotiempodeaccesocorreparaleloconel
costodeelaboracióndelcomponente.Siempreexistentiemposdedemoraen
elaccesodealosdatosporpartedeunprocesador,yesnormaqueamenor
demora,mayorcosto.Porloqueelalmacenamientodegrandescantidades
dedatosserealizasobrememoriasmáseconómicas.Debidoaque,como
sedijoanteriormente,laprogramaciónparalelaesconvenienteparagrandes
volúmenesdedatos,elesquemadeaccesoaestosescrucialparaunbuen
rendimiento.
Lamemoria,comountodo,estácompuestaporunajerarquíadecom-
ponentes,losmásrápidosmáscercanosalprocesadorylosmáslentos,más
distantes,entérminosdetiemposdeacceso.Lasmemoriasmásrápidasse
denominanmemoriacache,yaquecontienencopiasdelosdatosexistentes
ennivelinferior.Elesquemadeaccesoesdesdeunnivelsuperioraunnivel
inferior.Cadavezqueundatoesnecesario,sebuscaenelnivelsuperior,ysi
noexisteenesenivel,generauna“faladecache”,queesresueltabuscando
elmismoenunnivelinferior.Comoelnivelinferioresmáslento,unafala
decachegenerainactividadenelprocesador,porloque,sibienlasfalas
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decachenopuedenevitarse,sedebetratardereducirlasalmínimoposible
[RR10].
Elproblemadelasfalasdecacheespertinentealaprogramaciónen
generalynoexclusivodelaprogramaciónparalela.Noobstante,estepro-
blemaesexaltadocuandodosprocesadoresquecompartenuncomponente
físicodememoriacachetrabajansobreconjuntosdedatosdiferentes,porlo
queterminancompitiendoporelusodelmismo.Unabuenaprogramación
paraleladebeteneruncuentaestosfactoresparaobtenerlosrendimientos
aceptables.
Lostrabajosanterioresaliniciodelasinvestigacionesquedieronlugara
estatesis,presentanproblemasenelrendimientoporcausasdelsincronismo.
Tantoseaelcasodelalgoritmoparamultiplicacióndematricesenentornos
declustersdecomputadoras[WT08,TW08,TW09, WT09]oparaequipos
conmúltiplesprocesadores[TW08,TW09],comotambiénparaelalgoritmo
defactorizacióndematricesdeCholesky[Wol10,TW11].Entodasestos
trabajos,lafuenteprincipaldeinactividaddelosprocesadoreseslaespera
porelsincronismoplanteadoenelalgoritmoparalelo,setratedeprimitivas
deltipobarrierenmemoriacompartida[CJP07],odeltipobroadcasten
memoriadistribuida[SOHL+98].Comoseutilizaronbibliotecasderutinas
usualesdeálgebralineal,elcódigofuentedeestasrutinasestáfueradel
alcancedelprogramador.Loqueestepuedecontrolaresladivisióndedatos,
detareas,ysuasignaciónaprocesadores,porloqueelsincronismoesla
variableaajustarparamejorarrendimientos.
Nosedebeeludir,quelasincronizaciónfacilitaeldesarrolodeprogramas
paralelos.Esmássimpleplantearquelosprocesadorestrabajenenparalelo
sobrediversosjuegosdedatososobrediversastareasyqueavanzancada
unoensuprocesamientohastaundeterminadopuntodeejecuciónendonde
todosconcluyensutareayapartirdealíseplanteaunanuevadistribución
decómputoparalelo.Dadoquelaprogramaciónparalelanoresultanatural
alprogramadorquehacesusprimerasexperienciaseneltema,lospuntosde
convergenciaenelprocesamientoayudanalrazonamiento.Sinembargo,en
trabajosprevios,secomprobóquelainactividadporsincronismoselevaba
másdel50%deltiempototaldeejecucióndelalgoritmodeCholesky[Wol10,
TW11].Estehechofuedeterminanteparabuscarunaopciónaesteformade
programaciónparalela.
Eliminarelsincronismoenlaejecuciónparalelaimplicaqueelavancede
laejecuciónencadaprocesadorparaleloesindependientedelavancedesus
pares,locualimplicalanecesidaddeunelementocoordinadordelproce-
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samientoparaqueelalgoritmoparalelocomountodoseejecutecorrecta-
mente.Elcoordinadordebedeterminarquetareasestánrealizadas,cuales
pendientes,cualespendientesyhabilitadas,ycualespendientesperoalaes-
peradelaresolucióndedependenciasdedatos.Elcoordinadordebeasignar
lashabilitadasaalgúnprocesadorinactivo.Elmodelo“Master/Slave”es
elejemplomáscomúndeestaformadeprogramación[KGGK94].Eneste
modelo,existeunprocesolamado“Master”encargadodedeﬁniryasignar
lastareasacadaproceso“Slave”parasurealización.
Unproblemahabitualenestemodeloeslasobrecargadelproceso“Mas-
ter”,quealsersecuencial,debeatender,deaunoporvez,acada“Slave”
inactivoparaasignarlelatarea.Además,silosdatosnoestándistribuidos
entrelosesclavos,aumentalasobrecargaaltenerquecomunicarlosdatosa
losprocesadorestrabajadoresparaquepuedanrealizarsutrabajo.Lacon-
centraciónenunoomásprocesoscoordinadoressuelegenerarinactividadpor
esperaenlosesclavos.Porotrolado,encasodedisponerpocosprocesadores
paralelos,puedesermuygravosoalosﬁnesdelrendimientogeneral,asignar
unprocesadorexclusivamentealatareadeadministración.
Otromodeloasíncronoeseldenominado“Peertopeer”.Estáconformado
porunareddecomputadorasquepuedenactuarcomoservidoresocomo
clientes,proveyendoosolicitandoservicios.Suﬁnalidadprincipalesevitar
laconcentracióndeserviciossobreunservidor,queencasodedesperfectos
ofalas,producelacaídadelmismo.Elmodeloplanteaquealtrabajaren
formadistribuida,laservicialidadsemantiene,yaquesiempreexistiráun
equipo“par”(peer)quepuedasuplantaralcaído[CLR09].Esunmodeloque
tieneunaorientaciónalsostenimientodeserviciosmásquealaprogramación
yejecuciónparaleladealgoritmos.
LateoríadelaplaniﬁcaciónoSchedulingcomoesmásconocida,estudia
laasignaciónderecursoslimitadosaactividadeseneltiempo,conlaﬁnalidad
deoptimizarenalgúnsentido,elusodelosrecursos.Existeunaramaque
estudiaelschedulingdeprocesosdecómputos,entendiendoporrecursoa
asignar,nosoloalosprocesadores,sinonotambiénaloscomponentesde
sistemasdecomunicaciones[RV09].Lasherramientasdesarroladaseneste
dominioalcanzanunóptimoenelusodelosrecursos,locualtieneuncosto
computacional.Siestecostoesinaceptablementealto,sebuscantécnicasque
permitanalcanzarunsubóptimo.
Desdeelpuntodevistadelautor,lateoríadeschedulingobtieneresul-
tadosquesonpuntualmenteinsuperables,peroesunateoríapocoútilpara
lamayoríadeloscasosdeprogramaciónparalela.Paraalcanzarelóptimo
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esnecesarioprecisar,elalgoritmo(elusodelosrecursos,entérminosde
scheduling)ylosrecursos.Larealidad,esqueparaunalgoritmodado,con
untamañodedatosdado,conunamáquinaparaleladada,conunnúmero
dadodeprocesadores,determinandolavelocidaddelrelojdeestos,elancho
debandadelaredqueinterconectalascomputadorasyunaciertacantidad
dememoriadistribuidaenunnúmeroﬁjodebancos,lateoríadescheduling
puededeterminarelóptimo.Esdecir,esnecesarioﬁjartodaslascondiciones
particularesparacalcularlo.Entérminosdetiempodeejecución,esunsched-
ulerestático.
Lonormalesquelascondicionesnoseanestáticasyquelosalgoritmos
seandistintos,elvolumendedatosacomputarporelalgoritmocambie,
laparticióndeestostambién,lamáquinatengadistintonúmerodeproce-
sadores,loscanalesdememoriaydecomunicacionestengandistintosanchos
debanda,etc.Esdecir,lascondicionesquepermitencalcularunóptimo,
nosonestables,porloqueelcálculodelóptimoesmaterialmenteimposible
paratodosycadaunodeestoscasos.
Esesperablequeelschedulerdetareasseadinámicoyqueeviteuna
sobrecargadeprocesamientotalquenojustiﬁquesuutilización.Siguiendo
estecriterio,esprobablequenosealcanceelóptimo,yaquesedejande
ladoloselementosnecesariosparacalcularlo,perodesdeunpuntodevista
práctico,unquasi-optimorápidamentefactibleesmejorqueunóptimocon
uncostocomputacionalimposible.
Otratécnicausualenlaprogramaciónparalelaeselusodelosdiagramas
dedependencia.Estospartendeunadescomposicióndelalgoritmoentareas
ygeneranungrafodirigidocuyosvérticesrepresentantareasylasaristas,la
dependenciaqueexisteentredostareas.Comoelgrafoesdirigido,laarista
vaensentidodelatareahabilitada[BLKD07].Estaestructuradedatossig-
niﬁcaunamejorarespectodeutilizarotrasestructuraspararepresentaraun
algoritmo,comoeselcasodelastablas.Elusodeestasparadeterminarde-
pendenciasesengorrosocuandoelnúmerodetareaseselevado.Sinembargo,
elmecanismodeschedulingdelastareashabilitadasentrelosprocesadores
inactivosnoformapartedeestemodeloderepresentacióndelalgoritmo.
Tomandoencuentatodosestosantecedentes,seestudiólaposibilidad
deutilizarRedesdePetri[Dia09]paramodelarunalgoritmoparalelo.Este
tipoderedessedestacanparamodelarsistemasconcurrentes,yaqueen
susemántica,laocurrenciadeeventosquemodiﬁcanelestadodelmodelo,
puedeserensimultáneo,adiferenciadelasmáquinasdeestadoﬁnito(FSM),
cuyocambiodeestadossucededeaunoporvez[HMU03].Otraventajaque
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presentanlaRedesdePetri,essurepresentacióngráﬁca,quesemánticamente
esclara,ypermitevisualizargráﬁcamenteunaredcomplejaconsimplicidad.
También,comoesunaherramientaanalítica,esposibleanalizarlacorrectitud
delmodeloconlosrequerimientosyobjetivosdelmismo.
LasRedesdePetritambiénpermitenidentiﬁcardentrodesumodelo,
loquesonloseventos,pormediodelasTransicionesyporotrolado,lo
quesoncondicionesparaquedichoeventopuedeocurrir,lasPlazas.Deesta
forma,unalgoritmopuedeserrepresentadoconmayorclaridadaungrafode
dependencias,yaquesepresentanydistinguenclaramenteloselementosque
locomponen,asaber,lastareas,pormediodelaTransiciones,ylosdatos,
pormediosdelasPlazas.Estasúltimas,asuvez,puedenactuardenexo
entredostareas,sisonelresultadodeunatareaylaentradadeotra.De
estaforma,ladependenciadedatosserepresentanaturalmente.Siaestas
facilidadeslesumamossuinmejorablecapacidadderepresentarconcurrencia,
utilizarestasredesparaelmodeladodealgoritmosparalelosesindiscutido.
Sinembargo,elcaminoderepresentaralgoritmosparalelosconRedesde
Petrinoestáexentodeinconvenientes.Elprimero,ymássobresaliente,esel
rápidocrecimientodelaredalagregartareas.Unaredextensaesdifícilde
interpretargráﬁcayanalíticamente.Eshabitualquelosalgoritmospuedan
dividirseennumerosastareas,ymásaúnsihaydivisióndedatosensu
ejecución,porloqueelnúmerodetareasarepresentarcrecerápidamente.
Elmodelodelalgoritmodebeserlosuﬁcientementeclaroparapoderser
entendidoycontroladoporpartedelprogramador,delocontrario,noes
útil.
Laejecucióndelared,oalgoritmoparalosﬁnesdeestatesis,tampocoes
implícitoenlaReddePetri.Lasemánticadeejecución,puedeserparalela,
perotambiénpuedesersecuencial,dependiendodelmodoenquequieraser
utilizada.Estefactor,juntoconelpresentadoenelanteriorpárrafo,fueron
losprincipalesdesafíosquehuboqueenfrentareneldesarrolodeestatesis
paralograrqueelmodeladodelalgoritmopuedasersimple,yasuvez,pueda
servirdebaseparaunaejecuciónparalela.
Esportodoestoqueelobjetivodelatesisesladeﬁnicióndeun
modelodeejecuciónparaleloquebasadoenlarepresentacióndeunalgoritmo
paraleloconRedesdePetri,permitaaunconjuntoﬂexibledeprocesadores
independientesentresí,ejecutarelalgoritmoenformaasíncronaconaltos
rendimientosyqueelprogramadortengacapacidaddeajustarlosparámetros
deejecuciónenvistademejorasderendimiento.
Losfundamentossonclaros:sedeseacontarconunaherramientadeeje-
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cucióndeprogramasparalelosquepermitamodelarelalgoritmo,ypasardel
modeloalaejecuciónasíncronapreservandoelmodelo.LasRedesdePetri
sonlaherramientabásicaeindiscutiblementepertinenteparalograrelobje-
tivo.Undesafíoescubrirlabrechaogapexistenteentreelmodeladoyuna
ejecucióndelprogramaparaleloderendimientosaceptablesyescalables.Para
elo,debeexistirunavinculacióndelmodeloconunconjuntodeunidadesde
procesamientoquecorranenparalelo.
EnlabibliografíavigentenofueronhaladosejemplosqueusenalasRedes
dePetricomoherramientademodeladoycomomotordeejecuciónsobre
procesadoresrealesdecomputaciónenformasimultánea.Existennumerosos
desarrolosdesimulación,peronodeejecucióndirectaenmáquinasfísicas
quepuedanobtenerunaltorendimiento.Paraalcanzarestosrendimientos,
esnecesarioademás,queelschedulingdelastareasplanteadasenelmodelo
seadinámicoyﬂexibleporrazonesdeeﬁciencia.
Elcontenidodelatesisesdivididoenpocoscapítulos:enelcapítulo2
sepresentanlosconceptosbásicosdeRedesdePetriutilizadosalolargode
estedocumento,lascaracterísticasdelmodeladodealgoritmosconestetipo
deredesyunejemplosobreunalgoritmoespecíﬁco,elcualseráutilizado
posteriormente.Enelcapítulo3escompletadoelmodelodeprogramación
paralelaplanteado,agregandocomponentesorientadosalaejecuciónpar-
aleladelalgoritmomodelado.Enelcapítulo4sepresentanlosexperimentos
ytrabajosrealizadosqueconvalidanelmodeloplanteado,condiferentesal-
goritmos,bibliotecasderutinasymáquinasparalelas,yﬁnalmente,enel
capítulo5sepresentanlasconclusiones,elimpactoesperadoylalíneasde
investigaciónabiertasdeestatesis.
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Capítulo2
RedesdePetri
ElpresentecapítulopresentalosconceptosbásicossobreRedesdePetri.No
hasidorealizadoconlaintencióndeseruntratadocompletodeltema,y
muchaspropiedadesimportantesdelasRedesdePetrinohansidoincluidas
aquí.Sonpresentadossololosconceptosnecesariosparaelrestodeltrabajo.
Seincluyeademásunasecciónqueexponelaestrategiautilizadaparamod-
elaralgoritmosconaltoniveldeabstracción,ysobrecómoconvertireste
modeloabstractoenotromodelomássimplequepermitaserejecutadoen
paralelofacilmente.
2.1 IntroducciónalasRedesdePetri
UnaReddePetriNet(PN)esungrafodirigidobipartitocompuestopor
nodoslamadosPlazasyTransiciones.UsualmentelasPlazasrepresentan
“estados“ylasTransiciones“acciones“.ElconjuntodePlazassedenotacomo
PyelconjuntodeTransicionescomoT.Elgrafoesbipartitoyaquelos
conjuntosPyTsondisjuntos,P∩T=∅.Losarcosdelgrafosiempre
conectanunaPlazaconunaTransiciónoviceversa.Elconjuntodearcos
AesdeﬁnidocomoA⊆(P×T)∪(T×P).Losarcossondenominadosde
entradaodesalidadependiendosiladireccióndelarcoesdeunaPlazaa
unaTransiciónoensentidocontrario,respectivamente[Dia09,IA06].
LaPNposeetokensqueexistensolamenteenlasPlazas,ygeneralmente
representan“hechos“.Lafuncióndemarcadoµesunafunción,µ:P→ N
quedeterminaelnumerodetokensexistentesencadaPlaza.ElVectorde
MarcadoesunvectorM ∈Z1×|P|dondeM[i]=µ(i)yquedenotaelnumero
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detokensencadaPlaza.Enestemodelobásico,todoslostokenssoniguales
yfungibles.ElestadoinicialdeunVectordeMarcadoesdenominadocomo
M0.
ElpresetdeunaTransiciónteselconjuntodePlazasdeentradade
t,yesdeﬁnidocomo•t= {p∈P :∀(p,t)∈A}.Deigualmaneraes
deﬁnidoelpostsetdetcomot•={p∈P:∀(t,p)∈A}.Ambosconceptos
determinanelconjuntodePlazasdeentradaydesalidadeunaTransición
t,respectivamente.
UnaTransiciónteslamada”habilitada“cuandotodossusPlazasde
entradatienentokens,esdecir,M[p]>0,paratodop∈•t.Hastaaquíha
sidoimplícitoquelosarcosdelgrafotienenunpesode1,tantosielarco
esarco(p,t)o(t,p).Elpesodeunarcoa∈Aesdeﬁnidoporlafunción
w(a):A→ N,locualdeterminaqueelpesopuedeserunnúmeronatural
positivo.Unvalormayorqueunorepresentaqueesnecesariomásdeuntoken
parahabilitarlaTransición,tantoscomoseaelpeso.Así,unaTransiciónt
quedahabilitadasiM[p]≥w(p),paratodop∈•t.
ElestadogeneraldelaredevolucionacuandounaTransiciónes”dis-
parada“.EnelmodelobásicodePN,unaTransiciónesautomáticamente
disparadasiestáhabilitada.Estoimplicamovimientodetokensdesdelas
PlazasdeentradahacialasPlazasdesalida.Estemovimientoesrealizado
mediantelasoperacionesdeabsorcióneinyectadodetokensenlasPlazasde
entradaysalidarespectivamente.
CuandounaTransicióntesdisparada,elVectordeMarcadoesactua-
lizadodelasiguienteforma:
M[p]=


M[p]−w(p)p∈•t
M[p]+w(p)p∈t•
M[p] default
locualesexpresadoconlanotaciónM t−→M.
ElconjuntodeestadosdeMquesepuedealcanzarapartirdelosdisparos
realizadosdesdeelestadoinicialM0eslamadoMarcadodeAlcanzabilidad
(ReachabilityMarking), (M0),yesdeﬁnidocomo:
(M0)={M|M0 ∗−→M} (2.1)
donde ∗−→representalaoperacióndeclausuratransitivadedisparossobre
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elconjuntodeVectoresdeMarcado.ElGrafodeAlcanzabilidadeselgrafo
formadoporlarelacióndedisparoentreVectoresde Marcado.Enotras
palabras,eselgrafoquerepresentatodoslosvaloresalcanzablesparaM,
porsucesivosdisparosapartirdeunestadoinicialM0.
LasRedesdePetritienenmuchaspropiedadesmatemáticasimportantes.
Sedestacantresdeelas:
1.ElproblemadelaalcanzabilidadesdecidirsielmarcadoM puedeser
alcanzadodesdeelestadoinicialM0porunaseriededisparos.
2.Elproblemadelasobrevivencia(Liveness).Un marcadosinTran-
sicioneshabilitadaseslamado muerto.UnaPNespseudo-viva,si
∀M ∈ (M0)∃t∈T:testáhabilitada,loquesigniﬁcaquetodoslos
marcadosalcanzablestienenunaTransiciónquepuedeserdisparada.
UnaPNesquasi-vivasi∀t∈T,∃M ∈ (M0):testáhabilitada
enM,loquesigniﬁcaquetodaslasTransicionestienenalmenosun
marcadoenqueestánhabilitadas.UnaPNesvivasi∀M ∈ (M0)
y∀t∈T,∃M ∈ (M):testáhabilitadaM,loquesigniﬁcaque
paratodoslosmarcadosalcanzables,todaslasTransicionesquedarán
habilitadasenalmenosunmarcadoposterior.
3.ElproblemadeladelimitaciónBoundedness.UnaPNesdelimitadasi
todassusPlazastienenalomáximoktokensentodoslosmarcados
alcanzables,(tambiéndenominadok-bounded).UnaPNessegurasies
1-bounded.
LateoríadegrafosenseñaqueelconjuntodearcosApuedeserrepre-
sentadopormediodeunamatriz[AHU83],lamadalaMatrizdeIncidencia.
UnaMatrizdeIncidenciaD∈N|P|×|T|,representacadaPlazaenunaﬁlay
cadaTransiciónenunacolumna,ylosvaloresenlamatrizsonw(a)ocero
segúnelarcoa=(p,t)oa=(t,p),pertenezcaonoaA.
SedeﬁnendosMatricesdeIncidencia:D−andD+,lamadasMatrizde
IncidenciaNegativayPositivarespectivamente,yrepresentanlosvaloresde
lospesosdelasPlazasdeentradaydesalida.Extendiendolanotación,a−(i,j)
eselarcodelaPlazaien•jya+(i,j)eselarcoienj•.Deestaforma,los
valoresenD−yD+sondeﬁnidoscomo:
D−(i,j)=w(a−(i,j)
D+(i,j)=w(a+(i,j)
13
FrecuentementesedeﬁneunaMatrizdeIncidenciaúnicaD=D+−D−,
peroparaelrestodeestedocumento,seconsideraráalpardematricesD+
yD−,porrazonesqueseránvistasmásadelante.
Existenvariasdeﬁniciones matemáticasdeunaRededePetri[IA06,
Dia09,JK09],delascualesseelijelamásapropiadaalosﬁnesdeltrabajo.
PorelosedeﬁneaunaTokenPetriNet(TPN)comolan-upla:
TPN=(P,T,D−,D+) (2.2)
siendoP,T,D−yD+lodeﬁnidoanteriormente.UnaReddePetriMarcada
eselpar(TPN,M).
SiguiendoladeﬁniciónbasadaenMatricesdeIncidencia,paradeterminar
elconjuntodeTransicioneshabilitadasenunmarcadoM,solosenecesitan
operacioneselementalesdelálgebralineal.Enefecto,siD−jyD+jrepresentanlaj-avacolumna(Transición)enD− yD+ respectivamente,laTransición
jestáhabilitadasiladiferenciavectorialIj=M −D−j notieneningúnvalornegativo,esdecir,todaslasPlazasdeentradadelaTransiciónjtiene
suﬁcientestokensparasatisfacersudisparo.
ElVectordeMarcadoM determinaelestadodelared.Dadounestado
particular,elconjuntodeTransicioneshabilitadasEesdeﬁnidocomo:
E={j|Ij=M−D−j∧∀k=1...|P|:Ij(k)≥0} (2.3)
Elcomportamientodelaredpuedeservistopormediodelasecuencia
dedisparosdeTransiciones.Variassemánticashansidodeﬁnidasparalos
disparos,segúnelnúmerodeTransicionesquepuedanserdisparadasenforma
simultánea.EnunextremodeestasopcionessolounaTransicióndelconjunto
Epuedeserdisparadaalavez,yenelextremoopuesto,sedisparantodas
enparalelo.Lasopcionesintermediastambiénsonválidas.
LasemánticaquepermitedispararsolounaTransicióndelconjuntoE
deﬁneuncomportamientoserialdelared,anulandolapropiedadmáimpor-
tantedelasPN:lamodelizacióndelaconcurrencia.Porelo,lasemántica
másfrecuentementeusadaesladeldisparodetodaslasTransicioneshabil-
itadasensimultáneo.MuchasdelapropiedadesmatemáticasdelasPNson
obtenidasapartirdeestasemántica.
ElmodelomatemáticasdelasRedesdePetripuedeservistocomouna
evolucióndelosAutómatasdeEstadoFinito(FiniteStateAutomata-FSA)
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Figure2.1:ReddePetriquemodelaunsistemadeunproductoryuncon-
sumidor,conunbuﬀerlimitadointermedio.
[HMU06].ElFSApermitemodelarunconjuntodeestadospormediode
unconjuntodesímbolosdeentradaquecambianelestadodelmodeloa
partirdeunafuncióndetransición.LaprincipaldiferenciaconlasTPNes
queloscambiosenunaFSAsonhechosdeaunoalavezylaúnicaforma
derepresentarconcurrenciaesusandoelproductocartesianodetodoslos
estadosposibles.Esevidentelacomplejidaddeunanálisisdeunmodelocon
unnúmerograndedeestados,dadoelcarácterexponencialdelnúmerode
combinacionesposibles.ElroldeltokenenlasTPNesdesimpliﬁcareste
númerocombinatoriodeposiblesestadospormediodesurepresentación.
UnejemplodeunaTPNesgraﬁcadoenlaFig.2.1,querepresentaun
modelotípicodeproductor/consumidorconunbuﬀerintermedio.LaPlaza
pavarepresentaelestadodedisponibilidaddelproductor,ysimilarmente
paralaPlazacava,paraelconsumidor.LaTransiciónprodrepresentala
accióndeproducir,cuyaPlazadesalidarepresentalaexistenciadeunbien
producido.Acontinuación,laTransiciónwrterepresentaelhechodetransmi-
tirelbienproducidoalbuﬀer,cuyassalidasrepresentanelretornoalestado
dedisponibilidadparaelproductoryelobjetoenelbuﬀer.Elconsumidor,es-
tandodisponible,esperaaqueelproductorenvíeelobjetoalbuﬀer.Unavez
sucedidoesto,elconsumidorlotomapormediodeldisparodelaTransición
cons,yluegolousayvuelvealestadodedisponibilidad.
LaTPNreciéndescriptapermitetenerunbuﬀerdetamañomayora
uno.Enefecto,silaPlazawaittienentokens,entonceselproductorpuede
enviarhastanobjetosantesdequeelconsumidorcomienceatomarlos.
UnimpactodiferenteescausadoenlaTPNsisedisponedemásdeun
productoroconsumidorsobreelmismobuﬀer.LaFig.2.2ilustraelcasode
unaTPNcondosproductoresydosconsumidoresqueenvíanytomandel
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Figure2.2:TPNquemodelaunsistemadedosproductoresydosconsumi-
dores,conunbuﬀerlimitadointermedio.
mismobuﬀer.Estaredtienesemejanzasconlaanterior,perodiﬁereenque
haytantasTransicioneswrteyconscomoproductoresyconsumidoressean
modelados,respectivamente.Esfácilextrapolarestemodeloaunaúnicacola
deimpresión,alimentadaporvariascomputadorasyconvariasimpresoras
disponiblesparalacola.
Cuandoelnúmerodeproductoresyconsumidorescrece,seagravael
modeladoconestetipodeRedesdePetri,complicandoademáslalecturae
interpretacióndelgrafo.EnlapróximasecciónespresentadountipodeRedes
dePetriquesimpliﬁcaesteproblema,permitiendogeneralizarelmodelo.
2.2 RedesdePetriColoreadas
LasTPNtienenlapropiedaddequetodoslostokenssonequivalentes,porlo
quenoexistenvariacionesentreelos.Sinembargo,haymuchassituaciones
dondeesnecesariodistinguiruntokendeotroporquerepresentasdiferentes
hechos.EstecasopuedeserresueltoconTPNusandoPlazasdiferentespara
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diferenciarlostokens,deﬁniendotantasPlazascomodiferentestokensdeben
serrepresentados.EstaestrategiageneraredesconungrannúmerodePlazas
yTransiciones,diﬁcultandolacomprensiónyelanálisissinlaayudadeuna
herramientainformatizada.
LasRedesdePetriColoreadas(ColouredPetriNet-CPN)hanevolu-
cionadocomounaclasedeRedesdePetrideAltoNivel[Dia09]quepermiten
modelarproblemascomplejosenformacompacta.Lapropiedadquemásre-
saltadelasCPNesquelostokenspuedentenerdiferenciasentreelos.El
conceptomatemáticodedominioesnecesarioparadeﬁnirel“color”enlas
redes.EnCPNcadaPlazaserelacionaconundominio,yasí,loscolores
representaneldominioasociadoalaPlaza,porloquelostokenspresentan
uncolor.Deestaforma,lostokensdejandeserfungiblescomoenTPN,y
uncolorsimbolizaunvalorquecadatokentieneensudominio.
ElhechodequecadaPlazatengaundominiorelacionadocausaqueel
marcadoseadiferentealdelasTPN.Aquíesnecesariodeterminar,nosolo
cuantostokenstieneunaPlaza,sinotambiénquecolortienecadatoken,yel
númeroderepeticionesparacadacolor.Lateoríamatemáticademultiseto
bolsaesusadapararepresentarlostokensenunaPlaza.SeaSunconjunto
novacío,S=s1,s2,...,sn.Unmultiset esunafunciónm :S→ N,que
relacionacadaelementodeSconunnúmeronatural;m(s)∈Neslamado
elnúmeroderepeticióndes.CadaPlazaptieneunafuncióndemultiset
asociada,mp.
UnconceptoadicionalenlasCPNeseldelaguardadecadaTransi-
ción.EnTPNunaTransiciónestáhabilitadasitienesuﬁcientestokensen
susPlazasdeentrada.EnCPN,comocadaPlazatienesudominioasoci-
adoconmúltiplesvalores,lacondiciónquehabilitaunaTransicióndebeser
másespecíﬁca.Laguardaesunaexpresiónlógicaquedeterminacuandouna
Transiciónquedahabilitadaycualessonlostokensquedebenserabsorbidos
decadaPlazadeentrada.
LadeﬁnicióndeunaReddePetriColoreada(CPN)usadahasidoadap-
tadadelosautoresJensen[JK09]yDiaz[Dia09].UnaReddePetriColoreada
esunan-upla:
CPN=(P,T,A,Σ,V,C,G,E) (2.4)
siendo:
•PesunconjuntoﬁnitodePlazas.
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•TesunconjuntoﬁnitodeTransiciones,cumpliendoP∩T=∅.
•Aesunconjuntodearcosdirigidos,A⊆P×T∪T×P.
•Σesunconjuntoﬁnitodedominiosnovacíos(colores).
•Vesunconjuntoﬁnitodevariablescontipov,siendoeltipodev:
type(v)∈Σ.
•C:P→Σeslafuncióndecoloreado,queasignauncoloraunaPlaza.
•G:T→ Exprveslafuncióndeguardas,queasignaunaexpresiónde
tipo“booleano”ExprvaunaTransiciónt.Exprvdenotaunaexpresión
queutilizaunlenguajedeinscripcionesquedecoralared.
•E:A→ Exprveslafuncióndeexpresionesqueasociacadaarcocon
unaexpresiónExprv,cumpliendotype[E(a)]=C(p),elcolordela
Plazaqueconectaelarcoa.
Esnecesariodeﬁniralgunosconceptosadicionales.SeaC(p)mselconjunto
detodoslosmultisetsdelcolordelaPlazap.
•ElmarcadoesunafunciónµquerelacionacadaPlazaconunmultiset
detokens,µ(p)⊆C(p)ms.
•µ0deﬁneelmarcadoinicialdelared.
•LasvariablesdelaTransicióntsondenotadascomoVar(t)⊆V,que
sonlasvariableslibresqueaparecenenlaguardadetyenlasexpre-
sionesdetodoslosarcosconectadosat.
•Laatadura(binding)deunaTransicióntesunafunciónbquemapea
cadavariabledev∈Var(t)conunvalorb(v)∈Type(v).Unaatadura
esdenotadoporv1=val1,v2=val2,...,vn=valn,paralasnvaria-
blesdelaTransicióntquecomponenVar(t).B(t)denotatodaslas
atadurasunaTransiciónt.
•Unelementodeatadura(bindingelement)esunpar(t,b)talquet∈
Tyb∈B(t).Elconjuntodetodosloselementosdeataduradela
TransicióntesdeﬁnidocomoBE(t)={(t,b)|b∈B(t)}.
•BEdeﬁneelconjuntodetodosloselementosdeataduraenunaCPN.
•UnpasoY∈BEms esunmultisetﬁnitoynovacíodeelementosde
atadura.
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ParadeterminarcuandounaTransiciónestáhabilitada,debencumplirse
doscondiciones.Primero,laguardadelaTransicióndebesercumplida.Esto
esrepresentadoporG(t)b,laguardadet,evaluadaconlaatadurabdebe
serverdadera.Segundo,debenexistirsuﬁcientestokensencadaPlazade
entradaquesatisfaganlaatadurab.Sea(p,t)querepresentaunarcoaque
esunarcodeentradadetdesdep,y(t,p)unarcodesalidadesdethacia
p.E(p,t)bespeciﬁcaelmultisetdetokensrequeridoenpparaquetquede
habilitadapormediodelaatadurab.Ambascondicionessonexpresadas
como:
G(t)b=true (2.5)
∀p∈P:E(p,t)b =µ(p) (2.6)
donde =representalarelacióndemenoroigualenmultisets.Enotras
palabras,debeexistiralmenosunacantidaddetokensentodaslasPlazas
deentradadetquesatisfagalaexpresióndearcoE(p,t)evaluadaconla
atadurab.
UndisparosobreunaTransiciónhabilitadaproduceunnuevomarcado
µdeﬁnidocomo:
µ(p)=(µ(p)−−E(p,t)b)++E(t,p)b (2.7)
paratodop,donde−−y++denotanlasoperacionesdesustracciónyde
adiciónsobremultisetrespectivamente,E(p,t)brepresentalostokenseli-
minadosentodaslasPlazasdeentradadet,yE(t,p)blostokensinyectados
ensusPlazasdesalida,ambosevaluadosparalaatadurab.
Comoseseñalóanteriormente,unpasoYesunmultiset deelementos
deatadura.Esrequeridoquecadaelementodeatadura(t,b)incluidoenY
cumplaconlaguardadet,yademás,debesercapazdeeliminartodoslos
tokenssininterferirconlostokensdeotroselementosdeataduradelpaso.
CuandoocurreunpasoY,unnuevomarcadoesproducido,loquesedenota
como:
µ(p)→µ(p) (2.8)
ytambién,cuandoocurreunasecuenciaﬁnitadepasos,Y1,Y2,...,Yn,el
estadodelmarcadoes:
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µ→µ...→µn (2.9)
locualdeﬁneelconjuntodemarcadosalcanzablesdesdeµ:
(µ0)=µi→µi+1 (2.10)
parai=0...n−1.
Losconceptospresentadoshastaestepuntosonsolounapequeñaparte
delconocimientodesarroladosobrelasCPN,perosonsuﬁcientesparajus-
ticarlaimportanciadeestetipoderedesenlamodelizacióndealgoritmos
paralelos.Dadoquelaparticióndedatosyladivisióndetareassonloscon-
ceptoscentralesenlaprogramaciónparalela,yquelosaltosrendimientosde
procesamientosonalcanzadosporelusodecientosomilesdeprocesadores,
seahacenecesariounaherramientademodelizaciónquepermitaadministrar
ungrannúmerodedivisionesdedatosytareas.
LasfuncionalidadesdelasCPNdescriptashastaaquíhacenqueestetipo
deredesseanunaherramientaexcelenteparamodelarunalgoritmo,ytam-
biénparaanalizarlascaracterísticasparalelaspresentesenel,permitiendo
unarepresentacióncompactadelmismo.
EstosfactoresmotivanelusodelmodelomatemáticodeCPNparare-
presentarlosalgoritmos.Dosconceptossonfundamentalesenestatesis.Uno
eslarepresentacióndeladivisióndedatospormediodeloscolores.Así,los
valoresdelosdominiossonlasetiquetasqueidentiﬁcanlosbloquesdedatos
usadosenunprogramaparalelo.Elsegundoconceptoeslarepresentacióndel
procesamientopormediodelasTransiciones,lascualessonutilizadaspara
representarlasrutinasdelalgoritmo.
Deestamanera,lasPlazasdeunaCPNylosdominiossonutilizados
pararepresentardatos,yloscolores,susdivisiones.Sinimportarcuan-
tasdivisionesseannecesarias,laCPNquerepresentealalgoritmoserála
misma,diﬁriendosolamenteenelvalordelparámetroquedeﬁnaelnúmero
dedivisiones.LasTransicionesqueconformenlaCPNsonindependientes
delesquemadedivisióndedatos.Lasfuncionesdeguarda,querepresentan
lascondicionesdelosalgoritmos,tambiénpuedenserparamétricas.Deesta
forma,laestructuradelalgoritmoesinvariantealnúmerovariabledivisiones
dedatos.
LadependenciadedatosentretareasserepresentapormediodelasPlazas
quetienenelroldesersalidayentradadeTransiciones,deformatalque
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Figure2.3:ReddePetriColoreadaquemodelaunsistemademúltiplespro-
ductores/consumidores,conunbuﬀerlimitadointermedio.
eldatoproducidoporunatareanecesarioparaotraesrepresentadoporun
tokenenunaPlaza,quetieneundoblerol,alconvertirsedesalidadeuna
tareaenentradadeotra,generandounarelacióndedependenciaentreambas
tareas.Lastareasquenotengandependenciaentresí,puedenserdisparadas
(oejecutadasentérminosdealgoritmos),enparaleloporelmodeloenforma
natural.
UnejemplodeCPNespresentadoenlaFig.2.3,quemodelaelcasodel
productor/consumidordelasecciónprevia,usandoahoraCPN,locualper-
miteparametrizarelnúmerodeproductoresydeconsumidoresenelmismo
modelo.ElprincipalcambioesladeﬁnicióndelosdominiosdecadaPlaza,
quesonlaclaveparalaextensióndelmodelodeTPNenCPN.Existenahora
tresdominios,unoparaproductores,<x>,otroparaconsumidores,<y>,
yelúltimoparaeltamañodelbuﬀer,<z >,cadaunodeloscualeses
implementadocomounnúmeronaturaldesde1top,cybrespectivamente,
denotandoelnúmerodeintegrantesdecadadominio.Noesnecesarioeluso
derepeticiones(multiset)enestecaso.
Enresumen,losdominiosusadosparacadaPlazason:
•Plazaspavayprdc:X={<x>},x=1...p
•Plazascavayread:Y={<y>},y=1...c
•Plazaswaitybuﬀ:Z={<z>},z=1...b
Ladinámicadelaredeslasiguiente.LaPlazapavatieneinicialmente
ptokens,numeradoscomo1...pyquerepresentanacadaproductor.Igual
paralaPlazacava,de1...c,yparalaPlazawaitparacadabuﬀerdisponible.
Unavezqueelproductorxproduceunobjeto,eltokenxvaalaPlazaprcd;
cuandosedisparawrteeltokenxvuelvealaPlazapavayzesenviadoala
Plazabuﬀ.EstopermitedispararconsquemueveeltokenzhacialaPlaza
waitnuevamente,utilizandounconsumidordisponibley,elcualesinyectado
enread.Luegodesuuso,eltokenyretornaalaPlazacava,concluyendoel
ciclo.
Estecasoeselementalynonecesitadelusodeguardas,peroenuncaso
hipotético,porejemplosihubieraunarestricciónenlacombinacióndepro-
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ductor/consumidor,laguardadeberíaestarenlaTransiciónwrteexpre-
sandolarestricciónrequerida.
EsdestacablelasimplicidadenlanotacióngráﬁcadelaCPN,facilitando
elanálisisdelared,independientementedelnúmerodeintegrantesquefor-
menelmodelo.ComparadoconlaTPNexpuestaenlaFig.2.2quesolotiene
dosproductoresydosconsumidores,laCPNesmássimple,clarayextensi-
ble.
Aestaalturadeldesarroloesfácilderesaltarunadelasprincipales
facultadesdelasCPN:elaltoniveldeexpresividadquepermitemodelar
situacionescomplejasenunarepresentacióncompacta.Estoesparticular-
menterelevanteparamodelaralgoritmosconbucles,cuyonúmerodeciclos
ycomponentesesparamétrico.
LalavedelmodeladoconCPNesladeﬁnicióndelosdominiosyde
laasignacióndeestosalasPlazas.Enefecto,sisedeﬁnecorrectamenteel
dominiodecadaPlaza,elmodelosesimpliﬁca.Eslatareamásdesaﬁante
enelprocesodemodelado,lacual,sieshechaenformalúcida,unmodelo
complejosevuelvesimple.
Sinembargo,laaltaexpresividaddelasCPNproduceunimpactoneg-
ativoenelobjetivodeestetrabajo.Laejecucióndeunalgoritmoparalelo
representadoporunarednopuedeserhechaenformaeﬁcientedirectamente
desdeelmodelodeCPN.Elrendimientoseveafectadoporlasobrecargacom-
putacionalqueelmodeloexpresivoagrega.Larepresentacióndedominiosen
unprogramadecomputaciónescomplejadadalageneralidaddeelementos
queundominiopuedecontener,haciendonecesarioelusodeestructurasadi-
cionales,comoporejemplolosdiccionarios.Además,lasfuncionesdeguardas
deTransicionesconmásdeunaPlazadeentradadebenserevaluadasento-
doslascombinacionesposiblesquelostokenspuedanformar,yelegiruna
queevalúeverdaderaalaexpresión,sumaotraunacargacomputacional.
LaimplementacióncomputacionaldeunaCPNimplicaunatareacom-
plejaqueescomparableconladeﬁnicióneimplementacióndeunlenguajede
programación:esnecesariodeﬁnirtiposyrealizarparsingyevaluacionesde
expresiones.Estacomplejidaddefuncionamientogeneraunasobrecargacom-
putacionalentiempodeejecución,quedebesereludidaparalograrobtener
rendimientosaltosenlaejecución.
Apesardeestascaracterísticasnegativas,desarrolarunmodeloconCPN
respetandociertasrestriccionestieneciertasventajasquepuedenseruti-
lizadasparatransformarunaCPNenunaTPN,yreducirlosproblemasex-
22
puestos.Lasdospróximasseccionespresentanlasrestriccionesycondiciones
paramodelarunalgoritmoconCPNquefacilitelaejecuciónconnivelesde
rendimientocompatiblesconlosesperadosenunaejecuciónparaleladegran
volumendedatos.
2.3 Estrategiasparamodelaralgoritmospara-
lelos
Enestasecciónsepresentanloslineamientospararepresentarunalgoritmo
paralelousandoelformalismodeCPN.Estoslineamientospermitendeﬁnir
unaCPNquerepresentaunalgoritmoparaleloyqueenunpasoposterior,
puedesertransformadoenunaTPN,queasuvez,esutilizaparaejecutarel
algoritmo,locualseráexpuestoenelcapítulosiguiente.
Considerequeelprogramadorparalelohaanalizadoelalgoritmoyha
determinadolastareasyelnúmerodedivisionesdedatosaﬁndequesea
ejecutadoenparalelo.ElalgoritmopuedeserrepresentadoconunaCPN
haciendo:
•Representarcadatareadelalgoritmopormediodeunaysolouna
Transición.
•Representarcadaargumentodedatosdecadatarea,porunaúnica
PlazadeentradaenlaTransiciónrespectiva.Enotraspalabras,cada
TransicióntienetantasPlazasdeentradacomoparámetrosdedatos
tengalarutinarepresentada.
•NoutilizarotrasPlazasniTransiciones.
•ConectarcadaTransiciónconsusrespectivasPlazasdesalida,que
debenserlasmismasPlazasantesdeﬁnidas.Estehechorepresenta
ladependenciadedatosyaquelasalidadeunaTransiciónesusada
comoentradadeotra.
•DeterminarlosdominiosdecadaPlazaaﬁndesatisfacerlascondiciones
delalgoritmoenlareddeﬁnida.
•Deﬁnirelmarcadoinicial,µ0,quetendráposicionesencero,lascor-
respondientesaestadosintermediosdelalgoritmo,yposicionesconla
etiquetadelosbloquesdedatosquerepresentanlosvaloresiniciales
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usadosenelalgoritmo.Dichoenformaequivalente,elmarcadoinicial
tienesusposicionesencero,exceptoparalasposicionesquerepresenten
lasPlazasquecontienenlosvaloresiniciales.
Untemacentralenlaestrategiaeslacorrectadeﬁnicióndelosdominios
decadaPlazaylasfuncionesdeguarda,lascualesestablecenlascondiciones
delalgoritmo.ComocadaPlazarepresentaunparámetrodeentradadeuna
tarea,eldominiodecadaPlazadebesercapazderepresentarladivisiónde
datosdelacualelparámetroesextraído.Eldominiopuedetenerrestricciones
impuestasporcondicionesquelatareaimponealparámetro.
Estosconceptossonilustradosconlaayudadeunejemplo.Considere
elalgoritmodefactorizacióndeCholesky.Esteesunproblemaclásicodel
álgebralineal,enelcualunamatrizcuadrada,simétricaydeﬁnidapositivaA,
conrangor,esfactorizadacomoA=L∗LT,siendoLunamatriztriangular.
LosvaloresdeLsondeﬁnidosporlassiguientesfórmulas:
lij = aij−
j−1
k=1
lik∗ljk /ljj 1≤j<i≤r (2.11)
lii = aii−
i−1
k=1
l2ik 1≤i≤r (2.12)
Lasecuaciones(2.11)y(2.12)imponenunadependenciadedatosfuerte,
yaque,paracomputartodoslosvaloresenunaﬁlai,porejemplolii,sigu-
iendolaec.2.12,debehabersecomputadopreviamentelosvaloreslikdeesa
ﬁla,k<i,siguiendoalaec.2.11,yluegodeelo,quedandisponibleslos
valoresnecesariosparacomputarelvalordeladiagonalprincipallii.Asu
vez,paracalcularcadalikesnecesariocomputarprimerotodoslosvaloresde
lasﬁlasiyk,hastalacolumnak−1.Esteesquemadecomputacióndeﬁne
unadependenciadedatosconrestriccionesimportantesvistasuejecución
paralela,locualseráexpuestoenelcapítulo4.
Supongaquelamatrizesdivididaenformadebloquescuadrados(tiles)
der/n×r/ndatos,comoessugeridoporla“LAPACK WorkingNotes”191
(LAWN191)[BLKD07],yelprocesamientoeshechoporbloquesconlaayuda
derutinasdeﬁnidasenlasbibliotecasBLAS[BLA01]yLAPACK[ABB+99].
Otrosupuestoesque,comoelalgoritmodeCholeskytrabajasobreunamatriz
simétrica,seutilizalapartetriangularinferiorparalafactorización.
EnelprocesamientodelalgoritmodeCholesky,losbloquesdeladiagonal
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principalsoncomputadosusandolasrutinasxpotrfyxsyrk,ylosrestantes
bloquesconelusodexgemmyxtsrm,siendox={d|s},dependiendosiseusa
dobleosimpleprecisiónnumérica.Elalgoritmoesexpuestoenlasiguiente
tabla,ylaejecuciónesgraﬁcadaenlaFig.(2.4),suponiendon=5.
1 i=1
2 mientras(i≤n)
3 computeelbloquedeladiagonalppal.liilamandoaxsyrkyluegoaxpotrf
4 computelosbloqueslji,j>ilamandoaxgemmyluegoaxtsrm
5 i=i+1
6 saltea2
Figure2.4:PasosenlaejecucióndelalgoritmodeCholesky,conn=5
Sedestacaque,delas4rutinasusadas,solouna,xpotrf,esdeﬁnidaen
LAPACK,ylasrestantestresenBLAS.
PararepresentarelalgoritmoconunaCPN,loslineamientospresentados
anteriormentedicenqueesnecesariodeﬁnirunaTransiciónporcadatarea
diferente.EnnuestroejemplosonnecesariassolocuatroTransiciones.Tam-
biénesnecesariodeﬁnirlasPlazasdeentradadecadaTransición,respetando
elnúmerodeparámetrosdecadatarea.Así,larutinaxpotrfnecesitasolo
unparámetro,xtrsmyxsyrknecesitandosparámetroscadauna,yxgemm
necesitatresparámetros,haciendountotaldeochoPlazas.Deestaforma,se
hadeﬁnidounapartedelaCPN,expuestaenlaFig.2.5,faltandocompletar
lasPlazasdesalida,lasguardasylosdominiosdecadaPlaza.
Paracompletarlared,secontinúaconladeﬁnicióndelosdominiosde
cadaPlaza.Antesdenada,sepresentanlossupuestossobrelosquesebasala
deﬁnición.Lamatrizesdivididaenn×nbloquescuadrados.Estosbloques
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Figure2.5:PrimerpasoeneldesarrolodelunaReddePetriColoreadaque
representaelalgoritmodefactorizacióndeCholesky:deﬁnicióndePlazas,
Transicionesyenlacesdeentrada.
sonrotuladospormediodelpar<i,j>,dondeirepresentalaﬁla,jla
columna,yambostienenrangosi,j=1...n.
Larutinaxpotrfusasolounbloquededatoscomoparámetro,aquelos
ubicadosenladiagonalprincipaldelamatriz,porloque,laTransiciónres-
pectivasolonecesitaunaPlazadeentrada,cuyodominiopuedeserdenotado
como<i,i>.
Larutinaxtrsmusadosbloquesdedatoscomoparámetros,elprimero
tomadodelosbloquesdeladiagonalprincipaldelamatrizyelsegundo
puedesercualquierbloqueubicadoenlamismacolumnadelprimerbloque
elegido,perodebajodeladiagonalprincipal.Deestaforma,losdominios
paralasPlazasdextrsmsondeﬁnidos,siguiendoelorden,como<i,i>y
<j,i>,paraj=i+1...n.
Larutinaxsyrkusatambiéndosparámetros,elprimeroubicadoenla
diagonalprincipaldelamatrizyelotroescualquierbloqueenlamismaﬁla,
ubicadoenlapartetriangularinferior.Así,losdominiosdelasPlazasde
entradadexsyrksedeﬁnencomo<i,i>y<i,j>,paraj=1...i−1.
Finalmente,larutinaxgemmusatresparámetros.Siseconsideraala
multiplicacióndematricescomoC=A×B,ysesigueelordenalfabéticopara
ladesignacióndelosparámetros,losbloquesdeAyBdebenpertenecerados
ﬁlasdiferentesdelapartetriangularinferiordelamatriz.Comolosbloques
involucradosprovienendelapartetriangularinferior,lasdosﬁlasdebentener
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númerosdiferentes,de2...n.Seráconsideradoquelaﬁlasuperiordeestas
dos,proveelosbloquesparaelparámetrodeAylainferior,losbloquespara
elparámetroBenlafórmuladeanterior.ElbloquedelamatrizCtienela
mismaﬁlaqueelbloquedeB,ylacolumnaesigualalaﬁladelbloquede
A.Porlotanto,losdominiosdelastresPlazasson:
A:<i,k>
B:<j,k>
C:<j,i>
dondei=2...n,j=3...n,i<jyk=1...i−1.LaFig.2.5presenta
lagráﬁcaaestepuntodeavanceeneldesarrolodelaCPN.LasPlazas
sonetiquetadascomosusTransicionesyunnúmeroqueindicaelordendel
parámetrodeentradaenlarutinarepresentada.
Alosﬁnesdecompletarlared,debenagregarselosenlacesquedeﬁnen
lasPlazasdesalidaylasfuncionesdeguarda.RecordarquelasPlazasde
salidarepresentanladependenciadedatosentretareas.Lasalidadelarutina
xpotrfesunbloqueenladiagonalprincipalusadoluegoporxtrsm,porlo
queelbloque<i,i>dextrsmesproveídoporxpotrf.Larutinaxtrsm
producebloquesutilizadosporxsyrkyxgemm.ComoelmodelodeCPNno
imponerestriccionessobreelnúmerodetokensinyectadosporeldisparode
unaTransición,losbloquesdesalidadelaejecucióndextrsmsonreplicados
enlasPlazasquelosusanyenelnúmerodevecesqueseanecesariopara
cadaPlaza.Notarlasimilituddeestehechoconelusodebloquesdedatos
enmodo“readonly”usualenmuchastareas.
Lasalidadelarutinaxsyrkesusadaporelamismahastaquetodaslas
etapasdelprocesamientoseancompletadas,encuyocaso,larutinaxpotrf
usaestasalida.Finalmente,lasalidadelarutinaxgemmesusadatambién
porsímismahastaquetodosloscómputosqueproducenelcálculoﬁnaldel
bloqueCsoncompletados,encuyocaso,lasalidaesutilizadaporlarutina
xtrsm.
LospróximoselementosaseragregadosenlaconstruccióndelaCPNson
lasfuncionesdeguarda.LarutinaxpotrftienesolaunaPlazadeentrada
quenotienelímites,porloquenorequiereunaguarda.Larutinaxtrsmtiene
dosPlazasdeentrada,condominios<i,i>y<j,i>respectivamente,lo
quedeﬁnelaguardaimplícitadequelacolumnadelasegundaPlazadebe
serlamismaquelaﬁladelaprimea.Estaguardaimplícitaesinnecesariode
serexplicitadaenlared.
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LosdominiosdelasdosPlazasdeentradadelarutinaxsyrkson<i,i>
y<i,j>,uncasosimilaralanteriorenelsentidodelaguardaimplícita.La
rutinaxgemmpresentaunaguardaimplícitatambién,perocontresPlazasde
entrada.
Otrotemanecesariodeanalizareseldelamultiplicidaddelostokens
enlasPlazas,cuantossoninyectadosporeldisparodeunTransición,y
cómoquedaexpresadoentérminosdeguardasdesalida.Comocadadisparo
deTransiciónabsorbetokens,lostokensquerepresentanbloquesdedatos
usadosenmodosololecturaenlaejecucióndelatarea,debenserreplicados
encantidadnecesariaparadisponerdeelosencadacasoqueparticipen.
Eselcasodelarutinaxtrsm.Unavezquelarutinaxpotrfhaconcluido,
subloqueresultante,queseubicaenladiagonalprincipaldelamatriz,es
utilizadoparacomputartodoslosbloquesdelamismacolumnapordebajo
deladiagonal.Estehechoimponelanecesidaddetenerrepetidalasalidade
larutinaxpotrf(i−1)vecesenlaPlazanúmerounodextrsm,siendoiel
númerodeﬁlacomputadaporxpotrf.Estaduplicaciónesrepresentadaen
elgrafopormediodelanotación{expression_count}enelenlacehaciala
Plazadesalida.
Conlaredcasicompletamentedeﬁnida,elestadoactualdelaCPNdesar-
roladaesmostradaenlaFig.2.6.Algunosnombresdevariables(caracteres)
enlasetiquetasdelosdominioshansidocambiadosaﬁnesdemantenerla
consistenciaentrelasentradasysalidasdeunaTransición.
Aestepuntodeavance,elalgoritmoescompletamenterepresentadopor
laCPN.Esdestacablelaausenciadeguardasexplícitasensurepresentación.
Apesardeserunasituaciónpropiadelalgoritmoconsiderado,lacorrecta
deﬁnicióndelosdominiosencadaPlazageneraimplícitamentelasguardas
necesarias,porqueloslímitesycondicionessontransferidosdesdeelalgo-
ritmohaciaeldominiodelosdatosinvolucrados.
Unimportantecorolariopuedeserdeducidodeesteúltimohecho:deﬁnir
eldominiopropiodecadaparámetrodelatareasimpliﬁcaelalgoritmo.Un
algoritmosimpleesfácildeanalizarydeparalelizar.Apesardequeeste
hechonoestáenelfocodelatesis,esunaconsecuenciaimportantederivada
dedosfuncionalidadespropiasdeunaCPN,laprimera,quecadaPlaza
puedetenereldominiopertinenteaela,ylasegunda,queeldisparode
unaTransiciónpermiteinyectartokensenlasPlazasdesalidadedistintos
dominiosalosdeentrada.Estofacilitafacilitaeltrasladodelamayoríade
lasguardasaladeﬁnicióndelosdominiosintervinientesenlatarea.
Unelementoadicionaldebeseragregadoenlaredorientadoalaejecu-
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Figure2.6:SegundopasoeneldesarrolodelaReddePetriColoreadaque
representaelalgoritmodefactorizacióndeCholesky:deﬁnicióndelosenlaces
desalidaymultiplicidad.
ciónparaleladelalgoritmo.Losbloquesdedatoscuadradosquecomponenla
divisióndedatosdelamatriztienenunimpactosobrelaformadeejecutar
lasrutinasxsyrkyxgemm.Estasrutinashansidoplaneadasoriginalmente
paratomarbloquesrectangularesdedatosensuejecución,ynoparabloques
cuadrados.Porejemplo,xsyrkproduceunbloquecuadradosobreladiagonal
principalutilizandotodoslosdatosdelaﬁla,generalmente,unbloquerect-
angular,nounbloquecuadrado.Deestaforma,ladivisióndedatosproduce
unadivisióndelatareaoriginalenvariassubtareas,cadaunadelascuales
usaunapartedelosdatosparticipantesenlatareacompleta,yporlotanto,
produceunresultadoparcial.Paraobtenerelresultadocompleto,cadauna
delassubtareasdebeserhechasecuencialmente,yaqueelresultadopar-
cialdeunasubtareasdebeseracumuladoconelresultadodelassiguientes
subtareas.
Dadalanecesidaddepreservarelordenenloscómputos,eldominiode
unaPlazaenlarutinasyrkydeotraengemmhansidoextendidosconuna
coordenadaadicionalquerepresentaelordensecuencialdeejecución.Así,
eldominio<j,j>delaPlazadeentradadesyrk,esreemplazadopor
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Figure2.7:ReddePetricoloreadaquerepresentaalalgoritmodefacto-
rizacióndeCholesky,decoradoparasuejecuciónparalela.
<j,j,i>,i=1...j−1.Elordensecuencialesrepresentadoporlavariable
i.Luego,comocompletarlatareasyrkparalaﬁlajdebeserhechopormedio
dej−1subtareas,elrangodeies1...j−1.Cadavezqueunasubtareaes
hecha,syrkgenerauntokendesalidaalamismaPlazadeentrada,sumando
unoalacoordenadadeorden,hastaquetodaslassubtareassonhechas,en
cuyocaso,eltokendesalidaesdirigidohacialarespectivaPlazadeentradade
potr.EnlaFig.2.7,estacondiciónesrepresentadapormediodedosguardas
agregadasalosarcosdesalidadelaTransiciónsyrk.Demanerasimilar,es
igualmentenecesarioextendereldominiodelaterceraPlazadeentradadela
rutinagemm,quedandocomo<j,i,q>,q=1...i−1,paraqquerepresenta
elordendeejecución,yelmismotipodeguardassonadicionadasalosarcos
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desalidadelaTransicióngemm.
Habiendocompletadolosúltimoscambiosenlared,laCPNquerepre-
sentaalalgoritmoquedacompleta.Surepresentacióngráﬁcaesexpuestaen
laFig.2.7.
Ensulibro,DiazpresentalascondicionesquedebesatisfacerunaCPN
paraconformarunaReddePetri“bienformada”[Dia09].Lascondiciones
son:
•Loscoloresdelosdominiospuedenserunicamenteelproductocarte-
sianodecoloresbásicos,aquelosquenodependendeotroscolores.
•Lasfuncionessobrecolorespuedenserhechassolamentecontresfun-
cioneselementalessobreloscoloresdelosdominios:identidad,sucesor
ybroadcast.
LaCPNconstruidaenestaseccióncumpleconlascondiciones:susdo-
miniossonsubconjuntosdelproductocartesianodenúmerosnaturalesylas
funcionesdeguardasolousanlaidentidadyelsucesorsobredichosdomin-
ios.ElprincipalbeneﬁciodeestaformadeCPNesquepuedeserconvertida
(desplegada)enunaTPNdeunamanerasimple.Lapróximasecciónexplica
cómohacerloyelimpactoqueestotienesobrelaejecucióndelalgoritmo.
2.4 DesplegadodeRedesdePetriColoreadas
DadoqueunaCPNpuedeservistacomounarepresentacióndealtonivel
deunaTPN,elprocesodedesplegadoquetransformaunaCPNenuna
TPN,esunprocesoquepreservalasemánticadelaCPN[Dia09],yeslo
opuestoalprocesodegeneralizaciónquerepresentaunaCPN.Eldesplegado
eshechoreemplazandoloscoloresdelosdominiosporPlazasyTransiciones
queproducenunaTPNquemantienelasemánticadelaoriginal.
LaCPNdesplegadaesobtenidamediante:
•CadaPlazaenlaCPNesreemplazadaporunconjuntodePlazasen
laTPN,unaporcadavalorocoloreneldominiodelaPlazaoriginal,
preservandoelnúmeroderepeticionesdecadacolor,estoúltimodebido
aqueserepresentaconelmodelodemultiset,porloquecadaPlaza
enlaTPNobtenidarepresentaauntokenenlaCPN.
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•CadaTransiciónenlaCPNesreemplazadaporunconjuntodeTransi-
cionesenlaTPN,unaporcadacombinacióndecoloresobtenidaenel
productocartesianodelasPlazasdeentradaenlaCPN,restringidoa
loscasosenquesusposiblesguardasseanevaluadascomoverdadero.
LasPlazasdeentradadeunaTransicióndesplegadasonlasrespectivas
Plazasgeneradasenelpuntoanterior.
Laúltimacondicióneslaclaveenelprocesodedesplegado:dadoelpro-
ductocartesianodeloscoloresdemPlazasdeentradadeunaTransicióny
paracadaevaluacióndesufuncióndeguardacomoverdadero,cadacom-
binacióndeestasdeﬁneunaTransiciónenlaTPNymPlazasdeentrada
sonenlazadasalaTransicióndesplegada.Lasemánticaespreservadayaque
cadacombinaciónenlaCPNesreemplazadaporunparúnicode(Plazas
deentrada,Transición)enlaTPN.Deestaforma,enlaTPN,unaTransi-
ciónrepresentaaunúnicoconjuntodevaloresqueevaluaronverdaderoenla
CPN,ycadaPlazarepresentaunvalorenelrespectivodominioenlaCPN.
Elsiguienteejemploilustraelprocesodedesplegado.Porsimplicidad,
soloseráconsideradoeldesplegadodelaTransiciónsyrkysemuestrasu
gráﬁcaenlaFig.2.8.EndichagráﬁcasevequelaTransiciónreferidatiene
dosPlazasdeentrada,syrk1ysyrk2,condominios<j,i>y<j,j,i+1>
respectivamente,conrangosj=1...nyi=1...j−1paraamboscasos.
LasPlazasdesalidasonsyrk2ypotr1,restringidasporlasguardasque
evalúansii+1<jono.
Bajoelsupuestodequelamatrizesdivididaenn×ntilescuadrados,
conn=3,elproductocartesianodelosdominiosdesyrk1ysyrk2es
compuestoporsolotresvaloresparacadaPlazas:<2,1>,<3,1>y
<3,2>parasyrk1y<2,2,1>,<3,3,1>y<3,3,2>parasyrk2,
deﬁniendoentoncesseisPlazasytresTransicionesenlareddesplegada.La
Fig.2.8muestralarepresentacióngráﬁcadeestecaso.Lanotacióndelas
PlazasyTransicionesrepresentaelnúmerodePlaza/Transiciónynúmerode
colorcorrespondientes.Porejemplo,sy2331representaelsegundoparámetro
convalor<3,3,1>.Lascondicionesdeguardasdeterminanquelasalida
desyrk31essy2332,perolasalidadesyrk32espotr13.
Enestemomentoesnecesariodestacarlaimportanciadelarepresentación
delaTPN,yaquelaTPNdesplegada,preservalasemánticadelaCPN,y
tambiénrepresentaalalgoritmo.CadaTransiciónenlaTPNrepresentaa
cadatareaindividualycadaPlazaaunbloquededatosenparticular.
Ademásdeloseñaladoenelpárrafoanterior,larepresentaciónmatricial
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Figure2.8:TPNdesplegadadelaCPNquerepresentaalalgoritmodefac-
torizacióndeCholesky,paralatareasyrkyn=3.
delareddesplegadapuedeserhechaenprogramáticamente.Unprograma
puedeconstruirambasMatricesdeIncidencia,negativaypositiva,yelVector
deMarcadoensuestadoinicial,representandointernamentecadacolorylas
condicionesdelasguardas.ElnúmerodePlazasyTransicionesdesplegadas
dependedelproductocartesianodeloscoloresenlosdominios,losqueasu
vez,representanalnúmerodedivisionesdedatos.
Tambiénsedestacaquelareddesplegadapuedetenerungrannúmerode
PlazasyTransiciones.Mayorsealacardinalidaddelosdominiosinvolucra-
dos,mayorseráelnúmerodePlazasyTransicionesdesplegados.Elnúmero
dePlazasdeentradadeunaTransicióntambiénimpactaenelnúmerode
componentesenlareddesplegada,yaquecadacombinaciónenelproducto
cartesianoevaluadaverdaderodebeserincluida.
Elprocesodedesplegadoproducedosmatricesderangotu×pudevalores
0y1,siendotuelnúmerodeTransicionesdesplegadasypu,elnúmerode
Plazasdesplegadas.EnlaMatrizdeIncidencianegativa(positiva)resultante,
laposición(i,j)tendráunvalorde1silaPlazajesPlazadeentrada(salida)
delaTransicióni,o0delocontrario.Unvalor1representaqueelbloque
dedatosrelacionadoesusado(producido)porlatarearespectiva.
LaTPNdesplegadatienelassiguientespropiedades:es1-bounded,pseudo-
vivaporquesiemprehayunaTransiciónhabilitadaparaejecutar,yelgrafo
dealcanzabilidadincluyealestadoﬁnaldelalgoritmo,loquedichodeotra
forma,elalgoritmoejecutatodaslastareasyﬁnalizasuprocesamiento.
Apesardequeunareddesplegadaesvirtualmenteinmanejable ma-
nualmenteporsugrantamaño,suimportanciaresaltapordosfactores.
Primero,representalaejecucióndelalgoritmo.Enefecto,cadaTransición
representaunatareaquedebeserrealizada,yladependenciadedatospuede
serobservadaporeldobleroldelasPlazas,altrabajarcomoentradaysal-
idadedos,posiblementediferentes,Transiciones.Laejecuciónparalelade
lastareasyuncaminocríticodeejecuciónpuedeseranalizadoapartirde
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estared.
ElsegundofactordeldesplegadoquesobresaleesquelaTPNpuedeser
representadapormediodedosMatricesdeIncidenciayunVectordeMar-
cado.ComocadaTransiciónenladesplegadaesunacombinaciónparticular
delpar(tarea,parámetros),puedeserusadapararelacionarunívocamente
cadaﬁlaycolumnadelaMatrizdeIncidenciaconunarutinaylosbloques
dedatosusadosporesta.
ComolasRedesdePetritienenelconceptodesuejecución,lamatrices
desplegadasjuntoconlarelaciónentretareasydatosconlasPlazasyTran-
siciones,deﬁnenunordendeejecuciónquerepresentaalalgoritmo,loque,en
otraspalabras,deﬁneunprograma.Enconcordancia,dispararunareddes-
plegadacomolasconstruidaaquí,esequivalenteaejecutarunprograma.
Laejecucióndelprogramaesguiadaahoraporoperacionesmatriciales
simplesquetienenunasobrecargadeejecución mínima.Sonobviamente
necesarioslosprocesadoresqueejecutenlastareasrepresentadasporlas
Transiciones.Sisedisponedemásdeunprocesadorquecorranenpar-
alelo,seobtieneunaejecuciónparaleladelalgoritmo.Laejecuciónparalela
tradicional,quetienequeresolverproblemascomoelcontroldelasecuen-
ciadeejecución,lasbarrerasdeejecuciónylasincronizacióndetareas,es
reemplazadaporsimplesoperacionesdesumasydiferenciasmatricialesy
comparaciones,generandoasíunmodelodeejecuciónparalelodiferente.La
ejecuciónsecuencialoparaleladependerádelnúmerodeprocesadoresusados
enlaejecución.
Enestecapítulohasidodedicadoprincipalmentealarepresentacióndel
algoritmoenunaReddePetriquetienefacilidadesparaserejecutada.El
siguientecapítulopresentaeldesarroloyfuncionamientodelmodelodeeje-
cuciónbasadoenloproducidohastaaquí.
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Capítulo3
ModelodeEjecuciónParalela
EnelcapítuloanteriorsemuestracómomodelarunalgoritmoconRedes
dePetricoloreadas(CPN).EldesplieguedeunaCPNaunaReddePetri
simple(TPN)transformaunaredcompactaenunamásgrandeperomás
simpledeejecutar.Enestecapítulosedescribeelmodelodeejecuciónque
permitecorrerenparaleloelalgoritmorepresentadoporlaTPNdesplegada.
Seincluyenseccionesconeldiseñoylaejecucióndelmodelo,yﬁnalmenteel
capítuloconcluyeconunacomparaciónconlostrabajosrelacionados.
3.1 Deﬁnicióndel ModelodeEjecuciónPara-
lela
EnelcapítuloanteriorseintrodujounamaneradeutilizarlasRedesde
Petriparamodelarunalgoritmo,evolucionandodesdeunaltonivelderepre-
sentaciónconlasCPNaunarepresentacióndetaladayperoextensaconlas
TPN.Sedijoquelarepresentaciónmatricialespreferidadebidoquepuede
serutilizadaparaejecutarelalgoritmo.Enestasecciónsepresentaelmo-
delonecesarioparaejecutarlaTPNdesplegadayquecierralabrechaentre
elmodeloylaejecución.
ElModelodeEjecuciónParalela(PEM),comosunombreloindica,es
unmodeloparaejecutarprogramasenparalelo,basadoenladeﬁnicióndel
algoritmoaejecutarpormediodeunaTPN.Dehecho,enlugardeutilizar
lasinstruccionesdebajonivelodirectivasdelcompiladorparaindicarlas
seccionesparalelasdeunprograma,lasmatricesdeﬁnidasanteriormenteenla
etapadelmodeladodelalgoritmo,sonutilizadosporelPEMcomoparámetro
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delaejecucióndelprogramaparalelo.Ademásdelasmatrices,esnecesario
deﬁnirotroselementosaﬁnesdecompletarelmodelodeejecución,locual
seexplicaacontinuación.
ElmodeloPEMusavariosdeloselementosdeﬁnidosenelcapítuloan-
terior,yotrosadicionalesquesepresentaenestasección.Pararefrescarlos
conceptosdeunaTPN,expresadosenlasección2.1,seteníaque:
•PesunconjuntoﬁnitodePlazasPi,concardinalidad|P|=p,i=
1...p.
•TesunconjuntoﬁnitodeTransicionesTj,concardinalidad|T|=t,
j=1...t.
•I−eI+sonlasMatricesdeIncidencianegativaypositivadelaTPN,
dedimensionesp×t(I−eI+∈Np×t).
•M,eselVectordeMarcadoparalasPlazas,p×1(M ∈Np).
conlaúnicadiferenciarespectoalacitadasecciónque,originalmentelas
MatricesdeIncidenciaestándenotadascomoD−yD+comoesusualenla
bibliografía,peroaquí,porrazonesprácticas,hansidoredenominadascomo
I−eI+.
Losnuevosconceptosintroducidosenestecapítuloson:
•Mf,eselVectordeMarcadoFinal,p×1(Mf∈Np)querepresentael
estadodelVectoralﬁnaldeloscálculos.Senecesitaestevectorconel
ﬁndeestablecerelﬁnaldelatransformaciónmediantesucomparación
conelVectordeMarcadoM.
•Seselconjuntodetareasqueelalgoritmodebeejecutar,enotraspala-
bras,eselconjuntodecómputosindividualesqueprocesanlosdatos,
tomadoscomounatareaindivisible.Seobtienenapartirdelanálisis
hechosobreelalgoritmoconelﬁndequeseaejecutadoenparalelo.
•τesunafunciónquevadelconjuntodeTransicionesTenelconjunto
detareasS,τ:T→ S.EstafunciónasociacadaTransiciónconuna
tarea.
•δesunafunciónquevadelconjuntodePlazasPenelconjuntode
divisionesdedatos,yasociacadaPlazaconunodelosbloquesenque
fuerondivididoslosdatos.
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•ΠesunconjuntoﬁnitodeProcesadoresΠi,concardinalidad|Π|=
π,i=1...π.UnprocesadorΠiesunobjetocapazdeejecutarlas
tareasasociadasacadaTransiciónpormediodeunalamadaauna
rutina(kernel)deunprograma.CadaprocesadorΠitieneunavariable
lógicae(Πi.e),quetienevaloresverdaderoofalsosegúnelprocesador
esteejecutandooinactivo.
•γiesunafunciónqueasociaparacadaprocesadorΠi,unatareas∈S
conunkernelqueelprocesadorejecuta,alosefectosderealizarla
tarea.DeﬁneelkernelaserejecutadocuandolaTransiciónesdis-
parada,yrepresentaelnexoentreelmodeloteóricodelasTPNconla
ejecucióndelalgoritmo.CadaprocesadorΠitienesupropiafunciónγi,
loquepermitequeprocesadoresdiferentesresuelvanlaejecucióndela
tareasasumanera.Porejemplo,silaTransiciónrepresentaunatarea
demultiplicacióndematrices,unprocesadorpuedeejecutarlatarea
pormediodeunalamadaalarutinaxgemmdelabibliotecaBLAS
implementadasobreCPU,yotroprocesadoralamismarutina,pero
implementadasobreGPU.
•Γeselconjuntodefuncionesγi.
•χesunavariablelógicaquerepresentaunmecanismodeexclusiónmu-
tuasobreM yquepermitequecadaΠiactualiceelVectordeMarcado
M enformasegura.
ElModelodeEjecuciónParalela(PEM)esdeﬁnidocomolan-upla:
PEM=(P,T,I−,I+,M,Mf,S,τ,δ,Π,Γ,χ) (3.1)
paratodaslascomponentescomofueronpreviamentedeﬁnidas.
ElestadoinicialdelPEMes:
•M =M0,elMarcadoinicialenlaTPN.
•χ=true,laexclusiónestaabierta.
•Πi.e=true,∀i=1...π,dadoquetodoslosprocesadoresestáninac-
tivos.
ElmodeloPEMessimilaraldelasRedesdePetritemporizadas(Timed
PetriNets)[Wan98].Amboscompartenelconceptodequeeldisparodeuna
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Transiciónnoesinstantáneoyaquehayuntiempoquetranscurreentreel
inicioyelﬁnaldeldisparo.AligualqueenPEM,laaccióndeldisparorepre-
sentalaejecucióndeunatarea,peroladiferenciaesqueenPEMeldisparo
nosehacedemaneraautónomaunavezquelaTransiciónestáhabilitada
comoloesenlastemporizadas.Unprocesadorinactivoeselresponsablede
dispararlaTransiciónseleccionadaentretodaslashabilitadas.Porlotanto,
enelmodelopresentado,dispararunaTransiciónesequivalenteaejecutar
unatarea.
ElmodeloPEMsecompletaconelhechodequecadaprocesadorcorre
unatareaindependientementedelresto.Unavezseleccionadaunatareaa
ejecutar,ladependenciadedatosesgarantizadaporlaReddePetri.Sidos
tareastienendependenciaentresí,elmodelodePetrinopermitiráejecutar
ambasenparalelo,porloquecuandomásdeunatareaestáhabilitadapara
ejecutarse,sedebeaqueesindependientedelasrestantes.Estapropiedad
produceunefectofuerteenelPEM,yaqueeliminacompletamentelanecesi-
daddeintroducirsincronizacionesenlaejecuciónparalela.
ElnúmerodeTransicioneshabilitadaspuedesermenoromayoralnúmero
deprocesadores.Comoresultadodeelos,puedenquedarprocesadoresinac-
tivossinTransicionesparadisparar,oTransicioneshabilitadasesperandopor
unprocesadorlibre,dependiendodelnúmerodeTransicioneshabilitadasen
relaciónalnúmerodeprocesadores.Enelprimercaso,elspeedup[RR10]del
programaserápobre,yestasituacióndebeserevitada.Enelsegundocaso,
elprocesadordebeseleccionarlaTransiciónmasapropiadaparadisparar.
Porlotanto,esnecesariodeﬁniracadaprocesadoruncriterioquepermita
seleccionarlaTransiciónadispararcuandohaymásdeunahabilitada.
Debidoalaexistenciadevariosprocesadorescorriendoenparalelo,es
posiblequedosomásdeelosintentenleeroescribirenformasimultánea
laestructuradedatosquereﬂejaelestadodelprocesamiento,elVectorde
MarcadoM.Escriturasconcurrentessobredichovectorpuedenproducirun
estadoincorrectodelaejecucióndelalgoritmo.Paraevitarestasituación,el
modelodeejecuciónseayudadeunmecanismodeExclusiónMutua(mutex)
sobreelVector.Deestaforma,losprocesadoresnoseinterﬁerenalmomento
delusodedichoVector,actuandoenformasecuencialsobreeste,especial-
menteenoportunidaddeseleccionarlaTransiciónadisparar,odeactualizar
porﬁnalizacióndelamisma,esperandoqueelmecanismolesdepaso.
Elpseudo-códigodelalgoritmodeejecucióndelPEMparacadaproce-
sadoresexpuestoenlaFig.3.1.CadaprocesadorΠicorreenparaleloeste
mismoalgoritmoconelrestodelosprocesadores.Elalgoritmoﬁnalizacuando
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1While main algorithm not finished
2 Ifit can hold the mutual exclusion
3 Computehfunction
4 Select one task to execute(Tk)
5 UpdateMby absorbing tokens
6 Free the exclusion
7 Task execution
8 Inject tokens inM
9 Else
10 Delay
11 Endif
12End
Figure3.1:Pseudo-códigodelalgoritmodeseleccióndetareas,quecada
procesadorΠicorreenparalelo.
elVectordeMarcadoM alcanzalosmismosvaloresparatodassusposiciones
queelvectoresestadoﬁnal,Mf(M =Mfenlalínea1).
SiguiendouncriterioRound-Robin,cadaprocesadorΠiconlabanderade
disponibilidadenverdadero,intentaapoderarsedelmecanismodeexclusión
mutua.Silologra,buscaunatareaparaejecutarbasadoenelmodelodel
algoritmorepresentadoporlaTPN.ParadeterminarqueTransicionesestán
habilitadas,soloseutilizanoperacionessimplesdelálgebralineal.Enefecto,
silamamosI−j yI+j alaj-avacolumna(Transición)enI−yI+respectiva-mente,laj-avaTransiciónestáhabilitadasiladiferenciavectorialM −I−jnoarrojaningúnvalornegativoentrelasposicionesdelvectorresultante.
EstasituaciónimplicaquetodaslasPlazasdeentradadelaTransiciónj
tienentokens.Lafunciónhacontinuacióndeterminaestaevaluación.Tiene
aridadh:N1..t,Np×t,Np×1→{0,1},conparámetrosj,M yI−,ysusvalores
resultantesson:
h(j,I−,M)= 1 ∀k=1...p:(M−I
−
j)k≥00 else j=1...t
porloquecomputandohparatodaslascolumnas,todaslasTransiciones
habilitadasylistasparaserdisparadas,quedandeterminadas.
Paraseleccionarlatareaparaserejecutada(paso4),fuedesarrolado
unselectorentiempodeejecución.Cuandocadaprocesadorestácorriendo,
usaunafuncióndevaluaciónqueesaplicadaalconjuntodeTransiciones
habilitadas,seleccionandoaquelaconmayorvaloración,Tk.Estafunciónde
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valuacióneslaclaveparaobtenerunmejorrendimientoenlaejecuciónpara-
lela,debidoaquepuedeserparticularacadatipodeprocesadoryalgoritmo,
envistaaseleccionarlamásconvenienteparaobtenerlosrendimientosmás
altos.
Unejemplopuedeayudaracomprenderelpárrafoanterior.Sisedeseaque
laejecuciónparalelaconcluyaloantesposibleenunsistemadeprocesadores
homogéneos,locualesconocidocomoelproblemademinimizaciónmakespan
[RV09],unposiblecriterioparaseleccionarlatarea,puedeserquelafunción
hevalúecadatareaasignandomayoresvaloresenrelaciónalnúmerodetareas
paralelasquehabilitealconcluir.Porotrolado,enunsistemaheterogéneo,
losprocesadoresmásvelocesdebenseleccionarlatareasconelmismocriterio
delcasoanterior,paraevitar“cuelosdebotela”enlaejecución,perolos
procesadoresmáslentosdebenseleccionartareasquenoseanprioritarias,
realizandotareasquenoesténenel“caminocrítico”delalgoritmo,pero
colaborandoparaﬁnalizarmásrápido. Másaún,paraestosprocesadores
lentos,lafuncióndevaluaciónpuedenoelegiraningunatareaarealizar,
paraevitarqueeltiempoglobalseveaafectadoporlalentituddeestos
procesadores.Tododependedelcasocorriendo.Enelcapítulo4severáun
experimentodemultiplicacióndematricesconunsistemaheterogéneode
CPUyGPUqueutilizaestafacilidad.
Lospasos5y8delpseudo-códigorepresentanlaevaluaciónenlaejecu-
ción.SimilaralasRedesdePetritemporizadas,lostokenssonabsorbidose
inyectadosendostiempos.Enelpaso5lostokensquevienendelasPlazas
deentradadeTksonabsorbidoscuandolaTransiciónesdisparada,yenel
paso8,soninyectadosensusPlazasdesalida.Ambospasossonhechoscon
laayudadeoperacionesdeálgebralineal:
M =M−I−k en5atiempot0 (3.2a)
M =M +I+k en8atiempot0+∆k (3.2b)
yluegodelpaso8,potencialmentenuevasTransicionesquedanhabilitadas.
Parainyectarlostokens,esdecirobtenerM ,laexclusiónnoesnecesaria
dadoquecadaPlazaactúacomoPlazadesalidadesolounaTransiciónpor
diseño,recordarlapropiedad1-boundedantesexpuesta,porloqueescrituras
concurrentesnosonposibles.
ElVectordeMarcadoM yM sonlosmarcadosentiempot0yt0+∆k,
donde∆keseltiempoquelaejecucióndelatareaTkinsume.Elcicloes
repetidohastaqueelﬁnaldelalgoritmoesalcanzado,cuandoM =Mf.
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Unavezquelostokenssonabsorbidosenelpaso5ylaexclusiónes
liberada,laejecucióndelatareaesrealizadaenelpaso7usandolafunción
γi,querelacionalaTransiciónseleccionadaconelkernelaejecutar.Además,
losbloquesdedatosnecesariossonseleccionadosporlafunciónδqueusa
lasPlazasdeentradadelaTransiciónseleccionadaparaobtenerlosbloques
apropiados.
LasrelacionesentrelasTransicionesylasPlazasconlasrutinasylos
bloquesdedatospuedenoserúnicaparatodoslosprocesadores,yesloque
permiteadaptarelPEMaunsistemaheterogéneo.Porejemplo,enunsis-
temamulticore-multigpu,cadatipodeprocesadortienesuspropiosmapeos,
tantopararutinascomoparadatosdeentrada.Estopermite,ademásdeﬂexi-
bilizarelkernelrelacionadoconcadatarea,conﬁgurardiferentegranularidad
dedatosparacadatipodeprocesador,desernecesario.
Finalmente,restaconsiderarlasobrecargaintroducidaporelmodelode
ejecuciónparalelo,Tresfactoresladeterminan.Primero,elmecanismodeex-
clusiónmutuasobreelVectordeMarcado,elcual,conunaimplementación
eﬁciente,usasolounospocosciclosdelreloj,porloquesuimpactosobre
eltiempototaldeejecuciónesdescartable.Segundo,lasoperacionesbásicas
deálgebralinealsobrelasMatricesdeIncidenciayelVectordeMarcado,
necesariasparadeterminarlastareasdisponiblesderealizar.Enestecaso,de-
sarroladoresdelabibliotecaBLASlasimplementanoptimizadasynosuelen
tomarmásdemilisegundosconlosprocesadoresactuales.Entercerlugar,
lapolíticadeseleccióndeTransicionesentrelashabilitadas,quedebeser
conducidaporuncriteriodebalanceentrelamejoraenelrendimientogen-
eraldelalgoritmoparaleloyeltiempoqueinsumelaselección.Enrealidad,
lasumadelostiemposdeejecucióndeestostresfactoresesdelordende
losmilisegundos,porloqueloskernelsdeejecucióndebenserdeunoodos
órdenesdemagnitudmayores,deformatalqueseamínimoelimpactodela
sobrecargagenerada.LosexperimentospresentadosenelCapítulo4,cuyos
kernelssondelordencomolosreciénplanteados,demuestranunmínimo
impacto.
3.2 Diseñodel Modelo
Conlaﬁnalidadderealizarpruebassobreelmodelodeﬁnidoenlasección
anterior,fuedesarroladounframeworkquepermiteejecutarenparalelo
losalgoritmosmodeladosconlasdeﬁnicionesdelPEM.Acontinuaciónse
presentaunabreveintroducciónalosframeworksdeaplicaciones.
41
Unframeworkdeaplicacionesesunartefactodesoftwarereusable,semi-
completo,extensibleyespecializadoqueproduceaplicacionesparticulari-
zadas.Estácompuestoporunconjuntodeobjetosqueinteraccionanentresí
yquerepresentanundiseñodesoftware.Algunodelosobjetosquecomponen
elframeworksonparcialmenteimplementadosparafacilitarsuextensibili-
dad.Elprogramadorqueusaunframeworkdebeproveerpiezasdecódigo
quecompleteneldiseñodelframeworkconlasparticularidadesdelproblema
queseintentaresolver,resultandocomoproductoﬁnalunaaplicaciónespe-
cializada[FSJ99,Lar04].
Unadelascaracterísticassobresalientesdeunframeworkeslainversión
delcontrol,loquesigniﬁcaqueelframeworktieneelcontroldelaejecución
yeldesarroladorsoloproveeelcódigoqueeslamadoporelframework.Re-
sumiendo,unframeworkrepresentaundiseñoqueimplementaunasolucióna
unproblemaparticular,dejandoalprogramadorunaparticipacióndestinada
aparticularizarlospuntosnodeﬁnidoseneldiseño.
Siguiendoestosconceptos,eldiseñodelframeworkusadoenestetrabajo
sebasaenladeﬁnicióndesieteclasesdeobjetos,loscualessongraﬁcados
enelDiagramadeClasesdelaFig.3.2[Lar04]:
1.ElParalelProgram:representalaejecuciónparalelaensutotalidad.Es
elresponsabledelanzarlaejecuciónparaleladelalgoritmorepresentado
porlaTPNydelaasociacióndelosrestantesobjetosquecomponen
elframework.Esinstanciadosolounavez.
2.LaPetriNet:representaalaReddePetrisimple(TPN)ycontiene
todoslosdatosrelativosalared,comolas MatricesdeIncidencia,
elVectorde Marcadoyelmecanismodeexclusiónmutua;también
contieneelVectorde MarcadoFinalylasimplementacionesdelas
funcionesτyδ.Utilizadosestructurasdediccionarios,lascualesson
usadasparacontenerlarelaciónentreunnúmeroyelnombredelas
TransicionesylasPlazas.Eslaresponsablededeterminarelﬁnalde
laejecución.Existesolounavezenelframework.
3.ElProcessor:representaunprocesadorlógico.Esinstanciadoπveces,
segúnelnúmerodeprocesadoresquesedeﬁnanparacorrerenparalelo.
Contienevariosobjetosyestructurasdedatos,comoelmapeodecada
Transiciónconelkernelaejecutar(laimplementacióndelafunciónγi
),lasinstanciasdelEvaluatorydelThreadPool(desarroladosacontin-
uación)yelenlaceconelobjetoBank.Clasesdiferentesdeprocesadores
heredandeestaclase,particularizandolaconﬁguraciónylosmapeos.
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4.ElThreadPool:representaalconjuntodehilos(threads)queejecutan
loskernels.CadaProcessorestácompuestoporunconjuntodehilosque
posibilitanejecutarenparalelointernamente.Estaarquitecturarepre-
sentaunmodelodeparalelismoanidadoyaque,enelprimernivelde
paralelismoesdeﬁnidoporelconjuntodeProcessors,yelsegundonivel
esdeﬁnidoencadaProcessorporsuconjuntodehilos.Estámotivado
enelhechoquemuchasimplementacionesdeBLASsonoptimizadas
paracorrerenparaleloeﬁcientemente.Contieneademásinformación
sobrelaaﬁnidaddeloscoresfísicosdondeloshilossonejecutados,im-
plementandolocalidadespacial[RR10].Esinstanciadounoparacada
ProcessorΠi.
5.ElDataPool:representalosdatosutilizadosenloscómputos.Contiene
referenciasacadabloquededatosenqueesdivididolatotalidaddelos
mismos,yeselresponsabledesuministrarlosdatosquesonutilizados
porloskernels,ycapturardeestoselresultadodelacomputación.Es
instanciadosolounavezparatodoelsistema.
6.ElEvaluator:representalafunciónquedeterminalavaloracióndelas
TransicioneshabilitadasenlaTPNydeﬁnelamejor.Puedeutilizarel
estadodelaredparaevaluaracordeseaeste.CadaProcessortieneuna
instanciadeesteobjeto,perodiferentesProcessorspuedentenerins-
tanciasdiferentesdeEvaluators,loquepermiteimplementaresquemas
deprioridadespropiosacadatipodeProcessor.Porejemplo,permite
particionaralconjuntodekernelsutilizadosenlaejecucióndelalgo-
ritmosegúneltipodeprocesadorestengalamáquinausada,donde
algunoskernelsseanejecutadosexclusivamenteporuntipodeproce-
sadoresyotrotipodekernelsporotrosprocesadores.Paraestecaso,el
EvaluatordecadaclasedeProcessordebeconsiderarsololoskernels
quepuedeejecutar,descartandolosrestantes.
7.ElBank:representaalconjuntodebloquesúltimamenteutilizados,
permitiendolevarcuentadelalocalidadtemporaldebloques[RR10]
enlaseleccióndelatareaaejecutar.EsinstanciadounoporcadaPro-
cessor.Contienelareferenciadelosúltimosbloquesdedatosutilizados
porelProcessor,locualpuedeserusadoporelEvaluatorparadeﬁnir
elordenentrelasTransicioneshabilitadas.Haytantasinstanciascomo
unidadesdelocalidadtemporalseandeseadasenelsistema.
Figure3.2:DiagramadeClasesdelModelodeEjecuciónParalelo(PEM).
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Comopuedeobservarse,eldiseñopropuestoparaelPEMtienecompo-
nentesquesecorrespondenconlaestructuradadaparaladeﬁnicióndel
mismoenlasecciónprevia,ademásdeotroscomponentesorientadosauna
ejecucióneﬁciente.LasclasesPetriNet,Processors,DataPoolyEvaluator
provienendeladeﬁniciónycomprendetodosloselementosalídeﬁnidos.
EstossonlasPlazasP,lasTransicionesT,lasMatricesI−yI+,elVector
deMarcadoM yMf,elmecanismodeexclusiónmutuaχ,lastareasS,los
ProcessorsΠ,ylasfuncionesτ,δyΓ.
LasclasesagregadasaladeﬁnicióndelPEMsonlaParalel Programm,
destinadaalcontroldelaoperaciónconjuntadetodoslosProcessors,laclase
ThreadPool,queproveeparalelismointernoyaﬁnidadalosProcessors,yla
claseBank,orientadaalalocalidaddedatos.Todasestasclasesseoriginan
porlaejecutabilidaddelmodelo.
Ladinámicadelaoperacióndelsistemaconformadoportodosloscom-
ponentesesexpuestaenlossiguientesdosDiagramasdeSecuencia.
LainicializacióndelsistemaesgraﬁcadaenelDiagramadeSecuenciadela
Fig.3.3[Lar04].ElobjetoParalelProgramleelaconﬁguracióndelsistemade
archivosquetienenlosparámetrosdeejecucióndelsistema.Posteriormente
crealasinstanciasdeobjetosdelsistema:laPetriNet,elDataPool,ytodaslas
instanciasdeBank,ProcessorsyEvaluators.Luego,yporrazonesdediseño
yeﬁciencia,elParalelProgramvinculacadaEvaluatoralaPetriNet,cada
instanciadeProcessorconlasrespectivasThreadPool,EvaluatoryBank,y
cadaThreadPoolconsuProcessorylaPetriNet.SibienelDiagramade
ClasesnoexponeunenlaceentrecadaEvaluatorylaPetriNet,oentrecada
ThreadPoolylaPetriNet,estosenlacessoncreadosparaevitarlamadasen
cascadaypodertenerunaccesodirectoalaPetriNet.
Unavezcreadastodaslasinstanciaseinicializadasacordealosarchivos
deconﬁguración,lasinstanciasdeThreadPoolcomienzanacorrenenpara-
leloejecutandoloskernelsquecomponenlastareasdelalgoritmo.Cada
ThreadPoolentraenelciclodeejecuciónmientraslaTPNnodetermineel
ﬁnaldelalgoritmo,intentandoejecutaralgúnkernel,siguiendoalalgoritmo
deFig.3.1.
ElDiagramadeSecuenciadelaFig.3.4muestraelciclodeejecuciónde
cadaobjetoThreadPool.Siestecapturalaexclusiónmutua,sesolicitaaPetri
Netelconjuntodetareashabilitadas.ElobjetoEvaluatorusaesteresultado
yseleccionalamásapropiadaaejecutarparaelThreadPoolencuestión,o
ninguna,sielcriteriodescartatodaslashabilitadas.Laseleccióneshechaa
niveldereferenciasenlaTPN,porloque,elnombreyparámetrosdelkernel
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aejecutar,necesitanserdecodiﬁcados,loqueimplicalamaralasfunciones
τparaobtenerlatareaquerepresentalaTransiciónelegida,γiparaobtener
elkernelespeciﬁcodelprocesadorqueejecutalatarea,yδparaobtenerlos
bloquesdedatosusadosporelkernel.
Luegoquelatareaseleccionadaesdecodiﬁcadaytodosloselementos
paracorrerelkernelrespectivoestándisponibles,elVectordeMarcadoM
esactualizadoabsorbiendolostokensdelasPlazasdeentradadelatarea,y
laexclusiónselibera.ElkernelesejecutadoporelThreadPool,quientiene
laresponsabilidaddelsegundoniveldeparalelismoanidado.Luegodeﬁna-
lizadalaejecución,suresultadopermiteactualizarlosdatosobtenidos,ylos
tokenssoninyectadosenlaPetriNetpormediodelarenovacióndelVector
deMarcadoM enlasposicionesquerepresentanlasPlazasdeSalidadela
tarearealizada,ﬁnalizandoelciclo.EnelcasoenqueelobjetoEvaluatorno
seleccioneningunatarea,olaexclusiónmutuanoseacapturada,elProcessor
entraenuntiempodeesperadeinactividad,yvuelvealprincipiodela
ejecución.
3.3 Implementacióndel Modelo
Paraimplementareldiseño,fuedesarroladounframeworkconlapremisa
deserfácilmenteconﬁgurableparaunamplionúmerodecasos,nosolopor
laformayelnúmerodedivisionesdedatos,sinotambiénporelhardware
paraleloausarparaejecutarelalgoritmo.
EldesarrolodelframeworkdelPEMfuehechousandoellenguajede
programaciónFortran2003.Laseleccióndellenguajesebasóendosfactores.
Primero,comolosalgoritmosconloscualesserealizaronlospruebasdelmo-
delosedescomponenensubtareasqueseresuelvenconlamadasarutinasde
labibliotecaBLAS,C/C++oFortransonloslenguajesindicadosparasu
programación.LaeleccióndeFortransedebióalsegundofactor:estelenguaje
tieneunmanejodedatosmatricialesmássimplequeeldeC++.Además,
laelecciónporlaversión2003sedebealacoberturadefuncionalidades
deorientaciónaobjetosqueestaversióntraeencomparaciónconversiones
anteriores.EstasextensionesalFortransondegranayudaalahoradedesa-
rrolarlaimplementacióndelaclasesdeﬁnidasenlaetapadediseño.Como
notadelaimplementación,todaslasclasescodiﬁcadastienenunarelación1
a1conlasrespectivasdeldiseño.
Elalcancedelframeworkselimitaacomputadorasmultiprocesadorde
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ParProgr PetriNet DataPool Bank Processor ThrPool Evaluator
readconf()
createpn()
createdp()
createba()
createpr()
createtp()
createev()
bindev(pn)
bindpr(tp,ev,ba)
bindtp(pr,pn)
Figure3.3:DiagramadeSecuenciadelprocesodeinicializacióndelhiloprin-
cipaldeejecución.
memoriacompartida.Debidoaesto,elparalelismodelconjuntodeobje-
tosProcessorsdeﬁnidosenlafasedediseño,sonimplementadosutilizando
ladirectivasdecompiladorqueimplementanelmodeloOpenMP[Boa].El
compiladorutilizadoparagenerarelprogramaejecutabledebeimplementar
ladeﬁnicióndeejecucióndehilosanidadosOpenMPparapodercumplircon
eldobleniveldeparalelismodeldiseño:elconjuntodeProcessorsenun
primernivelyeldehilosinternosdecadaProcessor,aunsegundonivel.
Además,elcompiladordebesatisfacerlafuncionalidaddeaﬁnidaddelos
procesadoresmulticore,parapoderaceptarladeﬁnicióndeaﬁnidaddelobjeto
46
ThrPool PetriNet Processor Evaluator DataPool
is_end()
boolean
lock()
boolean
select_task()
select()
task_selected
task_selected
decode_task()
kernel_params
absorve_toks()
selection locked
unlock()
notﬁnished
get_data_blocks(task_selected)
data_blocks
execute(kernel,data_bl)
inject_toks()
execution taskselected
Figure3.4:DiagramadeSecuenciadeunhiloenejecución.
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ThreadPool,loquepermiteimplementarlocalidadespacialenlaejecuciónde
loskernels.
Laasociacióndehilosendosnivelespermiteejecutarlosprogramaspara-
lelosenarquitecturasdeprocesadoresheterogéneos,comoloes,porejemplo,
unamáquinaheterogéneacompuestaporvariosnúcleosenunequipomulti-
procesadorsimétrico(SMP)yporplacascoprocesadoras,comolasGPGPU,
lasXeonPhi,uotrassimilares.Enefecto,comocadaobjetoProcessorpuede
serconﬁguradoindividualmente,sepuededeﬁnirparacadaunodeestos,sus
parámetrosdeejecución.Siguiendoelejemplo,bastaconincluir(link)enel
ejecutable,loskernelsaejecutarenelcoprocesador,ylasbibliotecasnece-
sarias.DichoentérminosdelPEM,enlazarelvalorpertinentedelafunción
γi.Así,esmínimoelesfuerzoparautilizarmáquinasconprocesadoreshet-
erogéneos.Elusodeestoscoprocesadorespuedeserconjuntoalosnúcleos
delSMP,ocomoúnicotipodeprocesadorautilizar.
Porotrolado,elframeworkusaunconjuntodearchivoscon marcas
tipoXMLparaconﬁgurarlosparámetros.Estasmarcasindicanlosvalores
decadaparámetro.Porejemplo,ladeﬁnicióndelvalordelafunciónγide
cadaProcessor,esdecir,elnombredelarutinaacorrerparacadatarea,
esdeterminadaenelarchivoquecontienelasmarcasylosvaloresdeesta
asociación.Elnombredelarchivodeconﬁguraciónespasadocomoargumento
deejecuciónalframework,porloquequedaconﬁguradoenformasimple,
segúnsealamáquinaparalelaautilizar.Losdetalessobreelcontenidode
losarchivosdeconﬁguraciónsepresentanenlasecciónpróxima.
3.4 Elusodel modeloPEMparaelprogra-
mador
ElmodeloPEMotorgaunmodelodeejecucióndeprogramasparalelosque
ayudaalprogramadorenmuchospuntosdelatareadecodiﬁcaciónparalela.
Estasecciónesdestinadaadescribirlaseriedepasosqueelprogramador
debecompletar,aﬁnesdeejecutarunprogramaparaleloconPEM,yresaltar
susventajas.
ElmodelosebasaenlarepresentacióndelalgoritmoenunaCPN.En-
tonces,elprimerpasoarealizaresanalizarelalgoritmoaejecutar,yrealizar
lasdeﬁnicionesdeladivisióndedatosytareas,comoencualquierprograma
paralelo.Estoescrucialeneldesarrolodeunprogramaparalelo,peroen
estecaso,aúnmás.EnPEM,larepresentacióndelalgoritmoenunaRed
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dePetrisebasaenlasrelacionesentrelastareasconlasTransiciones,ylos
bloquesdedatosconlasPlazas,porloque,ladeﬁnicióndelastareasyla
divisióndedatostienenunimpactomuyfuerteeneldiseñodelaCPN.
Enrelaciónaladivisióndedatos,laformaqueestatomeimpactaenel
diseñodelaCPN,peronoelnúmerodesusdivisiones.Laformaimpactaenel
ordendeejecucióndelastareas,yporlotanto,enladependenciaentreelas.
Porotrolado,elnúmerodedivisionesenqueesdivididoelconjuntodedatos,
paraunaformadada,esintroducidocomounparámetrodedominioenla
CPN.Porejemplo,enelalgoritmodemultiplicacióndematrices,ladivisión
delasmatricesenbloquescuadradosproduceunasecuenciadiferentede
tareasqueladivisiónporbandashorizontalesoverticales.Laformayel
númerodedivisionesdeterminaeldominiodecadaPlazaenlaCPNﬁnal.
Enrelaciónconladivisióndetareas,elnúmerodetareasdeﬁneelnúmero
deTransicionesdelaCPN,peroelnúmeroderepeticionesenquecadatarea
esejecutada,dependedeladivisióndedatos.Unavezqueambasdivisiones
sondeﬁnidas,dedatosydetareas,laReddePetripuedeserconstruida
yprobadaparagarantizarlacorrectituddesurepresentación.Laspruebas
puedenserhechasconcualquierherramientaquepermitamodelarunaCPN,
comoserelpaqueteSNAKES[Pom].
Elsegundopasoes,unavezdeﬁnidalaCPN,desplegarlaenunaTPN.El
productodeestepasodebeserunarchivoquecontienelaTPNdesplegada
ennotaciónmatricial.Elarchivoobtenidoseráusadocomoparámetroenla
ejecucióndelframework.Seaconsejaescribirunpequeñoscriptquegenere
estearchivotomandoencuentaelnúmerodedivisionescomoparámetrode
ejecución.ElscriptdeberespetarlosdominiosdeﬁnidosparacadaPlazaenla
CPNygenerartodaslascombinacionesdecoloresquehabilitanlarespectiva
Transición,siguiendoelprocesodedesplegadodeﬁnidopreviamenteenla
sección2.4.
ElarchivoquecontienelaTPNtambiéndebetenerreferenciasalosblo-
quesdedatosquerepresentacadaPlazadelaTPNyelnombredelatarea
querepresentacadaTransición.Estainformaciónesusadaentiempodeeje-
cuciónparacorrerelkernelapropiado.TambiéndebecontenerelVectorde
MarcadoensuestadoInicialyelVectordeMarcadoﬁnal.
Luegodequelareddesplegadaesincluidaenelarchivo,sedebendeﬁnir
otrosparámetrosdeejecución.DebendeﬁnirsecadaunodelosobjetosPro-
cessor,indicandolarelaciónentrelastareasdelalgoritmoyloskernelsa
ejecutarporcadaProcessor,ysuasociaciónconlosrespectivosobjetosEval-
uator,BankyopcionalmentelaaﬁnidadconlosnúcleosdelSMP,deser
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necesario.Tambiéndebeinformarseelnúmerodematricesusadasenlos
cómputosyelnúmerodesusdivisionesenﬁlasycolumnas.
Solorestaunatareanecesariaparahacer.Esgenerarelprogramaeje-
cutableenlazando(linking)elframeworkconlosarchivosquecontienenlos
kernelsnecesariosparacorrer.Enresumen,estaeslaúnicapartequenecesita
sercodiﬁcadaporpartedelprogramador.
Comofuedichoanteriormente,elmodeloPEMfacilitaelprocesodegene-
racióndeprogramasparalelos.Consolohacerelmodelodelalgoritmoenla
CPN,muchosdelosproblemasdelaprogramaciónparalelasonresueltos:
elcontroldeladependenciadedatos,labarreras,losciclosparalelos,la
comunicaciónentreprocesos,yotroselementospropiosdelaprogramación
paralela,soneliminadosdesdeelpuntodevistadelprogramador.Además,
elejecutableesasíncrono,locualesunpasoimportantehacialaobtención
dealtosrendimientosdeejecución.
OtrafacilidadimportantedelmodeloPEMeslaadaptabilidadauna
múltiplegranularidadenlaparticióndedatos.Lagranularidaddeladivisión
nonecesitaserúnica,pudiendoexistirvariasdivisionessimultáneasdelos
datos.CadaProcessoreligeelbloquededatosmáspertinentealkernela
ejecutar.Elprogramadordebesercuidadosoconlarepresentacióndeeste
hechoenlosdominiosdelaCPN,paraquequedegarantizadalacompletitud
ylaexactituddelalgoritmo.
Enresumen,eldiseñodelPEMpermiteseradaptablegraciasaluso
dearchivosdeconﬁguración.EstoscontienenlasMatricesdeIncidenciaque
representanalalgoritmo,losVectoresdeMarcado,elnúmeroytipodeproce-
sadores,larelaciónentreTransicionesytareasyentrePlazasybloquesde
datos,ademásdelareferenciaaloskernelsaejecutar.Laadaptabilidad
permitehacercambios:
•enlosalgoritmospormediodelasMatricesdeIncidencia.
•enlaparticióndedatospormediodelarelaciónentrePlazasybloques
dedatos.
•enelnúmerodeprocesadoresacorrerenparalelopormediodesus
respectivasdeﬁniciones.
•enlaarquitecturainternadecadaProcessorpormediodelosparámet-
rosdelThreadpool.
•eneltipodeprocesadorpormediodeloskernelsrelacionados.
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•enlaobtencióndemejoresrendimientospormediodeajustedela
funcióndeevaluacióndelobjetoEvaluator.
Seresaltaqueelmodelopropuestocubreunamplioespectroeneldesa-
rrolodeunprogramaparalelo,quevadesdeeldiseñodelalgoritmoparalelo
hastasuejecución,nosoloparaunalgoritmoomáquinaparticular,sino
paraungrannúmerodealternativasenladoscoordenadasquecomponen
unaejecuciónparalela:algoritmoymáquina. Modelandoelalgoritmocon
unaCPNcomofuedescriptoenelcapítuloanterior,suejecuciónparalela
requierepocoesfuerzodeprogramaciónyadaptaciónalamáquinadondese
ejecuteelprograma.
3.5 Trabajosrelacionados
EncapítuloanterioryenlasseccionespreviasfuedescriptoelmodeloPEM
presentadoenestetrabajo.Acontinuaciónsepresentanlostrabajosrela-
cionadosaldesarroladoaquí.
ConelsurgimientodelosMultiprocesadoresSimétricos(SMP)oproce-
sadoresmulticore enlaúltimadécada,sepopularizóelconceptodepara-
lelismoaniveldehilo(ThreadLevelParalelism-TLP),queseenfoca
enelproblemadelaobtenciónderendimientosaceptablesenestosproce-
sadores.LasLapackWorkingNotes(LAWN)sonunacoleccióndedocumen-
tosytutorialessobrelasrutinasmásusualesdelálgebralinealysuimple-
mentacióncomputacionaleﬁciente.EnlaLAWN191[BLKD07],sesugiere
queparasolucionarelproblemadelaescalabilidadenungrannúmerode
hilos(threads)enunSMP,losalgoritmosdebenposeerdospropiedadesprin-
cipales:granularidadﬁnayserasíncronos.Estetrabajosebasaenelúltimo
concepto,dadalagranpérdidaderendimientoqueelsincronismoimponeal
TLPcuandotrabajasobreunnúmeroimportantedehilos.
Comounprogramaparalelosueletenermástareashabilitadasqueproce-
sadoresdisponibles,esposiblehacerdiferentescombinacionesdetareaspara
deﬁnirlaplaniﬁcacióndelaejecuciónparalela.Losplaniﬁcadoresestáticos
sonaquelosquedeﬁnenlaplaniﬁcaciónantesdeejecutarelalgoritmo.Ejem-
plosdeestossonelleftlooking(LL)yelrightlooking(RL)delosalgoritmos
defactorizacióndematrices,quediﬁerenenlaprioridaddelaactualización
delospanelesdelaizquierdaodeladerecha[KD06,HLYD11].Ambases-
trategiasdeplaniﬁcaciónsonexpuestasenlasFig.3.5y3.6paraelcasodel
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1do step=1:bl_nu
2 do i=1:step−1
3 syrkstep,i
4 end
5 potrstep
6 do j=step+1:bl_nu
7 dok=1:step−1
8 gemmstep,k,j,k
9 end
10 trsmj,step
11 end
12end
Figure3.5:Algoritmoizquierdo
(LL)paraCholesky
1do step=1:bl_nu
2 potrstep
3 do i=step+1:bl_nu
4 trsmi,step
5 syrki,step
6 end
7 do j=step+1:bl_nu−1
8 dok=j+1:bl_nu
9 gemmj,step,k,step
10 end
11 end
12end
Figure3.6:Algoritmoderecho
(RL)paraCholesky
algoritmodefactorizacióndeCholesky,ytienenencomúnlasincronización
basadaenelmodelofork-join.
Otratécnicaconocidadeplaniﬁcaciónestáticaesladelookahead.Similar
aLLyRL,sebasaenqueunhilorealizalatareadefactorizacióndeun
bloquemientrasenlosrestanteshilosserealizalaactualizacióndelosbloques
intervinientesenlasetapaspreviasdeprocesamiento.FueobservadoqueLL
yRLsonpuntosextremosenelespectrodeposibilidadesdeselecciónde
tareashabilitadas,siendoambosversionesparametrizadasdellookaheaden
elcaminodeirdeunapuntaalaotradelespectro(deLLhaciaRL)[KD06].
Todaslasalternativasgeneranpuntosdeinactividadenlaejecuciónparalela
dadalanaturalezaestáticadelplaniﬁcador.
Lagranularidadﬁnaimpactaenelnúmerodetareasaejecutar,yamayor
número,máscomplejoessuadministración.EnlamismaLAWN191referida
anteriormente[BLKD07]sesugiereelusodeGrafoDirigidoAcíclicos(Di-
rectedAcyclicGraphs-DAG)paramodelaralgoritmos,dondelosvértices
representanlastareasylasaristasrepresentanladependenciasentreelas.
ElgrafoesconocidotambiéncomoGrafodeDependencias.Laejecución
asíncronadelalgoritmoparaleloesayudadaporelusodelosDAGparacon-
trolarladependenciadetareas.UnavezdeﬁnidoelDAG,esutilizadoporel
planiﬁcadordelalgoritmoparaseleccionarlapróximatareaaejecutar.
LaLAWN191tambiéndescribeelconceptode“CaminoCrítico”enel
GrafodeDependenciascomoelcaminoqueconectalosnodosquetienen
elmayornúmerodearistassalientes.Elplaniﬁcadorpuededarprioridad
alastareasqueestánenestecaminoparamejorarelrendimiento.Esta
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mismaestrategiaesimplementadaporunobjetoEvaluatorusadoenlos
experimentosdelpróximocapítulo.
Losalgoritmosbasadosentilesemergencomounasoluciónalproblema
delbalancedecargaparaalgoritmosdeálgebralinealdensaenequiposSMP
[BLKD07].Estaclasedealgoritmoshanevolucionadodesdelosbasadosen
bloquescolumnaoﬁlahacialosbloquescuadrados(tiles)dedatos.Losal-
goritmosbasadosentilespresentan,comotambiénmuchosotrosalgoritmos
delabibliotecaLAPACK,dospasosfundamentales:lafactorizacióndeun
bloqueylaactualizacióndelosbloquesqueformanlasubmatrizinterviniente
enlaoperación[BLKD07].
SedestacaquelaLAWN191hasidounafuenteimportantedeideas
paraestatesis.Sinembargo,carecedeexplicacionessobrecómoconstruir
elGrafodeDependencia,ydecomousarloentiempodeejecución,siendo
ambostemasderesolucióncompleja.
Losplaniﬁcadoresdinámicossonintroducidoscomomejoraalosestáticos,
yaqueseleccionanlastareasentiempodeejecuciónsegúnladisponibilidad
deprocesadoreslibresydetareashabilitadas.Estetipodeplaniﬁcadoresse
orientaaprevenirelsurgimientodepuntosdeinactividadcomunesenplan-
iﬁcadoresestáticos.Sinembargo,soncomplejosyprovocanunasobrecarga
enlaejecucióndelalgoritmo[HLYD11].
LainvestigacióndeHoggnodemuestraventajassigniﬁcativaseneluso
deplaniﬁcadoresdinámicosenlugardeestáticos[Hog08].Elsebasaenel
modeladoconDAGdelosalgoritmosyenelusodeestosgrafosparaelcontrol
delaejecución.ElcontroldelaconcurrenciaylaimplementacióndelDAG
generanunasobrecargaqueparecenabsorberlasmejorasenelrendimiento
queelplaniﬁcadordinámicogenera.Losexperimentosenelcapítulosiguiente
demuestranqueestonoesnecesariamentecierto.
Enlamismalíneadelosplaniﬁcadoresdinámicos,laLAWN243[HLYD11]
presentaelusodeunparámetrodelocalidadparaayudaralplaniﬁcadora
seleccionardinámicamentelatareaaasignaralprocesador,acordealosdatos
previamenteutilizados.Lasmejoríasenlaejecuciónparaleladebidoalalo-
calidaddedatosdependedeltipodealgoritmoparalelo,si,porejemplo,
sondeltipoLLoRLvistoantes[KD06,HLYD11].Tambiéndependendel
tamañodelaventanadelDAGresidenteenmemoriaydelnúmerodetiles
enquelamatrizseadividida.
ElproyectoPLASMAesunproyectodesarroladoporlaUniversidadde
Tennessee[tUoTb,ADD+09]quetieneelobjetodeoptimizarrutinasdel
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álgebralinealdensaejecutadassobrearquitecturasmulticore.Sebasaendos
conceptoscentrales,losbloquesdetipotileyelplaniﬁcadordinámico,enla
mismasendadelasedicionesanterioresdeLAWN.Elproyectoseorientaa
mejorarelusodelCPU,yamejorarelparalelismodelasversionesdeBLAS
yLAPACKpreexistentes.
Pormediodelusodelosbloquestile,PLASMAevolucionadelasimple-
mentacionespreviasbasadasendivisionesdebloquescolumnaoﬁla,auna
implementaciónbasadaenpequeñosbloquescuadradosquesonmanejados
máseﬁcientementeporlamemoriacache,ydeﬁneunagranularidadﬁnade
tareas,loquedeterminalaexistenciademuchastareasquedebenprovocarla
mejoraenelparalelismo.Mástareassuponenmayordisponibilidaddeproce-
samientoenparalelodeestas,yasímantenermásprocesadorescorriendoen
paralelo.Unnúmerograndedetareasdebeserorganizadoporelplaniﬁcador,
elquedeterminalaejecucióndetareasenformadinámica,opuestoalmodelo
deplaniﬁcaciónfork-join.
ElplaniﬁcadordePLASMAsebasaenunGrafodeDependenciascomo
elantesdescripto,elcualesusadoparadeﬁnirunﬂujodeejecución“fuera
deorden”(fueradelordenquedeﬁneunesquemacomoelLLoelRL).Sin
embargo,elcriterioparalaseleccióndelastareasalanzarnoesexplicado,y
seríabuenosaber,entreotrascosas,cómoresuelvecuandohaymuchastareas
fueradelcaminocríticodelgrafo.[DFLL11].
ElproyectoMAGMAesotroproyectodesarroladoenlaUniversidadde
Tennessee[tUoTa],similaraPLASMA,orientadoalascomputadorashete-
rogéneasmulticoreconGPU.Implementalasfuncionalidadesdelabiblioteca
LAPACKenarquitecturascomoladescripta.Laestrategiaprincipaldetra-
bajoesprocesarlamatrizporbloquestilesyusarunplaniﬁcadordetareas
dinámicoyconducidoporlasdependencias,lamandoaloskernelsapropia-
dosacadatipodeprocesador.
LasolucióndeMAGMAalproblemadelamezcladeprocesadoresesdi-
vidirlastareasasercomputadasporcadatipodeprocesador,haciendoque
losnúcleosdelaCPUtrabajensobretareascomplejasdegranoﬁnoexis-
tentesenelcaminocríticodelalgoritmoylasGPUtrabajandoentareasde
granogruesofueradelcaminocrítico.Entérminosgenerales,laCPUusarla
paratareasresolublesconrutinasdenivel2BLAS,comolafactorizaciónde
bloques,ylaGPUparatareasconrutinasdenivel3,comolaactualización
debloques[TDB10,KLFD13].
ElplaniﬁcadordetareasdeMAGMAesdeclaradocomodinámicoyaque
esbasadoenelproyectoStarPU(descriptomásadelante)paraloskernels
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deGPUybasadoenPLASMAparalosnúcleosdeCPU.Eldinamismo
manifestadoesparcial,yaqueexisteunadivisiónestáticadetareasentrelas
CPUylasGPU.
Enlomejordenuestroconocimiento,todoslosintentosdeunplaniﬁcador
dinámicosebasanenelusodeDAG,loscualessonbuenospararepresentar
laestructuradelalgoritmo,peronocubrenlabrechaexistenteentreelgrafo
yladeﬁnicióndelaejecuciónporpartedelplaniﬁcador.Ambos,ejecución
yplaniﬁcador,sonimplementadosenformaad-hocdeformaaparentemente
soﬁsticada,sinunmodeloexplícitodeejecuciónparalela.
OtrafuentedetrabajosrelacionadossonlasRedesdePetri.LasRedes
dePetricontiempoytemporizadas(TimeandTimedPetriNets)sonuna
evolucióndelaReddePetrioriginalqueincluyeneltiempoenelproceso
dedisparodelaTransición.Lasredescontiempoincluyenlanocióndeun
intervalodetiempo[a,b],a≤0,a≤b<∞,asociadoaunaTransición,que
deﬁneelmomentoenqueestáhabilitadaparaserdisparada.Sielúltimo
tiempoenqueunaTransicióntestuvohabilitadafuec,entoncestvuelvea
quedarhabilitadaenelintervalo[c+a,c+b],ysinoesdisparadaunavez
pasadoc+b,seinhabilita.Eldisparoensíesinstantáneo[PZ91].Estetipo
deredesnosonutilizadasalolargodeestatesis.
LasRedesdePetritemporizadastienenuntiempoasociadoalaTransi-
ciónqueactúacomoeltiempodeldisparo,siendoeste,eltiempo,ointervalo
detiempo,quedebetranscurrirantesdequelostokensseaninyectadosa
lasPlazasdesalida.LasTransicionesquedanhabilitadasinmediatamente
aquelasPlazasdeentradasatisfaganlasrestricciones.Lasredestempo-
rizadasfueronoriginalmentedesarroladasparaevaluarrendimientos,mien-
trasquelasredescontiempo,para modelarprotocolosdecomunicación
[PZ91, Wan98].
Comofuedichoenlasecciónprevia,lasRedesdePetritemporizadas
sonlasmáspróximasalmodeloPEMdesarroladoenestedocumento.La
diferenciaprincipaleslasemánticadeldisparo.Mientrasqueparalasredes
temporizadaslasTransicionessondisparadasalquedarhabilitadas,enel
modeloPEM,elresponsabledeldisparoesunelementoadicional,unobjeto
Processorinactivo.
LosSistemasdeEventosDiscretos(DiscreteEventSystem-DES)son
sistemasconducidosporeventos,esdecir,sistemascuyoestadodeevolución
dependecompletamentedelaocurrenciadeuneventodiscretoasíncronoen
eltiempo[CL08].Eltiempoestomadocomodiscretoypuedecausarcambios
enelsistemaenciertospuntos.Loseventossonnormalmenteconsiderados
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comoinstantáneosypuedengeneraruncambioenelestadodelsistema.
Unsistemadecolasesunsistemadondehayciertosrecursosquebrindan
serviciosysonutilizadosporentidadesqueesperanporsuuso[CL08].Estos
tienentrescaracterísticasbásicas:lasentidadesoclientesqueesperanporun
recurso,losrecursosporlosquesegeneralaespera,ylacola,querepresenta
laespera.Dadoquelosrecursossonlimitados,sedebeestudiarelusoeﬁciente
deestos,ylasatisfaccióndelosclientes.Unsistemadecolasconlalegada
asíncronadeclientesesuncasoparticulardeDES.
UnalgoritmoparalelopuedeservistocomounDES,dondeloseventos
sonladisponibilidad,elinicioylaﬁnalizacióndelatarea,quecambianel
estadodelprocesamiento.Tambiénpuedeservistocomounsistemadecolas
dondelastareasesperanporunprocesadorquelasejecute,derivandoenel
estudiodelaplaniﬁcaciónderecursos.
LasálgebrasdeCPNsonpresentadasporF.Pommereauensutesisdoc-
toral[Pom09].Elcomienzasuestudioconlapropiedaddecomposiciónde
lasCPNyelﬂujodecontroldelared,loquepermitedeﬁnirRedesdePetri
conexcepcionesehilosdeejecución.Lasálgebrasestánorientadasamodelar
laejecucióndelared,loquemotivalainclusióndelﬂujodecontrolenel
modelo.EstetipodeRedesdePetritienecomoobjetivolaveriﬁcacióndel
modelomásquesuusoparalaejecuciónrealdeunproblema.
UnadiferenciaclaveconelmodeloPEM,esqueenestetrabajoelcontrol
delalgoritmonoesincluidoenelmodelodelaReddePetri.Losprocesadores,
omáquinasentérminosdelateoríageneraldelaplaniﬁcación(scheduling
theory)[RV09],sonunaparteseparadaeindependientedelaReddePetri
ynoselosincluyeparanadaenlaCPNgenerada.LasRedesdePetrison
usadasexclusivamenteparamodelarelalgoritmoindependientementedesu
ejecución,ynadareferidoalcontroldelaejecuciónesincluidoenelmodelo
delalgoritmo.
UnfundamentoparanoincluirlosprocesadoresenelmodelodelaRed
dePetriesquehayunnúmeromuygrandedeprocesadoresydeposibles
máquinasparalelasquepuedancorrerunalgoritmo.Entoncescadamáquina
necesitaríadeunmodelodiferentepararepresentarsuhardware,loquees
uninconvenientegraveparaunmodelogeneral.Teniendoalosprocesadores
comounparámetrodelframeworkqueimplementaPEM,esclaramentemás
simpleconﬁgurarsoloestepuntodecambioynotodoelmodelo.
NoincluirelcontroldentrodelaCPNesuncriterioquesebasaendis-
tinguirelmodelodesuimplementación.Delocontrario,segúncambieel
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númerouhomogeneidaddelosprocesadoresqueejecutanelalgoritmo,el
modelocambiará.Silacomputadoraparaleladisponedenprocesadoresho-
mogéneos,yelcontroldelaejecuciónesincluidoenelmodeloTPN,uncam-
bioenelnúmerodeprocesadoresausar,porcualquiermotivoquesea,como
puedeserunaescalabilidadpobre,produciráunmodeloTPNdiferente,lo
queesinadecuadoparaelprogramador.Este,porpracticidadyparaevitarla
regeneracióndelmodeloantecadacambioquepuedasurgir,deberíagenerar
unaseriedemodelosTPNalternativoscondiferentenúmerodeprocesadores
yelegirelmodeloquecoincidaconlosprocesadoresautilizar.
Enotrocaso,yaúnconservandoﬁjoelnúmerodeprocesadoresautilizar
enn,perosiendoestosheterogéneos,elcontroldelaejecuciónpuedeser
tancomplejo,quedemandealprogramadorungranesfuerzoparadeﬁnir
unapolíticadeselecciónacertadaparalaTPNdesplegada.Además,elnivel
dediferenciadecapacidadentrelosprocesadorestambiéninﬂuyesobreel
control.Elmodelodeﬁnidoenestatesissimpliﬁcaestascomplejidadesy
practicaunaseparaciónderesponsabilidadesentrelaestructuradelalgoritmo
paraleloylaejecuciónsobreunamáquinaparalelaenparticular.
Lafacilidadparamodelarelalgoritmoconindependenciadesucontrol
esunadelaslavesdelaﬂexibilidaddelmodeloPEM.Así,elalgoritmoes
exclusivamentemodeladoconlaCPN,ycambiosenelalgoritmo,comouna
divisióndedatosdiferente,sonreﬂejadosenlared.Elcontroldelaejecución
esconﬁguradoexclusivamenteconelementosincluidosenelframeworkdel
PEM,ycambiosenaquelanoafectanalaCPNpreviamentedeﬁnida.En
términosdeIngenieríadeSoftware,sehaceusodelasventajasdeunsistema
débilmenteacoplado[Fow01].
Laplaniﬁcacióndetareas(scheduling)esotrafuentedetrabajosrela-
cionados.ElproyectoQuarkesunsistemadecolasparaunplaniﬁcador
dinámicodeejecucióndeaplicacionesparaequiposmulticore dememoria
compartidadesarroladoporlaUniversidaddeTennessee[YKD11].Esprin-
cipalmenteutilizadoenelproyectoPLASMAdelosmismosautores[tUoTb],
peroesabiertoaotrasaplicacionesparalelas.Laplaniﬁcaciónsebasaenla
dependenciadedatosentretareas,representadoporungrafo.
LaimplementacióndeQuarkinﬁereladependenciadedatosentiempo
deejecuciónconlaayudadeciertos“hazards”incluidosenlasrutinasa
serejecutadas.Elcódigosecuencial(kernel)debeserprovistoconciertas
anotacionesquesonutilizadasparaarmarelgrafonecesarioparacomputar
lasdependencias.Loskernelssonejecutadosenformaasíncrona.Estosson
encoladosyejecutadossiguiendounapolíticaFIFO,ylalocalidaddedatos
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esanalizadaparadarprioridadatareasqueusancomoentrada,salidas
producidasporelmismohilodeejecución.Además,elprogramadordebe
proveerlosnivelesdeprioridadquecadakerneldebeteneralahoradesu
ejecución.
Noseexplicaenladocumentacióndelsistemacómoeslaestructurain-
ternadelsistemadecolasycómosoncomputadaslasdependencias.Algunos
datossobreestospuntospuedensertomadosdelatesisdoctoraldeunode
susautores[Yar12].Losargumentosdelasrutinasencoladassonutilizados
paradeﬁnirladependenciapormediodelordenamientodelectura/escri-
tura.Elsistemadeplaniﬁcaciónencolatareasquenoesperandependencias,
luegoejecutalarutina,yunavezconcluida,actualizalastareasqueesperan
porlosdatosreciéncalculados.
ElproyectoQuarkesdestinadoacomputadorasdeltipoSMP,donde
todoslosprocesadoressonhomogéneos.Nohayposibilidadesdedeﬁnirdife-
rentesprioridadesahilosdeejecución,yesmuycomplicadodeserimple-
mentadoensistemasheterogéneos.
Apesardequemuchosdelosconceptosdeesteproyectosonsimilaresa
losusadosenelmodeloPEM,lamayordiferenciasedaenqueelprogramador
debeaportarelcódigosecuencialymarcarenellasdeﬁnicionesdeloskernels
queQuarkutilizaráparalaplaniﬁcación.Esresponsabilidaddelprogramador
deﬁnirenelcódigofuente,laspartesdelmismoaejecutarenparalelo.Eneste
sentido,puedeservistocomounaevolucióndeOpenMP,porladeﬁniciónde
prioridadesylaejecuciónasíncrona.Noobstante,lasanotacionesdelsistema
deejecuciónsonﬁjas,ysiunamodiﬁcaciónenlosparámetrosesintroducida,
sedeberecompilarelcódigo.
ElproyectoStarPUdesarroladoenelinstitutoINRIAesunsistemade
tiempodeejecuciónbasadoenunconjuntodetareasdadascomokernels
paraejecutar,destinadoasistemasheterogéneosdecomputación[ATN10].
Elprogramadoproveecodeletsquesonpiezasdecódigoparaserejecutadas
enelhardware,queincluyeninformaciónsobreladependenciadedatos.La
mismatareadebesercodiﬁcadaendiferentescodeletssidebeserejecutadas
endiferentehardware.
ElsistemadeejecuciónStarPUtambiénincluyeunsistemadeplaniﬁ-
cación.Elmodelosebasaen“workers”quetienenocompartenunacola
dondelastareassoninformadas.Losdatossonmanejadosyaccedidosen
StarPupormediodeunmecanismoqueabstraelasposicionesdememoria
parainferirdependencias.Elprogramadorproveeinformacióndeprioridad
deejecuciónparacadatarea,ytambiénproveepolíticasdeplaniﬁcaciónde
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tareas,comolosonFIFO,pilaycoladeprioridades,porejemplo.Elhistorial
derendimientoesutilizadoporelplaniﬁcadorparaseleccionarlaestrategia
máseﬁciente[AAD+10].
Enlamismalíneadeanotacionesenelcódigofuentetambiénestáel
proyectoXKaapi[GFLMR13].Estetrabajausandodirectivasdecompilación
incluidasenelcódigofuentequedeterminalastareasaejecutarenparalelo,
similaracomoseusaOpenMP.Elplaniﬁcadoresdinámicoysigueunorden
FIFOsinconsideraralgúnotrofactordeoptimización.Lasdependenciasson
computadasporelsistemaamedidaqueunanuevatareaesnecesitada.
ElsistemaXKaapisoportasistemasheterogéneosalpermitirladeﬁnición
devariasversionesdecódigoqueimplementenunamismatarea.Elkernel
correctoesejecutadoconlaayudademeta-datosprovistosporelprogra-
mador.Laejecucióndelastareasesasíncronaytambiénseutilizalocalidad
dedatosenelprocesodeseleccióndelatareaaejecutar[FLBGR13].
TantoStarPUcomoXKaapisonsistemasdedeﬁnicióndetareasque
determinanautomáticamenteladependenciadedatosyconejecuciónasín-
crona,basadosenanotacionesincluidasenelcódigofuenteoriginal.Sinem-
bargo,noproveenningunaherramientaquepermitahacerelmodeladodel
algoritmoniunanálisispreliminardelmismo.Dadalasimilituddeambos
modelosconOpenMP,yquelaexperienciaenelanálisisdelalgoritmopara-
leloapartirdelcódigodecoradoparaOpenMPesmuycompleja,donde
muchosdelosfactoresqueimpactanenelrendimientoquedanocultosenel
código,laoptimizacióndeestetipodecódigoescomplejaydeestilo“prueba
yerror”.
ElHeterogeneousEarliestFinishTime(HEFT)esunaheurísticadeplan-
iﬁcacióncuyoobjetivoesminimizareltiempodeﬁnalización(“makespan”)
enplataformasheterogéneas[THW99].Modelalaaplicaciónparalelaconun
DAGenmúltiplestareascondependenciasdedatos,yelproblemadelplan-
iﬁcadoresdeterminarunaasignacióndetareasaprocesadoresparaquesean
completadasenunmínimotiempo.
LaheurísticaHEFTesunejemplodelasheurísticasbasadasenlistas
[RV09].Disponiendodeltiempopromedioparacompletarcadatarea,elal-
goritmoordenalasmismasenformadecrecientesegúneltiempocalculado
paralegaralatareaﬁnal,yseleccionaparacadaprocesador,latareacon
mayorvaloración.EstaheurísticaesutilizadaeneltrabajodeAguloet.al.
[AAD+10]obteniendolosmejoresrendimientos.
UnavariantedeHEFT,queutilizalookahead,fuepresentadaporBit-
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tencourtet.al.[BSM10].Lavarianteincluyeunagraduacióndetareas,yla
disponibilidaddetareasposteriormentehabilitadasalﬁnalizarlaejecución
decadauna.Setratadeevitar“cuelosdebotela”alvalorarmejoraquelas
tareasquehabilitenmástareasasuﬁnalización.
Entérminosgenerales,lostrabajosrelacionadospuedenserdivididosen
trescategorías:elmodelo,laejecuciónylaplaniﬁcación.Laprimeraincluye
alosdiversosmodelosdeRedesdePetri,lasegundaincluyealosproyectos
Quark,StarPU,XKaapiysistemassimilares,ylaúltimacategoríaincluye
lasoptimizacionesdelosplaniﬁcadores.Ningunodeeloscubrelastrescate-
goríascomoelmodeloPEMlohace:elmodeladodelalgoritmoenaltonivel,
luegosuconversiónaunconjuntodeparámetrosquegeneranunprograma
ejecutableconlaayudadelframework,yﬁnalmente,lasintoníaﬁnaenel
rendimientoconelusodelosobjetosdeclaseEvaluator.Enlomejorde
nuestroconocimiento,ningúnmodelopresentaenformaconjuntalostres
aspectosdelaprogramaciónparalela.
Enelpróximocapítulosonpresentadoslosexperimentosqueconvalidan
elmodelopresentado,usandocomobancodepruebas,aunpardealgoritmos
delálgebralinealfrecuentementeutilizados.
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Capítulo4
Experimentación
Enloscapítulosanterioresfueronpresentadoslosantecedentesyelmodelo
PEMbasadoenRedesdePetriyloselementosdesudiseño,ademásdel
frameworkdeejecucióndelmodelo.Enelpresentecapítuloseexponenlos
experimentosrealizadosparavalidarelmodelo,susantecedentes,decisiones
deimplementaciónylosresultadosdelosmismos.
Elcápitulocomprendelosexperimentosrealizadosconlosalgoritmosde
factorizacióndeCholeskyyde Multiplicaciónde Matrices,bajodistintos
tiposdemáquinasparalelas,comosonlosmulticore homogéneosyhete-
rogéneosconplacascoprocesadorasdeltipoGPGPU.
4.1 AlgoritmodeFactorizacióndeCholesky
Elprimerodelosalgoritmosqueseutilizópararealizarlaspruebasconel
modeloPEMeselalgoritmodefactorizacióndeCholesky.Elmismoyafue
introducidoenlasección2.3yserepitenaquílaspartesesencialesdelmismo
alosﬁnesdeteneramanoelalgoritmoyelmodelodesarroladoparaél.
ElalgoritmodefactorizacióndeCholeskyesunodelosmásusualesen
elámbitodelálgebralineal.Esaplicadoparalaresolucióndesistemasde
ecuacionesconciertaspropiedades,quepermitenseamáseﬁcientequeun
algoritmogeneral.DadaunamatrizAcuadrada,simétricaydeﬁnidapositiva,
derangor,selafactorizacomoA=L∗LT,dondeLesunamatriztriangular.
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LosvaloresdeLsecalculanconlassiguientesfórmulas:
lij = aij−
j−1
k=1
lik∗ljk /ljj 1≤j<i≤r (4.1)
lii = aii−
i−1
k=1
l2ik 1≤i≤r (4.2)
Sedestacaqueambasecuacionesimponenunasecuenciadepasosaseguir,
yaqueparacomputarlosvaloresdelaﬁlai,porejemplolii,pormediodela
ec.4.2,previamentedebehabersecomputadolosvaloresdelikenlamisma
ﬁla,k<i,utilizandolaec.4.1,yunavezcompletadosestoscálculos,recién
estándisponiblestodoslosvaloresnecesariosparacalcularelelementodela
diagonalprincipallii.
Asuvez,paracomputarcadavalorfueradeladiagonalprincipal,lij,es
necesariocalcularprimerotodoslosvaloresdelasﬁlasiyj,hastalacolumna
j−1.Estasecuenciadecálculosdeﬁneunafuertedependenciadedatos,con
unimpactoimportanteenlasrestriccionesaserrespetadasporunaejecución
paraleladelalgoritmo.
Elalgoritmopuedesercalculadoporbloquesenlugardevaloresindi-
viduales,comoespresentadoenla“LAPACK WorkingNotes191”(LAWN
191)[BLKD07],yporlotanto,utilizarlasrutinasdeﬁnidasparabloquesde
datosenlacolecciónBLAS[BLA01]yLAPACK[ABB+99].EndichaLAWN
seaconseja,ysesigueenestetrabajo,unadivisióndedatosenformadeblo-
quescuadros(“tiles”).Porlotanto,unamatrizderangoqseladivideen
n×nbloquescuadrados,cadaunodeelosderangor=q/n.Setomalacon-
vencióndecalcularlapartetriangularinferiordelamatriz,dadoelcarácter
simétricoquepresenta.
Elprocesamientoporbloquesdelamatrizutilizacuatrorutinas,xpotrf
deLAPACKyxsyrk,xgemmyxtsrmdeBLAS.La“x”queencabezalosnom-
bresdebereemplazarsepor“s”o“d”segúnlaprecisiónseasimpleodoble.Para
elcálculodelosbloquesenladiagonalprincipalseutilizanlasdosprimeras
yparalosbloquesfueradeladiagonal,losdosrestantes,operacionesconoci-
dascomo“panelfactorization”y“panelupdate”respectivamente(LAWN191
[BLKD07]).Seremitealaﬁguradepágina25,dondesegraﬁcanlospasos
delalgoritmoporbloques.
ElgráﬁcodelaFig.4.1muestraunasecuenciaparcialdepasosenla
ejecucióndelalgoritmo,conunadivisióndedatosen“tiles”de5×5.Esta
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Figure4.1:Secuenciaparcialdepasosenlaejecucióndelalgoritmode
Cholesky,divisióndedatosen“tiles”,n=5,“leftlooking”.
secuenciasecorrespondeconunaejecuciónsiguiendounesquema“leftlook-
ing”(LAWN223[LTN+09]).enlaprimeraﬁladecuadrosseexponenlas
tareasdel“panelfactorization”,dondeseactualizaelbloquedeladiagonal
principalpormediodelarutinaxsyrkyluegoseaplicalarutinaxpotrf,
obteniendoelresultadoﬁnalparaesebloque.Luego,lastareasdel“panelup-
date”,pormediodelamultiplicacióndematrices(xgemm)ylarutinaxtrsm,
conlocualacabaelciclo.
ElanálisisdelalgoritmofacilitaelmodeladoconlaCPN.Comopuede
apreciarse,soncuatrolasrutinasutilizadasalolargodelalgoritmo,locual
permitedeﬁnirlamismacantidaddeTransicionesenelmodelodelaCPN.
Además,elanálisisdelosbloquesutilizadosencadaunadeelaspermite
determinarlosdominiosquecorrespondenacadaPlazadelaCPN.Deesta
formaseconstruyelaCPNquemodelaelalgoritmo.Laexplicacióndetalada
deesteprocesofuepresentadoanteriormenteenlasección2.3,porcuantose
remiteaela.ElmodeloﬁnaldelalgoritmoesvueltoapresentarenlaFig.4.2
parasuusoenestasección.
Alosﬁnesdeunapresentaciónformaldelmodelodelalgoritmosiguiendo
ladeﬁnicióndeCPNdepag.17,dondeseplanteóqueunaCPNes:
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potr1 trsm2
potr
<i,i>
<i,i>
{n−i}
trsm1
syrk1
gemm2 gemm1
trsm
<j,i><i,i>
<j,i>
{n−j}<j,i>
{j−i−1}
<j,i>
syrk2
syrk
<j,i>
<j,j,i>
<j,j,i+1>
if(i+1<j)
<j,j>if(i+1=j)
gemm3 gemm
<i,q><j,q>
<j,i,q>
<j,i,q+1>if(q<i−1)
<j,i>if(q=i−1)
Figure4.2:ReddePetricoloreadaquerepresentaalalgoritmodefacto-
rizacióndeCholesky,decoradoparasuejecuciónparalela.
CPN=(P,T,A,Σ,V,C,G,E) (4.3)
sedescribiráncadaunodelosconjuntosqueconformanladeﬁnición.
•ElconjuntodeTransicionesTes:
T={potr,trsm,syrk,gemm}
•ElconjuntodePlazasPes:
P={potr1,trsm1,trsm2,syrk1,syrk2,gemm1,gemm2,gemm3}.
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ElnúmerodePlazasdeentradadecadaTransiciónsecorresponde
conelnúmerodeargumentosquelarespectivarutinatiene.
•ElconjuntodearcosdirigidosAes:
A={(potr1,potr),(trsm1,trsm),(trsm2,trsm),(syrk1,syrk),
(syrk2,syrk),(gemm1,gemm),(gemm2,gemm),(gemm3,gemm),
(potr,trsm2),(trsm,syrk1),(trsm,gemm1),(trsm,gemm2),
(syrk,syrk2),(syrk,potr1),(gemm,gemm3),(gemm,trsm1)}.
•ElconjuntodedominiosΣes:
Σ={D1,D2,D3,D4,D5}
D1,D2,D3⊂{N×N}
D4,D5⊂{N×N×N}
•ElconjuntodevariablesVes:
V={i,j,q}
•LafuncióndeasignacióndedominiosalasPlazasCes:
C(x)=


D1 ifx=potr1,trsm2
D2 ifx=trsm1,syrk1,gemm1
D3 ifx=gemm2
D4 ifx=syrk2
D5 ifx=gemm3
•LafuncióndeguardasenlasTransicionesGes:
G(x)=true ∀x∈{potr,trsm,syrk,gemm}
LasTransicionestienenimplícitalacondicióndeigualdaddelasvari-
ablesdelostokensdeentrada.
•LafuncióndeguardasenlosarcosEes:
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E(x)=


(q=i−1) ifx=(gemm,trsm1)
(q<i−1) ifx=(gemm,gemm3)
(i+1=j) ifx=(syrk,potr1)
(i+1<j) ifx=(syrk,syrk2)
Estasguardassecorrespondenconlascondicionesdeacumulaciónde
resultadosdadaladivisiónen“tiles”.
LatablaenFig.4.3contieneladeﬁniciónprecisadelosdominiosdecada
unadelasPlazasdelaCPNdeFig.4.2.EldominioD1correspondealos
bloquesenladiagonalprincipaldelamatriz<i,i>.EldominioD2co-
rrespondealosbloquesenlapartetriangularinferiorquesonargumentode
xsyrkyxtrsm,yelprimerargumentodexgemm.EldominioD3essimilar,
peroparaelsegundoargumentodexgemm,queesdeunaﬁlamayorala
delprimero.D4eseldominiodeladiagonalprincipaldexsyrk,peroque
levaunadimensiónadicionalparacontrolarlasecuencia.Igualsucedecon
D5paraeltercerargumento,elresultado,dexgemm.
LosvaloresquetieneelVectorde Marcado,M,antesdeliniciodela
ejecución,secorrespondenconlosbloquesdelamatrizensuestadoinicial,
esdecir,losbloques<1,1>,<1,2>,...,<1,n>,<2,1>,...,<n,n>
estánrepartidosporlasPlazasdelaCPN,delasiguientemanera:
PlazaenCPN Valores
potr1 <1,1>
trsm1 <j,1>,j=2...n
syrk2 <i,i,1>,i=2...n
gemm3 <j,i,1>,j=3...n,i=1...j−2,j>i
locualrepresentaquelaúnicatareahabilitadaesxpotrcon<1,1>.Los
restantesbloquesestánrepartidos,losdelacolumnaunobajoladiagonal
principal,comoargumentosdextrsm,losdeladiagonalprincipal,como
argumentosdexsyrk,ylosrestantes,lascolumnas2...n−1bajoladiagonal,
comoargumentosdexgemm.
ElVectordeMarcadoFinal,Mf,contieneceroentodassusposiciones,es
decir,quelostokensfueronabsorbidosporlasTransicionesynosevolvieron
agenerar.Laúltimatarea,xpotraplicadaalúltimobloquebloquedela
diagonalprincipal,elbloque<n,n>,nogeneraningúntoken,yaquela
salidadedichaPlazatienecomoindicadorderepetición,alaexpresiónn−i,
porloquecuandoi=n,segenerancerotokens.
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Nombre PlazaenCPN Dominio
D1 potr1 <i,i>,i=1...ntrsm2
D2
trsm1
<j,i>j=2...n,i=1...j−1,j>isyrk1
gemm1
D3 gemm2 <j,i>,j=3...n,i=1...j−2,j>i
D4 syrk2 <j,j,i>,j=2...n∧i=1...j−1∧j>i
D5 gemm3 <j,i,q>,j=3...n,i=2...n−1,
q=1...i−1∧j>i∧i>q
Figure4.3:DominiosdelasPlazasdelaReddePetriColoreadadelaFig.4.2.
Puedeverselacorrespondenciaentreelgráﬁcodesecuenciadetareasde
Fig.4.1yelmodelodeCPNdeFig.4.2.Enefecto,enelgráﬁcodesecuencia,
laprimeraﬁladecuadroscorrespondeconlarealizacióndelasTransiciones
(tareas)syrk,yunavezcompletatodalaﬁla,serealizapotr.Lasegunda
yterceraﬁladecuadrosenelgráﬁcodesecuenciassecorrespondenconla
realizacióndegemmytrsm.Previoalarealizacióndextrsm,todoslos
bloquesbajoladiagonaldebenhabersidoactualizadosconxgemm,locualse
reﬂejaenlaCPNporladependenciaquegeneraelarcodesalidadegemm
hacialaPlazatrsm1.Ladependenciadextrsmhaciaxgemmesimplícita
enelgráﬁcodesecuencia,dadoquelosbloquesactualizadosconxtrsmen
laúltimacolumna,servirándeargumentodeentradaparaelupdatedela
siguientecolumna.
PararealizareldesplieguedelaCPNenTPNsedeberealizarelcon-
teodelasrepeticionesdecadaTransición.Semantienelanomenclaturadel
númerodedivisionesen“tiles”comon,existiendoporlotanton×nbloques
cuadrados.ElcuadroenlaFig.4.4muestraelnúmerodevecesquecada
tareaserepite.Latareaxpotrserepitetantasvecescomobloquesexistan
enladiagonalprincipal.Lastareasxtrsmyxsyrktienenunconteoque
arrojaunvalorigualalasumatoriade1hastan−1,locualsereﬂejaenlas
respectivasfórmulas,conunordendecrecimientocuadrático.Elconteode
xtrsmvadesden−1hasta1porcolumnas,yeldexsyrkvadesde1hasta
n−1porﬁlas.
Elconteoparalarepeticióndelatareaxgemmesunmáscomplejo.El
númeroderepeticioneseslasumatoriaparaqde1hastan−2delnúmero
triangularparaq,loqueesequivalentealnúmerotetrahédricoparaq−2
[Wei].Estevalortieneunordendecrecimientocúbico.
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Tarea Repeticiones
xpotr n
xtrsm Σn−1i=1 i=n×(n−1)2 =(n
2−n)
2
xsyrk Σn−1i=1 i=n×(n−1)2 =(n
2−n)
2
xgemm (n−2)×(n−1)×n6 =(n−2)
3
6 +(n−2)
2
2 +(n−2)3
Figure4.4:Númeroderepeticionesdecadatareaenlaejecucióndelalgoritmo
deCholesky,paraunnúmerondedivisionesen“tiles”.
potr
(a)
n=1
potr
trsm
syrk
potr
(b)
n=2
potr
trsmtrsm
syrksyrkgemm
potr
trsm
syrk
potr
(c)n=3
potr
trsmtrsmtrsm
syrk syrk syrk gemm gemm gemm
potr
trsm trsm
syrk syrk gemm
potr
trsm
syrk
potr
(d)n=4
Figure4.5:TPNdesplegadadesdelaCPNdeFig.4.2usandodiferentenúmero
dedivisionesen“tiles”(n).
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op\n 1 2 3 4 5 6 8 10 12 15 20
potr 1 2 3 4 5 6 8 10 12 15 20
syrk 0 1 3 6 10 15 28 45 66 105190
trsm 0 1 3 6 10 15 28 45 66 105190
gemm 0 0 1 4 10 20 56 1202204551140
total 1 4 10 20 35 56 1202203646801540
tareas
secuen. 1 4 7 10 13 16 19 22 25 28 31
Figure4.6:Númerodecadaunadelastareassegúnelnúmerodedivisiones
en“tiles”delalgoritmodeCholesky.
LaredTPNpermiterealizaruninteresanteanálisisdelalgoritmopara
suejecuciónparalela.ElmismosehalagraﬁcadoenlaFig.4.5,dondese
muestranloscasosdesplegadosparaunadivisiónde“tiles”den=1,2,3,4.
Elgráﬁcomuestraelnúmeroascendentedetareasquesevangenerandoa
medidaqueaumentaelnúmerodedivisiones,manteníendoseaunmismo
nivellastareasrestantesparaﬁnalizarlaejecución.Además,cadaniveltiene
lastareasquequedanhabilitadasalhaberseﬁnalizadolasdelnivelsuperior.
DelanálisisdelgráﬁcodelaFig.4.5sedesprendelaexistenciadeun
“caminocrítico”formadoporlasecuenciadetareasquegeneraunadepen-
denciadedatosquenopuedesersobrepasada.Acadaincrementoenel
númerodedivisiones,segeneraunasecuenciaformadaporlastareasxpotr,
xtrsmandxsyrkquedebenserejecutadasenformasecuencial.
Otrohechoimportanteenelanálisisdelaejecuciónparalelaeslaexisten-
ciadepuntosde“cuelodebotela”generadoscadavezqueserealizalatarea
xpotr,porloqueparaevitarlainactividaddelosprocesadoresparalelos,se
debetratardeevitardecompletartodaslastareasdisponiblesacadanivel(o
altura)delalgoritmo,avanzandosobrexpotrcadavezqueestéhabilitada.
LatabladelaFig.4.6muestraelnúmerodevecesquecadatareadebe
realizarsesegúnseaelnúmerodedivisiones.Latareaxpotrtieneuncre-
cimientolineal,xtrsmyxsyrkcuadráticoyxgemmcúbico,porloquealos
ﬁnesdeunaejecucióndealtorendimientodebeoptimizarselaejecuciónde
éstaúltima.Elúltimorenglóndelatablapresentaelnúmerodetareasse-
cuenciales,acordealoexpresadoenelpárrafoanterior.
Delestudiodelgráﬁcodedespliegueydelatabladecantidaddeopera-
ciones,puededesprendersequeesconvenientetenerunaltonúmerodedivi-
sionesalosﬁnesdeaprovecharelpotencialdecálculodeunamáquinacon
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másdecuatroprocesadoresparalelos.Enefecto,supongamosqueelnúmero
dedivisionesde“tiles”esdeochon=8.Enestecasotendremosuntotal
de120tareasarealizar,perocon19pasossecuenciales,porloquehaciendo
uncálculoredondeado,120/20≈6,eselnúmerodeprocesadoresutilizado
enpromedioporlaejecuciónparalela.Unasubutilizacióndelacapacidadde
procesamientoesevidente.
Sinembargo,debetenerseencuentaelnúmerodetareasgeneradaspor
unaltovalorden,yaqueparaelcasoenquen=20,segeneranmásdemil
quinientastareas,loqueimponeunagravosacargadeprocesamientoenla
administracióndelastareasquedebeserevitada.Enestecaso,lasMatrices
deIncidenciapodríanocuparmásespacioyrequerirmásprocesamientoque
losbloquesdedatossobrelosquesequiererealizarelcómputonecesario.
Porloqueserequiereunequilibrioentreelnúmerodeprocesadoresparalelos
yelnúmerodedivisionesdelamatrizparaoptimizarrendimiento.
4.1.1 EjecuciónSimulada
Conlaﬁnalidaddepoderrealizarunapruebapreliminardel modelo,se
desarrolóunsimuladorenlenguajedealtonivelquepermitacomprobar
elcomportamientodelmismo.ParaeloseprogramóenlenguajeSmaltalk
unsimuladorquepermiteejecutarhilos,eimplementarenunlenguajecon
orientaciónaobjetos,elmodelodiseñado.
EneltrabajoconelsimuladordelmodeloPEM[WDG13]sesimulóla
ejecucióndelalgoritmodeCholeskyenunamáquinaparalelacompuestapor
cuatroplacasGPUdeltipoNVIDIAGTX470.Seobtuvieronlostiemposde
ejecucióndecadarutinayesostiemposfueronusadosenlasimulación.Los
tiempossetomaronparadiversostamañosdebloquescuadradosutilizandola
bibliotecaCUDA4.0[Corc],comoimplementacióndeBLASparaGPGPU,
paralasrutinasxtrsm,xsyrkyxgemm.Paralarutinaxpotrsetomóel
tiempoutilizandolaimplementacióndelabibliotecaMAGMA[tUoTa].En
todosloscasosseincluyóeltiempodelacomunicacióndedatosdesdela
memoriaprincipalalaplacaGPGPUyviceversaparaladevolucióndel
resultado.LostiemposobtenidossemuestranenlatabladeFig.4.7.Se
asumióqueporcadaplacaGPGPUseutilizaunthreaddeCPUparasu
control.
Unadelasprincipalespruebasquefueronrealizadasenlasimulaciónesla
referidasalschedulingdinámico.Paraelosedeﬁnieroncuatroestrategiasde
schedulingdistintas.Dosdeelasfueronlasclásicas“leftlooking”(LL)y“right
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Rutina Pres.
simple
6000
Pres.
doble
6000
Pres.
simple
8000
Pres.
doble
8000
xpotr 0.249 0.882 0.509 1.895
xtrsm 0.568 2.018 1.122 N/A
xsyrk 0.465 1.907 1.001 N/A
xgemm 0.755 3.506 1.678 N/A
Figure4.7:Tiemposobtenidosparalasrutinasejecutadasenunaplaca
GPGPUNVIDIAGTX470,ensegundos.
looking”(RL)(verpag.52).Recordemosqueambassonsincrónicas,yque
“leftlooking”actualizalosbloquesenlacolumnaactualconlosargumentos
alaizquierda,mientrasque“rightlooking”actualizabloquesaladerechade
lacolumnaactual[KD06].
Dosestrategiasdinámicasfueronsimuladas,ambasbasadasenelDAG
dedependencia,condiferenciaenlamétricautilizadaparalaselecciónentre
variastareashabilitadas.Laprimera,lamada“heighttree(HT)”,selecciona
latareahabilitadaqueestáenunaposiciónsuperiorenelgrafodedependen-
cia,esdecir,actuacomounacolaFIFO.Lasegunda,lamada“inversetree
(IT)”,seleccionalatareaquetieneuncaminomáslargohastaelﬁnaldela
ejecución,esdecir,quetienemayornúmerodetareaspordelante,sintener
encuentaeltiempodeejecucióndecadaunadeelas.Encasodeigualdad,
seaplicaunaselecciónnodeterminística.
Lasﬁguras4.8y4.9muestranejemplosdelosDAGparalosschedulers
dinámicosutilizadosenlaspruebas.EnHTelniveldelatareaesasignado
segúnlaetapaenquelamismaquedehabilitada.EnIT,deacuerdoalnúmero
detareasrestantesensucaminomáslargohastaelﬁnal.Porejemplo,latarea
trsm41tienenivel8enelprimercaso,peronivel6enelsegundo.
Lasdiferenciasentreambosschedulerssemuestranenelsiguienteejem-
plo.Supongaquetieneunamáquinacontresprocesadoresparaleloshomogé-
neos.Laprimeratareaaejecutarespotr11,yenlasegundaetapatrsm21,
trsm31ytrsm41.Enlaterceraetapa,schedulerHTseleccionacualquiera
entrelas7quetienedisponibleaesaalturadelaejecución,peroelscheduler
ITseleccionasyrk21,gemm2131ygemm2141.PuedeverseenlaFig.4.9que
syrk21esunatareaprioritariaenelcaminoalﬁnaldelaejecuciónporque
habilitaapotr22.ElschedulerHT,puededilatarsuselecciónaunaetapa
posterior,impactandoeneltiempototaldeejecución.
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Figure4.8:GrafodeDependenciadelalgoritmodeCholesky,división4×4.
Losvaloresdeladerechareferencianelnúmerodeetapaenquelatarea
quedahabilitada,mayorvaloresanterior.
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Figure4.9:GrafodeDependenciadelalgoritmodeCholesky,división4×4.
Losvaloresdeladerechareferencianelnúmerodeetapaenquelatareamás
tardíaenquedebeserrealizada,mayoresanterior.
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EnlatabladeFig.4.10sepresentanlosresultadosdelassimulacionesde
ejecuciónparacuatroprocesadoresconbloques(tiles)derango6000y8000,
precisiónsimple,siendoestostamañosrepresentativosdelasimulaciónen
general.Lamétricaderendimientoutilizadaeslainactividaddelosproce-
sadores,calculadacomoladiferenciaentreeltotaldelaejecuciónyeltiempo
deefectivocálculo.Parlosschedulerdinámicos,elniveldealturaquecada
tareatienefuecalculadoporelobjetoEvaluatorconunpatróndediseño
“singleton”aliniciarlaejecucióndelprograma.
Tam.
Bloque
tiles Procs. Algor. Tiempo
(seg)
%tiempo
inact.
6000 6 4 LL 17.50 53.66
6000 6 4 RL 13.26 38.77
6000 6 4 HT 10.16 20.56
6000 6 4 IT 9.51 14.97
6000 8 4 LL 40.59 53.45
6000 8 4 RL 26.33 28.47
6000 8 4 HT 20.98 10.95
6000 8 4 IT 20.69 9.65
8000 6 4 LL 36.89 53.35
8000 6 4 RL 27.79 38.08
8000 6 4 HT 21.37 19.64
8000 6 4 IT 19.95 13.96
8000 8 4 LL 85.34 53.16
8000 8 4 RL 55.05 25.37
8000 8 4 HT 44.30 10.21
8000 8 4 IT 43.71 8.97
Figure4.10:Resultadodelasimulaciónparadivisiónen“tiles”de6y8.
ParaelalgoritmodefactorizacióndeCholesky,elschedulerRLreporta
losmejoresresultadosparaunschedulerestático,loqueesconsistenteconlos
resultadosdelaLAWN223[LTN+09].Paraunschedulerdinámico,algoritmo
ITdaresultadospróximosalóptimo.Lasﬁguras4.11and4.12presentanun
gráﬁcodelíneadetiempoparalosschedulerRLeIT.
73
Fig
ure
4.1
1:
Lín
ea
de
tie
mp
od
el
as
im
ula
ció
np
ara
el
sch
edu
ler
RL,
tile
sc
on
n=
8,
ra
ngo
del
blo
que
de
800
0y
4
pro
ces
ad
ore
s
74
Fig
ure
4.1
2:
Lín
ea
de
tie
mp
od
el
as
im
ula
ció
np
ara
el
sch
edu
ler
IT,
tile
sc
on
n=
8,
ra
ngo
del
blo
que
de
800
0y
4
pro
ces
ad
ore
s
75
Enlosgráﬁcosdelasﬁgurasanterioressedestacandoscosas:primero,
eltiempoinactivodelosprocesadoresenlospuntosdesincronizaciónpara
RL,loquesucedealacercarsealatareapotrdeunnuevociclo,segundo,y
laprácticamenteausenciadetiemposinactivosparaIT.Comoseexpusoen
lasecciónanterior,laexistenciadeunasecuenciadetareassecuencialesno
puedeserevitada,nialcomienzodelaejecución,nialﬁnal.Fueradeestos
tramos,noexistentiemposinactivosparaestealgoritmo,loquesereﬂejaen
losresultadosexpuestosenlatablarespectiva.
4.1.2 Ejecuciónenelframework
Conresultadostanpromisoriosenelsimulador,lapróximaetapaconsistió
encodiﬁcarelframeworkyrealizarejecucionescondatosycomunicaciones
reales.ParaelofueimplementadoeldiseñoenlenguajeFORTRAN,versión
2003,utilizandolasfuncionalidadesdeorientaciónaobjetosquelamisma
tiene.Ademásserespetólaarquitecturadeanidamientodethreadsendos
nivelesparapodertenerunaconﬁguraciónﬂexibledelosprocesadorespara-
lelosyprobarcombinacionesparalograrmejoresrendimientos.
LosexperimentosserealizaronsobredosmáquinasSMPdistintas,una
conprocesadoresAMDyotraconprocesadoresIntel,deformatalquesea
necesariorealizarajustesenelconﬁguracióndelosprocesadoresencada
máquinaconlaﬁnalidaddeoptimizarrendimientosyqueseandiferentesen
cadaequipo[WDG14b].
LamáquinaAMDconstadecuatrochipsAMD6344de12corescada
uno,loquehaceuntotalde48procesadoresparamemoriacompartidaa
2600Mhz.LaotramáquinatienedosIntelXeonE5-2680de8corescada
unaconhypethreading,loquehaceuntotalde16coresy32hilosdeejecución
a2700Mhz.
4.1.3 LamáquinaconprocesadoresAMD
EnlamáquinaAMDseutilizóelcompiladorgfortran4.7.2ylabiblioteca
ACML5.3.0,loscualessonlos másapropiadosparasuarquitectura,ya
queelcompiladordisponedeanidamientodehilosyaﬁnidaddecorespara
laarquitecturaAMD,ylabibliotecaderutinasmatamáticasACML,esla
desarroladaporlamismaempresaAMD.
Paralaconﬁguracióndelosexperimentosconelframeworksemantuvo
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lamismadeﬁnicióndelalgoritmoparalaCPNysureddesplegada,dadasen
lasecciónanterior.Solofuenecesarioconﬁgurareltipoynúmerodeobjetos
Processorparacadamáquinaparalela,elnúmerodecoresqueconformana
cadaunodeelos,laaﬁnidaddeestosparaaprovecharlalocalidadespacial,
yelsoporteinformáticodelafunciónγi,queasignaelkernelaejecutarpara
cadatarea.Dadoqueseutilizarondosdiferentesbibliotecascomoimple-
mentacióndeBLAS,encadacasohuboqueajustarγi.Cadaunodeestos
parámetrosfueconﬁguradoenarchivosdeconﬁguracióndeformatoXML.
LaarquitecturadelamáquinaAMDtienecuatrochipsde12corescada
uno.CadachiptienedosbloquesdememoriacacheL3asociadoaseiscores,
porcuantolalocalidadespacialesmejordeaseiscoresvecinosquecomparten
dichamemoriaL3.Paraoperacionesdepuntoﬂotante,elmicroprocesador
compartecadadoscoresunaunidaddemultiplicaciónysumafusionada
(FMA)quepuederealizarsimultáneamenteambasoperacionesconregistros
de256bits,locualmejoraelrendimientodeestetipodeoperacionessobre
elprocesadorbásico.ComolabibliotecaACMLutilizadahaceusodeestas
unidades,selimitóa24elnúmero máximodeobjetosProcessorquese
utilizaránparaestamáquina.
LaarquitecturadelamáquinaAMD,utilizandolasunidadesFMA,per-
miteconﬁgurarunrangodeprocesadoreslógicosqueabarcadesdecombina-
cionesde24×1,esdecir24deunasolaunidadFMA,hasta4×de6FMA’s
cadauno.Elrendimientoenelprocesamientoqueselogrealcanzardepende
deloeﬁcientementequelabibliotecaACMLestéprogramadaparautilizar
estasarquitecturas.
Ladisposiciónlógicadelhardwareﬁnalmenteutilizadaenlaspruebasha
sidoden×1procesadoreslógicodebidoadoscausas.Laprimera,aunque
demenorpeso,esquelosexperimentosestándestinadasaprobarlabondad
delmodeloPEM,porloqueunmayornúmerodeprocesadoresimplicauna
mayorcargadeadministracióndelprocesamientoparalelo,locualpermite
comprobarlasventajasoloslímitesdelmismo.Lasegundacausa,esque
laversióndeACMLutilizada,lamásavanzadaensumomento,tieneun
pobrespeedupalusarmásdeunaunidadFMA.Enefecto,laversiónque
implementaejecuciónparalelaconFMA,escalapobrementeparalasrutinas
ssyrk,strsmyspotrfcuandoseconﬁguraparavarioshilos(6,8,etc.).
Enconsecuencia,cadaobjetoProcessorejecutaelkerneldelaversión
secuencialdeACMLconusodeFMA.Sinembargo,yalosﬁnesdeevi-
tarsolapamiento,laaﬁnidadconloscoresfísicosdecadaprocesadorlógico
esimportante,paraquecadaunodeestosutiliceenformaexcluyenteuna
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procs 8 16 24
rango tiles segs ﬂops segs ﬂops segs ﬂops
12000
8 3.14 183 2.89 199 3.12 185
12 2.91 198 2.21 260 2.38 242
15 4.05 142 4.07 141 4.42 130
24000
8 22.11 208 18.98 243 20.33 227
12 19.28 239 13.49 342 14.98 308
15 19.21 240 12.06 382 13.73 336
30000
8 43.05 209 36.99 243 40.90 220
12 36.02 250 25.11 358 25.74 350
15 35.50 254 23.11 389 23.42 384
Figure4.13:TiempoensegundosyrendimientoenGFlopsparapruebascon
rangodematrizde12000,24000y36000;8,16y24procesadoreslógicos;
divisiónentilesparan=8,12,15,enlamáquinaAMD.
tiempo xpotr xsyrk xtrsm xgemm
ejecución 0.1010 0.2098 0.2042 0.2853
preparac 0.0039 0.0066 0.0049 0.0045
Figure4.14:Tiempopromedioensegundosparacadarutinautilizadaenel
algoritmoparaelcasode16procesadores,divisióndetilesn=15yrango
dematriz24000,enlamáquinaAMD.
unidadFMAsintenerquecompartirlaconotroprocesadorlógico.Paraelo
sedeﬁnióquelos48coresseandivididosen24bloquesde2coresconsecu-
tivoscadauno,deformataldequecadaunidadFMAessoloutilizadapor
unúnicoprocesadorlógico.
Losresultadosdealgunaspruebasconladisposiciónreciénexpuestason
presentadosenlatabladeFig.4.13.Elcuerpodelamismacontienelos
tiemposensegundosyelrendimientoenﬂopsobtenidosparadiversascom-
binacionesdedivisióndetiles(n=8,12,15),rangodematrizafactorizar
ynúmerodeprocesadoreslógicosutilizados.Todoslosresultadoscorrespon-
denapruebasrealizadassiguiendoelschedulerITdelasecciónanterior.
Porbrevedadsepresentanlosresultadosmásrepresentativos.Laspruebas
conunadivisióndetilesmenorque8ymayoraquincedanresultadoscuyo
rendimientoespeoralexpuestoydejandesersigniﬁcativos.
LatabladeFig.4.14contienelostiemposdeejecuciónpromediodecada
rutinautilizadaenelalgoritmo,implementaciónACML5.3.0,utilizandola
unidadFMA,unúnicocore,obtenidosdelaejecucióndelalgoritmoparaun
rangode24000,divisióndetilesn=15y16procesadoreslógicos,esdecir,
paraunbloquecuadradoderango1600.Estáexpuestacomoreferenciade
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lostiemposunitariosinsumidosporcadarutina.Adicionalmente,exponelos
tiemposde“overload”promedio,queincluyeeltiempodeseleccióndela
tarea,búsquedadelosdatosrespectivosylainsercióndetokensalﬁnalizar
laejecución,esdecir,todalasobrecargadebidaalmodeloyalscheduler
utilizado.
ElanálisisdelosresultadosdelaspruebassobrelasmáquinaAMDex-
puestoenlasdostablasanteriorespermiteconcluirque:
•Unnúmeropequeñodedivisiónentiles,menora8,generainsuﬁcientes
tareasparaunnúmerode8omásprocesadores.Porelcontrario,un
altonúmerodedivisionesgeneraunasobrecargadeprocesamiento,por
loqueseevidencialanecesidaddelbalanceentrelacantidaddetareas
paralelasyelnúmerodeprocesadoresparalelosutilizados.
•Lasobrecargadecadatareaindividualesdelordendelosmilésimos
desegundo,porloquenoconvieneparatareasqueseejecutenenel
ordendelascentésimas,almenosdebenserdelordendelasdécimasde
segundo,esdecirdosórdenessuperiores.Enparticular,enlaspruebas
realizadas,lasobrecargapromedióel2%deltiempodeejecuciónde
cadatarea,locualesbajoimpactosobreeltotaldelaejecución.
•Ladivisióndetilesn=15genera680tareascon1800parámetros,el
cualeltamañodecadaMatrizdeIncidencia.Silosbloquesdedatos
utilizadosparaelcálculopropiamentedichosonderango1600,hay
unasimilituddemagnitudesentrelosdatosaprocesarylosdatos
necesariosparaprocesarenparalelo.Enelítemanteriorseexpusoque
lasobrecargarealveriﬁcadafuepequeña,perocreceexponencialmente
porelimpactodelatareaxgemmenelalgoritmo,comoseexpusoenla
Fig.4.6.
•Elmejorresultadoseobtuvoparaunamatrizderango30000,16proce-
sadoreslógicosyladivisióndetilesn=15,alcanzando389Gﬂops.
DadoquelamáquinaAMDtieneunpicoteóricodeprocesamientode
998Gﬂops1,selogróunautilizacióndecasiel40%desucapacidad
máxima.Siademássetieneencuentaquefuelogradoconsolo16de
los24unidadesFMAdisponibles,elporcentajedeprocesamientocrece
al58%.Estosvaloressonmuybuenosconsiderandolapartesecuencial
delalgoritmoylasfalasdecachenecesariamenteocasionadasporel
altovolumendetráﬁcodedatosentrelamemoriaprincipalylacache
L3.
1998Gﬂops=2.6Ghzx24fmax2opsx8valoresdeprecisiónsimple
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•Elusode24procesadoreslógicosnogenerarendimientossuperioresal
usode16.Laconﬁguraciónfísicadelamemoriaenelequipo,donde
ocupaunsolobancodememoriayporlotantoutilizaunúnicocanal,
generaunasaturaciónenelusodedichocanalparaelcasode24proce-
sadores.Esteresultadoseconcluyedebidoaquelostiemposunitarios
deejecucióndelasrutinaspresentanunaaltavariabilidadparaeste
caso,concasosextremosdeldobledetiempo.Para16omenosproce-
sadores,lasdiferenciasentrelostiemposunitariosparaunamisma
tareaapenasleganalordendelascentésimas,siendomuyestables.
4.1.4 LamáquinaconprocesadoresIntel
LamáquinabasadaenprocesadoresInteltienedosmicroprocesadoresdel
tipoXeonE5-2680,con8corescadauno,loquehaceuntotalde16proce-
sadoresfísicos.Además,cadacoredisponedeunaunidadAVX(Advanced
VectorExtensions)queutilizaregistrosde256bitsquepermiterealizaren
formasimultáneaadiciónymultiplicaciónsobredichosregistros,similara
launidadFMAdeAMD.Disponiendode16unidadesAVX,lacapacidad
teóricadeprocesamientoessimilaralamáquinaAMD,alcanzandolos691.2
Gﬂops.
ParaesteequiposeutilizóelcompiladorIfortranylabibliotecaderutinas
MKL,versiónIntelComposer2013suite,apriorielmásapropiadoparala
arquitecturaenestamáquinaalmomentoderealizarlaspruebas.Aligual
queparaelcasodelamáquinaAMD,entodaslaspruebas,seutilizóprecisión
numéricasimple,paramantenerconsistencia.
LatabladedelaFig.4.15contienelosresultadosmássigniﬁcativosde
laspruebasrealizadassobreestamáquina.Deformasimilaralosexperimen-
tosrealizadosconlamáquinaAMD,ladivisióndeprocesadoreslógicosse
hizotomandounasolaunidadAVXparacadauno.Enestaoportunidad,al
usartodalacapacidaddeprocesamientoseobtienemejoresresultadosque
alutilizarsolounaparte.EnlamaquinaIntellamemoriaestádistribuida
endoscanales,porloquelasaturacióndelmemorychannelobservadaan-
teriormentenoserepite.
AdiferenciadelabibliotecaACML,suparMKLestámejorpreparada
paralaejecucióndesuskernelsenparalelo,porloquesepresentanresul-
tadosdepruebasadicionalesconestalibreríaconvariascombinacionesdel
númeroycomposicióninternadelosobjetosprocesadorparalos16threads
(ounidadesAVX)disponibles.Losresultadosmássigniﬁcativossepresen-
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procs 8x1 16x1
rango tilesn segs ﬂops segs ﬂops
24000 8 17.08 270 13.25 34812 14.35 321 9.52 484
48000 8 140.59 262 101.73 34212 109.24 337 70.99 519
Figure4.15:TiempoensegundosyﬂopsenGFlops,conmatricesderango
24000y48000,8y16procesadores,divisiónentilesn=8,12,enlamáquina
Intel.
procs 1x16 2x8 4x4 8x2
rango dvs segs ﬂps segs ﬂps segs ﬂps segs ﬂps
24000 12 11.69 39210.17 453 8.98 513 8.40 549
48000 12 69.73 52962.72 58859.81 61660.33 611
Figure4.16:TiempoensegundosyﬂopsenGFlopsparapruebasderango
24000y48000,con16threadsdivididoslógicamenteendoblenivel(proce-
sadorxthreadsinternos)encombinacionde1x16,2x8,4x4,8x2,ydivisiónde
datosentilesn=12,enlamáquinaIntel.
tanenlatabladeFig.4.16,loscualesfueronobtenidostomandoelmejor
casoobservadodeladivisiónde(16x1),elcual,segúnlatablaprecedente,
esparaelcasodedivisióndetilesn=12,ﬁjandoestenúmerodedivisiones
yrealizandolaspruebasparaotraslacombinacionesenladivisiónlógicade
procesadores,asaber1x16,2x8,4x4y8x2.
Elanálisisdelosresultadosnospermiteconluirque:
•EnformasimilaralosresultadosobtenidosporlamáquinaAMD,el
númerodedivisionesdetilesdebeserlosuﬁcientementealtopara
disponerdeuntareashabilitadasynotrabarlaejecuciónparalela.
Enestecasohasidoelóptimoparan=12.
•Aumentarelnúmerodeprocesadoreslógicosde8a16noescalapropi-
amente,perogeneraunamejoraenelrendimientodel50%,ynose
mantieneestablecomoenelcasodelamáquinaAMD.
•ElmejorresultadoparalosobjetosProcessorcompuestosdeunúnico
threadseobtuvoparaunrangode48000ydivisióntilesn=12arro-
jandounresultadode519Gﬂop.Considerandoelpicodecapacidadde
procesamientodelos16procesadores,latasadeusodeestosalcanza
cercadeun75%desucapacidadteórica,loqueevidenciaunbuen
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manejodelaspérdidasdecacheylaadministracióndelosprocesos
paralelos.
•Laspruebasparaprocesadoreslógicoscondobleniveldedivisiónde
hilosmuestranelmejorresultadosparacuatroobjetosProcessorcon
4hilos(AVX)cadauno,alcanzandounpicoderendimientode616
gﬂops,muycercanoalmáximoteóricode691.2gﬂops.
•Estosresultadosdanevidenciadedosfactores:elbuenmanejodela
bibliotecaMKLparalaejecuciónconmúltiplesthreads,yporotrolado,
queelusodetodoslosrecursosdeprocesamientodelequipofísicoes
mejoraprovechadoporelmodelobajopruebaqueporlamismabi-
blioteca.Enefecto,siconsideramoslaejecucióndelabibliotecacon
los16hilosenunúnicoproceso(1x16),arrojaunrendimientode392
y529gﬂopsparaelcasodematricesderango24000y48000respec-
tivamente.Sinembargo,siparalaejecuciónseutilizaelmodeloPEM
conunaconﬁguraciónde4procesadorescon4hiloscadauno(4x4),
ode8x2procesadores,losresultadossonmejoresqueparalapropia
biblioteca,dandopruebadeloconvenientedelmodeloalpoderconﬁ-
gurarlaejecuciónparalelaenformaágileindependientedelmodelo
delalgoritmo,ylograrunaejecuciónrealconel89%delusomáximo
delacapacidaddeprocesamiento.
Finalmente,yamododeilustración,laFig.4.17muestralalineade
tiempodelaejecucióndeunodelaspruebasparalamáquinaIntel,conrango
dematriz24000,divisióntilesn=12y16procesadores.Lasejecucionescon
rangodematrizmayorgeneranprocesamientosmáslargosquesondifícilde
incluirenungráﬁcodeunapágina.Asímismo,losnombresdelastareasse
hanrecortadoalosﬁnesdequequepen.
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Lainactividaddelosprocesadoressepuedeobservaralinicioyenlas
etapasﬁnalesdelaejecucióndelalgoritmo,consistenteconloexpuestoan-
teriormenteygraﬁcadoenpag68.Sobresalelainactividadalﬁnaldelproce-
samiento.Tenerencuentaqueluegodelatareapotr9soloquedancuatro
etapasdelalgoritmo,con20tareasentotalporrealizar,delascuales10son
secuenciales,porloquelaposibilidadderealizartareasenparalelodisminuye
drásticamente.Enlaﬁgurapuedeversequeluegodedichatareaserealizan
másde20,locualesporlapriorizaciónqueelschedulerIThacesobrelas
tareasquemáspasostienenquehacerparalegaralﬁnal,generandouna
mayorutilizacióndelosprocesadoresenestasúltimasetapas.
Sedestacalaausenciadetiemposdeinactividadalolargodelrestode
lasetapasdeprocesamiento.Labajasobrecargatambienseevidenciaenla
ausenciadeespaciosinactivosentreelﬁnaldeunatareayeliniciodela
siguiente.
4.2 Multiplicaciónde Matrices
Losbuenosresultadosobtenidosenlosexperimentosdelasecciónanterior,no
sonsuﬁcientesparasatisfacerlasexpectativasdelabondaddelmodelo.Con
losexperimentossobreelalgoritmodeCholeskysecomprobóquelatareade
modeladodelmismobajolaspremisasdelmodeloPEM,sonrelativamente
simpleyﬂexiblesalahoraconﬁgurarelentornodeejecuciónparalelo,por
cuantounavezmodeladoelalgoritmo,nofuenecesariomodiﬁcarloparasu
ejecuciónendiversosentornosdemáquinasSMP.
Otrotipodepruebasfueronrealizadasyconsistieronenutilizarelmodelo
paraunentornodemáquinasdememoriacompartida,peroconprocesadores
heterogéneos,donderesaltelabondaddeldiseñodelmodelo,sobretodo,enlo
referentealaﬂexibilidadquebrindanlosobjetosEvaluator,losresponsables
paracadaobjetoProcessorenlaseleccióndelapróximatareaarealizar.
Dentrodeunentornoheterogéneo,cadatipodeprocesadordebetenerun
criteriodeseleccióndetareasdistinto,elcualpermitaquelosprocesadores
máslentosayudenenelprocesamientoglobalcontareasquenogeneren
demorasocuelosdebotelaalaejecucióntotal.
Elalgoritmoseleccionadoeselclásicodemultiplicacióndematrices(MM).
Seconsideranmatricescuadradasdenúmerosdeprecisiónsimple.Dadastres
matricescuadradas,A,B,C,deigualrangoq,setomacomoproductoma-
tricialaC=A×B,cuyafórmulagenerales:
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Cij =
q
k=1
Aik×Bkj (4.4)
dondeXijrepresentaelvalorenlamatrizubicadoenlaﬁlai,columnaj,
yCijseobtienepormediodelproductovectorialentreelvectorﬁlaienla
matrizAyelvectorcolumnajdelamatrizB.
Estealgoritmoesfácilmenteparalelizableyaquenoexistendependencias
dedatosentrelosresultadosencadaposición,porloqueenunamáquina
paralelaconmemoriacompartida,sepuedeobtenerelresultadoenconq×q
procesosparalelospotencialmente,cadaunodeloscualesrealizaunproducto
vectorial,cuyoresultadodeterminacadavalorenlamatrizC.Sinembargo,
estoúltimoesprácticamenteinviableyaquelaejecuciónparaleladeeste
algoritmotienesentidoenlamedidadeserejecutadaconmatricescuyorango
excedelargamenteelnúmerodeprocesadoresdisponiblesenunamáquina
paralela.
Laejecuciónparaleladeestealgoritmonecesitaentoncesdeladivisiónde
datos,paraquecadaprocesadorcomputeunapartedelresultadototal.Hay
dosformasfrecuentementeutilizadasparaestadivisión:divisiónporbandas
ydivisiónporbloquescuadrados(tile)[BLKD07].Ladivisiónporbandas
dividealamatrizAennbandashorizontales,alamatrizBennbandas
verticales,porloquelamatrizresultanteCpresentaunadivisiónden×n
bloquescuadrados,deformatalqueCi,j=Ai×Bj,dondelossubíndices
representanlosbloquesdecadamatriz.Ladivisiónportiledividetodaslas
matricesenn×nbloquescuadrados(tiles),Ci,j=ΣkAi,k×Bk,j,dondelos
subíndicesrepresentanlosbloquescuadrados.EnlaFig.4.18semuestranlos
gráﬁcosambasdivisionesdedatos.
Desdeunaópticadelaejecuciónparalela,existenciertosproblemascon
ambasformasdedividirlosdatos.Enladivisiónporbandasexisteunpro-
blemadebalancedecargaenelprocesamiento.SisedividenlasmatricesA
yBenbbandas,segeneracomoresultadob2bloquescuadradosenC,cada
unodeloscualesrepresentaunatareaindivisible.Todaslastareastienenla
mismacargadecómputo.Elproblemaesqueelnúmerodetareasdebeser
múltiplodelnúmerodeprocesadoresparaqueexistabalancedecarga,delo
contrario,surgeundesbalance.
Paraejempliﬁcarelproblemadelbalancedecargaenladivisiónpor
bandas,sisedisponede10procesadores,ysedivideen4bandas,segeneran
16tareasdeigualcarga,peroquealejecutarseenparalelo,laúltimaetapa
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(a)Divisiónporbandas (b)Divisiónportile
Figure4.18:Ejemplosdedivisiónporbandasypor“tiles”.
tendráseisprocesadorescalculandoycuatroinactivos.
Enelcasodeladivisiónportiles,sisedivideAyBen4×4bloques,enC
segeneranlamismacantidaddebloquesyademáselprocesamientototalestá
compuestopor64tareas(43)pararesolverlos16bloquesdeC.Elproblema
deldesbalancesigueexistiendoenlaúltimaetapadelprocesamiento,pero
atenuado,yaquelacargadelprocesamientodecadatareadetileesmenor,lo
cualgeneraunlapsodeinactividadmenorenlosprocesadoresnoutilizados
alﬁnalizar.
Ladivisiónportilesgeneraunaproblemadedependenciadedatos,por
cuantoelresultadoﬁnalCi,jeslasumadenproductosparciales,loscuales
debenserpreservadosparalograrelresultadoﬁnal.Estadependenciano
hacereferenciaarespetarunordendeejecución,perosíencuantoaquelos
resultadosparcialesquedebenseracarreados.Dichodeotraforma,sicada
productomatricialparcialesrealizadopordistintosprocesadores,obiendebe
hacerseunoacontinuacióndeotroparairacarreandoelresultado,obien
realizarelprocesodesumatoriadeproductosparcialesendosetapas,unaque
realicelosproductosmatricialesendondecadaprocesadoresindependiente
ylasegundaqueacumulelosresultadosparcialesdelaprimera.Estaúltima
opciónimplicaunasincronizaciónentrelosprocesosalmomentodehacerla
acumulación(operacióndetiporeduce).
LarutinadeBLASelegidaparaelcómputodelosproductosesxgemmy
dicharutinaresuelveenformaeﬁciente:
C = βC+αA×B (4.5)
dondeA,ByCsonlasmatricesyαyβsonescalares.Porotrolado,algunos
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microprocesadorestieneninstruccionesprimitivasqueresuelvenenforma
simultánealaadiciónylamultiplicación(FusedMultiplicationAdition),por
loquesepararambasendostareasdistintas,esinapropiadodesdeelpuntode
vistadelrendimiento.Sinembargo,comoseplateóanteriormente,realizarla
multiplicaciónylaadiciónenformasimultáneatieneladesventajadegenerar
unasecuenciadetareasquenosepuedenrealizarenparaleloporelacarreo
delresultado.
Unfuerteimpactoporutilizarrutinasquefusionenlamultiplicacióncon
laadición,esquedesdeelpuntodevistadesuejecuciónparalela,nopueden
realizarseenparalelocálculossobreunmismobloquedelamatrizC,paraque
lasacumulacionesserealicencorrectamente.Paraevitareldesbalancedelos
últimosbloques,debeevitarserealizartodoelcálculosobreunbloqueCantes
decontinuarconotrobloque,porquedeestaformaseestásecuencializando
elprocesamiento.Paragenerarunmayornúmerodetareasdisponiblesa
ejecutarseenparaleloyminimizareldesbalanceﬁnal,sedeberealizarun
procesamientoquedejeparcialmentecalculadoslamayorcantidadposiblede
bloquesdeC,deformataldequelosprocesadoressiempretenganbloques
paratrabajar,yevitarlasecuencializacióndelosúltimosbloques.Teneren
cuentaestecriteriopuedegenerarunasobrecargaenlagestióndelaejecución
paralela.
Elequipoconprocesadoresheterogéneossobreelcualserealizaronlas
pruebasesunequipoSMPcondosplacasGPGPU.Lascaracterísticasgene-
ralesdeestosequiposesquelasGPGPUtieneunrendimientosuperioralos
coresdelosmicroprocesadores,peroqueestasnoactúanindependientemente
delequipoprincipal,sinoquemásbienson“coprocesadores”auxiliaresdel
principal.LasplacasGPGPUdisponendeunamemorialocaldonderealizan
suscálculos,porloquelosdatosdebensertrasladadosdesdelamemoria
principalalamemoriadelaplacaGPGPU,luegocalcularydevolverel
resultadoalamemoriaprincipal.
Laheterogeneidadenestaclasedeequiposesmuyfuerte,yaquepara
algunasrutinasdeBLASlasGPGPUalcanzanunrendimientomuysuperior
alasCPU(x10osuperior).LacontrapartidaenlaGPGPUesellimitante
delamemoriainterna,muyinferiorcantidadalaprincipaldelequipo.El
desafíoparamatricesdegrantamaño,cuyorequerimientodememoriaexceda
aldisponibleenunaGPGPU,esparticionarlasydistribuirelprocesamiento
entrelasGPGPUsyloscoresdelequipo,deformatalqueelrendimiento
ﬁnalseaobtenidoporlapotenciadelasGPGPUcombinadaconlapotencia
deloscores.
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Laarquitecturadelamáquinaparalelaheterogéneadebesertenidaen
cuentaalosﬁnesdedesarrolarelmodelodelalgoritmoconPEM.Enparti-
cular,laejecucióndeMMserealizasobreelmismoequipoAMDdesección
4.1.2.SerecuerdaqueconstadecuatromicroprocesadoresAMDopteron6344
de12corescadauno,loquehacenuntotalde48cores,48GigabyteRAM
montadossobreunsolomemorychannel.Cadamicroprocesadortienedos
bloquesdememoriacacheL3cadaunode8MBytesyasociadoaseiscores.
Paraoperacionesdepuntoﬂotante,sedisponedeunaunidadFusedMultipli-
cationAddition(FMA)compartidacadadoscores.CadaFMApuederealizar
concurrentementeunaadiciónyunamultiplicaciónsobre256bits,loscuales
puedendividirseenregistrosde32o64bits.Aligualqueparaelcasodela
factorizacióndeCholesky,seránutilizadasestasunidadesparaelcómputo
sobreCPU,locuallimitaa24elnúmerodeprocesadoressimultáneos.
ParaelprocesamientoconGPGPUsemontaronsobreelcanalPCIde
dichoequipo,dosplacasNvidiaGTX680,cadaunadelascualesconstade
2GBytesdememoriay1536hilosdeejecuciónparalelaaunavelocidadde
procesamientode1006MHz.Elfabricantedelasplacasproveeparausolibre,
unaimplementacióndeBLASparaejecutarsesobrelasmismas,cuBLAS
[Corb],porloqueelalgoritmoparaleloseuniﬁcaencuantoalusodelarutina
xgemm,conimplementacionesacordeacadatipodeprocesadorutilizado.
Paralograrelmejorrendimientoconjunto,cadatipodeprocesadordebe
trabajarsobreeltamañodebloquequemejorrendimientoprovea.Enun
trabajoprevio[SOW13]seconcluyóqueeltamañoóptimoparalarutina
xgemmutilizandoACMLsobreCPUeselmayorposiblequequepeenla
memoriacacheL3.Porotrolado,paraelcasodelasGPGPUs,elmejor
rendimientoparadicharutinaselograconelmismocriterioqueparala
CPU,perosobreellímitedelamemoriaenlaplaca[WDG14a].Porloque
eldiseñodelalgoritmoparalelodebetenerencuentaunadobledivisiónde
datos,unadegranogruesoparalasplacasGPGPUs,yotradegranoﬁno
paralasCPU.
Unadecisióndediseñoquefuetomadaaldesarrolarlaspruebasesque
parafacilitarlaadministracióndelosbloquesdedatosdedostamaños,la
divisióndegranoﬁnoseaunafraccióndeladegranogrueso,deformatalque
unatareadeﬁnidaparagranogruesopuedaserrealizadaequivalentemente
porunconjuntodetareasdegranoﬁno.Ennuestrocaso,comolosbloques
menoresseasignanalasCPU’s,cadaCPU’srealizaunafraccióndelatarea
querealizaunaGPGPU,ypuedasercompletadaenformaequivalente,de
formatalqueseaindistintolanzarunatareasobreunprocesadorGPGPU
oenunconjuntodeprocesadoresCPU.Estadecisióndedivisióndedatos
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(a)ReddePetriColoreada(CPN)
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gemm3 <i,j>,i,j=1...n
(b)DominiosdelaCPN
Figure4.19:Divisiónporbandasparalamultiplicacióndematrices.
gemm1 gemm2 gemm3
gemm
<i,j>
<j,k><i,k,q>
<i,k,q+1>
(a)ReddePetriColoreada(CPN)
Plaza Dominio
gemm1 <i,j>,i,j=1...n{n}
gemm2 <j,k>,j,k=1...n{n}
gemm3 <i,k,q>,i,j,q=1...n
(b)DominiosdelaCPN
Figure4.20:Divisiónportileparalamultiplicacióndematrices.
facilitaelmodeladodelalgoritmo,comoseveráacontinuación.
Alosﬁnesdededeterminarelformatomásconvenienteparaambos
tiposdedivisiones,losmismosseanalizanacontinuación.EnlaFig.4.19
sepresentaelgráﬁcodelaCPNquedeﬁneelalgoritmoparaladivisiónpor
bandasylosrespectivosdominios.PuedeversequelaCPNesmuysimple,
yaquetansoloexistecomotareaxgemmysustresPlazas,querepresentan
losbloquesdelasmatricesA,ByC.
LosdominiosdecadaPlazaayudanacomprendermejorlaCPN.Lasdos
primerasPlazasrepresentanlasbandasbloquedeAyBrespectivamente,
paralascualesnecesitaunasoladimensiónenlossubíndices,mientrasquela
tercerPlazarepresentalamatrizresultanteC,dondeesnecesariodisponerde
dosdimensionesparalossubíndices,segúnloexpuestoanteriormente.Puede
verseenlatabladedominiosquelasdosprimerasPlazastienensustokens
repetidosnveces,siendonelnúmerodebloquesenladivisión,locuales
necesarioyaquecadabandaintervienenvecesenloscálculos.
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Figure4.21:DesplieguedelaCPNdeparaladivisiónportile,paraunsolo
bloquegenéricoCi,j,ybajoelsupuestodequelacantidaddedivisionesn=4
EnlaFig.4.20sepresentaelgráﬁcodelaCPNquedeﬁneelalgoritmo
paraladivisiónportileysusdominios.AquílaCPNtambiénessencila,
soloquecambianlosdominiosdelasdosprimerasPlazas,yaqueenestecaso
esnecesariocontarcondosdimensionesparalossubíndices.LaterceraPlaza
necesitadetresdimensiones,yaqueahoraesnecesarioagregarunadimensión
querepresentelasecuenciadelaejecuciónparapermitirlaacumulacióndelos
resultados.Aligualqueenladivisiónporbandas,losdosprimerosdominios
tienensustokensrepetidosnveces,porelmismomotivodelcasoanterior.
EnelcasodeladivisiónportileresaltalaconexióndesdelaTransición
alaterceraPlaza,actúandoestaentonces,tantocomoPlazadeentrada
comodesalida.Cuandoeltokenregresa,lohaceconlaterceradimensión
incrementada,loquepermiteavanzaralapróximaetapa,repitiéndosehasta
quesealcanzalaúltima,cuandovalen,encuyocasoconcluyeelcálculopara
elbloqueencuestión.
EnlaFig.4.21sepresentaconﬁnesilustrativoselgráﬁcodelared
desplegada,sololapartecorrespondienteaunbloquegenéricoCi,j,bajo
elsupuestodequeenladivisiónportilehaycuatrodivisiones,n=4.
Conlaﬁnalidaddedeﬁnireltipodivisiónquetendrácadaniveldegranu-
laridad,esnecesariorealizaralgunascuentasparadeterminar,apriori,cual
eslamásconvenienteparacadauna.Enprimerlugar,elformatoparala
divisióndegranogrueso,quecorrespondealasGPGPU’s,queasuveztienen
unlímitedememoriade2GBytes.Unproblemadeladivisiónporbandas
respectodelusodememoria,esquealaumentarelnúmerodedivisiones,no
disminuyeproporcionalmentelacantidaddememorianecesariaparacada
operacióndebandas,yaqueladivisiónesenunasoladimensión,ynoenlas
doscomoenelcasodeladivisiónportile.
Porotrolado,eltamañodelasmatricesparalascualessehacenecesario
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unadivisiónenbloquesparasuprocesamientoestalquedebesuperaral
menosunordendemagnitudlamemoriadelaGPGPU.Suponiendoelcaso
deunamatrizderangode32.000,estaocupa4GBytesdeRAMparaprecisión
simple.Esdecir,laoperaciónrequierede12GBytes.Elmenornúmerode
bandascuyaocupacióntotaldememoriaquepeenlos2GBytesdeRAMde
laGPGPU,esde8.Enestecaso,lamemoriarequeridaesdealgomásde
1GByte.Recordarque6y7nosondivisoresde32000.Cadabloquebanda
esdedimensión4000x32000.EltotaldebloquescuadradosenlamatrizC
esde82=64,cadaunodeloscualesesderango4000.
Elproblemaaresolveresladivisióndegranoﬁno.Parecenaturaldividir
cadabandaenbloquescuadradosderango4000,porloqueparaelgranoﬁno
seaplicaríaundivisiónportile.Debidoaque,comoseexpusoanteriormente,
cadacómputodeladivisiónportiledebehacersesecuencialmenteparaun
bloquedadodelamatrizresultante,elmínimotiempoparaquelasCPU’s
terminencondichocálculoesochoveceseltiempodecálculodeunbloquede
granoﬁno,locual,apriori,puedeserunacausadedesbalanceenelalgoritmo
dadaladiferenciaderendimientoentreambostiposdeprocesadores.Para
rangosdematricessuperioralos32000,elproblemaseagrava.
Estosúltimoscálculosjustiﬁcanbuscarotracombinacióndedivisiones.
Paraelgranogrueso,siaplicamostileconn=4,manteniendoelmismorango
dematricesamultiplicar,estassedividenen4×4=16bloquescuadrados,
generandoelmismonúmerodeoperacionesqueenelcasodebandas,64
operaciones,ycadabloquequedaderango8000,porloqueunaoperación
demultiplicacióndeestosbloquesrequierede768MBytesdememoria,lo
cualesholgadoparacadaGPGPU.Porciertoquelosbloquescuadradosson
utilizadosporlasimplementacionesdeBLASparaestarutina,yaquetienen
unamejorlocalidadespacialygeneranmenornúmerodefalasdecache.
Parecerazonablequeladivisióndegranoﬁno,siguiendoconelejemplo
citado,sigalamismaidea,unadivisiónportileconn=4.Comocada
bloquedegranogruesoesderango8000,unasubdivisiónpor4encada
dimensión,genera16bloquesderango2000.Dadoqueestosbloquesque
seránutilizadosporlasrutinasenCPU,las16FMA’spuedenrealizarcada
unadeelas,unaoperaciónaniveldegranoﬁno,conunrequerimientode
memoriade48Mbytes.Estevolumendememoriaesunpocosuperioralque
disponenlasmemoriasfísicascacheL3,peroesuntamañodebloque,queen
general,lasbibliotecasBLASmanejanconeﬁciencia.Pareceríaconveniente
hacerunadivisiónmayorquede4×4paraelgranoﬁno,deformatalque
lacantidaddememoriarequeridaseamenor,atenuandoelproblemadelas
falasdecache.
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Sinembargo,ladobledivisiónportile,tieneuninconvenienteserio,y
eselnúmerodetareasgeneradoalrealizareldesplieguedelmodeloCPN.
Enefecto,paraelcasodedivisiónconn=4,eldominiodecadaPlazade
laoperaciónxgemmenlaCPNtiene64tokens,queprovienende16tokens
diferentes,repetidos4vecescadauno.Perosianiveldegranoﬁno,cadauno
deestas64operacionesvaaserresueltaasuzpor64suboperaciones,lared
desplegadatiene43×43=4096operacionescon12.288Plazas,arazónde
tresPlazasporoperación.Esdecir,senecesitarandosMatricesdeIncidencia
detamaño4096×12288,locualesabsurdopararealizaroperacionescon
matricesdetamaño2000.
Unadobledivisiónportiletieneelproblemadequeelnúmerodeopera-
cionesgeneradasesexponencialalasextaconelnúmerodebloquesnenque
separticionelamatriz,locual,ademásdelproblemadelamemoriarequerida
porlasMatricesdeIncidencia,presentalacomplejidadenlagestióndemiles
deoperacionesenparaleloloqueprovocaunasobrecargadeprocesamiento
quedeberíasereludida.
Porlosmotivosdelpárrafoanterior,sedescartaladivisióndegrano
ﬁnoportileyseconsideraporbandas.Enestecaso,sibienlautilizaciónde
memoriaesmayor,elnúmerodeoperacionesgeneradoesdeordencuadrático
conelnúmerodebandas,esdecir,sedisminuyeunordenelnúmerode
operacionesdegranoﬁno.Siguiendoconelejemploanterior,unacombinación
den=4paratileyde5bandasparaelgranoﬁno,r=5,deﬁne43×52=1600
operacionesy4800Plazas,locualsiguesiendovoluminoso,perocercadeun
terciodelcasoanterior.
Dadoquelosnúmerosdeoperacionesparaladivisióndegranogruesoen
formadetileyladegranoﬁnoenformadebandas,sonmásrazonables,y
quelamemorianecesariaparaestacombinacióndeoperacionesespróxima
alóptimo,sedecidiórealizarpruebasparaesteformatodedivisión.Enel
gráﬁcodelaFig.4.22sepresentalaCPNconesteformatoyenlatablade
Fig4.23seexponenlosdominiosdesusPlazas.
LaCPNdedoblegranularidadparalamultiplicacióndematricespresenta
trestareasadicionalesquenoestándescriptasenelalgoritmo,peroque
sonnecesariasalosﬁnesdelaejecuciónparalela.Elassonlapartición,la
multiplicaciónengranoﬁnoylauniﬁcacióndebloques.Laprimeraesla
encargadadeparticionarenformalógicaelbloquededatosdeladivisiónde
granogruesoenlossub-bloquesbandadegranoﬁno.Sibiennoesunatarea
decómputopropiamentedicha,esunatareanecesariaparadeﬁnireltipode
procesadorquevaarealizarelcálculosobreesebloqueenparticular,eneste
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Figure4.22:CPNdeparaladivisiónportileengranogruesoyporbandas
engranoﬁno
Plaza Dominio
gm1 <i,j>,i,j=1...n{n}
gm2 <j,k>j,k=1...n{n}
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Figure4.23:DominiosdelasPlazasdelaCPNdeFig4.22
caso,losCPU’s.Porelo,sedeﬁnentresPlazasdesalidadeestaTransición,
cadaunadelascualescontienelostresbloquesbandadelaparticiónde
granoﬁno,conunnúmerorderepeticionesparacadaunadeelas.
Lasegundatareaagregadaeslaencargadaderealizarlamultiplicación
paralosbloquesdeladivisiónﬁna,quesedenominócomogemms,laúltima
’s’porsubdivisión.Esclaroquenoeslamismaqueparalosbloquesdegrano
grueso,yaquenosoloesejecutadaporotrotipodeprocesador,sinoqueel
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númerodetokensquecomponensusPlazasdeentradaesparamétricamente
diferentealcasodegranogrueso.Ademásestatareatienecomosalidaala
Plazacountconundominiocuyostokenssonunaconstante.Elobjetivode
estaesquesirvadeentradaalatareaunificcomoconteodelacantidadde
bandascalculadas.
Laterceratareareferidaanteriormenteeslaquerealizalauniﬁcaciónde
laspartesdegranoﬁnoparadeterminarquesuequivalenteengranogrueso
hasidocompletado,yesladenominadaunific.Aligualquepartition,no
realizaningúncómputo,peroseencargadenotiﬁcarqueelbloque<i,k,j>
hasidocalculadoysepuedecontinuarconlaejecuciónde<i,k,j+1>.Esta
tareatienecomoPlazasdeentradaalidentiﬁcadordelbloque,esdecireltrio
<i,k,j>.Estedatoesnecesario,yaquealrealizarlapartición,sepierde
lainformacióndelgranogruesodeorigen.ComosegundaPlazadeentrada
estálaPlazacount,quetienelaﬁnalidaddecontarlacantidadproductosde
bloquesbandasrealizados.Alrealizarlaparticióndelbloqueydeterminar
quesucálculoserárealizadoporr×rsubtareas,esnecesariodeterminar
cuandosehicierontodasestas,ypodercontinuarconelsiguientebloquede
granogrueso.
Enresumen,elalgoritmo,aniveldegranogrueso,esigualaldiagramado
enlaFig.4.20yaniveldegranoﬁnoescomoeldiagramadoen4.19.Como
ladeﬁnicióndecualessonlosbloquesquesecomputaráncongranoﬁno
noespredeterminada,yeshechadinámicamente,esnecesariointroducirlas
tareasdeparticióndebloquegruesoenbloqueﬁnoysuposterioruniﬁcación
enbloquegruesonuevamente,unavezconcluidastodaslassubtareas.
ComopuedededucirsedelmodeloenCPN,elcontroldelaejecucióndel
algoritmonoestaincluidoenelmodelo.Comoseexplicóanteriormenteal
deﬁnirlaspolíticasdelmodelado,elcontrolcorrespondealaetapadeejecu-
ciónynodemodelado.Unejemplopermiteaclararelconcepto.Enelmodelo
CPNdelalgoritmocomohasidodeﬁnido,presentaunainconsistencia.Puede
sucederquedosomásbloquesdegranogruesoentrenenlatareadepartición
ygenerenlosrespectivosbloquesbandas,conlocual,almomentoderealizar
elproductodelasbandas,estepodríaserhechoconbandasquecorrespon-
denadosbloquesdegranogruesodiferentes.Paraevitaresteproblemase
puedeencontraralmenostressoluciones:
1.Agregarenlaidentiﬁcacióndelosbloquesdegranoﬁnotresdimen-
sionesadicionales,quepermitandeﬁnirelorigendelbloquebanda.Es
decir,identiﬁcarpormediodeunatupladeltipo<i,k,j,x,z,y>,
dondei,k,jsonlosidentiﬁcadoresdelbloquedegranogrueso,yx,y,z
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sonlosidentiﬁcadoresdegranoﬁno.
2.AgregarunaPlazaqueactúedeelementodecontroldentrodelmodelo
CPN,deshabilitandolaentradaapartitioncuandohayacálculosaún
pendientesderealizarsobreelproductodegranoﬁno(gemms),evitando
deestaformalaexistenciadebandasoriginariasdebloquesgruesos
diferentes.
3.DerivaralobjetoEvaluatordelmodeloPEMlaseleccióndelbloque
gruesoqueentraenlaparticiónyqueestesebloqueeasimismopara
particionarunnuevobloqueenlamedidaquequedenpendientestar-
easdegemmsporrealizar.Estaopciónesfactibleyaque,cuandodicho
objetorealizaelprocesodeseleccióndetareasaejecutar,debedetermi-
nartodaslastareashabilitadasyelegirentreelaslamásconveniente.
Comotienequeelegirentretodaslashabilitadas,sientreelashayal
menosunatareagemmshabilitada,estatomaprioridadsobreunatarea
partitionyseevitalainconsistencia.
Alosﬁnesdeestatesis,seeligelaopcióndederivarelcontrolsobre
elobjetoEvaluator,queessurazóndeser.Enelejemplosepuedever
queeslaopciónmásgenéricayquedamásﬂexibilidadalaejecucióndel
modelo.Laopcióndeextenderelidentiﬁcadoresviable,peroespocoﬂexible,
yaquesedesconocentodoslosposiblescasosdeidentiﬁcación.Laopción
deincluirelcontrolenelmodeloCPNesrígida,yaquenosolohasmás
complejoalmodelo,sinoquecuandoseanecesarioagregarnuevoselementos
decontrol,elmodelodebeserrearmado,incluyendonuevasPlazascomo
mínimo,mezclandoelalgoritmoconelcontroldelmismo.
DerivarelcontrolsobreelobjetoEvaluatorpermite,porunlado,deﬁnir
diferentescriteriosdecontrolsegúnelprocesadorqueloutilice.Enelpresente
caso,lainstanciadeEvaluatorasociadaalprocesadordetipoGPGPU,lite-
ralmenteignoralastareaspartitionhabilitadas,yviceversa,elEvaluator
asociadoalosprocesadoresdetipoCPUignoralastareasgemm.Porotrolado,
anteunnuevoelementoocriteriodecontrol,semodiﬁcaenesteobjetoel
algoritmodepriorizacióndetareasysecontinúaconlaejecuciónparalela.En
términosdeIngenieríadeSoftware,esunejemplodelconceptode“separation
ofconcerns”[Dij82].
Sibienexistebibliografíadondeelmodelodelaejecuciónyelcontrol
estánreﬂejadosenRedesdePetri[IA06,SB09],estoscasosestánorientados
aloscircuitoselectrónicosocomputadorasembebidas,dondelaejecución
delprogramaeshechaporunhardwareespecíﬁco,ynoporsoftware.Se
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tilen n=2 n=3 n=4 n=5
rango gpgpu’s segs gﬂps segs gﬂps segs gﬂps segs gﬂps
24000 1 23.0 1202 26.7 1035
24000 2 13.7 2018 15.5 1784 18.1 1527
36000 1 76.3 1223
36000 2 41.9 2227 44.8 2083 52.8 1767
48000 2 96.2 2299 114.8 1927
Figure4.24:Tiempoensegundosyrendimientoengﬂopsparapruebasde
MMdevariosrangosynúmerodedivisiones,ejecutadossobreGPGPUex-
clusivamente.
bandasr r=1 r=2 r=3
rango segs gﬂops segs gﬂops segs gﬂops
6000 1.51 286.1 2.20 196.3 2.29 188.6
12000 8.6 401.8 9.9 349.1 11.9 290.4
24000 77.7 355.6 64.8 426.7 88.0 312.2
36000 430.9 216.5 515.9 180.9
Figure4.25:Tiempoensegundosyrendimientoengﬂopsparapruebasde
MMdevariosrangosynúmerodedivisiones,ejecutadossobre16unidades
FMAdeCPUexclusivamente.
consideraque,comolapresentetesisesdesoftware,esmásapropiadoqueel
modelodelalgoritmoparaleloseahechoconRedesdePetri,yqueunapieza
desoftwareindependientelocontrole.
Deﬁnidoslosparámetrosdelmodelodeejecuciónparalaarquitectura
heterogénea,conunadoblegranularidad,degranogruesoenformadetile
paralasGPGPU’sydegranoﬁnoenformadebandasparalasCPU,sere-
alizaronlaspruebasdeejecucióndelalgoritmo.Seutilizóelcompiladorgcc
4.7.2ycomoimplementacionesdeBLASalasbibliotecasACML5.0para
CPU[Cora]ycuBLAS6.0paralasGPGPU[Corb].LaversióndeACML
utilizadaeslaoptimizadaparaelusodelasunidadesFMAyconejecuciónse-
cuencial,porlosmotivosanteriormenteexpuestos.Laspruebasserealizaron
conprecisiónnuméricasimpleyconrangosdematricesde24000,36000and
48000,yaquesepuedenparticionarsinfraccionespor2,3,4,5,6,etc.Se
descartóelusodelrango32000pornosermúltiplode3ynopoderhacer
pruebasconesenúmerodedivisiones.
LatabladeFig.4.24muestraelresultadodelaspruebasmássigniﬁcativas
usandoexclusivamenteunaodosGPGPU’s,sinintervencióndeloscores
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deCPUparaelcálculo.Sealcanzaunrendimientosuperiorcercanoalos
2.3Tﬂopsconambasplacas,cuandoelnúmerodedivisionesentileesel
menorposiblequepermitealmacenartodoslosdatosdelasmatricesenla
placaGPGPU.Lostiemposenestaspruebasincluyenlastareasdetraslado
dedatosdememoriaprincipalalaplacaprocesadoraydedevolucióndel
resultadoalamemoriaprincipal,sinsolapamientodecomunicacionescon
cómputo.Estomotivaqueelrendimientoobservadodistedelmáximoteórico
paraestasplacas,elcualesde3.09Tﬂops[gtx12]2paracadaunadeelas.
Deigualforma,latablaenFig.4.25muestralosresultadosmássigniﬁca-
tivosdepruebasparaejecucionessobrelasCPUexclusivamente,16proce-
sadoreslógicosusandolasunidadesFMA,conrendimientossuperioresalos
420Gﬂops.Sisetieneencuentaqueelrendimientoteóricomáximoparalas
16unidadesFMAesde665.6Gﬂops,sealcanzóunrendimientoobservado
cercanoalosdosterciosdelteórico,ejecutandolaversiónsecuencialdelas
rutinasygestionandoelparalelismode16deestosprocesosconelmodelo
PEM.
EnlatabladelaFig.4.26seexponenlosresultadosmássigniﬁcativos
delaspruebasdelusoconjuntodelos16procesadoreslógicosenCPUcon
lasdosplacasGPGPU.Losresultadosnopresentanunamejoraeneluso
combinadodeambostiposdeprocesadoresrespectodelusodelasdosplacas
GPGPUexclusivamente.Elmejorresultadocombinadolograunrendimiento
de2.0TGﬂops.
Cabedestacarqueenlatablaantesreferidasepresentanresultadoscon
rendimientossuperioresaeste,peronosonejecucionesdeusoconjuntode
ambostiposdeprocesadores,yseexplicasuscausas.Enelcasodedivisión
portileconn=2,elnúmerototaldetareasesde8.Completarcadatarea
paraunaGPUtomamenosdelaoctavapartequeparaunconjuntode
CPU’s,porloquedosplacasGPGPUhacenlas8tareasenmenostiempo
queletomaalas16FMAdeCPUencompletarunasola.Esporeloque
elobjetoEvaluatordelasCPU’stienenunacondiciónparaseleccionaruna
tarea,yesquelalistadehabilitadasseamayora8,paraquenoexistan
esperasalprocesadormáslento.Deestaforma,cuandon=2,lasCPUno
computannada.
Seatribuyelacaídaenelrendimientoconjuntoalasaturacióndeluso
delcanaldememoria.Alanalizarlostiemposdeejecucióndecadatarea,
sepuedecomprobarqueaigualtareaenigualprocesador,haydiferencias
signiﬁcativasdetiempoensuejecución.Porejemplo,paraelcasodeun
21536hilos×1006Ghz×2opsFMA=3090.4Gﬂops
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tiles/bnds r=3 r=4 r=5 r=6
range gpus cpus n secs gﬂops secs gﬂops secs gﬂops secs gﬂops
24000 2 16 2* 13.8 2003.4 13.6 2032.9 13.2 2094.5 13.9 1989.0
24000 2 16 3 18.6 1486.4 18.3 1510.8
24000 2 16 4 18.9 1462.8 21.3 1298.0 20.6 1342.1
36000 2 16 2* 38.8 2404.9 38.7 2411.1 38.1 2449.1 38.7 2411.1
36000 2 16 3 46.5 2006.6 48.2 1935.9 50.8 1836.8 48.8 1912.1
36000 2 16 4 53.6 1740.8 48.9 1908.2 50.7 1837.1 54.2 1721.6
48000 2 16 3 139.1 1590.1 188.6 1170.9
48000 2 16 4 139.7 1583.3 195.1 1133.7 165.1 1339.7 306.3 721.4
48000 2 16 5 213.6 1035.5 269.6 820.4
Figure4.26:Tiempoensegundosyrendimientoengﬂopsparapruebasde
rango24000,36000y48000;combiandodivisionesdetileybandasdistintas,
condosGPGPU’sNVIDIAGTX680GPU’sy16procesadoreslogicosde
unidadFMA4.(*)EstoscasosutilizansolamentelasGPGPU’s.
rangode24000,n=3yr=5,esdecirparabloquescuadradosdetamaño
8000ybandasde2000x8000,laejecuciónenlaplacaGPGPUnúmero1
delarutinaxgemm,incluyendolacopiadedatosdesdeyhacialamemoria
principal,tomaentre1.15a1.63segundos,yparacadabanda,entre1.46
y3.25segundos.Enestecaso,eltiempodelaejecucióntotaldelalgoritmo
esde18.3segundos,mientrasqueejecutadosolamenteconlasdosplacas
GPGPUesde13.2segundos.Unaamplitudtangrandesolamentepuede
justiﬁcarsepordemorasenlalecturaoescrituradelosdatos,loscuales,como
sonprocesosinternosdelasrutinasxgemmutilizadas,nohansidoposiblede
cuantiﬁcar.
Paracomprobardichoefecto,serealizarondosexperimentosadicionales,
ﬁjandoelrangodelasmatricesen24000y36000,ﬁjandoladivisiónenn=4
yr=4,yvariandoelnúmerodeprocesadoresCPUutilizados,desdecero,
hasta16,esdecir,solamenteseusaGPGPUenunextremoycombinadocon
hasta16unidadesFMAdeCPUenelotro.Losresultadossepresentanen
latabladelaFig.de4.27.
ParaelcasodeutilizarambasplacasGPGPU,el mejorresultadose
obtienesinprocesadoresenCPUadicionales.Enefectoconsoloagregar
2unidadesFMA,lostiemposdeejecuciónsuben.Dichodeotraforma,com-
partirelcanaldeaccesoamemoriaentredosplacasGPGPUy2omás
procesadoresgeneraunasaturaciónenelusodelcanaltal,queeltiempo
individualdeejecucióndelasplacascrece,loquegeneraunapérdidageneral
derendimiento.Enningúncaso,lagananciapotencialdedividirelproce-
samientoentreCPUyGPGPUestalquecompensalacaídadelrendimiento
provocadaporlasaturacióndelcanal.
Esmásevidenteelefectodesaturaciónalrealizarelmismoexperimento,
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rango 24000 36000
gpgpu’s cpu’s segs gﬂps segs gﬂps
2 0 17.0 1626 44.7 2087
2 2 20.3 1362 46.3 2015
2 4 18.4 1478 45.0 2074
2 8 17.4 1589 49.5 1885
2 16 21.3 1298 48.9 1908
Figure4.27:Tiempoensegundosyrendimientoengﬂopsparapruebasde
MMpararangosde24000y36000,doblegranularidadn=4yr=4,con
distintonúmerodeprocesadoreslógicosenCPUydosGPGPU’s.
rango 24000 36000
gpgpu’s cpu’s segs gﬂps segs gﬂps
1 0 30.5 906 86.4 1080
1 2 28.4 974 83.8 1114
1 4 27.9 991 82.9 1126
1 8 29.4 940 94.0 993
1 16 36.9 749 123.1 758
Figure4.28:Tiempoensegundosyrendimientoengﬂopsparapruebasde
MMpararangosde24000y36000,doblegranularidadn=4yr=4,con
distintonúmerodeprocesadoreslógicosenCPUyunsoloGPGPU.
peroconunasolaplacaGPGPU,cuyosdatossepresentanenlatabladela
Fig.4.28.Paraelcasoderango24000,comolamatrizesmáschica,yconuna
solaplacaGPGPU,agregarprocesadoresCPUmejoraelrendimientohasta
elcasode8procesadores,yaquepara16,elrendimientodecae.Sinembargo,
paramatricesderango36000,alagregar2o4procesadores,elrendimiento
mejoramarginalmente,yparamásprocesadores,declina,loquerepresenta
unaevidentesaturaciónenelusodelcanal.
AdicionalmenteenlaFig.4.29sepresentaungráﬁcodelíneadetiempo
delaejecuciónparaelcasoderango24000,n=3yr=4.Losprocesadores
1y2correspondenalasGPGPU’syelresto,alosprocesadoresenCPU.
PuedeversequelasGPGPU’snotienentiemposinactivos,mientrasquelas
CPUsilospresentan,aunquepocosiginiﬁcativos.Estehechosedebeaque
lasCPU’snocomienzanconunanuevadivisiónenbloqueshastaqueno
escompletadoelcómputodetodoelbloquedegranogruesosobreelcual
trabajan.Elefectonegativodeestasincronizaciónnoestangravecomoel
delasaturacióndelcanaldememoriaparaelaccesoadatosdelaGPGPU,
elcualeselfactorquemáscondicionalaejecución.
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Figure4.29:Líneadetiempodelaejecuciónparaelcasoderango24000,16
procesadores,n=3yr=4
Comoconclusionesdelcasodepruebaplanteadoenestasección,sepuede
destacarquemodelarlaMMconCPNparaunequipoheterogéneocomoel
utilizadoysuejecuciónconelframeworkdesarrolado,permitió:
•Realizarunanálisisdelalgoritmoparaleloparapoderdeterminarla
mejorformaderealizarladoblegranularidadqueelcasoimpone.El
númerodetareasarealizaresundeterminantepararealizarunadi-
visióndedatosadecuada.
•Plantearunaejecucióncondoblegranularidadyschedulerdinámico
detareas.Ladoblegranularidadescomplejaderealizar,yesusual
deﬁnirlapreviamentealaejecución,esdecirasignarestáticamente
cualesdatosseráncomputadosporuntipodeprocesadorycualesparte
porotro.Realizarlaasignaciónenformadinámicapermiteoptimizar
losresultados,yaquenoseestásujetoavaloresestáticosdeparámetros
quegenerenresultadosinadecuados.Unschedulerdinámicosolopuede
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serplanteadoapartirdeunmodelocomoelintroducidoenestatesis.
•Alcanzarellímitederendimientoquelamáquinatiene,consuscapaci-
dadesysuslimitaciones.Sibienloesperadodeestecasoerasumar
rendimientosdeambostiposdeprocesadores,elonofueposiblepor
limitacionesdelhardware,perolosexperimentosquepermitenconcluir
queellímitefuealcanzado,fueronfácilmenterealizadosgraciasala
parametrizaciónﬂexibledelframework.
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Capítulo5
Conclusiones,impactoesperadoy
líneasabiertasdeinvestigación
Alolargodeestedocumentosehanpresentadolosantecedentesdeltrabajo
deinvestigación,elmarcoteóricodelasRedesdePetri,elmodelodeejecu-
ciónconsuframeworkylosexperimentosrealizadossiguiendolatécnicade
modeladoplanteadayutilizandolasherramientasdesarroladas.
Elpresentecapítuloexponeunresumendelorealizado,lasmetasalcan-
zadasyelfuturoesperabledeltrabajo.
5.1 Conclusioneseimpactoesperado
Seaﬁrmaquelosobjetivosplanteadosenelcapítuloinicialfueronalcan-
zados,yaquesedesarrolóunmodelodeejecuciónparalelaasíncrono,que
permitepasardeunmodelodelalgoritmoconaltoniveldeabstraccióna
unmodelodeejecucióncubriendoungaptradicionalmenteexistenteenel
dominiodelasRedesdePetrirespectoalaejecucióndelmodeloteórico.
Adicionalmente,seposibilitarealizarajustesenelmodelodeejecuciónpara
lograraltorendimientodeformasimplequepermiterealizarmúltiplesprue-
basrápidamente.
Sedebetenerpresentequeestatesishatenidounénfasisfundamental-
mentepráctico.Elobjetivoprincipal,siemprefueejecutarenparalelocon
altorendimiento,yconﬂexibilidadencuantoalcódigoyalhardwareuti-
lizado.Numerosasdesarroloshansidopropuestosporinvestigadoresparala
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optimizacióndeunalgoritmodadoenunhardwaredeterminado.Elpresente
trabajonosepresumedelograrunóptimoparacasosparticulares,perosi
dealcanzarrendimientosaltosparaunaampliagamadealgoritmosyde
máquinasparalelas.
Haciendounrepasodeltrabajorealizado,alolargodeestesedesarroló
unmodelodeejecuciónquepermite:
•Modelarunalgoritmoparaleloconaltoniveldeabstracciónygenera-
lidad,yquepuedeserveriﬁcado,graciasalaspropiedadesanalíticas
delasRedesdePetri.
•Analizarelalgoritmo,susdependenciasyopcionesparaladivisión
dedatosytareasenvistaasuejecuciónparalela.Elanálisisdelas
dependencias,elconteodetareasylaslimitacionesenelparalelismo
quepuedealcanzarelalgoritmo,sonfrutossecundarios,perodeno
menorimportancia,delmodelodesarrolado.
•Seestipulóunaestrategiademodeladoquepermitesuconversiónen
unaReddePetridetalada,lacualestomadaporelframeworkde
ejecuciónqueﬁnalmentecorreenparaleloelprogramamodeladoenalto
nivel.Dichaconversiónpuedeserhechaenformaautomáticabasada
enlosdominiosquecadaPlazatengaasignada.
•Elmodeladoenaltonivelquecumplaconlosrequerimientosdelpro-
grama,alserconvertidoalmodelodesplegado,garantizalacorrectitud
enlaejecución,debidoalageneraciónautomáticadelsegundomodelo
apartirdelprimero.
•Permiteunaconﬁguraciónadaptablealamáquinadeejecución.Cam-
biardeprogramaescambiardeMatricesdeIncidencia,yasignarlas
rutinasquecorrespondenacadaTransición.
•Seobtuvieronresultadosderendimientocercanosalóptimoteórico.
Paralamultiplicacióndematricesselogro2.4Tﬂopscondospla-
casGPGPU’s,mientrasqueparaCholesky,másde600Gﬂopsenuna
máquinaconunmáximoteóricodede691.2Gﬂops,siempreenpre-
cisiónsimple.
•Sehicieronpruebassobremáquinasheterogéneasenlascualesseeje-
cutóencadatipodeprocesador,lasrutinasquemejorrendimiento
presentanenelprocesadorrespectivo.
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•Semodelólaejecuciónparalelaconunadoblegranularidadquepermite
acadatipodeprocesadorutilizareltamañodebloquemásconveniente
parasumejorrendimiento.
Sedesarrolóunframeworkqueesunamáquinadeejecuciónparalela
cuyo“programa”estácompuestosolamenteporlasMatricesdeIncidencia,
losVectoresdeMarcadoyelmapeoentrePlazasyTransicionesabloques
dedatosytareas.Estoposibilitaunágildesarrolodenuevosprogramasen
entornosreales,confacilidadespararealizarajustesdeoptimizaciónypor
sobretodo,garantizandolacorrectituddelprograma.
Sealcanzóelobjetivoinicialmenteplanteado,enunaltoporcentaje:se
creounametodologíadedesarroloqueautomatizaengranmedidaelproceso,
yaquesemanejantareasynomecanismosbásicosdeprogramaciónparalela.
Dosconceptosimportantessurgierondelasinvestigaciones,quenohabían
sidoplanteadoscomoobjetivos,peroquesondegranimportancia:
•Elanálisisdelosdominiosdedatosenaltonivel.Alrealizarelanáli-
sisyladeﬁnicióndelosdominiosdecadaPlazaenoportunidadde
laconstruccióndelaCPN,ydeﬁnirlasrestriccionespropiasdecada
TransiciónenlosdominiosdesusPlazasdeentrada,seminimizala
necesidaddeimponerguardasalatarea.Dichodeotraforma,deﬁnir
subdominiosparticularesacadatareaeliminalanecesidaddelastar-
easconguardas.Volcadoelconceptoalaprogramaciónorientadaa
objetos,sesimpliﬁcalacodiﬁcaciónaleliminarguardasnecesariassi
losobjetossondecaráctergeneral.
ElejemplodelasPlazasenelmodeloCPNparaCholeskypermite
aclararelconcepto.Enestecasohayvariosdominiossimilaresconsolo
dosdimensionesperodiferentesentresí,porlascondicionesquelos
índicesdelosbloquesdedatosdebencumplirencadadominio.Sien
lugardeestasparticularizacionesdelosdominios,sehubieraoptado
paratodaslasPlazasporundominiogenéricodeltipo<x,y>,sin
ningunarestricciónadicional,lascondicionesdeberíanagregarsecomo
guardasencadaTransición,locualgeneraunaredcomplejayporlo
tanto,unprograma“sucio”dedifícilinterpretación.
•Máquinadeejecuciónparalela.Quizásesteseaelaportemássigniﬁca-
tivodelatesis.LamáquinadeTuringseplanteacomounamáquinaque
ejecutaunasecuenciadeinstruccionesconunáreadememoriapara
datosyotraparainstrucciones.ElmodeloPRAMesunaextensión
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delamismaparaejecucióndelmodeloSIMD,dondelainstrucciónse
comparteyejecutaporvarios“procesadores”quetrabajansobreposi-
blesdiferentesdireccionesdememoria[CLR09].Enamboscasos,el
programaesunasecuenciadeinstruccionesquelamáquinasabecomo
ejecutar.
ElmodeloPEMaquíplanteadopuedeversecomounamáquinaque
ejecutainstrucciones(lastareasasignadasacadaTransición)yelpro-
gramaesdeﬁnidoporlasMatricesdeIncidenciaquedeterminanjunto
alVectordeMarcado,lastareashabilitadasparapoderserrealizadas.
Elmodeloteóricopuedetenerunilimitadonúmerodeprocesadores
queejecutensiempretodaslastareashabilitadas,loqueespropiodel
modelodeRedesdePetri.Lamemoriaesalcanzableportodoslos
procesadores.
LodestacabledelmodeloPEM,esqueejecutarotroprogramaessolo
cambiarlasMatricesdeIncidenciayasignarlatareapertinenteacada
Transición.Noesnecesarioprogramarmásqueloskernelsdecada
Transición,niagregarsincronizacióndetareas:las MatricesdeInci-
denciadeﬁnenelprograma.
Elexpertonotarálaausenciaalolargodetodoeldocumentodeun
conceptohabitualenprogramaciónparalela:laescalabilidad.Enningúnmo-
mentoselautilizócomométricadebondaddelparalelismo,yestofuerea-
lizadoadrede.Entodoslosexperimentos,la métricautilizadafueladel
rendimientoabsolutoentérminosdeﬂopsycomparadoconelpicoteórico
quecadaequipoposee.
Lamétricautilizadaesmásduraquelaescalabilidad,peroasuvez,
contundente.Sibienseutilizaronrutinasdebibliotecasdesarroladaspara
altosrendimientos,ynosetuvoaccesoniposibilidadderealizarajustessobre
elcódigo,laspruebasestuvieronsiempreplanteadasparaungranvolumen
dedatos,locualrequieredeajustesenlaparticiónylasincronizacióndela
ejecuciónparalograrlosrendimientosalcanzados.
Escalarunarutinaquetengaunbajorendimiento,porejemplodeun10%,
puedesermássimplequealcanzarrendimientosdel66%delpicoteórico,
comoelalcanzadoparaelalgoritmodeCholesky.Tenerencuentaqueesto
incluyeelefectodefalasdecacheydelaadministracióndelosprocesospara-
lelos.Dichamarcasoloselogra,ademásdeutilizarunarutinaoptimizada,
porparticionarycoordinarlastareasenformaeﬁciente.
Lomismosucedeparaelcasodelaspruebasde MM.Sibieneneste
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experimentonoselogróobtenerunrendimientoagregadoentrelasCPU’sy
lasGPGPU’s,alcanzarloslímitesdelanchodebandadelcanaldememoria
realizandocómputoycomunicacióninternaenformasimultánea,solose
lograconunaexcelentegestióndelosprocesosparalelos.Recordarqueeneste
caso,labibliotecautilizadanopresentaescalabilidad,lacualesefectivamente
logradaapartirdelaejecuciónparaleladerutinassecuenciales.
Elimpactoqueseestimapuedegenerarestetrabajoesunacontribución
eneldesarrolodeprogramasparalelosdealtorendimiento,enparticularen
elmodeladoyanálisisdelosalgoritmosyenacortareltiempodedesarrolode
losmismos.Larápidaadaptabilidadadiversosentornosdeejecucióntambién
severáayudada.
Cubrirelsaltoexistenteentreelmodeladoyeldesarrolodeunprograma
deestanaturalezaesdegranayuda,yaquelosaplicacionesdeusocientí-
ﬁcorequierenambascaracterísticas,altorendimientoylacorrectitudensus
resultados.
Tambiénesesperablequecontribuyaparaloscasosdeparalelizaciónde
códigoheredado.Enestaclasedecódigosuelerealizarseunanálisisprelim-
inaralaparalelizaciónpropiamentedicha.Seanalizanlosdatosylastareas
quepuedenserdivididas,larelaciónentreestas,ladependenciaentrelos
datosylacargacomputacionaldecadaseccióndecódigo[MMS05].Dedi-
choprocesopodríaobtenerseunesquemadetareasybloquesdedatosútil
paramodelarconlaherramientadesarroladayasífacilitarelprocesode
paralelizacióndelcódigoheredado.
Esdeseablequecontribuyaalaformaciónderecursoshumanos,enespe-
cialalacapacitacióndentrodeláreayalainvestigacióndetemasabiertos
porpartedenuevosinvestigadores.
5.2 Líneasabiertasdeinvestigación
Lastemasqueseestimanquedanabiertosparacontinuarinvestigandorela-
cionadascontemasdelpresentetrabajo,laspodemosdividirenlíneassobre
elmodeloensímismoyenlíneassobrelosalgoritmosamodelar.Entrelas
primeraspodemoscitar:
•Extenderlaimplementacióndelmodeloamemoriadistribuida,enpar-
ticular,aunclusterdecomputadoras.Ladiﬁcultadprincipaleneste
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puntoeslacoherenciadelVectorde Marcadoentrelosnodoscom-
ponentesdelcluster.Unaopciónparaestecasopuedeserdividirel
cómputoglobalenpartesparaquecadanodotrabajesobreunadees-
tas.Otraopciónparamemoriadistribuidaesutilizarelaccesodirectoa
memoriaremota(RDMA)queciertasimplementacionesdeMPIusual-
menteofrecen,comoporejemplo,laimplementaciónde MVAPICH
[tOSU]queusaRDMAparaimplementarlasdirectivasoneside,y
mantenerasílacoherenciapormediodelusodeunesquemadememo-
riaglobalenuncluster.
•Abrirelcódigofuenteydocumentarelframeworkparafacilitarelde-
sarroloporpartedetercerosprogramadores.
•Implementarlas MatricesdeIncidenciacomomatricesralas,loque
permitedisminuirelusodememoriayelprocesamientoenlaselección
detareas.Deestaformaseevitaríanlosinconvenientesenmodeloscon
matricesgrandesperoralas,comoloacontecidoenlaspruebasdeMM.
•Desarrolarunaimplementacióndelmodeloenhardwarereconﬁgurable,
quefaciliteeldesarrolosobrehardwareembebido.
Encuantoaltipodealgoritmosaimplementarsepuedecitar:
•Realizarpruebasconalgoritmosdeltipoiterativos,cuyonúmerodepa-
sospararesolverelproblemaesindeterminadoalcomenzarlaejecución
yaquedependedelosdatosprovistos.Paraestosalgoritmos,conuna
altacantidaddepasospredeﬁnidos,eltamañodelasMatricesdeIn-
cidenciageneradasseríapresuntamenteprohibitivo,perodeterminado
precisamente,yaqueestaclasedealgoritmostieneunnúmerolímite
deiteracionesalacualselegasiemprequeelumbraldecortenohaya
sidoalcanzadopreviamente.Laimplementaciónsobrematricesralas
seríaconvenienteenestoscasos.
•Otrotipodealgoritmosdistintodelasrutinasdeálgebralineal,como
eselcasodealgoritmosdegrafos,ordenamientos,árboles,etc,clásicos
dentrodelacienciadelacomputación.
•Algoritmoscomplejosconmúltiplesrutinas,comoeselcasodealgo-
ritmosdequeresuelvenproblemasfísicos,químicos,astronómicos,de
ingeniería,etc.Eshabitualque,sibienenestoscasosintervenganmu-
choscomponentesalgorítmicos,lamayorpartedelcostocomputacional
estédestinadoalaresolución,poralgúnmétodoparticularapropiado
alproblemaencuestión,deunsistemadeecuacioneslineales.
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•Paralelizacióndecódigoheredado,queluegodelanálisisdesuscom-
ponentes,dependenciasycargas,puedasermodeladousandoPEMy
porlotantoserejecutardoenparalelosinnecesidadderearmardesde
ceroelcódigo.
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ApéndiceA
Archivosdeconﬁguracióndel
framework
Seadjuntanejemplosdearchivosdeconﬁguracióndelframeworkdesarrolado
yusadosenalgunasdelaspruebasexpuestas
Elframework,cuyoejecutableselamatst_pn,eslamadodesdelalínea
decomandoscon:
>tst_pnrun_config_mm.xml
Elarchivorun_config_mm.xmleselparámetrodeejecuciónprincipal,
quecontieneciertosvaloresyreferenciasaotrosarchivosdeconﬁguración.
Muchosdelosvaloressonautoexplicados.
<xmldef_run_config>
<pnet_def_file>mmx3x4</pnet_def_file>
<proc_def_file>dice+2_pu.xml</proc_def_file>
<thre_def_file>dice+2x2_cores.xml</thre_def_file>
<bank_def_file>cuat_bank.xml</bank_def_file>
<num_mat>3</num_mat>
<mat_size>24000</mat_size>
<mat_row_blocks>3</mat_row_blocks>
<mat_col_blocks>3</mat_col_blocks>>
<mat_sub_row_blocks>4</mat_sub_row_blocks>
<mat_sub_col_blocks>4</mat_sub_col_blocks>
</xmldef_run_config>
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Elarchivommx3x4contienelaReddePetridesplegadaparaelmodelode
MMdepag.93,condivisiónn=3yr=4.Elarchivonoesexpuestoeneste
anexoporsulongitud.
Elarchivodice+2_pu.xmlcontienelosparámetrosdedeﬁnicióndelos
dieciseisprocesadoresdeﬁnidossobreCPUmáslosdossobreGPGPU.
<xmldef_procs>
<processor>
<pname>Proc1</pname>
<pclass>PetriProcessor</pclass>
<bname>b1</bname>
<gpunum>1</gpunum>
<prdeffile>mmtaskgpu.txt</prdeffile>
</processor>
<processor>
<pname>Proc2</pname>
<pclass>PetriProcessor</pclass>
<bname>b1</bname>
<gpunum>2</gpunum>
<prdeffile>mmtaskgpu.txt</prdeffile>
</processor>
<processor>
<pname>Proc3</pname>
<pclass>PetriProcessor</pclass>
<bname>b1</bname>
<gpunum>0</gpunum>
<prdeffile>mmtaskamd.txt</prdeffile>
</processor>
<processor>
<pname>Proc4</pname>
<pclass>PetriProcessor</pclass>
<bname>b1</bname>
<gpunum>0</gpunum>
<prdeffile>mmtaskamd.txt</prdeffile>
</processor>
...
</xmldef_procs>
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Elarchivodice+2x2_cores.xmlcontienelaasignaciónoaﬁnidaddecada
procesadorconloscoresfísicosenelcomputador.
<xmldef_thread_pool>
<thread_master>
<core_num>2</core_num>
<proc>Proc1</proc>
</thread_master>
<thread_master>
<core_num>40</core_num>
<proc>Proc2</proc>
</thread_master>
<thread_master>
<core_num>10</core_num>
<core_num>11</core_num>
<proc>Proc3</proc>
</thread_master>
<thread_master>
<core_num>4</core_num>
<core_num>5</core_num>
<proc>Proc4</proc>
</thread_master>
...
</xmldef_procs>
Elarchivochtaskamd.txtcontieneelmapeodetareasarutinasaejecu-
tar,paraelcasodelalgoritmodeCholesky.
<net_procdef>
<singled>
<task><name>potr</name><rutine>cpu_spotrf</rutine></task>
<task><name>gemm</name><rutine>cpu_sgemm</rutine></task>
<task><name>syrk</name><rutine>cpu_ssyrk</rutine></task>
<task><name>trsm</name><rutine>cpu_strsm</rutine></task>
</singled>
<doubled>
<task><name>potr</name><rutine>cpu_dpotrf</rutine></task>
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<task><name>gemm</name><rutine>cpu_dgemm</rutine></task>
<task><name>syrk</name><rutine>cpu_dsyrk</rutine></task>
<task><name>trsm</name><rutine>cpu_dtrsm</rutine></task>
</doubled>
</net_procdef>
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