We characterize the Dirichlet-Ferguson measure over a locally compact Polish finite diffuse measure space as the unique random measure satisfying a Mecke-type identity.
1. Introduction and the main result. Let X be a locally compact Polish space 1 , i.e., the topology on X is completely metrizable, separable, and locally compact. We denote by B(X) the Borel σ-algebra on X.
We denote by M + the cone of positive (not necessarily finite) Radon measures, endowed with the vague topology, i.e., the weakest topology on M + with respect to which all maps M + η → f | η ∈ R with f ∈ C c are continuous. Here C c is the space of continuous compactly supported functions on X, and for f ∈ C c and η ∈ M + , we denote f | η := X f dη, i.e., the usual duality pair between C c and M + .
By (the law of) a random measure over X we mean any probability bounded measurable measure Q on (M + , B(M + )).
We denote by Γ the space of configurations in X, i.e., the subset of M + consisting of Radon measures of the form γ = i≥1 δ x i with x i = x j if i = j. Here, for x ∈ X, δ x denotes the Dirac measure with mass at x, and we also require that the zero measure on X (i.e., an empty configuration) belongs to Γ. It holds that Γ ∈ B(M + ). If a random measure Q is concentrated on Γ, we say that it is (the law of) a point process in X.
Let σ be a diffuse (i.e., atomless) Radon measure on (X, B(X)), henceforth an intensity. Among all point processes, a remarkable and ubiquitous example is given by the Poisson point process or Poisson measure P σ with intensity σ [12, 14] , i.e., the point process in X whose Laplace transform satisfies:
Theorem (Mecke identity for P σ [16, 3.1] ). Let X and σ be as above and let Q be a random measure over X. Then, the following statements are equivalent:
(i) Q is the Poisson measure P σ with intensity σ; (ii) for every non-negative measurable function F :
Remark 1. Note that, for Q = P σ , in the Mecke identity (1.2), integration is over Γ rather than M + . Furthermore, since the measure σ is diffuse, for each γ = i≥1 δ x i ∈ Γ, we have σ {x i } i≥1 = 0, hence γ + δ x ∈ Γ for σ-a.a. x ∈ X.
The Mecke identity (1.2) and its generalization to Gibbs measures, the Georgii-Nguyen-Zessin formula [9, 17] , have important applications in the theory of point processes and stochastic dynamics of interacting particle systems, see e.g. [1, 2, 5, 15, 18] .
We denote by P the subset of probability measures in M + . It holds that P ∈ B(M + ). If a random measure is concentrated on P, we say that it is (the law of) a random probability measure.
The aim of this work is to show how the Dirichlet-Ferguson measure D σ (see §2 below) may be regarded as the natural analog of the Poisson measure when one replaces the configuration space Γ with P.
Theorem 1 (A Mecke-type characterization of D σ ). Let X be as above, let σ be a non-zero finite diffuse measure on (X, B), and set β := σ(X). Then, for any random measure Q over X, the following statements are equivalent:
(i) Q is the Dirichlet-Ferguson measure D σ with intensity σ; (ii) for every non-negative measurable function G :
Moreover, for every non-negative (or bounded) measurable function F : P × X → R, 4) and for every non-negative (or bounded) measurable function R :
(1.5)
In formula (1.5), η(x) := η({x}).
Remark 2. Note that, when σ is a probability measure on X, in formulas (1.3)-(1.5), the factor (1 − t) β−1 becomes 1. 
Remark 4. For Q = D σ , in formula (1.3), integration is over P rather than M + , and the term η(X) is equal to 1. Furthermore, for Q = D σ , formula (1.3) is a special case of formula (1.4), while formulas (1.4) and (1.5) are in fact equivalent.
Let us provide some heuristics on the form of the Mecke-type identity for the DirichletFerguson measure. In the case of the Poisson measure, we seek a way to compute the P σ -average of the functional Γ γ → X dγ(x) F (γ, x). It is the statement of the Mecke identity that the latter coincides with the P σ -average of some 'augmented' functional that we construct in the following way. Firstly, we augment F (γ, x) by adding δ x to γ, and secondly we take the σ-average in x. In the case where η ∈ P, η + δ x is not anymore a probability measure, so this operation makes no sense in P. Nevertheless, δ x belongs to P. So, we may instead consider the convex hull of (actually a straight line between) η and δ x , i.e., the set (1 − t)η + tδ x | t ∈ [0, 1] . Thus, the Mecke-type identity (1.4) states that the D σ -average of the functional P η → X dη(x) F (η, x) coincides with the D σ -average of the augmented functional that we construct as follows. We consider F (1 − t)η + tδ x , x and take its σ-average in x and Beta[1, β]-average in t.
Our interest in a Mecke-type identity for the Dirichlet-Ferguson measure originated from the expected applications to the study of stochastic dynamics related to D σ , very much in the spirit of results of [4, 10, 13] , which were obtained for measure-valued Lévy processes, in particular, for the gamma measure, see §2 below. Recall that, in those papers, a suitable analog of the Mecke identity (see formula (2.3) below regarding the gamma measure) plays a key role.
We also note that the Dirichlet-Ferguson measure is the unique stationary, reversible distribution for the Fleming-Viot process with parent-independent mutation, see e.g. Theorems 5.3, 5.4 in [7] .
Below, in §2, we discuss preliminary notions and facts, and in §3 we prove Theorem 1 and discuss several corollaries, including a characterization of the Dirichlet distribution. We expect that the results of this paper remain true when X is a standard Borel space, i.e., without the assumption that X is locally compact.
Preliminaries.
, the Dirichlet distribution with parameter α is the probability measure on ∆ k−1 denoted by Dir[α] and defined by
for each measurable subset A of ∆ k−1 . In formula (2.1), B(·) is the multivariate Beta function and
For integer k ≥ 2, we denote by P k (X) the set of ordered partitions X := (X 1 , . . . , X k ) of X with X i ∈ B(X) and σ(X i ) > 0, i = 1, . . . , k. For each X ∈ P k (X), we define the evaluation map ev X :
Note that the map ev X is measurable. The Dirichlet-Ferguson measure D σ with intensity σ [8] is the unique random probability measure over X satisfying the following two conditions: (i) for each B ∈ B(X) with σ(B) = 0, we have η(B) = 0 for D σ -a.a. η ∈ P; (ii) for each integer k ≥ 2 and X ∈ P k (X), .2) i.e., the push-forward of D σ under ev X is equal to Dir[ev X (σ)].
The gamma measure. Denote by K the subset of M + that consists of discrete finite measures on X. Thus, each measure ν ∈ K is finite and has a representation ν = i≥1 s i δ x i with s i > 0 and x i = x j if i = j. As shown in [11] , K ∈ B(M + ). Consider the space R + as endowed with the logarithmic distance d log (s 1 , s 2 ) := |log(s 1 /s 2 )|. Denote byX the (locally compact Polish) space X × R + . Further letΓ denote the space of configurations inX. Consider the mapping H : K →Γ given by
and letK denote the range of H. Clearly, the mapping H : K →K is a bijection. It was shown in [11, 6.2] that both H and H −1 are Borel-measurable.
Let λ be a measure on (R + , B(R + )) such that R + dλ(s) 1∧s < ∞ (a Lévy measure). Consider the measureσ := σ ⊗ λ on (X, B(X)). The Poisson measure Pσ with intensityσ is concentrated onK, and we define a probability measure R σ,λ on (K, B(K)) as the push-forward of Pσ under H −1 . The measure R σ,λ is called a measure-valued Lévy process and it has the Laplace transform
see [13] . When dλ(s) := s −1 e −s ds, we write G σ := R σ,λ for the gamma measure with intensity σ. It has the Laplace transform
see [19] .
Lemma 1 (Mecke identity for the gamma measure). The gamma measure with intensity σ satisfies
for every non-negative measurable function G : K × X → R. Here dλ (s) := s dλ(s) = e −s ds.
Proof. The statement is a straightforward corollary of the Mecke identity satisfied by the Poisson measure Pσ and the construction of the gamma measure G σ . See [11, 6.3] for details (in the case X = R d ).
Remark 5. A similar Mecke identity holds, of course, for each measure-valued Lévy process R σ,λ , see [13] .
It was shown in [8] that the Dirichlet-Ferguson measure D σ is the 'simplicial part' of G σ . More precisely, we denote by Γ(·) the gamma function and by
the gamma distribution on R + with shape parameter k ∈ R + and scale parameter θ ∈ R + . Consider the measurable mapping R : K → P × R + given by
Then,
i.e., the push-forward of G σ under R is the product measure
Note also that the Dirichlet-Ferguson measure D σ is concentrated on the set of discrete probability measure, K 1 := K ∩ P, and that the mapping R : K → K 1 × R + is bijective.
Proof and corollaries. We start with
Proof of Theorem 1. We first prove that D σ satisfies formula (1.4), hence (1.3). Using Lemma 1 and formula (2.4) yields
whence the change of variable t = s r+s (for a fixed s) yields
To prove formula (1.5), choose F (η, x) = R(η, x, η(x)) in (1.4), which gives
where we used that, for a fixed η = i≥1 s i δ x i ∈ K 1 , we have σ {x i } i≥1 = 0, hence η(x) = 0 for σ-a.a. x ∈ X.
For the reverse implication we consider the set M of all random measures Q over X that satisfy (1.3). We know that D σ ∈ M and we need to prove that D σ is the unique element of M. So let Q ∈ M and let us first show that Q is concentrated on P. Choosing G = 1 in (1.3), we get (3.1)
In particular, η(X) < ∞ Q-a.s. Next, choosing G(η) = η(X) in (1.3) and using (3.1), we get
By (3.1) and (3.2), the random variable η(X) has zero variance under Q, hence it is deterministic. Thus, η(X) = 1 Q-a.s., so Q is concentrated on P. Hence, formula (1.3) becomes
and it holds for every measurable bounded function G : P → R.
Let B ∈ B(X) be such that σ(B) = 0. By (3.3),
Hence, η(B) = 0 for Q-a.a. η ∈ M + . Next, for an integer k ≥ 2, consider an ordered partition X = (X 1 , . . . , X k ) ∈ P k (X). To prove that Q = D σ , it remains to show that the distribution of the random vector ev X (η) = (η(X 1 ), . . . , η(X k )) in R k (in fact, in ∆ k−1 ) under Q is uniquely determined by (3.3). We recall that the Hadamard product • :
1 s
1 , . . . , s
This binary operation is obviously associative and commutative.
Denote by B(X) the linear space of bounded measurable functions g : X → R. For any g ∈ B(X) and a finite measure η on X, we denote g | η := X g dη.
Denote α := ev X (σ). Fix any s = (s 1 , . . . , s k ) ∈ R k , and let g(
and (3.5)
For n ∈ N, we get, by (3.3)-(3.5),
where (r) k denotes the falling factorial: (r) 0 := 1 and (r) k := r(r − 1) · · · (r − k + 1) for k ∈ N. Therefore,
The recurrence relation (3.6) uniquely determines the moments
Since the measure (ev X ) * Q has a compact support in R k , it is uniquely determined by its moment sequence (3.7), see e.g. Chapter 8, Section 5 in [3] . Therefore, (ev
Remark 6. We stress that our proof of the reverse implication in Theorem 1 is different from the proofs of the analogous characterizations for the Poisson and the gamma measure (resp. [16, 3.1] and [11, 6.3] ). Indeed, the latter proofs rely on a characterization of the Laplace transform of the random measure in question by some ordinary differential equation. This approach seems however not possible in the case of the Dirichlet-Ferguson measure, whose Laplace transform is a kind of an infinite-variable hypergeometric function (see [6, §5] ). On the other hand, proper analogs of our proof (through the uniqueness of the solution of a multidimensional moment problem under an appropriate bound on the moments) allow one to prove the corresponding statements for both the Poisson and the gamma measure (see [14, Thm. 4 
.1]).
Corollary 1 (Moments of the Dirichlet distribution). Let α = (α 1 , . . . , α k ) ∈ R k + and assume that |α| := α 1 + · · · + α k = 1. Then (i) The moments of the Dirichlet distribution Dir[α] satisfy the following recurrence relation:
for all n ∈ N and s (1) , . . . , s (n) ∈ R k . (Here, |ξ| denotes the number of elements of the set ξ.) In particular, for all n ∈ N and s ∈ R k ,
(ii) For all n ∈ N and s ∈ R k ,
where Z n denotes the cycle index polynomial of the symmetric group S n .
Proof. Choose X = [0, 1], dσ(x) = dx, and choose a partition X such that ev X (σ) = α. Then formula (3.9) follows from (3.6) if we note that, for β = 1,
Next, note that the right hand side of formula (3.8) is an n-linear symmetric form of s (1) , . . . , s (n) ∈ R k , and for s = s (1) = · · · = s (n) , the right hand side of (3.8) is equal to the right hand side of formula (3.9). Hence, (3.8) follows from (3.9) and the polarization identity. The second statement follows by noticing that the cycle index polynomials of S n satisfy the recurrence relation (3.9) (e.g. [6, §2.1, eq. (2.6)]). Remark 8. By using formula (3.6), one can immediately extend Statement (i) of Corollary 1 to the case of a general α ∈ R k + .
Corollary 2 (Moments of the Dirichlet-Ferguson measure). Let σ ∈ P (i.e. β = 1). Then, the moments of the Dirichlet-Ferguson measure D σ satisfy the following recurrence relation:
for all n ∈ N and g 1 , . . . , g n ∈ B(X). In particular, for all n ∈ N and g ∈ B(X),
Proof. In the case where the functions g 1 , . . . , g n ∈ B(X) take on a finite number of values, formula (3.10) follows from (3.4) and (3.8) . In the general case, formula (3.10) follows by approximation and the dominated convergence theorem. Here |y| := y 1 + · · · + y k for y ∈ [0, ∞) k and (e i ) i=1,...,k is the canonical basis in R k .
Moreover, for every non-negative (or bounded) measurable function f : ∆ k−1 ×{1, . . . , k} → R, Thus, (3.11) holds for θ = Dir [α] . Formula (3.12) is proven analogously by applying formula (1.4) to
In order to prove that formula (3.11) uniquely identifies the measure θ, one uses essentially the same arguments as in the proof of Theorem 1. One first shows that R k + dθ(y) |y| n = 1, n = 1, 2 which implies |y| = 1 θ-a.s., i.e., θ is concentrated on ∆ k−1 in R k . And then one chooses g(y) :=(s · y) n and finds the recurrence relation for the moments of θ.
