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Abstract
In the present paper we prove that for any fixed 1 < c < 7/6 there exist infinitely
many consecutive square-free numbers of the form [nc], [nc]+1 and we also establish
an asymptotic formula in given interval.
1 Notations
Let X be a sufficiently large positive number. By ε we denote an arbitrary small
positive number, not necessarily the same in different occurrences. We denote by µ(n)
the Mo¨bius function and by τ(n) the number of positive divisors of n. As usual [t] and {t}
denote the integer part, respectively, the fractional part of t. Let ||t|| be the distance from
t to the nearest integer. Instead of m ≡ n (mod k) we write for simplicity m ≡ n (k).
As usual e(t)=exp(2piit). For positive A and B we write A ≍ B instead of B ≪ A≪ B.
Let c be a real constant such that 1 < c < 7/6.
Denote
z = X
2c−1
4 ; (1)
γ = 1/c ; (2)
ψ(t) = {t} − 1/2 ; (3)
σ =
∏
p
(
1− 2
p2
)
. (4)
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2 Introduction and statement of the result
The problem for the consecutive square-free numbers arises in 1932 when Carlitz [3]
proved that ∑
n≤X
µ2(n)µ2(n + 1) = σX +O(Xθ+ε) , (5)
where θ = 2/3 and σ is denoted by (4). Formula (5) was subsequently improved by
Heath-Brown [4] to θ = 7/11 and by Reuss [5] to θ = (26 +
√
433)/81.
On the other hand in 2008 Cao and Zhai [2] proved that for any fixed 1 < c < 149/87
the asymptotic formula ∑
n≤X
µ2([nc]) =
6
pi2
X +O (X1−ε) (6)
holds. Their earlier result [1] covers the narrower range 1 < c < 61/36.
Define
Sc(X) =
∑
X/2<n≤X
µ2([nc])µ2([nc] + 1) . (7)
We couple the theorems (5) and (6) by proving
Theorem 1. Let 1 < c < 7/6. Then the asymptotic formula
Sc(X) =
1
2
σX +O
(
X
6c+1
8
+ε
)
,
holds. Here σ is defined by (4).
3 Lemmas
Lemma 1. Suppose that f ′′(t) exists, is continuous on [a, b] and satisfies
f ′′(t) ≍ λ (λ > 0) for t ∈ [a, b] .
Then ∣∣∣∣ ∑
a<n≤b
e(f(n))
∣∣∣∣≪ (b− a)λ1/2 + λ−1/2 .
Proof. See ([6], Ch.5, Th.5.9).
Lemma 2. Let n ∈ N. Then
τ(n)≪ nε .
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4 Proof of the Theorem
We use (7) and the well-known identity µ2(n) =
∑
d2|n µ(d) to write
Sc(X) =
∑
X/2<n≤X
∑
d2|[nc]
µ(d)
∑
t2|[nc]+1
µ(t)
=
∑
d,t
(d,t)=1
µ(d)µ(t)
∑
X/2<n≤X
[nc]≡0 (d2)
[nc]+1≡0 (t2)
1
=
∑
d,t
(d,t)=1
µ(d)µ(t)
∑
((X/2)c−1)d−2<k≤Xcd−2
kd2+1≡0 (t2)
∑
X/2<n≤X
[nc]=kd2
1
=
∑
d,t
(d,t)=1
µ(d)µ(t)
∑
((X/2)c−1)d−2<k≤Xcd−2
kd2+1≡0 (t2)
∑
X/2<n≤X
kd2≤nc<kd2+1
1
=
∑
d,t
(d,t)=1
µ(d)µ(t)
∑
(X/2)cd−2<k≤Xcd−2
kd2+1≡0 (t2)
∑
(kd2)γ≤n<(kd2+1)γ
1 +O(Xε)
= S(1)c (X) + S
(2)
c (X) +O(Xε) , (8)
where
S(1)c (X) =
∑
dt≤z
(d,t)=1
µ(d)µ(t)
∑
(X/2)cd−2<k≤Xcd−2
kd2+1≡0 (t2)
∑
(kd2)γ≤n<(kd2+1)γ
1 , (9)
S(2)c (X) =
∑
dt>z
(d,t)=1
µ(d)µ(t)
∑
(X/2)cd−2<k≤Xcd−2
kd2+1≡0 (t2)
∑
(kd2)γ≤n<(kd2+1)γ
1 . (10)
Estimation of S
(1)
c (X)
From (9) we have
S(1)c (X) =
∑
dt≤z
(d,t)=1
µ(d)µ(t)
∑
(X/2)cd−2<k≤Xcd−2
kd2+1≡0 (t2)
(
[−(kd2)γ]− [−(kd2 + 1)γ])
= S(3)c (X) + S
(4)
c (X) , (11)
where
S(3)c (X) =
∑
dt≤z
(d,t)=1
µ(d)µ(t)
∑
(X/2)cd−2<k≤Xcd−2
kd2+1≡0 (t2)
(
(kd2 + 1)γ − (kd2)γ
)
, (12)
S(4)c (X) =
∑
dt≤z
(d,t)=1
µ(d)µ(t)
∑
(X/2)cd−2<k≤Xcd−2
kd2+1≡0 (t2)
(
ψ(−(kd2 + 1)γ)− ψ(−(kd2)γ)
)
. (13)
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First we shall estimate S
(3)
c (X).
Using (12) and Abel’s transformation we obtain
S(3)c (X) =
∑
dt≤z
(d,t)=1
µ(d)µ(t)
∑
(X/2)cd−2<k≤Xcd−2
kd2+1≡0 (t2)
(kd2)γ
(
γ(kd2)−1 +O((kd2)−2))
= γ
∑
dt≤z
(d,t)=1
µ(d)µ(t)d2(γ−1)
∑
(X/2)cd−2<k≤Xcd−2
kd2+1≡0 (t2)
kγ−1
+O
( ∑
dt≤z
(d,t)=1
d2(γ−2)
∑
(X/2)cd−2<k≤Xcd−2
kd2+1≡0 (t2)
kγ−2
)
= γ
∑
dt≤z
(d,t)=1
µ(d)µ(t)d2(γ−1)
[
(Xcd−2)γ−1
∑
(X/2)cd−2<k≤Xcd−2
kd2+1≡0 (t2)
1
−
Xcd−2∫
(X/2)cd−2
( ∑
(X/2)cd−2<k≤y
kd2+1≡0 (t2)
1
)
(yγ−1)′dy
]
+O
(
X1−2c
∑
dt≤z
(d,t)=1
∑
(X/2)cd−2<k≤Xcd−2
kd2+1≡0 (t2)
1
)
= γ
∑
dt≤z
(d,t)=1
µ(d)µ(t)d2(γ−1)
[
X1−cd2(1−γ)
(
2c − 1
2c
Xc
d2t2
+O(1)
)
−
Xcd−2∫
(X/2)cd−2
(
y − (X/2)cd−2
t2
+O(1)
)
(yγ−1)′dy
]
+O
(
X1−c
∑
dt≤z
1
d2t2
)
=
1
2
X
∑
dt≤z
(d,t)=1
µ(d)µ(t)
d2t2
+O
(
X1−c
∑
dt≤z
1
)
+O(1)
=
1
2
X
∑
d,t=1
(d,t)=1
µ(d)µ(t)
d2t2
− 1
2
X
∑
dt>z
(d,t)=1
µ(d)µ(t)
d2t2
+O
(
X1−c
∑
dt≤z
1
)
+O(1) . (14)
It is well-known that ∑
d,t=1
(d,t)=1
µ(d)µ(t)
d2t2
=
∏
p
(
1− 2
p2
)
, (15)
see ([7], Theorem 2.6.8).
On the other hand by Lemma 2
∑
dt>z
(d,t)=1
µ(d)µ(t)
d2t2
≪
∑
dt>z
1
d2t2
=
∑
n>z
τ(n)
n2
≪
∑
n>z
1
n2−ε
≪ zε−1 . (16)
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By the same way ∑
dt≤z
1 =
∑
n≤z
τ(n)≪ zXε . (17)
Bearing in mind (1), (4) and (14) – (17) we find
S(3)c (X) =
1
2
σX +O
(
X
6c+1
8
+ε
)
. (18)
Now we shall estimate S
(4)
c (X).
Replace
Φ(k, d) = ψ(−(kd2 + 1)γ)− ψ(−(kd2)γ) . (19)
Let M ≥ 2 is a real parameter, we shall choose latter depending on X, d and t. Using
([7], Lemma 5.2.2) we get
Φ(k, d) = − 1
2pii
∑
1≤|h|≤M
ω(k, d, h)
h
+O(ω1(k, d))+O(ω2(k, d)) , (20)
where
ω(k, d, h) = e(−h(kd2 + 1)γ)− e(−h(kd2)γ) , (21)
ω1(k, d) = min
(
1,
1
M || − (kd2 + 1)γ||
)
, ω2(k, d) = min
(
1,
1
M || − (kd2)γ||
)
. (22)
From (13), (19), (20) and (22) it follows
S(4)c (X) = −
1
2pii
∑
dt≤z
(d,t)=1
µ(d)µ(t)
∑
1≤|h|≤M
1
h
∑
(X/2)cd−2<k≤Xcd−2
kd2+1≡0 (t2)
ω(k, d, h) + Ω1 + Ω2 , (23)
where Ω1 and Ω2 are the contributions of the remainder terms in (20).
Using ([7], Lemma 5.2.3) we obtain
Ω1, Ω2 ≪
∑
dt≤z
(d,t)=1
∑
(X/2)cd−2<k≤Xcd−2+1/d2
kd2+1≡0 (t2)
min
(
1,
1
M ||(kd2)γ||
)
≪
∑
dt≤z
(d,t)=1
∑
(X/2)cd−2<k≤Xcd−2+1/d2
kd2+1≡0 (t2)
∑
h∈Z
bM (h)e(h(kd
2)γ) , (24)
where
bM(h)≪
{
logM
M
if h ∈ Z ,
M
h2
if h ∈ Z\{0} . (25)
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From (24) and (25) we find
Ω1, Ω2 ≪
∑
dt≤z
Xc
d2t2
logM
M
+
∑
dt≤z
logM
M
∑
1≤|h|≤M
|H(t, h)|+
∑
dt≤z
M
∑
|h|>M
|H(t, h)|
h2
, (26)
where
H(t, h) =
∑
((X/2)c+1)t−2<l≤(Xc+2)t−2
e(h(lt2 − 1)γ) . (27)
Denote
f(y) = h(yt2 − 1)γ .
We have
f ′′(y) ≍ |h|t4X1−2c (28)
for
y ∈
(
(X/2)c + 1
t2
,
Xc + 2
t2
]
.
Bearing in mind (27), (28) and Lemma 1 we get
H(t, h)≪ |h|1/2X1/2 + |h|−1/2t−2Xc−1/2 . (29)
Taking
M =
X
2c−1
4 logX
dt
, (30)
by (1), (26), (29) and Lemma 2 we obtain
Ω1, Ω2 ≪
∑
dt≤z
Xc
d2t2
logM
M
+
∑
dt≤z
logM
M
∑
h≤M
(
h1/2X1/2 + h−1/2t−2Xc−1/2
)
+
∑
dt≤z
M
∑
h>M
(
h−3/2X1/2 + h−5/2t−2Xc−1/2
)
≪ Xε
∑
dt≤z
(
Xc
Md2t2
+M1/2X1/2 +M−1/2t−2Xc−1/2
)
≪ X 2c+14 +ε
∑
dt≤z
(dt)−1 +X
2c+3
8
+ε
∑
dt≤z
(dt)−
1
2 +X
6c−3
8
+ε
∑
dt≤z
(dt)
1
2
= X
2c+1
4
+ε
∑
n≤z
τ(n)n−1 +X
2c+3
8
+ε
∑
n≤z
τ(n)n−
1
2 +X
6c−3
8
+ε
∑
n≤z
τ(n)n
1
2
≪ X 2c+14 +ε
∑
n≤z
n−1 +X
2c+3
8
+ε
∑
n≤z
n−
1
2 +X
6c−3
8
+ε
∑
n≤z
n
1
2
≪ X 2c+14 +ε +X 2c+38 +εz 12 +X 6c−38 +εz 32
≪ X 6c+18 +ε . (31)
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From (23) and (31) it follows
S(4)c (X)≪
∑
dt≤z
∑
h≤M
1
h
|S(5)c (X)|+X
6c+1
8
+ε , (32)
where
S(5)c (X) =
∑
(X/2)cd−2<k≤Xcd−2
kd2+1≡0 (t2)
ω(k, d, h) . (33)
By (21) we have
ω(k, d, h) = θh(kd
2)e(−h(kd2)γ) , (34)
where
θh(t) = e(h(t
γ − (t+ 1)γ))− 1 . (35)
Using (33), (34) and Abel’s transformation we find
S(5)c (X) =
∑
(X/2)cd−2<k≤Xcd−2
kd2+1≡0 (t2)
θh(kd
2)e(−h(kd2)γ)
= θh(X
c)
∑
(X/2)cd−2<k≤Xcd−2
kd2+1≡0 (t2)
e(−h(kd2)γ)
−
Xcd−2∫
(X/2)cd−2
(θh(yd
2))′
∑
(X/2)cd−2<k≤y
kd2+1≡0 (t2)
e(−h(kd2)γ)dy
≪
(
|θh(Xc)|+ d2
Xcd−2∫
(X/2)cd−2
|θ′h(yd2)|dy
)
max
y∈[(X/2)cd−2,Xcd−2]
|S(6)c (X, y)| , (36)
where
S(6)c (X, y) =
∑
(X/2)cd−2<k≤y
kd2+1≡0 (t2)
e(h(kd2)γ) . (37)
Consider θh(X
c). By (35) and the mean-value theorem we get
|θh(Xc)| ≤ 2| sin
(
pih((Xc)γ − (Xc + 1)γ))| ≪ |h|∣∣(Xc)γ − (Xc + 1)γ∣∣≪ |h|X1−c . (38)
On the other hand
θ′h(t) = 2piihγ
(
tγ−1 − (t + 1)γ−1)e(h(tγ − (t+ 1)γ))≪ |h|tγ−2
therefore
θ′h(t)≪ |h|X1−2c for t ∈ [(X/2)c, Xc] . (39)
7
Bearing in mind (36) – (39) we obtain
S(5)c (X)≪ |h|X1−c max
y∈[(X/2)cd−2,Xcd−2]
|S(6)c (X, y)| . (40)
Thus from (32), (37) and (40) it follows
S(4)c (X)≪ X1−c
∑
dt≤z
∑
h≤M
max
y∈[(X/2)cd−2,Xcd−2]
|S(6)c (X, y)|+X
6c+1
8
+ε . (41)
By (37) we have
S(6)c (X, y) =
∑
((X/2)c+1)t−2<l≤(yd2+2)t−2
e(h(lt2 − 1)γ)
and arguing as in (27) we find
max
y∈[(X/2)cd−2,Xcd−2]
|S(6)c (X, y)| ≪ |h|1/2X1/2 + |h|−1/2t−2Xc−1/2 . (42)
Using (1), (30), (41), (42) and Lemma 2 we get
S(4)c (X)≪ X1−c
∑
dt≤z
∑
h≤M
(h
1
2X1/2 + h−1/2t−2Xc−1/2) +X
6c+1
8
+ε
≪ X 3−2c2
∑
dt≤z
M
3
2 +X1/2
∑
dt≤z
M1/2 +X
6c+1
8
+ε
≪ X 9−2c8 +ε
∑
dt≤z
(dt)−
3
2 +X
2c+3
8
+ε
∑
dt≤z
(dt)−
1
2 +X
6c+1
8
+ε
= X
9−2c
8
+ε
∑
n≤z
τ(n)n−
3
2 +X
2c+3
8
+ε
∑
n≤z
τ(n)n−
1
2 +X
6c+1
8
+ε
≪ X 9−2c8 +ε
∑
n≤z
n−
3
2 +X
2c+3
8
+ε
∑
n≤z
n−
1
2 +X
6c+1
8
+ε
≪ X 2c+38 +εz1/2 +X 6c+18 +ε
≪ X 6c+18 +ε . (43)
Bearing in mind (11), (18) and (43) we obtain
S(1)c (X) =
1
2
σX +O
(
X
6c+1
8
+ε
)
. (44)
Estimation of S
(2)
c (X)
Using (10) we write
S(2)c (X)≪ (logX)2
∑
D≤d<2D
∑
T≤t<2T
∑
(X/2)cd−2<k≤Xcd−2
kd2+1≡0 (t2)
1 , (45)
8
where
1
2
≤ D, T ≤ √Xc + 1 , DT ≥ z
4
. (46)
On the one hand (45) and Lemma 2 give us
S(2)c (X)≪ (logX)2
∑
T≤t<2T
∑
l≤(Xc+1)T−2
∑
D≤d<2D
∑
(X/2)cd−2<k≤Xcd−2
kd2=lt2−1
1
≪ (logX)2
∑
T≤t<2T
∑
l≤(Xc+1)T−2
τ(lt2 − 1)
≪ Xε
∑
T≤t<2T
∑
l≤(Xc+1)T−2
1
≪ Xc+εT−1 . (47)
On the other hand (45) and Lemma 2 imply
S(2)c (X)≪ (logX)2
∑
D≤d<2D
∑
(X/2)cd−2<k≤Xcd−2
∑
T≤t<2T
∑
l≤(Xc+1)T−2
kd2+1=lt2
1
≪ (logX)2
∑
D≤d<2D
∑
k≤XcD−2
τ(kd2 + 1)
≪ Xε
∑
D≤d<2D
∑
k≤XcD−2
1
≪ Xc+εD−1 . (48)
By (46) – (48) it follows
S(2)c (X)≪ Xc+εz−
1
2 . (49)
Using (1) and (49) we find
S(2)c (X)≪ X
6c+1
8
+ε . (50)
Bearing in mind (8), (44) and (50) we obtain
Sc(X) =
1
2
σX +O
(
X
6c+1
8
+ε
)
, (51)
where σ is denoted by (4).
The Theorem is proved.
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