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ABSTRACT
Semantic-Driven Unsupervised Image-to-Image Translation for Distinct
Image Domains
Wesley Ackerman
Department of Computer Science, BYU
Master of Science
We expand the scope of image-to-image translation to include more distinct image
domains, where the image sets have analogous structures, but may not share object types
between them. Semantic-Driven Unsupervised Image-to-image Translation for Distinct Image
Domains (SUNIT) is built to more successfully translate images in this setting, where content
from one domain is not found in the other. Our method trains an image translation model by
learning encodings for semantic segmentations of images. These segmentations are translated
between image domains to learn meaningful mappings between the structures in the two
domains. The translated segmentations are then used as the basis for image generation.
Beginning image generation with encoded segmentation information helps maintain the
original structure of the image. We qualitatively and quantitatively show that SUNIT
improves image translation outcomes, especially for image translation tasks where the image
domains are very distinct.

Keywords: computer science, machine learning, image-to-image translation, generative
adversarial network, deep learning, unsupervised learning, convolutional neural network
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Chapter 1
Introduction

Image-to-image translation is a useful tool in performing many modern image processing tasks: image inpainting [27], superresolution [9], image colorization [35], and dataset
augmentation [2, 8]. Given two image domains X1 and X2 , the image-to-image translation task
involves training a model which can meaningfully map image x1 ∈ X1 to a machine-generated
corollary image xˆ2 ∈ X2 , and vice versa for images in domain X2 . Many recent approaches
are multimodal, and map x1 to multiple differently-styled images in X2 [1, 15, 29, 39]. When
the image domains become more distinct, the problem becomes ill-posed and more difficult
for current models to translate meaningfully.
To date, image translation models have focused on translating between image domains
that have all objects in common between the domains. MUNIT [15] is defined as operating
on images that have the same content, but different stylistic representations of the content.
DTN [33] and TwinGAN [20] translate between more distinct image sets (e.g. human to
emoji faces), but these images are still different stylistic representations of the same object.
Our model (SUNIT) is built to make meaningful image translations between much
more distinct image domains, where both the objects present and stylistic representation may
be different. It maintains the unsupervised [1, 15, 18, 21, 29, 38] and multimodal abilities
of past approaches, and adds an increased ability to use semantic segmentation structure
to translate image sets that have much less in common. The central experiment we use to
test the limits of SUNIT is translating cityscape images to landscape images. The semantic
structure in the images is used by our model to “mak[e] analogies between distinct domains”
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[33] to generate images that are structurally-similar to the source image, mapping rivers and
plains to roads, buildings to mountains, etc.
SUNIT builds upon the MUNIT [15] framework. MUNIT uses learned encoder and
decoder networks to encode images into a set of deep features, and decode into a translated
image. SUNIT adds a separate encoder, decoder, and discriminator for image semantic
segmentations. This enables semantic information to be encoded and decoded in a learned
manner, and used in the early stages of generation to maintain structure during translation.
SUNIT also adds a translator network, which supports the encoder and decoder networks by
mapping encoded information between the two image domains, and a modified style-based
architecture [17]. We show using Fréchet Inception Distance (FID) [13] that our model creates
synthetic images that are more similar to target images than other approaches and LPIPS
[36] to show that our generated images are relatively diverse.
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Chapter 2
Related Work

2.1

Image-to-Image Translation

Image-to-image translation is the task of learning to transform images from one domain to
appear as if they came from the other domain. Pix2Pix [16] was the first to provide a public
framework for the task. Their solution uses a conditional GAN [24], which provides the
discriminator network with ground truth information on the image. Initially a classification
label, conditional GANs provided the discriminator with more information and allowed it to
better discern between categories within a given domain, improving image quality [7, 10].
CycleGAN [38] introduced the idea of a cycle-consistency loss. Images are translated
from image domain X1 to image domain X2 , then back into X1 . Cycle-consistency loss
allows the model to perform translation on unsupervised image datasets. Unsupervised
Image-to-Image Translation [21] similarly does so, and uses variational auto-encoders (VAEs)
to learn the marginal distribution for each domain. The model uses learned encodings to
represent content in images, which are switched between generator networks to translate
between domains.
BicycleGAN [39] pushed into the realm of multimodal translation. While CycleGAN
assumed that there is a single corollary image in the other domain for each image, BicycleGAN
outputs a distribution of possible images in the other domain. The model attempts to learn
an encoding for an image in the target domain, using an autoencoder GAN to obtain a code
for said image, then passing the code and the source image to a decoder for the creation of
the synthetic image.
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Pix2PixHD [34] proposed improvements to the Pix2Pix framework. The model uses a
multi-stage generator, and multiple discriminators of different scales to improve the quality of
high-resolution generated images. The generator is also provided with semantic segmentations
and the images, and boundary maps to help it better recreate the structure and boundaries
between objects in images. In this work they attempt tasks where the images contain more
objects, such as synthetic cityscape images [28] to realistic cityscape images [6]. It is this
type of multi-object image task that we emulate. We expand on their approach of using
semantic information by encoding image semantic segmentations and using that encoding as
the basis of image generation.
Multimodal Unsupervised Image-to-Image Translation (MUNIT) [15] builds upon the
UNIT [21] model. MUNIT assumes that all content is shared between domains, but that
the two domains have different style representations of that content. Content is defined as
underlying structure, and style as representation of that structure. Both a content and style
code are learned for each image, using a similar autoencoder GAN to those described above.
Then, other style codes can be sampled for any image, allowing multimodal outputs for the
translation between domains. MUNIT is the foundation upon which our framework is built.
SPADE [26] is a model that uses semantic segmentations to draw realistic images. The
authors use augmented ResNet blocks and pass in the semantic segmentation at multiple stages
in the image-creation process. This allows the model to follow the semantic segmentation
closely and create coarse and fine detail in the image. We use SPADE blocks in our network
to improve image quality. “A Style-Based Generator Architecture for Generative Adversarial
Networks” [17] similarly pass in encoded image details at multiple stages, enabling their
network to generate more detailed images. Our work uses a similar method to improve detail
and create less artifacts in generated images.
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2.2

Translation Between Distinct Image Domains

StarGAN [5] is a generalized model that learns a single generator to translate between several
different domains. The primary tests performed by the authors are human facial transformations. Augmented CycleGAN [1] uses sampled codes to enable multimodal translation, and
uses semi-supervised learning where possible. One of the tasks performed is also human face
transformation, as well as edges-to-realistic objects. Both are powerful models, but translate
between domains that are very similar.
DTN (Domain Transfer Network) is used in [33] to translate between image domains
that have less in common. The model uses an autoencoder GAN, very similar to that
described in BicycleGAN, where the encoder and decoder are penalized if they are unable
to reconstruct the image, or the encoding. TwinGAN [20] used weight-sharing networks
and a semantic consistency loss to translate from human faces to anime faces, and human
faces to cat faces. While the relationships between human and cat faces may sometimes be
unclear, the network was able to use face orientation and eye locations to obtain interesting
translations. This indicates that GANs are able to perform translations between image types
that are distinct. Our model pushes the distinct image domains translation further.
SUNIT uses encoded semantic information to “mak[e] analogies between distinct
domains” [33], and is able to translate between image domains that are very different more
effectively than past approaches.

5

Chapter 3
Methods

Semantic-driven Unsupervised Image-to-image Translation for distinct image domains
(SUNIT) is built upon the MUNIT [15] model, with modifications for providing more distinct
domain translation capabilities than previous approaches. We define x1 ∈ X1 and x2 ∈ X2
as images sampled from separate image domains. In an unsupervised setting, the joint
distribution for the two images is unknown. We attempt to estimate conditional distributions
p(x1 |x2 ) and p(x2 |x1 ). As with MUNIT, we make a partially shared latent space assumption.
A given image xi ∈ Xi is assumed to be generated from a content code ci , a style code si
and a segmentation code segi . ci and segi are assumed to contain both information that is
shared between domains, and information that is unshared. As such, we decompose both
codes as follows:
ci = (cs ∈ C, cui ∈ Ci )

(3.1)

segi = (segs ∈ SEG, segui ∈ SEGi )

(3.2)

where C and SEG are theoretical distributions containing content that is shared between
domains, and Ci and SEGi unshared. Thus cs represents the shared content between the
two domains, and cui the content that is only found in domain “i”. Likewise, segs represents
shared segmentation information, and segui represents the segmentation information that is
specific to domain i. We define p as the ratio of content that is shared between image domains,
which determines the relative sizes of cui and cs within ci . Calculating the true ratio of shared
content between two domains is a difficult problem on its own. Rather than attempting this,
6

Figure 3.1: MUNIT [15] Translation
we approximate the true ratio with p, which is tuned by hand using cross-validation to select
the best value for a given translation problem. The decomposition of ci allows elements that
are unseen in one image domain to be meaningfully translated to another. We also define
G∗i as the underlying generator that maps latent codes to their related images. Using these
definitions, for a given image x1 :
x1 = G∗1 (c1 , seg1 , s1 )

(3.3)

where the codes are drawn from the corresponding prior distributions.
Figure 3.1 shows the translation structure used by MUNIT. Our model uses this as a
basis, but adds content translator network Ti and segmentation encoding segi .
Our model consists of a generator Gi , content translator Ti , and an encoder Ei network
for each domain. Gi attempts to model G∗i and produce images that are diverse and realistic.
The generator model is a series of ResNet [12] blocks that generates an image xi given content,
segmentation, and style codes (equation 3.3). The encoder returns codes when given an image
as input. Our model includes content translator network Ti for each domain that transforms
content and segmentation codes when they are swapped between domains. Ti operates on
a portion of the content code equal to the ratio (1 − p), which is content that is unshared
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between domains. Given c1 and seg1 , it passes the codes through a series of ResNet blocks
and returns c1→2 and seg1→2 , and vice versa for domain 2. This allows the model to learn
mappings for segmentation elements and their corresponding objects that are not present in
the other domain. The reconstruction and translation structures of our model are shown in
Figure 3.2.
Our model also employs a discriminator network for each domain. We use a discriminator loss similar to those delineated in past works [11], sampling content c2 , style s1 , and
segmentation seg2 codes from their respective distributions.

Eall = Ex1 ∼px (x1 ),c2 ∼pc (c2 ),seg1 ∼pseg (seg1 )

LxD1 = Eall [log(1 − D1 (G1 (T1 (c2 ), s1 , T1 (seg2 ))))]+

Ex1 ∼px (x1 ) [log(D1 (x1 ))]

(3.4)

A similar D loss is employed for domain 2. As in [15], trading content codes between domains
before generation allows content to be mapped between domains.

3.1

Autoencoding semantic segmentations

Autoencoder GANs learn an encoding for image data, and the resulting code can be used to
represent information about the image. We autoencode the semantic segmentation to embed
underlying spatial information which the network can then use. This allows the model to
learn latent codes representing semantic segmentation properties, and allows those codes to
be interpolated or translated to change the structure of the output image.
We define generator Gseg
i , which generates a semantic segmentation given latent codes
seg and segi , and encoder Eiseg , which outputs codes seg and segi for a given image xseg
i .
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(a) Image auto-encoding process. xi denotes an image, si a learned encoding of xi ’s style
features, ci a learned encoding of xi ’s content features, segi a learned encoding of segmentation
information from xi , and x̂i the reconstructed image.

(b) Cross-domain image translation process. Encodings ci and segi are translated into the
other domain, then used to create a cross-domain image. si is sampled from a uniform
distribution. The resulting synthetic image is then encoded and the codes re-created. Only
transformation from domain 1 to domain 2 is shown, but the reverse transformation is also
used in training.

Figure 3.2: SUNIT model overview.
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We define an L1 image reconstruction loss where the network is penalized for the difference
between the original segmentation and the segmentation after it has been encoded and
decoded back into an image. Formally we write this as:

x

seg1
seg
seg
Lrecon
= Ex1 ∼p(x1 ) [kGseg
1 (E1 (x1 )) − xseg k1 ]

(3.5)

where p(x1 ) is the prior distribution of images from which x1 is drawn. The same loss is used
in domain 2. This loss encourages the model to learn meaningful encodings that can be used
to recreate semantic segmentations. We also define latent code reconstruction losses for both
domains:
seg
seg
1
Lseg
recon = Eseg1 ∼p(seg1 ) [kE1 (G1 (seg1 )) − seg1 k1 ]

(3.6)

As BicycleGAN and MUNIT [15, 39] have shown, forcing the model to recreate the latent
code as well as the original image improves its ability to recreate images, and reinforces
the concept that the generator and encoder should be inverses of each other. We apply
this same principle to learning encodings for segmentations. While past approaches have
used segmentations to improve results [22, 26, 34], we are not aware of any that have used
encodings of segmentations. This gives our model additional power to represent semantic
and structural information, and to translate it between domains.

3.2

Translating structure

We define a content translator Ti to translate content codes from image domain j into domain
i, where i 6= j. Using transfer from domain 1 to 2 as an example, our model first translates a
ratio (1 − p) of the segmentation code of seg1 into a segmentation code in domain 2.

segs , segu1 = (seg1 [0 : p], seg1 [p : n])

seg1→2 = (segs , T2 (segu1 ))
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where n is the size of seg1 . The resulting segmentation code seg1→2 is then used as the basis
for generating an image in domain 2. SUNIT’s usage of the code is discussed in subsection
3.3. Translating between segmentation spaces allows segmentation information to be encoded
meaningfully, then transferred into information useful to the generator in domain 2. We also
translate content code c1 to c1→2 in the same way.
In order to encourage Ti to learn a meaningful translation, a reconstruction loss is
applied to the code it outputs. Since the latent codes are learned and unsupervised, there is
no “ground truth” code we can use to check its accuracy. However, we can use a second discriminator, D1seg , to predict whether or not the cross-domain generated semantic segmentation
looks realistic. The discriminator is formulated as above, but takes in semantic segmentations
rather than standard image, and does not use si or ci codes, only the segmentation code segi .
It is defined as:
x

seg
seg
seg
seg
LDseg1 = Eseg2 ∼pseg (seg2 ) [log(1 − D1seg (Gseg
1 (seg2 )))] + Ex1 ∼pxseg (x1 ) [log(D1 (x1 ))] (3.7)

The segmentation generator and discriminator mirror their standard image counterparts, but
are simpler with only a single latent code. This structure allows segmentation images to be
learned in greater detail.
To ensure the translation of codes is reversible, we translate the code back into its
original domain and impose a reconstruction loss.

1
Ltrecon
= Eseg1 ∼pseg (seg1 ) [kT1seg (T2seg (seg1 )) − seg1 k1 ] + Ec1 ∼pc (c1 ) [kT1c (T2c (c1 )) − c1 k1 ]

(3.8)

The translation operations are performed on both the content code and the segmentation
code. This allows objects that are not present in one domain to be translated to objects in
that domain. The above loss encourages the translators to be inverses of each other, such
that when seg1 is translated into domain 2 and back, it is penalized if the codes are not the
same.
11

3.3

Style-based decoder

StyleGAN [17] proposes a generator network that feeds in noise at several stages to improve
detail in synthetic images. StyleGAN’s approach builds on a standard GAN framework, so
we have modified their approach to operate in the autoencoder GAN context. The noise in
StyleGAN’s model is replaced with the content code, which is convolved and upsampled at
each layer, and then added to the network’s intermediate output. The principle is similar,
that information from the content code can be used at intermediate layers of the network
to provide extra detail in the image. Our network is structured differently, as a series of
ResNet blocks. We inject the convolved content code at the beginning of each ResNet block.
We found that results improved by not injecting the code in the final 2 upsampling and
convolution blocks.
Also, we augment the style-based model further by making our generator structurally
based. Rather than beginning the image generation process with noise, the input to the first
stage of our decoder is only the learned code for the semantic segmentation of the source
image. This encourages the network to begin the generation process by focusing only on
the structure in the image. After the first layer, encoded content information is convolved
and fed into the network to provide detail from the source image. Our autoencoder GAN
style-based architecture is shown in figure 3.3.

12

Figure 3.3: Style-based architecture of our network.
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Chapter 4
Experiments

4.1

Implementation Details

Our model is built using content and style encoders, a combined decoder, and a segmentation
encoder and decoder. The encoders and decoders use our translator networks, and the
combined decoder uses our style-based architecture. We used 4 NVIDIA GeForce RTX
2080 TI’s to train all tested models. While this is less computing power than other recent
approaches, we show that SUNIT performs better than baseline models when all are trained
on similar hardware. All models were trained with the same hyperparameters: batch size of
4, Adam optimizer [19] with β1 = 0.5 amd β2 = 0.999, and learning rate of 0.0001.
Our encoders mirror those of MUNIT [15]. Our decoder reconstructs an image given
a style, content, and segmentation code. The segmentation code is fed into 4 ResNet [12]
blocks, which each use SPADE [26] and AdaIN [14] normalization layers. The AdaIN layers
are fed numerical values by an MLP network that has the style code passed through it. The
content code is fed through a separate set of ResNet [12] blocks, and encoded information
from it is added to the segmentation ResNet output after each block. Figure 3.3 illustrates
this addition of outputs. The output of these networks is then passed through two upsample
and convolution blocks. In the encoders and in upper layers of the decoder, we use instance
norm for normalization. We use ReLU [25] as the activation function, except in the final
layer of the decoder network, where we use hyperbolic tangent.
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In line with MUNIT, our discriminators use the LSGAN [23] objective function,
multiscale discriminators [34], and an augmented VGG [31] perceptual loss component to
improve detail in images.

4.2

Performance Metrics

We use LPIPS [36] to measure how effective a model is at multimodal generation. Multiple
random style codes are used for each tested image to generate multiple similar images with
different styles. The images are then passed through a deep network to extract features.
Pretrained AlexNet [32] is the default model used by LPIPS, so we use it as well. LPIPS
is a measure of the weighted euclidean distance between the deep features of two images.
Greater distance means the model is able to generate images from the same source that
appear different to a deep network.
We use Fréchet Inception Distance (FID) [13] to measure the distance between the
distribution of real images and the distribution of synthetic ones. Their respective means
and covariances are compared as such:

F ID = ||m − mw ||22 + T r(C + Cw − 2(CCw )1/2 )

(4.1)

where (m, C) are the mean and standard deviation of a sample of target images, and (mw , Cw )
are the mean and standard deviation of a sample of images generated by the model. FID
provides a concrete quantity to measure how closely generated images match the target
domain.
For clarity, and to avoid averaging together values that are possibly quite different,
metrics are reported in each direction separately.
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4.3

Datasets

We use the following datasets in our experiments: the Yosemite dataset collected by [15],
the Cityscapes dataset [6], the SYNTHIA synthetic city dataset [28], and a set of landscape
images collected using the Flickr API. Similar to [26], we collected 19872 landscape images
and obtained semantic segmentations for them using a Deeplab [4] model that was pretrained
on ADE20K images [37]. A small amount of pixels were labelled into classes that were
anomalous for the domain of the dataset. These were set to class 0.
The experiments performed are:
• Yosemite summer ↔ winter.
• Cityscapes ↔ SYNTHIA (RealToSyn). We translate between real-world and synthetic
cityscapes images.
• Cityscape ↔ Flickr landscapes (CityToLand). Although these two domains share
very little content, there are structural similarities that a deep model can learn. This
experiment tests the ability of a model to learn analogies between radically different
domains and translate images in a meaningful way between them.
The first two tests are used to ensure SUNIT doesn’t regress on tasks which other
translation models are capable of. The third is used to showcase our model’s ability to
translate between very distinct image domains. For all tests, 500 images were withheld from
each dataset to use as a test set. For each image, 5 style codes are randomly sampled from
the standard normal distribution. Each was used to generate a differently-styled image in
the target domain. All of these images were used to measure FID scores. For each source
image, two random style images were selected to measure LPIPS, to get an accurate measure
of the variance between styles for each model.

16

Dataset

D
A
Yosemite
B
A
RealToSyn
B
A
CityToLand
B
Average
-

CycleGAN MUNIT
0.436
0.441
0.055
0.083
0.314
0.432
0.294

SUNIT
0.665
0.648
0.238
0.304
0.500
0.461
0.469

Table 4.1: LPIPS Scores. Higher is better and indicates more generated image diversity.
4.4

Baselines

We compare our model against 2 prominent unsupervised generation models: CycleGAN [38]
and MUNIT [15]. CycleGAN is one of the original unsupervised image-to-image translation
models. MUNIT is the model ours builds upon, and is both multimodal and unsupervised.
We also perform an ablation test and show how our model performs with different components
removed.

4.5

Quantitative Results

We trained models with p = 0, 0.25, 0.5, 0.75, 1. The models selected (for both baselines
and SUNIT) performed well in both the LPIPS and FID metrics. We ignored models that
had very high LPIPS scores and poor FID scores. This generally occurred when the model
was trying to translate too much (e.g. p = 0 for RealToSyn) or too little (e.g. p = 1 for
CityToLand) of the content. This is intuitive: if the model has too much or too little ability
to transform content codes for a set of domains, the generated images are very different from
each other, but become surreal and full of artifacts.
In table 4.1 we show that SUNIT improves upon the diversity of MUNIT for all
datasets. Since CycleGAN is unimodal, it has no notion of differently styled images and
LPIPS scores cannot be measured for it. In this and all following tables, the domain which
images are being translated into is stated in the “D” column. The additional tools our model

17

Dataset

D
A
Yosemite
B
A
RealToSyn
B
A
CityToLand
B
Average
-

CycleGAN MUNIT
52.195
52.780
52.739
68.233
24.589
27.451
43.739
42.725
31.809
35.533
32.498
69.793
39.595
49.419

SUNIT
51.024
53.217
21.582
40.209
30.526
21.828
36.398

Table 4.2: FID Scores. Lower is better and indicates more similarity to real images.
has to create realistic images give it more power to generate objects in a realistic and varied
way.
In table 4.2 we show that SUNIT generates images with the best FID scores in 5 of
the 6 experiment domains. There is one exception: CycleGAN scored higher than our model
on generated Yosemite images in domain B. CycleGAN can only produce one translated
image for each input image. This makes its task of creating a realistic image relatively less
complicated. Because of this, trained on the same hardware with similar hyperparameters,
its FID scores are nearly always better than MUNIT’s. Our augmentations allow for more
realistic images, and comparable results to CycleGAN even in the worst case. With the
added features of multimodal image generation and distinct image translation, our model
compares very well against CycleGAN. The CityToLand test, where images have no objects
in common, has the highest margin between our model and baselines as expected.

Ablation Test. We ablate elements of our model to quantify their contribution to our
approach as a whole. We show FID scores for p = 0, 0.5, 1 for all models in table 4.3.
Using varying p values displays how the model performs with no content translation, partial
translation, and full translation for the city-to-landscape experiment. All tests with p = 1
show how the model performs without our translation network and loss Lt , since this assumes
all content is shared, and there is no need to translate any of it. We compare against MUNIT;
SUNIT without SPADE normalization layers and without our style-based generation module
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Model
MUNIT
SUNIT w/o style
SUNIT w/o SPADE
SUNIT

D
A
B
A
B
A
B
A
B

p = 0 p = 0.5
33.509 35.005
33.408 70.107
32.841 34.292
25.453 63.813
30.526 37.948
21.828 83.271

p=1
35.533
69.793
45.150
71.593
41.047
69.888
43.024
64.158

Table 4.3: CityToLand ablation test results.
(SUNIT w/o style); SUNIT without SPADE only (SUNIT w/o SPADE); and our full SUNIT
model. Since MUNIT assumes all content are shared between domains, its results are listed
under p = 100.
The FID scores consistently shrink when moving down the table, as more pieces of
our model are used. This attests to our model’s ability to create image that appear more
realistic. However, without the translation aspect of our model, (i.e. when p = 1), SUNIT’s
FID scores are still somewhat similar to MUNIT’s scores. The translation network is what
allows the model to translate unshared elements in a meaningful way. This is supported by
the large difference between FID scores when p = 0 and FID scores for other p values. Each
ablated piece improves FID scores, but the translation network has the biggest effect by far.
We found that when the domains had more in common (i.e. Yosemite), SUNIT performed
better with a larger p value and without SPADE normalization layers. The translation task
is less complex in this context. SUNIT allows the user to employ as much translation power
as is necessary, working well for both standard image-to-image translation tasks and difficult
tasks like cityscapes-to-landscapes translation.

4.6

Qualitative Results

We show example images to further illustrate the abilities of SUNIT. Figures 4.1 and 4.2 show
images that were translated from Cityscapes to SYNTHIA, and vice versa. Similar images
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are shown for cityscapes-to-landscapes in figures 4.3 and 4.4. For all figures the original
image is shown first, followed by the translated image by CycleGAN, then by MUNIT, then
SUNIT last. To generate qualitative images, we selected images at random from each dataset.
We generated a synthetic image in the target domain for each image using CycleGAN. For
MUNIT and SUNIT, we generated 50 different images with different styles, and visually
inspected them. We selected the most realistic synthetic image for each model. This helps to
mitigate bias toward our own approach.
SUNIT’s generated city images, as exemplified in figures 4.1 and 4.2, generally have
less artifacts on the road and buildings. We found they were better able to imitate different
lighting conditions found in the SYNTHIA dataset, shown in row 1 and 3 of figure 4.1. All
models had more trouble translating from SYNTHIA to Cityscapes, in part because there are
less Cityscapes images to draw from. However, SUNIT’s images remove more of the glossy
textures found in SYNTHIA, and compare well with the other methods.
The gap widens when comparing the cityscapes-to-landscapes images. While CycleGAN and MUNIT are able to create some realistic textures, they retain artifacts from the
roads, buildings, and cars that do not make sense in a landscape context. There are often
arrows, lines, road, and cars still visible in the textures. SUNIT is able to remove those
superfluous details using its translation network, as shown in figure 4.3. The landscapes
imitate the shape of the city, with mountains in place of buildings, and plains, valleys, or
rivers in place of roads. Translating landscapes to Cityscapes was more difficult for all models.
The baselines often create multiple roads that split strangely, blur cars and buildings, and in
general struggle to make sense of the translation. SUNIT’s translations (figure 4.4) better
match the target domain of Cityscapes, with fewer artifacts and more realistic detail.
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Figure 4.1: Cityscapes images translated to the SYNTHIA domain.
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Figure 4.2: SYNTHIA images translated to the Cityscapes domain.
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Figure 4.3: Cityscapes images translated into landscapes.
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Figure 4.4: Landscapes translated into the Cityscapes domain.
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Chapter 5
Conclusion

5.1

Limitations and Future Work

Both of the baselines and even SUNIT sometimes generate warped or artifact-filled images.
Work could be done to stabilize the generation network and improve the overall quality of
synthesized images. MUNIT and SUNIT both have style codes that are not well developed
and do not generate realistic images when those codes are used. A system could be devised to
test many different style codes every n iterations and heavily penalize the generator network
for images the discriminator finds not realistic. The model could test poorly-performing
style codes more frequently. A boosting [3, 30] approach could be used, where successive
generation models are trained to focus on style codes and images that the previous model
failed to generate in a realistic manner.
SUNIT’s ability to translate semantic segmentations could be developed further. The
generated cross-domain segmentations are sometimes very simple, with only a few class types.
One could imagine complex translated segmentations, where each object maps to an object
in the other domain. We attempted this level of translation power by adding an edge loss
component, where the segmentation generator network is penalized when the edges of the
synthetic segmentation do not match the real segmentation’s edges. Our version of this
edge loss did little to improve generated segmentation quality. Further work on a similar
edge loss could prove fruitful. Further development of models that can translate semantic
segmentations well would be a powerful tool for distinct domain image-to-image translation.
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In the future, distinct domain image translation could be used in an augmented or
virtual reality context, where structure around the user is transformed to appear like another
location. This would allow more flexible AR/VR applications that do not need graphics to be
created for every structure and surface. There are many developments that would be needed
to support such a system. SUNIT is unable to generate the needed high-definition images, so
an augmented model with more precision would be required. A great deal of compute power
would be needed to generate the very detailed images, and an architecture that could deliver
many of these detailed transformed images per second. The prospect of such a technology is
intriguing, and SUNIT has shown that transformations can be learned and applied on image
domains that are very distinct.

5.2

Conclusion

We widen the scope of image-to-image translation to very distinct image domains that have
structural similarities but no objects in common, where analogies can be made between
related structures. SUNIT is a novel cross-domain image-to-image translation model that
has increased ability to translate image domains where some or all of the content is unshared.
Use of semantic segmentations and translation of encoded information give it more power in
this type of translation task. SUNIT provides more realistic and diverse images than existing
methods.
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