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I. INTRODUCTICKi 
A very extensive literature on the Fourier and Laplace 
transforms exists today. Among the classical treatments are 
the books by Titchmarsh (1937} and Wiener (1933) on the 
Fourier transform and those by Doetsch (1950) and Widder 
(1941) on the Laplace transform. The Stieltjes transform 
has not been investigated as thoroughly, but Widder (1941) 
devotes one chapter to it. Brief recent surveys are given 
by Goldberg (1965) for the Fourier transform and by 
Hirschman and Widder (1965) for the Laplace and Stieltjes 
transforms. 
Various types of generalizations have been made for 
these transforms. The best known is the multidimensional 
Laplace transform of the form ^  
£(s^  s^ > =  ^^  
where the transform is a function of several variables. Other 
types of generalizations of the Laplace transform are given 
by Meijer (1941) and Varma (1951), in which the kernel e 
is replaced by a Whittaker function (^st), sometimes 
multiplied by an elementary function of s and t. For 
appropriate values of k and m, the new kernel reduces to 
e In the same paper Varma (1951) defines a generalization 
of the Stieltjes transform which also involves W^  How-
2 
cvsr, these generalizations lead to transforms which are 
functions of a single variable. 
In a recent paper Carlson (1969) developed a method for 
generalizing an analytic function f of a single complex 
variable to an analogous function F of several complex 
variables Two integral representations are 
given. One is a multiple-integral representation which is 
defined as a suitable average of f over the convex hull of 
The other is a contour-integral representation 
which is a generalization of Cauchy's integral formula. 
The latter representation can be used to continue F analyti­
cally in the variables as well as in the parameters which 
enter through the generalization process. The analogue 
function F has many useful properties and is relevant to 
applied mathematics in that it is related to hypergeometric 
functions, repeated integrals, fractional integrals, mean 
values, divided differences, and integral transforms. 
In this dissertation we shall use the results of Carlson 
(1969) to generalize the Fourier, Laplace and Stieltjes 
transforms to functions of several variables. We shall use 
both the multiple-integral representation and the contour-
integral representation for the direct transforms but only 
the multiple-integral representation for the inverse Fourier 
and inverse Laplace transforms. We shall not be concerned 
with the inverse Stieltjes transform since no suitable 
3 
integral formula for it exists» 
In Chapter II we discuss the multiple-integral repre­
sentation of F as defined by Carlson (1969) when P is the 
generalization of an analytic function f of one complex 
variable. We study also the existence of this representation 
of F, both as a (possibly improper) Riemann integral and as 
a Lebesgue integral when f is a function of a single real 
variable. We specify rather minimal conditions on f which 
guarantee the existence of F for each type of integral. 
We also determine some functional properties of F which are 
related to those of f, and find the generalization of Fourier, 
Laplace and Stieltjes kernels. 
In Chapter III we collect some useful lemmas concerning 
the properties of the ordinary Fourier, Laplace and Stieltjes 
transforms and also the inverse Fourier and inverse Laplace 
transforms. We state these propositions as sufficient 
conditions on a function which guarantee that its ordinary 
transform exists as a Lebesgue integral, is finite and 
possesses certain properties (such as continuity or analyti-
city) on a specified domain. 
In Chapter IV we use the results of the previous two 
chapters to generalize the Fourier, Laplace and Stieltjes 
transforms and the inverse Fourier and inverse Laplace trans­
forms to functions of several variables. In each case it is 
shown (by using Fubini's theorem) that replacing the kernel 
4 
by the generalise*? kernel has the effect of replacing the 
ordinary transform by its generalization in several variables. 
In this chapter, all generalizations are defined by the 
multiple-integral representation. 
In Chapter V we discuss the contour-integral represen­
tation of F as defined by Carlson (1969). We then follow 
the same procedure as in the previous chapter, this time 
using the contour-integral representation but limiting the 
discussion to the three direct transforms. The results of 
the two chapters are similar in character but the conditions 
of validity are somewhat different. 
Finally, in Chapter VI we show that the generalized 
integral transforms possess some but not all of the operation­
al properties of the corresponding ordinary transforms. We 
show also that the generalized transforms are related to 
each other and to some other integral transforms and that 
the generalized Laplace transform of f is not equivalent to 
the multidimensional Laplace transform of F, where F is 
the generalization of f. We then use both the generalized 
Laplace and Stieltjes transforms to find some ordinary Laplace 
and Stieltjes transforms which are not listed in existing 
tables of transforms. 
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II.. GENERAUX ZÀTIOti PROCEDURE, A MULTIPLE-
INTEGRAL REPRESENTATION 
A. Definitions 
Let f be a function defined on a domain D in the complex 
plane C^ . We will show here a method for generalizing f to an 
analogous function F (denoted by f F) of k complex 
variables (i=l,...,k), by means of a multiple integral 
representation which defines an average of f over the 
convex hull K(z) of (Carlson, 1969). 
We denote the k complex variables by the ordered k-tuple . 
z=(z^ ,...,z^ ) which may be visualized as either a set of k 
points in the complex plane C^  or as a single point in the 
space C of k complex dimensions. Let b=(b^ ,...,b^ ) be an 
ordered k-tuple of complex parameters such that Re(b^ )>0, 
(i=l,...,k), which we abbreviate to Re(b)>0, and define 
k 
c = E b.. Also let u=(u,f...fU,) be an ordered k-tuple of 
i=l 1 Ik
real weights such that the following conditions hold: 
a) 0 < u. < 1, (i = 1, ,k), 
— i — 
(2.1) 
k-1 
b) E U. <1, = l-Ui-Ug- -\-l -
i—X 
k—1 We denote by E the simplex in R defined by (2.1) and let 
u' = (uj^ r... represent a point in E. 
i>et p(b,u) denote a weight fonetion and choose it to be 
a complex-valued density function corresponding to the Ck-1)-
variate Dirichlet distribution, which is the generalization 
of the well-known Beta distribution. We define P(b,a> as 
follows: 
1 bl-l b;-! 
-41, u 
"k-l B(b) 1 2 • 
(2.2) P(b,u)= { at any interior point of E, 
O on the boundary and complement of E, 
where B(b) is the Beta function of b defined by 
(2.3) B(b) = r(b^ ) ,..r(bj^ )/r(c), 
and r(a) is the Gamma function of a defined by 
GO 
(2.4) r(a) = f t*"l e~^  dt, Re(a)>0. 
•' o 
The (k-l)-variate Dirichlet distribution, with positive integral 
( o 
values of the b , is basic to the probability theory of order 
statistics (Wilks, 1962, p. 177). In the present context, 
* G however, the b need not be integral nor even real and 
P(b,u) is not a statistical density function in the usual sense. 
The integral of P(b,u) over the simplex E is unity, as is 
verified by making the transformation (Wilks, 1962, p. 178) 
7 
u,= 
U2= Ogtl-*!) 
*k-l ^  • 
Then we have 
P(b,u) du^ ...du^  ^  
, b_—1 i>_+.. .+b, —1 b~-l b_+..,+b,—1 
= bTET ®1 2^ 
de^ ...d6%_^ , 
' S • • • 
where the range of the 0 is the (k-D—dimensional unit 
cube: 
{ (0, ,0, ,): 0 < 0. < 1, (i=l/ ,k-l)}. X K—± —^ 1 — 
Thus if we define du* = du^ ...du^  
f P(b,i 
J E 
(2.5) u)du' 
'
1 b -1 
= BTEr L"i/i '^ -V 
b2+- • .+bj^ —1 
b -1 
Vi (i-*k-i) a*i...d8k_i 
 ^ r(b^ )r(b2+...+bj^ ) r(b2)r{b3+. ..+bj^ ) 
B(b) Tic) r(b2+...+b%) 
= 1, Re(b) > 0. 
8 
k 
For u«z = E is a weighted average of the 
i=l - -
points zxeD, (i=l, ,k), and U'zeK(z) for all combinations 
of the u. ® such that (2.1) holds. 
 ^ k 
We first form f( Z u.z.), which is defined for all u'eE 
i=l ^  k 
provided that K(z)CD. We then multiply f( Z u.z.) by P(b,u) 
i=l ^  ^  
and integrate this product over the simplex E. 
Thus the generalization of f to k variables is 
(2.6) PCbfZ) — #b^  t z^  ^#.  . f z^ ) 
f( Z u.z.)P(b,u)du', 
E i=l 1 1 
where Re(b)>0 and K(z)cD. 
k 
If z,=zg= ...=z, =z, then f( Z u.z,)=f(z) and X z K 1 1 
(2.7) F(b,z) = I f(z) P(b,u)du' = f(z)[ P(b,u)du' = f{z). 
JE •'E 
We note that for R(b)>l, 
- b--1 b -1 
(2.8) |P(b,u)|= |B(b){^ l^ I 
2 Re(b^ )-1 Re(b^ )-1  ^
" |B(b)| "l - |B(b)| * 
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B. Existence of P in the Rieiaann Sense 
It is not essential that f be defined on a domain in the 
complex plane. The generalization procedure remains the same 
if f is a real-valued or a complex-valued function defined on 
an interval I of the real line. In this case we shall usually 
write t=(t^ f...ft^ ) in place of Let 
t„,- =min {t,,ft, } and t^^ =max{t, , ... ,t, }. The convex luxn.  ^ X K * ntaX  ^ X Jv 
hull K(t) of the set of points {t^ ,...,t^ } is a closed 
subinterval It^ .„,t J of I. 
mxn max 
* s 's For a fixed set of z (or t ), the condition that f be 
continuous on K(z) (or K(t)) is sufficient but certainly not 
necessary for the integral (2.6) to exist. In the complex 
domain case f will usually be assumed to be analytic and 
therefore continuous, but in the real case it is useful to find 
sufficient conditions on f, which are less restrictive than 
continuity and such that F exists as a (possibly improper) 
Riemann integral. 
Suppose that f is defined on an interval ICR and let 
t= (tj^ ,... ,tj^ ) 0l^  be fixed. The function 
k 
g(u') = f( Z u. t. ) , (u'eE) 
i=l ^  ^  
is defined on ECR^  If f has a discontinuity at xel, 
k k—1 
then Z u.t. = T represents a hyperplane HCR and g is dis-
i=l ^  ^  
continuous at every point of H HE. More generally, if the dis­
continuities of f are denoted by aeA), where A is some 
10 
index set, then there is a corresponding set aeA} of 
k-l pairwise disjoint hyperplanes in R and g is dis­
continuous at every point of (J E). 
aeA 
Example 2.1. Consider the case where k=3 and f has a dis­
continuity at T=0. Let (tj^ ,t2»t2) = (-l»l»2), Then 
H: u^ t^  + ^ 2^^ 2 
or 
3u^  + Ug = 2 
2 is a line in R , each point of which is a discontinuity of 
3 
g(u,,u_)=f( L u.t.). Its intersection with E is the line 
i=l ^  ^  11 
segment in the (u^ u^g) plane joining the points and 
i^ r 0) . 
Consider any fixed point u'=(u.,...,u, ,)eE and 
_ k-l_ k _  ^
u, =1- Z u. such that Z u.t.=T is not a discontinuity of f. 
 ^i=l ^  i=l 1 1 
Then on a neighborhood N of u', g(u*)=f( E u.t.) is a con-
i=l ^  1 
tinuous function of a continuous function and is therefore con­
tinuous for every u'eN. Hence U (S A E) is precisely the 
aeA 
set of points of discontinuity of g. We now consider condi­
tions under which this set has Lebesgue measure zero in R^  
k-1 
For u'eE and u =1 - Z u., the function 
k 1=1 ^  
(2.9) T(u') = Z t.u., (u'eE), 
i=l ^  1 
represents (for fixed real t) a linear transfoirmation 
T: E^ R. T is the restriction to E of a linear transformation 
L: R^  ^  R, defined by 
11 
k k-1 
f2.10> L(u') = £ = I (t^ -tv)u^  + t^ -
i=i ^  ^  1=1"'"- *:_ 
For any set SCR, 
(2.11) T~1(S) = L~^ (S)NE. 
Moreover, if S is the set of discontinuities aeA} of f, 
then 
(2.12) T~1(S) = U (H OE) 
aeA 
is the set of discontinuities of g. 
Lemma 2.1. Let L be a linear function from R°^  into R and let 
SCR be any Lebesgue measurable set. Then L ^ (S) is 
Lebesgue measurable. Moreover, provided that L is not a 
constant function, L~^ (S) has measure zero in R® if and only 
if S has measure zero in R. 
Proof r Let x= ... ,x^ ) eR^  and denote L(x) by 
m 
L(x) = Z a.x. + b , 
i=l ^  ^  
where b and (i=l,. ,m), are real. We define 
1 
2  2  * s  | [ a [ j = ( Z a .  ) .  We ma y  a s s u m e  t h a t  n o t  a l l  o f  t h e  a  
i=l ^  n 
are zero, for if L(x)=b then L (S) is the void set if b/S 
and L"^ (S) = R®^  if beS. In either case L"^ (S) is Lebesgue 
measurable. Thus we assume that {|a{| ^  0. 
12 
We define n^ =a^ / (|a||, (i=l,... #ia) , 
and let h: R™-*-& and R+R be defined by 
m 
(2.13) h(x) = Z n.x. = n«x 
i=l ^  ^  
and 
(2-14) J2(w) = ((all w + b. 
Then for xeR°^  
m m 
(2.15) L(x) = Z a.x. + b = |[a|| E n.x. + b =J&[h(x)]. 
i=l ^  ^  i=l 1 1 
Let M =-?. ^ (S), where S is Lebesgue measurable. Since ^  is a 
linear transformation of the real line onto itself, M is also 
a measurable set (Halmos, 1950, Thm. D, p. 64) . We observe 
from (2.15) that 
(2.16) L~^ (S)=h~^ (i~^ (S))=h~^ (M)={xeR™: n-xeM}. 
The null space of h is the hyperplane H^ ={yeR™: n*y=0} 
and the unit vector n is perpendicular to Any xeR^  has a 
unique decomposition 
x = vm + y = (w,y) , 
where w = n-x and yeH^ . Thus by (2.16) 
(2.17) L"^ {S)={(w,y): weM, yeH^ } = MXH^  =-£"^ {S)XH^ . 
Geometrically, MxH^  is the union of disjoint hyperplanes in R™, 
one for each point in M. Since M and are measurable sets 
and the cartesian product of measurable sets is measurable 
(Williamson, 1962, Thm. 2.3i, p. 30), then L ^ (S) is measur­
able. Moreover, since has measure <» in R™ Mx has 
measure zero in R^  if and only if M has measure zero 
13 
in R. But M=J2^ (^S> has measure zero in R if and only if S 
has measure zero in R (Halmos, 1950, Thm. D, p. 64). There­
fore (S) has measure zero in R°^  if and only if S has measure 
zero in R. 
We now wish to establish somewhat minimal conditions on 
f which will guarantee the existence of F in the Riemann 
sense at every point of I . Let S= aeA} be the set of 
discontinuities of f and assume that S has measure zero. The 
set of discontinuities of g on E is 
(2.18) U (H A E) = T"^ (S) = L~^ (S)nE. 
aeA 
_X If we exclude the case t^ =t2= ... =t^ , then L (S) has 
k—1 —1 
measure zero in R by Lemma 2.1 and hence T (S) also has 
measure zero. 
Lemma 2.2. {Apostol, 1957, Thm. 10-24, p. 267) Let a function 
g be defined and bounded on a Jordan-measurable set E in 
and let G CE be the set of discontinuities of g. Then g is 
Riemann integrable on E if and only if G has Lebesgue measure 
zero. 
Lemma 2.3. (Fulks, 1961, Extension of Problem Bl, p. 416) 
Let I h(u)du be an absolutely convergent improper Riemann 
J e  
integral and g be a bounded Riemann integrable function on E. 
Then [ h(u)g(u)du converges absolutely-
E^ 
T^hroughout this thesis # will be used to indicate the 
end of a proof of a theorem or lemma. 
14 
Lemma 2.4. (Apostol, 1957, Generalization of Thm. 14-15, p. 
437. For proof see Thm. 14-5, p. 432.> If f is Riemann 
integrable on every closed subset of (E-3B)C:R^ , where 3B is 
r r 
[f{du converges, then f du 
E •'B 
the boundary of E, and if 
converges. 
Theorem 2.1. Let f be a real-valued function defined and con­
tinuous almost everywhere on an interval IcR. Assume that 
f is bounded on every closed subinterval of I. Then, if 
Re(b)>0, F(b,t) exists as a (possibly improper) Riemann 
Ic integral at every point of I . 
Proof: Let t=(t^ ,...,t^ lEl be fixed. If t^ =t2=...=t^ , 
then F(b,t)=f(t) and we may henceforth exclude this case. 
Since f is continuous almost everywhere on I, the set S cI 
of discontinuities of f has measure zero in R. By 
Lemma 2.1 and (2.18) the set of discontinuities of 
k k_l 
g(u*)=f( Z u.t), where u'eE, has measure zero in R . Since 
i=l ^  ^  
[t„,. ,t .^ ] is a closed subinterval of I and mxn max 
k 
t„.„ < Z u.t. < t for every U'EE, g is defined and 
mm — . _ XX — max  ^x=l 
bounded on E. Thus, by Lemma 2.2, g is a bounded integrable 
function on E. Since j P(b,u)du' is absolutely convergent if 
•'E 
Re{b)>0, by Lemmas 2.3 and 2.4, F(b,t) exists as a 
(possibly improper) Riemann integral at every point of I . # 
15 
Example 2.2. Consider the following example (Olmstead, 
1956, Ex. 2, p. 142). Let f be defined on [0,11 by 
f (x) = 
1 if x?=0 or x=l, 
0 if X is irrational, 
 ^if x-p/q, where p, q are relatively 
prime positive integers. 
Then f is continuous at the irrational points and dis­
continuous at every rational point of [0,1]. Thus f has 
a countably infinite number of discontinuities in [0,1] 
but is Riemann integrable (j f{x)dx=0). We note that f is 
0^ 
neither piecewise continuous nor of bounded variation on 
[0,11. 
With this choice of f, consider the case where k=2 and 
Re(b)>0- Then, if ^ >^^ 2 ' 1 
1 f "l"-^  "2"-^  
F(b^ ,b2; tirt2)= 3^  J f [ut^ +{l-u)t2lu (1-u) du 
bTET 
b,-l b^ -1 
E[    ^ Ji 
0 
t bi-l 
1^ f (t) (t-t_) (t,-t) 
 ^  ^ dt 
Cti-t2)=-^  
= 0 since f(t)=0 almost everywhere. 
Similarly F(b,t)=0 if whereas FCb^ ybg: t,t)=f{t). 
2 Thus F(b,t) exists and is finite at every point of [0,1] 
but is discontinuous in t^  and t2 separately as well as 
jointly at a countably infinite number of points. 
16 
ç. Existence of F in the Let>esgue Sense 
Restricting our attention to the real domain, we wish 
to consider conditions on f under which the integral (2.6) 
exists as a Lebesgue integral and is finite. 
Theorem 2.2. Let f be a function which is defined and 
Lebesgue measurable on an interval ICR, with values in a 
k topological space X. Let t=(t,,...,t, )el be fixed and let 
 ^  ^ k 
g: E-*-X be defined by g(u') = f(T(u')) = f{ Z u.t.) for 
i=l ^  ^  
all u'eE. Then g is Lebesgue measurable on E. 
Proof: The function g is measurable on E if g (^S) 
is measurable for every open set ScX. But we have 
(2.19) g"^ (S) = (fT)'^ (S) = T"^ (f"^ (S)) = l"^  (f~^  (S) ) O E, 
where L is defined by (2.10). Since f is a measurable function, 
f (^S) is measurable. Since L is a linear function from R^  ^  
to R, L ^ (f ^ (S)) is measurable by Lemma 2.1. Since E is a 
closed set*in R^  ^  and therefore measurable, L ^ (f ^ (S))rj E 
is measurable. Thus g is measurable on E. # 
In the next theorem we shall assume that a function is 
finite on an interval ICR and is essentially bounded on every 
closed subinterval of I (f essentially bounded means that 
there exists a finite constant M>0 such that the set 
{t: f(t)>M} has measure zero). The following examples 
17 
illustrate what this assumption means; it is satisfied by the 
first two but not by the third. 
Example 2.3. Let f be a function frcxn £0,1} into R, where 
f{x) = 
n, if X = n=l,2,3; 
0, otherwise. 
This function is defined, finite and essentially bounded but 
not bounded on [0,1]. 
Example 2.4. Let f be a function from (0,1) into R, where 
f<x) = i . 
This function is defined, finite but not essentially bounded 
on (0,1). It is bounded and therefore essentially bounded 
on every closed subinterval of (0,1). 
Example 2.5. Let f be a function from [0,1] into R, where 
' 1 
-, 0 < X < 1, 
f(x) = 
0, x=0. 
This function is defined and finite on [0,1], but is not 
essentially bounded on any closed subinterval [0,a], where 
(0 < a < 1) . 
18 
Theorem 2.3. Let f be a coinplex-valued function which is 
defined, Lebesgue-measurable and finite on an interval ICR. 
Assume that f is essentially bounded on every closed sub-
interval of I. Then, if Re(b)>0, P(b,t) exists as a Lebesgue 
integral and is finite at every point of I . 
Proof : Let t= (t^ ,... ,tj^ ) el^  be fixed. If 
t^ =t2=...=t^ , then F(b,t)=f(t) and we may henceforth exclude 
this case. The set D=[t . ,t is a closed subinterval of 
uixxi inâx 
I on which f is defined, measurable, finite and essentially 
k 
bounded. Since t . < E u-t. < t for all u*eE, 
mxn — . , 1 1 — max k 1=1 
g(u*) = f(T(u'))=f( z u.t.) is finite on E. 
i=l 
Since f is essentially bounded on D, there exists a 
positive, finite constant K such that 
(2.20) D% = {teD: |f(t)|>K} 
has Lebesgue measure zero. We define 
(2-21) Eg = {u'eE: |g(u')|>K}. 
Then, by definition we have 
(2.22) Ejç = T"1(D%) = L"^ (Djç)nE, 
where L is defined by (2.10). But by Lemma 2.1, L (D^ ) has 
measure zero in  ^and therefore has measure zero. Thus 
g is essentially bounded on E since {g(u *)[ ^  K almost every­
where on E. 
19 
The function P(b,u) is continuous almost everywhere on 
E and is therefore measurable. By Theorem 2.2 g is measurable 
on E. Therefore, the product g(u') P(b,u) is measurable on 
E, and F(b,t) exists as a Lebesgue integral. Moreover, 
P(b,t) is finite, for 
[F(b,t)| £ f |g(u*>[fP(b,u)fdu' £ K f [P{b,u)[du* 
•'E -^ E 
= K RetW>0. • 
D. Properties of F 
We have seen that under the assumptions of Theorems 2.1 
and 2.3, F(b,t) exists and is finite. We also observed from 
Example 2.1 that discontinuities of f may yield dis-=~ 
continuities of F. We are then led to the proposition of 
the next theorem. 
Theorem 2.4. Let f be continuous on an interval IcR • 
If Re(b)>0, then F(b,t) is a continuous function of t on I . 
Proof: Since f is continuous on I, then F exists and 
is finite for tel , by Theorem 2.3. Furthermore, given 
ç>0 there exists a 6>0 such that t', t"el and {t'-t"| < 6 
imply 
[f(t') - f(t")| < ; fB(b) (/B[Re(b)3 . 
Now let t' = (t'^ ,... ,t'j^ )£l^  and t"=(t"^ ,...,t"^ )el^  such that 
ft*i-t"i| < Ô, (i=l,...,k). 
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Then 
V 
[ E - E 1 < S u. I [ < <S, 
i 
and 
=l ^   ^ i=l ^   ^ - i=l ^   ^  ^
f k 
;p{b,t')-p(b,t")( < [f( su.f.) 
~ i=l^   ^
k 
-f ( Z u^ tp I {P(b,u) [du* 
i=l 
• bIÎ MII) LiMb.Wldu. = Ç, 
Re (b) >0. 
Therefore F(b,t) is continuous in t on * 
Lemma 2.5. (Carlson, 1969, Thm. 1) If f(z) is analytic 
on a domain DCC^ , then F is an analytic function of b 
2k: 
and z on the domain GCC defined by the conditions Re(b)>0 
and K(z)c D. 
Some Special Cases 
Generalization of e and (z+t) * 
1. Let f(z)=e^ ,^ where t is a finite constant. Since f(z) 
is entire, D is the finite complex plane. We define 
(2.23) S (b, tz) —S (b^ ,... ,b^ 7^ tz^ / • • • / tz^ )^ 
f ^ 
= exp(t Z u.z. )P(b,u)du', Re(b)>0, 
i=l ^  ^  
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"tz to be the k-variable analogue of e and we refer to 
(2.23) as the S-function. We note that the S-function 
is an entire function of z by Lemma 2.5. 
2. Let f(z)=(z+t)~^ , where t is a real constant such that 
0<t«» and a is an arbitrary complex constant. Let D 
denote the z-plane cut along the nonpositive real axis 
and assume K{z)CD. We define 
(2.24) R(a,b,z+t)=R(a;b^ ,... ,b^ z^^ +t, ... ,z^ +t) 
r k _ 
= I ( Z u.z.+t) P(b,u)du', Re(b)>0, 
i=l ^  ^  
to be the k-variable analogue of (z+t) We refer 
to (2.24) as the hypergeometric R-function. Since 
(z+t) ^  is an analytic function of z for zeD, then 
R(a,b,z+t) is an analytic function of z for K(z)CD 
by Lemma 2.5. 
It is easily seen in view of (2.7) that if 
Z^ =Z2= =z^ =z, then 
(2.25) S(b,tz)=e^  ^and R(a,b,z+t)=(z+t) 
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III. PROPERTIES OP THE FOURIER, LAPLACE 
AND STIELTJES TRANSFORMS 
A. Introduction 
In Chapters IV and V we shall discuss the generalization 
of certain integral transforqis by means of a multiple-
integral representation and a contour-integral representation, 
respectively. Certain properties of the ordinary transforms 
will be assumed which guarantee the existence of the 
generalized transforms. Therefore, in this chapter, various 
lemmas are presented for reference in which certain properties 
of a function £ire assumed in order to yield the desired 
properties of the ordinary treinsforms. 
We first consider the exponential Fourier transform as a 
function of a real variable. If heL^ (i.e., if h is a 
complex-valued function defined and integrable with respect 
to Lebesgue measure on R) , then the Fourier transform of h 
is defined as 
/Tn 
Lemma 3.1. (Bremezrmann, 1965, Thm. 8.2, p. 79) If hcL^ , 
then h is uniformly continuous and bounded on (-<»,°°)-
We next consider the exponential Fourier transform as a 
B. The Fourier Transform 
(3.1) h(x) 1 
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function of a complex variable. If h is a function defined 
on R and s = o + ix, then the Fourier transform of R is 
defined as 
provided that this integral exists. We wish to impose 
conditions on h which make h an analytic function of s in 
some region of the complex plane. We begin with a lemma 
which will be useful in proving several succeeding lemmas 
and theorems. 
Lemma 3.2. (Rudin, 1966, Extension of Problem 15, p. 220) 
Let u be a real or complex measure on a measure space X, 0 
an open set in the complex plane, and ({> a function defined 
on 0xX. Assume that #(s,t) is a measurable function of t 
for each se0, $(s,t) is analytic on 0 for each teX, and 
{4'(s,t)| is majorized on 0 by a function #(t), where ^ (t) 
is Lebesgue integrable with respect to jj on X. For each 
se0, define 
Then <f) is analytic on 0. If we assume further that *(s,t) 
is defined and continuous on 0 U 30 for each teX and that 
<p is defined by (3.3) on 0 U 30, then ^  is continuous on 
0 U30. 
_ 1 r . . (3.2) h(s) = —— h(t) e~^ ®Mt, 
/2ir '-«> 
X 
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Proof: From the definition of we have 
(3.4) 
(|> Cs)-c> (s^ ) 
s-s_ 
(s,t)-* (s^ ,t) 
, s-s_ 
du(t>, S,SgE0, Sj^S^. 
Let KC0 be a compact set and let y c 0 be a positively 
oriented rectifiable Jordan curve of length I» such that y 
and its inner region I (Y) lie in Q and KCI(Y)* Let 6 be the 
distance between K and Y- Then, since is analytic on 
YOKY)» we apply Cauchy's integral formula and obtain 
(s,t)-0 (s^ ,t) 
s-s. 
1 
2it 
f *(Z't) , f <t>(z, 
IY JY=-=o 
t) dz 
s-s. 
~ 2ir I  j^(z-s) (z-s.)  
i 2Ï L la=l 
2ir6 
s,s^ eK, s^ s^ , teX. 
Define 
Xgtt) = 
4> (s,t)-({> (s^ ,t) 
s-s 
, teX. 
Then Xg(t) is measurable in t for each seK, s^ ^^ , and does not 
#(t) in absolute value. We note that since $(s,t) exceed = 
2n6' 
is analytic on 0, 
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(3^ 5) lim XgCt) = teX, 
where <j>, (s ,t) = [ is analytic at s for every teX. J- o as o 
o 
In order to apply Lebesgue's dominated convergence theorem, 
let {s^ } be a sequence of points in K converging to s^ eK 
and define the corresponding sequence of functions 
g (t) = x_ (t), {n=l,2, ), teX. 
" ®n 
Then, if s^ -»-s^ , 
lim g (t) = lim x_ (t) = (s ,t) 
n->-<*» n^ oo n 
by (3.5). The Lebesgue dominated convergence theorem applies 
and we have that (J>^ (s^ ,t) is Lebesgue integrable with respect 
to u and 
(^s )-^ (s ) f 
lim —— = 4s(s ,t)dp(t) 
n-Hx. o^ JX ° 
for every sequence {s^  ^which converges to s^ . It follows that 
4>(s)-4>(s ) f 
lim = (|)j^ (s^ ,t)dii (t) , s,s^ eK. 
s^ s_ o •' X o 
Provided that s^  is an interior point of K, it follows that 
the complex derivative exists at s^  and is given by 
'^(Sq) = I ({>j^  (s^ ,t)dii (t). 
For every s^ e0 we can find a compact KC0 containing s^  in its 
interior and so <() is analytic on 0. Moreover, suppose that 
({)(s,t) is defined and continuous on 0 U90 for each teX. Since 
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[<^ (s,t>[ is. majorized by "Kt> for se8, it is majorized by t{f (t) 
for se0U30, and hence it fo}.lows directly from Lebesgue's 
dominated convergence theoreip that ^ (s) is continuous on 
0 U 30. # 
(For an alternative proof of Lemma 3.2 one can use the 
Lebesgue dominated convergence theorem to prove that <j>(s) is 
continuous on 0. If * is integrated around the boundary of 
any tricingle contained in 0, the order of integration may 
be interchanged by Fubini's theorem, and the integral of <> 
around the boundary of the triangle vanishes by the Cauchy 
integral theorem. But since <(> is continuous emd has a 
vanishing integral around every triangle in 0, it is analytic 
on 0 by Morera's theorem.) 
The following lemmas illustrate a variety of assumptions 
on a function h which make the Fourier transform of h 
analytic on various regions of the complex plane. 
Lemma 3.3. Let hcL^  vanish on (-<=,0). Then its Fourier 
transform h is analytic on the lower half plane and continuous 
on the union of the lower half plane and the real axis. 
Proof: We have 
h(s) = — [ h(t) e""^ dt = f h{t) e'^ ^^ dt. 
/2n •' -<» /2IT •' 0 
Let X = (O,™),0 = {s: lm(s)<0}, dp(t)=dt and 4>{s,t) 
— 2 st 
= h(t) e We observe that if s =a + ix, where a and 
T are real, then 
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[4>(s,t) [ = |h(t)6 = lh(t> £ lhCt> I , for t>0 and 
Thus [(j>(s,t)[ is majorized on © by an integrable function,and 
<^ (s,t) is measurable in t for each se0 and analytic on 0 
for each teX» By Lemma 3*2* h(s) is analytic on the lower 
half plane. Moreover, <(>(s,t) is defined and continuous on 
the union of the lower half plane and the real axis for every 
teX, and hence h also is continuous there. # 
3.4. Let hcL^  vanish outside a finite interval 
(a,b). Then h is entire. 
Proof: We have 
h(s) = — h(t) e~^ ®^ dt. 
/2Tr Ja 
Given c>Of let 0 be the strip {s: {lm(s)|<c }, X=(a,b), 
•"ist dp(t)=dt and ^ (s,t)=h(t)e . Then #(s,t) is measurable in 
t for each se0 and analytic on 0 for each teX. Let 
a=niax£ j a | ,|b j }. Then 
[h(t)e = |h(t)(e^  ^< |h(t)|e^ .^ 
Therefore l<})(s,t)j is majorized by an integrable function of t, 
and by Lemma 3.2 h(s) is analytic on 0. Given any s in the 
plane, we can choose c large enough so that se0. Hence 
h is entire. # 
Lemma 3.5. Let and be positive constants. Assume 
that h is Lebesgue measurable on R and that 
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[h(t)| 1 -«><t<0 and (h(t)( < a<b. 
Then h is analytic on the open strip a<im(s><t>. 
Proof: We write 
h{s) =  ^
/2? 
where 
0 
h(t)e"^ ®^ dt = h, (s) + h_(s) 
—^oa 
(3.6) h, (s) = — f h(t)e~^ ®^ dt = — f h(-t)e^ ®^ dt 
/2Tr ' —oo /2tî ' 0 
and 
, f" n : r .^ -ist 
^ /2ir •'0 
(3.7) h^ (s) = — f h(t)e"^ ®^ dt, 
in 
Suppose that a<p^ <p2<b. Let du(t)=dt, X=£0,«>), 
0j^ ={s: Iia(s)>p^ }, 02={s: Im(s) 4) (s,-t)=h(-t)e^ ®^  and 
*(s,t)=h(t)e , teX. Then 4>(S/-t) and &(s,t) are analytic 
in s for each teX and measurable in t for each finite s. 
Moreover, for teX, 
j({>(s,-t)j = |h(-t)e^ ®^ l = |h(-t) |e K^ e^ e^ ^ 1^  
-(p,-a) t 
= K^ e , se0^ . 
and 
. . -bt p_t 
#(s,t)| = |h(t)e ^  I = |h(t)|e  ^ e 
-(b-Pg)t 
= K^ e , seO^ . 
Thus |<f>(s,-t)i and |<{>(s,t)| are majorized by integrable func­
tions of t, and by Lemma 3.2, h^ (s) is analytic on 8^  and 
hgCs) is analytic on Qg- Therefore h(s)=h^ (s)+h2(s) is 
analytic on 0j^ A02= (s: p^ <Im(s)<p2}. Given any s such that 
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a<Iia(s)<b, we can choose and Pg so that a<Pj<Im(s> 
Hence h is analytic on the open strip a<Iia(s)<b. # 
We note that h need not be continuous nor even defined 
on the closed strip a^ Im(s)<b. For example, if 
h(t)=l for t^ O and htt)=e ^  for t^ O, we can tcAe a=0 cuid 
s t b=l. Then h(t)e is defined auad continuous on 
a^ Im(s)^ b. However, h(s) does not exist as a Lebesgue 
integral for lm(s)=0 or 1. 
C. The Inverse Fourier Transform 
If h (t) and its Fourier transform ïï(x), defined by 
(3.1), are both Lebesgue integrable on the real line, then 
the Fourier inversion theorem holds and the inverse Fourier 
transform is the same as the direct Fourier transform 
except for a change of sign in the exponent of the kernel. 
However, if the Fourier transform h(s), defined by (3.2), 
exists on a region of the complex s-pleme which does not 
include the real axis, it may still be possible to recover 
h from h by em integration along a suitable path in the 
complex plane. For instance, if h(s) is defined on a strip 
0<a<lm(s)<b (as in Lemma 3.5), then the Fourier transform of 
e^ (^t) is defined on the strip a-Y<Im(s) <b-Y, and we can 
choose Y so that this strip contains the real axis. If we 
assume that the ordinary Fourier inversion theorem applies 
to e^ (^t) , then 
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(t) = 
Q> 
ita 1 
e e^ 'h(T>e do. 
/Zir ' —W / ZTT ' — w» 
h(t) =  ^
/2ir • 
"giCo+iY)t "h(T)e-iT(o+iY)at aa 
—» y^ TT J —CO /zF
oo+iy 
- ^  f -i- f h(T)e-"^aT as 
i/VFTT OO4-"IV /OTT / —oa 
= — f h(s)ds, jy-n i —oo4-i *v /27r'-c +xY
where the integration in the s-plane is along a straight 
line Iia(s)=Y. This is the complex inversion integral for 
the Fourier transform which we call the inverse Fourier 
transform. (in particular, this inverse Fourier transform 
includes the ordinary transform as the special case y=0') 
The preceding development serves only as motivation for 
determining the nature of the inverse Fourier transform, 
and we shall not be concerned with the conditions of 
validity for the Fourier inversion theorem. However, we 
shall be interested in imposing conditions on h(s) which 
guarantee that the function defined by 
f «H-iY igt _ 
(3.8) h(t) = e^ ^^  h(s)ds 
/2TF •'-oo+iY 
is continuous on and independent of Y-
31 
Lemaa 3.6. Let h be amalytic on a strip a<Im(s)<b, where 
a may be -<» and b may be +<», and on this strip let 
h{a+iT)^ 0 as Assume that h(s) is Lebesgue integrable 
on some line Im(s)=Y, a<Y<b. Then the integral in (3.8) 
defines a continuous function of t, -<»<t<<»* which is 
independent of Y for a<Y<b. 
Proof: (The proof given here is similar in part to 
that for the inverse Laplace transform given by Churchill, 
1958, pp. 178-179.) Let y, a<Y<b, be fixed. Then 
Since h is Lebesgue integrable along the line Im(s)=Y» 
a<Y<b, then this last integral exists and defines a continuous 
function of t, -™<t<™, (Lemma 3.1 with x replaced by -a). 
Hence h(t) is continuous (-<»,<=). 
To show that (3.8) is independent of y we use any 
second path Im(s)=Y', a<Y<Y*<h. The integrand is bounded 
on the closed str^  Y^ II®(S)^ Y' because h(o+iT)e^  (o+i?)t 
continuous and tends to zero as [a|-^ . Since h(s)e^ ®^  is 
analytic when a<Im(s)<b, the integral of this function around 
h(a+iY)e da, teR 
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the boundary of the rectangle ABCP is zero, by Cauchy's 
integral theorem. On the si($e ÀB, s=a+iT. The integral 
along this side satisfies 
lim f 
a-x» •'a+iY 
= f lim h(a+ix)e^ '^^ e ^^ idx = 0, 
Y OT-»^  
T 
C -<
 
1e
r 
'
 
"
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a+iy ' -a+iy' 
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Figure 3.1. Integration path 
by Lebesgue's dominated convergence theorem (because the 
integrand is bounded). The same argument applies to the 
integral along the side CD. 
Since the sum of the integrals over the four sides is 
zero, then 
r a+iY'_ • . f a+iY_ . 
lim I h(s)e^  ^ds = lim h(s)e^  ^ds. 
cx+oo J -(x+iy ' a^ *^' -a+iy 
We find that h(t) has the same value for the path Im(s)=Y' 
as for Im{s)=Y- # 
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The Laplace Transform 
If the complex s-plane is rotated through 90*, that is, 
if we let s'=is, then the Fourier transform (3.2) becomes 
h(-is*)= —^  [ h(t)e ® d^t. 
/2ir •' -co 
Moreover, if we let E(s*)=/2F h(-is'), then 
h(s') = h(t)e"® ^ dt. 
J —.00 
This last expression is called the two-sided Laplace trans­
form of h. We shall henceforth be interested in the one­
sided Laplace transform or simply the Laplace transform 
of a function f defined on (0,®), 
" -St e ®^ f(t)dt, 
0 
provided the integral exists as a Lebesgue integral and is 
finite. 
In the next two lemmas we assume conditions on f which 
make f analytic on some region of the complex plane. This 
property of 1 will be sufficient to guarantee the 
existence of both the multiple-integral representation and 
the contour-integral representation of the generalized 
Laplace transform. We will use the notation for (0,™). 
(3.9) f(s) = J 
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Lemma 3.7. Let feL, (0,<») . Then, on the half plane Re(s> >0» 
f is analytic. Moreover, f is continuous for Re(s)^ 0. 
Proof: Let X = R+, 0 = {s; Re(s)>0}, du(t)=dt and 
 ^(s,t)=f (t)e"'®^ . Then #(s,t) is a measurable function 
of t for each se0, and 4>(s,t) is analytic on 0 for each teX. 
Since 
{4>(s,t)| = |f(t)|e £ [f(t)[, a=Re(s)>0, t>0, 
then |0(s,t)| is majorized by a function of t which is 
integrable on X. By Lemma 3.2, f is analytic on the half 
plane Re(s)>0. Moreover, since $(s,t) is defined and 
continuous on {s: Re(s)^ 0}, then f(s) is continuous on this 
set. # 
The following lemma assumes more familiar conditions 
on f and the proof is similar to that of Lemma 3.5. 
Lfamma 3.8. Let f be Lebesgue measurable on the positive real 
axis For some real constants M>0 and a^ , assume that 
I f (t) 1 £ 0<t<a>. Then f is analytic on the half plane 
Re (s) XTg. 
E. The Inverse Laplace Transform 
Churchill (1958, p. 176) suggests a heuristic argument 
leading to the inversion of the Laplace transform in terms of 
a Bromwich contour. Cauchy's integral formula can be extended 
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to the case in which a closed contour is replaced by a 
straight line parallel to the imaginary axis, provided it 
is applied to a function which is analytic to the right 
of the line and satisfies certain other conditions. If f 
is such a function, we have 
(3.10) f(z) =  ^ Re(2)>Y. 
Suppose that f(z) is the Laplace transform of f(t), and note 
st that (z-s) is the Laplace transform of e . This suggests 
that 
(3.11) f(t) = r I e®^ f(s)ds, -a><t<«». 
J Y-ioo 
This is the complex inversion integral for the Laplace 
transform which we call the inverse Laplace transform. We 
could have also obtained this expression from the inverse 
Fourier transform by means of a rotation of the plane. 
As with the inverse Fourier transform, we are not 
concerned with the conditions of validity for the inversion, 
but only with the conditions on f(s) which guarantee that 
the function defined by (3.11) is continuous on (-»,««>) and 
independent of Y-
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Lemma 3.9. Let f be analytic on a strip a<Re(s><b, where a 
may be -•» and b may be +<», and on this strip let 
f(a+iT)->-0 as 11 [-»-<». Assume that f is Lebesgue integrable on 
some line Re(s)=Y# a<Y<b. Then (3»11) defines a function 
of t which is continuous on (-«%»,«») and independent of y 
for a<Y<b. 
Proof: The proof is similar to that of Lemma 3.6. # 
F. The Stieltjes Transform 
The Stieltjes transform arises naturally as an iteration 
of the Laplace transform; that is, if 
•i: — f" _ g (s) = e 0(u)du 
where 
fCO 
4» (u) = e g(t)dt. 4. 
then formally, 
g(s) = [ e [ e g(t)dt du 
Jo i 0 
= r g(t) r du at 
• ' 0  JO  
= [ g(t)(s+t) dt . 
We shall henceforth be concerned with the general Stieltjes 
transform which,for some arbitrary complex constant a, is 
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defined as 
(3.12) g^ (s) = q(t) 
0 (s+t)^  
dtf 
whenever this integral exists. 
In the following lemma we assume conditions on g which 
make g^  analytic on some region of the s-platne. This 
property of g^  will be sufficient to guarantee the existence 
of both the multiple-integral representation and the contour-
integral representation of the generalized Stieltjes transform. 
Lemma 3.10. Let g be Lebesgue measurable on R+ and let M 
be a positive constant. Fix the complex constant a and 
assume that |g(t)| ^  Mt^  ^ (1+t)^ ®^ ^^  for all t>0 and 
some ç>0. Then g^  is analytic on the s-plane cut along the 
nonpositive real axis. 
Proof ; In Lemma 3.2 let X=(0,«>) and let 0 be an open 
disc whose closure is contained in the cut s-plane. Take 
dy(t)=dt and 4> (s,t)=g(t)/(s+t)^ . Then *(s,t) is measurable 
in t for each se9 and analytic on 0 for each teX. 
Let S be the distance between 0 and the nonpositive real 
axis and let p=2 sup{{s{: se0}. We note that 6>0 and that 
2 Re(s)^ -p. Hence we may write the following inequalities 
for every se0: 
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s+tj = Et^ +2 Re(s)t + (s|^ l^  _> [t^ -pt+ô^ l^ r t>p, 
s+t( £ t + [s{ ^  t + p/2, t>0. 
For Re(a)>0, define 
"g-Re (a) , 0<t<p 
f^ Ct) = Re (a) 
ft^ -pt+5^ ]  ^ , t>p. 
and for Re(a)<0, define 
fztt) = [t+p/2]^ ®^ ^^  , t>0. 
Then both f^ (t) and f^ (t) are continuous on X and 
;s+t|"Be(a) < f^ (t) , Re(a)>0, 
< fgXt) , Re(a)<0. 
Let s+t= I s+t I e^ ® where [ 9 | <Tr. Then 
Hence, for Re{s)^ 0, 
|$(s,t)) = |g(t)||{s+t) 
< Me^11®ItC-1(i+t)^(=)-2:1s+tl(*) 
< Me^U^~^(l+t)^®^®^"^^f^(t), see, teX 
1 
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and for Re (a) <0, 
(*(s,t)| seO, teX. 
In either case, [4>(s,t)l is bounded by a continuous function 
of t, which is of order t^  ^  as t-»-Q and t  ^^  as t-+<», and 
which is therefore integrable on X. By Lemma 3.2 
is analytic on 0. For any s in the cut plane we can find 
a 0 such that se0. Therefore g_ is analytic on the cut 
plane. # 
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IV. GENERALIZED TRANSFORMS BY THE METHOD 
OF MULTIPLE INTEGRALS 
A. Introduction 
In this chapter we shall generalize the Fourier, Laplace 
and Stieltjes transforms to functions of several variables. 
We shall use the multiple-integral representation outlined 
in Chapter II. 
In the process of generalizing the transforms by this 
method we will obtain expressions of the form 
(4.1) [ [ (x) <|> ( E u.y. ,x) P(b,u)dx du', 
JE 'X i=l 1 1 
where X is a path of integration in C^ , (f> is the kernel 
' S 
of the transform, and the y^  and x may be real or complex. 
We will want to interchange the order of integration in 
(4.1) to obtain 
f (x) [ ({> ( Z u y ,x) P(b,u)du' dx 
JX i=l 1 1 
= I (^x)$(b,y,x)dx, Re{b>>0, 
Jx 
where 0 is the k-variable analogue of the kernel 4» given by 
(2.6). The following lemma provides conditions on if/ and 4» which 
are sufficient for the validity of the interchange of order 
of integration in (4.1). ~ 
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Laûûsa 4.1. Lst be fixed complex numbers and let X 
be a connected subset of a straight line in C^ . Assume that 
the complex-valued function 4» (x> is Lebesgue measurable on 
k k 
X, cj){ 2 u.y. ,x) is measurable on ExX, and [({>( S u y ,x)| <f (x) 
i=l ^  ^  i=l 1 1 
on Ex\, where (^ [f is I«ebesgue integrable on X. Then for 
Re(b)>0, 
u k #(x) (|>( S u.y.,x) P(b,u)dx du' E^ X i=l ^  ^  
= [ #(x) f Z u.y. ,x) P(b,u)du' dx 
;x JE i=l 1 1 
= #(x) 0(b,y,x)dx, 
•'x 
where $ is the k-variable analogue of (|) given by (2.6). 
Proof: The function P(b,u) is measurable on E and 
therefore, by the assumptions, the integrand of the inner 
integral of (4.1) is measurable on ExX. We also have 
k 
(x) Z u.y. ,x) P(b,u)|dx du* 
'E'X i=l ^  ^  
= f lP(b,u) I f ii{»{x) I !<{»( Z u.y. ,x) jdx du* 
•'E X^ i=l ^  ^  
£ [ |P(b,u)|du' [ [4; (x) [f (x)dx 
ip. i\ 
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1  ^ j 
< <», Re(b)>0. 
By Fvibini*s theorem (Rudin, 1966, Thm. 7.8, pp. 140-141) we 
may interchange the order of integration in (4.1) to obtain 
k 
t 
•E n i=l 
[  f 4»(x) ({>( Ê u.y. ,x) P(b,u)dx du* 
iF i ^ ^  
= [ ii;(x) [ (j>( E u.y. ,x) P(b,u)du'dx 
n JE i=l 1 1 
= ( 4» (x) $(b,y,x)dx. Re (b) >0. # 
B. The Fourier Transform in the 
Case of Real Variables 
If a function heL^ , then the ordinary Fourier transform 
of h, defined by 
(3.1) h(x) = —— [ h(t) exp(-ixt)dt, xeR, 
/2ÏT •' -<*> 
is continuous on R (Lemma 3.1). Hence by Theorem 2.1 or 
2.3, h may be generalized to a function H of k real variables 
by the method of multiple integrals which was outlined in 
Chapter II. Then we have 
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_ r _ k 
(4-2) HCb.x) = [ h( 2 P(bfu>du', Re(b)>0 
J B i=l 
where x=(x^ ,..,,x^ )eR {the k-th Cartesian power of R) 
and E is the simplex defined by (2.1). 
If 
Theorem 4.1. Let heL^ . If Re(b)>0 and xeR , then 
(4.3) H(b,x) = — f h(t) S(b,-ixt)dt, 
/2ir * -«> 
where S(b,-ixt)=S(b^ ,...-ix^ t,...,-ix^ t) is obtained 
from (2.23) by replacing t by -it and z by x. 
k 
Proof: In (3.1) replace x by Z u.x. and substitute in 
i=l ^  1 
(4.2). Then 
(4.4) H(b,x) = —^ [ f h(t) exp(-it Z u.x.)P{b,u)dt du'. 
/2? JeJ-" i=l ^  1 
Since heL,, it is measurable on R. The function 
k-L 
exp(-it E u.x.) is continuous on ExR. Since 
i=l ^  1 
k 
(exp (-it E u.x.){ = 1, then 
i=l ^  ^  
In Lemma 4.1 we put X=R and î|»=h and observe that the 
exponential function is majorized by f(t)=l. Then we have 
|h(t) exp (-it Z u.x. )[dt = |h(t)|dt < =». 
z XX J 
H(b,x) = —^  f h(t)[ exp(-it Z u.x.)P(b,u)du* dt 
/2ïr JE i=l ^  ^  
Re(b)>0. # 
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We note that if x,=Xo.= » ^  •.=x>,=Ç, then HCb»x}=hCÇ). 
4.  ^ JV 
Also, since h(x) is continuous on R, then by Theorem 2.4, 
HCbrX) is continuous in x on R^ . 
C. The Fourier Transform in the Case 
of Complex Variables 
If the assumptions of either Lemma 3.3, 3.4 or 3.5 are 
imposed upon a function h, then the ordinary Fourier trans­
form of h, defined by 
(3.2) h(s) = —^ [ h(t) exp(-ist)dt, 
-«* 
is analytic on either the lower half-plane, the entire plane 
or an open strip, respectively. Let Sj^ ,...,Sj^  be elements 
in the domain D of analyticity of h. Since D is convex in 
each of the three cases, then the convex hull K(s) is contained 
in D and the analogue function 
- r _ k 
(4.5) H(b,s) = h( Z U.S.) P(b,u)du*, Re(b)>0, 
JE i=l ^  ^  
k is analytic- on D by Lemma 2.5. 
Theorem 4.2. Let h satisfy the assumptions of either Lemma 
3.3, 3.4 or 3.5 and let D be the corresponding domain of 
ÎC 
analyticity of h. If Re{b)>0 and seD , then 
(4.6) H(b,s) = [ h(t) S(b,-ist)dt, Re{b)>0, 
•2ir J -«= 
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where S is defined by (2.23), In the case of Lemma 3.3, 
Jc K. the assumption seD may be replaced by seD^  ^ where is 
the union of the lower half-plane and the real axis. 
k 
Proof: In (3.2) replace s by S u.s. and substitute 
i=l ^  ^  
in (4,5). Then 
(4.7) H(b,s) = f f h(t) exp(-it E u.s. )P(b,u)dt du' 
/2tF i=l ^  ^  
= —f f h(-t) exp(it E u. s. ) P {b,u)dt du' 
/2¥ h h i=l 1 1 
+ —[ [ h(t) exp (-it E u. s.)P(b,u)dt du' 
/2¥ Je h i=l 1 1 
As in the proof of Theorem 4.1, and under the assumptions of 
either Lemma 3.3, 3.4 or 3.5, the integrand of the inner 
integral in each of the above terms is measurable on ExR+, 
If s.=cr. + ix., let m= min{T.} and M=max{T.}. Then 
1 i X ^ X 
<•<» k j-oo k 
(h(-t)exp(it E u.s.){dt = jh(-t) [exp(-t E u. t )dt 
Jo i=l 1 1 JQ i=l 
fOO 
< |h(-t)[exp(-tm)dt, 
0 
and 
rco r«> It 
Ih(t)exp(-it E U.S.)(dt =| |h(t)(exp(t E u.T.)dt 
•»0 i=l ^  ^  Jo i=l ^  ^  
[h(t)[exp(tM)dt. 
J 0 
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Under the assumptions of Lemma 3.3 hC-t)=0, 0<t<"»» and 
M<0 (or (KO if seDj^ >, so each of these integrals is finite. 
Under the assumptions of Lemma 3.4, h vanishes outside a 
finite interval and so both integrals are finite. Under 
the assumptions of Lemma 3.5, the integrands are both 
bounded by integrable functions. We apply Lenaaa 4.1 to each 
of these integrals with X=R^ , i{»(t)=hC-t) and f (t)=exp(-tm) 
for the first integral and X=R+, i{/(t)=h(t) and f(t)=exp(tM) 
for the second. Then 
H(b,s) = —^  [ h(t) [ exp(-it Z u.s. )P{b,u)du'dt 
/2¥ J-» •'E i=l ^  ^  
=  — h ( t )  S ( b , - i s t ) d t ,  R e ( b ) > 0 .  #  
/5TT' —OO 
We note that if S2^ =S2=-• .=Sj^ =z, then H(b,s)=h(z). 
Also since h is analytic on a domain DCC^ , then by Lemma 2.5, 
2k H(b,s) is analytic in b and s on a domain in C defined by 
Re(b)>0 and seD^ . 
D. The Inverse Fourier Transform 
If h satisfies the assumptions of Lemma 3.6, then the 
ordinary inverse Fourier transform of h, defined by 
1 f _ (3.5) h(t} = h{s)exp(its)dt, teR, 
/2 ir eo+iy 
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is continuous on R, and according to Theorem 2.1 or 2.3 it may 
be generalized to a function H of k real variables by the 
V 
method of Chapter II. Then, if t*(t^ ,...,t^ )ER , 
(4.8) H(b,t) = 
k 
h( Z u. t. )P(b,u)du*, Re(b)>0. 
E i=l ^  ^  
Theorem 4.3. Let h(s) satisfy the conditions of Lemma 3.6. 
If Re(b)>0 and teR^ , then 
1 r"+iY _ 
(4.9) H(b,t) = h(s) S(b,its)ds, 
/2Tr ioo+iy 
where S is defined by (2.23). 
k 
Proof: In (3.5) replace t by Z u.t. and substitute 
i=l ^  ^  
in (4.8). Then 
1 f f '»+iY_ k 
(4.10) H(b,t) = { h(s) exp(is Z u.t-)P(b,u)ds du' 
/2Tr JE J-oo+iy i=l ^  ^  
= —^  [ [ h(G+iy)exp[i(o+iy) Z u. t. IP (b,u)dadu*. 
ï/2tF JEJ-» i=l ^  1 
Since h(s) was assumed to be integrable on the line Im(s)=Y, 
then h(o+iy), considered as a function of the real variable a, 
is integrable on R. Then the integrand of the inner integral 
of (4.10) is measurable on E x R. Let t=max{{t.{}. Then 
i  ^
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_ k 
îh(a+iY) exp[i(Q+iY) £ u .t . l[da 
--«> 1=1 ^  1 
(h(0+iY)Iexp{-Y ^  u.t.)do 
i=l ^  1 
 ^ f |h(a+iY) [da 
J ^oo 
< CO 
By Lemma 4.1 with f(t) = e'^ '^  we have 
, C oo+iY_ r k 
H(b,t) = — h(s) exp(is Z u.t.) P(b,u)du' ds 
/2irJ -oo+iY E i=l 
= —^  [ h(s) S(b, ist)ds, Re(b)>0. # 
y9 IT i —0 
o+iY 
Ï 
/2TT •'-«o+iY 
If t^ =t2=...=t^ =C, then H{b,t)=h(C). Also, since h(t) 
is continuous on R, then by Theorem 2.4, H(b,t) is continuous 
in t on R^ . 
E. The Laplace Transform 
If the conditions of either Lemma 3.7 or 3.8 are imposed 
upon a function f, then the ordinary Laplace transform of f, 
defined by 
(3.9) ?(s) = f exp(-st) f(t) dt, 
JO 
4S 
is analytic on thé half plane Re(s)>C or Re(s>>o^ , 
respectively. Moreover, f is continuous for Re(s>>0 in the 
case of Lemma 3.7. Let s^ f.'.fs^  be elements in the domain 
D of analyticity of h. Since D is convex, K(s)CD, and the 
analogue function 
_ r _ k 
(4.11) F(b,s) = f( S U.S.) P(b,u)du', Re{b)>0, 
i=l ^  ^  
is analytic in s on D by Lemma 2.5. 
Theorem 4.4. Let f satisfy the assumptions of either Lemma 
3.7 or 3.8, and let D be the corresponding domain of 
coialyticity of f. If Re(b)>0 and seD^ , then 
(4.12) F(b,s) = f f(t) S(b,-ts)dt, Re(b)>0, 
•'0 
where S is defined by (2.23). In the case of Lemma 3.7, the 
tp It • 
assumption seD may be replaced by seD^ , where is the 
union of the right half-plane and the imaginary axis. 
k 
Proof: In (3.9) replace s by Z u.s. and substitute in 
i=l ^  1 
(4.11). Then 
(4.13) F(b,s) = [ [ exp{-t Z u.s.)f(t) P(b,u)dt du'. 
Je Jo i=l ^  1 
Under either set of assumptions, f is measurable on R+, and 
the integrand of the inner integral pf (4.13) is measurable 
E X R+. If s^ =a^ +iT^ , let a=min{a^ }. Then 
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k r<» k 
.  ^ c-t E u. S-}f (t) [dt = ! f(t>l 6xp(-t: E u.a., )dt 
JQ i=l 1 1 ;o i=l ^  ^  
_< [ [ f (t) 1 exp(-ta)dt. 
'0 
Under the assumptions of Lemma 3.7, a>0 (or a^ O if seD^ ), so 
[ I f(t}{ exp(-ta)dt < [ 1 f (t) jdt 
;o 0^ 
< «>. 
Under the assumptions of Lemma 3.8, a>a^  and so 
[ j f (t) j exp(-ta)dt £ M 
•» 0 
expCt(a -CT)ldt = M/(a-a ) 
0  ^ ® 
By Lemma 4.1, with X=R+ and f(t)=exp(-ta), we have 
F(b,s) = [ f(t) [ exp(-t Z U.S.) P(b,u)du' dt 
;o JE i=l 1 1 
• i :  f(t) S(b, -ts)dt, Re(b)>0- # 
If Sj^ =S2=.. .=Sj^ =z, then F(b,s)=f(z). Also, since f (s) 
is analytic on a half plane D, then by Leimna 2.5, F(b,s) is 
2k 
analytic in b and s on a domain in C defined by Re(b)>0 
v 
and seD . 
51 
P. The Inverse Laplace Transform 
If a function f satisfies the conditions of Lemma 3.9, 
then the ordinary inverse Laplace transform of f, defined by 
(3.11) 
Y+i» __ 
exp(st)f(s)ds£ teR, 
Y-ioo 
is continuous on R, and by Theorem 2.1 or 2.3 we may generalize 
f to a function F of k real variables by the method of multiple 
Jr integrals. Then, if t=(t^ ,...,t^ )GR , 
f k (4.14) P(b,t) = f( E u.t.) P(b,u)du', Re(b)>0. 
Je i=l 1 1 
Theorem 4.5. Let f satisfy the assumptions of Lemma 3.9. 
If Re(b)>0 and teR^ , then 
1 fY+i" _ 
(4.15) F(b,t) = 2^  f(s) S(b,st)ds, Re{b)>0, 
where S is defined by (2.23). 
Proof : The proof is similar to that of Theorem 4.3. # 
If t=tj^ =.. .=tj^ =Ç, then F(b,t)=f(C). Also, since f(t) is 
Ic 
continuous on R, then F(b,t) is continuous in t on R by 
Theorem 2,4. 
G. The Stieltjes Transform 
If the conditions of Lemma 3.10 are imposed on a function 
g, then the ordinary Stieltjes transform of g, defined by 
•i; (3.12) g^ (s) = I dt,  ^ (s+t)* 
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where a is some fixed Qoropiex constant, is analytic on the 
s-plane cut along the nonpositive real axis. If Re(b)>0 
and s^ y...,s^  are points in the cut plane D and if K(s)C D, 
then the analogue function is 
- r _ k 
(4.16) G {b,s) =1 g C E u.s.) P(b,u)du*, Re(b)>0. 
 ^ JE * i=l 1 1 
Moreover, is analytic on a domain in defined by 
Re(b)>0 and K(s)CD# by Lemma 2.5. 
Theorem 4.6. Let g be Lebesgue measurable on R^  and let M be 
a positive constant. Fix the complex constant a and assume 
that |g(t)| ^  Mt^  ^ (1+t)^ ®^ ^^  for all t>0 and some ç>0. If 
Re(b)>0 and K(s) is contained in the cut plane D, then 
(4.17) G (b,s) = [ g(t) R(a,b,s+t)dt, 
 ^ Jo 
where R(a/b,s+t)=R(a; b^ , . .. ,bj^ ; s^ +t, .. . ,Sj^ +t) is the 
hypergeometric R-function defined by (2.24)-
k 
Proof: In (3.12) replace s by Z u.s. and substitute 
i=l ^  ^  
in (4.16). Then 
(4.18) G (b,s) = f f g(t) ( 2 u.s.+t)~^  P(b,u)dt du'. 
® k ^  ® i=l 
since the point Z u.s. e K(s) for all u'eE and K(s) does not 
i—1  ^ k _a 
intersect the nonpositive real axis, then ( Z u.s.+t) is 
•s jointly continuous in the u^  and t. Therefore the integrand 
of the inner integral of (4.18) is measurable on E x R+. Choose 
an open disc 0CD such that K(s)CS. For every u'eE, 
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k 
I £0. As in the proof of Lemma 3.10, 
i=l " " 
|Zu.s.+t(~**(*) < f.(t), 
i=li ^  - 1 
where i=l if Re(a)^ 0 and i=2 if Re(a)<0 and both f^  and f2 
are continuous on R+. 
k k . Û 
Let ( I u-s.+t) = I E u.s.+t|e , (8(<n. We note that 
i=l ^  ^  i=l 1 1 
{( Z u.s.+t) = I S u.s.+t| Im(a) 10 
i=l ^  ^  i=l 1 1 
fc 
< I Z u.s.+t|-*e(a)e*|lm(a) 
i=l ^  1 
Then 
»CO f  ^|g(t) { Z u.s.+t) |dt 
Jo i=l 1 1 
< nf tG"l(l+t)*®(*)"2C|( g u.s.+t)"^ Idt 
~ •'0 i=l 1 1 
< M tC"l(l+t)Be(a)-2S[ 2 u.s.+t[ B^ (*)dt 
0 i=l 1 1 
< I f"tS-l(l+t)*e(a)-2Sf. (t)dt. 
- J o  " •  
-a In Lemma 4.1 let À=R+, #(t)=l, ((>  Z u.s. ,t)=g(t) { Z u.s.+t) 
i=l ^  ^  i=l 1 1 
and f(t)=Me^ l^ *(^ )lt^ "l(l+t)*^ (*)"2^ f^ (t)_ The integrand of 
Ç-1 the last integral is continuous on R+ and is of order t as 
—C—1 t-^ 0 and t as t-*^ , and so the integral is finite. Then 
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r"» r k 
G, (b,6) = gCt) c r P(b,u)(iu'dt 
^ Jo 'E i=l 1 1 
g(t) R(a,b,s+t)dt, Re(b)>0. # 
0 
If s^ =s2= =s^ =z, then G^ (b,s)=g^ (z). Since g. 
is analytic on the cut plane D, then by Lemma 2.5, G^ (b,s} 
2k is analytic in b and s on a domain in C defined by Re(b)>0 
and K(s)C D. 
'a 
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V. GENERALIZED TRANSFORMS BY THE METHOD 
OF CONTOUR INTEGRATION 
A. Introduction 
Cauchy's integral formula has the same structure as 
the defining equations for the ordinary Fourier, Laplace and 
Stieltjes transforms, namely, 
(5.1) f(s) = |f(t) *(s,t)dt, 
where the integration is extended over some path or contour in 
C^ . Therefore it is not surprising that Cauchy*s formula 
has a generalization similar to the generalized transforms 
discussed earlier. Since f=f in the Cauchy case, the 
generalized Cauchy formula provides for the analogue function 
F a contour-integral representation which can be used to 
advantage in place of the multiple-integral representation 
used in Chapter IV. 
Let Y denote a positively oriented rectifiable Jordan 
curve in C^. We shall denote its interior region by X{y), 
its exterior region by X(y), and the closures of these 
regions by I(Y)=I{Y)UY and X(Y)=X(Y)UY- IF  ^is analytic 
on I(Y) and continuous on I(Y)» then by Cauchy's integral 
formula for f and its derivatives, 
(5.2) f(*){s) = dz, (n=0,l,...), 
J Y (z-s)*+^ 
for every SEKY)- We would expect that (5.2) would have the 
generalization 
(5.3) (b,s> = 
56 
f(2) R(n,+1, b, 2-s)dz, 
V 
where are assumed to lie in KY) and is the 
analogue in several variables of f  ^» The R-
ds^  
function in the integrand is the analogue of (z-s) ^  ^  
and is the analytic continuation of the function defined 
by (2.24). Carlson (19S9, Thm. 3) has shown that (5.3) 
is indeed valid and can be used to continue F analytically 
in the variables as well as in the parameters. By contrast 
with the method of multiple integrals used in Chapter IV, the 
method of contour integration will then make it possible to 
eliminate assumptions about the convex hull of the trans­
formed variables and also to relax the assumption that 
Re(b)>0. This will prove especially useful for the 
generalization of the Stieltjes transform, where we may wish 
to locate the variables on both sides of the nonpositive 
real axis. The transform to be generalized must be either 
an analytic function of a complex variable or the restriction 
to the real axis of such a function in order that the Cauchy 
integral formula (5.2) can be applied. This is no hindrance 
in the cases of the Fourier, Laplace and Stieltjes trans­
forms (see Lemmas 3.3, 3.4, 3.5, 3.7, 3.8 and 3.10). However, 
the inverse Fourier transform h(t) and the inverse Laplace 
transform f(t), defined by (3.8) and (3.11), do not exist for 
values of t both above and below the real axis unless h(s) 
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anâ f(s) are required to decay exponentially at large distances 
in both directions on the path of integration. This very 
restrictive asymptotic condition seems a high price to pay 
for relaxing the condition on Re(b), and so we shall not 
generalize the inverse Fourier and inverse Laplace transforms 
by the method of contour integration. 
B. Analytic Continuation of R 
In (5.3), R(n+1, b, z-s) can be defined by the multiple-
integral representation 
f  ^ -n-l R(n+1, b, z-s) = [z- Z U.S.] P(b,u)du', (n=0,l,2,...), 
i=l ^  ^  
so long as zey, K(S)CI(Y) and Re(b)>0. It is important that 
n be an integer because R is then single-valued on y. Carlson 
(1969, Thm. 4) showed that this principal branch of 
• S R(n+l,_b, z-s) can be continued analytically in the b and 
' S s so long as zey, {s, ,... } CI (y) and cj^Q,-1,-2, 
k IK 
(where c= Z b). 
i=l ^  
C. Analytic Continuation of F^ ^^  
Let DcC^  be a simply connected domain and assume that f 
is analytic on D. The analogue F^ ^^  of f^ ^^  can be defined 
by the multiple-integral representation 
F(*)(b,s) = [ f(*)( Z u.si) P(b,u)du' 
•'E i=l 
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so long as Re(b)>0 and K (s) CD. Carlson (1969/ Thm. 8) 
showed that (n=0,l,2,...), can be continued analytically 
in the b ® and s ^  by using the generalized Cauchy formula 
If (5.3), so long as seD and c^ 0,-l,-2,... . 
D. Some Special Cases 
We are now in a position to give certain formulas relating 
the S-function and the R-function, which will be required in 
the generalization procedure (see Carlson, 1969). 
""ist The contour integral representation of e , where t 
is an arbitrary constant, is 
(5.4) [ E~^ ^^ (Z-S)"^ DZ, sel (Y) • 
•'Y 
Equation (5.4) is a special case of (5.2) with n=0. The 
generalization of (5.4), which is a special case of (5.3) with 
n=0, is 
(5.5) S(b, -ist) = I ® R(l,b,z-s)dz, (c^ O,-1,-2,...), 
 ^•'Y 
where y encircles in the positive direction. 
Similarly, the generalization of 
(5.6) E~®^  = ÔÈR f E~^ (^Z-S)"-^ DZ 
' Y 
is 
(5.7) S(b, -St) = f e R('l,b,z-s)dz, (c^#,-l,-2,...) 
y -
If t>0 and a is a fixed complex constant, then (t+s) 
is analytic in s on the s-plane cut along the nonpositive 
59 
real axis. If y is contained in the cut plane, then 
(5.8) (t+s)"^  = 2^  (t+2)~^ (2-s)"'^ dt, sel(Y) 
Y 
According to (5.3) with n=0, the generalization of of (5.8) 
is 
(5.9) R(a,b,t+s) = ^  I (t+z)"^  R(l,b,z-s)dz, 
(c^#,-l,-2,—), where s^,...,s^ are points in Ky)* 
In case Sj^ =S2='-- • •=sj^ =s, then R(l,b,z-s)=(z-s) ^  said 
(5.5), (5.7) and (5.9) reduce to (5.4), (5.6) and (5.8), 
respectively. 
E. Sufficient Conditions for the Existence 
of the Generalized Transform by 
Contour Integration 
As in Chapter IV, the generalization of the ordinary 
transforms by the method of contour integration will result 
in expressions of the form 
(5.10) I I if»(t) (f> (z,t)R(l,b,2-s)dt dz, 
where y is a rectifiable Jordan curve in C , X is a path of 
integration in C^ , and is the kernel of the transform. We 
will want to interchange the order of integration in (5.10) 
to obtain 
I ip(t) I *(z,t) R(l,b,z-s)dz dt= 2iri #(t)$(b,s,t)dt, 
i X  ^y  ^X 
where $ is the smalogue of ^  as given by (5.3) with n=0. 
The following lemma provides conditions on and <j> which are 
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sufficient for the validity of the interchange of order of 
— A- -—  ^ — ip* / C  ^ \ c & x i c  *  
Lemma 5.1. Let Y be a rectifiable Jordan curve in and 
let s^ y...,s^  be fixed points in I(Y)« Let X be a connected 
subset of a straight line in and assume that iff is 
Lebesgue measurable on X and that ^ (Ztt) is continuous on 
YxX. If |#(t) &(2,t)|dt is bounded on y and if 
X^ 
c?^ 0,-l,-2,..., then 
U.-
(t) (f> (z, t) R(l,b,3-s)dt dz 
= [ V;(t) I 4>(z,t) R(l,b,z-s)dz dt 
JX JY 
= 2Tf±[ *(t)$(b,s,t)dt, 
Jx 
where $ is the analogue of 4» given by (5.3) with n=0. 
Proof: The function R(l,b,z-s) has been shown by 
Carlson (1969, Theorem 4) to be continuous in z on Y. 
Therefore by the assumptions of the theorem, the integrand 
of the inner integral of (5.10) is measurable on YXX. 
Moreover, 
f [ (ip (t) (J>(z,t) R(l,b,z-s) {dt dz 
•'Y-'X 
= [ |R(l,b,z-s) [  |i{» (t) { ((f (z,t) (dt dz. 
•'Y •'X 
The inner integral on the right is bounded on y and the 
same is true of |R(l,b,z-s)| since R(l,b,z-s) is continuous 
on Y and y is compact. Since y is rectifiable, the iterated 
61 
integral on the right is finite. By Pubini's theorem 
(Rudin, 1966, Thm. 7.8, p. 140> the order of integration o£ 
(5.10) can be interchanged and we have the conclusion of the 
theorem. # 
We proceed next to generalize the Fourier* Laplace and 
Stieltjes transforms by use of (5.3). 
F. The Fourier Transform 
We have already seen that if a function h satisfies the 
assumptions of either Lemma 3.3, 3-4 or 3.5, then its 
Fourier trsmsform h is analytic on the lower half-plane, 
the entire plane or a strip, respectively. Denote by D 
the domain of analytic!ty of h and let s^ ,...,s^  be points 
in D. Let Y be a positively oriented rectifiable Jordan 
curve in D which encircles s^ ,...,sj^ . Then by Cauchy's 
integral formula 
h(s) = 2^  [ h(z) (z-s)~^ dz, seKy) . 
•'Y 
The generalization of this expression as a special case 
of (5.3) with n=0 is 
(5.11) H(b,s) =^ | h(z) R(l,b,z-s)dz, (c^ #,-l,-2,...), 
where seI^ {Y)- In the case of Lemma 3.3, h is continuous on 
the union of the lower half-plane and the real axis. 
However, by contrast with the method of multiple integrals, 
we can no longer allow any one of s^ y...,^  ^to be real. 
$2 
 ^ «W-***  ^  ^ t h scitisfy tits j»o«a»T>vp»> <-»»!= of either L^ nma 
3.3, 3.4 or 3.5, and let D be the corresponding domain of 
Ic. 
anaiyticity of h. If cj^ 0,-l,-2,..., and seD , then 
(5.12) K{b,s> = — [ h(t> SCb»-iat>dt, 
/2ir •' —«» 
where S is defined by (5.5), 
Proof: Let Y be a positively oriented rectifiable 
Jordan curve in D which encircles s^ y.-.fs^ . In (3.2) 
replace s by z and substitute in (5.11). Then 
(5.13) H(b,s) = ^  f h(t)e"itz R(i,b,z-s)dt dz 
 ^ J —oo Y 
1 k-f h(-t)e R(l,b,z-s)dt dz 
:^k!J *h(t)e"itZR(i,b,z-s)dt dz. 0 
Under the assumptions of either Lemma 3.3, 3.4 or 3.5, h 
is measurable on R. Therefore the integrand of the inner 
integral in each term of (5.13) is measurable on YXR+. 
Let m=inf Im(z) and M=sup Im(z). Then 
zey zey [ |h(-t)e^ ^^ |dt = f |h(-t)|e"tlm(z)dt < f |h(-t) (e"^  dt, 
'0 JO •'0 
and 
•a> f {h(t)e"itZ|dt = f jh(t) (e^ ^^ ^^ dt < [ |h(t) (e^ dt. 
Jo JQ •'0 
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Under any one of the assumptions, the integrals on the 
right are finite and those on the left are therefore bounded 
on y. By Lemma 5.1 and (5.5), 
H(bfS) = —^  
A OO 
2^tt 
h(t) 1 2%-i e~^ ^^  R(l,b,z-s)dz dt 
1  ^ ~ [ h(t) S(bf-ist)dt, (c^ #,-l,-2,...). # 
/2ir  ^—0» 
G. The Laplace Transform 
If a function f satisfies the conditions of either 
Lemma 3.7 or 3.8, then its Laplace transform f is analytic 
on the half plane Re(s)>0 or Re(s)>a^ , respectively- Let D 
be the domain of analyticity of f and again let YCZD be 
a positively oriented rectifiable Jordan curve. Then by 
Cauchy's integral formula (5.2) with n=0, 
(5.14) f(s) = 2ir j f (z) (z-s)~^ dz, SEI(Y). 
The generalization of (5.14) by use of (5.3) with n=0 is 
f(z) R(l,b,z-s)dz, (CT^ O ,-1,-2,. . . > , (5.15) F(b,s) =  ^2Tri 
]r 
where sel (y). 
Theorem 5.2. Let f satisfy the assumptions of either Lemma 
3.7 or 3.8 and let D denote the corresponding domain of 
analyticity of f. If seD^  and cj^ O,—1,-2,... , then 
(5.16) F(b,s) = f f (t) S(b,-st)dt, 
^0 
where S is defined by (5.7). 
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Proof; Let y be a positively oriented rectifiable Jordan 
curve in D which encircles s^ ,...,sj^ . In (3.9) replace 
s by z and substitute in (5.15). Then 
(5.17) P(b,s) = ^  I I f(t)e~zt R(i,b,z-s)dt dz. 
Under either assumption the integrand of the inner integral 
of (5.17) is measurable on YXR+. Let m=inf Re(z). Then 
zey 
f |f(t)e~^^|dt = f (f(t){e~t Be(z)at < [ (f(t)(e^ ^^dt. 
•'0 ;0 -fO 
Under either assumption the integral on the right is 
finite and the integral on the left is therefore bounded 
on y. By Lemma 5.1 and (5.7) we have 
F(b,s) = I f(t) ^  I e~^  ^R(l,b,z-s)dz dt 
= [ f(t) S(b,-st)dt, (c^ 0,-l,-2,...). # 
H. The Stieltjes Transform 
We have seen previously that if a function g satisfies 
the conditions of Lemma 3.10, then its Stieltjes transform 
g^  is analytic on the complex plane cut along the non-
positive real axis. As before, let D denote the cut plane 
and let yCD be a positively oriented rectifiable Jordan 
curve. By Cauchy's formula 
(5.18) g^ (s) = 2§i j (z) (2~s)~^ dz, seKy). 
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The generalization of (5,18) by use of (5.3) with n=0 is 
(5.19) G^ (b,s) = 2^ ] R(l,b,3-s/dz, , 
where s^ ,are points in I(Y)« These points may be on 
both sides of the negative real axis whereas in the case 
of multiple integrals, the convex hull K(s) must be 
contained in D. 
Theorem 5.3. Let g satisfy the conditions of Lemma 3.10 and 
let D be the s-plane cut along the nonpositive real axis. 
If s^ »...»sj^  are points in D and c^ 0,-l,-2,..., then 
(5.20) G (b,s) = [ g(t) R(a,b,s+t)dt, 
 ^ h 
where R is given by (5.9). 
Proof ; Let YdD be a positively oriented rectifiable 
Jordan curve which encircles S^ ,.../Sj^ . In (3.12) replace s 
by z and substitute in (5.19). Then 
(5.21) G^ {b,s) = ^  I I g{t) (2+t)"^  R(l,b,s+t)dt dz. 
Under the assumptions of Lemma 3.10 g is measurable on R+. 
For t>0 and zey, (z+t) ^  is continuous on YXR+. Therefore 
the integrand of the inner integral of (5.21) is measurable 
on YXR+» Let 6 be the distance from y to the nonpositive real 
axis and let p=2 sup {|z(: ZEY)- Then, as in the proof of 
Lemma 3.10, 
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|g(t> < » 
0 
Re(a>-2c f -
where i=l if Re(a)^ 0 and i=2 if Re(a)<0. In either case 
this last integral exists and is finite. By Lemma 5.1 
and (5.9) 
= [ g(t) R(a,b,s+t)dtr {c^ 0,-l,-2,...). # 
«'0 
We observe once again that if the ordinary transform is 
analytic on a simply connected domain DCC^ , then the 
generalized transform is analytic in b and s for seD and 
G^ (b,s) = f g(t) f (z+t)~® R(l,b,z-s)dz dt 
Jo 
$7 
VI. BROPSKFIES AKD APPLICATIONS OF 
THE GENERALIZED TRANSFORMS 
A. Introduction, 
In this chapter we shall show that the generalized 
Fourier, Laplace and Stieltjes transforms possess some but 
not all of the operational properties of the corresponding 
ordinary transforms. We shall also show that the generalized 
transforms are related to each other and to other integral 
transforms and, by means of a counterexample, the generalized 
Laplace transform of f is not equal to the multidimensional 
Laplace transform of the generalization of f. We shall 
apply the generalized Laplace transform to determine the 
ordinary Laplace trams form of a function which can be 
expressed (with some restrictions) as an S-function or a 
product of S-functions. We shall also use the generalized 
Stieltjes transform to find the ordinary Stieltjes transform 
of a function (again with some restrictions) which can be 
expressed as an R-function. 
We begin by listing several properties of the R-function 
and the S-function (Carlson, 1968 and Carlson, 1969), which 
shall be used later in the chapter. These functions are 
analogues in several variables of z ^  and e^ , respectively, 
3  ^
where a may be complex. We define D.= -5—— , c= E b. and 
 ^ i=l ^  
assume that c^ #,-l,-2,... . 
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Symmetry in the b-parameters and variables: 
(6.1) R(a; b,b'; x,y) = R(a? b',b; y,x>' 
(6.2) S(b,b';x,y) = S(b',b; y,x). 
Functional relations: 
(6.3) R(a,b,\z) = X.  ^R(a,b,z)f 
(6.4) S(b,A+z) = e^ S(b,z). 
Relation of R to Gauss' hypergeometric 2^  ^function: 
(6.5) R(a; b,b'; x,y) = y ^  2^ 1(3,b+b'; 1- , 
(6.6) 2^ 1^ »^^ ? c; x) = R(a; b, c-b; l-x,l). 
Relation of S to the confluent hypergeometric function: 
(6.7) S(b,b'; x,y) = e^  ^ F^ (^b; b+b' ; x-y) / 
(6.8) F^^ b^; c; x) = S(b, c-b; x,0)-
Special cases of the S-function: 
(6.9) — xS(i, 1; -x^ ,0) = Erf(x), (error function), 
/ir"  ^
(6.10) r^ i+v) S(^ v, l+v; ix,-ix) = J^ (x), (Bessel function 
of order v), 
(6.11) S(^ v, ^ v; x,-x) = I^ (x), (modified Bessel 
function of 
order v), 
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(6.12) S(|+6-a, l+B+a.- g(x), (WhittaKer 
function)• 
Differential relations: 
k 
(6.13) ( 2 D.)S = S, 
i=l 1 
(6.14) ( £ D.) R(a,b,z) = -aR(a+l,b,2) 
i=l ^  
Special cases of the R-function: 
k -b. __ 
(6.15) R(c,b,z) = H z.  ^
i=l 1 
(6.16) RU; 0,b,b'; x,y,z) = R(a; b,b'; y,z), 
1 1 
(6.17) R(^  ^ 1; x,y) = (y-x) ^  sin ^ (^ ^^ ) ^ 
= (y-x) ^  cos ^ (^ ) ^ f 
(6.18) R(a; b,b'; x,y) = y^  ^  R(b; a,c-a; x,y). 
(exchange transformation) 
(6.19) R(l; 1,1; x,y) = (log x-log y)/(x-y) , 
1 1 
1 x2 +y2 
(6.20) R(b-^ ; b,b; x,y) = [  ^ 1 > 
(6.21) R(-a; v,v; x,y) = (^ ^^ ) / 
V 
where is the Gegenbauer function / 
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(6.22) R(-lî 1,1; x,y) = 
Relation of R to S; 
(6.23) 
O® . 
t*" s(b,-t2)dt = r(a) R(a,b,z), Re(a)>0, Re(z)>0. 
B. Operational Properties of the 
Generalized Transforms 
We shall adopt the following notation. 
Ordinary transform of T{<>(t) } = &(s) 
Generalized Fourier transform of h: F{h(t)} = H(b,s) 
Generalized Laplace transform of f: L{f(t)} = F(b,s) 
Generalized Stieltjes transform of g: S^ {g(t)} = G^ {b,s) 
In the properties to be examined it will be assumed that 
h, f and g possess corresponding ordinary Fourier, Laplace 
and Stieltjes transforms which are analytic on a strip 
a<Im(s)<b, a half-plane Re(s)>o^ , and a domain D consisting 
of the s-plane cut along the nonpositive real axis, 
k 
respectively- We also assume that c= Z b.5^ 0,-1,—2, a* 
i=l ^  
and B are complex constants, and y is a nonzero real constant. 
1. Linearity - It follows immediately from the definitions 
of the generalized transforms that 
F{ah^ (t) + ghgCt)} = aH^ (b,s) + BHgCbfS), a<Im(s)<b, 
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L{af,Ct> + = aFj(b,s) + Re(s)>a^. 
S^ {ag^ (t) + BggCt)} = aG^ C^b,s) + 60^ (^6,8), seD^ . 
2. Change of scale - The ordinary Fourier and Laplace 
transforms satisfy T{$(Yt}} = ^  <!>(")• Likewise# we have 
F{h(Yt)} = —^ [ h(Yt) S(b,-ist)dt 
/2'ir •' -oo 
= ——f h(x) S{b,-i|K)dx 
y/2Tt J—CO ^ 
= ^  H (bf^ ) , a<Iin(—)<b, 
and similarly 
L{f(Yt)} = I F(b,^), RE(^ )>A^ . 
The ordinary Stieltjes transfoirm satisfies T^ {$(yt)} 
= <^{>^  (YS) / and similarly 
a 
S_{g(Yt)} = [ g(Yt) R{a,b,s+t)dt 
 ^ •'O 
= g(x) R{a,b,s+^ )dx 
» jo  ^
= Y^  ^ G^ (b,YS), by (6.3), yseD^ . 
Thus each generalized tramsform retains the change of scale 
property of the ordinary transform. 
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3. Shift of origin in the s-plane — The ordinary Fourier 
and Laplace transforms satisfy T{e°^ <^>(t)} = <{>{s-a). 
Similarly we find 
. 00 . 
F{e^ ®'^ h(t)} = e^ °^ h^(t) S(b,-ist)dt 
/2Tr  ^-<» 
= —^  [ h(t) S[b,-i (s-a) tjdt, by (6.4), 
/2tt  ^
= H{b,s-a) , a<Im(s-a)<b, 
and 
L{e^ f^(t)} = F{b,s-a), Re(s-a)>0^. 
There is no shift of origin property for the ordinary 
Stieltjes transform. 
4. Shift of origin in the t-plane - The ordinary Fourier 
-sto_ 
transform satisfies T{$(t-tQ)} = e 4>(s). However, 
the generalized Fourier transform does not have an 
analogous property, for 
F{h(t-t_)} = —h(t-tf.) S(b,-ist)dt 
=  — h ( x )  S [ b , - i s  ( x + t p . )  I d x  
 ^S(b,-istQ) H(b,s) . 
The ordinary Laplace transform satisfies T{$(t-tQ) UCt-t^ )} 
"St^  
= e <}» (s) , where U (t) is the Heaviside unit function, but 
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=[ f(t-fc^ ) S(b,-st)at 
V V J Q V 
f{x) U(x) S[b,-s(x+tp)]dx 
-'c 
u 
= I f(x) S[b,-s{x-*-tQ) ]dx 
SCbf-stg) F(b,s) . 
The ordinary Stieltjes transform satisfies T^ {({> {t~tQ)0 (t-t^ )^ } 
= Oats+tg), and 
S^ {g(t-tQ) Utt-tg)} = I g(t-tQ)U(t-tQ)R(a,b,s+t)dt 
= f g(x) U(x) R(a,b,s+tQ+x)dx 
-to 
= I g(x) R(a,b,s+tQ+x)dx 
= Gg^ bfS+tg), (s+tjj)eD^ . 
Therefore only the generalized Stieltjes transform retains 
a similar property under a shift of origin in the t-plane. 
5. Derivatives of the generalized transforms - Each general­
ized transform is analytic in s on the specified domain 
and we may take derivatives under the integral sign 
(see Lemma 3.2). The ordinary Fourier and Laplace 
transforms satisfy T^ ^^ {(j>} 5 (t) }, 
ds* 
where a = -i for the Fourier transform and a = -1 for 
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the Laplace transform. Thus we have 
k 
p(*){h(t)} = (ED.)" F{h(t)} 
i=l ^  
n 
1 h(t) ( E D.)^ S(b,-ist)dt 
i=l ^  
—(-1)* 
/âF 
t^ h(t) S(b,-ist)dt, by (6.13), 
= (-i)* P{t*h(t)}, 
and similarly 
(6.24) L^ ^^ {f(t)} = ( Z D.)* L{f(t)} = (-l)*L{t*f(t)}. 
1=1 ^  
The ordinary Stieltjes transform satisfies 
= (-l)*(a,n) We have 
S=(*){f(t)} =( Z D.)"s^{f(t)} 
a i=l ^   ^
f{t) ( E D.)* R(a,b,s+t)dt 
i=l ^  
= (-l)(a,n) f (t) R(a+n,b,s+t)dt, by (6.14), 
0^ 
= (-l)(a,n) Sa+n{f(t)} 
Therefore, each generalized transform retains the derivative 
75 
property of the corresponding ordinary transform. 
6. Generalized transforms of derivatives - Assuming approp­
riate asymptotic conditions on and *, integration by 
parts is used to show that the ordinary Fourier trans­
form of has the property = isT{#}. The general­
ized Fourier transform does not have this property 
because in integrating by parts, we must find 
 ^S{b,-ist), which does not yield a product of is and 
S. The same is true for the generalized Laplace 
transform. 
The ordinary Stieltjes transform of <{>' has the property 
T^ {*'} = a -s ^  <j> (0) / provided Re(a)>0 and <j> is 
bounded on {0,«») (or that 4> decays exponentially at large 
distances}. The generalized Stieltjes transform has a 
similar property, for 
S^ {g'(t)} = f g*(t) R(a,b,s+t)dt 
^ Jo 
-OO <X> 
= a g(t) R(a+l,b,s+t)dt + R(a,b,s+t)g(t) j 
Jo 0 
= a Sg^ {^g(t)} - R(a,b,s)g(0). 
7. Generalized transforms of integrals - The ordinary Fourier 
and Laplace transforms have the property 
ft 1 
T{ 4>{x}dx} = — where a=i for the Fourier trans-
JQ 
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form and a=l for the Laplace transform. However, the 
generalized Fourier and Laplace transforms do not have 
this property for* assuming we can interchange the 
order of integration we have, for the generalized 
Fourier transform. 
and the same conclusion holds for the generalized Laplace 
transform. 
The ordinary Stieltjes transform has the property 
P{ h(x)dx} = h(x)dx) S(b,-its)dt 
[ h(x)dx f S(b,-ist)dt 
•'0 •'x 
/ R(l,b,is) F{h(t)}, 
<i>(x)dx} Provided we can 
reverse the order of the repeated integral. 
S: { g(t)dt} g{x)dx] R(a,b,s+t)dt 
CO oo 
- gZï Sg_^ {g(t)}, Re(a)>l. 
77 
Thus, only the generalized Stieltjes transform retains a 
similar property for transforms of integrals. 
8. Generalized transforms of convolutions - One of the most 
important properties of the ordinary Fourier and Laplace 
transforms is that the transform of a convolution of 
two functions is the product of the transforms. We 
have not found any corresponding property for the 
generalized transforms. This is not surprising, since 
the generalization to several variables of a product 
of two functions is not in general the product of their 
generalizations. 
C. Relation of the Generalized Transforms 
to Other Transforms 
The generalized Laplace transform may be obtained from 
the generalized Fourier transform by a suitable change of 
variables. In the generalized Fourier transform 
let 
= is^ , (i=l k) , 
and 
0 r t<o 
h(t) = 
/2TT f (t) , t>0 
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Then 
f(t) S(b,-zt)dt = F(b,z) 
0 
where F(b,z) is the generalized Laplace transform. This 
change of variables is equivalent to rotating the complex 
plane through 90®. 
We observed in Chapter III that the ordinary Stieltjes 
transform is obtained as an iteration of the Laplace trans­
form. In a somewhat analogous manner we may obtain a 
generalized Stieltjes transform by testing the generalized 
Laplace transform of an ordinary Laplace transform. Let 
Then formally, 
F(b,s) = [ f(u)S(b,-su)du 
•'0 
OO J-QO 
[ g(t)e *^ dt] S(b,-su)du 
0  • ' 0  
g(t) S[b,-u(s+t)]du dt, by (6.4), 
0 Jo 
g{t) R(l,b,s+t)dt, by (6.23) with a=l, 
0 
= (b,s) , 
Re(u)>0. 
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where G,(b,s) is the generalized Stieltjes transform corres­
ponding to the ordinary Stieltjes transform 
r (^s) = I : sf -
If we choose a special form for f, namely 
a—1 _ 
f (u) = I g(t)e ^  dt, Re(u)>0, Re(a)>0, 
 ^ r(a) Jo 
then 
P (b,s) = G^ {b,s). gL. â. 
The generalized Laplace transform is related to the 
Hankel transform H , where 
r & H^ (x) = h(t) J^ (xt) (xt) dt. f i 
-*0 
By (6.10) we have 
H^ (x) = I h(t) (xt) (xt) ^dt 
= I h(t) p (i^ -v) S §+v; ixt,-ixt) (xt) ^dt 
«^4 v4 f ^^ 7 1 1 j t h(t) S(^ v, ixt,-ixt)dt 
2^ Y(l+v) JQ 
, 
F{-:r+v, =+v;-ix,ix). 
2^ r(l+v)  ^  ^
where F is the generalized Laplace transform of f(t)= 
t h(t), with b=b*=j+v, s^ =ix and S2=-ix. When 
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v= 4 or v= -4» the Hankel transfornt reduces to the Fourier 
sine transform or Fourier cosine transform, respectively. 
Thereforef all three transforms are special cases of a 
generalized Laplace transform. 
Varma (1951) defines a generalization of the Laplace 
transform to be  ^  ^
fO® —irst m—^  
f(s; k,m) = j e (st) ^^ (st) f(t)dt, 
where W, is the Whittaker function. This generalized 
iC / lu 
transform reduces to the ordinary Laplace transform if 
k+m=Y. The Whittaker function may be expressed in terms of 
S-functions as follows: 
I+m 
W „(st)= r(-2m) (st)2 s(|+m-k, |+m+k; )^ 
r(|-m-k) 2  ^  ^
+ _£j2m) (gt)2 ^  s(§-m-k, |-m+k; • 
r(i+m-k) 2 2 2 2 
Therefore Varma's generalization becomes 
f (s; k,m)= f e (st) (st)^  s(^ m-k,|+m+k;|^ ,^ ) 
Jo r (^ m-k)  ^ 2 2 2 
+  — ( s t ) 2  ^  S ( ^ m - k ,  ^ m + k ;  f ^ , ^ ) ] f ( t ) d t  
r (|+m-k) ^ ^ 2 2 
 ^r (-2m) r 
r (i-m-k) J 
2m r" f -I 
t f(t) S(^ m-k,5+m+k;0,-st)dt 
0 2 2 
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+ I f(t) S(^ m-k, 0,-st)dt 
r(i+m-k) ^ 0  ^
.2m 
= r(^ 2m)s— p(2m) |+m+k;Q.s) 
r (^ m-k) 
+ —r v2m)— F (^ —m—k, m+k; 0,s) , 
r (^m-k) ^ 
where F is the generalized Laplace transform of f, provided 
that f is of order a^ <0, and mj^ O, i i §"» • • • • 
A natural question is whether the generalization of the 
Laplace transform f to k variables is equal to the k-
dimensional Laplace transform of the generalization of f, 
that is, is 
' -s.t, r« -s, t^  
e dt,... e  ^^ F(b,t)dt,? 
J- Jo  ^
The conjecture is false, as can be seen by the following 
example. Let k=2, b=b'=l and f(t)=t. Then for Re(s)>0 
f(s) = f e ®^ t dt =  ^, 
• ' 0  s  
F{1, 1; x,y) = R(2; 1,1; x,y) = ^  , Re(x)>0, Re(y)>0, 
by (6.15). We have also 
t +t 
F (1, 1; ~ 1,1; ^ x'^ 2^  ~ —2— ' (6.22). 
But then 
F(b,s) = j 
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fVla.. f 
1 Jn  ^ : 
1 r "*^ 1 f 
= Mo" 
' -yt_ r® -yt~ 
e dt^ + je tgdtg] 
: :(i 4. h 2xy ^x y 
^ k 
D. Applications of the Generalized 
Laplace Transform 
In this section we shall use the generalized Laplace 
transform to determine the ordinary Laplace transform of 
functions which can be expressed in terms of an S-function 
or a product of S-functions. We shall first prove some 
relations that will be useful in the applications which follow. 
The ordinary Laplace transform of t^  ^  is given by 
çoa 
(6 .25 )  e~®^ t^ "^ dt = r(a)s"^ , Re(s)>0, Re(a)>0. 
JO 
By Theorem 5 .1 ,  the generalized Laplace transform of t^  ^  is 
(6 .26 )  I  S(b,-st)dt = r{a) R(a,b,s) , 
•'0 
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k 
where Re(s)>0, Re(a>>0 and c?^ 0,-l,-2 ». , , , where c= Z b.  
1=1 -
This integral can also be regarded as the Mellin transform 
of an S-function. Let s^ =p+2^  where p and z^ , (i=l,...,k), 
are complex. Then by (6.4) 
(6.27) f t*~l SEb,-t(p+z)]dt = t^ "^ e"^ S^(b,-t2)dt 
J 0 0 
= r(a) R(a,b,p+2), 
where Re(p+z^ )>0, (i=l,...,k), Re(a)>0 and c^ #,-l,-2,... . 
We next let k=2 and require Re(c)>0 and a=c. Then by (6.15) 
(6.28) [ t^  ^ e ^ S^(b,b*; -tz, -tw)dt = r (c) (p+z) ^ (p+w) ^  
-"O 
We regard this equation as the Laplace transform of 
c—1 t S(b,b'; -tz,-tw), and the right side is analytic in p 
for Re(p+z)>0 and Re(p+w)>0. We apply Theorem 4.4 to (6.28) 
to obtain 
(6.29) f t^ ~^  S(BrB'; -tq,-tr) S(b,b*; -tz, -tw)dt 
JO 
= r (c) [ [uq+(l-u)r+z]''^ [uq+(l-u)r+w] ^  P(g,u)du' 
Jo 
= r(c)(r+z) ^ (r+w) ^  R(B; y-c,b,b'; l,^ f^ ' 
by (Carlson, 1968, Sec. 6.3, (25)), where Y=S+B', Re(G)>0, 
Re(S')>0, Re(c)=R(b+b')>0, Re(r+z)>0, Re(r+w)>0, Re{q+z)>0 
and Re(q+w)>0. Since R can be continued analytically in the 
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parameters, we can replace the conditions Re(S)>Or Re(&*)>0 
by Y7^ 0,-1,-2, 
As a special case of (6.29) we shall investigate the 
Laplace transform of a function involving the product of 
two (confluent hypergeometric) functions. Consider 
the integral 
0 
where s# v, X, y, 6, z and^  are all complex. 
pw _ . 
e ® t^  (X; UÎ zt) ^ P^ (Ô; v; wt)dt. 
Example 6.1. 
fOO 
(6.30) j e s^t^ v-1 ^ F^ (X; u; zt) ^ F^ (ô; v; wt)dt 
*oo 
S(X, p-X; zt,0) S (6, v-ô; wt,0)dt, 
JO 
by (6.8), 
= [ t^  ^ S(X,y-X; -t(s—z),-ts)S(6,v—Ô; -t(—w),0)dt 
i n 
= r (v) (s-w)""'^ s^ ~^ R{X; y-v,<S,v-ô; ' 
where Re(v)>0, yj^ O,-1,-2,..., and Re(s)>|Re(z) | +{Re(w) | . 
As another exan^ le of ( 6 . 2 9 ) ,  we consider the Laplace 
transform of the product of two error functions, where 
7 fX 2 
Erf (x) = I e ^  dy. 
/tT' •' 0 
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j:*jva.iup^ j.Kr o » ^  > 
e~®^ t ^  Erf (/it) Erf (i/^ )dt 
. i f  ÎT JQ 
_1 
e~®^ t ^  /it 8(^ ,1; -2t,0)v^  SC^ vl; -wt,0)dt. 
by (6.9), 
4/iw fOO 
TT 
t^  S(^ ,l; -t(s+z),-ts)S(i,l; -tw,0)dt 
0 
 ^r(|)(S+W)'Vl R(|; 0,1,1; 1, 
1 
2(:^ )^ R[J; ^ /l; s(s+z+w), (s+z)(s+w)]. 
by (6.16) and (6.3), 
1 
_ 2 .^^ -1 r zw ,2 
(^S+Z)(S+W)^  ' 
by (6.17), where Re(s) > [Re (z) [ +[Re (w) ] . 
As another example of (6.29), we consider the Laplace 
transform of the product of an error function and a Bessel 
function of order zero. 
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Example 6.3. 
1 
e~®^ t ^  Erf(/it) JqCwtidt 
2 
/ir~ ' 
e"®^ t ^ /zt S(^ ,l; -tz, iwt,-iwt>dt, 
0  ^  ^
by (6.10), 
= 2(^ )^ 1 SC^ rl; -t(s+2) ,~tslS[|-,i;-t(iw) ,-t(-iw)]dt 
= 2(§)2(s+iw)"2(s-iw)'2R(l. 1,1,1; 1, 
= 2(|-)2R[|; s^ +W^ , (s+z+iw) (s-iw) , (s+2-iw) (s+iw) ], 
by (6.3) , 
where Re (s) > 1 Re (z) [ +[ Im(w) ] . This last R-fvinction is the 
same as the standard incomplete elliptic integral of the 
first kind. If we let w=iy/~where y is real, then, since 
Iq(yt)=JQ(iyt), 
r j gS ®^ t ^  Erf(/it) lQ(yt)dt 
1 
2 
= 2{^ ) R[i; jrjrj7 s^ -y^ ,(s+z-y)(s+y),(s+z+y)(s-y)]. 
Examples 6.2 and 6.3 have not been found in tables of Laplace 
transforms. 
We next use the generalized Laplace transform to find 
the ordinary transform of a product of two Whittaker functions. 
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Example 
W 
e 
=2^  I e ®^ t^ S^(^ u-a,^ u+a;^ ,^ )^S(^ v-B,^ v+B;^ ,-^ )dt, 
by (6.12), 
^Vr«> 
=2^  w^  j t^ u-ct,^ u+ci;-t (s—^ ) ,-t (s+^ ) ] X 
s[^ +v—B»^ +v+B;—t(—^ ),—t(^ ) ]dt 
=zH^\(2V.1, 
z+w z-w 
1 11 2  ^ 2 
X R(^ {i-a; 2y-2v,^ v-B,j+v+3; 1,—^ -w ' z+w  ^' 
where R(v)>~, 1,—|-,,.., and 2Re(s) > [Re(z) {+ {Re(w) {. 
For a list of functions which can be expressed in terms of 
this Whittaker function (and therefore as S-functions) see 
(Erdélyi et ^ .,1954, Vol. 2, pp. 431-432). Equation (6.29) 
thus provides for many combinations of functions and includes 
(6.27) as a special case. We now use (6-27) to determine 
the Laplace transform of a function involving a Bessel 
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f>2notiOD- These transforms usually are expressions involving 
elliptic integrals (Byrd and Friedman, 1954). 
Consider the integral 
.0» 
e~®^ t J (2t)dt, 
0 
where X, v, s and z are complex. 
Example 6.5. 
J e ^^t^J^(Et)dt 
= j e"®^ TU+v) (§+v, i+v; izt, -izt)dt, by (6.10), 
= p^ i+v) I S[^ v, -t(s+iz), -t(s-iz)]dt 
= R(X+v+l; ^ v, l+v; s+iz, s-iz) , 
where Re(X+v)>-l, v^ -^ ,-l,-|-,..., and Re (s) > [ Im(z) ] . If 
X=v= 0, then 
C CO e {zt)dt=R(l; s+iz,s-iz) 
1 
2 .  2 ,  2  
= (s +z ) , Re(s)>|lm{z) { . 
As a final example of (6.29) consider the integral 
g-st^ v-p I (zt) I^ (wt)dt, 
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where s, v, u, z and. w are complex. 
Example 6.6. 
g-st^ v-Ui^ (zt)(wt)dt 
S (^ Ur^ U?v?t,-wt)dt, by (6.11), 
= rail)rail) |^ t2^ stl^ -v,i4-v,-t(s-2),-t(sH-z>i X 
s (-w) ,-tw]dt 
Rr|^ v;2v-2p,|fp,i^ p,-l,f^  , 1^ ], 
where Re(v)>~, and Re(s)> iRe(z) [ + lRe(w) [ . If u=v=0 and w=z, 
I e"®^ [jQ(zt)]^ dt = R(|; jrj; s^ +4z^ ,s^ ), 
where Re (s)>2|Im(z)|. This R-function is a complete 
elliptic integral of the first kind. 
The use of generalized Laplace transforms allows one not 
only to find the ordinary Laplace transform of a function 
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expressible as an S-function, or a product of S-functions, 
but also to determine the integral of a product of two S-
functions and an appropriate power of the variable of inte­
gration. In the case of finding the ordinary Laplace trans­
form of a function expressible as a single S-function, the 
method may not be of great advantage, since the S-function 
is entire and the transform is quite easily determined by 
other methods. It does provide a new view of the problem, 
however. 
In the case of finding the ordinary transform of a 
function expressible as a product of two S-functions, the 
method is advantageous because (6.29) provides for many 
combinations of functions and has produced some apparently 
new results. 
E. Applications of the Generalized 
Stieltjes Transform 
In the preceding section we observed that the Laplace 
transform (6.27) of an S-function can be determined by use 
of the generalized Laplace transform. Although this is a 
different method of finding the transform, the results are 
well-known and easily determined because the S-function is an 
entire function. However, this is not the case with the 
Stieltjes transform. This transform has not been studied as 
extensively as the Laplace or Fourier transform, perhaps 
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because the kernel (z+t) ^  is not, in general^  an entire 
function of z. 
In this section we shall use the generalized Stieltjes 
transform to determine the integral of the product of an 
R-function in several variables and a power of the variable 
of integration (analogous to (6.26)). We shall also use 
it to find the ordinary Stieltjes transform of functions 
which can be expressed as R-functions (analogous to (6.27)). 
Both of these are significant and useful applications of 
the generalized transform because the integrals of the first 
case are not well-known and in the second case relatively 
few (general) Stieltjes transforms have been tabulated 
(Erdelyi et , 1954, Vol. 2). We have not been able to 
evaluate the Stieltjes transform of a product of R-functions, 
which would be analogous to (6.29). 
The ordinary Stieltjes transform of t is 
(6.31) [ t^  ^ (s+t) ^ dt = B(v,a-v)s , Re(a)>Re(v)>0. 
J 0 
Let D denote the complex plane cut along the nonpositive 
real axis and let s^ ,...,sj^  be points in D. Then, by Theorem 
5.2, the generalized Stieltjes transform of t^  ^  is 
where Re(a)>Re(v)>0 and Y^#,-l,-2,..., with y= Z 6.. This 
i=l ^  
result has been developed elsewhere by a different method 
(6.32) R(a-v,B,s), 
k 
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(Cârison, 1968). Integrals of this type are not found direct­
ly in mathematical tables, even for the case k=2. 
We let k=2 in (6.32) and require that a=Y. Then by 
(6.15) 
t^  ^ (Z+t) ^ (w+t) ^  dt = B(V,Y~V)R(Y-V; z,w) 
0^ 
= B(V,Y-V)W^~^^R(B;Y-V»V;Z,W), 
by the exchange transformation (6.18). We regard this equation 
as the Stieltjes transform of t^  ^ (w+t) ^  , and we apply 
Theorem 4.6 to obtain the generalized Stieltjes transform of 
t^  ^  (w+t) ^  . We then have 
I t^  ^  R(6; b^ ,...,b^ ; z^ +t,...,z^ +t)(w+t) ^  dt 
r k 
= B(V,Y-V)W^ ~ R(g; y-v,v; Z u.z.,w)P(b,u)du'. 
Je i=i ^  ^  
k 
If Y-v=c, where c= E b., then by (Carlsc 1969, (4.21)), 
i=l 1 
(6.33) [ t^ ~^  R(e,b,z+t)(w+t)~^ *dt 
•'0 
= B(v,c)w^  ® R(B; b^ ,...,b^ ,v; z^ ,...,z^ ,w) 
"\J* ft ' 
= B(v,c)w R(8; b,v; z,w) , 
k 
where v+c=B+g', c= Z b., Re(c)>0, Re(v)>0, and z,,...,z, ,w 
i=l ^  
are points in D. We may consider (6.33) either as the 
V—1 -S' generalized Stieltjes transform of t (w+t) or as the 
93 
ordinary Stieltjes transform of t^  ^  R(&,b,z+t). 
The R-function in two variables can be expressed as 
Gauss* hypergeometric 2F]_ function, and so (6.32) is then 
the integral of a f^ c^îtion, expressed in terms of another 
2F^  function. (This is in contrast with (6.26) in which the 
integral of a function (S-function) yields a 
function.) 
Example 6.7. 
= B(v ,a-v)R(a-v;  y -x ,y)  
= B(v,a-v)y^  ^ 2^1 Y: r by ( 6 . 5 ) ,  
where Re (a) >Re (v) >0, Y?^ 0,-1,-2, ..., and y-x and y are points 
in D. 
Equation (6.33) proves to be very useful in that it 
provides a method for determining the Stieltjes transform 
of a wide variety of functions which can be represented by 
R-functions. We shall illustrate this with several examples. 
(^t+y) Y; ^ )^dt 
CO 
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Example 6.8. 
t^^ -^ log(^ ) (2+t)"^ dt 
fOO _  ^
= (x-y) t^  R(l; 1,1; x+t,y+t)(z+t) ^ dt, by (6.19), 
J 0 
(x-y)B(a-l,2)z ^ R(l; 1,1,a-1; x,y,z) 
where Re{a)>l and x,y and z are points in D. 
Example 6.9. 
i; 1 t*"2 cos"^  (^ ) ^ (z+t) '^ dt 
1 pGO 
= (y-x)^ j t^  ^ Rl^ ; ^ ,1; x+t,y+t)(z+t) ^ dt, by (6.17), 
1 
= (y-x)^ B(a-l,|)z~^ R(|; |,l,a-l; x,y,z), 
where Re(a)>l and x,y and z are points in D. 
For certain values of a in Example 6.9, the R-function 
on the right represents an elliptic integral. We shall list 
the R-function notation for the standard symmetric elliptic 
integrals (Carlson, 1968, Sec. 8). 
Standard incomplete elliptic integral 
R(j? X'Y'Z) = Rp{x,y,z), first kind. 
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R(-~; x»y,2) = Rg(x,y;2^  second kind,. 
R 1 ;  x , y , z , w )  =  R g ( x , y , z , w ) ,  t h i r d  k i n d  .  
Standard complete elliptic integral 
R(^ ? J'è' - Rj.(x,y), first kind, 
R(-^ ; Y'Y' x,y) = Rg(x,y), second kind , 
R(^ ; ^ ,^ ,1; x,y,z) = R^ (x,y,2), third kind. 
Alternative incomplete elliptic integral of the third kind 
(Jacobi's integral) 
R(^ ; x,y,2,w) = Rj(x,y,2,w). 
Corresponding complete elliptic integral of the third kind 
R(|^ ; §»§/!? x,y,z) = Rj^ (x,y,z). 
In Example 5.9 let a=Y, then 
_ 1 13 1 
j t ^cos {^ )^^ (z+t) ^ dt = ^ (y-x) ^z~^ Rj^ (x,z,y) . 
We next consider Stieltjes transforms of elliptic 
integrals. 
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Example 
3 
~ -s t R(x+t,y+t)(z+t) dt 
JO ^ 
.00 s—^  
= I t R^(|; x+t,y+t) (z+t) ®dt 
= B(s-|,l)z ^ R(|; x,y,z)f by (6.33), 
where ReCs)>^  and x,y and z are points in D. 
If s=l, then 
I t ^ Rjç(x+t,y+t) (z+t) ^ dt = 2z R^p(x,y,z) 
If s=^ , then 
00 —— --r — 
I Rj^ (x+t,y+t) (z+t) ^ dt = z ^ Rj^ (x,y,z) 
0 
Example 6.11 
|.0O s—A 
(x+t,y+t)(z+t) ®dt 
= I t R^(~; x+t,y+t) (z+t) ®dt 
= B(s~,l)z ^ R(-j; jrjfS-jj x,y,z), 
where Re(s)>^  and x,y and z are points in D. 
If s=2, then 
_ 1 3 
"2 -2 ~2 t Rj,{x+t,y+t) (z+t) dt = 2z Rg(x,y,z). 
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Example 6.12. 
t® RpCx+t,y+t,z+t)(w+t) dt 
0 
= x+t,y+t,2+t)(w+t)"®dt 
= B(s-l,|)w"^ R(|; |,|,|,s-l; x,y,z,w), 
where Re(s)>l and x,y,z and w are points in D. 
If s=&, then 
1 3 
r ~2 2 t R„(x+t,y+t,z+t)(w+t) dt 
;o  ^
= R^(^ ; Y' x:,y,z,w), 
which is a hyperelliptic integral. 
If s=2, then 
°° —2 2 —1 
Rp(x+t,y+t,z+t) (w+t) dt = Rjj(x,y,z,w) . 
We next consider several miscellaneous examples. 
Example 6.13. 
_ 3 1 1 
t^  ^  2[(x+t)^ +(y+t)^ jl-2b (2+t)-a^ t i; 
f~ a-b-y , _ 
= t R(b-:=-; b,b; x+t,y+t)(z+t) dt, by (6.21), 
•'0  ^
, 1 
1 ~^ ~2 1 1 
= B(a-b-^ ,2b)z R(b-j; b,b,a-b-y; x,y,z). 
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where Re(a-b)>^  and x*y and z are points in D. 
Example 6.14. 
a 
ta-a-2v-l;(x+t) (Y+t)}^  C^ ( ) (z+t)~^ dt 
>  ^2/(x+t) (Y+t) 
r(2v+a) 
r(2v) r{a+l) a^-a 2v-lg^ _^ . v,v; x+t,y+t)(z+t)"*, 0 
by (6.21), 
- ^ B^(a,2v)^ *^   ^^  ^ R^(-a; v,v,a a 2v; x,y,z), 
where Re (a-a) >Re(2v) >0 auid x,y and z are points in D. The 
function is the Gegenbauer function. If a is a 
nonnegative integer n, then is a Gegenbauer polynomial 
which reduces to a Legendre polynomial if v=^ . 
Example 6.15. 
ra+a-Y-l(t+y,-<x^ Fj(„.6,. y, (z+tj'^ dt 
oo  ^
a^+a-Y-i^ fa; 6,Y-B; t+y-x,t+y)(z+t) dt, by (6.6), 
0 
= B(a+a-Y,Y)z^  ^ R(a? B/y-B/a+a-Y? y-x»yf2), 
where Re(a+a)>Re{Y)>0 and y-x, y and z are points in D. 
None of Examples 6.8-6.15 have been found in tables of 
Stieltjes transforms. 
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