Abstract-We introduce a new approach that we call sequential linear interpolation (SLI) for approximating multidimensional nonlinear functions. The SLI is a partially separable grid structure that allows us to allocate more grid points to the regions where the function to be interpolated is more nonlinear. This approach reduces the mean squared error (MSE) between the original and approximated function while retaining much of the computational advantage of the conventional uniform grid interpolation. To obtain the optimal grid point placement for the SLI structure, we appeal to an asymptotic analysis similar to the asymptotic vector quantization (VQ) theory. In the asymptotic analysis, we assume that the number of interpolation grid points is large and the function to be interpolated is smooth. Closedform expressions for the MSE of the interpolation are obtained from the asymptotic analysis. These expressions are used to guide us in designing the optimal SLI structure. For cases where the assumptions underlying the asymptotic theory are not satisfied, we develop a postprocessing technique to improve the MSE performance of the SLI structure. The SLI technique is applied to the problem of color printer characterization where a highly nonlinear multidimensional function must be efficiently approximated. Our experimental results show that the appropriately designed SLI structure can greatly improve the MSE performance over the conventional uniform grid.
I. INTRODUCTION
M ANY important problems in image and signal processing require the accurate approximation of nonlinear multidimensional functions. For example, the interpolation of the velocity fields of turbulent fluid flow [1] requires that we approximate nonlinear functions in a multidimensional space. In the areas of computer-aided graphic design and pattern recognition, nonlinear functional approximation techniques [2] - [7] are used to render or represent complicated curves and surfaces. In the problem of color device calibration [8] - [10] , we also need to develop efficient schemes to approximate nonlinear color transformations. The objective of this paper is to present a theory of optimal functional approximation and to apply it to the problem of color device characterization and calibration.
Many authors have studied the problem of efficient approximation of a nonlinear function in the context of finding the optimal positions of the interpolation grid points. In the area of curve fitting with piecewise linear functions, Cantoni [11] presented a method for obtaining the optimal grid points using an iterative random search algorithm. Pavlidis [12] , [13] used Newton's method and functional iteration techniques to locate the optimal grid points. These algorithms are further extended by Abdelmalek [14] to improve the computational efficiency. In [2] , Hamann and Chen developed a parameter called curvature measure and used it to allocate more interpolation grid points to the more nonlinear regions of the curve. Lu and Milios [3] , [4] and Sato [5] developed techniques for obtaining the optimal piecewise linear approximation of planar curves in the field of pattern recognition. In the area of higher order spline fitting, Kitson [6] and Qamar [7] presented iterative techniques to reduce the approximation errors in the problem of curve and surface fitting using B-splines and cubic splines, respectively. Carey and Dinh [15] took an equidistribution approach to the one-dimensional (1-D) problem of determining an optimal grid point distribution for use in solving two point boundary value problems via finite differences. Baines [16] developed iterative methods for optimal grid point placement in 1-D and two-dimensional (2-D) for discontinuous piecewise linear approximation of functions. He also cited additional methods based on the equidistribution approach.
In this paper, we present the sequential linear interpolation (SLI) structure for the efficient interpolation of multidimensional nonlinear functions. The approximating functions that we use are multidimensional linear splines with a partially separable structure. As shown in Fig. 1(a) , the conventional grid for interpolation is a uniform grid. Intuitively, for linear interpolation we want to place more grid points in regions where the function is more nonlinear and fewer grid points in regions where it is linear. Obviously, with the uniform grid structure, we cannot do this. However, interpolation with a uniform grid structure is very efficient to implement compared to interpolation with unstructured grid points in the 2-D space, which would require a search for neighboring grid points to be used in the computation of each interpolated output value. We propose the alternative SLI grid structure shown in Fig. 1(b) . The grid points in this structure are constrained to fall along grid lines that are parallel to the axis. This structure allows for nonuniform placement of grid points, while retaining much of the computational advantage of conventional bilinear interpolation on a uniform grid. This SLI grid structure can be easily generalized to higher dimensional cases. To obtain the optimal SLI grid structure, we appeal to an asymptotic analysis that yields a closed-form relationship between the interpolation error and the number and positions of the grid points. The theory we develop is in many ways analogous to the theory of asymptotic vector quantization (VQ) [17] - [19] . In VQ, an level -dimensional ( -D) quantizer is defined as a mapping that maps each input vector to a reproduction vector drawn from a set of vectors, which is called a codebook. To optimally design a vector quantizer, we need to find the codebook and the mapping rule so that the expected error between the original and mapped vectors are minimized under a certain distortion measure. In interpolation, we consider that a -D function is represented by a set of pairs , and to design an interpolation grid with points, we find a set of grid points that minimizes the expected error between the original and interpolated functions under a certain distortion measure and the method of interpolation.
In this paper, we choose linear interpolation since it is efficient to implement; and we choose weighted mean-squared error (MSE) as our distortion measure. Together, these choices allow us to obtain mathematically tractable results. In some applications, a minimax distortion measure may be more appropriate. With such a measure, it is possible to obtain results that are analogous to, but substantially different from, those derived here [20] . Our development closely parallels the theory previously presented for optimal sequential scalar quantization (SSQ) of vectors [21] - [23] . However, our analysis extends these previous results since it accounts for the approximation error of linear splines; and it asymptotically achieves the optimal performance in terms of the error criterion under the constraints of the SLI structure. It is interesting to compare our results with those obtained previously by Carey and Dinh [15] . They used a Fourier series approach to obtain an unweighted -seminorm error estimate in terms of the grid point distribution for 1-D functions with a continuous, piecewise polynomial of degree . A Euler variational argument is then applied to minimize this error estimate. We use a completely different approach based on Hölder's inequality to find the grid point distribution that minimizes the weighted MSE in continuous, piecewise linear interpolation of a -D function. With no weighting of the error and , our results match theirs with and . The asymptotic design theory gives us closed-form relationships between the number and positions of the grid points and the interpolation error. We can use these relationships to directly design the optimal SLI structure. In Section II, we will see that implementation of the SLI structure in Fig. 1(b) requires the same number of multiplications as the conventional interpolation structure in Fig. 1(a) , which is based on a uniform grid. Furthermore, as in the case of the conventional interpolation structure, the SLI structure also guarantees that the approximated function is continuous, which is important in many applications. The advantage of the SLI structure is that it can interpolate the function more accurately given a fixed number of interpolation grid points.
In the next section, we present the SLI structure and its implementation. In Section III, we present the asymptotic design theory. This theory is for scalar-valued multidimensional functions. In [24] , we extend the theory to the case of vectorvalued functions. In Section IV, we present a postprocessing technique to account for the practical situation where the assumptions for the asymptotic analysis are not well satisfied. The application of the SLI technique to the problem of color printer characterization and calibration is presented in Section V.
II. SEQUENTIAL LINEAR INTERPOLATION
In this section, we present the SLI structure and its implementation. We begin with a 2-D SLI structure and then generalize the structure to higher dimensional functions. For simplicity, here we present the SLI structure for scalar-valued functions. In [24] , we expand the structure to vector-valued functions. In the vector-valued case, we can either independently design an SLI structure for each component function, or jointly design a single SLI structure for all the component functions.
Let be a 2-D scalar-valued function, where is a vector in . We further assume that the domain of is bounded. To sequentially allocate grid points to the domain of , we first place partition grid points, , onto the axis as shown in Fig. 1(b) for . These grid points can be placed nonuniformly according to the characteristics of the function being interpolated. The partition grid points on the axis correspond to grid lines in the 2-D domain. As also shown in Fig. 1(b) , we further place 1-D interpolation grid points on the th grid line for , according to the characteristics of the function. We note from the figure that some of the grid points are placed outside the domain of the function to ensure that all the points in the domain are properly interpolated by the SLI implementation. The method for finding the functional values for these grid points will depend on the specific application. Suppose that is the total number of 2-D interpolation grid points, then the 's must satisfy the constraint
The output 's at these interpolation grid points are stored for piecewise linear interpolation on the grid lines parallel to the axis. To find the approximation at an arbitrary point is first projected onto the two adjacent grid lines at and , respectively, as depicted in Fig. 2 . These projection points are and . Linear interpolations are performed along the grid lines at and to obtain approximate function outputs and at and , respectively. The values and are then used to linearly interpolate the value at . The implementation of the sequential linear interpolation process is depicted in Fig. 3(a) . The linear interpolations on the grid lines can be implemented by a pair of interpolative look-up tables (ILUT). The projection step can be implemented by passing the first component into a LUT to obtain the indices and which identify the grid lines at and . These indices and are the inputs to the ILUT's which compute the interpolated values and . These outputs are then linearly combined to obtain . That is (2) where the coefficients (3) and (4) are also obtained from the first LUT. If the 2-D SLI structure is used as a module in a larger structure-e.g., a threedimensional (3-D) SLI structure-then an optional index input is also required. , where is in a bounded domain in , we first place partition grid points onto the axis. These grid points will generate grid planes in the -space. On each of these grid planes, we construct a 2-D SLI structure as previously described. This process is illustrated in Fig. 4 for with two of the seven 2-D SLI grid planes shown. To obtain the output value for a certain point , we first project it onto the two adjacent grid planes. The projection process is implemented by a LUT, as depicted in Fig. 3(b) .
The function values at the projected points on those grid planes can be obtained by the 2-D SLI modules implemented on those grid planes. These values are then linearly combined to obtain the desired output using the weights generated by the first LUT. An optional index input is also shown for use in a higher dimensional SLI structure. From the discussion here, we see that this method can be readily generalized to higher dimensional functions.
III. ASYMPTOTIC DESIGN THEORY
In this section, we present the asymptotic theory for obtaining the optimal placement of the grid points for the SLI structure to minimize the error between the original and the interpolated function. The error criterion is a special form of MSE developed for the SLI structure. We begin with an introduction to the asymptotic analysis, and present the error criterion that we want to minimize. Then we present a detailed asymptotic analysis for 1-D SLI, and generalize it to the multidimensional case.
A. Asymptotic Analysis
From the discussion in the last section, we see that to design a 1-D SLI, we only need to obtain the optimal placement of the grid points. For a 2-D SLI, we first need to obtain the number and positions of the partition grid points to be placed on the first axis. Then we need to allocate the number of grid points to each grid line parallel to the second axis which corresponds to a partition grid point on the first axis. After this allocation, the optimal placement of grid points on a grid line parallel to the second axis is itself a 1-D SLI design problem. In general, to design a -D ( -dimensional) SLI, we need to find the number and positions of the partition grid points to be placed on the first axis. Then we need to allocate the number of interpolation grid points to each -D SLI that corresponds to a partition grid point on the first axis. Finally, we must optimally design each of these -D SLI structures. We should note that the performance of the SLI structure does depend on the order in which the axes are partitioned. For simplicity, in this paper, we assume that the axes are partitioned in increasing order, from to . In practice, it may be necessary to evaluate the performance of SLI structures designed by partitioning the axes in all possible orderings, and then picking the best one, as was done in [21] and [22] for SSQ. The asymptotic theory can be used to estimate the error that results with a particular ordering.
In general, the minimization of MSE for the SLI structure is a nonlinear iterative problem, which cannot be written in closed form in terms of the design parameters and placement of grid points. However, if the number of grid points is allowed to become asymptotically large, then we can extend the asymptotic theory in [17] - [19] to obtain an approximate closed-form solution. The idea behind the asymptotic theory is that the number of grid points is assumed to be large enough so that the function to be interpolated is smooth within each linear interpolation interval. Then the MSE's within each interpolation interval can be obtained in closed form and appropriately summed to yield an approximation to the overall MSE. The asymptotic analysis not only provides intuition about the behavior of the SLI, but also can serve as a valuable guide in the design of the SLI grid structures even if the number of grid points is small.
In the remainder of this section, we assume that the function is scalar valued. The asymptotic analysis for vector-valued functions is presented in [24] . In the next subsection, we present the error criterion used for designing the SLI structure. Then we present the asymptotic analysis to minimize this error criterion.
B. Error Criterion for SLI Design
Suppose that the scalar-valued multidimensional function is approximated by the SLI implementation . Now we define the error function as (5) and the weighted MSE as (6) where is the domain of and is a nonnegative weighting function. If a straightforward MSE is desired, we can set the weighting function to one. In general, the choice of depends on the application. For some applications, we may want to let be the probability density function of so that is the true MSE in a probabilistic sense. Now we consider the 2-D case. From (2) in Section II, we observe that the approximated 2-D function is obtained by linearly combining and . As shown in Figs. 2 and 3(a), and are approximations to and , respectively; and they are obtained by 1-D piecewise linear interpolation along the coordinate. Our objective is to decompose the overall error into two parts corresponding to the errors introduced by the interpolation along the and coordinates, respectively. To accomplish this, we need to resort to the conditions for asymptotic analysis, which assume that the distribution of the grid lines and grid points is dense enough and is smooth in the sense that all of its second partial derivatives are continuous so that the errors from the 1-D linear interpolation on adjacent grid lines are approximately the same. With this assumption, we define the 1-D interpolation error along the coordinate of by
Then can be written as (8) We further define the error resulting from interpolation along the coordinate as
Thus, we have (10) and the total error is decomposed into (11) With this decomposition, the weighted MSE in (6) may be upper bounded as (12) (13) Since the integrand of the cross-multiplication error term of (12) may be negative, it is very difficult to minimize. Therefore, we choose to minimize the error criterion (14) since it upper bounds . This choice is further justified by the fact that if the interpolation errors and are assumed to be independent random variables, then the expected value of their product will be zero. Then neglecting the approximation made in (7), the MSE will be exactly . From our experimental results in Section V, we shall see that we can significantly reduce the MSE due to the interpolation by minimizing . Generalizing the discussion above to -D SLI designs, we minimize (15) where (16) for . Here, denotes the error resulting from the linear interpolation along the axis assuming that the values used for interpolation are accurate. In some applications, it may be desirable to modify (15) by adding a weighting factor to each of the dimensions. In the following subsections, we present the asymptotic analysis to minimize the error criterion in (15) , and thereby obtain the optimal SLI design parameters and functions. We will start with a 1-D asymptotic analysis, and then develop the -D asymptotic analysis.
C. 1-D SLI Design
In the 1-D asymptotic analysis, the placement of the grid points on a certain grid line is specified by the 1-D interpolation interval density function. Assume that grid points are allocated to the finite interval on the axis. Let be the number of interpolation intervals that lie in the interval . Since grid points divide the interval into interpolation intervals with grid points at both ends of the interval, we define the 1-D interpolation interval density function on the axis for as (17) Thus, for sufficiently large , the quantity is approximately the number of interpolation intervals in . Therefore, we have
The objective of 1-D SLI design is to find the optimal . The derivation which follows will form the basis for the derivation of the general -D results presented in the Appendix.
For a 1-D function defined on the finite interval , suppose that grid points , are placed on the axis such that . By applying a result from numerical analysis [25] , the interpolation error in each interval , for , can be expressed as (19) where and in general depends on . Then the error criterion in (15) for can be written as (20) Let , for . As becomes large and the lengths of the interpolation intervals approach zero, we can approximate by (21) where . Now let the interpolation interval density function defined on the axis be . By its definition, we have
for . Then, in (21) can be further approximated by (23) Applying Hölder's inequality [18] , [26] , we have (24) From (18), we have (25) and the equality holds if (26) for some constant . Since the integral in the right hand side of (25) does not contain the design function , it is a lower bound of the integral in (23) , and this lower bound can be achieved by choosing such that (26) is satisfied. Solving (26) for and choosing constant to satisfy the constraint in (18), we obtain the optimal as (27) The resulting minimum MSE for large is approximated by (28) where (29) We see that the optimal grid point placement is determined by the second derivative of the function being interpolated. In the next subsection, we generalize this derivation to multidimensional functions.
D. Multidimensional SLI Design
For -D, , SLI design, we define the number of partition grid points allocated to the axis within the finite interval to be . For example, as shown in Fig. 4 , partition grid points are allocated to the axis for a 3-D SLI. As also illustrated in the figure, each of these grid points corresponds to a -D SLI structure, and we use , to denote the number of grid points to be allocated to the th -D SLI structure. The 's should satisfy the constraint (30) where is the total number of interpolation grid points. In our example, we have and . For the placement of grid points on the axis, we define the -D interpolation interval density function similar to defined in (17) for the 1-D case. The objective of this subsection is to present closed form expressions for , and , in the design of a -D SLI. With these results, the -D SLI grids may be allocated along the coordinate, and each of them can be designed by recursively applying this same procedure.
Before we can present the results, we need to define auxiliary functions and for . To motivate the definition of these functions, let us consider the -D subspace in with fixed. To construct an -D SLI structure in this subspace, we first place partition grid points on the axis and then construct -D SLI grid structures for the subspace in . Intuitively, we know that the MSE resulting from this -D SLI can be divided into two parts: one from the interpolation error along the direction and the other from the -D SLI's for the subspace in . The function that affects the interpolation error along the direction is the second partial derivative , and for each , it is summarized by (31) where denotes the restricted domain of with fixed. The function is the MSE resulting from the -D SLI with fixed. From the recursive nature of the SLI design procedure, we know that the can be defined recursively. Following the derivation presented in the Appendix, we define by (32) with the base of the recursion given by (33) In the following, we give the formulas for , and for , in terms of and . The detailed derivations are given in the Appendix.
(34) (35) where " " denotes "proportional to."
Suppose that the partition grid points , are optimally positioned on the axis according to such that . The optimal number of grid points allocated to the th -D SLI structure can be approximated by (36) where , and for . The resulting minimum MSE is given by (37) where (38) Equations (34)-(36) can guide us in optimally reducing a -D SLI design problem into several independent -D SLI design problems. In the next subsection, we will discuss how to use these formulas in practical applications.
E. Implementation Considerations
Since this paper deals with a design theory based on the asymptotic behavior of an interpolation structure as the number of interpolation grid points approaches infinity, the function , must be completely known for each in the domain of the function; and should be smooth in the sense that all of its second partial derivatives are continuous. However, in practical applications, these conditions are usually not satisfied. For example, in some cases the function and/or its partial derivatives may only be known at a set of discrete points.
In the application we present in Section V, the function to be interpolated is represented by a high-resolution uniform grid (65 65 65) and our objective is to design relatively low resolution (with number of grid points ranging from to ) SLI grid structures to approximate the original representation. Since our original function is itself represented by a discrete grid with only four to eight times the number of grid points for the objective low-resolution grid per dimension on average, we do not consider the smoothness condition of the asymptotic theory to be well satisfied. Here we present the detailed algorithm used for implementing (31)-(36) to design the SLI in our application. In the next section, we present a postprocessing technique that can improve on this design when the assumptions for the asymptotic analysis are not well satisfied.
Assume that the original function is represented by a high-resolution uniform grid with the distance between adjacent grid points being . To estimate the second partial derivatives on each grid point, we apply the standard numerical differentiation procedure, (39), shown at the bottom of the page. The integrals in (31)-(36) can be approximated by summations. For example, in (33) can be approximated by (40) where denotes the set of grid points with fixed. Since is obtained recursively, we present the procedure for obtaining it in Fig. 5 as a Pidgin ALGOL algorithm. The complete -D asymptotic SLI design procedure is given in Fig. 6. (39)
IV. POSTPROCESSING
The asymptotic analysis assumes that the number of interpolation grid points is large and the function to be interpolated is smooth. However, in practical applications, the number of interpolation grid points may not be very large and/or the function to be interpolated may not be very smooth. In this section, we develop a postprocessing technique to rearrange the grid points to further reduce the MSE. The postprocessing has two components: rearrangement of grid points on their respective axes and reallocation of grid points. Here, we assume that the original function is known at points on a uniform grid with much higher resolution than that of the SLI grid structure. We can evaluate the error in the approximation of by the SLI structure at these highresolution grid points and then use this information to estimate the overall MSE. We first discuss the rearrangement of grid points and then their reallocation. Finally, we present the overall postprocessing procedure. Similar ideas were applied to improve the design of SSQ resulting from the asymptotic theory [22] .
A. Rearrangement of Grid Points
In the general -D SLI structure, there are two kinds of grid points: the partition grid points that are placed on the axes and the interpolation grid points that are placed on the axis. There is no specific functional output mapped to a partition grid point since it actually specifies a subset in the domain of the function. Only the interpolation grid points are mapped to the functional outputs. For interpolation grid points on the axis, since are fixed, we can treat them the same as 1-D functions defined on the axis. In this subsection, we use a 1-D function to present the procedure for rearrangement of interpolation grid points and then generalize the procedure to handle the rearrangement of partition grid points. The grid point rearrangement procedure presented here is a greedy algorithm. Its purpose is to reduce the error step by step until a local minimum is reached.
Suppose that the 1-D function on is approximated by the point SLI implementation initially designed according to the asymptotic theory. Assume that the grid points , are placed such that . We define the MSE on the th interpolation interval, , as
To try to reduce the MSE resulting from , we first identify the interval such that is the maximum among the 's for . Then as illustrated in Fig. 7 , we move one of the nonboundary grid points , where , to , and optimally place it so that the overall MSE resulting from this new grid structure is minimized. Since the original function is represented by a high-resolution uniform grid, we can search the high-resolution grid points in to find the optimal position for . We note that the optimal position is the same for and can be predetermined. However, for or , we need to redetermine the optimal position for because in these situations one of the original boundaries of is removed. Among the new SLI structures resulting from moving , we find the one which has the best MSE performance. If the MSE resulting from this SLI structure is not less than that from the original, we keep the original SLI structure and stop the grid point rearrangement process. Otherwise, we choose the new SLI structure and continue the grid point rearrangement process until no MSE improvement can be obtained. Now we generalize the procedure to handle partition grid points. Let us consider the rearrangement of grid points placed on the axis for a -D SLI where . The main difficulty is that a partition grid point does not map to a functional output. However, we note from the discussions in Section III-B that the purpose of optimal placement of grid points on the axis is to minimize the MSE resulting from interpolation along the axis, assuming that the values used for interpolation are accurate. Since is used to denote the interpolated function based on the SLI structure where the interpolation in the subspace with fixed is not accurate, we need to define an intermediate function to denote the interpolation along the axis with the assumption that the values used for the interpolation are accurate. Suppose that partition grid points are placed such that , then is given by (42) for . Therefore, the MSE for the th interval can be written as (43) The objective of the partition grid rearrangement is to reduce in the equation above; and the procedure described earlier for rearrangement of interpolation grid points can readily be used for this purpose by replacing (41) by (43).
B. Reallocation of Grid Points
In -D SLI designs where , we need to obtain , the number of partition grid points to be placed on the axis, and , the number of grid points allocated for the -D SLI structure corresponding to the th partition grid point on the axis for . These parameters can be obtained from the asymptotic design theory. However, if the assumptions for the asymptotic analysis are not well satisfied, we need to recompute these parameters using the actual MSE's resulting from the initial SLI structure designed according to the asymptotic theory.
We note from (36) of Section III-D that the 's depend on the error constants . We see from (56) of the Appendix that the 's are related to the MSE resulting from the th -D SLI. Rearranging (56), we have (44) where is the number of grid points initially allocated to the th -D SLI. Applying this newly estimated to (36), we can obtain a new set of from (45) Equation (45) tells us that after a -D SLI grid structure is obtained by the asymptotic theory, we can reduce the overall MSE by computing the actual MSE's for the -D SLI's corresponding to the partition grid points placed on the axis, and using them to change number of grid points allocated to these -D SLI's. From (53) and (63) in the Appendix, we see that the integrals in (35) for the asymptotically optimal are related to and , which correspond to the MSE's resulting from linear interpolation along the coordinate and the -D SLI structures in the space, respectively. Therefore, by expressing the integrals in (35) in terms of the actual MSE components estimated from the initial SLI structure designed according to the asymptotic theory, we can obtain a new from (46) where (47) and is given by (55) in the Appendix. Here we see that after a -D SLI grid structure is obtained by the asymptotic theory, we can reduce the overall MSE by computing actual MSE's resulting from the interpolation along the direction assuming the values used for interpolation are accurate, and computing the actual combined MSE from the SLI's. These MSE's are then used to modify the number of partition grid points allocated to the axis. 
C. Overall Procedure
The overall postprocessing procedure for designing a -D SLI structure is given in Fig. 8 as a Pidgin ALGOL algorithm. This procedure is recursive. The design of a -D SLI structure contains two passes. The first pass designs a -D SLI structure with grid points allocated to the first axis where is obtained by the asymptotic theory. The second pass uses (46) to obtain a new and designs the final -D SLI structure. Within each pass, we first use the asymptotic theory to position the grid points on the first axis and then use the procedure described in Section IV-A to rearrange them. Next we use the asymptotic theory to allocate 's to the -D SLI's. In order to obtain a more accurate estimation of 's, we recursively apply the two-pass procedure to design these -D SLI's. Then we use (45) to obtain the new 's and redesign the -D SLI's.
V. APPLICATION TO COLOR PRINTER CHARACTERIZATION AND CALIBRATION
In this section, we apply the SLI technique to the problem of color printer characterization and calibration, where highly nonlinear multidimensional functions have to be efficiently approximated. We first briefly introduce the printer characterization and calibration process and then present our experimental results. 
A. Color Printer Characterization and Calibration
The basic problem of printer characterization and calibration is illustrated in Fig. 9 . Modern color management systems require that color printers be calibrated to some standard colorimetric space such as the CIE space [27] . To do this, we must first determine the printer transfer function , where has the typical cyan, magenta, and yellow (CMY) components of printer colorants. This is the printer characterization process. Once is determined, we implement a look-up table transformation to approximate its inverse . In this way, the combined transfer function of the printer system is approximately unity, and output printer colors may be an accurate rendering of the input values . We note that the transfer function of a typical color printer is highly nonlinear, due to the interaction of the printer colorants and paper substrate. The details of the color printer characterization and calibration process are described in [8] , and some of the recent approaches to interpolating color data are presented in [28] and [29] .
The conventional approach [9] , [10] to the color printer characterization and calibration problem is to first uniformly sample the printer input (CMY) space and, in the CIE space, measure the printer output at these sample points. Trilinear interpolation based on these measured points is then used to approximate the printer transfer function . To approximate the inverse printer transfer function , we uniformly sample the CIE space and obtain the corresponding CMY vectors at these sample points by applying inverse tetrahedral linear interpolation [9] , [10] to the forward measurement data. Trilinear interpolation based on this data set is then used to approximate . Instead of using the conventional approach, we can apply the SLI technique to both the printer characterization and calibration processes. When it is applied to the printer characterization process, we can use the same number of measurement points in the printer input (CMY) space to achieve a better approximation of in terms of MSE than is possible with a uniform grid. Similarly, when applied to the calibration process, we can use the same number of interpolation grid points to achieve a better approximation of in terms of the error between the input vector and the printed output vector in the CIE space. We have applied the SLI technique to approximate the inverse printer transfer function and the results are reported in [30] - [32] . In this section, we present results for applying the SLI technique to the printer characterization process.
B. Experimental Results
We applied the SLI technique to approximate the printer transfer function obtained from a model [33] for a Xerox color printer. We used a high-resolution data set generated from the printer model. In this data set, the printer input (CMY) space is sampled on a 65 65 65 uniform grid; and for each sample point the simulated printer output vector in the CIE space is calculated from the model. The domain of this printer transfer function is a cube where the , and values range from zero to 255. At the printer output, ranges from 9 to 96, ranges from 62 to 80, and ranges from 65 to 100. In this experiment, we show that if a smaller number of grid points are used to approximate the original data set, the appropriately designed SLI structure can greatly reduce the mean squared approximation error. We present results for 1-D, 2-D, and 3-D cases based on this data set.
For 1-D interpolation, we let , and obtain a 1-D functional relationship between the output value and input value from the original data set. We use nine interpolation grid points to approximate the original 65-point functional data, and implement the interpolation using the uniform grid and the SLI grid designed by the asymptotic theory with postprocessing. The grid point placements for the uniform and the SLI grids are shown in Fig. 10 and the error distributions resulting from them in Fig. 11 . From Figs. 10(a) and 11(a), we see that the function is very nonlinear in the interval (200, 255) and most of the error for the uniform grid interpolation occurs in this interval. From Figs. 10(b) and 11(b), we observe that in the SLI structure, more grid points are allocated to this interval and the error is smaller and more evenly distributed than that resulting from the uniform grid.
To obtain a 2-D function of in terms of and , we let . An SLI interpolation structure is designed to approximate this function using interpolation grid points. Fig. 12 shows the grid structures for the uniform grid and the SLI grid obtained by postprocessing. The error distributions resulting from these structures are shown in Fig. 13 . From these figures, we see that in the SLI grid, many grid lines are placed on the axis in the interval (200, 255). However, there are only two to three grid points allocated to these grid lines. This shows that in this region, most of the nonlinearity of the function is oriented along the -axis. The error distribution resulting from the SLI grid is much smaller and more evenly distributed than that resulting from the uniform grid.
Finally, we decompose the Xerox data set into three scalarvalued functions with , , and as output values, respectively. The different interpolation schemes are used to approximate these scalar-valued 3-D functions. Here, we present in Fig. 14 the results for the combined root mean squared (RMS) performance for each grid structure where is defined by (48) From this figure, we observe that we can reduce the RMS error by at least three to four times with an SLI structure designed by postprocessing. We see that if the average number of grid points per dimension is greater than nine, the SLI structure designed by the asymptotic theory provides most of the error reduction. However, when the number of grid points is small, the SLI structure designed by the asymptotic theory is not very effective and most of the error reduction is provided by postprocessing. 
VI. CONCLUSION
In this paper, we considered the problem of finding the optimal interpolation scheme to approximate a multidimensional nonlinear function using a finite number of interpolation grid points. We developed an asymptotic theory of optimal functional approximation based on the SLI grid structure where the approximating functions are multidimensional linear splines. In the asymptotic theory, optimal values for the SLI design parameters are expressed in terms of the second partial derivatives of the function to be interpolated.
The asymptotic analysis not only provides intuition about the behavior of the SLI, but can also serve as a valuable guide in the design of the SLI grid structures even if the number of grid points is small. To further improve the MSE performance of the SLI structure, we developed a postprocessing technique to fine-tune the grid point placement when the assumptions for the asymptotic analysis are not well satisfied. We applied the SLI technique to approximate a very nonlinear color printer transfer function. Our experimental results showed that by using the appropriately designed SLI structure, we can significantly improve the MSE performance over the conventional uniform grid.
APPENDIX MULTIDIMENSIONAL ASYMPTOTIC ANALYSIS
The objective of this appendix is to show that (34)-(38) presented in Section III-D are valid. From the discussions in Section III, we see that the SLI design process is recursive. Here, we will show that if a -D, , SLI structure with grid points is recursively reduced to 1-D SLI's using the formulas (34)-(36) and the 1-D SLI's are designed using (27) in Section III-C, then the MSE resulting from the -D SLI is minimum and is given by (37)-(38). From (28) of Section III-C, we see that (37) is valid for where is given by (29) . We will use mathematical induction to show that (37)-(38) are valid for .
In order to reduce a -D SLI into -D SLI's, we divide the MSE in (15) into two parts, as follows:
where and correspond to the MSE's introduced by the linear interpolation along the axis and by the -D SLI structures in the space, respectively. They are given by (50) and (51) where the 's are defined in (16) . We see from (16) that is the weighted integral of , which is the error resulting from linear interpolation along the coordinate. Suppose that the partition grid points , are placed on the axis such that . Similar to (19) Applying the inequality for weighted means [26] to the right hand side of (64), we can obtain (65) and the equality holds if the constraint (66) is satisfied. Applying Hölder's inequality to the right-hand side of (65), we have (67) and the equality holds if the constraint (68) is satisfied for some constant . We see that the right-hand side of (67) does not contain the -D SLI design parameters and functions. So it is a lower bound for in (49). In order for this lower bound to become the minimum of , the equalities in (59), (65), and (67) have to hold simultaneously. Therefore, the constraints in (60), (66), and (68) must be satisfied simultaneously. Solving (68), (66), and (60), we obtain the optimal -D SLI design criteria (34)-(36) in Section III-D. By comparing (67) with (37)-(38) in Section III-D, we see that (37) is the minimum of . Therefore, we have recursively shown that (34)-(38) in Section III-D are valid for .
