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a b s t r a c t
The estimation of binary responses in factor analysis models is often complicated, because
the marginal likelihood involves an intractable integral. When the number of latent
variables is large, the dimensionality of a required integral will be high, and thus numerical
integration would not be an ideal estimation method. This paper proposes H-likelihood
for the estimation of binary response factor analysis models, avoiding the intractable
integral. Examples and simulation studies demonstrate the performance of the proposed
method.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Factor analysis is widely used as a tool for exploring latent structures. Estimation methods for both exploratory and
confirmatory factor analysis with continuous response variables have been well developed, and can be implemented using
a host of mature software packages such as EQS, M-plus, LISREL and Amos. However, the estimation of categorical data
models in factor analysis is still limited, especially for high dimensional latent variable models. The maximum marginal
likelihood (ML) estimationmethod often proves difficult due to its intractable integral. Numerical integrationmaybe a better
option; for example Naylor and Smith [18] used Gaussian quadrature which leads to the efficient calculation of posterior
densities. Longford [13] discussed logistic regression with random coefficients using Gaussian quadrature. In numerical
analysis, Gauss–Hermite (G–H) quadrature is an extension of the Gaussian quadrature method for approximating the value
of integrals. Hedeker and Gibbons [5,6] also used Gauss–Hermite quadrature to integrate over the distribution of random
effects. The problem with G–H quadrature is the inaccurate approximation of integrals. Moreover, while adaptive G–H
quadrature [19] can improve accuracy, it is not optimal when the dimensionality of the integral is high, because the number
of quadrature points can grow exponentially with the number of latent variables.
Well-developed estimation methods exist for hierarchical generalized linear models with random effects. Lee and
Nelder [8] used a generalization of Henderson’s joint likelihood, called a hierarchical likelihood or H-likelihood, which
avoids the integration that is necessary when marginal likelihood is used. A unified framework is provided for extending
many existing methods. In this paper, the H-likelihood method is proposed for estimating the parameters in factor analysis
models with binary responses. The remainder of this paper is organized as follows. In Section 2 the H-likelihood is
introduced and reviewed. Section 3 develops the H-likelihood in factor analysis, and Section 4 illustrates its application
and compares the approach withMarkov chainMonte Carlo (MCMC) and Gauss–Hermite quadrature (GHQ) basedmarginal
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maximum likelihood methodology. Examples and a simulation study are presented. The paper concludes with a short
discussion.
2. H-likelihood
Lee and Nelder [8] extended generalized linear mixed models (GLMMs) to hierarchical generalized linear models
(HGLMs) by allowing non-normal distributions for random effects. They used the hierarchical likelihood (H-likelihood) to
avoid the intractable integration. The H-likelihood uses the logarithm of the joint density function for two variables Y , ν.
When both distributions are normal, the H-likelihood becomes Henderson’s joint likelihood [8,9]. When one or both of the
distributions are non-normal, the H-likelihood is an obvious generalization of the joint likelihood. It is defined by
h = ln l1 (Y |ν; θ, φ)+ ln l2 (λ; ν) (1)
where l1 (Y |ν; θ, φ) and l2 (λ; ν) denote the conditional density function of the Y given ν and the density function of ν,
respectively. In (1), θ is the canonical parameter, φ denotes the dispersion parameter, and λ is the parameter of the ν
distribution. The marginal likelihood can be obtained from h via the integral
ℓ = log

exp(h)dν. (2)
One uses (2) for inference on fixed effects in HGLMs, H-likelihood for ν, and the restricted likelihood for the dispersion
parameters.
For inference on fixed effects, likelihood estimation in latent variable models is often complicated because the
marginal likelihood involves an intractable integral. Lee and Nelder [9,12] proposed using an adjusted profile likelihood
to approximate the integral in (2), which avoids burdensome numerical integration. This method generally works well [11].
However, for the analysis of binary data, Lee and Nelder [9] showed that second-order Laplace approximation is useful
for improving the accuracy in estimating the dispersion parameters. Lee and Nelder [9] pointed out that the first-order
correction is not often enough for non-Gaussian random effects and that a second-order correction can reduce bias.
3. A model for factor analysis with binary response variables
Bartholomew [1] provided a theoretical framework for the factor analysis of categorical data. He also reviewed much
of the earlier work. Mislevy [16] not only considered ML and unweighted and generalized least squares estimation of the
parameters of a common factor model for dichotomous responses, but also discussed their advantages and disadvantages.
Recently some research has focused on categorical data in the generalized linear modeling framework. Joreskog and
Moustaki [7] and Moustaki et al. [17] compared some limited information approaches with the full information approach
for the case of ordinal manifest variables with respect to parameter estimates and goodness of fit. In addition to the above,
there are other methods of estimation for factor analysis with categorical responses such as the EM algorithm and Bayesian
estimation methods. As noted, various methods have been proposed for avoiding the problem of intractable integrals,
including H-likelihood [8], Laplace approximation [20], and MCMCmethods [2,14]. In this paper, we use the H-likelihood of
Lee et al. [12] to estimate factor scores and factor loadings. The preceding section of this paper summarized the H-likelihood,
so we are ready to introduce a binary response model for factor analysis.
3.1. A factor analysis model with binary responses
This section introduces some notation for a model with a logistic link function for binary response variables.
yij is ith response from thejth item, and yij =

1 success
0 otherwise, i = 1, 2, . . . , n; j = 1, 2, . . . , p. ηi denotes the k × 1
vector of factor scores from ith response. For simplicity of argument, as is usually assumed in exploratory factor analysis,
the latent variables follow a multivariate normal distribution with a null mean vector E (ηi) = 0 and identity covariance
matrix Cov (ηi) = Ik×k.
Λj =

λ1j, λ2j, . . . , λkj
T denotes a k × 1 vector. α = α1, α2, . . . , αp is a 1 × p intercept vector. Assuming p(yij =
1|αj, ηi,Λj) = ϕij, we have
f (Y |α, η,Λ) =
n
i=1
p
j=1
ϕ
yij
ij

1− ϕij
1−yij (3)
where f (Y |α, η,Λ) denotes the conditional distribution of Y given η. For case i, the link function of the ijth response variable
is described as follows:
log

ϕij
1− ϕij

= αj + ηTi Λj. (4)
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3.2. Estimation of factor scores
For estimates of factor loading coefficients and factor scores, we need to use the extended likelihood:
Li = f (yi|α, ηi,Λ) f (ηi) (5)
which we define as Li =
p
j=1
ϕ
yij
ij

1− ϕij
1−yij 1
(2π)k/2
exp

−1
2
ηTi ηi

. (6)
We can get the joint density of Y and η from
L =
n
i=1

p
j=1
ϕ
yij
ij

1− ϕij
1−yij 1
(2π)k/2
exp

−1
2
ηTi ηi

. (7)
From formula (7), we obtain the log-likelihood
h =
n
i=1

p
j=1

yij lnϕij +

1− yij

ln

1− ϕij
− k
2
ln 2π − 1
2
ηTi ηi

. (8)
From the above joint log-likelihood, the profile likelihood ofΛ and α is given by
ℓ(α,Λ) = max
η
ℓ(α,Λ, η) (9)
where the maximization is performed at a fixed value of α andΛ. It should be emphasized that at fixed α andΛ theMLE of
η is generally a function of α andΛ. So we can also write
ℓ(α,Λ) = ℓ(α,Λ, ηˆΛ). (10)
In order to obtain factor scores, i.e., the value of η from Formula (9), we need the first-order and second-order derivatives
with respect to η, which are given by
∂hi
∂ηi
=
p
j=1
yijΛj −
p
j=1
ϕijΛj − ηi i = 1, 2, . . . , n, (11)
∂2hi
∂ηiη
T
i
= −

p
j=1

ϕij

1− ϕij

ΛjΛ
T
j
+ Ik i = 1, 2, . . . , n. (12)
Using the Newton–Raphson algorithm, we can obtain the factor scores using the equation
η
(s+1)
i = η(s)i −

h(2)i

η
(s)
i
−1
h(1)i

η
(s)
i

i = 1, 2, . . . , n. (13)
The second derivative of the log-likelihood gives the observed Fisher information
I

ηˆi
 = − ∂2hi
∂ηi∂η
T
i
=
p
j=1

ϕij

1− ϕij

ΛjΛ
T
j
+ Ik, i = 1, 2, . . . , n. (14)
In general, we should use H-likelihood for inferences about η and the marginal likelihood of ℓ for inferences α andΛ. If ℓ
is hard to obtain, wemay use the adjusted profile likelihood pη (ℓ) as an approximation to themarginal likelihood. Regarding
the factor loadings, the estimation of α and Λ must be based on the marginal distribution of yi, which can be obtained by
integrating ηi out of the joint distribution of yi and ηi.
3.3. Estimation of factor loadings
The marginal log-likelihood can be defined using
ℓ =
n
i=1
log
 p
j=1
ϕ
yij
ij

1− ϕij
1−yij 1
(2π)k/2
exp

−1
2
ηTi ηi

dηi. (15)
Solving the intractable integral above is difficult due to the complexity of the nonlinear integrand. The method of numerical
integration is often proposed. In this paper, the marginal log-likelihood ℓ is given approximately using the adjusted profile
likelihood of Lee and Nelder [8]:
pη (ℓ) = ℓp

α,Λ, ηˆΛ
− 1
2
log
I ηˆΛ /2π  . (16)
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Here ℓp

α,Λ, ηˆΛ

denotes the profile likelihood of α andΛ, I

ηˆ

is called the observed Fisher information matrix;
ℓp

α,Λ, ηˆΛ
 = n
i=1
p
j=1

yij lnϕij +

1− yij

ln

1− ϕij
− kn
2
ln 2π − 1
2
n
i=1
ηˆTi ηˆi (17)
I

ηˆΛ
 = − ∂2h
∂ηΛ∂η
T
Λ
= −

∂2h
∂η1∂η
T
1
∂2h
∂η2∂η
T
1
· · · ∂
2h
∂ηn∂η
T
1
∂2h
∂η1∂η
T
2
∂2h
∂η2∂η
T
2
· · · ∂
2h
∂ηn∂η
T
2
...
...
...
...
∂2h
∂η1∂ηTn
∂2h
∂η2∂ηTn
· · · ∂
2h
∂ηn∂ηTn

nk×nk
(18)
∂2h
∂ηi∂η
T
j
=
−

p
j=1

ϕij

1− ϕij

ΛjΛ
T
j
+ Ik i = j
0k×k i ≠ j.
(19)
For the MLE of α andΛ, for simplicity of argument, letΛ∗j =

αj
Λj

j = 1, 2, . . . , p, and η∗i =

1
ηi

, i = 1, 2, . . . , n. We need
to maximize the adjusted profile likelihood aboutΛ∗:
Λˆ∗ = argmax
Λ
pη (ℓ) = argmax
Λ

ℓp

Λ∗, ηˆ∗Λ
− 1
2
ln
I ηˆ∗Λ /2π  . (20)
We use a quasi-Newton method to maximize (20), yielding a highly accurate approximation to the ML for α andΛ.
3.4. The algorithm
The estimation of factor scores and factor loadings can be implemented as follows.
1. Start with an estimate of the factor loadings.
2. Using (13) and given the current estimate of ηˆ, update Λˆ∗ by solving (20).
3. Given the current matrix of Λˆ∗, update ηˆ by solving (13).
4. Iterate between Steps 1 and 3 until convergence is achieved.
We will abbreviate this H-likelihood estimation methodology as HML.
4. Examples and simulation studies
4.1. Examples
This section begins with a simulated binary factor analysis model based on 14 binary items based on 3000 subjects. The
factor loading matrix with two factors has a simple cluster structure, with seven items as indicators of factor 1 and seven
items as indicators of factor 2. The data are generated according to the following logistic regression model:
p

yij = 1|ηi
 = exp αj + ηTi Λj
1+ exp αj + ηTi Λj (21)
where ηi = (ηi1, ηi2)T follows a multivariate normal distribution with a null mean and identity covariance cov(ηti, ηsi) =
1 if t = s
0 otherwise, Λj =

λ1j, λ2j
T . There are 28 free parameters to estimate: 14 intercepts and 14 factor loadings.
The algorithm above was implemented using theMATLAB R2009a programming language. The iterations are terminated
if and only if all differences in parameter estimates are less than a specified threshold, which is set to equal 1.0×10−4. Fig. 1
provides a summary of the iterative behavior of the H-likelihood approach. It can be seen that the marginal log-likelihood
value decreases smoothly across iterations with near convergence after half a dozen iterations. Results for the intercept
parameters are given in the left part of Table 1, while results for the factor loadings are given in the right part. In each part,
the true parameter value is given first, followed by its point estimate (Estimate) as well as the estimate of its standard error
(SE). Glancing at the table in general it is clear that the estimates are consistent for their parameters, and that estimates
are typically within one standard error of the true value. The root mean square error (RMSE) computed across intercept
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Fig. 1. The marginal log-likelihood.
Table 1
Estimates of intercepts and factor loadings using H-likelihood.
Number Intercepts Factor loadings
True Estimate SE True Estimate SE
1 −0.4695 −0.4532 0.0379 0.2727 0.3365 0.0387
2 0.5272 0.5460 0.0381 0.2432 0.2253 0.0384
3 0.7621 0.7508 0.0402 0.5550 0.5940 0.0425
4 −0.9781 −1.0025 0.0421 0.4638 0.6375 0.0446
5 0.3383 0.3092 0.0382 0.7142 0.5460 0.0404
6 0.9284 0.8772 0.0410 0.6895 0.6075 0.0433
7 0.3601 0.4168 0.0378 0.3762 0.3649 0.0388
8 0.8803 0.8459 0.0412 0.7419 0.7415 0.0450
9 −0.4626 −0.5323 0.0407 0.9930 0.9024 0.0476
10 0.7140 0.7002 0.0391 0.2745 0.3195 0.0402
11 0.9017 0.8431 0.0421 0.9376 0.9330 0.0482
12 0.3554 0.2883 0.0384 0.6677 0.6093 0.0417
13 0.5700 0.6352 0.0413 0.9037 0.9600 0.0487
14 −0.8139 −0.8534 0.0422 0.8556 0.9032 0.0480
RMSE 0.0447 0.0803
parameters was 0.0447, while the corresponding value for the factor loadings was 0.0803. The intercepts are clearly more
accurately estimated than the factor loadings.
We expect parameter recovery to increasewith the number of indicators of a factor, and conversely, recovery accuracy to
decline as the number of indicators of a factor decreases. Table 2 provides HML results parallel to those of Table 1 for another
random sample from a 2-factor cluster structure model with only 10 and 12 (rather than 14) observed indicator variables.
The 12-item results in the right side of the table are about the same as those with 14 items. However, as shown in the left
side, as expected, the recovery of the true factor loadings is substantially less accurate with only 10 items (RMSE= 0.1483).
The standard error estimates, however, did not differ meaningfully with varying number of items.
In order to provide a comparison with other existing approaches, in addition to HML estimates, MCMC and GHQ based
estimates were also obtained for two sample sizes. Table 3 provides the results for n = 1000, and Table 4 for n = 3000. In
each table, along with the true values, the estimates of the intercepts from MCMC, GHQ, and HML are given in the left part
of the table, and the estimates of the factor loadings are in the right part of the table. Looking first at Table 3, we see that the
intercept estimates are always more precise than the factor loading estimates, and that the differences in RMSE between
methods are fairly small. The results shown in Table 4 show the same trends, although of course there is greater precision
at n = 3000 than at n = 1000. (The results for HML in Table 4 duplicate those shown in Table 1.)
4.2. Simulation studies
As a verification of H-likelihood theory, a small simulation was performed. The generating model is the same as in
Section 4.1 with 2 latent factors, 14 items, with sample sizes 1000 and 3000. The number of replications is 50. In order
to provide a comparison, a simulation at sample size n = 1000 with 100 replications was implemented, based on MCMC
methodology. The iterations are terminated if and only if all differences in parameter estimates are less than the threshold of
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Table 2
Comparison of estimates of parameters with 10 and 12 manifest variables.
TRUE Estimate SE
Intercepts
−0.5171 −0.5460 0.0388
0.7745 0.7419 0.0409
−0.5662 −0.5844 0.0392
−0.2080 −0.2105 0.0372
−0.4315 −0.3548 0.0390
−0.2741 −0.2804 0.0378
0.8530 0.8724 0.0403
0.1852 0.1547 0.0378
0.1663 0.2128 0.0381
−0.4847 −0.4836 0.0382
RMSE 0.0341
Factor loadings
0.4880 0.5078 0.0407
0.8510 0.7601 0.0450
0.3778 0.5441 0.0412
0.4356 0.3374 0.0381
0.9235 0.6759 0.0425
0.7076 0.4586 0.0392
0.3631 0.3384 0.0410
0.4646 0.5148 0.0397
0.7132 0.5547 0.0402
0.5349 0.3856 0.0392
RMSE 0.1483
Intercepts
−0.6081 −0.6220 0.0395
0.7409 0.7776 0.0413
0.0952 0.1692 0.0387
0.3810 0.4881 0.0381
−0.4911 −0.4799 0.0401
0.3428 0.3636 0.0391
0.7986 0.7809 0.0397
0.0169 0.0060 0.0380
0.9788 0.9699 0.0426
−0.1448 −0.1415 0.0396
−0.5141 −0.4917 0.0399
0.6935 0.6791 0.0405
RMSE 0.0411
Factor loadings
0.5923 0.5816 0.0421
0.9779 0.8314 0.0463
0.8056 0.7043 0.0430
0.3584 0.3574 0.0392
0.9934 0.8184 0.0456
0.6827 0.6985 0.0431
0.3644 0.3646 0.0407
0.5118 0.5936 0.0411
0.9021 0.8765 0.0474
0.8971 0.8437 0.0459
0.8475 0.7835 0.0450
0.8170 0.7641 0.0448
RMSE 0.0816
1.0× 104. The results, showing the population intercepts and factor loadings, as well as the corresponding mean estimates
and MSEs, are presented in Table 5.
The first two sets of two columns after the true parameter values are comparable, being based on n = 1000. The average
of the MSEs for the intercepts are 0.0079 for MCMC and 0.0060 for HML, while the corresponding average MSEs for factor
loadings are 0.0147 and 0.0175 respectively. Clearly, the two methods produce fairly similar results. The rightmost two
columns of Table 5 give the HML results for N = 3000. As expected, the average RMSEs decrease substantially as compared
to those for n = 1000, being about 1/3 as large for the intercepts and 1/2 as large for the factor loadings.
On the whole, the numerical simulation results validate the effectiveness of the H-likelihood method. The results from
simulation are found to be in a good agreement with the true parameters that generated the data.
5. Concluding remarks
This paper proposed an H-likelihood estimation method which avoids the difficult integration of binary variables in
factor analysis models. Simulation studies demonstrate that the HML methodology is a promising strategy for evaluating
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Table 3
Estimates of intercepts and factor loadings using MCMC, GHQ, and HML (n = 1000).
Intercepts Factor loadings
TRUE MCMC GHQ HML TRUE MCMC GHQ HML
−0.4695 −0.4808 −0.4564 −0.4528 0.2727 0.3657 0.3471 0.3568
0.5272 0.5037 0.4688 0.4732 0.2432 0.2819 0.2786 0.2944
0.7621 0.7893 0.7831 0.7780 0.5550 0.5945 0.6815 0.6523
−0.9781 −1.0102 −0.9581 −0.9540 0.4638 0.5962 0.5129 0.5348
0.3383 0.1980 0.2007 0.2046 0.7142 0.5977 0.5812 0.5457
0.9284 0.9099 0.9140 0.9100 0.6895 0.5994 0.6572 0.6383
0.3601 0.4675 0.4415 0.4453 0.3762 0.2740 0.3201 0.3224
0.8803 0.8704 0.8225 0.8321 0.7419 0.6977 0.6401 0.6931
−0.4626 −0.5047 −0.5125 −0.4897 0.9930 0.8859 0.9153 0.9877
0.7140 0.6976 0.6740 0.6787 0.2745 0.3286 0.3069 0.3243
0.9017 0.8756 0.8527 0.8515 0.9376 0.9415 0.9384 1.0446
0.3554 0.2646 0.2495 0.2555 0.6677 0.4548 0.4517 0.4761
0.5700 0.6568 0.6293 0.6306 0.9037 0.9121 0.9029 0.9851
−0.8139 −0.8583 −0.8380 −0.8175 0.8556 0.9160 0.8935 0.9914
RMSE 0.0624 0.0629 0.0598 0.0952 0.0897 0.0986
Table 4
Estimates of intercepts and factor loadings using MCMC, GHQ, and HML (n = 3000).
Intercepts Factor Loadings
TRUE MCMC GHQ HML TRUE MCMC GHQ HML
−0.4695 −0.4807 −0.4551 −0.4532 0.2727 0.3686 0.3301 0.3365
0.5272 0.5810 0.5441 0.5460 0.2432 0.2033 0.2157 0.2253
0.7621 0.7975 0.7538 0.7508 0.5550 0.6610 0.6098 0.5940
−0.9781 −1.0271 −1.0104 −1.0025 0.4638 0.5848 0.6282 0.6375
0.3383 0.3216 0.3100 0.3092 0.7142 0.6042 0.5867 0.5460
0.9284 0.9139 0.8795 0.8772 0.6895 0.6358 0.6139 0.6075
0.3601 0.4392 0.4145 0.4168 0.3762 0.3805 0.3626 0.3649
0.8803 0.8540 0.8357 0.8459 0.7419 0.7007 0.6873 0.7415
−0.4626 −0.5721 −0.5529 −0.5323 0.9930 0.8752 0.8483 0.9024
0.7140 0.7289 0.6951 0.7002 0.2745 0.3091 0.3050 0.3195
0.9017 0.8650 0.8380 0.8431 0.9376 0.8830 0.8546 0.9330
0.3554 0.2947 0.2804 0.2883 0.6677 0.6232 0.5823 0.6093
0.5700 0.6549 0.6342 0.6352 0.9037 0.9260 0.8951 0.9600
−0.8139 −0.8883 −0.8716 −0.8534 0.8556 0.8092 0.8286 0.9032
RMSE 0.0561 0.0503 0.0447 0.0737 0.0828 0.0803
the likelihood in factor analysis models with latent variables. The H-likelihood approach is a sensible choice for eliminating
the nuisance parameters and estimating the parameters of interest.
While the HMLmethod provided acceptable results, it did not improve uponMCMC and GHQmethods as we had hoped.
In terms of computational effort, we found that the convergence speed of HML is faster than that of GHQ, but that it is slower
than that ofMCMC. Although this could not be evaluated in this preliminary research,wemight expect the advantage of HML
over GHQ to increase as the number of variables and dimensions is increased substantially since HML avoids the intractable
integral.
Wehad expected that for highdimensional problems, theH-likelihoodwould be a superior newmethod in factor analysis.
The iterative algorithms worked well, but the results were not superior to those based on MCMC when evaluated using the
RMSE criterion. As some reviews [3,4,10,15] have pointed out, one major unresolved problem in this literature has been the
occurrence of large biases in parameter estimators for complex models with binary data. We noticed this in binary factor
analysis where we observed poor estimation in a few cases with large loadings. An example can be found in the last row
of Table 3 where the true parameter is 0.8556, MCMC and GHQ provided estimates of 0.9160 and 0.8935, but HML yielded
the estimate 0.9914. Similarly, in Table 5, HML at n = 1000 is the only method that shows a parameter MSE greater than
0.03. Additional research will have to determine whether the current approach can be improved, e.g., with acceleration
or bias reduction techniques, or whether there is an inherent reason for the method not improving over MCMC for this
problem.
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Table 5
Results of the simulation study with sample sizes 1000 and 3000 using MCMC and HML.
TRUE Meana MSE Meanb MSE Meanc MSE
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−0.4695 −0.5069 0.0066 −0.4688 0.0033 −0.4632 0.0014
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0.3383 0.3519 0.0054 0.3425 0.0046 0.3374 0.0013
0.9284 0.9556 0.0233 0.9411 0.0076 0.9484 0.0021
0.3601 0.3866 0.0052 0.378 0.0045 0.3642 0.0014
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−0.8139 −0.8488 0.0092 −0.7906 0.0072 −0.7883 0.0027
Average MSE intercepts 0.0079 0.0060 0.0021
Factor loadings
0.2727 0.2921 0.0168 0.2841 0.0196 0.2894 0.0071
0.2432 0.2837 0.0152 0.2619 0.0203 0.2536 0.0049
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0.8556 0.8831 0.0114 0.8100 0.0146 0.8088 0.0065
Average MSE factor loadings 0.0147 0.0175 0.0079
a The sample size is 1000, 100 replications, MCMC.
b The sample size is 1000, 50 replications, HML.
c The sample size is 3000, 50 replications, HML.
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