Abstract-Let V and D denote, respectively, total variation and divergence. We study lower bounds of D with V fixed. The theoretically best (i.e. largest) lower bound determines a function L = L(V ), Vajda's tight lower bound, cf. Vajda, [?]. The main result is an exact parametrization of L. This leads to Taylor polynomials which are lower bounds for L, and thereby extensions of the classical Pinsker inequality which has numerous applications, cf.Pinsker, [?] and followers.
I. Introduction and survey of results

L
ET M 1 + (n) be the set of probability measures on an "alphabet" A with n elements. Denote by D = D (P Q) the divergence
and by V = V (P, Q) the total variation
We are interested in lower bounds of D in terms of V . The start of research in this direction is Pinsker's inequality , ν = 0, 1, 2, . . . , we shall understand the constants defined recursively by taking c , ν = 0, 1, 2, . . . , are well defined non-negative real constants.
Another kind of bound was found by Vajda in [?] who proved that
This bound, Vajda's lower bound, is almost as good as Pinsker's inequality for values of V near 0, and has the added advantage that it gives the "right" bound (∞) when V approaches 2. Vajda suggested a closer study of the function L defined by
This function we shall refer to as Vajda's tight lower bound.
Note that by definition, L is an even function of V . In the original definition given by Vajda, only non-negative values of V 0 were considered. All the above inequalities may be seen as lower bounding approximations to L. In the main section, Section 2, we state the key result, Theorem 1, which offers a parametrization of L expressed in terms of elementary functions, with a pronounced occurrence of hyperbolic functions. Figure 1 shows the graph of L, situated in the (V, D)-plane. The two corollaries which follow immediately after Theorem 1 show how the parametrization of L may be used to derive Pinsker's inequality as well as Vajda's lower bound.
We continue with an investigation of the nature of the function L. Corollary 5 offers an integral representation which makes the calculation of approximating Taylor polynomials easy, at least in principle. In Theorem 6 we point out that L is analytic but, surprisingly enough, with a radius of convergence strictly less than 2 (for the power series expansion centred at V = 0). Parts of the proof of this result amounts to technical computations which are shown in detail in the appendix.
Conjectures regarding refinements of Pinsker's original inequality come up naturally but are difficult to decide. As a specific result in this direction, the general validity of the inequality
is asserted in Theorem 7 where it is also pointed out that the constants are best possible in the sense introduced above. However, the proof we present of this result depends on new ideas which are explained in Section 3. The final technical details of the proof of Theorem 7 are given in the appendix. The last section contains a discussion of our results.
II. Parametrization of Vajda's tight lower bound By a well known data reduction inequality, cf. Kullback and Leibler [?] , it follows that the determination of lower bounds of the type considered only depends on the interrelationship between D and V for distributions P, Q in M 1 + (2). We therefore limit the further discussion to distributions of this type.
Two distributions, P and Q, occur in our investigations and we shall write P = (p 1 , p 2 ) and Q = (q 1 , q 2 ) . By the signed total variation we understand the quantity V = V (p 1 , q 1 ) = 2(q 1 − p 1 ). We shall study the variation of D = D(P Q) in terms of V . We may conceive D, just as V , as a function of (p 1 , q 1 ). Both functions are defined on the (p 1 , q 1 )−unit square and are finite valued except for D which is infinite along two of the edges.
Apart form the obvious symmetry of D with respect to the point (p 1 , q 1 ) = ( 1 2 , 1 2 ) we note that the function (P, Q) D (P Q) is strictly convex, jointly in P and Q, except on the diagonal. In more detail, what we mean by this, is, firstly, that the inequality
holds for all distributions P 1 , P 2 , Q 1 , Q 2 in M 1 + (2) and all α > 0 , β > 0 with α + β = 1 where we have put P = αP 1 + βP 2 and Q = αQ 1 + βQ 2 , and that, secondly, strict inequality holds unless either (P 1 , Q 1 ) = (P 2 , Q 2 ) or else P 1 = Q 1 and P 2 = Q 2 .
1
By the convexity result just quoted, for each V ∈ ]−2; 2[ \ {0} , there exists a unique pair (P V , Q V ) of probability distributions such that D(P Q) is minimal among all distributions with signed total variation equal to V .
. Then Vajda's tight 1 This result does not seem to be standard, e.g. in [?, theorem 2.7.2], only the inequality is deduced. The "strictness" -which is important for our purposes -can be deduced in the general case (i.e. with an arbitrary alphabet) from the log-sum inequality but, more expediently in our case of a two-letter alphabet, by observing that the determinant of the Hessian of the map (p 1 , q 1 )
. This curve we conceive as a curve in the (V, D)-plane. It has already been shown in Figure 1 . Figure 2 gives an impression of the variation of (P V , Q V ) by showing the curve determined by the first coordinates p 1 and q 1 of these distributions. This curve varies in the unit square. Each line parallel to the main diagonal determines a specific value of V as indicated on the figure. Thus, using the figure, you can determine approximately the distributions P V and Q V , given any value of V ∈] − 2, 2[. The parameter V cannot be used to give an explicit parametrization of γ. As we shall see below both D and L are convex functions, and the convex conjugate (also called the Fenchel transform, see [?] ) of both these functions can be calculated explicitly. The idea is now to use the param-
We shall express all functions which enter the analysis as functions of t. Apart from V this concerns L, i.e. the function t L(V (t)) and then the coordinate functions t p 1 (t) and t q 1 (t) determined by the equations
We can now state our main result: Theorem 1: The curve γ is a differentiable curve in the (V, D)-plane, symmetric around the D-axes. With t = dL dV , the relationship t ↔ V is a diffeomorphism between R and ]−2; 2[. Using t ∈ R as parameter, γ is parametrized by
(1)
Furthermore, the curve V (p 1 (V ), q 1 (V )) in the unit square (which characterizes the curve
with t ∈ R as above and expressions defined by continuity for t = 0 . Proof: Knowing that D is convex we are able to determine the convex conjugate D * of D. The convex conjugate of D is defined by
We have
To find the point where these partial derivatives are 0 we have to solve the simultaneous equations
which has the solution
q 1 = 1 1 − e x − 1 y for x and y different from 0. For
we get
is the convex conjugate of L, and t must be the derivative of L. We see that (2) and (3) exactly solves our minimization problem. Convex conjugation transforms differentiable functions into differentiable functions. The parametrizations of p 1 , q 1 , V and L•V are obtained by direct evaluation of the quantities involved.
Remark 2: For the proof of Theorem 1 it appears natural to consider the convex conjugate of the function concerned, however in our case this is not necessary. Indeed, one may simply check directly that the suggested solution has the properties required.
Corollary 3 (Pinsker's inequality) For all V ∈ [0; 2[,
Clearly, E(0) = 0. Accordingly, if we can show that dE dV ≥ 0 we are done. Now note that
The non-negativity of this quantity follows immediately upon noting that we may rewrite the parametrization for V in Theorem 1 in the following form:
Corollary 4 (Vajda's lower bound) For all V ∈ [0; 2[,
Proof: We use the same approach as in the previous proof and consider the function
Then E(0) = 0 and
If t < 1 then V < 1, and
If t ≥ 1 then, using also the general inequality
hence dE dV ≥ 0 also holds in this case. All things considered, we conclude, as desired, that E ≥ 0.
We then turn to a closer study of Vajda's tight lower bound, L. Clearly, L is infinitely often differentiable. We shall show that L is in fact analytic. We start by a trivial but useful integral representation which allows easy exact calculation of the Taylor coefficients of L, at least in principle. Here the function t V (t) and its inverse V t (V ) play the key role. Fig. 3 Graph of the function t V (t) .
Corollary 5 (Integral representation) For all V 0 ∈ ]−2; 2[ Vajda's tight lower bound L can be written as
Proof: This follows as L(0) = 0 and as
Now, using (7) in conjunction with either (1) or, simpler perhaps, (5), it is straightforward to calculate approximating Taylor polynomials of any degree, and we get Theorem 6: Vajda's tight lower bound L = L(V ) is analytic and the radius of convergence r, for the power series expansion around V = 0 is r ≈ 1.8285. Proof: By Corollary 5 we have to show that V t(V ) is analytic and that the radius of convergence for the power expansion centred at V = 0 is approximately 1.8285.
The function t V (t) has a unique holomorfic continuation as a function from C\{niπ, n ∈ Z\0} into C. The derivative is
The derivative has no zeroes in a neighbourhood of the real axis. Let z 0 be a solution of dV (z) dz = 0 such that |Im z 0 | is minimal. We see that z 0 , −z 0 and −z 0 are also solutions to this equation. Therefore we may assume that Re z 0 ≥ 0 and Im z 0 ≥ 0.
By Lemma 12 which is proved in the Appendix, z 0 ≈ 3.0682 + 2.8568i and |V (z 0 )| ≈ 1. 8285.
We will show that V t (V ) has a holomorfic continuation to D = {z | |z| < |V (z 0 )|} . Let U be the set {z | -Im z 0 < Im z < Im z 0 } .
By a careful inspection, cf. the proof of Lemma 13 in the appendix, we see that the image of the boundary of U under the mapping V has no points in D. This implies that D ⊆ V (U ) because V (t) → ±2 for Re t → ±∞.
By our choice of z 0 , dV (z) dz = 0 on U and therefore t is locally conformal as a complex function on D. Hence t can be continued from a neighbourhood of a zero to D by a holomorfic and continuous extension. This completes the proof.
We see that all the coefficients in (8) are positive, but the coefficient of V 62 is −3. 263 × 10 −21 < 0. Actually this is the first negative coefficient but there are infinitely manyotherwise the radius of convergence would be 2. The power series expansion of L (V ) can be used to suggest more terms in the lower bounding polynomials for L (V ) . (8) implies that if the inequality is satisfied then the constants are best possible. The proof of Theorem 7 is based on a special expansion of D and will be outlined in the next section.
III. The Kambo-Kotz expansion
We shall now work with the parametrization (ρ, V ) where
in order to characterize P and Q. Denote by Ω the subset of the (ρ, V )-plane defined by
¿From Kambo and Kotz [?], we have (adapting notation etc. to our setting):
Theorem 8: Consider P and Q where q 1 > 1 2 , and define ρ by (9). Then (ρ, V ) ∈ Ω and
where f ν , ν ≥ 1, are rational functions defined by
We shall refer to the functions f ν as the Kambo-Kotz functions. Let us state some basic properties of these functions, taken from [?]:
Lemma 9: The Kambo-Kotz functions f ν , ν ≥ 1, are everywhere positive, f 1 is the constant function 1 and all other functions f ν assume their minimal value at a uniquely determined point ρ ν which is the only stationary point of f ν . We have ρ 2 = 2, 1 < ρ ν < 2 for ν ≥ 3 and ρ ν → 1 as ν → ∞. For ν ≥ 2, f ν is strictly increasing in the two intervals ] − ∞, −1[ and [2, ∞[ and f ν is strictly decreasing in ] − 1, 1]. Furthermore, f ν is strictly convex in [1, 2] and, finally, f ν (ρ) → 1 for ρ → ±∞.
In the sequel, we shall write D(ρ, V ) in place of D(P Q). Motivated by the lemma, we define the critical domain as the set
We then realize that in the search for lower bounds of D in terms of V we may restrict the attention to the critical domain. In particular:
Corollary 10: For each ν 0 ≥ 1
We may use this result as a basis for a proof of Theorem 7. First, we note that
where q(ρ) = 8ρ 3 − 6ρ 2 + 9ρ − 22. We may lower bound this expression by only including the two first terms in the infinite sum. Doing this and appealing to Corollary 10, we find that
where we may restrict attention to values of ρ and V with 1 ≤ ρ ≤ 2. Theorem 7 now follows from the following lemma: Lemma 11: With x = 2−ρ V 2 the following inequality holds for all (ρ, V ) ∈ Ω * :
. The proof of this lemma is elementary but somewhat technical. The details are given in the appendix.
IV. Discussion
Problem solved? In a sense, Theorem 1 completely settles the problem of lower bounding D in terms of V , research initiated by Pinsker [?] and clearly formulated by Vajda [?] . On the other hand the solution provided is rather complex and raises a number of new problems, not solved in the present paper. We shall comment on the wider perspectives below.
The power expansion of L and lower bounding polynomials
In the power expansion of L the first many coefficients are positive. Therefore one should expect that more of the higher degree Taylor polynomials, denote them by T ν , ν ≥ 0, actually lower bound L. On the other hand we know that L (62) (0) < 0 so T 60 definitely does not lower bound L. Theorem 7 states that L ≥ T 8 . The proof of this fact was complicated enough and one should expect that the eventual proofs that higher degree polynomials lower bound L will be more and more complicated. The fact that the power series of L has 1.8285 as radius of convergence indicates that there might not exist simple proofs for such results. Possibly, our main result, Theorem 1, may be more helpful than shown here for such proofs. It is a bit discouraging that we had to recourse to a second type of expansion (the simple Kambo-Kotz expansion discussed in Section 3) in order to prove Theorem 8. Of course, the positivity of the coefficient functions f ν occurring there is, qualitatively speaking, what we need to compensate for the "catastrophe"of negative coefficients in the power expansion of L.
To be specific, let us formulate some, partly interrelated, questions concerning the problem of finding lower bounding polynomials to D, i.e. to Vajda's tight lower bound, L:
Q1: Does L ≥ T 58 hold or, equivalently, is Other lower bounds The classical Pinsker inequality is very useful in a number of situations (the literature on such applications will surely contain some hundred references). And in most cases refinements in terms of polynomials, though fascinating, are not really needed.
It was pointed out previously that the polynomial bounds are not precise when the total variation is large. As demonstrated by Vajda [?] , there exist other interesting lower bounding functions which also give a good lower bound for V ≈ 2. Using the exact parametrization given in this article it should be possible to find functions which give better uniform bounds than the ones found until now. We shall not formulate any precise question in this direction only point to a natural further request of such bounds, namely that they expand naturally to even functions of the argument V . Vajda's lower bound, cf. Corollary 4, does not fulfil this request.
Information diagrams
In Harremoës and Topsøe [?],[?] a notion of information diagrams was introduced. In the simplest case such a diagram gives the range of two quantities of interest. Actually, what we have determined is the V/D-diagram, i.e. the range of the map (P, Q) (V (P, Q), D(P Q)). Indeed, the upper bound is easy to determine (∞) and therefore the V /D-diagram consists of the point (0, 0) and all points (x, y) with 0 < x ≤ 2 and L(x) ≤ y ≤ ∞ (with L(2) = ∞). The present method of proof is very different from the topological method in Harremoës and Topsøe [?],[?] . This is of course related to the very special feature that the relevant data reduction procedure reduces divergence but keeps total variation fixed, and reduces the problem to one involving distributions over a two-element set.
for t ∈ ω. Using Taylor's formula around z 0 we get We end this technical appendix by giving the details in the proof of Lemma 11.
Proof: Recall that we have put q(ρ) = 8ρ 3 − 6ρ 2 + 9ρ − 22 and x = 2−ρ V 2 . Now note that (−1) ν (9 − ν)ρ ν · 8ρ 2 + 6ρ + 13
