Let A be a Banach ternary algebra over a scalar field R or C and X be a ternary Banach A−module. Let σ, τ and ξ be linear mappings on A, a linear mapping
Introduction
In the 19 th century, many mathematicians considered ternary algebraic operations and their generalizations. A. Cayley ([7] ) introduced the notion of cubic matrix. It was later generalized by Kapranov, Gelfand and Zelevinskii in 1990 ([12] ). Below, a composition rule includes a simple example of such non-trivial ternary operation: {a, b, c} ijk = X l,m,n a nil b ljm c mkn , i, j, k... = 1, 2, ..., N.
There are a lot of hopes that ternary structures and their generalization will have certain possible applications in physics. some of these applications are (see [2, 3] , [5] , [10] , [13, 14, 15] ⊙ c induced a ternary product making A into a ternary algebra which will be called trivial. It is known that unital ternary algebras are trivial and finitely generated ternary algebras are ternary subalgebras of trivial ternary algebras [6] . There are other types of ternary algebras in which one may consider other versions of associativity. Some examples of ternary algebras are (i) 0 2000 Mathematics Subject Classification: 39B82; 39B52; 46B99; 17A40. 0 Keywords: Hyers-Ulam-Rssias stability; ternary algebra; Lie derivation "cubic matrices" introduced by Cayley [7] which were in turn generalized by Kapranov, Gelfand and Zelevinskii [12] ; (ii) the ternary algebra of polynomials of odd degrees in one variable equipped with the ternary operation [p1p2p3] = p1 ⊙ p2 ⊙ p3, where ⊙ denotes the usual multiplication of polynomials.
By a Banach ternary algebra we mean a ternary algebra equipped with a complete norm . Let A be a Banach ternary algebra and X be a Banach space. Then X is called a ternary Banach A−module, if module operations A×A×X → X, A×X ×A → X, and X ×A×A → X are C−linear in every variable. Moreover satisfy: for all x ∈ X and all a, b ∈ A. Let A be a normed algebra, σ and τ two mappings on A and X be an A−bimodule. A linear 
If a Banach ternary algebra A has an identity e such that e = 1, as we said above, A may be considered as a (binary) algebra. Now let X be a ternary Banach A−module, then X may be considered as a Banach A−module by following module product:
for all a ∈ A, x ∈ X. Let A be a unital Banach ternary algebra and X be a ternary Banach A−module. If D : A → X is a Lie ternary (σ, τ, ξ)−derivation such that σ, τ and ξ are linear mappings on A, additionally, τ (e) = e, then it is easy to prove that D is a Lie (σ, ξ)−derivation.
The stability of functional equations was started in 1940 with a problem raised by S. M. Ulam [19] . In 1941 Hyers affirmatively solved the problem of S. M. Ulam in the context of Banach spaces. In 1950 T.Aoki [4] extended the Hyers' theorem. In 1978, Th. M. Rassias [16] formulated and proved the following Theorem: Assume that E1 and E2 are real normed spaces with E2 complete, f : E1 → E2 is a mapping such that for each fixed x ∈ E1 the mapping t → f (tx) is continuous on R, and let there exist ǫ ≥ 0 and p ∈ [0, 1) such that f (x+y)−f (x)−f (y) ≤ ǫ( x p + y p ) for all x, y ∈ E1. Then there exists a unique linear mapping T :
The equality f (x + y) − f (x) − f (y) ≤ ǫ( x p + y p has provided extensive influence in the development of of what we now call Hyers-Ulam-Rassias stability of functional equations [8, 11, 15, 17, 18] . In 1994, a generalization of Rassias' theorem was obtained by Gavruta [9] , in which he replaced the bound ǫ( x p + y p ) by a general control function.
Lie ternary (σ, τ, ξ)−derivations on Banach ternary algebras
In this section our aim is to establish the Hyers-Ulam-Rassias stability of Lie ternary (σ, τ, ξ)−derivations.
Theorem 2.1. Suppose f : A → X is a mapping with f (0) = 0 for which there exist mappings g, h, k :
for all λ ∈ T 1 (:= {λ ∈ C ; |λ| = 1}) and for all x, y, u, v, w ∈ A. Then there exist unique linear mappings σ, τ and ξ from A to A satisfying
x, x, 0, 0, 0) (2.6) and there exist a unique Lie ternary(σ, τ, ξ)−derivation on D : A → X such that
for all x ∈ A.
Proof. One can show that the limits
exist for all x ∈ A, also σ, τ and ξ are unique linear mappings which satisfy (2.4), (2.5) and (2.6) respectively (see [17] ). Put λ = 1 and u = v = w = 0 in (2.3) to obtain
One can use the induction to show that
for all x ∈ A, and all p > q ≥ 0. It follows from the convergence of series (2.2) that the sequence { f (2 n x) 2 n } is Cauchy. By the completeness of X, this sequence is convergent. Set
for all x ∈ A. Putting u = v = w = 0 and replacing x, y by 2 n x and 2 n y in (2.3) respectively, and divide the both sides of the inequality by 2 n we get
Passing to the limit as n → ∞ we obtain D(λx + λy) = λD(x) + λD(y). Put q = 0 in (2.9) to get
for all x ∈ A. Taking the limit as p → ∞ we infer that
for all x ∈ A. Next, let γ ∈ C(γ = 0) and let N be a positive integer number greater than |γ|. It is shown that there exist two numbers λ1, λ2 ∈ T such that 2 γ N = λ1 + λ2. since D is a additive, we have D(
for all x ∈ A. Thus D is linear. Suppose that there exists another ternary (σ, τ, ξ)−derivation D ′ : A → X satisfying (2.7).
Since
, we see that
which tends to zero as n → ∞ for all x ∈ A. Therefore D ′ = D as claimed. Similarly one can use (2.4), (2.5) and (2.6) to show that there exist unique linear mappings σ, τ and ξ defined by limn→∞
2 n and limn→∞
2 n , respectively. Putting x = y = 0 and replacing u, v, w by 2 n u, 2 n v and 2 n w in (2.3) respectively, we obtain
for all u, v, w ∈ A, hence,
for each u, v, w ∈ A. Hence, the linear mapping D is a Lie ternary (σ, τ, ξ)−derivation. 
for all λ ∈ T = {λ ∈ C : |λ| = 1} and for all x, y ∈ A. Then there exist unique linear mappings σ, τ and ξ from A to A satisfying g(
1−2 p−1 , and there exists a unique Lie ternary (σ, τ, ξ)−derivation D : A → X such that
Proof. Put ϕ(x, y, u, v, w) = θ( for all a ∈ A, Theorem 2.3. Suppose f : A → X is a mapping with f (0) = 0 for which there exist mappings g, h, k : A → A with g(0) = h(0) = k(0) = 0 and a function ϕ :
for all λ ∈ T 1 (:= {λ ∈ C ; |λ| = 1}) and for all x, y, u ∈ A. Then there exist unique linear mappings σ, τ and ξ from A to A, and a unique Jordan Lie ternary (σ, τ, ξ)−derivation D : A → X satisfying (2.4), (2.5), (2.6) and (2.7), respectively.
Proof. By the same reasoning as the proof of Theorem 2.1, the limits
exist for all x ∈ A, also σ, τ, ξ and D are unique linear mappings which satisfy (2.4), (2.5), (2.6) and (2.7) respectively. Putting x = y = 0 and replacing u by 2 n u in (2.13), we obtain for all x ∈ A.
Proof. Put ϕ(x, y, u) = θ( x p + y p + u p ) in Theorem 2.3.
