Abstract. A rational perfect cuboid is a rectangular parallelepiped whose edges and face diagonals are given by rational numbers and whose space diagonal is equal to unity. Its existence is equivalent to the existence of a perfect cuboid with all integer edges and diagonals. Finding such a cuboid or proving its non-existence is an old unsolved problem. Recently, based on a symmetry approach, the equations of a perfect cuboid were transformed to factor equations. The factor equations turned out to be solvable and, being solved, have led to a pair of inverse problems. Our efforts in the present paper are toward solving these inverse problems. Algebraic parametrizations for their solutions using algebraic functions of two rational arguments are found.
Introduction.
Referring the reader to for the history of cuboid studies, we proceed to the following two cubic equations:
3 − E 10 x 2 + E 20 x − E 30 = 0, (1.1)
2)
The equations (1.1) and (1.2) were derived as a result of the series of papers [45] [46] [47] [48] [49] [50] along with three auxiliary equations
(1.
3)
The numbers x 1 , x 2 , x 3 and d 1 , d 2 , d 3 in (1.3) are edges and face diagonals of a rational perfect cuboid. The first three of them are roots of the first cubic equation (1.2) , the others are roots of the second cubic equation (1.2).
The numbers E 10 , E 20 , E 30 , E 01 , E 02 , E 03 , E 21 , E 11 , E 12 in the equations (1.1), (1.2) and (1.3) are rational functions of two arbitrary rational parameters b and c. Here is the formula for the number E 11 in (1.3): 
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Once the quantities E 10 , E 20 , E 30 , E 01 , E 02 , E 03 , E 21 , E 11 , E 12 are known through the formulas (1.4), (1.5), (1.6), (1.7), (1.8), (1.9), (1.10), (1.11) , (1.12) , the next step is to find x 1 , x 2 , x 3 and d 1 , d 2 , d 3 by solving the equations (1.1), (1.2), (1.3 ). This step is formulated in the following inverse problems. ), which is treated as a direct transform, then recovering 
In this case the roots of the cubic equation y 3 + y 2 + D = 0 are given by the formulas
Proof. Sufficiency. Assume that w is a root of the sextic equation (2.1). Note that the denominator w 2 + 3, which is common for all of the three fractions (2.2), cannot vanish for any rational number w. Therefore (2.2) yields three rational numbers y 1 , y 2 , y 3 . The rest is to substitute them into the product (y − y 1 ) (y − y 2 ) (y − y 3 ):
Since w 2 + 3 = 0, the equation (2.1) can be resolved with respect to D:
Comparing (2.4) and (2.3), we find that the sufficiency is proved. Necessity. Assume that the equation y 3 + y 2 + D = 0 has three rational roots y 1 , y 2 , y 3 . Then it can be written as
where y 1 and y 3 are roots of the quadratic equation y 2 + A y + B = 0. Comparing (2.5) with the initial cubic equation y 3 + y 2 + D = 0, we find
Note that the quadratic equation y 2 + A y + B = 0 with rational coefficients has two rational roots if and only if its discriminant is a square of some rational number z:
Applying (2.6) to (2.7), we derive the equation relating y 2 and z:
The equation (2.8) is similar to the equation (4.5) in [72] . It is solved similarly with the use of the lemma 2.2 in [49] . Its general solution in rational numbers is
where t is an arbitrary rational number. The roots y 1 and y 3 of the quadratic equation y 2 + A y + B = 0 are given by the standard formula:
Applying (2.6) and (2.7) to (2.10), we derive
Then we apply (2.9) to (2.11). As a result we obtain
In order to derive the required formulas (2.2) it is sufficient to substitute t = w − 1 into (2.12). Thus, we have found that if the cubic equation y 3 + y 2 + D = 0 has three rational roots, these roots are expressed through some rational number w by means of the formulas (2.2). The rest is to substitute any one of the roots (2.2) into the initial cubic equation y 3 + y 2 + D = 0. Since w 2 + 3 = 0, this yields the required equation (2.1). The lemma 2.1 is proved. Now let's consider a general cubic equation with the coefficients A 0 , A 1 , A 2 , A 3 :
Assuming that A 3 = 0 in (2.13), we substitute
into the cubic equation (2.13). As a result it is transformed tõ
The following notations are for the sake of convenience:
In terms of the notations (2.16) the cubic equation (2.15) simplifies tõ
Assume that B 0 = 0 and B 1 = 0. Thenx = 0 is not a root of the cubic equation (2.17) . Therefore the following transformation is applicable to it: 
The next step is to transform the formulas (2.2) for the roots of (2.19) backward to the roots of a general cubic equation (2.13) using (2.18) and (2.14):
Substituting (2.16) into (2.21) we derive the following three formulas:
22)
23) 
Then the general cubic polynomial (2.13) with the rational coefficients A 3. The first algebraic parametrization.
The first algebraic parametrization for solutions of the equations (1.1), (1.2), (1.3) is produced from the the first cubic equation (1.1) with the use of the lemma 2.2. Applying this lemma, we get the sextic equation
of the form (2.1). Its parameter D = D 1 is calculated using the formula (2.20) and the formulas (1.5), (1.7), (1.9) for the coefficients of the equation (1.1): 
The fraction 2/27 in (3.2) can be expressed as 2 3 /(2 2 3 3 ). So the structure of (3.2) as a ratio of some square and some cube is the same as the structure of D in (2.20). The formulas (3.1) and (3.2) define an algebraic function w = w 1 (b, c). This function is used below as w without showing its arguments. Now we proceed to the formulas (2.22), (2.23), (2.24) . Using these formulas, we get explicit expressions for x 1 , x 2 , x 3 through b, c, and w, where w = w 1 (b, c):
However, the expressions for the functions (3.3) are very huge. They comprise more than 100 terms in each. Therefore these expressions are given in Appendix 1 in a machine readable form. The functions (3.3) are roots of the cubic equation (1.1). This fact follows from the lemma 2.2. Moreover, this fact has been tested computationally with the use of the explicit formulas for them in Appendix 1.
Apart from being roots of the cubic equation (1.1), the functions (3.3) obey the following cuboid equation saying that its space diagonal is equal to unity:
This fact follows from the theory of the cuboid factor equations in [46] , [47] . The equality (3.4) has also been tested computationally. The nest step is to derive the formulas for the face diagonals
For this purpose we use the following equations: It is easy to see that the equations (3.5) are linear with respect to d 1 , d 2 , d 3 , while x 1 , x 2 , x 3 are already known from (3.3). Resolving the system of linear equations (3.5), we get three functions similar to x 1 , x 2 , x 3 in (3.3):
The explicit formulas for the functions (3.6) are extremely huge. They comprise more than 800 terms in each. For this reason we do not provide these formulas. The functions (3.6) should be the roots of the second cubic equation (1.2). Moreover, they should satisfy the last equation (1.3) which is not used in (3.5) for determining them. These two facts follow from the theory of the cuboid factor equations in [46] , [47] . However, they cannot be verified even with the use of symbolic computations since the formulas for the functions are extremely huge. These facts have been tested numerically for a series of random pairs of rational numbers b and c.
The second algebraic parametrization.
The second algebraic parametrization for solutions of the equations (1.1), (1.2), (1.3) is similar to the first one. However, in tis case we start with the second cubic equation (1.2). Applying the lemma 2.2 to it, we get the sextic equation
of the form (2.1). Its parameter D = D 2 is calculated using the formula (2.20) and the formulas (1.6), (1.8), (1.10) for the coefficients of the equation (1.2): 
The formulas (4.1) and (4.2) define an algebraic function w = w 2 (b, c). This function is used below as w without showing its arguments. Now we proceed to the formulas (2.22), (2.23), (2.24) . Using these formulas, we get explicit expressions for d 1 , d 2 , d 3 through b, c, and w, where w = w 2 (b, c):
Again, the expressions for the functions (4.3) are very huge. They comprise more than 100 terms in each. Therefore these expressions are given in Appendix 2 in a machine readable form. The functions (4.3) are roots of the cubic equation (1.2) . This fact follows from the lemma 2.2. Moreover, this fact has been tested computationally with the use of the explicit formulas for them in Appendix 2.
Apart from being roots of the cubic equation (1.1), the functions (4.3) obey the following equation that can be derived from the original cuboid equations:
However, which is more important, the equation (4.4) follows from the cuboid factor equations (see (6.10) in [46] or (1.12) and (1.19) in [47] and recall (3.4)). Despite the theoretical background from [46] and [47] , the equality (4.4) has also been tested computationally using the explicit expressions for (4.3).
The nest step is to derive the formulas for x 1 , x 2 , x 3 through the formulas for
For this purpose we use the following equations: 
The explicit formulas for the functions (4.6) are extremely huge. They comprise more than 800 terms in each. For this reason we do not provide these formulas. The functions (4.6) should be the roots of the first cubic equation (1.1). Moreover, they should satisfy the first equation (1.3) which is not used in (4.5) for determining them. These two facts follow from the theory of the cuboid factor equations in [46] , [47] . However, they cannot be verified even with the use of symbolic computations since the formulas for the functions are extremely huge. These facts have been tested numerically for a series of random pairs of rational numbers b and c.
Concluding remarks.
Thus, two sets explicit formulas for possible solutions of the inverse cuboid problems 1.1 and 1.2 are obtained. However, in order to produce an actual solution one should solve at least one of the two sextic equations (3.1) or (4.1) in rational numbers. The equations (3.1) or (4.1) are similar to the twelfth order equation derived in [40] . They are sextic with respect to w. However their total degrees with respect to b, c and w are 42 and 40 respectively.
The equations (3.1) or (4.1) produce two algebraic functions w = w 1 (b, c) and w = w 2 (b, c) which are different since the parameters D 1 and D 2 in (3.2) and (4.2) are different. These two functions probably are related to each other as w 1 = p 1 (w 2 , b, c) and w 2 = p 2 (w 1 , b, c), where p 1 and p 2 are polynomials in w 2 and w 1 respectively. But the relation can be more complicated, i. e. P (w 1 , w 2 , b, c) = 0, where P is a single polynomial of four variables. Which of these two options is valid? This question is to be studied in a separate paper.
The formulas (3.1) and (4.1) as well as the formulas in Appendix 1 and Appendix 2 and those huge formulas which are not presented explicitly have denominators. Some of them correspond to singularities studied in [73] . Others are new. These new singularities are also to be studied in a separate paper.
