There are few documents about the mining of the latent abilities of students. Factor analysis can be used to the mining of the latent factors. However, the factor analysis method has the shortcoming that its load matrix is not easy to be explained, which will affect the subsequent clustering results. Therefore, a new method is proposed for mining students' latent abilities and clustering the students. The method relies mainly on the iteration of principal factors, thus overcoming the shortcoming of factor analysis method. It consists of the iterative principal factor algorithm, the least square algorithm and the k-means algorithm. Through these algorithms, students' latent abilities can be recognized, and students can precisely be divided into different clusters. Compared with k-means algorithm and the clustering algorithm based on factor analysis, experiments show that the proposed method is effective.
INTRODUCTION
At present, the clustering of students is mainly based on various clustering methods [1] [2] [3] [4] . The clustering algorithms can be divided into two classes: hierarchical clustering algorithms and partitional clustering algorithms. The most well-known partitional algorithm is the k-means algorithm.
There is a disadvantage about the above methods. That is these clustering methods have no main bases for clustering, so the clustering performances will be affected by this. ________________________ Factor analysis can solve this problem. Factor analysis has been applied to mining latent factors in many fields [5] [6] [7] [8] [9] [10] [11] . Through mining latent factors, the main characteristics of clusters are recognized, so that clusters can be precisely divided. However, the factor analysis method needs to be improved so that it works better[18]. So we apply principal factor iterative method to mining latent key factors of students. On this basis, the clustering performance is more superior.
RELATED WORK
The main idea of factor analysis (FAC, for short) is [12] : Establish a relationship model between observed factors and latent factors: x=u+Af+e, where x represents the observed vector with p dimensions, u is the mean of x, f represents the latent vector with m dimensions, e represents the error vector with p dimensions, and A=(aij)pm is the factor load matrix. By finding the factor load matrix A, the main latent factors can be recognized.
The principal factor iteration method can be simply described as [12] : let the approximate correlation matrix of some samples be
In (1), R is the sample correlation matrix, and A is the factor load matrix, and D = (1, 2,..., p) is the variance of the error factor e. By setting the initial value of D, the approximate value A* of A can be obtained after many iterations. Thus latent factors are obtained.
The least square method can be simply described as [12, 13] : Seek the approximate value f* of f so that the sum (A -u-Af*)TD-1(A -u-Af*) of squares of residuals is minimum. Then the latent factor score is represented as f*=(A*TD*-1A*)-1A*TD*-1 (x-u)T
In (2), A* is the factor load matrix by the above iteration, D* is the variance of the error factor e corresponding to A*, and u is the mean of x, which can be obtained by samples.
PROPOSED METHOD
Combining the observed data of students, principal factor iterative method, least square method and k-means method are applied of the clustering of the data. The clustering framework as shown in figure 1: The proposed method is referred as KPFI.
Relational Model
We establish the relationship model between the observed scores and latent key factors for students.
In (3), x represents the observed scores with p dimensions, u is the mean of x, f represents latent key factors with m dimensions, e represents the error vector with p dimensions, and A = (aij)pm is the factor load matrix.
Initial Value Selection of Iteration
We set the following initial value: D = (1, 2,..., i,..., p), where i=0.001+(1-Max|rij|), i=1,2,...,p, ij. Max| rij|(ij) is the maximum of absolute values of the elements each row of the sample correlation matrix R. By Eq. (1), the approximate value A* of the factor load matrix A can be obtained after many iterations.
Algorithm Description
On the basis of the above analysis, we give the main algorithm description.
Step1. Calculate the mean x* of the sample x.
Step2. Calculate the sample correlation matrix R. Step3. Calculate the inverse matrix R-1of R.
Step4. Calculate 1-i(i=1,2,...,p),where i=0.001+(1-Max|rij|), i=1,2,...,p.
Step5. According to Eq. (1)， calculate R*=R-D.
Step6. Calculate the eigenvalues i(i=1,2,..., p) and eigenvectors ti(i=1,2,...,p) of R*.
Step7. Sort 12...m .... Calculate the contribution rate C of the major factors. If C>0.85, then select the m eigenvalues listed in the front: 1, 2, ..., m.
Step8. According to A=(sqrt(1)t1, sqrt(2) t2 ,..., sqrt(m) tm), calculate A = (aij)pm.
Step9. According to Eq. (1), calculate i.
Step10. Repeat step (2) -step (9) to obtain the load matrix A*, D*.
Step11. Invoke the result x*, A*, and D*.
Step12. According to Eq. (2), calculate the latent score f* (j=1,2,...,m) of each sample xi(i=1,2,...,n).
Step13. Based on the scores of the latent factors, and then using the k-means algorithm, k different clusters are finally obtained.
EXPERIMENTAL ANALYSIS Experimental Data
We chose the advanced mathematics test results of 30 students as experimental data. 7 visible abilities are represented by 7 types of questions, respectively. The 7 types of questions are: choice, multiple-choice, calculation, application, practice, proof, and improvement. The 7 types of questions are represented by x1, x2, ..., x7 respectively.
Experimental Results and Analysis
We present some experimental results. Table 1 shows the clustering results based on k-means. Table 2 and Table 3 show the results based on factor analysis clustering (FAC). Table 4 and Table 5 show the results based on KPFI. Table 6 shows the accuracy, recall, and F values of the three algorithms. K-means method being used alone will ignores the overlap of feature information resulting in the clustering criteria are not clear. Factor analysis clustering (FAC) and KPFI method are helpful to the dimension reduction. However, the load matrix obtained by factor analysis method is not ideal, which is not conducive to subsequent clustering. From Table 2 and Table 4 , it can be seen that the fitting matrix based on KPFI is better than the fitting matrix based on factor analysis. Table 6 shows that the evaluation indexes of KPFI method are better than those of other clustering methods.
CONCLUSIONS
There are few documents for the mining of the latent abilities of students. Students' scores show the observed abilities. These observed factors are usually determined by the latent factors. Factor analysis can be used to find out the latent factors of students, but there are some deficiencies in factor analysis, which will affect the follow-up results. Therefore, a new method based on iterative principal factor analysis and clustering is proposed to mine the latent factors of students. It consists of the iterative principal factor algorithm, the least square algorithm and the k-means algorithm. Through these algorithms, students' latent factors can be mined, and students can be divided into different clusters. The method proposed is proved to be effective by the experiments.
