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Abstract—In this work, we propose an algorithm,
StochaLM, which finds the solution of an optimization
problem by solving a sequence of subproblems where
some components of the cost are linearized around specific
anchor points. Our method converges to the minimizer of
the objective with probability one, and under very general
assumptions. Namely, our method can tackle problems with
convex constraints embedded in the cost, and requires
strong convexity only in one component of the objective.
Our assumptions on the stochasticity of the method are
more general than the assumptions in related methods
that exist in the literature. Under these more general
assumptions, the proofs of convergence of these related
methods become invalid; the proof of convergence of our
method is, therefore, also novel. Our method is application
friendly, in the sense that it has no hyperparameters to
tune. Additionally, our method is easily adaptable to both
federated learning and decentralized optimization setups.
Numerical experiments evidence that our method is com-
petitive with state-of-the-art methods in both centralized
and distributed applications.
I. INTRODUCTION
Many applications from a wide range of fields, in-
cluding computer science, control, and signal processing,
can be formulated as optimization problems. Ideally, one
wishes to find the solution of such optimization problems
in a rather efficient way. Additionally, with the rise of big
data and distributed applications, algorithms that work
in a distributed fashion, that is, across a network of
J. Xavier is with Instituto Superior Tecnico, Universidade de
Lisboa, Lisbon, Portugal, and also with the Institute for Sys-
tems and Robotics, Laboratory for Robotics and Engineering Sys-
tems. This work was supported in part by the LARSyS - FCT
Plurianual funding 2020-2023 and the Fundac¸a˜o para a Cieˆncia e
Tecnologia (FCT), Project HARMONY PTDC/EEIAUT/31411/2017
(funded by Portugal 2020 through FCT, Portugal, under Contract
AAC n 2/SAICT/2017 – 031411. IST-ID is funded by POR Lis-
boa – LISBOA-01-0145-FEDER-031411). This work was also par-
tially supported by grant PD/BD/135012/2017 from FCT. Emails:
almeida.inesb@gmail.com, jxavier@isr.ist.utl.pt
machines between which communication is limited, are
becoming increasingly relevant.
There are numerous algorithms for both centralized
and distributed applications, some of which have strong
convergence guarantees under rather mild assumptions.
However, it is not always obvious how an algorithm is
implemented in practice. In particular, many algorithms
depend on hyper-parameters that need tuning. Some-
times, the value of these parameters can greatly affect the
algorithm’s performance, as is the case of ADMM [1].
Some methods have rules for determining optimal
values of their parameters (other than searching for the
optimal value within a certain range). These rules often
depend on specific knowledge about the cost function,
namely about Lipschitz and strong-convexity constants.
Finally, in the particular case of stochastic meth-
ods, the assumptions on the process that governs the
stochasticity of the method may be difficult to implement
in practice, specially on decentralized setups. Several
methods require the underlying distribution to be i.i.d.
and, often, to be uniform. Such an assumption may be
relatively easy to satisfy in a centralized or federated
setup, but such may not be the case in a fully decen-
tralized setup. Other methods assume that the sampling
method is cyclic or essentially cyclic, which is even more
restrictive.
In this work, we present a stochastic method for
solving composite problems that has no hyper parameters
that need tuning. Our method has very strong conver-
gence guarantees under very general assumptions on its
stochasticity and on its cost function. These assump-
tions mean that our method is easily extendable from
centralized to distributed setups. Finally, we show, via
numerical experiments, that our method is competitive
with similar methods.
Centralized and distributed setups: In the present
work, the terms centralized, federated, decentralized, and
distributed will mean the following: Centralized setups
refer to cases where all the information regarding the
objective function is stored in, and fully accessible by, a
single machine. Distributed setups refer to cases where
the information on the objective function is spread across
n machines, which we will refer to as nodes. These
machines are linked to one another, and communications
can only happen through these links. In the federated
setup, the nodes are linked to a central node. In the de-
centralized setup, the nodes are arranged in a connected
but not necessarily fully connected network.
Problem statement: Our goal is to find the solution
of the optimization problem
min
x∈Rp
F (x) ≡ f0(x) +
n∑
i=1
fi(x), (1)
where f0 : R
p → R ∪ {+∞} is a strongly convex
function, and the fi : R
p → R ∪ {+∞}, i = 1, . . . , n,
are convex functions.
The assumptions on the convexity of f0 and that of
the fi ensure that problem (1) has a unique solution; we
denote this unique minimizer of F by x∗. We also define
F∗ := F (x
∗).
These sort of problems appear in a wide range of
fields, such as machine learning, signal processing, and
compressed sensing.
In the case of machine learning applications, we can
interpret problem (1) as follows: x contains the parame-
ters of some machine learning model, each fi within the
sum is the loss (or error) of the model on a fixed subset of
the global dataset, and f0 is a regularizer. In distributed
applications, each fi within the sum represents the loss
on the (private) dataset stored in the i-th node of the
network, while f0 represents a regularizing function that
is known across all the nodes.
Original contributions: We present a random
method to solve problem (1) via alternate linearization
of the cost’s components. This stochastic alternate lin-
earization method (StochaLM) converges almost surely
to the solution of the problem under mild assumptions.
Furthermore, our method has no hyperparameters to
tune, and is easily adaptable to distributed setups. We
show that our method is competitive compared to state-
of-the-art methods for centralized, federated, and decen-
tralized setups.
Outline: The remainder of this work is organized as
follows. We introduce our algorithm in Section II. We
contextualize our method within the current literature,
and present two works that are closely related to our
own, in Section III. The main convergence result of
our method is proved is Section IV. Section V contains
two versions of our algorithm adapted to federated and
decentralized setups. We present numerical experiments
in Section VI, where we compare our method with state-
of-the-art algorithms in the centralized, federated, and
distributed setups. Concluding remarks are presented in
Section VII.
II. ALGORITHM
We propose an algorithm which finds the minimizer
of problem (1) by solving a sequence of subproblems
where some components of the cost are linearized around
specific anchor points.
At each round t, we choose one of the fi, indexed by
j(t) ∈ {1, . . . , n}. The exact mechanism by which the
j(t) are generated is of little importance for now. We
will assume, however, that, for all i = 1, . . . , n, j(t) = i
for infinitely many t.
The chosen fj(t) and f0 are the two components of the
total cost which are not linearized. The remaining func-
tions, indexed by i ∈ {1, . . . , j(t)− 1, j(t) + 1, . . . , n},
are replaced by their first-order approximations around
points computed in previous rounds. We denote these
anchor points by x
(t)
i .
Once we chose j(t), we solve
min
x
f (t)(x) ≡ f0(x) + fj(t)(x) +
n∑
i=0
i6=j(t)
fˆ
(t)
i (x) (2)
where
fˆ
(t)
i (x) := fi(x
(t)
i ) + 〈g
(t)
i , x− x
(t)
i 〉. (3)
Each function fˆ
(t)
i is the linearization of fi around x
(t)
i ,
and g
(t)
i ∈ ∂fi(x
(t)
i ) is a subgradient of fi at x
(t)
i that
satisfies a condition which we will specify in a moment.
The solution of problem (2), which exists and is
unique by the strong convexity of f0, will correspond
to x
(t+1)
j(t) . We also store g
(t+1)
j(t) , which is the subgradient
of fj(t) at x
(t+1)
j(t) for which the first order condition for
optimality of f (t) is satisfied. In other words,
g
(t+1)
j(t) ∈ ∂fj(t)(x
(t+1)
j(t) )
and
0 ∈ ∂f0(x
(t+1)
j(t) ) + g
(t+1)
j(t) +
∑
i6=j(t)
g
(t)
i . (4)
One can easily see that any
g
(t+1)
j(t) ∈ −∂f0(x
(t+1)
j(t) )−
∑
i6=j(t)
g
(t)
i
satisfies the above criteria.
With x
(t+1)
j(t) and g
(t+1)
j(t) well defined, we can compute
a (new) linearization of fj(t) to be used in future
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Algorithm 1 StochaLM
1: For i = 1, . . . , n, choose (x
(0)
i , g
(0)
i ) such that g
(0)
i ∈
∂fi(x
(0)
i ).
2: for t = 1, . . . , T do
3: Choose j(t) ∈ {1, . . . , n};
4: Set
x(t+1) ← argmin
x
f0(x)+fj(t)(x)+
〈 ∑
i6=j(t)
g
(t)
i , x
〉
;
5: Set x
(t+1)
j(t) ← x
(t+1);
6: Set g
(t+1)
j(t) ∈ −∂f0(x
(t+1)
j(t) )−
∑
i6=j(t) g
(t)
i ;
7: Set x
(t+1)
0 ← x
(t+1);
8: Set (x
(t+1)
i , g
(t+1)
i ) ← (x
(t)
i , g
(t)
i ) for i 6= j(t);
9: end for
rounds; the remaining x
(t)
i and g
(t)
i remain unchanged.
The method continues by picking a new j(t + 1), and
repeating the steps described above.
The full procedure of this method is presented in
algorithm 1.
Notice that the variable x
(t)
0 is redundant since it is
equal to x(t). We chose to specifically create this variable
not only to have a friendlier notation during the proof,
but also because this variable has an actual meaning in
the two distributed scenarios discussed in Section V.
III. RELATED ALGORITHMS
The literature on optimization is vast, even when
considering only sub-topics like block coordinate descent
(and dual ascent), distributed optimization, and optimiza-
tion of composite objective functions. As such, it is
impossible to cover every existing work in this section.
We will begin by focusing on methods that are
strongly related to our own. We discuss other relevant
work in the latter parts of this section.
A. Connection to an alternating linearization method
The work that is closest to our own is [2]. In this work,
Kiwiel et al. begin by presenting an algorithm that finds
the solution of
min
x
h(x) + f(x) +
1
2
ρ‖x− x¯‖2,
where ρ > 0 and x¯ are fixed, by alternating between
two subproblems where either h or f are linearized.
Rearranging terms and renaming h and f to f1 and f2,
respectively, the problem above can be rewritten as
min
x
1
2
ρ‖x− x¯‖2 + f1(x) + f2(x),
which is a particular instance of problem (1) with n = 2
and f0(x) :=
1
2ρ‖x− x¯‖
2.
Our algorithm is strictly more general than the one
in [2] in that it allows the cost to have a generic number
of component functions, as well as a generic strongly
convex term (instead of a quadratic term). Additionally,
our method allows all the fi to be infinite-valued for
finite x, while the method presented in [2] only allows
h to take infinite values for finite arguments.
B. Connection to DBCA
Tseng [3] presented the Dual Block Coordinate Ascent
(DBCA) method, which solves the following problem:
min
x0,x1,...,xn
f0(x0) +
∑n
i=1 fi(xi)
s.t. Aix0 +Bixi = bi, i = 1, . . . , n
(5)
where f0 is continuous on its domain, strictly convex,
and co-finite, and the fi, i = 1, . . . , n, are continuous
on their domains, convex, and possibly co-finite on their
respective domains. (A function is co-finite if its Fenchel
conjugate is real-valued.) Additionally,Ai, Bi, and bi are
matrices or vectors of compatible dimensions, and Bi is
full column-rank whenever fi is not co-finite.
Let In be the n-by-n identity matrix. Consider the
case when Ai = In, Bi = −In (which is full rank), and
bi = 0. Then the problem above becomes
min
x0,x1,...,xn
f0(x0) +
∑n
i=1 fi(xi)
s.t. x0 = xi, i = 1, . . . , n.
(6)
Now, ensure that the equality constraints are satisfied
by writting everything in terms of a common variable
x = x0 = x1 = · · · = xn. Then, problem (6) becomes
min
x
f0(x) +
n∑
i=1
fi(x),
whose structure coincides with that of problem (1). This
suggests that DBCA may have some connection to the
method proposed in this work. We shall see that, when
Ai = In, Bi = −In, and bi = 0, this is indeed the case.
The method proposed in [3] solves problem (5) by du-
alizing it, and then performing coordinate ascent on the
dual variables. In particular, suppose the dual problem
of (5) is
max
p1,...,pn
q(p1, . . . , pn),
where pi is the Lagrange muliplier associated with the
i-th equality constraint. DBCA operates by chosing an
index j(t), and then setting p
(t+1)
j(t) to be the solution of
max
p
q(p
(t)
1 , . . . , p
(t)
j(t)−1, p, p
(t)
j(t)+1, . . . , p
(t)
n ).
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For i 6= j(t), the p
(t)
i remain unchanged.
The author of [3] shows that the maximization de-
scribed above corresponds to finding the Kuhn-Tucker
vector of the following problem:
min
x0,xj(t)
f0(x0) + fj(t)(xj(t))−
∑
i6=j(t)
〈
p
(t)
i , Aix0
〉
s.t. Aj(t)x0 +Bj(t)xj(t) = bj(t).
(7)
Let x
(t+1)
0 , x
(t+1)
j(t) be the solution of the problem above,
and let p
(t+1)
j(t) be the corresponding Kuhn-Tucker vector.
The author of [3] shows that one must have
B⊤j(t)p
(t+1)
j(t) ∈ ∂fj(t)(x
(t+1)
j(t) ).
Now, consider the case when Ai = In, Bi = −In,
and bi = 0. The condition above becomes
−p
(t+1)
j(t) ∈ ∂fj(t)(x
(t+1)
j(t) ).
Let us define g
(t+1)
j(t) := −p
(t+1)
j(t) . Rewriting problem (7)
in terms of x = x0 = xj(t) (which ensures the equatlity
constraint is satisfied), we obtain
min
x
f0(x) + fj(t)(x) +
∑
i6=j(t)
〈
g
(t)
i , x
〉
,
which, apart from constant factors, coincides with prob-
lem (2).
Furthermore, since x(t+1) = x
(t+1)
j(t) is the solution of
problem (7), there exists a g
(t+1)
j(t) ∈ ∂fj(t)(x
(t+1)
j(t) ) such
that
0 ∈ ∂f0(x
(t+1)
j(t) ) + g
(t+1)
j(t) +
∑
i6=j(t)
g
(t)
i ,
which coincides with condition (4) in Section II. This
shows that the two methods are equivalent.
Our method solves a subset of the problems which
can be tackled by DBCA. Specifically, DBCA makes
milder assumptions on both f0 and on the fi, and
allows for more generic equality constraints. However,
as we shall see in Section IV, our method makes a
significantly softer assumption on how j(t) is chosen,
namely: DBCA requires j(t) to follow an essentially
cyclic order, while our method only assumes that, for
all i = 1, . . . , n, j(t) = i infinitely often. This is
key to allowing our method to be implemented in fully
decentralized scenarios—an essentially cyclic scheme
can only be implemented in practice if there is an
‘overseer’ who ensures the essentially cyclic property,
and such an overseer cannot exist in a truly decentralized
setup.
It is important to highlight that our assumption on
how the j(t) is chosen is much more general than the
one of DBCA, to the point of forcing us to build a
completely new proof of convergence instead of adapting
the proof in [3]. In fact, if we choose the j(t) in
an i.i.d. way, the Borel-Cantelli lemma shows that the
essentially cyclic condition assumed by DBCA occurs
with probability zero. In order to cope with the new
stochastic mechanism, our proof uses a different set of
techniques.
C. Connection to other dual ascent methods
The random accelerated coordinate descent (RACD)
algorithm [4] is an accelerated version of a simple
dual gradient ascent. This method differs from our own,
in the sense that it performs a gradient step on the
dual function along the direction of the j(t)-th block,
instead of solving a subproblem on the j(t)-th block.
Additionally, this method requires j(t) to be picked
uniformly from {1, . . . , n}, which is more restrictive than
our assumption.
A number of works, [5], [6], [7], [8] do block co-
ordinate ascent on empirical risk minimization (ERM)
problems, that is, problems like problem (1) but where
the fi are of the form fi(x) :=
1
n
φi(Aix) for some
feature matrix Ai. These problems are an important
subset of the problems covered in our work.
The adaptive stochastic dual coordinate ascent method
(AdaSDCA) [5] iteratively updates the probabilities of
picking the j(t) over time; this differs from our method,
where we assume there exists a scheme for picking the
j(t) over which we have no control. Furthermore, AdaS-
DCA assumes that the fi have Lipschitz gradient with
known constants, which our method does not require.
Quartz [6], [8] can be interpreted as an (over)-relaxed
version of our method, with fixed relaxation parameter
θ. This parameter cannot be chosen freely; it depends
on some variables, vi, which must satisfy an expected
separable overapproximation inequality. There is work
involved in finding the appropriate vi, which are known
to exist but must otherwise be computed; this is in
contrast with our method, which does not require prior
computation of any parameters. Additionally, computing
θ also requires knowledge on the distribution from
which the j(t) are drawn. Our method does not re-
quire such knowledge in the centralized scenario. In
the decentralized scenario (to which, to our knowledge,
Quartz cannot be directly extended), our method only
requires local knowledge on the probability distribution,
see Section V-B. Finally, like AdaSDCA, Quartz focuses
on ERM problems, and requires the fi to have Liptschitz
gradient with known constants.
There exists a parallel version of Quartz called the
mini-batch stochastic dual coordinate ascent (mSDCA)
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[7]. The setup described in [7] is similar to the federated
setup that we will present in Section V-A. Like in its
centralized counterpart [6], [8], there are a number of
parameters which must be computed before running
mSDCA. This method also requires that the j(t) are
drawn from an uniform distribution, which is less general
than our assumption. Finally, they also focus on a subset
of the problems considered in our work: The fi are
assumed to be either Lipschitz-continuous or Liptschitz-
smooth, and an L2 regularization term is used instead of
a generic strongly convex f0.
D. Connection to other composite objective minimiza-
tion algorithms
There are several methods that tackle problems with
an objective of the form f(x)+h(x), where, sometimes,
one of these functions can be decomposed as the sum of
n components.
The method presented in [9] solves problems where
f is a sum of n components, fi, and h is a quadratic
function—a subset of the problems solved by our algo-
rithm. The approach in [9] differs from our own in that
the subproblems solved at each iteration only include h
and one of the fi in the cost, without including linear
approximations of the remaining components.
In [10], the subproblem solved at each iteration is
a quadratic approximation of f , which is not assumed
to have any particular structure, around some anchor
point, plus h. This differs from our method, where
we approximate several components of f with linear
functions. The method proposed in [10] also differs from
our own in that it requires f to be Lipschitz-smooth.
There exists a method that uses a similar approach but
on a block coordinate descent fashion [11]. This method
differs from our own because it only updates a subset
of coordinates of the (primal) optimization variable at a
time; our method does that but in the dual variable. Other
(primal) block coordinate descent methods with a similar
approach are [12], [13], [14], [15], [16]. Stochastic quasi-
Feje´r (primal) block-coordinate fixed point iterations are
discussed in [17], [18], [19].
A variant of this approach is [20], which uses the max-
imum of several linear functions as an approximation of
f . The subproblems solved in this algorithm include a
‘proximal’ term in the form of a Bregman distance term.
This method requires a parameter to weight this proximal
term.
The recent work [21] solves quadratic approximations
of the cost, and focuses mostly on the case when such
subproblems are solved inexactly. In [22], the subprob-
lems involve a majorant of f ; this differs from our
method, because the linearization of a convex function
is a minorant of that function.
Finally, there exist some recent primal-dual methods
which solve generic problems with a generic objective
function using line-search [23], [24]. These algorithms
assume that the objective function is Lipschitz smooth.
IV. PROOF OF CONVERGENCE
In this section, we prove that our method converges
to the solution of problem (1) in the sense that x(t),
x
(t)
0 , and x
(t)
i , i = 1, . . . , n, all converge to x
∗ almost
surely (a.s.). We will begin by stating our assumptions
regarding the selection of the j(t) and the cost function
components; then we will prove an auxiliary lemma. The
proof of convergence is split across three theorems, the
final one being our main result.
Our first assumption concerns the selection of the
indexes j(t):
Assumption 1: All indexes 1, . . . , n are selected
infinitely often with probability one, that is, for all
i = 1, . . . , n, Prob(j(t) = i for infinitely many t) = 1.
This is a mild assumption in the sense that it is satis-
fied by a number of conventional stategies for picking a
sequence of indexes {j(t)}∞t=1. In particular, it includes
essentially cyclic (and, hence, truly cyclic) schemes, i.i.d.
schemes, and schemes based on the state of an ergodic
Markov chain. As we shall see, our method can be
adapted to a number of setups by adequately choosing
the scheme under which the index sequence is selected.
Note that, if j(t) = j(t+ 1), then x(t) = x(t+1). For
this reason, we can assume, without loss of generality,
that j(t) 6= j(t+ 1) for all t.
We also enumerate the assumptions we need to make
on the objective function components more rigorously:
Assumption 2: fi : R
p → R ∪ {+∞} is a closed,
convex function that is continuous on its domain, for all
i = 0, 1, . . . , n;
Assumption 3: fi has closed domain, where
dom fi := {x | fi(x) < +∞}, for all i = 0, 1, . . . , n;
Assumption 4: f0 is strongly convex, that is, the
function f0(·) +
µ
2 ‖ · ‖
2 is convex for some (possibly
unknown) constant µ > 0.
Assumption 5: (Slater point condition) there exists
a point x¯ that belongs to the relative interior of all the
domains of the functions fi, that is, x¯ ∈
⋂n
i=0 ri dom fi.
Assumptions 2 and 3 are satisfied when all func-
tions fk are real-valued, that is, dom fi = R
p for
i = 0, 1, . . . , n. More generally, assumptions 2 and
3 are satisfied when the functions fi are of the form
fi = hi + ιCi where hi : R
p → R is a real-valued,
convex function (implying that domhi = R
p) and ιCi
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is the indicator of a closed, convex set Ci ⊂ R
p. This
allows one to embed implicit constraints in each fi.
Assumption 4 makes the whole function F strongly
convex. As a consequence, problem (1) has a unique
minimizer, denoted by x⋆.
We now prove a trivial but key result.
Lemma 1. Let f be a strongly convex function with
constant µ > 0. Let g be some function such that f ≤ g.
Let x∗ be the minimizer of f . Similarly, let y∗ be a
minimizer of g. Then µ2 ‖y
∗ − x∗‖2 ≤ g(y∗)− f(x∗).
Proof. By the definition of strong convexity,
f((1 − ν)x∗ + νy∗) ≤ (1 − ν)f(x∗) + νf(y∗)
−
µ
2
ν(1 − ν)‖y∗ − x∗‖2
for ν ∈ (0, 1). Since x∗ minimizes f , we have that
f(x∗) ≤ (1 − ν)f(x∗) + νf(y∗). Replacing the left-
hand side of the first inequality with f(x∗), rearraging
terms, and dividing both sides by ν yields
µ
2
(1− ν)‖y∗ − x∗‖2 ≤ f(y∗)− f(x∗)
Taking the limit ν → 0, and using f(y∗) ≤ g(y∗), yields
the desired result.
Our first two results show that x(t), x
(t)
0 , and all the
x
(t)
i converge to the same limit. The following theorem
uses the previous lemma.
Theorem 1. The sequences {x(t)}∞t=0 and {x
(t)
0 }
∞
t=0
converge both to some limit x∞.
Proof. Let us define f
(t)
∗ := infx f
(t)(x). Using the fact
that x(t+1) = x
(t+1)
0 = x
(t+1)
j(t) , and that x
(t+1)
i = x
(t)
i ,
g
(t+1)
i = g
(t)
i for i 6= j(t), one finds, through a series of
simple manipulations, that
f
(t)
∗ = f
(t)(x(t+1)) = f0(x
(t+1)
0 ) +
n∑
i=1
{
fi(x
(t+1)
i )
+ 〈g
(t+1)
i , x
(t+1)
0 − x
(t+1)
i 〉
}
.
(Notice that 〈g
(t+1)
j(t) , x
(t+1)
0 − x
(t+1)
j(t) 〉 = 0.)
Next, we show that f
(t)
∗ ≤ f
(t+1)
∗ for all t. Define
f (t+
1
2 )(x) = f0(x) + fˆ
(t+1)
j(t) (x) +
∑
i6=j(t)
fˆ
(t)
i (x),
where, following definition (3),
fˆ
(t+1)
i(t) (x) := fi(t)(x
(t+1)
i ) + 〈g
(t+1)
i(t) , x− x
(t+1)
i(t) 〉.
Since
0 ∈ ∂f0(x
(t+1)
j(t) ) + g
(t+1)
j(t) +
∑
i6=j(t)
g
(t)
i ,
we must have f
(t)
∗ = f
(t+ 12 )
∗ . Notice now that
f (t+1)(x) = f0(x) + fj(t+1)(x) +
∑
i6=j(t+1)
fˆ
(t+1)
i (x).
By convexity of the fi, we have fˆj(t+1)(x) ≤ fj(t+1)(x).
Additionally, we have, for all i 6= j(t), j(t + 1), that
fˆ
(t+1)
i (x) = fˆ
(t)
i (x), since the anchor point around
which we build the approximation did not change in the
meantime. One concludes that f
(t+ 12 )
∗ ≤ f
(t+1)
∗ , from
which follows immediately that f
(t)
∗ ≤ f
(t+1)
∗ .
The convexity of the fk also implies that f
(t) ≤ F
for all t, and, thus, that f
(t)
∗ ≤ F∗.
We conclude that {f
(t)
∗ }
∞
t=1 is a non-decreasing se-
quence bounded from above by F∗, and must, therefore,
converge to some f∞∗ ≤ F
∗.
We can use Lemma 1, as assumption A2 implies that
all the f (t) are strongly convex. This lemma tells us that,
for all s > t, µ2 ‖x
(s)−x(t)‖2 ≤ f
(s)
∗ −f
(t)
∗ , where µ is the
strong convexity constant of f0. Using this fact together
with the convergence of {f
(t)
∗ }
∞
t=1, one easily concludes
that {x(t)}∞t=1 is Cauchy and, therefore, convergent. We
denote its limit by x∞. Finally, since x
(t)
0 = x
(t) for all
t = 1, 2, . . ., the theorem statement follows.
We now proceed to the second result.
Theorem 2. For all i = 1, . . . , n, x
(t)
i → x
∞ a.s., where
x∞ is the limit of x
(t)
0 .
Proof. Pick any i = 1, . . . , n, and let τ(m), m =
1, 2, . . . denote the instant at which index i was picked
for the m-th time, that is, τ(1) = inf{t | j(t) = i}, and
τ(m) = inf{t | j(t) = i, t > τ(m− 1)}, m = 2, 3, . . .
Assumption A1 ensures that this subsequence is infinite.
By step 5 of algorithm 1, we know that x
(τ(m)+1)
i =
x
(τ(m)+1)
0 for m = 1, 2, . . . Furthermore, for any m
and for all t = (τ(m) + 2), . . . , τ(m + 1), x
(t)
i =
x
(τ(m)+1)
i . We can thus analyze the convergence of
{x
(t)
i }
∞
t=0 by analyzing the convergence of the subse-
quence {x
(τ(m)+1)
i }
∞
m=1.
Suppose this subsequence does not converge; then
there would be a subsequence of x
(t)
0 that does not
converge, which would contradict the previous theorem.
Similarly, if this subsequence were to converge to some
x∞i 6= x
∞, then there would be a subsequence of x
(t)
0
that was converging to something other than its limit,
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x∞, yielding a contradiction yet again. We thus conclude
that {x
(τ(m)+1)
i }, and hence the whole sequence {x
(t)
i },
must converge to x∞.
Finally, since we did not pick any i in particular, this
result must hold for all i = 1, . . . , n.
We are now ready to state our main result.
Theorem 3. Under assumptions 1-5, the iterates gen-
erated by algorithm 1 converge a.s. to the solution of
problem (1), that is, x
(t)
i → x
∗ for all i = 0, 1, . . . , n
with probability one.
Proving the above theorem requires a lot of technical
steps which obscure the flavor of the proof. For this
reason, we leave the proof of Theorem 3 as an appendix.
Below is a simpler proof which works in the case when
the fi are real-valued (that is, dom fi = R
p), and
which preserves the general idea of the main proof. The
interested reader may read the proof for the general case,
when dom fi 6= R
p, in the appendix.
Proof. (For when the fi are real-valued, i = 0, 1, . . . , n.)
Recall from the proof of Theorem 1 that
f (t)(x(t+1)) = f0(x
(t+1)
0 ) +
n∑
i=1
{
fi(x
(t+1)
i )
+ 〈g
(t+1)
i , x
(t+1)
0 − x
(t+1)
i 〉
}
.
Let us take the limit t → ∞. Since x
(t)
0 and x
(t)
k ,
k = 1, . . . , n are all converging to the same limit x∞,
and since the g
(t+1)
k are finite, the inner products in the
sum above all converge to zero. We are thus left with
f∞(x∞) = f0(x
∞) +
n∑
i=1
fi(x
∞).
The left-hand side of the equality above is f∞∗ , while
the right-hand side if F (x∞). As we have seen in the
proof of theorem 1, f
(t)
∗ < F∗ for all t. The equality
above thus implies that F (x∞) ≤ F∗, which yields a
contradiction unless we have x∞ = x∗.
V. DISTRIBUTED SCENARIOS
We now focus our attention on the changes that need
to be done to algorithm 1 so that it can be used across
several machines.
A. Federated Learning
In this setup, there are n nodes, each corresponding
to a machine, linked to a central node. Each node i, i =
1, . . . , n, knows both f0 and its fi. This would happen,
for instance, when each fi corresponds to the total loss
Algorithm 2 Fed-StochaLM
Initialization:
Central node:
1: Choose x
(0)
0 .
Nodes i = 1, . . . , n:
2: Choose (x
(0)
i , g
(0)
i ) such that g
(0)
i ∈ ∂fi(x
(0)
i );
3: Send g
(0)
i to the central node.
Main Loop:
4: for t = 0, . . . , T do
Central Node:
5: Choose j(t) ∈ {1, . . . , n};
6: Send
∑
i6=j(t) g
(t)
i to node j(t).
Node j(t):
7: Set
x(t+1) ← argmin
x
f0(x)+fj(t)(x)+
〈 ∑
i6=j(t)
g
(t)
i , x
〉
;
8: Set x
(t+1)
j(t) ← x
(t+1);
9: Set g
(t+1)
j(t) ∈ −∂f0(x
(t+1)
j(t) )−
∑
i6=j(t) g
(t)
i ;
10: Send (x
(t+1)
(j) , g
(t+1)
j(t) ) to central node.
Central node:
11: Store g
(t+1)
j(t) ;
12: Set g
(t+1)
i ← g
(t)
i for i 6= j(t);
13: Set x
(t+1)
0 ← x
(t+1)
j(t) .
Nodes i = 1, . . . , n, i 6= j(t):
14: Set x
(t+1)
i ← x
(t)
i .
15: end for
on a dataset known only to agent i, and f0 corresponds
to a regularization function.
In many federated learning applications, communicat-
ing all the data to a single machine is not feasible, either
because the joint dataset is too big to be stored in or
processed by a single machine, or because the data stored
in each agent is private.
Our method can be adapted to fit the communication
constraints of a federated learning setup. The full proce-
dure is detailed in algorithm 2.
This version of the method comprises two stages of
communication per round, after initialization: Firstly, the
central node sends
∑
i6=j(t) g
(t)
i to node j(t), so that the
latter can perform the minimization in step 7; later, node
j(t) sends the newly computed (x
(t+1)
j(t) , g
(t+1)
j(t) ) to the
central node for storage. Notice that there is no need to
communicate any fi during the whole process.
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B. Decentralized Optimization
The federated learning setup is not decentralized in
the true sense, since the central node plays a unique role
in the network. We now focus on generic networks.
Consider a generic network of n agents. Each agent i
knows both f0 and its fi. The network is connected but
not fully connected, meaning that each node is linked
only to a subset of nodes of the network. Communi-
cations are allowed to happen between nodes that are
directly linked.
Our method can be adapted to this setup via the use of
a token that travels across the agents in the network. This
token contains a (relatively small) amount of information
and its movement must comply with the network’s struc-
ture. Such movement can be modeled using a Markov
chain whose current state, j(t) ∈ {1, . . . , n}, denotes
the node the token is currently in, and whose transition
probabilities are positive if there is a direct link from the
current node to the destination node, and zero otherwise.
In [25, Section 2.1], Johansson et al. present a strategy
to build the transition matrix of the Markov chain that
does not require global knowledge of the network, mean-
ing that each agent can compute its relevant transition
probabilities locally.
The token carries the most recent iterate, x
(t)
0 , as
well as the sum of all the most recent subgradients,
g¯(t) :=
∑n
i=1 g
(t)
i . Upon receiving the token, node j(t)
uses the information on the token to perform a local
update; notice that g¯(t) − g
(t)
j(t) =
∑
i6=j(t) g
(t)
i , which
means that the optimization in step 6 of algorithm 3 is the
same as in the previous versions of the algorithm. The
node also updates the token’s variable and subgradient
sum before sending it to a neighbour. The full procedure
is described in algorithm 3.
Notice that the resulting method is asynchronous since
only the sender and recipient of the token are commu-
nicating at any given time.
VI. NUMERICAL EXPERIMENTS
In this section, and for each of the three setups
discussed before (centralized, federated, and decentral-
ized), we will compare our method with state-of-the-art
algorithms built specifically for each setup.
For each setup, we will specify the objective compo-
nents f0 and fi, 1 = 1, . . . , n. In all our applications,
each fi will depend on a dataset composed of a feature
matrix and an observed output vector. The objective
components and the dataset will vary from one setup
to another to ensure that, at all times, the assumptions
for ensuring convergence of our method and those of the
methods used for comparison are satisfied.
Algorithm 3 Dist-StochaLM
Initialization:
Nodes i = 1, . . . , n:
1: Choose (x
(0)
i , g
(0)
i ) such that g
(0)
i ∈ ∂fi(x
(0)
i );
Token:
2: Choose some x
(0)
0 ;
3: Collect g¯(t) =
∑
i g
(0)
i .
Main Loop:
4: for t = 0, . . . , T do
5: Send the token to some j(t) ∈ {1, . . . , n};
Node j(t):
6: Set
x(t+1) ← argmin
x
f0(x)+fj(t)(x)+
〈
g¯(t) − g
(t)
j(t), x
〉
;
7: Set x
(t+1)
j(t) ← x
(t+1);
8: Set g
(t+1)
j(t) ∈ −∂f0(x
(t+1)
j(t) )− (g¯
(t) − g
(t)
j(t));
9: Update x
(t+1)
0 ← x
(t+1)
j(t) on token;
10: Update g¯(t+1) = g¯(t) − g
(t)
i + g
(t+1)
i on token;
Nodes i = 1, . . . , n, i 6= j(t):
11: Set (x
(t+1)
i , g
(t+1)
i ) ← (x
(t)
i , g
(t)
i ).
12: end for
The solution of each problem, denoted by x∗, will be
computed using CVX [26], [27]. All subproblems are
solved in closed form when possible; otherwise, they are
solved using CVX. Our evaluation of the algorithms’
performance will be based on how quickly the error
relative to x∗ diminishes.
All the experiments are done by running several
Monte Carlo runs; in each run, a different sequence of
j(t) is picked. The plots show the mean of the error
across the Monte Carlo runs.
A. Centralized Setup
In this setup, we will compare our method with
Quartz [6] and with SAGA [28]. We explained how our
method differs from Quartz back in Section III; we will
briefly explain how our method relates to SAGA before
presenting the numerical results.
SAGA tackles problems of the form
min
x
h0(x) +
1
n
n∑
i=1
hi(x)
where the hi are convex and Lipschitz smooth with
constant L, and h0 is a convex function whose proximal
operator is easy to compute (such functions are called
prox-friendly).
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Fig. 1. Comparison between our method (StochaLM), SAGA, and
Quartz (centralized setup): Mean relative error across 20 Monte Carlo
trials on an experiment with n = 30, p = 120, and m = 4. ‘SAGA
opt’ and ‘SAGA’ correspond to SAGA with γ = 1/(2(λ2n+L)) and
γ = 1/(3L), respectively.
This method, like our own, approximates all the hi
but one using previously computed gradients. While our
method solves subproblem (2), SAGA does a single
descent step in a direction that depends on the current
and past subgradients of the hi, followed by a proximal
step in h0.
Notice that SAGA requires choosing the value of a
parameter γ > 0 which simultaneously specifies the
stepsize used in the descent step and the weight of the
quadratic term in the proximal step. The authors of [28]
do mention both optimal and reasonable values for this
parameter, but all of these require knowing (a bound
on) the Lipschitz constant and, sometimes, on the strong
convexity constant as well. This is in contrast with out
method, that does not have parameters, does not require
knowledge on the strong convexity constant, and does
not require the functions to be Lipschitz.
Additionally, SAGA requires the j(t) to be sampled
uniformly from {1, . . . , n}. This is a stronger assumption
than assumption A1 of our method.
A problem which easily respects the assumptions
made by all three algorithms is the elastic-net [29]
regularized least squares problem:
f0(x) = λ1‖x‖1 +
λ2
2
‖x‖22,
fi(x) =
1
2n
‖Aix− yi‖
2
2, i = 1, . . . , n,
where the Ai ∈ R
m×p and the yi ∈ R
m are feature
matrices and observed value vectors, respectively, and
λ1, λ2 > 0 are the regularization weights.
For SAGA, the definitions above correspond to
h0(x) = λ1‖x‖1
hi(x) =
1
2
‖Aix− yi‖
2
2 +
λ2
2
‖x‖22, i = 1, . . . , n,
t
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Fig. 2. Comparison between our method (StochaLM), SAGA, and
Quartz (centralized setup): Mean relative error across 20 Monte Carlo
trials on an experiment with n = 30, p = 120, and m = 4. ‘SAGA
opt’ and ‘SAGA’ correspond to SAGA with γ = 1/(2(λ2n + L))
and γ = 1/(3L), respectively. Notice that the two plots of SAGA are
overlapping.
where we have split the regularizer into its smooth and
prox-friendly parts.
As for Quartz, this corresponds to
g(x) =
λ1
λ2
‖x‖1 +
1
2
‖x‖22
φi(Aix) =
1
2
‖Aix− yi‖
2
2, i = 1, . . . , n,
since the regularization term is jointly represented as
λ2g(x), to ensure that g is 1-strongly convex.
The feature matrices and observed value vectors are
generated as follows. First, generate a vector xtrue ∈ Rp
by sampling from a uniform distribution U(−1, 1). Then,
generate each Ai by sampling from U(−1, 1) as well.
Finally, generate the observed data as yi = Aix
true+vi,
where vi is random noise generated from a Gaussian
distribution with a relatively small variance. Notice that,
because of the noise, xtrue 6= x∗.
The results for such a numerical experiment are shown
in Figure 1. We focus on the evolution of the relative
error,
e(t) :=
‖x(t) − x∗‖2
‖x∗‖2
,
averaged across the Monte Carlo runs. For SAGA, we
used the value of parameter γ that is recommended for
the strongly convex case, γ = 1/(2(λ2n + L)), where
L was computed from the singular values of the Ai.
To assess how sensitive SAGA is to the value of γ, we
also used the recommended value for when the strong
convexity constant is unknown, γ = 1/(3L).
Several things can be observed from Figure 1. One is
that the performance of SAGA is affected by the value
of γ and, thus, by the knowledge one has on the cost’s
Lipschitz and strong convexity constants. The second
observation is that our method, which has no parameters
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Fig. 3. Comparison between our method (Fed-StochaLM) and ADMM
(federated setup): Mean relative error across 20 Monte Carlo trials on
a ridge regression experiment with n = 30, p = 120, and m = 4.
Each ‘ADMM [value]’ corresponds to ADMM with ρ = [value].
to tune, is faster than SAGA, even when the latter uses its
recommended value of γ. Both our method and SAGA
outperform Quartz in this experiment.
Notice that our method makes a significant ‘jump’
right at the first iteration; this might be due to the fact
that we are solving an approximation of the original
problem instead of performing a gradient step.
We also compared our method with SAGA and Quartz
on a purely quadratic problem (that is, one with λ1 = 0).
In this case, there is no proximal step in SAGA because
h0 ≡ 0. The results are shown in Figure 2.
In this scenario, the performance of SAGA is not
affected by the value of γ, but it is still slower than
our method. Quartz is faster than SAGA in this purely
quadratic scenario, but still slower than our method.
These experiments evidence that our method, which
has no parameters that need tuning, outperforms state-
of-the-art methods that either require either knowledge
on the Lipschitz-gradient and strong-convexity constants
(SAGA), or need the computation of an adequate value
for its parameter (Quartz).
B. Federated Setup
There exists a version of ADMM specifically prepared
for star-shaped networks which was presented in [30].
This version of ADMM will serve as benchmark for our
method.
We compared our method with the federated ADMM
in a simple ridge regression problem, where
f0(x) =
λ
2
‖x‖22,
fi(x) =
1
2n
‖Aix− yi‖
2
2, i = 1, . . . , n.
The feature matrices, Ai ∈ R
m×p, and the observed
output vectors, yi ∈ R
m, were generated using the
procedure described in the previous section.
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Fig. 4. Comparison between our method (Fed-StochaLM) and ADMM
(federated setup): Mean relative error across 20 Monte Carlo trials on
a robust regression experiment with n = 30, p = 120, and m = 4.
Each ‘ADMM [value]’ corresponds to ADMM with ρ = [value].
The results of this numerical experiment can be seen
in Figure 3. In ADMM, there is no variable that directly
corresponds to our x(t) (or, equivalently, x
(t)
0 ). As such,
for this setup, we focus on the mean error across the
peripheral nodes,
e¯(t) :=
1
n
n∑
i=1
‖x
(t)
i − x
∗‖2
‖x∗‖2
.
Notice that there are several plots for ADMM, each for
a different value of the parameter ρ that is used to weigh
the terms of the sub-problems solved at each iteration of
ADMM. This parameter can affect the performance of
ADMM, so we searched across a wide range of values
for the optimal value of ρ.
Figure 3 evidences that not only does the performance
of ADMM depend significantly on the value of ρ, but
also that our method is faster than ADMM even for the
optimal value of ρ. The ‘jump’ that was observed in the
results of the previous Section is not seen here, possibly
because we are averaging the errors of all peripheral
agents instead of tracking the error in terms of x(t).
To test our method’s performance when the cost is
not purely quadratic, we also ran simulations on a
problem where outliers are expected. The data used in
this scenario is generated similarly to that of the ridge
regression problem, with the difference that the noise in
the observed output is sampled from a standard Laplace
distribution, and then multiplied by a small constant. The
cost function components for this setup are
f0(x) =
λ
2
‖x‖22,
fi(x) =
1
n
m∑
k=1
φM (Ai,kx− yi,k), i = 1, . . . , n,
where φM is the Huber function with half-width M ,
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and Ai,k, yi,k are the k-th lines of Ai and yi, which
correspond to the k-th observation stored in node i.
The Huber function, being linear for large values of its
argument, is expected to be more robust to outliers than
the squared error. The results for this experiment are
shown in Figure 4.
Again, our method outperforms ADMM even when
the latter uses an optimal value of ρ.
We also ran experiments to compare our method
with other algorithms for federated setups, such as
FedAvg [31], FedProx [32], and an adaptation of
PDMM [33] for federated scenarios which was rencently
proposed in [34]. However, these methods’ performances
were worse than that of ADMM and of our method in
both the quadratic and non-quadratic case, so we omit the
results corresponding to these methods from the plots.
C. Decentralized Setup
There are several methods which solve optimization
problems in a truly decentralized fashion. Since our
method is token-based, we compare it with the stochastic
gradient descent (SGD) method proposed in [25].
This method solves problems of the form
min
x
∑n
i=1 hi(x)
s.t. x ∈ X
(8)
using the following iterative scheme:
x(t+1) = PX {x
(t) − α(t)gj(t)(x
(t)},
where P is the projection operator, {α(t)}∞t=0 is a
predefined sequence of stepsizes, and gj(t)(x
(t)) ∈
∂hj(t)(x
(t)). The component that is chosen at round
t, denoted by j(t) ∈ {1, . . . , n}, follows the state
of an ergodic Markov Chain with uniform stationary
distribution. (Our method does not need the stationary
distribution of the Markov Chain to be uniform, as long
as assumption A1 is satisfied.)
We chose to compare our method and the SGD
proposed in [25] in a least squares problem with elastic
net regularization [29], where
f0(x) = λ1‖x‖1 +
λ2
2
‖x‖22,
fi(x) =
1
2n
‖Aix− yi‖
2
2, i = 1, . . . , n,
and, equivalently,
hi(x) =
1
2n
‖Aix− yi‖
2
2 +
λ1
n
‖x‖1 +
λ2
2n
‖x‖22.
The feature matrices Ai and observed output vectors
yi were generated in the same way as in the previous
sections.
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Fig. 5. Comparison between our method (Dist-StochaLM) and SGD
(decentralized setup): Mean relative error across 20 Monte Carlo trials
on a elastic-net regression experiment with n = 30, p = 120, and
m = 4. ‘SGD 1/t’ and ‘SGD constant’ correspond to SGD with
shrinking and constant stepsizes, respectively.
Figure 5 shows the evolution of the relative the error
of the token,
e(t) :=
‖x(t) − x∗‖2
‖x∗‖2
,
averaged across the Monte Carlo runs. We compared our
method with two versions of SGD, one with a constant
stepsize (the largest one for which the algorithm did not
diverge), and one where α(t) = α0/(t+ 1).
The results in Figure 5 evidence how the shrinking
stepsizes slow down SGD. Just like in the experiments
of Section VI-A, our method makes a relatively large
jump right at the first iteration.
VII. CONCLUSIONS
We presented a stochastic method for solving com-
posite convex problems which can be easily adapted
to both centralized and distributed setups. Our method
has strong convergence guarantees, and makes a less
restrictive assumption on its stochasticity compared to
other methods in the literature. Additionally, unlike most
methods in the literature, our method does not have
hyper-parameters that need tuning.
Numerical experiments evidence that in all three
centralized, federated, and decentralized scenarios, our
method performs comparably or better than methods
specifically designed for those scenarios.
APPENDIX
We now prove Theorem 3 under assumptions 1-5, but
without the additional assumption that the fi are real
valued (that is, we now allow dom fi 6= R
p). We begin
with a lemma that states an optimality property for the
sequence generated by our algorithm.
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Lemma 2. Let {(x
(t)
0 , x
(t)
1 , . . . , x
(t)
n )}t≥0 be the se-
quence generated by algorithm 1. For large enough
t, the point (x
(t)
0 , x
(t)
1 , . . . , x
(t)
n ) is a minimizer of the
optimization problem
min
x0,x1,...,xn
f0(x0) +
∑n
i=1 fi(xi)
s.t. x0 − xi = x
(t)
0 − x
(t)
i , i = 1, . . . , n.
(A.9)
Proof. Let
L(x0, x1, . . . , xn;λ1, . . . , λn) = f0(x0) +
n∑
i=1
fi(xi)
+
n∑
i=1
λ⊤i (x0 − xi − (x
(t)
0 − x
(t)
i ))
be the Lagrangian associated with problem (A.9).
For large enough t, specifically, for
t > max{t1, . . . , tn}, where ti is the first iteration at
which the function fi was chosen to be minimized,
algorithm 1 guarantees that
(x
(t)
0 , . . . , x
(t)
n ) = argmin
(x0,...,x1)
L(x0, . . . , xn;λ
(t)
1 , . . . , λ
(t)
n ),
where λ
(t)
i = g
(t)
i . (Recall that g
(t)
i ∈ ∂fi(x
(t)
i ) for i =
1, . . . , n.)
The conclusion of the Lemma now follows from
Everett’s theorem, e.g., see [35, Theorem 2.1.1].
We are now ready to prove Theorem 3. Recall from
Theorem 2 that the sequence generated by our algorithm
converges to x∞, that is,
lim
t→∞
x
(t)
i = x
∞, i = 0, 1, . . . , n. (A.10)
For the next step, we claim that
F (x∞) = f0(x
∞) +
n∑
i=1
fi(x
∞) ≤ F (y) (A.11)
whenever y is such that y ∈ ri dom fi for i =
0, 1, . . . , n; such a y exists by assumption 5.
To prove this claim, choose y ∈ ri dom fi for
i = 0, 1, . . . , n. Next, introduce the shifted sequence
{(y
(t)
0 , y
(t)
1 , . . . , y
(t)
n )}t≥0 defined as
y
(t)
i = x
(t)
i + (y − x
∞), i = 0, 1, . . . , n.
Each {y
(t)
i }t≥0 is the original sequence {x
(t)
i }t≥0 shifted
by the vector d = y − x∞.
Let t be fixed. Since
y
(t)
0 − y
(t)
i = x
(t)
0 − x
(t)
i , i = 0, 1, . . . , n,
the point (y
(t)
0 , y
(t)
1 , . . . , y
(t)
n ) is feasible for the optimiza-
tion problem (A.9), and Lemma 2 implies that
f0(x
(t)
0 ) +
n∑
i=1
+fi(x
(t)
i ) ≤ f0(y
(t)
0 ) +
n∑
i=1
fi(y
(t)
i ).
(A.12)
We want to take the limit t → +∞ on both sides
of (A.12).
To deal with the left-hand side of (A.12), note that,
for t ≥ max{t0, t1, . . . , tn}, where the ti are the same
as in the proof of Lemma 2, we have x
(t)
i ∈ dom fi
for i = 0, 1, . . . , n. As a consequence, the limit (A.10),
together with the closedness of dom fi (assumption 3),
implies that x∞ belongs to the domain of all the fi, that
is, x∞ ∈ dom fi for i = 0, 1, . . . , n. Finally, because
each fi is continuous on its domain (assumption 2),
lim
t→+∞
f0(x
(t)
0 ) +
n∑
i=1
fi(x
(t)
i ) = F (x
∞). (A.13)
We now turn to the right-hand side of (A.12). We be-
gin by showing that, for large enough t, y
(t)
i ∈ dom fi
for all i = 0, 1, . . . , n. To do this, choose any i ∈
{0, 1, . . . , n}. Next, write the affine subspace spanned
by dom fi, denoted by aff dom fi, as aff dom fi =
y + Li, where Li is a linear subspace.
Since y and x∞ belong to every dom fi, the shift
d = y − x∞ is a vector in Li. Therefore, the shifted
sequence y
(t)
i = x
(t)
i +d belongs to aff dom fi for t ≥ 0
(recall that x
(t)
i is a point in the domain of fi).
Because y
(t)
i converges to y ∈ ri dom fi, we conclude
that y
(t)
i ∈ dom fi for large enough t. Finally, since
y ∈ dom fi for i = 0, 1, . . . , n, and since each fi is
continuous on its domain,
lim
t→+∞
f0(y
(t)
0 ) +
n∑
i=1
fi(y
(t)
i ) = F (y). (A.14)
Using both (A.13) and (A.14) to take the limit t → ∞
in (A.12) proves our claim, (A.11).
Now take the solution of problem (1), x⋆, and a point
x¯ ∈ ri dom fi for i = 0, 1, . . . , n (which exists by
assumption 5). Define the sequence {y(r)}r≥0 as
y(r) = (1 − 1/r)x⋆ + (1/r)x¯, r = 0, 1, . . .
Each y(r) is in ri dom fi for i = 0, 1, . . . , n, e.g.,
by [36, Lemma 2.1.6]. Using claim (A.11), we have that
F (x∞) ≤ F (y(r)), r = 0, 1, . . . (A.15)
Since each fi is continuous on its domain, taking
the limit r → +∞ in (A.15) yields F (x∞) ≤ F (x⋆),
thereby showing that x∞ is optimal—in fact, x∞ = x⋆.
Theorem 3 is proved.
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