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Abstract
In this paper we examine a Langevin interpretation of the stochastic process algebra PEPA. We show how
previous work on chemical systems yielding sets of stochastic diﬀerential equations (SDEs) can be adapted
to the domain of computer systems. Two simple examples are then examined. Their experimental results
show a good match between traditional Markovian interpretation of PEPA and the SDE interpretation
introduced here. It also raises the problem of boundary conditions which is brieﬂy discussed and for which
we propose a solution.
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1 Introduction
Stochastic modelling of computer systems using Markov processes and stochastic
process algebras, such as PEPA [5], has been hugely successful. It has, amongst
other things, led to greater understanding of the systems in question, the ability to
predict rare behaviour accurately and helped the engineering of computer systems.
The major limiting factor of Markovian methods turns out to be the underlying
state space. This tends to grow extremely rapidly as more components and/or
more component-types are introduced.
To avoid this state-space explosion, ﬂuid-ﬂow approximations were introduced,
see e.g. [6]. These can lead to models with ordinary diﬀerential equations (ODEs)
which have the attractive property that they grow in the number of component-
types but are insensitive to the number of components within these types. However
they do not exhibit stochastic behaviour, which can be an important limitation
of their eﬀectiveness, especially when the number of components is not extremely
large.
In this paper we will outline a modelling approach based on Gillespie’s Langevin
equations for chemical systems [3] and apply it to two simple PEPA models of
computer systems. This will lead to sets of stochastic diﬀerential equations (SDEs)
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which retain the scalability of ODE models but exhibit stochastic behaviour. We
will view these SDE models as an interpretation of the higher-level PEPA model
and compare them to another interpretation, that of stochastic simulation through
the stochastic simulation algorithm (SSA) [2].
The structure of the paper is as follows. First we will discuss some related work
in Section 2. We will then, in Section 3, focus on one particular approach: the
chemical Langevin equation, which we apply to a simple single component model
in Section 4 and a slightly more complicated server-client model in Section 5. This
will raise the issue of boundary conditions which we consider in Section 6 before
discussing conclusions and future work in the ﬁnal Section 7.
2 Related work
There is a large body of work concerning the modelling of systems through stochastic
diﬀerential equations. We will focus on three strands of work that seem promising
for adaption. Ultimately we would like to have a clear link between not only the
SDE interpretation and the PEPA-system, but also two other interpretations of
this: the Markov process and the (ﬂuid ﬂow) ordinary diﬀerential equations.
2.1 Heavily loaded queues
An obvious candidate would be work on SDE-approximations of heavily loaded
queues, since the link between queueing systems and Markov processes is very
strong. Examples can be found in work by many diﬀerent authors, e.g. [4], [9]
and [13]. The common denominator for almost all these approaches is the assump-
tion that the traﬃc is heavy, which might not always be appropriate for the systems
we would like to model.
A more serious problem is that all these models are derived using the structure
of the entire system. So there does not seem to be a way of using these derivations
to get an SDE description of a generic PEPA-model. Instead, each time we would
have to handcraft a model, without any guarantee that it is even possible. This is
not satisfactory for our purposes.
2.2 Network traﬃc
There is also a strand of work concerned with network traﬃc. Partly this is driven
through experimental results, e.g. [11] and [1]. Partly this is from theoretical
considerations such as [12]. It seems, again, quite problematic to adapt. The
theoretical basis supplied by work on network traﬃc seems to depend heavily on
the aggregation of many (often heavy-tailed) sources. The resulting traﬃc stream
is then shown to have a certain form. As an example we could consider a system
with many clients and a few servers. We could assume that the clients generate this
kind of request stream for the servers. But we are then still left with the problem
of ﬁnding the result of the interaction of this stream with the server which exhibits
stochastic behaviour itself. This is a simple example but perhaps indicative of the
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problems applying these types of models can yield.
2.3 Chemical systems
Although chemical systems can at ﬁrst seem a rather strange application domain to
examine, there has been fairly successful work on scalable stochastic models in this
area. They too have a low level description of, at least in principle, any chemical
system in the form of the chemical master equation (CME). This describes a Markov
process which suﬀers from state-space explosion when the number of molecules
grows. There has been some recent work, see e.g. [7], on analytical solutions of this
Markov process. So far the results are very limited and do not seem to be advanced
enough for our purpose.
More promising seems an approach introduced by Gillespie, where the CME is
approximated by a (chemical) Langevin equation. In the next section, Section 3, we
will discuss this derivation in a bit more detail, although the reader is still referred
to the original paper [3] for details. For now we will outline some of the properties
that make this approach so attractive to us.
Perhaps most importantly we can note that the procedure of deriving the chem-
ical Langevin equation does not depend on the entire system at every step. Instead
we can examine each reaction channel in isolation and translate it into a stochastic
diﬀerential equation. This means that for our application domain we can examine
each interaction-type in the system in isolation. So we can automate this process
much more easily. Furthermore the Langevin interpretation not only derives from
the Markov process, but it also takes a form that allows us to link it to the ODE
interpretation with some added noise. The major downside seems to be that not all
systems we might want to model satisfy the two assumptions the derivation makes.
In Section 6 we will look at some of the consequences of this and consider solutions.
3 The chemical Langevin equation
In this section we will very brieﬂy summarize the derivation of the chemical Langevin
equation as outlined by Gillespie in the seminal paper [3]. In it he considers a well-
stirred mixture of molecular species that interact. He then introduces a propensity
function aj(x) for each reaction channel, which corresponds to the rate with which
reactions in channel j occur, given global state x. Linked to this we also have
the state-change vector ν. It records for each species i and each reaction chan-
nel j how many molecules νj,i are produced by one reaction of type j. Negative
values correspond to molecules being removed from the system. This gives rise to
a Markov process which can be described by the previously mentioned chemical
master equation.
We can denote the system state at time t, i.e. how many molecules are present
of each type i, as the vector for all i of Xi(t). As a ﬁnal piece of notation, we
introduce the random variable Kj(xt, τ). This represents the number of reactions
that occur in the interval [t, t + τ ], given state xt at time t in channel j.
An equivalent, although slightly unusual, way of denoting the chemical master
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equation is by denoting the system as:
Xi(t + τ) = xt,i +
M∑
j=1
Kj(xt, τ)νj,i . (1)
Here M is the number of reaction channels. In order to approximate this chemical
master equation, two assumptions are made. The ﬁrst is to assume there is a time-
step τ such that none of the propensity functions aj changes appreciable. One way
of meeting this requirement is by letting τ be very small, since for any non-negative
population level this will satisfy the assumption. In general larger population levels
allow us to pick larger τ values.
The eﬀect of this ﬁrst assumption is that for a small time interval τ , we can treat
the number of reactions that take place in any reaction channel as independently
distributed Poisson variables Pj. This means we can write equation 1 as:
Xi(t + τ) ≈ xt,i +
M∑
j=1
Pj(aj(xt), τ)νj,i . (2)
The second assumption states that within this interval τ many reactions take
place in each reaction channel. This is obviously somewhat at odds with the ﬁrst
assumption. One way in which they can be met simultaneously is when the number
of molecules is high for each reaction channel. Then even for small intervals τ , many
reactions will happen.
This second assumption is made so the Poisson random variables can be approx-
imated by Gaussian random variables. This is also where we go from a discrete to
a continuous population. The random variables are still independently distributed
as a consequence of the ﬁrst assumption. Using this and rewriting everything to
standard normal random variables Nj , we ﬁnd that the exact equation 1, can be
approximated by:
Xi(t + τ) ≈ xt,i +
M∑
j=1
νj,iaj(Xt)τ +
M∑
j=1
νj,i
√
(aj(Xt)τ)Nj . (3)
Since any τ satisfying both conditions must be very small we will denote it as
the inﬁnitesimal time step dt used in calculus. If we then also introduce Bjt as
standard, independent, Wiener processes, we get the Langevin equation:
dXi(t)
dt
=
M∑
j=1
νj,iaj(Xt) +
M∑
j=1
νj,i
√
(aj(Xt)B
j
t . (4)
It should be noted that the form of the propensity function is not used in this
derivation explicitly. It does have some inﬂuence on how easy or hard it is to
ﬁnd a timescale τ that satisﬁes the two assumptions. For chemical systems, the
propagation function for a bi-molecular reaction between P1 and R1 is given by
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a(P1, R1) = c1P1R1, where we use P1 to denote the quantity of molecule type P1
as well as the type itself. The constant c1 is a reaction constant, depending on the
type of reaction, the temperature, the size of the container, etc. This is generally
called ‘mass action’ dynamics.
In this paper we consider computer systems. The equivalent of the bi-molecular
reaction above, would be two components P1 and R1 cooperating over an action.
The model we use for the rate with which this reaction occurs is the ‘minimum rate’
interaction. The logic being that both components contribute at their individual
rate and so an action is performed at the minimum, i.e. slowest, of the two rates,
or min(r1, r2) when r1 and r2 are the individual rates. If we have P1 components
of type P1 and R1 of that type, the overall reaction rate then is min(r1P1, r2R1).
In this paper we will assume minimum rate interaction is the appropriate propen-
sity function when two components are cooperating:
a(P,R) = min(r1P, r2R) . (5)
Likewise for a component transforming independently of the rest of the system, we
get:
a(P ) = min(r1P ) = r1P . (6)
We will use the Langevin equation (4) with propensity functions (5) and (6) from
now on.
4 A simple two-phase component
4.1 The model
As a ﬁrst example we look at a very simple system going through two phases. One
possible interpretation would be a server that alternates between busy and idle. We
use the PEPA language to write this. For a detailed description of PEPA, see [5],
we will only mention the subset of the syntax needed for the paper here. In PEPA
we deﬁne components and the actions they can perform. E.g. P1
def
= (task1, r1).P2
means component P1 carries out action task1 with rate r1 and will then behave as
component P2. We also deﬁne interaction between components. Here P1 
task1
R1
denotes components P1 and R1 having to cooperate in order to carry out task1. The
rate of this cooperation is the minimum of the two. The notation for independent
concurrent behaviour is P1||P2. We can also denote multiple copies of a component,
e.g. P1[N1] denotes we have N1 copies of component P1.
Throughout this paper we will write P1 to denote the component type and P1
the number of components of this type.
Using the PEPA language we can write a set of servers cycling through two
phases as:
P1
def
= (task1, r1).P2 ,P2
def
= (task2, r2).P1 ,P1[N1]||P2[N2] . (7)
Here 1/r1 is the mean time in phase 1 and 1/r2 is the mean time in phase 2. We will
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brieﬂy consider the behaviour of this system as the initial number of components of
type P1 and P2 grows. For this system in isolation this can be considered trivial.
The state space only grows linearly and the behaviour should rapidly converge to
that of the (ﬂuid-ﬂow approximation) ODEs:
dP1
dt
= −r1P1 + r2P2 , (8)
dP2
dt
= −r2P2 + r1P1 . (9)
This has the solution:
P1(t) =
r2
r1 + r2
[P1(0) + P2(0)] +
r1P1(0) − r2P2(0)
r1 + r2
e−(r1+r2)t , (10)
P2(t) =
r1
r1 + r2
[P1(0) + P2(0)]− r1P1(0) − r2P2(0)
r1 + r2
e−(r1+r2)t . (11)
We can use the method outlined in section 3 to derive a Langevin approximation
of this system. This results in the following SDEs:
dP1
dt
= −r1P1 + r2P2 −
√
r1P1B
1
t +
√
r2P2B
2
t , (12)
dP2
dt
= −r2P2 + r1P1 −
√
r2P2B
2
t +
√
r1P1B
1
t , (13)
where B1,2t are standard, independent, Wiener processes.
There is a clear connection between the ordinary diﬀerential equations (8)-(9)
and the stochastic diﬀerential equations (12)-(13). The diﬀerence being noise terms
of ‘size’ ±(√r1P1B1t −
√
r2P2B
2
t ) between them.
Instead of focussing on the analytical solution of equations (12)-(13), we will
work with the numerical approximation of this solution in the form of the Euler-
Maruyama approximation. As the name suggests this is the SDE-equivalent of the
Euler scheme for ODEs. See e.g. [10] for a detailed description. We have used an
arbitrary step-size of 0.001 throughout. Similarly for the PEPA model we will focus
on stochastic simulations, as obtained through Gillespie’s Stochastic Simulation
Algorithm (SSA).
4.2 Noise ﬁtting
Our ﬁrst experiment will be to vary the population level. We know that for a
population level growing to inﬁnity both the SDE and the Markov process converge
on the ODE solution. There are very few theoretical results on the exact nature
of that convergence. Below in Figures 1 and 2 we show some experimental results
with r1 = r2 = 1. Given the symmetrical nature of the system only the traces for
P1 are shown since the behaviour of P2 is similar.
The two set of traces look quite similar and it is encouraging that they ﬂuctuate
in the same range of values. For a better indication of the variances we show the
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Fig. 1. Traces of the stochastic simulation for diﬀerent population levels.
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Fig. 2. Traces of the Langevin equation for diﬀerent population levels.
mean variance of 50 SDE- and 50 SSA-traces in Table 1 below. We can see they
match very well.
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components per type SDE var SSA var
100 components 43.2 43.7
200 83.2 88.5
400 174 171
Table 1
Variance of SDE- and SSA-traces for diﬀerent population levels. Means over 50 traces.
4.3 Time-scaling
As a next step we can check the inﬂuence of the rates on this ﬁt. For the SSA model
the exact value of the rates r1 and r2 does not matter. It is only their relative value
that determines the behaviour as diﬀerent rates correspond to a diﬀerent scaling of
time. For the SDE system this is not so obvious. In Figure 3 we show SDE traces
for various rates but with P1(0) = P2(0) = 100 throughout. These three traces do
seem diﬀerent, but when we change the timescale appropriately with the rates we
get Figure 4. Here we can see the three traces are extremely similar.
0 1 2 3 4 5 6 7 8 9 10
70
80
90
100
110
120
130
time
P 1
r1 = r2 = 1
0 1 2 3 4 5 6 7 8 9 10
70
80
90
100
110
120
130
r1 = r2 = 0.125
time
P 1
0 1 2 3 4 5 6 7 8 9 10
70
80
90
100
110
120
130
r1 = r2 = 8
time
P 1
Fig. 3. Traces of the SDE for diﬀerent rates.
This seems to strongly indicate that the Langevin model can be scaled in time,
just like the SSA model. This is a highly desirable property.
4.4 Asymmetrical rates
So far we have considered only the situation where the rates r1 and r2 are equal. In
this subsection we will change that by letting the rate r2 vary. Again we exploit the
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Fig. 4. Traces of the SDE for diﬀerent rates but with time rescaled.
inherent symmetry in the system by keeping r1 = 1 and considering that to be the
lowest rate. In eﬀect this means we label P1 to be the most common state of the
component under consideration. We will assume P1(0) = P2(0) = 100 throughout.
Increasing r2 should have two main eﬀects. Firstly in the (ODE) equilibrium P1
should be higher. For the stochastic traces this should mean that the population
values should ﬂuctuate around this higher equilibrium. Secondly this equilibrium
should be reached more quickly even though the starting state lies further away
from this.
In Figure 5 we show an SSA- and an SDE-trace as well as the ODE solution for
r1 = 1 and r2 = 2. We can again note the similarities between the SSA-trace and
the SDE-trace. For these traces the sample variances are quite diﬀerent, 33 for the
SSA-trace and 63 for the SDE trace. This is most likely due to the faster climb of
the SSA-trace to the approximate equilibrium which lies at 133.3. Indeed if we just
consider the last half of the traces, from t = 5 to t = 10, the sample variance of the
SSA-trace is 17 and that of the SDE trace is 18.9. This slower climb is not present
in all traces and seems to be a random eﬀect of this particular trace. If we compare
the mean of the variance over 20 traces we ﬁnd the mean sample variance of the
SSA-traces is 17.3 and the mean variance of the SDE-traces is 17.6.
In Figure 6 we show an SSA- and an SDE-trace for r2 = 8 as well as the ODE
solution. Here the SDE-trace actually has a slightly lower sample variance than the
SSA-trace, 50 versus 54. Although if we focus on the last half of the trace, from
t = 5 to t = 10 both sample variances are 15.
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Fig. 5. Behaviour of an SSA-trace, an SDE-trace and the ODE solution for r1 = 1 but r2 = 2.
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Fig. 6. Behaviour of an SSA-trace, an SDE-trace and the ODE solution for r1 = 1 but r2 = 8.
5 A client-server system
In this next section of the paper, we will look at a more complicated model that
builds on the previous example. It is a client-server system where the client and
server have to synchronize over a task before they both do a (separate) reset task.
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In PEPA we can write this model as:
P1
def
= (task1, r1).P2 , (14)
P2
def
= (task2, r2).P1 , (15)
R1
def
= (task1, r3).R2 , (16)
R2
def
= (reset, r4).R1 , (17)
(P1[N1]||P2[N2]) 
task1
(R1[N3]||R2[N4]) . (18)
An alternative way of looking at this can be provided by the pseudo-chemical
notation:
P1 + R1
λ−→ P2 + R2 , (19)
P2
r2−→ P1 , (20)
R2
r4−→ R1 . (21)
Here we denoted by P1,2 and R1,2 the number of components of each type. Since
client P1 and server R1 have to cooperate, this is equivalent to ‘reacting’ with
each other. We still have to deﬁne the rate for this ﬁrst ‘reaction’ (19). Since both
server and client have to synchronize over this interaction the appropriate rate is the
minimum of the rates hence λ = min(r1P1, r3R1), as per the discussion in Section
3.
From this discussion we can easily ﬁnd the Langevin approximation as:
dP1
dt
= r2P2 −min(r1P1, r3R1) +
√
r2P2B
2
t −
√
min(r1P1, r3R1)B
1
t , (22)
dP2
dt
= −dP1
dt
, (23)
dR1
dt
= r4R2 −min(r1P1, r3R1) +
√
r4R2B
3
t −
√
min(r1P1, r3R1)B
1
t , (24)
dR2
dt
= −dR1
dt
. (25)
In the next subsections we will compare the behaviour of this Langevin approxima-
tion to that of the stochastic simulation algorithm.
5.1 Results
As a ﬁrst experiment we set the rates of the system at r1 = 1, r2 = 2, r3 = 2 and
r4 = 4 and start with 100 clients and 50 servers. We show an SDE-trace and an
SSA-trace in Figure 7.
We only plot the number of servers and clients in phase 1 since through con-
servation this completely describes the system. For this population level the SDE
seems a very good match for the SSA-trace. When we increase the population sizes
further, we ﬁnd the match seems to improve even further, see e.g. Figure 8. This
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Fig. 7. Behaviour of both the SSA-trace (left) and the SDE-trace (right) for a simple client-server system
with 100 clients and 50 servers.
does not seem entirely due to convergence on the ODE solution since there still are
signiﬁcant ﬂuctuations (over 20% in the case of Resource2) around the mean.
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Fig. 8. Behaviour of both the SSA-trace (left) and the SDE-trace (right) for a simple client-server system
with 400 clients and 100 servers.
So far we have taken the starting state more or less for granted since for the
stochastic simulation it does not matter in which state the servers and client start,
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apart from some brief transient behaviour at the start. For the SDE we will see
that the matter is more complicated. We will look at the system considered above,
with 50 clients and 15 servers.
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Fig. 9. Behaviour of both the SSA-trace (left) and the SDE-trace (right) for a simple client-server system
with 25 clients in each phase, 10 servers in phase 1 and 5 in phase 2.
In Figure 9 we show the behaviour from an initial state where 25 clients are in
phase 1, i.e. trying to cooperate with the server, and 25 are in phase 2 where they
are performing task 2 on their own. Furthermore 10 servers are initially in state 1,
available for cooperation with the clients, and 5 in state 2, i.e. in a reset process.
Again the traces look extremely similar and the sample variances are quite close,
e.g. 10.5 for the SSA-trace of Client1 and 9.5 for the SDE-trace.
It should be noted that the graininess of the SSA-trace is not an artifact of any
numerical procedure. Instead it is a consequence of the relatively low amount of
state-changes that happen over this time period, compared to the SDE trace.
In Figure 10 we show the same system with a diﬀerent starting state. Now
all servers and clients start in phase 1, i.e. trying to cooperate. We only show
the number of servers and clients in phase 2 this time. For the SSA trace this
diﬀerent starting state makes no diﬀerence after a suﬃcient warm-up period. For
the SDE-trace this also seems to be the case. However, the plots here only show the
real component of these numbers. Right at the start when the number of servers
and clients in phase 2 is small, the noise introduced by the SDE makes both of
them become negative. Since the Langevin equations (22)-(25) contain square root
terms, negative amounts give rise to imaginary amounts of servers and clients. This
is clearly unacceptable.
In general this cannot easily be solved by choosing appropriate starting condi-
tions. If we look at a system with slightly diﬀerent rates, r1 = 1, r2 = 2, r3 = 5 and
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Fig. 10. Behaviour of both the SSA-trace (left) and the SDE-trace (right) for a simple client-server system
with low starting conditions.
r4 = 15, it becomes clear why. Note that the only diﬀerence is that in this system
the servers reset quickly. This means the number of servers in phase 2 will be very
low. We set the starting state at 25 clients in each phase and 10 servers in phase 1,
5 in phase 2, so nowhere near the boundaries.
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Fig. 11. An SDE-trace when R2 can be become low. We show the value of R2 (top) and the size of the
imaginary part of the overall population (bottom).
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In Figure 11 we show both an SDE-trace for R2 and the absolute value of the
imaginary component of the population. Again the noise introduces negative values
which in turn give rise to an unacceptable imaginary component to the population.
Even though the negative and imaginary values might be fairly low, there seems to
be no meaningful interpretation of either.
This behaviour is by no means limited to systems that contain a low overall
number of components. It will be present whenever any component-type can reach
a low population, especially when it interacts with a component-type that has high
population level. In that case the size of the noise term will be bigger and hence
negative values are more likely. In particular this means that modelling instant
state-transitions with very fast rates will give rise to these negative and imaginary
values.
The reason for this problematic behaviour can be found in the derivation of the
Langevin equations. The second assumption made about the timescale is violated
if we have a low number of any component-type. For that type it is no longer
reasonable to assume that ‘enough’ happens within a (small) timescale so that we
can use the normal approximation. It is intriguing to speculate about situations that
would violate the ﬁrst assumption, i.e. that the rate of change is fairly independent
between species. The author has yet to ﬁnd an example of this.
6 Boundary conditions
There does not seem to be any straightforward way of adapting the derivation of
the Langevin-equation so that it does not allow for negative values. As discussed
above, the negative values are a consequence of violating one of the assumptions
made. In order to use the SDE-interpretation outlined above, the model should not
have any component-type that can reach low population levels. This is clearly a
major limitation to the systems we can consider. So in this section we will very
brieﬂy explore diﬀerent ways of preventing negative values to be reached and ad-
vocate one method. None of these methods have the rigorous derivation previously
considered but might still be of practical use in cases where low population lev-
els are unavoidable. It should be noted that we will focus on the case of nega-
tive values because they are the most problematic. More formally we should also
consider upper-boundaries. The Langevin approximation however conserves mass.
This means that, at least for most cases, upper-boundaries are guaranteed when
non-negative values are guaranteed.
6.1 Redraw
A ﬁrst try could be to simply redraw any random variable that yields a negative
population level. There are two problems with this. The ﬁrst is theoretical. It
is not clear to the author how a system with redraws could be formally discrib
ed. The stochastic processes resulting from combining redrawing with the Langevin
SDEs do not even seem to be Brownian motion. The second is practical. It might
require a great deal of redraws before a realisation is found that forces the resulting
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population level to be positive. For both these reasons, this approach does not seem
very appropriate.
6.2 Reﬂecting boundaries
We could also assume that once a population level hits zero (or more generally any
minimum allowed level), the stochastic process is reﬂected. By this we mean that
instead of assuming a negative value, the population level assumes a suitable positive
value. This could be the absolute of the negative value or some pre-speciﬁed positive
value. This is the approach taken, in the context of queues, in e.g. [4]. It gives
rise to stochastic processes called reﬂecting (or refracting) Brownian motion that
are provably a form of Brownian motion. (See [8].) The downside of this approach
is that we have to pre-specify a reﬂection matrix or value. It is not entirely clear
what the physical meaning of this value would be, let alone how much impact it
will have on the behaviour of the model.
6.3 Absorbing boundaries
In some cases we can assume that once a component type has zero population level it
will stay that way from that time on. This gives rise to a stochastic process called
absorbing Brownian motion. This is again equivalent to some form of Brownian
motion. (E.g. see [8].) The downside of this process is that it never allows for
an increase of the population of that component type, even when in the physical
system this might be unjustiﬁed. E.g. in the server-client system considered above
if all the clients are in phase 1 at any point in time, no client will ever be allowed
to be served, regardless of the number of available servers. Given the interpretation
of this model, this is clearly undesirable.
6.4 Weakly absorbing boundaries
Based on the options outlined above, we suggest a weaker form of absorbing bound-
aries. Instead of forcing a population level to remain at zero, we set it at zero
when it hits a negative population but do not force it to remain there. This means
that no interaction requiring the presence of that component type can take place.
E.g. in the server-client system considered above, if the servers are all in phase 2,
no client can move from phase 1 to phase 2. But it is possible for a server to go
from phase 2 to phase 1, thus creating server population of type 1. This seems to
be a reasonable compromise between the case of absorbing boundaries and that of
reﬂecting boundaries.
Note that we oﬀer no proof that this stochastic process with weakly absorbing
boundaries is a form of Brownian motion. Intuitively we feel this should be the case
since this can be considered to be reﬂecting Brownian motion with an inﬁnitely
small positive value. Or alternatively, with an all-zero reﬂective matrix. Whether
this intuition holds technically is out of scope for this paper.
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P1 P2 R1 R2
SSA 33.0 17.0 12.8 2.2
SDE 33.0 17.0 12.7 2.3
Table 2
Mean of SDE- and SSA-traces for various components.
6.5 Results
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Fig. 12. Comparison of an SSA trace (left) and an SDE-trace with weakly absorbing boundaries (right).
Shown is Client1 (top) and Resource2 (bottom).
We compare the behaviour of this modiﬁed SDE with weakly absorbing bound-
aries with that of an SSA-trace in Figure 12. The ﬁrst thing to note is that the
means of the SSA and weakly absorbing boundary SDE seem still the same. When
we take the mean over 10000 traces of either we ﬁnd the means displayed in Table 2.
Note that while previously we were guaranteed the same mean given the symmet-
rical nature of the Gaussian noise, this was not clear in this case. It might, in fact,
be very diﬃcult to ﬁnd the mean of the SDE with weakly absorbing boundaries
analytically, depending on whether it can be linked to Brownian motion or not.
It should be noted that when the population becomes larger, i.e. R1,2 grows,
the boundaries matter less and less, as can be seen in Figure 13. For 30 servers
there is some tendency for the R2 level to become negative, but for higher numbers
of servers there are always several being rest, however quick this process may be.
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Fig. 13. Comparison of SDE-traces with weakly absorbing boundaries between various population levels.
The behaviour of R2 is shown.
7 Conclusions and Future Work
In this paper we have presented an interpretation of PEPA models that aims to com-
bine the scalability of ODE-models with the stochastic nature of Markovian models.
We suggested the approach used by Gillespie to deﬁne a chemical Langevin equation
since it has a clear link to Markovian models and also seems easily automated for
larger models. This approach constructs a set of stochastic diﬀerential equations
that describe the population levels of components in the system. Although we have
focused on realizations of these SDEs, the SDE description can, at least in theory,
also be approached by analytical means yielding exact results.
The main change to Gillespie’s modelling approach for chemical systems is the
introduction of minimum rate interaction. This does not change the legitimacy of
the derivation but does reﬂect the dynamics of computer systems more accurately.
We tested this modelling technique for two simple models, a single component
with two phases and a server-client system. In both cases the match between the
stochastic simulation results and the SDE realisations was very good, even when
population levels were relatively low.
This approach does seem to have a fundamental weakness in dealing with low
population levels as it does not exclude negative population levels, which in turn
give rise to imaginary components of the population. We consider these to be
unacceptable and advocated the use of weakly absorbing boundaries to deal with
this issue. Although some open questions remain when using these weakly absorbing
boundaries, the preliminary numerical results show a good match to results from
the stochastic simulation algorithm.
Future work can roughly be divided in two strands: practical and theoretical.
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For the practical strand it would be interesting to examine more complex models
and see if the match between SSA and SDE-results is just as convincing as in
this paper. In particular examining models where the stochastic behaviour diﬀers
qualitatively from the ODE-behaviour would be very interesting. It would also be of
great practical use to deﬁne a formal translation from PEPA-model into SDE-model
directly. We do not anticipate any diﬃculty with such translation.
Interesting questions of a more theoretical nature mainly concern the boundary
conditions that seem to be necessary. It would be interesting to see whether it is
possible to deﬁne the conditions under which this approximation is good in a more
formal way. If the solution of weakly absorbing boundaries is chosen, it would also
be interesting to see if Gillespie’s derivation can be shown to hold for this modiﬁed
Langevin model.
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