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Abstract
We consider nonlinear stochastic programming problems with probabilistic con-
straints. The concept of a p-efficient point of a probability distribution is used
to derive equivalent problem formulations, and necessary and sufficient optimality
conditions. We analyze the dual functional and its subdifferential. Two numeri-
cal methods are developed based on approximations of the p-efficient frontier. The
algorithms yield an optimal solution for problems involving r-concave probability
distributions. For arbitrary distributions, the algorithms provide upper and lower
bounds for the optimal value and nearly optimal solutions. The operation of the
methods is illustrated on a cash matching problem with a probabilistic liquidity
constraint.
Keywords: Stochastic Programming, Convex Programming, Probabilistic Con-
straints, Dual Methods
1 Introduction
Let f : Rn → R and gi : Rn → R, i = 1, . . . ,m, be concave functions, and let D ⊆ Rn be
a closed convex set. We consider the convex programming problem
max f(x)
subject to g(x) ≥ Y,
x ∈ D.
For two vectors a and b the inequality a ≤ b is understood componentwise.
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If the vector Y ∈ Rm is random, we require that g(x) ≥ Y shall hold at least with
some prescribed probability p ∈ (0, 1), rather than for all possible realizations of the right
hand side. This leads to the nonlinear programming problem with probabilistic constraints:
max f(x)
subject to P
[
g(x) ≥ Y ] ≥ p,
x ∈ D,
(1)
where the symbol P denotes probability. For a detailed presentation of the theory and
numerical methods for linear models with one probabilistic constraint on finitely many
inequalities, we refer the reader to [13].
The formulation of the problem with probabilistic constraints is in harmony with
the basic statistical principles used in testing statistical hypotheses and other statistical
decisions. It is also in agreement with the decision principles used in actuarial mathemat-
ics, engineering, finance, etc. Problems with reliability constraints are of great practical
importance in telecommunication, transportation, network design and operation, engi-
neering structure design, electronic manufacturing problems, etc. In finance, the concept
of Value at Risk represents a probabilistic constraint on the asset–liability balance of the
company. For recent publications in this area we refer the Reader to [3], [6], [5],and [14].
2 p-Efficient Points
Let us define the set
Zp =
{
y ∈ Rm : P[Y ≤ y] ≥ p}. (2)
Clearly, problem (1) can be compactly rewritten as
max f(x)
subject to g(x) ∈ Zp,
x ∈ D.
(3)
Lemma 2.1 For every p ∈ (0, 1) the set Zp is nonempty and closed.
Proof: The assertion follows from the monotonicity and the right continuity of the dis-
tribution function. 2
Let F denote the probability distribution function of Y , and let Fi be the marginal
probability distribution function of the ith component Yi.
We recall the concept of a p-efficient point, which we studied in the context of discrete
distributions and linear problems in the papers [1, 2].
Definition 2.2 Let p ∈ (0, 1]. A point v ∈ Rm is called a p-efficient point of the prob-
ability distribution function F , if F (v) ≥ p and there is no y ≤ v, y 6= v such that
F (y) ≥ p.
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Obviously, for a scalar random variable Y and for every p ∈ (0, 1] there is exactly one
p-efficient point: the smallest v such that F (v) ≥ p. Since F (v) ≤ Fi(vi) for every v ∈ Rm
and i = 1, . . . ,m, we obtain that the set of p-efficient points is bounded from below.
Lemma 2.3 Let p ∈ (0, 1] and let li be the p-efficient point of the one-dimensional
marginal distribution Fi, i = 1, . . . ,m. Then every v ∈ Rm such that F (v) ≥ p must
satisfy the inequality v ≥ l = (l1, . . . , lm).
In [1] the following fact is shown: For each p ∈ (0, 1) the set of p-efficient points of an
integer random vector is nonempty and finite. For a general random vector the set of
p-efficient points may be unbounded and not closed.
Let p ∈ (0, 1) and let vj, j ∈ J , be all p-efficient points of Y , where J is an arbitrary
set. We define the cones
Kj = v
j + Rm+ , j ∈ J.
The following result can be derived from the Phelps theorem [7, Lemma 3.12] about
the existence of conical support points, but we provide an easy direct proof.
Proposition 2.4 Zp =
⋃
j∈J Kj.
Proof: If y ∈ Zp then either y is p-efficient or there exists a vector w such that
w ≤ y, w 6= y, w ∈ Zp. By Lemma 2.3, one must have l ≤ w ≤ y. The set
Z1 := {z ∈ Zp : l ≤ z ≤ y} is compact by the closedness of Zp. Thus, there exists
w1 ∈ Z1 with the minimal first coordinate. If w1 is a p-efficient point, then y ∈ w1 +Rm+ ,
what had to be shown. Otherwise, we define Z2 := {z ∈ Zp : l ≤ z ≤ w1}, and choose
a point w2 ∈ Z2 with the minimal second coordinate. Proceeding in the same way, we
shall find the minimal element wm in the set Zp with wm ≤ wm−1 ≤ · · · ≤ y. Therefore,
y ∈ wm + Rm+ , and this completes the proof. 2
By virtue of Proposition 2.4 we obtain (for 0 < p < 1) the following disjunctive
semi-infinite formulation of problem (3):
max f(x)
subject to g(x) ∈
⋃
j∈J
Kj,
x ∈ D.
(4)
Its main advantage is an insight into the nature of the non-convexity of the feasible set.
The main difficulty is the implicit character of the disjunctive constraint.
Let S stand for the simplex in Rm+1, S = {u ∈ Rm+1 : ∑m+1j=1 uj = 1, uj ≥ 0}. We
define the convex hull of the p-efficient points:
E =
{m+1∑
j=1
λjv
kj : λ ∈ S, kj ∈ J
}
.
The convex hull of Zp has a semi-infinite disjunctive representation as well.
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Lemma 2.5 coZp = E + Rm+ .
Proof: By Proposition 2.4 every point y ∈ coZp can be represented as a convex com-
bination of points in the cones Kj. By the theorem of Caratheodory we can write
y =
∑m+1
j=1 αj(v
j +wj), where wj ∈ Rm+ , αj ≥ 0, j = 1, . . . ,m+1, and
∑m+1
j=1 αj = 1. The
vector w =
∑m+1
j=1 αjw
j ∈ Rm+ . Therefore, y ∈
∑m+1
j=1 αjv
j + Rm+ . 2
Proposition 2.6 For every p ∈ (0, 1) the set coZp is closed.
Proof: Consider a sequence {zk} of points of coZp which is convergent to a point z¯. We
have
zk =
m+1∑
i=1
αki y
k
i ,
with yki ∈ Zp, αki ≥ 0, and
∑m+1
i=1 α
k
i = 1. By passing to a subsequence, if necessary, we
can assume that the limits
α¯i = lim
k→∞
αki
exist for all i = 1, . . . ,m + 1. By Lemma 2.3 all points yki are bounded below by some
vector l. For simplicity of notation we may assume that l = 0.
Let I = {i : α¯i > 0}. Clearly,
∑
i∈I α¯i = 1. We obtain
zk ≥
∑
i∈I
αki y
k
i .
We observe that 0 ≤ αki yki ≤ zk for all i ∈ I and all k. Since {zk} is convergent and
αki → α¯i > 0, each sequence {yki }, i ∈ I, is bounded. Therefore we can assume that each
of them is convergent to some limit y¯i, i ∈ I. By virtue of Lemma 2.1 y¯i ∈ Zp. Passing
to the limit in the last displayed inequality we obtain
z¯ ≥
∑
i∈I
α¯iy¯i ∈ coZp.
Due to Lemma 2.5, z¯ ∈ coZp. 2
Proposition 2.7 For every p ∈ (0, 1) the set of extreme points of coZp is nonempty and
it is contained in the set of p-efficient points.
Proof: The set coZp is included in l+Rm+ , by virtue of Lemma 2.3. Therefore it does not
contain any line. Since it is closed by Proposition 2.6, it has at least one extreme point.
Let w be an extreme point of coZp. Thus coZp\{w} is convex and w can be separated
from this set. Consequently, there exists u 6= 0 such that
〈u,w〉 ≤ 〈u, z〉 for all z ∈ coZp.
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Since Rm+ is the recession cone of coZp, we have u ≥ 0. Suppose that w is not a p-efficient
point. Then Proposition 2.4 implies that there exists a p-efficient point v ≤ w, v 6= w.
Since w + Rm+ ⊂ coZp, the point w is a convex combination of v and w + (w − v). Con-
sequently, w cannot be extreme. 2
3 Lagrangian Relaxation
Let us split variables in problem (3):
max f(x)
g(x) ≥ z, (5)
x ∈ D,
z ∈ Zp.
Associating Lagrange multipliers u ∈ Rm+ with constraints (5) we obtain the Lagrangian
function:
L(x, z, u) = f(x) + 〈u, g(x)− z〉.
The dual functional has the form
Ψ(u) = sup
(x,z)∈D×Zp
L(x, z, u) = h(u)− d(u),
where
h(u) = sup{f(x) + 〈u, g(x)〉 | x ∈ D}, (6)
d(u) = inf{〈u, z〉 | z ∈ Zp}. (7)
For any u ∈ Rm+ the value of Ψ(u) is an upper bound on the optimal value F ∗ of the
original problem. The best Lagrangian upper bound will be given by
D∗ = inf
u≥0
Ψ(u). (8)
For u 6≥ 0 one has d(u) = −∞, because the set Zp contains a translation of K+. The
function d(·) is concave and one can easily see that
d(u) = inf{〈u, z〉 | z ∈ coZp}. (9)
Let us consider the convex hull problem:
max f(x)
g(x) ≥ z,
x ∈ D,
z ∈ coZp.
(10)
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We shall make the following assumption.
Constraint Qualification Condition. There exist points x0 ∈ D and z0 ∈ coZp such
that g(x0) > z0.
If the Constraint Qualification Condition is satisfied, from the duality theory in convex
programming [11, Corollary 28.2.1] we know that there exists uˆ ≥ 0 at which the minimum
in (8) is attained, and D∗ = Ψ(uˆ) is the optimal value of the convex hull problem (10).
We now study in detail the structure of the dual functional Ψ . We shall characterize
the solution sets of the two subproblems (6) and (7), which provide values of the dual
functional. Let us define the following sets:
V (u) = {v ∈ Rm : 〈u, v〉 = d(u) and v is a p-efficient point}, (11)
C(u) = {d ∈ Rm+ : di = 0 if ui > 0, i = 1, . . . , s}. (12)
Lemma 3.1 For every u > 0 the solution set of (7) is nonempty. Foe every u ≥ 0 it has
the following form: Zˆ(u) = V (u) + C(u).
Proof: Let us at first consider the case u > 0. Then every recession direction d of
Zp satisfies 〈u, d〉 > 0. Since Zp is closed, a solution to (7) must exist. Suppose that a
solution z to (7) is not a p-efficient point. By virtue of Proposition 2.4, there is a p-efficient
v ∈ Zp such that v ≤ z, and v 6= z. Thus, 〈u, v〉 < 〈u, z〉, which is a contradiction.
In the general case u ≥ 0, the solution set of the problem to (7), if it is nonempty,
always contains a p-efficient point. Indeed, if a solution z is not p-efficient, we must have
a p-efficient point v dominated by z, and 〈u, v〉 ≤ 〈u, z〉 holds by the nonnegativity of u.
Consequently, 〈u, v〉 ≤ 〈u, z〉 for all p-efficient v ≤ z, which is equivalent to z ∈ {v}+C(u),
as required.
If the solution set of (7) is empty then V (u) = ∅ and the assertion is true as well. 2
The last result allows us to calculate the subdifferential of d in a closed form.
Lemma 3.2 For every u ≥ 0 one has ∂d(u) = coV (u) +C(u). If u > 0 then ∂d(u) 6= ∅.
Proof: From (7) we obtain d(u) = −δ∗Zp(−u), where δ∗Zp(·) is the support function of
Zp and, consequently, of coZp. This fact follows from the structure of Zp described
Proposition 2.4, by virtue of Corollary 16.5.1 in [11]. Thus
∂d(u) = ∂δ∗Zp(−u).
Recall that coZp is closed, by Proposition 2.6. Using [11, Thm 23.5], we observe that
s ∈ ∂δ∗Zp(−u) if and only if δ∗Zp(−u) + δcoZp(s) = −〈s, u〉, where δcoZp(·) is the indicator
function of coZp. It follows that s ∈ coZp and δ∗Zp(−u) = −〈s, u〉. Consequently,
〈s, u〉 = d(u). (13)
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Since s ∈ coZp we can represent it as follows:
s =
m+1∑
j=1
αje
j + w,
where ej, j = 1, . . . ,m+1, are extreme points of coZp and w ≥ 0. Using Proposition 2.7
we conclude that ej are p-efficient points. Moreover
〈s, u〉 =
m+1∑
j=1
αj〈u, ej〉+ 〈u,w〉 ≥ d(u), (14)
because 〈u, ej〉 ≥ d(u) and 〈u,w〉 ≥ 0. Combining (13) and (14) we conclude that
〈u, ej〉 = d(u) for all j, and 〈u,w〉 = 0. Thus s ∈ coV (u) + C(u).
Conversely, if s ∈ coV (u) + C(u) then (13) holds true. This implies that s ∈ ∂d(u),
as required.
The set ∂d(u) is nonempty for u > by virtue of Lemma 3.1. 2
Let us turn now to the function h(·). Define the set of maximizers in (6),
X(u) = {x ∈ D : f(x) + 〈u, g(x)〉 = h(u)}.
Lemma 3.3 Assume that the set D is compact. The subdifferential of the function h is
described as follows for every u ∈ Rm:
∂h(u) = co {g(x) : x ∈ X(u)}.
Proof: The function h is convex on Rm. Since the set D is compact and f and g are
concave, the set X(u) is compact. Therefore, the subdifferential of h(u) for every u ∈ Rm
is the closure of co {g(x) : x ∈ X(u)} (see [4, Chapter VI,Lemma 4.4.2]). By the com-
pactness of X(u) and concavity of g, the set {g(x) : x ∈ X(u)} is closed. Therefore, we
can omit taking the closure in the description of the subdifferential of h(u). 2
This analysis provides the basis for the following necessary and sufficient optimality
conditions for problem (8).
Theorem 3.4 Assume that the Constraint Qualification Condition is satisfied and that
the set D is compact. A vector u ≥ 0 is an optimal solution of (8) if and only if there
exists a point x ∈ X(u), points v1, . . . , vm+1 ∈ V (u) and scalars β1 . . . , βm+1 ≥ 0 with∑m+1
j=1 βj = 1, such that
g(x)−
m+1∑
j=1
βjv
j ∈ C(u). (15)
where C(u) is given by (12).
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Proof: Since −C(u) is the normal cone to the positive orthant at u ≥ 0, the necessary
and sufficient optimality condition for (8) has the form
∂Ψ(u) ∩ C(u) 6= ∅ (16)
(cf. [11, Thm. 27.4]). Since int dom d 6= ∅ and domh = Rm we have ∂Ψ(u) = ∂h(u) −
∂d(u). Using Lemma 3.2 and Lemma 3.3, we conclude that there exist
p-efficient points vj ∈ V (u), j = 1, . . . ,m+ 1,
βj ≥ 0, j = 1, . . . ,m+ 1,
m+1∑
j=1
βj = 1,
xj ∈ X(u), j = 1, . . . ,m+ 1, (17)
αj ≥ 0, j = 1, . . . ,m+ 1,
m+1∑
j=1
αj = 1,
such that
m+1∑
j=1
αjg(x
j)−
m+1∑
j=1
βjv
j ∈ C(u). (18)
Let us define
x =
m+1∑
j=1
αjx
j.
By the convexity of X(u) we have x ∈ X(u).
From the concavity of f and gj we obtain
f(x) +
m∑
i=1
uigi(x) ≥ f(xj) +
m∑
i=1
uigi(x
j), j = 1, . . . ,m+ 1.
In view of (17),
f(x) +
m∑
i=1
uigi(x) ≤ f(xj) +
m∑
i=1
uigi(x
j), j = 1, . . . ,m+ 1.
Consequently,
f(x) +
m∑
i=1
uigi(x) = f(x
j) +
m∑
i=1
uigi(x
j), j = 1, . . . ,m+ 1. (19)
Multiplying the last equation by αj and adding we obtain
f(x) +
m∑
i=1
uigi(x) =
m+1∑
j=1
αj
[
f(xj) +
m∑
i=1
uigi(x
j)
]
.
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Since gi(x) ≥
∑m+1
j=1 αjgi(x
j), substituting into the above equation, we obtain
f(x) ≤
m+1∑
j=1
αjf(x
j).
If gi(x) ≥
∑m+1
j=1 αjgi(x
j) and ui > 0 for some i, the above inequality becomes strict, in
contradiction to the concavity of f . Thus, for all ui > 0 we have gi(x) =
∑m+1
j=1 αjgi(x
j),
and it follows that
g(x)−
m+1∑
j=1
αjg(x
j) ∈ C(u).
Therefore relation (18) can be simplified as (15), as required.
To prove the converse implication assume that we have x ∈ X(u), points v1, . . . , vm+1 ∈
V (u) and scalars β1 . . . , βm+1 ≥ 0 with
∑m+1
j=1 βj = 1, such that (15) holds true. By Lemma
3.2 and Lemma 3.3 we have
g(x)−
m+1∑
j=1
βjv
j ∈ ∂Ψ(u).
Thus (15) implies (16), which is a necessary and sufficient optimality condition for (8). 2
Since the set of p-efficient points is not known, we need a numerical method for solving
the convex hull problem (10) or its dual (8).
4 The dual method
The idea of our first numerical method is to solve the dual problem (8) using the informa-
tion about the subgradients of the dual functional Ψ to generate convex piecewise-linear
approximations of Ψ . Suppose that the values of the functional Ψ at certain points
uj, j = 1, . . . , k, are available. Moreover, we assume that the corresponding solutions
v1, . . . , vk and x1, . . . , xk of the two problems (9) and (6) are available as well. According
to Lemma 3.1 we can assume that vj, j = 1, . . . , k are p-efficient points. By virtue of
Lemma 3.3 and Lemma 3.2 the following function Ψk(·) is a lower bound of Ψ :
Ψk(u) := max
1≤j≤k
[
Ψ(uj) + 〈g(xj)− vi, u− uj〉].
Minimizing Ψk(u) over u ≥ 0, we obtain the next iterate uk+1. For the purpose of numerical
tractability, we shall impose an upper bound b ∈ R on the dual variables uj. We define
the feasible set of the dual problem as follows:
U := {u ∈ Rm : 0 ≤ ui ≤ b, i = 1, . . . ,m}
where b is a sufficiently large number. We also use ε > 0 as a stopping test parameter.
9
The Dual Method
Step 0: Select a vector u1 ∈ U . Set Ψ0(u1) = −∞ and k = 1.
Step 1: Calculate
h(uk) = max{f(x) + 〈uk, g(x)〉 | x ∈ D}, (20)
d(uk) = min{〈uk, z〉 | z ∈ coZp}. (21)
Let xk be the solution of problem (20) and vk be the solution of problem (21).
Step 2: Calculate Ψ(uk) = h(uk)− d(uk). If Ψ(uk) ≤ Ψk−1(uk) + ε then stop; otherwise
continue.
Step 3: Define
Ψk(u) = max
1≤j≤k
[
Ψ(uj) + 〈g(xj)− vj, u− uj〉],
and find a solution uk+1 of the problem:
min
u∈U
Ψk(u).
Step 4: Increase k by one and go to Step 1.
A few comments are in order. Problem (20) is a convex nonlinear problem, and it can be
solved by a suitable numerical method for nonlinear optimization. Problem (21) requires a
dedicated numerical method. In particular applications, specialized methods may provide
its efficient numerical solution. Alternatively, one can approximate the random vector Y
by finitely many realizations (scenarios), and use the general method suggested in [12] for
solving the approximate problem.
Theorem 4.1 Suppose that ε = 0. Then the sequences Ψ(uk) and Ψk(u
k), k = 1, 2, . . .,
converge to the optimal value of problem (8). Moreover, every accumulation point of the
sequence {uk} is an optimal solution of (8).
Proof: The convergence of the method follows from a standard argument about cutting
plane methods for convex optimization (see, e.g., [4, Thm. 4.2.3]). 2
It follows from the above theorem that for every ε > 0 the dual method has to stop
after finitely many iterations at some step k for which
Ψ(uk)− ε ≤ Ψk−1(uk) ≤ min
u∈U
Ψ(u). (22)
Let us define the set of active cutting planes at uk:
J =
{
j ∈ {1, . . . , k − 1} : Ψ(uj) + 〈g(xj)− vj, uk − uj〉 = Ψk−1(uk)
}
.
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The subdifferential of Ψk−1(·) has the form
∂Ψk−1(u) =
{
s ∈ Rm : s =
∑
j∈J
αj
(
g(xj)− vj), ∑
j∈J
αj = 1, αj ≥ 0, j ∈ J
}
.
Since uk is a minimizer of Ψk−1(·), there must exist a subgradient s such that
s ∈ C(uk).
Thus there exist nonnegative αj totaling 1 such that∑
j∈J
αj
(
g(xj)− vj) ∈ C(uk). (23)
By the definition of Ψ ,
Ψ(uj) = f(xj) + 〈uj, g(xj)〉 − 〈uj, vj〉.
Substituting this into the definition of the set J we obtain that
Ψk−1(uk) = f(xj) + 〈g(xj)− vj, uk〉, j ∈ J.
Multiplying both sides by αj and summing up we conclude that
Ψk−1(uk) =
∑
j∈J
αjf(x
j) +
〈∑
j∈J
αj
(
g(xj)− vj), uk〉.
This combined with (23) yields
Ψk−1(uk) =
∑
j∈J
αjf(x
j). (24)
Define
x¯ =
∑
j∈J
αjx
j, z¯ =
∑
j∈J
αjv
j.
Clearly, x¯ ∈ D ∩ coZp. Using the concavity of g and (23) we see that
g(x¯) ≥
∑
j∈J
αjg(x
j) ≥
∑
j∈J
αjv
j = z¯.
Thus the point (x¯, z¯) is feasible for the convex hull problem (10).
It follows from the concavity of f and (24) that
f(x¯) ≥
∑
j∈J
αjf(x
j) = Ψk−1(uk).
By the stopping test (22),
f(x¯) ≥ Ψ(uk)− ε. (25)
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Since the value of Ψ(u) is an upper bound for the objective value at any feasible point
(x, z) of the convex hull problem, we conclude that (x¯, z¯) is an -optimal solution of this
problem.
The above construction can be carried out at every iteration k. In this way we obtain a
certain sequence (x¯k, v¯k), k = 1, 2, . . . . Since the sequence {x¯k} is contained in a compact
set and each (x¯k, z¯k) is feasible for the convex hull problem (10), the sequence {z¯k} is
included in a compact set as well. Thus the sequence {(x¯k, v¯k)} has accumulation points.
It follows from Theorem 4.1 and from (25) that every accumulation point of the sequence
{(x¯k, v¯k)} is a solution of the convex hull problem (10).
The algorithm presented in this section ia based on a cutting plane approximation of
the entire dual functional. The primal method of the next section involves approximations
of the functional d(·) only.
5 The primal method
The primal algorithm extends to general distributions our earlier idea for discrete dis-
tributions, presented in [1]. The method consists of an iterative generation of p-efficient
points and the solution of a restriction of problem (1). The restriction is based on the
disjunctive representation of coZp by the p-efficient points generated so far.
We assume that we know a compact set B containing all p-efficient points v such that
there exists x ∈ D satisfying v ≤ g(x). It may be just a box with the lower bound at
l, the vector of p-efficient points of all marginal distributions of Y , and with the upper
bound above the maxima of gi(x) over x ∈ D, i = 1, . . . ,m. Such a box exists by the
compactness of D. We also use a stopping test parameter ε > 0.
We denote the simplex in Rk by Sk, i.e.,
Sk := {λ ∈ Rk : λi ≥ 0,
k∑
i=1
λi = 1}.
The Primal Method
Step 0: Select a p-efficient point v1 ∈ B such that there exists x˜ ∈ D satisfying g(x˜) > v1.
Set J1 = {1}, k = 1.
Step 1: Solve the master problem
max f(x) (26)
g(x) ≥
∑
j∈Jk
λjv
j, (27)
x ∈ D, λ ∈ Sk. (28)
Let uk be the vector of Lagrange multipliers associated with the constraint (27).
Step 2: Calculate dk(u
k) = minj∈Jk〈uk, vj〉.
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Step 3: Find a p-efficient solution vk+1 of the subproblem:
min
z∈Zp∩B
〈uk, z〉
and calculate d(uk) = 〈vk+1, uk〉.
Step 4: If d(uk) ≥ dk(uk)− ε then stop; otherwise set Jk+1 = Jk ∪{k+1}, increase k by
one, and go to Step 1.
The first p-efficient point v1 can be found by solving the subproblem at Step 3 for
some u ≥ 0. All master problems will be solvable, if the first one is solvable, which is
assumed at Step 0. Moreover, all master problems satisfy Slater’s constraint qualification
condition with the point x˜ and λ˜ = (1, 0, . . . , 0). Therefore it is legitimate to assume at
Step 1 that we obtain a vector of Lagrange multipliers associated with (27).
Theorem 5.1 Let ε = 0. The sequence {f(xk)}, k = 1, 2, . . . converges to the optimal
value of the convex hull problem (10). Every accumulation point xˆ of the sequence {xk}
is an optimal solution of problem (10), with z = g(xˆ).
Proof: We formulate the dual problem to the master problem (26)–(28).
The dual functional is defined as follows:
Φk(u) = sup
{
f(x) + 〈u, g(x)−
∑
j∈Jk
λjv
j〉 : x ∈ D, λ ∈ Sk
}
= h(u)− dk(u),
where h(u) is the same as in (6) and
dk(u) = inf
λ∈Sk
∑
j∈Jk
λj〈u, vj〉. (29)
It is clear that dk(u) = minj∈Jk〈u, vj〉 ≥ d(u), where d(u) is as in (7). Thus the function
Φk(u) is a lower bound of the dual functional Ψ(u), i.e.,
Φk(u
k) ≤ Ψ(uk).
We observe that the sequence {f(xk)} is monotonically increasing because the feasible
set of problem (26)–(28) increases. By duality, the sequence {Φk(uk)} is monotonically
increasing as well.
For δ > 0 consider the set Kδ of iteration numbers k for which
Φk(u
k) + δ ≤ Ψ(uk).
Suppose that k ∈ Kδ. We obtain the following chain of inequalities for all j ≤ k:
δ ≤ Ψ(uk)− Φk(uk) = −d(uk) + dk(uk) = − min
z∈Zp∩B
〈uk, z〉+min
j∈Jk
〈uk, vj〉
≤ 〈uk, vj − vk+1〉 ≤ ‖uk‖ · ‖vj − vk+1‖.
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We shall show later that there exists M > 0 such that ‖uk‖ ≤M for all k. Therefore
‖vk+1 − vj‖ ≥ δ/M for all k ∈ Kδ and all j = 1, . . . , k.
It follows from the compactness of the set B that the set Kδ is finite for every δ > 0.
Thus, we can find a subsequence K such that
Ψ(uk)− Φk(uk)→ 0, k ∈ K.
Since for all k
Ψ(uk) ≥ min
u≥0
Ψ(u) ≥ min
u≥0
Φk(u) = Φk(u
k), (30)
and the sequence {Φk(uk)} is nondecreasing, we conclude that
lim
k→∞
Φk(u
k) = min
u≥0
Ψ(u).
We also have Φk(u
k) = f(xk) and thus the sequence {f(xk)} is convergent to the optimal
value of the convex hull problem (10). Since {xk} is included in D, it has accumulation
points and every accumulation point xˆ is a solution of (10), with z = g(xˆ).
It remains to show that the multipliers uk are uniformly bounded. To this end observe
that the Lagrangian
Lk(x, λ, u
k) = f(x) +
〈
uk, g(x)−
k∑
j=1
λjv
j
〉
achieves its maximum in D × Sk at xk and some λk. The optimal value is equal to f(xk)
and it is bounded above by the optimal value µ of the convex hull problem (10).
The point x˜ and λ˜ = (1, 0, . . . , 0) is in D × Sk. Therefore
Lk(x˜, λ˜, u
k) ≤ µ.
It follows that
〈uk, g(x˜)− v1〉 ≤ µ− f(x˜).
Recall that g(x˜)− v1 > 0. Therefore uk is an element of the compact set
U = {u ∈ Rm : 〈u, g(x˜)− v1〉 ≤ µ− f(x˜), u ≥ 0}.
2
If we use ε > 0 at Step 4, then relations (30) guarantee that the current solution xk is
ε-optimal for the convex hull problem (10).
Under the assumption that the distribution function of the random vector Y is r-
concave for some r ∈ R (see [8, 10] and the references therein), the suggested algorithms
provide an optimal solution of problem (1). Otherwise, we obtain an upper bound of the
optimal value. Moreover, the solution point xˆ determined by both algorithms satisfies the
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constraint g(x) ∈ coZp, and may not satisfy the probabilistic constraint. We now suggest
an approach to determine a primal feasible solution.
Both algorithms end with a collection of p-efficient points. In the primal algorithm, we
consider the multipliers λj of the master problem (26)-(28). We define A = {j ∈ J : λj >
0}. In the dual algorithm, we consider the active cutting planes in the last approximation,
and set A = {j ∈ J : βj > 0}, where J and βj are determined in the proof of Theorem 4.1.
In both cases, if A contains only one element, the point xˆ is feasible and therefore
optimal for the disjunctive formulation (4). If, however, there are more elements in A, we
need to find a feasible point. A natural possibility is to consider the restricted disjunctive
formulation:
max f(x)
subject to g(x) ∈
⋃
j∈A
Kj,
x ∈ D.
(31)
It can be solved by simple enumeration of all cases for j ∈ A:
max f(x)
subject to g(x) ≥ vj,
x ∈ D.
(32)
An alternative strategy would be to solve the corresponding bounding problem (32) every
time a new p-efficient point is generated. If Lj denotes the optimal value of (32), the
lower bound at iteration k is
L¯k = max
0≤j≤k
Lj. (33)
6 Numerical Illustration
To illustrate the operation of the two methods presented in the paper we consider the
following cash matching problem. We have random liabilities Lt in periods t = 0, 1, . . . , T
and a basket of n bonds. The payment of bond j in period t is denoted by ajt. It is
zero for t before the purchase of the bond and for t greater than the maturity time of the
bond. At the time of purchase ajt is the negative of the price of the bond, at the following
periods it is equal to the coupon payment, and at the time of maturity it is equal to the
face value plus the coupon payment. Out initial capital equals C.
The objective is to design a bond portfolio such that the probability of covering the
liabilities over the entire period 0, 1, . . . , T is at least p. Subject to this condition, we
want to maximize the final cash on hand, guaranteed with probability p.
Let us introduce the cumulative liabilities
Yt =
t∑
τ=0
Lτ , t = 0, . . . , T.
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Denoting by xj the amount invested in bond j, j = 1, . . . , n, we observe that the cumu-
lative cash flows up to time t can be expressed as follows:
z0 = C +
n∑
j=1
aj0xj,
zt = zt−1 +
n∑
j=1
ajtxj, t = 1, . . . , T.
The problem takes on the form
max zT
subject to P
[
zt ≥ Yt, t = 0, . . . , T
] ≥ p,
z0 = C +
n∑
j=1
aj0xj,
zt = zt−1 +
n∑
j=1
ajtxj, t = 1, . . . , T,
x ≥ 0.
Let us observe that expressing the probabilistic liquidity constraint in terms of cumulative
cash flows and cumulative liabilities allows us to obtain a constraint with a random right
hand side only. Since the vector Y has a joint normal distribution, which is log-concave,
the resulting problem is convex. Thus both methods described in this paper yield optimal
solutions of the problem.
We have used data on 72 government bonds and AAA corporate bonds ranging from
6-month treasury bills (which do not pay coupons, but sell at discount) to 5-year bonds
paying coupons each 6-months. The liabilities were assumed to be normally distributed
with expectation $2,000,000 and standard deviation $100,000. The initial capital was
C = 20, 000, 000 and the number of 6-month periods T = 10. The probability p = 0.95.
To facilitate the numerical solution of the method, the distribution of the liabilities was
approximated by N = 100 equally likely scenarios.
Both methods were implemented in the AMPL modeling language. The search for new
p-efficient points in both methods (problem (21) in the dual, and Step 3 in the primal)
was implemented as a simple binary optimization problem with a knapsack constraint.
Other subproblems were solved by the CPLEX linear programming solver.
The dual method terminated after 34 iterations finding the optimal portfolio of 9
bonds of different maturities. The primal method found exactly the same solution after
just 3 iterations. In both cases the computation time on a 1.7GHz PC was less than a
minute.
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