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Abstract 
Simos, T.E. and A.D. Raptis, A fourth-order Bessei fitting method for the numerical solution of the 
Schrijdinger equation, Journal of Computational and Applied Mathematics 43 (1992) 313-322. 
A new fourth-order method is developed for the numerical integration of the one-dimensional radial 
Schriidinger equation. This method integrates Bessel and Neumann functions exactly. It is shown that, for 
large r, this new formula is much more accurate and rapid than the Bessel fitting method of second order 
which is developed by Raptis and Cash (1987). The benefit of using this new approach is demonstrated by 
considering some numerical examples based on the Lenard-Jones potential. 
_. 
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1. Introduction 
The one-dimensional radial Schrodinger equation which occurs frequently in theoretical 
physics may be written as 
y”(r) = 
I(1 + 1) 
r2 
with one boundary condition being y(0) = 0 and the other boundary condition, which depends 
on the physical model, being imposed at large r. Here k is a constant which may be complex 
but in this paper we will work exclusively with the case where k is a real number. 
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We usually call the term III + 1)/r’ (I is a nonnegative integer) the centrifugal potential, and 
the function U(r) the potential. Usually U(r) + 0 much faster than the term 1(! + l)/r2, so the 
latter is the dominant term for large r. In the region where U(r) is negligible, say for values of r 
greater than R, ( 1.1) is effectively reduced to 
y”(i)= w+ I) __p 
\ rz 1 
y(r) . (I 2) . 
Equation (1.2) has linearly independent solutions krj,(kr) and krn,(kr), where j,( kr) and 
n,( kr) are spherical Bessel and Neumann functions, respectively (see, for example, 121). 
Thus, the solution of ( 1.1) in the region r > R has the form 
y/(r) = Akri;(kr) - Bkrn,(kr). (13) . 
The asymptotic solution of ( 1.11, after the effect of the centrifugal potential has vanished, may 
be taken as 
y,(r) = A[sin(kr - $rr) + tan d, cos( kr - $lrr)] , (14) . 
where d, is the real scattering phase shift of the lth partial wave induced by the potential U(r) 
r3i. 
The numerical solution of the general problem y ” = f(r, y) with periodical solution is the 
subject of great activity in the last years. Gautschi [S] has developed methods which integrate 
exactly appropriate trigonometric polynomials of given order. These methods depend on a term 
hw, where h is the stepsize and w the frequency, which reduces to classical methods if hw + 0. 
His ideas were further developed in [1,9-l l,lS]. More recently, in [20] backward differentiation 
methods were developed based on a new type of mixed interpolation for the first-order 
initial-value problems whose solutions are known to be periodic. Also, in [4] multistep methods 
were obtained of the Adams-type which integrate exactly the function exp(kr)rj, j = 0, 1,. . . , n, 
where k is a parameter. Finally, in [19] a modified Numerov P-stable method was developed for 
the numerical solution of periodic initial-value problems. 
For the numerical solution of ( 1.1) the two-step formula 
Y n+l +ay?l +JL-1 =h’(b,y;,, +b,y;+b,y:-,) (15) . 
is widely used [3]. The corresponding error operator is 
2 
L[y](r)= xajy(r+(j-l)h)-h’ibjy”(r+(j-l)h), (L6) 
j=ii j=O 
where a, = a,, = 1 and a, = 
full discussion). 
a, which defines the local truncation error of (1.5) (see [6,8] for a 
The coefficients as and bj, j = 0, 1, 2, are determined such that the operator (1.6) annihilates 
certain desired linearly independent functions. For example, if a = - 2, b, = b, = -$ and b, 
=111 
I:! ’ the operator annihilates the monomials 1, r. r’, r3, r“, r5. In this case the method is the 
wideiy known Numerov’s method [6]. 
Raptis and Allison [ 141, exploiting the oscillatory behaviour of the solution of (1.1) in the 
asymptotic region, determined the coefficients of (1.5) such that the operator (1.6) annihilates 
the trigonometric functions sin( kr ) and cos( kr ). 
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In some cases it is preferable to determine the coefficients of (1.5) in order that the operator 
annihilates certain products of algebraic and trigonometric polynomials, i.e., rnr sin( kr), 
rm cos(kr) [7,12,13]. 
Recently, Raptis and Cash have developed second-order methods which integrate exactly 
Bessel and Neumann functions. In that case the coefficients depend on r and the recalculation 
of the coefficients at every step is necessary. In the region where the centrifugal potential 
dominates the potential they achieved more reliable and accurate results. 
In this paper we develop methods which integrate exactly Bessel and Neumann functions 
and which are fourth order. 
2. The fourth-order methods. Fitting to Bessel and Neumann functions 
Consider the four-step formula 
Y ‘1 +2 - 2Yt*+ 1 + 2Ytt - 2Yn- 1 + Ytt-2 
=h2(b4(rt*+2)Yty+2 + b31rn+1)Yty+1 + b2(rt~JYAt + bl(rt*-l)YZ-l i-bO(rn-2)Yi-2)~ 
and the associated operator 
k[y](r) =y(r + 2h) - 2y(r + h) + 2y(r) - 2y(r - h) +y(r - 2h) 
-h2[b,(rt,.,)y”(r+2h) +b&n+,)~“(r+h) +bz(rn)~“(r) 
+b,(rn_,)y”(r - h) +b,(r,_,)y”(r - 2h)]. 
Expanding (2.2) in a Taylor series and putting 
b4 = b4(rn+2)y 4 =wi+,)~ b2 = b,(rtt), 
h =b,(rtl-A b” = b,(rtl-2)7 
we have 
L[ y](r) = [2 - (6, + b, + b, + b, + bd)]h2y’“’ + (26, + b, - 6, - 2b,)h’y’“” 
+ 37 - (12b, + 3b, + 3b, + 12b,)]h4y”‘) + U(h”). 
(2.1) * 
(2 2) . 
(2 3) . 
(2 4) . 
nP~~nA;nm no~v that the method will integrate UU Irullulrlg exactly the functions krj,(kr), km,(krI, 
formula (2.1) gives the following equations: 
J4 - 2J, -!- 2J, - 2J; + J, = (F4J4b4 + F3J3bT -I- F,J,b, -I- FIJ,b, + FC,Jubo), 
y4 - - 2Y2 + YO = (F4y4b4 + F&i, +i$Y,b, + F,Y,b, + FOY,b,,), 
(2 51 
* 2-q -I- 2Y2 
where 
F;-= [ z;t;+;_‘i: -,:I,, 
Jj =krt,+j-2jt(krn+j-2), y =krt,+j-2nt(krn+j-2), j = 0,. 1, 2, 3,4. 
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In addition, if 
6,+6,+6,+6,+6,=2, 
26,+6, -b,-26,=0, 
126, + 36, + 36, + 126, = 7, 
(2 6) . 
then the local truncation error is of order 4. Equation (2.6) together with (2.5) gives a linear 
system of algebraic equations, the solution of which is 
64 = +[ - 15F,F2R, z + 19F,F,R,, -I- 2FoF2Rz,o + 7FoF,R,, + 14F,F,R,, . . l - . 
c7F,F,R,,, + 6F,S + 18F,T + 18&W+ 6F,X], 
63 =~[68FlF,Rl,+15F,F,R,,+ 19FzF,R,,2+7FoF,R,,-14FoF,R,l .- . . . 
+ WF,Rl,4 - 18FJ - 48F,T - 36F,W + 6F,X], 
6, = ;[I’)F,F,R,, + lSF,F,R, a + 68FlF3Rl 3 - 2F,F,R, l . . . .t + lSF&R,, - . (2 7) 
+19F,F,R,,+ 18FoS+36FlT-36F,X- 18F,Y], -. 
6, = ;[19F,,,R,, -I- 68F,F,Rz3 + 15FZF,R,.Z + TF,F,R,, + 14F,F,R,, . . . - , 
- 14F3FaR3.a - 6F,S + 36F,W+ 48F,X+ 18F,Y], 
60 = ;[19F,F,R, ,+2FzF4Rq, .- ,_ - 15F,F,R,., + ~vw1.4 + 14W4Rl.4 
* WF,R,, -6F,T- 18FzW- 18F,x-6&Y!, 
z = 36FlF,Rl_z + 18FoF,R,,o + 18FzF,R,,, + 36F,F,R,., + 6FoFlR,,, 
+ 18F,F,RlA + 48F,F&, + 6FoFaR,,, + 18F,F,R,_, -I- 6F3F4R3,4, 
S = R,., + 2R,,, + 2R,., + 2R,,,, 
T = 2Rl.Z -%.o +&I + 2R3.1, 
W= - 24.2 + 2R2.3 - 4.o + R&z 7 
X= - 24.3 - q.1 - R0.3 + 4 4 9 - . 
Y= -2Rdqz - 2R!_; - 2R,, -R,.,,, . 
R; j =rn+;-zrn+j-T[ i,(kr~+;-2)nl(kr~+j-2) -jr(kr~+j_z)n,(kr~~i-~ . L )I , 
i, j = 0, 1, 2, 3, 4. 
(2 8) . 
Using these values for the 6i, which must be computed at each step, in (2.1) we obtain a 
fourth-order formula which is fitted to the Bessel and Neumann functions. 
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3. Numerical results 
We illustrate the new methods derived in the previous section by applying them to the 
solution of ( 1 .l) where U( r ) is the Lenard-Jones potential which has been widely discussed in 
the literature. For this problem the potential U(r) is given by 
, wherem=SOO. (3 9 e_ 
The problem we consider is the computation of the relevant phase shifts correct to 3 or 4 
decimal places. 
We will consider two separate approaches: 
(i) one based on a combination of the methods described in [3] and Bessel fitting methods 
descr&& ii? .q, . Vi] and 
(ii) one base\! on a combination of the classical methods described in [3,6] and Bessel fitting 
methods descrilqd in Section 2. 
In what follow? we will describe the numerical integration procedures and the associated 
local error estimatlqxr. 
We divide the inttqration range into two distinct parts. The first part of the integration runs 
from r = 0 to r = rc wl:\Tre rc is a point such that 1 U(r) 1 is “small”. In practice we take U(r) as 
Table 1 
k = 1.0 and H,, = 0.009, accuracy ir! phase shifts 3 decimal places 
Phase shift Meth;,d I Method II Method III Method IV 
0 0.154 
1 1.233 
2 - 1.430 
3 0.783 
4 0.126 
5 0.037 
6 0.015 
7 0.007 
8 0.004 
9 0.002 
10 0.001 
391 
(0.318) 
395 
(0.322) 
407 
(0.330) 
415 
(0.400) 
462 
(0.435) 
483 
CO.4571 
492 
(0.461) 
504 
(0.470) 
::96) 
545 
CO.5071 
567 
(0.528) 
340 
(0.3 14) 
344 
(0.320) 
355 
(0.330) 
364 
(0.340) 
404 
(0.382) 
i 22 
(0.&107) 
430 
(0.41’) 
453 
(0.425) 
475 
(0.440) 
496 
(0.4571 
515 
(0.478) 
308 
(0.310) 
310 
(0.3 15) 
317 
(0.320) 
328 
(0.330) 
369 
(0.361) 
386 
(0.377) 
393 
(0.381) 
415 
(0.402) 
435 
(0.417) 
a 455 
:, (0.438) 
1 474 
%. \ (0.448) 
293 
(0.300) 
288 
(0.290) 
290 
(0.295) 
288 
(0.290) 
292 
(0.300) 
287 
(0.290) 
285 
(0.290) 
287 
iO.290) 
288 
(0.290) 
2S9 
(0.295) 
290 
CO.2951 
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being small when I U( r ) 1 < i, but again this factor does not seem to be critical. In the range 
f < rC we use 
(i) for the first approach the Numerov method with the constant step H,, = 0.009 and 
(ii) for the second approach rk four-step method proposed by Henrici [6] with the same 
constant step. 
In the range r > rC we use a variable step procedure. Here the formula 
Y ,51c * - 2y,, +y,,-, = Ah’{ Y,:l,“, +y,:‘_, + lfi(Y,:1+,,~+f,~-1,2))7 (3.2a) 
where j7,:, ,,2 = f( x,#+ I/~1 Y,+ 1~2 ) and similarly for y,y_ 1/2 with 
7 J IL-+- 1/z = $$y!-r+ 1 + 14% - 47y,,_ ,] + &$z*[ -59y,:‘+, + 1438y,; + 2=~,:‘- I], 
(3.2b) 
-El - l/2 = &[3YZ+* + 20?;, + 29yn_,j -f &h’[41y,:‘,, - 682~; - 271y,:l_,] (3.2~) 
described in [3], is used to generate a sixth-order solution for the purpose of local error 
estimation. To obtain a lower-order solution the method 
(0 Y,t+l - 2 )t + Y,I - 1 =~v*fn+lY,l+, +hffiy,* +bof,,-,Ytl-A (3 3) . 
Table 2 
k = 5.0 and H,, = 0.009, accuracy in phase shifts 3 decimal places 
Phase shift Method I Method II Method III Method IV 
0 - 0.483 423 367 333 330 
1 0.928 
2 - 0.964 
3 0.121 
1 1.033 
5 - 1.379 
6 - !kS44 
7 - 0.526 
S - 0.458 
9 - 0.757 
10 1.415 
(0.408) 
427 
(0.410) 
433 
to.4151 
43s 
(0.41s) 
444 
(0.423) 
4JS 
(G.325) 
451 
(0.427) 
45s 
(0.432) 
460 
(0.435 1 
480 
(0.455) 
485 
(0.458) 
(0.345 )
370 
(0.349) 
37s 
(0.355) 
382 
(0.360) 
390 
(0.369) 
393 
CO.3731 
397 
(0.377) 
403 
(0.382) 
405 
(0.384) 
420 
10.406) 
422 
(0.407) 
(0.335) 
330 
(0.335 1 
335 
(0.340) 
342 
(0.343) 
353 
(0.348) 
356 
(0.350) 
361 
(0.354) 
366 
(0.359) 
364 
(0.356) 
383 
(0.375) 
377 
(0.369) 
(0.333) 
330 
(0.333) 
328 
CO.3301 
328 
(0.330) 
328 
(0.330) 
329 
(0.331) 
330 
(0.333) 
330 
(0.333) 
329 
(0.331) 
330 
(0.333) 
329 
(0.33 1) 
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which integrates exactly Bessel and Neumann functions and which is described in [16] is used 
for the approach (i) and 
( 1 ii Y,, 4 2 -2Y,,+, +2y,, -2Y,,-, +y,,-2 
=h2(hfn+2JL+2 +b3fn+,JL+1 + b2f,lyn +b,fn-A-I +wL2Y,,-2)~ (3 4) l 
which is described in Section 2 is used for the approach (ii). 
The local truncation error in y,,, , is estimated by 
LTE =Y!+, -Y,1+1* (3 5) . 
Now, our variable-step procedure is as follows: 
(1) if ]LTE 1 < TOL, then h,,, , = 2h,,, 
(2) if 1 LTE 1 2 TOL, then h,,, , = h,,. 
In Tables l-6 we give the numerical results obtained for the Lenard-Jones potential for 
various values of k and 1. In these tables we refer to method (i) as “Method iii” and (ii) as 
“Method IV”. For comparison purposes we refer also to the variable step procedure of [lS], 
which is based on classical methods with constant coefficients of order four and six, as “Method 
I” and to the variable step procedure of [16], which is based on exponentially fitting methods, 
as “Method II”. In Tables l-6 we present also, in parentheses, the real time of computation in 
CPUS. 
We note that the phase shifts are calculated as described in [ 171. 
Table 3 
k = 10.0 and H,, = 0.009, accuracy in phase shifts 3 decimal places 
1 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
TOL = lo-” 
Phase shift 
-0.431 
1.045 
- 0.716 
0.569 
- 1.386 
- 0.299 
0.687 
1.566 
- 0.806 
-0.153 
0.378 
Method I Method II Method III Method IV 
547 476 433 430 
(0.517) CO.4591 (0.424) (0.420) 
550 480 430 430 
(0.5 19) (0.463) (0.421) (0.420) 
561 490 442 430 
CO.5301 (0.472) (0.433) (0.420) 
567 494 445 430 
(0.534) (0.476) (0.435) (0.420) 
585 511 467 430 
(0.553) (0.493) (0.457) (0.420) 
589 515 468 431 
(0.5561 (0.496) (0.458) (0.420) 
590 517 470 431 
CO.5571 (0.498) (0.459) (0.420) 
595 521 473 431 
(0.562) (0.502) (0.463) (0.420) 
598 525 477 432 
(0.564) (0.506) (0.467) (0.42 11 
602 530 472 430 
(0.569) (0.5 10) (0.463) (0.420) 
608 535 477 431 
CO.5751 (0.516) (0.467) CO.4201 
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% Conclusions 
From Tables l-6 the following can be seen. 
(1) The Bessel fitting methods (Methods III and IV) generally use significantly fewer steps 
than the classical methods (Method I) and the exponentially fitting methods (Method II). 
(21 The Bessel fitting methods of second order use much more steps than the Bessel fitting 
methods of fourth order, especially in the cases of high value of 1. 
(3) The time of computation for the Bessel fitting methods is generally much more smaller 
compared with the time of computation for the classical methods and for the exponential fitting 
methods. 
94) The time f o computation for the Bessel fitting methods CDf ourth order is much more 
smaller in the case of low energies and smaller in the case of high energies compared with the 
time of computation for the Bessel fitting methods of second order. 
All computations were carried out on the Micro-Vax II of the Department of Mathematics 
ational Technical University of Athens using double-precision arithmetic of 16 digits 
accuracy. 
Table 4 
k = 1.0 and H, = 0.009. accuracy in phase shifts 4 decimal places 
1 TOL = lo- 6 
Phase shift Method I Methou II Method III Method IV 
0 0.1544 490 426 387 332 
(0.463) to.41 I) (0.379) (0.335) 
1 1.2328 505 442 405 334 
(0.477) (0.426) (0.397) (0.337) 
2 - 1.4297 523 462 423 337 
(0.494) (0.446) (0.414) (0.340) 
3 0.7832 565 510 473 335 
(0.534) (0.492) (0.463) (0.3383 
4 0.1258 590 541 510 309 
(0.557) (0.522) (0.499) !0.312j 
5 0.0366 688 
591 312 
(0.650) $191 (0.578) (0.315) 
6 0.0147 717 690 616 314 
(0.677) (0.665) (0.603) CO.3171 
7 0.0068 733 712 637 316 
(0.692) (0.687) (0.623) (0.319) 
8 0.0036 772 754 679 305 
(0.729) (0.727) (0.665) (0.308) 
9 0.0020 823 802 719 
(0.777) (0.773) (0.703) zo71 
10 0.0012 857 835 757 317 
(0.809) (0.805) (0.741) (0.320) 
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Table 5 
k = 5.0 and H, = 0.009, accuracy in phase shifts 4 decimal places 
1 TOL = lo’-+ 
Phase shift Method I Method II Method III Method IV 
0 - 0.483 1 
1 0.9282 
2 - 0.9637 
3 0.1206 
4 1.0328 
5 - 1.3785 
6 - 0.8441 
7 - 0.5256 
8 - 0.4575 
9 - 0.7571 
10 1.4148 
841 
(0.7941 
853 
(0.805) 
860 
(0.812) 
882 
(0.833) 
885 
(0.835) 
894 
(0.844) 
903 
(0.852) 
915 
(0.863) 
918 
CO.8661 
939 
(0.886) 
945 
(0.892) 
732 
(0.706) 
741 
(0.714) 
755 
(0.728) 
778 
(0.750) 
782 
(0.754) 
791 
(0.763) 
805 
CO.7761 
822 
(0.792) 
827 
(0.797) 
858 
(0.827) 
863 
(0.832) 
665 
(0.651) 
675 
(0.660) 
688 
(0.673) 
707 
(0.692) 
701 
(0.686) 
705 
(0.690) 
720 
(0.705) 
735 
(0.719) 
733 
(0.718) 
769 
(0.753) 
764 
(0.748) 
665 
(0.645) 
667 
(0.647) 
667 
(0.647) 
667 
(0.647) 
667 
(0.647) 
665 
(0.645) 
666 
(0.646) 
667 
(0.647) 
666 
(0.646) 
667 
(0.647) 
667 
(0.647) 
Table 6 
4 
k = 10.0 and Ho = 0.009, accuracy in phase shifts 4 decimal places 
1 TOL = lo+’ 
0 
1 
2 
3 
4 
5 
6 
7 
13 
9 
1.0 
Phase shift 
-0.4311 
1.0449 
- 0.7159 
0.5687 
- 1.3858 
- 0.2984 
0.6867 
1.5662 
- 0.8060 
- 0.1525 
0.3778 
Method I 
875 
(0.826) 
882 
(0.833) 
891 
(0.841) 
901 
( 0.850) 
912 
(0.861) 
918 
(0.866) 
925 
(0.873) 
933 
(0.881) 
942 
(0.889) 
953 
!O.!xIO) 
961 
(0.907) 
Method II 
761 
(0.734) 
-qm IIL 
(0.744) 
784 
(0.756) 
809 
%.780? 
815 
(0.786) 
822 
(0.792) 
837 
(0.807) 
842 
(0.812) 
851 
(0.820) 
855 
(0.824) 
869 
(0.838) 
Method III 
693 
(0.678) 
694 
(0.679) 
706 
(0.6911 
707 
(0.692) 
707 
(0.692) 
708 
(0.693) 
718 
(0.703) 
724 
(0.709) 
734 
(0.719) 
737 
!O 722) 
739 
CO.724 j 
Method IV 
693 
(0.672) 
694 
(0.673) 
695 
(0.674) 
696 
(0.675) 
696 
(0.675) 
696 
(0.675) 
697 
(0.676) 
697 
CO.6761 
698 
(0.677) 
696 
CO.6751 
696 
(0.675) 
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