Abstract. We generalize the Hopf algebras of free quasisymmetric functions, quasisymmetric functions, noncommutative symmetric functions, and symmetric functions to certain representations of the category of finite Coxeter systems and its dual category. We investigate their connections with the representation theory of 0-Hecke algebras of finite Coxeter systems. Restricted to type B and D we obtain dual graded modules and comodules over the corresponding Hopf algebras in type A. Representation of categories and free quasisymmetric function and quasisymmetric function and noncomutative symmetric function and symmetric function and Malvenuto-Reutenauer algebra and descent algebra and 0-Hecke algebra and induction and restriction and Coxeter group and type B and type D
Introduction
The self-dual graded Hopf algebra Sym of symmetric functions plays a significant role in algebraic combinatorics. Analogues of Sym include the graded Hopf algebra QSym of quasisymmetric functions and its dual graded Hopf algebra NSym of noncommutative symmetric functions, as well as the self-dual graded Hopf algebra FQSym of free quasisymmetric functions. The relation among these Hopf algebras is illustrated by the following commutative diagram.
See Grinberg and Reiner [11] for details. On the other hand, there is a graded Hopf algebra structure on ZS, the direct sum of group algebras of the symmetric groups S n for all n ≥ 0. This is the Malvenuto-Reutenauer Hopf algebra [16] . One has a Hopf algebra isomorphism between FQSym and ZS, sending NSym onto the descent algebra Σ(S) of type A. There is a surjection χ ′ from ZS to the dual Σ * (S) of Σ(S), and we denote Λ(S) := χ ′ (Σ(S)). Then one has the following commutative diagram of graded Hopf algebras isomorphic to (1.1).
There are interesting connections between these Hopf algebras and representation theory. The classic Frobenius correspondence provides a Hopf algebra isomorphism from the Grothendieck group G 0 (CS • ) of the category of finitely generated (complex) representations of the symmetric groups S n to the Hopf algebra Sym. Analogously to this correspondence, Krob and Thibon [14] introduced two characteristic maps The author is grateful to Victor Reiner for his kind support and valuable suggestions.
algebras QSym and NSym. Here the 0-Hecke algebras are certain deformations of the group algebras of finite Coxeter groups, whose representation theory were studied by Norton [18] . In this paper we generalize the previously mentioned results from type A to finite Coxeter systems. An abstract finite Coxeter system is a pair (W, S) where W is an abstract group with a Coxeter presentation W = S | (st) mst = 1, ∀s, t ∈ S . Each isomorphism class of finite Coxeter systems contains a unique abstract finite Coxeter system. We define a category Cox whose objects are abstract finite Coxeter systems and whose morphisms are embeddings of abstract finite Coxeter systems. Also let Cox op be the opposite/dual category of Cox. We define a representation Ω (Σ resp.) of both Cox and Cox op by sending abstract finite Coxeter systems to their group algebras (descent algebras resp.) and sending embeddings of finite Coxeter systems to certain linear maps which generalize the product and coproduct of the Malvenuto-Reutenauer Hopf algebra (descent algebra of type A resp.). The inclusion of the descent algebras into the group algebras induces a natural transformation ı : Σ ֒→ Ω. On the other hand, we have a representation Σ * dual to Σ and a natural transformation χ ′ : Ω ։ Σ * dual to ı. Furthermore, applying χ ′ • ı to Σ gives a representation Λ of both Cox and Cox op such that the diagram below is commutative.
(
Restricting this diagram to type A recovers the commutative diagram (1.2) of Hopf algebras. Next, using the P -partition theory for finite Coxeter groups by Reiner [22] , we generalize FQSym to a representation F QSym of both Cox and Cox op . There is a natural isomorphism between Ω and F QSym. Applying it to (1.4) gives the following commutative diagram, which is in natural isomorphism with (1.4).
Restricting this diagram to type A recovers the commutative diagram (1.1) of Hopf algebras.
We also obtain representations G 0 and K 0 of both Cox and Cox op from the representation theory of 0-Hecke algebras of finite Coxeter groups, together with natural isomorphisms Ch : G 0 → QSym and ch : K 0 → N Sym.
Restricting Ch and ch to type A recovers the characteristic maps in (1.3).
Our generalization not only recovers known results on Hopf algebras in type A, but also leads to new results in type B and type D on certain modules and comodules over the corresponding Hopf algebras in type A. We summarize our results in type B below; the results in type D are similar. In fact, restricting (1.4) and (1.5) to type B gives the following commutative diagrams. In our earlier work [12] we obtained partial results on these characteristic maps using a tableau approach to the representation theory of 0-Hecke algebras; now we are able to get more complete results on them.
For each fixed finite Coxeter system (W, S), Aguiar and Mahajan [1, Theorem 5.7 .1] obtained a commutative diagram of vector spaces over a field of characteristic zero by a very interesting approach different from ours. Their result agrees with what we have when applying our diagrams (1.4) and (1.5) to the fixed finite Coxeter system (W, S). This allows us to obtain free Z-bases for Λ(W, S) ∼ = Sym(W, S). See Section 2.4. We do not have a representation theoretic interpretation for Sym(W, S) except in type A.
It is mentioned in [1, §5. 1.2] that the construction of Hopf algebra structures is special to type A. In this paper we use embeddings and restrictions of Coxeter systems to realize (1.4) and (1.5) 
Uniform Results
In this section we provide our main results for finite Coxeter systems.
Group algebras and descent algebras of finite Coxeter groups.
A finite Coxeter group is a finite group W with a Coxeter presentation W := S | (st) mst = 1, ∀s, t ∈ S where S is a finite generating set, m ss = 1 for all s ∈ S, and m st = m ts ∈ {2, 3, . . .} for all s, t ∈ S. The relations for W are equivalent to the quadratic relations s 2 = 1 for all s ∈ S and the braid relations (sts · · · ) mst = (tst · · · ) mst for all s, t ∈ S, where (aba · · · ) m denotes an alternating product of m terms.
The pair (W, S) is called a finite Coxeter system, which is encoded by an edge-labeled graph called the Coxeter diagram of (W, S). The vertex set of the Coxeter diagram of (W, S) is S and there is an edge labeled with m st connecting two vertices s and t if m st ≥ 3. When m st ∈ {3, 4, 5} the labeled edge between s and t is often drawn as m st − 2 multiple edges.
If the Coxeter diagram of (W, S) is connected then (W, S) is irreducible. There is a well-known classification of finite irreducible Coxeter systems. In general if S 1 , . . . , S k are the vertex sets of the connected components of the Coxeter diagram of (W, S) then (W Si , S i ) is an irreducible Coxeter system for each i ∈ [k] := {1, . . . , k} and W ∼ = W S1 × · · · × W S k .
Every w ∈ W can be written as w = s 1 · · · s k where s 1 , . . . , s k ∈ S; if k is minimum then such an expression is called a reduced expression of w and ℓ(w) := k is the length of w. A generator s ∈ S is a descent of w if ℓ(ws) < ℓ(w), or equivalently, if some reduced expression of w ends with s. The descent set of w, denoted by D(w), consists of all descents of w.
Let I ⊆ S and denote I c := S \ I. The parabolic subgroup W I of W is generated by I. It is also a finite Coxeter group whose elements have the same lengths and descents as in W . A left or right W I -coset in W has a unique representative of minimal length. The length-minimal representatives for the left and right W I -cosets in W are given respectively by [15, Lemma 9.7] ). Every element w ∈ W can be written uniquely as w = w I · I w such that w I ∈ W I and I w ∈ W I , and this expression implies ℓ(w) = ℓ(w I )+ℓ( I w). Similarly, every element w ∈ W can be written uniquely as w = w I · I w such that w I ∈ W I and I w ∈ I W , and this expression implies ℓ(w) = ℓ(w I ) + ℓ( I w).
The group algebra ZW is self-dual under the positive definite bilinear form defined by u, v := δ u,v for all u, v ∈ W . For convenience of notation we identify a subset of W with the sum of its elements in ZW . For any group G we denote by ( ) −1 the Z-linear map from the group algebra ZG to itself defined by sending every element of G to its inverse. Definition 2.1.2. Given I ⊆ S, we define the following four linear maps: 
Definition 2.1.6. An abstract finite Coxeter system is a pair (W, S) where W is an abstract group with a Coxeter presentation W = S | (st) mst = 1, ∀s, t ∈ S . We identify a finite Coxeter system with the unique abstract finite Coxeter system isomorphic to it. We define a category Cox whose objects are abstract finite Coxeter systems and whose morphisms are embeddings of abstract finite Coxeter systems. Given such an embedding (W ′ , S ′ ) ֒→ (W, S), there exists a unique I ⊆ S such that (W ′ , S ′ ) ∼ = (W I , I), and thus we can identify this embedding with the inclusion (W I , I) ֒→ (W, S). We also denote by Cox op the opposite/dual category of Cox whose morphisms are restrictions (W, S) ։ (W I , I) with I ⊆ S.
A representation of a category C is a covariant functor R from C to the category of Z-modules. The dual representation R * of R is a representation of the dual category C op which sends each object O to the dual Z-module R(O) * and sends each morphism f * :
. See commutative diagrams below. We identity D I (W ) with the sum of its elements in the group algebra ZW . Let Σ(W ) be the Z-span {D I (W ) : I ⊆ S}. Proposition 2.1.8 implies that this spanning set is indeed a free Z-basis for Σ(W ). One has an injection ı : Σ(W ) ֒→ ZW by inclusion. Solomon [23] showed that Σ(W ) is a subalgebra of the group algebra ZW , called the descent algebra of W . We will not use this algebra structure in this paper, but instead we will restrict the linear maps µ S I and ρ S I to Σ(W I ) and Σ(W ). On the other hand, let Σ * (W ) be the dual Z-module of Σ(W ) with a free Z-basis {D *
Then ℓ(szr) < ℓ(sz) and ℓ(zr) > ℓ(z). One also has ℓ(sz) > ℓ(z) since s ∈ D(z −1 ) c . By Lusztig [15, Proposition 1.10] (applied to w = z and t = r), one has sz = zr, i.e., r = z −1 sz.
Lemma 2.1.11. Let I, K ⊆ S, u ∈ W I , and z
Conversely, assume (iii) holds and let s ∈ D(z) c . If there exists r ∈ D(sz −1 ) ∩ I then r = zsz −1 by Lemma 2.1.10, and one has r ∈ D(u) ⇔ s ∈ K. This implies L(z, I, K) ⊆ D(u) and I \L ′ (z, I, K) ⊆ I \D(u). Thus (iii') holds.
Finally, z ∈ I D K if and only if there exists an element u ∈ W I such that D(uz) = K. We know D(uz) = K is equivalent to (i), (ii), and (iii'). By Proposition 2.1.8, any descent class is nonempty. Thus the existence of u is equivalent to (i), (ii), and L(z, I, K) ⊆ L ′ (z, I, K).
Proof. Let w ∈ W with w I = u and I w = z. By Lemma 2.1.11, one has D(w) = K if and only if 
The two sets on the right hand side are the same by Lemma 2.1.11. The duality follows. 
Proof. Combine the previous results obtained in this subsection. 
Bases for Λ(W ) will be provided in Section 2.4. We have the following commutative diagram of Z-modules.
We define a bilinear form on Λ(W ) by Λ I (W ), Λ J (W ) := c IJ for all I, J ⊆ S, where
The proof the following proposition is a straightforward exercise, left to the reader. 
). It follows from Proposition 2.1.9 and Proposition 2.1.12 that
By diagram chasing in Theorem 2.1.13 one checks that µ • gives a dual diagram.
Definition 2.1.17. We define a representation Λ of both the category Cox and its dual category Cox op by sending each abstract finite Coxeter system (W, S) to Λ(W ) and sending an inclusion (W I , I) ֒→ (W, S) tō µ In summary, we have a commutative diagram of representations of categories below.
2. P-partitions and free quasisymmetric functions. In this subsection we generalize free quasisymmetric functions from type A to finite Coxeter groups. We first review a generalization of the P -partition theory by Reiner [22] , with some slight but not essential modifications. See Humphreys [13] for details on root systems. Let E = R n be a finite dimensional (real) Euclidean space with standard inner product (−, −). A root system is a finite set Φ ⊂ E \ {0} such that • if α ∈ Φ then Rα ∩ Φ = {±α}, and
Here s α is the reflection across the hyperplane H α perpendicular to α. The elements of Φ are called roots. One can choose a linearly independent subset ∆ ⊂ Φ, whose elements are called simple roots, such that every root is either positive or negative, meaning that it is a linear combination of simple roots with coefficients either all nonnegative or all nonpositive. We do not require ∆ to be a basis for E, as one can always restrict to the subspace of E spanned by ∆ if needed. We write α > 0 (α < 0 resp.) if α is a positive (negative resp.) root. The root system Φ is the disjoint union of the set Φ + of positive roots and the set Φ − of negative roots. Let W be the group generated by the set S of simple reflections s α for all α ∈ ∆. Then (W, S) is a finite Coxeter system. Note that Φ = W ∆ [13, §1.5].
Conversely, every finite Coxeter system (W, S) can be obtained in above way, i.e., one can realize W as a group generated by a set S of simple reflections of a Euclidean space E = R n . This is called a geometric realization of (W, S). The simple root α ∈ ∆ corresponding to a simple reflection s = s α ∈ S is denoted by α s . The action of W on E is orthogonal, i.e. (wf, wg) = (f, g) for all w ∈ W and all f, g ∈ E.
Proposition 2.2.1 ([13, §1.6, §1.7]). Let s ∈ S and w ∈ W . Then ℓ(ws) > ℓ(w) ⇔ w(α s ) > 0.
In general there are different geometric realizations of the same finite Coxeter system. In this paper we fix one geometric realization for each abstract finite irreducible Coxeter system. We will explicitly give a "standard" geometric realization for type A, B, and D in §3.2, §4.2, and §5.2, but our main results are still valid if a different geometric realization is fixed. For other types the choice of a geometric realization is arbitrary for our purposes. Now suppose that (W, S) is an arbitrary abstract finite Coxeter system. Let S 1 , . . . , S k be the vertex sets of the connected components of the Coxeter diagram of (W, S). For each i ∈ [k] we have already fixed a geometric realization of the irreducible W Si as a reflection group of a Euclidean space R ni . This gives a realization of W ∼ = W S1 × · · · × W S k as a reflection group of the Euclidean space E = R n where n = n 1 + · · · + n k . Let Φ be the root system associated with this geometric realization of (W, S) and fix a set ∆ of simple roots. Reiner [22] defined a parset (partial root system) of Φ to be a subset P ⊆ Φ such that
Let P ⊆ Φ be a parset. The Jordan-Hölder set of P is L(P ) := {w ∈ W : P ⊆ wΦ + }. Denote by A(P ) the set of all P -partitions, where a P -partition is a function f : [n] → Z, identified with a vector (f (1), . . . , f (n)) ∈ Z n , such that
• (α, f ) ≥ 0 for all α ∈ P , and
The next result is well known in type A and actually holds for all finite Coxeter systems. A proof can be found in [22, Proposition 3.1.1], which does not depend on the extra axiom for a root system adopted in [22] : ∆ is a basis for E. . For every parset P of Φ, the set A(P ) of P -partitions is the disjoint union of A(wΦ + ) for all w ∈ L(P ).
Let X = {x i : i ∈ Z} be a set of noncommutative variables. The free associative algebra Z X generated by X has a free Z-basis {x a : a ∈ Z n , n ≥ 0}, where x a1···an := x a1 · · · x an . Denote by FQSym S the Z-span of F S P for all parsets P of Φ, where
is the (noncommutative) generating function of P . Let F Proof. Applying Theorem 2.2.2 to P = ∅ one partitions Z n into a disjoint union of A(wΦ + ) for all w ∈ W . Since the intersection α∈∆ {f ∈ Z n : (f, α) > 0} is infinite, there exists f ∈ Z n such that f ∈ A(Φ + ). Then A(wΦ + ) contains wf for each w ∈ W . Proof. By Lemma 2.2.3, {F S w : w ∈ W } is linearly independent. If P is an arbitrary parset of Φ then Theorem 2.2.2 implies that F S P is the sum of F S w for all w ∈ L(P ). The result follows. It follows that one has the following two isomorphisms of free Z-modules:
w . We will also need the following result when we study the s-basis in type A, B, and D.
Proof. This follows from the definition of P -partitions and the observation that Φ + is the disjoint union of {wα : α > 0, wα > 0} and {−wα : α > 0, wα < 0}.
Next assume I ⊆ S. By Humphreys [13, §1.10] , W I is isomorphic to the reflection group of E with root system Φ I = Φ Proof. Each element w ∈ W can be written as w = uz with z ∈ W , and
Here the last equivalence uses Proposition 2. • gives a dual diagram. 
One has an isomorphism s : Λ(W )
which is compatible with both s : Σ(W )
This induces a natural isomorphism of representations of categories
In summary, one has the following commutative diagram of representations of categories, which are in natural isomorphism with (2.2).
Representation theory of 0-Hecke algebras. Now we investigate connections of our previous results with the representation theory of 0-Hecke algebras. We first review some general results on representation theory of associative algebras [2, §I] . Let F be an arbitrary field and let A be a finite dimensional (unital associative) F-algebra. Let M be a (left) A-module. If M is nonzero and has no submodules except 0 and itself, then M is simple. If M is a direct sum of simple A-modules then M is semisimple. The algebra A is semisimple if it is semisimple as an A-module. Every module over a semisimple algebra is also semisimple. If an A-module M cannot be written as a direct sum of two nonzero A-submodules, then M is indecomposable. If M is a direct summand of a free A-module, then M is projective.
One can write A as a direct sum of indecomposable A-modules P 1 , . . . , P k . The top of P i , denoted by C i := top(P i ), is the quotient of P i by its unique maximal submodule, and hence simple [2, Proposition I.4.5 (c)]. Every projective indecomposable A-module is isomorphic to some P i , and every simple A-module is isomorphic to some C i .
The Grothendieck group G 0 (A) of the category of finitely generated A-modules is defined as the abelian group F/R, where F is the free abelian group on the isomorphism classes [M ] of finitely generated A-modules M , and R is the subgroup of F generated by the elements
corresponding to all exact sequences 0 → L → M → N → 0 of finitely generated A-modules. The Grothendieck group K 0 (A) of the category of finitely generated projective A-modules is defined similarly. We often identify a finitely generated (projective)
A-module with the corresponding element in the Grothendieck group
Suppose that {C 1 , . . . , C ℓ } is a complete list of non-isomorphic simple A-modules, and {P 1 , . . . , P ℓ } is a complete list of pairwise non-isomorphic projective indecomposable A-modules, labeled in such a way that C i = top(P i ) for each i. Then G 0 (A) and K 0 (A) are free abelian groups with bases {C 1 , . . . , C ℓ } and {P 1 , . . . , P ℓ }, respectively. One has
This defines a pairing between G 0 (A) and K 0 (A), denoted by −, − . One has P, C = dim F Hom A (P, C) for any finite dimensional projective A-module P and any finite dimensional A-module C, since the hom functor Hom A (P, −) is exact.
Let B be a subalgebra of A. 
. Now recall that a finite Coxeter group W is generated by a finite set S with • quadratic relations s 2 = 1 for all s ∈ S and
We focus on the 0-Hecke algebra H W (0) of the Coxeter system (W, S), which is a deformation of the group algebra of W . It is the F-algebra generated by {π s : s ∈ S} with
• quadratic relations π
If w ∈ W has a reduced expression w = s 1 · · · s ℓ , where s 1 , . . . , s ℓ ∈ S, then π w := π s1 · · · π s ℓ is well defined. In fact, by the Word Property of W [5, Theorem 3.3.1] or [15, Theorem 1.9], π w depends only on w, not on the choice of the above reduced expression of w. By this definition, for any s ∈ S and w ∈ S,
One can show that {π w : w ∈ W } is an F-basis for H W (0) using [15 
For any u and w in W , write u ≤ w if some reduced expression w contains a subword equal to u. This is the well-known Bruhat order of W . If w ∈ W has a reduced expression w = s 1 · · · s ℓ then π w := π s1 · · · π s ℓ is well defined as Stembridge [25, Lemma 3.2] showed that π w = u≤w π u which does not depend on the choice of the reduced expression w = s 1 · · · s ℓ . This implies that {π s : s ∈ S} is another generating set for H W (0) satisfying the quadratic relations π 
Let I ⊆ S. The parabolic subalgebra H WI (0) of the 0-Hecke algebra H W (0) is generated by { π s : s ∈ I } and it is also isomorphic to the 0-Hecke algebra of the parabolic subgroup W I of W . By Proposition 2.1.1,
We define two linear maps 
Proof. This can be proved similarly as Bergeron and Li [4, §3] .
Denote by ⊗ I the tensor product over
We distinguish the following cases.
If s / ∈ D(z −1 ) and sz ∈ W I , then one has π s (π z ⊗ I a) = π sz ⊗ I a ∈ M k+1 and also s / ∈ D(wz −1 ) since
If s / ∈ D(z −1 ) and sz / ∈ W I , then by Lemma 2.1.10 there exists a unique r ∈ I such that sz = zr. Thus ℓ(zr) = ℓ(sz) = ℓ(z) + 1 and so 
Finally, we investigate the restriction of a projective indecomposable module.
of vector spaces, where each P K,z has an F-basis
By Proposition 2.1.12 and Proposition 2.3.4, one has an isomorphism φ :
It remains to show that φ preserves
and thus π i acts by −1 on both sides of (2.5).
One also has (sw) I = su,
Therefore φ is indeed an isomorphism of H WI (0)-modules. This shows the first desired isomorphism. The second one follows immediately from Proposition 2.3.4. Theorem 2.3.6. The following two diagrams are commutative and dual to each other: 
Note that the first equality is also a consequence of the Frobenius reciprocity, but the second one is not. Definition 2.3.8. We define a representation G 0 (K 0 resp.) of both the category Cox and its dual category Cox op by sending each abstract finite Coxeter system (W, S) to the Grothendieck group G 0 (H W (0)) (K 0 (H W (0)) resp.) and sending an inclusion (W I , I) ֒→ (W, S) toμ 
It follows that Ch(P
Hence the result holds. 2.4. Connections to work of Aguiar and Mahajan. Let (W, S) be a finite Coxeter system. In this subsection we compare the following diagrams.
The first diagram is a commutative diagram of free Z-modules obtained from our results in Section 2.2 and is equivalent to the diagram (2.1). The second diagram is a commutative diagram of vector spaces over a field K of characteristic zero obtained by Aguiar and Mahajan [1, Theorem 5.7.1], which can be generalized to left regular bands. The remaining of this subsection is devoted to the proof of the following result.
Proposition 2.4.1. In (2.6), with an extension of scalars from Z to K, the first diagram becomes isomorphic to the second one.
Recall that FQSym S has dual bases {F . We keep the superscript S even though the Coxeter system (W, S) is fixed in this subsection.
Write 
There is no superscript S in these bases. One has isomorphisms of vector spaces:
By the definitions of θ, s, and des [1, §5.7.4], one has the following commutative diagram.
This shows that the top halves of the two diagrams in (2.6) agree with each other. Next we study the bottom halves of the two diagrams in (2.6). We first define supp and L. Recall that W can be realized as a group generated by a set S of reflections of a Euclidean space E = R n . The reflection arrangement associated with (W, S) consists of all hyperplanes such that the reflections across these hyperplanes belong to W . This hyperplane arrangement gives rise a simplicial complex called the Coxeter complex Σ of (W, S), which can be also constructed algebracially by partially ordering the parabolic cosets wW I for all w ∈ W and all I ⊆ S using reverse inclusion. A flat is an intersection of a subset of reflection hyperplanes of (W, S). The intersection lattice L consists of all flats ordered by inclusion. There is a sujection supp : Σ ։ L sending a face of Σ to its linear span, i.e., the intersection of the reflection hyperplanes containing this face.
The W -action on the Euclidean space E induces W -actions on Σ and L. If W acts on a vector space V then V W := {v ∈ V : w(v) = v, ∀w ∈ W } is the W -fixed subspace of V . By Barcelo and Ihrig [3] , we can identify the set {wW I w −1 : w ∈ W, I ⊆ S} ordered by reserve inclusion with the intersection lattice L via wW I w −1 → E wWI w −1 , and the W -action on L corresponds to the conjugate action of W on parabolic subgroups. The following algebraic interpretation of supp : Σ ։ L has been generalized by Miller [17] to well-generated complex reflection groups:
Next, one sees that (KΣ) W has a basis consisting of (2.9)
Sending H I to σ I for all I ⊆ S gives an isomorphism KQ ∼ = (KΣ) W . On the other hand, let L be the set of the orbits of the W -action on L. Sending an orbit to the sum of its elements gives KL ∼ = (KL)
W . Then supp : Σ ։ L induces supp : KQ ։ KL, as illustrated below.
Write h I := supp(H I ) for all I ⊆ S. Then KL is K-spanned by {h I : I ⊆ S}. We write I ∼ J if two parabolic subgroups W I c and W J c are conjugate in W . This defines an equivalence relation on subsets of S and we denote by Π(W, S) the set of all equivalence classes. Then |L| = |Π(W, S)|. By (2.8) and (2.9), supp : KQ ։ KL sends H I to the conjugacy class {wW I c w −1 : w ∈ W } and thus h I = h J ⇔ I ∼ J. Hence h λ := h I is well defined if λ ∈ Π(W, S) and I ∈ λ, and KL has a basis {h λ : λ ∈ Π(W, S)}.
By [1, §2.6], KL has a bilinear form defined by
The dual space KL * has a basis {m λ : λ ∈ Π(W, S)} dual to {h λ : λ ∈ Π(W, S)}. The map φ : KL → KL * and the map supp * : KL * → KQ * are defined by
Next, we construct a free Z-basis for Sym S . Recall that NSym S and QSym S have dual bases {h is well defined whenever λ ∈ Π(W, S) and I ∈ λ, and the set {h S λ : λ ∈ Π(W, S)} is a free Z-basis for Sym S .
Proof. We first need an easy group theory result. If L and R are two subgroups of W then we write L\W/R := {LwR : w ∈ W } for the set of all double (L, R)-cosets in W . If R ′ = uRu −1 for some u ∈ W then |L\W/R| = |L\W/R ′ | as there is a bijection between L\W/R and L\W/R ′ by LwR → LwRu Recall that Λ(W ) has a symmetric bilinear form defined by Λ I (W ), Λ J (W ) := c IJ . Applying the isomorphism s : Λ(W ) ∼ = Sym S defined by Λ I (W ) → s I one has
This is compatible with the pairing between NSym S and QSym S by Proposition 2.1.15 and the isomorphisms Σ(W ) ∼ = NSym S and Σ * (W ) ∼ = QSym S . There is a linearly independent set {m S λ : λ ∈ Π(W, S)} in QSym S , where S is contained in the Z-span of the linearly independent set {m λ : λ ∈ Π(W, S)}. This implies that m
Now we have the following isomorphisms of vector spaces:
Then one can verify the following commutative diagram. 
Type A
In this section we recover some well-known results in type A from our results in Section 2.
3.1. Malvenuto-Reutenauer algebra and descent algebra. The symmetric group S n consists of all permutations of the set [n] := {1, 2, . . . , n} and is generated by {s 1 , . . . , s n−1 } where s i is the adjacent transposition (i, i + 1). This gives the finite irreducible Coxeter system of type A n−1 , whose Coxeter diagram is drawn below.
Let w be a permutation in S n . The one-line notation for w is the word w(1) · · · w(n). The descent set of w is {s i : i ∈ [n − 1], w(i) > w(i + 1)}. The length of w equals inv(w), where
It is often convenient to use compositions of n to index subsets of the generating set {s 1 , . . . , s n−1 }. A composition is a sequence α = (α 1 , . . . , α ℓ ) of positive integers α 1 , . . . , α ℓ . The length of α is ℓ(α) := ℓ and the size of α is |α| := α 1 + · · · + α ℓ . If the size of α is n then say α is a composition of n and write α |= n. The only composition of n = 0 is the empty composition α = ∅. Assume n ≥ 1. The descent set of α is If α = (α 1 , . . . , α ℓ ) and β = (β 1 , . . . , β k ) are two nonempty compositions then define
Let α ·∅ := α and ∅ ·β := β. Also set α ⊲ ∅ and ∅ ⊲ β undefined. We write α β if α and β are compositions of the same size and D(α) ⊆ D(β), that is, α is refined by β. The Malvenuto-Reutenauer algebra [16] is a self-dual graded Hopf algebra whose underlying space is the free Z-module ZS := n≥0 ZS n with a basis S := n≥0 S n . We will first review its product and coproduct, and then recover them from the linear maps defined in Section 2.1.
Let a = a 1 · · · a n ∈ Z n be a word of n integers. Let i and j be two nonnegative integers. We write a[i, j] := a i · · · a j and denote by a|[i, j] the subword of a obtained by keeping only the letters whose absolute values belong to the interval [i, j]. In case i > j we define both a[i, j] and a|[i, j] to be the empty word ∅.
The standardization st (a) of the word a is the unique permutation w ∈ S n such that
One can obtain st (a) by reading the letters of a from smallest to largest, breaking up ties from left to right. Let u ∈ S m and v ∈ S n . An element (u, v) ∈ S m ×S n can be identified with a permutation u×v ∈ S m+n whose one-line notation is u(1) · · · u(m)(m+v(1)) · · · (m+v(n)). This gives an isomorphism between S m ×S n and the parabolic subgroup S m,n of S m+n , and hence an embedding S m × S n ֒→ S m+n . Let w ∈ S m+n . Denote by Let Σ(S) := n≥0 Σ(S n ) where Σ(S n ) is the free Z-module with a basis consisting of descent classes
One has an embedding ı : Σ(S) ֒→ ZS by inclusion. If α |= m and β |= n then
by Proposition 2.1.9, where the last term is treated as zero when α ⊲ β is undefined. Let Σ * (S) := n≥0 Σ * (S n ) where Σ * (S n ) is the dual of Σ(S n ) with a dual basis {D *
By Proposition 2.1.15, this gives a well-defined nondegenerate symmetric bilinear form on Λ(S) such that ı : Λ(S) ֒→ Σ * (S) and χ ′ : Σ(S) ։ Λ(S) are dual to each other.
Finally, restricting the commutative diagram (2.2) of representations of categories to type A gives the following commutative diagram of graded Hopf algebras.
Reflecting this diagram across the vertical line through ZS and Λ(S) gives a dual diagram.
3.2.
Free quasisymmetric functions and related results. Let (W, S) be the Coxeter system of type A n−1 , where W = S n and S = {s 1 , . . . , s n−1 }. Let E = R n be a Euclidean space whose standard basis is {e 1 , . . . , e n }. One can realize S n as a reflection group of E whose root system Φ = Φ + ⊔ Φ − is the disjoint union of Φ + = {e j − e i : 1 ≤ i < j ≤ n} and Φ − = −Φ + . The set ∆ = {e i+1 − e i : 1 ≤ i ≤ n − 1} of simple roots corresponds to the generating set S of simple reflections.
A parset P in the root system Φ is equivalent to a partial order P on [n] defined by i < P j if e j −e i ∈ P . For w ∈ S n , the parset wΦ + is equivalent to the total order (linear order) P w : w(1) < w w(2) < w · · · < w w(n). The Jordan-Hölder set L(P ) consists of all linear extensions of the partial order P . A P -partition is a function f :
Let X = {x i : i ∈ Z} be a set of noncommutative variables. For each w ∈ S n the generating function of A(P w ) is
Let FQSym = FQSym(X) be the free Z-module with a basis {F w : w ∈ S}. If u ∈ S m and v ∈ S n−m then u × v ∈ W I ∼ = S m × S n−m where I = S \ {s m }, and thus Proposition 2.2.6 implies
Thus FQSym is a graded algebra isomorphic to (ZS, ¡). It also has a coproduct defined by
Then FQSym becomes a self-dual graded Hopf algebra isomorphic to the Malvenuto-Reutenauer algebra
Remark 3.2.1. Replacing X in the above definition of FQSym with any totally ordered countably infinite set Z of noncommutative variables gives a Hopf algebra FQSym(Z) isomorphic to FQSym. In fact, Duchamp, Hivert, and Thibon [8] used X >0 := {x i : i ∈ Z >0 } when they introduced FQSym. We will also use
where X+ Y is the union of two totally ordered countable sets of noncommutative variables X = {x i : i ∈ Z} and Y = {y i : i ∈ Z} with x i < y j and x i y j = y j x i for all i, j ∈ Z. To avoid technicality we simply use (3.4) as the definition of the coproduct of FQSym, and will similarly deal with this issue in type B and D.
Applying Proposition 2.2.5 to α = e i − e j for all pairs i, j ∈ [n] satisfying 1 ≤ i < j ≤ n shows that f ∈ A(w −1 Φ + ) if and only if st (f ) = w for all w ∈ S n . Thus one has (3.5)
This leads to a Hopf algebra isomorphism FQSym ∼ = (ZS, ⋒, ⋓) by s w → w for all w ∈ S. The graded Hopf algebra NSym of noncommutative symmetric functions is the free associative algebra Z h 1 , h 2 , . . . generated by h k = i1≤···≤i k x i1 · · · x i k for all k ≥ 1. It has a free Z-basis consisting of the complete homogeneous noncommutative symmetric functions h α := h α1 · · · h α ℓ and another basis consisting of the noncommutative ribbon schur functions
where α = (α 1 , . . . , α ℓ ) runs through all compositions. Note that s ∅ = h ∅ := 1. The product of NSym is determined by the following two equivalent formulas h α h β = h α·β and s α s β = s α·β + s α⊲β for all compositions α and β, where the last term is treated as zero when α ⊲ β is undefined. The coproduct of NSym is defined by ∆h k = k i=0 h i ⊗ h k−i , where h 0 := 1. A more explicit coproduct formula was provided in our earlier work [12] .
Given a composition α, a tableau τ of shape α is a filling of the ribbon diagram of α with integers. Reading these integers from the bottom row to the top row and proceeding from left to right within each row gives the reading word w(τ ) of τ . We call τ a semistandard tableau of shape α if each row is weakly increasing from left to right and each column is strictly increasing from top to bottom. One sees that s α is the sum of x w(τ ) for all semistandard tableaux τ of shape α. Moreover, each f ∈ Z n corresponds to a unique tableau τ of shape α such that w(τ ) = f ; one has D(st (f )) = D(α) if and only if τ is semistandard. Thus s α equals the sum of s w for all w in the descent class of α. It follows that NSym is a Hopf subalgebra of FQSym isomorphic to the descent algebra Σ(S).
Let X >0 = {x 1 , x 2 , . . .} be a set of commutative variables. The graded Hopf algebra of quasisymmetric functions is defined as QSym := χ(FQSym), where χ replaces X with X >0 . If α = (α 1 , . . . , α ℓ ) |= n then one has the monomial quasisymmetric function
and the fundamental quasisymmetric function
Ones sees that F w := χ(F w ) equals F α if w is in the descent class of α. Hence QSym has two bases {M α } and {F α } where α runs through all compositions. The product and coproduct of F α can be easily obtained by applying χ to FQSym. Thus QSym is isomorphic to the dual Σ * (S) of the descent algebra Σ(S). The self-duality of FQSym induces the duality between QSym and NSym via h α , M β = s α , F β := δ α,β for all compositions α and β.
A partition λ of n, denoted by λ ⊢ n, is a weakly decreasing sequence of positive integers λ = (λ 1 , . . . , λ ℓ ) such that its size |λ| := λ 1 + · · · + λ ℓ = n. Denote by λ(α) be the partition obtained from a composition α by rearranging its parts. One sees that two parabolic subgroups S α and S β are conjugate if and only if λ(α) = λ(β).
The graded Hopf algebra Sym := χ(NSym) of symmetric functions is the Z-span of the ribbon Schur functions s α := χ(s α ) for all compositions α, where χ : NSym ։ Sym is a surjection of Hopf algebras defined by replacing X with X >0 . One sees that Sym is isomorphic to Λ(S) defined in Section 2.1. If λ is a partition then the complete homogeneous symmetric function h λ := χ(h α ) is well defined for any composition α with λ(α) = λ. Hence Sym has a free Z-basis consisting of h λ for all partitions λ. Another free Z-basis for Sym consists of the monomial symmetric functions m λ for all partitions λ, where m λ is the sum of M α for all compositions α with λ(α) = λ. Hence Sym is a Hopf subalgebra of QSym. The product and coproduct of Sym can be obtained from QSym and NSym by Corollary 2.1.16. The pairing between NSym and QSym induces a bilinear form on Sym such that h λ , m λ = δ λ,µ for all partitions λ and µ. With this bilinear form Sym becomes self-dual. The inclusion ı : Sym ֒→ QSym and the surjection χ : NSym ։ Sym are also dual to each other. In summary, one has the following commutative diagram of graded Hopf algebras isomorphic to (3.3).
Representation theory. We first briefly review the (complex) representation theory of S n ; see, e.g., Stanley [24, Chapter 7] for details. The group algebra CS n is semisimple. The simple CS n -modules S λ are indexed by partitions λ ⊢ n. The Grothendieck group G 0 (CS • ) of the tower CS 0 ֒→ CS 1 ֒→ CS 2 ֒→ · · · of algebras is a graded Hopf algebra, whose product and coproduct are given by induction and restriction along natural embeddings S m × S n ֒→ S m+n . This Hopf algebra is self-dual under the bilinear form defined by S λ , S µ := δ λ,µ for all partitions λ and µ. The Frobenius characteristic is a graded Hopf algebra isomorphism G 0 (CS • ) ∼ = Sym defined by sending S λ to the Schur function s λ for all partitions λ. Now let H n (0) be the 0-Hecke algebra of the Coxeter system (W, S) of type A n−1 , where W = S n and S = {s 1 , . . . , s n−1 }. The generators π 1 , . . . , π n−1 for H n (0) can be interpreted as the bubble-sorting operators: π i swaps adjacent positions a i and a i+1 in a word a 1 · · · a n ∈ Z n if a i < a i+1 , or fixes the word otherwise. The projective indecomposable H n (0)-modules and simple H n (0)-modules are given by P α := P S I and C α := C S I , respectively, where I = {s i : i ∈ D(α)}, for all α |= n. One can realize P α as the space of standard tableaux of ribbon shape α with an appropriate H n (0)-action [12] .
The parabolic subalgebra H α (0) of H n (0) is generated by
Associated with the tower of algebras H • (0) :
The Grothendieck groups G 0 (H • (0)) and K 0 (H • (0)) are both graded Hopf algebras, whose product ⊙ and coproduct ∆ are defined by for all finitely generated (projective) modules M and N over H m (0) and H n (0), respectively. Using the linear mapsμ where Q is a finitely generated H m+n (0)-module. Also recall from Proposition 2.3.1 thatμ 
These two characteristic maps in type A were studied by Krob and Thibon [14] and others. They are isomorphisms of graded Hopf algebras by Theorem 2.3.6. Lastly, Proposition 2.3.9 implies a result of Krob and Thibon [14] : Ch(P α ) = s α , ∀α |= n.
Type B
In this section we apply our results in Section 2 to type B and get some new results. 
Let w ∈ S B n . The descent set of w is {s i : i ∈ {0, 1, . . . , n − 1}, w(i) > w(i + 1)}. Given a word a = (a 1 , . . . , a n ) ∈ Z n , we define neg(a) := #Neg(a) and nsp(w) := #Nsp(w) where Neg(a) := {i ∈ [n] : a i < 0} and Nsp(a) := {(i, j) : 1 ≤ i < j ≤ n, a i + a j < 0}.
Then the length of w equals inv(w) + neg(w) + nsp(w). Note that inv(w) is defined by (3.1).
A pseudo-composition of n is a sequence α = (α 1 , . . . , α ℓ ) of integers such that α 1 ≥ 0, α 2 , . . . , α ℓ > 0, and the size |α| := α 1 + · · · + α ℓ equals n. This is denoted by α |= B n. The length of α is ℓ(α) := ℓ. The descent set of α is D(α) := {α 1 , α 1 + α 2 , . . . , α 1 + · · · + α ℓ−1 }. The map α → D(α) is a bijection between pseudo-compositions of n and the subsets of {0, 1, . . . , n − 1}. Analogously to type A, it is convenient to index subsets of the generating set {s 0 , s 1 , . . . , s n−1 } of S B n by pseudo-compositions of n. We define the signed standardization of a word a ∈ Z n , denoted by st B (a), to be the unique signed permutation w ∈ S B n such that Neg(a) = Neg(w) and the following holds whenever 1 ≤ i < j ≤ n:
Proposition 4.2.1 provides an interpretation of the signed standardization by P-partition theory.
One can obtain st B (a) by reading the letters in a in the increasing order of their absolute values, breaking up ties first from right to left for the negative letters and then from left to right for the positive ones, and finally inserting negative signs at the same positions as in a. For example, one has st B (24320202) = 58741623. Let a = a 1 · · · a n ∈ Z n . Suppose that Neg(a) = {i 1 , . . . , i k }, where i 1 < · · · < i k , and [n] \ Neg(a) = {j 1 , . . . , j n−k }, where j 1 < · · · < j n−k . We definê On the other hand, one has w
) and u −1 (i) have the same sign for all i ∈ [m], and if 1 ≤ i < j ≤ n then
Thus One has an embedding ı : Σ(S B ) ֒→ ZS B by inclusion. If α |= B m and β |= n then
) by Proposition 2.1.9, where the last term is treated as zero when α ⊲ β is undefined.
Let 
Reflecting it across the vertical line through ZS B and Λ(S B ) gives a dual diagram.
Proof. Apply Theorem 2. and S = {s 0 = s B 0 , s 1 , . . . , s n−1 }. Let E = R n be a Euclidean space with standard basis {e 1 , . . . , e n }. The hyperoctahedral group S B n can be realized as a reflection group of E whose root system Φ is the disjoint union of Φ + = {e i , e j ± e i : 1 ≤ i < j ≤ n} and Φ − = −Φ + . The set of simple roots is ∆ = {e 1 , e 2 − e 1 , . . . , e n − e n−1 }, corresponding to the generating set S of simple reflections.
Let X = {x i : i ∈ Z} be a set of noncommutative variables. Define FQSym (1))≤···≤f (w(n)) i∈D(w)⇒f (w(i))<f (w(i+1))
Here we set w(0) = 0, f (0) = 0, and f (−i) = −f (i) for all i ∈ [n] by convention. Proof. The result follows from (3.5) and Proposition 4.2.1 if we can prove st (st B (a)) = st (a) for all a ∈ Z n . Let st B (a) = u ∈ S B n . Then Neg(a) = Neg(u). Assume 1 ≤ i < j ≤ n below. If a i and a j are both positive then so are u(i) and u(j), and thus u(i) < u(j) ⇔ a i ≤ a j by (4.1). If a i and a j are both negative then so are u(i) and u(j), and thus u(i) < u(j) ⇔ a i ≤ a j by (4.1). If a i < 0 ≤ a j then u(i) < 0 < u(j). Similarly, if a j < 0 ≤ a i then u(j) < 0 < u(i). Therefore u(i) < u(j) if and only if a i ≤ a j . This implies st (u) = st (a) and completes the proof. 
This gives a right action of FQSym on FQSym B , which is denoted by "
Also define a bilinear form on FQSym B by F 
4.2.2.
Noncommutative symmetric functions of Type B. In our earlier work [12] we defined a type B analogue NSym B of NSym with two free Z-bases {h 
It follows that NSym B is a free right NSym-module with a basis {h for all α |= B m and β |= n, where the last term is treated as zero when α ⊲ β is undefined. This right NSymaction on NSym B , denoted by ⊙ B for consistency of notation, was used by Chow [7] to define NSym B abstractly (without a power series realization). We next provide an embedding of NSym B into FQSym B , which will recover the above NSym-module structure and also induce a NSym-comodule structure on NSym B . Let τ be a tableau of pseudo-ribbon shape α, i.e., a filling of the pseudo-ribbon α with integers. Reading these integers from the bottom row to the top row and proceeding from left to right within each row, excluding the extra 0 in the pseudo-ribbon α, gives the reading word w(τ ) of τ . We call τ (type B) semistandard if each row is weakly increasing from left to right and each column is strictly increasing from top to bottom, including the extra 0. We showed in [12] that s B α is the sum of x w(τ ) for all semistandard tableaux τ of pseudo-ribbon shape α. 
Proof. By Proposition 4.2.3, there is an isomorphism (FQSym
Restricting this isomorphism to NSym B gives the result.
Remark 4.2.6. If k is a nonnegative integer then it follows from (4.8) and Proposition 4.2.4 that
We do not have any explicit formula for ∆ B (h 
Quasisymmetric functions of type B.
Let X ≥0 = {x 0 , x 1 , x 2 , . . .} be a totally ordered set of commutative variables. Chow [7] introduced a type B analogue QSym B of QSym, which admits two free Z-bases {F 
There exist unique α ≤i |= B i and α >i |= n − i such that α ∈ {α ≤i · α >i , α ≤i ⊲ α >i } for each i ∈ {0, 1, . . . , n}, and one can show that
We define an algebra map χ
by (4.5). One sees that F 
This defines a right QSym-action on QSym B , which is believed to be new. Chow [7] introduced a right coaction of QSym on QSym
. .} is a totally ordered set of commutative variables. One can check that if α = (α 1 , . . . , α ℓ ) |= B n then
The second equality is equivalent to
Therefore this coaction is preserved by the surjections χ B : FQSym B ։ QSym B and χ : FQSym ։ QSym. We observe that this coaction can also be obtained by applying the coproduct of QSym to the second tensor component of QSym Proof. The result follows from (4.12) and (4.13).
Define a pairing between NSym B and QSym B by s for all pseudo-compositions α. We have an isomorphism Λ(
, ∀α |= B n, ∀n ≥ 0. This and (4.2) give a nondegenerate symmetric bilinear form on Sym B . A pseudo-partition λ of n, denoted by λ ⊢ B n, is a sequence of integers λ = (λ 1 , . . . , λ ℓ ) such that λ 1 ≥ 0, λ 2 ≥ · · · ≥ λ ℓ ≥ 1, and its size |λ| := λ 1 + · · · + λ ℓ equals n. Given a pseudo-composition α = (α 1 , . . . , α ℓ ), denote by λ B (α) the pseudo-partition obtained from α by rearranging α 2 , . . . , α ℓ . 
Proposition 4.2.10. We have Sym
Proof. For any nonnegative integer k it follows from (4.9) and the definition of h k that (4.14) If λ = (λ 1 , . . . , λ ℓ ) is a pseudo-partition then define m
Hence {m 
For any pseudo-composition α and composition β, applying χ
is a graded right module and comodule over Sym isomorphic to the graded right module and comodule Λ(S B ) over Λ(S). and S = {s 0 = s B 0 , s 1 , . . . , s n−1 }. Let F be a field. The 0-Hecke algebra H B n (0) of (W, S) is an F-algebra with two generating sets {π i : 0 ≤ i ≤ n − 1} and {π i : 0 ≤ i ≤ n − 1}. One can realize π 0 , π 1 , . . . , π n−1 as signed bubble-sorting operators on Z n : if (a 1 , . . . , a n ) ∈ Z n then π i (a 1 , . . . , a n ) := (a 1 , . . . , a i+1 , a i , . . . , a n ), if 1 ≤ i ≤ n − 1, a i < a i+1 , (a 1 , . . . , a n ), otherwise.
The projective indecomposable H 
Let M and N be finitely generated modules over H B m (0) and H n (0), respectively. Define
. 
Using the linear mapsμ
is a graded right module and comodule over the Hopf algebra
is a graded right module and comodule over the Hopf algebra Given such an expression, one can check that
If u ∈ S B m and v ∈ S B n then we define
This is very similar to the Malvenuto-Reutenauer algebra defined in Section 3.1 and hence we use the same notation. For example, one has 21 ¡ 12 =2134 +2314 + 3214 +2341 + 3241 + 3421, 
where the shuffle product (
) is a Hopf algebra and so is the isomorphic (ZS B , ⋒, ⋓).
Next, let ab be the concatenation of two words a and b in Z n . Assume st B (ab) = w and u = st B (w [1, m] ). Since |w (1) 
If w ∈ S (2) provided in [19] . In fact, F B w is the generating function of A(wΦ + ), and this forces s B w := F B w −1 to involve the signed standardization, which is not a 2-colored standardization defined in [19] . 
One can also directly verify the first equation. Applying χ B :
This recovers a graded algebra structure for QSym B studied by Chow [7] . Next, we apply the embeddings S n from Geissinger and Kinch [10] . Let E(n) be the subgroup of S B n generated by the signed permutations e(n, i) := 1 · · ·ī · · · n for all i ∈ [n]. Then S B n is a semidirect product of S n and E(n). For every k ∈ [n] there is a one-dimensional E(n)-module χ(n, k) on which e(n, i) acts by
where (µ, ν) is a double partition of n, i.e. an ordered pair of partitions (µ, ν) such that |µ| + |ν| = n. A complete list of pairwise non-isomorphic simple CS B n -modules are given by S µ,ν for all double partitions of (µ, ν) of n.
The Grothendieck group G 0 (CS for all double partitions (µ, ν) of m and all partitions λ of n.
is a dual graded right module and comodule over G 0 (CS • ) such that if (µ, ν) is a double partition and λ is a partition then
Proof. Let (ζ, η) be a double partition of n with |ζ| = k. By Mackey's formula [11, §4.1.5],
Using Frobenius reciprocity, the self-duality of G 0 (CS • ), and the Hopf algebra isomorphism φ, one obtains
, S ζ,η for every partition λ of n. Therefore for any double partition (µ, ν) of m one has
Using this formula we show that (G 0 (CS
where ∅ is the empty partition. If ξ is another partition then
is a graded right module over G 0 (CS • ). Finally, by the Frobenius reciprocity,
, and hence a graded right comodule over G 0 (CS • ).
Recall from Proposition 4.2.13 that Sym B is a graded module and comodule over Sym. Even though there is a Hopf algebra isomorphism Sym
is not a Hopf module over the Hopf algebra G 0 (CS • ).
Type D
In this section we apply our results in Section 2 to type D and obtain some new results. 
Since neg((u ′ ) −1 ) = neg(u ′ ), Proposition 4.1.1 implies
This completes the proof. 
is a graded right module and comodule over the graded Hopf algebra (ZS, ⋒, ⋓).
Proof. This is similar to the proof of Proposition 4.1.2.
) is a free Z-module with a basis consisting of descent classes
One has an embedding ı :
Let
By Proposition 2.1.15, this gives a well-defined nondegenerate symmetric bilinear form on the free Z-module
Theorem 5.1.3. The following diagram is commutative with each entry being a graded right module and comodule over the corresponding type A Hopf algebra in (3.3). and S = {s 0 = s D 0 , s 1 , . . . , s n−1 }, with n ≥ 2. Let E = R n be a Euclidean space with a standard basis {e 1 , . . . , e n }. The group S D n can be realized as a reflection group of E whose root system Φ is the disjoint union of Φ + = {e j ± e i : 1 ≤ i < j ≤ n} and Φ − = −Φ + . The set ∆ = {e 1 + e 2 , e 2 − e 1 , . . . , e n − e n−1 } of simple roots corresponds to the generating set S of simple reflections.
Let X = {x i : i ∈ Z} be a set of noncommutative variables. We define FQSym Proof. Let f ∈ Z n . By Lemma 2.2.3, there exists a unique w ∈ S D n such that f ∈ A(w −1 Φ + ), i.e., the following holds for all α = e j ± e i , 1 ≤ i < j ≤ n: , since if α = e j ± e 1 , where 1 < j ≤ n, then w −1 (α) = u −1 (e j ∓ e 1 ), and if α = e j ± e i , where 1 < i < j ≤ n, then w −1 (α) = u −1 (α). Hence the result holds. In our earlier work [12] we defined a type D analogue QSym D of QSym, which admits two free Z-bases consisting of M Proof. Suppose that f ∈ A(wΦ + ). Then −f (w(2)) ≤ f (w(1)) ≤ f (w(2)) ≤ · · · ≤ f (w(n)). This implies 0 ≤ |f (w(1)| ≤ f (w(2)) ≤ · · · ≤ f (w(n)). Since neg(w) is even, it follows that f (w(1)) has the same sign as (−1) neg(f ) . Therefore χ D (x f ) = x f (w(1)) · · · x f (w(n)) . Then comparing (5.3) with (5.10) gives the result.
Let X + Y >0 = {. . . , x −2 , x −1 , x 0 , x 1 , x 2 , . . . , y 1 , y 2 , . . .} be a totally ordered set of commutative variables. We defined in [12] We will give a representation theoretic interpretation for s Proof. This follows from Proposition 2.3.9. , which may be used to define dual graded algebra and coalgebra structures on ZS D similarly as in type B. However, the result is not a Hopf algebra.
