With the fast-developing electromagnetic valve actuator, multi-objective optimal methods for actuator problems have been widely concerned in recent years. This article presents a modified multi-objective particle swarm optimization algorithm based on sorting method and employs it to the product design of the actuator. The simulation results show that modified optimization algorithm could obtain a better Pareto front in contrast to classical non-dominated sorting genetic algorithm-II method, meanwhile preserving the high capacity of fast solving of non-dominated solutions.
Introduction
Electromagnetic valve actuators have been fast developments in aerospace and industrial applications and the need for high performance is getting higher, have inspired mechanical and electrical designers to hunt for optimal design with available algorithms. 1, 2 Ideally, a light-weight and high thrust force is an optimum one. However, these characteristics are in all probability conflict with each other. For example, it is possible to design an actuator with high performance on thrust and latching force, but big volume and high weight. From another point of view, a small and light actuator will have low thrust and latching force. Therefore, to achieve the goal for applying, designers have to deal with many problems to search for appropriate design parameters between conflicting technical goals. The complex dimension parameter optimization has large influence on the design of product components with high quality, reliability, and stability, which is inextricability without the aid of reasonable and high-efficiency intelligence-optimized algorithm. Instead of one solution, there will be a set of non-dominant solutions; designers will choose best balance in each case. [3] [4] [5] [6] [7] For this reason, a series of methods known as multiobjective particle swarm optimization (MOPSO) [8] [9] [10] [11] [12] [13] and non-dominated sorting genetic algorithm-II (NSGA-II) 1 have been applied in industrial and military optimization design. The MOPSO algorithm originated from the single-objective particle swarm optimization (PSO), which is an evolutionary algorithm approach proposed by Dr Eberhart and Dr Kennedy in 1995.
14 PSO, which is a population-based algorithm used for simulating the movement of a fish school or bird's flock and developed to solve the single-objective, has been successfully improved and employed to solve School of Electrical Engineering & Automation, Harbin Institute of Technology, Harbin, China multi-objective optimization design problems on account of its fast convergence speed and briefness. [15] [16] [17] [18] Although these advantages drive designers to expand MOPSO algorithms continuously, it is inefficient in some complex multi-objective operation. NSGA-II is derived from Darwin's biological evolution theory and suited to solve multi-objective problems. However, this algorithm has the drawbacks of low convergence rate and precocity frequently.
This article presents a process of MOPSO based on niche sorting method from NSGA-II. Niche describes the process of how an organism or population reacts to the distributing characteristics of resources and competitors. As for niche, the large population of variables composed of the multi-dimensions of an environmental niche mutate from one species to another and the relative importance of specific environmental variables for a species may mutate depending on the conditions and constraints. Non-dominated sorting multi-objective particle swarm optimization (NSMOPSO) has the advantages of rapid convergence, relatively high probability of searching global optimization solution, and simplicity. Furthermore, the presented NSMOPSO algorithm is compared with the NSGA-II algorithm, and the difference is shown.
Fundamentals of NSMOPSO

Overview of the standard PSO algorithm
PSO is an effective global optimization algorithm, and the mathematical description is as follows. If a swarm has a population of N in searching space, particle i consists of D-dimension vector at any moment. In iteration t, the location of the particle is initialized by
.., D) and the fitness value of particle i is able to be obtained by x i (t), which can be substituted into the objective function or fitness function about x i . The local best position
T represents previous best position for particle i at iteration t that can be evaluated by comparing particle ith current location to previous position.
T represents the global best position,. According to equations (1) and (2), update particles' velocity and position to complete an iterative optimization after searching the two extreme values v
Multi-objective optimal problem
Usually, there are several nonlinear objectives for a multi-objective optimization problem at the same time. These objective functions need to be optimized at the same time; meanwhile, they are often conflicting. The optimization problem can be described as
where x = (x 1 , x 2 , :::, x n ) 2 R n is the n-dimension decision vector. The objective functions f = (f 1 (x), f 2 (x), ..., f m (x)) (m . 2). g i is the constraint condition of ith inequation. h j is the constraint condition of jth inequation. X = fx 2 R n g i 0 j , i = 1, 2, . . . , p; h j = 0, j = 1, 2, . . . , qg is the feasible region.
There are two main ways to process multi-objective problem except traditional optimization methods, such as the orthogonal experiment method: 1. A way based on weighted combination singleobjective problem. However, the weighted values cannot be predicted or applied to weighted method and can greatly influence the results in a real -world situation. 19 2. Obtaining a set of non-dominant solutions by Pareto dominance relationship.
This article employs the second way and makes further decisions based on the actual situation. So, in multi-objective problem, the optimum is defined through terms of Pareto optimality. Definition 2. Pareto optimality, the feasible solution x A is said to be Pareto optimal if there is no x 2 X f which leads to x 0 x A . Definition 3. Pareto optimal set, P = fx A 2 X f g and there is no x 2 X f which leads to x 0 x A , meaning all Pareto optimal form a set.
Definition 4. Pareto front, given a Pareto optimal set, P. Each solution in P has a corresponding objective function vector which forms surface, called Pareto front, denoted by PF.
Local and global best position of NSMOPSO
In the NSMOPSO algorithm, the local best position could be selected based on Pareto dominance relationship. When the current position of the particles dominates their local best position P, P will be updated to the current position of the particles. However, when local best position P dominates the current position, P remains in the current position. If there is no dominance relationship, the program will randomly choose 1. The global best position P g can be chosen based on sorting which is the best solution of fitness values in external archive.
External archive of the particles
The population of external archive N is established for storing the Pareto optimal solution proposed to improve the computational accuracy, and the duplicate solutions will be cleared. When particles in the external archive are beyond the allowed value range N, low fitness particles will be superseded to maintain the evenness of solutions in external archive.
Strategy of the niche
According to the information sharing strategy of the niche, the individual X i in external archive can be defined
where N S is the number of individuals in niche, and S i is the extent of X i sharing and is acquired according to
where f sh (d ij ) is known as the sharing function between individual X i and X j , which shows the relationship between the two individuals in niche and is given by
where a represents the parameter of shape control, which is 1 or 2. s share is a pre-set range of sharing. d ij is the distance between X i and X j and is given by
The strategy of the niche could drop fitness of parallel individuals to reduce the probability of searching the double and avoid precocity successfully by the method that the quantity of individual increases in niche.
Gaussian mutation
Although the classical MOPSO algorithm has the characteristic of fast convergent rate, this will result in the algorithm much more easily convergent to Pareto locally than globally optimal front. Therefore, this article introduced Gaussian mutation, which will be at a certain probability to initialize the particle second to P. Meanwhile, this will randomly initialize the particles beyond range to increase the utilization rate of particles.
The procedure for implementing NSMOPSO is illustrated in Figure 1 and given by the following basic steps.
Step 1. Initialize the swarm of particles N p , random positions X 0 , velocities V 0 , and individual particle optimal position P = X 0 . Configure the generation counter t = 0 and external archive N S = 0.
Step 2. Calculate each particle's objective function and store the non-dominated solution to external archive.
Step 3. According to equation (3), calculate each particle's fitness and sorting by descending. Set the largest individual as the global best position P g .
Step 4. According to equations (1) and (2), update individual position X and velocities V. Inertia weight adopts the strategy of linear differential diminishing and is given by
Compared with the conventional PSO which adopts the linear gradient, the probability of finding the globally optimal value is enhanced in its wake and faster convergence speed in the late. The operational capability of new algorithm is more stark.
Step 5. Update external archive N s by the nondominated solution in the current particle swarm.
Step 6. If the external archive is over the capacity, low fitness particles will be eliminated.
Step 7. Return to step 3 until the termination condition is met, and the optimality solution sets are acquired by external archive.
Simulation experiment and analysis
The optimal design of linear actuator is in order to improve the space utilization and obtain the required thrust force in pneumatic and hydraulic united controlled system. Figure 2 and Table 1 show the linear actuator structure with six dimensions. The proposed simple structure graphing of an axisymmetric and cylindrical actuator is shown in Figure 2 , which consists of two sets of radially magnetized PMs (permanent magnet), two circular coils, two shells, and two armatures which connect to each other. Energize the two coils with positive or negative to drive the armatures. The six key parameters can produce an effect on force characteristics and volume size of the actuator.
The parameter settings of NSMOPSO are as follows: inertia weight w start = 0.9, w end = 0.4, acceleration coefficients c 1 = c 2 = 2, niche radius s share = 1, shape control a = 1, capacity of external archive N = 200, population of particle swarm is 40, and maximum iteration is 80. The optimal objectives of linear actuators are volume ratio, thrust, and latching force, where volume ratio is optimized volume divided by original volume, which can be set as constraint condition (Table 2) . Figure 3 shows the Pareto front of the problem for the parameter constraint case for two conflicting objectives, latching force and volume ratio, obtained by NSMOPSO and NSGA-II.
It should be noted that NSMOPSO and NSGA-II have discontinuous feasible areas in particular space; as a result, this causes discontinuous Pareto front. Figure 3 (a) and (b) shows that NSMOPSO is closer to Pareto front obviously in latching force-volume ratio and thrust force-volume ratio. There is not an apparent turning point for NSGA-II Pareto front in Figure  3 (b) because of the discontinuous feasible areas. Table 3 shows the optimized results for NSMOPSO and NSGA-II about extreme solution and turning point. The simulation results show that the Pareto front of NSMOPSO is far more widespread and represents a greater opportunity in searching best solution.
Conclusion
Through the actuator simulation, the result reveals that NSMOPSO based on niche strategy in this article works well to obtain better Pareto front and provides an algorithm to solve the actuator and various Figure 2 . Linear actuator structure and variables. Table 2 . Constraint condition for the linear actuator optimization.
Condition Min Max
Volume ratio 0.5 1. apparatus design problems. The figures of Pareto front also reveal that algorithm has the ability to generate relatively outstanding performance distributed Pareto fronts compared with the selected.
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