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Resumen Abstract
Las tablas son una manera muy común de organizar
y publicar datos. Por ejemplo, en el Internet se halla
un enorme número de tablas publicadas en HTML
integradas en documentos PDF, o que pueden ser sim-
plemente descargadas de páginas web. Sin embargo,
las tablas no siempre son fáciles de interpretar pues
poseen una gran variedad de características y son
organizadas en diferentes formatos. De hecho, se han
desarrollado muchos métodos y herramientas para
la interpretación de tablas. Este trabajo presenta la
implementación de un algoritmo, basado en campos
aleatorios condicionales (CRF, Conditional Random
Fields), para clasificar las filas de una tabla como
fila de encabezado, fila de datos y fila metadatos. La
implementación se complementa con dos algoritmos
para reconocer tablas en hojas de cálculo, específi-
camente, basados en reglas y detección de regiones.
Finalmente, el trabajo describe los resultados y bene-
ficios obtenidos por la aplicación del algoritmo para
tablas HTML, obtenidas desde la web y las tablas en
forma de hojas de cálculo, descargadas desde el sitio
de la Agencia Nacional de Petróleo de Brasil.
Tables are widely adopted to organize and publish
data. For example, the Web has an enormous number
of tables, published in HTML, embedded in PDF
documents, or that can be simply downloaded from
Web pages. However, tables are not always easy to
interpret due to the variety of features and formats
used. Indeed, a large number of methods and tools
have been developed to interpreted tables. This work
presents the implementation of an algorithm, based
on Conditional Random Fields (CRFs), to classify
the rows of a table as header rows, data rows or meta-
data rows. The implementation is complemented by
two algorithms for table recognition in a spreadsheet
document, respectively based on rules and on region
detection. Finally, the work describes the results and
the benefits obtained by applying the implemented al-
gorithm to HTML tables, obtained from the Web, and
to spreadsheet tables, downloaded from the Brazilian
National Petroleum Agency.
Palabras clave: datos tabulados, tablas HTML,
hoja de cálculo, campos aleatorios condicionales,
aprendizaje automático
Keywords: Tabular Data, HTML Tables, Spread-
sheets, Conditional Random Fields, Machine Learn-
ing, Algorithm.
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1. Introducción
El volumen de datos disponible en la Internet ha cre-
cido de una manera vertiginosa, lo cual la ha convertido
en un vasto repositorio de datos que describen nues-
tro ambiente y nuestras interacciones. La riqueza y
fortaleza de estos datos permiten el desarrollo de la
economía y la sociedad hoy en día.
Estos datos están relacionados con información de
productos, artículos que imparten conocimiento enci-
clopédico, presentaciones de resultados científicos de
avanzada o reportes sobre datos financieros actuales.
Una gran parte de ellos pueden encontrarse en tablas,
que requieren un análisis particular ya que pueden
estar expresadas en HTML, integradas en documen-
tos PDF o estar disponibles como hojas de cálculo
descargables, entre otros formatos. Usualmente, las
tablas se organizan de forma simple y compacta como
filas y columnas, pero pueden ser más complejas con
metadatos e información adicional.
Las tablas han demostrado ser fuentes valiosas,
pero su uso puede estar muy diversificado, desde
la búsqueda en la web hasta el descubrimiento de
datos en hojas de cálculo y aumento de bases de
conocimiento [1]. En la literatura se encuentran estu-
dios sobre métodos y herramientas para la extracción
de datos tabulares de hojas de cálculo, tablas HTML,
tablas integradas en documentos PDF, etc. La gran
mayoría de estos métodos y herramientas utilizan es-
trategias basadas en reglas heurísticas y algoritmos
de aprendizaje de máquina. La estrategia para extraer
datos tabulares y para clasificar filas de tablas tam-
bién depende del formato del documento. Explorar
un conjunto grande de tablas ha sido un reto porque,
en general, la semántica de la tabla es desconocida.
En [2], se presenta un corpus de más de cien millones
de tablas, pero el significado de cada tabla raramente
está explícito en la misma tabla. Otro reto es la es-
tructura de la tabla. Por ejemplo, las tareas descritas
en [3–6] se enfocan en recuperar la semántica de la
tabla y en vincular sus datos con fuentes externas para
tablas clasificadas como genuinas, con una pérdida
considerable de datos. Estos trabajos no consideran
aspectos fundamentales, tales como la orientación de
la tabla y descartan aquellas tablas clasificadas como
no genuinas.
Otro aspecto a considerar está basado en el tipo
de documento, por ejemplo, Correa y Zander [7]
analizaron un grupo de métodos y herramientas enfo-
cados en extraer contenido tabular de archivos PDF
basándose en dos características principales: facilidad
de uso y resultados de salida y la categorización de
las herramientas según propuestas teóricas, sin costo
y comerciales. En [8] se desarrollaron varias heurís-
ticas, que conjuntamente reconocen y descomponen
tablas en archivos PDF y almacenan los datos extraí-
dos en un formato estructurado de datos (XML) para
facilitar su uso, estas heurísticas se dividen en dos gru-
pos: reconocimiento y descomposición de tablas. Otras
técnicas fueron presentadas en [9] para extraer data
tabular de documentos PDF con el fin de identificar
los límites de la tabla, donde los autores describen una
metodología que aplica dos algoritmos de aprendizaje
de máquina, CRF y máquinas de soporte vectorial
(SVM, Support Vector Machines). Asimismo, se han re-
visado trabajos basados en el proceso de identificación
de límites de tabla y diseñados para la correspondencia
semántica y anotación de atributos numéricos y varian-
tes en el tiempo en tablas web como las presentadas
en [10–12] que anotan tablas web efectiva y eficiente-
mente, e identifican los límites entre filas (o columnas)
de nombres de atributos y sus correspondientes filas
(o columnas) de valores en la tabla.
También se puede hacer mención especial de los tra-
bajos relacionados con el reconocimiento de la estruc-
tura de una tabla HTML y la detección y clasificación
del encabezado de una tabla descritas en [13,14], su-
giriendo algunas técnicas basadas en reglas heurísticas
que utilizaron un algoritmo de aprendizaje de clasifi-
cación para delinear tipos de tablas existentes dentro
de un documento y detectar los tipos de estructuras y
encabezados.
Finalmente, se hace énfasis en el enfoque propuesto
en [15] que estuvo basado en técnicas de aprendizaje
de máquina que cubren dos tareas fundamentales del
proceso de extracción de una tabla: su localización e
identificación de las posiciones y tipos de filas. Este
trabajo se enfoca en la implementación de dos algo-
ritmos para el reconocimiento de tablas en hojas de
cálculo, así como también otros algoritmos basados en
campos aleatorios condicionales (CRF), para clasificar
los tipos de filas dentro de las tablas. Los conjuntos de
datos fueron creados con tablas HTML descargadas;
las tablas de hojas de cálculo fueron obtenidas del sitio
web de la Asociación Nacional de Petróleo (ANP) de
Brasil.
1.1. Contexto
Las tablas se encuentran frecuentemente en documen-
tos impresos, libros o periódicos, así como también en
documentos digitales, páginas electrónicas o láminas
de presentación. Sin embargo, dichas tablas también
representan un concepto esencial en bases de datos
relacionales y hojas de cálculo. Las tablas pueden dis-
tinguirse de acuerdo con su estructura y orientación.
Una tabla relacional u horizontal [8], como la que
se ilustra en la Tabla 1, tiene filas que proporcionan
datos sobre objetos específicos llamados entidades y
columnas, que representan atributos que describen las
entidades.
52 INGENIUS N.◦ 25, enero-junio de 2021
Tabla 1. Ejemplo de una tabla relacional
ID Nombre Edad País Ocupación
1 Bob Smith 35 USA Programador
2 Jane Smith 31 USA Profesora
3 Robert White 24 UK Ingeniero
Existen tablas más complejas, como aquellas donde
los atributos que describen las entidades están coloca-
dos verticalmente y las entidades de manera horizontal,
u otro tipo de estructuras como las que se muestran
en la Tabla 2 y en la Tabla 3.
Tabla 2. Ejemplo de una tabla no relacional
Obj 1 Obj 2 Obj 3
Nombre V1 V1 V1
Edad V2 V2 V2
Altura V3 V3 V3
Tabla 3. Ejemplo de una tabla no relacional con informa-
ción adicional
Aplicaciones de patentes por residentes
Fuente de datos: worldbanc.org
(se muestra país tope en cada continente)
País Residentes Aplicaciones
Norteamérica





De manera más precisa, una tabla se define como:
Definición 1. Una tabla es un par T = (H, D) que
consiste de un encabezado opcional H y datos D, donde:
• El encabezado H = {h1, h2, . . . , hn} es una
n-tupla de elementos hi de encabezado; si el
conjunto de elementos de encabezado existe, este
podría ser representado como una fila o como
una columna.
• Los nodos de datos están organizados como una
matriz (n,m) que consiste de n filas y m colum-
nas:
D =
C11 ∴ · · · C1m... . . . ...
Cn1 · · · Cnm

El proceso de clasificación de las filas de una tabla
consiste en identificar cada uno de los elementos de una
tabla. La idea general está basada en localizar el en-
cabezado y los datos en la tabla. También es relevante
identificar los elementos de diseño y los metadatos. La
Figura 1 muestra el proceso de clasificación de las filas
de una tabla, denotando en diferentes colores algunos
de los elementos presentes en la tabla: rojo indica los
elementos que representan los títulos; amarillo, la fila
de encabezado; azul, los datos de las filas; y verde, los
metadatos adicionales.
Figura 1. Proceso de extracción tabular
El resto del artículo está organizado como sigue.
La sección 2 cubre detalles de las implementaciones de
algoritmos para el reconocimiento de tablas y para la
clasificación de filas de tablas. Finalmente, la sección
3 describe experimentos y resultados.
2. Materiales y métodos
2.1. Algoritmos de reconocimiento de tablas y
de clasificación de filas de tablas
Esta sección describe las implementaciones de un algo-
ritmo para reconocer tablas en hojas de cálculo y un
algoritmo, basado en campos aleatorios condicionales,
para clasificar filas de tablas.
2.1.1. Un algoritmo basado en reglas para
detectar tablas en hojas de cálculo
Varios algoritmos basados en reglas detectan tablas en
hojas de cálculo utilizando atributos de celdas, tales
como bordes, formato y tipo de dato. El atributo de
cada celda en la hoja de cálculo tiene un valor especí-
fico asociado con esa celda. A su vez, el borde de la
celda tiene los atributos de dirección, estilo y color. El
borde puede rodear la celda en 4 direcciones diferentes:
arriba, abajo, izquierda y derecha.
Un formato de celda es el formateo visual apli-
cado al dato de la celda, tal como, formato de número,
nombre de estilo de letra, nombre de letra, tamaño
de letra, letra negrita, letra cursiva y color de letra.
La detección de múltiples tablas en la misma hoja de
cálculo se realiza encontrando un separador entre dos
tablas (usualmente un conjunto de filas vacías), como
se explica a continuación [16].
Dada una tabla T, con rn filas y cn columnas, se
calculan las siguientes características de diseño:
Escalona Escalona / Algoritmos para el reconocimiento de estructuras de tablas 53
• Número promedio de columnas, calculado como






donde ci es el número de celdas en la fila i,
i = 1, . . . rn.
• Número promedio de filas, calculado como el






donde ri es el número de celdas en la columna i,
i = 1, . . . , cn.
La Figura 2 muestra el algoritmo que identifica el
número de tablas dentro de un documento y captura
el rango de filas que representa cada tabla.
Figura 2. Algoritmo de detección y reconocimiento de
tabla
Detección de regiones
La detección de regiones se calcula a través de un
algoritmo basado en grafos denominado Remover y
Conquistar [17], que detecta tablas en hojas de cálculo.
Este algoritmo utiliza un conjunto completo de reglas
y heurísticas de acuerdo con una representación de
una hoja de cálculo como un grafo. Los archivos de
hojas de cálculo contienen una o más hojas, cada hoja
consta de una colección de celdas organizadas en filas
y columnas, donde se definen ciertos términos útiles
para el proceso de detección de regiones.
Definición 2. Sea W el conjunto que contiene todas
las celdas de una hoja.
La detección de una región consiste en escanear la
hoja de cálculo desde la primera celda en la esquina
superior izquierda hasta la última celda no vacía en
la esquina inferior derecha, para chequear celdas con
formato similar y detectar separadores, tales como filas
vacías, diferentes formatos de celdas o diferentes tipos
de bordes, tales como diferentes tipos de valores de
celdas. De manera más precisa, una región se define
como:
Definición 3. Una región es una colección máxima
R ⊆W de celdas de un área rectangular de la hoja.
También se infiere el rol de diseño de las celdas no
vacías en la hoja, donde a cada celda no vacía se le
asignan los siguientes roles: Encabezado (H, Header),
Datos (D), Título (T), Metadato o no relacional (N).
Este rol de celda se define como sigue.
Definición 4. Sea la label: W → Etiquetas, donde
Etiquetas = {Encabezado, Datos, Título, Metadatos},
una función que relaciona a las celdas su rol de di-
seño asignado. Para celdas vacías, la etiqueta no está
definida; estas celdas se identifican utilizando empty:
W → {0, 1}, que retorna 1 para celdas vacías y 0 en
otro caso.
Las celdas de una hoja de cálculo se agrupan con-
juntamente, de manera que celdas adyacentes tengan
el mismo rol de diseño (etiqueta) o formen estructuras
más grandes. Estos grupos se denominan regiones eti-
queta, como se muestra en [17] y en la Figura 3.
Figura 3. Proceso de creación de regiones etiquetas
Formalmente, una región etiqueta se define de la
siguiente manera:
Definición 5. Una región etiqueta es una región LR
de una hoja de cálculo tal que, para cualesquiera dos
celdas c y c′ en LR, label(c) = label(c′) y empty(c) 6= 1
y empty(c′) 6= 1.
La Figura 4(a) muestra tablas en una hoja de
cálculo y la Figura 4(b) indica las regiones corres-
pondientes a las estructuras de la tabla. El proceso de
detección de regiones etiqueta agrupa celdas según su
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etiqueta. Se itera a lo largo de cada fila para crear se-
cuencias de celdas que tienen la misma etiqueta. Estas
forman la base de LR. Posteriormente, se unen las LR
de filas consecutivas, si sus etiquetas, columna mínima
y columna máxima coinciden.
Representación de tablas mediante grafos
Las regiones permiten construir grafos que capturan
las interrelaciones de regiones etiqueta. La Figura 4
muestra la representación de tablas como un grafo.
Figura 4. Representación de tablas mediante grafos
El proceso de construcción de grafos consiste
en identificar relaciones espaciales: superior, inferior,
izquierda y derecha, localizando las regiones vecinas
más cercanas para cada dirección, e identificar todos
los vértices cuya máxima fila es menor que la mínima
fila de otro vértice. Para cada dirección, se define una
función distancia donde se identifican todos los vértices
más cercanos:
NDv = {n ∈ Dv ∨ ddist(v, n) = mind
u∈DV
dist(u, v)} (3)
donde Dv es la dirección para el vértice v; bordes
dirigidos (v, n) se crean para cada n ∈ NDv.
2.1.2. Algoritmo Remover y Conquistar
Remover y Conquistar (RAC, Remove and Conquer)
es un algoritmo basado en reglas cuyo objetivo es sepa-
rar los bordes que están más lejos hacia las direcciones
izquierda y derecha del grafo que fue creado a partir
de cada hoja en una hoja de cálculo, como se muestra
en la Figura 5. El algoritmo procesa los componentes
fuertemente conectados del grafo, para aparear todos
los grupos formados y detectar tablas válidas.
Los vértices se ordenan en orden descendente de
su máxima fila, seguido por orden ascendente de su
mínima fila, por lo que las tablas se buscan en orden
inverso, desde abajo hacia arriba. Cada encabezado
h se procesa individualmente para identificar vértices
con fila mínima mayor o igual que h.
El algoritmo que verifica el encabezado válido se
muestra en la Figura 6. Todos los encabezados válidos
son almacenados en Q que representa el conjunto de
vértices, incluyendo h; este conjunto de vértices se de-
nomina tablas potenciales. El algoritmo asegura que
otros vértices conectados a h no se dejen aislados.
Figura 5. Algoritmo Remover y Conquistar
Figura 6. Chequeo de validez del encabezado
Esos vértices apareados con un encabezado válido
son sustraídos del conjunto de vértices y luego orde-
nados para crear el conjunto S’. Los encabezados váli-
dos son agregados al conjunto de encabezados válidos,
llamado LQ. Los vértices que representan tablas po-
tenciales, llamados Q, no son directamente agregados
al conjunto de tablas P porque el algoritmo necesita
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chequear que h no está conectado a otros vértices. Las
tablas que no pueden formarse se almacenan en U .
Entonces, en el último paso del algoritmo, este intenta
aparear las tablas en U con la tabla más cercana a su
izquierda o derecha.
2.1.3. Un algoritmo de aprendizaje de máquina
para clasificar filas de tabla
Una contribución importante de este trabajo es la
identificación y clasificación de los tipos de filas que
componen una tabla, a través de la implementación de
un algoritmo de aprendizaje de máquina, en este caso,
campos aleatorios condicionales (CRF), el cual está
basado en las características, valores de las celdas, así
como también las clases que representan la estructura
de la tabla.
Los CRF son modelos de grafos que no tienen di-
rección, introducidos por Lafferty et al. [18], pueden
actuar como clasificadores en tareas de etiquetado de
secuencias. Estos son utilizados frecuentemente para
procesamiento de lenguaje natural, tal como etique-
tado de partes de discursos. El algoritmo CRF define
X como una variable aleatoria sobre las secuencias
de datos a ser etiquetadas y Y como una variable so-
bre las secuencias de etiquetas correspondientes. La
Figura 7 muestra una estructura de un campo aleatorio
condicional lineal.
Figura 7. Estructura de un campo aleatorio condicional
de cadena lineal
En nuestro problema de clasificar filas de tablas,
la secuencia de entrada x corresponde a una serie de
filas de una tabla dada, mientras que la secuencia de
etiquetas y es la serie de etiquetas asignadas a las filas
observadas. A cada fila en x se le asigna exactamente
una etiqueta en y.
Formalmente, los campos condicionales aleatorios
se definen de la siguiente manera:
Definición 6. Sea G = (V,E) un grafo y Y = (Yv)v∈V
una secuencia de variables aleatorias indexadas por
los vértices de G. Un campo aleatorio condicional es
un par (X,Y ) tal que, cuando se condiciona en X,
las variables aleatorias Yv obedecen la propiedad de
Markov con respecto al grafo.
P (Yv|X,Yw, w 6= υ = P (Yv ∨X,Yw ≈ υ) (4)










donde fj(Yi−1, Yi, X, i) es una función de caracte-
rísticas de transición de la secuencia de observaciones y
de las etiquetas en las posiciones i e i−1 en la secuencia
de etiquetas; gk(Yi, X, i) es una función de caracterís-
ticas de estado de la etiqueta en la posición i y la
secuencia de observaciones; y λj y µk son parámetros
a ser estimados a partir de datos de entrenamiento.
En el escenario de la tabla de datos, X representa
la lista de filas en la tabla y Y representa las clases de
fila correspondientes. Cada tabla de datos relacional
tiene un esquema, el cual, en el contexto de las tablas
de datos, consiste de nombres de atributos, valores y
tipos, donde los nombres de atributos son títulos de
columnas, los tipos de atributos son los tipos de valores
en la columna y los atributos de valor corresponden
a valores de datos en las celdas de las columnas. Los
nombres de las columnas son almacenados en una fila
o en filas especiales, usualmente cerca del encabezado
de la tabla, llamadas filas de encabezado, mientras que
los datos son almacenados en filas referidas como filas
de datos.
La tabla de datos también puede contener descrip-
ciones de datos referidas a los metadatos. En correspon-
dencia con los criterios tratados arriba, se identifica
cada tipo de fila de acuerdo con las propiedades de
cada celda en la tabla de datos. Entonces, el problema
se enfoca en asignar una etiqueta a cada fila, donde
cada fila está constituida por celdas que pueden exhi-
bir diferentes conjuntos de atributos. El proceso de
selección de características involucra la extracción de
una colección de atributos para celdas individuales y
combinar los atributos de todas las celdas en la fila,
con el fin de construir un conjunto de características
de filas. Considere las ideas abordadas arriba y un
ejemplo de una tabla simple con encabezado y datos,
tal como se muestra en la Figura 8.
Figura 8. Ejemplo de una tabla etiquetada
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X representa un vector con las filas de la tabla y
Y representa otro vector con las etiquetas de cada fila
x de la tabla.
2.1.4. Clases de filas
De acuerdo con la estructura de tablas y la Definición
6, los tipos de clases de filas que se muestran en la
Tabla 4.
Tabla 4. Clases de filas
Etiqueta Descripción
H Representa la fila de encabezado en la tabla
D Filas de datos que contienen registros de datos
N Metadatos no relacionales
2.1.5. Conjunto de características
En cualquier algoritmo de aprendizaje de máquina,
una característica es una propiedad individual medible
o una característica de un fenómeno que está siendo
observado [19]. Por lo tanto, cada característica se
particiona en tres categorías considerando aspectos
relacionados al diseño, estilos y valores que pueden
llamarse atributos de diseño.
Atributos de diseño son las celdas que se encuen-
tran comúnmente en filas de encabezado, que usual-
mente contienen celdas de tablas combinadas con texto
centrado.
Atributos de estilo son varias propiedades
derivadas de hojas de estilo, tales como tipo de le-
tra, color de letra, peso de letra o texto subrayado.
Atributos de valor son aquellos que representan
celdas donde la información almacenada está vinculada
exclusivamente con las filas de datos. Frecuentemente,
las filas de encabezado contienen valores textuales
relativamente cortos, en lugar de números o fechas.
Observe con un ejemplo como trabaja el algoritmo
CRF en nuestro problema de clasificación de tabla,
dada la característica de transición fj(Yi−1, Yi, X, i) y
la función de características gk(Yi, X, i):
x es una fila dentro de la tabla de datos.
j is la posición de una fila en la tabla (cada
característica está asociada con una posición);
más de una característica asociada con la misma
posición.
yj−1, yj son las etiquetas (clases) asignadas a las
filas j y j − 1 de x
Entonces, la función de características y la función
de estados son las siguientes:
f1(Yi−1, Yi, X, i) =
{
1ifxj ∈ headeryj = H
0, en otro caso (6)
f2(Yi−1, Yi, X, i) =
{
1ifxj ∈ datayj = D
0, en otro caso (7)
g1(Yi, X, i) ={
1if(xjisacell ∈ x) ∧ (xj ∈ rowfeatures) ∧ yj
0, en otro caso
(8)
g2(Yi, X, i) ={
1if(xjisacell ∈ x) ∧ (xj ∈ rowfeatures) ∧ yj = D
0, en otro caso
(9)
La lista completa de atributos de celdas indivi-
duales está dada en la Tabla 5. Las características se
dividen de según el tipo de atributos que ellas repre-
sentan.
Tabla 5. Atributos de celdas
Diseño Estilo Valor Espacial
IsMerged IsBold IsEmpty RowNumber






2.1.6. Similitud entre filas
Otra característica que fue tomada en cuenta para
generalizar los datos de entrenamiento fue la similitud
entre filas [20], donde se asigna una característica única
a cada combinación única (c, r) donde c es el número
de celdas que exhiben un atributo y r es el número
de celdas en la fila. Entonces, dos filas Rx y Ry se
consideran similares con respecto a cierto atributo de
celda α si el logaritmo de sus anchuras son iguales
y el logaritmo del número de celdas que exhiben o
carecen del atributo α. Este enfoque se conoce como
agrupación de características y puede definirse como
sigue.
Formalmente, para una fila Ri de longitud r en la
cual c celdas exhiben un atributo específico de celda α,
se la asigna la característica “Rα = (a, b)” a Rj(a, b),
donde a y b son los grupos que se calculan como sigue.
a =

0, ifc = 0
blog2(c) + 1c , if0 < c ≤ r/2
blog2(r − c) + 1c− , if r/2 < c < r
0− ifc = r
(10)
b = blog2(r)c (11)
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Los objetivos de los grupos son:
1. Diferenciar entre anchos de tablas
2. Combinar tablas anchas
3. Resaltar filas uniformes
3. Resultados y discusión
Esta sección presenta los experimentos realizados para
probar la exactitud de la implementación del clasifi-
cador de filas de tablas, así como también los experi-
mentos con reconocimientos de tablas en documentos
con hojas de cálculo.
3.1. Preprocesamiento
La tarea de preprocesamiento se enfoca en dos esce-
narios de tablas: tablas HTML y tablas de hojas de
cálculo, con el fin de remover contenido irrelevante
o contenido que no proporcionará información para
el clasificador de filas de tablas. Otros aspectos que
fueron considerados fueron las estructuras de las tablas
y la información presente en ambos tipos de tablas.
Este trabajo no cubre en completo detalle el preproce-
samiento de las tablas, por lo que solo se hace énfasis
en aquellos elementos que se consideran más impor-
tantes. En el caso de tablas de hojas de cálculo, se
resalta que el conjunto de datos tenía una anotación
predefinida, pero con muchos errores relacionados con
la identificación de los rangos de filas de datos y filas
de encabezado.
3.2. Características principales de los
conjuntos de datos utilizados para prueba
La Tabla 6 muestra las estadísticas del proceso de
anotación en ambos conjuntos de datos. Cada fila de
cada tabla fue anotada con la etiqueta correspondiente
a su clase: «H» para encabezamiento (Header), «D»
para datos, etc.
Tabla 6. Tablas anotadas
HTML Hoja de cálculo
Tablas anotadas 105 252
Filas anotadas 13,025 227,638
Filas de encabezado 105(<1 %) 252(<1 %)
Filas de datos 12,920(99 %) 227,254(98 %)
Otras clases de filas 0(0 %) 132(<1 %)
La tabla indica que un aspecto crítico de tablas
tanto HTML como hojas de cálculo es que el porcen-
taje de filas de encabezado es muy bajo, debido al
hecho de que las tablas obtenidas fueron tablas sim-
ples con esquemas simples (tablas con una sola fila de
encabezado seguida por una o más filas de datos).
3.3. Experimentos de clasificación de tablas
Esta sección presenta los experimentos para evaluar la
solución propuesta de clasificación de tablas. En una
primera etapa, se entrenó el algoritmo con 80 % de los
datos y se probó con 20 % de los datos, seleccionados
aleatoriamente. Se utilizó el algoritmo L-BFGS como
método de optimización y parámetros de regularización
L1 y L2 ajustados a 0.1 y 0.01. Los experimentos con
tablas HTML y hojas de cálculo fueron realizados de
manera separada, para exponer las diferencias entre
los dos formatos de tabla. Las métricas de desempeño
adoptadas fueron precisión, memoria, f1-score, soporte.
3.3.1. Resultados
Esta sección muestra los resultados obtenidos. Se ob-
serva que el valor de precisión para tablas de hojas de
cálculo fue mayor que para tablas HTML, debido a
dos factores principales: (1) las características de las
tablas de hojas de cálculo tienen una mejor definición;
(2) se garantiza una correcta definición para las filas
de datos. La memoria fue similar para ambos tipos de
tablas, así como también el f1-score. Un punto impor-
tante en este análisis está relacionado con el número
de filas clasificadas como no relacionales en el conjunto
de datos de hojas de cálculo, debido al hecho de que se
anotaron manualmente las tablas de hojas de cálculo,
a diferencia de las HTML, donde algunas filas podrían
haber sido identificadas como filas de datos o filas
de encabezado, siendo de hecho filas no relacionales
(Tabla 7).
Tabla 7. Resultados para tablas HTML y hojas de cálculo
Clase de fila Precisión Memoria F1-Score Soporte
HTML
D 0.966 0.982 0.970 2,496
H 0.955 0.992 0.970 17
N 0.980 0.980 0.970 92
Hojas de cálculo
D 0.997 0.985 0.994 39,08
H 0.969 0.993 0.983 49
N 0.985 0.965 0.974 5
Nota: las etiquetas de fila son como en la Tabla 4:
D: Filas de datos
H: Filas de encabezado
N: Metadatos no relacionales (una nota, clarifi-
cación, etc.)
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3.3.2. Validación cruzada
Validación es el proceso de decidir si los resultados
numéricos que cuantifican las hipótesis entre variables
son aceptables como descripciones de los datos; este
es un proceso útil cuando no existen datos suficientes
para entrenar el modelo y existe una gran desequilibrio
en el número de objetos en cada clase. Entonces, se
aplicó una estrategia k-fold conocida como k-fold es-
tratificado, que es una ligera variación de la estrategia
k-fold de validación cruzada, tal que el fold contiene
aproximadamente el mismo porcentaje de muestras de
cada clase objetivo que el conjunto completo.
La Tabla 8 muestra los resultados obtenidos para
ambos conjuntos de datos. Se observa que para el caso
de tablas HTML, los mejores resultados se obtuvieron
para k = 2 y k = 3 y que la precisión promedio fue
0,958 y que para las tablas de hojas de cálculo cada
k = 1 ..., 5 es similar y la precisión promedio fue 0,997.
Tabla 8. Precisión del método de validación cruzada para
tablas HTML y hojas de cálculo
HTML
Etapa K = 1 K = 2 K = 3 K = 4 K = 5
Prueba 0,92 0,98 0,98 0,94 0,97
Hojas de cálculo
Etapa K = 1 K = 2 K = 3 K = 4 K = 5
Prueba 0,997 0,998 0,996 0,998 0,996
3.3.3. Matriz de confusión
Como en cualquier problema de clasificación, existen
aspectos que pueden ser mejorados. En nuestros ex-
perimentos, se tienen que examinar las filas en cada
clase que fueron confundidas con filas en otra clase.
Entonces, se utilizó una matriz de confusión, como se
muestran en la Figura 9 y en la Figura 10. Cada celda
de la matriz muestra el porcentaje de todas las filas
clasificadas que fueron realmente de la clase con la
etiqueta mostrada en la primera columna, pero que el
clasificador le asignó la etiqueta de fila mostrada en
la primera fila. Las celdas sombreadas con color azul
más oscuro en la diagonal muestran clasificaciones co-
rrectas de filas, mientras que las remanentes muestran
clasificaciones incorrectas.
Idealmente, nuestro clasificador resultaría en ceros
para los valores fuera de la diagonal. Sin embargo, de
hecho, el modelo clasificó filas incorrectamente. En
el caso de tablas de hojas de cálculo, se observó que,
tanto para filas de datos como para filas de encabezado,
se obtuvieron resultados erróneos con respecto a las
filas no relacionales, esto es, un número considerable de
filas de datos y filas de encabezado fueron identificadas
como filas no relacionales. En las tablas HTML, los
resultados erróneos para filas no relacionales fueron
mayores que para las tablas de hojas de cálculo, siendo
7,9 % y 6,6 % para filas de datos y filas de encabezado,
respectivamente.
Figura 9. Matriz de confusión para tablas de hojas de
cálculo
Figura 10. Matriz de confusión para tablas HTML
Esto merece alguna explicación: (1) la diferencia
entre el número promedio de filas de las tablas HTML
y el número promedio de filas de tablas de hojas de
cálculo; (2) en nuestro proceso de clasificación, una
fila dada se clasifica como «metadatos no relacionales»
cuando la fila no puede ser identificada como de datos
o de encabezado; (3) las tablas de hojas de cálculo
tienen una mejor definición en términos de caracterís-
ticas, por ejemplo, las tablas dependen de propiedades
encapsuladas dentro de archivos CSS.
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3.4. Algoritmo basado en reglas para detección
de tablas
El algoritmo basado en reglas fue aplicado a hojas en
un conjunto muestra que contenía tablas con diferentes
diseños y gráficos integrados. La Tabla 9 resume los
resultados obtenidos, que analizaron un total de 1000
documentos de hoja de cálculo, detectaron 1481 tablas
y clasificaron incorrectamente 141.
Tabla 9. Resultados para el algoritmo de detección basado
en reglas
Documentos de hojas de cálculo 1000
Tablas 1481
Tablas clasificadas incorrectamente 141
Tablas simples 700
Tablas múltiples 158
El algoritmo falló para tablas múltiples con se-
paradores internos que son menores que el umbral
definido. En ese caso, el algoritmo consideraría las dos
tablas como una tabla simple. Asimismo, no recono-
cería correctamente tablas cuando las celdas no tengan
atributos o separadores (por ejemplo, una tabla sin
bordes, sin formato de letra, sin colores de fondo y sin
filas vacías que separen encabezados y el título de la
tabla) y no descubrió tablas donde el número de cel-
das vacías a la derecha e izquierda es extremadamente
grande.
3.4.1. Experimentos con el algoritmo de
detección de tabla Remover y Conquis-
tar
El algoritmo Remover y Conquistar (RAC) fue apli-
cado al mismo conjunto de datos. Este algoritmo de-
tectó tablas que no pudieron ser reconocidas por el
algoritmo basado en reglas y maximizó la coincidencia
entre la tabla propuesta P y la tabla verdadera T, lo
cual es equivalente a maximizar el número de celdas
que ellas tienen en común y minimizar el número de
celdas por las cuales difieren. La Tabla 10 muestra
los resultados al comparar con el algoritmo 1, donde
se observa que el número de tablas clasificadas incor-
rectamente se redujo y el número de tablas múltiples
detectadas aumentó.
Tabla 10. Tablas reconocidas mediante RAC
Documentos de hojas de cálculo 1000
Tablas 1481
Tablas clasificadas incorrectamente 141
Tablas simples 650
Tablas múltiples 230
3.5. Resultados de los algoritmos y descripción
del ambiente
Antes de entrar en detalle acerca de los tiempos de
ejecución de los algoritmos, se explicarán las caracte-
rísticas principales del ambiente: computadora portátil
(PC) modelo Lenovo 80YH con 8 GB de memoria
RAM, procesador Intel(R) Core i7-7500 con 2.70 GHz,
tarjeta gráfica Intel(R) 620 con 128 MB de memoria,
sistema operativo Windows 10 Home de 64 bits, la
Tabla 8 muestra los tiempos de ejecución de cada uno
de los algoritmos.
Tabla 11. Tiempo de ejecución de los algoritmos de re-
conocimiento de tablas
Algoritmo Tiempo de CPU (%) Memoria(%)ejecución (s)
Remover y 114,28 4,3 1,3Conquistar
Basado en reglas 69,19 3,7 1
Campo aleatorio 376,57 11,5 2,5condicional
4. Conclusiones
En este trabajo se ha descrito la implementación de
tres algoritmos para clasificar filas de una tabla y
reconocer tablas en documentos de hojas de cálculo,
respectivamente. Se realizaron experimentos para pro-
bar el desempeño del clasificador de filas de tablas
utilizando tablas HTML y de hojas de cálculo. Los
experimentos muestran que el clasificador obtuvo exce-
lentes resultados para ambos tipos de tablas. Asimismo,
se aplicó una validación cruzada k-fold donde se ob-
tuvieron resultados similares a los otros experimentos
reportados en [20].
En resumen, las contribuciones de este trabajo
fueron:
• Un clasificador de filas de tabla, aplicable tanto a
tablas HTML como a tablas de hojas de cálculo.
• Experimentos para validar el clasificador.
• Dos conjuntos de datos que contienen tablas
HTML y de hojas de cálculo anotadas, para en-
trenar y validar clasificadores de filas de tablas.
• La implementación de dos algoritmos para el re-
conocimiento de tablas en documentos de hojas
de cálculo.
Como trabajo futuro, se propone incrementar el
número de instancias y clases en nuestros conjuntos
de datos y agregar más características complejas. Se
espera que los CRF también puedan ser aplicados a
otras tareas de clasificación no tabular, que involucren
contenido con varios formatos y diseños. En general,
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los CRF pueden ayudar en la construcción de sistemas
de extracción de información genérica.
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