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INTRODUCTION 
In general, every problem of decidability can be reduced to the following problem. 
Let 3 be a finite set (alphabet) and A* be the set of finite sequences over A and 
let P be a given subset of A*. P is called decidable if and only if there exists an 
algorithm defined on all x ~ A* that gives the answers "yes" and "no":  "yes" when 
x E P, "no" when x ~ P. More generally, we shall say that P is axiomatizable if there 
exists an algorithm such that for x E P the algorithm gives the answer "yes," for 
x r P, the algorithm is either undefined or gives the answer "no." According to the 
generally accepted efinition of an algorithm, the following is true. I f  P is finite, 
then P is decidable. We shall say that P is practically decidable if there is a program 
for a computer realizing a decision algorithm. Due to the physical structure of 
computers, the set P should be finite; but in the case when P is infinite one can take 
under consideration the set P , ,  which consists of those x ~ P that have length at 
most n (the length of the finite sequence x is the number of the elements of the 
sequence). In view of this remark we can also study practical decidability in the case 
when P is not decidable. On the other hand, for some decidable problems P and 
reasonably small n, no program for deciding P,~ has been found. There is reason to 
believe that such a program may not exist. In this paper we show that at times this is 
indeed the case. 
BASIC CONCEPTS 
Let T be a set and 2 r be the set of all functions over T with values 0,1. Elements 
of 2 r will be denoted by a, b .... (without lower indices). For t ~ T and a ~ 2 r we shall 
denote by at the value of the function a for the argument  (which is either 0 or 1). 
By a computer we shall mean any function F with domain 2 r and values in 2 r. The 
cardinality of T will be called the size of the computer F and denoted by s(F). 
This definition has the following material meaning: T represents the set of all 
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memory units of the computer, elements of 2 r represent he actual states of the 
memory, F represents the transition function (organization) of the computer. 
We define F ~ as usual: F~ = a and F~+X(a) =F(Fn(a) ) .  We denote by F,~(a) 
(for t E T), the value o fF ' (a )  for the argument ; i.e., ifF'*(a) = b, then F,~(a) = b t . 
DEFINITION 1. F is k-cont inuous iff for every t ~ T and a E 2 r there are t a , t 2 ,..., 
tk ~ T such that for every b ~ 2 r if aq = bt~, a~ 2 = b~ 2 ..... a~ = b,k , then F~(a) = F,(b). 
DEFINITION 2. F is uni formly  k-cont inuous iff for every t ~ T there are t I , t z ,..., t~ 
such that for every a, b ~ 2 r, if at1 = b~ , aq  = bt~ ,..., a~, = btk , then F~(a) = F~(b). 
k -cont inu i ty  says that the content of any memory unit t at any step of 
the computation depends only on the content of at most k memory units 
from the previous step, but the selection of those k units can itself depend on the 
actual content of the memory. Uni fo rm k -cont inu i ty  says that the content of any 
memory unit t at a given time depends on the content of at most k memory units 
from the previous step, and the choice of those memory units is independent of the 
content of the memory; this is equivalent o saying that for every t ~ T, there are 
t 1 ..... t~ ~ T and a function Gt of k arguments uch that F~(a) = G~(a,i ,..., a,~) for 
all a e 2 r. 
EXAMPLES. (1) Every Boolean net in which each operation works with a unit 
delay (see [3]) is a uniformly 2-continuous computer. It is so because the value 
attached to an edge of the net in the nth step of the computation depends only on the 
values attached to at most two edges of the net in the (n - -  1)th step of the computation. 
(2) Every Turing machine that has n inner states and an alphabet consisting 
of m letters can be described as a uniformly (log 2 n + 3 tog~ m)-continuous computer. 
It is so because if we index the consecutive squares on the tape with consecutive 
integers in such a way that the position of the head always has the index 0, then the 
letter written in the kth square depends only on what was written in the squares 
with indices k - -  1, k, and k + 1, and the inner state in the previous step of com- 
putation. Now it is enough to enumerate the inner states with 0, 1 sequences of 
length log s n, and enumerate the alphabet with 0, 1 sequences of length log 2 m. 
Let U be a set. Any set P_  2 v will be called a problem. The cardinality of U 
will be called the size of the problem P and denoted by s(P). 
DEFINITION 3. The problem P is solvable by the computer F if there exist 
(1) some one-to-one map 6: U--+ T, 
(2) some t o ~ T - -  q~(U), and 
(3) some b ~ 2 r-*w)-(*o} 
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such that for every p E 2 u the function a e 2 r defined by 
at ---- 0 for t = t o 
=p,  for t =$(u) ,u~U,  
=b t for t~T- -~b(U) - - ( t0}  
has the property that p E P iff there exists a positive integer n such that F']o(a ) = 1. 
The meaning of this definition is the following, q~(U) is the set of memory units 
reserved for data, t o is the place reserved for the answer, and b constitutes the program 
and all places reserved for partial results. Definition 3 says that P is solvable by F 
if there is a program that gives the answer 1 ("yes") for the data p iff p E P. Since 
there is no special answer for the case when p q~ P (at0 = 0 means only that the solution 
has not yet been found), the solvability of P corresponds rather to axiomatizibility 
of P than to decidability. 
SOME GENERAL THEOREMS 
THEOREM 1. For every k there exists an l such that if F is k-conitnuous then F is 
uniformly l-continuous. 
Proof. Let f :  2 r ~ {0, 1} andf  have the property that for every a 6 2 r there exists a 
sequence tx ..... tk E T such that for every b e 2 r, if (bq ,..., bt)  : (aq ,..., aO, then 
f (a) : f (b ) .  It is proved in [1, p. 235], that there exists a set T O C_ T, card(T0) 
(2k - -  1)(~.~] a) such that for every a, b ~ 2 r, if at : b~ for all te  To, thenf(a)  : f (b ) .  
Hence, 
(*) l = : (2k -- l) (2kk -- 21) 
satisfies Theorem 1. 
,'Vote. ( , )  is the smallest known l satisfying the theorem. A lower estimate of the 
least l, namely, 
2k- -4+a(2kk- -42) ,  
is also proved in [1, pp. 233 ff]. 
We shall now assume that the sets T and U are finite. Let card(T) ----n, and 
card(U) := m -< n. Without losing generality, we can assume that T = (0, 1,..., n - -  1), 
and U ---- (0, 1 ..... m - -  1). Let C,  k be the set of all uniformly k-continuous computers 
F of the size n (s(F) = n). For any problem P _C 2 v, m will be called the size of P 
(s(P) = m). We shall say that P is solvable by C~ ~ iff there is a computer F ~ C~ ~ 
such that P is solvable by F. 
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Note. We may assume now that t o = O, and ~(i) = i + 1, in the definition of 
solvability. 
We shall say that a number m is small for C,~ k iff every problem P of the size m 
(s(P) = m) is solvable by C, ~. 
THEOREM 2. I f  m is small for Cn k, then m/(k + log s n) < 1 + o(n), where 
lim~.~ o(n) ~- O. 
Proof. The number of different problems of size m is 2 e", the number of different 
computers in C,  * is smaller than (22'(~)) ~, and the number of different programs 
for the computer is smaller than 2 n. Therefore, we get 
and 
m < (k + log 2 n)(1 + o(n)). Q.E.D. 
The theorem says that if k is relatively small compared to m then the size Note. 
of the computer for solving some problems of the size m must approach 2m. On the 
other hand, it is easy to show that there is such a number p that if n > 2m(m + 3) + p 
then every problem of size m is solvable by C, ~. 
INFINITE PROBLEMS 
As in the Introduction, for every P C_ A*, we denote by Pi the set of words in P 
that are of length i. We put fpk(i) = n where n is a smallest number such that Pi is 
solvable by C,~ k. 
DEFINITION 4. rk(P) is the infimum of the numbers r for which there are constants 
ql and qz such that fpk( i)<ql i~+ q~, for i=  1,2,..., and, if such numbers 
do not exist, we put r~(P) = oo. 
THEOREM 3. rk(P ) -~ r2(P) for every P and k >~ 2. 
Proof. By the fact that for every k there exists an n o such that if P is solvable 
by C, ~, then it is solvable by C ~ 
nOn " 
The common value of all r~(P) will be called the degree of decidability of P and 
denoted by r(P). 
Now, we shall give an example of a decidable problem P that has an infinite degree 
of decidability. 
Let A be the set of all valid formulas with bounded quantifiers in Peano Arithmetic. 
We assume, about the formal system in which ,t is formulated, that the alphabet 
used there is finite, the basic funetors are +,  -, and Exp (exponentiation), and the 
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notation for numerals is positional (decimal). By any coding of the alphabet by 
01-sequences we can transform A into a set P of 01-sequences. It is known that the 
set A, and hence P also, is decidable. 
THEOREM 4. r (P )  = oo. 
Sketch of  the Proof. Using the lexicographical ordering of sequences, we can order 
lexicographically all problems of size f. Let Qi be the first problem Q of size i with 
respect o this ordering, such that if Q is solvable by C~ ~ then every problem Q' of 
size i is solvable by C,~ z. Intuitively, Qi is one of the "most complicated" problems 
of size f. For every positive integer n let us denote by n o "" n i the binary expansion of n 
(hence n o ,--- 1). Let us define a set of natural numbers X as follows. 
neX iff n l " "n icQ i ,  
Analyzing the definition of solvability and the definition of Q,, one can show that 
there is an arithmetical formula with bounded quantifiers and one free variable x 
(let us denote it by 4~(x)) such that n e X iff $(g), where ~ is a numeral corresponding 
to n. It follows from this that if r (P )  < oc then there are such r, ql, q2, that Qi is 
solvable by C~,ir 4 a. 9 By the definition of Qi this contradicts Theorem 2. 
The intuitive meaning of Theorem 4 is that the size of the computer needed to 
decide the validity of arithmetical formulas with bounded quantifiers has to grow 
exponentially with the length of the formulas, and hence, this theory is not practically 
decidable. 
Editor's note. This paper was edited in November 1974 by Professor Jan Mycielski from 
a manuscript written and distributed by the author about 1967. The first draft of the present 
version was submitted to this journal in July 1972. Mycielski and the author used their results 
in [1] to shorten the original proof of Theorem 1 and to estimate/. Later, tbe subject of 
complexity of decision algorithms developed greatly; see the literature quoted below. 
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