Abstract-The flexible partitioning scheme and increased number of prediction modes in the high efficiency video coding (HEVC) standard are largely responsible for both its high compression efficiency and computational complexity. In typical HEVC encoder implementations, coding units (CUs) in a coding tree unit (CTU) are visited from top to bottom at each level of recursion to select the optimal coding configuration. In this paper, a novel approach is presented in which CUs in a CTU can be adaptively visited also in a reverse, bottom to top visiting order. This reverse CU (RCU) visiting order allows for different algorithmic optimizations for further complexity reduction of many HEVC encoding steps, especially under challenging conditions, such as highly textured or fast moving content. In particular, algorithms to reduce complexity of HEVC depth selection, mode decision, and inter-prediction are presented here based on the coding information obtained from higher depths when using the RCU visiting order. Experimental results show that enabling different stages of the proposed algorithm can achieve average speedups from 16.3% to 36.6% compared to fast reference HEVC implementation with pre-built speed-ups enabled (up to 51.2% in some cases), for 0.3% to 2.2% BD-rate penalty.
I. INTRODUCTION

I
MPROVING video coding standards is necessary to allow for more efficient exchange of video signals, especially when considering high spatial or temporal resolutions. For this reason, the H.265/high efficiency video coding (HEVC) standard [1] was developed by the Joint Collaborative Team on Video Coding (JCT-VC) as a successor to the successful H.264/advanced video coding (AVC) [2] . HEVC reportedly achieves 35-40% of bitrate reduction for a given level of objective visual quality compared to AVC [3] , [4] .
It has been shown that one of the key factors contributing to the higher efficiency of HEVC with respect to AVC is its improved flexible partitioning scheme [5] . HEVC allows frames to be flexibly partitioned to adapt to local characteristics of the content. In particular, a frame is first divided in a number of coding tree units (CTUs) of fixed size. Each CTU is then partitioned in coding units (CUs) following a recursive quadtree structure. CUs are assigned a depth, depending on their size and the corresponding level of recursion. Each CU at depth d can then be partitioned into four CUs at depth d + 1 with half the width and height of their parent CU. This process can be recursively repeated up to a minimum CU size of 8 × 8 luma samples. The encoder selects the best configuration for each CTU, following a process denoted as depth selection. The content of each CU can then be predicted using a variety of different modes, each identifying a different sub-partitioning of the CU in prediction units (PUs). In the case of interprediction, up to 8 modes are considered, as shown in Fig. 1 . motion estimation (ME) and compensation is then computed independently on each PU. Similarly to previous standards, the SKIP mode is also considered in inter-predicted CUs. When using intra-prediction, a single PU is always considered spanning the entire CU, except for CUs at the highest depth which may be split into 4 equally sized PUs. The process of testing different PU modes and calculating the corresponding rate-distortion (RD) cost to select a mode with the minimum cost is referred to as mode decision.
Finally, when testing inter-prediction modes, the encoder considers a set of candidate motion vectors (MVs) based on the ME algorithm used. An RD cost is estimated for each MV in the set, to select the MV at minimum cost for the current PU. This process is repeated for all PUs within a CU, and it is referred to in this paper as prediction.
Most HEVC encoder implementations test a variety of possible options, and select the optimal coding configuration and parameters specific for the current portion of the signal being encoded based on an RD cost. In theory, in order to obtain the best possible coding efficiency, the encoder should test all possible combinations of these options to find the optimal solution for the current block. Clearly, such approach is extremely computationally expensive and can drastically limit the usage of HEVC, especially when handling high resolution content. For this reason, many authors have proposed efficient HEVC encoder schemes under different constraints. In this paper, a novel scheme is presented to target HEVC encoding at low computational costs, based on adaptive block testing order. When analyzing small blocks first, information collected during the encoding can be used to limit the number of testing options in larger blocks and hence reduce the complexity.
The rest of this paper is organized as follows. An overview of previously proposed fast algorithms for HEVC is presented in Section II. An analysis of typical HEVC encoder implementations using available fast algorithms is presented in Section III. The proposed adaptive CU visiting order and reverse CU (RCU) optimizations are then illustrated in Section IV. A comprehensive experimental evaluation of the proposed scheme is presented in Section V, and finally Section VI concludes the paper.
II. RELATED WORK
The combination of depth selection, mode decision and interprediction is extremely time consuming for the encoder, which has to test a huge number of different options before selecting the optimal configuration for each CTU. For this reason, many methods have been proposed to reduce the complexity of each of these three processes.
A. Fast Methods for Depth Selection
After introducing a new CTU partitioning scheme in HEVC, many methods have been proposed for fast depth selection. A speed-up is already included in the HM reference software [6] , referred to as early CU termination (ECU) [7] . The ECU examines the optimal mode selected after mode decision on a given CU. If this is SKIP, then the CU is not split and no subCUs are tested. A method was proposed by Zhang et al. [8] in which similarity among neighboring CTUs is studied to reduce the depth search range. CTUs are divided in three classes based on a defined similarity measure and only a restricted range of depths is tested for each class. Xiong et al. [9] proposed an approach in which the optical flow is estimated from the downsampled frames and then used to compute a parameter which decides whether CU should be split or not. An approach was proposed by Shen et al. [10] which limits the CTU depth levels. When using this algorithm, a weighted sum of the depths from spatially and temporary neighboring CTUs is used to predict the depth range for a current CTU. Finally, Correa et al. [11] recently proposed schemes to early terminate the CU partitioning scheme and predict the optimal PU and residual quadtree structures. The schemes are based on decision trees obtained through data mining techniques.
B. Fast Methods for Mode Decision
Mode decision has been extensively studied in the past and numerous fast methods were proposed in the context of HEVC. There are already two pre-built speed-ups included in the HM reference software, referred to as early skip detection (ESD) [12] and coding flag mode (CFM) [13] . When using ESD, the encoder tests the 2N × 2N inter mode first. SKIP mode is then tested and its cost is compared with the cost obtained for the inter 2N × 2N mode. In case SKIP is selected, no further modes are tested on the current CU. When using CFM, the root coded block flag (CBF) of the current PU is analyzed after testing each inter-prediction mode. Such flag specifies whether all quantized and transformed residuals in all components are zero or not. If CBF is zero, the current mode is good in an RD sense, and no other modes are tested for the current CU.
In the second part of the method proposed by Shen et al. [10] , testing of inter and intra modes is skipped for homogeneous regions. Three early termination strategies to avoid testing inter and intra modes on sub-CUs are proposed based on detection of homogeneous regions. Another method was also proposed by Shen et al. [14] in which inter-prediction modes of spatially and temporally neighboring CUs are used to predict the motion activity of the current CU. Based on this prediction, CUs are divided in categories where only selected modes are tested for each category. Xiong et al. [15] proposed an algorithm based on Markov random fields, where a maximum a posteriori approach based on the RD cost is conducted to evaluate whether CUs should be split or not.
A method was proposed by Vanne et al. [16] to speed up the inter mode decision in HEVC. Their approach is focused on the selection of symmetric (SMP) and asymmetric (AMP) motion partition modes. Testing of either SMP and/or AMP modes is limited based on the current CU depth or the quantization parameter (QP) value. Recently, Ahn et al. [17] proposed a method which utilizes the sample adaptive offset parameters, MVs, transform unit (TU) size and CBF information to estimate the temporal complexity. Spatial and temporal complexity are then combined to develop fast decision methods. Finally, in our previous work on fast mode decision [18] , statistics on the modes and costs found on previously encoded PUs are collected and used to build online cost distributions. Modes are then sorted based on the expected probability, and only the most probable modes are tested.
C. Fast Methods for Inter-Prediction
The inter-prediction step has also been investigated to find fast methods to compute the MVs for a PU. The HM reference software already makes use of a fast ME algorithm based on enhanced predictive zonal search (EPZS) [19] . When using EPZS, a certain number of MV candidates are considered. These are computed using information from spatially or temporally neighboring blocks, and also testing some predefined MVs. Then, pattern searches are performed in the surrounding of such candidates to find the optimal MV solution for the current block. Recently, we proposed a fast integer precision ME method [20] to early terminate the ME process. The method is applied immediately before performing EPZS, on each of the possible EPZS starting points to possibly skip the integer ME search. Finally, in our previous work on fractional precision ME, a fast algorithm for reducing complexity of HEVC fractional precision ME was proposed [21] . In this approach, local features of each PU (behavior of the residual error samples) and global features of each frame (amount of edges) are used to adaptively skip the fractional precision ME.
Most of the above-mentioned algorithms are tailored to work particularly well for sequences which contain many homogeneous regions or slow motion activity. Typically, these conditions also correspond to sequences which can be easily compressed using HEVC, resulting in very high compression efficiency. Very few methods have been developed to target fast encoder decisions under more challenging conditions, such as highly textured regions or fast motion activity. In these cases, most of the reported methods provide very little complexity reductions or typically suffer from high efficiency losses. Conversely, the methods proposed in this paper make use of a different encoding scheme based on a RCU visiting order within a CTU to optimize all three encoding stages. As a result, the proposed encoders significantly reduce the computational complexity of HEVC encoding at low efficiency losses, and work particularly well when encoding highly textured or fast motion content.
III. ANALYSIS OF THE HEVC ENCODER
While historically in previous video coding technology the ME module typically accounted for the majority of the coding complexity [22] , the complexity of modern HEVC encoder implementations is more equally distributed among the mode decision, depth selection and prediction steps. In this section, we analyze the algorithms for fast encoding used in the HM reference codec and present an encoder complexity profile.
To measure compression efficiency, the Bjøntegaard distortion rate (BD-rate) [23] is used. This is a performance measure of an encoder with respect to an anchor at the same levels of quality, in percentage. Positive values of the BD-rate mean a decrease in compression efficiency with respect to the anchor. Total encoding speed-up was also computed for each of the four tested QPs for each sequence using the following formula:
where T A denotes the total encoding time for the anchor encoder, and T M denotes the total encoding time for the tested encoder. Finally, arithmetic mean of ΔT i for all 4 points was computed to obtain the average encoding speed-up ΔT .
A. Performance of Fast HEVC Implementations
The JCT-VC established a set of coding configurations, referred to as common test conditions (CTC) [24] , which regulate usage of the HM software to provide a uniform benchmark for testing and evaluation of video coding algorithms. When using CTC, the encoder computes an RD cost for every possible option. As expected, this gives the best RD performance at a very high computational cost. In the rest of this paper, for brevity, we will refer to the usage of HM under these conditions as the CTC encoder.
A simple way to reduce the computational cost of the CTC encoder could be to restrict the range of depths that can be visited within the CTU. There are more sophisticated speed-up tools available in the literature, such as the ECU, ESD and CFM speed-ups pre-built in the HM encoder implementation. Each of these speed-ups was enabled on top of a CTC encoder, to obtain the ECU, ESD and CFM encoders, respectively. Results of such encoders are also presented in Table I . From the table, it can be seen that the ECU encoder obtains on average a 0.4% BD-rate increase for 39.6% time savings. Similarly, the results for ESD show a 0.2% BD-rate increase for 32.1% time savings. Finally, enabling the CFM tool in HM achieves on average a 0.7% BDrate increase for 36.3% time savings. The ESD, ECU and CFM speed-ups can be combined on top of CTC to provide an even faster implementation. The corresponding encoder is referred in the rest of this paper as FAST-HM. The results for FAST-HM are also shown in Table I , where it can be seen that it achieves on average a 1.5% BD-rate increase for 49.4% time savings.
More detailed examination of the results in Table I reveals some cases where FAST-HM has a very limited impact on reducing the encoding time. This happens typically in case of highly textured and/or fast moving sequences. In these cases, the SKIP mode is selected rarely (meaning ESD and ECU are not often used), and similarly many non-zero residuals can be expected due to difficulty in producing good predictions of each PU (meaning CFM is also not used often). In the next section, the encoding time needed for particular HEVC tasks when using CTC and FAST-HM was analyzed for selected sequences.
B. Profiling Analysis of the HM Encoder
The HM encoder complexity was further analyzed for two specific sequences: Kimono and Riverbed. Fig. 2 shows the profiling results for these sequences when using both the CTC and FAST-HM encoders. Three parts of the HEVC encoding loop are shown in the figure: the time spent by the encoder at each depth, the time spent testing each of the prediction modes while testing depth 1, and the time spent doing different ME tasks while testing depth 1. These sequences were selected as they represent the cases in which the built-in HM speed-ups have a high and low impact (as can be seen from Table I ).
For the Riverbed sequence, the available speed-ups do not work very well. It can also be seen in Table I that the three simple depth constrained encoders outperform the speed-ups found in FAST-HM. For instance, Depth B provides very small efficiency losses for significant time savings. The main reason is that the ESD, ECU and CFM speed-ups are rarely triggered in this sequence, hence FAST-HM does not lead to any significant computational complexity savings. This can be seen in the charts in Fig. 2 , where the distribution of encoding time per task is largely unchanged between CTC and FAST-HM. To further validate these findings, we also computed the number of times each of the speed-ups is used when using the ECU, ESD, and CFM encoders for each CU in the first eight frames of the sequences. The analysis showed that ECU, ESD, and CFM were used on 14.6%, 22.5%, and 28.9% of the CUs, respectively. An opposite behavior can be observed for the Kimono sequence, where existing speed-ups work very well. The distribution of encoding time in this sequence is quite different between CTC and FAST-HM, as shown in Fig. 2 . It can be seen, for instance, that the relative complexity of depth 0 is significantly higher for FAST-HM than for CTC. This happens because when ECU is triggered the encoder avoids testing lower depths, resulting in increased time distribution towards low depths when using the speed-ups. Also, the relative complexity of the SKIP mode is higher in FAST-HM than in CTC, as this mode is always tested while both ESD and CFM may be triggered to avoid testing other modes. The number of times each speed-up is triggered was also computed for the first 8 frames of Kimono and shows that ECU, ESD, and CFM were used on 32.0%, 70.4%, and 75.2% of the CUs, respectively.
These results highlight that existing speed-ups can provide high encoding complexity reductions, and cannot be ignored in a practical fast HEVC implementation. Hence, we enable these speed-ups in the proposed algorithm. However, they may not be as effective under challenging conditions, such as highly textured or fast moving sequences. Therefore, we also address these cases in this paper.
IV. FAST HEVC CODING USING RCU
This section presents the proposed RCU framework and the novel algorithms and tools developed with the goal of reducing HEVC encoding complexity. The algorithms are mainly targeted at coding under challenging conditions, such as high resolution of the input sequences. For this reason, only the content at resolutions equal or higher than 1280 × 720 luma samples was considered here. In particular, content at 3840 × 2160 (2160p), 2560 × 1600 (1600p), 1920 × 1080 (1080p) and 1280 × 720 (720p) luma samples was considered. For simplicity, during the tests these resolutions were grouped into two resolution groups: the UHD-group includes the 2160p and 1600p formats, while the HD-group includes the 1080p and 720p formats.
The algorithmic development presented in the rest of this section was performed using a 10 sequence Training set comprising 5 sequences from UHD-group and 5 from HD-group. In particular, the 2160p sequences ConstructionField, RushHour, TallBuildings, Library, and TrafficFlow [25] were part of UHD-group, while the 1080p sequences ChristmasTree, Station, Wisley, and ParkJoy, along with the Mobcal 720p sequence were part of HD-group. These sequences were selected to represent a variety of different content. Unless otherwise specified, all experiments reported in this section were obtained after encoding the first 9 frames (including the first intra frame) from the Training set using JCT-VC CTC [24] under RA-Main configuration. Note that sequences in the Training set were excluded from the test set used in the Results section to evaluate performance of the proposed algorithms.
A. The RCU Framework
The typical testing order of CUs within a CTU (assuming a maximum depth of 2) is illustrated in Fig. 3(a) , referred to as normal CU (NCU) visiting order. In this paper, another approach is also used, referred to as RCU visiting order, in which CUs in the CTU are visited in a different order. When RCU is used on a CTU, each time the encoder needs to select whether a CU should be encoded in its full configuration or it should be split, the latter is tested first. Due to the recursive nature of the quadtree, applying RCU on a CTU implies that the first CUs to be tested are those at the maximum allowed depth. The RCU visiting order is presented in Fig. 3(b) .
CU visiting order can also be considered in the context of graph theory, as a tree search problem. The RCU visiting order corresponds to Post-order tree traversal [26] , in which all the child nodes are always visited before their parent nodes. That is different from depth-first search (DFS) strategy [27] used in conventional HEVC, in which child nodes are visited depending on their parent nodes. Notice that a bottom-to-top approach has already been used before in video coding, but in the context of intra-prediction, to visit the transform blocks in the recursive structure used for transform and quantization [28] , or to calculate gradient intensity of the CU [29] . Recently, it has also been used in the context of transcoding from AVC to the HEVC [30] .
Assuming that all CUs in the CTU are tested, simply using RCU has no effects on HEVC coding. The RCU framework can be used though to define fast algorithms, as illustrated in the rest of this paper. Compared to our previous work [31] , the method proposed in this paper introduces numerous enhancements and optimizations. In our previous work, RCU visiting order was selected in cases when at least two neighboring CUs had maximum depth level greater or equal to 2, and there was no depth selection. In this paper, a thorough analysis has been performed to define an enhanced depth prediction and RCU selection algorithm. Mode decision in our previous work was based on MV variance distance (MVVD), while in the proposed approach we use probabilistic model based on Naïve Bayes classifier. Finally, in this paper we are introducing a prediction stage based on MVVD, which does not have a correspondent in our previous work.
B. RCU Framework and Depth Selection
Among the new coding tools introduced in HEVC, usage of larger CU sizes is particularly suited for encoding homogeneous and uniform regions in a video sequence. Many approaches for fast depth selection, such as ECU, have been proposed with the aim of detecting those cases to stop the recursion in the CTU and avoid testing unnecessary depths. On the other hand, the analysis presented in Section III showed that there are sequences where the ECU speed-up is rarely used or provides relatively high efficiency losses. This mainly happens in those regions which are difficult to predict. Such regions are best encoded using very small CUs at high depths, which allow the prediction to be computed at a finer level of granularity. Therefore, if a method to predict the expected maximum depth in the CTU is defined, and if such predicted depth is relatively high, then RCU can be used to start examining CUs at high depths, and stop the search before reaching lowest depth of the CTU, therefore possibly reducing complexity without affecting the coding efficiency.
Hence, in order to utilize the RCU framework and correspondingly reduce the complexity of HEVC depth selection, RCU should be selectively used along with NCU, with the following rationale: when the predicted maximum depth for a given CTU is low, NCU should be used, while in contrast, when the predicted maximum depth is high, RCU should be selected. Since CUs at depth 0 cannot coexist in a CTU with any other CUs at other depths, to further reduce computational complexity when RCU is used in a CTU, CUs at depth 0 are never tested, and conversely, if NCU is used, CUs at depth 3 are never tested. Notice that when using the conventional NCU visiting order, the pre-implemented ECU speed-up can also be used, as in typical HEVC implementations. The problem of selecting whether to use the RCU or NCU visiting order becomes then that of predicting the maximum depth for a given CTU, which has already been investigated in the past [8] - [10] . In this paper, a similar approach to predict the maximum CTU depth is used based on the depths found in the spatially neighboring CTUs.
In particular, assume that the encoder needs to encode a certain CTU with a size of L × L luma samples. All previously encoded sub-CUs contained within five square regions of L/2 × L/2 samples immediately on top, top-left, and left of the current CTU are considered. These regions are illustrated in Fig. 4, denoted as r 0 , . .., r 4 . For each i = 0, ..., 4, all sub-CUs contained within the region r i are considered, and finally the maximum depth of such sub-CUs is extracted, denoted here as D i . Notice that in case one of the neighboring CTUs is encoded with a depth 0, the maximum depths in the regions contained within such CTU are considered to be 0 (e.g., D 0 and D 1 are 0 in case the CTU on the left is encoded with depth 0).
The method proposed in this paper is based on the assumption that such maximum depths are highly correlated with the maximum depth found in the current CTU. To validate this assumption, the first 9 frames from Training set were encoded using the CTC encoder. For each CTU, the maximum neighboring depths D i , i = 0, ..., 4 were computed. Finally, the maximum depth found in the current CTU was extracted, referred to here as D max . The correlations between D max and D i , i = 0, ..., 4 were then calculated, as shown in Table II. The table shows that high correlation can be expected between the maximum depth found in each region r i , and the maximum depth of the current CTU. It also highlights the fact that all the correlations are very similar. Following from these findings, it is clear that the depths D i can be used to predict the expected maximum depth in the current CTU. Such prediction is performed in this paper by means of a simple weighted sum. Moreover, due to the similarity among all correlations in Table II , all weights w i can be set to 1. Finally, the following parameter can be defined:
where N is the number of the available neighboring regions of L/2 × L/2 samples, N ≤ 5. D p ranges from 0 to 15 and is referred to in this paper as the Depth Sum. A further analysis was then performed to study the relationship between the Depth Sum and the actual maximum depth found in a CTU. Table III shows the percentage of CTUs coded with a certain maximum depth for each value of the Depth Sum. Clearly, higher values of D p correspond to higher maximum depths in the current CTU, which correspond to those cases where RCU should be used. Conversely, lower values of D p correspond to generally low depths in the current CTU which means NCU should be used. By appropriately defining a threshold T p , NCU is used on a CTU in case D p < T p , and RCU is used otherwise.
The problem is then that of appropriately defining the threshold T p to perform such decision. To derive this threshold, the sum of two F -scores was computed using the depth information after encoding first nine frames from Training set. F -score has been widely used in statistical analysis of binary classification as an accuracy measure [32] . It is defined as the harmonic mean of precision and recall, where precision is defined as the number of true positive (TP) results divided by the number of all positive results, where the latter is obtained as the sum of TP and false positive (FP) results. Similarly, recall is defined as the number of TP results divided by the sum of TP and false negative (FN) results. The first F -score was computed considering the accuracy of selecting RCU. In particular, a CTU was considered as a TP if RCU is selected and the maximum depth in that CTU is different than 0, whereas a CTU was considered as an FP if RCU is selected but the maximum depth of the CTU is 0. Finally, FN CTUs are those where NCU is selected, but the maximum CTU depth is 3. Analogously, the second F -score was computed to measure the accuracy of NCU following a similar process. The two F -scores were summed for all possible values of T p , and the threshold corresponding to the highest sum was selected. The highest F -score sum of 1.6653 was obtained for T p = 6 and hence it is used in this paper.
Formally, assume that CUs can span from a maximum depth D max to a minimum depth D min . Then, in case a CTU is classified to use RCU, depth 0 is not tested, namely D min = 1. Conversely, if NCU is used, depth 3 is not tested, namely D max = 2. In addition to this, even more speed-ups can be obtained by avoiding testing of low depths in case the Depth Sum is very high. For instance, if D p is greater than 13, it means that most of the neighboring CUs in the surrounding of the current CTU were encoded at depth 3. In this case, following from the correlations in Table II , it is unlikely that the current CU should be encoded with low depths. Formally, a second threshold T p2 > T p can be defined, such that when D p ≥ T p2 , also testing of CUs at depth 1 is avoided in the CTU. Following from experimental Maximum CTU depth  0  1  2  3  4  5  6  7  8  9  10  11  12  13  14 analysis on Training set, T p2 = 14 is selected in this paper as a trade-off between coding efficiency and encoder complexity. It is worth mentioning that limiting the depth selection to test only one depth could potentially lead to error propagation, since it significantly affects the value of D p . This may mislead the encoder to always test only one depth for the rest of the frame, and hence was not considered in the proposed algorithm. The depth prediction accuracy of the proposed method was further validated on first eight frames (excluding the first intra frame) from Training set, and compared with other depth prediction scheme [10] . Experiment showed that depth prediction accuracy for the method proposed in [10] is 94.52%, while the depth prediction accuracy for our method was 96.01%. Such high accuracy can be explained from the fact that the depth prediction is performed using information from regions highly correlated with the current CTU. Note that in case when not all the neighboring CU information is available, selection between using a NCU or RCU is obtained using a different threshold value (T p = 4). When encoding the first CTU in a frame, no neighboring CUs are available. Therefore, NCU visiting order is used without any depth limitation. The final depth selection algorithm with the optimizations proposed here (illustrated in Fig. 5 ), is referred to as Stage 1 in the rest of this paper.
C. Mode Decision With RCU Framework
In case RCU is used on a CTU, when testing a CU at depth d < D max , information regarding the encoder decisions on the four sub-CUs at depth d + 1 is already available. This information could possibly be used to reduce the number of modes to test for the current CU. Many of the parameters selected for the sub-CUs could be used at this purpose. In particular, it can be assumed that the prediction modes found on the sub-CUs are highly related with the mode selected on the CU.
An analysis has been carried out to investigate such assumption. Prediction modes were divided in three classes: SKIP, Inter, and Intra. The first eight frames (excluding the first intra frame) from Training set were encoded and used to generate Table IV. The table shows the sample probability that the mode of a CU is in one of these three classes, depending on the number of modes in each class found in the sub-CUs. All possible combinations of classes in the sub-CUs are shown in the table. It can be observed from the table that there is a high dependency between the optimal modes in sub-CUs and the optimal mode for current CU. In all cases when all four sub-CUs are encoded using modes in the same class, that same class is used with the highest probability in the upper CU. The same happens in most cases when three sub-CUs are encoded using modes in the same class. More importantly, if a certain class was not used on any of the sub-CUs, the probability of that mode class being used on the current CU was the lowest. The behavior shown in Table IV proved to be sequence, resolution, QP, and temporal layer independent. From these findings, it is clear that the modes selected on the sub-CUs can be used to help mode decision on the current CU. Using only this information, instead of more complex features, has the advantage that the decision rule can be performed in a relatively fast way, as only four integer numbers are involved. In this paper, a classifier is defined for this purpose based on the well-known Naïve Bayes algorithm [33] .
Naïve Bayes algorithms are classification algorithms where the posterior probability of making a decision conditioned to a set of features is expressed in terms of the prior probability of such decision and the likelihood of these features for each class. Naïve Bayes classifiers are one of the simplest among the probabilistic classifiers, but despite that, they are successfully used in various fields. They assume the value of a particular feature is independent of the value of any other feature, given the class variable. Formally, assume a decision has to be made regarding the outcome of a random variable Y , which can assume values in y 1 , ..., y D , based on the observation of a set of n attributes X 1 ...X n . The class with maximum posterior probability is obtained as
Where the distributions P (Y ) and P (X i |Y ) are estimated from the training data. A complete derivation of Naïve Bayes classifier can be found elsewhere [33] . Similarly, a Bayes classifier can be used to estimate the posterior probability of Y based on the observation of the attributes, and then sort the classes based on such probabilities. In the case of HEVC mode decision, such a classifier can be used to determine the M most probable modes for a given CU based on the optimal modes found in its four sub-CUs, and then only test those modes. The optimal modes in each of the four sub-CUs can be considered as random variables X 1 ...X 4 . Each X i can assume values from 0 to 8, where X i = 0 corresponds to using the SKIP mode on sub-CU i, values X i = 1, ..., 7 correspond to using one of the seven inter-prediction modes (considering N × N along with 2N × 2N), and X i = 8 means the sub-CU i was intra-predicted. Similarly, the mode to select on the current CU can be considered as a random variable Y , which again can assume nine values. The prior probabilities P (Y = y k ), k = 0, ..., 8 can be computed from training sequences as the number of times a certain mode is selected. Similarly, the likelihoods P (X i = x n |Y = y k ) can be computed for each sub-CU i, as the number of times mode x n was selected on i, given y k was selected on the upper CU.
To obtain these probabilities, the first eight frames (excluding the first intra frame) from Training set were used. An example of conditional probabilities for selecting a mode in sub-CU 0, given the mode in the current CU, is shown for HD-group in Table V. For instance, notice that there is 98.51% probability that the optimal mode for the first sub-CU is SKIP, given the optimal mode found for the current CU is SKIP. Finally, while encoding a CU at depth d < D max , the four optimal modes found in sub-CUs at depth d + 1 are considered. Correspondingly, the posterior probabilities P (Y = y k |X 1 ...X n ) are computed for k = 0, ..., 8. These are sorted in descending order, and only the M most probable modes are tested, where M is a tuning parameter. Smaller values of M correspond to testing fewer modes on each CU, with correspondingly higher speed-ups, while lower losses and speed-ups can be expected when using high values of M .
It is worth pointing out that existing mode decision methods, such as ESD and CFM, are in theory not fully compatible with the proposed mode decision scheme. Both these schemes apply some kind of early termination to the mode decision process, based on the outcomes of previously tested modes. For instance, the outcomes of SKIP and 2N × 2N are considered while applying ESD. When using the mode decision scheme proposed here, testing of any mode can be avoided on a CU, including SKIP or inter 2N × 2N. If this is the case ESD does not have the information needed to possibly perform the early termination. For this reason, ESD and CFM were adapted to coexist with the proposed scheme. The algorithms are initially disabled on a CU if the algorithm presented in this section is used. Then, the speed-ups are possibly re-enabled only if enough information becomes available to the encoder. The optimizations proposed in this section are referred to as Stage 2 in the rest of this paper.
D. Prediction With RCU Framework
The final stage of the proposed optimizations consists in reducing the complexity of the prediction step. In Section III it was shown that the large majority of encoding time is used by inter-prediction. For this reason, only inter-prediction is targeted here. Similar to the algorithms illustrated in the previous stages, the idea of this stage is that of exploiting the RCU framework to use information extracted from sub-CUs to make decisions on the current CU. In particular, the algorithm proposed in this section is based on the assumption that the MVs found after ME in the sub-CUs are strongly correlated with the optimal MVs for the currently encoded CU. This assumption was experimentally validated by encoding the first eight frames (excluding the first intra frame) from the Training set and analyzing the optimal MVs for a given CU and its sub-CUs. The experiment showed that in 79% of the cases when all MVs from the same list in the sub-CUs are identical, the same MV is selected for that list in the current CU. Extending this concept, the number of MV candidates to test in the motion search can be limited to reduce the computational complexity.
The problem of measuring the similarity among MVs is not new in video coding. For instance, it has been extensively studied in video transcoding techniques, where MVs extracted from the source codec might need to be manipulated and reused in the target codec. Among the techniques proposed for this purpose, one is particularly well suited for the algorithm proposed in this paper, referred to as MVVD [34] . The MVVD measures similarity in terms of the Euclidean distance between the variance of the horizontal and vertical components of a given set of MVs. As such, it offers several advantages with respect to other techniques: it can be expressed as a single fractional number; it can be applied to a group of an arbitrary large number of MVs; more importantly, it can also be used to compare groups of MVs containing different number of elements; it is relatively fast to compute, especially if it is computed using appropriate approximations.
The first step to compute the MVVD consists in scaling all MVs in the given set to the same temporal distance from the current frame. The idea is that, while MVs that point to different reference frames are theoretically not comparable, they can be projected to the same reference frame assuming the linearity of the motion flow. While this assumption is not always satisfied, it is good enough for the purpose of measuring similarity, as will be shown in the rest of this section.
Formally, assume the MVVD needs to be computed on an area spanning a number of PUs, for a given reference list k. Define as J the number of MVs available in list k, namely the number of inter-predicted PUs in the area which are either bipredicted, or uni-predicted with list k. Each MV can be defined in terms of three integers MV j = {x j , y j , t j }, where x j and y j are the MV vertical and horizontal components, respectively, and t j is the temporal index of the reference frame the MV points to, j = 0, ..., J − 1. Consider then the reference frame at minimum temporal index, t min = min j =0,...,J −1 {t j }. Define as t cur the temporal index of the current frame being encoded. Each MV can then be scaled toMV j = {x j ,ỹ j , t min }, wherẽ x j = α j x j ,ỹ j = α j y j , and
As a result of this process, all the J scaled MVs extracted from list k point to the same reference frame. MVVD then measures the sample variance of the two MV components and finally returns the Euclidean distance between the two variances. Before applying this process, the available MVs need to be further processed, to account for the fact that each CU may contain a different number of available MVs. Consider for instance that MVVD needs to be applied to a region comprised of two CUs, where the first CU is predicted using the 2N × 2N mode with list k (therefore only contains a single MV), while the second is predicted using N × N with list k (therefore contains 4 MVs), J = 5 in this example.
To overcome the bias problem, MVs can be replicated in such a way that always 4 MVs are considered in each CU in which there is at least one MV available in list k, regardless of the inter-prediction mode being used. MVs from CUs predicted with 2N × 2N mode are replicated four times, MVs from CUs predicted with N × N mode are not replicated, and all other MVs are replicated two times. The output of this process is a set of G replicated and scaled MVs. Due to the fact that all these MVs point to the same reference frame, they are completely characterized by their components, and for simplicity are referred to as MV g = {x g , y g }, g = 0, ..., G − 1 in the rest of this section. Finally, the variance of each component is computed. This is obtained for the x component as
and analogously for the variance σ y of the y component. The MVVD of a given area S for a reference list k can be computed as
The MVVD as defined in (6) can be used as a measure of the "dissimilarity" of MVs extracted from region S, list k. Values of δ σ {S, k} close to 0 indicate that all MVs are fairly similar within the area. MVVD can be used before performing interprediction using a given mode, to possibly limit the number of MV candidates to test. The idea is that if all MVs from all sub-CUs of the current CU are similar, then they are likely to be good candidates for the current CU, which means ME can be performed testing only the J original MVs {x j , y j , t j }. The process of only testing this limited set of J MVs is referred to here as constrained-ME. Rather than using an adaptive threshold for MVVD to determine a similarity of MVs, a different sequence invariant approach is used.
The idea is that of computing the MVVD on the entire region spanned by all four sub-CUs, and then computing it on selected sub-regions spanning smaller areas of the current CU. In case the MVVD found on the entire region is smaller than that found on the sub-regions, it can be assumed that MVs are all similar. Finally, the MVVD is computed on the entire region Eventually, if
then the current CU is classified to use constrained-ME, and only J MVs are tested when performing ME on list k, k = 0, 1. In such case, ME precision is limited based on the MV precision in sub-CUs, but it is never lower than half-pel precision. The prediction algorithm proposed in this section is referred to as Stage 3 in the rest of this paper. Fig. 6 summarizes the entire encoding framework and optimizations presented in this paper. The areas shaded in grey in the figure correspond to the three stages of optimization for depth selection, mode decision and prediction. Apart from Stage 1 which is a prerequisite for the other two stages, stages are independent to each other, which means they can be used either separately or in any possible combination. By appropriately enabling or disabling the stages and tuning the corresponding parameters of each stage, a variety of different encoders can be defined to target different encoding speeds at correspondingly different efficiency costs. In this section three possible pre-set encoders are defined, referred to here as Encoder 1, Encoder 2 and Encoder 3. Each of the encoders is based on the FAST-HM encoder defined in Section III.
E. Proposed Scheme and Encoders
Encoder 1: the first proposed encoder targets relatively small speed-ups, for very low compression efficiency losses. Hence, such encoder only considers optimizations in Stage 1. The two Encoder 3: the final proposed encoder targets very high levels of speed, while allowing slightly higher compression efficiency losses. All three stages of optimizations are enabled here. Differently than Encoder 2, the mode decision is performed in a more strict fashion with M = 3. Finally, if inter-prediction modes are enabled to be tested on a CU, Stage 3 is used to possibly reduce the number of MV candidates to test.
V. RESULTS
The three encoders proposed in this paper were validated and compared with state-of-the-art techniques through extensive experimental evaluation using the following setup. The HM code version 12.0 [6] was used for the implementations. All tests were run using Dual 6-core 2.4 GHz 12 M Cache Intel Westmere (E5645) machines with 24 GB of RAM. The encoders were compared with the approaches proposed by Shen et al. [10] , [14] , with the fast encoder proposed by Vanne et al. [16] , and with our previously proposed RCU method [31] . All experiments were performed according to JCT-VC CTC [24] under the RA-Main (RA) and LB-Main (LB) configurations using the ECU, ESD and CFM speed-ups whenever possible. Since the approach proposed by Shen et al. [10] is not compatible with ECU and ESD, only CFM is enabled when testing such encoder; all three speed-ups are used in any other test. Notice that in their paper, Vanne et al. [16] propose a variety of different algorithms achieving different levels of encoding speed. In this paper, the QP dependent algorithm achieving fastest encoding was used for comparison with the proposed methods. The encoders were validated on sequences at various resolutions (720p, 1080p, 1600p, and 2160p) from several well-known test sets [24] , [25] , [35] , [36] . RD plots for different resolutions for all the sequences used for evaluation purposes were computed using CTC and are shown in Fig. 7 . Results are presented here in terms of BD-rates where FAST-HM was used as anchor in all tests. Also, encoding times for the tested encoders were measured and averaged on all QPs. These were used to compute speed-ups with respect to FAST-HM using (1). Full results for RA and LB configurations are shown in Tables VI and VII, respectively. As can be seen from the tables, all the tested methods perform rather similar under both configurations. Encoder 1 introduces negligible BD-rate losses while still achieving on average 16.3% additional speed-up compared to FAST-HM. Encoder 2 achieves on average 33.3% speed-up, for 1.6% BD-rate losses. Finally, even higher average speed-up of 36.6% compared with fast HEVC implementations is obtained for Encoder 3, with still acceptable average BD-rate losses of 2.1%. The proposed encoders outperform all other tested methods. The approach proposed by Shen et al. [10] achieves on average 1.9% BD-rate losses, for 25.5% speed-ups. The QP dependent method proposed by Vanne et al. achieves on average 1.5% BD-rate losses for 30.3% speed-ups. Our previously proposed RCU method achieves on average 0.8% BD-rate losses for 18.7% speed-ups. Finally, another approach from Shen et al. [14] achieves on average 0.7% BD-rate losses for 9.6% speed-ups. As can be seen from the results above, Encoder 2 achieves considerably higher speed-ups for similar levels of compression losses compared with approaches from Shen et al. [10] and Vanne et al. [16] . With respect to our previous version of RCU, the encoders proposed in this paper allow for much higher speed-ups with still reasonable compression losses.
It is important to notice that the proposed methods do not degrade the visual quality. This was verified with the PSNR and structural similarity (SSIM) [37] measure analysis. It was observed that the proposed methods obtain equal or higher both PSNR and SSIM values compared to the FAST-HM anchor. Hence, higher BD-rate losses for Encoder 2 and Encoder 3 are caused by an increased number of bits, rather than degradation of quality.
As already mentioned in the paper, RCU is particularly effective in case of highly textured and complex content, where small CUs at high depths are often used. This corresponds to sequences which are typically more difficult to compress using HEVC, namely those residing in the bottom part of the RD-plots in Fig. 7 . These sequences are also the ones where pre-built speed-ups do not work particularly well (see Table I ). In order to validate this statement, a sub-set of the tested sequences was defined, corresponding to the two most challenging sequences at each resolution. Such sequences are highlighted in Italic in Tables VI and VII , where average results on this sub-set is also presented in the table. As can be seen, when applied on "complex sequences", Encoder 1 does not bring any losses compared to FAST-HM, but adds 20.5% more speed-up. More importantly, Encoder 2, with only 1.1% BD-rate losses for 42.0% speed-ups, outperforms all other tested approaches by a large margin. As expected Encoder 3 achieves even higher speed-ups with still acceptable losses. Performance of the proposed methods was further investigated. It is expected that the percentage of CTUs that use certain CU visiting order will vary significantly depending on the sequence content. That means that sequences with mostly uniform or static areas will tend to select NCU for vast majority of their CTUs. This implies that the proposed fast mode decision and prediction algorithms are used only on a fraction of overall CTUs, since Stage 2 and 3 optimizations are not used in CTUs where NCU is selected. As a result, the proposed methods will provide limited speed-ups for sequences residing in the top left corner of RD-plots in Fig. 7 , compared to other methods that use fast mode decision for all CTUs. However, it should be noted that any fast mode decision method could be used in CTUs where NCU is selected to increase the speed-ups.
Finally, the proposed algorithm was compared with CTC HM anchor without any speed-ups enabled. All the sequences from Tables VI and VII were grouped based on their resolution and the results for each group are shown in Table VIII . As can be seen, Encoder 1 achieves on average 57.5% of time savings for 1.9% BD-rate losses. Encoder 2 achieves on average 67.0% of time savings for 3.1% BD-rate losses. Finally, Encoder 3 achieves 68.8% of time savings for 3.6% BD-rate losses.
VI. CONCLUSION
The new flexible CTU partitioning scheme introduced in HEVC is responsible for a significant portion of the overall compression gains with respect to its predecessor AVC. However, testing all possible partitions inside the CTU comes at very high computational costs. In this paper, we propose the adaptive CU visiting framework where CUs in a CTU can be visited in reverse or conventional visiting order which are selectively used in each CTU, and only selected depths are tested. Moreover, by testing the CUs at higher depths first, information on optimal modes and outcomes of ME found in the four sub-CUs can be used to limit the number of modes to test for current CU and to speed up the ME process. Three different pre-set encoders were proposed in the paper to target increasing levels of encoding speed, at correspondingly different levels of compression efficiency. Experimental results show that the proposed methods greatly outperform previous state-of-the-art algorithms reducing the encoding time by an average 16.3% to 36.6%, for 0.3% to 2.2% luma BD-rate losses, respectively. It was observed that proposed methods are performing particularly well when encoding highly complex sequences, which are difficult to compress using conventional HEVC implementations.
