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Factorization of systems of differential equations 
Mayer Humi 
Department of Mathematical Sciences, Worcester Polytechnic Institute, Worcester, Massachusetts 01609 
(Received 3 October 1984; accepted for publication 21 August 1985) 
It is shown that the classical Infeld-Hull factorization method can be extended to coupled 
systems of second-order equations. A complete solution of the factorization equations in two 
dimensions is given and a partial enumeration of factorizable systems is made. 
I. INTRODUCTION 
As is well known, the classical factorization method of 
Infeld and Hull l plays liD outstanding role in the theory2.3 
and applications4 of the special functions of mathematical 
physics. The essence of the method is the reduction of 
y" + r(x,m)y +..iy = 0, (1.1) 
for some values of the parameter m, into first-order equa-
tions. Solutions for other values of m can be found then by 
successive applications of the raising and lowering opera-
tors. 
In view of the effectiveness of this method, it is not sur-
prising that several authors attempted to generalize and ex-
tend the method in various contexts.5-8 Our objective in this 
paper is, therefore, to show that this classical method can be 
extended to coupled systems of second-order equations. Al-
though the application of this extension to specific physical 
systems will not be considered here, we wish to point out that 
the coupled systems ofSchrodinger equations appear in var-
ious physical contexts9.10 and several authors sought to de-
couple such systems by means of Darboux transforma-
tions. I1 •12 The factorization method, however, provides a 
different approach and new classes of coupled systems that 
are amenable to analytic treatment. 
The plan of the paper is as follows: In Sec. II we discuss 
the factorization method for coupled systems in R n and de-
rive the basic equations. In Sec. III we restrict ourselves to 
two-dimensional systems and solve in full generality the fac-
torization equations. In Sec. IV we demonstrate that there 
exist factorizable systems whose factorization kernel has no 
one-dimensional analog. Finally, in Sec. V we present a par-
tiallist of factorizable equations in R 2. 
It should be remarked, however, that some of the "alge-
bra" in this paper was carried out by using MACSYMA. 
II. FACTORIZATION OF SYSTEMS 
Following the classical factorization technique, we say 
that a system of second-order differential equations 
)!." +R(x,m~+..i.,E=O, .,EERn, R(x,m)EM(n) 
(2.1) 
can be factored if it is possible to replace it by both of the 
following systems 
H; + IH ~ .,E(..i,m) = [..i - L (m + 1)]I.,E(A-,m), (2.2) 
H ~ _ I H ; .,E(..i,m) = [..i - L (m)]I.,E(..i,m), L (m) E R, 
(2.3) 
where 
d H~ =K(x,m+ 1)--1, 
dx 
H; =K(x,m)+~I, 
dx 
(2.4) 
(2.5) 
K (x,m) is a n X n matrix, and I is the n X n identity matrix. 
To find out for which R (x,m) the system (2.1) can be 
factored we carry out explicitly the multiplications of H + 
and H - in (2.2) and (2.3) using (2.1). We obtain 
K 2(x,m+ 1)+K'(x,m+ 1)+L(m+ 1)1= -R(x,m), 
K 2(x,m) - K '(x,m) + L (m)l = - R (x,m), 
and hence 
K 2(x,m + 1) -K2(x,m) +K'(x,m + 1) +K'(x,m) 
(2.6) 
(2.7) 
= [L (m) - L (m + 1)]1. (2.8) 
To determine those matrices K (x,m) that satisfy this equa-
tion, we examine three possible forms for the dependence of 
this matrix on m. 
A. K(x,m) = Ko(x) + mK1(x) 
From (2.8) this ansatz leads to 
(m + W(Ki +Ki)+(m + I)(KoKl +KIKo+2Ko) 
- m2(K i + K i) - m(KoKl + KIKo + 2K 0) 
= (L (m) - L (m + 1))1. (2.9) 
Following the same argument as in Ref. 1, we conclude 
from (2.9) that 
and 
Ki +Ki = -a2I, 
2K' K Y K K _ {-Cal, a,t:O, 0+ 0''''1+ 10- bI -0 
, a- , 
L (m) = {m 2a2 + ca, a,t:O, 
-bm, a=O. 
(2.10) 
(2.11) 
(2.12) 
In Sec. III we shall consider some explicit solutions of 
the system (2.10) and (2.11) in the two dimensions. 
B. K(A;m) = Ko(x) + mK1(x) + (1/m)Ka(x) 
Substituting this form of K(x,m) in (2.8) we obtain 
[(m + W(Ki + K;) + (m + 1)(2K 0 + KIKo + KoKl) 
+ [1I(m + 1)](K2 +K~o + KoK2) +KV(m + 1)2] 
- [same terms with m] = (L (m) - L (m + 1))1. (2.13) 
Hence we infer that 
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K~ =rII, 
K ~ + K~o + KoK2 = r2 I, 
2Ko +KIKo+KoKl =r3 I , 
(2.14) 
(2.15) 
(2.16) 
K; +Ki = _a21. (2.17) 
Obviously, this system reduces to (2.10) and (2.11) if we set 
K2 = 0, however, we observe that nontrivial solutions with 
K 2 #0 are also possible if we letK2 be a matrix with constant 
entries, Ko = 0, while KI satisfies Eq. (2.17). Furthermore, 
since (2.17) and (2.10) are the same it follows, then, that the 
two-dimensional solutions for K I' which will be derived in 
Sec. III, essentially provide a solution for the form of K (x,m) 
under consideration. 
C. K(x,m) = Ko(x) + mK1(x) + rnZK2(x) 
Substitution of this form of Kin (2.8) leads, after some 
simple algebraic manipulations, to the following system; 
Ki =rI I , 
2K~ +3{KI ,K21 =r2I, 
K; + {KO,K21 + Ki = r3 I, 
2Ko - HKI ,K21 + {Ko,Kd = r4 I , 
(2.18) 
(2.19) 
(2.20) 
(2.21) 
where {A,B I = AB + BA and ri' i = 1, ... ,4 are constants. 
We observe that in contrast to the scalar case l one can not 
deduce from these equations that K 2 #0 leads to a trivial 
system of coupled equations, viz. R (x,m) is a matrix with 
constant entries. In fact, we shall show in Sec. IV that con-
trary to the negative results in one dimension, the systems 
(2.14)-(2.17) and (2.18)-(2.21) admit solutions with Ko#O 
and K2#const, respectively, in two dimensions. Conse-
quently, these kernels and their corresponding factorizable 
systems have no analog in one dimension. 
III. FACTORIZATION OF SYSTEMS IN TWO 
DIMENSIONS 
Although we derived the factorization equations (2.10) 
and (2.11) in R n the number of coupled scalar equations 
which have to be solved to compute the entries of Ko,K I 
increases rapidly with n. Due to this, we shall restrict our-
selves in this section (and the rest ofthis paper) to systems in 
two dimensions. Our objective in this section is, therefore, to 
show that a complete closed form solution for Ko, K I is avail-
able when n = 2. The solutions we find will depend on sever-
al arbitrary parameters, which demonstrates that in princi-
ple the factorization method is applicable to a large class of 
systems. From a practical point of view, however, these gen-
eral expressions are rather cumbersome and one must set 
several of these parameters to zero in order to bring them to a 
more manageable (and presentable) form. This task will be 
carried, however, in Sec. IV where a partial enumeration of 
factorizable systems in two dimensions will be given. 
A. Calculation of K1 
Letting 
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(3.1) 
and using (2.10) we obtain the following system of equations 
a' + a 2 + f3r = - a2 , (3.2) 
6' + 62 + f3r = - a2, (3.3) 
f3' + f3 (a + 6) = 0, (3.4) 
r' + ria + 6) = O. 
Subtracting (3.3) from (3.2) and introducing 
J-l = a - 6, v = a + 6, 
we obtain 
J-l' + VJ-l = O. 
(3.5) 
(3.6) 
(3.7) 
From (3.4), (3.5), and (3.7) we see thatf3, r, andJ-l satisfy the 
same first-order differential equation and we have 
(3.8) 
where 
J = exp ( - f v(X)dx). 
To compute v we add Eqs. (3.2) and (3.3) and use (3.8) to 
obtain 
v' + ~ +p exp ( - 2 f v(X)dX) = - 2a2, (3.9) 
where p = ci /2 + 2C2C3' We now show that Eq. (3.9) can be 
solved in full generality. To this end, we first substitute (as-
sumingp#O) 
w = exp (~ f V(X)dX) (3.10) 
to obtain 
2w" = -...!!.....- (a2w2 - P- w- 2). (3.11) 
dw 2 
Multiplying (3.11) by w' and using the chain rule, we obtain 
after integration 
w' = [( p/2)w- 2 - a2w2 + c4F12, (3.12) 
where C4 is an integration constant. Finally, we introduce 
z = w2, which yields 
x=cs+~f dz , 
2 (p/2 - a2z2 + C4Z)1/2 (3.13) 
where the last integral can be evaluated explicitly in terms of 
elementary functions. 13 After some algebra this yields 
{ 
2ah cos 2a(x - cs) 
h sin 2a(x - cs) + C4 ' 
V = C
4 
exp[2a2(~~ cs)] + 202 ' 
h #0, P#O, (3.14) 
h = 0, p#O, (3.15) 
where h = ~2a2p + d. When p = 0, Eq. (3.9) reduces to a 
Ricatti equation (equivalent to the equation obtained for KI 
in Ref. 1 for one differential equation) whose solutions are 
vI(x) = 20 cot(ax + <p), v2(x) = 2ia, a#O, (3.16) 
(3.17) 
The expressions for J (x) which correspond to these v(x) are 
not hard to obtain and will be omitted for brevity. (Some of 
these will be computed, whenever necessary, in Sec. IV.) 
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B. Calculation of Ko 
Letting 
whereL (x) = exp((k/2)SJ(x) dx). 
The backward transformation from these functions to 
the original s, p, r, and q is given by 
(3.18) r = [(k - c1)Y + (k + C1)X + 4T]/4k 2, 
and using (2.11), (3.1), and (3.8) we obtain the following sys-
tem of equations: 
21 + 2ar+ J(c2p + c~) = - ca, (3.19) 
2s' + (a + 8)s + C2 J(r + q) = 0, (3.20) 
2p' + (a + 8) p + C3 J (r + q) = 0, 
2q' + 28q + J(c2p + C3S) = - ca. 
(3.21) 
(3.22) 
(When a = 0, - ca is replaced in these equations by h.) 
Although Eqs. (3.19)-(3.22) represent a coupled system 
of equations we now show that they always can be solved 
analytically and the solution can be expressed explicitly in 
terms of J and its integrals. To verify this assertion we have 
to consider, however, several cases. 
1. c, ~O, C2C3~0, and p~O (the "general case'J 
To begin with we multiply (3.20) and (3.21) by C3 and c2, 
respectively, and add and subtract the resulting equations. 
This yields 
2N' + (a + 8)N + 2c2c3 JS = 0, (3.23) 
2M' + (a + 8)M = 0, (3.24) 
where 
M=C~-C2P, N=C~+C2P, S=r+q. (3.25) 
Adding and subtracting (3.19) and (3.22) we obtain 
2A' + (a + 8)A + CI JS = 0, (3.26) 
2S' + (a + 8)S +J(C1 A + 2N) = - 2ca. (3.27) 
MUltiplying (3.23) by C 1 and (3.26) by 2c2c3 and subtracting, 
leads to 
2T' + (a + 8)T = 0, (3.28) 
where T = 2c2c3 A - clN. Multiplying (3.26) by C 1 and (3.23) 
by 2 and adding yields 
2H' + (a + 8)H + 2pJS = 0, (3.29) 
where H = C1 A + 2N. Finally, introducing W = (2p)1/2S 
= kS in Eqs. (3.27) and (3.29) and adding and subtracting 
the resulting equations we obtain 
2X' + (a + 8 + kJ)X = - 2cak, (3.30) 
2Y' + (a + 8 - kJ)Y= - 2cak, (3.31) 
where X = H + W, Y = W - H. Equations (3.24), (3.28), 
(3.30), and (3.31) form a decoupled system of equations 
which is equivalent to the original system. The explicit solu-
tion of the new system is given by 
78 
M = Cg J 1/2(X), T = C9 J 1/2(X), (3.32a) 
X = J 1/2(x)L -l(X) [c lO - 2cak f J -1/2(x)L (x) dX] , 
(3.32b) 
Y = J 1/2(x)L (x) [c ll - 2cak f J -1/2(x)L -l(X) dX] , 
(3.32c) 
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q = [(k + c1)Y + (k - c1)x - 4T]!4k2, 
S = - [C2C3(Y -X) + c1T- k2M]/2c3k 2, 
p = - [C2C3(Y -X) + CIT + k 2M]/2c2k 2• 
When any of the constants c1, C2C3' or p is equal to zero the 
solution of the system (3.19)-(3.22) is easier to obtain than in 
the general case. We discuss now briefly each of these situa-
tions. 
2. C2 C3 = 0 ( p,c, arbitrary) 
If (let us say) C2 = 0, Eq. (3.20) can be solved for s and 
(since c2 = 0) Eqs. (3.19) and (3.22) can then be solved for r 
andq. Equation (3.21) can be solved, then, forpsincerandq 
are known 
3. c, = 0, C2C3~0 (p~O) 
We proceed as in case 1 uptoEqs. (3.26) and (3.27). Since 
C1 = 0, Eq. (3.26) can be solved for A. The remaining two 
equations, (3.23) and (3.27), can then be solved by introduc-
ing W = kS and adding and subtracting these equations. 
4. P = 0, c, ~O, C2C3~0 
In this instance we can proceed as in case 1 up to Eq. 
(3.28). Since T is proportional to H, Eq. (3.27) can then be 
solved for S, and using this result we can solve Eq. (3.23). 
IV. SOME SPECIAL FACTORIZATIONS IN TWO 
DIMENSIONS 
In this section we discuss solutions to the systems (2.14)-
(2.17) and (2.18)-(2.21) in two dimensions. Our primary ob-
jective is to show that there exist solutions to these systems 
with Ko=l=O and K 2=1=O (respectively) which lead to new 
classes offactorizable systems of equations in contrast to the 
one-dimensional case. However, for the sake of brevity we 
shall omit the proofs of our statements, but will provide 
them in a separate publication elsewhere. 
We divide our discussion into two cases. In the first part 
we consider the aforementioned systems with r 1 =1= 0, while in 
the second we let r 1 = O. 
A. r1=1=O 
Theorem 1: (1) In two dimensions, if r I =1=0, then the only 
solution to the system (2.18)-(2.21) is the trivial solution 
where Ko, K 1, and K2 are matrices with constant entries. 
(2) Similarly, if r1 =1=0 and r2 =1=0, then the only solution 
to the system (2.14)-(2.17) is the trivial solution. 
Theorem 2: In two dimensions, if r1 =1=0, r2 = 0, and 
r 3 = 0, then there exist nontrivial solutions to (2.14)-(2.17) 
with Ko =1= o. 
One particular class of nontrivial solutions which satis-
fies the conditions of Theorem 2 is given by 
K = J 112 (0 d2) K = (q1 0) 
o d3 0' 2 a ' -ql 
(4.1) 
Mayer Humi 78 
Downloaded 18 Sep 2012 to 130.215.36.83. Redistribution subject to AIP license or copyright; see http://jmp.aip.org/about/rights_and_permissions
and KI is the general solution of (2.17) (which was discussed 
in Sec. III) subject to the condition C2d3 + c3d2 = 0. 
B. r1 = 0 
The general form of K2 in this case is 
(4.2) 
However, to simplify the following discussion, we consider 
only the forms 
(4.3) 
K2 = b (x) ( ~ 1 ~) = b (x)B. 
For each of these forms of K2 there exist nontrivial solutions 
for the systems (2.14)-(2.17) and (2.18)-(2.21). 
Theorem 3: The system (2.14)-(2.17) in two dimensions 
admits nontrivial solutions with YI = Y2 = 0, K2 = b (xlA or 
b (x)B, and Ko=l-O. 
The general form of the solution for the second case 
[K2 = b (x)B] is given by 
(4.4) 
where a, p, r, s, and b must satisfy the equations 
b ' + 2rb = 0, P' + 2ap = 0, a' + a 2 + P 2 = - a2, 
(4.5) 
s' + as +pr= 0, 2r' + 2ar + 2{3s = Y3' 
Theorem 4: The system (2.18)-(2.21) in two dimensions 
has nontrivial solutions with (1) rl = Y2 = 0, K2 = b (xlA, 
and (2) YI = Y2 = Y4 = 0, K2 = b(x)B. 
The general form of the solution for the second case of 
this theorem is given by 
where a, p, r, s, and b satisfy 
b ' + 3ab = 0, p + 2aP = 0, 
a' + a 2 + P 2 + 2b (r - s) = r 3' 
2r' + 2ar = ab, 2s' + 2as = abo 
V. PARTIAL ENUMERATION OF FACTORIZABLE 
SYSTEMS IN TWO DIMENSIONS 
(4.6) 
(4.7) 
In Sec. IV we saw that the analytic expressions for the 
entries of Ko and K I contain several parameters and thereby 
lead to a large class offactorizable kernels R (x,m). From a 
practical point of view one must set, therefore, some of these 
parameters to zero in order to obtain tractable expressions. 
We shall, therefore, assume in the following that either 
K=Ko+ mKI orK= mKI +K2/mwithc I =C2 =C3 =0, 
and give a complete enumeration of factorizable systems in 
two dimensions under these assumptions. (The resulting six 
classes are the two-dimensional analogs of those in Ref. 1.) 
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Furthermore, as final examples we shall present two special 
classes of factorizable systems which are related to those 
discussed in Sec. IV. 
Using Eqs. (3.1)-(3.8) and (3.19)-(3.22) we see immedi-
ately that the entries of Ko and Klare given by the following 
expressions: 
a =b = v/2, p= Y= 0, 
r=J 1/2 [d l - c; f J- 1/2 dX] , 
q = J 112 [d2 - c; J J - 112 dX] , 
(5.1) 
(5.2) 
(5.3) 
s = d3 J 1/2, P = d4 J 1/2. (5.4) 
(When a = 0, one has to replace - ca by b.) 
Evaluating these expressions explicitly for each of the 
possible forms of v(x) as given by (3.16) and (3.17), and letting 
R( ) _~ll R12) x,m - ' 
21 22 
(5.5) 
we obtain the following formulas. [In (a), (b), (c), and (d) we 
assume that K = Ko + mKI' while in (e) and (f) we let 
K = mKI + (lIm)K2'] 
(a) v = 2a cot(ax + ¢». 
L (m) = ma(ma + c), 
K I = a cot(ax + ¢>)I, 
1 K o=-----:-:-2 sin(ax + ¢» 
(
c cos(ax + ¢» + 2d1 2d3 ) 
X 2d4 c cos(ax + ¢» + 2d2 ' 
Rll = - . 2 1 [c2 cos2(ax + ¢» 
4sm (ax + ¢» 
+ 4d1 [a(2m + 1) + c) cos(ax + ¢» 
+ 4am[a(m + 1) + c) + 2ac + 4(di + d3d4)j, 
d4 R21 = - -;;---'--~ 
sin2(ax + ¢» 
X [[a(2m + 1) + c) cos(ax + ¢» + d l + d2J, 
d3 R 12 = - -::---"---
sin2(ax + ¢» 
X [[a(2m + 1) + c] cos(ax + ¢» + d l + d2j, 
1 
• 2 [c2 cos2(ax + ¢» 
4 sm (ax + ¢» 
+ 4d2[a(2m + 1) + c] cos(ax + ¢» 
+ 4am[a(m + 1) + c) + 2ac + 4(di + d3d4)j. 
(b) v = 2/(x + C7)' 
1 L(m)= -bmI, KI=--I, 
1 Ko=---
x+c7 
x+c7 
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Due to the length of the expressions we present R only when 
C7=0: 
RIl = _ [b 2X2 + (m + dl)(m + d l + 1) + d3d4 
16 x2 
+ : (U1 - 2m - 1)] , 
R21 = - d4 (~ + dl + d2; 2m + 1) , 
Rl2 = - d3 (~ +, dl + d2; 2m + 1), 
R22 = _ [b 2X2 + (m + d2)(m + d2 + 1) + d3d4 
16 x 2 
+ : (2d2 - 2m - 1)] . 
(c)v=O. 
L(m)= -bmI, 
( bx/2 + dl d3 ) Ko = d4 bx/2 + d2 ' KI = 0, 
R Il = - (bx + U\)2/4 + b (m +!) - d3d4, 
R21 = - d3(dl + dz + bx), 
RI2 = - d4(d l + d2 + bx), 
R22 = - (bx + U 2f/4 + b(m +!) - d3d4. 
(d) v = 2ia. Following Ref. 1 we replace ia by a, c by 
- ic, and add - a2c21 toL (m). We obtain 
K\=aI, 
(
UI _ceax 
K -ax 2 o=e 
d4 
RIl = c(2a + 1)[4ma + (20 - l)c] 
+ 4d\e- ax [c - a(2m + 1)] - 4e- 2ax(d3d4 + di), 
R21 = - e - 2axd4{ eax[a(2m + 1) - c) + d l + d2}, 
R12 = e- 2axd3{eax [a(2m + 1) - c) + d l + d21, 
R22 = c(2a + 1)[ 4ma + (20 - 1)c] 
+ 4d2e- ax [c - aIm + 1)] - 4e- 2ax(d3d4 + di). 
As to the next two factorizations, where 
K=mKI +m- IK2, 
it follows immediately from (2.14) and the assumption that 
K2 is a matrix with constant entries that 
(e) v = 2a cot(ax + <p). 
L(m)=m2a2- r;, 
m 
KI = a cot(ax + <p)I, Ko = 0, 
[
a
2
m(m + 1) ] RIl = - . 2 + 2aql cot(ax + <p) , 
sm (ax + <p) 
R21 = - 2aq3 cot(ax + <p), 
RI2 = - 2aq2 cot(ax + <p), 
[a
2
m(m + 1) ] R22 = - . 2 - 2aql cot(ax + <p) . 
sm (ax + <p) 
(f) v = 2/(x + C7)' 
L (m) = - rllm2, 
1 kl=--I, Ko=O, 
x+c7 
RIl = _ 2q1(X +C7) +m(m + 1) , 
(x+c7f 
RI2=-~' 
x+c7 
R _ 2q1(x+c7)-m(m+ 1) 
22 - (x + C7)1 ' 
R 21 = -~. 
X+C7 
SF-A: This class of special factorizable (SF) systems cor-
responds to those described by Theorem 2. To satisfy the 
condition c1d3 + c3d1 = 0 we let C1 = C3 = O. Furthermore 
we set a = 8. The form of the matrices Ko and K2 is given by 
Eq (4.1) andKI = alwhere 
(5.6) 
[We replace here, and in the following example, - a2 by a1 
in (2.17).] Using the special solution a = a for a we find then 
that 
and 
L (m) = - (rllm + m2a2) 
RIl = - (e-2aXlm)[m(2aql~ax + d1d3) 
+ (d2q3 + d3q2)ea:J<] , 
R\2 = - ae-ax[2q2eax + d2(2m + 1)], 
R21 = - ae-ax[2q3eax + d3(2m + 1)], 
R22 = (e - 2ax 1m) [m(2aql~ax - dzd3) 
- (d2q3 + d3q2)eax ] . 
SF-B: These factorizable systems correspond to those 
obtained from Theorem 3 with K2 = b (x)A and 
s = p = r + q = r3 = 0, a = 8. Under these conditions one 
infers that the general form for L (m) and the matrices Ko' K Ii 
andK2 is 
L (m) = - a2m1 , 
Ko = (~ ~ ,), KI = (~ !), K1 = bA, 
and qi + q2q3 = rl' Using this relationship and Eqs. (2.11) wherebisaconstant. Theditferential equations fora,p, and 
and (2.13) we obtain the following. rare 
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i.e., 
a' + a 2 = a2, /3' + 2a/3 = 0, 
r' +ar=O, 
/3=c2 J, r=d I J 1/ 2• 
Using a = a as a solution for a we obtain for R (x,m) 
Rl1 = - e- 2ax{d l [(2m + l)aeax + dd + bc21, 
RI2 = - 2m(m + l)ac2e- 2ax, 
R21 = - 2ab, 
R22 = e- 2ax {d l [(2m + l)aeax - dd - bC21· 
To solve these factorizable systems of equations we have to 
consider them at the top (or bottom) of the ladder in m where 
A = L (m + 1) and, therefore, ,E(A,m) must satisfy 
H;: ,E(A,m) = (K(X,m + 1)- ! I),E(A,m) =0. (5.7) 
(We note that the proof that H + and H - are raising and 
lowering operators follows exactly as in the scalar case. I) 
Equation (5.6) represents a coupled system of first-order 
equations which can be reduced by elimination to two un-
coupled second-order equations for each of the components 
of y (and then solved by standard techniques). The explicit 
fOrln of these solutions and the investigation of their proper-
ties will be deferred, however, to another publication. 
VI. CONCLUSIONS 
In this paper we generalized the classical factorization 
method to systems of coupled second-order equations and 
enumerated in Sec. IV some of these systems in two dimen-
sions. In view of the close relationship between the special 
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functions of mathematical physics and the factorization 
method it is perhaps appropriate to consider the solutions of 
factorizable systems in n dimensions as "generalized special 
functions." The properties and Lie algebraic contents of 
such factorizable systems deserve further investigation. 
From a physical point of view these factorizable systems 
might be useful as exactly solvable models for physical sys-
tems which are represented by coupled Schrodinger equa-
tions. The exact solution of these factorizable equations 
could then lead to a better insight and understanding of the 
more realistic models for these physical systems. 
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