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1. Introduction 
1.1. Aims and Motivation 
 
Climate models are powerful tools for the research of the climate system, and to 
consider its future changes. The combination of global and regional climate models 
(GCMs and RCMs) make it possible to simulate future projections also on a higher 
resolution, where the local systems are better resolved. The computational 
recourses nowadays make RCMs typically available from 50 km to 25 km or even 
higher horizontal resolutions (Ruti et al., 2015). Thus, RCMs are appropriate tools 
to investigate local climate characteristics especially in complex regions like the 
Mediterranean. Despite the complexity of these models their results still have 
biases (Christensen and Christensen, 2007). One of the major challenges in climate 
science is to simulate precipitation as precise as possible. The models do not 
resolve the microphysics of cloud and precipitation formation, thus in these sub-
grid scale processes parameterization schemes are used. Water is a crucial factor in 
the climate system as it drives the hydrological cycle. Precipitation in the 
mid-latitudes often occurs together with cyclones, which transport energy and 
moisture from lower latitudes towards the poles (Hawcroft et al., 2015). Extra-
tropical cyclones govern the weather and the climate of the mid-latitudes. 
The aim of this study is to investigate RCMs and their results from a dynamical 
point of view, namely to evaluate the representation of cyclones in the 
Mediterranean region focusing on the precipitation related to them. The goal is to 
better understand the behaviour of the models and their projected changes through 
a process oriented approach. The focus is on the Mediterranean region, and on the 
Mediterranean cyclones, which are usually weaker and smaller than the usual mid-
latitude cyclones, but they are often associated with extreme events e.g. heavy 
precipitation, wind storms, floods (Trigo et al., 1999; Lionello et al., 2006; Ulbrich 
et al., 2012). The Mediterranean region is chosen, as it is a unique region, and 
considered as a climate change hot-spot (Giorgi, 2006). Its area is geographically 
complex and also the local characteristics of the orography and the relatively warm 
sea affects cyclogenesis. Besides the complex orography, the Mediterranean region 
is special since it is a transition zone between the downdraft part of the Hadley cell 
and the mid-latitude Westerlies. Its climate is influenced both by tropical and mid-
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latitude processes. This means that a change in the large-scale circulation can have 
a large effect on the area, e.g. the shift in cyclone tracks or in the sub-tropical high 
pressure zone. This makes the Mediterranean a sensitive area for climate change. 
For this study, the recent past and the future climate of the Mediterranean region is 
simulated with RCMs. For the driving field both reanalysis data and global climate 
model (GCM) outputs are used. The reanalysis driven data is used to evaluate the 
models’ internal dynamics in reproducing the climate. The GCM simulation is 
used to study the changes of cyclones and the precipitation related to them in the 
future. To define the cyclone statistics of the different simulations an objective 
cyclone identification method is developed, which has six sub-methods using 
different variables. This helps to assess the uncertainties rising from the variable 
selection of the identification. The applicability of the method is tested on 
reanalysis data and produced a reanalysis based cyclone climatology to better 
understand the studied phenomena. This cyclone climatology is also used as a 
reference for the evaluation of RCM results. The analysis of the cyclonic systems 
is completed with a specific analysis of an extreme event, the 2013 Danube flood, 
which reflects the possible severe impact of these mid-latitude cyclones.  
 
1.2. Regional climate modelling 
 
Climate models are based on the laws of physics governing the climate system. 
Their aim is to understand, simulate and predict the behaviour of the climate, thus 
they have an essential role in climate research and climate change assessment.  
The climate system consists of the atmosphere, the hydrosphere, the cryosphere 
and the biosphere. Climate models aim to capture the important processes within 
and between these spheres, thus they become highly complex. The simulations of 
GCMs are becoming computationally demanding with the increase of resolution 
and complexity. Therefore they are used on a relatively coarse resolution (between 
4° and 0.5°) (Taylor et al., 2012). However this resolution is not high enough to 
give detailed information on regional processes, for example in regions with 
complex terrain. Thus, regional climate models were introduced to simulate the 
climate on higher resolution in a limited area (Giorgi, 1990). The dynamical 
downscaling method used in RCMs is a one-way nesting technique, where initial 
and time-dependent lateral conditions from a global model or reanalysis are 
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implemented into the regional model. State of the art RCM simulations are now 
available on 50 km, 25 km or even higher horizontal resolutions (Ruti et al., 2015). 
RCMs are especially beneficial in complex terrains like the Mediterranean region. 
In the Mediterranean GCMs have a warm temperature bias over the peaks of the 
mountains, and they also have a dry precipitation bias in the mountainous and 
coastal regions (Giorgi and Coppola, 2009; Giorgi and Lionello, 2008). These 
errors are clearly related to the orography and the land-sea pattern, which are not 
captured well enough at the low resolution. The errors can be reduced in RCM 
simulations with the use of more detailed topography and physical 
parameterizations (Li et al., 2012). There are several studies, with several different 
RCMs analysing the added value of the higher resolution simulations in the 
Mediterranean. For example, Sotillo et al. (2005) analysed a reanalysis driven 
REMO simulation, and found that the regional model reproduces the 10 m wind 
field more realistically than the diving reanalysis, when both compared to 
observational data. The ALADIN model is found to improve the representation of 
mean precipitation, and the precipitation extremes during summer (Déqué and 
Somot, 2008). In RegCM3 the precipitation distribution is found to be closer to the 
observational data, than the coarse resolution reanalysis (Artale et al., 2010). There 
are improvements also in the water budget of the Mediterranean Sea due to the 
high resolution modelling (Sanchez-Gomez et al., 2009; Elguindi et al., 2011). 
Moreover RCMs are found to estimate the rivers contribution to the water budget 
more realistically.  
Although RCMs show good results in reducing the systematic biases of GCMs, 
they still have some shortcomings. For example, in the scope of the ENSEMBLES 
project Christensen et al. (2008) analysed 13 RCM simulations and found that 
many models overestimate the temperature of the warmest month in the 
Mediterranean (Li et al., 2012). One source of model biases both in GCM and 
RCM simulations is the parameterization of sub-grid scale processes, for example 
the parameterization of convective processes and the resulting precipitation. This 
mainly affects the summer precipitation, when there are convective showers with 
high precipitation intensity. Besides the model errors, the RCM simulations also 
have two theoretical limitations. The first one is the systematic errors inherited 
from the GCMs, which can be reduced by driving the RCMs with reanalysis data. 
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The second limitation is the lack of interaction between global and regional 
processes, namely the lack of two-way nesting.  
RCMs are used in several ways to assess their capabilities and to study climate 
processes. The simulations, when the model uses perfect initial and boundary 
conditions from a reanalysis, are called hindcast or evaluation simulations. These 
are important for evaluating the RCMs ability to simulate the present climate and 
to provide high-resolution information in areas, where observations are limited. 
The GCM driven RCM simulations can also simulate the present climate, with the 
use of historical forcings e.g. observed greenhouse gas (GHG) concentrations, 
ozone, solar forcing, land use, and aerosols. For the future projections on the other 
hand, the models use emission scenarios. In the 5th Assessment Report of the 
Intergovernmental Panel on Climate Change (IPCC AR5) a new set of scenarios is 
used, which are called the Representative Concentration Pathways (RCPs). There 
are four different scenarios defined by the approximate change of total radiative 
forcing in the year 2100 relative to the preindustrial period. The RCP2.6 (+2.6 
Wm-2) is a mitigation scenario, with low forcing level, the RCP4.5 (+4.5 Wm-2) 
and the RCP6.0 (+6.0 Wm-2) are stabilization scenarios, and there is also a very 
high GHG emission scenario, the RCP8.5 (8.5 Wm-2) (IPCC, 2013). The scenarios 
define land use change, air pollutants emissions, annual greenhouse gas 
concentrations and anthropogenic emissions up to 2100 globally. The 
hindcast/evaluation simulations, the historical and the future projection simulations 
can be used in several combinations to analyse the models and the climate. In 
Figure 1.1, three kinds of these comparisons are shown. The first is the comparison 
of hindcast simulations with observations or with reanalysis data, if observations 
are not available. This reveals the model’s ability to reproduce present climate. The 
comparison of reanalysis driven and historical GCM driven simulations help to 
assess the biases coming from the driving field. The difference between historical 
and future projection data shows the climate change signal, which indicates if a 
variable is expected to change in the future, and assesses the direction and value of 
the change. When it is assumed that the model’s systematic bias remains the same 
in the present and in the future climate, then the so-called delta method (i.e. simple 
difference) is favourable since it does not require to take into account these biases. 
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Note that the previous assumption is probably not valid for all variables 
(Christensen et al., 2008).  
 
Figure 1.1. Three examples for the use of different kinds of RCM simulations. The 
two upper ones aim to analyse the errors connected to RCM or GCM simulations, 
and the bottom one describes the way in which climate change studies assess the 
climate change signal. 
 
In this thesis, regional climate modelling is applied in the Mediterranean, which 
has several regional features, such as the seasonality in rainfall and temperature, 
strong winds connected to the land-sea interactions and also Mediterranean 
cyclones. These are all the results of different regional processes. In previous 
studies the climate change signals are found to be intense and robust in the 
Mediterranean (Giorgi and Lionello, 2008). Thus, this region might be particularly 
vulnerable to global change, hence it is important to analyse the climate processes 
and evaluate model performance and future projections in this area.  
1.3. Cyclones in the Mediterranean 
 
The Mediterranean region is characterised by intense synoptic activity (Petterssen, 
1950). The cyclones in the Mediterranean belong to the southern branch of the 
North Hemispheric cyclone pathway (Hoskins and Hodges, 2002). They are 
usually shallower, smaller, and have shorter lifetimes, than the classical North 
Atlantic cyclones (Ulbrich et al., 2012). Despite of these general characteristics, 
they are also responsible for many types of extreme events e.g. heavy precipitation, 
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flooding, windstorms, storm surges, landslides (Lionello et al., 2006). For example, 
Vb cyclones, which have a characterised track type in the Mediterranean, are often 
associated with heavy precipitation events and flooding (Messmer et al, 2015). Vb 
cyclones were defined by van Bebber (1891) in his cyclone pathway classification 
study. The tracks of Vb cyclones start at the Bay of Biscay or over the Gulf of 
Genoa, move eastward to the Adriatic Sea and turn northward to the Black Sea or 
Saint Petersburg.  
The Mediterranean climate is a transition area between the subtropics and the mid-
latitudes thus both influence its circulation in a seasonally changing manner. The 
geographical characteristics of the Mediterranean results in a unique area where 
different processes affect the atmospheric circulation. The two most influential 
features are the orography and the sea. The mountains surrounding the basin of the 
sea act like barriers along the coast. The size of the sea is also substantial, its area 
is about 2.5 million km2 (without the Black Sea) and its average depth is 1500 m 
(Ulbrich et al., 2012). It is an important heat and moisture reservoir.  
Many of the Mediterranean cyclones develop due to external forcing from 
baroclinic waves over Europe. The high level circulation interacts with the 
different regional factors in the Mediterranean and form cyclones (Lionello et al., 
2006). It is shown that one synoptic system can trigger more than one cyclone over 
the different cyclogenetic regions in the Mediterranean as they move eastward 
(Trigo et al., 2002). One of the most remarkable cyclogenetic factors in the 
Mediterranean is the orography, inducing lee cyclogenesis (Radinovic, 1986). It is 
most remarkable at the lee side of the Alps, but also the Atlas and the Balkans are 
important. The development starts as a westerly flow crosses a topographic barrier 
and produces a shallow orographic (barotropic) lee cyclone due to the conservation 
of low level potential vorticity (Fig. 1.2) (McGinley, 1982; Holton, 2004). 
Potential vorticity, when considering a homogeneous incompressible fluid, is 
proportional to the absolute vorticity and inversely proportional to the depth of the 
fluid parcel (Holton, 2004). Thus, as a westerly flow arrives downstream of a 
mountain, the air column stretches, and to conserve potential vorticity, absolute 
vorticity increases. This results in the increase of relative vorticity and the 
formation of a shallow lee cyclone. The lee cyclogenesis continues as an upper 
level low approaches the mountain region and undergoes deformation. The 
deformation of the trough and its frontal zone are accompanied with the 
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enhancement of low level baroclinicity. The increase in baroclinicity allows small 
perturbations to become baroclinically instable and grow (McGinley, 1982). The 
development intensifies as the front crosses the mountain region and positive 
vorticity advection increases. The vertical circulation changes into the 
terrain-enhanced direct circulation, releasing potential energy to form kinetic 
energy. As the system moves away from the mountain, it loses the terrain-assisted 
circulation, and the cyclone must have a sufficient size to grow baroclinically by 
itself. Thus not all lee cyclones grow into intense long lasting cyclones. 
 
Figure 1.2. Schematic view of westerly flow over a topographic barrier: a) the 
depth of a fluid column as a function of x and b) the trajectory of a parcel in the (x, 
y) plane. (Holton, 2004) 
 
Besides orography, the land-sea temperature gradient also leads to surface pressure 
development. Warm core lows develop due to strong surface heating, which causes 
the air column to expand and develop a high pressure region at the upper levels 
(Fig 1.3a). Due to the pressure gradient, air diverges out of the high pressure region 
towards the low pressure areas in the colder air columns. This divergence at the 
upper levels and the positive buoyancy of hot air close to the surface induce a 
circulation and develop a low pressure system at the surface (Fig 1.3b).  
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Figure 1.3. Development of thermal lows due to surface heating. (Source: San 
Francisco State University, http://tornado.sfsu.edu) 
 
The sea is also important through its air-sea interactions, since it is producing low 
static stability in the low levels and, when an upper level trough passes by, 
cyclogenesis can occur with enhanced possibility (Trigo et al., 2002). Besides 
these environmental factors during summer the circulation of the Indian monsoon 
influences the cyclogenesis over the Eastern Mediterranean. The dominating 
cyclogenetic factors change with the seasons as the general circulation changes. In 
winter the major factor is the interaction between upper tropospheric troughs and 
the orography and/or the low level baroclinicity, while during spring and even 
more during summer the thermal effect prevails. Overall, the synoptic activity is 
higher during winter, but the thermal effects induce a high number of shallow 
systems in summer (Maheras et al., 2001; Lionello et al., 2006). 
The cyclogenesis in the Mediterranean has two distinct maxima in all seasons, the 
Gulf of Genoa in the western part and Cyprus in the eastern part (Trigo et al., 
1999; Campins et al., 2011). In the winter months other major cyclogenetic regions 
appear over the relatively warm sea, the Adriatic Sea, Ionian Sea, the Black Sea 
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and the Aegean Sea (Alpert et al., 1990; Maheras et al., 2001; Trigo et al., 2002). 
During spring the number of Sahara cyclones increases, and the Iberian Peninsula 
has a cyclogenetic maximum during summer (Trigo et al., 1999). In the warmer 
months generally shallow and stationary cyclones occur also along the Algerian 
coasts, but in the autumn months they can be related to intense precipitation 
(Campins et al., 2011, Jansa et al., 2001). In the warmer Eastern Mediterranean the 
thermal processes are more effective during the warmer months, and there are high 
numbers of cyclones not just around Cyprus, but also over the Middle East (Trigo 
et al., 1999). These cyclones are influenced by the Persian trough, which is an 
extension of the Indian monsoon. The surface trough is associated with an upper-
level subtropical high, which prevents the formation of deep clouds (Alpert et al., 
1990). Thus these cyclones are associated with low level inversion and clear 
(cloud-free) conditions, and not with convective activity or high precipitation 
(Rodwell and Hosinks, 1996; Alpert el al., 1990). 
 
1.4. Objective cyclone identification 
 
The application of objective cyclone identification methods started at the 
beginning of the 1990s (Alpert et al., 1990). Previously the cyclone climatology 
studies were based on manually identified cyclones based on synoptic charts. Since 
the 1990s, several studies used objective cyclone identification methods to analyse 
the circulation on large scales and in the Mediterranean (Murray and Simmonds, 
1991; König et al., 1993; Hodges, 1994; Trigo et al., 1999; Maheras et al., 2001; 
Lionello et al., 2002; Bartholy et al., 2009; Campins et al., 2011). 
There is no single generally accepted criterion for identifying mid-latitude 
cyclones, thus there are several possible ways how they can be identified. Cyclone 
identification and tracking can also be done manually, but for comprehensive 
climatological analyses objective methods must be used. The advantages of 
objective methods are shown in Jansa et al. (2001), where more cyclones were 
found with using an objective analysis of high-resolution model data than with the 
human-based subjective analysis. Since there are multiple definitions for mid-
latitude cyclones, there are also numerous identification and tracking methods. The 
different methods capture different aspects of these mid-latitude low pressure 
systems. 
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In the last decades the majority of the studies quantifying cyclone activity use the 
feature tracking i.e. Lagrangian approach, but previously the Eulerian statistics was 
more commonly used (Hoskins and Valdes, 1990). The Eulerian approach 
diagnoses storm tracks with the use of statistical methods at grid points. For 
example, Hoskins and Holton (2002) used bandpass filtered variance to investigate 
storm tracks, where the filter was used to select the synoptic scales. The Eulerian 
diagnostics provide information about the cyclonic activity implying information 
about the variability of low and also high pressure systems. The Lagrangian 
approach identifies the cyclones based on one of their typical features (e.g. 
pressure minimum, vorticity maximum) and follows them along their trajectory 
through time and space, hence with a Lagrangian diagnostics exact tracks can be 
analysed.  
The most commonly used method for cyclone identification is to search for local 
extremes in a selected variable field. The most commonly used variable for 
cyclone identification is Mean Sea Level Pressure (MSLP) (Serreze, 1995; 
Lionello et al., 2002; Hanson et al., 2004; Bartholy et al., 2009). Mean sea level 
refers to a specific surface where the pressure is reduced from the geographic 
surface by using a temperature profile. This reduction estimates the pressure at sea 
level sometimes below the actual orography. Since temperature profiles affect the 
MSLP values and they can be unusual at high elevations, the fields can produce 
anomalous patterns in the mountainous regions, which is a disadvantage of this 
variable. In addition to MSLP, some detecting algorithms calculate the gradient of 
MSLP, to find a cyclone centre (Picornell et al., 2001; Jansa et al., 2001). Others 
investigate the laplacian of MSLP (Murray and Simmonds, 1991), which can be 
interpreted as the quasi-geostrophic relative vorticity (Pinto et al., 2005). Besides 
quasi-geostrophic relative vorticity, relative vorticity at 850 hPa can also be used to 
identify cyclones (Hodges, 1994; Catto et al., 2010; Woollings et al., 2010b; 
Flaounas et al., 2014). The 850 hPa isobaric level is considered as the lowermost 
level of the free atmosphere. Relative vorticity is investigated on this level since it 
is still close to the surface, but not in the turbulent boundary layer. Relative 
vorticity at the 850 hPa level has an advantage over MSLP, namely it is more 
independent from the direct effects of topography. Hoskins and Hodges (2002) 
compared several cyclone climatology results using different fields, and they 
showed that smaller-scale systems, which are typical in the Mediterranean region, 
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are better detected in relative vorticity field than for example in MSLP. However 
the main disadvantage of using relative vorticity is that at high resolution it is a 
very noisy field (Hodges et al., 2011). Hence a truncation of the field is necessary 
if the relative vorticity field is the key element of the identification algorithm. 
Besides MSLP, geostrophic relative vorticity and relative vorticity, geopotential 
height is also commonly used to detect low pressure systems. It is used at the 1000 
hPa level (Trigo et al., 1999; Trigo et al., 2000; Alpert et al., 1990) and also at the 
850 hPa level especially for cyclones in the Mediterranean (Messmer et al., 2015). 
In studies evaluating the cyclones vertical extension, geopotential height is used 
also at 925, 850, 700, 500 and 300 hPa levels (e.g. Campins et al., 2011; Campins 
et al.,2006; Maheras et al., 2002; Kouroutzoglou et al., 2012). 
In general, one can say that the advantage of MSLP and geopotential height at 
1000 hPa, is that even the shallow surface depressions are easily identified. On the 
other hand, these fields are affected by orography and influenced by large spatial 
scales. The advantage of higher levels is that they are less affected by mountain 
ranges, and sometimes cyclones are more easily detectable in their early or mature 
state. 
Some studies choose to preprocess the selected variable field to remove 
background distributions. For instance, Holton and Hodges (2002) removed the 
planetary scales with total wavenumbers less than or equal to 5, and truncated the 
data at wavenumber 42. Sinclair (1997) used the Cressman filter to smoothen the 
spatial distribution of geopotential and thus the vorticity field. The necessity of 
preprocessing is dependent on the chosen variable, since different variables contain 
different ranges of the synoptic scale. For example, vorticity captures rather the 
high frequencies of the synoptic scale, while MSLP and geopotential heights 
describe the low frequencies (Holton and Hodges, 2002). 
Most of the studies considered only one specific variable to identify cyclones, 
sometimes including its derivatives (Murray and Simmonds, 1991; Pinto et al., 
2005). An exception is found in König et al. (1993), who used both the 850 hPa 
relative vorticity and 1000 hPa geopotential height. However, their algorithm 
considered these fields separately and only later combined the information from 
the two fields along the lifecycle of a specific cyclone. 
Lagrangian cyclone identification methods are based on a search for local extremes 
in a selected gridded field. The most common approach is to investigate the 
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neighbouring points of a grid point. In many cases, the 8 nearest neighbouring 
points are analysed whether the values are larger or smaller than in the central 
point (Alpert et al., 1990; Trigo et al., 1999; Hanson et al., 2004; Maheras et al., 
2001). Sometimes the evaluated area covers a larger region, i.e. 5×5 grid points or 
even more (Bartholy et al., 2009). There are also studies, which found that with 
interpolating the gridded data on higher resolution the localisation of cyclone 
centres improves (Murray and Simmonds, 1991; Haak and Ulbrich, 1996; Pinto et 
al., 2005). Lionello et al. (2002) find the local minima in the MSLP field by 
connecting each grid point to its lowest neighbour until a minimum is reached. 
Picornell et al. (2001) and Jansa et al. (2001) extended the search of MSLP 
minimum with the analysis of pressure gradients around the found minimum along 
eight major directions (E, NE, N, NW, W, SW, S, SE). If the gradient exceeds a 
threshold along at least six directions then they considered it as a cyclone.  
The identified cyclone centres are usually followed along the lifecycle of the 
cyclone, although in some studies the tracking is not included (e.g. Jansa et al., 
2001; Finnis et al., 2007). The most common tracking technique is the nearest 
neighbour concept where the continuation of one specific cyclone is the centre in 
the following time step, which is located nearest to it (Trigo et al. 1999; Serreze 
1998; Bartholy et al. 2009). The search for the nearest neighbour is sometimes 
restricted to a search area. The search region is often asymmetric to the centre, 
taking into account the typical eastward movement of the mid-latitude cyclones. 
For example if the search area is a rectangular around the centre then its west-east 
axis is longer than the north- south axis (König et al., 1993). The method used by 
Trigo et al. (1999) searches for the next cyclone centre within an area determined 
by the maximum cyclone velocity (33 km/h westward and 90 km/h in any other 
direction). Other tracking approaches (i.e. Murray and Simmonds, 1991; Sinclair, 
1994; Pinto et al., 2005; Wernli and Schwierz, 2006) pre-estimate the new position 
of a cyclone, and evaluate all the previously identified cyclone centres being close 
to this first guess location, and select the most likely candidate. This technique is a 
good solution when the available time steps are not too frequent, so the cyclones’ 
separation and displacement should be considered together. The tracking method 
of Muskulus and Jacob (2005) uses the Kalman filter approach, in which the 
matching is carried out by minimizing a weighted prediction error function. This 
technique has several advantages: (i) besides one previous time step it can consider 
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the whole lifetime of the cyclone, and (ii) estimating the error, which predicts the 
maximum distance for the next match. 
Depending on the identification technique and on the aim of a particular study 
additional selection of the identified cyclones is possible. The most common 
selection is to use thresholds for the cyclones’ lifetime and/or for the MSLP of 
their centres. For instance, the lifetime of cyclones should last longer than 12 hours 
(Trigo et al., 1999), and the pressure of the cyclone centre should be lower than 
1000 hPa (Gulev et al., 2001; Muskulus and Jacob, 2005). Bartholy et al. (2009) 
considered different lifetime thresholds for Atlantic-European and Mediterranean 
cyclones (3 days and 1 day, respectively). Overall the most common selection is 
that only the cyclones with at least one day lifetime are considered in cyclone 
climatologies (König et al., 1993; Bartholy et al., 2009; Catto et al., 2010; Neu et 
al., 2013).  
For some special applications, the extension of the cyclone is calculated. For 
example Hanson et al. (2004) and Trigo et al. (1999) applied the definition from 
Nielsen and Dole (1992), according to which the cyclone radius is the distance 
between the centre and the outermost closed isobar. Muskulus and Jacob (2005) 
used a similar approach when using a watershed segmentation method for cyclone 
identification, and also for determining the area of the cyclone. Picornell et al. 
(2001) defined the cyclone area as the positive geostrophic vorticity area around 
the centre. They detected the zero vorticity line along the four main directions (N, 
E, S, W), and formed an ellipse from these points, which they considered as the 
cyclone area. 
The several available objective cyclone identification algorithms use different 
approaches to describe the same complex phenomena. Thus, they have different 
performances especially in case of cyclone numbers and weak systems (Neu et al., 
2013; Lionello et al., 2016). The manual analyses disadvantages are that they are 
very time consuming and are influenced by the subjective choices made by the 
analyst. The Intercomparison of Mid Latitude Storm Diagnostics (IMILAST) 
project (Neu et al., 2013) made an effort to investigate the method-related 
uncertainties of cyclone identifications with the use of 15 commonly used 
detecting and tracking algorithms. The study concluded that the results are 
sensitive to several aspects of the applied methods. They found higher consistency 
among the methods for deep cyclones, but also important differences in the 
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interannual variability and in the geographical distribution of cyclones especially 
in the Mediterranean, where shallow cyclones more frequently occur. Lionello et 
al. (2016) used the IMILAST track database to study the different methods’ results 
over the Mediterranean region. They also found large differences in cyclone 
numbers among the different methods, but also that the general characteristics of 
the cyclone activity are in good agreement among the methods. Nevertheless they 
conclude that since outliers are present in the cyclone climatologies the multi-
method approach is recommended. 
 
1.5. Modelling extratropical cyclones 
 
Extratropical cyclones are key elements of the large-scale atmospheric circulation, 
and therefore it is essential for climate models to capture them and the dynamical 
processes related to them. The correct representation of cyclones in the models is 
important to have confidence in the future climate projections of the models. In the 
IPCC AR5 (2013) it is stated that models are able to capture the general 
characteristics of extratropical cyclones (Flato et al., 2013). The North Atlantic 
storm track biases even slightly improved since the 4th Assessment Report of 
IPCC (2007), partly due to the increase in resolution. Although the models still 
produce a too zonally oriented storm track and also most GCMs underestimate 
cyclone intensity (Flato et al., 2013; Zappa et al., 2013a). A GCM’s capability to 
capture the structure of cyclones was studied in a high resolution global 
environment model (HiGEM) through conceptual models e.g. the warm and cold 
conveyor belts and the dry intrusion (Catto et al., 2010). The mentioned features 
were present both in the model and in the reanalysis. Also, the MSLP and the 
equivalent potential temperature fields were in good agreement with the reanalysis. 
However, the moist isentropes ahead of the cyclone were not as steep in the model 
as in the reanalysis and the descent of the dry intrusion was weaker in the model. 
Hawcroft et al. (2015) studied the same model’s ability to represent cyclonic 
precipitation. The simulated precipitation associated with Northern Hemispheric 
cyclones reproduced the observations and reanalysis well. However, the model 
produced more precipitation in the most intense cyclones. The biases found in 
cyclonic precipitation were both from the deviation in cyclone numbers and from 
the difference of the mean precipitation rate of cyclones.  
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The representation of cyclones becomes better with resolution and this is especially 
true for the systems in the secondary storm tracks like the Mediterranean (Pinto et 
al., 2005; Pinto et al., 2006; Ulbrich et al., 2009). In general the higher the 
resolution the higher the cyclone frequencies, which mostly means that more small 
scale and/or weak systems are identified in the higher resolution data (Pinto et al., 
2005; Nissen et al., 2014). GCMs on average tend to simulate lower track densities 
in the present climate in the Mediterranean and the storm track has a northward 
shift in the Eastern Mediterranean (Zappa et al., 2015). The lower track density 
suggests that the resolution of GCMs is probably not sufficient for the 
representation of Mediterranean cyclones. There are though GCM results, which 
show an overestimation of cyclone numbers over the Black Sea and the Caspian 
Sea (Nissen et al., 2014). RCM simulations can capture the features of 
Mediterranean cyclones as shown by Lionello et al. (2008) and Flaounas et al. 
(2016). Some studies found more cyclones in the RCM simulations than in the 
reference reanalysis, which is probably due to the higher resolution of the model 
simulations (Lionello et al., 2008; Lionello and Giorgi, 2007). RegCM3 
overestimates the number of cyclones in the Caspian Sea area, and underestimates 
them in the North East Atlantic (Lionello et al., 2008). The comparison of cyclone 
frequency and precipitation showed that the Eastern Mediterranean cyclones in 
RegCM3 probably produce less rain than in reality (Lionello and Giorgi, 2007).  
In summary, climate models are able to capture cyclonic systems, although their 
results depend on the model’s resolution. This is especially true for Mediterranean 
cyclones, which are usually smaller and weaker than the North Atlantic cyclones 
(Trigo et al., 1999). Thus for the investigation of Mediterranean cyclones the use 
of an RCM is favourable.  
 
1.6. Mediterranean cyclones in future climate 
 
Under anthropogenic climate change the climate of Europe and the Mediterranean 
is projected to be warmer (e.g. IPCC, 2013). The temperature change in the 
Mediterranean is expected to be the largest during summer. The precipitation 
change signal shows an increase in Northern Europe and a decrease in the southern 
parts (Christensen et al., 2007). This can lead to increased aridification in the 
Mediterranean. The change in the water budget is characterised with increased 
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freshwater loss due to increased evaporation and decreased precipitation and river 
discharge, which makes the region vulnerable to climate change (Planton et al., 
2012). The intensity and robustness of the climate change signal in the 
Mediterranean, found in global and regional climate models emphasize that the 
Mediterranean region might be particularly sensitive to global change (Giorgi and 
Lionello, 2008). 
The changes in the global and regional climate are connected to changes in the 
global circulation, which influences the regional climate. In the future climate 
projections the extratropical storm tracks are projected to change, in AR4 (IPCC, 
2007) a poleward shift of the mid-latitude storm tracks was found (Christensen et 
al., 2007). The change in storm tracks is a result of the interaction between 
different physical processes such as the atmospheric heat, moisture and momentum 
transport, the formation of the jet stream and large scale eddies (Woollings, 
2010a). Climate projections show that increased GHG concentrations lead to 
increased temperature and thus more moisture in the atmosphere. This can lead to 
enhanced latent heat release in the cyclones warm sector, which might amplify 
cyclone development (Laine et al., 2009). On the other hand, the increased 
poleward moisture fluxes mean enhanced poleward energy transport. When the 
moisture, which evaporated in the subtropics releases its latent heat in higher 
latitudes, the temperature gradient and thus also the zonal-mean baroclinicity are 
reduced, which might moderate cyclone development (Held, 1993). Changes in the 
large-scale circulation also affect cyclone development. The expansion of the 
Hadley cell due to the warming of the upper troposphere of the tropics shifts the 
strongest upper-level temperature gradients poleward, which results in shifting the 
upper-level jet (Catto et al., 2011). A key element of cyclone development is the 
equator-to-pole temperature gradient, which will be reduced under climate change 
scenarios due to the enhanced warming of the Arctic (Catto et al., 2011). Most 
models suggest the weakening of the Meridional Overturning Circulation (MOC), 
which results in weaker warm water transport in the North Atlantic. This will 
probably reduce the warming in Europe, but it also influences the meridional 
temperature gradient, and hence the baroclinicity in the North Atlantic, which 
certainly affects the storm tracks (Christensen et al., 2007; Catto et al., 2011). 
These different physical mechanisms are taken into account in the model 
simulations, which show that under climate change the total number of cyclones 
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slightly reduces in winter in both hemispheres (Ulbrich et al., 2009). In the CIMP5 
models, Zappa et al. (2013b) found a tripolar pattern over the North Atlantic during 
the winter season. It shows an increase in cyclone number over Central Europe but 
a decrease over the Mediterranean and the Norwegian Seas. During summer a 
decrease is projected along the southern flank of the North Atlantic storm track. 
Over the North Atlantic region the number of cyclones associated with strong wind 
speeds decreases, but over the United Kingdom and Central Europe an increase is 
found in the number of cyclones associated with strong winds. The mean 
precipitation intensity of cyclones over mid- and high-latitudes increases. During 
both winter and summer there is a projected reduction in the number of cyclones 
with weak precipitation, and an increase with heavy precipitation. Finnis et al. 
(2007) also found that in the 21st century due to the increase in the available 
atmospheric moisture, the precipitation related to storms also increases over high 
latitudes, but for mid-latitudes the thermodynamic increase is moderated by the 
decreasing cyclone frequency.  
Over the Mediterranean GCM studies show a reduction in cyclone number 
especially during winter (Lionello et al., 2002; Pinto et al., 2006; Raible et al., 
2010; Zappa et al., 2013b; Nissen et al., 2014). Zappa et al. (2015) analysed the 
decline of winter precipitation in the Mediterranean, and found that it is related to 
the decrease in cyclone frequency, but found that the precipitation intensity of 
cyclones also changes and has an important role in shaping the climate change 
signal of cyclonic precipitation. In the northern coasts of the Mediterranean region 
the increase of the precipitation per cyclones compensates the decrease in cyclone 
number, while over the Eastern Mediterranean the decrease of precipitation per 
cyclones enhances the changes in cyclonic precipitation due to the decrease in 
cyclone frequency. RCM results show a more detailed picture about the 
Mediterranean region. Lionello and Giorgi (2007) studied the cyclone activity with 
an Eulerian and a Lagrangian method and analysed their connection to the 
precipitation changes. They found that winter cyclone activity is projected to 
become stronger over the north-western areas and weaker over the south and 
eastern parts of the region. The precipitation decrease in the Eastern Mediterranean 
was found to be related to the decrease in cyclone frequency. Some studies found 
an increase of shallow, possibly thermal systems mainly in summer (Musculus and 
Jacob, 2005; Lionello et al., 2008) but the extremes of cyclone intensity, related to 
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tropical like cyclones, might increase (Gaertner et al., 2007). A reduction is found 
in the synoptic signal over late summer and autumn in Central Europe and the 
Mediterranean (Lionello et al., 2008) and a decrease in deep cyclones during 
winter (Musculus and Jacob, 2005). 
The possibility of reduction in cyclone numbers over the Mediterranean is 
especially important due to the precipitation related to these cyclones. The 
decrease in cyclonic and in total precipitation over the region increases the 
explosure of the region to droughts. 
1.7. Summary and structure 
 
The objective of this work is to evaluate RCM results with a process oriented 
approach. For this purpose, the Mediterranean region is selected as a complex 
domain, where regional climate modelling is shown to be especially favourable. 
The analysis focuses on a local phenomenon, namely on the Mediterranean 
cyclones and the precipitation associated to them. To study the cyclonic activity, 
an objective cyclone identification method is developed based on the results of 
previous methods. First, the RCMs’ capability of simulating the cyclones and the 
associated precipitation is analysed, then the projected future changes are analysed.  
The thesis is structured as follows. An overview of the used data and RCM 
simulations is given in section 2. In section 3, the developed cyclone identification 
method is described, and the method’s characteristics and applicability of 
identifying Mediterranean cyclones are analysed based on reanalysis data. The 
reanalysis based cyclone climatology is also used for analysing the characteristics 
of Mediterranean cyclones. In section 4, a case study is discussed, focusing on the 
2013 Central European flood. A RCM is used to simulate the two cyclones related 
to the flood, and sensitivity studies are designed to analyse the cyclone’s moisture 
sources. In section 5, the RCM used for the climatological studies is evaluated 
through a hindcast/evaluation simulation. In section 6, a transient RCM simulation 
is evaluated. First the errors related to the GCM forcing are analysed in cyclone 
frequency and associated precipitation, then, the projected changes under climate 
change scenario are analysed. The results are summarised in section 7, and the 
main conclusions are drawn.  
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2. Data and Models 
 
The main focus of this study is the analysis of RCM results, thus in this section the 
used RCMs and their simulations are introduced. For analysing the developed 
cyclone identification method and cyclone activity in the Mediterranean, also 
reanalysis data is used. 
The reanalysis database used in this study is ERA-Interim from the European 
Centre for Medium-Range Weather Forecasts (ECMWF, www.ecmwf.int). The 
RCM named RegCM4 (Regional Climate Model) from the Abdus Salam 
International Centre for Theoretical Physics (ICTP, www.ictp.it) is used to 
simulate the climate of the recent past and the future, both with reanalysis and 
GCM boundary conditions. The simulations were carried out at the Meteorology 
Department of the Eötvös Loránd University. The COSMO-CLM (Consortium for 
Small-Scale Modeling, Climate Limited-area Model; www.cosmo-model.org, 
www.clm-community.eu) hereafter CCLM, is used for the case study analysing the 
moisture sources of the 2013 Central European summer flood. These simulations 
were done at the Institute for Geophysics and Meteorology, University of Cologne. 
For the cyclone identification we use four variables: MSLP, geopotential height at 
1000 hPa and at 850 hPa level and relative vorticity at 850 hPa calculated form the 
horizontal wind fields. Precipitation is also used to assess the cyclonic 
precipitation. For the cyclone climatologies a common grid was chosen to enable 
the comparison between the data. The common grid is the RegCM’s grid since the 
primary interest of this study is the RCM results. Upscaling the RCM data to the 
ERA-Interim grid could have been the other way, which is more accurate 
considering the interpolation, but would smooth out some of the important higher 
resolution information from the RCM results. In the case study MSLP is used for 
the cyclone tracking. For the more detailed analysis of moisture sources other 
additional variables are also used, such as the relative humidity, geopotential 
height at 500 hPa level, equivalent potential temperature at 850 hPa level, the 
specific humidity and the horizontal wind fields on several isobaric levels.  
The domain considered in the cyclone climatology studies is the Med-CORDEX 
domain (Figure 2.1), which is defined by the Coordinated Regional Climate 
Downscaling Experiment (CORDEX). CORDEX is a World Climate Research 
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Program (WCRP) initiative, and its aim is to evaluate and improve regional climate 
downscaling models and techniques, and also to better understand relevant 
regional/local climate phenomena through downscaling. The experiments are 
coordinated among the worldwide scientific communities, and several domains are 
defined, the Mediterranean region is one of them (www.cordex.org; 
www.medcordex.eu). For the case study a more extensive area is studied. This 
domain is described in details together with the experiment set-ups in the 
subsection 4.2. 
In the next subsections the used reanalysis and the RCM simulations are 
introduced in more detail. In Table 2.1 the main characteristics of the reanalysis 
and the RCMs are compared. 
 
Figure 2.1. The Med-CORDEX domain, used for the RegCM simulations and also 
for the cyclone identification in ERA-Interim. 
 
Table 2.1. The main characteristics of the used reanalysis and RCMs.  
 ERA-Interim RegCM CCLM 
type reanalysis hydrostatic  
RCM 
non-hydrostatic 
RCM 
version (IFS, Cy31r2) 4.3rc15 4.8 clm17 
 
horizontal 
resolution 
 
T255 
(0.75°) 
 
50km 
 
0.375° 
convection 
parameterization 
 
evolved form 
Tiedtke (1989) 
Emanuel (1991) 
over ocean, Grell 
(1993) over land 
Tiedtke (1989) 
 
numerical 
integration 
two-time-level, 
semi-implicit, 
semi-Lagrangian 
time-splitting 
explicit 
Runge-Kutta split-
explicit 
grid reduced Gaussian 
grid 
 
Arakawa B 
Lambert 
Conformal 
Arakawa C 
Rotated grid 
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2.1. ERA-Interim 
 
ERA-Interim is a reanalysis produced by the ECMWF (Dee et al., 2011). It is 
available from 1979 up to the recent past. For this analysis the data between 1981 
and 2010 is used. ERA-Interim is constructed with a state of the art data 
assimilation system (4D-Var). The system is based on a spectral model (Integrated 
Forecast System, IFS, version Cy31r2), whose spatial resolution is defined by the 
truncation number (T255). This horizontal resolution corresponds to an 
approximately 0.75°×0.75° regular latitude/longitude grid. The system assimilates 
numerous observational datasets such as satellite data, surface observations and 
radiosonde profiles. The forecasted fields, like the precipitation are calculated with 
the IFS spectral model. For the integration it uses a two-time-level, semi-implicit, 
semi-Lagrangian scheme. Its convection scheme is based on the mass-flux 
approach, and represents deep, shallow, and mid-level convection. The scheme 
was originally described by Tiedtke (1989) and has further evolved.  
ERA-Interim has already been successfully used for cyclone identification in other 
studies (Hodges et al., 2011; Neu et al., 2013; Flaounas et al., 2014; Messmer et 
al., 2015; Lionello et al., 2016). In this study the ERA-Interim data is interpolated 
to the common grid, which has a 50 km horizontal resolution. This may have an 
effect on the comparison of the reanalysis and the RCM datasets, which requires 
special care at the interpretation of the results. Thus, when comparing the two 
datasets, the differences can be due to the bias of the model compared to the 
reanalysis, and also due to the different resolutions. 
2.2. RegCM 
 
RegCM4.3 is a limited-area, hydrostatic, compressible regional climate model. The 
first version of RegCM was developed based on the dynamical core of the National 
Center for Atmospheric Research (NCAR)- Pennsylvania State University (PSU) 
Mesoscale Model version 4 (MM4) (Dickinson et al., 1989; Giorgi, 1989; Giorgi, 
1990). It has been the first limited area model developed for regional climate 
simulations. 
The model uses a time-splitting explicit integration scheme to solve the thermo-
hydrodynamical equations. The scheme is called time-splitting because it separates 
the two fastest gravity modes and integrates them on shorter time steps. The 
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horizontal grid is an Arakawa B grid, where the wind and thermodynamical 
variables are horizontally staggered. The model uses several map projections: 
Lambert Conformal for mid-latitudes, Polar Stereographic for high latitudes, 
Normal Mercator for low latitudes and Rotated Mercator as an extra option. The 
vertical levels are defined on a sigma-p coordinate, where the lower levels are 
terrain following and the higher levels approximate isobaric surfaces. Several 
convection parameterization schemes are available in the model, and even the 
combination of them is possible in function of the ocean-land mask. This “mixed” 
parameterization with Emanuel (1991) over ocean and Grell (1993) over land, is 
used in our simulations with the Fritsch and Chappell (1980) convective closure. 
The Emanuel scheme considers convective fluxes based on an idealized model of 
sub-cloud-scale updrafts and downdrafts, and assumes that the mixing in clouds is 
highly episodic and inhomogeneous. In RegCM it was found that this scheme tends 
to produce excessive precipitation over land areas (Giorgi et al., 2013). The Grell 
scheme considers clouds as two steady-state circulations: an updraft and a 
downdraft. No direct mixing occurs between the air inside the cloud and the 
environmental air except at the top and bottom of the circulations. It was found that 
the Grell scheme tends to produce excessively weak precipitation over tropical 
oceans (Giorgi et al., 2013). This is why the combination of the two schemes is 
used in the model. The non-convective clouds and precipitation are determined by 
the Subgrid Explicit Moisture Scheme (SUBEX). The role of surface processes is 
represented by the Biosphere-Atmosphere Transfer Scheme (BATS) (Dickinson et 
al., 1986). It takes into account the vegetation and the soil layers, and calculates the 
surface-atmosphere exchanges of momentum, energy, and water vapour. A subgrid 
scale parameterization can be activated inside the BATS model, which allows 
better representation of the topography and land use for the surface fluxes 
calculation (Giorgi et al., 2003). It showed improvements of the hydrological cycle 
especially in mountainous regions (Giorgi et al., 2003). 
The RegCM4.3 simulations used in this study are part of the Med-CORDEX 
initiative, thus the domain and the horizontal resolution is defined by the common 
experiment protocol (Ruti et al., 2015). The domain is as mentioned before the 
Med-CORDEX domain (Fig 2.1) and the horizontal resolution is 50 km. Other 
model parameters were also coordinated, with the possibility of changing one of 
them, to contribute to the downscaling experiment. The deviation from the control 
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set-up in this simulation is the activation of the subgrid scheme in the BATS 
model. This mosaic-type parameterization divides each grid cell into a subscribed 
number of subgrid cells and performs the surface flux calculations separately. 
Finally, it aggregates the results onto the original coarse grid to hand it over to the 
atmospheric model. In these simulations each 50 km×50 km grid cell is divided 
into 25 sub-cells thus the surface fluxes are taken into account on a 10 km×10 km 
resolution. Two simulations were completed, one evaluation simulation driven by 
the ERA-Interim reanalysis between 1979 and 2010, and one transient simulation 
from 1950 until 2099 driven by the Earth System Model of the MetOffice Hadley 
Centre, HadGEM2-ES (Martin et al., 2011; Jones et al., 2011). The HadGEM2 and 
thus the transient simulation have historical forcings until December 2005. 
Afterwards the RCP4.5 scenario is used. This scenario is defined by the expected 
additional radiative forcing in 2100 relative to the pre-industrial values, which is in 
this case +4.5 Wm-2 (Meinshausen et al., 2011). According to this scenario, the 
greenhouse gas emission will peak in the 2040s and decline afterwards. The first 
year of the simulations is always considered as a spin-up year, and not used in the 
results evaluation. 
 
2.3 CCLM 
 
CCLM is the climate version of the non-hydrostatic limited-area atmospheric 
prediction model COSMO (Rockel et al., 2008). The dynamical core and the 
physical parameterizations are the same for the climate and the numerical weather 
prediction (NWP) mode. One considerable difference between the two modes is 
that in the NWP mode data assimilation is used to produce the analysis for the 
forecast. In the climate mode observations are not assimilated, but spectral nudging 
from the driving global field is possible. For this case study the version 4.8, 
subversion 17 is used. 
The COSMO model (formerly known as Lokal Modell (LM)) has been developed 
at the German Weather Service (Deutscher Wetterdienst, DWD). It is based on the 
primitive thermo-hydrodynamical equations describing compressible flow in a 
moist atmosphere. The model integration is done with a two time-level 2nd and 3rd 
order Runge-Kutta split-explicit numerical scheme. The model uses an Arakawa C-
grid for horizontal differencing on a rotated latitude/longitude grid. The rotated 
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grid is designed to reduce the numerical problems, which occur around polar 
regions, thus the rotated pole is set in a way that the equator runs through the 
centre of the model domain. In the vertical direction the model uses a generalized 
terrain-following height coordinate ζ. For moist convection the model uses the 
Tiedtke (1989) scheme. It is a mass-flux convection scheme with equilibrium 
closure based on moisture convergence.  
The CCLM is used to analyse the 2013 flood event in Central Europe. The aim of 
the study is to evaluate how well the model is able to reproduce the event and to 
evaluate the possible moisture sources with sensitivity experiments. The 
simulations are performed on a 0.375° x 0.375° rotated grid with 32 vertical layers 
covering the whole of Europe (see domain on Fig 4.1). Initial and boundary 
conditions are provided by 6-hourly ERA-Interim data. The exact simulations and 
the experiment set-up are described in details in section 4.  
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3. Cyclone identification 
 
In this section the newly developed cyclone identification method is introduced 
and evaluated using the ERA-Interim reanalysis. Thus this section introduces the 
methodology and also includes the investigated phenomena by analysing the 
reanalysis based cyclone climatology. The reanalysis based cyclone climatology is 
used as a reference for the RCM studies. The method and its application on 
reanalysis data are presented also in Kelemen et al. (2015). 
3.1. Method description 
 
To identify cyclones a multi-variable approach is developed to assess and eliminate 
the uncertainties due to the variable selection. The developed cyclone analysing 
method uses the same algorithm on different variables thus it forms several 
individual sub-methods. The results of the sub-methods are analysed together. To 
obtain the best results the multi-method mean, spread and standard deviation is 
calculated and analysed. This way the uncertainties arising from the variable 
choice are assessed and taken into account in the final conclusions. 
The sub-methods function in two steps, first the possible cyclone centres are 
identified, than the cyclone tracks are defined by connecting the adjacent cyclone 
centres in consecutive time steps.  
 
Centre identification 
 
Through the development of the objective cyclone identification method, several 
variables were tested to use to define cyclone centres, namely MSLP, 1000 hPa 
and 850 hPa geopotential height and relative vorticity at 850 hPa. MSLP and 1000 
hPa geopotential height are both close to the surface, which is favourable since the 
object of the identification is a surface-based system. On the other hand it is shown 
that the large spatial scales, the orography and the background flow, influence 
these variables (Hoskins and Hodges, 2002; Campins et al, 2011). These effects 
influence less the geopotential height at 850 hPa, but it is not so close to the ground 
so shallow or weak systems might not be observed in it. Relative vorticity at the 
850 hPa also has the advantage of being less influenced by the background flow 
and shown to be good at describing small-scale systems, but it can be very noisy in 
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high-resolution data (Hoskins and Hodges, 2002). Therefore it is considered in this 
study only as a secondary variable for the identification. It is used to confirm that a 
minimum is related to a cyclonic rotating system.  
These variables are also chosen based on previous studies, which concentrated on 
the Mediterranean region. MSLP has been used for the Mediterranean region by 
several studies (Lionello at al. 2002, Bartholy et al. 2009, Picornell et al. 2001, 
Maheras et al., 2001). The 1000 hPa geopotential height also has been successfully 
used in the Mediterranean region (e.g., Trigo et al., 1999). The 850 hPa 
geopotential height was previously selected to identify Vb cyclones (Messmer et 
al., 2015). The relative vorticity is selected based on the results of Hoskins and 
Hodges (2002), who showed its importance in case of the Mediterranean small-
scale systems.  
The centre identification algorithm has two versions. The first is where only one 
variable is investigated to find a local extreme, this is called the univariate version 
(Fig. 3.1a). The variables used for this version are MSLP, geopotential height at 
1000 and 850 hPa. For these base variables local minima are searched. The second 
version of the algorithm is called bivariate version (Figure 3.1b). It uses two 
variables for the identification, the first variable is one of the above mentioned 
base variables and the second variable is always the relative vorticity at 850 hPa. In 
case of the relative vorticity the maxima are located. The bivariate algorithm 
identifies a cyclone centre when a relative vorticity maximum is found in the 
vicinity of the base variable minimum. The variables used in the uni- and bivariate 
centre identification algorithm are summarized in Table 3.1. The difference 
between the uni- and bivariate version is that the univariate version considers only 
the pressure characteristics of cyclones, while the bivariate version also 
investigates the wind field, thus the circulation. Systems with small vertical 
extension or thermal origin are not always identified in the bivariate version.  
Technically the minima of the basis variable are searched in 15×15 grid point 
regions corresponding to a 750km×750km area. This is approximately the size of a 
Mediterranean cyclone, since the radius of these cyclones are most frequently 
around 300 km (Trigo et al., 1999, Picornell et al., 2001). In the relative vorticity 
field the maxima are located in 11×11 grid point regions, which is found to be 
more appropriate due to the smaller scale structures of this field. 
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Figure 3.1. Schematic explanation of the cyclone centre identification algorithm 
for the a) univariate and b) bivariate version. 
 
 
Table 3.1. The six sub-methods and their variable(s) used for the cyclone centre 
identification.  
Univariate Bivariate 
U1 
Mean Sea Level Pressure 
(MSLP) 
B1 
Mean Sea Level Pressure (MSLP)+ 
Relative Vorticity at 850 hPa level (RV850) 
 
U2 
Geopotential height of the 1000 hPa 
level  
(Z1000) 
 
B2 
Geopotential height of the 1000 hPa level 
(Z1000)+ 
Relative Vorticity at 850 hPa level (RV850) 
 
U3 
Geopotential height of the 850 hPa level  
(Z850) 
B3 
Geopotential height of the 850 hPa level 
(Z850)+ 
Relative Vorticity at 850 hPa level (RV850) 
 
 
 
Tracking 
 
The cyclone tracking algorithm is based on the nearest-neighbour approach. 
Around each cyclone centre a rectangular search region is defined to find the 
nearest neighbour, the sequential step of a track (Serreze et al., 1995, König et al., 
1993, Lionello et al., 2002). The search region is larger in the west-east direction 
than in the north-south, and asymmetrical to the centre in the zonal direction. The 
layout of the search region is designed to take into account the mainly eastward 
propagation of cyclones (Fig. 3.2). If two possible continuations are found within 
the search region, the nearest one is selected. Only cyclones with longer than one 
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day lifetime are considered in the analysis, similarly to other studies (Neu et al., 
2013; Hanson et al., 2004; Wernli and Schwierz, 2006; Bartholy et al., 2009). 
The tracking algorithm is applied to all six kinds of centre identification sub-
methods, which results in six different cyclone track time series. These are 
analysed together. 
 
 
Figure 3.2. Cyclone centre tracking schematic explanation. The X denotes the 
cyclone centre in three consecutive time steps, the rectangular around them is the 
search region, where the sequential cyclone centre is searched in the forthcoming 
time step.  
 
 
Cyclone area and cyclonic precipitation 
 
The cyclone area for each identified cyclone centre is determined and used to 
assess the precipitation connected to cyclonic activity. For the domain 
identification, a simplified version of Picornell et al. (2001) is adopted. They 
investigated cyclones in the western Mediterranean based on 0.5° horizontal 
resolution analysis and used the zero-vorticity line around the centre to define the 
cyclone domain. Their method is chosen as a baseline since their domain and the 
data resolution is comparable to what is used in this study. The possible cyclone 
domain is defined in an 750km×750km area around the cyclone centre, based on 
Picornell et al. (2001), who found that the mean cyclone radius is 236 km. The 
cyclone domain is located in those grid points, where the relative vorticity is 
positive. The cyclone domain information is used to estimate the precipitation 
connected to these cyclones. For the purposes of this study, this domain definition 
is sufficient however, it is insufficient to analyse weather fronts or other smaller 
scale phenomena. Other studies also used similar approaches to calculate cyclonic 
precipitation. Finnis et al. (2007) assigned all precipitation to the cyclone in a 250 
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km radius, while Zappa et al. (2013b) used a 5° spherical cap centred on the 
cyclone’s vorticity maximum to select the cyclonic precipitation. 
 
Analysis tools  
 
In this analysis the six sub-methods are considered together, and their mean and 
standard deviation are evaluated. For the cyclone climatologies the cyclone 
frequencies and the cyclonic precipitation is considered. The spatial distribution of 
cyclone tracks is visualized on track density maps, the unit is the seasonal mean 
number of cyclone tracks crossings each 50km×50km cell. The six cyclone 
identification sub-methods’ track density maps are studied separately only for the 
method evaluation process, otherwise the multi-method mean is considered. Based 
on track density, cyclogenetic regions are selected and the cyclones developed in 
these regions are studied. The list and spatial extension of the cyclogenetic regions 
are introduced later at the detailed analysis of the ERA-Interim cyclone 
climatology. 
The cyclone domains estimated by the method are used to select the precipitation 
associated with cyclonic activity. If precipitation coincides with a cyclone domain 
passing by, the precipitation is considered as cyclonic precipitation. The cyclonic 
precipitation is calculated for each sub-method and their mean is considered for the 
study. The percentage of cyclonic precipitation is calculated relative to the total 
precipitation. The cyclonic precipitation is integrated spatially and along the track 
for each individual cyclone in the cyclone time series. The quantiles of these 
precipitation amounts in different cyclone climatologies are compared on q-q plots 
to study the cyclonic precipitation distribution. The spatially averaged and in time 
accumulated precipitation by cyclones from different cyclogenetic regions is also 
calculated, together with the mean precipitation rates of cyclones in a specific 
cyclogenetic domain. For testing the significance of differences in the cyclone 
climatologies a nonparametric test, the Mann-Whitney test is used following 
Lionello et al. (2008). 
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3.2. Method evaluation and reference cyclone climatology  
 
The previously introduced cyclone identification method is applied here on the 
ERA-Interim reanalysis data with two aims. One is to evaluate the method and its 
applicability and the second is to produce the reference climatology for the later 
studied climate model simulations. First, the method is investigated by comparing 
the features of the different sub-methods, than the general characteristics of the 
cyclone climatology is analysed. 
 
Evaluation of the sub-methods 
 
To compare the results of the sub-methods (U1, B1, U2, B2, U3, B3) the number 
of cyclones identified in the whole domain during the whole time interval is 
analysed (Fig. 3.3). The maximum and minimum cyclone numbers are identified 
by the U2 and the B1 method respectively and the U3 method is the closest to the 
mean. The difference between the minimum and maximum cyclone number is 38 
cyclones per year. The bivariate methods identify fewer cyclones than their 
univariate pair. For the U1-B1 and U2-B2 pairs the difference is around 15%, for 
U3-B3 it is only 8.5%. The fewer cyclone number in the bivariate methods is due 
to the stronger requirements. For the third pair (U3-B3) the difference is smaller, 
since for this sub-method the two extremes are considered on the same level, thus 
the tilt of the cyclone axes does not set back the identification.  
 
Figure 3.3. Cyclones found by the different versions of the method (U1- B3) 
during the 30-year period in the whole domain. The black dashed line denotes the 
multi-method mean. 
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The time series of the six sub-methods are similar (Fig. 3.4). The annual mean 
cyclone number of the sub-methods during the 30-year period is 183.5, while the 
average standard deviation between the methods is 6.8 cyclones per year. This is in 
the line of what Lionello et al. (2016) found analysing Mediterranean cyclones 
based on ERA-Interim data using 14 different cyclone identification methods. In 
their study the annual mean cyclone number range from 62 to 474 depending on 
the method. The correlation of the annual cyclone numbers is highest between the 
uni- and bivariate pairs, around 0.9. It is also high between the MSLP and the 
Z1000 based methods (around 0.88). The Z850 based methods correlate less with 
the other methods. 
 
 
 
Figure 3.4. Cyclone number time series from 1981 until 2010 for the six sub-
methods for the whole domain. The dashed black line is the multi-method mean. 
 
Figure 3.5 compares the sub-methods based on the cyclones’ lifetime. The 
histogram shows decreasing cyclone numbers as the lifetime increases. The 
bivariate sub-methods have again fewer cyclones as their univariate pair. The Z850 
based methods (U3, B3) identify the longest living cyclones. This might be due to 
that on the 850 hPa level the effects of orography are smaller and the 
meteorological fields are smoother.  
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Figure 3.5. Cyclone numbers per lifetime for the six sub-method version during 
the 30 year period in the whole domain. 
 
 
Figure 3.6. The cyclone tracks of the same system identified by the different sub-
methods. The outer rectangular shows the border of the effective domain, within 
cyclone centres are identified. The colours denote the sub-methods, the solid lines 
correspond to the univariate and the dashed lines to the bivariate methods (the blue 
lines are underneath the purple ones). 
 
To compare the results of the six sub-methods, one individual cyclone’s track 
identified by the six different sub-methods are plotted (Fig. 3.6). The MSLP and 
Z1000 based methods have almost exactly the same track, they only differ at the 
end of the cyclone’s lifetime. The two Z850 based methods have a slightly 
different and longer track. Based on the cyclone centre values and the MSLP and 
geopotential fields, this cyclone started to deepen, when it arrived over the 
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Apennine Peninsula. It is clear from the figure that the methods agree well from 
this point on. Although the early stages of the cyclone are not similarly captured by 
all sub-methods, the main part of the cyclone movement is represented comparably 
in all sub-methods.  
The seasonal track density maps of the six sub-methods are shown in Appendix A 
(Fig. A1, A2, A3, A4). The analysis of the track density maps are detailed in the 
next subsection, here we concentrate on the differences between the sub-methods. 
The seasonal track density cycle agree well among the sub-methods, with some 
differences in the location and amplitude of the cyclonically active areas. The uni- 
and bivariate pairs are alike in all three cases. The MSLP and Z100 based sub-
methods (U1, U2, B1, B2) are generally similar, while the two Z850 based sub-
methods (U3, B3) have some different features. The range between the sub-
methods is smallest during winter and largest during the summer, this 
characteristic also agrees with the findings of Lionello et al. (2016). In spring, the 
Z850 based methods (U3, B3) show higher cyclone frequency over the western 
part of the Black Sea and over the Armenian Highlands. The cyclone frequency in 
Western Sahara is higher in the U3 results, but the Eastern Sahara cyclones have 
higher frequency in the U1 and U2 results. The higher track density values in the 
U3 and B3 sub-methods over the Armenian Highlands continue during summer 
until autumn. These cyclones especially in summer are connected to the Persian 
Gulf trough, which is an extension of the Indian monsoon. The Iberian Peninsula 
summer cyclone frequency is highest for the U2 method and low for the U3 and B3 
methods. Since these cyclones are not identified on higher levels they are probably 
shallow systems, with possibly thermal origin. Also the Algerian Sea, the Aegean 
Sea and the Cyprus cyclogenetic regions are missing from the U3 and B3 results in 
summer, which is in accordance with the mainly thermal origins of these centres 
(Campins et al., 2011; Trigo et al., 2002). In autumn the U3 and B3 methods 
identify lower cyclone frequencies in the western Mediterranean, but the Western 
Sahara cyclones are still better captured by the U3 method than in any other sub-
methods. 
Overall the sub-methods are generally similar but capture the cyclones in a slightly 
different way. The largest differences are during summer when the thermal effect 
has a role in cyclogenesis. The ensemble mean of the sub-methods combines the 
information from the sub-methods thus it is a better estimate to describe the 
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different cyclonic characteristics of the Mediterranean, than a method relying only 
on one variable.  
 
 
Reference cyclone climatology 
 
The seasonal cycle of cyclone numbers from the multi-method ensemble between 
1981 and 2010 are shown in Figure 3.7. The maximum is reached during spring, 
and the minimum during winter. The largest spread between the methods is during 
summer, when the thermal lows are frequent. The spring frequency maximum is 
due to the several active cyclogenesis mechanisms. In spring during the transition 
between the winter and the summer regimes there are cyclones from winter 
cyclogenetic mechanism as synoptic upper level troughs, lee cyclogenesis and low-
level baroclinicity, and there are cyclones also from summer mechanism like 
thermally induced lows. The mean cyclone lengths also have a seasonal cycle 
(Table 3.2.), where the longest cyclone tracks are found during winter and the 
shortest during summer, although there are no big differences between the mean 
lifetime values. This means that among the summer cyclones there are primarily 
stationary cyclones, while winter cyclones are more likely travelling cyclones.  
These findings are in line with other studies. Maheras et al. (2001) found that the 
maximum frequency of cyclones in the Eastern Mediterranean is in May, in the 
western parts in August with a second maximum in April. Also Hofstatter and 
Chimani (2012), who analysed van Bebber’s (1891) V track types, found these 
cyclones’ maximum frequency in April. Lionello et al. (2016) also found that the 
different methods generally agree in that the cyclone frequency maximum is in 
April, when considering the whole Mediterranean region.  
 
Table 3.2. Mean number, track lifetime and distance values for the whole domain, 
seasonally and annually. 
 Winter Spring Summer Autumn Annual 
Number 
 
38.9 52.1 50.2 42.2 183.5 
Time 
(in hours) 
41.1 39.7 40.7 41.5 40.7 
Distance 
(in km)  
1178.1 1042.8 940.4 1029.1 1040.4 
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Figure 3.7. Seasonal mean cyclone number in the whole domain. The dashed 
vertical lines denote the range between the minimum and the maximum of the six 
method versions. 
 
The seasonal mean track density describes the spatial extent of the identified 
cyclone tracks and its standard deviation shows the robustness of the sub-methods 
ensemble (Fig. 3.8). The standard deviation is highest during summer close to the 
eastern border of the domain. The track density has a seasonal signal with two 
different patterns for summer and winter. The autumn and spring track densities 
are the transitions between winter and summer, and have features from both 
patterns. The cyclone track density is most diffuse during winter, whereas the 
maximum cyclone crossing per grid cell occurs during summer. This implies that 
the overall cyclone activity in the investigated area is most intense in winter, while 
the summer isolated maxima are due to shorter and more stationary cyclones. 
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Figure 3.8. Seasonal track density maps of the six methods’ mean (left) and 
standard deviation (right): a)b) winter c)d) spring e)f) summer g)h) autumn. The 
unit means the number of cyclone tracks crossing each 50kmx50km grid cell per 
season. 
 
During winter, the two major cyclonic regions are the Gulf of Genoa and the 
region of Cyprus. The Genoa cyclones’ development is influenced largely by the 
orography, as this area is on the lee side of the Alps (Maheras et al., 2001; 
Radinovic, 1985). The Cyprus lows in winter are shown to be associated to the 
cold air advection with positive vorticity advection, caused by a blocking 
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anticyclone over the western part of Europe (Kallos and Metaxas, 1980). Besides 
the Alpine region the Dinaric Alps, the Balkans are also topographic barriers for 
the synoptic flow and can contribute to further lee cyclogenesis during winter for 
example over the north-eastern coast of the Adriatic Sea and the Aegean Sea 
(Trigo et al., 2002). Also the Ionian Sea is cyclonically active during winter, which 
systems may be considered as a residual of Alpine cyclogenesis (Trigo et al., 
2002). Over the Eastern Mediterranean, there is also cyclonic activity over the 
Middle East and along the north-eastern coast of the Black Sea.  
The spring pattern is similar to the winter one, with intensifying track densities 
especially over the Gulf of Genoa, Cyprus and the Middle East. The track density 
over the Black Sea is spatially most extent during spring. The Aegean, the Adriatic 
and the Ionian Sea are still cyclonically active during spring. On the other hand in 
the Sahara a new cyclogenetic centre starts to be active. Although the North 
African region is on the edge of the method’s effective domain, the cyclone 
frequency is detectably higher during spring and summer. These cyclones are 
formed at the lee side of the Atlas Mountain, but the increasing temperature 
gradient in the summer half year also helps their development (Trigo et al, 2002). 
During summer, the track density field has distinct regions. The highest track 
density values are in the region of the Gulf of Genoa. Here, the difference between 
the land and see temperature induces heat lows (Maheras et al., 2001). There is 
also a high frequency of cyclones over the Adriatic Sea, for similar reasons. The 
cyclone centre over the Iberian Peninsula is present only in summer, and consisting 
mainly heat lows. There are also cyclone tracks along the Algerian coast, which are 
mainly shallow and stationary (Campins et al., 2011). Sahara lows are also 
identified, and have a higher density over the eastern part. In the Eastern 
Mediterranean the most important cyclonic region is around Cyprus. There are 
high track density values over the Middle East and along the northeast coast of the 
Black Sea. During summer, the Eastern Mediterranean weather is influenced by the 
Persian trough, the extension of the Indian monsoon (Ulbrich et al., 2012). This 
trough is associated with a strong upper-level Subtropical High, preventing deep 
clouds or rain over the area (Alpert et al., 1990; Ziv et al., 2004). 
In autumn, the track density is more diffuse than during summer. The highest 
frequencies in this season are over the Gulf of Genoa, Cyprus and the Adriatic and 
Ionian Sea. There is cyclonic activity also over the Aegean Sea, the Middle East, 
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the Black Sea and the Algerian Sea. The latter is important in this season since 
intense and deep lows can develop in late autumn and cause heavy precipitation 
along the Spanish coast (Jansa et al., 2001, Campins et al., 2011). 
The precipitation in the Mediterranean region falls mainly during autumn and 
winter, and has its minimum during summer. To evaluate the contribution of the 
identified cyclones’ precipitation to the total precipitation, the percentage of 
cyclonic precipitation is calculated seasonally (Fig. 3.9). The pattern is alike in the 
different seasons except for summer. This does not imply that the absolute values 
of cyclonic precipitation are similar, but their rates compared to the total are 
similar. The cyclonic precipitation of the here identified cyclones contributes to the 
total between 10% and 50%, with the highest rate in all seasons over the Gulf of 
Genoa extending over the Adriatic and the Ionian Sea. There is higher contribution 
also over Cyprus and the Levant region during autumn and winter. In spring the 
Aegean Sea, the western parts of the Black Sea and the Middle East have higher 
cyclonic precipitation rates. During summer the Cyprus region has the highest 
contribution, but this region together with the Middle East have very little summer 
precipitation due to the upper-level descending flow connected to the Indian 
monsoon (Ziv et al., 2004). It means that the cyclonic precipitation, which is 
probably convective precipitation induced by the circulation of the heat lows, is 
one of the major sources of precipitation during summer in this region. In the 
Western Mediterranean during summer the cyclone frequency is high over the 
Iberian Peninsula, but the relative precipitation rate of cyclonic precipitation is 
low. These systems over the Iberian Peninsula, which are dominantly heat lows are 
associated with small rate of the total precipitation. The Sahara cyclones also have 
a low contribution rate to the total precipitation and a very low absolute cyclonic 
precipitation. These cyclones are remarkable not because the moisture transport but 
because they are responsible for major dust storms (Tantawy, 1969; Alpert et al., 
1990). 
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Figure 3.9. The percentage of cyclonic precipitation relative to the total 
precipitation per season: a) winter b) spring c) summer d) autumn. 
 
To further analyse the different cyclonic systems in the Mediterranean, several 
cyclogenetic regions are defined. The definition of the domains’ spatial extension 
(see Table 3.3 and Fig. 3.10) is based on the track density maps (Fig. 3.8).  
 
 
Figure 3.10. Cyclogenetic regions in the Mediterranean. a) Gulf of Genoa b) 
Adriatic and Ionian Sea c) Aegean Sea d) Cyprus e) Black Sea f) Middle East g) 
Iberian Peninsula h) Algerian Sea i)Western Sahara j)Eastern Sahara. The outer 
rectangular shows the border of the effective domain, within cyclone centres are 
identified. 
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Table 3.3. Cyclogenetic regions. 
Domain name Longitude Latitude 
Gulf of Genoa 6°-12.5°E 40°-46°N 
Adriatic and Ionian Sea 12.5°-20°E 35°-46°N 
Aegean Sea 22°-27.5°E 35°-41°N 
Cyprus 28°-36°E 34°-38°N 
Black Sea 28°-42°E 40°-48°N 
Middle East 36°-48°E 30° 40°N 
Iberian Peninsula 11°W -0° 38°-44°N 
Algerian Sea 4°W- 8°E 35.5°-38°N 
Western Sahara 10°W-0° 30°-35°N 
Eastern Sahara 3°-12°E 32°-35.5°N 
 
 
The numbers of cyclones in the defined domains are summarised in Table 3.4. As 
expected the Gulf of Genoa has the maximum frequency among all regions, and 
has the highest occurrence during spring, but its frequency is also high in the other 
seasons. In the yearly cyclone number ranking the second is the Middle East with a 
summer maximum, and the third is the Black Sea. The Cyprus area has a summer 
maximum, and spring minimum, but the cyclone frequencies almost equal in all 
seasons. The Iberian Peninsula has a distinct maximum during summer. 
 
Table 3.4. Mean cyclone number in the cyclogenetic domains. 
Domain name  Winter Spring Summer Autumn Year 
Gulf of Genoa 19.6 24.1 18.6 19.5 81.8 
Adriatic and Ionian Sea 4.7 3.6 2.5 3.1 13.8 
Aegean Sea 2.0 1.9 1.2 1.4 6.4 
Cyprus 3.3 2.8 3.5 3.4 13.1 
Black Sea 3.3 5.1 4.7 3.5 16.6 
Middle East 2.8 7.5 7.7 5.5 23.5 
Iberian Peninsula 1.0 3.3 6.7 2.1 13.1 
Algerian Sea 0.7 1.0 2.4 1.8 5.8 
Western Sahara 0.8 1.5 1.5 1.2 5.0 
Eastern Sahara 0.7 1.2 1.2 0.7 3.8 
 
The spatial mean of seasonally accumulated precipitation connected to the 
cyclones in each domain is calculated (Fig. 3.11). The Gulf of Genoa cyclones 
bring the highest amount of precipitation to their surroundings together with the 
neighbouring cyclogenetic area the Adriatic and Ionian Sea. The precipitation 
maximum is during autumn and winter. The minimum is in summer but in case of 
the Gulf of Genoa this is still a high value compared to other regions cyclonic 
precipitation. The high volume of precipitation is connected to the most frequent 
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cyclogenetic region in the Mediterranean, with a relatively high precipitation rate 
of each cyclone (Fig. 3.12). The precipitation rate is integrated along the cyclones 
track and averaged over their domain. The highest precipitation rate is found at the 
Adriatic and Ionian Sea cyclones, which peaks during autumn. Although the 
cyclone frequency of Iberian cyclones peaks during summer, the cyclonic 
precipitation has its minimum during summer, because these summer thermal lows 
are usually not very precipitable. The cyclones developing over the Algerian Sea 
are important during autumn, when they bring high amount of precipitation 
compared to other seasons. The Sahara cyclones are not connected to substantial 
precipitation during summer. In other seasons, the cyclones developed over the 
Eastern Sahara domain bring more precipitation. This is probably due to their 
tracks moving over the sea, where the warm and dry flow from the Sahara mixes 
with humid air, and cause precipitation.  
 
 
Figure 3.11. Spatial average of the accumulated seasonal cyclonic precipitation in 
the cyclogenetic regions. 
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Figure 3.12. Seasonal mean precipitation rate of cyclones in the different 
cyclogenetic regions. 
 
In the Eastern Mediterranean the most important cyclogenetic region is Cyprus, 
and its cyclones bring the highest amount of precipitation during winter and the 
least during summer. This characteristic is also true for the Aegean cyclones, 
which bring more cyclone than the more frequent Cyprus cyclones. The cyclones 
developed over the Middle East also bring the maximum amount of precipitation 
during winter and the minimum over summer, which is in due to that cyclones over 
the Middle East have high precipitation rate in winter and low during summer. The 
only cyclogenetic region in the Mediterranean, where the cyclonic precipitation is 
not the lowest during summer is the Black Sea. In fact, the cyclones in this region 
have the highest cyclonic precipitation during summer, and a secondary maximum 
during autumn (Fig. 3.11). This is due to the influence of the continental climate of 
this region. The humid continental climate has its precipitation maximum in the 
summer season mostly due to convective precipitation, not like the Mediterranean, 
where the precipitation maximum is over autumn and winter. Thus both 
continental and the Mediterranean climate influence the cyclonic precipitation in 
the Black Sea region. 
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3.3. Summary and Conclusions 
 
A multi-variable cyclone identification method is developed which use MSLP, 
Z1000, Z850 and RV850 for the cyclone centre identification. The method has two 
versions an uni- and the bivariate one. In the univariate version only one of the 
base variables (MSLP, Z1000, Z850) is considered and for the bivariate version 
each base variable is paired with RV850. Thus three univariate and three bivariate 
sub-methods are defined. For the cyclone tracking the nearest neighbour approach 
is used. Around each cyclone centre, the positive vorticity area is considered as the 
cyclone domain and it is used to select the precipitation connected to the cyclone. 
All sub-methods capture the main features of the Mediterranean cyclones, but they 
have differences in cyclone numbers, length and sometimes a shift in cyclogenetic 
regions. The comparison shows that usually the bivariate versions have fewer 
cyclones than the univariate ones. The diversity among the sub-methods is largest 
during summer, when also warm core lows are present and these shallow systems 
are not always captured by all sub-methods. For the cyclone climatologies the 
mean of the six sub-methods is considered to combine their different 
characteristics. However for an analysis of an individual cyclone, as a case study, 
only one of the sub-methods shall be used, since it would be difficult to combine 
the information of all sub-methods into one track.  
The cyclone identification method is applied on ERA-Interim data and presented 
here as a reference cyclone climatology. The maximum cyclone number is found 
over spring, but the seasonal track densities show that the circulation is most active 
in winter. Winter and summer patterns are present in the track densities and spring 
and autumn show the transition between the two states. There are usually more 
travelling and deep cyclones during winter (Campins et al., 2011) and they are 
connected to more precipitation than the summer ones. Summer lows are 
characterised by more stationary and shallow features and have more likely 
thermal origin. The average track length is around 1000 km, and the cyclones are 
longest during winter and shortest during summer. The highest cyclone number is 
in spring, but the track density has the highest frequency during summer, due to the 
mostly stationary summer cyclone tracks. The cyclonic precipitation is highest 
during autumn and winter. Its minimum is during summer, the only exception is 
the Black Sea region, where cyclonic precipitation has its maximum during 
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summer. The highest cyclonic precipitation connected to the Genoa cyclones 
during autumn. 
The main cyclogenetic regions during the whole year are the Gulf of Genoa, 
together with the Adriatic and Ionian Sea, and Cyprus. There are several regions, 
which are seasonally active. The Gulf of Genoa is dominant through the whole 
year and connected to high amount of precipitation. As this area is on the lee side 
of the Alps, many of the cyclones are orographycally induced, but during the warm 
season thermal lows also develop. The neighbouring Adriatic and Ionian Sea 
region is influenced by similar processes as the Gulf of Genoa. These cyclones 
have high cyclonic precipitation rates with a maximum in autumn. The Cyprus 
region is the main cyclonic centre in the Eastern Mediterranean. It is intense 
through the whole year with the highest cyclone number frequency over summer, 
when mainly thermal lows develop. Although this centre has high track density 
values, these cyclones do not bring as much precipitation as for example the Genoa 
cyclones. The summer cyclonic precipitation is very low, most of the precipitation 
falls during winter. The Iberian Peninsula is one of the seasonally active 
cyclogenetic regions, it is most important during summer. The main cyclogenetic 
factor is the thermal effect over land, thus these cyclones are usually shallow and 
do not bring large amount of precipitation. The Algerian Sea region is active 
during summer and autumn, when the here developed cyclones bring high amount 
of precipitation, and also can cause heavy precipitation events (Jansa et al. 2001). 
The Western and Eastern Sahara cyclones start to develop during spring and they 
continue on developing during summer. The cyclogenetic factors here are the 
orographic cyclogenesis, due to the Atlas, the thermal effect of the warm surface 
and also the sea-land temperature gradient. The dust mixed by them plays a role in 
the radiative processes and compensates the lack of latent heat release (Chen et al. 
1995). Since these cyclones develop in a desert, the cyclonic precipitation is very 
low. Cyclonic precipitation is only higher for the Eastern Sahara cyclones, which is 
probably due to those cyclones tracks, which travel over the sea. The cyclogenesis 
over the Aegean Sea is active mainly during winter and spring. Due to the Balkans 
lee cyclogenesis occurs in this area. These cyclones have their highest precipitation 
rates during autumn and winter. The Black Sea cyclone frequency is highest during 
spring and summer. This is the only centre, which is associated with the maximum 
precipitation during summer, this is in line with the more continental climate of 
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this region. The Middle East cyclones have a strong frequency maximum during 
summer due to the extension of the Indian monsoon. On the other hand the 
circulation of the monsoon causes also an upper level high, which inhibits the 
development of deep cyclones or precipitation systems. The cyclonic precipitation 
in this region falls mainly during winter. 
The results of the identification method described in this section are in line with 
previous studies (Alpert et al., 1990; Trigo et al., 1999; Maheras et al., 2001; 
Campins et al., 2011, Lionello et al., 2016), thus the method is concluded to be 
able to identify the cyclonic characteristics of the Mediterranean. The method is 
found to be appropriate to study the phenomena of Mediterranean cyclones. 
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4. Case study of 2013 summer flood 
 
In this section a case study is discussed, which analyse the damaging floods both 
on the Danube and the Elbe rivers in May/June 2013, triggered by two cyclones in 
the Mediterranean region. The event is studied to further analyse the cyclones and 
their effects. Special focus is given to the question of moisture sources. For the 
analysis a modelling approach is chosen with the use of a RCM (CCLM). First the 
model’s ability to reproduce the event is investigated then it is used to design 
sensitivity experiments to assess and quantify the different moisture sources 
contributing to the cyclones’ precipitation. The cyclones contributing to the flood 
event are identified and tracked with the U1 sub-method both in the ERA-Interim 
reanalysis and in the CCLM simulations. The case study and some more details are 
published in Kelemen et al. (2016). 
4.1. Introduction of the event 
 
An exceptional flood occurred in late May/early June 2013, and affected two major 
rivers in Central Europe, the Danube and the Elbe, leading to high destruction and 
disruption in several countries including Hungary. Peak discharges were associated 
with a return period on the order of 100 years in several sub-catchments (Blöschl et 
al. 2013). Three major dike bursts were reported at the Danube and at the Elbe, 
causing large direct and indirect damages. The precipitation event triggering the 
flood was connected to the passage of two related surface depressions associated 
with a quasi-stationary upper level cut-off low. These cyclones moved counter-
clockwise around the Alpine ridge, and brought large amounts of moisture towards 
the northern slopes of the Alps.  
For high precipitation events the coincidence of high amount of available moisture 
and a lifting mechanism is necessary. In this case the lifting was provided by the 
cyclone systems and their interaction with the Alpine region. The moisture source 
of the cyclones are not so obvious, although one might assume that due to the 
vicinity of the Mediterranean Sea, it had a major role. For floods over Central 
Europe, the Mediterranean Sea is often considered to be the main moisture source, 
as for example Vb cyclones transport moist air masses from the Mediterranean 
around the Alps (e.g. Ulbrich et al., 2003). Sodemann and Zubler (2010) studied 
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the moisture source regions for Alpine precipitation on longer time scales and 
found that the main contributors are (in order) the North Atlantic Ocean, the 
Mediterranean Sea, the European land surface and the North and Baltic Seas. 
Moreover, the contribution of the different moisture sources to precipitation over 
Europe strongly depends on the season (Sodemann and Zubler, 2010; Gimeno et 
al., 2010; Winschall et al., 2014a). During winter, the moisture is mainly coming 
from the North Atlantic region and from the Mediterranean Sea (Gimeno et al., 
2010, Winschall et al., 2014a). During summer, the flow over the Alpine region is 
primarily influenced by local air masses, and thus the role of local continental 
evaporation increases. However, all the four main contributors listed above have an 
approximately equal role as a moisture source for the Alpine precipitation during 
the summer half year (Sodemann and Zubler, 2010). Still, the variability of 
moisture sources is quite high between individual events (Winschall et al., 2014a). 
The synoptic situation that led to the flood in 2013 was analysed by Grams et al. 
(2014) using high-resolution operational analyses of the European Centre for 
Medium-Range Weather Forecasts (ECMWF). Their moisture diagnostics showed 
that the main moisture source for the 2013 heavy precipitation event was 
evapotranspiration over land along the tracks of the flood-producing cyclones.  
In this case study, the moisture sources of the 2013 summer Central European 
flood is investigated using a modelling approach. The modelling of the flood event 
enables the evaluation of the synoptic situation in detail, and allows the 
identification and quantification of moisture sources by performing sensitivity 
studies. The analysis of the event based on sensitivity studies is a complementary 
approach to the Lagrangian moisture diagnostics used in a previous study (Grams 
et al., 2014). The sensitivity studies aim to establish connection between the 
potential source regions and the heavy precipitation event. 
The heavy precipitation fell at the end May and the beginning of June 2013. 
Weather conditions over Central Europe were already wet and cold during the 
previous two weeks, with above average precipitation (Grams et al., 2014). Thus, 
the soils became moist and potentially saturated, which led to increased surface 
run-off during the heavy precipitation event (Schröter et al., 2015). The heavy 
precipitation event was associated with an upper-level trough that developed over 
Western Europe at the end of May 2013. A cut-off low formed as the trough 
moved eastward. Cold air from the north was advected over western parts of 
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Europe, while warm and moist air from the south flowed along the eastern flank of 
the cut-off low toward Eastern Europe. The warm and moist air masses were 
advected counter-clockwise around the cut-off low and reached the northern slopes 
of the Alps. To analyse the cyclones associated with the cut-off low and the flood 
event, surface analyses charts from the German Weather Service (Deutscher 
Wetterdienst, DWD, Fig. 4.1a and b) and cyclones tracks obtained with the U1 
sub-method from ERA-Interim data (Fig. 4.1c) are considered.  
 
Figure 4.1. Surface analyses from the German Weather Service (Deutsche 
Wetterdienst, DWD, left) and cyclone tracks identified in ERA-Interim (right). (a) 
Surface analysis of DWD at 29 May 2013 18 UTC, and (b) at 31 May 2013 00 
UTC. (c) Tracks and core pressure evolution of cyclone A and B. 
 
On 29 May, a low formed over the Balkans, hereafter called cyclone A (cf. “A” in 
Fig. 4.1a and track in Fig. 4.1c), which is the first of the two cyclones related to the 
flood event. Cyclone A moved northward from the Balkans, turned counter-
clockwise to the west around the Alps along the northern flank of the cut-off low 
(not shown) and spiralled back to the northern slopes of the Alps (Fig. 4.1c). The 
track of cyclone A suggests that moist air from the Mediterranean region was 
transported towards the northern slopes of the Alps. During the lifetime of cyclone 
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A the upper level trough moved slowly eastward. Along the eastern flank of the 
cut-off low, which coincides with the cold front of cyclone A, a new surface low 
developed on the evening of 30 May near the northern coast of the Black Sea 
(cyclone B; cf. “B” in Fig. 2b and track in Fig. 4.1c). Cyclone B also moved 
counter-clockwise around the cut-off low and followed a similar track, like cyclone 
A, but slightly easterly shifted (Fig. 4.1c), also bringing very moist air to the 
northern slopes of the Alps (not shown). On 2 June, cyclone B occluded and the 
cut-off low was filled up. In the following days, an anticyclone extended toward 
Central Europe from the west, leading to sunny weather for several days, while the 
flood waves were propagating downstream on the Elbe and Danube rivers. The 
cyclone tracks identified in this study are similar to those discussed in Grams et al. 
(2014), who additionally discuss the role of a third cyclone prior to the event. The 
effect of this third cyclone to the event is indirectly analysed here through the 
sensitivity experiments.  
The precipitation associated with both cyclones A and B fell mainly in a four day 
period between 30 May 2013 and 2 June 2013 in the Alpine region, and around the 
Ore Mountains (Fig. 4.2). Two rainfall peaks can be distinguished in the upper 
Danube and the Elbe catchments: the first on 30 May and the second on 1 June 
(Fig. 4.2a). On 30 May, precipitation was observed over large parts of the whole 
Danube catchment. Between 31 May and 2 June, the moist air hit the northern 
slopes of the west-to-east oriented mountain ranges (Alps and Ore Mountains) and 
caused very intense precipitation in the upper Danube and the Elbe catchment.  
 
 
 
Figure 4.2 Spatiotemporal distribution of the precipitation in E-OBS (Haylock et 
al., 2008). (a) Time series of spatial mean daily precipitation totals [mm/day] in the 
Danube, the upper Danube and the Elbe catchment. (b) Four day (30.05.2013-
02.06.2013) accumulated precipitation [mm]. 
 52 
4.2. Experiment set up 
 
Several model setups and sensitivity experiments are investigated to analyse the 
2013 summer flood event. An overview of both control simulations and sensitivity 
experiments is given in Table 4.1.  
 
Table 4.1 Summary of the analysed CCLM simulations. The starting dates, the 
type (control or sensitivity experiment with modified boundary conditions), the use 
of spectral nudging and the abbreviation of the simulations are listed. 
Starting Date Type of Simulation Spectral 
Nudging 
Abbreviation 
 
20 May 2013 Control Yes 052000 CTRL 
23 May 2013 Control Yes 052300 CTRL 
26 May 2013 Control Yes 052600 CTRL 
26 May 2013 Control No 052600 NoSN CTRL 
23 May 2013 Sensitivity 
no evaporation from the Mediterranean Sea 
Yes 052300 MEDOFF 
23 May 2013 Sensitivity 
no evaporation from the Black Sea 
Yes 052300 BLSEAOFF 
23 May 2013 Sensitivity 
no evaporation from the North Atlantic Ocean 
Yes 052300 NAOFF 
23 May 2013 Sensitivity 
no evaporation from the continental area 
Yes 052300 LANDOFF 
23 May 2013 Sensitivity 
evaporation decreased by 50 % in the 
continental area 
Yes 052300 LANDOFF 
50% 
 
 
The different control simulations are calculated to find, which captures the event 
best in terms of spatial rainfall distribution. Spectral nudging, a technique where 
the model is forced to keep the large-scale flow conditions close to the driving 
field inside the domain (von Storch et al., 2000), is applied to the upper level wind 
components down to 850 hPa in the majority of the simulations. The effect of 
different initial dates is analysed by choosing three starting dates (20, 23, and 26 
May, which is 10, 7, and 4 days prior the first precipitation peak in E-OBS, 
respectively). The large lead time between the event and the initialization in case 
of the 20 and 23 May simulations is chosen to enable enough spin-up time, which 
is of particular importance for the evaluation of moisture sources especially in case 
of the sensitivity studies (Winschall et al., 2014a). In the study four control 
simulations are examined: three including spectral nudging with initial dates at 20, 
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23 and 26 May 2013, respectively, and one without spectral nudging starting on 26 
May (see Table 4.1).  
The sensitivity experiments are designed to evaluate the role of surface evaporation 
over different parts of the domain during the evolution of the event. To quantify 
the contribution of the potential moisture sources, the atmosphere and the surface 
are disconnected for a selected region by decreasing the surface fluxes to zero. 
This affects the surface latent and sensible heat fluxes and consequently also the 
surface evaporation. This approach allows excluding potential surface moisture 
sources from the atmospheric processes. It is assumed that the modified latent heat 
flux is the dominant factor compared to the sensible heat flux. The lack of surface 
fluxes is a caveat and may have some influence on the development of the event 
and/or on the moisture source contributions. To minimize this effect and to 
compensate the possible modification of the large-scale circulation, the spectral 
nudging technique is used to keep the upper air flow close to the reanalysis. The 
assumed moisture sources considered in this study are the Mediterranean Sea, the 
Black Sea, the North Atlantic Ocean, and evapotranspiration over land surfaces 
(Fig. 4.3). For each of these sources, a sensitivity experiment with switched off 
surface fluxes over that area is performed (see Table 4.1). In order to analyse the 
effect of land evapotranspiration in detail, an additional experiment with decreased 
surface fluxes by 50 % is also performed. The starting date for all sensitivity 
experiments is 23 May 2013.  
 
 
 
Figure 4.3. Model domain, river catchments and regions where surface fluxes are 
switched off for the sensitivity experiments. Green: land areas (LANDOFF) with 
orography; dark blue: Mediterranean Sea (MEDOFF); purple: Black Sea 
(BLSEAOFF); light blue: North Atlantic Ocean (NAOFF). Red contour: Danube 
catchment; red shaded: Upper Danube catchment; orange contour: Elbe catchment. 
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4.3. CCLM evaluation 
 
The representation of the tracks of cyclones A and B in the CCLM control 
simulations is compared to ERA-Interim tracks (Figure 4.4). The track positions in 
the control simulations exhibit slightly different locations and have a generally 
deeper core pressure than in the ERA-Interim reanalysis. This can be due to the 
higher resolution of CCLM, as well as due to the different dynamical development 
of the cyclones in the model. In the control simulations, the tracks of cyclone A 
generally start further north-west compared to ERA-Interim, but all end up on the 
northern side of the Alps (Fig. 4.4a). Cyclone B is also present in all control 
simulations, but the spread of the tracks is larger, and cyclolysis occurs in different 
areas (Fig 4.4b). 
 
 
Figure 4.4. Cyclone tracks and core pressure evolution in ERA-Interim reanalysis 
and in the CCLM control simulations. (a) cyclone A, (b) cyclone B. 
 
The different cyclonic developments in the control simulations lead to altered 
precipitation patterns. These are analysed with respect to their spatial distribution 
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and temporal evolution. The total accumulated precipitation sums of the CCLM 
control simulations are shown in Figure 4.5 for the period 30 May to 2 June 2013, 
which is the same time period shown as for E-OBS in Figure 4.2b. While the 
Alpine precipitation peak is represented in all simulations, the peak near the Ore 
Mountains is underestimated. This is probably associated with a relatively flat 
orography due to the resolution of the CCLM simulations, leading to potentially 
reduced orographic lifting. Other precipitation patterns, like e.g. the clear 
northwest-to-southeast gradient over Germany (cf. Fig. 4.2b for E-OBS), are 
reproduced best by the 052300 CTRL simulation (Fig. 4.5b). To further judge the 
performance of the control simulations, the time series of simulated daily 
accumulated precipitation in the Danube and in the Elbe catchments are compared 
to E-OBS. As the event was most intense in the upper Danube catchment (Fig. 
4.2), focus is given to this region. The correlation and the root mean square error 
(RMSE) values of the CCLM simulations against E-OBS are shown in Table 4.2. 
While the 052600 CTRL simulation performs better for the Elbe catchment, the 
052300 CTRL simulation performs best for the Danube and particularly for the 
upper Danube catchment. Hence, this control simulation set-up is chosen to be 
used for the sensitivity experiments. 
 
 
Figure 4.5. Spatial distribution of four day (30.05.2013-02.06.2013) accumulated 
precipitation [mm] in the CCLM control simulations. 
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Table 4.2. The correlation (CORR) and RMSE of daily total precipitation per river 
basin in the CCLM control simulations compared to E-OBS. The highest (lowest) 
correlation (RMSE) values are noted with bold font. 
 Danube upper Danube Elbe 
CORR RMSE CORR RMSE CORR RMSE 
052000 CTRL 0.69 1300 0.48 649 0.17 609 
052300 CTRL 0.82 1070 0.78 465 0.29 683 
052600 CTRL 0.74 1268 0.45 757 0.62 538 
052600 noSN 
CTRL 
0.80 1129 0.33 859 0.43 636 
 
 
The further analysis of the 052300 CTRL simulation shows (see for more details 
Kelemen et al., 2016) that the event can be split into two phases concerning the 
atmospheric circulation and the precipitation: For the first peak, dominated by 
cyclone A, the main moisture sources based on a qualitative analysis, are the 
Eastern European land area, the Mediterranean Sea and the North Atlantic. For the 
second peak, driven by cyclone B, the potentially main moisture source is the 
Eastern European land area. Besides the continental region, the Baltic Sea, the 
Black Sea and the Mediterranean Sea might also contribute as moisture sources. 
The relatively low relative humidity values over the Black Sea suggest that the 
influence of this area is probably of minor relevance. However, it is included in 
this study as a possible moisture source, because cyclone B has its genesis near the 
coast of the Black Sea. A more detailed and quantified analysis of the potential 
moisture sources is performed based on different sensitivity experiments described 
in the next section. 
4.4. Sensitivity studies  
 
The sensitivity experiments are performed to emphasize the influence of the 
different moisture sources in the context of the event by switching off the surface 
fluxes over a selected area. The analysis focuses on the moisture transport towards 
the upper catchment of the Danube river. 
The mid-tropospheric circulation during the event (cf. mean 500 hPa geopotential 
for 30.05.2013 - 02.06.2013, Fig. 4.6a), is very similar in the different sensitivity 
studies (see Table 4.1, hereafter referred as MEDOFF, BLSEAOFF, NAOFF, and 
LANDOFF), and in the control run (052300 CTRL) and ERA-Interim, particularly 
in terms of the location of the cut-off low. The four-day mean 
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(30.05.2013 - 02.06.2013) equivalent potential temperature field at 850hPa, which 
is used to distinguish the different air masses, differs only slightly between the 
sensitivity studies, the control run and ERA-Interim (Fig. 4.6b). The tracks of the 
two cyclones causing the intense precipitation are shown in Figure 4.6c and d. 
Their general characteristics are similar to ERA-Interim, but the modifications of 
the boundary conditions in the sensitivity experiments (switching off the surface 
fluxes) have some impact on the cyclone tracks. In ERA-Interim, Cyclone A 
evolved over the Balkans and dissipates in the Alpine region (Fig. 4.6c). The 
simulated cyclone A tracks start further west compared to the ERA-Interim track 
(except for the NAOFF simulation, which genesis area is very close to the ERA-
Interim track). Nevertheless, all simulated cyclones have a similar track and end up 
approximately in the same region, on the northern side of the Alps. Cyclone B 
evolved in ERA-Interim along the east coast of the Black Sea on the evening of 30 
May and transported moisture into the heavy precipitation region mainly on the 2 
June (Fig. 4.6d black line). The CCLM simulations generally capture the cyclone B 
track, but the different tracks show larger variability than for cyclone A (Fig. 4.6d). 
While in ERA-Interim cyclone B reaches the northern slopes of the Alps, the 
simulated cyclones turn southward earlier, passing by the eastern parts of the Alps 
(Fig. 4.6d). In all CCLM simulations, both cyclones A and B show generally a 
deeper minimum core pressure than in ERA-Interim, which may be partially due to 
the higher resolution of CCLM simulations. Among the simulated tracks, the 
largest deviations to the control run are found for the LANDOFF experiment, in 
particular for cyclone A. These differences can be partially attributed to the 
changed latent heat fluxes.  
However, as the mid- and low-tropospheric dynamics as well as the tracks of the 
surface cyclones differ only slightly in the sensitivity simulations from those in the 
control simulation. Thus the conclusion is that the general atmospheric circulation 
is not substantially altered when modifying the surface fluxes in the sensitivity 
experiments, and in the sensitivity studies consider the same event. Thus, these 
experiments are suitable to quantify the contributions of the different moisture 
sources to the event. 
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Figure 4.6. Spaghetti diagram of mean a) 500 hPa geopotential levels [555 and 565 
gpdm] b) 850 hPa equivalent potential temperature levels [300 and 310 K] between 
30.05.2013 and 02.06.2013. Cyclone tracks for c) cyclone A and d) cyclone B in 
the CCLM sensitivity and control (052300 CTRL) simulations and ERA-Interim. 
 
Differences of the four-day (30 May-02 June 2013) accumulated precipitation 
between the sensitivity experiments and the control experiment are shown in 
Figure 4.7. There is evidence that the LANDOFF simulation has the largest impact 
on the accumulated precipitation field. Precipitation is reduced not only over the 
target region (Danube catchment), but over almost the whole continental area (Fig. 
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4.7a). This reveals the importance of moisture recycling over land during this 
event. The MEDOFF and NAOFF simulations show decreased total precipitation 
in the upper Danube catchment, and a westward shift of precipitation towards the 
Rhine catchment (Fig. 4.7b and c). The decrease of precipitation in the Danube 
catchment and the increase over Germany is larger in NAOFF than in MEDOFF. 
The increase of precipitation over Germany in NAOFF is connected to the slightly 
larger extension of the trough compared to the control simulation (not shown). The 
BLSEAOFF precipitation field exhibits positively and negatively affected areas, 
but the differences are rather small and compensate each other (Fig. 4.7d and f). 
Thus, the modification of the evaporation over the Black Sea has only small effects 
on the precipitations amount in the Danube catchment. 
A quantitative analysis of the area-wide simulated precipitation for the entire 
Danube basin shows that switching off the evaporation over land (LANDOFF 
simulation) has the highest impact on the precipitation event compared to the 
control simulation (Fig. 4.7f). The four-day (30 May 2013-2 June 2013) 
precipitation sum over the Danube catchment declines by more than 50%, when 
the land evapotranspiration is switched off. Reduced rainfall amounts are also 
found for NAOFF and MEDOFF (27% and 15%, respectively; Fig. 4.7f), but 
decreases are distinctly weaker than in LANDOFF. For BLSEAOFF only 
negligible changes are found (2% increase; Fig. 4.7f). Considering only the upper 
part of the Danube catchment, the total precipitation decreases by 22% in both the 
LANDOFF and the NAOFF simulations (not shown). In the MEDOFF and in the 
BLSEAOFF simulations, the negative and positive values balance each other, and 
only small changes are found in the total field mean values (1-2 % increase; not 
shown).  
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Figure 4.7. a)-d) Four day (30.05.2013 - 02.06.2013) accumulated precipitation 
differences [mm] between the sensitivity simulations and the control simulation 
(053200 CTRL). e) Same as a)-d) but for additional LANDOFF 50 % sensitivity 
experiment. f) Four day (30.05.2013 - 02.06.2013) accumulated precipitation mean 
in the Danube basin in the control and in the sensitivity simulations.  
 
The sensitivity studies reveal that the precipitation during the flood event is 
primarily affected by the evaporation over continental Eastern Europe and the 
North Atlantic Ocean. In terms of the continental evapotranspiration, the 
interpretation of the results is rather straightforward, since the air masses 
associated with the precipitation passed over this land area. The cyclones 
triggering the flood event gather moisture along their track over the evaporating 
land areas. By eliminating this moisture source, the precipitation decreases 
considerably. In the LANDOFF simulation, the decrease of the evapotranspiration 
over land is massive, as surface fluxes are set to zero in this experiment. In order to 
further evaluate the role of continental evapotranspiration, a less “extreme” 
sensitivity experiment is designed, where the surface fluxes over the land areas are 
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reduced to 50% of the values from the control simulation (hereafter called 
LANDOFF 50%). When considering the precipitation response to this 
modification, a very similar pattern to LANDOFF is identified, but the decrease in 
precipitation totals is smaller (Fig. 4.7e). The accumulated precipitation in the 
Danube catchment decreases by 40%, which is still a stronger response than in the 
NAOFF simulation (Fig. 4.7f). Land evapotranspiration thus has a major role as a 
moisture source even in this less “extreme” sensitivity experiment.  
The role of the North Atlantic as moisture source for the event is more difficult to 
interpret. The absence of this moisture source can trigger different feedbacks over 
the study area. For example, less moisture from the North Atlantic might cause less 
precipitation over land in days prior to the flood event. This may lead to a decrease 
of evapotranspiration over land due to the recycling process, and thus less 
precipitation during the event. To analyse the role of this feedback in the NAOFF 
simulation, the precipitation differences between the NAOFF simulation and the 
control simulation is computed during the week before the event (Fig. 4.8). The 
precipitation in NAOFF is slightly higher than in the control simulation for Central 
Europe, where the majority of the previously investigated trajectories originate. 
The decrease of precipitation is noticeable only along parts of the cyclone B track. 
This suggests that precipitation decrease in the NAOFF simulation is primarily due 
to the decreased moisture transport and not due to the weakened precipitation 
recycling.  
 
 
Figure 4.8 Difference of accumulated precipitation prior to the event (23.05.2013 - 
29.05.2013) between NAOFF and the control simulation. 
 
Based on the results of the sensitivity experiments, the conclusion is that the 
continental area and the North Atlantic Ocean were the most important moisture 
sources for this heavy precipitation event. Based on these simulations, the 
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Mediterranean had only a moderate influence, and the Black Sea played almost no 
role as a moisture source. 
 
4.5. Summary and conclusions 
 
An extreme event, the 2013 Central European flood, caused by Mediterranean 
cyclones, were analysed and modelled. The aim of the case study was to identify 
and estimate the role of different potential moisture sources, which made the 
corresponding cyclones so heavily precipitate. Based on the evaluation of different 
control simulations, it is shown that CCLM is generally able to capture the heavy 
precipitation event along the northern range of the Alps, which led to the flood 
event on the Danube. The sensitivity experiments revealed that the main moisture 
sources contributing to the heavy precipitation event were primarily the continental 
evapotranspiration over Eastern Europe and secondly the North Atlantic region. In 
comparison, the role of evaporation from the Mediterranean is small, which is 
somewhat unexpected given the tracks of the studied cyclones. Furthermore, the 
present results indicate that a heavy precipitation event can incorporate moist air 
from both local and distant regions. A previous climatological analysis by 
Sodemann and Zubler (2010) had shown that during summer the moisture is 
transported into Central Europe from the North Atlantic, the Mediterranean Sea, 
the North and Baltic Sea, and continental land surfaces in an approximately equal 
amount. Thus, the combination of the land evapotranspiration and the North 
Atlantic Ocean as moisture sources for the summer flood in 2013 is not necessarily 
unusual. For example the two main contributing moisture sources for the Eastern 
European flood of May 2010 were also the continental evapotranspiration and the 
North Atlantic (Winschall et al., 2014b). For both the 2010 and the 2013 flood 
events, the relevant cyclones moved from southerly direction counter-clockwise 
around a mountain ridge (Carpathian Mountains in 2010 and the Alps in 2013), 
which resulted in orographycally induced precipitation.  
The importance of land evapotranspiration for the 2013 event found in this study 
agrees well with the findings of Grams et al. (2014). Furthermore here the North 
Atlantic is identified as a second moisture source, what the Lagrangian method of 
Grams et al. (2014) did not reveal. These results demonstrate the added value of 
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performing sensitivity studies with RCMs to evaluate the development of extreme 
events like heavy precipitation events and floods.  
The results confirm the importance of continental moisture recycling for heavy 
precipitation events in Central Europe during the summer half year. Moreover, this 
case study confirms that given favourable pre-conditionings like enhanced soil 
moisture and a quasi-stationary cut off low, the involved cyclones do not 
necessarily need to be unusually strong to lead to severe flooding and thus to 
strong socio-economic impacts. 
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5. RegCM4 evaluation simulation 
 
This section evaluates the ability of the RegCM4 model to reproduce cyclonic 
activity in the Mediterranean, and the precipitation related to these cyclones. The 
process oriented approach enables to better understand the origin of some 
climatological biases found in the RCM results. To investigate the errors related to 
the internal processes in the RCM, a reanalysis driven simulation is studied. The 
boundary conditions derived from the reanalysis, are considered as perfect 
boundary conditions, thus the simulation reflects on how the RCM resolves the 
climate. These kinds of simulations are called hindcast or evaluation simulations, 
hereafter the ERA-Interim driven RegCM4 simulation will be referred as the 
RegCM evaluation simulation.  
The RegCM evaluation simulation is calculated for the 1979-2010 interval. For the 
cyclone climatology the same 30-year period is used, which was considered at the 
ERA-Interim reference climatology (1981-2010). Optimally the model simulation 
would be compared to observational data, possibly on the same resolution. Since 
no observational dataset is available for objective cyclone tracks, the ERA-Interim 
reanalysis’ cyclone climatology is used for the study. Note that it is based on lower 
resolution data than the RegCM simulation. Thus the differences between the 
modelled and the reanalysis based cyclone time series are partially due to the 
model’s errors and partially due to the different horizontal resolution of the data 
(the RCM is higher). It has been show that cyclone detecting algorithms are 
sensitive to the temporal and spatial resolution of the data, and that the number of 
identified cyclones increases with resolution (e.g. Pinto et al., 2005). This is also 
true for the method applied here. In a previous study it was used to detect cyclones 
in two reanalyses with different horizontal resolution, and more cyclones were 
identified in the higher resolution data (Kelemen et al., 2015). Thus it is also 
expected here to find higher cyclone number in the RegCM evaluation simulation, 
than in the reanalysis. Since the absolute cyclone frequency is expected to have 
systematic bias, the focus is on the differences in the patterns of the spatial and 
temporal distribution. The cyclonic precipitation in the RegCM evaluation 
simulation is compared to the cyclonic precipitation identified in the ERA-Interim 
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reanalysis. Note that the precipitation field in the ERA-Interim reanalysis is a 
forecasted field, thus not equivalent to observations.  
In this section, first the cyclone frequency differences are compared, then the 
cyclonic precipitation is considered. At the end the section a summary is given and 
the main conclusions of the comparison are drawn. 
5.1. Cyclone frequency 
 
The annual number of cyclones in the whole domain, is higher in the RegCM 
evaluation simulation than in the ERA-Interim reanalysis (Fig. 5.1). The 
correlation coefficient between the two time series is 0.6. The average annual 
cyclone number is approximately 44% higher in the RegCM evaluation data. The 
different amplitude shows that other, possibly small-scale systems and potential 
added value are present in the model simulation.  
 
 
 
Figure 5.1. Cyclone number time series from 1981 until 2010 in the whole domain 
from the RegCM evaluation simulation and from ERA-Interim. 
 
 
For the investigation of the annual cycle, the cyclones based on their movement, 
are divided into stationary and travelling cyclones. Cyclones, which cyclogenesis 
and cyclolysis area are less (more) than 400 km apart are considered stationary 
(travelling) cyclones (Nielsen and Dole, 1992; Campins et al., 2011). The 
stationary lows in the Mediterranean are often thermal lows and/or lee troughs 
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(Sinclair, 1997; Picornell et al., 2001). The distribution of cyclone numbers during 
the year is similar in the two datasets (Fig. 5.2). The simulated annual cyclone 
cycle has a systematic positive bias through the whole year both in case of 
stationary and travelling cyclones. The maximum occurrences of travelling and 
stationary cyclones agree well in the two datasets. The travelling cyclones are most 
frequent during spring, while stationary cyclones have their maximum occurrence 
during summer. The minimum of travelling cyclones differs in the two datasets. In 
the reanalysis, travelling cyclones are least frequent during summer, while in the 
model simulation the minimum is shifted to autumn. The stationary cyclones are 
least frequent during winter in both datasets. The systematic bias of the model is 
largest during summer both in case of travelling and stationary cyclones, thus in 
the end the modelled total cyclone number maximum is shifted to summer instead 
of the spring maximum found in the reanalysis. 
 
 
Figure 5.2. Seasonal mean cyclone number in the whole domain from the RegCM 
evaluation simulation and from ERA-Interim a) of the travelling cyclones b) of the 
stationary cyclones. 
 
The seasonal modelled track densities and their differences from the ERA-Interim 
cyclone climatology are shown in Figure 5.3. The track densities have mainly 
positive bias, especially in some coastal regions, but there is a slight negative bias 
over the Mediterranean See, over the Apennine Peninsula and over some part of 
the Middle East during summer. The track densities of stationary and travelling 
cyclones are included in Appendix B. The track density in the Gulf of Genoa, 
which is the main western Mediterranean cyclogenetic centre, is close to the ERA-
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Interim climatology in the majority of the year. The difference is larger only in 
summer. Therefore one can conclude that the cyclone number on the lee side of the 
Alps is well captured. However on the lee side of the Atlas Mountain the cyclone 
number is higher, because in the model there are more mainly stationary lows (Fig. 
B1). Over the Iberian Peninsula the modelled number of summer lows is also 
higher, mainly due to more stationary lows in the model (Fig. B1). These Iberian 
stationary lows are generally shallow, since the majority of them are not detected 
in the U3 and B3 sub-methods (not shown). In the Eastern Mediterranean there are 
two distinctive regions, where the track numbers are higher in the RegCM 
simulation than in the ERA-Interim climatology. One is the southern coast of 
Turkey close to the Cyprus cyclogenetic centre, and the second one is the eastern 
coast of the Black Sea. Both regions persist the high cyclone numbers through the 
whole year. The high cyclone numbers by the eastern shore of the Black Sea are 
seems to be connected to the higher wind intensities in this region (not shown). In 
summer, the Middle East also has a positive cyclone track density bias.  
Almost all differences in the track density pattern are in the vicinity of mountain 
regions (Alps, Atlas Mountains, Taurus Mountains, Caucasus) except from the 
summer positive bias in the Iberian Peninsula. Thus these positive cyclone track 
biases are possibly due to the interaction of the flow with the mountainous regions, 
which are better represented in the model’s higher-resolution topography than in 
the reanalysis. 
Relative seasonal cyclone frequency differences are calculated for the different 
cyclogenetic domains (Fig. 5.4). The domains are the same as those, used for the 
ERA-Interim cyclone climatology (see Fig. 3.10). As expected from the previous 
results, in most of the domains the cyclone frequency is higher in the RegCM 
evaluation simulation than in ERA-Interim, but the Gulf of Genoa cyclones are 
well captured. The relative bias of Genoa cyclones is only 2-3 %, except in 
summer, when it reaches 40%. The highest positive relative bias is found in the 
Western Sahara region. During the summer half-year in the Cyprus region, and 
during the winter half-year in the Black Sea region the model simulates almost 
twice as much cyclone as, what was found in the ERA-Interim climatology. Only 
the Eastern Sahara and the Middle East regions have negative biases with values 
around -20%. 
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Figure 5.3. Cyclone track density seasonal distribution in the RegCM evaluation 
simulation, and its difference from the ERA-Interim cyclone climatology. The unit 
means the mean number of cyclone tracks crossing each 50kmx50km grid cell per 
season; a) and b) winter; c) and d) spring; e) and f) summer; g) and h) autumn.  
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Figure 5.4. Seasonal relative cyclone frequency bias per domain compared to the 
ERA-Interim climatology. Empty symbols represent the Eastern and filed symbols 
the Western Mediterranean cyclogenetic domains. 
 
5.2. Cyclonic precipitation 
 
Before evaluating the model’s cyclonic precipitation, the total precipitation bias is 
considered, to get an overview about the performance of the model. The seasonal 
accumulated precipitation is compared between the RegCM evaluation simulation 
and the ERA-Interim reanalysis (Fig. 5.5). According to the maps, the model 
produces a generally wetter climate, except in the Middle East and in some parts of 
North Africa during summer. The most obvious difference between the simulation 
and the reanalysis is along the coastlines, especially along the northern Africa coast 
in summer. The bias along the African coast is also present when the simulation is 
compared to a high-resolution observational dataset (Bartholy et al., 2015), thus 
this difference is an overestimation, due the model’s internal processes and not due 
to the resolution difference between the reanalysis and the simulation. Note that 
this area is arid especially in summer, thus even a small change in the precipitation 
results in a large relative change. There is also positive precipitation bias in the 
summer over the Iberian Peninsula and in the eastern part of the Mediterranean 
Sea, and along some of the other coastal regions. The precipitation over the eastern 
part of the Black Sea is overestimated mainly during autumn and winter. These 
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positive biases in the RegCM simulation in this region might be related to high 
cyclone activity in the modelled climate. 
 
 
Figure 5.5. Seasonal relative bias of total precipitation compared to ERA-Interim, 
a) winter b) spring c) summer d) autumn. 
 
The simulated cyclonic precipitation bias has a similar pattern (not shown). The 
annual sum of the spatially integrated cyclonic precipitation is 24% higher in the 
model simulation than in the reanalysis. Seasonally the best agreement is during 
winter, when the cyclonic precipitation bias is only 10%, while the difference is 
highest during spring (45%). 
The distribution of the cyclonic precipitation among the cyclones is analysed by 
integrating spatially along the track the precipitation for each cyclone in every 
season. Thus each cyclone in the climatology is characterised with an accumulated 
precipitation amount, both in the RCM and in the reanalysis data. From these 
accumulated cyclonic precipitation amount time series the quantiles are calculated 
in both datasets, then the seasonally calculated quantiles are compared in Q-Q plots 
(Fig. 5.6). The plots show that the distributions of the two datasets are close to 
each other in all seasons. The highest precipitation rates are more likely during 
autumn, and less frequent during summer. The lower quantiles are slightly under 
the y=x line, thus these quantiles have larger values in the ERA-Interim 
distribution, which means that the distribution of the cyclonic precipitation in 
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ERA-Interim is more dispersed in that part of the cyclonic precipitation range. On 
the other hand the high quantiles, the extremes, are always higher in the RegCM 
simulation, thus in that end of the distribution the RegCM data is more dispersed. 
The winter season is slightly exceptional in this case, since only the highest 
quantile is larger in the model.  
 
Figure 5.6. Q-Q plots of seasonal accumulated precipitation amount per cyclone, 
in the RegCM evaluation simulation (y axis) and in the ERA-Interim reanalysis (x 
axis). a) winter b) spring c) summer d) autumn 
 
To compare the spatial patterns of cyclonic precipitation in the two datasets, the 
difference of the two cyclone climatologies’ relative cyclonic precipitation values 
are plotted. This means that first the percentage of the cyclonic precipitation is 
calculated separately in the RegCM evaluation data and in the ERA-Interim 
reanalysis (for ERA-Interim see Fig. 3.9), and then subtracted from each other 
(RegCM evaluation - ERA-Interim) (Fig. 5.7). The percentage of cyclonic 
precipitation in the model is lower in the Gulf of Genoa, Adriatic Sea and Ionian 
Sea regions. The ratio of cyclonic precipitation is though overestimated over the 
Black Sea and the Western Sahara region through the whole year. The positive bias 
is spatially most extended during summer and the maximum is found around the 
Aegean Sea. The positive bias extends over the Balkans and the Levant region. The 
high percentage of cyclonic precipitation over the Aegean Sea is probably partly 
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due to the higher frequency of Aegean cyclones (Fig. 5.4) and might be also 
related to the Adriatic or Cyprus cyclones. In summer also the Iberian Peninsula 
has higher cyclonic precipitation ratio in the model, which is probably connected to 
higher modelled cyclone frequency. 
The relative bias of the cyclonic precipitation is calculated for different 
cyclogenetic domains (Fig. 5.8). The figure shows that in the majority of the 
domains, and seasons the model generally produces more cyclonic precipitation, 
and the relative biases highest during summer. Small negative biases are only 
found during winter. The highest relative positive bias is found in the Sahara 
regions. The summer precipitation relative biases of the Adriatic and Ionian Sea, 
and Cyprus cyclones are higher than the positive bias in the Aegean Sea domain. 
Thus the summer bias over Greece (Fig. 5.7c) might also be related to the Adriatic 
and Ionian Sea, and Cyprus cyclones beside the Aegean Sea cyclones.  
 
 
Figure 5.7. Seasonal difference between RegCM evaluation and ERA-Interim 
relative cyclonic precipitation percentages. (RegCM evaluation relative cyclonic 
precipitation compared to total precipitation – ERA-Interim relative cyclonic 
precipitation compared to total precipitation). a) winter b) spring c) summer d) 
autumn. 
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Figure 5.8. Seasonal relative bias of the cyclonic precipitation in the different 
cyclogenetic domains, in the RegCM evaluation simulation compared to 
ERA-Interim. 
 
To decompose the bias of the cyclonic precipitation, the stationary and travelling 
cyclones’ spatial and temporal cyclonic precipitation integral is calculated (Fig. 
5.9). Travelling cyclones bring the majority of precipitation in both the RCM and 
the reanalysis datasets, although the distribution is somewhat different. In ERA-
Interim the distribution of annual cyclonic precipitation between travelling and 
stationary cyclones is 82-18%, while in the model the stationary cyclones have 
higher contribution, 25%. The precipitation amount connected to travelling 
cyclones is well captured in almost all seasons, except for spring. However the 
stationary cyclones’ cyclonic precipitation has a systematic positive bias over the 
whole year. 
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Figure 5.9. Seasonal accumulated cyclonic precipitation associated with travelling 
(continuous lines) and stationary (dashed lines) cyclones in the RegCM evaluation 
simulation and in ERA-Interim. 
 
The bias of cyclonic precipitation may have different causes. It can be associated 
to the differences in cyclone frequency, or due to a bias in the mean precipitation 
associated to each cyclone, or the mixture of these two (Hawcroft et al., 2015; 
Zappa et al., 2015). The cyclone frequency differences are already discussed 
above, now the cyclonic precipitation rate is evaluated. In Figure 5.10 the relative 
bias of the mean precipitation rate of travelling and stationary cyclones is shown 
seasonally in the different cyclogenetic domains. In general, stationary cyclones 
have larger relative biases, and the majority of them are positive, while travelling 
cyclones have lower relative biases. Note that although relative biases of travelling 
cyclones are smaller, the absolute biases of cyclonic precipitation associated to 
travelling cyclones can be substantial. For example, the overestimation of spring 
cyclonic precipitation among the travelling cyclones (Fig. 5.9) is mainly from 
Iberian and Black Sea cyclones, whose precipitation rates’ relative biases are not 
extremely high (Fig. 5.10a). Nevertheless the stationary cyclones’ higher 
accumulated cyclonic precipitation in the model is due to the higher precipitation 
rate and the higher frequency of these cyclones. 
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Figure 5.10. Seasonal relative bias of mean precipitation per cyclone (cyclonic 
precipitation rate) of a) travelling b) stationary cyclones in the RegCM evaluation 
simulation compared to ERA-Interim, in different cyclogenetic domains. 
 
5.3. Summary and conclusions 
 
The cyclonic activity produced by the RegCM4 model is evaluated through 
comparing the cyclone climatologies between the reanalysis driven model 
simulation and the reanalysis. The comparison validates the representation of 
Mediterranean cyclones in the model simulation, where mainly the cyclone 
frequencies and the cyclonic precipitation are considered. 
The results show that the model reproduces the cyclones’ annual cycle, but has 
systematic positive bias, which is partly due to the higher resolution of the RegCM 
simulation and mainly considered as added value. Lionello et al. (2008) also found 
higher cyclone numbers in a RegCM simulation, when comparing it to lower 
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resolution reanalysis data. The systematic positive bias is largest during summer. 
The positive bias is distributed between stationary and travelling cyclones in 
proportion to 65-35%. The cyclone frequency of the main cyclogenetic region, the 
Gulf of Genoa, is well captured. The model simulates more cyclones along the 
southern coast of Anatolian Peninsula, the eastern part of the Black Sea and in the 
area of the Atlas Mountains. Also the Iberian Peninsula cyclogenetic centre is more 
intense in the model during summer.  
The climate in the model is generally wetter, with some exceptions (e.g. Eastern 
Europe during summer). The cyclonic precipitation falls mainly in the winter half-
year both in the model and in the reanalysis. The distribution of cyclonic 
precipitation among cyclones is similar in the reanalysis and in the model. RegCM 
has a less dispersed distribution among the low precipitable cyclones, but has 
higher precipitation extremes. Since the RegCM evaluation simulation has higher 
cyclone frequencies, the cyclonic precipitation is also higher in the model, than in 
the reanalysis, annually with 24%. There is proportionally more precipitation 
related to cyclones over Greece and the Aegean Sea during summer, partially 
because cyclone frequencies are higher in the region in the model, and also due to 
the higher precipitation rate of stationary Aegean cyclones. The higher cyclonic 
precipitation in the model is mainly, because more precipitation falling from 
stationary cyclones, except during spring, when also travelling cyclones’ 
precipitation is overestimated. The systematic bias of stationary cyclones’ 
precipitation is both due to the higher frequency and the higher precipitation rate of 
these cyclones. 
In summary the conclusion of the evaluation is that RegCM is able to capture the 
main cyclogenetic features, but simulates higher cyclone frequencies mainly along 
coastal and mountainous regions. Thus the positive bias is probably partially due to 
the higher resolution of the model, and represents a potential added value of 
regional climate modelling. The distribution of cyclonic precipitation is close to 
the reanalysis. The highly precipitable cyclones bring more precipitation in the 
model than in the reanalysis, which is possibly also due to the higher resolution of 
the model. Also more precipitation is related to stationary cyclones in the model 
than in the reanalysis. In general the model has mainly wet precipitation bias, since 
the model simulates more and partially more precipitable cyclones. 
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6. RegCM transient simulation 
 
In this section the transient (1950-2099) RegCM4 simulation is analysed. The 
simulation is driven with GCM (HadGEM2) data. Between 1950 and 2005 the 
simulation used historical forcings, this part is called the historical run (HIST). The 
years in the simulation between 2005 and 2099 are calculated with the forcings 
defined by the RCP4.5 scenario.  
The cyclone identification and tracking method is applied on the whole dataset, 
using 3 hourly outputs. First the differences between the historical and evaluation 
simulation is analysed. For this, 3 hourly outputs are used also from the evaluation 
run. For the comparison the period between 1981 and 2005 is selected in both 
datasets. The only differences between these two datasets are the initial and 
boundary forcings, and while the reanalysis is considered to be “perfect”, the GCM 
data can have deviations from the present day climate. Thus the comparison of the 
historical and evaluation simulations shows the errors inherited from the GCM 
forcing, and the reliability of the GCM driven RCM results in present day climate. 
It can occur that the systematic biases have different directions, so an error 
originating from the GCM might compensate the errors of the RCM.  
The second part of the section focuses on the climate change signal, which is 
defined as the difference between the scenario and the historical simulation 
(RCP4.5 - HIST). Analysing the differences between the present and future 
climate, eliminate the systematic biases and focuses on the projected changes. For 
the future climatology the last 30-year of the scenario run is considered 
(2070-2099) and for the present climate the last 30-years of the historical 
simulation (1976-2005) is take into account. The study investigates the changes in 
cyclone frequencies and in cyclonic precipitation. 
 
6.1. RegCM historical simulation 
 
The cyclone numbers in the whole domain agree well between the historical and 
the evaluation simulation during winter and spring (Fig. 6.1). Significant 
differences are found over summer and autumn, when the historical simulation 
overestimates the cyclone number. Still the annual cycles are similar in the two 
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simulations, the maximum cyclone number is during summer in both datasets, and 
the best agreement is found during winter. The track density differences are also 
small (Fig. 6.2). The background track density is slightly lower in the historical 
simulation, but there are also regions, where there are more cyclones in the 
historical simulation e.g. the eastern part of the Black Sea. The overestimation of 
cyclone numbers in summer and autumn is mainly from the Gulf of Genoa, the 
Adriatic Sea, the Aegean Sea, the Black Sea and the Cyprus regions. The Iberian 
Peninsula summer cyclones are underestimated in the historical simulation. These 
systems are mainly thermal lows, thus the underestimation is probably related to 
the cold bias of the model in this area (Bartholy et al., 2015). 
 
 
Figure 6.1. Seasonal mean cyclone number in the whole domain from the RegCM 
evaluation simulation and from the RegCM historical simulation. Filled symbols 
show, where the differences between the two datasets are significant.  
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Figure 6.2. Seasonal cyclone track density difference between the RegCM 
historical and evaluation simulations. The unit means the mean number of cyclone 
tracks crossing each 50kmx50km grid cell per season; a) winter b) spring c) 
summer d) autumn.  
 
The total precipitation in the historical simulation is mainly higher than in 
observational data, except during summer over the eastern part of the domain 
(Bartholy et al., 2015). The cyclonic precipitation is also overestimated (not 
shown) as well as its contribution to the total precipitation amount (Fig. 6.3). The 
difference between the percentages of the relative cyclonic precipitation, have no 
distinctive pattern, it is higher almost everywhere in the historical simulation. 
However, in winter the western part of the domain have a slight underestimation, 
and in summer there is a decrease over the northern part of the Black Sea. Since 
the cyclone frequency is not substantially higher during winter and spring (Fig. 
6.1), the higher cyclonic precipitation in these seasons means that the cyclones are 
more precipitable. In summer and autumn, when cyclone frequencies are slightly 
overestimated the overestimation of cyclonic precipitation is due to both the higher 
cyclone numbers and higher precipitation rates of cyclones. 
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Figure 6.3. Seasonal difference between the RegCM historical and evaluation 
simulations’ relative cyclonic precipitation. (RegCM HIST relative cyclonic 
precipitation compared to total precipitation – RegCM evaluation relative cyclonic 
precipitation compared to total precipitation) a) winter b) spring c) summer d) 
autumn. 
 
 
 
Figure 6.4. Q-Q plots of the seasonal accumulated precipitation per cyclone in the 
RegCM historical (y axis) and evaluation (x axis) simulations. a) winter b) spring 
c) summer d) autumn. 
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The distribution of the precipitation among cyclones are shown on Q-Q plots (Fig. 
6.4). In the historical simulation the distribution is generally more dispersed, 
especially in autumn. The comparison of the evaluation simulation with 
ERA-Interim data showed that the distribution of the RegCM simulation is less 
dispersed during winter (Fig. 5.6a). Here the historical simulation’s distribution is 
more dispersed, thus in this case the errors from the GCM forcing compensates 
some errors of the RCM. Also in summer, and in autumn the low quantiles in the 
evaluation run were lower than the y=x line (Fig. 5.6c and d) and here, in the 
historical simulation they are slightly over the y=x line. However the high 
quantiles, which were already higher in the evaluation simulation compared to the 
reanalysis, are even higher in the historical run.  
 
6.2. RegCM future projection 
 
Cyclone frequency change  
 
At the end of the 21st century the annual cycle of the total cyclone number is 
similar to the present day climate. However stationary cyclones’ number is 
projected to increase, and the change is statistically significant during summer and 
autumn. On the other hand travelling cyclones number is projected to decrease, 
mainly during autumn and winter, but these changes are not statistically 
significant. The track densities show a slight overall decrease, but there are few 
regions, where the track density increases (Fig. 6.5). For example, during summer 
the Iberian Peninsula region has a projected increase, which consists of mainly 
stationary cyclones (see Appendix C, Fig. C1). These are probably thermal lows, 
related to the temperature increase in this area (Bartholy et al., 2015). Enhanced 
cyclone track density is found also over the Western Sahara cyclogenetic region 
during the whole year. Track densities are higher around the south-eastern part of 
the Anatolian Peninsula and Cyprus during summer and autumn and along the 
Croatian coast during autumn. These are in majority stationary cyclones (Fig C1). 
In the eastern part of the Black Sea, cyclone track density is projected to mainly 
decrease.  
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The track density over the Carpathian Basin is projected to decrease during winter 
and summer, and increase during the transient seasons. The changes are larger 
during spring and summer, than in autumn and winter. 
 
 
 
Figure 6.5. Seasonal cyclone track density changes (RCP4.5 – HIST). The unit 
means the mean number of cyclone tracks crossing each 50kmx50km grid cell per 
season; a) winter b) spring c) summer d) autumn. 
 
 
The differences found in the track densities are more visible, when the cyclone 
numbers are shown in relation of the cyclogenetic domains. To better understand 
the changes in cyclone numbers, stationary and travelling cyclones are analysed 
separately (Fig. 6.6). The number of travelling cyclones is projected mainly to 
decrease (Fig. 6.6a), while the number of stationary cyclones is mainly projected to 
increase (Fig6.6b). In autumn, in almost all cyclogenetic regions the number of 
travelling cyclones is projected to decline. The Gulf of Genoa travelling cyclones 
decrease the most, especially during autumn, but also during winter and summer. 
The Adriatic and Ionian Sea and the Aegean Sea travelling cyclones’ number 
decreases during winter, the Cyprus travelling cyclones’ number decreases during 
the year, except in summer. In some domains the number of travelling cyclones is 
projected to increase, mainly during summer, but for example, in Western Sahara 
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region the number of travelling cyclones increases during the whole year. The 
stationary cyclones’ largest increase is in summer over the Iberian Peninsula and 
the Middle East. The number of stationary cyclones increases during autumn in 
almost every domain. The combined changes of stationary and travelling cyclones 
results in a three-way pattern in the overall cyclone number changes (Fig 6.6c). 
The number of the Iberian Peninsula, the Algerian Sea and the Western Sahara 
cyclones mainly increases, while the number of the Gulf of Genoa, the Adriatic 
and Ionian, the Aegean and the Black Sea cyclones mainly decreases during the 
whole year except spring. In the Cyprus, the Eastern Sahara and the Middle East 
regions the number of cyclones decreases during winter and spring and increases 
during summer and autumn. 
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Figure 6.6. Change in seasonal a) travelling b) stationary c) all cyclone numbers 
per cyclogenetic domains. The black circles denote the statistically significant 
changes, tested with the Mann-Whitney test.  
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Cyclonic precipitation change 
 
The response of total precipitation under the RCP4.5 scenario shows that the 
climate over the southern part of the Mediterranean is projected to be dryer through 
the whole year (Fig 6.7). The northern part of the Mediterranean is projected to 
receive more precipitation during winter. Spring and autumn precipitation 
responses are transition between the summer and winter patterns. These changes 
are in line with the results of previous studies (Lionello and Giorgi 2007; Giorgi 
and Lionello 2008; Zappa et al. 2015.) 
The cyclonic precipitation distribution comparison shows an increase in the value 
of higher quantiles (Fig 6.8). This means that under the scenario conditions the 
extreme precipitable cyclones will be even more intense, especially in autumn.  
 
 
Figure 6.7. Seasonal accumulated total precipitation change (RCP4.5 – HIST) in 
the Mediterranean region, a) winter b) spring c) summer d) autumn. 
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Figure 6.8. Q-Q plots of the seasonal accumulated precipitation per cyclone, in the 
RegCM RCP4.5 simulation (y axis) versus the RegCM HIST simulation (x axis). 
a) winter b) spring c) summer d) autumn. 
 
The response of the cyclonic precipitation and the changes in its relative values are 
presented in Figure 6.9. The overall tendency shows drying conditions, especially 
over the southern regions, but there are some regions where cyclonic precipitation 
is projected to increase. For example, in winter the cyclonic precipitation is 
projected to increase along the Gulf of Genoa, the coast of the Adriatic Sea, the 
western part of the Black Sea and along the southern coast of the Anatolian 
Peninsula. This is interesting since in the Eastern Mediterranean the total 
precipitation is projected to decrease, which means that larger proportion of the 
total precipitation will be associated with cyclones. In spring there is a cyclonic 
precipitation increase over Southern Italy, Central Europe and the western part of 
the Iberian Peninsula. This later one probably belongs to North Atlantic cyclones, 
which pass by the peninsula. In summer the projected cyclonic precipitation 
decrease is largest over the Apennine Peninsula, but around the Aegean Sae an 
increase is projected in the cyclonic precipitation due to its increased relative value 
compared to the total precipitation. Large portion of the precipitation is projected 
to be associated with cyclones also over the Balearic Sea in summer. In autumn 
increased cyclonic precipitation and increased proportion of cyclonic precipitation 
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is projected over the Adriatic Sea, along the French coast and over the eastern part 
of the Black Sea.  
 
 
Figure 6.9. Seasonal accumulated cyclonic precipitation change (RCP4.5 – HIST) 
(left) and seasonal change in the relative cyclonic precipitation (right), a) b) winter 
c) d) spring e) f) summer g) h) autumn. 
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Figure 6.10. The response of seasonal accumulated cyclonic precipitation 
(RCP4.5- HIST relative bias) in the different cyclogenetic domains. Black circles 
denote the statistically significant changes, tested with the Mann-Whitney test. 
 
The relative change in the accumulated cyclonic precipitation and in the 
precipitation rate of stationary and travelling cyclones are considered for each 
cyclogenetic domain (Fig 6.10 and 6.11). When considering the changes in 
cyclonic precipitation, it is clear that the increase in cyclonic precipitation belongs 
to the Gulf of Genoa, the Adriatic, the Aegean and the Black Sea regions (Fig. 
6.10). The cyclonic precipitation increase occurs mainly during winter and spring, 
and in case of the Adriatic and Ionian Sea and the Black Sea cyclones also during 
autumn (see Fig. 6.9g and 6.10). The cyclonic precipitation change over the 
Adriatic Sea is mainly due to a significant increase in the cyclonic precipitation 
rates of stationary cyclones in this area (Fig. 6.11b). The travelling cyclones 
projected to have mainly increased winter and spring precipitation rate, and lower 
summer and autumn precipitation rate in almost all cyclogenetic domains (Fig 
6.11). The precipitation rate of stationary cyclones is mainly projected to decrease 
in many cyclogenetic regions, especially in the southern cyclogenetic regions. On 
the other hand the precipitation rate of stationary cyclones is projected to increase 
significantly over the Adriatic and Ionian Sea during autumn and over the Aegean 
Sea during winter. Also the Black Sea stationary cyclones’ precipitation rate is 
projected to increase during the whole year. 
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Although the Carpathian Basin is on the edge of the Mediterranean region, the 
changes of Mediterranean cyclones affect the precipitation over the basin. The 
accumulated cyclonic precipitation in the Carpathian Basin is projected to increase 
by approximately 30%, except during summer, when it is projected to decrease by 
20%. Note that these numbers only describe the precipitation changes related to 
Mediterranean cyclones.  
 
 
Figure 6.11. Relative changes in the seasonal mean precipitation per cyclone 
(cyclonic precipitation rate) for a) travelling b) stationary cyclones. Black circles 
denote the statistically significant changes, tested with the Mann-Whitney test. 
6.3. Summary and Conclusions 
 
In this section, first the performance of the RegCM is analysed, when historical 
GCM outputs are used as initial and boundary conditions. Then the projected 
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changes in cyclone activity and associated precipitation are investigated in the 
Mediterranean region under the RCP4.5 scenario. 
The historical simulation represents well the cyclone frequencies compared to the 
evaluation simulation. The historical simulation has more cyclones during summer 
and autumn, but during winter and spring there are no significant differences. The 
cyclonic precipitation is higher almost everywhere in the historical run than in the 
evaluation simulation, which is mainly due to the enhanced precipitation rate of 
cyclones. The only exception is the Black Sea region during summer, where the 
precipitation rate of cyclones is lower in the GCM forced simulation, which in line 
with the dry bias in that area. The comparison of the cyclonic precipitation 
distribution shows that some biases of the GCM compensate some biases of the 
RCM. However, the extreme cyclonic precipitation values are overestimated in the 
historical run, mainly during summer and autumn.  
The climate change response of cyclones frequencies shows, that the number of 
travelling cyclones mainly decreases, but the number of stationary cyclones 
increases. The decrease of travelling cyclones affects mostly the Gulf of Genoa 
cyclones, while the number of stationary cyclones increases mainly over the 
Iberian Peninsula and the Middle East during summer. The change in total 
precipitation projects precipitation increase over the northern part of the 
Mediterranean during winter. Although, the southern parts, and during summer the 
whole region, is projected to become dryer. Part of the winter precipitation 
increase is related to more cyclonic precipitation, while the precipitation decrease 
over the southern parts are at some extent connected to the decrease of cyclonic 
precipitation. An increase in cyclonic precipitation is projected over the Adriatic 
Sea during autumn and spring. Travelling cyclones are projected to have 
precipitation rate increase during winter and decrease during summer. Stationary 
cyclones’ precipitation rates are mainly projected to decrease, especially during 
summer. 
The cyclogenetic domains are sorted into three groups concerning the projected 
changes. The middle part of the domain, containing the Genoa cyclones, the 
Adriatic and the Aegean Sea cyclones together with the Black Sea region are 
dominated by the decrease of travelling cyclones. These cyclones’ precipitation 
rates are projected to increase during winter and spring. This results in an increase 
in cyclonic precipitation related to these cyclones during winter and spring, despite 
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the decreasing number of them. In case of the Adriatic Sea an increase in cyclonic 
precipitation is projected also during autumn. In the region of the Aegean Sea, 
during summer the contribution of cyclonic precipitation to the total precipitation 
is projected to increase. These results are in line with the findings of Zappa et al. 
(2015), who also found that over the northern part of the Mediterranean the 
suspected precipitation decrease due the cyclone frequency decrease is 
compensated by the increase in cyclonic precipitation rate. The wintertime 
decrease in cyclone number is also in line with the results of GCM studies (Zappa 
et al., 2013b). The second region, between the Iberian Peninsula and North Africa 
are characterised with cyclone number increase, defined mainly by the stationary 
cyclones. These stationary lows possibly have thermal origin, and they are not very 
active synoptically. This assumption is supported by the results of previous studies 
(Musculus and Jacob, 2005, Lionello et al., 2008). These cyclones also have 
generally lower precipitation rates, than their counterparts in the present climate. 
Thus this region is projected to have less cyclonic precipitation, although the 
cyclone number is projected to increase. The decrease in the precipitation rate in 
this region can be explained by the expansion of the Hadley cell, and its decreasing 
branches, which affects the precipitation formation. An exception is the western 
part of the Iberian Peninsula during spring, but this precipitation increase is 
possibly related to North Atlantic cyclones. The third group of the cyclogenetic 
domains, containing the Eastern Sahara, Cyprus and the Middle East regions are 
projected to have cyclone number decrease during winter and spring and increase 
in cyclone numbers in summer and autumn. These changes are the result of the 
decrease of travelling cyclones and the increase of stationary cyclones. In this 
region cyclones are generally projected to become dryer. Exception is the Eastern 
Sahara summer travelling cyclones, which probably travel over the Mediterranean 
Sea and mix the dry air originated from Sahara with marine air masses, resulting 
more precipitable cyclones, but over the sea and not over the Sahara.  
The cyclone frequency changes over the Carpathian Basin show that the number of 
cyclones coming from the Mediterranean region will decrease, during summer but 
increase during spring. The cyclonic precipitation connected to the Mediterranean 
cyclones is projected to increase over the basin during autumn, winter and spring 
and decrease in summer. 
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7. Summary and Conclusions 
 
The aim of this thesis was to evaluate RCM results, and for this, a process oriented 
approach was chosen, namely the analysis of cyclones represented by the models 
and the precipitation connected to them. The evaluation of model results implied 
the evaluation of RCMs’ ability in representing the studied process in present day 
climate, and involved the analysis of a future projection. For the RCM simulations 
the domain was selected to be the Mediterranean, given its special regional 
characteristics, such as the Mediterranean cyclones, and because it is shown to be 
potentially vulnerable for climate change (Giorgi, 2006). Thus it is an ideal domain 
for using and evaluating RCMs and their results. 
To accomplish the aim of the study, RCM simulations are done with two RCMs 
(RegCM and CCLM) for climatological analysis and also for a case study. The 
used data and models were introduced in section 2. The study is focusing on the 
cyclonic activity in the models and for this, an objective cyclone identification 
method was developed and evaluated in section 3. The developed multivariate 
cyclone identification method includes six sub-methods, which use different 
variables for cyclone identification. The evaluation of the method was done with 
the use of reanalysis data. This reanalysis based cyclone climatology was also used 
to study the main characteristics of Mediterranean cyclones. In section 4 a case 
study was performed using CCLM, to study a particular event related to 
Mediterranean cyclones in more detail and to evaluate the CCLM in reproducing 
the event. The case study focused on the 2013 Central European Danube and Elbe 
flood. The model was able to simulate the flood triggering heavy precipitation 
event, thus sensitivity studies were designed to identify and quantify the possible 
moisture sources of the event. In section 5 the results of the reanalysis driven 
RegCM simulation were analysed to evaluate the RegCM model’s ability of 
capturing the climatology of Mediterranean cyclones. In section 6 the RegCM 
model’s GCM driven transient climate simulation was analysed, where the climate 
change signal of cyclone frequency and cyclonic precipitation was studied at the 
end of the 21st century. 
The evaluation of the developed cyclone identification method showed that the 
sub-methods identifies similar patterns, but have their own characteristics. Thus all 
 93 
sub-methods capture the same complex process but represent it in their own way. 
Differences among the sub-methods’ results are found in cyclone number, length 
and at some cases in geographical locations. It is concluded that the mean of the 
sub-methods’ results have the potential to combine the information from them, and 
thus represents the key features of the cyclone activity in the region. The sub-
methods are shown to have the largest spread during summer, when thermal 
processes also play a role in cyclone development. Hence it is concluded that the 
sub-methods are sensitive to thermal lows, which are usually weak and shallow 
systems. The cyclone climatology showed that the main cyclogenetic regions are 
the Gulf of Genoa and Cyprus. There are also regions, which are only seasonally 
active, as the Aegean Sea during winter, the Adriatic and Ionian Sea mainly during 
winter and spring, the Iberian Peninsula in summer, the Black Sea, the Sahara 
regions and the Middle East during spring and summer and the Algerian Sea in 
summer and autumn. The cyclonic precipitation has its maximum during autumn 
and winter, except for the Black Sea cyclones, which are more influenced by the 
continental climate and have their maximum precipitation during summer. 
The case study in section 4, focusing on the 2013 Central European flood event, 
aimed to answer whether CCLM is able to capture the event, and if yes, where did 
the moisture come from during the heavy precipitation event. The main 
conclusions are that CCLM can capture the cyclones related to the event, and the 
precipitation peak in the Alpine region. The main moisture sources were found to 
be the continental evapotranspiration and the North Atlantic region. The 
Mediterranean Sea had only a minor role. The continental evapotranspiration was 
important through the whole event, while the North Atlantic had its role mainly 
during the first phase of the heavy precipitation event. These results show the 
importance of moisture recycling during a summer heavy precipitation event in 
Central Europe. Also they show that given favourable pre-conditionings like 
enhanced soil moisture and a quasi-stationary cut off low, cyclones do not 
necessarily need to be unusually strong to lead to severe flooding and thus to 
strong socio-economic impacts. 
The evaluation of the RegCM model showed, that the model is able to reproduce 
the main features of Mediterranean cyclone climatology. The model produces 
higher cyclone frequencies than the reanalysis, which is partially due to its higher 
resolution. The highest positive frequency bias is found during summer in both 
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stationary and travelling cyclones. The main cyclogenetic region, the Gulf of 
Genoa, is well captured. The distribution of cyclonic precipitation is close to the 
reanalysis, although the extreme values are higher in the model. The model 
simulates higher cyclonic precipitation in almost every cyclogenetic regions. The 
higher cyclonic precipitation is due to more and more precipitable stationary 
cyclones, except for spring, when also travelling cyclones have higher accumulated 
precipitation volume in the model. This later one is due to more precipitation 
falling from Black Sea and Iberian cyclones. In summary the higher cyclonic 
precipitation is due to the higher cyclone frequencies and due to the more 
precipitable cyclones, especially more precipitable stationary cyclones. 
The cyclone frequencies in the GCM driven historical RegCM simulation have 
good agreement with the reanalysis driven RegCM simulation. Although the 
cyclone numbers in the historical simulation are slightly overestimated during 
summer and autumn. Higher percentage of the precipitation is associated to 
cyclones in the historical simulation than in the evaluation simulation, partially 
because the mean precipitation rate of cyclones is higher. The distribution of 
cyclonic precipitation is close to the evaluation simulation, and some errors from 
the GCM are compensating the errors from the RCM. The extremes are higher in 
the GCM driven simulation.  
The future scenario projection analysis revealed the decrease of travelling cyclones 
and the increase of stationary cyclones. The south part of the Mediterranean is 
projected to become dryer regarding both the total and cyclonic precipitation 
especially during summer. However during winter over the northern part of the 
domain cyclonic and also total precipitation is projected to increase. The cyclonic 
precipitation distribution shows that the intensely precipitable cyclones may 
become more precipitable. The precipitation rate of travelling cyclones is projected 
to increase mainly during winter and spring and decrease during summer, while 
stationary cyclones are mostly projected to bring less precipitation in the future 
climate. Concerning the cyclogenetic domains the climate change signal can be 
sorted into three groups. The northern and middle part of the Mediterranean 
including the Gulf of Genoa, the Adriatic, the Aegean and the Black Sea regions 
are projected to have a cyclone frequency decrease, mainly due to the decrease of 
travelling cyclones. However due to an increase in cyclonic precipitation rate the 
cyclonic precipitation is projected to increase over the year except for summer. The 
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increased precipitation rate of cyclones is probably due to the more available 
atmospheric moisture in the warmer climate. The south-western part of the domain 
including the Iberian Peninsula, the Western Sahara and the Algerian Sea regions 
are projected to have a cyclone frequency increase mainly during summer, mostly 
consisting stationary cyclones. This area is projected to receive generally less 
cyclonic precipitation. This is mainly due to that cyclones become dryer in this 
region. The third group, the south and south-eastern part of the Mediterranean, 
namely Cyprus, the Eastern Sahara and the Middle East regions are projected to 
have lower cyclone frequency during winter and spring and higher frequency 
during summer and autumn, but generally less cyclonic precipitation, due to dryer 
cyclones. 
After these analyses the general conclusion is that RCMs are capable of capturing 
the Mediterranean cyclones, with some biases, both on the climatological level and 
in individual cases. The RCMs are able to model the development of these 
features, as they are able to resolve the regional processes. The case study showed 
that the modelling approach is useful to better understand the processes behind the 
behaviour of cyclones. In the climatological studies due to the high resolution of 
the RCM, more systems, both stationary and travelling cyclones, are found than in 
the reanalysis. Thus RCMs can give a more detailed picture about the cyclones in 
the region, than lower resolution data like reanalyses or GCMs, since the 
underlying processes are better resolved in the high resolution data. In line with 
this the future projection of the studied RCM shows a more versatile climate 
change signal than, what was found in GCM results (Zappa et al., 2015). Hence it 
is beneficial to use RCMs to study the cyclones in the Mediterranean, both to better 
understand their processes and to analyse their future changes. 
To continue the work done in this thesis it would be favourable to extend the 
analysis with other RCMs’ simulations and/or use higher resolution RCM results. 
For this, the cyclone identification method might have to be completed with a pre-
processing step, to filter the noises in the fields. Also since it becomes more and 
more feasible to run RCMs coupled with regional ocean models, the effect of the 
dynamically resolved ocean on cyclone development is a question worth analysing. 
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Appendix A 
 
Figure A1. Track density maps of the six sub-methods for winter: a) U1 b) B1 c) 
U2 d) B2 e) U3 f) B3. The unit means the mean number of cyclone tracks crossing 
each 50kmx50km grid cell per season.  
 
 109 
 
Figure A2. Track density maps of the six sub-methods for spring: a) U1 b) B1 c) 
U2 d) B2 e) U3 f) B3. The unit means the mean number of cyclone tracks crossing 
each 50kmx50km grid cell per season. 
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Figure A3. Track density maps of the six sub-methods for summer: a) U1 b) B1 c) 
U2 d) B2 e) U3 f) B3. The unit means the mean number of cyclone tracks crossing 
each 50kmx50km grid cell per season. 
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Figure A4. Track density maps of the six sub-methods for autumn: a) U1 b) B1 c) 
U2 d) B2 e) U3 f) B3. The unit means the mean number of cyclone tracks crossing 
each 50kmx50km grid cell per season. 
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Appendix B 
 
Figure B1. Differences of seasonal track densities of travelling (left) and stationary 
(right) cyclones, between the RegCM evaluation simulation and the ERA-Interim 
cyclone climatology. The unit means the mean number of cyclone tracks crossing 
each 50kmx50km grid cell per season; a) and b) winter; c) and d) spring; e) and f) 
summer; g) and h) autumn. 
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Appendix C 
 
 
Figure C1. Seasonal cyclone track density changes (RCP4.5 – HIST) of travelling 
(left) and stationary (right) cyclones. The unit means the mean number of cyclone 
tracks crossing each 50kmx50km grid cell per season; a) and b) winter; c) and d) 
spring; e) and f) summer; g) and h) autumn. 
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Dynamical analyses and sensitivity studies of regional climate 
model results 
 
 
Climate models are effective tools for studying physical processes in the climate 
system. At the regional and local scales, Regional Climate Models (RCM) are 
commonly used as they permit a much better representation of the relevant physical 
processes at these spatial scales. The general aim of this thesis is to assess the 
representation of physical processes in RCM simulations for the Mediterranean. In 
particular, the representation of Mediterranean cyclones in RCMs and their associated 
precipitation is analysed with a process based approach. The Mediterranean region was 
chosen for this analysis given its specific characteristics, e.g. Mediterranean cyclones, 
complex terrain and coastline, in which the consideration of RCMs is particularly 
beneficial. Moreover, the Mediterranean has been identified as one of the potential hot 
spots for climate change. This makes the Mediterranean region ideal for the evaluation 
of the physical processes in RCMs. With this aim, the RCMs’ ability in representing 
the studied processes for present day climate conditions is assessed and also a future 
climate projection is investigated. Specifically in this thesis two RCMs are used to 
compute the regional climate simulations: one for a case study, and another for 
climatological simulations for recent and future climate.  
To study and quantify cyclone activity in RCMs, an objective cyclone identification 
method is developed, and evaluated using reanalysis data. The method is shown to be 
applicable for the identification and tracking of Mediterranean cyclones. 
The COSMO-CLM model is used to analyse an exceptional summer flood event 
(May/June 2013 in Central Europe) as a case study. The event is relevance for this 
study because the heavy precipitation triggering the flood was associated with two 
retrograde Mediterranean cyclones. Sensitivity studies are designed to identify and 
quantify the possible moisture sources of the heavy precipitation event leading to the 
flood. The results show that the model can capture the heavy precipitation event, 
especially in the Danube catchment, and that the two main moisture sources were the 
continental evapotranspiration, and the North Atlantic region.  
The RegCM model is evaluated through analysing the cyclone activity and associated 
precipitation in a reanalysis driven simulation. The simulated annual cycle and spatial 
distribution of cyclones are close to those in the reanalysis data, though the cyclone 
numbers are higher. This is partially due to the higher resolution of the RegCM 
simulation. The model generally overestimates the cyclonic precipitation, mostly 
because stationary cyclones produce too much precipitation in the RCM. 
The RegCM projection with global climate model boundary conditions (RCP4.5 
scenario) shows that the number of travelling cyclones within the Mediterranean Basin 
will decrease, while the synoptically less active stationary cyclones’ frequency might 
increase. The cyclonic precipitation is projected to decrease over the southern part of 
the region, especially during summer. For the northern parts, winter and spring 
cyclonic precipitation may increase due to fewer but with more precipitable cyclone. 
The results of this thesis demonstrate that RCMs can simulate Mediterranean cyclones 
and the regional processes related to their development. RCM results provide more 
detailed information about the region, than lower resolution data e.g. reanalyses or 
global circulation models. Thus, the use of RCMs is beneficial to study the climate 
variability and change in the Mediterranean. 
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Regionális klímamodellek eredményeinek dinamikai elemzése 
és érzékenység vizsgálata 
 
 
A klímamodellek az egyik leghatékonyabb eszközeink az éghajlati rendszer fizikai 
folyamatinak kutatására. Regionális skálán elsősorban a regionális klímamodellek 
használata terjedt el, mivel ezek a modellek jobban leírják a kisebb skálák folyamatait. 
A dolgozat célja a regionális klímamodellek illetve fizikai folyamataik vizsgálata a 
mediterrán térségben. Nevezetesen a mediterrán ciklonok illetve a hozzájuk köthető 
csapadék vizsgálata regionális klímamodellekben egy folyamat orientált 
megközelítésen keresztül. A vizsgálatokhoz azért a mediterrán térséget választottuk, 
mivel ez a terület bővelkedik regionális sajátosságokban, mint például maguk a 
mediterrán ciklonok vagy az összetett domborzat illetve partvonal, amelyek esetében a 
regionális klímamodellek használata kifejezetten előnyös. Ezen kívül a terület 
valószínűleg sérülékeny a klímaváltozás szempontjából. Így többszörösen is megfelelő 
választás a regionális klímamodellek fizikai folyamatainak elemzésére. A vizsgálatok 
során elemezzük, hogy a regionális klímamodellek milyen eredménnyel képesek leírni 
a vizsgált folyamatokat a jelenkori éghajlati körülmények között illetve, hogy milyen 
változások várhatók a jövőben ezek terén.  A dolgozatban két regionális klímamodellt 
használunk, egyet egy esettanulmány modellezésére, egy másikat pedig jelen illetve 
jövőbeli éghajlati szimulációk  készítésére.  
A modell szimulációk ciklonjainak vizsgálatához, egy objektív ciklon azonosító 
módszert fejlesztettünk ki és tanulmányoztuk reanalízis adatokon. Ez alapján a 
módszert alkalmasnak találtuk mediterrán ciklonok azonosítására. 
A COSMO-CLM modellt az esettanulmány elkészítéséhez használtuk, ami a 2103-as 
nyári dunai árvízzel foglalkozik, ugyanis az árvizet előidéző csapadék két mediterrán 
ciklonhoz volt kapcsolható. Az erős csapadék lehetséges nedvességforrásainak 
megállapításához és azok hatásának számszerűsítéséhez érzékenység vizsgálatokat 
végeztünk. Az eredmények szerint a modell képes a Duna vízgyűjtőjében hullott nagy 
csapadékú eseményt modellezni és a két legfontosabb nedvességforrás a szárazföldi 
evapotranspiráció és az Észak-atlanti térség volt. 
A RegCM modell vizsgálatát egy reanalízis adatok által meghajtott szimuláció 
ciklonklimatológiáján keresztül végeztük el. A ciklonok éves ciklusa, illetve mintázata 
jól egyezik a modell szimulációban és a reanalízisben találtakkal, habár a ciklonok 
száma nagyobb a modellben. Ez részben a modell finomabb felbontásának 
köszönhető. A modell általánosságban felülbecsli a ciklonáris csapadékot, ami pedig 
főként a csapadékosabb álló ciklonoknak köszönhető. 
A RegCM jövőre vonatkozó projekcióját egy globális klímamodellel hajtottunk meg 
az RCP4.5-ös forgatókönyvet használva. A szimuláció ciklonklimatológiája szerint a 
jövőben a mediterrán térségben a mozgó ciklonok száma csökkenni fog, a szinoptikus 
szempontból kevésbé aktív, álló ciklonok száma viszont valószínűleg nőni fog. A 
ciklonáris csapadék az eredmények alapján a déli területeken csökkeni fog, leginkább 
nyáron. Az északi területeken télen, illetve tavasszal a ciklonáris csapadék növekedhet, 
a kevesebb de csapadékosabb ciklon révén. 
A dolgozatban bemutatott vizsgálatok kimutatták, hogy a regionális klímamodellek 
képesek a mediterrán ciklonok és a hozzájuk kapcsolódó regionális folyamatok 
modellezésére. A regionális klímamodellek részletesebb információval szolgálnak a 
térségről, mint a durvább térbeli felbontású adatok például reanalízisek vagy globális 
klímamodellek. Így a végső következtetés szerint, regionális klímamodellek használata 
ajánlott a mediterrán térség éghajlatának vizsgálatakor.  
 
 
