We provide here a framework to analyze the phase transition phenomenon of slice inverse regression (SIR), a supervised dimension reduction technique introduced by Li [1991] . Under mild conditions, the asymptotic ratio ρ = lim p/n is the phase transition parameter and the SIR estimator is consistent if and only if ρ = 0. When dimension p is greater than n, we propose a diagonal thresholding screening SIR (DT-SIR) algorithm. This method provides us with an estimate of the eigen-space of the covariance matrix of the conditional expectation var(E[x|y]). The desired dimension reduction space is then obtained by multiplying the inverse of the covariance matrix on the eigen-space. Under certain sparsity assumptions on both the covariance matrix of predictors and the loadings of the directions, we prove the consistency of DT-SIR in estimating the dimension reduction space in high dimensional data analysis. Extensive numerical experiments demonstrate superior performances of the proposed method in comparison to its competitors.
1. Introduction. For a continuous multivariate random variable (y, x) where x ∈ R p and y ∈ R, a subspace S ′ ⊂ R p is called the effective dimension reduction (EDR) space if y ⊥ ⊥ x|P S ′ (x) where ⊥ ⊥ stands for independence. Under mild conditions (Cook [1996] ), the intersection of all the EDR spaces is again an EDR space, which is denoted as S and called the central space. Many algorithms were proposed to find such subspace S under the assumption d = dimS ≪ p. This line of research is commonly known as sufficient dimension reduction. The Sliced Inverse Regression (SIR, Li [1991] ) is the first, yet the most widely used method in sufficient dimension reduction, due to its simplicity, computational efficiency and generality. The asymptotic properties of SIR are of particular interest in the last two decades. The consistency of SIR has been proved for fixed p in Li [1991] , Hsing and Carroll [1992] , Zhu and Ng [1995] and Zhu and Fang [1996] . Later, Zhu et al. [2006] have obtained the consistency if p = o( √ n). A similar restriction also appears in two recent work (see Zhong et al. [2012] and Jiang and Liu [2014] ). When p > n, a common strategy pursued by many recent researchers is to make sparsity assumptions that only a few predictors play a role in explaining and predicting y and apply various regularization methods. For instance, Li and Nachtsheim [2006] , Li [2007] and Yu et al. [2013] applied LASSO (Tibshirani [1996] ), Dantzig selector (Candes and Tao [2007] ) and elastic net (Zou and Hastie [2005] ) respectively to solve the generalized eigenvalue problems raised by a variety of SDR algorithms. However, a piece of jigsaw is missing in the understanding of SIR. If the dimension p diverges as n increases, when will the SIR break down? A similar question has been asked for a variety of SDR estimates in Cook et al. [2012] . In this paper, we prove that, under certain technical assumptions, the SIR estimator is consistent if and only if ρ = lim p n = 0. Such a result on inconsistency provides theoretical justifications for imposing certain structural assumption, such as sparsity, in high dimensional settings. This behavior of SIR in high dimension, which will be called the phase transition phenomenon, is similar to that of the principal component analysis (PCA), an unsupervised counterpart of SIR. This extension is, however, by no means trivial. After all the samples (y i , x i ) are sliced into H bins according to the order statistics of y i , the sliced samples are neither independent nor identically distributed. This difference increases the difficulty significantly. In this paper, we provide a new framework to study the phase transition behaviour of SIR. The technical tools developed here can potentially be extended to study the phase transition behaviour of other SDR estimators.
The second part of the article aims at extending the original SIR to the scenario with ultra-high dimension (p = o(exp(n ξ ))). Based on equation (3) in Section 2, the central space can be estimated by the column space of (Johnstone and Lu [2004] ). After ranking the predictors according to the magnitude of var H (x(k)) decreasingly, we choose the set I consisting of the first R predictors as active predictors. The SIR procedure is subsequently applied to these selected predictors to estimate the d-dimensional column space of var(E[x I |y]) by col( V 
)). We name this two-stage algorithm as Diagonal Thresholding SIR (DT-SIR), and prove that DT-SIR is consistent in estimating the central space under certain regularity conditions. Extensive simulation studies show that DT-SIR performs better than its competitors and is computationally efficient.
The rest of the paper is organized as follows. In Section 2, we briefly describe the SIR procedure and introduce the notations. In Section 3, after a brief review of existing asymptotic results of SIR procedure, we state Theorems 2 and 3 to discuss the phase transition phenomenon of SIR. In Section 4, we propose the DT-SIR method and show that DT-SIR is consistent in high dimensional data analysis. In Section 5, we provide simulation studies to compare DT-SIR with its competitors. Concluding remarks and discussions are put in Section 6. All the proofs are presented in appendices.
Preliminaries and notations.

Sliced inverse regression Consider the multiple index model
(1) y = f (β τ 1 x, · · · , β τ d x, ǫ) where x ∈ R p , ǫ is the noise and f is an unknown link function. Without loss of generality, we assume that E[x] = 0 ∈ R p . Although the p × d matrix V = (β 1 , · · · , β d ) is not identifiable, the space spanned by the β's, which is called the column space of V and denoted by col(V ), might be identified. Li [1991] proposed the Sliced Inverse Regression (SIR) procedure to estimate the central space col(V ) without knowing f (·), which can be briefly summarized as follows: Given n i.i.d. samples (y i , x i ), i = 1, · · · , n, SIR first divides them into H equal-sized slices according to the order statistics y (i) . 1 We re-express the data as y h,j and x h,j , where (h, j) is the double subscript in which h refers to the slice number and j refers to the order number of a sample in the h-th slice, i.e.,
Here x (k) is the concomitant of y (k) . Let the sample mean in the h-th slice be x h,· , and let the mean of all the samples be x. Then, Λ p var(E[x|y]) can be estimated by:
1 To ease notations and arguments, we assume that n = cH and H = o (log(n) ∧ log(p)) throughout the article.
Based on the observation that
the SIR then estimates the central space col(V ) by Σ −1 x col( V H ) where V H is the matrix formed by the top d eigenvectors of Λ H .. Throughout the article, we assume that d is fixed and the d-th largest eigenvalue λ d of Λ p is bounded away from 0 when n, p → ∞.
In order for SIR to result in a consistent estimate of the central space, Li [1991] imposed the the following two conditions:
• (A2). Coverage condition: The dimension of the space spanned by the central curve equals the dimension of the central space, i.e., d ′ = d.
Further Notations.
Let S h be the h-th interval (y h−1,c , y h,c ] for 2 ≤ h ≤ H − 1, S 1 = (−∞, y 1,c ] and S H = (y H−1,c , ∞). Note that these intervals depend on the order statistics y (i) and are thus random. For any ω in the product sample space, we define a random variable δ h = δ h (ω) = y∈S h (ω) f (y)dy where f (y) is the density function of y. For I ⊂ {1, · · · , n}, J ⊂ {1, · · · , p} and a n × p matrix A, A I,J denotes the |I| × |J | sub-matrix formed by restricting the rows of A to I and columns to J . In articular, A −,J denotes the sub-matrix formed by restricting the columns to J ; For a matrix B = A I,J ∈ R |I|×|J | , we embed it into R p×p by putting 0 on entries outside I × J and denote the new matrix as e(B). Similar notations apply to vectors. For two positive numbers a and b, we let a ∨ b ≡ max{a, b} and let a ∧ b ≡ min{a, b}. Let τ (x, t) = x × 1(|x| > t) be the hard thresholding function. Throughout the article, C, C 1 and C 2 are used to denote generic absolute constants, though the actual value may vary from case to case. For a vector x, we denote its k-th entry as x(k). Let β 1 and β 2 be two vectors with the same dimension, the angle between these two vectors is denoted as ∠(β 1 , β 2 ). For two sequences {a n }, {b n }, we let a n ≪ b n stand for a n = O(b ǫ n ) for some positive ǫ < 1 and let a n ≻ b n stand for lim bn an = 0.
3. Consistency of SIR. In order to control the behavior of SIR, we need to impose the following boundedness condition (A3) on the predictors' covariance matrix in addition to the tail condition (sub-Gaussian) on their joint distribution. We also need a condition (A4) for the central curve.
• (A3) Boundedness Condition: x is sub-Gaussian; and there exist positive constants C 1 , C 2 such that
where λ min (Σ x ) and λ max (Σ x ) are the minimal and maximal eigenvalues of Σ x respectively. • (A4) The central curve m(y) E[x|y] has finite fourth moment and is ϑ-sliced stable (defined below) with respect to y and m(y).
Definition 1. For two positive constants γ 1 < 1 < γ 2 , let A H (γ 1 , γ 2 ) be the collection of all the partition −∞ = a 0 < a 1 < · · · < a H−1 < a H = ∞ of R satisfying that
The central curve m(y) = E[x|y] is called ϑ-sliced stable with respect to y for some ϑ > 0 if there exist positive constants γ i , i = 1, 2, 3 such that for any β in the central space for any partition in A H (γ 1 , γ 2 ), we have
The central curve is sliced stable if it is ϑ-sliced stable for some positive constant ϑ.
Remark 1. Note that we only need (4) to hold for all unit vectors in the central space by rescaling. By considering the orthogonal decomposition of β in a general space with respect to the central space and its complement, it is easy to see that the sliced stability implies that (4) holds true for all vector β. In particular, we have the following two useful consequences of the slice-stability. i) By choosing β τ = (0, . . . , 0, 1, 0, . . . , 0) with 1 at the k-th position, we have
where m(y, k) is the k-th coordinate of the central curve m(y).
ii) Since equation (4) holds for all unit vector β, we have
Remark 2. Suppose E[m(y)] = 0 and there are n samples m i m(y i ). Let m h,i and m h,· be defined similarly to x h,i and x h,· , respectively. On one hand, we have the classic consistent estimator 1 n i m i m τ i of var(m(y)). On the other hand, if we expect that the slice-based estimate
of var(m(y)) is consistent, we must require that the average loss of variance in each slice to decrease to zero as H increases, i.e.,
In Definition 1, we simply choose the decreasing rate to be a power of H. It would be easily seen that if m is smooth and y is compactly supported then (5) holds automatically. In this sense, for general curve m and random variable y, the sliced stability is a condition on smoothness of the central curve m and tail distribution of m(y). This is not surprised at all, since most work on the consistency of SIR estimate requires some kind of smoothness for the central curve and a tail distribution control for m(y).
The most popular smoothness and tail condition might be the one proposed by Hsing and Carroll [1992] (later used in Zhu et al. [2006] , Zhu and Ng [1995] ) in their proof of the consistency of SIR, which is explained below. For B > 0 and n ≥ 1, let Π n (B) be the collection of all the n-point partitions −B ≤ y 
By changing the tail condition (6) to a slightly stronger condition Neykov et al. [2015] proved that the modified condition implies the sliced stability condition. Now, we are ready to state our main results.
Theorem 1. Under conditions (A1), (A2), (A3) and (A4), we have
The proof of the theorem is deferred to the Appendix. As a direct consequence of Theorem 1, we observe that if ρ = lim n→∞ p n = 0, we may choose H = log (n/p) such that the right hand side of equation (7) converges to 0. Thus, Theorem 1 implies that Λ H is a consistent estimate of Λ p if ρ = 0.
Remark 3 (More on Convergence Rate). Note that the convergence rate in (7) depends on the choice of H. This may seem not very desirable at the first glance. Since the convergence rate of Λ H might be different from that of col( V H ), we may expect that the convergence rate of col( V H ) does not depend on the choice of H. In fact, we have
From the proof of Theorem 1, we can easily check that the first term is of convergence rate pH 2 n + pH 2 n and the second term is of rate 1 H ϑ . Since P V Λ H P V and Λ p share the same column space, if we are only interested in estimating P V , then the convergence rate of the second term does not matter provided that H is a large enough integer, which may depend on ϑ and γ 3 but does not depend on n and p. For such an H, if A H (γ 1 , γ 2 ) is non-empty, Theorem 1 and (8) hold for both categorical and continuous response variable Y .
Theorem 2. Under conditions (A1), (A2), (A3), (A4) and assuming that ρ = lim p n = 0, we have
with probability converging to one, where
We define the distance D(V 1 , V 2 ) of two d-dimensional subspaces V 1 and V 2 as the operator norm (or Frobenius norm) of the difference between P V 1 and P V 2 . Simple linear algebra shows that if the β i 's satisfy
Let V be the matrix formed by the top d generalized eigenvectors of ( Σ −1
x , Λ H ). Recall that the d-th eigenvalue of Λ p is assumed to be bounded away from 0. Therefore Theorem 2 implies that D(P V , P V ) → 0 when ρ = 0.
We have already shown that the SIR procedure provides us with a consistent estimate of the sufficient dimension reduction space when ρ = 0 under mild conditions. It is then natural to ask: is this condition necessary? Our next theorem gives the answer.
Theorem 3. Under conditions (A1), (A2), (A4) and assuming that x ∼ N (0, I p ) for the single index model
we have:
(ii) Let β be the principal eigenvector of the SIR estimator Λ H . If ρ = lim p n > 0, then there exists a positive constant c(ρ) > 0 such that
with probability converges to one.
We illustrate this result via a numerical study of the linear model
Figure 1 shows how E∠(β, β) is related to the dimension p for fixed ratio ρ = p n (taking values in {.1, .3, .7, 1, 2, 4}), where β is estimated by the SIR with the slice number H = 10. For each p, E∠(β, β) is calculated based on 100 iterations. It is seen that this expected angle converges to a positive number when the ratio ρ is non-zero. In Figure 2 , we have plotted the E∠(β, β) against the ratio ρ = p n , varying between 0.01 and 4 with an increment of 0.01. The sample size n is 200 and the slice number H is 10. It is seen that the expected angle decreases to zero as ρ approaches zero, and increases monotonically when ρ increases.
Results in this section have shown that there is a phase transition phenomenon of the SIR procedure. That is, the estimate of the dimension reduction space is consistent if and only if the ratio ρ = lim p n = 0. This provides a theoretical justification of imposing additional structure assumption such as sparsity in high dimension.
4. SIR in ultra-high dimension. As we have shown in Section 3, the SIR estimator fails to be consistent if ρ = lim p n = 0. Hence, when p ≫ n, some structural assumptions are necessary for getting a consistent estimate of the central space. In this paper, we assume that both the loadings of all the directions β j 's and the covariance matrix Σ x are sparse. Other structural assumptions will be studied in our future work. For β i 's, we impose the following prevalent sparsity condition. The relationship of E∠(β, β) and the ratio p/n where β is estimated by SIR.
and |S| is the number of elements in the set S.
For Σ x , the following class of covariance matrices has been introduced in Bickel and Levina [2008] (see also Cai et al. [2010] ).
In this paper, to simplify the notations and arguments, we choose a slightly stronger condition.
• (A6) Σ x ∈ U (ǫ 0 , α, C) and max 1≤i≤p r i is bounded where r i is the number of non-zero elements in the i-th row of Σ x .
Since we have (3):
In particular, with the above sparsity assumptions (A5) and (A6) , we have |T | ≤ s max 1≤i≤p r i = O(s). 2 Note that our goal here is to recover the column space col(V ) rather than S. Indeed, we are not able to consistently recover S unless for the trivial case. The key for recovering cov(V ) is to consistently recovering the set T .
At the population level, var(E(x(k))|y) can separate T from T c . When there are only finite samples, we use
as an estimate of var(E(x(k))|y). These are the diagonal elements of the matrix Λ H . Note that these quantities depend on the sliced sample means, which are neither independent nor identically distributed. Thus, the usual concentration inequalities for χ 2 are no longer applicable. We need extra efforts to get the concentration inequalities; this concentration result is one of the main technical contributions of this article, and can be further generalized.
Remark 4. The link function f ( ) is not involved explicitly in the definition of var H (x(k)), and only the order statistics of the response is required. This nonparametric characteristic of the method is of particular interest to us and will be further investigated in a future research. Screening statistics inspired by the sliced inverse regression idea have been proposed in various formats, such as those in Jiang and Liu [2014] , and Cui et al. [2015] .
With the quantities var H (E[x(k)|y]), we define the inclusion set I p (t) and the exclusion set E p (t) below, which depend on a thresholding value t:
Note that I p (t) can be viewed as an estimate of T and is thus also denoted by T . After reducing the dimension to a level such as p/n is sufficiently small, the SIR estimator
x is a consistent estimate of Σ x . Estimating the covariance matrix and precision matrix in high dimension is a challenging problem by itself and is not a main focus of this article. We employ the methods of Bickel and Levina [2008] to solve it. In summary, we propose the following Diagonal Thresholding screening SIR (DT-SIR) algorithm:
be the SIR estimator of the conditional covariance matrix for the data (y, x −, T ) according to equation (2); 4. Let V T be the matrix formed by the top d eigenvectors of Λ T , T ;
the estimate of col(V )
A practical way to choose an appropriate t in step 2 will be presented in Section 5 . To ensure theoretical properties, we need an assumption on the signal strength:
Theorem 4. Under conditions (A1) -(A6) and (S1), and let t = as −ω for some constant a > 0 such that t < 1 2 var(m(y, k), ∀k ∈ T , we have i) T c ⊂ E p holds with probability at least
ii) T ⊂ I p holds with probability at least
This theorem has a simple implication. If
Thus , we know T = I p with probability converging to one. Next, we have results for the consistency of DT-SIR.
Theorem 5. Under the same assumptions and choosing the same t as Theorem 4, if n s ω ≻ log(p) + log(s), we have
with probability converging to one, where T = I(t) and H = log( n s ω log(p) ).
Theorem 6. Let Σ x be the estimator of co-variance matrix from Bickel and Levina [2008] . Under the same assumptions of Theorem 5, we have
with probability converging to one.
5. Simulation Studies. We consider the following settings in generating the design matrix x and the response y. In Settings I-III, each row of x is independently sampled from N (0, I).
• Setting I.
In Settings IV to VI, each row of x is independently sampled from N (0, Σ).
• Setting IV.
• Setting VI. Assume the same setting as in Setting V except that
• Setting VII. Assume the same setting as in Setting V except that Σ = (σ ij ) is given as σ ij = ρ |i−j| .
DT-SIR first screens all the predictors according to the statistic var H,c (x(k)), which requires a tuning parameter t. We chose t by using an auxiliary variable method based on an idea first proposed by Luo et al. [2006] and extended by Wu et al. [2007] and Zhu et al. [2011] . In our setting, for a given sample (y i , x i ), we generate z i ∼ N (0, I p ′ ) where p ′ is sufficiently large and chosen as p in our simulation studies. It is known that y and z are independent. The threshold t can be chosen aŝ
In DT-SIR, when n > 1000, H is chosen as 20; when n ≤ 1000, H is chosen as 10 in the screening step and 20 in the SIR step.
We also consider the following alternative methods in the screening step: Sure Independent Ranking and Screening (SIRS) in Zhu et al. [2011] , SIR for variable selection via Inverse modeling (SIRI) in Jiang and Liu [2014] , and trace pursuit in Yu et al. [2016] . As a comparison, we also considered two screening methods that are not based on the sliced regression: Distance correlation in Székely et al. [2007] and SURE independence Fan and Lv [2008] . For SIRS, the threshold is chosen according to the auxiliary statistic (2.9) of Zhu et al. [2011] . For SIRI, the predictors are chosen according to 10-fold cross validation. The threshold valuesc SIR and c SIR are chosen as the 10-th and 5-th quantile of a weighted χ 2 distribution given in Theorem 3.1 of Yu et al. [2016] . In both SURE and DC screening, the top ⌊γn⌋ where γ = 0.01 are kept for subsequent analyses.
After the screening step, similar to DT-SIR, we then applied the SIR algorithm (steps 3-5 of DT-SIR) to estimate col(V ). These alternative methods are denoted as SIRS-SIR, SIRI-SIR, SURE-SIR, DC-SIR, and TP-SIR, respectively, in the following discussions. Another method that we compared with is the sparse SIR, abbreviated as SpSIR, proposed in Li [2007] . After obtaining an estimator col( V ), we calculate D(P col( V ) , P col(V ) ) as a measure of the estimation error. We replicate this step 100 times, and calculate the average distance for the estimation result from each method and report these numbers in Table 1 -3. For each setting, the average distance of the optimal method is highlighted using bold fonts. We further run a two-sample T-test to test if the actual estimation error of each method is significantly different from that of the best method for that example at 1% level of significance.
Under all settings, the average distance obtained by DT-SIR was much smaller than that obtained by SpSIR and SURE-SIR. The p-values for comparing DT-SIR and SpSIR/SURE-SIR are all significant at the 0.01 level. When p ≥ n, the sparse SIR completely failed because the average distance of the estimated space to the true space is √ 2d, indicating that the space estimated by sparse SIR is orthogonal to the true space spanned by β.
Under settings II-IV, DT-SIR performed either the best or not significantly worse than the best method. For all other cases, DT-SIR performed the best except for a few cases: Setting I when n = 500, p = 1000, setting V when n = 500, p = 6000, setting VI when n = 500, p = 6000, and setting VII when n = 1000, p = 1000.
When p = 6000, n = 500, both DT-SIR and SIRI-SIR were the winners. Under Setting III, DT-SIR performed better than SIRI-SIR; under settings V and VI, SIRI-SIR performed better than DT-SIR; under other settings, these two methods were comparable.
To graphically show the performance of various methods, we consider setting IV with d = 1. Consider two cases when (n, p) = (2000, 1000) and (n, p) = (500, 100). We calculated the estimated directionsβ using various methods and computed the angle between <β > and < β >. We replicate this step 100 times to calculate the average angles for each method. The results are displayed in Figure 3 , which shows clearly that DT-SIR performed better than its competitors.
Additionally, DT-SIR is computationally efficient. To show this, we report the computing time for one replication under Setting II for various pairs of (n, p) in Table 4 . All computations were done on a computer with Intel Xeon(R) E5-1620 CPU@3.70GHz and 16GB memory. It is clearly seen that DT-SIR performed as fast as SURE-SIR, and both were much faster than other competitors. Consider the case when p = 3000, n = 2000. The computation time of DT-SIR was only 30 seconds; while that for DC-SIR was 21 minutes and 38 seconds, and the that for TP-SIR was 6 minutes and 17 seconds.
6. Conclusion. When the dimension p diverges to infinity, classical statistical procedures often fail unless additional structures such as sparsity conditions are imposed. Understanding boundary conditions of a statistical procedure provides us theoretical justification and practical guidance for our modeling efforts. In this article, we provide a new framework to show that ρ = lim p n is the phase transition parameter for the SIR procedure. Under certain conditions, it is shown that the SIR estimator is consistent if and 
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n p=1000 500 1" 1'12" 7" 11" 1" 24" 29" 1000 2" 2'2" 20" 11" 1" 1'52" 1'2" 2000 3" 3'27" 1'14" 13" 2" 7'38" 2'18" 3000 4" 4'59" 2'45" 15" 3" 6'51" 3'7" p n=2000 500 1" 2'48" 35" 2" 1" 3'46" 1'7" 1000 3" 3'27" 1'14" 13" 2" 7'38" 2'18" 2000 12" 4'55" 2'35" 1'39" 12" 14'24" 3'22" 3000 30" 6'0" 4'10" 5'19" 30" 21'38" 6'17" only if ρ = 0. When ρ > 0, where the original SIR fails to be consistent, we propose a two-stage method, DT-SIR for variable screening and selection in ultra-high dimension situations and show that the method is consistent. We have used simulated examples to demonstrate the advantages of DT-SIR compared to its competitors. This method is computationally fast and can be easily implemented for large data sets.
Appendices
In the following two sections we offer some details about our theoretical derivations, but some more tedious intermediate steps (organized as Lemmas 6-21) are deferred to the Supplemental Document to this article, which is available on line.
A. The Key Lemma. The following lemma plays an important role in developing the high dimensional theory for sliced inverse regression. The proof of this key lemma is lengthy and technical. It will be helpful to keep in mind that H and ν (if they are not constants) grow at very slow rate compared with c and n (e.g., polynomial of log(n)). Let m(y) = E[x|y], and x = m(y) + ǫ. Notations m h,j , m h,· , m, and ǫ h,j , ǫ h,· , ǫ are similarly defined as x h,j , x h,· and x that were introduced before.
Lemma 1. Let x ∈ R p be a sub-Gaussian random variable which is upper exponentially bounded by K (see Definition 4). For any unit vector β ∈ R p , let x(β) = x, β and m(β) = m, β = E[x(β) | y], we have the following: i) If var(m(β)) = 0 , there exists positive constants C 1 , C 2 and C 3 such that for any b = O(1) and sufficiently large H, we have
ii) If var(m(β)) = 0 , there exists positive constants C 1 , C 2 and C 3 such that, for any ν > 1, we have
with probability at most
where we choose H such that H ϑ > C 4 ν for some sufficiently large constant C 4 .
A.1. Proof of Lemma 1 i) If m(β) = 0 (or equivalently var(m(β)) = 0), sinceǭ
Lemma 17 (iii) in Supplement implies that
for some positive constant C. Since E[x(β)|y] = 0,we have E[x(β)|y ∈ S h ] = 0. From Lemma 9, we know that for 1 ≤ h ≤ H − 1, ǫ h,i (β) can be treated as c − 1 i.i.d. samples from ǫ(β)| y∈S h . According to Lemma 17 (iv),
Similarly, we have
Thus, if b = O(1) and H is sufficiently large, we have
for some positive constants C 1 , C 2 and C 3 . Since ǫ i (β) are i.i.d. samples from a sub-Gaussian distribution ǫ(β) with mean 0 and upper-exponentially bounded by 2K. Lemma 19 implies that if b = O(1) and H is sufficiently large, we have
for some positive constants C 1 , C 2 and C 3 if H is sufficiently large. We used in above the fact that E[ǫ(β) 2 ] ≤ 4K 2 . To summarize, if b = O(1) and H is sufficiently large, we have
for some positive absolute constants C 1 , C 2 and C 3 .
A.2. Proof of Lemma 1 ii) Since x is sub-Gaussian and β is unit vector, we know that var(m(β)) = O(1). If m(β) = 0 (or equivalently var(m (β)) = 0), we have
where (A.2)
Lemma 1 ii) is a direct corollary of the following properties of A i 's.
Lemma 2. Let the A i 's be defined as in equation (A.2). There exist positive constants C 1 , C 2 and C 3 , such that for any ν > 1 and H satisfying H ϑ = N 1 ν for sufficiently large N 1 , we have that each of the following events
occurs with probability at least
A.2.1. Proof of Lemma 2.
A.2.1.1. Proof of i) : Recall definitions of the random intervals S h , h = 1, 2, · · · , H and random variable δ h = δ h (ω) = y∈S h (ω) f (y)dy. We have
Hn 0 +1 where n 0 = N 2 ν for some sufficiently large constant N 2 and let event E(ǫ) be defined as in Lemma 11 in Section E, i.e., E(ǫ) = ω |δ h − 1 H | > ǫ, ∀h . For any ω ∈ E(ǫ) c , we have
where inequality (A.4) follows from the fact that δ h (ω) ≤ 1 H + ǫ, inequality (A.5) follows from the sliced stable condition (4) and inequality (A.6) follows from the requirement that H ϑ > N 1 ν, and the fact
where inequality (A.7) follows from the fact δ h ≥ 1 H − ǫ. From (A.5), we observe that
Combining with (A.7), we then have
So when E(ǫ) c occurs, we have
Note that N 1 and N 2 can be chosen sufficiently large so that
Since var(m(β)) = O(1), H ϑ > N 1 ν and ǫ = 1 HN 2 ν+1 , the desired probability bound follows from Lemma 11, i.e., P(E(ǫ)) ≤C 1 exp − Hc + 1 32(Hn 0 + 1) 2 + log(H
2
√
Hc + 1)
for some positive constants C 1 , C 2 and C 3 .
Remark 5. From (A.10), conditioning on E(ǫ) c , we obtain the following two inequalities
A.2.1.2. Proof of ii) : Denote
Before we start proving this part, we need to introduce two events and bound their probabilities. First, let
where
. According to Lemma 17 (i), (iv) and Bonferroni's inequality, we have
for some positive constants C 1 , C 2 and C 3 . Second, let
for some positive constant C 1 , C 2 and C 3 . It is easily to see E(N 4 , ν) ⊂ E(N 4 , ν 2 ).
For I. Conditioning on the event E(ǫ) c ∩E 1 (N 3 , ν) c , combining with (A.12), we have
if N 3 is sufficiently large .
Remark 6. From above, conditioning on the event
if N 4 is sufficiently large.
For VI. When the event E(ǫ) c ∩ E 1 (N 3 , ν) c ∩ E 2 (N 4 , ν) c occurs, from (A.10), we know
var(m(β)).
To summarize, we know that there exist positive constant C 1 , C 2 , C 3 and C 4 such that
holds on the event E(ǫ) c ∩ E 1 (N 3 , ν) c ∩ E 2 (N 4 , ν 2 ) c which is with probability at least
for some positive constants C 1 ,C 2 and C 3 .
A.2.1.3. Proof of iii) : Similar to the proof of Lemma 1 (i) we have
for some positive constants C 1 , C 2 and C 3 . In particular , if we take b = 1 16ν var(m(β)), we know that
var(m(β)) with probability at least
for some positive constant C 1 , C 2 and C 3 .
A.2.1.4. Proof of iv) : Let
According to (i) and (ii), the right hand side of (A.17) is bounded by
B. Proofs of theorems in section 3.
B.1. Proof of Theorem 1. Let S be the central subspace of dimension d ≪ p, i.e., y ⊥ ⊥ x|P S x and dim(S) = d. We have the decomposition (B.1)
Note that m lies in the central curve, v lies in the central space and w lies in the space perpendicular to S. We introduce
similar to the definition of x h,j , x h,· and x. Consequently, we can define Λ z and have the following decomposition
We need to bound Λ z − Λ p 2 and WW τ 2 .
Lemma 3.
Proof. From Lemma 1, for any unit vector β ⊥ col(Λ), i.e. var(m(β)) = 0, we have
for some positive constants C 1 and C 2 . Then the ε-net argument (see e.g., Vershynin [2010] 
As a direct corollary, we have Λ z ≤ O P (1).
Proof. From Lemma 1, we have
Note that we only need to verify it for β ∈ col(Λ p ), which is a d-dimensional space. Then the ε-net argument implies that
Theorem 1 follows from Lemma 4 and Lemma 3. In fact,
B.2. Proof of Theorem 2. Theorem 2 is a direct corollary of Theorem 1 and Lemma 13. In fact, we have:
B.3. Proof of Theorem 3.
(i) The proof for part (i) is similar to the proof of Theorem 1 and the standard Gaussian assumption on x simplifies the argument and improves the results. Since w = P S ⊥ x is normal and independent of y, there exists a normal random variable ǫ ∼ N (0, I) such that w = Σ 1/2 ǫ where Σ = cov(w). Using the decomposition (B.3), we may write
where E p,H is a p × H matrix with i.i.d. standard normal entries. Corollary 4 implies that
Lemma 4 implies
By the Cauchy inequality, we have
Thus,
In particular, if H, n → ∞ and ρ = lim p n ∈ (0, ∞), we know that Λ H −Λ p 2 is dominated by ρ ∨ √ ρ as a function of ρ.
(ii) The proof for part (ii) is similar to the proof of Theorem 2 in Johnstone and Lu [2009] but is technically more challenging. Let D = ZZ τ + WW τ and B = ZW τ + WZ τ , then
Since we are working on single index model with x is standard normal, z = P β x = βz(y) for some scalar function z(y) and w = P β ⊥ x are independent normal random variables. Let Σ = var(w), then we can write
where E is a p × H matrix with i.i.d. standard normal entries.
Let 0 < α < arctan( 1 16 ) and
be the set of unit vectors making angle at most α where ∠(x, y) is the angle between the vectors x and y. In order to proceed, we need the following lemma.
Lemma 5. Let β and β − be the principal eigenvector of S + D + B and S − D − B, respectively. There exists a positive constant ω(α) such that for any β ∈ N α , i.e., ∠ β, β ≤ α, we have
with probability converging to one as n → ∞.
Proof. The proof is presented in Lin et al. [2015] .
Note that S + and S − have the same distribution (viewed as functions of random terms E and θ):
C. Proof of Lemma 5. We need the following lemmas.
Eθ defined as in (B.8), then there exist positive constants C 1 and C 2 such that
Lemma 7. Assuming conditions in Theorem 3, let B and N α be defined as in (B.8) and(B.9) respectively where 0 < α < arctan( 1 16 ) . i) There exists positive constant C 1 such that for any x ∈ N α , we have Bx ≥ C 1 with probability converging to one as n → ∞; ii) For any x ∈ N α , we have cos ∠(x, Bx) ≤ 4α with probability converging to one as n → ∞.
The following lemma is borrowed from Johnstone and Lu [2004] .
Lemma 8. Let ξ be a principal eigenvector of a non-zero symmetric matrix M. For any η = 0,
The proof of Lemma 5 is made plausible by reference to the Figure C1 .
we only need to prove that there exists a positive small constant ω(α) ( < π 2 ) such that sin (ω 1 ) , sin (ω 2 ) ≥ sin (ω(α)) . In fact, if such ω(α) exists, we may choose M = S − , ξ = β − in Lemma 8 and get
For ω 3 . From Lemma 7 ii), cos ∠( β, B β) ≤ 4α, we know that there exists positive constants δ(α)(< π 2 ) such that sin ω 3 ≥ sin (δ(α)) . For ω 1 . Applying the law of sines to the triangle △(O, O 1 , O 2 ) , we have
Note that from Lemma 7 i), there exists a constant C 1 > 0 such that B β > C 1 and
is bounded by an absolute constant C given lim n→∞ p n = ρ = 0 and sliced stable condition. Then (C.3) implies
is an small angle such that the last inequality holds. In particular, we have ω 1 ≥ ω ′ . Hence
C.1. Proof of Lemma 6 Proof : In fact, let T be an orthogonal matrix such that T β = (1, 0 · · · , 0) τ and M = T ββ τ T τ , then = means equal in distribution. Note that E τ E is full rank H × H matrix, combining with Lemma 14 , we know that
for some positive constants C 1 and C 2 with probability at least 1−2 exp(−p/8).
Note that lim p n = ρ > 0 as n → ∞ and n = Hc, we know there exists positive constants C 1 and C 2 such that
with probability at least 1 − 2 exp(−p/8).
On the other hand, the sliced stable condition implies that lim 1 H θ 2 exists ( = 0), so u 2 is bounded away from 0 and ∞ with probability 1 as n → ∞.
C.2. Proof of Lemma 7 Proof
Since Bx = cos(δ)u + (u τ η) sin(δ)β, we have:
for some positive constant C 1 .
For ii), since
we have that uniformly over N δ ,
which in turn implies: 
i.e., we have (11) and (12) 
for some positive constants C i , i = 1, 2, 3. When T = T , we have | T | = O(s). For the n samples (Y i , X T i ), apply Theorem 1, we have
In particular, with probability converging to one, we have
D.3. Proof of Theorem 6. The proof is almost identical to the proof of Theorem 2, except that we additionally need to use Theorem 1 in Bickel and Levina [2008] .
E. Appendix C
E.1. Assisting Lemmas
Definition 2. A set of random variables x 1 , ..., x n can be treated as i.i.d random samples from a random variable x, if for any n variates symmetric function f (w 1 , ..., w n ) , f (x 1 , ..., x n ) is identically distributed as f (z 1 , ..., z n ) where z 1 , ..., z n are i.i.d random samples from x.
Lemma 9. Let (x i , y i ) be n i.i.d random samples from a joint distribution (x, y). Sort these samples according to the order statistics of y i 's and denote the sorted samples by (x (1) , y (1) ), (x (2) , y (2) ), ..., (x (n) , y (n) ). Then for any a,
Proof. In fact, we only need to prove that y (a+1) , · · · , y (b) can be treated
. The latter only needs to be proved for uniform distribution which can be verified directly.
Corollary 1. In the slicing inverse regression contexts, recall that S h denotes the h-th interval (y h−1,c , y h,c ] for 2 ≤ h ≤ H −1 and S 1 = (−∞, y 1,c ], S H = (y H−1,c , ∞). We have that x h,i , i = 1, · · · , c − 1 can be treated as c − 1 random samples of x (y ∈ S h ) for h = 1, ..., H − 1 and x H,1 , ..., x H can be treated as c random samples of x (y ∈ S H ).
Lemma 10. Suppose that (x, y) are defined over σ-finite space X × Y and g is a non-negative function such that E[g(x)] exists. For any fixed positive constants C 1 < 1 < C 2 , there exists a constant C which only depends on C 1 , C 2 such that for any partition R = H h=1 S h where S h are intervals satisfying
Proof. According to Fubini's Theorem, for any h,
Due to the condition (E.1), there exists a positive constant C such that
Corollary 2. Let x be a multivariate random variable with covariance matrix Σ. For any partition satisfying (E.1), there exists a constant C such that
, for any unit vector β,
Corollary 3. Let x be a sub-Gaussian random variable which is upperexponentially bounded by K. Then for any partition satisfying (E.1), there exists a constant C such that
Recall the definition of the random intervals S h , h = 1, 2, · · · , H and random variable δ h = δ h (ω) = y∈S h (ω) f (y)dy.
Lemma 11. Define the event E(ǫ) = ω |δ h − 1 H | > ǫ, ∀h . There exists a positive constant C such that, for any ǫ > 4 Hc−1 we have
for sufficient large H and c.
Proof. The proof is deferred to the end of this paper.
E.2. Some Results from Random Matrices Theory. We collect some direct corollaries of the non-asymptotic random matrices theory (e.g., Rudelson and Vershynin [2013] ).
Lemma 12. Let M be any p × n matrix (n > p) whose columns M i are independent sub-Gaussian random vectors in R p with second moment I p and λ + sing,min (M ), λ sing,max (M ) be the minimal non-zero and maximal singular value of M . Then for every t, with probability at least 1 − 2 exp(−C ′ t 2 ), we have :
Lemma 13. Let x 1 , · · · , x n be n i.i.d. samples from a p-dimensional sub-Gaussian random variable with covariance matrix Σ and ρ = p n . If there exists positive constants C 1 and C 2 such that
It is also easy to see that, given the boundedness condition on Σ X , Σ −1 
Proof. i) follows from the linear property of expectation and the the convexity of exponential function. i.e.,
ii) From Definition 3, we know that |E[δ i ]| ≤ K which gives us the desired upper-exponential bound of
iii) is trivial as δ 1 , · · · , δ c are independent and with mean zero. iv) Since δ 1 is sub-Gaussian upper-exponentially bounded by K, we have:
Recall the well known Bernstein inequality.
Lemma 16. ( Bernstein Inequality ). If there exists positive constants V and b such that for any integers m ≥ 2,
.
By chooing V = K 2 e and b = K, we get the desired concentration inequality.
Lemma 17. Suppose that (x, y) are defined over σ-finite space X × Y and x is sub-Gaussian with mean 0 and upper exponentially bounded by K, let m(y) = E[x|y], ǫ(y) = x − m(y), then we have i) m(y) and ǫ(y) are sub-Gaussian and upper-exponentially bounded by K and 2K respectively.
ii) Let Z consists of points y such that x| y is not sub-Gaussian, i.e.,
iii) For any fixed positive constants C 1 < 1 < C 2 and any partition R = H h=1 S h where S h are intervals satisfying
there exists a constant C such that
As a direct corollary, we know that there exists a positive constant C such that
and
Proof. i) By Jensen's inequality, we have
i.e., m(y) is sub-Gaussian and upper-exponentially bounded by K 1 . Since x , m(y) is sub-Gaussian and upper-exponentially bounded by K 1 , we know that ǫ = x − m(y) is sub-Gaussian and upper-exponentially bounded by 2K 1 .
ii) Let p(x, y) be the joint density function of (x, y) and p(x), p(y) be the marginal distribution of x, y. Since x is sub-Gaussian, we know there exists t 0 > 0 such that Recall that we have Z {y|∃t ∈ (0, t 0 ] such that X exp(tx 2 )p(x|y)p(y)dx = ∞}, from equation (E.4), we know P(y ∈ Z)=0. In particular, we know that for any y ∈ Z, x| y is sub-Gaussian. However, the norm (e.g., sub-exponential norm)of x| y might be varying along with y and , as a function of y , it might be not bounded.
iii) From Lemma 10, we know that there exists a positive constant C such that X exp(tx 2 )p(x|y ∈ S h )dx ≤ CHe.
For simplicity if notation, we will denote x| y∈S h by z through out this lemma. So for 0 ≤ t ≤ t 0 = 1 K , we have P (z > a) ≤ E[exp tz) 2 ] exp(t 2 a 2 ) ≤ CHe exp −t 2 a 2 .
From the above tail bounds, we have that for any integer m > 0
We then have
From which we know if 0 ≤ t < By the Bernstein inequality (E.3), we have:
Lemma 18. Let z i , i = 1, · · · , n be i.i.d. samples of a sub-Gaussian distribution exponentially upper bounded by K, then there exist positive constants C 1 , C 2 such that, if √ nǫ → ∞, we have
Proof. Recall the following Hanson-Wright inequality in Rudelson and Vershynin [2013] Lemma 19. Let v = (x(1), · · · , x(n)) be a sub-Gaussian random vector with independent components x(β) such that E[x(β)] = 0 and x(β) ψ 2 ≤ K. Let A be an n × n matrix. Then there exists a positive constant C such that for any t > 0,
Here the ψ 2 norm of a random variable z is defined as z ψ 2 sup p p −1/2 (E|z| p ) 1/p and the HS norm of a matrix A is defined as A HS = ( i,j |a i,j | 2 ) 1/2 . The following follows from the usual deviation argument:
Combining with the estimate (E.5), we know there exists positive constants C 1 and C 2 such that
for sufficiently large n since √ nǫ → ∞.
E.4. Proof of Lemma 11. We only need to prove this lemma for n i.i.d. sample y i 's from a uniform distribution over [0, 1] . We slightly change the notation of order statistics y (i) to y (i,n) so that we can keep track of the sample size. Since y is uniform distribution on [0, 1], it is well known that y (i,n) ∼ Beta(i, n − i + 1) with expectation ii) There exists a positive constant C, such that for any ǫ > The last inequality follows from 
