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iAbstract
There are three branches to this thesis: chromospheric resonator, forward modelling,
and magnetic reconnection at different atmospheric heights.
The first branch investigates the behaviour of resonant waves in the chromosphere above
sunspot umbrae. The steep temperature gradients at the solar photosphere and tran-
sition region allow waves to be partially transmitted and partially reflected creating
the boundaries of a resonating cavity. These resonant waves can be used to explain the
existence of three-minute oscillations frequently observed above sunspot umbrae. 1D nu-
merical simulations have been performed of wave propagation along a magnetic field line
perpendicular to the umbra to analyse the behaviour of this resonating cavity driven by
continuous random noise. It was found that the gradient of the velocity spectra present
in the corona is directly correlated with the size of the chromospheric cavity. This
provides a potentially useful diagnostic for indirectly measuring chromospheric cavity
size.
The second branch uses line-of-sight integration to compare simulation data with ob-
servations. LOS integration has been performed on two cases: 1D resonances above
sunspot umbrae, and a 3D simulation of a coronal kink instability. The LOS integra-
tion of resonant waves is an extension to the first branch of this thesis. The intensity
was calculated using several coronal lines. It was found that the broadband of excited
frequencies is correlated with chromospheric cavity size, providing a potentially useful
diagnostic for chromospheric cavity size. For the kink-unstable loop, several Hinode/EIS
lines were used to investigate the observational intensity and Doppler velocities. It was
found that the intensity maps overestimate the loop width due to temporal and spatial
degradation. Synthetic intensity maps were also generated using spectral lines from the
DKIST/DL-NIRSP instrument.
The final branch consists of a numerical investigation into the onset of 2D magnetic
reconnection in the solar photosphere, chromosphere and corona. The initial state is
an equilibrium Harris current sheet. A reconnection event is triggered by applying a
velocity driver perpendicular to the magnetic field. This external velocity driver allows
us to study the early behaviour of reconnection in a naturalistic manner. The heating
manifests differently across the different atmospheric layers. The photospheric heating
is guided by the slow-mode shocks. The chromospheric heating is confined to the recon-
nection region. The ambipolar diffusion in the chromospheric case alters the distribution
of the current on the inflow region in line with theoretical models.
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Chapter 1
Introduction
Due to the Sun’s proximity to Earth, there is a great deal of research and measurements
which highlight that, despite being a fairly typical star, the Sun is a highly complex
system supporting a wealth of interesting phenomena, for example: sunspots, flares,
coronal mass ejections. This makes solar physics a highly interesting field of study.
In this thesis, numerical simulations using magnetohydrodynamics are used to elucidate
various solar phenomena, namely oscillations above sunspot umbrae, and the onset of
magnetic reconnection. Synthetic observables are also generated to investigate the oscil-
lations above a sunspot umbra, and the observational signatures of a kink-unstable flux
rope. This chapter presents a few specifics about the Sun which will provide context to
the work presented in later chapters.
1.1 Structure of the Solar Atmosphere
Due to the complexity of the Sun, it is often separated into different layers based on
key properties and phenomena. A simple schematic of this is shown in Figure 1.1. In
this thesis, the key layers of interest are the solar photosphere, chromosphere, transition
region and corona.
1.1.1 Photosphere
The visible surface of the Sun is a very thin layer of plasma known as the photosphere,
from the Greek meaning ’Sphere of Light’. It is relatively cool at approximately 6000
K, has a high density, approximately 1023 m−3, and is the visible ’surface’ of the Sun.
In the photosphere, the gas pressure generally exceeds the magnetic pressure and fluid
1
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Figure 1.1: Solar structure, NASA [2007].
effects become more important than magnetic effects. The photosphere is subject to
convective motions, namely granulation and supergranulation. The photosphere is home
to various phenomena, for example sunspots and Ellerman bombs [Ellerman, 1917]. In
the photosphere, absorption plays a significant role in the plasma intensity.
1.1.2 Chromosphere
The layer above the photosphere is called the chromosphere. In the chromosphere, the
temperature is at a minimum (T ≈ 3600 K), before rapidly rising at the transition region
(T ≈ 104) and the corona (T ≈ 106 K). The density is also considerably lower than that
of the photosphere due to the pressure balance and gravitational effects. The region’s
name, literally ’Sphere of Colour’, originates from its observed reddish hue emitted by
this region due to the presence of hydrogen at the given temperature, Hα emissions. This
colour is visible when observed using a Hα filter or in prominences during a total eclipse.
The chromosphere also emits a violet colour due to the ionized calcium atoms, Ca II. This
colour has been observed in a number of other stars, providing insight into the active
cycles and chromospheres of distant stars. The chromosphere is also a site of activity,
with changes in solar flares, prominence and filament eruptions, and the flow of post
flare loop material. Also, due to the low temperature of the chromosphere, the plasma is
not fully ionized. As such, the underlying physics is altered by the presence of neutrals
and an effective anisotropic resistivity is added. For these reasons, the chromosphere is
a very interesting area of research.
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There are a lot of interesting dynamics in the solar chromosphere. The plasma-β, the
ratio of gas pressure to magnetic pressure, varies greatly in this region meaning that
both fluid and magnetic effects are important. Magnetic reconnection events in this
region include penumbral microjets [Katsukawa et al., 2007] and calcium (Ca II) jets
[Shibata et al., 2007].
The steep temperature gradients at the photosphere and transition region allow waves to
resonate in the chromospheric cavity above sunspot umbrae, with energy being partially
transmitted and partially reflected at the photosphere and transition region. These
resonances produce the three-minute oscillations that are frequently observed in the
solar corona.
1.1.3 Transition region and corona
The transition region bridges the chromosphere and coronal regions of the Sun. In the
transition region, the temperature rises rapidly, from a few thousand Kelvin to a few
million Kelvin, over a distance of less then 100 km [Priest, 2014, p.p. 7].
The corona extends from the transition region, into the solar wind which fills the helio-
sphere. The solar corona is a low-density plasma at several million Kelvin. The magnetic
effects dominate for small solar radii. At large solar radii, the magnetic field strength
decreases and plasma effects dominate [e.g. Gary, 2001, Figure 3]. Key magnetic re-
connection phenomena in the corona include x-ray jets [Shibata et al., 1992] and flares
[Moore et al., 2001].
1.2 Magnetohydrodynamic Equations
The Sun can be approximated using the magnetohydrodynamics (MHD) equations.
These equations arise from combining the Navier-Stokes equations for fluid dynamics,
with Maxwell’s equations for electromagnetism.
The MHD equations can include various different terms depending on the phenomena
being investigated, for example resistive MHD includes a resistive term η. The equations
used in this thesis vary across the major chapters as we investigate different effects. The
MHD equations for a partially-ionised, non-linear, compressible plasma are given below.
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∂ρ
∂t
= −∇ · (ρv), (1.1)
∂v
∂t
+ v · ∇v = 1
ρ
J×B− 1
ρ
∇P + g, (1.2)
∂B
∂t
= −∇×E, (1.3)
∂ǫ
∂t
+ v · ∇ǫ = −P
ρ
∇ · v+ η
ρ
J2 +
η⊥
ρ
J2⊥, (1.4)
E+ v×B = ηJ+ η⊥J⊥, (1.5)
∇×B = µ0J, (1.6)
P =
ρkBT
µm
, (1.7)
ǫ =
P
ρ(γ − 1) + (1− ξn)
χi
m¯
, (1.8)
µm =
m¯
2− ξn , (1.9)
where ρ, P , T , and v are the plasma density, pressure, temperature, and velocity,
respectively. Here, J is current density, B is magnetic field, E is electric field, and g is
gravity. The internal energy ǫ is given by Equation (1.8). Here, µm = 1.4mp where mp
is the mass of a proton, kB is the Boltzmann constant, µ0 is the permeability of free
space, and γ = 5/3 is the ratio of specific heats. The Spitzer resistivity is η and the
perpendicular resistivity is η⊥. Ionisation potential for hydrogen is given by χi and the
neutral fraction is ξn.
Equation (1.1) is the continuity of mass which states that mass cannot be created of
destroyed. Mass can, however, enter or leave the system through inflows or outflows.
The momentum Equation (1.2) equates the acceleration of the plasma with the forces
acting on the plasma, namely the Lorentz force J ×B, the pressure gradient ∇P , and
gravitational force g. Additional terms can be included to account for additional forces.
The induction Equation (1.3) equates the rate of change of the magnetic field with the
curl of the electric field. Through Ohm’s law (Equation (1.5)), the induction equation
relates the magnetic field and velocity.
The rate of change of internal energy of the plasma is governed by Equation (1.4). This
accounts for changes in the internal energy of the plasma through Ohmic heating (ηJ2)
and kinetic motion (P∇ · v).
Ohm’s law, Equation (1.5), relates the total electric field exerted by the plasma to the
magnetic diffusion in the plasma.
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Ampe´re’s law, Equation (1.6), states that the magnetic field produces a current density
that is perpendicular to the magnetic field lines.
In this thesis, the equation of state is given by the ideal gas law, Equation (1.7), which
states that the pressure exerted by the plasma can be calculated from the density and
temperature of the plasma.
Equation (1.8) give the internal energy of the plasma. This is calculated using the
density and pressure of the plasma. There is also a term to account for the increased
internal energy of ionised particles compared to neutrals. Note that since the internal
energy appears as a derivative in other equations, only gradients in the internal energy
are important.
The reduced mass µm, i.e. the average mass of all particles in the plasma, is given by
Equation (1.9).
The species mass m¯ is defined by considering the abundances of elements at the height of
interest, for example in the corona, there is approximately 6% helium and 94% hydrogen
with very low abundances of heavier particles [e.g. Schmelz et al., 2012], so the average
species mass is approximately 1.2. In the chromosphere there are more heavy particles,
resulting in m¯ ≈ 1.4− 1.6.
In the chromospheric resonator section of this thesis (Chapter 2), the above equations
can be simplified by assuming an ideal plasma (η = 0) and neglecting the role of partial-
ionisation (ξn = 0, η⊥ = 0). These reduced equations are given in Chapter 2.
1.3 LareXd
In this thesis, the MHD equations have been numerically implemented using LareXd
[Arber et al., 2001]. LareXd is a Lagrangian remap code using a staggered grid for
solving the MHD equations, written in Fortran 90. The name is derived from the
two main steps in the solver. Firstly, in the Lagrangian stage, the grid is allowed to
move with the fluid. This allows for higher grid resolution in key areas. However,
when a shock is encountered, the grid can fold in on itself causing problems. LareXd
circumvents this problem with the second stage, the remap phase where the variables on
the distorted Lagrangian grid are remapped onto the original grid. This allows LareXd
to accurately capture shocks without a Riemann solver and thus in LareXd fewer grid
cells are necessary and the simulations are less computationally expensive. LareXd uses
a predictor-corrector method scheme and is second order in both space and time.
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LareXd has been widely used in the solar community since its introduction and is cur-
rently in a mature stage of development. Some of the salient features of LareXd are as
follows:
1. Numerically solves the full set of nonlinear MHD equations
2. Enforces the constraint of ∇ ·B = 0 using the constrained transport method on a
staggered grid [Evans and Hawley, 1988]
3. Allows for implementation of different equations of state and physics, e.g. partial
ionisation
The neutral fraction ξn is calculated using the modified Saha equation [Athay and
Thomas, 1961] and is a function of density and temperature, i.e. ξn = ξn(ρ, T ). This
was implemented in LareXd by Leake et al. [2005].
The normalisation in LareXd is performed by specifying a normalisation length scale
L0, magnetic field B0, and density ρ0. Normalisation for other parameters can then be
calculated using these three specified normalisation values, i.e.
v0 =
B0√
µ0ρ0
(1.10)
P0 =
B20
µ0
(1.11)
t0 =
L0
v0
(1.12)
J0 =
B0
µ0L0
(1.13)
E0 = v0B0 (1.14)
T0 =
ǫ0m¯
kB
(1.15)
ǫ0 = v
2
0 (1.16)
η0 = µ0L0v0 (1.17)
In this thesis, a few modifications are made to the boundary conditions, initial conditions
and the output routines to tailor LareXd to the specific problems investigated. The
numerical set-up is discussed in detail in each chapter.
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1.4 Waves in the Solar Atmosphere
There are a multitude of different wave modes that can be supported by MHD plasma.
To derive these modes, consider the continuity, momentum, energy and induction equa-
tions for an ideal plasma:
dρ
dt
+ ρ∇ · v = 0, (1.18)
ρ
dv
dt
= −∇P + J×B− ρgzˆ, (1.19)
d
dt
(
P
ργ
)
= 0, (1.20)
∂B
∂t
= ∇× (v×B), (1.21)
∇ ·B = 0, (1.22)
J = ∇×B/µ0, (1.23)
T =
mP
kBρ
, (1.24)
where ddt is the total derivative.
This is a simplified set of equations, assuming an adiabatic plasma and frozen flux. This
derivation is adapted from Priest [2014].
The wave modes can be derived by applying perturbation analysis. For an equilibrium
state consider a vertically stratified, stationary plasma with uniform magnetic field (B0)
and temperature (T0), where the density and pressure behave according to:
ρ0(z) ∝ e−z/H , (1.25)
P0(z) ∝ e−z/H , (1.26)
and satisfy the equilibrium momentum equation
dP0
dz
= −ρ0g, (1.27)
for a scale height H = P0/ρ0g.
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Now, consider a small perturbation of this equilibrium state of the form:
ρ = ρ0 + ρ1, (1.28)
v = v1, (1.29)
P = P0 + P1, (1.30)
B = B0 +B1, (1.31)
where subscript ‘1’ indicated a small quantity.
By applying these to Equations (1.18)-(1.24) and linearising by neglecting the product
of small perturbation terms, we obtain:
∂ρ1
∂t
+ (v1 · ∇)ρ0 + ρ0(∇ · v1) = 0, (1.32)
ρ0
∂v1
∂t
= −∇P1 + (∇×B1)×B0/µ0 − ρ1gzˆ, (1.33)
∂P1
∂t
+ (v1 · ∇)P0 − c2s
(
∂ρ1
∂t
+ (v1 · ∇)ρ0
)
= 0, (1.34)
∂B1
∂t
× (v1 ×B0), (1.35)
∇ ·B1 = 0, (1.36)
where
c2s =
γP0
ρ0
. (1.37)
From Equations (1.32)-(1.36) it is possible to derive a single equation to investigate the
different wave modes supported by MHD plasma.
First, differentiate Equation (1.33) with respect to time:
ρ0
∂2v1
∂t2
= −∇∂P1
∂t
+
∂
∂t
((∇×B1)×B0/µ0)− ∂ρ1
∂t
gzˆ. (1.38)
In this equation, all non-equilibrium terms are expressed as time derivatives and can
be substituted using the perturbation Equations (1.32), (1.34) and (1.35) after some
rearrangement.
Rearranging the perturbed continuity of mass Equation (1.32) gives
∂ρ1
∂t
= −(v1 · ∇)ρ0 − ρ0(∇ · v1). (1.39)
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This appears in Equation (1.38) as
−∂ρ1
∂t
= (v1 · ∇)ρ0 + ρ0(∇ · v1). (1.40)
Equation (1.40) can be substituted into the energy equation (1.34) to yield
∂P1
∂t
= c2s(−(v1 · ∇)ρ0 − ρ0(∇ · v1) + (v1 · ∇)ρ0)− (v1 · ∇)P0 (1.41)
∂P1
∂t
= −c2s(ρ0(∇ · v1))− (v1 · ∇)P0. (1.42)
But, from the equilibrium momentum equation
dP0
dz
= −ρ0g. (1.43)
Therefore, Equation (1.42) becomes
∂P1
∂t
= −c2sρ0(∇ · v1) + v1zρ0g. (1.44)
This equation appears in Equation (1.38) as:
−∇∂P1
∂t
= csρ0∇(∇ · v1) + ρ0γg(∇ · v1)zˆ− gρ0∇v1z − gv1z∇ρ0. (1.45)
The time derivative of the induction equation appears in Equation (1.38) as
∂
∂t
[(∇×B1)×B0/µ0] =
[(
∇× ∂B1
∂t
)
×B0/µ0
]
= ∇× [∇× (v1 ×B0)]×B0/µ0. (1.46)
Now, substituting Equations (1.40), (1.45) and (1.46) into (1.38) yields a single wave
equation:
∂2v1
∂t2
= c2s∇(∇ · v1)− (γ − 1)gzˆ(∇ · v1)− g∇v1z
+ ∇× [∇× (v1 ×B0)]×B0/µ0ρ0. (1.47)
This is a generalised wave equation (1.47) and plane-wave solutions can be found in
terms of the frequency ω and the wavenumber vector k by assuming a wave form of
v1(r, t) = v1e
i(k·r−ωt). (1.48)
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Equation (1.47) then becomes:
ω2v1 = c
2
sk(k · v1) + i(γ − 1)gzˆ(k · v1) + igkv1z + 〈k× [k× (v1 ×B0)]〉 ×
B0
µ0ρ0
.(1.49)
This equation allows us to consider the different types of waves that can exist.
1.4.1 Acoustic waves
Acoustic waves are compressional waves, e.g. sound waves, which are comprised solely
of density and pressure fluctuations, i.e. g = 0 and B0 = 0. The wave equation (1.49)
therefore reduces to:
ω2v1 = c
2
sk(k · v1), (1.50)
which has the dispersion relation
ω = ±kcs. (1.51)
This states that sound waves propagate uniformly in all directions with a phase speed
and a group velocity of cs.
Note that for a magnetic field solely in the same direction as the velocity perturbation,
the generalised wave equation (1.49) still reduces to acoustic waves since the induction
term v1 × B = 0. Therefore, the magnetic field acts as a wave guide for the acoustic
waves. This is used in the resonances Chapter 2 of this thesis.
1.4.2 Acoustic cut-off frequency
For a stratified atmosphere, there is a minimum frequency for propagating waves. To
derive this, Equation (1.47) can be considered in the z direction, assuming the absence
of magnetic field (B0 = 0):
∂2vz
∂t2
− c2s
∂2vz
∂z2
+ γg
∂vz
∂z
= 0. (1.52)
Now, introduce the transform:
vz(z, t) =
√
ρ0(0)c2s(0)
ρ0(z)c2s(z)
Q(z, t). (1.53)
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Since c2s = γp0/ρ0 this transformation can be expressed as
vz(z, t) =
√
p0(0)
p0(z)
Q(z, t). (1.54)
Substituting this transform into Equation (1.52) leads to
∂2Q
∂t2
−c2s
∂2Q
∂z2
+γg
∂Q
∂z
+
c2s
p0
∂p0
∂z
∂Q
∂z
− γg
2p0
∂p0
∂z
− 3c
2
sQ
4p20
(
∂p0
∂z
)2
+
c2s
2p0Q
∂2p0
∂z2
= 0. (1.55)
Now considering ∂Q∂z terms and the pressure balance equation
dp0
dz = −ρ0g we find that
γg +
c2s
p0
∂p0
∂z
= γg − c
2
s
p0
ρ0g = γg − γg = 0, (1.56)
and by considering Q terms we find:
− γg
2p0
∂p0
∂z
− 3c
2
s
4p20
(
∂p0
∂z
)2
+
c2s
2p0
∂2p0
∂z2
= −γg
2ρ0
4p0
(
1 +
2p0
γρ2
∂ρ0
∂z
)
=
c2s
4H2
(
1 + 2
∂H
∂z
)
,
(1.57)
where
H =
c2s
γg
. (1.58)
Substituting these into Equation (1.55) yields a Klein-Gordon equation in terms of Q
∂2Q
∂t2
− c2s
∂2Q
∂z2
+ Λ2Q = 0, (1.59)
where
Λ2 =
c2s
4H
(
1 + 2
∂H
∂z
)
. (1.60)
From this, a wave solution of the following form can be assumed
Q ∝ expi(ωt±kz), (1.61)
which leads to the dispersion relation
ω2 = c2sk
2 + Λ2. (1.62)
Now, for k2 > 0 we yield the condition that the frequencies of the propagating wave
must be higher than a critical cut-off ωc
ω >
cs
2H
√
1 + 2
∂H
∂z
= ωc. (1.63)
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Waves less than this critical frequency will be unable to propagate in the solar atmo-
sphere and exist only as evanescent waves.
1.4.3 Alfve´n waves
MHD also supports purely magnetic waves called Alfve´n waves. When the magnetic
field dominates the system, Equation (1.49) becomes
ω2v1 =
〈
k×
[
k× (v1 × Bˆ0)
]〉
× Bˆ0v2A, (1.64)
where Bˆ0 is a unit vector in the direction of B0, and the Alfve´n speed vA is defined as
vA =
B0√
µ0ρ0
. (1.65)
1.4.4 Fast and slow magnetoacoustic waves
For the case where gravity effects are negligible (g = 0) but both magnetic and pressure
effects are important (B 6= 0, ρ1 6= 0) the wave equation becomes:
ω2v1/v
2
A = k
2 cos2 θBv1 − (k · v1)k cos θBBˆ0
+[(1 + c2sv
2
A)(k · v1)− k cos θB(Bˆ0 · v1)]k, (1.66)
where θB is the propagation angle.
This leads to the dispersion relation:
ω4 − ω2k2(c2s + v2A) + c2sv2Ak4 cos2 θB = 0, (1.67)
which has two solutions for outwards propagating waves (ω/k > 0):
ω
k
=
[
1
2
(c2s + v
2
A)±
1
2
√
c4s + v
4
s − 2c2sv2A cos 2θB
]1/2
. (1.68)
This has two solutions: a higher-frequency mode known as a fast magnetoacoustic wave,
and a lower-frequency mode known as a slow magnetoacoustic wave.
1.5 Line-of-Sight Integration
With simulation data, one can easily isolate and analyse specific discrete points. In
observations of the Sun, a range of points contribute to the observed intensity due to
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the non-locality of radiative processes. To compare simulation results with observations
it is necessary to apply line-of-sight integration to calculate to intensity along a line of
sight. This analysis is valid for optically thin plasma, i.e. coronal plasma.
1.5.1 Intensity
For optically thin plasma, the line-of-sight intensity I can be calculated from the follow-
ing formula:
I =
∫
R(T, ne)n
2
edl, (1.69)
where ne is the electron number density, l is the line of integration and R(T, ne) is the
response function. In this thesis, response function refers to the thermal response of the
ion, i.e. the intensity of the ion at different temperature. In the simulations performed
and analysed in this thesis, the electron number density is equal to the proton number
density that can be calculated from the simulation mass density ρ. Note that if density
variations in the plasma are small, one can assume a reference density and then the
response is dependent on temperature only. This equation is valid for optically thin
plasma, e.g. corona.
The SDO/AIA response functions R(T) were generated using version V6 available in
ssw-idl [Boerner et al., 2012].
In 1D, integrating along a line produces a single intensity value. In 3D the integration
can be performed over a series of parallel lines to produce a 2D intensity map.
1.5.2 Doppler velocities
Along a similar vein, the line-of-sight Doppler shifts D can be calculated according to:
D =
∫
R(T )n2ev · dl∫
R(T )n2edl
, (1.70)
where v is the velocity and the dot product with l produces the Doppler shift along the
line of integration.
1.5.3 Line synthesis
The response function R(T ) accounts for the quantities of the ion or particle of interest
at different temperatures. SSW/IDL contains response function for SDO/AIA spectral
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lines. Contribution functions C(T ) can be generated for other instruments using CHI-
ANTI V7 [Dere et al., 1997, Landi et al., 2013] and the generated contribution function
can be used in place of R(T ).
1.6 Magnetic Reconnection Basics
Magnetic reconnection is ubiquitous in the solar atmosphere existing at photospheric
levels (e.g. Ellerman bombs [Ellerman, 1917]), chromospheric levels (e.g. penumbral
microjets [Katsukawa et al., 2007] and Ca II jets [Shibata et al., 2007]) and coronal
levels (e.g. flares [Moore et al., 2001] and x-ray jets [Shibata et al., 1992]). In a sentence,
magnetic reconnection is the process whereby there is a change in magnetic connectivity.
This results in magnetic potential energy being converted into kinetic energy, thermal
energy and energy of accelerated particles.
The classical schematic of reconnection involves oppositely directed magnetic fields dif-
fusing and reconnecting, changing the global connectivity of the field lines [Priest, 2014,
p.p. 189].
There are several effects caused by magnetic reconnection:
1. Convert magnetic energy to thermal energy via Ohmic dissipation
2. Accelerate plasma by converting magnetic energy to bulk kinetic energy
3. Accelerate particles
4. Change the magnetic field connectivity.
1.6.1 Sweet-Parker (slow) reconnection
The first quantitative model for magnetic reconnection was developed by Sweet [1958]
and Parker [1957]. This was a model for 2D steady-state reconnection in an incompress-
ible plasma. Under the assumption that the reconnection occurs in a current sheet with
length set by the global scale Le of the field, the inflow velocity is approximately
vi = vAiS
−1/2, (1.71)
where S is the Lundquist number and vAi is the Alfve´n speed in the inflow region. The
outflow velocity vo in this case is vAi, independent of S.
The derivation of this result is as follows.
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Figure 1.2: Sweet-Parker reconnection schematic with velocity and magnetic field v
and B at inflow (subscript i) and outflow (subscript o) positions. Oppositely polarised
magnetic field is separated by a diffusion region (dashed box) of width 2l and length
2L.
Consider a simple diffusion region of length 2L and width 2l between oppositely directed
magnetic fields with inflow velocity vi and outflow velocity vo (Figure 1.2).
For a steady state solution, the plasma must carry field lines inwards at the same rate
they are trying to diffuse outwards.
In the inflow region, the current is approximately equal to zero (J ≈ 0). Therefore,
Ohm’s law in the inflow region becomes:
E = viBi. (1.72)
At the centre of the diffusion region (pointN) the magnetic field strength is zero (B = 0).
Therefore, here Ohm’s law gives
E = ηµ0JN , (1.73)
where η is the resistivity and µ0 is the permeability of free space.
The current at this centre region can be approximated using Ampere’s law:
JN =
Bi
µ0l
. (1.74)
Combining Equations (1.72)-(1.74) yields the rate of diffusion
viBi = µ0ηJN , (1.75)
vi =
η
l
. (1.76)
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Now consider the conservation of mass, i.e. mass inflow = mass outflow:
Lvi = lvo. (1.77)
Using Equations (1.76) and (1.77), the diffusion width l can be eliminated:
v2i =
ηvo
L
, (1.78)
or in terms of non-dimensional parameters:
Mi =
√
v0/vAi√
Rmi
, (1.79)
for an inflow Alfve´n Mach numberMi = vi/vAi and an inflow magnetic Reynolds number
Rmi = LvAi/η.
Now, if vo, vi and L are known, one can calculate the width of the diffusion region from
Equation (1.77):
l =
Lvi
vo
, (1.80)
and the outflow magnetic field strength can be determined from flux conservation:
viBi = voBo, (1.81)
Bo = Bi
vi
vo
. (1.82)
However, this relies on knowing the values of vo, vi and L. To calculate vo consider the
order of magnitude of the current J ≈ Bi/(µl). This leads to the Lorentz force:
J×B ≈ JBo = BiBo
µl
. (1.83)
Now, the Lorentz force acts to accelerate plasma from rest at centre point N , to vo
over distance L. Therefore, by equating the inertial term ρ(v ·∇)vx, neglecting pressure
gradient, to the Lorentz force we find that
ρ
v2o
L
=
BiBo
µl
. (1.84)
However, since ∇ ·B = 0, Bo/l ≈ Bi/L, Equation (1.84) can be rewritten as
vo =
Bi√
µρ
≡ vAi. (1.85)
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Hence Equation (1.79) can be rewritten to yield the Sweet-Parker reconnection rate:
vi =
vAi√
Rmi
, (1.86)
or in terms of the Lundquist number:
vi
vAi
≈ 1
S1/2
. (1.87)
This leads to plasma being ejected from a current sheet of width
l =
L√
Rmi
, (1.88)
at speed
vo = vAi, (1.89)
with a magnetic field strength of
Bo =
Bi√
Rmi
. (1.90)
This type of reconnection is often referred to as slow reconnection. Solar magnetic
Reynolds numbers in the coronal are typically in the range 106 . Rmi . 10
12 [Priest,
2014, p.p. 209] which means that the reconnection rate predicted by Sweet-Parker is far
too slow.
1.6.2 Petscheck (fast) reconnection
The slow reconnection rate of Sweet-Parker reconnection is partially due to the aspect
ratio of the diffusion region. For astrophysical plasmas the Lundquist number is very
large, resulting in a slow reconnection rate and a high aspect ratio diffusion region. A
faster reconnection rate was derived by Petschek [1964]. This method again assumed a
steady-state, however the initial schematic includes two pairs of slow shocks separating
the inflow and outflow regions and a diffusion region aspect ratio of order one, as shown
in Figure 1.3. Far from the diffusion region, the magnetic field is of uniform strength
Be, which decreases to Bi towards the diffusion region. The velocity increases from
far-field value ve to inflow value vi. The slow-mode shocks have a normal magnetic field
component BN which in a small variation from the equilibrium value Be. This produced
slightly curved magnetic field lines in the inflow region.
Now, in the upper inflow region, the magnetic field can be considered as a uniform
field (of strength Be) plus a potential field of strength BN along the shock waves that
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Figure 1.3: Petschek reconnection schematic. The solid lines indicate shocks.
approached zero at the diffusion region. A low order approximation can be applied to
neglect the curvature of the magnetic field lines and the normal field can be considered
as a series of poles. This results in a potential field of strength ±2BN/π between L ≤ Le
and −Le ≤ −L. Integrating this over the length dx gives the diffusion region inflow:
Bi = Be − 4BN
π
log
Le
L
. (1.91)
The slow-mode shock propagates at the local Alfve´n speed based on the normal magnetic
field strength, i.e. ve = BN/
√
µρ. Substituting this into Equation (1.91) yields:
Bi = Be
(
1− 4Me
π
log
Le
L
)
. (1.92)
Petschek estimated the maximum reconnection rate by assuming Bi =
1
2Be, arguing
that the reconnection cannot be sustained if Bi is too small. This results in a faster
reconnection rate:
vi
vAi
≈ π
8 lnS
. (1.93)
1.6.3 Partial ionisation
The temperature in the solar atmosphere varies by orders of magnitudes, from the
several-thousand degree photosphere, to the several-million degree corona. As such,
the energy levels vary greatly depending on the area of interest. In the corona, there
is sufficiently high energy to ionise all present particles. However, at chromospheric
temperature and density conditions, the energy levels are far lower, resulting in neutral
particles in addition to ionised particles. At the photosphere, these neutral particles
dominate, i.e. the plasma is weakly-ionised. As one moves further up through the solar
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atmosphere, the energy levels increase and ionised particles emerge. When both these
ionised and neutral particles are present, Cowling resistivity becomes prominent.
1.6.3.1 Estimating the neutral fraction
To estimate the ionisation degree, one can use the Saha equation. This assumes a local
thermal equilibrium (LTE) and allows one to estimate the ionisation level by considering
a single temperature. For a pure hydrogen plasma this is given by
n2i
nn
= f(T ) =
(
2πmekBT
h¯2
)3/2
exp
(
− χi
kBT
)
, (1.94)
where h¯ is Planck’s constant.
By defining the neutral fraction ξn as;
ξn =
nn
ni + nn
, (1.95)
where nn is the number of neutral particles and ni is the number of ionised particles,
one can estimate the neutral fraction via
r =
nn
ni
=
1
2
(
−1 +
√
1 +
4ρ/mi
f(T )
)
, (1.96)
and finally,
ξn =
r
1 + r
. (1.97)
This however is only valid for LTE plasma. For many solar phenomena this approxi-
mation is not appropriate. However, solving for ionisation levels fully at each time step
is too computationally expensive. Fortunately, the Saha equation can be modified to
include a photospheric radiation temperature to approximate the non-LTE effects on hy-
drogen ionisation [Brown, 1973]. Note that alternatively, a look-up table can be created
to estimate the ionisation level of the plasma based in plasma properties.
For the modified Saha equation:
n2i
nn
=
f(T )
b(T )
, (1.98)
where
f(T ) =
(
2πmekBT
h¯2
)3/2
exp
(
− χi
kBT
)
, (1.99)
b(T ) =
T
ωTR
exp
[
χi
4kBT
(
T
TR
− 1
)]
, (1.100)
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Figure 1.4: Temperature and density profiles of the VALC model for the quiet Sun.
with TR the photospheric temperature and ω = 1/2 a dilution factor.
As before, to calculate the neutral fraction use
r =
nn
ni
=
1
2
(
−1 +
√
1 +
4ρ/mi
f(T )/b(T )
)
, (1.101)
and finally
ξn =
r
1 + r
. (1.102)
1.6.3.2 Quiet Sun ionisation levels
Now that the neutral fraction can be approximated it is possible to look at how this
changes throughout the solar atmosphere. Using the VALC model [Vernazza et al., 1981]
for the quiet Sun temperatures and densities (Figure 1.4), the ionised fraction can be
estimated, see Figure 1.5. This shows that, as expected, the photosphere (height 0km)
consist of neutral particles and the transition region (height 2500 km) is predominantly
ionised particles. In the chromosphere both neutral and ionised particles exist and at
approximately 2100 km, the temperature is approximately 9200 K and both neutral and
ionised particles exist in roughly equal quantities.
1.6.3.3 Resistivity
The ionisation fraction comes into play when calculating the Spitzer (η) and Cowling
(ηc) resistivity terms. Spitzer resistivity arises due to electron-ion collisions, whereas
Cowling resistivity is due to neutral-ion collisions.
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Figure 1.5: Ionisation fraction of the quiet Sun.
Spitzer resistivity can be calculated according to
η =
mene(ν
′
ei + ν
′
en)
e2n
, (1.103)
where ν
′
ei and ν
′
en are the effective collisional frequencies of electron and ion, and electron
and neutral particles. The collisional frequencies for neutral collisions can be estimated
according to Spitzer [1962]
νin = nn
√
8kBT
πmin
Σin, (1.104)
νen = nn
√
8kBT
πmen
Σen, (1.105)
νei = 3.7× 10−6niln(Λ)
T 3/2
, (1.106)
where Σin and Σen are the ion-neutral and electron-neutral cross-sections, and lnΛ is
the Coulomb logarithm.
Cowling resistivity can be calculated by
ηc = η +
ξ2n|B|2
meneν
′
en +miniν
′
in
. (1.107)
These values can be calculated using the VALC profile using an estimate for |B| = 100
G. Note that whilst the choice of the magnetic field strength does change the magnitude
of Cowling resistivity, this term is always several orders larger than the Spitzer resistivity
in the partially ionised chromosphere. The Spitzer and Cowling resistivity terms using
a constant B = 100 G are shown in Figure 1.6. Note that in the sun, the magnetic
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Figure 1.6: Spitzer and Cowling resistivity in the VALC quiet Sun.
field strength generally decreases with height, which would smooth out the sharp peak
in Cowling resistivity in Figure 1.6.
1.6.4 Harris current sheet
In the 2D reconnection study (Chapter 4), a Harris current sheet will be used as the
initial magnetic field configuration. This is of the form:
B = (0, b, 0) (1.108)
b = B0 tanh
(
x
Bs
)
, (1.109)
where Bs defines the width of the current sheet.
To obtain a stable initial condition one can solve the pressure balance equation to find
the equilibrium position. In equilibrium, the momentum Equation (1.2) reduces to
∇P = J×B, (1.110)
∇
(
ρkBT
µm
)
=
1
µ0
(∇×B)×B. (1.111)
Assuming temperature is constant leads to
kBT
µm
∇ρ =
[(
∂
∂x
,
∂
∂y
,
∂
∂z
)
× (0, b, 0)
]
× (0, b, 0), (1.112)
∂ρ
∂x
= − µmb
µ0kBT
∂b
∂x
. (1.113)
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Now, ∂b/∂x can be evaluated as (B0/Bs)sech
2(x/Bs) leading to
∂ρ
∂x
= − µmB0
µ0kBT
tanh
(
x
Bs
)
B0
Bs
sech2
(
x
Bs
)
, (1.114)
= − µmB
2
0
µ0kBTBs
sinh
(
x
Bs
)
cosh
(
x
Bs
) 1
cosh2
(
x
Bs
) , (1.115)
= −2ρ0
Bs
µmB
2
0
2µ0kBTρ0
sinh
(
x
Bs
)
cosh3
(
x
Bs
) . (1.116)
Now, β = µmB
2
0/2µ0kBTρ0, so that
∂ρ
∂x
= − 2ρ0
Bsβ
sinh
(
x
Bs
)
cosh3
(
x
Bs
) , (1.117)
ρ =
∫
− 2ρ0
Bsβ
sinh
(
x
Bs
)
cosh3
(
x
Bs
)dx, (1.118)
=
ρ0
β
cosh−2
(
x
Bs
)
+ C. (1.119)
The normalised constant of integration C is chosen as unity.
1.7 Overview of Thesis
There are three main branches to this thesis: chromospheric resonator, LOS integration,
and magnetic reconnection.
1.7.1 Chromospheric resonator
The first branch in this thesis consist of a 1.5D numerical investigation into the be-
haviour of a chromospheric resonator above a sunspot umbra. The steep temperature
gradients at the photosphere and transition region define a chromospheric cavity. En-
ergy is partially transmitted and partially reflected at the photosphere and transition
region. This allows waves to resonate in the chromospheric cavity.
In this thesis, resonances are driven by applying continuous random noise to the upper
convection zone. These velocity perturbations propagate into the chromospheric cavity,
where they resonate and produce a wave train that propagates into the corona.
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The temperature configuration in the chromospheric cavity is then varied and the re-
sultant coronal velocity spectra analysed. It is found that as the chromospheric cavity
increases in size, the gradient of the coronal spectra becomes shallower. This is a po-
tentially useful diagnostic for estimating the size of the chromospheric cavity.
1.7.2 Line-of-sight (LOS) integration
The second branch consists of performing LOS integration on the chromospheric res-
onator and a kink-unstable coronal flux tube to generate the observable spectra.
1.7.2.1 Chromospheric resonator
For the chromospheric resonator, 1D LOS integration is performed to look at the resul-
tant waves present in the corona and upper transition region using SDO/AIA, TRACE
and Hinode/EIS spectral lines. It is found that the broadband of exited frequencies
becomes narrower as the chromospheric cavity size increases.
1.7.2.2 Kink-unstable coronal flux rope
The kink-unstable flux rope is a 3D simulation and LOS integration is performed to
create 2D intensity and Doppler velocity maps using Hinode/EIS spectral lines and
DKIST/DL-NIRSP spectral lines.
Using Hinode/EIS, several qualities of a kink-unstable flux rope can be detected ob-
servationally using Hinode/EIS. Firstly, the moving intensity rasters demonstrated an
increase in intensity towards the loop edge. This is due to the loop conducting heat
radially outwards, activating different spectral lines. Secondly, the growth of the loop
could be measured in the intensity maps. Comparing this to the loop width measured
in the simulation resolution intensity maps shows that the loop width is overestimated
in the sit-and-stare intensity maps. Finally, the dense Doppler raster near the centre of
the loop detected oppositely directed Doppler velocities. This corresponds to velocity
being guided along a twisted magnetic field line in the simulation.
1.7.3 Onset of magnetic reconnection
The third branch of this thesis investigates 2D magnetic reconnection, in particular,
the onset of magnetic reconnection in the solar corona, photosphere and chromosphere.
The reconnection is triggered by applying an external velocity driver far away from an
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equilibrium Harris current sheet. Waves and flows are ubiquitous in the solar atmosphere
and this driver allows the onset of reconnection due to these waves encountering current
sheets to be investigated in a naturalistic manner.
The parameter space is investigated for a fully-ionised plasma characteristic of the solar
corona and the contributions of each parameter are studied independently. The role
of ambipolar diffusion and partial ionisation is investigated for a chromospheric case.
Comparisons are then made between the different atmospheric heights.
A reconnecting state is reached for all atmospheric heights considered, however the event
is highly dependent on the chosen parameters and atmospheric conditions. The coronal
case achieves a sharp rise in electric field (indicative of reconnection) for a range of
velocity drivers. The electric field in the photospheric case is highly dependent on the
inflow speed; a sharp increase in electric field is only obtained as the velocity entering the
reconnection region approaches the Alfve´n speed. The dynamics of the chromospheric
case behave in a similar fashion to the coronal or photospheric case depending on the
driver velocity.
The key parameters in determining the behaviour of the onset of reconnection are the
plasma-β and the velocity inflow into the reconnection region. A lower plasma-β creates
a larger change in the electric field signature of the reconnection event. A high plasma-β
acts to hinder the reconnection, yielding a sharp rise in the electric field only when the
velocity flowing into the reconnection region approaches the local Alfve´n speed.
Chapter 2
Chromospheric resonantor
The first branch of this thesis consists of a numerical investigation of the behaviour
of acoustic waves above a sunspot umbra. The steep temperature gradients at the
photosphere and transition region allow waves to resonate in the chromospheric cavity.
In this chapter, the behaviour of these waves is investigated for different chromospheric
temperature profiles using a continuous random velocity driver of different colours. This
work has been published as Snow et al. [2015].
2.1 Sunspot oscillations
On the surface (photosphere) of the sun, large concentrations of magnetic field form
which are known as sunspots. A few hundred kilometres above and below the umbra,
the atmospheric conditions vary massively such that below the umbra, the sound speed
is greater than the Alfve´n speed, and the opposite is true above the umbra. This makes
the behaviour of waves above and around sunspots an interesting field of research. To
quantify the atmospheric conditions, a plasma-β is defined as the ratio between the
plasma pressure p and the magnetic pressure. In the corona, the magnetic pressure
dominates so the plasma-β ≪ 1. In the lower atmosphere, the gas pressure becomes
larger and the plasma-β ≥ 1.
Sunspots are capable of supporting three main types of oscillations: five-minute oscil-
lations at photospheric levels, three-minute oscillations above the umbra, and running
waves, moving away from the umbra along the penumbral structures [Bogdan, 2000,
Bogdan and Judge, 2006]. In this research, waves above sunspot umbra are investigated
hence the three-minute oscillations are of primary interest.
26
Chapter 2. Chromospheric resonator 27
2.1.1 Observations of the three-minute oscillations
Following the work of Beckers and Schultz [1972], many papers have observed the three-
minute oscillations above sunspot umbra. Marsh and Walsh [2006] observed these oscil-
lations through both the 171 A˚ TRACE and the SOHO/CDS instruments. The three-
minute oscillations have also been observed at the transition region in the microwave
band as a modulation of gyroresonant emission [Shibasaki, 2001] and in ultraviolet wave-
lengths [De Moortel et al., 2006]. Furthermore, the three-minute waves have been found
to dominate the spectra at heights between the photosphere and corona [Jess et al.,
2012]. Thomas et al. [1987] observed multiple peaks in the three-minute band (4.5-10
mHz) from both space and ground instruments. A similar range of excited frequencies
is present in Reznikova et al. [2012]. An overview of magnetohydrodynamic waves and
coronal seismology can be found in De Moortel and Nakariakov [2012].
2.1.2 Origin of the three-minute oscillations
Despite the multitude of observations of the three-minute oscillations, there is still some
controversy over the exact origin of these waves. There are three major models for
explaining the origin of the three-minute oscillation that occur above sunspot umbrae.
2.1.2.1 Excitation of the cut-off frequency
Fleck and Schmitz [1991] suggested that the three-minute oscillations are due to a basic
physical effect: the excitation of waves at the cut-off frequency. They numerically mod-
elled a piston driving waves at the photosphere and a simplified isothermal atmosphere
that ignored many complexities including temperature gradients and nonlinearities. The
model produced three-minute oscillations. Fleck and Schmitz [1991] also investigated a
VALC profile with similar results. Their explanation was that waves above the cut-off
frequency are free to propagate upwards, increasing in amplitude, whereas waves below
the cut-off frequency are damped. This is however, insufficient to explain the observed
amplification of the three-minute oscillations [Stangalini et al., 2012].
2.1.2.2 Wake of a propagating shock
It has also been suggested that the three-minute oscillations arise from the wake of prop-
agating shock waves, [Wilson, 1997]. These shocks are also present in the 1D numerical
simulations of Bard and Carlson [2010]. However, 1D simulations of propagating shock
waves leads to unrealistic shock merging [Ulmschneider et al., 2005]. Furthermore, many
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observations show a harmonic wave structure [Reznikova et al., 2012, Sych et al., 2011,
Yuan et al., 2011] as opposed to the saw-tooth signal required for the shock wave model.
2.1.2.3 Chromospheric resonator
An alternate explanation for the existence of three-minute oscillations above sunspot um-
brae is the presence of an acoustic chromospheric resonator. Above the chromosphere
in the transition region and below it in the photosphere, there are large temperature
gradients that provide the semi-permeable boundaries necessary for resonances of slow
magnetoacoustic waves to occur inside the chromosphere [Zhugzhda, 2008]. When a
wave encounters these large temperature gradients, part of the wave is transmitted and
part is reflected. We note that the model set-up in the previously mentioned models
[Bard and Carlson, 2010, Fleck and Schmitz, 1991] prohibits any chromospheric res-
onator since the waves are driven using a piston at the photosphere. Zhugzhda [2008]
also investigated how frequencies above and below the cut-off frequency behave in this
resonator by using a temperature that changes non-monotonically with height. Waves
above the cut-off frequency are partially reflected due to the sharp temperature gradi-
ents at the photosphere and transition region in the sunspot atmosphere. Waves below
the acoustic cut-off frequency cause the chromosphere to resonate between the transi-
tion region and the point at which the cut-off frequency drops below the wave frequency
[Taroyan and Erdelyi, 2008]. The resonances cause oscillations that leak energy through
the transition region into the corona. This causes linear waves to travel into the corona.
Botha et al. [2011] performed numerical simulations of a chromospheric resonator with a
perturbation in the form of a single pulse. Two such pulses were considered, two and five
minutes, propagating along a magnetic field line above a sunspot umbra. The results
numerically proved the existence of an acoustic resonator in 1D and the production of
the familiar three-minute oscillations.
2.2 Objective
The overall aim of this study is to investigate numerically the behaviour of a chromo-
spheric resonator. Numerical simulations have been performed where perturbation noise
is applied to the upper convection zone and allowed to propagate along the magnetic
field line above a sunspot umbra. The wave trains will be interpreted as slow magne-
toacoustic waves propagating with the local sound speed [Roberts, 2006]. The applied
noise is of the form 1/f ξ, where ξ determines the colour of the noise. Pink noise (ξ = 1)
corresponds to solar granulation noise [Rabello-Soares et al., 1997].
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This chapter investigates the effect of different stochastic noise signatures on the chro-
mospheric resonator. A 1.5D numerical investigation of a magnetic field line directly
above a sunspot umbra was performed to simulate the effects of different noise signatures
and chromospheric temperature configurations on the coronal frequency spectra. The
findings indicate a novel method of chromospheric seismology, where the chromospheric
temperature configuration can be estimated based upon the frequency spectra present
in the wave trains that escape from the resonating chromosphere into the corona.
2.3 Methodology
2.3.1 Numerical methods
The ideal non-linear compressible MHD equations are implemented numerically using
Lare2D, as presented by [Arber et al., 2001], see Section 1.3. These equations presented
in Section 1.2 reduce to:
∂ρ
∂t
= −∇ · (ρv), (2.1)
∂v
∂t
+ v · ∇v = 1
ρ
J×B− 1
ρ
∇P + g, (2.2)
∂B
∂t
= −∇×E, (2.3)
∂ǫ
∂t
+ v · ∇ǫ = −P
ρ
∇ · v, (2.4)
E+ v×B = 0, (2.5)
∇×B = µ0J, (2.6)
P =
ρkBT
µm
, (2.7)
ǫ =
P
ρ(γ − 1) . (2.8)
Here, µm = 1.4mp where mp is the mass of a proton.
The normalisation values for length, magnetic field, and density are L0 = 150× 103 m,
B0 = 0.12 T, and ρ0 = 2.7× 10−4 kg m−3. The normalisation values are based on chro-
mospheric values. Gravitational acceleration is constant as 274 m s−2 for the majority of
the domain, however above approximately 44 Mm the gravitational acceleration is grad-
ually reduced to zero on the upper boundary. This is to allow for the specification of an
open boundary and prevent reflections from the upper boundary. The lower boundary
is specified as a velocity driver. The side boundaries are periodic.
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The velocities along a uni-directional magnetic field line above the umbra, perpendicular
to the photospheric plane, are considered. The magnetic field acts as a waveguide for
slow magnetoacoustic waves propagating into the corona (see Section 1.4.1 for numerical
proof). These slow waves propagate parallel to the magnetic field at the acoustic speed,
which is independent of magnetic field strength (see Section 1.4.1). This allows us to
choose in our 1.5D model a constant magnetic field strength of 10 Gauss, in line with
the chromospheric strength of a sunspot umbral magnetic field. This also justifies the
assumption of ideal plasma since a constant magnetic field strength leads to J = 0 and
hence resistive terms are never present since they are of the form ηJ (see Section 1.2).
The full equations are solved in the three Cartesian coordinates (x, y, z) with y taken as
the vertical direction. The numerical grid contains 1024 cells in this direction. The two
horizontal directions (x, z) are invariant with periodic boundary conditions, making the
simulation 1.5D. There are four cells in the invariant x direction. A convergence test of
doubling the grid resolution in y resulted in no new features hence 1024 cells are deemed
sufficient. The grid spans the range −68 Mm to 68 Mm, leading to a vertical cell size
of 132,927 m. The photosphere is positioned at the centre of the computational domain
at y = 0. The large domain size is used to prevent boundaries from interfering with the
resonator. The end time of each simulation is set as 104 seconds.
The numerical dissipation in the code was tested by launching a slow pulse in a uniform
plasma and analysing the amount of deformation that occurs to the pulse [e.g. Yuan
et al., 2015]. The following range of values were tested: ρ = 10−5, 10−11, and 10−12
kg m−3 and T = 0.4 MK, and 1 MK. The maximum amplitude and full width at
half maximum were consistent to four and seven significant figures, respectively when
calculated at the start and end of the domain. Therefore the numerical algorithm used
here is not significantly dispersive.
2.3.2 Noise
The resonator will be perturbed by applying random noise in the upper convection zone,
68 Mm below the photosphere. Granulation noise follows a 1/f ξ distribution where the
power is proportional to the reciprocal of the frequency [Rabello-Soares et al., 1997].
Three types of noise will be considered; white (uniform distribution), pink (1/f) and
brown (1/f2). This allows investigation into the effect of different perturbations. The
velocity signal applied at the source is therefore of the form
v(t) =
m∑
n=0
an sin(nπt+ pn) (2.9)
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Figure 2.1: Example time series of the different noise sources, which are applied to
the lower boundary as slow magnetoacoustic velocity perturbations.
where the constants an are determined by the noise colour and pn is a random phase
shift. m is the number of samples. For a perfectly resolved velocity signal m = ∞
however since this in not possible the number of sample is chosen as m = 1024.
White noise is the standard random noise where there is equal power in all frequencies.
However since both pink and brown noise decline in power as the frequencies increase,
these two are biased towards lower frequencies. Examples of the three types of noise are
shown in Figure 2.1.
2.3.2.1 Generation of noise samples
It is of interest to determine the behaviour of the chromospheric resonator when driven
by different frequency distributions. This section describes the process whereby noise
sources with a specific power distribution can be generated.
Voss Algorithm One approach for generating pink noise was developed by Voss.
This works by ’stacking’ white noise such that the signal is biased towards the lower
frequencies. Consider three dice: red, blue and green. Now the number of iterations is
decided by the number of dice, 23 = 8, which allows for numbers 000 to 111 in binary.
Assign each dice to a column in the binary representation of the iteration number shown
in Table 2.1.
Now the initial value is determined by the sum of the values on a roll of all three dice.
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Iteration red blue green
0 0 0 0
1 0 0 1
2 0 1 0
3 0 1 1
4 1 0 0
5 1 0 1
6 1 1 0
7 1 1 1
Table 2.1: Voss Algorithm Example
Between 000 and 001, only the value in the green column changes, therefore roll just this
dice. The sum of the three dice is then the next value. Between 001 and 010, both the
blue and green values change and hence roll both of these and the next value is the sum
of all three dice. This continues until all iterations have been exhausted. The resultant
signal is one of pink noise. This is due to the red dice representing a low frequency wave
and the green dice representing a higher frequency wave.
It is obviously trivial to increase the number of iterations by increasing the number of
dice, and replacing a dice with a white noise generator. This generates pink noise in
an easy to understand and efficient manner however is difficult to expand for noise of
different distribution, for example Brownian.
Filtering Amore versatile way to generate noise of a chosen distribution is to generate
a white noise signal then filter the spectra to have the desired distribution. The steps
for this are given below:
1. Generate a white noise sample
2. Convert signal to spectral space using a FFT
3. Multiply the spectra by the desired frequency distribution
4. Convert the signal back to physical space
This is a very simple and versatile way to generate noise of a desired colour. The signal
can then be smoothed and interpolated to create the velocity signal. At this stage, it is
necessary to confirm that the new signal has the desired power spectrum. This is done
by performing an FFT on the new signal and confirming that it is within acceptable
bounds (±0.1) of the target gradient. The main downside is that the process becomes
computationally expensive to generate a signal resolved to high frequencies.
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Figure 2.2: Example spectrum for a generated white noise sample. The noise is
resolved to approximately 50 mHz. After this point the power rapidly drops for higher
frequencies.
The filtering method was used to generate the noise samples used in this research due
to its versatility.
2.3.2.2 Velocity initialisation
The filtering method was used to generate the noise samples used in this research due to
its versatility. Due to the stochastic nature of noise, multiple samples of each colour were
tested to ensure reliable conclusions can be deduced. To have a fully resolved spectrum
would require infinite random values to be generated at the initial stage. However, this
is not possible. Here 1024 random numbers are used and the signal is well resolved
up to approximately 50 mHz. A signal resolved to a higher frequency, 100 mHz, was
tested. There was no difference in the results and the lower cut-off is used throughout
this paper, i.e. 50 mHz. An example of the frequency spectrum for white noise is given
in Figure 2.2. The velocity is scaled to be between ±1 m s−1 at the lower boundary, 68
Mm below the photosphere, allowing for the consideration of small perturbations. The
largest Mach number obtained in the simulation is approximately 0.4.
2.3.3 Temperature Profiles
The coronal temperature profile is obtained from the VALC model by Avrett and Loeser
[2008], with the chromospheric temperature being replaced by the investigated profiles.
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Figure 2.3: Initial temperature (solid line) and density (dashed line) profiles used in
the simulation. The photosphere is located at height 0.
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Figure 2.4: Sound speed corresponding to the domain in Figure 2.3
To prevent velocity perturbations being reflected from the upper boundary, it is nec-
essary that the temperature gradient at the top of the computational domain is zero.
Therefore, from approximately 44 Mm above the photosphere and higher the tempera-
ture is flattened. This has no effect on the simulation results and the data are investi-
gated at points below this region. The temperature profile is shown in Figure 2.3.
For the convection zone, a polytrope temperature profile is used. The lower velocity
boundary is specified directly from the input noise seed. By setting the lower boundary
Chapter 2. Chromospheric resonator 35
0.0 0.5 1.0 1.5 2.0
Height, Mm
0.0
0.5
1.0
1.5
2.0
2.5
Te
m
pe
ra
tu
re
, x
10
4  
K
Maltby
Lites & Skumanich
Staude
Figure 2.5: Different theoretical temperature profiles for the chromosphere above a
sunspot: solid line from Maltby et al. [1986], dashed line from Lites and Skumanich
[1982], and dotted line from Staude [1981].
Figure 2.6: Flat and step chromospheric temperature profiles with the photosphere at
0 and the transition region at 1.8 Mm. This chromospheric profile is shown in relation
to the photospheric and coronal temperature profiles in Figure 2.3. In the step profile,
∆T changes over two grid cells. The step profile is a simplification of the theoretical
temperature models shown in Figure 2.5.
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far away from the resonator, downwards propagating waves are damped due to the
increasing density towards the boundary and do not reflect from the lower boundary.
Upward-propagating waves increase in amplitude due to the decreasing density. Note
that whilst we refer to this region as the convective zone, there are no convective motions
in the simulation.
There are several theoretical models available for the structure of the chromosphere
above a sunspot [Lites and Skumanich, 1982, Maltby et al., 1986, Staude, 1981] as
shown in Figure 2.5. These theoretical models suggest that the chromospheric cavity
size is between 1.5 and 1.8 Mm. Here two profiles are investigated, a flat and a step
profile (Figure 2.6) and they have a chromospheric cavity size a + b. In the numerical
model, a is the size of the lower chromospheric temperature plateau and b is the size of
the upper chromospheric temperature plateau. The flat profile allows for consideration
of an idealised scenario, whereas the step profile is closer to the theoretical models with
a lower and an upper chromospheric temperature plateau, as well as a temperature jump
at the mid-chromosphere.
At both the photosphere and transition regions there is a steep temperature gradient,
as can be seen in Figures 2.3, 2.5 and 2.6. These act as semi-permeable boundaries that
allow energy to be partially reflected and partially transmitted. The energy partially
reflected back into the chromosphere results in resonance in the chromospheric cavity
that exists between the photosphere and transition region [Botha et al., 2011, Zhugzhda,
2008].
In Botha et al. [2011], where a single pulse was used to energise the chromospheric cavity,
the resonator found its natural frequencies. In the present study, a continuous noisy
source of energy enters the chromospheric cavity. This results in a broad energisation
of a range of frequencies, as will be discussed in Section 2.5. In addition, energisation
is caused by the partial reflection and partial transmission of the energy content at the
photosphere and at the transition region.
Multiple simulations were performed, varying the chromospheric cavity size and velocity
source. This changes the energy content and energy distribution of the oscillations
present in the resonator.
2.4 Transmission into the corona
The behaviour of the velocity perturbations at different points in the solar atmosphere is
shown in Figures 2.7, 2.8 and 2.9. Figure 2.7 shows a snapshot of the velocity across the
domain. Below the photosphere the velocity is too small to be seen on the plot. However
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Figure 2.7: Snapshot of the evolution of velocity across the domain at one time
instance. The source is located at −68 Mm and the photosphere is at 0 Mm. Large
amplitude velocity is present in the chromosphere due to the high energy content of
the resonating cavity. Wave trains propagating into the corona are reasonably well
structured. Time evolution of velocity at different points is shown in Figure 2.8. For
this plot a flat chromospheric temperature profile of depth 1.8 Mm was used with a
white noise velocity source.
there are wave trains propagating both towards the resonator, from the velocity source
applied at the lower boundary, and away from the resonator towards the lower boundary,
due to downwards partially transmitted velocity perturbations.
A time series of the velocity perturbations measured at a point in the lower and upper
chromosphere is shown in Figures 2.8 and 2.9. The wave trains propagating into the
corona appear well structured, i.e. well resolved with no shocks forming, with several
higher frequencies present. This is reflected in the frequency spectra.
Figure 2.8 shows the time evolution of the velocity at different spatial points. The
velocity amplitude, with respect to the local sound speed, increases throughout the
chromosphere. When energy is transmitted through the temperature boundary at the
transition region, there is a decrease in power since the energy is partially reflected
back into the chromosphere. Again the signal appears to be mostly regular with several
higher frequencies present, identifiable from the small scale fluctuations. Note that the
two coronal figures, (a) and (b) in Figure 2.8, show the same velocity perturbation shifted
by time. This shows that once the signal has entered the corona, there are no significant
changes to the velocity perturbation. There is no evidence of any shocks occurring and
the signal is well resolved. The frequency regimes discussed in Section 2.5 are all present
when sampled at various points in and above the transition region.
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Figure 2.8: Plots of velocity/sound speed vs time for different heights H above the
photosphere. (a) and (b) are in the corona, (c) is located in the upper chromosphere,
(d) in the lower chromosphere. The model set up for this plot was a flat chromospheric
temperature profile of depth 1.8 Mm with a white noise velocity source.
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Figure 2.9: Plots of velocity/sound speed vs time for different heights H above the
photosphere. (a), (b), (c) and (d) are at the same locations as in Figure 2.8. A step
temperature profile was used with a = b = 0.9 Mm for both the upper and lower
plateaux. The perturbation noise was white.
Chapter 2. Chromospheric resonator 40
2.5 Coronal frequency regimes
An FFT was performed to analyse the frequencies present in the corona for each simu-
lation. This involved considering the time series velocity fluctuations through a single
point in space. A line has then been fitted to the FFT to quantify the relation between
power and frequency using the well established method of least squares. The gradient of
this line is then used to consider the effect the chromospheric temperature configuration
has on the signal propagating through the corona. Velocity data are sampled at intervals
of 0.25 seconds, leading to a Nyquist frequency of 2000 mHz.
The frequency for each simulation is sampled through time in the corona at a point 25
Mm above the start of the transition region. Four main regions are observed in the
spectra for all the simulations, as shown in Figures 2.10 and 2.11 for the flat and step
profiles respectively; all except the lower cut-off frequency are due to the resonating
behaviour. There is a general trend of increased spectral power for larger chromospheric
cavities. This is expected since there is a larger region for the resonances to oscillate in,
which provides increased amplitude and hence higher power. Note also that there is a
level of uncertainty present in the data due to the fact that the system is being driven
by stochastic noise. This arises because the noise is generated using a finite number of
samples resulting in slight deviations from the expected power at each frequency. At
double the grid resolution, the four regimes were still present at the same frequencies.
Region I: Lower Cut-off Below approximately 4 mHz there is a very low power
region (Figure 2.10, region I). This is due to the acoustic cut-off frequency ωc that allows
waves to propagate upwards with frequencies
ω > ωc =
cs
2H
√
1 + 2
∂H
∂z
(2.10)
where H = c2s/(γg), γ is the ratio of specific heats, cs is the sound speed, and z is the
height [Lacoste, 2004]. Typical values of the acoustic cut-off frequency are in the range
3.5 - 5.2 mHz [e.g., Bel and Leroy, 1977, McIntosh and Jefferies, 2006, Yuan et al., 2014].
See Section 1.4.2 for derivation.
Region II: Broad Peak Between approximately 4 and 17 mHz the power is rela-
tively flat (Figure 2.10, region II). This corresponds to a broad band of frequencies with
oscillation times of between approximately one-minute to four-minutes. Following the
work of Beckers and Schultz [1972], several papers have investigated the three-minute os-
cillations above sunspot umbra. For example, Reznikova et al. [2012] present spectra for
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Figure 2.10: Four frequency regimes present in the spectra. I is the lower cut-off due
to the acoustic cut-off frequency (below 4 mHz). II is the broad peak (4-17 mHz). III
is the gradient decline (17-200 mHz). IV is the upper cut-off (above 200 mHz). This
spectrum was generated for a flat chromospheric profile of depth 1.8 Mm with a white
noise velocity source. The line indicates the gradient of the power in region III, which
is -1.15 in this case.
0.1 1.0 10.0 100.0 1000.0
Frequency, mHz
−2
−1
0
1
2
3
Lo
g 1
0 
Po
w
er
I II
III
IV
−2.62
Figure 2.11: Four frequency regimes present in the spectra. Regions I, II, III and IV
are the same as in Figure 2.10, generated for a step chromospheric profile with upper
and lower plateau depths of a = b = 0.9 Mm and a white noise velocity source. ∆T is
2600 K. The line indicates the gradient of the power in region III, which is -2.62 in this
case.
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oscillations above sunspot umbrae through various filters which show an excited range
of frequencies between approximately 6-8 mHz. Thomas et al. [1987] makes reference to
a three-minute band of frequencies between 4.5 and 10 mHz containing multiple peaks.
This broad peak is present in the same frequency range regardless of temperature con-
figuration or perturbation noise. No discrete harmonics are visible in the spectra. This
does not mean that the harmonics are not present; they are not visible due to the power
distribution in the frequency range where the harmonics are situated.
Region III: Gradient Decline The next region (Figure 2.10, region III) between
17 and 200 mHz, is a region where the power is proportional to 1/fα, which corresponds
to a linear decline of gradient α when plotted on log-log axes. This region is found to
vary in gradient when the temperature profile is modified and provides the diagnostic
tool for the main conclusions drawn in this paper. This is discussed in more detail in the
Sections 2.6.1 and 2.6.2. Confidence intervals were calculated to ensure the fitted line
was representative of the data. The standard deviation was small in all cases, ranging
from 0.041 to 0.052, resulting in very narrow confidence intervals, identical to 3 decimal
places. For one such line, the 95% confidence interval is −0.9649 to −0.9646, with the
calculated value being −0.9647.
Region IV: Upper Cut-off Above approximately 200 mHz (Figure 2.10, region IV)
the power drops significantly. The cut-off prevailed at the same frequency with a higher
resolved input signal indicating that this upper cut-off is due to neither the input signal
(Section 2.3.2) nor the sampling rate (Section 2.5). This is a fluid model which does not
account for the ion-gyrofrequency. However the ion-gyration frequency is approximately
Ωi = 9.6×104 rad s−1 [Priest, 2014]. This is far larger than the frequencies simulated in
this model, therefore the obtained frequencies are not beyond the physical limitations of
the fluid model. This suggests a physical phenomena for the upper cut-off unidentified
at present. Due to the high frequency where the cut-off occurs, it cannot be resolved
in observations at the present time. It may also be due to numerical dissipation; higher
frequency waves should be damped more.
2.6 Varying the chromospheric temperature configuration
2.6.1 Flat Profile
Initially the temperature configuration of the chromosphere was assumed to be uniform,
as shown in Figure 2.6 with ∆T = 0. This was to investigate the behaviour in an
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Figure 2.12: Gradients vs chromospheric cavity size for three samples of each noise
colour. The gradients were obtained in region III of Figure 2.10.
0.8 1.0 1.2 1.4 1.6 1.8 2.0
Chromospheric cavity size, Mm
−3.5
−3.0
−2.5
−2.0
−1.5
−1.0
Sp
ec
tra
l G
ra
di
en
t
white average
brown average
pink average
Figure 2.13: Gradients vs chromospheric cavity size for three samples averaged across
each noise colour. The gradients were obtained in region III of Figure 2.10.
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idealised scenario. Here the parameter space consists of the chromospheric cavity size
(a+b in Figure 2.6) and the perturbation noise colour. Three noise samples for each noise
colour were used and a range of chromospheric cavity sizes between 0.66 and 2.13 Mm
were tested. The gradient of the aforementioned frequency range (Figure 2.10, region
III) was calculated for each simulation. Note that due to the stochastic nature of noise,
different samples of the same noise colour create slightly different results, indicated by
the variations present in Figure 2.12. Multiple seeds were tested for this reason.
For clarity, the gradients were averaged for each noise colour and are shown in Figure
2.13. This effectively removes some of the uncertainty present when considering noise.
The full set of results is shown in Figure 2.12, showing the extent of randomness. The
variation in the gradient is approximately ±0.5 for narrow chromospheres of cavity size
less than 1.3 Mm, whereas for large chromospheres of cavity size larger than 1.8 Mm
there is virtually no variation in gradient across samples.
For narrow chromospheric cavities, less than 1.3 Mm, all three noise colours appear to
have the same output gradient in their spectra, as shown in Figures 2.12 and 2.13. There
is a sharp change in output gradient for chromospheric cavity sizes starting from around
1.3-1.4 Mm and ending at approximately 1.8 Mm. Here the gradient rapidly goes from
steep, α ≈ −3, to relatively flat α ≈ −1. Since this large change in gradient is present,
it may be possible to estimate the depth of the chromosphere from the spectra sampled
in the corona at 25 Mm above the transition region.
The dependence of the power gradient on the chromospheric cavity size can be explained
by considering the energy content of the chromosphere. As the chromospheric cavity
size increases, the total energy content of the resonating waves increases. This allows
for energy to be more evenly distributed among the higher frequencies when partially
transmitted into the corona. For a thinner chromosphere, there is a low total energy
content and as such only the lower frequencies become energised. As the chromosphere
cavity increases in size, the energy content increases and there is more energy in the
higher frequencies, relative to the lower frequencies, i.e. a decrease in the slope of the
power gradient in the FFT spectra (Figure 2.13).
With regards to noise, there does not appear to be a significant difference between noise
colours. Whilst the location of the sharp gradient change in the spectra measured for
narrow chromospheres appears slightly different in Figure 2.13 for different noise colours,
there is no distinct relationship and the variation in the location of the sharp change
is small, occurring between approximately 1.3 and 1.4 Mm of chromospheric thickness.
Therefore the discrepancy is most likely due to the stochasticity present.
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Figure 2.14: Contours of the gradient in the obtained coronal spectra (region III
of Figure 2.10) generated by white noise and the step temperature profile. The lower
plateau sizes are given by values of a and the upper plateau sizes by b in Figure 2.6.
The black marker on the vertical axis indicates the steep gradient change for the flat
profile, as seen in Figure 2.13.
For large chromosphere depths, above 1.8 Mm, the output gradient becomes fairly con-
stant for all three noise colours, as shown in Figures 2.12 and 2.13.
2.6.2 Step profile
Next, the chromospheric temperature configuration is replaced with a step profile. This
consists of two uniform temperature regions or plateaux, a and b, separated by a small
linear temperature jump, ∆T , that occurs over 2 grid cells as shown in Figure 2.6. This
is similar to theoretical chromospheric temperature models (Figure 2.5) and provides
a more realistic configuration. Thus the parameter space here consists of 4 variables:
lower plateau size a, upper plateau size b, temperature jump ∆T , and noise colours. In
this section, the temperature jump will be fixed at 2600 K since this agrees with the
theoretical models (Figure 2.5). Varying the temperature jump will be investigated in
Section 2.6.3.
The depth of both the lower (a) and upper (b) plateau varied in the range 0.13 Mm
≤ a, b ≤ 2.0 Mm, under the constraint that the total depth 0.8 Mm ≤ a+ b ≤ 2.13 Mm.
This provides a maximum total chromospheric cavity size of approximately the largest
value from the theoretical models, i.e. 2 Mm as shown in Figure 2.5. The minimum
chromospheric cavity size is 0.8 Mm. The three types of noise were used as in Section
2.6.1, however on this occasion only one sample of each colour was used. The gradient
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Figure 2.15: Contours of the spectral gradient for different temperature profiles when
driven by brown noise. Plot configuration is the same as in Figure 2.14
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Figure 2.16: Contours of the spectral gradient for different temperature profiles when
driven by pink noise. Plot configuration is the same as in Figure 2.14
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of the coronal spectra was calculated as before in region III of Figure 2.11. The results
can be seen in Figures 2.14, 2.15 and 2.16 for white, brown and pink noise respectively.
A similar trend is present here as with the flat profile: there is a steep change in spectral
gradient between two regions of near-constant spectral gradient, as shown in Figure 2.13.
The location of the steep gradient change in Figures 2.14, 2.15 and 2.16 is independent of
the noise source. An interesting feature is that the location of the steep spectral gradient
change varies with plateau sizes. The location of the sharp change approximately follows
the equation a = −0.5b + 1.5 for lower plateau size a and upper plateau size b. As the
size of the upper plateau (b) increases, the size of the lower plateau (a) required for the
sharp gradient change decreases but at a slower rate. This implies that the dimension of
the lower plateau a is more important in producing this steep change than the dimension
of the upper plateau b. The marker on the vertical axis in this plot indicates the location
of the steep change for the flat profile.
For a small lower plateau , there is near constant spectral gradient, similar to the results
from the flat profile, Figure 2.12. In Figure 2.14 there is some variation present which
is due to the stochastic element of these simulations. One would expect that averaging
over several samples of the same noise colour would result in a smoother result, as with
the flat profile, Figure 2.13.
As in the case of the flat profile, there is very little difference in the location of the sharp
gradient change between the results for different noise colours. Any discrepancies are of
the same order as those found for the flat profile (Section 2.6.1). It can be seen that the
trend for the flat profile (Figure 2.13) continues the trend present for the step profile,
Figures 2.14, 2.15 and 2.16.
2.6.3 Varying the mid-chromospheric temperature jump
A set of simulations was performed to investigate the importance of the temperature
jump ∆T between the two uniform regions. For this, only a few chromospheric cavity
sizes were tested, 0.6 Mm ≤ a + b ≤ 1.2 Mm, and three temperature jumps were
considered: ∆T = 1600, 2600 and 3600 K. The results are shown in Figure 2.17. There
appears to be no significant difference between the temperature jumps, indicating that
the variable ∆T is less important than the total chromospheric cavity size a+ b.
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Figure 2.17: Gradients of the spectra (Figure 2.10, region III) obtained with different
temperature jumps at the mid chromosphere, i.e. with different values of ∆T as shown
in Figure 2.6: 1600K, 2600K, 3600K. The chromospheric cavity size a+b increases with
a = b.
2.7 Chromospheric seismology
The steep change in spectral gradient can be clearly seen in Figures 2.10 and 2.11.
Regions I and II in these figures are very similar. The diagnostic in this paper is demon-
strated by considering region III of these two plots. In Figure 2.10 the chromospheric
temperature profile leads to a shallow gradient, whereas the temperature configuration
in Figure 2.11 leads to a steep gradient. One can clearly see the stark differences between
these two plots for region III.
The results obtained give rise to a new potentially useful diagnostic for chromospheric
temperature configurations. Given the velocity spectra in the corona, it is possible to
give upper and lower limits to the chromospheric cavity size. This diagnostic arises from
the presence of the steep change in gradient present in all cases considered here, visible in
Figures 2.13 and 2.14. For example, consider a case where the spectral gradient is steep.
From Figure 2.14 it can be seen that the size of the chromospheric cavity is bounded
above by the steep gradient change, which follows the line a = 0.5b+ 1.5. This implies
limits on the size of the lower plateau 0 ≤ a ≤ 1.5 Mm and upper plateau 0 ≤ b ≤ 3
Mm, subject to the constraint that a+ 0.5b ≤ 1.5.
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Figure 2.18: Frequency spectrum sampled at the photosphere, i.e. at height 0.
2.8 Spectral shape and its height above the photosphere
In addition to the spectra in the corona, the photospheric spectra were also analysed
for white noise. There is a reasonably flat spectra followed by a sudden drop at approx-
imately 20 mHz, as shown in Figure 2.18. Again this sudden drop in power was found
to be independent of the input wave resolution. A possible explanation for this is that
the downwards propagating waves due to the resonator dwarf the driven upward waves
in power at this point. Note that this does not mean the upward propagating waves are
not present, merely that they are not obvious in the FFT since the waves propagating
from the resonator are far more powerful.
2.9 Conclusions
This chapter investigated numerically the oscillations above sunspot umbrae. The ve-
locity perturbations drive a resonating temperature cavity between the photosphere and
transition region. Multiple simulations were performed where both the chromospheric
temperature profile and perturbation noise were varied. The resultant coronal velocity
signature was then analysed. Different colours of noise were found to have very little
effect on the output spectra. However, a strong trend is present where the gradient in
the frequency spectra of the coronal velocity perturbations varies with regards to chro-
mospheric cavity size: as the chromosphere cavity increases in size, the spectral gradient
becomes shallower.
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The coronal spectra can potentially be used as a diagnostic for the chromospheric cavity
size. The sharp change in gradient present in Figures 2.13, 2.14, 2.15 and 2.16 allows for
limits to be estimated for the sizes of the lower and upper uniform temperature regions
or plateaux (a and b in Figure 2.6). These limits can be further reduced by estimating
a maximum and minimum total chromospheric cavity size (a+ b).
It is inherently difficult to measure the chromospheric cavity size directly. This work
provides a solution by analysing the coronal waves above sunspots for different chromo-
spheric cavity sizes via a numerical simulation. The results presented in this chapter
show that the gradient of the coronal frequency spectra is directly correlated with the
chromospheric cavity size. Thus, a novel diagnostic was presented for indirectly es-
timating the chromospheric cavity size above sunspot umbrae for the Sun and other
stars.
Chapter 3
Line-of-sight integration
3.1 Resonance
The first application of LOS integration is on the chromospheric resonances presented
in Chapter 2. The resonances produced a coronal velocity signature, on which LOS
integration is performed to investigate the observational signatures in the corona created
as a result of the chromospheric resonances above sunspot umbrae.
Here, the simulations are 1.5D so the LOS integration is performed along a line producing
a single value at each time. The intensity is calculated using the following equation:
I =
∫ b
a
R(T )n2edy, (3.1)
where I is the resultant line intensity, ne is the number density, R(T ) is the thermal
response function for temperature T , and y is the length along the line. The SDO/AIA
response functions were generated using version V6 available in ssw-idl [Boerner et al.,
2012]. Note that the simulation mass density ρ is proportional to the electron number
density ne.
This integration was performed from the transition region to the corona. This was per-
formed numerically using the trapezium rule. The temporal resolution here is one sample
every two seconds. This corresponds to a Nyquist frequency of 250 mHz. The response
function is recalculated at each time step to account for temperature fluctuations. The
integration was performed with a lower bound as the start of the transition region to
remove the chromospheric foot-point. Only the flat profile driven by white noise has
been considered. The line-of-sight integration was performed for chromospheric cavity
sizes between 0.66 and 2.13 Mm.
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3.1.1 SDO/AIA response functions
94Å
10 20 30 40
Height, Mm
0.0
0.2
0.4
0.6
0.8
1.0
R
(T
)
131Å
10 20 30 40
Height, Mm
0.0
0.2
0.4
0.6
0.8
1.0
R
(T
)
171Å
10 20 30 40
Height, Mm
0.0
0.2
0.4
0.6
0.8
1.0
R
(T
)
Figure 3.1: Normalised response function R(T ) plotted against height using three
SDO/AIA filters at time t = 0. This is recalculated at each time iteration for the LOS
integration to account for temperature variations. The corresponding initial tempera-
ture profile is shown in Figure 2.3.
The initial response function R(T ) as a function of height is shown in Figure 3.1 for
three SDO/AIA filters (94, 131, and 171 A˚). The SDO/AIA response functions were
generated using the most recent version V6 available in ssw-idl [Boerner et al., 2012].
LOS integration was performed on the three samples of white noise, varying the chro-
mospheric cavity size between 5 and 2.13 Mm for the three SDO/AIA filters shown in
Figure 3.1. The three SDO/AIA filters give similar results, hence we only discuss the
behaviour for the 171 A˚ channel. The wave structure does not change in the corona
(Figure 2.7) so different spectral lines produce similar intensity spectra in the corona.
Figure 3.2 shows the resultant frequency spectra of the line intensity using the 171
A˚ filter for chromospheric cavity sizes of 0.66, 1.20, 1.60 and 2.13 Mm. The spectra
demonstrate the acoustic cut-off for frequencies less than 4 mHz, similar to the spectra
obtained from a point source (Figures 2.10 and 2.11, region I). As the chromospheric
cavity size increases, the power of the underlying noise becomes less dominant and
the highest frequency in the excited range decreases. In other words, the bandwidth
containing the excited frequencies becomes narrower. For example, in Figure 3.2 the
excited range of frequencies for a chromospheric cavity size of 1.595 Mm is between
approximately 4 and 18 mHz whereas for a chromospheric cavity size of 2.127 Mm the
range is between 4 and 13 mHz.
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Figure 3.2: Line of sight integration of the coronal velocity perturbations for 171 A˚ for
four different sizes of the chromospheric cavity. The power spectra are normalised to
their respective maximum values for chromospheric cavity sizes (a+b in Figure 2.6) of
the temperature profile given by 0.67, 1.20, 1.60 and 2.13 Mm respectively.
A line of the form 1/fα can be fitted to the LOS spectra in the range 20-50 mHz, with α
representing the log-log gradient. For the single point analysis there was a trend present
where the gradient depended on the chromospheric cavity size. However only a weak
trend is present in the gradients for the 94 and 171 A˚ filters. No discernible trend was
present for the 131 A˚ filter. Variations in α between different samples of white noise are
large with respect to the total change in α. Therefore it would be difficult to accurately
determine the chromospheric cavity size given α.
3.1.2 Narrow band contribution functions
Four narrowband lines which are observable by Hinode/EIS were tested: Mg v (276.58
A˚), Si vii (275.36 A˚), Fe x (184.54 A˚), and O v (248.46 A˚). Furthermore, two SOHO/-
SUMER lines were tested: Ne viii (770.84 A˚) and Mg x (624.97 A˚). The lines were
generated using Chianti V7 [Dere et al., 1997, Landi et al., 2013] and the generated
contribution function C(T ) was used in place of R(T ) in Equation (3.1). There was still
no quantitative trend present in the resultant spectra. The contribution function C(T )
using Hinode/EIS and SOHO/SUMER for the initial temperature profile can be seen in
Figures 3.3 and 3.4.
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Figure 3.3: Normalised contribution function C(T ) plotted against height using for
Hinode/EIS filters at time t = 0. This is recalculated at each time iteration for the
LOS integration to account for temperature variations. The corresponding initial tem-
perature profile is shown in Figure 2.3.
Figure 3.4: Normalised contribution function C(T ) plotted against height using for
SOHO/SUMER filters at time t = 0. This is recalculated at each time iteration for
the LOS integration to account for temperature variations. The corresponding initial
temperature profile is shown in Figure 2.3.
The SDO/AIA response functions were generated using version V6 available in ssw-idl
(Boerner et al 2012). Contribution functions C(T ) are generated for other instruments
using CHIANTI V7 (Dere et al 1997, Landi et al 2013).
3.1.3 LOS integration vs single point analysis
The LOS spectra (Figure 3.2) are different to the frequency spectra in the single point
analysis, see Figures 2.10 and 2.11 in Chapter 2. The primary difference in the frequency
spectra is the range of frequencies present in the broad peak. The lower limit of this
region is the same, indicating that the acoustic cut-off frequency is detectable in both
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cases. The upper limit of the broad peak was fixed for the single point analysis, however
varies in the LOS spectra.
The LOS integration gives different results compared to the single point analysis. Pos-
sible explanations are as follows:
1. The integration of a sinusoidal function depends on the depth of the LOS integra-
tion and the periodicity of each individual component of the signal. As such, the
power of the individual frequencies is modified non-uniformly by performing the
LOS integration. This results in a different power distribution compared to the
single point analysis.
2. The spectral lines/filters have a finite width covering a temperature range. This
is in contrast to the single point analysis that isolates a single temperature value.
The same holds for the mass density, ρ.
3. The distribution of the frequency spectra changes with height in the transition re-
gion where the temperature gradients are large. As one moves into the corona, the
variation in the shape of the frequency spectra decreases. Any spectral lines/filters
including contributions from the transition region will be affected. The single point
analysis results discussed in this paper are obtained in the corona. Therefore, the
weighted transition region will enhance the differences between the single point
analysis and the LOS integration.
3.1.4 Angle of LOS integration
In the 1.5D model the LOS integration is performed parallel to the magnetic field lines
(note that the magnetic field lines are uniform and perpendicular to the solar surface).
Performing the integration perpendicular to the magnetic field will yield the single point
result (since it is invariant in this direction). Integrating at an angle produces the same
results as integrating parallel to the magnetic field line, since, even though the path
length appears longer, it intercepts the same discrete values in the same order. A sketch
of this is in Figure 3.5.
3.1.5 Comparison with observations
The frequency spectra obtained in Figure 3.2 are very similar to observational papers
as can be seen in Tian et al. [2014]; an excited range of frequencies is present between
approximately 4.5 and 10 mHz [Reznikova et al., 2012, Thomas et al., 1987, Tian et al.,
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Figure 3.5: Sketch of different angles of integration in 1.5D. Both the circles and the
squares would yield the same data.
2014]. For wider chromospheres, this is more distinct and the excited range is reasonably
narrow. However for smaller chromospheres the LOS spectra are far more noisy and
whilst there are a few strong peaks, the power does not decay rapidly, as can be seen in
Figure 3.2. The bandwidth of the LOS frequency spectra can be used to estimate the
chromospheric cavity size, as was discussed in Section 3.1.1. For example the 4.5 to 10
mHz range observed by Thomas et al. [1987] would indicate a chromospheric cavity size
of greater than 2.13 Mm.
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3.2 Kink-unstable flux rope
The second line-of-sight study is performed on the 3D numerical MHD simulation of
Botha et al. [2011] looking at a kink-unstable coronal flux rope with thermal conduction.
The simulation was performed using Lare3D [Arber et al., 2001]. This initial condition
is a force-free equilibrium that is unstable to an ideal MHD kink instability, as in Hood
et al. [2009], that satisfies the equation
∇×B = α(r)B
Inside the loop the magnetic field is specified as
Bθ = λr(1− r2)3, (3.2)
Bz =
√
1− λ
2
7
+
λ2
7
(1− r2)7 − λ2r2(1− r2)6, (3.3)
α =
2λ
Bz
(1− r2)2(1− 4r2). (3.4)
Outside the loop, the magnetic field is specified as
Bθ = 0, (3.5)
Bz =
√
1− λ
2
7
, (3.6)
α = 0. (3.7)
where λ = 1.8
The model also includes Braginskii thermal conduction. This introduces a heat flux
term ∇ · q and the energy equation becomes:
ρ
Dǫ
Dt
−∇ · q+ P∇ · v− ηj2 = 0 (3.8)
with a heat flux vector q defined as
q = (κBˆ · ∇T )Bˆ (3.9)
where Bˆ = B/B and κ = 10−11T 5/2. This is the Braginskii thermal conduction parallel
to magnetic field lines. The effect of including this is a reduced local temperature since
thermal energy is conducted along the magnetic field lines. The radiative cooling time
is of order hours for the coronal values used in the simulation, whereas the cooling time
due to thermal conduction is of order minutes [Botha et al., 2011].
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Anomalous resistivity in the numerical code is triggered when the current exceeds a
critical value. The initialisation parameters are taken from an observation by Srivas-
tava et al. [2010], with temperature and mass density constant at T = 0.125 MK and
ρ = 1.67 × 10−12 kg m−3. The loop structure is that of a straight cylinder, placed
in a Cartesian numerical grid with the foot points located at z = 0 and z = 80Mm.
Surrounding the loop is a straight constant magnetic field orientated along the loop
axis. The maximum number of twists is 6 full turns. The boundaries in the x, y-plane
(perpendicular to the loop) at ±8 Mm are reflective. On the z boundaries at 0, 80 Mm,
the velocity is fixed at zero. Full details of the simulation can be found in Botha et al.
[2011].
3.2.1 Evolution of the instability
During the initial linear phase, the initial magnetic field twist grows, resulting in the
formation of current sheets. The loop then enters the non-linear phase where the current
sheets reconnect, releasing energy, and the magnetic field becomes less twisted. The
simulation is dominated by magnetic pressure (low plasma-β), plasma thermal pressure
plays a minimal role. The initial temperature is uniform. There is an increase in
temperature at the reconnection sites when the kink instability triggers reconnection.
The temperature spreads through the loop and is enhanced when secondary reconnection
events are triggered. The increased temperature results in an increased pressure gradient
which acts to drive flows parallel to the magnetic field, which can then trigger subsequent
reconnection events.
A plot of the maximum temperature and mass density along the cross section of the loop
is shown in Figure 3.6. The temperature maximum in the simulation is approximately
12 MK that occurs at time t = 348 seconds, shortly after the loop enters the non-
linear kink phase. Following this, the temperature lowers and has a maximum value of
approximately 4 MK at time t=522 seconds. Late in the simulation, there is an increase
in density at the footpoints of the loop due to plasma flows away from the centre of the
domain. This resulted in footpoint brightening at late times when the intensities were
calculated using SDO/AIA and TRACE response function [Botha et al., 2012].
3.2.2 Hinode/EIS
Three Hinode/EIS lines are considered: O v (248.46 A˚), Fe x (184.54 A˚), and Fe xv
(284.16 A˚). Wavelengths and temperature peaks for these spectral lines are shown in
Table 3.1. The contribution functions for these lines are synthesised using Chianti v7
[Dere et al., 1997, Landi et al., 2013], and are plotted in Figure 3.7. Theses lines are
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Figure 3.6: Maximum temperature (solid) and density (dashed) profiles along the
loop length z. Each value is the maximum value sampled across the xy plane, i.e. the
cross section of the loop.
Spectral line Wavelength (A˚) Peak temperature Counts
log(T)
O v 248.46 5.4 300
Fe x 184.54 6.05 1000
Fe xv 284.16 6.35 4720
Table 3.1: Hinode/EIS spectral lines. The photon counts are calculated based on the
maximum contribution of the line using ne = 1.0× 109 cm−3 and a 50 second exposure
time.
chosen to consider the intensity across a range of temperatures. The Fe xii (195.12 A˚)
spectral line was also tested however the results were very similar to the results from
the Fe x line so have been omitted. The background temperature of the simulation is
0.125 MK. The peak temperature in the simulation is approximately 12 MK however
this rapidly cools down to a peak temperature of approximately 4 MK towards the end
of the simulation.
The intensity is calculated as the integral along a line-of-sight of density squared times
the contribution function, i.e.
I =
∫
n2eC(T )dl (3.10)
where ne is electron number density, T is temperature, C(T ) is the contribution function
of the line, and l is the distance along the line-of-sight.
Integration is considered along the three Cartesian coordinates x, y, z. A cartoon of the
three Cartesian angles is shown in Figure 3.8. Note that in the cartoon the x and y
angles show the same image. This is because the cartoon is rotationally symmetric. The
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Figure 3.7: Contribution functions for the different spectral lines considered in this
paper.
simulation is rotationally asymmetric so the x and y views have different intensity maps.
This layout of integration angles is used consistently throughout this section.
The z view of the loop is through the footpoints. This is a non-physical view however
it is useful in understanding the physics of the system and the distribution of heating
throughout the loop.
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Figure 3.8: Cartoon illustrating the loop observed along Cartesian coordinates x, y, z.
Note that the simulation is asymmetric so the intensity maps will show different images
when integrated over x and y.
3.2.3 Simulation resolution intensities
First the simulation resolution intensities are calculated. These are at numerical reso-
lution (δx = δy = 0.125 Mm, δz = 0.3125 Mm), with no temporal integration or spatial
degradation. A time series of the intensities observed integrating along each of the Carte-
sian coordinates x, y, z is shown for the O v, Fe x and Fe xv spectral lines in Figures 3.9,
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3.10 and 3.11 respectively. The figures demonstrate the behaviour of the loop though
time in the different spectral lines. In all figures a dark colour indicates high intensity.
Contour levels are fixed for each column. Time t = 261 seconds corresponds to the end
of the linear growth phase of the kink instability. At this time the x and y lines clearly
show a highly twisted loop in all three spectral lines.
Between t = 261 and 290 seconds the kink instability breaks down generating a large
amount of small scale structure in all three lines at time t = 290 seconds. During this
time the interior magnetic field is reconnecting and the loop begins to expand radially.
The average intensity decreases during this time frame for all three spectral lines.
After this, between t = 348 and t = 406 seconds the average intensity starts to rise in all
three lines. This corresponds to loop starting to reconnect with the exterior field. The
Fe xv line increases most indicating strong heating due to the reconnection with the
exterior field. The O v line also demonstrates an increase in intensity. From Figure 3.9,
it is clear that this is occurring on the edge of the loop and is due to the heat spreading
out through the domain. This is also present in the Fe x lines (Figure 3.10) although to
a lesser degree.
At late times, t ≥ 450 seconds, the Fe x line shows strong footpoint brightening that
is not present in the O v spectral line. The Fe xv line demonstrates high intensity
throughout the loop at late times. From Figure 3.6, this is the temperature is redis-
tributed inside the loop such that the Fe xv spectral line is activated.
Integrating from the z direction yields a top-down view of the loop, essentially showing
the growth of the loop and interior temperature. It also shows that the majority of the
activity is occurring on the outer surface of the loop. After time t = 348 seconds the
Fe xv line starts to show some interior structure in the top view. Interior structure is
present in the x and y intensity maps after time t = 464 seconds in the Fe x and Fe
xv lines but not in the O v. This is because the temperature inside the loop it too hot
to activate the O v line. Instead, the O v line shows the loop conducting heat radially
outwards.
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Figure 3.9: Simulation resolution intensities using the O v spectral line of Hin-
ode/EIS. Dark indicates high intensity. Contour levels are consistent in each column.
Time is in seconds.
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Figure 3.10: Simulation resolution intensities using the Fe x spectral line of Hin-
ode/EIS. Dark indicates high intensity. Contour levels are consistent in each column.
Time is in seconds.
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Figure 3.11: Simulation resolution intensities using the Fe xv spectral line of Hin-
ode/EIS. Dark indicates high intensity. Contour levels are consistent in each column.
Time is in seconds.
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3.2.3.1 Spatially degraded intensities
Next the intensities are spatially degraded to the Hinode/EIS pixel size of approximately
1 arcsecond2. Figure 3.12 and 3.13 show the simulation resolution and the spatially
degraded intensity maps at time t = 261 and t = 348 seconds for the Fe x spectral line.
The spatially degraded intensities lose some of the small scale features but still capture
the larger structures present in the simulation resolution intensity maps. This applies
similarly to the other spectral lines.
x y z
S
im
u
la
ti
o
n
D
eg
ra
d
ed
Figure 3.12: Simulation intensities vs. spatially degraded intensities using Fe x
spectral line of Hinode/EIS at time t=261 seconds. The simulation intensities are at the
numerical resolution. Degraded intensities have a spatial resolution of approximately 1
arcsec.
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Figure 3.13: Simulation intensities vs. degraded intensities using Fe x spectral line of
Hinode/EIS at time t=464 seconds. Spatial degredation is the same as in Figure 3.12
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3.2.3.2 Intensity raster
Finally one can reconstruct the raster image that would be observed by Hinode/EIS.
This involves scanning a 1 arcsecond slit for approximately 50 seconds then advancing
the slit. This results in an image that is advancing in time as you move in space. There
are two main types of moving rasters: dense and sparse. For the dense raster, the slit
is advanced to the next position at the end of exposure. The sparse raster has a jump
of 3 arcseconds between exposures. This means the rasters cover a greater proportion
of the loop however leave gaps. We consider the slit moving parallel to the loop length,
and moving perpendicular to the loop length. A cartoon of this is shown in Figure 3.14,
with the arrow denoting the movement of the slit.
Parallel Performing the integration with the slit moving parallel to the loop length
(Figure 3.14a), the raster cannot capture the full length of the loop due to the length of
the simulation. Multiple rasters using both the sparse and dense modes using Fe x are
shown in Figure 3.15. For the dense raster, six different rasters were synthesised starting
at different points along the loop length. For the sparse raster, three were created.
The dense rasters all look fairly similar. The increase in intensity towards the radial
edge of the loop is present. The loop growth is also observable. However, these dense
raster only observe a small fraction of the loop length and therefore are unable to capture
larger structures. A small amount of interior structure is present towards the end of the
rasters.
For the sparse raster, the same increase in intensity towards the edge of the loop and
loop growth are observable. Here, since more of the loop is captured, some larger interior
structure is present.
a b
Figure 3.14: Cartoon illustrating the movement of the slit for the two types of raster:
moving parallel to the loop length a, and moving perpendicular to the loop length b.
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Figure 3.15: Dense (top) and sparse (bottom) intensity rasters integrated in x-
direction for the Fe x spectral line. Slit moves left to right, as is Figure 3.14a. Several
rasters are generated starting at different points along the loop. Each raster has the
same time frame. The exposure time of the slit is 50 seconds.
Perpendicular Moving the slit perpendicular to the loop, shown in Figure 3.16,
most of the loop is captured. These are shown in Figure 3.16 for the three spectral lines
considered. By comparing the intensity, one can observe the loop heating and cooling
across the different spectral lines. The Fe xv is the hottest spectral line and demonstrates
an increase in intensity in the interior of the loop, followed by a decrease in intensity.
At the same time, the O v and Fe x spectral lines demonstrate a steady increase in
intensity in the interior of the loop. This signifies the loop decreasing in temperature
and activating the cooler spectral lines. However, it is difficult to comment on the
growth of the loop from these perpendicular intensity rasters. Footpoint brightening is
present in the Fe x and xv spectral lines. This is due to the density accumulating at
the numerical boundaries, as can be seen in Figure 3.6.
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Figure 3.16: Intensity rasters integrated in x-direction with slit moving perpendicular
to loop length, as in Figure 3.14b. Exposure time is approximately 50 seconds. The
full loop is captured in these rasters.
3.2.4 Sit-and-stare
One can also consider the slit remaining stationary and observing the same section of
the loop at different times. For this, a point along the loop length is chosen and is
repeatedly scanned for the exposure time of 50 seconds. The resultant time-distance
plot for the Fe x line are shown in Figure 3.17. Three points along the loop length were
chosen: left (20Mm), centre (40Mm) and right (60Mm). Two key features are present
when the loop is observed in this way.
The first feature is the distribution of intensities. After a few exposures, the intensity
forms a peak at the edges of the loop in all spectral lines at all locations throughout the
loop, Figure 3.17. This corresponds to the heating seen at the edge of the loop after
time t = 464 seconds in Figure 3.10 for the simulation resolution intensity maps.
The second feature is the growth of the loop. The loop width can be measured at each
exposure for the three spectral lines considered here. Figure 3.18 shows the loop width
at different times. Multiple slit locations along the loop are plotted, and whilst there is
some variation in loop width, the variation is fairly small and not related to the spatial
location of the slit within the loop. We see a staggered rise in the loop width across the
spectral lines. The loop width in the cooler O v line increases first, followed by the Fe
x and finally the hotter Fe xv line. This is due to a combination of parallel thermal
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Figure 3.17: Time-distance plots using the Fe x spectral line integrated in the x-
direction with the slit stationary at z = 20 Mm (left), 40 Mm (centre) and 60 Mm
(right) along the loop axis . The bottom row of figures is snapshots of the intensity
at different times. These times are 261,361, 511 and 761 seconds, as indicated by the
black lines in the time-distance plots.
conduction and reconnection acting to effectively spread heat radially outwards [Botha
et al., 2011]. This results in the cooler lines being activated further away from the loop
centre so the loop appears wider in the cooler spectral lines. The red line in Figure
3.18 respresents the loop width measured using the simulation resolution results. The
loop width from the raster is an overestimate of this. The raster works by summing
up the intensities over the exposure time. This means that the largest value of the
loop width during this time frame determines the width of the loop in the raster. This
is further modified by the spatial degradation that sums up the intensities in a block
of 1 arcsecond2. These effects contribute most when the loop is growing rapidly, i.e.
when the kink instability enters the non-linear phase. After time t ≈ 400 seconds, the
loop growth occurs at a slower rate and the loop width from the raster is closer to the
simulation resolution.
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Figure 3.18: Loop width vs time for the different spectral lines using the sit-and-stare
mode of Hinode/EIS integrated in the x-direction (top) and y-direction (bottom). The
width was measured at 10 different locations and plotted as crosses (note that many of
the crosses have the same width values). A best-fit polynomial (black line) overlays the
measures points. The red line is the loop width obtained directly from the intensities
at the numerical resolution.
3.2.5 Doppler velocities
Doppler velocities D can be calculated according to Equation (1.70)
Contour plots of the Doppler velocities at simulation resolution are shown in Figures
3.19, 3.20 and 3.21 for the O v, Fe x and Fe xv spectral lines respectively. The contour
colour is between ± 100 km s−1 in all plots. Histograms of the Doppler velocities in the
range ±30 km s−1 for the contour plots are shown in Figure 3.22. Magnetic fieldlines
are aligned in the z-direction so velocity is guided in this direction. This results in larger
velocities in the z-direction compared to the x-direction and y-direction.
The Doppler maps show that there is a burst in velocity as the kink instability breaks
at time t = 261 seconds. The x and y views of the loop show very little Doppler shift
between t = 276 and t = 290 seconds. The z view of the loop for the Fe x spectral
line shows a multitude of small bright-points in the time frame 276 ≤ t ≤ 348 seconds.
These are indicative of small scale reconnection events occurring inside the loop, i.e.
interior magnetic field reconnecting. These localised bright-points are only present in
large quantities in the Fe x spectral line, suggesting a temperature of approximately 1
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MK. The hotter Fe xv and cooler O v lines show interior flows in the z-direction but
very few small bright-points. This means they occur is a very narrow temperature range.
At time t = 348 seconds there is a sudden increase in Doppler velocity in all three lines,
from all integration angles. This is when the loop starts to reconnect with the exterior
magnetic field. The majority of activity occurs on the outside of the loop as shown in
the z view. The histogram of the Doppler velocities at this time (Figure 3.22) shows an
increase in the counts for faster velocities and also shows a bimodal low velocity peak
forming in all the lines around the zero point, in the x and y views of the loop. These
bimodal peaks disappear by time t = 580 seconds.
The histograms of the Doppler velocity (Figure 3.22) show the distribution in the range
±30 km s−1. Between time 261 and 290 seconds the loop becomes less active, as was
seen in the Doppler and intensity maps. Following this, at time 348 seconds, the loop
begins to reconnect with the exterior field and becomes more active, resulting in an
increase in Doppler velocities in the range ±30 km s−1. At this time a bimodal peak
appears in the histogram at around ±3 km s−1. As time advances this peak eventually
disappears.
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Figure 3.19: Simulation resolution Doppler velocities using the O v spectral line of
Hinode/EIS. Colour scale is between ±100 km s−1. Time is in seconds.
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Figure 3.20: Simulation resolution Doppler velocities using the Fe x spectral line of
Hinode/EIS. Colour scale is between ±100 km s−1. Time is in seconds.
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Figure 3.21: Simulation resolution Doppler velocities using the Fe xv spectral line of
Hinode/EIS. Colour scale is between ±100 km s−1. Time is in seconds.
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Figure 3.22: Histograms of simulation resolution Doppler velocities using the O v,
Fe x and Fe xv Hinode/EIS spectral lines. x-axis shows the Doppler velocity between
±30 km s−1 and the y-axis shows the counts. Time is in seconds.
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3.2.6 Doppler shift raster
Rasters of the Doppler velocities can be calculated, as before, with a pixel size of approx-
imately 1 arcsecond2 and an exposure time of 50 seconds. With the slit moving parallel
to the loop length (Figure 3.14a) only a small section of the loop is observed. For this
reason several rasters have been created, using both the dense and sparse modes, start-
ing at different points along the loop length. These are shown for the Fe x line in Figure
3.23. The contour shows velocity in the range ±50 km s−1. The dense raster shows that
the Doppler shifts are largest towards the centre of the loop, and reduce towards the
boundaries.
The dense raster located near the centre of the loop shows oppositely directed Doppler
velocities. This type of signal may be observationally interpreted as a rotation of the loop
however this is not the case. Velocity in the simulation is guided along the magnetic field
lines. In the simulation the magnetic field is twisted and thus the velocity is twisted. The
velocity component vx in this twisted region is approximately ±55 km s−1, see Figure
3.24. This velocity magnitude pairs up well with the magnitude of Doppler velocity
observed using the dense raster near the centre of the loop. Therefore these oppositely
directed Doppler velocities do not indicate a rotation of the loop itself, rather they show
velocity following a twisted magnetic field.
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Figure 3.23: Dense (top) and sparse (bottom) Doppler rasters with the slit advancing
parallel to the loop length (Figure 3.14a), integrated in x-direction for the Fe x spectral
line. The colour bar is between ±50 km s−1.
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Figure 3.24: Velocity streamlines from the simulation, contoured by the vx component
of velocity. This is analogous to the Doppler velocity in Figure 3.23. Streamlines were
chosen to highlight the velocity propagating upwards along a twisted magnetic field.
3.2.7 Sit-and-stare Doppler shifts
A stationary slit is also investigated. Three points along the loop length are considered:
left (z =20 Mm), centre (z =40 Mm) and right (z =60 Mm). The time-distance contours,
histograms of the Doppler velocities at specific times, and histograms of the time-distance
contour are all shown in Figure 3.25.
It is difficult to say much about the nature of the loop from the sit-and-stare Doppler
velocities. Histograms of the Doppler velocities at different times show that as time
advances, the velocities become smaller. There is also a reduction in the peak at v = 0
as time advances. This is because the peak at v = 0 is essentially the number of counts
outside the loop. As the loop expands, it fills more of the domain reducing this peak at
v = 0.
The histograms of the time-distance plot show that the loop is slightly more blue shifted
when observed on the z > 40 side of the loop, and slightly more red shifted when
observed on the z < 40.
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Figure 3.25: Doppler velocities using a sit-and-stare mode and the Fe x spectral line.
Three points along the loop are tested: left (20 Mm), centre (40 Mm) and right (60
Mm). The first row is a time distance plot of the Doppler velocities. The contour levels
are between ±50 km s−1. The second row is histograms of the Doppler shifts at a few
different times. The third row is a histogram of the entire time-distance contour.
3.2.8 Viewing angle
Observing the loop from a different angle yields a different intensity map. Figure 3.26
shows a sketch of the different angles considered. The simulation resolution intensities
using these angles at two different times are shown in Figure 3.27 for the Fe x spectral
line.
The intensity maps show different viewing angles highlight different structure in the
loop. In particular, the different views show the brightening towards the loop edge in
a different way. However, when the rasters were performed, these differences became
negligible and looked very similar to the rasters in Figure 3.15.
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Figure 3.26: Sketch of different angles for the line-of-sight integration. The red circle
represents the top of the loop. The blue circle represents the bottom of the loop. Angles
vary by ±30 degrees. The central sketches are the same views as in Figure 3.5. The x
and y views show angles around the side of the loop. The z views show angles around
the top of the loop.
Chapter 3. Line-of-sight integration 80
x
y
z
t=261 t=348
Figure 3.27: Simulation resolution intensities using Fe x from different angles of
integration shown in the sketch Figure 3.26. Time is in seconds. The central images
show the x, y and z views of the loop as seen in Figure 3.10.
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3.2.9 Conclusions
Synthetic intensities have been calculated using several Hinode/EIS spectral lines for a
3D numerical simulation of a kink-unstable coronal flux rope. The investigated spectral
lines are the O v, Fe x and Fe xv lines with temperature peaks of log(T ) = 5.4, 6.05
and 6.35.
Dense and sparse rasters When rasters were created moving the slit along the loop
length only a small proportion of the loop was present in the raster. With the dense
raster, there was not much difference in the intensity map for different points along
the loop. One can see the growth of the loop and the increase in intensity on the loop
edge and a small amount of interior structure is present towards the end of the rasters.
However, it is difficult to discern any large scale structures. With the sparse raster, a
large scale interior intensity brightening can be detected.
Sit-and-stare Placing the slit at a fixed location along the loop, the growth of the
loop becomes much more apparent. The width of the loop is plotted against time for
the different spectral lines. The growth is largest in the cooler O v line and smallest
in the hotter Fe xv line. This is because a combination of parallel thermal conduction
and reconnection act to effectively spread heat radially outwards [Botha et al., 2011],
activating the cooler lines first. The loop growth is fairly rapid initially then becomes
slower as the loop begins to relax. It is found that this is an overestimate of the loop
width, compared to the simulation resolution results. The spatial degradation forces
intensities into blocks of 1 arcsecond, and the time integration detected the largest width
in the time frame as the loop edge. When the loop is changing rapidly, e.g. t = 261
seconds, this results in an overestimate of the loop by approximately 2 Mm. After time
t ≈ 400 seconds, the loop growth is far less rapid and the loop width observed by the
raster is closer to the simulation resolution results.
Doppler velocities The dense raster located at the centre of the loop observed
oppositely directed Doppler velocities. This corresponds to the velocity being guided
along a twisted interior magnetic field in the simulation. The observed Doppler velocity
in the raster is comparable to the simulation velocity component in the line-of-sight.
With the sit-and-stare mode, histograms of the Doppler velocities show that as time
increases there is a decrease in the peak at v = 0. This is because as the loop expands
it fills the domain, reducing the number of counts at v = 0. The maximum magnitude
of the Doppler velocities becomes smaller as time increases. This is due to the loop
becoming less active.
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Summary There are several qualities of a kink-unstable coronal flux rope that can be
detected observationally using Hinode/EIS, namely the growth of the loop, the increase
in intensity towards the edge of the loop, and the reduction in maximum Doppler shift
as time advances. However, the exposure time of Hinode/EIS is too large to capture the
small, transient features present in the simulation.
3.2.10 DKIST/DL-NIRSP
One can also generate intensity maps based on the contribution functions from future
instruments. Intensity and Doppler shifts have been calculated for several lines from the
off-limb coronal mode of the DKIST/DL-NIRSP (Daniel K Inouya Solar Telescope/D-
iffraction limited - Near Infrared SpectroPolarimeter) [Keil et al., 2010]. Information
regarding this observing mode of DKIST/DL-NIRSP can be found in Appendix A. The
lines we will be considering are shown with their wavelengths and temperature peaks
in Table 3.2, and the temperature response function is in Figure 3.28. The synthesised
response from the Fe xi and the Si x spectral lines is very similar so the intensities using
the Fe xi spectral line are omitted.
Wavelength (A˚) Temperature peak (log(T) K)
S ix 12523.48 6.05
Fe xi 7894.03 6.15
Si x 14305.00 6.15
Fe xiii 10749.00 6.25
Table 3.2: DKIST/DL-NIRSP lines
DKIST/DL-NIRSP will have a pixel size of 0.5 arcsecond squared, a field-of-view (FOV)
of 28 × 19 arcsecond, and a time exposure of approximately 22 seconds. A mosaic can
be made by moving the FOV along the loop after each exposure to create additional
tiles of the same size FOV.
3.2.10.1 Mosaic configuration
When using the DKIST/DL-NIRSP contribution functions, we will not consider the full
loop. Instead we consider three mosaic tiles of the same FOV as the instrument. The
location of these tiles is shown in Figure 3.29. The three tiles are located around the
centre of the loop. We will refer to these are ’left’, ’centre’ and ’right’ tiles.
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Figure 3.28: Contributions functions for the synthesised spectral lines of DKIST/DL-
NIRSP.
left centre right
Figure 3.29: A contour of the intensity of the loop at time t = 261 seconds using
the Fe xiii spectral line. The four black lines make the edge of the three mosaic tiles
investigated in this section.
3.2.10.2 Tile in mosaic mode
A moving mosaic is constructed by creating three panels at the instrument FOV. Time
is integrated to match the exposure time of DKIST/DL-NIRSP. The three panels are
located at the centre of the loop, and adjacent to it. The mosaic scans left to right such
that time advances left to right. Each tile has an exposure time of 22 seconds. After
the right tile is scanned, the mosaic sequence restarts at the new time on the left tile.
These are shown for the S ix, Si x and Fe xiii spectral lines in Figures 3.30, 3.31 and
3.32 respectively.
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A considerable amount of structure is present in all spectral lines. Initially the structures
in the loop are very short lived so cannot be traced from one mosaic tile to the next.
Later on in the simulation, the structures are relatively longer lived and can be traced
across multiple tiles. The growth of the loop is clearly identifiable across the tiles.
There appears to be little difference between the intensity maps for different spectral
lines. This is because lines have a reasonably similar temperature range and are all
activated by heating/cooling plasma. When an event occurs, it generates heat then cools.
This temperature evolution can lead to an observational response with progressively
cooler spectral lines. If this phenomena occurs in a time frame that is smaller than the
exposure time, then all three spectral lines are activated simultaneously. Differences in
the intensity maps show more general heating/cooling and are more apparent towards
the end of the simulation where the loop is becoming less active.
Chapter 3. Line-of-sight integration 85
x y
t
=
26
1
t
=
33
0
t
=
40
0
t
=
46
9
t
=
53
9
t
=
60
9
t
=
67
9
Figure 3.30: Intensities S ix using a moving mosaic. The time indicates the starting
time of the exposure on the left tile. Time is in seconds.
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Figure 3.31: Intensities Si x using a moving mosaic. Time is in seconds.
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Figure 3.32: Intensities Fe xiii using a moving mosaic. Time is in seconds.
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3.2.10.3 Tile in sit-and-stare mode
Now the sit-and-stare mode of the instrument will be investigated. The intensity maps
using the central tile are shown in Figure 3.33 for the S ix (blue), Si x (green) and Fe
xiii (red) spectral lines when integrated in the x-direction (left) and y-direction (right).
Note that only selected times are shown.
Again there does not appear to be much qualitative difference between the intensity
maps for the different lines. This is because the time averaging acts to average out
many of the heating/cooling events.
The relatively low exposure time for the FOV manages to capture some of the small
scale transient phenomena present in the simulation, including the breakdown of the
kink-unstable loop. Interior structure is also present and the evolution of the loop can
be clearly seen in the intensity maps.
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Figure 3.33: Intensities sit-and-stare using S ix (blue), Si x (green), and Fe xiii (red)
integrated in x-direction (left) and y-direction (right). Mosaic tile is located in the
centre of the loop. Note that only selected times are shown. Time is in seconds.
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3.2.10.4 Conclusions
The future DKIST/DL-NIRSP instrument appears to be capable of capturing the be-
haviour of a kink-unstable flux rope. The moving slit detects the initial twist of the loop
and features can be tracked across tiles for late times. The sit-and-stare intensities give
a large amount of information about the loop in both time and space, showing many
small scale features.
3.3 Summary
This chapter investigated using LOS integration to synthesise the observational signature
of the coronal velocity signature as a results of the chromospheric resonator, and a
coronal kink-unstable flux rope.
3.3.1 Resonator
The chromospheric resonator investigated in Chapter 2 created a coronal velocity signa-
ture that is directly correlated with the size of the chromospheric cavity. LOS integration
was performed to investigate the observational signatures created by the resonances using
several response functions from SDO/AIA and contribution function from Hinode/EIS
and SOHO/SUMER.
It was found that the LOS velocity spectra contained different properties to the single
point analysis performed in Chapter 2. As the chromospheric cavity increased in size, the
broadband of excited frequencies became narrower. This provides a potentially useful
diagnostic for indirectly measuring the chromospheric cavity size.
3.3.2 Kink-unstable coronal flux rope
LOS integration was also performed to generate the observational signatures from a 3D
simulation of a kink-unstable coronal flux rope using Hinode/EIS.
The main results using Hinode/EIS were:
1. The growth in loop radius was observed in the intensity maps using both a moving
raster and the sit-and-stare mode. Comparing the measured width in the sit-and-
stare mode to the width measure in the simulation resolution results we find that
the loop width is overestimated in the sit-and-stare intensity maps.
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2. The dense raster of Doppler velocities located near the centre of the loop showed
oppositely directed magnetic fields. This corresponds to velocity being guided
along a twisted magnetic field line in the simulation.
3. The exposure time of Hinode/EIS is too long to capture small scale transient
phenomena in the loop.
When observing the loop using the expected DKIST/DL-NIRSP spectral lines, there
was a large amount of small scale structure present in the intensity maps. This is due
to the small exposure time and high resolution. The growth of the loop is clearly visible
in both the moving mosaic and the sit-and-stare mode.
Future work involves analysing the intensity and Doppler velocity as observed by the
selected spectral lines to predict the observational signatures of a kink-unstable coronal
flux rope using the DKIST/DL-NIRSP instrument.
Chapter 4
Onset of 2D Magnetic
Reconnection at Different
Atmospheric Heights
The final branch of this thesis investigates the early behaviour of a 2D magnetic re-
connection event and how this changes under photospheric, chromospheric and coronal
conditions. Waves and flows are ubiquitous in the solar atmosphere and can encounter
current sheets, triggering reconnection. This is modelled by the external velocity driver
used in this chapter, which allows the early behaviour of magnetic reconnection to be
studied in a naturalistic manner. This work has been submitted for publication as Snow
et al. [2016].
4.1 Introduction
Magnetic reconnection is a topological restructuring of a magnetic field caused by the
change in connectivity of its field lines [Priest and Forbes, 2000]. In this process, the
magnetic energy is converted into kinetic energy and thermal energy of the plasma.
Reconnection plays an important role in many dynamical phenomena in the solar atmo-
sphere including the photosphere, e.g. Ellerman bombs [Ellerman, 1917, Nelson et al.,
2013, Reid et al., 2016], the chromosphere, e.g. penumbral microjets [Katsukawa et al.,
2007] and calcium jets [Morita et al., 2010, Shibata et al., 2007], and the corona, e.g.
x-ray jets [Savcheva et al., 2007, Shibata et al., 1992] and flares [Moore et al., 2001].
Comprehensive reviews of magnetic reconnection can be found in Pontin [2012], Yamada
et al. [2010], Zweibel and Yamada [2009].
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There are several models for reconnection which can be separated broadly into two
categories: slow and fast. The model for Sweet-Parker reconnection [Parker, 1957, Sweet,
1958] has a long diffusion region between oppositely directed magnetic fieldlines. The
rate at which the magnetic fields diffuse predicts an Alfve´n Mach number proportional
to the inverse root of the Lundquist number, i.e. MA = S
−1/2 (derivation shown in
Section 1.6.1). In astrophysical plasmas, the Lundquist number can be many orders of
magnitude larger than unity, resulting in a very small Alfve´n Mach number MA, hence
the name slow reconnection. Slow reconnection is not sufficient to explain observed
solar phenomena. Improvements have been made on the Sweet-Parker model to create
fast reconnection models, e.g. Petschek [Petschek, 1964] and flux pile-up models [Priest
and Forbes, 1986]. The Petschek model achieves fast reconnection by including two
pairs of slow-mode shocks which act to carry flow away from the diffusion region. This
results in a diffusion region that shortens as the inflow rate increases (see Section 1.6.2
for derivation). Flux pile-up models have a rise in magnetic field energy entering the
diffusion region and a slow-mode expansion. In the flux pile-up models, the diffusion
region becomes long and thin, and the reconnection rate can exceed the maximum
Petschek reconnection rate [Priest and Forbes, 1986]. Reconnection papers typically
initiate reconnection using an interior trigger, that is various perturbations specified
as initial conditions that are centred on the current sheet. These include invoking
locally enhanced resistivity or small velocity perturbations inside the current sheet. This
directly influences the reconnection process and prohibits study of the early behaviour.
The evolution of a tearing-mode unstable reconnection event has been studied via the
incompressible Taylor problem, where a small boundary perturbation is applied to a
stable slab plasma [as reviewed in Bhattacharjee, 2004]. This is typically referred to
as forced/driven reconnection. The linear and non-linear phases of this process can be
studied to analyse the evolution of a reconnection event, and the formation of current
sheets and magnetic islands [Wang and Bhattacharjee, 1992]. Numerical simulations
have been performed to study the Taylor problem [Fitzpatrick, 2003] yielding results
consistent with analytical solution [e.g. Hahm and Kulsrud, 1985]. This is different from
the problem investigated in this chapter; we use a different type of driver and a different
initial magnetic field profile.
In the solar chromosphere, the temperature and density configuration allow both neu-
tral and ionised particles to exist, hence the plasma is partially ionised (Section 1.6.3).
This results in Cowling resistivity that acts perpendicular to magnetic field, in addition
to Spitzer resistivity. Previous work investigating partial ionisation includes flux emer-
gence [Arber et al., 2007, Leake and Arber, 2006], wave dissipation [Leake et al., 2005,
Zaqarashvili et al., 2013], tearing mode instabilities [Leake et al., 2012, Zweibel, 1989],
chromospheric current sheet collapse [Arber et al., 2009] and formation [Brandenburg
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and Zweibel, 1994], and the evolution of slow mode shocks [Hillier et al., 2016]. For
partially ionised coalescing loops it has been shown that the inclusion of ionisation in-
creases the amount of magnetic flux reconnected but due to the change in ion pressure,
the reconnection rate remains unchanged [Smith and Sakai, 2008]. The effects of partial
ionisation can also be used to explain the existence of penumbral microjets [Sakai and
Smith, 2008]. For strong chromospheric magnetic field strengths, the length scale of a
tearing mode instability can become comparable to the kinetic length scales that are
thought necessary for fast reconnection [Singh et al., 2015]. For chromospheric recon-
nection the Hall term (J×B) in Ohm’s law can generally be neglected [Malyshkin and
Zweibel, 2011].
In this chapter, 2D reconnection is triggered using a sub-Alfve´nic velocity driver specified
perpendicular to the Harris current sheet, far away from the centre of the domain. This
external driver allows us to study the early onset of magnetic reconnection in a natu-
ralistic manner. Reconnection start-up and development is investigated in photospheric
(weakly ionised), coronal (fully ionised) and chromospheric (partially ionised) atmo-
spheric conditions. In order to fully understand the differences between chromospheric,
coronal and photospheric reconnection, a baseline model is presented and analysed, and
then a parameter study is performed. This allows the effects of each parameter to be
studied independently.
4.2 Computational set-up and initial conditions
Simulations have been performed using Lare3d [Arber et al., 2001] in the (y, z) Cartesian
plane, with an invariant x-direction. Lare3d solves the compressible, resistive MHD
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equations given by
∂ρ
∂t
= −∇ · (ρv), (4.1)
∂v
∂t
+ v · ∇v = 1
ρ
J×B− 1
ρ
∇P, (4.2)
∂B
∂t
= −∇×E, (4.3)
∂ǫ
∂t
+ v · ∇ǫ = −P
ρ
∇ · v+ η
ρ
J2 +
η⊥
ρ
J2⊥, (4.4)
E+ v×B = ηJ+ η⊥J⊥, (4.5)
∇×B = µ0J, (4.6)
P =
ρkBT
µm
, (4.7)
ǫ =
P
ρ(γ − 1) + (1− ξn)
χi
m¯
, (4.8)
η⊥ =
ξ2nB
2
αn
, (4.9)
µm =
m¯
2− ξn , (4.10)
where αn is the effective neutral collisional rate.
The neutral fraction ξn is calculated using the modified Saha equation [Athay and
Thomas, 1961]. The neutral fraction is a function of density and temperature, i.e.
ξn = ξn(ρ, T ), as implemented in Lare3D by Leake et al. [2005]. The modified Saha
equation and its implementation is shown in Section 1.6.3. Spitzer resistivity η is uni-
form across the domain.
A sketch of the computational domain is shown in Figure 4.1, where the damping region
is indicated by the shaded region. The initial magnetic field is specified using a Harris
current sheet defined as
By(z) = tanh(z)
where By is the magnetic field component in the (y, z) Cartesian plane. Bz = 0 initially.
The maximum current is in the centre of the domain indicated by the dashed line at
z = 0 in Figure 4.1.
For a uniform temperature the pressure balance equation can then be solved analytically
(as shown in Section 1.6.4) to find the equilibrium density as
ρ =
ρ0
β
cosh−2 (z) + C
for initialisation density ρ0 and plasma-β. The normalised C is chosen as unity.
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Grid size is ∆y = 0.0625 by ∆z = 0.03125 with the domain spanning −16 < y < 16
and −8 < z < 8. The grid resolution is 512 × 512 cells. A grid convergence test
was performed and there are no significant quantitative or qualitative changes in the
output for increased resolution therefore 512× 512 is sufficient. The simulation domain
in dimensionless units is 32 × 8 (neglecting the damping regions). This corresponds
to a physical extent of 320 × 80 km. This domain size is sufficiently large any shocks
produced in the simulation do not reach the outflow boundaries. The small physical
extend of the simulation also allows us to consider an isolated parameter regime in the
solar atmosphere, neglecting variations with height.
The boundaries at y = ±16 are zero gradient.
The reconnection is triggered by sub-Alfve´nic velocity drivers specified far away from
the centre of the current sheet at 4 ≤ z ≤ 8 and −8 ≤ z ≤ −4. Both velocity drivers
are of the form
vz(y) = Ae
−y2/3. (4.11)
This velocity propagates across the domain dragging magnetic field energy towards the
centre of the domain and triggers the reconnection.
When the velocity fronts meet, a fast-mode reflection occurs. It propagates towards
the driven boundary and if left untreated bounces off the upper boundary and back
into the reconnection region causing unwanted phenomena. To limit the influence of
the reflection on the simulation, a damping region is specified between −8 ≤ z ≤ −4
and 4 ≤ z ≤ 8. One can damp out the unwanted perturbation by acknowledging the
velocity in this region has two components, the driver vd and the perturbation vp, i.e.
v = vd + vp. Kinetic energy damping is applied to vp only and the driven velocity is
applied uniformly between −8 ≤ z ≤ −4 and 4 ≤ z ≤ 8. vp is damped according to:
vp = 0.5|1− cos(0.25π(|z| − 4))|. (4.12)
This gradually reduces the kinetic energy of the perturbation component of velocity
towards the z = ±8 boundaries of the simulation domain. In this damping region,
vz(y, 4 ≤ z ≤ 8) is calculated according to Equation (4.11).
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Figure 4.1: Sketch of the computational domain. y ranges between ±16, z ranges
between ±8. The drivers are defined for |z| ≥ 4, denoted by the arrows. Shaded
region indicates the damping zone, where perturbation kinetic energy is damped. A
reconnection region of width 2δ and height 2L is fitted to the domain. The line z = 0
is the location of the Harris current sheet.
4.3 Diagnostics
4.3.1 Reconnection region
A reconnection region of width 2δ and length 2L can be fitted to the domain, see Figure
4.1. δ is estimated by looking at the half width at half maximum (HWHM) of the
current density J. L is estimated by the point along the centre line (z = 0) at which the
outflow velocity is maximum.
4.3.2 Electric field
The electric field E is calculated using Ohm’s law, Equation (4.5). In our computational
domain there is only one non-zero component of E in the x-direction, i.e. E = (Ex, 0, 0).
The electric field can be separated into a diffusion term ηJ + η⊥J⊥ and an advection
term v×B. Note that the only non-zero component of J is Jx. This is equivalent to J⊥
for our 2D simulation.
4.3.3 Energy flux
The reconnection process converts magnetic energy ǫM to kinetic energy ǫK , and can
result in heating, signified by a rise in internal energy ǫI . It is therefore important to
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calculate these quantities.
The kinetic energy is calculated by ǫK =
1
2ρv
2. The flux of this through the reconnection
region is calculated by
∫
vyǫKdz +
∫
vzǫKdy along the boundaries of the reconnection
region. The Ohmic heating is calculated by ηJ2.
Internal energy ǫI is defined by Equation (4.8). However the ionisation energy term is
only important when there is large variation of the neutral fraction ξn in the domain.
This is not the case for our simulations. Internal energy can therefore be rewritten as
ǫI =
P
ρ(γ − 1) =
kBT
µm(γ − 1) . (4.13)
Total internal energy can be investigated by integrating ǫI over the area of the recon-
nection region ǫI(total) =
∫ ∫
ǫIdydz. Because the reconnection region changes in size
during the simulation, a more meaningful quantity is to divide this by the size of the
reconnection region to get the average internal energy in the reconnection region, i.e.
ǫI(average) = ǫI(total)/4δL.
4.4 Baseline model (coronal environment)
A baseline model will be considered first to provide a reference point. The case chosen
will be a coronal type atmosphere driven with a sub-Alfve´nic velocity. The key parame-
ters for this study are in Table 4.1. Note that the Lundquist number S is the Lundquist
number on the driven boundary. This is the largest value of S in the domain. The
plasma-β is also the value on the driven boundary.
Parameter [Units] Symbol Value
Plasma-β 0.002
Length Normalisation [m] l0 10
4
Temperature [K] T 106
Resistivity [Ωm] η 10−6
Time normalisation [s] ∆t 24
Alfve´n Mach number MA(driver) 0.003
Lundquist number S 2.5× 1010
Table 4.1: Baseline parameters. Note that the Lundquist number above is the maxi-
mum value in the domain which occurs on the driven boundaries. In the reconnection
region the maximum Lundquist number is S < 107.
The process can be separated into three phases: reflection (Figure 4.2), development
(Figure 4.3) and reconnection (Figure 4.4). In this section each phase is discussed in
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order to understand the evolution of the system. More quantitative analysis of the
baseline model is provided in subsequent sections.
4.4.1 Reflection phase
The driven velocity propagates from z = ±4 at the local fast-mode speed towards the
current sheet located at z = 0. The equilibrium Alfve´n speed decreases towards the
centre of the domain because the pressure increases and the magnetic field strength
decreases. The initial sound speed is constant across the domain because the tempera-
ture is constant. The fast-mode speed is a function of the Alfve´n speed and the sound
speed and decreases towards the centre of the domain. This means that the driven wave
steepens as it approaches the centre of the Harris current sheet. The velocity ampli-
tude of the driver is chosen to prevent this wave steepening into a shock. When these
wavefronts hit the centre of the Harris current sheet they trigger a pair of fast-mode
reflection that propagate backwards towards the drivers (Figure 4.2). The majority of
the kinetic energy of the fast-mode reflection is damped out in the damping region.
4.4.2 Development phase
In the wake of this fast-mode reflection, the current increases and the reconnection region
begins to form (Figure 4.3). There is a small amount of outflow at the start of this phase,
however there is no electric field increase associated with this. Therefore this is only a
fluid process as a result of the driver as opposed to a magnetic process. Towards the
end of this phase, there is a stable outflow and magnetic field lines begin to reconnect.
4.4.3 Reconnection phase
For late times, there is clear acceleration of the plasma exiting the reconnection region
(Figure 4.4). The reconnection reaches a linear phase in terms of reconnection region
size, with L increasing linearly with time and δ decreasing linearly with time. The
reconnection event has qualities of both Sweet-Parker and Petschek models. The recon-
nection region is elongated and narrow like in Sweet-Parker reconnection, however there
are weak slow-mode shocks that form on the interface between the inflow and outflow
flow regions similar to Petschek. The inflow velocity is constant at late times, however
the magnetic field entering the reconnection region is increasing. This creates a recon-
nection process that behaves like the flux-pile up model of Priest and Forbes [1986].
A contour of the perturbation current Jx − Jx(t = 0) and streamlines of normalised
magnetic field at time t = 600/∆t are shown in Figure 4.5.
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Figure 4.2: Fast-mode reflection shown in kinetic energy at times 80∆t, 120∆t and
140∆t for the baseline coronal atmosphere. The white box frame denotes the recon-
nection region.
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Figure 4.3: Development phase shown in kinetic energy at times 153∆t, 200∆t and
280∆t for the baseline coronal atmosphere. The white box frame denotes the recon-
nection region.
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Figure 4.4: Reconnection phase shown in kinetic energy at times 293∆t, 434∆t and
560∆t for the baseline coronal atmosphere. The white box frame denotes the recon-
nection region.
Figure 4.5: Coloured contour of the perturbation current density Jx − Jx(t = 0)
(red represents a large change, blue represents a small change) and streamlines of the
normalised magnetic field at time t = 600/∆t.
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4.5 Velocity dependence
Now that the baseline coronal model has been presented, variations from this can be
considered. First the dependence on the magnitude of the velocity driver will be con-
sidered. Three different velocity magnitudes have been tested. The velocities have been
chosen to prevent shocks occurring on the inflow. The driver Alfve´n speed is shown
is Table 4.2. The high driver considered here is the same as the baseline case in the
previous section.
Driver name Alfve´n Mach number
High 0.003
Medium 0.001
Low 0.0003
Table 4.2: Driver Alfve´n Mach numbers for the velocity dependence test.
4.5.1 Reconnection region
The half-width δ and half-length L of the reconnection region are shown in Figure 4.6.
After the initial development phase, the half-length L of the reconnection region increases
and the half-width δ decreases. All tested driver velocities influence L similarly until
approximately t = 400∆t. There seems to be two linear post-development phases in the
diffusion half-length L. The first between 250∆t and 350∆t during which all velocities
yield the same growth rate for L. However after t = 400∆t the high driver demonstrates
a steeper growth rate for L.
The diffusion half-width δ decreases linearly after t = 250∆t. The low driver velocity
does not appear to affect δ.
4.5.2 Electric field
The maximum electric field in the reconnection region shows a significant difference be-
tween the three different velocity drivers in terms of magnitudes. However, all have rea-
sonably similar behaviour during the reflection and reconnection phases, see Figure 4.7.
There appears to be a sudden change in magnitude of the electric field that is dependent
on the magnitude of the velocity driver. The electric field increases by approximately 4,
2 and 1 orders magnitude for the high, medium and low drivers respectively. By looking
at the components of the electric field at the location of the maximum electric field in
Figure 4.7(b), one can see that the steep gradient change occurs in the v×B term. This
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Figure 4.6: (a) Half-length L and (b) half-width δ of the reconnection region for the
coronal case. L is calculated using the maximum outflow. δ is calculated as the HWHM
the the current density
implies the advection process dominates late times. η is very small in this case so the
diffusion term is also small. The v×B term shows the three distinct phases: reflection
phase, development phase and reconnection phase.
During the reflection phase, the wavefront from the driver hits the centreline (at time
t = 80∆t) and causes a fast-mode reflection. In the wake of this reflection the current
sheet fluctuates in width towards a new equilibrium. This same process occurs for all
three velocities tested. These fluctuations are present in the v×B component of Ohm’s
law, shown in Figure 4.7(b) by the damped oscillations between t = 80∆t and 100∆t.
One can also identify the end of the development phase in Figure 4.7(b) as the point
where the v×B term becomes larger than the ηJ term. This occurs at a different time
in all cases. Here some magnetic reconnection is occurring, however the process appears
to be different in each case. To understand this, one must consider the components of
v × B in the x-direction, i.e. vyBz and vzBy. The magnetic field in the y-direction is
far stronger than the z-direction and hence the effects of vz are magnified when looking
at v × B. The high driver shows a plateau in the development region, approximately
times t = 120∆t to 200∆t in Figure 4.7(b). The pressure of the incoming velocity is
sufficient to result in a velocity directed predominantly in the y-direction at the location
of the maximum electric field. The low velocity driver increases in v × B during the
development phase. This is because the pressure from the incoming velocity is insufficient
to direct the flow in the y-direction. Instead the velocity flows predominantly along the
magnetic field lines. The medium driver is a combination of these two effects.
During the reconnection phase, the v×B term dominates the diffusion term and slow-
mode shocks begin to form. The difference between the magnitudes of the advection and
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diffusion terms is dependent on the driver velocity. For the high driver the advection
term is approximately 4 orders larger than the diffusion term.
The maximum electric field occurs at the centre of the domain when diffusion dominates.
When advection dominates, the maximum electric field moves along the line z = 0 with
the outflow. Note however the electric field variation along this line are small (less than
an order of magnitude).
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Figure 4.7: (a) Maximum electric field in the reconnection region for the coronal case
for the different velocity driver magnitudes divided by the electric field at time t=0. (b)
Components of the Ohm’s law: |v × B| (solid line) and ηJx (dashed line) normalised
by the electric field at time t = 0.
4.5.2.1 Electric field scaling with driver Alfve´n Mach number
The electric field tends towards a maximum value for all tested driver Alfve´n Mach
numbers, see Figure 4.7(a). By plotting the driver Alfve´n Mach number against the
electric field value at the end time, a power law relationship can be fitted, see Figure
4.8. This power law has a gradient of approximately 2.7. This gives a direct relationship
between the maximum electric field obtained and the driver Alfve´n Mach number.
4.5.3 Energy flux through the reconnection region
Figure 4.9(a) shows the kinetic energy ratio ǫK(in)/ǫK(out) along the edge of the recon-
nection region. All driver velocities give a ratio less than unity at late times indicating
that there is acceleration of the plasma in the reconnection region. The peak in the
kinetic energy ratio at times t ≈ 260∆t corresponds to the fast-mode reflection entering
the reconnection region. This doesn’t appear to have any effect on the reconnection
process. The outflow velocity remains fairly linear however the inflow contains a few
fluctuations, see Figure 4.9(b). These fluctuations in the inflow are due to the fast-mode
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Figure 4.8: Log-log plot of the driver Alfve´n Mach number vs the electric field at
time 600∆t. Simulation results are denoted by the black circles. The red line denotes
a power law of gradient ≈ 2.7
reflection propagating into the reconnection region however these are small enough not
to have an effect on the outflow.
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Figure 4.9: (a) Kinetic energy ratio ǫK(in)/ǫK(out). (b) Inflow (dashed) and outflow
(solid) velocities at the centre of the inflow and outflow of the reconnection region.
The Ohmic heating ηJ2 is shown in Figure 4.10. Note that everything before time
t = 80∆t has been set to zero since the reconnection region is ill-defined for these
times. All velocity drivers have the same amount of Ohmic heating until approximately
t = 220∆t. At this time the high driver begins to increase at a higher rate.
Internal energy per area is shown in Figure 4.11. In the high driver the internal energy
appears to grow linearly for late times but demonstrates only a 3% increase. The low
driver appears to result in a decrease in internal energy as time progresses. This is
due to a peak in internal energy. Time t = 100∆t corresponds to the start of the fast
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Figure 4.10: Ohmic heating ηJ2 integrated over the reconnection region.
mode reflection so there is a peak here and then a steady decline to background levels
(ǫ(t = 0) ≈ 4× 10−11 mA−−2 using the ideal gas law).
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Figure 4.11: Internal energy in reconnection region per area for the coronal case.
This is normalised to the internal energy per unit area at time t = 100∆t.
4.6 Plasma-β dependence
To investigate the effect of the plasma-β, the high driver from the previous section is
used (note that this is also the baseline model in Section 4.4). Three plasma-β values
have been tested: 0.002, 0.1 and 1. The change in plasma-β changes the density ρ and
hence the propagation time of the driven velocity. This changes the time at which the
wavefronts collide. Note that the change in plasma-β affects the Alfve´n speed via the
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density and wave propagation time. The effects of the Alfve´n speed was previously
analysed (Section 4.5).
4.6.1 Reconnection region
As before, a reconnection region of width 2δ and length 2L can be fitted to the data.
The half-width δ and half-length L are shown in Figure 4.12.
The half-width δ shows nearly identical values for late times. The main differences
appear to be the magnitude of δ during the reflection phase, when the wave front hits
the current sheet. However all three cases show the same qualitative behaviour. The
absolute magnitude of the velocity driver is the same across the three cases and hence
the rate at which magnetic flux is entering the diffusion region is the same. This results
in similar increases in current density in the inflow region and hence similar behaviour
in δ.
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Figure 4.12: (a) Half-width δ for different plasma-β values. (b) Half-length L for
different plasma-β values.
The half-length L shows differences between the three tested plasma-β values. All three
cases show a general increasing trend however the rates of this increase vary. In the
case where plasma-β = 0.002, L increases in an approximately linear fashion. For the
high plasma-β case, β = 1, the half-length L is relatively constant after the initial
spike due to the waves colliding. L starts to increase for this case towards the end of
the simulation. As the plasma-β increases, the density ρ increases and hence there is
increased resistance to plasma being ejected from the current sheet, resulting in a smaller
L for higher plasma-β values.
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4.6.2 Electric field
The maximum electric field in the reconnection region is shown in Figure 4.13. There are
significant differences between the electric field signature for different plasma-β values.
The low plasma-β case (β = 0.002) was analysed in Section 4.4 as the baseline model
and Section 4.5 as the high case. A peak in electric field occurs during the reflection
phase, when the two wavefronts collide at approximately t = 80∆t. After this, the
electric field is relatively constant throughout the development phase. Finally there is
a rise of 4 orders of magnitude in electric field as the reconnection phase starts-up at
approximately time t = 200∆t in Figure 4.13. This is due to the v×B term in Ohm’s
law becoming far larger than the ηJ term as was seen in Figure 4.7(b) and discussed in
Section 4.5.2.
The other plasma-β values behave quite differently. As the plasma-β value increases,
the plasma pressure becomes more important. This results in a larger electric field spike
when the two wavefronts collide. Following this, the behaviour is different than in the
baseline model (black line in Figure 4.13). The development phase occurs at a later time
and has multiple peaks as oppose to being fairly constant. The reconnection phase is
also very different from the baseline model; there is no large, smooth increase, instead
the electric field is fairly constant and noisy. For the plasma-β = 1 case the advection
term is far larger than the diffusion term. For the plasma-β = 0.1 case, the advection
and diffusion terms are of similar orders of magnitude.
Increasing the plasma-β appears to inhibit the reconnection due to the increase plasma
pressure. The electric field only demonstrates a sharp rise, indicative of reconnection,
for high plasma-β values when the inflow velocity approaches the Alfve´n speed.
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Figure 4.13: Maximum normalised electric field in the reconnection region for different
plasma-β values.
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4.6.3 Kinetic energy and velocity
The kinetic energy ratio shows that there is acceleration of the plasma for all three of
the tested plasma-β cases, see Figure 4.14. The ratio of the kinetic energy into and out
of the reconnection region shows that all three cases exhibit acceleration of the plasma
at late times. This is further verified by the velocity values at the centres of the inflow
and outflow at late times, see Figure 4.14. All three cases show a fairly constant inflow
but a steadily increasing outflow at late times.
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Figure 4.14: (a) Kinetic energy ratio and (b) inflow (dashed) and outflow (solid)
velocities for different plasma-β values
4.7 Resistivity dependence
A diffusion test was performed on the simulation grid determining that the numerical
resistivity is of order ηn ≈ 10−8Ωm, i.e. far smaller than the Spitzer resistivity for the
coronal case η = 10−6Ωm (see Table 4.1). However, increasing the Spitzer resistivity
to η = 10−2Ωm did not significantly change the structure of the current density. The
reconnected magnetic field Bz along the line z = 0 does increase for the higher resistivity
however remains small compared to the inflow magnetic field By. This shows that
changing the resistivity does have an effect on the amount of reconnected magnetic field,
however the reconnected flux remains too small to have an effect on other parameters.
The velocity driver carries magnetic field towards the diffusion region and hence, the
rate at which magnetic flux enters the diffusion region is determined by the velocity
amplitude. This acts as a limiting factor on the reconnection rate during the onset of
magnetic reconnection. Towards the end of the simulation, the advection term stabilises
but the current term is still increasing. One would expect that the diffusion term ηJ
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would eventually dominate the physics of the reconnection process as time increases
beyond our simulation.
4.8 Ambipolar diffusion
In the solar chromosphere, the plasma is partially ionised. This introduces Cowling
resistivity η⊥ that acts perpendicular to the magnetic field and is calculated by Equation
(4.9). η⊥ appears in the internal energy equation (Equation (4.4)) and Ohm’s law
(Equation (4.5)). The neutral fraction ξn = ξn(T, ρ) is calculated using the modified
Saha equation, as implemented in Lare3d by Leake et al. [2005]. Ambipolar diffusion
refers to the η⊥J⊥ term in Ohm’s law (Equation (4.5)).
To investigate the effects of Cowling resistivity, simulations were performed using chro-
mospheric conditions, see Table 4.3. Three initial temperature values have been chosen
at 7200, 9200 and 10300 K such that the respective neutral fraction is 0.1, 0.5 and 0.9.
The driver velocity is chosen to avoid shocks in the inflow region at all three tempera-
tures. Note that the change in temperature changes the propagation speed and hence
the time at which the wavefronts collide.
Parameter [Units] Value
Plasma-β 0.1
Temperature [K] 7200, 9200 and 10300
Corresponding ξn 0.9, 0.5 and 0.1
Resistivity [Ωm] 10−3
Table 4.3: Chromospheric parameters
4.8.1 Reconnection region
The reconnection region half-length L and half-width δ are shown in Figure 4.15. At
late times, all three cases show a linear increase in L and a linear decrease in δ. There is
only minimal difference between the considered cases in terms of the reconnection region
half-width and half-length. Including neutrals results in a thinner current sheet, in line
with previous studies [e.g. Brandenburg and Zweibel, 1994].
4.8.2 Electric field
Figure 4.16 shows the maximum electric field in the reconnection region. Again there is
very little difference between the cases. All three cases show near identical behaviour,
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Figure 4.15: (a) Half-length L and (b) half-width δ of the reconnection region with
three different neutral fractions ξn. L is calculated using the maximum outflow. δ is
calculated as the HWHM of Jx
both quantitatively and qualitatively. The staggering in time of the results is due to the
difference in temperature altering the propagation speed of the driven wavefronts. The
large increase in electric field occurs when the v ×B term becomes larger than the ηJ
term in Ohm’s law.
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Figure 4.16: Normalised electric field for different neutral fractions ξn.
4.8.3 Current distribution
For a partially ionised plasma the distribution of the current should follow a power law of
−2/3 [Brandenburg and Zweibel, 1994]. Figure 4.17 shows the distribution of the current
Jx in the z-direction at time t = 500∆t along the line y = 0, i.e. the distribution of the
current along the inflow direction. At this time the edge of the diffusion region is located
at z ≈ 0.2, 0.3 and 0.4 for ξn = 0.1, 0.5 and 0.9 respectively (Figure 4.15(b)). All three
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cases demonstrate a power law region with roughly the expected −2/3 gradient. This
indicates that the inclusion of partial ionisation alters the distribution of the current
along the inflow direction inside the diffusion region for ξn = 0.5 and ξn = 0.9 and just
outside the diffusion region for ξn = 0.1. In contrast, there is no power-law region in the
distribution of the current for the coronal case.
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Figure 4.17: Current Jx for different neutral fractions ξn at time t = 500∆t. The
dashed line represents the −2/3 scaling law of Brandenburg and Zweibel [1994].
4.8.4 Ohmic heating
There is a slight difference in the maximum percentage temperature increase when chang-
ing the neutral fraction. For a neutral fraction of ξn = 0.5 and ξn = 0.1 the temperature
in the centre of the domain increases by approximately 280K. For ξn = 0.9 there is tem-
perature increase of approximately 410K. The perpendicular resistivity depends on ξ2n
(Equation (4.9)) and hence the additional diffusion due to the η⊥J⊥ term is significantly
higher when ξn = 0.9 than when ξn = 0.5 or ξn = 0.1, producing more of a temperature
increase. The distribution of the heated plasma is roughly identical in all cases and
confined to the reconnection region.
4.9 Photospheric vs chromospheric vs coronal
Now that the different parameters have been investigated separately, we can compare
the reconnection event occurring at different atmospheric heights. The driver magnitude
in all cases has been chosen such that the Alfve´n Mach number on the inflow approaches
but never exceeds unity. The key parameters in the different cases are in Table 4.4.
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The output data for the simulations have been scaled such that the time for a fast-
mode wave to propagate across the domain is approximately 100∆t. This means the
wavefronts collide at time t ≈ 50∆t. The values of ∆t are 100, 38.5 and 24 seconds for
photosphere, chromosphere and corona respectively.
Parameter [Units] Photosphere Chromosphere Corona
Plasma-β 1 0.1 0.002
Temperature [K] 6000 9200 106
Neutral fraction ξn ≈ 0.99 ≈ 0.5 ≈ 0
Resistivity [Ωm] 10−3 10−3 10−6
Time ∆t [s] 100 38.5 24
Table 4.4: Photospheric, chromospheric and coronal parameters
4.9.1 Size of the reconnection region
The half-length L and half-width δ of the reconnection region are shown in Figure 4.18.
In the figure time is scaled by ∆t and the photospheric case appears to narrow at the
fastest rate.
By looking at the rates of the linear change in δ one can calculate the rate ∆δ/∆t in real
units (m s−1), i.e. the speed at which the reconnection region is narrowing. These values
are approximately 0.213, 0.4132 and 0.208 m s−1 for the photosphere, chromosphere and
corona respectively. Therefore the fastest rate of change is in the chromosphere.
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Figure 4.18: (a) Half-width δ and (b) half-length L of the reconnection region for the
three atmospheric heights.
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4.9.2 Electric field
Figure 4.19 shows the electric field in each case normalised by its electric field at time
t = 0. The three cases demonstrate very different behaviour during the reconnection
phase. There are orders of magnitude difference between the maximum electric field in
each case. In the photosphere, the electric field exhibits exponential behaviour (Figure
4.19) but has a very low gradient. There appears to be two separate exponential phases
with different gradients: one between 180∆t and 280∆t corresponding to the tail end of
the development phase, and one from 280∆t and 400∆t with a slightly steeper gradient
that corresponds to the reconnection phase. The chromosphere has a very flat electric
field until t = 270∆t when the reconnection phase starts and the v×B term dominates.
The corona has the highest electric field gradient, again corresponding to the v×B term
dominating the electric field.
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Figure 4.19: Normalised electric field for the three atmospheric heights.
The electric field signature also depends on the driver velocity. This was analysed for
the coronal case in Section 4.5. The electric field for different driver velocities in the
photosphere and chromosphere are shown in Figures 4.20(a) and 4.20(b) respectively.
The different driver velocities are shown in Table 4.5 for the photospheric case and Table
4.6 for the chromospheric case. In the photosphere, only the fastest driver yields a steep
gradient in electric field at late times. This occurs when the advection and diffusion
terms are of the same order. In the chromosphere, one can produce behaviour in the
electric field similar to both photospheric and coronal cases depending on the magnitude
of the velocity driver. The fastest driver has comparable behaviour to the coronal case:
a steep gradient in electric field and advection dominates at late times. However for slow
drivers there is very little change in the electric field and the diffusion dominates, similar
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to the slow photospheric case. Therefore reconnection occurring at chromospheric levels
is highly dependent on the magnitude of the velocity driver.
Driver name Alfve´n Mach Number
High 0.0808
Medium 0.0412
Low 0.00838
Table 4.5: Driver Alfve´n Mach numbers for the photospheric case.
Driver name Alfve´n Mach Number
High 0.021
Mid-High 0.013
Mid 0.0084
Mid-Low 0.0042
Low 0.0021
Table 4.6: Driver Alfve´n Mach numbers for the chromospheric case.
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Figure 4.20: (a) Normalised electric field in the photospheric case with different
velocity drivers. (b) Normalised electric field in the chromospheric case with different
velocity drivers.
4.9.3 Internal energy
The normalised internal energy per unit area in the reconnection region is shown in
Figure 4.21. This is normalised by the value at time t = 100∆t. The photospheric case
shows the largest increase.
The heating can be calculated in real terms. In all cases the maximum heating occurs at
the centre of the domain. The original values of the temperature are 6000, 9200 and 106
K for the photosphere, chromosphere and corona (Table 4.4). The temperature change
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at the end of the simulation is approximately 186, 267 and 39456 K in the three cases.
This corresponds to a 3.1%, 2.9% and 3.9% rise in temperature over the simulation for
the photosphere, chromosphere and corona.
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Figure 4.21: Normalised internal energy per unit area in the reconnection region for
the three atmospheric heights. This is normalised to the internal energy per unit area
at time t = 100∆t.
The shape of the heating region also varies in the different cases, see Figure 4.22. For
the photospheric case, the heat appears to be carried out along the double Y-shaped
slow-mode shocks that exist on the interface between inflow and outflow regions. This
is similar to the shape of the outflow jet and termination shocks in Forbes [1988]. The
coronal case produces a fairly evenly distributed heating region with very little heat
being carried out along the magnetic field lines. The chromospheric case has a very
localised heating region of approximately the same size as the reconnection region. The
power law current distribution for the chromospheric case results in a thin current sheet
and hence a very localised Ohmic heating region.
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Figure 4.22: Shape of the heating region for the photospheric (black), chromospheric
(red) and coronal (blue). The level is half the maximum heating, i.e. a temperature
increase of 1.5% for photosphere and chromosphere and 2% for the corona. The diffusion
region of each case is overplotted with a dashed line.
4.10 Conclusions
In this chapter the onset of 2D magnetic reconnection has been investigated at different
atmospheric heights of the Sun, namely the solar corona, chromosphere and photosphere,
by using a sub-Alfve´nic velocity driver specified perpendicular to a Harris current sheet.
Waves and flows are ubiquitous in the solar atmosphere and can encounter current
sheets, triggering reconnection. This external velocity driver allows us to study the
early behaviour of magnetic reconnection in a naturalistic manner.
The process has been separated into three phases: reflection, development and recon-
nection. When the velocity wave hits the centre of the Harris current sheet there is
a fast mode reflection. This causes the current sheet to fluctuate in width. During
the development phase, the current density starts to rise and magnetic field lines begin
to reconnect. Finally, during the reconnection phase, there is clear acceleration of the
plasma exiting the reconnection region.
The reconnection event behaves Sweet-Parker-like in some ways, and Petschek-like in
others. The reconnection region is narrow and elongated, as in Sweet-Parker. However
weak slow-mode shocks form on the interface between the inflow and outflow and the out-
flow velocity is closer to the Petschek speed, where voutflow =MA(inflow)
√
ρinflow/ρoutflow.
The inflow magnetic field decreases towards the reconnection region thus the general be-
haviour is similar to the flux pile-up models [e.g. Priest and Forbes, 1986].
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In the photosphere, the atmospheric conditions act to inhibit reconnection and a clear
reconnection signature was only obtained when the velocity entering the reconnection
region approached the Alfve´n speed. The slow-mode shocks that form however are far
stronger than in the other two atmospheric cases and carry out the heating that occurs
in the reconnection region. The coronal case has a very strong signature of reconnec-
tion in the electric field, where the normalised electric field increases by four orders of
magnitude. The chromosphere lies somewhere between the corona and photosphere in
terms of behaviour. There is a strong increase of approximately two orders of magnitude
in electric field for an inflow velocity close to the Alfve´n speed. However slower drivers
produce an electric field signature closer to the photospheric case. The heating in the
chromosphere is confined to the diffusion region.
Reconnection is ubiquitous in the solar atmosphere and plays a key role in many phenom-
ena occurring at photospheric, chromospheric and coronal levels. This chapter investi-
gated the onset of magnetic reconnection at different atmospheric heights and analysed
the role of different parameters. The key parameters in determining the behaviour of
reconnection onset at different atmospheric heights are the plasma-β and the driver ve-
locity. A lower plasma-β creates a larger change in the electric field signature of the
reconnection event. A high plasma-β acts to hinder the magnetic reconnection and a
sharp rise in electric field is only obtained as the inflow into the reconnection region
approaches the Alfve´n speed. For low plasma-β a sharp rise is obtained in electric field
for the all tested velocity drivers however the magnitude of this rise is dependent on
the amplitude of the velocity driver; a higher amplitude driver produces a larger rise in
electric field.
Chapter 5
Summary
This thesis has presented research into the behaviour of a chromospheric resonator above
a sunspot umbrae and the resultant coronal intensity, observational signatures of a kink-
unstable flux rope, and the onset of magnetic reconnection at different atmospheric
heights.
5.1 Sunspot Resonating Cavity
The first branch of this thesis (Chapter 2) investigated the wave propagation above
sunspot umbrae. The steep temperature gradients at the photosphere and transition re-
gion allow waves to resonate in the chromospheric cavity above sunspot umbrae. These
resonant waves produce an upwards propagating velocity signature in the corona with
a strong peak around the three-minute frequency range [e.g. Beckers and Schultz, 1972,
De Moortel et al., 2006, Marsh and Walsh, 2006, Shibasaki, 2001, Thomas et al., 1987].
Multiple numerical simulations were performed looking at the effect of different con-
tinuous random noise colours and chromospheric cavity size on the resultant coronal
velocity signature. Both a flat profile (uniform temperature) and a step profile (two
uniform temperature regions) were investigated.
It was found that varying the noise colour of the velocity driver had no significant
effect on the coronal frequency spectra. The reasoning behind this is that the resonator
redistributes energy to its prefered frequencies.
The coronal frequency spectra has four regions (Figures 2.10 and 2.11) that persisted
at the same frequencies regardless of driver colour or chromospheric cavity size. One of
these regions was between 17 and 200 mHz where the spectral power followed a power
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law that is correlated with chromospheric cavity size. This gradient was estimated by
fitting a line through the data using the method of least squares.
Varying the chromospheric cavity size was found to change the frequency spectra in the
corona. In particular, it was found that increasing the size of the chromospheric cavity
decreased the gradient of the coronal frequency spectra. This provides a potentially
useful diagnostic for indirectly measuring the size of the chromospheric cavity.
This work has been published as Snow et al. [2015].
5.2 Forward Modelling
5.2.1 Resonances
Line-of-sight integration was performed on the coronal signature from the resonances
research, using the flat profile. Several spectral lines from SDO/AIA, SOHO/SUMER
and Hinode/EIS were considered. The LOS frequency spectra varied greatly from the
single-point numerical analysis. The acoustic cut-off frequency was present in the LOS
spectra, at approximately the same frequency as the single-point analysis. The frequency
spectra obtained in Figure 3.2 are very similar to observational papers as can be seen in
Tian et al. [2014]; an excited range of frequencies is present between approximately 4.5
and 10 mHz [Reznikova et al., 2012, Thomas et al., 1987, Tian et al., 2014]. Unlike the
single point results, there was no discernable trend in the gradient of the frequencies.
However, in the LOS spectra, changing the size of the chromospheric cavity yielded a
different trend; as the chromospheric cavity size increased, the broadband of excited
frequencies became narrower. This provides a potentially useful diagnostic for indirectly
measuring the size of the chromospheric cavity via the velocity signature present in the
corona.
5.2.2 Kink-unstable coronal flux rope
LOS integration was also performed to generate the observational signatures from a 3D
simulation of a kink-unstable coronal flux rope. The numerical simulation was performed
by Botha et al. [2011]. This branch of the thesis generated synthetic spectral lines
using Chianti v7 and used these to synthesise the observational intensities and Doppler
velocities, as observed by Hinode/EIS and DKIST/DL-NIRSP.
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5.2.2.1 Hinode/EIS
Hinode/EIS rasters were calculated by integrating along a line-of-sight, spatially de-
grading resulting intensity and finally integrating over the exposure time (50 seconds).
There are three main observational signatures that can be detected in the intensity and
Doppler maps.
First, there is an increase in intensity towards the edge of the loop in the intensity rasters.
This is due to the loop conducting heat radially outwards and activating different spectral
lines.
Secondly, the growth of the loop is measurable in the sit-and-stare intensity maps. This is
an overestimate of the loop width compared to the loop width measured in the simulation
resolution results. This discrepancy is largest when the loop is growing rapidly in width,
i.e. as the kink instability enters the non-linear phase.
Finally, the dense Doppler raster located at the centre of the loop detected oppositely
directed Doppler velocities. This corresponds to velocity begin guided along a twisted
magnetic field line in the simulation.
These three results are signatures of a kink-unstable coronal flux rope that can be de-
tected by Hinode/EIS. However, the time integration and spatial degradation in creating
the observable signatures annihilate small scale transient features present in the simu-
lation.
5.2.2.2 DKIST/DL-NIRSP
A prediction of the observational signature of the kink-unstable coronal loop using the
coronal mode of DKIST/DL-NIRSP was also performed by synthesising a few spectral
lines using Chianti and recreating the mosaics that this future instrument will observe.
The end result showed considerable levels of structure in the intensity maps. The loop
width was measurable in the intensity maps for both the moving mosaic and the sit-and-
stare modes. Small-scale structure was also present in the moving mosaics and features
could be tracked across tiles.
5.3 Onset of 2D Magnetic Reconnection at Different At-
mospheric Heights
The final branch of the thesis (Chapter 4) looked at the onset of 2D magnetic recon-
nection at different atmospheric heights. Numerical simulations were performed where
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reconnection was triggered using an external (non-local) velocity driver located far away
from the current sheet. This allows us to investigate the onset of magnetic reconnec-
tion, i.e the physics of the start-up process of magnetic reconnection. Waves and flows
are ubiquitous in the solar atmosphere and can encounter current sheets and initiate
reconnection. This type of driver allows us to investigate the onset of reconnection trig-
gered in such a manner. The parameter space was investigated looking at atmospheric
conditions that correspond to photospheric, chromospheric and coronal regimes.
The onset process has been separated into three phases; reflection, development and
reconnection. As the driver propagates towards the current sheet, a wave front forms
due to the decreasing Alfve´n speed. When these wave fronts collide, it produces a
fast-mode reflection that propagates towards the driven boundaries (this reflection is
annihilated by the damping region). In the wake of this, the current starts to rise and
magnetic field begins to reconnect. Finally, stronger magnetic fields reconnect and a
stable reconnection phase is reached.
The distribution of the heating varies across the different atmospheric layers. In the
corona, the heating is fairly evenly distributed in a large are surrounding the reconnection
region. In the photospheric case, the heating is carried out along the slow-mode shocks.
In the chromospheric case, the heating is confined to the reconnection region.
The reconnection is found depend on the magnitude of the velocity driver. In the corona,
a large increase in electric field is obtained for a range of velocities. In the photosphere,
a strong signature of reconnection was only obtained as the velocity flowing into the
reconnection region approaches the Alfve´n speed.
Reconnection is ubiquitous in the solar atmosphere and plays a key role in many phe-
nomena occurring at photospheric, chromospheric and coronal levels. This paper inves-
tigated the onset of magnetic reconnection at different atmospheric heights and analysed
the role of different parameters. The key parameters in determining the behaviour of
reconnection onset at different atmospheric heights are the plasma-β and the driver ve-
locity. A lower plasma-β creates a larger change in the electric field signature of the
reconnection event. A high plasma-β acts to hinder the magnetic reconnection and a
sharp rise in electric field is only obtained as the inflow into the reconnection region
approaches the Alfve´n speed. For low plasma-β a sharp rise is obtained in electric field
for the all tested velocity drivers however the magnitude of this rise is dependent on
the amplitude of the velocity driver; a higher amplitude driver produces a larger rise in
electric field.
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5.4 Suggestions for future work
The research presented in this thesis can be expanded in a number of ways. Here I will
list a few potential avenues for continuation of this research.
One of the remaining questions from the resonances project is why the broad peak
of excited frequencies extends to 17 mHz. An interesting extension on the resonances
research would be to investigate the the behaviour of the chromospheric resonator in
multiple dimensions. Also the behaviour of shock waves in the resonator would be
interesting, since these would change the thermal structure and hence the behaviour of
resonant waves.
The EIS section of the forward modelling chapter can be extended using a convolution
function to more accurately mimic the instrument observations. This would effectively
spread out any sharp structures present. Also, the Fe xv line is strong enough that a
shorter exposure time can be used. Investigating the signatures of the Fe xv line using
a 6 second exposure would therefore be another direction for future work.
For the forward modelling using DKIST/DL-NIRSP, it would be interesting to inves-
tigate different spectral lines which cover a larger thermal range. This would reveal
different structure in the loop across the different lines. DKIST/NL-NIRSP will also be
able to observe the Fe xiii pair at 10749 and 10801 A˚. This provides a density diagnostic
based on the ratio of these two lines. Comparing the synthesised density calculated from
the intensity ratio to the simulation density is also a potential avenue for future research.
Finally, the reconnection section has a few interesting results that could be investigated
further. It is found that the magnetic flux that enters the diffusion region, and hence
the amount of flux that can reconnect, is determined by the advection term. However,
as time increases, the advection term stagnates, whereas the diffusion term rises. This
means that after a certain time, the diffusion term will dominate. The transition between
these two phases would be potential future work. Also, one could consider using a inflow
velocity that is above the Alfve´n speed when it enters the diffusion region.
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