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Abstract. We prove a local central limit theorem for “nonconventional” sums
generated by non-uniformly distance expanding or hyperbolic maps. We also
derive certain CLT expansions for such sums.
1. Introduction
Since the ergodic theory proof of Szemere´di’s theorem on arithmetic progres-
sions due to Furstenberg [10], limits of expressions having the form SN/N =
1/N
∑N
n=1 T
q1(n)f1 · · ·T qℓ(n)fℓ have been extensively studied in literature, where
T is a measure preserving transformation, ℓ is a positive integer, fi’s are bounded
measurable functions and qi’s are linear or polynomial functions taking on integer
values on integers. Note that for the proof of Szemere´di’s theorem, we only need
to consider the case when all fi’s are the indicator of the same measurable set A.
In this case SN |A counts the number of multiple recurrences to the set A. Most
of the results in this direction deal with L2-convergence of SN/N (see, for instance
[3]), expect for the results in [4] in which an almost sure convergence is established
in the case when ℓ = 2 and q1 and q2 are linear. Almost sure convergence was ob-
tained when ℓ > 2 only in particular cases, see for instance [26], [23] and references
therein.
From the probabilistic point of view ergodic theorems are laws of large numbers,
and once they are derived it is natural to inquire about other classical limit theorems
of probability. Of course, such result require that T would be sufficiently well
mixing, but on the other hand more general expressions of the form
SN =
N∑
n=1
G(T q1(n)x, T q2(n)x, ...T qℓ(n)x)
can be considered (here G is function satisfying some regularity and growth condi-
tions). The first result of this kind was obtained by Kifer [25], who, in particular,
proved a central limit theorem for expression of the form N−
1
2SN for several classes
of dynamical systems T such as topologically mixing subshifts of finite type and
Anosov diffeomprphism, considered as a measure preserving systems with respect
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to an equilibrium state (i.e. a Gibbs measure), where the functions G are either
Ho¨lder continuous or are constant on the atoms appropriate Markov partitions. In
fact, these results hold true for maps which admit a tower extension in the sense
of Young [38, 39]. In particular, for such systems the above results hold true when
SN counts the number of multiple recurrences to a set A belonging to the Markov
partition or to the partition defining the tower extension.
The setup in [25] excluded the case when qi(n) = in for any n, and in [27] Kifer
and Varadhan extended the results in [25] for more general qi’s including the lat-
ter arithmetic progression case, which was the original motivation for considering
such “nonconventional sums” (the term comes from [10]). Since then a variety of
nonconventional limit theorems were obtained: large and moderate deviations prin-
ciples were derived in [28] and [19], stable laws were proved in [29] and Berry-Esseen
type estimates and other results we derived in [18] (see also references therein). We
stress that these results were not restricted to the dynamical systems case; most
of them also hold true with Xn in place of T
n, where {Xn} is a sufficiently fast
mixing sequence of random variables, while others hold true only for certain classes
of dynamical systems and Markov chains.
Recall that the classical De Moivre-Laplace theorem states that if X1, X2, X3, ...
are independent and identically distributed 0−1 Bernoulli random variables taking
on 1 with probability p and SN =
∑N
n=1Xn, then the probability P{SN = k} is
equivalent as N →∞ to
(2πNpq)−
1
2 exp(−(k −Np)2/2Npq), q = 1− p
uniformly in k such that |k − Np| = o(Npq)2/3. The latter expression is the
density of a normal distribution with mean Np = ESN and variance Npq = VarSN
evaluated at the point x = k, and so the De Moivre-Laplace theorem can be viewed
as a local (central) limit theorem (LLT) for the sums SN . Modern versions of
the local limit theorem include the situation when the summands Xn’s are not
lattice valued, where in this situation the asymptotics of expectations of the form
Eg(SN − u) is determined for continuous functions g with compact support or
indicators of bounded closed intervals. In [15] we proved an LLT for nonconventional
sums generated by certain classes of Markov chains, while in Chapter 2 of [18] we
extended these results to dynamical systems such as topologically mixing subshifts
of finite type and Anosov maps. These results were obtained in the arithmetic
progression case where qi(n) = in. In the case when ℓ = 1 such results are well
known; for Markov chains the LLT was obtained by Nagaev [33] (in the countable
state case), while for Subshifts and Anosov maps they were derived by Guivarach
and Hardy [14]. Both paper used what these days is commonly referred to as the
“Nagaev-Guivarch method” (spectral gap), see [22] for an abstract description of
this method (see also [32, 33, 14]).
In this paper we prove a central local central limit theorem for the sums SN when
T is a non-uniformly hyperbolic or distance expanding map in the sense of existence
of a tower extension (as in [38] or [39]), whose underlying return time function has
exponential tails. Our results hold true, for instance, when qi(n) = in for all n’s and
i ≤ k ≤ ℓ, while qi, k < i ≤ ℓ are polynomials whose degrees deg qi are increasing
in i. In the “conventional” case (i.e. when ℓ = 1) such an LLT was obtained
by Goue´zel [12]. In fact, Goue´zel’s results hold true also when the tails decay sub-
exponentially fast. We note that Goue´zel’s relied on operator renewal theory, which
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allows application beyond the case of quasi-compact transfer operators, but in the
exponential case for the partially hyperbolic maps considered by Young [38] the
local limit theorem also follows from the quasi-compactness of appropriate complex
perturbations of the dual of the Koopman operator corresponding to the projection
of the tower extension generated by identification of two points belonging to the
same stable manifold (see Appendix B).
We will also derive certain type of CLT (Edgeworth) expansions, which means
that we obtain certain type of expansions for differences of the form
E[h(SˆN )]− 1
2π
∫ ∞
−∞
h(t)e−
1
2 t
2
it terms of the cumulants of SˆN = (SN − ESN )/σN , where σ2N = Var(SN ). Here h
is a smooth function whose k-th derivative is bounded by CRk for some C > 0 and
R > 1.
In general, after the CLT is established, in order to derive an LLT certain esti-
mates on the characteristic functions are needed. Recently, Korepanov [30] showed
that partially hyperbolic and distance expanding maps are semi-conjugate with a
countable Bernoulli shift (with a semi-conjuacy satisfying certain regularity prop-
erties). Using Korepanov’s semi-conjugacy we will show that such estimates hold
true by controlling either products of certain stationary random variables (when qℓ
is non-linear) or composition of certain random complex transfer operators, which
are perturbations of the dual of the Koopman operator corresponding to the (pro-
jected) tower extension (when all the qi’s are linear). In the latter case we will also
use contraction properties of complex Hilbert metrics which were established in [35]
(see also [7] and [8]).
Our results hold true when T is any map which can be modeled by a Young
tower [38, 39] with a return time function with exponential tails (in the arithmetic
progression case we will also assume that T has a periodic point after identification
of two points which belong to the same stable manifold). Let A0, A1, ...Aℓ be sets
belonging to the partition defining the tower extension, and let N(n) be the number
of l’s between 0 and n for which T qj(l)x ∈ Aj for j = 0, 1, ..., ℓ namely the number
of ℓ−tuples of return times to Aj ’s by T qj(l). Then our results yield a local central
limit theorem for the numbers N(n), as well as CLT expansions for expectations of
smooth functions.
2. Preliminaries and main results
2.1. A local limit theorem: Non-linear indexes. We consider here the
partially distance expanding considered in [12], [30] and references therein. Such
models are generalizations of the (Young) towers considered in [39]. Let (Λ, d) be
a bounded metric space and let T : Λ → Λ be a map (we assume without loss of
generality that d(·, ·) ≤ 1). Let Y be a subset of Λ and m be a probability measure
on Y . Let α be an at most countable partition of Y (modulo a zero measure set)
such that m(a) > 0 for all a ∈ α. Let τ : Y → N := {1, 2, ...} be an integrable
function which is constant on each a ∈ α with value τ(a) such that T τ(a)(y) ∈ Y
for every y ∈ a, a ∈ α. Let F : Y → Y , F (y) = T τ(y)(y) be the induced map. We
assume that for each a ∈ α, the map F restricts to a (measure-theoretic) bijection
from a to Y . Furthermore, there are constants 0 < η ≤ 1, λ > 0, K,Kτ > 0 such
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that for all a ∈ α and x, y ∈ a:
(i) d(F (x), F (y)) ≥ λd(x, y);
(ii) d(T k(x), T k(y)) ≤ Kτd(F (x), F (y)) for all 0 ≤ k < τ(a);
(iii) The restriction F : a→ Y is nonsingular and its inverse Jacobian ζa = dmdm◦F
satisfies
| ln ζa(x) − ln ζa(y)| ≤ Kdη(F (x), F (y)).
Finally, we assume that the induced map F : Y → Y allows a non-pathological
coding by elements of α. We require that the set
{(a0, a1, ...) ∈ αN∪{0} : there exists y ∈ Y with F k(y) ∈ ak for all k}
is measurable in αN∪{0} (in the product topology with Borel sigma algebra). Under
the above conditions there exists a unique T -invariant ergodic probability measure
µ on Λ which is absolutely continuous with respect to m (see [39]). We will also
assume here that gcd{τ(a) : a ∈ α} = 1 which is equivalent to µ being mixing with
respect to T .
We stress that the conditions are satisfies in the setup of [39] (which is describe
in Appendix A), but also for the partially hyperbolic diffeomorphisms considered
in [38] (after identification of two points which lie in the same stable manifold). We
refer to [39], [12] and [30] for examples of maps T satisfying the above conditions (see
also [38]). In this paper we consider the case of first return times with exponential
tails, namely we assume that there exist constants A > 0 and c > 0 so that for any
n ≥ 1,
(2.1) m{y ∈ Y : R(y) ≥ n} ≤ Ae−cn.
Let ℓ be a positive integer and let 0 ≤ q1(n) < q2(n) < ... < qℓ(n) be integer
valued sequences so that for any sufficiently large n we have
(2.2) qi+1(n) ≥ qi([n1+η]) and qj(n+ 1)− qj(n) ≥ nα
for some α, η > 0 and all 1 ≤ i < ℓ and 1 ≤ j ≤ ℓ. Let G : Y ℓ → R be a bounded
Ho¨lder continuous function. We remark that when Y is a Young tower then the
indicator of the sets αi are bounded Ho¨lder continuous functions, and in this case we
can, for instance, consider functions of the form G(x1, ..., xℓ) =
∏ℓ
j=1 Iαji
for some
j1, ..., jℓ, where IA is the indicator function of a set A. Therefore, by considering
tower extensions, all our results hold true also for function of the latter form. Set
SN =
N∑
n=1
G(T q1(n)x, T q2(n)x, ..., T qℓ(n)x)−NG¯
where x is a Λ-valued random variable whose distribution is µ and
(2.3) G¯ =
∫
G(x1, x2, ..., xℓ)dµ(x1)dµ(x2) · · · dµ(xℓ).
Our main result here is a local central limit theorem for the sums SN , but the first
result we state concerns the central limit theorem and the asymptotic variance:
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2.1. Theorem. Suppose that the function G is non-constant µℓ-a.s. Then there
exists D2 > 0 so that
D2 = lim
N→∞
1
N
E[S2N ].
Moreover, the sequence N−
1
2SN converges in distribution as N → ∞ towards a
centered normal random variable with variance D2.
2.2. Remark. We do not consider Theorem 2.1 as a new result, even though in
this specific formulation it was not proved before. Moreover, this theorem (and all
the CLT’s stated in this paper) holds true when the tails decay sub-exponentially
fast.
2.3. Remark. We can also prove that
lim
N→∞
1
N
SN = 0 a.s.
and, in fact, the random functions SN (t) = N− 12S[Nt] converge in distribution as
N →∞ towards a centered Gaussian process η(t) whose covariances are given by
Cov(η(t), η(s)) = lim
N→∞
E[SN (t)SN (s)].
Now we are ready to describe our main result. Usually, the local central limit
theorem concerns two cases, “non-lattice” (a-periodic; non-arithmetic) and “lat-
tice”. We call the case s non-lattice one if there exists no t 6= 0 so that for some
function β : Λℓ−1 → [0, 2π) we have
(2.4) eitG(x1,...,xℓ) = eiβ(x1,...,xℓ−1), µℓ-a.s.
2.4. Theorem. Suppose that G is not a function of the first ℓ − 1 variables
x1, ..., xℓ−1 (µ
ℓ-a.s.). Then in the above non-lattice case for any continuous func-
tion g : R→ R with compact support we have
lim
N→∞
sup
u∈R
∣∣∣∣√2πNDE[g(SN − u)]− e− u22ND2
∫
g(x)dx
∣∣∣∣ = 0.
Note that we get the same result when g is the indicator of a bounded
closed interval. Note also that the assumption that G does not have the form
G = G(x1, ..., xℓ−1) is not really a restriction since in this case we can just replace
ℓ with s, where s is the maximal positive integer s ≤ ℓ so that G is essentially a
function of (x1, ..., xs) (we should then replace ℓ with s also in (2.4)).
Next, we call the case a lattice one when G is integer valued and for any t ∈
[−π, π] \ {0} there exists no function β : Λℓ−1 → [0, 2π) satisfying (2.4). More
general ”lattice cases” can be considered, but we prefer to focus on integer valued
functions.
2.5. Theorem. Suppose that G is not a function of the first ℓ − 1 variables
x1, ..., xℓ−1 (µ
ℓ-a.s.). Then, in the above lattice case, for any continuous func-
tion g : R→ R with compact support (or an indicator of a bounded closed interval)
we have
lim
N→∞
sup
u∈Z
∣∣∣∣∣
√
2πNDE[g(SN − u)]− e−
u2
2ND2
∑
k∈Z
g(k)
∣∣∣∣∣ = 0.
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2.6. Remark. The non-lattice condition specified above includes the case when
G(x1, ..., xℓ) =
∏ℓ
j=1 Iαji
for some j1, ..., jℓ. Indeed, suppose that for some nonzero
t there exists a function β(x1, ..., xℓ−1) so that
eit
∏ℓ
j=1 Iαj (xj) = eiβ(x1,...,xℓ−1), µℓ-a.s.
When y := (x1, ..., xℓ−1) 6∈ α1 × α2 × · · · × αℓ−1 we get 1 = eiβ(y) and hence
β(y) = 0. When y ∈ α1 × α2 × · · · × αℓ−1 but xℓ 6∈ αℓ we still get that eiβ(y) = 1
and therefore β(y) = 1 for any y. Taking now xℓ ∈ αℓ we conclude that eit = 1 and
hence t = 2πk 6∈ [−π, π] \ {0}.
2.2. Linear and non-linear indexes. In this section we still consider the map
T described in the last section, but we assume that for some 1 ≤ k < ℓ we have
qi(n) = in for i ≤ k, while the nonlinear growth conditions (2.2) hold true for
i, j > k. The sums SN are defined similarly to the previous case. We also Define
(2.5) Gk(x1, ..., xk) =
∫
G(x1, ..., xk, y)dµ
ℓ−k(y)− G¯
and for any k < j < ℓ.
Gj(x1, ..., xj) =
∫
G(x1, ..., xj , y)dµ
ℓ−j(y)−
∫
G(x1, ..., xℓ−1, z)dµ
ℓ−j+1(z)
while for j = ℓ
(2.6) Gℓ(x1, ..., xℓ) = G(x1, ..., xℓ)−
∫
G(x1, ..., xℓ−1, y)dµ(y).
Here µs = µ× µ · · · × µ (s-times) for any s.
We have the following
2.7. Theorem. (i) The limit
D2 = lim
N→∞
1
N
E[S2N ]
exists. Moreover, the sequence N−
1
2SN converges in distribution as N →∞ towards
a centered normal random variable with variance D2 (in fact the strong law of large
numbers and the functional CLT mentioned in Remark 2.3 hold true). Furthermore,
D2 = 0 if and only if Gj vanishes for any j > k and Gk is an L
2-coboundary with
respect to the map T × T 2 × · · · × T k.
(ii) Suppose that G does not identify with Gk (µ
ℓ-a.s.). Then D2 > 0 and the
local central limit theorem holds true in the lattice and non-lattice cases considered
in Section 2.1 (i.e. the conclusion of Theorems 2.4 and 2.5 hold true verbatim).
We note that when G = Gk then we are essentially in the arithmetic progression
case considered in the next section, and therefore the assumption that G does not
coincide with Gk is not really a restriction if we really wish to consider both linear
and nonlinear indexes.
2.8. Remark. The maps T are not invertible, but they can model, for instance,
the projected Towers F¯ constructed in Section 3.1 of [38] (this construction is also
described in Section 4.2). In this case (similarly to Lemma 4.2), we can show
that G differs from a Ho¨lder continuous function on the invertible tower F by a
T × T 2 × · · · × T k × T × · · · × T -coboundary term. Moreover, we can show that
this coboundary term is bounded and Ho¨lder continuous. This is enough for the
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proof of the above results to proceed for the original invertible map (for which the
invertible tower is constructed).
2.3. Linear indexes: the arithmetic progression case. We consider here the
case when all the qi’s are linear. For the sake of simplicity we will only describe
our results in the classical arithmetic progression case when qi(n) = in for any
1 ≤ i ≤ ℓ. Note that the case when qi(n) = ain+ bi for some positive integers ai, bi
so that a1 < a2 < ... < aℓ can be reduced to this case by considering the function
G˜(x1, ..., xxaℓ ) = G(T
b1xa1 , T
b2xa2 , ..., T
bℓxaℓ)
while the case when ai = aj for some u 6= j can be handled using the reduction in
Section 3 in [17].
In the above arithmetic progression case we consider the following (less general)
setup, which was first considered in [38]. Let f :M →M be a C1+ε diffeomorphism
of a finite-dimensional Riemannian manifoldM (which may have some singularities,
see the applications in Part 2 of [38]). We denote by d the corresponding metric
and by µ the Lebesgue measure on M . For any submanifold W ⊂M we denote its
Lebesgue measure by µW . We assume here that there exist a subset Γ of M with
hyperbolic product structure in the sense of [38]: there are continuous C1-families
Γu = {γu} and Γs = {γs} of unstable and stable disks1, respectively so that
(i) dim γu + dim γs = dimM ;
(ii) the γu-disks are transversal to the γs-disks with the angels between them
bounded away from 0;
(iii) each γu-disk meets each γs-disks in exactly one point; and
(iv) Λ = (∪γu) ∩ (∪γs).
We recall next that an s-subset (or u-subset) of Λ is a set Λ0 with hyperbolic
product structure whose defining stable (or unstable) disks satisfy Γu0 = Γ
u and
Γs0 ⊂ Γs (or Γs0 = Γs and Γu0 ⊂ Γu). Next, for any pair x, y ∈ Λ, we assume there
is a notation of separation time time denoted by s0(x, y) so that:
(i) s0(x, y) ≥ 0 and depends only on the γs-disks containing the two points;
(ii) the maximum number of orbits starting from Λ that are pairwise separated
before time n is finite for each n ≤ R0 (we say that s0(x, y) = n if the orbits are
“together” through their nth iterates and fn+1x and fn+1y are “separated”);
(iii) for x, y ∈ Λi we have s0(x, y) ≥ Ri+s0(fRix, fRiy); in particular s0(x, y) ≥
Ri;
(iv) For x ∈ Λi, y ∈ Λj for i 6= j but Ri = Rj we have s0(x, y) < Ri − 1.
Next, for x ∈ Λ we denote by γu(x) and γs(x) the elements of Γu and Γs
containing x, respectively. Let fu be the restriction of f to γu-disks, and let
det(Dfu) we the Jacobian of D(fu).
Following [38] we will also assume that with some constants C > 0 and α ∈ (0, 1)
we have:
(P1) µγ{γ ∩ Λ} > 0 for every γ ∈ Γu;
(P2) There are pairwise disjoint s-subsets Λ1,Λ2, ... ⊂ Λ with the properties that
1We refer the readers to Definition 1 in [38] for the precise definition of (continuous) stable
and unstable disks.
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• On each γu-disk we have µγu{(Λ \
⋃
i Λi) ∩ γu} = 0;
• For each i there exists Ri ∈ N such that fRiΛi is a u-subset of Λ. We require
that for all x ∈ Λi, fRi (γs(x)) ⊂ γs(fRix) and γu(fRix) ⊂ fRi (γu(x));
• For each n there are at most finitely many i’s with Ri = n;
• minRi ≥ R0 for some R0 (which depends only on the constants C and α
in (P3)-(P5)).
• We have gcd{Ri} = 1 and there exist γ ∈ Γu and constants A > 0 and
C′0 > 0 and θ
′
0 ∈ (0, 1) so that for any n ≥ 0,
(2.7) µγ{x ∈ Λ ∩ γ : R(x) ≥ n} ≤ C′0θn0
where R(x) = Ri if x ∈ Λi.
(P3) For all x, y ∈ Λ so that y ∈ γs(x) we have d(fnx, fny) ≤ Cαn for all n ≥ 0.
(P4) For all x, y ∈ Λ so that y ∈ γu(x) and k ≤ n < s0(x, y),
d(fnx, fny) ≤ Cαs0(x,y)−n and
log
n∏
i=k
detDfu(f ix)
detDfu(f iy)
≤ Cαs0(x,y)−n
(P5) For all x ∈ Λ:
(a) For any y ∈ Λ so that y ∈ γs(x):
log
∞∏
i=n
detDfu(f ix)
detDfu(f iy)
≤ Cαn
and
(b) For γ, γ′ ∈ Γu, if Θ = Θγ,γ′ : γ ∩Λ→ γ′ ∩Λ is defined by Θ(x) = γs(x)∩ γ′,
then Θ is absolutely continuous and
d(Θ−1∗ µγ′)
dµγ
(x) =
∞∏
i=0
detDfu(f ix)
detDfu(f iΘ(x))
.
Under the above assumptions there exists a unique (invariant) SRB measure ν.2
Let G :M ℓ → R be a bounded function which is either Hoo¨lder continuous function
or it is measurable with respect to the σ-algebra generated by a finite subset of
atoms {Λi1 , ...,Λid} (henceforth, we will refer to this case as the “locally-constant”
case). Set
SN =
N∑
n=1
G(fnx, f2nx, ..., f ℓnx)− G¯
where x is distributed according to ν and
G¯ =
∫
G(x1, x2, ..., xℓ)dν(x1)dν(x2)dν · · · dν(xℓ).
We have the following
2.9. Theorem. The limit
D2 = lim
N→∞
1
N
E[S2N ]
2See Definition 2 in Section 1.4 of [38] for the definition of SRB measures
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exists. Moreover, the sequence N−
1
2SN converges in distribution as N →∞ towards
a centered normal random variable with variance D2 (in fact, the strong law of large
numbers and the functional CLT mentioned in Remark 2.3 hold true). Furthermore,
D2 = 0 if and only if the G − G¯ is coboundary with respect to the map T × T 2 ×
· · · × T ℓ.
We will assume here that the function Gℓ defined by (2.6) with ν instead of µ is
not a coboundary with respect to T × T 2 × · · · × T ℓ. This means that
D2ℓ = lim
N→∞
1
N
E(S2N,ℓ) = lim
N→∞
1
N
Var(SN,ℓ) > 0
where SN,ℓ is defined similarly to SN but with Gℓ in place of G. Note that D
2 >
0 if D2ℓ > 0 since Gℓ admits a coboundary representation if G admits such a
representation.
Next, we will say that x and y in Λ are equivalent if y ∈ γs(x). Since
fRi (γs(x)) ⊂ γs(fRix) the map x → fR(x)x defines a map f¯R on the quotient
space. We assume here that the map f¯R has a periodic point x¯0 (where x¯ stands
for the equivalence class containing x, which is a copy of γs(x) and can be realized
as a point in a predetermined unstable leaf γu). This means that for some x0 ∈ Γi
the m0-th return to
⋃
j Λj occurs a point y ∈ γs(x0). Write
(2.8) (fR)m0x0 = f
n0x0 = y ∈ γs(x0).
We note that when fR has a periodic point then we can just take y = x0 in the
above equality, but in order for our proof to work we only need to have a periodic
point in the quotient space. When G is Ho¨lder continuous and not locally constant
we will also work under the following
2.10. Assumption. The function y → G: = G(y, ·), y ∈ M ℓ−1 is continuous at
the points u = (T kx0, T
2kx0, ..., T
(ℓ−1)kx0), k = 0, 1, ..., n0 − 1 when considered as
a function from Λℓ−1 to the space of bounded Ho¨lder continuous functions (with
the same exponent κ as G) equipped with the norm ‖g‖κ = sup |g|+ vκ(g), where
vk(g) is the κ-Ho¨lder constant of a function g.
Next, we define a function Gx0,n0 :M → R by
(2.9)
Gx0,n0(x) =
n0−1∑
k=0
G(fkx0, f
2kx0, ..., f
(ℓ−1)kx0, f
ℓkx) =
n0−1∑
k=0
G ◦ fkℓ (x0, x0, ..., x0, x)
where fℓ = f × f2 × · · · × f ℓ and x0 and n0 come from (2.8). We call the case
“non-lattice” if there exists no real nonzero t so that with some λ ∈ S1 and a Ho¨lder
continuous non-vanishing function g we have
eitGx0,n0 = λg/g ◦ fn0ℓ, ν-a.s..
In other words, Gx0,n0 is aperiodic with respect to (f
n0ℓ, ν) in the classical sense
(see [14], [22] and [12]).
2.11. Theorem. Suppose that D2ℓ > 0 (so D
2 > 0) and that G is a Ho¨lder con-
tinuous function satisfying Assumption 2.10. Then, in the non-lattice case for any
continuous function g : R→ R with compact support (or an indicator of a bounded
closed interval) we have
lim
N→∞
sup
u∈R
∣∣∣∣√2πNDE[g(SN − u)]− e− u22ND2
∫
g(x)dx
∣∣∣∣ = 0.
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Next, we call the case a lattice one if G is integer-valued and the function Gx0,n0
cannot be written in the form
(2.10) Gx0,n0 = a+ β − β ◦ f ℓn0 + q0k, ν-a.s.
for some q0 > 1, a ∈ R, β : M → R and an integer valued function k : M → Z.
This means that eitGx0,n0 is not cohomologous to a constant when 0 < |t| < 2π.
2.12. Theorem. Suppose that D2ℓ > 0 (so D
2 > 0). Then, in the lattice case for
any continuous function g : R → R with compact support (or an indicator of a
bounded closed interval) we have
lim
N→∞
sup
u∈Z
∣∣∣∣∣
√
2πNDE[g(SN − u)]− e−
u2
2ND2
∑
k∈Z
g(k)
∣∣∣∣∣ = 0.
2.4. Edgeworth expansions of smooth functions. In this section we consider
again the maps T from Sections 2.1 and 2.2. We assume here that the qi’s are
polynomials taking positive integer values on the set of positive integers so that
deg q1 ≤ deg q2 ≤ · · · ≤ deg qℓ. In this case the limit
D2 = lim
N→∞
1
N
E[S2N ]
exists, and in fact, all the results from [17] hold true (see Section 3). In particular
we have the characteriztion of positivity of D2 from Theorems 2.3 and 2.4 in [17].
Recall first that the k-th cumulant of a random variable W with finite moments
of all orders is given by
Γk(W ) =
1
ik
dk
dtk
(
lnEeitW
)∣∣
t=0
.
Then we also derive the following
2.13. Theorem. Suppose that D2 > 0 and set SˆN =
SN−ESN√
Var(SN )
and Γm = Γm,N =
Γm(SˆN ). Let h : R → R be a smooth function so that sup |dkhdxk | ≤ CRk for some
C1 > 0, R ≥ 1 and k ≥ 0. Then for any k,
E[h(SˆN )] =
1
2π
∫ ∞
−∞
h(t)e−
1
2 t
2
+(2.11)
∑
(k)
(−1)r
r∏
j=1
Γsj+2(SˆN )
(sj + 1)!
E

 r∏
j=1
f
(sj)
hj
(Z)

+O(N−(k+1)/2 ln2(k+1)N).
Here Z is a standard random variable, the sum is over the tuples (r, s1, ..., sr) so
that si ≥ 1 for each i and s1 + s2 + ... + sr ≤ k, fh stands for the solution to the
Stein-equation (5.7) and the hk’s are defined recursively by hk+1 = fhk and h1 = h
(see (5.8) and (5.9)).
2.14.Remark. Let {Xn} be a sequence of m dependent random variable (for some
m) and define SN with Xqi(n) in place of T
qi(n)x. Then we get the same result
with O(N−(k+1)/2) in place of O(N−(k+1)/2 ln2(k+1)N). In Section 5.1 we provide
certain formulas for Γk(S¯N ) when the Xn’s are independent and qi(n) = in (so in
this case we get quite explicit formulas).
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3. Korepanov’s semi-conjugacy: some mixing and approximation
properties (and the CLT)
Let T be the map considered in Sections 2.1 and 2.2. In this section we prove cer-
tain mixing and approximation properties which will be in constant use in the next
sections. More precisely, we will show that the Λ-valued random variables {T nx},
where x is distributed according to µ, can be estimates in an appropriate sense by a
sequence of r-dependent random variables (for any r, with the approximation error
decaying exponentially fast to 0 as r →∞).
First, the following result is a direct consequence of the arguments in the proof
of Proposition 5.3 in [30]:
3.1. Lemma. There exists a semi-conjugacy g between a two sided Bernoulli shift
and (Λ, T, µ) and constants a, b, C > 0 and γ ∈ (0, 1) so that for any integer m,
P{d(x, xm) ≥ γa|m|} ≤ Ce−b|m|.
Here ǫ = {ǫk : k ∈ Z} is the underlying two sided iid sequence, x = g(ǫk : k ∈ Z)
and x(m) = g(ǫ
(m)
k : k ∈ Z), where ǫ(m)k equals εk if k 6= m, while for k = m it is an
independent copy of εm (for that we might have to enlarge our probability space).
Moreover, the probability measure P is the distribution of ǫ. In particular, since
d(·, ·) ≤ 1, for any p > 1 we have
(3.1) ‖d(x, xm)‖Lp ≤ C0
(
γpa|m| + Ce−b|m|
)1/p
≤ C1e−c1|m|/p
for some C1, C0, c1 > 0.
For readers’ convenience a proof is included.
Proof. First, there is a Ho¨lder continuous semi-conjugacy between (Λ, T, µ) and its
tower extension (∆, F, µ∆), so we can just replace T with F . In this case, in the
proof of Proposition 5.3 in [30] Korepanov showed that for any m we have
d(x, xm) ≤ I(m ≥ 1)ξcm + I(m ≤ 0)I(t0 ≤ m), P -a.s.
where ξ ∈ (0, 1), cm =
∑m−1
j=1 Zj, {Zj} is a 0 − 1 valued sequence of iid random
variables so that P (Zj = 1) = θ ∈ (0, 1) and t0 is a random variable so that
P (t0 ≤ m) = (1 − θ)|m|. Let a = θ/2. Then when m ≥ 1 is sufficiently large we
have
P{d(x, xm) ≥ ξam} ≤ P{cm ≤ am} ≤ P{|cm − Ecm| ≥ (m− 1)θ/2} ≤ C1e−b1m
where C1, b1 > 0 are some constants. When m ≤ 0 we have
P{d(x, xm) ≥ ξa|m|} ≤ P{t0 ≤ m} = (1− θ)|m| = e−b2|m|
for some b2 > 0 (take b = min{b1, b2}). 
Next, for any m ≥ 0 and k ∈ [0,∞], set ǫm,kj = εj if |j| < m or |j| ≥ m+ k and
ǫm,kj = ε
′
j if |m| ≤ |j| < |m| + k, where {ǫ′j} is an independent copy of {ǫj}. We
also set
xm,k = g(ǫ
m,k
j : j ∈ Z).
We have the following:
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3.2. Corollary. For any p ≥ 1 and m ≥ 0 we have
(3.2) ‖d(x, xm,∞)‖Lp ≤
2C1e
−c1m/p
1− e−c1/p := Ape
−c1m/p
and hence with ρm = A
1
2
1 e
− 12 c1m,
(3.3) P{d(x, xm,∞) ≥ ρm} ≤ ρm.
Proof. Since xm,1 = (x
m)−m we have
d(x, xm,1) ≤ d(x, xm) + d(xm, (xm)−m).
This together with (3.1) yields that
‖d(x, xm,1)‖Lp ≤ 2C1e−c1m/p.
Set y0 = x, y1 = xm,1, and define recursively yj = (yj−1)m+j−1,1. Then, for any
p ≥ 1 we have
‖d(x, xm,∞)‖Lp ≤
∞∑
j=0
‖d(yj, yj+1)‖Lp ≤
∑
j≥0
2C1e
−c1(j+m)/p =
2C1e
−c1m/p
1− e−c1/p := Ape
−c1m/p
and hence by the Markov inequality,
P{d(x, xm,∞) ≥ A
1
2
1 e
− 12 c1m} ≤ E[d(x, xm,∞)] · e 12 c1mA−
1
2
1 = A
1
2
1 e
− 12 c1m.

3.3. Remark. The estimate (3.1) makes it possible to apply all the results in
[27], [16], [17] and Chapter 1 of [18]. This yields the statements of Theorem 2.1,
Theorem 2.7 (i) and Theorem 2.9. We remark that these results also hold true when
the tails decay sub-exponentially (sufficiently) fast; indeed, we can use the mixing
and approximation properties of Young towers discussed in Section 8 of [21]. Note
also that in the setup of Section 2.3 the above results hold true for the projected
towers F¯ (or the maps f¯) considered in Section 4.2.
3.4. Remark. It is possible to get somehow better tail estimates using a direct
approach: we claim that for m ≥ 1 we have
P{d(x, xm,∞) ≥ 2ξam(1 − ξa)−1} ≤ 2C1e
−mb1
1− e−b1 .
Indeed, fix some m ≥ 0. Since xm,1 = (xm)−m we have
P{d(x, xm,1) ≥ 2ξam} ≤ P{d(x, xm) + d(xm, (xm)−m) ≥ 2ξam}(3.4)
≤ P{d(x, xm) ≥ ξam}+ P{d(xm, (xm)−m) ≥ ξam}
= P{d(x, xm) ≥ ξam}+ P{d(x, x−m) ≥ ξam} ≤ 2C1e−mb1 .
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Next, with yj ’s defined as in the proof of the last corollary for any finite k we have
P{d(x, xm,k) ≥ 2
k−1∑
j=0
ξa(m+j)} ≤ P{
k−1∑
j=0
d(yj , yj+1) ≥
k−1∑
j=0
2ξa(m+j)}(3.5)
≤
k−1∑
j=0
P{d(yj , yj+1) ≥ λj
k−1∑
j=0
2ξa(m+j)} =
k−1∑
j=0
P{d(yj , yj+1) ≥ 2ξa(m+j)}
=
k−1∑
j=0
P{d(x, xm+j,1) ≥ 2ξa(m+j)} ≤ 2C1
k−1∑
j=0
e−(m+j)b1
where λj =
2ξa(m+j)
∑k−1
i=0 2ξ
a(m+i)
(note that (λj)
k−1
j=0 is a probability vector). Moreover,
|d(x, xm,k)− d(, xm,∞)| ≤ d(xm,k, xm,∞)
and the above right hand side converges to 0 in probability as k → ∞ since it
involves only replacements of coordinates indexed by j with |j| > m + k. We
conclude that
P{d(x, xm,∞) ≥ 2ξam(1 − ξa)−1} = lim
k→∞
P{d(x, xm,k) ≥ 2ξam(1 − ξa)−1}
≤ lim sup
k→∞
P{d(x, xm,k) ≥ 2
k−1∑
j=0
ξa(m+j)} ≤ lim
k→∞
2C1
k−1∑
j=0
e−(m+j)b1
and the claim follows.
4. A local central limit theorem
For the sake of convenience we will assume here that
G¯ = 0
where G¯ was defined in (2.3). This is not really a restrictions since we can always
replace G with G − G¯. First, in general, using Fourier analysis, once the CLT is
established the local CLT follows from appropriate estimates on the characteristic
functions of the underlying sequence. In our circumstances we will use the following
restatement of Theorem 2.2.3 in [18]:
4.1. Theorem. In the lattice and non-lattice cases considered in Section 2 the local
CLT’s stated there hold true under the following two conditions.
(1) There exist δ0 ∈ (0, 1), positive constants c0 and d0 and a sequence (bn)∞n=1
of real numbers such that limN→∞ n
1
2 bn = 0 and
|E[eitSN ]| ≤ c0e−d0Nt
2
+ bN
for any N ∈ N and t ∈ [−δ0, δ0].
(2) For any δ > 0,
(4.1) lim
N→∞
N
1
2 sup
t∈Jδ
|E[eitSN ]| = 0
where in the lattice case Jδ = [−π, π] \ (−δ, δ) while in the non-lattice case Jδ =
[−δ−1,−δ] ∪ [δ, δ−1].
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4.1. Non linear indexes. For any 1 ≤ i ≤ ℓ and n ≥ 1 let ǫ(i,n) = {ǫ(i,n)j : j ∈ Z}
be an independent copy of {ǫj : j ∈ Z}. We also assume that the ǫ(i,n)-s are
independent of each other. Set
Xqi(n) = g(σ
qi(n)ǫ) = g(..., ǫqi(n)−1, ǫqi(n), ǫqi(n)+1, ...)
where σ is the (left) shift operator and we use the notations g(ε) = g(ǫk : k ∈ Z) =
g(..., ǫ−1, ǫ0, ǫ1, ...). Then
SN =
N∑
n=1
G(Xq1(n), ..., Xqℓ(n)).
For any r ≥ 0 set
Xqi(n),r = g(xr,∞), x = Xqi(n)
and
(4.2) SN,r =
N∑
n=1
G(Xq1(n),r, ..., Xqℓ(n),r).
Note that Xqi(n),r and Xqi(n) both have the same distribution µ. Applying (3.2)
we get that with some c > 0 and C > 0 and all p ≥ 1 and r ≥ 0 we have
(4.3) ‖Xqi(n) −Xqi(n),r‖Lp ≤ Ce−cr/p
and since G is a bounded Ho¨lder continuous function, with some constant K > 0
we have
(4.4) ‖SN − SN,r‖Lp ≤ CKNe−cr/p.
We consider first the case when qi+1(n) ≥ qi(n1+η) and qi(n + 1)− qi(n) ≥ nα
for some α, η > 0 (i.e. we start with the proof of Theorems 2.4 and 2.5). Take
p = 1 and r = rN = c1 lnN for some constant c1 > 1/c. Then by the mean value
theorem
(4.5)
∣∣E[eitSN ]− E[eitSN,rN ]∣∣ ≤ |t|‖SN − SN,r‖L1 ≤ C|t|KN−cc1 ≤ CK|t|N−1.
Next, let M = N ζ where ζ ∈ (0, 1) satisfy that
qi(N) + rN ≤ qi+1(N ζ)− rN , i = 1, 2, ..., ℓ− 1
and
qi(n+ 1)− qi(n) > 2rN i = 1, 2, ..., ℓ.
LetM =MN be the σ-algebra generated by the random variables ǫ(i,n) and εj for
j ≤ qℓ(N ζ) + rN . Then with Gx1,...,xℓ−1(x) = G(x1, ..., xℓ−1, x) we have
‖E[eitSN,rN ]| =
∣∣E[E[eitSN,rN |M]]∣∣(4.6)
=
∣∣∣E [eitSNζ,rN E[eit(SN,rN−SNζ,rN )|M]]∣∣∣ ≤ E[|E[eit(SN,rN−SNζ,rN )|M]|]
= E


∣∣∣∣∣∣
N∏
n=Nζ+1
∫
e
itGXq1(n),rN
,...,Xqℓ−1(n),rN
(x)
dµ(x)
∣∣∣∣∣∣

 = (ζ(t))N−Nζ−1
where
(4.7) ζ(t) =
∫ ∣∣∣∣
∫
eitG(x1,...,xℓ−1,xℓ)dµ(xℓ)
∣∣∣∣ dµ(x1)dµ(x2) · · · dµ(xℓ−1).
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In the penultimate equality we have used that Xqi(n),rN for 1 ≤ i ≤ ℓ − 1 and
N ζ + 1 ≤ n ≤ N are independent and identically distributed. Observe next that
ζ(t) = 1− 1
2
t2
∫
G2ℓ(x1, ..., xℓ−1, xℓ)dµ(x1)...dµ(xℓ) +O(|t|3)
where Gℓ is the function defined by (2.6). Therefore, since the function Gℓ is not µ
ℓ-
almost surely constant, there exist constants c, c′, δ0 > 0 so that for any t ∈ [−δ0, δ0]
we have ζ(t) ≤ 1− c′t2 ≤ e−ct2. Hence, there exist constants N0 and c0 > 0 so that
for any N0 ≥ N0 and t ∈ [−δ0, δ0] we have
(ζ(t))N−N
ζ−1 ≤ e−c0Nt2 .
This together with (4.6) and (4.5) yields Condition (1) from Theorem 4.1. In
order verify Condition (2) in Theorem 4.1, we first observe that the function ζ(t)
is continuous. In what we have designated as a lattice case, we have |ζ(t)| < 1 for
any nonzero t, for otherwise (2.4) would have hold true with some β(·). Therefore
for any compact set J ⊂ R \ {0} we have supt∈J ζ(t) < 1, which together with
the above estimates and (4.5) shows that (4.1) holds true. In the lattice for any
t ∈ [−π, π] \ {0} we have |ζ(t)| < 1 and so for any compact set J ⊂ [−π, π] \ {0} we
have supt∈J ζ(t) < 1, which is again enough for the second condition to hold true.
Now we will prove the local limit theorems stated in Section 2.2. That is, we
assume that qi(n) = in for any 1 ≤ i ≤ k, where k < ℓ, and that the rest of the qi’s
satisfy the former growth conditions. Set ak = (1− 12k ) and MN = akN . Then for
any n ≥MN and a sufficiently large N we have
qi(N) + rN < qi+1(MN )− rN , i = 1, 2, ..., ℓ− 1
while for i > k,
qi(n+ 1)− rN > qi(n) + rN .
Let M be the σ-algebra generated by the random variables ǫ(i,n) and εj for j ≤
qℓ(MN) + rN . Then
|E[eitSN,rN ]| = ∣∣E[E[eitSN,rN |M]]∣∣(4.8)
= |E[eitSMN,rN E[eit(SN,rN−SMN,rN )|M]]| ≤ E[∣∣E[eit(SN,rN−SMN,rN )|M]∣∣]
= E
[∣∣∣∣∣
N∏
n=MN+1
∫
e
itGXq1(n),rN
,...,Xqℓ−1(n),rN
(x)
dµ(x)
∣∣∣∣∣
]
≤ E
[∣∣∣∣∣
N∏
n=MN+1
∫
exp(itG
X
(1)
q1(n)
,...,X
(k)
qk(n)
,Xqk+1(n),rN ,...,Xqℓ−1(n),rN
(x))dµ(x)
∣∣∣∣∣
]
+C|t|KN−1 = E
[
N∏
n=MN+1
ζ(Yn, t)
]
+ C|t|KN−1
= E
[
N−MN∏
n=1
ζ(Yn, t)
]
+ C|t|KN−1.
Here X
(i)
n , i = 1, ..., k are independent copies of {Xn}, which are also independent
of all of the other variables appearing above,
Yn = (X
(1)
n , X
(2)
2n , ..., X
(k)
kn )
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which is a stationary process (generated by µk and Tk = T × T 2 × · · · × T k) and
ζ(x1, ..., xk, t)
=
∫ ∣∣∣∣
∫
exp(itG(x1, ..., xk, xk+1, ..., xℓ))dµ(xℓ)
∣∣∣∣ dµ(xk+1) · · · dµ(xℓ−1).
In the second inequality in (4.8) we have used (4.3) with p = 1 (and with each one
of the independent copies) and the definition of rN . Observe that
E[ζ(Yn, t)] = ζ(t)
where ζ(t) was defined in (4.7). Set
Yn,r = (X
(1)
n,r, X
(2)
2n,r, ..., X
(k)
kn,r)
where the X
(j)
m,r’s are independent copies of the Xm,r’s.
Next, since G is a bounded function, uniformly in y = (y1, ..., yk) we have
ζ(y, t) = 1− 1
2
t2
∫
H2(y, x)dµℓ−k(x) +O(|t|3)
whereH(y, x) = G(y, x)−Gk(x) and Gk is defined in (2.5). Consider the stationary
sequence of random variables
Hn =
∫
H2(Yn, x)dµ
ℓ−k(x).
Then, since H is not constant µℓ-almost surely we have
E[Hn] =
∫
H2(z)dµℓ(z) := v > 0.
Observe also that the function I(y) =
∫
H2(y, x)dµℓ−k(x) is a bounded Ho¨lder
continuous function. Set ε = P (Hn ≥ v/3)/2 > 0 and for any N set
AN =
{
N∑
n=1
I(Hn ≥ v/2) ≤ εN
}
.
For any r set
Hn,r =
∫
H2(Yn,r, x)dµ
ℓ−k(x).
Note that Hn,r and Hn have the same distribution, and hence E[Hn,r] = v and
P (Hn,r ≥ v/3) = 2ε. Set
AN,r =
{
N∑
n=1
I(Hn,r ≥ v/3) ≤ εN
}
.
Then by (3.3), taking into account that I(·) is Ho¨lder continuous, for any r and N
we have
P (AN ) ≤ P (AN,r) + CNδr.
for some C > 0 and δ ∈ (0, 1) which do not depend on r and N . On the other
hand, the random variables Wn =Wn,r = I(Hn,r ≤ v/3) are uniformly bounded in
r and n and for any fixed r they are r-dependent (when n varies). Therefore,
Var
(
N∑
n=1
Wn,r
)
≤ C1rN
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for some constant C1 which does not depend on N and r. Hence, by the Markov
inequality, we have
P
{
N∑
n=1
(Wn,r − E[Wn,r ]) ≥ Nε
}
≤ C1rN
ε2N2
=
C1r
ε2N
.
But E[Wn,r ] = P (Hn,r ≥ v/3) = P (Hn ≥ v/3) = 2ε. Therefore,
P (AN,r) ≤ P
{
N∑
n=1
(Wn,r − E[Wn,r]) ≥ Nε
}
≤ C1r
ε2N
.
Taking r of the form r = rN = c2 lnN for a sufficiently large c2 > 0 we conclude
that
(4.9) P (AN ) ≤ C lnN
N
where C > 0 is some constant. On the other hand, on the complement AcN of AN ,
when |t| is sufficiently small we have
N∏
n=1
ζ(Yn, t) ≤ (1− at2)Nε
where a = v/4, and we have used that ζ(y, t) ≤ 1. Therefore, there exist constants
C3, c3, N3 > 0 and δ3 such that for any N > N3 and t so that |t| ≤ δ3 we have
E
[
N−MN∏
n=1
ζ(Yn, t)
]
≤ P (AN−MN ) + (1− at2)ε(N−MN ) ≤
C lnN
N
+ e−c3Nt
2
.
This together with (4.8) yields that Condition (1) of Theorem 4.1 is satisfied.
Now we will show that the Condition (2) of Theorem 4.1 holds true. First, since
ζ(y, t) ≤ 1 using (3.2) with p = 1 for any r we have
(4.10)
∣∣∣∣∣E
[
N−MN∏
n=1
ζ(Yn, t)
]
− E
[
N−MN∏
n=1
ζ(Yn,r , t)
]∣∣∣∣∣ ≤ CN |t|e−cr.
Observe that ζ(Yn,r , t) and ζ(Ym,r, t) are independent when m− r ≥ n+ r. There-
fore, for any r ≥ 0,
E
[
N−MN∏
n=1
ζ(Yn,r , t)
]
≤ E

(N−MN )/2r∏
j=1
ζ(Y2jr,r , t)


=
(N−MN )/2r∏
j=1
E [ζ(Y2jr,r , t)] ≤
(N−MN )/2r∏
j=1
(
E [ζ(Y2jr , t)] + C|t|e−cr
)
=
(
ζ(t) + C|t|e−cr)(N−MN )/2r .
In the lattice case, let J be a compact subset of [−π, π] \ {0}, while in the non
lattice case let J be a compact subset of R \ {0}. In both cases
sup
t∈J
ζ(t) < 1.
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Taking r = rN = C lnN for any sufficiently large C (which depends on J) we
conclude that there are constants εJ ∈ (0, 1), CJ > 0 and q > 0 so that for any N
large enough we have
sup
t∈J
E
[
N−MN∏
n=1
ζ(Yn, t)
]
≤ CJ (1− εJ)qN/ lnN + CJN−1
which together with (4.8) completes the proof that Condition (2) holds.
4.2. Linear indexes: the arithmetic progression case. For each k ≥ 0 set
∆k = {(x, k) : x ∈ Λ, R(x) > k}.
Then ∆k is a copy of {R ≥ k + 1}, and let ιk : {R ≥ k + 1} → ∆k be given by
ιk(x) = (x, k). Consider the tower extension (∆, F ) of f :
⋃
n≥0 f
nΛ → ⋃n≥0 fnΛ
given by ∆ := ∪k≥0∆k and
F (x, k) =
{
(x, ℓ + 1) if R(x) > ℓ+ 1
(fR(x), 0) if R(x) = ℓ+ 1
.
Let π : ∆→M be given by π(x, k) = fkx. Then π ◦ F = f ◦ π.
Next, in the lattice case let D0 be the partition of ∆0 = Λ generated by
{Γi1 , ...,Γid}, where Γij were specified at the beginning of Section 2.3. In the
non-lattice case, we set D0 = ∆0. As in [38] we construct a partition D = {∆k,j}
of ∆ so that:
(1) {∆0,j} = D0 and Dk := D|∆k = {∆k,j} = {∆k,1, ...,∆k,jk} is a finite parti-
tion of ∆k, for each k;
(2) Each j and k the set ι−1k ∆k,j is a union of the Γi’s;
(3) For any x, y ∈ ι−1k ∆k,j we have s0(x, y) ≥ k;
(4) For any k1 < k2 the partition ι
−1
k2
Dk2 is finer than ι−1k2 Dk2 ;
(5) For each k and j the set ∆∗k,j := ∆k,j ∩ F−1(∆0) is a (copy of) one of the
Γi’s;
For x = y we set s(x, y) =∞ while when x 6= y we define s(x, y) to be the largest
positive integer so that F jx and F jy lie in the same D-atom for any j ≤ s(x, y).
Henceforth, for x, y ∈ Λ = ∆0 we replace s0(x, y) with s(x, y) (Assumption (P4)
is also valid after this replacement). Note that s(x0, y0) = s(xk, yk) + k for each
xk = (x0, k), yk = (y0, k) ∈ ∆k and that s(x0, y0) ≤ s0(x0, y0) (where we identify
between x0 and (x0, 0)). We also recall that a D-cylinder of length M is a set of
the form C = ∩M−1j=0 F−jAj , A0, A1, ..., AM−1 ∈ D.
Next, we consider the quotient (projected) tower ∆¯ generated by the equivalence
relation (on each floor ∆k) given by
x ≡ y ⇐⇒ y ∈ γs(x).
Henceforth we will denote the equivalence class of x by x¯ (in can be realized by
fixing γu ∈ Γu and considering the singelton γs(x) ∩ γu). Note that the separation
time s(x, y) depends only on the quotient space (as all Γi’s are s-subsets), and so
the separation time s¯ corresponding to the partition {∆¯k,j} on the quotient space
∆¯ satisfies s¯(x¯, y¯) = s(x, y). Henceforth we will just write s(x¯, y¯) instead of s¯(x¯, y¯).
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Let α ∈ (0, 1) be the constant from (P3)-(P5) and let β ∈ [α 12 , 1). We define a
metric on ∆¯ by
(4.11) d(x¯, y¯) = βs(x¯,y¯).
Let F¯ be defined similarly to F but with the quotient map f¯R. Note F¯ is well
defined since each Λi is a an s-subset. Let x0 be the point specified before (2.8).
Then the point (x¯0, 0) = (π¯x0, 0) is a periodic point of F¯ . Indeed, if n0 satisfies
(2.8) then
F¯n0(x¯0, 0) = (F¯
R)m0(x¯0, 0) = (x¯0, 0).
If we fix some γ ∈ Γu, then the Lebesgue measure µγ can be considered as a measure
on each floor ∆¯k of ∆¯. By (2.7) this induces a finite measure m¯ on ∆¯ (we refer to
[38] for the details). Then the dual of the Koopman operator corresponding to F¯
is given by
(4.12) Pg(x¯) =
∑
y¯∈F¯−1{x}
g(y¯)
JF¯ (y¯)
where JF¯ is the Jacobian of F¯ (w.r.t. m¯). We refer the readers to Lemma 1 in
Section 3.1 of [38] for several important properties of JF¯ . Let π¯ : ∆ → ∆¯ be the
projection map sending (x, k) to (x¯, k). It follows from the construction of the SRB
measure ν in [38] that π sends ν˜ to ν and π¯ sends ν˜ to ν¯. Here ν˜ is a F -invariant
probability measure on ∆ and ν¯ is a F¯ -invariant probability measure on ∆¯ which
is absolutely continuous with respect to m¯ and the density ρ is Ho¨lder continuous
with respect to the metric d(x¯, y¯) = βs(x¯,y¯).
4.2.1. The lattice case. We begin now with the proof of the local limit theorem in
the lattice case. In this case the function G ◦ π ◦ π¯ is a bounded Ho¨lder continuous
function of the variable (x¯1, ...x¯ℓ) ∈ ∆¯ (with respect to the metric defined in (4.11)).
Arguing as in Section 4.1, replying on (3.2) we derive that there exists a continuous
function c(t) so that with S = F × F 2 × · · · × F ℓ−1, S¯ = F¯ × F¯ 2 × · · · × F¯ ℓ−1, and
Gℓ,x(y) = Gℓ(πx, πy) we have
∣∣EeitSN ∣∣ ≤ ∫ ∣∣∣∣
∫
eit
∑N
n=MN+1
Gℓ,S¯nw¯(F¯
ℓny¯)dν¯(y¯)
∣∣∣∣ dν¯ℓ−1(w¯) + c(t)εN(4.13)
=
∫ ∣∣∣∣
∫
e
it
∑N
n=MN+1
Gℓ,Snw(F
ℓny)
dν¯(y¯)
∣∣∣∣ dν˜ℓ−1(w) + c(t)εN
where limN→∞
√
NεN = 0. Indeed, we this is a consequence of the arguments in
(4.8) in the case when k = ℓ, where we can take c(t) = C|t| and εN = 1/N .
Now we will verify Condition (1) from Theorem 4.1. Let L be the transfer
operators defined in Appendix A, namely L is defined by Lg = P (gv)/v, where P
is defined in (4.12) (in appendix A the operator P is denote by L0) and v|∆¯k =
e
1
2k| ln θ0|, where θ0 is specified in (P2). For any w ∈ ∆ℓ−1 consider the function
uw : ∆¯ → R given by uw = Gℓ,w = Gℓ(w, ·). Then uw : ∆¯ → R, w ∈ ∆ℓ−1 are
Ho¨lder continuous functions with Ho¨lder constants which is bounded in w. For any
z ∈ C and w ∈ ∆ℓ−1 consider the transfer operator Lwz given by
Lwz (g) = Lℓ(ezGℓ(w,·)g).
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Then ∫
e
z
∑N
n=MN+1
Gℓ,Snw(F
ℓny)
dν¯(y)(4.14)
=
∫ (
LSN−1wz ◦ LS
N−2w
z ◦ · · · ◦ LS
MN+1w
z
)
(1/v)(y)dµL(y)
where v is the function defined there. Set Lw,nz = LS
n−1w
z ◦· · ·◦LSwz ◦Lwz . Applying
Theorem 6.3 with θ = S we see that the conditions of Theorems 4.1 and 4.2 in
[18] hold true. Therefore, we have the following: there exists r0 > 0 so that
ν˜ℓ−1-almost surely for any complex z whose modulus does not exceed r0 there
is a function h
(z)
w ∈ H, a non-zero complex number λω(z) and a complex linear
functional ν
(z)
w ∈ H∗ so that h(0)w = h := dν¯/dm¯, λw(0) = 1, ν(0)w = m¯ and
(4.15)
∥∥∥Lw,nz /λw,n(z)− h(z)Snw ⊗ ν(z)w ∥∥∥ ≤ cδn
where c > 0 and δ ∈ (0, 1) are some constants, λw,n(z) =
∏n−1
j=0 λSjw(z) and
(h ⊗ ν)(g) = ν(g) · h. Here the norm ‖ · ‖ is the operator norm with respect to
Lipschitz norm defined in Appendix A and the space H is the space of all complex
functions g on ∆¯ so that ‖g‖ <∞. Moreover,
ν(z)w (h
(z)
w ) = ν
(z)
w (1) = 1,Lwz h(z)w = h(z)Sw and (Lwz )∗ν(z)Sw = ν(z)w .
Furthermore, λw(z), h
(z)
w and ν
(z)
w are measurable in w, analytic in z and are uni-
formly bounded in z, and when z is real then λw(z) and h
(z)
w are positive and ν
(z)
w
is a probability measure. Since λw(0) = 1 and h
(0)
w = h = ρ¯ = dν¯/dm¯ we can also
assume that |λw(z)| and minx |h(z)w (x)| are uniformly bounded from below by some
positive constants. Let Πw(z) be an analytic function around 0 so that Πw(0) = 0,
|Πw(z)| ≤ c and eΠw(z) = λw(z), where c > 0 is some constant. For each n set
Πw,n(z) =
∑n−1
j=0 ΠSjw(z).
Next, set Swn u =
∑n−1
j=0 uSjw ◦ F¯ jℓ. Then for any complex z we have
(4.16) ν¯(ezS
w
n u) = ν¯
(Lw,nz (1/v)).
Using this and the above properties of λw, hw and νw we have that
Π′w,n(0) =
d
dz
Π′w,n(z) =
∫
Swn udν¯ = 0.
Taking the logarithm of both sides of (4.16) and then using (4.15), the analyticity
of λw, hw and νw and their uniform boundedness we derive that
(4.17)
∣∣Varν¯(Swn u)−Π′′w,n(0)∣∣ ≤ C0
where C0 > 0 is some constant which does not depend on n (in the above derivation
we have also used the Cauchy integral formula). Using (4.15) and the properties of
h
(z)
w we see that there exists r1, C > 0 so that ν˜
ℓ−1-a.s. for any t ∈ [−r1, r1] and
n ≥ 1 we have
(4.18) ‖Lw,nit ‖ ≤ Ceℜ(Πw,n(it)).
Next, using (6.9) and that Πw(z) is bounded in z and w, expanding Πw,n around
0 yields that ∣∣∣∣Πw,n(it) + 12 t2Π′′w,n(0)
∣∣∣∣ ≤ cn|t|3
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where c > 0 is some constant. This together with (4.17) and (4.18) yields that
(4.19) ‖Lw,nit ‖ ≤ Ce−t
2σ2w,n/2+C0t
2/2+cn|t|3
where σ2w,n = Varν¯(S
w
n u) := Vn(w). Observe that the functions Vn are Ho¨lder
continuous function of the variable w, and that, in fact, they are functions of the
variable ω¯ ∈ ∆¯ℓ−1. Note also that our assumption that D2ℓ > 0 is equivalent to
limk→∞
1
kEν˜ℓ−1 [Vk] := b > 0. Therefore if k is sufficiently large then
(4.20) Eν˜ℓ−1 [Vk] = Eν¯ℓ−1 [Vk] ≥ c :=
b
2
.
It is clear that each F¯ j admits a tower extension, and therefore by [31] the map S¯
also admits a Tower extension (which is mixing since F¯ is mixing). Consider the
functions Vˆk : (∆¯
ℓ−1)k → R given by
Vˆk(w¯0, ..., w¯k−1) = Varν¯(
k−1∑
j=0
uw¯j ◦ F¯ jℓ).
Then, for any j the Ho¨lder constant of Vk at the direction w¯j does not exceed ck
for some constant c not depending on k. Observe that
Vk(w) = Vˆk(w, S¯w, S¯
2w, ..., S¯k−1w).
Applying the results in Section 3 of [5] with the function Vˆ and the map S¯, taking
into account (4.20), we conclude (in particular) that for any β > 0 there exists a
constant d1 > 0 so that for any sufficiently large k we have
(4.21)
ν˜ℓ−1

w :
n−1∑
j=0
σ2Sjw,k ≤ d1kn

 = ν¯ℓ−1

w¯ :
n−1∑
j=0
Vk(S¯
jw) ≤ d1kn

 ≤ d2(k)n−β
where d2(k) is a constant which depends only on k. Therefore, by Proposition 5.2.1
in [20] we see that there exist constants c1, c2 > 0 so that for any n ≥ 1 we have
ν˜ℓ−1
{
w : σ2w,n ≤ c1n
} ≤ c2n−1.
Set Γn = {w : σ2w,n > c1n}. We conclude from (4.19) that there exist constants
r1, C > 0 and c3 > 0 so that for any t ∈ [−r1, r1] and for any w ∈ Γn,
‖Lw,nit ‖ ≤ Ce−t
2c3n.
Combining the above estimates together with (4.13) and (4.14) for any t ∈ [−r1, r1]
and N ≥ 1 we have∣∣EeitSN ∣∣ ≤ ∫
ΓN−MN
∣∣∣∣
∫
eit
∑N−MN−1
n=0 Gℓ,Snw(F
ℓny)dν¯(y¯)
∣∣∣∣ dν˜ℓ−1(w)
+
∫
Γc
N−MN
∣∣∣∣
∫
eit
∑N−MN−1
n=0 Gℓ,Snw(F
ℓny)dν¯(y¯)
∣∣∣∣ dν˜ℓ−1(w) + sup
|t|≤r1
c(t)εN ≤
≤
∫
ΓN−MN
‖Lw,N−MNit ‖dν˜ℓ−1(w) +
c2
N −MN + sup|t|≤r1
c(t)εN
= Ce−t
2c3(N−MN ) + o(N−
1
2 )
which completes the proof that Condition (1) of Theorem 4.1 holds true.
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Now we will show that the Condition (2) in Theorem 4.1 holds true. In what
follows the norm ‖ · ‖ will denote the norm on the space X defined in Appendix B.
We will use here the transfer operators Pwz , w ∈ ∆ℓ−1, z ∈ C given by
Pwz g(x¯) = L
ℓ
0(ge
zuw )(x¯) = P ℓ(gezuw )(x¯) =
∑
y¯∈F¯−ℓ{x}
g(y¯)ezuw(y¯)
JF¯ ℓ(y¯)
.
Then Pwz = P
w¯
z depends only on w¯ = π¯w ∈ ∆¯ℓ−1 and for any z ∈ C we have∫ ∣∣∣∣
∫
ez
∑N
n=MN+1
Gℓ,Snw(F
ℓny)dν¯(y)
∣∣∣∣ dν˜ℓ−1(w)(4.22)
=
∫ ∣∣∣∣
∫ (
P S¯
N−1w
z ◦ PS
N−2w
z ◦ · · · ◦ PS
MN+1w
z
)
1(y)dν¯(y)
∣∣∣∣ dν˜ℓ−1(w)
=
∫ ∣∣∣∣
∫ (
PS
N−MN−1w
z ◦ · · · ◦ PSwz ◦ Pwz
)
1(y)dν¯(y)
∣∣∣∣ dν˜ℓ−1(w).
Define P w¯,nz = P
S¯n−1w¯
z ◦· · ·◦P S¯w¯z ◦P w¯z . Then, the arguments in the proof of Lemma
7.2 show that for any compact set J ⊂ R there exists a constant BJ so that
sup
w¯∈∆¯, n≥1,t∈J
‖P w¯,nit ‖ ≤ BJ .
Indeed, the proof of Lemma 7.2 relied only on the definition of the metric βs(x¯,y¯)
together with the Ho¨lder continuity of the function u appearing there, and so re-
placing u with a random function (which is uniformly Ho¨lder continuous) does not
make any difference.
Next, since the map x→ G(x, ·) is continuous with respect to the Ho¨lder norm
on the space of bounded Ho¨lder continuous functions and π and π¯ are Ho¨lder
continuous (see the paragraph proceeding (4.25)), the maps ω¯ → P w¯it , t ∈ J are
uniformly continuous. Let v0 = (x¯0, 0) be the periodic point of F¯ and set v¯ =
(v0, ..., v0) ∈ ∆¯ℓ−1. By Theorem 7.1 the transfer operator P v¯,n0it is quasi-compact
when its spectral radius equals 1. We claim that the function S v¯0n0u cannot be
written in the form
(4.23) S v¯0n0u = a+ β − β ◦ f ℓn0 + q0k, ν¯-a.s.
for some q0 > 1, a ∈ R, β : Λ → R and an integer valued function k : Λ → Z.
This means that the function tS v¯0n0u is aperiodic for any t ∈ (−2π, 2π) \ {0}. Note
that the latter function is periodic (i.e. not aperiodic) if there exists an eigenvalue
of modulus 1. Hence, the above claim means that the spectral radius of P v¯0,n0it is
smaller than 1 for any t ∈ (−2π, 2π) \ {0}. To prove the above claim, we first note
that our assumption (2.10) means that the functions tGx0,n0 , t ∈ (−2π, 2π) \ {0}
are aperiodic with respect to (f ℓn0 , ν). By Theorem 1.4 in [12] we conclude that
the functions t(G ◦ π)(x0,0),n0 , t ∈ (−2π, 2π) \ {0} are aperiodic with respect to
(F ℓn0 , ν˜). The proof of the claim is completed by another application of Theorem
1.4 in [12].
We conclude that the spectral radius of P v¯0,n0it is smaller than 1 for any t ∈
[−π, π]\{0}. Therefore, for any compact set J ⊂ [−π, π]\{0} there exists δJ ∈ (0, 1)
and CJ > 0 so that for any sufficiently large n we have
sup
t∈J
∥∥∥(P v¯0,n0it )n∥∥∥ ≤ CJ (1− δJ)n.
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Fix some compact set J ⊂ [−π, π] \ {0} and let n = nJ be so that CJ(1− δJ)nJ <
1
4BJ
. Let Cℓ−1 = C
ℓ−1 be a Cartesian power of a sufficiently small D¯ cylinder
C =
⋂M−1
j=0 F¯
−j∆sj ,kj around v¯0 be so that for any w¯ ∈ Cℓ−1 we have
sup
t∈J
∥∥∥P w¯,n0nit − (P v¯0,n0it )n∥∥∥ ≤ 14BJ .
For any c > 0 we define
AN,c =

w¯ :
N−1∑
j=0
I(S¯jw¯ ∈ Cℓ−1) ≥ cN

 .
Then, for any w¯ ∈ AN−MN−1,c the product P w¯,N−MN−1it can be written as a product
of at least c/n0nJ “blocks” of the form A1 ◦A2 where ‖A1‖ ≤ BJ and ‖A2‖ ≤ 12BJ ,
and at most one block whose norm does not exceed BJ . Therefore, when w¯ ∈
AN−MN−1,c we have
sup
t∈J
‖P w¯,N−MN−1it ‖ ≤ (1 +BJ)2−c(N−MN )/n0nJ ≤ 2−dN
where d > 0 is some constant which depends on c, ℓ, n0 and J . Next, by the
definition of the norm ‖ · ‖ of the space X , for k ≥ 0 we have
sup |P w¯,N−MN−1it I∆¯k| ≤ ‖P w¯,N−MN−1it ‖eεk.
Let k = kN be of the form kN = C lnN where C is so large so that ν¯{R ≥ kN+1} ≤
N−1. It follows that ∫
AN−MN−1,c
∫
|P w¯,N−MN−1it 1(x¯)|dν¯(x¯)dν¯ℓ−1(w¯)
≤
∑
k≤kN
∫
AN−MN−1,c
∫
|P w¯,N−MN−1it I∆k |dν¯(x¯)dν¯ℓ−1(w¯)
+
∑
k>kN
∫
P ℓN−MN−1I∆kdν¯ ≤ (1 +BJ)2−dN
∑
k≤kN
eεk + ν¯{R ≥ kN + 1}
≤ C1(1 +BJ )2−dNNεC +O(N−1).
where in the second inequality we have used that P is the dual of the Koopman
operator corresponding to F¯ . On the other hand, with AcN−MN−1,c = ∆¯
ℓ−1 \
AN−MN−1,c we have ∫
Ac
N−MN−1,c
∫
|P w¯,N−MN−1it 1(x¯)|d(¯x¯)νdν¯ℓ−1(w¯)
≤
∫
Ac
N−MN−1,c
∫
P (N−MN−1)ℓ1(x¯)dν¯(x¯)dν¯ℓ−1(w¯) = 1− ν¯ℓ−1(An,c).
Using the above estimates together with (4.22), we conclude that the conditions in
the second part of Theorem 4.1 hold true if there exists c > 0 so that
(4.24) lim
n→∞
√
n
(
1− ν¯ℓ−1(An,c)
)
= 0.
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Notice that cylinder sets are Ho¨lder continuous function. Applying again the results
from section 3 in [5] we obtain that
ν¯ℓ−1

w¯ :
N−1∑
j=0
I(S¯jw¯ ∈ Cℓ−1) ≤ 1
2
ν¯ℓ−1(Cℓ−1)

 ≤ C1e−c1n
for some C1, c1 > 0 which depend only on ℓ and C . This clearly implies (4.24) with
c = 12 ν¯
ℓ−1(Cℓ−1). 
4.2.2. The non-lattice (aperiodic) case. First consider the case when G ◦ π is a
function on ∆¯ℓ, namely that G(x) = G(y) for x = (xi) and y = (yi) so that
yi ∈ γs(xi) for any 1 ≤ i ≤ ℓ. In this case, the functions tS v¯0n u defined before (4.23)
are aperiodic with respect to (F¯ , ν¯) for any t 6= 0. Therefore, for any compact set
J ⊂ R \ {0} there exists δJ ∈ (0, 1) and CJ > 0 so that for any sufficiently large n
we have
sup
t∈J
∥∥∥(P v¯0,n0it )n∥∥∥ ≤ CJ (1− δJ)n.
Arguing as in Section 4.2.1, we conclude that Condition (2) of Theorem 4.1 holds
true. The proof that the first condition in Theorem 4.1 holds true proceed exactly
as in Section 4.2.1 (we only used there that the function is Ho¨lder continuous).
Set Fℓ = F × F 2 × · · · × F ℓ. For each x, y ∈ ∆ we define
(4.25) d(x, y) = βs(x,y).
Note that d is not a metric on ∆ since s(x, y) = s(πx, πy), but still for any Ho¨lder
continuous function R :M q → R (where q is some positive integer) the function R◦π
is Ho¨lder continuous with respect to d in the sense that |R(πx)−R(πy)| ≤ Cbes(x,y)
(this is a consequence of (P3) and (P4) with s(·, ·) instead of s0(·, ·)). In particular
G ◦ π is Ho¨lder continuous.
SinceG is not (necessarily) essentially a function on ∆¯ℓ we will need the following.
4.2. Lemma. There exist bounded Ho¨lder continuous functions ψ : M → R and
G¯ : ∆¯→ R so that
(4.26) G ◦ π = G¯ ◦ π¯ + ψ − ψ ◦ Fℓ.
The function G¯ satisfies (2.10) with π¯(x0, 0) = (x¯0, 0) = v0 in place of x0. More-
over, D2 and D2ℓ are remained unchanged if we replace G¯ with G, and for any real
t the function tG¯x0,n0 ,
G¯x0,n0(x¯) =
n0−1∑
j=0
G¯ ◦ F¯nℓ (v0, v0, ..., v0x¯)
is a periodic with respect to (F¯n0ℓ, ν¯) if the function tGx0,n0 defined in (2.9) is
aperiodic with respect to (fn0ℓ, ν).
We will first complete the proof of Theorem 2.11 relying on Lemma 4.2. Set
F¯ℓ = F¯ × F¯ 2 × · · · × F¯ ℓ, and let us denote by Mk the partition of ∆¯ into D¯
cylinders (where D¯ = π¯D = {∆¯k,j} = {π¯∆k,j}). As in the proof of Approximation
1 in Section 4.1 of [38], using the Sublemma preceding it, we obtain that for any k
there exists a function ψ¯2k measurable with respect to M2k so that
sup |ψ ◦ F k − ψ¯2k ◦ π¯| ≤ Cδk
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where C = Cψ are δ ∈ (0, 1) are constants which do not depend on k,
ψ◦F k(x1, ..., xℓ) = ψ(F kx1, ..., F kxℓ) and ψ¯2k ◦ π¯(x1, ..., xℓ) = ψ¯2k(x¯1, ..., x¯ℓ). Next,
for any k we have
E[eitSN ] =
∫
eit
∑N
n=1G◦π(F
n+kx,F 2n+kx,...,F ℓn+kx)dν˜(x)
=
∫
eit
∑N
n=1 G¯◦π¯(F
n+kx,F 2n+kx,...,F ℓn+kx)eitψ◦F
k◦Fℓx−itψ◦F
k◦FN+1
ℓ
xdν˜(x)
=
∫
eit
∑N
n=1 G¯◦π¯(F
n+kx,F 2n+kx,...,F ℓn+kx)eitψ¯2k◦F¯ℓ◦π¯x−itψ¯2k◦F¯
N+1
ℓ
π¯xdν˜(x) +O(δk)
=
∫
eit
∑N
n=1 G¯(F¯
n+kx¯,F¯ 2n+kx¯,...,F¯ ℓn+kx¯)eitψ¯2kx¯−itψ¯2k◦F¯
N
ℓ x¯dν¯(x¯) +O(δk)
= I1 + I2.
Note that the function ψ¯2k is a Liphshitz continuous function whose Liphshitz
constant does not exceed eak for some a > 0. Applying (3.2) with p = 1, we get
that for any s ≥ 0, ∥∥ψ¯2kx¯∞ − ψ¯2kx¯s,∞∥∥L1 ≤ Ceak−c1s.
Here x¯s,∞ = ((x¯1)s,∞, ..., (x¯ℓ−1)s,∞) for x¯ = (x¯1, ..., x¯ℓ−1). Set MN = (1 − 12ℓ )N ,
sN = (1 − 12ℓ )N/2 and k = kN =
√
N . Then the error term when approximating
ψ¯2kN x¯ by ψ¯2kN x¯SN ,∞ in the L
1 norm does not exceed e−cN for some c > 0, and we
also note that δkN = o(N−
1
2 ). After replacing ψ¯2kN x¯ with ψ¯2kN x¯sN ,∞, arguing as
in (4.13) and the beginning of (4.8) we obtain that
(4.27)
|I1| ≤
∫ ∣∣∣∣
∫
e
it
∑N
n=MN+1
G¯ℓ,S¯nw¯(F¯
ℓnx¯)−itψ¯2k◦F¯
N
ℓ (w¯,x¯)dν¯(x¯)
∣∣∣∣ dν¯ℓ−1(w¯) + c(t)εN
where limN→∞
√
NεN = 0 and c(t) is a continuous function. Set
ψ¯2kN ,w = ψ¯2kN (π¯w, ·) = ψ¯2kN (w¯, ·).
Let the transfer operators Lwz and P w¯z be defined as in Section 4.2.1 but with the
function G¯ in place of G. Then for any w¯,∫
e
it
∑N
n=MN+1
G¯ℓ,S¯nw¯(F¯
ℓnx¯)−itψ¯2k◦F¯
N
ℓ (w¯,x¯)dν¯(x¯)(4.28)
=
∫
e
ψ¯
2kN ,S¯
N w¯
(y)
(
LSN−1w¯z ◦ LS
N−2w¯
z ◦ · · · ◦ LS
MN+1w
z
)
(1/v)(y)dµL(y)
=
∫
e
ψ¯2kN ,S¯N w¯
(y)
(
P S¯
N−1w¯
z ◦ PS
N−2w¯
z ◦ · · · ◦ PS
MN+1w¯
z
)
1(y)dν¯(y)
where we have used that Pm(g1 · g2 ◦ F¯m) = g2 · Pm(g1) for any m ≥ 1 and two
functions g1 and g2. It is enough to estimate the absolute values of the above
integrands, which reduces the problem to the case of functions G¯ : ∆¯ℓ → R (a case
we have discussed at the beginning of this section).
Proof of Lemma 4.2. The proof is similar to the proof of Theorem 1.6 in [1]. Fix
some γu ∈ Γu and define Θ(x, k) = (y(x), k) where γu ∩ γs(x) = {y(x)}. We define
ψ =
∑
n≥0
(G ◦ π ◦ Fnℓ −G ◦ π ◦ Fnℓ ◦Θ) .
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Since G is Ho¨lder continuous and because of (P3) we have
(4.29) |G ◦ π ◦ Fnℓ −G ◦ π ◦ Fnℓ ◦Θ| ≤ Cδn
for some C and δ ∈ (0, 1) not depending on n. Therefore the series ψ converges
and ψ is a well defined bounded function. We define
G¯ = G ◦ π − ψ + ψ ◦ Fℓ,
It is clear from the formula of ψ that G¯ is in fact a function on the quotient space
∆¯ℓ (i.e. it is a function of Θ). We will show next that ψ is Ho¨lder continuous
(which also implies that G¯ is Ho¨lder continuous). Set M = s(x, y)/2ℓ. Then by
(4.29) we have
|ψ(x)− ψ(y)| ≤ 2C
∑
m≥M
δm +
M−1∑
n=0
|G ◦ π ◦ Fℓ(x) −G ◦ π ◦ Fℓ(y)|
+
M−1∑
n=0
|G ◦ π ◦ Fℓ(Θx)−G ◦ π ◦ Fℓ(Θy)| ≤ 2C(1− δ)−1δM + 2C
M−1∑
n=0
δ2M−ℓn
≤ C′δM = C′δs(x,y)/2ℓ.
In the penultimate inequality we have used that d(x, y) = d(Θx,Θy) = βs(x,y) and
that G is Ho¨lder continuous (we can get the same δ as in (4.29) by enlarging it if
necessary). The proof that G¯ satisfies the second type of continuity as stated in
Lemma 4.2 is similar. It is clear from (4.26) that the asymptotic variance D2 does
not change when we replace G ◦ π with G¯ ◦ π. Since Gℓ and G¯ℓ ◦ π¯ also differ by
a bounded coboundary the asymptotic variances D2ℓ and D¯
2
ℓ corresponding to Gℓ
and G¯ℓ, respectively, are equal. Finally, applying Theorem 1.4 in [12] we obtain
that tG¯x0,n0 is aperiodic with respect to (ν¯, F¯
n0ℓ) if and only if the function
t(G ◦ π)x0,n0(x) = t
n0−1∑
j=0
G ◦ π ◦ Fnℓ ((x0, 0), ..., (x0, 0), x)
is a periodic with respect to (ν˜, Fn0ℓ). Applying again Theorem 1.4 in [12] we have
that the latter function is tGx0,n0 is aperiodic if and only if the function Gx0,n0 is
aperiodic with respect to (ν, fn0ℓ). 
4.3. Remark. In the more general setup considered in Sections 2.1 and 2.2, it is
only possible to show that (4.26) holds true with a bounded function ψ which is
not necessarily Ho¨lder continuous (see the arguments in Section 5 of [24]). The
problem is that the separation times considered in [39] takes into account only the
fR-orbits of two points x and y.

5. Edgeworth expansions
First, as in Section 3 of [17] we can assume without loss of generality that the
differences qi+1 − qi are non-constants. Next, by (1.34) in [36], for any random
variable X we have
(5.1) Γk(X) =
k∑
v=1
(−1)v−1
v
∑
k1+...+kv=k
k!
k1!k2! · · · kv!αk1αk2 · · ·αkv
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where αm = αm(X) = E[X
m] and Γk(X) is the k-the cumulant of X . This formula
is a consequence of the Taylor expansion of the function ln(1 + z). Next, for any
two random variables X and Y (which are defined on the same probability space)
we have
|E[Xm]− E[Y m]| ≤
∣∣E[(Xm−1 +Xm−2Y + ...+ Y m−1)(X − Y )∣∣(5.2)
≤
m−1∑
j=0
‖Y jXm−j−1‖L2‖X − Y ‖L2 ≤
m−1∑
j=0
‖Y ‖jL4j‖X‖m−j−1L4(m−j−1)‖X − Y ‖L2.
Let SN,r be defined by (4.2). Then by (4.4), for any p ≥ 1
(5.3) ‖SN − SN,r‖Lp ≤ ANρr/p.
Fix some k ≥ 1 and set rN = c lnN where c is large enough so that ANρrN/4k <
N−4k. for some A > 0 and ρ ∈ (0, 1). Taking X = SN and Y = SN,rN for any
s ≤ k we have
‖X‖L2s ≤ CsN, ‖Y ‖L2s ≤ CsN and ‖X − Y ‖L2 ≤ CkN−4k
for some constants Ck and C
′
s (in fact using (3.1) the arguments in Lemma 5.2 in
[16] show that max(‖X‖L4s , ‖Y ‖L4s) ≤ CsN 12 for any s). Hence for any m ≤ k we
have
|E[Xm]− E[Y m]| ≤ AmmNm−1ρrN ≤ AmN−3k
for some Am > 0 which depends on m but not on N . For any j set αj = E[X
j]
and βj = E[Y
j ]. Combining the latter estimate with (5.2) we derive that for any
v ≤ k and non-negative integers k1, ..., kv so that k1 + k2 + ...+ kv ≤ k we have∣∣∣∣∣∣
v∏
j=1
αkj −
v∏
j=1
βkj
∣∣∣∣∣∣ ≤
v∑
j=1
|αk1 · · ·αkj−1 | · |αkj − βkj | · |βkj+1 · · ·βkv |
≤ Dk
v∑
j=1
Nk−kjN−4k ≤ DkvN−3k
where Dk is a constant depending on k but not on N . This together with (5.1)
yields that for any s ≤ k,
(5.4) |Γs(SN )− Γs(SN,rN )| ≤ BkN−3k
where Bk is some constant which depends on k but not on N . Next, we define
ρ(n,m) = min{|qi(n)− qj(m)| 1 ≤ i, j ≤ ℓ}.
Since the qi’s are polynomials, there exists a constant C so that for any s and n the
cardinality of the set {m : ρ(n,m) ≤ s} does not exceed Cs. Moreover, the random
vectors {Xn,rN : n ∈ A} and {Xm,rN : m ∈ B} are independent for any sets A and
B so that ρ(a, b) ≥ c1 lnN , where c1 is a sufficiently large constant which does not
depend on N , A and B. Applying Theorem 3.1 in [19] we conclude that for any m
we have
(5.5) |Γm(SN,rN )| ≤ Cmm!N ln2mN.
For some constant C > 0 which does not depend on m and N .
Next, let h : R→ R be a function of class C∞ so that
(5.6) ‖h(k)‖∞ ≤ CRk
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for any k ≥ 0, where some C > 0 and R ≥ 1 are some constants which depend only
on h. Here h(k) stands for the k-th derivative of h. Let f = fh be the solution to
Stein’s equation
(5.7) f ′(x)− xf(x) = h(x)− E[h(Z)]
where Z is a standard normal random variable. In [6] the author shows that
(5.8) ‖f (k)h ‖∞ ≤ ‖h(k+1)‖∞/(k + 1) ≤ CRk+1 = (CR)Rk
while in [13] the author show that
(5.9) ‖f (k+2)h ‖∞ ≤ 2‖h(k+1)‖∞ ≤ CRk+1 = (CR−1)Rk+2.
In any case, the function fh also satisfies (5.6) with the same R but possibly with
a different C (which can be easily estimates). For any sufficiently large N set
W =WN =
SN,rN − E[SN,rN ]√
Var(SN,rN )
.
Note that the denominator does not vanish when N is large enough because of (5.3)
and our assumption that D2 = limN→∞
1
NE[S
2
N ] > 0 (note that using (3.2) it is
not hard to show that |E[SN ]| is bounded in N). In fact, the magnitude of the
denominator is N1/2. Therefore by (5.5), for any m we have
(5.10) |Γm(W )| ≤ Bmm!N ln2mN/Nm/2
and so when N is large enough then the radius of convergence of the cumulant
generating function of W is large than N1/2 ln−2N/B. Therefore, by Corollary 1
in [2] we have
E[h(W )] − E[h(Z)] =
∑
s≥2
Γs+1(W )
s!
E[f
(s)
h (X)]
=
m−1∑
s=2
Γs+1(W )
s!
E[f
(s)
h (X)] +O(N−m/2 ln2mN).
The above formula also holds true with h2 := fh in place of h1 := h. If we define
hj recursively by hj = fhj−1 then the above formula holds true with the functions
hj, j = 1, 2, 3, .... In particular
E[h(W )]− E[h(Z)](5.11)
=
∑
(k)
(−1)r
r∏
j=1
Γsj+2(W )
(sj + 1)!
E[
r∏
j=1
f
(sj)
hj
(Z)] +O(N−(k+1)/2 ln2(k+1)N).
where the sum is over the tuples (r, s1, ..., sr) so that si ≥ 1 for each i and s1+s2+
...+ sr ≤ k (see the Theorem on page 294 of [2] and note that we could have also
used ([34])). Set
SˆN =
SN − E[SN ]√
Var1/2(SN )
.
Then by (5.3) applied with p = 2 and the choice of rN we have
|E[h(W )]− E[h(SˆN )]| ≤ sup |h′| · ‖W − SˆN‖L1 ≤ CN−4k
where we used that |a/a′ − b/b′| ≤ |a− b′|/|a′|+ |b| · |b− a′|/|a′b′| for any numbers
a, a′, b, b′, and that denominators in the definitions of W and SˆN are of order N
1
2 .
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Combining this with (5.4), (5.10) and (5.11) we complete the proof of Theorem
2.13.
5.1. The independent case. Let {X(n)}n≥1 be a sequence of i.i.d. random
variables. Let ℓ > 1, F = F (x1, ..., xℓ) be a bounded Borel function so that
Var(F (X1, X2, ..., Xℓ)) > 0 and set
SN =
n∑
n=1
F (X(n), X(n), ..., X(nℓ)).
Then by Theorem 6.2 in [16] we have that D2 > 0. As in Section 2 in [28], the sum
SN can be split into sum of independent (blocks) random variables as follows, as
described in what follows. Set
{l1, l2..., lm} = {x ∈ N : is a prime number and x ≤ ℓ},
An = {1 ≤ a ≤ n : a is relatively prime with l1, l2..., lm}
and
Bs(a) = {b ≤ s : b = ald11 · ld22 · ... · ldmm for some nonnegative integers d1, d2..., dm}.
For any a ∈ AN put
SN,a =
∑
b∈BN (a)
F (X(b), X(2b), ..., X(ℓb)).
Then, the distribution of Sn,a depends only on |BN (a)| where |B| denotes the
cardinality of B. Observe that {SN,a}a∈AN are independent random variables and
that SN =
∑
n∈AN
SN,n. Hence for any k ≥ 2 we have
Γk(SN − E[SN ]) = Γk(SN ) =
∑
n∈AN
Γk(SN,n) =
∑
n∈AN
Γk(W|BN (n)|)
where W|BN (n)| has the same distribution as SN,a.
5.1. Remark. We note that
lim
N→∞
|AN |/N = 1−
m∏
k=1
(1− 1
lk
) =
m∑
k=1
(−1)k+1
∑
i1<i2<...<ik≤m
k∏
s=1
1
lis
.
6. Appendix A: complex projective metrics on towers
In Section 4.2 we have used a certain type of random RPF theorem for sequences
of transfer operators generated by the projected towers (∆¯, F¯ ) considered in [38].
These results relied on Theorems 4.1 and 4.2 in Chapter 4 of [18], and in this section
we will show that the conditions of these theorems hold true for the random transfer
operators considered in Section 4.2. We will work here with the Tower structure
from [39] (in the case of exponential tails), which is more general. For readers’
conveniences we will provide almost all the definitions.
Let (∆0,F0,m0) be a probability space, {Λj0 : j ≥ 1} be a partition of ∆0 (mod
m0), and R : ∆0 → N be a (return time) function which is constant on each one
of the Λj0’s. We identify each element x in ∆0 with the pair (x, 0), and for each
nonnegative integer ℓ let the ℓ-th floor of the tower be defined by
∆ℓ = {(x, ℓ) ∈ Γ0 × {ℓ} : R(x) > ℓ}
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and for each j so that R|Λj0 > ℓ set
Λjℓ = {(x, ℓ) ∈ ∆ℓ : x ∈ Λj0} ⊂ ∆ℓ.
The tower is defined by
∆ = {(x, ℓ) : ℓ ≥ 0, (x, ℓ) ∈ ∆ℓ}.
Let f0 : ∆0 → ∆0 be so that for each j the map f0|∆j0 : ∆j0 → ∆0 is bijective (mod
m0). The dynamics on the tower is given by the map F : ∆→ ∆ defined by
F (x, ℓ) =
{
(x, ℓ+ 1) if R(x) > ℓ+ 1
(f0(x), 0) if R(x) = ℓ+ 1
.
We think of (f0(x), 0) as the return (to the base ∆0) function corresponding to
F , and when R(x) = ℓ + 1 we will also write FR(x, 0) := F (x, ℓ) = (f0(x), 0). It
will also be convenient to set FR(x, ℓ) = FR(x, 0) for any ℓ ≥ 1 and (x, ℓ) ∈ ∆ℓ.
We note that in applications usually ∆0 is a subset of a larger set, and f0 = f
R
is the return time function (to ∆0) of a different function f (so that the tower is
constructed in order to study statistical properties of f). We assume here that the
partition R = {Λjℓ} is generating in the sense that
∞∨
i=0
F−iR
is a partition into points. For each k ≥ 0 and x ∈ ∆, we will denote the element of
the partition
k∨
i=0
F−iR
containing x by Rk(x) (so that {x} = ∩k≥0Rk(x)).
Next, we lift the σ-algebra F0 to ∆ by identifying Λjℓ with Λj0 and lift the
probability measure m0 to a measure on ∆, by assigning the mass m0(Γ) to each
subset Λ of each Λjℓ , for any ℓ and j so that R|Λj0 > ℓ. Let us denote the above σ-
algebra and measure on ∆ also by F0 and m0, respectively. We will always assume
that
∫
Rdm0 <∞ which means that m0(∆) <∞. Henceforth we will assume that
m0 has been normalized so that m0(∆) = 1. We will assume here the tower has
exponential tails:
6.1. Assumption. The exist constants q, p > 0 so that for each n ≥ 1,
m0{x : R(x) > n} ≤ qe−pn.
The (separation) distance on the space ∆ is defined as follows: for any x = (x0, 0)
and y = (y0, 0) in ∆0, denote by s(x, y) the greatest integer n so that (F
R)p(x) =
fp0 (x
0) and (FR)p(y) = fp0 (y
0) lie in the same Λj0, for all p ≤ n. If x = (x0, ℓ) and
y = (y0, ℓ) belong to the same floor ∆ℓ for some ℓ ≥ 1 we set s(x, y) = s(x0, y0).
When x and y are not in the same floor we set s(x, y) = 0. Let β ∈ (0, 1) and define
the distance d(·, ·) on ∆ by d(x, y) = βs(x,y). We will also assume that
FR : Λj0 → ∆0
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and its inverse are both non-singular with respect to m0, and that the Jacobian
JFR is locally Lipschitz continuous in the sense that for any j ≥ 1 and x, y ∈ ∆j0,
(6.1)
∣∣∣∣JFR(x)JFR(y) − 1
∣∣∣∣ ≤ Cd(FR(x), FR(y))
for some constant C which does not depend on j. Let the transfer operator L0 be
defined by
L0f(x) =
∑
y∈F−1{x}
JF (y)−1f(y)
where JF is the Jacobian of F . Note that on ∆ℓ, ℓ > 0 we have L0f(x, ℓ) =
f(x, ℓ− 1), while on ∆0 the members of the set F−1{x} are of the form y = (y0, ℓ)
with R(y0) = ℓ+ 1, and then JF (y) = JFR(y0, 0).
Next, for each function f : ∆→ C, let ‖f‖∞ denote its supremum and let L(f)
denote the infimum of all possible values L so that for any ℓ and x, y ∈ ∆ℓ we have
|f(x) − f(y)| ≤ Ld(x, y).
We will say that f is locally Lipschitz continuous if ‖f‖ := max{‖f‖, L(f)} < ∞,
and let us denote the Banach spaces of all complex valued functions f so that
‖f‖ <∞ by H. We will also assume here that the greatest common divisor of the
Ri’s equals 1. In this case, by Theorem 1 in [39], there exists a locally Lipschitz
continuous function h0 which is bounded, positive and uniformly bounded away
from 0 so that L0h0 = h0, m0(h0) = 1 and the measure µ = h0dm0 is F -invariant
and the measure preserving system (∆, µ,F0, F ) is mixing. Now, for each ℓ ≥ 0
set vℓ = e
1
2 ℓp (where p comes from Assumption 6.1). We view {vℓ} as a function
v : ∆ → R so that v|∆ℓ ≡ vℓ, and we set m = vm0 (which is finite in view of
Assumption 6.1) and h = h0v . Following [37], consider the transfer operator L given
by
Lg =
L0(gv)
v
.
Then Lh = h and L∗m = m (since L∗0m0 = m0), and the space H is L-invariant.
In fact (see Lemmas 1.4 and 3.4 in [37]), the operator norms ‖Ln‖ are uniformly
bounded in n.
Next, let (Ω,F , P, θ) be an invertible ergodic measure preserving system, ℓ0 be
a positive integer and uω → R be a random function so that (ω, x) → uω(x) is
measurable and and B = Bu = ess-sup‖uω‖ < ∞. For each j and z ∈ C let the
transfer operator L(j)z be defined by
Lωz g = Lℓ0(gezuω ).
Then, for each integer j and z ∈ C, the space H is Lωz - invariant (since ezuω are
members of H ). Since the map z → ezuω ∈ H is analytic, the operators Lωz are
analytic functions of in z, when viewed as maps to the space of continuous linear
operators A : H → H, equipped with the operator norm. For each ω, a complex
number z and n ∈ N set
Sωnu =
n−1∑
k=0
uθkω ◦ F kℓ0
and
Lω,nz = Lθ
n−1ω
z ◦ · · · ◦ Lθωz ◦ Lωz
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which satisfy Lω,nz g = Lω0 (gezS
ω
nu) = L(gezS
ω
nu). Henceforth, we will refer to q, p
from Assumption 6.1, C from (6.1) and B as the ”initial parameters”. Our main
result is the following
First, for any ε0 > 0 and s ≥ 1 we can partition ∆ into a finite number of disjoint
sets P2 and P
′, P ′ ∈ P1 so that m(P2) < ε0 and the diameter each one of the P ′’s
is less than γs, where γs → 0 when s → ∞. One way to construct such partitions
is as in [37], and another way is to take a finite collection Γs of the ∆
j
ℓ ’s so that
the set
P2 =
s⋃
i=0
(
FR
)−i ⋃
∆j
ℓ
6∈Γs
∆jℓ
satisfies m(P2) < ε0. Denote the above partition by P . Note that since P is finite,
then by applying Theorem 1.2 in [37] we deduce that for any 0 < α < 1 < α′ there
exists q0 so that for any k ≥ q0 and P, P ′ ∈ P we have
α <
m(P ∩ F−kP ′)
m(P )µ(P ′)
< α′.
Following [37] (and [?]), for any a, b, c > 0 let the real cone Ca,b,c,ε0,s consists of
all the real valued locally Lipschitz continuous functions f so that:
• 0 ≤ 1µ(P )
∫
P
fdm = 1µ(P )
∫
P
f/hdµ ≤ a ∫ fdm; ∀P ∈ P .
• L(f) ≤ b ∫ fdm.
• |f(x)| ≤ c ∫ fdm, for any x ∈ P2
If f ∈ CR then for any x ∈ ∆ \ P2,
|f(x)| ≤ 1
m(P1(x))
∫
P1(x)
fdm+ γsL(f) ≤ (a‖h‖∞ + bγs)
∫
fdm
where P1(x) ∈ P1 is the partition element containing x, and we used that µ = hdm.
Therefore, with
c1 = c1(s, a, b) = a‖h‖∞ + bγs
and c2 = max{c, c1} we have
(6.2) ‖f‖∞ ≤ c2
∫
fdm.
This essentially means that we could have just required that the third condition
holds true for any x ∈ ∆, and not only in P2 (by taking c > c1). Note that if∫
Lkfdm = 0 for some k and f ∈ Ca,b,c,ε0,s then, since∫
Lkfdm =
∫
fdm = 0
it follows from (6.2) that f = 0. This means that if, for some k, the cone Ca,b,c,ε0,s
is Lk0-invariant then Lk0 is strictly positive with respect to this cone.
The following result was (essentially) proved as in [37]:
6.2. Theorem. There exists ε0, s, a, b, c > 0, σ ∈ (0, 1), k0 ∈ N and d0 > 0 so that
with CR = Ca,b,c,ε0,s, for any k ≥ k0 we have
LkC ⊂ Cσa,σb,σc,ε0,s
LLT for nonconventional sums 33
and for any f, g ∈ CR,
dCR(L
kf, Lkg) ≤ d0.
Let us denote by C the canonical complexification of the real cone CR from
Theorem 6.2. The main result in this section is the following
6.3. Theorem. For any sufficiently large a, b, c and d we have:
(i) The cone C is linearly convex, it contains the functions h and 1 (the function
which takes the constant value 1). Moreover, the measure m, when viewed as a
linear functional, is a member of C∗
R
and the cones C and C∗ have bounded aperture.
In fact, there exist constants K,M > 0 so that for any f ∈ C and µ ∈ C∗,
(6.3) ‖f‖ ≤ K|m(f)|
and
(6.4) ‖µ‖ ≤M |µ(h)|.
(ii) The cone C is reproducing. In fact, there exists a constant K1 so that for
any f ∈ H there exists R(f) ∈ C so that |R(f)| ≤ K1‖f‖ and
f +R(f)h ∈ C.
(iii) There exist constants r > 0 and d1 > 0 so that for P-almost any ω, a
complex number z ∈ B(0, r) and k0 ≤ k ≤ 2k0, where k0 comes from Theorem 6.2,
we have
Lω,kz C′ ⊂ C′
and
sup
f,g∈C′
δC(Lω,kz f,Lω,kz g) ≤ d1
where C′ = C \ {0}.
6.1. Proof of Theorem 6.3. We begin with the proof of the first part. First,
since ∫
A
hdm =
∫
Adµ = µ(A)
for any measurable set A, it is clear that h ∈ CR if a > 1, b > L(h) and c > ‖h‖∞.
Moreover, if c > 1 and a > D, where
(6.5) D = max
{m(P )
µ(P )
: P ∈ P
}
then 1 ∈ CR.
Next, if f ∈ C′
R
and m(f) = 0 then by (6.2) we have f = 0 and so m ∈ C∗
R
(since
m ≥ 0 on CR). In fact, it follows from the definitions of the norm ‖f‖ and from
(6.2) that
‖f‖ ≤ ‖f‖∞ + L(f) ≤ (c2 + b)m(f) = (c2 + b)
∫
fdm
and therefore by Lemma 5.2 in [35] the inequality (6.3) hold true withK = 2
√
2(c2+
b). According to Lemma A.2.7 in Appendix A of [18], for any M > 0, inequality
(6.4) holds true for any µ ∈ C∗ if
(6.6) {x ∈ X : ‖x− h‖ < 1
M
} ⊂ C.
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Now we will show how to find a constant M for which (6.6) holds true. For any
f ∈ H, P ∈ P and x1 ∈ P2, and distinct x, y which belong to the same level ∆ℓ
(for some ℓ) set
ΥP (f) =
1
µ(P )
∫
P
fdm, ΓP (f) = a
∫
fdm− 1
µ(P )
∫
P
fdm,
Γx,y(f) = b
∫
fdm− f(x)− f(y)
d(x, y)
and Γx1,±(f) = c
∫
fdm± f(x1).
Let S be the collection of all the above linear functionals. Then
CR = {f ∈ H : s(f) ≥ 0, ∀s ∈ S}
and so
(6.7) CC = {f ∈ H : ℜ
(
µ(f)ν(f)
) ≥ 0 ∀µ, ν ∈ S}.
Let g ∈ H be of the form g = h + q for some q ∈ H. We need to find a constant
M > 0 so that h + q ∈ C if ‖q‖ < 1M . In view of (6.7), there are several cases to
consider. First, suppose that ν = ΥP and µ = ΥQ for some P,Q ∈ P . Since
1
µ(A)
∫
hdm =
1
µ(A)
∫
1dµ = 1
for any measurable set A with positive measure, we have
ℜ(µ(h+ q)ν(h+ q)) ≥ 1− (D2‖q‖2 + 2D‖q‖) ≥ 1− (D + ‖q‖)2
where D was defined in 6.5. Hence
ℜ(µ(h+ q)ν(h+ q)) > 0
if ‖q‖ is sufficiently small. Now consider the case when µ = ΥP for some P ∈ P
and ν is one of the Λ’s, say ν = Γx,y. Then
ℜ(µ(h+ q)ν(h+ q)) ≥ b− ‖h‖ − b‖q‖ − ‖q‖ −D‖q‖(b+ ‖h‖+ b‖q‖+ ‖q‖)
≥ b− ‖h‖ − C(D, b)(‖h‖+ ‖q‖+ ‖q‖2)
where C(D, b) > 0 depends only on D and b. If ‖q‖ is sufficiently small and b > ‖h‖
then the above left hand side is clearly positive. Similarly, if ‖h‖ < min{a, b, c} and
‖q‖ is sufficiently small then
ℜ(µ(h+ q)ν(h+ q)) > 0
when either ν = Γx1,± or ν = Γx,y.
Next, consider the case when µ = Γx1,± for some x1 ∈ P2 and ν = Γx,y for some
distinct x and y in the same floor. Then
ℜ(µ(h+ q)ν(h+ q)) ≥ cb− cb‖q‖2 − cb‖q‖
−c‖q‖(‖h‖+ ‖q‖)− cb‖q‖ − c‖h‖ − c‖q‖ − (‖q‖+ ‖h‖)(‖q‖+ b+ ‖h‖+ ‖q‖)
where we used that
∫
hdm = 1. Therefore, if ‖q‖ is sufficiently small and c and b
are sufficiently large then
ℜ(µ(h+ q)ν(h+ q)) > 0.
Similarly, since ∣∣∣∣ 1µ(P )
∫
P
qdm
∣∣∣∣ ≤ D‖q‖
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for any other choice of µ, ν ∈ S \ {ΥP }, we have
ℜ(µ(h+ q)ν(h+ q)) ≥ min{a2, ab, ac, b2, bc, c2}(1− 9‖q‖ − 9‖q‖2)
−9max{a, b, c, aD, bD, cD, 1}(‖h‖+ ‖q‖)2
and so, when a, b, c are sufficiently large and ‖q‖ is sufficiently small then the above
left hand side is positive. The proof of Theorem 6.3 (i) is now complete.
The proof of Theorem 6.3 (ii) proceeds exactly as the proof of Lemma 3.11 in
[37]: for a real valued function f ∈ H, it is clearly enough to take any R(f) > 0 so
that
R(f) > (a− 1)−1 ·max
{ 1
µ(P )
∫
P
fdm− a
∫
fdm : P ∈ P
}
,
R(f) >
L(f)− b ∫ fdm
b− L(h) , R(f) > max
{
− 1
µ(P )
∫
P
fdm : P ∈ P
}
and
R(f) >
c
∫
fdm− ‖f‖∞
c− ‖h‖∞
where we take a, b and c so that all the denominators appearing in the above
inequalities are positive, and we used that 1µ(A)
∫
hdm = 1 for any measurable set
A (apply this with A = P ∈ P). For complex valued f ’s we can write f = f1+ if2,
then take R(f) = R(f1) + iR(f2) and use that with C
′ = C \ {0},
C = C′(CR + iCR).
Now we will prove Theorem 6.3 (iii). Let k0 ≤ k ≤ 2k0, where k0 comes from
Theorem 6.2. According to Theorem A.2.4 in Appendix A of [18] (which is Theorem
4.5 in [8]), if
(6.8) |s(Lω,kz f)− s(Lk0f)| ≤ εs(Lj,k0 f)
for any nonzero f ∈ CR, for some ε > 0 so that
δ := 2ε
(
1 + cosh
(1
2
d0
))
< 1
where d0 comes from Theorem 6.2, then, with C′ = C \ {0},
(6.9) Lω,kz C′ ⊂ C′
and
(6.10) sup
f,g∈C
(Lω,kz f,Lω,kz g) ≤ d0 + 6| ln(1− δ)|.
We will show now that there exists a constant r > 0 so that (6.8) holds true for any
z ∈ B(0, r) and f ∈ CR. We need first the following very elementary result, which
for the sake of convenience is formulated here as a lemma.
6.4. Lemma. Let A and A′ be complex numbers, B and B′ be real numbers, and
let ε1 > 0 and σ ∈ (0, 1) so that
• B > B′
• |A−B| ≤ ε1B
• |A′ −B′| ≤ ε1B
• |B′/B| ≤ σ.
Then ∣∣∣∣A−A′B −B′ − 1
∣∣∣∣ ≤ 2ε1(1− σ)−1.
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The proof of Lemma 6.4 is very elementary, just write∣∣∣∣A−A′B −B′ − 1
∣∣∣∣ ≤
∣∣∣∣ A−BB −B′
∣∣∣∣+
∣∣∣∣A′ −B′B −B′
∣∣∣∣ ≤ 2Bε1B −B′ = 2ε11−B′/B .
Next, let f ∈ C′
R
. First, suppose that s have the form s = ΓP for some P ∈ P . Set
A = a
∫
Lω,kz fdm, A′ =
1
µ(P )
∫
P
Lω,kz fdm,
B = a
∫
Lω,k0 fdm and B′ =
1
µ(P )
∫
P
Lj,k0 fdm.
Then B = a
∫
fdm (since m is conformal) and
|s(Lω,kz )− s(Lω,k0 )| = |A−A′ − (B −B′)|.
We want to show that the conditions of Lemma 6.4 hold true. By Theorem 6.2 we
have
(6.11) Lω,k0 f ∈ Cσa,σb,σc,s,ε0
which in particular implies that
0 ≤ B′ ≤ σa
∫
Lω,k0 fdm = σB.
Since f is nonzero and
∫ Lω,k0 fdm = ∫ fdm ≥ 0 the number B is positive (since
(6.3) holds true). It follows that B > B′ and that
|B′/B| ≤ σ < 1.
Now we will estimate |A−B|. For any complex z so that |z| ≤ 1 write
|A−B| = a
∣∣∣∣
∫
Lk
(
f(ezS
ω
k u − 1))dm∣∣∣∣ ≤ a‖f‖∞‖ezSj,ku − 1‖∞
∫
Lkℓ00 1dm
= a‖f‖∞‖ezS
ω
k u − 1‖∞
∫
1dm = a‖f‖∞‖ezS
ω
k u − 1‖∞
≤ ac2
∫
fdm · (2k0R · |z|‖u‖∞) = 2ac2k0R‖u‖∞|z|
∫
Lkℓ0fdm = R1|z|B
where 1 is the function which takes the constant value 1, ‖u‖∞ = B =
ess-sup‖uω‖∞, R is some constant which depends only on k0 and ‖u‖∞ and
R1 = 2c2k0R‖u‖∞.
In the latter estimates we have also used (6.2). It follows that the conditions of
Lemma 6.4 are satisfied with ε = R1|z|. Now we will estimate |A′ − B′|. First,
write
|A′ −B′| ≤ 1
µ(P )
∫
P
∣∣Lω,kz f − Lω,k0 f ∣∣dm = 1µ(P )
∫
P
∣∣Lk0(f(ezSωk u − 1))|dm
≤ ‖f‖∞‖ezS
ω
k u − 1‖∞ 1
µ(P )
∫
P
Lkℓ00 1dm = ‖f‖∞‖ezS
ω
k u − 1‖∞m(P )
µ(P )
≤ Dc2
∫
fdm · 2k0R‖u‖∞|z| = R2|z|B
where D is defined by (6.5) and
R2 = Da
−12c2k0R‖u‖∞.
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We conclude now from Lemma 6.4 that
|s(Lj,kz )− s(Lj,k0 )| ≤ 2R3(1 − σ)−1|z|s(Lω,k0 )
where R3 = max(R1, R2).
Next, consider the case when s have the form s = Γx,± for some x ∈ ∆. Set
A = c
∫
Lω,kz fdm, A′ = ±Lω,kz f(x),
B = c
∫
Lω,k0 fdm and B′ = ±Lω,k0 f(x).
Then B > 0 and by (6.11) we have
|B′| ≤ σB.
Similarly to the previous case, we have
|A−B| ≤ R4B|z|
where R4 = 2c2k0R‖u‖∞ = 2k0R‖u‖∞. Now we will estimate |A′ − B′|. Using
(6.2) we have
|A′ −B′| = |Lω,kz f(x)− Lω,k0 f(x)| ≤ ‖f‖∞‖ezS
ω
k u − 1‖∞Lω,k0 1(x)
≤ c2
∫
fdm · (2k0|z|R‖u‖∞M1) = BR5|z|
where R5 = 2c2k0|z|R‖u‖∞M1 and M1 is an upper bound on the values of
‖Lkℓ01‖∞ for k0 ≤ k ≤ 2k0 (in fact, we can use Lemma 1.4 in [37] and obtain
an upper bound which does not depend on k0). Since
|s(Lω,kz )− s(Lω,k0 )| = |A−A′ − (B −B′)|,
we conclude from Lemma 6.4 that
|s(Lω,kz )− s(Lω,k0 )| ≤ 2R6(1− σ)−1|z|s(Lω,k0 )
where R6 = max{R4, R5}.
Finally, we consider the case when s = Γx,x′ for some distinct x
′ and x′ which
belong to the same floor of ∆. Set
A = b
∫
Lω,kz fdm, A′ =
Lω,kz f(x)− Lω,kz f(x′)
d(x, x′)
,
B = b
∫
Lω,k0 fdm and B′ =
Lω,k0 f(x)− Lω,k0 f(x′)
d(x, x′)
.
Then, exactly as in the previous cases, B > 0, |B′| ≤ σB,
|s(Lω,kz )− s(Lω,k0 )| = |A−A′ − (B −B′)|
and
|A−B| ≤ R7B|z|
whereR7 = 2c2k0R‖u‖∞. Now we will estimate |A′−B′|. Let ℓ be so that x, x′ ∈ ∆ℓ
and write x = (x0, ℓ) and x
′ = (x′0, ℓ). Then d(x, x
′) = d((x0,m), (x
′
0,m)) for any
0 ≤ m ≤ ℓ. If kℓ0 ≤ ℓ then for any z,
Lω,kz f(x) = v−1ℓ vℓ−kℓ0ezS
ω
k u(x0,ℓ−kℓ0)f(x0, ℓ− kℓ0)
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and a similar equality hold true with x′ in place of x. Set
U(z) = f(x0, ℓ− kℓ0)ezS
ω
k u(x0,ℓ−kℓ0) and V (z) = f(x′0, ℓ− kℓ0)ezS
ω
k u(x
′
0,ℓ−kℓ0)
and W (z) = U(z)− V (z). Then for any z ∈ C so that |z| ≤ 1 we have
d(x, x′)|A′ −B′| = v−1ℓ vℓ−kℓ0 |W (z)−W (0)| ≤ |z| sup
|ζ|≤1
|W ′(ζ)|.
Since the functions um, m ∈ Z and f are locally Lipschitz continuous (uniformly
in ω) we obtain that for any ζ so that |ζ| ≤ 1,
|W ′(ζ)| ≤ C1d(x, x′)‖f‖ ≤ d(x, x′)C1(b+ c2)
∫
fdm = d(x, x′)C1b
−1(b+ c2)B
where C1 depends only on k0 and ‖u‖ = supj∈Z ‖uj‖.
Next, suppose that kℓ0 > ℓ, where ℓ is such that x, x
′ ∈ ∆ℓ. The approximation
of |A′ − B′| in this case relies on classical arguments from the theory of distance
expanding map. Since k > ℓ we can write
F−kℓ0{x} = {y}, F−k{x′} = {y′}
where both sets are at most countable, the map y → y′ is bijective and satisfies
that for any 0 ≤ q ≤ k
d(F qy, F qy′) ≤ βmq(y)d(x, x′) ≤ d(x, x′).
Here mq(y) is the number of the point among F
q+my, 0 ≤ m ≤ k− q which belong
to the base ∆0 (so m0(y) ≥ 1, since ℓ < k). Note also that the pairs (y, y′) also
belong to the same partition element ∆jℓ . Then for any complex z we have
Lω,kz f(x) = v−1ℓ
∑
y
v(y)JF kℓ0(y)−1ezS
ω
k u(y)f(y)
and
Lω,kz f(x′) = v−1ℓ
∑
y
v(y)JF kℓ0(y′)−1ezS
ω
k u(y
′)f(y′)
where we note that v(y) = v(y′) since y and y′ belong to the same floor. For any
y set
Uy(z) = JF
kℓ0(y)−1ezS
ω
k u(y)f(y)
and
Wy,y′(z) = Uy(z)− Uy′(z).
Then for any complex z so that |z| ≤ 1 we have
|Wy,y′(z)−Wy,y′(0)| ≤ |z| sup
|ζ|≤1
|W ′y,y′(ζ)|.
Since JRF satisfies (6.1) and uj and f are locally Lipschitz continuous (uniformly in
j) we derive that
(6.12) sup
|ζ|≤1
|W ′y,y′(ζ)| ≤ C2‖f‖d(x, x′)(JF kℓ0(y)−1 + JF kℓ0(y′)−1)
for some constant C2 which depends only on ‖u‖, k0 and on C from (6.1). Using
that
‖f‖ ≤ (c2 + b)
∫
fdm
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we derive now from (6.12) that
d(x, x′)|A′ −B′| = v−1ℓ
∣∣∣∣∣
∑
y
v(y)
(
Wy,y′(z)−Wy,y′(0)
)∣∣∣∣∣
≤ (|z|d(x, x′)C2‖f‖)v−1ℓ ∑
y
v(y)(JF kℓ0 (y)−1 + JF kℓ0(y′)−1)
=
(|z|d(x, x′)C2‖f‖) · (Lkℓ00 1(x) + Lkℓ01(x′)) ≤ E1|z|B
where E1 = 2M1C2b
−1(c2 + b) and M1 is an upper bound of supn ‖Ln0‖∞. We
conclude that there exists a constant C0 so that for any s ∈ S, f ∈ C′, z ∈ C and
k0 ≤ k ≤ 2k0,
|s(Lω,kz )− s(Lω,k0 )| ≤ C0|z|s(Lω,k0 ).
Let r > 0 be any positive number so that
δr := 2C0r
(
1 + cosh
(1
2
d0
))
< 1.
Then, by (6.8) and what proceeds it, (6.9) and (6.10) hold true for any z ∈ C
with |z| < r, an integer j and k0 ≤ k ≤ 2k0, and the proof of Theorem 6.3 is
complete. 
7. Appendix B: Quasi-Compactness of complex transfer operators on
projected Young towers
We first recall the definition of the Banach space (X, ‖ · ‖) from Section 3 of [38].
Let (∆¯, m¯) be the projected tower defined there, whose definition was also given in
Section 4.2. As in Section 3.2 of [38], let ε > 0 satisfy:
(i) e2ε ≤ θ0 < 1(where θ0 was specifed in (P2));
(ii) µ¯(∆¯0)
−1
∑
k,j m¯(∆¯
∗
k,j)e
εk ≤ 2.
For any g : ∆¯→ C we define
‖g‖∞ = sup
k,j
ess-sup|gI∆¯k,j |e−kε
and
‖g‖∞ = sup
j,k
ess-supx¯,y¯∈∆¯k,j ,x¯6=y¯|g(x¯)− g(y¯)|β−s(x¯,y¯)e−kε
where {∆k,j} = D is the partition constructed at the beginning of Section 4.2,
∆¯k,j = π¯∆k,j and β and s(·, ·) satisfy the conditions specified in Section 3 of [38]
(which where also presented in Section 4.2). We define
‖g‖ = ‖g‖∞ + ‖g‖h
and let (X, ‖ · ‖) be the space of all complex function g so that ‖g‖ <∞.
We prove here the following:
7.1. Theorem. Let q be a positive integer and let u : ∆¯→ R be a Ho¨lder continuous
function. Then for any t ∈ R the transfer operator Pt : X → X given by
Ptg(x¯) =
∑
y¯∈F¯−q{x}
g(y¯)eitu(y¯)
JF¯ q(y¯)
is a well defined bounded operator whose spectral radius does not exceed 1. Moreover,
when its spectral radius equals 1 then it is quasi-compact.
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Proof of Theorem 7.1. We first remark that the arguments in [38] (in the case q = 1)
yield the quasi compactness of P = P0 even without assumption that R ≥ N which
was imposed at the begging of Section 3.2 in [38] (where N was defined in the
beginning of Section 3.2 in [38]). Indeed, this assumption was only used in order to
derive that e−εN ≥ 12 . The latter inequality was only used at the last step of the
proof of Lemma 3.4. The arguments in the proof of this lemma yield that for any
k we have
‖(PN −Qk)ϕ‖ ≤ 1
5
‖ϕ‖h + (e−εN + εk)‖ϕ‖∞
where Qk is the finite dimensional operator defined at the beginning of Section 3.5
in [38] and εk converges to 0 as k→∞. Fixing a sufficiently large k we have
a := max
{
1
5
, e−εN + εk
}
< 1
and so with τ0 = a
1/N we have
‖PN −Qk‖ ≤ τN0 .
Therefore, by Lemma 2 in Chapter VIII.1 of [9] the essential spectral radius of P
is smaller than 1. Since the spectral radius of P equals 1 we get that P is quasi
compact.
We will prove Theorem 7.1 by adapting the arguments in the proof of Lemmas
3.3 and 3.4 in [38]. We first prove the following Lasota-York type inequality:
7.2. Lemma. There exist constants C > 0 and K∞(N), N ∈ N so that for any real
t and positive integer N we have
‖PNt ϕ‖ ≤ βqN (e−εqN + C)‖ϕ‖h + e−εqN |t|‖ϕ‖∞ + C
(
K∞(qN) + 1 + |t|
)‖ϕ‖L1 .
Therefore the norms ‖Pnt ϕ‖ are uniformly bounded in n and t (when t ranges over
a compact set J). In particular, the spectral radius of Pt does not exceed 1.
We note that Lemma 3.3 does not seem to imply directly that Pt is quasi-compact
(when its spectral equals 1) since the space ∆¯ is not compact (and so, the Arzela-
Ascoli theorem does not apply). We also remark that the ‖ϕ‖L1 ≤ C‖ϕ‖∞ for some
C not depending on ϕ (see page 600 in [38]).
Proof. Observe that ‖PNt ϕ‖∞ ≤
∥∥PN0 |ϕ|∥∥∞. Therefore, by Estimates 1 and 2 in
Section 3.4 of [38] (with qN in place of N) we have
‖PNt ϕ‖∞ ≤ max{e−εqN‖ϕ‖∞, K∞(qN)‖ϕ‖L1 + 2eC1βqN‖ϕ‖h}
where C1 and K∞(qN) are some constants (K∞(qN) depends on qN).
Now we prove a version of estimate 3: define SNu =
∑N−1
j=0 u ◦ F¯ qj . Let ℓ ≥ qN
and let xℓ = (x, ℓ), yℓ = (y, ℓ) ∈ ∆¯ℓ,j for some j. Then with ϕt,N (a) = eitSNu(a)ϕ(a)
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we have
|PNt ϕ(x, ℓ)− PNt ϕ(y, ℓ)|β−s(xℓ,yℓ)e−εℓ
= |ϕt,N (xℓ−qN )− ϕt,N (yℓ−qN )|β−s(xℓ−qN ,yℓ−qN )e−ε(ℓ−qN)e−εqNβqN
≤
(
|ϕ(xℓ−qN )− ϕ(yℓ−qN )|β−s(xℓ−qN ,yℓ−qN )e−ε(ℓ−qN)
)
e−εqNβqN
+
(
|ϕ(yℓ−qN )|e−ε(ℓ−qN)
)
·
(
|eitSNu(xℓ−qN ) − eitSNu(xℓ−qN )|β−s(xℓ,yℓ)
)
e−εqN
≤ e−εqNβqN‖ϕ‖h +
|t|‖ϕ‖∞e−εqN
N−1∑
k=0
|u(x, ℓ− qN + qk)− u(y, ℓ− qN + qk)|β−s(xℓ,yℓ)
≤ e−εqNβqN‖ϕ‖h + |t|e−εqN‖ϕ‖∞C
N−1∑
k=0
βs(xℓ,yℓ)+qN−qkβ−s(xℓ,yℓ)
≤ e−εqNβqN‖ϕ‖h + |t|C‖ϕ‖∞e−εqN (1− βq)−1
where C is some constant which depends only on u and q. In the above estimates
we have used that s(xm−j , ym−j) = s(xm, ym) + j for any m ≥ j ≥ 0 so that xm
and ym belong to the same D¯-atom. We conclude that when ℓ ≥ qN we have
‖PNt ‖h ≤ e−εqNβqN‖ϕ‖h + Cβ |t| · ‖ϕ‖∞e−εqN
where Cβ =
C
1−βq .
Next, let us prove a version of the Estimate 4. Let ℓ < qN and j ∈ N. Then
‖(PNt ϕ)ℓ,j‖h = ess-supx1,x2∈∆¯ℓ,j
(∣∣∣∣∣
∑
br
(
ϕt,N (y1)
JF qNy1
− ϕt,N (y2)
JF qNy2
)∣∣∣∣∣ β−s(x1,x2)
)
e−ℓε
≤
∑
br
ess-supy1,y2∈F−qN ∆¯ℓ,j
(∣∣∣∣ϕt,N (y1)JF qNy1 −
ϕt,N (y2)
JF qNy2
∣∣∣∣
)
β−s(x1,x2)
where, similarly to [38] we denote here by
∑
br the sum over all inverse branches of
F qN and xi = F
qNyi for i = 1, 2. For each inverse branch∣∣∣∣ϕt,N (y1)JF qNy1 −
ϕt,N (y2)
JF qNy2
∣∣∣∣
≤ |ϕt,N (y1)− ϕt,N (y2)|
JFNy1
+ |ϕ(y2)|
∣∣∣∣ 1JF qNy1 −
1
JF qNy2
∣∣∣∣
≤ |ϕ(y1)| · |e
itSNu(y1) − eitSNu(y2)|
JF qNy1
+
|ϕ(y1)− ϕ(y2)|
JF qNy1
+|ϕ(y2)| ·
∣∣∣∣ 1JF qNy1 −
1
JF qNy2
∣∣∣∣ .
The contribution coming from the last two terms in the above right hand side is
controlled exactly as in [38] (see terms (3) and (4) in Estimate 4 there). Therefore,
‖(PNt ϕ)ℓ,j‖h ≤ C1K∞(qN)|‖ϕ‖L1 + 4C1eC1βqN‖ϕ‖h +
∑
br
∣∣∣∣ 1JF qN IF−qN∆ℓ,j
∣∣∣∣×
ess-supy1,y2∈F−qN∆ℓ,j
(∣∣∣ϕ(y1) · ∣∣eitSNu(y1) − eitSNu(y2)∣∣∣∣∣)β−s(x1,x2).
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Let us now control the sum in the above right hand side. Using the mean value
theorem and that u is Ho¨lder continuous we have
|eitSNu(y1) − eitSNu(y2)| ≤ |t|
N−1∑
k=0
|u(F qky1)− u(F qky2)| ≤ C|t|
N−1∑
k=0
βs(F
qky1,F
qky2)
≤ C|t|βs(x1,x2)
N−1∑
k=0
βkq ≤ C1|t|βs(x1,x2).
Therefore, the above additional term (in comparison with [38]) does not exceed,
C2|t|
∑
br
∣∣∣∣ 1JF qN IF−qN∆ℓ,j
∣∣∣∣ ess-supy1∈F−qN |ϕ(y1)|.
As in the proof of Estimate 2 in [38] the above term does nor exceed
C2|t| · (2K∞(qN)‖ϕ‖L1 + eC1‖ϕ‖hβqN )
and the proof of the first statement of the lemma is complete. When t ∈ J for some
compact set J , taking N = N(J) large enough the proof of the upper bound on
the norms of ‖Pnt ‖ proceeds exactly as in the proof of the Corollary to Lemma 3
appearing after Estimate 4 in [38]. 
Next, set M0 = D¯ and for each k ≥ 1 set Mk = ∧ki=0F−iM0. For ϕ : ∆ → C,
let EN (ϕ) = Em[ϕ|MN ] and ϕ≤k = ϕI∪s≤k∆¯s and ϕ>k = ϕ − ϕ≤k. Consider the
operators Qk,N,t defined by
Qk,N,t = P
N
t (EqN (ϕ
≤k)).
Then for any fixed t, N and k the operator Qk,N,t is of finite rank and
PNt −Qk,N,t = PNt ψ + PNt (ϕ>k)
where ψ = (ϕ− EqN (ϕ))≤k. Using the arguments in the proof of Lemma 7.2, we
obtain that following version of Lemma 3.4 in [38].
7.3. Lemma. For any t ∈ R there exist N0(t) and k0(t) so that for any N ≥ N0(t)
and k ≥ k0(t) there exists τ0 ∈ (0, 1) so that with Q = Qk,N,t we have
‖PNt −Q‖ < τN0 .
Applying Lemma 2 in Section VIII.1 of [9] we conclude that Pt is quasi compact
whenever its spectral radius equals 1. 
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