The paper presents a method for estimation of converter drive parameters. This estimation encompassed three types of drives, i.e. a static Scherbius drive, a drive with a brushless direct current (BLDC) motor and a drive with a voltage inverter. For drive modelling and parameter estimation, the author implemented original programmes written in FORTRAN. As well as these, the paper describes an objective function applied for the estimation. The author also compares gradient and gradientless methods, which are applied for minimization of the objective function. Finally, the author explains the estimation results for example drives, focusing on the coincidence of theoretical and empirical waveforms. The abovementioned procedure led to the general rule, which facilitates estimation efficiency.
Introduction
Proper simulation of drives, including converter drives, requires that we possess information about their parameters. Accurate parameter values are crucial for designing efficient control algorithms, drive modelling in typical and atypical working conditions, and for testing the impact of drive supply network, especially if we choose among various types of components of the supply system. There are many methods [1, 14, 18, 20, 27] and types [8, 12, 15, 17, 24, 29, 32] of parameters estimation. Most of them apply to motors or generators [10, 21, 22, 28, 33, 35] .
In case of converter drives, it seems obvious by intuition that knowledge of solely motor parameters is insufficient for correct and efficient converter drive transient modelling. This is because power electronic system influences motor properties of the system by control and parameters of the power electronic system. These parameters exert an impact on the entire system. This impact is particularly strong for current control. The influence of converter on the drive operation has been described in [16, 23, 36] , where it was noted that the resistance of semiconductor switching devices might distort the supply voltage of the motor and the nonlinearity of the converter might be partly offset with introducing an additional transform. Furthermore, the main distortions are due to dead and finite commutation time. This is confirmed with the results as shown in Section 7, where the initial but not the only condition for the convergence of the stator current amplitude is the consistency of the transient angular velocity waveforms. This consistency is achieved with the DTC control.
Other factors, which influence properties of the drive, are the type of the drive and how the load of the drive is connected to the drive. In many cases, characteristics of speed-controlled drives make it impossible to describe mechanical load of the drive accurately. Hence, we have to estimate parameters of the electric part of the drive with respect to converter parameters, as well as these parameters of the mechanical part of the drive, which describe the type of the mechanical load.
Before estimation, we should also determine if we expect solely coincidence of maximum and minimum values, or coincidence of instantaneous values [30] . The latter is more difficult to obtain, because it is determined by the type of a converter drive, the drive parameters and the variability of the objective function. The consequence of this choice is the necessity to transform the objective function used in the estimation. For coincidence of maximum and minimum values, it is necessary to transform particular waveforms used in the estimation.
When modelling a drive, we should consider all crucial drive properties. Researchers often have a temptation to make it more complex, however from a certain point the increase in computational requirements exceeds the gains from greater coincidence between theoretical and empirical values. The difference between the empirical and theoretical parameters obtained by minimizing the objective function, determine whether we can obtain coincidence of instantaneous values [30] . This difference is particularly important in case of multimodal functions.
Converter drives are complex dynamic objects with large nonlinearities. This causes a large variability of the objective function. Hence, we have to determine the relation between the variability of the objective function, as well as the empirical and theoretical parameter values of the drive. Hence, we have to investigate the objective function with respect to reference empirical waveforms and drive parameters. Due to lack of multimodality, we may choose such reference empirical waveforms that accelerate estimation due to lack of multimodality. This issue is described in Section 3 in a greater detail, where the author aimed to investigate objective functions for a static Scherbius drive, a brushless direct current (BLDC) drive and a direct torque control (DTC) voltage inverter [19] .
As the objective function is characterized with large variability, we have to determine to what extent gradient or gradientless methods [5] are sensitive to change in initial parameters and ensure efficient method for yielding such model parameters that minimize the given objective function. Section 4 describes the above issues along with global optimization methods based on estimation of parameters of a static Scherbius drive.
The paper does not involve converter drive modelling, which can be carried out by means of the formalized variable structure method developed by the author, even though it is one of the most important components in estimation of converter drive parameters [2-4, 7, 26] .
Objective function
Estimation of parameters aims to obtain the greatest coincidence of theoretical and empirical results. Let r describe the set of empirical parameters of the investigated object and p be the set of theoretical parameters. Let measurement results be described with = 
where n t is the number of samples taken at a single measurement for one particular quantity. Let where k m is the number of vectors. For modern simulation programmes [13] , including these for converter drive modelling, the theoretical changes in time do not correspond with the empirical discrete values of time. Hence:
where m t is the number of simulation results.
If specific algorithms for control stepsize in a numerical integration process of ordinary differential equations have not been used, then m t ≠ n t , while in case of simulation of converter drives m t > n t . For comparison, we have to interpolate the results. As for individual simulation iterations the number of results m t may differ slightly, we should interpolate results for theoretical changes in time, which correspond with empirical changes in time. The number of entries of vector m i y is equal to number of entries of vector .
s i y In abovementioned cases, the objective function is a least-squared estimator (LSE) [11, 31] , as it is intuitive and makes it easier to find the set of parameters p * , which minimize the objective function. If we assume that the difference between empirical and theoretical results for ith waveform in t l is:
then the objective function described with LSE may be written as follows:
where: w il are weights of individual samples, k is the number of waveforms and n t is the number of discrete values of time applied for determining values of the objective function.
The objective function allows for change in weights of individual sample and transformation from absolute to relative error [9, 34] . This is possible by change in w il . However, the weights w il can be determined in another manner. For most certified devices, it is possible to determine the observation error with respect to measured quantities. Let ε il be the absolute observation error for y i ( t l ). If we substitute (1/ε il ) 2 for w il , the empirical results, for which g il is the smallest, are the most meaningful in the objective function. If we assume that all errors are equal, then we can assume that the sum of weights w il is equal to 1. For this case, calculating sum of squared deviations for all waveforms yields:
As well as this, we can minimize an objective function, which defined as a square root of function j or j 1 , multiplied by .
We will further show that geometrical interpretation of the objective function is. If we assume that the n t -dimentional space t n R is defined on n t measurement points, for individual waveforms. In such a space the distance between points x s and x m is defined as 
For the scaled norm, the distance between the points can be described as follows:
We will now generalize the above expression to a case with k waveforms. Let us first compare two empirical waveforms with two theoretical waveforms. The vector of empirical results will then be as follows: 
The example above shows that it is quite simple to generalize the definition of distance between points for more than two theoretical and empirical waveforms. For scaled axes:
The real objects are reflected by the model in a complete manner if the distance between x s defining the empirical quantities in space t kn R and x m defining the theoretical quantities is equal to 0. This means it can serve as a good estimator of coincidence between the investigated object and the model and hence can be applied as an objective function in the estimation. As the objective function depends on theoretical parameters, it can be defined as follows:
If we assume constant observation errors
, we can obtain a simplified formula, which approximates the objective function accurately to g:
The estimation results described in this paper will be determined with the objective function as shown above.
Properties of the objective function
The previous section characterizes the objective function, which the author uses for estimation of parameters of converter drives. The estimation of parameters concerns three types of drives. For each one of these, it is possible to make various comparison of waveforms. These waveforms may represent electrical or mechanical quantities. Therefore, for efficient estimation of parameters of converter drives, it is necessary to investigate the objective function for the three considered cases.
The general rule that should be applied for estimation of converter drive parameters is to apply such a set of waveforms, which gives information about at least the maximum circuit current and angular speed values of the motor drive. For a static Scherbius drive (Fig. 1) , the set of quantities, which meet the abovementioned general rule, may be as follows: current of a rotor of a slip sling motor i r or current i d in a rectified electric circuit and angular speed of a motor ω. Figure 2 shows clearly that the objective function is multimodal, which is even more obvious for the moment of inertia of the rotor. This indicates that the waveforms of the rotor current, are of small if not insignificant utility for the estimation when we do not know exactly the inductance of reactor L d . As well as this, from the figure we can conclude that the mechanical parameters are important for the estimation, as their falsities might lead to incorrect parameter values for the electric circuit of the drive. If we study the variability of the objective function shown in Figure 3 , we can confirm the above assumptions about the utility of waveforms of the rotor current. We can observe a significant variability of values of the objective function for relatively narrow variability of the reactor inductance L d and the reactor resistance R d . Hence, we can find the global minimum only by means of the global optimization (e.g. Monte Carlo) [34] . Figure 4 shows that it is easy to identify the moment of inertia of the rotor with help of waveforms of the angular velocity of the motor ω, however at a cost of hampered interpretation of the electric parameters of the drive. Figure 5 proves that in spite of several difficulties it is possible to identify such parameters as reactor inductance L d and resistance R d . If current i d is one of the variables of the objective function, we obtain significant variabilities of the value of the objective function, both if we consider the influence of the reactor inductance L d and the moment of inertia J 1 (Fig. 6) , and the influence of the reactor inductance L d and the resistance R d (Fig. 7) . However, the variability of the objective function suggests that there are a large number of local minima of this function, which can be seen particularly in Figure 7 . If we apply the general rule described above and the results from Section 2, we can link the results from the optimization of the objective function containing the angular velocity of the motor ω with results from optimizing the objective function containing the current i d , into one the objective function.
Due to a large number of local minima the author compared the properties of gradient and gradientless methods, particularly for current-controlled drives. The results of this comparison are described in the following section.
The objective function was then investigated for a drive with BLDC motor [6, 25] , as shown in Figure 8 . Due to the manner the drive has been constructed, it is relatively simple to measure the stator current and the angular velocity of the rotor. From the waveforms of the stator current we can learn about properties of electric and mechanic parts of the drive. The objective function was investigated for seven sets, which are important for correct estimation of drive parameters, i.e.: the moment of inertia of the rotor J 1 , the coefficient of the viscous friction D 1 , the coefficient D 2 describing dependency between the motor load and the squared angular velocity of the motor T, the flux Φ generated by magnets in the drive, the capacity of a capacitor in a link circuit C, the resistance R C of the capacitor, the equivalent resistance of the supply source R d and the equivalent inductance of the power source L d .
The estimation was carried out separately for the stator current i s of BLDC motor and the angular velocity T of the motor. Figures 9-12 show examples of variabilities of the objective function for this kind of drive. From Figure 9 and 10 we can conclude that the objective function is relatively smooth and hence we can assign the moment of inertia of the rotor. As well as these, Figure 10 shows it is not hard to determine the equivalent inductance of supply system of BLDC motor. From Figures 9 and 11 we can conclude that it is troublesome to determine the capacity of the capacitor in the link circuit (Fig. 8) . Hence, we have to pay particular attention to the value of this parameter obtained by means of estimation. We may yield more accurate value of L d by previously comparing the theoretical and empirical waveforms of the angular velocity and applying the value to minimize the objective function calculated based on comparison of the empirical and theoretical stator current waveforms afterwards. From the figures shown and examples quoted above we can conclude that it is advantageous to estimate drives with BLDC motors with respect to the angular velocity and then the stator current, or both at the same time. Lastly, we will consider the variability of a frequency converter containing a three-phase voltage inverter, as shown in Figure 13 .
For such a drive [19, 26] , it is relatively simple to measure the stator currents and the angular velocity of the rotor. However, from the stator currents we cannot conclude any information about properties of the mechanical part of the motor. Therefore, it is necessary to determine the objective function and to consider the angular velocity of the motor and stator current. The objective functions in Figures 14-17 are smooth. From Figure 14 we can conclude that if we consider the angular velocity T, it is possible to determine the equivalent resistance R d and the equivalent inductance L d of the feeding circuit. These parameters can also be assigned from the stator current (Fig. 16) . From Figure 15 and 17, we can determine that the rotor resistance r R′ and the leakage inductance r L σ ′ can be more accurately assigned from the stator current. This observation led to a conclusion that if we consider both the stator current and the angular velocity, the estimation becomes more efficient for all parameters of the voltage inverter. From the above we can conclude that the method we choose for the estimation of parameters depends on the type of the drive we are considering. The method we should pick up is different for current-controlled drives than for these containing a BLDC motor or drives containing voltage inverters, though the latter two methods are quite similar to each other.
Comparison of the gradient and grandientless methods for parameter estimation
The main aim of this section is to compare two different kinds of methods for dynamic estimation. This comparison is meant to determine whether the gradient methods are better suited for estimation of parameters of converter drives compared to gradientless methods. For this comparison, the author has selected the gradientless Jeeves & Hook method (J&H) [5, 6, 34] and the widely known gradient Davidon & Fletcher & Powel method (D&F&P) [5, 34] . These methods were applied for estimation of parameters of a static Scherbius drive and a voltage inverter. This section describes drive models, estimation methods and results.
A static Scherbius drive consists of a slip-ring asynchronous motor with an uncontrolled three-phase bridge rectifier connected to the rotor circuits (Fig. 1) . The DC link circuit feeds a thyristor converter connected to a three-phase transformer, by which the slip power of the motor is recovered back into an electric grid. Model of an induction slip-ring motor is prepared under assumptions typical of an unsaturated magnetic core, neglecting iron losses, eddy currents and single-harmonic field distribution in the airgap. While conducting, diodes and thyristors have finite resistance, whereas when blocked the resistance of these elements is assumed to be infinite and, consequently, respective branches are regarded as non-existing.
The voltage inverter, as a part of a frequency converter is presented in Figure 13 . It consists of six transistors with diodes. Three-phase inverters have three legs, which are the power supply for an AC motor. The filter capacitor is usually fed by a diode bridge rectifier. For this kind of inverter, the output voltage is almost independent of the direction of the load current. As well as these, we prepared a model of the induction cage motor under typical assumptions of an unsaturated magnetic core, neglecting iron losses, eddy currents and single-harmonic field distribution in the airgap. The author also modelled power electronic elements in the same way as in the Scherbius drive.
The program the author applied for the estimation was written in Lahey FORTRAN and consists of several subroutines, grouped in four blocks.
The J&H and D&F&P methods are compared for values of the objective function, which assumes the following shape: (12) where: n -the number of iterations, n t -the number of compared points, x(t l ) -value of the reference waveform for t l , x m (t l ) -the interpolated value of the compared waveform for t l . Note Figure 18 shows the variability of the objective function for the estimation of parameters of a Scherbius drive and aims to compare J&H and D&F&P methods for two starting points. Figure 19 shows results of a test for a voltage inverter. The tests aimed to determine how the number of the estimated parameters influences the variability of the objective function values. Based on this figure, we can conclude that the larger the number of parameters, the smaller the final values of the objective function.
The author also carried out eighty numerical tests determining the estimation costs, both for the static Scherbius drive and the voltage inverter. The results of these tests are then applied for comparing the J&H and D&F&P estimation methods.
Equation 13 defines the cost function of estimation process as follows: (D&F&P), respectively. This means that based on these tests, the J&H method seems to be more efficient than the D&F&P method.
Estimation of parameters of a static Scherbius drive
Based on results from the initial investigation, the author estimated parameters of the three considered converter drives. The first drive considered here, is a current-controlled static Scherbius drive. For the estimation of this drive, the author applied an own-written subroutine for mathematical modelling of converter drives and subroutine containing the J&H algorithm [5, 6] . This approach allows for making changes to the code and the algorithm, such as pseudo-random scheduling of change in estimated parameter values (Tables 2 and 3 ).
The J&H algorithm minimizes the objective function in orthogonal directions, i.e. only one estimated parameter is changed in sequential steps. In contrary to gradient methods, the J&H algorithm 'integrates' the minimized area. This property makes this algorithm resistant to the estimation process, which ends in very frequent local minima. Such a kind of variation occurs for the objective function in case of the estimation of parameters of the static Scherbius drive.
The author estimated parameters of a low-power (motor SZU e 34b, P N = 2.2 kW, U N = 220/380 V, I N = 8/4.6 A, n N = 1400 rev/min) static Scherbius drive. As reference waveforms the author applied the rectified current i d in a rectified current circuit, the angular velocity ω and the rotor current i r . This drive as well as for the two other described in Sections 6 and 7 were measured by means of the LEM Norma D6200 device in sample & hold systems and sampling 50 kS per second in each channel. The estimation was carried out for two measurements, which meet the criteria for compliant waveforms as shown in Figures 20-23 . If there is no coincidence of instantaneous values, we can still observe coincidence of maximum and minimum values. These observations can be made in Figure 21 and 23. In case of the first measurement, the author applied the current i d and the results were then specified as the estimation continued with the angular velocity ω, for solely two coefficients characterizing the mechanical load of the Scherbius drive, which is consistent with the strategy described in Section 3. R′ of the reactor situated in a rectified current circuit. For the second measurement, we carried out direct estimation of parameters by means of two waveforms, i.e. the current i d and the angular velocity ω. The parameters of the second estimation as presented in Table 1 correspond to waveforms presented in Figures 21-23 . where Con -the converter, N μ -the number of calls of the subroutine modelling the drive, Iter -the number of iterations and j(p) -the value of the objective function after the estimation. It was discovered that pseudo-random scheduling of the change in the parameter values, in search for the minimum of the objective function, increases the efficiency of the J&H method. where: N μ -the number of calls of subroutine modelling the drive, Iter -the number of iterations and j(p) -the value of the objective function after the estimation. RNDS stands for the pseudo-random subroutine for Lahey FORTRAN and the number in brackets is the initial value ranging from 0 to 1. The improvement is particularly visible for the final values of the objective function. For estimation with only one waveform carried out by means of a non-multimodal objective function, their values were always smaller than for standard J&H estimation (i.e. without random scheduling of change in parameter values).
From Table 2 we can conclude that for the reference waveform, i.e. the current in the rectified current circuit i d , the number of subroutine calls minimizing the objective function in drive modeling, was reduced significantly, for waveforms of pseudo-random scheduling. As well as these, we checked if the estimation with the current i d and estimation with the angular velocity ω used together reduce the final value of the objective function and keep subroutine calls stable, in accordance with the hypothesis mentioned above. The results are presented in Table 3 .
They confirm the assumptions made before and point that pseudo-random scheduling of a change in the parameter values exerts a significant influence on the number of subroutine calls N μ and iterations Iter. Introduction of three reference waveforms does not improve estimation indicators. The value of j(p) increases and in some cases so do the values of N μ and Iter.
The estimation of the brushless DC motor parameters
A torus-type brushless DC motor [25] consists of two rotor discs, several permanent magnets (e.g. 20) and a stator with radially spaced coils. The stator toroidal core is made of laminated iron, and the material used for the rotor discs is a soft magnetic iron. The magnets applied in the motor were made of Nd 2 Fe 14 B alloy with the B r = 1.21 T and H c = 950 kA/m. Torus-type motors with slotless stator windings are the most common construction. Due to a relatively large non-magnetic gap thick permanent magnets need to be used to get sufficiently high magnetic field in the air-gap. BLDC motors are becoming more and more commonly used thanks to simplicity of their construction and the fact that high-energy permanent magnets may be applied and reach high performance. Control of three-phase voltage inverter is enabled by three Hall-sensors, which identify the angular position of the stator winding with respect to rotor position [19] . Signals from the Hall-generator allow switching stator coils on so that electromagnetic torque of constant direction is produced. The converter is a threephase voltage inverter, which consists of a feeding source, a capacitor and six transistors with parallel connected free-wheel diodes (Fig. 8) .
There are 24 parameters of the model, 12 of which may be estimated by an estimation programme. This programme was written in Lahey FORTRAN. The measurements of the waveforms, which were used for the estimation of the parameters, were carried out with power analyser of LEM Norma Company. It is characterised with very high measurement parameters. The relative error of the current measurement δI is equal to 0.03% and the relative error of the voltage measurement δU is equal to 0.1%. In Figure 26 we can observe very good coincidence of currents. However, the coincidence decreases over time. Figure 27 presents a gradual loss of coincidence of the compared current waveforms. In spite of a partial loss of coincidence, it can be assumed that a set of the estimated parameters reflects well the properties of the estimated drive. 
Estimation of a voltage inverter
For an efficient estimation, we should properly measure not only all crucial currents and voltages, but also adequately record the angular velocity of the motor and, if possible, the angular velocity of the actuator. This is because, in case of this type of drives, recording the angular velocity is required to implement the control algorithm. Noise in the measurement signal poses difficulties for measurement of the angular velocity and hence the entire estimation process. For significant noises of the velocity signal, this quantity should be described by means of the splines and the spline coefficients, which were estimated initially. Figure 28 presents the angular velocity by means of the spline polynomials of null to third order in a simplified way. t pi and t ki stand for the beginning and the end of ith time interval, respectively. For a ji , i stands for the time interval and j for order of elements of polynomial
This figure shows six parts of waveforms of the angular velocity: 1) polynomial of null order (t p1 = 0; t k1 = 0.31024; a 01 = 0), 2) polynomial of the third order (t p2 = 0.31024; t k2 = 1.1790324; a 02 = 0; a 12 = 0; a 22 We estimated 16 parameters of the drive (ACS600 with motor M2AA 132 S: P N = 5.5 kW, U N = 380/660÷420/690 V, I N = 11.5/6.6 A, n N = 1450 rev/min), i.e.: $ the load and the motor parameters: the moment of inertia of the rotor and the motor load J, the coefficients D 1 and D 2 describing linear and squared dependencies between the load torque and the angular velocity, the active load torque of the drive T La , the stator resistance R s , the initial and final resistance of the rotor R r1 and R r2 , the mutual inductance L m , the leakage inductance of the stator L σs , the leakage inductance of the rotor r L σ ′ , the stator inductance L s , the rotor inductance r L′ ; $ and the converter parameters: the inductance L d and the resistance R d of a DC reactor situated in a link circuit, the capacity of a capacitor C situated in a link circuit, the equivalent series resistance of the capacitor R C . In the first estimation, the value of the objective function was calculated by means of comparing component α of stator current. The value of the objective function was j(p) = 3.54516 and was obtained after 399 subroutine calls in 20 iterations. In case of the second estimation, the value of the objective function was obtained by means of comparing an absolute value of a stator current. The value of the objective function was j(p) = 0.87795 and was obtained after 457 subroutine calls in 23 iterations. The parameter values are presented in Table 4 .
As Figures 34 and 35 show, the application of this parameter set yields the greatest coherence between theoretical and empirical waveforms. The result of estimation is much better when used for the calculation of the objective function the module of stator current than in the case of using the α component of the current. The α component of the stator current the discrepancies between theoretical and empirical waveforms are significant to the extent that the requirement of accordance of instantaneous values of stator currents and accordance of the angular velocities of the rotor for the estimation of converter drive parameters is significantly constrained. The results of the estimation and the analysis of the estimation efficiency lead to a conclusion that for estimation of drives containing DTC inverters by means of tracking control allows for identification of drive parameters, even if there are noises in the angular velocity signal. Furthermore, the results obtained by means of waveforms of the absolute value of current or the current in rectified current circuits Figures 33-36 are characterized with the greatest stability and good coincidence.
Conclusion
The paper described results of the part of research aiming to set general and more detailed rules for the estimation of converter drives. The general assumption made at constructing drive models was that the converter parts will be modelled with respect to switching which might occur in the converter. Such approach allows for an easier calculation of the energy losses in the converter, thanks to which the losses might be included in the estimation process. The programmes for converter drives modelling were written by the author in FORTRAN. Thanks to flexibility in changing codes applied for the estimation of parameters, the author discovered that the pseudo-random scheduling of change in parameter values is more efficient than the standard Jeeves & Hook algorithm.
In order to create rules for the estimation of converter drive parameters, the author investigated the objective function for the considered converter drives. Next, the author checked the properties of selected gradient and gradientless methods. The author assumed that, in a given space, gradient methods should have similar properties, as all of them rely on determining a gradient of the objective function and then the direction for improving its value. Finally, the author estimated drive parameters, considering in particular how the empirical waveforms influence the efficiency of the estimation. The results confirmed the general rule, i.e. that for estimation of parameters of converter drives is to apply such a set of waveforms, which give information about at least the maximum circuit and the angular velocity of the motor drive.
The further conclusions from the research are that: static Scherbius drives are harder to estimate than inverter drives considered in the paper, gradient methods (e.g. Davidon & Fletcher & Powel) are more efficient for estimation of inverter drives, for which the objective function is smoother, for all cases considered in the paper, the results obtained by means of waveforms of the absolute value of the current or the current in rectified current circuits, are characterized with the greatest stability and good coincidence, the modification of the minimal step and the proper criterion of the end of the estimation in the Jeeves & Hook method enabled to receive a better set of parameters (having a lower value of the objective function) after a less expensive computation.
The coincidence of the theoretical and empirical waveforms is strong for all drives considered in the paper (with the case from Figures 29-32 excluded) , which confirms that the implemented method is highly efficient and that the assumptions made for the estimation were correct.
