Conditional Maximum Entropy models have been successfully applied to estimating language model probabilities of the form p(wlh), but are often too demanding computationally. Furthermore, the conditional framework does not lend itself to expressing global sentential phenomena. We have recently introduced a non-conditional Maximum Entropy language model which directly models the probability of an entire sentence or utterance. The model treats each utterance as a "bag of features," where features are arbitrary computable properties of the sentence. Using the model is computationally straightforward since it does not require normalization. Training the model requires efficient sampling of sentences from an exponential distribution.
INTRODUCTION

Conditional language models
Conventional statistical language models estimate the probability of a sentence s by using the chain rule to decompose it into a product of conditional probabilities:
(1) def Pr(s) def Pr(w1. . . w,,) = ~r(w;~h;) i = l def where hi = w1 . . . wi-1 is the history when predicting word w,.
The vast majority of work in statistical language modeling to date is thus devoted to estimating terms of the form Pr( w lh) . While this practice is understandable from a historical perspective (N-gram modeling cannot be done on whole sentences), it is not always desirable. Global features of sentences, such as their length or grammaticality, are impossible or awkward to encode in a conditional framework. Also, external influences on the sentence (e.g., the effect of preceding utterances, or dialog level variables) are equally hard to encode, and factoring them into the prediction of every word in the current sentence causes small but systematic biases in probability estimation to be compounded.
Conditional Maximum Entropy Models
In the last few years, Maximum Entropy (ME, 181) models have been successfully used to estimate conditional language probabilities of the form P(w1h) [6, 10, 1, 151 (as well as to model prepositional phrase attachment [I31 and induce features of word spelling PI).
In using Maximum Entropy to model P(wlh), one major obstacle is the heavy computational requirements of training and using the model. These requirements are particularly severe because of the need to renormalize the model for each new value of h.
Whole Sentence Maximum Entropy Models
We have recently introduced a new Maximum Entropy language model which directly models the probability of an entire sentence or utterance [16] . The new model is conceptually simpler, as well as more naturally suited to modeling whole-sentence phenomena, than the conditional ME models proposed earlier. By avoiding the chain rule, the model treats each sentence or utterance as a "bag of features", where features are arbitrary computable properties of the sentence. Furthermore, the single, universal normalizing constant cannot be computed exactly,' but this does not interfere with training (done via sampling) or with use. Using the model is computationally straightforward. The feasibility of training the model depends crucially on efficient sampling of sentences from an exponential distribution.
In this paper, we further develop the model and demonstrate its usefulness in real domains. Section 2 reviews the whole-sentence Maximum Entropy model. Section 3 presents several sampling strategies, compares their relative efficiencies, and discusses step size selection and smoothing. In Section 4, we introduce a new procedure for feature selection, and illustrate its use by constructing models in the Switchboard domain and measuring their impact.
An expanded and updated version of this paper can be found at http://www.cs.cmu.edu/-sfc/wsme-icassp99.ps.
We are grateful to Larry Wasserman for many discussions and much advice on Markov Chain Monte Carlo sampling.
OVERVIEW OF WHOLE SENTENCE MAXIMUM ENTROPY LANGUAGE MODELING
A whole sentence ME language model has the form:
where the {X;}'s are the parameters of the model, Z is a universal normalization constant which depends only on the {Xi}'s? and the { fi (3))'s are arbitrary computable properties, or features, of the sentence s. The distribution po (3) is an arbitrary factor that often plays the role of B prior. The features {f,(s)} are selected by the modeler to capture those aspects of the data they consider appropriate or profitable. These can include conventional n-grams, longer-distance dependencies, global sentenceproperties, as well as more complex functions based on part-of-speech tagging, parsing, or other types of post-processing.
Next, for each selected feature fi(s), its expectation under P( s) is constrained to a specific value IC, :
These target values are typically set to the expectation of that feature under the empirical distribution 6 of some training corpus {SI,. . . , s~} ? Then, the constraint becomes:
If the constraints (3) are consistent, there exists a unique solution {Xi} within the exponential family (2) The MDI or ME solution can be found by an iterative procedure such as the Generalized Iterative Scaling (GIs) algorithm [4] . GIS starts with arbitrary X i 's. At each iteration, the algorithm improves the { X i } values by comparing the expectation of each feature under the current P to the target value, and modifying the associated A. In particular, we take where F, is the step size (see Section 3.2).
In training a whole-sentence Maximum Entropy model, computing the expectations Ep[f,] = E, P ( s ) . f,(s) requires a summation over all possible sentences s, a clearly infeasible task. Instead, we estimate Ep[f,] by sampling from the distribution P ( s ) and using the sample expectation of f i . Sampling from an exponential distribution is a non-trivial task, and will be discussed in *In statistical mechanics, 2 is known as the partitionfunction. 3For binary features, this is simply the prevalence of that feature in the corpus. the next section. Efficient sampling is crucial to successful training.
It is equally infeasible to compute the normalization constant
Fortunately, this is not nec- DellaPietra et al. [5] build a joint ME model of word spelling. They use Gibbs sampling [7] to generate a set of word spellings
Gibbs sampling is not efficient for sentence models, as the probability of a great many sentences must be computed to generate each sample. Metropolis sampling [l I], is more appropriate for this situation. An initial sentence is chosen randomly. For each word position in tum, a new word is proposed to replace the original word in that position, and this change is accepted with some probability. After all word positions have been examined, the resulting sentence is added to the sample, and this process is repeated? The distribution used to generate new word candidates for each position affects the sampling efficiency; we chose to use a unigram distribution.
Adapting the Metropolis algorithm to sentences of variablelength requires care. In one solution, we pad each sentence with end-of-sentence tokens < / s> up to a fixed length 1. A sentence becomes shorter if the last non-</s> token is changed to </s>, longer if the first < / s > token is changed to something else.
In applying Metropolis sampling, instead of replacing a single word at a time it is possible to replace larger units. In particular, in independence sampling we consider replacing the whole sentence in each iteration. For efficiency, the distribution q(s) used to generate new sentence candidates must be similar to the distribution p( s) we are attempting to sample from.
In importance sampling," a sample (91, . . . , sM} is generated according to some distribution q(s) (which similarly must be close to p(s) for efficient sampling). Then, each sample sJ is counted $$ times, so that we have
4Nonetheless, at times it may be desirable to approximate Z, perhaps in order to compute perplexity. This can be done to any desired accuracy by generating a large sample from P ( S) and observing the frequency of some frequent sentence SO.
sampling procedure is still correct if the current sentence is added to the sample after each word position is examined; however, this process becomes less well-defined when we consider variable-length sentences.
%is to be a trigram model for independence and importance sampling is very effective. To measure the effectiveness of different algorithms, for each algorithm we generated ten independent samples of the same length. We estimated the expectations of a set of features on each sample, and calculated the empirical variance in the estimate of these expectations over the ten samples. More efficient sampling algorithms should yield lower variances.
In our experiments, we found that independence sampling and importance sampling both yielded excellent performance, while word-based Metropolis sampling performed substantially worse.
As an example, we estimated expectations for sentence-length features of the form over ten samples of size 100,000. In Table 1 , we display the means and standard deviations of several feature expectations for several sampling algorithms.
The efficiency of importance and independence sampling depends on the distance between the generating distribution q ( s ) and the desired distribution p(s). If q ( s ) = po(s) (the prior), that distance will grow with each training iteration. Once the distance becomes too large, Metropolis sampling can be used for one iteration, say iteration IC, and the resulting sample retained. Subsequent iterations can "recycle" that sam le using importance or independence sampling with q ( s ) = PLk P (s).
Step S u e
In GIs, the step size for feature update is inversely related to the number of active features. As sentences typically have many features, this may result in very slow convergence. Improved Iterative Scaling (lIS, [5] ) uses a larger effective step size than GIs, but requires a great deal more bookkeeping.
However, when feature expectations are near their target value, IIS can be reasonably approximated with equation (5) where Fi is a weighted average of the feature sum for sentences for which the feature is active; i.e., if the set of sentences s were finite, we would take
In our implementation, we approximated Fi by summing only over the sentences in the sample used to calculate expectations. This technique resulted in convergence in all of our experiments.
Smoothing
From equation (5) we can see that if Efi[[f,] = 0 then we will have X i + -m. To smooth our model, we take the approach described by Berger and Miller [2] : We introduce a Gaussian prior on A; values and search for the maximum a posterior model instead of the maximum likelihood model.
FEATURE SELECTION
In this section, we discuss feature selection and model construction, using Switchboard as our example domain. Our training data consisted of three million words of Switchboard text. We constructed a trigram model on this data using a variation of KneserNey smoothing [9] , and used it as our prior po (9). We employed features that constrained the frequency of word n-grams (up to n=4), distance-two word n-grams (up to n=3) [15] , and class ngrams (up to n=5) [3] . That is, we considered features of the form
We partitioned our vocabulary (of 15,000 words) into 100, 300, and 1000 classes using the word classing algorithm of Ney et al.
[3, 121 on our training data.
To select specific features we devised the following procedure. First, we generated an artificial corpus by sampling from our prior trigram distribution po (s) . This "trigram corpus" was of the same size as the training corpus. For each n-gram, we compared its count in the "trigram corpus" to that in the training corpus. If these two counts differed significantly (using a x2 test), we added the corresponding feature to our model? We tried thresholds on the x2 statistic of 500,200, 100,30, and 15, resulting in approximately 900, 3,000, 10,000, 20,000 and 52,000 n-gram features, respectively.
In Table 2 , we display the n-grams with the highest x2 scores.
The majority of these n-grams involve a 4-gram or 5-gram that occurs zero times in the training corpus and occurs many times in the trigram corpus. These are clear examples of longer-distance dependencies that are not modeled well with a trigram model. However, the last feature is a class unigram, and indicates that the trigram model overgenerates words from this class. On further examination, the class turned out to contain a large fraction of the rarest words. This indicates that perhaps the smoothing of the trigram model could be improved.
For each feature set, we trained the corresponding model by initializing all A; to 0. We used importance sampling to calculate expectations. However, instead of generating an entirely new sample for each iteration, we generated a single corpus from our prior trigram model, and re-weighted this corpus for each iteration using importance sampling? We trained each of our feature sets for 50 iterations of iterative scaling; each complete training run took less than three hours on a 200 Mhz Pentium Pro computer.
We measured the impact of these features by rescoring speech recognition N-best lists ( N 5 200) which were generated by the ~~ ~ "-grams with zero counts were considered to have 0.5 counts in this 8Admittedly, for rare features this often results in mutually inconsistent analysis.
constraints.
Given the framework and algorithms presented here, a language modeler can focus on which properties of language to model as opposed to how to model them. This framework can conveniently express arbitrary features and combines them in a theoretically elegant manner. Table 3 : Top-1 WER and average rank of best hypothesis using varying feature sets.
Janus system [14] on a SwitchboardCallHome test set of 8,300 words. The trigram po (3) served as baseline. For each model, we computed both the top-1 word error rate and the average rank of the least errorful hypothesis. These figures were computed first by combining the new language scores with the existing acoustic scores, and again by considering the language scores only. Results are summarized in Table 3 . While the specific features we selected here made only a small difference in N-best rescoring, they were nonetheless useful in demonstrating the extreme generality of our model: Any computable property of the sentence which is currently not adequately modeled can and should be added into the model.
DISCUSSION AND SUMMARY
Unlike conditional ME models, sentence-basedME models are efficient to use (because they do not require renormalization) and can naturally express sentence-level phenomena. In this paper, we described efficient algorithms for constructing sentence ME models, offering solutions to the questions of sampling, step size and smoothing. We also introduced a procedure for feature selection which seeks and exploits discrepancies between an existing model and the training corpus.
