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Abstract: The behavior of solutions to an initial boundary value problem for a
hyperbolic system with relaxation is studied when the relaxation parameter is small,
by using the method of Fourier Series and the energy method.
1 Introduction
In this paper, we consider the initial boundary value problem for the following
hyperbolic system with relaxation:
ut + vx = 0
vt + a
2ux =
bu−v

(1.1)
with the boundary conditions:
u(0, t) = u(1, t) = 0, (1.2)
and the initial conditions:
u(x, 0) = f(x) (1.3)
v(x, 0) = g(x) (1.4)
where a and b are constants and a > 0.  > 0 is the relaxation parameter. We
assume that
|b| < a, (1.5)
such that the so called “subcharacteristic condition” is satisfied. System (1.1) can
be transformed to :
utt − a2uxx + 1

(bux + ut) = 0 (1.6)
with the boundary conditions:
u(0, t) = u(1, t) = 0, (1.7)
and the initial conditions:
u(x, 0) = f(x), ut(x, 0) = −g′(x). (1.8)
In order to match the initial and boundary conditions, we require that
f(0) = f(1), g′(0) = g′(1) = 0. (1.9)
Formally, as → 0, system (1.1) is relaxed to the equilibrium
ut + bux = 0, (1.10)
v = bu. (1.11)
System (1.1) is related to a general relaxation system of Jin-Xin model [3], for
which the asymptotic behavior as the relaxation parameter tends to zero of solutions
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to the initial value problem was discussed in [1, 5, 6, 7]. The asymptotic behavior as
the relaxation parameter tends to zero for the initial boundary problems in a quarter
plane in (x, t) was discussed in [8, 9, 10] with one boundary x = 0. In this paper,
we are interested in the behavior of solutions in a (x, t) -strip, 0 ≤ x ≤ 1, t ≥ 0.
It should be noted that the Fourier-Laplace transformation is used in [9] to study
the problem in a quarter plane. For the problem in a strip studied in this paper, we
have two boundaries, x = 0 and x = 1. This is the main difference of the problem
studied in this paper, compared with those in a quarter plane. For example, the
Fourier-Laplace transformation is not applicable to our problem any more. Instead,
we use the Fourier series method.
The boundary layer behavior is the main concern of this paper, which is shown
by the Fourier series solution. We also give the numerical simulation based on our
Fourier series solution, and justify the zero relaxation limit by the asymptotic ex-
pansion with the boundary layer equations and the energy method.
Relaxation phenomena are important in many physical situations. For more
background, please refer to [2, 4].
2 Fourier Series Solution.
2.1 Solution Formula
Theorem 2.1. The Fourier series solution u(x, t) =
∑∞
n=1 Tn(t)Xn(x) of problem
(1.6), (1.7) and (1.8) is given as follows :
i) If
√
a2−b2
42a4pi2
is not an integer,
u(x, t) =
k∑
n=1
e
b
2a2
x sin(npix)
(
cne
αn−t + dne
αn+t
)
+
∞∑
n=k+1
e
b
2a2
x− 1
2
t sin(npix) [cn cos(βnt) + dn sin(βnt)] (2.1)
where k = b
√
a2−b2
42a4pi2
c,
cn =
∫ 1
0
f(x)e−
b
2a2
x sin(npix)dx− 2√(
1− b2
a2
)− 4a2n22pi2
∫ 1
0
(
f(x)
2
− g′(x)
)
e−
b
2a2
x sin(npix)dx,
(2.2)
dn =
∫ 1
0
f(x)e−
b
2a2
x sin(npix)dx+
2√(
1− b2
a2
)− 4a2n22pi2
∫ 1
0
(
f(x)
2
− g′(x)
)
e−
b
2a2
x sin(npix)dx,
(2.3)
αn± =
−1±
√(
1− b2
a2
)− 4a2n22pi2
2
, (2.4)
2
for n ≤ k, and
cn = 2
∫ 1
0
f(x)e−
b
2a2
x sin(npix)dx (2.5)
dn =
4√(
b2
a2
− 1)+ 4a2n22pi2
∫ 1
0
(
f(x)
2
− g′(x)
)
e−
b
2a2
x sin(npix)dx, (2.6)
βn =
√(
b2
a2
− 1)+ 4a2n22pi2
2
(2.7)
for n ≥ k + 1.
ii) If
√
a2−b2
42a4pi2
is an integer, let k =
√
a2−b2
42a4pi2
. Then
u(x, t) =
k−1∑
n=1
e
b
2a2
x sin(npix)
(
cne
αn−t + dne
αn+t
)
+ e
b
2a2
x− 1
2
t sin(kpix)
[
2
∫ 1
0
f(x)e
−b
2a2
x sin(kpix)dx+ 2t
∫ 1
0
(
f(x)

− g′(x)
)
e2a
2x sin(kpix)dx
]
+
∞∑
n=k+1
e
b
2a2
x− 1
2
t sin(npix) [cn cos(βnt) + dn sin(βnt)] (2.8)
where cn, dn and βn are the same as in case i).
Proof of Theorem 2.1
For the initial boundary value problem (1.6), (1.7) and (1.8), we use the separation
of variables and let
u(x, t) = X(x)T (t). (2.9)
Substitute this in (1.6) to get
T ′′(t)X(x)− a2T (t)X ′′(x) + 1

(bT (t)X ′(x) + T ′(t)X(x)) = 0.
Thus,
T ′′(t)
T (t)
− a2X
′′(x)
X(x)
+
b

X ′(x)
X(x)
+
1

T ′(t)
T (t)
= 0.
Reorganize this and let
T ′′(t)
T (t)
+
1

T ′(t)
T (t)
= a2
X ′′(x)
X(x)
− b

X ′(x)
X(x)
= λ (2.10)
where λ is a constant.
From (2.10), we get ordinary differential equations for T (t) and X(x):
T ′′(t) +
1

T ′(t)− λT (t) = 0 (2.11)
a2X ′′(x)− b

X ′(x)− λX(x) = 0 (2.12)
Moreover, X(x) satisfies boundary conditions
X(0) = X(1) = 0. (2.13)
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The characteristic equation for (2.12) is
a2α2 − b

α− λ = 0. (2.14)
Let ∆1 =
(− b

)2
+ 4a2λ, we have the following cases:
Case 1. ∆1 > 0
λ > − b
2
4a22
Then (2.14) has two roots α± given by (2.4), and
X(x) = C1e
α−x + C2e
α+x,
where C1 and C2 are constants. By (2.13), we have
X(0) = C1 + C2 = 0, X(1) = C1e
α− + C2e
α+ = 0
⇒ C1 = C2 = 0.
Case 2. ∆1 = 0 (
−b

)2
+ 4a2λ = 0
λ = − b
2
4a22
Then (2.14) has only one root
α =
b
2a2
X(x) = C1e
b
2a2
x + C2xe
b
2a2
x,
for some constants C1 and C2. As in Case 1, we get C1 = C2 = 0.
Case 3. ∆1 < 0 (
−b

)2
+ 4a2λ < 0
λ < − b
2
4a22
Then (2.14) has two complex roots
α=
b

± i
√
− ( b

)2 − 4a2λ
2a2
X(x) = e
b
2a2
x
C1 cos(
√
− ( b

)2 − 4a2λ
2a2
x) + C2 sin(
√
− ( b

)2 − 4a2λ
2a2
x)

X(0) = 0⇒ C1 = 0
X(1) = C2e
b
2a2
sin(
√
− ( b

)2 − 4a2λ
2a2
)
 = 0
⇒ sin(
√
−( b)
2−4a2λ
2a2
) = 0⇒
√
−( b)
2−4a2λ
2a2
= npi, n = 1, 2, 3, ...
4
⇒ λn = −a2n2pi2 − b24a22 .
Therefore, only Case 3 fits the condition, so
Xn = e
b
2a2
x sin(npix) (2.15)
Next, solve (2.11) with λn = −a2n2pi2 − b24a22
T
′′
(t) +
1

T ′(t) +
(
a2n2pi2 +
b2
4a22
)
T (t) = 0
Its characteristic equation is:
α2 +
1

α +
(
a2n2pi2 +
b2
4a22
)
= 0 (2.16)
∆2 =
1
2
(
1− b
2
a2
)
− 4a2n2pi2
If ∆2 > 0, two roots of (2.16) are
αn± =
−1±
√(
1− b2
a2
)− 4a2n22pi2
2
Tn(t) = cne
αn−t + dne
αn+t (2.17)
If ∆2 < 0, let βn =
√(
b2
a2
−1
)
+4a2n22pi2
2
.
Tn(t) = e
− 1
2 [cn cos(βnt) + dn sin(βnt)] (2.18)
If ∆2 = 0,
Tn(t) = cne
− 1
2
t + dnte
− 1
2
t (2.19)
We have the following cases:
i).
√
a2−b2
42a4pi2
is not an integer.
When n ≤ b
√
a2−b2
42a4pi2
c, ∆2 > 0.
Tn(t) = (2.17)
When n > b
√
a2−b2
42a4pi2
c, ∆2 < 0.
Tn(t) = (2.18)
ii).
√
a2−b2
42a4pi2
is an integer.
When n <
√
a2−b2
42a4pi2
, ∆2 > 0.
Tn(t) = (2.17)
When n =
√
a2−b2
42a4pi2
, ∆2 = 0.
Tn(t) = (2.19)
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When n >
√
a2−b2
42a4pi2
, ∆2 < 0.
Tn(t) = (2.18)
For case i), let k = b
√
a2−b2
42a4pi2
c
u(x, t) =
∞∑
n=1
Xn(x)Tn(t)
With initial condition (1.3),
u(x, 0) = e
b
2a2
x
k∑
n=1
(cn + dn) sin(npix) + e
b
2a2
x
∞∑
n=k+1
cn sin(npix) = f(x),
we have
cn + dn = 2
∫ 1
0
f(x)
e
b
2a2
x
sin(npix)dx, n = 1, 2, 3, ..., k (2.20)
cn = 2
∫ 1
0
f(x)
e
b
2a2
x
sin(npix)dx, n = k + 1, k + 2, k + 3, ... (2.21)
Replace cos(βnt) and sin(βnt) in (2.18) according to the following identities
cos(βnt) =
eiβnt + e−iβnt
2
(2.22)
sin(βnt) =
eiβnt − e−iβnt
2i
(2.23)
u(x, t) can be written as
u(x, t) = e
b
2a2
x
k∑
n=1
(cne
αn−t + dne
αn+t) sin(npix)
+ e
b
2a2
x
∞∑
n=k+1
[
cn − idn
2
eiβnt +
cn + idn
2
e−iβnt
]
e−
1
2
t
(2.24)
With initial condition (1.4),
ut(x, 0) = e
b
2a2
x
k∑
n=1
(cnαn− + dnαn+) sin(npix)
+ e
b
2a2
x
∞∑
n=k+1
[
cn − idn
2
(iβn − 1
2
) +
cn + idn
2
(−iβn − 1
2
)
]
= −g′(x),
(2.25)
we have
cnαn− + dnαn+ = 2
∫ 1
0
−g′(x)e− b2a2x sin(npix)dx, n ≤ k (2.26)
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and
cn − idn
2
(iβn − 1
2
) +
cn + idn
2
(−iβn − 1
2
)
= 2
∫ 1
0
−g′(x)e− b2a2x sin(npix)dxn ≥ k + 1, (2.27)
which implies
− 1
2
cn + dnβn = 2
∫ 1
0
−g′(x)e− b2a2x sin(npix)dx, n ≥ k + 1. (2.28)
When n ≤ k, we obtain cn and dn given by (2.2) and (2.3) from (2.20) and (2.26).
When n ≥ k + 1, the formula for cn and dn follow from (2.21) and (2.28), and (2.1)
is proved.
Case ii) in Theorem 2.1 can be shown similarly.
2.2 Analysis of the Solutions of Fourier Series
We prove the following Theorem
Theorem 2.2. For the solution given in Theorem 2.1, let un(x, t) = Tn(t)Xn(x) =:
An(x, t)sin(npix). Then when  is sufficiently small,
i) for b > 0,
|A1(x, t)| ≤ A exp
(
b
2a2
(
x− a
2
b
(
1−
√
1− b
2
a2
− 4a22pi2
)
t
))
, (2.29)
for small .
|Ak−m(x, t)| ≤ B
√
√
m
exp
(
b
2a2
(
x− a
2
b
(
1−
√
1− b
2
a2
− 4a22(k −m)2pi2
)
t
))
,
(2.30)
|Ak+m(x, t)| ≤ C
√
√
m
exp
(
b
2a2
(
x− a
2
b
t
))
, (2.31)
for k = b
√
a2−b2
42a4pi2
c , m ≥ 1, and  ≤ δ
m
for some small δ > 0, where A, B and C
are constants independent of , defined in 0 ≤ x ≤ 1 and t > 0.
ii) for b = 0, t > 0,
for any fixed n < k, k = b 1
2a2pi2
c, An(x, t)− 2
∫ 1
0
f(x) sin(nx)dx→ 0 as → 0;
for n = k +m, m ≥ 1, An(x, t)→ 0 as → 0.
Remark 2.3. The case for b < 0 can be discussed as is the case for b > 0, by replacing
x by 1− x.
Remark 2.4. An (n ≥ 1) are the amplitutes of Fourier modes. For b > 0, by (2.29),
and (2.30), we have, for n < k, thatAn(x, t)→ 0 as → 0 for
(
x− a2
b
(
1−
√
1− b2
a2
)
t
)
<
0. For n > k, we have that An(x, t)→ 0 as → 0 for
(
x− a2
b
t
)
< 0.
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Proof of Theorem 2.2.
i)
For n = 1, we note that
α1± =
−1±
√(
1− b2
a2
)− 4a22pi2
2
, (2.32)
c1 =
∫ 1
0
f(x)e−
b
2a2
x sin(pix)dx− 2√(
1− b2
a2
)− 4a22pi2
∫ 1
0
(
f(x)
2
− g′(x)
)
e−
b
2a2
x sin(pix)dx,
(2.33)
d1 =
∫ 1
0
f(x)e−
b
2a2
x sin(pix)dx+
2√(
1− b2
a2
)− 4a22pi2
∫ 1
0
(
f(x)
2
− g′(x)
)
e−
b
2a2
x sin(pix)dx,
(2.34)
u1(x, t) = e
b
2a2
x sin(pix)
(
c1e
α1−t + d1e
α1+t
)
= A1(x, t) sin(pix). (2.35)
Apparently,
|A1|(x, t) ≤ (|c1|+ |d1|)e
b
2a2
x+α1+t, (2.36)
for 0 ≤ x ≤ 1 and t > 0. We estimate c1 and d1 as follows,
|
∫ 1
0
f(x)e−
b
2a2
x sin(pix)dx|
≤ max
x∈[0,1]
|f(x)|
∫ 1
0
e−
b
2a2
xdx ≤ 2a
2
b
max
x∈[0,1]
|f(x)|, (2.37)
∣∣∣∣∣∣ 2√(1− b2
a2
)− 4a22pi2
∫ 1
0
f(x)
2
e−
b
2a2
x sin(pix)dx
∣∣∣∣∣∣
≤
√
2√
1− b2
a2
∫ 1
0
|f(x)|e− b2a2xdx
≤
√
2√
1− b2
a2
2a2
b
max
x∈[0,1]
|f(x)|, (2.38)
∣∣∣∣∣∣ 2√(1− b2
a2
)− 4a22pi2
∫ 1
0
g′(x)e−
b
2a2
x sin(pix)dx
∣∣∣∣∣∣
≤
√
2√
1− b2
a2
2a2
b
max
x∈[0,1]
|g′(x)|, (2.39)
for small . Hence
|c1|+ |d1| ≤ 4a
2
b
max
x∈[0,1]
|f(x)|+ 4
√
2√
1− b2
a2
a2
b
max
x∈[0,1]
(|f(x)|+ |g′(x)|).
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(2.29) follows from the above estimates then.
For n = k −m, m ≥ 1, we estimate ck−m and dk−m as follows.
1− b
2
a2
− 4a2(k −m)22pi2
= 1− b
2
a2
− 4a22pi2(b
√
a2 − b2
2a2pi
c2 − 2b
√
a2 − b2
2a2pi
cm+m2)
≥ 8a22pi2mb
√
a2 − b2
2a2pi
c − 4a22pi2m2
≥ 2pim
√
a2 − b2 − 4a22pi2m2
≥ pim
√
a2 − b2,
if  ≤
√
a2−b2
4pia2m
.
Hence
|ck−m|+ |dk−m| ≤ 4a
2
b
max
x∈[0,1]
|f(x)|+ 4
√
√
pim
√
a2 − b2
2a2
b
max
x∈[0,1]
(|f(x)|+ |g′(x)|),
if  ≤ δ
m
for some small δ. This proves (2.30). (2.31) can be proved similarly.
ii)
When b = 0, the equilibrium equation (1.10) becomes ut = 0 to which we denote
the solution by u¯(x, t) which is independent of t. Then we have
u¯(x, t) = f(x) =
∞∑
n=0
an sin(npix), where an = 2
∫ 1
0
f(x) sin(npix)dx.
Denote the solution for the problem (1.6), (1.7) and (1.8) by u(x, t) =
∑∞
n=1An(x, t) sin(npix).
We will show that for any fixed n < k, An(x, t)− an → 0 as → 0 for t > 0.
From (2.1), when b = 0, we have k = b 1
2api
c ,
u(x, t) =
k∑
n=1
sin(npix)
(
cne
αn−t + dne
αn+t
)
+
∞∑
n=k+1
sin(npix)e−
1
2
t [cn cos(βnt) + dn sin(βnt)] (2.40)
where, for n ≤ k,
αn± =
−1±√1− 4a2n22pi2
2
,
cn =
∫ 1
0
f(x) sin(npix)dx− 2√
1− 4a2n22pi2
∫ 1
0
(
f(x)
2
− g′(x)
)
sin(npix)dx,
(2.41)
dn =
∫ 1
0
f(x) sin(npix)dx+
2√
1− 4a2n22pi2
∫ 1
0
(
f(x)
2
− g′(x)
)
sin(npix)dx
(2.42)
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and for n > k,
cn = 2
∫ 1
0
f(x) sin(npix)dx, (2.43)
dn =
4√
4a2n22pi2 − 1
∫ 1
0
(
f(x)
2
− g′(x)
)
sin(npix)dx. (2.44)
Obviously, for any fixed n < k and t > 0, eαn−t → 0 as → 0.
We denote
u(x, t) =
∞∑
n=1
An(x, t) sin(npix).
When n ≤ k, let wn = 4√1−4a2n22pi2
∫ 1
0
(
f(x)
2
− g′(x)
)
sin(npix)dx. Then
cn =
an − wn
2
(2.45)
dn =
an + wn
2
(2.46)
We employ Taylor expansion to αn+ to get
αn+ =
−1 +√1− 4a2n22pi2
2
=
−1 + 1− 4a2n22pi2
2
+ n4O(4)
2
= −a2n2pi2+n4O(3)
Furthermore we have
eαn+t = 1− a2n2pi2t+ n4tO(3)
and
wn =
4√
1− 4a2n22pi2
∫ 1
0
(
f(x)
2
− g′(x)
)
sin(npix)dx
=
2√
1− 4a2n22pi2
∫ 1
0
(f(x)− 2g′(x)) sin(npix)dx
By Taylor expansion, it is easy to show that
wn = an +O() + n
2O(2),
for any fixed n < k, as → 0.
Therefore, when → 0,
dne
αn+t − an
=
an + wn
2
eαn+t − an
=
an + an +O() + n
2O(2)
2
(1− a2n2pi2t+ n4tO(3))− an
= O() + n2(1 + t)O(2).
Since eαn−t → 0 as → 0 for t > 0 and n < k, we have An(x, t)− an → 0 as → 0
for any fixed n < k and t > 0. The case n = k +m for m ≥ 1 can be analysed as in
the case when b > 0.
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3 Analysis by the energy method
3.1 The case when b = 0
In the case of b = 0, the equilibrium equation (1.10) becomes
u¯t = 0.
With the initial value u¯(x, 0) = f(x), then we have u¯(x, t) = f(x), x ∈ [0, 1], t ≥ 0.
Let u be the smooth solution of (1.6), (1.7) and (1.8). Set
w = u− u¯ (3.1)
Then w is a solution to the following initial boundary value problem:
wtt − a2wxx − a2uxx + 1wt = 0, 0 ≤ x ≤ 1, t > 0,
w(0, t) = w(1, t) = 0,
w(x, 0) = 0, wt(x, 0) = −g′(x).
(3.2)
Theorem 3.1. Let w be the solution to problem (3.2). It then holds that∫ 1
0
w2(x, t)dx+
∫ t
0
∫ 1
0
w2t (x, s)dxds ≤ C
(∫ 1
0
(g′(x))2dx+ t
∫ 1
0
(f ′(x))2 + (f ′′(x))2)dx
)
,
(3.3)
for 0 <  < 1/4 and t > 0, where C is a constant only depending on a.
Proof. Multiply the first equation in (3.2) by wt and w respectively, and integrate
the resulting equations by parts over [0, 1], and use the boundary conditions to get
d
dt
∫ 1
0
(
w2
2
+wwt)(x, t)dx−
∫ 1
0
w2t (x, t)dx+a
2
∫ 1
0
w2x(x, t)dx = −
∫ 1
0
a2u¯xwx(x, t)dx
(3.4)
d
dt
∫ 1
0
(
1
2
w2t +
a2
2
w2x)(x, t)dx+
1

∫ 1
0
w2t (x, t)dx = a
2
∫ 1
0
u¯xxwt(x, t)dx. (3.5)
By Cauchy-Schwarz inequality, we have∫ 1
0
|a2u¯xxwt|dx ≤
∫ 1
0
(
1
2
w2t +
a4
2
u¯2xx)dx
∫ 1
0
a2|u¯xwx|dx ≤
∫ 1
0
(
a2
2
w2x +
a2
2
u¯2x)dx.
Therefore,
d
dt
∫ 1
0
(
1
2
w2 + wwt +
1
2
w2t +
a2
2
w2x)dx+ (
1

− 1)
∫ 1
0
w2t dx+ a
2
∫ 1
0
w2xdx
= −
∫ 1
0
a2u¯xwxdx+
∫ 1
0
a2u¯xxwtdx
≤ a
2
2
∫ 1
0
u¯2xdx+
a2
2
∫ 1
0
w2xdx+
∫ 1
0
(
1
2
w2t +
a4
2
u¯2xx)dx.
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Hence,
d
dt
∫ 1
0
(
1
2
w2 + wwt +
1
2
w2t +
a2
2
w2x)dx+ (
1

− 3
2
)
∫ 1
0
w2t dx+
a2
2
∫ 1
0
w2xdx
≤
∫ 1
0
(
a2
2
u¯2x +
a4
2
u¯2xx)dx.
(3.6)
Note that since
− (w2 + 1
4
w2t ) ≤ wwt ≤ w2 +
1
4
w2t , (3.7)
1
2
w2 + wwt +
1
2
w2t ≥ (
1
2
− 1)w2 + 1
4
w2t .
Integrate (3.6) with respect to time to get∫ 1
0
((
1
2
− 1)w2 + 1
4
w2t +
a2
2
w2x)(x, t)dx+ (
1

− 3
2
)
∫ t
0
∫ 1
0
w2t (x, s)dxds+
a2
2
∫ t
0
∫ 1
0
w2x(x, s)dxds
≤
∫ 1
0
((
1
2
+ 1)w2 +
3
4
w2t +
a2
2
w2x)(x, 0)dx+
∫ t
0
∫ 1
0
(
a2
2
u¯2x +
a4
2
u¯2xx)(x, s)dxds.
By the initial condition w(x, 0) = wx(x, 0) = 0 and wt(x, 0) = −g′(x), we have∫ 1
0
(
1
2
− 1)w2(x, t)dx+ (1

− 3
2
)
∫ t
0
∫ 1
0
w2t dxds
≤
∫ 1
0
3
4
(g′(x))2(x, 0)dx+
∫ t
0
∫ 1
0
a2
2
(u¯2x +
a4
2
u¯2xx)(x, s)dxds
This proves (3.3) and completes the proof of Theorem 3.1.
3.2 The case for b < 0
12
In this subsection, we present the analysis for the case when b < 0 by using the
boundary layer profile and the energy method. When b < 0, the boundary layer
occurs at the boundary x = 0. The case for b > 0 can be handled similarly for which
the boundary layer occurs at x = 1. Denote the solution at equilibrium as ue(x, t),
then it satisfies the following equations:
∂tu
e + b∂xu
e = 0, (3.8)
ue(1, t) = 0, (3.9)
ue(x, 0) = f(x). (3.10)
Solving for ue, we have:
ue(x, t) =
{ f(x− bt), x ≤ 1 + bt,
0, x > 1 + bt.
(3.11)
The solution ue is illustrated in the above figure. Taking a = 1 for convenience,
we may write the problem (1.6), (1.7) and (1.8) as
utt − uxx +
1

(ut + bu

x) = 0, (3.12)
u(0, t) = u(1, t) = 0, (3.13)
u(x, 0) = f(x), (3.14)
ut(x, 0) = −g′(x), (3.15)
where we have used u to indicate the dependence of the solution on .
Boundary layer expansion:
u(x, t) = ue(x, t) + U0(y, t) + U1(y, t) + w(x, t), (3.16)
where y = x

.
Plug (3.16) in (3.12) to obtain:
∂2t u
e − ∂2xue +
1

(∂tu
e + b∂xu
e)
+ ∂2tU0 −
1
2
∂2yU0 +
1

(∂tU0 +
b

∂yU0)
+ [∂2tU1 −
1
2
∂2yU1 +
1

(∂tU1 +
b

∂yU1)]
= ∂2tw − ∂2xw +
1

(∂tw + b∂xw) = 0.
(3.17)
To make O(−2) and O(−1) in the above equation be of order 0, we have:
O(−2) : −∂2yU0 + b∂yU0 = 0, (3.18)
O(−1) : ∂tU0 − ∂2yU1 + b∂yU1 = 0. (3.19)
After solving for (3.18) and (3.19), we take
U0(y, t) = c(t)e
by, (3.20)
U1(y, t) =
c′(t)
b
[(y − 1
b
)eby +
1
b
] +
d(t)
b
(eby − 1). (3.21)
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Then (3.17) becomes:
∂2t u
e − ∂2xue + ∂2tU0 + ∂2tU1 + ∂tU1 + ∂2tw − ∂2xw
+
1

(∂tw + b∂xw) = 0.
(3.22)
Recall that, from (3.16),
w = u − U0 − U1 − ue. (3.23)
We want w(0, t) = w(1, t) = 0. Since u(0, t) = u(1, t) = 0 and
ue(1, t) = 0, (3.24)
ue(0, t) =
{ f(−bt), t ≤ −1
b
,
0, t >
−1
b
,
(3.25)
to make w(0,t) = w(1,t) = 0, the following equations must be satisfied:
(U0 + U1)(0, t) = −ue(0, t) (3.26)
(U0 + U1)(1, t) = 0 (3.27)
Solving for (3.26) and (3.27), we have
c(t) =
{−f(−bt), t ≤ −1
b
0, t >
−1
b
(3.28)
d(t) =
bc(t) e
b


+ c′(t)[(1

− 1
b
)e
b
 + 1
b
]
1− e b
(3.29)
Also, we can see that
lim
→0
d(t) =
c′(t)
b
(3.30)
Consider (3.22). Now we have:
∂2tw − ∂2xw +
1

(∂tw + b∂xw) + (∂
2
t u
e − ∂2xue) + (∂2tU1 + ∂tU1 + ∂2tU0) = 0 (3.31)
with boundary conditions
w(0, t) = w(1, t) = 0 (3.32)
and initial conditions
w(x, 0) = u(x, 0)− ue(x, 0)− U0(x

, 0)− U1(x

, 0)
= −U1(x

, 0), (3.33)
wt(x, 0) = u

t − uet − U1t − U0t. (3.34)
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From the definitions of ue, U0 and U1 in (3.11), (3.20), and (3.21), it is easy to see
that
|w(x, 0)| ≤ C|f ′(0)|, (3.35)
|wt(x, 0)| ≤ C(|f ′(0)|+ |f ”(0)|) + C(|g′(x)|+ |b||f ′(x)|),
|wx(x, 0)| ≤ C|f ′(0)|,
where and in the following, we use C to denote a generic constant independent of .
Theorem 3.2. Suppose that f ∈ C3([0, 1]) and f ′(0) = 1. Let w be the solution to
problem (3.31), (3.32), (3.33) and (3.34). Then it holds that∫ 1
0
w2(x, t)dx+
∫ t
0
∫ 1
0
w2(x, s)dxds
≤ C2t
(∫ 1
0
((g′(x))2 + b2|f ′(x)|2)dx+ (|f ′(0)|2 + |f ′′(0)|2)
)
+ Ct2 max
[0,1]
3∑
i=1
|f (i)(x)|2. (3.36)
Remark 3.3. It is easy to verify that
∫ 1
0
U20 (
x

, t)dx ≤ O(1) and ∫ 1
0
2U21 (
x

, t)dx ≤
O(1)2. It follows from (3.36) that, for any fixed t > 0,
∫ 1
0
(u−ue)2(x, t)dx converges
to zero in the order of  as → 0.
Proof of Theorem 3.2
Multiply (3.31) by wt, then integrate both sides on (0,1) with respect to x:
d
dt
∫ 1
0
(
w2t
2
+
w2x
2
)dx+
1

∫ 1
0
w2t dx+
b

∫ 1
0
wxwtdx
= −
∫ 1
0
(∂2t u
e − ∂2xue)wtdx−
∫ 1
0
(∂2tU1 + ∂tU1 + ∂
2
tU0)wtdx. (3.37)
Similarly, multiply (3.31) by w, then integrate both sides on (0,1) with respect
to x:
d
dt
∫ 1
0
(wwt +
1
2
w2)dx+
∫ 1
0
(w2x − w2t )dx
= −
∫ 1
0
(∂2t u
e − ∂2xue)wdx−
∫ 1
0
(∂2tU1 + ∂tU1 + ∂
2
tU0)wdx. (3.38)
Denote
G(x, t) =
[
(∂2t u
e(x, t)− ∂2xue(x, t))
]
+
[
∂2tU1(
x

, t) + ∂tU1(
x

, t) + ∂2tU0(
x

, t)
]
.
(3.39)
Then (3.37) + (3.38)× k for a constant k to be determined later yields that
d
dt
∫ 1
0
(
w2t + w
2
x
2
+ kwwt +
kw2
2
)dx+
∫ 1
0
(
1

− k)w2t dx+
b

∫ 1
0
wxwtdx+ k
∫ 1
0
w2xdx
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= −
∫ 1
0
Gwtdx− k
∫ 1
0
Gwdx. (3.40)
The left hand side of (3.40) can be written as :
L.H.S =
d
dt
∫ 1
0
{1
2
[(wt + kw)
2 + (
k

− k2)w2] + 1
2
w2x}dx
+
∫ 1
0
k(wx +
b
2k
wt)
2 + (
1

− k − b
2
42k
)w2t dx. (3.41)
In order to have positive coefficients, we have:
k

− k2 > 0, (3.42)
1

− k − b
2
42k
> 0, (3.43)
k > 0. (3.44)
Solving for the above conditions, we obtain:
k ∈ (1−
√
1− b2
2
,
1 +
√
1− b2
2
). (3.45)
Thus we take
k =
1
2
. (3.46)
Then (3.40) becomes:
1
2
d
dt
∫ 1
0
[(wt +
w
2
)2 +
1
42
w2 + w2x]dx+
∫ 1
0
[
1
2
(wx + bwt)
2 +
1− b2
2
w2t ]dx
= −
∫ 1
0
(Gwt +
Gw
2
)dx. (3.47)
Integrate both sides of (3.47) on (0,t) with respect to time:
1
2
∫ 1
0
[(wt +
w
2
)2 +
1
42
w2 + w2x](x, t)dx+
∫ t
0
∫ 1
0
[
1
2
(wx + bwt)
2 +
1− b2
2
w2t ]dxds
=
1
2
∫ 1
0
[(wt +
w
2
)2 +
1
42
w2 + w2x](x, 0)dx−
∫ t
0
∫ 1
0
(Gwt +
Gw
2
)dxds. (3.48)
By Cauchy-Schwarz inequality:
|
∫ t
0
∫ 1
0
Gwtdxds| ≤ 1− b
2
4
∫ t
0
∫ 1
0
w2t dxds+

1− b2
∫ t
0
∫ 1
0
G2dxds. (3.49)
Then (3.48) becomes
1
2
∫ 1
0
[(wt +
w
2
)2 +
1
42
w2 + w2x](x, t)dx+
∫ t
0
∫ 1
0
[
1
2
(wx + bwt)
2 +
1− b2
4
w2t ]dxds
≤ 1
2
∫ 1
0
[(wt+
w
2
)2+
1
42
w2+w2x](x, 0)dx−
∫ t
0
∫ 1
0
Gw
2
dxds+

1− b2
∫ t
0
∫ 1
0
G2dxds.
(3.50)
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With the initial conditions (3.33), (3.34), we have
1
2
∫ 1
0
[(wt +
w
2
)2 +
1
42
w2 + w2x](x, t)dx+
∫ t
0
∫ 1
0
[
1
2
(wx + bwt)
2 +
1− b2
4
w2t ]dxds
≤ C
∫ 1
0
(w2t +
1
2
w2 + w2x)(x, 0)dx−
∫ t
0
∫ 1
0
Gw
2
dxds+

1− b2
∫ t
0
∫ 1
0
G2dxds.
(3.51)
Again, by Cauchy-Schwarz inequality,∣∣∣∣∫ t
0
∫ 1
0
Gw
2
dxds
∣∣∣∣ ≤ 14
∫ t
0
∫ 1
0
(w2 +G2)dxds. (3.52)
From (3.52) and (3.51), we have
1
82
∫ 1
0
w2(x, t)dx
≤ C
∫ 1
0
(w2t +
1
2
w2 + w2x)(x, 0)dx+
1
4
∫ t
0
∫ 1
0
w2dxds+
1
2
∫ t
0
∫ 1
0
G2dxds (3.53)
for small .
From the definition of G, we can see that,∫ 1
0
G2(x, t)dx ≤ C max
[0,1]
3∑
i=1
|f (i)(x)|2. (3.54)
Denote
F (t) =
∫ t
0
∫ 1
0
w2dxds. (3.55)
In view of (3.35), and (3.54), (3.53) becomes
F ′(t)− 2F (t)
≤ C2
∫ 1
0
(w2t +
1
2
w2 + w2x)(x, 0)dx+ 4
∫ t
0
∫ 1
0
G2dxds
≤ C2
(∫ 1
0
((g′(x))2 + b2|f ′(x)|2)dx+ (|f ′(0)|2 + |f ′′(0)|2)
)
+ Ctmax
[0,1]
3∑
i=1
|f (i)(x)|2. (3.56)
for small .
Multiply this by e−2t on both sides, we obtain,
(e−2tF (t))′
≤ C2e−2t
(∫ 1
0
((g′(x))2 + b2|f ′(x)|2)dx+ (|f ′(0)|2 + |f ′′(0)|2)
)
+ Cte−2t max
[0,1]
3∑
i=1
|f (i)(x)|2, (3.57)
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(3.58)
Integrate the above from 0 to t and multiply both sides by e2t,
e−2tF (t)
≤ C(e−2t − 1)
(∫ 1
0
((g′(x))2 + b2|f ′(x)|2)dx+ (|f ′(0)|2 + |f ′′(0)|2)
)
+ C
(
te−2t
2
+
e−2t
42
− 1
42
)
max
[0,1]
3∑
i=1
|f (i)(x)|2,
F (t)
≤ C(1− e2t)
(∫ 1
0
((g′(x))2 + b2|f ′(x)|2)dx+ (|f ′(0)|2 + |f ′′(0)|2)
)
+ C
(
t
2
+
1
42
− e
2t
42
)
max
[0,1]
3∑
i=1
|f (i)(x)|2.
(3.59)
Do Taylor expansion for e2t,
1− e2t = O(t), (3.60)
t
2
+
1
42
− e
2t
42
=
t
2
+
1
42
− 1 + 2t+O((2t)
2)
42
= O(t2). (3.61)
Plugging the above equations into (3.59) , we arrive at
F (t)
≤ C2t
(∫ 1
0
((g′(x))2 + b2|f ′(x)|2)dx+ (|f ′(0)|2 + |f ′′(0)|2)
)
+ Ct2 max
[0,1]
3∑
i=1
|f (i)(x)|2. (3.62)
This proves (3.36).
4 Numerical Results
We obtained the results from the Fourier solutions in Theorem 2.1 with f(x) =
sin(pix), g′(x) = −pi sin(pix),  = 0.01, a = 2 and b = 1. The horizontal axis in the
following figures stands for x and the vertical axis stands for u.
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