An improved characteristic set algorithm for solving Boolean polynomial systems is proposed. This algorithm is based on the idea of converting all the polynomials into monic ones by zero decomposition, and using additions to obtain pseudo-remainders. To improve the efficiency, two important techniques are applied in the algorithm. One is eliminating variables by new generated linear polynomials, and the other is optimizing the order of choosing polynomial for zero decomposition. We present some complexity bounds of the algorithm by analyzing the structure of the zero decomposition tree. Some experimental results show that this new algorithm is more efficient than precious characteristic set algorithms for solving Boolean polynomial systems, and in some cases the running time of this algorithm can be well predicted by analyzing a part of branches in the zero decomposition tree.
Introduction
Solving Boolean polynomial systems, which is solving polynomial systems in the ring R 2 = F 2 [x 1 , x 2 , . . . , x n ]/ x 2 1 + x 1 , x 2 2 + x 2 , . . . , x 2 n + x n , plays a fundamental role in many important fields such as coding theory, cryptology, and analysis of computer hardware. To find efficient algorithms to solve such systems is a central issue both in mathematics and in computer science. Efficient algebraic algorithms for solving Boolean polynomial systems have been developed, such as the Gröbner basis methods (Bardet et al., 2003; Brickenstein, 2007; Faugère, 1999 Faugère, , 2002 Faugère and Ars, 2003) and the XL algorithm and its improved versions (Courtois, 2000) . Email addresses: huangzhenyu@iie.ac.cn (Zhenyu Huang), sunyao@iie.ac.cn (Yao Sun), ddlin@iie.ac.cn (Dongdai Lin) 2. An improved Characteristic Set algorithm
Notations
First, let's introduce some basic knowledge about the characteristic set method over F 2 . For more details, the reader is referred to (Gao and Huang, 2012) . For a Boolean polynomial P ∈ F 2 [x 1 , x 2 , . . . , x n ]/ x 2 1 + x 1 , x 2 2 + x 2 , . . . , x 2 n + x n , the class of P , denoted as cls(P ), is the largest index c such that x c occurs in P . If P is a constant, we set cls(P ) to be 0. If cls(P ) = c > 0, we call x c the leading variable of P , denoted as lvar(P ). The leading coefficient of P as a univariate polynomial in lvar(P ) is called the initial of P , and is denoted as init(P ).
A sequence of nonzero polynomials A : A 1 , A 2 , . . . , A r is a triangular set if either r = 1 and A 1 = 1, or 0 < cls(A 1 ) < · · · < cls(A r ). A Boolean polynomial P is called monic, if init(P ) = 1. Moreover, if the elements of a triangular set are all monic, we call it a monic triangular set. Given a polynomial system P, we use Zero(P) to denote the common zero of this system, that is Zero(P) = {(a 1 , · · · , a n ), a i ∈ F 2 , s.t., ∀f i ∈ P, f i (a 1 , · · · , a n ) = 0}.
Obviously, for a monic triangular set A : A 1 , A 2 , . . . , A r , |Zero(A)| = 2 n−r . By the characteristic set method, we can decompose Zero(P) into the disjoint union of the zero sets of several monic triangular sets. That is
where each A i is a monic triangular set and Zero(A i )∩Zero(A j ) = ∅ for any i = j. Obviously, if the number of polynomials in A i is d i , we have |Zero(P)| = i 2 n−d i . In the following paragraphs of this paper, unless otherwise stated, for a polynomial system, we use n to denote the number of variables and m to denote the number of polynomials.
The BCS algorithm
In this section, we introduce the improved characteristic set algorithm BCS. This algorithm is a variant of algorithm MFCS proposed in (Gao and Huang, 2012) by adding important techniques.
Algorithm 1: BCS
input : A polynomial system P = {f 1 , f 2 , . . . , f m }. output: Monic triangular sets {A 1 , A 2 , . . . , A t } such that Zero(P) = ∪ t i=1 Zero(A i ) and Zero(A i ) ∩ Zero(A j ) = ∅ 1 P * = {P}, A * = ∅;
2 while P * = ∅ do /* P * is a group of polynomial sets */ 3 Select a polynomial set Q from P * ;
4
Let A and Q * be the output of Triset(Q); 5 if A = ∅ then A * = A * ∪ {A};
6 P * ← P * ∪ Q * ;
7 return A * .
3
Algorithm 2: TriSet input : A polynomial system P = {f 1 , f 2 , . . . , f m }. output: A monic triangular set A and a group of polynomial sets P * such that Zero(P) = Zero(A) ∪ Q∈P * Zero(Q), Zero(Q i ) ∩ Zero(A) = ∅, Zero(Q i ) ∩ Zero(Q j ) = ∅ for any Q i , Q j ∈ P * .
1 P * ← ∅, A ← ∅. Let n monic be the number of monic polynomials in P;
2 while P = ∅ do 3
Let A ′ and P ′ be the output of Simplify(P);
4 if A ′ , P ′ = ∅; then return ∅ and P * ; 5 else A ← A ∪ A ′ , P ← P ′ ; 6 if n monic ≥ t then /* t is a threshold value */ 7 Let Q be the set of the monic polynomials in P, and P ← P \ Q; P ← Choose(P), and suppose cls(P ) = c, P = Ix c + U ; /* Choose is a function that chooses an non-monic element from a polynomial set */ 21 P 1 ← (P \ {P }) ∪ A ∪ {I, U }, and P * ← P * ∪ {P 1 };
22
P ← (P \ {P }) ∪ {x c + U } ∪ {I + 1}; 23 n monic ← n monic + 1;
24 return A and P * .
Function: Simplify
input : A polynomial set P output: A monic triangular set A, and a polynomial set P 1 A ← ∅; 2 if 1 ∈ P then return ∅ and ∅; 3 while P has a linear polynomial
Substitute x c with L for the other elements in P;
5
A ← A ∪ {x c + L}; 6 if 1 ∈ P then return ∅ and ∅;
7 return A and P.
4 Function: AddReduce input : A polynomial set P output: A polynomial set P
2 Sort the elements of P by classes and obtain polynomial sets Q 1 , Q 2 , . . . , Q t ; /* The class of elements in Q i is c i */ 3 for i ← 1 to t do 4 Let Q ∈ Q i be the polynomial with lowest total degree;
In Algorithm BCS, Triset is the algorithm that solves the current polynomial system and generates some new polynomial systems, and it is the major part of BCS. Here we interpret several main processes of Triset.
• At Step 3, we are trying to find linear polynomials in the current system. If there is a linear polynomial x c + L, we use L to substitute x c in other polynomials, and add this x c + L into the monic triangular set A.
• At
Step 19-23, we convert polynomials into monic ones by zero decomposition. It is based on the fact that Zero(Ix c + U) = Zero(x c + U, I + 1) ∪ Zero(I, U).
Step 6-10, in the current system there are more that t monic polynomials, we execute AddReduce to eliminate the leading variables of these polynomials by addition.
Step 11-18, the elements in P are all monic, if they have different classes, we add them into A. Otherwise, we use AddReduce to eliminate the leading variable of them.
The differences of BCS and MFCS presented in (Gao and Huang, 2012) are:
1) In MFCS, Choose always chooses the polynomials with highest class. In BCS, Choose can be any form.
2) In MFCS, AddReduce is executed when the polynomials with the highest class are all monic. In BCS, AddReduce is executed when the number of new generated monic polynomials reaches the threshold value t or the polynomials are all monic.
3) In BCS, we add a new function Simplify to deal with the linear polynomials generated in the solving process.
Remark 1 Actually, in the implementation of MFCS in (Gao and Huang, 2012) , Choose is choosing the polynomial with "simplest" initial and the Simplify process was already used. However, the effect of these techniques to the correctness and complexity of the algorithm was not discussed before. Hence, in the following of this paper, we will talk about these problems in theoretical and experimental aspects. Now let's show the correctness of BCS.
Lemma 1 Algorithm Triset is correct.
Proof: It is easy to check that AddReduce and Simplify is correct. Here, we denote the input polynomial system by P 0 , and the polynomial systems we deal with in Loop 2 by P. Obviously, the elements in P may be updated after each iteration of Loop 2. Note that, the zero decomposition operations are based on the fact that Zero(Ix c + U) = Zero(x c +U, I +1)∪Zero(I, U) and Zero(x c +U, I +1)∩Zero(I, U) = ∅. Thus, in any iteration we always have Zero(
, we know that except the zero decomposition operations, other operations will not change the zero set of P. It means that, if the algorithm output a result, we have Zero(A) = Zero(P). This proves the correctness of the zero decomposition equations of the output. Now we show that A must be a monic triangular set. There are two cases in which a polynomial P can be added into A.
It is monic, and we substitute all the x c with L in other polynomials, hence other elements in A will not have x c .
2) P is added into A in step 13. In this case, for every class, there is only one element in P and it is monic. Therefore, the elements being added into A will have different class.
It implies that the elements in A are monic and have different classes, which means A is a monic triangular set. Now let's prove the termination of Triset. It is sufficient to show that the loop of Step 2 is terminal. We prove this by induction. If n = 1, the termination is obvious. Now we assume when n ≤ k, Loop 2 is terminal. When n = k + 1, we can prove that if no contradiction occurs, which means we don't obtain constant 1, we will convert all the polynomials with class k +1 into monic ones. Suppose the Choose function doesn't choose the polynomial with class k + 1, then we will always deal with the polynomials with k variables. According to the hypothesis, we will find contradiction or achieve a monic polynomial set with different classes from these polynomials. If no contradiction occurs, then the Choose function have to choose the polynomial with class k + 1. The above procedure will repeat until all the polynomials with class k + 1 are converted into monic ones. Then, after executing AddReduce, P will have one polynomials with class k + 1, and it is monic. After that, we only need to deal with the polynomials with k variables, thus Loop 2 will terminate at last.
Theorem 2 Algorithm BCS is correct.
Proof: According to Lemma 1, it is easy to check that if BCS terminates, the output is correct. Therefore, we only need to prove the termination of BCS.
For a polynomial set in P * , we assign an index (t n , r n , t n−1 , r n−1 , . . . , t 1 , r 1 ), where t i is the number of non-monic polynomials with class i in P * , and r i is the number of polynomials with class i in P * . Then we order the indexes by lexicography. Now we will show that the index of any polynomial set in Q * is strictly smaller than the index of Q. It is sufficient to show that in Triset, the indexes of the updated P and the new generated P 1 are smaller than the index of the previous P.
First, let's consider the change of P. P is updated in the following three cases.
1) We do the zero decomposition, and replace a non-monic polynomial Ix c + U by x c + U and I + 1. In this case, t c , the number of non-monic polynomial with class c, decrease by 1, thus the index decrease.
2) We execute AddReduce. Consider the monic polynomials with highest class c. Obviously, after AddReduce, t c will not be change, and r c will decrease. Thus, the index of P will decrease.
3) We execute Simplify. Suppose we obtain a linear polynomial x c + l. For the monic polynomials x k + U, where k > c, substituting x c with L will not change it into a non-monic polynomial. Moreover, the number of polynomials with class k > c will not increase. Hence, for k > c, t k , r k will not increase. We know that t c , r c = 0 after Simplify. Hence, the index of P will decrease.
For the new generated P 1 , we replace some polynomial Ix c + U with I, U. It is obvious that t c decreases and r c decreases, thus the index decreases. It is easy to show that a strictly decreasing sequence of indexes must be finite. This proves the termination of BCS.
The complexity of BCS
In this section, we will estimate the complexity of BCS. In order to do this, we introduce the conception of zero decomposition tree. We can generate the zero decomposition tree of BCS as follows. I) First, let the root node to be the input polynomial system P, and use a pointer M pointing to this node. The depth of the root node is set to be 0.
II) In the process of Triset, when we generate a new polynomial system at Step 21, we generate a new node, and set it to be this new polynomial system. Then let this node be the right child of the node pointed by M. When we update the current polynomial system at Step 22, we generate a new node, and set it to be the updated polynomial system. Then let this node to be the left child of the node pointed by M. After this, we let M point to the left child. 7 III) After we finished Triset one time, we will select a new polynomial set Q from P * at
Step 3 of BCS and run Triset again. At this time, we let M point to the node corresponding to Q and execute the operations in II) again.
We call an external path of this zero decomposition tree a solving branch. It is obvious that a solving branch is corresponding to one execution of Triset. Moreover, in this branch there is a node which is corresponding to the input of Triset. Obviously, when the solving branch is corresponding to first execution of Triset, this node is the root node. Otherwise, this node is the last node which is the right child of some node on this path. Moreover, we call the initial depth of a solving branch to be the depth of this node. Based on the zero decomposition tree, we can estimate the complexity of BCS by combing the complexity of Triset and the number of solving branches. First, let's show the complexity of solving one branch.
The complexity of Triset
Lemma 3 For a polynomial system
Proof: A polynomial f i can be written as P 1 x c + P 2 . Then the substitution process of this polynomial is computing
Moreover, we know that P 1 and P 2 have at most n − 1 variables, thus P 1 has at most
n−1 i terms and P 2 has at most
terms. L is a linear polynomial with at most n−1 terms. For computing P 1 L, we need to do at most (n−1)
times of monomial multiplications. For two Boolean polynomial with n − 1 variables, the multiplication of two monomial is equal to the addition of two vectors with n − 1 dimension, thus we need n − 1 operations. Thus, we need (n − 1)
operations to achieve the monomials of P 1 L. To compute P 1 L, we need to sum up all these monomials, and the complexity of this process is equal to the complexity of sorting all these monomials, which is (n − 1)((n − 1)
. Note that , P 1 L and P 2 are two polynomials whose terms have been sorted, thus the complexity of P 1 L plus P 2 is 2(n − 1)
Hence, the complexity of m times of substitution is O(dmn d+2 log(n)).
We define tdeg(P), the degree of a polynomial system P, to be the highest total degree of the elements in P. Let k be an integer and P be a polynomial. Write P = Ix k + U as a univariate polynomial in x k . We define two operators R k and J k as follows:
Theorem 4 Let P = {f 1 , f 2 , . . . , f m } be the input polynomial system of Triset, and tdeg(P) = d. For any Choose function, the bit-size complexity of TriSet is O(dmn 2d+3 log(n)). Then when d is fixed, TriSet is a polynomial-time algorithm with respect to n.
Proof: It is sufficient that we prove the theorem in the worse case, which is the input polynomials are all with class n, and when we deal with a polynomial Ix c + R with class c in the algorithm, I and R are all with class c − 1.
We denote the number of polynomials with class c occurring in the whole procedure of the algorithm by M c , and the input polynomial set by S. First, we assume we don't use the Simplify function in the algorithm. For class n, obviously M n = m. For class n − 1, the polynomials can be grouped into the following two polynomial sets:
where P s ∈ S is the polynomial chosen in Step 3 of AddReduce. Obviously, P s is a polynomial with class n and tdeg(P s ) ≤ tdeg(P ). Note that P s may not be a fixed polynomial
For class n − 2, the polynomials can be sorted into the following four polynomial sets:
Recursively, we have the polynomials with class n − k can be sorted into the polynomial sets which have form
where s is number of J in these subscripts O i . Since the total degree of S O 1 O 2 ···O k must be higher than 0, we have s ≤ d − 1. Therefore, we have
). Then the total number of polynomials occurring in the whole algorithm, which is denoted by N m , is less than m n−1
It is easy to see that if we use the Simplify function in the algorithm, M n−k will not increase. Note that, the major operations in the algorithm is addition of two monic polynomials and substitution x c with a linear polynomial in Simplify. Thus, we need to analyze the complexity of these two kinds of operations.
• When we execute the substitution in Simplify one time, we will eliminate one variable, thus this process can be executed at most n times. Each time, the number of polynomials that we need to do the substitution is less than O(mn d ). Hence, according to Lemma 3, the complexity of executing Simplify n times is O(dmn 2d+3 log(n))
• For each class c, the addition of two monic polynomials will convert one of them into a polynomial with lower class, thus the number of addition operations is bounded by M c . Hence, the number of addition operations in the whole algorithm is bound by
Moreover, the addition of two polynomials with degree d has a bit-size complexity O(n d+1 ). Thus, the bit-size complexity of the addition operations in the algorithm is bounded by O(mn 2d+1 ).
In summary, the bit-size complexity of Triset is O(mn
3.2. The depth of the zero decomposition tree when solving quadratic polynomial systems In this section, we will estimate the depth of the zero decomposition tree for quadratic systems. Quadratic Boolean polynomial systems are typical nonlinear systems, and the problem of solving them is called MQ problem. To the best of the authors' knowledge, the best complexity result for solving this problem is O(2 0.841n ) when m = n under some precise algebraic assumptions which are satisfied with probability very close to 1 (Bardet et al., 2013) . If no assumption is made for the system, the best complexity result is O(4log 2 (n)2 n ) for the fast exhaustive search method proposed in (Bouillaguet et al., 2010) .
First, we show a simple result about the depth of the zero decomposition tree for quadratic systems. Note that, each time we generate a new branch, we do the zero decomposition Zero(Ix c + U) = Zero(x c + U, I + 1) ∪ Zero(I, U) w.r.t. some polynomial Ix c + U. Since the input system is quadratic, I + 1 and I are both linear. Hence, in the current branch and the new generated branch, we both have a new linear polynomial. Then, by Simplify, we can eliminate one variable by the linear polynomial. Therefore, this can only happen n times, which means the depth of the tree is bounded by n. Then the number of branches is bounded by 2 n In the following of this section, we will show that when the input quadratic polynomial system is a random system, the depth of the zero decomposition can be bounded by n − 3 when n is big enough. From the view of computational complexity, the effect of this smaller bound can be ignored. However, this bound can be used to analyze the randomness of a quadratic system by the method proposed in Section 4.4 . Moreover, from the proof of the result, we can better illuminate how BCS works.
For Simplify, if its output is either two empty sets, or a triangular set A and an empty set, where the elements in A are linear polynomials, then we say that Simplify outputs a terminal result.
Lemma 5 Let P be a random quadratic polynomial system with 4 variables and m elements. Suppose r polynomials in P have the form
If we execute Simplify with input P ∪ {L}, then with the probability P b , we will achieve a terminal result.
Proof: Since L is linear, we will substitute x 3 with L(x 1 , x 2 ). After we substitute x 3 with L(x 1 , x 2 ) in P, we will achieve r polynomials with the form x 4 + g ′ i (x 1 , x 2 ) and m − r polynomials with the form t • If one of them is a linear polynomial, after we doing the substitution with this polynomial, we can convert other polynomials into constants or linear polynomials with one variable, thus Simplify will output a terminal result.
• If one of them is the constant 1, Simplify will end and output two empty sets.
The probability of the above two cases happening is 1 − (9/16) m−1 . Thus, in Case (a), with probability P 1 = (1 − (1/2) r )(1 − (9/16) m−1 ), Simplify will output a terminal result. Case (b): Case (a) is not valid, and we continue the substitution process with some t
• It is easy to check that with probability P 2 = 1 − (121/128) m−r , we can find some
2 ) such that t ′ = 0 and g ′ i is linear or constant 1. Let's show that in this case Simplify will output a terminal result. When some g ′ i is constant 1, the conclusion is obvious. When some g ′ i is linear, we can assume the class of this g ′ i is 2. Then after substitution, we can achieve r linear polynomials with class 4 and having two variables x 4 , x 1 , and m − r quadratic polynomials with variables x 4 , x 1 . Then, we can eliminate x 4 in other polynomials and convert these into constants or linear polynomials with variable x 1 . Hence, Simplify will output a terminal result.
• If the above case doesn't occur, and some t ′ (x 1 , x 2 )x 4 + g ′ i (x 1 , x 2 ) is linear or a constant with t ′ = 1, then we can substitute x 4 with g ′ i , and achieve m − 1 polynomials with at most two variables. Furthermore, if one of these m−1 polynomials is linear or constant 1, Simplify will output a terminal result. Similarly as above, the probability of this process succeeding is
In summary, in Case (b), with probability P 2 + P 3 , Simplify will output a terminal result.
By combining Case (a) and (b), we know that with probability P 1 + (1 − P 1 )(P 2 + P 3 ), Simplify will output a terminal result.
Lemma 6 Let P be a random quadratic polynomial system with 7 variables and m elements. Suppose r polynomials in P have the form
If we execute Simplify with input P ∪ {L}, then the probability of Simplify outputting a terminal result is smaller than P r .
Proof: Since L is linear, we substitute x 6 with L. If after substitution, we cannot achieve a new linear polynomial, Simplify will not output a terminal result.
Case (a): We continue the substitution process with some x 7 + g ′ i being linear. The probability of some g ′ i being linear is 1 − (1 − 1/2 10 ) r . Then we can substitute x 7 . After substitution, the probability of we achieving a new linear polynomial or the constant 1 is 1 − (1 − 1/2 10 ) m−1 . Thus, P 1 , the probability of Simplify output a terminal result in Case (a), is smaller than (1 − (1 − 1/2 10 ) m+r−1 . Case (b): Case (a) is not valid, and we continue the substitution with the some t ′ x 7 + g ′ being linear. The probability of one of them being constant 1 or linear is 1 − ((2 22 − 2 7 + 1)/2 22 ) m−r . Thus, P 2 , the probability of Simplify outputting a terminal result in Case (b), is smaller than 1 − ((2 22 − 2 7 + 1)/2 22 ) m−r . We have the probability of Simplify outputting a terminal result is
Lemma 7 Let f be a random quadratic polynomial with k variables. The probability of f being a linear polynomial is 1/2 ( n 2 )+1 , and the probability of f being constant 1 or 0 is 1/2 (
Proof: The proof is obvious.
Lemma 8 Let P be a random quadratic polynomial system with 17 ≤ n ≤ 100 variables and m = n polynomials. Let d be the depth of the first solving branch of BCS(P). Assume t, the threshold value in Step 6 of BCS, is set to be ∞. Then we have n − 5 ≤ d ≤ n − 3 with probability close to 1.
Proof: The conclusion is equal to that the probability of d ≤ n − 6 and d ≥ n − 2 is close to 0. Obviously, it is sufficient to show the probability of d = n − 6 or d = n − 2 is close to 0. Note that, since t = ∞, we do the AddReduce until we have converted all the polynomials into monic ones.
Firstly, we assume d = n − 6, which means we do the zero decomposition n − 6 times. Since m = n, we still have non-monic polynomials after n − 6 times of zero decompositions. Therefore, we will not execute AddReduce and the only possibility of this branch ending is Simplify output a terminal result. For a polynomial Ix c + U which is not monic, since it is quadratic, we have I + 1 is a linear polynomial. Thus, each time we achieve a I + 1, we will do the substitution of Simplify one time, and eliminate one variable. From Lemma 7, we know that when k ≤ n − 7, the probability of a polynomial with n − k variables being linear or constant 1 can be ignored. Hence, after we do the zero decomposition n − 6 times, we will achieve a linear polynomial, and some quadratic polynomials. Without loss of generality, this linear polynomial can be written as x 6 +L(x 1 , x 2 , x 3 , x 4 , x 5 ). In these quadratic polynomials, n − 6 of them are monic and have the form x n + g i (x 1 , x 2 , x 3 , x 4 , x 5 , x 6 ). By Lemma 6, we know that the probability of Simplify output a terminal result with these polynomials as input, is less than P r = (1 − (1 − 1/2 10 ) n−6 )(1 − (1 − 1/2 10 ) m−1 ) + 1 − ((2 22 − 2 7 + 1)/2 22 ) 6 . When m = 17, P r = 0.3%, and when m = 100, P r = 1.3%. Then we know that the probability of Simplify outputting a terminal result in this case is close to 0.
Secondly, we already do the zero decomposition n − 3 times. Similarly as the analysis above, in this case, we will achieve a linear polynomial x 3 + L(x 1 , x 2 ) and n − 3 quadratic polynomial with the form x n + g i (x 1 , x 2 , x 3 ). By Lemma 5, we know that the probabilityof Simplify outputting a terminal result with these polynomials as input is bigger than 99.9999%, which is close to 1. Thus, the probability of d = n − 2 is close to 0.
In the above theorem, we estimate the depth of the first solving branch when t = ∞. If we consider other branches or set the threshold value t = ∞, the conclusion is still valid. Note that, in these cases, at depth k, we will not have exactly k polynomials with the form x n + U. The reason is that some x n may be eliminated in the AddReduce process, or we are dealing the branch generated by I, U after the zero decomposition of Ix c +U. The conclusion in these cases can be similarly proved by modifying the above proof slightly. Then, we have the following proposition.
Proposition 9 Let P be a random quadratic polynomial system with 17 ≤ n ≤ 100 variables and m = n polynomials. Let d be the depth of a solving branch of BCS(P). Then we have n − 5 ≤ d ≤ n − 3 with probability close to 1.
From the proof of above lemmas, we can observe the following fact: when n is fixed, if m increases, the probability of a branch having a lower depth will increase. Based on this analysis, we have the following theorem.
Theorem 10 Let P be a random quadratic polynomial system with n ≥ 17 variables and m ≥ n polynomials. Let d be the depth of a solving branch of BCS(P). Then we have d ≤ n − 3 with probability close to 1.
In the follows, we present some experimental results to verify the above theoretical results. In these experiments, we generated some random quadratic polynomials, in which the probability of a monomial occurring is 1/2, and solved them by BCS. In Table 1 , n is the number of variables, m is the number of polynomials, d a is the average depth, and n b is the number of branches. For d = n − i, 2 ≤ i ≤ 7, we list the percentage of the number of branches with depth d. From the experimental results, we can observe that n − 6 ≤ d a ≤ n − 3 is valid for these systems, and d a decreases with m increasing.
The complexity bound of BCS
In this section we will present the complexity bound of BCS in different cases. First, we consider the quadratic polynomial systems. In this case, from the definition of initial depth, we can know that the complexity of solving a branch with higher initial depth is smaller. Based on this observation, we have the following lemma.
Lemma 11 Let P 1 be the system corresponding to a branch with initial depth d 0 and depth d. Suppose the input of BCS is a quadratic polynomial system with n variables and m polynomials. Then the bit-size complexity of
Proof: It is obvious that after one time of zero decomposition, the number of polynomials in this branch will increase by one. Therefore, at any step of Triset, the number of polynomials in this branch is always less than m + d.
Since the initial depth of this branch is d 0 , we have eliminated d 0 − 1 variables before solving this branch. Thus, in the Simplify process, we can do the substitution n − d 0 + 1 times, and the complexity is O((m + d)(n − d 0 + 1) 5 log(n − d 0 + 1)) according to Lemma 3. Now let us estimate the complexity of addition operations. The complexity of adding two quadratic polynomials with n − d 0 variables is O ((n − d 0 ) 3 ). For each class, the number of polynomials is less than m + d, and the number of different classes is at most n − d 0 . Therefore the number of additions is less than (n−d 0 )(m+d), and the complexity of addition
Lemma 12 Let P be a quadratic polynomial system with n variables and m polynomials. If the depth of the branches of BCS(P) are all d, then the bit-size complexity of BCS(P) is bounded by
Proof: For a solving branch with depth d, except the root node there are d nodes in this branch. They can form a sequence {E 1 , E 2 , . . . , E d }, where E i = L or R, which means the i-th node is a left child or a right child respectively. For example, the node sequence of the first branch is {L, L, . . . , L}. Then, the node sequence for a branch with initial depth d 0 > 0, must have the form
Thus, the number of branches with initial depth d 0 is at most 2 d 0 −1 . According to Lemma 11, the bit-size complexity of Triset is
reaches its maximal value when x = n − 6/ log 2 + 1 = n − 9.66. Thus, if d < n − 9.66,
Based on Lemma 12 and Theorem 10, we have the following theorem.
Theorem 13 Let P be a random quadratic polynomial system with n variables and m polynomials. The bit-size complexity of BCS(P) is bounded by O(n(m + n)2 n−3 ).
When the degree of the polynomial system is higher than 2, we have the following theorem about the complexity bound of BCS.
Theorem 14 Let P be a random polynomial system with degree d. If the polynomial chosen by Choose always has the lowest degree, then the bit-size complexity of BCS(P) is bounded by O(2 (n−1)(d−1) dmn d+2 log(n)).
Proof: Suppose we choose a polynomial P 1 = Ix c +U with degree d at the zero decomposition step of BCS, then we will add I +1 into the current branch and {I, U} into the new generated branch. Note that, deg(I) ≤ deg(P ) − 1 = d − 1. Since P 1 is a random polynomial, we can assume that I is not monic. It means that there is a non-monic polynomial with degree not larger than d − 1 in any of the two branches. Hence, at next step, when we choose a new polynomial P 2 in any of the two branches, we have deg(P 2 ) ≤ d − 1, since P 2 has the lowest degree. Similarly, after do the zero decomposition w.r.t. P 2 , we will add a polynomial with degree not larger than d − 2 into the current branch and the new generated branch. After do the above operation d − 1 times, we will generate a linear polynomial. Then, by Simplify, we can eliminate one variable. This means the depth of any branch is not larger than (d − 1)(n − 1). Hence, the number of branches is bounded by 2 (d−1)(n−1) . Then, according to Theorem 4, we have the complexity of BCS is bounded by O(2 (n−1)(d−1) dmn d+2 log(n)).
New features of BCS

The Choose function
From extensive experiments, we found that different Choose functions will significantly affect the efficiency of BCS. Hence, a vital problem for improving the efficiency of BCS is to find an appropriate Choose function.
Intuitively, a major principle for a good Choose function is
Choosing the "easy" polynomials first, and using the linear polynomials, which are generated from the zero decomposition of these "easy" polynomials, to simplify the "hard" polynomials.
has good performances on solving most systems. For a polynomial P = Ix c + U, we define an index (deg(P ), term(I), term(U), cls(P ))
where term(P ) is the number of monomials in P . Then we choose the polynomial with smallest index in the lexicographical ordering. We explain the idea of this choosing strategy.
• According to the proof of Theorem 14, we know that by choosing the polynomial with the lowest degree, we can ensure the degree of the chosen polynomial decreases, then generate the linear polynomial earlier. Thus, the first coordinate of this index is deg(P ).
• Note that, when dealing with a polynomial with small number of monomials, we will more likely achieve linear polynomials in the following process earlier, then simplify other polynomials 2 . In the step of zero decomposition for P = Ix c + U, we add I into the current branch and I + 1 into the new generated branch, thus the size of I will affect the following process of these two branches. In the current branch, another new polynomial is x c + U, which is monic and will not be chosen at next step, thus the size of U will only affect the following process of the new generated branch. Therefore, we first consider I and then U.
• For a linear polynomial x c + L, if c is larger than the class of another polynomial, we cannot substitute x c with L in this polynomial. Hence, we have to choose the polynomial with low class such that the linear polynomials generated can be used to simplify more polynomials.
Based on this Choose function, we used BCS to solve some benchmarks in (Gao and Huang, 2012) . This benchmarks are originated from stream cipher based on LFSR and a filter function, and have the form
where L is linear polynomial and f is a nonlinear polynomial. In the following, Canfil 1 to Canfil 8 are corresponding to different nonlinear polynomials (Canteaut and Filiol, 2000) . In Table 2 , we compared the numbers of solving branches of BCS with those of MFCS in Table 5 of (Gao and Huang, 2012) . We remind the reader that the simplification skill of using linear polynomial was already used in the implementation of MFCS, which is not mentioned in (Gao and Huang, 2012) . Hence, the differences of the numbers of branches for these two algorithms are due to the different Choose functions. Note that the the choosing strategy used in the implementation of MFCS is as mentioned in Remark 1. The following experimental results show that with the above Choose function, we reduced the numbers of branches for all these benchmarks except Canfil 7. Step 6 of Triset, we set a threshold value t. When the number of monic polynomials in the current branch exceeds t, we use AddReduce to eliminate the leading variables of some polynomials. The purpose of using this threshold value is to obtain linear polynomials and contradictions earlier. Since the monic polynomials are generated from the ones chosen by Choose, they are always "simplier" than other polynomials. Therefore, by executing AddReduce for these monic polynomials, we can generate some new "simply" polynomials which are not monic, then maybe obtain linear polynomials earlier.
For some systems, by using a small threshold value t, we can significantly reduce the number of branches. For instance, we consider the benchmarks generated by Canfil 8 in (Chai et al., 2008; Gao and Huang, 2012) . The polynomials in this system have the form similar to
x 1 x 2 x 3 + x 2 x 3 x 6 + x 1 x 2 + x 3 x 4 + x 5 x 6 + x 4 + x 5 =(x 5 + x 2 x 3 )x 6 + x 5 + x 4 + x 3 x 4 + x 1 x 2 x 3 + x 1 x 2
We can observe that in this system for a polynomial P = Ix c + U, I and U are both monic polynomials. Suppose we don't set a threshold value t. After we decompose the first polynomial P , the new polynomials added into the current branch and the new generated branch are all monic. Then, in next time of zero decomposition for these two branches, we will choose another input polynomial. Note that, the above situation will occur repeatedly. It means that by any Choose function, we will always choose the input polynomial, so the depth of the zero decomposition tree will be equal to the number of input polynomials m, and the number of branches will be 2 m . Hence, in this case, when m ≥ 40, solving this system in practical time is impossible.
In (Chai et al., 2008; Gao and Huang, 2012) , the idea of threshold value t is not used, so the benchmarks generated by Candil 8 cannot be solved directly. In order to solve this system, some special skill were added, in (Chai et al., 2008) , some polynomials with lower degree, which are generated from the annihilators of the nonlinear filter function (Courtois and Meier, 2003) , were added into the system, and in (Gao and Huang, 2012) we changed the order of the variables and destroied the above special form of the input polynomials. 17
The efficiency of BCS when m increases
From the analysis and experiments of solving quadratic polynomial systems in Section 3, we can know that, for quadratic polynomial systems, N b , the number of branches, will decrease when m increases. Actually, for most systems, this always happens. The reason is as follows.
• If the new added polynomials are more complicated than the former polynomials, they will not be chosen by the Choose function, thus it will not change the order of zero decomposition. They can be used to provide new contradictions in the Simplify and Addreduce processes, so some solving branch may be cut off earlier.
• If the new added polynomials are simpler than the former polynomials, Choose will choose these simpler polynomials to do zero decomposition, and in most cases, choosing simpler polynomials will lead to less solving branches.
Moreover, there is a way to ensure that the number of branches decreases when m increases for any polynomial systems. That is we use a Choose function which preferentially chooses the former polynomial and the polynomials generated from the former polynomials.
Then, a natural question is whether we can improve the efficiency of BCS by adding some new polynomials. This problem is originated from cryptanalysis, in which we can generate infinite number of polynomials to find a unique solution in most cases.
As shown in Theorem 4, when m increases, the complexity of solving one branch will increase. Hence, the efficiency of BCS will be improved when N new C new < NC, where N is the numbers of branches, and C is the complexity of solving one branch.
Here, we present some instants that the running time is shortened when m increases. We conclude that this may happen when the new added input polynomials have the close size as the former input polynomials and can easily provide contradictions in the simplify process. The first property keeps the complexity of solving one branch will not increase to much, and the second property makes the number of branches decrease greatly. 1) The first instance is from the above stream cipher problem. In the following graph, we illustrate the changes of the number of branches and the total running time when m increases for Canfil 7 problem with n = 64. From the first figure, we can observe that N b , the number of branches, decreases dramatically when m is not too big. For m from 80 to 110, N b decreases slowly, and its value is about 50000 to 60000.
From the second figure, we can observe that the running time decreases when m ≤ 55, and when m = 55 it reaches its minimal value which is 19.21 seconds. Then, since the change of N b is small, the things which can affect the total running time is the number and the size of the new added polynomials. According to formula 2 in Section 4.1, since the composition of linear polynomial L, the input polynomials will be more and more complicated as m increases. Hence, for m from 80 to 110, the running time behaves like a polynomial function.
2) The second instance is a more typical one, in which by adding one polynomial with the same size as the former polynomials, we can greatly reduce the number of branches. This instance is originated from the Boolean matrix multiplication problem. For two k×k Boolean matrices A and B, if AB = I, by the linear algebra we can deduce that BA = I, where I is the k × k identity matrix. However, if we want to check the conclusion by reasoning, it will become an extremely difficult problem. This challenge problem was proposed by Stephen Cook in his invited talk at SAT 2004 (Cook, 2004; Cook and Nguyen, 2010) . Before (Gao and Huang, 2012) , the best known result was that the problem with k = 5 can be solved by SAT-solvers in about 800-2000 seconds. In (Gao and Huang, 2012) , the problem with k = 6 was first time solved by MFCS in 196440 seconds.
We show that the original problem can be converted into the problem of solving of a Boolean polynomial system. By setting the entries of A and B to be 2k 2 distinct variables, then we can obtain k 2 quadratic polynomials from AB = I. Then we compute the zero decomposition of this polynomials, and check whether the polynomials generated from BA = I can be reduced to 0 by every triangular set in the zero decomposition. In this way, we can prove the conclusion. Precisely, let P 1 and P 2 be the polynomial sets generated by AB = I and BA = I respectively. With the CS method, we have
where A i are triangular sets. If prem(P, A i ) = 0 for all possible i and P ∈ P 2 , then we have solved the problem. It is clear that the major difficulty here is to compute the zero 19 decomposition. The above method was used in (Gao and Huang, 2012) . Actually, there is another way to prove the correctness of the conclusion. For each polynomial g generated form BA = I, if we add g + 1 into P 1 and prove that we cannot achieve solution from such system, then we prove the conclusion. By this way, we can cutoff a lot of branches when solving the system and the complexity of solving one branch is almost unchanged. The following table present the compare of the running time of solving these two kinds of systems. We can see that, by adding one polynomial g + 1, we reduce about 30% of the branches, hence reduce the running time. Remark 2 We mention that the result for solving P 1 here is 166.15 seconds, which is much better than the result 196440 seconds in (Gao and Huang, 2012) .
Predicting the running time of BCS
In Section 3, we use the depth of the zero decomposition tree to estimate the number of branches, then by combining the complexity of solving one branch, we obtain the complexity of the algorithm. A natural idea is that whether we can use this method to predict the running time of BCS by only solving a part of branches. According to our experiments, we found that for a lot of polynomial systems, this method is valid.
Specifically, we need to execute BCS twice in different order of selecting solving branches. At the first time, we execute BCS by preferentially solving the branches with lowest initial depth. After we solved N branches, we will achieve an average depth d a . At the second time, we execute BCS again by preferentially solving the branches with the highest initial depth. After we solved N branches we will achieve an average running time t a . Then we predict the running time of BCS to be t a 2 da . Note that, we preferentially solve the branches with low depth when we compute the average depth, while we preferentially solve the ones with high depth first when we compute the average running time. The reason is that when computing the average depth, we want to collect the depth information from the branches which can represent the algebraic structure of the system. In this case, consider the branches with low initial depth is more suitable. When computing the average running time, since the running time of solving branches with different initial depth is quite different. By preferentially solving the branches with low initial depth, in the first N branches, the number of the branches with low initial depth will be bigger than that of the branches with high initial depth, so the average running time will be more accurate.
In the the following table, we present some experimental results about the above method. Here, d a is the average depth of the first 500 branches, t a is the average running time of solving the first 500 branches. The predicted number of branches N p is equal to 2 da , and N r 20 is the true number of branches after BCS ends. The predicted running time T p is equal to N p t a , and T r is the true running time of BCS. In these benchmarks,
• Random (n,n) is the random polynomial system with n variables and n polynomials.
• Matrix5 and Matrix6 is the above Boolean matrix multiplication problem with k = 5, 6, which have 50 variables and 72 variables respectively.
• Canfil7 is the system mentioned in last section with m = 110.
• Bivium-B is the reduced version of stream cipher Trivium which is selected as the eStream Portfolio. In our experiment, we considered the system of recovering the internal states of Bivium-B by keystream with 33 guessed bits (Huang and Lin, 2011) . From the above experimental results, we can observe that our predicted running time is approximate to the true running time for these systems.
Remark 3 From the experiments of solving some other systems, we found that when the system has some internal variables which is used to reduced the complexity of the representation of the system, our predicting method is not so accurate. This may happen when we try to solve some systems generated from block cipher. We think the reason is that in the solving process, the internal variables is not so important as the original variables, so the algebraic structure of different branches is quite different, which makes the distribution of depth is not uniform.
Remark 4 As we mentioned in Section 3.2, this method can be used to analyze the randomness of a quadratic polynomial system. Precisely, we can compute the average depth d a of the input system for the first N branches. According to the experimental results in Table  1 , we know that if d a is nearly n − 4, the polynomial system is random in some sense.
Conclusion
In this paper, we present an improved characteristic set algorithm BCS to solve Boolean polynomial systems. This algorithm is based on the algorithm MFCS and some important techniques applied in implementation. By analyzing the zero decomposition tree, we obtain some complexity bounds of BCS. Compared to the previous CS methods for solving boolean polynomial systems, BCS has the following important new features. BCS has a changeable Choose function, thus for different system, we can use different Choose function to improve its efficiency. In some cases, the efficiency of BCS can be improved by increasing the number of input polynomials. The running time of BCS can be predicted by analyzing the average depth and the average running time of a part of branches.
