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Abstract
We extend the Berkovits-Maldacena prescription for MHV amplitudes of the
open superstring to the closed superstring, showing that in the α′ = 0 limit it
reduces to the result of supergravity found recently by Hodges. We also verify that
this prescription calculates the correct superstring tree level MHV amplitude for 4
gravitons including α′ corrections.
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1 Introduction
Berkovits and Maldacena [1] have proposed 5 years ago a prescription to calculate MHV
amplitudes for gluons at tree level inside the context of string theory, in a 4 dimensional
spacetime. Their prescription (formula (3.1)) looks like that of an open superstring the-
ory, and they have shown that it gives the same result as open superstrings for amplitudes
with n = 4 and 5 gluons including the massive corrections (α′ corrections) (Of course,
as superstrings live in 10 dimensions, one has to attach the open strings to D3-branes
so that they can only move in the usual 4 dimensions.) They have also shown that, in
the limit α′ = 0, their prescription reduces to the formula proposed by Parke and Taylor
[2, 3, 4] for Yang-Mills MHV amplitudes, as it should. Later, Stieberger and Taylor [5]
have also verified that it gives the right superstring result for n = 6 gluons.
Berkovits-Maldacena prescription is different from usual superstrings techniques in
that: a) three of the vertex operators appearing in the expression have only the expo-
nential “tachyonic” factor and b) there are only “physical” fields appearing in all vertex
operators, i.e., no ghosts and no pure spinors.
And yet, it is not known how to relate it to an actual string theory. In other words,
1
there is no known string action functional that gives rise to such a prescription.
The purpose of this work is to present the closed string analogue of the Berkovits-
Maldacena prescription, and show that it gives, for n = 4 gravitons, the same result as
with usual closed superstrings calculations, including massive corrections.1 We are think-
ing here about closed superstrings with the extra 6 spatial dimensions compactified and
very small. As an original contribution, we show also that it reduces to the known formu-
las for the MHV graviton amplitudes in the limit α′ = 0 (see [7, 8, 9, 10, 11, 12, 13, 14, 15]).
For this purpose we will use the formula found by Hodges in [15]. Again, the prescription
only calculates amplitudes at the tree level of string theory.
Such a result might have interesting connections with N = 2 closed string, which de-
scribes self-dual gravitons [16], and it would also be interesting to extend it to non-MHV
amplitudes, as it has been done for supergravity recently ([18] and [19]).
Notations
We will be mostly interested in a 4 dimensional spacetime, so indices like µ, ν will run
from 0 to 3.
Indices α and α˙ (and similars) are applied to 2 and 2¯ spinor representations of Lorentz
4 dimensional group.
Wherever needed, the signature will be ηµν = diag(− + ++). The normalization
for the antisymmetric symbol αβ (which is used to raise and lower spinor indices) will
be 21 = i
√
2 and 12 = i/
√
2 (similarly for α˙β˙), so that relation (2.5) holds with no
prefactor.
The explicit forms of the Pauli matrices σµαα˙ are
σ0 =
(
−1 0
0 −1
)
σ1 =
(
0 1
1 0
)
σ2 =
(
0 −i
i 0
)
σ3 =
(
1 0
0 −1
)
For the polarization vectors and spinors of gluons we will use the symbol ε repeated
times with different meanings. The number and species of indices should be enough to
differentiate the uses: εµ for the vector, εαα˙ for the corresponding (2, 2¯) spinor and εα or
εα˙ for specific choices of the polarization spinor εαα˙ as in expressions (2.6).
Similarly the letter h will be used with different meanings, all related to the polariza-
1This was earlier shown by Gustavo Monteiro in an unpublished work [6].
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tion of the graviton.
2 MHV amplitudes in super-Yang-Mills and super-
gravity
This section makes a brief review of the subject. The experienced reader may skip it and
go to section (3).
2.1 Helicity spinors
All formulas of interest here will be written in terms of spinors instead of spacetime
vectors. Let us review how the former come up from the latter.
Consider a massless particle with momentum kµ. Using the Pauli matrices σµαα˙ (α, α˙ =
1, 2), we can write the momentum as a matrix:
kαα˙ ≡ kµσµαα˙ (2.1)
It is easy to see that k2 = − det(kαα˙) so that the “matrix momentum” of the particle
has null determinant. This means that this matrix can be factorized:
kαα˙ = λαλ˜α˙ (2.2)
where λα and λ˜α˙ are 2-component commuting spinors. We can verify that both sides of
the above equation have the same number of independent components, but first let us
discuss the Minkowskian signature in use.
With signature ηµν = diag(−+++) and using the explicit forms of the Pauli matrices,
we have:
kαα˙ =
(
−k0 + k3 k1 − ik2
k1 + ik2 −k0 − k3
)
=
(
λ1λ˜1˙ λ1λ˜2˙
λ2λ˜1˙ λ2λ˜2˙
)
(2.3)
With this signature, hence, the spinors components must be complex and we have to
set λ˜α˙ = ±λ¯α depending if the particle is traveling to the past or to the future. If we
perform Wick rotations on some of the momentum components, these conditions change
(e.g. if we Wick-rotate k2, all matrix components will be real, and then we can also let
the spinors components be real, with no relations between λ˜α˙ and λα).
In any case, it looks like we have a total of 4 independent spinors components, while
only 3 independent momentum matrix components because of the zero determinant con-
dition. But look again at eq. (2.2): this decomposition will be the same if we rescale the
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spinors
λα → uλα
λ˜α˙ → u−1λ˜α˙ (2.4)
where u is a complex number of modulus 1 in the (−+ ++) signature or a real number
with k2 Wick-rotated, and thus it takes away one component of the spinors, leaving 3
independent components on both sides of eq. (2.2).
Before moving on, let us note that we can also write the Minkowski tensor ηµν as
ηαα˙ββ˙ ≡ ηµνσµαα˙σνββ˙ = αβα˙β˙ (2.5)
where the last equality can be easily verified using the explicit forms of the Pauli matrices.
Assume for an instant that the particle is a gluon (i.e. a spin 1 particle). Then it
has a polarization vector εµ, orthogonal to the particle momentum, εµk
µ = 0. We can
write the polarization vector as a matrix εαα˙ like we did before for the momentum, and
considering eq. (2.5) one can see that the condition of orthogonality is obeyed by the
polarization vectors
ε+αα˙ ∝ εαλ˜α˙, ε−αα˙ ∝ λαε˜α˙ (2.6)
for arbitrary normalization constants for εα or ε˜α˙. The + vector represents the po-
larization of a particle with positive helicity (angular momentum pointing in the same
direction of the momentum), and the − that of a particle with negative helicity. The
gauge transformation εµ → εµ + Λkµ translates into
ε→ ε+ Λλ or ε˜→ ε˜+ Λλ˜ (2.7)
Similarly, gravitons have a polarization tensor hµν , and in terms of spinors it can be
written in the form
h+
αα˙ββ˙
= hαβλ˜α˙λ˜β˙ (2.8)
for the + helicity (with normalization hαβλ
αλβ = 1) and
h−
αα˙ββ˙
= λαλβh˜α˙β˙ (2.9)
for the − helicity (with normalization λ˜α˙λ˜β˙h˜α˙β˙ = 1).2 Of course, because of the symmetry
2This normalization makes h+µνh
−µν = 1.
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of hµν , hαβ and h˜α˙β˙ are also symmetric.
The gauge transformations for the gravitons are:
δhαβ = ζαλβ + ζβλα
δh˜α˙β˙ = ζ˜α˙λ˜β˙ + ζ˜β˙λ˜α˙ (2.10)
where ζα, ζ˜α˙ are arbitrary spinors.
Let us also define the invariant spinor products:
(λξ) ≡ λαξα = αβλαξβ = −ξβλβ = −(ξλ)
(λ˜ξ˜) ≡ λ˜α˙ξ˜α˙ = −(ξ˜λ˜) (2.11)
In particular:
(λλ) = (λ˜λ˜) = 0
One property of interest in our calculations is the following: consider a scattering
between a set of n incoming and outgoing (massless) particles of momenta ki = λiλ˜i; by
total momentum conservation, we have:
∑
i is an incoming particle
(λi)α(λ˜i)α˙ =
∑
j is an outgoing particle
(λj)α(λ˜j)α˙
We can change the point of view by passing the RHS of the equation above to the LHS
and treating the outgoing particles as incoming, but with reversed momenta, absorbing
the minus sign with the λ˜i’s in η = diag(−+++) signature, for instance. In other words,
we can think of this scattering as a process involving future and past traveling particles
with vanishing total momentum:
n∑
i=1
(λi)α(λ˜i)α˙ = 0
By contracting the expression above in the left and the right with arbitrary λr and
λ˜s, we have:
n∑
i=1
(λrλi)(λ˜iλ˜s) = 0 (2.12)
In particular, if r = s and defining sij ≡ ki · kj, we have
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n∑
i=1
sri = 0 (2.13)
This is the point of view we will use throughout this work.
2.2 Supersymmetric extensions of YM and gravity
The formulas for MHV amplitudes we will be concerned with here are valid not only to
YM or gravity, but also to their extensions with maximum number of supersymmetries.
If Qiα and Q¯
j
α˙ are the generators of the supersymmetries, we have
{Qiα, Q¯jα˙} = 2σµαα˙Pµδij (2.14)
{Qiα, Qjα} = {Q¯iα˙, Q¯jα˙} = 0
where Pµ is the generator of spacetime translations. The indices i, j run from 1 to
an N defining the number of symmetries of the theory. These supersymmetries are
usually better visualized as translations over a bigger spacetime, described not only by
the coordinates xµ but also by Grassmann variables θαi and θ¯α˙i.
A YM theory can be extended to a sYM theory with up to N = 4 supersymmetries.
This N = 4 sYM theory contains 24 = 16 states: the gluon (with 2 states, the + and -
helicity states), fermions of 1/2 spin (8 states) and 6 scalars. We can join these states
in a single “superstate” with the help of four Grassmann variables κi (i = 1, ..., 4). Say
a+(λ, λ˜) represents the state of the positive helicity gluon; the full superstate will be
written in the form:
f(λ, λ˜, κi) = a
+(λ, λ˜) + κiψ
i(λ, λ˜) + κiκjφ
ij(λ, λ˜) + ...+ κ1κ2κ3κ4a
−(λ, λ˜) (2.15)
Now, while the wave function of a single gluon (of positive helicity, say) would be
a function of λ, λ˜ times the exponential eiλ
αλ˜α˙xαα˙ , we can think about a “super wave
function”, with the variables κi conjugated to the variables λαθ
αi:
f(λ, λ˜, κi)e
iλαλ˜α˙xαα˙eλακiθ
αi
(2.16)
Expanding the exponential in powers of the κi we recover the various components of
the super wave function [1]. In all this discussion we are forgetting about the color indices,
but of course all the particles in the supermultiplet must be in the same representation
as the gluon, i.e. the adjoint representation of the gauge group.
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A scattering amplitude in the sYM theory will be a function of the momenta of the
particles involved but also of these new parameters κi. To obtain the amplitude of the
scattering between, say, n + helicity gluons, we would have to look at the lowest order
term (in the κi’s) in the expansion of the amplitude. More explicitly, the same way
the integral over spacetime will produce a total momentum preserving delta function
δ4(
∑
r kr), an integral over the variables θ will produce a Grassmannian delta function,
and the amplitude can be written in the form
An(λ
r, λ˜r, κri ) = i(2pi)
4δ4
(
n∑
r=1
kµr
)
δ8
(
n∑
r=1
λrακ
r
i
)
A˜n(λ
r, λ˜r, κri ) (2.17)
(This is the color ordered amplitude, with the color indices of the gauge group omit-
ted.)
Remember that the delta function of a Grassmann variable ξ is just δ(ξ) = ξ. Now
we can actually see that, expanding the amplitude in powers of κ’s, the term in (κri )
0 for
all r’s and i’s vanishes; this corresponds to the scattering amplitude between n gluons of
+ helicity. The amplitude with just one - helicity gluon (say, the gluon s) corresponds
to the term in κs1κ
s
2κ
s
3κ
s
4, with all other κ’s to the 0-th power; this term also vanishes.
The first possibly non-vanishing terms are the ones with 8 κ’s, or, in other words, they
are the lowest orders terms of the tilded amplitude A˜n: these are the amplitudes we are
going to call MHV (maximally helicity violating) from now on.
We see, hence, that to extract the amplitude of the scattering where only gluons s
and t have - helicity we have to perform the Berezin integrals over the corresponding κ
variables of those gluons, i.e., integrate over dκs1dκ
s
2dκ
s
3dκ
s
4dκ
t
1dκ
t
2dκ
t
3dκ
t
4; the factors of
λs and λt are left to be combined in a SU(2) invariant form; we know this form: it is the
product (λsλt) defined in the last section. There are four of these products; the MHV
amplitude can be written, thus, as
AMHVn (λ
r, λ˜r) = i(2pi)4δ4
(
n∑
r=1
kµr
)
(λsλt)
4A˜n(λ
r, λ˜r, 0) (2.18)
One can also talk about MHV amplitudes between gluons and gluinos by performing
different combinations of Berezin integrals over the κ variables.
In the next section we will see the surprisingly simple formula Parke and Taylor [2]
proposed for the tilded amplitude A˜n(λ
r, λ˜r, 0).3
The case of supergravity with maximum number of supersymmetries (N = 8 super-
3In their article, actually, they were not talking about sYM, so they have included the prefactor of
(λsλt)
4 in the formula (2.20). The treatment in superspace was first done by Nair [4]. Also, Parke and
Taylor presented the formula for the squared amplitude, by means of which they did not need to use the
language of spinors.
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gravity) is treated similarly: one simply needs to make the indices i run from 1 to 8
now. Integrals over the θαi variables now will produce a 16 dimensional Grassmann delta
function for the κ’s. If we are considering the amplitude where only gravitons s and t
have - helicity, then as in the expression above we have:
MMHVn (λ
r, λ˜r) = i(2pi)4δ4
(
n∑
r=1
kµr
)
(λsλt)
8M˜n(λ
r, λ˜r, 0) (2.19)
We will explore in detail the formulas proposed for the tilded amplitude M˜n(λ
r, λ˜r, 0)
for the case of gravitons.
Again, we can also talk about more general MHV gravitational amplitudes, involving
gravitinos and other particles in the supermultiplet. Throughout this work we will mostly
talk about gravitons (or gluons), but one should keep in mind that the formulas proposed
can be used in those more general MHV configurations.
Let us finally notice that, in formula (2.17), the “decision” about which particles will
carry - helicity had not been taken yet: in that formula the particles enter in a completely
symmetric way,4 and only via the Berezin integrals we “select” the states involved in
the amplitude we are interested in. That means, also, that the tilded amplitudes are
symmetric between the different particles, property that it will be important to keep in
mind in the next sections.
2.3 MHV amplitudes for gluons
MHV amplitudes are interesting because they are much simpler to calculate than general
gluon scattering amplitudes, having an expression that enables one to skip the Feynman
diagrams method. The formula proposed by Parke and Taylor [2], proved by Berends
and Giele [3] and extended to sYM by Nair [4], and in the notation of the last section, is:
A˜MHVn = g
n−2 1∏n
r=1(λrλr+1)
(2.20)
where g is the coupling constant of the theory and λn+1 ≡ λ1. Here, the superscript
MHV means, of course, that the parameters κ of the last section are taken to be 0, but
we will stop writing it in the future.
Again, this is the color ordered amplitude, i.e., the amplitude for the scattering of the
gluons with the prefactor of the traces over the gauge group generators removed.
We can see immediately that this expression has a cyclic symmetry, as we anticipated
it should have.
4For the gluons, there is only a cyclic symmetry, as already discussed, but for the gravitons there is
a full n objects permutation symmetry
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The formula was first proved correct in [3] by the use of recursion relations between
amplitudes with different numbers of gluons. (See also [20].)
2.4 MHV amplitudes for gravitons
MHV amplitudes for gravitons are also simpler to calculate, though far more involved
than the corresponding ones for gluons. First we will present and discuss here some of
the formulas available, using later two of them to calculate MHV amplitudes for 4 and 5
gravitons.
2.4.1 An overview of the formulas so far; symmetry and efficiency
It has been almost 25 years since the first formula for such amplitudes was found by
Berends, Giele and Kuijf [7]. They have used string theory to obtain their result, exploring
the relation between closed and open strings (results for closed strings being somewhat
the “square” of the results for open strings [21]) and the result for gluons eq. (2.20).
Their result was:
M˜MHVn = (κ)
n−2 (λ˜1λ˜2)(λ˜n−2λ˜n−1)
(λ1λn−1)
F
N(n)
n−3∏
i=3
n−1∏
j=i+2
(λiλj) + P(2,...,n−2) (2.21)
where κ stands for the gravitational coupling constant, P(2,...,n−2) for the sum over all
permutations between the indices indicated,
N(n) ≡
∏
i<j
(λiλj)
and
F ≡
n−3∏
k=3
{(λ˜kλ˜k+1)(λk+1λn) + (λ˜kλ˜k+2)(λk+2λn) + ...+ (λ˜kλ˜n−1)(λn−1λn)}
It is not important for us to understand the details of this formula, as it will not
be used to be compared with our results in the next chapter. Let us just make some
comments.
First of all, there doesn’t seem to be a full Sn symmetry
5 between the gravitons
involved, but only a Sn−3 symmetry, and that too only because of the explicit presence of
5Sn standing for the group of permutations of n objects.
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the sum over the many permutations. Of course, the full symmetry is there, only hidden.
The presence of the sum over Sn−3 permutations also makes this formula very slow
from the point of view of number of operations involved in the calculation: there are
(n− 3)! such permutations, so the number of operations is at least of that order.
Mason and Skinner [12] simplified the BKG formula a little:
M˜MHVn = (κ)
n−2 1
(λ1λn−1)(λn−1λn)(λnλ1)
F ′
C(n)
+ P(2,...,n−2) (2.22)
where C(n) is a cyclic product identical to the one inside the gluons amplitude, eq. (2.20),
C(n) =
n∏
i=1
(λiλi+1)
and F ′, similar to the F above, is
F ′ ≡
n−1∏
k=2
(λ˜kλ˜k+1)(λk+1λn) + (λ˜kλ˜k+2)(λk+2λn) + ...+ (λ˜kλ˜n−1)(λn−1λn)
(λkλn)
This formula, obtained using twistor formalism, apart from the obvious simplification
over BKG formula, does not bring much more advantages: it still has an explicit sum
over permutations, which guarantees only a partial Sn−3 symmetry. The simplicity also
quickens a little the calculation, but the number of operations still remains at least of the
order of (n− 3)!.
Another formula was proposed by Bedford et al. [10] which contains a sum over
permutations of (n− 2) of the indices. This improves the symmetry from Sn−3 to Sn−2,
not improving the calculational efficiency though.
An interesting formula was proposed by Elvang and Freedman [11], in which is clear
the expression of the gravitational amplitude as a sum over squares of YM amplitudes:
M˜n(1, 2, 3, ..., n) = (λ1λn)(λ˜1λ˜n)
(
n−1∏
i=4
βi
)
A˜n(1, 2, 3, ..., n)
2 + P(3,4,...,n) (2.23)
where
βi ≡ − (λiλi+1)
(λ2λi+1)
{(λ2λ3)(λ˜3λ˜i) + (λ2λ4)(λ˜4λ˜i) + ...+ (λ2λi−1)(λ˜i−1λ˜i)}
and the tilded A˜n amplitude is the one for gluons as in formula (2.20).
Again there is an explicit summation over permutations, but here over (n−2) indices.
The coupling constants are taken here to be 1, or one may think that they have been
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factored out of the tilded amplitudes in eq. (2.17).
One can check for the simplest cases the equivalence between all these formulas, or
look in the articles cited for the general proofs. We will check specific cases for the more
interesting formulas given below.
Tree formula
Nguyen et al. [13] have proposed an interesting method to calculate those amplitudes.
Their formula makes use of diagrams that they called “trees” (which are not regular tree
Feynman diagrams, though). To write it one has to choose 2 particles that will enter the
expression in a special way (any 2 will do, there is no relation between this choice and the
two gravitons with different helicity, because this choice is not to be made at this point,
as we have already discussed). Of course, this breaks the Sn permutation symmetry to
only an Sn−2 symmetry again. Here is the formula, if we choose to treat gravitons (n−1)
and n specially:
M˜n =
1
(λn−1λn)2
∑
trees
( ∏
edges ab
(λ˜aλ˜b)
(λaλb)
)( ∏
verticesa
[(λaλn−1)(λaλn)]deg(a)−2
)
(2.24)
And here is the meaning of this formula:
• Choose two particles to have special treatment ((n−1) and n for instance) and put
the overall factor (λn−1λn)−2,
• With all other particles, draw a tree diagram, putting the label of the particles in
the vertices and joining them with edges;
• For each edge connecting particles a and b, put a factor of (λ˜aλ˜b)
(λaλb)
;
• Each vertex a has a degree deg(a), which is defined to be the number of edges
connected to it;
• For each vertex, add the factor [(λaλn−1)(λaλn)]deg(a)−2, which “contracts” the par-
ticle in the vertex with the two particles being treated specially;
• Do the same for all possible distinct tree diagrams drawable.
This method brings a small upgrade to the number of operations necessary, because
there are (n− 2)(n−4) diagrams for an n gravitons amplitude.
11
1 2
Figure 1: Tree diagram for n = 4 gravitons MHV amplitude.
The case n = 4 is almost trivial: treating 3 and 4 specially, there is only one diagram
(figure 1). This diagram corresponds to the following expression:
M˜4 =
1
(λ3λ4)2
(λ˜1λ˜2)
(λ1λ2)
1
(λ1λ3)(λ1λ4)
1
(λ2λ3)(λ2λ4)
(2.25)
For the case of n = 5 gravitons, there are 3 diagrams (choosing 4 and 5 for special
treatment); see figure 2. They correspond to:
1 2 3
1 3 2
2 1 3
Figure 2: Tree diagrams for n = 5 gravitons MHV amplitude.
M˜5 =
1
(λ4λ5)2
×
(λ˜1λ˜2)
(λ1λ2)
(λ˜2λ˜3)
(λ2λ3)
1
(λ1λ4)(λ1λ5)
1
(λ3λ4)(λ3λ5)
× (2.26)
(λ˜1λ˜3)
(λ1λ3)
(λ˜3λ˜2)
(λ3λ2)
1
(λ1λ4)(λ1λ5)
1
(λ2λ4)(λ2λ5)
×
(λ˜2λ˜1)
(λ2λ1)
(λ˜1λ˜3)
(λ1λ3)
1
(λ2λ4)(λ2λ5)
1
(λ3λ4)(λ3λ5)
Hodges’ formula
The best formula so far is the one proposed by Hodges [15] in 2012 (see also [14]): it has the
desired explicit Sn symmetry without making use of an explicit sum over permutations.
It also has a much quicker behavior in the number of operations.
Here is the formula:
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M˜n(1, 2, ..., n) = (−1)n+1sgn(αβ)cα(1)α(2)α(3)cβ(1)β(2)β(3)φβ(4)[α(4)φβ(5)α(5)...φβ(n)α(n)] (2.27)
with the antisymmetrization taken with no combinatoric factors, and with the following
definitions:
α and β are arbitrary permutations of (1, 2, ..., n)
sgn(αβ) is the product of the signs of the permutations
cijk = c
ijk ≡ [(λiλj)(λjλk)(λkλi)]−1 (2.28)
φij ≡
(λ˜iλ˜j)
(λiλj)
for i 6= j
φii ≡ −
n∑
j=1,j 6=i
(λ˜iλ˜j)(λjxi)(λjyi)
(λiλj)(λixi)(λiyi)
, where xi and yi are arbitrary spinors.
Note that we are not taking a sum over the permutations α and β! As the formula
is correct for any choice of those permutations, the symmetry between the gravitons is
explicit.
One might argue that there is actually a sum over permutations between the indices of
the φ’s, but note that this sum is just the determinant of a symmetric matrix, and there
are simple numerical methods to calculate this. Indeed, to calculate the determinant of
a symmetric (n− 3)× (n− 3) matrix there are O(n3) operations.
Let us compare it with our previous results for the cases n = 4 and n = 5 found using
the tree diagrams.
For n = 4, we will choose α(1, 2, 3, 4) = β(1, 2, 3, 4) = (2, 3, 4, 1); with this choice,
sgn(αβ) = 1. Then one must worry only about φ11; if we choose x1 = λ3 and y1 = λ4, we
have:
φ11 = −
(λ˜1λ˜2)(λ2λ3)(λ2λ4)
(λ1λ2)(λ1λ3)(λ1λ4)
Then the result is
M˜4 = (−1) 1
(λ2λ3)2(λ3λ4)2(λ4λ2)2
φ11 (2.29)
=
1
(λ3λ4)2
(λ˜1λ˜2)
(λ1λ2)
1
(λ1λ3)(λ1λ4)
1
(λ2λ3)(λ2λ4)
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which is the same result as found before (formula (2.25)).
For the case n = 5, we will choose α(1, 2, 3, 4, 5) = β(1, 2, 3, 4, 5) = (3, 4, 5, 1, 2)
(sgn(αβ) = 1), with x1 = x2 = λ4 and y1 = y2 = λ5. Then we have
φ1[1φ
2
2] =
[
(λ˜1λ˜2)(λ2λ4)(λ2λ5)
(λ1λ2)(λ1λ4)(λ1λ5)
+
(λ˜1λ˜3)(λ3λ4)(λ3λ5)
(λ1λ3)(λ1λ4)(λ1λ5)
]
×[
(λ˜2λ˜1)(λ1λ4)(λ1λ5)
(λ2λ1)(λ2λ4)(λ2λ5)
+
(λ˜2λ˜3)(λ3λ4)(λ3λ5)
(λ2λ3)(λ2λ4)(λ2λ5)
]
−
− (λ˜1λ˜2)
2
(λ1λ2)2
=
=
(λ˜1λ˜2)
(λ1λ2)
(λ˜2λ˜3)
(λ2λ3)
1
(λ1λ4)(λ1λ5)
(λ3λ4)(λ3λ5)+
+
(λ˜1λ˜3)
(λ1λ3)
(λ˜3λ˜2)
(λ3λ2)
1
(λ1λ4)(λ1λ5)
1
(λ2λ4)(λ2λ5)
(λ3λ4)
2(λ3λ5)
2+
+
(λ˜2λ˜1)
(λ2λ1)
(λ˜1λ˜3)
(λ1λ3)
1
(λ2λ4)(λ2λ5)
(λ3λ4)(λ3λ5)
which, with the prefactor of c345c
345 reduces to the result of eq. (2.26).
3 MHV amplitudes in superstring theory
3.1 Berkovits-Maldacena prescription
Berkovits and Maldacena have proposed [1] a prescription to calculate MHV amplitudes
for gluons at tree level of string theory, i.e., amplitudes which include also the interaction
of the gluons with the massive string states.
Explicitly, the prescription looks like:
An(λi, λ˜i) =
1
(λ1λ2)(λ2λ3)(λ3λ1)
〈
V (y1)V (y2)V (y3)
n∏
r=4
∫ y1
yr−1
dyrU(yr)
〉
(3.1)
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where the y’s are real variables,6 V (y) = exp (iλαλ˜α˙xαα˙(y)) is the non-integrated vertex
operator and
U(y) = [iεαλ˜α˙∂xαα˙(y)− 2(λ˜ψ)(λ˜η)]V (y) (3.2)
is the integrated one. The λ’s and λ˜’s are related to the momenta of the particles via eq.
(2.2), while ε was defined in eq. (2.6). The amplitude is to be calculated like a superstring
expectation value, with y1, y2 and y3 fixed to any arbitrary (different) positions over the
real line, and with the following OPE’s for the fields:
xαα˙(z)xββ˙(w) ∼ −α′αβα˙β˙(ln |z − w|+ ln |z − w¯|)
ψα˙(z)ηβ˙(w) ∼
α′α˙β˙
z − w (3.3)
The other OPE’s are non-singular.
The authors have shown that the above prescription reduces to the right result of eq.
(2.20) in the limit α′ = 0, where open superstring theory is supposed to describe sYM.
Finally, they have checked that it gives the right amplitude for scatterings between 4 and
5 gluons including α′ corrections, as one may compare with the results in the literature
(see [22] for 4 gluons).7 Stieberger and Taylor [5] have also shown that it works for 6
gluons, also manipulating it to show that the general result can be written as a linear
combination of a particular kind of integrals.
Notice that the Berkovits-Maldacena prescription makes sense only in a 4 dimensional
spacetime (we are using SU(2) indices) so, in order to compare its results to usual super-
strings, one has to attach the latter to D3-branes, forcing the open superstrings to move
only in 4 dimensions.
The intriguing part of eq. (3.1) is that the action S used in the averaging is not
known, i.e., the prescription looks like belonging to a string theory, except that we don’t
know how to deduce it from one. We can make calculations without this information,
though, only using OPE’s and holomorphicity properties of the fields.
The fields appearing in the vertex operators are the same that appear in the super-
string theory with N = 2 world-sheet supersymmetry ([16] and references therein). The
action for this string8 is:
6Because we are talking about open strings, and describing the world-sheet as the upper half-complex
plane. The vertex operators lie in the boundary, which is the real line in this description.
7These results have been reviewed before in [20].
8The fields η¯ and ψ¯ do not enter here in the context of open strings, but will appear in the next
sections.
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S =
1
α′
∫
d2z
(
1
2
∂xαα˙∂¯xαα˙ + η
α˙∂¯ψα˙ + η¯
α˙∂ψ¯α˙
)
(3.4)
The OPE’s between these fields are the same as in Berkovits-Maldacena prescription
(up to different normalizations).
There is only one massless state in this theory, a gluon of positive helicity, i.e., this
theory describes self-dual YM (without supersymmetry!) at massless level. This string
theory lives in 4 dimensions, but with 2 of them being timelike, and not only 1 as in
Minkowski spacetime.
It would be interesting to understand better the connection between this N = 2 su-
perstring and Berkovits-Maldacena prescription.
3.2 The analogous prescription for closed strings
The purpose of this work is to write the analogue of prescription (3.1) for “closed strings”.
Again, we won’t be able to derive it from an actual closed superstring theory (i.e. we
do not know the action behind our formula), but we will show that it actually gives the
right result for N = 8 supergravity for all n (α′ = 0 limit) and that it also gives the right
closed superstring result for scatterings between n = 4 gravitons with α′ corrections at
tree level.9
Here is the formula:10
M˜n(λi, λ˜i) =
1
[(λ1λ2)(λ2λ3)(λ3λ1)]2
〈V (z1, z¯1)V (z2, z¯2)V (z3, z¯3)
n∏
r=4
∫
d2zrU(zr, z¯r)〉 (3.5)
where the vertex operators are given by
V (z, z¯) ≡ exp
(
iλαλ˜α˙xαα˙(z, z¯)
)
(3.6)
and
U(z, z¯) ≡ 2
piα′
[
ihαλ˜α˙∂xαα˙ − 1
2
(λ˜ψ)(λ˜η)
] [
ihβλ˜β˙∂˜xββ˙ −
1
2
(λ˜ψ¯)(λ˜η¯)
]
V (z, z¯) (3.7)
9Again, this part was proved before in [6]
10We will use the convention d2z = dσ1dσ2.
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We have used in the definition above one of the gauge parameters of eq. (2.10) to
make det(hαβ) = 0; this allows us to write hαβ = hαhβ.
11 Accordingly to what always
happens with closed strings, now the integrated vertex operators run all over the complex
plane, and the non-integrated ones can be fixed to arbitrary points z1, z2 and z3.
The OPE’s for the fields in this theory are the same as for N = 2 closed superstring
theory:
xαα˙(z, z¯)xββ˙(w, w¯) ∼ −α′αβα˙β˙ ln |z − w|
ψα˙(z)ηβ˙(w) ∼
α′α˙β˙
z − w (3.8)
ψ¯α˙(z¯)η¯β˙(w¯) ∼
α′α˙β˙
z¯ − w¯
Again, the prescription is for a 4 dimensional spacetime, so in order to compare its
results to usual superstring theory one has to compactify 6 of the 9 spatial dimensions
of the latter and go to the limit where the sizes of this compactified dimensions are very
small.
3.2.1 Scattering with n=4 gravitons
Let us check the prescription (3.5) for the case of n = 4 gravitons. In this case, there
is only one integrated vertex operator, inside of which only the fields xαα˙ will bring
contributions with their OPE’s. We have:
M˜4 =
1
[(λ1λ2)(λ2λ3)(λ3λ1)]2
(
α′
2
)2
2
piα′
×∫
d2z4
∏
r<s
|zr − zs|α′srs
3∑
i=1
(h4λi)(λ˜4λ˜i)
z4 − zi
3∑
j=1
(h4λj)(λ˜4λ˜j)
z¯4 − z¯j
where srs ≡ kr · ks = (λrλs)(λ˜rλ˜s).
We can fix (z1, z2, z3) = (1,∞, 0). The integrand becomes then:
11With this decomposition, we will use the normalization (hλ) = 1. The gauge transformation of eq.
(2.10) becomes then δhα = cλα for infinitesimal c. Note that, under this transformation, the variation
of the vertex operator is a total derivative.
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|z4 − 1|α′s14|z4|α′s34
(
(h4λ1)(λ˜4λ˜1)
z4 − 1 +
(h4λ3)(λ˜4λ˜3)
z4
)(
(h4λ1)(λ˜4λ˜1)
z¯4 − 1 +
(h4λ3)(λ˜4λ˜3)
z¯4
)
Here we have used property (2.13). Now we choose (h4)α = (λ3)α/(λ3λ4) so as to
cancel the second terms inside each pair of parenthesis (note that we are respecting the
normalization (h4λ4) = 1).
The amplitude becomes:
M˜4 =
α′
2pi
(λ˜1λ˜4)
2
[(λ1λ2)(λ2λ3)(λ3λ4)]2
× I
where
I =
∫
d2z4|z4|α′s34|z4 − 1|α′s14−2
Here we use the result:∫
d2z|z|2a−2|z − 1|2b−2 = pi Γ(a)Γ(b)Γ(c)
Γ(a+ b)Γ(b+ c)Γ(c+ a)
with a + b + c = 1 to write (remember that, by momentum conservation, s12 = s34 and
s12 + s13 + s14 = 0 and so on):
I = pi
Γ(1 + α
′s12
2
)Γ(α
′s14
2
)Γ(α
′s13
2
)
Γ(1− α′s13
2
)Γ(−α
′s12
2
)Γ(1− α′s14
2
)
= −pi
(
α′s12
2
)2 4∏
i=2
Γ(α
′s1i
2
)
Γ(1− α′s1i
2
)
Finally, then, we have:
M˜4 = −α
′3
8
(λ˜1λ˜4)
2(λ˜1λ˜2)
2
(λ2λ3)2(λ3λ4)2
4∏
i=2
Γ(α
′s1i
2
)
Γ(1− α′s1i
2
)
(3.9)
This is the same result as one would get via usual superstring, as we show in appendix
(A).
Remembering that the gamma function behaves like Γ(x) = 1
x
+ O(x0) for small x
(also Γ(1) = 1), we see that in the limit α′ = 0 we have
M˜4(α
′ = 0) = − (λ˜1λ˜4)(λ˜1λ˜2)
(λ3λ4)2(λ1λ2)(λ1λ3)(λ1λ4)(λ2λ3)2(λ˜1λ˜3)
which, using property (2.12) to write (λ2λ3)(λ˜3λ˜1) + (λ2λ4)(λ˜4λ˜1) = 0, gives the same
result as eq. (2.29).
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3.2.2 The α′=0 limit, for arbitrary n
To evaluate this expression in the limit where α′ = 0, we will first rewrite the integrated
vertex operators using integrals over Grassmann variables:
U(z, z¯) =
2
piα′
∫
dχdξ
∫
dχ˜dξ˜ exp{iλαλ˜α˙xαα˙
+ 2−1/2χ(λ˜ψ) + 2−1/2ξ(λ˜η)− iχξ(hαλ˜α˙∂xαα˙)
+ 2−1/2χ˜(λ˜ψ˜) + 2−1/2ξ˜(λ˜η˜)− iχ˜ξ˜(hβλ˜β˙∂¯xββ˙)} (3.10)
Evaluating all OPE’s between the vertex operators (and using the other gauge param-
eter left for each particle to make all (hihj) = 0), the prescription (3.5) can be written
then as
M˜n =
1
[(λ1λ2)(λ2λ3)(λ3λ1)]2
(
n∏
r=4
2
piα′
∫
d2zr
∫
dχrdξr
∫
dχ˜rdξ˜r
)∏
i<j
|zi − zj|α′sij×
exp{−α
′
2
(λ˜iλ˜j)
zi − zj (χiξi(hiλj) + χjξj(hjλi) + χiξj + χjξi)− (3.11)
− α
′
2
(λ˜iλ˜j)
z¯i − z¯j
(
χ˜iξ˜i(hiλj) + χ˜j ξ˜j(hjλi) + χ˜iξ˜j + χ˜j ξ˜i
)
}
As the particles labeled 1, 2 and 3 enter the formula with simpler vertex operators,
we have to remember that, for the above expression to be valid, we must set χ1 = χ2 =
χ3 = ξ1 = ξ2 = ξ3 = 0 (and the same for the “tilded” variables).
Note that, because of (hihj) = 0, we have (we are not performing sums over the
repeated indices):
exp{ − α
′
2
(λ˜iλ˜j)
zi − zj (χiξi(hiλj) + χjξj(hjλi) + χiξj + χjξi)} =
1− α
′
2
(λ˜iλ˜j)
zi − zj (χiξi(hiλj) + χjξj(hjλi) + χiξj + χjξi)
because the only second order term available would be proportional to:
χiξiχjξj[(hiλj)(hjλi)− 1] =
χiξiχjξj[(hiλi)(hjλj) + (hihj)(λjλi)− 1] = 0
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with our choices for the h’s. The same is valid for tilded variables.
There are many terms coming from the Berezin integrals in eq. (3.11). Let us analyze
them.
First, consider a term in which the integral over, say, variable χi1 has been made when
it meets a variable ξi2 . Then, to integrate over χi2 , one has to choose a term where it
meets another ξ, say, ξi3 , and so on, and the only way to end this process is by closing a
cycle: χim = χi1 .
The same is valid for the tilded variables. And the same is valid for terms in which
the χiξi(hiλj) term in one set of parenthesis meets the χ˜j ξ˜j(hjλi) term in the other
parenthesis: all of them give rise to cycles.
Now, let us analyze the problem with these cycles. The terms from the exponentials
will be all of order α′2. Considering that each vertex operator (from i = 3 on) has a
factor of α′−1, the only integrals over the complex variables zi which interest us are those
who give rise to a factor of α′−1, so that the overall order will be α′0; the terms with this
dependence on α′, of course, are the only ones to survive in the limit α′ = 0.
The only way to have such a factor from those integrals is like this: Grassmann
variables of particle i meet the variables of particle j in such a way that the modulus
|zi− zj|α′sij has its exponent diminished by 2 (because (λ˜iλ˜j)/(zi− zj) meets (λ˜iλ˜j)/(z¯i−
z¯j)). To see that this is true, in the integral over zi, we separate the domain of integration
between a “small circle” of radius δ around zj and the “rest”. The “rest” will be integrated
first only up to a big radius R, which we may set as ∞ in the end:∫
d2zi|zi − zj|α′sij−2 =
∫
circle
d2zi|zi − zj|α′sij−2 +
∫
rest
d2zi|zi − zj|α′sij−2
The second term is finite for α′ = 0, so it must be at least of order α′0; the only part
that interests us is, then:
∫
circle
d2zi|zi − zj|α′sij−2 = 2pi
∫ δ
0
dρρα
′sij−1 = 2pi
δα
′sij
α′sij
= 2pi
1
α′sij
+O(α′0) (3.12)
This is the α′−1 factor we were looking for. The integral over zi would hence be
taken care of, and, for the rest of the expression, zi can be set equal to zj (because δ is
arbitrarily small).
So first of all: terms in which there is a mismatch between 1/(zi− zj) and 1/(z¯i− z¯j),
giving rise to non-real integrands, cannot produce such a α′−1 factor, and hence can be
ignored.
Second: in a cycle (beginning, as before, at particle i1, going up to particle im before
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it reaches i1 again), we would have the following:
• Integrating over zi1 would produce a factor of 2pi/(α′si1i2), and we would set zi1
everywhere else equal to zi2 ;
• Then we would have to integrate over zi2 , producing a factor of 2pi/(α′si2i3) and
setting zi2 everywhere else equal to zi3 ;
• And so on. Note that in the beginning of the process, the last two factors in the
integrand were |zim−1−zim|α
′sim−1im−2 times |zim−zi1|α′simi1−2. But zi1 was set equal
to zi2 , and then to zi3 , and so on, until it is set equal zim−1 turning the mentioned
integrand into |zim−1 − zim|α
′(sim−1im+simi1 )−4.
This −4 in the exponent is responsible for making the integral over zim (or over zim−1 ,
it doesn’t matter) finite for α′ = 0 if we follow the same reasoning that led us to eq.
(3.12).
We conclude, then, that in a term where there is cycle,12 we cannot cancel all the
factors of α′ in the numerator of eq. (3.11).
In short: the only terms of interest in the expression (3.11) are the ones in which each
χiξi portion meets its similar χ˜iξ˜i, both paired with a second particle j, which will be
paired with another particle and, to avoid chains, at some point some of these particles
will have to be paired with the “special” ones 1, 2 or 3. Graphically, we need to have
something like figure 3.
1
2 3
i
j
Figure 3: An example of a diagram representing a term of the formula (3.11).
(These diagrams are not the same as the tree diagrams proposed by Nguyen et al. [13]
and discussed in the last chapter.)
12Note that it is not important that the cycle encompasses only some or all particles.
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Each arrow in those diagrams indicates that the Berezin integral has been made over
the Grassmann variables of the particle where the arrow originates, selecting the term
χiξi(hiλj) (if the arrow originates in i and ends in j). Making the integral over zi gives
rise to a contribution (including all factors from eqs. (3.10), (3.11) and (3.12)):
2
piα′
α′2
4
(λ˜iλ˜j)
2(hiλj)
2 2pi
α′sij
=
(λ˜iλ˜j)
(λiλj)
(hiλj)
2 (3.13)
With the help of our diagrams, we will show that the expression (3.11) for the ampli-
tude in the limit α′ = 0 can be simplified to
M˜n(α
′ = 0) = (−1)n+1 1
[(λ1λ2)(λ2λ3)(λ3λ1)]2
φ4[4φ
5
5...φ
n
n] (3.14)
where the antisymmetrization is taken with no combinatoric factors. This is a particular
form of Hodges’ formula (2.27), where the permutations α and β have been taken to be
the identity and, for each particle, the arbitrary spinors xi and yi will be chosen to be
xi = yi = hi. So, by proving our diagrams agree with eq. (3.14), we will show that
prescription (3.5) indeed reduces to N = 8 supergravity MHV amplitudes, as it should.
Proof
At first glance, it seems like the expression above allows more terms than those admitted
by our diagrams of the kind appearing in figure 3. To show that both prescriptions
give rise to the same analytic terms, we will also draw the diagrams allowed by Hodges’
formula. “Our” diagrams were drawn in solid lines, so the diagrams of Hodges’ formula
will be drawn in dashed lines.
Consider, for instance, the case n = 4: we then only have to worry about this matrix
element
φ44 ≡ −
3∑
j=1
(λ˜4λ˜j)
(λ4λj)
(h4λj)
2
This is the same as having to consider the contributions from the diagrams of figure 4.
1
4
+
2
4
+
3
4
Figure 4: Hodges’ diagrams for n = 4.
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where the rule to each arrow is the same as before, and the terms appear with a plus sign
because of one minus in the definition of φii in (2.28) and other in eq. (3.14).
These are the same diagrams allowed by our prescription, so it gives the right result
(2.29) found in last chapter.
Let us be patient and see what happens in the case n = 5 now. The term
φ44φ
5
5
allows the diagrams in figure 5.
14
+
4
5
5
24 5
+ 34 5
14 25 +
14 35+
24 15+
24 35+
34 15+
34 25+
14
+
5
24 5
+ 34 5
+
14
+
5
245
+ 345
+
+
Figure 5: Some Hodges’ diagrams for n = 5.
The cycle in this figure represent a contribution
(λ˜4λ˜5)
(λ4λ5)
(h4λ5)
2 (λ˜5λ˜4)
(λ5λ4)
(h5λ4)
2
But
(h4λ5)
2(h5λ4)
2 = [(h4h5)(λ5λ4) + (h4λ4)(h5λ5)]
2 = 1
making this cycle cancel the contribution from the other term:
−φ45φ54
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The only diagrams which give an actual contribution are also allowed by our pre-
scription. In other words we can say that the term above gives rise to the following
diagram:
4 5-
Figure 6: Another Hodges’ diagrams for n = 5.
Note the minus sign. Then we can say that the sum over diagrams (5) and (6), with
the appropriate signs, via cancellations of cycles, leaves only diagrams allowed by our
solid drawings of figure 3.
By induction, consider now we have proved the equivalence between solid and dashed
diagrams for n = 4, 5, ..., k − 1; let us show that it works for n = k.
We saw that the first term in the sum,
φ44φ
5
5...φ
k
k ,
corresponds to all allowed solid diagrams, but also to diagrams with cycles, all of them
with a + sign ((−1)k+1 from the overall factor in eq. (3.14) and other (−1)k−3 because
of the - sign in the definition of φii).
But, as we saw in the case n = 5, terms with two indices interchanged and the others
untouched, like
−φ45φ54...φkk ,
correspond to diagrams with 2 particles closed in a cycle, with a - sign in front,13 hence
canceling these diagrams in the sum with the previous ones.
Similarly, the set of permutations of three determined indices (like 4, 5 and 6, leaving
the other indices untouched) has the property of canceling terms with cycles involving 3
particles, which are not allowed by our (solid) prescription either.
We can keep doing this, and the only terms which are left after using everything
13In the case n = 5, there were only particles 4 and 5 in the diagram 6, but here we allow the other
particles involved in the process to attach to the cycle. This does not modify our argument, because all
ways of attaching particles to, say, the (4, 5) cycle are allowed by both terms above, with different signs,
hence canceling each other.
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assumed by the induction hypothesis are the ones with permutations which move all
indices.14 One of these terms is
(−1)kφ45φ56...φk4 ,
which corresponds to figure (7)
4
5
-
6
7
8k ...
Figure 7: A cycle with “all” k-3 particles.
with an overall - sign (because of the overall (−1)k+1 times the (−1)k−4 coming from the
permutations); the other permutations left differ by the one above by a even number of
transpositions, corresponding then to other cycles involving all particles and also appear-
ing with the - sign. These diagrams were the last ones we needed to get rid of.
We see, then, that our prescription (3.5), in the limit α′ = 0, gives rise to terms we
can graphically represent by the solid diagrams of figure 3, which are the same terms
allowed by eq. (3.14).
This finishes our proof.
A by-product
As a by-product of our proof, we have also found a new method of calculation of MHV
amplitudes for gravitons, similar to tree diagrams proposed by Nguyen et al. [13]. We
review the method for the sake of completeness:
• In an amplitude for n gravitons, take 3 to be treated specially;
• Draw vertices for the particles and connect them with arrows, making all possible
tree diagrams with these rules:
14Permutations where all indices move but only inside of two or more disjoint sets are also included in
the previous smaller n cases.
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All n− 3 “non-special” particles must enter;
At least one of the special particles 1, 2 and 3 must enter;
Each non-special vertex must be the origin of one and only one arrow, but they
can be the endpoints of arbitrarily many arrows;
Special vertices can be only endpoints.
• The diagrams thus drawn are like the ones in figure 3: tree diagrams where there
are “flows” ending in vertices 1, 2 and 3;
• For an arrow originating in vertex i and ending in vertex j, put a term as defined
in eq. (3.13);
• Put an overall factor 1
[(λ1λ2)(λ2λ3)(λ3λ1)]2
in the end.
This method still makes reference to the h’s, upon which we have imposed the con-
straints (hihj) = 0, being hence less direct than the method of [13].
4 Conclusions
Berkovits and Maldacena [1] have shown that MHV amplitudes also simplify in the con-
text of open superstring theory, proposing a prescription (formula (3.1)) for them which
is simpler than using usual superstrings, while giving the appropriate results, at least for
the verified cases of 4, 5 and 6 gluons (see [1] and [5]), and also reducing to the correct
sYM result in the α′ = 0 limit.
We have shown here that that prescription, naturally extended to closed superstrings,
also gives the correct results for the MHV amplitudes of gravitons, at least for the case of
4 gravitons and for arbitrary number of gravitons in the limit α′ = 0. To this last result,
it was very important to rely upon the formula recently found by Hodges [15].
Some questions remain opened, as the possible connections between the prescription
(3.5) and the closed superstring with N = 2 world-sheet supersymmetry. Less clear is the
connection with usual superstring theory (with only N = 1 supersymmetry), because,
although both seem to give the same results, including α′ corrections, it is not known
how to derive the Berkovits-Maldacena formula from a string action.
Results for amplitudes of gluons [17] and gravitons [18, 19] have also been extended to
non-MHV configurations. It would also be interesting, hence, to extend the prescription
used in this work to more general configurations.
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A Comparing our MHV scattering amplitude for n=4
gravitons with usual superstring theory
One can find in the literature the result for the scattering amplitude between 4 gravitons
(with arbitrary polarizations) in superstring theory. [22] gives it like this:
M˜4 = −iκ
2α′3
4
Γ(−1
4
α′s)Γ(−1
4
α′t)Γ(−1
4
α′u)
Γ(1 + 1
4
α′s)Γ(1 + 1
4
α′t)Γ(1 + 1
4
α′u)
K(h1, h2, h3, h4) (A.1)
Before writing down the kinematic factor K, let us simplify things by writing each
h as hµν = aµaν . We will have aµ → aαα˙ = hαλ˜α˙ for the positive helicity gravitons15
and aµ → aαα˙ = λαh˜α˙ for the negative helicity.16 With these conventions, the factor K
simplifies to a square:
K(h1, h2, h3, h4) = [K
′(a1, a2, a3, a4)]
2
(A.2)
where the new K ′ is given by:
K ′(a1, a2, a3, a4) =
1
8
[
4Cµ1νC
ν
2ρC
ρ
3σC
σ
4µ − Cµ1νCν2µCρ3σCσ4ρ
]
+ (1324) + (1423) (A.3)
with
Cµiν ≡ kµi aiν − kiνaµi (A.4)
and the parenthesis indicate other permutations. This K ′ is exactly what appears in the
analogous amplitude for 4 gluons with polarizations ai.
The ratio between the gamma functions in eq. (A.1) agrees with our result (3.9),
because the Mandelstam variables are:
15According to eq. (2.8) and using one gauge parameter to make hαβ = hαhβ .
16According to eq. (2.9) and using one gauge parameter to make h˜α˙β˙ = h˜α˙hβ˙ .
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s ≡ −(k1 + k2)2 = −2(k1 · k2) = −2s12
t ≡ −(k1 + k3)2 = −2(k1 · k3) = −2s13 (A.5)
u ≡ −(k1 + k4)2 = −2(k1 · k4) = −2s14
We then only need to worry about showing that the factor K reduces to what appears
in our result (3.9) when we specialize to an MHV amplitude.
We will choose gravitons 1 and 2 to have negative helicity. Half of the terms in eq.
(A.3) are:
Cµ1νC
ν
2µC
ρ
3σC
σ
4ρ =
= 4[(a1 · a2)(k1 · k2)− (a1 · k2)(a2 · k1)][(a3 · a4)(k3 · k4)− (a3 · k4)(a4 · k3)] (A.6)
Cµ1νC
ν
3µC
ρ
2σC
σ
4ρ =
= 4[(a1 · a3)(k1 · k3)− (a1 · k3)(a3 · k1)][(a2 · a4)(k2 · k4)− (a2 · k4)(a4 · k2)] (A.7)
Cµ1νC
ν
4µC
ρ
2σC
σ
3ρ =
= 4[(a1 · a4)(k1 · k4)− (a1 · k4)(a4 · k1)][(a2 · a3)(k2 · k3)− (a2 · k3)(a3 · k2)] (A.8)
But (a3 · a2) = (h3λ2)(λ˜3h˜2) and (a3 · k2) = (h3λ2)(λ˜3λ˜2). Hence, choosing (h3)α =
(λ2)
α/(λ2λ3) the part (A.8) vanishes. The part (A.7) will similarly vanish for (h4)
α =
(λ2)
α/(λ2λ4), making also (a3 · a4) = 0
Finally, for (A.6), we can make (a1 · k2) vanish by making (h˜1)α˙ = (λ˜2)α˙/(λ˜2λ˜1).
Making yet (h˜2)
α˙ = (λ˜1)
α˙/(λ˜1λ˜2) we have this contribution to K
′ (mind the 1/8 factor
in eq. (A.3)):
4
8
(a1 · a2)(k1 · k2)(a3 · k4)(a4 · k3) (A.9)
=
1
2
(λ1λ2)
2 (λ2λ4)(λ˜3λ˜4)
(λ2λ3)
(λ2λ3)(λ˜4λ˜3)
(λ2λ4)
We can just cancel (λ2λ3) and (λ2λ4); or we can cancel the term (λ2λ4) in the numer-
ator and the denominator, use property (2.12) to write (λ2λ3)(λ˜4λ˜3) = −(λ2λ1)(λ˜4λ˜1)
and finally use s12 = s34 to write (λ˜3λ˜4) = (λ˜1λ˜2)(λ1λ2)/(λ3λ4). We arrive thus at two
forms for this contribution:
− 1
2
(λ1λ2)
2(λ˜3λ˜4)
2 = −1
2
(λ1λ2)
4 (λ˜1λ˜2)(λ˜1λ˜4)
(λ2λ3)(λ3λ4)
(A.10)
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But K ′ (eq. (A.3)) also has contributions coming from the terms where all Ci’s are
coupled. With the conventions we adopted for the polarizations above, these contributions
reduce to:
Cµ1νC
ν
2ρC
ρ
3σC
σ
4µ + C
µ
1νC
ν
4ρC
ρ
2σC
σ
3µ =− 2(a1 · a4)(k1 · k2)(a2 · k3)(a3 · k4)− (A.11)
− 2(a1 · a2)(k1 · a4)(k2 · k3)(a3 · k4)
Cµ1νC
ν
3ρC
ρ
2σC
σ
4µ =− (a1 · a4)(k1 · a3)(k3 · a2)(k2 · k4)+ (A.12)
+ (a1 · a4)(k1 · a3)(k3 · k2)(a2 · k4)+
+ (a1 · a3)(k1 · a4)(k3 · a2)(k2 · k4)−
− (a1 · a3)(k1 · a4)(k3 · k2)(a2 · k4)
Contracting k1 +k2 +k3 +k4 = 0 with a2 to write (a2 ·k4) = −(a2 ·k3) makes the first
and second lines of (A.12) join; we can similarly make the third and fourth lines join,
simplifying eq. (A.12) to:
Cµ1νC
ν
3ρC
ρ
2σC
σ
4µ = + (a1 · a4)(k1 · a3)(k3 · a2)(k2 · k1)− (A.13)
− (a1 · a3)(k1 · a4)(k3 · a2)(k2 · k1)
Now the first terms of (A.11) and (A.13) are the same (because (a3 ·k4) = −(a3 ·k1)),
so they sum. Less trivially, the second terms in both equations are also the same (it is
easier to write down the products in terms of spinors to see so). Hence, apart from eq.
(A.10), K ′ also has this contribution (putting all numeric factors of eqs. (A.3), (A.11)
and (A.13)):
3
2
(a1 · a4)(k1 · a3)(k3 · a2)(k2 · k1)− (A.14)
− 3
2
(a1 · a3)(k1 · a4)(k3 · a2)(k2 · k1)
But:
(a1 · a4)(k1 · a3)− (a1 · a3)(k1 · a4) = (A.15)
=
(λ1λ2)(λ˜2λ˜4)
(λ2λ4)(λ˜2λ˜1)
(λ1λ2)(λ˜1λ˜3)
(λ2λ3)
− (λ1λ2)(λ˜2λ˜3)
(λ2λ3)(λ˜2λ˜1)
(λ1λ2)(λ˜1λ˜4)
(λ2λ4)
=
29
=
(λ1λ2)
2
(λ˜2λ˜1)(λ2λ3)(λ2λ4)
[
(λ˜2λ˜4)(λ˜1λ˜3)− (λ˜2λ˜3)(λ˜1λ˜4)
]
=
=
(λ1λ2)
2
(λ˜2λ˜1)(λ2λ3)(λ2λ4)
(λ˜1λ˜2)(λ˜3λ˜4)
= −(λ1λ2)
2(λ˜3λ˜4)
(λ2λ3)(λ2λ4)
Putting this in eq. (A.14), we can rewrite this contribution to K ′ as:
− 3
2
(λ1λ2)
2(λ˜3λ˜4)
(λ2λ3)(λ2λ4)
(λ2λ3)(λ˜1λ˜3)
(λ˜1λ˜2)
(λ1λ2)(λ˜1λ˜2) = (A.16)
=
3
2
(λ1λ2)
2(λ˜3λ˜4)
2
This sums with eq. (A.10) to give
K ′ = (λ1λ2)2(λ˜3λ˜4)2 = (λ1λ2)4
(λ˜1λ˜2)(λ˜1λ˜4)
(λ2λ3)(λ3λ4)
(A.17)
We wrote this in the second, more complicated form, because like this we see that K ′
squared (i.e. the K of eq. (A.2)) gives in eq. (A.1) the same factor in front of the Γ’s
than in our result (3.9),17 times the (λ1λ2)
8 we factored out in eq. (2.19)
17Up to multiplicative constants.
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