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We present some easily verifiable conditions for the existence and global
asymptotical stability of almost periodic solutions to systems of delay differential
Ž . Ž . Ž . Ž . Ž n.equations in the form u t Au t Wg t, u  f t , where A, W L t
Ž . Ž .and f t , g t,  are almost periodic in t uniformly on  from bounded subsets of
Ž  n.C h, 0 , . With this purpose, we use the exponential dichotomy theory to-
gether with usual positivity arguments. In particular, the semigroup version of the
so-called PerronFrobenius theorem is applied to study the generalized Halanay
inequality. Finally, systems with maxima are studied in detail.  2000 Academic
Press
1. INTRODUCTION
In this paper, we consider the almost periodic delay differential systems
u t Au t Wg t , u  f t , u t  n , 1Ž . Ž . Ž . Ž . Ž . Ž .t
Ž . Ž .where A, W are constant matrices and g t,  , f t are almost periodic in t
Ž  n.uniformly on  from bounded subsets of C C h, 0 , .
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Easily verifiable conditions for the existence and stability of a globally
Ž .attracting almost periodic solution to 1 are our main goal here. Note that
Ž  .this is not a trivial task see 3, 69, 11, 13 even for linear homogeneous
Ž . Ž . 0  Ž . Ž Ž ..systems when f t  0, Wg t, u  H dW s u t  r s , r t 1
Ž  .C 1, 0 , , and here we present new simple delay depending condi-
tions for the exponential stability. With this purpose, we use the exponen-
tial dichotomy theory together with usual positivity arguments. In particu-
lar, the semigroup version of the so-called PerronFrobenius theorem is
applied to study a multidimensional generalization of the scalar Halanay
 inequality 8
u t 	au t  b max u s , a, b . 2Ž . Ž . Ž . Ž .
 s th , t
Such inequalities appear in the natural way during studies of the asymptot-
Ž .ical stability of bounded solutions to 1 , and our theorems complement
Ž  .and shed some new light on earlier results of Tokumaru and Yi see 6 ,
   Li-Ming 13 , and Pinto and Trofimchuk 16 . We note that our approach
can be extended also to the infinite dimensional case; the corresponding
work will appear elsewhere.
Finally, we apply our theorems to a particular example of the delay
system with maxima and almost periodic forcing term:
u t Au t W max u s  f t , u t  n . 3Ž . Ž . Ž . Ž . Ž . Ž .
 s th , t
Ž .  Previously, Eq. 3 for n
 1 was considered in 17, 19 , while the scalar
Ž .   Žcase n 1 was studied in 1, 6, 1416, 20 where one can also find other
Ž ..references concerning 3 .
 Now we establish some notations that we shall use in this paper. By  0
we shall denote the usual sup-norm in spaces of bounded and continuous
  nfunctions, while z is the euclidean norm in  . For a given matrix
Ž .   Ž  . ² : ² :  A a , we shall write A  a and A  a  a if i j;i ji j i j i j
² : 4 Ž .a  a , while  A will stand for the spectral radius of A. We shalli i i i
Ž .denote by I the n n unit matrix, that is, I  , with   0 for i ji j i j
Ž . Ž . n.and   1, i 1, . . . , n i 1, n for short . If u C h, , , t
 0,i i
Ž . Ž Ž ..it is customary to write u t instead of max u s . Finally, we˜ s th, t  i i1, n
n Ž .shall write x y for x, y if x  y for all i. If A a 
 0, theni i i j
Ž .A  a    0, where   0 are sufficiently small real numbers. i j i j i j
2. GENERALIZED HALANAY INEQUALITY
 Following 6 , we call the inequality
u t 	Mu t  Bu t  Cw t Dw t ,Ž . Ž . Ž . Ž . Ž .˜ ˜
4Ž .½ w t 	 Fu t Gu t Hw t ,Ž . Ž . Ž . Ž .˜ ˜
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Ž . n Ž . pwith u t  , w t  , the generalized Halanay inequality in honor 
 of Romanian mathematician Aristide Halanay 4 who for the first time
Ž . Ž  . Ž n n.had used 2 in stability theory see 6, 8 . Here M, B L  , ,
Ž p n. Ž n p. Ž p p.C, D L  , , F, G L  , , H L  , . Moreover, we shall
Ž .make the following standing positivity assumption H on the matrices in
Ž .4 :
eM t
 0 	 t
 0, and B , C , D , F , G, H
 0 elementwise.
HŽ .1½ The spectral radius  H  1 and therefore IH 
 0.Ž . Ž .
Ž . Ž .We remark that if the pair u, w satisfies the differential inequality 4 for
t
 
 then it satisfies the equivalent integral inequality
t M Ž t
 . M Ž ts.u t 	 e u 
  e Bu s  Cw s Dw s ds,Ž . Ž . Ž . Ž . Ž .Ž .˜ ˜H 
w t 	 Fu t Gu t Hw t , t
 
 ,Ž . Ž . Ž . Ž .˜ ˜
5Ž .
Indeed, since eM s 
 0 for all s
 0, we can multiply both sides of the
Ž . M Ž ts.differential inequality in 4 by e , t
 s, by the left without changing
sense of it. Then, integrating the obtained inequality between 
 and t, we
Ž .get immediately 5 .
Ž . Ž .Conversely, it is easy to see that if u, w satisfies 5 then there exists
Ž . Ž . , w verifying 4 with u	 . These facts permit us to study both systems
of inequalities simultaneously.
Ž . Ž .In this section we consider 4 , 5 for n, p
 0, somewhat strengthening
and complementing results of Tokumaru, Adachi, and Amemiya 6, Theo-
  rem 3.6.15 , Yi 6, Theorem 5.6.3 for autonomous systems, and also of
   Li-Ming 13 and Pinto and Trofimchuk 16 . In particular, we find neces-
sary and sufficient conditions, give exact convergence exponents, and
Žremove some superfluous assumptions irreducibility of M B, p 0
Ž . Ž .Tokumaru et al. or p 0, m  b  0, i 1, n Yi , or m  b i i i i i i i i
Ž ..0, p n Li-Ming . The main result of this section is given in the
following assertion.
Ž .THEOREM 2.1. Let assumption H hold. Then for eery  0, there exist
Ž . Ž . Ž .    0,  0 , and ectors    0,    0 such that
u tŽ .i  Ž .Ž t
 .u t 	 1    max e ;Ž . Ž . Ž . ½ 5   Ž .t 
h , 
 , i1, n i
w tŽ .i  Ž .Ž t
 .w t 	 1    max e , t
 
Ž . Ž . Ž . ½ 5   Ž .t 
h , 
 , i1, p i
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Ž .  . npfor eery nonnegatie solution u, w : 
 h,  of the inequality
Ž . Ž Ž ..4 or 5 if and only if eery real eigenalue of the n n-matrix
1
M B CD IH FGŽ . Ž . Ž .
is negatie.
Ž  . M tRemark 2.1. By the Kamke theorem see 18 , e 
 0, 	 t
 0, if and
only if m 	 0, i j.i j
 1Remark 2.2. The best value of the above  is equal to max h
Ž . 4ln  H ,   0, where  is the maximal real root of the characteristic
equation
1h h h hdet IM Be  CDe I e H F e G  0.Ž . Ž . Ž .
6Ž .
It should be noted that if B, C, D, F, G, H 0 we can set  0 every-
Ž .where in the formulation of the theorem. In the opposite case,   
Ž . Ž .0,    0,     0 could be chosen as solutions of the inequality
IM  B e h C D e h  Ž .    	 0. h h ž / ž / Ž .F G e H e  I  
Remark 2.3. Note that  belongs to the class of n-dimensional
Ž  .M-matrices see 5, 6 . Hence we get the following equivalent assumptions
Ž . Ž .k Ž .k on   :  
 0 for i j and 1 det   0 for all ki j i j i j i, j1
1, n.
To prove Theorem 2.1, we need several lemmas.
Ž .LEMMA 2.1. Let assumption H hold, H 0, and the system
u t 
Mu t  Bu t h  Cw t Dw t h ,Ž . Ž . Ž . Ž . Ž .
7Ž .½ w t 
 Fu t Gu t h Hw t h ,Ž . Ž . Ž . Ž .
Ž . n Ž . pwith u t   , w t   , has a solution in the exponential form
Ž . Ž . ,  exp  t with real  0 and ectors  ,  0. Then, for each  0
Ž .  . np Ž .and eery pair of nontriial solutions u, w : 
 h,   of 4 or
Ž .5 the following inequalities are satisfied:
u t defŽ .i
u t  1  max  exp  t 
  t ,Ž . Ž . Ž . Ž .Ž .½ 5 t 
h , 
 , i1, n i
w t defŽ .i
w t  1  max  exp  t 
  t .Ž . Ž . Ž . Ž .Ž .½ 5 t 
h , 
 , i1, p i
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Ž Proof. Clearly, the statement of the lemma holds for t 
 h, 
 .
On the contrary, let us suppose now that there exists r 
 such that
Ž Ž . Ž .. Ž Ž . Ž .. Ž . Ž . Ž . Ž .u t ,w t   t ,  t for t r and u r   r or w r   r forj j j j
some j. In this case, for t	 r,
tM Ž t
 . M Ž ts.u t 	 e u 
  e Bu s  Cw s Dw s dsŽ . Ž . Ž . Ž . Ž .Ž .˜ ˜H


tM Ž t
 . M Ž ts. e  
  e B s h  C sŽ . Ž . Ž .ŽH


D s h ds	  t ,Ž . Ž ..
and
 w t  F t G t h H t h 	  t , t 
 , r ,Ž . Ž . Ž . Ž . Ž .
a contradiction proving the lemma.
To apply Lemma 2.1, we need the existence of an exponential decaying
Ž . Ž .solution to 7 this fact explains the inequality in Remark 2.2 . In the next
Ž .paragraph, we prove that, under the assumption H , the system of equa-
tions
u t Mu t  Bu t h  Cw t Dw t h ,Ž . Ž . Ž . Ž . Ž .
8Ž .½ w t  Fu t Gu t h Hw t h ,Ž . Ž . Ž . Ž .
Ž . n Ž . p Ž .with u t  , w t  , has no increasing exponential i.e., 
 0
solutions. Then it suffices to show that there is an exponential solution of
Ž .8 with real exponent  .
Indeed, since
A A11 12 1det  det A det A  A A A , 9Ž .Ž .22 11 12 22 21ž /A A21 22
Ž . Ž Ž . Ž ..it can be easily seen that Eq. 8 has a nontrivial solution u t , w t 
Ž . Ž . ,  exp  t , 
 0 if and only if there is a nonnegative root to the
Ž .characteristic equation 6 . By our assumptions, the matrix  is an
M-matrix. Next, for 
 0,
1h h h h   IM Be  CDe I e H F e GŽ . Ž . Ž . Ž .
was obtained from  by increasing its elements so that no element
  Ž .changes its sign. By 6, Proposition 3.6.14 ,   is also an M-matrix and
Ž . Ž .therefore it is invertible, in contradiction with 6 . Hence 6 has no
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nonnegative solutions, and it suffices now to prove the existence of real
solutions to the characteristic equation. To do that, we can use the positive
semigroup theory.
Let us consider the strongly continuous one-parameter semigroup T of
Ž . Ž  n.bounded linear operators on the Banach space u, w  C h, 0 , 
Ž  p. Ž .L h, 0 , naturally associated with 8 . Note that this semigroup is1
not eventually compact, and we need to work with the Lebesgue space to
have the strong continuity. It can be checked that the infinitesimal genera-
tor A of T is given by
d
A ;
ds
 1 n 1, 1 p   u , w  C h , 0 , W h , 0 , :Ž . Ž . Ž .0 0
u 0 Mu 0  Bu h  Cw 0 Dw h ,D A  Ž . Ž . Ž . Ž . Ž .Ž . 0 0 0 0 0w 0  Fu 0 Gu h Hw h ,Ž . Ž . Ž . Ž .0 0 0 0
1, 1 where W h, 0 is the Sobolev space of the absolutely continuous
functions, that is,
1, 1 n      W h , 0  x : h , 0  x , x L h , 0 , 41
with its usual norm.
Ž .LEMMA 2.2. Suppose that H is satisfied and h 0, det H 0. Then T
Ž .is a positie semigroup and the spectral bound s A of its generator satisfies
Ž . Ž . 1 Ž .either Eq. 6 or s A  h ln  H .
Proof. Positivity of T with respect to the cone
  n   p   n   pC h , 0 , L h , 0 , C h , 0 , L h , 0 ,Ž . Ž .Ž . Ž . 1  1
Ž .is evident, and since the spectral bound s A of the generator A of a
strongly continuous semigroup of positive operators is always a spectral
Ž  .value of A see, e.g., 10 , it suffices to prove the Claim
if   A then  satisfies Eq. 6 or det IH exp h  0.Ž . Ž . Ž .Ž .
Ž Proof of this statement follows standard arguments compare, e.g., with 7,
.Proposition 3.4 ; we will give it, for the sake of completeness.
Ž .Proof of the Claim. Note that   A if and only if for every
Ž .     Ž .b u , w , u  C h, 0 , w  L h, 0 there is a unique f f , f0 0 0 0 1 1 2
Ž . Ž .D A such that  A f b. The last equation can be written in a
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more explicit form as
  f s  f s  u s ,Ž . Ž . Ž .1 1 0
 f s  f s  w s , whereŽ . Ž . Ž .2 2 0 10Ž .f 0 Mf 0  Bf h  Cf 0 Df h ;Ž . Ž . Ž . Ž . Ž .1 1 1 2 2f 0  Ff 0 Gf h Hf h .Ž . Ž . Ž . Ž .2 1 1 2
Ž .Since the general solution of the differential equation in 10 is given by
0
 t  Ž ts.f t  e f 0  e b s ds,Ž . Ž . Ž .H
t
Ž . npthe required f exists if and only if there is a vector z , z  such1 2
that
  h  h IM Be z  CDe zŽ . Ž .1 2
0 0 Žhs.  Žhs. u 0  B e u s dsD e w s ds,Ž . Ž . Ž .H H0 0 0
h h 11Ž . h  h FGe z  IHe zŽ . Ž .1 2
0 0 Žhs.  Žhs.G e u s dsH e w s ds.Ž . Ž .H H 0 0
h h
Taking into account that, for  fixed, the function defined by the
Ž . Ž  n. Ž  p. npright-hand side of 11 maps C h, 0 ,  L h, 0 , onto  ,1
Ž .and the relation 9 , we prove the claim. Hence Lemma 2.2 is also proved.
Ž . Ž .Proof of Theorem 2.1. Assume that the pair u, w satisfies 4 . Without
loss of the generality, we can assume that B, C, D, F, G, H 0 and
det H 0. Indeed, in the opposite case, we can replace them by B , etc.,
without changing the sense of the inequalities and the spectral properties
of . Now, Lemma 2.2 ensures that either there exists a negative solution
Ž . Ž Ž .. to 6 or det IH exp h  0 for some  0. Each of these
conditions is sufficient to apply Lemma 2.1 and thus the direct part of
Theorem 2.1 is proved. The necessity of the requirement imposed on  to
have only real negative eigenvalues is rather clear now. Indeed, in the
opposite case, by the same positivity arguments, we can find a nontrivial
Ž . Ž .nondecreasing solution of 4 in the form q exp dt with d
 0 and
np Ž Ž . Žq note that 8 can be reduced to the equation uu, w I
1. Ž . .H FG u for increasing functions .
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3. APPLICATIONS OF THE HALANAY INEQUALITY
In this section, we consider several simple applications of Theorem 2.1
to the study of uniform exponential stability for linear functional differen-
Ž .tial equations and to the periodic boundary value problem for Eq. 1 .
3.1. Stability of the Linear Delay Equation
Let us consider the following system of linear functional differential
equations,
0
u t Au t  dW s u t r s , 12Ž . Ž . Ž . Ž . Ž .Ž .H
1
Ž  . Ž n. Ž . Ž Ž ..where r C 1, 0 , , A L  , and the elements of W s  b s i j
Ž .are functions of bounded variation, W 1  0.
PROPOSITION 3.1. Each of the following conditions is sufficient for the
Ž .uniform exponential stability of 12 :
Ž . Ž  .i Delay independent condition, see 3, 7, 11 . The biggest real
² : 0  Ž . eigenalue of  A  H dW s is negatie.1
Ž . Ž . Ž .ii Delay dependent condition    1 and the biggest real eigen-
² Ž .: Ž . 1  Ž . alue of  A  W 0   I   A  W 0 , with  
0 Ž .  Ž . H r s dW s , is negatie.1
Ž . Ž .Proof. ii First, we note that Eq. 12 can be written as
0
u t  AW 0 u t  dW s u t r s  u t ,Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .Ž .H
1
and
0 t
u t  AW 0 u t  dW s u  d . 13Ž . Ž . Ž . Ž . Ž . Ž .Ž . H Hž /Ž .1 tr s
Hence,
0
u t 	 AW 0 u t  r s dW s max u s .Ž . Ž . Ž . Ž . Ž . Ž .H
   s t r , t1 0
14Ž .
Ž .Next, considering the second term in Eq. 13 as a nonautonomous
perturbation, we apply the variation of constants formula to obtain
u t  exp  AW 0 t  u Ž . Ž . Ž . Ž .Ž .Ž .
t
 exp  AW 0 t sŽ . Ž .Ž .Ž .H

s0
 dW  u  d ds.Ž . Ž .H Hž /Ž .1 sr 
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² Ž .:  A Therefore, setting M AW 0 , and taking into account that e
² A: Ž  .	 e e.g., see 11 , we have, for t
  ,
u t 	 exp M t  u Ž . Ž . Ž .Ž .
t
 exp M t s  max u  ds. 15Ž . Ž . Ž .Ž .H
   s r , s 0
Ž . Ž .An application of Theorem 2.1 to the system of inequalities 14 , 15
Ž .completes the proof of ii .
Remark 3.1. The second part of Proposition 3.1 says that small delays
Ž .are harmless for stability of 12 .
3.2. Existence and Stability of Periodic Solutions
Ž . Ž .THEOREM 3.1. Let us assume that f t , g t, x are T-periodic functions,t
g satisfies the ectorial Lipschitz condition with a nonnegatie constant
matrix Q
 g t ,   g t ,  	Q   , t,  ,  C. 16Ž . Ž . Ž .00
² :  and all real eigenalues of the matrix  A  W Q are negatie. Then there
Ž .exists a unique and globally exponentially stable T-periodic solution p t to
Ž . Ž . Ž .Eq. 1 . Moreoer, for each solution u t of 1 , we hae
p t  u t 	 k exp  t a , t
 a, 17Ž . Ž . Ž . Ž .Ž .
Ž   . Ž   . nwhere   A, W Q  0, k k p  u  can be calculated as it0a a 
was done in Theorem 2.1.
iŽ . Ž .Proof. If u t , i 1, 2, t
 a h are two arbitrary solutions of Eq. 1 ,
Ž . 2Ž . 1Ž .then the difference  t  u t  u t satisfies the integral equation
tA Ž ta. AŽ ts. 2 1 t  e  a  e W g s, u  g s, u ds, t
 a.Ž . Ž . Ž . Ž .Ž .H s s
a
 A  ² A:Since e 	 e , we have that
t² A:Ž ta. ² A:Ž ts.   t 	 e  a  e W Q max  z ds,Ž . Ž . Ž .H
 z sh , sa
t
 a.
Ž .Now, by Theorem 2.1, we conclude that u t tends to 0 exponentially and
uniformly on  from bounded sets. This implies immediately that somea
Ž . Ž  n.iteration say, kth of the Poincare operator P : C h, 0 ,  ´
Ž  n. Ž .C h, 0 , for the periodic problem 1 is a contractive operator.
Therefore, there exists a kT-periodic globally attractive solution. Standard
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Ž  .arguments see, e.g., 12, Sect. 39 show that, in fact, this solution has T as
minimal period. The theorem is proved.
Ž .Next, we give new explicit stability conditions for Eq. 1 in one particu-
Ž .lar case when g t, x satisfies the conditiont
g t ,   g t ,    0   0 	 h max  z    z ,Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .
 z h , 0
18Ž .
1Ž .for all t,  ,  C h, 0 .
Ž . Ž Ž ..Note that such functionals as max  z or  h t satisfyzhŽ t ., 0
Ž . Ž . Ž . Ž .18 if 0	 h t 	 h. If g t,  satisfies 18 for h 0, then necessarily
Ž . Ž . ng t, x  x g t, 0 for all x .
Ž . Ž . Ž .THEOREM 3.2. Let T-periodic in t functions g t,  , f t satisfy 18 .
 Assume also that the biggest positie eigenalue of the matrices W h and
² :  Ž   .1   AW  h W I W h AW are less than 1 and 0, respec-
Ž . Ž .tiely. Then there exists a unique T-periodic solution p t to Eq. 1 such that
p t  u t 	 k exp  t aŽ . Ž . Ž .Ž .
Ž . Ž . Ž   . nfor all t
 a and for each solution u t of 1 , where k k p  u 0a 0 
and  0 can be calculated as it was done in Theorem 2.1.
1Ž . 2Ž . Ž .Proof. Let x t , x t be two solutions of Eq. 1 defined for t
2h.
For all t
 0, we have that
x 2 t  x1 tŽ . Ž .
 eŽ AW . t x1 0  x 2 0Ž . Ž .Ž .
t Ž AW .Ž t . 2 2 We g  , x  x Ž .Ž .Ž .H 
0
1 1 g  , x  x  d .Ž .Ž .Ž .
Thus
2 1x t  x tŽ . Ž .
Ž AW . t 2 1	 e x 0  x 0Ž . Ž .
t Ž AW .Ž t . 2 1    W e h max x  u  x  u d ,Ž . Ž . Ž . Ž .H
 u h , 0
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and
2 1 2 1 x  t  x  t 	 AW x t  x tŽ . Ž . Ž . Ž . Ž . Ž .
2 1  W h max x  s  x  s .Ž . Ž . Ž . Ž .
 s th , t
Ž 2 . Ž . Ž 1. Ž .  Ž .  2Ž . 1Ž .  Ž .Setting x  t  x  t  w t , x t  x t  u t and using again
 Ž AW .  ² AW : Ž .that e 	 e , we get the inequalities 5 . Applying now
Ž .Theorem 2.1, we obtain that u t tends to 0 exponentially. Now, to finalize
proof of the theorem, we can consider the Poincare operator´
Ž  n. Ž  n.P : C h, 0 ,  C h, 0 , and argue as in the proof of Theorem
3.1.
4. DICHOTOMY INSTEAD OF POSITIVITY ARGUMENTS
Ž .It is very natural to look on Eqs. 1 as perturbed differential systems
x t Ax t  f t , 19Ž . Ž . Ž . Ž .
or
x t  AW x t  f t , 20Ž . Ž . Ž . Ž . Ž .
and to apply next the exponential dichotomy theory arguments instead of
positivity methods we have used before. Apparent advantages of such
consideration seem to be clear: now, we can consider also unstable systems
Ž . Ž .19 , 20 . On the other hand, as we will show, in the stable case new
Ž .conditions for the existence of periodic solutions to 1 coincide with these
established in the third section. Moreover, the almost periodic right-hand
sides can be considered and we obtain an iteration procedure for finding
the almost periodic solutions. However, as we do not get convergence
Ž .estimates like 17 within the dichotomy approach, Theorems 3.1 and 3.2
are not covered completely here.
 First, we give an immediate consequence of 17, Theorem 1 . We recall
Ž .that if 19 is exponentially dichotomic then there is a unique Green
Ž . Ž . Ž .function G t, s such that the unique bounded solution u t of 19 has the
Ž . Ž . Ž . Ž . Ž . Ž  .nform u t  H G t, s f s ds. Set K t, s G t, s W and K k , i j i, j1
  Ž .  where sup H k t,  d	 k .t  i j i j
Ž .THEOREM 4.1. Let us suppose that Eq. 19 is exponentially dichotomic
Ž . Ž . nwith Green function G t, s , g , 0 , f : are bounded continuous
Ž .functions, and 16 is satisfied. If the spectral radius of the matrix KQ is less
Ž .than 1, then Eq. 1 has a unique bounded solution. Furthermore, this
Ž . Žsolution is T-periodic or almost periodic in case of T-periodicity or uniform
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 .almost periodicity with respect to  from bounded subsets of C h, 0 of
Ž . Ž .g t,  , f t . Finally, this solution can be found as the uniform limit of the
recurrence
un1 t  G t , s Wg s, un ds F t ,Ž . Ž . Ž .Ž .H s

Ž . Ž . Ž . Ž .where F t  H G t, s f s ds is the unique bounded solution to 19 .
COROLLARY 1. Let us assume that eery real eigenalue of the matrix
² : Ž ² :1 .A is positie equialently, A 
 0 . If spectral radius of the matrix
² :1  A W Q is less than 1 then all conclusions of Theorem 4.1 hold.
Ž .  Remark 4.1. a We recall 2 that a sufficient condition to ensure
Ž . Ž .exponential dichotomy of x t Ax t is that all eigenvalues of the
matrix A have real part different from zero.
Ž .  b In view of 5, Theorem 5.1 , since all off-diagonal entries of matrix
² :   A  W Q are nonnegative, the existence result of Theorem 3.1 is
equivalent to the above stated corollary.
Ž . Ž . 1 Žc Let us assume that G t, s 
 0; then necessarily A 
 0 the
inverse implication does not hold, see the example in Subsection 5.1
.below and all conclusions of Theorem 4.1 hold in the case when the
1  spectral radius of the matrix A W Q is less than 1. In this respect, it
Ž .would be interesting to get a simple criterium of positivity for G t, s .
Ž .d In the particular case, when matrix A is diagonal, we can even
Ž .  Ž .4suppose almost periodic dependence of A, W on t with A t  diag a t .j
Then the sufficient condition for the existence of a unique almost periodic
Ž  Ž .  .    4 solution has the form  sup W t Q min a , where a is thet j j
Ž .average value of a t .j
Ž .Next, let us assume that Eq. 20 is dichotomic. In this case, we have the
following result:
Ž .THEOREM 4.2. Let us suppose that Eq. 20 is exponentially dichotomic
Ž . nwith Green function G t, s , f : is a bounded continuous function,1
Ž . Ž .and g t,  satisfies 18 . If the spectral radius of the matrix
  h sup AW G t , s W ds WŽ . Ž .H 1ž /
t
Ž .is less than 1 then Eq. 1 has a unique bounded solution. Furthermore, this
Ž . Žsolution is T-periodic or almost periodic in case of T-periodicity or almost
. Ž . Ž .periodicity of g t,  , f t . Finally, this solution can be found as the uniform
limit of the recurrence
un1 t  G t , s W g s, un  un s ds F t  M un , 21Ž . Ž . Ž . Ž . Ž .Ž .Ž .H 1 s

Ž . Ž . Ž . Ž .where F t  H G t, s f s ds is the unique bounded solution to Eq. 20 . 1
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Proof. We consider only the most complicated case when the right-hand
Ž . Ž n. 1Ž n. side of Eq. 1 is almost periodic. Let AP   AP   f : f , f 
Ž n.4 Ž .AP  be the Banach spaces of Bohr’s almost periodic functions x t 
Ž Ž ..n         Ž   .n  x t with the norms x  x , x  x , and x 0 0 0 0 1i i1 i i1
Ž     .x , x , respectively.0 0
Ž .First, we recall that g t,  is almost periodic in t uniformly on  from
Ž . Ž n. Ž n.bounded subsets in C. Thus g t, a  AP  for every a AP  .t
Next, by its construction, x Ma is the unique bounded solution of the
almost periodic and exponentially dichotomic linear system
x t  AW x t  a t  f t ,Ž . Ž . Ž . Ž . Ž .ˆ
with a t Wg t , a Wa t . 22Ž . Ž . Ž . Ž .ˆ t
Ž .Therefore, Ma, Ma  are almost periodic too.
1Ž n.We claim that, after appropriate renormalizing of AP  , the opera-
Ž .tor M is a contraction. Indeed, since the spectral radius  L of the matrix
0 hH G t , s W dsŽ . 1L ž /0 
coincides with the spectral radius of , it is less than 1. Therefore, we can
  2 n   Ž . Žfind  0 and a norm  	 in  , such that L 		  L   1 see
 . 2 n12, Lemma 2.2, pp. 9092 . Moreover, since the cone K , defined
by relation  of elementwise comparison, is L-invariant, and since the
  Ž     .euclidean norm  is monotone i.e., x 	 y holds for 0 x y , we 
  Ž can suppose that the norm  	 is also monotone e.g., see 12, Lemma
.2.3 .
    Ž     .Next, x 	  x 	, where x x , x  K, is a new norm in0 01
1Ž n.       Ž .AP  equivalent to  by equivalence of  and  	. By 22 ,1
M x  t  M y  t 	 AW M x t  M y tŽ . Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž .0 0
  h W x t  y t ,Ž . Ž . 0
M x t  M y t 	 sup G t , s x s  y s dsŽ . Ž . Ž . Ž . Ž . Ž . Ž .Ž .ˆ ˆH0 1
t
	 h G t , s W ds x t  y t ,Ž . Ž . Ž .H 01

and therefore
M x t  M y t x t  y tŽ . Ž . Ž . Ž . Ž . Ž .0 0	 L ,ž / ž /M x t  M y t  x t  y t Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .0 0
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 or, briefly, a	 Lb. Using monotonicity of the norm  	, we obtain that
         M x M y 	  a		 L 	 b 		  L   x y 	 .Ž .Ž .1 1
Hence M is the contracting operator in a Banach space and Theorem 4.2
is proved.
COROLLARY 4.1. Let us assume that eery real eigenalue of the matrix
² : Ž ² :1 .AW is positie equialently, AW 
 0 . If the spectral radius
² :1 Ž .   of the matrix h AW AW W  W is less than 1, then all
conclusions of Theorem 4.2 hold.
COROLLARY 4.2. Let us assume that eery eigenalue of AW	 0 has
 a negatie real part and that the spectral radius of the matrix h W is less than
0.5. Then all conclusions of Theorem 4.2 hold.
 Remark 4.2. In view of 5, Theorem 5.1 , we can replace the condition
1² :  h AW AW W  W  1Ž .Ž .
by the assumption that every real eigenvalue of the matrix
² :   AW  h AW W  WŽ .Ž .
is negative. With this inequality, Theorem 4.2 is very close to Theorem 3.2
and gives the same existence result in the scalar case.
5. SYSTEMS WITH MAXIMA
5.1. An Example
As it should be seen, Theorem 3.13.2 and 4.14.2 are easily applicable
Ž .to study Eq. 3 . We will illustrate these theorems on the following
particular system with maxima:
0 1 a au t  u t  max u s  f t . 23Ž . Ž . Ž . Ž . Ž .ž /ž / a a1 0  s th , t
In this case A A1 
 0, and the equation xAx has exponential
Ž .dichotomy with one-dimensional stable unstable space. Clearly, we can-
Ž .not apply Theorem 3.1 to study Eq. 23 . It is not difficult to find out that,
in our case,
A Ž ts. 1e P , t
 s, 1 1G t , s  where P .Ž . A Ž ts. ž /½ 1 1e P I , t s,Ž . 2
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Moreover, it could be found that KW, and the spectral radius of K is
  Ž .equal to 2 a . Therefore, by Theorem 4.1, the system 23 has a unique
Ž .almost periodic solution for every almost periodic f t and every positive
 delay h if a  0.5. Note that this upper bound 0.5 is the best here, since
Ž . Ž .for a 0.5, f t  0, Eq. 23 has the infinity of constant solutions
Ž . Ž . tx t  c, c .
Ž .While applying Theorem 4.2 for the system 23 , we establish that for
Ž .every a 12 there exists a positive number h a such that for each
 Ž ..h 0, h a all conclusions of the theorem hold. For example, by Corol-
Ž . Ž .1lary 4.2, we can choose h a  2 a for a 1.
5.2. The Case h
 T
Ž .In this section we shall consider Eq. 3 in the particular case h
 T
since the existence of T-periodic solutions in this situation can be obtained
in a more direct way.
First we prove a result in which sufficient conditions for existence and
uniqueness of T-periodic solutions are found.
THEOREM 5.1. Assume that h
 T. If the matrices AW and eT A  I
Ž .are inertible, then Eq. 3 possesses a unique T-periodic solution.
Proof. Since eT A  I is invertible, we know that the system of ordinary
Ž . Ž . Ž .differential equations u t Au t  f t has a unique T-periodic solu-
Ž .tion. Let us denote by w such a solution and let kmax w t .t0, T 
Ž . Ž .Then u t  w t  c, where c is a constant vector, is a solution of Eq.
Ž . Ž .3 if and only if AcW k c . Since AW is invertible we find that
Ž .1c AW Wk and existence of a T-periodic solution is proved.
To prove the uniqueness, let  be any T-periodic solution and define
Ž . Ž .z w . Then z is a T-periodic solution of z t Az t Wd,
Ž .where dmax  s independent of t. Hence, it is obvious that zs th, t 
is a constant and we conclude the uniqueness.
Next we investigate the case when eT A  I is a singular matrix. In the
particular situation that A 0 one can also prove the existence of a
Ž .unique T-periodic solution to Eq. 3 when AWW is invertible:
LEMMA 5.1. If W is inertible and h
 T then the system
u t W max u s  f t 24Ž . Ž . Ž . Ž .
 s th , t
has a unique T-periodic solution for each continuous and T-periodic f.
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Ž .Proof. If u is a T-periodic solution of Eq. 24 it must satisfy
t
u t Wkt c f s ds,Ž . Ž .H
0
Ž .where kmax u s , independent of t, and c is a constant vector.s th, t 
Ž . Ž .In consequence, since u 0  u T , we have
tt T
u t  c f s ds f s ds.Ž . Ž . Ž .H HT0 0
Ž .Finally, replacing this last expression in Eq. 24 , the constant c is
determined and hence we obtain the desired solution.
Ž T ANext we show that, for the general case when e  I is singular and
. Ž .A 0 , we cannot assure that Eq. 3 has a unique solution even if
AW is invertible.
Following the same arguments used in the proof of Theorem 5.1, one
Ž .can prove the existence of at least one T-periodic solution of 3 if
Ž . Ž . Ž .AW is invertible and u t Au t  f t has T-periodic solutions
Ž   .see, e.g., 8, Theorem 3.2 for an equivalent condition . The next example
shows that, in general, the T-periodic solution is not unique.
EXAMPLE 5.1. Let us choose
0 1 1 0 0A , W , f t Ž .ž / ž / ž /1 0 0 1 1
Ž .in Eq. 3 .
Ž . Ž Ž . Ž .. tIt is immediate to check that u t  12 cos t ,32 sin t1
Ž . Ž Ž . Ž .. tand u t  12 sin t ,32 cos t are two different 2-peri-2
Ž .odic solutions of Eq. 3 for any h
 2 .
Ž . Ž . Ž .When u t Au t  f t does not have T-periodic solutions, we
Ž .cannot assure existence of T-periodic solutions of Eq. 3 when h
 T , as
it is shown in the next example:
Ž .EXAMPLE 5.2. Let A and W be as in Example 5.1 and f t 
Ž Ž . Ž .. t Ž .sin t , cos t . We shall see that in this situation Eq. 3 does not have any
2-periodic solution if h
 2 .
Ž . Ž Ž . Ž .. tIndeed, if u t  u t , u t is a 2-periodic solution and we call1 2
Ž .c max u t , i 1, 2, then u is a 2-periodic solution ofi t0, 2  i
u t Au t  f t  c, 25Ž . Ž . Ž . Ž .
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Ž . t Ž . Ž Ž . Ž ..where c c , c . Since y t  sin t , cos t is a 2-periodic solution of1 2
Ž .the adjoint system y yA, Eq. 25 admits 2-periodic solutions only if
2
sin t , cos t  sin t  c , cos t  c  0,Ž . Ž . Ž . Ž .Ž . Ž .H 1 2
0
but this is impossible.
Remark 5.1. The arguments used in this section are inspired by those
Ž  .of the scalar case see 1 .
5.3. Hausrath Type Systems
Unfortunately, in the multidimensional case, we cannot use the specific
form of the max functional to apply the LerayShauder degree method in
 the same manner as it was done in the scalar case 1 . However, such
 techniques can still be used to study the Hausrath type equation 9
u t A t u t W t max u s  f t . 26Ž . Ž . Ž . Ž . Ž . Ž . Ž .
 s th , t
In this case, we can also apply Theorems 3.1 and 4.1; the following
proposition is close to Theorem 4.1 in the autonomous case.
Ž .THEOREM 5.2. Let us suppose that the T-periodic matrix functions A t ,
Ž . Ž Ž .. Ž . Ž Ž .. Ž .A t  a t W t  b t W t satisfy the dominating diagonal condi-i j i j
tion in the form
a t  b t  b t  a t , j 1, n. 27Ž . Ž . Ž . Ž . Ž .Ž .Ýj j j j jk jk
kj
Ž .Then Eq. 26 has at least one T-periodic solution for eery h 0.
Ž . Ž .Remark 5.2. a Inequality 27 implies that
1
max a t 
 b t  b t  a t  .Ž . Ž . Ž . Ž .Ž .Ýj j j j jk jkž /t kj
Ž .   Ž .b By 2, Proposition 3, p. 55 , 27 implies the exponential dichotomy
Ž . Ž Ž . Ž .. Ž . Ž . Ž . Ž .of x t  A t 
W t x t and x t A t x t .
Ž . Ž . Ž .c The example of the scalar equation u t  u t 
 Ž .  Ž . Ž .a max u s  f t shows the rather exact character of 27 , since,s th, t 
 for a  1, it does not have periodic solutions for all f.
Proof. We start establishing an a priori estimate for T-periodic solu-
Ž . Ž .  Ž .  Ž .tions p t of Eq. 26 . Let us suppose that p  p t 
p t . Then00 j 0
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Ž Ž ..we get the equations estimating jth line in 26 ,
a t 
 b t p tŽ . Ž . Ž .Ž .j j 0 j j 0 j 0
 b t p t  a t p t  f t ,Ž . Ž . Ž . Ž . Ž .Ž .Ý jk 0 k k jk 0 k 0 j 0
kj
 a t 
 b t p 	 b t  a t p  f ,Ž . Ž . Ž . Ž .Ž .Ý 0j j 0 j j 0 0 jk 0 jk 0 0 j
kj
and, finally, using diagonal dominance,
1
 p 	 max a t 
 b t  b t  a t max f   .Ž . Ž . Ž . Ž .Ž .Ý 00 j j j j jk jk jž /t jkj
Next, we will apply LerayShauder method for the -family
u t A  t u t  W t max u s   f t ,Ž . Ž . Ž . Ž . Ž . Ž . Ž .
 s t h , t
  0, 1 , 28Ž .
Ž .Ž . Ž . Ž .Ž . Ž .where a  t   a t if i j and a  t  a t . It is clear that Eq.i j i j i i i i
Ž . Ž .28 has a unique T-periodic solution trivial for  0.
Ž .We reduce now the periodic problem for Eq. 28 to the fixed point
Ž . Ž  n.problem for the associated Poincare map  x,  : C 0, T ,  ´
Ž  n.C 0, T , , which has a unique solution for  0. Let us consider the
 Ž  n.   4closed ball U  x C 0, T , : x 	  1 . By the first part of0
Ž .proof, the field  x,   x does not take value 0 on the boundary of U
  Ž  . Ž .for all  0, 1 . Hence the rotations see 12 of vector fields  x, 0  x
Ž . Ž .and  x, 1  x coincide. Evidently,  x, 0  Lx is a linear field, More-
Ž . Ž . Ž .over, since the equation x t A t x t is exponentially dichotomic, 1
 is not an eigenvalue of L. Hence, by 12, Theorems 20.6 and 21.6 , we have
Ž .the following formula for the rotation number  of  x, 0  x,

  x , 0  x  ind 0,  x , 0  x  1 ,Ž . Ž . Ž .Ž . Ž .
where  is summa of the multiplicities of real eigenvalues of the operator
Ž .L which are greater than 1. Next, since  x,  depends continuously on x
Ž Ž . .and  , and since it is compact for h	 T , we get   x, 0  x 
Ž Ž . . Ž  .  x, 1  x  0 e.g., see 12, Theorem 20.5 . This implies immediately
Ž .the existence of at least one fixed point to  x, 1 . Now, Theorem 5.2 is
proved completely for the case h	 T , when the Poincare operator is´
compact. To consider values h T , it is sufficient to use the fact that each
Ž . Ž .T-periodic solution of 26 with h T also satisfies Eq. 26 for every
h T.
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