ABSTRACT. Said S n (s) the n th partial sum of the Dirichlet η function, R n (s) the corresponding remainder term, and ρ = 1 2 + α + it , τ = 1 2 − α + it , a pair of arguments symmetrical with respect to the critical line, and restricting the following considerations to the domain corresponding to the interior of the critical strip, it is shown that proving the sequence of functions {|S n (ρ)|/|S n (τ)|} to be uniformly convergent would confirm the validity of the Riemann Hypothesis. In fact, in such case the following inequality lim n→∞ |S n (ρ)|/|S n (τ)| > lim n→∞ |R n (ρ)|/|R n (τ)| would hold. However, making the additional hypothesis that said pair of critical line symmetrical arguments also corresponds to a pair of zeros would instead result in lim n→∞ |S n (ρ)|/|S n (τ)| = lim n→∞ |R n (ρ)|/|R n (τ)| = 0 . This contradicting result would hence suggest that there cannot be zeros of η lying off the critical line. Said hypothesis of uniform convergence represents in fact a novel equivalent reformulation of the RH.
INTRODUCTION
On the 11th of August 1859, Bernhard Riemann was appointed member of the Berlin Academy. Respectful of such great honor, Riemann submitted to the Academy his seminal work on the distribution of prime numbers less than a given quantity (Über die Anzahl der Primzahlen unter einer gegebenen Grösse, [1] ). In that paper Riemann formulated a daring hypothesis [2] :
All non-trivial zeros of the zeta function lie on the critical line
Given s = σ + it , said Riemann Zeta function ζ is defined by the infinite series: (1) ζ ( . Since Riemann's milestone paper the convergence of the above infinite sum has been studied in much depth, and during the past 150 years a huge amount of literature has gradually built up, and most of what is currently known about ζ (s) is nowadays freely available on the Web [3] [4] [5] [6] [7] . From the great wealth of existing literature only few key definitions and results will be recalled in this introduction. The infinite sum (1) converges in the half-plane ℜ(s) > 1 . By analytical continuation, the definition of ζ (s) is extended to the region {s ∈ C : 0 < ℜ(s) < 1 }, corresponding to the interior of the critical strip {s ∈ C : 0 ≤ ℜ(s) ≤ 1 }. As it is known that there are no zeros lying along the lines ℜ(s) = 0 and ℜ(s) = 1 , this work will concentrate its attention on the behavior of the zeros of ζ (s) in the interior of the critical strip. A key role in the analytical continuation of ζ (s) is played by the Dirichlet Eta function [8] : (2) η ( The above series is converging for ℜ(s) > 0 , and its sum is a analytic function in the corresponding half-plane. Analytic continuation is obtained by observing that:
which is valid for s = 1+n· 2π ln 2 i (n ∈ Z) , values for which the denominator vanishes. With the exclusion of the lines ℜ(s) = 0 and ℜ(s) = 1 , the right hand side of (3) is hence analytic in the right half-plane, and consequently also in the region of interest for this work: the interior of the critical strip. Inside such region, the zeros of the Riemann ζ coincide hence with the zeros of the Dirichlet η function. As the infinite sum (2) converges readily, it makes it easy to graphically represent the path described by the partial sums. For the interested reader, Figures 5 and 6 at the end depict two elementary examples (the second of which corresponds to the sixth known non-trivial zero), useful for familiarizing with the geometric meaning of the η function's partial sums. The infinite sum (2) can be written as
where S k (s) is the k th partial sum and R k (s) the corresponding remainder term. The convergence of (2) implies that lim
The terms of the infinite sum (2) are complex numbers, which can be represented by vectors of the form (−1) n−1 1 n σ e −it ln n . The segments making up the paths graphed in Figures 1, 5 and 6, represent then said vectors. It is interesting to remark that while approaching the point of convergence, η(s) , the path described by the partial sums always ends up following a very simply structured crisscrossing path (for clarity, only segments from n=293 to n=313 are shown). This is actually the result of having to add π every other segment (because of the alternating sign). In fact, when n becomes sufficiently large, −t ln(n + 1) will be just a bit larger than −t ln(n) , and because one of the two segments will need to be turned around by 180 • (the segment corresponding to even n ), the angle between said consecutive segments will eventually become an acute angle, shrinking down more and more as n grows larger and larger. Being interested solely in the absolute value of said acute angle, it can be easily verified that its value is | − t ln n+1 n | = |t ln n n+1 | , which is the same as t ln n+1 n . A remarkable functional equation satisfied by ζ (s) was originally proposed by Euler in 1749, and later proved by Riemann in his 1859 paper [9] [6]
which implies that if ζ (s) = 0 , then it must also be ζ (1 − s) = 0 . Therefore, if the argument 1 2 + α + it is a zero of ζ (s) , then so it must be for both 1 2 − α − it and its complex conjugate 1 2 − α + it . Thus, non-trivial zeros always occur in pairs, with their real parts symmetrical about the critical line. As this work is concerned with the study of the behavior of the zeros of ζ (s) in the interior of the critical strip, and inside such region a useful implication of (3) is that said zeros coincide with the zeros of η(s) , one could as well concentrate on the study of the behavior of pairs of critical line symmetrical zeros of the function η(s) . This latter approach has been preferred by the author, as the readily converging sum (2) allows to easily visualize, by drawing the corresponding graphs, the paths described by the partial sums of critical line symmetrical arguments. Much intuition about the geometric behavior of the sequence of partial sums {S k } can be gained by visually inspecting the example graphed in Fig. 1 . The depicted for the path composed of the longer segments (red), and
for the path composed of the shorter segments (green). It is hence clear that the two paths are composed of parallel segments, whose lengths and common value of the angle with respect to the real axis are respectively:
Let us now follow the two paths starting from the origin, 0 + i0 . The first segments (n = 1 ) overlap perfectly, and join the origin with the point 1 + i0 . After the first segment, the n th segment of the path made up of the shorter segments remains parallel to the n th segment of the path made up of the longer segments, although their respective lengths are now related by the factor n −2α . Fig. 1 depicts the first 1000 segments, it is apparent that after wandering around the complex plane for the about first hundred segments, both paths settle into a kind of "crisscrossing bound orbit", eventually converging to the values η( Fig. 1 by the segments joining them to the origin. The square inset enlarges a detail of said "crisscrossing bound orbit" (limited to the path from segment 794 to segment 809). As explained earlier, while illustrating the structure of the "typical crisscrossing pattern", as n → ∞ the angle between two consecutive segments will definitely become an acute angle, whose value will simply be δ n+1 = t ln n+1 n , and hence vanishing as n → ∞ . Ultimately, as earlier described in this introduction, the observed crisscrossing pattern is a direct result of the alternating signs in (2) . Furthermore, intuition suggests that the path made up of the shorter segments might well converge to a point closer to the origin than the point of convergence of the path made up of the longer segments. That this is probably the case has been verified over a limited range of t values, by numerically evaluating |η( Fig. 2 summarizes the results of said computations. It is apparent that 0 ≤ |η(
with the equal signs holding only at the boundaries α = 0 and α = 1 2 . In fact, there appear to exist closer fits for said upper and lower bounds:
For the interested reader, various 2D sections of the 3D graph of Fig.2 are available in the Appendix. The author is not aware of whether or not the above inequality has already been discovered, and more rigorously analyzed and verified, by other scholars. A study of the behavior of the ratio of the modulus of Riemann Zeta Function values of critical line symmetrical arguments has instead been carried out by Saidak and Zvengrowski [10] . For the purpose of demonstrating the Theorem, the weaker inequality η(
≥ 0 is sufficient, and its demonstration is the subject of Lemma 1.
Observing that for any pair of critical line symmetrical arguments we have
and recalling that η(s) = η(s) , and so resulting in η(
, we can write (8) η(
By naming P(α,t) the above ratio, and recalling (3) and (5) 
Inside the critical strip the function P(α,t) is hence a continuous function. It is therefore defined also for the 0 0 case which would otherwise result from directly inserting in (8) values α o and t o corresponding to a hypothetical pair of critical line symmetrical zeros. And indeed, the following limit would exist even for such a pair of zeros (10) lim
A further very useful and informing intuition, gathered by observing in Fig. 1 the paths drawn by the partial sums, is the following: once said paths get "trapped" into their respective "crisscrossing bound orbits", it appears as the remainder terms (as defined in (4)), |R n (
and which in Fig. 1 represent the distances of the points S n (
respectively, is roughly of the same order of magnitude as the lengths, n α−1/2 and n −α−1/2 , of their last segments. That this is indeed the case is the subject of Lemma 2, whereby it is rigorously demonstrated, by means of a geometric approach, that |R n (
The demonstration of the Theorem will then take advantage of a trivial implication of (4), namely (11) η
which can also be seen as a consequence of the fact that, when s is a zero of η , the "arrival" point of the path (or point of convergence), η(s) = 0 + i0 , naturally coincides with the "start" point (the origin 0 + i0 ). It is important to remark that when s = s o is a zero of the η function, a consequence of (11) is that |R n (s o )| is the same mathematical object as
For the reader wishing to graphically visualize this trivial observation, see in Fig. 6 the example referring to R 292 and S 292 . By the very definition of η(s) in term of the infinite sum (4), we hence obtain (t > 0, 0
In the interior of the critical strip, Lemma 1 will demonstrate that, under certain assumptions about the convergence of the sequence of functions {|S n (1/2 + α + it)|/|S n (1/2 − α + it)|} , the left hand side limit must always be > 0 (= 1 when α = 0 ), whereas the geometric approach of Lemma 2 will demonstrate that the right hand side limit must instead always be = 0 ( = 1 when α = 0 ), therefore contradicting the equality condition in (12) . Such contradictory result would in turn imply that there cannot exist any such pair of zeros lying off the critical line, further implying that so it must be for the zeros of ζ (s) .
THE ANALYTIC APPROACH

Lemma 1 For any pair of critical line symmetrical arguments, (
, the assumption that the sequence of functions S n (
PROOF
In the domain corresponding to the interior of the critical strip the sequence {S n (s)} of the partial sums of η is already known to be uniformly convergent. However, this is in general not sufficient to imply the uniform convergence of the sequence of functions corresponding to the ratio of the partial sums of critical line symmetrical arguments |S n (
| , although this would be the case if the Riemann Hypothesis were true. In the absence of further information about the convergence behavior of said sequence of functions, it is however interesting to study what the implications would be of making the assumption that the sequence of functions |S n (
Under such an assumption, because of the very definition of uniformly converging sequence of functions, the order of the following limit operations can be swapped at will
In (13) above, the case '= 1 ' is simply the trivial consequence of the fact that for α = 0 numerator and denominator of the limit on the left hand side coincide by definition. Let us now evaluate the zeros of the first factor in the expression (9) for P(α,t) (n ∈ Z) . When 0 < α < 1 2 it is therefore always > 0 . For the second factor we have
while for the third factor it is (17) cos π
Recalling that the Gamma function has no zeros [11] , the Lemma is proved.
Remarks. Lemma 1 proves that, under the assumption of uniform convergence of the sequence of functions (14) exists, and that it is > 0 , irrespective of whether or not 1 2 + α + it and 1 2 − α + it might hypothetically correspond to a pair of zeros. The interested reader might further wish to verify the consistency of P(α,t) also for the case α = 0 . To this end, note that the first factor in (9) turns into the ratio of a complex number with its conjugate, and so its modulus is = 1 . Recalling a known relationship satisfied by the Gamma function, |Γ 1 2 + it | = π/ cosh(πt) [12] , and further observing that the complex cosine factor can be rewritten as cos(
THE GEOMETRIC APPROACH
Lemma 2 For any pair of critical line symmetrical arguments (
, with α,t ∈ R , n ∈ Z+ , we have
PROOF
The case α = 0 is trivial, corresponding to identical values for both the numerator and the denominator of the left hand side limit. The procedure followed for this proof is based on a geometric analysis of the pattern of convergence of the path described by the partial sums S n (s) . Fig. 3 illustrates an example, limited to just 3 consecutive segments, of how said pattern appears once the path described by the partial sums has already settled into a "crisscrossing bound orbit". Of course, we will at first need to demonstrate that said "crisscrossing orbit" is indeed "bound". To this end we construct a circle whose diameter is segment n , and whose center, C n , is the midpoint of said segment n . Then, if the circle constructed in a similar way on segment n + 2 were definitely (i.e.: as n → ∞ ) contained within the circle constructed on segment n , we would have proved that the distance between S n (s) and the point of convergence, η(s) , cannot be greater than the length of segment n . Fig. 3a illustrates the geometric constructions which will be used for this demonstration, represented with the same scale for both the real and imaginary axes. As we are interested in relative behavior only, the system of reference has been rotated and translated to a more convenient position, corresponding to the origin, 0 + i0 , coinciding with S n (s) , and to segment n lying along the real axis. In Fig. 3b the scale of the imaginary axis has been stretched by a factor of 10, as to make it easier to visualize the pattern described by the partial sums: segment n starts off at 1/n σ + i0 , ending at 0 + i0 (i.e.: S n (s) ); segment n + 1 starts off at 0 + i0 , ending at 1/(n + 1) σ (cos δ n+1 − i sin δ n+1 ) , where δ n+1 = t ln n+1 n is the angle between segments n + 1 and n ; segment n + 2 starts from the end of segment n + 1 , ending then at
Angle β is the supplement of one of the internal angles of the triangle defined by the intersections of segments n , n + 1 , and n + 2 , it must hence correspond to the sum of the other two angles, i.e.: β = δ n+1 + δ n+2 = ln n+2 n , where δ n+2 = t ln n+2 n+1 is the angle between segments n + 2 and n + 1 . Line A is drawn through C n and C n+2 , the midpoints of segments n and n + 2 (see the enlarged detail in Fig. 3b ). C n is also the center of the circle (solid line) having segment n as its diameter, and hence the radius of said circle is r n = 1 2n σ . C n+2 is also the center of the circle (dotted line) having segment n + 2 as its diameter, and hence the radius of said circle is r n+2 = 1 2(n+2) σ . The purpose of line A is to make it easier to identify the points of closest approach of the two circles. In Fig. 3c said circles appear stretched, this is the result of having chosen different scale factors for the two axes, as to allow line A and all segments to be included in the graph. It is clear that for the example of Fig.3 (s = 1 2 + i20 , n = 1200 ) the circle of radius r 1202 is contained within the circle of radius r 1200 (closest approach is their distance along line A). We now need to prove the same result for the general case. To this end let us first evaluate the distance between C n and C n+2 ,
as n → ∞ the arguments of the three cosine terms are infinitesimals, hence
for the difference between the two radiuses, ∆ r = |r n − r n+2 | , we have
Substituting for the cosine terms their asymptotic expressions, we then obtain
Term (20) can be further simplified to
where a MacLaurin series expansion has been applied to the factors at the numerator. Further simplifying term (21) yields instead
obtained by applying MacLaurin series expansion to the terms in square brackets. It is hence clear that (22) is the dominant term, as n → ∞ , of the infinitesimal ∆ 2 r − ∆ 2 c . Therefore
meaning that it is a definitely positive infinitesimal, and therefore also implying that ∆ r ≥ ∆ c must definitely hold as n → ∞ . In other words: the circle having segment n + 2 as its diameter is definitely contained within the circle having segment n as its diameter. So it is also for circle n + 4 , contained within circle n + 2 , circle n + 6 , contained within circle n + 4 , and so on, until their diameter vanishes, as n → ∞ , while shrinking down to the point of convergence η(s) . Clearly, this result implies that there must exist an index j > 0 such that for ∀n > j the distance |R n (s)| between the partial sum S n (s) and the point of convergence η(s) cannot be greater than the diameter 2r n = 1 n σ , and hence confirming that the mentioned "crisscrossing orbit" must indeed be definitely "bound". It has thereby been proven also for the general case what was already visually apparent for the particular examples of Fig.1 and Fig.3 , namely
It can now be verified that a similar result holds also for the circles still centered at C n and C n+2 , but of half the radius. M n indicates one of the two points of intersection with segment n of the circle of radius 
.
We therefore need to study the asymptotic behavior of
, obtained by applying MacLaurin series expansion to the term in square brackets, we can substitute it back into (25), together with the result previously obtained for
thereby confirming that also for the circles of half radius it holds
meaning that it is a definitely positive infinitesimal, and therefore also implying that ∆ r/2 ≥ ∆ c must definitely hold as n → ∞ . As above, this in turn implies that the circle of radius 2 and so on, until their diameter vanishes, as n → ∞ , while shrinking down to the point of convergence η(s) . Clearly, this result implies that there must exist an index k > 0 such that for ∀n > k the distance |R n (s)| between the partial sum S n (s) and the point of convergence η(s) cannot be less than the distance |S n (s) − M n (s)| = r n 2 = 1 4n σ . It has thereby been proven also for the general case what was already visually apparent for the particular examples of Fig.1 and Fig.3 , namely
Choosing and index m such that m > k and m > j , by combining (24) and (26) we finally have
Remark.
The interested reader might wish to verify that, as n → ∞ , the infinitesimal ∆ c = |C n+2 −C n | is O(n − 3 2 −σ ) , whereas the infinitesimal ∆ r = |r n+2 − r n | is O(n −1−σ ) . Meaning that ∆ c "shrinks down" to zero faster than ∆ r as n → ∞ , consistently with the finding that the ∆ r − ∆ c infinitesimal must indeed be definitely positive.
THE RIEMANN HYPOTHESIS
Theorem
For any pair of critical line symmetrical arguments, (
is a necessary and sufficient condition for the following inequalities to be satisfied in D (α = 0 excluded)
PROOF Necessity . Were the inequalities (29) satisfied, it would follow that the limit
is defined in all D . The functional equation further tells us that said limit, corresponding to the function P(α,t) introduced at (9) , is a continuos function. Therefore, being the ratio of two uniformly convergent sequences, it follows that said sequence S n (
Sufficiency . Let us now suppose that in the interior of the critical strip there do exist zeros with real part σ = 1 2 , and about which we know that, in case they actually existed, they would always occur in pairs, 1 2 + α + it and 1 2 − α + it . By the very definition of zero of the η function, it has already been shown how identity (11) must hold true for all zeros contained in the interior of the critical strip, and hence implying that |R n (s)| = |S n (s)| ∀n ∈ Z+ is a necessary condition for η(s) = 0 . Therefore, the identity (12)
would hold true for all zeros contained in the critical strip. However, under the assumption of uniform convergence of the sequence S n (
, Lemma 1 and Lemma 2 prove that in the interior of the critical strip, with the exclusion of the critical line α = 0 , it would instead necessarily be
The hypothetical existence of such a pair of critical line symmetrical zeros would hence result in a contradicting result, thereby confirming that said assumption of uniform continuity would instead imply (29) to hold true.
Remarks.
The above contradiction is removed if α = 0 , and so allowing the existence of zeros lying along the critical line. The Theorem tells us that: a) proving the uniform convergence in D of the sequence of functions S n (
would prove the Riemann Hypothesis; b) disproving said uniform convergence would disprove the Riemann Hypothesis.
APPENDIX
The 2D plots of Fig. 4 depicts some relevant sections of the 3D plot of Fig.2 . Concerning the "wavy" pattern visible in Fig. 4a and 4b , the "deeps" correspond to even multiples of t = π/ ln 2 , while the points of contact with the upper bound curve appear to take place at odd multiples of t = π/ ln 2 . In Fig. 4c and 4d the small red dots (visible in the electronic version of this article, by zooming in as necessary) represent values of |η(
Within the available resources, the author has not yet been able to verify in a more analytical way the results summarized in the plots of Fig. 2 and 4 . Therefore, at the time of writing (7) cannot be considered more than just a conjecture, perhaps useful for inspiring some future work on the subject. (a) η(1/2 + i37, 586178) . 
