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Abstract—Wireless fading channels suffer from both channel
fadings and Additive White Gaussian Noise (AWGN). As a result,
it is impossible for fading channels to support a constant rate data
stream without using buffers. In this paper, we consider infor-
mation transmission over an infinite-buffer-aided block Rayleigh
fading channel in the low signal-to-noise ratio (SNR) regime. We
characterize the transmission capability of the channel in terms of
stationary queue length distribution, packet delay, as well as data
rate. Based on the memoryless property of the service provided by
the channel in each block, we formulate the transmission process
as a discrete time discrete state D/G/1 queueing problem. The
obtained results provide a full characterization of block Rayleigh
fading channels and can be extended to the finite-buffer-aided
transmissions.
Index Terms—block Rayleigh fading channel, buffer-aided
communication, queueing analysis, queue length distribution,
packet delay.
I. INTRODUCTION
Wireless communication have found more and more appli-
cations in recent years, such as 4G cellular network, WLANs,
satellite communication and high speed railway communica-
tions. Unlike the traditional wireline communications, wire-
less communications suffer from channel fading besides the
Gaussian noise, which leads to the fluctuation of instantaneous
channel capacity and brings great difficulty to the evaluation
and utilization of wireless channels. Therefore, characterizing
what kind of service a fading channel can provide is a key
challenge in wireless communications.
The transmission capability of a fading channel is often
characterized by ergodic capacity [1] or outage capacity [2–4].
In particular, ergodic capacity is the statistical average value
of the instantaneous capacity, which specifies the maximum
transmission rate over a fading channel in a large time scale;
ǫ-outage capacity is the maximum achievable transmission
rate under some outage probability constraint. It is clear
that ǫ-outage capacity focuses on the worst case and the
reliability of communications. A part of channel service would
be wasted during periods when channel condition is very good.
Therefore, it is not enough to describe capability of channels
only using data rate. To this end, the authors in [5] proposed
a link layer channel model termed effective capacity to jointly
consider parameters such as traffic rate, queue length/packet
delay violations. Note that effective capacity is proposed based
on large deviation theory and is accurate for some large buffers
and delays.
In fact, wireless communications and queueing theory are
connected with each other naturally. First, due to the fluctu-
ation of the instantaneous channel capacity, a buffer must be
used at the transmitter to match the source traffic with the
channel transmission capability, which is a typical queueing
problem. Second, buffers are commonly used in engineering
practice. Recently, Gallager and Berry discussed the optimal
power allocation policy under some delay constraints in a
finite-buffer aided point-to-point wireless communication sys-
tem [6]. In this paper, we will consider the buffer aided
communication over a block rayleigh fading channels in the
low SNR (signal-to-noise) regime, using tools from queueing
theory. In a nutshell, to characterize what kind of service the
fading channels can provide, we examine the channel with a
constant rate data input to the buffer, and describe the channel
transmission capability from aspects such as queue length
distribution and packet delay. Although we have assumed that
the buffer is infinitely long, the results can readily be extended
to the finite-buffer case.
However, there are some challenges in applying queueing
theory to this problem. Note that the channel gain varies
block by block for fading channels. Thus, the time is discrete
for fading communications. Moreover, the channel gain is a
positive real number ranging from zero to infinity. Therefore,
the input and output process of fading channels would be
a discrete time continuous state Markov process, for which
little references exists. To this end, one has to resort to
other techniques such as the stochastic process method [7],
transforming the continuous state space to discrete state space
using quantization [8].
In this paper, we developed another method to transform
the discrete time continuous states Markov process into a
discrete time discrete state Markov chain. The key idea behind
the formulation is the memoryless property of exponential
distributions. To be specific, in one block, the service provided
by a low-SNR Rayleigh fading channel follows negative ex-
ponentially distribution. Although a part of the service ability
of the block has been consumed by a previous packet, the
remaining service capability of this block follows the same
distribution as itself, which can be seen as the service ability
provided by a new block. Based on this observation, we
denote the service time of a packet as the integer part of
its actual service time. Thus, the state space of the queue
length at discrete epochs (the beginning of blocks) will also
be discrete. That is, the original discrete time continuous state
queueing process is transformed in to a discrete time discrete
state Markov chain. Based on this model, we investigate the
stationary distribution of queue length and packet delay in
closed forms in this paper.
The rest of this paper is organized as follows. The channel
model and the queueing model formulation is presented in
Section II. The stationary queue length distribution is in-
vestigated in III, where the it is proved that the stationary
distribution of the queueing process at the departure epochs
and at the arbitrary epochs are the same. Average packet
delay is obtained in Section IV. The obtained result is also
be presented via numerical results in Section V. Finally, we
concluded our work in section VI.
II. SYSTEM MODEL AND QUEUEING FORMULATION
A. The Block Fading Channel Model
Consider a point-to-point communication over a block-
fading Rayleigh channel with additive white Gaussian noise
(AWGN). For such a channel, the channel gain stays fixed
over each block and varies independently in different blocks.
Let TB be the block length, gn be the time varying channel
gain during the n-th block and γn = g
2
n be the corresponding
power gain. Then their probability density functions (p.d.f.)
are given by, respectively,
pg(x) =
1
σ2
e
−x2
2σ2 , pγ(x) =
1
2σ2
e
−x
2σ2 .
Let P denote the transmit power, W is the limited transmit
bandwidth and N0 is the noise power spectral density. Let
α and d denote the path loss exponent and the distance
between the transmitter and receiver respectively. Then the
instantaneous capacity of the block Rayleigh fading channel
in nats is
cn = W ln
(
1 +
γnPd
−α
WN0
)
and the service provided by the fading channel in one block
is sn = cnTB . Then the amount of service provided by the
fading channel in k successive blocks can be expressed by
Sk =
∑k
m=1 sm. For the convenience of notation, we also
define the average received SNR as ρ = 2σ
2P
WN0dα
.
By some culculation, we can get the cumulative distribution
function (CDF) of the instantaneous capacity cn as Fc(x) =
1− e
−1
ρ
(
e
x
W −1
)
, which will reduce to
Fc(x) = 1− e
−x
Wρ
in the low SNR scenario considered in this paper.
Then the CDF of the service in one block (sn) is given by
Fs(x) = 1− e
−x
ν , (1)
where ν = WTBρ. It can be seen that sn follows the
negative exponential distribution and Sk follows the Gamma
distribution, whose p.d.f. is given by
fS(x) =
1
Γ(k)νk
xk−1e
−x
ν ,
where Γ(k) =
∫
∞
0
e−ttk−1dt is the Gamma function.
B. The Markov Chain Model
The transmission capability of the time varying fading
channel is examined by a constant rate (R) data stream. An
infinite length First In First Out (FIFO) buffer is used at the
transmitter side to match the source traffic stream with the
time varying channel service in each block. Let Q(n) be the
length of the queue in the buffer in nats at the start of block
n. Assume that the data are served by packets and the packet
size equals to the traffic arriving at the buffer in each block,
i.e., Lp = RTB . We use D(n) to denote the time that the
packet arriving in block n will spend in the queue. It is seen
that the queueing process Q(n) is a discrete time continuous
state Markov process. Unfortunately, few results are available
for such processes. Thus, some transformations are needed to
construct a discrete time discrete state D/G/1 queue.
Define the service time of a packet Tn as the integer part of
its actual service time, i.e., the number of complete blocks of
the period in which the packet is served. Firstly, the probability
that a packet is served within one block can be derived as
follows,
p0 = Pr{Tn = 0} = Pr{sn > Lp} = e
−θ,
where θ =
Lp
ν
.
Similarly, with Fs(x), and fSk(x), the probability that a
packet will be served in k (k ≥ 1) blocks can be obtained as
pk =Pr{T = k}
(a)
= Pr{Sk ≤ Lp, Sk+1 > Lp}
(b)
=
∫ Lp
0
fSk(xk)dxk
∫
∞
Lp−xk
fs(xk+1)dxk+1
=
1
k!
e−θθk,
(2)
where (b) holds because Sk and sk+1 are independent from
each other. Most importantly, (a) is assumed to hold in the
sense of the memoryless property of negative exponential
distributions, which is given by the following Lemma.
Lemma 1: [9] If X is an negative exponential distributed
random variable, then X is memoryless, namely,
Pr{X ≤ s+ t|X > s} = Pr{X ≤ t}.
Therefore, when we say that the service time of a packet is
Tn = k, the packet is actually completed in k + 1 blocks,as
shown in (2.a). In this case, only a part of the service capability
of block n + 1 is consumed. So it can continue the service
for the next packet in the queue. As is shown by (1), the
channel service of each block in the low SNR region follows
the negative exponential distribution, which is memoryless by
Lemma 1. Therefore, the remaining service capability of the
n+1-th block can be seen as the service that can be provided
by a new block. In this sense, the packet consumes only k
blocks. Similarly, if a packet is completed within one block,
it is defined that its service time is zero, i.e., Tn = 0.
In this way, the problem of information transmission over a
block fading Rayleigh channel is transformed into a classical
discrete time D/G/1 queueing problem. Its arrival process
is {An = 1, n ≥ 1} (unit: Lp) and its service time Tn
(unite: block) is a Poisson distributed random variable, whose
probability generating function (PGF) is given by
G(z) = E[zTn ] =
∞∑
k=0
pkz
k = eθ(z−1) (3)
and we have E[Tn] = G
′(t)|t=0 = θ. Throughout the paper,
it is assumed that θ < 1 so that the queue is stable.
Up to now, the information transmission over the channel
is formulated as an late arrival system queueing model with
immediate access, in which each packet arrives at the end of a
block (k−) and leaves at the beginning of the block (k+). The
service of each packet is also assumed to start at the beginning
of a block. If the service time of a packet is zero, i.e., Tn = 0,
it is assumed to leave the queue immediately at the beginning
of the block following its arrival.
Let Q+n be the number of packets in the queue at the
arbitrary time of n+. Usually, it is not a Markov chain. Define
τn be the departure epoch of packet k and τk+1 = τk if
the service time of the k+1-th packet is zero, i.e. Tk+1 = 0.
Then τ+n must see either an empty buffer or the start of the
service of a new packet. So τ+n is the aftereffectless point of
the queue length process. Let L+n = Q(τ
+
n ) be the number
of packets in the buffer after the departure of the n-th packet.
Then {L+n , n ≥ 1} is a Markov chain. Since the arrival process
is {An = 1, n ≥ 1}, we have
L+n+1 =
{
L+n − 1 + Tn+1, L
+
n ≥ 1
Tn+1 L
+
n = 0.
and the transition probability matrix of {L+n , n ≥ 1} is
P =

p0 p1 p2 · · ·
p0 p1 p2 · · ·
0 p0 p1 · · ·
...
...
...
. . .

III. QUEUE LENGTH DISTRIBUTION
In this section, we will perform a detailed investigation on
the queue length process in terms of stationary queue length
distribution.
A. The Stationary Queue Length at the Departure Epochs
Let L+ = limn→∞ L
+
n be the limitation of the queue length
process and πj = Pr{L
+ = j}, j ≥ 0, then the vector ~π =
{π0, π1, · · · } is the stationary queue length at the departure
epochs.
Theorem 1: If θ < 1, the PGF of the stationary queue
length at the departure epochs is given by:
L+(z) =
(1− θ)(1 − z)
1− zeθ(1−z)
, (4)
where θ =
Lp
ν
.
Proof: When θ < 1, the queue is stable. According to the
classical queueing theory, −→π P = −→π holds. So we have
πj = π0pj +
j+1∑
i=1
πipj+1−i, j ≥ 0.
Multiplying zj on the both sides of the equation and take
the sum, one has
L+(z) =π0
∞∑
j=0
pjz
j +
∞∑
j=0
zj
j+1∑
i=1
πipj−i+1
=π0G(z) +
1
z
[L+(z)− π0]G(z),
where G(z) is the PGF of the service time Tn given by (3).
Solving L+(z) from above equation, one can get
L+(z) =
π0(1− z)G(z)
G(z)− z
=
π0(1− z)
1− zeθ(1−z)
. (5)
By the property of PGF, we have
1 = lim
z→1
L+(z) =
π0
1− θ
.
Thus, π0 = 1− θ. With π0 and (5), Theorem 1 is proved.
B. The Stationary Queue Length at the Arbitrary Epochs
This subsection deals with the stationary queue length at
the arbitrary epochs. Firstly, let’s introduce two Lemmas that
will be used.
Lemma 2: X is a discrete random variable of non-negative
integers and Pr{X = k} = pk, then
E[X ] =
∞∑
k=0
Pr{X > k}.
The proof of this lemma is as follows
E[X ] =
∞∑
l=1
l∑
k=1
pl =
∞∑
k=1
∞∑
l=k
pl =
∞∑
k=0
Pr{X > k}.
Lemma 3: X is a discrete random variable of non-negative
integers and G(z) is its PGF, then
∞∑
k=0
zk Pr{X > k} =
1−G(z)
1− z
.
Proof:
∞∑
k=0
zk Pr{X > k} =
∞∑
k=0
zk
k∑
j=k+1
Pr{X = j}
=
∞∑
j=1
j−1∑
k=0
zk
z − 1
z − 1
Pr{X = j}
=
∞∑
j=1
zk − 1
z − 1
Pr{X = j} =
1−G(z)
1− z
.
Next, the stationary queue length at the arbitrary epochs is
specified by the following theorem.
Theorem 2: The stationary queue length distribution at the
departure epochs and arbitrary epochs are the same.
Proof: Denote the limit distribution of the queue length
process at arbitrary epochs as vi = limn→∞ Pr{Q
+
n = i}
for i ≥ 0. Then Theorem 2 will be proved if vi = πi or
V (z) = L+(z).
Let L̂n be the number of packets in the buffer at the
last departure epoch before n+. It stays unchanged at every
boundary points of blocks between two adjacent departure
epochs, no matter how much packets arrives during this period.
Define ui = limn→∞ Pr{L˜n = i}.
Let ∆τi be the sojourn time that L˜n stays at state i and
mi = E[∆τi]. When the buffer is non-empty, the sojourn time
equals to the service time of the head of line packet in the
buffer. However, when the buffer is empty, it must wait one
block for the arrival of the next packet first. So we have
∆τi =
{
1 + T i = 0
T i ≥ 1
and mi =
{
1 + θ i = 0
θ i ≥ 1.
Then the average stationary sojourn time of {L˜n, n ≥ 0}
is m =
∑
∞
j=0 πjmj = 1. In this sense,
piimi
m
is a probability
distribution and ui =
piimi
m
= πimi holds according to the
theory of renewal process.
Define ηk as the elapsed sojourn time at state k until n
+.
Since mk = E[∆τk] =
∑
∞
l=0 Pr{∆τk > l}, we know that
Pr{ηk = l} =
1
mk
Pr{∆τk > l} is a distribution law, which
equals to 11+θ Pr{T > l − 1} for k = 0 and
1
θ
Pr{T >
l} for k ≥ 1
Assume there are k packets left in the buffer after the
departure of the last packet before n+, i.e., L˜n = k. Recall
that Q+n is the queue length at time n
+. Then Q+n = j means
that there are j − k packets arrived during ηk . We have
vj =
j∑
k=0
uk Pr{ηk = j − k}
=pi0 Pr{T > j − 1}+
j∑
k=1
pik Pr{T > j − k}.
Particularly, v0 =
u0
m0
Pr{∆τ0 > 0} = π0.
Multiplying zj on the both sides and taking the sum, one
can get
V (z) = pi0 +
∞∑
j=1
pi0 Pr{T > j − 1}z
j +
∞∑
j=1
zj
j∑
k=1
pik Pr{T > j − k}
(a)
= pi0 + pi0z
1−G(z)
1− z
+ [L+(z)− pi0]
1−G(z)
1− z
=
pi0G(z)(1− z)
G(z)− z
= L+(z),
where (a) follows Lemma 3. This completes the proof.
C. Stationary Queue Length Distribution
The stationary distribution of the queue length process can
be obtained from its PGF (4), Theorem 1. For k = 0, we know
that π0 = 1− θ.
Before the following discussion, let’s introduce one lemma
that will be used.
Lemma 4: Cauchy Integral Formula (extended) [10]. Let C
be a simple closed positively oriented piecewise smooth curve
on a domain D, and let the function f(z) be analytic in a
neighborhood of C and its interior. Then for every z0 in the
interior of C and every natural number n, we have that f (n)(z)
is n-times differentiable at z0 and its derivative is
f (n)(z0) =
n!
2pii
∮
C
f(z)
(z − z0)n+1
dz, n = 1, 2, · · · . (6)
Let C and C′ are both circles centered on the origin with
their radiuses r < 1 and 1 < r′ < −1
θ
W−1(−θe
−θ).
Since L+(z) is convergent within the unit circle, for k ≥ 1,
the stationary can be expressed by
pik =
1
2pii
∮
C
L+(z)
dz
zk+1
=
1− θ
2pii
∮
C
1− z
1− zeθ(1−z)
dz
zk+1
.
It can be seen that function g(z) = 1−z
1−zeθ(1−z)
1
zk+1
has two
singular points, namely z = 1 and z = −1
θ
W−1(−θe
−θ),
where W−1(z) is the lower branch Lambert W function.
Particularly, z = 1 is one movable singularity since
limz→1 g(z) = 1 is finite. Therefore, within circle C
′, g(z)
can be considered as analytic. According to Cauchy-Goursat’s
theory, the integral of g(z) along any closed curve in C′ is a
invariable. Then we have
pik =
1− θ
2pii
∮
C′
(z − 1) e
θ(z−1)
z
eθ(z−1)
z
− 1
dz
zk+1
(a)
=
1− θ
2pii
∮
C′
(z − 1)
eθ(z−1)
z
∞∑
j=0
(
eθ(z−1)
z
)j
dz
zk+1
(b)
=(1− θ)
∞∑
j=1
[
1
(k + j − 1)!
(jθ)k+j−1 −
1
(k + j)!
(jθ)k+j
]
e−jθ
where (a) follows 11−z =
∑
∞
j=0 z
j for |z| < 1 and e
θ(z−1)
z
< 1
on circle C′, (b) follows Lemma 4 and ejθ(z−1) is analytic.
Define ϕ−1 = 1 and
ϕk = (1− θ)
∞∑
j=1
1
(k + j)!
(jθ)k+je−jθ,
for k ≥ 0, the stationary queue length distribution turns to be
pik = ϕk−1 − ϕk.
IV. PACKET DELAY
The packet delay D is defined as the time interval between
the arrival of a packet and its departure. Firstly, the packet
delay consists of a service time T . If the packet arrives seeing
a non-empty buffer, it must wait for a waiting time W for
its service. Finally, for the formulation in this paper, there is
another piece of time that the packet spends in the system,
i.e., the vestige time V . In this paper, T = k means that the
service of a packet is not finished until the k + 1-th block.
According to the memoryless property of negative exponential
distribution, although part of the service ability of the k + 1-
th block has been consumed, it is considered as a brand new
block. However, the packet still has to spend a part of that
block in the system, which is called the vestige time. Thus,
we know that
D = T +W + V. (7)
Theorem 3: In the FIFO discipline, the average packet
delay is given by
E[D] =
1
2
+ θ +
θ2
2(1− θ)
+
∫ 1
0
(x− 1)e
−θ
x dx.
Proof: Since there is only one packet arrives in each
block, the average time that a packet stays in the system
(S + W ) equals to the average queue length by the Little’s
law. So we have
E[S +W ] = E[L+] = lim
z→1
L+(z) =
θ(2 − θ)
2(1− θ)
. (8)
To investigate the vestige time V , we have to define some
new random variables. Firstly, for k ≥ 1, define
Uk = Lp − Sk, U
+
k = Uk|Uk>0,
Vk =
U+k
sn
, V −k = Vk|Vk<1,
where sn is the service provided by the channel in one block
and Sk is the total amount of service provided by k successive
blocks. By the definition, Uk is the remaining part of packet
after k blocks of transmission, if it is positive. Using a positive
condition, we get U+k . Assuming the channel service of the
next block is sn, the remaining amount of data U
+
k needs Vk
blocks to be transmitted. However, Vk is the vestige time only
if the remaining data can be transmitted within this block,
which turns to V +k .
As we can see, Uk ∈ (−∞, Lp), U
+
k ∈ (0, Lp), Vk ∈ (0,∞)
and V +k ∈ (0, 1). Particularly, the CDF of Uk is
FUk(x) =Pr{Uk ≤ x} = Pr{Sk ≥ Lp − x}
=
1
Γ(k)
∫
∞
Lp−x
ν
tk−1e−tdt,
where Γ(k, x) = 1Γ(k)
∫
∞
x
tk−1e−tdt is the upper Gamma
function and ν = WTBρ.
Therefore, the CDF of U+ is
FU+
k
(x) =Pr{U+k ≤ x|U
+
k > 0}
=
∫
∞
Lp−x
ν
tk−1e−tdt− Γ(k, θ)
γ(k, θ)
,
where γ(k, x) = 1Γ(k)
∫ x
0
tk−1e−tdt is the lower Gamma
function.
Since U+k and the channel service of the next block (sn)
are random variables independent from each other, the CDF
of Vk can be derived as follows.
FVk (x) =Pr{Vk ≤ x} = Pr{U
+
k ≤ xsn}
=
∫∫
D
dF
U
+
k
(u)dFs(s)
=
1
νkγ(k, θ)
∫ Lp
0
(Lp − u)
k−1e−
1
ν
(Lp−u+
u
x
)du.
Next, the CDF of V −k is
FV −
k
(x) =Pr{V −k ≤ x|Vk < 1} =
Pr{Vk < x}
Pr{Vk < 1}
=
k
Lp
∫ Lp
0
(
Lp − u
Lp
)k−1
e
u
ν
(1− 1
x
)du,
for x ∈ (0, 1) and the average of V −k will be
E[V −k ] = 1−
k
Lp
∫ 1
0
∫ Lp
0
(
Lp − u
Lp
)k−1
e
u
ν
(1− 1
x
)dxdu,
For the case of k = 0, define V0 =
Lp
sn
and V −0 = V0|V0<1.
Specifically, if one packet is completed within one block, the
vestige time equals to its actual service time. The CDF of V0
and V −0 are, respectively
FV0 (x) = Pr{V0 ≤ x} = e
−
θ
x , x ∈ (0,+∞)
FV −0
(x) = Pr{V0 ≤ x|V0 < 1} = e
θ(1− 1x ), x ∈ (0, 1).
Then we can get the expected value of V −0
E[V −0 ] = 1− e
θ
∫ 1
0
e−
θ
x dx.
Finally, by the whole probability formula, the expected
value of vestige time V is
E[V ] = E[V −0 ] Pr{T = 0}+
∞∑
k=1
E[V −k ] Pr{T = k},
where
∞∑
k=1
E[V −k ] Pr{Tn = k}
=1− e−θ −
1
Lp
∫ 1
0
∫ Lp
0
∞∑
k=1
(
θ
Lp − u
Lp
)k−1
θ
k
k!
e−θe
u
ν
(1− 1
x
)dxdu
=
1
2
− e−θ +
∫ 1
0
xe
−θ
x dx.
With this result, we have
E[V ] =
1
2
+
∫ 1
0
(x− 1)e
−θ
x dx
and will complete the proof by combing (7) and (8).
V. NUMERICAL RESULTS
In this section, we provide some numerical results to illus-
trate the stationary distribution and packet delay for the infinite
buffer model. The component variance is assumed as σ2 = 1,
the system bandwidth is 5 KHz and transmitting power is −10
dBW. Suppose that the distance between the transmitter and
the receiver is 1000 m and the pathloss exponent is 4. The
block length is chosen as TB = 10
−4 s. According to the
definition, we have θ =
Lp
WTBρ
.
Besides, we have Lp = RTB and the equivalent AWGN
capacity of the channel is Ca = Wρ in the low SNR region.
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Fig. 1. The average packet delay of the infinite-buffer model. E[D]
corresponds to the log-scale y-axis on the left while E[V] corresponds to
the linear y-axis on the right.
Therefore, θ can also be seen as the ratio between traffic rate
and AWGN capacity.
It is seen in Fig. 1 that the average delay grows quickly with
θ. Particularly, the average delay corresponds to the log-scale
y-axis on the left and the average vestige time corresponds to
the linear y-axis on the right, both in blocks. It is seen that the
average vestige time E[V ] is also increasing with θ but never
exceeds 0.5.
The stationary queue length distribution of the infinite-
buffer model is shown in Fig. 2 for θ = 0.2, 0.5, 0.8, where
they are presented in both linear and log-scale y-axis. It is
clear that the larger θ is, the slower πk decreases. This is easy
to understand because heavier traffic leads to longer queues.
Most importantly, as the queue length grows, the probability
that it occurs decreases approximately exponentially.
VI. CONCLUSION
Modern communications requires wireless channels to pro-
vide QoS guaranteed services. How to characterize and make
full use of the service capability of fading channels is an urgent
problem. In this paper, we studied the problem for low-SNR
block Rayleigh fading channels by using the memoryless prop-
erty of block services. However, for general fading channels,
the answers are quite unclear, which needs a lot of further
efforts.
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