Abstract. We introduce the notion of cube complex with coupled link (CLCC) as a mean of constructing interesting CAT(0) cubulated groups. CLCCs are defined locally, making them a useful tool to use when precise control over the links is required. In this paper we study some general properties of CLCCs, such as their (co)homological dimension and criteria for hyperbolicity. Some examples of fundamental groups of CLCCs are RAAGs, RACGs, surface groups and some manifold groups.
Introduction
Right angled Artin groups and right angled Coxeter groups are two extremely interesting families of groups which are frequently studied in geometric group theory. In fact, they played important roles in various major problems (such as the virtual Haken conjecture) and they are also very useful for the construction of examples of groups with peculiar properties.
Part of the reason why the study of these groups is so fruitful is that they have particularly nice CAT(0) cube complexes as their classifying spaces-respectively, the Salvetti and Davis complexes-and it is hence possible to investigate them using rather precise geometric and combinatorial techniques.
Both right angled Coxeter groups and right angled Artin groups can be defined via a finite graph Γ, where each vertex of the graph corresponds to a generator and each edge defines a commutation relation in the group (see Section 4 for a formal definition). The structure of the links of vertices in the Davis and Salvetti complexes is tightly related with the defining graph Γ and this connection is the basis for a number of results (e.g. [14, 13, 2] ).
As already mentioned, these groups provided many nice examples in geometric group theory. For example, many right angled Coxeter groups are hyperbolic (see [15] and references therein), and among them there are some of the very few known examples of hyperbolic groups of high cohomological dimension. It was possible to produce such examples because a theorem of Moussong [14] provides a good condition describing when a right angled Coxeter group is hyperbolic. More precisely, we say that an empty square in a simplicial complex is a 4-cycle where neither of the diagonals is an edge in the complex, and a simplicial complex is 5-large if it does not have any empty square. Then Moussong's criterion implies that a right angled Coxeter group is hyperbolic if and only if the defining graph is 5-large.
One issue with the 5-largeness condition is that it can be very restrictive. For instance, it is known that no manifold of dimension greater than 4 can be given a 5-large triangulation [13] . The main reason why we started investigating new families of CAT(0) cube complexes was precisely in order to produce examples of hyperbolic groups starting from simplicial complexes satisfying milder conditions than 5-large.
In this paper we introduce the class of cube complexes with coupled links. This construction takes as input a pair of finite n-coloured flag simplicial complexes Γ A and Γ B , and it outputs a finite non positively curved cube complex X Γ A ,Γ B (see Section 3 for the complete definition). We then study some general properties of this construction in order to create a clear framework to build on in future projects. One should think of this as similar to the construction of the Salvetti complex of a right angled Artin group.
The most important property of this construction is that it allows us to have complete control on the links of the vertices of the cube complex. That is, the link at a vertex v ∈ X Γ A ,Γ B is given by the simplicial join
where σ A and σ B are two appropriate simplices in Γ A and Γ B . Note in particular that the fact that X Γ A ,Γ B is non positively curved follows immediately from Gromov's criterion and the fact that Γ A and Γ B are flag simplicial complexes.
We then show that this construction is functorial from the category (Flag n ) 2 to NPCCC. Here, NPCCC is the category with non positively curved cube complexes as objects and cubical maps as morphisms, and Flag n is the category whose objects are n-coloured flag complexes and morphisms are simplicial maps which preserve the n-colouring. That is, we show that a pair of maps of n-coloured simplicial complexes f A : Γ A → Γ A and f B : Γ B → Γ B will induce a cubical map
Furthermore, we show the following: Theorem A. If f A and f B are inclusions of full subcomplexes, then X(f A , f B ) is a local isometry and hence it induces an inclusion of fundamental groups.
In order to prove lower bound on the cohomological dimension of the fundamental group π 1 X Γ A ,Γ B , we also study the Z 2 -homology of X Γ A ,Γ B in terms of the defining simplicial complexes. We prove the following (see Theorem 3.16 and the preceding discussion for the precise statement):
If Ω A and Ω B are "smartly paired" cycles in Γ A and Γ B of dimension d A and d B respectively, then they define a (
Corollary. If Γ A is k-dimensional with H k (Γ A ; Z 2 ) = 0 and Γ B = * n i=1 B i , where every B i is a discrete set with at least 2 elements, then H k+1 X Γ A ,Γ B ; Z 2 = 0.
After proving these general results, we construct some explicit examples of cube complexes with coupled links. In particular, we show that many well studied groups can be realised as fundamental groups of cube complexes with coupled links. Namely, we show that surface groups, right angled Artin groups and (commutator subgroups of) right angled Coxeter groups are all fundamental groups of cube complexes with coupled links for some appropriate pairs of flag complexes. We also note that we can easily construct cubulated manifolds of arbitrary dimensions and, among them, there are also 4-manifolds with hyperbolic fundamental group.
In the second part of the paper we embark on a journey in search of flexible conditions on pairs of simplicial complexes implying hyperbolicity for the associated cube complex with coupled links. On our way we show that the universal covers of cube complexes with coupled links defined by n-coloured simplicial complexes admit an 1 -embedding into a product of n simplicial trees. Our rationale for doing so was to study the (non)existence of flat planes embedded in said universal covers. Indeed, if we could show that there are no such planes then we could conclude that these complexes are hyperbolic using Bridson's Flat Plane Theorem.
Assuming now that in the universal cover X Γ A ,Γ B there is an embedded flat plane, we can use the embedding in the product of trees to define a fly map (Definition 5.10), that is, a cubical map from X Γ A ,Γ B to the standard cubulation of R n which restricts to an 1 -embedding of the flat plane into R n . Using this tool, we can hence reduce to the study of 1 -embeddings of planes in R n , which makes the whole situation somewhat more clear.
To provide an application of the definition of fly maps, we use them to reprove Moussong's criterion for hyperbolicity of Coxeter groups in the restricted settings of right angled Coxeter group. This new proof only relies on Bridson's Flat Plane Theorem and Gromov's hyperbolicity criterion.
Going back to cube complexes with coupled links, we prove is that if the complexes Γ A and Γ B have only bicolour empty squares (i.e. if a 4-cycle in Γ A or Γ B is an empty square then its vertices must be of two alternating colours) then the restriction of a fly map to the embedded flat plane is actually an 2 -embedding. This implies that embedded flat planes would have to be very 'rigid' and it therefore gives us even greater control over the geometry of such subspaces.
Finally, we introduce the condition pairwise 5-large (Definition 8.9) for pairs of flag complexes. For this, we do not require neither of the two complexes Γ A or Γ B to be 5-large, but only that for every pair of colours at least one between them does not have empty squares with vertices of those colours. We use this condition to show that certain cube complexes with coupled links have hyperbolic fundamental groups.
Theorem C. Let Γ A , Γ B be pairwise 5-large complexes with only bicolour empty squares. Then π 1 (X Γ A ,Γ B ) is hyperbolic.
Theorem B and Theorem C can be combined to produce a large number of 3-dimensional hyperbolic groups simply by considering barycentric subdivisions of square complexes with non trivial 2-dimensional homology (see Theorem 8.14). Remark 1.1. We wish to remark that we believe that it should be possible to use fly maps to prove hyperbolicity also in many more special cases. Indeed, it is difficult to prove sharp and general hyperbolicity criteria because the construction of cube complexes with coupled links is very flexible.
1.1. Organisation of the paper. In Section 2 we give some notation and recall some facts about metric spaces and complexes. In Section 3 we introduce the construction of cube complexes with coupled links (CLCC) and we prove general results about them, including functoriality and criteria for connectedness and non-triviality of homologies. In Section 4 we give some examples to illustrate the flexibility of our construction.
The rest of the paper is devoted to the proof of criteria for hyperbolicity of cube complexes. In section 5 we explain how cube complexes can be embedded in products of trees and we define fly maps for embedded flats. In Section 6 we prove some general results about geodesics in spherical complexes that will later allow us to study the links of points lying on flats. In Section 7 we briefly explain how to use fly maps to prove that some non positively curved cube complexes are hyperbolic. Finally, in Section 8 we use the results of Sections 5 and 6 to prove some criteria for hyperbolicity and we give some examples of hyperbolic CLCCs.
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Preliminaries
The constructions in this paper will use the language of CAT(0) cube complexes and spherical complexes. We will now recall some well-known facts and definitions. Complete definitions, as well as basic facts about CAT(0) geometry, can be found in [5] .
2.1. Generalities. Unless otherwise stated, R n will always be considered with the Euclidean metric-a notable exception being the occasional use of the 1 -metric (see below). We will often denote R n equipped with the Euclidean metric by E n . An isometric embedding between metric spaces is a map f :
for every pair of points x, x ∈ X. A path in X is a continuous map I → X where I is a (possibly infinite) segment I ⊆ R-in the sequel we will often identify a path with its image. A geodesic in X is a path that is also an isometric embedding. A geodesic ray (resp. geodesic line) is a geodesic path isometric to R 0 (resp. R). Given κ > 0, a κ-geodesic in X is a path I → X such that its restriction to every sub-segment of length at most κ is a geodesic. We will need this notion for κ = π in Section 6, where we study geodesics in sphere complexes (that have bounded diameter).
A metric space is geodesic if every two points in it are connected by a geodesic path. A metric space X is CAT(0) if it is geodesic and every geodesic triangle in X is 'at least as thin as the comparison triangle in E 2 '. The space X is Gromov hyperbolic (or simply hyperbolic) if there exists a δ > 0 so that every geodesic triangle is 'δ-thin'. The fundamental group of a proper compact metric space X is hyperbolic if and only if so is the universal cover X. See [5] for a complete discussion of these notions.
A flat in X is an isometric embedding E n → X for some Euclidean space with n 2. In the sequel we will have to study the presence of flats in a CAT(0) cube complexes X, as, by Bridson's Flat Plane Theorem, they are the only obstructions to X being Gromov-hyperbolic [5] . For this study, it will be sufficient to investigate the presence of flat planes, i.e. 2-dimensional flats E 2 → X. A subset D of a geodesic metric space X is convex if every geodesic of X with endpoints in D is completely contained in D.
If X is a CAT(0) space, there is a unique geodesic between every two points of X. In particular, to show that a subset D of a CAT(0) space is convex it is enough to show that every two points of D are joined by a geodesic lying completely in D.
Cube and simplicial complexes.
A cube complex is a collection of cubes glued together via isometries of faces (for more details see [18] ). A connected cube complex comes with a natural Euclidean metric obtained by putting the Euclidean metric on each cube c = [0, 1] n and taking the resulting path metric. Similarly, a ∆-complex is a collection of simplices glued together via isometries of faces and, as above, a connected ∆-complex naturally comes with an all-right spherical metric obtained by making every simplex isometric to a spherical simplex (i.e. a simplex in the unitary sphere S n ) with edge length π 2 . A disconnected ∆-complex can be made a metric space by assigning to each component its all-right spherical metric and insisting that points in different components have distance π. A ∆-complex is simplicial if every pair of simplices share at most one face. Note that a simplex in a simplicial complex is uniquely determined by its vertices, we will therefore identify every simplex with its set of vertices σ ↔ [z 0 , . . . , z k ].
A map f : X → Y between cube complexes is a cubical map if the image of every n-cube c ⊆ X is a k-cube c ⊆ Y for some k n and the restriction of f to c is a
Similarly, a map between ∆-complexes is simplicial if it sends simplices to simplices (possibly collapsing them).
If X is a cube complex and c ⊂ X is a cube of dimension k, its link in X, denoted Lk(c, X), is the ∆-complex with an (n − k − 1)-simplex for each n-cube containing c; here simplices are added with multiplicity-meaning that if c belongs to a cube C in multiple ways (as a result of some gluing) then C contributes to the link with multiple (disjoint) simplices. We usually consider the link Lk(c, X) as equipped with the all-right spherical metric. Similarly, if σ ⊂ Λ is a k-simplex in a ∆-complex, its link Lk(σ, Λ) is the ∆-complex with an (n − k − 1)-simplex for each n-simplex containing σ (with multiplicity). Again, Lk(σ, Λ) is equipped with the all-right spherical metric.
A ∆-complex is flag, if it is simplicial and every set of pairwise adjacent vertices spans a simplex. Note that the link of a simplex in a flag complex is also a flag complex. More precisely, if Λ is a flag simplicial complex then the link of a simplex σ ⊂ Λ is equal to the full subcomplex of Λ spanned by all vertices adjacent to the simplex
where the full subcomplex spanned by a set of vertices A ⊆ V(Λ) is the subcomplex Λ(A) ⊆ Λ containing all the simplices of Λ whose vertices lie in A. Any full subcomplex of a flag simplicial complex is flag itself. Gromov established a fundamental link between curvature of complexes and their combinatorics. Recall that a cube complex is non positively curved if its universal cover is a CAT(0) space. This result will be used extensively in the rest of the paper: Lemma 2.1 (Gromov [10] ). An all-right spherical simplicial complex is CAT(1) if and only if it is flag. Moreover, a finite cube complex is non-positively curved if and only if the link of every vertex is a flag complex.
2.3.
Joins of complexes and spherical joins. To study the geometry of links, an important notion is that of join: Definition 2.2. The simplicial join Λ * ∆ of two simplicial complexes is the simplicial complex with vertex set Λ (0) ∆ (0) , such that the vertices z 0 , . . . , z n span a simplex if and only if the sets
span simplices in Λ and ∆ respectively (note that the join of Λ with an empty complex is equal to Λ itself). Definition 2.3. The spherical join X * Y of two metric spaces X and Y is, as a set, [0, π/2] × X × Y modulo the equivalence relation which identifies (θ, x, y) to (θ , x , y ) whenever (θ = θ = 0 and x = x ) or (θ = θ = π/2 and y = y ). We define a metric on this by requiring that the distance between the points z = (θ, x, y) and z = (θ , x , y ) be at most π and satisfy the formula
Remark 2.4. The simplicial join of two connected simplicial complexes Λ * ∆ equipped with its all-right spherical metric is isometric to the spherical join of Λ and ∆ equipped with their all-right spherical metric. The same holds true for disconnected simplicial complexes if we insist that the distance between any two points in different components is π.
Given a point in a cube complex x ∈ X, let c be the smallest cube in X containing x. We define the link of x in X as the join of the link of c with k copies of S 0 where k is the dimension of c Lk(
Note that if x is a vertex of X (i.e. a 0-cube), the definition above coincide with the definition of link for cubes.
Remark 2.5. The join of k copies of S 0 is isometric (with the all-right spherical metric) to the (k − 1)-sphere S k−1 . We will always consider spheres to be equipped with this simplicial structure.
For any point x in a cube complex X, the link Lk(x, X) can be naturally identified with any sphere centred at x of sufficiently small radius equipped with the path metric induced by the angle metric. Moreover, if E k ⊂ X is an isometrically embedded copy of an Euclidean space (i.e. E k is a flat in X) and x ∈ E k , one can use the above identification to define the intersection Lk(x, X) ∩ E k . Note that such intersection must be isometric to S k−1 and, in particular, when k = 2 such intersection can be seen as a closed curve in Lk(x, X) of length 2π which is a π-geodesic path.
2.4. Hyperplanes and pocsets. Let X be a CAT(0) cube complex. A hyperplanê h of X is an equivalence class of parallel edges of X. We will usually identify a hyperplaneĥ with the CAT(0) cube complex spanned by the midpoints of the edges inĥ (i.e. the smallest convex set containing them). Every hyperplaneĥ disconnects X into two half spaces h and h * . We denote the set of hyperplanes in X by H(X) and the set of hyperspaces by H(X).
A pocset is a partially ordered set (S, <) with an involution * : S → S such that (1) s = s * for all s ∈ S and s and s * are incomparable, (2) if s < t, then t * < s * .
We will usually denote the pocset simply by S if the ordering < is clear by the context. The set of half spaces H(X) of a CAT(0) cube complex comes naturally equipped with a pocset structure, where the involution sends a half space h to its complement h * and the partial ordering is given by the inclusion. Generalising the idea of ultrafilters on the subsets of an index set, an ultrafilter on a pocset S is a subset U ⊂ S such that (1) for each s ∈ S exactly one of s or s * is in U (completeness), (2) if s ∈ U and s < t, then t ∈ U (consistency). An ultrafilter satisfies the descending chain condition (DCC) if every descending chain s 1 > s 2 > · · · must terminate in finitely many steps.
Given a pocset S we can construct a cube complex X(S) as follows: the vertices of X(S) are the ultrafilters satisfying the DCC; two ultrafilters U 1 , U 2 are joined by an edge if and only if they differ by precisely two elements: U 1 U 2 = {s, s * }. We thus obtained a graph, and we then add higher dimensional cubes to the graph to whenever their 1-skeleton is present in it. The following is well-known: Theorem 2.6 (Sageev [17] ). The cube complex X(S) is a CAT(0) cube complex.
Hyperplanes of the cube complex X(S) are in one-to-one correspondence with pairs of conjugated elements of S. That is, fixed {s, s * } ⊂ S, all the the edges determined by U 1 U 2 = {s, s * } are parallel and determine a hyperplaneŝ of X(S). The (vertices of the) half spaces determined byŝ can be described as s := U U ⊂ S ultrafilter with DCC, s ∈ U s * := U U ⊂ S ultrafilter with DCC, s * ∈ U .
In particular, the pocset of hyperspaces H(X(S)) is equal to S itself. Vice versa, since H(X) is a pocset one can apply Sageev's construction to it and one can prove the following theorem. Theorem 2.7 (Roller duality [18] ). Let X be a CAT(0) cube complex. Then X(H(X)) = X.
A subpocset of S is a subset A ⊆ S with A = A * equipped with the partial ordering induced by S. We say that a pocset S splits, denoted S = A · B, if there exist two non-empty subpocsets A, B ∈ S such that (1) the set S is the disjoint union A B, (2) every a ∈ A is incomparable with every b ∈ B. It is proved in [6] that X(S) = X(A) × X(B) if and only if S = A · B.
The
1 -metric. A cube complex X can also be endowed with an 1 -metric. This is done by equipping every cube of X with its 1 -metric and taking the induced path metric on X (recall that the 1 -distance between two points (x 1 , . . . , x n ) and
Note that the restriction of the 1 -metric of X to the 1-skeleton X (1) coincides with the graph metric (this can be defined either as the Euclidean or the 1 -metric of X (1) ). The above is not true for the Euclidean metric of X. It is shown in [11] that the 1 -distance between two vertices v, w ∈ X is equal to the number of hyperplanes separating them. That is,
We say that a cubical map between cube complexes is an 1 -embedding if it is an isometric embedding when the cube complexes are equipped with their 1 -metric. The notion of 1 -embedding is weaker than that of isometric embedding (with respect to the usual Euclidean metric) as it allows for some bending. Indeed, note that the map sending the line R (seen as a cube complex with vertices Z) into R 2 as an ascending staircase is an 1 -embedding but is not an isometric embedding with respect to the Euclidean metric.
Note that an 1 -embedding of cube complexes f : X → Y naturally induces a (non necessarily isometric) inclusion of links Lk(c, X) → Lk f (c), Y for every cube c ∈ X.
2.6. Cohomological Dimension of Groups. In some sense, the cohomology groups of a group G measure the complexity of G. In particular, there are instances when any interesting example of groups satisfying some specific properties must have non-trivial cohomology groups of high dimension. We will now briefly recall the definition of cohomological dimension, because in the sequel we will spend some time proving that some of the groups that we can construct as fundamental groups of cube complexes with coupled links have high cohomological dimension. We refer the reader to [3] for more details on (co)homology of groups.
The cohomological dimension of a discrete group G (denoted cd(G)), is the projective dimension of Z considered as the trivial ZG module. Equivalently, the cohomological dimension can also be defined as
There are similar definitions for homological dimension (denoted hd(G)), where projective modules are replaced by flat modules and cohomology groups are replaced with homology groups. Since projective modules are flat, it is always the case that hd(G) cd(G). Thus, to show that a group has cohomological dimension n one just needs to find some ZG-module M such that H n (G; M ) = 0. For us, it will be convenient to use Z 2 -coefficients to find such homology groups.
We recall that if a finite cube complex X is a non positively curved then it is a classifying space for its fundamental group G := π 1 (X). In particular, we have that the homology group H n (G; Z 2 ) is equal to H n (X; Z 2 ). It follows that in order to show that fundamental groups of non positively curved cube complexes have high cohomological dimension it is enough to prove that said complexes have non-trivial high dimensional Z 2 -homology groups.
Remark 2.8. For torsion free groups cd(G) and hd(G) are invariant under commensurability (while groups which contain elements of finite order always have infinite cohomological dimension). If a group G is virtually torsion free, it is then convenient to define the virtual cohomological dimension of G as the cohomological dimension of any finite index torsion free subgroup. By the above remarks this is independent of the torsion free finite index subgroup taken.
2.7. Homology of cube complexes. Computing the Z 2 -homology groups of a cube complex is a relatively simple task using cellular homology. Let X be a cube complex. As a topological space, X is naturally a CW complex. That is, X can be constructed inductively: the 0-skeleton X (0) is the set of vertices and the n-skeleton X (n) is obtained by gluing all the n-cubes to the (n − 1)-skeleton (to be precise, when doing this construction we are implicitly choosing an orientation on each cube of X. This will not play any role in the current discussion as we are only working with Z 2 -coefficients).
The space of n-chains with Z 2 -coefficients is the Z 2 -module C n (X; Z 2 ) of finite formal sums c α c c where c ranges among the n-cubes of X and α c ∈ Z 2 .
For general CW-complexes, the differential d n : C n (X; Z 2 ) → C n−1 (X; Z 2 ) can be defined in terms of degrees of attaching maps; but since we are only considering cube complexes, such differential can be simply described as the linear extension of the map defined by
where c is an n-cube of X and e is an (n − 1)-dimensional face of it (if multiple faces of c are identified by the gluings, the sum is taken with multiplicity). It is well know that d n−1 • d n = 0 and that the homology of the complex
is isomorphic to the singular homology of X (see e.g. [12] , Thm 2.35). Throughout the paper we will actually be working with reduced homology. That is, the homology of the augmented chain complex
where the augmentation map d 0 sends every 0-cube (vertex) v to 1 ∈ Z 2 . One could consider such an augmentation as if there was a unique empty cube in X.
Sometimes, chains and cycles can be recognised locally. First of all, note that the discussion above applies to ∆-complexes as well, so that we can compute the homology of a ∆-complex Λ using the cellular chain complex C n (Λ; Z 2 ).
Let X be a cube complex and fix some k n dim(X). For every k-cube e in X we have a localisation map loc e : C n (X; Z 2 ) → C n−k−1 Lk(e, X); Z 2 . Specifically, since every (n − k − 1)-simplex σ in Lk(e, X) is given by an n-cubes c(σ) of X containing e, it makes sense to define loc e α c c :=
Note that, since we are working with reduced homology, the above formalism makes sense also when k = n. In this is the case, the link is going to be empty, and therefore the only non-trivial module in the chain complex of Lk(c, X) is C −1 . When this happens, the localisation map loc c will send the chain α c c to α c ∈ Z 2 ∼ = C −1 . Note that for k-simplices τ in a ∆-complex Λ we can define a localisation map loc τ : C n (Λ; Z 2 ) → C n−k−1 Lk(τ, Λ); Z 2 just as we did for cubes in cube complexes. We can now prove the following: Lemma 2.9. Fix some k < n. Then an n-chain Σ in a cube complex X (resp. in a ∆-complex Λ) is a cycle if and only if loc e (Σ) (resp. loc τ (Σ)) is a cycle for every k-cube e ⊂ X (resp. τ ⊂ Λ (k) ). Moreover, if Σ is a boundary then so is loc e (Σ) for every k-cube e.
Proof. We prove the lemma for cube complexes, as the same proof works for ∆-complexes as well. It is immediate to check that the map loc e commutes with the differentials. It is hence clear that loc e sends cycles to cycles and boundaries to boundaries. It only remains to show that if d n−k−1 loc e (Σ) = 0 for every k-cube e ∈ X, then d n (Σ) = 0.
As d n−k−1 loc e (Σ) = loc e d n (Σ) , it will be enough to show that if Ω ∈ C n−1 (X; Z 2 ) is a non trivial (n − 1)-chain then there exists a k-cube e such that loc e (Ω) is not trivial (i.e. the product map e⊂X (k) loc e is injective). This is readily done: let Ω = α c c and choose c so that α c is not 0. If k = n − 1, by choosing e = c we immediately deduce that loc e (Ω) = α c = 0. Otherwise, fix any k-cube e ⊂ c: the cube c will identify an (n − k − 1)-simplex σ in Lk(e, X) with coefficient α c in loc e (Ω) (this is because in the definition of link cubes are taken with multiplicity, so that multiple contributions of the same cube to a single k-cube e influence different simplices of Lk(e, X)). In particular, loc e (Ω) is not trivial.
Remark 2.10. For the proof of the fact that if all the localisations of a chain Σ are cycles then Σ is a cycle as well, we did not really need to know that loc e (Σ) is a cycle for every k-cube e. Indeed, it is actually enough to know that for every (n − 1)-cube c there exists a k-cube e ⊆ c such that loc e (Σ) is a cycle.
Another useful lemma in homology gives us cycles in the join of two simplicial complexes Λ and ∆. The simplices of Λ * ∆ are given by the joins of (possibly empty) simplices in Λ with simplices in ∆. Therefore, given a k-chain Σ = α σ σ in Λ and an l-chain Ω = β τ , τ in ∆, we can define a (k + l + 1)-chain Σ * Ω in Λ * ∆ by summing over all the joins of all simplices in Σ with all simplices in Ω. That is, we set
Note that the above expression is bilinear, and hence it gives us a linear map
Lemma 2.11. Let Σ be a non-trivial k-chain in Λ and Ω a non-trivial l-chain in ∆. Then Σ * Ω is a (k + l + 1)-cycle in Λ * ∆ if and only if Σ and Ω are cycles as well.
Proof. The boundary of a simplex σ * τ is (∂σ * τ ) + (σ * ∂τ ). Since * is bilinear on the space of chains, it is easy to check that
It follows that if Σ and Ω are cycles then the Σ * Ω is a cycle as well.
l Ω must be 0 because their supports are disjoint (on one side we have joins of (k − 1)-simplices with l-simplices, on the other joins of k-simplices with (l − 1)-simplices).
We now have
since Ω is not trivial, there exists a simplex τ so that β τ = 0. We deduce that d k Σ * τ = 0 and hence
3. Cube complexes with coupled links 3.1. Notation. Throughout the paper we will use the following convention: Convention 3.1. A graph is n-coloured if it is n-partite and there is a fixed 1-to-1 correspondence between the partition sets and {1, . . . , n}. In particular, every n-partite graph can be n-coloured in n! different way respecting the n-partite structure. A simplicial complex is n-partite or n-coloured if its 1-skeleton is. Note that we do not insist that all the partitioning sets be not empty.
(a Let A 1 , . . . , A n and B 1 , . . . , B n be (possibly empty) finite sets, then the joins A := A 1 * · · · * A n and B := B 1 * · · · * B n are n-coloured simplicial complexes of dimension (at most) n − 1. We will denote their simplices with fraktur letters. We say that a simplex a ⊂ A (resp. b ⊂ B) has a vertex on the i-th coordinate if one of its vertices is in A i (resp. B i ). Two simplices a ⊂ A and b ⊂ B are complementary if for every i = 1, . . . , n exactly one between a and b has a vertex on the i-th coordinate. Given a simplex a ∈ A with a vertex on the i-th coordinate, we will denote by a i the subsimplex obtained removing such vertex. Conversely, if a does not have a vertex on the i-th coordinate we denote by a i a simplex obtained by adding to a an element a i ∈ A i as a vertex: a i = a * a i . Note that a i is not uniquely determined by a as it also depends on the choice of a i . In particular, (a i ) i could be different from (a i ) i (the latter is always equal to a). On the contrary, when adding or removing vertices on different coordinates the result does not depend on order of such operations; we will thus omit the parentheses and write a Figure 1 ).
Note that if (a, b) is a pair of complementary simplices, then so are
For every i = 1, . . . , n the join A i * B i is a complete bipartite graph, and the Cartesian product
is an n-dimensional cube complex (or possibly of lower dimension, if some of the finite sets are empty). The set of vertices of K is the product (A 1 B 1 )×· · ·×(A n B n ) i.e. every vertex v ∈ K is given by a choice of n coordinates v = (x 1 , . . . , x n ) where the i-th coordinate x i is either an element of A i (A-coordinate) or of B i (B-coordinate). The sets of A-coordinates and B-coordinates determine two complementary simplices of A and B. This yields a 1-to-1 correspondence between the vertices of K and the pairs of complementary simplices (a, b) in A × B; we will therefore denote the vertices of K via their coordinates simplices (a, b).
Figure 2. A 3-cube determined by 4-coloured simplices overlapping in the coordinates 2, 3 and 4. The edges are oriented from A-coordinates to B-coordinates and a path between extremal vertices is highlighted.
Using the above conventions, a vertex (a, b) ∈ K is joined by an edge of K with all (and only) the vertices of the form
We say that such an edge is an edge in the i-th coordinate. Note that two edges meeting at a vertex (a, b) ∈ K lie in a common square of K if and only if they are edges in different coordinates i = j. When this is the case, if we denote by (a , b ) the fourth vertex of such square, we have that (a , b ) is the unique vertex obtained from (a, b) by changing both the i-th and the j-th coordinate accordingly. Moreover, the square containing both (a, b) and (a , b ) is unique.
More in general, the k-cubes of K are the products of k edges in k different coordinates. Moreover, given any vertex (a, b) ∈ K and a vertex (a ,
there exists a unique k-cube of K containing them.
If a = a i1,...,i k (and hence b = b i1,...,i k ), then the k-cube containing (a, b) and (a , b ) is uniquely determined by a and b because its vertices are those whose coordinate simplices are subsimplices of a and b . In this case we say that (a, b) and (a , b ) are extremal vertices and we denote the k-cube containing them by Q(a, b ). Every cube in K has a unique pair of extremal vertices and therefore it can be uniquely expressed as Q(a, b) for the appropriate a ∈ A and b ∈ B.
It can be convenient to think the edges of K to be oriented. We use the convention that edges point in the direction of the vertex with fewer A-coordinates i.e. an edge is oriented from (a, b) to (a i , b i ). The extremal vertices of a k-cube of K are the initial and terminal vertices of the oriented paths of length k in its 1-skeleton (see Figure 2 ).
3.2.
Construction of cube complexes with coupled links. Let Γ A and Γ B be two n-coloured simplicial complexes and let A 1 , . . . , A n and B 1 , . . . , B n be the partitioning sets (where the i-th partitioning set is the one corresponding to the 'colour' i). 
Note that if X Γ A ,Γ B contains two extremal vertices (a, b i1,...,i k ) and (a i1,...,i k , b), then X Γ A ,Γ B also contains the k-cube Q(a, b). Indeed, the coordinate simplices of the vertices of Q(a, b) are contained in a and b and are therefore in Γ A and Γ B . In particular, every oriented path of length k in the one skeleton of X Γ A ,Γ B lies on the boundary of a (unique) k-cube of X Γ A ,Γ B . 
The motivating reason for defining cube complexes with coupled links is the following:
Lemma 3.4. The link of a cube Q(a, b) in X Γ A ,Γ B is isometric to the join of the links of a and b with the all-right spherical metric
Proof. We only need to show that the cell complex Lk Q(a, b),
Note that any a j determines a vertex in Lk(a, Γ A ) and any b j determines a vertex in Lk(b, Γ B ). This yields a bijection between the vertices of the link of Q(a, b) to the union V Lk(a, Γ A ) V Lk(b, Γ B ) , the latter being precisely the set of vertices of Lk(a, Γ A ) * Lk(b, Γ B ). We need to show that this bijection induces an isomorphism of simplicial complexes.
Let C, C be two vertices in Lk Q(a, b), X Γ A ,Γ B . They are joined by an edge if and only if there exists a (k + 2)-dimensional cube C ⊆ X Γ A ,Γ B with C ∪ C ⊂ C . There are three possible cases:
In either case, it follows form our general discussion that such a C must take the form of Q(a jk , b) or Q(a j , b k ) or Q(a, b jk ) respectively, and hence C exists if and only if the appropriate coordinate simplices exist (in particular we must have j = k).
In the first case, it follows that there is such a C if and only if the appropriate simplex a jk exists, and this is equivalent to saying that a j and a k are joined by an edge in Lk(a, Γ A ). The third case is analogous. The second case is even simpler: since j and k are different (to define a j we need the j-th coordinate to be in b, and hence we cannot have any b j ) the cube Q(a j , b k ) always exists, and hence we conclude because, by the definition of join, each vertex in Lk(a, Γ A ) is linked to each vertex in Lk(b, Γ B ) by an edge.
We thus proved that the bijection between vertices extend to an isomorphism between the 1-skeleta. All that remains to show is that a complete clique of 
Gromov's characterisation of non-positively curved cube complexes immediately implies the following. The converse of the above corollary is not true. For example, let Γ A be obtained from {a + , a − } * {a + , a − } * {a + , a − } by removing the simplex [a − , a − , a − ] and let Γ B have a single vertex per coordinate and no edges. Then X Γ A ,Γ B is a connected graph (and therefore has non-positive curvature) but Γ A is not flag. Alternatively, let Γ B be an empty triangle and Γ A be the join of the same triangle with a point in a fourth coordinate.
Note that in general the simplicial complexes Γ A and Γ B could contain some 'junk' simplices that do not contribute in any way to the construction of the complex X Γ A ,Γ B because they do not have complementary simplices. In view of this, we say that Γ A and Γ B are smartly paired if every maximal simplex a ⊆ Γ A has a complementary simplex in Γ B and vice versa. Note that given any pair of complexes Γ A and Γ B , one can produce a pair of smartly paired complexes yielding the same complex with coupled links by recursively removing top-dimensional junk simplices.
Remark 3.6. In the proof of Lemma 3.4 we did not need to require that the complexes be smartly paired because assuming that two simplices a, b denotes a vertex (i.e. they are complementary) implies that every simplex a ⊃ a also has a complementary simplex b ⊂ b.
Assuming that the defining complexes be smartly paired, we can now start to produce sharper results on the associated CLCCs. For example, recall that a cube (simplicial) complex has pure dimension d if it has dimension d and every cube (simplex) is a face of a d-dimensional cube (simplex). Then we have the following: Lemma 3.7. If Γ A and Γ B are smartly paired n-coloured simplicial complexes of pure dimension k A and k B respectively, then X Γ A ,Γ B is a cube complex of pure dimension k A + k B + 2 − n.
Since Γ A and Γ B are pure dimensional simplicial complexes, there exists a k A -dimensional simplexā ⊂ Γ A containing a and a k B -dimensional simplexb ⊆ Γ B containing b. It follows thatā andb overlap in d coordinates and hence
Remark 3.8. Technically, in Lemma 3.7 we only used the smartly paired condition to make sure that X Γ A ,Γ B is not empty. This condition will play a more important role when we will study the connectedness and the homology groups of CLCCs.
3.3. Functoriality. Let Simp n be the category of n-coloured simplicial complexes. That is, the objects of Simp n are n-coloured simplicial complexes and the morphisms are simplicial maps which preserve the colouring (i.e. they send vertices of the i-th colour to vertices of the i-th colour). Let (Simp n ) 2 denote the product category Simp n × Simp n .
Let also CC be the category of cube complexes, that has cube complexes as objects and cubical maps as morphisms. Proof. We need to define the image of a morphism under X.
be a pair of maps of n-coloured simplicial complexes an let (a, b) be any vertex of X Γ A ,Γ B .
Since the maps f A , f B are simplicial and respect the n-coloured structure, the pair (f (a), f (b)) denotes a vertex of X Γ A ,Γ B and it is straightforward to check that this map on vertices extends to a cubical map.
If f A and f B are injective, then X(f A , f B ) is injective on the vertices, and it is hence injective. If f A and f B are surjective, then X(f A , f B ) is surjective on the vertices and, since the cube complex X Γ A ,Γ B is defined as a full subcomplex of the product of the joins A i * B i , it is simple to check that X(f A , f B ) is actually surjective.
Assume now that f A and f B are inclusions of full subcomplexes. To check that a cubical map is a local isometry it is enough to check that the maps it induces on the links of vertices are isometric embeddings (with respect to the all-right spherical metric maxed out at π). By Lemma 3.4, the link of a vertex
. Note now that the map induced from X(f A , f B ) on these links coincides with the inclusion
and it is hence an isometry because f A (Γ A ) and f B (Γ B ) are full subcomplexes.
Let also Flag n ⊂ Simp n be the category of flag n-coloured simplicial complexes and NPCCC ⊂ CC be the category of CAT(0) cube complexes. Then we have the following: Proof. The fact that X restricts to a functor to NPCCC follows trivially from Corollary 3.5.
If f A and f B are inclusions of full subcomplexes, it follows from Proposition 3.9 that X(f A , f B ) : X Γ A ,Γ B → X Γ A ,Γ B is a local isometry. Since X Γ A ,Γ B and X Γ A ,Γ B are CAT(0) spaces, it is well known that the map induced on their fundamental groups
is injective (see [5, Proposition 4.14]).
3.4. Connectedness. In general, it is not trivial to verify if the cube complex X Γ A ,Γ B is connected. The following construction aims to simplify such verification. We define a graph G A whose vertices are the vertices of X Γ A ,Γ B with maximal A-coordinates 
If a i is contained inā for every 0 i < n, then the two vertices actually coincide, asā =ā by maximality andb =b because at no time any of those B-coordinates could have been changed.
Otherwise, let k 1 be the largest index so that a k1 is not contained inā and
Indeed, note that a k1 must contain a k1+1 and therefore a k1+1 ⊆ā
. It follows that we can pick the unique subsimplex of b k1+1 which is complementary toā (1) ∩ā to be the simplex b as in the definition of edge. To conclude, note that by gradually enlarging a k1 we obtain a path in the 1-skeleton of X Γ A ,Γ B joining (a k1 , b k1 ) with (ā (1) ,b (1) ) so that the A-coordinates are always subsimplices ofā (1) . Joining the restriction of the path from (ā,b) to (ā ,b ) up to (a k1 , b k1 ) with this path, we obtain a path connecting (ā,b) to (ā (1) ,b (1) ) so that the largest index k 2 for which a k2 is not contained inā (1) is strictly smaller than k 1 . The lemma now follows by induction.
3.5. Homological dimension. In this subsection we will introduce some tools to compute the Z 2 -(co)homological dimension of cube complexes with coupled links in terms of the homology groups of the defining simplicial complexes. Definition 3.12. We say that a cube complex X (∆-complex Λ) of pure dimension d has a fundamental class if the d-chain Σ X (resp. Σ Λ ) given by the sum of all the d-dimensional cubes (simplices) is a cycle (and hence the complex has non-trivial d-dimensional homology).
Note
For the next lemma, we say that two n-coloured simplicial complexes are doubly smartly paired if they are smartly paired and also every codimension 1 face of maximal simplices admits a complementary simplex. Note in particular that if Γ A and Γ B are doubly smartly paired then X Γ A ,Γ B has dimension at least 1. whence we deduce
It follows from Lemma 2.9 and Lemma 2.11 that if Γ A and Γ B have a fundamental class then so does X Γ A ,Γ B . Assume now that Γ A and Γ B are doubly smartly paired and that Σ X is a cycle. For every simplex a ⊂ Γ A of dimension k A − 1 there exists a b ⊂ Γ B so that v := (a, b) is a vertex of X Γ A ,Γ B . From the discussion above, it follows that
is a trivial chain (even if Lk(b, Γ B ) was empty we would still get a non-trivial (−1)-chain). It hence follows from Lemma 2.11 that loc a (Σ Γ A ) is a cycle. Since this is the case for every (k A − 1)-simplex a in Γ A , we deduce that Σ A is a cycle by Lemma 2.9. The same argument shows that Σ B is a cycle as well.
Corollary 3.14. Let Γ A and Γ B be smartly paired n-coloured simplicial complexes of pure dimension k A and k B respectively. If Γ A and Γ B have a fundamental class then X Γ A ,Γ B has homological dimension k A + k B + 2 − n.
To prove a more refined result we need to give another definition. The support of an k-chain Ω in a ∆-complex is the subcomplex given by the union of the k-simplices appearing with non-trivial coefficient in Ω. Proof. Let χ A ⊆ Γ A and χ B ⊆ Γ B be the supports of Ω A and Ω B respectively. Note that by the definition we have that χ A is a simplicial complex of pure dimension d A and that Ω A coincides with the d A -chain Σ χ A given by the sum of all the top dimensional simplices. The same goes for χ B as well, and we also have that the two n-coloured complexes χ A and χ B are smartly paired because so are Ω A and Ω B are. It follows From Lemma 3.7 that X χ A ,χ B is a cube complex of pure dimension d A + d B + 2 − n and hence the sum of its top dimensional cubes gives us
By functoriality, we have a natural inclusion of X χ A ,χ B into X Γ A ,Γ B . We define X(Ω A , Ω B ) to be the image of Σ Xχ A ,χ B under this inclusion.
Since the inclusion is a cubical map, X(Ω A , Ω B ) is a cycle if and only if so is Σ Xχ A ,χ B , and by Lemma 3.13 if Σ χ A and Σ χ B (and hence Ω A and Ω B ) are cycles this is indeed the case. This concludes the first part of the proof.
For the second part of the statement, unravelling the definition it turns out that for every vertex v = (a, b) ∈ X Γ A ,Γ B the localisation at v of X(Ω A , Ω B ) is given by
Then the statement follows trivially from Lemma 2.9.
Examples
In this section we provide some concrete examples of cube complexes obtainable as cube complexes with coupled links. We will make use of the following facts to prove that some CLCCs are cubulated manifolds: Fact 4.1. Let X be a n-dimensional cube complex, if Lk(v, X) is (PL) homeomorphic to S n−1 for every vertex v ∈ X (0) , then X is a closed (PL) manifold.
Fact 4.2.
If X is a triangulated n-dimensional manifold, then for every k-dimensional simplex σ ⊂ X with k < n the link Lk(σ, X) is a triangulated sphere of dimension n − k − 1.
Remark 4.3. Note that to prove Fact 4.2 it is actually enough to prove that the link vertices are (n − 1)-spheres. Indeed, the link of an edge e = (v, w) in X is equal to the link of w in Lk(v, X), which is a sphere. Repeating this argument inductively we can take care of the links of simplices of every dimension. In either case the link is a circle, therefore X Γ A ,Γ B is the cubulation of a (orientable) surface by Fact 4.1. Note that, since both Γ A and Γ B have simplices with a vertex in every coordinate, it is easy to show (possibly using Lemma 3.11) that the surface thus obtained is connected.
Since every edge of X Γ A ,Γ B is contained in two squares and every square has four vertices, we deduce that the Euler characteristic of
where deg(v) is the number of edges containing the vertex v.
It follows that
and therefore for every g 1 the surface Σ g of genus g can be obtained as a square complex with coupled links e.g. by letting k A = 2 and k B = g + 1.
4.2.
Manifolds. If two n-coloured simplicial complexes Γ A and Γ B are triangulations of (PL) spheres, it follows from Fact 4.2 and Lemma 3.4 that the link of every vertex in X Γ A ,Γ B is a join of spheres and it is hence itself a sphere. It then follows from Fact 4.1 that X Γ A ,Γ B is a closed manifold (when it is not trivial). Note that if Γ A and Γ B are not smartly paired then there is no control whatsoever on the resulting CLCC. It could, for example, have many connected components of differing dimensions. Conversely, if Γ A and Γ B are smartly paired then X Γ A ,Γ B will have dimension dim(Γ A ) + dim(Γ B ) + 2 − n by Lemma 3.7 (it could still be disconnected though).
Note that if Γ B has dimension strictly less than n − 1 then the same argument implies that X Γ A ,Γ B is a closed manifold also when Γ A is a (PL) triangulations of any manifold (not necessarily a sphere). Indeed, every vertex v in X Γ A ,Γ B will have at least one A-coordinate and hence the contribution of the A-coordinates on the link at v will be given by the link of a non-empty simplex of Γ A , which is again a sphere. Similarly, we do not even need to assume Γ B to be a sphere as long as Γ A has not dimension n − 1.
For a more concrete example, we can let Γ A = * n i=1 S 0 with the standard n-colouring assigning the to the i-th S 0 the colour i. Then, letting Γ B be any n-coloured sphere, the resulting CLCC X Γ A ,Γ B will be a manifold of dimension dim(X Γ A ,Γ B ) = dim(Γ B )+1. Note that even if dim(X Γ A ,Γ B ) does not depend on the colouring of Γ B , its homeomorphism class does. For example, let Γ A = S 0 * S 0 * S 0 and let Γ B be a 3-coloured circle of length 6. If the chosen 3-colouring cycles through the three colours it turns out that X Γ A ,Γ B is the surface of genus 3. Conversely, if we choose the 3-colouring that is only alternating two colours (i.e. we completely ignore one of the colours), we will get a surface of genus 1. The Salvetti complex of Γ can be defined as follow. Let T n = S 1 × · · · × S 1 be the n dimensional torus endowed with the natural cell complex structure with a single vertex and n 1-cells. If we associate every 1-cell with one of the vertices of Γ, the Salvetti complex is defined as the subcomplex Sal(Γ) ⊆ T n which contains a k-cell if and only if the vertices v i1 , . . . , v i k associated with the 1-cells in its boundary span a simplex of Γ. It is well known that A(Γ) is isomorphic to the fundamental group of Sal(Γ).
For i = 1, . . . , n let A i and B i be sets with two elements (a + 
Embedding cube complexes into products of trees and fly maps
The purpose of this section is to define the fly maps that we will need to use in the sequel. In order to do so, we first need to study 1 -isometric embeddings of cubes complexes into finite products of trees. The conditions which are sufficient (and also necessary) for the existence of such embeddings are well-known to experts: they have first been identified in the more general context of median algebras in [1] , and they have been further studied in the setting of cube complexes in [7] . Nevertheless, for the convenience of the reader we decided to still provide the proofs of the statement that we need. Indeed, in what follows we are using a somewhat different terminology from what readily available in literature, and, in order to Figure 4 . The CLCC associated with the commutators of C(Γ) where Γ is the graph with 3 vertices and a single edge.
properly define and utilize fly maps, we need some rather precise control on such embeddings.
Definition 5.1. A choice of n directions on a CAT(0) cube complex X is a decomposition of the set of hyperplanes as a disjoint union H = H 1 · · · H n such that for every i = 1, . . . , n any two hyperplanes in H i are disjoint. Equivalently, a choice of n directions is a decomposition of the pocset of half-spaces H as a disjoint union of n subpocsets
Note that if Γ A and Γ B are flag n-coloured simplicial complexes, then the universal cover of the associated CLCC is CAT(0) and has a natural choice of n directions where H i is the family of hyperplanes that are perpendicular to edges in the i-th coordinate.
Remark 5.2. Note that the decomposition H = H 1 · · · H n does not need to be a splitting of the pocset H. Indeed, in general there will be comparable half spaces h ∈ H i and h ∈ H j for some i = j.
Remark 5.3. Recall that the crossing graph of a CAT(0) cube complex is the graph whose vertices are the hyperplanes and where two vertices are joined by an edge if the corresponding hyperplanes intersect. Choosing n directions on X is equivalent to choosing an n-colouring for the crossing graph.
We can now define a map to a product of trees as follows. Let X be a cube complex with n directions. Let T i := X(H i ) be the cube complex obtained applying Sageev's construction to the pocset H i . It is easy to show that T i is a tree for each i.
Let
In particular, H(X) and H(Y ) coincide as sets. We will show that the map defined by the identity from H(X) → H(Y ) induces a cubical map ι : X → Y . Proof. When seen as a subset of H(Y ), the set U will still satisfy the completeness axiom as the complementation structure on H(X) is the same as that on H(Y ). We must check the consistency axiom, but it is clear that being comparable is weaker in the set H(Y ) than in H(X), so the consistency of U in H(Y ) is trivially implied by the consistency of U in H(X).
The above argument also implies that any descending chain in U terminates, as the descending chains in H(Y ) are descending chains in H(X) as well.
It follows from the above that the identity map H(X) → H(Y ) induces an injection between the vertex sets of the associated cube complexes ι : V (X) → V (Y )-here we are implicitly using Roller's duality on Sageev's construction X = X H(X) . The injection ι extends to a cubical injection ι : X → Y . In fact, something stronger is true: Proof. The key fact is that in Sageev's construction hyperplanes of X(S) correspond to pairs of conjugate elements {s, s * }. In our settings, the pocsets H(X) and H(Y ) do not just coincide as sets: they also have the same involution operation. It follows that there is a natural correspondence between the hyperplanes of X and Y as in both cases they are simply given by couples {h, h * }. Recall that, according to Sageev's construction, two ultrafilters U and U with the DCC are linked by an edge if and only if they differ by two elements U U = {h, h * } (i.e. two points are linked by an edge if and only if they are separated by a unique hyperplane). From the discussion above, this condition is independent on whether we are looking at the pocset H(X) or H(Y ), therefore the map ι extends to a cubical map.
Recall also that the distance between two vertices of X in the 1 -metric is equal to the number of hyperplanes separating them [17] (a hyperplane {h, h * } separates two points U and U in X = X(H(X)) if and only if {h, h * } ⊆ U U ). This condition is again preserved when passing from H(X) to H(Y ) and therefore ι is an 1 -embedding. Letĥ X be the hyperplane of X corresponding the the pair {h, h * } (seen as the span of middle points of parallel edges) and letĥ Y be the hyperplane of Y determined by the same couple {h, h * }. To prove the 'Moreover' part of the statement we need to show that the preimage ι −1 (ĥ Y ) coincides withĥ X . This is another easy consequence of the above discussion. Indeed, an edge e between two vertices in X uniquely determines a hyperplaneĥ X = {h, h * } and its image ι(e) will uniquely determine the corresponding hyperplaneĥ Y = {h, h * }. Asĥ Y is the hyperplane spanned be the midpoints of all (and only) the edges crossing it, it follows that the pre-image ι −1 (ĥ Y ) intersects all (and only) the edges crossingĥ X and it hence coincides with the hyperplaneĥ X .
Remark 5.6. More concretely, the map ι is obtained as follows: the choice of n directions H 1 , · · · H n identifies n trees T 1 , . . . , T n , and ι is then defined by sending a point x ∈ X to the point in Y = T 1 × · · · × T n whose i-th coordinate is determined by the relative position of x with respect to the hyperplanes in H i . This can be visualised by seeing that crossing a hyperplane in H i corresponds to crossing the corresponding edge of T i . The fact that this procedure is well defined depends on the fact that the cube complex X is CAT(0). Sageev's construction is an useful tool formalise this argument.
We will now use this 1 -embedding into products of trees to study the geometry of embedded flats E 2 → X. We begin with some notation: given a hyperplanê h ⊂ X we denote by N (ĥ) its cubical neighbourhood, i.e. the smallest subcomplex of X containingĥ. Since X is a CAT(0) cube complex, N (ĥ) is isometric toĥ × [0, 1] (recall that we seeĥ as the cube complex spanned by the midpoints of parallel edges). We will also denote by
• N (ĥ) the interior of the cubical neighbourhood N (ĥ). Let X be a cube complex with n directions. Let Y = T 1 × · · · × T n be the associated product of trees and let p i : Y → T i be the projection to the i-th tree. Note that every edge in T i identifies a hyperplaneĥ Ti in H(T i ) = H i and hence a hyperplaneĥ X in X. Then we have the following:
• e be the interior of an edge of T i and letĥ i ∈ H i be the corresponding hyperplane in X.
Proof. Since Y is a direct product, it is clear that p Remark 5.8. Note that in Lemma 5.7 it is important to restrict to the interior of the edge e. Indeed, the pre-image of the extremal points will not be contained in
The following simple lemma will be essential for our study of embedded flats in X.
Lemma 5.9. Let i : E k → X be an isometric embedding of a flat plane. Then
Proof. If the image is not contained in a geodesic then it contains a branching point. That is, p j • ι • i(E k ) → T j must intersect the interior three edges e 1 , e 2 and e 3 of T i sharing a vertex v ∈ T i . Let x r be a point in
. Then, by Lemma 5.7, the pre-image (p j • ι) −1 (x r ) will be a convex subset of X that separates X in two half spaces. It follows that (p j • ι • i) −1 (x r ) is a convex subset of E k that separates E k and it must hence contain a hyperplane E r ∼ = E k−1 -here E r is a hyperplane in the usual Euclidean sense: not as a cube complex. (Since
is itself a hyperplane in E k .) For every r = 1, 2, 3 we can consider the component H r of E k E r not containing the pre-image of the vertex v, and this yields to a contradiction because the spaces H r would form a facing triple. That is, they would be three disjoint halfspaces in E k , and it is easy to see that there is no such triple in the Euclidean space.
The fact that the projections of flats on trees are contained in geodesic paths will allow us to reduce the study of flats in X to the more familiar setting of (piecewise isometric) maps E k → R n . In the sequel R n is considered as a cube complex with using the standard cubical structure having Z n as the set of vertices.
Definition 5.10. Let i : E k → X be an isometrically embedded flat and for every
where the maps f x j : T j → R are cubical maps that restrict to isometries on L j and on every ray emanating from p j (x) ∈ T j .
It is clear that it is always possible to find a map f x j as above: the example to keep in mind is the map sending p j (x) to 0 ∈ R (when p j (x) is a vertex) and every other point z ∈ T j to ±d Tj p j (x), z , where the sign is chosen so that the restriction to L j is an isometry. The interest of the fly maps is given by the following simple result:
Proof. Enlarging it if necessary, we can assume that L j is a subcomplex of T j for every j = 1, . . . , n. It is clear from the definition that any fly map f x induces a cubical isometric embedding n j=1 L j → R n with respect to both the Euclidean and 1 -metrics induced by their cubical structures.
Note that
T j is a convex subset with respect to both the Euclidean and the 1 -metric, therefore the metric induced on n j=1 L j from the Euclidean (resp. 1 ) metric of n j=1 T j coincides with the Euclidean (resp. 1 ) metric induced from its cube complex structure.
It follows that the map induced from f x on n j=1 L j is an 1 -embedding also with respect the subspace metric. The lemma now follows trivially from Proposition 5.5 by noting that the image of
Corollary 5.12. A fly map f x induces for every cube c
Results concerning geodesics in sphere complexes
Recall that the star of a simplex σ in a simplicial complex Λ is the subcomplex St(σ, Λ) ⊆ Λ given by the union of all the simplices of Λ containing σ. Note that St(σ, Λ) = Lk(σ, Λ) * σ.
For any subset of a simplicial complex A ⊂ Λ we denote by N (A) the minimal subcomplex of Λ containing A. If γ is a path in Λ, N (γ) is the smallest subcomplex containing its image.
Remark 6.1. If Λ is equipped with its all-right spherical metric, then for every
Lemma 6.2. If γ is a π-geodesic of length |γ| 2π in a simplicial complex Λ, then γ is not contained in St(v, Λ) for any vertex v ∈ N (γ).
Proof. Let v be a vertex in N (γ), then there exists a point x ∈ γ with d(x, v) < π/2. As γ is a π-geodesic and |γ| 2π, there exists a point y ∈ γ with d(y, x) π. Therefore we must have d(y, v) > π/2 and hence y / ∈ St(v, Λ).
We will now prove some results about geodesics in subcomplexes of spheres Λ ⊆ S n . Note that in what follows Λ is equipped with its all-right spherical metric, which does not coincide with the restriction of the metric of S n in general. Identifying S n with the unit sphere in E n+1 , one can define subspheres and orthogonal complements. Indeed, if {e 0 , . . . , e n } is the canonical basis of E n+1 we say that a subsphere of S n is a subcomplex obtained as an intersection with a coordinate subspace
. . , e i k ⊥ . Note that the vertices of S n are naturally identified with the vectors ±e 0 , . . . , ±e n . Lemma 6.3. Let Λ ⊆ S n be a subcomplex and S k ⊂ S n a subsphere. If x, y are two points in Λ ∩ S k and γ is π-geodesic path in Λ connecting them and so that γ ∩ S k = {x, y}, then |γ| π.
Proof. Up to relabelling, we can assume that the vertex e 0 belongs to Λ S k and that γ is not contained in e 0 ⊥ . Passing to a subpath if necessary, we can further assume γ ∩ e 0 ⊥ = {x, y}. Finally, without loss of generality, the interior of the path γ is contained in the component of Λ e 0 ⊥ containing e 0 .
Since γ only intersects e 0 ⊥ at its endpoints, it follows that its interior must be contained in the interior of St(e 0 ). Hence, the subcomplex N (γ) ⊂ Λ has the form
Note that the spherical join metric on Y * {e 0 } might not coincide with the restriction of the metric of Λ. Still, (subpaths of) γ will have the same length in both metrics. Using the join structure, we can write γ(t) = θ(t), z(t), e 0 for some functions z(t) ∈ Y and θ(t) ∈ [0, π/2], and we have that the spherical join distance satisfies
By contradiction, assume know |γ| = < π. Fix any t ∈ (0, ); then θ(t) > 0 and therefore we get strict inequalities
which is a contradiction as γ should be a π-geodesic.
Assume that γ is a π-geodesic of length 2π in a subcomplex Λ ⊆ S n . For any vertex v ∈ N (γ) ⊆ Λ, it follows from Lemma 6.2 that γ is not completely contained in the star St(v, Λ). Therefore, the intersection γ ∩ Lk(v, Λ) is not empty.
Lemma 6.4. Let γ be a π-geodesic of length 2π in a subcomplex Λ ⊆ S n , v ∈ N (γ) ⊆ Λ a vertex, x a point in γ ∩ Lk(v, Λ) and σ x the smallest simplex in Λ containing x. Assume that for some vertex w ∈ σ x the opposite vertex −w ∈ S n actually belongs to N (γ). Then −w ∈ Lk(v, Λ).
Proof. As both w and −w belong to N (γ), the curve γ intersects non trivially both components of S n w ⊥ . It follows from Lemma 6.3 that γ is equal to the composition of two geodesic segments γ = γ ∪ γ with γ ∩ γ = γ ∩ w ⊥ and |γ | = |γ | = π. If we assume that γ is the path closer to w and γ is that closer to −w, then the point x belongs to the interior γ .
By hypothesis, we also know that d(v, γ) < π/2 and therefore, again by Lemma 6.3, a subpath γ v ⊂ γ of length at least π is contained in the open ball B(v, π/2) ⊆ Λ as this is a component of Λ v ⊥ . Since the point x is at distance π/2 from v, it cannot belong to the interior of γ v . It follows that the interior of γ v intersects the interior of γ non trivially; and any point in such intersection is at distance less than π/2 from both v and −w and must therefore belong to a simplex of Λ containing both v and −w.
Let again γ be a π-geodesic of length 2π and v a vertex in N (γ). Then there is a proper subpath γ v ⊂ γ ∩ St(v, Λ) so that γ v meets Lk(v, Λ) only at its endpoints, which we denote by v − and v + . Let σ v− and σ v+ be the smallest simplices containing v − and v + respectively. From Lemma 6.4 it follows that the intersection of N (γ) with the subsphere identified by the subspace σ v− ∪ σ v+ ⊂ E n+1 is actually contained in the link Lk(v, Λ). Therefore, applying Lemma 6.2 again, we deduce that the complement γ v := γ γ v is cannot be completely contained in σ v− ∪ σ v+ ∩ Λ. We can hence apply Lemma 6.3 with respect to the subspace σ v− ∪ σ v+ and we deduce that both γ v and γ v are geodesics of length π.
Moreover, we know that the geodesic γ v cannot be completely contained in St(v, Λ) and therefore there exists a point w in N (γ) St(v, Λ), i.e. such that St(v, Λ) ∩ St(w, Λ) ⊆ Lk(w, Λ). Using an argument similar to the above where the role of v is played by w, we can deduce that γ intersects St(v, Λ) only at its endpoints.
From the above discussion it follows that v − and v + are points at distance π and therefore the simplices σ v− and σ v+ are disjoint. Moreover, we have
Let W v be the set of vertices in N (γ) St(v, Λ). Note that W v is not empty. Definition 6.5. A square in a simplicial complex Γ is any subgraph isomorphic to a square (i.e. a cycle of length 4). An empty square is a square which is also a full subgraph of Γ (1) (i.e. in Γ there is no edge forming a diagonal of the square).
Proposition 6.6. With the above notation, the set W v spans a simplex in Λ and the join {v} W v * σ v− σ v+ is a subcomplex of Λ. Moreover, if Λ is a flag complex then for every vertex u − ∈ σ v− there exists a vertex u + ∈ σ v+ so that (v, u + , w, u − ) is an empty square in Λ for any choice of a vertex w ∈ W v .
Proof. It is clear that {v} * σ v− σ v+ is a subcomplex of Λ. Note that for every w ∈ W v we have St(w, Λ) ∩ St(v, Λ) = Lk(w, Λ) ∩ Lk(v, Λ) and therefore γ v is confined outside of St(w, Λ). Repeating the discussion above for the vertex w instead of v, we have that γ splits in two sub-geodesics γ w and γ w of length π. As γ w is contained in (the interior of) the star about w, the path γ w must coincide with γ v and γ w with γ v . It follows that γ v is contained in (the interior of) St(w, Λ) for every w ∈ W v . Hence, the intersection of the open stars w∈Wv St(w, Λ) Lk(w, Λ) is not empty and therefore W v spans a simplex. Since a non trivial segment of γ is also contained in the interior of the star St(σ v− , Λ), it follows that also σ v− * W v is a simplex in Λ (and similarly for σ v+ ). This proves that {v} W v * σ v− σ v+ ⊆ Λ.
To prove the second part of the statement, fix a vertex u − ∈ σ v− and choose any vertex u + ∈ σ v+ so that (u − , u + ) is not an edge in Λ. Such a vertex clearly exits, as otherwise the set {u − } ∪ σ v+ would span a simplex (by flagness) and therefore the points v − and v + would be at distance strictly less than π. Now, let w be any vertex in W v . Then we know that the square (v, u , w, u − ) is a subcomplex of Λ and, by construction, neither v and w nor u − and u + are joined by an edge of Λ and hence the square has no diagonals.
Hyperbolic complexes with n directions
In this section we will show how one can use fly maps together with Bridson's Flat Plane Theorem to prove that a CAT(0) cube complex is Gromov hyperbolic. Specifically, we show that if X is a CAT(0) cube complex with n directions whose links satisfy a 'largeness' condition then it is hyperbolic. The main result of this section is not at all new, in fact it has been well known for a long time and in more general settings (see e.g. [8, Appendix I]). We still thought that it was worth writing down this section as a useful warm-up for Section 8. Indeed, there the ideas are quite similar but the proofs gets more technical. Besides, the material here presented provides an alternative proof of the well-known characterisation of hyperbolicity for right-angled Coxeter groups due to Moussong [14] . This new proof is rather elementary, as it only depends on the Flat Plane Theorem and on Gromov's link condition for CAT(0) cube complexes.
We start by recalling a theorem and a definition (recall that a metric space X is cocompact if there exists a compact set K ⊆ X such that X is equal to the union of the translates g(K) for g ∈ Isom(X)): The criterion we prove is the following.
Theorem 7.3. If X is a cocompact CAT(0) cube complex with n-directions such that the link at every vertex is 5-large then it is Gromov hyperbolic.
Proof. By contradiction assume that X is not hyperbolic. Then by the Flat Plane Theorem we know that there exists an isometric embedding E 2 → X. Let E be the image of this embedded flat and choose a point x ∈ E. Since X has n directions, we can choose a fly map f x : X → R n and by Proposition 5.11 we know that f x is a cubical map that restrict to an 1 -embedding of N (E) into R n (where N (E) is the minimal cubical neighbourhood of E in X). Since x is fixed, we will drop it from the notation and just write f .
For any point y ∈ E, let z = f (y) ∈ R n ; then the fly map induces an injection on links Lk y, N (E) → Lk z, R n = S (n−1) . Let L y = Lk y, N (E) ⊂ Lk(y, X) and let L y be the full subcomplex of Lk(y, X) spanned by L y . The map induced from f restricts to an embedding of L y as well. Let Λ z = f (L y ) ⊂ S n−1 . Then f gives an isometry between L y and Λ z equipped with their all-right spherical metric. In particular, Λ z is flag because so is L y . Since E is an 2 -embedded flat, we have that the intersection γ := E ∩ Lk(y, X) is isometric to S 1 i.e. it is a closed π-geodesic of length 2π. Note that γ is also a π-geodesic in L y equipped with its all-right spherical metric, and that every vertex in L y is in N (γ) as N (γ) = L y (here, when we intersect spaces and links we are consistently identifying the link of a point with a small sphere centred at that point equipped with its angle metric).
We wish to reach a contradiction by deducing that the link of some vertex in X must contain an empty square (against the 5-large condition). If E contains a vertex v of X, by the above argument we can identify the complete subcomplex L v ⊆ Lk(v, X) with a subcomplex of a sphere Λ z ⊆ S n−1 and we thus obtain a π-geodesic of length 2π in Λ z . We are now under the hypotheses of Proposition 6.6, and we can hence deduce that Λ z contains empty squares. Since Λ z and L v are isomorphic, the latter contains the same empty squares, and these squares are empty also in Lk(v, X) because L v is a full subcomplex. Now, the flat E must intersect some edges of X. Let e be such an edge, let y be a point in the intersection e ∩ E and let γ, L y and Λ z be as above. If e + and e − are the vertices of the edge e, the link Lk(y, X) is equal to the join Lk(e, X) * {e + , e − }. Note that if e + belonged to the image of the π-geodesic γ, then the vertex e + would be in the image of E and hence we would conclude as before. We can hence assume that neither e + nor e − belong to γ. In particular, we can choose a vertex v in Λ z {f (e − ), f (e + )} and we also have that the minimal simplex σ v− (defined as in Section 6) is not contained in {f (e − ), f (e + )}, so that we can choose a vertex u − in σ v− {f (e + ), f (e − )}. Now Proposition 6.6 implies that Λ z contains an empty square of the form (v, u − , w, u + ). Since this square is empty, we have that also w and u + are not in {f (e + ), f (e − )}. This implies that we have found an empty square in Lk(e, X), which yields to a contradiction because this link is a full subcomplex of the link of either of its vertices and it should hence be 5-large. Proof. Note that if X is a finite non positively curved cube complex that can be realised as a subcomplex of [0, 1] n , then its universal cover X is a proper cocompact CAT(0) cube complex with n directions, and hence Theorem 7.3 applies to it.
We recalled in Section 4 that the commutator subgroup of C(Γ) is isomorphic to the fundamental group of a subcomplex K(Γ) ⊆ [0, 1, ] n where n is the number of vertices of Γ. Moreover, the link of every vertex of K(Γ) is isomorphic to Γ itself. If Γ is 5-large it follows from Theorem 7.3 that [C(Γ), C(Γ)] is hyperbolic, and hence so is C(Γ) because its commutator subgroup is a finite index subgroup.
Vice-versa, if Γ contains an empty square then C(Γ) contains a subgroup isomorphic to Z 2 and it is hence not hyperbolic.
Hyperbolic cube complexes with coupled links
We now wish to prove some criteria useful to determine whether (the universal cover of) a CLCC is Gromov hyperbolic. The idea to do so would roughly go as in Section 7, but we need to be much more careful, as it is not true that if Γ A and Γ B are 5-large then so are the links of the vertices in X Γ A ,Γ B .
Let Γ A and Γ B be flag n-coloured simplicial complexes, X Γ A ,Γ B the associated CLCC and X Γ A ,Γ B → X Γ A ,Γ B its universal cover. Note that X Γ A ,Γ B is a CAT(0) cube complex with n directions (one direction per coordinate). Every cube c in X Γ A ,Γ B is the lift of a cube Q(a, b) of X Γ A ,Γ B . With an abuse of notation, we will denote c itself with Q(a, b) when no confusion arises. This convention is handy, as Lemma 3.4 will imply the same formula for links of cubes:
Assume that E ⊂ X Γ A ,Γ B is an isometrically embedded Euclidean plane. We will then use the same setup as in Section 5. That is, we fix any point x ∈ E and we choose a cubical fly map f : X Γ A ,Γ B → R n (we dropped x from the notation). Up to translation in R n , we can also assume that if the i-th coordinate of a vertex v = Q(a, b) is an A-coordinate then the i-th coordinate of f (v) is an even integer (and consequently B-coordinates are sent to odd integers).
Again, f restricts to an 1 -embedding N (E) → R n and hence it induces an injection on links on every point of E. Moreover, for any point y ∈ E, let z = f (y) ∈ R n , let L y = Lk y, N (E) and let L y be the full subcomplex of Lk y, X Γ A ,Γ B spanned by L y . Then map induced from f restricts to an embedding of L y as well and we let Λ z = f (L y ) ⊂ S n−1 be its image (this is a flag simplicial complex). Note that f gives an isometry between L y and Λ z equipped with their all-right spherical metric. In particular, the π-geodesic γ ⊆ L y of length 2π determined by the intersection E ∩ Lk(y, X Γ A ,Γ B ) is also a π-geodesic of equal length in Λ z .
Remark 8.1. One of the reasons why fly maps are a convenient tool is that the embedding Lk(y, X Γ A ,Γ B ) → S n−1 allows us to identifies points of Lk(y, X Γ A ,Γ B ) with unit vectors in R n (this identification gives a bijection L y ↔ Λ z ). That is, we have a general sense of 'direction' in X Γ A ,Γ B . Using this identification, for any other point y ∈ E it makes sense to ask whether a vertex v ∈ L y belongs to L y as well.
We are almost ready to prove the main technical result of this section. Let again y ∈ E be any point on the flat and let Q(a, b) be the smallest cube containing it. Then we have (and vice versa) so that (v, u + , w, u − ) is an empty square in L y . If u − is a vertex in Lk(a, Γ A ), then u + will also be a vertex in Lk(a, Γ A ) and hence we have the required empty square. The difficulties arise when σ
We define E v := y ∈ E v ∈ L y and similarly define E w ⊆ E (here we are using the identification with vectors in R n as by Remark 8.1). That is, E v and E w are the sets of points where f | E is transverse to the affine subspaces z + v ⊥ and z + w ⊥ respectively (where z = f (y )). By definition, we have y ∈ E v ∩ E w . We will show that there must be a point y ∈ E v ∩ E w so that σ we mean the simplices identified by the intersection E ∩ Lk y , X Γ A ,Γ B at y , which will be different from the simplices σ y v− , σ y v+ in general. Let H ⊂ R n be the affine subspace given by H = z + v, w ⊥ . Note that in general H will be a codimension 2 subspace, but it has codimension 1 when w = −v.
Since it is spanned by standard generators, H is a convex subset of R n also in the 1 -metric, i.e. if an 1 -geodesic segment has endpoints in H then it must be entirely contained in it. It follows that f −1 (H) ∩ E is a convex subset of the flat plane E. Indeed, any geodesic segment in E is an 2 -geodesic segment in N (E) and hence also an 1 -geodesic; convexity follows because f | N (E) is an 1 -embedding.
Note that the intersection f (E) ∩ H ∩ Λ z = f (E) ∩ H ∩ S n−1 consists of precisely two points ( in the notation of Proposition 6.6, these are the points v y − and v y + ). Therefore, a small neighbourhood of y in E ∩ f −1 (H) must be homeomorphic to a segment and, by convexity, we deduce that the whole of E ∩ f −1 (H) is a closed (possibly infinite) geodesic segment.
Claim. The intersection E v ∩ f −1 (H) is a closed subset of E ∩ f −1 (H).
Proof of Claim. Fix a y ∈ E v ∩ H and let z = f (y ). Let c be the smallest cube in N (E) containing y ; it is enough to prove that c ∩ E ∩ f −1 (H) is completely contained in E v .
We know that there is a maximal cube C ⊂ N (E) with c ⊆ C such that v is in Lk(y , C), i.e. a piece of the flat f (E ∩ C) "moves away" from z in direction of v (meaning that there are points x ∈ f (E ∩ C) such that the scalar product x − z , v is strictly positive). Since f restricts to an 2 -embedding on C and we know that all the points in H have the same v-coordinate, it follows that for every point in f (E ∩ C) ∩ H the a piece of the flat plane E "moves away" in direction of v, and therefore E ∩ C ∩ f −1 (H) is contained in E v .
Claim. The intersection E v ∩ E w ∩ f −1 (H) is an open subset of E ∩ f −1 (H).
Proof of Claim. Fix any point y ∈ E v ∩ E w ∩ f −1 (H) and let z = f (y ). Since the vertices v and w are in Lk(z , Λ z ) ∩ H ⊥ , with the usual arguments we deduce that σ y v− and σ y v+ are contained in H and that f (E) ∩ H ∩ Λ z consists of exactly two points. It follows that the intersection of f (E) with a small ball B(z , ε) (with respect to the 2 -metric) is homeomorphic to a 2-dimensional disc D and D ∩ H is a segment cutting D in half: one half is "going in direction v" the other half is "going in direction w" (this is again formalised saying that the appropriate scalar products are positive). The intersection E ∩ f −1 B(z , ε) ∩ H is therefore fully contained in
From the two claims above, it follows that E v ∩ E w ∩ f −1 (H) is both open and closed in E ∩ f −1 (H); therefore we must have that the intersection E ∩ f −1 (H) is fully contained in E v ∩ E w . From the discussion above it is hence enough to find a point y ∈ E ∩ f −1 (H) so that σ y v+ σ y v− intersects the A-part of Lk(y , X Γ A ,Γ B ). Claim. E ∩ f −1 (H) is a bi-infinite geodesic.
Proof of Claim. As E ∩ f −1 (H) is contained in E v ∩ E w , it follows from the proof of the previous claim that σ y v− and σ y v+ must be contained in H at every point z ∈ f (E) ∩ H and the intersection of f (E) ∩ H with a small ball B(z , ε) is homeomorphic to a disc D having z at its centre. Therefore, the geodesic segment E ∩ f −1 (H) cannot have any endpoint. It is hence a bi-infinite geodesic because it is also a closed subset of E.
To conclude, we now know that f (E) ∩ H is a bi-infinite 1 -geodesic contained in f (E v ∩ E w ) ⊂ R n . Recall that the i-th coordinate of a vertex of X Γ A ,Γ B is a B-coordinate if and only if the i-th coordinate of its image under f is an odd integer. Let W i (2k + 1) := {z = (z 1 , . . . , z n ) ∈ R n : z i = 2k + 1}. As i varies among all the coordinates (different from v and w), the collection of all the hyperplanes W i (2k + 1) cuts H into bounded domains. Therefore, f (E) ∩ H must intersect transversely a hyperplane W i (2k + 1) at some point z ∈ f (E) ∩ H (here by transversely we mean that no neighbourhood of z in f (E) ∩ H is completely contained in W i (2k + 1). It could still be the case that a half-neighbourhood of z is contained in W i (2k + 1) though). As the intersection is transverse, either σ Proof. By Bridson's Flat Plane Theorem, if this was not the case there would be a flat plane E isometrically embedded in X Γ A ,Γ B . Since there must be some point y ∈ E whose link has vertices in the A-coordinates, it would follow from Proposition 8.2 that Γ A has an empty square, contradiction.
This implies yet another proof of the criterion for hyperbolicity of right angled Coxeter groups. Proof. By Lemma 4.7, the fundamental group of the CLCC X Γ,S n is a finite index subgroup of C(Γ).
From [16] it follows that there exist 5-large triangulations of the 3-sphere (the boundary of the 600-cell is such an example, but it is possible to construct by hand much smaller examples). We can therefore proceed as in Subsection 4.2 and we obtain the following: Theorem 8.5. Let Γ B be a 5-large triangulation of S 3 with an arbitrary n-colouring having at least one vertex for each colour and let Γ A = * n i=1 S 0 . Then X Γ A ,Γ B is a 4-dimensional closed connected orientable manifold with hyperbolic fundamental group.
Proof. We already showed in Section 4 that X Γ A ,Γ B is a closed orientable manifold. Since Γ A is the complete n-coloured complex S 0 * · · · * S 0 and Γ B has at least one vertex per colour, it follows easily from Lemma 3.11 that X Γ A ,Γ B is connected (if Γ B had some colours without vertices of that colour, X Γ A ,Γ B would be a disjoint union of isomorphic manifolds). Hyperbolicity of the fundamental group follows from Corollary 8.3.
We can also use Proposition 8.2 to prove stronger results about fly maps. To do so, we give the following: Remark 8.11. From the proof of Theorem 8.10 it is clear that asking for both o.b.e.s. and pairwise 5-largeness is a rather generous hypothesis. Indeed, Proposition 8.2 can surely be used to prove sharper results in various specific cases. We found it hard to produce sharper general results because the flexibility of the CLCC construction makes it complicated to find general results with simple statements.
We end this section with an application of Theorem 8.10. For the remainder of the section, Γ will be a 2-dimensional simplicial complex and Γ will denote its barycentric subdivision. Note that Γ is naturally tripartite by the sets of vertices corresponding to the barycentres of vertices V (Γ), barycentres of edges E(Γ) and barycentres of faces F (Γ). We will use colourings of this tripartite structure to produce 3-dimensional hyperbolic cube complexes.
Lemma 8.12. Let Γ be a 2-dimensional simplicial complex and let Γ be equipped with a 3-colouring respecting the tripartite structure. Then Γ has only bicolour empty squares.
Proof. We will show that every square which is not bicolour in Γ is not empty. Since Γ is tripartite by the sets V , E and F , there are only three simple cases to check (in what follows v denotes a vertex in V , e in E and f in F ):
• The square has vertices v 1 , e, v 2 , f . Then v 1 and v 2 belong to both f and e. Since Γ is simplicial, e is uniquely determined by v 1 and v 2 and therefore it is contained in f . It follows that (e, f ) is an edge in Γ .
• The square has vertices e 1 , v, e 2 , f . Then e 1 and e 2 contain v and are contained in f . Since Γ is simplicial, both v and f are uniquely determined by e 1 and e 2 and therefore v is contained in f .
• The square has vertices f 1 , v, f 2 , e. Then f 1 and f 2 contain v and e. Since Γ is simplicial, the intersection of f 1 and f 2 is e and therefore v is contained in e.
Remark 8.13. Lemma 8.12 is false for simplicial complexes of dimension greater than 2.
Theorem 8.14. Let Γ and Λ be 2-dimensional simplicial complexes and let Γ and Λ be 3-coloured in such a way that the sets E(Γ) and E(Λ) are associated with different colours. Then X Γ ,Λ is hyperbolic. Moreover, if H 2 (Γ, Z 2 ) and H 2 (Λ, Z 2 ) are not trivial, then H 3 X Γ A ,Γ B , Z 2 is also non-trivial.
Proof. It follows from Lemma 8.12 that the complexes Γ and Λ have only bicolour empty squares. It is hence enough to prove that they are pairwise 5-large to be under the hypotheses of Theorem 8.10.
Note that for any choice of two colours i, j in {1, 2, 3} at least one among A i , A j , B i , B j must be a set of barycentres of edges. We can hence assume that A i = E(Γ) and A j is either V (Γ) or F (Γ) and it is easy to show that since Γ is a simplicial complex there cannot be any 4-cycle in Γ (A i , A j ) .
The statement about homology follows immediately from Theorem 3.16 because 3-coloured 2-cycles are necessarily smartly paired and therefore define a 3-cycle in X Γ A ,Γ B . This 3-cycle cannot be a boundary because X Γ A ,Γ B is a 3-dimensional complex.
