Introduction
We are living in an age of data deluge. Everywhere we go, everything we say, everything we buy leaves a digital trace that is recorded and stored. Consequently, there is much excitement -and some trepidation -around big data and business analytics as organizations of all types explore how they can use their data to create (and protect) value (McKinsey, 2011; Yui, 2012) . Data analytic methods are being used in many and varied ways; for example, to predict consumer choices, to predict the likelihood of a medical condition, to detect political extremism in social networks and social media, and to better manage traffic networks. These methods are accompanied by a change in data characteristics (Zikopoulos et al., 2012) : (1) volume -increasing amounts of data over traditional settings (e.g., from the Internet of Things); (2) velocity -information is being generated at a rate that exceeds those of traditional systems, and; (3) variety -multiple emerging forms of data, structured and unstructured, such as text, social media data, and video.
While there are numerous definitions of analytics, INFORMS (2016) proposes "Analytics, the scientific process of transforming data into insight for making better decisions" and the Operational Research Society"s (2016) "Learn about O.R." Web site says "In a nutshell, operational research (O.R.) is the discipline of applying advanced analytical methods to help make better decisions". According to Davenport and Harris, "business analytics" is concerned with "the extensive use of data, statistical and quantitative analysis, explanatory and predictive models, and fact-based management to drive decisions and actions" (2007, p. 7) . A key aspect of all three definitions is that analytics is concerned with decision-making, while Davenport and Harris emphasize that insight needs to be actionable.
The introduction of machine learning into analytics further opens up the opportunity for a bottom-up and atheoretical approach to finding patterns in data -an approach that has led to concerns about "big data hubris", which Lazer et al. (2014) say is the often implicit assumption that big data is a substitute for, rather than a supplement to, traditional data collection and analysis.
Regardless, the opportunities opened up by big data and business analytics are leading academics and practitioners to explore "how ubiquitous data can generate new sources of value, as well as the routes through which such value is manifest (mechanisms of value creation) and how this value is apportioned among the parties and data contributors …" (George et al., 2014, p. 324) . McAfee and Brynjolfsson (2012) find that data-driven companies are, on average, 5% more productive and 6% more profitable than their ©2019, Elsevier. This manuscript version is made available under the CC-BY-NC-ND 4.0 license http://creativecommons.org/licenses/by-nc-nd/4.0/ ACCEPTED MANUSCRIPT A C C E P T E D M A N U S C R I P T 4 competitors. However, becoming a data-driven organization is a complex and significant challenge for managers: "Exploiting vast new flows of information can radically improve your company"s performance. But first you"ll have to change your decision-making culture." (p. 61). This paper aims to investigate the challenges faced by managers in organizations that seek to change their "decision-making culture" in order that they can become data-driven and consistently and effectively create value from big data analytics. Thus, the research in this paper seeks to provide insights into data-driven organizations through investigating the following questions:
1. How do organizations extract or create value from [big] data? 2. What challenges do organizations face in building their business analytics capability in order to extract or create such value?
Addressing these questions is important as very little knowledge exists, at a granular level, about what big data analytics challenges exist and why. Further, there is a lack of guidance to practitioners on how to address these challenges to "bridge the gap" in creating business value. Addressing this gap represents a key step change for organizations and is what differentiates the big data analytics exemplars from the rest. The objective of this paper is to provide insight and guidance to firms who wish to make this transformative analytics journey. Additionally, this paper contributes to the body of scholarly knowledge by providing a theoretical framework that identifies the key business areas and functions that must be engaged to achieve this transformation. In the next section we turn to the research background, which will set the scene for the research approach and methodology in section 3.
The research design comprises two strands: a Delphi study (section 4) and interviews with heads of business analytics in three case organizations (section 5). The findings are discussed in section 6 and the paper concludes with a summary. Mortenson et al. (2015) argue that analytics represents the sixth period of the dianoetic paradigm, distinguished by large volumes of heterogeneous data that is complemented by an array of tools for capturing, processing, and visualizing that data. Mortenson et al. (ibid) argue that the OR (Operational Research) community should avoid being "isolationist" or "faddist" but address the challenges and opportunities presented by "big data, new data architectures, unstructured data, real-time analytics, and data visualization" (p. Ranyard et al. (2015) argue that the operational research (OR) community needs to extend its efforts for practitioners, particularly as regards problem structuring methods (PSMs) or Soft OR and the business analytics movement, to capitalize on the big data and analytics revolution and to be at the forefront of assisting practice with better theory concerning how to obtain value. Waller and Fawcett (2013) say that data science, predictive analytics and big datawhich they collectively refer to as DPB -is increasing in importance for academics as well as practitioners. They cite Barton and Court (2012), Chen et al. (2012) , Davenport and Patil (2012) and McAfee and Brynjolfsson (2012) Waller and Fawcett discuss the importance of DPB to their particular functional community of logistics and supply chain management (LSCM), which has likewise grown in importance for organizations and academics in modern globalized economies that rely on data for basic business transactions such as ordering, payment and tracking and tracing (Grant, 2012) . Schoenherr and Speier-Pero (2015) provided a holistic view regarding DPB"s current state and future potential for LSCM while at a more tactical level Hazen et al. (2014) discussed data quality and Bendoly (2016) proposed how to better visualize data through the use of semiotics for sense making. Finally, Wang et al. (2016) proposed a research agenda for LSCM researchers. However, from an organizational or practitioner perspective, Watson This raises the question of: what comprises value for an organization? Lindgreen et al. (2012) argue that value is the monetary worth of various benefits a customer receives from a product or service, compared to the price paid and the cost of ownership and taking into account competitors" offerings -the premise being that providing more value is a source of competitive advantage. They also argue that the issue of value metrics continues to be important to organizations in an era of exploding data sources, particularly in tactical matters such as stock acquisition and inventory management of fast-moving consumer goods. For example, Pandey (2016) notes 2.5 petabytes of data per hour is being handled by Wal-Mart across its global retail operations. Further, Pape (2016) considers that there is an issue of what data to store in its systems to conduct business analytics to extract value -most data is internally created and there are high costs to generate, clean and maintain new data items as well as simple data storage costs. Kiron and Shockley (2011) concur and note that organizations have to develop dataoriented management systems to make sense of the increasing volumes of data and address the need to create not only business value but also competitive advantage. In 2011, 57% of respondents to their survey noted their organizations were gaining competitive value from analytics, up from 37% in 2010. Following on from that, LaValle et al. (2011) highlighted three capability levels in organizations to adopt and use analytics -"aspirational" justifies actions, "experienced" guides actions, and "transformed" prescribes actions. To move towards transformed, Shanks and Bekmamedova (2012) suggest that dynamic capabilities, the capacity of an organization to proactively create, extend or modify its resource base (after Penrose, 1959) , and business analytics-enabled customer relationship management (CRM) capabilities will lead to business value and improved competitive advantage -if embedded into the culture and processes of a firm over time.
Business analytics and value creation

Research approach
Research framework
McAfee and Brynjolfsson (2012) identify five challenges for organizations in becoming data-driven: leadership, talent management, technology, decision-making, and company culture. Clearly, analytics is not simply a technical matter. Nerur et al. (2005) explored the organizational change implications of the migration from traditional software ©2019, Elsevier. This manuscript version is made available under the CC-BY-NC-ND 4.0 license http://creativecommons.org/licenses/by-nc-nd/4.0/ ACCEPTED MANUSCRIPT A C C E P T E D M A N U S C R I P T 7 development to agile software development using a model with four dimensions: (1) organization and management, (2) people, (3) process, and (4) technology. This model has a long and distinguished provenance in socio-technical systems and Leavitt"s (1965) diamond model of organization. We use the diamond framework to study the challenges in becoming a data-driven organization. We posit that the business analytics capability of an organization can be thought of as a mediator between the data the organization generates and accesses (internal and external) and the value the organization can leverage from that data through actions based on better decisions (Figure 1 ).
Figure 1:
The research framework (adapted from Leavitt, 1965 and Nerur et al., 2005) 
Research design
Given the exploratory, holistic and topical nature of our research issue, and the need to build theory in this relatively new research area, we employ a multi-method approach that combines both qualitative and quantitative methods to identify 1) how organizations extract or create value from data, and 2) the challenges organizations face in building their business data analytics capability to extract or create such value. The research questions themselves inform the choice of paradigm and thus lead to the research methodology (Ellram, 1996; Yin, 2009) . Given that the research questions ask "what" and "how" type propositions, this also reinforced the need for an exploratory approach. The multi-method research design enabled the authors to alternate between inductive and deductive thought, thus generating a deep and rich picture of this multi-dimensional research problem from different perspectives, providing a basis on which to build theory.
To explore the research questions we followed two methods in parallel: a Delphi study and semi-structured interviews in three case study organisations. As noted by Mangan (2004, p. 569) , the purpose of adopting a multi-method approach in synchrony is the ability to "compensate for the flaws, and leverage the strengths, of the various available methodologies." Thus, the Delphi study helps provide a broad research setting with a relatively large number of respondents while the three case organizations provide the opportunity for depth and exploration, thus enhancing insight and providing more robust results (Craighead et al. 2007) . Figure 2 illustrates the research process. Study is to open up and explore the issues of big data and analytics and to understand priorities/areas of concern amongst the experts, thus creating a breadth of knowledge around the two main research questions. Delphi is a survey technique, which uses a combination of qualitative and quantitative techniques to draw upon the opinions of experts about a particular problem or phenomena; its goal is to reach a consensus (Bourgeois et al. 2006; Von der Gracht, 2012) . It therefore has the capability to identify and rank a set of management challenges faced by organizations in building their business data analytics capability. Concurrently and independently of the Delphi Study, semi-structured interviews were conducted with three case study organisations to achieve depth of knowledge around the two research questions and to help contextualise and understand the key themes emerging.
Interviews represent a powerful way to elicit narrative data that enables researchers to investigate people"s views in depth (Kvale, 2003; Alshenqeeti, 2014) . It also assists those being interviewed to "speak in their own voice and express their own thoughts and feelings" (Berg, 2007, p.96 ) about a particular research issue, which was essential in unpacking the challenges around big data and analytics. The interview questions were guided by the research framework in Figure 1 and an interview guide (see Vidgen (2014b) for further details).
Delphi study
The Delphi technique was employed to reach a consensus about the relative importance of the key challenges facing organizations in creating value from big data analytics and to assess if these mirrored the important constructs/themes emerging in the case organization interviews. Delphi is an inductive and data-driven process and is a very efficient and effective way to canvas opinion from a large group of experts on a specific problem. The Delphi process involves building consensus through a series of structured questionnaires (Dalkey and Helmer, 1963; McKenna, 1994; Akkermans et al. 2003) . Von der Gracht (2012) identifies four characteristics of Delphi studies: anonymity, iteration, controlled feedback and a statistical group response. Paré et al. (2013) also distinguish between four Delphi types:
classical, policy, decision, and ranking. In the ranking-type Delphi the objective is to identify and rank key issues using experts in order to guide future management action and to inform research agendas -this is the goal of the current paper. Delphi ranking is the most common form of Delphi in IS research (Okali and Pawlowski, 2004) 
Brainstorming
The success of the Delphi technique is reliant on the selection of appropriate experts (Jacobs, 1996; Melnyk et al., 2014) . Two workshops took place. The first workshop was held as part of the Hull Analytics Forum in July 2014 (Vidgen, 2014a) with 60 participants organized into six groups; the second workshop was held at the OR56 conference in September 2014 as part of the "Making an Impact" stream (Vidgen and Morton, 2014) with 28 participants organized into three groups. The workshop participants comprised OR practitioners, consultants, academics, and user representatives of organisations considering the adoption of big data and predictive analytics (some had already started on the journey).
The expert demographics ranged from Heads of Information Management through to Data
Architects and Analysts, from a variety of industrial sectors and company sizes. For each workshop, the experts were divided into sub-groups, assigned a facilitator and asked to identify, using Post-it notes, as many current challenge factors faced by their organisation in building a business analytics capability from Big Data. The experts provided a brief title and sentence to explain the rationale for each proposed challenge factor identified (Delbecq et al., 1975; Schmidt, 1997) . 
Narrowing
Within the sub-groups, the experts were asked to cluster each of the challenge factors into major constructs/themes and rank these themes in terms of relative importance. This led not only to the identification of challenges, but also generated insight into why certain challenges were viewed as more important than others (Keil et al., 1998) . All groups then reflected upon and checked their respective group"s outputs at the end of each workshop.
Data from the two workshops were fully transcribed into a spreadsheet and coded independently by three academics using the data reduction, data display and conclusion drawing/verification technique described by Miles and Huberman (1994) .
The Miles and Huberman (1994) qualitative data process encompasses three distinct activities: data display, data reduction and conclusion/verification. For this study, the data display process involved the workshop experts reviewing and reflecting on the displayed qualitative data during the workshop (both in their own group and others) to develop clusters from the Post-It notes; this formed part of the initial data display and data reduction elements.
The subsequent clusters and individual Post-It notes were then transcribed into a spreadsheet and reviewed independently by three academics after the workshop. The objective was to tease out, remove duplicates, summarise and categorise the challenge codes, to reduce the data further. Finally, the three academics reviewed their spreadsheets collectively as a team, to firstly agree upon a final set of challenge codes for the Delphi Study and secondly to make sense of and verify the meanings emerging from this set of unique challenge codes. The coding process resulted in a single list of thirty-one unique challenge codes and descriptions for subsequent ranking by questionnaire.
Ranking
Two Delphi ranking rounds were completed using an online survey questionnaire to order the thirty-one challenge factors in terms of their perceived significance in creating value from big data analytics. The questionnaire was pilot tested with ten academics for content validation and usability prior to being released. The pilot testing indicated that ranking 31 randomly ordered items would be time-consuming and cognitively challenging. In round one, to improve data quality and to reduce drop-out rates, respondents were asked to select their "top 10" items and to then rank these (see Appendix A for details). In round two
respondents were presented with all thirty-one items in rank order and respondents were asked to reorder the items using the "drag and drop" facility in the survey builder software.
The first round of the Delphi study resulted in seventy-two fully completed responses.
The respondents comprised 36 practitioners, 23 consultants, and 13 academics. Respondents were given the opportunity to propose new challenges, although none took this up. The challenges from the first round were ordered by mean rank importance in the second round to facilitate a development of a consensus (Schmidt et al., 1997; Paré et al., 2013) . The second round produced forty-two responses. Sufficient convergence and stability was achieved in round two to close the Delphi study (Von der Gracht, 2012).
Implications of the Delphi study
The 31 items identified in the Delphi study are presented in Appendix B in rank order of importance together with the descriptions of the items provided to respondents. The top 5 issues are: (1) Managing data quality, (2) Using analytics for improved decision making, (3) Creating a big data and analytics strategy, (4) Availability of data, and (5) Building data skills in the organization. We then coded the 31 items from the Delphi study according to our model in Figure 1 . Three academics coded the items and then discussed points of difference to arrive at the coding shown in Table 1 . While most of the items sit comfortably in one area it is clear that some span constructs, e.g., "producing credible analytics" relates to the analytics process but also is key to value creation. However, most items found a good fit under a single construct. The analysis shown in Table 1 indicates that, based on an average rank per category, that "value" and "people" are the most important challenges organizations face in converting big data and analytics into business value.
While the absolute number of value issues is low, all three items are ranked highly in importance (an average value of 6.0), with "using analytics for improved decision making" ranked the second most important challenge. Similarly, the number of people issues is also low, but the items are again ranked highly in terms of importance (an average value of 9), indicating that organizations must acquire the right people, with the right skills to support their analytics transformation. While the technology category contains only two items it highlights important challenges for managers (average value of 13.0): addressing the restrictions of existing IT platforms and coping with large volumes of data. Data issues are numerous and important (average value of 13.29) and follow closely on from technology, ©2019, Elsevier. This manuscript version is made available under the CC-BY-NC-ND 4.0 license http://creativecommons.org/licenses/by-nc-nd/4.0/ A C C E P T E D M A N U S C R I P T 13 with "managing data quality" the highest ranked challenge identified by managers (discussion of which dominated the Delphi workshops). Improving the quality and credibility of data is a key enabler and potentially a barrier to value creation from big data and business analytics.
Many of the issues discussed around data quality, related to data sources, data ownership/governance and obsolete data held on legacy systems.
Process issues are generally lower in number and lower in ranking (average value of 20.0), a situation that may change as organizations embark on, and get further into, their analytics transformation. Organization issues follow closely on from process issues and dominate in number (average value of 21.0), indicating that organizational transformation will likely be a complex challenge for analytics transformation. A specific and significant managerial challenge for organizations is "creating a big data and analytics strategy" (ranked third overall). For managers, this issue represents a key starting point in the transformational journey, and one in which a top-down approach is likely required, spearheaded by a business leader, to get "buy-in" from the rest of the organization. Also, having a clear strategy and business case in place would enable other key actions/decisions to be addressed, for instance "overcoming resistance to change" and "building a corporate data culture". People (employees) will act as "champions for change", which is an essential part of any change management programme. Managing data volumes 20
Data (7) 4 (13.29) Managing data quality 1
Availability of data 4
Getting access to data sources 10
Managing and integrating data structures 17
Managing data security and privacy 18
Data visualization 19
Defining what "big" data is 24
Process (4) 5 (20.0) Producing credible analytics 11
Managing data processes 14
Manipulating data 26
Performance management 29
Organization (12) 6 (21.0) Creating a big data and analytics strategy 3
Building a corporate data culture 12
Making time available for analytics 13
Overcoming resistance to change 16
Agreeing data ownership 21
Managing costs of analytics 22
Defining the scope of analytics projects 23
Securing investment 25
Legislative and regulatory compliance 27
Using the data ethically 28
Safeguarding reputation 30
Working with academia 31 Table 1 : Thirty-one Delphi items grouped by research construct
In summary, the Delphi study identified numerous challenges which organizations face in creating value from big data and analytics. The categories of value and people generate the overall highest average ranking in Table 1 and these dimensions may therefore be crucial in converting big data to business value. However, other important individual challenges emerged and are prominent. Firstly, data quality is absolutely essential and must be addressed if organizations are to create value from their data. Secondly, using analytics for
improved decision-making is paramount to managers. Finally, creating a big data and analytics strategy represents a key starting point to obtain organizational buy-in overall.
Management issues in analytics -case studies
To explore the role of the business analytics function more deeply we investigated three case organizations (see Vidgen (2014b) for further details). This research design is best suited when a contextual understanding of an existing reality is desired (Yin, 2009) . Further, it allows gaining deeper and richer insights into emergent phenomena (Willis et al., 2007) .
Thus the aim of the research is to gain a deeper understanding and insight into the change implications for firms that seek to create value from their data.
Data were collected over four months via interviews with the senior manager responsible for business analytics at three organizations. The data collection was guided by an interview guide that contained open-ended questions to encourage interviewees to share their opinions and experiences with us (Yin, 2009 ), but also to allow the researchers to further explore emergent themes. The interview guide was used as a structure and aide memoire for the interview rather than as a rigid template. Each interview lasted between 50 to 100 minutes and was electronically recorded. All interviews were subsequently professionally transcribed.
To analyze the data, we utilized Strauss and Corbin"s (1998) open coding and axial coding techniques. Hence, we sought to identify codes and categories on analytics not purely from the data, but rather based on the dimensions in Figure 1 . During open coding, we first deconceptualized data by breaking it into smaller units that were repeatedly compared, categorized and reexamined again based on the dimensions of Figure 1 . During axial coding, we then reconceptualized the data in new ways that enabled connections between categories to emerge, that is the different categories were assembled into higher-order themes to give meaning to business analytics and the value creation process. Throughout the data analysis we followed guidelines by Miles and Huberman (1994) regarding evaluation criteria of qualitative research (e.g., authenticity, plausibility, and transferability).
The case organizations were selected on the basis that they are large (i.e., can generate big data) and that they have an established business analytics function. Our three cases are, pseudonymously, MobCo (a mobile telecoms company), MediaCo (a broadcaster), and CityTrans (a transport provider for a large city). MobCo is a large international mobile telecoms provider whose primary focus is selling airtime to consumers. MobCo has a substantial share of the UK market and revenues in the billions. The mobile phone network creates a vast amount of data associated with mobile phone usage; data that can be used in many ways by MobCo to support network operations, billing, and customer service. The network also allows the location of users to be tracked: by triangulating from mobile phone base stations the user of a device can be identified to an accuracy of 50 meters.
MediaCo is a broadcaster (television company) whose revenue is primarily gained from selling advertising. MediaCo delivers content through the digital terrestrial network and via the Internet as an "on demand" service. Through the Internet on demand service MediaCo can capture details of users" viewing habits, which allows MediaCo to place appropriate adverts and to promote content to its viewers through recommender applications. MediaCo is also engaged in promoting societal change and thus helping users discover content that goes beyond simple entertainment is an important part of its mission.
CityTrans is a governmental, not-for-profit provider of an integrated public transport system for a major city, dealing with every aspect of how people move across the city using different modes of public and private transport. The organization works with many data sets, such as network operations, travel data, traffic data, load weight data, infrared data, and customer data. Some of these data sets have been linked together for operational analysis and planning, but there are still a number of unexplored opportunities in joining up these numerous and diverse datasets. CityTrans collects the bulk of its public transport travel data through a smart travel card (STC), which can be used anonymously or as a registered (and therefore identifiable) customer.
The cases were analyzed individually (Vidgen, 2014b) prior to conducting a crosscase analysis (Eisenhardt, 1989) . From the summaries of the cases twenty-one recommendations were identified, which, following the research model presented in Figure 1 , are grouped into: (1) data and value, (2) organization and process, (3) people and technology.
Data and value
The three case organizations identified numerous opportunities for value creation as shown in Table 2 , covering a range of tangible, intangible and wider societal benefits of business analytics. All three cases reported concerns about the quality of their data (Table 3) , similar to observations made in the Delphi study. In particular, they were concerned about the currency of the data (e.g., from real-time systems) and its consistency (data is held numerous times in different systems and ascertaining a single point of truth can be difficult). While the data is not expected to be perfect, it must be fit for purpose (Strong et al., 1997; Haug and Arlbjørn, 2011) . Further, better quality data will reduce the time needed to clean and pre-process data making more time available for value added analysis and modeling. 
A C C E P T E D M A N U S C R I P T
Data and value
1 Data quality Data must be "fit for purpose". Analytics teams can spend up to 90% of their time manipulating and cleaning data in preparation for analysis and modeling. Improving data quality will increase the time available for modeling.
Permissions platforms
Organizations will develop customer self-serve permissions portals. Assurance of trust is paramount -organizations must be transparent about how data is used and generate trust that it is secure 3 Value sharing Value created from data may need to be shared with the data originator 4 Data partnerships Value is likely to arise from data partnerships rather than selling data as a commodity to third parties 5 Anonymization and retention policies
Establish confidence in the data anonymization process before data is shared 6 Public and private value
The data managed by the organizations can be used for public and societal benefit as well as commercial benefit (e.g., flood warnings)
Legislation and regulation
Changes in legislation may result in fundamental shifts in what can be done with customer data (for example a "right to be forgotten") Table 3 : Data and value
The respondents highlighted concerns about how customer data is used and the need to be transparent. MobCo plans to go a step further and seek customer permission on data usage:
"… we are launching a new permissions platform and if you are a MobCo customer you will see your personal details … you can log on, enter your credentials, and you will see all the data that we hold about you." (MobCo)
Such a platform would allow customers and other data owners to opt in and opt out. It is also likely that customers will expect to be incentivized or compensated for the use of their data in ways that go beyond simply receiving a better service, i.e., the value created from data may need to be shared with the customer. We found that the case organizations saw selling customer data as a low value activity that could harm the image of the organization. Rather, they were more likely to enter into value creating partnerships, e.g., using location based services to reduce credit card theft:
"So you check into a hotel, give them your card, the merchant will dial up to Visa and say, "Here is this person's card," and Visa will do, right now, will do a fraud check. If they know that you're standing right in front of that merchant, that will eliminate almost all fraud." (MobCo)
When data is shared with research partners it has to be anonymized and this may need to go beyond simply stripping out personal identifiers such as names and addresses if the risk of reidentification is to be managed effectively (Ohm, 2010) . While CityTrans" mission is to provide an integrated transport system for the passengers and travellers in the city, the public service agenda applied also to the two commercial organizations. MobCo could envisage using its location-based services to warn of floods and tsunamis, while MediaCo wanted to actively influence viewing habits from an educational and social awareness agenda:
"it isn't about just because I watch comedy you're not introducing me to more and more and more comedy, you're helping me to discover something in factual perhaps that I would never even consider. And I may not enjoy it but it perhaps will evoke some kind of reaction." (MediaCo) The respondents were very much aware of the need to comply with legislation and of potential changes to legislation, such as the "right to be forgotten", which may require them to not only change the data they retain and how they use it, but could have significant impacts on their data-driven strategies and business models. Indeed, MediaCo saw this as a potential source of competitive advantage that they could "get to a point where we saw no PII [personal identifying information] at all" and that it would be "highly advantageous as a brand to be able to go to market and say look, we are no longer storing any of your information".
Organization and process
Our respondents see the need for an articulation of a data strategy (Table 4 ) with a clear idea of how value will be created from data, whether that is financial (e.g., increased revenue, decreased costs), intangible (e.g., increased customer satisfaction), or societal (e.g., Tsunami warnings). This reinforces the findings from the Delphi study, where managers ranked "creating a big data and analytics strategy" as the second most important challenge.
The case organizations recognize that implementing a data strategy will require deep-rooted organizational and cultural change taking years rather than months (Adler and Shenhar, 1990 ). The heads of analytics see themselves as champions "trying to garner support for creating [an] integrated analytic strategy" (MobCo). We found the structure of the analytics teams was similar in all three organizations, comprising data scientists, business analysts, and IT services. The data scientists require data, statistical, and IT skills to support data acquisition, data preparation and model building. The business analysts need deep domain knowledge and a focus on creating business value; they work with the business to understand requirements and with data scientists to shape solutions.
A C C E P T E D M A N U S C R I P T
To turn data science prototypes into production applications and data products requires IT professionals. CityTrans report that the resources and expertise of the analytics team is augmented with partnerships with research institutions (e.g., doctoral students), allowing them to experiment and tackle projects that might not otherwise be viable.
All three cases were concerned with how the data collected is used and the impact it could have on the trust of customers and perceptions of the brand image of the organization.
While some things may be legal and acceptable within the regulatory framework they may not be in accord with the values of the organization and the image that it wants to project;
MobCo commented that it was acceptable for customers to think that their use of data was "spooky" ("how do they do that?") but they did not want this to tip over into "creepy" ("ugh, how do they do that?"). The case organizations expressed concern with ethics and data governance and recognized the need for an ethics committee to consider requests to use data for commercial purposes and assess whether it is legal, whether it is in accord with the values of the organization, and the potential risks (e.g., to the brand value).
A C C E P T E D M A N U S C R I P T 21
All three case organizations want their software development process to be agile as opposed to waterfall and to allow space for exploration of new ideas. Data science projects can learn much from agile software development, which has a proven and tested process model for delivering software that creates business value through iterative delivery rather than the stepwise definition and execution of a specification. Many of the values and practices from agile software development can be adopted in data science projects. For example, agile methods, such as eXtreme Programming (XP) and Scrum, emphasize:
engagement with the customer (or subject matter expert), frequent delivery of working software (or data science solutions), co-location of resources (e.g., subject matter expert, business analyst, and data scientist), learning through rotation of roles (e.g., data scientists can learn new techniques from other data scientists), and establishing a culture of professional excellence (Vidgen and Wang, 2009) . As well as being agile, a truly effective data science team will explore as well as exploit; while the bulk of an analyst"s time, say 80%, is spent working with data to solve defined business problems, the remaining time, say 20%, should be retained as slack resource for experimentation and exploration -such as searching for new patterns in the data, trying new tools, and learning new techniques.
People and technology
The overriding message from the cases (Table 5) is that organizations want data scientists who are curious:
"… a lot of my analysts certainly will describe how they were just fundamentally curious around how the world is structured, or curious as to why, you know, patterns emerge the way they emerge. So it wasn't about the vocation necessarily itself, but it was an element of curiosity. And that curiosity is what you want in an analyst." (MediaCo)
A C C E P T E D M A N U S C R I P T The data scientist must be curious, problem-focused, able to work independently, and capable of co-creating and communicating stories to the business that form the basis for actionable insight into data 17 Data scientist skills The ability to program, e.g., using R, and strong statistical skills 18 Data scientist as "bricoleur"
The tools and techniques don"t matter as much as the ability of the data scientist to cobble together solutions using the tools at hand ("bricolage")
19 Acquisition and retention Data scientists are attracted by interesting data to work with and retained if they are given interesting problems to work on and have career paths
Technology
Visualization as story-telling
Visualization of data is not simply a technical feature -it is part of the storytelling
Technology selection
While technology is in a state of flux an agnostic approach is preferable Respondents stressed that data scientists should also have a problem-solving orientation, be capable of independent working, and be able to work with the business to cocreate plausible and convincing stories through data that lead ultimately to actionable insights:
"You need to have the story about what does this mean for your organization and what action decision-makers should take. Your data scientist needs to take the complicated maths and explain the conclusions in such a way that someone who is not a data analyst can understand it. In some ways, that may be the hardest skill for the data scientist" (CityTrans)
While the data scientist undoubtedly needs strong statistical and mathematical skills they also need IT skills, notably an ability to program (e.g., R) and an ability to manipulate data (e.g., SQL). However, rather than rely on one tool, whether it be an enterprise product such as SAS or an open source product such as R, the data scientist needs to be able to use the most appropriate tools to hand, to combine different technologies, toolsets, and analytic techniques to fashion a local and relevant solution. Thus, the data scientist is more "bricoleur" than engineer. This reinforces a key challenge from the Delphi study, in that "building data skills in the organization" is fundamental to the transformational journey.
There will be intense competition for data scientists that are technically competent and able to create innovative and practical solutions to business problems through data analytics. CityTrans believes that firms that have interesting data will have an edge in attracting good data scientists; firms that let their data scientists work on interesting problems and build a strong culture of data science professionalism will be better placed to retain their ©2019, Elsevier. This manuscript version is made available under the CC-BY-NC-ND 4.0 license http://creativecommons.org/licenses/by-nc-nd/4.0/ A C C E P T E D M A N U S C R I P T 23 data scientists. MediaCo believe that some level of movement of data scientists will be positive, as experience in one sector is applied to another. All three cases identify the need for data scientists to have career paths; CityTrans suggests that this will encompass paths to becoming a senior data scientist, becoming a manager of data scientists, becoming a business analyst/strategist, or moving to work in the business as an analyst or manager.
From a technology perspective, visualization and data interaction are more than technical ways of presenting data to the business-they are an integral part of the communication process in which non-technical business people can engage in discussions about data:
"… one of our data scientists has built out there just a visualisation using some gravity modelling, just a visualisation of content clusters. And that's, that was developed just to showcase visualisation as a concept, but as a result of that it's now having, it's been touted around the business and it's inspiring quite interesting conversations." (MediaCo) As for the underlying big data technologies, these are in a state of flux and will take some time to shake out and making bets on which technologies will win out is a risky proposition. While not all organizations will be able to be agnostic about the technology, as
MobCo is, these decisions should be made on the basis of data requirements and the value that can be created from that data rather than fashion.
In summary, the case studies have highlighted challenge focal areas, which are reinforced by the Delphi study. Firstly, organizations need to have a clear data strategy if they want to be data-driven. Secondly, organizations require the right people, with the right skills to effect and drive the data-driven cultural change, these people maybe unique and potentially in short supply, so up-skilling maybe required. Thirdly, although data is a source of competitive advantage, there is a fine balance between value and ethics, particularly from a customer point of view. Finally, although technology is important, it represents only one of many challenges that organizations must address if they are to become data driven.
Discussion
The core contribution of this research has been the identification of thirty-one key challenges that organisations face in building their business analytics capabilities (RQ2) and twenty-one corresponding recommendations that organisations can follow to extract or create big data into business value (RQ1). Success in business analytics is a complex matter, ©2019, Elsevier. This manuscript version is made available under the CC-BY-NC-ND 4.0 license http://creativecommons.org/licenses/by-nc-nd/4.0/ A C C E P T E D M A N U S C R I P T depending on a firm"s ability to harness "simultaneously" multiple resources and capabilities (people, process, technology and organisation) within a business context, including the data itself (the input and raw material), and deploy these synergistically (key actions and decisions) to deliver a valued output as shown in Figure 1 . For instance, the top three challenges highlighted by the Delphi study are inextricably linked and represent key steps in the data analytics journey: (1) data quality, (2) using analytics for improved decision making, and (3) creating a big data and business analytics strategy. Data quality is driven by a number of factors, such as old legacy systems, the way in which data is managed and owned, all of which could be rectified by having a clear business analytics strategy. Thus, creating a clear analytics strategy (whether top-down or bottom-up or a combination of the two) is a key starting point in the big data and business analytics transformational journey.
The most prevalent and significant issues associated with "big data" (data quality, availability of data, and access to data sources) identified in this study are perhaps indicative of the evolutionary stage organisations are at in the big data and business analytics journey.
Many organisations are still at a reactive "baseline analytics" stage (Kiron and Shockley, 2011) , grappling with the issues of the data itself and not necessarily tackling this business issue logically, in a top-down or strategic way. This narrow focus reinforces the timeliness and relevance of this paper in identifying key recommendations for creating a business analytics capability. This is further reinforced by the organisational challenges identified in the Delphi study (Table 1) , which highlights that a concerted organisational effort, and not just departmental, is required to tackle the challenges in converting big data and analytics into business value.
This research has also provided key insights into the future skill sets needed by organizations in terms of challenges faced by them in building an analytics capability.
Analytics skills shortage was identified as a key challenge to practitioners in both the Delphi study and case studies. Being a data scientist is not merely about being good with numbers, they also need to be a "bricoleur", be curious, problem-focused, able to work independently, and capable of co-creating and communicating stories to the business that form the basis for actionable insight into data. Future data scientists must have the ability to work crossfunctionally across business silos and focus on the end goal, i.e., creating solutions and delivering business value. Their role and remit extends beyond the boundaries of the IT department. This has significant implications on the future of the data scientist role, such as recruitment, training and managing the analytics talent pipeline, and thus, the HR strategy. In order to achieve a data-orientated culture, organizations need competency in information management and analytic expertise (Kiron and Shockley, 2011; Pape, 2016) .
While this by no means represents an entire list of challenges or a panacea for addressing big data and building a data analytics capability, this study does provide one of the first empirical insights into a comprehensive and apposite list of challenges and recommendations that will guide practitioners, across a range of sectors, in how to create value from big data and business analytics. The themes emerging from the Delphi largely mirrored those identified in the case studies indicating that theory saturation had been met and, therefore, it is likely that the themes do indeed represent the key challenges facing practitioners in organizations today.
Often, firms have viewed and tackled big data and analytics purely as an IT departmental issue, but it extends far beyond this, and organisations need to "strategically align" all resources to tackle this issue systemically and in a joined-up way. The resourcebased view (RBV) of a firm is an important theory in understanding this data analytics challenge. The RBV theory proposes that firms are comprised of a set of resources or assets -, including those related to data and analytics -that need to work collaboratively together to deliver capability around a given task (Penrose, 1959) . Those organisations that perfect this strategic approach will generate a rare, valuable, non-substitutable ability to leverage business value from big data analytics, thereby generating competitive advantage. Given this theory and our empirical findings, we derive an integrative ecosystem shown in Figure 4 for a business analytics strategy, which can be clearly seen to form part of an organization"s overall strategizing. Data resources require an evaluation of data availability and access to data sources, managing that data"s quality, and dealing with restrictions of extant IT platforms. Organizational resources are driven by people and culture to build data and analytics skills in the organization as well as dealing with current skills shortages. The resultant output for businesses comprises establishing a business case for their overall business strategy by using analytics as a tool for improved decision-making and measuring the impact on value creation.
The intersection of these three elements is the creation of a big data and analytics strategy to transform data resources into desired outputs. Figure 4 further highlights that organizations not only need to develop business, ICT, HR, and analytics strategies but also that these strategies need to be aligned.
Business ecosystems can be complex and, faced with this data "torrent" revolution, organizations must quickly adapt to the new system dynamics and environment to survive. In order to deliver an effective business analytics strategy, all of the elements or agents for change within the business ecosystem must interact, coevolve and mutually adapt to leverage and deliver analytics value (see, for example, Vidgen and Wang"s (2006) application of coevolution to agile software development and Vessey and Ward"s (2013) application to the alignment of IT and business strategies). In coevolutionary theory change is reciprocal;
A C C E P T E D M A N U S C R I P T 27 changes in species A set the stage for the natural selection of changes in species B, and later changes in species B in turn set the stage for further changes in species A (Bateson 1979, p. 227) . Coevolutionary interactions between species have the potential to drive rapid and farreaching change. However, unlike adaptation to a physical environment, adaptation to another species can produce reciprocal evolutionary responses that may "either thwart these adaptive changes or, in mutualistic interactions, magnify their effects." (Thompson, 1999 (Thompson, , p. 2116 . Thus, hiring excellent data scientists may well put selection pressures on the ICT department (e.g., to provide big data technologies) and the business (e.g., to build analytics into their business processes) but such outcomes are not guaranteed -reciprocal evolutionary responses may indeed thwart attempts at adaptive change.
Implications for managers
Firstly, Table 1 provides useful guidance to managers on factors to consider when embarking upon their big data and analytics transformational journey. The top five items provide a focus for management attention: data quality, using analytics for improved decision making, creating a big data and analytics strategy, making data available, and building data skills in the organization. Secondly, Tables 2 through 5 provide a wide-ranging checklist of factors that managers should consider when developing the analytics capability of their organization (e.g., what data partnerships might be entered into, what are the legal and regulatory aspects of data use, how can ethical data use be assured). Thirdly, the research shows that business analytics is not a technical project that can be given solely to the IT department. Analytics is more appropriately seen as a business transformation initiative that requires an analytics strategy, senior management support, and active and careful change management (Thorp, 1998) . This is not to say that IT is unimportant; it is a fundamental enabler of the business analytics process and essentially embedded in the organization"s processes and practices (McAfee, 2006) . Fourthly, our research shows that business analytics and data science are overlapping but distinct concepts. Business analytics departments are found to comprise business analysts (who communicate with customers and understand their requirements), data scientists (who work with data and models), and IT staff (who develop and deploy the data science solutions). Thus, making insight actionable (Davenport and Harris, 2007) takes more than simply setting up a data science team. Finally, we find that business analytics is a complex undertaking that will entail coevolutionary change involving 
Implications for researchers and opportunities for future research
Firstly, the research contributes by elaborating on a theory of data and business value.
The Delphi study and the cases identify factors that can be used to develop quantitative models of analytics value creation that can be subjected to hypothesis testing. The data for such models would typically be collected through surveys of managers with the content being formed by the results of this research (for example, the results of the current research are being used to construct an analytics capability assessment instrument). Secondly, couching business analytics development as a coevolutionary process drawing on a resource-based view of the firm provides a rich way of conceptualising how organizations can build their analytics capability and transform into a data-driven organization. Thirdly, we make a small but useful contribution to the Delphi methodology in producing a lightweight, low cognitive load approach to ranking multiple items (Appendix A).
Limitations
Notwithstanding the valuable and in-depth insights the case studies bring to a relatively new research area, only three case studies were deployed as part of this study.
While the number of cases studies in an exploratory investigation is not reducible to a question of sample size (rather it is about representativeness and achieving saturation) we recognize that there is an opportunity to extend this work to include case studies from other industry sectors, countries and contexts. Bazeley (2007, p. 23) points out that when investigating social life we of necessity bring with us our own lenses and conceptual networks (that is, we enter a situation with "muddy boots"). The use of a framework also stops us being overwhelmed by the complexity of the situation we are seeking to observe and make sense of. Thus, we used a theoretical framework (Figure 1 ) as a guide and sensitizing device for the research. However, the use of such a framework can also constrain and bias the collection and interpretation of data. To address this risk the interview protocol was used as a basis for a free-ranging discussion about the role of analytics in the case organizations (rather than a rigid template). In analyzing the data we looked for themes in the data without reference to the research framework and then used the framework to categorize the findings.
This approach allowed us to remain open to looking outside of the framework at the data A C C E P T E D M A N U S C R I P T 29 collection and data analysis stages and to be wary of falling into the trap of ignoring data that did not fit into the constraints of our sensitizing device.
Summary and future research
We conducted a Delphi study investigating barriers to value creation with big data analytics, conducted case study interviews, and triangulated the findings around a conceptual model of analytics based on a socio-technical perspective. While not wishing to marginalize analytics technologies and data science methods, this research demonstrates that there are many avenues for future research, including: value sharing models, regulatory impacts, societal benefits/dis-benefits, ethics, assessment of business analytics maturity, business analytics and organizational change, business analytics project management, data quality, human resource development, and visualization in the context of effective story-telling. We also call for a continued injection of theory into analytics research, such as coevolutionary and socio-technical theories, to study the emerging and important practice of business analytics. In subsequent rounds respondents were presented with all 31 items in ranked order and asked to use drag and drop to reorder the items as they saw fit.
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