Abstract: Environmental scientists have increasingly been deploying wireless sensor networks to capture valuable data that measures and records precise information about our environment. One of the major challenges associated with wireless sensor networks is the quality of the data -and more specifically the detection of segment outliers and unusual events. Most previous research has focused on detecting outliers that are errors that are caused by unreliable sensors and sensor nodes. However, there is an urgent need for the development of new tools capable of identifying, tagging and visualizing erroneous segment outliers and unusual events from sensor data streams. In this paper, we present a SOUE-Detector (Segment Outlier and Unusual Event-Detector) system for wireless sensor networks that combines statistical analyses using Dynamic Time Warping (DTW) with domain expert knowledge (captured via an ontology and semantic inferencing rules). The resulting Web portal enables scientist to efficiently search across a collection of wireless sensor data streams and identify, retrieve and display segment outliers (both erroneous and genuine) within the data streams. In this paper, we firstly describe the detection algorithms, the implementation details and the functionality of the SOUE-Detector system. Secondly we evaluate our approach using data that comprises sensor observations collected from a sensor network deployed in the Springbrook National Park in Queensland, Australia. The experimental results show that the SOUE-Detector can efficiently detect segment outliers and unusual events with high levels of precision and recall.
INTRODUCTION
In recent years, wireless sensor networks (WSNs) have been increasingly deployed in environmental monitoring to measure physical and environmental parameters by densely deploying numerous tiny sensors in spatially distributed terrain (Corke et al., 2010 , Selavo et al., 2007 , Jelicic et al., 2011 , Kułakowski et al., 2013 , Sreedevi and Sebastian, 2012 . Such WSNs have become a valuable tool as they can collect diverse observations ranging from air temperature and leaf wetness to images and acoustic telemetry data at high frequencies -providing detailed data which can be used by scientists, resource managers and policy makers (Wark et al., 2008 , Jain et al., 2012 . However, wireless sensor networks (WSN) comprising of hundreds of inexpensive and battery-operated sensors frequently suffer from poor data quality. The limited capabilities of low cost sensors (including battery power, memory, However, the identification of anomalous sensor data depends on scientists' or decision makers' prior definitions of what constitutes anomalous data (e.g. valid ranges). Compared with this work, we are not recording specific definitions about outliers or events from domain experts but documenting specific correlations between sensor properties to improve the detection of genuine outliers associated with unusual events. Moreover, we are not providing a platform for hypothesis validation but providing an effective approach to automatically detect outliers and unusual events for WSNs which monitor environmental variables. In addition, we provide intuitive user interfaces to enable domain scientists to express their knowledge about relationships or correlations between multiple sensor data streams measuring different properties. Our assumption is that unusual events can be identified by unusual patterns across multiple sensor properties if there is a correlation between those properties.
OBJECTIVES
The principal aim of this study is to develop a Segment Outlier and Unusual Event (SOUE) Detector to provide solutions to the issues outlined above. The more specific objectives are:  To define a Correlation of Environmental Sensor Properties (CESP) ontology by extending the Semantic Sensor Network (SSN) ontology (Compton et al., 2012) developed by the Semantic Sensor Network Incubator Group to describe correlations between specific sensor properties. For example, air temperature has a correlation with relative humidity since air temperature increases as relative humidity decreases (Valsson and Bharat, 2011) .  To design an algorithm to detect segment outliers and unusual events for WSNs by integrating statistical analysis techniques with Semantic Web technologies and domain expert knowledge about rules/correlations. This algorithm not only takes into account the dynamic nature and variability of sensors, sensor nodes and sensor networks, but also integrates information about other types of correlations apart from spatio-temporal correlations between sensor properties.  To develop a SOUE-Detector system based on the designed algorithm that will validate our proposed methodology by applying it to a real dataset -Springbrook dataset (Wark et al., 2008) . The system should enable users to search the Springbrook dataset and retrieve data streams for a particular time period and automatically tag segments as "error" or "unusual event" displayed in a visualization interface.
In the remainder of this paper, we describe the SOUE-Detector system in more detail. Section 3 describes the proposed methodology including the case study, data collection and our approach. Section 4 describes our proposed ontology of Correlated Environmental Sensor Properties (CESP). Section 5 provides the detailed information about our proposed detection algorithm for identifying erroneous outliers and unusual events. Section 6 describes the SOUE-Detector system architecture and Web portal. In Section 7, we evaluate the precision and recall of our proposed semantic-based algorithm. Finally, Section 8 provides a brief conclusion and future work.
CASE STUDY

Case Study and Data Collection
The Springbrook Wireless Sensor Network (Wark et al., 2008) 
Approach
Our approach to developing and applying our system to the case study data can be sub-divided into the following five steps: 1. Development of a PostgreSQL database to store raw sensor data streams collected from the WSNs. Specifically, each sensor observation includes the following metadata: the ID of the sensor node, the ID of the sensor device, the name of the sensor device, the sampling time/date for the observation, the type of sensor property, the observation value and the observation measurement unit. Each sensor node has the following metadata: the ID of the sensor node, its geographical location (latitude and longitude), its installation date/time and removal date/time. In addition, each sensor device has the following metadata: the ID of the sensor, the ID of sensor node that the sensor is connected to, sensor observation property, installation date/time and removal date/time. 2. Development of an ontology of Correlated Environmental Sensor Properties (CESP). This ontology defines concepts that describe different correlation types in terms of strength, direction, shape, spacetime, composition and complexity. 3. Design and implementation of the detection algorithm, which comprises: definition of a spatial neighborhood matrix for describing the spatial correlations between sensor nodes; definition of spatial neighborhood matrices for describing the spatial correlations between sensors; detection of suspicious data streams (using Dynamic Time Warping-based similarity computation); development of a user interface for domain experts to define correlation rules; identification of unusual events from suspicious data streams. 4. Development of a Web-based system to enable users to search wireless sensor data streams for a given time period, then to visualize the detected erroneous outliers and unusual events via a Google Earth Map and timeline interface. 5. Evaluation of the performance of the proposed detection algorithm by calculating the precision and recall on two datasets.
AN ONTOLOGY OF CORRELATED ENVIRONMENTAL SENSOR PROPERTIES
Most of the sensor properties have one or more correlations with other properties. For example, humidity and barometric pressure are related to air temperature. Capturing the correlations between sensor properties is critical for improving the accuracy and efficiency of detecting genuine outliers and unusual events. Hence, the first step in detecting outliers and events is to develop a Correlated Environmental Sensor Properties (CESP) ontology (https://code.google.com/p/cesp-ontology/source/browse/wiki/cespv1.owl) that describes the correlations between environmental sensor properties. The CESP is designed by extending the Semantic Sensor Network Ontology (SSN) that has been developed by the W3C Semantic Sensor Network Incubator Group (Compton et al., 2012) for describing sensors, sensing, the measurement capabilities of sensors and the observations. More specifically, the SSN ontology is a high level ontology that does not describe the low-level properties of a wireless sensor network, such as the relationships between sensor properties. Hence for the work presented in this paper, we have developed the CESP ontology by extending the SSN ontology to precisely describe the specific sensor properties and their relationships within a sensor network.
The CESP ontology (See in Fig.1 
DETECTION ALGORITHMS
In this section, we describe the algorithms that used for detecting outliers and unusual events. To begin, we define the terms and notations used in our algorithms, and also describe the similarity computation method which uses Dynamic Time Warping (DTW) to compute the similarity between two windows of data streams. Following this, we describe the five steps in our detection algorithm: 1. We construct a sensor node matrix to document the spatial neighborhood relationships between sensor nodes by defining a threshold value that determines whether two sensor nodes are neighbors or not. If the distance between two sensor nodes is <= the threshold value, then they are neighbors. If the distance between two sensor nodes is > than the threshold value, then they are not neighbors. 2. We construct a matrix for the sensors to document spatial relationships between sensors. Such matrices are built by integrating the sensor node matrix constructed in the first step with sensor node configurations (that define which sensors are attached to which sensor nodes) of a WSN. 3. Next, we detect suspicious data within the sensor data streams by: choosing a sensor type (e.g. temperature) and determining the similarities between neighbouring data streams for each sensor type. The algorithm determines whether the sensor collects suspicious data or not by applying a predefined rule to the calculated similarity results. This is repeated for all sensors in the network. 4. We enable domain experts to input/define correlation rules through a graphical user interface. The user interface enables a user to specify relationships (e.g. very strong, strong, medium, weak, very weak) among sensor properties. The specified relationships are saved and used in the next step. 5. Finally, we combine the domain expert rules (from the previous step) with the detected suspicious results to determine whether a suspicious segment data stream is a true error or an unusual event. 
Notations and Definitions
Let   m i i 1 1 2 m { } , ,  i i1 ij in t t t t , , , ,  O O O O .
Dynamic Time Warping based Similarity Computation
We use Dynamic Time Warping (DTW) (Sakoe and Chiba, 1990 , Keogh, 2002 , Matuschek et al., 2008 to compute the similarity between two sensor observation data streams, as it is a well-established and widely used algorithm for comparing similarity between two discrete sequences of continuous values. 
Eventually, these two sensor observation data sets are respectively transformed to two sets of vector sequences:
, where
Using the DTW, a     (Sakoe and Chiba, 1990 , Al-Naymat et al., 2009 , Ongwattanakul and Srisai, 2009 
Construction of Spatial Neighbourhood Matrix for Sensor Nodes
In this section, we describe our approach for constructing a matrix U that documents the spatial neighbourhood relationship among sensor nodes deployed in the WSN. Formally, U can be expressed as: 
where d is defined as: 
Construction of Spatial Neighbourhood Matrices for Sensors
In this section, we detail our algorithm for constructing spatial neighbourhood matrices for sensors. 
DTW-based Similarity Matrices Construction and Suspicious Data Detection
SM
is obtained, it can be readily used to detect suspicious data. To detect suspicious data, firstly we need to construct a set of suspicious matrices   1m ,,
, where 
where  is the predefined similarity threshold value. The rationale for choosing the function in Equation 17 is that: if a data stream segment of sensor (property A) exists, and its pattern is similar to less than half of its neighbors' patterns (for the same property A), then it is suspicious, otherwise it is normal.
Capturing Domain Expert Knowledge through Correlation Definition
To capture domain experts' knowledge about trends between properties, we provide them with the Protégé ontology editing tool and user interface to define sensor property correlations using terms from the CESP ontology. Fig.2 shows a screen shot of an expert using Protégé to create a correlation (cesp:air_temperature cesp:hasNegativeCorrealtion cesp:relative_humidity) which specifies that air temperature has a negative (inverse) correlation on relative humidity. Fig.2 also shows that air temperature has a strong correlation with relative humidity (cesp:air_temperature cesp:hasStrongCorrelation cesp:relative_humidity). After the domain experts have defined the correlations between properties, we store this information in the sensor property knowledge base (an RDF triple store). y is obtained by submitting a SPARQL query to the sensor property knowledge base. Take the strong and medium correlation as an example, if i-th sensor property stands for the air temperature property, and i'-th sensor property stands for the relative humidity property, then we submit the following SPARQL query to the sensor property knowledge base to calculate the value of ii 
Detection of Segment Outliers and Unusual Events
Finally we are able to define and apply rules to distinguish between segment outliers that are errors and genuine outliers (unusual events). For example: If a segment of observations of sensor property A is identified as suspicious data, and >50% of the corresponding segments of sensor properties that have a medium or strong correlation with A are also identified as suspicious data, then we infer that an unusual event has occurred. Otherwise, this segment of observations is an erroneous outlier. Specifically, for each 
where Fig.3 provides an overview of the architecture of the SOUE-Detector system. The system utilizes the PostgreSQL object-relational database management system for storing sensor observations and the open source Java framework Sesame, an RDF triple repository, for storing sensor property knowledge base. The SOUE-Detector Web portal provides a Web interface to enable users to search for sensor observations for a particular time period, and view the corresponding segment outliers and unusual events. The server component is built using JSP and Java. The server interfaces with users through a Web browser (e.g. Google Chrome) and a Google Earth map interface and a Google line chart interface, enabling spatial-temporal search and visualization across the data.
IMPLEMENTATION
System Architecture
In addition, the PostgreSQL database stores the WSN configurations and associated sensor node matrix and sensor matrices, which document the spatial neighborhood relationship among sensor nodes and sensors, respectively. Date/time stamps are also recorded with these matrices, which are updated/recalculated whenever the WSN configuration is changed. Whenever the system receives a sensor network modification message, the system attaches end date/time stamps to the previously generated sensor node and sensor matrices and then recalculates the new sensor node and sensor matrices and saves them in the database with the new current start date/time stamps. Past matrices are not deleted because they are relevant for processing of historical archived data streams. 
Web Portal and User Interface
A Web Portal was developed to provide access to the wireless sensor database, RDF triple store and associated services. Fig.4 illustrates the screenshots of the search interface, the Google Earth interface and the timeline interface. Users are able to specify a time period of interest. The datasets within this time range are retrieved and our detection algorithm is applied to the search results to detect segment outliers.
The detection results are displayed in a visualization/timeline interface. The Google Earth map visualization interface uses different sensor icons to represent each sensor's status. For example, a blue icon indicates a sensor with normal data, a yellow icon indicates a sensor with segment outliers, and an orange icon indicates a sensor with unusual events. The timeline visualization interface uses different colors to mark normal data (grey color), erroneous segment outliers (red color) and unusual events (royal blue).
The LHS of Fig.4 illustrates an example with erroneous segment outliers. A user specified a time period between 2011-06-04 00:00:00 and 2011-06-04 16:00:00. The system retrieved the data streams for this period for all sensors/sensor nodes, and then applied our detection algorithm to the search results. The system detects outliers in the data from Sensor node 1 (a relative humidity and an air temperature sensor).
The detection results are displayed in a Google Map interface in Fig.4 (a-1) . Fig.4 (a-2) shows the sensor data collected from sensor 1-relative humidity, displayed within a timeline with segment outliers marked as red. Clicking the "Show Neighborhood Sensors" button, retrieves data from the neighborhood sensors, including relative humidity sensors 26, 143 and 210, and displays these data streams as well (See Fig.4 (a-2) ). Fig.4 (a-3) shows the detection results for sensor 1-air temperature and its neighborhood sensors collections. We know that the relative humidity property is strongly correlated with the air temperature. By comparing Fig.4 (a-2) ) and Fig.4 (a-3) , the user can see that:  Relative humidity sensor 1 is different from the similar pattern displayed by its neighborhood sensors of relative humidity sensors (26, 143, 210 ) -so it is identified as a true error;
 The pattern of air temperature sensor 1 is similar to its neighborhood sensors' patterns (air temperature sensors 143, 210 and 26) -so it is normal data. The RHS of Fig.4 illustrates an example of an unusual event detection. A user specified a time period between 2011-06-25 00:00:00 and 2011-06-25 10:00:00. The detection results are represented in Fig.4 (b-1) , (b-2) and (b-3). From Fig.4 (b-1) , we can see that some unusual event happened at sensor node 10. Selecting relative humidity sensor 10 and air temperature sensor 10 (and their neighborhood sensors), generates the results displayed in Fig.4 (b-2) and Fig.4 (b-3) . The unusual events are marked in blue. These graphs show the following:  Fig.4 (b-2) reveals that the pattern for relative humidity sensor 10 is different from the patterns for its neighborhood sensors (1, 26 and 143) , which are all similar;  Fig.4 (b-3) reveals that the pattern of air temperature sensor 10 is different from the patterns for its neighborhood sensors (1, 26 and 143) , which are all similar. These results indicate that the relative humidity and air temperature both changed simultaneously at sensor node 10. Therefore, we can assume that an unusual event happened at node 10. 
EVALUATION
Evaluation Metrics
To conduct our evaluations, we collected a real dataset from 36 sensor nodes deployed in the Springbrook project (Wark et al., 2008) as shown in Fig.5 . For each sensor node, three different sensors are deployedair temperature sensor, relative humidity sensor and air pressure sensor. The sampling rate is 1 sample/10 mins. Because we do not have ground truth information for segment outliers and unusual events for the real datasets, we generated three test datasets by adding segment outliers and unusual events to a cleaned real dataset that does not contain any abnormal data for the period 2011-08-18 -2011-09-18.
The first test dataset is created by adding erroneous segment outliers to the cleaned dataset. The generation process comprises two steps: 1. Firstly, we randomly selected 8 air temperature data streams that do not overlap temporally. Next, for each selected data stream, we chose a segment with 12 observations and replaced this segment data stream with an air temperature segment outlier, generated by randomly choosing 12 values (between 0 and 25 C). The relative humidity and air pressure data streams are unchanged. Next, we repeated the first step 15 times across the duration of the segment (1 month). 2. Secondly, we randomly selected 8 air humidity data streams that do not overlap temporally. For each selected data stream, we chose a segment with 12 observations and replaced this segment with a relative humidity segment outlier generated by randomly choosing 12 values (between 40 and 100%). The air temperature and air pressure data streams are unchanged. Next, we repeated the second step 15 times across the duration of the segment (1 month).
The first test dataset contains 155,520 relative humidity observations, 155,520 air temperature observations, and 155,520 air pressure observations, and 720 segment outliers. The remaining two test datasets are created by adding unusual events with two types of correlations, including cesp:hasStrongCorrelation, and cesp:hasPositiveCorrelation, to the cleaned dataset. Specifically, to create each test dataset, we randomly selected 8 sensor nodes. For each sensor node, we chose the relative humidity and air temperature data streams. Next, we chose a 2-hour time period and replaced the relative humidity and the air temperature segment data streams collected during this given 2-hour time period with 12 artificially generated relative humidity values and 12 artificially generated air temperature values. Moreover, the air pressure data streams are unchanged. Next, we repeated the above steps 30 times. Finally, each test dataset contains 155,520 relative humidity observations, 155,520 air temperature observations, and 155,520 air pressure observations, and 1,440 unusual events. In addition, each test dataset contains one type of unusual event.
Evaluation Results and Discussions
For our detection algorithm, we used a similarity threshold value to decide whether two segment sensor observations are similar or not. If the similarity value is greater than or equal to the similarity threshold value, they are regarded as similar. For both experiments, we set 300  m (predefined neighborhood threshold value) and 12  (predefined sliding window length). 300  guarantees that every sensor has at least 3 neighborhood sensors and a window of 12 samples has optimum potential to capture segment outliers and unusual events. Fig.6 shows the precision and recall for detecting erroneous segments from test data set 1 and Figs.7 to 8 respectively show the precision and recall for detecting unusual events from test data set 2 to test data set 3. The results from Fig.6 show that the recall is very high (87.59-100%) when using a similarity threshold greater than 81%. However, the precision of detecting segment outliers decreases when the similarity threshold increases above 92%. The results from Figs.7 to 8 reveal that the recall of detecting unusual events is very high (85.6-100%) when using a similarity threshold greater than 85%. However, the precision of detecting unusual events decreases as the similarity threshold rises above 90%.
In the evaluation, we evaluated the performance of both the outlier and unusual event detection methods using similarity threshold values  in the range of 70%-98%. The evaluation results show that the performance of our approach is very sensitive to the similarity threshold values. More specifically, the results indicate that setting the similarity threshold value at 90% gains the best performance for erroneous outlier detection, while setting the similarity threshold value at 88% gains the best performance for unusual event detection. More generally, in order to obtain optimum performance, similarity threshold values should lie in the range 85-92%. Overall, the evaluation results reveal that our approach is able to efficiently and accurately detect both erroneous outliers and unusual events by making use of sensor data trend similarities and correlations between sensor properties. In other words, such evaluation results reveal that integrating Semantic Web technologies and statistical algorithms with domain expert knowledge about sensor property correlations can improve the detection of outliers and unusual events within the sensor data wireless sensor data streams.
CONCLUSION AND FUTURE WORK
In this paper, we have developed a SOUE-Detector system that can efficiently detect genuine outliers and unusual events for real WSN data streams by combining DTW statistical analyses with domain expert knowledge and Semantic-Web based rules. In addition, the Web-based visualization interfaces enable scientists to quickly explore and easily understand the quality of their collected data streams. This can provide useful information for scientists in adjusting their WSN configurations to collect more accurate data streams. In addition, the Protégé user interface enables domain experts to record their knowledge about sensor property correlations that can be used to distinguish between erroneous outliers and events. Compared with previous related work, our approach has the following advantages. Firstly, we take into account multivariate sensor data and the relations between the variables. Secondly, our approach considers other types of correlation apart from just spatio-temporal correlations. Lastly, our approach handles the challenges associated with changes to wireless sensor network configurations over time.
To date, we have only evaluated our approach on test datasets that have been artificially generated and that contain outliers that are randomly generated. Future work aims include evaluating our algorithms and system on real data streams from the Springbrook and other WSNs that have not been cleaned and contain both erroneous data streams and unusual events. We also plan on linking the SOUEDetector with the Springbrook network "gateway" system to enable real time detection of segment outliers and unusual event detection and subsequent generation of notification services for decision-making.
