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Thomas algorithmAbstract This paper proposes a new scheme termed as modified extended cubic B-Spline differential
quadrature (mECDQ) method for time dependent partial differential equations. Specially, the
numerical computation of the Burgers’ equation is obtained using mECDQ method. First of all
the modified extended cubic B-splines are used as a set of basis function in DQ to evaluate the
weighting coefficients. The mECDQ method converts the initial boundary value system of Burgers’
equation into a initial value system of ordinary differential equations (ODEs). The resulting system
is solved by using an optimal five stage four order strong stability preserving Runge–Kutta method
(SSP-RK54). The accuracy and efficiency of the method is illustrated by considering five test prob-
lems. The proposed results are compared with the exact solutions in terms of L2 and L1 error
norms and the existing results. The mECDQ scheme produces better results than the results due
to almost all the existing schemes. The stability analysis of the scheme is also carried out using
the matrix stability analysis method for various grid points. This shows that mECDQ scheme is
conditionally stable.
 2016 Faculty of Engineering, Alexandria University. Production and hosting by Elsevier B.V. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Burgers’ equation, Navier–Stoke’s equation without the stress
term, was first introduced by Bateman [1]. This equation is the
easiest model for explaining various physical flow problems
such as hydrodynamic turbulence, sound and shock wavetheory, vorticity transportation, wave processes in thermo-
elastic medium, dispersion in porous media, mathematical
modeling of turbulent fluid, and continuous stochastic pro-
cesses. For details, we refer readers to [2–5].
This paper is concerned with one dimensional nonlinear
Burgers’ equation:
@u
@t
þ au @u
@x
 t @
2u
@x2
¼ 0; x 2 X1; t > 0; ð1:1Þ
X1 ¼ fx 2 R : a 6 x 6 bg, together with initial conditions and
Dirichlet boundary conditions:
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uðx; tÞ ¼ 1ðx; tÞ on @X1; t > 0 ð1:2Þ
and two dimensional nonlinear coupled viscous Burger’s
equations:
@u
@t
þ u @u
@x
þ v @u
@y
¼ t @2u
@x2
þ @2u
@y2
 
;
@v
@t
þ u @v
@x
þ v @v
@y
¼ t @2v
@x2
þ @2v
@y2
 
;
9>=
>; ðx; yÞ 2 X; t > 0; ð1:3Þ
together with initial conditions and Dirichlet boundary
conditions:
uðx;y;0Þ¼w1ðx;yÞ and vðx;y;0Þ¼w2ðx;yÞ; ðx;yÞ 2X;
uðx;y; tÞ¼ nðx;y; tÞ and vðx;y; tÞ¼ fðx;y; tÞ; ðx;yÞ 2 @X; t> 0;

ð1:4Þ
where X ¼ fðx; yÞ : a 6 x 6 b; c 6 x 6 dg ? computational
domain, and its boundary is @X, uðx; y; tÞ, vðx; y; tÞ? velocity
components, @u
@t
? unsteady term, u @u
@x
? nonlinear convection
term, t @
2u
@x2
þ @2u
@y2
 
? diffusion term and t? coefficient of vis-
cosity (t > 0) and a > 0, a constant, and w, w1, w2, n and f are
known functions.
In the last years, a lot of efforts have been made to compute
the accuracy and efficiency of various numerical schemes for
Burgers’ equation with various values of kinematic viscosity.
Burgers’ equation has already been solved using several analyt-
ical and numerical schemes, for instance, Hofe–Cole transfor-
mation [5,6], finite element method [7], finite difference method
[8], implicit finite difference method [9], compact finite differ-
ence method [10–12], Fourier Pseudospectral method [13],
Variational iteration method [14], cubic B-spline collocation
scheme [15,16], modified cubic B-splines collocation method
[17], extended B-spline collocation method [18], reproducing
kernel function method [19], and quadratic B-spline finite ele-
ments [20]. The interested readers also read [11,31].
Bellman et al. [21] developed the differential quadrature
(DQ) method for solving partial differential equations (PDEs).
After the seminal paper of Bellman et al., and Quan and
Chang [22,23] the differential quadrature method has been
implemented for various types of set of basis functions, among
others, cubic B-spline differential quadrature methods
[24,25,40], differential quadrature method based on fourier
expansion and Harmonic function [26,27], Polynomial based
differential quadrature method [28,39,42], quartic B-spline
based differential quadrature method [41], Quartic and quintic
B-spline methods [43], exponential cubic B-spline DQM [44],
since differential quadrature method [29], generalized differen-
tial quadrature method [30] and modified cubic B-spline differ-
ential quadrature method (MCB-DQM) [31]. Having
capability to handle local phenomena, B-splines (piece-wise
smooth polynomials) have more influence in comparison with
other set of basis functions. Various physical models have
already been solved by considering the cubic B-splines and
modified cubic B-spline as set of basis functions. Recently,
Korkmaz and Akmaz have developed extended cubic
B-spline differential quadrature method [51] for numerical
computation of one dimensional Burgers equation, and they
demonstrated that the extended cubic B-spline differential
quadrature method is stable for one dimensional Burgers
equation.In this paper, a modified extended cubic-B-spline differen-
tial quadrature method (mECDQ) has been proposed for the
numerical computation of the Burgers’ equation. In
mECDQ method, the modified extended cubic-B-splines are
used in DQ as set of basis functions to compute the weight-
ing coefficients. This converts the initial-boundary value sys-
tem of Burgers’ equation into a initial value system of
ODEs. This resulting system is solved by SSP-RK54. The
SSP-RK54 scheme is chosen due to its reduced storage
space which results in less accumulation of the numerical
errors. The accuracy, efficiency and adaptability of the
method are confirmed by taking five test problems. The
mECDQ solutions of Burgers’ equation are computed with-
out transforming the equation and without any linearization
technique.2. Description of mECDQ method
This section deals with the description of mECDQ method for
Burgers’ equation. Being the weighting coefficients depending
only on grid spacing only, the domains X and X1 defined by
X1 ¼ fx 2 R : a 6 x 6 bg; and X ¼ fðx; yÞ 2 R2 : a 6 x
6 b; c 6 y 6 dg:
are portioned uniformly in each direction with the following
knots:
a ¼ x1 < x2;    < xi <    < xNx1 < xNx ¼ b;
c ¼ y1 < y2;    < yj <    < yNy1 < yNy ¼ d;
where hx ¼ baNx1 ; hy ¼ dcNy1 ; is the discretization step in x and y
directions, respectively.
Let xi 2 X1; ðxi; yjÞ 2 X be the generic grid points and
ui ¼ uiðtÞ ¼ uðxi; tÞ; uij ¼ uijðtÞ ¼ uðxi; yj; tÞ:
The rth order partial derivatives ðrP 2Þ of uðx; tÞ with
respect to x approximated at xi read as follows:
@rui
@xr
¼
XN
k¼1
a
ðrÞ
ik uk; i 2 DNx ð2:1Þ
The rth order partial derivatives ðrP 2Þ of uðx; y; tÞ with
respect to x; y at the grid point ðxi; yjÞ can be computed as
follows:
@ru
@xr
ðxi; yjÞ ¼
XN
k¼1
a
ðrÞ
i kukj; i 2 DNx
@ru
@yr
ðxi; yjÞ ¼
XM
k¼1
b
ðrÞ
j kuik; j 2 DNy
@rv
@xr
ðxi; yjÞ ¼
XN
k¼1
a
ðrÞ
i kvkj; i 2 DNx
@rv
@yr
ðxi; yjÞ ¼
XM
k¼1
b
ðrÞ
j kvik; j 2 DNy
8>>>>>>>><
>>>>>>>>:
ð2:2Þ
where a
ðrÞ
ij and b
ðrÞ
ij ðr ¼ 1; 2Þ are the weighting coefficients of
the rth order partial derivatives with respect to x and y.
The extended cubic B-spline basis function is defined as [18]
follows:
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1
24
4ð1kÞP3m2ðxÞþ3kP4m2ðxÞ; x2 ðxm2;xm1Þ
24pþ12Pm1ðxÞþ6ð2þkÞP2m1ðxÞ
12P3m1ðxÞ3kP4m1ðxÞ; x2 ðxm1;xmÞ
24p12Pmþ1ðxÞþ6ð2þkÞP2mþ1ðxÞ
þ12P3mþ1ðxÞ3kP4mþ1ðxÞ; x2 ðxm;xmþ1Þ
4ðk1ÞP3mþ2ðxÞþ3kP4mþ2ðxÞ; x2 ðxmþ1;xmþ2Þ;
0; otherwise;
8>>>>>>>><
>>>>>>>>:
ð2:3Þ
where hPiðxÞ ¼ ðx xiÞ; and 24p ¼ 4 k, and k is the free
parameter, used to obtain different forms of the extended
cubic B-splines. For instance, extended cubic B-splines with
k ¼ 0 are the cubic B-splines.
The set of extended cubic B-splines fu0;u1; . . . ;uN;uNþ1g
forms a basis over X1. Set 12hh ¼ 8þ k and 2h2x ¼ 2þ k.
The values of extended cubic B-splines uij :¼ uiðxjÞ and its first
and second derivatives at xj are u0ij :¼ u0iðxjÞ; u00ij :¼ u00i ðxjÞ,
respectively, and read as follows:
uij ¼
h; i j ¼ 0
p; i j ¼ 1
0; otherwise
8><
>: ; 2hu
0
ij ¼
1; i j ¼ 1
1; i j ¼ 1
0; otherwise
8><
>: ;
u00ij ¼
2x; i j ¼ 0
x; i j ¼ 1
0; otherwise
8><
>: ð2:4Þ
Taking idea from [31], the modified extended cubic B-spline
basis functions are defined as follows:
/1ðxÞ ¼ u1ðxÞ þ 2u0ðxÞ;
/2ðxÞ ¼ u2ðxÞ  u0ðxÞ
/mðxÞ ¼ umðxÞ; m ¼ 3; . . . ;Nx  2
/N1ðxÞ ¼ uN1ðxÞ  uNþ1ðxÞ;
/NðxÞ ¼ uNðxÞ þ 2uNþ1ðxÞ
9>>>>>=
>>>>;
; ð2:5Þ
where f/1;/2; . . . ;/Ng forms a basis of the domain X1.
2.1. Computation of the weighting coefficients
In order to evaluate the weighting coefficients a
ð1Þ
ij of Eq. (2.2),
the modified extended cubic B-splines /mðxÞ;m 2 DNx are used.
Take /0mi :¼ /0mðxiÞ;/mi :¼ /mðxiÞ. Accordingly, approxima-
tion of the first order spatial derivative is given as follows:
/0mi ¼
XN
‘¼1
a
ð1Þ
i‘ /m‘; i;m 2 DNx : ð2:6Þ
Setting U ¼ ½/m‘;A ¼ ½að1Þi‘  (the unknown weighting coeffi-
cient matrix), and U0 ¼ ½/0mi, then Eq. (2.6) can be written as
the set of tridiagonal system of linear equations:
UAT ¼ U0: ð2:7Þ
The coefficient matrix U of order Nx can be computed from
Eqs. (2.4) and (2.5) as follows:U ¼
1 p
0 h p
p h p
. .
. . .
. . .
.
p h p
p h 0
p 1
2
6666666666664
3
7777777777775
and in particular the column of the matrix U0 read as follows:
U0½1 ¼
 1
h
1
h
0
0
..
.
0
0
2
6666666666664
3
7777777777775
; U0½2 ¼
 1
2h
0
1
2h
0
..
.
0
0
2
6666666666664
3
7777777777775
; U0½3 ¼
0
 1
2h
0
1
2h
0
..
.
0
2
666666666664
3
777777777775
; . . . ;
U0½N 1 ¼
0
0
..
.
0
 1
2h
0
1
2h
2
6666666666664
3
7777777777775
; U0½N ¼
0
0
..
.
0
0
 1
h
1
h
2
6666666666664
3
7777777777775
:
Being U invertible, the tridiagonal system (2.7) is solved by
using Thomas algorithm [33] for the weighting coefficients
a
ð1Þ
i‘ ; i; ‘ 2 DNx : Similarly, the weighting coefficients bð1Þi‘ can be
computed by considering the grid points in y direction.
The existence of various basis spanning of the problem
computational domain, the weighting coefficients a
ð2Þ
i‘ ; i; ‘ 2
DNx of the second-order derivatives can be determined by using
various set of basis functions. One can determine these weight-
ing coefficients using the second order spatial derivative
approximation as [25] follows:
/00mi ¼
XN
‘¼1
a
ð2Þ
i‘ /m‘; i;m 2 DNx : ð2:8Þ
Similar to system (2.7) the above system (2.8) can be solved
for a
ð2Þ
i‘ ; i; ‘ 2 DNx . The existence of more than one basis func-
tions to span an N-dimensional vector space gives an opportu-
nity to determine the weighting coefficients in the same space
by means of various set of basis functions. Keeping the compu-
tation cost in mind, we prefer Shu’s rth order (rP 2) recursive
formula [30,32] based on polynomial based differential
quadrature method, to compute the weighting coefficients
a
ð2Þ
i‘ ; i; ‘ 2 DNx ; bð2Þi‘ ; i; ‘ 2 DNy as follows:
a
ðrÞ
i‘ ¼ r að1Þi‘ aðr1Þii 
a
ðr1Þ
i‘
xix‘
 
; i – ‘; i; ‘ 2 DNx ;
a
ðrÞ
ii ¼ 
PN
‘¼1;‘–ia
ðrÞ
i‘ ; i ¼ ‘; i; ‘ 2 DNx :
b
ðrÞ
i‘ ¼ r bð1Þi‘ bðr1Þii 
b
ðr1Þ
i‘
yiy‘
 
; i – ‘; i; ‘ 2 DNy ;
b
ðrÞ
ii ¼ 
PN
‘¼1;‘–ib
ðrÞ
i‘ ; i ¼ ‘; i; ‘ 2 DNy :
8>>>>><
>>>>>:
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3.1. One dimensional Burgers equation
On putting the values of the spatial derivatives approximately
by using mECDQ method Eq. (1.1) with initial condition can
be re-written as follows:
@u
@t
ðxiÞ ¼ aui
PNx
j¼1a
ð1Þ
ij uj  t
PNx
j¼1a
ð2Þ
ij uj; i 2 DNx ;
uiðt ¼ 0Þ ¼ wðxiÞ;
(
ð3:1Þ
Considering boundary conditions in mind, Eq. (3.1) reduces
to a set of first order ODEs:
@ui
@t
¼ tPNx1j¼2 að2Þij uj  aiPNx1j¼2 að1Þij uj þ Fi; i 2 DNx ;
uiðt ¼ 0Þ ¼ wðxiÞ; i 2 DNx ;
(
ð3:2Þ
where
Fi ¼ tðað2Þi1 u1 þ að2ÞiNxuNx Þ  aiðað1Þi1 u1 þ að1ÞiNxuNxÞ:Figure 1 Stability region of SSP-RK54 scheme with z ¼ kDt.3.2. Two dimensional nonlinear coupled Burger’s equation
Similarly, on implementing mECDQ method to Eqs. (1.3) and
(1.4) in space, we get
@uij
@t
¼ t PNx1k¼2 að2Þik ukj þPNy1k¼2 bð2Þjk uik  uijPNx1k¼2 að1Þik ukj
vij
PNy1
k¼2 b
ð1Þ
jk uik þ Fi j;
@vij
@t
¼ t PNx1k¼2 að2Þik vkj þPNy1k¼2 bð2Þjk vik  uijPNx1k¼2 að1Þik vkj
vij
PNy1
k¼2 b
ð1Þ
jk vik þ Gi j;
uijðt ¼ 0Þ ¼ nðxi; xjÞ; vijðt ¼ 0Þ ¼ fðxi; xjÞ;
1 < i < DNx ; 1 < j < DNy
8>>>>>>>>><
>>>>>>>>:
ð3:3Þ
where uij ¼ sij and vij ¼ jij and
Fij ¼ tðað2Þi1 u1j þ að2ÞiNxuNxj þ bð2Þj1 ui1 þ bð2ÞjNyuiNyÞ
 sijðað1Þi1 u1j þ að1ÞiNxuNxjÞ  jijðbð1Þj1 ui1 þ bð1ÞjNyuiNy Þ;
Gij ¼ tðað2Þi1 v1j þ að2ÞiNxvNxj þ bð2Þj1 vi1 þ vð2Þj NyuiNyÞ
 sijðað1Þi1 v1j þ að1ÞiNxvNxjÞ  jijðbð1Þj1 vi1 þ bð1Þj Ny viNyÞ:
ð3:4Þ
These initial value systems of first order ODEs can be
solved by numerous schemes, and among others, SSP-RK54
scheme allows low storage and large domain of absolute prop-
erties [34,35,52]. In particular, we prefer an optimal five-stage,
order four strong stability-preserving time-stepping Runge–
Kutta (SSP-RK54) method [34,35] for numerical computation
of initial valued system (3.2) and system (3.3), through the fol-
lowing steps:
uð1Þ ¼ um þ 0:391752226571890DtLðumÞ
uð2Þ ¼ 0:444370493651235um þ 0:555629506348765uð1Þ
þ 0:368410593050371DtLðuð1ÞÞuð3Þ ¼ 0:620101851488403um þ 0:379898148511597uð2Þ
þ 0:251891774271694DtLðuð2ÞÞ
uð4Þ ¼ 0:178079954393132um þ 0:821920045606868uð3Þ
þ 0:544974750228521DtLðuð3ÞÞ
uðmþ1Þ ¼ 0:517231671970585uð2Þ þ 0:096059710526147uð3Þ
þ 0:063692468666290DtLðuð3ÞÞ
þ 0:386708617503269uð4Þ
þ 0:226007483236906DtLðuð4ÞÞ4. Stability analysis
In this section, the stability analysis of mECDQ method for
Burgers equation is studied. First, we concerned with the sta-
bility analysis of one dimensional Burgers’ equation (3.2). As
in [36], Terms ai ¼ aui in the nonlinear terms of Eq. (3.2),
and uij ¼ sij and vij ¼ jij in the nonlinear terms of Eq. (3.3)
are assumed to be locally fixed.
Let A2 ¼ ½að2Þij ; A1 ¼ ½að1Þij  and B2 ¼ ½bð2Þij ; B1 ¼ ½bð1Þij  be
the matrices of the weighting coefficients of order ðNx  2Þ.
This reduces Eq. (3.2) to
dU
dt
¼ AUþ F;
Uðt ¼ 0Þ ¼ U0:

ð4:1Þ
where U ¼ ðu2; u3; . . . ; uNx1Þ and
A ¼ mA2  aiA1: ð4:2Þ
Next, Eq. (3.3) can be re-written as
dU
dt
¼ BUþH: ð4:3Þ
Figure 2 Eigen values k1 and k2 for different grid size h.
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 U ¼ ðu; vÞT is an unknown vector of the functional values at
interior grid points:
u ¼ ðu22; u23; . . . ; u2ðM1Þ; u32; u33; . . . ; u3ðM1Þ; . . . ;
uðM1Þ2; uðM1Þ3; . . . ; uðM1ÞðM1ÞÞ:
v ¼ ðv22; v23; . . . ; v2ðM1Þ; v32; v33; . . . ; v3ðM1Þ; . . . ;
vðM1Þ2; vðM1Þ3; . . . ; vðM1ÞðN1ÞÞ:
 O0s are null matrices.
 H ¼ ðF ;GÞT , F ¼ ½F ij; G ¼ ½Gij; 1 < i < Nx; 1 < j < Ny
as defined in Eq. (3.4)
 B ¼ A O
 
; A ¼ sijA1  jijB1 þ tA2 þ tB2; ð4:4Þ
O A
where Ar and Br ðr ¼ 1; 2Þ are square block diagonal
matrices (each of order ðNx  2ÞðNy  2Þ) of the weighting
coefficients a
ðrÞ
ij ; b
ðrÞ
ij , respectively as given below:Ar ¼
a
ðrÞ
22 I a
ðrÞ
23 I    aðrÞ2ðNx1ÞI
a
ðrÞ
32 I a
ðrÞ
33 I    aðrÞ3ðNx1ÞI
..
. ..
. . .
. ..
.
a
ðrÞ
ðNx1Þ2I a
ðrÞ
ðNx1Þ3I    a
ðrÞ
ðNx1ÞðNx1ÞI
2
666664
3
777775;
Br ¼
Mr O    O
O Mr    O
..
. ..
. . .
. ..
.
O O    Mr
2
6664
3
7775;
Mr ¼
b
ðrÞ
22 b
ðrÞ
23    bðrÞ2ðNy1Þ
b
ðrÞ
32 b
ðrÞ
33    bðrÞ3ðNy1Þ
..
. ..
. . .
. ..
.
b
ðrÞ
ðNy1Þ2 b
ðrÞ
ðNy1Þ3    b
ðrÞ
ðNy1ÞðNy1Þ
2
666664
3
777775
 I and O are the matrices of order ðNy  2Þ and ðNx  2Þ,
respectively.
Figure 3 Behavior of L1 error norm with respect to the free
parameter k.
3336 B.K. Singh, P. KumarThe stability of system (4.1) and system (4.3) depends on the
eigenvalues of the matrices A and B, respectively [37].
Moreover, if the solution of the system (4.1) is decreasing in
absolute value, it needs that all the eigenvalues of A must have
negative real part. The stability region is the set
S ¼ fz 2 C; jRðzÞj 6 1; z ¼ kDtg where RðÞ is the stability
function and k be the eigenvalue of the matrix A. The stability
region of SSP-RK54 scheme is depicted in Fig 1, see [Fig. 5, 52].Table 1.1 Comparison of L2 and L1 error in mECDQ solution of E
earlier schemes at different time levels.
Methods N Dt t ¼ 1:7
L2  103 L1 
mECDQ 121 0.01 0.00101 0.0048
MCB-DQM [31] 121 0.01 0.00191 0.0077
PDQ [28] 200 0.001 0.015 0.056
CBCDQ [24] 101 0.001
QRTDQ [38] 101 0.001 0.109 0.434
BS.FEM [45] 50 0.1 0.857 2.576
C.S.C. [46] 50 0.01 0.857 2.576
QBCM1 [47] 200 0.01 0.017 0.061
QBCM2 [47] 200 0.001 0.358 1.211
Galerkin [48] 200 0.01 0.857 2.576
QBCM [16] 200 0.01 0.0721 0.3115
CBCM [16] 200 0.01 2.4664 27.577
QRKM [16] 200 0.01 0.026 0.091
MCB-CM [17] 241 0.01 0.0252 0.0994
b ¼ 0:5 [19] 12,001 0.01 0.38421 1.3472
b ¼ 1 [19] 12,001 0.01 3.08966 10.404
MCB-DQM [31] 121 0.01 0.00191 0.0077
mECDQ 121 0.01 0.00101 0.0048
Table 1.2 Comparison of L2, L1 errors in mECDQ solution of Ex
mECDQ
method
MCB-DQM [31]
L2 0.00001 0.00001
L1 0.00007 0.00007It is sufficient to show the stability of system (4.1) that kADt
lie inside the stability region of SSP-RK54 scheme for each
eigenvalue kA of A. Similarly, System (4.3) is stable if kBDt
belongs to the stability region of SSP-RK54 scheme for each
eigenvalue kB of B. For more details, see [37,52].
It has been checked that the eigenvalues k1ðand k2Þ of
A1 ðand A2Þ in one dimension have same nature as in two
dimension. Moreover, the eigenvalues of Ar and Br ðr ¼ 1; 2Þ
are same, and so, it is sufficient to compute the eigenvalues
k1&k2. The eigenvalues k1&k2 for different step size h are
depicted in Fig. 2. Fig. 2 shows that each eigenvalue k1 of
the matrices A1 is pure imaginary whereas each eigenvalue k2
of the A2 is real and negative.
Fig. 2 and Eq. (4.2) evident that for given values of h&m,
one can find the time step Dt for which kADt lie inside the
stability region of SSP-RK54 (see, Fig. 1) for each eigenvalue
kA ¼ mk2  aik1 of A. Fig. 2 and Eq. (4.4) evident that for
the given values of h&m there exists Dt for which
the value kBDt corresponding to each eigenvalue
kB ¼ 2mk2 k1ðs0 þ j0Þ of B lies inside the stability region of
SSP-RK54. This confirms the conditional stability of mECDQ
method for one and two dimensional Burger’s equation.xample 1 for t ¼ 0:005; k ¼ 0:062, h ¼ 0:01 with the errors in
t ¼ 2:4 t ¼ 3:1
103 L2  103 L1  103 L2  103 L1  103
4 0.00062 0.00199 0.00070 0.00354
7 0.00086 0.00308 0.00065 0.00331
0.011 0.064 0.584 4.301
0.210 0.680 0.190 0.530
0.100 0.339 0.091 0.266
0.423 1.242 0.230 0.680
0.423 1.242 0.235 0.688
0.012 0.058 0.601 4.434
0.251 0.807 0.630 4.790
0.423 1.242 0.235 0.688
t ¼ 2:5
3 0.0510 0.18902
2.1118 25.1517
0.031 0.115
t ¼ 3:5
0.0151 0.0549 0.0117 0.0486
8 0.49135 1.55470 0.525855 1.52196
0 2.72048 8.29747 2.12110 5.94321
7 0.00778 0.00275 0.006177 0.04335
4 0.00060 0.00179 0.006162 0.04317
ample 1 for t ¼ 0:005 at t ¼ 3:6 with errors in [25,31].
Korkmaz and Dag [25]
Method I Method II Method II
0.00018 0.00016 0.00014
0.00046 0.50002 0.00054
Figure 5 Absolute errors in mECDQ solutions of Example 1 for t ¼ 0:005 at different time levels with h ¼ Dt ¼ 0:01.
Figure 4 Physical behavior mECDQ solutions of Example 1 for t ¼ 0:005 at different time levels with h ¼ Dt ¼ 0:01.
Table 2.1 Comparison of obtained L2 and L1 errors with the errors obtained in [17,31].
t Mittal and Jain [17] MCB-DQM [31] mECDQ method
h ¼ 0:025;Dt ¼ 103 h ¼ 0:1;Dt ¼ 0:01 h ¼ 0:1;Dt ¼ 0:01
L2 L1 L2 L1 L2 L1
102 3.13E02 2.66E02 2.92E02 2.63E02 5.81E04 7.99E04
103 4.45E04 3.59E04 3.93E04 3.45E04 6.39E06 8.55E06
104 4.61E06 3.72E06 4.09E06 3.55E06 6.53E08 8.61E08
105 4.62E08 3.74E08 4.11E08 3.56E08 6.55E-10 8.61E-10
106 4.62E10 3.74E10 4.11E10 3.56E10 6.55E12 8.61E12
Figure 6 Physical behavior of mECDQ solutions of Example 2
for t ¼ 0:01 at t 6 1 with h ¼ 0:02, Dt ¼ 0:01.
Numerical computation of Burgers’ equation 3337In Example 1, for h ¼ 0:01 the eigenvalues are computed for
free parameter k ¼ 0:062&m ¼ 0:005: It is found that each
eigenvalue k1 belongs to ½171:39i; 171:39i whereas that of k2
belongs to ½65353; 0Þ. It is seen that for any time step
Dt 6 0:01, the value kADt ¼ ðmk2  aik1ÞDt lies inside the stabil-
ity region of SSP-RK54 scheme. Similarly, the time step Dt can
be determined for producing stable results in the other examples.5. Numerical results and discussion
Now, we consider five test problems of Burgers’ equation in
one and two dimensions to perform the numerical computa-
tion of the proposed mECDQ method. The accuracy and
Table 3.1 Comparison of mECDQ results of Example 4 at t ¼ 0:01 for Re ¼ 1:0.
Points # ETDRK4- P13[11] Method of lines [49] FEM [49] mECDQ
Nx ! 20 40 20 40 20 40 40
Dt! 0.005 0.005 0.0005 0.00025 0.00067 0.0005 0.005
u (0.1, 0.1) 0.07258 0.07253 0.07257 0.07253 0.07257 0.07252 0.072517
(0.2, 0.8) 0.28846 0.28836 0.28846 0.28836 0.28842 0.28835 0.277556
(0.4, 0.4) 0.72206 0.72178 0.72205 0.72178 0.72210 0.72179 0.721622
(0.7, 0.1) 0.20113 0.20106 0.20112 0.20106 0.20113 0.20107 0.204770
(0.9, 0.9) 0.07949 0.07947 0.07948 0.07947 0.07947 0.07946 0.079461
v (0.1, 0.1) 0.43302 0.43162 0.43302 0.43173 0.44336 0.43178 0.431192
(0.2, 0.8) 0.12386 0.12182 0.12387 0.12184 0.12366 0.12180 0.124340
(0.4, 0.4) 1.65573 1.65336 1.65571 1.65335 1.65499 1.65316 1.652340
(0.7, 0.1) 0.06571 0.06681 0.06571 0.06679 0.06621 0.06692 0.066822
(0.9, 0.9) 0.01372 0.01349 0.01372 0.01349 0.01367 0.01349 0.013431
Table 3.2 Comparison of mECDQ results of Example 4 with the results in [11] and [50].
Points mECDQ ETDRK4-P13 [11] Results in [50]
Nx ¼ 80;Dt ¼ 0:005 Nx ¼ 80;Dt ¼ 0:002 Nx ¼ 80;Dt ¼ 0:002
t= 0.5 t= 1.0 t= 0.5 t= 1.0 t= 0.5 t= 1.0
(0.1, 0.1) u 0.015095 0.007264 0.01510 0.00727 0.01509 0.00726
v 0.121633 0.055424 0.12169 0.05546 0.12162 0.05542
(0.2, 0.8) u 0.158422 0.080754 0.15863 0.08073 0.15839 0.08076
v 0.987385 0.581761 0.99333 0.58211 0.98654 0.58111
(0.4, 0.4) u 0.128221 0.070449 0.12819 0.07043 0.12822 0.07045
v 0.700213 0.369000 0.70023 0.36899 0.70021 0.36900
(0.7, 0.1) u 0.133546 0.068174 0.13362 0.06823 0.13353 0.06816
v 0.099979 0.074458 0.09995 0.07444 0.09999 0.07446
(0.8, 0.8) u 0.563817 0.295711 0.56408 0.29573 0.56378 0.29571
v 1.185270 0.696786 1.18625 0.69686 1.18512 0.69677
(0.9, 0.9) u 0.281002 0.366676 0.27905 0.36783 0.28128 0.36648
v 0.221346 0.752660 0.21695 0.7544 0.22196 0.75237
3338 B.K. Singh, P. Kumarconsistency of the scheme are measured in terms of L2 and L1
error norms defined as follows:
L2 :¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h
Xn
j¼1juj  uj j
2
q
; L1 :¼ max
j
juj  uj j ð5:1Þ
where uj and u

j denote exact solution and computed solution
at node xj, respectively.
The numerical rate of convergence (ROC) of a scheme is
computed by the following formula:
ROC ¼ log10ðEðN1Þ=EðN2ÞÞ=log10ðN2=N1Þ;
where E(Ni) (i = 1, 2) denote the L2 or L1 error norm with Ni
grid points.
5.1. 1D Burgers’ equation
Example 1. Consider 1D Burgers’ equation (1.1) with a ¼ 1
for X1 ¼ ½0; 1:2 as given in [31] with uðx; 1Þ ¼
x
1þexp 14t x214ð Þð Þ with uð0; tÞ ¼ 0; uð1:2; tÞ ¼ 0; for t > 1.
Noticed that the initial condition is taken at t ¼ 1, and the
exact solution is given byuðx; tÞ ¼ x=t
1þ ðt=t0Þ1=2 expðx2=4ttÞ
; tP 1; t0 ¼ expð1=8tÞ:
ð5:2Þ
The numerical computation is performed for different val-
ues of 1:7 6 t 6 3:5 with Dt ¼ 0:01 h ¼ 0:01. In order to find
the best value of k over the interval [1, 1], maximum absolute
error at t ¼ 2:5 is depicted in Fig. 3 which confirms that the
optimal value is k ¼ 0:062. The comparison of mECDQ
results, in terms of L2 and L1 error norms with the results
due to existing schemes, in the literature is reported in
Table 1.1. The L2 and L1 error norms in mECDQ solutions
are compared with the errors due to the schemes in [25,31],
is reported in Table 1.2. The mECDQ results are found much
better in comparison with the results due to almost all earlier
methods.
This method is the generalization of modified cubic B-spline
differential quadrature method (corresponding to k ¼ 0). In
mECDQ method one has the choice to optimize the results
by considering approximate value of k. Physical behavior of
the mECDQ solutions for t ¼ 0:005 at different time levels
t 6 3:5 with h ¼ 0:01, Dt ¼ 0:01 is depicted in Fig. 4. The abso-
lute errors for different time levels are depicted in Fig. 5.
Figure 7 Physical behavior of Example 3 with t ¼ 0:01, Nx ¼ Ny ¼ 81, Dt ¼ 0:005 at t 6 1.
Table 4.1 Rate of convergence (ROC) for v for different grid points ðNx;NxÞ with k ¼ 0:52, Dt ¼ 0:0005 at t ¼ 1 .
k ¼ 0:52 k ¼ 0:4
Nx L2 ROC L1 ROC Nx L2 ROC L1 ROC
5 1.5779E02 2.4630E03 4 1.0799E02 2.1600E03
10 1.2799E03 3.62 1.2191E04 4.34 8 2.6363E03 2.03 2.8422E04 2.93
20 2.0471E04 2.64 1.2110E05 3.33 16 3.5676E04 2.89 2.6252E05 3.44
40 3.4962E05 2.55 1.1437E06 3.40 32 6.2368E05 2.52 2.4576E06 3.42
80 5.5606E06 2.65 1.0017E07 3.51 64 1.0004E05 2.64 2.1893E07 3.49
Table 4.2 Rate of convergence (ROC) for v for different grid points ðNx;NxÞ with k ¼ 0:52, Dt ¼ 0:0005 at t ¼ 1.
Nx L2 ROC L1 ROC Grid L2 ROC L1 ROC
5 1.5779E02 2.4630E03 4 4 1.0799E02 2.1600E03
10 1.2799E03 3.62 1.2191E04 4.34 8 8 2.6363E03 2.03 2.8422E04 2.93
20 2.0471E04 2.64 1.2110E05 3.33 16 16 3.5676E04 2.89 2.6252E05 3.44
40 3.4962E05 2.55 1.1437E06 3.40 32 32 6.2368E05 2.52 2.4576E06 3.42
80 5.5606E06 2.65 1.0017E07 3.51 64 64 1.0004E05 2.64 2.1893E07 3.49
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Figure 8 mECDQ solution of Example 4 at t ¼ 0:5 with Nx ¼ Ny ¼ 41, Dt ¼ 0:0005 and t ¼ 102.
Figure 9 Exact solution of Example 4 at t ¼ 0:5 with Nx ¼ Ny ¼ 41, Dt ¼ 0:0005 and t ¼ 102.
Table 5.1 L1, L2 error norms for u and v of Example 5 for X ¼ ½p;p2 with k ¼ 0:25 and Dt ¼ 0:001 and order of convergence.
Nx u v
L2 L1 ROCðL1Þ L2 L1 ROCðL1Þ
10 7.20E05 1.16E06 7.20E05 1.16E06
20 4.29E05 4.05E07 0.72 4.29E05 4.05E07 1.52
40 3.90E05 1.92E07 1.08 3.90E05 1.92E07 1.08
60 3.84E05 1.27E07 1.01 3.84E05 1.27E07 1.01
80 3.82E05 9.54E08 1.00 3.82E05 9.54E08 1.00
3340 B.K. Singh, P. KumarExample 2. Consider 1D Burgers’ equation (1.1) with a ¼ 1
X1 ¼ ½0; 2 as considered in [31]
uðx; tÞ ¼ 2ptðsinðpxÞ expðp
2t2tÞ þ 4 sinð2pxÞ expð4p2t2tÞÞ
ð4þ cosðpxÞ expðp2t2tÞ þ 2 cosð2pxÞ expð4p2t2tÞÞ ;
x 2 ð0;2Þ; tP 0; ð5:3Þ
The values of wðxÞ; 1ðx; tÞ can be extracted from the exact
solution (5.3).The numerical computation is performed with the parame-
ter values h ¼ 0:1, t ¼ 102, Dt ¼ 0:01 at t ¼ 1 for the optimal
value of k in [104, 104 ] with respect to L1 error norm which
is k ¼ 4:3 103. At t ¼ 1, L2 and L1 error norms with
parameters h ¼ 0:1;Dt ¼ 0:01 and k ¼ 4:3 103 for different
values of t, are reported in Table 2.1, which confirms that the
proposed results are better than the results in [17,31]. The
physical behavior of mECDQ solutions at different time levels
is depicted in Fig. 6.
Numerical computation of Burgers’ equation 33415.2. 2D coupled viscous Burgers’ equation
Example 3. Consider 2D coupled viscous Burgers’ equation
(1.3) in X ¼ ½0; 12 [11,49,50] with
w1ðx;yÞ¼ sinðpxÞsinðpxÞ;
w2ðx;yÞ¼ ðsinðpxÞþ sinð2pxÞÞðsinðpyÞþ sinð2pyÞÞ

; ðx;yÞ 2X;
nðx; y; tÞ ¼ 0; fðx; y; tÞ ¼ 0 on @X:
The numerical computation is performed for t ¼ 0:01; 1
Dt ¼ 0:005; k ¼ 0:5 at t 6 1 for different grid points. The com-
puted results are compared with the results obtained in
[11,49,50], and reported in Tables 3.1 and 3.2. It is observed
that the obtained results agreed well with the results obtained
by the recent scheme ETDRK4-P13 [11]. The physical behav-
ior at t ¼ 0:04; 0:25; 0:5; 1 for t ¼ 0:01 and Nx ¼ Ny ¼ 81,
Dt ¼ 0:005 is depicted in Fig 7.Figure 10 mECDQ solution of Example 5 at t ¼Example 4. Consider 2D coupled viscous Burgers’ equation
(1.3) X ¼ ½0; 12 with exact solution [6]
uðx; y; tÞ ¼ 3
4
 1
4ð1þ expðð4xþ 4y tÞRe=32ÞÞ ;
vðx; y; tÞ ¼ 3
4
þ 1
41þ expðð4xþ 4y tÞRe=32Þ
where w1ðx;yÞ and w2ðx;yÞ on X; and nðx;y; tÞ; fðx;y; tÞ on @X
can be computed from the exact solution for the computa-
tional domain X¼ ½0;12.
The problem is solved for t ¼ 102;Dt ¼ 0:0005 and
k ¼ 0:52. The computed L2 and L1 error norms for u and v,
are reported in Tables 4.1 and 4.2. It confirms that the
rate of convergence (ROC) for this problem is cubic. The
mCEDQ solutions and exact solutions of u and v with t ¼ 102
and k ¼ 0:52 at t ¼ 0:5 are depicted in Figs. 8 and 9,
respectively.3:0 with Nx ¼ Ny ¼ 41, Dt ¼ 0:001 and t ¼ 0:5.
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Figure 11 Contour plots of absolute errors in mECDQ solution of u ðupperÞ; vðlowerÞ of Example 5 at t ¼ 3:0 with Nx ¼ Ny ¼ 41,
Dt ¼ 0:001 and t ¼ 0:5.
3342 B.K. Singh, P. KumarExample 5. Consider two dimensional coupled viscus Burgers
equation (1.3) and (1.4) with the exact solution of uðx; y; tÞ ¼
e2tt sinðxþ yÞ; vðx; y; tÞ ¼ e2tt sinðxþ yÞ, where w1ðx; yÞ
and w2ðx; yÞ on X; and nðx; y; tÞ; fðx; y; tÞ on @X can be com-
puted from the exact solution for the computational domain
X ¼ ½p; p2.
The mECDQ solutions are obtained with Dt ¼ 0:001 and
t ¼ 2 for different grid points. The L1, L2 error norms are
computed with the parameters: k ¼ 0:25, Dt ¼ 0:001 at
t ¼ 3:0 for different grid points and are reported in Table 5.1.
Table 5.1 shows that for this problem mECDQ scheme
converses linearly.
The mCEDQ solution behavior of u and v with t ¼ 0:5,
Nx ¼ Ny ¼ 41 and k ¼ 0:25 at t ¼ 3 is depicted in Fig. 10
whereas the absolute errors are depicted in Fig. 11.
6. Conclusions
In this paper, a new scheme: ‘‘modified extended cubic B-spline
differential quadrature method” has been proposed for numer-
ical computation of nonlinear partial differential equations.From the definition of the DQM, the modified extended cubic
B-splines have been used as set of basis functions to determine
the weighting coefficients of the first-order derivative approxi-
mations. The polynomial based DQM has been used to deter-
mine the weighting coefficients of the second-order derivative
approximations. The proposed scheme is implemented for
Burger’s equation.
Section 3 confirms that the computational cost of both
MCB-DQM [31] and mECDQ methods with optimal value
of free parameter is the same. In Section 5, the accuracy and
efficiency of mECDQ method have been measured by calculat-
ing L2;L1 error norms and the rate of convergence, which
shows that mECDQ method generates very accurate solutions
for Burgers equation in both (1 + 1) and (2 + 1) dimensions.
For instance, mECDQ method with suitable value of k pro-
duces better results for (1 + 1) dimensional Burgers equation
in comparison with the recent scheme MCB-DQM [31]. More-
over, for 2D coupled viscous Burgers equation the mECDQ
method produces results comparable to the recent result in
[11]. The advantage of mECDQ method is its accuracy in com-
parison with MCB-DQM, low memory storage and easiness of
the implementation.
Numerical computation of Burgers’ equation 3343The matrix stability analysis has also been carried out for
various grid values which demonstrate that the proposed
method is conditionally stable for Burgers equation.
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