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Abstract
Let F be an infinite field, and let Mn(F ) be the algebra of n × n
matrices over F . Suppose that this algebra is equipped with an el-
ementary grading whose neutral component coincides with the main
diagonal. In this paper, we find a basis for the graded polynomial iden-
tities of Mn(F ) with the transpose involution. Our results generalize
for infinite fields of arbitrary characteristic previous results in the lit-
erature which were obtained for the field of complex numbers and for
a particular class of elementary G-gradings.
1 Introduction
Let F be a field and A be an F -algebra. A polynomial identity of the
algebra A is a polynomial in noncommuting variables which vanishes under
∗
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any substitution of these variables by elements of A.
One of the first important results about polynomial identities in algebras
is the Amitsur-Levitzki Theorem which proves that the standard polynomial
of degree 2n is a polynomial identity for Mn(F ). Specht [16] raised the
question whether the T-ideal of all polynomial identities of a given algebra
is finitely generated as a T-ideal. This problem was answered by Kemer [13]
using the characteristic zero some decades latter. Although Kemer proved
that there always exists a finite basis for the identities of a given algebra in
characteristic zero, it is very difficult problem to find any such basis. The
explicit polynomial identities for concrete algebras are known in very few
cases. For instance, for Mn(C) such a basis is known only if n = 1 or 2.
In light of this, mathematicians started to work with ‘weaker’ polynomial
identities such as identities with trace, identities with involution and graded
identities. It is worth mentioning that the graded identities were also used
by Kemer in the solution of the Specht problem.
Subsequent to the pioneering work of Di-Vincenzo [6] about graded iden-
tities, many authors described the graded identities of Mn(F ) and other
different important algebras in different contexts [1], [2], [3], [7], [17], [8], [4]
and [18]. Also, identities with involution for Mn(F ) have been studied by
some authors [12].
Recently Haile and Natapov [11] exhibited a basis for the graded iden-
tities with involution of Mn(C), endowed with the transpose involution and
with a crossed-product grading. This grading is an elementary grading of
Mn(F ) by a group G = {g1, . . . , gn} induced by the n-tuple (g1, . . . , gn). The
authors used the graph theory as in [10].
In this paper we generalize the results of Haile and Natapov for a broader
class of gradings and for infinite fields of arbitrary characteristic. The main
tool here is the use of generic matrices, and we use ideas similar to those in
[1], [2], [4], [7], and [8].
2 Preliminaries
We denote by F an infinite field of arbitrary characteristic. All vector spaces
and algebras are over F . We denote the algebra of n×n matrices over F by
Mn(F ) and a group with the unity e by G.
If A is an algebra and G is a group, a G-grading on A is a decomposition
of A as a direct sum of subspaces A = ⊕g∈GAg, indexed by elements of the
group G, which satisfy AgAh ⊆ Agh, for any g, h ∈ G. If a ∈ Ag − {0},
for some g ∈ G, we say that a is homogeneous of degree g and we denote
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deg(a) = g. The support of the grading, is the subset of G, Supp(A) = {g ∈
G ; Ag 6= {0}}.
If 1 ≤ i, j ≤ n, we denote by eij the matrix with 1 on the position (i, j),
and and 0 elsewhere. We call them elementary matrices, or matrix units.
Now let (g1, . . . , gn) ∈ Gn be an n-tuple of elements of G. For each g ∈ G,
let Rg ⊆ Mn(F ) be the subspace generated by the elementary matrices eij
for i and j satisfying g−1i gj = g. Then Mn(F ) = ⊕g∈GRg is a G-grading on
Mn(F ) called elementary grading defined by (g1, . . . , gn).
We recall a known result from [5], which characterizes elementary grad-
ings on Mn(F ).
Theorem 2.1. If G is any group, a G-grading of Mn(F ) is elementary if
and only if all matrix units eij are homogeneous.
An involution on an algebra A is an antiautomorphism of the order two,
that is, a linear map ∗ : A −→ A satisfying (ab)∗ = b∗a∗ and (a∗)∗ = a, for
all a, b ∈ A. A classic example of involution on Mn(F ) is the transpose map.
A G-graded algebra A =
⊕
g∈GAg with involution
∗ is called a degree-
inverting involution algebra if (Ag)
∗ = Ag−1 for all g ∈ G. In this case, we say
that ∗ is a degree-inverting involution on A. In this paper, if A is a degree-
inverting involution algebra, we say it is a (G, ∗)-algebra. A typical example
of a (G, ∗)-algebra is Mn(F ) endowed with an elementary grading and with
the transpose involution. The degree-inverting involutions on Mn(F ) have
been described by the authors in [9].
Remark 2.2. When dealing with identities with involution on algebras over
fields of characteristic different from 2, one usually consider the decomposi-
tion A = A+ ⊕ A−, where A+ = {a ∈ A | a∗ = a} (symmetric component)
and A− = {a ∈ A | a∗ = −a} (skew-symmetric component) and set in the
free algebra, the set of symmetric and skew-symmetric variables. Note that
one cannot use this approach in the present case, since the symmetric and
skew-symmetric components are no longer homogeneous. In order to deal
with our case, we need to consider a free algebra where the grading and the
involution behave in the same way as in the algebra we want to study its
identities.
2.1 The free (G, ∗)-algebra and (G, ∗)-identities
To describe the identities of Mn(F ) as a (G, ∗)-algebra, we define what we
call the free (G, ∗)-algebra.
For each g ∈ G, we define two countable sets Xg = {xk,g ; k ∈ N}
and X∗g = {x
∗
k,g ; k ∈ N}. Then, let X = ∪g∈GXg and X
∗ = ∪g∈GX
∗
g .
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Consider the free associative algebra F 〈X ∪X∗〉, which is freely generated
by X∪X∗. Of course, it is an algebra with an involution defined in a natural
way. Now, we define a G-grading on this free algebra to make it a (G, ∗)-
algebra. Let deg(1) = e, and for each k ∈ N and g ∈ G, let deg(xk,g) = g
and deg(x∗k,g) = g
−1. If m = xε1i1,g1 · · · x
εl
il,gl
is a monomial in F 〈X ∪ X∗〉,
where εi is ∗ or nothing, we define deg(m) = deg(x
ε1
i1,g1
) · · · deg(xεlil,gl).
If we define
(F 〈X ∪X∗〉)g = spanF {m = x
ε1
i1,g1
· · · xεlil,gl | deg(m) = g},
we obtain that F 〈X ∪ X∗〉 =
⊕
g∈G(F 〈X ∪ X
∗〉)g is a G-grading on the
algebra F 〈X ∪ X∗〉, which makes it a (G, ∗)-algebra. We denote such al-
gebra by F 〈X | (G, ∗)〉 and call it the free (G, ∗)-algebra. The elements of
F 〈X | (G, ∗)〉 are called (G, ∗)-polynomials.
If A and B are G-graded algebras with involution, we say that a ho-
momorphism φ : A −→ B is a homomorphism of graded algebras with
involutions, if φ(Ag) ⊂ Bg, for all g ∈ G and φ(x
∗) = φ(x)∗, for all x ∈ A.
The algebra F 〈X | (G, ∗)〉 satisfies a universal property: for any (G, ∗)-
algebra A and for any map ϕ : X −→ A such that for all g ∈ G, ϕ(Xg) ⊆
Ag, there exists a unique homomorphism of graded algebras with involution
φ : F 〈X | (G, ∗)〉 −→ A, such that for all x ∈ X, φ(x) = ϕ(x).
Let A be (G, ∗)-algebra. A polynomial f ∈ F 〈X | (G, ∗)〉 is called a
(G, ∗)-polynomial identity of A if f ∈ Ker(φ) for any homomorphism of
graded algebra with involution φ : F 〈X | (G, ∗)〉 → A. Equivalently, f van-
ishes under any admissible substitution of variables by the elements of A with
the condition that if xk,g is substituted by a ∈ Ag, then x
∗
k,g is substituted
by a∗.
We observe that if A is a (G, ∗)-algebra, then it is a graded algebra, and
if f is a graded polynomial identity of A, then it is also a (G, ∗)-identity of
A. In particular Proposition 4.1 of [7] also holds for (G, ∗)-algebras.
Proposition 2.3. Let G be a group and let g = (g1, . . . , gn) ∈ G
n be an
n-tuple of elements from G. Suppose Mn(F ) is endowed with elementary
grading induced by g. The following assertions are equivalent
1. The neutral component of Mn(F ) coincides with the main diagonal.
2. x1,ex2,e − x2,ex1,e is a graded identity of Mn(F ).
3. The elements of g are pairwise distinct.
A (two-sided) ideal I ⊂ F 〈X | (G, ∗)〉 is called a T ∗G-ideal if I is closed
under all (G, ∗)-endomorphism of F 〈X | (G, ∗)〉. We denote the set of all
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(G, ∗)-identities of A by T ∗G(A). Let S ⊂ F 〈X | (G, ∗)〉. We denote the
intersection of all T ∗G-ideals containing S by 〈S〉T ∗G . Notice that T
∗
G(A) and
〈S〉T ∗
G
are T ∗G-ideals of F 〈X | (G, ∗)〉. We say that S ⊂ F 〈X | (G, ∗)〉 is a
basis for the (G, ∗)-identities of A if T ∗G(A) = 〈S〉T ∗G .
Proposition 2.4. Let G be a group and let Mn(F ) be endowed with the
elementary grading induced by an n-tuple (g1, . . . , gn) of pairwise distinct el-
ements from G, and with the transpose involution. The following polynomials
are (G, ∗)-identities for Mn(F )
x1,ex2,e − x2,ex1,e (1)
x1,e − x
∗
1,e (2)
x1,g, g 6∈ Supp(Mn(F )) (3)
x1,gx2,g−1x3,g − x3,gx2,g−1x1,g, g 6= e (4)
For more details about identities 1 and 4, see [3, Lemma 4.1]. Identity 2
follows from Proposition 2.3. Also, [11, Remark 2 of Theorem 8] shows that
identity 4 follows from identity 2.
When dealing with ordinary polynomials, it is well known that each T-
ideal is generated by its multi-homogeneous polynomials. In the case of
(G, ∗)-polynomials, we need to slight modify this concept.
Definition 2.5. Let f = f(x1,g1 , . . . , xn,gn , x
∗
1,g1 , . . . , x
∗
n,gn) ∈ F 〈X | (G, ∗)〉.
Write f as
f =
k∑
l=1
λlml
where λl ∈ F−{0} andml are monomials in F 〈X | (G, ∗)〉. The polynomial f
is called strongly multi-homogeneous if for each t ∈ {1, . . . ,m}, degxt,gt mi+
degx∗t,gt
mi = degxt,gt mj + degx∗t,gt
mj for all i, j ∈ {1, . . . , k}. Here, the
symbol degxmi denotes the number of times the variable x appears in the
monomial mi.
Following the classic Vandermonde argument, we can prove that if I is a
(G, ∗)-ideal, then I is generated by its strongly multi-homogeneous polyno-
mials.
3 The ∗-graded identities of Mn(F )
We start this section with the following theorem of [11], which we aim to
generalize for infinite fields and for a broader class of gradings by adding the
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identities xg = 0 for g 6∈ Supp(Mn(F )). We observe that in [11] the authors
used the graph theory to prove this result.
Theorem 3.1 (Haile-Natapov, Theorem 8, [11]). Let G = {g1, . . . , gn} be a
group of order n. The ideal of (G, ∗)-identities of Mn(C) endowed with the
elementary grading induced by (g1, . . . , gn) and with the transpose involution
is generated as a T ∗G-ideal by the following elements
1. xi,exj,e − xj,exi,e
2. xi,e − x
∗
i,e
From now on, we consider Mn(F ) endowed with elementary grading in-
duced by the n-tuple g = (g1, . . . , gn) ∈ G
n of pairwise distinct elements of
G, and we denote G0 = Supp(Mn(F )).
Let g ∈ G. We define
D(g) = {i ∈ {1, . . . , n} | gig ∈ {g1, . . . , gn}}
and
Im(g) = {j ∈ {1, . . . , n} | gjg
−1 ∈ {g1, . . . , gn}}.
Notice that |D(g)| = |Im(g)|, D(g−1) = Im(g) and D(g) = ∅ if and only
if g /∈ G0. In that case, if i ∈ D(g), there exists a unique j ∈ {1, . . . , n} such
that gig = gj. If we define j = ĝ(i), we obtain a bijective map
ĝ : D(g) −→ Im(g)
i 7−→ ĝ(i)
Observe that for each i ∈ {1, . . . , n}, we have eiĝ(i) ∈ (Mn(F ))g and for each
g in support of Mn(F ), ĝ−1 = (ĝ)
−1.
Lemma 3.2. Let g, h ∈ G. If there exists i ∈ D(g) ∩D(h) such that
ĝ(i) = ĥ(i),
then g = h.
Proof. Let i ∈ D(gˆ)∩D(hˆ). If j = gˆ(i) = hˆ(i), then gig = gj = gih. We can
conclude that g = h.
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Let Ω = {yk
i,ĝ(i)|g ∈ G, i ∈ D(g), k ∈ N} be a set of commuting variables
and F [Ω] be the algebra of commuting polynomials in Ω. We denote the set
of all matrices over F [Ω] by Mn(Ω). As in the case of matrices over F , if
g = (g1, . . . , gn) is an n-tuple of elements of G, then Mn(Ω) is endowed with
an elementary G-grading induced by g.
Definition 3.3. For each g ∈ G0 and j ∈ N, the elements of Mn(Ω),
Aj,g =
∑
i∈D(g)
yj
i,ĝ(i)eiĝ(i)
and
A∗j,g =
∑
i∈D(g−1)
yj
ĝ−1(i),i
e
iĝ−1(i)
are called generic (G, ∗)-matrices. The subalgebra of Mn(Ω) generated by
{Aj,g, A
∗
j,g | g ∈ G0, j ∈ N} is called the algebra of generic (G, ∗)-matrices
and we denote it by Gen.
Lemma 3.4. Let g, h ∈ G0. If y
j
i,k ∈ Ω is an entry of the matrices Aj,g and
Aj,h, then g = h.
Proof. If yji,k is an entry of Aj,g and of Aj,g then k = ĝ(i) and k = ĥ(i). Now
Lemma 3.2 implies that g = h.
Using classical arguments, we can prove the following proposition.
Proposition 3.5. The relatively free algebra F 〈X | (G, ∗)〉/T ∗G(Mn(F )) is
isomorphic to Gen. Furthermore, T ∗G(Mn(F )) = T
∗
G(Gen).
We now define the following maps, which by an abuse of notation will be
also denoted by ∗
∗ : G −→ G
g 7−→ g∗ = g−1
∗ : Ω −→ Ω
ykĝ(k) 7−→ ykĝ(k)
∗ = yĝ−1(k)k
Given hε11 , h
ε2
2 , . . . , h
εr
r ∈ G0, where hi ∈ G and εi is ∗ or nothing, we
consider the composition ν = ĥεrr · · · ĥ
ε1
1 of the corresponding functions. This
may not be well defined, and we will prove in Lemma 3.7 that in this case
the monomial xε11,h1 · · · x
εr
r,hr
is a graded identity for Mn(F ). Otherwise, its
domain Dν = D
ĥ
εr
r ···
̂
h
ε1
1
is the set of i ∈ {1, . . . , n} for which the image
ĥεrr (. . . (ĥ
ε1
1 (i)) . . . ) is well defined.
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Lemma 3.6. Let g, h ∈ G, then D(ĥĝ) ⊆ D(ĝh). Moreover, if i ∈ D(ĥĝ),
then ĥĝ(i) = ĝh(i).
Proof. IfD(ĥĝ) = ∅, the result is obvious. Suppose D(ĥĝ) 6= ∅. If i ∈ D(ĥĝ),
let k = ĝ(i) and j = ĥ(k). Then, gk = gig and gj = gkh, and we obtain
gj = gi(gh), that is, ĝh(i) = j.
Lemma 3.7. Let hε11 , h
ε2
2 , . . . , h
εr
r ∈ G0. If Dĥεrr ···̂h
ε1
1
= ∅ then
Aε1i1,h1A
ε2
i2,h2
· · ·Aεrir,hr = 0.
Moreover, if the set D
ĥ
εr
r ···
̂
h
ε1
1
is nonempty then the i-th line of the matrix
Aε1i1,h1A
ε2
i2,h2
· · ·Aεrir ,hr is nonzero if and only if i ∈ Dĥεrr ···̂h
ε1
1
. In this case, if
j = ĥεrr · · · ĥ
ε1
1 (i), the only nonzero entry in the i-th line is a monomial of Ω
in the j-th column.
Proof. The proof is by induction on the length r of the product. The result
for r = 1 follows directly from Definition 3.3. Hence, we consider r > 1 and
assume the result for products of length r− 1. Let us consider the first case
D
ĥ
εr
r ···
̂
h
ε1
1
6= ∅. In this case D
ĥ
εr−1
r−1 ···
̂h
ε1
1
6= ∅ and we denote ν = ĥ
εr−1
r−1 · · · ĥ
ε1
1 .
The induction hypothesis implies that there exists monomials mi, where
i ∈ D
ĥ
εr−1
r−1 ···
̂
h
ε1
1
, such that
Aε1i1,h1A
ε2
i2,h2
· · ·Aεrir ,hr =


∑
i∈D ̂
h
εr−1
r−1 ···
̂
h
ε1
1
mieiν(i)



 ∑
j∈D̂
h
εr
r
(y
jĥr(j)
)εre
jĥ
εr
r (j)


(5)
Note that eiν(i)ejĥεrr (j)
6= 0 for some j if and only if i ∈ D
ĥ
εr
r ···
̂
h
ε1
1
. In this
case, the product equals e
iĥ
εr
r (j)
. Hence, we obtain
Aε1i1,h1A
ε2
i2,h2
· · ·Aεrir ,hr =
∑
i∈D
̂
h
εr
r ···
̂
h
ε1
1
(mi(yjĥr(j))
εr)e
iĥ
εr
r (ν(i))
,
and the result follows. Now, assume that D
ĥ
εr
r ···ĥ
εr
1
= ∅. If D
ĥ
εr−1
r−1 ···
̂
h
ε1
1
= ∅
then by the induction hypothesis Aε1i1,h1A
ε2
i2,h2
· · ·A
εr−1
ir−1,hr−1
= 0 and the
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result holds. Moreover, if D
ĥ
εr−1
r−1 ···
̂
h
ε1
1
6= ∅ then we may write the prod-
uct Aε1i1,h1A
ε2
i2,h2
· · ·Aεrir ,hr as in (5). Since Dĥεrr ···ĥεr1
= ∅, every product
eiν(i)ejĥεrr (j)
equals zero and therefore Aε1i1,h1A
ε2
i2,h2
· · ·Aεrir ,hr = 0.
Definition 3.8. Suppose h = (hǫ11 , . . . , h
ǫm
m ) ∈ G
m such that D
ĥ
εm
m ···ĥ
εr
1
6= ∅.
For each k ∈ D
ĥ
εm
m ···ĥ
εr
1
, we denote by sk(h) = (s
k
1 , . . . , s
k
m, s
k
m+1) the
following sequence, inductively by setting:
(1) sk1 = k
(2) skr = ĥ
εr−1
r−1 (s
k
r−1), for r ∈ {2, . . . ,m+ 1}.
We denote by tk(h) = (t
k
1 , . . . , t
k
m) the sequence defined by
tkr = ĥr(s
k
r), r ∈ {1, . . . ,m}
Lemma 3.9. Let hε11 , . . . , h
εm
m ∈ G such that Dĥεmm ···̂h
ε1
1
6= ∅. Then
Aε11,h1 · · ·A
εm
m,hm
=
∑
k∈D
̂
h
εm
m ···
̂
h
ε1
1
ωmk ek,skm+1
,
where ωmk = (y
1
sk1 ,t
k
1
)ε1 · · · (ym
skm,t
k
m
)εm . Furthermore, each matrix in the prod-
uct (Aε11,h1 , . . . , A
εm
m,hm
) contributes with exactly one factor of it in the prod-
uct (y1
sk1 ,t
k
1
)ε1 · · · (ym
skm,t
k
m
)εm . For each p ∈ {1, . . . ,m}, A
εp
p,hp
contributes with
(yp
skp ,t
k
p
)εp .
Proof. The proof follows by induction on m. If m = 1, the result is obvious.
Suppose m > 1. By the induction hypothesis, we obtain
Aε11,h1 · · ·A
εm
m,hm
= (Aε11,h1 · · ·A
εm−1
m−1,hm−1
)Aεmm,hm
=
∑
k∈D ̂
h
εm−1
m−1
···
̂
h
ε1
1
ωm−1k ek,skm
∑
i∈D(ĥεmm )
(ym
i,ĥm(i)
)εme
iĥm(i)
=
∑
k∈D ̂
h
εm−1
m−1
···
̂
h
ε1
1
ωm−1k (y
m
skm,ĥm(s
k
m)
)εmek,skm+1
Now, the proof follows once one observes that tkm = ĥm(s
k
m) and ω
m
k =
ωm−1k (y
m
skm,t
k
m
)εm .
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Definition 3.10. Let σ ∈ Sm. For m = x
εσ(1)
iσ(1),hσ(1)
. . . x
εσ(n)
iσ(n),hσ(n)
, and any
two integers 1 ≤ k ≤ l ≤ n, we denote m[k,l] the subword obtained from m
by deleting the first k − 1 and the last m− l variables.
m[k,l] = x
εσ(k)
iσ(k),hσ(k)
. . . x
εσ(l)
iσ(l),hσ(l)
.
Lemma 3.11. Let xε1i1,h1 · · · x
εr
ir ,hr
and xη1
j1,h
′
1
· · · xηl
jl,h
′
l
be two monomials, with
εk and ηk being ∗ or nothing, such that the matrices A
ε1
i1,h1
· · ·Aεrir ,hr and
Aη1
j1,h
′
1
· · ·Aηsjs,h′s
have in the same position, the same nonzero entry. Then,
r = l and there exists a permutation σ ∈ Sr such that jq = iσ(q) and h
′
q =
hσ(q) for all q ∈ {1, . . . , r}. In particular, x
ε1
i1,h1
· · · xεrir,hr−x
η1
j1,h
′
1
· · · xηl
jl,h
′
l
is a
strongly multi-homogeneous polynomial. If this entry is (yi1
sk1 ,t
k
1
)ε1 · · · (yir
skr ,t
k
r
)εr ,
then (y
iσ(q)
sk
σ(q)
,tk
σ(q)
)εσ(q) = (y
jq
s′kq ,t
′k
q
)ηq for q = 1, . . . , r.
Proof. Let Aε1i1,h1 · · ·A
εr
ir ,hr
=
∑
k∈D
̂
h
εr
m ···
̂
h
ε1
1
ωrkek,skr+1
, and Aη1
j1,h
′
1
· · ·Aηl
jl,h
′
l
=
∑
k∈D̂
h
′εl
l
···
̂
h
′ε1
1
ω˜lkek,skm+1
as in Lemma 3.9. Let k be the row in which these
two matrices have the same nonzero entry. Let h = (h1, . . . , hr) and h
′ =
(h′1, . . . , h
′
l) and consider the sequences sk(h) = (s
k
1, . . . , s
k
r+1), sk(h
′) =
(s′k1, . . . , s
′k
r+1), tk(h) = (t
k
1 , . . . , t
k
r+1), tk(h
′) = (t′k1 , . . . , t
′k
r+1) as in Def-
inition 3.8. Then ωrk = ω˜
l
k, where ω
r
k = (y
i1
sk1 ,t
k
1
)ε1 · · · (yir
skr ,t
k
r
)εr and ω˜lk =
(yj1
s′k1 ,t
′k
1
)η1 · · · (yjl
s′kl ,t
′k
l
)ηl . Of course, we have r = l, and for each q ∈ {1 . . . , r},
there exists p ∈ {1 . . . , r} such that (y
jq
s′kq ,t
′k
q
)ηq = (y
ip
skp,t
k
p
)εp .
Let us now consider two cases:
Case 1: εp = ηq. Then ip = jq, s
k
p = s
′k
q and t
k
p = t
′k
q . Since t
′k
q = ĥ
′
q(s
′k
q )
and tkp = ĥp(s
k
p), we obtain ĥp(s
k
p) = ĥ
′
q(s
k
p) and Lemma 3.4 implies that
hp = h
′
q.
Case 2: εp 6= ηq. We suppose εp = ∗. Then, we have
(y
jq
s′kq ,ĥ
′
q(s
′k
q )
) = (y
ip
skp ,ĥp(s
k
p)
)∗ = y
ip
̂
h−1p (skp),s
k
p
.
By comparing the indexes, we obtain ip = jq, s
k
p = ĥ
′
q(s
′k
q ) and s
′k
q = ĥ
−1
p (skp).
Hence s′kq = ĥ
−1
p (ĥ′q(s
′k
q)) and by Lemmas 3.2 and 3.6, we obtain h
′
qh
−1
p =
e and h′q = hp.
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From the above, we conclude that xε1i1,h1 · · · x
εr
ir,hr
− xη1
j1,h
′
1
· · · xηl
jl,h
′
l
is a
strongly multi-homogeneous polynomial.
Remark 3.12. Suppose that the same entry is (k, l). Notice that there exist
matrix units ea1b1 ∈ Mn(F )α(xj1,h′1
), . . . , earbr ∈ Mn(F )α(xjr ,h′r )
such that
(ea1b1)
η1 . . . (earbr)
ηr = ekl and (eaσ(p)bσ(p))
εσ(p) = (eapbp)
ηp for p = 1, . . . , r.
4 The main theorem
We denote by J the T ∗G-ideal generated by the polynomials
x1,ex2,e − x2,ex1,e and x1,e − x
∗
1,e.
In next two lemmas, we follow the ideas of [1], [7], and [18].
Lemma 4.1. Let m1(x
ε1
i1,h1
, . . . , xεrir ,hr),m2(x
η1
i1,h1
, . . . , xηlil,hl) be two mono-
mials that start with the same variable and let m1 and m2 be the monomials
obtained from m1 and m2 by deleting the first variable.
If m1(A
ε1
i1,h1
, . . . , Aεrir ,hr) and m2(A
η1
i1,h1
, . . . , Aηlil,hl) have in the same po-
sition the same non-zero entry, then m1(A
ε1
i1,h1
, . . . , Aεrir ,hr) and
m2(A
η1
i1,h1
, . . . , Aηlil,hl) have in the same position the same non-zero entry.
Proof. It follows from Lemma 3.9.
Lemma 4.2. Let m1 = x
ε1
i1,h1
· · · xεrir ,hr and m2 = x
η1
j1,h
′
1
· · · xηl
jl,h
′
l
be two
monomials such that
Aε1i1,h1 · · ·A
εr
ir ,hr
and Aη1
j1,h
′
1
· · ·Aηl
jl,h
′
l
have in the same position, the same non-zero entry. Then m1 ≡ m2 mod J .
Proof. We prove this lemma by induction on n.
Suppose n = 1. If Aε1i1,h1 and A
η1
j1,h
′
1
have in the position (p, q) the same
nonzero entry, then by Lemma 3.11, i1 = j1, and h
′
1 = h1. If ε1 = η1, then
m1 = m2 and they are equivalent modulo J . If ε1 6= η1, by comparing the
(p, q) entries, we have yi1
p,ĥ1(p)
= yi1
̂
h−11 (p),p
. Then, ĥ1(p) = p and by Lemma
3.2, we obtain h = e, the neutral element of G. Hence, they are equivalent
modulo J .
In proving the inductive step, we will show that m2 is congruent, modulo
J to a monomial m3 that starts with the same variable of m1. Therefore, m1
and m3 will have in the same position, the same non-zero entry. According
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to Lemma 4.1, m1 and m3 have in the same position the same non-zero
entry. Thus, by induction, m1 ≡ m3 mod J , and consequently, m1 ≡ m3 ≡
m2 mod J .
According to Lemma 3.11, m1 − m2 is a strongly multi-homogeneous
polynomial. Furthermore, there exists a permutation σ ∈ Sl such that
hiσ(s) = h
′
is
, iσ(s) = js, for all s ∈ {1, . . . , l}.
From Remark of Lemma 3.11, there exist matrix units
ea1b1 ∈Mn(F )α(xj1,h′1 )
, . . . , ealbl ∈Mn(F )α(xjl,h′l
)
such that (ea1b1)
η1 · · · (ealbl)
ηl = epq. Furthermore,
(eaσ(u)bσ(u))
εσ(u) = (eaubu)
ηu for u = 1, . . . , l.
Suppose that the same entry of assumption is (yi1
sk1 ,t
k
1
)ε1 · · · (yil
sk
l
,tk
l
)εl and
the same position is (p, q). Assume σ−1(1) = 1. Note that (yi1
sk1 ,t
k
1
)ε1 =
(yj1
s′k1 ,t
′k
1
)η1 , j1 = i1, and h1 = h
′
1. The letters (y
i1
sk1 ,t
k
1
)ε1 = (yj1
s′k1 ,t
′k
1
)η1 will
appear in the p-th row of Aε1i1,h1 and A
η1
j1,h
′
1
. Therefore, ε1 = η1 or ε1 6= η1
and h1 = h
′
1 = e. The analysis of first situation is immediate. In the second,
we have m2 ≡ (x
η1
j1,h
′
1
)∗m
[2,l]
2 by identity x1,e − x
∗
1,e.
Now, suppose that σ−1(1) > 1. To analyze the monomial m2, we denote
the number σ−1(1) by k2. Let t be the least positive integer such that
σ−1(t+ 1) < σ−1(1) ≤ σ−1(t). We denote the number σ−1(t+ 1) by k1 and
the number σ−1(t) by k3. We divide the rest of proof into 4 cases.
Case 1. η1 = nothing and ε1 = ∗. In this situation, b1 = p. If εσ(1) = ∗,
then bσ(1) = p. If εσ(1) = nothing, then aσ(1) = p. Note that α(m
[1,k2]
2 ) =
α(e
εσ(1)
aσ(1)bσ(1)
. . . e
εσ(k2)
aσ(k2)bσ(k2)
) = α(epp) = e. Therefore,
m2 ≡ m4 = xjk2 ,h
′
k2
(m
[1,k2−1]
2 )
∗(m
[k2+1,l]
2 ) mod J .
The last equivalence follows from identity x1,e − x
∗
1,e. If h
′
k2
= h1 = e, the
result follows from identity x1,e − x∗1,e. Observe that the variables x
ε1
i1,h1
and xi1,h1 = xjk2h
′
k2
could contribute with the same letter of F [Ω] in entry
(p, q). If this occurs, then h′k2 = h1 = e. From x1,e − x1,e∗, we obtain
the desired result. Otherwise, suppose that h1 6= e, x
ε1
i1h1
and xjk2 ,h
′
k2
do
not contribute with the same letter of F [Ω]. Thus, there exists an integer
w,w 6= k2, 1 < w ≤ l, such that x
ηw
jw,h′w
and xε1i1,h1 contribute with the same
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letter of F [Ω] in entry (p, q). Without loss of generality, suppose that w < k2.
Notice that ε1 6= ηw and α(m
[1,w+1]
4 ) = e. Hence
m2 ≡ m4 ≡ x
ε1
i1,h1
(m
[1,w]
4 )
∗m
[w+2,l]
4 mod J .
The Case 1 is verified.
Case 2. ε1 = nothing and η1 = ∗. It is analogous to case 2.
Case 3. η1 = ε1 = ∗. Now, α(m
[1,k2−1]
2 ) = gb1g
−1
b1
= e. Suppose that
ηt = ηt+1 = nothing (the other three cases are analogous). We analyze eight
subcases.
Case 3.1: k1 = 1.
Subcase 3.1.1: εt 6= ηt and εt+1 = ηt+1. Here, α(m
[1,k2−1]
2 )
= α(m
[k2,k3−1]
2 ) = e. Consequently, by identity x1,ex2,e − x2,ex1,e, we
have m2 ≡ m
[k2,k3−1]
2 m
[1,k2−1]
2 m
[k3,l]
2 mod J .
Subcase 3.1.2: εt = ηt and εt+1 = ηt+1. This subcase is similar to
Subcase 3.1.1. Here α(m
[1,k2−1]
2 ) = α(m
[k2,k3]
2 ) = e.
Subcase 3.1.3: εt 6= ηt and εt+1 6= ηt+1. Here, α(m
[1,1]
2 ) =
α(m
[2,k2−1]
2 )
−1 = α(m
[k2,k3−1]
2 ). Hence, by identity x1,e − x
∗
1,e, we have
m2 ≡ m
[k2,k3−1]
2 (m
[1,1]
2 )
∗(m
[2,k2−1]
2 )
∗m
[k3,l]
2 mod J .
Subcase 3.1.4: εt = ηt and εt+1 6= ηt+1 . This subcase is analogous
to Subcase 3.1.3. Now, α(m
[1,1]
2 ) = α(m
[2,k2−1]
2 )
−1 =
α(m
[k2,k3]
2 ).
Case 3.2: k1 > 1.
Subcase 3.2.1: εt = ηt and εt+1 = ηt+1. Here, α(m
[1,k1−1]
2 )
= α(m
[k1,k2−1]
2 )
−1 = α(m
[k2,k3]
2 ). Thus, by identity x1,e − x
∗
1,e, we have
m2 ≡ m
[k2,k3]
2 (m
[1,k1−1]
2 )
∗(m
[k1,k2−1]
2 )
∗m
[k3+1,l]
2 mod J .
Subcase 3.2.2: εt 6= ηt and εt+1 = ηt+1. Here, α(m
[1,k1−1]
2 )
= α(m
[k1,k2−1]
2 )
−1 = α(m
[k2,k3−1]
2 ). Thus, by identity x1,e − x
∗
1,e, we
have m2 ≡ m
[k2,k3−1]
2 (m
[1,k1−1]
2 )
∗(m
[k1,k2−1]
2 )
∗m
[k3,l]
2 mod J .
Subcase 3.2.3: εt = ηt and εt+1 6= ηt+1. In this subcase, α(m
[1,k1]
2 )
= α(m
[k1+1,k2−1]
2 )
−1 = α(m
[k2,k3]
2 ). Thus, by identity x1,e − x
∗
1,e, we
have m2 ≡ m
[k2,k3]
2 (m
[1,k1]
2 )
∗(m
[k1+1,k2−1]
2 )
∗m
[k3,l]
2 mod J .
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Subcase 3.2.4: ηt 6= εt and ηt+1 6= εt+1. Finally,
α(m
[1,k1]
2 ) = α(m
[k1+1,k2−1]
2 )
−1 = α(m
[k2,k3−1]
2 ). In this way, by identity
x1,e − x
∗
1,e, we have n ≡ m
[k2,k3−1]
2 (m
[1,k1]
2 )
∗(m
[k1+1,k2−1]
2 )
∗m
[k3,l]
2
mod J .
Case 4. η1 = ε1 = nothing. It is similar to case 3.
We now recall the result [8, Corollary 3.2], which is based on an idea of
[4, Corollary 11] about graded monomial identities.
Lemma 4.3. If a monomial xi1,h1 . . . xip,hp in F 〈X〉 is a graded identity for
Mn(F ), then it is a consequence of a monomial in TG(Mn(F )) of length at
most 2n − 1.
By Lemma 3.7, a monomial xε1i1,h1 · · · x
εr
ir,hr
is a (G, ∗)-identity for Mn(F )
if and only if D
ĥ
εr
r ···
̂
h
ε1
1
= ∅. In particular, we obtain the following lemma.
Lemma 4.4. A monomial xε1i1,h1 · · · x
εr
ir,hr
is a (G, ∗)-identity for Mn(F ) if
and only if xi1,h
ε1
1
· · · xir ,hεrr is a G-graded identity for Mn(F ).
The following proposition is a straightforward consequence of the above
lemmas.
Proposition 4.5. Let m be a monomial identity of Mn(F ). Then, m is a
consequence of monomial identities of degree up to 2n− 1.
Remark 4.6. We recall that in [4] and [8], the authors conjecture that the
graded monomial identities of Mn(F ) follow from the graded identities of
degree up to n. We observe that once this conjecture is true, the same holds
for the (G, ∗)-identities of Mn(F ).
We now state the main theorem of this paper.
Theorem 4.7. Let U be the T ∗G-ideal generated by identities (1), (2), (3), and
by the (G, ∗)-monomial identities of degree up to 2n− 1 of Mn(F ). Then,
T ∗G(Mn(F )) = U.
Proof. From Proposition 2.4, U ⊆ T ∗G(Mn(F )). Let us suppose
U $ T ∗G(Mn(F )) Then, there exists a strongly multi-homogeneous polyno-
mial
f ∈ T ∗G(Mn(F )) − U . By writing f =
∑l
i=1 λimi, we may suppose that
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all λi ∈ F − {0}, mi ∈ F 〈X|(G, ∗)〉 are monomials, which are not (G, ∗)-
identities forMn(F ) and that the number l of nonzero summands of f is min-
imal among the strongly multi-homogeneous polynomials f ∈ T ∗G(Mn(F ))−
U .
Since f ∈ T ∗G(Mn(F )), we have
λ1m1 ≡
l∑
i=2
−λimi mod U.
By substituting the variables by generic matrices, we obtain that m1 and
some mj, j > 1, have the same nonzero entry in the same position. Hence,
by Lemma 4.2, we conclude that m1 ≡ mj mod U .
Now let
h = (λj + λ1)m1 +
∑
i 6∈{1,j}
λimi
Then h ≡ f mod U and the number of non-zero summands of h is l−1 < l.
This is a contradiction.
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