The dynamic characteristics of seasonal snow cover are critical for hydrology management, climate system, and ecosystem function. Although optical satellite remote sensing has proved to be an effective tool for monitoring global and regional variations of snow cover, it is still problematic to accurately capture the snow dynamics characteristics at a finer 10 spatiotemporal resolution, because the observations from optical satellite sensors are seriously affected by clouds and solar illumination. Besides, traditional methods of mapping snow cover from passive microwave data only provide binary information with a 25-km spatial resolution. In this study, we first present an approach to predict fractional snow cover over North America under all-weather conditions, derived from the enhanced resolution passive microwave brightness temperature data (6.25 km). This estimation algorithm used Moderate Resolution Imaging Spectroradiometer (MODIS) snow cover 15 products between 2010 and 2017 to create the reference fractional snow cover data as the "true" observations. Further, the influence of many factors, including land cover, topography, and location, were incorporated into the retrieval models. The results show that the proposed retrieval models based on random forest regression technique perform much better using independent test data for all land cover classes, with higher accuracy and no out-of-range estimated values, when compared to the other three approaches (linear regression, artificial neural networks (ANN), and multivariate adaptive regression splines 20 (MARS)). The results of the output evaluated by using independent data from 2017 indicate that the root-mean-square error (RMSE) of the estimated fractional snow cover ranges from 16.7% to 19.8%. In addition, the estimated fractional snow cover is verified in the snow mapping aspect by using snow cover observation data from meteorological stations (more than 0.31 million records). The result shows that the binary snow cover obtained by the proposed retrieval algorithm is in a good agreement with the ground measurements (kappa: 0.67). The accuracy of our algorithm estimation in the snow cover 25 identification shows significant improvement when benchmarked against the Grody's snow cover mapping algorithm: overall accuracy is increased by 18% (from 0.71 to 0.84), and omission error is reduced by 71% (from 0.48 to 0.14). According to our experiment results, we can conclude that it is feasible for estimating fractional snow cover from passive microwave brightness temperature data, and this strategy also has a great advantage in detecting snow cover area.
the relationship between passive microwave signal and snow property (Xiao et al., 2018; Tedesco et al., 2004) . Here, random forest regression (described in section 3.4.4) was selected as the retrieval function to mine the relationship between passive microwave brightness temperature and fractional snow cover. Fig. 2 shows an overview of the workflow that consists of four parts:
First, a ground "truth" observation is necessary for producing snow cover area in sub-pixel. Under clear-sky conditions, 5 the reference fraction of snow cover were generated within a 6.25-km pixel cell by applying the aggregation method to the MODSI binary snow map (see section 3.2). The reference fractional snow cover data was divided into three parts: the data from 2011 to 2016, used in the training stage; the data from 2010, used in the testing stage; and the 2017 data, used in evaluation stage.
Second, to the best of our knowledge, there are no researchers have developed fractional snow cover retrieval methods 10 using passive microwave data. Thus, a sensitivity experiment of input variables is needed. The input parameters were selected based on the tests described in section 3.3.1.
Third, many studies have found that the separate estimation of fractional snow cover (Dobreva and Klein, 2011) and snow depth (Xiao et al., 2018) on different land cover types has better results than those obtained from combined retrieval model. Hence, the random forest models were separately developed for four land cover types.
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Fourth, the last stage is the evaluation and validation of the established model. The data from 2010 were used to assess the performance of four different approaches for estimating fractional snow cover. Additionally, the independent datasets in 2017 were employed to evaluate the performance of the random-forest-based retrieval algorithm for four land cover types. The independent validations of snow cover detection capability were conducted using the 2017 retrieval results and station snow depth measurements across North America and compared with the results of Grody's snow cover mapping algorithm. 20
Preprocessing of MODIS snow cover products
The reference fractional snow cover data obtained from the interpretation of MODIS snow cover products is the base data for our work. The top priority issue is to produce daily binary snow cover area from NDSI snow cover. Previous snow cover detection studies recommend a 0.4 NDSI threshold on global and regional scale snow cover investigation (Parajka et al., 2012; Hall et al., 1995) ; However, for the new version of MODIS snow cover products, several previous researches 25 employed a threshold of NDSI > 0 to identify snow cover (Dong et al., 2014; Riggs et al., 2017; Huang et al., 2018) . The NDSI of other features (e.g., cloud-contaminated pixels at the edges of cloud, salt pans, and the pixel with very low visible reflectance) can also be greater than 0 (Riggs et al., 2017) . For this reason, Zhang et al. (2019) demonstrated that a 0.1 NDSI threshold is more reasonable than 0.4 for snow cover identification in no-forest regions, whereas, forest-covered regions lack enough station measurements to do a reliable and complete evaluation. MODIS snow cover performs better in no-forest than 30 forest-covered landscapes, in which it is with less accurate for snow cover identification (Hall and Riggs, 2007; Parajka et https://doi.org/10.5194/tc-2019-280 Preprint. Discussion started: 7 January 2020 c Author(s) 2020. CC BY 4.0 License. al., 2012) .
In this study, the NDSI thresholds of 0.1, in no-forest-covered area, and 0.4, conservatively chosen for forest-covered areas (Riggs and Hall, 2016) , were used for determining "snow-covered" or "snow-free". The original NDSI snow cover layer classes were reclassified into five types: snow-covered, snow-free, water, cloud, and fill (refer to Table S1 in Appendix). In addition, MCD12Q1 data (500-m) were used as auxiliary data to mask water bodies ( Fig. 3) to alleviate the 5 uncertainty caused by frozen water bodies when using passive microwave data to detect snow cover (Tedesco and Jeyaratnam, 2016) . The MODIS binary snow cover data were generated based on NDSI snow cover basic quality assessment (QA), with values of 0 (best), 1 (good) and 2 (OK) (Liang et al., 2017) .
Even if MODIS snow cover products have a high spatiotemporal resolution and overall accuracy of snow cover detection (85% ~ 99%) (Parajka et al., 2012; Tran et al., 2019; Zhang et al., 2019) , the cloud effect hinders its widespread 10 applicability. Previous studies reported that clouds could cover more than 40% of the MODIS snow cover data, in some cases even exceeding 60% (Dong and Menzel, 2016; Yu et al., 2016; Parajka and Blöschl, 2006) . Cloud removal processing is essential to mitigate cloud obstruction of MODIS products. The cloud removal method combining the MOD10A1 and MYD10A1 snow cover products, proposed by Gafurov and Bárdossy (2009), was adopted. This method consists of two main filters as shown in Fig. 3 : 15 1) Combining snow cover images from two sensors on a given day. The first simple filter was applied under the assumption that snowmelt and snowfall did not occur within the two sensor observations. Whether a pixel on Terra or Aqua is observed as snow cover or snow-free, the pixel in the combined image (MCD10A1) will be assigned the same ground status (Eq. 1). The results showed about 3% of cloud cover was removed compared to MOD10A1 (Gafurov and Bárdossy, 2009 ).
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2) Short-term temporal filter. If the status of a pixel in MCD10A1 is cloud and the preceding and succeeding days are both snow-covered (or snow-free), the cloud pixel in the current MCTD10A1 image will be assigned a snow-covered status (or snow-free) (Eq. 2). Compared to the first filter, this short-term temporal filter may strikingly reduce the number of days (10 ~ 40%) for cloud coverage and increase in overall accuracy for snow cover detection (Gafurov and Bárdossy, 2009; Tran et al., 2019) .
25
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where, t is the time and S represents the ground status observed in the image (0 or 1). 0 notes cloud presence; 1 indicates snow-covered or snow-free.
Theoretically, the MODIS fractional snow cover map should calculate the percentage of snow cover in a strictly delimited area of the passive microwave pixel. Calculation areas should be in a larger feet than the pixel resolution to avoid https://doi.org/10.5194/tc-2019-280 Preprint. Discussion started: 7 January 2020 c Author(s) 2020. CC BY 4.0 License. MODIS geolocation uncertainties (Wolfe et al., 2002; Dobreva and Klein, 2011) . In this study, a window of 15*15 pixels of MODIS binary snow cover data (MCTD10A1; 500-m) was used for calculating the fraction of snow cover in a 6.25-km pixel. We decided to adopt the most rigorous pixel filter, in which one clouded pixel can not be allowed within a 15*15 pixels window. It is somewhat different from previous study that allowed 10% of clouds (Dai et al., 2017) .
Sensitivity study 5
Selecting input variables
After determining the retrieval function, a major challenge is to select the fewest number of variables and then provide an efficient estimation model (Mutanga et al., 2012) . Many factors influence snowpack distribution and it is unrealistic to consider all factors into the snow cover properties estimation. Therefore, we conducted six scenarios to evaluate and finally screen the input variable. According to previous study, topographic factors (DEM, slope, aspect) (Revuelto et al., 2014) and 10 location information (longitude and latitude) (Xiao et al., 2018; Sturm et al., 2010) were directly take as the basic input variables. Additionally, the passive microwave brightness temperature (19-GHz, 37-GHz, and 91-GHz; both H and V polarization) (Xiao et al., 2018; Xu et al., 2016) and the difference of brightness temperature between different channels (Xu et al., 2016; Liu et al., 2018) were also considered (listed in Table 1 ). The 22-GHz channel was excluded because it is sensitive to water vapor.
15
The decision tree was established using all variables shown in Scenario-1 (Table 1) , which was used to compare with the following five scenarios in terms of prediction performance and efficiency. Note that these 19 input variables were determined using the Correlation Attribute Evaluation method in WEKA 3.8.3 (Waikato Environment for Knowledge Analysis) data mining software. This method evaluates the worth of the attribute by measuring the correlation between the attribute and the target (Frank et al., 2004; Eibe Frank, 2016 (Xiao et al., 2018) . We then counted the times each variable is in the ranked top nine important variables (summarized in Table S2 in the Appendix). Scenario-6 shows the selected the top nine important variables (listed in Table 1 ). By analyzing the performance of models established using the variables in six scenarios, we will select an optimal combination of input variable for the fractional snow cover retrieval model (see section 5 4.1.1). All input variables were normalized to [0, 1].
Determining sample size
Although the random forest method can avoid overfitting (Breiman, 2001) , it is important to evaluate the sensitivity to sample selection types and the size of the training sample (Belgiu and Drăguţ, 2016; Millard and Richardson, 2015; Nguyen et al., 2018; Colditz, 2015) . The performance of predicted models trained by machine learning methods is strongly dependent 10 on the quality of the training sample (Dobreva and Klein, 2011) . A good quality training sample indicate that the sample data cannot be biased towards a certain value. The distribution of the fractional snow cover value from our dataset shows that more than 70% of the value are near 0 and 1. Hence, the use of random selection or equal proportional selection method (Millard and Richardson, 2015; Lyons et al., 2018; Nguyen et al., 2018) would hinder the interpretation of the final fractional snow cover estimation model by making the estimation less accurate. Therefore, we adopted the stratified random sampling as 15 sample selection strategy (Xiao et al., 2018; Dobreva and Klein, 2011) . Stratification was performed on the value of fractional snow cover with an increment of 0.01.
From previous studies, we know the sample size, approximately 0.25% of the total study area, was adopted by Colditz (2015) when using the random forest method. Moreover, this value has been evaluated in optical and active remote sensing studies (Nguyen et al., 2018; Du et al., 2015) . In this study, we separately generated the training sample datasets from 0.15% 20 to 0.35% of the total cover area of each land cover class (in 0.05% increments). Then the sensitivity tests were carried out for four land cover types; in this way, the training dataset would represent the values of fractional snow cover categories for each land cover type (see section 4.1.2). All the selection operations were completely random.
Description of different estimation methods
In this study, we compared the random forest method with the other three methods for retrieving fractional snow cover,
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including linear regression, ANN, and MARS. It should be noted that the input variables of the four methods are the same and are selected by the sensitivity test (see section 3.3.1 and 4.1.1).
Linear regression
A sub-pixel snow cover area estimation method has been developed for optical remote sensing studies by establishing a https://doi.org/10.5194/tc-2019-280 Preprint. Discussion started: 7 January 2020 c Author(s) 2020. CC BY 4.0 License.
linear relationship between NDSI and fractional snow cover derived from high resolution snow cover map (Salomonson and Appel, 2004; Salomonson and Appel, 2006) . This regression method has been applied in generating the current standard MODIS fractional snow cover product Collection 5. This multiple linear regression method, which uses least squares, was employed as a reference method to estimate fractional snow cover from passive microwave data. This method was complete in WEKA 3.8.3 and do not use any attribute selection method. In Appendix, we presented the linear regression formulas of 5 fractional snow cover estimation for the four land cover types (Eq. S-1 and Table S6 ).
ANN
ANN is a popular machine learning technique that has been widely applied in remote sensing studies. Tedesco et al (2004) developed a snow water equivalent and snow depth retrieval algorithm based on an ANN technique using passive microwave brightness temperature. ANN also was involved in Xiao et al. (2018) ANN consists of an input layer, one or more hidden layers, and an output layer (Hecht-Nielsen, 1992) . The network with multiple perceptron can easily handle the nonlinear relationship between the input and output without any prior knowledge (Haykin, 2009 ). The inputs of each neuron are multiplied and summed by the connection weight, and then the output results are computed through a nonlinear logistic sigmoid transfer function. For numerical data, the transfer function in WEKA 15 substitutes the pure linear unit function for the logistic sigmoid.
Apart from the data preprocessing, a crucial step in this process is to design and optimize the ANN network structure for a better estimation performance and good generalization capability (Kuter et al., 2018) . Kuter et al. (2018) demonstrated that multidimensional function modeling can be done successfully with one hidden layer network. All parameters were set as default except for the learning rate, which was optimized through a simple trial-and-error method. From the accuracy index 20 and the modeling speed aspect, Table S3 in the Appendix show that 0.2 as the learning rate generated the best performance of the ANN-retrieval model.
MARS
MARS technique has been applied in quite plenty of studies and in many fields, e.g., classification and mapping (Quirós (·) indicates that only positive parts are take; otherwise, it is assigned as zero. is a univariate knot.
The MARS method involves two stages (forward phase and backward phase) for establishing a regression model. In the forward phase, the BFs were generated by the stepwise search of all univariate candidate knots and all variables interactions.
These adopted knots and its corresponding pair of BFs should produce the greatest decrease in residual error. The BFs were successively added to the model until the maximum number of BFs was reached. As a result, the model is over-fitted and 5 complicated. In the backward phase, the redundant BFs that make the least contributions for model predictive is completely excluded from the regression model. These two phases are an iterative process (Kuter et al., 2018; Zhang and Goh, 2016) .
Two important parameters of MARS determine the model "growing" and "pruning" processes. The first is the maximum number of basis functions (max_BFs), and the second is the maximum degree of interactions among the input variables (max_INT) (Kuter et al., 2018) . Kuter et al. (2018) reported that the increase in the structural complexity of the model does 10 not significantly contribute to improve the performance of the MARS model. We did several tests to optimize the structure of MARS and found that more complex structure had a longer modeling time, but the performance of the model did not significantly improve. Specifically, the modeling time of the complex structure (max_BFs = 100, max_INT = 2) is more than four times than that of the simple structure (max_BFs = 40, max_INT = 2). Thereby, following Kuter et al. (2018), the simple structure was chosen.
We implemented an open MARS MATLAB source code available from Jēkabsons (2016) for fractional 15 snow cover estimation. These codes were compiled on a 2.40 GHz Intel Xeon CPU server.
Random forest
Random forest is an ensemble learning method, which has drawn many researchers' attention because it is more efficient and robust than the single method (Breiman, 2001) . As a classifier, random forest has been successfully used to detect snow 
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The random forest regression method also provides a successful estimation of land surface temperature (Zhao et al., 2019) , forest structure failed. Thus, all the parameters used were the default values here.
Snow cover identification
The microwave radiation characteristics of precipitation, cold deserts and, frozen ground are similar to that of snow cover (Grody and Basist, 1996) . As a result, the snow cover area is likely to be overestimated. Grody and Basist (1996) proposed a snow cover identification algorithm, which can distinguish snow cover from precipitation, cold desert, and frozen ground.
5
Consequently, many researches used Grody's algorithm and its derivative algorithm to detect snow cover (Che et al., 2008; Xiao et al., 2018; Wang et al., 2019) . Liu et al. (2018) reported that the assessment results of different passive microwave snow cover detection algorithms and showed Grody's algorithm had a higher precision (positive predictive value) than other algorithms. Due to the highest frequency in this study is 91-GHz instead of 81-GHz in SSMIS sensors, we adopted the revised snow cover decision tree of Grody's algorithm ( 
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There are two main objectives for using the revised Grody's algorithm (hereafter referred to Grody's algorithm) in this work. The first is to compare the snow cover identification capability of the proposed fractional snow cover estimation algorithm with respect to ground snow depth measurements (see section 4.4); On account of this algorithm's special capability to distinguish the non-snow scatterer (i.e., precipitation, cold desert, and frozen ground), the second purpose is to assess the affect of non-snow scatterer in estimating fractional snow cover. In both optical and microwave remote sensing research, the 15 capability assessment of snow-free detection has been regularly neglected in most of the previous snow cover detection studies.
Validation of snow cover identification
When using the in-situ snow depth (or snow water equivalent) measurements to quantitatively validate the accuracy of snow cover area data, the first challenge is how to convert snow depth into binary snow cover using an appropriate threshold. The next problem is to determine the threshold for converting fractional snow cover to binary snow cover. Up to now, there are few studies on fractional snow cover from passive microwave pixel-level. Dai et al. (2017) took the grid consider as snow cover if the fractional snow cover (25-km) is larger than 10%. Additionally, if the fraction of snow cover is less than 0.25, the snow water equivalent (SEW) is set to 0 mm for correcting snow cover area in the daily SWE product according to https://doi.org/10.5194/tc-2019-280 Preprint. Discussion started: 7 January 2020 c Author(s) 2020. CC BY 4.0 License. Luojus et al. (2018) study. However, 0.5 often is the used threshold of fractional snow cover adopted in optic remote sensing studies (Hall and Riggs, 2007) . Sensitivity experiments of fractional snow cover similar to ground-based snow depth were employed in order to obtain the optimum conversion threshold. Both sensitivity experiments were carried out using 2017 bare land type datasets in section 4.4.
Performance accuracy assessment 5
When evaluating the estimation performance of fractional snow cover in section 4.1-4.3, we used conventional accuracy metrics: correlation coefficient (R; Eq. 4), mean absolute error (MAE; Eq. 5) and root mean squire error (RMSE; Eq. 6). is the mean value of all predicted values ; is the mean value of all target values ; n denotes the number of used data.
We not only evaluated the predicted accuracy of fractional snow cover, but also assessed the snow cover identification performance (see section 4.4). Six accuracy assessment indexes were used for snow cover detection capability analysis: overall 10 accuracy (OA), precision (a.k.a. positive prediction value), recall, specificity (a.k.a. true negative rate), F1 score, and Cohen's kappa coefficient. OA refer to the proportion of correctly classified pixels as snow-covered and snow-free. The F1 score is a weighted average measurement of precision and recall ranging from 0 to 1 for measuring the accuracy of binary classification.
Cohen's kappa coefficient measures the agreement between the snow cover products and ground measurements. All of these indexes can be calculated from the confusion matrix (Table 3) . OE is the omission error; CE is the commission error. 
Influence of input variables on model performance
To better understand which input variables have a relationship with fractional snow cover and the variable combination can improve the retrieval model performance, we evaluated the results from 24 random forest fractional snow 20 cover retrieval models (4 types * 6 scenarios). The data used for variable sensitivity tests in this part merely involved two years (2014-2015) since 91-GHz horizontal polarization data is missing over the area south of 50° N in 2016-2017. The OOB error and 10-fold cross-validations error were used to measure the performance of fractional snow cover retrieval models in each scenario (Mutanga et al., 2012) . Table 4 shows the results of six scenarios on bare land type datasets.
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The variable selection tests are used to seek a better combination of different variables (Table 4) . At first glance, Scenario-3, which only involves vertical polarization data, yields the smallest R (0.590) and the largest MAE (0.197) and RMSE (0.248) of OOB error and also for 10-fold cross validation error (R: 0.596; MAE: 0.197; RMSE: 0.246) . When compared to the other five scenarios, Scenario-3 had the worst performance, which may be due to no more available information from input variables that can be fully exploited (Xiao et al., 2018) . Scenario-2, that only contains passive microwave brightness temperature data 5 that is nearly same as the variable used in Xu et al. (2016) study, had the second worst performance. It has proven that the location information and topographic factors play a crucial role in snowpack distribution (Revuelto et al., 2014; Czyzowska-Wisniewski et al., 2015; Sturm et al., 2010) . The major difference between Scenario-1, 4 5, 6 and Scenario-2, 3 (Table 1) is the consideration of the basic input variables (location information and topographic factors). Thereby, the comparison results (Scenario-1, 4 5, 6 vs. Scenario-2, 3) further indicate that the effect of location information and topography need to be 10 considered for snow parameters estimation. Even though the input variables of Scenario-6 is selected by importance, this setting generated the worse performance, with the low R, the great MAE and RMSE. As for Scenario-1, 4 and 5, they gave better results; there were no obvious differences in R, MAE and RMSE values for the four land cover types tests (Table 4 ; Table S4 and S5 in Appendix). This comparison indirectly indicates that the variables used in Scenario-1 have information redundancy and slightly weaken the efficiency of the random forest retrieval model. While the selection method of Scenario-15 4 and Scenario-5 performed well (in modeling time and accuracy of predicted target), only one scenario was selected, the other one can be used as an alternative in the future. Finally, the variable combinations in Scenario-5 were selected for further analysis.
Determination of sample size
The datasets from 2014-2016 were used to examine the sensitivity to training sample size. The used accuracy metrics are 20 the same as in section 4.1.1. On account of the values and variation trends of the accuracy metrics of OOB error and 10-fold cross validation error are almost same, thus, only OOB error were shown in Fig. 4 and Figure S -1, 2, 3 (in the appendix). We compared the performance of random forest-based models altering the training sample size for the four land cover types. Fig. 4 illustrates the R slow increase and the MAE and RMSE slight decrease with the training sample size increase from 0.15% to 0.25% on the shrub type. Meanwhile, the modeling time has a significant increase. As the sample size goes from 25 0.25% to 0.35%, the model shows a consistently accurate performance of fractional snow cover estimation (higher R and less MAE and RMSE) . This finding appears to be consistent with previous studies (Colditz, 2015; Nguyen et al., 2018 ). An applicable and eligible sample selection scheme, which can achieve an acceptable target prediction accuracy level and an adequate execution time, is essential for the implementation of a random forest model with superior predictive capability. One noticeable distinction between the three sample sizes (0.25% ~ 0.35%) is the modeling time. Interestingly, the 0.3% training 30 sample size had the lowest modeling time of the three sample size (Fig. 4) . Figure S-1, -2 , -3, show that this finding was not https://doi.org/10.5194/tc-2019-280 Preprint. Discussion started: 7 January 2020 c Author(s) 2020. CC BY 4.0 License. be coincidental. The explanation for the difference in modeling time is beyond the scope of this study and requires further research. We used the sample dataset covering 0.30% of the study area of each class as a suitable size to randomly select training samples. Subsequently, we extracted the training samples for each land cover type from the 2011-2016 dataset to establish the retrieval models.
Comparison of the four retrieval methods
5
In this section, the independent testing datasets from 2010 were used to assess the predictive performance of random forest-based models and the other three models (based on linear regression, ANN and MARS). When comparing the modeling time of the four methods (Table 5) , linear regression shows the shortest time, with less-than 1 s for the four land cover types, followed by ANN that is approximately 51 s (forest), 22 s (shrub), 156 s (prairie) and 35 s (bare land). Random forest modeling times, are very close to ANN modeling times for each land cover type. By contrast, the MARS is the most time consuming, 10 takes the longest time (about 6.5 hours) for the prairie type and the shortest (19 minutes) for the shrub type. The absolute value of the modeling time would vary under different computer capabilities. Table 5 and Fig. 5 exhibit the results of the four retrieval methods for the four land cover types. The retrieval models of shrub type almost have the lowest RMSE in contrast with the other three land cover types for four methods (Table 5; (Table 5 ; Fig. 5 and 6) , the random forest model has the highest R (0.916),
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lowest MAE (0.202) and RMSE (0.245), and no out-of-range records. The distribution and variation of MAE and RMSE for the four methods are nearly the same under different land cover types except for the shrub type (Table 5 ; Fig. 5 ). Apart from ANN, the ranking of results accuracy (MAE and RMSE) of the three algorithms on shrub test data also is the same as that under other land cover types (Random forest > MARS > linear regression). For the R, random forest shows the greatest value, followed by ANN, then MARS, and finally for most of the land cover types the smaller value is from the linear regression. As 20 showed in Fig. 6, random forest (Fig. 6D ) produced a relatively small number of overestimated (around 0) and underestimated (around 1) values compared with the other three models (Fig. 6A -6C ). The MAE (0.315) and RMSE (0.401) of ANN are greater than those of MARS (MAE = 0.208, RMSE = 0.254). The number of out-of-range estimated values of ANN (36.62%; 161260) is also greater than that of MARS (2.65%; 11667), which may be due to the fractional snow cover were seriously underestimated by the ANN method. The maximum and minimum of ANN and MARS on the forest type are 0.949 (-0.52) and The random forest-based models have the best performance with the highest R, and lowest MAE and RMSE (Table 5) .
Previous studies usually neglected to assess the rationality of estimated value (Liang et al., 2017; Wang et al., 2017; Hao et al., 2019; Masson et al., 2018) . From Table 5 , we know the random forest models for the four land cover types produced reasonable 30 fractional snow cover values that range between 0 and 1. In comparison, the estimated fractional snow cover from the other https://doi.org/10.5194/tc-2019-280 Preprint. Discussion started: 7 January 2020 c Author(s) 2020. CC BY 4.0 License. three methods (linear regression, ANN and MARS) beyond this range. From the number of out-of-range records, the linear regression method generated the largest number of out-of-range fractional snow cover, more than 0.85 million pixels (18.69%).
Although the number of out-of-range records of ANN (12.31%) is less than that of MARS (16.39%), both numbers exceed 0. 
Evaluation of fractional snow cover
To further investigate the predictive capability of the random forest models, we conducted the evaluation using independent data from 2017 and analyzed the training and evaluation results for the four land cover types (Table 6 , Fig. 7) . As shown in Fig. 7A and 7a , the fractional snow cover values around 1 are distinctly underestimated and few are above the 1:1 line. The model for forest type exhibits the worst performance with the lowest R (0.932) and the highest RMSE (0.199) on 15 validation dataset (Table 6 ). The retrieval model on the shrub type obtained the best performance on the validation data (R: 0.971; MAE: 0.142; RMSE: 0.167). In addition to forest, prairie shows more underestimation (around 0) and overestimation (around 1) records (R = 0.946, MAE = 0.163, RMSE = 0.198) than the other two land cover types (shrub and bare land) (Table   6 ; Fig. 7b -7d ). For shrub and bare land types (Fig. 7B, 7b, 7D and 7d ), "true" fractional snow cover values in training or validation datasets are more distributed at two polar (0.0~0.3; 0.9~1.0). Fig. 8 shows the spatial patterns of MODIS composite 20 binary snow cover (A), the calculated MODIS fractional snow cover (B), and the estimated fractional snow cover from passive microwave brightness temperature data (C). Fig. 8D presents a comparison example of these two fractional snow cover data and MODIS composite binary snow cover products in the Central Canada area on February 27th, 2017. The spatial pattern of estimated fractional snow cover from the proposed method seems to accurately capture the distribution of snow cover from MODIS under clear-sky condition (Fig. 8) .
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Thus far, we have evaluated the performance of random forest-based models on independent datasets from 2010 and 2017 on each land cover type. Seeing the results from the random forest (Table 5 ; Fig. 6D ; Figure S-4 -6; Fig. 7) , we find the minimum estimates are higher than 0 and approximately 0.01. One possible reason is that the results output principle of random forest that the regression output results are obtained by averaging the results from multiple trees (see section 3.4.4) (Breiman, 2001; Belgiu and Drăguţ, 2016) . Although MODIS snow cover products have high accuracy in snow cover identification (Tran and underestimated around 1. Some fractional snow cover estimates, in the individual pixel level, shows a large discrete distribution near the 1:1 line (Fig. 7) . These misestimates appear not just in the results of the random forest model but also in the other three methods result ( Fig. 6; Fig S-4 -6 in the appendix). Other non-snow scatterers (precipitation, cold desert, frozen ground) may largely control the overestimates in low snow coverage region because in this regions the non-snow scatters were easily be misclassified into snow cover. As we all know, permafrost widely distributed in North America (Zhang et al., 2008) , 5 and it would offer great contributions to the misclassification of snow cover. The more detailed analysis of the misclassification is discussed in section 4.4. Moreover, the difference in satellite overpass time may also result in completely different snow cover information measured by satellite sensors. This difference can be easily neglected when using multi-sensor observations for data fusion. We know the difference of equator crossing time between MODIS sensors and passive microwave is close to 6.5 hours and 9.5 hours (refer to section 2.1 and section 2.3.1). Time-lapse photography from camera network was utilized to 10 monitor snow processes in the Upper Rhine Region (Dong and Menzel, 2017b, a). According to Dong and Menzel (2017a) measurements, snow depth may exhibit great dynamics within hours under a snowstorm, continuous snowfall conditions, resulting in fractional snow cover changes rapidly (De Lannoy et al., 2012; Romanov and Tarpley, 2007) . Thereby, the inconsistent observations occurred between the passive microwave sensor and MODIS.
Validation using ground measurements
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In winter with clouds and snow cover, even after the implementation of the cloud removal and filling process for MODIS snow cover data, MCTD10A1 data still presents a large number of clouds ( Fig. 8A; yellow) . After applying the rigorous pixel filters (see section 3.2), there is very little snow cover data for further model training and results analysis in one imagery (Fig.   8B ). Under the absence of reference MODIS fractional snow cover, how can we evaluate and validate the estimated fractional snow cover? Further analysis from the snow cover detection capability aspect was performed. The ground snow depth 20 measurements were utilized to investigate the accuracy of snow cover identification from two snow cover data: the snow cover detected by Grody's algorithm and the fractional snow cover derived from random forest. We collected all available meteorological station snow depth measurements of 2017 (January and February) over North America, obtaining more than 311000 pairs of records, which include the snow depth measurements, the estimated fractional snow cover (hereafter referred to Random forest FSC) and, snow cover area derived from Grody's algorithm (hereafter referred to Grody's algorithm SCA).
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The sensitivity to ground-based snow depth in snow cover detection results were tested by computing the accuracy metrics. Fig. 9 presents that the accuracy metrics vary with increasing snow depth. We can see that the accuracy metrics change significantly when snow depth exceeds 2 cm, and they reach a relative optimum value when snow depth is equal to 2 cm. Che et al. (2008) stated that snow cover can be detected by passive microwave sensors when snow depth is greater than 2 cm.
Consequently, we adopted 2 cm as the optimum depth threshold to transform ground snow depth measurements to snow-30 covered or snow-free information. Moreover, we also conducted a series of sensitivity experiments were conducted to search https://doi.org/10.5194/tc-2019-280 Preprint. Discussion started: 7 January 2020 c Author(s) 2020. CC BY 4.0 License. the optimum threshold for converting fractional snow cover to binary snow cover (Fig. 10 ). Fig. 10 shows that recall and precision have opposite variation trends. F1-score is up to the maximum value when FSC =0.3. In additional, the other two indicators (OA, kappa) also reach the maximum value when the FSC value ranges between 0.3 and 0.4. As expected, 0.3 was taken as the conversion threshold for fractional snow cover. Nevertheless, the conversion thresholds of snow depth and fractional snow cover need to be optimized with more data in the future.
5
We used a 2 cm snow depth threshold and a 0.3 fractional snow cover threshold to calculate the confusion matrix for Grody's algorithm SCA and Random forest FSC against ground snow depth measurements ( Fig. 11 and Fig. S-8 ). Fig. 11 illustrates that the overall accuracy of snow cover identification is significantly improved by 18%, from 0.71 for Grody's algorithm SCA to 0.84 for Random forest FSC, indicating that Random forest FSC results have a promising agreement with ground snow cover measurements (kappa = 0.67). For Random forest FSC, the precision (0.83) is lower than the recall (0.87), 10 which means that snow cover area is more likely to be overestimated (CE = 0.17) than to be underestimated (OE = 0.13) with respect to in-situ measurements; For Grody's algorithm SCA, on the contrary, the precision (0.87) is larger than the recall (0.52). By utilizing the proposed method, the OE of snow cover identification is reduced by 71% in comparison to the OE for Grody's algorithm SCA. The snow cover identification accuracy for the four land cover types were illustrated in Figure S Subsequently, we explored the influence of non-snow scatterer in estimating fractional snow cover. The CE of Grody's algorithm (CE = 0.13) is lower than that of Random forest FSC (CE = 0.17). Fig. 11 shows the overall snow-free identification 20 capability of Grody's algorithm SCA (specificity = 0.92) is significantly superior to the Random forest FSC (specificity = 0.81), which is also apparent for the four land cover types ( Figure S-8) . It is possibly due to the Grody's algorithm filtering out non-snow scatter signature (precipitation, cold desert, and frozen ground) (Grody and Basist, 1996) . Thereby, we counted the number of records that a pixel was detected as snow-free by the station and the Grody's algorithm but snow-covered by the Random forest FSC. The records, which are misclassified as snow cover by Random forest FSC but should be non-snow 25 scatter component, account for 70% of total number of misclassification records by Random forest FSC. This proportion of forest, shrub, prairie and, bare land type is 78%, 93%, 71% and 67%, respectively (Table 7 ). In conclusion, the non-snow scatterer is the major source of snow cover misclassification for random forest FSC results (Grody and Basist, 1996) . Therefore, it is necessary to first distinguish the scattering signature of snow cover from other non-snow scattering signatures when using passive microwave data to identify snow cover. Similar preprocessing has been applied into snow depth estimation to minimize 30 its uncertainties (Xiao et al., 2018; Wang et al., 2019; Tedesco and Jeyaratnam, 2016) . https://doi.org/10.5194/tc-2019-280 Preprint. Discussion started: 7 January 2020 c Author(s) 2020. CC BY 4.0 License.
Discussions
Sensitivity to training sample size and quality
The size and quality of training samples may contribute to a large error at individual pixel level (Dobreva and Klein, 2011;  size of training sample improves the estimated results accuracy, we found that a training sample dataset covering about 0.3% of the total study area is enough to achieve high accuracy in the estimation of fractional snow cover. When comparing to previous sensitivity test on sample size (Nguyen et al., 2018) , the major difference is taking the modeling time as one index in this study.
The estimation results of the random forest model on training and evaluation (test) datasets (section 4.2 and 4.3) showed 10 that, in general, the prediction performance of random forest model is closely related to the quality of training sample. In this study's datasets, more records are located near the extreme values of the fractional snow cover (0 and 1). Thus, it is reasonable to employ the stratified random sampling (Dobreva and Klein, 2011) but not the proportional distribution of the target values suggested by previous studies (Nguyen et al., 2018; Millard and Richardson, 2015) . Even then, the overestimation and underestimation often occur near 0.0 and 1.0 in training datasets ( Fig. 7 A-D) and in evaluation datasets (Fig. 7 a-d) . For future 15 studies, it will be necessary to increase the amount of sample data by extending the study period to the snow accumulation and ablation stages (Xiao et al., 2018) , in which have much of shallow snow and "patch" snow cover. Another option is using multi-source sensors data to generate the reference snow cover data, e.g., Sentinel-1 SAR (Synthetic Aperture Radar) data. By doing this, the proportion of the fractional snow cover value in training sample can be distributed as even as possible (Colditz, 2015; Jin et al., 2014; Lyons et al., 2018) .
20
Effects of vegetation
Snow cover detection can be partially or completely obscured (or intercepted) by dense vegetation canopies. It bring great uncertainties on snow cover accurate detection (Che et al., 2016; Hall et al., 2001; Parajka et al., 2012) . Forest cover is an influential factor that cannot be ignored in optical and microwave remote sensing studies (Metsämäki et al., 2005; Cohen et al., 2015) . It is evident that the fractional snow cover retrievals almost have the least accuracy under forest type with respect 25 to under other types (Table 5 ; Fig. 6 and Fig. 7 ). There are two reasons that can explain this error initially: one is the accuracy of the reference "true" fractional snow cover data in forested area (Riggs and Hall, 2016) , the other is the microwave radiation attenuation caused by forest (Che et al., 2016) .
Previous studies reported that lower accuracy of MODIS snow cover product is found in forest covered area and complex terrain (Hall and Riggs, 2007; Tran et al., 2019; Coll and Li, 2018) . There are few studies that validate the accuracy of MODIS snow cover products in forested area (Parajka et al., 2012; Zhang et al., 2019) . As for the NDSI threshold in forested area (section 3.2), we conservatively took 0.4 as the threshold. According to previous studies, our operation (merely using NDSI as the criterion) in forest-covered area would result in more commission error in compare with using the Normalized Difference Vegetation Index (NDVI) as auxiliary information (Hall and Riggs, 2007) . The retrieval results indicated the threshold of NDSI in forested area needs to be optimized using numerous data (Riggs et al., 2017; Xin et al., 2012) . In addition to the forest 5 influence on MODIS data, forest hampers the upwelling microwave radiation emitted from the ground. Snow cover in forest areas can be divided into under-forest and over-forest snow cover (Xin et al., 2012) . Thereby, the interference effects of evergreen forests and deciduous forests on snow cover are apparently different (Gascoin et al., 2019; Romanov and Tarpley, 2007) . Additionally, in forested area, the observation way of optical and passive microwave sensor has great differences.
Optical sensors capability to observe over-forest snow cover mainly depends on the vegetation canopy density (Kuter et al., Figures   Table 1 . The input variables list. Line means this variable is not selected; asterisk indicated the variable is selected. The numbers in square brackets denote the number of variables. T19H is the brightness temperature (T) in 19-GHz channel with H polarization; T_19V_19H denotes the difference of brightness temperature between 19V and 19H channel; others are similar. https://doi.org/10.5194/tc-2019-280 Preprint. Discussion started: 7 January 2020 c Author(s) 2020. CC BY 4.0 License. Table 7 . The effect of precipitation, cold desert and frozen ground in snow cover misclassification. FP is false positive that means it is the number of pixels that are misclassified as snow cover by Random forest FSC. = 0 denotes snow-free measured in station; = 0 denotes snow-free (precipitation, cold desert and frozen ground) determined by Grody's algorithm; > 0.3 denotes snow cover by our method. https://doi.org/10.5194/tc-2019-280 Preprint. Discussion started: 7 January 2020 c Author(s) 2020. CC BY 4.0 License. Fig. 10 The changes of accuracy indicators (OA, precision, recall, specificity, F1-score, kappa) for snow cover detection results with increasing fractional snow cover value (FSC). https://doi.org/10.5194/tc-2019-280 Preprint. Discussion started: 7 January 2020 c Author(s) 2020. CC BY 4.0 License.
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