In this paper we construct, using GAP System for Computational Discrete Algebra, some cyclic subspace codes, specially an optimal code over the finite field F 2 10 . Further we introduce the q-analogous of a m-quasi cyclic subspace code over finite fields.
Introduction
Delivery of data in a conventional communication network like the Internet is performed by routing, i.e. intermediate nodes store and forward incoming information. Network coding is a scheme in which intermediate nodes are allowed to mix the incoming information before forwarding which results in a higher information flow rate and a high degree of robustness.
Network coding is a new research area in information theory that may have interesting applications in practical networking systems, like peer-topeer content distribution network, bidirectional traffic in a wireless network, residential wireless mesh networks, Ad-hoc sensor networks, and others [3] . As in classical algebraic coding theory, one of the most important research area in random network coding is the existence and construction of subspace codes with good parameters.
In this paper we consider the construction of a special class of subspace codes, namely cyclic codes. This codes were introduced by A. Kohnert and S. Kurz in [9] from an algebraic and geometric point of view. Later T. Etzion and A. Vardy in [2] have defined them using the concept of cyclic shift for a subspace in a fixed Grassmannian over a finite field.
Let F n q be the n-dimensional vector space over the finite field, with q elements, F q (where q is a prime power). We denote with P q (n) the projective space of order n, that is, the set of all subspaces of F n q , including the null space and F n q itself. Let F q n be the extension field of F q (of degree n). It is well known that we may regard F q n as a vector space of dimension n over F q . That is, for a fixed basis, we can identifier every element of F q n with a n-tuple of elements in F q . Therefore we will not distinguish between F q n and F n q . For a fixed natural number k ≤ n we denote with G q (n, k) the set of all subspaces of F n q of dimension k and we call it the k-Grassmannian. Then P q (n) = n k=0 G q (n, k).
The cardinality of the set G q (n, k) is given by the q-ary Gaussian coefficient n k q . It is well known that n k q = (q n − 1)(q n−1 − 1) · · · (q n−k+1 − 1) (q k − 1)(q k−1 − 1) · · · (q − 1) .
R. Kötter and F. R. Kschischang [8] have proven that the set P q (n) endowed with the distance d defined by
is a metric space. The distance d is called the subspace distance. A subspace code C is a non empty subset of P q (n). The elements of C are called codewords. The minimum distance d(C ) of a subspace code C is defined as usually, that is, as the smallest distance between any two different elements of C . Let C be a subspace code of minimum distance d. Then we say that C is a [n, |C |, d]-code over F q and [n, |C |, d] are its parameters.
Constant dimension codes in network coding are the analogues of constant weight codes in classical coding theory. A constant dimension code C is just a non empty subset of G q (n, k). If C ⊆ G q (n, k) have minimum distance d, then we say that C is a [n, k, |C |, d]-code over F q and its parameters are given by [n, k, |C |, d]. In this case, if U, V ∈ C , then
Thus d(C ) is always an even number.
Recently T. Etzion et al. have presented in [1] a method for constructing cyclic subspace codes, which includes some special kind of linearized polynomials, namely subspaces polynomials and also Frobenius mappings.
Using groups actions, J. Rosenthal et al. [10] and H. Gluesing et al. [5] studied a general version of cyclic subspace codes, the cyclic orbits codes. Specifically, they have used an action of the general linear group GL(n, q) over the set of all k-dimensional subspaces of F n q to define them. Nevertheless, in [10] no nontrivial construction of such codes is given and in [5] is presented the construction of a cyclic subspace code, with no full length orbit. In both articles, it becomes relevant the following conjecture: Conjeture 1.1 For every positive integers n, k such that k < n/2, there exists a subspace cyclic code of size q n −1 q−1 in G q (n, k) and minimum distance 2k − 2.
Let A q (n, d), respectively A q (n, d, k), denote the maximum number of codewords in an [n, |C |, d]-code in P q (n), respectively [n, k, |C |, d]-code in G q (n, k). Due the minimum distance for a constant dimension code is always an even number, it suffices to consider A q (n, d, k) for d = 2δ. T. Etzion and A. Vardy established in [2] the following bound:
(1.1)
In this paper we present the construction of cyclic subspace codes. To do that, we have design and implemented in Java and C++ a set of algorithm. Furthermore, we use the library for finite fields contained in GAP System for Computational Discrete Algebra [4] . Also we present the definition of m-quasi cyclic subspace codes as a natural generalization of cyclic codes and we show some results about the size of a quasi orbit.
Cyclic subspace codes
Let γ be a primitive element of F q n . A subspace code C ⊆ P q (n) is called cyclic, if it has the following property:
(Assuming that s = q k − 1, with k the dimension of the codeword).
Given a cyclic subspace code C and a V ∈ C , we associate the corresponding binary characteristic vector x V = (x 0 , x 1 , . . . , x q n −2 ) as follows:
Then the set of all such characteristic vectors is closed under cyclic shifts. Note that the property of being cyclic does not depend on the choice of a primitive element in F q .
A trivial construction of a cyclic subspace code is the following.
Example 2.1 Let γ be a primitive root of x 10 + x 6 + x 5 + x 3 + x 2 + x + 1 and use this polynomial to generate the field F 2 10 . Let C ⊆ G 2 (10, 5) defined as follow: 10 . Note that the nonzero elements of F 2 5 is a cyclic group generated by γ 33 . Then the size of C is 2 10 −1 2 5 −1 = 33. On the other hand, note that if U, V ∈ C , with U = V , then dim(U ∩ V ) = 0. Therefore, for α, α ′ ∈ F * 2 10 we have d(αF 5 2 , α ′ F 5 2 ) = 5 + 5 − 2 · 0 = 10.
Then C is an [10, 5, Note that in this example the zero vector was omitted from the set. Hereinafter, this will be explicitly deleted when we specifies the elements of a codeword of a cyclic or quasi-cyclic subspace code.
It is known, that spreads exists if and only if k | n. This code is too in second place in Tables of subspace codes, [6] , [7] .
The cyclic shift or the orbit of V is defined as follows:
for some natural number t, which divides n.
As an immediate consequence of the previous Lemma we have that the maximum size of an orbit is reached when t = 1. This justifies the following definition:
If V does not have a full length orbit, then we say that it has a degenerate orbit.
It is clear that the set αV is again a subspace with the same dimension as V . If for 0 = α, β ∈ F q n holds that αV = βV , then we say that these cyclic shifts are distinct. [5] ).
Duality
We consider now the usual inner product (·, ·) defined on F n q , that is, for x = (x 1 , . . . , x n ), y = (y 1 , . . . , y n ) in F n q (x, y) = n j=0
x j y j .
If U ∈ P q (n) and dim U = k, then the orthogonal complement of U is the (n − k)-dimensional subspace of F n q defined as follows:
It is known that the distance between the subspaces U and V is reflected to the distance between the orthogonal subspaces U ⊥ and V ⊥ . Remark 4.3 In classical coding theory is verified that, if C is a [n, k] cyclic code over F q , then so is its dual. As we can see below, this is not true in context of subspaces codes. Let γ be a primitive root of x 5 + x 2 + 1 and use this polynomial to generate the field F 2 5 . The following table present a binary cyclic subspace code C with parameters [5, 2, 31, 2] and its corresponding dual code C ⊥ , which is not cyclic. 5 Quasi-cyclic subspaces codes Definition 5.1 Let γ be a primitive element of F q n and m a natural number with m | (q n − 1). A subspace code C ⊆ P q (n) is called m-quasi cyclic, if holds the following property:
(Assuming that s = q k − 1, with k the dimension of the codeword). Now we present a natural generalization for the definition of orbit of a subspace and for the length of an orbit. 
Then a subspace code C ⊆ G q (n, k) is called m-quasi cyclic, if for all 0 = α ∈ F q n and all subspace V ∈ C we have α m V ∈ C .
It is clear that the set α m V is again a subspace with the same dimension as V .
The demonstrations idea of the following lemma is the same as the presented by T. Etzion at al. in [1, Lemma 9] for the case m = 1. This is obtained only by performing basic modifications to the cited one. 
Proof: Let γ be a primitive element in F q n , that is, F * q n = γ and let l the smallest natural number with γ lm V = V . It is clear that lm | q n − 1. Let now 0 ≤ s < l and i ∈ N, then
That is, for each natural number i and for each 0 ≤ s < l is verified that γ s V = γ iml+s V . Additionally, for every 0 ≤ s 1 , s 2 < l the sets
In fact, given that q n − 1 = wml, for some w ∈ N, then we have A s j = {γ s j , γ ml+s j , . . . , γ ml(w−1)+s j }.
Therefore
and therefore γ iml + γ rml ∈ A 0 . It is clear that A 0 is closed under multiplication, then we have that γ ml is the multiplicative group of a subfield of F q n , say F q t , for some natural number t, which divides n. Then
An immediate consequence of Lemma 5.3 is that the largest possible size of an m-quasi orbit is 1 m q n −1 q−1 . This justifies the following definition:
Definition 5. 4 We say that the subspace V ∈ G q (n, k) has a full length m-quasi orbit, if
In other case we say that it has a degenerate m-quasi orbit. [8, 4, 2992, 4] .
Example 5.5 A 3-quasi cyclic orbit with parameters
Let γ be a primitive root of x 8 + x 4 + x 3 + x 2 + 1 and use this polynomial to generate the field F 2 8 . Let C be the code in G 2 (8, 4) C is a 5-quasi cyclic orbit code with parameters [4, 2, 2, 4] .
These codes are the unique quasi-cyclic self-dual codes in projective space P 2 (4).
Example 5.7 (Quasi-cyclic self-dual subspace code) The following code C is the unique quasi-cyclic self-dual code in projective space P 2 (6). C is a 85-quasi cyclic orbit code with parameters [8, 4, 2, 4] . This is the unique quasi-cyclic, self-dual code in projective space P 2 (8). In this paper we present some classifications of full length and degenerate orbits of a subspace in projective space P q (n), for n =!!!!. In addition, mquasi cyclic subspaces codes are defined, as a natural generalization of cyclic subspace codes and some classifications of m-quasi orbits are shown.
For future investigations, we can consider the generalization of well knows results about cyclic subspaces codes with degenerate orbits and the connection between m-quasi cyclic subspaces codes and orbits codes.
A.1.2 Calculating the minimum distance of an Orbit
To calculate the distance between two subspaces the following process is performed.
Let's take b 1 , b 2 two numbers representing two subspaces, the operation AND(&) calculates the representative number of subspace intersection of the spaces associated with b 1 and b 2 ; The operation AND is the operation that takes a bit of each number and the corresponding bit set to 1 if both corresponding bits are 1 and 0 otherwise.
For the dimension of a space, it takes dim(U ) = log q # bits to 1 in its representation for the minimum distance from an orbit, we took a U basis space and calculate the distance with all other spaces in orbit; Is not necessary to make all comparisons since:
A.1.3 Getting subspace cyclic codes
For cyclic subspaces codes we calculate first the minimum distance of joining any two orbits. To find the minimum distance of joining 2 orbits, take any subspace U in the first orbit, and calculate the distance between this space and all spaces in the second orbit, the minimum will be the minimum distance between the two orbits. It is not necessary to make all comparisons since: d(α i U, α j V ) = d(U, α j−i V ).
After this we get a graph G with vertices V (G) the orbits of the Grassmannian, and for every pair of vertices, we add an edge if and only if the corresponding orbits have minimum distance (the distance of join both orbits) higher to a d preestablished.
Taking this graph each clique (A clique is a complete graph, i.e., any pair of vertices are adjacent). Is a cyclic network code. In this graph we can set some bounds on the maximum size of network code: Ω(G) be noticed as the number of the clique (i.e. the size of the largest clique). Find cliques in a graph is considered an NP-complete problem
