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Abstract
General deformable models have reduc edthe need
for hand crafting new models for every new problem.
But still most of the general models rely on manual
inter action by an expert, when applied to a new prob-
lem, e.g., for selecting parameters and initialization.
In this pap er we prop ose a full and unied scheme for
applying the general deformable template model pro-
posed by Grenander et al. [7, 13] to a new problem
with minimal manual inter action, beside supplying a
training set, which can be done by a non-expert user.
The main contributions compared to previous work are
a supervise d learning scheme for the model parame-
ters, a very fast general initialization algorithm and an
adaptive likeliho odmodel based on local means. The
model parameters are traine dby a combination of a
2D shap elearning algorithm and a Maximum Likeli-
ho odbased criteria. The fast initialization algorithm
is based on a search appr oach using a lter interpr e-
tation of the likelihood model.
Index terms: deformable templates, active contour
models, initialization, model parameter estimation.
1 Introduction
The deformable template model literature is very
rich in dierent models, see [1, 10, 15 ] for a survey
of the best known models. One reasons for this is a
general tendency to hand craft a new model for every
new problem, ev en though existing general models,
suc h as [1, 2, 4, 7, 11, 17 ], can be applied in many
cases. Even though general deformable models reduce
the need to hand craft a new model, most of the gen-
eral models still suer from non-general initialization
methods and rely on man ual selection of some or all
of the model parameters. The model parameters, ,
are dened as the parameters, which determine the
properties of the optimization criteria. The ultimate
goal must be a full automatic algorithm which can be
applied to a new problem with no in teraction at all.
A more realistic goal is to supply a small training set,
and even tually run an incremental or iterative learn-
ing algorithm such as the Expectation-Maximization.
No matter whether a training set is created manually
or b y some iterative algorithm, a method for estima-
tion of the model parameters, , based on a training
set and a general initialization/optimization method is
needed. In this paper we proposed such methods for
the general deformable template model proposed by
Ulf Grenander et al. [7, 13] and further investigated
and developed in [8, 9, 12, 16].
2 The Grenander model.
The Grenander Model is formulated in the Baysian
framework. T omake inference the posterior distri-
bution P (vjy;) is maximized, where v is the tem-
plate parameters dening the object, y is the image
and  is the model parameters. Using Bayes theo-
rem P (vjy;) / P (yjv;)P (vj) the posterior can
be separated into the prior P (vj) and the likelihood
P (yjv;). In the Grenander Model the object is rep-
resen ted by a set of vertices v = (v
T
0
; :::;v
T
n 1
)
T
2


v
 R
2n
, where v
i
= (x
i
; y
i
)
T
. From the vertices v
the corresponding edges z 2 R
2n
can be calculated,
where z
i
= v
i
 v
i 1
in a cyclic manner (see gure 1).
The template vector cycle z = (z
T
0
; :::; z
T
n 1
)
T
2 R
2n
must satisfy the closure constrain:
P
n 1
i=0
z
(x)
i
= 0 and
P
n 1
i=0
z
(y)
i
= 0, where z
i
= (z
(x)
i
; z
(y)
i
). In general an
object can either be represented by the vertices v or
by the edges z and an oset v
n 1
. The relationship
is:
v = Ev
n 1
+ Fz (1)
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Figure 1: A template with vertices v and edges z.
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2.1 Prior model.
Assume that a mean or protot ype shape

v =
(

v
T
0
; :::;

v
T
n 1
)
T
2 

v
exists. Given a new shape v
with the same number of vertices, thecorresponding
change in local scale and orientation of each mean edge
z
i
= S
i
(
i
; 
i
)

z
i
can be determined. Matrices chang-
ing scale and orientation are:

 0
0 

;  2 R
+
(2)
and

cos(') sin (')
  sin (') cos(')

; ' 2 [ ; ] (3)
Their product can be written in the following linear
form creating the local deformation matrix:
S
i
(
i
; 
i
) =

1 + 
i
 
i

i
1 + 
i

(4)
where 
i
=  cos (') 1 and 
i
=   sin('). F or small
values of ' and  near 1, 
i
    1 controls changes
in scale and 
i
  ' controls changes in orientation.
One of the central concepts in the Grenander model
is, that the parameters  = (
0
; :::; 
n 1
) and  =
(
0
; :::; 
n 1
) are assumed to follo w an independent
cyclic rst-order Gaussian-Markov process with mean
zero [7]. The density of a rst-order Gaussian-Markov
process with mean zero for the n-cyclic parameter vec-
tor  is dened by:
f() =
1
p
2
n
p
jR

j
expf 
1
2
R
 1

g (5)
where R
 1

is a cyclic tridiagonal band matrix with
positiv e denite. It follo ws directly that  
N(0; R

), where N(0; R

) is the n-dimensional multi-
variate Gaussian distribution with mean zero 0 and
covariance R

. R
 1

can be parameterize in the fol-
lowing manner:
R
 1

=
2
6
6
6
6
6
6
4

0
+ 2
1
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1
0 : : :  
1
 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(6)
 = (
0
, 
1
) are such that R
 1

is positiv edenite.
This parameterization giv es an more intuitive inter-
pretation of the parameters controlling R
 1

than the
original parameterization in [7]. The parameters are
easier to interpret in the following form of the density
(5):
f() =
1
c
expf 
1
2
n 1
X
i=0
(
0
(
i
)
2
+
1
(
i
 
i 1
)
2
)g (7)
where c = 2
n=2
jR

j
1=2
. F rom (7) it can be seen that

0
controls the likelihood of how much 
i
diers from
zero. F or large values of 
0
is very unlikely that 
i
diers very muc h from zero, because for large values
of 
0
, f()  0 even for small values of 
i
. 
1
con trols
the neighbor relationship between 
i
and 
i+1
. F or
positiv evalues of 
1
neighbors tend to be positively
correlated and the opposite for negative. Large values
of 
1
correspond to tight bonding betw een neighbors.
An equivalen t densit y distribution is derived for the
orien tationparameter vector  with weight parame-
ters 
0
and 
1
. In the original formulation individual
weights, 

0;i
; 

1;i
; 

0;i
and 

1;i
, are assigned to eac h

i
and 
i
, but when the model is actually applied all
weights are assumed to be equal 

0;i
= 

1;i
= 
0
and 

1;i
= 

1;i
= 
1
, see [8, 12 , 16]. T o simplify
the notation the index is omitted initially. Recall
z
i
= S
i
(
i
; 
i
)

z
i
. This can be rearranged into:
z
i
=

z
x
i
 z
y
i
z
y
i
z
x
i
 

i

i

+

z
i
(8)
Rearranging the global vector cycle this way gives:
z = G! +

z for G =  H (9)
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and H is a permutation matrix interchanging rows:
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If   N(0; R

) and   N(0; R

) are stochasti-
cally independent, the following distribution is ob-
tained from (9) for the edges z  N(

z; R
z
) where
R
z
= GR
!
G
T
for R
!
=

R

0
0 R


(12)
Unfortunately this distribution z  N(

z; R
z
) does not
satisfy the closure constraint, i.e. a sample drawn from
N(

z; R
z
) will in general not be closed. The closure
constraint can be rewritten to Lz = 0, where
L =

1 0 1 0 1 0 :::
0 1 0 1 0 1 :::

2 R
2n
(13)
Using the theory on conditioning Gaussian distribu-
tions the template vector distribution conditioning on
closure is [zjLz = 0]  N(

z; R) where
R = R
z
 R
z
L
T
(LR
z
L
T
)
 1
LR
z
(14)
The nal distribution of the vertices, v, is:
v  N(Ev
n 1
+ F

z; FRF
T
) (15)
The prior model P (vj

v;) is identical to the density
function of N(Ev
n 1
+ F

z; FRF
T
).
2.2 Likelihood model with global mean.
The original likelihood (or observation) model
P (vjy;) is based on the assumption that the pixel
values, y
r;c
, inside and outside the object are indepen-
dently Gaussian distributed with mean 
in
and 
out
and common variance . This assumption leads to
following likelihood:
P (vjy;) =
Y
(r;c)2

in
1
p
2
expf 
(y
r;c
  
in
)
2
2
g
Y
(r;c)2

out
1
p
2
expf 
(y
r;c
  
out
)
2
2
g
(16)
where 

in
and 

out
are the set of pixels, which are
inside and outside the template, respectively. In the
original model, the pixels outside are dened as the
rest of the image, but for images with varying back-
ground it is more reasonable to limit the pixels outside
to belong to a local area around the template. In prac-
tice we dene the local area by a rectangle a
out
, which
is obtained by a vertical 
v
and horizontal 
h
ination
of the smallest rectangle, which contains the actual
initial conguration.
3 Model parameter estimation.
T o actually apply the Grenander model values
need be to assigned to the model parameters  =
(

v;; 
in
; 
out
; ; 
v
; 
h
). In the following sections a
fully automated scheme for estimation of the model
parameters based on m manually marked object out-
lines, o
0
; ::;o
m 1
, in the images, y
0
; :::;y
m 1
, is pre-
sen ted. Let the outlines be without point correspon-
dence and let the number of points be much larger
than the nal number of vertices n. Compared to a
point-based training set with established point cor-
respondence, the outlines are more robust and eas-
ier to create, primarily because points do not have to
be placed at corresponding positions on each object.
Beside the outlines the rectangles, a
out;0
; :::;a
out;m 1
,
dening the local areas need to be given.
The central assumption in the estimation of the
model parameters of prior model is that each training
sample corresponds to a sample from the prior model
(15), which has been changed by a random Euclidean
transformation.
3.1 Prior mean shape
The crucial step in the estimation of the mean
template is to create the aligned parameterization
v
t
0
; ::;v
t
m 1
of the outlines o
0
; ::;o
m 1
. Note that
v
t
0
; ::;v
t
m 1
are aligned with respect to the Eu-
clidean transformation to remove the random Eu-
clidean changes. The mean template

v
t
is then calcu-
lated as the simple average of the vertices v
t
0
; ::;v
t
m 1
.
The parameterization implies a subsampling and a
registration process. A 2D Shape Learning algorithm
recen tly proposed by Duta et al. [3] solves the prob-
lem by combining subsampling and registration into
one step. One of the main dierences from previously
reported methods is the manner in which registered
points are extracted from each shape outline, using a
exible point matching technique that tak es into ac-
count both pose/scale dierences as well as non-linear
shape dierences.
One of the outputs from the algorithm is the
aligned templates with established point correspon-
dences. The templates are aligned to the last template
1063-6919/00 $10.00  2000 IEEE 
by minimizing the Procustes distance. This does not
insure that the average of the relative size and rotation
is one and zero, respectively, which it is suppose to be
if the mean template v
t
should be a mean with respect
to size and orientation and not just shape. These prop-
erties are obtained by scaling and rotating the output
from the shape learning algorithm by
1
m
P
m 1
i=0
1

i
and
 
1
m
P
m 1
i=0
'
i
, where 
i
and '
i
are the scale and rota-
tion, which aligned shape i with the last shape.
3.2 Prior weight parameters
Most deformable models con tainw eigh tparame-
ters, but never the less w eigh tparameter estimation
has receiv ed very little atten tion in the literature.
With few exceptions the weigh t parameters are tuned
manually. The work b y Lai et al.[14] is one exception.
They use a non-general minimax criteria to estimate
the regularization parameter. Fisk er & Carstensen [5]
uses a combined maximum likelihood and minimum
distance criteria to estimate w eigh tparameters in a
deformable model used for textile inspection. Recent
w ork by Kent et al. [12 ] and Hurn et al. [9] has con-
sidered the question of w eigh tparameter estimation
in Grenander related models. The w orkby Kent et
al. [12 ] only considers circulant symmetry objects and
the work by Hurn et al. [9] uses a closure constraint
based on v
0
= v
n
. Unfortunately this closure con-
strain t leads to an inhomogeneous covariance struc-
ture, where the vertices in the end of the vector cycle
have much higher variance, than those in the start.
This should be compared to the covariance in (15),
which has an almost homogeneous covariancestruc-
ture.
The estimation of the weigh t parameters are based
on the aligned training samples, v
t
0
; :::;v
t
m 1
. Using
the assumption that v
t
i
is a sample from the prior dis-
tribution N(Ev
n 1
+ F

z; FRF
T
), w e propose to es-
timate the weights  using the Maximum Likelihood
(ML) estimator:
^
 = max

m 1
Y
i=0
P (v
t
i
j

v
t
;) (17)
To evaluate P (v
i
j

v;) the inverse of FRF
T
need
to be calculated. Unfortunately this is not straight
forward, because R is rank decient, due the closure
constraint,
P
n 1
i=0
z
i
= 0, which removes tw o degrees
of freedom, i.e. rank(FRF
T
) = 2n  2. This problem
is solv ed by the use of the follo wing pseudo inverse
of FRF
T
. Due to the closure constrain the two last
rows and columns of FRF
T
will always be zero. This
is basically also the reason for the last element of v
being identical to the oset v
n 1
in (1). Based on this
observation the pseudo inverse (FRF
T
)
 
is dened
by:
(FRF
T
)
 
=


 1
11
0
0 0

(18)
where 
11
is the rst 2n   2 rows and columns of
FRF
T
.
3.3 Likelihood parameters
The means, 
in
, 
out
, and the common variance,
, used in the likelihood model can be estimated from
v
t
0
; :::;v
t
m 1
; a
out;0
; :::;a
out;m 1
and the correspond-
ing images, y
0
; :::;y
m 1
, by calculating the traditional
means and the pooled variance of the pixels values in-
side and outside the template.
The true vertical 
v
and horizontal 
h
ination can
not be estimated directly ,so 
v
and 
h
are approx-
imated by the average vertical and horizontal ina-
tion, which map the smallest rectangle containing v
t
i
to a
out;i
independent of position. This approximation
is based on the assumption, that the initial congu-
ration will be placed close to the center of a
out;i
with
approximately the same size as v
t
i
.
4 Initialization.
T o actually make inference about an object in
an image y, estimation of the maximum a posterior
(MAP), v^ = max
v
P (vjy;), is performed. This
MAP estimation is usually separated into two steps:
Initialization and Optimization.
Most deformable models have been initialized using
heuristics tuned to the specic problem, which is not
acceptable from the general point of view. Dierent
initialization approaches usingthe mode of the prior
[17 ], the generalized Hough transform [6, 14] and mo-
ments [1] ha ve been applied with success to the respec-
tive models, but these approaches cannot be applied in
the general setting of the Grenander Model. The only
general initialization approach, which w e have knowl-
edge about, is the search strategy [4, 7, 11], where a
sparse search is performed in the parameter space 

v
using either a deterministic[4, 11 ] or randomized [7]
strategy . A disadvan tage of the randomized search
strategy used in [7] is that the position should be
kno wnquit well, if the model should not be caught
in a local minimum. F or the general setting this make
the deterministic search more attractive.
F or most problems the initial position is unknown,
and a computational expensive part of the determin-
istic searc h is to shift dierent congurations of the
template around the image and calculate the poste-
rior probability P (vjy;). Based on this observation
w e proposed a fast search strategy using a lter inter-
pretation f
l
(v;) of the likelihood energy U(yjv;),
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where P (yjv;) =
1
c
expf U(yjv;)g, such that the
likelihood energy, which corresponds to the template
positioned with the center at eac h pixel of the image,
can be calculated by a correlation of the lter f
l
(v;)
and the image y. The likelihood energy U(yjv;), de-
rived directly fromP (yjv;) =
1
c
expf U(yjv;)g in
(16), can be rearranging into a ltering in the follow-
ing way (note this is still only for one position of the
template):
U(yjv;) =
X


in
(y   
in
)
2
2
+
X


out
(y   
out
)
2
2
=
X


in
[

out
y
2
2
+
j

in
j
2

2
in
+
j

out
j
2

2
out
 
X


in
y
in

 
X


out
y
out

=
X


in
[

out
y
2
2
+
j

in
j
2

2
in
+
j

out
j
2

2
out
 
y  f
l
(v; 
in
; 
out
; )
where j
j is the number of pixels in 
,
P


y is a
short form for
P
(r;c)2

y
r;c
, y  f
l
(v; 
in
; 
out
; ) is
the convolution for one position and f
l
(v; 
in
; 
out
; )
is the lik elihood interpreted lter, which has the size
of a
out
and contain t w o constant areas with the coef-
cients 
in
= and 
out
= depending on whether the
pixels will be inside or outside the object. T o calculate
the likelihood energy for the cen tersof the template
correspondingto a region of interest ROI in the im-
age, the convolution ofy and f
l
(v; 
in
; 
out
; ) is per-
formed for the ROI and the terms
P


in
[

out
y
2
2
and
j

in
j
2

2
in
+
j

out
j
2

2
out
are ev aluated.
Compared to calculating the likelihood indepen-
den tly at dierent positions, this approach gives a sig-
nicant reduction in the practical computational cost.
This reduction is mainly due to highly optimized con-
volution procedures and the removed need for recal-
culations at each position. Another signicant gain in
computation time can be obtained, if the image can be
resampled/paded into having 2
r
columns and 2
s
rows,
respectively, wherer 2 N
+
and s 2 N
+
. Then the con-
volutions can be performed in the Fourier space using
the convolution theorem and Fast F ourier Transform.
The full initialization algorithm can be summarized
as:
1. Create relevant template congurations
v
0
; :::;v
k 1
.
2. Create likelihood interpreted lters f
l
(v
i
; ) (and
optionally their Fourier transform F
l
(v
i
; ) ).
3. Calculate P (yjv
i
;) for the center of the template
corresponding to each pixel within the ROI by a
correlation of f
l
(v
i
;) and y.
4. Calculate P (v
i
jy;) = P (v
i
j)P (yjv
i
;)
5. i = i+ 1. Go to 3 if i < k.
6. Extract the initial congurations from the calcu-
lated values of P (vjy;).
The actual choice and number of initial congurations
v
0
; :::;v
k 1
is determined by the amount of variation
in scale, orientation and shape of the training set com-
bined with the overall demand for precise initializa-
tion. F or most problems it is enough to do the search
in the Euclidean space. In the normal setting the ROI
is chosen, such that the full template always is inside
the image.
The nal step is to extract the initial congurations
from the calculated P (vjy;). In practice this is done
by extracting the maximum posterior P (vjy;)
(r;c)
corresponding to each template center (r; c) based on
the assumption that only one template has the center
in (r; c). In the case where the number of object in
the image are known, the initial congurations are ex-
tracted as the corresponding number of local maximas
with the highest posterior probability P (vjy;)
(r;c)
.
In the case where the number of objects are unknown
the initial congurations are extracted as local maxi-
mas with a posterior probability P (vjy;)
(r;c)
above
a threshold t
p
.
5 Optimization
The optimization is performed using a Simu-
lated Annealing scheme incorporating the Metropo-
lis algorithm. The temperature is decreased by
an exponential temperature scheme T
t+1
= k
T
T
t
and the new sample v
new
is generated by sam-
pling in the prior distribution P (vj). In prac-
tice only a small segment v
seg
= (v
T
l
; :::;v
T
l+q 1
)
T
of the vector cycle is changed at each iteration.
The samples are then generated from the con-
ditional prior distribution P (v
seg
jv
=seg
; ), where
v
=seg
= (v
0
; :::;v
l 1
;v
l+q
; :::;v
n 1
). Due to the rst-
order Markov assumption the conditional distribu-
tion only depends on it neighbors P (v
seg
jv
=seg
; ) =
P (v
seg
jv
l 1
;v
l+q
; ). In practice the conditional
distribution P (v
seg
jv
k 1
;v
k+q
; ) is obtained from
the conditional distributions f(
seg
j
k 1
;
k+q
) and
f(
seg
j
k 1
;
k+q
), which are propagated through a
similar framework as used for the full prior distribu-
tion in section 2.1. Refer to [16] for the derivation.
Due to the Metropolis algorithm it is only nec-
essary to calculate the ratio between the posteriors
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P (v
new
jy; )=P (v
old
jy; ). Because most of v
new
and
v
old
are identical the likelihood ratio reduces to:
P (yjv
new
; )
P (yjv
old
; )
= expf
X


old
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(y   
in
)
2
2
 
X


new
in
(y   
in
)
2
2
+
X


old
out
(y   
out
)
2
2
 
X


new
out
(y   
out
)
2
2
g
where the sum is performed over the set of pixels,
which are inuenced by the change in the segment
v
seg
. 

new
in
, 

new
out
, 

old
in
and 

old
out
separate this set into
the pixels which belongs to theinside and outside of
v
new
and v
old
, respectively.
6 Adaptive local mean model.
For many problems the local mean varies o ver the
object and background, and the assumption of one
global mean, 
in
and 
out
, is insuÆcient. Another
problem is that the constant means make the likeli-
hood model very sensitive to changes in the gray level
in tensit y.On the basis we propose a likelihood model,
which adapts to the local mean in a band around the
edges. The likelihood ratio for the local mean model
is:
P (yjv
new
; )
P (yjv
old
; )
= expf
X


old
in
(y   
seg
in
)
2
2
 
X


new
in
(y   
seg
in
)
2
2
+
X


old
out
(y   
seg
out
)
2
2
 
X


new
out
(y   
seg
out
)
2
2
g
where 
seg
in
and 
seg
out
are the local means inside and
outside of the segment, v
seg
. T oadapt to the pixel
in tensities the local means are estimated from the ac-
tual conguration v
old
. T o apply equal weight to each
edge, z
i
, the means are estimated as the average of
the means, 
i;in
and 
i;out
, around each edge z
i
. In
practice 
i;in
and 
i;out
are calculated from the pixels
in a local band with width b around z
i
. Only pixels in-
side a
out
are taken in to account. The size of the band
width b is estimated as the average of the bands manu-
ally marked around each training sample v
t
i
. Initially
all means inside and outside are assumed to be iden-
tical, i.e. 
i;in
= 
in
and 
i;out
= 
out
. Based on this
assumption the original model is used for initialization
follo wing section 4.
7 Experimental results.
The proposed framework has been applied to seg-
mentation of cross-sections of pork carcasses. This is
a part of a study of dierent properties of meat done
for a number of Slaughter-houses (see gure 2).
Figure 2: Image y
0
of cross-section of pork carcass
(512x768) with initial conguration overlaid.
Figure 3: Subsampled and aligned training set (full
line) and mean shape (dotted line).
T oestimate the model parameters, 14 outlines of
cross-sections, o
0
; :::;o
13
, have been manually marked
in 14 images. The rst step is to apply the 2D shape
learning algorithm [3] to subsample and align the
shapes creating the corresponding template parame-
ters v
t
0
; :::;v
t
13
(see gure 3). The number of vertices
has manually been specied to 83, which basically is
a reasonable tradeo between speed and accuracy, see
discussion in section 8. The mean shape,

v
t
, is then
created as the average of v
t
0
; :::;v
t
13
(see gure 3). Be-
fore the ML estimator (17) is used to estimate the
empirical w eigh tparameters, the approach has been
tested on simulated data with the mean equal to v
t
. In
general the results indicate a robust and stable method
which is not to sensitiv eto small sample sizes. The
Maximum Likelihood criteria seems to have a smooth
con vex surface,making the actual optimization very
robust.
The empirical weight parameters  are estimated
to 
0
= 22:96 and 
1
= 3:57. A powerful tool to
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Figure 4: Shape simulations using estimated  and v.
Figure 5: Likelihood interpreted lter f
l
() (283x696).
The bright and dark color correspond to the pixels
inside and outside v
t
limited by the local area a
out
.
verify the prior model and the estimated mean,

v,
and weights, , is to generate samples from the prior
model (15) (see gure 4). When the simulations are
compared to the real shapes in gure 3, the simulated
shapes sho w a shape variation, which is reasonably
close to variation in the real samples. This simulation
basically veries that the deriv edprior model with
the estimated parameters is an acceptable model of
the real shape variation. The last step in the estima-
tion of the model parameters, , is the calculation of

in
= 150:60; 
out
= 30:69;  = 778:05; 
v
= 0:18 and

h
= 0:09 following section 3.3. Based on the limited
variation in scale, rotation and shape, the mean shape
v
t
is chosen to be the only relevant conguration used
in the fast search strategy. Using the estimated model
parameters the likelihood interpreted lter f
l
() and
its the F ourier transform F
l
() is created (see gure
5). This complete the o-line training.
Given a new image y
0
the rst step to make in-
ference is to perform the initialization using the fast
searc h strategy. The core of the fast searc h strategy
is to calculate the likelihood energy for the center of
the mean template corresponding to each pixel within
the ROI by a correlation of f
l
() and y
0
(see gure 2,
5 and 6). The correlation is performed in the Fourier
space by temporarily padding the image to 512x1024.
The nal posterior energy is obtained by adding the
prior energy, which in this case is zero. The initial
conguration is selected as the conguration, which
corresponds tothe maximum posterior energy, using
the kno wledgethat there will be one and only one
cross-section in the image. Comparing the compu-
tation time for the likelihood energy by independent
calculations ( 977.04 sec. on a Pentium II 350 Mhz)
and by the correlation approach (1.06 sec.), the lat-
ter is approximately 900 times faster, leading to an
overall initialization times that is approximately 600
times faster (independent: 977.54 sec., correlation:
1.56 sec.). Note that the independent calculations only
are done for the ROI, i.e. 35490 pixel  9 percent of
the image. Whereas the Fourier based approach cal-
culate the likelihood energy for the full image using a
cyclic border approach. The computation times is of
course highly sensitive to the actual implementation,
but both implementations are optimized with respect
to speed.
Figure 6: Lik elihood energy image.The pixel (r; c) is
identical to U
l
(y
0
j

v
t
;) where

v
t
has center in (r; c).
The black rectangle corresponds to the ROI.
The second step is to perform the actual optimiza-
tion based on the initial conguration. In the simu-
lated annealing scheme is used T
0
= 50, k
T
= 0:97,
400 iterations and a segment size of 3. The methods
are ev aluated on a test set containing 15 images with
manually marked outlines. The average point to as-
sociated boundary error measured from the outline to
the template are 4:07(6:30) and 1:02(0:46) pixels
using the global mean and local mean criteria, respec-
tively. The result of optimizing the initial congura-
tion (73.87 sec.) in gure 2 using the adaptive local
mean criteria is shown in gure 7. The very high error
for the global mean mainly originate from errors in 3
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Figure 7: Optimized template using local means.
images, where the pixel intensities dier allot from the
estimated average intensities, 
in
and 
out
. The per-
formance of the global mean is improved to an error of
1:54(0:48), when an adaptive estimation of 
in
; 
out
and  is introduced after the initialization.
8 Conclusion and Discussion.
We have proposed a scheme for applying the
Grenander Model to a new problem, which requires
minimal manual in teraction, except the need for a
training set of the actual object. The scheme has
successfully been applied to segmentation of cross-
sections of pork carcasses. The test results indicate
a general search based initialization algorithm, which
is signicantly faster than a search using independent
calculations. We have also proposed an adaptive likeli-
hood model based on local means, which obtain better
performance on the test set than the original model.
The proposed scheme has reduced the needed for
manual selection of parameters signicantly, but still
the n umber of vertices and the optimization parame-
ters need to be selected. The selection of the number
of vertices is non-trivial, because it is a tradeo be-
tw een speed and accuracy. In a statistical setting the
number of vertices can be selected straight forward by
using a model selection criteria like the Akaike Infor-
mation Criteria. Note that outline based training set
make it very easy to change to number of vertices., be-
cause of the 2D shape learning algorithm. The manual
selection of optimization parameters is a minor prob-
lem, because the parameters are quite general.
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