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Re´sume´ – Un proble`me important en statistique est la de´termination d’une loi de probabilite´ jointe a` partir de ses lois marginales. Dans le cas
bidimensionnel, les lois de probabilite´ marginales f1(x) et f2(y) sont relie´es a` la loi jointe f(x, y) par les inte´grales suivant les lignes horizontale
et verticale (les deux axes x et y ). Ainsi, le proble`me de la de´termination de f(x, y) connaissant f1(x) et f2(y) est un proble`me inverse mal pose´.
En statistique la notion de copule est introduite pour obtenir une solution a` ce proble`me. Un proble`me similaire en tomographie a` rayon X est la
reconstruction d’une image f(x, y) repre´sentant la re´partition de la densite´ d’une quantite´ a` l’inte´rieur de l’objet a` partir de ses deux projections
horizontale et verticale, f1(x) et f2(y). Il existe aussi un grand nombre de me´thodes pour de tels proble`mes fonde´es sur la transforme´e de Radon.
Dans cet article, nous montrons les liens entre la notion de copule et celle de la tomographie a` rayon X et voyons si on peut utiliser les me´thodes
d’un domaine a` l’autre.
Abstract – An important problem in statistics is to determine a joint probability distribution from its marginals. In 2D case, the marginal
probability density functions f1(x) and f2(y) are related to their joint distribution f(x, y) via the horizontal and vertical line integrals. So, the
problem of determining f(x, y) from f1(x) and f2(y) is an ill-posed inverse problem. In statistics the notion of copula is exactly introduced to
obtain a solution to this problem. Interestingly, this is also a problem encountered in X ray tomography image reconstruction where f(x, y) is
an image representing the distribution of the material density and f1(x) and f2(y) are the horizontal and vertical line integrals. In this paper, we
try to link the notion of copula to X ray Computed Tomography (CT) and to see if we can use the methods used in each domain to the other one.
1 Introduction
Le mot copule vient du latin signifiant lien, union. En statis-
tique, une copule est une fonction qui relie une loi multivarie´e
et ses lois marginales [9]. Les copules sont utilise´es dans plu-
sieurs domaines, en mathe´matiques financie`res, sciences envi-
ronnementales [6], en bioinformatique [5]. Il s’ave`re que les
copules sont de puissants outils pour mode´liser la structure de
de´pendance entre deux ou plusieurs quantite´s et offrent plu-
sieures possibilite´s dans la construction de la loi jointe, parti-
culie`rement avantageuse dans le cas des mode`les non gaussiens
[3, 10, 11].
Dans le cas 2D, en conside´rant la densite´ de probabilite´ jointe
f(x, y) comme une image, les densite´s de probabilite´ margi-
nales f1(x) et f2(y) sont les inte´grales suivant les lignes hori-
zontale et verticale :
f1(x) =
∫
f(x, y) dy et f2(y) =
∫
f(x, y) dx (1)
On observe bien que le proble`me de la de´termination de f(x, y)
a` partir de f1(x) et f2(y) est un proble`me inverse mal pose´ [4].
Nous verrons plus tard que toutes les fonctions de la forme
f(x, y) = f1(x) f2(y)Ω(x, y) (2)
ou` Ω(x, y) = c(F1(x), F2(y)), avec F1(x) et F2(y) les fonc-
tions de re´partition de f1(x) et de f2(y) et ou` c(u, v) e´tant une
densite´ de copule, sont des solutions a` ce proble`me.
En 1917, Johann Radon introduit la transforme´e de Radon
[8] qui sera utilise´e plus tard en tomographie [1] a` rayons X. Si
Proble`me directe : Proble`me inverse :
Donne´e f(x, y) trouver Donne´es f1(x) et f2(y)
f1(x) et f2(y) de´termine f(x, y)
FIG. 1 – Proble`mes directe et inverse
nous repre´sentons par f(x, y) la re´partition spatiale de la den-
site´ d’une section de corps, un mode`le simple, liant une pro-
jection pθ(r) dans une direction θ a` f(x, y) est donne´e par la
transforme´e de Radon :
pθ(r)=
∫
Lr,θ
f(x, y) dl
=
∫∫
R2
f(x, y)δ(r − x cos θ − y sin θ) dx dy.
(3)
Si maintenant, nous conside´rons seulement deux projections :
horizontale θ = 0 et verticale θ = pi/2, nous aboutissons a`
des relations entre les deux proble`mes. L’objectif principal de
cet article est de montrer en de´tails ces relations. Notre travail
est alors organise´ comme suit : Dans la deuxie`me partie, nous
pre´sentons brie`vement une de´finition, des proprie´te´s et aussi
une me´thode de ge´ne´ration d’une copule. Dans la troisie`me
partie, nous pre´sentons les me´thodes classiques de reconstruc-
tion d’images en tomographie, fonde´es sur l’inversion de la
transforme´e de Radon. La quatrie`me partie se focalise sur la
pre´sentation de la nouvelle approche que nous proposons, c’est-
a`-dire le lien entre les deux pre´ce´dentes parties.
Enfin, on pre´sentera quelques resultats pre´le´minaires compa-
rant les diffe´rentes me´thodes obtenues a` l’aide de notre logiciel
Copula-Tomography en de´veloppement.
2 Copule
Nous donnons quelques de´finitions et proprie´te´s importantes
des copules pour la suite. Premie`rement, on notera par F (x, y)
une fonction de re´partition bivarie´e, par f(x, y) sa densite´ de
probabilite´, par F1(x), F2(y) ses fonctions de re´partition
marginales et f1(x), f2(y) leurs densite´s de probabilite´s res-
pectives et les relations suivantes :
F (x, y) =
∫ x
−∞
∫ y
−∞
f(s, t) ds dt;
f(x, y) =
∂2F (x, y)
∂x ∂y
;
F1(x) =
∫ x
−∞
f1(s) ds = F (x,∞);
F2(y) =
∫ y
−∞
f2(t) dt = F (∞, y);
f1(x) =
∂F1(x)
∂x
=
∫
f(x, y) dy;
f2(y) =
∂F2(y)
∂y
=
∫
f(x, y) dx.
qui lient ces diffe´rentes fonctions.
Copule bivarie´e : Une copule bivarie´e C est une fonction de
[0, 1]2 dans [0, 1] telle que :
• ∀u, v ∈ [0, 1] , C(u, 0) = 0 = C(0, v);
• ∀u, v ∈ [0, 1] , C(u, 1) = u et C(1, v) = v;
• ∀u1, u2, v1, v2 avec 0 ≤ u1 ≤ u2 ≤ 1 et 0 ≤ v1 ≤ v2 ≤ 1,
on a :
C(u2, v2)− C(u2, v1)− C(u1, v2) + C(u1, v1) ≥ 0.
The´ore`me de Sklar : Soit F une fonction de re´partition de
deux variables ale´atoires X et Y ayant comme fonctions mar-
ginales univarie´es F1 et F2. Alors il existe une copule C telle
que : F (x, y) = C(F1(x), F2(y)). Re´ciproquement, pour des
fonctions univarie´es F1, F2 et une copule C, la fonction F est
une fonction de re´partition dont les marginales sont F1 et F2.
De plus, si les fonctions marginales sont continues, alors la co-
pule C est unique, et donne´e par
C(u, v) = F (F−11 (u), F
−1
2 (v)). (4)
De´finition 2.0.1. Densite´ de copule :
A partir du the´ore`me pre´ce´dent et, en de´rivant (4), la densite´
d’une copule bivarie´e est
c(u, v) =
∂2C
∂u ∂v
=
f
(
F−11 (u), F
−1
2 (v)
)
f1
(
F−11 (u)
)
f2
(
F−12 (v)
) , (5)
et donc
f(x, y) = f1(x) f2(y) c(F1(x), F2(y)) (6)
ou` x = F−11 (u) et y = F
−1
2 (v).
Un exemple de copules usuelles est la copule d’inde´pendance :
C(u, v) = u v avec sa densite´ c(u, v) = 1, (u, v) ∈ [0, 1]2 .
Proposition 1. Une copule quelconqueC(u, v), satisfait l’ine´galite´
W (u, v) ≤ C(u, v) ≤M(u, v), (7)
ou` M(u, v) est la copule de Fre´chet-Hoeffding minimale (ou
copule comonotone) :
M(u, v) = min(u, v), (u, v) ∈ [0, 1]2 , (8)
et W (u, v) est la copule de Fre´chet-Hoeffding maximale (ou
copule contra-monotone) :
W (u, v) = max {u+ v − 1, 0} , (u, v) ∈ [0, 1]2 . (9)
Il y a plusieurs familles de copules parmi lesquelles, les copules
archime´diennes qui forment une des classes les plus impor-
tantes (voir [7] page 109) ge´ne´ralisant les copules usuelles et
simple d’utilisation car s’ajustant a` plusieures comportements
de de´pendance. Elles peuvent s’e´crire sous la forme
C(u, v) = ϕ−1 (ϕ(u) + ϕ(v)) (10)
ou` ϕ(.) est une fonction strictement de´croissante et convexe
telle queϕ(1) = 0 appele´ la ge´ne´ratrice. La fonction de re´partition
peut aussi s’e´crire dans ce cas sous la forme
F (x, y) = ϕ−1 (ϕ(F1(x) + ϕ(F2(y))) . (11)
Construction des copules par la me´thode d’inversion : C’est
une me´thode directement base´e sur le the´ore`me de Sklar. Etant
donne´e F (x, y) la fonction de re´partition jointe de deux va-
riables ale´atoires X et Y avec F1(x) et F2(y) leurs fonctions
marginales, toutes sont suppose´es continues, la copule corres-
pondante peut eˆtre construite en utilisant l’unique transforma-
tion inverse (Transformation quantile) x = F−11 (u), y = F−12 (v),
par
C(u, v) = F (F−11 (u), F
−1
2 (v)), (12)
avec u, v uniformes sur [0, 1].
3 Tomographie
En tomographie a` rayons X pour une ge´ome´trie paralle`le, on
a respectivement la transforme´e de Radon (TR) et son inverse :
p(r, θ) =
∫∫
R2
f(x, y) δ(r − x cos θ − y sin θ) dx dy;
f(x, y) =
1
2pi
∫ pi
0
∫ ∞
0
∂p(r, θ)
∂r
r − x cos θ − y sin θ dr dθ (13)
qui sont les principaux outils utilise´s, pour la reconstruction
d’image. Nous pre´sentons ici brie`vement les principales me´thodes
classiques en tomographie a` rayons X.
En commenc¸ant par de´composer la transforme´e inverse de
Radon a` l’aide des ope´rateurs suivants :
De´rivationD : pθ(r) =
∂p(r, θ)
∂r
,
Hilbert Transform H : p˜(r′, θ) = 1
pi
∫ ∞
0
p(r, θ)
(r − r′) dr,
Re´troprojection B : f(x, y) = 1
2pi
∫ pi
0
p˜(x cos θ + y sin θ, θ) dθ.
Ensuite, en de´finissant
P (Ω, θ) =
∫
p(r, θ) exp [−jΩr] dr
et en utilisant les proprie´te´s de la transforme´e de Fourier F et
de la de´rivation D :
P¯ (Ω, θ) = ΩP (Ω, θ)
et les relations entre la transforme´e de Hilbert H et F :˜¯P (Ω, θ) = sign (Ω)ΩP¯ (Ω, θ) = |Ω|P (Ω, θ),
nous obtenons facilement les relations suivantes :
f(x, y) = B HD p(r, θ) = B F−11 |Ω| F1 p(r, θ) (14)
et la me´thode classique de Re´troprojection Filtre´e (RPF) :
p(r,θ)−→ TFF1 −→
Filtre
|Ω| −→
TFI
F−11
ep(r,θ)−→ Re´troprojection
B
f(x,y)−→
De meˆme, si nous de´finissons
b(x, y) =
1
2pi
∫ pi
0
p(x cos θ + y sin θ, θ) dθ (15)
alors, il est montre´ que
b(x, y) = f(x, y) ∗ h(x, y) (16)
ou` ∗ est l’ope´ration de convolution en 2D et
h(x, y) = 1/
√
x2 + y2.
Notant que h(x, y) de´croıˆt tre`s rapidement avec r =
√
x2 + y2,
on peut uitiliser b(x, y) comme une bonne estimation de f.
C’est la me´thode de re´troprojection (simple RP). En ge´ne´rale,
dans les proble`mes de tomographie, si nous avons un grand
nombre de projections uniforme´ment distribue´es sur un inter-
valle d’angle [0, pi], la me´thode de la re´troprojection filtre´e (RPF)
ou meˆme de la re´troprojection (RP) simple, fournissent de bonnes
solutions. Mais, quand il y a seulement deux projections ces
methodes ne fournissent pas de solutions ade´quates.
4 Lien entre la notion de copule
et la tomographie
Maintenant, conside´rons le cas particulier ou` il y a seulement
deux projections θ = 0 et θ = pi/2. Alors
p0(r) =
∫∫
f(x, y)δ(r − x) dx dy =
∫
f(r, y) dy
ppi/2(r) =
∫∫
f(x, y)δ(r − y) dx dy =
∫
f(x, r) dx
et si on note f1 = p0 et f2 = ppi/2 nous de´duisons des relations
suivantes pour le proble`me inverse concernant la de´termination
de f(x, y) a` partir de f1(x) et f2(y) :
Re´troprojection :
f(x, y) =
1
2
(f1(x) + f2(y)). (17)
Re´troprojection filtre´e :
f(x, y) =
1
2
(∫ ∂f1
∂x (x
′)
x′ − x dx
′ +
∫ ∂f2
∂y (y
′)
y′ − y dy
′
)
(18)
qui peut eˆtre aussi imple´mente´e dans le domaine de Fourier :
f(x, y) =
∫
e+jux sign(u)
(∫
e−juxf1(x) dx
)
du+
+
∫
e+jvy sign(v)
(∫
e−jvyf2(y) dy
)
dv
= 12
∫
e+jux|u|
(∫
e−juxf1(x) dx
)
du+
+ 12
∫
e+jvy |v|
(∫
e−jvyf2(y) dy
)
dv.
5 Utilisation des copules en tomographie
La de´finition et la notion de copule nous donne une possi-
bilite´ pour proposer une nouvelle me´thode pour la tomogra-
phie a` rayon X. Conside´rons le cas de deux projections. Dans
ce cas, on peut proposer une premie`re utilisation de la notion
de copule correspondant a` l’une des copules usuelles, la co-
pule inde´pendante. La me´thode qui en de´coule est celle de la
Re´troprojection Multiplicative (RPM) :
f(x, y) = f1(x) f2(y). (19)
Ce nom est choisi naturellement en comparant les deux e´quations
(17) et (19). Les figures (voir Fig.2) comparant ces me´thodes
montrent qu’au moins une image obtenue par RPM est mieux
que la RP classique et s’ajuste tre`s bien avec les marginales. On
peut faire encore mieux si nous utilisons une autre copule que
la copule inde´pendante par la me´thode de la Re´troprojection
Copule (RPCO) :
f(x, y) = f1(x) f2(y) c (F1(x), F2(y)) . (20)
Ici, le choix de copule est e´quivalent a` l’introduction d’une
information a priori sur la fonction a` reconstruire. Nous sommes
entrain de chercher le lien entre les diffe´rentes copules et la na-
ture de l’information a priori correspondante.
`A titre d’exemple, nous fournissons l’expression de la copule
gaussienne :
Cρ(u, v) =
A
2pi
∫ Φ−1(u)
−∞
∫ Φ−1(v)
−∞
exp
{−(s2 − 2ρst+ t2)
2(1− ρ2)
}
ds dt
avec les valeurs du coe´fficient de corre´lation ρ = −1, 0, 1 cor-
respondant respectivement aux copules W (u, v), Π(u, v) et
M(u, v), et aussi A = 1√
1−ρ2
.
La densite´ de la copule gaussienne est :
cρ(u, v) = A exp
{−A2
2
(
(ρx)2 − 2ρxy + (ρy)2)} .
Et donc la fonction f(x, y) recherche´e dans ce cas est :
f(x, y) = Af1(x)f2(y) exp
{
−
(
ρ2x2 − 2ρxy + ρ2y2)
2(1− ρ2)
}
avec Φ−1(u) = x et Φ−1(v) = y. Dans ce cas, l’information
a priori apporte´e dans la proce´dure de l’inversion est que la
fonction recherche´e est une gaussienne avec un coefficient de
correlation e´gale a` ρ. C’est une information a priori tre`s forte
et pas re´aliste en pratique.
Originale 1 RP f̂(x, y) RPF f̂(x, y)
RPM f̂(x, y) RPCO f̂(x, y)
Originale 2 RP f̂(x, y) RPF f̂(x, y)
RPM f̂(x, y) RPCO f̂(x, y)
FIG. 2 – Comparaison respective entre RP, RPF, RPM et RPCO
sur deux exemples.
Nous constatons que les images reconstruites avec la RPM et
la RPCO sont mieux que celles obtenues avec la RP et la RPF.
De plus, les deux marginales sont aussi mode´lise´es correcte-
ment. L’image originale est bien reconstruite dans le premier
cas avec la RPCO ou` on utilise l’information a priori portant sur
la connaissance du coefficient de corre´lation et le choix de la
copule gaussienne. Mais comme on peut l’observer, dans le cas
du deuxie`me exemple avec seulement deux projections on ne
peut pas reconstruire un objet de forme complexe. Nous avons
besoin de plus de projections. Nous sommes en train d’e´tendre
l’utilisation de copule pour le cas ou` il y a plus de deux pro-
jections. Une autre voie a` explorer est l’utilisation de la notion
d’entropie comme information a priori qui a e´te´ de´ja` utilise´ en
[12].
6 Conclusion
Notre contribution principale dans cet article est de trouver
un lien entre la notion de copule en statistique et la tomogra-
phie par rayon X. Pour cela`, nous avons pre´sente´ brie`vement
les copules bivarie´e et le proble`me de la reconstruction d’image
en tomographie. Nous avons alors e´tabli un lien entre les deux
proble`mes de i) de´termination d’une densite´ de probabilite´ jointe
bivarie´es a` partir de ses deux marginales et ii) la reconstruc-
tion d’image a` partir de seulement deux projections, horizon-
tale et verticale. Nous avons montre´ que dans les deux cas,
nous avons le meˆme proble`me inverse de de´termination d’une
fonction de densite´ bivarie´e (une image) a` partir des inte´grales
line´iques. Nous travaillons toujours sur cette ide´e en essayant
de la ge´ne´raliser, au cas de plusieurs projections.
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