The nonbifurcation of periodic solutions when the variational matrix has a zero eigenvalue  by Freedman, H.I
JOURNAL OF 1IATHEMATICAL AiXAI.TSIS AND APPLICATIONS 51, 429-439 (1975) 
The Nonbifurcation of Periodic Solutions When the 
Variational Matrix Has a Zero Eigenvalue 
H. I. FREEDMAN% 
Department of Mathematics, University of Alberta, Edmonton, 
Alberta, Canada T6G I’Glt 
and 
Department of Mathematics, University of Minnesota, Minneapolis, Minnesota 
Submitted by M. Aoki 
It is assumed that the variational matrix of the 2-dimensional system 
x’ = F(x, e) has at least one zero eigenvalue rather than the usual Hopf 
assumption of two conjugate pure imaginary eigenvalues. It is then shown 
that generically, although one may expect a bifurcation of stationary solutions, 
a bifurcation of periodic solutions will not occur. 
I. INTRODUCTION 
Lately, there has been much interest in the Hopf bifurcation theorem, 
first formulated by Hopf (6) and 1 a er reformulated by Friedrichs (5). For t 
the ordinary differential equation 
x’ = F(x, 6) (’ = d/dt), (1.1) 
where x and F are real n-vectors and E is a real scalar parameter, aside from 
smoothness conditions and the existence of stationary solutions for sufficiently 
small E, Hopf’s main hypotheses were (i) the existence of exactly two eigen- 
values (complex conjugates) whose real parts are zero at E = 0 and whose 
imaginary parts are nonzero at E = 0, and (ii) whose derivatives of the real 
parts with respect to E are nonzero at E = 0. These hypotheses are sufficient 
to guarantee the existence of small nontrivial periodic solutions for suffi- 
ciently small positive or negative E or for E = 0. 
In the 2-dimensional case, we extended the theorem to determine a 
criterion guaranteeing that the periodic solutions will occur at E # 0 (3). 
We also considered the case where hypothesis (ii) described above fails. In 
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this paper, we will be interested in the case where hypothesis (i) fails, and 
where a possible viable alternative occurs instead. Throughout the rest of 
this paper we assume that n = 2. 
We suppose for system (1.1) that there exists a function U(C) defined in 
a suitable neighborhood of E = 0 so that 
F(U(E), 6) = 0 (1.2) 
for sufficiently small 6. In addition we will let 
A(c) = F&(4, E), (1.3) 
the variational matrix for the system (1.1). For convenience, we will use 
the notation 
u, ,zf a(O), A, Ef A(0). (1.4) 
In order to find small nontrivial periodic solutions (i.e., solutions lying 
in a neighborhood of a,), it was shown in (3, 5, and 6) that it is necessary 
for there to exist a nontrivial periodic solution of the system 
z’ = A+. (1.5) 
This can occur in one of two ways, namely, if A,, has complex conjugate 
pure imaginary eigenvalues, or if A,, has at least one zero eigenvalue. In the 
above mentioned papers and in all others written on the Hopf theorem, the 
first of these alternatives (i.e., hypothesis (i)) was chosen. The question 
has arisen, whether or not the second of these alternatives could also lead 
to a bifurcation of periodic solutions. It is the main purpose of this paper 
to show that the answer is generically no, where by generic we mean that 
a small perturbation of the parameters in our conditions will cause these 
conditions to remain valid. We also delve further into the first critical case 
and show again that the answer is generically no. 
We note that the answer is not always no (see (4)). We also note that it is 
not unreasonable in this case to expect a bifurcation of stationary solutions 
(see (2, 8, and 9)). 
In order to analyze the problem we first make the change of variables 
y = P(x - U(E)). 
The new variable y now satisfies the equation 
y’ = PA(c) Fy + F(y, E), 
where 
(l-6) 
(1.7) 
P(y, 6) = PF(P-ly + a(e), c) - PA(e) P-ly, U-8) 
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and P is chosen so that PA,P-l is in Jordan canonical form. For convenience, 
let 
A(<) = PA(<) P-l, A” == A(0). (1.9) 
At this time, we note certain properties of P(y, e), namely, 
&(O, 4 = &@, c) = 0, m = 0, 1, 2 ),... (1.10) 
It turns out that we will need certain of the second and third partial 
derivatives of P. In order to carry these out and in order to prove our later 
theorems, we will from now on assume that F(x, 6) is analytic in a neigh- 
borhood of (a,, 0) ( as was done by Hopf (6) and the author in (3)). Then 
we set 
6) 
Ym - 
a2&(0,0) (i) a3Fi(0, 0) 
aylp aY2Q ’ ‘DQ = aylg ay2Qae 3 p+q=2, 
(1.11) 
6) 
Km = 
avqo, 0) 
p+4=3> (1.12) 
k(O) = (sij>t &do) = Ceij)* (1.13) 
2. THE GENERIC CASE 
Let y(t, 5, l ) be that solution of the system 
Y’ = &)y + qy, 4 (2.1) 
such that ~(0, [, l ) = (3. If there exists a T # 0 such that ~(7, E, l ) = (i), 
then we will have found a periodic solution of period T. We will show in this 
section that generically this can not happen. 
To this end, define 
G(T, E, c) = ~(7, t, 4 - (3 . (2.2) 
From properties (l.lO), it is clear that 
(dlc3),&tk) (T, 0, c) = 0, k, m = 0, 1, 2 ,..., 
and hence, 
G7&~, 0,~) = 0, k, m = 0, 1, 2 ,.... 
Hence, if we define 
t-lG(~, 6,4, H(T’ ” ‘) = IG&-, 0, E), 5 #O, 5 = 0, 
(2.3) 
(2.4) 
(2.5) 
409/S/2-12 
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H is well defined, analytic, and G(T, f, l ) = 0 can be solved for nonzero 5 
and 7 as functions of E such that t ~Oand~-+~,,#Oas~+Oifandonly 
if H(T, 5, c) = 0 can. 
Now, clearly, 
H(T, 0,O) = GE(7, 0,O) = yt(~, 0,O) - (A) . P-6) 
Further, differentiating (2.1) with respect to [ and setting 5 = E = 0 gives 
y&, 0, 0) = eA”Ot ; . 
0 (2.7) 
In order to evaluate this and further derivatives we will need to look at 
the explicit &O’s that may occur. 
Since A,, is in Jordan canonical form, and has at least one zero eigenvalue, 
A0 will fall into one of the three following cases. 
I: A(& 8,; II: Aa = (; ;,; 
(2.8) 
We examine each of these separately, carrying out our discussion during 
the examination of case I. 
2.1. Case I. Here A,, is given by (2.8) I. In this case, 
eAut = e-A t -0 ZE , (2.9) 
where E is the identity matrix. Then here, by (2.7), 
Yd4 010) = (3 3 
and by (2.6), 
H(T, 0,O) = 0, 
for arbitrary 7. 
(2. IO) 
(2.11) 
We now need the first partial derivatives of H with respect to 7, 6 and E. 
From (2.5), we get 
f&(~,O,o) = G,E(T 0, 01, f&(7,0, 0) = : &(T, 0, 0)~ 
f&,0,0) = Gp&(7,0,0)~ 
(2.12) 
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and from (2.2), 
From (2.10) we trivially get that 
yt’(t, 0,O) = 0. (2.14) 
To compute ysc and yef , we take Eq. (2.1), differentiate twice with respect 
to .$, and once each with respect to E and E, respectively. We then set 
4 = E = 0, and solve using the initial conditions y&O, 0,O) = ye,(O, 0,O) = 0. 
This gives 
y&, 0, 0) = ezot j-” e-A”s&,(O, 0) y&, 0, 0)’ ds, 
0 
(2.15) 
ySr(t, 0, 0) = eA”Ot 
s t e.-““““&O)y&, 0,O) ds. (2.16) 0 
Substituting from (2.9), (1.1 l), (2.10) and (1.13) into (2.15) and (2.16), 
integrating and simplifying gives 
Then substituting into (2.13) and from (2.13) into (2.12) gives 
H,(T, 0, 0) = 0, He(T, 0,O) == g ($g) , 
HJT, 0, 0) = (y) . 
(2.18) 
Generically, we do not expect both y&j and r,$, if either, to be zero. 
Hence we now assume that 
r$ # 0. (2.19) 
Then if Hi (i = 1,2) is the ith component of H, since H&T, 0,O) # 0 for 
r # 0 we can solve H2(-r, [, C) = 0 for 6 as a function of r and E, 
5 = E(T, c) = - 3 E + higher-order terms. 
We now substitute (2.20) into Hl(7, 5, C) and set 
WT> l1 = K(T, 5(~, 61, e). 
(2.20) 
(2.21) 
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Clearly K(T, 0) = K7(7, 0) = 0, but K,(T, 0) = HiE(r, 0, O)(~[/&)(T, 0) + 
H,,(T, 0, 0), or from (2.18) and (2.20), 
IqT, 0) = 81, - 8$. 
We leave the argument at this stage in order to derive similar expressions 
in Cases II and III. 
2.2. Case II. In this case A,, is given by (2.8) II, and now 
(2.22) 
which by (2.7) gives again ye(t, 0,O) = (3 as in (2.10), and also again 
H(T, 0,O) = 0. 
We again compute yCE(t, 0,O) and yh(t, 0,O) as in subsection 2.1, only 
this time using (2.22) in (2.15) and (2.16) we get 
y,(t, 0,O) = pt $ya') 
y&(t) 0, 0) = 
( 
*lit ; ; 6=t2) , 
21 
(2.23) 
(2.24) 
and hence the corresponding expressions for the H’s. Once more, assuming 
(2.19) valid, we solve H,(T, E, G) = 0 for 4 as a function of 7 and E and this 
is once more given by (2.20). Defining K(T, E) by (2.1) again, we get in this 
case K(T, 0) = K,(T, 0) = 0, 
&(T, 0) = (s,, - S$) T. 
2.3. Case III. Now 
- e4t = 
giving again that yE(t, 0,O) = (3, and now that 
(2.25) 
(2.26) 
(2.27) 
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Here to simplify calculations, instead of assuming that (2.19) is valid we 
rather assume that 
r$’ # 0. (2.28) 
Then in this case we have HrE(7, 0,O) # 0 and so we solve H,(T, E, 6) = 0 
for 5 as a function of r and E, giving once more (2.20). Now we define 
K(T,C) = fh(T, 4(7., 4, E), (2.29) 
and get here K(T, 0) = K,(T, 0) = 0, 
K,(T, 0) = $ (s,, - y$) (P - 1). (2.30) 
2.4. Conclusions. At this point we make the following assumption, which 
amounts to the generic case, and which is assumed to hold throughout the 
remainder of this section, namely, 
rkk1 - r321 # 0. (2.31) 
Then in all three cases, K,(T, 0) # 0 for T # 0. 
Since K(T, 0) = 0 for all 7, we define 
(K(T, c> c-l, 
L(T7 4 = {KJT, O), 
E # 0, 
E = 0. (2.32) 
Then we wish to solve L(7, c) = 0 f o 7 as a function of E near E = 0. But r 
L(r, 0) # 0 for all 7 # 0 and hence such a solution does not exist. 
By the above, we have proved the following theorem. 
THEOREM 1. Let &) # 0 if2 Cases I and II, and let &) # 0 in. Case III. 
Let (2.31) hold. Then there does not exist a bifurcation of nontrivial periodic 
solutions of system (1.1) from E = 0 in the case that its variational matrix at 
E = 0 has a zero ezgenvalue. 
3. THE FIRST CRITICAL CASE 
In this section we assume that (2.31) fails, i.e., 
Y%, - Y2h = 0, (3.1) 
but that all other hypotheses from the previous sections are valid. We now 
436 H. I. FREEDMAN 
wish to examine under these circumstances whether or not there can be 
periodic solutions. We will then need the derivatives of L. Now 
where formulas (3.3) and (3.4) were obtained by differentiating K(T, E) = 
Hj(7, &T, E), 6) in the appropriate manner, and wherej = 1 in Cases I and II, 
j = 2 in Case III. Further, the derivatives a2f/aT 8, and a2g/A2 may be 
found by differentiating Hi(7, .$(T, E), E) = 0 (i #j) twice in the appropriate 
manner and solving. This gives 
a25 - = -H;’ (Hi,, + HiEE $ 
aT ac + Hi,,; + Hi$$); (3.5) 
a2f - = -Hi;,’ (Hicc + 2Hicc 2 + HiEE (g)“, . a2 (3.6) 
Since we already know all first partial derivatives of H and 6, we need 
the second partial derivatives of H. But at (7, 0), 
The third derivatives of G are given by the analogous third derivatives of y. 
We will need to compute these for the three cases separately, utilizing (3.1). 
3.1. Case I. First from (2.17), we get immediately that 
Y&(4 090) = (4J) 9 y;<(t) 0,O) = $l . ( 1 21 (3.8) 
Now we differentiate (2.1) three times with respect to 5, set 5 = E = 0, 
and integrate, giving 
Ye& 09 0) 
I t 
= e4t 
I e-KOS[flusrr(O, 0) Y&, 0, 013 + 3~JAO) y&, 0,O) y&s, 0, 0)] ds. 0 
(3-9) 
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Similarly we also get 
y&(t, 0, 0) = ekOf 
s 
t ecKs ” [4(O) YE&> 0, 0) + L(O, 0) Y&, 0, OJ2 
0 (3.10) 
+ 2&&O, 0) Y&, (40) Y&S, 0, (91 ds, 
y&t, 0, 0) = eAt 
s ’ e-” ’ o[24(O) Y& ~0) + 4,(O) Y&, 0, WI ds. (3.11) 0 
Now substituting from (l.ll), (1.12), (1.13), (2.8) and (2.17) into these, 
integrating and simplifying we get 
Y~~~(t, 0,O) = 5; ; !$q$ ~~;& t2) 7 (3.12) 
2 20 2 20 
“gt 
Y& (40) = (2) 
( 
+ +(36,,yk) + 6,,&) + 26,ryi:‘) t” 
v20 t + WllY% + ~2,Yk’ + 2s21r121’ + s22r3 t2 ’ 
(3.13) 
YCE& 0, 0) = 
41t + (SL + ~12~21) t2 
e21t + (Sd2, + ~2J22) t2 . 
(3.14) 
If  we now set t = 7, we get the third derivatives of G. Then we substitute 
into (3.7) to get the second derivatives of H. Now substituting into (3.5) 
and (3.6) and simplifying gives the second derivatives of e. We then substitute 
the known values into (3.3) and (3.4) an simplify to find the second deriva- d 
tives of K. Finally we use (3.2) to find L, and L, . We list these below. 
L,(T, 0) = 0, 
L,(T, 0) = [fg (# - 9) 
6 
-21 
(2) 
Y20 
( 
(1) 
v20 
ygvg 
-0 
YZO 1 ( 
+ + e,, - yq)] 7. (3.15) 
& 
3.2. Case II. Here from (2.23) and (2.24) we get 
y&(t, 0,O) = (,Q;$“) , y&(t, 0, 0) = 
( 
sll ; S=tj . (3.16) 
21 
Further, substituting for (2.23) and (2.24) into (3.9), (3.10) and (3.11), 
integrating and simplifying gives 
K$ 
YE& 0, 0) = (3.17) 
‘& 
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41t _ + (SE + ~12~21 + B 021) t2 + (i SllS,, + + S,lS,,) t3 + $ s&t* - 
e21t + k32l + S2822) t2 + s silt" 
(3.19) 
Then proceeding as in Case I, we get exactly (3.15) again. 
3.3. Case III. In this case, using (2.26) and (2.27), we get 
(3.20) 
Now we substitute (2.26) and (2.27) into (3.9), (3.10) and (3.11), once more 
integrate and simplify, and get 
(3.21) 
Y& 02 0) 
i 
b4+312 + 2y:2f2d am2(eut - 1) + Q &/S11t2 
= 
- ygs,, - 2&i,,) a-9 
(2&‘S,,+:~~S,,) Ollteat + (a# + 2y!$S,, + &‘S,, 
- 2y$921 - y.$‘S,,) am2(eat - 1) - (2&S,, + y$21) a-9 ). 
(3.22) 
= ( 2S12S21ci-2(e”t - 1) + sEt2 + (fX&, - 26&j,,) cy-lt 2s s z2a-1teat 21 + (016~~ + 2S,,S,, . - 2S2,S22) c2(ea2 - I) - 2S,,S,,a-9 1 
(3.23) 
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We now once again proceed exactly as in Case I, and this time arrive at 
Lb-, 0) = 0, (3.24) 
L&?, 0) = a-1 p&- (Kg - +) 
20 
6 11 
( 
(2) yglg -- 
Y$ 
vzo -r)++~21-*)](ezT-1). 
3.4. Condusions. We now assume that as given by (3.15) in Cases I and II, 
and as given by (3.24) in Case III, 
UT, 0) # 0, 7 # 0. (3.25) 
Then since L(T, 0) = 0 for all T, we define 
Then by (3.25), M(T, 0) # 0 f or all 7, and so it is impossible to solve 
M(T, c) = 0 for 7 as a function of E near E = 0. 
By the above we have proved the following theorem. 
THEOREM 2. Let $) # 0 in Cases I and II, and let &) # 0 in Case III. 
Let (3.1) and (3.25) hold. Then the conclusion of Theorem 1 also holds. 
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