The well-known association between height and earnings is often thought to reflect factors such as self-esteem, social dominance, and discrimination. We offer a simpler explanation: height is positively associated with cognitive ability, which is rewarded in the labor market. Using data from the United States and the United Kingdom, we show that taller children have higher average cognitive test scores and that these test scores explain a large portion of the height premium in earnings. Children who have higher test scores also experience earlier adolescent growth spurts, so that height in adolescence serves as a marker of cognitive ability.
I. Introduction
It has long been recognized that taller adults hold jobs of higher status and, on average, earn more than other workers. Empirical research on height and success in the U.S. labor market dates back at least a century. Gowin (1915) , for example, presents survey evidence documenting the difference in the distributions of heights of executives and of "average men." Gowin also compares the heights of persons of differing status in the same profession, finding that bishops are taller on average than preachers in small towns, and sales managers are taller than salesmen, with similar results for lawyers, teachers, and railroad employees (32).
Height continues to be highly correlated with labor market success in developed countries. Figure 1 provides evidence from the United States and the United Kingdom that more highly skilled jobs attract taller workers. American men in white-collar occupations are an inch taller, on average, than men in blue-collar occupations. Among 30-yearold men in the United Kingdom, those working in professional and managerial occupations are 0.6 inch taller on average than those in manual occupations. Results for women are quite similar: in the United Kingdom, women working as professionals and managers are an inch taller on average than those in manual unskilled occupations.
Taller people also have higher average earnings. Table 1 presents results on the relationship between the logarithm of earnings (both weekly and hourly) and height for men and women from the National Child Development Study (NCDS), a British birth cohort study of children born in 1958; the British Cohort Study (BCS), a birth cohort study of children born in 1970; and the Panel Study of Income Dynamics (PSID), a longitudinal study of U.S. households. (The British samples, which we use later in the paper, are discussed below.) For both men and women, the relationship is striking: a 1-inch increase in height is associated on average with a 1.4-2.9 percent increase in weekly earnings and a 1.0-2.3 percent increase in average hourly earnings. In general, height is associated positively with work hours, so that the height coefficient for weekly earnings is somewhat larger than that for average hourly earnings.
The association between height and earnings is economically significant. The results for the PSID indicate that an increase in U.S. men's heights from the 25th to the 75th percentile of the height distributionan increase of 4 inches-is associated with an increase in earnings of 9.2 percent. Furthermore, this association is not driven by lower earnings of unusually short people, but instead is observed throughout the range of heights. Figure 2 shows the results of nonparametric regressions of the log of weekly earnings at age 33 on height, for white men and women from the NCDS. Although men earn more than women at all heights, the increase in earnings with height is similar for men and women.
A large number of hypotheses have been put forward to explain the association between height and earnings. In developing countries, the height premium in earnings is often attributed to the greater strength and better health that accompany height (Haddad and Bouis 1991; Steckel 1995; Strauss and Thomas 1998) . In developed countries, researchers have emphasized factors such as self-esteem (Wilson 1968; Lechelt 1975; Freedman 1979; Young and French 1996) , social dominance (Klein et al. 1972; Hensley 1993) , and discrimination (Loh 1993; Magnusson, Rasmussen, and Gyllensten 2006) . In a recent paper, Persico, Postlewaite, and Silverman (2004) suggest that boys who are taller Note.-Ordinary least squares (OLS) regression coefficients reported for height in inches, with standard errors in parentheses. The NCDS and PSID regressions use multiple observations per person, and unobservables are clustered at the individual level. The NCDS and BCS samples are restricted to those for whom we have test scores at ages 7 and 11 (NCDS) or 5 and 10 (BCS). The PSID sample consists of white household heads or wives between the ages of 25 and 60, inclusive, between 1988 and 1997 . NCDS and BCS regressions include indicators for ethnicity, and the NCDS regressions also include an age indicator. The PSID regressions include a set of age and year indicators. during adolescence are more likely to participate in social activities that build productive human capital. They postulate that adolescent experiences are responsible for the higher earnings observed for taller men in adulthood, so that those who are short as teenagers have lower earnings, even if their heights "catch up" by adulthood.
In this paper, we offer a simpler explanation: the height premium in earnings is largely due to the positive association between height and cognitive ability, and it is cognitive ability rather than height that is rewarded in the labor market. As early as age 3-before schooling has had a chance to play a role-and throughout childhood, taller children perform significantly better on cognitive tests. The correlation between height in childhood and adulthood is approximately 0.7 for both men and women, so that tall children are much more likely to become tall adults. As adults, taller individuals are more likely to earn more, not because of their heights per se, but because of the cognitive skills with which height is correlated.
Section II reviews the literature on the environmental and genetic determinants of growth and cognition and discusses the reasons why height and cognitive ability are likely to be correlated. This review underscores the fact that not only are more advantaged children taller on average as adults, they also experience earlier adolescent growth spurts than less advantaged children. Section III contains a theoretical framework that is consistent with the facts we lay out and motivates our empirical research. Section IV discusses the data sets we use, and Section V presents evidence. We first use four data sets-two from the United States and two from the United Kingdom-to document the associations between heights and cognitive test scores in childhood. We then use data from two British birth cohort studies to show that, when measures of cognitive ability in childhood are included in earnings regressions such as those presented in table 1, the associations between hourly earnings and adult height fall by half. Finally, we take up the issue of adult earnings and the timing of growth during childhood. We show that, consistent with our theoretical framework, cognitive ability in childhood is associated with the timing of the adolescent growth spurt for both boys and girls, and that test scores measuring cognitive function in childhood can explain much of the association found between height at various ages and earnings in adulthood.
II. Background on Height, Growth, and Cognition

The Determinants of Height and Growth
Adult height reflects cumulative growth up to maturity. Figure 3 graphs the speed of growth (often referred to as growth velocity in the auxology literature) in centimeters per year against age and depicts the usual pattern of growth observed in wealthy countries. After a period of intense growth from ages 0 to 3, growth becomes relatively stable at approximately 6 centimeters a year until adolescence, at which point an adolescent growth spurt accelerates growth to an (adolescent) peak height velocity of approximately 10 centimeters a year. In current European cohorts, girls tend to reach peak height velocity at age 12 and boys at age 14. Final adult height is attained when growth ceases, which depends on the timing and duration of the adolescent growth spurt. (See Beard and Blaser [2002] for a thorough discussion and references.)
Age-specific growth patterns and final adult height depend on a combination of factors, including genes, environmental conditions, and gene-environment interactions. A recent review of the literature concludes that, in Western countries, approximately 80 percent of variation in body height is genetic and 20 percent is due to environmental factors (Silventoinen 2003) . Little is known about gene-environment interactions in height. Although environmental factors explain a relatively small share of the variation in height, they appear to account for most of the differences in average heights across populations (Steckel 1995) . The marked increase in heights observed throughout the developed world during the twentieth century occurred too rapidly to be due to selection and genetic variation (Beard and Blaser 2002) .
The most important environmental factors influencing height are thought to be the quality of the uterine environment and, in childhood, nutritional status and the disease environment. The uterine environment is itself influenced by a variety of factors, including the mother's nutritional intake and health (in particular, vascular disease), maternal smoking and drug use, and fetal infections (Institute of Medicine 2001; Resnik 2002 ). Low birth weight, which is one measure of the quality of the uterine environment, has been shown to be a significant predictor of lower adult stature in a number of industrialized countries (see, e.g., Ericson and Kallen 1998; Hack et al. 2003) . The association between birth weight and adult height has been found within monozygotic twin pairs, suggesting that nutrition in utero is an important determinant of adult height (Behrman and Rosenzweig 2004; Black, Devereux, and Salvanes 2007) .
Adult height is also sensitive to environmental conditions experienced in childhood. The period from birth to age 3 is generally identified as the postnatal period most critical to adult height. The speed of growth is more rapid during this period than at any other during the life course, and nutritional needs are greatest at this point. Infections (especially gastrointestinal and respiratory) can be frequent and severe in early childhood, and they can impair growth. In addition, children are at special risk from poor care giving at youngest ages; once children are more autonomous, they may be better equipped to protect themselves. (See Martorell, Khan, and Schroeder [1994] for a discussion.)
Environmental conditions in childhood also affect the timing of children's growth. The age of onset of the adolescent growth spurt has fallen over the past two centuries, in step with a fall in age at maturation. In late nineteenth-century Europe, adult height was attained at age 26-substantially different from today's estimates of age 18 for boys and age 16 for girls (Beard and Blaser 2002) . The timing of the adolescent growth spurt and age at maturation also vary cross-sectionally. Through a combination of better nutrition and improved disease environments, children of higher socioeconomic status experience an earlier adolescent growth spurt and attain their adult heights at earlier ages.
1 Children 1 In related work, Eveleth and Tanner (1990, 169) note that "amongst almost all populations for which we have data the well-off girls reach menarche earlier than the poorlyoff." On the face of it, this would seem to contradict the fact that, in the United States, African American girls reach puberty earlier on average than Caucasian girls of European descent (Eveleth and Tanner 1990; Herman-Giddens et al. 1997; Sun et al. 2002) . However, if, as Eveleth and Tanner suggest, there are genetic causes for differences across populations in age at menarche, one would need to look at differences across socioeconomic status within race to evaluate their statement. Recent research has highlighted differences in serum leptin concentrations and insulin-like growth factor concentrations between races who experience deprivation may experience an extension of the growth period that can last several years (Steckel 1995 ). An extended adolescent growth spurt can help shorter children gain a similar amount of height as other children do during adolescence, but on average this does not erase height deficits that developed in early childhood (Satyanarayana et al. 1989; Martorell, Rivera, and Kaplowitz 1990; Martorell et al. 1994; Hack et al. 2003) .
Differences in the timing of pubertal growth spurts act to temporarily magnify differences in heights between economic classes during adolescence. This has long been true: data collected at a boarding school in Germany in the eighteenth century, for example, suggest that upperclass boys reached their peak height velocity a full year earlier than lower-class boys, exaggerating the height difference between them during their teen years (Komlos et al. 1992) . When the authors control for year and region of birth, height differences between sons of low aristocrats and middle-class boys grew from 2.4 centimeters at age 10 to 5.8 centimeters at age 15, before returning to a mean height difference of 2.1 centimeters at age 19.
Height and Cognitive Ability
The positive association between height and IQ has been documented in studies going back at least a century (Tanner 1979) . However, the mechanisms that underlie this relationship are still not well understood. The existing evidence on channels linking height and cognitive ability comes from medical research; sibling and twin studies; studies of shocks to the early-life environment, which offer the possibility of examining outcomes through the lens of natural experiments; and observational studies.
Biological channels have been identified that may influence both height and cognition over a broad range of the population.
2 Insulinlike growth factors affect body growth while also influencing areas of the brain in which cognition occurs (Berger 2001) . Similarly, thyroid hormone stimulates growth and at the same time influences neural development (Richards et al. 2002) . It is unclear, however, precisely how genetic and environmental factors interact in operating these biological channels.
3 as possible reasons for earlier menarche among African Americans (Wong et al. 1998 (Wong et al. , 1999 ).
2 Several rare genetic disorders also result in both short stature and cognitive impairment. Turner's syndrome, e.g., is an X-linked genetic disorder that affects stature and some aspects of cognitive development in girls.
3 See Brown and Demmer (2002) for a discussion of the role of gene-environment interactions in the context of congenital hypothyroidism.
Evidence on the role of genetics in explaining the correlation between height and intelligence comes from a number of twin studies. Sundet et al. (2005) use differences in cross-trait (height and intelligence), cross-twin correlations between monozygotic (MZ) and dizygotic (DZ) twin pairs to identify the roles played by shared environments and shared genes. They conclude that the environment plays a large role and is responsible for 65 percent of the height-intelligence correlation, with genes responsible for 35 percent of the observed correlation. These authors report that their results are very similar to those on cross-trait, cross-twin correlations found much earlier by Husén (1959) in a large study of MZ and DZ twin pairs.
Twin studies also shed light on the role played by nutrition in utero as a determinant of both adult height and IQ. Black et al. (2007) examine data on male twin pairs born in Norway between 1967 and 1987, noting that the difference in the twins' birth weights is largely due to nutritional intake in utero. They find that, on average, the twin born at the higher birth weight is significantly taller in adulthood and scores significantly higher on IQ tests. Similarly, using data from the Minnesota Twin Registry and an MZ fixed-effect framework, Behrman and Rosenzweig (2004) find fetal growth (birth weight divided by gestation) to be significantly associated with height and years of completed schooling in adulthood. Almond (2006) uses the arrival of the 1918 influenza pandemic as a natural experiment with which to gauge the long-run consequences of prenatal exposure to the flu. He finds that individuals who were exposed during gestation had lower educational attainment and poorer health in adulthood than individuals born prior to the outbreak or conceived after the pandemic ended. 4 Nutrition in infancy and childhood may also affect cognitive ability as well as height, producing a correlation between the two (Lynn 1989; Kretchmer, Beard, and Carlson 1996) . Several randomized experiments support this idea. One found that nutritional supplements given to growth-retarded children improved their cognitive test scores, although these gains dissipated after the supplementation ended (GranthamMcGregor 2002) . A follow-up to the Guatemalan INCAP (Instituto de Nutrició n de Centroamérica y Panama) study, which provided children 4 Although Almond does not assess height or cognitive function, his findings for educational attainment and health in adulthood suggest that the channel from prenatal health to adult outcomes may provide another link between height and cognition. A related link may occur through inflammation. Crimmins and Finch (2006) argue that an inflammatory response to infection can inhibit growth. In particular, they note that "if infection occurs during development, substantial energy is reallocated at the expense of growth, as required by the body for immune defense reactions and for repair" (500). Inflammation is also thought to have lasting effects on cognitive function (Holding and Snow 2001; Ekdahl et al. 2003). with nutrition supplements, found long-term effects on the heights of children who received the treatment during the first 3 years of life and gains in (some) cognitive test scores and educational attainment (Martorell et al. 2005) . Although these studies are intriguing, it should be noted that both were conducted in very impoverished environments. There is little direct evidence on how childhood nutrition influences cognitive development in wealthier settings.
Observational studies suggest that an additional link between height and cognition may work through maternal smoking during pregnancy, which is associated with slower fetal growth, as well as lower cognitive test scores, behavioral problems, and attention deficit hyperactivity disorder (Weitzman, Gortmaker, and Sobol 1992; Romano et al. 2006) . While these outcomes may be the result of factors correlated with mother's smoking during pregnancy rather than the direct effect of smoking, animal studies have documented the role of prenatal nicotine exposure on neural development (Slotkin 1998) .
III. Empirical Framework
We develop a statistical model in which both cognitive ability and height at different ages are influenced by an unobserved factor that reflects the combined effects of environmental conditions (such as health and nutrition), biological factors, genetic factors, and gene-environment interactions. We refer to the unobserved factor as an individual's endowment. For our purposes, it is not necessary to distinguish the genetic and environmental factors that determine this endowment. 5 To the extent that they reflect genetic inheritance, or gene-environment interactions in utero, endowments would be fixed at birth. However, as discussed above, early-life environment is also critical to physical and cognitive development, and the only assumption we need in order to keep the model simple is that endowments are set prior to the childhood measurements we have for height and cognitive function.
We use the model to derive testable implications for the relationships between wages, cognitive ability, and heights in both childhood and adulthood. We assume that cognitive ability c is a linear function of the endowment n. Assuming that all variables have been centered around their means, we have
where n is defined so that l is positive. Heights at each age, from 5 Understanding the extent to which this endowment can be influenced by prenatal care and early-life environment is of great importance for social policy. Unfortunately, we do not currently have access to data that would allow us to address this. childhood to early adulthood, are also assumed to be linear functions of the endowment. After heights at each age are centered around their means, height at age i is expressed as
where refers to final adult height. Although we expect to be positive h a K i for each age, this parameter is not necessarily the same for all ages. The literature discussed above indicates that may be larger during the a i years of the adolescent growth spurt than in middle childhood or in adulthood. It may also be large in early childhood, when height reflects prenatal conditions and early childhood health and nutrition.
For simplicity, we assume that the wage in adulthood is a function of cognitive ability alone and is not a function of height:
We also assume that the unobserved endowment is the only factor that produces correlations between cognitive ability, heights, and wages, so that the covariances between all error terms in (1), (2), and (3) are zero. The variance of is denoted as and the variance of n is .
Given this framework, a regression of the wage on height at any single age will yield a positive coefficient. Specifically, the coefficient on , h i when it is the only height measure included in the wage regression, will have a probability limit of
In words, the coefficient on height in the wage regression reflects the association between height and cognitive ability that works through the unobserved endowment n. It declines as the error variance in height increases relative to the variance of the endowment, making height a noisier signal of cognitive ability. When the wage is regressed on multiple height measures from different ages, the coefficients on heights will be proportional to the 's a i that relate the endowment to heights. Specifically, if the wage is regressed on height measures , the probability limit of any single
journal of political economy Equation (5) implies that, provided the error variances ( ) are constant 2 j i across ages, the height measure that has the largest association with the endowment will have the largest coefficient in the wage regression. If heights measured early in childhood and during the adolescent growth spurt have the largest associations with the endowment, then so too will heights at these ages have the largest associations with wages. A related implication is that the associations between height at different ages and the wages of men and women will differ, since boys and girls go through their adolescent growth spurts at different ages. We examine these implications in the empirical work that follows.
Two caveats require discussion. The first is that the results discussed above can be overturned if the error variances in heights differ across age groups. For example, if the variance of height, conditional on n, rises with age, then heights measured earlier in childhood may take larger coefficients than those measured in later childhood or adulthood. We know of no biological reason why the variances in heights, conditional on endowments, would be greater at some ages than at others. However, there may be age-specific variation in measurement error in heights, especially for parent-reported heights of (rapidly growing) children. Our empirical work relies mainly on heights that are measured during doctor visits, reducing the possibility of age-specific measurement error.
A second caveat is that there may be other frameworks that yield similar conclusions regarding estimates of the associations between heights at different ages and wages. For example, Persico et al. (2004) use data from the NCDS to show that, for men, height at age 16 takes a larger coefficient in a wage regression than height in adulthood. They do not interpret this as reflecting the effects of the endowment on the timing of the adolescent growth spurt, but instead argue that boys who are tall in adolescence (conditional on adult height) are more likely to participate in social activities that build productive human capital, resulting in higher earnings later in life. It could also be that taller adolescents are treated differently by parents or teachers, in ways that build human capital.
It is possible to distinguish between the model developed above and these alternatives, given measures of cognitive ability in childhood. One testable implication of our framework is that if the association between height and the wage reflects only unobserved cognitive ability, then the coefficients on heights in wage regressions should go to zero when adequate measures of cognitive ability are included in the regression. This will be the case regardless of whether a single height measure or multiple measures of height are included. Another testable implication of our framework is that cognitive ability in childhood should predict the timing of the adolescent growth spurt: children who have higher cognitive test scores should experience the adolescent growth spurt at younger ages. Neither of these results is an implication of alternatives in which height is a direct contributor, in adolescence or adulthood, to human capital.
IV. Data
We use four well-known data sets that bring different strengths to the analysis. Documenting the chain from height and ability in childhood to earnings in adulthood requires panel data that include measures of heights from childhood to adulthood, childhood cognitive ability, and adult labor market outcomes. Two publicly available British birth cohort studies-the 1958 National Child Development Study and the 1970 British Cohort Study-fulfill these criteria. The NCDS has followed all children born in England, Scotland, and Wales in the week of March 3, 1958, from birth to age 42. Follow-up surveys on health and economic well-being were conducted at ages 7, 11, 16, 23, 33, and 42. In similar fashion, the BCS has followed all individuals living in Great Britain born in the week of April 5, 1970. Follow-up surveys were conducted at ages 5, 10, 16, 26, and 30.
Both the NCDS and the BCS administered cognitive tests to cohort members at early ages (7 and 11 in the NCDS, 5 and 10 in the BCS), and both surveys report earnings in adulthood (at ages 33 and 42 in the NCDS and at age 30 in the BCS). Children's heights were measured at each age during medical exams. However, two-thirds of the BCS sample has missing height information at age 16; we use only the NCDS when we examine adolescent heights. For NCDS cohort members, we draw our adult height measure from the medical exam data collected at age 33. The BCS cohort members were not given medical exams in adulthood; for this birth cohort, we use self-reported height at age 30.
The British birth cohort studies are rich in the information they report from birth through middle age. However, because they follow only cohort members (and not, e.g., their siblings) and because childhood measurements start only at age 5 or 7, we augment our analysis with data from two additional data sets, chosen to document particular pieces of the association between cognitive test scores and height in childhood. For data on siblings, we draw on the 1979 National Longitudinal Study of Youth (NLSY79) Child and Young Adults surveys, conducted in even years from 1986 to 2004, which collected information on the children of women in the original NLSY79 sample. We use the NLSY data to examine whether and how differences in test scores across siblings are related to differences in their heights. For test scores on very young children, we draw on the Fragile Families and Child Wellbeing Study, a U.S. birth cohort study of urban children who were born around the Note.-The NCDS cohort is restricted to individuals with height measured at ages 7 and 33. The BCS cohort is restricted to individuals with height measured at ages 5 and 30. Earnings are reported only for cohort members who report full-or part-time employment.
beginning of the twenty-first century (Reichman et al. 2001) , which tested children's vocabularies at age 3. Although the Fragile Families study contains information on only one child per household, it has the advantage of having information on heights and test scores for a large number of children before they reach school-going age.
Summary statistics for the British cohort studies are presented in table 2, where we restrict our attention to cohort members who were present in childhood and again in adulthood (ages 7 and 33 for the NCDS, ages 5 and 30 for the BCS). Almost all members of both cohort studies are of European Caucasian descent. Men in both studies stand 5 feet 10 inches tall on average in adulthood and women 5 feet 4 inches. Twenty percent of cohort members were born to fathers in the two highest occupational classes (professionals, executives, and managers) and 60 percent to fathers in the next two classes (nonmanual and manual skilled workers). Approximately 90 percent of men in both cohorts report working full-or part-time; this is true for 80 percent of women in the NCDS at age 42 and 74 percent of women in the BCS at age 30. 
V. Results
Height and Growth in the NCDS Cohort
The growth literature suggests that children raised in healthier environments will be taller in childhood and experience earlier adolescent Note.-These regressions are based on a data set in which there is one observation per respondent for each round of the NCDS (in which the respondent participated). Height is measured in inches. Father's occupational grade is defined as "high" if the child's father had a professional, managerial, or technical occupation at the time of the child's birth; as "medium" if the father was a skilled worker at the time of the child's birth; and "low" if the father was a semiskilled or unskilled worker at the time of the child's birth. (Mother's occupation is used if the father's occupation is not listed.) The regressions include a set of indicators for the child's ethnicity and a set of indicators for the month of age at measurement. For observations at age 33, all individuals are assigned the same month of measurement indicator. Standard errors are clustered at the level of the individual. growth spurts. We observe these patterns in the 1958 NCDS cohort. Table 3 reports the results of regressions of heights in childhood and adulthood on the child's father's occupation grade, classified as "low" if the father was an unskilled or semiskilled worker, "medium" if he was a skilled worker, and "high" if he was in a professional, managerial, or technical occupation. Cohort members' heights (in inches) are measured at ages 7, 11, 16, and 33. The data are arranged so that there is one observation per individual at each age of measurement. Heights are regressed on indicators of the age of measurement, indicators of the father's occupational grade, and interactions between the age of measurement and father's occupational grade, with age 7 being the excluded age category in these interactions. The standard errors are clustered at the level of the individual.
Consider, first, the results for men in column 1. They indicate that, at age 7, boys whose fathers were in the medium grade were 0.61 inch shorter on average than boys whose fathers were in the highest grade; boys whose fathers were in the lowest grade were 1.01 inches shorter on average than those whose fathers were in the highest grade. These differences in average heights across grades become larger as children grow older, taking their largest values at age 16. The average height deficit of boys with low-grade relative to high-grade fathers rises from 1.01 inches at age 7, to 1.24 inches ( ) at age 11, and to Ϫ1.01 Ϫ 0.23 1.48 inches at age 16. This gap diminishes somewhat in adulthood, as lower-class boys experience some "catch-up" in height. Test statistics presented at the bottom of the table show that, for boys whose fathers were unskilled or semiskilled, height deficits at ages 11 and 16 are significantly larger than the height deficit at age 33.
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The gap in height between boys whose fathers were in the highest grade and those in the medium grade is the same at age 33 as it was at age 7; the interaction term for being in the medium group and being age 33 is small and statistically insignificant, suggesting that those boys grew more between 16 and 33 than boys in the high grade, in order to return to the gap they faced at age 7. The same is true for boys in the low grade, who picked up 0.67 inch of height relative to high-grade boys between age 16 (when they were an additional 0.47 inch shorter than high-grade boys than they had been at age 7) and age 33 (when their height deficit has fallen to below the level it had been at age 7 by 0.18 inch).
The results for women are somewhat different. At age 7, girls whose fathers were in professional occupations are 0.7 inch taller on average than girls whose fathers were skilled workers and 0.9 inch taller than girls whose fathers were semi-or unskilled workers. The point estimates indicate that the differences in average heights between women with low-grade and medium-grade fathers, relative to those with high-grade fathers, reach their largest values at age 11 (Ϫ0.914 Ϫ 0.214 p Ϫ1.128 for girls in the lowest category at age 11). However, the deficits at ages 11 and 16 are similar to each other and are not significantly different from their values at age 33. The difference in results between men and women may be due to the earlier adolescent growth spurt experienced by girls and the timing of the NCDS surveys. Girls' peak height velocity occurs, on average, closer to the age 11 survey than to the age 16 survey. Nearly all girls will have completed their adolescent growth spurts by age 16, which is not true for boys. While we find significant differences in the growth patterns of girls from higher-status and lower-status backgrounds, in the absence of information on heights at each age in adolescence, it is not possible to tell whether the differences in average heights between girls from more and less advantaged backgrounds become more pronounced during the period of peak height velocity.
These results have several implications for the analysis of the relationship between earnings and heights at different ages. First, they indicate that heights in both childhood and adulthood are associated with the economic status of a child's family. As discussed above, this association may reflect a combination of genetic and environmental factors that also drive productivity in the labor market. A second implication is that growth patterns throughout childhood may convey more information about endowments than heights in adulthood alone. For boys, especially, height at age 16 may be a good marker for unobserved ability. We return to this below when we examine the relationship between earnings and heights at different ages in childhood.
Height and Childhood Cognitive Test Scores
We present direct evidence on the relationship between height and test scores in childhood in table 4, using data from the NCDS and the BCS. The tests administered to children vary across ages and surveys. For the 5-year-olds in the BCS, we show results for a human figure drawing score, which provides a measure of conceptual maturity; a copy design test that measures visual-motor coordination; and the English Picture Vocabulary Test (EPVT) score, which measures the size of the child's vocabulary. At age 10, we show results for the four subscales of the British Ability Scales (BAS) included in the BCS. We chose to report these rather than scores on the math, reading, and vocabulary tests that were given at age 10, since the BAS subscales are meant to measure cognitive ability rather than academic achievement. 8 For the NCDS, we show results for the human figure drawing test and math and reading scores 8 That said, regression results for standardized vocabulary and math tests are very similar to those for the BAS test scores at age 10. Each inch of height is associated with approximately a 10 percent of a standard deviation increase in the Pictorial Language Comprehension Test and in the Friendly Maths Test in the absence of extended controls. The coefficient on the height for age 5 z-score for the verbal test is 0.111 (standard error 0.009) and for the math test is 0.121 (0.010). Similarly to the BAS results, with extended controls, these coefficients fall by half, to 0.046 (0.010) for the vocabulary test and to 0.054 (0.010) for the math test. Results for the Edinburgh Reading Test are less pronounced, with a coefficient on height taking a value of 0.047 (0.010) in the absence of extended controls and 0.008 (0.011) in their presence. These results do not support a model in which taller children are spurred on by teachers or the social setting of the classroom to outperform shorter peers. If they were, we would expect larger height effects for tests of academic achievement than for cognitive ability. Note.-Samples sizes are 11,360 for the BCS at age 5 and 8,747 at age 10; and 12,449 for the NCDS at age 7 and 11,232 at age 11. All regressions control for the age of the child at measurement, a set of ethnicity indicators, and (for regressions in which boys and girls are pooled) an indicator for sex. For the BCS, regressions with extended controls also include an indicator of low birth weight, prenatal smoking, the height of each of the child's parents, indicators for the parents' school-leaving ages, the mother's and father's social class at the time of the child's birth, and indicators for family income category at age 10. The NCDS includes the same extended controls, except mother's social class at birth is replaced by her father's social class, and the logarithm of family income at age 16 is used in place of indicators for income at age 10.
at age 7, and scores from verbal language, nonverbal language, math, and copy design tests at age 11. All tests are standardized within the sample to have a mean of zero and a standard deviation of one, and the height measures are transformed into height for age z-scores using the 2000 growth charts from the Centers for Disease Control (2002) . This standardization makes it easier to compare estimates across ages and tests.
For both surveys, we first show results of regressions of test scores on height, controlling for only a few key variables: the child's sex, ethnicity, and the age in months at which the testing occurred. We then show results (in col. 4) that include an extended set of family background variables including the family's economic status, parent' education levels and their heights, prenatal smoking, and an indicator that the child was born at low weight. These controls, which are listed in the note to table 4, are associated with heights in childhood and adulthood. 9 We expect that the covariance between height and cognitive test scores will be smaller after conditioning on these variables, since better-off children both are taller and have higher test scores. However, approximately twothirds to three-quarters of the cross-sectional variation in heights is not explained by these variables, and it is of interest to know if the correlation between height and cognitive ability persists even after observable determinants of height are accounted for. 10 We find a large and significant association between height and test scores for children followed in the BCS for tests they took at ages 5 and 10 (panel A) and for children in the NCDS for tests at ages 7 and 11 (panel B). The coefficients are somewhat larger for the NCDS, especially among 11-year-olds, but the patterns across the two cohort studies are quite similar. In neither study does it appear that the associations are 9 Heights are correlated with observable factors that are likely to be determinants of cognitive development. In an earlier version of this paper, we presented results of regressions, from the NCDS, of boys' heights at different ages on measures of the child's family's socioeconomic status, including parental education and occupational-based measures of social class; measures of the child's health at birth, including low birth weight and prenatal smoking; and measures of parents' heights. All three sets of factors are significant predictors of height. Together, these variables explain between 25 and 33 percent of the variation in heights, with parental heights-which may reflect genetic factors or parents' childhood circumstances-providing the largest incremental contribution to the . 2 R 10 If height is capturing unobservable components of endowments, then the coefficient on height should go to zero as all unobservables are accounted for. Murphy and Topel (1990) suggest that the impact of remaining unobservables on a coefficient can be assessed by extrapolation, which, in this case, means computing the change in the coefficient on height relative to the change in the that occurs when the family background measures 2 R are included and calculating what the coefficient on height would be if the were equal 2 R to one. However, when we do this, the extrapolated coefficient on height is large and negative. The key assumption necessary for the Murphy and Topel result to hold (that the remaining unobservables are correlated with height to the same degree as the extra observables that have been added to the regression) may be unlikely to hold in our case. Note.-Panel A shows coefficients and standard errors from OLS regressions on the Children of the NLSY, whose cognitive function was evaluated multiple times between ages 5 and 10. Each coefficient comes from a separate regression, where the reported coefficients are those on the age 5-6 height for age z-score. All regressions include controls for age at the time of the assessment at ages 5-6; a quartic in age at the time of each assessment; and indicators for race, sex, and year. Extended controls include an indicator for low birth weight and indicators for the number of packs of cigarettes the mother smoked during pregnancy, mother's height in 1985, mother's AFQT score in 1989, total household income in the previous calendar year, indicators for the highest grade completed by the mother, and indicators that the mother's partner lives in the household and indicators that the child's maternal grandmother and grandfather live in the household. For the Fragile Families results, all regressions include indicators for gender and age in months at the time of measurement. The extended controls include an indicator for low birth weight, the heights of both parents, indicators for the educational attainment of both parents, indicators for the maternal grandfather's education, the logarithm of family income at age 3, the mother's score on the PPVT, and an indicator of whether the mother took the Spanish-language version of the PPVT (i.e., the Test de Vocabulario en Imagenes Peabody).
systematically larger for older versus younger children. The magnitudes of these associations are quite large, even when the extended controls are included. For example, in the NCDS data using extended controls, a one standard deviation increase in height at age 7 is associated with a 10 percent of a standard deviation increase in reading score at age 7 and in verbal language score at age 11. This effect is as large as that predicted by a two standard deviation increase in log household income for these children.
11 Table 5 presents results from the two American data sources, the Children of the NLSY and the Fragile Families study. For the NLSY, we use scores from tests that were administered to children between the ages of 5 and 10. The tests include the Peabody Individual Achievement Tests (PIAT) for mathematics, reading recognition, and reading comprehension, a digit span test, and the Peabody Picture Vocabulary Test (PPVT). The digit span test measures a child's short-term memory. The PPVT, on which the EPVT is based, is a test of receptive vocabulary that can be administered to individuals from age 30 months through adulthood, and it has been used in numerous studies of preschool and schoolaged children (Dunn and Dunn 1997) . The PPVT was also administered to the 3-year-olds from the Fragile Families study.
For both samples, we use a set of extended controls that is comparable to those used in our analyses of the British data. One difference, however, is that both the NLSY and the Fragile Families samples contain information on the cognitive ability of mothers, in the form of an Armed Forces Qualifying Test (AFQT) score for the mothers in the NLSY and the PPVT for the mothers in the Fragile Families data. The NLSY has the additional advantage of containing information on all of the mother's children, making it possible to control for mother-specific fixed effects.
The results from the NLSY indicate that children's heights are strongly associated with test scores. The point estimates are somewhat smaller than in the British data. For example, the coefficient for height for the PPVT is 0.069, in contrast to the coefficient of 0.132 for the EPVT taken by 5-year-olds in the BCS. The addition of extended controls reduces the height coefficients to approximately 75 percent of their original values; adding mother fixed effects reduces coefficients to approximately half of their original values. However, with the exception of the digit span test, a child's height remains a significant correlate of his or her test scores, even in the presence of mother fixed effects. The height coefficients in column 3 are identified entirely off of between-sibling differences in height for age z-scores at age 5 and differences in their test scores. It is not possible to attribute either the attenuation of the coefficients in the presence of mother effects or their continued significance to a child's environment, genes, or gene-environment interactions. Siblings could differ in their heights and their test scores because the household environment one was born into could have been healthier and more stable in a manner not captured by our extended controls. Differences in heights could also be due to differences in the genetic material obtained from parents, or the interaction of the two. Without more information, it is not possible to say more than this. However, we can say that, even when we control for the genetic material siblings share and for that part of their home environment that is constant, children who were taller at ages 5 and 6 outperform shorter siblings on cognitive tests throughout childhood.
One possible explanation for the results discussed above is that taller children may be provided with greater levels of cognitive stimulation at school, possibly even as early as kindergarten. Teachers may pay more attention to taller children, or taller children may be more likely to be enrolled in school earlier than shorter children of the same age. However, evidence from the 3-year-old children from the Fragile Families study indicates that the association between height and cognitive ability appears before children reach school-going age. A one standard deviation increase in height is associated with a 5-10 percent of a standard deviation increase in the PPVT score at age 3. Estimates of separate regressions for boy and girls (not shown) yield similar results. Including extended controls (which, in this case, include the mother's own PPVT score) reduces but does not eliminate the association between heights and test scores. These results indicate that the correlation between height and cognitive ability is present before any potential differential treatment of taller children in school. 12 That the associations between height and test scores do not systematically rise with age suggests that these associations are not magnified by the behaviors of teachers or parents later in life.
We also use data on the Children of the NLSY to examine the extent to which height differences explain differences in test scores across racial and ethnic groups in the United States. Estimating separate height coefficients for Hispanic, African American, and white non-Hispanic children in regressions that also contain a quartic in age at testing, indicators for race (African American) and ethnicity (Hispanic), and indicators for the year the test was taken, we find no significant differences in height premia between white, African American, and Hispanic children. For all groups, the height premium is significant for PIAT mathematics, reading recognition, reading comprehension, and digit span tests, with coefficients on height for age z-scores at age 5 on the order of 0.05-0.08 for all three groups. Hispanic and African American Children of the NLSY on average have lower scores for all these tests in the absence of height measures. Inclusion of height for age z-scores does nothing to the coefficients on race and ethnicity. Not only are they not significantly different with and without controls for height, the point estimates are also almost identical. Within a group, height provides a marker for cognitive function, but height does not explain differences in scores between groups.
Other evidence indicates that the association between height and cognitive ability persists through life. Abbott et al. (1998) document a significant correlation between height of men in midlife and their cog-12 There is only limited evidence on the association between height and cognitive ability at ages younger than 3. However, one study of Indian children found that the length of 5-12-month-old infants is associated with measures of information processing speed (Rose 1994). nitive performance after age 70. Even after adjustment for education and father's occupation, they find a strong and significant association between height and cognitive function in old age. Case and Paxson (2008) similarly document a strong positive association between height and cognition among older men and women followed in the U.S. Health and Retirement Study.
Height, Cognitive Ability, and Earnings
We use data from the British birth cohorts to reexamine the height premia in earnings presented in table 1, drawing on the information we have on cognitive ability and family background. Table 6 presents the results of regressions of the logarithm of average hourly earnings on adult height. Panel A shows results for men and women in the 1970 BCS and panel B for the 1958 NCDS. We restrict our sample to individuals who took cognitive tests at two points in childhood: ages 5 and 10 for the BCS cohort and ages 7 and 11 for the NCDS. The BCS sample contains one observation per individual: both height and average hourly earnings are reported by the individual at age 30. The NCDS sample contains up to two observations on average hourly earnings per individual: one from the age 33 survey and another from the age 42 survey. For the NCDS, we use the value of height from the age 33 survey, which was measured during a medical examination. Columns 1 and 4 of table 6 repeat the coefficients shown for the log of average hourly earnings in table 1.
Looking first at the results for the BCS cohort, in panel A, we find that test scores are jointly highly significant in the BCS earnings equations, with F-tests of 31.1 for men and 38.5 for women. Inclusion of these cognitive test scores reduces the size of the height coefficients by more than 50 percent and renders them statistically insignificant. Both test scores and height are correlated with family background, and it is interesting to see the extent to which family background can explain the height premia. The inclusion of personal and parental background characteristics, with no controls for test scores, also reduces the height premia in earnings in the BCS cohort, more so for men than for women. This reduction in the height premia, in the presence of extended controls, is not surprising: if height is a marker for cognitive ability, then including determinants of cognitive ability (parents' education and cohort members' early-life health, e.g.) should weaken the association between height and earnings. When both test scores and background characteristics are controlled for (cols. 4 and 8), we again find no evidence of a height premium in earnings. Both the test scores and background measures are jointly significant, although the F-statistics for the test scores are substantially larger than those for the extended back- Note.-OLS regression coefficients presented with standard errors in parentheses. The dependent variable is log average hourly gross earnings at age 30 for the BCS and at age 33 or 42 for the NCDS. Included in all regressions are indicators for ethnicity. The regressions with extended controls include indicators for mother's and father's school-leaving ages, mother's father's social class (NCDS) or mother's social class at the time of the birth (BCS), low birth weight, and controls for mother's and father's heights and log family income in childhood. The NCDS regressions also include an age indicator. NCDS unobservables are clustered at the individual level.
ground controls. For the BCS, the marginal contribution of the test scores to the of the regressions is similar in magnitude to the marginal 2 R contribution for the extended controls.
Panel B repeats this analysis for the NCDS. In general, the coefficients on height are larger than they were using the BCS, possibly because, with measured rather than self-reported adult heights, there may be less attenuation bias due to measurement error. 13 Even after the inclusion of controls for test scores, background characteristics, and the combination of the two, the height premium in average hourly earnings for men (but not for women) is still statistically significant. However, the inclusion of test scores and extended controls reduces the height premium in average hourly earnings by 48 percent for men and 63 percent for women. The NCDS results differ from the BCS results in that the marginal contribution of test scores to the of the earnings equation 2 R is substantially larger for both men and women (0.373, 0.279) than the marginal contribution of the extended controls (0.053, 0.106).
14 On average, women earn less than men in both birth cohorts. However, the height difference between men and women does not explain women's lower earnings. When we combine the samples of men and women and estimate a regression of log hourly earnings on an indicator that the cohort member is male, controlling for height, cognitive ability, and family background, the wage premium for men in the 1958 birth cohort is 40 percent, with or without controlling for height in the regression. In the 1970 birth cohort, the male wage premium is lower, at 17 percent, with or without the inclusion of height.
Growth, Cognitive Ability, and Earnings
The framework developed above suggests that patterns of growth during childhood contain information about children's endowments. One implication of the model is that if both cognitive ability and growth are driven by the same underlying endowment, then cognitive ability in childhood should be correlated with the timing of the adolescent growth 13 Because members of the NCDS were measured at age 33 and self-reported their heights at age 42, we can examine the extent to which self-reports would lead to attenuation bias in this sample. Repeating regressions reported in table 1 for log hourly earnings in the NCDS, but using self-reported heights in place of measured heights, we find that the coefficient for men's heights falls from 0.023 to 0.018. The coefficient on women's heights remains unchanged at 0.019. (Women in the NCDS are 10 percentage points less likely than men to report themselves as taller at age 42 than they were measured to be at age 33.) 14 The key difference in this result between the cohort studies is that father's schoolleaving age is a much stronger predictor of earnings among members of the 1970 cohort than among members of the 1958 cohort.
spurt. Specifically, children who have higher cognitive test scores should experience their adolescent growth spurts at younger ages.
We use data from the NCDS to examine whether cognitive test scores at age 11 are associated with the timing of the adolescent growth spurt. We first regress individual test scores on growth between ages 11 and 16 and then on growth between ages 16 and 33. We estimate separate models for boys and girls. Because girls begin their adolescent growth spurts earlier than boys, the associations between growth at different ages and cognitive ability should vary by sex. We also estimate these models with and without a set of extended controls for family characteristics that measure parents' height and educational attainment, economic status, and measures of a cohort member's health in early life, specifically whether the child was born at low weight and whether his or her mother smoked during pregnancy. We expect these extended controls to be associated with both test scores and the timing of the adolescent growth spurt.
Columns 1-4 of table 7 present evidence that the timing of growth is a marker of cognitive function in boys. Boys who grew more from age 11 to 16 had, on average, higher cognitive test scores at age 11. The results in column 1 indicate that each inch of growth in early adolescence is associated with an increase in test scores at age 11 of between 2 and 3 percent of a standard deviation. In contrast, boys who grew more between ages 16 and 33-indicating a later adolescent growth spurt-had lower average test scores at age 11. Each inch of growth in late adolescence is associated with a decline in test scores at age 11 of between 3.1 and 3.8 percent of a standard deviation. As expected, the sizes of these associations for both growth periods are smaller in absolute value when extended controls that may be determinants of both the tempo of growth and cognitive function are included.
The results for girls differ from those for boys, in ways that make sense given girls' earlier adolescent growth spurts. Height gains from 11 to 16 are negatively associated with test scores at age 11, with each inch of height associated with a decline in test scores ranging from 2.2 to 3.0 percent of a standard deviation. Height gains from 16 to 33 have even larger negative associations with test scores, with coefficients of Ϫ5.3 to Ϫ6.1. The girls with the highest test scores at age 11 had already attained a large share of their adult heights, so that growth from 11 to 16 signals relatively "late" growth.
15 By age 16, most girls have attained 
Verbal language score at age 11 Note.-Each coefficient comes from a separate regression of a test score on a measure of growth, either the change in height from 11 to 16 or the change in height from 16 to 33. Regressions with extended controls include indicators of mother's and father's school-leaving ages, father's social class at the time of the cohort member's birth, mother's father's social class, low birth weight, prenatal smoking, and controls for mother's and father's heights and log family income in childhood. Samples are restricted to children who did not lose more than an inch of height between the ages of measurement.
their adult height. Growth from age 16 to 33 is a signal of more severe deprivation than is the case for boys. The results in table 7 indicate that, for both boys and girls, the patterns of heights over childhood convey information about children's cognitive ability. If so, then heights at different periods in childhood, even when we control for adult height, should be associated with earnings in adulthood. Our reading of the literature from human biology indicates that height during the adolescent growth spurt is likely to be an especially good marker of a child's endowment. Heights in young childhood may also convey more information about early-life experiences than height in middle childhood or adulthood. Furthermore, if the associations between heights and earnings reflect cognitive ability, then the inclusion of measures of cognitive ability in earnings regressions should reduce the associations between heights and earnings.
To examine these hypotheses, in table 8 we use the NCDS to estimate regressions of the logarithm of average hourly earnings of men and women on their heights at ages 7, 11, 16, and 33, with and without controls for test scores and other extended controls. Our results for men in column 1 indicate that heights at ages 7 and 16 are significantly associated with average hourly earnings, with coefficients of 0.022 and 0.017, respectively. The coefficients for heights at ages 11 and 33 are much smaller (both 0.001) and insignificant, and the hypothesis that the four height coefficients are equal can be strongly rejected. The inclusion of test scores at ages 7 and 11 produces reductions in the coefficients for heights at ages 7 and 11: the coefficient on height at age 7 is not significant, and that for height at age 16 is reduced by 24 percent. The inclusion of extended controls alone has much smaller effects, and the coefficients with both test scores and extended controls are much the same as with test scores alone. These results are consistent with those in table 6, which showed that, with height at age 33, the height premium in earnings for men is reduced but not eliminated when we control for childhood test scores.
These reductions in the height premia in earnings are much more pronounced if we also control for test scores at age 16. For example, a variant of column 2 of table 8 that includes age 16 test scores yields a coefficient on height at age 16 of 0.007, with a standard error of 0.006. We have chosen not to control for age 16 test scores, since it is possible that taller adolescent boys, because of their heights, have more positive adolescent experiences, which could result in higher test scores at age 16 (Persico et al. 2004) . We discuss this hypothesis in more detail below.
The associations between heights at different points in childhood and earnings are less informative for women than for men. Heights at ages 7 and 33 take the largest coefficients, although neither is precisely estimated, and the hypothesis that the coefficients on heights are identical Note.-OLS regression coefficients presented with standard errors in parentheses. The dependent variable is log average hourly gross earnings at age 33 or 42. The standard errors are clustered at the level of the individual. Included in all regressions are indicators for ethnicity and an indicator for whether the individual was 33 or 42 at the date earnings were measured. The regression with extended controls includes indicators of mother's and father's school-leaving ages, mother's father's social class, low birth weight, and controls for mother's and father's heights and log family income in childhood. To be included in the sample, individuals had to have height measurements at ages 7 and 33 and nonmissing test scores at ages 7 and 11. Height values at age 11 or 16 that are missing were set equal to the sample mean. Indicators for whether height was missing at ages 11 and 16 were included.
to each other cannot be rejected. The height measures are jointly significant but are no longer so once test scores are included in the models. We suspect that the differences in results between men and women result from the fact that the timing of the NCDS surveys is not ideal to capture the timing of girls' adolescent growth spurts. However, in the absence of data collected at different ages, it is not possible to examine whether this is the case.
Cognitive Ability or Teen Social Experiences?
Persico et al. (2004) also use data for males from the NCDS and the NLSY to examine the determinants of the height premium in earnings. They document that fact that, in regressions of log average hourly earnings of men at age 33 on height at age 16 and height at age 33, only the coefficient on height at age 16 is large and significant. They also estimate regressions in which average hourly earnings is regressed on heights at ages 7, 11, 16, and 33, and they find that only height at age 16 predicts earnings. Their explanation is that males who are taller in adolescence have different social experiences in adolescence than their shorter peers. Specifically, they are more likely to engage in clubs and other social activities that may build productive human capital. Our results differ from those of Persico et al. in a number of ways. The first is that we find that men's adult earnings are strongly associated with heights at ages 7 and 16, not just at age 16. Using data from the NCDS, they find that in a regression of earnings on all heights and controls for parental and family background, height at age 7 takes a coefficient of 0.003 with a standard error of 0.011 (2004, 1033, table 4) . In contrast, we find that, in a similar regression also using the NCDS, height at age 7 takes a coefficient of 0.018 with a standard error of 0.007 (col. 3 of table 8). We can replicate their results if we do not use information on earnings at age 42, and we restrict our sample to white men who are employed full-time at age 33. We are more confident in the results presented here, which are based on a substantially larger sample (4,860 observations vs. 1,617 observations).
More important, we offer a different interpretation of the source of the association between height and earnings than Persico et al. They state that "conditional on other observables, an individual's heights at various ages are exogenously given" (2004, 1030, n. 15 ). This assumption is necessary if one is to conclude that teen height per se has an effect on human capital formation and subsequent earnings. However, the timing of adolescent growth spurts, with young adults from wealthier and healthier backgrounds reaching their growth spurts earlier, calls this key assumption into question. The evidence presented here-that boys' heights are associated with the economic status of their fathers, especially at age 16; that heights are associated with cognitive test scores from very early ages; and that test scores in childhood predict the timing of the adolescent growth spurt-indicates that adolescent height serves as a marker of much more than teen social experience. Our evidence also implies that interventions that increase heights-such as the use of hormone growth replacement therapy discussed by Persico et al.-are unlikely to have a large impact on earnings in adulthood unless they also improve cognitive ability.
VI. Conclusion
Our evidence supplies a rationale for why economic returns to height continue to be observed, even in wealthy countries in which increasingly small fractions of workers do physically demanding work. It also provides an alternative to explanations for the height premium that rely on pure discrimination or social stigma against shorter individuals.
The results of this paper suggest several areas for further research. One is the study of the long-run effects of improved prenatal and childhood nutrition. Evidence from the medical literature indicates that the prenatal environment and nutrition in childhood may play an important role in determining both height and cognitive ability. However, we know of no studies from industrialized countries that have tracked children over time to see how prenatal or early nutritional interventions affect cognitive functioning and labor market outcomes in adulthood. For the design of effective interventions, it is also essential to know whether there are specific windows of time-in utero or at different stages of a child's development-in which health and nutrition interventions have the biggest impact on cognitive outcomes that are rewarded in the labor market. More generally, much of the research on nutrition, child growth, and cognitive function that has been conducted to date provides evidence on very poor settings, where children may face large deficits in calories and protein and a heavy disease burden. The extent to which insults in utero and childhood illness and nutrition affect cognitive function in developed countries is not well understood. Research in wealthier settings is also clearly warranted.
To the extent that height is a marker of cognitive function, employers might statistically discriminate in favor of taller workers, at least until employers have time to learn about employees' abilities. It would be interesting to follow a cohort regularly, from the time its members enter the labor force through to late middle age, to see whether the height premium is largest early on in workers' tenure on the job.
