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Abstract
The average time of computing Boolean operators by straight-line programs of two types
is studied. Upper and lower bounds for the corresponding Shannon functions are obtained.
Asymptotically exact formulas for Shannon functions are derived in the case when the number
of components of the operators to be computed increases with the number of their arguments.
? 2002 Elsevier B.V. All rights reserved.
Keywords: Average time; Straight-line programs with a conditional stop; Boolean operator
1. Introduction
The average time of computing Boolean functions by straight-line programs with a
conditional stop was studied in [1]. In this paper, we consider two types of analogous
programs that compute Boolean operators.
Any 3rst-type straight-line program with a conditional stop is a sequence of operators
of two types. Each operator of the 3rst type computes a Boolean function. The argu-
ments of that function are the values computed by preceding operators or the values
of some input variables. Each operator of the second type depends on m+1 variables,
where m is the number of program outputs, and can terminate the execution of the
program. The result of a second-type operator is determined by the values computed by
the program at some m+1 preceding steps. For each particular operator, the indices of
these steps are 3xed and may be di7erent for di7erent operators. If the last argument
of a second-type operator equals unity, then the execution of the program terminates
and the values of its other arguments are declared to the values of the program on
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the tuple of variables under consideration. If the last argument of the operator is zero,
then the next operator of the program is executed.
Straight-line programs of the second type with a conditional stop di7er from usual
straight-line programs by the following: (i) some 3rst-type operators and, possibly,
some inputs of the program are labeled by integers from 0 to m; (ii) an operator
labeled by zero terminates the execution of the program if its value is equal to unity;
(iii) the ith value of the program after its termination is the value of its last executed
operator (or its input if such an operator is absent) labeled by i.
We 3nd upper and lower bounds on the Shannon functions for the average time of
computing Boolean operators by 3rst- and second-type programs. Asymptotically exact
formulas are derived in the case when the number of components of the operators
being computed increases with the number of their arguments.
2. Basic denitions
Below are formal de3nitions. Let B ⊆ {f : {0; 1}k → {0; 1}} be a basis in P2,
 : {0; 1}m+1 → {0; 1}m+1 be the identity Boolean operator, and Xn = {x1; : : : ; xn} be a
set of independent variables.
The 3rst-type straight-line program with a conditional stop is a sequence P =
p1 : : : pi : : : ps whose elements are the operators pi=fi(pi;1; : : : ; pi; l), where pi;j ∈{p1;
: : : ; pi−1} ∪ Xn, fi ∈B ∪ {}; moreover, if pi;j = pt ∈{p1; : : : ; pi−1}, then ft = . An
operator pi is called a 3rst-type (or functional) operator if fi = . An operator pi is
called a second-type (or stop) operator if fi = . The program P is said to have n
inputs and m outputs, and the variable xi is said to be assigned to its ith input.
Put n(pi) = i, i.e., n(p) is the index of the operator p in the program P. Let
pi1 ; : : : ; pir be all second-type operators in P, i1¡ · · ·¡ir . Denote by qt the tth
second-type operator in P and by qt; j the jth argument of this operator. The value
of an operator p in P on an arbitrary binary tuple x is de3ned by induction. We set
p1(x) = f1(x) for the 3rst operator and pi(x) = fi(pi;1(x); : : : ; pi; l(x)) for i¿ 1.
The result of P on x is denoted by P(x)= (P1(x); : : : ; Pm(x)), and its jth component
is de3ned as
Pj(x) = q1;m+1(x)q1; j(x) ∨ Iq1;m+1(x)(q2;m+1(x)q2; j(x) ∨ · · ·
∨ Iqr−2;m+1(x)(qr−1;m+1(x)qr−1; j(x) ∨ Iqr−1;m+1(x)qr;m+1(x)qr;j(x)) : : :):
Let B ⊆ {f : {0; 1}k → {0; 1}} be a basis in P2 and Xn = {x1; : : : ; xn} be a set of
independent variables, each associated with a number ai ∈{0; 1; : : : ; m}.
The second-type straight-line program with a conditional stop is a sequence P =
p1 : : : pi : : : ps whose elements are the operators pi=(fi(pi;1; : : : ; pi; l); ai), where ai ∈{0;
1; : : : ; m}, fi ∈B, and pi;j ∈{p1; : : : ; pi−1} ∪ Xn. An operator pi is called a 3rst-type
(or functional) operator if ai =0 and a second-type (or stop) operator if ai = 0. The
program P is said to have n inputs and m outputs, and the variable xi is said to be
assigned to its ith input.
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The value of an operator p of a second-type program P on any binary tuple x is
de3ned in the same manner as for operators of 3rst-type programs. As before, let n(p)
be the index of p in P and qt be the tth second-type operator in P. Let qt; j denote
an operator pi such that i =max s, where the maximum is over all s such that as = j
and s¡n(qt), unless such an operator is absent, in which case let qt; j denote the
variable xr with a maximum index r to which the number j is assigned. The result of
a second-type program P on a tuple x is denoted by P(x)=(P1(x); : : : ; Pm(x)), and the
value of its jth component is de3ned as
Pj(x) = q1(x)q1; j(x) ∨ Iq1(x)(q2(x)q2; j(x) ∨ · · ·
∨ Iqr−2(x)(qr−1(x)qr−1; j(x) ∨ Iqr−1(x)qr(x)qr;j(x)) : : :):
The execution time TP(x) of a 3rst-type program P on a tuple of variables x is the
minimum n(qj) such that qj;m+1(x) = 1, i.e., the number of operators executed before
the program terminates. The execution time TP(x) of a second-type program P on a
tuple of variables x is the minimum n(qj) such that qj(x) = 1. The quantity
T (P) = 2−n
∑
TP(x);
where summation is over all binary tuples of length n, is called the average execution
time of P. If f(x) = P(x) for a Boolean operator f and any binary tuple x, then
program P is said to compute the operator f. The quantity
TB; i(f) = min T (P);
where the minimum is over all programs of the ith type that compute f over the
basis B, is called the average time of computing f. A program P computing f in the
average time T (P) = TB; i(f) is called minimal. The number of elements of a Boolean
circuit implementing an operator f over a basis B is called the complexity of f and
is denoted by LB(f).
The Shannon functions TB; i(n; m) are de3ned in the standard way as
TB; i(n; m) = max TB; i(f);
where the maximum is over all Boolean (n; m)-operators f : {0; 1}n → {0; 1}m.
In what follows, we consider a basis consisting of all at most k-place Boolean
functions, where k is a constant. The average time of computing f by programs of
the ith type over this basis is denoted by Tk; i(f), and the corresponding Shannon
functions, by Tk; i(n; m). Suppose that the number n of arguments of each Boolean
operator considered below is suJciently large and the number m of components of
these operators satis3es m= nO(1). Let c and ci (i = 1; 2; : : :) denote suitable constants
and log denote the logarithm to the base 2. The concepts used without de3nitions can
be found in [3].
3. The main results
The main results of this paper are bounds on Shannon functions. They are given
in Theorems 1 and 2. The cases when asymptotically exact formulas can be derived
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for Shannon functions are formulated as consequences of these theorems. The upper
bounds are proved by conventional methods [3] used in Boolean circuits. The lower
bounds are proved by a cardinality method (by comparing the number of programs
with the number of Boolean operators).
Set
(m; k) =
{ m
m+k if k ¡m+ 2;
m
2k−2 if k¿m+ 2;
(m; k) = min
(
1;
m
2k − 2
)
:
Theorem 1. Let k be a constant and m= nO(1). Then
(m; k)
2n
n
(1 + o(1))6Tk;1(n; m)6 (m; k)
2n
n
(1 + o(1)):
The lower bound follows from Lemmas 5 and 6 proved below. The upper bound
follows from Lemmas 8 and 9.
Theorem 2. Let k be a constant and m= nO(1). Then
2n−1m
nk
(1 + o(1))6Tk;2(n; m)6
2n−1(m+ 1)
nk
(1 + o(1)):
The lower and upper bounds in the theorem follow from Lemmas 7 and 10, respec-
tively.
The next assertions are easily deduced from Theorems 1 and 2.
Corollary 1. Let k be a constant and k¿m+ 2. Then
Tk;1(n; m) =
2n−1m
n(k − 1)(1 + o(1)):
Corollary 2. Let k be a constant; m→∞; and m= nO(1). Then
Tk;1(n; m) =
2n
n
(1 + o(1)):
Corollary 3. Let k be a constant; m→∞; and m= nO(1). Then
Tk;2(n; m) =
2n−1m
nk
(1 + o(1)):
4. Bounds for the number of programs
A 3rst-type program P=p1 : : : ps is said to be terminal if for any i∈{1; : : : ; s} there
exists a tuple x such that P(x) =P′(x), where P′=p1 : : : pi−1pi+1 : : : ps. A second-type
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program P is called reduced if the values computed by the stop operators are not used
as arguments of the other operators.
Obviously, any 3rst-type program can be transformed into a terminal program such
that the average execution time of the new program is at most that of the original
program. An analogous statement holds for second-type programs: any second-type
program can be transformed into a reduced program such that its average execution
time is at most the average execution time of the original program.
Indeed, suppose that a second-type program has a stop operator whose value is
an argument of another operator. If the value of the stop operator is zero, then
it can be replaced by a constant; but if its value equals unity, it can be replaced
by zero, because the operator terminates the program and this value is nowhere
used.
To each 3rst-type program P with m outputs and with its inputs associated with
variables x1; : : : ; xn, we assign a directed graph GP as follows:
(i) a vertex of GP is assigned to each variable xi and to each operator pj of P;
(ii) the symbol xi is assigned to the vertex associated with the variable xi;
(iii) the symbol fj is assigned to the vertex associated with the operator pj;
(iv) vertices ui and uj are connected by an arc directed from ui to uj if uj cor-
responds to an operator p whose sth argument is the operator associated with ui,
16 s6max(m+ 1; k); each such arc is assigned the symbol s; and
(v) vertices ui and uj are connected by an arc directed from ui to uj if they cor-
respond to the lth and (l + 1)th stop operators of the program P; each such arc is
assigned the symbol 0.
To each second-type program P with m outputs and with its inputs associated with
variables x1; : : : ; xn, we assign a directed graph GP as follows:
(i) a vertex of GP is assigned to each variable xi and to each operator pj of the
program P;
(ii) the symbol xi is assigned to the vertex associated with the variable xi;
(iii) the symbol fj is assigned to the vertex associated with the operator pj;
(iv) vertices ui and uj are connected by an arc directed from ui to uj if uj corresponds
to the operator p whose sth argument is the operator associated with ui, 16 s6 k;
each such arc is called functional and is assigned the symbol s;
(v) vertices ui and uj are connected by an arc directed from ui to uj if uj corresponds
to the stop operator qt , the vertex ui corresponds to qt; s, and qt; s = qr;s for all r ¡ t
and 16 s6m; each such arc is called speci3c and is assigned the symbol s; and
(vi) vertices ui and uj are connected by an arc directed from ui to uj if they corre-
spond to the lth and (l+1)th stop operators of the program P; each such arc is called
a stop arc and is assigned the symbol 0.
Programs P1 and P2 are said to be isomorphic if their corresponding graphs are
isomorphic. It is easy to see that any program can be restored, up to an isomorphism,
from its corresponding graph.
We introduce the following notation:
N1(k; n; m; L1; L2) is the number of nonisomorphic 3rst-type programs over the basis
of all at most k-place Boolean functions containing at most L1 functional operators and
at most L2 stop operators with n inputs and m outputs;
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N1(k; n; m; L) is the number of nonisomorphic terminal programs of the 3rst type
over the basis of all at most k-place Boolean functions containing at most L operators
with n inputs and m outputs;
N2(k; n; m; L1; L2) is the number of nonisomorphic second-type programs over the
basis of all at most k-place Boolean functions containing at most L1 functional operators
and at most L2 stop operators with n inputs and m outputs;
N2(k; n; m; L) is the number of nonisomorphic reduced programs of the second type
over the basis of at most k-place Boolean functions containing at most L operators
with n inputs and m outputs.
Lemma 1. If k is a constant; then
N1(k; n; m; L1; L2)6 (c1m(L1 + L2 + n))(k−1)L1+(m+1)L2 ;
N2(k; n; m; L1; L2)6 (c1m(L1 + L2 + n))(k−1)(L1+L2)+(m+1)L2 :
Proof. Since both inequalities in the lemma are proved in a similar way; we prove
only the 3rst. To this end; it is suJcient to estimate from above the number of graphs
corresponding to the programs under consideration. Each graph contains at most L1 +
L2 + n vertices and at most kL1 + (m+2)L2− 1 arcs. The number of such graphs does
not exceed (see; e.g.; [1])
(c(L1 + L2 + n))kL1+(m+2)L2−L1−L2−n:
The arcs of the graph can be labeled in at most kkL1 (m+2)(m+2)L2 ways; and its vertices;
in at most (L1 + L2 + n)n(c(k))L1+L2 ways; where c(k) is a constant depending on k.
Therefore; the number of distinct labeled graphs does not exceed the product of the
three quantities above; i.e.;
N1(k; n; m; L1; L2)6 (c1m(L1 + L2 + n))(k−1)L1+(m+1)L2 :
Lemma 1 is proved.
Lemma 2 is a straightforward consequence of Lemma 1 and is presented without
proof.
Lemma 2. If k¿m+ 2; then
N1(k; n; m; L)6 (c2m(L+ n))(k−1)L:
Lemma 3. If k6m+ 2; then
N1(k; n; m; L)6 (c3m(L+ n))(L+n)(m+k)=2:
Proof. We show that qi;m+1 = qj;m+1 when i = j for any terminal program P. Assume
that qi;m+1=qj;m+1 and i¡ j. If qi;m+1=1; then the operator qi terminates the program;
and the operator qj is not computed. If qi;m+1=0; then the operator qj does not terminate
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the program P. Consequently; the operator qj can be removed from the program. Hence;
the assumption made contradicts the fact that P is a terminal program. It follows from
qi;m+1 = qj;m+1 that L26L1 + n. Then L26 (L+ n)=2 and L1 = L− L2. Therefore;
(k − 1)L1 + (m+ 1)L2
6 (k − 1)(L− L2) + (m+ 1)L26 (k − 1)L+ (m+ 1− k + 1)L2
6 (2k − 2) L+ n
2
+ (m− k + 2) L+ n
2
6 (m+ k)
L+ n
2
:
Substituting this bound into the 3rst inequality in Lemma 1; we obtain the required
result. Lemma 3 is proved.
Lemma 4. If k is a constant; then
N2(k; n; m; L)6 (c4m(L+ n))kL−n:
Proof. We estimate from above the number of graphs corresponding to the programs
under consideration. Let L1 be the number of functional operators and L2 be the number
of stop operators in the program. Obviously; L= L1 + L2; and each graph contains at
most L+ n vertices. Let us estimate the number of arcs. Each vertex corresponding to
a functional operator emanates at most one speci3c arc. The number of speci3c arcs is
denoted by N . Obviously; no speci3c or functional arcs leave the vertices corresponding
to the stop operators. Hence; N6L1. Each graph contains L2−1 stop arcs and at most
kL functional arcs. Consequently; the total number of arcs is at most kL + L2 + N . It
is easy to see that the greater the di7erence between the numbers of arcs and vertices;
the larger the number of graphs is (see [2]). This di7erence can be transformed to give
(k − 1)L+ L2 + N − n6 (k − 1)L+ L2 + L1 − n= kL− n:
Taking into account the number of ways in which the arcs and vertices of the graph
can be labeled; we obtain
N2(k; n; m; L)6 (c4m(L+ n))kL−n:
Lemma 4 is proved.
5. Lower bounds
Let f be a Boolean operator, and P be a program computing f. To each binary
tuple x of length n, which is viewed as the binary representation of a positive in-
teger, we assign its number NP(x) such that 16NP(x)6 2n and NP(x)¡NP(y) if
TP(x)¡TP(y), and NP(x)¡NP(y) if TP(x) = TP(y) and x¡y.
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Lemma 5. Let k ¡m+ 2. Then for almost all Boolean (n; m)-operators f
Tk;1(f)¿
2nm
n(m+ k)
(1 + o(1)):
Proof. Let f be a Boolean operator and P be a minimal program computing f. Let
xi be such that NP(xi) = i2n=q; where q = 2q0 ; with q0 being an integer; q  n=log2 n;
and i = 2; 3; : : : ; q. We estimate from above the number of Boolean operators that can
be implemented by minimal programs containing xi such that TP(xi)6 ((i− 1)2n=qn) ·
2m=(m+ k). Each such operator is uniquely determined by the 3rst TP(xi) operators of
its minimal program and by a set of at most 2n−NP(xi) binary vectors of length m that
are its values on the arguments requiring more execution time than xi. By Lemma 3;
the number Ni of distinct programs whose complexity does not exceed TP(xi) satis3es
the inequality
Ni6
(
c3m
(
(i − 1)2n
qn
2m
m+ k
+ n
))(((i−1)2n)=q n)2m=(m+k)+n)(m+k)=2
:
Since m= nO(1); after some simple algebra; we obtain
Ni6 2(i−1)m2
n=q(1 + O(log n=n)):
Thus; denoting by M the number of operators in question; we have
M6
q∑
i=2
2(i−1)m2
n=q(1 + O(log n=n))2m2
n−mi2n=q:
Taking into account i6 q  n=log2 n; we transform the exponent of the quantity under
the summation sign to obtain
m2n − mi2
n
q
+
(i − 1)m2n
q
(
1 + O
(
log n
n
))
=m2n − m2
n
q
(
i − (i − 1)
(
1 + O
(
log n
n
)))
=m2n − m2
n
q
(
1 + O
(
1
log n
))
:
Therefore;
M6 q2m2
n−m2n=q(1+O(1=log n)) = 2m2
n−m2n=q(1+O(1=log n)) :
A comparison of this bound for M with the number of all Boolean (n; m)-operators
shows that all minimal programs of almost all Boolean operators satisfy the following
condition:
if xi is such that NP(xi) =
i2n
q
; where q= 2q0 (q0 is an integer)
q  n
log2 n
; and i = 2; 3; : : : ; q; then TP(xi)¿
(i − 1)2n
qn
2m
m+ k
: (1)
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Set Xi = {x |NP(xi)¡NP(x)6NP(xi+1)}. For the average execution time T (P) of
each such program P we then have
T (P) = 2−n
∑
x
TP(x)¿ 2−n
q−1∑
i=2
TP(xi)|Xi|
= 2−n
q−1∑
i=2
TP(xi)
2n
q
¿
1
q
q−1∑
i=2
(i − 1)2n
qn
2m
m+ k
=
(q− 1)(q− 2)2n
q2n
m
m+ k
=
2nm
n(m+ k)
(
1 + O
(
log2 n
n
))
:
Lemma 5 is proved.
Lemma 6. Let k¿m+ 2. Then for almost all Boolean (n; m)-operators f
Tk;1(f)¿
2n−1m
n(k − 1)(1 + o(1)):
Proof. As in the proof of the preceding lemma; it is easy to show that all minimal
programs P that implement almost all Boolean operators satisfy the following condition:
if xi is such that NP(xi) =
i2n
q
; where q= 2q0 (q0 is an integer)
q  n
log2 n
; and i = 2; 3; : : : ; q; then TP(xi)¿
(i − 1)2n
qn
m
k − 1 : (2)
The proof of (2) is analogous to that of (1); the only di7erence is that Lemma 2 is
used instead of Lemma 3. Once again we set Xi = {x |NP(xi)¡NP(x)6NP(xi+1)}.
Then; for the average execution time T (P) of the program P satisfying (2); we have
T (P) = 2−n
∑
x
TP(x)¿ 2−n
q−1∑
i=2
TP(xi)|Xi|
= 2−n
q−1∑
i=2
TP(xi)
2n
q
¿
1
q
q−1∑
i=2
(i − 1)2n
qn
m
k − 1
=
(q− 1)(q− 2)2n
2q2n
m
k − 1
=
2n−1m
n(k − 1)
(
1 + O
(
log2 n
n
))
:
Lemma 6 is proved.
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The next lemma is given without proof, for it almost literally coincides with that of
Lemma 5. The only di7erence is that Lemma 4 is used instead of Lemma 3, and (1)
is replaced by the condition
if xi is such that NP(xi) =
i2n
q
; where q= 2q0 (q0 is an integer)
q  n
log2 n
; and i = 2; 3; : : : ; q; then TP(xi)¿
(i − 1)2n
qn
m
k
:
Lemma 7. For almost all (n; m)-operators f
Tk;2(f)¿
2n−1m
nk
(1 + o(1)):
6. Upper bounds
Let " = ("1; : : : ; "s) be a binary tuple. On the set of such tuples, we de3ne the
function N (") =
∑s
i=1 "i2
i−1.
Lemma 8. For any Boolean (n; m)-operator f
Tk;1(f)6
2n−1m
n(k − 1)(1 + o(1)):
Proof. Let f = (f1; : : : ; fm); where fi is the ith component of f. Setting s= log n
and decomposing fi in the 3rst s variables; we have
fi(x1; : : : ; xn) =
∨
("1 ;:::;"s)
fi("1; : : : ; "s; xs+1; : : : ; xn)x
"1
1 : : : x
"s
s
=
∨
("1 ;:::;"s)
fi;j(xs+1; : : : ; xn)x
"1
1 : : : x
"s
s ;
where j = N ("1; : : : ; "s). The program P computing f is represented as
P = P1q1 : : : Psqs:
Here; the program Pj computes the functions f1; j ; : : : ; fm;j; x
"1
1 ; : : : ; x
"s
s and consists of
only functional operators; while the operator qj terminates the program P if x
"1
1 : : : x
"s
s =
1; where j = N ("1; : : : ; "s); and declares fi;j(xs+1; : : : ; xn) to be the ith value of the
program. It follows from [3] that
L(Pi)6
2n−sm
(k − 1)(n− s) (1 + o(1)):
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Therefore;
T (P) = 2−n
∑
("s+1 ;:::;"n)
∑
("1 ;:::;"s)
TP("1; : : : ; "n)
6 2−n
2s∑
i=1
m2n−s
(k − 1)(n− s) 2
n−si(1 + o(1))
6 2−n
m22n−2s
(k − 1)(n− s) 2
2s−1(1 + o(1))6
m2n−1
(k − 1)n (1 + o(1)):
Lemma 8 is proved.
Let s; h be integers. We divide the set of all binary tuples of length s into disjoint
sets Yi such that "∈Yi if (i − 1)h6N (")¡ih. De3ne the functions
gl(x1; : : : ; xs) =
∨
"∈Yl
x"11 : : : x
"s
s ;
gj; l(x1; : : : ; xn) = gl(x1; : : : ; xs)x
"s+1
s+1 : : : x
"n
n ;
where N ("s+1; : : : ; "n) =
∑n
i=s+1 "i2
i−s−1 = j. Let z(x1; : : : ; xn) be an arbitrary Boolean
function. Set zj(x1; : : : ; xs) = z(x1; : : : ; xs; "s+1; : : : ; "n), where N ("s+1; : : : ; "n) = j, and
zj; l(x1; : : : ; xs) = zj(x1; : : : ; xs)gl (x1; : : : ; xs). Let t = 2s=h. Then [3] yields
z(x1; : : : ; xn) =
∨
("s+1 ;:::;"n)
(
t∨
l=1
zj; l(x1; : : : ; xs)
)
x"s+1s+1 : : : x
"n
n ;
where N ("s+1; : : : ; "n) = j. It is easy to see that
zj; l(x1; : : : ; xs)x
"s+1
s+1 : : : x
"n
n = zj; l(x1; : : : ; xs)gj; l(x1; : : : ; xn):
Consequently,
z(x1; : : : ; xn) =
∨
("s+1 ;:::;"n)
(
t∨
l=1
zj; l(x1; : : : ; xs)gj; l(x1; : : : ; xn)
)
: (3)
Let R be the number of distinct functions zj; l(x1; : : : ; xs) and Lz be the circuit complexity
of these functions. It is easy to see that R6 2h+s+1=h and
Lz6 2h+s+1: (4)
Lemma 9. For any Boolean (n; m)-operator f
Tk;1(f)6
2n
n
(1 + o(1)):
Proof. We prove the lemma for m=1. In the general case; the proof di7ers from that
presented below only by additional indices in formulas. Let z(x1; : : : ; xn) be an arbitrary
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Boolean function. Setting s = 2 log n and h = n − 4 log n; we use (3). A program
computing z can be represented as
P = P1p1;1q1;1 : : : pj; lqj; l : : : pt;dqt;d;
where t = 2s=h; d = 2n−s; and P1 is a program computing all possible functions
zj; l(x1; : : : ; xs); all functions gl(x1; : : : ; xs); and all products x
"s+1
s+1 : : : x
"n
n . Furthermore; the
operator pj;l computes the function gj; l(x1; : : : ; xn); while the operator qj; l terminates
the program if pj;l=1 and declares that its result is the value of zj; l(x1; : : : ; xs) computed
by P1. It is easy to see that
TP("1; : : : ; "s; xs+1; : : : ; xn) = TP("′1; : : : ; "
′
s; xs+1; : : : ; xn)
for all xs+1; : : : ; xn whenever ("1; : : : ; "s) and ("′1; : : : ; "
′
s) belong to the same set Yl.
Since 2h+sh−16 2nn−2; it follows from (3) and (4) that
T (P) = 2−n
∑
("s+1 ;:::;"n)
∑
("1 ;:::;"s)
TP("1; : : : ; "n)
= 2−n
∑
("s+1 ;:::;"n)
t∑
l=1
∑
("1 ;:::;"s)∈Yl
TP("1; : : : ; "n)
6 2−n
∑
("s+1 ;:::;"n)
t∑
l=1
h(Lz + 2(N ("s+1; : : : ; "n)t + l))
6 2−n

Lzhtd+ d∑
j=1
t∑
l=1
(2h((j − 1)t + l)


6 2−n
(
2n+12nn−2 + 2h
dt∑
i=1
i
)
6 2−n(22n+1n−2 + h(td)2)
6 2−n(22n+1n−2 + h22nh−2(1 + o(1)))6 2nn−1(1 + o(1)):
Finally; we note that any Boolean operator can be computed by a program that di7ers
from that described above only by the number of arguments in the stop operator.
Therefore; the average execution time of the 3rst-type program thus constructed is
independent of the number of its arguments. Lemma 9 is proved.
Lemma 10. For any Boolean (n; m)-operator f
Tk;2(f)6
2n−1(m+ 1)
nk
(1 + o(1)):
Proof. Setting s=2 log n; h=n−4 log n; and t=2s=h; we use (3). Each component
fi of f can be represented as
fi(x1; : : : ; xn) =
∨
("s+1 ;:::;"n)
(
t∨
l=1
fi;j; l(x1; : : : ; xs)gj; l (x1; : : : ; xn)
)
;
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where N ("s+1; : : : ; "n) = j. We divide the set of all binary tuples of length s into
disjoint subsets Yl′ such that "∈Yl′ if (l′ − 1)kh6N (")¡l′hk. The functions fi;j; l
are collected in groups Yˆ j; l′ such that each of them; except possibly the last; consists
of k functions; and fi;j; l ∈ Yˆ j; l′ if (l′ − 1)k6 l¡ l′k. Let w = t=k. Put
gˆl′(x1; : : : ; xs) =
k∨
r=1
g(l′−1)k+r(x1; : : : ; xs);
gˆj; l′(x1; : : : ; xn) = gˆl′(x1; : : : ; xs)x
"s+1
s+1 : : : x
"n
n ;
where N ("s+1; : : : ; "n) = j. Since fi;j; lgj;q = 0 for l = q; we have
fi(x1; : : : ; xn)
=
∨
("s+1 ;:::;"n)
(
w∨
l′=1
(
k∨
r=1
fi;j; (l′−1)k+r(x1; : : : ; xs)
)
gˆj; l′(x1; : : : ; xn)
)
:
A program computing the operator f can be represented as
P = P0P1 : : : Pj : : : P2n−s ;
where P0 is a program computing all the functions fi;j; l(x1; : : : ; xs) and all the functions
gˆl′(x1; : : : ; xs); while Pj is a program having the form
Pj = Pj;1 : : : Pj; l′ : : : Pj;w
where Pj;l′ is a program that computes gˆj; l′(x1; : : : ; xn) and all functions fˆ i; j; l′ =∨k
r=1 fi;j; (l′−1)k+r(x1; : : : ; xs); terminates the program if gˆj; l′(x1; : : : ; xn)=1; and declares
that the value of fˆ i; j; l′ is the value of the ith component of f. It is easy to see that
each program Pj;l′ consists of at most m + 1 operators: a 2-input stop operator com-
putes the function gˆj; l′(x1; : : : ; xn) and m k-input operators compute the functions fˆ i; j; l′ .
Obviously; the circuit complexity Lz of all possible functions fi;j; l and of the func-
tions gˆl′(x1; : : : ; xs) satis3es (4). It is also easy to see that TP("1; : : : ; "s; xs+1; : : : ; xn) =
TP("′1; : : : ; "
′
s; xs+1; : : : ; xn) for all (xs+1; : : : ; xn) whenever the tuples ("1; : : : ; "s) and
("′1; : : : ; "
′
s) belong to the same set Yl′ . Setting d= 2
n−s; we have
T (P) = 2−n
∑
("s+1 ;:::;"n)
∑
("1 ;:::;"s)
TP("1; : : : ; "n)
= 2−n
∑
("s+1 ;:::;"n)
w∑
l′=1
∑
("1 ;:::;"s)∈Yl′
TP("1; : : : ; "n)
6 2−n
d∑
j=1
w∑
l′=1
(Lz + ((j − 1)w + l′)(m+ 1))hk
6 2−n

Lzdwhk + d∑
j=1
w∑
l′=1
((j − 1)w + l′)(m+ 1)hk


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6 2−n
(
Lzdwhk +
(m+ 1)hk(dw)2
2
)
6 2−n
(
22n+1
n2
+
(m+ 1)hk22n(hk)−2
2
)
(1 + o(1))
6
2n−1(m+ 1)
nk
(1 + o(1)):
Lemma 10 is proved.
7. Programs with a limited number of stop operators
We present without proofs some results concerning the average execution time of
programs with a limited number of conditional stops. Consider the 3rst-type programs
in which the number of stop operators is o(2n=mn) and the second-type programs in
which the number of stop operators is o(2n=n). Their Shannon functions are denoted
by T ′k;1 and T
′
k;2, respectively.
Theorem 3. Let k be a constant. Then
T ′k;1(n; m) =
m2n−1
(k − 1)n (1 + o(1));
T ′k;2(n; m) =
m2n−1
(k − 1)n (1 + o(1)):
The upper bounds are easily proved using Lemma 8, and the lower bounds are proved
in the same fashion as Lemma 5, with the number of programs estimated using
Lemma 1.
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