For inhomogeneous systems with interfaces, the inclusion of long-range dispersion interactions is necessary to achieve consistency between molecular simulation calculations and experimental results. For accurate and efficient incorporation of these contributions, we have implemented a particle-particle particle-mesh (PPPM) Ewald solver for dispersion (r −6 ) interactions into the LAMMPS molecular dynamics package. We demonstrate that the solver's O(N log N ) scaling behavior allows its application to large-scale simulations. We carefully determine a set of parameters for the solver that provides accurate results and efficient computation. We perform a series of simulations with Lennard-Jones particles, SPC/E water, and hexane to show that with our choice of parameters the dependence of physical results on the chosen cutoff radius is removed. Physical results and computation time of these simulations are compared to results obtained using either a plain cutoff or a traditional Ewald sum for dispersion. 
I. INTRODUCTION
Despite their weak r −6 scaling, dispersion forces "play a role in a host of important phenomena such as adhesion; surface tension; physical adsorption; wetting; the properties of gases, liquids, and thin films; the strength of solids; the flocculation of particles in liquids;
and the structures of condensed macromolecules such as proteins and polymers." 1 Unsurprisingly, their contributions to intermolecular interactions are accounted for in the vast majority of the nonbonded potentials applied in molecular simulations. Typically, dispersion interactions are only considered within a cutoff of around 1 nm. For homogeneous systems, the contributions of long-ranged interactions can be estimated efficiently and accurately.
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For inhomogeneous systems, however, these corrections are inaccurate, and computational requirements has precluded the inclusion of long-range dispersion interactions, even though, as can be seen from the applications above, they are especially relevant for these systems.
The necessity of incorporating the long-range effects of dispersion forces has been shown in numerous studies on surface simulations [3] [4] [5] [6] [7] [8] [9] [10] [11] of which only some are referenced here, but also in simulations near the critical point, 12 and in simulations of protein-ligand binding.
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Various correction methods have been proposed for incorporating long-range dispersion contributions. Most molecular simulation packages already include energy and pressure corrections assuming homogeneous systems. Similar "on-line" methods that can be applied during simulations have been presented by Guo et al. 5, 6 for Monte Carlo and by Mecke et al. 7 and Janeček 8 for molecular dynamics (MD) simulations. Chapela et al. 3 and Blokhuis et al. 4 have developed a tail correction for simulated surface tensions that can be added after the end of the simulations. The aformentioned correction methods are applicable only to simulations with planar interfaces. The use of a twin-range cutoff has been proposed by Lagüe et al. . When not using the Ewald sum, the whole area under the blue curve is solved in real space, whereas only the area under the green curve is solved in real space when using the Ewald sum. The error in the calculation is related to the area under the curves beyond the cutoff. Using the Ewald technique is thus more accurate.
Because of its physical origin in the overlap of electron hulls, the repulsive (often r −n , where typically n ≥ 9) part of pair potentials is very short-ranged and can be neglected beyond a typical cutoff length of 1 nm. We therefore exclude the repulsive term from further consideration. The attractive part between two atomic sites of some commonly used pair potentials, such as the LJ or Buckingham potential, 27 can be expressed as
where r is the distance between particles i and j and C ij is the dispersion coefficient describing the strength of the interaction. The goal of the Ewald summation is to split this potential into a fast-decaying potential, whose contribution can be neglected beyond a cutoff, and a slowly decaying potential, whose contribution can be accounted for in Fourier space, as shown in Figure 1 . Its calculation requires a Fourier transform of the dispersion coefficients into the reciprocal space.
The benefit of mesh-based Ewald methods, such as PPPM, is that the dispersion coefficients are distributed onto a grid, which permits application of the FFT for the calculation of the dispersion coefficient density. The calculation of the mesh Ewald sums in reciprocal space requires additional steps. The dispersion coefficients have to be distributed onto a grid and transformed into reciprocal space to calculate their interactions in Fourier space.
The resulting potential must then be derived and backinterpolated onto the atomic sites to obtain the forces.
The dispersion energy of a system with the potential above is given by 19, 24 E 6 = β 
where β is the Ewald parameter for dispersion interactions, r ij is the distance between particle i and the nearest image of particle j, and V is the volume of the simulation box.Ĝ is the optimum dispersion influence function, which has a different form than the electrostatic influence function.Ŝ 2 6 is a function of the location and strength of the dispersion sites. The k vectors form the discrete set {2πn/L}, where L is the length of the box vectors and the components of n = (n x , n y , n z ) are integer values that are zero for the center node of the grid. The first sum in equation 2 is over all pairs of atoms. However, as the potential decays quickly with increasing interparticle distance, it is only evaluated for particles whose r ij is smaller than a chosen cutoff. The second sum is over the reciprocal vectors of all grid points.
The expression for the optimum influence function, which minimizes the error in the calculated forces, is 21, 24 
where P is the interpolation order and
is the Fourier transform of the interpolation function W (P ) , which is described, for example, in Ref. 24 , and h is the grid spacing.D is the Fourier transform of the differentiation operator required for the force calculation. In this study, we use differentiation in Fourier
R is the Fourier transform of the true reference force and can, for dispersion interaction, be calculated as
with b = |k|/2β.
For our choice ofŨ , the denominator in equation 3 can be evaluated analytically, as
shown by Hockney and Eastwood 21 or in a more explicit form by Pollock et al. 28 The sum in the numerator is usually sufficiently converged when terms with |m| ≤ 2 are included. As the influence function is independent of the particle coordinates, it needs to be calculated only at the beginning of a simulation or when the volume has changed.
When the dispersion coefficient of a pair of atoms can be expressed using a geometric mixing rule,
as in, for example, the OPLS potential, 29 the functionŜ 2 6 (k) can be expressed aŝ
whereŜ * 6 is the complex conjugate of the structure factorŜ 6 , which is the discrete Fourier transform of the dispersion coefficient density c M on the grid points:
When using an LJ potential, the dispersion coefficients of unlike sites are often determined via the Lorentz-Berthelot mixing rule as
where and σ are LJ parameters. Equation 8 cannot be used in this case; instead,Ŝ 2 6 (k) must be calculated by
where c k,M is the dispersion coefficient density on the mesh points obtained from interpolating the dispersion coefficients
onto a grid. Because of their symmetry only four of the seven addends in equation 12 have to be calculated. Although the imaginary part of each addend is not necessarily zero, the imaginary parts of the sum will cancel out identically.
Additional steps are required for calculating the mesh-based forces. For ik differentiation, the dispersion field can be calculated as
where ←−− FFT indicates the reverse fast Fourier transform. The total force on particle i, based on the the real and the reciprocal part, can then be calculated as 19,24
It should be noted that equation 15 and the second term in equation 16 have to be calculated for each of the seven structure factors when the Lorentz-Berthelot mixing rule is used.
The instantaneous stress is given by
where δ αβ is the Kronecker delta.
III. FORMULATION OF AN ERROR MEASURE
Several parameters can be tuned to influence the accuracy of the dispersion PPPM: the chosen cutoff radius r c for the sum in real space, the Ewald parameter β, the grid size, and the order of the interpolation function for distributing the dispersion coefficient onto a grid. The qualitative influence of the parameters can be understood easily. The real space error arises from truncating the pair potential. Increasing the cutoff radius or the Ewald parameter, which leads to a faster decaying real space potential, increases the accuracy in real space. The precision in reciprocal space depends on the Ewald parameter, the grid spacing, and the interpolation order. Decreasing either of the first two or increasing the latter of these parameters will lead to higher accuracy in the reciprocal space contribution.
To choose the tunable parameters effectively, a more quantitative understanding of the parameters' influence is required. The following sections present estimates for the error of real and reciprocal space contribution to the forces.
A. Error measure for the real-space contribution
To describe the real space error, we extend the derivation of Kolafa and Perram 30 for
Coulomb interaction to r −6 potentials. The sum of the square of the real-space contribution of the dispersion interaction of the particles beyond the cutoff r c on a single particle can be expressed as
Assuming that the particles are randomly distributed beyond the cutoff, the sum can be replaced by an integral to arrive at
which is valid for B > 0, and
for x ≥ A, we arrive at
which leads to the averaged error in the force
where N is the number of particles and
B. Formulation of an estimate for the reciprocal space error
The following sections present an estimate for the error of reciprocal space contribution to the forces that is an extension to r −6 potentials of the analytical error measure by Deserno and Holm 31 for Coulomb interactions.
Following the reasoning from Deserno and Holm, 31 the error in the forces in reciprocal space can be expressed by
where Q can, for the optimum choice of the influence function, be calculated as
In the following, we will derive an approximation for Q that can be rapidly calculated. This approximation is restricted to cubic systems with the same number of mesh points N m in each direction and the ik differentiation scheme employed in this study. It is based on the assumption that hβ is small.
Like Deserno and Holm, 31 we exploit the fast-decaying form ofR to make the approximation that it is sufficient to retain only |m| = 0 in the inner sums containingR. Following the same steps, we thus arrive at
where c
m are coefficients given in Table I . 31 This equation corresponds to Equation (32) 12
with
where x!! is the double factorial function and P l is given by
C. Numerical Tests
We performed test runs to examine the accuracy of the real space and reciprocal space error estimates. We placed 2000 LJ particles randomly in a box with box length 15 σ in each direction to create a bulk system. In order to test the error estimates for surface systems, we placed 4000 LJ particles randomly in a 30 × 30 × 10σ 3 box and extended the length of the shortest box edge to 30 σ afterwards without changing the particle coordinates.
We calculated the real and reciprocal space forces on the particles for these configurations seperately using different values for the Ewald parameter, the grid size, the interpolation order, and the real space cutoff. Interpolation orders P = 3, . . . , 6 and 2 k mesh points, k = 2, . . . , 6 in each direction were used. Real-space cutoffs of 2.0, 3.0, and 4.0 σ were used.
The error in the forces is calculated as
where
is the force calculated with the PPPM and F exact i
is the "exact" force calculated with an Ewald summation 10 in which we used a large cutoff and a large number of recirpocal vectors to ensure proper conversion.
The results of the real space error estimate are given in Figure 2 . Results for the reciprocal space error estimates are shown in Figure 3 . Except for small values of β, the real space error estimate works well for the bulk system. In contrast, the error is underestimated in surface simulations. For bulk phase systems, the reciprocal space error estimate with equations 21 and 22 provides very good results. The approximation with equation 24 strongly overestimates the reciprocal space error when the assumption that hβ is small is violated. For the interfacial system, the error estimates underpredict the simulation error. Yet, as can be seen from these figures and from Figure 6 , the error estimates can be useful for determining the value of the Ewald parameter for which the accuracies in real and reciprocal space are equal, if this information is needed.
The results shown above demonstrate that the error estimates presented here should only be applied to homogeneous bulk systems. Additionally, it should be noted that the error estimate for the real space contribution assumes that the errors in the forces partly cancel.
This cancellation of errors cannot occur for the real space contribution to either energy or pressure. This can be easily seen from the following example: Consider three equal, collinear particles, with particle 2 equidistant between particles 1 and 3. The distance between particle 2 and the other particles is larger than the chosen real-space cutoff, so that none of the real-space forces, energies, or pressures are calculated. If the chosen cutoff radius were larger, so that the interactions should be calculated, the force on particle 2 would be zero, because the contributions from particles 1 and 3 cancel. The energy and the pressure that are exerted on particle 2, however, do not cancel but instead are additive. The reason for this behavior is that dispersion interactions, unlike Coulomb interactions, are always attractive. Contributions to the energy thus always have the same sign. As the distance vectors and force vectors for pairwise interactions always point in opposite directions, the contributions to the diagonal components of the virial tensor always have the same sign, too.
This in turn means that pressures and energies can be underestimated, even when forces are calculated accurately.
Thus, usage of the above error estimates to set the Ewald and grid parameters is only recommended for bulk systems in which neither the energy nor the pressure is relevant, such as in simulations for determining diffusivities. We show how to determine parameters for interfacial simulations in Section VI.
IV. SCALING OF THE ALGORITHM
The main benefit of mesh-based Ewald methods over traditional Ewald sums is the improved scaling behavior of the mesh-based approach. To examine the scalability of the implemented solver, we have performed simulations with 2 n × 10 3 LJ particles, where n = 0, 1, . . . , 10, with the dispersion PPPM solver and the Ewald summation. The density was 3.64σ −3 in all simulations. The boxes were always cubic. An energy minimization and equilibration over 50 000 timesteps in the N V T ensemble at a reduced temperature T * = 0.85 was followed by a simulation over 1 000 timesteps in the N V E ensemble. The simulation time of the last 1 000 timesteps was used to measure the performance. These simulations were executed on a single core of an Intel Harpertown E5454 processor with eight 3.0 GHz Xeon cores.
Automated parameter generation was applied in simulations with the Ewald sum. 10 The mesh parameters for the PPPM were set using the error estimate presented in the previous section in the following way. The real space cutoff was chosen as 3.0 σ. The real space error estimate was then used to set the Ewald parameter to obtain a desired accuracy of 0.01 /σ in the calculated real space forces. The interpolation order was set to P = 5. Using these data, the grid spacing was chosen in a way that the accuracy of the reciprocal space forces was smaller then 0.01 /σ by using equation 24. As the conditions for the validity of the error estimates are fulfilled for the chosen simulations, the comparison we draw here is for different system sizes run with the same accuracy.
As can be seen from 
where p ⊥ (z) = p z (z) is the pressure component normal to the surface and p (z) = (p x (z) + p y (z))/2 is the pressure component parallel to the surface. Replacing the integral with an ensemble average leads to
where L z is the box dimension in the z-direction. The outer factor of 1/2 takes into account that the simulated system contains two interfaces.
If a cutoff is introduced for the pair potential, the surface tensions calculated with Equation 28 will underestimate the correct surface tension of the simulated material. This error can be estimated by adding a "tail correction" γ tail to the simulated surface tension to provide a better estimate of the correct surface tension
from the simulation. The correction can be calculated as
where U (r) is the pair potential, g(r) is the radial distribution function, ρ(z) is the simulated density profile, r c is the cutoff radius for the pair potential, and ρ G (z) is the Gibbs dividing
where ρ c is the mean and ∆ρ is the difference of the densities of the coexisting phases. g(r)
was assumed to be unity beyond the cutoff in the calculations of the tail correction. The values for ρ c and ∆ρ, which were also used to calculate the liquid and vapor densities in this study, were obtained from fitting an error function to the simulated density profile.
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VI. INFLUENCE OF THE EWALD AND GRID PARAMETERS ON PHYSICAL PROPERTIES
The parameters used by the dispersion PPPM have a strong influence on both the efficiency and the accuracy of the simulations. As the presented error estimates fail to describe systems with interfaces, we have run test simulations to determine a set of parameters that can provide both accurate results and acceptable performance for interfacial simulations.
These parameters were determined for Lennard-Jones particles and hexane, a nonpolar fluid whose intermolecular interactions are dominated by dispersion. Hexane was modeled using the OPLS-AA 37 force field.
Simulations with hexane contained 689 hexane molecules that were placed using Packmol 38 in a subvolume around the center of the box with volume 50 × 50 × 150Å 3 . After an energy minimization with a soft potential and several runs with restricted movement of the particles, the simulations were equilibrated for 1 000 000 timesteps with a timestep of ∆t = 1 fs.
The temperature was set to T = 300 K using a Nosé-Hoover 39 thermostat with a damping factor of 0.1 ps. A PPPM 21 with a real space cutoff of r c = 10Å, an Ewald parameter of β = 0.17Å −1 and fifth-order interpolation (P = 5) was used to calculate the electrostatic potential. The grid dimension was set to 20 × 20 × 45.
The parameters of the PPPM for dispersion are the real space cutoff, the Ewald parameter, the interpolation order, and the grid spacing in each dimension. The influence of the different parameters is already described at the beginning of Section III. Instead of exploring this six-dimensional parameter space, we set the interpolation order to P = 5 and the real space cutoff r c = 10.0Å for the hexane system. This choice of parameters was made because these values are commonly used in MD simulations, although they are in principle arbitrary.
We do not claim that these are the optimal choices. For example, using the long-range dispersion solver allows experimenting with smaller values for the real space cutoff and might in this way improve the performance of the calculations. Furthermore, the grid spacing was equal in all three dimensions in the simulations described below, as near cubic grids usually provide most accuracte calculations.
This reduction of the parameter space allows for determining suitable simulation parameters with less effort, but permits reaching a wide range of accuracy in either real or reciprocal space. As the real space cutoff is fixed, the real space accuracy depends only on the Ewald parameter, which is therefore used in the following simulations to tune the real space accuracy. In principle, we could also have fixed the Ewald parameter beforehand and modified the real-space cutoff in our simultations to tune the real-space accuracy, but we decided against it to have better control over the real space calculation time. For a given
Ewald parameter and the other parameters fixed, the grid spacing can be altered to tune the reciprocal space accuracy, even though the reachable reciprocal-space accuracy is not unlimited for a fixed Ewald parameter.
We performed surface tension calculations with different settings for the two remaining parameters, the Ewald parameter and the uniform grid spacing. We examined the resulting surface tensions and liquid densities. In addition we determined the rms error in the total forces as well as the real and reciprocal space contributions to the error by comparing the forces calculated for a single snapshot of an equilibrated systems to forces that were calculated using a large real-space cutoff and a very small grid spacing.
The results for the surface tension and density of hexane are given as a function of the total rms error in the forces in Figure 5 . In simulations with fewer grid points, the total error is always dominated by the reciprocal space error. In simulations with smaller grid spacings, where the number of grid points in the x-direction n x = 24, the real and reciprocal space error are approximately equal for the highest achieved total accuracy at β = 0.28Å −1 .
As can be seen from Figure 6 , the real space error dominates for smaller values of the Ewald parameter β, whereas the reciprocal space error dominates for larger values of β.
As the total error decreases, the simulated surface tensions and densities plateau, indicating that further increases in accuracy, which can be obtained by using even finer grids and larger values for the Ewald parameter, will offer little benefit in the accuracy of the measured quantities. Decreasing the Ewald parameter, thereby increasing the real space error, strongly influences the simulated quantities. In contrast, increasing the Ewald parameter and in this way increasing the reciprocal space error has less influence on the results. Physical data begin to change for reciprocal space errors above approximately 0.01 kcal mol
For the examined quantities, the real space error has a stronger influence on the results than the reciprocal space error. The reason for this observation is that an increasing real space error leads to increasing underprediction of the cohesion of a simulated system. For simulations of quantities in which the cohesion does not influence the reults, the influence of the real and reciprocal space error will possibly be different.
The data given in Figure 5 are also given on the left side of Figure 6 as a function of the Ewald parameter. These results, in combination with those from Figure 5 , show that an Ewald parameter of approximately β = 0.28Å −1 in combination with a real space cutoff r c = 10Å provides a sufficient real space accuracy for the performed simulations.
As the results from Figure 5 indicate that increasing the reciprocal space error does not alter the obtained physical data strongly, we have performed further simulations with fixed
Ewald parameter with varying grid spacings. Results of these simulations are given on the right side of Figure 6 . Increasing the number of grid points n x in the x-direction beyond 12 does not alter either the simulated density or surface tensions, although the error in the forces continues to decrease. However, the extended running times required for the finer meshes make these higher fidelity calculations computationally undesirable.
Therefore, we choose β = 0.28Å −1 and the grid spacing h ≈ 4.17Å as these parameters provide sufficient accuracy. Examining the influence of the parameters of the LJ system provided similar results as those described above. The parameters we obtain for the LJ system are β = 1.1σ −1 and h ≈ 1.22σ for Interpolation order P = 5 and a real space cutoff of r c = 3σ. The corresponding simulations and results are described in the supporting information 40 . 25 is of special interest, as they have also used a PPPM dispersion method to determine the surface tension of SPC/E water.
VII. APPLICATION OF THE SOLVER
A. Lennard-Jones particles
The Lennard-Jones simulations were performed in a box with volume 11.01 × 11.01 ×
176.16σ
3 and 4000 particles that were placed randomly in a subvolume at the center of the box. After minimization using a soft potential, the system was equilibrated for 100 000 timesteps. The timestep was set to 0.005 τ , where τ = σ m/ . Simulations were executed at reduced temperatures T * = k B T / ∈ {0.7, 0.85, 1.1, 1.2} using a Nosé-Hoover 39 thermostat with damping factor 10 τ . The equations of motion were solved using a velocity Verlet algorithm. 45 Afterwards, simulations were run for another 1 000 000 timesteps with the same conditions. During that time, instantaneous surface tensions were calculated every timestep. Configurations were stored every 1 000 timesteps to calculate the density profile.
For simulations without a long-range dispersion solver, we examined cutoffs of 2.5σ, 5σ, and 7.5σ. Simulations with an Ewald solver were performed with cutoffs of 3σ, 4σ, and 5σ. We relied on automatic generation of the Ewald parameter and the cutoff for the k vectors. We used the value of 0.05 as the desired relative accuracy in the forces. 10 The resulting Ewald parameters were 0.60σ −1 , 0.45σ −1 , and 0.36σ −1 ; the number of k vectors were 1616, 677, and 320 for the different cutoffs. In simulations with the dispersion PPPM we used cutoffs of 3σ, 4σ, and 5σ. We used P = 5, β = 1.1σ −1 and a grid with 9 × 9 × 144 mesh points in agreement with our results from Section VI.
Results are given in Table II . Overall, we find good agreement with results from the literature. 10, 43 The simulated densities and surface tensions show a strong dependence on the chosen cutoff in simulation without a long-range dispersion solver. For simulations at higher temperatures, systems with small cutoffs were so close to the critical point that error functions were no longer appropriate for describing the density profile, as can be seen from Figure 7 . Agreement between simulated data with and without long-range dispersion solver can only be obtained when using a large cutoff in simulations without the long-range solver.
Unlike the simulations with a long-range cutoff, the results for the dispersion PPPM method do not show a dependence on the switching radius. For the Ewald sum, a slight dependence of the physical data remains, which we attribute to the automated parameter generation routine in combination with the specified accuracy.
B. SPC/E water
Simulations with SPC/E water were performed with 5 000 water molecules in a box of 50 × 50 × 150Å 3 . The initial configurations of the particles were created using Packmol.
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If not explicitly given in the following, the simulation settings were as those for hexane described in Section VI.
Simulations were executed at 300, 350, and 400 K. For each solver, we used cutoffs of 10, 12, and 16Å for the sum in real space for dispersion and Coulomb interaction. The SHAKE algorithm 46 was used to constrain the bond lengths and bond angles.
A PPPM 21 solver was used for long-range electrostatics in simulations with a plain cutoff for dispersion interaction. We picked interpolation order P = 5 and a grid of 24 × 24 × 54 mesh points as grid parameters. The Ewald parameter was β = 0.255, 0.226, and 0.184Å for all cutoffs. The parameters used for the long-range solver for the Coulomb interaction were the same as those in simulations with a plain cutoff for dispersion. Table III shows the results of the simulations. When not using a long range solver, the simulated density shows slight dependence on the chosen cutoff radius, whereas practically no dependence can be observed when using a long-range solver for dispersion. For simulated surface tensions, neither the cutoff nor the chosen dispersion solver have a strong influence.
The weak or non-existent influence on physical properties of the way dispersion interactions are calculated is due to the fact that Coulomb, and not dispersion, interactions are the dominant contribution to the interactions in this system. Again, our results are in good agreement with the majority of the literature; 10,42-44 however, they differ substantially from those reported by Shi et al. 25 , who performed simulations of SPC/E with a PPPM for dispersion, too. For example, their result for the surface tension at 300 K is more than 70 mN/m (read from Fig. 6 in Ref. 25) , whereas the surface tensions in our simulations are always about 60 mN/m, consistent with other studies. To ensure the validity of our results we have run an additional simulation with increased accuracy, in which we set the Ewald parameter for dispersion to β = 0.3Å −1 , the interpolation order to P = 5 and the grid spacing to h ≈ 1.56Å corresponding to 32 × 32 × 96 mesh points.
Results of this simulation, marked with a dagger in Table III sampling time of only 100 000 timesteps, as substantially longer run times are required to achieve equilibration for water at an interface.
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C. Hexane
If not given in the following, all settings for the hexane simulations were as those reported in Section VI. We studied temperatures of 300, 350, and 400 K and cutoffs of 10, 12, and 16Å.
In simulations with a plain cutoff for dispersion, a PPPM solver was used for electrostat- Simulations with a PPPM are more efficient in such cases. The increase in simulation time is about 35 percent when using the PPPM for dispersion compared to a plain cutoff.
If highly accurate simulated densities are important, then the cutoff for dispersion interactions should be chosen to be at least r c = 12Å in simulations without long-range dispersion solvers. Comparing the simulation time of these simulations to those with a PPPM with a cutoff r c = 10Å shows that using the PPPM is computationally favorable in this case.
For simulations of hexane, in which dispersion interactions dominate, the largest cutoff has to be selected in simulations without long-range dispersion solvers, whereas a small cutoff is sufficient in simulations with the PPPM. As a consequence, the simulations with the PPPM were much faster than those without a long-range dispersion solver.
We would like to note that simulations with the long-range dispersion solver were run without tabulating the pair potential. Including this tabulation will results in additional speed-up of the simulations and might change the comparison above.
IX. CONCLUSIONS AND OUTLOOK
We present a PPPM algorithm for dispersion interactions that calculates long-range dispersion forces accurately and efficiently for inhomogeneous systems. When used correctly, this solver strongly reduces the error that is caused when truncating the pair potential at a plain cutoff and thus provides a better description of the physics of a simulated system.
We derived and tested error estimates that describe the effect of the parameters of the PPPM on simulation results. The presented error estimates are only valid for bulk phase systems and should not be relied on when simulated energies or pressures are relevant.
For not having to rely on the presented error measures, we explored the parameter space to provide parameters that can be used in future simulations. For real physical systems of surfaces, a combination of the Ewald parameter β = 0.28Å −1 , the interpolation order P = 5, the grid spacing h ≈ 4.17Å, and the real space cutoff r c = 10.0Å provided good results for different materials at different temperatures.
We have applied the developed algorithm to study the surface tension of LJ particles, SPC/E water, and hexane. The described algorithm outperforms Ewald summation for all systems that were examined in this study in terms of simulation time.
Comparing the PPPM to simulations with a plain cutoff show that the PPPM is favorable when correction methods cannot be applied or correction methods do not work properly, as for example near the critical point or in some of our hexane and LJ simulations. In systems that are dominated by dispersion, the PPPM outperforms simulations without long-range solvers in tems of computation time, as latter simulations require larger cutoffs.
For strongly charged systems, the PPPM provides a benefit in simulation time only if densities are needed at a high accuracy. In other cases a plain cutoff is favorable in terms of computation time here. However, the advantage of correctness during the simulation and the applicability to arbitrarily shaped surfaces remains.
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