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REMARQUE SUR LA SOMMABILITÉ DES SÉRIES DE TAYLOR 
SUR LEURS CERCLES DE CONVERGENCE, I. 
par 
L Á S Z L Ó A L P Á R 
1. Le comportement de la série de Taylor sur son cercle de convergence 
a été l 'objet de nombreuses recherches. Un résultat particulièrement intéressant 
a été récemment obtenu à ce sujet par M. P. T U B Á N [1]. 
Il envisage no tamment une fonction /x(z) régulière dans le cercle | z \ < 1, 
telle que la fonction 
2
 — C 0 \ 
m = h 
1 - Co 
est également régulière dans le cercle-unité, si le nombre complexe 
est inférieur à 1 en valeur absolue. Il range les fonctions fx(z) e t f2(z) dans 
une même classe, et les considère comme »équivalentes du point de vue de la 
théorie des fonctions« ; il soulève ensuite le problème tout na ture l : sont-
elles »équivalentes du poin t de vue de la théorie des séries«. P o u r expliquer 
ce qu 'on entend par cet te équivalence il faut formuler la question d'une 
manière plus précise : La fonction /x(z) étant régulière dans le cercle-unité, 
elle peut être développée en série de Taylor pour | z | < 1, soit 
со 
La question s'énonce alors ainsi : La convergence de cette série au point 
z = 1 a-t-elle pour conséquence nécessaire la convergence de la série 
au point 
solution de l 'équation 
Ш = / 1 ~ 5" 
1 — ç0z) v=0 
z = 1 + 0 = e'> (y réel) 
1 + Со 
Со 
I - C o z 
1 . 
Sa réponse négative s 'exprime par le théorème suivant : 
Étant donné un nombre complexe f0 =f= 0 dans le cercle-unité on peut 
trouver une fonction 
O - 1 ) m = 2 a v z v 
v = o 
i i Art 
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régulière dans le cercle \ z \ < 1, telle que la série 
(1.2) 
•V 
V=0 
soit convergente et que la série déterminée par la relation 
(1.3) 
1 — í „ 2 C = 0 U 
,v 
soit divergente au point 
1 + ? , 2 = 
1 + C 0 
E n d 'autres termes, malgré la convergence de la série (1.2), la série 
est divergente, pourvu que la fonc t ion f^z) soit convenablement choisie. 
M. T U B Á N a démontré encore que la sommabili té au sens d 'Abel de la 
série (1.1) au point 2 = l a pour conséquence la sommabili té au sens d'Abel 
de la série ( 1.3 ) au poin t z = ( 1 -f- C0) ( 1 + C0) • En out re , il pose dans son article 
différents problèmes à résoudre dans le même ordre d'idées, en part iculier : 
peut-on conclure de la sommabil i té (C, 1 ) de la série (1.2) la sommabili té 
(C, l ) de la série (1.4)? 
C'est ce dernier problème qu i nous intéresse, mais nous t ra i tons une 
quest ion un peu plus générale en examinant la sommabilité (C,k) des deux 
séries mentionnées ci-dessus, к é t a n t un nombre entier positif. Nous allons 
prouver que la sommabili té (C,k) de la série (1.2) n 'entraîne pas nécessaire-
ment la sommabili té (C,k) de la série (1.4). 
2. Dans ce qui suit nous gardons les no ta t ions précédentes et nous 
désignons de plus la и-ième moyenne (C,k) de la série (1.2) par a | f ' et par ftjfi 
celle de la série (1.4). Le théorème que nous venons d'énoncer p e u t donc ê t r e 
formulé d 'une façon plus précise. 
Théorème. Étant donné un nombre complexe C0 =f= 0 dans le cercle-unité, 
on peut trouver une fonction 
(1.4) 
v=0 
1 + С о Г 
1 + Со 
régulière dans le cercle \ z\ < 1, telle que la sériera, soit sommable (C,k), 
c'est-à-dire que la limite " 
( 2 . 2 ) l im at® — A < oo 
П —» со 
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existe, et que la série déterminée par la relation 
(2.3) h 
U - C o U 
ne soit pas sommable (C,lc) au point 
V = 0 
z = 1 + f o 
autrement dit, que la limite 
(2.4) 
n'existe pas. 
lim ß(nk> 
Démonstration. L'idée de notre raisonnement est de prouver qu'entre 
les a<f> et ß(k) on peu t établir une relation de la forme 
(2.5) 
où les c^(£0) ne dépendent que de n, v, к et f 0 . La relation (2.5) définit un 
procédé de sommation qui serait régulier si les conditions de T O E P L I T Z — 
S C H U R étaient remplies. Or, nous allons constater qu'il n'existe pas de constante 
К telle que l 'inégalité 
v=0 
soit vérifiée pour toutes les valeurs de n. Il existe donc des suites convergentes 
{an} qui se t ransforment par la matr ice [c®(í0)] en suites divergentes {тп}. 
Posons donc 
an = A 
k+1 
alors 
n -+- к 
со 
f1(z)=yavz" 
v=o 
n = 1 , 2 
est convergente pour | 2 | < 1 et aW = an, ß'ß> = rn. P a r conséquent la fonction 
fßz) satisfait aux conditions du théorème. 
Pour arriver à cette fin nous par tons d 'une relation classique valable 
pour tous les I s \ < 1 e t qui lie entre elles les suites {an} et {a®} : 
(2.6) 2 T Í * 
1 к 
d'où 
(2.7) 
aW s" = 
( I -
- 2ans" 
n^O 
- Ш - = P k ( e ) , 
( l _ e ) * + l k K ' ' 
/,(*) = (! -s)k^Pk(s) . 
1* 
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De même 
(2 .8) 
л = 0 
п + к ß^s" = 
f l + fo 
„ . о 
ou en tenant compte de (2.3) 
1 + Co 
и 
1 + C „ 5 
\ п = Ц+С. 
(1 — s)k+1 QM 
QM = 
î 
( 1 - s ) k + 1 
fl 
/ I + l ^ - O 
l + Co 
(2.9) 1 - f o 
fi 
( 1 - s ) k + 1 
qui s'écrit, en vertu de la relation (2.7) : 
QM) = 
1 + C p  
1 + Со ' 
( 1 + Q s - Ç 0 ( l + Co)] 
l + C o - C o ( l + C o ) s ] 
(2 .10) 
1 
" ( 1 - s ) fc+1 
1 
( 1 + Со) « - C o ( l + Со) 
l + C o - C o ( l + C o ) « 
fc+ 1 ( 1 + Со) S - C o ( l + Со) 
1 + C o - C o ( l + C o ) S 
| l + C 0 | 2 < k « > 
[ 1 + Со - C 0 ( l + Со) s ] fc+1 
( ( 1 + Со) a - CQ(1 + C 0 ) | 
1 + C o - C o ( l + C o ) . 
Les expressions (2.8) e t (2.10) nous permet tent d 'exprimer ß ^ à l'aide du 
théorème de Cauchy : 
(2 .11) n + k]ßM= ! 1 ± С о Г ^ 
к " 2л i 
Л
 р
к
 [ ( 1 + С о ) Д - С о ( 1 + Со) 
( l + C o - С о ( 1 + Со) S ds 
J [1 + Со —Со(1 +C0)s]k + 1 
( 0 
où (I) est un contour fermé entourant l'origine dans le sens positif et situé 
entièrement à l ' intérieur du cercle-unité. Le changement de variable 
conduit à l 'expression 
l + C o 
s = w 
l + C o 
(2.12) in + к I к ( l + C o ) ^
1 
2 ni 
l + C o 
1 + C o J 
1 — C 0 w dw 
Ci) 
(1 — Ç0w)k+1 wn+l 
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Soit encore 
il en résulte 
1 — Ç0w 
- = <» , 
n -j- к 
к 
ßW 
(2.13) 
1 ( 1 + C „ ) k + 1 
2 n i ( 1 — | f 0 í 2 1 f c 
1 + Ц " í 
i + g J Pk(<o) 
1 + Í 0 W 
W + Со 
n+1 
(1 + Co«)*-1 dm 
(Za) est une courbe fe rmée dans le cercle | со | < 1 en touran t le po in t m = — C0 • 
Nous pouvons p r e n d r e pour (Za) le cercle 1 > | c o | = p > |C0I,É> é tant une 
constante. 
Remplaçons ma in t enan t dans (2.13) Р
к
(ш) par son expression donnée 
sous (2.6) : 
v=0 
,<k> m " 
et nous obtenons n -+- к 
к 
/3(
п
к)
 sous la forme 
(2.14) 
ou 
(2.15) rfS(Co) 
e t pa r suite 
(2 .16) 
n - f - к 
к v=o I 
V + к 
к 
<к> i m . ) . 
1 ( l + C o ) ^ 1 1 + C q | " Г 
1 + f o J J 
1 + C « c o 
+ Co 
n +1 
2 ni ( 1 — j C 0 ! 2 ) k  
H - к 
ß(nk) = 2 - Ц т г P(n%o) <> = 2 C"r(C0) <4' 
( 1 + C 0 ft>)fc_1 d a » 
W 
,, - о \n + к 
к 
r = 0 
sera le procédé de sommat ion cherché dont nous avons fai t allusion avec la 
formule (2.5). Si tou tes les conditions de la régularité é ta ient satisfaites, 
il existerai t une cons tan te К telle que l ' inégalité 
(2.17) 
v = 0 
| c « ( C 0 ) | < К 
soit vérifiée indépendamment de n. Nous allons démontrer que ce n'est pas 
le cas. 
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Désignons pour cela p a r x un n o m b r e d i f fé ren t de zéro e t infér ieur 
à 1 en valeur absolue, soit C0 = [ 1 e>a considérons la fonct ion su ivan te : 
1 ) 1 1
 ^ o ) e ~ i v a x v = 
v = 0 
( 2 . 1 8 ) 
n + к 
r = 0 
РШ o)e~ivaxv= 
1 (1 + C Г\к+1 
2 л г ( 1 — |C0!2) f c 
1 + C « 
1 + t„) 
" -
1
 f in + k\ J cl со 
N=e 
( 1 + C „ o > ) " + *  
(со-Ko)"+1 (1 +e-iaxco)k+ 
où la dernière égalité s ' ob t i en t à l ' a ide de la re la t ion 
1 
v = 0 
(1 + e~iaxco)k+1 
L' in tégra le qu i f igure dans la fo rmule (2.18) peu t ê t r e calculée d ' u n e manière 
explici te. Soi t со = 1 ju, alors le cercle | со | = q se t r ans fo rme en le cercle 
j « I = 1/g e t nous a r r ivons à l ' express ion nouvelle 
H n k ( x ) 
(2.19) 
1 ( l + C o ) * + 1 ( l + C o | " 1 
n -\-k 
к 
x 
2ni (1 — jCo!?)^ 
Г lu + lQ 
J | l + C o * 
1 + Í 0 
- X 
n-r к /7»/ 
(1 + Co«)*"1 — • 
иI (и + е~ш x)k+1 
I 1 - г 
L a fonct ion à in tégrer a un pôle d ' o r d r e к + 1 au p o i n t г« = — e ~ w x d a n s le 
cercle I и | = 1/q; le pôle и = — 1/C0 se t rouve en dehors de ce cercle, car 
nous avons supposé 1 > q > | C0 I- L ' in tégra le (2.19) peu t donc ê t r e déter-
minée p a r le théorème du résidu. Ainsi 
Hnk(x) = (2.20) 
= ( l + C o ) f c + 1 í l + C o j " 1 _ 1_ d ^ 
(l-|C0|2)Ml + C0) (n+k\ k\ duk  
к 
и + Со 
l+C0uj 
n + k 
( 1 + f 0 W ) " - 1 
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Il est facile de prouver par récurrence par r appor t à le que 
« + C r n + k (2.21) d
k
_ 
duk 1 + C 0 « 
(1 + C 0 «> fc-i 
(n + le) (n + Je - 1)... (n + 1) -(1~ |Co|2)" [ u + C° 
1 - K o l 2 i " + C « Г 
En effet, pour le = 1 
d (u + Co n+1 
du ( 1 -j- f
 0 и 
(n + 1) 
(1 + C 0 « ) 2 U + C 0 « 
Supposons maintenant la relation (2.21) vérifiée pour 1 ,2 , et nous 
pouvons écrire : 
dk+k 
duk+1 
и + C0 П+к + 1 
d I d ^ 
du \duk 
1 + C 0 « j 
< u + t ; 0 ) » + k 
1 +C0u 
( 1 + C o « ) * 
(1 + Ç0u)k-1. (u + Q 
Í 
i H i o j r 
du Г ( l + C 0 « ) f c + 4 l + C 0 M 
+ 
Ш d"-1 
' ( « + Co 
l) du"-1 Ü l + C 0 J 
n + f c 
(1 Ч - С о « ) " " 1 
(2.22) = (n + k ) . . . 1) (1 — IColV d 
du [(1 +C0u) 
(u + Со) + 
u 
1 
« + C 0 ) " 4 
1 + Со и 
+ 
= ( n + k ) . . . ( n + 1 ) ( 1 - | C o i 2 ) 
dk Г/ и + Со n+k 
duk LU + Со и 
kl d 
( 1 + C 0 u ) k ~ k 
I du 
+ 
1 и + Со Л т Г 
[ ( 1 + C o « ) k 1 + f 0 « 
к 
и + Co u 
+ 
= (n + к + 1) (n + le) . . . (n + 1) 
(1 + C0u)k+1 1 + С0м 
( l - | C 0 | 2 ) k + 1 l u + C - 1« 
( 1 + C 0 « ) k + 2 1 + C o « 
8 ALPÁR. 
La relation (2.21) est donc vérifiée. Nous en déduisons pour Hnk(x) sa forme 
définitive : 
Hnk{z) = 
(2.23) 
(1 + fol n 1 + C o | k + , i 
U + Co .1 Kol x l 1 1 — K o l * 
(2.24) 
= ( - l ) " e -
Par la suite la fonct ion 
x
 Kol 
ma (1 + Co " ( 1 + C o fc+1 x ~ Kol 
U + C0 U — Kol®] 1 — Kol x 
l ~ K o N 
n со 
v=0 
jouera un rôle impor tant . C'est M. B. M. BAJSANSKI [2] qui s 'est occupé des 
fonctions de ce genre, données par cet te dernière formule, et la relat ion 
(2.25) 
„
U m 2 ' M K o l ) | = 
1
 v = 0 
est une conséquence directe du théorème 3. de son essai. 
Pour pouvoir prof i ter de cette circonstance nous devons développer 
(1— |C0| x)k+1 Hnk(x) selon les puissances de x. Or, un calcul s imple nous 
conduit à l ' ident i té 
( 1 - ! С 0 | х ) * + 1 я п , И 
(2 .26) 
к 
1 + 1 
l 
( — l ) " e ~ 1 + Co 
1 + f o ) 
(1 + f o ) " + 1 
Kol ' 
x
~ Ko 
e - " " ' x - -
1 - K o l ^ J 
11 f a u t remarquer que 
d'après (2.25) 
к + 1 
Z 
(2.27) lim 
П—» oo 
°° \ v > 
^ ^ /1 + v — Z 
7 1 + 1 ) I и 
' v=o ! i=o I A 
0 pour tous les Z > 1 + 1. Par conséquent 
K o l ' e " a î # l - / K o ) = 
1 + 1 
Z 
= lim Ln = + o o . 
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Mais 
^ I v = 0 1=0 
ik + v — l tic + 1 ) 
1 1 ) 
= ( i + |C, 
ív -f- к 
к 
K o N ^ U C o ) ! = 
E t p a r s u i t e 
/ г 4 - & 
00 I 1 
H m L n ^ ( l + | C „ ! r 4 i m 2 - £ A ; 
П—>co « - .oo » - D / l - j - l 
(2.29) 
»Со)! = 
= (1 + |C0 | ) f c + 1 l i m ^ > ® ( С о ) | = + » 
n-t со V=0 
L a c o n d i t i o n (2 .17) n e p e u t d o n c p a s ê t r e r e m p l i e . I l n ' e x i s t e p a s d e 
c o n s t a n t e К te l l e q u e l ' i n é g a l i t é 
2\сШо)\<К 
v = o 
soi t v é r i f i é e p o u r c h a q u e v a l e u r d u n o m b r e n. Ce q u i p r o u v e n o t r e t h é o r è m e . 
(Reçu le 20 F é v r i e r 1958.) 
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ALPÁR 
MEGJEGYZÉS A TAYLOR-SOR SZUMMABILITÁSÁRÓL 
A KONVERGENCIAKÖRÖN, I. 
A L P Á R L. 
Kivonat 
A szerző egy TÚRÁN PÁL által felvetet t kérdésre ad választ. TÚRÁN 
k imuta t j a (saj tó a la t t levő [1] dolgozatában), hogy ha 0 < | C0 | < 1, akkor 
ta lálható olyan, a | z | < 1 körben reguláris 
(!) / i ( z ) = 2 4 z " , 
J» = 0 
függvény, melynél a 
( 2 ) 2 a „ 
v = 0 
Z — С 
sor konvergenciája ellenére, a 0 transzformáció segítségével előállított 
1 - C 0 z 
(3) /i Z - Cp j 
L - C 0 z 
= / 2 ( z ) = ^ M C 0 ) z v 
v = 0 
és az egységkörben szintén reguláris függvény hatványsora а (г—C0)/( 1 — C0z) = 1 
egyenlet megoldás-pontjában, a z = (1 + C0)/(l + C0) pontban divergens. TÚRÁN 
még azt is bebizonyít ja, bogy ha az (1) sor a z = I pontban Abei-szummálható, 
akkor a (3) sor а г = (1 + C0)/(l + C0) pontban ugyancsakAbel-szummálható. 
Kérdése az, hogy a (2) sor (С, 1) szummálhatóságából feltétlenül következik-e 
a (3) sor (C, 1) szummálhatósága is а г = (1 -f C0)/(l + Со) pon tban . 
A szerző azt az általánosabb té tel t m u t a t j a ki, hogy ha к tetszőleges 
pozitív egész szám, akkor a (2) sor (C,k) szummálhatóságából nem feltétlenül 
következik a 
(4) 2 MCо) 
v = 0 
1 + СоГ 
1 + Co 
sor (С,k) szummálhatósága. 
A bizonyítás lényege a következő: Jelölje a(nk- a (2) és ffl a (4) sorn-edik 
(С, k) közepét. Kimuta t juk , hogy az a ^ - e k és ß ^ - e k között ta lá lható olyan 
(5) №> = 
=vO 
alakú kapcsolat, ahol с^(С0) csak az n, v, к és C0 értékektől függ. Az (5) össze-
függés szummációs eljárást definiál, amely permanens, ha [с^(С0)] mát r ixa 
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kielégíti a TOEPLITZ—ScHUR-féle feltételeket. Bebizonyítjuk, hogy ennek 
ellenkezője igaz, amennyiben igazoljuk, hogy nines olyan К állandó, amelyre a 
>><Д!(С0)| < К 
v=0 
egyenlőtlenség minden re-re teljesülne. Van t ehá t olyan konvergens {a n } 
sorozat, amelynek { r n } t ranszformál t ja divergens. Legyen ezután 
' In + к 
j * 
а
п 
akkor az 
Ш = 
v=o 
sor konvergens a j z | < 1 körben és a^ — an, ßW = т„, azaz Д(г) éppen 
a tétel követelményeinek megfelelő függvény. 
ЗАМЕЧАНИЕ О СУММИРУЕМОСТИ РЯДА TAYLOR-A 
НА ОКРУЖНОСТИ СХОДИМОСТИ, I. 
L . A L P Á R 
Резюме 
Автор дает ответ на один вопрос, поставленный Р . TURÁN-OM. T Ú R Á N 
показал (в одной находящейся в печати работе [1]), что если 0 < |С0| < L то 
существует такая, регулярная в круге | г [ < 1 функция 
оэ 
(1) к (2) = ^ 4 z * 
р = 0 
что, несмотря на сходимость ряда 
( 2 ) 
F = 0 
степенной ряд полученной с помощью преобразовании (z — С0)/(1 — Сог) в 
единичном круге также регулярной функции 
Z - C o ' (3) А 
1 + С, 
= Ш = ybv(Qzv 
г = 0 
расходится в точке z = (1 + С0)/(1 + С0) н е z такая точка, что 
(z — С0)/(1 — C0z) = 1. T Ú R Á N доказал также, что если ряд (1) суммируем 
по Abel-ю в точке z = 1, то то же самое имеет место в точке z = 
= (1 + С„)/(1 +Со) Д Л Я Р Я Д 3 (3). Он спрашивает: обязательно следует ли 
из суммируемости (С, 1) ряда (2) суммируемость (С, 1) ряда (3) в точке 
z = (1 + Ш + ío) ? 
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Автор доказывает более общую теорему, согласно которой при любом 
целом положительном к из суммириемости (С, к) ряда (2) не обязательно 
следует суммируемость (С, к) ряда 
(4 ) V 1 + Coï 
Сущность доказательства такова : Пусть а ® и ß ^ обозначает л-ые 
средние (С, к) рядов (2) и (4) соответственно. Доказывается, что между 
а ® и ßW имеет место соотношение типа 
(5) 
v = 0 
где с^ ДСо) зависит лишь от n, v, к и £0. Соотношение (5) определяет процесс 
суммирования, который регулярный если матрица [ДЙ(С0)] удовлетворяет 
условию TOEPLITZ—ScHUR-a. Доказывается, что имеет место противное: 
не существует такой постоянной К для которой неравенство 
V 
Ä , 1 
Ä ) l < к 
имел бы место для всех п. Таким образом, существует такая сходящаяся после-
довательность {«•„}, преобразованная которой — {т
п
} расходится. Пусть 
= Л к + 1 а
п = А 
п + к 
к 
тогда ряд Д(г) = > a v z v 
v=o 
сходится в круге | г \ < 1 и а(
п
"> = а
п
, ß(k) — т„ т. е. функция /Дг) удовле-
творяет требованиям теоремы. 
EXTENSION OF CERTAIN THEOREMS OF THE STURMIAN TYPE TO 
NONLINEAR SECOND ORDER DIFFERENTIAL EQUATIONS 
by 
I M R E B I H A R I 1 ) 
Introduction 
M. BÔCHER [I], [2] (pp. 44—52) added a series of new results t o those 
of CH. STURM [3] concerning the linear combination of a solution a n d its 
derivative, of a second order linear differential equat ion. The present paper 
gives some new contr ibut ions to these investigations concerning certain 
nonlinear equations. 
I t h a n k J. CZXPSZER for his valuable criticism and remarks. 
§ 1 
I n a preceding pape r [4] of t he author the equat ion 
A(P(®) v') + Q{x,X)f(v,v')= 0 
ax 
was discussed f rom t h e poin t of view of oscillation and comparison of t he 
solutions. In the present paper we deal with solutions of the equat ion 
(1) ~(P(x)v') + Q(x)f(v,v') = 0 . 
Let the following condit ions be assumed throughout this paper : 
1. P(x) > 0 and P(x)£C0, Q{x) £ C0 in [a, b], 
2. f{v, w) is defined for a rb i t ra ry v,w and f(v, w) £ Lip (1) in any bounded 
domain, 
3. /(A V, A w) = A f(v, w), /(0, w) = 0 and sgn f(v, w) = sgn v. 
Let us t a k e two linearly independent solutions (vx, v2) of (1). They have no 
zero in common. (See [4], § 1.). We conclude herefrom t h a t 
A (x) = v2 vx — v2 v'x =f= 0 in [a, 6] . 
Namely regard a po in t с with a gL с ^ b where xq(c) =f= 0, v2(c) ф 0 b u t 
A{c) = 0, i. e. 
v'l(c) __ vt(c) 
v±{c) v2(c) 
9 Polytechnic Univers i ty of Budapest , 1st Depar tment of Mathematics. 
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Hence v2(c) = Я vx(c), v'2{c) — Áuj(c) (1^=0) a n d this involves » g ^ A i q in 
[а, Ъ~\. On the o ther hand if v1 = 0, Л(х) = v[ v2 ф 0; for v[=f=Q (except 
v1 = 0) and v2 ф 0. I t is a s imple well known fac t t ha t v (if different from 
V = 0) cannot h a v e an infinity of zeros in [a, 6]. For this would imply v(c) = 
v'(c) = 0 a t a l imiting point с of these zeros, and this contradicts v ф 0. 
Consider now t h e linear expression of v a n d v' (v ф 0) 
(2) 0(x)=<p1v-<p2Pv' . 
Assuming sui table conditions Ф(х) cannot oscillate in [a, fc] infinitely often. 
This is expressed by 
Theorem 1. Let cpv <p2 and /(», w) satisfy in [a, b] the conditions 
1. <px(x) and (p2{x) are derivable, 
2. К = <P'l<P2- <P2 <Pl + ^ + f(<P2 Л <Pl) Ф 0 , 
then Ф cannot have an infinity of zeros in [a, 6].2) 
Proof. I n t he opposite ease there would exist again a point с in [a, 6] 
where 
Ф(с) = Ф'(с) — 0 . 
With regard to (1) and (2) we have herefrom 
(3) <Piv — f2Pv' = ° 
(4) <p[v+ - <p'2 P) v' + <Рг Qf(v, «О = 0 , 
whence being v(c) ф 0 or v'{c) =f= 0 
V'
 = <Pl or V =<P2P 
V <p2 P V' <px 
(Namely owing to the f i rs t equat ion if г; 0, then <p2 ф 0, if v' ф 0, then 
<р 1ф 0.) P u t t i n g this in (4) we get 
~ {<Pi, (P2} = 0 or {tpt, <p2) = 0 at X = с 
Y 2 И 
what is impossible. 
§ 2 
The zeros of two l inear ly independent solutions (u1; v2) of (1) separate 
each other (see [4] § 2.). — W e raise the problem of f inding suitable conditions 
for the same behaviour of t h e functions 
Ф1 = <Pi vx — <p2 Pv[ 
(5) 
Ф2 = ' f i V2 ~ Ч>2 Pv2 • 
2) Theorems 1 . and 3 . r educe to B Ô C H E R ' S theorems provided tha t f(v, v') = v. 
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We can give such conditions only for the special case where f(v, w) — 
= v3/(v2w2), i. e. for the equat ion 
(6) (Pv'Y + Q — — = 0 
V2 -f- v'2 
discussed several t imes in [4]. I n t he linear case — where f(v, w) = v — the 
func t ion Ф(х) = <pxv — q>2 Pv' satisfies the second order linear homogeneous 
equat ion 
p
 {Vv <Pà {РФ'У = АФ + ВФ' 
A and В depending on <plt <p2, P, Q by intr icate formulae. This equat ion is not 
singular provided t h a t P =f= 0, { çq, cp2 } ф 0. As q>\ + <p\ > 0, the funct ions 
Ф
ъ
 Ф2 are linearly independent such as vx and v2, consequently their zeros 
separa te each other, t hus B Ô C H E R ' S theorem ( [ 2 ] , p. 4 8 . ) — relat ive to linear 
equat ions — is not very far reaching. 
However, assuming f(v, w) t o be nonlinear, a nonlinear second order 
equat ion is obtained for Ф not belonging to types, for which i t is known 
t h a t zeros of their " independen t " solutions separa te each other ; moreover 
we canno t establish whether Ф1г Ф2 are independent , for we do not know 
whether they have zeros in common or not. 
I t is in the esentially nonlinear case where the separation theorem con-
cerning Ф
ъ
 Ф2 claims for a " s e p a r a t e " proof. 
T h e actual proof shows just t h e fact t h a t Ф1 and Ф2 are linearly inde-
penden t . 
I n order t h a t and Ф2 should not have an infinite number of zeros 
in [a, Z>] we assume here too t h a t 
{'Pi, Ч2} = + <H - <á П + J *
 ; , ф h in [a, 6] . 
P <p%P2 4- <pi 
Let xlt x2 be two consecutive zeros of Фх in [a, 5]. Fur the r — for the sake of 
brevi ty — we introduce the nota t ions 
A = <p\ + P(<p[ <P2 — <p2 <Pi) = <?\ 
Now we can formula te 
1 - p ЧР2 
/ 
'Pi 
, В = — <Pi<p2Q, С = cp\ QP 
Theorem 2. If 
1) <plt <p2 are derivable, P > 0, P £C0, Q £C0, {q>v q>2} ф 0, 
2) A > 0 , A+C> 0 , B2(A + C) < 3 AC{ 4 A + C) 
then Ф2 has a zero (and only one) in (xlt x2) and conversely : Ф1 has a 
unique zero between two successive roots of Ф2. 
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In particular, in order to satisfy the conditions 1) and 2) it is sufficient 
to assume the following hypotheses : 
1') P > 0 , Q > 0 , 3P-Q , л < : , 9h¥=°> <Pl. f t 
3 P 2 
are derivable, I' Ç C0, Q^C0. 
Viz. condition 1') involves 
A = cp2 1 - P ft\' 
f l ) . 
Q 
> — <Pl> 0 , A + C > 0 , [<px, <p2} 
О I 
P < p 2 P 2 + q>2 
and — as it may be easily seen 
B2 < 3 AC . 
Bat this implies 
B2{A +C) < 3AC(A + С) < 3AC{4 A + C) . 
Proof. If t h e theorem were false, Ф, would no t vanish in (aq, x2). Ф2  
canno t vanish a t any one of aq a n d aq, for Ф1 and Ф2 have no zero in common 
a t all ; otherwise we should have v'x v2 — v'2vx = 0 as a t this point g?f + P2 cp\ > 0 
(see (5)). Consequently the funct ion Ф
Х
\Ф2 is derivable in [aq, x2] and vanishes 
a t aq and aq, therefore by the theorem of Rolle there is a point с with aq < с < aq 
such t ha t 
A 
dx 
= 0 resp. Ф'
х
 Ф2 — Ф2 Фх = 0 . 
Writ ing this o u t in detail 
<P'i vx + <P2Q 
v\ + v'2 
+ (9»i —<P2P) v'i ('Pi v2 — (p2 Pv'2) — 
<PÍ v2 + 
v\ + v'i 
- + (<Pl — <P2P) v'i 
<Pl + (f'l f t — f t <Pl) P — f l f t Qv 1 V2 
{(pxvx-q>2Pv'x) = 
v'1v2 + v'2v1 . 
(vl + v'2) (V2 + v'i) 
+ f \ QP v\ v\ + v\ v'i + vx v2 v'x v'2 + v'i v\ • A = 0 
(V2 + v ' i ) {v\ + v ' i ) 
where A = v'xv2 — v'2vx. Therefore the expression in the square bracket3* 
3) Let us denote this expression by E. 
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has to vanish a t x = c. We state t h a t neither vl nor v2 vanishes a t c. Supposing 
e. g. v2(c) = 0, t h e n v^c) =f= 0 and we have a t x = с 
1 v' 
9>i+ {<Pi<Pi — <P'i<Pi)p + <PlQp ~ = ° where z1 = -1 . 1 + z\ v l 
B y our notations th is can be wr i t ten as 
(7) A + С - 1 - = 0 or z\ = - . 
1 + 2 « A 
In view of (A + 0)jA > 0 wre obtained a contradict ion. Pu t t i ng 
2 
' 1 > = Zn 
the expression 
(8) e = A + + + ± 4 4) 
(1 + z f ) (1 + z\) 
has to vanish according to our assumptions. Introducing the notat ions 
21 + г2 = f Z1Z2 = t) 
we ob ta in the equat ion as follows 
A B£ + C( 1+y + V*) = 0 
1 + £2 — 2rj + rj2 
or 
(9) A?- + BÇ + [(A+C)rlz+(C-2A)r] + A+C]= 0 . 
Considering this as a second order equation in | t he discriminant is 
f(tj) =B2-4A [(A + C) rf + (С - 2A) r] + A + С] = - 4A(A + 
+ C) r? - 4A(C - 2A) n + B2 - 4A(A + C) . 
But this is not capable to assume nonnegative values because its discriminant 
16+ [B2{A + C) - 3 + <7(4+ + (7)] < 0 
and — 4 + ( + + C) < 0. Therefore (9) has no real roots and so zlt z2 cannot 
be real. This contradict ion proves t he theorem. 
§ 3 
Taking a unique not identically vanishing solution v of (1) we shall 
invest igate the zeros of the two expressions 
Ф = cp1v — f2Pv' 
(10) 
W = у)
г
 v — y>2 Pv' . 
2 A M a t e m a t i k a i K u t a t ó I n t é z e t Közleményei I I I . / l — 2 . 
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W e ask whether one can obta in similar results as we got in t he previous §? 
T h e answer t u r n e d out to be af f i rmat ive (as for linear equations). This is 
t h e content of 
Theorem 3. If <p1, <p2, y>} and y>2 are derivable, and {<рг, <p2} =f= 0, {y>1 y>2} ф 0, 
D = (p1 y>2 — y>1 cp„ ф 0 in [a, 6], then the zeros of Ф separate those of W and 
conversely. 
This theorem is meaningless unless one a t least of Ф and f has several 
zeros in [a, 6]. 
Proof. A differential equa t ion will be deduced satisfied b y Ф and XP 
(resp. by Ф/Ф). — We s ta r t f r o m the ident i ty 
Ф(У1 » — У2Pv') — ^(Viv — ViPrf) = 0  
w h a t can be b r o u g h t to the fo rm 
(11) ^ Ф - у ^ п - ^ Ф - у ^ Р и ' = 0 . 
W i t h regard to equat ion (1) we get by derivat ion herefrom 
(12) ~ ^ + У'1® ~ v W v + ^ - n V - ( V z ® + 
ФУ^-У* Ч") P] »' + (Va ф - 9t f ) Qf(v, V) = 0 . 
F r o m (11) identically 
(13) v ' ^ 1 
» P y2Ф-у2Ф 
P u t t i n g this in to (12) 
+ 
(у
г
Ф' - yxW + у[Ф - y[W) + [Vl0 - Vlw - (v',0 - y'2V + 
Ф' - *>2!Р) Л ± +(у2Ф- y2V)Qf{ 1, i % = о . 
P у2Ф-у2Ф Pxp20-<p2W) 
As D = yly2 — У2У1Ф 0, we can express Ф' f rom this equat ion a t a point 
where Ф = 0 a n d 4" a t a po in t where W = 0, obtaining 
ф '
 = _ fa' ^ 2 } <// 
D 
where gc2} a n d {yv V2} a r e ttio funct ions defined in § 1. The functions 
Ф and Ф — as (10) shows — cannot vanish simultaneously. The remainder 
of the proof proceeds perfec t ly on the lines followed by B Ô C H E R (see [ 1 ] , 
p. 4 3 0 ) and we omi t its mere reproduction. The rest of B Ô C H E R ' S results in 
[1] may also be extended to equat ion (1). We mention only this : If we assume 
fur thermore t h a t {y1 ,y2} a n d {yv Vz) have opposite signs in [a, b], then 
one a t most of Ф and W can vanish and moreover only once. 
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Application to equat ion (6). Take cp1 = cp, <p2 = 1. y>i—l,y>z = 0, 
then Ф = cpv — Pv', W — V and 
w2 QP2 1 
{<Pv 9>a} = <P' + - +
 p 2 , {Vx, Ы = - > 0 . 
P <p2 + P- P 
Therefore if we choose <p so tha t 
(14) ^ + Í n U U ] , 
then only one of v and (pv — Pv' can vanish in [a, b] and a t most once, i. e. 
equation (6) is non-oscillatory (no solution of (6) can have several zeros in 
[a, 6]). Specializing <p in (14) we obtain various sufficient conditions for t he 
non-oscillatory character of (6). — E. g. <p = 0 results in Q < 0. In this case 
v and v' together can have a t most one zero in [a, 6]. 
§ 4 
Suppose t h a t in (6) Q = const., P = const. > 0 , — — À, then we have 
the equat ion P 
(15) ' v" + Я — - — = 0 . 
V2 -f- v'2 
— As known (see [4] § 3) — every solution of (15) is periodic with the period 
P) — ( ^ d u , КиЛ)= М ( 1 + Ц 2 ) . 
J и u 2 ( 1 + «») + A 
CO 
Replacing in (6) P by a smaller, Q by a larger funct ion, t he oscillation will 
be more rap id (see [4] § 2). Therefore if 
max Q 
= / I j 
mm P 
(maximum a n d minimum are t aken in [a, &]) and P>t > 2(b — a), then (6) is 
non-oscillatory. — Denoting min Qjmax P by Л2 and by k a positive integer, 
every solution of (6) has at least Jc zeros in [a, 6] provided that 
kpK (b — a) . 
Remark. The second (resp. fcth) order par t ia l differential equat ion 
9 kU du 
3 Ук ' dx, 
9 2 n, 
Ut + Q(x,X)t 
d x 2 
= 0 
(I; > 0 integer and f(yp, yq) = y f(p, q)) leads by the subs t i tu t ion и = ey v(x) 
t o the equat ion 
v" + Q(x, A) f(v, V) = 0 . 
2 * 
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Therefore t he results obta ined here and in [4] relative to this last equat ion 
m a y be appl ied in the qual i ta t ive investigation of certain solutions of t he 
preceding equa t ion . 
(Received at 26 February , 1958. — In revised form at 24 March, 1958.) 
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BIZONYOS STURM-TIPUSŰ EREDMÉNYEK KITERJESZTÉSE 
MÁSODRENDŰ NEMLINEÁRIS DIFFERENCIÁLEGYENLETEKRE 
B I H A R I I . 
Kivonat 
A dolgozat célja B Ô C H E R [1], [2] és S T U R M [3] bizonyos lineáris terüle ten 
nyert eredményeinek a ki terjesztése nemlineáris területre. Ezek az eredmények 
nemlineáris egyenletek l ineárisan független megoldásaiból és azok derivál t jai-
ból képezett függvénypárok zérushelyeinek szétválasztására, az egyenlet 
oszcilláló v a g y nem oszcilláló voltának, e zérushelyek közül egy a d o t t véges 
interval lumba esők száma végességének megállapítására vonatkoznak. Hasonló 
eredmények szerepelnek egy megoldásból és derivált jából képzet t két és 
több lineáris kifejezésre. 
РАСПРОСТРАНЕНИЕ НЕКОТОРЫХ РЕЗУЛЬТАТОВ ТИПА STURM-A 
НА ЛИНЕЙНЫЕ ДИФФЕРЕНЦИАЛЬНЫЕ УРАВНЕНИЯ ВТОРОГО 
ПОРЯДКА 
I. B I H A R I 
Резюме 
Цель работы — распространение на нелинейную случай некоторых 
результатов BôcHER-a [1], [2] и S T U R M - Э [3] полученных в линейной случае. 
Эти результаты относятся к отделению нулей пар функций, образованных 
из линейно независимых решений уравнений и их производных, к опреде-
лению осциллируемости или неосциллируемости уравнения, конечности 
числа нулей в данном конечном отрезке. Аналогичные результаты фигури-
руют для двух и большего числа линейных выражений, полученных из 
одного решения и его производных. 
ÜBER DAS THOMSONSCHE PRINZIP 
von 
G É Z A F R E U D 
In elektrischer Formulierung leu te t das Thomsonsche Prinzip bekanntl ich 
folgendermassen : E0 sei ein elektrostatisches Feld, das von den Ladungen 
Qlt Q2,..., Qn erzeugt wird, welche auf den sich paarweise nicht berührenden 
und nicht durchdringenden elektrisch leitenden K ö r p e r n K1, K2, . . .,Kn 
mit den Oberflächen Fv F2, ..., Fri ver te i l t sind. Die Ladung auf F , sei Qt. 
Es sei E ein anderes Vektorfeld, welches, sowohl wie E0 die Eigenschaft 
besitzt . Hier muss an der rechten Seite über alle Indices i summier t 
worden, fü r die Kt innerhalb des von der geschlossenen Fläche F begrenzten 
endlichen Gebietes liegt, ( l a ) soll für jede solche geschlossene Fläche F gelten, 
welche keines der Kt schneidet. E r s t r eck t sich der R a u m ausserhalb der A", 
ins Unendliche, dann wird auch die Gült igkeit von 
vorausgesetzt . Wie üblich, bedeute t r den Abstand von einen festen Aufpunk t . 
Die rechte Seite in ( la ) bedeute t hier die Summe der Ladungen innerhalb 
der geschlossenen Fläche F mi t dem Flächenelement d f . D a n n ist die elektro-
stat ische Energie des ta tsächl ich auf t re tenden Feldes E0 die kleinste, die bei 
verschiedener Wahl des f ik t iven Feldes E entsteht : 
(dx ist das Volumenelement). 
Es gibt auch eine gleichwertige Formulierung dieses Prinzipes fü r 
s ta t ionäre Ströme. Kv K2, . . ., Kn seien vollkommene Leiter , denen also 
keine Potent ialunterschiede infolge Leitungsströme ents tehen . Diese Leiter 
seien in ein homogenes Medium endlicher Leitfähigkeit e ingebet te t und auf 
fes t gehal tenen Spannungen gehalten. Das Feld clor S t romdichte des ent-
stehenden s ta t ionären Stromes sei i0. Dies soll mit einem Felde i verglichen 
werden, welche dieselben Quellen und Senken wie ?'„ besi tzt . In Formeln 
heisst es 
( la ) 
F 
EI = 0(r~2) 
(2a) 
( lb) cf i d f = f i
 0 df 
F F 
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fü r jede geschlossene, die Kt n icht schneidende Fläche F. Anschaulich bedeutet 
dass dass aus jedem Lei ter derselbe Gesamtstrom fliesst und im Felde 
keine weiteren Quellen und Senken vorhanden sind. Dann ist der Wärmeverlust 
bei i0 am niedrigsten. Nach Unterdrücken konstanter Faktoren, lautet das 
formelmässig 
Der gemeinsame mathematische Inhalt dieser Behauptungen besteht darin, 
dass unter Feldern mit gleichen Quellen und Senken das Wirbelfreie das kleinste 
Quadratintegral besitzt.1! 
In der praktischen Elektrotechnik hat es eine immer wachsende Bedeu-
tung, die Stromverteilung in Leitern zu studieren, in welchen zwischen Strom 
und Spannung ein nichtlinearer Zusammenhang besteht . Meistens ist die 
Spannung gleich einer Po tenz der Stromstärke. Das Thomsonsche Prinzip 
ist in der oben formulierten Allgemeinheit leider falsch. Doch werden wir 
zeigen, dass unter weiterer Einchränkungen der Konkurenzfelder eine Variante 
des Prinzipes gültig bleibt. 
Satz. Die vollkommenen Leiter Kv K2, . . ., Kn seien an fest gehaltenen 
Spannungen gelegt und in ein homogenes Medium eingebetett, in welchem 
das Potenzgesetzt 
zwischen den Vektoren der Stromdichte und dem Vektor des elektrischen 
Feldes besteht, wobei E der Vektor der elektrischen Feldstärke ist, i der 
Vektor der elektrischen Stromdichte, und г der Betrag des letzteren. Es 
entstehe im Medium das elektrische Feld E0 und der Strcmverlauf i0. Wir 
betrachten nun solche Konkurrenzverteilungen i des Stromes, welche die 
Gleichung ( lb ) befriedigen und denselben Stromlinienverlauf wie i0 lesitzen, 
d. h. i und ia sind in jedem Punkte parallel und gleichgerichtet. Wir berechnen 
aus г ein fiktives elektrisches Feld E nach (3). Behauptet wird, dass der 
Ausdruck der Verlustleistung 
fü i = i0, E = E0 am kleinsten ausfällt. 
Dieses Prinzip scheint geeignet zu sein, die Stromverteilung angenähert 
zu berechnen, falls das Stromlinienbild in guter Näherung vorhanden ist. 
Bezüglich Anwendungen sei auf eine folgende Arbeit von hierin J . R I N A G E L 
verwiesen. 
Beweis. Das tatsächl ich entstandene Feld En besi tz t ein Potential : 
(2b) J il dr < ( i2 dr . 
(3) E = aiP~4 (а > 0 , ß > 0) 
(4) W=^Eidr 
E0 = — gra 1Ф . 
i = ( 1 + X) Í , 
о > 
1) Es werden auch Oberflächenwirbel mitberücksichtigt , d . h. die Komponente 
von E ent lang der Oberfläche muss in jedem Punk te der F i verschwinden. 
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wobei x > — 1 eine ska la re Or t s funk t ion m i t d iv(a ; i 0 ) = 0 bedeu te t . Wir 
bi lden eine e inpa ramet r ige Schar von zugelassenen f ik t iven S t romver te i lungen 
(6) i(e) = (1 + ex)i0 O ^ e ^ l 
bi lden hieraus E(e) n a c h (3) und" zeigen, class der Ausdruck 
(7) TT(e) = y |-F(e) i(e) dr 
seinen kleinsten W e r t f ü r e = 0 a n n i m m t . Man e rhä l t nach einigen Rech-
nungen 
IdW 
de e=0 2 J 
) d x = - ß+1 grad Ф(х i0) dr = 
ß + 1 
J E0{x i0 
J c i v (Ф x i0) dr -f - ^ 1 j Ф d iv (x ig) dr . 
Nach ( lb ) is t div (xi0) = 0, daher verschwinde t das zweite Glied. Das I n t e g r a l 
im ers ten Gliede is t gleich 
2 (!>v ( f ) x i0 dt , 
v=l •/ 
wobei Fv die Ober f läche von Kv b e d e u t e t u n d 0 „ der kons tan te W e r t v o n 
Ф auf Kv is t . Nach ( lb ) müssen n u n alle In t eg ra le über die einzelnen Fv 
verschwinden. Es e rgab sich also 
(8) 
Es ist weiter 
(9) 
dW 
de 
= 0 
e = 0 
d2W 
de2 
= Y (ß + l)ßij (1 + exy~x x2iß+1dr > 0 
falls x n i ch t ident isch verschwindet . Aus (8) u n d (9) e rs ieht man, dass W(e) 
fü r e = 0 ta t säch l ich a m kleinsten wird, w. z. b. w. 
(Eingegangen 20. May. 1958.) 
A THOMSON-ELVRŐL 
F R E U D G. 
Kivonat 
I A K x , K 2 К п ideális vezetők o lyan e lek t romosan vezető közegbe 
vannak ágyazva , me lyben az E elektromos térerősség vek to r és az i á r a m s ű r ű -
ség vek to r közö t t az 
E = a F-H a > 0, ß > 0 
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nem-lineáris kapcsolat áll fenn. Legyen E0, íq äz a ténylegesen kialakuló 
elektromos t é r és áramelosztás, amelynél a vezetőből áram lép ki 
{j = 1 , 2 , . . ., и). Tekintsük az olyan f ikt ív i árameloszlásokat, melyeknek 
forrásai és nyelői io-lal azonosak, azaz amelyeknél minden zárt F felületre 
cf idf = ф i0 df 
F F 
teljesül és az i vektor minden pontban ugyanolyan irányú, mint i0. Ebből az 
i fiktív árameloszlásból az 
ф Edf = yQi 
F ( = 1 
és 
W = 1 f j E i d x 
képletekkel számítot t f ikt ív wattveszteség akkor a legkisebb, ha í = í 0 . 
О ПРИНЦИПЕ THOMSON-A 
G. F R E U D 
Резюме 
Идеальные проводники К
ъ
 К 2 , . . . , К п помещены в такую электри-
чески проводящую среду, в которой между вектором электрической силы 
поля Е и вектором плотности тока г имеет место нелинейная связь 
Е — а%Р-Н а > 0, ß > 0 . 
Пусть Е0, i0 суть действительно возникающие электрическое поле и распре-
деление тока, при котором из проводника Kj выходит ток í j ( j = 1 , 2 , . . . , n). 
Рассмотрим такие фиктивные распределения тока i, для которых для всякой 
замкнутой поверхности F имеет место 
ф г df = <f i0 df 
F F 
и направление вектора i в каждой точке совпадает с направлением г0. Для 
этого фиктивного распределния тока i фиктивная ваттовая потера, вычи-
сляемая формулами 
j E d f = У Qt 
и 
W = ф Г Е г dr 
наименьшая тогда, когда i = i0. 
О СХОДИМОСТИ ИНТЕРПОЛЯЦИОННОГО МЕТОДА 
ДЛЯ ДИФФЕРЕНЦИАЛЬНЫХ И ИНТЕГРАЛЬНЫХ УРАВНЕНИЙ 
O T T Ó K I S 
В настоящей работе изучается сходимость интерполяционного метода 
для решения линейных интегральных уравнений второго рода и граничных 
задач для обыкновенных дифференциальных уравнений. Полученные резуль-
таты общее и лучше известных. 
В § 1 перечисляются полученные до сих пор факты об интерполя-
ционном методе. § 2 и § 3 содержат некоторые новые результаты для случая 
интегральных и дифференциальных уравнений соответственно. В двух 
последних §-ах приведены их доказательства. 
В дальнейших сообщениях будет изучено решение интерполяционным 
методом задач о собственных значениях и уравнений с частными производ-
ными. 
§ 1 
Интерполяционный метод, о котором идет речь, был предложен Л. В. 
Клнторовичем для приближенного решения уравнений с частными 
производными (см. [1]). Для решения обыкновенных дифференциальных 
уравнений этот метод впервые был применен в [2]. 
Если ограничиться случаем уравнения 
2т- 1 
( 1 ) = >' fk(x) уЩх) + /(*) 
к=О 
и граничных условий 
(2) У(к)(а) = у'кЩ = 0 (к = 0, 1, . . . , m — 1) , 
то метод состоит в том, что приближенное решение ищется в виде линейной 
комбинации функций, удовлетворяющих граничным условиям, например, 
в виде 
(3) г(х) = ф — х)т (х - а)т ^ с
к
х
к
-
1
, 
к= 1 
а коэффициенты с
к
 определяются из уравнений 
2 m - 1 
(4) = 2 fk(*i) z{k)(x,) + /(*,) « = 1, 2, . . . , n) , 
fc= 
2 5 
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где узлы х,- суть некоторые точки отрезка [о, Ъ], т. е. требуется чтобы (3) 
удовлетворяло дифференциальному уравнению в узлах. 
В [2] и [3] утверждается, что интерполяционный метод сходится одно-
временно с методом моментов. Э. Б. К А Р П И Л О В С К А Я В работе [4] доказала, 
что это утверждение ошибочно. Опираясь на общую теорию приближенных 
методов анализа, развитую JI. В. КАНТОРОВИЧСМ В работе [5], она дока-
зала, что если Я = 1 не является собственным значением уравнения 
2m — 1 
У
(2т\х) = я V 1
к
{х) у(Ю(х) 
к=О 
при граничных условиях (2), то уравнения (4) имеют единственное решение 
для достаточно больших п в предположении, что /0(х), /Х(х) , . . . , /2 m- i (x) 
непрерывно дифференцируемы, и 
( 5 ) \ \
У
М - Z W \ \
С
= О 
log2 П I 
или О 
п W 
1 
Г + а - 1 
(к = 0,1, . . . , 2т) 
в предположении, что /(х), /0(х), (х ) , . . . , / 2 ш _ г (х )имеют r-уюпроизводную, 
удовлетворяющую условию Lipschitz-a с показателем a , a узлы, соответ-
ственно, суть абсциссы Чсбышева или Gauss-a, относящиеся к отрезку 
[а, Ь]. 
Применение интерполяционного метода для решения интергальных 
уравнений было предложено Л . В . КАНТОРОВИЧСМ в [ 5 ] .  
В случае уравнений 
ь 
(6) <р(х) = Х I K(x,t)<p(t)dt + f(x) 
а 
метод заключается в том, что приближенное решение ищется в виде линей-
ной комбинации известных функций, например в виде 
п 
(7) у>(х) = У'с
к
х
к
~
1 
к= 1 
или, в случае отрезка [0,1], 
(8) у>(х) = > ' с
к
 cos л(к — \ ) х , 
/£=1 
а коэффициенты с
к
 определяются из уравнений 
ъ 
( 9 ) V(*FT) = A \K(xk,t)y>(t)dt + f(xk) ( 4 = 1 , 2 , . . . , » ) , 
а 
т. е. требуется, чтобы приближенное решение удовлетворяло интегральному 
уравнению в узлах. 
О СХОДИМОСТИ И Н Т Е Р П О Л Я Ц И О Н Н О Г О МЕТОДА 
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В [5], опираясь на уже упоминавшуюся общую теорию приближенных 
методов анализа, доказано, что если А не есть собственное значение для (6), 
2fc 1 
(Ю) Хк = ~ 2 п (4 = 1 , 2 , . . . , » ) 
и 
(11) En[K]log2n-+0, Еп [ /] log2w — 0 , 
то при достаточно больших п (9) имеет единственное решение, а (8) равно-
мерно сходится к решению интегрального уравнения. Здесь Е
п
 [/] и Е
п
[К} 
обозначают наилучшее приближение /(х) и К(х, t) функциями вида (8), где 
коэффициенты постоянны или функции переменной t соответственно. (В [5] 
второе из условий (11) отсутствует, что возможно лишь в случае, когда при-
ближенное решение ищется в виде /(х) + у(х)). Из рассуждений J1 . В . К А Н Т О -
ровича следует также, что при сделанных предположениях 
(12) \\<p-y>\\c = 0{(En[K-\+En[f])\og*n} . 
Эта формула не может быть применена для эффективной оценки погреш-
ности, так как справа фигурируют и неизвестные постоянные. Автор при-
водит также формулу, с помощью которой эффективная оценка погрешности 
может быть проведена. 
В дальнейшем нам потребуется один результат М. К. Гдвурина. 
Ограничиваясь случаем (7), он может быть сформулирован т а к : условия 
(9) выполняются для (7) в том и только в том случае, если (7) является реше-
нием интегрального уравнения 
b 
(13) ? ( » ) . = A j P[K(x,t)]y(t)dt + P[f(x)] , 
а 
где Р[К(х, /)] иР[/(х)] обозначают интерполяционные многочлены Lagrange-a 
функций К(х, t) и /(х) по узлам xv х 2 , . . . , хп (коэффициенты первого из них 
суть функции переменной t), т. е. интерполяционный метод есть частный 
случай следующего общего метода : в качестве приближенного решения (6) 
берется решение интегрального уравнения 
b 
( 1 4 )
 w(x) = А I 'Цх, t) y{t) dt + д(х) 
а 
с вырожденным ядром, где g (х) и L(x, t) в каком-нибудь смысле близки к 
/ (х) и К(х, t) соответственно. 
Этот факт еще не был опубликован. С разрешением автора ниже при-
водится его доказательство. 
§ 2 
Сейчас мы для случая интегральных уравнений приведем некоторые 
новые результаты. Ограничимся случаем, когда приближенное решение 
ищется в виде (7). Будем предполагать, что А не есть собственное значение 
уравнения (6), а функции К (х, t) и / (х) непрерывны. 
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Введем для остатка от интерполирования некоторой функции F обоз-
начение i?[Jf], т. е. пусть 
(15) R[F] = F-P[F] . 
Теорема 1. Если интерполяционный процесс для f(x) и K(x,t) равно-
мерно сходится, то для достаточно больших п (9) имеет единственное реше-
ние, у(х) равномерно сходится к <р(х) и 
(16) | К - у | | с = 0 ( | | В Д | |
с
 + ||Д[/]||
с
) . 
Обозначим наилучшее приближение некоторой функции F(x) много-
членами п-ой степени через E n [ f \ . Если функция зависит еще и от переменной 
t, то и коэффициенты многочленов суть функции этой переменной. А„ обозна-
чает постоянную Lebesgue-a интерполирования по узлам xlt х2,..., хп. 
Следствие 1. Если 
( 17) lim Х
п
 Е
п
[К] = l im Л„ En[f] = 0 , 
n->°° П—»oo 
то 
(18) .1«»-Vil c = 0{kn(En[K]+En[f])} -
Следствие 2. В случае отрезка [—1, + 1] и узлов Чебышева 
1 
(19) xk = cos л (1 = 1 , 2 , . . . ,71) 
2 п 
в (\1 и 18,) вместо можно писать log п. 
Теорема 2. Если интерполяционный процесс сходится для К(х, t) и 
f(x) в среднем, то для достаточно больших п (9) имеет единственное решение, 
>р(х) сходится <р(х) в среднем и 
(20) \\<P-v\\L' = 0(\\R[K~\\\L, + \\R[f]\\L.) . 
Следствие 3. Если узлы суть корни многочленов, ортогональных на 
отрезке [а, Ь\ по весу р(х), удовлетворяющему условию 
(21) р(х) è m > 0 , 
то для достаточно больших п у(х) существует, единственно, сходится в 
среднем к <р(х) и 
(22) \\<p-y>u = 0(En[K]+En[f]) . 
Замечание 1. В (16), (18), (20) и (22) вместо К можно писать 
b 
(23) \K{x,t)<p(t)dt . 
а 
Замечание 2. Результаты, аналогичные приведенным выше, имеют 
место и в случае, когда приближенное решение ищется не в виде рациональ-
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ного, а в виде тригонометрического или четного тригонометрического много-
члена. Так, напимер, в случае, исследованном J1. В. Клнторовичем, 
приведенный выше результат может быть улучшен : в (11) и (12) вместо 
log3 п можно писать log п. 
Замечание 3. Если многочлен ( 2 п — 1)-ой степени у>(х) удовлетворяет 
условиям (9) и 
?'(**) = О (к — 1, 2, . . . ,п) , 
то в случае отрезка [—1, + 1] и узлов (19) для равномерной сходимости ^(х) 
достаточно требовать от /(х) и К(х, t) их непрерывности. 
На этот факт обратил мое внимание Р . T U B Á N . 
Замечание 4. Формулы (16), (18), (20) и (22) дают информацию о 
порядке сходимости, но не могут быть использованы для эффективной 
оценки погрешности, так как в них фигурируют неизвестные постоянные 
Такая оценка может быть произведена с помощью следующего факта : 
пусть (13) имеет резольвенту у(х, t, Я), 
ь ь 
h = I J |F[AT(a;,í)]|d<|jc , В = || j" \у(х, t, Я)| dtjc ; 
а а 
если 
|А|А(1 + |Я| В) < 1 , 
то Я не является собственным значением для (6) и 
n® - и <; M l l v l l c * + l W 3 l l c ) Í 1 ± M 1 
ilC
 1 — |A| A(1 + |Я| В) 
§ 3 
В этом §-е приводятся некоторые новые результаты для случая диф-
ференциальных уравнений. 
Ограничимся случаем уравнения 
2т—2 
(24) у(2т\х) = 2 Ш + / И 
fc=0 
(как известно, всякое уравнение вида (1) может быть приведено к такому 
виду), граничных условий (2) и приближенного решения (3). 
Предполагается, что коэффициенты уравнения (24) непрерывны, а 
Я = 1 не есть собственное значение уравнения 
2т-2 
(25) у ^ \ х ) ==Я 2 Ш У<к)(х) 
fc=о 
при граничных условиях (2). 
Теорема 3. Если узлы удовлетворяют условию следствия 3, то для 
достаточно больших n z(x) существует, единственно, и вместе с 2т — 1 
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первыми производными равномерно сходится к у(х), z(2m> (х) сходится к 
у
{2т)
 (х) в среднем, 
(26) Ык> — *к>\\с = 0\Е
п
\ У fkyv< [ 2т —2 
к=0 
(27) I yÇim) _ z(2m) _ О Е, 
+ En[f] I (4 = 0,1, . . . , 2 m - 1), 
+ ВД] 
2m—2 
k=0 
Следствие 4. ЕслиЦх), /0(х), / , (х) , . . . , / 2 т _ 2 ( х ) имеют r-ую производную, 
удовлетворяющую условию Lipschitz-a с показателем а, то 
(28) 
(29) 
(30) 
(31) 
то 
у(к) _
 z(fc)||c = О 
п 
Г+а 
(к = О, 1, . . . , 2 т — 1) , 
Замечание 5. Если 
I у(2т) _
 Z <2m) j | L , _ Q l _ L 
\nr+a 
lim An E n 
«- .со 
Il yW _
 z(k) [ 
• = о h •n 1 En 
lim nk„ = О , 
= lim XnEn[f] = 0 , 
tl—* 00 
1 
2m—2 
2m—2 
fc™0 
+ [/] (4 = 0, 1, . . . , 2m) 
Если выполняется условие следствия 4 и 
lim —— = 0 , 
П-, со И' 
Г+а 
Т О 
| у ( * ) _
 z ( « | | c = о 
п 
Г+а 
(к = 0,1, ... ,2 п) . 
Следствие 5. Если выполнено условие следствия 4, то в случае отрезка 
[— 1, 4- 1] и узлов Чебышева (19) 
1 
(32) 
[ [ y ( 2 m ) _ 2 ( 2 m ) | | c = 0 í 1 ^ 
\ п , + а 
Для узлов Gauss-a (32) также имеет место и 
||2/(2m)_2(2m)|jc = 0 
(4 = О, 1, . . . 2m — 1) , 
г + а - 1 / . 
( Если г — 0, то а > 1/2). 
Эти оценки лучше, чем (5). 
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Переходим к доказательству утверждений, относящихся к случаю 
интегральных уравнений. 
Сначала докажем теорему М. К. Г А В У Р И Н Э . 
Предположим, что для (7) выполнены условия (9). Умножим эти урав-
нения на 1
к
(х) — фундаментальные многочлены интерполирования и сложим 
полученные равенства. Мы придем к тождеству 
b 
(33) 2 U ^ ) Ш = ^ I W ) 2 О Ш dt + 2 * * ( * ) . 
к= 1 J k = 1 к= 1 
а 
Оно совпадает с уравнением (13), так как стоящая слева сумма, очевидно, 
совпадает с (7), а стоящие справа суммы суть интерполяционные много-
члены К(х, t) и f(x) соответственно. Таким образом (13) есть следствие (9). 
Обратное заключение очевидно : достаточно подставить в (13) х
к
 на место 
X и сразу приходим к (9). Следовательно, (7) в том и только в том случае 
удовлетворяет уравнениям (9), когда оно удовлетворяет уравнению (13), 
а именно это и требовалось доказать. 
Теперь мы докажем теорему 1. 
Согласно замечанию на стр. 159 [б], если К
п
(х, f ) и fn(x) равномерно 
сходятся к К(х, t) и /(х) соответственно, а Я не является собственным зна-
чением уравнения (6), то для достаточно больших п уравнение 
b 
<р
п
(х) = Я J К
п
(х, t) <pn(t) dt + / » 
а 
имеет единственное решение, равномерно сходящееся к решению уравнения 
(6). Фигурирующая в [6] на стр. 158 формула (16) может быть переписана 
в форме 
следовательно 
(35) \W-<Pn\\c = 0(\\K-Kn\\c + \\f-tn\\c) • 
Для случая 
Kn = P[K],fn = P[f] 
из сказанного следует, что уравнение (13) при достаточно больших п имеет 
единственное решение, равномерно сходящееся к решению уравнения (6), 
и имеет место формула ( 1 6 ) , откуда, в силу теоремы М . К . Г А В У Р И Н Э , сле-
дует утверждение теоремы 1. 
Как известно (см., например, [7], стр. 539) 
Отсюда и из теоремы 1 сразу следует заключение следствия 1. 
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Так к а к в случае узлов Чебышева (19) 
(36) Д„ = O(log п) 
(см., например, [7], стр. 540), то отсюда следует справедливость следствия 2. 
Доказательство теоремы 2 совершенно аналогично доказательству 
теоремы 1, только вместо нормы пространства С надо писать норму простран-
ства L2 и вместо равномерной сходимости говорить о сходимости в среднем. 
Следствие 3 получается из теоремы 2, если принять во внимание, что 
согласно теореме Р. E R ü ő s - a и Р. T U R Á N - a (см. [8]) интерполяционный 
процесс сходится в среднем для всякой А?-интегрируемой функции и 
если узлы интерполирования суть корни многочленов, ортогональных по 
положительному весу. (Эта теорема имеет место и в случае, если интерпо-
лируемая функция непрерывно зависит еще и от переменной t). 
Из доказательства теоремы на стр. 157 [б] видно, что в (34) в числителе 
вместо К — К
п
 можно писать 
ь 
f [K(x,t) - Kn(x,t)]<p(t)dt . 
Это дает возможность в формулах (16) и (18), являющимися ее следствиями, 
произвести аналогичную замену. Аналогичным образом можно обосновать 
закономерность такой замены для формул (20) и (22). 
Замечание 2 имеет место, так как все использованные свойства интер-
полирования по Lagrange-y имеют аналоги в теории тригонометрического 
и четного тригонометрического интерполирования. Случай, исследованный 
Л . В . К А Н Т О Р О В И Ч ем, является аналогом случая, рассмотренного в 
следствии 3. 
Утверждение замечания 3 может быть доказано также, как и теорема 
1. Надо лишь заметить, что вместо интерполяционных многочленов Lag-
range-a мы будем иметь дело с интерполяционными многочленами Fejér-a, 
которые, к а к известно (см., например, [7], стр. 549) равномерно сходятся к 
каждой непрырывной функции, если узлы суть абсциссы Чебышева. 
Оценка погрешности, о которой идет речь в замечании 4, является 
перефразировкой формулы (21) со стр. 159 [б]. 
5. §. 
Докажем, наконец, утверждения, относящиеся к случаю дифферен-
циальных уравнений. 
Начнем с доказательства теоремы 3. 
Обозначим через G(x, t) функцию Green-a дифференциального опера-
тора 
d2m 
( 3 7 )
 dx2™ 
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при граничных условиях (2). Пусть 
(38) у{х) = у<2т\х) , 
д
к 
(39) G«\x, t) = — G(x, t) (к = 0, 1, . . . , 2 m — 1) , 
дХ
к 
2m —2 
(40) К(х, t) = >' fk(x) G<*> (x, t) . 
Так как 
ь 
dk (41) yW(x) = - - [ G(x,t)<p(t)dt= [ G(k\x,t)<p(t)dt (Je = 0 , 1 , . . 2 m - 1), 
dxk J J 
то 
2m—2 :m-2 2m-2 r 
V fk(x)yW(x)= 2 ö W ( M M í ) 
= 0 fc = 0 J 
(42) 
di = 
ft ft 
J- 2m —2 г 
2 А(ж) G(k)(x, t) dt = K{x,t)y{t)dt . 
= о J 
a a 
Из (38) и (42) следует, что уравнение (24) может быть записано и в виде 
интегрального уравнения 
ft 
(43) ç>(®) = [ í) ç>(<) <Й + /(ж) . 
а 
Легко видеть, что, если (3) удовлетворяет уравнениям 
2т —2 
(44) z<2m>(*,) = / К ) + /(*,) (* = 1, 2, . . . , п) , 
о 
ТО 
(45)
 v(a;) = z ( 2 m \x) 
есть многочлен (п — 1)-ой степени (7), для которого выполнены условия 
ft 
(46) У>(Х;) = J t) y>(t) dt + fix,) (i = 1, 2, . . . , n) , 
a 
и наоборот : если для (7) выполнены условия (46), то 
ft 
(47) z(z) = ( G(x, t) y(t) dt 
a 
есть многочлен вида (3), удовлетворяющий уравнениям (44). 
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Действительно, (3) есть многочлен (п + 2 т — 1 ) - о й степени, следо-
вательно (45) будет многочленом ( п — 1 ) - о й степени; из (47), очевидно, 
следует (45) и поэтому (47) есть многочлен (п + 2т — 1)-ой степени, если 
у(х)-многочлен (п — 1)-ой степени, в то же время (47), очевидно, удовлет-
воряет условиям (2) и, следовательно, имеет вид (3) ; тождественность усло-
вий (44) и (46) может быть доказана также , как тождественность уравнений 
(24) и (43). 
Мы предположили, что коэффициенты /0(х), /Дх), . . . , / г т - г М непре-
рывны, как известно, функции в
(к)(х, t) (к = 0, 1,..., 2т — 2) также непре-
рывны, следовательно, ядро (40) непрерывно. Функция f(x) таже предпо-
лагается непрерывной. Т а к как Я = 1 не является собственным числом 
уравнения (25) при граничных условиях (2), оно не может быть и собст-
венным числом уравнения (6). В теореме 3 узлы предполагаются такими 
же, как и в следствии 3. Таким образом, все условия следствия 3 
выполнены и поэтому при достаточно больших п уравнения (46) имеют 
единственное решение, (7) сходится в среднем к решению уравнения (43) 
и, в силу замечания, имеет место формула 
ь 
(48) \ \ Ч > - Ч > \ ' = 0(Е
п
[ \К(х, t)q>(t) d t ] + E n [ f ] ) • 
а 
В силу сказанного выше отсюда следует, что при достаточно больших п (47) 
есть единственное решение вида (3) уравнений (44), z(2m) (х) сходится в сред-
нам к y ( 2 m )(x) и имеет место (27). 
Легко видеть, что (26) также есть следствие (48). Действительно, со-
гласно (47) 
ь 
z(k\x) = I Gw(x, t) y>{t)dt (k = 0,1 2m - 1), 
отсюда и из (41) следует, что 
ь 
у«\х) - Ф\х) = J' G(k\x, t) [<p(t) — y{t)] dt (k = 0, 1,. . . , 2m — 1), 
a 
откуда, в силу неравенства Буняковского, следует соотношение 
l l y W - z ^ H c ^ 
ь 
[G( k \x , t ) ]4 t \ c \ \ (p - у>\, (к = 0,1, . . . , 2 m - 1), 
сопоставив которое с (48), получаем (26). 
Тот факт, что z(x) вместе с 2m — 1 первыми производными равномерно 
сходится к у(х), очевидно, есть следствие соотношений (26). 
Таким образом, мы доказали утверждения теоремы 3. 
Переходим к доказательству следствия 4. 
Так как мы предположили r-кратную дифференцируемость коэффи-
циентов уравнения (24), то, как известно, решение у(х) уравнения (24) имеет 
(2т + г)-ую производную и поэтому yw(x) (к = 0, 1 , . . . , 2 т — 2) г. раз 
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дифференцируемы и их r-ые производные удовлетворяют условию 
Lipschitz-a с любым показателем a áj 1. Отсюда и из условия следствия 4, 
очевидно, следует, что 
2т —2 
2 Шу(к\х) 
к—О 
и /(х) имеют r-ую производную, удовлетворяющую условию Lipschitz-a 
с фигурирующим в условии следствия показателем а. Но тогда по теореме 
jACKSON-a (см., например, [7], стр. 164) 
En 
2т—2 
2>** 
к = 0 
(к) 
О 
п 
г+а , En [/] = О 
Отсюда, из (26) и (27) следуют (28) и (29). 
Утверждения замечания 5 могут быть получены на основании следст-
вия 2 также, как и теорема 3 и следствие 4 из следствия 3. Условие (30) 
нужно потому, что производная функции G2m~2(x, t) как известно, раз-
рывна, поэтому в силу теоремы J A C K S O N - Э (см., например, [ 7 ] , стр. 162) 
мы можем лишь утверждать, что 
Е
п
 [(?«] = О 1 
п 
(к = 0, 1, . . . , 2т—2), Е
п
 [К\ = О 1 i 
п 
и, следовательно,условие (17) выполнено лишь если (30) имеет место. 
Утверждения следствия 5 следуют из следствия 4 и замечания 5, так 
как узлы, о которых идет речь, удовлетворяют их условиям и имеют место 
соотношения (36) и 
(48) Х
п
 = 0 ( ] [ п ) 
соответственно. ((48) доказано в [9]). 
(Поступила в редакуию 9. IV. 1958.) 
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MEGJEGYZÉSEK DIFFERENCIÁL- ÉS INTEGRÁLEGYENLETEK 
INTERPOLÁCIÓS MÓDSZERREL VALÓ MEGOLDÁSÁRÓL 
K I S o . 
Kivonat 
A szerző a differenciál-, illetve integrálegyenletek közelítő megoldására 
L. V. K A N T O K O V I C S á l ta l [ l]-ben illetve [5]-ben a j á n l o t t interpolációs módszer 
konvergenciájáról [4] és [5] eredményeinél jobb és ál talánosabb eredménye-
ket vezet le elemi ú ton . 
A dolgozat azzal az esettel foglalkozik, amikor az 
2 m 2 
(1) У(2т)(х) = 2 fxHyW(x) + f ( x ) 
k=0 
differenciálegyenlet 
(2) y(k\a) = yW(b) = 0 bt = 0 ,1 m - l ) 
peremfeltételeknek eleget tevő megoldását 
n 
z(x) =(b- x)m (x - a)m 2 ckxk ' 
fc= I 
alakú polinommal közel í t jük meg és a ck á l landókat a 
2 m - 2 
z
(2m)(a;,) = 2 /(*••) zik)(xt) + /(*/) (i = 1, 2, ... ,n) 
k=о 
egyenletekből ha tá rozzuk meg, i l letve a 
ь 
( 3 ) cp(x) = Я [ K(x, t) <p(t) dt + f(x) 
a 
integrálegycnlet közelí tő megoldását 
n 
( 4 ) f(x) = >' ck x1'-1 
í 
alakban keressük és megkövetel jük a 
ь 
(5) y>(xk) = Я J K(xk, t) f(t) dt + f(xk) (4 = 1,2, . . . , » ) 
a 
egyenlőségek teljesülését. 
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Fel van tételezve, hogy az összes adot t függvények folytonosak és Я nem 
sa já tér téke (3)-nak, illetve Я = ] az 
2 m - 2 
У
(2т)(х) = Я V fk(x) y«\x) 
к 0 
differenciálegyenletnek (2) peremfeltételek mellett . 
Az 1. tétel — feltételezve f(x) és K(x,t) Lagrange-féle interpolációs poli-
nomjainak egyenletes konvergenciáját — azt állítja, hogy 
(6) \<p-V>\\c = 0(\\Il[K]\\c + \\Rlf}\\c , 
ahol valamely F függvény és interpolációs polinomja közti különbséget 
jelenti. A tételből következik, hogy 
(?) 
ha 
(8) 
<p-y)\\c = 0{+(En(K]) + En[f])} , 
lim Я„ En[K~[ = lim Я„ En[f] = О 
I t t Я„ az interpoláció Lebesgue-féle állandója, En[F] pedig F legjobb megköze-
lítése «-ed fokú polinomokkal. A [—1, + 1 ] alapintervallum és az 
2 k — 1 
xk = cos л 
2 n 
(k = 1 , 2 , . . . , « ) 
alappontok esetében (7) és (8)-ban Я
п
 helyett l o g « írható. 
A 2. tétel, az interpolációs polinomok négyzetes konvergenciáját fel-
tételezve, azt állí t ja, hogy 
(9) II?» - vIIl. = + Н В Д Ы . 
Folyományaként adódik, hogy 
(10) | | р - * | | 1 . = 0 ( В Д + я
в
[ / ] ) , 
lia az alappontok egy, a 
p(x) m > 0 
feltételeknek eleget tevő súlyra ortogonális polinomok gyökei. 
Az 1. megjegyzés azt ál l í t ja , hogy (6), (7), (9) és (10)-ben К helyébe 
j K(x, t) <p(t) dt 
a 
is írható. 
A 3. tétel értelmében a mos t említett alappontok esetében 
|2/(fc)_2(fc)||c=0 Er 2 m - 2 2 fk y' w 
k=0 
+ En[fl (k= 0 , 1 . . . , , 2 m - 1 ) , 
\y(2m) _
 2(2m) l i = О \En 2 m - 2 
2 l,<y(k) k=0 
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A tétel folyománya szerint , lia (1) együt tha tó i r-szer differenciálhatok és az 
r-ik deriváltak eleget tesznek egy a kitevős Lipschitz-feltételnek, akkor 
\ y<M) _ 2 w | | c = О 1 
,r+o 
(1 = 0 ,1 2 m - l ) , 
| y ( « m ) _ s , ( 2 m ) | | t l = 0 
Az 1. tétel folyománya [6] 157. oldalán levő té te lnek és M . K . G A V U R I N 
következő észrevételén alapul : (4) akkor és csak akko r tesz eleget (5)-nek, 
ha kielégíti a 
ь 
y>{x) = X \P[K{x, t)] y>(t) dt + P[f(x)] 
a 
integrálegyenletet, ahol F f E ] jelöli F interpolációs polinomját. 
A 2. tétel ugyanúgy bizonyítható, mint az 1. Folyományát megkapjuk, 
ha felhasználjuk E R D Ő S és T Ú R Á N té te lé t (lásd: [8]). 
A tételekhez f ű z ö t t megjegyzés folyománya annak , hogy megfelelően 
módosítani lehet [6] f e n t említett té telét . 
A 3. tétel következik a 2. tétel folyományából és az 1. megjegyzésből. 
Bizonyítása azon alapul , hogy (1) azonos a 
b 2m — 2
 k 
?»(*) = ( 2 f k { x ) U Y Q { ? > *> ^ d t + f w 
a 0 dX 
integrálegyenlettel, ahol G(x, t) a d2m/dx2m differenciáloperátor Green-függ-
vénye (2) peremfeltételek mellett és 
<p(x) = y<2m\x) , 
továbbá 
f(x) = z<2m\x) 
azonos ezen integrálegyenlet interpolációs módszerrel nyert közelítő megol-
dásával. 
NOTES ABOUT CONVERGENCE OF THE INTERPOLATORY METHOD FOR 
THE APPROXIMATE SOLUTION OF DIFFERENTIAL AND INTEGRAL 
EQUATIONS 
by 
O . K I S 
Abstract 
The author obta ins by an elementary method sharper and more general 
results as those contained in [4] and [5], concerning t h e approximate solution 
of differential- resp. in tegral equations b y the in terpola tory method suggested 
b y L . V . K A N T O R O V I C i n [ 1 ] a n d [ 5 ] . 
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The paper considers the case when t h e approximate solut ion of t h e 
di f ferent ia l equat ion 
2m - 2 
(1) y^\x) = 2 Шyw(*) + /(«) 
к - 0 
with t h e b o u n d a r y conditions 
(2) y(k\a) = yW(b) = 0 (Jb = 0, 1, . .. , m - I ) 
is sought in t h e fo rm 
z(x) = (b — x)m (X — a)m 2 ck xk 1 
k= 1 
a n d t h e coefficients ck are de te rmined by the equat ions 
2m —2 
2<
2 m>(T,) = 2 f(xi) y(k)(xi) + (г = 1 , 2 , . . . , Я ) 
fc = 0 
f u r t h e r the case, when the a p p r o x i m a t e solution of the in t eg ra l equation 
s 
(3) <p(x) = Я I K(x, t) <p{t) dt + f(x) 
a 
is sought in the form 
n 
(4) ip(x) = V c A xk 1 
i 
and the coefficients ck are de te rmined by the equations 
s 
(5) cp(xk) = Я [ Ä > A , í) y(i) dt + /(*,) ( t = 1, 2 n) . 
a 
I t is supposed t h a t all given funct ions a re continuous, f u r t h e r Я is not 
an eigenvalue of (3) nor Я = 1 of the different ial equation 
2 m - 2 
y<-*")(x) = я 2 fk(x) yw(x) 
k=0 
wi th t h e b o u n d a r y conditions (2). 
Theorem 1. asserts t h a t 
(6) [<P - Vile = 0 ( P [ i T ] | j c + | |ß[ / ] | | c) 
in case when the in terpola tory polynominals of f(x) and K(x, t) a r e uniformly 
convergent . Here E[E] denotes t h e difference be tween a f u n c t i o n F and its 
in te rpo la to ry polynominal . I t follows f rom this theorem t h a t 
{') \\<P-v\\c = 0{kn(En[K] + En[f])} , 
if 
(8) lim Я
п
 En[K~\ = I 'm Я„ En[f\ = 0 . 
4 0 KIS 
Here A„ is the Lebesgue constant of the in terpola t ion process and En\F] 
is the error of the bes t uniform approximat ion of F by means of a polynomial 
of degre n. In case of the interval [ — 1, + 1 ] a n d t h e fundamenta l points 
X, 
2 к - 1 
COS 71 
2 n 
An m a y be replaced in (7) and (8) b y logn. 
Theorem 2. asser t s t ha t 
(9) \<p-y\\L> = 0(\\P[K}\\L1 + \\B[f)\\L>) 
takes place in case of t h e mean convergence of t he interpolatory polynomials. 
I t follows t ha t 
(10) W~w\\^ = 0{En\K\+En[f\) , 
if the fundamenta l po in t s of interpolat ion are t h e roots of the polynomials 
orthogonal with respec t to a weight function p(x) satisfying the condition 
p(x) ^ т. > 0 . 
I t is pointed o u t t h a t К can be replaced in (6), (7), (9) and (10) by the 
expression 
K(x, t) y(t) dt 
Theorem 3. s t a t e s t ha t 
y(k)-z(k)\\c = 0 
2m —2 
2 f*y k=0 
(ft) + ЗД] (k = 0 ,1 2 m — 1), 
У 
,(2 m) Z<2M>||L , = 0 E. 
2m - 2 
2 fkVik)  
. ft=0 
+ En[f\ 
hold in case when t h e fundamenta l points are chosen as mentioned above. 
I t follows t ha t if t h e coefficients of equat ion (1) a re r times derivable and their 
r th derivatives sa t i s fy Lipschitz's condition of o rde r a then 
y(k) _
 z(k) ; 
О 
Г,r+a 
(4 = 0,1, . . . , 2 m - 1) , 
У " ! IL2 О 
n' 
The proof of t h e theorem 1. is based on t h e theorem of [0] p. 157 and 
the following r emark of M. K. GAVURIN : T h e polynomial y(x) satisfies 
equat ions (5) if a n d only if it satisfies the in tegral equation 
y>(x) = I P[K(x, <)] y,(t) dt + P[f(x)] 
where P[F] denotes t h e interpolatory polynomial of F. 
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Theorem 2. may be proved just as Theorem 1. I n proving the corollary 
of Theorem 2. a theorem of P . E R D Ő S and P . T Ú R Á N [8] is used. 
The remark made in connection wi th Theorem 1. a n d 2. can be proved 
by modifying accordingly t h e theorem of [6] ment ioned above. 
Theorem 3. is a consequence of t h e corollary t o t h e Theorem 2. and 
Remark 1. I t s proof based on the fac t t h a t (1) is ident ical with the integral 
equat ion 
b 2m —2
 k 
Ф) = f 2 /* и —iГ Gi-X> d t + tw • 
a iH в*" 
where G(x, t) is the Green's funct ion corresponding to t h e differential operator 
(t2mldx2m under condition (2) and 
<p{x) = yi2m\x) , 
fu r the r 
ip(x) = z^m\x) 
is identical with the approx imate solution of this integral equation obta ined 
by the interpolatory method . 

ПРИМЕНЕНИЕ ТЕОРИИ МАТРИЦ К РАСЧЕТУ 
СТАТИЧЕСКИ НЕОПРЕДЕЛИМЫХ СТЕРЖНЕВЫХ СИСТЕМ 
В УПРУГО-ПЛАСТИЧЕСКОЙ СТАДИИ 
PÁL RÓZSA И GÉZA TASSFI 
Д л я расчета статически неопределимых стержневых систем в упруго-
пластической стадии А. А. Г В О З Д Е В Ы М разработаны два метода [ 4 ] . Один 
из них метод непосредственного учета пластических деформаций, весьма 
удобен для проанализирования усилий и вообще проще, чем другие способы, 
но как А. А. Г В О З Д Е В отмечает : «Детали метода, насколько нам известно, 
не подвергались обстоятельной проработке». Главной причиной этого явля-
ется то, что проблема с полагающейся четкостью математически до сих пор 
не была поставлена. В статье мы ставим себе целью пополнить эти про-
белы и разрешить задачу с помощью теории матриц. 
В статье разрабатывается метод расчета для случая сооружений, со-
стоящих из изгибаемых стержней, но принцип применим также и для таких 
конструкций, как фермы, если исключна возможность продольного изгиба. 
В сущности проблема приводит к линейной системе уравнений, ранг 
матрицы которой на единицу меньше, чем ее порядок. Параметр разрушаю-
щей нагрузки определяется на основе совместности системы уравнений реше-
нием задачи нахождения минимума. Для определения всех напряженно-
деформационных состояний требуется обращение определенных миноров 
коэффициентной матрицы, которое может быть получено повторным вычи-
танием диадов. 
§ 1. Основная система уравнений. Определение механизма течения и 
параметра разрушающей нагрузки 
Рассмотрим статически неопределимое сооружение с п лишними 
связями с нагрузкой, зависящей от одного параметра. Нашей задачей явля-
ется определить механизм течения и параметр разрушающей нагрузки, а 
т а к ж е описание напряженно-деформационного состояния при любом зна-
чении параметра нагрузки. 
Предположим, что изгибающий момент зависит от угла поворота по 
фиг. 1., места максимальных значений моментов и пластических шарниров 
не меняются, и угол поворота шарниров является монотонно неубывающей 
функцией от параметра нагрузки. 
1) Технический Университет Инженеров Строительства и Транспорта, Кафедра 
Мостовых Конструкций № II. 
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Напишем систему уравнений для решения упругого статически неопре-
делимого сооружения, применяя метод сил. Целесообразно в качестве неиз-
вестных усилий принять моменты, возникающие на предполагаемых местах 
пластических шарниров. (Возможен и другой выбор неизвестных усилий.) 
Фиг. 1. Зависимость между изгибающим моментом (М) и относительным удельным 
углом поворота сечения (к). 
Обозначим через а
и
 угол поворота на месте г основной системы, вы-
званный моментом, равным единице, действующим на месте j (единичные пере-
мещения). Коэффициент Й,0 представляет угол поворота на месте г основной 
системы, вызванный внешней нагрузкой параметра р = 1 (грузовые пере-
мещения), a M, — это момент (упругий), возникающий на месте г при пара-
метре нагрузки, равном единице. 
Вводя обозначения 
А = [а
и
] (,7=1,2,...,» 
«о = Ы i = 1, 2, . . . , я 
и 
М=[М] » = 1 , 2 , . . . , » 
(матрица А симметрична в следствии взаимности перемещений) систему 
уравнений можно написать в форме матричного уравнения 
Матрица А неособая и, поэтому обратимая. 
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Пусть А
- 1
 = Z, элемент z n которой определяет изгибающий момент 
на месте i, соответствующий единичному углу поворота на месте j в стати-
чески неопределимом сооружении. (См. [6] стр. 66.) Обозначим абсолютную 
величину предельного момента сечения г через Ж
п р е д
„ и предположим, что 
величина положительного и отрицательного предельного момента тождест-
вена (расчет может быть совершен при надлежащем рассуждении и в случае 
разного абсолютного значения предельного момента). 
Влияние пластических шарниров можно учитывать методом непосред-
ственного учета пластических деформаций (см. [4] стр. 119.). Упругое соору-
жение, кроме внешней нагрузки, нагружается углами поворота, появляющи-
мися на местах пластических шарниров, учитывая, что момент не может 
превышать предельного значения Ж
преДг
. Для составления системы уравнений 
к выбранным п местам необходимо добавить все места, в которых пласти-
ческий шарнир может образоваться (места максимальных значений изгибаю-
щего момента, ослаблений поперечного сечения). Всего исследуем m мест. 
Дополняя матрицу Z значениями zijt соответствующими этим местам, полу-
чаем матрицу Zm порядка т. Очевидно, что n + 1, п + 2 , . . . , т-я строка 
(и n + 1, п + 2 , . . . , ш-й столбец) матрицы Zm дается путем линейной комби-
нации п строк (и п столбцов) матрицы Z (см. [6] стр.). To-есть матрица Zm  
запишется в следующем виде : 
Zm = CZC* , 
где 
2, 2 
" 1 О 
О 1 
п 
о 
о 
(1 
(2 
с = 
ы+1,1 ( л + 1 
(m 
Подобным соображением вектор, элементами которого являются 
моменты (упругие) в этих m местах, относящиеся к единичному значению 
параметра нагрузки, получается в форме : 
м
т
 = см + м0 , 
(См. [1] стр. 233). 
Предположим, что при определенном значении параметра нагрузки р 
на местах сооружения знака vv vz..., vk, образовались пластические шар-
ниры. В этом случае для напряженного состояния сооружения может быть 
написана следующая система уравнений : 
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щт _ p 
(1) 
и 
м 
+ 
Л*» 
Здесь элементы вектора М
№ )
 обозначают значения моментов, дей-
ствующих на некоторых местах i при параметре нагрузки р : 
М\к) < М
преп(, если i ф vt I = 1, 2, ..., к 
и 
М\к\= М
прещ
. если i = Vi 1= 1, 2, . . .,к. 
(Вопрос идет ли речь о положительном или отрицательном предельном 
моменте будет выяснен в дальнейшем.) 
Уравнения v1,v2,...,vk системы уравнений (1) выражают, что на 
местах vx, v2,..., vk возникает предельный момент вследствие внешней 
нагрузки параметра р и нагружающих углов поворота, возникающих в 
пластических шарнирах; другие уравнения дают моменты на тех местах, 
где пластический шарнир еще не образовался, то-есть изгибающий момент 
меньше предельного значения и угол поворота равен нулю. 
Система уравнений (1) только редко может быть без дальнейшего 
изучения написана конкретно, т а к как последовательность образования 
пластических шарниров вообще неизвестна, ведь в большинстве случаев и 
механизм течения неизвестен. Поэтому следует разыскать образующийся 
механизм течения и параметр вызывающей его нагрузки. Механизм течения 
получается следующим образом : 
Выбираем все главные миноры матрицы Zm, ранг которых на один 
шеньте их порядка г. Из условия совместности, определенных ими систем 
уравнений получаем несколько значений р. Наименьшее из них является 
параметром разрушающей нагрузки. Соответствующая же система уравне-
ний покажет, на каких местах образуются пластические шарниры при воз-
никновении механизма течения. (Это соответствует тому, что надо иметь в 
виду только кинематически возможные состояния одной степени свободы 
(см. [4] стр. 226). 
П Р И М Е Н Е Н И Е Т Е О Р И И М А Т Р И Ц К Р А С Ч Е Т У С Т Е Р Ж Н Е В Ы Х СИСТЕМ: 4 7 
Пусть Zr обозначает любой главный минор порядка г матрицы Zm , 
ранг которого г — 1 ^ п. Если Z r — минор, созданный из строк и столбцов 
с номерами vlt v2,..., vr матрицы Zm, то его можно написать в следующей 
форме : 
где С
г
 — минор, созданный из строк и столбцов с номерами vv v2,..., vr  
матрицы С, ранг которого равняется г — 1. 
Если г ^ п, разлагаем матрицу С
г
типа г x п на произведение матрицы 
С
Г[ типа г x (г — 1) и матрицы С* типа (г — 1) X п (см. [2]). В этом случае 
получается, что 
где произведение в скооках — квадратная матрица порядка г — 1. 
Это выражение не изменится, если добавить к матрице (Д r-ю строку, 
один из элементов которой равняется единице, остальные — нулю. (Место 
отличающегося от нуля элемента определяется из условия, что определи-
тель дополненной матрицы должен отличаться от нуля. Это всегда дости-
гается, так как ранг матрицы С равен г — 1, то-есть матрица С имеет 
неисчезающий минор порядка г — 1.) Дополненную матрицу С
Г[ обозна-
чаем через C r j . 
0 
0 
с, 
• 
Г, 1 
0 
(Л ; : ( C r i ) „ r Í ^ O 
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Матрица С* ZС
Гг
 порядка г — 1 дополняется r-ой строкой и столбцом, 
содержащим только нули. Обозначение полученной таким образом мат-
рицы — Z r . 
Г - I 
> <• 
Согласно вышесказанному в стадии образования механизма течения 
из системы уравнений (1) получается такая система уравнений, в которой 
все моменты равны предельному моменту, значения неизвестных же углов 
поворота — за исключением одного — не равны нулю. (Точнее говоря, число 
значений равных нулю равно числу пластических шарниров, образующихся 
в момент возникновения механизма течения.) 
Итак, имеем следующую систему уравнений : 
' < 
Л#<'> = р, 
(2) 
M 
м\Г 
с* JO » 
где 
М<г> [ - ^ п р е д , , ( ] 
*
( Г )
= К ] 
г =1,2 г 
» = 1 , 2 , . . . , г 
П Р И М Е Н Е Н И Е Т Е О Р И И М А Т Р И Ц К Р А С Ч Е Т У С Т Е Р Ж Н Е В Ы Х С И С Т Е М : 4 9 
M « = [М
по
] 1,2, . . . , г 
Полученное выражение (2) — неоднородная линейная система урав-
нений с особенной коэффициентной матрицей для неизвестных х
п
. Наша 
задача — вычислить то значение параметра нагрузки р, для которого система 
уравнений совместна, и выбрать тот, только что образовавшийся пластиче-
ский шарнир, в котором угол поворота может равняться нулю. 
Умножим слева уравнение (2) на матрицу С"1 и введем обозначение 
(3) 
Получаем 
(4) 
+ v г-" 
Vn 
9* 
Mir 
О о 
м 
Имея в виду, что 
7 —- 7 
>4 
1 
1 
• 
• 
1 
0 0 • • 0 
4 A Matematikai K u t a t ó Intézet Közleményei I I I . / l — 2 . 
6 0 RÓZSA.—TASSI 
и, что в последней строке матрицы Ъ
г
 каждый элемент равен нулю, и, обозна-
чая последнюю (r-ю) строку матрицы С^1 через </*, условие совместности 
выражается последним уравнением системы уравнений (4) : 
д*
 М
( г ) =рд* Щ) 
(см. [5]), откуда 
д* М<г> 
V = 
д?Щ> 
(Если <7*М{,г) = 0, то образование соответствующей системы пластических 
шарниров не влечет за собой возникновение механизма течения.) Каждый 
член суммы в числителе этого выражения по необходимости одинакового 
знака (см. [5]) и, т а к как параметр р п о определению считаем положительным, 
знак каждого члена числителя соответствует знаку знаменателя. Это тре-
бование однозначно определяет знак значений М
преаг
_ : 
(5) sgn Mnpe„rj = sgn дГ( • sgn (g* M(0r>) . 
Разрушающую нагрузку получаем отысканием наименьшего из зна -
чений р, принадлежащих всем возможным системам, составленным из г 
уравнений, выбираемых упомянутым способом из системы уравнений (1) 
(см. [7] стр. 251 . ) : 
Рразр = m m 
С) 
д* М
(г> 
д*Щ\ 
Очевидно, образуется соответствующий этому механизм течения. 
§ 2. Расчет углов поворота, возникающих в пластических шарнирах 
На основе предыдущей главы нам известны места, на которых обра-
зуются пластические шарниры, создающие механизм течения. Обозначим 
через (4) соответствующую систему уравнений. Как было видно, последнее 
уравнение этой системы уравнений выражает условие совместности. По-
этому впоследствии мы решим систему, состоящую из первых г — 1 урав-
нений. Ввиду того, что все элементы последнего столбца матрицы Z, равня-
ются нулю, последний элемент (/и
г
) вектора j« не входит в систему. Следо-
вательно, он является «свободным неизвестным» системы, функциями 
которого можно выразить другие так называемые «обусловленные» 
неизвестные. 
Обозначим через С',-"
1
* матрицу, созданную минуя последнюю строку 
матрицы С"
1
, которая , по сути дела, является обратной матрицей левой сто-
роны матрицы С
Г1, а через f*(r~D — вектор, полученный минуя последний 
элемент вектора fi : 
П Р И М Е Н Е Н И Е Т Е О Р И И М А Т Р И Ц К Р А С Ч Е Т У С Т Е Р Ж Н Е В Ы Х СИСТЕМ 
51 
м
( г 
к 
р
г 
Первые г - 1 уравнения системы (4) можно написать тогда в следую-
щем виде : 
г - I 
М
( г ) 
J 
Т 
откуда 
П (С- z с,,; - п 
J 
m 
J. 
Углы поворота, возникающие в пластических шарнирах в стадии сфор-
мирования механизма течения, из уравнения (3) равны : 
(7) + Иг 
4 * 
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Ввиду того, что pr — параметр, избираемый свободно, каждый элемент 
вектора х
<г)
 будет линейной функцией от параметра р
г
. (Коеффициент 
пареметра р
г
 ни в одной из всех линейных функций не может быть равным 
нулю, ибо это означало бы, что угол у В соответствующем шарнире был 
бы постоянным, но такой шарнир не может участвовать в механизме течения.) 
Эти линейные функции обозначим через yVi = lVi(pr). Место, на котором 
в процессе образования механизма течения последним появляется пласти-
ческий шарнир, может быть определено с учетом того, что там у = 0, и знаки 
остальных углов поворота У
П
 равняются знакам соответствующих предель-
ных моментов M n p e a v . Последние же зависят — на основании выражения 
(5) — от знака коэффициентов параметра р
г
 в линейных функциях lVi(pr). 
Возможны два случая. Если д* 31(0Г) > 0, то sgn yVi = sgngrr4. Это возможно, оче-
видно, только при таких значениях параметра р
п
 которые не меньше наи-
большей из абсцисс пересечений линейных функций lVi(pr) с осью рг. Если, 
наоборот, д* М
(
0
Г)
 < 0, то sgn yVi = — sgn g 4, что возможно только для таких 
значений р
г
, которые не больше наименьшей из абсцисс пересечений линей-
ных функций Ivi(Pr) с осью Er- Если соответствующая линейная функция 
экстремальной нулевой точки имеет индекс vSr, то — вследствие выпол-
нения условия yVsr = 0 — на месте vSr соз-
дается последним 'пластический шарнир (см. 
фиг. 2.). Углы поворота, возникающие в пласти-
ческих шарнирах в стадии образования меха-
низма течения, определяются на основе зависи-
мости (7) следующим выражением : 
н
б) = С*(_1) f*C-i) + р0г дг , 
где </'г-1) может быть рассчитано по зависи-
мости (6), а р0г — экспериментальная нулевая 
точка, определенная на основании предыду-
щего. 
В дальнейшем необходимо определить 
порядок образования пластических шарниров 
и значение параметра нагрзуки, а также изме-
нение углов поворота У и моментов M как 
функции параметра р в процессе образования 
какого-то пластического шарнира в различных 
степенях нагрузки, то-есть между образова-
нием отдельных пластических шарниров. С этой 
целью исследуем вопрос, на каком месте и при 
каком параметре нагрузки < р
разр
 об-
разовался последний пластический шарнир 
прежде, чем возник механизм течения. 
Рассмотрим поэтому систему уравнений, 
полученную из системы (2), отбрасывая ее 
*V e уравнение. 
Пусть М
( Г _ 1 )
 — вектор, имеющий г — 1 
элементов, полученный из вектора М ( г ) , ми-
н у я его vSr-ü элемент. В ы ч е р к и в а я VF,-K) с т р о к у 
матрицы С
Г1, имеем квадратную матрицу 
Фиг. 2. Линейные функции, на 
основе которых определяется 
место последнего образующе-
гося шарнира. (См. пример.) 
П Р И М Е Н Е Н И Е Т Е О Р И И М А Т Р И Ц К Р А С Ч Е Т У С Т Е Р Ж Н Е В Ы Х СИСТЕМ: 53 
а вычеркивая vSr-vi элемент вектора н(г) — вектор х ( г _ 1 ) (при р < р р а з р 
вычеркнутый элемент всегда равен нулю). 
Таким образом, в интервале от образования и, ,-го шарнира до образо-
вания г.,-го углы поворота пластических шарниров определяются следую-
щей системой уравнений : 
(Штрихованные места обозначают элементы, опущенные из системы урав-
нений (2) с целью получения системы (8). В выражении (8) коэффициентная 
матрица вектора х
(г
-Р неособая, ибо определитель матрицы Orf — невзирая 
на постоянный множитель — является элементом (с индексом vSr) вектора 
д*, и он, как раньше показано, не может равняться нулю. 
Ради краткости введем следующие обозначения : 
0 f ( 0 * z c j c ) f * = z p - p = (А «•-«)--1  
O f С* M + м ^ - р = M r _ ! , 
тогда 
)9) x<r-P = АР-Р {рМ,-! - М Р - Р } . 
Отсюда значение параметра р, при достижении которого пластический 
шарнир знака vSr_t образовался, может быть получено следующим сообра-
ж
а
нием. Обозначаем элементы определенного с помощью зависимости (9) 
вектора через выражения 
хР-Р = px<f-P — y<f-Р , 
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где i может равняться от 1 до г— 1 — за исключением sr — каждому нату-
ральному числу. Так как при наибольшем из входящих в расчет значений р 
образуется предпоследний пластический шарнир, значение р
г 1 определя-
ется функцией, линейной относительно параметра р : 
(Ю) Рг- m a x У) 
(r-l) 
rM-« 
Индекс i, которому соответствует максимум вышеуказанного частного, по-
кажет искомое место 
С помощью вышеуказанного соображения можно также получить 
углы поворота пластических шарниров при р < р
г
~
ъ
 то-есть в стадии 
предшествующей появлению предпоследнего пластического шарнира. 
Напишем опять систему уравенений (8), минуя уравнение знака 
и , т а к как х» = 0, вычеркнем столбец с номером vs коэффициент-
ной матрицы и элемент xv . После этого получается следующая 
система уравнений : 
(V. 
ш 
(v, _ 
ш 
г-2) = Р M 
— 2 M< 
u • 
< 4 - , 
(Отброшенные элементы отмечены штрихованием.) 
Так как в этой системе уравнений матрица Z(r-2> является коэффициен-
том вектора x
(r
-2)( а т а к ж е минором, относящимся к элементу со знаком 
v v S r _ t матрицы Zfr-ö, наша задача — определит ь обратную этой мат-
рицы. Из партиционированной формы обратной окаймленных матриц можно 
вывести (см. [3] стр. 112—115) следующую формулу для инверза минорной 
матрицы, порядок которой на единицу ниже исходной квадратичной мат-
рицы : 
t ) 
а
к 
а" О ' 0 10 • • 
I • I **
кк I • I 
(к 
/"Ч/ 
где а
к
 обозначает к-й столбец матрицы А = Z - 1 , ак — ее к-ю строку, 2
кк
г
— 
такая матрица, в /fc-сй строке и в к-см стслбце котсрсй (после отделения 
вышеупомянутого диада, конечно) помещаются только нулевые элементы. 
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Минорная матрица же Z+1, полученная вычеркиванием этих элементов, — 
обратная минорной матрицы, принадлежащей к элементу индекса кк мат-
рицы Z, она же — обратная матрицы А. Следовательно, при р < р
г
_
х
 иско-
мые углы поворота получаются из следующей зависимости : 
(П) 
W О V + 
иС-2) = 
I О I 
О 10 10- • -О 
- + 7.-t 
I ? " А " - « 
I I 
V МС--1) 
где 
V - ' 
~г 
I 
I а (Г-1)*-
I I 
I I 
1
 а
( г
-
1 ) 
I 1 J I 
A<'-i> 
Л
(Г-1) V , 
(Из полученной формулы очевидно, что ^ j2* = 0.) 
Если компоненты вектора *
(г
-2) обозначаются — подобно предыду-
щим — через выражения 
„(г-2)
 = рх{г-2) __ у (г—2) ( 
где г может равняться каждому натуральному числу от 1 до г — за исклю-
чением sr и s^-i), — то значение параметра рг_2 можно определить из макси-
мума нулевых точек вышеупомянутых линейных функций : 
[у(Г •2) 
\х<Г - 2 ) 
Индекс г, к которому относится этот максимум, дает результатом искомое 
место г$г_г. 
Продолжая этот процесс, получаем значения параметра нагрузки, при 
которых образуются отдельные пластические шарниры, и получаем также 
углы поворота пластических шарниров. 
Полагая, что места v v r _ „ . . . , vSr_l+j уже известны и рг-к+1 
является таким параметром нагрузки, при котором v
 r_k+i-Pi пластический 
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шарнир как раз ооразуется, при р < р
г
-
к
+
г
 углы поворота получаются из 
выражения 
н
(г-ю
 = А(г-А) M í _ М(г-1)} ( 
где 
k-i a ( r ~»«h-J )* 
A(r-fc) _ А(г-1) __ Ч-у 
' aú-J) 
Í = 1 J'c .Ve . 
°r—7 ûr—7 
(здесь = 0, если j = 1 , 2 , . . . , & — 1). 
Обозначая компоненты через выражения 
«h-k) _ (r-k) _ (r-k) 
— l'Xi — í/i , 
где j от 1 до г — 1 может равняться каждому натуральному числу, за исклю-
чением значения sn sr_v ..., sr_k+1, значение параметра рг-к получается 
как максимум из нулевых точек вышеупомянутых линейных функций 
Vr-k = max 
yY~k) I 
ryir—k) 
Место, где образованием пластического шарнира начинается этот интервал, 
может быть определено из индекса i вышеупомянутой нулевой точки. 
§ 3. Изменение моментов от начала нагружения до разрушения 
В случае постеленного увеличения параметра нагрузки изгибающие 
моменты определяются следующим образом. 
Вначале, под действием нагрузки конструкция ведет себя еще упруго. 
Так как уже известны места v2,..., vr, на которых образуются пласти-
ческие шарниры, а также место vSr, на котором последним появляется пласти-
ческий шарнир, с опущением уравнения v.r получается система уравне-
ний, соответствующая системе (1) : 
(12) Mé- 1> = p M f _ 1 — ZC-D xC-i) , 
где 
Z ( r - 1 ) = С (Р ( С * Z C J с£>* 
и 
М х =Cg>C*
а
М + Щг~» . 
Пока конструкция ведет себя упруго, каждый элемент вектора х
( г_1> 
равен нулю, следовательно 
м
( г _ 1 )
 = р М
Л
_! . 
Совершим расчет, как будто углы поворота и величины параметра 
нагрузки, относящиеся к отдельным стадиям, то-есть последовательность 
образования шарниров, были бы еще неизвестны. 
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Увеличив величину параметра р мы доходим до такого значения plt при 
котором изгибающий момент на каком-то месте достигает значения предель-
ного момента. 
Очевидно, 
= min 
Ж 
пред,,. 
MVi ~ 
где i может равняться всем натуральным числам от 1 до г, за исключением 
sr. Индекс i, к которому относится вышеуказанный минимум, указывает 
место v4i, где первым возникает предельный изгибающий момент. Если пара-
метр нагрузки превышает величину р
ъ
 то в уравнении (12) xVn=f= 0. 
Умножим с левой стороны (переставленное) уравнение (12) на матрицу 
А
('-1> 
(13) М(г-1)_ р Mr-г 
О 
(Vç, 
М
<Г-1) 
о 
и пропустим уравнение (места пропущенных элементов обозначены 
штрихованием). 
Разлагая левую сторону уравнения партиционированием 
• • 
п - , 
14" " 
J 
п 
М" 
J 
п 
м, 
J U 
- РЙ-.. 
и, имея в виду, что все остальные элементы вектора х
(г 1
 равны нулю, для 
определения моментов получается следующее уравнение : 
(14) 
М
(г
~
г> = < Г 2 ) 
V В ^ - Е п р е д к , 
м, 
г — 2 
Здесь вектор a ( v
r
~
2 )
—столбец vqi, матрицы А<
г_1>, пропустив элемент 
vqi ; A<.j2') — минор матрицы A ( r-D, полученный с опущением строки и 
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столбца v ]\j(r-2) — вектор моментов (без элемента Ж ^ - 1 ) Ж
п ) 
в случае р > р
г
; вектор М
г
_
г
 равняется вектору M r _ j без элемента Aíy,, ; 
наконец, Z ( r-D = ( A ^ 1 * ) - 1 . Матрица Z ( r _ 2 ) получается из матрицы Z ( r _ 1 ) с 
помощью вычитания диада 
„с -О ж - П * 
'Vi, 
< г - 1 ) 
'Fe, г?. 
пропустив строку и столбец vqv элементы которых равны нулю. Обозначаем 
элементы вектора М
( г _ 2 )
 в (14) через следующие выражения : 
('-2) J r - 2 ) 
где г может равняться всем натуральным числам от 1 до г, за исключением 
8
Г
 и qx. Отсюда значение параметра р2, при котором изгибающий момент на 
месте vQ2 достигает значения предельного момента, равняется : 
, = n u n 
Ж 
п р е д у . 
( г - 2 ) \ 
£ ( Г 2 
Продолжая этот метод, моменты определяются по очереди в отдельных 
интервалах приращения параметра нагрузки. 
Предположим, что при значении параметра р
к
 момент в сечении к 
достиг предельного значения и р > р
к
. Тогда в уравнении (12) = 
i = 1 , 2 , . . . , к. Умножим с левой стороны уравнение (12) на матрицу А ( г _ 1 ) и 
пропустим уравнения vqi,..vqt. Вектор моментов имеет вид : 
A J ( r - k - i ) — Z< r-k-D 
(15) 
h 
V 
п 
М
к
-
J 
п 
(Ж
п р е д
)4 V М г - к - Х 
где вектор М
к
 содержит элеметы vqi, v q 2 , v q k вектора Mr-V а вектор 
M r _ f t _ x другие элементы вектора М г _ х . Вектор М п р е д * образуется из элемен-
тов Ж
п р
е
Ч
, . . . , M n p e v и Ау г 1 . . .у„ — минор, составленный из столбцов 
vqv vw...,\qk матрицы A ( r _ 1) , пропустив строки vqv v q t , v q t . Наконец, 
2, ' r -k-i) _ обратная матрица минора матрицы А(Г-1>, полученного с 
опущением строк и столбцов vqi, vqi,..., vqt. Матрица Z с - " - 1 ) получается из 
матрицы, вычисленной с помощью вычитания к диадов 
к
 Jr-J) J j - ï r 
j=i Z%v4, 
Фиг. 3. — Расчетная схема конструкции (т = J/Jc)', механизм течения ; 
отдельных пластических шарниров (углы поворота 
эпюры моментов и эпюры деформаций при 
(у.) показаны с умножением на E.JC). 
образовании 
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пропустив строки и столбцы vQí, vqv..., vqk, элементы которых равны нулю. 
Обозначим элементы вектора м Р - ^ - Р в (15) через следующие выражения : 
Jf (r-fc-l) _ у jz(r—k-l) _ rft-k-1)
 ) 
где i может равняться всем натуральным числам от 1 до г, за исключением 
8
п
 q2,..., qk. Тогда значение параметра нагрузки рк+1, при котором на 
следующем месте vq i + i момент достигает предельной величины, определяется 
формулой 
IM «(»"—А—1)\ 
пред , , . Т ' к 
Рк+1 = mm Ç(r-k-1) 
Продолжая этот метод до к — г — 2, получаем моменты и значения 
параметра, при которых моменты достигают значения предельного изгибаю-
щего момента, а также последовательность возникновения предельных 
моментов. 
В интервале предшествующем разрушению, то-есть в случае р
г
_
х
 < 
< р < Рраэр, изгибающий момент только на месте vSr не равняется предель-
ному моменту. Значение момента определяется уравнением vSr системы урав-
нений (2). Обозначая строку vSr матрицы СГ; через с* и подставляя выра-
жение (9) вектора значение момента получается в следующем виде : 
м
 Sr = с* да-* (д/(г~1) - + pMVsrо. 
В качестве примера покажем исходные данные и численное решение 
задачи фиг. 3. 
14 11 1 ~ (1 23 
9 9 3 36 
А = 
— 
11 
9 
26 
9 
5 
3 
(3 ; а0 23 
36 
4 5 2 (5 2 
3 3 3 _ 
— 1 0 0 ~ (i - 0 ~ d 
0 1 0 (3 0 (3 
0 0 1 ( 5 0 ( 5 
С = 1 
2 
1 
2 
0 ( 2 " 
М0 = 1 
4 
( 2 
— 1 1 1 ( 4 
1 
2 
( 4 
(Поступила в редакцию 22. IV. 1958.) 
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A MÁTRIXELMÉLET ALKALMAZÁSA RUGALMAS-PLASZTIKUS ÁLLAPOTÚ 
SZTATIKAILAG HATÁROZATLAN RÚDSZERKEZETEK SZÁMÍTÁSÁRA 
RÓZSA P. és TASSI G. 
Kivonat 
A dolgozat sztat ikai lag határozat lan rúdszerkezetek törőterhelésének, 
valamint tetszőleges terheléshez tartozó igénybevételi és alakváltozási álla-
potának meghatározásával foglalkozik. 
Feltéve, hogy a terhelés egy paraméter tő l függ, a n y o m a t é k és e l fordulás 
az 1. ábra szer int függ össze, a nyomatéki csúcspontok és kialakult p laszt ikus 
csuklók nem vándorolnak, s a kialakult plaszt ikus csuklókon tehermentesí tés 
nem lép fel, A . A . GVOZGYEV [4] módszerét továbbfe j lesz tve A következőkép-
pen j á rha tunk el : 
A t a r t ó erőmódszerrel való megoldásából kiindulva fel írunk egy má t r ix -
egyenletet, amely azt fe jezi ki, hogy azokon a helyeken, ahol plaszt ikus 
csukló kialakult , a külső terhelés és a plasztikus csuklókon fellépő te rhe lő 
elfordulások hatására é p p e n a ha tá rnyomaték hat , a többi helyen ped ig 
a nyomaték kisebb annál . 
Törőterhelés esetén a megfelelő helyeken mindenü t t a ha tá rnyomaték 
lép fel, s ekkor az elfogulásokra olyan inhomogén lineáris egyenletrendszert 
kapunk, ame ly együt tha tó mát r ixának r ang j a eggyel kisebb, mint a rendszáma. 
A cikk au tomat ikus módszer t ad a terhelési paraméter a m a értékének meg-
határozására, amelyre az egyenletrendszer kompatibilis. Minthogy a folyási 
mechanizmust előre á l t a l ában nem ismerjük, azokat a helyeket, ahol a plasz-
tikus csuklók kialakulnak, valamint a törőterhelés pa raméte ré t min imum 
feladattal határozzuk meg. 
A törőterhelés fellépésének p i l lanatában az elfordulások ér téké t az 
említett egyenletrendszer egy szabad paraméter tő l függő lineáris megoldásai 
szolgáltatják. .V dolgozat k imutat ja , hogy az lesz a legutoljára k ia lakuló 
plasztikus csukló, amelyen fellépő elfordulásnak, min t a szabad p a r a m é t e r 
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lineáris függvényének zérushelye az összes többi ilyen lineáris függvény 
zérushelye közül extrémális. 
A plasztikus csuklók kialakulási sorrendjé t , az ezeken fellépő elfordulá-
sokat és a t a r tó nyomatéki ábrá i t ugyancsak egy szélsőérték feladat szolgál-
t a t j a , amelyekhez az egyenletrendszer e g y ü t t h a t ó má t r ixa bizonyos minor-
mátr ixa inak invertálása szükséges. Ezeknek kiszámítása egy-egy diád ismé-
te l t leválasztásával tör ténik , ami az e l já rás t könnyen á t tekinthetővé , egy-
szerűen kivitelezhetővé és gépi úton való számításra alkalmassá teszi. 
CALCUL DES CONSTRUCTIONS DES BARRES STATIQUEMENT INDÉ-
TERMINÉES DANS L'ÉTAT ÉLASTIQUE-PLASTIQUE PAR LE CALCUL DES 
MATRICES 
P. RÓZSA et G. TASSI 
Extrait 
L'art icle t ra i te de la détermination de la charge cr i t ique ainsi que celle 
des changements des moments e t des é ta t s de déformation des constructions 
des barres. 
Supposons, que la charge dépend d 'un seul paramètre , que le m o m e n t 
et la déformation angulaire dépendent l ' un de l 'autre comme le mont re la 
figure 1, que les sommets des moments et les art iculat ions plastiques dévelop-
pées ne se déplacent pas, e t enf in que la d iminut ion des charges ne se p r o d u i t 
pas sur les art iculat ions plast iques développées. Nous pouvons alors perfection-
ner la méthode de A . A . G V O Z D E V de la façon suivante : 
En p a t t a n t de la solution du problème des poutres p a r la méthode des 
charges, nous obtenons un dys tème d 'équat ions linéaires qui exprime q u ' a u x 
endroits mêmes où les ar t iculat ions plastiques viennent de se former, précisé-
ment les moments limites se produisent sous l ' influence de la charge extér ieure 
et celle des déformations angulaires imposées aux ar t iculat ions plastiques, 
tandis qu 'aux aut res endroits les moments deviennent p lus peti ts que les 
moments limites. 
Dans le cas de la charge critique, des moments l imites se produisent 
pa r tou t et nous obtenons alors pour les déformat ions angulaires un système 
d 'équations linéaires inhomogènes, dont le r ang de la matrice de ses coefficients 
est inférieur d 'une unité à celui de son ordre. L'art icle donne une méthode 
qui permet de déterminer immédiatement la valeur du p a r a m è t r e de charge 
pour laquelle le système d 'équat ions est compatible. Pu isque le mécanisme 
des déplacements est à priori, en général inconnu, nous déterminons les endroits , 
où les art iculations plast iques se produisent, ainsi que le paramètre de la 
charge critique, par la solution d 'un problème des minima. 
A l ' ins tant où se produisent les charges crit iques, les valeurs des déforma-
tions angulaires sont fournies pa r les solutions l inéairement dépendantes 
d 'un paramètre libre du système d 'équations mentionné. Nous démontrons 
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que l 'ar t iculat ion plastique qu i se produi t à la fin est celle, pour laquelle la 
déformation angulaire en t a n t que fonction linéaire du pa ramè t re libre a un 
zéro qui est le minimum respect ivement le maximum absolu des zéros de 
toutes ces fonct ions linéaires. 
L 'ordre dans lequel les art iculations plastiques se produisent, ainsi 
que les déformations angulaires qui y appar t iennent e t les diagrammes des 
moments de la poutre sont fournis également par les solutions des problèmes 
de maxima respect ivement minima, pour lesquels il f e u t invertir cer tains 
mineurs des matrices des coefficients. Le calcul s 'effectue pa r la soustract ion 
itérée des d iades qui rend p lu s clair le procédé et permet d 'effectuer un calcul 
simple sur les machines. 
EIN BEWEIS DES WEDDERBIJRN—ARTINSCHEN STRUKTURENSATZES 
von 
OTTÓ S T E I N F E L D 
Einleitung 
Unter einem halbcinfachen Ring vers tehen wir e inen assoziativen Ring, 
der kein von Null verschiedenes ni lpotentes Linksideal bes i tz t und in dem für 
die Linksideale die Minimalbedingung gilt. In dieser Arbe i t gehen wir einen 
kurzen, elementaren Beweis des Wedderburn-Art inschen Strukturensatzes . 
Der Beweis benützt wesentlich nur das wohlbekannte Ergebnis von E. 
N O E T H E R (Hilfssatz 1). 
F ü r die gefallige Hilfe in der Abfassung dieser Arbeit spreche ich 
meinen herzlichen Dank Herrn Professor L. F U C H S aus. 
§ 1. Hilfssätze 
Hilfssatz 1 ( E . N O E T H E R ) . Ein halbeinfacher Ring R besitzt ein Einselement 
s und ist die direkte Summe von endlich vielen minimalen Linksidealen 
Rev. . ., Rem, wo sv . . ., em orthogonal idempotenteEUmente mit 6 = + . . . + 
+ sm sind.D 
Hilfssatz 2. Die minimalen Linksideale Ren Rek (ef = £,, ek - ek) eines 
(assoziativen) Ringes R sind dann und nur dann als R-Moduln operatorisomorph, 
wenn etRek von Null verschieden ist. 
Beweis. Sind J?e, u n d Rek opera torisomorph, und gilt hei einem gege-
benen Operatorisomophismus £,-»- gek (фО ; gdR), so fo lgt e, = е,е, —> е(дек, 
also e, Rek =f= 0 . 
Es sei £,a£A. ф 0 ( a £ R ) . Die Abbi ldung 
(1) ß£, >• ge, aek (e€-ß) 
ist of fenbar ein Opera torhomomorphismus von Ret in Rek. Da das Bild von 
£,£,• = £, in (1) das Element s2aek = е,аел (ф 0) ist, liefert (1) einen Operator-
isomorphismus von Rel auf Rek. 
Hilfssatz 3. Ist Í ein minimales Linksideal eines (assoziativen) Ringes 
R und е(ф 0) ein idempotentes Element in l, so ist d ein Schiefkörper mit dem 
Einselement e. 
Beweis. H ist ein Unter r ing von R mi t dem linksseitigen Einselement £. 
Da fü r ein beliebiges E lement еХ{ф 0 ; A£í) von eI die Gleichung l • eX = l 
und deshalb EI • e). = H gilt, existiert ein Element e?.' ( ф 0 ; l 'Ç l) mit el' • el = 
= E, womit Hilfssatz 3 bewiesen ist. 
О Für don Beweis s. § 123 der Algebra, II. von B. L. VAN DEK WAERDEN (Springer, 
Berlin, 1955). 
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§ 2. Beweis des Wedderburn-Artinschen Satzes 
Der Wedderburn-Artinsche Strukturensatz. Ein halbeinfacher Ring R 
ist die (ringtheoretische) direkte Summe von endlich vielen Unterringen, deren 
jeder einem vollen Matrizenring über einem Schiefkörper isomorph ist. 
Beweis. Nach Hilfssatz 1 gil t 
(2) R = R£l+ . . . +Rem , 
(3) £ = £ ! + . . . + £ „ , (fif = £j ; Bj ek = 0 f ü r i Ф к ; i,k = 1 , . . . , m). 
wo £ das Einse lement u n d ß ^ , . . ., Rsm minimale Linksideale von R bezeichnen. 
Offenbar k a n n man voraussetzen, dass in (2) die min ima len Linksideale 
als ß -Moduln in Klassen opera tor i somorpher eingeteilt s ind. Da sich die 
nicht-operator isomorphen Linksideale un t e r Rev . . ., Rem infolge Hi l fssa tz 
2 paarweise annull ieren, b i l de t die d i rekte Summe der Linksideale, die in 
derselben Klasse sind, ein zweiseitiges Idea l von R u n d deshalb ist R d ie 
r ingtheoret ische direkte S u m m e von diesen Idealen. N a c h einer geeigneten 
Umordnung k a n n man er re ichen , dass z. B. 
(4) a =Re1 + . . . +RE„ ( l ^ h ^ m ) 
ein solches Idea l mit dem Einselement 
(5) £' = £ ! + . . . + £ „ (£? = £,; BiEk = 0 Шт1фк; i , k = l , . . .,h) 
i s t . Es genüg t zu zeigen, dass а einem vollen Matr izenring über einem Schicf-
körper i somorph ist. Da f ü r ein festes E l emen t Б^Ф 0) von bÍRe1 (г = 1, . . ., H) 
das P r o d u k t Re( • öt ein v o n Null verschiedenes Links idea l von R in Re± 
ist , gilt ß£, • ő, = Rev w o r a u s e, Kei • ő, = e1Re1 folgt. Dies bes tä t ig t die 
Existenz eines Elementes ôf (ф 0, Ç ОР £ , ) m i t 
(6) 6fôl = e1 (»•=!, ...,*)• 
<5,(5* (£ £,ß£,) i s t wegen (6) i dempoten t u n d wegen ÔiÔ*di = <5,^ = <5, ф 0 v o n 
Null verschieden. Da 81Reí (г = 1, . . ., h) n ach Hilfssatz 3 ein Schiefkörper 
( m i t dem Einselement £,) i s t , besteht 
(7) 6,6* = £,. ( • = 1 Ä). 
So k a n n man voraussetzen, dass die E l emen tepaa re <5,- (=^0) u n d 
б*(ф 0 ; i— 1, . . ,,h) m i t den Eigenschaf ten (6) u n d (7) ausgewählt s ind . 
Be t rach ten wir die Abbi ldung 
(8) а-*||<3?а<5,.|| ( a ( e ; i j = l *), 
wo die rech te Seite eine h- reihige quadra t i sche Matr ix ü b e r dem Schiefkörper 
e1Re1 = К bezeichnet . N a c h (8) wird а in den vollen Matr izenr ing KH v o m 
Range h2 über К abgebi ldet u n d die Homomorph iee igenschaf t gilt bezüglich 
der Addi t ion trivialerweise. D a infolge (5), (7) u n d (8) f ü r die E l e m e n t e 
<*,ß(t а) 
h 
aß -> \\öfaßdj\\ = \\0fae'ß6j\\ = \ V ôfae^ôj 
\ k^i 
л 
2 6*aökd*ßöj 
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richtig ist, ist (8) auch bezüglich der Multiplikation eine homomorphe Abbil-
dung. 
Wir zeigen jetzt , dass jede Matrix || Qtj || (qu £ К) von KH als Bildelement 
in (8) vorkommt. Wegen (4), (6), (8) und der Orthogonal i tä t der idempotenten 
Elemente е
ъ
 . . ., eh h a t || j>iy|| in (8) das Urbild 
2 € a-
i,i= 1 
Is t zuletzt das Bild von a(£ a) die Nullmatr ix, so gilt ôfaôj = 0 (г, j = 
= 1, . . ., h), woraus wegen (5), (7) die Gleichung 
л л 
а = e'a.e' = 2 eiaej = 2 ' ' à* = 0 
ij= l i,j= l 
folgt. 
Dami t ist der Beweis vollendet. 
Bemerkung. Aus dem vorigen Ergebnis ergibt sich der zweite Wedder-
burn-Art insehe S t ruk turensa tz über einfache Ringe. 
(Eingegangen 20. Feb rua r 1958.) 
A FÉLIGEGYSZERÜ GYŰRŰK WEDDERBURN—ARTIN-FÉLE 
STRUKTÚRA-TÉTELÉNEK EGY ÚJ BIZONYÍTÁSA 
STEINFELD О. 
Kivonat 
Egy (asszociatív) gyűrű t , amelynek nincs zérótól különböző ni lpotens 
balideálja, és amelynek balideáljaira tel jesül a minimum-feltétel, ftligegy-
szerünek nevezünk. 
E dolgozatban egy olyan új , rövid bizonyí tás t a d u n k a féligegyszerű 
gyűrűk nevezetes W E D D E R B Ü R N — A R T I N s t ruktúraté te lére , amely lényegileg 
csak a NoETHER-féle a laptételre támaszkodik. 
НОВОЕ ДОКАЗАТЕЛЬСТВО СТРУКТУРНОЙ ТЕОРЕМЫ 
WEDDERBURN—ARTIN-A ПОЛУПРОСТЫХ КОЛЕЦ 
О. STEINFELD 
Резюме 
Ассоциативное кольцо, которое не имеет отличных от нуля нильпо-
тентных левых идеалов, для левых идеалов которого выполненно условие 
минимума, называется полупростым. 
В настоящей работе дается такое новое, короткое доказательство ука-
занной в заголовке теоремы, которое по существу опирается лишь на основ-
ную теорему N O E T H E R . 
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KÉTPÓLUSÚ ELEKTROMOS HÁLÓZATOKRÓL, II. 
Á D Á M A N D R Á S 
Bevezetés 
E dolgozat az azonos című, I. sorszámú dolgozat fo lyta tása . Az o t t 
használ t terminológiát külön megállapodások nélkül t o v á b b alkalmazzuk, 
f g y (ha mást nem mondunk) gráfon véges g rá fo t értünk, amelyben ki tünte t -
t ünk egy kezdőpontot és egy végpontot , és amely a Tx és T2 tu la jdonságoknak 
(lásd : [1], 1. §, 213. oldal) eleget tesz. Pontok és élek egy A0, kx, Ax, k2, . . ., 
A„-v lcn, A0 (k > 2) sorozatát zárt útnak nevezzük, ha az A0, Alt . . ., An_x 
pontok páronként különböznek, és bármely kt él (1 í i á n) a sorozatban 
vele szomszédos pontokat köti össze. Az A0 p o n t o t a zárt ú t záródási pontjának 
nevezzük, az Ax, A2, . . ., An-X pon toka t a zár t ú t belső /?07hjainak. 
Az összes gráfok jellemzése a soros és párhuzamos kapcsolással szemben 
irreducibilis gráfok leírásán múlik. Dolgozatunkban ezen irreducibilis gráfok 
bizonyos osztályának szerkezetéhe fogunk (nem teljes) be tekin tés t nyerni . 
Az [1] dolgozat 2. tótele szerint bármely irreducibilis g r á f b a n van ke t tős 
él. (Irreducibilis gráfon mindig egynél több élt tar talmazó irreducibilis g rá fo t 
ér tünk. ) Ez a t ény lehetőséget n y ú j t egy irreducibilis gráf pályáinak, éleinek, 
továbbá maguknak a gráfoknak a következő osztályozására. 
Elsőfajú pályának nevezünk egy pá lyá t , ha egyik éle sem kettős él ; 
másodfa jú pályának, ha á tha lad legalább egy kettős élen. 
A t ípusú élnek nevezünk egy élt, ha bármely ra j ta á t m e n ő pálya első-
fa jú . В t ípusú élnek nevezünk egy élt, amelyen legalább egy elsőfajú és leg-
a lább egy másodfa jú pálya á tmegy. С t ípusú élnek nevezünk egy nem ket tős 
élt, ha bármely ra j t a á tmenő pálya másodfa jú . D típusú éleknek nevezzük 
a ket tős éleket. 
Bármely irreducibilis gráf ta r ta lmaz nem kettős élt (pl. a kezdőpontból 
vagy végpontból kiinduló bármely él). Az eddigiek a lap ján az irreducibilis 
gráfoknak a következő hót osztálya lehetséges. 
I. osztályú egy gráf, ha А, В, C, D t ípusú éleket t a r t a lmaz . Ugyanígy 
t ípusú éleket ta r ta lmaz. (Ezeket a definíciókat úgy ér t jük, hogy pl. VI. osztá-
lyúnak nevezünk egy gráfot, ha van В t ipusú éle, van D t í pusú éle, nincs A 
egy 
II . osztályú gráf A, B, D ; 
III . osztályú gráf A, C, D ; 
IV. osztályú gráf B, C, D ; 
V. osztályú gráf A, D ; 
VI. osztályú gráf B, D ; 
VII . osztályú gráf C, D 
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t ípusú éle ós nincs С t í pusú éle.) Az 1. áb rán példát a d u n k IV., VI. és VII. 
osztályú gráf ra . Dolgozatunkban (4. és 6. tételek) l á t n i fogjuk, bogy a 11., 
I II . és V. gráf-osztályok üresek. Ez a dolgozat elintézetlenül hagyja az egzisz-
tencia-kérdést az I. gráf-osztályra. A dolgozat eredményeinek megbeszélése 
során P O L L Á K G Y Ö R G Y más eszközökkel bebizonyí tot ta hogy nincs olyan 
sorosan és párhuzamosan irreducibilis gráf, amely t a r t a lmaz A t ípusú élt 
(lásd a következő, [2] dolgozatot) ; ezzel a 4. és 6. tételekre ú jabb igazo-
lást, az I. gráf-osztály exisztencia-problémájára t agadó választ nyer t . 
Az 1. §-ban ér telmezzük az ?i-pólusú gráfokat, és megállapítunk róluk 
egy, a továbbiakban szükséges tényt . 
A dolgozat lényeges eredményeit t a r ta lmazó 2. §-ban а II. és VI. osztályú 
gráfok szerkezeti vizsgálatával foglalkozunk. Egy i lyen gráf elemzésének 
alapgondolata : a D t ípusú éleket (összefüggésük szerint) osztályokba sorol-
juk, és az t vizsgáljuk, hogy ezek az osztályok hogyan kapcsolódnak be a 
nem kettős élek által a l k o t o t t gráfba. Eredményeink erre a kérdésre pontos 
választ adnak , a tárgyalás végén (4. tétel) pedig azt nye r jük , hogy az előálló 
gráfok mindegyike VI. osztályú. А VI. osztályú gráfok te l jes leírásában egyet-
len hiányosság marad : a ke t tős élek ál tal a lkotot t osztá lyok belső szerkezeté-
nekjellemzése. (Ez a kérdés a kettőnél t öbb pólusú gráfok további vizsgálatával 
lenne megközelíthető.) A 3. §-ban a I I I . és V. osztályok ürességét igazoljuk 
az előző paragrafusok eredményeinek felhasználása nélkül . 
Köszönetet mondok P O L L Á K GYÖRGYnek számos ér tékes megjegyzéséért, 
és jelentékeny részvételéért a dolgozat (különösen a 2c) § ) végső fo rmába 
öntésében. 
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1. §. ti-pólusú gráfok 
Egy véges g rá fo t n-pólusú gráfnak ( röviden : « -gráfnak , e paragrafu-
son belül egyszerűen gráfnak) nevezünk, lia ki van tün te tve « számú p o n t j a 
(« > 2), amelyeket pólusoknak nevezünk, és a gráf eleget tesz bizonyos 
összefüggőségi feltételnek. A g r á f n a k egy olyan pont já t , ame ly nem pólus, a 
gráf belső p o n t j á n a k nevezzük. A gráf egy ú t j á t belső ú tnak nevezzük, ha az 
ú t minden belső p o n t j a a g rá fnak is belső p o n t j a . Az emlí te t t feltétel : meg-
kívánjuk , hogy a gráf bármely élén, t ovábbá bármely p o n t j á n á tmen jen 
olyan belső út, amelynek végpont ja i pólusok. 
Egy «-gráfot T 3 tu la jdonságúnak nevezünk akkor, h a egy élből áll, 
vagy akkor, ha egynél több éle van , és bármely két pon t j á t összeköti egy belső 
út , és nincs olyan éle, amely ké t pólust kö t össze.x) 
Segédtétel. Soroljuk egy T3 tu la jdonságú «-gráf összes pólusait ké t 
(nem üres) d isz junkt а
ъ
 a 2 osztályba. Ekkor a gráf bármely pon t j án vagy 
élén á tmegy olyan belső út, amelynek egyik végpont ja a 1 -be , másik vég-
p o n t j a a2-be tar tozó pólus. 
Bizonyítás. Egy élű gráfra nyilvánvaló a tétel . A másik esetben állí tásunk 
pon tokra és élekre azonos módszerrel igazolható. А к élen m e n j e n á t az ci(AB) 
belső út, ahol A ós В pólusok. H a mind A, mind В az a , osz tá lyba tar toznak, 
akkor legyen С az а ú t tetszőleges belső p o n t j a . С belső p o n t j a a gráfnak. 
D legyen egy a2-beli pólus, b(CD) legyen tetszőleges belső út. E legyen b utolsó 
olyan pont ja , amely pon t j a az а ú tnak is. E k k o r léteznek az a[AE~\ • b[ED] 
és a~1[BE] • b\ED] u tak , és egyikük átmegy а к élen. 
2. §. II. és VI. osztályú gráfok 
a) Elnevezések, jelölések. 0) legyen olyan irreducibilis gráf , amely t a r -
ta lmaz В t ípusú élt, de nem t a r t a lmaz С t ípusú t . Jelöljük ©'-vei azt a gráfo t 
amely @-nek A és В t ípusú éleiből ( továbbá a megfelelő pontokból) áll, © ' 
kezdőpont ja és végpont ja egyezzék meg © kezdőpontjával , ill. végpontjával) . 
(®-nek bármely olyan éle, amely P-hez vagy Q-hoz illeszkedik, nem lehet 
ket tős él, tehát ©'-höz tartozik.) í g y kettős él nélküli gráfot kapunk , minthogy 
egy ©'-beli kettős él ®-nek is ke t tős éle volna. © ' egynél több élből áll, és nyil-
ván rendelkezik a Tx és P 2 tulajdonságokkal , t e h á t [1] 4. té te le szerint © ' 
előállí tható soros és párhuzamos kapcsolással a Po оQ alapelemből. 
A § gráfot a © ' gráf alkatrészének nevezzük, ha vannak olyan ©' = ©0 , 
©!, ©2, . . . , ®„ = (» ^ 0) gráfok, melyeknél minden г'-re (1 ^ i < «) ©, 
soros vagy párhuzamos komponense ©,_i-nek.2) 
A © gráf D t ípusú éleit osztályozzuk a következő ekvivalencia-reláció 
szerint : a kx és k2 élek ekvivalensek, ha létezik olyan út vagy zá r t út, amely-
nek első éle klt utolsó éle k2, és amelynek egyetlen belső p o n t j a sem p o n t j a 
1) Az n= 2 esetben a T3 tulajdonság a párhuzamos irreducibilitással ekvivalens. 
Az egy élű gráf nyilván kétpólusú. 
2) Abba, liogy ©i soros komponense ©;_i-nek, beleértjük, hogy ©/ sorosan irreduci-
bilis legyen. (Párhuzamos komponensnél párhuzamos irreducibilitást feltételezünk.) 
Ezért, ha ©,• soros komponense @/_i-nek, akkor ©,-+1 párhuzamos komponense ©i-nek (és megfordítva). Nyilvánvaló, hogy ©/ bármely alkatrészéhez egyetlen ilyen sorozat 
létezik. Azt, hogy .^ (^©í) tagja a Ú, alkatrészhez vezető sorozatnak, a ,Çt2 jelö-
léssel juttatjuk kifejezésre. 
7 0 ÁDÁM 
®'-nek.3 ) A D t ípusú élek így e lkü lön í te t t sokaságai t Лw/aknak fogjuk nevezni. 
Minden hídlioz hozzászámí t juk az élek végpon t j a i t is. K é t hídnak közös p o n t j a 
csak akkor lehet, ha az @'-nek is p o n t j a . 
A ® híd határponti&msLk nevezzük 55 és közös pon t j a i t . Minden 1 
h ídnak legalább két h a t á r p o n t j a van . Minden híd T.A t u la jdonságú тг-gráf 
(pólusoknak a h a t á r p o n t o k a t tekintve) . Minden 5) h ídhoz hozzárendelünk egy 
5 ( ® ) a lka t ré sz t a következő módon : 
1? H a 55-nek két h a t á r p o n t j a van , és ezek egy p á r h u z a m o s a n reducibil is 
íp a lka t résznek kezdőpon t j a , illetve végpon t j a , akkor 4 ) legyen íp = 
2°. Minden más ese tben legyen 5 ( ® ) ©'-nek az a legszűkebb alkatrésze , 
amely 55 va lamennyi h a t á r p o n t j á t t a r t a lmazza . 
Legyen £) va lamely alkatrésze @'-nek. Ekkor íp* jelentse a 5p éleiből, 
t ovábbá az §(5)) с íp fe l t é te l t te l jesí tő h i d a k éleiből ál ló gráfot , és íp** jelentse 
a íp* éleiből, t ovábbá az 5(35) = £> fe l t é t e l t teljesítő h i d a k éleiből (és m i n d k é t 
esetben a megfelelő pon tokból ) álló g r á f o t . 
Legyen a ©' gráf § a lka t részének kezdőpon t j a P*, végpont ja Q*. H a az 
a(P*Q*) ú t íp**-hoz t a r t o z ó élekből áll, a k k o r a része © egy pá lyá j ának , például 
a b[PP*] • a • ü[Q*<?] pá lyának , ahol b (M'-beli élekből álló, P*-en (így Q*-on 
is) á t m e n ő tetszőleges pá lya . Ebből következik , hogy § egy él, ame ly ket tős 
éle a P* kezdőpontú , Q* végpontú íp** gráfnak , a © g rá fnak is k e t t ő s éle. 
H a egy gráf va lamely belső p o n t j á n a gráf v a l a m e n n y i pá lyá j a á tmegy , 
akkor ezt a pon to t a gráf csomópontjának nevezzük. H a egy g r á f n a k van 
csomópont ja , akkor a gráf sorosan reducibil is , és komponense i t éppen a csomó-
pontok vá l a sz t j ák szét. (Vö. [1], 9) lábjegyzet . ) H a A és В csomópontok, 
akkor a n n a k kifejezésére, hogy a lka lmas pá lyán A megelőzi B-t, az A < В 
jelölést haszná l juk (ekkor A a gráf b á r m e l y pá lyá j án megelőzi B-t.) Legyenek 
íp! és íp2 a íp sorosan reducibilis gráf komponensei : l ia a lkalmas p á l y a ( tehát 
bá rmely pá lya) előbb t a r t a l m a z ,£")rbeli, és később íp2-beli éleket, a k k o r azt 
mond juk , hogy ípj előbbi komponense £)-nak, mint íp2. 
A © gráf 5)j és ф 2 h íd j a i t ekvivalens hidaknál nevezzük, ha h a t á r p o n t -
jaik megegyeznek. (Azaz : 5)i b á r m e l y h a t á r p o n t j a h a t á r p o n t j a 552-nek is, 
és ford í tva . ) 
Legyen íe> p á r h u z a m o s a n reducibil is a lkatrésze ©'-nek, legyenek ípa és 
faß komponense i íp-nak. íp„-t és íp^-t összetartozó komponenseknek nevezzük, 
ha ípa = vagy akkor , ha van íp komponense inek olyan 
= Фа. = ( n ^ 2) 
sorozata, hogy bá rme ly г számhoz (2 ^ г < n) van olyan 55 h íd , amelyre 
5(2>) = íp, és amelynek két a lka lmas h a t á r p o n t j a belső p o n t j a .p,_!-nek, 
illetve § r n e k . 
b) Főtétel. 1. tétel. Bármely 5) hídra 5(5)) párhuzamosan reducibilis 
alkatrésze &'-nek, és 55 bármely határpontja csomópontja 5 (®) valamely kom-
ponensének. 
3> Az osztályozás ekvivalencia-jellege könnyen igazolható. Ha a(AB) a kx és k2 
éleket, b(CD) pedig a k2 és k3 éleket összekapcsoló, említett tulajdonságú (esetleg zárt) 
út, és E a-nak első olyan belső pontja, amely 6-nek is pontja, akkor D ф E esetén az 
a[AE] • b [ED), D=E esetén pedig az ci[AEj • k f 1 (esetleg zárt) út létezése biztosítja, 
hogy l\ és k, relációban állnak. 
4) A későbbi eredmények azt fogják kimutatni, hogy ez az esetnem fordulhat elő, 
pillanatnyilag azonban számolnunk kell ezzel a lehetőséggel is. 
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Kiegészítés. ©' párhuzamosan reducibilis, és ©' bármely két komponense 
összetartozó. 
Л té te l és a kiegészítés bizonyítása a következő öt állítás igazolására 
fog tagolódni : 
1°. Van olyan híd, amelyre g(5>) = ©'. 
2°. legyen sorosan reducibilis alkatrésze ©'-nek. Legyen = 
Ekkor © bármely ha t á rpon t j a kezdőpont ja , végpont ja , vagy csomópont ja 
•Ö-nak. 
3°. $£> legyen sorosan reducibilis alkatrésze ©'-nek. Feltételezzük, hogy, 
az 1. té te l állításai igazak minden olyan hídra, amelyre fÇC©)) IZ) Ekkor 
nincs olyan híd, amelyre %CS>) = 
4°. § legyen párhuzamosan reducibilis alkatrésze © n e k . Feltételezzük, 
hogy az í . tétel ál l í tásai igazak minden olyan hídra, amelyre ^ £>-5> 
Ekkor minden olyan © hídra, amelyre fÇ(©) = © bármely ha t á rpon t j a 
csomópont ja § valamely komponensének. 
5°. © ' bármely ké t komponense összetartozó. 
R á t é r ü n k a bizonyítás végrehaj tására . 
l n . © ' fe lhontható a soros és párhuzamos kapcsolások egyikével. H a n e m 
volna olyan híd, amelyre = ®'> akkor © is fe lbontható lenne ©'-vei 
megegyező módon. (© komponensei a @J** gráfok volnának, ahol ©; végigfut 
©' komponensein.) 
2°. Legyen = § kezdőpont ja P*, végpont ja Q*. ©-nek A legyen 
olyan ha tá rpon t j a , amely sem kezdőpont ja , sem végpont ja , sem csomópontja 
$(©)-nek. A t ehá t belső pont ja Iq valamely £>,• komponensének. В legyen 
©-nek olyan h a t á rpon t j a , amely nincs §,-ben. a(AB) legyen ф -nek belső 
ú t ja . Szimmetria okokból fel tételezhetjük, hogy előbbi komponens, mint a 
B-t t a r t a lmazó komponens(ek). íp(- kezdőpont ja legyen C, végpont ja D ; 
a 
2. ábra. 
b(P*Q*) legyen ф-beli élekből álló, B-n á tmenő út. Legyenek c(CD) és d(CD) 
ÍQi -beli élekből álló u tak , с menjen á t A-n, d ne menjen á t A-n. E legyen 
c [ J Ö ] első olyan pon t j a , amely p o n t j a d-nek is. Ekkor léteznek a 
b[P*C] • d[CE] • с~ЦЕА} • a • &[£<?*] 
és a 
b[P*C] • с • b[DQ*\ 
utak, t e h á t c[AE] ke t tős út, ami ellentmond annak, hogy ©'-beli élekből 
áll (2. ábra) . 
3°. A bizonyítás előző szakasza, továbbá az indukciós feltevés értelmében 
ha egy ©-beli út két szomszédos éle közül pontosan az egyik Jp*-beli él, akkor az 
ú tnak a ké t él közé eső pon t ja § * - n a k kezdőpont ja vagy végpont ja vagy egyik 
5) A feltételt érvényesnek tekintjük akkor is, ha nincs, ilyen híd 
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csomópont ja ; azaz § bármely Jp,- komponensének belsejét csak kezdő-
p o n t j á n vagy v é g p o n t j á n á t lehet e lhagyni . 
Je lö l jük A 0- la l § kezdőpon t j á t , Ä r gyei, A2-vel, . . ., M „ _ r g y e l 
c somópon t j a i t (az -=; rendezési reláció szerint i sorrendben) , An-nc\ § végpont-
j á t . A b izonyí tásnak ebben a szakaszában kivételesen A 0 - t és A„-et is csomó-
p o n t o k n a k nevezzük . 
Tekin tsük § első olyan Aio c s o m ó p o n t j á t (0 < i0 ^ n — 1), amely 
h a t á r p o n t j a egy o l y a n 2) h ídnak, amely re = k(A,oB) legyen í - b e l i él. 
Mivel к ket tős éle ©-nek , van o lyan a pá lya , ame lynek / г - 1 része (azaz : amely a 
к élen ,,A Í0 felé" h a l a d át) . Az a p á l y á n § va lamely Aka c somópont ja megelőzi 
Aia-1 és kQ < г0. Tek in t sük az összes olyan (г, к) (1 ^ г, к sí и — 1) szám-
p á r o k a t , amelyekre az a pá lyán Ak előbb fordul elő, min t A,, és г < к. Ezek 
közö t t a pá rok k ö z ö t t van olyan, amelyre а к — г különbség minimális. 
Legyen (г', к') egy i lyen pár. E k k o r az a pá lya nem megy á t íp-nak egy olyan 
Aj c somópon t j án sem, amelyre 6 ' A(> Aj -< Ak', és ennek köve tkez tében 
az Aj- és Ak> közö t t i komponensek egyet len belső p o n t j á n sem. í g y létezik az 
a[PAk.] - b^[Ak-Ar] •a[A,Q\ 
p á l y a — ahol b(A0An) §-bcl i élekből álló tetszőleges ú t — ezek szer int 
b[AhAk,~\ ke t tős ú t , értelmezésével e l lenté tben. 
4°. § legyen p á r h u z a m o s a n reducibilis a lka t része (У'-
Пе
к. Az indukciós 
fel tevés szerint h a egy © béli ú t ké t szomszédos éle közül pon tosan az egyik 
(p**_beli él, akkor az ú t n a k e ké t él közöt t i p o n t j a § - n a k P * k e z d ő p o n t j a vagy 
Q* végpont ja . 
Legközelebbi célunk k imuta tn i , hogy ha = Г>> akkor a 2) h ídnak 
sem P* , sem Q* n e m h a t á r p o n t j a . H a íp = akkor ez nyi lvánvaló , az 
ellenkező esetben legyen Р*(фР) h a t á r p o n t j a 2)-nek. k(P*A) legyen 2)-beli 
él, a legyen @ o l y a n pá lyá ja , amelynek í r 1 része. E k k o r az a p á l y á n Q* meg-
előzi P*-ot ( t ehá t Q* ф Q). Legyen b(P*Q*) a ip gráf egy pá lyá ja . Az a pá lyán 
pon tosan az « [ Q * P * ] ú t élei £>**-beli élek, t e h á t létezik © n e k az 
«[PQ*] • f e - i - a f P * ^ ] 
p á l y á j a , e l l en tmondásban b értelmezésével. H a Q* lép tel a 2) Ind h a t á r p o n t j a -
kén t , akkor sz immet r ikus módon j u t u n k e l lentmondáshoz. 
A 2) h ídnak t e h á t bármely 
h a t á r p o n t j a belső p o n t j a 5(2)) = íp-
nak. T o v á b b i f e l ada tunk igazolni, hogy 
bá rmely h a t á r p o n t § va lamely kompo-
nensének csomópont ja . A bizonyítás-
nak ebben a részében is ind i rek t módon 
köve tkez t e tünk . Legyen A olyan belső 
p o n t j a § va lamely íp x párhuzamos kom-
ponensének, amely nem csomópont ja 
í p r n e k , és h a t á r p o n t j a 2)-nek. Legyen 
2)-nek а В h a t á r p o n t j a íp-nak £>2 
komponensén (ípx ф § 2 ) . a( A P ) l e g y e n 
6) Ugyanis az a pályán tekintett Aj, Ak•, Ai> vagy az Ak', Aj, А/ előfordulási 
sorrend esetén a j — i' < k' — i' egyenlőtlenség, az Ak, A/', Aj sorrend esetén pedig a 
k' — j < k' — i' egyenlőtlenség ellentmond ({', k') értelmezésének. 
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belső ú t j a 3>-nek. Ъ legyen § x -nek A-n á t nem menő pá lyá ja . c(AC) legyen 
•Ö1-beli élekből álló olyan ú t , amelynek С {=/= P*, Q*) az egyetlen közös p o n t j a 
ú-vel. (Ilyen ú t pá rhuzamos irreducibilitása miatt létezik.) Legyen d § 2 - n e k 
egy 5 - n á t m e n ő pályája . 
Ekkor léteznek § - n a k a 
d[P*B\ • a~x • с • b[CQ*\ 
és a 
ó [ P * C ] • c-1 • a • d[BQ*] 
pályái (3. ábra) , tehát с ke t tős út, e l lentmondásban azzal, hogy ,lg1-beli 
élekből áll. 
5°. Az összetartozás relációja ekvivalencia-reláció komponenseire. 
Ha egynél t ö b b osztályra bon t j a ez a reláció a komponenseket , akkor & 
ugyanannyi párhuzamos komponensre esik szét. (® egy komponenséhez a 
következő élek ta r toznak : komponensei egy osztá lyának élei, t o v á b b á 
azoknak a hidaknakélei , amelyeknek h a t á r p o n t j a i a szóban forgó komponensek-
ben vannak.) 
c) További elemzés. Legyen § @'-nek valamely párhuzamosan reduci-
bilis alkatrésze. Komponensen mindig § valamely komponensét fogjuk érteni . 
Tekintsük mindazon h i d a k a t , amelyekre = £>• (Ha § С ©', akkor 
előfordulhat, hogy nincs i lyen híd.) E p o n t b a n csupán ilyen hidakkal fog-
lalkozunk. és jelentsék § há rom különböző komponensét7 ' . A 
komponens (г = 1, 2, 3) P a d i k csomópont já t val fog juk jelölni. Ha ugyan-
azon komponensnek t ö b b A()\ A(j\ A \ f f , A$ csomópontjáról beszélünk, 
akkor megállapodunk az Aty < A(f> < А(ф < Аф rendezésben. 
Következő tételünk négy esetre tagolódik : négy különböző fel tétel 
mindegyike ugyanaz t a következményt v o n j a maga u t á n . 
2. tétel. Legyenek f(AB) és g{CD) a (nem feltétlenül különböző) 2>0, 
illetve hidak belső útjai. 
1. feltétel. Legyen A = В = A(2\ С = Affî és D = A\*> 
2. feltétel. Legyen A = A)\ В = A)n\ С = A(p és D = Аф 
3. feltétel. Legyen A = A)\ В = ЛД, С = А\1) és D = A{2> 
4. feltétel. Legyen A = Аф, В = А<2\ С = Аф és В = А<?> 
На е négy feltétel valamelyike teljesül, akkor f és g nem idegenek egymástól 
(tehát = %ß). 
Bizonyítás. a(P*Q*), b(P*Q*) és c(P*Q*) legyenek rendre ipj-beli 
beli, illetve ög-beli élekből álló u tak (P* a § gráf kezdőpontja , Q* pedig Jg vég-
pont ja) . Ha f és g idegenek volnának, akkor az a út va lamely (nem el fa jul t ) 
része kettős ú t n a k bizonyulna. Létezne ugyanis az 1. fel tétel érvényessége 
esetén a 
b[P*A%] • g • а-ЧЛ<»Л£>] . / . b[A?Q*) , 
a 2. feltétel érvényessége esetén az 
а[Р*Аф] . f • a-i[A$AM • g • a[A^Q*\ , 
7) A tétel némely esetében csak egy vagy két komponensre van szükségünk, ilyenkor 
kettőnél több komponens létezését nem követeljük meg. 
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a 3. feltétel érvényessége esetén az 
a[P*AV\ • f • a-M^M»] • g • b[A(2)Q*\ . 
а 4. feltétel érvényessége esetén pedig а 
c[P*4f>] • g 1 • a-*[ApAp] • f • b[A™Q*I 
ú t (4. ábra). 
a 
' ля A<?> <?* 
— P; ° 
а го ч а
 а
 у
 а 
Л™ 
А 2. tétel egyrészt egy-egy híd belső szerkezetére vonatkozóan jelent 
megszorításokat8), másrészt a különböző liidak Őí'-be való bekapcsolódását 
szabályozza. A 2. tétel u tóbb i ha tásá t a 2a. tételben vi lágí t juk meg. E z t 
megelőzően megállapodunk néhány értelmezésben. 
<p(ÍQi) jelentse a komponens olyan csomópont ja inak számát, amelyek 
fellépnek a lkalmas híd ha t á rpon t j akén t . А §,) f üggvény értéke aszerint 
legyen 1 vagy 0, hogy a ф h ídnak van-e ha t á rpon t j a a £>,• komponensen, 
vagy sem. (Ф) jelentse az t a gráfot, amelye t a у(ф, £),) = 1 feltételt tel-
jesítő komponensekkel összetartozó komponensekből párhuzamos kapcso-
lással kapunk. 
8I Azonban a T3 tulajdonságú legáltalánosabb w-grátok is felléphetnek hidakként. 
Ha X határpontjai páronként A) különböző komponenseihez tartoznak, akkor ugyanis 
a 2. tétel nem jelent korlátozást ® szerkezetére. 
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Abban az esetben, mikor ф
а
 ф %p, а 2. tétel azt m o n d j a ki, hogy két 
/ és g út az o t t felsorolt módok egyikén sem helyezkedhet el. A 2. té te lnek 
ezt az esetét a következőkben a) állí tásnak fogjuk nevezni. A 2a. té te lben az 
a) áll í tásnak két ekvivalens á t fogalmazását fogjuk adni. 
2a. tétel. Az a) állítás ekvivalens a következő ß) és y) állításokkal : 
ß) Legyen Aa határpontja a ф ц hídnak, és Aß határpontja a %p hídnak. 
Legyenek A„ és Ap csomópontjai a írq komponensnek, legyen érvényes A„ < Ap. 
A'a legyen a ф а hídnak valamely határpontja a .V)2(+ í^) komponensen. Ekkor 
Ф^ bármely A'ß határpontjára igaz az Aa ф A'p és A'a A A'p megelőzések egyike. 
Érvényes az az állítás, amely ß) eddigi részéből a A. és < jelek megfordításával 
kapható. 
y) Azok a hidak, amelyekre 3+(Ф) ugyanaz, teljesítik a következő három 
állítást : 
(1) На Ф
ы
 és Ър ekvivalens hidak, és határpontjaik száma legalább 4, 
akkor ezek a határpontok páronként különböző komponenseken vannak. 
(2) Teljesüljön а ф„ев Ърпет ekvivalens hidak két alkalmas Aa és Ap határ-
pontjára Aa < Ap. Ha A° és A°ß határpontjai Фa-nak, illetve %p-nak és ugyan-
azon komponensen helyezkednek el, akkor A° ф A°ß. 
(3) На §+(Ф) legalább három komponensből áll, továbbá a íi, komponensére 
és a különböző ф
а
, Фд hidakra 
^(Фа, = 1 , У(Фß, îh) = 1 , ég <p(^) > 1 
teljesülnek, akkor а у>(Ф, ípi) = 1 feltételt kielégítő hidaknak Яф-еп kívüli határ-
pontjai egyetlen §2 komponensen vannak, és ç?(Ô2) = 1 
Bizonyítás. a)-*-ß). l i a A'p •'pi-től és .'pa-től különböző komponensnek 
volna csomópont ja , akkor el lentmondásba ju tnánk a 2. té te l 4. feltételével 
(összekötve + a - t és A'a-1 ф п egy belső ú t j áva l , + ( j - t és A'ß-1 pedig фp egy belső 
út jával) . IIa A'p < Aa vagy A'p < A'a vo lna igaz, akkor hasonló módon 
el lentmondást nyernénk a 2. tétel 3., i l letve 1. feltételével. 
ß) У)- Legyenek А, В és С ф
а
 és ф p ha tárpont ja i , teljesüljön + •=< В, 
С legyen más komponensen, mint Fel tételezhetjük, hogy az A < X < В 
feltételt kielégítő X pontok egyike sem h a t á r p o n t j a ф
а
-пак és ф^-пак. D legyen 
Ф« és фp tetszőleges ha t á rpon t j a . Az + = +„, В = Ар, С — A'a, D = A'p 
„szereposztással" С ф D vagy А ф D adódik . Az + = Ар, В = A„,C — A'„, 
D = A'p szereposztás szerint (/?) második részét felhasználva) pedig D фС 
és D ф В egyike igaz. D t e h á t megegyezik A, В és С egyikével, azaz ( l ) - e t 
igazoltuk. 
Teljesüljön (2) feltétele, továbbá az Aa < X < Ap formulát te l jes í tő 
X pontok egyike se lépjen fel ф„ vagy ф p ha t á rpon t j akén t . Ha az +„-1 és 
A°-1 tar ta lmazó komponensek különbözőek, akkor ß) ny i lván magában fog-
lalja (2)-t. H á t r a van még az az eset, m i k o r Aa, Ap, A° és A°ß ugyanazon 
komponens csomópontjai . Tételezzük fel, hogy A°p < A°. Célunk k imuta tn i , 
hogy ф„ és фp ekvivalens hidak. A /3)-val való el lentmondás elkerülésére 
egy lehetőségünk van : igaz A°ß = Aa < Ap = A°, és sem ф а -пак , sem ф^-пак 
nincs más h a t á r p o n t j a а komponensen. Legyenek A* és A* §x-en kívüli 
tetszőleges ha t á rpon t j a i ф
а
-пак , illetve ф^-пак. Alkalmas szereposztással 
ß) m i n d a z + * ф A*, m i n d a z + * + +* megelőzést biztosítja, t ehá t +* = Afj. 
Teljesüljön (3) feltétele ; ekkor t a l á lha tóak olyan ф
а
 és Ф,; hidak, hogy 
§ 1 - e n elhelyezkedő alkalmas Aa, illetve Ap ha tá rpont ja ik különböznek. Le-
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gyen Фа-пак egy h a t á r p o n t j a a komponensen , e k k o r ß) köve tkez tében 
2^-nak m i n d e n .fq-en kívül i h a t á r p o n t j a ,§2~п helyezkedik el. Hasonló meg-
gondolásokkal adódik, h o g y 2)«-nak sincs ^q-en és £ v n k ívül h a t á r p o n t j a . 
E r e d m é n y ü n k a Igq-hez csat lakozó b á r m e l y 2 y h ídra igaz, hiszen a f en t i 
következte tés végigvihető ® y-ra , v a l a m i n t 2 a és 2 / j egyikére. Igazo lnunk 
kell még, h o g y <P(SQ2) = 1. A y ( 2 , = 1 fel tétel t kielégí tő hidak bá rme ly i -
kének vagy összes íp2-n k ívü l i h a t á r p o n t j a i £ v e n v a n n a k , vagy pedig n incs 
ha tá rpon t j a ípi-en; az (Ф)-ге t e t t k ikö tés mia t t létezik az utóbbi t u l a j d o n -
sággal rendelkező híd. Ha m i n d k é t t ípusból kiválasztunk egy-egy hidat , a k k o r 
ß) m ia t t ezeknek összesen egy h a t á r p o n t j u k van § 2 -n . A kiválasztás t e t sző-
legesen t ö r t é n h e t e t t , ezért (p{$2) — ^ • 
y) —>a). Ugyanis ( 2 a =f= esetén) a 2. tétel 1., 2. és 3. esetei a y) 
állítás (1) és (2) része m i a t t igazak, a 4. e se te t pedig a (3) rész vonja maga u t á n . 
d) Általános áttekintés. A következő té te lben a © g rá f tó l csupán a n n y i t 
k ívánunk meg, hogy b á r m e l y pon t j ábó l i ndu l jon ki él. (A Tx és T2 t u l a j don-
ságokat9! és az i r reducibi l i tás t nem fel tételezzük.) 
3. tétel. Legyen adva egy © gráf. ©' legyen olyan részgráfja Qb-nek, melyeiéi 
©' kezdőpontja és végpontja megegyezik © kezdőpontjával, illetve végpontjával, 
továbbá ©' felépíthető a Pc о Q alapelemből soros és párhuzamos kapcso-
lásokkal. %-nek %'be nem tartozó éleit osztályozzuk H-osztályokba ugyanazzal 
az eljárással, amellyel e paragrafus a) részében a hidakat értelmeztük. Legye-
nek ezek a H-osztályok T3 tulajdonságéi n-gráfok. Ha az 1. és 2. tételek, vala-
mint az 1. tétel kiegészítése érvényben maradnak, akkor © vagy 11. vagy VI. 
osztályéi irreducibilis gráf, amelynek pontosan a Qó'-benem tartozó élei kettős élek. 
Bizonyítás. © i r reducibi l i tásá t az 1. t é t e l kiegészítése biztosít ja, ©-nek 
bármely, © ' -be nem t a r tozó к éle benne v a n egy 2 / / -o sz t á lynak ké t h a t á r -
pontot összekötő belső ú t j á b a n , t ehá t az 1. S?-ban igazolt segédtétel é r t e l m é b e n 
egy olyan a(AB) belső ú t b a n is, amely fÇ(2) két kü lönböző komponenséhez 
ta r tozó h a t á r p o n t o k a t k ö t össze. Legyen ^ ( 2 ) k e z d ő p o n t j a P*, v é g p o n t j a 
Q* ; b{P*Q*) és c{P*Q*) l egyenek H-n, i l le tve P - n á t m e n ő , g (2 ) -be l i é lekből 
álló u tak . Lé teznek a Ъ[Р*A~\ • a - c[BQ*~\ és c[P*B] • a-1 • b[AQ*] u t a k , 
t e h á t к k e t t ő s él. 
A ©' - re t e t t k ikötésünk szerint © ' bá rme ly éle egyér te lmű i r á n y í t á s t 
nyer, ha a r a j t a á tmenő, csak ©'-beli élekből álló p á l y á k a t tek in t jük . © ' éleit 
mindig i lyen i rány í tásban f o g j u k jelölni. Bizonyítani a k a r j u k , hogy © ' egy ik 
к éléhez sincs © nek olyan p á l y á j a , ame ly ezen az élen „visszafelé" m e g y á t 
(azaz : a m e l y n e k k " 1 része). Az ellenkező esetben legyen az а pá lyán к az 
első ©'-beli él, amelyen a visszafelé m e g y á t . kx legyen az a pá lyán Z _ 1 - e t 
közvetlenül megelőző él. 
1. eset: kx ©'-beli él. ©'-nek van egy (egyér te lműen megha tá rozo t t ) 
legszűkebb pá rhuzamosan reducibilis ín alkatrésze, a m e l y n e k Q* v é g p o n t j a 
/ - n e k is, Zj nek is végpon t j a . Másreszt, az 1. tetei köve tkez teben a ^)**-boli 
élek közvet lenül egymás u t á n lépnek fel a z a úton ( m e r t §>** csupán kezdő-
pon t j áná l és végpon t j áná l f ü g g össze © t ö b b i éleivel). E z é r t bármely p á l y a 
vagy § - n a k P * kezdőpon t j áná l lép be íp -ba ós Q*-nál lép ki onnan, v a g y for-
dí tva. a a z o n b a n egyik pá lya t ípushoz s e m ta r tozha t , m in thogy mind Q*-ba 
befu tó /у éle, mind Q*-ból t o v á b b induló éle íp-beli él. E l len tmondás . 
9) Lásd : [1], 1. §., 213. oldal. 
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2. eset : kx valamely © //-osztály éle. A bizonyításnak ebben a részé-
ben ponton mindig az a pálya valamely oly pon t j á t fog juk érteni, ame ly 
$ (©) egy komponensének csomópontja. Az összes ilyen pontok ha lmaza 
legyen a , az a halmaz elemeinek az a ú t o n való sorrend szerinti rendezé-
sét a < jellel jelöljük. (Meggondolásainkban szerep fog j u t n i a már ismert 
rendezésnek is.) 
Az 1. té te l szerint & r nek (és Lnek) A végpont ja eleme a-nak. Először 
a z t igazoljuk, hogy az a pálya fÇ(©)-nek P * kezdőpont jánál lép be $(©)-be, és 
Q* végpont jáná l lép ki onnan. Az ellenkező esetben ugyanis Q*-1 közvetlenül 
követően a visszafelé haladna á t egy ^(©)-bel i élen, ami к értelmezésének 
ellentmond. 
Az a[P* Ç*] út egy rész-ut já t a szakaszé.nak nevezzük, 1 a a rész-utnak 
pontosan kezdőpont ja és végpont ja a-beli pontok. Ha egy szakasz kezdő-
p o n t j a és végpon t j a nem szomszédos csomópontok a -=: rendezés értelmé-
ben, akkor a szakasz belső u t j a egy / / -osztá lynak. Tekin tsük a[P*Q*] első 
olyan C(£a) p o n t j á t , melynél а[С$*]-пак alkalmas D(£a) pon t já ra D <C. 
(il en С p n t v a n : tekintsük pl. а к élt t a r ta lmazó szakasz kezdőpont já t 
és végpontát.) Válasszuk D g y a n á n t a < rendezésben utolsó ilyen ponto t . 
Az a ú tnak G-t megelőző és D-t követő szakaszai minden le etséges eset-
ben a 2. tételnek ellentmondó módon helyezkednek el. Ezzel a 3. t é t e l t 
tel jesen igazoltuk. 
A következő tételben g rá fon ismét a T x és T 2 tu la jdonságokkal rendel-
kező irreducibilis gráfot é r tünk. 
4. tétel. А I I . gráf-osztály üres. 
Bizonyítás. Legyen © С t ípusú él nélküli, В tipusú élt tar ta lmazó gráf . 
Célunk k imuta tn i , hogy © nem tar ta lmaz A t í pusú élt. к legyen ©' tetszőleges 
éle. Az 1. tétel kiegészítése szerint к benne v a n ©'-nek va lamely ©( párhuza-
mos komponensében. Van olyan a(AB) út , amely belső ú t j a egy © h ídnak , 
továbbá A csomópont ja ©(-nek és В csomópontja a (©(-tői különböző) @2 kompo-
nensnek. b és с legyenek ©'-beli élekből álló o lyan pályák, melyeknél b á t m e g y 
B-n, és с á tmegy k-n ( tehát H-n is). A c[PA~\ •a • b[BQ] és b[PB] •а-1 -c[AQ] 
pályák másodfa júak , egyikük á tmegy а к élen, tehát к В t í p u s ú él. Ezzel a 
4. té te l t igazoltuk. 
A 3. tétel bizonyos ér te lemben teljessé teszi а VI. osz tá lyú gráfoknak e 
paragrafus a), 1») ós c) részeiben k i fe j te t t elemzését. Eredménye ink összefoglalva a 
következő módon interpretálhatók : pontosan a VI. osztályú gráfok jönnek 
akkor létre, ha a következőképpen módosí t juk azt az e l já rás t , amellyel a 
ket tős él nélküli gráfok a P о oQ alapelemből előállí thatók. Tekintsük 
e szintézisnek tetszőleges olyan lépését, amelyben párhuzamosan reducibilis 
gráfokat kapcsolunk sorosan. Mielőtt ezt a lépést elvégeznénk, jogunkban 
áll bármely £),-be T 3 tu la jdonságú n-gráfokat kapcsolni úgy, hogy az n-gráfok 
minden pólusát azonosít juk £),• valamely komponensének egy csomópontjá-
va l ; megkívánva, hogy az fÇ('©) - íp,- egyenlőség és az 1. és 2. tételek érvé-
nyesek legyenek a (bekapcsolással hidakká váló) n-gráfokra. A szintézis legutolsó 
mozzanata : legalább egy я-gráf bekapcsolása egy párhuzamosan reducibilis 
g r á f b a úgy, hogy az eddigi követelményeken túlmenően az 1. té te l kiegészítése 
is teljesedjék. E l já rásunk egyértelműen szolgál ta t ja a VI. osz tá lyú gráfokat , 
e l tekintve a soros kapcsolás asszociatívitásától, a pá rhuzamos kapcsolás 
kommuta t ív i t á sá tó l és asszociatívitásátó]. 
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3. §. Üres gráf-osztályok 
A 4. té te lben lá t tuk , hogy a II. gráf-osztály üres. E §-ban célunk további 
két osztály ürességét k imuta tn i . Először a következő ál l í tást igazoljuk : 
5. tétel. Egy irreducibilis © gráf összes éleit soroljuk két (idegen, nem üres) 
xv x2 osztályba. Ekkor van a gráfnak olyan pályája, amely xx-beli és 
x2-beli élt is tartalmaz. 
Bizonyítás. Feltételezzük, hogy bá rme ly pálya v a g y csak aq-beli éleket 
vagy csak x2-beli éleket tar talmaz. (Ennek megfelelően a^-pályákról és 
j<2-pályákról fogunk beszélni.) Ez a fel tevés minden lehetséges esetben ellent-
mondásra vezet. 
1. eset. Nincs ©-nek olyan belső pon t j a , amelyen jq-pálya és >í2-pálya 
is átmegy. © ekkor két párhuzamosan kapcsolt részgráfra bomlik, amelyek 
egyike a jq-pályák éleit és pont jai t , másika a * 2 -pá lyák éleit és pon t j a i t 
tar talmazza. Ez el lentmond © irreducibilitásának. 
2. eset. Van olyan belső pont, amelyen jq-pálya és a pálya is á tmegy. 
Legyen A ily tu la jdonságú olyan pon t , amely © kezdőpontjából a lkalmas 
pályán a lehető legkevesebb él érintésével elérhető. Szimmetria-okból elég 
azt az esetet vizsgálnunk, mikor egy i lyen alkalmas a pálya élei jq-beliek. 
Legyen b A-n átmenő ?í2-pálya. Ekkor létezik az a[PA~\ • b[AQ] p á lya (ha 
a [ / M ] - n a k és b[AQf\-nak közös pon t ja volna, akkor A értelmezésével ellent-
mondásra ju tnánk) , amely feltevésünkkel ellentétben *
г
Ь е Н élt és *2-beli élt 
is tar ta lmaz. 
6. tétel. A I I I . és V. gráf-osztályok üresek. 
Bizonyítás. Egy 111. vagy V. osz tá lyú gráfban (az értelmezés szerint) 
nincs olyan él, amelyen elsőfajú és másodfa jú pá lya is átmegy. Legyen 
a © III . vagy V. osztályú gráf elsőfajú pá lyá i éleinek ha lmaza xv @ másodfa jú 
pályái éleinek halmaza pedig x2. Az 5. t é te l biztosítja olyan pálya létezését, 
amely * r b e l i és ^2-beli él t is tar talmaz. E z t a pályát a k á r elsőfajúnak, akár 
másodfa júnak feltételezzük, ellentmondáshoz jutunk. 
A tétel második ál l í tása egyszerűbben is b izonyí tható . Legyen a egy 
másodfajú pá lyá ja egy V. osztályú g rá fnak , a első éle nem lehet ke t tő s él, 
tehát В vagy С t ípusú él, e l lentmondásban az V. gráf-osztály értelmezésével. 
(Beérkezett : 1958. V. 5.) 
I R O D A L O M 
[1] Á D Á M A.: „Kétpólusú elektromos hálózatokról, I." A Magyar Tudományos Aka-
démia Matematikai Kutató Intézetének Közleményei 2 (1957) 211—218. 
[2] P O L L Á K GY.: „Megjegyzés Ádám András »Kétpólusú elektromos hálózatokról, II.« 
című dolgozatához". A Magyar Tudományos Akadémia Matematikai Kutató 
Intézetének Közleményei 3 (1958) 81—82 (a következő dolgozat). 
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О ДВУХПОЛЮСНЫХ ЭЛЕКТРИЧЕСКИХ СЕТЯХ, II. 
A . Á D Á M 
Резюме 
Работа занимается в первую очередь одним классом параллельно и 
последовательно неприводимых графов. Рассматриваемый класс может бьпь 
охарактеризован следующим свойством : если ребро к графа © простое 
(т. е. не является двойным), то существует цепь, проходящая через к и не 
содержащая двойных ребер. Это предположение обеспечивает, чтобы про-
стые ребра графа © образовали двухполюсный граф ©'. Множество всех двой-
ных ребер разбиваем в классы (называемые «мостами») ; эта классификация 
может быть введена путем транзитивного распространения следующей 
реляции : реляция имеет силу для двух (двойных) ребер, если они сходятся 
в некоторой точке, не являющейся точкой графа ©'. Результаты параграфов 
2/b-c-d дают описание этого класса двухполюсных графов ; неразобран-
ным остается только внутренняя структура мостов. 
Теорема 5. Разобьем множество ребер (параллельно и последовательно) 
неприводимого графа © в два непересекающихся непустых подмножества 
и х2. Тогда в @ существует цепь, содержащая ребра из обоих подмножеств. 
ÜBER ZWEIPOLIGE ELEKTRISCHE NETZE, II. 
von 
A . Á D Á M 
Auszug 
Die Arbei t beschäft igt sich hauptsächlich mit einer Klasse derjenigen 
zweipoligen Graphen, die fü r die Reihen- und Parallelschaltung irreduzibel 
sind. Die be t rachte te Klasse kann folgenderweise charakterisiert werden : 
es gibt eine Bahn fü r jede n ich t doppelte K a n t e k des Graphen ©, die k durch-
läuf t , und keine doppelte K a n t e enthält . Diese Voraussetzung versichert, 
dass die nicht doppelten K a n t e n von © einen zweipoligen Graphen ©' bi lden. 
Wir sondern die doppelten K a n t e n in Klassen (die »Brücken« genannt werden) 
aus ; ihre Klassifikation kann wie die t rans i t ive Ausdehnung der folgenden 
Relation e ingeführt werden : f ü r zwei (doppelte) Kan ten gi l t die Relat ion, 
wenn sie einen solchen gemeinsamen E n d p u n k t haben, der kein Punk t von 
©' ist. Die Resul taten der Paragraphen 2/b-c-d geben eine Beschreibung 
dieser Klasse der zweipoligen Graphen, nu r die innere S t r u k t u r der Brücken 
bleibt ein unerforschtes Problem. 
Satz 5. Werden die Kanten des (durch die Reihen- und Parallelschal-
tung) irreduziblen Graphen © in zwei fremde, nicht leere Teilmengen und 
x2 zerteilt, dann hat © eine Bahn, die mindestens eine Kante von xx und 
mindesten eine Kante von x2 enthält. 

MEGJEGYZÉS 
ÁDÁM ANDRÁS „KÉTPÓLUSÚ ELEKTROMOS HÁLÓZATOKRÓL, II ." 
CÍMŰ DOLGOZATÁHOZ« 
P O L L Á K G Y Ö R G Y 
Á D Á M A N D R Á S a címben emlí te t t dolgozatában a kétpólusú grá foknak 
hét t í pusá t különbözteti meg a bennük szereplő élek t ípusa i szerint. A hé t 
osztály közül háromról k imuta t j a , hogy üres, három t ípus ra példát ad , a 
hetedikre vonatkozólag a problémát nem dönt i el. Az a lábbi tétel lényegében 
azt mond ja ki, hogy az emlí te t t hé t osztály közül az I., I I . , I I I . és az V. üresek. 
A tovább iakban gráf a la t t kétpólusú gráfo t fogunk ér teni . A kettős él, a 
pálya, va lamint a soros és párhuzamos irreducibilitás fogalmát illetően 
lásd az [1] dolgozatot. 
Tétel. Legalább két élt tartalmazó, sorosan és párhuzamosan irreducibilis 
gráf minden élén megy át kettős élt tartalmazó pálya. 
Bizonyítás. A bizonyításban előforduló fogalmak, m i n t pl. a belső csillag, 
megkerülhető csillag, irreducibilis gráf, vezérlő (vagy külső) séma stb. definí-
cióját az olvasó megta lá lha t ja T R A C H T E N B R O T [3] dolgozatában. (E dolgo-
zatban [3] terminológiáját követ jük, „irreducibilis g r á f " t e h á t nem sorosan 
és ,párhuzamosan irreducibilis gráfot jelent, min t [ l ] -ben és [2]-ben!) A [3] 
dolgozatnak a következő két tételére fogunk támaszkodni : 
Irreducibilis gráf minden belső csillaga megkerülhető. 
Sorosan és párhuzamosan irreducibilis gráf vezérlő sémája irreducibilis. 
Hivatkozni fogunk még arra a ([3]-ban nem tételként bá r , de k imondot t ) 
állításra, hogy egy megkerülhető csillag bármely két élén megy á t közös 
pálya. 
A té te l t először irreducibilis gráfokra bizonyít juk. Legyen e egy olyan 
irreducibilis gráf éle, amely teljesíti a té te lben szereplő feltételeket. Akkor 
e-nek legalább egyik végpont ja , pl. A, belső pon t ja a g rá fnak , és A-ból leg-
alább három él indul ki, pl. ex = e, e2, e3. Minthogy az A-hoz tartozó csillag 
megkerülhető, azért ev e2 és e3 közül bármely kettőhöz van o lyan pálya, ame ly 
ezt a két élt tar ta lmazza. Ebből következik, hogy a három él közül legalább 
az egyik kettős. IIa ugyanis e, és в/ (г, j — 1, 2, 3, i =f= j) nem kettős élek, és 
az őket t a r ta lmazó pálya pl. eh A, ej sorrendben halad á t r a j t uk , akkor az 
e,-t és ek-t, illetve. e r t és ek-t t a r ta lmazó pá lyáknak (ahol ek a harmadik él) eit 
A, ek, i l letve ek, A, ej sorrendben kell haladniuk s így az ek él kettős. Minthogy 
pedig, a m i n t már emlí te t tük, van olyan pálya, amely t a r ta lmazza c-t és ek-t 
(к = I esetén ez triviális), azér t irreducibilis gráfra igaz a tétel . 
1) Lásd az előző dolgozatot. 
81 
6 A Matematikai Kutató Intézet Közleményei III./1—2. 
8 2 POLLÁK 
Légyen mos t G sorosan és párhuzamosan irreducibilis, legalábl) két élből 
álló gráf а Г irreducibilis vezér lő sémával. Ha most ek а Г vezérlő séma vala-
mely kettős éle és ak a G g ráf e/f-nak megfelelő kétpólusú részgráfja, akkor 
világos, hogy ak minden éle ke t tő s él G-ben. Legyen továbbá e a G gráf vala-
mely éle és ta r ta lmazza e-t а Г vezérlő séma s élének megfelelő a kétpólusú 
részhálózat, P - b a n van olyan pálya, amely tar ta lmazza e-t és egy ket tős élt, 
pl. eA-t. Ennek a pályának megfele l te thet jük G-nek egy olyan pályáját , amely 
tar ta lmazza e- t és %.-nak bizonyos éleit. Ezzel té te lünket bebizonyí tot tuk. 
(Beérkeze t t : 1958. V. 5.) 
IRODALOM 
[1] Á D Á M A.: „Kétpólusú elektromos hálózatokról, I ." A Magyar Tudományos Akadémia 
Matematikai Kutató Intézetének Közleményei 2 (1957) 211 — 218. 
[2] Á D Á M A.: „Kétpólusú elektromos hálózatokról, II." A Magyar Tudományos Akadé-
mia Matematikai Kutató Intézetének Közleményei 3 (1958) 67—79 (az előző 
dolgozat). 
[3 j Б . А. Т Р А Х Т Е Н Б Р О Т : „Синтез бесповториых схем". Доклады Академии Наук СССР 
103 (1955) 973—976. 
ЗАМЕЧАНИЕ К РАБОТЕ 
A. ÁDÁM „О ДВУХПОЛЮСНЫХ ЭЛЕКТРИЧЕСКИХ СЕТЯХ, I I ." 
GY. POLLÁK 
Резюме 
В статье доказывается следующая теорема (при доказательстве исполь-
зуются результаты из работы [ 3 ] Т Р А Х Т Е Н Б Р О Т Э ) : 
Через всякое ребро параллельно и последовательно неприводимого 
двухполюсного графа, состоящего по меньшей мере из двух ребер, проходит 
цепь, содержащая двойное ребро. 
BEMERKUNG 
ZUR ARBEIT „ÜBER ZWEIPOLIGE ELEKTRISCHE NETZE, I I ." 
VON A. ÁDÁM 
von 
GY. POLLÁK 
Auszug 
Mit der Anwendung de r Ergebnissen der Arbeit [ 3 ] von T K A C H T E N B R O T 
wird der folgende Satz bewiesen : 
Jede K a n t e eines zweipoligen Graphen , die mindestens zwei K a n t e n 
enthält u n d durch die Re ihen- und Paral lelschaltung irreduzibel ist, wird 
von einer Bahn durchlaufen, die mindestens eine doppel te Kante en thä l t . 
EGY SZERSZÁMGEOMETRIAI PROBLÉMA MATEMATIKAI MEGOLDÁSA 
IFJ . D R A H O S ISTVÁN,1) I I O R N Y I K LÁSÍLÓ1) és H O S S Z Ü MIKLÓS1» 
Bevezetés 
Л szerszámkészítő feladatai közé ta r toz ik csavartfelületet (pl. orsót» 
csigafúrót, ferde és nyilas fogazású homlokfogaskerekek stb.) előállító maró» 
illetve köszörülő szerszám készítése.2* A maró szerszám (tárcsa vagy u j jmaró) 
élei forgásfelületen helyezkednek el. Az élek helyzete ezen a forgásfelületen 
a maró prof i l jának kialakítása szempontjából közömbös. Ugyancsak forgás-
felület a köszörű felülete is. A szerszámprofil kialakításához elegendő, ha n e m 
a szóban forgó szerszámot, hanem annak tengelye körüli forgásakor súro l t 
felületet, marófelületet , köszörülőfelületet — vagy mivel a továbbiakban 
e ket tő között különbséget t ennünk szükségtelen — a szerszám forgásfelületet 
ad juk meg. Ezzel nyilván egyenértékű, ha a szerszám és a munkadarab 
ún. érintkezési vagy megmunkálási vonalát a d j u k meg, melynek forgatásával 
nyer jük a szerszám forgásfelületet. Hasonló módon elegendő a szerszám 
tengelyére illeszkedő sikkal való metszés vonal, az ún. profilgörbe meg-
adása. 
Л dolgozat célja á l ta lában hengeren képze t t állandó emelkedésű a d o t t 
csavarfelületet ér in tő forgásfelület meghatározása. Az 1. §-ban ál talános 
vonalfelületre o ld juk meg a feladatot , a 2. §-han a csavarfelületet és u j j m a r ó t 
mint speciális esetet vizsgáljuk, és egy példán, a lapos csavarfelület esetén 
megmuta t juk a számítás részletezését is, s végül a 3. §-ban megadjuk a f e rde 
fogazású hengeres fogaskerék készítéséhez szükséges szerszám érintkezési 
vonalának, illetve profi lgörbéjének paraméteres egyenletét. 
Л probléma a DIMÁVAG-ban vetődöt t fel. Ferde fogaskerék marásával 
kapcsolatban A kérdés megoldásával foglalkozott S A L Á N K Y J Ó Z S E F , aki diploma-
tervébon egy szerkesztésen alapuló számítást dolgozott ki [4]. Egy közelítő 
e l járás t talál t még előzőleg D E . S Z E N I C Z E I L A J O S ; speciális csavarfelületek 
esetén foglalkozott a probléma megoldásával [3]. Uj jmaró szerkesztési e l já rás t 
lehet találni [2]-ben és [6]-ban. 
1) Miskolc, Nehézipari Műszaki Egyetem, Ábrázoló Geometriai, Gépgyártás Tech-
nológiai, illetve Matematikai Tanszék. 
2) Ebben a dolgozatban tisztán matematikai tárgyalásra korlátozódunk, a technikai 
részletek iránt érdeklődő olvasót a [2], [3], [6] alatti dolgozatokra utaljuk. Feltételezzük, 
hogy az olvasó tisztában van a maró és köszörülő megmunkálás lényegével, ezért ezzel 
nem is foglalkozunk, csupán azt emeljük ki, ami tárgyalásunk folyamán nélkülözhe-
tetlen. 
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1. §. Vonalfelületet kialakító szerszám érintkezési vonala 
I. Előtolással és forgatással kialakítható felületek. Vizsgáljuk meg azt 
a kérdést, mi lyen felületet lehet köszörüléssel vagy marássa l kialakítani, ha a 
hengeres munkada rabo t á l landó z tengelye körül á l landó со szögsebességgel 
forgatjuk, s egyidejűleg z i r ányában á l landó с sebességgel előtoljuk, miközben 
a szerszám csupán sajá t tengelye körül forog. Nyilván csak olyat, mely egy 
a sugarú hengerre írt 
(1) r c = j a cos 9? ; a sin cp ; £ (<p — ?>0) J , <p = f0 + cot 
csavarvonalon mozgatva önmagába megy á t (1. ábra). Az ilyen felületet úgy 
származta t juk , hogy a csavarvonal egy pon t jához rögzí te t t [1] kísérő három-
éllel a rányos 
2 
1. ábra. 
T = - = a{— sin cp ; cos w ; k\, к = — , 
dcp аы 
dT° 
N = ]Tl + k3 - — = a{— cos f ; — sin cp ; 0} , 
dcp 
В = — TxN = a' sin <p ; — cos 99 ; — j 
ka [ к \ 
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vektorok által a lkoto t t koordináta-rendszerben felírjuk egy 
(3) rg(X, cp) = p(X) T(<p) + # ) N(cp) + 5(A) B(<P) 
felületi görbe egyenletét, és azt a csavarvonalhoz rögzítve a z i rányában с sebes-
séggel mozgatjuk, s körülötte ш szögsebességgel forgatjuk. Л görbe ekkor az 
(4) 
felületet súrolja 
Ha pl. 
(5) 
akkor az 
(6) fc = a {(1 — A) cos cp ; (1 — A) sin cp ; Щ<р — <p0)} 
lapos csavarfelületet, illetve egy ferde fogaskerék egyik fogának 
(7) fc = a {cos cp — A sin <p ; sin <p + A cos cp ; k(cp — cp0 -)- A)} 
felületét nyerjük. Az utóbbi & z — h síkokból az 
x — a(cos cp — A sin cp) , 
(8) 
y = a(sin cp -f- A cos cp), A = 9?0 — cpx-\ 
ka 
körevolvenseket vágja ki. 
2. Általános felület tengely körüli forgatása közben burkolt felület. 
Helyezzük el a szerszám forgástengelyét úgy, hogy az x tengely irányában 
d távolságra essék a z tengelytől, s vele ô szöget alkosson. Vizsgáljuk azt a 
kérdést, hogyan kell megválasztani a szerszám forgásfelületének profil-
görbéjét, ha előírt felületet kívánunk kialakítani. E célból rögzítsünk a szer-
számhoz egy koordináta-rendszert : legyen X = x, Z a szerszám tengelye, 
Y pedig velük jobb sodrású, derékszögű koordináta-rendszert a lkotó tengely 
(1. ábra). Az X, Y, Z rendszerben pl. a csavarfelület egyenlete: 
Xj = x — d , 
(9) Yj = y cos ô z sin ô , f = {x; y ; z} = rc-{-rg , 
Zj — — y sin ô -(- z cos ô . 
A maróhoz rögzítet t koordináta-rendszerben szemlélve a megmunkálás 
során fellépő mozgásokat, a csavarfelület az előtolás és z körüli forgatás 
alkalmával önmagába megy át, t e h á t úgy viselkedik, mintha mozdulatlan 
volna. A szerszám forgása e koordináta-rendszerben a csavarfelület Z körüli 
forgásában nyilvánul meg. Válasszunk ki /-en egy rögzített 95-hez tartozó 
/„= rc(cp) + rg(A, cp) görbét, kiküszöbölve a paraméte r t : 
/(A, cp) = + rg 
r g = X N vagy A T , 
( 1 0 ) 
X = Xf(X,q>), Y = F/(A, cp), Z = Zj(X,cp), 
X = F(Z, cp), Y = G(Z, cp) . 
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E z t Z körül fo rga tva , az 
(U) X2 + 72 = F2 + G2 = R2 
forgásfelületet nyer jük , mely azt fe jez i ki, hogy fo rgás közben a Z-tői való 
R t ávolság vá l toza t lan . Nyi lván ez érvényes csavarfelületnél á l t a lánosabb 
felület e se tén is. Különböző pa raméte rekhez ta r tozó r c - k e t és rg-ket t ek in tve 
forgásfelületek egyparaméte res seregét nyer jük , me lynek burko ló felülete 
éppen a szerszám felülete . A burkoló felületet az 
(12) X2 + Y2 = R2 = q , — = 0 
3 cp 
egyenletrendszer szolgá l ta t ja , amely m á s szóval a z t fejezi ki, hogy egy rög-
zí te t t Z — Z0 s íkmetsze ten a Z-hez legközelebb eső, t e h á t cp f üggvényekén t 
szélsőértéket szolgáltató rg p o n t j a í r j a le Z körüli fo rgása közben a szerszám 
Z = Z0 magasságú körmetsze té t . 
T e h á t végeredményben, feltéve, hogy létezik egyál ta lán a k í v á n t tulaj-
donságú szerszám, mikor is az R2 f üggvénynek a k ia lak í t andó részhez ta r tozó 
szakaszon v a n szélsőértéke,3 ) és az o t t éppen abszo lú t minimum, a szerszám 
prof i lgörbéjének pa ramé te r e s egyenlete : 
(13) X = R(0,<p), Z = <%) , 
ahol Z = 0{<p) az 
(14)
 F
d I -
 + G M = 0 
3 (p dip 
egyenlet megoldása, és R2 =. F2 + G2, miközben F, G az (1), (3), (4) a la t t 
megado t t felület X, Y, Z rendszerbel i (9), (10) a l a t t é r te lmeze t t egyenlete. 
(10) f igyelembevételével rög tön fe l í rha t juk az érintkezési vona l 
(15) Z = 0(q>), X=F(0,q>), Y = G(0,cp) 
egyenle té t is, melyen a szerszám és a felület ér in tkezik . (15) ny i l ván kielégíti 
a (102) fe lület egyenle té t és a szerszám forgásfelület egyenletét is, hiszen a 
(13) prof i lgörbe a (15) érintkezési vona l Z körüli fo rga tásáva l s z á r m a z t a t h a t ó 
oly módon , hogy a forgásfelület X, Z s íkmetszeté t t e k i n t j ü k , a m i éppen (13). 
Az ér intkezési vonal m u t a t j a meg, h o g y a csavarfe lüle t mekkora részét lehet 
egy a d o t t maró tengely elhelyezéssel megmunkáln i . 
3) (12.,) a lokális szélsőértek létezésének csak szükséges feltétele. Elégséges feltétel 
( 12,) és pl. д-о/ )cp2 ф 0 fennállása. A lokális minimum létezése természetesen még nem bizto-
sítja abszolút minimum létezését, vagyis előfordulhat, hogy a maró lokálisan jól alakítja 
ki a kívánt felületet, másutt viszont elrongálja ; így nincs is minden felület és maró-
tengely elhelyezés esetén megoldása a feladatnak. A gyakorlatban előforduló véges 
felületdarabok megmunkálásának lehetőségét ezen szempontok figyelembevételével 
kell eldönteni esetenként, alkalmasan megválasztva a marótengely helyzetét. (Lásd pl. a 
3. § végén az 1. megjegyzést.) 
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3. Specializálás vonalfelületre. írjuk fel pl. egy 
Xf = x0(<p) + к хфр) , 
(16) Yj = 2/o(9?) + ^ УАУ) . 
vonalfelület esetén a (13) megoldást. 
Most a (l()2)-bcn szereplő függvények : 
(17) 
F(Z,
 (p)=
Zxl + x0- ^ = ZAX + Bx , 
zx zx 
G(Z, q)=Zh + y0- Z°yi = ZA2 + B2 , 
2, z, 
t e h á t (14) a következő másodfokú egyenletre vezet : 
(18) (ZAX + B f ) (ZÀX + Èx) + (ZA2 + B2) (ZÀ2 + B2) = 0 , 
melyből (—sf)-nal való szorzás u t á n 
(19) 
ahol 
UZ2 + VZ+W = О 
и 
V = 
(20) 
W 
xx 
Ух Ух 
xx xx 
0 zx zx 
xx 
Ух 
Уо 
-Ух 
xx x0 
0 zx zo 
0 0 zo 
z
o 
z
x 0 
x0 xx 
Ух 
-Уо -Ух 
xx 
0 0 zx 
0 0 0 
Vi zo h 0 0 
x
o 
x
x Ух Ух 
-Уо -Ух 
xx xx 
0 0 zx zx 
о 
Уо 
о 
о 
о 
О 
Vi 
х
х 
Erről egyszerű számolással meggyőződhetünk, ha pl. az utolsó determinánst 
az első két oszlop szerint k i fe j t jük L A P L A C E tótelének felhasználásával [ 5 ] , 
s f igyelembe vesszük, hogy 
zxBxz2É1 = x0 
x
x 
x0 xx 
* \X1 
x
x 
— 
z
x 
—
 z
o ! z
o 
z
x 
é
o 
z
x h l zx 
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s tb . Tehát most a (13) megoldás (19)-ből : 
a; = }ÍF2~+~G2 
(21) 
Z 
V _ ± ] J F 2 - 4 U I T 
2 U 
ahol F, G а, (17) a la t t van megadva , U, V, W a (20) a la t t i , míg xh y, z, a 
(16) vonalfelület egyenletében szereplő függvények. 
(212)-ben a négyzetgyököt olyan előjellel kell venni, amely q(Z, <р)-те 
minimumot ad, vagyis amely ikre fennáll 
Э
 2q 
дер
2 > 0 . 
(21) he lye t t sok esetben hasznosabb a (21)-ct különben következmény-
k é n t tar ta lmazó 
- V ± ]fV2-4UW 
2 U 
(22) X = F(0, cp) 
Фх1 
= Ф(<Р) , 
z0 xx + xo " > 
Y = в(Ф, tf^ïh + y b - b h 
h *i 
érintkezési vona l egyenlete, melyen a megmunkálás tör tén ik , s melynek 
Z körüli fo rga tása adja a szerszám forgásfelületet, s e forgásfelület X, Z. 
síkmetszete éppen a (21) a l a t t i profilgörbe. 
2. §. A számítás menete csavarfelület, illetve ujjmaró esetén 
1. A képletekben szereplő kifejezések felírása csavarfelület és speciálisan 
lapos csavarfelület esetén. Legyen speciálisan r„ egy egyenes, amely illesz-
kedik a csavarvonalra, és (T, N, li)-ve 1 á l landó a, ß, i l letve y szöget zár b e 
(1. ábra) : 
rg = kpT + kqN+ksB , 
p = cos a, q = cos ß , s == cos y , 
akkor a (9) felület : 
Xf = a cos <p — d -f- A a [ — (p — s) sin <p — q cos <p] , 
(23) 
Yj = a sin (p cos ô -f- ak{cp — (p0) sin ó 
( 2 4 ) 
+ A a {[(p — s) cos 9? — q sin cp] cos ő -f pk + 
Zf = — a sin <p sin ô -)- akßp — (p0) cos ô + 
+ A a {[— {p — s) cos cp -f q sin cp\ sin ô + pk + 
s iná} , 
5) SÍ 
— cos o} , 
к 
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t e h á t a (16) vonalfelületet jellemző függvények : 
a;0 - a eos cp — d , 
.rx = — acq cos {cp — s) , 
Уо = a [cos á sin cp -)- k(cp — cp0) sin Ó] , 
У\ — a[~~ c i c o s s i n (<?> ~~ £ ) + £2 s i n > 
z0 = a[— sin <5 sin cp -f- k{cp — <p0) cos <5] , 
2 i — a \ c i s i n ^ s i n {Ф — £) + C2 c o s > 
ahol 
(26) cx = У1 -— 2 p s , c2 — pk -j——, cos e = — . 
к <q 
H a pl. speciálisan lapos csavarfelületet k ívánunk kialakítani, akkor 
(27) p = s = 0 , q = l , 
t e h á t 
(28) <q = 1, c2 = 0 , cos e = 1 , £ = 0 . 
í gy kap juk , hogy 
.c0 = a cos cp — d , 
x1 = — a cos cp , 
y0 = a[cos(5sinp 4- k(<p — cp0) sinó] , 
y1 = — a cos ô sin cp , 
z0 — — a [sin ô sin cp -f- k(<p — <p0) cos Ö\ , 
z1 = a sin (5 sin cp , 
(29) 
es 
(30) 
stb. 
x0 = — a sin cp , 
x1 = a sin cp , 
y0 = a[cos ô cos <p -j- к sin ő] , 
y1 = — a cos ô cos cp 
Zq = a[— sin ô cos cp -j- к cos Ö] , 
z1 = a sin ô cos cp 
2. Speciálizálás ujjmaróra. Lapos csavarfelületet kialakító ujjmaró 
profilgörbéjének paraméteres egyenlete. Az u j j m a r ó t (2. ábra) úgy tárgyal-
h a t j u k , mint a tá rcsamaró speciális esetét, midőn 
T 7t 7t (31) d = 0 , á = — - , <р0 = - + тр0, <р = 1р + 
А А А 
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2. ábra. 
Ekkor a lapos csavar esetén a (29)—(30) a l a t t i képleteink a következő 
módon alakulnak : 
x0= — a sin y> 
xx = a sin yp 
Уо =
 а1с(У - Vo) 
2/i = 0 
z0 = a cos ip 
zx = — a cos yp 
(32) 
t ehá t (17) szerint 
(33) F=-Z tgV , 
G = — ak(yp — yp0) 
melyekkel mega lko tha t juk a (12) szerinti 
(34) q{Z, yp) = R2 = F2 + G2 = (Z tg yp)2 + a2k2{yp - y>0)2 
függvényt . Ennek szélsőértékét ez esetben egyszerűbb közvetlenül kiszámolni, 
s nem az á l ta lában levezetett (20) a la t t i determinánsok kifejtésével. Egyéb 
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példákban természetesen á l ta lában nem kapunk ilyen egyszerű képletet , 
ezért a további számí tás t más esetben érdemesebb úgy végezni, hogy konkré t 
xp számértéket helyettesí tünk, s így számít juk a profi lgörbe néhány p o n t j á n a k 
koordinátái t . Ebben az egyszerű speciális esetben azonban kényelmesebb, 
ha xp értékével á l t a l ában számolunk, s nem a d o t t helyettesítési érték 
mellett. 
A szélsőérték létezéséhez szükséges 
(35) = 2 2 tg xp - Z - + 2 a2k\xp - xp0) = 0 
dxp cos xp 
fennállása, melyből Z meghatározására a 
(36) Z2 + (xp- xp0) a2k2 cos2 xp cotg xp = 0 
egyenletet nyerjük, vagyis egyszerű számolás u t á n a profilgörbe paraméteres 
egyenlete az R, Z koordináta-rendszerben : 
Z = ak cos xp V(xp0 — xp) ctg xp , 
w<) 
R = ak j/ (xp0 — xp) (xp0 — xp + sin xp cos xp) . 
A (37) képletből leolvasható, hogy más hengersugarat választva, az 
alkalmas felület kialakító szerszám profilgörbéje a Z, R koordináta-rendszer-
ben arányosan változik. 
3. §. Ferde fogazású hengeres fogaskerék szerszámprofilja 
Mint (5), (7) a l a t t emlí tet tük, az r g = ЯТ választással nyer jük a ferde 
fogazású fogaskerék felületet , azaz ez esetben 
(38) p = 1 , q = s = 0 , 
t ehá t (26) szerint 
(39) Cj = 1, c2 = k, e = jz/2 , 
s következőleg (25)-ből kifolyólag 
x0 = a cos <p — d , x0 = — a sin xp , 
xx = — a sin xp , xx = — a cos <p , 
Ух> = a [cos ^ sxn Ф + &(ф Фо) sxn <4 > Уо = a(cos ^ cos Ф + к sxn > 
( 4 0 ) 
yx = a (cos ö cos q> -j- / sin ô), y1== — a cos ô sin xp , 
z0 — a [— sin ó sin cp + k(xp — xp0) cos ű] , z0 = a(— sin ô cos <p + к cos ô) , 
zx = a (— sin ô cos xp + к cos ô), zx= a s 'n <5 sin xp . 
92 I F J . D l t A H O S — H O R S Y I K — HOSSZÚ 
Megfigyelhetjük i t t az 
(41) «1. Уо = Ух> zo = zx 
összefüggéseket, melyek, m i n t lá tn i fogjuk, döntő jelentőségűek, és nagy-
mértékben jellemzik is a ferde fogazású fogfelületeket.4) A (41) felhasználásával 
igen egyszerűen számítható a (20) a la t t i V, W : 
(42) 
aq 
Ух Ух 
aq aq aq 
К = 
0 zx 
0 0 
zo 0 0 0 
'о Ух Ух i/i 
= 
-Уо —У1 aq aq aq 
0 0 Zl À 
0 0 0 
- Z l 
xn хл 
—Уо - у 1 
о о 
о о 
УУ УХ 
aq 
Zi 
х
п 
о
 х
х 
-Уо -Ух 
О О 
О О 
1 «г 
1 Zx 
0 0 0 
Ух 
0 
Ух 
aq 0 xx 
zq 0 è i 
0 
~
z
o - h 
= - z0 U - А , 
= z0A , 
t e h á t а (21) megoldásban szereplő diszkrimináns : 
(43) F 2 - 4UW = z2 U2 -P 2 z0 UA + A2 - 4z0 UA = (z0 U — A)2 = ( z ^ ) 2 , 
ahol 
(44) D = 
- У о 
0 zn 
Ух 
Ugyanis az első sor szerint k i fe j tve a A-t értelmező (42) a la t t i determinánst , 
(45) 
z
o h. 0 0 
A = 
xO xx Ух Ух 
-Уо -Ух 
xi xx 
0 0 Zl 
= z0U-z1D. 
Ennek felliasználásával a (212) megoldás : 
(46) 2 .
 2
o U + A_± (Zq U - A) 
2 U 
-о > 
JÏ 
*) Olyannyira, hogy (41)-ből már következik is e = я/2, továbbá q = s = 0, vagy 
p = q = 0 s = 
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Érdemes felírni (22) a lapján az érintkezési vonal egyenletét, melyen 
a szerszám és a csavarfelület érintkezik. A (46) a lapján számítot tak szerint ez 
(47) 
ahol5* 
(48) 
Z = Z0 + 1Z1, 
X. — -j- A , 
V =y0 + *!/i » 
Я = А(ф) = - D 
U 
vagy 0 . 
(20) és (44) a lap ján könnyen ki t u d j u k számítani A-t, lia f igyelembe 
vesszük (40)-et : 
(49) Ц<р) = 
1 + к2 
(1 -f к dja ctg д) c tg <р — Щср — <р0) — dja 4- к c t g ó 
sin 9? 
А (21) szerint rögtön képezhet jük a szerszám profilgörbéjének para-
méteres egyenletét is : 
(50) Z = z0 + lZl , R = Y(x0 + Xx1)*+(3/0 + ky1)* . 
Tehá t végeredményben az érintkezési vonal egyenlete (47), míg a profil-
görbéé (50), ahol Я (49) a l a t t van megadva , és xh yh zt a (40x) alat t i . 
Az érintkezési vonal egyenletét vektorosan összefoglalva röviden így 
í rha t juk : 
(51) 
ahol 
(52) 
r{<p)={X,V,Z} = Cfe-{d-0-0} , 
С 
1 о 0 
0 cos ó sin Ô 
0 —sin ô cos <5 
a <5 szöggel való forgatás mátr ixa , míg (92) és (52) szerint (7)-hez hasonlóan 
fc = rc + rg = r 0 + Я T = 
= a {cos cp — Я sin (p ; sin <p -f Я c ; s cp ; k\<p — cp0 -f- я)} , (53) 
és i t t Я a (49) a la t t i érték. 
Ha a szerszámhoz rögzített koordináta-rendszerről visszatérünk a 
csavarfelülethez rögzített x, y, z rendszerre, akkor lá t juk , hogy az érintkezési 
vonal egyenlete maga az (53) alat t i /' = fe, ahol Я a (49) a l a t t megadot t függ-
vénye 99-nek. 
5) A = 0 nem jöhet számításba, mert akkor (47) a csavarvonal egyenletévé fajul. 
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Megjegyzések 
1. A (49) a l a t t k iszámítot t Я különösen könnyen számítható, ha ű-t 
ú g y választjuk, hogy 
(54) tg <5 = & = tg ßc 
legyen. Minthogy (2) szerint к = с/(аи) a csavarvonal ßc emelkedési szögének 
tangense (3. ábra) , ez akkor fog bekövetkezni, ha <5-t a csavarvonal emelkedési 
szögével egyenlőnek választ juk. Ekkor (49) így alakul : 
3. ábra. 
Я(ср) = cos2 ßc [(1 + djá) (ctg cp - l /sin <p) -((P- <Po) tg2ßc] = 
(55) = cos2 ßc [(1 + dja) (ccs Cp — l)/sin cp — (<p — cp0) tg2 ßc 2 1 —— 
= — COS 2 ßr (1 + dja) lg ? + (cp - cp0) tg2 ße 
Ez még t ovább egyszerűsödik, lia a következőt írjuk : 
(56) 
Ekkor 
(57) 
1 •+ - = Ус tg2 ßc • 
Я(ср) = — sin2 ßc 
Ус tg - +9? -<Po 
Az (57) képlet az t mu ta t j a , hogy a yc = ± 2 esetben számíthatunk legegy-
szerűbb képletekre, vagyis (56) szerint akkor , ha 
(58) d=-a(l±2tg2&) . 
Ez természetesen technikailag nem minden ß esetén valósí tható meg 
2. Hasonlóan igen egyszerűsödik a képlet u j jmaró esetén, midőn 
d = 0, Ô = - .t/2, cp0 = n + т /2 : 
(59) Я(ср) = cos2 ßc [ctg cp - - n - ~ j tg2 ßc] 
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Í71 inv cp 
— Wo ( 2 
Z = — A cos т , A = a sin ßc 
sin cp 
л 
inv 
- - T — Wo 
2 
Ekkor (47) szerint az ér intkezési vona l egyenletére egyszerű számolás 
u t á n a 
Z = —— A sin ßc cos cp , A = a sin ßc 
sin cp 
(60) X = A s in ßc sin cp , 
V = — A cos ßc , (inv a = tg a — a) 
e redmény adód ik , t e h á t a prof i lgörbe egyenle te : 
a 
/ j 
(61) 
R — A sin r , cos г = sin ßc cos cp . 
A (61) kép l e t a l ap ján egyszerű graf ikus szerkesztési e l j á r á s t lehet a d n i 
a megoldáshoz. 
A képle tekből leolvasható, hogy a-val a r ányosan nő a maró . 
(Beérkezet t : 1958. I I . 25.) 
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РЕШЕНИЕ ОДНОЙ ПРОБЛЕМЫ ИНСТРУМЕНТАЛЬНОЙ 
ГЕОМЕТРИИ 
млдш. I . D R A H O S , L . H O R N Y I K и M . H O S S Z Ű 
Резюме 
Рассматриваел1 спиральную поверхность (24), которую одна линия 
генерирует. Цель работы : определение профильной кривой одной дисковой 
фрезы, т. е. определение X, Z плоскостного разреза, который оформляет 
одну конечную часть (ленту (24)). Решение (21), (17), где U, V, W и xh yh z, 
даны в (20), (23) — ( 2 6 ) . 
Пальцевая фреза описывается во втором параграфе, к а к частный слу-
- чай (31). (См. фиг. 2.) В случае одной плоской спиральной поверхности т. е. 
при исполнении (27), (28) решение дается (37). 
Третий параграф занимается дисковой фрезой косозубого зубчатого 
колеса. В этом случае результатом будет (50), где А имеет форму (49), и xh 
9 6 I F J . D l t A H O S — H O R S Y I K — HOSSZÚ 
y,-, Zf даны в (40). ô и также а и d выбирая так как в (54), (49) вычисление 
А упрощается в (57). 
В завершение рассматривается частный случай пальцевой фрезы, тогда 
получим профильную кривую (61). 
SOLUTION OF A TOOL GEOMETRICAL PROBLEM 
by 
J R . I . D R A H O S , L . H O R N Y I K and M. H O S S Z Ü 
Abstract 
Let us consider the helicoidal surface (24) generated by a s t r a igh t line 
(See Fig. 1.) The object of the present p a p e r is to determine the profile curve, 
i. е., t he X, Z plane cut of a circular cu t t e r which mills a finite p a r t (a band) 
of the surface (24). The solution is (21), (17), where U, V, W, and xh yh zt. 
are given b y (20), (23)—(26). 
The shank cut ter is t rea ted in §2 as the special case (31). (See Fig. 2.) 
Then the solution is (37) for a square- t readed screw surface (right helicoid) 
where we have (27), (28). 
§3 deals with the circular cu t te r of helicoid gears. Then we ge t (50), 
where A is of the form (49) and xh yh zt a re given by (40). By choosing ô resp. 
a and d as in (54), the calculation (49) of A is simplified into (57). Final ly , the 
special case of shank cu t te r is examined, t hen we obta in the profile curve (61). 
A KUBOKTAÉDER GÖMBI HÁLÓZATÁNAK 
EGY SZÉLSŐÉRTÉK-TULAJDONSÁGA 
H E P P E S A L A D Á R 
A gömbfelületet n főkör legfeljebb n(n — 1) + 2 részre oszt ja fel. Tek in t -
sünk ugyanis n — 1 főkört, m a j d ír junk a gömbre egy n-ediket . Ennek az 
előzőkkel legfeljebb 2(n — 1) metszéspontja van, más szóval az első n — 1 
főkör által meghatározot t t a r tományok közül legfeljebb 2 (n — I)-et szel 
ke t té . Egy főkör ké t részre, n főkör tehát legfel jebb 2 + 2 ( 1 + 2 + . . . + « — 1) = 
= n(n — 1) + 2 részre osztja a gömböt. L á t h a t ó , hogy a fen t i érték pon tos 
minden olyan esetben, ha nincs három, közös ponttal rendelkező főkör . 
Mondhat juk , hogy a keletkező részek száma mindig n(n — 1) + 2, meg-
engedve, hogy ezek között 0 területűek is előforduljanak. 
F E J E S T Ó T H L Á S Z L Ó h ív ta fel f igyelmemet annak a kérdésnek a vizsgá-
la tára , hogy mikén t kell n számú főkört a gömbön úgy elhelyezni, hogy ezek 
a felszínt a lehe tő „legegyenletesebben" osszák n(n — 1) + 2 részre. Az 
n = 1, 2, 3 ese tekben egy főkör, két merőleges, illetve há rom páronként 
e g y m i i r a merőleges főkör egybevágó részekre való, tehát te l jesen egyenletes 
felosztást eredményez. Ál ta lában azonban n e m osztható fel a gömb felszíne 
n(n — 1) + 2 egyenlő területű részre. Az „egyenletesség" á l ta lánosabban 
érvényes definiálása természetesen többféleképp lehetséges. Talán a k é t 
legkézenfekvőbb ú t azt a felosztást nevezni legegyenletesebbnek, amelynél 
a területre nézve legkisebb rósz területe a lehe tő legnagyobb, illetve amelynél 
a legnagyobb t e rü l e tű rész t e rü le te a lehető legkisebb. Négy főkör esetére 
megadjuk az előbbi értelemben legegyenletesebb felosztást, t o v á b b á k imuta t -
juk, hogy az u tóbb i értelemben legegyenletesebb felosztás e t tő l különböző 
Tétel. Egy gömbre írt 4 főkör által meghatározott 14 tartomány közül a 
legkisebb területű tartomány területe akkor a legnagyobb, ha a főkörök egy kubokta-
éderhálózatát alkotják. 
Bizonyítás. Legyen a vizsgált gömb egységsugarú. A legegyenletesebb 
felosztás keresésénél nyilván szorí tkozhatunk o lyan elrendezések vizsgálatára 
amelyeknél nincs három, közös pont ta l rendelkező főkör, m e r t ekkor v a n 
0 te rü le tű rész is. Minthogy bármelyik főkör á l t a l meghatározot t mindkét fél-
gömbön a másik három kör pá ronkén t metszi egymást (2. ábra) , a gömb 
felosztása mindig ugyanolyan jellegű : mindig 8 gömbháromszög és 6 gömb-
11
 A kuboktaéder a kocka (illetve az oktaéder) élközéppontjainak konvex burka 
(1. ábra). 
97 
7 A Matematikai K u t a t ó Intézet Közleményei III./l—2. 
9 8 H E P P E S 
négyszög keletkezik, mégpedig úgy, h o g y háromszögnek csak négyszög, 
négyszögnek csak háromszög szomszédja van . A 8 gömbháromszög kerü le t -
összege megegyezik tehá t a G gömbnégyszögével s egyben a főkörök össz-
hosszával 8Tr-vel. 
A vizsgált feladat he lye t t foglalkozzunk először azzal a kérdéssel, hogy 
milyen elrendezés mellett lesz a legkisebb területű gömbháromszög t e rü l e t e 
a legnagyobb. 
A legkisebb kerületű gömbháromszög kerülete nem lehet nagyobb,"mint 
n, azonos kerüle tű gömbháromszögek közül pedig a szabályosnak legnagyobb 
a területe, így a legkisebb területű gömbháromszög nem lehet nagyobb, mint 
а л kerüle tű szabályos. Ekkora is csak abban az esetben, ha va lamenny i 
háromszög л kerületű szabályos gömbbáromszög. I lyen felosztás létezik is, 
és ezt a kuboktaéder há lóza ta szolgáltatja, amelyet úgy nyerünk, hogy a gömb 
középpont jából a gömbbe í r t kuboktaéder éleit a gömbre vetít ük (3. ábra). 
Ennél a felosztásnál a többi t a r t o m á n y (a négyszögek) területe a három 
szögekénél nagyobb — hiszen azok nagyobb-kerületű , többoldalú szabályos 
gömbsokszögek — tehá t a terület szempont jából legkisebb gömbháromszög 
egyben a legkisebb t a r t o m á n y is, s így e felosztás a té te lben szereplő problé-
mának is megoldását szolgáltatja. Ezzel a tétel igazolást nyert. 
A kuboktaéder gömbi hálózata az említett másik értelemben m á r nem 
a legegyenletesebben osz t j a fel a gömb felszínét. Van ugyanis olyan felosztás, 
amelynél a legnagyobb területű rész területe kisebb, mint a kuboktaéderes 
hálózat egy gömbnégyszögének terüle te . Tekintsünk ugyanis h á r o m főkört , 
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amelyek a gömböt h a t л / 3 szögű hétszögre osztják s egy ezekre merőleges 
negyediket (4. ábra). E felosztásnál 12 egybevágó, 4л/3 kerületű (és két 0 terü-
letű) gömbháromszög keletkezik. A maximális te rüle tű t a r tomány t e h á t egy 
4я/3 kerületű gömbháromszög, míg a kuboktaéderes hálózat esetében egy 
ugyanekkora kerületű, s ennélfogva valóban nagyobb területű szabályos 
négyszög. 
(Beérkeze t t : 1958. VL 3.) 
ОБ ОДНОМ ЭКСТРЕМАЛЬНОМ СВОЙСТВЕ СФЕРИЧЕСКОЙ СЕТКИ 
КУБОКТАЭДРА 
A . H E P P E S 
Резюме 
Рассмотрим 14 области поверхности шара определённые 4 большими 
кругами. Доказанная в статье теорема утверждает, что площадь области, 
которая имеет наименьшую площадь, в том случае является наибольшей, 
если большие круги образуют сетку одного кубоктаэдра. (Фиг, 1.) 
Утверждение теоремы неверно, если заменить в теореме слова «наи-
меньший» и «наибольший». 
AN EXTREMAL PROPERTY 
OF THE SPHERICAL NET OF THE CUBOCTAHEDRON 
by 
A . H E P P E S 
Abstract 
Theorem. Let us consider four great circles of a sphere dividing its 
surface into 14 domains. The surface of the domain having the smallest 
area is the greatest if the four great circles form the spherical net of a cubocta-
hedron. (Fig. 1.) 
The s ta tement becomes false if we invert the words "smallest" and 
"grea tes t" . 

NÉHÁNY MEGJEGYZÉS LINEÁRIS ALGEBRAI EGYENLETRENDSZEREK 
EGYÉRTELMŰ MEGOLDHATÓSÁGÁVAL KAPCSOLATBAN 
PETHŐ Á R P Á D 1 ) 
Bevezetés 
A lineáris algebrai egyenletrendszerek elméletében határozatlannak 
nevezett rendszerekkel kapcsolatban felmerülhet az a kérdés, hogy — habár 
az ismeretlenek együttesére nézve egyértelmű megoldásról nem lehet szó — 
egyes ismeretlenekre az egyenletrendszer nem oldható-e fel egyértelműen. 
Mivel az ismert unicitási kritériumok ezt a kérdést nem érintik, az a lábbiakban 
megadjuk az idevonatkozó egzisztenciatételeket, továbbá utalunk ar ra , hogy 
a lineáris egyenletrendszerek fizikai alkalmazásaiban az egyértelműségnek 
ilyen értelemben való felvetése gyakran indokolt. A szerző az a lábbiakban 
közölt eredményeire éppen egy ilyen fizikai alkalmazás kapcsán j u t o t t [2]. 
Feladatként tűzte ki a problémát a Matematikai Lapokban, ahol többen meg 
is oldották. A megoldások közül a lap EGERVÁRYJENŐét közölte [3]. A szerző 
eredeti megoldása ettől különbözik. 
1. §. 
Lineáris algebrai egyenletrendszerek egyértelmű megoldhatóságával 
kapcsolatban bebizonyítjuk a következőt : 
Tétel. Az 
(1) 
röviden 
«11 «12 
_ «ml «m2 
'1.Л + 1 
'm,n +1 _ l Xn 
— 1 
= 0 , 
Ál,2 , ... , Л + l ® 0 
egyenletrendszer xk (k =1,2,.. ,,n) ismeretlen jét akkor és csak akkor határozza 
meg egyértelműen, ha 
1. A rendszer kompatibilis (nem tartalmaz ellenmondó egyenleteket), azaz 
az inhomogén és a homogén egyenletrendszer mátrixának rangja egyenlő : 
(2) 9(a1,2 n + l) = éKa1,2 n) ; 
9 Budapesti .Műszaki Egyetem, Fizikai-Kémiai Tanszék. 
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2. A homogén egyenletrendszer mátrixának rangja 1-gyel nagyobb annak a 
mátrixnak a rangjánál, mely az előbbiből a k-adik oszlop elhagyásával keletkezik : 
(3) é?(ái,2, ... ,n) = e(Aj ,t,...,k-i,k+i п) + 1 • 
Bizonyítás. A kri térium első pontja t r iviál is , így csak a második p o n t o t 
bizonyít juk. Elegendő azonban a homogén esetre szorítkoznunk, mivel az 
inhomogén egyenletrendszer általános megoldása ennek egy part ikuláris 
megoldásából és a homogén egyenletrendszer általános megoldásából tevődik 
össze, így a homogén és inhomogén rendszer egyidejűleg határozza meg egy 
valamely ismeret len (xk) é r t éké t egyértelműen. Tehát bizonyít juk, hogy a 
második p o n t b a n megadot t kri térium a homogén egyenletrendszerre vona t -
kozólag érvényes. 
A következő segédtételre van szükségünk : ha a homogén rendszer 
xk-t egyértelműen határozza meg, akkor xk zérussal egyenlő. Valóban : a 
homogén rendszer (mindig létező) triviális megoldásában xk bizonyosan zérus, 
így az ál talános megoldásban is csak zérus lehet . 
A homogén egyenletrendszer megoldása ekvivalens а II vek tornak 
az a b a 2 a n oszlopvektorok lineáris kombinációjaként való előállításával. 
Minthogy a l ineárisan függet len oszlopvektorok száma egyenlő az oszlop-
vektorok má t r ixának rangszámával, a b izonyí tandó rangkri tér ium ekvivalens 
azzal, hogy az ak oszlopvektor akkor és csak akkor nincs a többiek terében, 
ha xk egyértelmű. Valóban : ha ak nincs a többiek terében, xk = 0 egyértel-
műen (különben előállítható lenne a több iek lineáris kombinációjaként) ; 
másrészt, ha xk egyértelmű, akkor a segédtétel szerint egyértelműen xk = 0, 
t ehá t ak nem lehet a többiek terében. Q. e. d. 
Megjegyzés. Az egyértelmű megoldhatóság eldöntése lehetséges a homo-
gén rendszer együ t tha tómát r ixának bázisfaktorokra bon tása alapján is. 
E G E R V Á R Y J E N Ő egyik dolgozatában [ 1 ] az együt tha tómátr ixnak bázis-
faktorokra va ló bontásán alapuló eljárást a d meg tetszőleges együt tha tó-
mátr ixú lineáris egyenletrendszer általános megoldásának explicit előállítá-
sára. Eszerint, ha 
Д Ш
 = u m у г* 
(e(A-) = p ( u n = p ( V ^ ) = r ) 
az együtthatómátrix ím. bázistényezőkre bontott alakja, akkor az 
(T) A™ x = b 
inhomogén egyenletrendszer kompatibilis, hacsak 
(2') АV(U* AV)-1 U* b = b , 
és általános megoldása : 
3') a; = {E — V(U* A V ) U * A } t + V(U*АV) ~1V* b , 
ahol t tetszőleges elemű paramétervektor. 
(3')-ből rögtön kiolvasható, hogy az xk (k = 1, 2, . . ., n) ismeretlenre 
(2') teljesülése esetén akkor és csak akkor egyértelmű (1') megoldása, h a a 
{ . . . } mát r ix &-adik sora csupa 0-ból áll, h a tehát 
A^-x) = V(U*AV) - 1 U * = [a\jV] 
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ún. á l ta lánosí tot t inverz L a d i k sorvektora és az 
A™ = [ a y ] 
együ t tha tómát r ix oszlopvektorai között fennál lnak a következő relációk : 
' a i 
H T , 4 T , . . . , a<mO] 
Ш 
a2, 
uml _J 
= ôkl (2 = 1,2, . . . , n) 
2. §. 
Az a lább iakban a lineáris algebrai egyenletrendszerek néhány oly alkal-
mazásá t m u t a t j u k meg, amelyekben az ismeretlenekre adódó megoldások 
á l ta lában nem lesznek egyértelműek. 
1. A merev testek sz ta t iká jában fellépő probléma : a d o t t erőnek a d o t t 
i rányú összetevőkre való bontása , lineáris egyenletrendszer megoldására 
vezet. Tárgyal juk mindjá r t az általános ese te t : az r0(x0, y0, z0) pontban h a t 
az e0(ii0, v0, w0) i r ányú F0 erő, mely fe lbontandó az r,(a;„ уь s,) pontokban h a t ó 
е,(м,-, vit Wj) i r ányú Ft komponensekre (e0, e,- egységvektorok, i = 1 , 2 , . . . , n). 
A mechanikából ismeretes, hogy az F0 e rő az F,- erőrendszerrel akkor és 
csak akkor ekvivalens, ha egyidejűleg 
es 
Bevezetve a 
D, 
F = £ Fi 
i= I 
r x F = 2 ri X Fi . 
1 1 1 
Ui Vi Wi 
(/=0,1,2, ... ,n) 
determináns első sorához tar tozó DT> D(f2\ _D(/3) a ldeterminánsokat , a 
következő egyenletrendszer áll fenn az Ft erők ismeretlen F( nagyságaira 
(4) 
Fo eo) : 
ux «2 • Un 
Vl V2 • vn 
wx w2 • ™n 
DT DT . • DT 
DT DT • • DT 
DT DT • . DT 
~F
 x 
F 9 
= F n 
un 
w. 
DT 
DT 
DT 
1 0 4 
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Amennyiben az erőfelbontás egyál ta lán lehetséges, (2) teljesül. Hogy 
p o n t b a n ható erőkomponens egyértelmű-e, (3) a l ap j án dönthető el. 
2. Kémia i reakciók te rmodinamiká jában a lapve tő kérdés, l iogy egy 
bizonyos körülmények közöt t lefutó reakcióban valamely ál lapotfüggvénynek 
milyen megváltozása lép fel [2]. Pé ldakén t emlí thet jük a reakcióban az ener-
gia (illetve entalpia) megváltozását, az ún . reakcióhőt. Tekintsük különböző 
kémiai reakcióknak bizonyos rendszerét, amelyben nem minden reakciónak 
ismeretes a reakcióhője. Felvet jük a kérdést , mi a feltétele annak, hogy az 
ismeretlen reakcióhők kiszámíthatók legyenek. Az alábbi gondola tmenet 
szerint a ha tároza t lan egyenletrendszerek problémájával állunk szemben. 
Jelentsenek ugyanis az egyes reakcióegyenletekben fellépő kémiai jelek 
(kémiai komponensenként változó) energiaértékeket , vagyis az egyes reakció-
egyenleteket a továbbiakban tekintsük ne csak anyag-, hanem energiamérle-
geknek is : ekkor a keletkező és reagáló anyagok energiaértékeinek különb-
sége, vagyis a reakcióhő egy tagot szolgál tat ebben az energiamérlegben. 
Most már az ismert és ismeretlen reakeióhőjű reakcióegyenleteket együt tesen 
olyan lineáris egyenletrendszernek t e k i n t j ü k , melyben az egyes energiaértékek 
is mint ismeretlenek szerepelnek. (Mivel az energia csak addit ív ál landó 
erejéig definiál t , egyértelmű megoldhatóságot csak az ismeretlen reakció-
hőkre vá rha tunk . ) 
A fen t i t ípusú kémiai egyenletrendszerek általános alakja a következő : 
( 5 ) 
« 1 1 « 1 2 « I n - 1 0 0 
« 2 1 « 2 2 « 2 n 0 — 1 0 
a, ! 
«12 «In 0 0 — 1 
« v + 1 , 1 «1+1,2 «1+1, n 0 0 0 
« m l am2 « m n 0 0 0 
Xx 0 
x2 0 
— 0 
xn 
Ф+1 
x
n+1 
_<Zm _ 
+ l _ 
ahol X, n+l> 2' ln+l az ismeretlen reakcióhőket, qL+\, Ц> az 
ismerteket, Я/jj OC2j • • • ) Ob^j ct kémiai komponensek energiaértékeit, a u , ö12, 
. . ., amn pedig az ún. sztöchiometriai számokat jelentik. 
Az egyértelműségi kr i tér iumnak (5)-re való alkalmazása egy gyak ran 
használt kémiai- termodinamikai tételnek matemat ikai analízisét n y ú j t ja ([2]). 
3. Fizikai mennyiségek között fennál ló ismeretlen függvénykapcsolatok 
megállapítására ismeretes egy tisztán formális , dimenzionális meggondolásokon 
nyugvó módszer : a dimenziónál-analízi.s. E módszer szerint, ha a P fizikai 
mennyiség és a PB P 2 , . . ., PN fizikai mennyiségek közöt t valamilyen P = 
= /(Л. P2 PN) összefüggés áll fenn, akkor a bal- és jobboldalak dimenziói-
nak szükségszerű megegyezése miatt a jobboldal csak а P l 5 P2 , . . ., PN mennyi-
ségek ha tványa inak a baloldal dimenzióját adó szorzataiból, pontosabban ezen 
szorzatok lineáris kombinációjából á l lhat . A lehetséges / függvénykapcsolatok 
megállapítására tehát megkeressük a PX, P 2 , . . ., PN mennyiségek ha tványa i -
nak mindazon szorzatait, amelyek P dimenzióját a d j á k és vesszük ezen szor-
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zatok összes (á l ta lában végte len sok tagú) lineáris kombinác ió i t . A valóságos 
függvénykapcso la t a fent i végtelen sor valamilyen speciál is összegezésével 
adód ik . 
Legyenek az a lapd imenz iók U
ь
 U2, • • -, Um [speciál isan Ux : hosszúság 
(L), U2 : t ömeg (M), U3 : idő (T)]. 
Legyen 
(6) Pi = Ua+ Ua2" . . . Ua™ (• = 1,2, . . . , » ) 
és 
(7) P = U2' . . . U»+ . 
Az eml í te t t szorza tkombinác ió a következő alakú : 
(8) P = P \ P Ï , 
ahol a k i tevők ismeret lenek. 
Behelyet tes í tve (8)-ba a (6) egyenleteket , (7)-tel va ló összehasonlítás 
m u t a t j a , hogy az ismeret len ki tevők az a lább i egyenle t rendszer t elégítik ki : 
(9) о д xx + aJ2x2+ . . . -+ ajn xn = b, ( j = 1 , 2 , . . . , m). 
H a m á r m o s t ennek az egyenlet rendszernek van b izonyos i smeret lenre 
egyér te lmű megoldása, az a n n y i t jelent, hogy P v a l a m e n n y i szorzatelőállí tásá-
ból közös f a k t o r emelhető ki, ami a kerese t t / kapcso l a tnak a dimenzionál-
analízis á l ta l de te rminá l t részé t fogja a lkotn i , míg a megmaradó szorzat -
kombinációk lineáris kombinác ió ja a kerese t t / kapcso la tnak nemdete rminá l t 
részét képezi. 
Pl. súrlódásmentes és inkompresszibilis folyadék felületén kialakuló vízhullámok 
v fázissebességét kívánjuk meghatározni, mint a folyadék h magasságának, a g nehézségi 
gyorsulásnak, a X hullámhossznak és a folyadék g sűrűségének a függvényét [4]. 
Most U, = L, U„= M, U3 = T és 
P = v (LT-1) 
Pi = 9 (LT-*) 
Р
г
 = g (ML-*) 
P3 = X (L) 
Pi = h (L) 
Keressük v-t a következő alakban : 
v = gx i qx2 Ахз hx* . 
A dimenziók összehasonlításából adódó (9)-nek megfelelő egyenletrendszer : 
(L) 1 - 3 1 1- X1 1 
(10) (M) 0 1 0 0 x2 = 0 
(T) _ 2 0 0 0. 
X 
. - 1 
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A (JO) egyenletrendszer kompatibilitását fizikai okok biztosítják, megoldása az 
xx és x, ismeretlenekre egyértelmű, ugyanis (3) szerint : 
1 - 3 1 1 " —3 1 1 1 1 1 
в 
0 1 0 0 = = Q 1 0 0 + 1 =е 0 О 0 + 1 
. - 2 0 0 О. 0 0 0. — 2 О 0 
( 10) megoldása : 
1
 л
 1 
xx = y , x., — 0 , x3 = -J — t , xx = t , 
tehát a keresett összefüggés a 
ÍZ" h ' 
alakú kifejezések lineáris kombinációja : 
v" V с h ' 
V = \g 2 . C> ;T=f . 
C'i : dimenziónélküli állandó, aliol az összegezés további részleteiről a dimenzionál-
analízis semmit sem mond. A mechanikából ismerjük a pontos összefüggést, amely 
szerint 
, - f Я , 'Ink V" 
v = )g ^ t g h — j . 
Mindenesetre a dimenzionál-analízis nyújtotta összefüggés a fázissebességének a függet-
lenségét g-tól és az arányosságát i <7-vel determinálja. 
(Beérkeze t t : 1958. I I I . 31.) 
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НЕСКОЛЬКО ЗАМЕЧАНИЙ 
В СВЯЗИ С ОДНОЗНАЧНОЙ РАЗРЕШИМОСТЬЮ 
СИСТЕМ ЛИНЕЙНЫХ АЛГЕБРАИЧЕСКИХ УРАВНЕНИЙ 
Á. PETHŐ 
Резюме 
Рассматриваются не такие системы линейных алгебраических урав-
нений, для которых разрешимость нужно исследовать обычным образом : 
существует ли для каждого неизвестного системы уравнений решение, такие, 
для которых решения для некоторых неизвестных вообще не однозначны. 
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Даются критерии позволяющие установить для каких неизвестных таких, 
вообще неопределенных систем уравнений, всё же существует единственное 
решение. Доказывается следующая теорема : 
Д л я неизвестного х
к
 (к = 1, 2, . . . , п) системы уравнений 
41 
41 
112 ... а 1 п 
12п 
Ч,п + 1 
2.П + 1 
"ml ит2 . . . Cin х
п  
— 1 
0 (коротко: А1>2.. , Л + 1 X = 0) 
единственное решение существует тогда и только тогда, если 
1. Система совместнима (не содержит противоречащих уравнений), 
т. е. ранг матрици однородной и неоднородной системы совпадает : 
0(Ái,2,. . .,n + l) = . .,п) ' 
2. Ранг матрици однородной системы уравнений на единицу больше 
ранга матрици, отличающейся от неё тем, что не содержит Uoro столбца : 
• -,п) = 1,2,. . .,к-1,к+1,- • -,п) + 1 • 
Применение этих критериев демонстрируется на примерах, взятых из 
разных областей физики : по одному простому случаю рассматривается 
из статики твердых тел, термодинамики химических реакций и димензио-
нального анализа. 
EINIGE BEMERKUNGEN ZUR EINDEUTIGEN LÖSBARKEIT VONLINEAREN 
ALGEBRAISCHEN GLEICHUNGSSYSTEMEN 
von 
Á. P E T H Ő 
Auszug 
Lineare algebraische Gleichungssysteme werden diskutiert , in denen 
die Lösbarkei t nicht wie gewöhnlich zu untersuchen ist : d. h. nicht ob 
die eindeutige Lösung inbezug auf jede Unbekann te existiere oder nicht, 
sondern die Fälle, in welchen die Lösungen inbezug auf die einzelnen Unbekann-
t en im allgemeinen nicht eindeutig sind. Wir geben die Kr i te r ien zur 
Entscheidung der Frage an für welche Unbekann ten derartiger unbes t immten 
Gleichungssysteme die eindeutige Lösung existiert. Es wird folgender Satz 
bewiesen : Das Gleichungssystem 
«11 «12 • • «in «l.n+l Xy 
«21 «22 • • «2n «2,n + l x2 
= 0 (kürzer : ^1,2,. • .,n+l® = 0) 
«ml «m2 • • amn «m,n + l xn 
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besitzt eine eindeutige Lösung inbezug auf die U n b e k a n n t e xk (k = 1, 2, . . ., «) 
dann und nur dann , wenn 
1. Das Sys tem keine widersprechenden Gleichungen enthäl t , d. h. der 
Rang der Matr ix des inhomogenen Gleichungssystems mit demselben der 
Matrix des homogenen Gleichungssystems übere ins t immt : 
У(А1,2 n + l) = e(Al,2,. .-,n) • 
2. Der R a n g der Matrix des homogenen Gleichungssystems um eins 
grosser ist als der Rang derjenigen Matrix, die aus der Ursprünglichen durch 
Weglassen der 4- ten Spal te ents teht , d. h. : 
e ( A i , 2 , . . - , n ) = £(A1,2, . . .,k-l,k+l,. ...n) + 1 • 
Die Anwendung dieser Kri ter ien wird an Beispielen aus verschiedenen 
Gebieten der Phys ik gezeigt : je ein einfacher Fal l wird aus der Statik der 
s tarren Körper , aus der Thermodynamik chemischer Beaktionen und aus der 
Dimensionstheorie untersucht . 
EGY EGYDIMENZIÓS VÉLETLEN TÉRKITÖLTÉSI PROBLÉMÁRÓL 
R Ê N Y I ALFRÉD 
Bevezetés 
Néhány évvel ezelőt t J . B E R N A L h ív ta fel a f igyelmemet a következő 
problémára, amelynek megoldása a folyadékok kinet ikus elmélete szempont-
jából b í rna jelentőséggel : 
Az origó körüli II sugarú gömbben (ahol R nagy szám) találomra elhelye-
zünk N számú egységnyi sugarú gömböt (amelyeket tömörnek tek in tünk , 
t ehá t egymásba nem hato lha tnak) , oly módon, hogy az első gömb középpont ja 
egyenletes eloszlású az origó körüli R — 1 sugarú gömbben, és á l ta lában, 
miután m á r К gömböt e lhelyeztünk ( 4 = 1 , 2, . . ., N — 1), a (4 + l)-edik 
gömb középpont já t oly módon helyezzük el véletlenszerűen, hogy az egyen-
letes eloszlású azon pon tok halmazában, amelyek köré egy egységnyi sugarú 
gömböt helyezve annak nincs közös pon t j a a már elhelyezett 4 gömb egyiké-
vel sem. 
A feladat az így létrejövő véletlen gömbelhelyezkedés stat iszt ikai 
jellemzése, például a gömbök közti távolságok eloszlásának kiszámítása stb. 
Nemrégiben W. S C H M E T T E R E R egy az eml í te t t problémával rokon 
problémát említet t meg. Ez a BERNAL-féle problémától csak abban külön-
bözik, hogy a gömbök számá t nem rögzít jük le előre, hanem addig fo ly ta t juk 
a gömbök elhelyezését a megadot t eljárással, amíg ez egyáltalán lehetséges, 
vagyis amíg az f?-sugarú gömb telí tve lesz az egységsugarú gömbökkel úgy, 
hogy több már nem is fér el. Ez esetben a kérdés az, hogy ily módon á t lagban 
az / f -sugarú gömb hányadrészé t fogják a belehelyezett egységsugarú gömbök 
kitölteni, illetve, hogy menny i lesz az elhelyezhető gömbök számának várha tó 
értéke. (A két kérdés ny i lván ekvivalens.) 
B E R N A L és S C H M E T T E R E R lenti kérdéseinek egzakt megválaszolása igen 
nehéz problémának látszik. Ismeretes több más hasonló t ípusú probléma is, 
amelyek szintén megoldatlanok. így például ez idő szerint nincsen kielégítő 
elmélet, amely egzakt válasz t adna a r ra a kérdésre, hogy ha ismert szemcse-
nagyság és szemcsealak szerinti megoszlású szilárd anyago t (pl. kőzúzalék, 
szén stb.) egy adot t a l akú ta r tá lyba (pl. vasúti kocsiba) öntünk, akkor 
a rendelkezésre álló t é rnek kb. hányadrészét tölti ki a szóban forgó anyag. 
E kérdés gyakorlati jelentősége szállítási és raktározás i problémáknál nyil-
vánvaló. 
Az említet t p rob lémáka t „véletlen térkitöltési p roblémák" néven lehet 
összefoglalni. Ilyen jellegű feladatok más területen is felmerülnek, és megoldá-
suk a, való-izínűségszámítás egyik soronlevő fe ladata . E problémák egzakt 
tárgyalásának nehézsége onnan adódik, hogy a véletlen térkitöltési problémák-
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ná] az egyes térkitöl tő elemek (gömbök, szemcsék stb.) elhelyezkedése nem 
független egymástól. Ilyen módon e problémák egy á t fogóbb valószínűség-
számítási problémakör részét a lkot ják, amelyet a következőképpen lehet 
jellemezni : a valószínűségszámítás független valószínűségi vál tozókra vonat-
kozó tételeinek kiterjesztése nem teljesen független valószínűségi változók 
esetére, legalábbis a gyakorla t i alkalmazások során legtöbbször előforduló 
függőségi t ípusokra. Mint ismeretes, ez i rányban még nagyon sok a megoldat-
lan probléma. 
Jelen dolgozatban egy, a véletlen térkitöl tés problémakörébe tar tozó 
egyszerű egydimenziós fe lada to t oldunk meg, mégpedig az eml í te t t S C H M E T T E -
RER-féle fe ladat egydimenziós analogonját . E feladat természetesen sokkal 
egyszerűbb, min t a megfelelő 3-, vagy akár csak az analóg 2-dimenziós feladat, 
ugyanis a geometriai nehézségek, amelyek m á r a síkbeli esetben és még inkább 
a térbeli esetben fellépnek, i t t egyáltalán nem jelentkeznek. 
Más szóval a következő fe ladatot vizsgáljuk : a (0, x) intervallumra 
találomra ráhelyezünk egységnyi interval lumokat , úgy, hogy azoknak ne 
legyen egymással közös pon t juk . Meghatározandó az ilyen módon elhelyezhető 
interval lumok várha tó száma. A feladat megoldása — úgy hisszük — bizonyos 
érdekességgel bír mint egy kezdet i lépés az említet t , jórészt még fel tárat lan 
területen. Az egydimenziós f e l a d a t az a lábbiakban adot t megoldásának min-
t á j á r a megoldható például a következő ál talánosabb fe lada t is : 
A ^-dimenziós tér (k = 2, 3, . . .,) egy T tengelyparallel helyzetű téglá-
jában ta lá lomra sorjában elhelyezünk ado t t méretű egybevágó tengelyparallel 
téglákat oly módon, hogy egy téglának se legyen közös p o n t j a a már előzőleg 
elhelyezett téglákkal. Az e l j á rá s t addig fo ly ta t juk , amíg ez egyáltalán lehet-
séges ; meghatározandó az elhelyezett téglák várható száma, illetve az, hogy 
e téglák a T téglának hányadrészé t töltik ki. A következőkben az egyszerűség 
kedvéért csak az egydimenziós esettel foglalkozunk, azonban az olvasó, ha 
a gondolatmenetet figyelemmel kíséri, lá tni fogja, hogy az tetszőleges dimen-
ziószám esetében alkalmazható, bár az anali t ikus appará tus a többdimenziós 
esetben természetesen bonyolu l tabb és bizonyos geometria nehézségek is 
fellépnek. 
Az eg3rdimenziós fe lada t egy re tardál t differenciálegyenletre vezet, 
mégpedig ha M(x) jelöli a (0, x) intervallumon elhelyezett egységnyi inter-
vallumok vá rha tó számát, akko r M(x) eleget tesz a 
(0.1) (x — \)M'{x) + M{x) = 2 M(x - 1) + 1 ( i ^ l ) 
re tardál t differenciálegyenletnek, M(x) = 0 (0 ^ x ^ 1) kezdeti feltétel 
mellett. Az (0.1) retardál t differenciálegyenlet a 
(0.2) w(x) y'{x) + p(x) y(x) = q(x) y(x — 1) + r{x) 
t ípusú egyenletek osztályába tar tozik. A (0.2) t ípusú egyenletekkel foglalkozik 
pl. N. G. D E B R U I J N [ 1 ] és [2] dolgozata. Különösen sokat vizsgál ták a szintén 
a (0.2) t ípusba tartozó 
(0.3) xy'{x) +y(x)=y(x- 1) 
egyenletet, amely egy számelméleti probléma megoldását szolgáltatja. I Ia 
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ugyanis 0(N, M) jelöli azon n g; N t e rmészetes számok s z á m á t , amelyeknek 
nincs M-nél k isebb törzs tényezője , akkor, m i n t A . B U C H S T A B [ 3 ] k i m u t a t t a , 
,ч ,• Ф(МХ, M) log M 
(0.4) lim —) ! — — 5 = y(x) , 
M - . + 00 M x 
ahol y(x) eleget tesz a (0.3) egyenletnek és az y(x) = l/x{l sí x < 2) kez-
de t i le l té teleknek. D E B R U I J N [ 2 ] , [ 4 ] k i m u t a t t a , hogy a szóban forgó y(x) 
BucHSTAB-léle függvénynek létezik a ha t á r é r t éke , ha x — + 0 0 és 
(0.5) lim y(x) = , 
ahol y az Euler-fé le állandó. A (0.4) egyenlet te l foglalkozott L . K . HUA is [5], 
ak i a Laplace- t ranszformáció módszerét a lka lmazta és í gy b izonyí to t ta b e 
(0.5) fennál lását , továbbá a m a r a d é k t a g r a is igen éles becs lés t adot t meg . 
Je len dolgozatban, u g y a n ú g y , min t HUA, a szóban forgó (1) r e t a r d á l t 
d i f ferenciálegyenlete t úgy o l d j u k meg, hogy bevezet jük M(x) Laplace- t ransz-
formáltját, vagyis a 
со 
(0.6) <p(s) = I M(x) e sxdx {s=a + it, a > 0) 
ó 
f ü g g v é n y t és k i m u t a t j u k , h o g y <p(s) a 
(0.7) ~(ses<p(s)) = <p(s)(es- 2 ) - -
as s 
közönséges di f ferenciá legyenle tnek tesz eleget , továbbá kielégí t i a 
(0.8) lim q>(s) = 0 
s - > + °° 
ha tá r fe l t é t e l t . (0.7) megoldása explicit a l a k b a n előál l í tható : 
(0.9) J exp — 2 du\ dt 
cp(s) explicit a lak jábó l Taube r - t í pusú meggondolások a l a p j á n köve tkez te t -
h e t ü n k M(x) asz imptot ikus viselkedésére, h a x—>• + 0 0 . 
Az 1. § a probléma valószínűségszámítás i megfogalmazásával , a v á r h a t ó 
é r t ék re vona tkozó r e t a rdá l t differenciálegyenlet fe lá l l í tásával foglalkozik. 
A 2. §-ban a Laplace- t ranszformáció segítségével megold juk a keresett függ-
vény Lap lace - t r ansz fo rmá l t j á r a nyer t közönséges differenciálegyenletet . A 3. 
és 4. §-ban a Lap lace - t r ansz fo rmál t viselkedéséből köve tkez t e tünk a ke rese t t 
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függvény (az x hosszúságú intervallumon elhelyezkedő egységnyi intervallu-
mok várha tó számának) aszimptot ikus viselkedésére. K i m u t a t j u k , hogy 
(0.10) lim
 = с , 
ahol 
X—+00 X 
t 
(0.11) С = I e x p 1—2 I - —du 
и 
dt = 0,748 . . . , 
о о 
dletve ezen túlmenően k i m u t a t j u k , hogy M(x)-re a következő aszimptotikus 
előállítás érvényes : 
(0.12) M{x) = C x - (1 - C) + 0 \ 1 
ahol n tetszőleges nagy szám, és С a (0.11) a la t t i állandó.1 ' Az 5. §-ban a szóban 
forgó intervallum-szám szórását becsül jük meg, és e becslés segítségével 
k imuta t juk , hogy az x hosszúságú interval lum le fede t t részének viszonya 
a teljes intervallumhoz sztochasztikusan konvergál а С határértékhez. A 6. §-
ban a kérdés teljesebb tá rgya lásának lehetőségére m u t a t u n k rá, amennyiben 
vázoljuk az eloszlásfüggvény pontos meghatározásához követendő el járást . 
A szóban forgó fe l ada t megoldásának egy érdekes gyakorlat i alkalmazá-
sára N. G. D E B R U I J N vo l t szíves f igyelmemet felhívni. E g y L méter hosszú-
ságú járda mentén autók parkolhatnak. Az újonnan é rkező autók ta lá lomra 
helyezkednek el a még el nem foglalt részszakaszokban (nem igyekeznek 
szorosan egymáshoz zárkózni). Kérdés, h á n y autó fog t u d n i parkolni, ha egy-
egy autónak l méter szabad járdament i szakaszra van szüksége a parkoláshoz. 
A válasz az, hogy nagy valószínűséggel körülbelül 0,748 L/l számú a u t ó fog 
tudni parkolni a szóban forgó parkírozó helyen. 
1. §. A probléma valószínűségszámítási megfogalmazása 
Helyezzünk el t a l á lomra a (0, x) interval lumon e g y egységnyi hosszú-
ságú 71-szakaszt. Ezen az t é r t j ü k , hogy az l x szakasz f kezdőpont ja a (0, ж — 1) 
interval lumban egyenletes eloszlású valószínűségi változó. Ezután helyezzünk 
el az Ix szakasz helyzetétől függetlenül találomra (az e lőbbi értelemben) egy 
másik egységnyi szakaszt a (0, &)-intervallumon. Ha a második szakasznak 
/1-gyel nincs közös pont ja , a második szakaszt m e g t a r t j u k és Z2-vel jelöljük ; 
ha van közös pont ja , akkor e szakaszt e lhagyjuk és egy ú j a b b szakaszt válasz-
tunk. Ha m á r az l x , I2 , . . ., I k (egymástól idegen) szakaszokat megválasztot-
tuk, a következő ta lá lomra választott szakaszt csak a k k o r ta r t juk meg, ha 
az I l t I 2 I k szakaszok egyikével sincs közös pont ja . E z esetben e szakaszt 
/k + 1-gyel jelöljük. Az e l j á r á s t addig fo ly ta t juk , ameddig még van egyál ta lán 
lehetőség a további szakaszok elhelyezésére, vagyis addig , amíg olyan helyzet 
nem áll elő, hogy két szomszédos szakasz, illetve a k é t szélső szakasz és a 
(0, x) in terval lum megfelelő végpontjai közti távolságok között nem m a r a d 
Ü N. G. D E B R U I J N felhívta a figyelmemet arra, hogy az Ő módszerével a maradék-
tag becslése (0.12)-ben még tovább élesíthető. 
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egyetlen 1-nél hosszabb sem. Tegyük fel, hogy ez a helyzet az IVx interval lum 
elhelyezése u t á n következik be. A fe ladat a vx valószínűségi változó M(x) = 
= M{rx}várható értékének meghatározása, illetve a 
lim Щ Х ) = С 
X-.+ 0O X 
határér ték kiszámítása. Nyilvánvaló, hogy.I/(a;) = 0, lia 0 ^ x ^ 1 ésil/(a;) = l , 
ha 1 < x ф 2. (Nem tel jesen evidens, hogy M(x) mono ton növekvő, bá r ez 
valóban így van, és a későbbiekből adódni fog.) Nyilvánvaló, hogy 
0 < M(x) < x. A fenti ha t á ré r t ék létezése sem magától értetődő, de ez is 
ki fog adódni , és egyben С értéket is meg fogjuk ha tározni . (C értéke köze-
lítőleg 0,748.) 
Először k imuta t juk , hogy M(x) eleget tesz az 
X 
(1.1) 3I(x + l) = - 2 - j 3I(t)dt + 1 (x > 0) 
о 
integrálegyenletnek. Az (1.1) egyenletre a következő meggondolással j u t u n k : 
ha a (0, x + 1) interval lumon egy egységnyi in terval lumot már elhelyeztünk, 
mégpedig ez a (t, í-f- 1) in terval lum (0 ^ t fix), akkor az et től balra elhelyez-
kedő interval lumok átlagos száma nyi lván M(t), az e t tő l jobbra elhelyezkedő 
intervallumok átlagos száma M(x — t) és így (mivel t egyenletes eloszlású 
(0, :r)-ben) 
X X 
3I(x + 1) = -x j (31 (t) + 31 (x - t j ) dt + 1 = ~ j 31(1) dt + 1 . 
о 0 
( 1 .l)-et a/ szel beszorozva és mindkét oldal t x szerint differenciálva kap juk , 
hogy 31 (x) az 
(1.2) i I ' ( a ; + l ) + I ( j ; + l ) = 2 I ( i ) + l (x > 0) 
„ re tardál t differenciálegyenletnek" tesz eleget. 
2. §. A retardált differenciálegyenlet megoldása a Laplace-transzformáció 
segítségével 
Legyen 
(2.1) <P(*)= ) 3í(x)e xsdx (s = o + it, <т>0) . 
о* 
ahol 31 (x) az 
(2.2) x3I'(x+\) + 3I(x-\-\)=2 3I(x)+ \ ( x > 0 ) 
retardál t differenciálegyenletnek és az 
(2.3) 3I(x) = 0 ha 0 ^ x 1 
kezdeti feltételnek eleget t evő függvény. 
8 A M a t e m a t i k a i K u t a t ó I n t é z e t Közleményei I I I . / 1 — 2. 
1 1 4 R É N Y I 
A (2.3) Lap lace- t ranszformál t létezése a O á M(x) < x egyenlőtlenség-
ből következik. (2.2) m i n d k é t oldalát e - x s - s e l szorozva és x szerint in tegrá lva 
nyer jük , hogy 
oo оэ 
(2.4) j x M'(x + 1) e~xs dx + J M(x + 1) e~xsdx = 2 q>(s) + -- . 
о 0 
Mivel M(x) = 0, ha 0 ^ x < 1, 
СО 00 
(2.5) ^ M(x+l)e~xsdx = es j M(t) e"'sdt = es <p(s) 
о i 
és 
со со 
(2.6) I я М ' ( х + 1 ) e ~ x s = jes j M\t)e~tsdt j . 
о о 
Parciális integrálással n y e r j ü k , hogy 
oo 
(2.7) J M'(t)e~lsdt =s<p(s) . 
о 
A (2.4)—(2.7) összefüggésekből adódik, hogy (p(s) a 
(2.8) d- (ses <p(s)) = <p(s) (es - 2) - — 
ds s 
differenciálegyenletnek tesz eleget. 
Bevezetve a w(s) = es <p(s) jelölést, w(s) az 
(2.9) sw'{s) = - 2 w(s) e~s — — 
differenciálegyenletnek tesz eleget. 
A (2.9)-nek megfelelő homogén egyenle te t megoldva, a ha tá roza t lan 
együ t tha tó módszeré t a l k a l m a z v a és f igyelembe véve, h o g y 0 ^ M(x) ^ x 
m i a t t pozit ív s esetén 
oo 
0 S w{s) < es ) xe~sx dx 
i 
és így 
(2.10) lim w(s) = 0 , 
S - , + 00 
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k a p j u k , hogy 
(2.11) 
t e h á t 
(2 .12 ) 
w(s) = — j exp - 2 J 
00 l 
<p(s) = J exp - 2 J -
• 1— e~u 
du dt , 
— e 
и 
du dt . 
A (2.12) formulából 
(2.13) 
ahol 
(2.14) С 
lim s2 (p(s) = С , 
S—+0 
XI I 
. f e x p K Í A r 
du dt, 
А С á l landó számér tékre 3 t izedesjegy pontossággal С = 0,748 adódik . A 
numer ikus számí tás céljából а С á l landót definiáló i n t e g r á l t célszerű gyor -
s a b b a n konvergáló integrál lá a lakí tani . BÉKÉSSY ANDRÁS v e t t e észre, h o g y 
ez a következőképpen végezhe tő el : parc iá l i s integrálással adódik, h o g y 
0 = 2 J (1 — e~ ' ) exp 
о 
oo 
= 2 0 - 2 ^ 
- 2 -—-—du 
и 
exp 
dt = 
t - 2 1 1 — — du\ dt 
t e h á t 
(2.15) 0 = 2 J e x p 1— e~
u 
— t — 2 I du dt 
A (2.15) képlet a l ap j án a numer ikus számolás t SIMON SÁNDOR végezte el. 
M{x) 3. §. Egy Tauber-típusú tétel alkalmazása lim 
Először k i m u t a t j u k , h o g y létezik a 
hm Щ Х ) 
x-t+t» ® 
= О bebizonyítására 
s* 
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határér ték és egyenlő a (2.14) alat t szereplő С konstanssal . E célból alkal-
mazni fogjuk a következő jól ismert Tauber- t ípusú t é t e l t : Ha a(x) monoton 
növekvő függvény (0 < x < + =»), ß > 0 és 
akkor 
( lásd: [7], 108. tétel). 
Mivel az 
l im sß e~sx da(x) = С , 
s-»+0 Д 
lim ^ - 0 
p ( ß + l ) 
(3.1) a(x)= I M(t)dt 
о 
függvény monoton növekvő és 
00 
,s2 I e~sxda(x) = s2<p(s) , 
6 
az emii te t t tételből (ß = 2 esetén) azt kap juk , hogy 
X 
(3.2) l i m 1 í M(t)dt = C . 
X-.+ 00 X2 J 2 
о 
Osszuk most el (1.1) mindké t oldalát (x -f- l)-gyel és végezzük el az x —*• + 
ha tá rá tmene te t . (3.2)-ből a z t kapjuk, hogy 
(3.3) lim 
x- + oo X + 1 
í g y tehát bebizonyí tot tuk ál l í tásunkat, hogy 
(3.4) lim Ш = 
X—> -j- oo X 
ahol С а (2.14) alat t i á l landó. (3.4)-ből és (2.2)-hől az is következik, hogy 
(3.5) lim M'(x) = С . 
X-»+ oo 
(3.5)-hől m á r látható, hogy M{x) elég n a g y ж-ге m o n o t o n növekvő. Most 
k imuta t juk , hogy M{x) m á r x > 2-re monoton növekvő. Ehhez elegendő 
megmutatni , hogy 
(3.6) 2 M(x — 1) + 1 - M(x) > 0 , ha x > 2 . 
Az 1 < x ^ 2 in te rva l lumban nyilván 2 M(x — 1) + 1 — M(x) = 0. H a 
megmuta t juk , hogy abból, hogy 2 M(t — 1) + 1 — M(t) ^ 0, ha 1 < t ^ x 
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valamilyen x > l-re , következik, h o g y 2 M(x) + 1 — M(x + 1) > 0, akkor 
ebből (3.6) következik. Ez azonban a z o n n a l be lá tha tó , hiszen (1.1) szerint 
(3.7) 2 M(x) + 1 — M(x + 1) = 
x-1 x-1 
= j M(t) dt h — I (2 M(t) + 1 — M(t + 1)) dt 
x(x — 1) J x — 1 J 
о 1 
T e h á t M(x) va lóban monoton növekvő.2* Mivel (3.2)-ből k ö v e t -
kezik, hogy 
( 3 . 8 ) xM"(x + 1) = 2 (M'(x) - M'(x + 1 ) ) , 
(3.5)-bői az is következik , hogy 
(3.9) Hm x M"(x) = 0 . 
X - » + 00 
Ily módon h a t á r é r t é k b e n az y = M(x) görbe erősen hozzásimul a z y = Cx 
egyeneshez. 
E r e d m é n y ü n k e t a köve tkezőképpen foga lmazha t juk meg : 
T é t e l . A ( 0 , x) intervallumot kitöltve találomra elhelyezett közös pont nélküli 
egységnyi hosszúságú intervallumokkal, ezek nagy x esetén a (0, x) intervallumnak 
átlagban 74,8%-át fedik le. 
Az M(x)—Cx e l té rés t a köve tkező pa rag ra fu sban közelebbről is meg-
vizsgáljuk. 
4. §. M(x) pontosabb aszimptotikájának meghatározása 
Vegyük észre, hogy a 
(4.1) y(x) = Cx — ( 1 - C ) 
függvény kielégíti az (1.1) egyenletet , bá rmi is а С á l landó ér téke . Ennek 
2) Miután kimutattuk, hogy M(x) monoton növekvő, n fentebb 
x 
a(*)= J M(t) dt 
0 
függvényre alkalmazott Tauber-tételt közvetlenül alkalmazhatjuk M(x)-re is (ß = 1 
mellett), mivel 
со со 
I e~xsdM(x)= I M'{x)e. xsdx = sq+) . 
Ô Ó 
így egy újabb bizonyítást nyerünk arra, hogy 
lim Ш
 = С . 
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a lap ján már se j t en i lehet, hogy lia С а (2.21) alat t i állandó, akkor létezik 
M(x) — Cx ha tá ré r téke , ha x —*- + mégpedig 
(4.2) lim (M(x) — Cx) = — ( l — G) 
x-> + °° 
E paragrafusban ki fogjuk m u t a t n i , hogy ez valóban így van. E célból ki indu-
lunk abból, hogy M(x) Laplace- t ranszformált ja , <p(s), (2.12) szerint a követ -
kező alakra hozha tó : 
(4.3) . 
8 
I t t Ф(б') a következő alakban í rható fel : 
/ ;
 2 \ 
( 4 . 4 ) Ф(а)=е-г\С— I e > " dt . 
Mivel (1 —e~z)lz egész függvény, könnyen belátható, hogy Ф(в) is egész 
függvény. Ebbő l következik, hogy 
С Ф'(0) (4.5) <p(s) = — + + V(«) -
s2 s 
ahol 
Ф(в) - С — Ф'(0) s 
(4.6)
 V(s) = - b ! _L_L_ 
s2 
szintén egész függvény. Ф'(0) é r téké t k iszámítva 
(4.7) Ф'(0) — С — 1 
adódik, tehát 
(4.8) <p(s) = - 1 ~ + rp(a) , 
s2 s 
ahol y(s) egész függvény. 
Mármost a Laplace-transzformáció jól i smer t inverziós képlete szerint 
(4.9) M(x) = - Г 
2 ni J 
a+íoo 
exs(p(s) ds (a > 0) , 
a —Ica 
es így 
O+ica 
(4 .10) M(x) = Cx - (1 - C) + Г exsip(s)ds (a > 0) . 
2л i J 
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Mivel y)(s) egész függvény, (4.10)-ben a = 0 is vehető, t e h á t 
+ 00 
(4.11) M(x) = Cx - (1 - C) + — Í eixt f(it) dt , 
2 ж J 
— со 
Könnyen be lá tha tó , hogy ha s = it (t valós), a q>(s)-et definiáló 
(4 .12) 
0-s 2 
<p(s) = — e » ) U du oo l j ' e x p | - 2 J 1 - e~" du\ dt 
képletben szereplő 
exp 
1 — e~" 
и 
du dt 
integrálban integrációs ú tként választható az imaginárius tengely is. E h h e z 
ugyanis csak az t kell k imutatni , hogy ha KR jelöli a z = Rei(f, 0 ^ cp < ti/2 
negyedkört , akkor 
(4.13) lim 
J 4 - 2 j 
1 — e~" 
и 
du 
KR 
= 0 . 
(4.13) a következőképpen l á tha tó be : 
j e x p ( - 2 j 1 - е - " 
и 
du dz 
I 
KR 
Mármost, ha 0 ф cp ^ я/4, akkor 
r 
R j exp 1—e~
r cos
 f cos (r sin cp) 
dr dcp . 
J g-rcosy c o s s J n Ç,) dr 
r 
n 
e d r ^ 3 ; 
ha pedig тг/4 cp <; л/2, akkor, mivel (e~r cos cp)Jr monoton csökkenő függvény , 
R 
I" g — Г COS ç> 
— cos ír sin cp) dr 
r 
2 sin q> 
1 
Tehá t 
exp 
S J í 
- J 
g-rcosip Jl 
cos (r sin cp) dr < A 3 . 
r
 2 sin cp 
1 — 
и 
du dz 
e° ж 
2 r 
KR 
és így (4.13) valóban fennáll. 
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Ha tehát t pozitív, <p(it) a 
г í— — 
e- it 2 J си (4.14) < p ( i t ) = - — j - e J e x p | - 2 J 1 - J л
 . 1 — e~iv , 
2 I dv du 
alakra hozha tó . Nyilvánvaló, hogy <p( — it) = <p{it), ezér t cp(it), i l letve у ( it ) 
aszimptotikus viselkedésének vizsgálatánál szorí tkozhatunk t pozitív ér tékeire . 
(4.14)-ből, f igyelembe véve, hogy az 
и 
integrál létezik, leolvasható, hogy 
(4.15) <p(it) =0 
du 
1 
il 
ha í - > + 
ha í - > -f- oo 
es így 
(4.16) f ( i t ) = 0 
I ly módon (4.11)-ből parciális integrálással következik, hogy 
(4.17) M(x)—Cx + (l — c) = 1 Г e'(*-0 — (elt xp(it)) dl . 
2 ni(x — 1) J dt 
Mivel 
(4.18) 
t ehá t 
(4.19) 
y>(it) = cp(it) + 
2 ni(x  1) 
— со 
G i ( l - C ) 
t2 t 
— (ea f ( i t ) ) = — (e"<p(it)) + + G j ' 
d í v 7 ; Í U2 
(4.14)-ből (vagy a (2.9) egyenletből) l á t ha tó , hogy 
(4.20) d_ 
dt 
( e u f ( i t ) ) = 0 
t2 
Figyelembe véve még, hogy 
J T • dí < iö és 
nixt 
dt \ ^ К , ha x 1 , 
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ahol К nem függ ж-tői, következik , hogy 
(4.21) M{x) — Cx + {\ — C) = 0\ 
A w{s)-re vona tkozó (2.9) di f ferenciálegyenletből következik tel jes indukcióval , 
hogy 
(4.22) I-n(e»cp{it)) = 0 
t2 
t e h á t a fen t i meggondolás t megismételve, ismételt parciális integrálással 
következik , 3 - hogy 
(4.23) M{x)— Cx + (1 - С) = 0 (n= 1 , 2 , 3 , . . . ) . 
N. G. DE BRUIJN volt szíves közölni velem, hogy [2] dolgoza tának 
á l t a l ános e redményei fe lhasználásával még élesebb becslés a d h a t ó (4.23) 
jobbolda lára , mégpedig k i m u t a t h a t ó , hogy 
(4.24) M(x) - C x + ( 1 - C ) = 0 ((2e)x x~x+D) 
aho l d á l landó. Ugyanis beveze tve az 
M{x + 1 ) + 1 f(x) = : 
x + 2 
függvény t , f(x)-re az 
f'w + i t ) - fix - 1) = о (хф 0) 
2(ж + 1) 
r e t a r d á l t differenciálegyenlet adódik , és erre m á r [2] egy á l t a l ános tétele 
a lka lmazha tó . 
5. §. A szórás kiszámítása és a nagy számuk törvényének alkalmazása 
Je löl je vx a (0, ж) i n t e rva l l umban elhelyezett egységnyi i n t e rva l lumok 
számát . Célunk e p a r a g r a f u s b a n a vx valószínűségi vál tozó szórásának meg-
ha tá rozása . E célból vezessük be az 
(5.1) Mt(x) = M Ki-
jelölést. U g y a n a z t a meggondolás t a lka lmazzuk, amelye t az M(x)-re vonat-
kozó függvényegyenle t fe lál l í tásánál köve t tünk . E gondo la tmene t e t röviden 
a b b a n fog la lha t juk össze, hogy azon fel tevés mellet t , hogy az (0, ж + 1) 
i n t e rva l l umban vá lasz to t t első in te rva l lum a (t, t + 1) in te rva l lum (0 g;ж), 
3) Megjegyzendő, hogy (4.23) levezethető H A A R A L F R É D egy tételéből is ([6], 
85. oldal), azonban e tétel feltételei teljesülésének verifikálása nem könnyebb, mint a 
fent adott közvetlen bizonyítás. 
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vx+1 előállítható a vx+1 — vt + vx_t -f 1 alakban, ahol vt és vx_, függet-
lenek ; így 
M K + i } = 
1 r  
x 
= - Г (1 + M M } + M {v2_,} + 2 M {v) + 2 M {Vx-,} + 2 M {v,} M {vx-/}) dt 
о 
tehát 
X X X 
(5.2) M2{x + 1) = A I M2{t) dt + ~ J M(t) dt + J M{t) M{x - t) dt + 1 . 
О О О 
Bevezetve a vx változó szórásnégyzetére a 
(5.3) D\x) = D%vx} = M {v2} - M % } 
jelölést, következik 
X 
2 г 
D2(x+ D = —J D2(t)dt + 
( 5
"
4 ) 
2
 f [m2(t) +M(t) M(x - t ) + 1— M 2 { X + 1 } ) dt . 
Mivel (4.23) szerint az (5.4) jobboldalán álló függvény korlátos, következik, 
hogy van olyan К > 0 állandó, hogy 
X 
(5.5) D2{x + 1) á — I D2(t) dt + K . 
Mivel 5(ж) = KM{x) eleget tesz a 
x 
о 
(5 .6 ) ô(x + l ) = ^ \ ô(t)dt + K 
egyenletnek, és a (0, 1) intervallumban D(x) = ö(x) = 0, (5.5) szerint minden 
ж-ге 
(5.7) D2(x) < ô{x) = KM(x) , 
Ezzel t e h á t k imuta t tuk , hogy D2(x) = 0{x) és így, hogy 
(5.8) D{x) = О ( f í ) . 
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Alkalmazzuk mos t a Csebisev-féle egyenlőt lenséget rx-re. Azt k a p j u k , liogy 
tetszőleges e > 0 mellet t 
(5.9) P I 
m(x) 
> £ U D 2 { x ) i e2 M2(x) 
Mivel (5.9) jobboldala (5.8) szer int O-hoz t a r t , ha ж + °° következ ik , 
hogy vxjM{x) sz tochaszt ikusan konvergál l -hez . Az e redmény t a következő-
k é p p e n is k i f e j e z h e t j ü k : vxlx sz tochasz t ikusan konvergál a (2.14) a l a t t i 
С á l landóhoz. Ha tehát x igen nagy, gyakorlatilag bizonyosak lehetünk abban, 
hogy v x ^ C x , vagyis a (0, x) intervallum lefedett részének aranya az egész 
intervallumhoz igen közel lesz а С ^ 0,748 értékhez. 
6. §. Az eloszlásfüggvény meghatározása 
Eddig csak vx első két m o m e n t u m á v a l foglalkoztunk. Fe lmerü l a kér-
dés : nem lehetséges-e vx eloszlását megha tá rozn i . E pa rag ra fusban ezzel a 
fogla lkozunk. 
Je lö l je Pk(x) a n n a k a valószínűségét , hogy vx а к é r t éke t veszi fel 
(k = 0,1,2, . . .). Akkor 
(6.1) P0[x) = 1 és Pk(x) = 0 ( 4 = 1 , 2 , . . . ) 
ha 0 ^ ж á h és az eddigiekben m á r többször a lka lmazot t gondo l a tmene t 
segítségével n y e r j ü k , hogy 
P0(x + 1) = 0 
(6 .2 ) ,
 r 
Pk(X + 1) = l Г 2 Pj(t) Pk-j-y(x - t) 
x
 .1 j= i 
dt (k= 1, 2, . . . ) 
о 
h a x > 0. 
A (6.1)—(6.2) egyenletek segítségével a Pk{x) függvények szukcesszíve 
megha tá rozha tók . E célból beveze t j ük a Pk(x) függvény <pk(x) Laplace-
t r a n s z f o r m á l t j á t : 
00 
( 6 . 3 ) <Pk(s)= j e~x Pk{x)dx (s = a + it , a> 0) . 
ó 
(6.2)-ből könnyen adódik , hogy 
( 6 . 4 ) - es(n(s) + <PÍ(s)) = 2' <pj(s) <fk-i-j(s) ( 4 = 1 , 2 , . . . ) . 
7=o 
Mivel 
! 
1 — e~s 
= J e~xsdx = 
о 
(6.4)-et к = l - r e felirva és a 9>0(s)-re k a p o t t kifejezést behelye t tes í tve , 
(pifs)-re egy közönséges differenciálegyenletet nyerünk . E z t megoldva , és a 
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kapot t e redményt (6.4)-be к = 2 mellett behelyettesítve, egy közönséges 
differenciálegyenletet kapunk <p2(s)-Te. I ly módon az összes <pk(s) függvények 
egymás u tán meghatározhatók. A (6.4) végtelen differenciálegyenletrendszert 
egyetlen egyenletbe foglalhat juk össze, ha bevezet jük az 
(6.5) Y(a,z)= >>*(«) zk 
k=0 
függvényt . У-га (6.4)-ből az 
(6.6) Y' = -+ e - ге-3 Y 2 — Y 
s2 
közönséges, nem-lineáris differenciálegyenlet adódik. 
Egy másik ú t a Pk(x) függvények meghatározásra a következő : Bevezet-
jiik a {Pk(x)} valószínűségeloszlás generátorfüggvényét , vagyis a 
oo 
(6-7) G(z, x) = ^ Pk(x) zk 
k=0 
függvényt . (6.1)-ből és (6.2)-ből G(z, x)-re a 
X 
(6.8) G(z, x -f 1) = 1 + j <9(2, t) G(z, x - t) dt 
о 
integrálegyenlet adódik. 
Ha (6.8) mindké t oldalát z szerint differenciáljuk és figyelembe vesszük. 
hogy 
9G\ „_. , 
= M(x) 
9z ]
г = 1 
és G ( l , x) = 1, v i s s z a k a p j u k M(x)-re a z 
X 
M{x+ 1 ) = 1 + ~ J M(t)dt 
о 
egyenletet. Hasonlóképpen (6.8)-ba г helyett e~:-t helyettesítve és £ szerint 
kétszer differenciálva adódik az M2(x)~re vonatkozó (5.2) egyenlet. Továbbá 
^-szoros differenciálás ú t j án egy függvényegyenletet nyerünk a A-adrendű 
Mk(x) - M { vx } momentumra . 
(Beérkezet t : 1958. V. 27.) 
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ОБ ОДНОЙ ОДНОМЕРНОЙ З А Д А Ч Е О С Л У Ч А Й Н О М З А П О Л Н Е Н И И 
П Р О С Т Р А Н С Т В А 
A . R É N Y I 
Резюме 
В работе решается следующая проблема : расположим случайно 
единичный отрезок на отрезке (0, х)\ это понимается так, что центр интер-
валла — случайная точка, имеющая равномерное распределение на отрезке 
(7г ' х — 11г)- Расположим случайным образом (в таком же смысле) второй 
единичный отрезок независимо от первого на отрезке (0, х). Если второй 
отрезок имеет общую часть с первым, то он не принимается во внимание и 
выбор продолжается пока два отрезка не будет пересекаться. Процесс про-
должается таким образом, т. е. если к (непересекающийся) отрезок уже 
расположен на отрезке (0, х) случайным образом выбирается новый, но он 
сохраняется лишь если он не пересекается ни с одним из предыдущих, в 
противном случае выбор повторяется и т. д. Процесс заканчивается, если 
больше не остается возможности расположить единичный отрезок так, 
чтобы он не пересекался ни с одним из уже расположенных отрезков. Пусть 
vx обозначает число расположенных таким образом на отрезке (0, х) единич-
ных отрезков. Очевидно, vx — случайная величина. Пусть М(х) обозначает 
ее математическое ожидание. В работе доказывается, что М(х) удовлетворяет 
функциональному уравнению 
x 
(1) М(х + 1) = ~ j' M(t) dt + 1 
о 
и начальному условию М(х) = 0 при 0 ^ х ^ 1. Значения М(х) с помощью 
(1) последовательно могут бьпь вычислены для отрезков п ^ х < п + 1 
(л = 1 , 2 , . . . ) . В настоящей работе исследуется ассимптотическое поведе-
ние М(х). Введя преобразованную Laplace-a 
оо 
(2) <p(s) = I' е~5х М(х) dx 
о 
доказывается, что tp(s) является решением обыкновенного дифференциаль-
ного уравнения 
(3) f («*'?(«)) = 2 ) - 1 . 
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Отсюда следует, что 
гс t 
(4) <p(s) = Ç j" e x p j - 2 j i - du dt 
Из (4) с помощью хорошо известной теоремы типа Tauber-a следует, что 
(5) 
где 
(6) 
Jim t^XLL
 = С 
С 
J e x p ( - 2 J L — du 0,748 . 
С помощью более глубокого изучения обратной формулы преобразования 
Laplace-a можно д о к а з а т ь , ч т о 
(7) M{x) = C x - i \ — C) + O l 1 
для всех п. Далее доказывается также , что vx/x стохастически стремится к 
С при x - > то. Наконец, даются рекурсивные соотношения, из которых рас-
пределение от vx т а к ж е может быть определено. Автор хочет заниматься 
с решением аналогичных проблем в случае большего числа измереним 
в другом работе. 
ON A ONE-DIMEXSITVAL PROBLEM CONCERNING RANDOM 
SPACE FILLING 
by 
A . R É N Y I 
Abstract 
I n t he paper t h e following p rob lem is solved : L e t us place a t r andom 
a un i t in terval on t h e in te rva l (0, x) (by this we m e a n t h a t the c e n t r u m of 
the u n i t in terval is a r a n d o m po in t uni formly d i s t r i bu ted in t h e in terval 
Г/г, x — 1/2). Le t us p lace a second u n i t interval a t r a n d o m (in the same sense) 
independent ly f r o m t h e f i rs t , on t h e in te rva l (0, x). If the second in terval 
intersects t he f irst , i t is discarded, a n d the choice repea ted unt i l t h e two 
intervals do no t i n t e r sec t each o ther . The process is repeated in t h e same 
way, i. e. if a l ready к (disjoint) uni t in terva ls have been placed on t h e in terval 
(0, x), we choose a t r a n d o m an o the r interval , b u t r e t a in it only if i t does 
not in tersec t a n y of t h e previous in tervals , o therwise t h e choice is repea ted , 
etc. T h e process is f in ished, when t h e r e is no f u r t h e r possibility of placing 
still one u n i t in te rva l so t h a t i t should not in te r sec t a n y of the previously 
placed intervals . T h e n u m b e r of u n i t in tervals which can he t h u s placed 
X) N . G . D E B B R T J I J N указал на то что применяя её метод оценок остаточного 
члена в (7) может быть ешё улушен. 
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on t he in terval (0, x), shall be denoted by vx • vx is clearly a random variable. 
Let us denote by M(x) the mean value of vx. I t is shown in the paper t h a t 
M(x) satisfies the funct ional equat ion 
(1) M(x + 1) = — f M(t) dt + 1 
x J 
and t h e initial condition M(x) — 0 for 0 ^ x < 1. The values of M(x) can be 
successively determined for the intervals n ^ x < n 1 (n — 1, 2, . . . ) 
by means of (1). I n t h e present paper the asymptot ic behavour of M(x) is 
investigated. In t roducing the Laplace-transform 
(2 ) <f(s) = j", M(x)dx , 
it is shown tha t <p(s) is a solution of the ordinary differential equation 
(3) ^(ses<p(s)) = <p(s) (es — 2 ) — — 
ds s 
I t follows tha t 
(4) q9(s) = ' • J e x p ( - 2 j 
1 - e~u 
du dt . 
From (4) by a well-known Tauber ian theorem i t follows t h a t 
(5) lim Щ Х ) 
where 
= с 
X- . + 00 
(6) с 
r „ Г 1 -e~" 
1 exp 
-
2
 — 7 , — J 
dt ~ 0,748 . 
By a more thorough investigation of the inversion formula for Laplace-
t rans fo rms it can be shown tha t 1 ' 
(7) M(x) = Cx—(l — C) + 0 for all n . 
Moreover, it is also shown t h a t vx/x tends stochastically to С for x —>- + 
Final ly recursive relations are given from which the probabil i ty distribution 
o f v x m a y be also determined. The auther hopes to re tu rn to the analogous 
problem for any n u m b e r of dimensions in an other paper . 
Ó N. G. D E B R U I J N pointed out tha t using his me thod the est imation of the 
remainder term in (7) can be made still sharper. 

METEO ROP ATOLÓGI AI JELENSÉGEK VALÓSZÍNŰSÉGSZÁMÍTÁSI 
VIZSGÁLATÁRÓL 
TAKÁCS L A J O S 
Bevezetés 
A meteoropatológiai jelenségek v izsgála tánál gyakran fe lmerül a köve t -
kező p r o b l é m a : Megha tá rozo t t tv t2, . . ., tn, . . . i d ő p o n t o k b a n bizonyos 
k l imat ikai jelenségek (pl. meteorológiai f r o n t o k ) fordulnak elő. U g y a n a k k o r 
megfigyel jük, h o g y uv v2, . . ., um . . . i dőpon tokban bizonyos biológiai jelen-
ségek (pl. ba lese tek) is t ö r t énnek . Tegyük fel, hogy a k l imat ika i jelenségek 
a d o t t a ideig é rez te t ik h a t á s u k a t . (A tn i d ő p o n t o k a t az a hosszúságú szakaszok 
középpon t j a inak tek in t jük . ) Megfigyelésünk egy rögzí te t t (0, T) időinter-
va l lumra vona tkoz ik . Kérdés, hogy a biológiai jelenségek a k l imat ikai jelen-
ségek h a t á s á n a k tu l a jdon í tha tók -e? 
A fent e m l í t e t t vizsgálatot rendszer int I I . VON SCHELLING [4] d iagramm-
j á n a k segítségével végzik el. E b b e n a d i a g r a m m b a n fel van t ü n t e t v e , hogy a 
biológiai jelenségek előfordulási pon t j a i m i k é n t helyezkednek el az egyes 
k l imat ika i jelenségek előfordulási pon t j a ihoz viszonyítva. E z e n d i a g r a m m b a n 
szereplő a d a t o k a l ap j án t ö r t é n ő kiértékelés ma tema t ika i módszereivel a szerző 
[5] do lgoza tában foglalkozik. A gyako r l a tban azonban ScHELLiNGétől kü lön-
böző el járások is használa tosak az ada tok ábrázolására . I l yen e l járás t a lkal-
m a z DR. HORVÁTH LÁSZLÓ GÁBOR [2] m u n k á j á b a n . E n n é l a m ó d s z e r n é l 
minden egyes biológiai jelenség időpon t j a csak egyszer v a n f e l tün te tve , 
mégpedig a hozzá legközelebb eső k l imat ikai jelenség i dőpon t j ához v iszony -
t o t t helyzetben. E dolgozat ezen módszer ma temat ika i v izsgála tával fog-
lalkozik. 
A szerző köszönetét fejezi ki D R . HORVÁTH LÁSZLÓ GÁBORnak, a Magyar 
Államvasutak Pályaalkalmassági Vizsgáló Állomása igazga tó jának azért , hogy 
e r re a p rob l émára szíves vo l t a f igyelmét felhívni. 
1. §. Feltevések 
Miként ko rább i [5] do lgoza tunkban , m o s t is kptféle model l t a l ka lmazunk 
a kl imat ikai jelenségek f o l y a m a t á n a k le í rására . 
a ) Feltesszük, hogy a { t n } eseménysorozat X esemény sűrűségű Poisson-
folyamatot alkot. 
Ez a fe l tevés szemléletesen azt je lent i , hogy bármely időponttól szá-
mí tva a k o r á b b a n előforduló kl imat ikai jelenségek semmilyen h a t á s t sem 
gyakorolnak a jövőben keletkező kl imat ikai jelenségek előfordulási p o n t j a i r a , 
és a k l imat ika i jelenségek f o l y a m a t a bármely időponttól s zámí tva u g y a n a z o n 
sz tochaszt ikus tö rvénynek v a n alávetve. 
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b) Feltesszük, hogy a {tn } eseménysorozat rekurrens folyamatot alkot, 
amelynél a tn+1 — tn időkülönbségek egy forma eloszlású független pozitív való-
színűségi változók F(x) eloszlásfüggvénnyel, amelynek szórása véges. 
Ez a fel tevés szemléletesen az t je lent i , hogy az egyes klimatikai jelenségek 
létrejötte után a megelőző kl imatikai jelenségek semmilyen ha tás t sem gyako-
rolnak a jövőben keletkező kl imat ikai jelenségek előfordulási p o n t j a i r a és a 
k l imat ikai jelenségek fo lyama ta az egyes klimatikai jelenségek előfordulásától 
számítva ugyanazon sztochaszt ikus t ö r v é n y n e k v a n a lávetve . 
Megjegyezzük, hogy az a) modell a b) model lnek az a speciális esete, 
midőn F(x) = 1 — е~Л х , h a x > 0 . 
A v izsgála t egy megha tá rozo t t (0, T) időin terva l lumra vona tkoz ik . 
A köve tkezőképpen j á r u n k el. Fel tesszük, hogy a k l imat ika i jelenségeknek 
nincsen h a t á s u k . E b b e n az esetben a biológiai jelenségek előfordulási p o n t j a i r a 
vona tkozóan indokol t a következő fe l tevés : 
c) Az { u n } eseménysorozat p eseménysűrűségű Poisson-folyamatot alkot 
és független a [ t n ] sorozattól. 
E z u t á n az a) és c), i l letve a b) és c) fel tevések mel le t t megá l lap í t juk , 
hogy a { t n } pon tok a hosszúságú környeze tébe h á n y { u n } soroza thoz 
ta r tozó p o n t esése vá rha tó . Ha a ténylegesen észlelt pon tok szánra ennél 
jelentősen több , akkor beszélhetünk ha tás ró l , kü lönben pedig nem. 
Je lö l je a t o v á b b i a k b a n vT valószínűségi vál tozó a { tn } pontok a hosszú-
ságú környeze tébe eső { un } pontok s z á m á t a b b a n az esetben, ha a függet -
lenség fel tevésével é lünk. A valóságban észlelt pon tok számát pedig jelöl je 
v*. Ekkor a hipotézisvizsgálat szokásos módszeré t köve tve , a hatás n a g y s á g á t 
a P{vT ^ v* } valószínűséggel mér jük . 
A z a) modell esete. A vT valószínűségi változó v á r h a t ó ér tékére fennál l , 
hogy 
2. §. Eredmények 
(1) 
M ívU 
lim xAd = M = f t ( l - e - * a ) , 
т-°° t 
szórásnégyzetére pedig 
/ ' 
Továbbá é rvényes a köve tkező határe loszlás té te l : 
(3) = Ф(х) , 
ahol 
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Ha a vizsgált т i dő ta r t am alat t nx klimatikai jelenség és n2 biológiai 
jelenség fo rdu l t elő, akkor az i t t szereplő A és у ismeretlen paramétereket a 
következőképpen becsülhet jük meg : 
, nx . n2 
Xad—1 és и esd- . 
t t 
Megjegyezzük, hogy a becslések pontossága T növekedésével együtt nő. 
A fent iek alapján a következő kiértékelési módszert követhe t jük . Meg-
határozzuk v* ér tékét és megbecsüljük M és D2 értékét, amelyekre fel írható, 
hogy 
(4) м ^ ^ п - е 
t V 
iV.q 
П 
es 
(5) 
N,a 
) + 2 A, -
N,a 
- N,a 
1 — 1 + - l -
t 
e~ "T 
H a T ér téke ( 1 /A-hoz és l//x-höz képest) nagy , akkor a (3) határeloszlást tek in t -
he t jük közelítő eloszlásnak és ennek a l a p j á n 
valószínűséget. Eszerint a 
számí tha t juk ki a P{ vT < v* } 
( 6 ) Ф 
mt 
DT/. 
valószínűség lesz a ha tás nagyságának mértékszáma. Minél közelebb áll ez 
az érték l -hez , annál nagyobbnak t ek in the t jük a kl imat ikai hatás t . 
A szereplő e~x és Ф{х) függvények értékeit az 1. és 2. t áb láza t tar -
talmazza. 
1. TÁBLÁZAT 
X e-X X e
 x 
X e-z 
0,1 0,90483742 0,01 0,99004983 0,001 0,99900050 
0,2 0,81873075 0,02 0,98019867 0,002 0,99800200 
0,3 0,74081822 0,03 0,97044553 0,003 0,99700450 
0,4 0,67032005 0,04 0,96078945 0,004 0,99600799 
0,5 0,60653066 0,05 0,95122942 0,005 0,99501248 
0,6 0,54881164 0,06 0,94176453 0,006 0,99401796 
0,7 0,49658530 0,07 0,93239382 0,007 0,99302444 
0,8 0,44932896 0,08 0,92311635 0,008 0,99203121 
0,9 0,40656966 0,09 0,91393119 0,009 0,99104038 
1,0 0,36787944 0,10 0,90483742 0,010 0,99004983 
9* 
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2. TÁBLÁZAT 
X <P(x) X Ф(х) X Ф(х) x <*Чх) 
0,0 0,500000 2,0 0,977250 3,0 0,998650 4,0 0,999968 
0,2 0,579260 2,1 0,982136 3,1 0,999032 4,1 0,999979 
0,4 0,655422 2,2 0,986097 3,2 0,999313 4,2 0,999987 
0,6 0,725747 2,3 0,989276 3,3 0,999517 4,3 0,999991 
0,8 0,788145 2,4 0,991802 3,4 0,999663 4,4 0,999995 
1,0 0,841345 2.5 0,993790 3,5 0,999767 4,5 0,999997 
1,2 0,884930 2,6 0,995339 3,6 0,999841 4.6 0.999998 
1,4 0,919243 2,7 0,996533 3,7 0,999892 4,7 0,999999 
1,6 0,945201 2,8 0,997445 3,8 0,999928 4,8 0,999999 
1,8 0,964070 2,9 0,998134 3,9 0,999952 4,9 1,000000 
Ab) modell esete. J e lö l j e most az F(x) e loszlásfüggvény á t l a g á t r , 
szórását ped ig a. A vT valószínűségi vá l tozó várha tó é r t éké re fennáll , h o g y 
(? ) l i m М Ы = m = f 
т т 
[1 - F(x)]dx , 
szórásnégyzetére pedig F(a) < 1 esetén fennál l , hogy 
(8) lim
 = = 
г - » t * 
dx + (a2o2b + Vol) . 
ahol 
es 
I [1 - F(x)] dx 
a 
a — 
1 — F(a) 
l r 
\jx2dF{x) J xdF(x 
a a 
1 — F(a) V 1 — F (a) j 
J [1 - dx 
b = 
1 - F(a) 
> ub 
j' x2dF(x) 
о  
1 - F{a) 
í f \2 
: d F(x) 
\ 1 - F ( a ) У 
Továbbá i smét fennál l a következő határe losz lás té te l 
(9) v о [ v t - m t ^ ) hm P 1 — < x\ = 
г - » ( dt'', ~ \ 
Ф{х) . 
Ha a v izsgál t t i d ő t a r t a m a la t t nx k l imat ika i jelenség és Лт2 biológiai 
jelenség f o r d u l t elő, akkor n a g y T értékek ese tén jó közelítéssel a lka lmazha t -
j u k a 
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becsléseket. Ezenkívül a k l imat ika i jelenségek fo lyamatábó l meg kell becsülni 
a a 2 szórásnégyzete t és a 
í dF(x), í xdF(x), I' x2dF(x) 
in tegrá lokat , f i a mindezen a d a t o k a t megbecsül tük , akkor ezek segítségével 
M és D közelí tő ér téke m e g h a t á r o z h a t ó és az aj model lhez hasonlóan a 
ha tás nagyságának mérésére ismét a 
(10) 
valószínűséget nyer jük . 
Ф 
MT 
DT2 
3. §. Az állítások bizonyítása 
T e k i n t s ü k a k l imat ika i jelenségek előfordulási p o n t j a i n a k {tn } soro-
za tá t . Fe l v a n téve, hogy minden egyes k l imat ikai jelenség ha tása egy a 
hosszúságú idő in te rva l lumra t e r j ed ki, a m e l y in t e rva l lumnak középpon t j a a 
kl imat ikai jelenség. Megál lapodunk a b b a n , hogy egy a d o t t időp i l l ana tban 
В á l lapotról beszélünk, h a ez az időpont kl imat ikai jelenség ha t á skö rébe 
esik, kü lönben pedig A ál lapotról . E z u t á n összeszámlál juk azokat a (0, T) 
idő in te rva l lumban előforduló biológiai jelenségeket, ame lyek olyankor fordul -
nak elő, m i d ő n В á l lapot van . Ezek s z á m á t jelöli a vT valószínűségi vál tozó. 
Megjegyezzük, hogy h a F (a) = 1, akko r csak В á l lapot v a n és így m i n d e n 
pon t számí tásba veendő. E t t ő l a nyi lvánvaló esettől e l t ek in tve fel fog juk t enn i , 
hogy F(a) <1. 
Mindenekelőt t megá l l ap í tha t juk , hogy az egymás t köve tő A és В ál la-
potok i d ő t a r t a m a i függe t len valószínűségi változók, mégpedig külön az A és 
külön а В á l lapotok i d ő t a r t a m a i egyforma eloszlású vál tozók. Ez a megál la-
pí tás m i n d k é t modellre vonatkozik . E z é r t csak a b) model le l fogunk foglal-
kozni. Az a) modell ebből speciális e se tkén t adódik, lia F(x) = 1 — е~Лх (ж ;> 0). 
Je lö l j e az , ,A-szakaszok" hosszának eloszlásfüggvényét G(x), a ,,B-
szakaszok" hosszának eloszlásfüggvényét pedig H(x). Ezek az eloszlásfügg-
vények k ö n n y e n megál lap í tha tók . 
í gy a G(x) e loszlásfüggvényre k ö n n y e n l á tha tóan fennál l , hogy 
(И) 
Ennek á t l aga 
, ( / , F(x + a) — F(a) 
G(x)= v ' v ; , ha x > 0 
1 - F(a) 
j [ 1 -F(x)]dx j' xdF(x) 
1 - F(a) 1 - F (a) 
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amely véges, ha т < szórásnégyzete pedig 
9 1 
—-
í x2 d F(x) J xdF(xf 
a 
1 - F(a) 1 - F(a) 
amely véges, ha c 2 < » , 
A H(x) eloszlásfüggvényre viszont szintén könnyen lá thatóan a követ-
kező integrálegyenlet í rha tó fel : 
H(x) = 
0 , ha x < a. 
a 
1 — F(a) -f I H (x — y) dF(y) , ha я ^ a 
Ez megoldható Laplace—Stielt jes t ranszformáció alkalmazásával. Ily módon 
eljárva azt nye r jük , hogy 
(12) e~!X d H{x) [1 - É(a)] e-
1 _ ^e-sydf(y) 
ó 
Ebből adódik, hogy H{x) á t l aga 
a a 
J [1 - F{x)]dx \ xdF{x) 
b = 
szórásnégyzete pedig 
1 — F{ a) 
a 
j* x2 d F(x) 
1 - F(a) 
í a 
1 — F (a) + 
J x d F(x) 
э  
1 - F{a) 
+ « , 
\ 2 
Jelölje m o s t ß(T) valószínűségi változó a (0, T) időközben В á l lapot-
b a n töltött idő tar tamot . A ß(T) valószínűségi változó várha tó ér tékére 
és szórásnégyzetére fennáll, hogy 
( 1 3 ) 
és 
( 1 4 ) lim 
t-» 
M iß(T)} _ _b 
' a + 
D2{ß(T)}_ a2 a2 b2a2 
l im — 
T^oo T  + b 
t {a + bf 
(Vö. [6J.) Nyilvánvaló, hogy rögzí tet t ß(T) ér ték mellett a vT valószínűségi 
vál tozó Poisson-eloszlást követ yß(T) várha tó értékkel. Ekkor M {v T \ ß(T) }= 
= D2 { vT I ß(T) } = yß{T). Következőleg a te l jes várható ér ték-tétel a lap ján 
felírható, hogy 
M {vT} = и M {ß (T)} , 
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és innen (13) tekintetbevételével adódik, hogy 
(15) « » M 6 lim — 
T-oo T a + b 
ami igazolja az (1) és (7) képleteket. Továbbá felírható az is, hogy 
D2{vT} = pfA{ß(T)} + p2D2{ß(T)} , 
és innen (13) és (14) tekinte tbe vételével adódik, hogy 
(16) V D
2K} b l im = и 
Г^ ОО t a + b 
i2(a2ol + b2ol) 
{a + bf 
ami igazolja a (2) és (8) képleteket. 
A(3), illetve (9) határér tékté te lek bizonyításához hivatkozunk [6] dolgo-
za tunkra , amelyben k imuta t tuk , hogy fennáll a következő határeloszlástétel : 
(17) lim P 
Г-.00 
ß ( T ) -
a + b 
a
2
ol + b*ol. 
<x 
t 
= Ф{х) 
{a + bf 
Viszont a vT változó rögzített ß(T) mellett Poisson-eloszlású ß(T)p várható 
ér tékkel és így, min t ismeretes, fennáll, hogy 
jv_T_- ß(T)p 
« т ь - \ yß(t)p (18) lim P > - ' ^ = ф ( ж ) . 
Tekintetbe véve, hogy a vT valószínűségi változó csupán a ß(T) függ-
vénye, a (17) és (18) képletek a l ap ján R. L. DOBRUSIN [1] té telének felhasz-
nálásával arra ju tunk , hogy 
lim P 
r-o° 
bpT 
a + b 
b , {a*ol + b2ol) 
a L u2- - — 
a + b (a + bf 
<x 
t 
Ф(х) , 
ami igazolja a (3) és (9) határeloszlástételt (vö. még [7]). 
4. §. Megjegyzés 
Az eddigiekben pontszerű klimatikai jelenségeket tok in te t tünk . Fel-
tételeztük, hogy mindegyik jelenségnek bizonyos hatóköre v a n és módszert 
a d t u n k annak eldöntésére, hogy beszélhetünk-e klimatikai hatásról vagy 
sem. Előfordulhat azonban, hogy ehelyett bizonyos klimatikai jelenség ha tá -
s ának az intenzi tása időről időre van megadva, azaz ismerünk bizonyos 
A(í) in tenzi tásfüggvényt (0 ^ t < T) és el a k a r j u k dönteni, hogy az щ , u2 , 
. . ., un, . . . időpontokban előforduló biológiai jelenségek úgy tekinthetők-e, 
m i n t az emlí te t t klimatikai h a t á s következményei. 
Ebben az esetben feltételezzük, hogy a biológiai jelenségek l(t) esemény-
sűrűségű Poisson-folyamat eseményeivel egyeznek meg. Megállapít juk, hogy 
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ezen feltevés mellet t milyen lesz a vá rha tó észlelés. Ha a tényleges észlelés 
et től jelentéktelen eltérést muta t , akkor beszélhetünk hatásról, különben nem. 
Képezzük a következő kifejezéseket : Legyen 
í 
A(t) = ГA(u)du, (0 й t ^ T ) 
"o 
és A(T) = A. Továbbá jelölje a (0, t) időközben előforduló biológiai 
hatások számát N(t), és legyen N(T) = N a (0, T) időközben előforduló 
összes biológiai ha tások száma. Tekintsük továbbá az 
a »0 / ,4« (2ft + 1)' 
L{x) = i у i n i L e 8*— = 
OO 
= 2 ( - ! ) " [ Ф ( ( 2 4 + 1 ) « ) - Ф ( ( 2 4 - 1 ) ® ) ] ( ï à O ) 
k = - со 
eloszlásfüggvényt, amelynek értékeit a 3. táblázat tün te t i fel. 
3. TÁBLÁZAT 
X Цх) x 
Цх) x Цх) 
* 
Цх) 
0.30 0,000001 0,50 0,009157 0,70 0,102674 1,4 0,677027 
0,32 0,000007 0,52 0,013287 0,75 0,142035 1,5 0,732785 
0,34 0,000030 0,54 0,018514 0,80 0,185242 1,6 0,780806 
0,36 0,000093 0,56 0,024911 0,85 0,230852 1,7 0,821739 
0,38 0,000248 0,58 0,032523 0,90 0,277614 1,8 0,856279 
0,40 0,000570 0,60 0,041362 0,95 0,324515 1,9 0,885134 
0,42 0,001168 0,62 0,051414 1,00 0,370777 2,0 0,908999 
0,44 0,002175 0.64 0,062637 1,10 0,459269 2,5 0,975161 
0,46 0,003740 0,66 0,074973 1,20 0,540358 3,0 0,994600 
0,48 0,006018 0.68 0,088348 1,30 0,612990 3,5 0,999069 
A konfidencia-intervallumok szokásos e l járását követve a következő-
képpen j á rha tunk el. Kiszámít juk a 
yT— \N m a x — ' — L 
0 á<<r Л 
ér téket és a hatás nagyságának mérésére az 
1 - L(yT) 
valószínűséget fogadjuk el. 
A fenti módszer bizonyítására M. KAC [3] té telét használjuk fel. Eszerint, 
ha R(x) egy tetszőleges folytonos eloszlásfüggvény és véletlen elemszámú 
min tá t tekintünk, ahol a minta elemeinek a száma Poisson-eloszlást követ 
о vá rha tó értékkel és R„{x) jelöli a min ta .r-nél kisebb elemei számának és 
p-nak a hányadosát , akkor fennáll, hogy 
lim P j max ] R(y) - Re{y) | < = Цх) (x è ") . 
P-.CO L _ T » < Y < Œ ( /P J 
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Most ese tünkben a biológiai jelenségek előfordulási p o n t j a i úgy tek in t -
hetők, min t az R(x) = Л(х)/Л (0 ф x < T ) folytonos e loszlásfüggvényű 
sokaságból vet t vé le t len számú m i n t a elemei, ahol az elemek száma Poisson-
eloszlást muta t . A Poisson-eloszlású változó v á r h a t ó ér tékének a becslésére 
pedig az N számot haszná lha t juk fel. 
(Beérkeze t t : 1957. V I I I . 31.) 
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О Т Е О Р Е Т И К О - В Е Р О Я Т Н О С Т Н О М И С С Л Е Д О В А Н И И 
М Е Т Е О Р О - П А Т О Л О Г И Ч Е С К И Х Я В Л Е Н И Й 
L. TAKÁCS 
Резюме 
При исследовании метеоропатологических явлений часто встречается 
с л е д у ю щ а я з а д а ч а : В о п р е д е л ё н н ы х м о м е н т а х в р е м е н и t1}t2,..., tn,... 
происходят некоторые климатические явления (например, метеорологи-
ческие фронты). В то же время в моменты и
ъ
 и 2 , . . . , и т . . . происходят и 
некоторые биологические явления. Предположим, что климатические явле-
ния дают себя чувствовать в теченииавремени. (Моменты tn считаются сере-
динами отрезков длины а.) Наблюдения относятся к определённому отрезку 
времени (О, Т). Спрашивается, с какой вероятностью можно утверждать, 
что биологические явления возникают под влиянием климатических явлений. 
Автор в работе [5] изложил математический метод, основанный на 
диаграмме ScHELLiNG-a. Настоящая работа занимается математическим 
исследованием более просто осуществимого метода. 
Предполагается, что для последовательности климатических явлений 
{ /„} разности tn+1 — tn суть независимые случайные величины с оди-
наковой функцией распределения F(x). После этого предполагается, 
что климатические явления не имеют последствий. Тогда можно предполо-
жить , что последовательность биологических явлений { и
п
} есть процесс 
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Poisson-a с плотностью событий р, который не зависит от последователь-
ности {<„}. Пусть при таких обстоятельствах случайная величина vT обоз-
начает число биологических явлений из интервалла (О, Т), располагающихся 
в окрестности радиуса а климатических явлений. А фактически наблюдае-
мое число есть v*. Согласно привычному методу исследования гипотезы 
примем вероятность 
P {vt ^ v*} 
как меры влияния. 
Доказывается, что имеет место 
где 
далее 
где 
Hm р \V-UZ-M1 < 4 = Ф(х) 
\ DT - - ( 
Л у! 
ф { х )
= щ К
4 
m = р 
а + Ь 
2aial + b\al 
D2 = p +Р 
а + Ъ (а+Ь)3 
СО «А 
[ [1 - F ( x ) ] d x j [1 - F ( x ) ) d x 
а = 
1 - F{a) 
b = ' 
1 - F (a) 
I x2 d F(x) 
l 
1 - F(a) 
j xd F(x) 
\ 2 
V 1 - F(a) 
x2d F(x) 
о 
1 - F (a) 
j xd F(x) 
\2 
1 - F(a) 
Найденное предельное распределение для больших значений Т может 
быть принято в качестве приближённого распределения и тогда 
Ф 
v* - мт 
И т ^
2 
является мерой того, что климатические явления оказывают влияние 
на моменты, в которых случаются биологические события. 
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Если, в частности, {tn} ест процесс Poisson-a с плотностью событий 
А, т. е. если F(x) = 1 — e~ix (x > 0), то 
m = ц (1 — е~'а) 
и 
D2=fiU 1 - е~'а) + Е~;<* [1 - (1 + А А ) Е - * ] } .  
У Л j 
Если за время т происходит nx климатических и n2 биологических 
явлений, то параметры А и /а могут быть оценены следующим образом 
, Л
71 W , 
А с^ — - и м •—- . 
т т 
Работа, в заключение, исследует, могут ли биологические явления 
считаться следствиями кламатического явления, непрерывно протекаю-
щего с интенсивностью А(/) (О g: t < T). 
PROBABILISTIC TREATMENT OF METEOROPATHOLOGICAL 
PHENOMENA 
by 
L . T A K Á C S 
Abstract 
The following problem ar ises f r equen t ly in connection w i t h the inves t i -
ga t ion of meteoropathological phenomena . Certain c l imat ic p h e n o m e n a 
(e. g. meteorological f ron ta l passages) occur a t t h e ins tants tx, t2, . . ., tn, . . . 
a n d certain biological p h e n o m e n a occur a t t h e ins tants ux, u2, . . ., un, . . . 
L e t us suppose t h a t every meteorological f r o n t gives rise t o a n effect e x t e n d e d 
over an in terval w i th length a . (Choose t h e i n s t an t s tn as t h e centres of t h e 
corresponding intervals . ) The i n s t a n t s of t h e phenomena occur r ing in t he t i m e 
in t e rva l (0, T) a re given and i t is to be decided in what degree t he biological 
phenomena can b e considered as an effect of t h e meteorological f ronts . 
Earlier t h e a u t h o r [5] communica ted a mathemat ica l m e t h o d based on 
t h e diagram of SCHELLING. NOW a n other ma thema t i ca l m e t h o d will be invest i -
g a t e d which is b a s e d on A s impler procedure as t ha t of SCHELLING. 
We res t r ic t ourselves t o t h e case w h e n t h e t ime dif ferences tn+x— tn 
are identically d is t r ibuted independent , pos i t ive r andom variables w i t h 
d is t r ibut ion f u n c t i o n F(x). 
We suppose t h a t the c l imat ic p h e n o m e n a have no e f fec t . In th is case 
i t is reasonable t o suppose t h a t the sequence of the biological p h e n o m e n a 
{ un } formsa Poisson process w i th densi ty fi a n d { u n } is i ndependen t of t h e 
sequence {t n }. U n d e r these condit ions d e n o t e b y vT t h e n u m b e r of t h o s e 
biological p h e n o m e n a oceurr ing in the t ime in te rva l (0, T) which are fa l l ing 
i n t o the in te rva l s corresponding to the meteorological phenomena . F u r t h e r 
deno te b y v* t h e actual ly observed n u m b e r of the men t ioned biological 
phenomena . T h e probabi l i ty P {vT < } will be considered as a m e a s u r e 
of t h e effect of t h e meteorological phenomena . 
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I t is shown t h a t 
where 
fur ther 
and 
with t he notat ion 
lxm P  
т— ( DT-J 
MT \ 1 r ---2 
<^x\ = —= e ay , 
W - / 1/2« J 
Ф(х) 
2л .í 
X У . 
2" 
К  
iff = /4 
6 
dy , 
а = 
and 
I x2dF(x) 
1 
1 - f ( a ) 
D2 =
 t 
а + ъ 
oo 
f [1 — E(rr)] (/ж 
1 
f r ) xdF(x) 
a 
U - f(a) 
+ у 
a + b 
a" a
2
b -f b2<72 
ia + bf 
a 
f [1 - Fix)] dx 
6 = 
1 - f i a ) 
l " 
at = 
хч f i x ) 
1 ~ f j a ) + 
J xdFix) 
о  
I l - Fia) 
It T is large enough, t hen the l imit ing distribution of vT can be considered 
as an approximat ive dis tr ibut ion of vT a n d in this case it. can be wr i t t en with 
good approximat ion : 
P lvT <. v*\ Ф V l - M T 
1
 ' — " DT12 
i. e. the r ight side of t he above relat ion will be approximat ively the 
measure of the effect of t h e meteorological phenomena. 
If, particularly, { tn } forms a Poisson process with density A, i. e. Fix) = 
— i _ e~Xx (ж > 0), t h e n 
m = y (1 — e~Aa) 
and 
Z>2= J ( 1 _ е-Ла) + e->.a _ (1 + Xa) e-'a]\ . 
{ A I 
When N x climatic phenomena and N 2 biological phenomena occurred in the 
time interval (0, T), then t h e parameters A and у can be estimated as follows: 
, nx , n2 
A esi - • and у Cíá - . 
t t 
Fina l ly the problem is t reated whether the biological phenomena 
can be considered as an effect of some climatical phenomena act ing con-
continucusly with in tens i ty A(<) (0 ^ t ^ T). 
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REMARQUE SUR LA SOMMABILITÉ DES SÉRIES DE TAYLOR 
SUR LEURS CERCLES DE CONVERGENCE, II. 
par 
L Á S Z L Ó A L P Á R 
§ 1. Introduction 
Dans l 'ar t ic le présenl nous allons cont inuer l ' examen de cer ta ines 
relations qui l ient ent re elles les séries de Tay lo r des deux fonct ions ft(z) e t 
/2(2) régulières dans le cercle-unité e t qu 'on obt ient l 'une de l ' aut re p a r la 
t r ans fo rmat ion suivante 
( E l ) Ш = h z - 4 
1 - ín 
où £0 фО es t un point in tér ieur du cercle \z\ < 1. La re la t ion (1.1) t r a n s -
forme la série de Taylor de 
(1.2) /i(z) = У av zv 
v=0 
en 
( 1 . 3 ) ш = 2 к $ 0 ) г » . 
V = 0 
Le p roblème qui nous occupe peut ê t r e formulé d ' une manière généra le 
comme suit : Si l 'on connaît le compor t emen t de la série (1.2) au point 2 = 1 , 
quelle conclusion peut-on en t i r e r sur l 'al lure de la série (1.3) a u poin t 
2 = 1 + 
i + V 
solution de l ' équat ion 
z — t 
z
 JQ =1 г 
1 - C „ z 
Or, abs t r ac t ion fa i te d 'une dé format ion «modérée», les va leurs d e l à fonc t i on 
fx(z) au voisinage du point 2 = 1 sont sensiblement les m ê m e s que celles d e 
/2(г) prises a u voisinage du po in t 
2 - 1 + • 
1 + Î o 
de plus le f a i t analogue subsis te quant à l 'a l lure des va leurs de fx(z) e t d e 
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f2(z) pour chaque couple de points correspondants zx et z2 situés sur la fron-
tière du cercle |z| ^ 1, à savoir tels que 
z =
 Z2 ~ ^0  
1
 1 — f 0 2 
Supposons maintenant la série de Taylor de fx(z) convergente au point 2 = 1, 
donc lim av = 0. Par conséquent, en évoquant le théorème de localisation 
1>—+ 00 
de Riemann, on pourrait croire que la convergence de la série 
00 
"V a 
v=0 
entraîne celle de la série 
V 
2 
v=0 
1 + Cp\V 
l + c j 
Par contre , M. P. TUKÁN a obtenu à ce sujet les résultats suivants [1] : 
1. On peut trouver des fonctions fx(z) régulières dans le cercle \z\ < 1 
telles que malgré la convergence de la série 
(1.4) У a 
1 > = 0 
la série correspondante 
u - s ) 
v=0 \ J + S0 
soit divergente. 
2. Si la série (1 .2 ) est sommable au sens d'Abel au point 2 = 1 , la série 
(1 .3 ) possède la même propriété au point 
2 = L + J o 
1 + C o ' 
quelle que soit la fonction fx(z) régulière dans le cercle \z\ < 1 . 
Cette propriété part iculière des fonctions fx(z) et f2(z) nous a amené 
à continuer l 'é tude de ces questions, et en généralisant le résultat de M. TÚRÁN, 
nous avons démontré [2] le théorème suivant : 
3. Pour chaque le entier positif on peut trouver des fonctions fx(z) régu-
lières dans le cercle \z\ < 1 telles que malgré la sommabilité {GJe) de la série 
(1.4), la série (1.5) ne soit pas sommable (C,k). 
Le b u t de ces recherches précédentes était d 'é tab l i r des relations entre 
des procédés de sommation d'un même type et du m ê m e ordre : c 'est ainsi 
qu'on a t r o u v é des relat ions entre convergence et convergence, sommabili té 
Abel et sommabili té Abel, sommabilité (С, k) et sommabili té (С, k). P a r la 
suite nous voudrions r épondre à des quest ions qui concernent des procédés 
de sommation d'ordres différents. No tammen t , nous nous proposons de 
décider si la convergence de la série (1.4) assure la sommabilité (С, 1) de la 
série (1.5), ou plus généralement si la sommabilité (C, k) de la série (1.4) 
V > 
V 
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ent ra îne la sommabilité (С, le + 1) de la série (1.5) pour des 4 ÎÏ. 0 enliers. 
La réponse est a f f i rmat ive . 
Théorème : Soient 4 un entier non négatif, C0 ф 0 un point intérieur 
du cercle-unité, et 
ш = 2 + z» 
v=o 
une fonction régulière dans le cercle \z\ < 1, ayant encore la propriété que 
la série 
со 
2 avzv 
v=o 
est sommable (C,k) au point z = 1. Alors la série déterminée par la relation 
z — l h 
г \ = ш = 2 Mio ) 1 — Ç0z' г о 
est sommable (C,k + 1) au point 
i + f . 
et en outre la somme (С, к) de la première série est égale à la somme (С, к + 1 ) 
de la seconde. 
Pour 4 = 0 nous obtenons un cas particulier important de ce théorème : 
La convergence de la série 
со 
^ av 
v = 0 
implique toujours la sommabilité (С, 1) de la série 
У м-«,»
 1
 " 
v = 0 1 + C o 
et la somme de la première série est égale à la somme (С, 1 ) de la seconde. 
Dans la suite nous allons garder les notations employées dans la par t ie I 
de cet ar t icle (voir [2]). On désignera donc p a r a ® la тг-ième moyenne (G, k) 
de la série (1.4) et par ß (k) celle de la série (1.5). Soient en outre, si ces deux 
limites exis tent , 
(1 .6 ) l i m a<„") = a(k> , l i m ß(k) = ß<k> . 
П —t°o n—*œ 
Avec ces notat ions le théorème que nous venons d 'énoncer s 'exprime ainsi : 
l 'existence de ent ra îne toujours l 'existence de ß^k+ О et 
(1.7) a « = ßC+ü . 
L ' idée de la démonstrat ion est d 'é tabl i r entre les aW et les /3«£+1) une 
relation de la forme 
(1-8) ^ + 1 ) = , >>W(C0) « W , 
i>=0 
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o ù y(ik>(C0) ne d é p e n d pas du choix par t icul ier de la fonction fx(z), mais seule-
m e n t des quant i t és k, n, v et C0- La relation (1.8) déf in i t u n procédé de som-
m a t i o n à matr ice [y(,k*(C0)] nous vérif ierons qu'el le satisfait a u x conditions 
d e la régularité de TOEPLITZ—SCHUR, donc ß(k+vl exis tent et l 'égali té (1.7) 
e s t vérifiée. 
§ 2. Détermination du procédé de sommation 
Dans la p a r t i e I (voir [2]) nous avons é tabl i en t re a+> et ß ^ la relation 
su i van t e : 
( 2 . 1 ) 
o ù 
n + k 
к 
ЙР = 2 
l ' = 0 
v + к 
к 
(2.2) p<»(C„) = — 
2\fc 
( 1 + í o n 
Г wv 
1 + С 0 ф | " + 1 
u + t„ СО + Со j 
(l + Co co)k~4co , 
ol=o 
e t q est une cons t an t e , telle que |C0| < p < 1 (voir [2], (2.14) et (2.15)). 
D 'au t re p a r t , selon la dé f in i t ion de ß(k+1\ on a 
№ » 
(2.3) 
j m + к 
ш=о 1 к 1 
п + к + \ In + к + 1] 
к + 1 1 к + 1 ) 
ji = 0 
v + к 
xW 
m=0 
V=0 
E n posant l ' expression (2.2) de £mv(C0) dans (2.3) et en fa isant la somme d e 
la série géomét r ique finie qui y f igure, nous ob tenons la fo rmule 
7 » 
1 (1 + C0)k+1 l + Co 
(2.4) 
2ni (1 - |C0|2)fc+1 /« + * + ! 
I к + 1 
X 
X 
(v + к 
к 
to 
1 — со 
(l + Co 1 + C0ft>)" 
Il + Со Ф + Со 
+ 1 
dco 
qu i peut p rendre aussi la f o r m e 
1 ( 1 + C 0 ) k + 2 ( l + C o " 
r№o) -
2ni (1 - |Co!2)k+1 1 + С 
1 
(2.5) 
n + к + 1 
к + 1 
X 
X J 1 - со (1 + Со ы со -Г -с 1 + 1 dco 
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puisque la fonction 
со 
v (1 ± 4 ® ) " 
1 - со 
est holomorphe dans le cercle jcoj = g . 
L a dé te rmina t ion de la mat r ice [Улк)(С0)] e s t donc achevée. Nous avons 
t rouvé deux formules d i f férentes pour : les expressions (2.4) et (2.5). 
Nous prof i te rons de t o u t e s les deux. L a formule (2.5) a l ' avantage que la 
fonct ion qui y f igure sous le signe d ' in tégrale n ' a p a s de pôle sur la f ront ière 
du cercle-unité, ce t te dernière peut donc être prise comme contour d ' in tégra-
t ion a u lieu du cercle |co| = g. 
P o u r simplifier l ' écr i ture nous introduisons encore certaines nota t ions . 
Soient : y<k> (Со) = i 
(2 .6 ) 
(2.7) 
(2 .8) 
On voi t que 
(2.9) 
hk(co) = 
sth 
( l+C„co)* 
1 - со 
1 + Co 1 +cqCO\" 
1 + Со со + Со 
+ 1 
v + к 
к 
a")
 = 
С Л = 
^ ( l + CpCO)" 
1 — со 
1 + CQCQ 
со + Со 
п+1 
( 1 + С 0 ) к + 2 1 + С о 
(1 - |Co|2)fc+1 1 + С о 
1 ( 1 + Со)к+2 
(1 - |Со!2)к+1 
est u n e constante qui ne dépend ni de n ni de v. Avec ces nota t ions 
с« /1 + Co)n+I 1 Г [v + к (2.10) y(k) = 
2лг ( 1 + Со 
ou 
(2 .11 ) 
ak) 
v (k ) — C " 
Y nv 
п + к + 1 
к + 1 
1 
í к 
co
v
 hk(co) dco , 
4 = 1 
2 ni I n + к 1 I 
I 4 + 1 I H = e 
g(a>) dco 
§ 3. Les deux premières conditions de la régularité 
Les condit ions d e la régular i té de TOEPLITZ—SCHUR sont réalisées, 
I . si l i m y ( $ = 0 pour chaque v fixé ; 
oo 
IL si lim > > W = 1; 
П-.00 I> = 0 
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I I I . s'il existe une constante telle que l'inégalité 
t \v(iï\ < km 
v=o 
soit toujours vérifiée indépendamment de n. 
Dans ce § nous nous occupons seulement des deux premières conditions. 
La condition 1 est réalisée. 
Démonstration: Soit R > 1 une cons tan te quelconque e t considérons 
l ' intégrale (2.11) en y remplaçan t le chemin d ' in tégra t ion |eo| = q par celui 
tie |co| = R. D a n s ce dernier cercle, la fonct ion g(co) a deux pôles : œ = — Cn 
et c o = l , e t p a r suite 
"n v 
J 
»1=/? 
a") 
, 9(œ) dco = 
2 ni n + к + 1 
I / 1 + 1 
c№> 
1 [Res£/H | ( U = _ C u + Resg(ft))ia,==1J = 
n + к + 1 
k + 1 
(3.1) y<ti + c'nk) : 
v(k) + 
i nv i 
v + к 
j e . 
n + k + 1 
к + 1 
v + к 
к 
( i + i + д
п 
1 + Со 
P a r conséquent 
(3.2) 
n + к + 1 
k + 1 
Ii + 
( i - |Co!2)k+1 
l im <e> - y<*>) = 0 . 
п—»
00 
C'est donc la valeur absolue de l ' in tégrale 
g(co) dco 
|w| =r 
que nous devons évaluer. 
E n t enan t c o m p t e de (2.7) on a 
- Í 
2лг J 
g(co) dw 
(3.3) |o|=R 
v + к 
к 
Rv+1 m a x |1 + C0cojfc m a x m a x |®|=л |ш|=/? Il — col и = я 
1 + CQCU n + 1  
a) + cq 
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Or, en posan t со = Re'v, £0 = reia il est faci le de voir q u e 
1 1 
(3 .4 ) 
m a x 1 -f C0 ш = 1 + tr , m a x 
M=í? !ш|=7? jl — ft)1 R — 1 
| l + f „ o » | 1+rR 
m a x — I = 
- r \ m+ ÇU j R + r 
Des relat ions (3.1), (3.3) et (3.4) nous pouvons donc conclure que 
(3.5) «5«; ^ c'n 
n + k + 1 
1 4 + 1 
v + к 
к 
r-MI 
R — 1 
(1 + г й ) * 1 + rR 
R + r 
dont le m e m b r e droit t e n d vers zéro q u a n d n - > Pa r conséquent l ' expres -
sion (3.2) p e r m e t d 'écrire 
lim y(k) = 0 . 
M—» 00 
La condition 11 est réalisée. 
Démonstration: Nous allons d é m o n t r e r que pour chaque n fixé : 
i > & > = 1 • 
v=0 
La condition I I se t rouve donc réalisée. E n p a r t a n t de la formule (2.5) 
on obtient 
(3.6) 
v=0 2 ni 
1 
71 + 4 + 1 
4 + 1 
(1 + ?0O»)ft l + t o « 7 
(1 _ co) k + 2 
"> + ?o 
dco 
1 
Posons ensui te со = — , (3.6) devient 
и 
m) 1 
V—0 n + 4 + 1 
4 + 1 
Í 
(1 + С о « ) * [ ц + С „ Г 1 + fc+l du . 
La fonct ion à intégrer n ' a q u ' u n seul pôle и = 1 dans le cercle \u\ = 1/g,. 
le théorème du résidu fourn i t donc la va leur de l ' intégrale en question. Nous 
avons déjà dé te rminé ce t t e intégrale (voir [2], (2.21) ou (2 .22)) et nous-
avons t rouvé que 
(3.8) 
« + Со n + k+I 
= (77 + 4 + 1) (n + 4) . . . (n + 1) 
(l+C0u)k 
( l - j Ç 0 j y + ' j « + Ç0 
( l + f 0 7 t ) k + 2 l l + f 0 4 
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d'où pour и — 1, en v e r t u de (3.7), on a 
_ y пг A • 
V=0 
Remarque : M. J . CZIPSZER a d é m o n t r é sans calcul direct par le choix 
part iculier d e la fonction fx(z) que les condi t ions 1 e t I I sont réalisées. La 
démons t r a t i on est la su ivan te : 
1? Soi t 
ш 
. y 
о 
a,, z" 
une fonc t ion pour laquelle a\k) = 0, si A ф v, et a«1) = 1 . De la su i te des 
nombres aSfß on obtient at, p a r la fo rmule 
к + 1 (A + k\ 
fi — A l * 
{[3], II. p . 71.) en prenant 0 pour les a[k>, si A est néga t i f ; d 'où, vu les va leurs 
part icul ières des on t i r e 
Ä- + 1 
f î * fl — v 1 к 
si v < y ^ v -f к -f- 1, e t a^ = 0 dans tous les a u t r e s cas. fx(z) es t donc 
u n po lynôme, et à plus f o r t e raison u n e fonct ion régulière sur le cercle f e rmé 
\z\ £ 1, e t de plus 
/ i ( l ) = l im «W = 0 . 
On en conclue que f2(z) es t aussi régulière sur le m ê m e cercle f e r m é e t sa 
série de Tay lo r tend ve r s zéro au point 
z — 
1 + C Q  
1 + C o 
o n a donc lim ffl = 0 . D ' a u t r e p a r t 
ßW = V = yW , 
et par su i te lim y(kf = 0 . 
2? Soit fx(z) = 1. D a n s ce cas а<Д = 1, (v = 0, 1, 2, . . . ) . f2(z) = 1 , 
et ß(k> = 1, (n = 0, 1, 2, . . . ) . Ainsi 
ß(nk) = 2'/n}°\k) = 2 У № = 1 • 
v=0 v=0 
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§ 4. La troisième condition de la régularité 
Pour d é m o n t r e r l ' ex is tence d 'une c o n s t a n t e WW tel le que l ' inégal i té 
(4.1) !Ä>I < w w 
v=0 
soit toujours vér i f iée i ndépendamment de n on procède p a r la décomposit ion 
en deux pa r t i e s de la série qu i figure d a n s l ' inégalité (4.1) : 
CO Vo — I oo 
(4.2) = l i a + 2 l i a , 
V = 0 V=0 V = Vo 
OÙ 
(4.3) v0 — X0(n + 1) 
e t est une cons t an t e ent ière e t positive, i ndépendan te de n dont la va leu r 
sera fixée plus t a rd . On démon t re ra l ' ex i s tence de deux cons tantes W(fc) e t 
K'k) indépendan tes de n p o u r lesquelles les inégalités 
(4.4) 
v. J 
Д \Упг < Кф , _ \r nv\ 
v=0 v=v0 
N 
< kf> 
sont vérifiées. 
Pour des ra isons qui dev iennen t év identes a u cours de la démonst ra t ion , 
nous nous occupons d 'abord d e W(2k). 
1°. Détermination de K<k). I l résulte d e (2.11) que 
(4.5) 
m v -f- le 
k 
1 
gv + 1 m a x 11 + C0 co|fc m a x y  
\<o\=0 M — e I 
- m a x 
0)1 M=p 
1+C0«> 
n + k + 1 
k+ 1 
E n posant m = g ei(p e t encore C0 = reia il es t s imple de voir que 
1 1 
w + f o 
n+1 
(4.6) 
donc 
(4.7) 
e t 
(4.8) 
m a x 11 + f 0 o»| = 1 + r g , m a x 
H - e M=e |1 — 0)| 1 — Q 
max 
M=e 
1 + Co« 
+ Co 
v -f- k 
1 — r g 
g — r 
> 1 , 
n -f k + 1 
k +1 
k 
nv+i 
1 - g 
(1 + rQ)k 
1 — r g i " + ' 
g — r 
!c(fc>[ 
Г Л 
íéo \П + k + 1 
I 1 
g(l + r g ) k | l — rg 
( l - i ? ) k + 2 ! < ? - r 
n+l 
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Or, en ver tu de la troisième inégalité (4.6), le membre droi t de l 'expression 
(4.8) t end vers + oo avec n, et (4.8) ne fourni t ainsi aucun renseignement 
utile. C'est pour cette raison que nous avons décomposé en deux pa r t i e s la 
série 
00 
lv<fe)l  \r nv I • 
v=0 
Au lieu de (4.8), considérons donc la relation suivante déduite de (4.7) : 
(4-9) V |yW| 
M ) I 
n + к + 1 
к + 1 
9(1 + rQ)k 
Q — Г 
1 — rg 
\ q — г 
,n + l 
2 
iv + к 
I к 
où r0 est déf ini par (4.3) et A0 reste encore indéterminé. Pour évaluer la somme 
qui in tervient dans le membre droit de l 'inégalité (4.9), nous appl iquons 
la formule 
Iv + k\ 
2 v + k ) n v _ (V0+ k\nv, q = 
к 
•2 
к 
r = Vo ív0 + k 
I к 
qv-v0 ^ 
(4.10) 
"o + k \ 
к 
2 
v=v0 
Iv — v0 + к 
к 
[ч + к 
к 
q1'« 
(1 — 
à cause de l 'inégalité évidente 
(v -+- к 
к 
v0 + к 
к 
v — v0 + к 
к 
. (" ^ "о) • 
Ainsi, de (4.9), (4.10) et (4.3) : 
(4.11) 2 w o i <- r\i \Ynv\ 
v0 + к 
г
щ g(! + re)k к  
(1 - g)k+2 n + k + 1 
. k + 1 
On choisira A0 de telle façon que l ' inégali té 
q + 
1 — ro 
Q — r 
n+1 
(4.12) . 1 — tq ql° — < 1 q — г 
soit vérifiée. Il suffi t de prendre 
log 
(4.13) ;.0 = i + 
0 — r 
1 — rg 
logg 
> 2 
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pour que l 'inégalité (4.12) soit valable (on désigne pa r [ж] la par t ie entière 
du nombre x). La formule (4.3) dé te rmine v0 aussi. 
On vérifie encore sans difficulté la relation 
(4.14) 
v0 + le 
к 
< M d L 1 ! <£ x\(k +1) . 
n + 1 n + k + ï 
4 + 1 
En effet , selon l 'expression (4.13) on a A0 > 1. et a insi 
h) + ц 
к 
к + 1 _ j i v0 + 4 - l 
\ L l n + l + 4 -n + 4 + 1 ) n + 
4 + 1 
l 
4 — 1 
k+1 t \ ° n + 1 Ag(4 + 1) 
n + iH 
•*• 1 n (=0
 1 + 
4 - l 
n + 1 
n + 1 
(4.15) 
E n t enan t compte de (4.12) et (4.14) nous pouvons enfin écrire 
2 м < w + i ) m f | 1 + ; f 2 = K i k ) • 
V = V„ (1 (?) 1 
Nous avons déjà r emarqué (voir (2.9) ) que est indépendant de n, et 
en ver tu de la formule (4.15), K ^ possède la même propriété. 
2°. Détermination de K(('K b C'est c e t t e part ie de no t r e raisonnement où 
nous prof i tons de l 'autre définition de de l'expression (2.4) respectivement 
(2.10). Remarquons encore que cette fois-ci v < v0, et pour ces r on a 
ce qui p e r m e t d'écrire 
v + k 
< К +
 k 
к 1 4 J 
К + k, 
i 4 1 1 r 
wv hk(m) dm 
n + k + l 2 ni 
M - I 
(4.16) 
' k + 1 
où hk(co) es t définie par la formule (2.6). En posant encore 
( i + C0)k + 1 
! ( i - | C o ! 2 ) k + 1 (1 + Со) 
= c
 x , 
1) Cette part ie de la démonstration originelle, que nous avons faite en t enan t 
compte de certaines considérations géométriques, a été remplacée par celle ci-dessus 
plus simple dont l'idée a é té suggérée par M. A. R É N Y I . 
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e t en considérant la fo rmule (4.14), l ' inégal i té (4.16) p r e n d r a la f o r m e 
Г со" hk(a>) dm 
lui J 
о . ! , » i a < c ' * + " 
n + l 2 ni 
H' 
n + 1 ] V v l 
On reconnaît que les quan t i t é s ne sont au t r e s que les coeff ic ients de Four ie r 
de la fonct ion hk (со). 
Appl iquons ensuite l ' inégal i té de Cauchy : 
(4.18) 
V„— 1 \2 Va— 1 1
 — C2X2k,l(k +1)2 
2 l a < ». 2 да < 2 b w . 
V=0 J v=0 n + 1 
où nous a v o n s t enu compte de (4.17). 
D ' a u t r e p a r t , en éc r ivan t со = e'f , on a selon l ' inégal i té de Bossel 
2л 
(4.19) 2 W ^ T " I \h(e(")\2d<P 
2 71 j v=o л: ^
Or, 
(4.20) \K(eiip)\ < (1 + r)2k [Л0(е"')|2 • 
Il suffit donc d 'évaluer l ' in tégra le 
2л 
(4.21) — f |A0(e">)|4<p . 
2 л J 
о 
Adoptons p o u r cela les no t a t i ons suivantes : 
(4.22) ! ± è = е-«» , 1 + С ° в " = e<° , 
1 ~b Со e"p ~b t 0 
d'où 
1 — Сое 'в 1 _ 1 е | в — C0 
e"? = 
eie - C0 1 - e'" 1 + C0 е'^-в.) - 1 
(1 - |C0|2)dfl 
U/9 Л 12 
Ie "0 
dcp 
Sll'J 
'0! 
Il en résul te que 
- sin2(n + 1) - — ° ° 
<ru> = ' ^ - g 2 [e'<"+'><»-»•>-1|' je» - Col2 2 
i l + Col2 1|» | i + c0|2 s i n 2 ö - _ 0 o 
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P o s o n s e n s u i t e 
e t (4.21) d e v i e n t 
2n 
(4.23) 
2л 
1 - i C o 2 
00 +2л 
2 л 
Sin2(îî + 1)  
2 
s i n 2 0 - 0 o 
de = c{n + 1) , 
p u i s q u e l a f o n c t i o n à i n t é g r e r d e la f o r m u l e (4.23) n ' e s t a u t r e q u e le n o y a u 
d e FEJÉR. A i n s i , v u l es i n é g a l i t é s (4 .19) e t (4.20) : 
(4.24) + 1 ) ( 1 +r) ' k 
v=0 
D e (4.18) e t (4.24) n o u s o b t e n o n s 
r . - l 
— I rnvl 
V = 0 
o u b ien 
(4.25) 
< Cf Af++(4 + 1)2(1 + r)2k = (K[k'f , 
y » I < j<r • 
v=0 
O n vo i t q u e K ( k ) es t b i e n i n d é p e n d a n t d e n . 
E n f i n d e (4.15) e t d e (4.25) : 
2 lyW| < + km = km . 
V=0 
Ce q u ' i l f a l l a i t d é m o n t r e r . 
( R e ç u le 21 J u i l l e t 1958.) 
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MEGJEGYZÉS A TAYLOR-SOR SZUMMABILITÁSÁRÓL 
A KONVERGENCIA-KÖRÖN, II. 
ALPÁR L. 
Kivonat 
A cikk azoknak az összefüggéseknek a vizsgálatával foglalkozik, amelyek 
k é t , az egységkörben regulár is függvény fx(z) és f2(z) Taylor-sorai közöt t 
ál lnak fenn, h a f2(z)-1 az fx(z)-bői a köve tkező t ranszformációval nyer jük : 
( i ) ш = к г - C o l 
U - C O A I ' 
ahol 0 < |C0[ < 1 és a megfelelő Tavlor-sorok 
-(2) / i ( z ) = 0 4 z v 
v = 0 
és 
со 
(3) Ш = • 
v=0 
A b e n n ü n k e t fogla lkozta tó kérdés mármos t á l t a l ános a lak jában így 
fogalmazható : IIa i smer jük a (2) sor viselkedését a z — 1 p o n t b a n , 
mit m o n d h a t u n k a (3) sor viselkedéséről a 
я =
 1
 + f o 
l+Co 
pontban, a m e l y a 
4 z J o
 = x 
1 - C o Z 
egyenlet megoldása . Azt v á r n ó k , hogy a ké t sor viselkedése lényeges elté-
rést nem m u t á l . Hiszen /
х
(2)-пек a 2 = 1 p o n t kö rnyeze tében felvet t é r t éke i 
egy „szel íd" deformációtól el tekintve, ny i lván azonosak az f2(z) függvény-
nek a 
2 = 
l + Co 
pont környeze tében fe lve t t értékeivel ; sőt analóg t é n y áll fenn nyi lván az 
fx(z) és /2(2) ér tékeinek viselkedésére b á r m e l y а |г| = 1 kö r kerüle tére eső, 
megfelelő p o n t p á r r a , zx- és 22-re, amelyre ti . 
Z l = A z z A _ 
1 - C 0 z 2 
Tegyük fel most , hogy fx(z) ha tványso ra a 2 = 1 p o n t b a n konvergens , 
akkor ebbő l az következik , hogy lim av = 0, tehál a Riemann-fé le lokali-
váeiós t é t e l r e gondolva, a z t h ihetnők, hogy a 
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sor konvergenciája maga u t á n vonja a 
J-=0 -l + L>ol 
sor konvergenciáját . 
Ezzel szemben TÚRÁN PÁL bebizonyí to t ta [1] a következőket : 
1. Talá lható olyan fx(z) függvény, hogy a (2) sornak a z = 1 pon tban 
való konvergenciája ellenére a (3) sor a 
g = 1 + g о 
1 + C0 
pontban divergens. 
2. Bárhogyan ad juk is meg az fx(z) függvényt a (2) sor z = 1 pontbel i 
Abel-szummálhatóságából mindig következik a (3) sor 
1 + Co 
pontbeli Abel-szummálhatósága. 
Mi viszont bebizonyítot tuk [2] az 1. ál talánosításaként az alábbi tételt : 
3. Bármely к pozit ív egész számhoz található olyan fx(z) függvény, 
hogy a (2) sornak a z = 1 pontban va ló (С, к) szummabili tása ellenére a 
(3) sor nem (С, k) szummábilis a 
2 = i + C o 
1 + Со 
pontban. 
A jelen dolgozatban az ilyen jellegű vizsgálatokat fo ly ta tva a következő 
ellenkező i r á n y ú tételt bizonyítot tuk be : 
4. Legyen к nem-negatív egész szám. Ha az fx(z) függvény (2) Taylor-
sora (С, к) szummábilis a z = 1 pontban, akkor az f2(z) függvény (3 ) Taylor-
sora (С, к + 1 ) szummábilis a 
2 = 1 + 1 ° 
1 + C o 
pontban és a két sor szummája egyenlő. 
На к = 0, akkor ebből a következő speciális esetet nyer jük : 
5. Ha az fx(z) függvény (2) Taylor-sora konvergens a 2 = 1 pontban, 
akkor az f2{z) függvény (3 ) Taylor-sora (С, 1 ) szummábilis a 
2 = 1 + 1 
1 + Со 
pontban és a két sor szummája egyenlő. 
A bizonyí tás menete a következő : Je len t se а(„к) а 
oo 
2 av 
J > = 0 
2 A Matematikai Ku ta tó Intézet Közleményei III./3—4. 
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sor, /J® pedig a 
2 b ^ г • i 
v=o i — So 
sor «-edik (c,k) közepét. Bebizonyít juk, hogy az ajf* és ßlk+l) számok) 
közöt t a következő alakú kapcsolat áll fenn 
(4) ft*+x>=Í>W(í0)aW , 
v=0 
ahol УпрЦСо) az f ß z ) speciális a lakjá tól függet len, és csak n-től , v-től, / - tó i és 
f0- tól függő mennyiség. A (4) összefüggés szummációs el járást definiál, amely-
nek [^ (Co) ] mátrixáról megmuta t juk , hogy az kielégíti a permanencia 
Toeplitz—Scliur-féle feltételeit , amiből m á r következik, hogy ha lim a ( k > 
létezik, akkor létezik lim is, és a ké t határérték egyenlő. 
З А М Е Ч А Н И Е О СУММИРУЕМОСТИ Р Я Д А TAYLOR-A 
НА ОКРУЖНОСТИ СХОДИМОСТИ, II. 
L. A L P Ä R 
Резюме 
Статья изучает зависимость между рядами Taylor-a регулярных в 
единичном круге функций fßz), и /
а
(г), если f2(z) получается из fßz) с помо-
щью следующего преобразования : 
' г — со 
1 - Со*. 
где 0 < |С0| < 1. а соответствующие ряды Taylor-a суть 
(1) Ш = /х 
(2) Ш ) = 2 avz» 
v=o 
и 
(3) ш = 2 M i o ) . 
v=0 
Интересующий нас вопрос в общем виде может быть сформулирован 
т а к : если известно поведение ряда (2) в точке z = 1, что можно сказать о 
поведении ряда (3) в точке 
1 _L Л 
1 + Í O 
являющейся решением уравнения 
у 
1 ? 2 — s0 
I -С0г 
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Можно ожидать, что между поведением двух рядов не будет существенной 
разницы. Не обращая внимания на некоторую слабую деформацию — 
значения функции fßz) в окружении точки г = 1 очевидно совпадают с 
значениями функции f2(z) в окружении точки 
2 = 1 ± С о 
1 + С о 
и очевидно аналогичный факт имеет место в поведении значений функций 
Д(г) и f2(z) для любой пары соответствующих точек z1 и z2 т. е. для которых 
1 - С , / 9! 
лежащих на окружности круга \z\ — 1. Предположим теперь, что степенный 
ряд функции fßz) сходится в точке 2 = 1, то из этого следует, что lim av = О, 
v-
и думая на «локализационную теорему Римана» можно ожидать что из схо-
димости ряда 
у a v 
следует сходимость ряда 
V = 0 
Но Р. TÚRÁN доказал в [1] следующее: 
1. Существует такая функция fßz), что несмотря на сходимость ряда 
(2) в точке 2 = 1 ряд (3) расходится в точке 
2 ü l 0  
1 + Со 
2. Как бы не задать функцию fßz), из суммируемости по Abel-ю ряда 
(2) в точке 2 = 1 всегда следует суммируемость по Abel-ю ряда (3) в точке 
2 1 + С° 
1 
О 
В работе [2] мы доказали, как обобщение теоремы 1., следующую 
теорему : 
3. Для всех положительных целых чисел 1с существует такая функци 
/x(z), что несмотря на (С, 1с) суммируемость ряда (2) в точке 2 = 1 , ряд (3) 
не (С,1с) суммируем в точке 
2 = 1 + 
1 + Со ' 
В настоящей работе продолжая исследования такого рода доказывается 
следующая теорема противоположного рода : 
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4 . Пусть к неотрицательное целое число. Если ряд Taylor-a ( 2 ) функ-
ции fx(z) (С,к) суммируем в точке z — \ , то ряд Taylor-a (3) функции /2(г) 
(С,k + 1) суммируем в точке 
и суммы этих рядов совпадают. 
Если к = 0, то отсюда получается следующий специальный случай : 
5. Если ряд Taylor-a ( 2 ) функции fx(z) сходится в точке z — 1, то ряд 
Taylor-a (3) функции f2(z) ( 0 , 1 ) суммируем в точке 
и суммы этих рядов совпадают. 
Идея доказательства такова : Пусть а.(к> и ß ^ обозначает n-ые сред-
ние (С, к) рядов 
соответственно. Доказывается, что между a|f> и имеет место соотно-
шение вида 
где 7nv(C0) не зависит от fx(z), а лишь от n, v, к и С0- Соотношение (4) опреде-
ляет некоторый сумматорный процесс, о матрице [y(,k)(C0)] которого доказы-
вается, что она удовлетворяет условию перманентности Товрытг-а и 
ScHUR-a, что означает, что если lim a j f ' существует то и lim ß(k+1) сущест-
вует и эти пределы совпадают. 
z = 
l + Co 
и 
ON SINGULAR R A D I I OF P O W E R S E R I E S 
by 
P A U L E R D Ő S a n d A L F R É D R É N Y I 
Let denote the class of analytic funct ions 
00 
( la) f(z) = 2 anz" 
/ 1 = 0 
which are regular and unbounded in \z\ < 1. According t o D. GAIER a n d 
W . MEYER—KÖNIG [1] we call t he radius Rv def ined by z = rei(p, 0 < r < 1 
singular f o r f(z), if f(z) is u n b o u n d e d in a n y s e c t o r \z\ < 1, cp — e < a r g 2 < 
< cp + e with £ > 0. A radius which is not singular for f(z) is called regular 
for f{z). In [1] it has been shown tha t i f / (2) belongs to the class (R.u and t h e 
power series of /(2) has LLADAMARD-gaps, i. e. 
CO 
( l b ) f(z) = 2ckzn" 
k=0 
with 
(2a) r ^ ± l > q > l ( 4 = 0 , 1 , . . . ) 
t hen every radius is singular fo r / (2 ) . Clearly for every /(2) Ç there is a t 
least one singular radius. It is easy to see t h a t if we suppose only that t h e 
power series ( lb) has FABRY-gaps, i. e. if i n s t e a d of (2a) we suppose on ly 
(2b) lim — 2 1 = 0 , 
x ~ » + 00 X Пк<х 
then i t is possible t h a t there is only one s ingular radius for /(2). A simple 
example is furnished by 
» к
г
— 1 
(За) Ш = 
Л= 1 л j=О 
where Nk+1 ^ Nk + 42 ( 4 = 1 , 2 , . . . ) . Clearly /,(z) is regular in \z\ < 1 
a n d if x is real, we have 
lim fy(x) = + 0 0 
x - 1 - 0 
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thus fx(z) belongs to the class and R0 is a singular radius for fx(z). On 
the other h a n d we have by (3a) 
л
2 
( 3 b ) \fx(z)I ^ f o r 2 < 1 ; 
3 1 — z\ 
thus every radius R4 w i t h 0 < cp < 2л is regular for fx(z). 
I t is also clear f rom th i s example t h a t to ensure t h a t every radius should 
be singular for f(z) it is not sufficient t o prescribe t he ra le in which t h e ratio 
X
 nk<X 
tends to 0 for As a matter of fac t , for fx(z) def ined by (3a) we have 
1
 1 * -
Ж nk<x Ks 
where s is def ined by t h e inequality Ns ^ x < Ns+1 a n d thus we can choose 
the sequence Ns so t h a t 
1
, у 1 < e(x) 
x
 nk<x 
holds, where e(x) (x = 1, 2, . . . ) is a sequence of posi t ive numbers, tending 
to 0 a rb i t r a ry rapidly. 
P. ERDŐS [2] h a s s h o w n — a n s w e r i n g a q u e s t i o n of GAIER a n d MEYER— 
KÖNIG — t h a t to ensure that every radius should be singular for f(z), it is 
not even sufficient to suppose that t h e exponents nk of the lacunary power 
series ( lb) of f(z)£<satisfy the condit ion 
(2c) lim (nk+ j — nk) = + со . 
k~* 00 
The question arises, for which sequences nk does there exist a function 
f(z) belonging to the class and hav ing the power series expansion (lb), 
which has only one singular radius? Clearly it is impossible to give a criterion, 
which depends only on t he rate of g r o w t h of the sequence nk, because the 
number-theoret ical proper t ies of the sequence nk come in. As a ma t t e r of 
fact let t h e sequence nk satisfy the following condi t ion : 
D ) for every m (m = 1 , 2 , . . . ) there exists an integer km such that for 
к iï km nk is divisible by 2m. 
In th i s case if R v is a singular rad ius for f(z) Ihen R w h e r e cp' <p -f 
-f 2л1\2т is also singular for any pa i r of positive integers I a n d m ; as a 
mat ter of fact , if 2;- ( / = 1 , 2 , . . .) is a sequence of complex numbers with 
\Zj\ < 1, cp -— e < arg Zj < <p + e a n d 
lim |/(2;)! = + 
then p u t t i n g cp' = cp -j- 2л1/2т and z) = Zj exp (2лi l/2m) we have cp' — e < 
arg z) < cp' + e and a s the series for f(z'j) d i f f e r s from t h a t for f ( z j ) 
only in a f in i te n u m b e r of terms, we have also 
lim |/(2})I = + - , 
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As the set of va lues of q> for which Rç is singular for f(z) is clearly closed 
(see [1]), i t follows t h a t every rad ius Rv is s ingular for f(z). N o w 
the divisibi l i ty condition D) implies (2c), b u t (except fo r this) is compa-
tible wi th every possible o rde r of g rowth of nk ; by o t h e r words if cok is 
a n increasing sequence of posit ive in tegers , tending arbi t rar i ly slowly 
to + t h e n t h e r e exists a sequence nk of integers hav ing the p r o p e r t y D) 
a n d sa t i s fy ing t h e condition nk+ \ — n k < cok. Thus our quest ion has t o be 
modif ied to some exten t . W e ask for which sequences nk does there e x i s t 
a sequence n'k such tha t 0 g n'k — nk < cok where mk is a sequence t e n d i n g 
a rb i t r a r i l y slowly to + a n d a func t ion 
CO 
(lc) f(z) = 2 ckz»i 
ft=0 
belonging t o t h e class ößu, which has R0 a s i t s only singular radius? We shal l 
prove, by us ing s t anda rd m e t h o d s of p robab i l i t y theory, t h a t if nk sa t i s t ies 
t he condit ion 
l 
( 2 d ) l i m i n f (nk—riß k~i = 1 (ft-7)— 
t h e n there ex i s t s always such a funct ion. 
Thus we p rove the following 
T h e o r e m 1 . Let nk be an increasing sequence of natural numbers, satis-
fying the condition ( 2 d ) . Then for any sequence cok of natural numbers for which 
lim wk = + 
k—+ °° 
there exists a sequence n'k of natural numbers such that 0 ^ n'k — nk < cok 
and an analytic function f(z), which is regular in the unit circle has the 
power seriesb ( l c ) , is unbounded in |z < 1 , but is bounded in the domain 
|z| < 1, |arg z\ > e for any e > 0. 
Our proof of the above Theorem is n o t const ruct ive ; we prove on ly 
by using probabi l is t ic methods , the ex i s tence of a sui table function f{z), 
b u t can no t g ive it explicitely. 
The condi t ion (2d) p lays a role in o t h e r problems of a similar k i n d 
too ; e. g. P . ERDŐS has p roved [3] t ha t if (2d) is sat isf ied, there ex i s t s a 
power series ( lb ) which converges uni formly bu t not absolute ly for \z\ = 1. 
Proof of theorem 1. We shall need t h e following 
L e m m a . 2 ) Let mx < m2 < . . . < md be natural numbers, vlt v2, . . ., vd 
independent random variables, each of which takes on the values 0 , 1, . . . , s — 1 
with the same probability 1 fs. Let z be a complex number such that z! g, 1 and 
2 s | l — z\ ^ 1. Let us consider the random variable 
d 
( 4 a ) Z = 2 z m i + V i • 
i= 1 
U /(г) can be choscn so t h a t i ts power series has nonnegative coefficients. 
2) A similar lemma lias been used in a previous paper [4] of the authors of t h e 
present paper. 
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Then we have8> 
(5) p
 J 1^ 1 * 1 
«Il — «II 
<; 4e 32s» 
Proof of the Lemma. L e t us p u t z = r ei(f a n d deno te by С resp . S 
t he real resp. imaginary p a r t of Z, i.e. we put 
(4b) 
a n d 
(4c) 
As 
we have ev iden t ly 
G = rm'+vi • c o s ( m . -j- v.) cp 
7=1 
S = rmt+v> • s i n (nij + Vj) (p 
7=1 
\Z\ < Y2 m a x ( | 0 | , | 5 | ) 
(6) • i\zi > ^р{\С\> + P i\S\ > 1 Щ 
Now let us calculate (ho m e a n value of e,c where we shal l choose t h e value 
of the real n u m b e r t l a te r . W e have 
a 
M {e' c} = j [ J M /е«-"1'4 vico^mj+vi)<p\ 
7 = 1 
= / / 2 1 2 r N ( m ' f ' ' cosn(mj+h)<p j= 1 Vn=O N ! U л=о 
As 
and 
s - l s — 1 
— 2 rm,+ h c o s ( m j + h)cp ^ - 2 zmi+h 
л=о 
I s - l 
« ft = 0 
I S k—0 
we have f o r 0 < |i| < 1 /2 
!
 rN(.mj+h) cosN(m. + h)cp ^ 1 
1 — z| 
{n=2,3,... ) 
Evident ly 
M {e,c} < 2 t 
s i — z\ 
{ в |1 — z\ j \ ~ в | 1 — «|J \ 
2 Y 2 d I 
3) Here and in what follows P {. . . } denotes the probability of the event in the 
brackets and M {£} the mean value of the random variable 
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fu r the r if t < 0, t h e n 
( ól/ő"d \ 
(8a) P b * M{e ' c }e « l ' - l 
I S | l - 2 | j 
and 
i 2 \í2d \ - 2v*td (8b) P C g - ^ - U M H e 
I — «II 
By choosing in (7) 
< = — L _ 
•4a 11 — z| 
we obtain, taking in to account t h a t 8^2 — 9 > 2 and t ha t |1 — z|2 ^ 4, 
(9a) P J [ C | 
\ s | l — z | J 
In t he same way i t can be shown tha t 
(9b) p( |S | ^ 2 ! 2 , / l < 2 e 
I s 1 — zjj 
Clearly (6), (9a) a n d (9b) imply (o). Thus our Lemma is proved. 
Le t us choose now a subsequence nkp of t h e sequence nk such that 
kx < k2 < . . . < k p < . . . , 
( 1 0 a ) l i m ( к
г р + 1 — K p ) = + °° 
p - , + 00 
and 
(10b) lim (nktf f l — nklp)k'p+i- k*r = 1 
P - . + 0O 
By (2d) this is possible. As a mat te r of f ac t , if 0 < e < + and 
l 
(nk — v,j)k—i < l + e, t hen either j > [Ue] or j ф [Us] ; in the la t te r case 
we h a v e 
I » I k-j 1 
(nk— nike])k-m ^ \[nk — nj)k-i\k-m ^ (1 + e)1-^ ^ 1 + 3e 
Thus we may suppose tha t there exis ts a sequence of pairs (k, j) such that 
i 
+ oo ; ; -»- + oo, (k — ) • ) - > + oo and (nk — пдк~1 -> 1. Th i s implies 
the existence of a sequence kp hav ing the required properties. 
Clearly we may ra r i fy the sequence kp as m u c h as we w a n t ; thus it 
can be supposed t h a t besides (10a) a n d (10b) the following three condit ions 
are also satisfied : 
1 1 
<10c) (nkip+1 - nk2p)k*pr^k'p < 1 + — p 9 
( l O d ) p* < cok2i 
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and 
( 1 0 e ) k2p+x k2p > 6 4 p 1 0 
Now let us put 
(Ha) dp = / 2 р + 1 — кгр 
and 
(1 l b ) mpj = nk,p+j - nkip 0 = 1 , 2 dp) 
fur ther put 
<Hc) d p = 1 
v 
( l i d ) s p = p* 
a n d 
( l i e ) Np = {mpdp + sp)spô% ( p = l , 2 , . . . ) 
Let us put 
2я ift 
(12a) zph = e N p (h = 0 , 1 N p - 1) 
fur ther 
( 1 2 b ) 2* = I M ^ A ^ (1 - óp) N p 
Р
" I 2 c o s 2 « ô p — zph f o r 0 ^ h<ôpNp a n d (1 — ôp) Np < / < Np 
(clearly in the second case z*h is obtained by reflecting zph on the line 
rßt{z) = c o s 2 n b p ) . 
Evident ly 
(13) z*„ — 1 ^ 1 — cos2«ô p ^ 8Ô2 for h = 1, 2, . . .,Np 
Let us denote by Jkp the contour consisting of the arc 2лbp £ q> gL 2л (1 — ôp) 
of the unit circle z — ei(p and of the arc |<p| < 2л Ôp of t h e circle z = 
= 2 cos 2nôp — ei<p ; c lear ly t h e p o i n t s 2рЛ (A = 1, 2, . . . , Np) d iv ide t h e 
line Л
р
 in to arcs of the length 2n/Np. By our l emma we have, denot ing by vpj 
(j = 1 , 2 , . . . dp) independent r andom variables, each of which takes on 
the values 0, 1, ..., sp — 1 with t he probabil i ty l / s p , 
í V 4 d p \ --dp-
(14) P m a x > z*phmpi+*pi > - — < 4 N p e 324 
L s f t s M pî P I 8 s p o p J 
Now pu t t i ng 
dp 
(15) Qp(z) = 2zmpj+Vpi j'= i 
we have 
(16) \q'p(z)\üdp(mpdp + 8p) for |z | ^ 1 
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and thus for any twro points z, z' of the closed un i t circle 
(17) \QP(Z) - QP(Z')\ ^ dp(mpdp + S p ) \ z - z ' \ . 
Thus we obtain 
( 1 8 ) m a x l Qp(z)\ £ m a x ! У z*„mrt+vpf 
zç.lr ' ish<,Np ! fri 
d„-2n 
+ — 
1 sh<,n„ \ 
and therefore by (14) 
( 1 9 a ) P I m a x j Qp(z)\ ^ I M < 4 Np e" 
\ 2eL sp Op) 
and thus with respect to (10a)—(lie) that for p ^ 64 
( 1 9 b ) P j m a x \ Qp(z) | ^ 1ÉÀ <Sp2e~P' . 
l/eG p2 j 
Thus it follows t h a t 
s p - ° P 
Í 1 d \ (20) 2 P 
P=i DeLp p i 
converges, and therefore, with probabili ty 1, only a finite number of the 
inequalities 
m a x \Qp(z)\ > l b . 
wAp p2 
is satisfied. 
This implies t h a t the values of vpj- can be chosen in such a way that 
(21) max j Qp(z) ] < 
zeU pl 
for all p ф p0. 
Let us put now 
°° 1 
(22) f(z) = — zn*v Qp(z) 
J~i ap 
where the polynomials Qp(z) are chosen in such a way tha t (21) is satisfied 
for all p ^ p0. Clearly f(z) is regular in |z| < 1, a n d also unbounded, as all 
i ts coefficients are nonnegat ive and Qp( l ) = dp. On t he other hand, for any 
cp ф 0 mod 2л and a n y e > 0 with 0 < cp — e < cp ф e < 2л we have for 
all values of p, for which 2лф < cp — e and 2л (1 — 1 /р) > cp -f- e , for 
cp — e ^ arg z ^ cp + £, |z| < 1 (by the maximum principle) 
j-p\Qp{*)\ 
for p ^ p0. But this implies, that f(z) is bounded in t h e sector |z] < 1, cp — e 
arg z 5S cp + £, or, by other words, R0 is the only singular radius of f(z). 
Taking into account t h a t 
vpJ < sp = pi < coklp 
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ev iden t ly f(z) sat isfies all r equ i r emen t s of Theorem 1., which is therewi th 
p roved . 
I t can be shown t h a t t h e condit ion n'k — nk = 0(cok) wi th cok 
t e n d i n g arbi t rar i ly slowly to + 0 0 can not be replaced in T h e o r e m 1. by 
n
'k — nk — О (1). W e prove n a m e l y t h e following result : 
T h e o r e m 2 . Let nk be an increasing sequence of natural numbers, such 
that nk is divisible by 2 m for all к km (m = 1 , 2 , . . . ) . Let 
со 
(23) /(2) = 2 c k z n * + b k 
k= 0 
be regular and unbounded in the unit circle, where the sequence bk of integers 
is bounded. Then every radius R,P is singular with respect to f ( z ) . 
Proof of Theorem 2.4* It suf f ices to show t h a t /(2) can no t be bounded 
in a sector |г| < 1, a < arg 2 < ß. This will be shown by p rov ing tha t if 
/(2) would be b o u n d e d in such a sector , i t would be bounded in t he whole 
u n i t circle. As a m a t t e r of fact , l e t us suppose t h a t /(2) is g iven b y (23) a n d 
t h a t |Ь
Л
| ^ В ( 4 = 1 , 2, . . . ) a n d p u t 
( 2 4 ) / , ( z ) = 2 c k z n t (I j \ £ B ) 
bk =j 
T h e n we may wr i t e 
( 2 3 b ) f ( z ) = 2 z J f , ( z ) 
j - a 
2л i ' 
Let u s consider t h e values z, = e 2"\ where m is a f ixed n a t u r a l number , 
such t h a t 
(25) 2 m > i ^ t i ) 
ß — a 
a n d I t akes on t h e values 0 , 1 , . . . , 2m — 1. P u t t i n g 
( 2 6 ) Fj+B(r, &) = ( 2 ckrn*ein*°\ {re1»)' (— В < j < + B) 
Uäk» 
\ bk=j 
we h a v e for 0 ^ r < 1, 0 ^ ê < 2л and 1 = 0, 1, . . . , 2m — 1 
2 s 
( 2 3 c ) f(rei9Zi) = z f B 2 Fh{r,d)zf + A 
i =0 
where A denotes a t e rm which is bounded in t h e unit circle, t h e bound de-
p e n d i n g only on m . 
As a m a t t e r of fact we h a v e 
(27) Щ 5S 2 Ы = А 
k<km 
4) I t will be seen from the proof tha t the condition ,,nk is divisible by 2"' for al l 
4 > km (m = 1, 2, . . . )" could be replaced by the following more general condition : 
„ there exists a sequence Л
т
 m = 1, 2, . . .) of na tura l numbers, such tha t + 0 0 
and nk is divisible by Лт for к J> lcm (m = 1, 2, . . . ) ." 
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Now by (25) there are a t least 2В + 1 terms of t h e sequence 2, (I = 
— 0, 1, . . . , 2 m — 1) lying on the arc a — & < arg 2 < ß — \z\ = 1. 
Let us deno te these numbers by z^ , z,i+ . .., z, +2в, le t us fix the va lue 
of ê and pu t 
(28a) 
2 в 
v 
7 = 0 
We have by t h e interpolat ion formula of Lagrange 
2 в 
(28b) 
where 
(29) 
QÁr.C)^ 2 QAr,z,l+J) — m 
7=0 Q \ z l l + j ) ( t - z h + j ) 
2 в 
вд = i i (С - z l i + j ) 
7=0 
i \s by supposition there exists a cons tan t К such t h a t \f[z)\ < К f o r 
|2| < 1, a < a rg 2 < /? we have by (23c), (27) and (28a) 
< 3 0 ) \QAr,zu+J)\ й К + А 
T h u s it follows, t h a t for |£| = 1 we have 
(k + a) ( 2 5 + 1) 
( / = 0 , 1 , . . . , 2 5 ) 
(31) \qár, C)| 
sin 
ж 
2 в 
I t follows f rom (23c) for I = 0 tha t 
(32) |/(re»)| < (k + a) ( 2 5 + 1) 
sin 
2 в A-A for O g r < l and 0 ^ ê < 2ж 
As the bound on t he right h a n d side of (32) does not depend on r or i t 
follows tha t f(z) is bounded in the whole u n i t circle, which contradicts o u r 
hypothesis. Thus Theorem 2. is proved. 
It remains an open question, whether condition (2d) is best possible. 
I n other words, t he following problem is st i l l unsolved : 
Let 
CO 
f(z) = 2ckz»* 
k=\ 
he regular and unbounded in Iz\ < 1. Suppose tha t 
l i m i n f ( n k — nj)k~l = q > 1 
I s i t t rue tha t all radii Rr (0 Ak <P < 2я) a r e singular for f(z) ? 
(Received July 1, 1958.) 
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H A T V Á N Y S O R O K S Z I N G U L Á R I S S U G A R A I R Ó L 
E R D Ő S P . és R Ë N Y I A. 
K i v o n a t 
L e g y e n f ( z ) a z e g y s é g k ö r b e n r e g u l á r i s é s n e m k o r l á t o s f ü g g v é n } - . A z = rei,p 
(0 ^ r < 1 ) s u g a r a t , m e l y e t a r ö v i d s é g k e d v é é r t Д р - v e l j e l ö l ü n k , D . GAIER 
é s W . M E Y E R — K Ö N I G n y o m á n ( l á s d [ 1 ] , [ 2 ] ) szingulárisnak n e v e z z ü k , h a 
/ ( 2 ) n e m k o r l á t o s а | г | < 1, 99 — e < a r g 2 < 99 + e k ö r c i k k b e n , a k á r m i l y e n 
k i s p o z i t í v s z á m i s e. A n e m - s z i n g u l á r i s s u g a r a k a t r e g u l á r i s s u g á r n a k n e v e z z ü k . 
A j e l e n d o l g o z a t b a n a k ö v e t k e z ő t é t e l e k e t b i z o n y í t j u k b e : 
1. t é t e l . Legyen. nk természetes számok egy növekvő sorozata, amelyre 
1 
(1) l i m i n f (nk — 7ij)k-i = 1 . 
( k - j H + o о 
Legyen a>k egy tetszőlegesen lassan végtelenhez tartó számsorozat. Akkor létezik 
olyan 
со 
(2) f ( z ) = JLckz"k 
k= 1 
alakú hatványsorral bíró, az egységkörben reguláris és nem korlátos f ( z ) függ-
vény, amelynek csak egyetlen szinguláris sugara van, és amelynek n'k kitevői 
eleget tesznek a 
(3) 0 ^ n'k — nk< wk 
feltételnek. 
A z 1 . t é t e l a d o l g o z a t b a n v a l ó s z í n ű s é g s z á m í t á s i m ó d s z e r r e l v a n b e -
b i z o n y í t v a . 
2 . t é t e l . Legyen Л
т
 (m = 1, 2, ...) egy természetes számokból álló 
tetszőleges növekvő sorozat és nk egy olyan természetes számokból álló sorozat, 
amely azzal a tulajdonsággal bír, hogy az nk sorozat tagjai véges sok kivétellel 
oszthatók Am-mel (m = 1 , 2 , . . . ) . Legyen bk tetszőleges egész számokból álló 
korlátos sorozat. Tegyük fel, hogy 
00 
f ( z ) = ^ckzn"+b" 
1 = 1 
az egységkörben reguláris és nem korlátos függvény. Akkor f(z)-re vonatkozólag 
az egységkör minden sugara szinguláris. 
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О С И Н Г У Л Я Р Н Ы Х Р А Д И У С А Х С Т Е П Е Н Н Ы Х Р Я Д О В 
Р. ERDŐS и A. R Ë N Y I 
Резюме 
Пусть функция f(z) регулярна и неограниченна в единичном круге. 
Радиус z = réf (ü s: г < 1), обозначаемый для краткости через Rv, следуя 
D. GAIER-У И W. MEYER—KÔNIG-Y (см. [1], [2]), называется с и н г у л я р -
ным, если f(z) неограниченна в круговом секторе |г| < 1, <р — e < a r g z < 
< cp -f e при любом положительном е. Несингулярные радиусы называются 
регулярными. В настоящей работе доказываются следующие теоремы : 
Т е о р е м а 1. Пусть п
к
 есть возрастающая последовательность натураль-
ных чисел, для которой 
1 
(1 ) l i m i n f (nk — rijY J = 1 . (fc-У)-.» 
Пусть cok есть как угодно медленно стремящаяся к бесконечности числовая 
последовательность. Тогда существует такая регулярная и неограниченная 
в единичном круге функция f[z), разлагаемая в степенной ряд вида 
со 
(2) f ( z ) = >ckz»í 
k= 1 
которая имеет лишь единственный сингулярный радиус и для которой 
выполненно условие 
(3) 0 £п'
к
 — п
к
 < ы
к
 . 
Теорема 1 доказывается в работе теоретико-вероятностным методом. 
Т е о р е м а 2. Пусть Л
т
(т= 1, 2 , . . . ) любая возрастающая последова-
тельность натуральных чисел, а п
к
 последовтельность натуральных чисел, 
за исклучением конечного числа делящихся на Л
т
 (т = 1 , 2 , . . . ) . Пусть bk  
любая ограниченная последовательность целых чисел. Предположим, что 
функция 
со 
f(z) = 2 ( 'kz n k"b t 
k= 1 
регулярна и неограниченна в единичном круге. Тогда относительно f ( z ) вся-
кий радиус единичного круга сингулярен. 

ON THE COMBINATION OF INDEPENDENT TESTS 
by 
T A M Á S L I P T Á K 
Introduction 
In scientific research there are two types of statistical hypotheses. I n 
t he first it is desired to prove a systematic effect in presence of random 
errors and for this purpose a "nul l -hypothesis" is being t aken in order t o 
disprove it on ground of observations ; having at ta ined it the result is called 
"signif icant". In the second t y p e it is desired to prove a statistical law by the 
" f i t t i ng" of observations. According to this there are significance tests and 
tes ts of goodness of fit . In the theory of testing statistical hypotheses 
bo th kinds of tes ts are examined the same way. For this purpose the roles 
of al ternative hypotheses are changed. In the following the terminology of 
significance tes ts is going to be used. 
In the Neyman—Pearson theory the tests serving to decide between 
accepting or reject ing the null-hypothesis are characterized b y their critical 
set : the null-hypothesis is rejected if the sample observed belongs to this set. 
The level of a t e s t is the probabil i ty of the critical set (if the nullhypothesis 
is simple) or i ts upper bound ( i f i t is composite). 
The choice of the level of tes ts is determined by practical considerations : 
th i s is one of t he reasons why in practice families of tests are used containing 
a tes t for each level of significance between 0 and 1 characterized by the 
following p rope r ty : a sample being significant on a level a. is also significant 
on any level a ' > a . The level of significance is of ten not determined beforehand, 
ins tead of this t he minimal level is calculated for which the actual result is still 
significant. This "moving level" is being used for measuring the significancy of 
results. This pract ice is supposed to be originating f rom the early, "preclassical" 
per iod of the theory of test ing statistical hypotheses, at which peried the 
„devia t ion" of the results f rom the null-hypothesis was measured by the actual 
value of a sui tably chosen statistic. 
In any case i t is obvious t h a t the conscious use of this practice cannot 
l ead to any mistake, it being the same whether the actual value of the statistic 
is compared to a fixed critical value ("method of fixed level") or whether 
t he moving level is compared to a fixed level („method of moving level"). 
I n the first method this comparison leads only to a s ta tement of significancy 
or insignificancy, whereas in the second one by noting the actual value of 
t h e moving level we obtain some information which can he used in combining 
more tests. This is just Ihe subject of this paper . 
The following may he mentioned as an example. Significance tests were 
carried out in th ree experiments for the same problem. On the usual 5 % 
level of significance the results proved insignificant in every case. From this 
result no fur ther statistical inference can be derived. If it is known, however, 
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tha t the moving levels in each of the th ree cases were between 5 % and 30%, 
it may be s ta ted — supposing the independence of the experiments — t h a t 
the combined results of t h e three experiments are significant on a 5 % level. 
The pape r deals wi th the suitable combination of moving levels origina-
ting from stochastically independent t es t s (resp. statistics). The corresponding 
null-hypotheses are in t h e following connection with each other : either the 
null-hypothesis is t rue in each case, or some al ternat ive in all of them. 
The connection of null-hypotheses satisfies the above assumptions e. g. 
in the cases below : 
a) t h e case of observations of different sizes about the same null-
hypothesis ; 
b) t he case of observations made about the same null-hypothesis biased 
by unknown nuisance parameters ( test ing of normal i ty etc.) ; 
c) t h e case of moving levels originating f rom stochastically independent 
statistics. 
This combination problem has no t been, in such a generality, dealt 
with in t h e literature. The problem of combination of independent tests is 
treated f i r s t in R. A . F I S H E R ' S Statistical Methods for Research Workers 
(see [3], § 21.1). The problem is dealt with — though not stated — in case 
of simple hypotheses a n d of statistics with continous distribution. The 
theoretical aspects of t h e problem are not t reated here, only a formula for the 
combination is given. This "omnibus t e s t " may be reduced to the product 
(or, equivalently, to t h e geometrical mean) of the levels. The necessary t rans-
formation is based on t h e %2-table. K . P E A R S O N arr ived to the same results, 
independently of F I S H E R , but in another form [14]. I t was E. S . P E A R S O N who 
first investigated the efficiency of t he above omnibus test, but he did so 
under t h e same simple null-hypothesis and sample sizes [12]. The case of tes ts 
based on statistics wi th discrete distr ibution is t r ea ted in many papers (e. g. 
[8], [13], [17]) I. J . G O O D generalizes the "omnibus t es t " by introducing 
different weights of efficiency for the various tests. The transformation neces-
sary to t h e application of this test is much more complicated than the original 
t ransformation and i t is not tabulated. 
I n § 1 of this pape r the problem of moving levels is t reated quite generally. 
The moving level is proved to be a random variable having a distr ibution 
function which is equal t o or less t h a n the uniform distribution funct ion U 
over t he interval [0,1] if the null-hypothesis is t rue , and, in the unbiased 
case, i t is equal to or grea ter than U if the al ternat ive hypothesis is t rue . 
In § 2 the class of available combinations is narrowed down by three 
rational postulates. I t is possible to weight the various tests according to the 
possibly informations relating to the i r efficiency. 
I t is proved t h a t t he class M of combinations satisfying the mentioned 
postulates are the combinations generated by the weighted means of the 
levels. The average funct ion applied here may be a n y continuous and strictly 
increasing function def ined in the closed interval [0,1]. Here the results of 
NAGUMO — K O L M O G O R O V — D E F I N E T T I for characterization of mean values 
are available (see e. g. [7], pp. 158—163). The class M of available combinations 
is enlarged to the class M * of all combinations based on weighted means of 
levels wi th average funct ion being continuous only in the open interval (0,1). 
I n § 3 two theorems are proved : 1. Every element of M * is admissible, 
i. e. a combination problem can be given for every average function and for every 
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system of weights in which the combination generated by the weighted mean 
of levels based on this function ancl this system is the optimal solution of the 
problem. 2. Every element of M* as a test is unbiased if the levels are origin-
a ted f rom unbiased tests. 
In § 4 it is proved t h a t the postulate of monotony occurring in § 2 
is no t too restrictive ; namely every Bayes solution of the combination 
problem for a wide class of "good" tests has this proper ty . 
§ 5 is devoted to prove F I S H E R ' S "omnibus t e s t " to be the likelihood 
rat io test of the combination problem for a class of tests being essentially 
the same as above. 
Finally, in § 6 the combination generated by the inverse of the normal 
distr ibution funct ion is suggested instead of F I S H E R ' S "omnibus tes t" . This 
combination is optimal for a large class of tests for one-sided hypotheses. 
In addition, its application needs less numerical work and simpler tallies than 
t h e "omnibus t e s t " either in original form and even less numerical work and 
simpler tables in case of its weighted form introduced by GOOD. 
§ 1 The Problem of Combination of Moving Levels 
In this § the definitions which may be needed later on are given. 
Then the combination problem will be formulated as a problem of hypothesis 
tes t ing. 
À hypothesis concerning the distribution of a random variable may bo 
t e s ted by observing this variable. The result of observing the variable in any 
well-defined way is called a sample, the set of possible samples is the sample 
space. To the possible distributions of the random variable there corresponds 
a set of probabil i ty measures defined on the sample space, while a statistical 
hypothesis determines a subset of the set of possible probabil i ty measures. 
Let X be the sample space ando^thecr-algebra of its measurable subsets. 
The above probabili ty measures defined on the measurable space (X,d), 
i. e. the possible distributions of the sample x £ X, are indexed by an index 
space И. Thus the set of possible distributions of the sample is the system 
7 ) a ={P0 • 0 £ D}. The measures P0 are assumed to be different, i. e. for every 
pair 6X £ Q, 02 £ Q, вхфдч a set A £ d is supposed to exist for which 
Р
в1(А)фРв,(А). 
The statistical hypothesis H0 (or the "null-hypothesis") determines 
a subset of ф
а
 or — being the same — tha t of Q, and H0 is the hypothesis 
supposing tha t the , , t rue" distribution of the sample is such t h a t the index 
belongs to this subset. Let Q0 be the above subset o î Q and, consequently, 
let ф
а
 = {P() : 0 Ç _Q0} be the distributions of the sample consistent with the 
null-hypothesis. I t is assumed t h a t Q0 ф 0 and Qx = Û — Q0 ф 0. The set of 
distr ibutions consistent with the alternative hypothesis is clearly ф
а
 = 
H0 is called a simple hypothesis if фQa (or Q0) consists of a single 
element. Otherwise, H0 is a composite hypothesis. 
A rule by the application of which the acceptance or rejection of H0 
is decided according to the result of sampling is called a criterionP Every 
4 C o n t r a r y t o t h e u s u a l t e r m i n o l o g y , t h e word test is r e s e r v e d f o r a concep t t o 
bo i n t r o d u c e d l a te r . 
3 * 
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criterion may be characterized by its critical set i. e. by the set of all samples 
to which the rejection of H0 is ordered by the rule. In other words the critical 
set is the set of significant samples. Only rules having measurable critical 
sets will be called criteria. 
In principle, any measurable set may be chosen as the critical set of 
a criterion. The problem of the theory of statistical hypothesis is to choose 
a set the use of which relatively seldom leads to false decisions. False decisions 
can occur with all criteria. An error of the first kind is committed if the null-
hypothesis gets rejected in spite of it being true ; an error of the second kind 
is arr ived at if the null-hypothesis is accepted in spite of it being false. 
С being the critical set, these two errors might occur in the following way: 
if 6* is the " t rue" index, i. e. the " rea l " distribution of the sample is Pe> £ ф а , 
(1.1) в*£й0 and x£C 
(error of the first kind) ; 
(1.2) e * £ Q x and x£X-C 
(error of the second kind). 
Thus it follows from the relation Р
в
(Х — C) = l — Pe(C) tha t a criterion 
is t he better, the smaller is the value of the power function 
(1.3) р(в) = Р
в
(С) 
in t he case of 0 £ l?0 and the larger it is if в £ I3V The probability of committing 
the error of the f irst kind is namely p(d*) (0*£i?o) and tha t of the error of the 
second type 1 - p(0*) (в*£й
х
) . 
In case of a simple null-hypothesis the probability of committing an error 
of the first kind is called the size of the criterion. This definition may be 
immediately transferred to composite null-hypotheses in the case of cri-
ter ia having critical set С for which 
(1.4) Pe(G) = a e $ Q 0 
holds. The probability of committing an error of the first kind is determined 
b y the null-hypothesis in this case too. The size of such similar criteria is 
« given in (1.4). In general case the least upper bound of these probabi-
lities, i. e. 
(1.5) a = sup p(0) = sup Pe{C) 
6сЯ„ Cefl0 
i s called the size of the criterion. To a criterion having a size a at most, 
(1.6) p(0) — Pe(C) ^ a for Q(fQ0 
holds. 
I t is reasonable to require a criterion to reject the null-hypotliesis more 
o f t e n when it is false than to do so when it is true. In terms of the power 
funct ion, it is required for every pair 0
О
£Й
О
, 0X £Qx tha t 
(1.7) P(6o) ^ P(0i) 
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should be t rue . If a denotes the size of the cr i ter ion, (1.7) is equiva len t to 
(1.8) }>( f l )ka for 0 £ ß o . 
Those criteria which fullfill the above requ i rements are called unbiased 
criteria. 
A family of cr i ter ia is called a test if 
1? for every level a (0 a < 1) there belongs a criterion h a v i n g the 
size a a t most ; 
2? a sample being significant on a level cq is also significant on any 
level a 2 > cq ; 
3? the set of samples being significant on a n a rb i t ra ry level a ' < a 
is identical with the set of samples being significant on the level a . 
Denot ing the critical set of t he criterion, corresponding to t h e level 
a . b y CA, the above condit ions are equivalent to t h e following : 
1? for every level a (0 ^ a ^ 1) 
(1.9) PE{CA)<OI f o r 0 £ . Q O ; 
2? for every pai r of levels 0 ^ cq < a 2 ^ 1 , 
(1 .10) CAI CC„2 
holds 
3? for every level a (0 ^ a ^ 1 ) 
(1.11) U Ca' = Ca 
a'<a 
A test is called continuous if for every level a (0 ^ a ^ 1) the cri terion 
hav ing CA as its critical set, is exac t ly of size a , i. e. ins tead of (1.9) 
(1.12) sup P e(C a) = « 
tei\ 
holds for 0 ^ . a ^ 1. 
The notiohs def ined earlier for cri teria may easily be extended t o cover 
tes t s as well. Thus a f ami ly of criteria is called a similar test or unbiased test, 
respectively, if it satisfies the conditions 1? — 3? and e v e r y one of i ts cri teria 
is similar or unbiased, respectively. 
The real valued measurable func t ions T(x) def ined on the sample space, 
a re called statistics. The dis t r ibut ion funct ion of t he s ta t i s t ic — in t h e case 
of P e — is the funct ion 
(1.13) F0(t) = Р0({х : T(x) < i}) . 
Tests can be der ived f r o m any s ta t is t ic T(x) e. g. in t h e following m a n n e r : 
the sample x is called signif icant on t h e level a if 
(1.14) T(x)<ta. 
The cons tants ta (0 ^ a ^ 1) mus t be so selected t h a t the system of t he 
corresponding critical sets 
(1.15) CI = {x : T(x) < ta} O ^ a ^ l 
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should satisfy t he conditions 1?—3? . For this purpose the upper envelope 
func t ion 
Í 1.16) F(t) = sup F„(t) = sup PMx : T(x) < ft) 
0eű„ 0eß„ 
of t h e distribution functions of Fe(t) according to the null-hypothesis and its 
generalised inverse,2* the funct ion F<--0(a) should be formed. 
T h e n the value of ta may be def ined by the following relation : 
( 1 . 1 7 ) ta = F(~ 0(a) O ^ a ^ l . 
I t can be easily seen, that the fami ly of criteria of the form (1.15) obtained 
in such a manner really forms a tes t . 
1. ábra 
Supposing t h a t g is a s t r ic t ly increasing and continuous funct ion defined 
o v e r the range of T, then t h e statistic QT defined by the relation 
(1.18)
 QT(x) = g{T{x)) 
generates the same test as T. I n other words : considering as equivalent the 
statistics tha t m a y be obtained b y strictly increasing and continuous t rans-
formation from one another, t o every equivalence class of statistics there corres-
ponds uniquely a test which is called the test generated by this equivalence class 
of statistics. 
The converse of this fac t is also t rue : to every test there corresponds 
uniquely an equivalence class of statistics any element of which generates this test 
in the form of (1.15). 
To demonstra te also the converse of the theorem, let us define the fol-
lowing statistic for the critical sets Ca occurring in the conditions 1?—3? : 
(1.19) L{x) = inf {a : x£ Ca} x £ X . 
2) The generalised inverse f u n c t i o n F^-l)
 Qf t } l e funct ion F m a y be determined 
e
. g. in the fol lowing way : F(~')(a) = 0 for a <, 0 ; F(~'*(«) = 1 for a > 1 a n d 
F(-'\a) = >nf (t : F(t)>a) f o r 0 < « < 1 . 
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L{x) is the „smallest" level a t which the sample is still significant. This statistic 
is called the moving level of t he test having t h e sets {Ca} as critical sets. I t is 
clear that the tes t generated b y this statistic is identical wi th the original 
t e s t i. e. 
(1.20) GY = Ga 0 ^ a < 1 , 
(cf. e. g. [11], p. 80). This proves the converse of our assertion. 
I t should be observed here tha t in the relation (1.15) the signs ^ , > 
or + may figure instead of < as well, whereby everything t h a t has been s ta ted 
above so far would remain valid with suitable modifications. The tests used 
in practice are derived from statistics by the employment of the sign i i in 
(1.14) (i-test, r a t e s t etc.). 
Let us now proceed to t he distribution of the moving level L defined 
b y the relation (1.19). Let Fe(t) denote t he distribution function of L(x) 
in the case of Pe. I t follows f rom the definition of L(x), tha t for every O^Q the 
distribution funct ion Fg(t) is defined in the interval [0,1], i. e. 
(1.21) F„{ 0) = 0 and F<,(1 + 0) = 1 . 
Furthermore, let U denote the uniform distribution function over the interval 
[0,1], i. e. pu t 
0 for t ^ 0 
(1 .22) U(t) = t for 0 ^ t < 1 
1 for t > 1 . 
Then the following theorem is t rue : if the null-hypothesis is true the dist-
ribution function of the moving level of any test, is everywhere at most as 
large as the uniform distribution function over the interval [0,1], i. e. 
(1 .23) FeXt)^U{t) fo r в0£й0 , 0 üt 
Furthermore: the distribution function of the moving level of any unbiased test, 
in the case of any possible distribution consistent with the null-hypothesis is 
everywhere at most as large as the distribution function of it in the case of any 
possible distribution consistent with the alternative hypothesis, i. e. 
(1-24) Fe.(t) < ВД 
whenever 60£i20 and OïÇiQi. 
Both s ta tements follow directly from the definition of tes ts and unbiased 
tes ts , respectively. 
If the test is continuous and either t h e null-hypothesis is simple 
or the test is similar, equality holds identically in the relation (1.23). In other 
words : in this case the moving level is uniformly distributed over the interval 
[0 ,1] assuming the null-hypothesis to be true. 
In the case of unbiased tests it is easy to give an intuitive interpretation 
of the inequalities (1.23)—(1.24). For this purpose let us define a partial 
ordering in the set Cf, of all distribution functions F defined on the interval 
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[ОД] in the following way : for two elements Fx, F2 of Cf. the relation 
Fx < F2 should mean the following : 
(1.25) Fx(t) ^ F2(t) for all 0 ^ t ^ 1 
and 
( 1 . 2 6 ) Fx(t0) > F2(t0) 
for some 0 ^ t0 < 1. Wi thout the latter, t h e fulfillment of (1.25) is indicated as 
follows : Fx A F2. The sense of the "di rect ion" of ordering is shown b y the 
following f ac t : in case of Fx A F2, two random variables, and | 2 , c a n be 
given in such a way t h a t t he distribution function of is Fx, the distr ibution 
function of f 2 i s F2 with probabi l i ty 1 
(1-27) í x Í 2 
holds and in case of Fx < F., the event < | 2 has a positive probabil i ty . 
Turn ing to the problem of the moving level of unbiased tes ts , the 
relations (1.23)—(1-24) can be rewri t ten in the following way : if t h e null-
hypothesis is t rue i. e. for 0o£l2o, t he relation 
( 1 . 2 8 ) FSq > U 
holds, while for every pa i r 0o £ Ü0, d 1 ß Q 1 the relation 
(1.29) F% > Fdl 
holds. Intui t ively, this means that in case of the null-hypothesis a higher 
moving level may always be expected than in case of the al ternat ive 
hypothesis. Thus we are get t ing back to the intuitively evident f ac t t h a t the 
smallness of the moving level indicates the acceptance rather than t he alter-
nat ive hypothesis. 
The subject of the present paper is the following : A set of experiments 
is given in which the statistical hypotheses are in t he following connection 
with each other : either t he null-hypothesis is true in each experiment or the 
al ternat ive one is valid in each case.3* Each experiment is evaluated b y a test 
i. e. a statist ic is selected and the ac tual value of its moving level is obtained. 
I t is supposed tha t these statistics — hence their moving levels as well — are 
independent random variables in each cases.4 ' Considering the joint t r u t h of 
these null-hypothesis as a new null-hypothesis it is desiderable to evaluate 
this new problem by an "overal l" tes t , in other words : to combine t h e inde-
pendent moving levels t o one single moving level. This is called t h e combi-
nation problem. 
3) E x a m p l e s a)—c) f o r s u c h se t s of e x p e r i m e n t s h a v e b e e n given i n t h e In t ro-
duc t i on . 
4) T h i s will cert a i n l y b e t h e case if t h e e x p e r i m e n t s a r e i n d e p e n d e n t of e a c h other . 
I t m a y h a p p e n , however , t h a t , t o e v a l u a t e t h e s a m e e x p e r i m e n t , t w o d i f f e r e n t t e s t s have 
been e m p l o y e d a n d t h e s t a t i s t i c s g e n e r a t i n g t h e m a re s t o c h a s t i c a l l y i n d e p e n d e n t of 
each o t h e r i n case of e a c h poss ib le d i s t r i b u t i o n . The m o v i n g levels of t h e s e t e s t s m a y 
be t r e a t e d a s d i f fe ren t l eve l s f o r c o m b i n a t i o n . 
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Let 0X, 0 2 , . . . ., 0 r denote the index sets in the experiments, and let 
(1.30) 0 , = 0 i o и в а (0,0 n 0 ц = 0 ) 
be the decompositions of the index sets into the subset of the indices according 
to the null-hypothesis and t h a t of indices according to the alternative one. 
Because of the supposed connection of the null-hypotheses, e i ther one of t he 
indices (01O, 02o, . . ., 0rO) (0,o, £ 0 , o , i = 1, 2, . . ., r) or one of the indices 
(0U, 021, . . . , 0 r l) (0ц £ 0 (1 ,i — 1 , 2 , . . . , r) is t rue in the set of experiments. 
Let the r-dimensional distribution functions 
r 
(1-33) K(tvt2, ...,tr) = I I F M 
;= l 
be constructed f rom the distribution functions Fifii of the moving levels Lt 
according to the index 0, £ 0 , , b u t only for t h e indices 0 = (0X, 02, . . ., 0r) 
drawn from one of the direct product sets 01O x 02O x . . . x 0rO and 
0 j j x 0 2 1 x . . . x 0 r l . The distribution functions which can be obtained in 
this way will be indexed by a set Q . Let 
(1.34) Q = Q0[).Q1 ( Й о П й х = 0 ) 
be the decomposition of 0 i n t o the subsets according to the di rect sets above. 
Then the combination problem is equivalent to the following hypothesis testing 
problem: the possible probability distributions are generated b y the distribu-
tion functions (1.33) defined on the sample space K r (i. e. on t h e r-dimensio-
nal unit cube) and in case of the null-hypothesis (0O = (01O, 02O . . ., 0rO) 
the relations 
( 1 . 3 5 ) FII6(A> U Г = 1,2, . . . ,R 
hold. Further , in the case of unbiased tests, t he relations 
(1.36) Fi>eu > Fit% » = 1,2 r 
hold for any pair of 0O = (01O, 02O, . . ., 0rO) and 0x = (0U, 021, . . ., 0rl) with 
0O and 0j 
§. 2. The Class of Monotone, Compatible and Normed Combinations 
The solution of the combination problem is sought in the fo rm of a test , 
t h a t is to say, in the form of some function of t he moving levels. Since the 
number of experiments evaluated b y tests tobe combined m a y differ from 
time to time, it is reasonable to seek at once for the solution in the form of 
a family of combinations, which supplies a combination for every num-
ber of experiments. The easiest way obtaining this is to fo rm the empi-
rical distribution of the "sample" consisting of t he moving levels permitting 
in it different weights for the individual levels. For any number of experiments, 
this function is a discrete distribution function defined on the interval 
[0,1]. Thus it is reasonable to seek the solution of the combination problem in 
the form of a functional <p(S) defined on the set S of all finite discrete distribu-
tion functions S defined on the in terval [0,1]. I t m a y be observed tha t , owing: 
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to the characterisabili ty of tests by stat ist ics as discussed before, i t is suffi-
cient to res t r ic t the t r e a t m e n t to the equivalence classes of functionals which 
are invar iant under a n y strictly increasing and cont inuous t ransformat ion. 
Let Et denote the (degenerated) distr ibution f u n c t i o n of the cons tan t t, 
i. e. let be 
<2.1) Щи) _ ( 0 for и ^ t 
\ 1 for и > t 
2. ábra 
If the weights corresponding to t h e experiments are kx, k2, . . ., Xr 
kx + Д2 -f . . . + Ár = 1) t h e n the weighted empiri-
cal distr ibution function of the level set Lv L2,.. ., Lr is defined by t h e relation 
(2.2) 8 = 2 h F и • 
In an o ther form this funct ion is t he following : 
(2.3) m = 2 h . 
u<t 
By any possible value of the number of levels, the weights and t he levels, the 
functions S defined b y (2.2) or (2.3) a re finite discrete distribution functions, i.e. 
(2.4) s а л 
The intuitive interpretat ion of the " jo in t" null-hypothesis explained 
above suggests to requi re from the functional cp t o be monotone according 
to the par t ia l ordering defined in A. This is conta ined in the following 
Postulate 1. (monotony). For t he functional cp 
(2.5) <p(Sx) < <p(S2) 
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should be hold for every pair of distribution funct ions from A with 
(2 .6 ) Sx < S2 . 
This postulates expresses t he evident requirement tha t a set of levels 
should be more significant than another if the levels of the former are more 
significant than t he corresponding levels of the o ther set. 
Weighting the elements of t he set of levels t he following problem arises : 
if some set of levels with weighted elements a re joined to an overall set of 
levels, how are the levels to be re weighted in this new set? Thus the demand 
arises for the weighting of the different set of level sets between each other, 
as well. Let Ay, A2y, . . ., A r j denote the weights corresponding to the elements 
of the set of levels LXJ, L2j, . . ., Lrpj (Aly Л 0, A2y ^ 0, . . ., Xrpj 0 ; Aly + 
+ A2y- -f- . . . -f Xrj,j = 1). If Wj denotes the weight corresponding to the set 
Lxj, L2j, . . .. Lrj,j (wx ^ 0, w2 ^  0, . . ., wk ^  0 ; wx + w2 + . . . + wk = 1), 
i t is reasonable to choose the weight of the level Ly in the overall set Lxx, 
L2X,..., LrvV L12. L.2 Va,2' 'Ik' F2k, Lrk k t o be Aiy wj (i = 1, 2, 7 = 1 , 2 , . . ., 1c). According to this, the weighted empirical distribution func-
t ion S of the overall set of levels is 
(2.7) 
where 
(2 .8 ) 
S
 = 2WJ S J 
Sj-
1 = 1 
^ hj EUi 
I = I 
is the empirical dis t r ibut ion function of the set Lxj, L2j,.... Lrj>j (/=1,2,.. .,/). 
I t is reasonable to demand of the combination that in case of joining 
different sets of levels t he value of the combined level should be uniquely deter-
mined b y the values of the weights corresponding t o these sets a n d the values 
of the combined levels of the individual sets of levels. This demand is exp-
ressed b y the following 
Postulate 2 (compatibility). The identity 
(2.9) <P 
к к 
2 wi s ) = <p 2 w j s',-
u=i ' 0=i 
should he fulfilled by an arbitrary weight system wx, w2. ..., wk if A, S '+A 
a n d 
(2.10) cp(S'j) = <p(S'j) 
( j = 1, 2, . . ., k). 
The following postula te is devoted to express the evident requirement, 
t h a t the value of the "combined" level of a " se t " consisting of a single level, 
should agree with the value of this level. 
Postulate 3 (normedness). The following iden t i ty should be fulfilled : 
( 2 . 1 1 ) tp{Et) = t for 0 t ^ 1 
These three postulates referring to the combination, are equivalent to 
the conditions occurring in the characterization of the mean values. More 
precisely the following theorem is t r u e : 
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Characterization of the mean values ( N A G U M O — K O L M O G O R O V — D E F I N E T T I ; 
see e. g. [7] pp. 158—163). For any functional cp satisfying Postulates 
1—3 a strictly increasing and continuous function x(t) can be given with the 
property 
(2 .12 ) V(S) = % - i (x(t)dS(t) for S . 
Here X'1 is the inverse function of x 
Conversely: any functional g> of the form (2.12) with average function 
X having the above properties satisfies Postulates 1 — 3 . 
I t should be observed here t h a t i'rom the f o r m 
(2.13) 
i'= 1 
of the dis t r ibut ion funct ion S t h e following formula for <p can be 
ob ta ined : 
(2.14) 
i=i i=l 
This is equivalent to (2.12). From t h i s form it is clear t ha t these funct ionals 
are the weighted means of the levels Lx, L2, . . ., Lr, weighted b y t h e weights 
Xv 12, . . ., l r and ave raged by the f u n c t i o n /(/) . 
I t is worth-while t o quote the p roof of this t heo rem, which comes actually 
f r o m D E F I N E T T I . 
L e t us consider f i r s t the fol lowing family Э = [1, : 0 si t ^ 1} of f inite 
discrete dis t r ibut ion funct ions where 
(2.15) Il = ( l - t ) E 0 + tE1 = E[-y<(S . 
E v i d e n t l y 
(2.16) h = E 0 a n d IX = EX , 
f u r t h e r for every pa i r of tv t2 wi th 0 ^ tx < t2 g, 1 
(2.17) I h < I h 
holds. Moreover, for a n y weight ing system Я
х
, /12, 
tv ig, . .., tr (0 + t, + 1 , » = 1, 2, . . ., r) 
\ a n d fo r any set 
( 2 . 1 8 ) 
holds. L e t now he 
(2.19) 
2 = / 
i= 1 Z h 4 <= 1 
h(t) = <p(It) 0 ^ t <. 1 
Owing to t he relat ion (2.16) a n d to the m o n o t o n y of y>, h(t) is a str ict ly 
increasing funct ion of t, fu r ther , on account of (2.15), 
(2.20) A(0) = 0 a n d A(l) = 1 
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I t can be proved t ha t cp is cont inuous as well. Namely, if h(t) would have, for 
instance, a right discontinuity in a point t0 £[0,1 ), tha t is t o say, h(t0) < 
< h(t0 -f 0) would hold, there would be such a number h0 f o r which 
( 2 . 2 1 ) h(t0) < h0 < h(t0 + e) 
would hold for every arbi t rar i ly small posit ive value of e. From this i t 
would follow t h a t 
( 2 . 2 2 ) E,Álo) < Еы < Eh0o+e) 
and , for an a rb i t ra ry i £ [ 0 , l ] , 
(2.23) 2 ЕШ о) + '2 F hit) < 2 EI,0 + \ Fh(t) < \ FhUo+E)+ \ Eh(t) 
a n d in such a way, on account of the monotony of <p, 
( 2 . 2 4 ) cp ( I Eh(ta) + ' E m )<At = cp(\Eh3+ ' ЕШ) )<<p(\ ЕШо+е) + \ ЕШ) ) 
would hold. But 
( 2 . 2 5 ) ср{Е
ш)) = Щ)=ср{11) , 
hence, from the compatibility of cp, 
(t0 + t ( 2 . 2 6 ) cp( 1 Eh(lt) + I Eh(t) )= cp ( \ I U + \ l t ) = cp ( I tj±L) = h 
2 
a n d , by a similar reasoning, 
( 2 . 2 7 ) cp( i E h ( t 0 + e ) + ' Eh(t) ) = cp ( Í Ilo+E + [lt ) = cp (l,.+t+e) = h 
2 
would follow, consequently, on t h e basis of (2.24) — (2.27), 
to + t + e 
( 2 . 2 8 ) t0 + t < At < h 
t0 + t + E 
a n d hence for every possible value of t 
(2.29) t0 + t < h t0 + t + 0 
would hold what is impossible, since a monotone function can have a t 
most a denumerable number of discontinuities. 
Thereafter the inverse of t he strictly increasing and continuous function 
h(t) may be formed. Let us denote by it %(t). Evident ly 
(2.30) cp(E,) = t = h(X(t)) = <p(Ix(t)) 
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consequently on account of the compatibil i ty of cp and because of (2.17) 
cp(S) = cp 
( 2 . 3 1 ) = h 
i= 1 Г
1
 J X ( t ) d S ( t ) 
Since t he converse of the theorem is trivial, t he proof is ended hereby. 
Applying this theorem to the combination problem it may be s ta ted : 
the class M of monotone, compatible and normed combinations coincides with 
the class of those combinations which — as tests — are generated by one of the 
weighted means of the levels. As an average function any function which is strictly 
increasing and continuous in the interval [0,1] may figure. 
Considering the f a c t t h a t a s ta t is t ic is determined in any case b y its 
test only up to a strictly increasing and continuous t ransformat ion, the statistic 
in (2.14) can he replaced by 
(2.32) 
A combination of M may be obta ined e. g. if t h e inverse of t he distri-
bution funct ion of a r a n d o m variable is chosen to be % the density funct ion 
of which vanishes outside a finite interval , while it is posit ive within t he same. 
Example : the variable is uniformly distr ibuted over t h e interval [0,1J, %(t)=t 
and the combination is based on the weighted ar i thmet ic mean of t he levels. 
The same may n o t be stated in t h e relation of a n infinite in terval : the 
inverse funct ion of such a distribution function has infinite l imiting value 
either a t 0 or at 1 or bo th , and therefore it cannot be continuous in t he closed 
interval [0,1]. Accordingly, the funct ional based on i t is monotone only if no 
level is equal to 0 or 1, respectively. Since in practice these cases are uninte-
resting, i t is reasonable to enlarge t he class M to those combinations the 
generating statistics of which is of the fo rm (2.32) b u t t he function %(t) occur-
ring in i t is to be supposed continuous only in t h e open in terval (0,1). 
Let M * denote this class of the compatible, normed and "a lmost every-
where" monotone combinations. 
An element of i l /* m a y be obtaiiied e. g. if the inverse of the distr ibution 
function of a random variable is chosen to be % the densi ty function of which 
vanishes outside an arbitrary (finite or infinite) interval , while within it is posi-
tive. Example : the var iable is normally distributed with expectat ion 0 and 
variance 1, %(t) — Ф_1(7) where 
(2.33) 
Ф(0 = = e 
У 2л 
2
 du 
is the (standardized) normal distr ibution function. Also the geometrical, 
liarmonical and a rb i t r a ry power means of the levels may be mentioned 
corresponding to %(t) = log t, t and t" respectively. The (ordinary) geometri-
cal mean is equivalent to F I S H E R ' S "omnibus t e s t " [ 3 ] while the weighted 
one to i ts generalization introduced b y G O O D [ 4 ] . 
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I t is not intended to analyse in this paragraph how the choice of a 
combination from the class M* should be made. Here i t will be given only 
how to calculate the combined level in case of a given averaging func-
tion and weighting system. 
Le t us take first the case in which all levels to be combined are uniformly 
distributed over the in terval [0,1] if the null-hypotheses are true (this is 
the case of continuous tests , everywhere either the null-hypothesis is simple, 
or the tes t is similar). The random variables %{Ь
г
), %(Lf), . . ., %{Lr) are 
independent and, in case of the nullhypotheses, they are identically dist-
ributed with the common distribution function Consequently, in this 
case the task — to determine the distribution function of the statistic of the 
form (2.32) if the null-hypotheses are t rue — is reduced to determine the 
distribution function of a linear form of independent a n d identically dist-
ributed random variables. If this distribution function is Gy(t), the combined 
level L — taking the relations (1.14) — (1-17) into account — will be given 
by the formula 
(2.34) L = Gx\2hx{Li) 
I n the cases when % is the inverse of the Cauchy- or t h e normal distribution 
function, the determination of G^can be very easily achieved. If %(t) = C~l(t) 
where 
(2.35) C(t) = 
= ~ Í -71 J 1 
du 
+ w2 
is the (standardized) Cauchy distribution function, 
(2.36) Gx(t) = C(t) 
holds (see e. g. [1], p. 247, equ. (19.2.3)) and therefore we have 
(2.37) L = C ' At C-^Lt) 
If X(t) — d>~x(t), where Ф(1) is the normal distr ibution function given 
in (2.33), 
(2.38) 
therefore we have 
(2.39) L — Ф 
Gx(t) = Ф ][Al + A2 + ... +A2j 
Ax Ф~\ЬХ) + Да Ф~1(£а) + ... + Аг Ф-ЦЬ,)  
][Al + A%+ . . . +А* 
Concerning the general case we observe only t h a t in case of conti-
nuous tests the exact level is given b y the above equations, otherwise 
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these values m a y also be used as upper estimates for the exact ones (see concer-
n ing this the papers [ 8 ] , [ 1 2 ] a n d [ 1 7 ] ) . 
§ 3. Admissibility and Unbiasedness of the Elements of M* 
In this paragraph two good properties of the class of M * will be shown 
t o support the restrictions introduced in § 2. 
First, the following theorem will be proved : every element of M* is an 
admissible solution of the combination problem, i. e. there can be given a 
hypothesis testing problem for every strictly increasing and continuous function 
x(t) defined on the interval (0,1 ) and for every weight system Ax, A,, . . ., Ar in 
which the element of M* corresponding to the function % and the system Ax, 
A3, Ar is the optimal solution of the combination problem. 
To prove this theorem a simple al ternative testing problem will be 
given for every element of M*. A simple alternative testing problem is a 
hypothesis tes t ing having the following structure: there are given only two pos-
sible distributions P 0 and Pl on the sample space X. and t h e null-hypothesis 
s ta te P0 to be the „true" distr ibution of the sample. The moving level of the 
t e s t generated b y the statist ic T(x) according to ( 1 . 1 4 ) — ( 1 1 7 ) is obviously 
(3.1) L(x)=G0(T(x)), 
where G0 is the distribution funct ion of T in the case of PQ. L(x) has the distri-
bution function 
(3.2) ад = ад = ч ^ Щ 
according as t o P0 or P1 is t h e „true" distribution of the sample X. Here Gx 
denotes the distribution func t ion of T according to Pv and the general-
ized inverse of G0. 
Let r simple alternative testing problems be given where the statistics 
T i (i = 1, 2, . . ., r) generating the tests are mutually independent random 
variables .The possible distr ibut ion functions Gi0 and of T, are supposed 
t o be absolutely continuous wi th density functions gi0 and ga being positive 
in an interval and vanishing outside of it. Then the moving level L t is uni-
formly distr ibuted according to the null-hypothesis, i. e. its distribution 
function is 
(3.3) Fi0(t) = U(t) = t 0 á t á l ( i = l , 2 r 
in this case a n d it is 
( 3 . 4 ) Fa(t) = = R 
according to t he alternative hypothesis. Here Gj^1 denotes t he ordinary inverse 
of Gi0. 
The hypothesis testing problem equivalent to the combination of these 
independent tes ts can be solved optimally by the use of the fundamental 
lemma of N E Y M A B and P E A R S O N (see e. g. [ 1 ] , pp. 5 2 9 — 5 3 1 ) . The optimal 
test is generated by the s tat is t ic 
<3.5) T(LX, . . . , 4 ) = Í > g ^ • 
i=1
 fn(Li) 
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Here / i 0 and / f l denote the density functions of the distribution functions 
F i 0 and F i v respectively. Since 
(3.6) fi0(t) = 1 
on account of (3.3) and 
(3.7) fa(t) = - Ga(Grom = 
dt l A 10 » gl0(GTt)) 
on account of (3.4), this optimal s ta t is t ic is the following : 
(3.8) T ( L l , L v . . . , L r ) = 2 l o g ^ f ^ . 
The combination generated by th is statistic is equivalent to the element 
of M* characterized b y the statistic 
r 
(3.9) > 4 z ( A ) 
;=i 
if and only if there exists a strictly increasing and continuous funct ion g for 
which 
(3.10)
 = ? í l X { L l ) 
i= 1 9i флЧЩ 
holds identically. I t follows that Q m a y be only a linear function, hence 
the above condition m a y be rewri t ten in the following form : there should 
exist cons tants a > 0, bv ba, ... , br such t ha t 
(311) l o g g t ^ L J > l = akiX{Ll) + bl i = 1 ,2 r , 
i. e. 
(3.12) 9a(t) = 9io(t)e- a^ 'G 'M)-bi г = 1 ,2 , 
holds identically in t. 
Distr ibut ion funct ions Gi0 resp. Ga may be easily constructed which 
satisfy the conditions (3.12). To show this let H be a n y function which is 
strictly increasing and continuous, f u r t h e r , which maps the interval (—oo, oo) 
into (0, схэ) (e. g. H{t) = e'). Let Gi0 be defined by 
(ЗДЗ) Gl0(t) = G0(t) = x-Vm) i = 1, 2, . . . , r 
where x~x{t) = 0 for t ^ ^(0) and x~x{t) = 1 for t ^ / (1) . Then the func t ions 
(3.14) 9io(t) = i 9 o { t ) = m f 0 r X M * 1 * ™ 
\ 0 for i <
 Z(0) or t > y(l) 
are probabil i ty density functions and t he integrals 
t 
(3.15) j' gi0(u)e~aX' "(">-»< du г = 1, 2, . . . , r 
— OO 
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def ine the a l t e rna t ive distr ibution functions Ga, if the constants a > 0 a n d 
b1, b2, .. ., br a r e suitable chosen. Namely, let a = 1 and 
*0) 
(3.16) bj = log )' g0{u)e~bH(»)du i = l,2,...,r. 
z( 0) 
T h e integrals (3.15) and (3.16) exist according to 
(3.17) 0 < e-*"<«> ^ 1 
which follows f r o m Я,- > 0 a n d H(u) > 0. 
To see a n example, pu t %(t) = Ф-1(<). Choosing now 
(3.18) Gio(t) = 0 
a n d 
t 
ajY^i) 
г = 1,2, 
(3.19) a = 1, b,= -p=- г = 1,2 r 
о,/)/Tit 
wTith Oj > 0, rij positive integer, < 0 (»' = 1, 2, . . . , r). Then 
(3.20) 0ц(*) = ф ( Ц + Ш г = 1 , 2 , . . . , г . 
The constants n t , cti and should be chosen so t h a t the relations 
(3.21) + = — ^ г = 1, 2, . . . , r 
be valid. 
This set of experiments can be in terpre ted as follows : a sample of size 
n, was drawn in t he i th exper iment for a r andom variable having known 
variance erf a n d expectat ion 0 in the case of null-hypothesis and < 0 in 
t h e al ternat ive case (г = 1, 2, . . ., r). F o r the combination of these 
tes t s the me thod based on the statistic (3.9) wi th x = i s optimal. 
In what follows it will be fu r t he r proved t h a t combining unbiased tests by an 
element of M* this combination — as a test used for the sample consisting of 
moving levels — is unbiased. I n other words : if the relations (1.34) also a r e 
valid for the possible distr ibution functions F,>e j of the levels besides of (1.33), 
a n d /(I) denotes any strictly increasing and continuous func t ion defined o n 
t h e interval (0,1) and, fur ther , if H e is the distr ibut ion func t ion of the com-
bined level L in the combination (from M*) generated b y the statistic 
(3.22) X - K Z h l ^ ) 
\ i=i 
in the case of then besides the relation 
(3.23) 
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being valid for every 0o£i2o , the relations 
(3.24) Н
в а
> Н
в 1  
i. e. 
(3.25) Hea(t)<H0l(t) O f Z t ^ l 
hold for every pair and 0
О
£Й
О
. 
Let Go denote the distribution function of the statistic (3.22) in the case 
0£i2. The relations (3.25) will follow and so the theorem will be proved if 
we succeed to show that 
(3.26) Goß) fZ Goßt) 
holds for all ÔQÇ^ and 0 ^ / 2 ] . For this purpose let us consider a r a n d o m 
variable t] uniformly distributed over [0,1 J and , keeping f ixed the indices 
(3.27) 0O = ( 0 1 0 , 0 2 o , . . . , 0ro) € ^o and 0г = (0U , 021 вп) £ Qx 
occurring in (3.26), let us write : 
(3.28) f,0 = i V b f o ) t = 1,2, . . . , r 
and 
(3.29) i a = F(r£(r l) » = 1 , 2 , . . . , r . 
Here Fißia resp. FiteH denote the distribution function of the moving level 
5 , in the case of 0O and 0V respectively. As i t is well-known, | , 0 is then distri-
buted according to F,->9fo and £ a according to Fiygu (see e .g . [15], p. 183), 
i. e. the distribution of the moving level À, coincides with t h a t of f / 0 or £ a 
according to whether 0O or 6X is the " t rue" index. Besides the empirical distr i-
bution function 
r 
(3.30) S = 2 k E L ( 
i=i 
of the levels Lv Z2 , . . ., Lr, the functions 
r r 
(3.31) R0 = 2*iEt<. and R1 = 
1 = 1 1 = 1 
can be defined, observing tha t Й0£А and as well as S Denoting b y 
<px the statistic (3.22) in functional form 
(3.32) <px(S) = Z'1 
1 
[7.(t) dS{t) 
о 
i t is obvious from the definition of R0 and Rx t h a t the distribution of the r a n -
dom variable <px(S) coincides with tha t of <px(R0) or cpx{RA) according to whether 
0O or 0j is the " t r u e " index. But the relations (1.33) and (1.34) imply that for 
every elementary event 
(3.33) f,0 ^ t : i 
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a n d therefore a t the same time 
(3.34) R 0 > R i 
holds, f rom which 
(3.35) <px(R0) è VX(Ri) 
follows for eve ry elementary event, being the functional <px monotone. The 
desired re la t ion between 6'
йо
 and G0i can be easily derived from (3.35). 
§. 4. A Connection Between the Monotone and the Bayes Solutions of 
the Combination Problem. 
I t will be proved in th is Section t h a t the postula te of monotony of 
combinations introduced in § 2 is not t oo restrictive in the following sense : 
for a r a the r typical class of tests every Bayes solution of the combinat ion 
problem is generated by a monotone s tat is t ic . 
For t h i s purpose let t he notion of Bayes solution of a hypothesis tes-
ting problem be defined. L e t ф а = {Рв '• Q be the system of possible distri-
butions def ined on the sample space X (precisely, on t he measurable space 
(X, c4)), a n d let the null-hypothesis be characterized by the subset Q0 С ß , where 
й
о
ф0 a n d ß x = ß — ß u ф 0 is the subse t corresponding to the a l ternat ive 
hypothesis. Considering some a-algebras <Ъ0 and Öix consisting of subset of 
the index sets ß u and Qv respectively, prior distributions can be introduced, 
i. e. probabi l i ty measures Q0 and Qx in t he measurable spaces (ß„, (B0) and 
(Qv <ЪХ), respectively. Supposing the measurabili tv of the functions Рво(А) 
and P e ( A ) for fixed . 4 + 7 with respect to <30 and respectively, t h e pos-
terior distributions 
(4-1) PQ,(A)= \ PBM)DQO%) 
fi. 
and 
(L2) P Q l ( A ) = f P e , (A)dÇ l (0 1 ) 
fi, 
can be fo rmed which are probability measures defined on the original measu-
rable space (X\.c4). 
T h e n a new hypothesis testing problem can be considered the possible 
distributions of which a r e PQo and PQl a n d PQo corresponds to the new null-
hypothesis. The optimal solution of t h i s new problem can be determined by 
the fundamenta l lemma of NEYMAN a n d PEARSON ; th is test is called A Bayes 
solution (corresponding t o the prior distr ibutions (?0. of the original hypo-
thesis t e s t ing problem.6 ' 
The theorem to be proved can now be formulated as follows. Let С be the 
class of all tests the distribution function of the moving level of which is strictly 
increasing convex or concave function defined on the interval [0,1] according 
to whether the null-hypothesis or the alternative is true (Figure l)7 ' . If a com-
6) T h e def in i t ion g i v e n here is a s i m p l e ex tens ion of t h e usual one (see e. g.[9] 
p. 5) f r o m c r i t e r i a to t e s t s ( in sense of t h i s paper ) . 
7> E v e r y un i fo rmly m o s t power fu l , u n i f o r m l y mos t p o w e r f u l s imi l a r o r unb i a sed 
test b e l o n g s t o t h e class C. 
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bination problem contains only tests belonging to the class C, then every Bayes 
solution of this problem is generated by a statistic which is monotone in sense 
of the definition given in § 2. 
The impor tance of th i s theorem is c lear f rom the f a c t t h a t the class of all 
Bayes solut ions in a re la t ively wide a n d typica l class of hypothesis t e s t i n g 
problems are "comple te" , i. e. for every t e s t there can be g iven a Bayes so lu t ion 
which is a t least as good as this test. (See e. g. [16], p p . 130—138.) 
In t he proof of the above theorem t h e f ac t will be used tha t the pos t e r io r 
dis tr ibut ions m a y be der ived f rom the posterior distribution functions d e f i n e d 
b y the re la t ions 
(4.3) FQo(tx, tv ...,tr)= ( ] ] F^ejtd dQ0(610, 620. . . ., вг0) 
J i= I 
Й. 
a n d 
(4.4) FQl(tv t2,...,tr) = ] ] Fi^ti) dQx(Qn, 02X, вгх) 
J i= 1 
a, 
Here G0 a n d Gi are the pr ior dis tr ibut ions introduced on t h e sets Q0 a n d Q x , 
respectively, in such a way t h a t the func t i ons F i A ù and Fi teu are measurab le 
with respect t o the corresponding u-algebras. 
As t he funct ions £,,ei0 a n d F i tgh a re s t r ic t ly increasing and con t inuous , 
fu r the r the func t ions a r e convex a n d the funct ions F i tgh are c o n c a v e 
((=1,2,..., r), their der ivat ives 
(4.5) fi,ejt) = F+Jt) 
г = 1,2, . . .,r 
(4.6) fi,ei,(t) = F'i,eJt) 
exist and t he funct ions in (4.5) are s t r ic t ly increasing, while the funct ions in 
(4.6) are s t r ic t ly decreasing. Since the possible density func t i ons of the s a m p l e 
of this pos ter ior hypothesis tes t ing problem a re defined b y the relations 
, 4
'
T )
 Щ ' ^ Т ь Г - М ы « » " . 
й„ 
a n d 
(4.8) 
12> • • • ; "r l I > 
t he statistic occurr ing in t h e fundamenta l l emma of N E Y M A N and P E A R S O N 
is given by 
(4.9) T(tx, tv . . ., tr) = 
Tli Mio(b) dQo^w dr0) J i= 1 
I I I ft,uSti) dQi(Qn, ö21,..., I 
J 1=1 
B u t this s ta t is t ic is a str ict ly increasing f u n c t i o n of tx, t2, . . ., tr. This p r o p e r t y 
of T is obviously equivalent t o the s t a t emen t of the theorem. 
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§. 5. A Properly of Fisher's "Omnibus Test" 
J . N E Y M A N and E . S . P E A R S O N in their paper [11] developed a principle 
t o determine a "natural" tes t for composite hypotheses. This "principle of 
likelihood r a t io" is available in case of existence of the "likelihood func t ion" 
of the sample drawn to test the null-hypothesis. This statistic is the f requen-
cy function of t h e sample, or, in exact terminology, the "generalized (Radon— 
Nikodym) dens i ty" of the sample distribution. Thus the existence of t h e 
likelihood func t ion is connected to the assumption that t h e possible distri-
butions of t he sample form a dominated set of measures (see [5]). Under t h e 
validity of th is assumption let 
(5.1) P0(A)= \ fe(x)dp(x) AicA 
À 
be the possible distrubitions of the sample x. L e t as before, Q0 resp. denote , 
the subsets of Q corresponding to the null-hypothesis resp. t o the al ternative 
one. y is a f ixed cr-finite measure defined on (X, <+). The measurable function to 
fo(x) occurring in (5.1) is the generalized density function of the sample. 
The principle of likelihood ratio means the following method: consider 
the — so-called likelihood ratio — statistic 
sup fe,(x) 
(5.2) R(x) - — 
sup fg{x) 
eefi 
and use the t e s t generated b y R in the sense of (1.14)—(1.17). This is the 
likelihood ratio solution of the problem. 
Various authors succeeded in proving several good properties of this 
principle (see e. g. [9]). Here only the following theorem — related to t he 
combination problem — will be proved: if the test to be combined is similar and 
the possible distribution functions of the levels are all belonging to the class С defined 
in § 4, then the likelihood ratio solution of the combination problem is equivalent 
to Fisher's "omnibus test". 
To prove this theorem let us remark first that in the combination 
problem the likelihood funct ion is 
r 
(5.3) / е ( М 2 , . . . Л ) = 7 7 / < , о Д ) 
i= 1 
where, as before, /1>е( denotes the f requency function of the level L i in the 
case of 0 = (ву, 02, . . ., 6Г) £ й (see (4.5)—(4.6). On account of the assumption 
of similarity, 
(5.4) fi,e(M = 1 » = 1,2, . . . , r 
if e 0 = (01O, 02O, . . ., 0rO) £ D 0 and thus for the likelihood ratio the relat ion 
1 (5.5) R(ty, t2 ,tr) 
SUP / / fifiidi) 
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holds. But for any fixed i and i, (0 ^ tt ^ 1, 1 si i ^ r) it follows f r o m the 
assumption of concavity of the functions Fi>ei tha t 
(5.6) sup h e f a ) = -
h 
where ! is the value, a t t = of the left der ivat ive of the distribution func t ion 
h 
„ I — for b <t<t: 
(5.7) Fi-u{t) = < tj ~ - ' 
( 1 for tt-й t й 1 
which is the upper envelope of some func t ions F,->9j (see Fig. 2). On account 
of (5.6), the likelihood rat io is 
(5.8) R(tv i2 tr) = tx t% ... tr 
which is equivalent to F I S H E R ' S "omnibus t e s t " , this was to be proved. 
§ 6. Choice from M* : Combination by means of Ф - 1 
The question arises natural ly which combination should he used in 
practice. The answer is no t a unique one : the choice depends on the 
available information concerning the exper iments and t he tests used in t h e m . 
As it was shown before, there corresponds a hypothesis testing problem to 
each combinat ion problem the optimal solution of which — if it exists — gives 
t he optimal solution for t he combination problem too. 
However, the need for combination of independent tests arises j u s t in 
those cases in which no or scarce information only is available : the inform-
at ion consists, a t most of the number of observations of t he individual exper i -
ments. Thus the restrictions introduced in § 2 are not too arbitrary : t h e y 
mean the necessary compromise with the insufficiency of information. 
Fur ther , the results of §§ 3 and 4 show t h a t Postulate 1 is a rather n a t u r a l 
one, Postulate 2 indicates an intrinsically desirable proper ty of combinations 
(according to la ter similar combination) while Postulate 3 means only a nor-
ming in the set of combinations. Thus the only thing to be done is to choose 
an element f rom M*. 
Any choice has some arbitrariness, b u t it is suggested by a n u m b e r 
of reasons to choose the combination the averaging funct ion of which is Ф - 1  
i. e. the inverse of the normal distribution function 
1 f - — 
( 6 . 1 ) 0(t) = e 2 du . 
J 
00 
The formula of the combined level L of t he levels Lx, L2, . . ., Lr with weights 
Ax, Я2, . . ., ).r, respectively, is the following : 
А1Ф-
1(Х1)+^3Ф-1(Х3)+ . . . +АГ Ф~\ЬГ)\ 
Y4 + Ц + . . . + я2 
(6.1) Ь = Ф 
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(cf. (2.39)). T h i s combination n e e d s very easy computa t iona l works and t ab l e s , 
a n d , suitably choosing the weights , is op t ima l for a ra ther wide class of one-
s ided hypothes i s test ing p rob lems which m a y be character ized as follows : 
t h e possible d is t r ibu t ions a re generated b y densit ies belonging to the expo-
nen t i a l family (see e. g. (8.1) i n [10] or (2.3) in [2]) and t h e nul l -hypotheses 
a r e stat ing t h e val idi ty of a one-sided i n e q u a l i t y for one of the p a r a m e t e r s 
i n the densi ty funct ion. This question a n d similar ones will he t r e a t e d in 
m o r e detail in a for thcoming p a p e r of the a u t h o r . 
The w e i g h t s occurring in (6.2) should b e chosen as t o express t he e f f i -
ciencies (or t h e available in fo rmat ion concern ing these) of t h e tests used in 
t h e single expe r imen t s . Thus A, should be chosen proport ional t o the „ e x p e c t e d " 
difference b e t w e e n the null-hypothesis a n d t h e real s i tua t ion and inverse ly 
proport ional t o t h e s tandard deviation of t h e statistics used for t e s t ing in 
t h e ith e x p e r i m e n t (г = 1, 2, . . ., r). Genera l ly , this s t a n d a r d deviat ion is 
inversely p ropor t i ona l to t h e square root of t h e number of observat ions of 
t h i s exper iment . If there is n o informat ion available b u t t h e number n, of 
observations i n t h e exper iments (г = 1, 2, . . ., r) the weights may be chosen 
proport ional t o t h e square roo t s of these n u m b e r s , i. e. in t h i s case 
\!Т
Х
Ф-\Ь
Х
) + )'n2 Ф~\Ь2) + . .. + fnr0~\Lr) 
f n x + «g + . . . + ПГ 
Formulae (6.2) and (6.3) apply equal ly t o significance tes ts and t o t e s t s 
fo r goodness of f i t (e. g. for combinat ion t e s t ings for normal i ty ) . In case of 
significance t e s t s , however, t h e formulae 
ЛФ-ЧЛ - Lx)++2Ф:\\ - L2) + . . . + А,Ф-ЦЬГ) 
Щ + Ц+ . . . +A? 
a n d 
Уч
ф
-Ч1 - 4 ) + • •. + ]!п
Г
Ф-\i - Lr)\ 
+ nz + • • • + Пг I 
(being e q u i v a l e n t to (6.2) a n d (6.3), respect ively) are more easily appl icable 
as the tables of the funct ion Ф~ 1( t ) (see e. g. [1] p. 557 or [15], p. 173) a re 
given in de t a i l only for va lues of t near t o 1. 
(Received December 20, 1958) 
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FÜGGETLEN MOZGÓ SZINTES PRÓBÁK ÖSSZEVO.XT ÉRTÉKELÉSÉRŐL 
L I P T Á K T. 
Kivonat 
E dolgozatban szignifikancia-vizsgálatnál vagy illeszkedés-vizsgálatnál 
alkalmazható próbák mozgó szintjének nevezzük azt a legkisebb, illetve 
legnagyobb szintet, melynél az eredményt még szignifikánsnak, illetve illesz-
kedőnek lehet mondani . A stat isztikai gyakor la tban az egyes vizsgálatoknál 
e mozgó szint megadásával szokták jellemezni a kísérleti eredmények szigni-
fikáns, illetve illeszkedő voltát . Gyakran előfordul, hogy ugyanazon (vagy 
hasonló) hipotézisre vonatkozólag egymástól függetlenül t ö b b kísérletet is 
végeznek, de a kísérleti feltételek különböző vol ta és egyéb okok miatt az 
ada toka t egyetlen mintává nem egyesíthetik (normalitásvizsgálat). Célszerű 
ilyenkor az egész kísérletsorozatot egyetlen mozgó szinttel jellemezni, m á s 
szóval az egyes kísérletekben kapo t t mozgó szinteket összevonni. 
A dolgozat 1. §.-ban megállapít juk, hogy bármely próba mozgó szintje 
olyan valószínűségi változó, melynek eloszlásfüggvénye a nullhipotézis fenn-
állása esetén mindenüt t kisebb vagy legfeljebb akkora , min t a [0,1] inter-
val lumban egyenletes eloszlásfüggvény. Torzí ta t lan próbák esetén az is igaz, 
hogy a mozgó szint eloszlásfüggvénye az a l te rna t ív hipotézis fennállása 
esetén mindig nagyobb vagy legfeljebb egyenlő, mint a nullhipotézis a la t t . 
Mozgó szintek összevonásának kérdését így egy hipotézis-vizsgálati prob-
lémává lehet átfogalmazni. 
A 2. §.-ban k i m u t a t j u k hogy néhány célszerű tulajdonság megkövetelésével 
az összevonások körét a mozgó szintek valamilyen súlyozott középértéke által 
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nyerhető összevonásokra lehet leszűkíteni. Л szereplő súlyok az egyes mozgó 
szintek megbízhatóságára, a megfelelő p róba efficienciájára vonatkozó esetleges 
információkból állapíthatók meg. E követelések lényegileg a következők : 1. Az 
összevonás „monoton" legyen, tehát két szint-sorozat közül okvetlenül az elsőt 
minősítse szignifikánsabbnak (illetve illeszkedőbbnek), ha annak szintjei rendre 
szignifikánsabbak (illetve illeszkedőbbek), mint a másik sorozat megfelelő 
szintjei. 2. Az összevonás „kompatilibis" legyen, tehát tetszőleges szintcsopor-
tok esetén az egyes csoportok összevont szintjei, valamint az egyes csopor-
toknak tu la jdoní tot t súlyok értékei m á r egyértelműen határozzák meg az 
egyesített színtcsoport összevont szintjének értékét. 3. Bármely egyelemű szint -
,,sorozat" összevont szintje egyezzék meg e szint értékével. 
Az összevonások fen t i M* osztálya tartalmazza az eddig használt 
EISHER-féle „omnibus t e s t " - e t [3], sőt, annak GooD-féle általánosítását is [4]. 
A 3. §.-ban megmutat juk, hogy az M * osztályba tar tozó összevonások vala-
mennyien a szokásos definíció szerint elfogadhatók és torzítatlanok. A 4. 
§.-ban bebizonyítjuk, hogy amennyiben csak bizonyos t ipikusan ,,jó" próbákra 
szorítkozunk, az összevonási probléma valamennyi Bayes-megoldása a 2. §.-ban 
adott definíció értelmében monoton statisztikára alapozott összevonás. A dol-
gozat 5. §.-át azon t ény bizonyításának szenteljük, hogy a FISHER-féle 
„omnibus-test" lényegében ugyanezen próbák körében az összevonási prob-
léma „likelihood-hányados" megoldása. 
Végül a 6. §.-ban az M* osztály elemei közül a normális eloszlásfügg-
vény inverze szerint közepeit összevonást ajánljuk, amelynél az összevont 
szint képlete a következő : 
y j j + Л| + . . . + A2 I ' 
I t t Lv L2, . . ., Lr az összevonásra kerülő mozgó szintek, Я1; A3, . . ., Ar pedig 
a nekik tu la jdoní tot t súlyok értékei. E g y é b információk hiányában A,~t az 
г-edik kísérletben szereplő megfigyelések n l számának négyzetgyökével ará-
nyosnak lehet venni. E k k o r a fenti képletben A, helyet t egyszerűen )jnrt 
kell írni. Viszonylag kicsiny szintek esetén célszerűbb a fentiekkel ekvivalens 
(6.4), i l letve (6.5) képletekkel számolni. 
(1) Ь = Ф 
О СОВМЕСТНОЙ ОЦЕНКЕ НЕЗАВИСИМЫХ ОПЫТОВ 
Т. LIPTÁK 
Резюме 
В настоящей работе движущимся уровнем критерии, применимых 
при проверке значимости, называется тот наинизший уровень, при 
котором результат может ещё считаться сигнификантным. В статистичес-
кой практике при отдельных исследованиях заданием этого движуще-
гося уровня характеризуют сигнификантность результатов опытов. 
Часто случается, что относительно одной и той же (или похожих) 
гипотез производится независимо друг от друга несколько опытов, но 
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из-за различности условий опытов или по другим причинам данные не 
могут быть объединены в единственной выборке. Целесообразно в этом 
случае характеризировать серию опытов единственным движущимся уров-
нем, иначе говоря, совместно оценить движущиеся уровни, полученные 
в отдельных опытах. 
В первом параграфе работы доказывается, что движущийся уровень 
любой критерии есть такая случайная величина, функция распределения 
которой, в случае выполнения нуль-гипотезы, не превосходит функции 
распределения, равномерной на отрезке [0,1]. В случае проб без искажения 
верно и то, что, в случае выполнения алтернативной гипотезы, имеет место 
обратное неравенство. С помощью этого вопрос о совместной оценке движу-
щихся уровней может быть переформулирован как проблема об изучении 
гипотезы. 
Во втором параграфе, требуя несколько целесообразных свойств, 
вопрос сводится к совместных оценкак, получаемых с помощью какого-
нибудь средного значения с весом движущихся уровней. Фигурирущие 
веса могут быть определены из информации относительно надёжности 
отдельных движущихся уровней, эффициенции соответствующей критерии. 
Требования в сущности следующие : 1. совместная оценка должна быть 
«монотонной», т. е. квалифицирует последовательность уровней более сиг-
нификантной, чем другую, если уровни первой сигнификантней, чем соот-
ветствующие уровни последней. 2. совместная оценка должна быть «ком-
батибильна», т. е. в случае любых групп уровней значения совместного 
уровней отдельных групп и значения весов, соответствующих отдельным 
группам, уже единственным образом определяют значение собместного 
уровня объединенной группы уровней. 3. совместное значение любой одно-
элементной «последовательности» уровней должно совпадать со значением 
уровня. 
Указанный выше класс совместных оценок М* содержит использо-
ванное до сих пор «omnibus test» FiSHER-a [3] и её обобщение, данное 
GOOD-OM [4]. В третьем параграфе доказывается, что все совместные оценки, 
принадлежащие классу М*, допустимы и не искажённы. В четвертом 
параграфе доказывается, что, если ограничиться некоторыми типичными 
допустимыми критериям, все решения BAYES-a проблемы концентрации 
монотонны в смысле определения § 2. В параграфе 6. работы доказывается, 
что «omnibus test» FiSHER-a в круге этих же критериев есть решение 
проблемы «likelihood-частного». Наконец, в параграфе 5 из элементов 
класса М* предлагается то в котором усреднение производится с помощью 
обратной нормальной функции распределения, для которой формула сов-
местного уровня такова : 
Х1Ф-\Ь1) + Х^Ф-Цфг)+ . . . +1 Ф~\ЬГ) 
\Я\ +ЯI + . . . + Я2 
Здесь Lv L2, . . . , Lr концентрируемые движущиеся уровни отдельных 
опытов, а Я
ь
 Я2, . . . , Яг значения приписанных им весов. Доказывается, что 
этот способ оптимален в некотором достаточно широком классе изучений 
односторонных гипотез. 

ON THE PROBABILISTIC GENERALIZATION 
OF THE LARGE SIEVE OF LINNIK 
by 
A L F R É D R Ê N Y I 
Let S = [Í2, Л, I3] be a probabil i ty space, i. e. Q an arbi t rary abstract 
space, cA a «-algebra of subsets of Q a n d P a measure on cA, for which P(Q) = 1. 
The elements of Л will be denoted by A, B, . . . etc. and called events. Let 
f1 ( l2> • • •> • • • be a finite or inf ini te sequence of random variables on S. 
Let us suppose f i rs t t h a t the random variables |„ are of the discrete type. 
Let znk ( 4 = 1 , 2 , . . .) denote the possible values of £„ ; let Ank denote the 
event | n = znk (n, 4 = 1,2, . . . ) . We may suppose P{Ank) > 0 for all values 
of 4 for which it is defined. Let us define 
(1) d( f n , i m ) = sup J J f j y - - 1 for n Ф m . (к,i) P(Ank) P(Aml) 
(We denote by the product of two events the event consisting in t he joint 
occurrence of the two events.) Let us suppose t h a t the quadratic form 
_ L d(sn, 4m) xn xm 
пфт 
is bounded, i. e. there exists a constant A 0 such that for any sequence 
{xn} for which 
£ x2 < + oo , 
П 
we have 
(2) ! ^ Zd( s e „ , и x n x m \ й Д У , rt • 
1 n^m , n 
If such a constant A exists we call t he random variables {!„} (pairwise) 
almost independent with modulus A. (Clearly A = 0 if and only if the variables 
f„ are pairwise independent.) Let us denote by M {77} the mean value and 
by D2 {q } the variance of a random variable p, and by M { г ф ) the conditional 
mean value of 77 under the condition t h a t the value of I is given. In case I is 
a discrete random variable, taking on the values zk (we denote th i s event 
by Ak) wi th the probability P{Ak) (4 = 1, 2, . . . ) , M(r ) | | } is a random 
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var iable which t akes on the values M {p\Ak} (K — 1 , 2 , . . . ) w i th probabilities 
P(Ak) and thus 
(3) M [M { # } ] = M {r,} . 
Le t us put 
(4) Dffo) = M {(M m - M M ) 2 } 
i. e. D?{t)} is the var iance of the random variable M {ij|!}. Let us put fu r the r 
D f W (5) 0 f W 
D 2 M 
The positive square root 0 f{b} of the quant i ty under (5) is t he correlation 
ratio introduced b y K . PEARSON (see [1] , p. 2 8 0 — 2 8 1 ) . 
Some years ago I have proved (see [3], a n d for a previous weaker ver-
sion [2]) the following 
Theorem 1. Let |1( |2> . . . , ... be a sequence of discrete random 
variables, which are (pairwise) almost independent with modulus A. Let rj 
be an arbitrary random variable with finite mean and variance. Then we have 
00 
(6) 2 в Ш < (1 + A) • 
n= 1 
I obtained Theorem 1. as t h e probabilistic generalization of the large 
sieve of Y. V. L I N N I K (see [4]). Theorem 1. has important applications, e. g. 
in number theory.1) 
In [3], Theorem 1. is s ta ted in a somewhat different fo rm ; first of all 
i t is s ta ted not only for discrete random variables | „ ; this makes no essential 
difference as t he general case can easily be deduced from the part icular case 
of discrete variables, as will be poin ted out below. Besides this , the theorem 
is no t expressed in terms of correlation ratios ; as a ma t t e r of fact, when 
wri t ing the paper [3] it escaped m y at tent ion t h a t this is t h e most simple 
way of expression. 
In the present paper we give an improvement of theorem 1. The im-
provement consists in that we prove the inequal i ty (6)] by supposing instead 
of t h e condition t h a t the random variables f„ should be „a lmost - independent" 
wi th modulus A, only that t h e y should be „weakly-dependent", wi th 
modulus B. 
The „weak dependence" is defined as follows : Let <p(ín, im) denote 
t he mean square contingency [ introduced by K . PEARSON (see [ 1 ] , p. 2 8 2 ) ] 
of t h e random variables a n d | m , i. e. let <p(in, fm) denote the positive 
square root of t h e quant i ty 
/7 \ 2/£ £ \ ^ {P(Ank Amf) -P(Ank)P(Aml)f 
' ) I t c o n t a i n s a s a special case t h e theo rem w h i c h I used in p r o v i n g (see [5]) t h a t 
t h e r e ex i s t s a p o s i t i v e in teger К s u c h t h a t every p o s i t i v e in teger n c a n b e r ep re sen t ed 
i n t h e f o r m n = p -)- P where p is a p r i m e n u m b e r a n d the n u m b e r of p r i m e f a c t o i s 
of P does not e x c e e d K . An o the r a p p l i c a t i o n of t h e l a r g e sieve has b e e n f o u n d b y P . T . 
B A T E M A N , S . C H O W L A a n d P . E R D Ő S [ 6 ] . 
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We call the sequence {!n} (pairwise) weakly dependent with modulus В , 
if the quadratic form 
2Í 2 фФп^т) 
xn xm пфт 
is bounded with bound B, i. e. if for any sequence {ж„} such tha t 
2 x 2 < + oo 
we have 
(8) 2Ï2£ <P(CnJm) XnXn 
пфт 
^ в • 2 x n • 
n 
We prove (Theorem 2.) tha t under condition (8) we have 
(9) 
As clearly 
(10) 
we have 
( И ) 
2(fn , и ^ d2( |„, и . 
в <: A 
and thus (9) is stronger than (6). Evidently В = 0 if and only if the variables 
sn are pairwise independent, 
I t should be mentioned, t ha t if the sequence of random variables | n 
is finite, then the bound A resp. В always exist , and thus t he inequalities 
(6) resp. (9) have a sense for any f inite sequence of discrete random vari-
ables { } . 
For the proof we need the following lemma (see [7]), which is a direct 
generalization of Bessel's inequality for quasi-orthogonal functions (resp. 
random variables) and which has been already used in [2] and [3]. 
Lemma. Let Cn be a quasi-orthogonal sequence of random variables, with 
bound С, i. e. suppose that 
(12) < c 2 x i 
for every sequence xn of real numbers for which 
2 x 1 < -f oo 
n 
Then we have for any random variable p, for which M{r/2} exists, 
( I S ) 2 M 2 W ^ C M M . 
For the sake of completeness we reproduce here the very easy proof 
of this Lemma. 
2 0 2 R É N Y I 
Proof of the Lemma. We have clearly for any N and for any real 
sequence an 
" i M J u ^ l n 
N N N 
m {+} - 1 2 м ш + Д u • 
L N = I С
 N = I M = 
Putting a n = M{?j£n} a n d applying (12) to the last t e rm on the r ight-hand 
side of (14), we obtain, t h e left-hand side of (14) being evidently nonnegative, 
the assertion of the Lemma. 
Now we introduce the random variables |nfc defined as follows : 
1 if Çn=Znk  
0 otherwise 
(15) fn f c 
and put 
(16) ç * k = U - P U n k ) 
\P{Ank) 
Let us p u t further 
(И) M {£*,+*,} 
Then we have evidently 
(18) cnnkk= l-P(Ank) 
(19) cnnkl=-][P(Ank)P(Anl) for 1сф1 
(20)
 W f =
 P
^
A m i ) f o r n = t = m 
Let us consider now the quadra t ic form 
(21) Q = 2 2 2 2 W l +k ®m/ 
n m к I 
where 
Х
п
к IS cl double sequence such t h a t 
2 2 tik< + 
n к 
Let us suppose that (8) is satisfied. We have 
(22) Q = 2 2 tik - 2 1 2 ЩАгф) xnkf + 2 2 2 2 c n m k l xnk xml 
n к n \ к I пфт к I 
Let us p u t 
(23) y n = ( 2 t i k f -
As by the inequality of Schwarz 
( 2 4 ) ( 2 У Ш п к ) Xnk)2 < 2 2 tik 
n \ k n к 
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we have (again by the inequality of Schwarz) 
(25) \Q\ < 2 2 4k + 2 2<P (in. im) Уп У m 
n к n ф m 
and thus by (8) 
(26) \q\ < 2 2 tik + В 2 vi • 
n к n 
Thus we obtain 
(27) \Q\ ^ (l + B ) 2 2 * 2 n k • 
n к 
Thus the system {!*&} is quasi-orthogonal with bound С = 1 -f- В. 
As, however, clearly 
(28) Л M 2 № } = D ? > } 
к 
it follows by the above Lemma that 
(29) (l + ß)M{»72} . 
n 
We may evidently suppose M(/?) = 0 , because pu t t ing щ' = r\ — M(j?) 
we have M(+) = 0 and D%n(r)') = D|n(rf) ; as М(т?) = 0 implies M(??2) = D2(»?), 
dividing both sides of (29) by D2{rj} we obtain (9). 
Let us consider now two arbitrary random variables Cx and t2. Le t us 
define q>(Çlt C2) as the least upper bound of q>(fx{Jif), /2(С2)) where Д a n d f2 
are arbi t rary (Borel measurable) step funct ions and t hus f x (n ) and /2(C2) 
are discrete random variables. In view of t he fact, that denot ing by I a n d J 
arbitrary real intervals, the two-dimensional interval funct ion 
(30) ( р ^ а Ф ^ - р ^ а А ^ У 
ЩфЦ P{C 2 +/} 
is clearly subadditive, it follows (see the L e m m a on p. 139. of [3] which is 
evidently valid for interval functions on the plane too) t h a t 
(31) ?2(Ci,i2) = J'J'v(Z X J) 
where the integral of the interval-function on the right-hand side of (31) 
is to be understood in the sense of B U R K I L L , and extended over the whole 
plane. We shall call the positive square root <р(ф C2) of t h e quantity (31) 
the mean square contingency of the random variables a n d C2. 
Taking into account, tha t if k is an a rb i t r a ry random variable, 77) is 
equal to Ihe least upper bound of 0/(f)( î?) where / is an arbitrary Borel-
measurable step-function, it follows, that (9) holds also if t he variables !„ 
are not supposed to be of the discrete type. 
Thus we have proved the following 
Theorem 2. Let {£„} be a sequence of random variables. Let ,lm) 
denote the mean square contingency of |n and |m. Let us suppose that 
\ 2 2 ®„ * m j ^ В 2 4 
I n ф m , « 
5 A Matematikai Kutató Intézet Közleményei III./3—4. 
2 0 4 r é n y i 
provided that 
Ух% < + °o. 
n 
Let y be an arbitrary random variable with finite second moment. Then we 
have, denoting by ОДу} the correlation ratio of r) on I, 
( 3 2 ) ( 1 + B ) . 
n 
(Received July 23, 1958.) 
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A LINNIK-FÉLE NAGY SZITA VALÓSZÍNŰSÉGSZÁMÍTÁSI 
ÁLT ALÁNOSÍTÁSÁ RÓL 
R É N Y I A . 
Kivonat 
A szerző 1 9 4 7 és 1 9 4 9 között t ö b b irányban ál talánosí tot ta L I N N I K 
nagy sz i tának nevezett számelméleti módszerét, és bebizonyított egy ú j 
valószínűségszámítási t é t e l t , amely a Linnik-féle nagy szitát speciális eset-
ként t a r ta lmazza . A Linnik-féle nagy szita általánosítása te t te lehetővé, 
hogy a szerző bebizonyíthat ta a következő számelméleti tételt : 
Létezik egy olyan К állandó, hogy minden n természetes szám előállít-
ható n = p + P a lakban, ahol p törzsszám és P törzstényezőinek száma 
legfeljebb K . 
E dolgozatban a szerző a szóbanforgó, a nagy szi tát t a r ta lmazó való-
színűségszámítási tétel egy élesítését bizonyít ja be. 
Legyenek £2> • • • > • • • d iszkrét eloszlású valószínűségi vál tozók. 
Jelölje znh (k = 1, 2, . . . ) azokat az é r t ékeke t , amelyeket |„ pozitív valószínű-
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seggel vesz fel ; jelölje Ank azt az eseményt, hogy | n í a znk é r téke t veszi fel, 
és jelölje P(Ank) az Ank esemény valószínűségét. 
Jelölje Ç>(!„, | m ) a ijn és | m változók között i függőség P E A R S O N - f é l e 
átlagos négyzetes mérőszámát (mean square contingency), vagyis legyen. 
(1) t \ I ^ ^ yjA-nk A ml) - P(Ank)P(Aml)Y 
m
 I V V Д Л ^ Л , , ) 
Legyen i) egy tetszőleges valószínűségi változó, jelölje M{í?} az y változó 
várható értékét, tA{rf) y második momentumát és D2{y} у szórásnégyzetét. 
Jelölje M { y \ A } az y változó feltételes várható értékét az A feltétel mellett. 
Jelölje M {íj ! l n } az y változó feltételes várható értékét £n rögzítet t értéke 
me l l e t t ; M {171 } tehát olyan valószínűségi változó, amely az M {y\Ank} 
értéket P(An k) valószínűséggel veszi fel. 
Jelölje 0in{y} az 17 valószínűségi változó !„-re vonatkozó PEARSON-
féle korrelációs hányadosát, vagyis legyen 
(2) 0 Ш = 
ahol D'2{M{i): |n}} az M {ü1 } valószínűségi változó szórásnégyzete. Akkor 
fennáll a következő 
Tétel. Ha a 
^ ^ fi^n' £m) xn xm 
n # m 
kvadratikus alak korlátos és korlátja B, vagyis ha bármely olyan xn számsoro-
zatra, amelyre 
2 : xn <+00 
érvényes a 
СО 
(3) ^ в 2:x2n 
j n ф m \ n= 1 
egyenlőtlenség, akkor 
СО 
(4) (i + p ) . 
О ТЕОРЕТИК0 ВЕРОЯТНОСТНОМ ОБОБЩЕНИИ БОЛЬШОГО РЕШЕТА 
ЛИННИКА 
A . R É N Y I 
Резюме 
Автор в 1947—49 годах в нескольких направлениях обобщил метод 
введенный в теорию чисел Ю. В. Линником и называемый им большим реше-
том, и доказал одно новую теоретико-вероятностную теорему, содержащую 
большое решето Линника в качестве частного случая. Обобщение большого 
решета Линника позволило автору доказать следующую теорему теории 
чисел : 
г * 
2 0 6 r é n y i 
Существует такая постоянная К, что всякое натуральное число п может 
быть представленно в виде п = р + Р, где р простое число, а число простых 
делителей Р не превосходит К. 
Пусть I j , Ig, . . . ,£„ , . . . суть случайные величины с дискретным рас-
пределением. Обозначим через znk(Jc = 1 , 2 , . . . ) значения, принимаемые 
£
п
 с положительной вероятностью, через А
пк
 событие, заключающееся в том, 
что £
п
 принимает значение znk, а через Р{Апк) вероятность события Апк. 
Обозначим через <р(£
п
, ém) средную квадратичную меру (mean square 
contingency) PEABSON-a зависимости между величинами £
п
 и £„„ т. е. пусть 
(Р(А
пк
А
т1) - Р(Апк) Р(Ат1)У 
^ ^ Р(А
пк
)Р(А
т1) 
(t) = 1 2 2 
к I 
Пусть M {у} обозначает математическое ожидание, M {»у2} второй 
момент, a D-{?/} дисперсию случайней величины р. Пусть М{?дМ} обоз-
начает условное математическое ожидание величины р при условии А. 
Обозначим через M {р£
п
} условное математическое ожидание величины р 
при фиксироеаннэм значенни £
п
 ; таким образом M {??£„} такая случайная 
величина, которая при н шает значение M {р А
пк
] с вероятностью Р(А
пк
). 
Пусть 0:
п
{р) обозначает корреляциенное отношение PEAKSON-a слу-
чайной величины р относительно £
п
, т. е. пусть 
(2) ы
ч } = » ( » т , 
где D'-{M{?/£„}} дисперсия случайней величины M{?/f„}. Тогда имеет 
место следующая 
Теорема. Если квадратичная форма 
пф m 
ограниченна и В ее граница, т. е. если для всякой последовательности х
п 
для которой 
XI о 
„ x f , < ОО 
1 
имеет место неравенство 
(3) 2 <р(£
п
, £
т
)
 Хп
 х
т
 й В У х-п , 
пф m л = 1 
то 
(4) 2 ) 
Л=1 
KÉTPÓLUSÚ ELEKTROMOS HÁLÓZATOKRÓL, III. 
Á D Á M A N D R Á S 
Bevezetés 
E dolgozatban kétpólusú gráfok és logikai művele tek összetartozásával 
foglalkozunk. Ezt a kapcsolatot mindig abban a (speciálisabb) felfogásban 
tek in t jük , hogy egy gráf különböző éleihez különböző logikai változók tar-
toznak, azaz [7] terminológiájával élve „ismétlésnélküli rendszer"-eket 
vizsgálunk. 
Az 1. §-ban összefoglaljuk a gráfelméleti és logikai előzményeket. 
Részben már i t t , t ovábbá a 2. § elején vezetjük be a későbbiekben szükséges 
fogalmakat. A 2. § t o v á b b i részében a megelőző fogalom-alkotások többé-
kevésbé nyilvánvaló következményeit rendszerezzük segédtételekké, hogy 
ezáltal a 2. § végén szereplő 1. tétel és a 3. §-ban k imondot t fő eredményeink 
(2., 3., 4. tételek) könnyen elérhetőkké váljanak. E fő eredmények egy gráf 
éleinek közös soros, v a g y párhuzamos komponensbe tar tozására adnak oly 
elegendő és (a 4. tétel kivételével) szükséges fel tétel t , amely csupán a gráf 
által megvalósított logikai művelet tel szorosan összefüggő fogalmakat t a r -
talmaz. 
Mint a 4. §-ban példával is megvilágít juk, eredményeink kons t rukt ív 
eljárást szolgáltatnak a r r a , hogy egy realizálható logikai művelet ismereté-
ben a műveletel realizáló bármely gráf soros és párhuzamos előállítását, az 
éleknek az irreducibilis alkatrészekbe való osztályozását, és az irreducibilis 
alkatrészek által megvalósí tot t logikai műveleteket meghatározzuk. A 4. § 
befejező részében a konstrukció néhány következményére utalunk. 
1- §• 
Mint a megelőző dolgozatokban, gráfon itt is véges gráfot é r tünk , 
amely a Tx és T2 tulajdonságokkal rendelkezik. [1] terminológiáját és ered-
ményeit ismerteknek tételezzük fel. A [2] dolgozat eredményei közül csupán 
az 5. té telre hivatkozunk (78. oldal), amely a következőt mondja ki : ha egy 
irreducibilis gráf összes éleit két (idegen, nem üres) x2 osztályba soroljuk, 
akkor van a gráfnak o lyan pályája, amely tar ta lmaz ^j-beli élt is, x2-beli, 
élt is. E té tel bizonyítása [2] részletesebb ismerete nélkül is megérthető. 
Egy © gráf valamely pályájába ta r tozó élek ha lmazá t © egy pálya-
haJmazának (röviden : P-halmazának) nevezzük. Egy © gráf éleinek valamely 
ß halmazát © egy 6Ú2/sának nevezzük, ha © bármely pá lyá ja t a r ta lmaz leg-
alább egy /bbeli élt ; és bármely /1-beli élen átmegy @-nek olyan pá lyá ja , 
amely /1-hoz tar tozó más élt nem ta r t a lmaz . 
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Egy © gráf összes éleinek halmazát я-val fogjuk jelölni, x részhalmazait 
á l ta lában x'-vel, xx-gyel, x2-vel s tb. , csupán a P-halmazok és a bázisok jelö-
lésére használjuk а л, illetve ß be tűke t . A halmazelméleti egyesítést , metszet-
és különbségképzést az ot t szokásos U, D , — jelekkel fejezzük ki ; az üres 
halmazt a 0 jellel jelöljük. 
Egy © gráf élei legyenek kx, k2, • • - , kn. Rendeljük hozzá a gráfhoz az t 
az f(xx, ..., xn ) «-változós logikai művelete t , amely pontosan akkor veszi 
fel értelmezési t a r tományának egy helyén az f (igaz) ér téket , ha van ©-nek 
olyan P-halmaza, hogy a P-ha lmaz kh, kh, ..., kim éleinek megfelelő xiv 
ÍC,-2, ..., xim változók mindegyike a tek in te t t helyen1* f . K ö n n y e n belátható, 
hogy egy n élű gráfhoz rendel t « változójú logikai művelet valóban függ 
mindegyik vál tozójá tól , továbbá, hogy monoton, azaz, ha a vál tozók két érték-
rendszere csupán egyetlen ж,- változó értékében különbözik, akkor nem for-
dulha t elő az, hogy a művelet ér téke ж, = \ esetén f , és ж,- = f esetén | 
legyen. (Az első állítás igazolásaként elég a r ra utalnunk, hogy ha valamely, 
a Z, élen á tmenő pálya éleihez ta r tozó váltakozóknak az f , az összes többi 
változóknak a | értéket t u l a jdon í t juk , akkor az ж,- változó j- vagy | vol-
t á tó l függően lesz f vagy | a művelet értéke. A monotonságot az teszi 
nyilvánvalóvá, hogy egy vál tozó igazzá tétele nem szűkíti a csupa f é r tékű 
változóknak megfelelő élekből álló pályák halmazát.) Tekintsünk egy / logikai 
művelete t ; lia egy © gráf élei sorszámozhatóak úgy, hogy a gráfhoz éppen 
ez az / művelet tartozzék, akkor azt mondjuk , hogy a © gráf megvalósítja 
vagy realizálja az / műveletet . H a egy gráf realizál valamely / logikai műve-
le te t , akkor pontosan azokat a műveleteket valósítja meg, amelyek /-bői 
változók permutációjával előállít hat óak. Ne tegyünk különbséget két logikai 
művelet közöt t , lia csupán ebben az ér telemben („lényegtelenül") külön-
böznek egymástól ; ekkor a „gráf művele t" hozzárendelés több-egyértelmű 
leképezéssé válik. Az ismétlésnélküli rendszerekkel foglalkozó vizsgálatok 
a lapvető célja így fogalmazható meg : körülhatárolni ennek a leképezésnek 
pontos értékkészletét és jellemezni az értelmezési t a r t ománynak a leképezés-
hez tar tozó osztályozását (azt az osztályozást, amelynél ké t gráf akkor és 
csak akkor tar tozik ugyanabba az osztályba, ha ugyanazt a műveletet való-
sí t ják meg). Az első kérdésről tudomásom szerint igen kevés eredmény 
ismeretes, a második problémát illetően [7] 5. tételét ismerem legmesszebb 
menő eredményként . A jelen dolgozat egy ado t t műveletből kiindulva, az 
azt realizáló gráfok szerkezetével foglalkozik. 
Ismeretes, hogy egy monoton logikai műveletnek egyet len (jól meg-
határozott) redukál t d isz junkt ív normálformája van. (A művele te t kifejező 
bármely disz junkt ív normálformára alkalmazva a matemat ika i logikában jól 
ismert egyszerűsítési lehetőségeket, végül ugyanaz az egyszerűsíthetet len 
forma adódik.) Ugyanez igaz a konjunkt ív normálformákra is.2 ' 
ú Másképp : t ek in t sük a g rá fo t e lekt romos há lóza tnak , a m e l y n e k minden ki 
élébe egy-egy ér in tkező van elhelyezve. Az x; vá l tozó igaz vol ta je lentse azt, hogy a 
ki élbe i k t a t o t t ér intkező zárva v a n , és ford í tva . A logikai m ü v e l e t aszerint vegye fe l 
a z f vagy ф é r téke t , hogy a vá l tozók szóbanforgó ér tékrendszere létrehoz-e a g r á f 
kezdőpon t j a és végpont ja közö t t vezető összeköt te tés t . 
2) A n e m monoton m ű v e l e t e k egyszerűsítési lehetőségeit b o n y o l u l t a b b á t t ek in t en i , 
e r r e vona tkozóan Q U I N E [ 4 ] do lgoza tára u t a lunk . A monoton m ű v e l e t e k speciális eseté-
n e k egységes tá rgya lásá t n e m i smerem, az ezekről felhasznál t i smere t ek az e m l í t e t t 
cikk, t o v á b b á H O R N [ 3 ] (5. l e m m a : 1 8 . oldali, Q U I N E [ 5 ] ( 1 . té te l) és J A B L O N S Z K I J [ 9 ] 
(332 — 333. o ldalak) dolgozata inak eredményei a l a p j á n könnyen összeáll í thatók. 
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A © gráf összes éleinek halmaza legyen x, a ©-hez rendelt logikai művelet 
legyen / . Egy xx Ç. к halmazra vonatkozóan ekvivalens a következő három 
állítás : 
a ) xx pálya-halmaz ; 
ß ) ha pontosan a pq-beli éleknek megfelelő változók igazak, akkor 
/ = I , és ha tetszőleges *q-beli él vá l tozó já t hamissá vál tozta t juk (a többi 
változó é r t éké t vál tozat lanul hagyva), akkor f = | ; 
y ) a PÍj-beli éleknek megfelelő vál tozók / redukál t diszjunktív normál-
formájának egy tagját a lkot ják . 
(Egyrészt az o ) <==>ß) ekvivalencia nyilvánvaló, másrészt pedig a ß ) <=>y) 
ekvivalencia könnyen belátható, ha figyelembe vesszük, hogy a redukál t 
diszjunkt ív normálforma bármely t a g j a negálatlan változók konjunkciója , 
és bármely ké t különböző tagban fellépő változók halmazai nem ál lhatnak 
részhalmaz-kapcsolatban egymással.) 
Szintén ekvivalens a következő h á r o m állítás : 
a) xx bázis ; 
ß ) ha pontosan a p<1-beli éleknek megfelelő vál tozók hamisak, akkor 
/ = j , és ha tetszőleges aq-beli él vá l tozójá t igazzá vál tozta t juk, akkor 
у ) a aq-beli éleknek megfelelő vál tozók / redukált konjunkt ív normál-
formájának egy tagját a lkot ják . 
2. §. 
Egy © gráf két élére legyen Qx(kx, k2) = f , ha van ©-nek olyan P-ha lmaza , 
amely mind Aq-et, mind Aq-t tar ta lmazza. 
Egy © gráf két élére legyen p2(Aq, Aq) = f , ha van @-nek olyan bázisa, 
amely mind Aq-et, mind Aq-t tar ta lmazza. 
Legyen a © gráf összes éleinek halmaza x. Legyen xx + x, x + x és 
xx n x2 = 0. Ekkor a(xx, x2) legyen a k k o r és csak akkor igaz, ha ©-nek 
bármely nx és aq P-halmazaira a (xx n a x ) U (x2 П a2) halmaz előáll (xx U x2) П а,-
alakban ©-nek alkalmas a , P-halmazával . 
e1(A,q, Aq), e2(kx,k2)és e3(Aq, Aq) jelentsék rendre a gx és g2 relációk, vala-
mint a jq reláció negációja által i nduká l t ekvivalencia-relációkat ([6], 2. 
tétel, 20. oldal értelmében). Jelentse Q'x a © gráf ©' komponensében 
értelmezett gx relációt. (Ezzel a jelölésmóddal később is fogunk élni.) 
1. segédtétel. Legyen © párhuzamosan reducibilis gráf. Ekkor 
(1 ) & két különböző komponensének egy-egy élére a ot reláció mindig 
hamis ; 
(2) © egy rögzített ©' komponensének két ka, kß élére ox(ka, kB) = 
= Q'x(ka, kß); 
(3 ) © összes komponenseinek válasszuk egy-egy bázisát, ezek egyesítése © 
egy bázisát alkotja, és @ összes bázisai előállnak ily módon ; 
(4) © két különböző komponensének egy-egy élére a q2 reláció mindig 
igaz; végül 
(5) © él-párjaira az e2 és e3 relációk mindig igazak. 
Az 1. segédtétel áll í tásainak bizonyítása gyanánt elég arra u t a lnunk , 
hogy © bármely P-halmaza © valamely párhuzamos komponensének P-hal-
maza ; va lamin t arra, hogy — mint a bázisok és a redukál t konjunkt ív nor-
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málforma között i kapcsolatból látható — © bármely éle benne van © vala-
mely bázisában. 
2. segédtétel. Legyen 06 sorosan reducibilis gráf. Ekkor 
(1 ) 06 összes komponenseinek válasszuk egy-egy P-halmazát, ezek egye-
sítése Обеду P-halmazát alkotja, és 06 összes P-halmazai előállnak ily módon; 
(2 ) (6 két különböző komponensének egy-egy élére a px reláció mindig 
igaz ; 
(3) 06 bármely bázisa © valamely komponensének bázisa, és megfordítva ; 
(4) 06 valamely 06 komponensének két ka és kß élére gx(ka, kp) = Qx'(ka, kp) 
és Q2{ka, kß) = Q2(ka, kß) ; 
(5 ) (6 él-párjaira az ex reláció mindig igaz. 
Bizonyításra csupán a (3) állítás szorul. Legyen ß valamely bázisa 
© n e k . Első célunk kimutatni , hogy ß élei ©-nek egyetlen soros komponen-
sében helyezkednek el. Egyszerűség kedvéért feltételezhetjük, hogy © k é t 
©' .©"komponensből áll (az alkalmazott módszerrel a bizonyítás az ál talános 
esetben is végrehajtható), ezek éleinek halmaza legyen x' és «", az őket 
szétválasztó pont legyen A. H a mind ß n x', mind ß n x" bővebbek volná-
nak az üres halmaznál, akkor léteznének (a bázisok értelmezése miatt) olyan 
a és b pályák, amelyek közül a nem megy át ß r\ x' egy élén sem, b pedig 
nem megy át ß n egy élén sem ; de ekkor az a[PA] • b[AQ) pálya ß egy 
élén sem menne át , ami ellentmond a bázis fogalmának. A (3) állítás további 
részei a tétel (1) állításából közvetlenül adódnak. 
3. segédtétel. A ©' gráf legyen soros komponense a 06 gráfnak, x és x' 
legyen 06, illetve ©' éleinek halmaza. Ekkor a(x', x — x') = f . 
E segédtétel következik a 2. segédtétel (1) állításából és a a reláció 
értelmezéséből. 
1. tétel. A ©' irreducibilis gráf legyen soros komponense a © gráfnak, 
x és x' legyen ©, illetve 06' éleinek halmaza. Ekkor a 0 с xx с x' feltételt kielé-
gítő xx halmazokra a következő három állítás ekvivalens: 
a) xx = x' 
ß) o(xx, x — xx)= f 
y) a'(xx, x' — xx)= f . 
Bizonyítás. 1. Ha a) nem teljesül, akkor у) nem teljesül. Ekkor ugyanis 
x' — xx nem üres halmaz, így az 1. § elején említett t é te l következtében 
van olyan a pályája ©'-nek, amely aq-beli élt is tar ta lmaz, (x' — «x)-beli 
élt is. Legyen Л az a pálva első olyan pon t j a , hogy a-nak Л-ból ki induló 
két éle közül pontosan az egyik «j-beli. (Л belső pontja a © ' gráfnak.) Legyen 
b olyan pá lyá ja ©'-nek, amely Л-п nem megy át ; legyenek л
х
 és л2 az a, 
illetve b pályák él-halmazai. Ekkor a (jq n xß) U (л2 п (x' — x ß j ) halmaz az 
Л pontból kiinduló élek közül pontosan egyet tartalmaz, tehát nem lehet 
P-halmaza ©'-nek. 
2. Ha a) teljesül, akkor a 3. segédtétel szerint ß) teljesül. 
3. Ha ß) teljesül, akkor у) teljesül. Ugyanis ©' tetszőleges két л'
х
 és 
л2 P-halmaza kiegészíthető ©-nek egy-egy лх és л2 P-halmazává, a ß) á l l í tás 
miatt létező л1 P-halmazzal kielégül а (xx п лх) U {(x — xx) n n2) = x n л 
egyenlőség, amelynek mindkét oldalát «'-vei metszve a 
( « ! П n'x) U ( ( « ' - xx) Г\я2) = x' D(ZR, П «') 
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egyenlőséget kapjuk, ahol л, n a 2. segédtétel (1) állítása szerint pályája 
©'-nek. 
3. §. 
2. tétel. + © párhuzamosan reducibilis gráf két ka, kp élére e1(U„, kp) 
akkor és csak akkor igaz, ha k„ és kp &-nek ugyanabban a párhuzamos kompo-
nensében vannak. Párhuzamosan irreducibilis gráf bármely él-párjára az ex 
reláció igaz. 
Bizonyítás. A té te l „csak akkor" állítását az 1. segédtétel (1) állítása 
biztosítja. A tétel második mondatának helyességét a bizonyítás hátralevő 
része külön utalás nélkül is világossá teszi. Az „akkor" állítás igazolásában 
hivatkozunk az 1. segedtetei (2) állítására. Ha ©-nck Ua-t es kp-1 tar ta lmazó 
©' komponense sorosan reducibilis, akkor a 2. segédtétel (5) állítása máris 
teljessé teszi a bizonyítást. Ha pedig ©'irreducibilis gráf , akkor van olyan 
(@'-nek P' kezdőpontját és Q' végpontját belső pontként nem tartalmazó) 
út, amelynek élei rendre ka = Ux, k2, k3, . .., kn = kp. Bármely kh ki+1 (1 ^ 
ф i < n — 1) él-párra legyen a a U, élen, b pedig a élen átmenő pálya. 
Legyen k' a első éle, k" pedig b utolsó éle. Nyilván k') = (ki+1, к") = \ . 
Másrészt mind a, mind b átmegy U, és közös végpont ján, tehát a és b 
nem idegenek egymástól ; legyen + a első olyan belső pont ja , amelv pont ja 
ú-nek is. Létezik'az a[P'A~\ b[AQ'] pálya, tehát k") = f . Az eddigi 
eredmények összevetése alapján e[(kh U,+i) = £i(U,, ki+1) = f , tehát 
++<> kp) = f . 
3. tétel. A © sorosan reducibilis gráf két ka, kp élére e2(ka, kp) akkor és 
csak akkor igaz, ha ka és kp (A-nek ugyanabban a soros komponensében vannak. 
Sorosan irreducibilis gráf bármely él-párjára az e2 reláció igaz. 
A bizonyításban most is elég a tétel első mondatának igazolására szo-
rítkoznunk. A tétel „csak akkor" állítását az biztosítja, hogy a 2. segédtétel 
(3) állításából következően © két különböző komponensének egy-egy élére Q2 
mindig hamis. Az „akkor" állítás igazolásában hivatkozunk a 2. segédtétel 
(4) állítására. Ha © nek a ka-1 és kp-1 tar talmazó ©'komponense párhuzamo-
san reducibilis, akkor az 1. segédtétel (4) állítása máris teljessé teszi a bizo-
nyítást . Ha pedig ©'irreducibil is gráf, annak lehetetlenségét kell igazolnunk, 
hogy ©' éleinek halmazát az e'2 ekvivalencia-reláció egynél több részhalmazra 
bontsa. Legyen У
х
 ©' éleinek egy osztálya az e2 által létesí tet t osztályozás-
nál, legyen y.2 (=f=0) © ' többi éleinek halmaza. A ©'-liez rendelt logikai mű-
velet redukált konjunktív normálformáját ekkor /ДхЦ • /2[*2] a lakban 
í rhatjuk. (A konjunkeiót szorzásként jelöltük. А [ a j szimbólum azt jelenti, 
hogy az fx logikai művelet csupán a y-x osztály7ba sorolt éleknek megfelelő 
változóktól függ.) Az fx és f2 műveleteket külön-külön alakítsuk át redukál t 
diszjunktív normálformákká. A „beszorzás" elvégzésével — külön egyszerű-
sítés nélkül — a ©' gráfhoz rendelt logikai művelet redukál t diszjunktív 
normálformáját kapjuk. A redukált diszjunktív normálforma tagjai és a 
P-halmazok közötti kapcsolat alapján bármely (У
х
 n л
х
) U ( У 2 n л2) halmaz 
P-halmaza a © 'g rá fnak , t ehá t az 1. tételben tekintett tulajdonságok közül 
y) teljesül, a) nem, ami ellentmondás. 
4. tétel. Legyen © sorosan reducibilis gráf. Ha (A-nek két ka, kp élére 
e3(ka, kp) = j , akkor ka és kp © ugyanazon komponensébe tartozó élek. Ha k\, 
és kp (A-nek ugyanazon, párhuzamosan reducibilis komponensébe tartozó élek, 
akkor s3(ka, kp) = f . 
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Bizonyítás gyanánt elég egyrészt a 2. segédtétel (2) állí tására, másrészt 
a 2. segédtétel (4) és az 1. segédtétel (5) állításaira hivatkoznunk. 
4. §. 
Tekintsünk egy monoton, minden változójától függő / logikai műveletet-
Legyen © olyan gráf, amely az / műveletet valósítja meg, jelöljük © éleit 
egy alkalmas sorszámozás szerint . Az előző paragrafus eredményeinek isme-
retében megállapíthatjuk, mely élek alkotják © egy-egy irreducibilis alkat-
részét, és ezek az alkatrészek milyen logikai műveleteket kötelesek meg-
valósítani. (Az eljárás alkalmazásakor feltételezzük, hogy van olyan © gráf, 
amely az / logikai műveletet realizálja. Ez a feltevés nem mindig jogos, pl. 
az xxx2 v xxx3 v x2x3 művelet egy gráfhoz sincs hozzárendelve. Ha a feltevé-
sünk helytelen, annak hatása abban mutatkozik meg, hogy az irreducibilis 
alkatrészek számára adódó műveletek legalább egyike megvalósíthatatlan.) 
Az eljárás gyakorlati alkalmazására vizsgáljuk azt a © gráfot, amely 
a következő 11 változós (rögtön redukált diszjunktív normálformában adot t ) 
logikai műveletet realizálja : 
X^ X^ X^ XqX^  V X^X^X^XQXQ V X^ X^ X^ XcfiQXg V X^X^X^X^XQXQ V 1^0*^ 11 * 
Első lépésként az ex reláció alkalmazásával megállapít juk, párhuzamosan 
reducibilis-e a © gráf. (2. té te l . ) Melyek az e4 reláció á l ta l létesített osztá-
lyozásnál Aq-gyel megegyező osztályba sorolt élek? Ezeknek felsorolását a 
Z r gye l közös pályába tartozó élekkel kezdhet jük : [kx, kx, ks, k6, k9, Z7, ka, . . . 
Ezután a Z4 éllel gx relációban álló (még nem szereplő) élekkel bővít jük a 
halmazt : Z4, къ, ks, k9, k7, ka, k2, k3, ...}. További vizsgálat alapján sem 
tud juk a meg hiányzó kX3 es Z44 eleket ugyanebbe az osztalyba sorolni, t e h á t 
© párhuzamosan reducibilis, és egyik @4 komponense pontosan a kx, k2, k3, . . ., 
k9 éleket tartalmazza. Másrészt Z10 és klx közös ©2 komponenst alkotnak 
(mivel Qx(kxo, / n ) = f , így e1(/10, kxx) = f ), ©2-nek egy P-lialmaza van : 
{/10, /Ц}, t ehá t ez a két él sorosan van kapcsolva. A ©j komponens P-halmazai : 
{/4, kx, k3, ka, /9}, /4, k-, к g, kg}, {k2, k3, kx, k-, ka, k9}, {k2, k3, kx, k-, L g, k9}. 
Következő feladatunk a ©4 gráf soros felbonthatóságát megvizsgálni, 
a soros komponenseket elkülöníteni. Két módszer áll rendelkezésünkre : 
dolgozhatunk az e2 reláció (3. tétel), vagy az e3 reláció alkalmazásával. Az e2 
reláció biztosan az élek k ívánt osztályozását szolgáltatja, azonban használata 
ellen kényelmi szempontok szólnak : ha ezzel a módszerrel dolgozunk, akkor 
el kell végezni a diszjunktív és konjunktív normálformák egymásba való 
átalakítását. Az e3 reláció alkalmazásakor erre nincs szükség, viszont nem 
mindig érünk el pontos e redményt : ha a gráf valamely komponense nem 
bontható tovább (párhuzamosan), akkor az e3 relációnál a szóbanforgó kom-
ponens élei t ö b b osztályba sorolódhatnak. (4. tétel.) Arra, hogy melyik úton 
célszerűbb tovább folytatnunk az eljárást, nehéznek látszik általános szabályt 
megadni ; némely esetben előnyös lehet a két módszer következő kombiná-
lása : először az e3 relációval osztályozzuk a gráf éleit, m a j d a a reláció alkal-
mazásával (3. segédtétel és 1. tétel) a kapo t t osztályok mindegyikére eldönt-
jük, hogy az az osztály egy soros komponens összes éleit tartalmazza-e. Az e2 
relációval azoknak a x' osztályoknak egyesítési halmazát bontjuk tovább, 
amelyekre a(x', x — x') = \ (ha ilyen osztályt egyáltalán találunk). (*-val 
© 4 éleinek halmazát jelöltük). 
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Alkalmazzuk a ©4 gráf éleire az e3 relációt. A következő él-halmazokat 
kapjuk : xx = {Aj, A2, A3}, x2 = {A4}, x3 = [K k6. k7, A8}, x4 = {A„}. Vajon 
soros komponens-e xxl я,- n xx alakban előálló halmazok : {A4} és {A2, A3}. 
Л[ п — y-\) alakban előálló halmazok : {A4, k5, Ae, Aq} és (A4, A7, k8, Aq} ; 
összehasonlítva az ezekből képezhető egyesítési halmazokat ©4 P-halmazai-
val, <y(xx, x — xx) = I ; t ehá t xx élei © r n e k pontosan egy soros kompo-
nensét alkotják. További vizsgálatunkban elég a x2 U x3 U x4 halmazra 
szorítkoznunk ; mind x2, mind x3, mind x4 soros komponensnek adódik. 
(Az e2 reláció alkalmazására tehát nincs szükség.) (A x2, x3, x4 halmazok 
vizsgálatát tetszőleges sorrendben végezhetjük, a soros komponensnek bizo-
nyult halmazt „leválaszthatjuk" úgy, min t előbb *q-et.) A további elemzéssel 
a © gráf szerkezete az 1. ábrán láthatónak adódik. (A sorosan kapcsolt kom-
ponensek sorrendjét önkényesen vet tük fel.) 
Annak az esetnek a megvilágítására, mikor (egynél több élű) irreduci-
bilis gráfok is fellépnek egy sorosan kapcsolt gráf komponenseiként, nem 
közlünk példát, hiszen egyrészt a lá tot t példa jól illusztrálja a gyakorlatban 
követendő módszert, másrészt pedig az említet t gráfok pályáinak száma elég 
nagy, így érdekességével arányban nem álló terjedelmű lenne a részletes 
analízis. (A [2] bevezetésében ábrázolt egyszerű irreducibilis gráfoknak 
6, 4, illetve 8 pályája van , a sorbakapcsolásnál szorzódik a pályák száma. 
Érdemes megjegyeznünk, hogy az emlí tet t irreducibilis gráfok éleit az e3 
reláció 4, 3, illetve 6 osztályba sorolja.) 
Konstrukciónkból világos a következő állítás, amely egyébként speciális 
esete T R A H T E N B R O T már emlí te t t tételének. ( [ 7 ] , 5 . tétel.) Egy logikai művelet 
egyértelműen meghatározza azt, hogy a műveletet realizáló bármely gráf hogyan 
áll elö soros és párhuzamos kapcsolások alkalmazásával e két kapcsolási módra 
nézve irreducibilis alkatrészekből, és hogy ezek az alkatrészek milyen logikai 
műveleteket kötelesek megvalósítani. (Az egyértelműséget a soros kapcsolás 
kommutat ivi tásától eltekintve értjük.) További specializálással a következő 
állításhoz jutunk : ha a ©' és @" kétpólusú gráfok élei A}, k2, .... kf illetve 
k'[, k"2, . . ., k"n, és a gráfok pontosan egyike tar talmaz ket tős élt,3* akkor 
a ©'-hez illetve ©"-hez rendelt /'(aq, xn) és /"(aq, . . . , aq) logikai műv e -
P 
Q 
1. ábra. 
3) A z a z a g r á f o k p o n t o s a n egy ike á l l í t h a t ó e lő egy élű k é t p ó l u s ú g r á f o k b ó l so ros 
é s p á r h u z a m o s kapcso l á sokka l . 
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le tek különbözőek. Dolgozatunk utolsó célja ezt a tényt t i sz tán gráfelméleti 
eszközökkel k imondani és igazolni. 
5. tétel. Legyen a ©' gráf éleinek halmaza У ' , és a ©" gráf éleinek hal-
maza У " . Ha ©' tartalmaz kettős élt, és ©" nem tartalmaz kettős élt, akkor y'-nek 
y"-re nincs olyan egy-egyértelmű leképezése, amely ©' pálya-halmazaihoz pon-
tosan ©" pálya-halmazait rendelné,4> 
Bizonyítás. Feltételezzük, hogy létezik az említett tulajdonságú leké-
p e z é s ; tekintsünk egy ilyen leképezést. [1] 3. tétele szerint ©'-nek vannak 
o lyan a, b, c, d, e, / , g utai , amelyek a Wheatstone-féle híd módján csatla-
koznak egymáshoz. (2. ábra . ) Legyen л[ a bcafg pálya éleinek halmaza, 
n'2 pedig a bdaeg pálya éleinek halmaza. © " megfelelő P-halmazai legyenek 
л'[ és n"2. Tekin tsük @"-nek а л'{ U л2 ha lmaz éleiből (és a hozzájuk ta r -
tozó pontokból) álló részgráf já t . Ez a részgráf ket tős él nélküli (az ellen-
kező esetben ©"-nek is volna ket tős éle.) 
A párhuzamos, illetve soros kapcsolás szerinti indukcióval könnyű be lá tn i 
a következő ál l í tást . Ha egy ket tős él nélküli gráfnak van olyan pá lyá j a , 
amely mind az A, mind а В pontokon á tmegy , akkor A és В között egy-
értelműen definiálhatunk rendezést annak a lapján, hogy a mindket te jükön 
á tmenő pályák A-t vagy B-t tar ta lmazzák-e elsőbbként. 
Legyen k ' tetszőleges éle a © 'gráf a ú t j ának , legyen k " @"-nek 4'-hoz 
rendelt éle. 4 " végpontjai legyenek A és B, mégpedig A előzze meg B-t 
legutóbbi megjegyzésünk ér te lmében. Minthogy bármely (4X, k") a lakú él-
párhoz, így bá rmely ( X , A) vagy (X, B) a l akú pontpárhoz (ahol X tetszőleges 
pon t j a , 4X tetszőleges éle а .V)" gráfnak) van közös pálya, ,SV' bármely (A-tól 
és 5- tő l különböző) pontja vagy megelőzi A- t , vagy pedig követi 5 - t . A 4 " 
él ezért soros komponense £)"-nek, tehát bármely p á l y á j a átmegy 4"-n . 
Tekintsük mos t íp" azon élei t , amelyek a kiválasztott leképezésnél a bceg 
pálya éleinek feleltek meg. Ezeknek az éleknek a halmaza 4"-t nem t a r t a l -
mazza, tehát n e m lehet P -ha lmaz , ami el lentmond a leképezésre vonatkozó 
feltételnek. 
(Beérkezett : 1958. VII. 9.) 
4) Azaz : a m e l y leképezés bármely pá lya -ha lmazá t p o n t o s a n egy p á l y a -
h a l m a z á b a viszi á t , és amelynél bármely pá lya -ha lmaza v a l a m e l y pá lya -ha lmazá-
n a k képeként ál l elő. 
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A szerző megjegyzései az első korrigáláskor, 1959. január 4-én. 
T R A H T E N B R O T időközben ugyanerre a problémakörre vonatkozó kiter-
j ed tebb vizsgálatokat hozott nyilvánosságra a [8] dolgozatban. Ennek 5. tétele 
(248. oldal) ugyanazt a tényt fejezi ki más beáll í tásban, mint 2. és 3. tételeink. 
A 2. és 3. té telek más módon is bizonyíthatóak, mint a 3. §-ban lá t tuk. 
A 2. té te l részletesebb meggondolást igénylő esetét o t t direkt módon igazoltuk, 
indirekt módon igen könnyű be lá tnunk helyességét [2] 5. tételének alkal-
mazásával . A 3 . té te l nem közvetlenül belátható esetére G A L L A I T I B O R pro-
fesszor a dolgozat lektorálása során a következő (tisztán gráfelméleti jellegű) 
bizonyítást adta . 
Legyenek a{PA), b(AB), c(AB) és d(BQ) egy irreducibilis gráf páron-
ként idegen ú t ja i , a pontok közöt t a P = A és В = Q egybeesés megenge-
de t t . Tekintsük az a • b • d-től és a • с • d-től különböző összes pá lyákat . Bár-
mely ilyen pályából válasszunk ki egy olyan élt , amelyet az a, b, c, d u tak 
egyike sem tar ta lmaz. A kiválasztot t élek halmaza legyen у ; kx és k2 legyen 
tetszőleges éle 6-nek, illetve c-nek. Ekkor a 
* = Z U { k f j U {k2} 
halmaznak bármely pályával van közös éle, v a n tehát a g rá fnak olyan ß 
bázisa, hogy ß с у.. Könnyen l á tha tó , hogy kx0, k20. Igazoltuk tehát , hogy 
a megadot t módon elhelyezkedő a, b, c, d u t aka t tekintve 6 és с egy-egy éle 
mindig kiegészíthető bázissá. A bizonyítás há t ra levő részében ezt az állítást 
segédtételnek fogjuk nevezni. 
[8] 4. tétele szerint a gráfnak van két egymástól idegen px, p2 pályája 
(lásd még [1] 3. lábjegyzetét) . A segédtétel szerint px bármely éle g2 relációban 
áll p2 bármely élével. H a a gráf valamely к élét sem px, sem p2 nem tar talmazza, 
akkor к benne van alkalmas olyan ú tban, amelynek pontosan végpontjai 
TPj-beli vagy p2 -beli pontok ; a segédtétel minden lehetséges esetben alkal-
mazha tó k-ra, és px vagy p2 valamely élére. 
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О ДВУХПОЛЮСНЫХ ЭЛЕКТРИЧЕСКИХ СЕТЯХ, III. 
A. Á D Á M 
Резюме 
Настоящая работа занимается связью между двухполюсными гра-
фами и функциями истинности. Эта связь исследуется в следующей трак-
товке : ребра 4
Ь
 4
а
, . , . , 4„ графа © взаимно однозначно соответствуют пере-
менным х
х
, х2,..., ж„ ; соответствующая графу © функция истинности / (в 
некотором месте ее области определения) истинна, если существует такая 
цепь, любое ребро 4, которой соответствует такой переменной х„ что х, = j . 
(В работе [7] эта же трактовка играет основную роль. Говорят, что граф© 
реализует функцию / бесповторно). Встречаются лишь монотонные функции 
истинности, которые эффективно зависят от каждой своей переменной. 
Каждая такая функция истинности имеет вполне определенную сокращен-
ную дизъюнктивную (соответственно конъюнктивную) нормальную форму. 
Понятие цепи было определено в [1]. Некоторое .множество ß ребер 
графа © называется базисом, если всякая цепь графа © содержит (хотя бы 
одно) ребро из ß и для всякого ребра из ß существует такая цепь графа®, 
которая не содержит других ребер из ß. 
Пусть функция истинности / соответствует графу®. Легко видеть, что 
некоторое множество ребер графа © является цепью в том и только в том слу-
чае, если произведение соответствующих переменных входит в сокращенную 
дизъюнктивную нормальную форму функции / ; и что некоторое множество 
ребер графа © образует базис в том и только в том случае, если сумма соот-
ветствующих переменных аодит в сокрбхщенную конъюнктивную нормаль-
ную форму функции /. 
Д л я ребер к
х
 и 4
а
 графа © пусть выполняется соотношение о
ъ
 если под-
ходящая цепь проходит и через к
х
 и через 4
а
. Пусть д
г
(к
х
, к2) = f , если суще-
ствует такой базис, который содержит и к
х
 и к2. Пусть ех,е2 и е3 суть соот-
ношения равносильности, порожденные соотношениями д
х
, о2 и отрицанием 
соотношения ot соответственно. 
Теорема 2. Для двух ребер к
а
 и 4,« параллельно приводимого графа © 
е
х
(ка, kß) истинно в том и только в том случае, если 4„ и kß находятся в той 
же парамельной компоненте графа ©. Для пар ребер параллельно непри-
водимого графа Е
х
 тождественно истинно. 
Теорема 3. Для двух ребер 4„ и kß последовательно приводимого графа 
© e2(ka, kß) истинно в том и только в том случае, если 4„ и kß находятся в 
той же последовтельной компоненте. Для пар ребер последовательно не-
приводимого графа е2 тождественно истинно. 
Теорема 4. Если для ребер 4
а
 и kß последовательно приводимого графа 
© e3(ka, kß) — f , то ка и kß находятся в той же компоненте графа ©. Если 
к,, и kß находятся в той оке параллельно приводимой компоненте графа @, 
то е3(4а, kß) = f . 
Пусть дана функция истинности /. Если предположим, что / реализу-
ема, то теоремы 2. и 3. дают возможность обозреть последовательную и 
параллельную структуру любого графа ©, реализующего /, и определить 
те функции истинности, которые неприводимые составляющие графа © 
объязаны реализовать. В § 4. конструкция иллюстрируется примером. В 
некоторых случаях может быть выгодным и применение теоремы 4. 
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В заключительной части параграфа 4. затрагивается вопрос о единствен-
ности реализации. С помощью только средств теории графов формулируется 
и доказывается следующий специальный случай теоремы 5 . работы Т Р А Х -
Г Е Н Б Р О Т а [ 7 ] : если граф ©' содержит двойное ребро, а граф @" - граф без 
двойных ребер, то ©' и ©" не могут реализовать ту же самую функцию 
истинности. (Теорема 5). 
ÜBER ZWEIPOLIGE ELEKTRISCHE NETZE, III. 
von 
A . Á D Á M 
Z usammenfassung 
Diese Arbeit beschäftigt sich mit dem Zusammenhang der zweipoligen 
Graphen und der Wahrheitsfunktionen. Dieser Zusammenhang wird in der fol-
genden Auffassung betrachtet : die Kanten kx, k2 kn des Graphen © 
entsprechen ein-eindeutig den Variablen . . . j CVfj ; und die Wahrheits-
funktion / (gehörend zum Graphen @) ist (an einer Stelle ihres Definitions-
bereiches) wahr, wenn es eine Bahn gibt, deren jede Kante kt einem solchen 
Variablen x,- entspricht, dass x,- = f ist. (Diejenige Auffassung spielt eine 
grundlegende Rolle in [7]. Es ist gebräuchlich zu sagen, dass die Wahrheits-
funkt ion / durch den Graphen© ohne Wiederholung realisiert wird.) Es t re ten 
nur monotone Wahrheitsfunktionen auf, die von ihrem jeden Variablen 
effektiv abhängen. Jede solche Wahrheitsfunktion hat eine wohlbestimmte 
reduzierte disjunktive (bzw. konjunktive) Normalform. 
Der Begriff der Bahn wurde in [1] definiert . Eine Menge ß gewisser 
Kan ten eines Graphen © wird eine Basis von © genannt, wenn jede Bahn 
von © (mindestens) eine Kan te von ß enthält , und zu jeder K a n t e aus ß eine 
Balm von © existiert , die keine andere K a n t e aus ß hat. 
Sei die Wahrheitsfunktion f zugeordnet dem Graphen ©. Wie leicht 
ersichtlich ist, eine Menge aus Kanten von © bildet eine Bahn dann und 
nur dann, wenn die entsprechenden Variablen ein Glied der reduzierten 
disjunktiven Normalform von / bilden ; und eine Menge aus Kanten von © 
ist eine Basis dann und nur dann, wenn die entsprechenden Variablen ein 
Glied der reduzierten konjunkt iven Normalform von / bilden. 
Es sei Qx{kx, k2) — f für die Kanten kx u n d k2 von @, wenn diese beiden 
Kan ten von einer passenden Bahn durchlaufen werden. Es sei g2(kx, k2)= f , 
wenn kx und k2 in einer passenden Basis enthal ten werden. e1, e2 u n d ез seien 
die Äquivalenz-Relationen, die (der Reihe nach) von Qx, Q2 bzw. von der 
Negation von gx induziert sind. 
Satz 2. Für den Kanten ka und kß eines parallel reduziblen Graphen © ist 
eßka, kß) wahr dann und nur dann, wenn ka und kß in derselben parallelen 
Komponente von © enthalten sind. Die Relation ex gilt für jedes Paar von Kanten 
eines parallel irreduziblen Graphen. 
Satz 3. Für die Kanten ka und kß eines durch Reihenschaltung reduziblen 
Graphen © ist e2(ka, kß) wahr dann und nur dann, wenn ka und kß in derselben 
- 2 1 8 Á D Á M 
Reihen-Komponente von (У enthalten sind. Die Relation e2 gilt für jedes Paar 
von Kanten eines durch Reihenschaltung irreduziblen Graphen. 
Satz 4. Wenn für die Kanten lca und kß eines durch Reihenschaltung 
reduziblen Graphen © e3(4a, kß) = f ist, dann sind ka und kß in derselben Kom-
ponente von W enthalten. Sind ka und kg in derselben parallel reduziblen Kom-
ponente von G>,dann gilt e3(ka, kß) = f . 
Sei eine Wahrheitsfunktion / gegeben. Unter die Voraussetzung, dass / 
realisiert werden kann, geben die Sätze 2. und 3. die Möglichkeit, die R eihen -
parallelstruktur jedes Graphen ©, der / realisiert, zu übersehen, und die 
Wahrheitsfunktionen zu bestimmen, die durch die irreduziblen Bestand-
teilen von © realisiert werden müssen. Im § 4. wird die Konstruktion durch 
ein Beispiel erleuchtet. In gewissen Fällen kann es vorteilhaft sein auch den 
Satz 4. anzuwenden. 
Am Ende des § 4. wird die Eindeutigkeitsfrage der Realisation 
berührt, und es wird der folgende Spezialfall des Satzes 5 . von T R A C H T E N B R O T 
[7] mit rein graphentheoretischen Mitteln ausgesagt und bewiesen: ist Ob' 
ein Graph mit mindestens einer doppelten Kante und Ob" ein Graph ohne doppelte 
Kante, dann können ©' und ©" nicht dieselbe Wahrheitsfunktion realisieren 
/Satz 5.) . 
MEGJEGYZÉSEK IFJ. DRAHOS L, HORNYIK L. ÉS HOSSZÚ M. 
„EGY SZERSZÁMGEOMETRIAI PROBLÉMA MATEMATIKAI 
MEGOLDÁSA" CÍMŰ DOLGOZATÁHOZ1) 
L I P K A ISTVÁN2) 
I F J . DRAHOS ISTVÁN, H O R N Y I K LÁSZLÓ és Hosszú M I K L Ó S szerzők az ún. 
profilmarók geometriailag helyes alakjának a meghatározásával foglalkozó, 
ebben a kö te tben közölt c ikkükben [1], a csavarfelületek marására szolgáló 
szerszám felületét , mint forgásfelületek egyparaméteres seregének a burkoló 
felületét származtat ják. E burkoló felület, amely szintén forgásfelület (szer-
szám-forgásfelület) tetszés szerinti körmetszetének a sugarát m i n t szélsőértéket 
nyerhet jük oly módon, hogy a kör síkja ál tal a forgásfelületek egyparaméteres 
seregéből k imetsze t t körök sugarait a seregparaméter függvényének tekint -
jük és meghatározzuk ennek a függvénynek a szélsőértékét. Áz így k a p o t t 
szélsőértéknek minimumnak, éspedig a kia lakí tandó részhez t a r tozó szakaszon 
abszolút minimumnak kell lennie ahhoz, hogy a keresett burkoló felület kör-
metszetének a sugarát szolgáltassa. 
Az alábbiakban a szerzők fent idézett cikkében közölt meggondolások-
hoz csatlakozva, azok kiegészítéseképpen megmuta t juk , hogy uj jmaró eseté-
ben lapos mene tű csavarra, va lamin t ferdefogú kerékre is milyen feltételek 
mel le t t biztosí tható a szóbanforgó abszolút minimumnak a létezése. 
1. §. 
Laposmenetű csavart előállító u j jmaró esetében a ránylag könnyen 
meghatározható az abszolút minimum létezésének a feltétele. Ugyanis i t t , 
az egyparaméteres felületsereget — amelynek a szerszámforgásfelület a bur-
kolója —- egy, a Z forgástengely re merőleges tetszésszerinti sík olyan körök-
ben metszi, amelyek sugarának négyzete, a (34*) képlet szerint : 
( 1 ) e(Z. гр) = (Z tg гр)2 + a2 k2 (гр - гр,)2 
ahol y> a felületsereg paramétere és ha Z = Z0 egy rögzítet t síkmetszetet 
je lent , akkor g(Z0, гр) egyváltozós függvény e metszősíkon fekvő körök sugará-
nak a négyzetét jelenti. A Q ( Z , гр) függvény szélsőértékeit kell vizsgálnunk 
a 0 ф y> < 2tt szakaszban.3) A szélsőérték létezéséhez szükséges 
( 2 ) — ^ = Z2 - ^ + й 2 к2 (гр — Уд) = 0 
') Lásd : [ l ] - e t a z i i o d a l o m j e g y z é k b e n . A s z ö v e g b e n e d o l g o z a t egyen le te i r e 
v a l ó h i v a t k o z á s b a n a sorszám u t á n * -o t t e s zünk : (1*), (2*) s t b . 
2) Szerszámgépfe. j lesztő I n t é z e t , Ha lász te lek . 
3) A l a p o s m e n e t ű csavar t ö b b (0, 2л) n a g y s á g ú szakaszból , m e n e t b ő l áll. 
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fennállása, amelyből Z m i n t a y függvénye meghatározható [lásd a (37*) 
a la t t i képletet] . A g y-szerint i differenciálhányadosának előbbi kifejezéséből : 
(3) . 
2 dtp2 cos4 ip 
Mivel ennek a kifejezésnek az értéke mindig pozítiv, azér t ahol dg/dtp = 0, 
o t t d2g/dip2 > 0, vagyis ha valamely ф-helyen a g függvénynek szélsőértéke 
van, akkor az minimum. Legyen röviden dgjdip = g(Z, ip). A g(Z, ip) a tp vál-
tozónak a (0, л/2) in terval lumban (3) szerint monoton növekvő függvénye , 
és mivel (2) szerint 
g(Z,0) = - 2a2k2% < 0 , g \z, - - 0 I = + oo , 
azért g a (0, я/2) in terva l lumban pontosan egyszer t űn ik el, valamely гр
г
 < ip0 
helyen. Mivel pedig a (0, ipy) in terval lumban g < 0, a (iplt я/2) in te rva l lum-
ban pedig g > 0, azér t a g legkisebb é r t éke a (0, я/2) in terval lumban : 
(4) g(Z, ipy) (0 < ipy < ip0 < я /2 ) , 
(ip = я/2 esetén (1) szerint g(Z, я/2) = A második szögnegyedben, vagyis 
а (я/2, я) in terva l lumban, mivel 
g(Z, л) = 2 а2 к2(л — ip0) > 0 
as (3) szerint g monoton növekvő, szintén pontosan egy ip2 helyen t ű n i k el 
a g. Eszerint a g legkisebb értéke а (я/2, я) in te rva l lumban : 
E(Z, VU) 
я 
- < ip2 < я 
2 
Megmutat juk , hogy ez a minimális ér ték nagyobb a (4) alatt inál, v a g y i s : 
(5) g(Z,Wl) < g(Z,ip2) . 
Mivel g(Z, ipy) = 0, azér t (2)-ből és ( l )ből következik , hogy 
Z2 
g(Z,
 П
) =Z2 tg2 ipy 
Tekintsük valamely Ф változónak az : 
1 + 
(6) / ( 0 ) = Z 2 t g 2 < £ 1 + 
a2 k2 cos4 ipy 
Z2 
a 2 k2 cos4 ФI 
függvényét . Nyilvánvaló, hogy Ф = iplt illetve Ф = ip2-esetén : 
(7) /(VI) = VI) ÉS f(ipz) = g(,Z,ip2) . 
A (2) szerint : 
g(Z, л - ipy) = - 2 Z2 + 2 a2 k2(n — xpy- %) . 
cos2 y>1 
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de a Ö(Z, y4) = 0 relációból következik, hogy 
cos3 y4 
a m i t o(Z, л — ipx) előbbi kifejezésébe írva : 
Р.ПЙ^  "l/L 
Q ( Z , Л — Y>X) = 2 а2 £2(л — 2 y0) > 0 я 
Ebből az egyenlőtlenségből, mivel а (л/2, y2) in terval lumban Q < 0 és (y2, 
b e n Q > 0, következik, hogy 
amivel az (5) a l a t t i egyenlőtlenséget bebizonyítot tuk. 
Ennek az egyenlőtlenségnek a bizonyítása szemlélet a l ap ján egyszerűb-
ben is elvégezhető. Ugyanis a laposmenetű csavarfelületet az alaphengerre 
í r t csavarvonal főnormálisainak az összessége alkotja . Ezek a főnormálisok 
m i n d derékszögben metszik a csavarfelület tengelyét, az F- tengelyt . A у 
paraméterér tékhez tar tozó főnormális a Z = Z 0 síkot olyan pontban metszi, 
amelynek a Z-tengelytől való távolsága egyenlő a (G(Z0, y)) '2 sugárral. H a a 
metszéspontot meghatározó ké t koordináta X 0 , Y 0 , akkor Y 0 a főnormális-
nak az ( X , Z ) koordinátas íktól való távolsága és XJJ -f- F 2 = Q(Z0, y). Most 
már , ha a y4 paru méterér tékhez tar tozó főnormális metszéspont jának koor-
d iná t á i X X , F j ; a y2-höz t a r tozó metszésponté pedig X2 , F 2 , akkor, mivel 
yx az első, y2 pedig a második szögnegyedbe esik, a szemlélet a lap ján nyilván-
való, hogy |X>| > IXJ és |F 2 | > J F J . Ebből következik, hogy G ( Z , y 2 ) > Q{Z, 
Tekin tsünk ezután egy a (0, я ) interval lumba eső у ér tékhez ta r tozó 
főnormális t és azt a főnormálist , amely а (я, 2л) interval lumba eső (2л — cp) 
ér tékhez tartozik. Nyilvánvaló, hogy ezeknek a főnormálisoknak az ( X , Z ) 
síkra való merőleges vetületei, egymásnak tükörképei a Z-tengelyre vonat-
kozóan. Ebből következik, hogy a Z = Z0 síkkal való metszéspontok X 
koordinátá i abszolút értékben megegyeznek. А (2я — y)-hez tar tozó főnor-
mális metszéspont jának F koord iná tá ja pedig nyi lván nagyobb, mint a y-hez 
tar tozóé. Eszerint nyilvánvaló, hogy Q(Z0, 2Л — у) > Q { Z 0 , ip). Ezzel meg-
m u t a t t u k , hogy a Q(Z, y) függvénynek a (0, 2л) in terval lumban а у = yx 
helyen abszolút minimuma van. Ezek szerint a szerszám profilgörbéjének 
(37*) a la t t i paraméteres előállításában a paraméternek a (4) a la t t i (0, y0) 
in terval lumban kell változnia. 
A ferdefogazású homlokkerekek készítéséhez szükséges u j jmaró eseté-
hen már kissé körülményesebb az abszolút minimum létezését biztosító 
feltételeknek a meghatározása. 
я — y j > y2 . 
Azonban /(Ф) monoton csökken, ha Ф я/2-től я-ig nő, és ezért 
/(y2) > /(я - y4) ; 
de (6) szerint / ( я — y4) = /(y4) és így 
/ Ы > /(Fi) 
2. §• 
6 * 
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Jelöl je most Q ( Z , cp) a m a körök sugarának négyzeté t , amelyeket a szer-
szám forgásfelületet meghatározó egyparaméteres felület seregből a Z forgás-
tengelyre merőleges sík kimetsz, cp a felületsereg p a r a m é t e r e és ha Z — Z0 
egy rögz í te t t s íkmetszetet je lent , akkor Q { Z 0 , cp) ezen a síkon fekvő körök 
sugarának a négyzetét jelenti . Kiszámít juk a Q függvény 99-szerinti differenciál-
hányadosá t . A "(14*), (18*) és (19*) a l a t t i képletekhői következik, h o g y : 
73 r)n 
= - UZ2- v z - w 
2 dcp 
aliol (20*) szerint : 
x
x Ух Ух 
и = \ - у ! xx xx 
0 zx zx 
(42*), (42?) és (45*) szerint 
V = - 2 z0 U + zx D 
( 8 )
 W = z2U -z0zxD 
ahol ((44*) szerint) 
Ух Ух 
D = —Уо xi ; 
! 0 zx zx I 
t o v á b b á , mivel most d = 0, ô = — л/2, cp0 = y>0 + л/2, a (40*)-ből : 
x0 = a cos cp , xx= — a sin 9? 
Уо = —
 a
 Hf -То) > Ух=— ak 
z0 = a sin 9? , zx = a cos cp . 
A F és W (8) a la t t i é r t éké t a 85/699 kifejezéséhe írva : 
(9) = î dJ_
 = {_ZU + z0U-zxD)(Z-z0) 
2 дер 
Az U és D ha rmadrendű de te rminánsok értékét kiszámítva : 
U — — a3 sin <p (1 -f- к2) 
D = a3(cos cp — k2(<p — <p0) sin cp) ; 
ezek felhasználásával a (9) a la t t i kifejezés első f a k t o r á r a nyer jük , hogy 
— ZU + z0U -zxD = 
(9') 
= a 3 sin 99 • (1 + k2) -f o[— 1 + 42 sin cp ((99 — <p0) cos 93 — sin 99)]) . 
Megvizsgáljuk a Q ( Z , cp) függvény (g 99-szerinti der ivá l t j a ) ér tékvál tozását 
а (л/2, л) in te rva l lumban, vagy pontosabban а (<p0, л) in te rva l lumban, ahol 
<p0 = ip0 -j- л/2 (lásd 2*. ábra) . Mivel a Z forgástengelyre merőleges metsző 
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(10) 
sík az a sugarú alaphengeren kívül esik, azért mindig Z > z0 = a sin (p és 
így a (9) a lat t i kifejezés második faktora állandóan pozitív. Tehát g előjel 
változását a (9') alat t i változása fogja meghatározni. Legyen először tp — л, 
akkor (9') szerint 
-ZU + z0U - zxD = a3{— a} = - a4 < ü 
és igy, mivel zx = a cos cp = — a < 0 , а cp = л helyen 
Эр 
— > 0 . 
S<P »,=„ 
A cp = <p0-helyen (9') szerint : 
- Z U + z0 U - zx D = a3 {Z(l + / 2 ) sin <p0 — a[ l + Z2 sin2 ç>0]} . 
Mivel Z a, az előbbi kifejezés pozitív, ha : 
(11) ( 1 + Z2) sin 9>0 — ( 1 + Z2 sin2 <p0) > 0 
vagy ami ugyanaz, ha 
(11') Z2 > — - 1 - . 
sin (p0 
I t t Z2 = tg2 yu > 1,23, ahol ya az alaphengerre írt csavarvonal emelkedési 
szöge, amelyre a ferdefogazású homlokkerekek zöménél áll, hogy ya => 48°. 
A ( l l ' ) -ben fel lépő: (p0 = л/2 + y>0, ahol lia z a kerék fogszámát jelenti, 
könnyen belátható, hogy y>0 < л\2х. Azonban z > 5, tehát гр0 < л! 10 és így 
sin <p0 = cos f0 > cos — > 0,9 . 
Eszerint a (11') a la t t i egyenlőtlenség teljesül, tehát a (11) a l a t t i is fennáll és 
így, mivel a tp = <p0 helyen zx < 0, a (9)-ből következik, hogy : 
dg 
dip 
< 0 
<P=<Po 
Tehát megmutat tuk, hogy a (gr?0, л) intervallum kezdőpontjában a g negatív, 
a vég pont jában pedig (10) szerint pozitív, amiből következik, hogy g a (95,,, л) 
intervallumban legalább egy helyen eltűnik. A következőkben bebizonyítjuk, 
liogy g a (<p0, л) intervallumban pontosan egy helyen tűnik el. Ez az állítás 
igazolást nyer, ha megmuta t juk , hogy ha а (cp0, л) intervallum valamely 
cp helyén 
Эо 
— = 0 , 
dCp 
akkor ugyanott 
^ > 0 . 
d<p2 
Tokintet tel arra, hogy (45*) szerint 
z0U — zxD = zl , 
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a
 (9) a la t t i t a következőképp is fel í rhat juk : 
^ ^ = (-ZU + A)(Z-z0) . 
2 д <p 
Differenciáljuk ennek az egyenlőségnek mindkét oldalát ?-szerint : 
I s j ^ + ä ! ^ = ( - Z Û + À)
 {Z-z0)-z0(-ZU ф A) . 
2 9? 2 9?2 
Most már, ha dg/dtp = 0, vagyis fennáll a szélsőérték létezésének szükséges 
feltétele, akkor (45*) és (46*) szerint : 
Z = z 0 -
D 
A и 
és ezt a Z = A/U értéket az előbbi egyenlőségbe írva, tekintet te l arra , hogy 
dgjdcp = 0, kapjuk : 
z\ d2g _ -ÙA + U À 
2 Э?2 - U2 
De, mivel Z = AjU, 
(A-z0U) . 
-ÜA+UA 
másrészt (45*) szerint : 
U2 
Л - Zq U 
A 
d<p 
A
-\=z 
amit d2q/d<p2 előbbi kifejezésébe írva : 
zf 92g 
2 9?2 _ 
(12) 
A (60*) szerint : 
UI 
-zxD , 
DZ . 
Z = 
— a sin2 ß cos <p 
s in? 
és ennek ?-szerinti der ivál t ja : 
л 
I л 
inv 
J - * " Г " 7 
Z = — aCOS(P _j_ я sin2 ß s i n ? inv — — ? — ?0 — + tt sin2 ß cos ? ctg2 ? . 
s i n 2 ? ! 12 ) \ 2 j j 
Mivel 
л \ л \ 
inv — -cp - <Po — — 
2 ) 2 1 
azért Z előbbi kifejezése a következő alakú lesz : 
sin2 ß [cos ? -f- (? — ?0) sin ?] + 
— cos ? cos2 ß ф (cp — ?o) sin2 ß sin3 ? 
Z = — a C0S f ф a sin2 ß [cos ? + (?  ?o) sin ?] + a sin2 ß cos ? ctg2 ? = 
s in 2 ? 
sin2 ? 
a . 
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Most már , ha 
л 
< <Po < f < Л ' 
2 
akkor 
cos cp < 0 , sin cp > 0 , 
t ehá t a (cp0, л) in terval lumban az előbbi képlet szerint : 
Z > 0 . 
Mivel a (12)-ben fellépő D de te rmináns а (cp0, л) in terval lumban 
D = a3 (cos cp — 1c2(cp — <p0) sin cp) 
szerint negatív, azér t ugyanitt 
^ > 0 . 
9 cp2 
Ezzel megmuta t tuk , hogy q а (cp0, л) interval lumban pontosan egy helyen 
tűnik el és i t t a q függvénynek min imuma van, amely а (cp0, л) in terval lumban 
abszolút minimum. 
A (9') a la t t i kifejezésből l á tha tó , hogy q amely a cp = л he lyen pozitív, 
а л helynek egy jobboldali környezetében is pozit ív marad és így mondhat-
juk , hogy a g függvénynek valamely 
(<Po - ф ) 
in terva l lumban egy helyen min imuma van, amely o t t abszolút minimum ; 
ahol 
Ф > л 
(13) л л 
П < — — • 
2 2z 
Ezek szerint a ferdefogú kerék fogoldalát a lkotó csavarfelületnek azt 
a részét a l ak í tha t juk ki az uj jmaróval , amely megfelel а (<p0, Ф) szakasznak, 
vagyis az alaphengerre í r t csavarvonal érintőinek, mint a felület alkotóinak 
azt az összességét, amelyet a cp paraméternek ç y t ô l Ф-ig való változásakor 
nyerünk. Ennek a felületrésznek az egyenlet-rendszere egy alkalmasan 
válasz to t t (I , jj, Ç) derékszögű koordinátarendszerben : 
f = a cos (cp — cp0) — Xa sin (cp — cp0) 
(14) V = a sin (cp — cpo) -f Xa cos (cp — cp0) 
С = c0(cp- cp0) + c0X (c0 = ah) 
ahol a cp és X pa raméter re : 
срой cp ^ Ф ; - (cp — cp0) £ X ^ —- + <Po - <P-co 
A f = a cos (cp — cp0), t] = asm(cp—cp0), С = c0(cp — cp0) csavarvonalnak az 
a da rab ja , amely а (cp0, Ф) szakasznak felel meg, meghatározza a fogaskerék 
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szélességét. Ha a szóbanforgó csavarfelület részt olyan a felület f-tcngelyére 
merőleges £ = h síkokkal (homloksíkok) metszük, amelyekre 0 ф h ф. с,(Ф —9>0), 
akkor véges körevolvens darabokat nyerünk, amelyeknek a fogas-
kerék fejhengeréig kell terjedniük, hogy teljes fogoldalt kapjunk. Mivel 
a £ = h = c0(cp — <p0) ; (cp0 ф cp ф Ф) síkon fekvő evolvensdarab pontjainak 
a t-tengelytől való távolsága (14) szerint : 
továbbá 
m a x 1 (p — cp1 = m a x {(çi — ÇÎ-q), ( Ф — ç>)} - M 
Ф) 
ahol, mint könnyen belátható 
M > Ф - V о 
azért а £ = h metszeten a ^-tengelytől legmesszebb eső pont távolsága : 
max У f 2 +ф = аУ l - f M2 ^ / 1 + 
Ф — ( • <Po 
vagyis 
rj < a 1 + 
1 + 
Ф - с р 0 
Ф - П \ 2 min {max f f 2 -f- r\2} = a 
Ha a fogaskerék fej hengerének sugara r}, akkor nyilván az 
(15) 
egyenlőtlenségnek kell fennállni, ahhoz, hogy a fogoldal egészen a fejhengerig 
ter jedjen. A fejhenger sugara elemi fogazásnál (lásd [3]) : 
rf = a 1 + 
f t g a ) 2 ( 2 cos ß 
cos ß) 
ahol ß = л/2 — y (a fogferdeség szöge4') а = 20° a szerszám-kapcsolószög és 
4) I t t у a n n a k a c s a v a r v o n a l n a k az emelkedési s zögé t jelenti , a m e l y e t az osztó-
he nge r metsz ki a fogo lda l t a lko tó csavar fe lü le tbő l . E z а у é r t ék n e m egyen lő a (11') 
a l a t t i kép le tben szerep lő y a -va l , a m e l y a z a l a p h e n g e r e n v a l ó emelkedés szögét j e l en t i . 
y a és у közt a k ö v e t k e z ő összefüggés ál l f e n n : 
cos ya = cos у cos a (a = 20°) 
Mivel а f e rde fogazású h o m l o k k e r e k e k zöménél у > 45°, a z é r t az e lőbbi összefüggésből 
Уа > 48°. 
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z most a fogszámot jelenti. (13) szerint : 
л i л , л 
Ф-<р0>л-\— + 
2 2 z 
A z fogszámról á l ta lában fel tehetjük, hogy 
2 ^ 10, 
amikoris mindig fennáll a 
(16) Ф - 9 » 0 > — - — 
2 20 
egyenlőtlenség és a (15) alatti teljesül, ha 
л 
2 
л 
2 2 
9л 
20 
2 cos ß 
z > 
/ 1 + 
tg a 
cos ß 
tg a \2 
2 cos ß / 1 + -cos a ) 
I— 
1 9л:
 2 
401 
tg a I2 
cos ß 
1,225 — tg « Г 
cos ßi 
A fogferdeség ß szöge — mivel у = (л/2 — ß)-ra fe l te t tük , hogy у ^ 60° — 
a (0, 30°) intervallumban változik és ekkor az előbbi törtkifejezés értéke 13 
és 16 közé esik. Eszerint a (15) a la t t i teljesül, ha a kerék 2 fogszámára5! 
2 > 15 
Maróval a fogazott kerék homlok profilevolvense egészen a belső körig elkészít-
hető — a belső kör sugara az elemi fejhézaggal nagyobb a lábkör sugárnál —, 
azonban elemi fogazás-n&\ a teljes fogmagasság men tén csak abban az eset-
ben kapunk végig evolvens profilt, ha a kerék fogszáma : 2 > 33 ([2] 138. 
oldal). Vagy pontosabban, akkor kapunk teljes evolvens profilt, ha : 
2 = A4 
ahol (lásd [3]) : 
cos ah 
1 — cos ah 
cos ß 
['cos2 ß + tg2 ( 
(a = 20°) 
На ß = 0, akkor K0 = 34, ha ß = 10°, akkor K10 = 33 ; K20 = 30, К30 = 26, 
К45 = 18. Ezek a lapján egészen a belső köréig evolvens profilú keréknél 
a (15) a la t t i automat ikusan teljesül. 
Most rátérünk a megengedhető kerékszélesség meghatározására. Mint 
már említet tük, a fogszélességet az alaphengerre í r t csavarvonalnak az a 
darabja határozza meg, amely а (G>0, Ф ) szakasznak felel meg. A ferdefogú 
keréknél egy teljes körülforfulásnak megfelelő H menetmagasság, a kerék d 
5) A z-re nyert a lsó k o r l á t n a k ez az ér téke még j a v í t h a t ó , azonban i t t , elemi 
fogazás ese tében a 15 é r t é k is megfelelő. 
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osztókör átmérője és a ß ferdeségi szög között a következő összefüggés áll 
fenn (lásd : [4], 282. oldal) : 
tgß 
Ferdefogú keréknél a fogszélesség : b = 1,5 — 2d ér téket is e lérhet . Mivel 
a b fogszélesség a tel jes H menetmagasságnak t ö r t része, azér t maximális 
kerék szélesség esetében teljesülni kell a következő feltételnek : 
(17) 2 d = + ( / « > 1 ) ; 
ahonnan , tekinte t te l H előbb megadot t kifejezésére : 
<18) y = - 2 — 
2tgß 
Most m á r a csavarvonalnak az a darabja , amely а (<p0, Ф) interval lumnak 
felel meg, alig egy negyed részét teszi ki az egész H menetemelkedésnek 
megfelelő darabnak abban az esetben, amikor Ф = л (mivel q>0 > я/2) ; 
ennélfogva ekkor а у-те а у > 4,1 feltételnek kell fennállnia, vagyis у fenti 
(18) kifejezése szerint teljesülnie kell a 
egyenlőtlenségnek. Ez azt jelenti, hogy maximális fogszélesség esetében a ß 
fogferdeségi szögre fennáll a 
ß ^ 20° 57' 
fel tétel , és ebben az esetben a fogszélesség megengedhető ér tékére , a 
b - К - n ' d 
у у- tgß 
kifejezésre fennáll a 
b^2d 
-egyenlőtlenség. (Megjegyezzük, hogy a fogszélesség tényleges é r téké t szilárd-
sági szempontok, továbbá a megmunkálás pontosságának lehetőségei fogják 
meghatározni.) Abban az esetben pedig, amikor ß > 20°57', bebizonyítható, 
hogy a (<p0, Ф) interval lum bőví thető , azaz а Ф > я . E célból t ek in tsük megint 
a (9') a l a t t i kifejezést, amelynek ér téke (10) a l a t t i szerint a cp = я helyen 
negat ív. Megmuta t juk , hogy a (9') a la t t i kifejezés az egész (я, Зя/2) inter-
val lumban negatív és így (9) szerint Q ugyanot t pozitív, amiből következik, 
hogy q értéke а (я, Зя/2) in terval lumban végig növekszik. Mivel Z ÏÏ a és 
sin <p < 0 а (я, Зя/2)-Ьеп, azér t a (9') a la t t i kifejezés b iz tosan negatív a 
<я, Зя/2) interval lumban, ha ugyano t t negatív a 
(1 + 42) sin <p + [— 1 + 42 sin cp{[cp — <p0) cos cp — sin 99)] 
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kifejezés. í rha t juk , hogy cp — л + A, ahol 0 < А ^ л/2. Mivel <p0 — л/2 + tp0, 
azér t cp — cp0 = л/2 + A — гр0, és ezek szerint az előbbi kifejezést a következő 
a lakban is fel írhat juk : 
- (1 + k2) sin A - 1 + к2 — + A - y>0 
2 
sin A cos A — k2 sin2 A . 
I t t , mivel sin A > 0, cos A > 0, a harmadik t a g pozitív a 0 < A < л/2 inter-
vallumban és így a szóbanforgó kifejezés negatívitását bebizonyítottuk, ha 
megmuta t juk , hogy 
(1 -+- k2) sin A -f k2 sin2 A + 1 > k2\ 1- A 
2 
sin A cos A , 
amikor 
0 <: л 
Vezessük be a következő jelöléseket : 
(19) 
(19') 
Л (A) = (1 + k2) + h2 sin A + 
sin A 
= 
Г A 
2 
cos A . 
Azt kell megmutatnunk, hogy 
(20) h(X)>k2g(X) 
0 ^ А ^ л/2 . 
Mivel 
H ' ( X ) = cos A k2 — 1 
sin2 A 
és eszerint ú'(A0) = 0, ha 
= a rc sin 
к 
azért а Л (A) függvénynek a (0, л/2) intervallumban pontosan egy minimuma 
van a A = A0 helyen. Ez a minimum érték (19) szerint : 
(21) Á(A0) = ( l + * 2 ) + A + fc=(l + A)2 . 
Ezután számítsuk ki a (19') alat t i g(A) függvény deriváltját : 
л g'(A) = cos A — h A 
2 
sin A. 
Ez a függvény monoton csökken, ha A 0-tól jr/2-ig változik és mivel g\0) > 0 
és g'(Tr/2) < 0, ezért a g'().) függvény a (0, л/2) intervallumban pontosan 
2 3 0 LLL> К A 
egy Aj helyen tűnik el és o t t a g(X) függvénynek abszolút maximuma van. 
Ha a <7'(A) = 0 egyenletet A-ra megoldjuk, akkor a r r a a 
AJ = 0 , 4 5 7 9 5 9 8 5 = 2 6 ° 14 ' 2 1 " 
értéket nyer jük (pontosan 0,45795985 < Aj < 0,45796470). Mivel 
ccs Aj = 0,8969564, 
azért (19') szerint 
А Л(А) függvénynek minimuma (21) szerint (1 + k)2, a k2g(k) maximuma pedig 
Ezzel megmutat tuk, hogy ßa > 19° 15' esetében az eredeti (cp0, Ф ) 
intervallum, ahol Ф = л, bővíthető és most Ф = Зя/2. Ez a bőví tés azért 
lehetséges, mert Q(Z, cp) függvény а (л, Зя/2) intervallumban végig növekszik. 
Könnyen belátható, hogy az így n y e r t (QP0, ЗЯ/2) intervallum még tovább 
bővíthető éspedig a közel 2л nagyságú (<p0, 5я/2 — тр0) intervallummá (cp0 = 
= я/2 + yioy Tekintsük az alaphengerre írt csavarvonal érintőinek, azaz a 
csavarfelület alkotóinak az összességét. Essék a cp paraméterérték a (<JP0, 
Зя/2) intervallumba és tekintsük ehhez a cp-hez ta r tozó alkotót, valamint 
az alaphengernek azt az érintősíkját, amely tar ta lmazza a 99-hez tartozó 
alkotót. Az alaphengernek az az érintősíkja, amely az előbbi érintősíknak 
tükörképe az (Y, Z) koordinátasíkra vonatkozóan, tar talmazza а (Зтг/2 — cp) + 
+ Зтг/2 = Зя — 99 paraméterértékhez tartozó a lkotó t . Ez a paraméter-
érték а (Зтг/2, 5я/2) intervallumba esik. A szóbanforgó két alkotó a Z = Z0 
síkot ké t olyan pontban metszi, amelyeknek a Z-tengelytől való távolsága : 
fe(Z0 , tp) illetőleg \ln(Zg, 3« — cp). Nyilvánvaló,hogy e k é t p o n t X k o o r d i n á t á j a 
abszolút, értékben megegyezik. Ha a 99-hez tar tozó alkotót az (Y, Z ) síkra 
vonatkozóan tükröz te t jük a másik alkotót t a r ta lmazó érintősíkra, akkor a 
közvetlen geometriai szemlélet m u t a t j a , hogy а (Зтг — cp)-he7. t a r tozó érintő 
metszéspontjának Y koordinátája nagyobb mint a 99-hez tar tozó metszés-
pont | F | értéke. Ebből következik, hogy Q(Z0, ЗТГ — cp) > g(Z0, cp). Ezzel 
megmutat tuk, hogy abban az esetben, amikor a fogferdeség ß a > 19° 15' 
a(990, Ф ) intervallum Ф = 5тг/2 — xp0 = 5тг/2 — (cp0 — я/2) = (Зя — cp0) 
6) A 4) l á b j e g y z e t b e n m e g a d o t t cos ya = cos у . cos a kép le t szer int s i n ßa = sin ß 
cos a. E z u t ó b b i össze függésbő l k ö v e t k e z i k , hogy h a ß > 20° 57', a k k o r ßa > 19° 37' . 
Vagyis a ß > 20° 57' f o g f e r d e s é g e se t ébon а (cp0, л) i n t e r v a l l u m l iőv í the tö . 
gf(Aj) = 2,02875618 • 0,8969564 = 1,8197058. 
Most már 
ha 
k2g(Xj) = 1,8197058 le2 
(1 + k)2 > 1,8197058 k2 
1 + к > 1,3489647 к. 
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in terval lumra bővíthető. Továbbá, mivel <p0 = л/2 -f- ahol < л/22 < л/42, 
azér t most 
N 4 1 
Ф — <pn > — л , 
21 
és így а (<p0, Зл — cp0) szakasznak megfelelő emelkedésnek, a teljes H emel-
kedéshez való viszonya 2л : 41/21л = 42/41. Eszerint a (17) a la t t i képletben 
p = 42/41-nek választható és így a fogszélesség megengedhető ér téke : 
(22) 6 = — = 4 1 n ' - d ; 45° > ß > 20° 57' . 
p 42 tg ß 
A maximál is b = 2d fogszélesség esetén, ebből a képletből : 
tgß = 4 l 7 t -
84 
ami ß ~ 56° 53' megengedhető fogferdeséget jelent. Természetesen (11') 
szerint csak ß ^ 45° állhat fenn. 
3 . § . 
A fogszélesség megengedhető ér tékére levezetett (22) a la t t i képlet 
érdekesen alkalmazható még az ún. evolvens csigára, amelyet csak azóta 
gyár t anak minálunk, amióta a budapes t i szovjet trolibuszok pótalkatrészeit 
idehaza gyár t ják . Az evolvens csiga tula jdonképpen olyan ferdefogazású 
homlokkerék, amelynek fogferdeségi szöge ß = 90° — у nagy ér ték (ß = 
= 64° — 86°). A több menetből álló csiga esetében, a (11) képletben szereplő 
<p0 = л/2, mivel а гр0 = 0. A csiga egy teljes menetének а (л/2, 5л/2) inter-
vallum felel meg. A (9') a la t t i kifejezésre a cp = cp0 = л/2 helyen most , füg-
getlenül а к értékétől, vagyis az emelkedési szög nagyságától, fennál l az 
a
3{Z - a) (1 + к2) > 0 
egyenlőt lenség és így 2. § szerint q(Z,<p) abszolút minimumát а (л/2, л) inter-
va l lumban veszi fel. Mivel most Ф = Зл — <p0 = 5л/2, azért Ф — g>0 = 2л 
és így p = 1. Tehát a megengedhető fogszélesség (22) a la t t i ér téke csigára 
a következőképp módosul : 
tg/? 
ahol ß > 20° 57'. Ez az eredmény összhangban áll azzal, hogy a több i smét -
lődő menetből álló csigánál egy te l jes körül járásnál adódó H emelkedés 
felel meg a b fogszélességnek. 
4 . § . 
Befejezésül a ferdefogazású kerék marására szolgáló u j jmaró profil-
görbéjének [1] (60) a l a t t megadott egyenletére egy ú j levezetést adunk , 
amely a profilgörbét, mint egy hiperbolaseregnek a hurkoló görbéjét szár-
maz ta t j a . 
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A fogoldalt képező csavarfelületnek, mint az a sugarú alaphengerre 
í r t csavarvonal érintői összességének az egyenletrendszerét az (x, y, z) derék-
szögű koordináta-rendszerben a következő alakban írhat juk fel (lásd pl. : [3]) : 
x — a cos (p — ta sin <p 
y — a sin <p + ta cos cp с = ak, к = tg ya 
z =c(<p — <p0) + ct 
ahol cp és t paraméterek. I t t , ha cp egy fix érték és t változó, akkor a csavar-
felület egyik egyenes alkotójának, mint térbeli egyenesnek az egyenletrend-
szerét kapjuk. H a ezt az egyenest az x-tengely körül megforgatjuk, akkor 
egypalástú forgási hiperboloidot nyerünk. A különböző cp értékekhez tar tozó 
egyenes alkotókat az x-tengely körül megforgatva, hiperboloidsereget nyerünk. 
Ennek a felületseregnek burkoló felülete lesz a maró szerszám forgásfelülete. 
H a az egypalástú hiperboloidsereget az (x, у) koordinátasíkkal metsszük, 
akkor egy olyan hiperbolasereget nyerünk, amelynek burkoló görbéje a szer-
szám profilgörbéjét szolgáltatja az (x, y) síkban. 
Jelentsen a fenti egyenletrendszerben cp egy fix értéket , tehát tekint-
sünk a cp-hez ta r tozó alkotót és forgassuk el ezt, az x-tengely körül a szöggel. 
Az így kapot t térbeli egyenesnek az egyenletrendszere a következő : 
x = a cos cp — ta sin cp 
y = (a sin cp + ta cos cp) cos a — (c(cp — cp0) -f- ct) sin a . 
z = (a sin cp -j- ta cos cp) sin a -f (c(cp — cp0) -f ct) cos a . 
На ebben az egyenletrendszerben a változó — cp fix érték és t szintén változó — 
akkor az, a cp paraméterértékhez tar tozó egypalástú forgási hiperboloid 
egyenletrendszerét jelenti. Az у és z előbbi kifejezéseiből adódik, hogy : 
У — sin CL , , , , 1 cos А У \ 
a sin cp + ta cos cp = , ; c(cp — cp0) ct = \ . 
1 2 cos a ; j sin a z j 
Most már a 93-hez tartozó hiperboloidot az (x, y) síkkal metszve, amikoris 
2 = 0, az előbbi két egyenletből nyerjük, hogy 
a sin cp + ta cos cp = y cos a , c(cp — cp0) + ct = — y sin a . 
Innen 
y2 = (a s in cp -f- ta cos cp)2 - f c2(cp — cp0 + t)2 , 
amit a fenti 
x = a cos cp — ta sin cp 
kifejezéssel összekapcsolva, annak a hiperbolának a paraméteres egyenlet-
rendszerét jelenti , amelyet a 93-hez tar tozó hiperboloidnak a 2 = 0 síkkal 
való metszésekor nyerünk. Tehát a 93-hez tar tozó hiperbolának a paraméteres 
egyenletrendszere, ahol t a paraméter, a következő alakú : 
x = a cos 93 — ta sin cp 
( 2 3 ) 
y2 = (a s in 93 + ta cos cp)2 + c2(cp — 9>„ + í)2 . 
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Ha i t t cp változó, akkor (23) hiperbolasereget ábrázol. Ennek a seregnek 
burkoló görbéje lesz a keresett szerszámprofilgörbe. A hiperbolasereg burkoló 
görbéjét úgy nyer jük, hogy a sereg előbbi egyenletrendszeréből a cp és / para-
méterek közül az egyiket elimináljuk. Az eliminációhoz képeznünk kell az 
egyenletrendszer Jacobi-féle függ vény determinánsát , amely a következő 
alakú : 
D = 
A D = 0 egyenletből az egyik pa ramé te r t a másikkal kifejezve és a nyert 
kifejezést a sereg egyenletrendszerébe helyettesí tve olyan egyparaméteres 
egyenletrendszert kapunk , amely a burkoló görbét ábrázolja. Kiszámí t juk 
a D-ben fellépő differenciálhányadosokat : 
dx dx 
dtp dt 
9у dy 
dtp dt 
dx 
dcp 
— — a s in 91 — ta cos rp ; 
dx 
dt 
= — a sin cp 
9 y y — — a2(sin cp + t cos cp) (cos cp 
dcp 
9 y 
t sin rp) + сЦ<р — <p0 + t) 
у — = a2(sin cp + t cos rp) cos cp -f- c2(cp 
dt 
<p0 + t) . 
Ezekkel a kifejezésekkel felírjuk a következő másodrendű determinánst r 
dx dx dx dx 
dtp 91 dcp dt 
— У D = У • 
9У 9 У 
у -
dt 
д1 9У 
dcp 
дер dt У 
Ha ennek a másodrendű determinánsnak az első oszlopából kivonjuk a máso-
dik oszlopát és azután az első oszlopból a közös t f a k t o r t kiemeljük, akko r 
az a következő alakú lesz : 
at 
cos rp sin <p 
I — a2(sin rp -f- t cos rp) sin rp a2(sin rp + t cos rp) cos rp -f- c2(tp — rp0 + t) 
= yD. 
A baloldali determinánst kiszámítva, í-nek a következő elsőfokú kifejezését 
nyerjük : 
t cos tp(a2 + c2) + a2 sin rp + c2(rp — rp0) cos rp . 
Ez а kifejezés а rp-ben azonosan e l tűnik, ha 
2 3 4 l i p k a 
és ekkor, mivel у ф 0 
D = 0 
is azonosan fennáll . Lnek most kiszámított ér tékét x és y2 (23) a la t t i kifejezé-
seibe írva, nye r jük a burkoló görbe egyenletrendszerét : 
(24) x = a cos cp -j — - - [a2 tg <p + c2((p — <y0)] sin cp 
a
2
 + c2 
és egyszerű számolással : 
У
2
 = 7T~T~ ( s i n V - i V - П) cos cp)2 + C ° - (<p-n- tg 9>)2 • (a2 + с2)2 ( a 2 + c - ) 2 
Mivel с = aU, aho l U = tg ya, azér t 
nï 
a2 + c2 = a 2 ( l + k2) = 
cos2 ya 
és ennek felhasználásával : 
c4 
y2 = — cos4 y„ cos2 cpftgcp— (ç> — <y0)2 -f c2 cos4 уй (tg cp —(çp — cp,))2 = 
a-
= c2 cos4 ya 
c2 
— cos2 cp -j- 1 
a
2 
( t g cp - (cp- cp,))2 ; 
innen pedig, mivel = tg ya, 
y = a sin ya [sin2 ya cos2 cp + cos2 ya] 2 (tg cp - (cp — cp)) . 
De 
[sin2 ya COS2 cp + COS 2 yQ]! - = ( 1 — sin2 Уд sin2 cp) -
és így az у kifejezésének végleges alakja : 
(25) у = os iny a ( l — sin2yasin29?)'2 (tg<y — (cp — cp,)) . 
Az x (24) a la t t i kifejezését meg a következőképpen a lakí that juk át : 
a 3 co s cp + ac2 cos cp -f- a 3 t g cp • s in cp + ac2(cp — cp,) s i n cp x = 
a
2
 + c2 
1 I а 3 I 
-> 1- í/r2(cos <p Ф (cp — cp,) sin cp) ' . 
a2 + c2 (cos cp ) 
Mivel az előbbiek szerint 
1 cos2 ya 
, =
 2— .
 C
 =
 a
 tg Уд 
a- + c2 a2 
azért 
ac2 . 
- — - = a s m 2 y 0 , 
a
2
 + c2 
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amit x előbbi kifejezésébe írva : 
X =
 cös~<p ° 0 S 2 Ya + a S Í n 2 y°(C°S 95 + ^ ~~ ^ s i n ^ = 
a 
cos cp 
a 
cos cp 
+ a sin2 ya cos cp — 
1 
COS cp 
+ a sin2 ya(- tg <p + {cp- <p0)) sin cp . 
+ a sin2 ya(<p - <p0) sin cp = 
Ezt a kifejezést összekapcsolva a (25) alatt ival , a szerszám profilgörbéjére 
a következő paraméteres egyenletrendszert í rha t juk fel : 
a 
COS cp 
A S I R Ya{— tg 99 + (99 — 990)) sin cp 
(26) 
y = a sin ya( 1 — sin2 ya sin2 cp)' 2 (tg cp — (99 — cp0)) . 
Most már [1] cikk (60) alatti képlete ennek a profilgörbének egyenletrend-
szerét lényegében a következő a lakban adja meg : 
a . „ л 
x = —— — a sin2 ya inv — - cp — V>o COS 99 
sin 99 2 
л 
у = a sin ya inv — — cp -Wo 
2 
(1 — sin2 ya cos2 cp)'2 . 
Ez az egyenletrendszer könnyen azonosítható az általunk levezetett (26) 
alat t ival . Ugyanis a 
л л 
9» = —- + V » П = ~- + 4>o 
Ли A 
helyettesítést végezve : 
' л 
inv — 99 — y>0 = inv (— y) — гр0 = — t g v + гр — Wo 
sin 99 = cos гр 
cos 99 = — sin гр 
és ezek felhasználásával az előbbi [1] (60) egyenletrendszer a következő 
a lakú lesz : 
+ « s i n 2 y 0 [ — t g v + V — y j s i n y 
y = a sin ya( 1 — sin2 ya sin2 гр)'2 [— tg гр + гр — гр0] 
ami, mivel a négyzetgyök + előjelű, megegyezik a (26) alatti egyenletrend-
szerrel. 
(Beérkezett 1958. VI. 12. Kiegészítve 1958. VII. 14.) 
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ЗАМЕЧАНИЕ К СТАТЬЕ J. DRAHOS, L. HORNYIK И M. HOSSZÚ 
«РЕШЕНИЕ ОДНОЙ ПРОБЛЕМЫ ИНСТРУМЕНТАЛЬНОЙ ГЕОМЕТРИИ» 
I . L I Р К А 
Резюме 
Поверхность вращения инструмента для фрезерования спиральных 
поверхностей может быть определена как описывающая однопараметрового 
семейства поверхностей вращения. Радиус любого кругового сечения поверх-
ности вращения инструмента равняется экстремуму радиусов окружностей, 
полученных при соответствующем сечении семейства поверхностей. Согласно 
исследованиям цитируемых в загаловке авторов этот экстремум должен 
быть минимумом, причём абсолютным минимумом в интервалле обработки 
для того, чтобы получить правильный профиль инструмента. Первая часть 
настоящей заметки изучает условие существования абсолютного минимума 
для случая пальцевой фрезы для обработки винтов с плоским ходом. Вторая 
часть изучает существование абсолютного минимума в 'случае пальцевой 
фрезы для косозубого зубнатого колеса и находит связь между широтой 
зубцов и их допустимой косостью. 
BEITRAG ZUR ARBEIT »DIE MATHEMATISCHE LÖSUNG EINES 
WERKZEUGGEOMETRISCHEN PROBLEMS« VON JR. I. DRAHOS, 
L. HORNYIK und M. HOSSZÚ 
v o n 
I . L I P K A 
Zusammenfassung 
Die Umdrehungsfläche des Werkzeuges f ü r Fräsen von Schrauben-
flächen lässt sich als Hüllfläche einer einparametrigen Umdrehungsflächen-
Schar herstellen. Der Halbemesser eines beliebigen Kreisschnittes der Um-
drebungsfläche des Werkzeuges ist Extremwert der Halbemesser der Kreise, 
die m a n am entsprechenden Schni t t der Flächenschar gewinnt. Im Sinne 
der Untersuchungen von I. DRAHOS, L. I I O R N Y I K und M. Hosszú (S. [ 1 ] in 
Literatur) , muss dieser Extremwert ein Minimum sein, u. zw. im Abschnitt 
der Bearbeitung muss er ein absolutes Minimum sein, damit man das rich-
tige Werkzeugprofil erhalte. Teil 1. des Beitrages behandelt die Bedingung 
für die Existenz eines absoluten Minimums im Falle des Profilfingerfräsers 
für flachgängige Schraubengewinde. Teil 2. untersucht die Bedingung des 
absoluten Minimums fü r Profilfingerfräser von Schrägzahnstirnrädern und 
stellt ausserdem einen Zusammenhang zwischen dem zulässigen Schrägungs-
winkel und der Zahnbrei te auf. Teil 3. wendet die im Teil 2. behandel te Theorie 
auf die Evolventenschnecke an. Teil 4. behandelt das Problem der Profilkurve 
des Fingerfräsers von Schrägzahnstirnrädern nach einer neuen Methode. 
NEUTRONOK ATOMMAG REAKTOROKBAN VALÓ MOZGASANAK 
VALÓSZÍNÜSÉGSZÁMÍTÁSI PROBLÉMÁI 
M O G Y O R Ó D I J Ó Z S E F 
Bevezetés 
E dolgozat az atommagreaktorokban lejátszódó neutronlassítási folyamat 
valószínűségszámítási vizsgálatával foglalkozik. A neutronlassítással kap-
csolatban több probléma merül fel. Ezek közül P Á L L É N Á R D [2] megoldotta 
valószínűségszámítási eszközökkel azt, bogy hány ütközéssel válik a kelet-
kező neutron termikus neutronná. T A K Á C S L A J O S [ 1 ] azt a kérdést vizsgálta, 
hogy mennyi idő ala t t válik a neutron termikussá, N É M E T H G É Z A és a 
szerző [3] közös dolgozata azt a további problémát tárgyalta, hogy a neutron 
bizonyos idő a la t t hány ütközést végez. E dolgozat a neutronok térbeli moz-
gásával foglalkozik : a neutron által a lassító közegben a lelassulásig meg-
t e t t úthossz valószínűségszámítási tárgyalását ad ja . A tárgyalás megtar t ja 
T A K Á C S L A J O S [ I ] dolgozatának fogalmait és jelöléseit. 
1. §. A feladat kitűzése 
Tekintsünk egy végtelen kiterjedésű homogén közeget, amely к külön-
böző típusú atommagból áll. Legyen a neutron energiája F és a neki meg-
felelő letargia x =- log (EJE), ahol E0 a neutron kezdeti energiája. Feltesz-
szük, hogy a neutron a közeg atommagjaival tör ténő ütközések során vagy 
szóródik, vagy abszorbeálódik. Jelölje az г-edik l ípusú atommagon, történő 
ütközés sűrűségét y,(x), a szóródási sűrűséget pedig yf(x) ; ezek a neutron 
x letargiájának függvényei. Az ütközés modelljéről, mint az szokásos, fel-
tesszük, hogy izotróp, azaz hogy az г-edik t ípusú atommagon tör ténő szó-
ródás alkalmával a neutron letargiájának növekedése független az ütközés 
előtti értéktől és a letargianövekedés eloszlásfüggvénye : 
H ,(x) 
0 , ha x < 0 
1 
1 g- X 
- , ha 0 ^ x < log ( l /a , 
j l - « , 
1 , ha x > log ( l /a ,) 
ahol a, = [(+, — l)/(+l, + l)]2 és А,- а lassító közeg г-edik típusú atommagjá-
nak tömegszáma. Bevezetjük a C(x) = yx(x) + y2(x) + ... + y,t{x) és C*(x) = 
— 7i*{x) + У2*(ж) + • • • + Ук*(х) rövidítéseket. Legyen ц, a letargia értéke 
a t időpontban és 
т
х
 = inf t . 
1i>x 
2 3 7 
7 * 
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Nyilván az p, és r x mennyiségek valószínűségi változók. Végül legyen 
rx a r x időpillanat eléréséig az egymásután következő ütközések között meg-
tet t egyenes úthosszak összege és Ax azon esemény, hogy a neutron a r x 
időpillanat eléréséig nem abszorbeálódik. rx nyilván valószínűségi változó. 
Két egymásután következő ütközés közti egyenes úthossz mint valószínű-
ségi változó exponenciális eloszlást követ , és ha a neutron az x letargiaálla-
potban volt, akkor az exponenciális eloszlás paramétere C(x). (Lásd : [1].) 
Szükségünk lesz a továbbiakban a Qx(x ; z) eloszlásfüggvényre. Ez annak 
a valószínűsége, hogy a ,,z" kezdeti letargiaállapottal rendelkező neutron 
letargiája az első ütközés utáni pil lanatban ж-nél kisebb és az első ütközés 
nem vezete t t abszorpcióra. T A K Á C S L A J O S [ 1 ] dolgozatában megadta a 
Qx{x ; z) függvényt explicit alakban : 
Meg fogjuk határozni a 
(1) P { r x ; z < 5 , Ax;z) = F(R, x ; z) 
valószínűséget. Ez annak a valószínűségét jelenti, hogy a z kezdeti letargia-
ál lapottal rendelkező neutron az x letargiaállapot eléréséig nem abszor-
beálódik és az addig befutot t „térbeli törött vonal" hossza 5-nél kisebb. 
Az (1) valószínűséget R szerinti végtelen sor alakjában fogjuk elő-
állítani. 
Nyilván az (1) valószínűséget elég meghatározni x > z esetére. Ugyanis 
с < z esetén ez a valószínűség 0, mivel a neutronlassítás folyamatában a 
neutron letargiája növekszik. Ez formuláinkból is kitűnik. 
Foglalkozunk még az úthossz momentumainak kiszámításával is. 
2. §. Az F(R, x ; z) valószínűség vizsgálata 
1. tétel. Az F(R,x;z) valószínűség (0^2 + x, R 4 0) az 
F(R, x ;») = [!- e-«--)*] j ? г Щ Ц и ! ^ }
 + 
+ J { J F(r, x ; у) C(z) e - ™ - >dr| dyQx(y ; z) 
г Ô 
egyenletnek tesz eleget. Ennek az egyenletnek egyetlen korlátos megoldása van 
és ez a megoldás kifejezhető a következő végtelen sor alakban: 
(3) Rj , 
7=1 
ahol a Gj(x ; z) függvények a 
(4) GÁx-,z) = C { z ) ± ^ 
i?1 G(z) 
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kezdeti függvényből, kiindulva sorjában az 
k
 x 
(5) Gj(x ; г) + ^ Gy+ l(x;z)= ^ I ; г/) ^ Я,(у - z) 
С (z) i= i d G(z) 
rekurzív képlet segítségével határozhatók meg. 
Bizonyítás. Az az esemény, hogy a neut ron a z le targiaér tékről elindulva 
az x letargiaérték eléréséig üknél kisebb u t a t tesz meg és az x le targiaér ték 
eléréséig nem abszorbeálódik, ké t egymást kizáró módon jöhet lé t re : a ) 
a neu t ron a z le targ iaér téken R-nél kisebb u t a t tesz meg és ezen a letargia-
sz inten tör ténő szóródás a lka lmáva l a le targiá ja x ér téknél nagyobb lesz ; 
b) a z le targiaszinten lö r t énő szóródáskor a neutron le targiá ja z és x közé 
esik és az x le targiaszint eléréséig üknél kisebb u t a t tesz meg. Az a) a la t t i 
esemény valószín űsége : 
f l _ g од/n У í1 - H A - 2>1 -
é i c(z) 
ugyan i s annak a valószínűségét, hogy a neut ron a z l e targ iaór téken üknél 
k isebb u ta t tesz meg, meg kell szorozni annak a valószínűségével, hogy a 
neu t ron a z l e ta rg iaér téken szóródik és le targiá ja a szóródás u t á n ж-nél nagyobb 
lesz. Ab) esetben a neutron a z le targiaszinten t ö r t énő első ütközésig R — r 
hosszúságú u ta t tesz meg (0 ^ r gl R),ütközéskor a le ta rg iá ja у lesz (z gj у ^ x) 
és az у le targiaér tékről az x le targiaér tékig e l ju tva r távolságnál rövidebb 
u t a t tesz meg. Ennek az összete t t eseménynek a valószínűségét, összegezve 
у és r szerint, k ap juk a b ) a l a t t i esemény valószínűségét. Az a ) és b ) a la t t i 
események valószínűségeinek összege a d j a (2)-t. 
Osszuk el (2)-ben mindké t oldalt exp [— U(z)Â]-rel. Az így k a p o t t 
kifejezés az R vá l tozó szerint der iválható . Ugyanis az F(R, x ; z) függvény 
az R változó szerint egy integrál felső ha t á rának a függvénye és így folytonos. 
Ennél fogva az F(R, x ; z) in tegrál ja a felső ha tá r szerint differenciálható. 
A differenciálást elvégezve m a j d C(z) exp [U(2)ß]-rel osztva, kap juk a 
F(R,x;z) + 1 9 F(R, x ; z) 
(6) 
C(z) 9 R 
/= 1 
kifejezést . Nyilvánvaló, hogy (2) minden megoldása megoldása (6)-nak is, 
hiszen (6) a (2)-ből nyerhe tő R szerinti deriválással. Fo rd í tva is igaz, hogy 
(6) minden megoldása, mely az R — 0 helyen 0 é r téke t vesz fel, megoldása 
(2)-nek is. Tehá t (2) helyet t elegendő (6) olyan megoldásait keresni, melyek 
az R = 0 helyen 0 ér téket vesznek fel. Ha az egyelőre ha tá roza t lan (3) vég-
te len sort a (6) összefüggésbe behelye t tes í t jük , együ t tha tó összehasonlítás 
a l a p j á n l á tha t juk , hogy a (3) végtelen sor kielégíti (6)-ot — ennélfogva (2)-t 
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is, mivel (3) az R = 0 helyen 0 ér téket vesz fel —, hacsak az együt thatókat 
az (5) rekurzív összefüggés segítségével határozzuk meg. Ugyancsak (6) 
segítségével Iái ható be az is, hogy a x ; z) kezdeti együt tható t a (4) össze-
függés adja . 
Annak belátásához, hogy a (3) végtelen sor, melynek együtthatói t a 
(4) és (5) összefüggések határozzák meg, megoldás, be kell még bizonyítani, 
hogy a (3) sor konvergens is. Ennek belátása nagyon egyszerűen történhetik. 
Jelölje a \Gj(x ; z)| felső korlátját MA C(z) ütközési sűrűség, mint a z függ-
vénye, fizikai jelentése folytán korlátos : C(z) < к (állandó), azonban ez a 
korlát függ attól, hogy milyen lassító közegről van szó. Az (5) rekurziós 
összefüggés szerint tehát : 
2 
\Gj+l(x;z)j ^ - Mj- К , j + 1 ' 
azaz 
mj+í = -
 2
 Mj.K . 
1 + 1 
Mivel My = К, amin t az a (4) összefüggésből világosan látható, azért Mj = 
= ( 2 k y / j \ A (3) végtelen sor ekkor a következő módon becsülhető meg : 
I oo j 00 I I со . 
2 Gj{x ; z)R'\ ^ 2 GÁX >2) 2 - ! ~ RJ = e2KR-
Ii= ' ! i'=i i I j=i ? • 
A (3) végtelen sor tehát , melynek együtthatóit (4) és (5) határozzák megf 
megoldása (6)-nak és így megoldása (2)-nek is. 
Bebizonyítjuk most, hogy a (3), (4) és (5) által meghatározott meg-
oldás előállítja az F(R, x ; z) valószínűséget. Azt fogjuk belátni, hogy a (2) 
il letve a (6) egyenleteknek csak egyetlen korlátos megoldása van és ez meg-
egyezik a (3), (4) és (5) által meghatározott megoldással. Ebből már követ-
kezik, hogy ez utóbbi megegyezik az F(R, x ; z) valószínűséggel, mer t az 
F(R, x ; z) valószínűség kielégíti a (2), illetőleg a (6) egyenleteket és 0 és 1 
közé esik. 
Tegyük fel tehá t , hogy G(R, x ; z) korlátos megoldása (6)-nak, azaz 
G(R, x ; z)1 ^ M 
Belát juk, hogy 
oo 
f(R, x ; z) = 2 Gj{x ; z) R> - G(R, x ; z) = 0 
i'= i 
Az f(R, x ; z) kielégíti a 
(7) f(R, x ; z) + - L № = /<*. * ; У) ^ НАУ - Z) 
C(z) дR ы\ J C(z) 
egyenletet. Fennáll , hogy 
|/(iî,x;z)| g e2KR + M 
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tetszőleges R, x és 2 esetén (2 < x). Ennélfogva (7) alapján 
1 I 9 f(R, x ; z) 
C(z) j 9R 
2(e2KR + M) , 
azaz 
9f(R,xLz) 
9 R 
^ 2K{e2KR + M) . 
Továbbá (7) R szerinti deriválásával kapjuk, hogy 
9 f(R, x ; z) 1 Э2 f(R, x ; 2) 
9 R C(z) 9 Й2 iTiJ dR 
iy) y f ( z ) d 
C{z) H,(y - Z ) 
és ebből látható, hogy 
j Э2 f{R, x;z) 
9 Й2 
^ (2K)°- (e2KR + M) . 
Általában is igaz, hogy tetszőleges n természetes szám esetén 
9" f(R, x ; z) 
9 Rn 
й (2 К)" (e2KR + M) , 
tetszőleges véges R, x és 2 esetén (x z). Ez utóbbi összefüggést (7) szuk-
cesszív deriválásával kaphat juk meg. Ennélfogva tetszőleges [0, R] korlátos 
intervallumban az f(R, x ; 2) függvény végtelen Taylor-sorának maradék-
tagja felülről megbecsülhető : 
1 9" f( & R, x ; z) 
n ! 9 Rn 
• Rn 
(2KR)n (e2KR + M) . 
n ! 
A jobboldal rögzített R mellett t a r t a zérushoz, lia n tar t a végtelenhez. 
Tehát az f(R, x ; 2) függvény R változó szerinti R = 0 pont körüli végtelen 
Taylor-sora előállítja az f(R, x ; 2) függvényt . Ámde ez a végtelen Tavlor-
sor azonosan 0. Ugyanis /(0, x ; 2) = 0 és így (7) a lap ján látható, hogy 
9 f(R, x-z) 
9 R 
= 0 
«=0 
továbbá (7) szukcesszív deriválásával belátható, hogy az f(R, x\ 2) függvény 
akárhányadik deriváltja az R — 0 helyen 0 értéket vesz fel. Valóban belát-
tuk tehát , hogy 
f(R, x ;z) = 0 , 
vagyis igaz az, hogy 
00 
G(R,x-,z) = 2bfj(x;z)Ri , 
7=1 
tehát az (1) valószínűségre a következő előállítás érvényes : 
СО 
F{R, z ; 2) = 2 & A* ; 2 ) R i • 
7=1 
2 4 2 . m o g y o r ó d i 
A fentebbi meggondolással azt is ki lehet muta tn i , hogy a (6) egyenletnek csak 
egyetlen olyan megoldása van, amelynek abszolút értéke korlátos, de ez a 
korlát függhet még £- től is. 
Példa. Tekintsük azt a speciális esetet, mikor a lassító közeg hidrogén-
ből áll, és C(z) = С (állandó), C*(z) = C* (állandó). Ebben az esetben bár-
milyen értéket vesz fel a neutron letargiája, ezen a letargiaértéken befu to t t 
út hossza exponenciális eloszlású ugyanazzal а С paraméterrel , azaz k é t 
ütközés között be fu to t t út hosszának eloszlása nem függ a neutron letar-
giájának pil lanatnyi értékétől. Ezek szerint annak a valószínűsége, hogy a 
neutron a z és x letargiaszintek között D-nél kisebb utat tesz meg, csak az 
x — z különbségtől függ, azaz F(R, x ; z) = F(R, x — z) vagyis, ha x — z — t , 
akkor F(R, x ; z) = F(R, t). A (2) egyenlet ebben a speciális esetben a követ-
kező egyszerű a lakot ölti : 
/ R 
(8) F(R,t) = g( 1 — e - c « ) e - ' + | j | F(r,t — u) Ce~c<.R~ö dr} в e-u du , 
о о 
ahol g - C*IC és, hidrogén lassítóközegről lévén szó, a H(x) eloszlásfüggvény 
i t t megegyezik az 1 paraméterű exponenciális eloszlással. Ennek az egyen-
letnek megoldását a Laplace—Stieltjes transzformáció segítségével is meg-
kaphatnánk. Azonban az ál ta lános eredmények illusztrálása céljából ugyan-
úgy járunk el, m i n t fentebb, és a megoldást végtelen sor a lakban állítjuk elő, 
m a j d pedig ezt a végtelen sort zárt alakra hozzuk. (4) a lapján látható, hogy 
G1(t) = QCe-1 , 
t ovábbá az (5) rekurziós formula segítségével teljes indukcióval belátható, 
hogy tetszőleges j index esetén 
Oj(t) = j ? ; № - 14) - Цп, t)] , 
t~\ (n— 1)! ( j — n)\) 
ahol Г(п, t) az л-edrendű nem teljes Г - függvény : 
t 
j
 u n- \ g-u d u 
Г(п, t)=ó 
(n - 1) ! 
Tehát az F(R, t) valószínűség végtelen sor-alakja : 
i~ Í \ - f x ( » - l ) ! 0 - n ) ! 7 
RJ 
Adjuk meg ezt a végtelen sort zár t alakban! Mivel a sor konvergens az egész 
[0, oo) intervallumban, azért szabad tagonként deriválni. Deriválás u t á n 
kap juk , hogy 
a R p i [éi (*-!)! ( / - » ) ! I 
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Az összegezés sorrendjét a jobboldalon megváltoztatva nyer jük , hogy 
8 F(R,t) _ y g " [ A « - l , t ) — Г (п , t)]Rn 1 cn _CR  
-àR "-éi (n •— 1)! 
Az összegezés sorrendjének megváltoztatása azért lehetséges, mert ez u tóbb i 
sor abszolút konvergens. Ebből, figyelembe véve, hogy 
tn l 
Г(п-и)-Г(п,1) = ( п ф 1 у , 
kapjuk az F(R, t) valószínűség R szerinti deriváltját : 
àF(R,t) 
(9) ~~ - = еСе-'е-С!* I0(2(oCRt) ') , 
ahol I0(t) a nulladrendű módosított Bessel-függvény : \2n 
w = 2 — 
Figyelembe véve, hogy F(R, t) az R = 0 helyen 0 értéket vesz fel, (9) in teg-
rálásával megkapjuk (8) megoldását : 
R 
(10) F(R,t) =
 QCe-' \ e c" I0(2(oCut)':)du . 
A továbbiakban szükségünk lesz még az F(R, t) függvény R szerinti Laplace-— 
Stieltjes transzformált jára. (10) segítségével könnyen megkapható az F(R, t) 
valószínűség R szerinti y>(s, t) Laplace—Stieltjes t ranszformált ja : 
. , ( , , / ) = с ( i . 
s + C 
A Laplace—Stieltjes t ranszformált ismerete alapján az F(R, t) függvény 
R = 0 0 helyen vet t értékét könnyen meghatározhatjuk, ugyanis ^(0, t) — 
= F(°o, t), mivel ДО, t) = 0. Tehát 
y>(0,<) = X(oo,í) = P{+/} =ge-d-9)t . 
Ezt az eredményt T A K Á C S L A J O S [ 1 ] dolgozatában is megta lá lhat juk, bár Ő 
más úton ju to t t el hozzá. 
3. §. A törött vonal hosszának feltételes várható értéke az x letargiaérték 
eléréséig 
A továbbiakban szükségünk lesz T A K Á C S L A J O S [ 1 ] dolgozatának 
néhány fogalmára és jelölésére. Legyen Qn(x) annak a valószínűsége, hogy 
a neutron az я-edik ütközés u tán i pil lanatban x-nél kisebb letargiaállapot-
ban van és az első n ütközés nem vezetett abszorpcióra. A Qn{x) valószínű-
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ségek a következő rekurzív képlet segítségével határozhatók meg: 
<Ux) 
és n = 1, 2, . 
( 1, ha x ^ 0 
j 0, ha x < 0 
eseten 
ЯЛ*) V f yf(y) H X
х
 - У ) 
i= 1 C ( y ) 
dQn-Áy) • 
Legyen továbbá 
M(x) = 2. Qn(x) • 
n = 0 
Hasonlóképpen definiáljuk a Qn(x ; 2) függvényt is : 
1, ha x ф z Q0(x ; z) = 
I 0, ha x < 2 
es 
yf(y) HXX - y) 
C ( y ) 
dvQn-i(y,z) . (и = 1 , 2 , . . . ) . 
A Qn(x ; 2) annak a valószínűségét jelenti , hogy a 2 letargiaértékről elinduló 
neutron a 2 letargiaértéktől számított ??-edik ütközés u tán i pillanatban ж-nél 
kisebb letargiaállapotban van és ez az n ütközés nem vezetett abszorpcióra. 
Itt a fentebbieknek megfelelően : 
M(x\z)= S; Qn(x ; г) . 
n = 0 
Nyilván M(x ; 0) = M(x). 
2. tétel. A törött vonal hosszának várható értéke azon feltétel mellett, 
hogy a z letargiaérték rőt elinduló neutron az x letargiaérték eléréséig nem abszor-
beál ódik, a következő: 
M [Г
Х:г .-L.-} : 1 
P{А
х
,
г
} . 
С* (и) 1 duM(u]y)\-- dy M (у ; z) . 
I C(y) 
Bizonyítás. A várha tó érték összetevődik azoknak az utaknak a várható 
értékéből, amelyeket a neutron a különböző y letargiájú állapotokban befut 
(2 < у ф x). На a neutron a szóródásra vezető ütközés által az y letargiájú 
állapotba jut , akkor az y letargiájú állapotban befu to t t út várható értéke 
\\C(y). Ez az út azonban csak akkor veendő figyrelembe rx-z várható értéké-
nek meghatározásánál, ha a neutron az x letargiaérték eléréséig nem abszor-
beálódik ; ennek a valószínűsége : 
1 — C*(u) 
~C(u) 
du M(u ; y) . 
Ez utóbbi valószínűséget TAKÁCS L A J O S [ 1 ] dolgozatában adta meg. 
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Hasonló módon fel lehe tne írni az rx- tö rö t t vonal hosszának magasabb -
r endű momentumai t is, azonban ezek igen bonyolultak lennének. 
Példa. Tekintsük ismét az t a speciális esetet, mikor C*(x) = C* és 
C(x) = С (állandók), továbbá a hidrogén lassító közeg esetéről van szó. Mint 
előbb már l á t tuk , ebben a speciális esetben az út hosszának eloszlását meg-
adó valószínűség, amíg a neu t ron a z letargiaállapotból az x letargiaállapotba 
el jut , a letargiától csak az x — z különbségen keresztül függ. Ebből követ -
kezik, liogy a feltételes v á r h a t ó érték is csak a letargiakülönbségtől függ. 
Tehá t ha x — z = t, akkor e speciális esetben a feltételes várható ér tékre 
a d o t t képlet a következő a lakot ölti : 
! X 
M [rt \At) = '1 — 
О y 
L á t t u k az előző paragrafusban, hogy 
1 _ C2 
С 
duM(u-,y) X dM(y) 
С 
P {А,} =
 в
е-
ahol g = G*jC. Továbbá az [1] dolgozatban foglaltak szerint : 
M(x) = 1 + - ^ (1 - e-O-öx) és M(x ; у) = M ( x - y) . 
1 Q 
Ekkor a várható értékre fen t ado t t képlet segítségével egyszerű számítá-
sokkal adódik, hogy 
M {r 
' С С 
Ezt az eredményt és az összes többi magasahbrendű momentumokat meg-
kapha t juk más ú ton is, az F(R, t) valószínűség ip(s, t) Laplace—Stiel t jes 
t ranszformál t jának ismerete a lap ján . Ismeretes, hogy az F(R, t) R változó 
szer int i и-edik momentumát megkaphat juk , ha vesszük az R változó sze-
r int i Laplace—Stieltjes t ranszformál t jának n-edik derivál t já t az s = 0 helyen 
(— l) n előjellel. Az и-edik der ivá l t értékét az 8 = 0 helyen könnyen meg-
k a p h a t j u k , ha a 
y>(s, t) Q C 
8 + С 
kifejezést az s változó szerint sorbafej t jük. Az sn együ t tha tó jának (— 1)"и!-
szorosa szolgáltatja a derivált ér tékét az s = 0 helyen. 
Exponenciális és binomiális sorfejtés segítségével könnyen belátható, 
hogy 
с 
о e~ 
A = 0 1С- n= 0 2 
и -
4 + n\ 
n ) G ) 
Ez a sorfejtés biztosan érvényes az |s] < С körben. Ennélfogva az sn együt t 
ha tó ja 
Qe X j 
8=o 4 ! 
4 + rí 
n 
1 
Cn 
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Ennek (— 1)"и î-szorosa, azaz az и-edik momentum-
t °° 
(et)k(k + l)Cc + 2)... (Jc + n) . 
Cn f r j ) k\ 
Ez még a következő a lakban is írható : 
illetőleg 
ge~' У 1 dn(gt)k n  
С" £о~к\ d(gt) 
ge~' dn 
Cn dxn 
(et)_ 
Gn d(gt)nt^o k\ 
+ n g dn 
1 nn din t\n F—L 
k+n 
(xnex) 
X=Qt 
Ennélfogva a törött vonal hosszának n-edik feltételes momentuma az A, 
feltétel mellet t 
1 ge-'[dn 
g e - O - й ' С 
— Г _ 
** \dxn 
(.xn ex 
Meg kell jegyeznünk, hogy az я-edik feltételes momentum az At feltétel 
mellett kifejezhető az 71-edik Laguerre-polinom segítségével. Ugyanis 
d'f 
dxn 
(xn ex d
n
 , „ 
~(xne~x) 
d x n x = —et 
Ámde 
d" , „ 
-(x"e~x) 
d x n 
= e~
xLn(x) , 
ahol Ln(x) az n-edik Laguerre-polinom. Ennélfogva 
dn 
dx n 
(xn ex) 
x=gt 
dn 
dx n 
(xn e e-'Ln(—gt) , 
x=-gt 
így az 7i-edik feltételes momentum az At feltétel mellet t : 
lá-q}) 
c
n 
Speciálisan az első momentum, mint azt már lát tuk : 
1 
с с 
Az első momentumra kapo t t eredmény igen kézenfekvő. Az (1 + g t)/C összeg-
ben a második tagban t nemcsak a letargiát jelenti, hanem azt is, hogy átla-
gosan hány ütközés tör ténik . Az ütközések átlagos számát, mint a [4] könyv-
ben is, úgy számítjuk ki, hogy a letargia-megváltozást osztjuk az egy ütkö-
zésre eső átlagos letargianövekedéssel. Hidrogén esetében az átlagos letargia-
növekedés 1, ennélfogva t valóban az ütközések átlagos számát a d j a meg, 
míg a neutron az ütközések során t letargiamegváltozást szenved, t ütközés 
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alatt megte t t átlagos úthosszát úgy kapjuk meg, hogy az egy ütközésre eső 
átlagos úthosszát, az l /O-t , megszorozzuk az ütközések számával. A Q tényező 
azon neutronok részarányát adja meg, melyek az ütközések során nem abszor-
beáltadnak. — Az első momentum kifejezésében az 1 /С tag szerepét az vilá-
gítja meg, hogy, ha t — 0, azaz a letargiamegváltozás 0, akkor is a neutron 
átlagos úthossza azon a letargiaértéken, amelyről elindult, éppen l/C-vel 
egyenlő. 
A második momentum a következő : 
- [ 2 + 4 g t + f t 2 } . 
Ennélfogva a feltételes szórás : 
— [1 + 2 gt] . 
C2 
Látható, hogy a szórás a letargianövekedésnek lineáris függvénye. 
(Beérkezett : 1957. V. 1. Átdolgozva : 1958. VIII . 1.) 
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ТЕОРЕТИКО-ВЕРОЯТНОСТНЫЕ ПРОБЛЕМЫ ДВИЖЕНИЯ 
НЕЙТРОНОВ В АТОМНЫХ РЕАКТОРАХ 
J . M O G Y O R Ó D I 
Резюме 
Настоящая работа занимается с одной проблемой движения нейтронов 
в атомных реакторах. Исследуется распределение длины пути, пробеганного 
нейтроном в замедляющей среде атомного реактора в процессе замедления. 
Математическая модель проблемы следующая : предположим, что 
замедляющая среда бесконечна и однородна. Пусть эта среда состоит из 
атомных ядер к различных типов. Рассмотрим нейтрон, обладающий в 
момент времени t = 0 (фиксированной) начальной энергией Е0 и в момент 
времени t соответственно Е . В процессе замедления нейтрон столкнется с 
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атомными ядрами замедляющей среды и потеряет случайно некоторую 
долю энергии. Следовательно, летаргия х нейтрона, определенная равен-
ством : 
x = log(EJE) , 
случайно возрастает при каждом столкновении. Предположим, что рассеяние 
нейтрона изотропно. Это значит, что увеличение летаргии в случае рассея-
ния не зависит от её значения до столкновения. Пусть у,(х) и у((х) обозна-
чают соответственно плотность столкновения и плотность рассеяния, проис-
ходящих на ядрах г-ого типа. Пусть далее С == у
х
 + у2 4- ... + ук, С* — 
— у\ + . . . + y t , где эти величины вообще говоря зависят от летаргии 
нейтрона. 
Пусть F(R,x;z) вероятность того, что длина пути, пробеганного нейт-
роном в замедляющей среде, меньше, чем R, в то время, как его летаргия 
возрастает от значения z до значения х и нейтрон до достижения летаргии х 
не поглощается (последнее событие : А
х; ). 
Автор показал на основе вышеупомянутой математической модели, 
что вероятность F(R,x\z) удовлетворяет интегральному уравнению: 
F(R, x ; z) = [1 - е-с< Ж] ^ L1 Г + 
í= i C(z) 
+ 2 I № * ; У) С(г) e-C(iKß-0 d г} dy Н,(у - z) . 
i~\ J C(z) 
z 
Здесь функция Ht{x) — функция распределения увеличения нейтрона при 
одном столкновении. Ему удалось дать эту вероятность в форме степенного 
ряда : 
(3) F(R, x;z) = 2 Gм 5 z ) R ' 
i'=i 
Коэффициенты степенного ряда (3) выражаются рекурсивной формулой 
к
 х
 „ 
Gj{x ; z) + ? - ± i Q
 { х ; z) = 2 I G,<* î У) у + т dy Н,(у - z) , C(z) fri ' C(z) 
и начальным коэффициентом : 
ы\ C(z) 
Автор определил условное математическое ожидание длины пути нейтрона 
при условии Ax;z. 
В специальном случае даны конечный вид вероятности F(R, x\z) и 
условных моментов пути нейтрона. 
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PROBABILISTIC TREATMENT OF THE MOTION OF NEUTRONS 
IN NUCLEAR REACTORS 
by 
J . M O G Y O R Ó D I 
Abstract 
This paper deals with a problem of t he motion of the neut rons in 
nuclear reactors ; it investigates the d is t r ibut ion of the path-length of t h e 
neutron in the slowing-down medium of t h e nuclear reactor . 
The mathemat ica l model of the problem is as follows : we suppose 
t ha t the slowing-down medium is infinite a n d homogeneous. Let this m e d i u m 
consist of a tomic nuclei of к different types. Le t us consider a neutron hav ing 
a (fixed) initial energy E0 a t the moment 1 = 0 and E a t t h e moment t, res-
pectively. The neutron collides in. the slowing-down process with the nucle i 
of the slowing-down medium and it loses a certain part of his energy. Con-
sequently the le thargy x of t he neutron, de f ined by the following relat ion
 : 
* = log (EJE) , 
increases a t r andom at every collision.. W e suppose t ha t the scattering of 
the neutron is isotropic, tha t is the collisions are such tha t in case of sca t t e r -
ing the increase of the le thargy of the n e u t r o n is independent of its va lue 
before the collision. Let H^x) he the d is t r ibut ion function of the increase 
of the lethargy a t the scattering on a nucleus of type i. Let yt(x) and yf(x) 
denote the collision, density and the scat ter ing density of the neutron, res-
pectively on a nucleus of type i. P u t С = yx + y2 + . . . + yk, C* = 
= 7* + 7* + • • • + 7 * ; these quantities generally depend on the l e tha rgy 
of the neutron. 
Let F(R, x ; z) denote the probability t h a t the path- length of the neu t ron 
in the slowing-down medium is less than R, while its lethargy increases f rom t h e 
value z 1o ihe value x and dur ing this t ime t h e neutron will be not absorbed 
(event Ax-Z). 
On the basis of this mathematical model , the author proved tha t t h e 
probability F(R, x ; z) satisfies the following integral equat ion : 
F(R, x ; г) = [1 -
 e-<*>«] У y r m i - H A — l + 
é i C(z) 
k X R 
+ У I ! I F(r,x;y)C(z)e-^)m-r)drbMdyHi(y-z) . 
Г J \ J ! 0 ( 2 ) 
; 0 w 
He has succeeded in giving th i s probabili ty in form of an infinite p o w e r 
series in R : 
(3) 
OO 
F(R, x;z)= У Oj(x ; z) RJ 
i= i 
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The coefficients of (3) may be obtained b y t he recursive formula : 
eJ(x;z) + ,-±^eJ+i(x;z)=jl J G,{x ; y) ^ dy H (V-z) , 
from the in i t i a l coi'fficient : 
Autlior determined t h e conditional expectation of the path- length of 
the neutron under the condition А
х
-
г
. U n d e r simplified suppositions the 
probability (3) and lhe conditional expecta t ion are given explicitely. 
A MATEMATIKAI KUTATÓ INTÉZET SZEMINÁRIUMAIBAN 
1958-BAN ELHANGZOTT ELŐADÁSOK KIVONATAI 
A matrixelméleti osztály szemináriuma 
1. T A S S I GÉZA A A matrixelmélet alkalmazása rugalmas-plasztikus álla-
potú sztatikailag határozatlan rúdszerkezetek számítására. (Május 29.) 
Lásd az előadónak RÓZSA PÁLlal közösen írt hasonló című dolgozatát 
e Közlemények jelen évfolyamának 43—65. oldalain. 
2. RÓZSA PÁL : A lineáris programozás matrixelméleti megalapozásáról 2 
(Június 17.) 
A lineáris egyenletrendszerek megoldásának problémája matrixelméleti 
szempontból abban áll, hogy az adot t egyenletrendszert egy vele ekvivalens 
olyan egyenletrendszerré alakítsuk át , amelynek együt thatómátr ixa l le rmi te -
féle normál a lakú mátr ix, más szóval olyan kvadrat ikus mátrix, amelynek fő-
diagonálisában minden elem 1 vagy 0 ; ahol 1 áll, o t t ennek a sorában vala-
mennyi több i elem 0 ; ahol 0 áll, o t t ennek a sorában valamennyi többi 
elem 1.) Az Hermite-féle normál-alakú együt thatómatr ixszal bíró egyenlet-
rendszer t e h á t automat ikusan szétválasztja az ismeretleneket „szabad" és 
„kötö t t " ismeretlenekre. 
Megadható egy egyszerű algoritmus, amelynek segítségével az l l e rmi te -
féle normál-alakú mátr ix egy olyan másik, ugyancsak Hermite-féle normál-
alakú má t r ix ra transzformálható, hogy az l-esek a fődiagonálisnak más helyén 
álljanak, t e h á t mások legyenek az egyenletrendszer szabad, illetve k ö t ö t t 
ismeretlenei. 
A lineáris programozás alapfeladata tudvalevően egy lineáris egyenlőt-
lenségrendszer olyan nem-negatív megoldásainak a meghatározása, amelyek 
bizonyos lineáris függvényt maximalizálnak (illetve minimalizálnak). H a az 
egyenlőtlenségrendszert ú j abb ismeretlenek bevezetésével egyenletrendszerré 
alakít juk á t , Hermite-féle normálalakú együt thatómatr ixszal bíró egyenlet-
rendszert nyerünk, amelynek az adot t fel tételeket kielégítő megoldásához az 
említet t a lgori tmusnak megfelelő alkalmazásával jutunk. Ezzel tu la jdonkép-
pen a DANTZIG nevéhez fűződő úgynevezet t szimplex-módszernek t i sz tán 
matrixelméleti interpretációját nyerjük. 
A valószínűségszámítási osztály szemináriuma 
1 — 3 . R É N Y I A L F R É D : Keverő halmazsorozatokról. (Január 9 . 1 6 . , és 
február 5.) 
Lásd a következő dolgozatokat : R É N Y I A., „On mixing sequences of 
sets" (Acta Mathematica Academiae Scient iarum Hungaricae 9 (1958) 215— 
1
 É p í t ő i p a r i és Köz lekedés i Műszaki E g y e t e m , I I . sz. H í d é p í t é s t a n i t a n s z é k . 
2
 A " m a t e m a t i k a k ö z g a z d a s á g i a l k a l m a z á s a i " s z e m i n á r i u m m a l közös r e n d e z é s b e n . 
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2 2 8 ) ; R É N Y I A . — R É V É S Z P . , „On mixing sequences of random variables" 
(Acta Mathematica Academiae Scientiarum Hungaricae 9 ( 1 9 5 8 ) , sajtó alat t) . 
4 . TAKÁCS LAJOS : Beszámoló előadás angliai tanulmányútjáról. (Feb-
ruár 13.) 
5. RÉVÉSZ P Á L : 3 A Barel—Cantelli lemma egy általánosítása és ennek 
alkalmazása a Markov-láncok elméletében. (Február 20.) 
Az előadó a Borel—Cantelli lemma alábbi általánosításait bizonyította be. 
1. lemma. Legyen (Q, S, P) valószínűségi mező, Av A 2, . . ., Ai; . . . 
események egy sorozata, И
п
(ш) az AN esemény indikátor változója, azaz 
д и = Г '
 h a 
(0, ha w £ A n . 
Tegyük jel, hogy a f2, ...,£„,.. . sorozat Markov-láncot alkot és 
P {fn+l = i 4 = /} = (n- 1 , 2 , . . . ; », j = 0, 1) , 
továbbá, hogy 
OO (1) 2P№=<™ • 
n= 1 
Ekkor az Alt A2, • • - , An, . . . események közül 1 valószínűséggel végtelen sok 
következik be. 
Abban az esetben, ha az An események függetlenek, 
p№=P{An} 
s így, spe iális esetként megkapjuk a B O R E L — C A N T ELLI - l em mát. 
Bizonyítás. Legyen Bn az az esemény, hogy az AN, AN+lt AN+2, • • . 
események közül egv sem következik be, azaz 
BN = An djv+i • • • 
és legyen 
B'v' = An An+x . . . AN+k . 
Nyilván lim = BN, ezért elegendő bebizonyítani, hogy 
(2) P { í N } = l imP(ü)})} = 0 . 
k-, OO 
Kihasználva azt a feltételt, bogy a {£„} változók Markov-láncot a lkotnak, 
adódik, hogy 
P{ß^)} = P { Ä N Z N + 1 . . . AN+k} = 
P{ÄN+k IN+k-J}P{AN+k.l Z N + f c _ 2 } . . . P { Z N + 1 Z N } P ( J N ) g 
^ p (1 - v T ) (1 - • • • ( ! - P Í A " - » ) • 
Ebből az (1) feltétel alkalmazásával adódik (2). 
Hasonló módon bizonyítható a következő 
3
 E ö t v ö s L o r á n d T u d o m á n y e g y e t e m , M a t e m a t i k a i I n t éze t . 
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2. lennna. Legyen f0, . . . véges állapotú Marlcov-lánc, legyen 
i £n - i} = Vp 
és 
min pff> = pn . 
i, j 
Tegyük fel, hogy 
V > „ oo . 
n= 1 
Ekkor a {f„} Markov-lánc minden állapotba 1 valószínűséggel végtelen sokszor 
kerül, bármilyen is legyen £0 eloszlása. Más szóval: ha a £„ = j eseményt Cn;-vel 
jelöljük, akkor 
p
 ! = 1 (7 0 ,1 ,2 , . . . ) 
( n=о ! 
Л 2. lemma segítségével diszkrét Markov-láneok ergodicitására vonatkozólag 
az alábbi dolgozatban szereplőhöz hasonló feltétel nyerhető : KOLMOGOROV, 
Л. N., „Uber die analytischen Methoden in den Wahrscheinlichkeitsrechnung" 
(Mathematische Annalen 101 (1931) 415—458). 
6 . PALÁSTI I L O N A : Beszámoló előadás angliai tanulmányútjáról. (Feb-
ruár 27.) 
7 . VINCZE ISTVZN : Egy határeloszlástétel heurisztikus bizonyítása. (Már-
cius 6.) 
Az előadó ,1. L . D O O B által adot t heurisztikus módszerrel bebizonyított 
egy a rendezett min ták elméletében szerepet játszó kétváltozós határeloszlás-
tétel t . 
8 - 9 . R O T H — R O S E N B L A T T , M I L L U :4 Az információelmélet egyes kér-
déseiről. (Március 27., április 3.) 
10—11. M O G Y O R Ó D I J Ó Z S E F : Neutronok atommagreaktorokban való moz-
gásának valószínűségszámítási problémái. (Április 10. és 17.) 
Lásd az előadó hasonló című dolgozatát e Közlemények 3 (1958) kötetének 
237—250. oldalain. 
12 — 13. R É N Y I A L F R É D : Referáló előadás. (Április 24., má jus 15.) 
Az előadó a következő könyvet ismertette : F I S H E R , R . A., „Statistical 
methods and scientific inference" (Oliver and Boyd, Edinburgh, 1956). 
14. F É N Y E S I M R E :5 A termodinamikai Gibbs-paradoxon információelmé-
leti feloldása. (Május 8.) 
(Az előadó hasonló című dolgozata e Közleményekben van saj tó alatt). 
1 5 . CSÁKI E N D R E : A Wilcoxon-próba Lehmann és Rényi-féle módosí-
tásainak összefüggése. (Május 22.) 
E. L . LEHMANN a WILCOXON-statisztika he lye t t a következő módosított 
s tat iszt ikát ajánlja (lásd : L E H M A N N , E. L . „Consistency and unbiasedness of 
4
 B u k a r e s t i P a r h o n E g y e t e m , M a t e m a t i k a i I n t é z e t . 
5
 E ö t vös L o r á n d T u d o m á n y e g y e t e m , E lmé le t i F i z i k a i I n t é z e t . 
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certain nonparametr ie t es t s" című dolgozatát , Annals of Mathematical Sta-
tistics 22 (1951) 165—179) : 
F 
n m 
2 2 
ahol F a £г> • • •> ín. Vf Vf • • • > Vm mintából kiválasztható (!,„ rjj, yk) 
negyedosztályú kombinációk közül azoknak a száma, melyekre vagy 
max (ih, £,) < min (rjj, yk) 
vagy 
m a x (r ip rlk) < min (| ;„ I,) . 
R É N Y I a következő módosítást a ján l ja (lásd : R É N Y I A., „Újabb kr i tér iumok 
két min ta összehasonlítására", A Magyar Tudományos Akadémia Alkalmazot t 
Matemat ika i Intézetének Közleményei 2 (1953) 243—265) : 
w , W, 
m 
1 
n 
n m 
2 2 
I t t H j a fent i mintából kiválasztott (£,-, rjk) alakú harmadosztályú kombi-
nációk közül azoknak a száma, melyekre max (rp, rjk) < 1F2 ped ig azon 
( |„ , f , , rjj) alakú kombinációk száma, melyekre max (ín , $,) < f]j. 
Az előadó bebizonyította, hogy e két s tat iszt ika között egyszerű 
összefüggés áll fenn, mégpedig 
L = 2 IF - 1 . 
1 6 . P E K G E L J Ó Z S E F : A Kolmogorov-féle alaptétel kiterjesztése feltételes 
valószínűségi mezökre. (Június 5.) 
(Az előadó hasonló című dolgozata e Közleményekben van s a j t ó alatt.) 
1 7 . R É N Y I A L F R É D : Referáló előadás. (Június 1 2 . ) 
Az előadó a következő c ikkgyűj teményt i smerte t te : „Symposium on 
Monte Carlo methods" (Wiley, New York, 1956). 
1 8 . L I P T Á K T A M Á S : Pontok körön való eloszlásának diszkrepanciája és 
ennek visszavezetése egy rendstatisztikai problémára. (Június 19.) 
Tekintsünk n pon to t egy egységsugarú körön. Diszkrepanciának, nevezik 
ezek helyzetének alábbi jellemzőjét : 
AB I 
(1) d„ = m a x n\ 
A B 2л 
ahol nxh jelenti az AB íven fekvő pontok számát. 
Azt a kérdést, hogyan viselkedik dn, amint n - > az előadó az alábbi 
rendstat iszt ikai problémára vezette vissza : Legyenek f 1 ( | 2 , . . . , $n , . . . egy 
folytonos F(x) eloszlásfüggvényt! valószínűségi változóra vonatkozó független 
megfigyelések értékei, s legyen 
(2) Fn(x) = 2 n 
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az első n megfigyelésből álló minta empirikus eloszlásfüggvénye. Értelmezzük a 
(3) D+ = max (Fn(x) - F(x)) 
— « • < * < + СО 
(4) IK = max (F(z)-Fn(x)) 
-°°<x<+c° 
és 
(5) Rn=D++D-
valószínűségi változókat. Amennyiben valamennyi pont egyenletes eloszlású 
a körön és elhelyezkedésük független, dn eloszlása megegyezik Rn eloszlásával 
(n = 1 , 2 , . . . , n). Ez utóbbi eloszlása mindezideig nincs meghatározva. 
19. BARTOSZYNSKI, R. :6 Some remarks on the convergence of stochastic 
processes. (Október 9.) 
1°. Introduction. Let R be a separable complete metr ic space. Denote 
by M(R) the space of all perfect and complete (see [1]) measures defined on R. 
The sequence y+ M(R) will be called weakly convergent to y£ M(R) if for 
any bounded and continuous function f(x), x£R 
lim I f(x) d yn = I f(x) d у . 
"—il R 
We shall denote the weak convergence by =>-. I t is possible (see [2]) to in t ro-
duce a metric L in the space M(R), so tha t M(R) becomes a separable complete 
space, and the conditions L( yn, y)-+ 0 a n d yn =>- у are equivalent. 
Let D [0,1] be the space of all real functions £(t) (0 ^ t й 1) such 
t h a t f(i — 0) and | ( i + 0) exists in each po in t 0 < t < 1, t he limits £(0 + 0) 
and f ( l — 0) exist, and ei ther f(í) = | ( í — 0 ) or £(/) = Щ + 0) in each 
point [0,1]. I t is possible (see [2]) to introduce a metric d in the space D [0,1] 
in such a way, tha t D [0,1] becomes a separable complete metric space, and 
for the subspace С [0,1] the ^-convergence is equivalent t o the uniform one. 
2°. Let f„(i) (0 ^ t ^ 1) be the sequence of stochastic processes wi th 
realizations (with probability one) from the space D [0,11 a n d let £(t) (0 ^ t áj 1) 
be a stochastic process wi thout fixed points of discontinuity. Let yn a n d у 
he respectively t he measures in the space D [0,1] generated b y all finite dimen-
sional distributions of the processes f„(/) a n d f(i). Let f u r the r y'j- •••>'•» and 
yb f™ be the measures in the яг-dimensional Euclidean space Rm corres-
ponding respectively to distribution funct ions 
п{Ю Xm} and P {£(© < Xy, . . ., m ) < xm) . 
As a metric in the space Rm t a k e 
Q { X , IJ) = max \zk — yk\ , 
1 <,kSm 
and let L denote the distance between measures mentioned in Introduction. 
Then the following two theorems are t rue : 
6
 A L e n g y e l T u d o m á n y o s A k a d é m i a M a t e m a t i k a i In t éze t e , Varsó . 
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Theorem 1. If yn =>- pi, then for any m 
(1) lim sup Д/t'b-•••'•», уй G) = o . 
tl—»00 /,,..., <m 
Theorem 2. / / 
(2) lim sup sup Дд 'о •''"•,/+••••'».) = Ü , 
m t,,... , tm 
then yn => « . 
The open question is, whether the condition (1) is sufficient or condition 
(2) is necessary (or may be something else) for the convergence yn => y. I t 
was proved in [3] that the following s ta tement is true : 
Let f n l , | n 2 ' • • •> be for each n independent r andom variables, satis-
fying the condition, that for any e > 0 
lim m a x P { | f n f c j > e} = 0 . 
Let 0 = tn0 < tnl < . . . < tnk)i = 1 be the sequence of part i t ions of the inter-
val [0,1] such tha t 
l im max (tnk — tnik_x) = 0 
n~* OO \<.k<.kn 
and let 
к 
£nk ~ 2 £ni к I , . . . , kn . 
7 = 1 
Define the stochastic process £„(i) by formula £n(i) = Çnk for tnik_x < t < tnk, 
к = 1, 2, . . ., kn and denote by Pn the measure in D [0,1] corresponding to 
the process in(t). 
Theorem 3. If P is a measure in D [0,1] corresponding to the stochastic 
process f(i) (0 t ^ 1) which is continuous and with independent increments, 
then for the condition Pn > Г it is necessary and sufficient that 
l im sup 5(5] , , P') = 0 
where in th is case L denotes the L E V Y distance between the probability 
distribution functions. 
Let f n ( / ) and $(t) be stochastic processes, and we assume t h a t their 
realizations are in the space С [0,1] and let yn and у be the measures which 
are generated by and | resp. Then yn =>- у if and only if 
lim sup sup L(y'á •••>'» , y'f • ••.'•») = 0 . 
n—oo m !,,...,(,„ 
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2 0 . ZUBRZICKI , S. :7 „On the comparison of two production processes 
and the rule of dualism." (Október 16.) 
Az előadó ismertet te 11. S T E I N H A U S és S . Z U B R Z I C K I hasonló c ímű dol-
gozatát. (Colloquium Mathematieum 5 (1957) 103—115). 
2 1 . P R É K O P A A N D R Á S : 8 Beszámoló előadás Szovjetunióbeli tanulmány-
útjáról. (November 13.) 
2 2 . R É V É S Z PÁL : 8 Nem független valószínűségi változók összegeinek határ-
eloszlásairól. (November 20.) 
Lásd az előadó „On the distr ibutions of sums of dependent random 
variables," című dolgozatát (Acta Mathematica Academiae Scient iarum 
l lungaricae 10 (1959, s a j t ó alatt)). 
2 3 . C S Á K I P É T E R : Várakozási-idő probléma orvosi alkalmazása. (Novem-
ber 27.) 
A kórházi felvételnél és a rendelőintézetekben jelenleg hosszú a vára-
kozási idő és nagy a várakozók száma. Az előadás azzal a kérdéssel foglalkozott , 
hogyan lehet ezeket csökkenteni. 
Az előadó ismertette röviden a várakozási-idő problémát és ennek alkal-
mazását a jelen problémára. Megemlítette az alkalmazás nehézségeit és rá-
muta to t t az irodalomban található próbálkozás hiányaira . Kórházaknál a 
várakozók számának csökkentése t ö r t énhe t megfelelő ütemű kórházfejlesz-
téssel vagy pótágyak beállításával. Rendelőintézetekben pedig a jelentkezési 
fo lyamatot úgy i rányí tha t juk , hogy a forgalmas és kevésbé forgalmas idő-
pontokat kiegyenlítjük. Az előadó az előadás során ismertette, a következő 
dolgozatokat : KIEFER, J.—WOLFOWITZ, J . : , ,0n t h e theory of queues 
with many servers" (Transactions of t h e American Mathematical Society 
7 8 ( 1 9 5 5 ) 1 — 1 8 . és B A I L E Y , N. T . J . : ,,A study of queue and appo in tmen t 
systems in hospital out pa t i en t depar tments , with special reference to wait ing 
t imes" (Journal of the Royal Statistical Society, Series В 1 4 ( 1 9 5 2 ) 1 8 5 — 1 9 9 ) . 
A matematikai statisztikai osztály szemináriuma 
1 — 3 . S A R K A Ü I K Á R O L Y és V I N C Z E ISTVÁN : Referáló előadássorozat. 
(Január 9., 16. és 23.) 
Az előadók a következő könyv VI . és VII. fe jezeté t ismertet ték : 
S C H M E T T E R E R , L., „E in führung in die mathematische Sta t is t ik" (Springer, 
Wien, 1956). 
4 — 3 0 . L I P T Á K T A M Á S : Fejezetek a modern matematikai statisztikából. 
(Január 21. és 30., február 3., 6., 10., 13., 17., 20., 24. és 27., március 3., 6., 
10., 13., 20., 24. és 31., ápril is 3., 10., 14., 21., 24. és 28., m á j u s 5., 8., 12. és 15.) 
I smer te tő előadás-sorozat, főleg az alábbi könyv, illetve dolgozatok 
a l a p j á n : FRASER, D. A. S., „Nonparametr ic methods in statistics" (Wiley, 
New York, 1957) ; Дынкин, E. В., «Необходимые и достаточные статистики 
для семейства распределении вероятностей» (Успехи Математических Наук 
6 : 1 (1951)68—90); L E H M A N N , E. L . — S C H E F F É , H., „Completeness, similar 
regions, and unbiased est imation, I. & I I . " (Sankhya 10 (1950) 305—340 & 15 
(1955) 219—236.) ; H O D G E S , J . L . — L E H M A N N , E. L . , „Some problems in 
7
 M a t e m a t i k a i I n t é z e t , W i o c l a w . 
8
 E ö t v ö s L o r á n d T u d o m á n y e g y e t e m , M a t e m a t i k a i I n t é z e t 
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minimax p o i n t es t imat ion" (The Annals of Mathemat ica l Stat is t ics 21 (1905) 
182—197) ; DANTZIG G . B . — W A L D , A., , ,On the f u n d a m e n t a l lemma of 
Neyman and Pea r son" (The Annals of Mathemat ica l S ta t i s t ics 22 (1951). 
87—93.) ; L E H M A N N , E. L . , „Some principles of the theory of testing h y p o -
theses" (The Annals of Mathemat ica l S ta t i s t ics 21 (1950) 1—25.). 
3 1 . R É V É S Z PÁL Referáló előadás. ( J a n u á r 30.) 
Az előadó ismertet te a következő dolgozato t : HALMOS, R. P . — S A V A G E , 
J . L., „The appl icat ion of t h e R a d o n — N i k o d y m theorem to the theory of 
sufficient s t a t i s t i c s" (The Anna l s of Mathemat ica l Statistics 20 (1949) 225—241) 
3 2 . ZUBRZYCKI, S. : 1 0 Remarks on random, stratified and systematic samp-
ling in a plane. (Október 9.) 
Rende l jünk hozzá a sík minden p p o n t j á h o z egy y(p) valószínűségi vá l -
tozót oly módon , hogy az [y{p)} sztochaszt ikus folyamat folytonos és g y e n g e 
értelemben stacionárius legyen. Vizsgáljuk a d o t t D t a r t o m á n y o n a f o l y a m a t 
r,{D) = ~ - ^ y { p ) d p 
D 
középértékének az 
1 
V = ф (y(Pl) + . • . + y(Pn)) 
becslését, ahol px, . . . ,pn a D t a r tomány előír t módon választot t p o n t j a i . 
Az előadó a mintavéte l m ó d j á r a a következő h á r o m előírást választ ja : vé le t len 
mintavétel , ré tegezet t min tavé te l és szisztematikus mintavé te l . A f e l a d a t 
a becslés h i b á j á n a k az 
E{p(D) - r/)2 
kifejezés á l ta l való meghatározása és összehasonlítása. A kérdéses h i b á k a t 
s2an, s%r, s2yS szimbólumokkal jelölve, az e lőadó az 
Sstr ^ sran 
egyenlőtlenségre ju tot t ; szükséges és elégséges feltételeket talál t az 
o2 „2 
sys лsir 
egyenlőtlenség fennállására, és megmuta t t a , hogy ha {y{p)} izotróp f o l y a m a t 
exponenciális korreláció-függvénnyel, a k k o r az 
S sir < $ sys 
egyenlőtlenség néhány — eléggé meglepő — esetben tel jesül . 
Az e lőadó eredményei t részletesen a Colloquium Mathematicum c í m ű 
folyóiratban fogja közölni. 
9
 E ö t v ö s L o r á n d T u d o m á n y e g y e t e m , M a t e m a t i k a i I n t é z e t . 
10
 M a t e m a t i k a i In t éze t , Wroc l aw . 
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3 3 . CSÁKI E N D R E : Megjegyzés az előjel-szabályhoz. (Október 3 0 . ) 
K é t azonos elemszámú minta összehasonlítására Galton a következő 
s tat iszt ikát javasolja : 
Legyenek f f < f f < . . . < f f , illetve p* < p\ < . . . < p* a ké t ren-
dezett min ta elemei. Je löl jük х-val azon ( f f , p f ) pá rok számát, melyekre 
f f > pf (x tehát a f , — pi különbségek közül a poz i t ív előjelűek száma). 
A x valószínűségi változó egyenlő valószínűséggel veszi fel a 0, 1, . . . , n érté-
keket, ha f x , f 2 , . . . , f„ , pv p2, . . . , pn függetlenek és azonos eloszlásúak. 
Az előadó teljes indukción alapuló egyszerű kombinatorikai bizonyítást ad 
erre a tényre . 
3 4 . S A R K A D I K Á R O L Y : Előzetes mintavétel. (Október 30.) 
Lásd É L T E T Ő Ö . — S A R K A D I K. : ,,On prel iminary sampling" című 
dolgozatát (sajtó alat t) . 
3 5 . VINCZE ISTVÁN : Egy kétváltozós eloszlással kapcsolatos néhány kom-
binatorikai formuláról. (November 6.) 
Lásd VINCZE I. : „On some joint distribution and joint limiting distr i-
but ion in the theory of order statistics, I f ." című dolgozatát e Közlemények 
4 (1959) kötetében (saj tó alat t ) . 
3 6 . É L T E T Ő Ö D Ö N : N Árindex-becsléssel kapcsolatos matematikai statisz-
tikai problémák. (November 13.) 
Lásd az előadó hasonló című dolgozatát (Statisztikai Szemle, saj tó a la t t ) . 
3 7 . V I N C Z E ISTVÁN : Megjegyzések az entrópia fogalmához. ( November 20.) 
3 8 . L I P T Á K TAMÁS : Referáló előadás. (November 2 7 . ) 
Az előadó a következő dolgozatot ismertet te : L I N D L E Y , D . V . , „Fiducia l 
distributions and Bayes's theorem" (Journal of the Royal Statistical Society, 
Series В 20 (1958) 102—107). 
A valós fiiggvénytani osztály szemináriuma 
1. CSÁSZÁR A K Q S fo ly ta t t a A halmazelméleti topológia alapvonalai c ímű 
kétórás előadásait. Az év folyamán összesen 27 előadás hangzot t el. 
2 . A L E X I T S G Y Ö R G Y : Hézagos ortogonális sorok konvergenciájáról és 
szummábilitásáról. ( Január 3. és 10.) 
3 . M A R C U S , 1 2 SOLOMON : Sur quelques problèmes de la théorie descriptive 
des fonctionsJ3 (Október 20.) 
4 . F O I A S , 1 2 C I P R I A N : Quelques applications des ensembles spectraux.13  
(November 13.) 
A differenciálegyenletek osztályának szemináriuma 
1 — 7 . Z I M Á N Y I J Ó Z S E F N É : Referáló előadássorozat. ( Január 7., 14. és 21, 
február 11., március 11. és 18., április 8.) 
Az előadó folyta t ta a következő könyv ismertetését : BERGMANN, S . — 
S C H I F F E R , M., „Kernel funct ions and elliptic differential equations in ma the -
matical physics" (Academic Press, New York, 1953). 
1 1
 K ö z p o n t i S t a t i s z t i k a i H i v a t a l . 
12
 R o m á n N é p k ö z t á r s a s á g A k a d é m i á j á n a k M a t e m a t i k a i K u t a t ó i n t é z e t e , B u k a r e s t . 
13
 A B o l y a i J á n o s M a t e m a t i k a i T á r s u l a t t a l közös r e n d e z é s b e n . 
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8 . F É N Y E S TAMÁS : Referáló előadás. (Január 23.) 
Az előadó befejezte a Schwinger-féle variációs módszerről szóló ismer-
tetését, melyet múlt évben kezdett el. Az ismertetés a következő könyv 
alapján történt : BORGNIS, F F L — P A P A S , C H . H . , „Randwertprobleme der 
Mikrowellenphysik" (Springer, Berlin, 1955). 
9. A D L E R GYÖRGY : Hővezetés a Moebivs-szalagon. (Január 28.) 
A Moebius-szalag legyen az (x, y) sík 0 ф x ф l, 0 ф у ф m téglalapja, 
melyet az x = О és x = l élei mentén oly módon képzelünk összeragasztva, 
hogy a (0,0) pon t az (l, m) pont tal , a (0, m) pont pedig az (l, 0) ponttal esik 
egybe. 
Az előadó a tükrözési elv segítségével a hővezetés 
92м ö% „ du 
- + = a 2 
dx- by2 dt 
differenciálegyenletének az első, illetve második peremértékfeladathoz tartozó, 
a Moebius-szalagra vonatkozó Gx illetve G2 Green-függvényét a következő 
alakban ál l í tot ta elő : 
G^P.Q.t) = V L>(P, QU)(-1)J , 
i,J= — 00 
G2(P, Q, t) = V Q{p, Q. 
ahol 
1,1=-°° 
« (х -{ ) '+ (у-ч)" 
Ü{P. Q.t)= e 4í  
4л t 
= (X, y), Q - ( f , y), Qu = ( £ j j , rju) 
•es 
£ij = íl + ? 
Vu = {i+ 2 ( ! + ( - 1 ) ' ^ )} /» + ( - 1уф . 
10. A D L E R GYÖRGY : A hővezetés differenciálegyenletének variációszá-
mítási jellemezhetőségéről. ( Január 28.) 
Lásd az előadó „Sulla caratterizzabilita dell'equazione del oalore dal 
punto di vis ta del calcolo delle variazioni" című dolgozatát e Közlemények 
2 (1957-es) kötetében, a 153—157 oldalakon. 
11. A D L E R GYÖRGY : + hővezetés peremértékfeladatainak egy új típusa. 
(Február 4.) 
Az előadó a hővezetés 
Э
2
ад Э
 2 u d u 
-+...-( a2 (a2 > 0) 
dx2 dX}, dt 
differenciálegyenletének megoldásával foglalkozott egy korlátos R t a r tomány 
esetén, az alábbi peremfeltételek mellett, melyek azt a t ény t fejezik ki, hogy 
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a R hővezető test az S felülete mentén véges hőkapaei tású hőtar tá l lyal ér in t -
kezik : 
u(Pj) = AdAA4
 = K t ) ( Í Á 0 ) 
Q(t) = Bf'(t) — С J — d aP (В, С > 0) 
s 
(n az S felület belső normálisa.) I t t f(t) a hő t a r t á ly hőmérsékletét , Q(/) a hő-
t a r t á lyba időegység a la t t be t áp l á l t hőmennyiséget jelöli. 
I ly módon az A = 0 és az A > 0 esetek a hővezetés peremértékfel-
a d a t a i n a k egy ú j t ípusá t a l ko t j ák , szemben a klasszikusnak mondható első 
második és harmadik peremér tékfe ladatokkal . 
Az előadó ismerte te t t egy megoldási módszert , amely a fe ladatot másod-
f a j ú Volterra-t ípusú integrálegyenlet megoldására vezeti vissza. — A f e l a d a t 
megoldásának unicitása egy, a tá rgyal t hővezető rendszerre vonatkozó maxi -
mum-elvből következik. 
1 2 — 1 4 . SALLAY MELÁNIA : Referáló előadás. ( F e b r u á r 18. , 2 5 . és 
március 4.) 
Az előadó a következő dolgozatot i smer te t te : S H A P I R O , V. L., , ,On 
Green 's t heo rem" (The Jou rna l of the London Mathemat ica l Society 127 
(1957) 261—269). 
1 5 . BALATONI F E R E N C : Bizonyos sorfejtések és interpolációs sorok kon-
vergenciájának vizsgálata a Vahlen-formula segítségével. (Szeptember 30.) 
Az előadó a VAHLENTŐI származó 
X 
y(x) = J Lk(x) [y(4) + j { X j 0 ) n i y ' УА4 dt\ 
Xk 
(ahol Lk(x) az xk helyhez t a r t ozó Lagrange-féle interpolációs alapfüggvény) 
maradéktagos interpolációs pol inom azon ál talánosításával foglalkozott , mely-
ben az interpolációs fo rmulában szereplő racionális po l inomokat az n-szer 
di f ferenciálható <pv',(x) (v = 1, 2, . . ., n) függvények lineáris kombinációjával 
he lye t tes í t jük , és vizsgálta n — 0 0 esetén a konvergencia-viszonyokat . 
1 6 . ВЕРЕЗАНСКИЙ, К) . M . 1 4 : Über das Umkehrungsproblem der Spektral-
theorie für Partiale Differenzengleichungen und Partiale Differentialgleichungen. 
(Október 14.) 
Az előadó parciális differenciálegyenlet együ t tha tó inak az egyenlet 
spek t rá lmát r ixábó l tör ténő rekonst rukciójával foglalkozott, t o v á b b á vizsgálta 
a spekt rá lmát r ixok tu la jdonsága i t . 
Bizonyos parciális differenciálegyenletek (speciálisan a — A u + c(x)u = 
= к и Schrödinger-egyenlet) esetén bebizonyí to t ta a probléma megoldásának 
unic i tásá t : a c(x) együt tha tó egyértelműen meghatározható a spoktrálfügg-
vényeknek a t a r t o m á n y pe remén felvett értékeiből. Az e lőadó foglalkozott 
még a Sclirödinger-egyenlet ha ladó hul lámokat leíró megoldásainak megfelelő 
rekonstrukciós problémákkal. 
14
 Az U k r á n T u d o m á n y o s A k a d é m i a M a t e m a t i k a i K u t a t ó I n t é z e t e , K iev . 
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Az előadás részleteire vonatkozóan lásd az előadó «Разложение по 
собственным функциям уравнений в частных разностях второго порядка» 
«О теореме единственности в обратной задаче спектрального анализа для 
уравнения Шредингера» c ímű dolgozatait (Труды Московского Математи-
ческого Общества 5 (1956) 203—268 & 7 (1958) 3—62). 
1 7 — 1 8 . A D L E R G Y Ö R G Y : Referáló előadás. (Október 2 8 . és november 4 . ) 
Az előadó ismertette LÁNCZOS, C., „Ex tended b o u n d a r y value problems" 
című, az Edinburghi Matemat ikus Kongresszuson t a r t o t t előadását. 
1 9 . A D L E R G Y Ö R G Y : A hővezetés maximum-elvének kiterjesztése nem 
folytonos peremfeltételeket kielégítő függvényekre. (November 11.) 
Az eőladó a következő tétel t b izonyí tot ta be : 
Legyen С az (aq, x2, . . ., xm) (m = 1, 2, 3) t é r korlátos t a r tománya . 
С határa legyen S. m = 2 esetén legyen S rekt if ikálható görbe, m = 3 esetén 
pedig mérhető felszínű fe lü le t (lásd : SZÁSZ PÁL, ,,A differenciál- és integrál-
számítás elemei", Közokta tásügyi Kiadóvállalat , Budapes t , 1951, I I . kötet 
428—434). 
Legyen 
D = С x (0, T] , 
H = (С x {0} -f (D x [0, T]) , 
és 
_v = Sx({t1} + {t2} + . . . + {!,}) (0 üh<t2< . . . t ^ T ) 
A V(P, t) függvény tegyen eleget a hővezetés 
® > F ! , 0 2 F 2 9 F 7 о
 m 
b • • • H = a —- (a2 > 0) 
dxl dx2m dt 
differenciálegyenletének a D félig zár t t a r tományban , legyen folytonos és 
korlátos a D + II— 27 halmazon. A függvény (H — 27)-n felvett peremérté-
keinek felső határa legyen M : 
M= sup V(P,t) . 
(P,t)eH—Z 
Ekkor a V(P, t) f ü g g v é n y a D félig zárt t a r t ományban Áí-nél nagyobb 
értéket n e m vehet fel. 
2 0 . F E N Y Ő I S T V Á N : A differenciaegyenletek egy megoldási módszere 
(November 25.) 
Az előadó a Mikusinski-féle gondolatot követve tek in t i az összes olyan 
függvényt, melyek csupán a nemnegatív egész számokra vannak értelmezve 
(számsorozatok). Ezek g y ű r ű t alkotnak az összeadásra és kivonásra, valamint 
a konvolúció-szorzásra, m i n t gyűrűműveletekre vonatkozóan. 
K ö n n y ű kimutatni , hogy ez a gyűrű nullosztómentes, és hányados-
testté bőví the tő . Ezt a gondolatot, hasonlóan a Mikusinski-féle operátor-
számításhoz, fel lehet használni ál landó együt tha tó jú , lineáris differenciál-
egyenletek megoldására. — Érdekes az, hogy más appa rá tu s szükséges a dif-
ferenciaegyenletek peremér tékfe ladata inak és más a kezdeti-értékfeladatok 
megoldásához. 
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A D L E R G Y Ö R G Y és F R E U D G É Z A hozzászólásaikban r ámuta t t ak ar ra , 
hogy a számsorozatoknak az előadó ál tal kidolgozott elmélete az eredet i 
Mikusinski-féle operátorszámításba beágyazható. 
2 1 . H A J T M A N B É L A : A nem-lineáris egyenletrendszerek egy típusának 
megoldásáról. (December 2.) 
Az előadó F R E U D GÉzÁval közösen fo ly ta to t t vizsgálatainak eredményé-
ről számolt be. Ezekben a vizsgálatokban olyan и-ismeretlenes, tetszőleges 
tes t felet t i egyenletrendszerekkel foglalkoztak, melyek m darab lineáris és 
1 általános 4-adfokú egyenletből állnak (4 > 1). Az előadó ismertet te az egyen-
letrendszer megoldhatóságának szükséges és elégséges feltételeit, va l amin t 
a megoldások előállítására vonatkozó képleteket és azok bizonyítását . -— 
Külön tá rgya l ta az я = го, и = m + 1 és n > m l eseteket. (Az n e m 
eset a lineáris egyenletrendszerek elméletéből jól ismert módon ezen esetek 
egyikére vezethető vissza.) A felírt összefüggések csak abban az esetben nem 
érvényesek, ha az együt tha tók testének p karakter iszt ikája és a nem-lineáris 
egyenlet 4 fokszáma közt a O < p Á i egyenlőtlenség teljesül. 
Az előadás eredményeit a szerzők e Közlemények 4 (1959-es) évfolyamá-
ban fogják publikálni. 
A komplex fiiggvénytani osztály szemináriuma 
1 . A L P Á R LÁSZLÓ : A Robin-áttandó. (Január 2.) 
I smer te tő előadás, főleg A következő dolgozat a lap ján : SZEGŐ, G., 
„Bemerkungen einer Arbei t von Herrn. M. Fekete : »Über die Verteilung der 
Wurzeln bei gewissen algebraischen Gleichungen mit ganzzahligen Koeffizien-
ten«" (Mathematische Zeitschrift 21 (1924) 203—208. 
2. T U K Á N P Á L : Egész függvények lineárkombinációiról. (Január 8.) 
Az előadó ú j módszerei [lásd : T Ú R Á N P . , „Az analízis egy ú j módszeréről 
és annak egyes alkalmazásairól" (Akadémiai Kiadó, Budapest , 1953)] alkal-
mazásával többek közt megmuta t ja , hogy a végesrendü 4(2) egész függvények 
bizonyos osztályaira (melyek az 4(2) = ez függvényt is magukban foglalják) 
n 
av h(bv z) 
v=l 
függvények rendje és t ípusa megegyezik h(z)-éve\. Ezek segítségével a komplex 
approximációra „egyértelműségi" tételek igazolhatók, melyek közül t ip ikus 
a következő : Pia \ z\ < F -ben 
•es 
ahol 
F(z) - 2 a v e K z 
V=1 
F(z) — 2 av eb" " 
v=l 
min ! bv 
max I bv 
p 
>У, 
< p . 
min Ibf, — bv\ 
m a x I bv\ 
V 
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-val R oly nagy , hogy 
R > max 1, 
es 
akkor 
( 2 n ) \ 
2 R\2n ; '/"I3X í>, 
— < e v  
à 
V ja; - a[j2 ^ p2 
3 — 1 7 . R Ó Z S A PÁL : Referáló előadássorozat. (Január 2 0 . , február 1 . , 
14., 21. és 28., március 7., 14., 21. és 28., április 11., 18. és 24., május 2., 8. 
és 18) 
Az előadó ГОЛУЗИН, Г. M., «Геометрическая теория функции компле-
ксного переменного» (Гостехиздат, Москва—Ленинград, 1 9 5 2 . ) könyvének 
egyes fejezeteit , továbbá a következő dolgozatokat ismertette : M A C I N T Y R E , 
A. J., "On t h e asymptotic pa ths of integral functions" (Journal of the Lon-
don Mathematical Society 1 0 ( 1 9 3 5 ) 3 5 — 3 9 ) ; C L U N I E , J . , "The asymptot ic 
behaviour of integral funct ions" (Quarterly Journal of Mathematics, Series 2 
( 1 9 5 5 ) 1 — 3 ) . 
1 8 . V I N C Z E ISTVÁN : Kakeya tételéről. (Október 20.) 
Ismertető előadás. 
1 9 — 2 1 . S Z E K E R E S G Y Ö R G Y : 1 5 A törtrendű iterációról. (Október 1 4 . , 1 7 . 
ís 21.) 
2 2 . T Ú R Á N P Á L : A maximum-elvről. (Október 3 1 . ) 
Az előadó az analitikus függvények maximumelvének egy szigorúbb 
formáját m u t a t j a ki és ezt harmonikus függvényekre is kiterjeszti. Bemuta t 
egy tipikus alkalmazást is és ezekkel kapcsolatos számos nyitott problémára 
mutat rá. 
2 3 — 3 0 . R É N Y I K A T Ó : Bevezetés a mértékelméletbe. (November 7 . , 1 4 . , 
21. és 28., december 5., 12., 19. és 26.) 
Ismertető előadássorozat (bevezetésként a logaritmikus potenciál tanul-
mányozásához) főleg a következő könyv alapján : HALMOS, P . R . , Measure 
theory (van Nostrand, New York, 1 9 5 0 ) . 
A funkcionálanalízis osztály szemináriuma 
1 . S Z Ő K E F A L V I - N A G Y B É L A : A Hilbert-tér önadjungált operátorainak per-
turbációja. ( Január 8.) 
Lásd : S Z Ő K E F A L V I - N A G Y В., „Per turbat ions des transformations auto-
adjointes dans l'espace de Hilbert" (Commentarii Mathematici l lelvetiei 19 
( 1 9 4 6 — 4 7 ) 3 4 7 — 3 6 6 . ) . 
2 — 4 . G E H É R LÁSZLÓ : Zárt lineáris transzformációk perturbációja. (Feb-
ruár 6., 12. és 19.) 
15
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Lásd : SZŐKEFALVI-NAGY В . , „Perturbat ions des transformations lineares 
fermées" (Acta Scientiarum Mathematicarum (Szeged) 14 (1951—52) 125— 
137) és K A T O , T., „On the perturbat ion theory of closed linear operators" 
(Journal of the Mathematical Society of Japan 4 (1952) 323—336). 
5 — 7 . DURST E N D R E 1 6 és STACHO LAJOS : 1 7 Referáló előadás. (Február 
26., március 5. és 12.) 
Az előadók a következő cikket ismertették : SZŐKEFALVI-NAGY В . , 
„Vibrations d 'une corde non homogène" (Bulletin de la Société Mathématique 
de France 75 (1947) 123—208.). 
8 . BOGNÁR J Á N O S : Referáló előadás. (Március 19 . ) 
Az előadó folytat ta a következő dolgozat ismertetését : Иохвидов, 
И. С.—КРЕЙН, M. Г., «Спектральная теория операторов в пространствах с 
индефинитной метрикой, I.» (Труды Московского Математического Обще-
ства 5 (1956) 367—432). 
9 — 1 0 . KOVÁCS I S T V Á N : 1 6 Referáló előadás. (Mácius 2. és 1 6 . ) 
Az előadó a következő dolgozatot ismertette : KATO, T . , "On the upper 
and lower bounds of eigenvalues" (Journal of the Physical Society of Japan 
4 (1949) 5—12.) 
1 1 — 1 5 . D U R S T E N D R E , 1 6 STACHO LAJOS 1 7 é s TANDORI KÁROLY : 1 6  
Referáló előadás sorozat. (Április 23., 30., május 7., 14., és 21.) 
Az előadók a következő dolgozatot ismertették : IVATO, T., " T h e con-
vergence of the perturbation method" (Journal of the Faculty Science, Uni-
versity of Tokio 6 (1951)). 
16 — 1 7 . O E H É R LÁSZLÓ: Referáló előadás. (Május 28. és június 11.) 
Az előadó ismertette a következő dolgozatot : KATO, T . , ,,On finite-
dimensional perturbations of self adjoint operators" (Journal of the Mathe-
matical Society of Japan 9 (1957) 239—250.). 
1 8 . KOVÁCS ISTVÁN : 1 6 Referáló előadás. (Június 18.) 
Az előadó ismertet te a következő dolgozatot : KATO, T., "Pe r tu rba t ion 
of continuous spectra by trace-class operators" (Proceedings of the Japan 
Academy 23 (1957) 260—265.). 
1 9 — 2 2 . SZŐKEFALVI-NAGY BÉLA : Operátorok dilatációja. (Szeptember 
16., október 1., 8. és 15.) 
Lásd pl. : RIESZ F. és SZŐKEFALVI-NAGY В . , „Vorlesungen über Funk-
tionalanalysis", Anhang. (Deutscher Verlag der Wissenschaften, Berlin, 1956.) 
2 3 . БЕРЕЗАНСКИЙ, 1 8 E . C. : Önadjungált operátorok spektrális felbon-
tása. (Október 22.) 
Az előadó a Hilbert-térből való kilépéssel a folytonos spektrum pontjai-
hoz is rendel sajátvektorokat . A hozzárendelésben nagy szerepet játszanak 
a Hilbert—Schmidt-féle operátorok. 
2 4 — 2 5 . FOIAS, CIPRIAN: 1 9 A Hilbert-tér operátorainak általánosított saját-
vektorai. (Október 29. és november 5.) 
Az előadó egy má,sik úton jut el ahhoz, hogy a Hilbert-térből való ki-
lépéssel a folytonos spektrum pontjaihoz is rendel általánosított sa já tvektoro-
kat. 
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26. G EHÉR L Á S Z L Ó és KOVÁCS ISTVÁN : 1 6 Referáló előadás. (November 19.) 
Az előadók i smer te t ték a következő dolgozatokat : HALMOS, P. , "Com-
muta t i v i t y and spectra l properties of normal opera tors" (Acta Scientiarum 
Mathemat icarum (Szeged) 12 ( 1 9 5 0 ) 1 5 3 — 1 5 6 . ) és P O S E N B L U M , M., "On a 
theorem of Fuglede a n d P u t n a m " (The Journal of the London Mathematical 
Society 131 ( 1 9 5 8 ) 3 7 6 — 3 7 7 . ) . 
2 7 . B E R K E S J E N Ő :2 0 Referáló előadás. (November 2 6 . ) 
Az előadó a következő dolgozatokat i smerte t te : W I E L A N D T , H . , „Uber 
die Unbeschxänkthei t der Operatoren der Quantenmechanik" (Mathematische 
Annalen 1 2 1 ( 1 9 4 9 ) 2 1 ) és K L E I N E C K E , D . , " O n operator commutators" 
(Proceedings of t h e American Mathematical Society 7 ( 1 9 5 6 ) 5 3 6 — 5 3 7 ) . 
28—29. K O V Á C S ISTVÁN 1 6 és S Z Ő K E F A L V I - N A G Y B É L A : Referáló előadás 
sorozat (December 4. és 11.) 
L á s d : HALMOS, P., "Lectures on ergodic t heo ry" (The Mathematical 
Society of Japan, Tokyo, 1.956.) 
A matematikai logika és matematikai gépek elmélete csoport szemináriuma 
1 — 5 . Á D Á M A N D R Á S : Kétpólusú hálózatok szerkezete. (Február 4 . , 1 1 . 
és 25., március 11. és 18.) 
Lásd az előadó „Kétpólusú elektromos hálózatokról, I I . " című dolgo-
za tá t e Közlemények 3. (1958-as) évfolyamának 71—83. oldalain. 
6 . KALMÁR LÁSZLÓ : A logikai gép kábelezésének ellenőrzésével kapcsolatos 
kérdések megbeszélése. (Február 18.) 
A kábelezési ra jzok és a vezetéktáblázat ismertetése. Megbeszélés a 
ra jzok és a vezetéktáblázat ellenőrzésével kapcsolatos teendőkről. 
7. O R Á T Z E R G Y Ö R G Y és S C H M I D T F . T A M Á S : Particióhálók algebrai 
jellemzése. (Március 7.) 
Az előadók a következő té te l t b izonyí tot ták. Legyen L egy háló. M 
legyen L azon elemei Dedekind-féle komplementumainak halmaza, amelyeknek 
van ilyen komplementumuk. Ahhoz, hogy L izomorf legyen valamely halmaz 
összes partícióinak hálójával, szükséges és elegendő, hogy M fél-Boole-algebra 
legyen és hogy L izomorf legyen M Q-ideáljainak hálójával. I t t fél-Boole-
algebrán olyan há ló t értünk, amely valamely В atomos Boole-algebrából 
a tomja i elhagyásával adódik, és M két olyan elemének metszetén, amelyek 
metszete S-ben a t o m volna, a nullelemet é r t j ük . Fgy M fél-Boole-algebra 
valamely 1 részhalmazát Q -ideálnak nevezzük, ha 
l . ' h a a £ 7 és b ^ a akkor b £ / ; 2. h a a £ / , Ь£/, a < b', a k k o r a Uó £ 7 ; 
3. I tartalmazza bármely részlánca elemeinek komplet t egyesítését. I t t b' a b 
elemnek azon В a tomos Boole-algebrabeli komplementumát jelenti, amelyből 
M a fent i módon keletkezett. F tétel a part icióhálók belső algebrai jellemzé-
sét szolgáltatja. 
8 . K A L M Á R LÁSZLÓ : A kétcímű programozás elméletéhez. (Március 25.) 
Az M — 3 gépen az ún. egyszerű a r i tmet ika i operátorok közül azokat 
könnyű programozni , amelyeknek baloldalán lánckifejezés áll, azaz olyan, a gép 
értékskáláján á t f u t ó változókból a gép alap m űveletei segítségével felépített 
20
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kifejezés, amelyben — ha minden zárójelet kiírunk — a kezdőzárjelek mind 
a kifejezés elején állnak egymás után. Az előadó ismertette a tetszőleges ar i t -
metikai operátoroknak ilyen „láncoperátorok" szorzatára való felbontásának 
a programozás szempontjából célszerű és könnyen automatizálható módját . 
9 . R O S E N B L A T T — R O T H , M I L L U : 2 1 Über die Grundlagen der Informa-
tionstheorie. (Április 1.) 
A klasszikus információelméletnek valamint ezen elmélet nem-stacio-
nárius folyamatokra való kiterjesztésének ismertetése. 
1 0 . KALMÁR LÁSZLÓ : Ankét a logikai géphez építendő elektronikus adap-
terről. (Április 15.) 
A logikai gép alkalmazása többpólusú elektromágneses blokkok (vagy 
tervrajzaik) ellenőrzésére túlságosan lassú eljárás, lia ezt olymódon végezzük, 
hegy pontpáronként egymás u tán ellenőrizzük, ekvivalens-e az az ítélet, hogy 
a pontpár két pont ja között van vezető összeköttetés, a blokk jelfogóinak min-
den állása esetén a megfelelő működési feltételt kifejező formulával. Meg lehet 
azonban gyorsítani az ellenőrzést, ha a blokk jelfogóinak egy-egy állása esetén 
elektronikus módszerekkel végigellenőrízziik az ekvivalenciát minden egyes 
pontpárra , és csak lia ez megtörtént, akkor lépte t jük át a blokkot és a logikai 
gépet a következő állásra. Ez az eljárás egy elektronikus adapter t igényel ; 
az ankét ennek tervét v i ta t ta meg. 
1 1 — 1 2 . MUSZKA D Á N I E L : A logikai gép működésének ellenőrzése. 
(Április 22. és 29.) 
1 3 — 1 4 . POLLÁK GYÖRGY : Referáló előadás. (Május 1 3 . és 20.) 
Az előadó a következő dolgozatot ismertet te : Войшвило, E. К., «Метод 
упрощения форм выражения функций истинности» (Научные Доклады 
Высшей Школы (философические науки) 2 (1958) 120—134.). 
1 5 . KALMÁR LÁSZLÓ : A logikai gép bemutatása a Komszomol 
Szegeden járó küldöttségének. (Május 20.) 
1 6 — 1 7 . ÁDÁM ANDRÁS : Referáló előadás. (Június 3. és 10.) 
Az előadó a következő dolgozatot ismertet te : Q U I N E , W . V . , "The 
problem of simplifying t ru th functions" (American Mathematical Monthly 
59 (1952) 521—531.). 
1 8 . KALMÁR LÁSZLÓ : Megbeszélés a logikai gép programozásának gépe-
sítéséről. (Június 17.) 
1 9 . ЧАЙКОВСКИЙ, ДЕМАР2 2 : A Szovjetunió elektronikus számológépei P 
(Október 30.) 
Az elektronikus számológépek működési elveinek vázolása után az előadó 
ismertette a Sztrela, BESZM, M—2, M—3, Pagoda, Krisztall és Jereván nevű 
számológépek adatai t . 
20. Ершов,22 Андрей : Néhány probléma az operátoralgoritmusok elmé-
letéből. (Október 30.) 
Az előadás előtt KALMÁR László ismertette JERSOV budapesti előadását 
az operátor-algoritmus fogalmáról. Az előadó ebhez kapcsolódva a következő 
problémákat veti fel : 
1. Lehet-e olyan, valcmely véges, t számú betűből álló ábécére nézve 
algoritmikusán teljes művelatrendszert találni, amely (2/ + l)-nél kevesebb, 
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csupa egyváltozós műveletet tar ta lmaz? J E R S O V budapesti előadásában 
szereplő ilyen rendszer 2t + 1 egyváltozós műveletet tartalmaz.) 
2°. Van-e olyan algoritmikusán teljes műveletrendszer, amelyben a mű-
veletek száma független az ábécé elemeinek számától? 
3? Keresendő olyan, csupa egyváltozós műveletből álló algoritmikusán 
teljes rendszer, amely az ábécé betűinek ado t t száma esetén bebizonyíthatóan 
minimális számú műveletből áll. 
4? Van-e egyetlen kétváltozós műveletből álló algoritmikusán teljes 
rendszer ? 
5? Keresendő olyan szükséges és elegendő feltétel arra, hogy egy mű-
veletrendszer algoritmikusán teljes legyen, amely analóg P O S T szükséges és 
elegendő feltételével arra, hogy a logikai műveletek egy rendszere funkcio-
nálisan teljes legyen. 
6? Operátor-algoritmus-osztályok pótlása lehetőleg egyszerű részosz-
tályaikkal oly módon, hogy az eredeti osztály bármely algoritmusához legyen 
a rész-osztálynak vele ekvivalens eleme. 
2 1 . Е Р Ш О В , 2 2 А Н Д Р Е Й ; A gépi nyelv formalizálása. (Október 3 1 . ) 
A blokksémák módszerének » a g y előnye, hogy szemléletes, eddig azon-, 
ban — az operátorsémák módszerével ellentétben — nem sikerült oly módon 
szabatossá tenni, hogy felölelje azt az esetet is, amikor a feladat programozásá-
hoz utasítások módosítására is szükség van. Ezt a hiányt pótolja a cím-algo-
ritmus В . V . K O R O L J U K által bevezetett fogalma, amely a cím fogalmának 
iteratív általánosításán alapul. Az előadó ismertette ezt a fogalmat, és fel-
vetett néhány problémát ezzel kapcsolatban. 
2 2 . Е Р Ш О В , 2 2 А Н Д Р Е Й : A Szovjetunió Tudományos Akadémiája Számí-
tási Központjának munkájáról a programozás automatizálása terén.23 ( November 1 ) 
A SZTA Számítási Központ jának a számolástechnika automatizálására 
vonatkozó eddigi munkájának általános ismertetése u tán az előadó részletesen 
ismertette a kiinduló információk felírásának módját a Sztrela programozó 
programja számára. 
A matematika közgazdasági alkalmazásaival foglalkozó szeminárium 
1 . B R Ó D Y A N D R Á S : 2 4 Az input-output mátrixok legnagyobb sajátértékével 
kapcsolatos problémák. (Január 6.) 
Az input-output számítás, amelyet L E O N T I E F az 1 9 2 6 - b a n publikált 
szovjet társadalmi termékmérlegek és az azokkal kapcsolatos „technológiai 
koefficiens"-viták alapján dolgozott ki, szabatosabban alapozható meg a 
munkaértékelmélet alapján. Az (I — A) 1 mátrix 
(I - A)- 1 = 1+ у An 
N = I 
hatványsorának közgazdasági értelme is van : az egységnyi alapvető rendelés 
támaszto t ta elsődleges, másodlagos, harmadlagos stb. szükségletet fejezi ki, 
illetőleg az egységnyi árdrágulás által kivál tot t további árdrágulási hul lámokat . 
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S Z E M I N Á R I U M I ELŐADÁSOK K I V O N A T A I 2 6 ! ) 
E sor konvergenciája a legnagyobb sajá tér ték abszolút értékétől függ, ezért 
az bizonyos ér te lemben a rendszer ha tás fokának tek in the tő . A következő tétel 
{Ax)i 
min m a x — - к 
0<x 1 <л<,п x i 
közgazdaságilag a következőképpen in terpre tá lható : x ( az г-edik termék 
te l jes termelése va lamely időszakaszban, (Ax)i a felhasználás ugyanebből a 
t e rmékből . Ha rendszerünket fejleszteni aka r juk , a fejlesztés felső ha tá rá t 
a legszűkebb keresztmetszet a d j a meg, azaz fenti t ö r t max imuma. H a keressük, 
hogy e szűk keresztmetszet a termelési szintek helyes megválasztásával 
menny i r e szorítható le, alsó ha t á ru l éppen a legnagyobb sa já té r téke t kapjuk, 
ez t e h á t a maximális terjeszkedési képesség m u t a t ó j a k é n t fogható fel, ugyan-
a k k o r más hasonló jelzőszámokkal (á t lagprof i t rá ta , termelékenységi index 
stb.) is megteremthe tő a közvetlen kapcsolat. 
2 . SZÉKELY GÁBOR : 1 nd if ferenda- felületek meghatározása E ngel-görbék 
segítségével. (Február 4.) 
I smer te tő előadás. 
3 . N E M É N Y VILMOS :2 5 Az ökonometriai modellek szerepe a gazdasági 
életben. (Március 4.) 
I smer te tő előadás. 
4 . EGERVÁRY J E N Ő : 1 Kombinatorikus módszer a szállítási probléma meg-
oldására,26 (Április 11.) 
Lásd az előadó hasonló című dolgozatát e Közlemények 4 (1959) köteté-
hen (sa j tó alat t) . 
5 . THEISS E D E : 2 7 Az ökonometriai modellek sztochasztikus alapproblémái. 
(Április 9.) 
I smer te tő előadás. 
6 . E R E K Ó B É L A :2 8 Leontief modelljének elemi matematikai vizsgálata,29 
(Május 27.) 
I smer te tő előadás. 
A biometriai osztály szemináriuma 
1 — 5 . CSÁKI P É T E R : Empirikus eloszlások közelítése. (Március 2 4 . és 
31., ápr i l is 14. és 28., má jus 5.) 
I smer te tő előadás, elsősorban a következő könyv a lap ján : K E N D A L L , 
M. G., " T h e advanced theory of s ta t is t ics" (Griffin, London, 1947). 
6 — 7 . FISCHER J Á N O S : Csoportosítások és leolvasások eloszlástorzító hatása, 
az eloszlást leíró és jellemző módszerek. (Május 12., június 2.) 
8 . FISCHER J Á N O S : Függetlenséggel kapcsolatos egyes kérdések. (Novem-
ber 11.) 
9 . CSÁKI P É T E R : , ,Várakozási" módszer felhasználhatósága az egészség-
ügyi intézmények túlzsúfoltságának csökkentésére. (November 24.) 
25
 K ö z p o n t i S t a t i s z t i k a i H i v a t a l . 
26
 A m á t r i x e l m é l e t i osz tá l lya l és a Bolya i J á n o s M a t e m a t i k a i T á r s u l a t t a l közös 
r e n d e z é s b e n . 
27
 Eötvös Loránd T u d o m á n y e g y e t e m , S ta t i sz t ika i T a n s z é k . 
28
 M a r x K á r o l y K ö z g a z d a s á g t u d o m á n y i E g y e t e m , G a z d a s á g m a t e m a l i k a Tansz,ék. 
29
 A M a g y a r T u d o m á n y o s A k a d é m i a K i b e r n e t i k a i K u t a t ó c s o p o r t j á v a l közös 
í e n d e z é s b e n . 
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ÉRTESÍTÉS A II. MAGYAR MATEMATIKAI KONGRESSZUSRÓL 
A M a g y a r T u d o m á n y o s Akadémia és a Bolya i J á n o s M a t e m a t i k a i T á r s u l a t közösen 
rendezi m e g Budapes t en a I I . Magyar M a t e m a t i k a i K o n g r e s s z u s t 1960. a u g u s z t u s 
24. és 31 . közö t t . A k o n g r e s s z u s megemlékez ik Bolya i J á n o s h a l á l á n a k 100. é v f o r d u l ó j á r ó l . 
A k o n g r e s s z u s o n az a lábbi szekciók f o g n a k m ű k ö d n i : 
1. A l g e b r a és számelméle t 
2. G e o m e t r i a és topológia 
3. Ana l í z i s 
4. Valósz ínűségszá in i tás és m a t e m a t i k a i s t a t i sz t ika 
5. M a t e m a t i k a i logika és m a t e m a t i k a i gépek e lmé le t e 
6. A m a t e m a t i k a a l k a l m a z á s a i 
7. A m a t e m a t i k a tö r t éne te é s o k t a t á s a . 
A kongresszus i r á n t érdeklődők f o r d u l j a n a k a kongresszus szervezőbizo t t ságához . 
Cím : M a g y u r T u d o m á n y o s A k a d é m i a M a t e m a t i k a i K u t a t ó In t éze t e , Budapes t , V., R e á l t a n o d a 
u tca 1 3 — 1 5 . A szervezőbizo t t ság az érdeklődők c í m é r e rendszeresen megküld i a k o n g r e s s z u s r a , 
vona tkozó t á j é k o z t a t ó k a t . 
СООБЩЕНИЕ О ВТОРОМ ВЕНГЕРСКОМ МАТЕМАТИЧЕСКОМ 
СЪЕЗДЕ 
2 4 — 3 1 - о г о августа 1960-ого года в Б у д а п е ш т е состоится второй венгерский мате-
матический съезд. Съезд совместно организуют Венгерская Академия Наук и Математи-
ческое Общество имени Я н о ш а Бояи. Съезд почтит памят Я н о ш а Бояи, в связи со сто-
летием со дня его смерти. На съезде будут работать следующие секции : 
1. алгебра и теория чисел 
2. геометрия и топология 
3. анализ 
4. теория вероятностей и математическая статистика 
5. математическая логика и т е о р и я математических машин 
6. п р и л о ж е н и я математики 
7. история математики и преподавание математики. 
Интересующиеся могут обратится к организационному комитету съезда . Адрес : 
Математический Институт Венгерской Академии Наук, Budapest , V., Reá l tanoda u . 13/15. 
Организационный комитет будет регулярно посылать интересующимся информацию 
относительнс съезда. 
ANNOUNCEMENT 
OF THE II. HUNGARIAN MATHEMATICAL CONGRESS 
T h e I I . H u n g a r i a n M a t h e m a t i c a l Congress will t a k e place f r o m 241 '1 to 31 s t of A u g u s t 
1960, in B u d a p e s t , as o rgan i sed joint ly by t h e H u n g a r i a n Academy of Sciences a n d t h e J á n o s 
Bolyai M a t h e m a t i c a l Socie ty . The Congress wil l c o m m e m o r a t e of J á n o s Bolyai , a t the 
occasion of t he cen tena ry of h i s death . 
W i t h i n the scope of t h e Congress t h e f o l l o w i n g sections will work : 
1. A lgeb ra a n d number t h e o r y 
2. G e o m e t r y and topology 
3. Ana lys i s 
4. P robab i l i ty theory and m a t h e m a t i c a l s ta t i s t ics 
5. M a t h e m a t i c a l logic a n d t h e o r y of m a t h e m a t i c a l mach ines 
6. App l i ca t ions of m a t h e m a t i c s 
7. H i s to ry of m a t h e m a t i c s a n d m a t h e m a t i c a l e d u c a t i o n 
T h o s e w h o show a n in te res t in the Congres s should apply to t h e Organizing C o m m i t t e e . 
Address : M a t h e m a t i c a l I n s t i t u t e of the H u n g a r i a n A c a d e m y of Sciences , Budapes t , V . , Reá l -
t anoda u . 1 3 — 1 5 . The O r g a n i z i n g Commit tee wi l l r egu la r ly supply t h e inquirers w i t h f u r t h e r 
i n f o r m a t i o n s conce rn ing t h e Congress. 
COMMUNICATION SUR LE DEUXIÈME CONGRÈS 
MATHÉMATIQUE HONGROIS 
L ' A c a d é m i e d e s Sciences de H o n g r i e et l ' A s s o c i a t i o n M a t h é m a t i q u e J á n o s B o l y a i 
o r g a n i s e r o n t en c o m m u n le deux ième C o n g r è s M a t h é m a t i q u e Hongro i s q u i se t i end ra à B u d a -
p e s t du 24 au 3 1 A o û t 1960. P e n d a n t le Congrès a u r a l ieu la c o m m é m o r a t i o n du 1 0 0 - i è m e 
a n n i v e r s a i r de la m o r t de J ános Bo lya i . 
Dans le c a d r e d u Congrès p r e n d r o n pa r t les s e c t i o n s su ivan t e s : 
1 . A l g è b r e et t h é o r i e des n o m b r e s 
2 . G é o m é t r i e et t o p o l o g i e 
3 . A n a l y s e m a t h é m a t i q u e 
4 . C a l c u l des p r o b a b i l i t é s et s t a t i s t i q u e m a t h é m a t i q u e 
5 . L o g i q u e m a t h é m a t i q u e et t h é o r i e d e s m a c h i n e s m a t h é m a t i q u e s 
6 . App l i ca t ion des m a t h é m a t i q u e s 
7 . H i s t o i r e et e n s e i g n e m e n t des m a t h é m a t i q u e s . 
Les p e r s o n n e s in té ressées au C o n g r è s sont p r i ées d e s ' i n f o r m e r a u p r è s du Comi té d ' O r g a -
n i s a t i o n du Congrès . A d r e s s e : I n s t i t u t d e M a t h é m a t i q u e d e l ' A c a d é m i e des Sciences de H o n g r i e , 
B u d a p e s t , V., R e á l t a n o d a u . 13—15 . 
Le Comité d ' o r g a n i s a t i o n e n v e r r a s y s t é m a t i q u e m e n t à l ' adresse des in té réssés les i n f o r -
m a t i o n s relat ives à c e Congrès. 
BEKANNTMACHUNG 
ÜBER DEM II. UNGARISCHEN MATHEMATISCHEN KONGRESS 
Der IL U n g a r i s c h e M a t h e m a t i s c h e Kongreß w i r d vom 24. b is 31 . A u g u s t 1 9 6 0 in 
B u d a p e s t s t a t t f i n d e n . D e r Kongreß w i r d eine g e m e i n s a m e V e r a n s t a l t u n g der U n g a r i s c h e n 
A k a d e m i e der W i s s e n s c h a f t e n und d e r J á n o s Bolyai M a t h e m a t i s c h e n Gese l l scha f t se in . A m 
K o n g r e ß wird m a n J á n o s Bolyai, a n l ä ß l i e h des 100 . J a h r e s t a g e s s e ine s Todes , g e d e n k e i l . 
I m R a h m e n des K o n g r e ß e s werden d ie fo lgenden S e k t i o n e n tagen : 
1 . A l g e b r a und Z a h l e n t h e o r i e 
2 . Geome t r i e u n d Topo log ie 
3 . A n a l y s i s 
4 . W a h r s c h e i n l i c h k e i t s r e c h n u n g u n d m a t h e m a t i s c h e S t a t i s t i k 
5 . M a t h e m a t i s c h e L o g i k und T h e o r i e d e r m a t h e m a t i s c h e n M a s c h i n e n 
6 . A n w e n d u n g e n d e r M a t h e m a t i k 
7 . Gesch ich te u n d U n t e r r i e h t der M a t h e m a t i k . 
Die sich f ü r d e n Kongreß I n t e r e s s i e r e n d e n s o l l e n sich z u m O r g a n i s a t i o n s a u s s c h u ß 
d e s Kongresses w e n d e n . Adresse : M a t h e m a t i s c h e s I n s t i t u t der U n g a r i s c h e n A k a d e m i e d e r 
W i s s e n s e h a f t e n , B u d a p e s t , V., R e á l t a n o d a u . 1 3 — 1 5 . D i e O r g a n i s a t i o n s a u s s c h u ß wird d e n 
I n t e r e s s i e r t e n r e g e l m ä ß i g weitere A u s k u n f t über d e m K o n g r e ß e r t e i l en . 
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