Abstract For a given undirected graph G = (V; E; c G ) with edges weighted by nonnegative reals c G : E ! R + , let 3 G (k) stand for the minimum amount of weights which needs to be added to make G k-edge-connected, and G 3 (k) be the resulting graph obtained from G. This paper rst shows that function 3 G over the entire range k 2 [0; +1] can be computed in O(nm + n 2 log n) time, and then shows that all G 3 (k) in the entire range can be obtained from O(n log n) weighted cycles, and such cycles can be computed in O(nm + n 2 log n) time, where n and m are the numbers of vertices and edges, respectively.
Introduction
Let G = (V; E; c G ) be an edge-weighted undirected graph with a set V of vertices, a set E of edges, and a weight function c G : E !R + , where R + denotes the set of nonnegative reals. We denote n = jV j and m = jEj. An edge with end vertices u and v is denoted by (u; v) . A singleton set fxg may be simply written as x, and \ " implies proper inclusion while \ " implies \ " or \ = ". For two disjoint subsets, X; Y V , we denote by E G (X; Y ) the set of edges, one of whose end vertices is in X and the other is in Y , and dene d G (X; Y ) = P e2E G (X;Y ) c G (e). A cut is dened as a subset X of V with ; 6 = X 6 = V , and the size of cut X is dened by d G (X; V 0 X), which may also be written as d G (X). For a vertex v 2 V , d G (v) denotes its degree. For a subset X V , dene its inner-connectivity by G (X) = minfd G (X 0 ) j ; 6 = X 0 Xg. In particular, G (V ) (i.e., the size of a minimum cut in G) is called the edge-connectivity of G. G is called k-edge-connected if G (V ) k. For example, the graph G in Fig. 1 has G (V ) = 7 since d G (fu 5 ; u 6 g) = 7 and all the other cuts X satisfy d G (X) 7.
Given a graph G = (V; E; c G ) and a k 2R + , the edge-connectivity augmentation problem asks to make G k-edge-connected by adding weights to the edges in G, where the weight of any edge in E can be increased and new edges not in E may be introduced. Let 3 G (k) denote the smallest total amount of weights which needs to be added to make G k-edge-connected. We call 3 G (k) for k 0 the edge 1 A preliminary version of this paper appeared in the Proceedings of 8th Annual ACM-SIAM Symposium on Discrete Algorithms, New Orleans, LA, January (1997), pp.649{658. 1 connectivity augmentation function of G, which is clearly nondecreasing and convex. Since 3 G (k) can be written as the objective function of a linear programming problem with parameter k 0, it is piecewise linear and convex. For example, Fig. 2 illustrates function 3 G (k) of the graph G in Fig. 1 .
Given a graph G = (V; E; c G ) with an integer-valued weight function c G : E !Z + and an integer k 2Z + , where Z + denotes the set of nonnegative integers, the integer version of the edge-connectivity augmentation problem asks to make G k-edge-connected by adding integer weights to the existing edges and/or creating new edges with integer weights in G. Let3 G (k) denote the smallest total amount of the integer weights added to make G k-edge-connected.
Watanabe and Nakamura [20] rst proved that the integer version of the edge-connectivity augmentation problem can be solved in polynomial time for any given integer k. Their algorithm increases edge-connectivity one by one, each time augmenting edges on the basis of structural information of the current G. Currently, O(m + k 2 n log n) time algorithm due to Gabow [7] andÕ(n 3 ) time randomized algorithm due to Bencz ur [1] , whose deterministic running time is O(n 4 ), are the fastest among the existing algorithms with Watanabe and Nakamura's fashion. Dierent from the approach by Watanabe and Nakamura, Cai and Sun [2] pointed out that the augmentation problem for a given k can be directly solved by applying the Lov asz edge-splitting theorem [9] . Based on this, Frank [4] gave an O(n 5 ) time augmentation algorithm. Afterwards, Gabow [8] and Nagamochi and Ibaraki [13] improved it to O(mn 2 log(n 2 =m)) and O(n 2 (m + n log n)), respectively. Recently, Nagamochi and Ibaraki [14] gave an O(n(m + n log n) log n) time algorithm. Note that all these algorithms can compute the set of edges to be added to make G k-edge-connected. If only the value3 G(k) is required, the problem becomes slightly easier because [14] also says that3 G(k) for a given k can be computed in O(n(m + n log n)) time. (i) 3 G has at most n 0 1 break points (i.e., r n 0 2).
(ii) max 
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The paper then presents how to construct graph G 3 (k) which has edge-connectivity k and is obtained from G by adding total new weight of 3 G (k). We show that all G 3 (k) in the entire range k 2 [ G (V );+1] can be compactly represented by G .. .;p such that G (V ) = 0 < 1 < 1 1 1 < p01 < p = +1: G 3 (k) for a k G (V ) is obtained from G by increasing the weights of all edges in C 3 i by ( i 0 i01 )=2 for i = 1;2;. ..;i k and the weights of all edges in C 3 i k +1 by (k 0 i k )=2, where i k is the largest index i such that i < k. Thus, for reals k 1 < k 2 < 111 < k r , there is a sequence G 3 (k 1 );. ..;G 3 (k r ) of optimal solutions such that G 3 (k i+1 ) is obtained by increasing weights of some edges in G 3 (k i ). Such hierarchical structure of optimal solutions over all k is known so far only for the integer version of the edge-connectivity augmentation problem in undirected graph [18, 20] and in directed graphs [3] . Our new algorithm runs faster by factor of O(log n) than the previously fastest algorithm [14] for the augmentation problem for a single xed k.
To show the above results, we modify the O(n(m + n log n)) time algorithm in [14] that computes 3 G (k) for a given k, so that the single run of the algorithm simulates its execution for the entire range of k 0. For this, the computation proceeds on a set of ranges that represent weights in graph G 3 (k). We can show that the resulting algorithm still runs in O(n(m + n log n)) time, and prove the properties in Theorem 2 by tracing its behavior. Theorem 3 is then derived by analyzing the behavior of the set of ranges more carefully. From a methodological point of view, our algorithm is unique in the sense that it does not rely on any parametric search technique but computes the 3 G for the entire range of k 0 directly.
Preliminaries
For an edge-weighted undirected graph G = (V; E; c G ), its vertex set V and edge set E may also be denoted by V [G] 
In particular, a cut X separates x and y if x 2 X and y 2 V 0 X (or y 2 X and x 2 V 0 X ). We say that a cut X divides a subset Z V if X 0 Z 6 = ; 6 = Z 0 X. The local edge-connectivity G (x; y) for two vertices x and y is dened to be the minimum size of a cut that separates x and y (i.e., divides fx; yg). This plays a crucial role in this paper through the following lemmas.
Lemma 2 [5, 10, 11, 15, 19] Let G = (V; E; c G ) be an edge-weighted graph, and let v 1 ; v 2 ; . . . ; v n be an MA ordering in G (i) Such an ordering can be found in O(m + n log n) time.
(ii) The last two vertices v n01 and v n satisfy 
When we regard G (resp., G ) as the set of innite graph instances corresponding to all with 
holds, then X is called covering (i.e., every neighbor of s is contained in some subset X i 2 X). We now describe the algorithm of [14] which constructs the G 0 = G 0 k in Lemma 4 for a given k. It rst adds a new vertex s to G, and continue adding weighted edges between s and some vertices in G until the resulting graph G 0 satises condition (ii), while maintaining a (k; s)-critical covering collection in the current graph. To compute G 0 , an auxiliary graph H, which is obtained by contracting some vertices in G 0 , is prepared and updated.
A complete description of the entire algorithm is given as follows. Since all break points of 3 G occur in the range stated in Theorem 2(ii), as will be shown by the analysis described later, we only consider reals k such that 0 k K, where
Suppose that we rst execute algorithm AUGMENT in the previous section for k = K. In this case, AUGMENT rst adds an edge (s; u i ) of weight K 0 d G (u i ) for each vertex u i 2 V in lines 4{6. We now try to modify the rest of AUGMENT so that 3 G (k) for all k K are implicitly computed. For this, we treat the weight c G (e) of each edge e 2 E G 0 (s) as a set R(e) of ranges, dened in the following, so that 3 G (k) for an arbitrary k K can be eectively retrieved. For example, by applying these operations to the graph in Fig. 1 
holds, where
; by condition (a)): 
) k 3 + (k 0 k 3 ) = k for 0 k K: Therefore, k 3 < a 1 if and only if d Hj k (x 3 ) < k holds for some k with 0 k K. Thus assume k 3 < a 1 . From the above analysis, we may see that d Hj k (x 3 ) k holds for all k with 0 k K if the modied set of ranges has the property that R H (x 3 )j K k 3 is gapless from k 3 to K. To achieve (b) and (c), therefore, we rst determine k 0 by
where it will be shown later (in the proof of Theorem 2 in section 4.5) that such k 0 < K can always be found. Condition (11) Figure 6 : Illustration of updating ranges in R H (x 3 ).
For example, we have k 3 = d G (fu 5 ; u 6 g) = 7 < a 1 = 10 and k 0 = 16 for R H (x 3 ) = f[10; 27]; [13; 27]g of the ranged graph H in Fig. 5 , and R H (x 3 ) is set equal to f [7; 16] g [ f [16;27] ; [16; 27] g which is f [7;27] ; [16; 27] g.
To maintain (a) (i.e., equivalence between R H (x 3 ) and R G 0 (X 3 )), some (parts) of the ranges in R G 0 (X 3 ) must be lowered. This can be done by the following procedure. [8; 27] ); (fu 3 g; [10; 27] ); (fu 4 g; [11; 27] ); (fu 5 g; [16; 27] ); (fu 6 g; [16; 27] ); (fu 5 ; u 6 g; [7; 16] X 2 = f(fu 1 g; [10; 27] ); (fu 2 g; [8; 27] ); (fu 3 g; [14; 27] ); (fu 4 g; [14; 27] ); (fu 3 ; u 4 g; [7; 14] ); (fu 5 g; [16; 27] ); (fu 6 g; [16; 27] ); (fu 5 ; u 6 g; [7; 16] In the third and fourth iterations, however, R H i (x 3 ) remains unchanged, since k 3 = d H (x 3 ; V [H] 0 fs;x 3 g) a 1 holds in line 12. Then we have X 2 = X 3 = X 4 . Therefore, the nal ranged collection X 4 is the same as the above X 2 .
From this, a (k; s)-critical covering collection of G 0 j k for any k with 0 k K is recovered by X j k = fX j (X; [a; b]) 2 X ; a < k bg, as will be shown in Lemma 7. In the next subsection, we prove (1) in Lemma 6, (2) in Lemma 7(iii), and (4) in Lemma 8. Then in Section 4.5, we prove Theorems 1 and 2, and property (3) follows from the proof of Theorem 2.
4.4
Correctness of the main algorithm
We rst prove property (1) proving (i).
(ii) To make use of the above proof, we rst remove redundant (parts of) ranges from each R H (u), 1 ; a 2 ; ...; a n g, the property 3 G (k) = (R H n02 (V [H n02 ]0s)j k )=2 holds by (8) and Lemma 7(i).
(
, a real k becomes a break point in function 3 G (k) only when k = a i . Therefore the number of break points in function 3 G (k) is equal to the number of distinct values among these a 1 ; a 2 ; ...; a n . We show a 1 = a 2 . If a 1 < a 2 , then R H n02 (V [H n02 ]0s)j k = R G 0(V )j k = f[a 1 ; k]g holds for some k with a 1 < k < a 2 . In this case, G 0 j k has a (k;s)-critical covering collection X n02 j k which consists of a single cut. This, however, contradicts Lemma 5. Therefore, a 1 = a 2 , and the maximum number of distinct reals among a 1 ; a 2 ; .. .;a n is at most n 0 1.
Then by considering a 1 = a 2 , we see that d3 G (k) dk 2 f 2 2 ; 3 2 ; .. .; n 2 g for any k with a 1 < k K and k 6 2 fa 1 ; a 2 ; .. .;a n g. In particular, d3 G (k) dk = n 2 for k > a n . (iii) After creating ranges in line 3, no upper k-truncation j k is applied to any range in H for k > k max from denition of k max . Then (R H (V [H] 0 s)j kmax ) remains unchanged throughout the algorithm. Since k max = a n is the largest break point of function 3 G (k), we have 1 3 However, we can modify the alignment operation in lines 16-18 so that r max = O(n log n) holds, which improves the running time of SIMUL-AUGMENT further.
Theorem 5 There is a total ly optimal ranged graph G 0 = (V [ fsg; E [ E 0 (s); c G ; R G 0 ) such that jR G 0 (V )j (2n 0 1) + (2n 0 3) log 2 (n 0 1), and such G 0 can be obtained in O(mn + n 2 log n) time.
Proof: See Appendix. can be obtained from G 0 k by a complete feasible splitting at s. Since an O(n(m + n log n) log n) time edge-splitting algorithm is known [14] , an optimal solution for each xed k can be obtained O(nm + n 2 log 2 n) + O(n(m + n log n) log n) = O(mn log n + n 2 log 2 n) time. However, this requires to invoke the edge-splitting algorithm for all k, and provides no structural information of optimal solutions in the entire range of k.
In this section, we show that optimal solutions for all k can be compactly represented by a set of p = O(n log n) cycles C (ii) For any two i -components V`and V j , G 3 i has a minimum cut X`; j which separates V`and V j .
(iii) Every minimum cut X in G 3
i contains a i -leaf V j X, since any minimum cut X 0 X with the minimal cardinality jX 0 j is a i -leaf of G 3 i . Lemma hold. These, however, contradict the above inequality. Therefore, there is no cut Z satisfying (15) and the lemma is proved.
2
After consideringG i+1 from G 3 i , we then consider how to split the edges at s inG i+1 in order to obtain G 3 i+1 . Lemma 11 asserts that any cut X with X \ 0G i+1 (s) = ; satises dG i+1 (X) i+1 . For a cut X 0G i+1 (s), we consider cut X 0 = V 0 X, which satises X 0 \ 0G i+1 (s) = ; and dG i+1 (X) > dG i+1 (X 0 ) i+1 . That is, any cut X not dividing 0G i+1 (s) satises dG i+1 (X) i+1 . Then we describe a way to increase the weight of every cut dividing 0G i+1 (s) at least by i+1 0 i . This will mean that the resulting graph can be considered as G In other words, G 3 i+1 is obtained from G 3 i by adding a cycle C 3 i+1 = u i;1 ; u i;2 ; . . . ; u i;q of weight i+1 . (For q = 2, we distinguish (u i;1 ; u i;2 ) and (u i;2 ; u i;1 ) so that weight of edge between u i;1 and u i;2 is increased by 2 i+1 .) Clearly, any cut X that divides 0G i+1 (s) has the desired property:
The above construction also says that, for any intermediate k with i < k < i+1 , we can obtain an optimally augmented graph G 3 (k) by adding a C 3 i+1 of weight (k 0 i )=2. Now we are ready to describe how to obtain G 3 (k) for the entire range of k 2 [ G (V ); +1]. For our running example, we have 5 = f(C 3 1 = fu 4 ; u 5 g; [7; 8] ); (C 3 2 = fu 2 ; u 4 ; u 5 g; [8; 10] ); (C 3 3 = fu 1 ; u 2 ; u 3 ; u 6 g; [10; 14] ); (C 3 4 = fu 1 ; u 2 ; u 3 ; u 4 ; u 6 g; [14; 16] ); (C 3 5 = fu 1 ; u 2 ; u 3 ; u 4 ; u 5 ; u 6 g; [16; +1])g; and an optimal solution G 3 (k) for k = 15, say, can be given as illustrated in Fig. 8 Figure 8 : An optimal solution G 3 (k) for graph G in Fig. 1 and k = 15.
Discussion
In this paper, we considered the edge-connectivity augmentation problem which asks to add the minimum amount of weights to a given graph G = (V; E; c G ) to make G k-edge-connected, and presented an O(mn + n 2 log n) time algorithm for nding all optimal solutions G 3 (k) in the entire range k 2 [0; +1], where n = jV j and m = jEj.
The argument developed in this paper can be applied to the following slightly more general augmentation problem, studied in [4] . It has lower bound vc(v) and upper bound vc(v) constraints for each vertex v 2 V ; we have to add new weights to G so that the resulting graph Note that the problem of nding a complete feasible splitting at a vertex a in an edge-weighted graph H can be reduced to the problem of augmenting the edge-connectivity of graph H 0 a with vertex constraints vc(v) = 0 and vc(v) = c H (s; v), v 2 V (H) 0 a. Therefore, the results in this paper says that a complete feasible splitting in a given graph with n vertices and m edges can be found in O(mn + n 2 log n) time. This is faster by factor of O(log n) than the previous fastest O((mn + n 2 log n) log n) algorithm due to [14] . However, for the integer version of the splitting problem in which all weights in the resulting graph must be integers, the bound in [14, 16] is still currently best. Obviously, 9(T) 0, and it has the following upper bound.
Lemma 12 For a rooted tree T with n = jV (T)j vertices, 9(T) b(n 0 1)log 2 nc:
Proof: We proceed by induction on n. Clearly, the lemma holds for n = 1. Then assuming that the lemma holds for any n 0 with n 0 < n, we show the case of n ( 2). Let T be a rooted tree with n vertices and Thus it suces to show that the next is nonnegative. A subset X of vertices in a forest F is called a chain (resp., an antichain) if every two vertices in X are comparable (resp., no two vertices in X are comparable) in F . An antichain X in a forest F is called cutting if every path from root(T) to a leaf in a tree T 2 F hXi intersects X; i.e., for any tree T 2 F hXi, every vertex in V (T) 0X is comparable with some vertex in X (possibly F contains a tree T 0 such that V (T 0 ) \ X = ;).
We next introduce a procedure that, given a forest F and a cutting antichain X, modies F by arranging all the vertices v, which satisfy either v 2 X or v < w for some w 2 X, into a chain, while maintaining comparability among other vertices. The procedure is described as follows. Procedure SQUEEZE(F; X; F 3 ): Input: A forest F and a cutting antichain X in F . Output: A forest F 3 .
(1) Let F 0 = FhXi, and let Y = fv j v < x for some x 2 Xg. The procedure in the case of F = fTg is illustrated in Fig. 9 . We say that the resulting forest F 3 is obtained from F by squeezing a cutting antichain X. Let us observe the change in potential induced by this operation. (17) because, for any x j 6 = x i(root(T )) , there is a y 2 Y and y 0 2 Ch(y) such that y < x j , i(y) 6 = j, and either i(y 0 ) = j or y 0 = x j ; then such x j is contained in S y 2Y S
