Applying the theory of self-adjoint extensions of Hermitian operators to Koopman von-Neumann classical mechanics, the most general set of probability distributions is found for which entropy is conserved by Hamiltonian evolution. A new dynamical phase associated with such a construction is identified. By choosing distributions not belonging to this class, we produce explicit examples of both free particle and harmonic systems evolving in a bounded phase-space in such a way that entropy is non-conserved. While these non-conserving states are classically forbidden, they may be interpreted as states of a quantum system tunnelling through a potential barrier boundary. In this case, the allowed boundary conditions are the only distinction between classical and quantum systems. We show that the boundary conditions for a tunnelling quantum system become the criteria for entropy preservation in the classical limit. These findings highlight how boundary effects drastically change the nature of a system.
I. INTRODUCTION
Entropy is a critical element of physical theories, defining the notion of equilibrium [1] , as well as serving as a measure of irreversibility [2] and the arrow of time [3] [4] [5] . In thermodynamics, the physical content of entropy is contained in its time dynamics, rather than its absolute value. Given the vital role which entropy plays in characterising physical systems, the conditions under which entropy is time dependent are of great interest.
While entropy is an integral component of our understanding of thermodynamics and information, it is not a microscopic quantity and its definition therefore contains a degree of flexibility [6] . The entropy of a system depends on the level of course graining in the phase space, and on the variables considered [7] . In this paper we shall adopt the Gibbs measure of entropy for a probability density ρ of a one-dimensional system with coordinate q and momentum p,
which at equilibrium is equivalent to the thermodynamic entropy [8] .
It is often stated that for a reversible process, the entropy change is zero. Another common assumption is that Hamiltonian systems are time reversible. The two ideas are often combined into the claim that systems with a Hamiltonian evolution conserve entropy. This is not in fact the case. The probability density ρ of a Hamiltonian system evolves according to the Liouville equatioṅ ρ = {H, ρ} .
Taking the time derivative of Eq. (1), substituting the Poisson bracket {·, ·} and integrating this by parts, one finds that the entropy production arises solely from the boundary terms. For a system with box boundaries at q ± , p ± : 
It is at this point that one generally assumes boundary conditions to kill these terms [9] , but this assumption is overly restrictive, and peculiar to both the dynamics and distribution which is being evolved. This assumption does not give a general answer to the question of entropy conservation. At the same time, it is difficult to assess how modifications, such as a restriction in phase space, would affect the entropy production. In order to answer the question of entropy conservation with the greatest possible generality, we shall employ the Koopman von-Neumann (KvN) formalism. In particular, we shall use this formalism to reduce the problem of entropy conservation to the analysis of a classical selfadjoint evolution operator.
The theory of self-adjoint extensions of Hermitian operators is closely related to boundary conditions, and is vital in the resolution of apparent paradoxes in quantum mechanics [10] . The theory also makes explicit connection to topological phases of matter [11] [12] [13] and spontaneously broken symmetries [14] [15] [16] . Moreover, selfadjointness assumes a vital role in novel approaches to prove the Riemann zeta hypothesis [17] . It is, in short, a useful formalism, which may be applied to the problem of entropy conservation when alloyed to the KvN description of classical dynamics.
We proceed as follows: A brief overview of KvN mechanics is provided in Section II. Section III outlines the theory of self-adjoint operators necessary for our analysis, and the conditions under which a Hermitian operator is self adjoint. The equivalence of the criteria for a generator of time translation to be self-adjoint and for that evolution to conserve entropy is shown. Section IV applies the developed technique to a classical oscillator, and establishes the conditions for entropy conservation when its coordinate is restricted to the half-line (i.e. a phase space P = R + × R). Section V provides specific counterexamples of distributions evolved by Hamiltonian dynamics which violate entropy conservation. Section VI discusses in detail these entropy violating distributions, providing an interpretation of their physical significance and relation to quantum dynamics. Finally, section VII concludes with a discussion of the results.
II. KOOPMAN-VON NEUMANN DYNAMICS
KvN mechanics is the reformulation of classical mechanics in a Hilbert space formalism [18] . This operational formalism underlies ergodic theory [19] , and is a natural method for modelling quantum-classical hybrid systems [20] [21] [22] . KvN dynamics has also been applied to establish a classical speed limit for dynamics [23] and an alternate formulation of classical electrodynamics [24] . Using the KvN formalism it is even possible to combine classical and quantum dynamics in a unified framework known as operational dynamical modeling [25, 26] .
The KvN formalism has been successfully applied to construct both deterministic and stochastic classical path integrals [27, 28] , including generalisations with geometric forms [29] . These path integral formulations may be usefully applied with classical many-body diagrammatic methods [30] and for the derivation and analysis of generalised Langevin equations [31] . KvN has been used to study specific phenomena, including examinations of dissipative behaviour [32] , linear representations of non-linear dynamics [33] , analysis of the time dependent harmonic oscillator [34] and other industrial applications [35, 36] .
Both KvN and quantum dynamics begin by defining the Hilbert space H = L 2 (P, dµ):
which is the set of all functions on the space P that are square integrable with measure dµ. In classical KvN dynamics P is a phase space, while in quantum mechanics it is a configuration space. The inner product of the elements of this Hilbert space is:
for φ, ψ ∈ H. The elements of H are interpreted as (unnormalised) probability density amplitudes which obey the Born rule in both quantum and KvN mechanics [37] ,
In both cases, the dynamics of elements of H are given by a one-parameter, strongly continuous group of unitary transformations on H,
The form of this family of unitary transformations is, by Stones' theorem [38] :
whereÂ is a unique self-adjoint operator. Selfadjointness is a stronger condition than Hermiticity, and its necessity shall be demonstrated in section III A. The family of unitary transformations may be interpreted as time evolution, leading to the differential equation:
Specifying the form of this operator adds physics to the formalism. For example, one may derive both quantum and classical dynamics from this model by defining a fundamental commutation relation and assuming that observable expectations obey the Ehrenfest theorems. The sole distinction between Koopman dynamics and quantum mechanics in in the choice of commutation relations [25] . In the quantum case [x,p] = i , and the self-adjoint operator is thenÂ = − 1 Ĥ , yielding:
which is the familiar Schrödinger equation. In KvN dynamics, [x,p] = 0, andÂ is the Koopman operatorK defined as:K
This leads to the remarkable conclusion that probability density amplitudes are governed by the Liouville equation, in the same way as probability densities themselves:
The choice of commutation relation also defines the measure on the Hilbert space. While dµ = dqdp is a valid measure in the classical case, only dµ = dq (in the coordinate representation) preserves non-negativity for the quantum commutation relation [39] . One may still use the full phase space quantum mechanically, but the object under consideration in this case is the Wigner quasiprobability distribution [40] [41] [42] .
It may appear at first glance that the KvN framework is a formal hammer cracking a classical nut, but this formulation provides a key advantage; one may exploit the deep theory of operators on Hilbert space. In particular, the theory of self-adjoint operators allows the same general statements to be made about entropy conservation as in the quantum case. Explicitly, ifK is self-adjoint, then the Gibbs entropy will be conserved. In order to prove this however, we must first review the definition of a self-adjoint operator.
III. CRITERIA FOR CONSERVATION OF ENTROPY
A. Self-Adjoint Operators
An operator in the Hilbert space H is a pair (D(Â),Â) whereÂ is a linear mappings of elements in a subset D(Â) of the Hilbert space onto H,
The set D(Â) is the domain of the operator, i.e. the set of vectors in the Hilbert space for which the operator mapping is defined. If the Hilbert space is finite, operators may be represented as finite matrices, and as multiplication of a vector by a matrix is well defined for all vectors in a finite dimensional Hilbert space, in this case D(Â) ≡ H [43] . For infinite dimensional Hilbert spaces however, this is not the case and the operator domain does not necessarily coincide with the full Hilbert space.
Assuming an operatorÂ is densely defined (i.e. D(Â) is a dense subspace of H) [19] , one may define its adjoint operatorÂ † as follows. A vector φ ∈ H belongs to the domain D(Â † ) if and only if the linear functional f φ (ψ) := φ|Âψ is continuous. Then by Riesz representation theorem there exists a unique z ∈ H such that φ|Âψ = z|ψ for any ψ ∈ D(Â). Action of the adjoint operator on φ is defined asÂ † φ = z. One has
It may happen that the adjoint operator does not exist (its domain can be not dense or even can be empty). It happens if graph of the operator, that is, the set of pairs (ψ,Âψ), ψ ∈ D(Â), is not closable in H × H. Otherwise the adjoint operator is correctly defined.
Hermitian (or symmetric) [19] operator is such that
and the action of the operator and its adjoint is identical on D(A). Then
In the special case
requires that the adjoint of a symmetric operator is defined for any element in D(Â), but does not otherwise restrict its domain. Fig. 1 illustrates the fact that the domain of a symmetric operator on Hilbert space is a subset of the domain of its adjoint operator. To illustrate the difference between a Hermitian and self-adjoint operator, we evaluate a Koopman operator with domain
(16) The Hermitian property of this operator may be investigated using integration by parts
IfK is Hermitian, the following boundary condition holds: dp φ * ψ ∂H ∂p
which is automatically satisfied using the example domain of Eq. (16) . In general, specifying a boundary condition to be obeyed by an operator inner product prescribes the domain of that operator. For the example domain, the boundary condition is satisfied regardless of the domain of the adjoint operator,
This potential mismatch in the domains of an operator and its adjoint is deeply problematic, as it implies a violation of time-reversal invariance [10] . For this reason, the generator of time-translations (and in fact all observable operators) must be self-adjoint, as defined above. Given an operator with a defined action, it is a non-trivial exercise to find which domains, if any, will make the operator self-adjoint. Fortunately, there is a powerful theorem of functional analysis that may be applied to this problem.
B. The von Neumann Deficiency Index Theorem
The von Neumann deficiency index theorem [44] can be used to answer the question of whether an operator A may be made self adjoint. Details of this important theorem may be found in [10, 43, 45 ], but we shall briefly outline its use here.
The deficiency index theorem determines all possibilities for a Hermitian operatorÂ with domain D(Â) by considering the eigenstates in D(Â † ) with imaginary eigenvalues, i.e. those ψ ± ∈ D(Â † ) satisfying the equation:
The number of linearly independent solutions for ψ ± are the deficiency indices n ± . They determine the following three possibilities [19] :
A self-adjoint extension is an operatorÂ λ with the same action asÂ on D(Â), but whose domain has been modified,
, to enforce the selfadjoint condition. Fig. 1 shows an example schematic, demonstrating the domain modification made by a selfadjoint extension.
If n + = n − = n, each self adjoint extension is characterised by n 2 parameters, in the form of an n × n unitary matrix U . For the Koopman operator, the boundary condition corresponding to a self-adjoint extension with domain D(Â λ ) is simply Eq. (18), replacing φ with ψ
∀n : dp ψ
Here ψ n ± is one of the n solutions to Eq. (19) and U n,m is an element of the unitary matrix U . Consequently, one may use the deficiency index theorem to characterise the most general boundary condition on ψ for whichK is self-adjoint in terms of U .
C. Self-Adjoint Operators and Entropy Conservation
Having established the conditions under whichK is self-adjoint, we now demonstrate explicitly that a selfadjoint Koopman operator guarantees entropy conservation. First, define the operator [46] : Figure 1 . The domain of a symmetric operatorÂ is a subset of the domain of its adjoint operator. A self-adjoint extension modifies the domains of both operators such that they become identical.
IfK is self-adjoint, then
where in the final equality, we have exploited thatK is self-adjoint and all the traces are finite. Having demonstrated the time independence of the trace ofŜ, we now express it in the q, p basis: S = − dqdp ρ |q, p q, p| ln ρ dq dp |q , p q , p | (24) Expanding this yields:
and therefore
Thus, we establish that Tr[Ŝ] is the entropy, and is conserved for self-adjointK. Note however that entropy conservation is not in itself a guarantee of unitary evolutions.
To summarise, entropy conservation is guaranteed when the Koopman operatorK is self-adjoint. The domain of the self-adjoint extensions may be determined using the deficiency index theorem. This domain corresponds to the most general boundary conditions which conserve entropy for a given Hamiltonian.
Establishing the self-adjoint extensions of an operator is a non-trivial exercise, but the analysis is most straightforward in a system whose Koopman operator is functionally dependent on only one phase space coordinate. Therefore in the following we will consider the specific examples of free and periodic systems in action-angle coordinates, but emphasise that this is a choice of computational convenience in applying generic arguments. 
IV. ENTROPY CONSERVATION FOR CYCLIC SYSTEMS
We now apply the results of the previous section to derive the most general entropy-preserving boundary conditions for both the harmonic oscillator and free particle with a bounded phase space. The first section will consider general box boundaries in action-angle coordinates.
A. Self-Adjoint Domain In Action-Angle Coordinates
Consider a system whose coordinates can be canonically transformed into a space where one coordinate is cyclic, i.e. a Hamiltonian that functionally depends on only one phase space coordinate. Any periodic system may be described by these canonical action-angle coordinates [47] , but here we will take the simplest example of a harmonic oscillator:
Using action-angle coordinates (θ, J) greatly simplifies the analysis, and can be achieved with the substitution:
In the action-angle representation, we choose box phasespace boundaries, with θ ∈ [θ − , θ + ] and J ∈ [0, J b ] (see Fig. 2 ), which contains a particle restricted to the halfline q > 0 as a special case. In the new coordinates, H = ωJ, leading to the following form of the Koopman operator for the harmonic oscillator:
We now apply the deficiency index theorem in this new basis by finding the wavefunctions satisfyinĝ
meaning we look for solutions to
Solutions to this equation have the form
The solutions which belong to L 2 are all those for which:
Any function f ± satisfying
dJ f 2 ± (J) < ∞ determines a particular solution to ψ ± . From this we conclude that n + = n − = ∞.
Rather than apply Eq. (20) directly, in this case the Koopman operator has the same form as the quantum mechanical momentum operator on a fixed interval. Following the examples of [10, 14] we conclude that for each value of J, the Koopman operator has a one parameter self-adjoint extension. Labeling each of these arbitrary parameters by β(J), we find the boundary condition for the self-adjoint domain ofK:
While this phase is not directly observable in expectations, it is gauge-invariant (in the sense of locally rotating a complete set of states). Potential physical consequences of the choice of selfadjoint extension can be examined by observing that time evolution corresponds to a translation in θ. Including the time argument explicitly in the wavefunction, harmonic dynamics guarantee
In particular, the wavefunction at the θ boundaries may be expressed in terms of a time translation of the wavefunction at an arbitrary point in θ
Combining this with the fact that Eq.(34) must hold at all times, we obtain the relation
where N is an integer and θ b = θ + − θ − . When θ b is chosen to be 2π N , states may acquire an additional phase e iN β(J) after each period of the motion. For this reason, although the dynamics are periodic, it is possible to choose boundary conditions such that the wavefunction is not periodically symmetric due to the additional phase. While observable expectations will be unaffected by such a phase, their correlations functions may be. Two observables A and B have a two-time correlation function:
where phase space arguments on the right hand side have been omitted for brevity. If one of the time arguments is shifted by the period of motion T = 2π ω , the correlation function becomes
Thus, the phase factor determining a self-adjoint extension has a non-trivial effect on time symmetries of observable correlations. This breaking of periodicity is in sharp contrast to correlation functions on the full phase space, where continuity of the wavefunction forces β(J) = 0 and hence C(t, t ) = C(t + T, t ).
The existence of a dynamical phase due to the boundary conditions is somewhat analogous to the Berry phase [48] and its classical equivalent the Hannay angle [49] . The origin of these geometric phases is quite different, resulting from adiabatic holonomic variation of the Hamiltonian parameters. In both cases however, the naive expectation that the system will return to its original state (after either a single period of the motion, or returning to the original Hamiltonian parameters) is not always true. It is well known that for the simple harmonic oscillator, the geometric phase change is zero [50] , whereas here a phase may be acquired by the choice of boundary conditions.
B. Entropy Conservation On The Half-Line
Angular restrictions in the action-angle coordinate system may correspond to unphysical restrictions in the momentum subspace of the phase space. A restriction purely in the coordinate of phase space may be obtained by choosing the boundaries
which leads to the half-line q ≥ 0 phase space in the original coordinates. The phase space is then P = R + ×R and the Hilbert space is H = L 2 (P, dqdp). Converting the wavefunction back to its original coordinates at the boundary we obtain
which may be substituted into Eq.(34) to give the domain of self-adjoint evolutions on the half-line:
Entropy preserving probability distributions therefore obey the condition
which automatically satisfies Eq. (18) . This condition can be given a physical interpretation by considering the Liouville evolution as a continuity equation, where j is the probability current in phase space:
The probability current in the q direction (integrated over p) J q [ρ (q, p)] is given by J q [ρ (q, p)] = dp j q (q, p) = dp pρ (q, p) .
Substituting Eq. (43) into the above equation, we find that at the q = 0 boundary,
The domains of states for self-adjoint Koopman operators therefore correspond precisely to a reflecting boundary condition at the q = 0 boundary [51] . Finally, we note that there is no ω dependence in Eq. (42) and Eq.(47). In the limit ω → 0, the boundary condition for entropy preserving distributions is therefore unaffected, but the system Hamiltonian now describes a free particle rather than a harmonic oscillator. For this reason, Eq.(47) also describes the self-adjoint domain of the free particle.
V. NON-CONSERVING STATES
Given the self-adjoint conditions derived in the previous section, one can construct a reasonable initial wavefunction (and hence probability density) on the half line which does not conserve entropy. Take for example the initial wavefunction
where crucially, p 0 = 0 and the normalization factor is Z = π/2. The rate of entropy change for this state can be calculated directly from Eq.(3). For the free particle we have in the domain q ≥ 0
and for the harmonic oscillator in the same domain (setting ω = 1)Ṡ
In both cases the entropy is non-conserved. The energy expectation and partition function for both systems are also time dependent. For this state the integrated boundary probability current is
i.e. at the boundary the probability is being either partially absorbed or generated depending on the sign of p 0 .
VI. INTERPRETING NON-CONSERVING STATES
In order to give an interpretation to the non-conserving states, we construct a physical system corresponding to the half-line Hilbert space and Eq. (42) . Consider a system in the full phase space R 2 and Hamiltonian Fig. 3) i.e. a system with a constant potential barrier in the negative part of the coordinate space. For a classical system initially residing in the positive half line (region I) ρ (q, p) = ρ I (q, p), and if
then there is no transmission to the negative half line (region II). Thus, at all times ρ II (q, p) = 0. Consequentially, the boundary q = 0 must be reflecting, so that the integrated probability current at this boundary is J q ρ I (0, p) = 0. As has been shown above, this condition describes the domain of states for self-adjoint Koopman operators, and the system may be described by the half-line Hilbert space formalism in the previous section. The classical entropy non-conserving states are therefore those which violate the reflecting boundary condition.
In the quantum regime, provided U 0 is finite, tunnelling may occur. This corresponds to a relaxation of the reflecting boundary condition, where the probability current is not necessarily zero at the boundary [52] . In order to make a connection with the classical scenario, we describe this quantum behaviour in phase space using the Wigner distribution W (x, p) [53] :
where ψ Q is the quantum wavefunction. The Wigner distribution is a quasiprobability that captures quantum mechanical expectations as a distribution over phase Schematic of allowed states with an additional potential barrier U0Θ (−q) in both the quantum and classical regimes. The space is partitioned into regions I and II. ρ I (q, p) is a probability distribution satisfying Eq. (47), the reflecting boundary condition, and is therefore confined to region I. The same dynamics also describe a quantum Wigner distribution W (q, p). In the quantum case however, more general boundary conditions are given by Eqs. (60, 61) , which allow for tunnelling, and non-zero Wigner distributions in the classically forbidden region II.
space, which in the classical limit becomes the classical wavefunction [54] . For an arbitrary quantum operatorÂ, its expectation is
A (q, p) = 1 2π dy e
The Wigner distribution evolution is described by the Moyal bracket [54] :
When the system Hamiltonian is at most quadratic in both the p and q coordinates (as is the case for the example Hamiltonians studied in section IV), the Moyal bracket is simplified, and the Wigner distribution is evolved by the Poisson bracket [53] , in the same way as Eq. (2):
Remarkably, in this case, the quantum Wigner distribution, classical probability distribution, and classical wavefunction all share the same equation of motion. In this scenario, provided that states obey the uncertainty principle, quantum and classical systems are distinguished purely by the restrictions placed on them by their boundary conditions. For a quantum state described by W (q, p) and initially confined to region I, tunnelling can occur and at later times the Wigner distribution may be non-zero in the classically forbidden region II. The distribution over the whole space is described piecewise
In the quantum regime, the boundary conditions enforce continuity for the quantum wavefunction ψ Q (q) [52] :
These boundary conditions can be expressed in terms of the Wigner function with [53] ψ Q (q) = 1 ψ * (0) dp
which when substituted into Eqs. (57, 58) , yields the quantum boundary condition for Wigner distributions: dp W I (0, p) = dp W II (0, p) (60)
Let us now consider the implications of these boundary conditions in the classical limit. The first point to note is that Eq.(60) cannot be applied to purely classical systems. This is because ρ II = 0 a priori, and a continuity condition over a reflecting boundary is redundant. Turning to Eq.(61), we find the left hand side of this equation is the integrated Wigner flow [55, 56] over the boundary, defined in the same way as Eq. (47) . The right hand side is proportional to , hence in the classical limit, one recovers the entropy-preserving classical boundary condition of Eq. (47) .
In general, Eq. (61) is more permissive than the KvN self-adjoint condition, provided a suitable W II (q, p) is chosen. Non-zero Wigner flow over the boundary is indicative of the purely quantum phenomenon of tunnelling, and W I (q, p) when interpreted as a classical wavefunction will have a non-conserved entropy. The KvN wavefunctions which do not satisfy Eq.(42) therefore correspond to classically forbidden states of a tunnelling quantum system.
VII. CONCLUSIONS
We have applied the Koopman von-Neumann formalism to reduce the problem of entropy conservation in a classical system to the problem of identifying self-adjoint extensions of the Koopman operator. In this way, one can explore for a given system the full range of admissable, physical probability distributions and phase space restrictions which preserve entropy. Applying this technique to the harmonic oscillator and free particle, a relationship between the choice of self-adjoint extension and the boundary condition was determined. In the case of the harmonic oscillator, this choice is reflected in the breaking of the periodic symmetry of correlation functions.
These results highlight the importance of boundary conditions for fundamental aspects of Hamiltonian evolution. Even in the case that equations of motion are formally time reversal symmetric, the choice of boundary condition can break entropy preservation, and thus time reversal symmetry. This is a complement to the resolution of Loschmidt's paradox, where the second law of thermodynamics can only be guaranteed by evolving from particular initial conditions [4] .
In the example cases studied, quantum and classical dynamics coincide. If the classical system in the full phase space has an impassable potential barrier, then the two regimes are distinguished purely by the allowed boundary conditions. Consequently, the self-adjoint condition for KvN wavefunctions was re-derived as the classical limit of the quantum boundary conditions. Wigner distributions reflected at the potential boundary correspond to entropically conserved classical states, while the Wigner distributions exhibiting tunnelling were identified as classical wavefunctions which do not preserve entropy.
Another purely quantum phenomenon is that of reflection above a barrier, which may be regarded as tunnelling through a momentum space barrier [57] . Performing an analagous classical analysis for a harmonic system restricted to the half-line in momentum space, a similar relationship between allowed states and boundary conditions is obtainable, where classically forbidden reflected Wigner distributions match entropy nonconserving states of the classical system. In future it may be possible to extend our analysis to systems with dissipative dynamics obeying the FokkerPlanck equation [51] . In this case, rather than looking for the domain of states which preserve entropy, one would consider the domain of states which preserve the H-theorem [4] . For a given Fokker-Planck operator, one would expect that by choosing suitable boundary conditions, the H-theorem could be violated and that the classical states which do so are equivalent to a tunnelling open quantum system.
A natural question is if the relationship between Wigner flows and non-conserving classical states can be extended beyond the harmonic potential. This would not appear to be the case, as the equations of motion for quantum and classical dynamics no longer coincide, and the notion of the Wigner flow becomes difficult to interpret when the presence of quantum coherences induces singularities within it [56] . Nevertheless, in the classical limit one would still expect the condition of zero flow over the potential boundary to be enforced.
Finally, we have demonstrated a new class of situations where self-adjoint extensions of operators play an important role in distinguishing subtle phenomena. Other examples include the use of self-adjoint extensions in the determination of effective models of dissipation [58] , characterising topological phase transitions [59] and spontaneously broken symmetries [16] . These are typically quantum phenomena, but provided they are not explicitly dependent on a non-commutative algebra they should be reproducible classically. Specifically, there are already examples of classical Hamiltonians which emulate topological states [60] . Non-zero Chern numbers have been observed in models of biological structures [61] , leading to the discovery of new classes of topological phonon bands [62] . In the ongoing exploration and analysis of these systems, both dissipative and topological, classical selfadjoint extensions should be a useful tool.
