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OPTIMAL REGULARITY FOR THE THIN OBSTACLE
PROBLEM WITH C0,α COEFFICIENTS
ANGKANA RU¨LAND AND WENHUI SHI
Abstract. In this article we study solutions to the (interior) thin obstacle
problem under low regularity assumptions on the coefficients, the obstacle and
the underlying manifold. Combining the linearization method of Andersson
[And16] and the epiperimetric inequality from [FS16], [GPSVG16], we prove
the optimal C1,min{α,1/2} regularity of solutions in the presence of C0,α coef-
ficients aij and C1,α obstacles φ. Moreover we investigate the regularity of the
regular free boundary and show that it has the structure of a C1,γ manifold
for some γ ∈ (0, 1).
1. Introduction
1.1. Problem and Setting. In this article we prove the optimal regularity of
solutions to the (interior) thin obstacle problem in a low regularity framework in-
volving C0,α coefficients and C1,α, α ∈ (0, 1), obstacles. Moreover, we address the
regularity of the regular free boundary.
More precisely we consider the following set-up: Let Ω ⊂ Rn+1 be a bounded
domain with sufficiently smooth boundary. Suppose that M is an n-dimensional
submanifold, which decomposes Ω into two components Ω+ and Ω−. Let φ ∈ C1(Ω)
be given with φ < 0 on M ∩ ∂Ω. We are interested in solutions w ∈ Kφ to the
variational inequalityˆ
Ω
aij∂iw∂j(v − w)dx ≥ 0 for any v ∈ Kφ,(1)
where
Kφ = {v ∈W
1,2
0 (Ω) : v ≥ φ on M}.
We assume that the coefficients aij are bounded, measurable and uniformly elliptic.
Problems of this type for instance arise in the modeling of osmosis [DL76]. The
obstacle is “thin” in the sense that it is only active on a co-dimension one manifold.
The variational inequality (1) possess a unique solution w ∈ Kφ [LS69]. Further-
more, w can be represented as
w(x) =
ˆ
Ω
G(x, y)dµ
where G(x, y) is the Green’s function to the operator ∂ia
ij∂j with respect to Ω,
and µ is a Radon measure associated with w with suppµ ⊂ M ∩ {w = φ}. By
Evan’s lemma (c.f. Theorem 2.1 in [LS69]), if M is a continuous manifold, then
the solution w is continuous in Ω.
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This together with the representation formula implies that in the relatively open
set Ω \ (M∩ {w = φ}), the solution w to (1) satisfies the equation
(2) ∂ia
ij∂jw = 0.
Moreover, it obeys a weak form of complementary or Signorini boundary conditions
onM, ifM is for instance C1 regular. To make this precise, we define the following
operators
∂ν+u(x) := lim
y→x, y∈Ω+
ν+(y) ·A(y)∇u(y),
∂ν−u(x) := lim
y→x, y∈Ω−
ν−(y) · A(y)∇u(y),
(3)
for functions u ∈ C1(Bδ(x) ∩ Ω±) for some δ > 0 and for coefficients A(y) :=
(aij(y)) ∈ C(Bδ(x),R(n+1)×(n+1)). Here ν+(x) and ν−(x) are the outer unit nor-
mals to Ω+ and Ω− at x ∈ M, respectively. The solution w ∈ Kφ to the variational
inequality (1) then satisfies a weak form of a jump condition for the co-normal
boundary derivative: With the notation from (3) it solves ∂ν+w + ∂ν−w ≥ 0 as a
distribution on M∩ Ω, i.e. for all η ∈ W 1,20 (Ω) with η ≥ 0 on M∩ Ω it holdsˆ
M∩Ω
(∂ν+w + ∂ν−w)ηdx :=
ˆ
Ω
aij∂jw∂iηdx ≥ 0.
Furthermore, invoking (2), we deduce that
supp(∂ν+w + ∂ν−w) ⊂M∩ {w = φ}.(4)
In the sequel, we seek to prove the local C1,α regularity of w under suitable
regularity assumptions on the coefficients aij , the manifold M and the obstacle φ.
To this end, we assume that for some α ∈ (0, 1),
• the coefficients aij are C0,α regular,
• M is C1,α regular,
• and φ :M→ R is C1,α regular.
Proving a local regularity result, we may further, without loss of generality, assume
that Ω = B1 and M = B′1 := {x ∈ R
n × {0} : |x| ≤ 1}. Moreover, passing
from w to w˜ := η(w − φ), where η ∈ C∞0 (B1) is a cut-off function such that
{w = φ} ⋐ {η = 1}, and with slight abuse of notation dropping the tildas in the
notation, it suffices to study variational inequalities of the formˆ
B1
aij∂iw∂j(v − w)dx +
ˆ
B1
gj∂j(v − w)dx ≥ 0
for any v ∈ {v ∈W 1,20 (B1) : v ≥ 0 on B
′
1}.
(5)
with aij ∈ C0,α(B1) and g
i ∈ C0,α(B1). Without loss of generality, we will further-
more assume the following normalization condition
aij(0) = δij , gi(0) = 0 and
ai,n+1(x′, 0) = 0, i ∈ {1, · · · , n}, for all (x′, 0) ∈ B′1.
(N)
The first two equations can always be achieved by rotating, rescaling and by sub-
stracting a constant. For the off-diagonal normalization we rely on a change of
coordinates introduced by Uraltseva (page 1183 in [Ura89]). Here we note that the
change of coordinates in [Ura89] is stated for W 1,p, p > n + 1, coefficients, but it
is not hard to see from its proof that it also holds for C0,α coefficients with α ∈ (0, 1).
In the sequel, we study the regularity of w in the set-up of (5) and (N). In
addition, we investigate the free boundary Γw := ∂{x ∈ B′1 : w(x) > 0}, which
divides B′1 into the contact set Λw := {x ∈ B
′
1 : w = 0} and the non-conincidence
set Ωw := {x ∈ B′1 : w > 0}.
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1.2. Main results and ideas. In this article we study the optimal regularity of
the solution and the C1,γ regularity of the regular free boundary. Our first main
result in this context asserts that also in the framework of coefficients and obstacles
of low regularity, a similar optimal regularity result as in the isotropic situation is
valid:
Theorem 1. Let w be a solution to (5) with aij , gi ∈ C0,α(B1), α ∈ (0, 1), satis-
fying the normalization condition (N).
(i) If α ∈ (0, 1/2) ∪ (1/2, 1), then w ∈ C1,min{α,1/2}(B±1/2). Moreover, there
exists a constant C = C(n, α, ‖aij‖C0,α , ‖g
i‖C0,α) such that
‖w‖C1,min{α,1/2}(B±
1/2
) ≤ C‖w‖L2(B1).
(ii) If α = 1/2, then w ∈ C1,β(B±1/2) for any β ∈ (0, 1/2). Moreover, there
exists C = C(β, n, ‖aij‖C0,α , ‖g
i‖C0,α) such that
‖w‖C1,α(B±
1/2
) ≤ C‖w‖L2(B1).
Let us comment on this result: If α ∈ (0, 1/2) and the coefficients and inhomo-
geneities are C0,α regular, the only limitations on the regularity of the solution is
given by the elliptic regularity results away from the free boundary. If α > 1/2, the
typical obstacle type behavior kicks in and the solution is intrinsically limited in its
regularity. Due to the presence of the model solution (for the isotropic problem, in
which aij = δij)
h3/2(x) := Re(x1 + i|xn+1|)
3/2,
the limitation to C1,1/2 regularity is optimal. The situation α = 12 is interesting,
as this exactly corresponds to the borderline case, in which the first non-analytic
“eigenfunction” at the free boundary plays an important role limiting the regular-
ity. As explained in Remark 3.11 we can improve the estimate given in Theorem 1
(ii) slightly, by showing an only logarithmic loss with respect to the C1,1/2 growth
behavior, which holds for α > 1/2. In Remark 3.11 we present an example illus-
trating that this logarithmic loss is indeed optimal.
Our method of proof for Theorem 1 relies on a linearization technique, which
was developed by Andersson [And16] in the context of the Lame´ problem. The
central ideas are a perturbative analysis of the problem around the homogeneous,
constant coefficient global problem and the exploitation of the precise knowledge of
its lowest order global solutions (in the form of Liouville type results, c.f. Lemmas
2.2 and 2.3). In the main part of the argument, we thus consider the projection
of solutions to the expected global profiles at each scale, to derive a precise con-
vergence rate towards these. This is achieved by a compactness argument, which
investigates the renormalized error terms after each projection, and by the study
of the limiting problem it leads to. Here a major ingredient is the epiperimetric
inequality (c.f. Theorem 3), which was derived in [FS16] and [GPSVG16] following
the approach of Weiss [Wei99] to the classical obstacle problem. This energy based
result allows us to view our variable coefficient problem as a perturbation of the
constant coefficient, homogeneous situation. In particular, it allows us to conclude
a decay rate for the associated Weiss energy (c.f. Corollary 3.4), which in turn
yields the necessary compactness for Andersson’s linearization technique.
Following these ideas, we prove Theorem 1 in two steps. In the first step (c.f.
Section 2), we develop an almost optimal interior regularity result for solutions
(up to an arbitrarily small ǫ loss) by identifying a convergence rate of the solution
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to the leading order profile, a(xn+1)+ + b(xn+1)−, which is of linear growth (c.f.
Lemma 2.12 and Proposition 2.13). In the second step (c.f. Section 3), we establish
a quantitative convergence rate of w− (a(xn+1)+ + b(xn+1)−) to the next possible
global profile cRe(Qx′ + ixn+1)
3/2, Q ∈ SO(n), c ∈ R+ (c.f. Lemma 3.7). To
this end, we project the solution at each scale to the orthogonal complement of the
above 3/2 global profile and show that the projected functions decay substantially
faster (c.f. Lemma 3.7). Here we use the epiperimetric inequality (c.f. Theorem
3) to obtain a geometric decay of the Weiss energy along the projected functions.
This implies sufficient compactness for the linearization technique and hence enables
us to obtain the convergence rate of the blow-up families towards the global profiles.
As the second major result of the article and as a by-product of the decay
rate towards the 3/2-homogeneous global profiles, we further deduce the local C1,γ
regularity of the regular free boundary, if α > 1/2. Here the regular free boundary
consists of all points with vanishing order (in the sense of the theorem below)
strictly less than 1 + α.
Theorem 2. Let w be a solution to (5) with aij , gi ∈ C0,α(B1), α ∈ (1/2, 1),
satisfying the normalization condition (N). Assume that x0 ∈ Γw ∩B1/2 with
lim inf
r→0+
ln(‖w − ∂n+1w(x0)xn+1‖L˜2(Br))
ln r
< 1 + α.
Then there exist r0 ∈ (0, 1/2) and γ ∈ (0, 1) depending on w,α, n, ‖aij‖C0,α and
‖gi‖C0,α, such that Γw ∩Br0(x0) is a C
1,γ regular (n− 1)-dimensional manifold.
Finally, we also explain how the methods, which we use, apply to the boundary
thin obstacle problem (or Signorini problem) by a slight variation of our proof.
Here the coefficient regularity can be reduced substantially (c.f. Remark 4.3).
1.3. Background. The study of the regularity properties of the thin obstacle prob-
lem has a long tradition, dating back to the works of Lewy [Lew72] and Richardson
[Ric78], who established the optimal regularity result for the two-dimensional prob-
lem by means of complex analysis techniques. Subsequently, the full higher dimen-
sional problem was studied in different generalities by various authors, including
the articles of Caffarelli [Caf79], Kinderlehrer [Kin81] and Uraltseva [Ura87]. Of
these, the work of Uraltseva implied the most general results: Working with W 1,p
coefficients and Lp inhomogeneities with p > n + 1, she showed the C1,α regu-
larity of solutions to the thin obstacle problem, however with an undetermined
value α ∈ (0, 1). In their seminal articles Athansopoulos and Caffarelli [AC06] and
Athansopoulos, Caffarelli and Salsa [ACS08] for the first time identified and proved
the optimal C1,1/2 regularity in the isotropic, constant coefficient situation without
inhomoneity. Here the authors introduced Almgren’s frequency function as a cru-
cial new tool yielding sufficient compactness to carry out a blow-up analysis of the
problem.
While the constant coefficient (and the high regularity) situation was studied thor-
oughly subsequently [Gui09], [CSS08], [GP09], [FS16] (c.f. also [PSU12] for further
references), the variable coefficient situation with low coefficient regularity was only
addressed more recently [GSVG14], [GPSVG16], [KRS16], [KRS15]. In this context
all the cited articles either relied on a very careful analysis of Almgren’s frequency
formula or Carleman estimates as a replacement of this. As these tools are however
limited to the setting of W 1,p with p = ∞ and p > n + 1 coefficient regularity,
respectively, the situation of only Ho¨lder continuous coefficients had been out of
their scope.
A robust, new line of thought was however introduced by Andersson [And13],
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[And16] in the context of the Lame´ system, where he implemented a linearization
technique. Our strategy of proof combines his ideas with energetic arguments – in
the form of the Weiss energy and the epiperimetric inequality – to derive optimal
regularity results for the scalar thin obstacle problem with only Ho¨lder continuous
coefficients.
1.4. Outline. The remainder of the article is organized as follows: In Section 2 we
study the almost optimal regularity properties of solutions to the variable coefficient
thin obstacle problem. Here we argue in two steps, first establishing the almost
Lipschitz regularity (c.f. Lemma 2.4) as the main conclusion of Section 2.1 and then
proceed in Section 2.2 to the full almost optimal regularity result (c.f. Proposition
2.13). With this preparation, in Section 3, which is the central part of our argument,
we investigate the optimal regularity of solutions (c.f. Theorem 4). Again this
discussion is split into two parts: We first recall and discuss the Weiss energy
and its relation to the epiperimetric inequality (c.f. Theorem 3). In particular,
we show that even for our variable coefficient situation it is possible to derive a
decay rate for the Weiss energy by relying on the epiperimetric inequality from
[FS16] (c.f. Corollary 3.8). With this at hand, we then combine Andersson’s
compactness method with the quantitative decay of the Weiss energy to deduce a
decay rate of solutions to the variable coefficient thin obstacle problem towards the
3/2-homogeneous profile (c.f. Lemma 3.7). This then allows us to derive the desired
optimal regularity result in Theorem 4. In Section 4 we then further exploit the
decay estimate from Lemma 3.7 to infer the regularity of the regular free boundary
(c.f. Theorem 5). Finally, we conclude the article by providing the proof of Lemma
2.2 in the Appendix, Section 5.
2. Almost Optimal Regularity
In this section we prove the almost optimal regularity of solutions to the thin
obstacle problem (c.f. Proposition 2.13). The argument for this relies on the com-
pactness method of proving regularity, as introduced by Andersson [And16], and
the precise understanding of global solutions to the constant coefficient thin obsta-
cle problem. In order to implement this strategy, in Section 2.1 we first establish
some sufficient (i.e. sublinear) initial regularity, for which we rely on energy esti-
mates as in [AU88] (c.f. Lemma 2.1) in combination with compactness ideas as in
Andersson (c.f. Lemma 2.4). In the second part of this section (c.f. Section 2.2)
we then carry out Andersson’s compactness argument (c.f. Lemma 2.12).
2.1. Almost linear regularity. In this section we establish some initial regularity
for solutions to (5). These results, which rely on ideas of Arkhipova and Uraltseva
[AU88] and Andersson [And16], allow us to rely on pointwise estimates for solutions
to the variable coefficient thin obstacle problem in the later sections. As a major
tool we also prove a Liouville type result (c.f. Lemma 2.3). In the following sections
it will play a central role.
We begin by recalling the C0,β regularity estimates due to Arkhipova and Uralt-
seva [AU88]:
Lemma 2.1. Let w be a solution to the variable coefficient thin obstacle problem
(5) in B1 with a
ij , gi ∈ C0,α(B1) for some α ∈ (0, 1). Further assume that the
condition (N) is satisfied. Then, for some β ∈ (0, 1) we have that w ∈ C0,β(B1/2)
and
‖w‖C0,β(B1/2) ≤ C‖w‖L2(B1), C = C(‖a
ij‖C0,α , ‖g
i‖C0,α , n, α).
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Proof. We only sketch the proof, as it can be found in the articles of Arkhipova and
Uraltseva, in particular in [AU88]. We consider the following penalized problem
∂ia
ij∂jw
ǫ = −∂ig
i in B1,
∂ν+w
ǫ + ∂ν−w
ǫ = −βǫ(w
ǫ) on B′1,
wǫ = 0 on ∂B1,
(6)
where ǫ > 0 is a small parameter, βǫ : R → (−∞, 0), β′ǫ ≥ 0, βǫ(t) = 0 for t ≥ 0
and βǫ(t) = ǫ + t/ǫ for t ≤ −2ǫ2. We work with (6) in its weak formulationˆ
B1
aij∂iw
ǫ∂jηdx = −
ˆ
B′1
βǫ(w
ǫ)ηdx′ −
ˆ
B1
gi∂iηdx, ∀η ∈ C
∞
0 (B1).(7)
It is classical that an energy solution to this problem exists. Indeed, since β′ǫ ≥ 0,
the operator
Aǫ : W
1,2
0 (B1)→ W
−1,2(B1),
〈Aǫu, η〉 =
ˆ
B1
aij∂iu∂jηdx +
ˆ
B′1
βǫ(u)ηdx
′,
is monotone. Moreover, it is not hard to check that it is bounded and coercive,
i.e. 〈Aǫu, u〉 ≥ λ‖u‖W 1,20 (B1)
. Thus existence follows from the Brouwer fixed point
theorem (c.f. [Lio76]).
With this at hand, we next derive the uniform (in ǫ) regularity of the solu-
tion wǫ. First using the weak formulation, it is immediate to deduce the uniform
boundedness of wǫ in W 1,2(B1) (the weak formulation of the equation gives the
homogeneous W 1,2 bound; the boundary data and an application of Poincare´’s
inequality the corresponding L2 estimate). Next we consider the test functions
η± := (w
ǫ ∓ k)+ζ2, where k ∈ R+ and ζ denotes a cut-off function supported in
Bρ(0). This yields that for Ak,ρ := {x ∈ Bρ : wǫ(x) ≥ k} and ρ ∈ (0, 1/2)ˆ
Ak,ρ
|∇wǫ|2ζ2dx ≤ C
ˆ
Ak,ρ
(wǫ ∓ k)2+|∇ζ|
2dx+ C‖gi‖L∞ |Ak,ρ|.
Invoking Theorem 5.2 in [LU68] implies that wǫ ∈ L∞(B1) with ‖wǫ‖L∞(B1) ≤ C,
where C = C(n, λ,Λ, ‖gi‖L∞(B1), ‖w
ǫ‖L2(B1)). Then an application of Theorem
6.1 in [LU68] results in wǫ ∈ C0,β(B1/2) for some β ∈ (0, 1) with a norm, which
only depends on ‖wǫ‖L2(B1). As ‖w
ǫ‖L2(B1) ≤ C‖g
i‖L2(B1), this is in particular
independent of the parameter ǫ.
Finally, we prove the convergence of wǫ to w. This relies on two ingredients:
(i) By the previous bounds, we infer that there exists a function wˆ ∈W 1,2(B1)
such that wǫ → wˆ weakly in W 1,2(B1), and strongly both in L2(B1) and
L2(∂B1). We claim that wˆ ≥ 0 for Hn a.e. x ∈ B′1.
(ii) The function wˆ satisfies the variational inequality (5).
To obtain (i), we insert the function η = wǫζ2, with ζ ∈ C∞0 (B1) being a cut-off
function, into (7). This implies thatˆ
B′1
βǫ(w
ǫ)wǫζ2dx ≤ C
(
‖wǫ‖2W 1,2(B1) + ‖g‖
2
L2(B1)
)
≤ C‖g‖2L2(B1).
Hence, for all δ > 0 the definition of βǫ entails that
Hn ({wǫ(·, 0) < −δ} ∩ {ζ = 1}) δ(δ − ǫ2) ≤ Cǫ,
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which yields the claim of (i).
To deduce (ii), we use the test function η = wǫ − v in (7) for an arbitrary function
v ∈ W 1,2(B1), which satisfies v = wǫ = 0 on ∂B1 and v ≥ 0 on B′1. Invoking
the monotonicity of βǫ and using that v ≥ 0 on B
′
1, we obtain βǫ(w
ǫ)(wǫ − v) =
(βǫ(w
ǫ)− βǫ(v))(wǫ − v) ≥ 0. This leads to the inequalityˆ
B1
aij∂iw
ǫ∂j(w
ǫ − v)dx +
ˆ
B1
gi∂i(w
ǫ − v)dx ≤ 0.
Passing to the limit and using weak lower semicontinuity thus results inˆ
B1
aij∂iwˆ∂j(wˆ − v)dx +
ˆ
B1
gi∂i(wˆ − v)dx ≤ 0.
By virtue of the choice of v and the boundary data of wˆ, this however implies that
wˆ is a solution to the same variational inequality as w. By uniqueness this therefore
yields the identity wˆ = w. 
We next seek to upgrade the C0,β estimates for w to its almost Lipschitz reg-
ularity. To this end, we rely on a Liouville theorem (c.f. Lemma 2.3), which will
also play a crucial role in the later sections. In order to prove the Liouville theo-
rem, we rely on a classification result for solutions to the following linear, mixed
Dirichlet-Neumann boundary value problem:
Lemma 2.2 (Linear classification result). Let v ∈ W 1,2(B1) be a solution of the
following linear mixed boundary value problem:
∆v = 0 in B±1 ,
∂+n+1v + ∂
−
n+1v = 0 on B
′
1 ∩ {xn > 0},
v = 0 on B′1 ∩ {xn ≤ 0}.
(8)
Then,
v(x) =
∞∑
j=1
ajqj(x),
where the functions qj are homogeneous functions of the order j/2.
We further remark that the functions qj are orthogonal with respect to the L
2(B1),
the L2(∂B1) and the W
1,2(B1) inner products.
Moreover, if v ∈ W 2,2(B±1 ), we have that a1 = 0.
The proof of this lemma follows from an analogous result of Andersson’s (c.f.
[And16], Lemma 6.2) and is postponed to the Appendix, c.f. Section 5.
Relying on the previous classification result, we formulate and prove the following
central Liouville type theorem for the thin obstacle problem. The key ingredient
here is the Friedland-Hayman inequality (c.f. [FH76]): It allows us to show that
global solutions with subquadratic growth at infinity are two-dimensional. Anal-
ogous results for the boundary thin obstacle problem are known (c.f. Lemma 5.1
in [And16] and also Proposition 9.9 in [PSU12]). The proof for the interior thin
obstacle problem uses the same idea, but with the modification that we do not have
even symmetry about xn+1 at hand.
Lemma 2.3 (Liouville). Let w ∈ W 1,2loc (R
n+1) be a global solution to the thin
obstacle problem for aij = δij , i.e. suppose that for any R ≥ 1,ˆ
BR
∇w · ∇(v − w)dx ≥ 0,
for all v ∈ {v ∈ W 1,2(BR) : v ≥ 0 on B
′
R, v = w on ∂BR}.
(9)
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(i) Assume that sup
BR
|w| ≤ CRβ for R → ∞ and some β ∈ (0, 1). Then
w(x) = c for some constant c ≥ 0.
(ii) Assume that sup
BR
|w| ≤ CRβ for R → ∞ and some β ∈ (0, 3/2). Then,
w(x) = a|xn+1| + bxn+1 or w(x) = c for some constants a, b, c ∈ R with
a ≤ 0 and c ≥ 0.
(iii) Assume that sup
BR
|w| ≤ CRβ for R → ∞ and some β ∈ (0, 2), and that
0 ∈ Γw. Then, w(x) = bxn+1 + dRe(Qx′ + i|xn+1|)3/2 for some constants
b, d ∈ R and a rotation Q.
In particular, in both cases (i) and (ii) we have Γw = ∅.
We remark that as formulated the Liouville theorem is much stronger than
needed for our first application in Lemma 2.4. We will however use it in many
further instances in the sequel and have thus stated the result in its full strength
here.
Proof. By the regularity properties of solutions to the thin obstacle problem with
constant coefficients, we have that w ∈ W 2,2loc (R
n+1
± ) and
sup
BR
|∇w| ≤
C
R
sup
B2R
|w| ≤ CRβ−1, R > 1.
Observe that (∂iw)
+ and (∂iw)
− with i ∈ {1, · · · , n} are subharmonic with sub-
linear growth at infinity (by the assumption that β < 2). Thus, by the Friedland-
Hayman inequality [FH76], the tangential derivatives ∂iw have a sign, i.e. for each
i ∈ {1, · · · , n} either
∂iw ≥ 0 or ∂iw ≤ 0
in the whole space Rn+1. This implies that w is two-dimensional.
We study the corresponding global problem in two dimensions. Without loss of
generality we assume that w(x) = w(x1, xn+1). We distinguish three cases: Ω =
R
n × {0}, Λ = Rn × {0} and Γw 6= ∅:
(i) We assume that Ω = Rn × {0}. In this case w is a weak solution to the
Laplace equation in the whole space. By interior regularity, this implies
that it is a classical solution in the whole space. Hence, invoking the growth
assumption, we infer that the only possible solutions are the affine ones.
(ii) Next, we suppose that Λ = Rn × {0}. By an odd reflection of the solution
in the upper half space and by invoking the subquadratic growth at infinity,
we obtain that the resulting function w+(x) has to be a linear function in
xn+1. A similar result holds for the oddly reflected solution of the lower
half-space w−(x). Therefore,
w(x) = a(xn+1)+ + b(xn+1)− for a, b ∈ R.
(iii) We finally consider the situation, in which ∅ 6= Γw ⊂ Rn × {0}. Without
loss of generality, we consider the restriction of w and Γw onto the two-
dimensional subspace spanned by the e1 and en+1 directions. We first
claim that Γw can at most consist of a single point. This is a consequence
of ∂1w ≥ 0 on {xn+1 = 0} (which implies that w(x′, 0) ≥ w(xˆ1, 0) > 0 for
all x′ > xˆ1, xˆ1 ∈ Ωw = {(x1, 0) : w(x1, 0) > 0}). Thus the free boundary
Γw consists of only one point, which we assume to be the origin. By Lemma
2.2 and Remark 5.1 the two-dimensional function w has the form,
w(x) = bxn+1 + dRe(x1 + i|xn+1|)
3/2.
This yields the representation claimed in (iii).
If β ∈ (0, 3/2), we in addition deduce that d = 0. This however is be in
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contradiction with the assumption that Γw 6= ∅. Thus, with the growth
assumptions as in (i), (ii) from above, we infer that the case Γw 6= ∅ cannot
occur.
This concludes the proof. 
With the result of Lemma 2.1 and Lemma 2.3 at hand, we proceed to the almost
Lipschitz regularity of solutions to (5):
Lemma 2.4. Let w be a solution to the thin obstacle problem with ‖w‖L2(B1) = 1.
Assume that aij ∈ C0,α(B1) and gi ∈ C0,α(B1) for some α ∈ (0, 1). Further
suppose that the normalization assumption (N) is satisfied. Then for any β ∈ (0, 1)
there exists C = C(β, ‖aij‖C0,α , ‖g
i‖C0,α , n) > 0 such that
sup
Br(x0)
|w| ≤ Crβ , ∀r ∈ (0, 1/4), ∀x0 ∈ B1/2 ∩ Γw.
Proof. Without loss of generality we assume that 0 ∈ Γw and first show the estimate
at the origin. The argument for the other free boundary points follows similarly.
We assume that the conclusion were wrong: Then there existed β ∈ (0, 1) and a
sequence of solutions wk with ‖wk‖L2(B1) = 1 and w
k(0) = 0, and radii rk such
that
sup
Brk
|wk| = krβk and sup
BR
|wk| ≤ kRβ for any R ≥ rk.
By Lemma 2.1, supBrk
|wk| ≤ Crβ˜k for some β˜ ∈ (0, 1) and for some universal
constant C > 0. This together with the contradiction assumption implies that
rk → 0+.
Now we consider the blow-up w˜k(x) := w
k(rkx)
krβk
. The choice of rk yields that
sup
BR˜
|w˜k| ≤ R˜β for all R˜ > 1, and sup
B1
|w˜k| = 1.(10)
Furthermore, by Lemma 2.1, the functions w˜k are uniformly bounded inW 1,2loc (R
n+1)
and C0,β˜loc (R
n+1). Thus up to a subsequence, w˜k → w0 weakly in W
1,2
loc (R
n+1) and
strongly in C0,βloc (R
n+1) for all β ∈ (0, β˜). We claim that for any R > 0 the limiting
function w0 is a solution to (9). In order to observe this, we note that the functions
w˜k solve ˆ
B1/rk
aij(rk·)∂iw˜
k∂jηdx+
ˆ
B1/rk
r1−βk
k
gi(rkx)∂iηdx ≥ 0
for all η ∈ C∞0 (B1/rk) such that η + w˜
k ≥ 0 on B′1/rk .
We consider a test function η which is admissible with respect to w0, i.e. η ∈
C∞0 (BR) and w0 + η ≥ 0 on B
′
R. We claim that it is possible to find a sequence
ηk ∈ C∞0 (BR) such that ηk is an admissible test function for w˜
k in BR, i.e. ηk+w˜k ≥
0 on B′R, and moreover satisfies ηk → η strongly in W
1,2(BR). Indeed, this is a
consequence of the uniform convergence of w˜k to w0 in BR: If ‖w˜k−w0‖L∞(BR) ≤ ǫ,
one can for instance consider the functions ηk(x) := η(x) + ǫ + ϕk(x). Here ϕk is
a C∞ function interpolating between zero and ǫ, chosen such that ηk has compact
support in BR and a gradient that is controlled in terms of the quotient ǫ/d, where
d denotes the distance of supp(η) from the boundary of BR.
Thus, using the continuity of aij and gi and the normalization assumption (N), the
limit w0 satisfiesˆ
Rn+1
∇w0 · ∇ηdx ≥ 0 for all η ∈ C
∞
0 (R
n+1) with η + w0 ≥ 0.
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By a density argument this implies that w0 is indeed a solution to (9).
By virtue of (10) and the locally uniform convergence, we further infer that for
some β ∈ (0, 1)
sup
BR
|w0| ≤ R
β for any R > 1 and sup
B1
|w0| = 1.
Then however the Liouville type result from Lemma 2.3 in combination with w0(0) =
0 yields that w0 ≡ 0 in Rn+1. This is a contradiction to our normalization and the
strong convergence. 
The almost linear growth estimate at the free boundary together with the stan-
dard elliptic estimates away from the free boundary implies the almost Lipschitz
regularity of the solution. Since the argument is standard, we do not repeat it here
but refer to the proof of Proposition 4.22 in [KRS16] for example.
2.2. Almost optimal regularity. In this section, we implement the compactness
argument from [And16] to upgrade the regularity result for our solutions to the
variable coefficient thin obstacle problem from C0,γ with γ ∈ (0, 1) to the almost
optimal C1,β , with β ∈ (0,min{1/2, α}), regularity (c.f. Proposition 2.13). As
already in the proof of Lemma 2.4, the Liouville theorem from Lemma 2.3 plays an
important role in this.
Analyzing solutions of the variable coefficient thin obstacle problem around the
free boundary and expecting that there the solutions to leading order behave like
linear functions, we introduce the following notation:
Definition 2.5 (Projections). Let
P = {ℓ : Rn+1 → Rn+1 : ℓ(x) = a0xn+1, a0 ∈ R}.
We use Pr(u, r, x0) to denote the L
2 projection of u ∈ L2(Br(x0)) onto P. More
precisely, Pr(u, r, x0) ∈ P satisfies
‖u− Pr(u, r, x0)‖L˜2(Br(x0)) = infp∈P
‖u− p‖L˜2(Br(x0)),
where here and in the sequel, ‖ · ‖L˜2(Ω) :=
1
|Ω|‖ · ‖L2(Ω) for bounded Ω ⊂ R
n+1. If
x0 is the origin, we abbreviate Pr(u, r) := Pr(u, r, 0) for simplicity.
Connecting the possible blow-up solutions and the projections from Definition
2.5, we make the following remark:
Remark 2.6. If u0(x) = a0(xn+1)+ − a1(xn+1)− for some constants a0, a1 with
a0 − a1 ≤ 0, then a direct computation yields that
Pr(u0, r) =
a0 + a1
2
xn+1 for all r ∈ (0, 1),
and (u0 − Pr(u0, r))(x) =
a0−a1
2 |xn+1|.
In the next three lemmata, we collect properties of the projections, which will
play an important role in our further discussion:
Lemma 2.7. Let w ∈ L2loc(R
n+1) and suppose that for a small constant µ ∈ (0, 1),
and for all R ≥ 1
‖w − Pr(w,R)‖L˜2(BR) ≤ µ‖w‖L˜2(BR).(11)
Then for any β > 0, a sufficiently small choice of µ = µ(β) > 0 yields
‖w‖L˜2(BR) ≤ R
1+β‖w‖L˜2(B1) for all R ≥ 2.
Remark 2.8. As the lemma is formulated as a growth result for large R, we em-
phasize that is is of particular interest for β > 0 being a small constant.
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Proof. For all R ≥ 1, our assumption (11) implies
1
1 + µ
‖Pr(w,R)‖L˜2(BR) ≤ ‖w‖L˜2(BR) ≤
1
1− µ
‖Pr(w,R)‖L˜2(BR).(12)
Furthermore,
µ‖w‖L˜2(B2R) ≥ 2
(n+1)/2‖w − Pr(w, 2R)‖L˜2(BR)
≥ 2(n+1)/2‖Pr(w,R) − Pr(w, 2R)‖L˜2(BR) − 2
(n+1)/2‖w − Pr(w,R)‖L˜2(BR)
≥ 2(n+1)/2‖Pr(w,R) − Pr(w, 2R)‖L˜2(BR) − µ2
(n+1)/2‖w‖L˜2(BR),
which upon rearrangement results in
2(n+1)/2‖Pr(w,R) − Pr(w, 2R)‖L˜2(BR) ≤ µ
(
‖w‖L˜2(B2R) + 2
(n+1)/2‖w‖L˜2(BR)
)
.
(13)
Let Pr(w,R) =: aRxn+1 for some constant aR ∈ R. We note that as µ < 1, we in
particular obtain aR 6= 0 and infer the identities
‖Pr(w,R)‖L˜2(BR) = R|aR|,
‖Pr(w,R)− Pr(w, 2R)‖L˜2(BR) = R|aR − a2R|.
Using (12) and (13), we hence deduce that
2(n+1)/2|aR − a2R| ≤
µ
1− µ
(
a2R + 2
(n+1)/2aR
)
.(14)
We define a constant σR by setting a2R =: σRaR. The inequality (14) then implies
that
1− τ(µ) ≤ σR ≤ 1 + τ(µ),
for some τ(µ) which can be arbitrarily close to 0 (independently of R ≥ 1), if µ is
chosen sufficiently small. Thus,
‖w‖L˜2(B
2kR
) ≤
1
1− µ
‖Pr(w, 2kR)‖L˜2(B
2kR
) ≤
2kR|a2kR|
1− µ
≤
2kR(1 + τ(µ))k|aR|
1− µ
≤
1 + µ
1− µ
2k(1 + τ(µ))k‖w‖L˜2(BR).
Therefore for any β > 0 there exists sufficiently small µ = µ(β) > 0 (e.g. one can
take µ such that 1+µ1−µ (1 + τ(µ))
k ≤ 2kβ), such that if (11) is satisfied, then
‖w‖L˜2(BR) ≤ R
1+β‖w‖L˜2(B1) for all R ≥ 2.

As a second key property of the projections, we note the following orthogonality
result:
Lemma 2.9 (Orthogonality). Let wk : B1 → R be a sequence of functions in
L2(B1). Assume that
‖wk − Pr(wk, 1)‖L˜2(B1) =: δk → 0,
and that
vk(x) :=
wk − Pr(wk, 1)
δk
⇀ v0 in L
2(B1).
Then, Pr(v0, 1) = 0.
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Proof. As Pr(wk, 1) denotes the best linear approximation to wk, we have that for
all k ∈ N ˆ
B1
xn+1(wk − Pr(wk, 1))dx = 0.
In particular,
´
B1
xn+1vkdx = 0. Using the weak convergence of vk to v0 hence
results in
´
B1
xn+1v0dx = 0. The claim now follows by exploiting this orthogonality:
‖v0 − axn+1‖
2
L˜2(B1)
= ‖v0‖
2
L˜2(B1)
+ a2‖xn+1‖
2
L˜2(B1)
≥ ‖v0‖
2
L˜2(B1)
.

Remark 2.10. We stress that the previous lemma and its proof do not build on
special properties of the projections onto the space P of linear polynomials, but is a
property that is enjoyed by all (L2) projections onto finite dimensional, closed cones
(where the notion of orthogonality is suitably adapted to the corresponding set-up).
In Section 3 we will frequently use this in the context of the space E (c.f. Definition
3.1).
Finally, as a last auxiliary result before addressing the actual growth estimates
for solutions to the thin obstacle problem, we exploit the almost linear growth (c.f.
Lemma 2.4), in order to deduce bounds on the projections to normalized solutions
to the variable coefficient thin obstacle problem:
Lemma 2.11. Let w : B1 → R be a solution to the variable coefficient thin obstacle
problem with aij , gi ∈ C0,α(B1) for some α ∈ (0, 1), satisfying the normalization
condition (N). Assume that ‖w‖L˜2(B1) = 1 and that u(0) = 0. Let r ∈ (0, 1) and
define ar :=
|Pr(w,r)|
|xn+1|
. Then, for any ǫ ∈ (0, 1) and any r ∈ (0, 1/2)
ar ≤ C(ǫ, ‖g‖C0,α , ‖a
ij‖C0,α)r
−ǫ.
Proof. Lemma 2.4 yields that w ∈ C0,β(B1/2) for all β ∈ (0, 1) and that
sup
Br
|w| ≤ Crβ , C = C(β, n, ‖aij‖C0,α , ‖g
i‖C0,α).
Using that |Pr(w, r)| ≤ C sup
Br
|w| and choosing β ∈ (0, 1) sufficiently close to one,
thus implies the desired result. 
With these auxiliary results at hand, we now proceed to a first central growth
estimate for solutions to the thin obstacle problem around the free boundary. This
provides the basis for the almost optimal regularity result of Proposition 2.13:
Lemma 2.12. Let w be a solution to the variable coefficient thin obstacle problem
with aij , gi ∈ C0,α(B1) satisfying the normalization condition (N). Assume that
‖w‖L˜2(B1) = 1 and that 0 ∈ Γw. Then for all β ∈ (0,min{α, 1/2}) there exists
C = C(n, ‖aij‖C0,α , ‖g
i‖C0,α , β, α) such that for any r ∈ (0, 1/2)
‖w − Pr(w, r)‖L˜2(Br) ≤ Cr
1+β .
Proof. We first give an outline of the proof for the convenience of the reader. Sup-
pose that the statement were wrong. Then there existed a parameter β ∈ (0, α), a
sequence rk of radii and a sequence wk of solutions to the variable coefficient thin
obstacle problem with ‖wk‖L˜2(B1) = 1, 0 ∈ Γwk , a
ij
k and g
i
k satisfying (N), such
that
‖wk − Pr(wk, rk)‖L˜2(Brk )
≥ kr1+βk .
THE THIN OBSTACLE PROBLEM WITH HO¨LDER COEFFICIENTS 13
Note that by Lemma 2.4 this implies that rk → 0. Furthermore, we can choose
rk > 0 such that
‖wk − Pr(wk, r)‖L˜2(Br) ≤ kr
1+β for all r ∈ [rk, 3/4],
‖wk − Pr(wk, rk)‖L˜2(Brk )
= kr1+βk .
(15)
We consider the normalized error term
vk(x) :=
(wk − Pr(wk, rk))(rkx)
‖wk − Pr(wk, rk)‖L˜2(Brk )
(16)
and proceed in three steps to show that our initial contradiction assumption was
false.
In Step 1 we show that the functions vk converge to v0 along a subsequence, where
v0 is a global solution to (9) with ‖v0‖L˜2(B1) = 1 and v0(x) = a0|xn+1| for some
a0 < 0. The compactness of vk (c.f. Step 1a) follows by our choice of rk and the
interior Ho¨lder estimate from Lemma 2.11. The classification of v0 is proved in
Step 1b, where the key is to show that v0 has less than R
3/2 growth for large R.
In Steps 2 and 3 we use the fact that x = 0 is a free boundary point of wk and
the Signorini condition (4) to obtain a contradiction. More precisely, in the non-
conincidence set Ωwk we have (∂ν+ + ∂ν−)wk = 0. This together with Step 1 and
an argument of continuity implies that for µ > 0 small, there exist sk and xk such
that the limit of
v˜k(x) :=
(wk − Pr(wk, skrk, xk))(skrkx+ xk)
‖wk − Pr(wk, skrk, xk)‖L˜2(Bskrk (xk))
has distance µ to the profile γ|xn+1|, i.e.
inf
γ∈R
‖v˜0 − γ|xn+1|‖L˜2(B1) = µ, v˜0 = limk→∞
v˜k.
This is however a contradiction, because if µ > 0 is sufficiently small, one can apply
Lemma 2.3 and an orthogonality argument to show that v˜0(x) = b|xn+1|.
Step 1: Blow-Up. Let vk be as (16). We show that there exists a subsequence
rk → 0 such that vk → v0 in L
2
loc, where v0 is a global solution to the constant
coefficient thin obstacle problem in the sense of the variational inequality (9). Fur-
thermore, v0 satisfies the growth condition
sup
BR
|v0| ≤ CR
1+β, R ≥ 1.(17)
By Lemma 2.3 and the orthogonality argument from Lemma 2.9 this then implies
that
v0(x) = a0|xn+1| for some a0 < 0.
Argument for Step 1:
Step 1a: Compactness. We note that by the normalization (15), vk satisfies
‖vk‖L˜2(B1) = 1 and ‖vk‖L˜2(BR) ≤ R
1+β for all R > 1. Furthermore, it solves the
variational inequalityˆ
B1/rk
aijk (rk·)∂jvk∂i(v − vk)dx+
ˆ
B1/rk
g˜ik∂i(v − vk)dx ≥ 0,
for all v ∈ {v ∈ W 1,2(B1/rk) : v ≥ 0 on B
′
1/rk
, v = vk on ∂B1/rk},
(18)
where
gˆik(x) =
rkg
i
k(rkx)
‖wk − Pr(wk, rk)‖L˜2(Brk )
+
rk(a
i,n+1
k (rkx)− δ
i,n+1)∂n+1 Pr(wk, rk)
‖wk − Pr(wk, rk)‖L˜2(Brk )
.
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By (15), the Ho¨lder continuity of gik and a
ij
k , the normalization condition (N) and
by the fact that |∂n+1 Pr(wk, rk)| ≤ Cǫr
−ǫ
k (c.f. Lemma 2.11), we deduce the bound
‖gˆik‖L˜2(B1) ≤ [g
i
k]C0,α(B1)r
α−β
k k
−1 + Cǫr
α−β−ǫ
k k
−1[aij ]C0,α(B1).(19)
If ǫ = α − β in (19), we therefore obtain that the limit of gˆik as k → ∞ is zero
and that the functions gˆik are uniformly bounded in C
0,α. Thus by Lemma 2.1 and
Lemma 2.4 {vk}k∈N is uniformly bounded in W 1,2(BR) and in C0,β(BR) for any
β ∈ (0, 1) and for any (arbitrary but fixed) R > 0. Therefore up to a subsequence,
vk → v0 locally uniformly in C
0,β(BR) and weakly in W
1,2(BR) for each fixed
R > 1. Furthermore, v0 is a solution to the constant coefficient thin obstacle
problem, i.e. it satisfies the variational inequality (9).
To derive the latter, we observe that by a density argument it suffices to show that
for each η ∈ C∞0 (BR) with v0 + η ≥ 0 on B
′
R,ˆ
BR
∇v0 · ∇ηdx ≥ 0.(20)
In order to prove this, we use that vk satisfies the variational equality (18) in the
following form: For all R ∈ (0, 1/rk)ˆ
BR
aijk (rk·)∂jvk∂i(v − vk)dx+
ˆ
BR
gˆik∂i(v − vk)dx ≥ 0,
for all v ∈ {v ∈ W 1,2(BR) : v ≥ 0 on B
′
R, v = vk on ∂BR},
(21)
for which we have used that vk is a local minimizer in our convex constraint set.
An argument as in the proof of Lemma 2.4 thus leads to (20).
Step 1b: Growth. We begin by showing the growth estimate (17). To this end,
it suffices to produce an analogous growth estimate for vk, as it carries over to the
limit by strong convergence. We write
vk(Rx) =
(wk − Pr(wk, rk))(rkRx)
‖wk − Pr(wk, rk)‖L˜2(Brk )
=
(wk − Pr(wk, rkR))(rkRx)
‖wk − Pr(wk, rk)‖L˜2(Brk )
+
(Pr(wk, rkR)− Pr(wk, rk))(rkRx)
‖wk − Pr(wk, rk)‖L˜2(Brk )
.
Thus,
‖vk‖L˜2(BR) ≤
‖wk − Pr(wk, rkR)‖L˜2(BrkR)
‖wk − Pr(wk, rk)‖L˜2(Brk )
+
‖Pr(wk, rkR)− Pr(wk, rk)‖L˜2(BrkR)
‖wk − Pr(wk, rk)‖L˜2(Brk )
.
We seek to show that for each R ≥ 1
‖wk − Pr(wk, rkR)‖L˜2(BrkR)
‖wk − Pr(wk, rk)‖L˜2(Brk )
≤ CR1+β ,(22)
‖Pr(wk, rkR)− Pr(wk, rk)‖L˜2(BrkR)
‖wk − Pr(wk, rk)‖L˜2(Brk )
≤ CR1+β .(23)
Equations (22) and (23) then imply (17).
To show (22), for simplicity we abbreviate fk(r) := ‖wk − Pr(wk, r)‖L˜2(Br).
We recall that by the choice of rk in (15), we have
fk(Rrk) ≤ k(rkR)
1+β and fk(rk) = kr
1+β
k .
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As a consequence, for R ≥ 1
fk(Rrk)
fk(rk)
≤
kR1+βr1+βk
fk(rk)
= R1+β.
This proves the bound (22).
To show (23), we rewrite
‖Pr(wk, rkR)− Pr(wk, rk)‖L˜2(BrkR)
‖wk − Pr(wk, rk)‖L˜2(Brk )
=
fk(Rrk)
fk(rk)
‖Pr(wk, rkR)− Pr(wk, rk)‖L˜2(BrkR)
fk(rkR)
=
fk(Rrk)
fk(rk)
R‖(Pr(wk, rkR)− Pr(wk, rk))(rk·)‖L˜2(B1)
fk(rkR)
≤ R2+β
‖(Pr(wk, rkR)− Pr(wk, rk))(rk ·)‖L˜2(B1)
fk(rkR)
.
(24)
We define (for fixed 1 < R < 12rk )
uk(x) :=
(wk − Pr(wk, Rrk))(rkx)
fk(rkR)
.
Then ‖uk‖L˜2(BR) = 1 and we note that
‖(Pr(wk, rkR)− Pr(wk, rk))(rk·)‖L˜2(B1)
fk(rkR)
= ‖Pr(uk, 1)‖L˜2(B1).
To estimate uk, we observe that it is a solution of the thin obstacle problemˆ
B1/rk
aijk (rk·)∂juk∂i(v − uk)dx+
ˆ
B1/rk
g˜ik∂i(v − uk)dx ≥ 0,
for all v ∈ {W 1,2(B1/rk) : v ≥ 0 on B
′
1/rk
, v = uk on ∂B1/rk},
where
g˜ik(x) =
rkg
i
k(rkx)
f(rkR)
+
rk(a
i,n+1
k (rkx) − δ
i,n+1)∂n+1 Pr(wk, rkR)
f(rkR)
.
By the C0,α regularity of aijk , g
i
k, assumption (N) and by the observation that
R
n+1
2 f(rkR) ≥ f(rk) = kr
1+β
k we hence obtain that
‖g˜ik‖L∞(BR) ≤
rα−βk R
α+n+12
k
[gik]C0,α(B1) +
rα−βk |arkR|R
1+α+n+12
k
[aij ]C0,α(B1).
(25)
Here arkR is defined by Pr(wk, rkR) =: arkRxn+1. By Lemma 2.11, |arkR| ≤
Cǫ(rkR)
−ǫ for R ∈ (0, 1/(2rk)). Thus by choosing ǫ = α− β, we infer the uniform
(in k) boundedness of g˜ik in BR and the vanishing of the inhomogeneity g˜
i
k in the
limit as k → ∞. Arguing similarly one can show that g˜ik is uniformly bounded in
C0,α(BR).
Therefore, Lemma 2.1 and Lemma 2.4 imply that ‖uk‖W 1,2(BR′) + ‖uk‖C0,β(BR′ ) ≤
CR,R′‖uk‖L2(BR) for any R
′ < R. Hence, up to a subsequence, uk ⇀ u0 in
W 1,2(BR′), uk → u0 uniformly in BR′ and uk ⇀ u0 weakly in L2(BR). Fur-
thermore, by a similar argument as in Step 1a, u0 is a solution to the constant
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coefficient thin obstacle problem in BR, i.e. it satisfies the variational inequalityˆ
BR
∇u0 · ∇(v − u0)dx ≥ 0,
for all v ∈ {v ∈ W 1,2(BR) : v ≥ 0 on B
′
R, v = u0 on ∂BR}.
The uniform convergence and the normalization uk(0) = 0 for all k imply that
u0(0) = 0. Using the known linear growth of the constant coefficient solution u0 at
Λu0 (c.f. [PSU12]) and noting that ‖u0(R·)‖L˜2(B1) = ‖u0‖L˜2(BR) ≤ lim infk→∞
‖uk‖L˜2(BR) =
1, we obtain that
‖u0‖L˜2(B1) = ‖u0(R·)‖L˜2(B1/R) . R
−1.
By the strong L2 convergence in B1, ‖uk‖L˜2(B1) . R
−1 for k sufficiently large.
Thus, ‖Pr(uk, 1)‖L˜2(B1) ≤ ‖uk‖L˜2(B1) . R
−1. This together with (22) leads to
‖Pr(wk, rkR)− Pr(wk, rk)‖L˜2(BrkR)
‖wk − Pr(wk, rk)‖L˜2(Brk )
. R1+β
for sufficiently large values of k. Thus we have shown (23).
Step 2: A continuity argument. Let wk and rk be as in Step 1. We seek to prove
that for any sufficiently small µ ∈ (0, 1/2), there exist xk ∈ B′1 and sk ∈ (0, 1) such
that
inf
γ∈R
‖(wk − Pr(wk, skrk, xk))(skrkx+ xk)− γ|xn+1|‖L˜2(B+1 )
‖wk − Pr(wk, skrk, xk)‖L˜2(Bskrk (xk))
= µ.
Indeed, since 0 ∈ Γwk is a free boundary point and wk is continuous, there
exist points xk with xk/rk → 0 as k → ∞ such that wk(xk) > 0. Let δk :=
dist(xk,Λwk) ∈ (0, 1). Then it is possible to find δ
ℓ
k ∈ (0, δk) with δ
ℓ
k → 0 as ℓ→∞
such that wk(rkδ
ℓ
kx+ xk) > 0 for each k, ℓ. We consider the blow-up limit
u˜k(x) := lim
ℓ→∞
(wk − Pr(wk, rkδ
ℓ
k, xk))(rkδ
ℓ
kx+ xk)
‖wk − Pr(wk, rkδℓk, xk)‖L˜2(B
rkδ
ℓ
k
(xk))
.
Using that u˜k,ℓ :=
(wk−Pr(wk,rkδ
ℓ
k,xk))(rkδ
ℓ
kx+xk)
‖wk−Pr(wk,rkδℓk,xk)‖L˜2(B
rkδ
ℓ
k
(xk))
solves the equation
∂ia
ij(rkδ
ℓ
k ·+xk)∂j u˜k,ℓ = ∂ig˜
i
k,ℓ in B1,
with
g˜ik,ℓ(x) :=
rkδ
ℓ
kg
i
k(rkδ
ℓ
k ·+xk)
‖wk − Pr(wk, rkδℓk, xk)‖L˜2(B
rkδ
ℓ
k
(xk))
−
rkδ
ℓ
k(a
n+1,j(rkδ
ℓ
k ·+xk)− δ
n+1,j)∂n+1 Pr(wk, rkδ
ℓ
k, xk)
‖wk − Pr(wk, rkδℓk, xk)‖L˜2(B
rkδ
ℓ
k
(xk))
,
we infer that u˜k solves
∂ia
ij(xk)∂j u˜k = 0 in B1.
Here we have used that ∂ν+ u˜k + ∂ν− u˜k = 0 on B
′
1 and that by construction for
fixed k ∈ N
‖wk − Pr(wk, rkδ
ℓ
k, xk)‖L˜2(B
rkδ
ℓ
k
(xk))
> 0 uniformly in ℓ,
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for which we recall that xk was chosen such that wk(xk) > 0. Thus, by interior
regularity for solutions to elliptic equations
lim
ℓ→∞
inf
γ
∥∥(wk − Pr(wk, rkδℓk, xk))(rkδℓkx+ xk)− γ|xn+1|∥∥L˜2(B1)
‖wk − Pr(wk, rkδℓk, xk)‖L˜2(B
rkδ
ℓ
k
(xk))
= 1.(26)
By Step 1 we however know that
lim
k→∞
inf
γ
‖(wk − Pr(wk, rk, 0))(rkx)− γ|xn+1|‖L˜2(B1)
‖wk − Pr(wk, rk, 0)‖L˜2(Brk (0))
= 0.
Choosing xk ∈ Ωwk in (26) sufficiently small, e.g. such that |xk|
α˜ ≤ 1k r
1+β
k with
α˜ ∈ (0, 1), thus also implies that
lim
k→∞
inf
γ
‖(wk − Pr(wk, rk, xk))(rkx+ xk)− γ|xn+1|‖L˜2(B1)
‖wk − Pr(wk, rk, xk)‖L˜2(Brk (xk))
= 0.
To observe this, we have used (15) for r = rk in combination with
‖Pr(wk, rk, xk)− Pr(wk, rk, 0)‖L˜2(Brk (xk))
≤ |xk|
α˜ ≤
1
k
r1+βk ,
which is a consequence of the Ho¨lder continuity of wk (c.f. Lemma 2.4). Noticing
that for fixed k ∈ N the function
[0, 1] ∋ s 7→ inf
γ
‖(wk − Pr(wk, srk, xk))(srkx+ xk)− γ|xn+1|‖L˜2(B1)
‖wk − Pr(wk, srk, xk)‖L˜2(Bsrk (xk))
∈ R,
is continuous, we infer that for any µ ∈ (0, 1/2) small, there exists kµ sufficiently
large, such that for each k ≥ kµ we can choose sk ∈ (0, 1) and xk as claimed.
Step 3: Conclusion. Let
v˜k(x) :=
(wk − Pr(wk, skrk, xk))(skrkx+ xk)
‖wk − Pr(wk, skrk, xk)‖L˜2(Bskrk (xk))
be as in Step 2. We can choose sk to be the maximal value such that for each
s ≥ sk
inf
γ
‖(wk − Pr(wk, srk, xk))(rksx+ xk)− γ|xn+1|‖L˜2(B1)
‖wk − Pr(wk, srk, xk)‖L˜2(Brks(xk))
≤ µ.
Step 3a: Compactness. We claim that for an appropriate choice of xk ∈ Ωwk it
holds that sk → 0. Indeed, assume that this were not the case. Then along a
subsequence sk → s0 > 0. We rewrite
v˜k(x) = vk
(
skx+
xk
rk
)
·
‖wk − Pr(wk, rk)‖L˜2(Brk )
‖wk − Pr(wk, skrk, xk)‖L˜2(Bskrk (xk))
−
(Pr(wk, skrk, xk)− Pr(wk, rk))(skrkx+ xk)
‖wk − Pr(wk, rksk)‖L˜2(Bskrk (xk))
.
(27)
We consider the two summands on the right hand side of (27) separately and first
concentrate on the first term: By Step 1, vk → v0 strongly in L2(B3/2), where
v0(x) = γ|xn+1| for some γ < 0 (which is such that ‖v0‖L˜2(B1) = 1). Using this
and orthogonality we deduce that
‖vk − Pr(vk, sk)‖L2(Bsk ) =
‖wk − Pr(wk, skrk)‖L˜2(Brksk )
‖wk − Pr(wk, rk)‖L˜2(Brk )
→ ‖v0‖L˜2(Bs0 )
= cn|γ|s0.
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Arguing as in Step 2, if the points xk are chosen such that |xk| are sufficiently small,
then
‖wk − Pr(wk, rk)‖L˜2(Brk )
‖wk − Pr(wk, skrk, xk)‖L˜2(Bskrk (xk))
≤
C
cn|γ|s0
<∞.
In particular, along a subsequence, this term converges. Thus, passing to the limit
in the first term in (27) yields
vk
(
skx+
xk
rk
)
·
‖wk − Pr(wk, rk)‖L˜2(Brk )
‖wk − Pr(wk, skrk, xk)‖L˜2(Bskrk (xk))
→ Cs0|xn+1| in L
2(B1)
for some C <∞.
We investigate the second term in (27) and claim that for an appropriate choice of
xk ∈ Ωwk it vanishes in the limit. Indeed,
(Pr(wk, skrk, xk)− Pr(wk, rk))(skrkx+ xk)
‖wk − Pr(wk, rksk)‖L˜2(Bskrk (xk))
=
(Pr(wk, skrk, xk)− Pr(wk, rk))(skrkx+ xk)
‖wk − Pr(wk, rk)‖L˜2(Brk )
‖wk − Pr(wk, rk)‖L˜2(Brk )
‖wk − Pr(wk, skrk, xk)‖L˜2(Bskrk (xk))
.
The second factor is of the same structure as the factor from the first term, which
was discussed above and shown to be bounded. Hence we only study the first
contribution. By a suitable (sufficiently small) choice of xk we infer that
(Pr(wk, skrk, xk)− Pr(wk, rk))(skrkx+ xk)
‖wk − Pr(wk, rk)‖L˜2(Brk )
∼ Pr(vk, skrk)(skrkx),
which vanishes by strong convergence and orthogonality in the limit k →∞. Thus,
in total, we infer that
v˜k(x)→ Cs0|xn+1| in L
2(B1) as k →∞.
This however contradicts the observation that
inf
γ∈R
‖v˜k − γ|xn+1|‖L˜2(B1) = µ→ 0,
which concludes the argument for Step 3a.
Step 3b: Conclusion. With this choice of sk, up to a subsequence, v˜k → v˜0
in L2(B1), where the strong L
2(B1) convergence and Pr(v˜k, 1) = 0 entail that
Pr(v˜0, 1) = 0. Indeed, due to the choice of sk and arguing similarly as in Lemma 2.7,
we deduce that v˜k is a solution to the thin obstacle problem in B2 with ‖v˜k‖L˜2(B2)
being uniformly bounded in k. Moreover, by Step 2 the inhomogeneities are uni-
formly bounded as well. Thus by Lemma 2.1 we have that v˜k is uniformly bounded
in W 1,2(B1) and C
0,β(B1). This yields the strong L
2 convergence along a subse-
quence.
Arguing as in Step 1a (i.e. as in the limiting argument relying on the variational
inequality for v˜k), we obtain that v˜0 is a global solution to the thin obstacle problem
for the Laplacian (in the sense of (9)). We seek to show that v˜0(x) = a|xn+1| for
some constant a. Indeed, from the strong convergence and the choice of sk from
above, we infer
inf
γ∈R
‖v˜0 − γ|xn+1|‖L˜2(B1)
‖v˜0‖L˜2(B1)
= µ ∈ (0, 1/2).(28)
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Moreover, by the maximality of sk and by the observation that sk → 0, for each
R ≥ 1
inf
γ
‖v˜0 − γ|xn+1|‖L˜2(BR)
‖v˜0‖L˜2(BR)
≤ µ.
By an analogue of Lemma 2.7, given any ǫ > 0, if µ = µǫ > 0 is sufficiently small
we therefore deduce that
lim
R→∞
ln ‖v˜0‖L˜2(BR)
lnR
≤ 1 + ǫ.
Hence Lemma 2.3 in combination with Pr(v˜0, 1) = 0 implies that v˜0(x) = c+a|xn+1|
for some constants a, c ∈ R. We claim that c = 0. To this end, we note that
v˜k((xˆk − xk)/(skrk)) = 0, where xˆk ∈ Γwk is a free boundary point, which realizes
the distance δk = dist(xk,Γwk). Moreover, we observe that by Step 2, sk has to
satisfy rksk > δk (i.e. Brksk(xk)∩Λwk 6= ∅), which implies that (xˆk − xk)/(rksk) ∈
B′1. Thus up to a subsequence (xˆk − xk)/(rksk) → x0 ∈ B
′
1, where v˜0(x0) = 0 by
the uniform convergence of v˜k to v˜0 in B1. Thus v˜0(x) = a|xn+1|. This form of v˜0
however contradicts (28). 
Applying Lemma 2.12 at each free boundary point and combining it with the
corresponding interior elliptic estimates, we obtain the almost optimal Ho¨lder reg-
ularity of the solution:
Proposition 2.13 (Almost optimal Ho¨lder regularity). Let w be a solution to the
variable coefficient thin obstacle problem in B1 with a
ij , gi ∈ C0,α(B1) satisfying
the normalization condition (N). Then, for all β ∈ (0,min{α, 1/2}) there exists a
constant C = C(β, α, ‖aij‖C0,α , ‖g
i‖C0,α) such that
‖w‖C1,β(B1/2) ≤ C‖w‖L˜2(B1).
Proof. By Lemma 2.12, for any β ∈ (0,min{α, 1/2}) there exists a constant C =
C(β, α, ‖aij‖C0,α , ‖g
i‖C0,α) such that
‖w − Pr(w, r, x0)‖L˜2(Br(x0)) ≤ Cr
1+β‖w‖L˜2(B1) for all x0 ∈ Γw ∩B
′
1/2.
We set Pr(w, r, x0) =: ax0(r)xn+1. By the triangle inequality and a telescope
argument (see Corollary 3.8 for the details of a similar argument) we have for any
0 < s < r < 1/2 and x0 ∈ Γw ∩B1/2,
|ax0(r) − ax0(s)| ≤ Cr
β‖w‖L˜2(B1), C = C(β, α, ‖a
ij‖C0,α , ‖g
i‖C0,α).
Thus the limit lims→0+ ax0(s) =: ax0 exists, and satisfies |ax0 | ≤ C, where the
constant C depends on the same quantities as above. Thus we have shown that
at each x0 ∈ Γw ∩ B1/2 there exists a linear function ℓx0(x) = ax0xn+1 such that
‖w − ℓx0‖L˜2(Br(x0)) ≤ Cr
1+β . This combined with the standard elliptic estimates
for the Dirichlet and Neumann problems, which are valid away from Γw, yields the
almost optimal regularity result (see e.g. Proposition 4.22 in [KRS16]). 
3. Optimal Regularity
In this section we seek to improve the almost optimal regularity result from
Proposition 2.13 to an optimal regularity result (c.f. Theorem 4). To this end,
we assume that w is a solution to the variable coefficient thin obstacle prob-
lem, for which the normalization condition (N) for the C0,α metric aij and the
C0,α inhomogeneity gi with α ∈ (0, 1) is satisfied. Further relying on Proposi-
tion 2.13, we suppose that for all ǫ ∈ (0, 1) and for all x0 ∈ Γw ∩ B1/2, there
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exist a linear function ℓx0(x) = ax0xn+1 with ax0 ∈ R and a constant C =
C(ǫ, ‖aij‖C0,α(B1), ‖g
i‖C0,α(B1)) > 0 such that the following estimate holds true:
‖w − ax0xn+1‖L˜2(Br(x0)) ≤ Cr
1+min{α, 12 }−ǫ‖w‖L˜2(B1) for all r ∈ (0, 1/2).
In order to deduce the desired optimal regularity result, it suffices to prove the
existence of a constant C = C(‖aij‖C0,α(B1), ‖g
i‖C0,α(B1)) (independent of ǫ) such
that for all x0 ∈ Γw ∩B1/2 and r ∈ (0, 1/2),
‖w − ax0xn+1‖L˜2(Br(x0)) ≤ Cr
1+min{α, 12}‖w‖L˜2(B1).
As in Proposition 2.13 the combination of this with interior estimates then implies
the desired C1,min{α,1/2} regularity of the corresponding solutions.
In the following we will show this estimate for x0 = 0 ∈ Γw. The arguments at
the other free boundary points are similar.
We begin by recalling the weak formulation of the equation satisfied by w˜(x) =
w(x) − a0xn+1 in the upper and lower half balls: It is a divergence form equation
∆w˜ = ∂iG
i in B±1 ,
where
Gi =
∑
j
(δij − aij)∂jw˜ + g
i + a0(δ
i,n+1 − ai,n+1).(29)
Using that aij , gi ∈ C0,α, the assumption (N) and Proposition 2.13 (which gives
the boundedness of a0), we in particular deduce that
(30)
|Gi(x)| = |Gi(x)−Gi(0)| ≤ C
(
[gi]C0,α + [a
ij ]C0,α‖w‖L˜2(B1)
)
|x|α, x ∈ B1/2,
where C = C(‖aij‖C0,α , ‖g
i‖C0,α , n).
In the full ball w˜ therefore solves the interior thin obstacle problem, whose weak
formulation readsˆ
B1
∇w˜ · ∇φdx =
ˆ
B1
Gi∂iφdx +
ˆ
B′1
(∂ν+w˜ + ∂ν−w˜)φdx
′ for all φ ∈ C∞0 (B1),
where ∂ν+ + ∂ν− is defined as in (3). We note that by (3) and our definition of w˜,
∂ν+w˜(x) + ∂ν− w˜(x) = ∂ν+w(x) + ∂ν−w(x) for x ∈ B
′
1. Furthermore, by the up to
B′1/2 regularity from Proposition 2.13, ∂ν+w(x)+∂ν−w(x) ∈ C
0,min{1/2,α}−ǫ(B±1/2).
Thus, the complementary boundary conditions are satisfied in a pointwise sense
and they turn into
∂ν+w(x) + ∂ν−w(x)
{
= 0 if x ∈ B′1 ∩ {w > 0},
≥ 0 if x ∈ B′1 ∩ {w = 0}.
Therefore, we can also interpret ∆w˜ ∈ H−1 as
∆w˜ = ∂iG
i − (∂ν+w + ∂ν−w)H
n⌊(B′1 ∩ Λw) in B1.(31)
For notational simplicity we will assume that a0 = 0 and thus w˜ = w. Furthermore,
we assume that ‖w‖L˜2(B1) = 1.
The remainder of this section is organized as follows: In Section 3.1 we introduce
the Weiss energy, which serves as a central tool in deriving compactness in our
optimal regularity proof. Here we exploit the epiperimetric inequality in the form
of [FS16], in order to derive an explicit decay rate for the Weiss energy. Using the
full strength of the estimate from [FS16], it is possible to implement this strategy
even for the situation of only Ho¨lder continuous metrics by perturbative arguments
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(c.f. Corollary 3.4). In Section 3.2 we heavily use the decay of the Weiss energy
to carry out our compactness argument (c.f. Lemma 3.7). This ultimately leads to
the central growth estimates and hence to the optimal regularity result.
3.1. The Weiss energy and the epiperimetric inequality. In the sequel, we
consider the Weiss energy
W (r, w) = W3/2(r, w) :=
1
rn+2
ˆ
Br
|∇w|2dx−
3
2
1
rn+3
ˆ
∂Br
w2dHn, r ∈ (0, 1).
It is easy to verify that
(32) W (r, w) = W (1, wr), wr(x) :=
w(rx)
r3/2
, r ∈ (0, 1).
It is known (c.f. Theorem 9.24 in [PSU12]) that if u is a solution to the thin obstacle
problem with aij = δij and gi = 0, then for any real number κ ≥ 0,
r 7→ Wκ(r, u) :=
1
rn−1+2κ
ˆ
Br
|∇u|2dx−
κ
rn+2κ
ˆ
∂Br
u2dHn
is nondecreasing on (0, 1). Moreover, Wκ(·, u) is constant, iff u is a homogeneous
solution of degree κ. In the variable coefficient case we do not try to mimic this
monotonicity, but will instead use the Weiss energy as a tool that yields compact-
ness and controls the “vanishing order” of our solution.
We introduce the space E , which is defined as the set of the three halves blow-up
solutions (modulo rotation and scaling), which in combination with the resulting
projection operator will play a central role in this section:
Definition 3.1. Let
E := {cRe((x′ · ξ) + i|xn+1|)
3/2 : c ≥ 0, ξ ∈ Rn, |ξ| = 1}.
For w ∈ L2(∂Br) we consider the L2 projection of w onto E, i.e. we define
Pr(w, r) ∈ E such thatˆ
∂Br(0)
|w − Pr(w, r)|2dHn = min
p∈E
ˆ
∂Br(0)
|w − p|2dHn.
More generally, we set
Pr(w, r, x0) := argminp∈E
{ˆ
∂Br(0)
|w(· + x0)− p(·)|
2dHn
}
.
We further use the notation
h3/2(x) := Re(xn + i|xn+1|)
3/2
to denote the model solution.
Remark 3.2. We emphasize that in contrast to the analogous projection onto P
from Definition 2.5, in Definition 3.1 we now define our projection with respect to
the L2(∂Br) instead of the L
2(Br) topology. This is due to our compactness argu-
ment, which relies on the Weiss energy. As the Weiss energy contains a bound-
ary normalized term, boundary projections are better suited in this framework. In
Corollary 3.8 we will however pass from information on the boundary of Br to
information on the full solid ball.
With the Weiss energy and the space E at hand, we recall the statement of the
epiperimetric inequality, which has been derived in [GPSVG16], [FS16]. We heavily
rely on it (in the formulation of [FS16]) in deducing quantitative control over the
Weiss energy (c.f. Lemma 3.4).
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Theorem 3 (Theorem 3.1 in [FS16]). There exists κ ∈ (0, 1) with the property that
for any c ∈ W 1,2(∂B1) with c ≥ 0 on ∂B′1, there exists u ∈ W
1,2(B1) with u = c
on ∂B1 and u ≥ 0 on B′1 such that
W (1, u) ≤ (1− κ)W (1, c˜).
Here c˜(x) = |x|3/2c(x/|x|) is the 3/2-homogeneous extension of c.
Note that formally Theorem 3.1 in [FS16] has the additional assumption that
infh∈E ‖c − h‖W 1,2(∂B1) ≤ δ for some small δ > 0. However this assumption can
be removed by a simple scaling argument. Indeed, the epiperimetric inequality
(with constant κ) holds for c, iff it holds for λc for λ > 0, since the epiperimetric
inequality is homogeneous.
In the sequel, we will use the epiperimetric inequality as a central tool, which
entails a geometric decay of the Weiss energy associated with a solution to the thin
obstacle problem (c.f. Corollary 3.4). In order to obtain this, we begin by proving
the following auxiliary property (which is of algebraic nature).
Lemma 3.3. Given any u ∈ C1(B1), let ur(x) := u(rx)/r3/2 and let u˜r(x) :=
|x|3/2ur(x/|x|) be the 3/2-homogeneous extension of ur
∣∣
∂B1
. Then,
d
dr
W (r, u) ≥
n+ 2
r
(W (1, u˜r)−W (r, u)) , r ∈ (0, 1).
Proof. The proof follows from a direct computation: First we note that if c˜(x) =
|x|3/2c(x/|x|) for some c : ∂B1 → R, then it is possible to compute that
W (r, c˜) =
1
n+ 2
(ˆ
∂B1
|∇θc|
2dHn −
6n+ 3
4
ˆ
∂B1
|c|2dHn
)
,(33)
which is independent of r. Next given any u ∈ C1(B1), we compute
d
drW (r, u):
d
dr
W (r, u) =
−(n+ 2)
rn+3
ˆ
Br
|∇u|2dx+
1
rn+2
ˆ
∂Br
|∇u|2dHn
+
3
2
(n+ 3)
rn+4
ˆ
∂Br
u2dHn −
3
2
1
rn+3
(
n
r
ˆ
∂Br
u2dHn + 2
ˆ
∂Br
u∂νudH
n
)
= −
n+ 2
r
W (r, u)−
3
2
n− 1
rn+4
ˆ
∂Br
u2dHn
+
1
rn+2
ˆ
∂Br
|∇u|2dHn −
3
rn+3
ˆ
∂Br
u∂νudH
n.
Applying Cauchy-Schwartz to the last term and setting u˜r(x) = |x|3/2ur(
x
|x|), we
obtain
d
dr
W (r, u) ≥ −
n+ 2
r
W (r, u) +
1
rn+4
ˆ
∂Br
|∇θu|
2dHn
−
(
3(n− 1)
2
+
9
4
)
1
rn+4
ˆ
∂Br
u2dHn
= −
n+ 2
r
W (r, u) +
1
r
ˆ
∂B1
|∇θur|
2dHn −
6n+ 3
4r
ˆ
∂B1
u2rdH
n
(33)
=
n+ 2
r
(W (1, u˜r)−W (r, u)) .
This shows the desired estimate. 
With this at hand, we invoke the epiperimetric inequality to deduce a differential
inequality for the Weiss energy. This allows us to derive an explicit decay rate for
the Weiss energy.
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Corollary 3.4. Assume that w is a local minimizer to the functional
J(u) =
ˆ
B1
aij∂iu∂ju+ g
i∂iudx, u ∈ K = {v ∈ W
1,2(B1) : v ≥ 0 on B
′
1},
where aij ∈ C0,α(B1), gi ∈ C0,α(B1) with α ∈ (1/2, 1) and where the normaliza-
tion assumption (N) is satisfied. Then there exists a constant δ0 > 0 such that if
[aij ]C0,α(B1) + [g
i]C0,α(B1) ≤ δ0, then
W (r, w) ≤
(
r
r1
)β
W (r1, w) + Cδ0r
β , r ∈ (0, r1]
for some β ∈ (0, 12 (α −
1
2 )), C = C(n, α, δ0, ‖w‖L˜2(B1)) > 0 and r1 ∈ (0, 1/2]
arbitrary.
Proof. The functional J can be viewed as a perturbation of the classical Dirichlet
energy. More precisely, setting
J(u, r) :=
ˆ
Br
aij∂iu∂ju+ g
i∂iudx,
the normalization condition (N) in combination with the C
0,1/2−ǫ
loc (B1) regularity
of |∇u| implies that(
1− [aij ]C0,αr
α
) ˆ
Br
|∇u|2dx− C[gi]C0,αr
α+n+3/2−ǫ ≤ J(u, r)
≤
(
1 + [aij ]C0,αr
α
) ˆ
Br
|∇u|2dx+ C[gi]C0,αr
α+n+3/2−ǫ,
where C = C(n, α, ‖aij‖C0,α , ‖g
i‖C0,α , ǫ) and ǫ ∈ (0, 1/2). Furthermore, recalling
the definition of the Weiss energy and denoting e(r) := [aij ]C0,αr
α for simplicity,
we have
(1− e(r))W (r, u)− C[gi]C0,αr
α−1/2−ǫ + (1− e(r))
3
2rn+3
ˆ
∂Br
u2dHn
≤
J(u, r)
rn+2
≤ (1 + e(r))W (r, u) + C[gi]C0,αr
α−1/2−ǫ + (1 + e(r))
3
2rn+3
ˆ
∂Br
u2dHn.
Thus, the epiperimetric inequality (c.f. Theorem 3) and a two fold comparison
argument (first applied to solutions of the standard Dirichlet energy, then to the
variable coefficient energy J(u, r), where we use that w is a local minimizer) yield:
W (r, w) = W (1, wr) ≤ (1− κ)
1 + e(r)
1− e(r)
W (1, w˜r)
+
2C
1− e(r)
[gi]C0,αr
α−1/2−ǫ +
3e(r)
(1 − e(r))rn+3
ˆ
∂Br
w2dHn.
Here wr(x) := r
−3/2w(rx) and w˜r(x) = |x|3/2wr(x/|x|). We emphasize that at
this point it was crucial to use the epiperimetric inequality in the form of [FS16],
c.f. Theorem 3, as the assumptions of the analogous epiperimetric inequality from
[GPSVG16] are more restrictive and would already require stronger control on the
3/2-homogeneous rescalings w˜r(x).
Thus, if [aij ]C0,α is sufficiently small, we have κ˜ := −
2e(r)
1−e(r) +κ
1+e(r)
1−e(r) ∈ (0, 1). This
together with the C
1,1/2−ǫ
loc regularity of w gives
W (r, w) ≤ (1− κ˜)W (1, w˜r) + Cδ0r
α−1/2−ǫ,
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where here and in the sequel the constant C > 0 differs from line by line by a
universal constant. Applying Lemma 3.3 hence results in
d
dr
W (r, w) ≥
n+ 2
r
(W (1, w˜r)−W (r, w))
≥
n+ 2
r
κ˜
1− κ˜
W (r, w)−
n+ 2
(1− κ˜)r
Cδ0r
α−1/2−ǫ
≥
n+ 2
r
κ˜
1− κ˜
W (r, w)− Cδ0r
α−3/2−ǫ.
Using an integrating factor, this turns into
d
dr
(
W (r, w)r−β
)
≥ −Cδ0r
α−3/2−β−ǫ, β =
(n+ 2)κ˜
1− κ˜
.
We note that by choosing [aij ]C0,α sufficiently small, we may without loss of gen-
erality assume that 0 < β < α− 1/2− ǫ. An integration thus yields for r < r1,
(34) W (r, w) ≤
(
r
r1
)β
W (r1, w) + Cδ0r
β (r1 − r)
α−1/2−β−ǫ
.
Choosing β+ǫ ∈ (0, 12 (α−
1
2 )) sufficiently small, we obtain the desired estimate. 
3.2. Optimal regularity. As the central result of this subsection, we derive the
optimal regularity of solutions to the variable coefficient thin obstacle problem.
Here the crucial ingredient is a quantitative asymptotic expansion of solutions at
the free boundary in terms of limiting profiles in E (c.f. Lemma 3.7). This is ob-
tained by exploiting the decay rate of the Weiss energy.
We begin our discussion of the optimal regularity properties with a first approxi-
mation result, which also uses the decay of the Weiss energy as an essential ingredi-
ent in obtaining compactness. This approximation result roughly states that there
is a gap of the decay rate of the solution around free boundary points, i.e. solutions
either decay faster than r3/2+ǫ0 or stay close to cnh3/2 (after an L
2-normalization).
Lemma 3.5. Let w : B1 → R be a solution to the thin obstacle problem satisfying
the condition (N). Assume that ‖w‖L˜2(B1) = 1 and that 0 ∈ Γw. Let δ0, β be the
constants from Corollary 3.4. Assume that [aij ]C0,α + [g
i]C0,α ≤ δ0. Then, for any
µ > 0 and ǫ0 ∈ (0,
β
4 ) fixed, there exists r0 = r0(µ, ‖a
ij‖C0,α , ‖g
i‖C0,α , ǫ0) > 0 such
that for those r ∈ (0, r0) satisfying ‖w‖L˜2(∂Br) ≥ r
3
2+ǫ0 , it holds
‖w − Pr(w, r)‖L˜2(∂Br) ≤ µ‖w‖L˜2(∂Br).
In particular,
‖Pr(w, r)‖L˜2(∂Br) ≥ (1 − µ)‖w‖L˜2(∂Br).
Proof. The proof of the result follows from a compactness argument. Assume that
the statement were wrong. Then there existed µ0 > 0, a sequence of solutions
wk and a sequence of radii rk → 0+ such that ‖w
k‖L˜2(B1) = 1, 0 ∈ Γwk and
‖wk‖L˜2(∂Brk )
≥ r
3
2+ǫ0
k , but with ‖w
k − Pr(wk, rk)‖L˜2(∂Brk )
> µ0‖wk‖L˜2(∂Brk )
.
Let wkrk(x) := w
k(rkx)/‖wk‖L˜2(∂Brk )
. Invoking Corollary 3.4 with r = rk and
r1 =
1
2 , we obtain
W (1, wkrk) =
r3k
‖wk‖2
L˜2(∂Brk )
W (rk, w
k) ≤ C
r3+βk
‖wk‖2
L˜2(∂Brk )
.
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We emphasize that we in particular made use of the bound ‖wk‖L˜2(B1) = 1, in
order to estimate the contribution of W (1/2, wk) in an in k uniform manner. Using
the lower bound ‖wk‖L˜2(∂Brk )
≥ r
3/2+ǫ0
k and letting ǫ0 < β/4, we obtain
(35) W (1, wkrk) ≤ Cr
β/2
k .
Recalling thatW (1, wkrk) = ‖∇w
k
rk
‖2L2(B1)−
3
2‖w
k
rk
‖2L2(∂B1) and that ‖w
k
rk
‖L˜2(∂B1) =
1, we infer that
‖∇wkrk‖
2
L˜2(B1)
≤ Cr
β/2
k +
3
2
.(36)
Thus, up to a subsequence wkrk → w0 weakly in W
1,2(B1) and strongly in both
L2(B1) and L
2(∂B1) for some w0 ∈ W 1,2(B1) with ‖w0‖L˜2(∂B1) = 1. Since w
k
rk
solves
∆wkrk =
rk
‖wk‖L˜2(∂Brk )
∂iG
i
k(rk·) in B
±
1/rk
,
wkrk ≥ 0, ∂ν+w
k
rk
+ ∂ν−w
k
rk
≥ 0, wkrk(∂ν+w
k
rk
+ ∂ν−w
k
rk
) = 0 on B′1/rk ,
and since ‖wk‖L˜2(∂Brk )
≥ r
3
2+ǫ0 with ǫ0 ∈ (0, β/4) and |Gik(x)| ≤ C|x|
α and α ∈
(1/2, 1) by (29), the inhomogeneities rk
‖wk‖L˜2(∂Brk )
Gik(rk·) are uniformly bounded
in C0,α(B1) and vanish in the limit as k → ∞. By the interior Ho¨lder regularity
(c.f. Proposition 2.13) we furthermore obtain that wkrk ∈ C
1,1/2−ǫ
loc (B
±
1 ). Hence,
up to a subsequence wkrk → w0 in C
1,1/2−ǫ
loc (B
±
1 ), where w0 is a solution to the
homogeneous, constant coefficient thin obstacle problem for the Laplacian in B1.
Moreover, the the almost optimal regularity result combined with the assumption
that 0 ∈ Γwk yields that 0 ∈ Γw0 .
We seek to show that w0 ∈ E \ {0}. Indeed, on the one hand, by weak lower
semi-continuity, the convergence rk → 0 and by (36) we inferˆ
B1
|∇w0|
2dx ≤ lim inf
k→∞
ˆ
B1
|∇wkrk |
2dx ≤
3
2
.
On the other hand, the lower bound for the frequency function (associated with
the zero thin obstacle problem for the Laplacian at 0 ∈ Γw0) yields
3
2
≤ N(1, w0) =
ˆ
B1
|∇w0|
2dx.
Hence, N(1, w0) =
3
2 and therefore the monotonicity of the frequency function (for
the thin obstacle problem with aij = δij) implies
N(r, w0) =
3
2
for all r ∈ (0, 1).
As a consequence, w0 is homogeneous of degree 3/2. By the classification of homo-
geneous solutions, this results in the identity w0(x) = cnRe(xn + i|xn+1|)3/2 up to
a rotation, i.e. w0 ∈ E \ {0}. This however is a contradiction to the strong L2 con-
vergence of wkrk to w0 and to the assumption that ‖w
k
rk − Pr(w
k
rk , 1)‖L˜2(∂B1) > µ0
for all k. 
Heading towards a convergence rate for the decay of a solution of the thin obstacle
problem towards E , we next establish the following lemma, which controls the Weiss
energy of the difference of a solution and an arbitrary (but fixed) element of E in
terms of the Weiss energy of the given solution.
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Lemma 3.6. Let w ∈ W 1,2(B1) with w ≥ 0 on B′1. Then for any function p3/2 ∈ E,
we have
W (r, w − p3/2) ≤W (r, w), r ∈ (0, 1).(37)
Proof. The proof follows from a direct computation:
W (r, w − p3/2) =W (r, w) +W (r, p3/2)
− 2
(
1
rn+2
ˆ
Br
∇w · ∇p3/2dx−
3
2rn+3
ˆ
∂Br
wp3/2dH
n
)
.
By the Euler identity, ∂νp3/2 =
x
|x| · ∇p3/2 =
3
2rp3/2 on ∂Br, and the facts that
∆p3/2 ≤ 0 in B1, supp(∆p3/2) ⊂ B
′
1 and w ≥ 0 on B
′
1, we have
1
rn+2
ˆ
Br
∇w · ∇p3/2dx−
3
2rn+3
ˆ
∂Br
wp3/2dH
n = −
1
rn+2
ˆ
Br
w∆p3/2dx ≥ 0.
This combined with W (r, p3/2) ≡ 0 yields (37). 
Having established these facts on the Weiss energy, as the key point of this
section we address the convergence rate of solutions to the variable coefficient thin
obstacle problem to the space E :
Lemma 3.7. Under the assumptions of Lemma 3.5, for all constants ǫ0 ∈ (0, β/8)
and for all r ∈ (0, 1/2) it holds
‖w − Pr(w, r)‖L˜2(∂Br) ≤ C0r
ǫ0 max{‖w‖L˜2(∂Br), r
3/2},
where C0 = C0(n, ‖aij‖C0,α(B1), ‖g
i‖C0,α(B1)) > 0.
Proof. Step 1: We first observe that if ‖w‖L˜2(∂Br) ≤ r
3/2+ǫ0 , the estimate follows
directly from ‖w − Pr(w, r)‖L˜2(∂Br) ≤ ‖w‖L˜2(∂Br) ≤ r
3/2+ǫ0 .
Thus, we will only focus on the case, in which ‖w‖L˜2(∂Br) > r
3/2+ǫ0 .
We argue by contradiction and suppose the estimate were not true. Then there
existed a value of ǫ0 ∈ (0, β/8), a sequence of radii rk and a sequence of solutions
wk with ‖wk‖L˜2(B1) = 1, 0 ∈ Γwk , and ‖w
k‖L˜2(∂Brk )
> r
3/2+ǫ0
k , such that
‖wk − Pr(wk, rk)‖L˜2(∂Brk )
≥ krǫ0k hk(rk),
where hk(r) := max{‖wk‖L˜2(∂Br), r
3/2}. By Lemma 3.5 and the fact that hk(rk) ≥
‖wk‖L˜2(∂Brk )
necessarily rk → 0+. Moreover, we can choose rk → 0 and Ck → ∞
such that
‖wk − Pr(wk, r)‖L˜2(∂Br) ≤ Ckr
ǫ0
k hk(r) for all r ∈ (0, rk] ∩ Ik,
‖wk − Pr(wk, r)‖L˜2(∂Br) ≤ Ckr
ǫ0hk(r) for all r ∈ [rk, 1) ∩ Ik,
‖wk − Pr(wk, rk)‖L˜2(∂Brk )
= Ckr
ǫ0
k hk(rk),
where Ik := {r ∈ (0, 1] : ‖w
k‖L˜2(∂Br) ≥ r
3/2+ǫ0}.
(38)
(For example, given k assuming Ik is nonempty, we let r˜k be the maximal r ∈ Ik
such that fk(r) := ‖wk − Pr(wk, r)‖L˜2(∂Br)/hk(r) ≥ kr
ǫ0 . Such a sequence of radii
r˜k exists by the contradiction assumption. Then we define rk ∈ [0, r˜k] such that
fk(rk) = maxr∈[0,r˜k]∩Ik fk(r). Note that rk 6= 0, since limr∈Ik,r→0+ fk(r) = 0 by
Lemma 3.5 and the definition of hk. Let Ck := fk(rk)/r
ǫ0
k . It is not hard to verify
that (38) holds with such a choice of rk and Ck.) Let
vk(x) :=
wkrk(x)− Pr(w
k
rk
, 1)(x)
‖wkrk − Pr(w
k
rk
, 1)‖L˜2(∂B1)
, wkrk(x) :=
wk(rkx)
‖wk‖L˜2(∂Brk )
.
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In particular, ‖vk‖L˜2(∂B1) = 1. We invoke (35) and Lemma 3.6 in combination with
‖w‖L2(B1) = 1 to observe that
W (1, vk) ≤
W (1, wkrk)
‖wkrk − Pr(w
k
rk
, 1)‖2
L˜2(∂B1)
≤
Cr
β/2
k
‖wkrk − Pr(w
k
rk
, 1)‖2
L˜2(∂B1)
.
Equation (38) and the choice of ǫ0 ∈ (0, β/8) thus yield
W (1, vk) ≤ Cr
β/4
k .
Consequently,
‖∇vk‖
2
L2(B1)
≤W (1, vk) +
3
2
‖vk‖
2
L2(∂B1)
≤ Cβr
β/4
k +
3
2
.
Then up to a subsequence vk → v0 weakly inW 1,2(B1) and strongly both in L2(B1)
and L2(∂B1). Moreover, the limit v0 solves (up to a rotation)
∆v0 = 0 in B
+
1 ∪B
−
1 ,
∂+n+1v0 + ∂
−
n+1v0 = 0 on B
′
1 ∩ {xn > 0},
v0 = 0 on B
′
1 ∩ {xn < 0}.
(39)
Indeed, by Lemma 3.5 wkrk → cnp
ν
3/2 in C
1,β
loc (B
±
1 ) and after a rotation we may
assume ν = en. Thus for each t > 0 there exists kt ∈ N, such that for k ≥ kt the
functions vk(Qkx
′, xn+1), where Qk ∈ SO(n) (which is chosen to be the rotation
associated with Pr(wkrk , 1)), satisfy
∆vk =
rk∂iG
i
k(rk·)
‖wk‖L˜2(∂Brk )
‖wkrk − Pr(w
k
rk
, 1)‖L˜2(∂B1)
in B±1 ,
∂+n+1vk + ∂
−
n+1vk = 0 on B
′
1 ∩ {xn > t},
vk = 0 on B
′
1 ∩ {xn < −t}.
(40)
Here Gik is as in (29) and we have exploited the fact that ∆Pr(w
k
rk
, 1) = 0 in Rn+1± .
Using (30), ‖wk‖L˜2(∂Brk )
≥ r
3/2+ǫ0
k with ǫ0 ≤
1
2 (α−
1
2 ) and the choice of rk in (38),
we infer that the inhomogeneity vanishes in the limit as k → ∞. Passing to the
limit k →∞ hence entails (39).
In the next step we will show that the limiting function v0 is an element of E\{0}.
However this is impossible, since at each step we have subtracted the projection of
vk onto E . This therefore completes the contradiction argument.
Step 2: We show that v0 ∈ E \ {0}.
Step 2a: First we derive that for any r ∈ (0, 1/2),
‖v0 − Pr(v0, r)‖L˜2(∂Br) ≤ Cr
3/2−ǫ
for some small ǫ ∈ (0, 1/2) fixed. To show this, it suffices to deduce that for any
r ∈ (0, 1/2) and for sufficiently large values of k (which might depend on r),
‖wkrk − Pr(w
k
rk
, r)‖L˜2(∂Br)
‖wkrk − Pr(w
k
rk , 1)‖L2(∂B1)
≤ Cr3/2−ǫ.(41)
We distinguish two cases:
Case a: If rkr is non-degenerate in the sense that ‖wk‖L˜2(∂Brkr)
≥ (rkr)3/2+ǫ0 ,
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(due to the choice of rk in (38)) we have
‖wkrk − Pr(w
k
rk , r)‖L˜2(∂Br)
‖wkrk − Pr(w
k
rk
, 1)‖L2(∂B1)
=
‖wk − Pr(wk, rrk)‖L˜2(∂Brrk )
‖wk − Pr(wk, rk)‖L2(∂Brk )
≤
hk(rkr)
hk(rk)
.(42)
With this at hand, using the almost optimal regularity ‖wkrk‖L˜2(∂Br) ≤ Cǫr
3/2−ǫ,
it is not hard to see that
hk(rkr)
hk(rk)
≤ C0r
3/2−ǫ.
This entails (41).
Case b: If rkr is degenerate, i.e. if ‖wk‖L˜2(∂Brkr)
< (rkr)
3/2+ǫ0 , we estimate
‖vk − Pr(vk, r)‖L˜2(∂Br) =
‖wk − Pr(wk, rrk)‖L˜2(∂Brrk )
‖wk − Pr(wk, rk)‖L2(∂Brk )
≤
(rkr)
3/2+ǫ0
Ckr
ǫ0
k hk(rk)
.
Using that hk(rk) ≥ r
3/2
k yields
‖vk − Pr(vk, r)‖L˜2(∂Br) ≤
(rkr)
3/2+ǫ0
Ckr
ǫ0
k r
3/2
k
≤ C−1k r
3/2+ǫ0 .
Step 2b: We determine the leading order asymptotic profile of v0 and show that
it is two-dimensional. By Step 3a and by Lemma 2.2 (c.f. also Remark 5.1), which
characterizes solutions to the linear problem (39),
v0(x) =
n−1∑
i=1
cixip1/2(xn, xn+1) + cnp3/2(xn, xn+1) +O(|x|
2).
We seek to show that ci = 0 for i ∈ {1, · · · , n − 1}. To this end we make use
of minimality. Let pνk3/2(x) = ckp3/2(x
′ · νk, xn+1), where Rn ∋ νk → en ∈ Rn as
k → ∞. Moreover, after a rotation of coordinates, we can always assume that for
each k, Pr(wkrk , 1) = dkp
en
3/2. Since
‖vk − ckp
en
3/2‖L2(∂B1) ≤ ‖vk − ckp
νk
3/2‖L2(∂B1),
it follows thatˆ
∂B1
−2vk(p
en
3/2 − p
νk
3/2)dH
n ≤
ˆ
∂B1
(pνk3/2)
2 − (pen3/2)
2dHn = 0.
Let νk = ei sin θk + en cos θk, i ∈ {1, · · · , n− 1}, for some θk ∈ (0, 1) and θk → 0+
as k → ∞. For such νk we have (pνk − pen)/θk →
3
2xip1/2. Thus letting k → ∞
and using the orthogonality of the expansion from Lemma 2.2, we obtain thatˆ
∂B1
3ci(xip1/2)
2dHn ≤ 0, i ∈ {1, · · · , n− 1}.
This implies that ci ≤ 0. By considering θk < 0 and θk → 0−, similar arguments
lead to ci ≥ 0. Thus ci = 0 for i ∈ {1, · · · , n− 1}.
Step 2c: We show that v0 ∈ E \ {0}. On the one hand Steps 3a and 3b yield
that ‖∇v0‖2L2(B1) ≥
3
2 . Indeed, by Lemma 2.2 (and by the orthogonality of the
decomposition) it suffices to compute ‖∇qk‖2L2(B1) for all k individually. To this
end, we note that assuming that if qk is L
2(∂B1) normalized, it holds that
N(1, qk) = ‖∇qk‖
2
L2(B1)
= k/2,
where k/2 is the homogeneity of qk and N(r, ·) denotes the frequency function
(with the same definition as for the constant coefficient thin obstacle problem).
This follows from the observation that the relevant frequency function identities
remain valid for solutions to the linear problem (8) (if these are C1 regular, which
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is ensured in our situation by the result from Step 2a). By the normalization of v0
and the representation from Step 2b this then however implies that
‖∇v0‖
2
L2(B1)
=
∞∑
k=3
|ak|
2‖∇qk‖
2
L2(B1)
≥ 3/2
∞∑
k=3
|ak|
2 = 3/2.
On the other hand, since vk → v0 weakly in W 1,2(B1), we obtain ‖∇v0‖2L2(B1) ≤
lim infk→∞ ‖∇vk‖2L2(B1) ≤
3
2 . Thus, ‖∇v0‖
2
L2(B1)
= 32 . This, together with ‖v0‖L2(∂B1) =
1 and Step 3b, gives that v0(x) = cnp3/2(xn, xn+1) ∈ E \ {0}. 
The decay of our solutions towards E further implies control on the projections
onto E :
Corollary 3.8. Under the assumptions of Lemma 3.7 we have
‖Pr(w, s) − Pr(w, r)‖L˜2(Br) ≤ Cr
3/2+ǫ0/2, 0 < s < r < 1/2.
Proof. We first claim that under the assumption of Lemma 3.7 it holds
‖w − Pr(w, r)‖L˜2(Br) ≤ C0r
3/2+ǫ0/2 for all r ∈ (0, 1/2).(43)
Indeed, by the almost optimal regularity of w, we have ‖w − Pr(w, r)‖L˜2(∂Br) ≤
C0r
3/2+ǫ0/2. In order to obtain the estimate in the full ball Br, we apply Poincare´’s
inequality (or the fundamental theorem of calculus) to the function u(x) := w(x)−
Pr(w, r)(x), i.e.
‖u‖L2(Br) ≤ Cr‖∇u‖L2(Br) + Cr
1/2‖u‖L2(∂Br),
and use that ‖∇(w − Pr(w, r))‖L˜2(Br) . r
−1‖w − Pr(w, r)‖L˜2(∂Br) + r
1/2+β (c.f.
(37) and W (r, w) ≤ Cnrβ from Corollary 3.4). This gives (43).
Next we show that for all k,m ∈ N, k ≥ m ≥ 1,
‖Pr(w, 2−k)− Pr(w, 2−m)‖L˜2(B2−m )
≤ C(2−m)3/2+ǫ0/2.(44)
First if k = m+ 1, then by the homogeneity of functions in E and by the triangle
inequality we infer
‖Pr(w, 2−m−1)− Pr(w, 2−m)‖L˜2(B2−m )
= 23/2‖Pr(w, 2−m−1)− Pr(w, 2−m)‖L˜2(B2−m−1 )
≤ 23/2‖w − Pr(w, 2−m−1)‖L˜2(B2−m−1 )
+ 23/2‖w − Pr(w, 2−m)‖L˜2(B2−m−1 )
≤ 23/2‖w − Pr(w, 2−m−1)‖L˜2(B2−m−1 )
+ 23/2+(n+1)/2‖w − Pr(w, 2−m)‖L˜2(B2−m )
,
where in the last line we used ‖w−Pr(w, 2−m)‖L˜2(B2−m−1 )
≤ 2(n+1)/2‖w−Pr(w, 2−m)‖L˜2(B2−m )
.
Invoking the decay rate of ‖w − Pr(w, 2−m)‖L˜2(B2−m )
from (43), we have
‖Pr(w, 2−m−1)− Pr(w, 2−m)‖L˜2(B2−m )
≤ cn(2
−m)3/2+ǫ0/2.
This yields the claim of (44) for k = m+ 1.
For k > m+ 1 we rely on a telescope sum argument:
‖Pr(w, 2−k)− Pr(w, 2−m)‖L˜2(B2−m )
≤
k−1∑
ℓ=m
(23/2)ℓ−m+1‖Pr(w, 2−ℓ−1)− Pr(w, 2−ℓ)‖L˜2(B
2−ℓ )
≤ Cn
k−1∑
ℓ=m
(2−m)3/2(2−ℓ)ǫ0/2 ≤ Cn(2
−m)3/2+ǫ0/2.
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Finally, by combining (43) with (44) and by applying the triangle inequality, we
conclude the proof of the lemma. 
Relying on the previous results (in particular on Lemma 3.7), we formulate
the optimal growth behavior of solutions to the variable coefficient thin obstacle
problem at free boundary points for C0,α metrics in the case that α ∈ (1/2, 1).
Lemma 3.9 (Optimal growth). Suppose that w is a solution to the variable coeffi-
cient thin obstacle problem (31) with aij , gi ∈ C0,α(B1), α ∈ (1/2, 1), satisfying the
normalization assumption (N). Moreover, assume that ‖w‖L˜2(B1) = 1. Then there
exists a constant C > 0 depending on n, α, [aij ]C0,α(B1) and [g
i]C0,α(B1) such that
for all r ∈ (0, 1/2) and for all x0 ∈ Γw ∩B1/2
‖w‖L˜2(Br(x0)) ≤ Cr
3/2.
Proof. We assume that x0 = 0 ∈ Γw and only show the estimate for this point. For
an arbitrary free boundary point the argument is similar.
We apply Lemma 3.7 in combination with Corollary 3.8 to infer
‖w‖L˜2(Br) ≤ ‖w − Pr(w, r)‖L˜2(Br) + r
3/2‖Pr(w, r) − Pr(w, 1)‖L˜2(B1)
+ r3/2‖Pr(w, 1)‖L˜2(B1) ≤ Cr
3/2.
This yields the desired result. 
Last but not least, we discuss the situation, in which α ∈ (0, 1/2):
Lemma 3.10. Let w : B1 → R be a solution to the variable coefficient thin obstacle
problem, for which the condition (N) is satisfied with α ∈ (0, 1/2). Suppose further
that ‖w‖L2(B1) = 1 and that 0 ∈ Γw. Then there exists a constant C0 > 0 depending
on α, n, ‖aij‖C0,α(B1), ‖g
i‖C0,α(B1) such that
‖w‖L˜2(∂Br) ≤ C0r
1+α for any r ∈ (0, 1/2).
Proof. We argue similarly as in Andersson [And16] and in Lemma 2.4. Arguing
by contradiction, we can find a sequence of solutions wj with 0 ∈ Γwj and radii rj
such that
‖wj‖L˜2(Brj )
= jr1+αj ,
‖wj‖L˜2(Br) ≤ jr
1+α for all r ∈ [rj , 1].
We note that rj → 0+, due to the uniform boundedness of ‖wj‖L˜2(Brj )
. We consider
the blow-up
v˜j(x) :=
wj(rjx)
‖wj‖L˜2(Brj )
.
By the choice of rj this satisfies the growth estimate
‖v˜j‖L˜2(BR) =
‖wj‖L˜2(BrjR)
‖wj‖L˜2(Brj )
≤ R1+α, ∀R ∈ [1,
1
rj
].(45)
Compactness of v˜j and the vanishing of the inhomogeneity in the equation follow as
in Lemma 2.4 and Lemma 3.5. Hence, the limiting function v˜0 is a solution of the
constant coefficient thin obstacle problem (9). Using the growth estimate (45) in
combination with (ii) of Lemma 2.3 implies that v˜0(x) = a|xn+1| with a ≤ 0 (where
we used that v˜0(x) = 0). As the almost optimal regularity result of Proposition
2.13 however implies that 0 ∈ Γv0 , we deduce that a = 0. This contradicts the
strong convergence v˜j → v˜0 in L2(B1) and the normalization ‖v˜j‖L˜2(B1) = 1. 
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Remark 3.11 (α = 1/2). We emphasize that the proof of Lemma 3.10 does not
hold uniformly as α → 12 . However, for the case α = 1/2 (a minor extension of)
the technique from above allows us to prove that
‖w‖L˜2(∂Br) ≤ Cr
3/2 ln(r) for any r ∈ (0, 1/2).(46)
More generally, it allows us to prove
‖w‖L˜2(∂Br) ≤ Cr
3/2f(r) for any r ∈ (0, 1/2).
where f(r) is such that f(rR)f(r) ≤ f(R). Furthermore, considering the two-dimensional
solution w(r, θ) = −(ln r)r3/2 cos(3θ/2), we note that the logarithmic loss in (46)
is indeed optimal.
We finally combine all the auxiliary results from this section (Lemma 3.9 and
Lemma 3.10) by formulating the optimal regularity result:
Theorem 4 (Optimal Ho¨lder regularity). Let w be a solution to the variable co-
efficient thin obstacle problem in B1 with a
ij , gi ∈ C0,α(B1) with α ∈ (0, 1/2) or
α ∈ (1/2, 1) satisfying the normalization condition (N). Then, there exists a con-
stant C = C(n, α, ‖aij‖C0,α , ‖g
i‖C0,α) such that
‖w‖C1,min{α,1/2}(B1/2) ≤ C‖w‖L˜2(B1).
The proof is a consequence of the free boundary growth estimates and the cor-
responding interior elliptic estimates away from the free boundary. Since it is very
similar to Proposition 2.13, we do not repeat it here.
4. Free Boundary Regularity
In this last main section of the article, we harvest the results from Section 3 to
derive regularity for (parts of) the free boundary (c.f. Theorem 5). Here we analyze
the part of the free boundary, which corresponds to the lowest possible homogeneity
(modulo linear functions). This part of the free boundary corresponds to the reg-
ular free boundary in the situation of the constant coefficient thin obstacle problem.
As a first result towards the free boundary regularity we investigate L2 normal-
ized blow-ups around free boundary points of the lowest possible vanishing order
(modulo linear functions):
Proposition 4.1. Let w be a solution to the thin obstacle problem (5). Let aij ∈
C0,α(B1) and g
i ∈ C0,α(B1) for some α ∈ (1/2, 1), and moreover suppose that they
satisfy the normalization condition (N). Given x0 ∈ Γw, assume that
κx0 := lim inf
r→0+
ln(‖w − ℓx0‖L˜2(Br))
ln r
< 1 + α,(47)
where ℓx0(x) = ax0xn+1 with
ax0 := lim
x∈Ωw,x→x0
∂n+1w(x).(48)
Then there exists a subsequence rj → 0+ and p3/2 ∈ E with ‖p3/2‖L˜2(B1) = 1, such
that
w˜rj → p3/2 in C
1,β
loc (R
n+1
± ) for w˜rj (x) :=
(w − ℓx0)(rjx)
‖w − ℓx0‖L˜2(Brj )
.
Here 0 < β < 1/2.
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Proof. The proof is very similar as the ones of Lemma 2.4 and Lemma 3.10. We
only show the claim for x0 = 0. After subtracting ℓ0(x), we may assume that
ℓ0(x) = 0. We note that the Signorini boundary condition on B
′
1 does not change
after subtracting ℓ0.
Let α˜ := 1 + α. By (47) and Proposition 2.13, there exists a sequence rj → 0 such
that ‖w‖L˜2(Brj )
= jrα˜j . We may also choose rj maximal, i.e. such that ‖w‖L˜2(Br) ≤
jrα˜ for r ∈ [rj , 1). We consider the blow-ups w˜rj . As in Lemma 3.5 we use our
normalization and the maximality of rj , in order to deduce that ‖w˜rj‖L˜2(B1) = 1 and
‖w˜rj‖L2(B2) ≤ C, where C is uniform in rj . Thus, ‖w˜rj‖W 1,2(B1) ≤ C‖w˜rj‖L2(B2) ≤
C. Similar estimates hold in the C1,β Ho¨lder topologies.
Hence, up to a subsequence w˜rj → w0 in C
1,β
loc (R
n+1
± ) for β ∈ (0, 1/2), where w0
is a solution to the thin obstacle problem for the Laplacian with zero obstacle and
zero inhomogeneity. By the maximal choice of rj , we further obtain
sup
BR
|w0| ≤ CR
α˜ for all R > 1.
Since α˜ ∈ (1, 2), the Liouville theorem for the constant coefficient thin obstacle
problem (c.f. Lemma 2.3 (iii)) yields that w0 ∈ E . By our normalization and the
strong convergences we infer that ‖w0‖L˜2(B1) = 1. 
Relying on Lemma 3.7 and Corollary 3.8, we show that it is also possible to
consider 3/2-homogeneous blow-ups around free boundary points:
Proposition 4.2. Let w : B1 → R be a solution to the variable coefficient thin
obstacle problem, satisfying the normalization condition (N). Assume that 0 ∈ Γw
and that [aij ]C0,α + [g
i]C0,α ≤ δ0 for some small δ0 > 0. Moreover, assume that
|∇w(0)| = 0. Then the limit
lim
r→0
wr(x) := lim
r→0
w(rx)
r3/2
=: w0(x)
exists with respect to the C1,1/2−ǫ (with ǫ ∈ (0, 1/2) arbitrary), the L2 and the weak
W 1,2 topologies, and moreover w0 ∈ E. Furthermore, there exists δ > 0 sufficiently
small such that if
‖w − h3/2‖W 1,2(B1) ≤ δ,(49)
where h3/2 is the model solution from Definition 3.1, then
‖w0 − h3/2‖L˜2(B1) ≤
1
10
‖h3/2‖L˜2(B1).(50)
In particular, w0 is nontrivial.
Proof. We first note that by Corollary 3.8, for all 0 < s < r < 1/2,∥∥Pr(w, s) − Pr(w, r)∥∥
L˜2(B1)
=
∥∥∥∥Pr(w, s)r3/2 − Pr(w, r)r3/2
∥∥∥∥
L˜2(Br)
≤ Crǫ0/2.
Here, C = C(‖aij‖C1,α , ‖g
i‖C1,α , n, ‖w‖L˜2(B1)). Thus, the functions r 7→ Pr(w, r) ∈
L˜2(B1) form a Cauchy sequence with limit w0 ∈ E . Passing to the limit s→ 0 in the
above inequality, we hence obtain ‖Pr(w, r) − w0‖L˜2(B1) ≤ Cr
ǫ0/2. This together
with triangle inequality and (43) yields
‖wr − w0‖L˜2(B1) ≤ ‖wr − Pr(r, w)‖L˜2(B1) +
∥∥Pr(r, w) − w0∥∥L˜2(B1) ≤ Crǫ0/2.(51)
Therefore the limit lim
r→0
wr = w0 exists and w0 ∈ E (which might a priori be such
that w0 = 0).
THE THIN OBSTACLE PROBLEM WITH HO¨LDER COEFFICIENTS 33
Next, we prove (50). To this end, we note that by (51)
‖h3/2 − w0‖L˜2(B1) ≤ ‖wr − h3/2‖L˜2(B1) + ‖wr − w0‖L˜2(B1)
≤ r−
3
2−
n+1
2 ‖w − h3/2‖L2(Br) + Cr
ǫ0/2
≤ r−
3
2−
n+1
2 δ + Crǫ0/2.
Choosing first r ≥ 0 such that Crǫ0/2 ≤ 120‖h3/2‖L˜2(B1), and then choosing δ such
that r−
3
2−
n+1
2 δ ≤ 120‖h3/2‖L˜2(B1), yields
‖h3/2 − w0‖L˜2(B1) ≤
1
10
‖h3/2‖L˜2(B1).
As a consequence, if δ is chosen sufficiently small,
‖w0‖L˜2(B1) ≥
1
2
‖h3/2‖L˜2(B1) ≥ cn > 0.

Finally, we address the free boundary regularity, for which we combine the results
of Propositions 4.1 and 4.2:
Theorem 5 (Free boundary regularity). Let w : B2 → R be a solution to the
variable coefficient thin obstacle problem with aij , gi ∈ C0,α, α ∈ (1/2, 1), satisfying
the normalization condition (N). Let 0 ∈ Γw and assume that κ0 < 1+α, where κ0
is defined as in (47). Then there exist a radius r0 > 0 and an exponent γ ∈ (0, 1)
such that Γw ∩Br0 is a C
1,γ (n− 1)-dimensional manifold.
Proof. Without loss of generality we assume that ∂n+1w(0) = 0. By Proposition 4.1
there exists r0 ∈ (0, 1/2) such that (after a rotation)∥∥∥∥∥ w(r0·)‖w‖L˜2(Br0 ) − h3/2
∥∥∥∥∥
C1(B±1 )
≤
δ
10
,
where δ > 0 is the constant from Proposition 4.2. Let v(x) := w(r0·)‖w‖L˜2(Br0 )
. For
x0 ∈ Γw ∩B1/2 we further define
vx0(x) := v(A(x0)
1/2x+ x0)− bx0xn+1,
where bx0 := (a
n+1,n+1(x0))
1/2 lim
x∈Ωw, x→x0
∂n+1v(x) (in particular, b0 = 0 by the
assumption that ∂n+1w(0) = 0). For this family of functions we note that for
|x0| ≤ r0 := min
{
δ2
64(‖v‖
C0,1/2
+[aij ]C0,α(B1)
)2 ,
1
100
}
we have
‖vx0 − h3/2‖C1(B±1 )
=
∥∥∥v (A(x0)1/2 ·+x0)− bx0(·)n+1 − h3/2(·)∥∥∥
C1(B±1 )
≤ ‖v − h3/2‖C1(B±1 )
+
∥∥∥v(A(x0)1/2 ·+x0)− v∥∥∥
C1(B±1 )
+ |bx0 |
≤
δ
10
+ 2[∇v]C0,1/2(B±1 )
|x0|
1/2 + [aij ]C0,α(B1)|x0|
α
< δ.
As moreover by definition |∇vx0(0)| = 0, Proposition 4.2 is applicable to vx0 and
entails that the limit
E ∋ px0(x) := lim
r→0
v¯x0,r(x), v¯x0,r(x) :=
vx0(rx)
r3/2
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exists for all x0 ∈ Γw ∩ Br0 . Here we have used the off-diagonal assumption (N)
of the metric aij to conclude that px0 ∈ E . Moreover, Proposition 4.2 also implies
that
‖v¯x0,r − px0‖L˜2(B1) ≤ Cs
ǫ0/2 for r ∈ (0, 1), |x0| ≤ r0.(52)
Let p˜x0,r := Pr(vx0 , r). We note that for r = 4|x0|
Cr3/2+ǫ0/2 ≥ ‖vx0 − p˜x0,2r‖L˜2(B2r(0))
=
1
detA(x0)
1/2
∥∥v(·)− ∂n+1v(x0)(·)n+1 − p˜x0,2r(L−1x0 (·))∥∥L˜2(Lx0(B2r(0)) ,
where Lx0(x) = A(x0)
1/2x + x0. If [a
ij ]C0,α is sufficiently small, we have Br(0) ⊂
Lx0(B2r(0)), since |A(x0)− I| ≤ [a
ij ]C0,α |x0|
α. Thus,∥∥v(·) − ∂n+1v(x0)(·)n+1 − p˜x0,2r(L−1x0 (·))∥∥L˜2(Br(0)) ≤ Cr3/2+ǫ0/2.(53)
Assume that p˜x0,2r(y) = c(x0, 2r)Re(y
′ · ν˜(x0, 2r) + iyn+1)3/2 and let ν(x0, 2r) :=
(A(x0)
1/2)−1ν˜(x0, 2r)/|(A(x0)1/2)−1ν˜(x0, 2r)|, then
px0,2r(x) := p˜x0,2r(L
−1
x0 (x))
= c(x0, 2r)Re
(
(x− x0) · ν(x0, 2r)
(ν(x0, 2r) · A(x0)ν(x0, 2r))1/2
+ i
xn+1
an+1,n+1(x0)1/2
)3/2
.
Thus, rewriting the inequality (53) in terms of px0,2r, we have shown that for
r = 4|x0|
‖v(·)− ∂n+1v(x0)(·)n+1 − px0,2r(·)‖L˜2(Br(0)) ≤ Cr
3/2+ǫ0/2.(54)
In particular, this is applicable at the origin
‖v(·)− p0,2r(·)‖L˜2(Br(0)) ≤ Cr
3/2+ǫ0/2,(55)
where we used that ∂n+1w(0) = 0. Combining (54), (55) and using the triangle
inequality, we infer that
‖∂n+1v(x0)xn+1 + (p0,2r(x) − px0,2r(x))‖L˜2(Br(0)) ≤ Cr
3/2+ǫ0/2.
Using the explicit expression of px0,2r and that c(x0, 2r) ≥ cn > 0 (which follows
from Proposition 4.2 and our normalization), we obtain
|∂n+1v(x0)| ≤ C|x0|
1/2+ǫ0/2, |ν(x0, 2r)− ν(0, 2r)| ≤ C|x0|
ǫ0/2.
By (52),
|ν(x0, 2r)− ν(x0, 0+)| ≤ C|x0|
ǫ0/2, |ν(0, 2r)− ν(0, 0+)| ≤ C|x0|
ǫ0/2.
Thus by the triangle inequality
|ν(x0, 0+)− ν(0, 0+)| ≤ C|x0|
ǫ0/2.
This however corresponds to the Ho¨lder continuity of the normal νx0 to Γw ∩B
′
r0 ,
since x0 with |x0| ≤ r0 was arbitrary, and hence concludes the argument. 
Remark 4.3 (Modifications for the boundary thin obstacle problem). In the
case of the boundary thin obstacle problem (which is also called the Signorini prob-
lem) we can relax the regularity assumption on the coefficients aij , due to the even
symmetry about xn+1 (which implies that ∂n+1w(x0) = 0 for all x0 ∈ Γw). More
precisely, going through our arguments one can show that, if aij ∈ C0,β for some
β ∈ (0, 1) and if the inhomogeneity gi ∈ C0,α for some α ∈ (1/2, 1), then the solu-
tion satisfies supBr(x0) |w| ≤ Cr
3/2 at each x0 ∈ Γw ∩B1/2.
Indeed, to observe this, it suffices to note that in Section 2, we do not have to
subtract any linear order polynomial in order to infer the almost optimal regularity
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result from Proposition 2.13 because |∇w| = 0 along the free boundary. This sim-
plifies the argument substantially. It also entails that in the boundary thin obstacle
analogue of (29) we directly infer that a0 = 0 and may use that |∇w| ≤ Cǫr1/2−ǫ
for any ǫ ∈ (0, 1) to obtain the faster than r1/2 decay rate of Gi around the origin.
This allows us to repeat the argument from Section 3 with the only C0,β regularity
of aij. This results in the claimed improvements.
Moreover, if aij ∈ C0,β for some β ∈ (0, 1) and gi ∈ C0,α for some α ∈ (1/2, 1),
the free boundary of the boundary thin obstacle problem is locally a C1,γ graph
around each regular free boundary point x0 (i.e. at points x0 ∈ Γw ∩ B′1/2 with
κx0 < 1 + min{α, 1/2 + β}).
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5. Appendix
Last but not least, in this section we present a sketch of the proof of Lemma 2.2
following the ideas of Andersson (c.f. [And16], Lemma 6.2).
Proof of Lemma 2.2. We argue in two steps and first discuss the behavior with re-
spect to the tangential variables x1, · · · , xn−1, which then, in a second step, allows
us to reduce the problem to a problem in the two variables xn, xn+1 only.
Step 1: Tangential variables. We note that the countable set of linearly inde-
pendent eigenfunctions {lk}k∈N of the restriction of (8) onto the sphere ∂B1 =: Sn
forms an orthonormal basis for L2(Sn). As a consequence any solution w to (8)
can be decomposed into
w(r, θ) =
∞∑
k=1
αk(r)lk(θ),
where θ ∈ Sn, r ∈ R+. Orthogonality, implies that αk(r) = α˜kr
κ(k) with α˜k ∈ R
being independent of r and κ(k) ∈ R. Thus, without loss of generality, we may
assume that
w(x) =
∞∑
k=1
a˜kqk(x),
where qk are homogeneous functions solving (8) with some still unknown homo-
geneity, which we seek to determine in the sequel.
Let hence q be such a function with homogeneity κ. We differentiate q k-times in
an arbitrary combination of the directions e1, · · · , en−1 and denote this by Dαq for
some multi-index α ∈ Nn+1 with |α| = k, αn = 0 = αn+1. Thus, choosing k > κ,
we infer that Dαq is homogeneous of order κ − k < 0. By a difference quotient
argument, regularity theory for the Dirichlet and Neumann problems and the reg-
ularity of our domain, we obtain that Dαq ∈ W 1,2(B1) ∩ L
∞(B1). Combining the
boundedness with the negative homogeneity then implies that Dαq = 0.
Integrating this and using that α ∈ Nn+1 (with |α| = k and αn = 0 = αn+1) was
arbitrary in its first (n − 1) components, yields that κ can be expressed as the
sum of an integer and the homogeneity of an arbitrary two-dimensional solution of
(8) in the variables xn, xn+1. Hence it remains to investigate the two-dimensional
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problem, in order to determine the full set of possible inhomogeneities.
Step 2: The two-dimensional problem. A simple calculation in two-dimensional
polar coordinates shows that all solutions to (8) are of the form
v(xn, xn+1) = xn+1,
v(xn, xn+1) = Re(xn + i|xn|)
κ with κ ∈
{
2n+ 1
2
: n ∈ N
}
,
v(xn, xn+1) = Im(xn + ixn)
κ with κ ∈ N.
Combining this with the previous discussion concludes the proof. 
Remark 5.1. Going through the proof carefully, shows that it reveals more infor-
mation than stated in Lemma 2.2: The proof allows us to conclude that the only
solution of homogeneity 1/2 is given by Re(xn+i|xn|)1/2, it shows that the solutions
of homogeneity one are only linear polynomials and it reveals the possible structure
of solutions of homogeneity 3/2 as being of the form
v(x) = Re(xn + i|xn|)
1/2
n−1∑
j=1
ajxj + bRe(xn + i|xn|)
3/2.
We use this more detailed knowledge in Step 3b in the proof of Lemma 3.7.
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