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We study an integrable Hamiltonian reducible to free fermions which is subjected to an imperfect
periodic driving with the amplitude of driving (or kicking) randomly chosen from a binary distri-
bution like a coin-toss problem. The randomness present in the driving protocol destabilises the
periodic steady state, reached in the limit of perfectly periodic driving, leading to a monotonic rise
of the stroboscopic residual energy with the number of periods (N). We establish that a minimal
deviation from the perfectly periodic driving would always result in a bounded heating up of the
system with N to an asymptotic finite value. Remarkably, exploiting the completely uncorrelated
nature of the randomness and the knowledge of the stroboscopic Floquet operator in the perfectly
periodic situation, we provide an exact analytical formalism to derive the disorder averaged expec-
tation value of the residual energy through a disorder operator. This formalism not only leads to
an immense numerical simplification, but also enables us to derive an exact analytical form for the
residual energy in the asymptotic limit which is universal, i.e, independent of the bias of coin-toss
and the protocol chosen. Furthermore, this formalism clearly establishes the nature of the monotonic
growth of the residual energy at intermediate N while clearly revealing the possible non-universal
behaviour of the same.
The study of non-equilibrium dynamics of closed quan-
tum systems is an exciting as well as a challenging area of
recent research both from experimental [1–11] and theo-
retical perspectives [12–24]. One of the prominent areas
in this regard is periodically driven closed quantum sys-
tems (for review see, [25–31]) which have an illustrious
history dating back to the analysis of the famous Kapitza
pendulum [32] and the kicked-rotor model [33]. The re-
cent interest in periodically driven systems are many fold:
e.g., Floquet engineering of materials in their non-trivial
phases such as the Floquet graphene [14, 15] and topolog-
ical insulators [16] (see also [34]), dynamical generation
of edge Majorana [19] and non-equilibrium phase tran-
sitions [35] like recently proposed time crystals [36, 37].
These studies have received a tremendous boost following
experimental studies on light-induced non-equilibrium
superconducting and topological systems [9, 10] and pos-
sibility of realising time crystals [38, 39]. The other rele-
vant question deals with fundamental statistical aspects,
namely the thermalisation of a closed quantum system
under a periodic driving [40] and the possibility of the
many-body localisation [41].
Periodically driven closed quantum systems, from a
statistical viewpoint, are being extensively studied in the
context of defect and residual energy generation [40, 42],
dynamical freezing [43], many-body energy localization
[44] dynamical localisation[45, 46], dynamical fidelity
[47], work-statistics [48, 49], and as well as in the context
of entanglement entropy [50] and associated dynamical
phase transitions [51]. For periodically driven closed in-
tegrable systems, reducible to free fermions, it is usually
believed that the system reaches a periodic steady state
in the asymptotic limit of driving and hence stops ab-
sorbing energy [40, 53]: the resulting steady state can be
viewed as a periodic Gibbs ensemble with an extensive
number of conserved quantities [52].
However, for a non-integrable model [54] or for an ap-
eroidic driving of an integrable model, the system is ex-
pected to absorb energy indefinitely; also there exists a
possibility of a geometrical generalised Gibbs ensemble
in some special situations [55]. However, for a driven
non-integrable system a MBL state may also arise [41]
and also a MBL state may get delocalised under a pe-
riodic driving [56]. While for a periodically driven non-
integrable system it is challenging to prevent the system
from heating up, the noninteracting case is fundamen-
tally stable and does not suffer from a “heat death prob-
lem”. Considering an integrable model that is reducible
to free fermions, we show below that even in this sim-
plest situation, the slightest deviation from the perfect
periodicity, which is experimentally inevitable, would al-
ways result in heating up of the system with the strobo-
scopic time to a finite bounded asymptotic value. This
bounded nature is in sharp contrast to the situation men-
tioned in Ref. [58, 59], where it has been proved, based
on an approach of the spectral analysis of a non-random
operator [59], that the expectation value of the kinetic
energy operator of a noisy δ-perturbed quantum rotator
is unbounded in time. It should be noted at the outset
that the fate of other types of integrable systems (e.g.,
Bethe-integrable ones) even under a perfectly periodic
drives is still an open issue [57].
Furthermore, this problem of aperiodic driving from
a broad scenario raises a plethora of pertinent questions:
for example, what would be the fate of an emergent topo-
logical phase under such a temporal noise [60]? Can the
aperiodicity be visualised as an outcome of coupling the
system to a bath [61]? What would happen to the stro-
boscopic entanglement entropy in the asymptotic limit
[50]? Can the deviation from periodicity in driving also
induce localization-delocalization transitions in MBL sys-
tems [56]? Can the problem be connected to a quan-
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2tum random walk problem and corresponding search al-
gorithms [62, 63]? Although our attention here is limited
to the problem of heating up only, we believe that the
framework we develop would definitely provide the key
foundation to address most of the questions that have
been mentioned above.
In this paper, we consider a closed integrable quantum
system undergoing an imperfect periodic dynamics. The
imperfection or disorder manifests itself in the amplitude
of the periodic drive which assumes binary values chosen
from a binomial distribution resembling a series of biased
coin toss events. The combination of a periodic driving
with such a disordered amplitude results in the so-called
“Floquet coin toss problem”. The aim of the paper is
to provide an exact analytic framework to explore the
statistical properties of such a non-equilibrium system
observed at N -th stroboscopic interval determined by
the inverse of the frequency (ω) of the perfectly periodic
drive. Our study indeed confirms that the system, even
though integrable, never reaches a periodic steady state
and rather keeps on absorbing energy till the asymptotic
limit.
We establish the above claim considering the one
dimensional transverse Ising Model, described by the
Hamiltonian,
H = −
L∑
n=1
τxnτ
x
n+1 − h
L∑
n=1
τzn. (1)
where h is the transverse field and τ in {i = x, y, z}
are the Pauli spin matrices at nth site. The Hamilto-
nian can be decoupled in to 2 × 2 problems for each
Fourier mode via a Jordan-Wigner mapping, such that
H =
∑
kHk with Hk = (h− cosk)σz + sinkσx, where σ’s
are again Pauli matrices. We here use the anti-periodic
boundary condition for even L so that k = 2mpiL with
m = −L−12 , ...,− 12 , 12 , ..., L−12 .
In our present work we study the effect of aperiodic
temporal variation of the external transverse field h, con-
sidering two different types of driving protocols, namely,
the delta kicks and the sinusoidal driving incorporating
a binary disorder in the amplitude of driving. In short,
we have h(t) = 1 + f(t) with
f(t) =
N∑
n=1
gn [αδ(t− nT )] for the delta kick, (2)
=
N∑
n=1
gnα sin
(
2pit
T
)
for the sinusoidal drive,
(3)
where α is the amplitude of driving and T is the time
period. The random variable gn ( where n refers to the
n-th stroboscopic period) takes the value either 1 with
probability p or 0 with probability (1 − p) chosen from
a Binomial distribution. Evidently gn = 0, corresponds
to free evolution in the nth time period within the time
interval (n− 1)T to nT while gn = 1 corresponds to the
periodic perturbation in the form of a kick or sinusoidal
driving.
To illuminate the underlying Floquet theory, let us
first consider the case of fully periodic situation (p = 1)
choosing the initial state |ψk(0)〉 as the ground-state
of the free Hamiltonian in our case; for each k mode,
we then have Hk(t + T ) = Hk(t). Using the Floquet
formalism, one can define a Floquet evolution opera-
tor Fk(T ) = T exp
(
−i ∫ T
0
Hk(t)dt
)
, where T denotes
the time ordering operator and the solutions of the
Schro¨dinger equation for a time periodic Hamiltonian
can be written as, |ψ(j)k (t)〉 = exp(−i(j)k T )|φ(j)k (t)〉. The
states |φ(j)k (t)〉, the so called Floquet modes satisfying
the condition |φ(j)k (t+ T )〉 = |φ(j)k (t)〉 and the real quan-
tities 
(j)
k are known as Floquet quasi-energies. In the
case of the δ-function kick, Fk can be exactly written, in
the form of,
Fk(T ) = exp(−iασz) exp(−iH0kT ) (4)
consisting of two pieces; the first one corresponds to
the δ-kick at time t = T while the second part rep-
resents the free evolution generated by the time inde-
pendent Hamiltonian H0k = (1 − cos k)σz + (sin k)σx
from time 0 to T . However for the sinusoidal driving
Fk(T ) can be numerically diagonalized to obtain the
quasi-energies ±k and the corresponding Floquet modes
|φ±k 〉. Focussing on the mode k, after a time t =
NT we have |ψk(NT )〉 =
∑
j=± r
(j)
k e
−i(j)k NT |φ(j)k (t)〉,
where r±k = 〈φ±k |ψk(0)〉 and hence the residual energy
εres(NT ) =
1
L
∑
k (ek(NT )− egk(0)) with ek(NT ) =
〈ψk(NT )|H0k |ψk(NT )〉 and egk(0) = 〈ψk(0)|H0k |ψk(0)〉. In
the thermodynamic limit of L→∞, we have
εres(NT ) =
1
2pi
∫
dk
[∑
α=±
|rαk |2〈φαk |H0k |φαk 〉
+
∑
α,β=±
α6=β
(
rα∗k r
β
k e
i(αk−βk)NT 〈φαk |H0k |φβk〉
)
− egk(0)
]
(5)
In the limit N → ∞, due to the Riemann-Lebesgue
lemma the rapidly oscillating off-diagonal terms in Eq.
(5) drop off upon integration over all k modes leading to
a steady state expression for εres [40].
Deviating from the completely periodic case and con-
sidering the situation 0 < p < 1, so that we have a prob-
ability (1 − p) of missing a kick (or a cycle of sinusoidal
drive is absent) in every complete period, one can now
write the corresponding evolved state after N complete
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FIG. 1: (Color online) (a) The RE plotted as a function of stroboscopic intervals (N) for a randomly kicked transverse Ising
chain for α = pi/16. The solid lines correspond to numerically obtained results for different values of p, while different symbols
represent corresponding exact analytical results. (b) The same for the random sinusoidal driving for α = 1. In both the cases,
driving frequency ω is chosen to be 100 and the number of configurations used in numerics Nc = 1000. For the fully periodic
situation (p = 1), the system synchronises with the external driving and stops absorbing energy. On the contrary for any
non-zero value of p 6= 1, the periodic steady state gets destabilised and the system keeps on absorbing heat (see text). We note
that the nature of the growth of the RE as a function of N is not universal and rather depends on the bias p and also the
protocol (see SM).
periods as
|ψk(NT )〉 = Uk(gN )Uk(gN−1).......Uk(g2)Uk(g1)|ψk(0)〉
(6)
with the generic evolution operator given by,
Uk(gn) =
{
Fk(T ), if gn = 1.
U0k (T ), if gn = 0.
(7)
where Fk(T ) is the usual Floquet operator and U0k (T ) =
exp(−iH0kT ) is the time evolution operator for the free
Hamiltonian H0k . One then readily finds:
ek(NT ) = 〈ψk(0)|U†k(g1)U†k(g2).......U†k(gN−1)U†k(gN )
×H0kUk(gN )Uk(gN−1)........Uk(g2)Uk(g1)|ψk(0)〉
(8)
The numerical calculation in Eq. (8) thus involves two
steps: (i) the multiplication of (2N + 1) matrices corre-
sponding to N complete periods for a given disorder con-
figuration as shown in Eq. (8). (ii) Configuration averag-
ing over the disorder for a fixed value of N . Let us refer to
the Fig. S2, where numerically obtained residual energy
(RE) is plotted as a function of number of complete pe-
riods N choosing a high frequency limit (ω = 2pi/T > 4)
in which the fully periodic situation leads to a periodic
steady state both for the δ-kicks and sinusoidal variation
and the system synchronises with the external driving.
Observing the monotonic rise of RE with N for a given
p 6= 0, 1, we conclude that for any non-zero value of p, the
periodic steady state gets destabilised and system keeps
absorbing energy. We further note, that for a given N ,
the behavior of the RE cannot monotonically rise with p
since the RE gets constrained by the fully periodic sit-
uation around p = 1 and the no rise situation around
p = 0. The value of p for which the rate of rise of RE
with N will be maximum depends on both α and ω of
the imperfect drive (see supplementary material (SM))
Furthermore, a slightest inclusion of aperiodicity in the
drive leads to the difference in the RE to rise linearly
with N (up to an appropriate value of N) both in the
limit p → 0 from the undriven situation or (1 − p) → 0
from the perfectly periodic driven situation, as has been
elaborated explicitly in the SM.
Having provided the numerical results, we shall pro-
ceed to set up the corresponding analytical framework
within the space spanned by the complete set of Flo-
quet basis {|j±k 〉} states. Introducing 2(N + 1) iden-
tity operators in terms of the Floquet basis states∑
j(m) |j(m)k 〉〈j(m)k | = 1ˆ in Eq. (8), where j(m)k can take
two possible values corresponding to two quasi-states of
the 2 × 2 Floquet Hamiltonian Fk(T ) for each mode k
and performing the average over disordered configura-
tions and finally upon reorganisation, we find,
4〈ek(NT )〉 = /
∑
〈ψk(0)|j(0)k 〉〈j(N)k |H0k |i(N)k 〉〈i(0)k |ψk(0)〉
[
N∏
m=1
( ∑
gm=1,0
P (gm)〈j(m−1)k |U†k(gm)|j(m)k 〉〈i(m)k |Uk(gm)|i(m−1)k 〉
)]
(9)
where /
∑ ≡ ∑j(0),j(1),....,j(N)
i(0),i(1),....,i(N)
. The uncorrelated nature
of gms enables us to perform the configuration aver-
age by separately averaging over for each gm. Recalling
Eq. (7), and the fact that Fk(T )|j±k 〉 = exp(−i±k T )|j±k 〉
and P (gm) is the probability of being perfectly driven
[P (gm = 1) = p] and free evolution [P (gm = 0) = (1−p)],
respectively, leads us to:
〈ek(NT )〉 = /
∑
〈ψk(0)|j(0)k 〉〈j(N)k |H0k |i(N)k 〉〈i(0)k |ψk(0)〉
×
[
N∏
m=1
(
pe
iT
(

jm−1
k −
im−1
k
)
δ
j
(m−1)
k ,j
(m)
k
δ
i
(m)
k ,i
(m−1)
k
+ (1− p)〈j(m−1)k |U0†k |j(m)k 〉〈i(m)k |U0k |i(m−1)k 〉
)]
=
∑
j(0),j(N)
i(0),i(N)
〈ψk(0)|j(0)k 〉〈j(N)k |H0k |i(N)k 〉〈i(0)k |ψk(0)〉
 ∑
j(1),j(2).....,j(N−1)
i(1),i(2),.....,i(N−1)
N∏
m=1
Dj
(m−1),j(m),i(m−1),i(m)
k

=
∑
j(0),j(N)
i(0),i(N)
〈ψk(0)|j(0)k 〉〈j(N)k |H(0)k |i(N)〉〈i(0)k |ψk(0)〉
[
DNk
]
j(0),j(N),i(0),i(N)
(10)
where the matrix element of (4 × 4) matrix Dk is given by,
Dj
(m−1),j(m),i(m−1),i(m)
k ≡
(
pe
iT
(

jm−1
k −
im−1
k
)
δjm−1k ,jmk
δimk ,i
m−1
k
+ (1− p)〈j(m−1)k |U0†k |j(m)k 〉〈i(m)k |U0k|i(m−1)k 〉
)
(11)
It should be noted that in Eq. (10), the N in DNk is
not a label but the matrix Dk that we have defined in
Eq. (S1), raised to the power N . The above exercise nat-
urally leads to the emergence of 4 × 4 disorder matrix
D for a imperfectly driven 2× 2 system. Given the am-
plitude, frequency, dimensionality, the form of Fk(T ) in
every stroboscopic intervals and the knowledge of disor-
der encoded in the probability p of driving, every element
ofD-matrix can be exactly calculated as shown in the SM
where we probe the analytical structure of the disorder
matrix emphasising both on the limit N → ∞ and in-
termediate N . The intriguing feature is that one of the
eigenvalues of the (non-unitary) disorder matrix becomes
unity while the other real eigenvalue and also the mod-
ulus of complex eigenvalues are less than unity and thus
become vanishingly small in the diagoanlised form of DN
in the limit N → ∞. This remarkable property of the
D-matrix immediately renders an exact analytical form
of the residual energy in the asymptotic limit:
lim
N→∞
〈εres(NT )〉 = 1
pi
[
egk=pi(0)−
∫ pi
0
egk(0)dk
]
. (12)
The asymptotic value obtained in Eq. (S18) is clearly
independent of the driving strength, frequency and the
protocol implemented, and hence is evidently universal.
It is also finite and bounded in contrast to the kicked
rotor case in Ref. [59]. Further, the RE as obtained from
5the exact form given in Eq. (10) confirms the numerically
obtained values presented in Fig. S2 for all values of N .
For small values of N , when the transients have not
yet decayed, the slope of the residual energy curves for
the two different protocols (as shown in Fig. S2) are dif-
ferent. This difference, however disappears in the long
time limit when the initial transients die off. Hence, the
curves for residual energy for both the protocols exhibit
a universal behaviour at large but intermediate N as de-
picted in Fig. 2. This coarse-grained (in time) view of
εres establishes the similar behaviour for two protocols
in such large time scale; this can interestingly be under-
stood by noting that at large N , the phase of the complex
eigenvalues, exp[±iNφ(k, α, ω)], of the disorder operator,
which are responsible for the initial interferences, oscil-
late rapidly and becomes vanishingly small for large inter-
mediate N as illustrated in the SM. However, the other
real eigenvalue r = r(k, α, ω), with modulus less than
unity survives for large intermediate N and goes to zero
only when N → ∞. Thus, out of the four eigenvalues
of the disorder matrix only two eigenvalues, 1 and r (see
SM) raised to the power N , are non-vanishing and com-
pete against each other. While the unit eigenvalue forces
the system to achieve an universal value at N →∞, rN
at large intermediate times is solely responsible for the
monotonic rise of the residual energies for any protocol
chosen. Of course, rN → 0 eventually at N →∞. Thus,
the monotonic growth of εres with increasing N , is en-
sured by the gradual decay of the (positive) rN . We note
that although at finite N the curves at long time scales
are similar, their slopes as they tend towards the asymp-
totic limit are different for the two protocols. This can be
ascribed to the fact that the eigenvalue r = r(k, α, ω) is
not only dependent on the driving strength and frequency
but its functional form is dictated by the protocol cho-
sen and hence, its value is non-universal. Thus, we have
constructed a complete analytic framework to deal with
any “Floquet coin toss” problem in general.
The numerical simulations addressing similar problems
involving multiplication of N unitary matrices, followed
by averaging over a large number (Nc) of disorder con-
figurations; as N and Nc → ∞, requires huge computa-
tional time while being susceptible to numerical inaccu-
racies. On the contrary, the non-perturbative D-matrix,
overcomes such numerical challenges by calculating the
exact analytical behavior of εres at large N and especially
in the asymptotic limit which is otherwise extremely ex-
pensive numerically [64] .
The sole aim of this paper has been to develop the dis-
order matrix formalism, given the complete stroboscopic
information for a perfectly periodic case, to establish the
bounded growth of the residual energy to a asymptotic
value following an aperiodic driving keeping free fermion
reducible integrable quantum systems in mind. How-
ever, we believe it can be generalised to situations where
the disorder matrix is higher dimensional. In such sce-
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FIG. 2: (Color online) An exact coarse-grained view of
〈εres(NT )〉 as a function of the stroboscopic interval N as
obtained from the disorder operator formalism with L = 100,
ω = 100, p = 0.5 for δ-kicked (α = pi/2 in solid red) and for
the sinusoidal variation (α = 1000 in dotted blue) [64]. The
asymptotic value is the horizontal line on top plotted in solid
black. The nature of the curve is the same for both the pro-
tocols and is universal while the slopes differ as an artefact of
the real positive eigenvalue r(k, α, ω) being non-universal.
narios, the asymptotic value of the residual energy and
other such operators may still be obtained from our anal-
ysis. For non-integrable situations, given uncorrelated
binary distribution of disorder, if complete stroboscopic
information about the Floquet evolution operator for the
p = 1 situation is completely known, the disorder matrix
formalism is expected to hold. We note that the ape-
riodic kicking situation proposed here has already been
experimentally realised for a single rotor by Sarkar et al.
[65]; similar experimental studies for aperiodically driven
many body systems are indeed possible. Given a rare
possibility of analytical approach to explore a tempo-
rally disordered situation and given the wide scope of
the validity of our results, we believe that our approach
is going to provide a new avenue to a plethora of similar
studies. We conclude with a note that while spatial disor-
der leads to Anderson localisation, the temporal disorder
which we study here remarkably leads to a delocalisation
(in the Floquet space) with a bound; the importance of
our work in this regard has already been noted in Ref.
[66].
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Supplementary Material on “Exact results in Floquet coin toss for driven integrable
models”
Utso Bhattacharya, Somnath Maity, Uddipan Banik and Amit Dutta
Indian Institute of Technology Kanpur, Kanpur 208 016, India
THE ANALYTICAL STRUCTURE OF THE DISORDER MATRIX AND THE GROWTH OF THE
RESIDUAL ENERGY
In this supplementary material, we shall probe the analytical structure of the disorder matrix and thus establish the
growth of the residual energy as a function of the stroboscopic period N , especially emphasising the limit N →∞ and
large intermediate N . What is intriguing, as we shall show below, is that one of the eigenvalues of the (non-unitary)
disorder matrix is unity while the other eigenvalues ( real and the modulus of the two complex eigenvalues) are less
than unity and thus become vanishingly small in the diagonalized form of DN (k) in the limit N →∞. This remarkable
property of the D-matrix results in a very simplified form of the disorder matrix which immediately renders an exact
analytical form of the residual energy in the asymptotic limit which is independent of the value of the bias p and the
protocol used. For finite N on the other hand, the growth of the residual energy shows a non-universal behaviour,
i.e., is bias and protocol dependent as in this limit its behaviour is dictated by both the real eigenvalues.
The exact analytical structure of the disorder matrix
To present the exact analytical structure of the D-matrix, let us consider the case of a 1-D Ising model subjected
to an imperfect driving protocol referring to Eq. (11) of the main text:
Dj
(m−1),j(m),i(m−1),i(m)(k) ≡
(
pe
iT
(

jm−1
k −
im−1
k
)
δjm−1k ,jmk
δim−1k ,imk
+ (1− p)〈j(m−1)k |U0†k |j(m)k 〉〈i(m)k |U0k|i(m−1)k 〉
)
(S1)
We recall that jk are the quasi-energies and |j1,2k 〉 are corresponding eigenvectors of the 2× 2 Floquet Hamiltonian.
On the other hand, U0k (T ) represents the time evolution operator of the undriven Ising Hamiltonian measured at
stroboscopic instant T . The matrix representation of U0k (T ) is as follows:
U0k (T )
.
=
(
u11(k)− iu12(k) −iu21(k)
−iu21(k) u11(k) + iu12(k)
)
(S2)
where
u11(k) = cos
(
2T sin
(
k
2
))
(S3)
u12(k) = sin
(
k
2
)
sin
(
2T sin
(
k
2
))
(S4)
u21(k) = cos
(
k
2
)
sin
(
2T sin
(
k
2
))
(S5)
Due to the unitarity, the matrix U0k in the basis of the eigenvectors |j1,2k 〉 can be cast in a general form:
〈jmk |U0k (T ) |jnk 〉 .=
(
W11(k) W12(k)
−W ∗12(k) W ∗11(k)
)
(S6)
2with |W11(k)|2 + |W12(k)|2 = 1. Thus, a general form of the 4 × 4 disorder matrix can easily be constructed for the
above situation to obtain,
D(k)
.
=

p+ (1− p) |W11|2 −(1− p)W ∗11W ∗12 −(1− p)W11W12 (1− p) |W12|2
(1− p)W ∗11W12 p exp [i∆φkT ] + (1− p)W ∗11W ∗11 −(1− p)W12W12 −(1− p)W ∗11W12
(1− p)W11W ∗12 −(1− p)W ∗12W ∗12 p exp [−i∆φkT ] + (1− p)W11W11 −(1− p)W11W ∗12
(1− p) |W12|2 (1− p)W ∗11W ∗12 (1− p)W11W12 p+ (1− p) |W11|2

.
=

r1(k) c1(k) c
∗
1(k) r2(k)
c2(k) c3(k) c4(k) −c2(k)
c∗2(k) c
∗
4(k) c
∗
3(k) −c∗2(k)
r2(k) −c1(k) −c∗1(k) r1(k)

(S7)
where ∆φk = 
+
k − −k , ri(k) and ci(k) denotes the real and the complex elements of the matrix, respectively. Let us
recall that the disorder matrix D(k) emerges due to disorder (classical) averaging over infinite number of configurations
and hence evidently is a non-Unitary matrix with the absolute values of all its elements being less than unity. Further,
in the case of perfectly periodic driving p = 1, the off-diagonal terms of the D-matrix in (S7) vanishes rendering it in
a diagonal form.
Eigenvalues and eigenvectors of the D-matrix in the limit N →∞
To continue our analysis further, let us first focus on the modes, k = 0 and pi; the off-diagonal terms of the
Hamiltonian H0k = (1 − cos k)σz + (sin k)σx vanishes for these modes and hence these modes do not evolve with
time. The 2× 2 matrix in (S6) becomes identity matrix for k = 0 and a diagonal matrix with two diagonal elements
exp(∓2iT ) for k = pi. Hence from (S7), we immediately find
D(k = 0, pi) =

1 0 0 0
0 p exp [i∆φk=0,piT ] + (1− p) exp [i∆ek=0,piT ] 0 0
0 0 p exp [−i∆φk=0,pi + (1− p) exp [−i∆ek=0,piT ]T ] 0
0 0 0 1

(S8)
where ∆ek = e
e
k(0) − egk(0) is the energy gap of the Hamiltonian H0k . For the sinusoidal drive ∆ek = ∆φk, whereas
this is not true for the δ-kicked situation as the integral of δ(t−T ) is not zero over a complete period. Since both the
matrices D(k = 0, pi) is diagonal, it is straightforward to estimate limN→∞DN for these modes. For the sinusoidal
drive,
lim
N→∞
DN (k = 0) =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 ; limN→∞DN (k = pi) =

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1
 (S9)
Whereas for the δ-kicked situation,
lim
N→∞
DN (k = 0, pi) =

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1
 (S10)
For other modes (k 6= 0, pi), the matrix D(k) indeed has off-diagonal terms and hence to compute the four eigenvalues
λ(k), one needs to analyse the equation:
[λ(k)− s(λ, k)] f(λ, k) = 0 (S11)
3where s(λ, k) =
{
p+ (1− p)
(
|W11(k)|2 + |W12(k)|2
)}
= 1 as
(
|W11(k)|2 + |W12(k)|2
)
= 1, and f(k, λ) is a third
degree polynomial with all real coefficients. Thus, it is obvious that always one of the eigenvalues λ(k) = λ1(k) = 1
with normalised eigenvector, v1 =
1√
2

1
0
0
1
 for k 6= 0, pi. While one eigenvalue sticks to unity, it is straightforward
to argue that other eigenvalues (one real and the other two complex conjugates of each other) will have a value (or
modulus) less than unity due to the presence of off-diagonal terms in matrix in (S7) and vanish in DN (k 6= 0, pi) when
N →∞. Given the simple structure of the diagonal form of the limN→∞DN (k 6= 0, pi) = diag(1, 0, 0, 0), it is easy to
verify:
lim
N→∞
DN (k 6= 0, pi) = 1
2

1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 1
 (S12)
The Residual Energy as N →∞
In this section we show the behavior of the residual energy εres(NT ) in the limit of N → ∞ using the matrices
given in (S9) and (S12); for a transverse Ising chain one readily finds
lim
N→∞
〈ek=0(NT )〉 = egk=0(0) = 0 (S13)
lim
N→∞
〈ek=pi(NT )〉 = egk=pi(0) = −2 (S14)
lim
N→∞
〈ek 6=0,pi(NT )〉 = 1
2
Tr[H0k 6=0,pi] = 0 (S15)
Let us recall that εres(NT ) =
1
L
∑
k (ek(NT )− egk(0)) with ek(NT ) = 〈ψk(NT )|H0k |ψk(NT )〉 and egk(0) =
〈ψk(0)|H0k |ψk(0)〉; in the thermodynamic limit (L→∞)
εres(NT ) =
1
pi
∫ pi
0
dk [ek(NT )− egk(0)] (S16)
Let us consider the trivial case p = 0 (no periodic drive), for which the residual energy εres(NT ) = 0 as the system
always remains in the initial ground state (except for a trivial phase factor) and hence two terms in (S16) identically
cancel each other for all values of N . On the other hand, in the perfectly periodic situation (p = 1), all the k-modes
contribute and the steady state value becomes,
lim
N→∞
εres(NT ) =
1
pi
∫ pi
0
dk
[{ ∑
α=1,2
∣∣〈jαk |ψ0k〉∣∣2 〈jαk ∣∣H0k ∣∣ jαk 〉
}
− egk(0)
]
(S17)
It should be noted that the steady state value is attained in the asymptotic limit following a partial cancellation of
the initial ground state energy .
Let us now immediately contrast this scenario with the case when p 6= 1, 0 when the disordered average residual
energy
lim
N→∞
〈εres(NT )〉 = 1
pi
lim
N→∞
〈ek=pi(N)〉 − 1
pi
∫ pi
0
egk(0)dk =
1
pi
[
egk=pi(0)−
∫ pi
0
egk(0)dk
]
(S18)
and observe that unlike in the steady state scenario in (S17), as the system gets heated up, only the k = pi mode
contributes in (S18) to the cancellation to finally yield a bias p as well as protocol independent value. Since, only one
k-mode, the k = pi mode contributes, the asymptotic value of residual energy for p 6= 1, 0 is evidently much greater
than the steady state value, clearly asserting that the system has heated up to a finite asymptotic value. Equation
(S18) yields the maximum energy that the system (after being heated up) can attain in the asymptotic limit which
is independent of p as well as the protocol.
4However, one remaining question is that how does the system reach this asymptotic value for p 6= 0, 1 as N increases;
this entirely depends on how the eigenvalues of the D-matrix (other than the one that sticks to unity) decay in diagonal
form of DN (k) as N increases, and hence, as we illustrate below, on the protocol and the value of p. This is precisely
the reason we observe different initial growth of 〈εres(NT )〉 in Fig. 1a and 1b of the main text for different protocols
and for different values of p for a given protocol.
The Residual Energy at Large Intermediate N
In this subsection, we shall show how the growth of the RE depends on the non-universal features in the disorder
operator. The D-matrix in Eq. (S7), as has already been mentioned can be diagonalised to obtain four eigenvalues,
out of which two eigenvalues 1 and r = r(k, α, ω) are real and positive, while the rest two λc = |λc(k, α, ω)|e±iφ(k,α,ω)
are complex conjugates of each other with modulus less than unity. The three roots other than one are obtained by
solving f(k, λ) = 0, where f(k, λ) is a third degree polynomial (see Eqs. (S7) and (S11)) with all real coefficients and
is of the form f(k, λ) = λ3 + a2λ
2 + a1λ+ a0:
where
a2 = −
{
2 Re [c3] + (r1 − r2)
}
(S19)
a1 = −
{
4 Re [c1c2] + (|c4|2 − |c3|2)− 2 Re [c3] (r1 − r2)
}
(S20)
a0 =
{
4 Re [c1c2c
∗
3]− 4 Re [c1c∗2c4] + (|c4|2 − |c3|2)(r1 − r2)
}
(S21)
The real root r = r(k, α, ω) is,
r = −1
3
a2 + (S
+ + S−) (S22)
and the two self-conjugate complex roots are,
λ±c = −
1
3
a2 − 1
2
(S+ + S−) +±i
√
3
2
(S+ − S−) (S23)
where, S± = (R ±D) 13 , D = Q3 + R3, R = 9a2a1−27a0−2a3254 , Q = 3a1−a
2
2
9 , and (r + λ
+
c + λ
−
c ) = a2 shows that r is
real.
The eigenvectors of D(k) as a function of the roots λ are given as,
x1(k, λ)
x2(k, λ)
x3(k, λ)
x4(k, λ)
 (S24)
where,
x2(k, λ) = x1(k, λ)
(r1 + r2 − λ)
{
c∗2c4 + c2 (λ− c∗3)
}
d(k, λ)
(S25)
x3(k, λ) = x1(k, λ)
(r1 + r2 − λ)
{
c2c
∗
4 + c
∗
2 (λ− c3)
}
d(k, λ)
(S26)
x4(k, λ) = x1(k, λ)
c1 (c2c
∗
3 − c∗2c4 − c2λ)− (r1 − λ)
((|c3|2 − |c4|2)− 2 Re [c3]λ+ λ2)− c∗1{c2c∗4 + c∗2 (λ− c3)}
d(k, λ)
(S27)
and
d(k, λ) = c1 (c2c
∗
3 − c∗2c4 − c2λ) + r2
((|c3|2 − |c4|2)− 2 Re [c3]λ+ λ2)− c∗1{c2c∗4 + c∗2 (λ− c3)} (S28)
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FIG. S1: (Color online) The variation of the residual energy 〈εres(k,NT )〉 as a function of the stroboscopic periods N for
arbitary momentum modes k = pi/25 and k = 4pi/5. (a) We see that the complex eigenvalues lead to rapid oscillations around
the mean value determined by the real eigenvalues of the D-matrix for low k = pi/25. These rapid oscillations as can be seen
decay with increasing N for any mode k. (b) These rapid oscillations are very small for an arbitrary high value of k = 4pi/5
justifying our assumptions in the main text.
Imposing the orthonormality condition over the eigenvectors of D(k) one can write down the diagonalising matrix
S(k, α, ω) as:
S =

1 −x∗1(λ+c ) −x(λ+c ) −x1(r)
0 x2(λ
+
c ) x3(λ
+
c ) −x∗2(r)
0 x3(λ
+
c ) x
∗
2(λ
+
c ) −x2(r)
1 x∗1(λ
+
c ) x1(λ
+
c ) x1(r)
 (S29)
At large N, the contribution of [λ±c ]
N = |λc(k, α, ω)|Ne±iNφ(k,α,ω) to the residual energy summed over all the k-
modes vanish, as the interferences due to the fast oscillating phases e±iNφ(k,α,ω) cancel each other. This is apparent
from Fig. S1, where for both the values of k, we see how the contributions of [λ±c ]
N to the exact RE(k) (in red)
oscillate around an increasing mean (in blue) set by contributions only from 1 and rN . For low k (in Fig. S1(a)) we
observe that the rapid oscillations due to [λ±c ]
N in the RE(k) sit on top of the mean, whereas, for high values of k
(see Fig. S1(b)) the contributions of [λ±c ]
N to the RE(k) are nearly zero and the mean approximately coincides with
the exact RE(k). Therefore, we can easily set the contributions of [λ±c ]
N as zero for each mode k throughout the rest
of our calculations. However, 1 and rN survives in such a large N limit to yield,
DN (k 6= 0, pi) = SDdS−1 = 1
2

1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 1
+ [r(k, α, ω)]N DNU (k, α, ω) (S30)
where Dd = diag
(
1, 0, 0, [r(k, α, ω)]N
)
.
Here the first matrix in the R.H.S is a constant matrix independent of the driving frequency, amplitude or proto-
col chosen and hence, universal. On the other hand, the second term in R.H.S. contains a non-universal matrix
DNU (k, α, ω) which is of the form:
DNU (k, α, ω) =

ux1(r) vx1(r) v
∗x1(r) −ux1(r)
ux∗2(r) vx
∗
2(r) v
∗x∗2(r) −ux∗2(r)
ux2(r) vx2(r) v
∗x2(r) −ux2(r)
−ux1(r) −vx1(r) −v∗x1(r) ux1(r)
 (S31)
where u = u(k, α, ω) =
[
S−1
]
41
and v = v(k, α, ω) =
[
S−1
]
42
.
6Although DNU (k, α, ω) specifically depends on the driving amplitude, frequency and the protocol implemented,
it is essentially independent of the number of stroboscopic periods N in this limit. All the time-dependence of the
problem lies in the coefficient [r(k, α, ω)]
N
of the matrix DNU (k, α, ω). As this coefficient is positive and less than
one, with increasing N , it gradually goes to zero only at N → ∞ when the system finally attains its universal
asymptotic value. But for any large non-zero N <∞, this coefficient competes with the universal part (the first term
in the R.H.S.) and generates a turning towards the asymptotic value (see Fig. 2 in the main text). This competition
between the universal and the non-universal part is present irrespective of the protocol chosen, and hence, the curves
for the residual energy in Fig. 2, are alike. Even though the slopes of the residual energy curves, depend upon
both rN (k, α, ω) and DN (k, α, ω), the rate at which the curves for any protocol approach the asymptotic value with
increasing N is of course governed by the value of r(k, α, ω) which is non-universal and varies depending upon the
applied protocol.
LINEAR RISE IN THE RESIDUAL ENERGY WITH LOW N
In this subsection, we shall use approximate analytical methods to show that for small p (and small 1 − p, where
the case with p = 1 corresponds to the perfectly periodic situation) and low N , the residual energy (RE) (and also the
difference in residual energy from the periodic steady state value) increases linearly with the number of stroboscopic
periods N . We shall also investigate the variation of the RE with p for a given number of stroboscopic periods (N).
For the sake of convenience in explaining the results, we shall restrict our attention only to the aperiodically δ-kicked
situation. Our argument below is based on the notion of more probable configurations, for example if p→ 0, we shall
consider the most probable configuration with either no kick or the second most probable configurations with only
one kick being present in the entire process of driving. Similarly, for (1 − p) → 0, there are only two more probable
configurations that one can probe, namely, the configurations with only one kick missing and the perfectly periodic
configuration with p = 1.
Let us first consider the case with p→ 0 and further assume that there is no kick up to the stroboscopic time mT
(where 1 6 m 6 N − 1). A kick is present at time (m+ 1)T ; thereafter, the system evolves freely up to the time NT .
The evolved state at the final time NT is then given by
|ψk(NT )〉 =
[
U0k (T )
]m Fk(T ) [U0k (T )](N−m−1) |ψ(0)〉 (S32)
where Fk(T ) is the usual Floquet operator and U0k (T ) = exp(−iH0kT ) is the time evolution operator for the free
Hamiltonian H0k . For the δ-kick situation, as discussed in the main text, we have an exact form of the Floquet
operator, Fk(T ) = exp(−iασz) exp(−iH0kT ). Using the Baker-Campbell-Hausdorff formula, one can easily find the
expectation value
ek(NT ) = 〈ψk(NT )|H0k |ψk(NT )〉
= 〈ψk(0)|exp(iασz)H0k exp(−iασz)|ψk(0)〉 ≡ ek (S33)
Let us recall that the ground state of the Hamiltonian H0k = (1− cos k)σz + (sin k)σx can be written as |ψk(0)〉 =
(−f−, f+)T , where f± =
√
1/2(1±√(1− cos k)/2) with the corresponding ground state energy egk(0) = −2 sin(k/2).
Using the identity exp(−iασz) = e−iα|+〉〈+| + eiα|−〉〈−| , where |+〉 = (1, 0)T and |−〉 = (0, 1)T , and the relations
(f2− − f2+) = sin(k/2) and f+f− = (1/2) cos(k/2), we readily arrive at the expression
ek = (1− cos k)(f2− − f2+)− 2 sin k cos(2α)(f+f−) = (cos k − 1) sin(k/2)− sin k cos(k/2) cos(2α) (S34)
Finally, we find the expression for the RE,
res =
∫ pi
0
dk
pi
[ek − egk(0)] =
∫ pi
0
dk
pi
[(cos k − 1) sin(k/2)− sin k cos(k/2) cos(2α) + 2 sin(k/2)] = 8
3pi
sin2 α.
What is important is that in the situation when only one kick is present in the entire driving (i.e., p→ 0), the RE
is independent of the stroboscopic instant m at which the kick is applied and further it is entirely determined by the
strength of the kick. In this situation, the configuration averaged RE can be written as,
εres(NT ) = 〈res〉 =
(
N
0
)
(1− p)N (0)res +
(
N
1
)
p(1− p)N−1(1)res (S35)
7where the first term corresponds to the no-kick situation whose contribution to the RE is zero, whereas the second
term provides a non-zero contribution due to the presence of a single kick. Let us note that we have neglected the
configurations with a higher number of kicks which occur with a vanishingly small probability in the limit p→ 0 and
N →∞. Finally, in the limit p→ 0, we get the RE as
εres(NT ) =
8Np(1− p)(N−1)
3pi
sin2 α. (S36)
Remarkably, the RE grows linearly with N as shown in Fig. 2(a).
In the other limit, (1 − p) → 0, considering the two more probable terms in the configuration averaged RE of the
system, one can similarly write,
εres(NT ) =
(
N
N
)
(p)N (N)res +
(
N
N − 1
)
p(N−1)(1− p)(N−1)res . (S37)
Notably, 
(N)
res corresponds to the RE of the system for the perfectly periodic driving (as derived in the main text) and

(N−1)
res is the RE when only one kick is missing in the entire driving. The exercise to arrive at an analytic expression
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FIG. S2: (Color online) (a) The residual energy (RE) as obtained from the Eq. (S36) (blue line) and exact numerical
calculations (red cross) plotted as a function of N ; we find that in the limit p → 0, the RE grows linearly with N . We have
chosen p = 0.0001 and α = pi/16. (b) The RE as obtained from the Eq. (S37) summing over all possible one missed kick
configurations are shown via the blue line, which is a perfect match with the exact numerical results plotted as red crosses over
the blue line. Here, p = 0.9999 and α = pi/16. (c) The mean value of the difference of the RE for the one missed kick situation
shown in (b) and the perfectly periodic situation grows linearly with N .
8in this case is tedious and unilluminating, more because unlike the previous situation the quantity 
(N−1)
res involves the
sum over the stroboscopic instants at which the kick is missed. To circumvent this problem, we shall average over the
all possible permutations i.e. sum over m (position of the missed kick, 1 < m < (N − 1)) with an equal weight 1/N
(see Fig. 2(b)). Henceforth, we see that the difference in the RE for the one missed kick situation and the perfectly
periodic situation (i.e., the contribution to the RE that destabilizes the periodic steady state) indeed grows linearly
with N as shown in Fig. 2(c) upto an appropriate value of N for which the approximation of single drive and one
drive cycle missing holds.
Finally, we address the question how does variation of the RE (after a given number of stroboscopic periods) depend
on the probability p; this however depends on the driving frequency ω and amplitude α. In Fig. 3(a) and Fig. 3(b),
we show that the variation is neither monotonic nor symmetric with p.
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FIG. S3: (Color online) The variation of the RE as obtained using exact numerical methods after a given number of
stroboscopic periods (N = 1000) as function of p: (a) for different values of ω with α = pi/16 and (b) for different values of α
with ω = 100. In both the situations, we find that the variation is neither monotonic nor symmetric with p.
