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STRUCTURAL AND RECURRENCE RELATIONS FOR
HYPERGEOMETRIC-TYPE FUNCTIONS BY NIKIFOROV-UVAROV METHOD∗
J. L. CARDOSO†, C. M. FERNANDES†, AND R. ´ALVAREZ-NODARSE‡
Abstract. The functions of hypergeometric-type are the solutions y = yν(z) of the differential equation
σ(z)y′′ + τ(z)y′ + λy = 0, where σ and τ are polynomials of degrees not higher than 2 and 1, respectively,
and λ is a constant. Here we consider a class of functions of hypergeometric type: those that satisfy the condition
λ+ ντ ′ + 1
2
ν(ν− 1)σ′′ = 0, where ν is an arbitrary complex (fixed) number. We also assume that the coefficients
of the polynomials σ and τ do not depend on ν. To this class of functions belong Gauss, Kummer, and Hermite
functions, and also the classical orthogonal polynomials. In this work, using the constructive approach introduced
by Nikiforov and Uvarov, several structural properties of the hypergeometric-type functions y = yν(z) are obtained.
Applications to hypergeometric functions and classical orthogonal polynomials are also given.
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1. Introduction. When solving numerous theoretical and applied quantum mechanical
problems, one is led to potentials that can be solved analytically; see, e.g., [3, 13, 19, 21, 22,
23]. In most cases the Schro¨dinger equation for such potentials can be transformed into the
generalized hypergeometric-type differential equation [15] which has the form
u′′(z) +
τ˜ (z)
σ(z)
u′(z) +
σ˜(z)
σ2(z)
u(z) = 0,
where σ, σ˜ and τ˜ are polynomials, deg[σ] ≤ 2, deg[σ˜] ≤ 2 and deg[τ˜ ] ≤ 1. By a certain
change of dependent variable (see [15, Section 1, pp. 1–3]) this equation can be transformed
into the hypergeometric-type equation
(1.1) σ(z)y′′(z) + τ(z)y′(z) + λy(z) = 0 ,
where σ and τ are polynomials of degrees not higher than two and one, respectively, and λ is a
constant. Their solutions are known as hypergeometric-type functions and to this class belong
the Bessel, Airy, Weber, Whittaker, Gauss, Kummer, and Hermite functions, the classical
orthogonal polynomials, among others.
The class of functions y = yν(z) we are dealing with in this work corresponds to the
solutions of the hypergeometric equation (1.1) under the condition
λ+ ντ ′ +
ν(ν − 1)
2
σ′′ = 0,
where ν is a complex number. One basic important property of this class of functions is that
their derivatives are again hypergeometric-type functions. The converse is also true when
deg[σ(s)] = 2 ∨ deg[τ(s)] = 1: any hypergeometric-type function is the derivative of a
hypergeometric-type function. More precisely, we have the following results [15, Section 2,
p. 6].
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1. if y = y(z) is a solution of (1.1) then, the n-th derivative of y(z), vn(z) := y(n)(z),
is a solution of
(1.2) σ(z)v′′n(z) + τn(z)v′n(z) + µnvn(z) = 0,
where
(1.3) τn(z) = τ(z) + nσ′(z)
and
µn = µn(λ) = λ+ nτ
′ +
n(n− 1)
2
σ′′ ;
2. if vn(z) is a solution of (1.2) and µk 6= 0 for k = 1, . . . , n− 1, then vn = y(n)(z)
where y = y(z) is a solution of (1.1).
Joining these two properties it is possible to derive many other properties [15, pp. 14, 207,
and 265]. Numerous structural properties of this class of functions have been studied in the
last two decades [5, 6, 7, 8, 9, 25, 26].
The recurrence relations for the special functions (and thus for the associated wave func-
tions) are interesting not only from the theoretical point of view (they are useful for comput-
ing the values of matrix elements of certain physical quantities; see, e.g., [5] and references
therein), but also they can be used to numerically compute the values of the functions as well
as their derivatives, as is shown in our previous paper [2] for the case of Laguerre polynomi-
als and the associated wave functions of the harmonic oscillator and of the hydrogen atom.
Nevertheless, we need to point out that, although the recurrence relations seem to be more
useful for the evaluation of the corresponding functions than other direct methods, one should
be very careful when using them; see, e.g., the nice surveys [11, 24] on numerical evaluation
and the convergence problem that appears when dealing with recurrence relations, or the most
recent results [17, 18] for the case of the hypergeometric function 2F1.
In the present paper we obtain, in a unified way, several algebraic characteristics (re-
currence and structural relations) for the solutions of the hypergeometric equation (1.1), i.e.,
for the hypergeometric-type functions. In particular, we find several new recurrence and
structural relations for the solutions of the hypergeometric equation (1.1) in terms of the
polynomial coefficients σ and τ , namely, Theorems 3.3 and 3.5; Corollaries 3.8, 3.9, 3.10,
3.12, and 3.14. For the particular cases of hypergeometric, confluent hypergeometric, and
Hermite equations, some of these results can be obtained also by using the properties of the
hypergeometric functions; see [16, Section 33]. However, here we will use an alternative and
more general direct approach based on the Nikiforov and Uvarov method [15, §3–§4], which
allows us to obtain recurrences relations a` la carte. In this case we concentrate our effort on
the not so well known fourth-term recurrence relations for the hypergeometric-type functions.
Another advantage of this method is that it enables derivation of the recurrences in terms of
the coefficients of the differential equation (1.1), and therefore it can be easily implemented
in any computer algebra system; see, e.g., [12].
Finally, let us mention that many of the recurrence relations involving derivatives can
be obtained by appropriate combinations of three recurrence relations of the hypergeometric-
type functions; namely, the three-term recurrence relation and the two differentiation formu-
las of these functions given in [7]; see identities (5), (27), and (30), pp. 713, 716, and 717,
respectively. This technique in not recommended, since the corresponding computations are
cumbersome and the resulting coefficients are not, in general, as simple as the ones we present
here. Let us also mention that for the case when the coefficients σ and τ of the equation (1.1)
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change with the spectral parameter λ, a general theory that extents the Nikiforov-Uvarov one
is presented in [27].
The structure of the paper is as follows: In Section 2 the preliminary results are presented.
The main results of the paper are in Section 3, where three four-term recurrence relations
are obtained and from them, several three-term recurrence relations are explicitly written
down. Finally, in Section 4, applications to the hypergeometric, confluent hypergeometric,
and Hermite functions, as well as to the classical orthogonal polynomials are given.
2. Preliminaries. Here we will follow the notation and results of [15]. The above prop-
erties 1 and 2 allow us to construct a family of particular solutions of (1.1) for a given λ. In
fact, when µn = 0, (1.2) has the particular solution vn(z) = C, (constant). By property 2,
vn(z) = y
(n) where y = y(z) is a solution of (1.1). This means that when
(2.1) λ = λn := −nτ ′ − n(n− 1)
2
σ′′,
the equation (1.1) has a (particular) polynomial solution y(z) = yn(z), with deg[yn(z)] = n.
Such polynomials are known as polynomials of hypergeometric type and correspond to the
case when λ = λn is given by (2.1). In particular, for them we have the Rodrigues formula
(2.2) yn(z) = Bn
ρ(z)
[
σn(z)ρ(z)
](n)
,
where the Bn, n = 0, 1, 2, . . ., are normalizing constants and ρ(z) is a solution of the Pearson
equation
(2.3) [σ(z)ρ(z)]′ = τ(z)ρ(z) .
Assuming that ρ is an analytic function on and inside a closed contour C surrounding the
point s = z and making use of the Cauchy’s integral theorem (see, e.g., [10]), we may write
(2.4) yn(z) = Cn
ρ(z)
∫
C
σn(s)ρ(s)
(s− z)(n+1)
ds ,
where the Cn = n!Bn/(2pii) is a normalizing constant and ρ(z) satisfies (2.3). This suggests
to look for a particular solution of (1.1) of the form
(2.5) yν(z) = Cν
ρ(z)
∫
C
σν(s)ρ(s)
(s− z)(ν+1)
ds ,
where Cν is a normalizing constant and ν is an arbitrary complex parameter connected with
λ by
(2.6) λ = λν = −ντ ′ − ν(ν − 1)
2
σ′′ .
The following theorem asserts that the above suggestion is true.
Theorem A [15, p. 10]. Let ρ(z) satisfy the Pearson equation (2.3), where ν is a solution
of (2.6), and let D be a region of the complex plane which contains the piecewise smooth
curve C of finite length. Then, equation (1.1) has a particular solution of the form (2.5)
provided that the functions σν(s)ρ(s)
(s−z)(ν+k)
, for k = 1, 2,
• are continuous as functions of the variables s ∈ C, z ∈ D ;
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• for each fixed s ∈ C, they are analytic as functions of z ∈ D;
and C is such that σ
ν+1(s)ρ(s)
(s−z)ν+2
∣∣∣s2
s1
= 0, where s1 and s2 are the endpoints of C.
If the integral in (2.5) is an improper one, then the result remains valid if the convergence of
the integral is uniform [10, p. 188].
In the next sections, generalizing (1.3), we will use the notation
(2.7) τν(z) = τ(z) + νσ′(z) = τ ′ν z + τν(0), ν ∈ C,
and, in order to keep valid property 2 of Section 1, we will restrict ourselves to the condition
deg[σ(s)] = 2 ∨ deg[τ(s)] = 1.
3. Recurrence relations for the hypergeometric-type functions. Now we are ready
to establish the main results of this paper.
3.1. Four-term recurrence relations. First, we prove the following theorem.
THEOREM 3.1. Consider the hypergeometric-type functions y(k)ν−1(z), y(k)ν (z), y(k+1)ν (z),
and y(k+1)ν+1 (z) defined by (2.5). Suppose that ρ(z) is a solution of (2.3) and
(3.1) σ
ν(s)ρ(s)
(s− z)ν−k−1
sm
∣∣∣∣∣
s2
s1
= 0, m = 0, 1, 2, ...,
where s1 and s2 are the end points of C. Then, there exist polynomial coefficients Aik(z),
i = 1, 2, 3, 4, not all identically zero, such that
(3.2) A1k(z)y(k)ν−1(z) +A2k(z)y(k)ν (z) +A3k(z)y(k+1)ν (z) +A4k(z)y(k+1)ν+1 (z) = 0.
Moreover, the functions Aik , i = 1, 2, 3, 4 are given by
8>>>>>>>>>><
>>>>>>>>>>:
A1k(z) = −τ
′
ντ
′
ν+k−1
2
τ
′
ν+k−2
2
h
τ
2
ν−1(0)
σ′′
2
− τ
′
ν−1
“
τν−1(0)σ
′(0)− τ ′ν−1σ(0)
”i
×
Cν
Cν−1
“
R(z)− 2σ′(z)
”
,
A2k(z)=(ν−k)τ
′
ν
2
−1τ
′
ντ
′
ν+k−1
2
»“
R(z)−2σ′(z)
”„
τν−1(z)
σ′′
2
−σ
′(z)τ ′ν−1
«
−τ
′
ν−1σ
′′
σ(z)
–
,
A3k(z)=
"
τ
′
ντ
′
ν+k−1
2
R(z) + (ν − k)
(σ′′)
2
2
τν(z)− 2τ
′
ν− 1
2
τ
′
νσ
′(z)
#
τ
′
ν
2
−1τ
′
ν−1σ(z),
A4k(z)=(ν − k)
Cν
Cν+1
τ
′
ν
2
−1τ
′
ν−1
2
τ
′
ν−1σ
′′
σ(z),
(3.3)
where R(z) is an arbitrary function of z.
Proof. From [15, Eq. (9), p. 17], we have
(3.4) y(k)ν (z) =
C
(k)
ν
σk(z)ρ(z)
∫
C
σν(s)ρ(s)
(s− z)ν−k+1
ds, C(n)ν =

n−1∏
j=0
τ ′ν+j−1
2

Cν .
Now, using [15, Eqs. (4), p. 16 and (9), p. 17],
(3.5) y(k)ν (z) =
C
(k)
ν
σk(z)ρ(z)
1
ν − k
∫
C
τν−1(s)σ
ν−1(s)ρ(s)
(s− z)ν−k
ds.
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Substituting the above expressions (3.4) and (3.5) in
S(z) = A1k(z)y
(k)
ν−1(z) +A2k(z)y
(k)
ν (z) +A3k(z)y
(k+1)
ν (z) +A4k(z)y
(k+1)
ν+1 (z),
we obtain
(3.6) S(z) = 1
σk+1(z)ρ(z)
∫
C
σν−1(s)ρ(s)
(s− z)ν−k
P (s)ds ,
where
P (s) = A1k(z)C
(k)
ν−1σ(z) +A2k(z)
C
(k)
ν
ν − k
σ(z)τν−1(s) +A3k(z)C
(k+1)
ν σ(s) +
A4k(z)
C
(k+1)
ν+1
ν − k
τν(s)σ(s) .(3.7)
Let us define a function Q(z, s) which is, for every fixed z, a polynomial in s such that
σν−1(s)ρ(s)
(s− z)ν−k
P (s) =
∂
∂s
[
σν(s)ρ(s)
(s− z)ν−k−1
Q(z, s)
]
.
If such a function Q exists, then the integral (3.6) vanishs by the boundary conditions (3.1),
and therefore (3.2) holds. Let us show that the aforementioned function Q always exists.
Taking the derivative of the right hand side of the last equality, one gets
(3.8) P (s) = [τν−1(s)(s− z)− (ν − k − 1)σ(s)]Q(z, s) + σ(s)(s− z)∂Q
∂s
(z, s) .
Comparing the expressions (3.7) and (3.8), we may conclude that, with respect to the vari-
able s, deg [Q(z, s)] = degs [Q(z, s)] ≤ 1. Thus, using the expansions
Q(z, s) = Q(z, z) +
∂Q
∂s
(z, z)(s− z),
(3.9) τν(s) = τν(z) + τ ′ν(s− z), σ(s) = σ(z) + σ′(z)(s− z) +
σ′′
2
(s− z)2 ,
as well as (2.7), we have
8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:
A1k(z)C
(k)
ν−1σ(z) +A2k(z)
C
(k)
ν
ν − k
τν−1(z)σ(z) +A3k(z)C
(k+1)
ν σ(z)+
+A4k(z)
C
(k+1)
ν+1
ν − k
τν(z)σ(z) = −(ν − k − 1)σ(z)Q(z, z),
A2k(z)
C
(k)
ν
ν − k
τ
′
ν−1σ(z) +A3k(z)C
(k+1)
ν σ
′(z) +A4k(z)
C
(k+1)
ν+1
ν − k
ˆ
τν(z)σ
′(z)+τ ′νσ(z)
˜
=
τk(z)Q(z, z)− (ν − k − 2)σ(z)
∂Q
∂s
(z, z),
A3k(z)C
(k+1)
ν
σ′′
2
+ A4k(z)
C
(k+1)
ν+1
ν − k
»
τν(z)
σ′′
2
+ τ ′νσ
′(z)
–
= τ ′ν+k−1
2
Q(z, z)+
τk+1(z)
∂Q
∂s
(z, z),
A4k(z)
C
(k+1)
ν+1
ν − k
τ
′
νσ
′′ = 2τ ′ν+k
2
∂Q
∂s
(z, z) .
(3.10)
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Therefore, we have an indeterminate linear system of four equations with six unknowns: the
functions Aik(z), i = 1, 2, 3, 4, and the coefficients in the variable z of the polynomial (on
s) Q(z, s). This guarantees not only the existence of the functions Aik(z), i = 1, 2, 3, 4, but
also of the polynomial Q(z, s) introduced above. Assuming that σ′′ 6= 0, the above system
can be written as
8>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>:
A1k(z)C
(k)
ν−1σ(z) = −
τν−1(z)
τ ′ν−1
„
Q(z, z)−
2
σ′′
σ
′(z)
∂Q
∂s
(z, z)
«
×
"
τν−1(z) +
2
σ′′
τ
′
ν−1 ×
„
τ ′ν−1
τν−1(z)
σ(z)− σ′(z)
«#
,
A2k(z)
C
(k)
ν
ν − k
=
1
σ(z)τ ′ν−1
“
τν−1(z)−
2
σ′′
σ
′(z)τ ′ν−1
”“
Q(z, z)−
2
σ′′
σ
′(z)
∂Q
∂s
(z, z)
”
−
2
σ′′
∂Q
∂s
(z, z),
A3k(z)C
(k+1)
ν =
2
σ′′
»
τ
′
ν+k−1
2
Q(z, z) +
„
τν(z)
τ ′ν
(ν − k)
σ′′
2
−
2
σ′′
σ
′(z)τ ′
ν− 1
2
«
∂Q
∂s
(z, z)
–
,
A4k(z)
C
(k+1)
ν+1
ν − k
=
2
σ′′
τ ′ν+k
2
τ ′ν
∂Q
∂s
(z, z) .
Substituting the values Aik , i = 1, 2, 3, 4, from above in the equation (3.2), which is a homo-
geneous linear equation, choosing Q(z, z) = ∂Q
∂s
(z, z)R(z)/σ′′, where R(z) is an arbitrary
function of z, using relations (3.4) for the constants C(n)ν , and simplifying the common fac-
tors, we get the non-trivial solution (3.3).
Notice that formulae (3.3) are still valid for σ′′ = 0. This is a consequence of (3.2) and
the principle of analytic continuation. Moreover, if one chooses R(z) to be a polynomial
in z then the corresponding expressions for the coefficients Aik(z), i = 1, 2, 3, 4, in (3.3) are
polynomials in z. Finally, let us mention that this method enables one to construct other types
of solutions, not necessarily polynomials, since R(z) is an arbitrary function of z.
REMARK 3.2. Let us briefly analyze the cases when σ′′ = 0. In this case, from (3.3),
we have two possibilities.
1. If deg[σ(s)] = 1 ∧ deg[τ(s)] = 1, then A4k = 0.
2. If deg[σ(s)] = 0 ∧ deg[τ(s)] = 1, then A2k = 0 = A4k .
Since we are looking for solutions with coefficients Aik(z), i = 1, 2, 3, 4, which do not
vanish at the same time, we need to compare the expressions (3.7) and (3.8). From this
analysis follows that degs[Q(z, s)] = 0. In the first case Q(z, s) is a constant 6= 0, while in
the second one Q(z, s) is identically zero. Notice that in both cases the resulting systems are
not equivalent to (3.10). The coefficients in these two cases are given as follows,
• when deg σ = 1, σ(s) = σ(z) + σ′(s− z) and τ(s) = τ(z) + τ ′(s− z), by


A1k(z) =
2Cν
Cν−1
τ ′
(
τ ′σ(z)− σ′τν−1(z)
)
,
A2k(z) = (ν − k)τ
′σ′,
A3k(z) = −(ν − k)
(
σ′
)2
− 2τ ′σ(z),
A4k(z) =
Cν
Cν+1
(ν − k)σ′ ;
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• when deg σ = 0, σ(s) = σ(z) and τ(s) = τ(z) + τ ′(s− z), by

A1k(z) = −
Cν
Cν−1
τ ′A3k(z),
A2k(z) = −
Cν+1
Cν
τ ′A4k(z),
where A3k(z) and A4k(z) are arbitrary polynomials in z.
In a similar fashion we can prove the following theorem.
THEOREM 3.3. Consider the functions of hypergeometric type y(k+1)ν−1 (z), y(k)ν (z),
y
(k+1)
ν (z), and y(k+1)ν+1 (z). Suppose that ρ(z) is a solution of (2.3), satisfying condition (3.1).
Then, there exist polynomial coefficients Bik(z), i = 1, 2, 3, 4, not all identically zero, such
that
(3.11) B1k(z)y(k+1)ν−1 (z) +B2k(z)y(k)ν (z) +B3k(z)y(k+1)ν (z) +B4k(z)y(k+1)ν+1 (z) = 0 .
Moreover, the functions Bik, i = 1, 2, 3, 4, are given by


B1k(z) =
Cν
Cν−1
τ ′ντ
′
ν+k−1
2
[
τ2ν−1(0)
σ′′
2
− τ ′ν−1
(
τν−1(0)σ
′(0)− τ ′ν−1σ(0)
)]
×(
R(z)− 2σ′(z)
)
,
B2k(z) = −(ν − k)τ
′
ντ
′
ν
2−1
τ ′ν+k−1
2
[
R(z)τ ′ν−1 +
(
τν−1(z)σ
′′ − 2σ′(z)τ ′ν−1
)]
,
B3k(z)=τ
′
ντ
′
ν
2−1
[
τ ′ν+k−1
2
R(z) + (ν − k)
(σ′′)2
2τ ′ν
τν(z)− 2τ
′
ν− 12
σ′(z)
]
τν−1(z),
B4k(z)=(ν − k)σ
′′
Cν
Cν+1
τ ′ν
2−1
τ ′ν−1
2
τν−1(z),
(3.12)
where R(z) is an arbitrary function of z.
REMARK 3.4. As in Remark 3.2, when σ′′ = 0 from (3.12), the following two cases
apply.
1. If deg[σ(s)] = 1 ∧ deg[τ(s)] = 1, then B4k = 0.
2. If deg[σ(s)] = 0 ∧ deg[τ(s)] = 1, then B4k = 0.
Solving the corresponding systems, we find
• deg σ = 1 and deg τ = 1, σ(s) = σ(z) + σ′(s− z) and τ(s) = τ(z) + τ ′(s− z)

B1k(z) =
2Cν
Cν−1
(
σ′τν−1(z)− τ
′σ(z)
)
,
B2k(z) = (ν − k)τ
′,
B3k(z) = −2τ 3ν−k−2
2
,
B4k(z) =
Cν
Cν+1
(ν − k) ;
• deg σ = 0 and deg τ = 1, σ(s) = σ(z) and τ(s) = τ(z) + τ ′(s− z)

B3k(z) =
Cν−1
τ ′Cν
τ(z)A1k(z),
B4k(z) = −
Cν−1
τ ′Cν+1
(ν − k)A1k(z)−
Cν
τ ′Cν+1
A2k(z) ,
where B1k(z) and B2k(z) are arbitrary polynomials in z.
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THEOREM 3.5. Consider the functions of hypergeometric type y(k)ν−1(z), y(k)ν (z),
y
(k+1)
ν (z), and y(k)ν+1(z). Suppose that ρ(z) is a solution of (2.3), satisfying condition (3.1).
Then, there exist polynomial coefficients Dik(z), i = 1, 2, 3, 4, not all identically zero, such
that
(3.13) D1k(z)y(k)ν−1(z) +D2k(z)y(k)ν (z) +D3k(z)y(k+1)ν (z) +D4k(z)y(k)ν+1(z) = 0.
Moreover, the functions Dik, i = 1, 2, 3, 4 are given by
(3.14)

D1k =
Cν
Cν−1
τ ′ντ
′
ν+k−1
2
τ ′ν+k−2
2
(
H(z)− τ ′
ν− 12
)
×[
τ2ν−1(0)
σ′′
2 + τ
′
ν−1
(
σ(0)τ ′ν−1 − σ
′(0)τν−1(0)
)]
,
D2k = (ν − k)τ
′
ν− 12
τ ′ντ
′
ν
2−1
τ ′ν+k−1
2
×[(
τ(0)σ′′ − σ′(0)τ ′
)
−
σ′′
2
τν−1(z) +H(z)
σ′(0)τ ′ν − τν(0)σ
′′
τ ′ν
]
,
D3k = −τ
′
ν−1τ
′
ν− 12
τ ′ν
2−1
τ ′ν
(
H(z)− τ ′ν+k−1
2
)
σ(z),
D4k = H(z)(ν − k)(ν − k + 1)
σ′′
2
Cν
Cν+1
τ ′ν−1τ
′
ν
2−1
τ ′ν−1
2
,
where H(z) is an arbitrary function of z.
Proof. Substituting (3.4) and (3.5) in the equation
S(z) = D1k(z)y
(k)
ν−1(z) + D2k(z)y
(k)
ν (z) +D3k(z)y
(k+1)
ν (z) +D4k(z)y
(k)
ν+1(z),
we obtain
S(z) =
1
σk+1(z)ρ(z)
∫
C
σν−1(s)ρ(s)
(s− z)ν−k
P (s)ds ,
where P (s) is given by
P (s) =D1kC
(k)
ν−1σ(z) +D2k
C
(k)
ν
ν − k
σ(z)τν−1(s) +D3kC
(k+1)
ν σ(s)+
D4k
C
(k)
ν+1
(ν − k − 1)(ν − k)
σ(z) (τ ′νσ(s) + τν(s)τν−1(s)) .
(3.15)
Reasoning as in the proof of Theorem 3.1, we define a polynomial Q(z, s) in the variable s
such that
σν−1(s)ρ(s)
(s− z)ν−k
P (s) =
∂
∂s
[
σν(s)ρ(s)
(s− z)ν−k−1
Q(z, s)
]
.
Therefore, if the boundary conditions (3.1) hold, S(z) = 0 and (3.13) follows. Taking the
derivative of the right-hand side we find
(3.16) P (s) = [τν−1(s)(s− z)− (ν − k − 1)σ(s)]Q(z, s) + σ(s)(s− z)∂Q
∂s
(z, s) .
Hence, by comparing (3.15) with (3.16), we conclude that degs[Q(z, s)] = 0, i.e.,
Q(z, s) = f(z), which we choose, without loss of generality, equal to 1.
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Substituting the expansions (3.9) of τν−1(s), τν(s), and σ(s) in powers of s−z in (3.15)
and (3.16), we obtain

D1kC
(k)
ν−1 +D2k
C
(k)
ν
ν − k
τν−1(z) +D3k(z)C
(k+1)
ν +
D4k
C
(k)
ν+1
(ν − k)(ν − k + 1)
[τ ′νσ(z) + τν(z)τν−1(z)] = −(ν − k − 1),
D2k
C
(k)
ν
ν − k
σ(z)τ ′ν−1+D3kC
(k+1)
ν σ
′(z) +D4k
C
(k)
ν+1
(ν − k)(ν − k + 1)
σ(z)2τν(z)τ
′
ν− 12
= τk(z),
D3kC
(k+1)
ν
σ′′
2
+D4k
C
(k)
ν+1
(ν − k)(ν − k + 1)
σ(z)τ ′ντ
′
ν− 12
= τ ′ν+k−1
2
.
Assuming σ′′ 6= 0, from last equation we get
D3k(z)C
(k+1)
ν =
2
σ′′
[
τ ′ν+k−1
2
−D4k(z)
C
(k)
ν+1
(ν − k)(ν − k + 1)
σ(z)τ ′ντ
′
ν− 12
]
.
Choosing now
D4k(z) = R(z)τ
′
ν+k−1
2
(ν − k)(ν − k + 1)
C
(k)
ν+1σ(z)τ
′
ντ
′
ν− 12
,
where R(z) is an arbitrary function of z, we obtain
D3k(z)C
(k+1)
ν =
2
σ′′
τ ′ν+k−1
2
(1−R(z)) ,
and therefore8>>>>>>>>>><
>>>>>>>>>>:
D4k(z) = R(z)τ
′
ν+k−1
2
(ν − k)(ν − k + 1)
C
(k)
ν+1τ
′
ντ
′
ν− 1
2
,
D3k(z)C
(k+1)
ν =
2
σ′′
τ
′
ν+k−1
2
“
1−R(z)
”
σ(z),
D2k(z)C
(k)
ν =
ν − k
τ ′ν−1
»
2
„
τ (0)−
σ′(0)
σ′′
τ
′
«
−τν−1(z)+2R(z)τ
′
ν+k−1
2
„
σ′(0)
σ′′
−
τν(0)
τ ′ν
«–
,
D1k(z)C
(k)
ν−1 =−
τν−1(z)
τ ′ν−1
»
τν−1(z)−
2
σ′′
τ
′
ν−1+2R(z)τ
′
ν+k−1
2
„
σ′(0)
σ′′
−
τν(0)
τ ′ν
«–
−
(ν − k − 1)σ(z)−R(z)τ ′ν+k−1
2
τ ′νσ(z)+τν(z)τν−1(z)
τ ′ντ
′
ν− 1
2
−
2
σ′′
σ(z)τ ′ν+k−1
2
(1−R(z)).
If we now substitute the above valuesDik, i = 1, 2, 3, 4, in (3.13), putR(z) = H(z)/τ ′ν+k−1
2
,
where H(z) is a function of z, and simplify the resulting expressions, we obtain the val-
ues (3.14).
Notice that if we choose H(z) to be a polynomial in z, then the corresponding coeffi-
cients Aik , i = 1, 2, 3, 4, will be polynomials in z, too. Formulae (3.14) are still valid, by
analytic continuation, when σ′′ = 0.
REMARK 3.6. In the case when σ′′ = 0, from (3.14), the following two cases apply.
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1. If deg[σ(s)] = 1 ∧ deg[τ(s)] = 1, then D4k(z) = 0.
2. If deg[σ(s)] = 0 ∧ deg[τ(s)] = 1, then D2k(z) = 0 = A4k(z).
Thus, a similar analysis yields
• in the first case, σ(s) = σ(z) + σ(s− z) and τ(s) = τ(z) + τ ′(s− z)

D1k(z) =
2Cν
Cν−1
τν(z)
(
τ ′σ(z)− σ′τν−1(z)
)
,
D2k(z) = (ν − k)σ
′τν(z),
D3k(z) = −2τ 3ν−k
2
σ(z),
D4k(z) =
Cν
Cν+1
(ν − k − 1)(ν − k)σ′ ;
• in the second case σ(s) = σ(z) and τ(s) = τ(z) + τ ′(s− z)

D1k(z) = −
Cν
Cν−1
(ν − k − 1)τ ′σ(z),
D2k(z) = −(ν − k)τ(z),
D3k(z) = σ(z),
D4k(z) =
Cν
Cν+1
(ν − k − 1)(ν − k).
3.2. Three-term recurrence relations. In general, in order to obtain three-term recur-
rence relations involving functions of hypergeometric type and their derivatives of any order,
one could follow the technique described in the previous section; see, e.g., [25]. Here we will
obtain several three-term recurrence relations that follow from Theorem 3.1 (Corollaries 3.7–
3.9), Theorem 3.3 (Corollary 3.10) and Theorem 3.5 (Corollaries 3.11–3.14), when one of
the coefficients Aik(z), i = 1, 2, 3, 4, is chosen to be identically zero. Since the proofs of all
Corollaries are quite similar we will include here only the first one.
COROLLARY 3.7.
(3.17) E1k(z)y(k)ν (z) + E2k(z)y(k+1)ν (z) + E3k(z)y(k+1)ν+1 (z) = 0,

E1k(z) = −τ
′
ν+k−1
2
τ ′ν ,
E2k(z) = −τ
′
νσ
′(0) + σ
′′
2 (τν(0)− τ
′
νz) ,
E3k(z) =
Cν
Cν+1
τ ′ν−1
2
.
(3.18)
Proof. Using the fact that R(z) in Theorem 3.1 is an arbitrary polynomial of z and
putting R(z) = 2σ′(z), we get A1k = 0. Thus, relation (3.2) becomes
E1k(z)y
(k)
ν (z) + E2k(z)y
(k+1)
ν (z) + E3k(z)y
(k+1)
ν+1 (z) = 0 ,
where the coefficients E1k = A2k, E2k = A3k and E3k = A4k are given by

E1k(z) = −(ν − k)τ
′
ν+k−1
2
σ′′σ(z),
E2k(z) =
ν − k
τ ′ν
σ′′σ(z)
[
−
1
2
(2τ ′νσ
′(0) + τ ′νσ
′′z − τν(0)σ
′′)
]
,
E3k(z) = (ν − k)
Cν
Cν+1
τ ′ν−1
2
τ ′ν
σ′′σ(z).
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Hence, after some simplifications, we obtain (3.18).
The previous three-term recurrence relation was published in [9, relations (6)–(7), p. 663].
COROLLARY 3.8.
(3.19) F1k(z)y(k)ν−1(z) + F2k(z)y(k)ν (z) + F3k(z)y(k+1)ν+1 (z) = 0,


F1k(z) =
Cν
Cν−1
τ ′ν+k−2
2
[
τν−1(0)
(
τ ′ν−1σ
′(0)−
σ′′
2
τν−1(0)
)
−
(
τ ′ν−1
)2
σ(0)
]
×(
σ′′
2
τ ′νz + σ
′(0)τ ′ν −
σ′′
2
τν(0)
)
,
F2k(z) = (ν − k)τ
′
ν
2−1
(
σ′′
2
τ ′νz + σ
′(0)τ ′ν −
σ′′
2
τν(0)
)
×(σ′′
2
τν−1(0)− σ
′(0)τ ′ν−1 −
σ′′
2
τ ′ν−1z
)
− τ ′ν
2−1
τ ′ν+k−1
2
τ ′ν−1τ
′
νσ(z),
F3k(z) =
Cν
Cν+1
τ ′ν
2−1
τ ′ν−1
2
τ ′ν−1σ(z).
(3.20)
COROLLARY 3.9.
G1k(z)y
(k)
ν−1(z) +G2k(z)y
(k+1)
ν (z) +G3k(z)y
(k+1)
ν+1 (z) = 0,


G1k(z) = −
Cν
Cν−1
τ ′ν+k−1
2
τ ′ν+k−2
2
τ ′ν
[
τ2ν−1(0)σ
′′ − 2τ ′ν−1
(
τν−1(0)σ
′(0)− τ ′ν−1σ(0)
)]
,
G2k(z) =
ν − k
2
τ ′ν
2−1
(
τν(0)σ
′′− 2σ′(0)τ ′ν − σ
′′τ ′νz
)
×(
τν−1(0)σ
′′ − 2σ′(0)τ ′ν−1 − σ
′′τ ′ν−1z
)
+ 2τ ′ν
2−1
τ ′ν+k−1
2
τ ′ν−1τ
′
νσ(z),
G3k(z) = (ν − k)
Cν
Cν+1
τ ′ν
2−1
τ ′ν−1
2
(
τν−1(0)σ
′′ − 2σ′(0)τ ′ν−1 − σ
′′τ ′ν−1z
)
.
COROLLARY 3.10.
I1k(z)y
(k+1)
ν−1 (z) + I2k(z)y
(k)
ν (z) + I3k(z)y
(k+1)
ν+1 (z) = 0,


I1k(z) =
Cν
Cν−1
[
τν−1(0)
(
σ′(0)τ ′ν−1 −
σ′′
2
τν−1(0)
)
−
(
τ ′ν−1
)2
σ(0)
]
×
[
σ′(0)τ ′ν −
σ′′
2
(
τν(0)− τ
′
νz
)]
,
I2k(z) = (ν − k − 1)τ
′
ν
2−1
τ ′ν
(
σ′(0)τ ′ν−1 −
σ′′
2 τν−1(0)
)
+ τν(0)τ
′
ν
2−1
τ ′ν+k
2
τ ′ν−1
+τ ′ν
2−1
τ ′ν−1τ
′
ν− 12
τ ′νz,
I3k(z) = −
Cν
Cν+1
τ ′ν
2−1
τ ′ν−1
2
τν−1(z) .
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COROLLARY 3.11.
J1k(z)y
(k)
ν−1(z) + J2k(z)y
(k)
ν (z) + J3k(z)y
(k)
ν+1(z) = 0,


J1k(z) =
Cν
Cν−1
τ ′ν+k−2
2
τ ′ν
[
τ ′ν−1
(
σ′(0)τν−1(0)− σ(0)τ
′
ν−1
)
− τ2ν−1(0)
σ′′
2
]
,
J2k(z) = −τ
′
ν
2−1
τ ′
ν− 12
[
τ ′ντ
′
ν−1z + τ
′τ2ν−k(0) + σ
′′
(
kτ(0)− τν(1−ν)(0)
)]
,
J3k(z) = (ν − k + 1)
Cν
Cν+1
τ ′ν
2−1
τ ′ν−1
2
τ ′ν−1.
This Corollary was first published in [25, relations (5)–(8), p. 713] and it is nothing else than
the standard three-term recurrence relation for the derivative of any order of the hypergeo-
metric function.
COROLLARY 3.12.
L1k(z)y
(k)
ν (z) + L2k(z)y
(k+1)
ν (z) + L3k(z)y
(k)
ν+1(z) = 0,


L1k(z) = τ
′
ν+k−1
2
τν(z),
L2k(z) = τ
′
νσ(z),
L3k(z) = −(ν − k + 1)
Cν
Cν+1
τ ′ν−1
2
.
COROLLARY 3.13.
M1k(z)y
(k)
ν−1(z) +M2k(z)y
(k)
ν (z) +M3k(z)y
(k+1)
ν (z) = 0,


M1k(z) = −
Cν
Cν−1
τ ′ν+k−2
2
[
τ2ν−1(0)
σ′′
2
+ τ ′ν−1
(
σ(0)τ ′ν−1 − σ
′(0)τν−1(0)
)]
,
M2k(z) = −
ν − k
2
τ ′ν
2−1
τ ′ν−1
(
σ′′z + 2σ′(0)− σ′′
τν−1(0)
τ ′ν−1
)
,
M3k(z) = τ
′
ν
2−1
τ ′ν−1σ(z).
The above relation was first obtained in [7, relations (30)–(31), p. 717].
COROLLARY 3.14.
N1k(z)y
(k)
ν−1(z) +N2k(z)y
(k+1)
ν (z) +N3k(z)y
(k)
ν+1(z) = 0,


N1k(z) =
Cν
Cν−1
τ ′ν+k−2
2
τ ′ν+k−1
2
×
[
τν−1(0)
(
2σ′(0)τ ′ν−1
2
− τ(0)σ′′
)
− 2
(
τ ′ν−1
)2
σ(0)
]
τν(z),
N2k(z) = 2τ
′
ν
2−1
τ ′
ν− 12
[
τ ′ντ
′
ν−1z + τν(0)τ
′
k−1 + τ
′
νσ
′(0)(ν − k)
]
σ(z),
N3k(z) = −(ν−k)(ν − k + 1)
Cν
Cν+1
τ ′ν
2−1
τ ′ν−1
2
[
σ′′τ ′ν−1z + 2σ
′(0)τ ′ν−1
2
−σ′′τ(0)
]
.
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REMARK 3.15. To conclude this section let us mention that, in spite of the fact that
the Nikiforov and Uvarov method used here allows us to obtain the recurrence relations in
Theorems 3.1 and 3.3 directly, in principle, Theorem 3.1 can be obtained also by combining
appropriately the known Corollaries 3.7 and 3.13. In a similar way, it is possible to obtain
Theorem 3.3 by a suitable combination of Corollaries 3.7 and 3.10. Finally, we point out that
the Nikiforov and Uvarov technique is required in order to obtain the new Corollary 3.10.
4. Applications.
4.1. Recurrence relations for hypergeometric-type functions. We can reduce equa-
tion (1.1) to a canonical form by a linear change of independent variable. According to
[15, 16], there exist three different cases, corresponding to the different possibilities for the
degree of σ:
• deg
(
σ(z)
)
= 2 :
(4.1) z(1− z)u′′ + [γ − (α+ β + 1)z]u′ − αβ u = 0.
This corresponds to equation (1.1) with
(4.2) σ(z) = z(1− z), τ(z) = γ − (α+ β + 1)z, λ = −αβ .
• deg
(
σ(z)
)
= 1 :
(4.3) z u′′ + (γ − z)u′ − αu = 0 .
This is equation (1.1) with
(4.4) σ(z) = z, τ(z) = γ − z, λ = −α .
• deg
(
σ(z)
)
= 0 :
(4.5) u′′ − 2z u′ + 2ν u = 0 .
This corresponds to equation (1.1) with
(4.6) σ(z) = 1, τ(z) = −2z, λ = 2ν .
Equations (4.1), (4.3), and (4.5) are known as the hypergeometric, confluent hypergeometric,
and Hermite equations, respectively. Explicit solutions of these three different equations are
well known; see, e.g., [15, 16]. In [15, §20, Section 2, p. 258] particular solutions were found
using the corresponding integral representations: the hypergeometricF (α, β, γ, z), confluent
hypergeometric F (α, γ, z), and Hermite Hν(z) functions. In terms of the generalized hyper-
geometric notation [4], the first two correspond to 2F1(α, β; γ; z) and 1F1(α; γ; z), respec-
tively. We will use, for these functions, the normalization considered in [15, §20, Section 2,
p. 255].
We remark that if σ(z) has a double root, then the generalized hypergeometric-typeequa-
tion can be reduced to an equation where the corresponding σ(z) is of degree one [15, pp. 3,4].
Here we will present recurrence relations that follow from Theorems 3.1, 3.3, and 3.5,
and some particular examples from the corresponding Corollaries. In the sequel, R(z) repre-
sents an arbitrary function of z
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4.1.1. Relations derived from Theorem 3.1.
• Hypergeometric equation; see (4.1) and (4.2). From (4.2) and (2.6) it follows that
ν = −α or ν = −β. Choosing ν = −α, relation (3.2) is fulfilled with8>>>>>>>>>><
>>>>>>>>>>:
A1k(z) = −α(α− 1)(β + k)(β + k − 1)(β − γ)(β − α+ 1)
`
R(z)− 1 + 2z
´
,
A2k(z) = (α− 1)(α+ k)(β − 1)(β + k)(β − α+ 1)×n“
R(z)− 1 + 2z
”h
(1− 2z)(β − α− 1)−
“
(γ − α− 1) − (β − α+ 1)z
”i
−
(β − α− 1)z(1− z)
o
,
A3k(z) = −(α− 1)(β − 1)(β − α− 1)z(1− z)×h
(β−α+ 1)(β + k)R(z)−(α+ k)
“
(γ−α)−(β−α+ 1)z
”
−(β−α)(β−α+ 1)(1−2z)
i
,
A4k(z)=(α+ k)β(β − 1)(α− γ)(β − α− 1)z(1− z).
• Confluent hypergeometric equation; see (4.3) and (4.4). Using (4.4) and (2.6) we
find ν = −α, being relation (3.2) fulfilled with
A1k(z) = −α, A2k(z) = α+ k, A3k(z) = z, A4k(z) = 0.
• Hermite equation; see (4.5) and (4.6). Using now (4.6) and (2.6) we conclude that
ν may be an arbitrary complex number and relation (3.2) is fulfilled with
A1k(z) = −2ν, A2k(z) = 0, A3k(z) = 1, A4k(z) = 0.
4.1.2. Relations derived from Theorem 3.3.
• Hypergeometric equation; see (4.1) and (4.2). This corresponds to ν = −α (or
ν = −β) and relation (3.11) is fulfilled with8>>>>>><
>>>>>>:
B1k(z) = α(α− 1)β(β − α+ 1)(β − α− 2)
`
R(z)− 1 + 2z
´
,
B2k(z) = −(α−1)(α+ k)(β−1)(β + k!−1)(β−α+ 1)
h
(β−γ)−(β−α−1)
“
R(z) + z
”i
,
B3k(z) = (α− 1)(β − 1)
h
(γ − α− 1)− (β − α− 1)z
i
×h
(β−α)(β−α + 1)(1−2z)−R(z)(β + k−1)(β−α+ 1)−(α+ k)
“
(γ−α)−(β−α+ 1)z
”i
,
B4k(z)=−(α+ k)β(β − 1)(γ − α)
h
(γ − α− 1) − (β − α− 1)z
i
.
• Confluent hypergeometric equation; see (4.3) and (4.4). This corresponds to
ν = −α and relation (3.11) is fulfilled with
B1k(z) = α, B2k(z) = −(α+ k), B3k(z) = (γ − α− 1)− z, B4k(z) = 0.
• Hermite equation; see (4.5) and (4.6). Relation (3.11) is fulfilled, for an arbitrary
complex number ν, with
B1k(z) = ν, B2k(z) = ν − k, B3k(z) = −z, B4k(z) = 0.
4.1.3. Relations derived from Theorem 3.5.
• Hypergeometric equation; see (4.1) and (4.2). This corresponds to ν = −α (or
ν = −β) and relation (3.13) is fulfilled with8>>>>>><
>>>>>>:
D1k(z) = −α(α− 1)(β + k)(β + k − 1)(β − γ)(β − α+ 1)
ˆ
R(z)− (β − α)
˜
,
D2k(z) = (α− 1)(α+ k)(β − 1)(β + k)(β − α)×nˆ
(β − γ)− (β − α− 1)z
˜
(β − α+ 1) +R(z)(β − 3α+ 2γ + 1
”o
,
D3k(z) = (α− 1)(β − 1)(β − α− 1)(β − α)(β − α+ 1)
“
R(z)− (β + k)
”
z(1− z),
D4k(z)=R(z)(α+ k)(α+ k − 1)β(β − 1)(γ − α)(β − α− 1).
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• Confluent hypergeometric equation; see (4.3) and (4.4). This corresponds to
ν = −α and relation (3.13) is fulfilled with
D1k(z) = −α, D2k(z) = α+ k, D3k(z) = z, D4k(z) = 0.
• Hermite equation; see (4.5) and (4.6). This corresponds to ν = −α and relation
(3.13) is fulfilled with
D1k(z) = 2ν, D2k(z) = 0, D3k(z) = −1, D4k(z) = 0.
In the following we will put k = 1 and use the identities [15, p. 261]
2F1
′(α, β; γ; z) =
αβ
γ
2F1(α+1, β+1; γ+1; z), 1F1
′(α; γ; z) =
α
γ
1F1(α+1; γ+1; z).
4.1.4. Relations derived from Corollary 3.7.
• Hypergeometric function. This corresponds to ν = −α (or ν = −β). Substituting
the quantities (4.2) in (3.17)–(3.18), we find the following recurrence relation for the
hypergeometric function:
γ
(
α− β − 1
)
2F1(α, β; γ; z) + β
(
α− γ
)
2F1(α, β + 1; γ + 1; z)+
α
[(
β − γ + 1
)
+
(
β − α+ 1
)
z
]
2F1(α + 1, β + 1; γ + 1; z) = 0 .
• Confluent hypergeometric function. This corresponds to ν = −α. Therefore, (3.17)–
(3.18) yield, for the hypergeometric confluent function, the following recurrence
relation
γ 1F1(α; γ; z) +
(
γ − α
)
1F1(α; γ + 1; z) + α 1F1(α+ 1; γ + 1; z) = 0.
• Hermite function. Let ν be an arbitrary complex number. Substituting (4.4) in (3.17)–
(3.18), we find the following very well known relation for the Hermite function:
H ′ν+1(z) = 2
(
ν + 1
)
Hν(z).
Other recurrences relations can be obtained from the other Corollaries 3.8–3.14. Since
the technique is similar we just present here the resulting relations.
4.1.5. Relations derived from Corollary 3.8.
• Hypergeometric function.
γ
{
α
[(
β − γ + 1
)
−
(
β − α+ 1
)
z
][(
β − γ
)
−
(
β − α− 1
)
z
]
−
β
[
(β − α)2 − 1
]
z(1− z)
}
2F1(α, β; γ; z)+
αγ
(
β − γ
)[(
β − α+ 1
)
z −
(
β − γ + 1
)]
2F1(α+ 1, β; γ; z)+
β2
(
α− γ
)(
β − α− 1
)
z(1− z) 2F1(α, β + 1; γ + 1; z) = 0 .
• Confluent hypergeometric function.
−γ
(
α+ z
)
1F1(α; γ; z) +
(
γ − α
)
z 1F1(α; γ + 1; z) + αγ 1F1(α+ 1; γ; z) = 0.
• Hermite function.
H ′ν+1(z) = 2
(
ν + 1
)
Hν(z).
ETNA
Kent State University 
http://etna.math.kent.edu
32 J. CARDOSA, C. FERNANDES, AND R. ´ALVAREZ-NODARSE
4.1.6. Relations derived from Corollary 3.9.
• Hypergeometric function.
β
{
α
[(
β − γ + 1
)
−
(
β − α+ 1
)
z
][(
β − γ
)
−
(
β − α− 1
)
z
]
+
β
[
(β − α)2 − 1
]
z(1− z)
}
2F1(α+ 1, β + 1; γ + 1; z)+
+βγ
(
β − γ
)(
β − α+ 1
)
2F1(α+ 1, β; γ; z)−
β2
(
α− γ
)[(
β − γ
)
−
(
β − α− 1
)
z
]
2F1(α, β + 1; γ + 1; z) = 0 .
• Confluent hypergeometric function.
−
(
α+z
)
1F1(α+1; γ+1; z)+
(
α−γ
)
z 1F1(α; γ+1; z)+γ 1F1(α+1; γ; z) = 0.
• Hermite function.
H ′ν(z) = 2ν Hν−1(z).
4.1.7. Relations derived from Corollary 3.10.
• Hypergeometric function.
γ
(
β − 1
)[(
α+ 1
)(
β − α+ 1
)(
γ − β
)
+
(
γ − α
)(
β − α− 1
)(
β + 1
)
−(
β − α+ 1
)(
β − α
)(
β − α− 1
)
z
]
2F1(α, β; γ; z)+
β2
(
α− γ
)[(
γ − α− 1
)
−
(
β − α− 1
)
z
]
2F1(α, β + 1; γ + 1; z)+
αβ
(
α+ 1
)(
γ − β
)[(
γ − β − 1
)
+
(
β − α+ 1
)
z
]
2F1(α+ 2, β + 1; γ + 1; z) = 0 .
• Confluent hypergeometric function.
γ
[(
γ − 2α− 1
)
− z
]
1F1(α; γ; z) +
(
α− γ
)[(
γ − α− 1
)
− z
]
1F1(α; γ + 1; z)+
α
(
α+ 1
)
1F1(α+ 2; γ + 1; z) = 0 .
• Hermite function.
H ′ν+1(z) = 2
(
ν + 1
)
Hν(z).
4.1.8. Relations derived from Corollary 3.11.
• Hypergeometric function.(
β − 1
)(
γ − α
)(
β − α− 1
)
2F1(α− 1, β; γ; z)+(
β−α
){[(
β−α
)2
−1
]
z −
(
α+β+1
)(
γ−2α
)
+ 2
(
γ − α(α+1)
)}
2F1(α, β; γ; z)+
α
(
β − α+ 1
)(
γ − β
)
2F1(α + 1, β; γ; z) = 0 .
• Confluent hypergeometric function.
(
γ −α
)
1F1(α− 1; γ; z)+
[
z −
(
γ − 2α
)]
1F1(α; γ; z)− α 1F1(α+ 1; γ; z) = 0.
• Hermite function.
Hν+1(z)− 2z Hν(z) + 2ν Hν−1(z) = 0.
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4.1.9. Relations derived from Corollary 3.12.
• Hypergeometric function.
βγ
(
α− γ
)
2F1(α−1, β; γ; z) + γ
(
β − 1
)[(
γ − α
)
−
(
β − α+ 1
)
z
]
2F1(α, β; γ; z)+
αβ
(
β − α+ 1
)
z(1− z) 2F1(α + 1, β + 1; γ + 1; z) = 0 .
• Confluent hypergeometric function.
γ
(
α−γ
)
1F1(α−1; γ; z)+γ
[(
γ−α
)
−z
]
1F1(α; γ; z)+αz 1F1(α+1; γ+1; z) = 0.
• Hermite function.
Hν+1(z)− 2z Hν(z) +H
′
ν(z) = 0.
4.1.10. Relations derived from Corollary 3.13.
• Hypergeometric function.
γ
[(
γ − β
)
+
(
β − α− 1
)
z
]
2F1(α, β; γ; z) + γ
(
β − γ
)
2F1(α+ 1, β; γ; z)−
β
(
β − α− 1
)
z(1− z) 2F1(α+ 1, β + 1; γ + 1; z) = 0 .
• Confluent hypergeometric function.
γ 1F1(α + 1; γ; z)− γ 1F1(α; γ; z)− z 1F1(α+ 1; γ + 1; z) = 0.
• Hermite function.
H ′ν(z) = 2ν Hν−1(z).
4.1.11. Relations derived from Corollary 3.14.
• Hypergeometric function.
β
(
α− γ
)[(
γ − β
)
+
(
β − α− 1
)
z
]
2F1(α − 1, β; γ; z)+
γ
(
γ − β
)(
β − α− 1
)[(
γ − α
)
−
(
β − α+ 1
)
z
]
2F1(α+ 1, β; γ; z)+
β
(
β − α
){[(
β−α
)2
− 1
]
z + 2αβ − γ
(
α+ β − 1
)}
2F1(α+1, β+1; γ+1; z) = 0 .
• Confluent hypergeometric function.
γ
(
γ − α
)
1F1(α− 1; γ; z)− γ
((
γ − α
)
− z
)
1F1(α+ 1; γ; z)+
βz
(
γ − z
)
1F1(α+ 1; γ + 1; z) = 0 .
• Hermite function.
H ′ν(z) = 2ν Hν−1(z).
REMARK 4.1. Notice that we can interchange α and β in (4.1). Therefore, several other
recurrence relations can be obtained by interchanging α and β in all relations obtained from
Corollaries 3.7–3.14 corresponding to the hypergeometric equation (4.1). Notice also that the
relation derived in Section 4.1.8 for the confluent hypergeometric function was first published
in [15, p. 267].
REMARK 4.2. Notice that the Bessel equation
z2u′′ + zu′ +
(
z2 − ν2
)
u = 0 ,
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whose solutions uν ≡ Zν are called the Bessel functions of order ν, can be transformed, by
the change of the dependent variable u = φ(z)y , where φ(z) = zνeiz [15, p. 202] into the
equation
z2y′′ + (2iz + 2ν + 1)y′ + i(2ν + 1)y = 0 ,
i.e., into the hypergeometric confluent differential equation (4.3) with γ = 2ν + 1 and
α = ν + 12 ; see [15, p. 254]. Then, the recurrence relations for the solutions of the hy-
pergeometric confluent differential equation can be used for generating several recurrence
relations for the Bessel functions.
REMARK 4.3. The Airy function is a solution of the equation
u′′ + zu = 0 ,
which is a particular case of the Lommel equation
v′′ +
1− 2α
z
v′ +
[(
βγzγ−1
)2
+
α2 − ν2γ2
z2
]
v = 0.
Its solutions can be expressed in terms of the Bessel function Zν of order ν by
v(z) = zαZν (βz
γ) , with α = 12 , ν =
1
3 , β =
2
3 , and γ =
3
2 , and therefore, the recur-
rence relations for the Airy functions follow from the recurrences of the Bessel functions; see
Remark 4.2.
4.2. Recurrences for polynomials of hypergeometric type. The polynomials of hy-
pergeometric type pn(z) := yn(z) are particular cases of the functions of hypergeometric
type yν(z) when the parameter ν = n is a non-negative integer, being pn(z) := yn(z) a
particular solution of the equation (1.1) where λ is given by (2.1). They can be represented
by the Rodrigues formula (2.2), where Bn are normalizing constants and ρ(z) satisfies the
Pearson equation (2.3), or by their integral representation (2.4), where
(4.7) Cn = n!Bn
2pii
.
If an denotes the leading coefficient of the polynomial yn(z), then (see [15])
(4.8) an = Bn
n−1∏
m=0
τ ′n+m−1
2
, a0 = B0 .
If an = 1, then yn(z) is said to be a monic polynomial.
The polynomials of hypergeometric type are the classical polynomials, i.e., the Hermite
Hn(z), Laguerre Lαn(z), and Jacobi Pα,βn (z) polynomials.
A very important property of the orthogonal polynomials is the three-term recurrence
relation
zpn(z) = αnpn+1(z) + βnpn(z) + γnpn−1(z).
For computing the coefficients αn, βn, and γn, we can use Corollary 3.11 with k = 0 as it has
been done in [25]. Other important properties of these polynomials are the so-called raising
and lowering operators (see, e.g., [1]) that can be obtained from Corollaries 3.12 and 3.13,
respectively. Since they were studied using this method in [20], we will omit them here.
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TABLE 4.1
The classical orthogonal polynomials
Pn(z) Hn(z) L
α
n(z) P
α,β
n (z)
σ(z) 1 z 1− z2
τ (z) −2z −z + α+ 1 −(α+ β + 2)z + β − α
λn 2n n n(n+ α+ β + 1)
ρ(z) e−z
2
zαe−z (1− z)α(1 + z)β
α > −1 α, β > −1
Bn
(−1)n
2n
(−1)n
(−1)n
(n+ α+ β + 1)n
Here we will study another recurrence relation. Namely, the so-called structure relation
by Marcella´n et. al [14],
(4.9) Pn(z) =
P ′n+1(z)
n+ 1
+ rn
P ′n(z)
n
+ sn
P ′n−1(z)
n− 1
, n ≥ 2 ,
where rn and sn are some constants. This relation constitutes another characterization the-
orem for the classical orthogonal polynomials. A complete study of such structure relations
was done in [1].
COROLLARY 4.4. For the monic hypergeometric-type polynomials, the following recur-
rence relation holds
(4.10) yˆn(z) = Aˆ1(z)yˆ′n+1(z) + Aˆ2(z)yˆ′n(z) + Aˆ3(z)yˆ′n−1(z),
where the coefficients, Aˆi, i = 1, 2, 3, are given by


Aˆ1(z) =
1
n+ 1
,
Aˆ2(z) =
1
2
(τ ′n−1τn(0)+τn−1(0)τ
′
n)σ
′′
−2σ′(0)τ ′nτ
′
n−1
τ ′nτ
′
n− 1
2
τ ′
n−1
,
Aˆ3(z) =
(
1−
τ ′n−1
2
τ ′
n− 12
)
2τ ′n−1
(
τ ′n−1σ(0)− τn−1(0)σ
′(0)
)
+ τ2n−1(0)σ
′′
2
(
τ ′n−1
)2
τ ′
n− 32
.
(4.11)
Proof. Since R(z) in Theorem 3.3 is an arbitrary polynomial in z, we will define the
function Q(z), such that
R(z) = 2σ′(z)− σ′′
τν−1(z)
τ ′ν−1
2 +Q(z)
2
.
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Then (3.11) holds and the corresponding coefficients, Aik(z), i = 1, 2, 3, 4, become8>>>>>>>><
>>>>>>>>:
A1k(z) =
Cν
Cν−1
2 +Q(z)
Q(z)
2τ ′ν−1 (τν−1(0)σ
′(0)− τ ′ν−1σ(0))− τ
2
ν−1(0)σ
′′
2(ν − k)τ ′ν−1τ
′
ν
2
−1
,
A2k(z) = 1,
A3k(z) =
1
(ν−k)Q(z)
(ν−k)τ ′ν−1 (τν(z)σ
′′
− 2σ′(z)τ ′ν)−τν−1(z)(2 +Q(z))τ
′
ντ
′
ν+k−1
2
τ ′ντ
′
ν−1τ
′
ν+k−1
2
,
A4k(z) =
1
Q(z)
Cν
Cν+1
2τ ′ν−1
2
τ ′ντ
′
ν+k−1
2
.
Since the polynomials are monic, by (4.8), Bn =
(∏n−1
m=0 τ
′
n+m−1
2
)−1
. Then choosing
Q(z) = −2τ ′
n− 12
/τ ′n−1
2
and setting k = 0, the equations (3.11) transform into (4.10),
whereas (3.12) leads to (4.11). Notice that in (4.9), rn = nAˆ2 and sn = (n− 1)Aˆ3.
We obtain from formulas (4.10)–(4.11) of Corollary 4.4 the following identities,
Hn(z) =
1
n+ 1
H ′n+1(z), L
α
n(z) =
1
n+ 1
(Lαn+1)
′(z) + (Lαn)
′(z),
Pα,βn (z) =
1
n+ 1
(Pα,βn+1)
′(z) +
2(α− β)
(2n+ α+ β)(2n+ 2 + α+ β)
(Pα,βn )
′(z)
−
4n(n+ α)(n + β)
(2n+ α+ β − 1)(2n+ α+ β)2(2n+ α+ β + 1)
(Pα,βn−1)
′(z),
for the Hermite, Laguerre, and Jacobi polynomials, respectively.
4.3. Further examples. In this section we will present several relations for the classical
polynomials that follow from the Theorems 3.1, 3.3, and 3.5. In order to obtain the following
relations, where R(z) represents an arbitrary function of z ; see Section 4.2 and Table 4.1.
4.3.1. Relations derived from Theorem 3.1.
• Jacobi polynomials.
8>>>>>>>>>>><
>>>>>>>>>>>:
A1k(z) = 4n(n + 1)(α + n)(β + n)(α + β + n)(α + β + n + k)(α + β + n+ k + 1)×
(α + β + 2n + 2)
`
R(z) + 4z
´
,
A2k(z) = (n + 1)(n − k)(α + β + n)(α + β + n+ k + 1)(α + β + 2n− 1)(α + β + 2n)×
(α + β + 2n + 2)
h“
R(z) + 4z
”“
(β − α) + (α + β + 2n)z
”
+ (α + β + 2n)
`
1− z2
´i
,
A3k(z) = (n + 1)
h
(α + β + n+ k + 1)(α + β + 2n+ 2)R(z)+
2(n− k)
“
(β − α) − (α + β + 2n+ 2)z
”
+ 4(α + β + 2n + 1)(α + β + 2n+ 2)z
i
×
(α + β + n)(α + β + 2n− 1)(α + β + 2n)2
`
1− z2
´
,
A4k(z)=−2(n − k)(α + β + n)(α + β + 2n− 1)(α + β + 2n)
2(α + β + 2n+ 1)×
(α + β + 2n + 2)
`
1− z2
´
.
• Laguerre polynomials.
A1k(z) = −n(α+ n), A2k(z) = −(n− k), A3k(z) = z, A4k(z) = 0.
• Hermite polynomials.
A1k(z) = −n, A2k(z) = 0, A3k(z) = 1, A4k(z) = 0.
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4.3.2. Relations derived from Theorem 3.3.
• Jacobi polynomials.
8>>>>>>>>>>>><
>>>>>>>>>>>>:
A1k(z) = 4n(n + 1)(α + n)(β + n)(α + β + n)(α + β + n + k + 1)×
(α + β + 2n + 2)
`
R(z) + 4z
´
,
A2k(z) = −(n− k)(α + β + n)(α + β + n+ k + 1)(α + β + 2n− 1)(α + β + 2n)×
(α + β + 2n + 2)
h
R(z)(α + β + 2n) + 2
“
(β − α) + (α + β + 2n− 2)z
”i
,
A3k(z) = (α + β + n)(α + β + 2n− 1)(α + β + 2n)
“
(β − α) − (α + β + 2n)z
”
×h
2(n− k)
“
(β − α) − (α + β + 2n+ 2)z
”
− (α + β + 2n + 2)×
“
(α + β + n + k + 1)R(z) − 4(α + β + 2n)z
”i
,
A4k(z)=−(n− k)(α + β + n)(α + β + 2n− 1)(α + β + 2n)(α + β + 2n+ 1)×
(α + β + 2n + 2)
“
(β − α)− (α + β + 2n)z
”
.
• Laguerre polynomials.
A1k(z) = −n(α+ n), A2k(z) = n− k, A3k(z) = −(α+ n− z), A4k(z) = 0.
• Hermite polynomials.
A1k(z) = −n, A2k(z) = −2(n− k), A3k(z) = 2, A4k(z) = 0.
4.3.3. Relations derived from Theorem 3.5.
• Jacobi polynomials.
8>>>>>>>><
>>>>>>>>:
A1k(z) = 4n(n + 1)(α + n)(β + n)(α + β + n)(α + β + n + k)(α + β + n+ k + 1)×
(α + β + 2n + 2)
“
R(z) +
`
α + β + 2n+ 1
´”
,
A2k(z) = (n− k)(n + 1)(α + β + n)(α + β + n + k + 1)(α + β + 2n− 1)(α + β + 2n)×
(α + β + 2n + 1))
h“
(β − α) + (α + β + 2n)z
”
(α + β + 2n + 2)− 2(β − α)R(z)
i
,
A3k(z) = −(n + 1)(α + β + n)(α + β + 2n− 1)(α + β + 2n)
2(α + β + 2n+ 1)×
(α + β + 2n + 2)
“
R(z) + (α + β + n+ k + 1)
”`
1− z2
´
,
A4k(z)=−2R(z)(n − k)(n− k + 1)(α + β + n)(α + β + 2n− 1)(α + β + 2n)
2
×
(α + β + 2n + 1)(α + β + 2n + 2).
• Laguerre polynomials.
A1k(z) = n(α+ n), A2k(z) = n− k, A3k(z) = −z, A4k(z) = 0.
• Hermite polynomials.
A1k(z) = n, A2k(z) = 0, A3k(z) = −1, A4k(z) = 0.
4.3.4. A known identity for the Laguerre polynomials. To conclude this paper, we
derive a very well-known formula for the Laguerre polynomials using the method described
here. Putting k = 0 in relations (3.19)–(3.20), for the Laguerre polynomials, we obtain
(4.12) A1(x)L(α)n−1(x) +A2(x)L(α)n (x) +A3(x)
(
L
(α)
n+1(x)
)′
= 0 ,
where, by (4.7), the coefficients, Ai, i = 1, 2, 3, are given by
A1(x) = α+ n, A2(x) = x− n, A3(x) = x.
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Then, (4.12) leads to the well-known formula for the Laguerre polynomials,
x
(
L
(α)
n+1(x)
)′
= (n− x)L(α)n (x) − (α+ n)L
(α)
n−1(x) .
Let us also point out that for Jacobi polynomials, if one considers, in Theorem 3.5, k = 0,
ν = n, and Cn = n!Bn2pii , then the corresponding coefficients solution (3.13) gives the four-
term recurrence relation stated in [26, Corollary 1.1, p. 729].
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