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Les animaux &rig& sent mis en bijection avec une famille d’arbres asymetriques, les arbres yuingois. 
Cette bijection conduit a un codage simple des animaux et permet leur enumeration; elle correspond 
aussi a une representation des animaux comme empilements de dominos. 
Abstract 
Betrema, J. and J.G. Penaud, Animaux et arbres guingois, Theoretical Computer Science 117 (1993) 
67-89. 
The directed animals are put in a one-to-one correspondence with a kind of lop-sided trees, called 
guingois trees. Through this bijection, we get a simple coding for the animals; we show that this 
coding is related to a representation of animals by heaps of dimers. 
1. Introduction 
Les animaux &rig& font partie des modeles sur reseau geometrique en vogue ces 
dernieres annees pour le role qu’ils jouent en physique statistique, particulierement 
dans la thtorie des phenomenes critiques [24,27]. Ce sont des ensembles de points 
deux a deux voisins sur un reseau cart-6 et qui se developpent par ajout de nouveaux 
points dans une direction priviltgide d partir d’une origine appelee source. Un large 
tour d’horizon sur les relations entre les objets combinatoires de ce type et la physique 
fut expose au seminaire Bourbaki par Viennot [28]. 
Les proprietes statistiques de ces objets ont Cte abondamment etudiees par 
les physiciens: citons les travaux de Nadal et al. [21], Hakim et Nadal [15], 
Dhar [8,9]. 
Correspondance 2: J. Betrtma, LABRI, Universite Bordeaux I. 351 cours de la Liberation, 33405 Talence 
Cedex, France. 
*Travail realist avec les soutiens conjoints du PRC Mathtmatiques et Informatique et du CJPP. 
0304-3975/93/$06.00 Q 1993-Elsevier Science Publishers B.V. All rights reserved 
68 J. B&r&m, J.G. Penaud 
Mais c’est par des methodes combinatoires issues des travaux de Schtitzenberger 
[25,26] que Gouyou-Beauchamps et Viennot [14] ont retrouve les rtsultats 
d&numeration des animaux a une source selon le nombre de points, etablis par Dhar 
[8,9], dune part, et par Hakim et Nadal d’autre part [15]. Leur construction les 
a conduits de facon naturelle a trouver et dtmontrer la formule d’enumtration des 
animaux a source compacte. 
En utilisant un nouvel objet combinatoire, les empilements de pikes, qui constitue 
un equivalent visuel du monoide de commutation de Cartier et Foata [3], Viennot 
a resolu combinatoirement un autre probleme, l’enumeration des animaux sur rtseau 
triangulaire [S, 9,301. Ce meme outil a permis a l’un des auteurs [22] de dtfinir une 
bijection gtnerale qui s’applique aux divers reseaux par l’emploi d’optrateurs qui font 
“croitre l’animal par le haut”. 
C’est une nouvelle approche qui est suivie dans le present travail, od l’on etablit une 
bijection entre les animaux et une nouvelle famille d’arbres asymetriques, les arbres 
guingois. Cette bijection conduit a un nouveau codage des animaux par un langage 
dont on donne les equations. De plus elle conduit, par une leg&e modification des 
algorithmes classiques de parcours d’arbres que sont les parcours en profondeur et en 
largeur A des algorithmes de codage et de dessin en temps lineaire par rapport au 
nombre de points. Contrairement a la preddente, cette bijection induit une construc- 
tion utilisant des operateurs qui font “croitre l’animal par le bas”. De plus ce codage 
permet la generation altatoire des animaux avec les techniques developpees dans [ 161. 
Enfin les arbres guingois se gtneralisent a l’espace. 11 est alors aise d’engendrer 
systematiquement ces arbres a trois dimensions, et de fournir ainsi les sequences de 
nombres qui comptent les animaux dans l’espace [5]. Peut-Ctre est-ce une voie pour 
trouver la solution combinatoire gentrale de l’enumeration des animaux dans 
l’espace? En effet Dhar [9], et Viennot [28] ont montre dans un cas particulier (rtseau 
cubique ou empilement d’hexagones) l’tquivalence avec le probleme des hexagones 
durs, probleme resolu recemment par Baxter de facon analytique [l] a l’aide des 
celebres identites de RogerssRamanujan. 
Cet article comprend 6 paragraphes. Le deuxieme rappelle sur l’exemple tres 
classique des arbres binaires la mtthodologie de Schtitzenberger de denombrement: 
codage a l’aide dune bijection entre l’objet combinatoire et un mot d’un langage 
algebrique non ambigu, puis passage de la grammaire generative a un systeme 
d’equations algebriques v&-it% par la serie Cnumeratrice des objets a denombrer. 
C’est dans le troisieme paragraphe que l’on introduit la notion d’arbre guingois et 
que l’on determine le langage qui les code. Le quatrieme paragraphe expose le resultat 
principal de cet article, c’est-a-dire la bijection entre animaux et arbres guingois. 
Le cinquieme donne une interpretation de cette bijection en termes d’empilements 
de dominos dont on rappelle la definition et les operations de base. 
Enfin le sixieme paragraphe, ou l’on evoque les grammaires d’empilements et 
l’extension des animaux a l’espace, sert de conclusion. Nous avons pu definir une 
bijection entre les animaux dans l’espace et une gentralisation des arbres guingois, 
mais le dtnombrement de ces arbres guingois gtntralises reste un probleme ouvert. 
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2. Arbres et codages 
ConsidCrons la famille B des arbres binaires (pas nkessairement complets) au sens 
de Knuth [lS], c’est-A-dire des arbres posskdant un sommet privilCgiC, la racine, et 
dans lesquels on distingue le fils droit du fil gauche. La Fig. 1 en illustre une dkfinition 
r&cursive. 
Rappelons le vocabulaire utilisk dans le cas binaire sur l’exemple de la Fig. 2. La 
Fig. 2 montre un arbre binaire d 11 sommets numkotts de 1 (racine) ti 11. 
Les sommets qui n’ont pas de fils (racines de sous-arbres B un seul sommet) sont les 
sommets externes ou feuilles, (exemple 5,7,10 et 11) tandis que les autres sommets, 
dits sommets internes, se rkpartissent en trois classes, 
- les points doubles, qui ont exactement deux fils, (ex. 1, 4, 9) 
- les points simples d gauche qui ont un fils i gauche uniquement, (ex. 3,6) 
- les points simples ci droite qui n’ont qu’un fils droit (ex. 2,8). 
Rappelons sur l’exemple classique des arbres binaires, la mkthode de Schi.itzen- 
berger de codage par des mots et d’obtention des skies Cnumkratrices (pour plus de 
B= 0 
Fig. 1. Ghtration d’un arbre binaire. 
Fig. 2. Ordre prtfixe d’un arbre binaire. 
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details voir [29]). De la definition recursive des arbres binaires resumee dans la Fig. 1, 
on deduit immediatement une grammaire algdbrique ou de Chomsky engendrant de 
facon non ambigug un langage et dont les regles syntaxiques (separees par le symbole 
+) traduisent la facon dont un arbre peut etre construit a partir d’arbres plus petits, (E 
designe le mot vide), 
M2*E+aM2+bM2+xM2XM2. (1) 
Le langage engendre constitue un codage des arbres binaires ayant IZ sommets par des 
mots de longueur n - 1 sur l’alphabet A2 = {x, X, a, b >. C’est le langage bien connu de 
Motzkin bicolord, note MZ. Cette grammaire peut etre consider&e comme un systeme 
d’equations (reduit a une seule equation dans l’exemple),_en variables non com- 
mutatives dont les inconnues sont les langages solutions. La non ambiguite de la 
grammaire se traduit dans le systeme par le fait que les membres droits des equations 
sont des unions disjointes de produits (de concatenation) non-ambigus. 
Le langage Mz est un cas particulier de la famille de langages Mk, k >O, sur 
l’alphabet a k+2 lettres, Ak+2= {x,X,al,a2, . . ..a.} dont les plus connus sont le 
Iangage de Dyck (ou de parentheses), M,, note generalement D, (c’est le code usuel des 
arbres binaires complets), d’tquation, 
D=c+xDXD, (2) 
et le langage de Motzkin M 1, note usuellement M, d’equation, 
M1=~+aM,+xMI~M,. (3) 
Ces langages s’obtiennent pour k b 1 en appliquant l’operateur milange (cf. [19], 
p. 1081 note III, aux mots du langage de Dyck; ainsi, on a par exemple, 
Mz=DIII(a,b)*. 
En definissant pour tout mot de A * le parametre 6 par S(f) = ) f 1 x - ( f lx, les mots f de 
Mk, k 20, sont aussi caracterists par la double condition, que pour tout mot w facteur 
gauche de f, c’est-d-dire tel que f= wg, 6( w)>,O, et pour J S(f)=O. 
11 est usuel (voir [31]) de rep&enter ces mots par des chemins sur un quadrillage 
a coordonnees entieres, la lettre x codant un pas Nord-Est (NE), c’est a dire joignant 
le point (i, j) au point (i + 1, j + l), la lettre .? un pas Sud-Est (SE), joignant le point (i, j) 
au point (i + 1, j- 1) et les lettres a, b, . . . par des paliers c’est a dire des pas Est joignant 
le point (i, j) au point (i + 1, j) color&s. Ainsi S(f) est tgal a la hauteur finale du chemin 
code parf: La Fig. 3 ci-contre montre un mot de Motzkin, et le chemin associe au mot. 
Par le morphisme t tel que 
r(a)=z(b)=z(x)=r(Z)=t, 
applique au langage M2, on obtient la serie a une variable mz( t) &urn&rant les mots 
de M2 selon leur longueur. Elle est solution de l’equation en variables commutatives, 
m2=1+2tm2+t2(m2)2. (4) 
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x b a x i a i b x i 
Fig. 3. Chemin de Motzkin bicolorC. 
En dtveloppant la solution analytique A l’origine, on trouve que le coefficient de t”, 
not& m2, n, s’exprime en fonction des fameux nombres de Catalan C,, soit m2,n = C, + 1 
(n 3 0), avec 
1 2n 
c,=- 
( 1 n+l n . 
(5) 
Remarquons que les nombres de Catalan sont gt?&ralement dtfinis en dCveloppant 
l’expression, 
l-Jl-4t 
d(t)= 2t 5 
solution analytique A l’origine de 1’Cquation vCrifi6e par la strie d(t), d = 1 + td2, 
&urn&ant les mots du langage de Dyck. Le lecteur trouvera dans [31] les autres 
faqons usuelles d’ktablir cette relation ainsi que la bijection classique entre mots de 
Dyck et mots de Motzkin bicolorls. 
L’algorithme classique de parcours d’un arbre binaire est le parcours en profondeur 
ou de Trkmaux [2], appelk encore parcours prijixe. Rappelons qu’il consiste A visiter 
d’abord la racine, puis rkcursivement le sous-arbre gauche s’il existe, et enfin le 
sous-arbre droit s’il existe. En numCrotant les sommets lorsque l’on dtbute la visite du 
sous-arbre dont ils sont racines par des entiers croissants de 1 A n (nombre de 
sommets), on obtient une numbrotation canonique des sommets appelBe l’ordre 
pr&ixe. 
Terminons ces rappels en remarquant que pour coder un arbre binaire par un mot 
du langage de Motzkin bicolor6, il suffit au long de ce parcours prlfixe, de coder un 
point double par “x”, un point simple $ gauche par “a”, un point simple A droite par 
“b” et une feuille (sauf la dernikre) par “2”. L’arbre binaire de la Fig. 2 donne le chemin 
de la Fig. 3. Cet algorithme de codage est classique, voir par exemple [13]. 
3. Arbres guingois 
Pour dkfinir la famille des arbres guingois, introduisons un paramtitre qui mesure 
Y&cart entre les projections horizontales des sommets et celle de la racine. 
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DCfinition 3.1. Le d&port par rapport d z (en abrCgit dip,(x)) est un entier relatif 
attach& A tout sommet x d’un arbre binaire de racine z Cgal par dirfinition A la 
diffkrence entre le nombre de pas 2 droite et le nombre de pas A gauche dans l’unique 
chemin de l’arbre de z A x. Cette notion s’ttend aux arbres en posant, pour un arbre 
T de racine z, 
dtp( T)=max (d&p,(x)}. 
XET 
Un arbre de dkport nul sera appelt une kquerre, et une kquerre dont le dernier sommet 
dans l’ordre prCfixe est de dkport nul sera dite stricte. 
La Fig. 4 montre les dkports des sommets calcuks par rapport 6 la racine z de 
l’arbre et port& sur un axe horizontal. 
On peut alors dtfinir, 
Dhfinition 3.2. Un arbre guingois’ est un arbre binaire tel que pour tout point double, 
le sous-arbre gauche est une kquerre. 
Un exemple est don& par la Fig. 4. 
Pour Ctablir une propriktk de d&composition des arbres guingois, nous allons 
dtfinir une optration de concatkation dans la famille des arbres binaires consistant 
A remplacer la derni&e feuille dans I’ordre pkfixe du premier arbre par la racine du 
-5 4 -3 -2 -1 0 1 2 
Fig. 4. Arbre guingois. 
1 signifie de trauers (Petit Robert). 
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second. Plus precistment, on dtfinit trois optrateurs selon que la racine du second est 
point simple ou point double. 
Definition 3.3. On appelle concatknt gauche (respectivement droit) de 2 arbres binaires 
T, et T2 l’arbre binaire T obtenu en placant la racine de T2 comme fils gauche (resp. 
droit) de la derniere feuille de TI dans l’ordre prefixe. 
On notera cette operation par le symbole 0, (resp. &). 
Dbfinition 3.4. On appelle bi-concathation du triplet d’arbres binaires ( TI , T2, T,) 
l’arbre T obtenu en placant les racines des arbres T2 et T, respectivement comme fils 
gauche et droit de la derniere feuille de T,. 
On notera cette operation par le symbole &: T= TI &( T,, T3). 
Le codage prefixe de ces arbres par le langage de Motzkin bicolore vtrifie, 
code(T)= code( T,).code( T2) dans le cas de la simple concatenation gauche ou droite, 
et dans le cas de la bi-concatenation, code( T)=code( T,).x.code( T,).Z.code( T3). 
Dans le cas des arbres binaires, cette operation est ambigd mais cette ambigui’tt 
tombe dans le cas des arbres guingois grace au parametre deport qui introduit un 
controle supplementaire, comme le montre la Proposition 3.5 ci-dessous. 
Etendons de facon naturelle la concatenation simple ou double aux couples ou 
triplets de families d’arbres comme la reunion des simples ou bi-concatenations des 
arbres de ces familles. Une (bi-)concatenation d’ensembles d’arbres sera dite non 
ambigue si elle ne contient pas d’arbre egal a deux (bi-)concatenations distinctes. 
Notations. Appellons 9, Q, et bs, les familles des arbres guingois, tquerres guingoises 
et equerres guingoises strictes (a un isomorphisme pres). Notons par le symbole 
0 a la fois l’arbre reduit a un sommet, et l’ensemble constitut par cet arbre, et par le 
symbole + les unions. On a la proposition suivante, illustree par la Fig. 5. 
Proposition 3.5. Les families 3, 6, et 6s vhijient les kgalitb suivantes oti les membres 
sent des unions disjointes et les concathations non ambiguk: 
3=0+0 0,%+0 C&Y++ 02(8,g), 
b=d,+CF, @,a, 
Preuve. La premiere tgalitt est une consequence immediate de la definition. La 
deuxieme et la troisieme se deduisent des proprittes du parcours prefixe. 0 
De cette decomposition des arbres guingois, on dtduit les equations du langage qui 
les code, &on&es dans le thtoreme de codage suivant. 
Thborkme 3.6. Les arbres guingois (respectivement kquerres, iquerres strictes) ayant 
n sommets sont cod&s par les mots ci n + 1 lettres du langage de (a, b, x, X} * qui constitue 
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Fig. 5. Gtnkration des arbres guingois. 







Preuve. Ce systeme est propre, done possede une solution unique. La preuve de la 
bijection entre les mots des langages solutions et les arbres se fait par induction sur la 
longueur des mots et le nombre de sommets des arbres. 11 suffit de verifier que chaque 
equation d&nit une decomposition non ambigue de l’ensemble de mots que constitue 
le membre gauche. 
Remarquons d’abord que les langages Es, E et G sont des sous-ensembles du 
langage M2 et done bien parentheses en x et X et en consequence, la decomposition 
des mots de G selon la premiere equation est unique, sous reserve que celle de E le soit. 
La non ambiguitt des decompositions de E et E, repose sur un lemme technique de 
decomposition des mots de Dyck (cf. [4]). 0 
Remarque. L’algorithme de codage d’un arbre guingois qui lui associe un mot de 
G est le m&me que celui d’un arbre binaire quelconque. 
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Par le morphisme r tel que z(a)=~(b)=z(x)=z(Z)=t, on obtient le systkme 
d’lquations Y = z(C) dans Z [ [t]]. 
I 
g=1+2tg+tZeg, 
(9) e=es(l +te), (7) 
es=1+f2e~+t3ee~. 
En r6solvant la seconde tquation par rapport 6 e et en portant cette expression dans 






La dernibre Cquation a pour solution analytique g l’origine, 
es=$( I-/z), 
d’oli en dCveloppant par Taylor, le coefficient de t” s’exprime en fonction des nombres 
de Catalan, 
(es,t”)= i (-1YC, “rp 
p=o ( 1 
La seconde est 1’Cquation classique de la s&ie Cnumlratrice des mots de Motzkin, 
(cf. [3 11) c’est-l-dire des mots du langage M sur (x,X, a} vkrifiant l’tquation, 
M=E+aM+xMZM, 
d’oti l’expression du coefficient de t” dans e, Cgal au niime nombre de Motzkin m,, 
(e,t”)=m,= C 
L;::$i( ;)( 7). 
Enfin en multipliant les 2 membres de 1’6quation de g par e et en retranchant e on 
obtient g = e + etg, oti l’on reconnait 1’Cquation classique [14] de la skrie enumkratrice 
des facteurs gauches de M, langage not6 GAUCHE(M), selon leur longueur, done, 
(11) 
Ces rbsultats numCriques peuvent s’btablir sans calcul. En effet, soit M le langage de 
Motzkin sur l’alphabet B = ( z, 5, c>, le langage M’ =GAUCHE(M) et le langage MS 
d&ni par 
Ms=~+zM~={f~M\((M-#u{~})}. 
On a alors la propriCt6 suivante. 
16 J. BLtrCma, J.G. Penaud 
PropriktC 3.7. I1 existe une bijection entre M’ et G (respectivement entre M et E, resp. 
entre Ms et E,) avec conservation des longueurs. 
Preuve. En distinguant dans M la ldre occurrence de la lettre c au niveau zero, et dans 




(M) M=Ms+MscM, (12) 
Ms=&+zMsFMs+zMscMzMs. 
En comparant ce systeme au systeme (6), on peut dtfinir une bijection de 
M’c(z,.f,c}* dans Gc{x,T,a,b}* (resp. de M dans E, resp. de Ms dans Es), en 
transportant recursivement les regles de formation des mots d’un langage par un 
simple rettiquetage des arbres de derivation. 0 
Remarque. 11 est alors possible de donner une interpretation bijective de la formule (9) 
a l’aide des mots de Motzkin tri-color& de {x,X, a, b, c} * (cf. [23]). 
4. Animaux dirigks et arbres guingois 
Ce paragraphe contient la bijection centrale de l’article. Considerons le plan 
combinatoire ll = Z x Z. Le terme animal designe une configuration de points de ll, le 
qualificatif dirigt indiquant qu’il se dtveloppe dans une direction privilegiee, en 
l’occurrence la premiere bissectrice. 
Plus precislment, en appelant chemin une suite finie de points de ll dont les 
coordonnees different au plus dune unite et pas un couple (pi, pi+ r) de deux points 
consecutifs, on a la definition, 
DCfinition 4.1. Un animal dirigb & A une source est un ensemble de points de ll tel 
que, 
(i) l’origine 0 = (0,O) est un point de l’animal d; on l’appelle la source. 
(ii) tout point (x, y) de d est l’extremite dun chemin d’origine 0 dont les pas sont 
definis, 
_ soit par le couple de points ((i,j)(i,j+ 1)) qui constitue un pas Nord, 
_ soit par le couple de points ((i, j)(i+ 1, j)) qui constitue un pas Est. 
Dans cet article nous representons la premiere bissectrice de ll dirigee verse le bas, 
(Sud), comme le montre la Fig. 6, ou fl est rapport& aux axes Ox et Oy. Les pas 
autorises seront alors dits Sud-Est et Sud-Ouest. 
La direction Sud est dite la direction privilkgite et elle est represent&e par une fleche 
marquee DP, indiquant la direction de croissance de l’animal. La longueur et la 
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Fig. 6. Un animal dirigk. 
largeur de &’ sont les dimensions du plus petit rectangle aux cot& Nord-Sud et 
Est-Ouest qui le contienne, la longueur etant mesuree sur le cbte parallele a la 
direction privilegiee, l’unite de mesure etant le demi pas diagonal. La verticale de 
l’origine partage ce rectangle en deux parties, definissant ainsi la demi-largeur gauche 
et droite. 
11 existe deux extensions classiques de cette definition, les animaux d source com- 
pacte, c’est-a-dire ayant plusieurs sources sit&es sur la meme perpendiculaire a la 
direction privilegiee, et a des positions consecutives et les animaux sur rkseau tri- 
angulaire, en autorisant le pas diagonal (Sud). 
Changement de rep&e 
11 est plus agreable de prendre un nouveau rep&e XOY ayant l’axe des abscisses 
horizontal et l’axe des ordonnees vertical dirigt a l’oppose de la direction privilegite, 
avec comme unite le demi-pas diagonal afin que sur ce nouveau rep&e les points de 
l’animal aient encore des coordonnees entieres. (11 est represente en pointille sur la 
Fig. 6). On notera abs(x) l’abscisse du point x dans ce nouveau rep&e, et h(x) son 
ordonnte ou hauteur. Le deport d’un sommet par rapport a la racine est exactement 
son abscisse dans le nouveau repere. 
On peut associer a tout animal JZ? deux graphes ayant pour sommets les points 
de &. Ces graphes sont binaires, c’est-a-dire ce sont des graphes orient& tels que tout 
sommet a au plus deux successeurs et oti l’on distingue le successeur droit du 
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successeur gauche. Les autres notations utilistes pour les graphes sont celles de 
Berge [2]. 
DCfinition 4.2. Le graphe G.d est ainsi dkfini: 
- les sommets de G& sont les points de l’animal, 
- (x, y) est un arc de G,& si (x, y) est un pas Sud-Ouest ou Sud-Est de d. 
Ddinition 4.3. Le graphe T& est ainsi dtfini (cf. Fig. 7): 
~ les sommets de Td sont les points de l’animal, 
~ y est fils gauche de x dans r, si abs(y)=abs(x)- 1, h(y)<h(x), et il n’existe pas 
dans d de point z tels que abs(z)=abs(y) ou abs(z)=abs(x) et h(y)<h(z)<h(x). 
_ y est fils droit de x si abs(y)=abs(x)+l, h(y)=h(x)-1 et si y n’est fils gauche 
d’aucun point. Ainsi les arcs droits de T& sont des arcs de G,~Q, mais pas 
nkessairement les arcs gauches. Le graphe G& est un codage trivial de l’animal 
mais les propritttts du graphe Td sont plus intkressantes. 
Remarquons d’abord que tout point de d posside un prkdkcesseur dans Td, et que 
ce prCdCcesseur est unique. De plus on a les proprittks, 
Lemme 4.4. Si x et y sent deux points de d tels que abs( x) = abs(y) + 1, et h(y) < h(x), 
alors il existe un point u de d tel que abs(u)=abs(x), h(y)<h(u)<h(x) et y est un 
descendant de u dam l’arbre &. 
Preuve. Elle se fait par rkurrence sur l’entier k &gal A la diffkrence de hauteur entre 
x et y, c’est-g-dire k=h(x)-h(y). 
Pour k = 1, d’aprgs la dtfinition de T&, le sommet y est fils gauche de x done il suffit 
de prendre u =x. 
Fig. 7. L’arbre Td associi B un animal dirigk 
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Supposons la propriete vraie pour tout couple de points x’ et y’ de J$ vtrifiant les 
hypotheses de la propriete et tels que h(x’)-h(y’)<k, et soient x et y teIs que 
h(x)- h(y)= k + 1. Soit V l’ensemble des points de .d defini par, 
y=(~~~ljh(y)<h(y)~h(?c), abs(u)=abs(y) ou abs(u)=abs(x)]. 
Le point de V de hauteur minimale est unique car les hauteurs des points d’abscisses 
qui different de un n’ont pas meme paritt. Soit u1 ce point. 11 y a alors trois cas 
possibles illustres par la Fig. 8. 
Gas (a): u1 =x. Alors par definition de T _&, le sommet y est fils gauche de x, et la 
preuve est terminee avec u =x, 
Gas (b): o1 fx. On distingue deux sow-cas selon que abs(ui)=abs(x) ou 
abs(u,)=abs(y). 
Gas (b,): Par definition de Td le sommet y est fils gauche de vl, et la preuve est fmie 
avec u=vl. 
Gas (b,): Le sommet y est alors necessairement fils droit et soit y, son pet-e dans T&. 
Le couple form& par f Q, y, ) vtrifie les memes hypotheses que le couple {x, y> et 
h(u,)-h(y,)<h(x)- h(y). Done ii existe, selon I’hypothese de recurrence, un sommet 
u d’abscisse &gale a celle de vl, de hauteur verifiant h(yr)<h(u)dh(v,), et dont y, soit 
le descendant dans T,. Ce ne peut etre que u1 en raison de la minimalite de la hauteur 
de ce dernier. 
De meme Ie couple forme par x et c1 virifie ~hypoth~se de recurrence, et done il 
existe un sommet v2 tel que abs(02)=abs(xf et h(~r)<h(~~)<bl(x) et dont v1 soit le 
descendant (et done aussi y, et y) dans Td, ce qui termine la preuve avec u = v2. Cl 
casa cas bl 
Fig. 8. 
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Proposition 4.5. Pour tout animal d, le graphe Td est un arbre guingois ayant pour 
racine la source de JZZ’. 
Preuve. (a) T& est un arbre. En effet, tout sommet sauf la source de d est l’extremite 
d’au plus un arc de Td par construction. 11 suffit done de verifier que tout sommet est 
accessible depuis s par un chemin compose d’arcs de &. Supposons a contrario 
qu’existent des sommets non accessibles et soit alors un tel sommet a distance 
minimale de s dans G&. Soit y son predecesseur dans un chemin qui le joint depuis 
s dans G&. 
y est accessible depuis s dans T, car il est a plus proche distance de s que x. Si yx est 
un pas Sud-Ouest, alors (y, x) est un arc de T& et x est accessible dans T,&. Sinon yx est 
un pas Sud-Est. Si l’arc (y, x) est dans T& alors x est accessible, sinon il existe un 
sommet z d’ordonnee superieure done plus proche de s dont x est fils gauche dans T&. 
Done l’existence de sommet inaccessible dans T, est absurde. 
(b) Td est un arbre guingois. Supposons le contraire. 11 existe alors un point double 
x ayant y comme fils gauche et z comme fils droit, et tel que le sous-arbre gauche de 
x ne soit pas une equerre. Ce sous-arbre contient done un sommet u de deport non 
negatif par rapport a x, et soit u1 le premier sommet de deport nul dans le chemin 
unique joignant y A v dans r& (voir Fig. 9). 
D’apres la Propriett 4.4 ci-dessus, u 1 est done aussi descendant dans T, dun 
sommet u tel que abs(u)=abs(z) et que h(u,)<h(u)<h(z). 
Comme Td est un arbre, soit y est descendant de u, soit u est descendant de y. La 
premiere partie de cette alternative est impossible car h(u) f h(z) = h(y), et la seconde 
egalement car il n’existe pas par hypothese de sommet de deport nul part rapport 
axentreyetu,. 0 
La Fig. 7 montre un animal dirige de 16 sommets et l’arbre guingois associe. Les 
points de l’animal sont numerates dans l’ordre prefixe de l’arbre. Remarquons que 
seuls les arcs gauches sont etires. Cet arbre a pour code le mot xaxaba%axxaxbaa. 
La reciproque est vraie, c’est-a-dire qu’a tout arbre guingois Ton peut associer un 
animal d tel que T= Td. Considerons la construction suivante qui associe a tout 
arbre guingois un ensemble de points du plan d une translation p&s. 
Lemme 4.6. Soit T un arbre guingois dont les sommets (xi, 1 <id n> sont indicts dans 
l’ordre prejxe, et les ensembles di, 1 <i<n, de points du plan ainsi dejinis, 
di=,c9i-,U{pi}, 1 <i<n, 03 pi est ainsi determine: 
_ si Xi est film gauche duns T, pi est le point du p/an tel que abs(pi)=abs(pi- 1)- 1; s’il 
y a des sommets pkr 1 <k< i- 1 d’abscisse egale a abs(pi_ i)- 1, soit ho la hauteur 
minimale de tels sommets, alors on pose h(pi)=min(h,, h(p,_ 1))- 1, sinon on pose 
h(pi)=h(pi-1)--l, 
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Fig. 9. 
_ si Xi est Jill droit duns T, soit pj, 1 <j< 1, son ptre, pi est le point du plan tel que 
abs(p,)=abs(pj)+I et h(pi)=h(pj)-1, 
alors les ensembles &i 1~ id n, sont des animaux dirigh a une source et i points, et tels 
que rdL soit exactement le sous arbre de T dt%ermint par les i premiers sommets. 
Preuve. 11 est clair que les ensembles construits sont des animaux dirigbs A une source 
car tout nouveau point est voisin Sud-Ouest ou Sud-Est d’un point d&jB plact. 11 faut 
cependant vtrifier que cette construction ne place pas deux points sur le meme 
emplacement, afin que di soit bien un animal de i points, et que Tdi soit bien un sous 
arbre de T. C’est une constquence du lemme suivant. c7 
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Lemme 4.1. Pour tout i, 1 <i =S n, le sommet pi ainsi ditermint est de hauteur strictement 
infirieure ci tout sommet pkr 1 <k < i, d’abscisse L;gale d l’une des trois suivantes, abs(p,), 
abs(pi)- 1 et abs(pi)+ 1. 
Preuve. V&fit: par vacuitt pour i= 1, cet tnonct s’6tend par induction de faGon 
immCdiate si Xi est fils gauche, et si xi est fils droit de xj, 1 <j < i, c’est une consCquence 
de l’ordre prbfixe et de la propritti: que T est guingois. 0 
D’oti le Thior&me 4.8. 
Thizorkme 4.8. Les animaux dirigis d une source et n points sont en bijection avec les 
arbres guingois d n sommets par l’application d$nie en 4.3. 
Corollaire 4.9. Les animaux dirigis Li une source et n points sont codes avec les mots de 
longueur n- 1 du langage G d@ini par le systPme d’iquations (6), soit encore avec les 
facteurs gauches de longueur n- 1 du langage de Motzkin. 
En consCquence on obtient une nouvelle preuve du dttnombrement des animaux 
A une source [14,22,23] et des animaux $ une source de demi-largeur droite nulle. 
Ce sont les nombres m, et g,, don& par les formules (10) et (11). 
Une autre const5quence de la construction du Lemme 4.6 est de conduire g un 
algorithme linkaire de construction d’un animal dirigi: A partir d’un arbre guingois, ou 
d’un mot du langage G qui le code. 
Remarque. Lorsqu’on autorise dans un animal un pas diagonal, c’est-i-dire un pas 
Sud, on obtient ce que l’on appelle animal sur rCseau triangulaire. Cette famille 
d’animaux est en bijection avec une extension des arbres guingois, dans laquelle un 
sommet point simple peut avoir soit un fils gauche, soit un fils droit, soit un fils m6dian. 
Par la m&me dCmarche que ci-dessus, on montre que les animaux g une source et 
n points sur rCseau triangulaire sont alors cod& par des mots de longueur n- 1 d’un 





K = KS + KsaK, 
KS = E + cKs + aKsbKs + aKsxKZKs 
et avec les memes techniques que celles utili&es dans la paragraphe 3 on montre que 
les mots de H de longueur n sont en bijection avec les facteurs gauches de Motzkin de 
longueur n bicolorC. 
5. Animaux dirigCs et empilements 
On a vu au paragraphe prtcCdent une bijection entre les animaux dirigCs A une 
source sur rCseau carri: et les arbres guingois. Toutefois si l’arbre guingois T se 
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d&compose en T= 0 &( T,, T,), les sow-arbres T, et T2 ne correspondent 
ghitralement pas & des parties d’animal qui soient elles-m&mes des animaux. En fait 
on va montrer qu’elles correspondent $ d’autres objets, les empilements de dominos, 
eux-mtmes en bijection avec les animaux. 
Les empilements de dominos sont un cas particulier des empilements de pikes 
introduits par Viennot (cf. [28,30]) et utilis& par l’un des auteurs dans un autre article 
sur les animaux [22]. En voici un bref aperqu, utilisant les notations introduites dans 
ce prtcldent article [22,23]. 
Considtrons dans le plan ll les couples form& de deux points (i,j) et (i+ l,j), 
que l’on appellera dominos. Soit 6 un tel domino que l’on note 6= (i,j); l’entier i 
est son abscisse, I’entier j sa hauteur ou niveau not6 h(6) et le couple (i, i + 1) sera 
appelk sa projection sur Z et not& z(6). Soit C (respectivement 2,) la famille 
des ensembles de (resp. n) dominos deux g deux disjoints appek systdmes de dominos. 
La Fig. 10 montre trois tels systkmes de dominos. Ces derniers sont reprtsentts 
par des couples de points dans des petits rectangles pour souligner leur non 
intersection. 
Appelons dbformation 6lt?mentaire toute transformation de C dans C qui laisse 
invariants tous les dominos d’un systitme Y g l’exception d’un seul qui subit une 
translation verticale telle qu’au tours du mouvement il 
de Y. Deux systZmes de dominos Y et Y’ seront dits 
Y g Y’ par une suite de dtformations tltmentaires. 
ne rencontre aucun domino 
kquivalents, si l’on passe de 
Fig. 10. Un systime de dominos, l’empilement et I’anti-empilement assock 
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On montre aisement [22,23] que dans chaque classe il y a deux elements distinguts 
uniques, a une translation pres, 
- l’empilement ou systeme qui minimise la somme, pour tous les dominos qu’il 
contient, des differences de leur niveau avec le niveau du (ou des) domino(s) de 
niveau minimal, 
- l’anti-empilement ou systeme qui minimise la somme, pour tous les dominos qu’il 
contient, des differences du niveau du (ou des) domino(s) de niveau maximal avec 
leur niveau. 
Plus visuellement, comme le montre la Fig. 10, l’empilement consiste a faire tomber 
les dominos verticalement sur un plancher, et l’anti-empilement a les “gonfler 
a l’helium” afin qu’ils aillent se “caller” au plafond, ou a inverser la gravite. 
Viennot [30] a alors dtfini deux ordres sur les dominos dun systeme, qui s’etendent 
immtdiatement, par passage au quotient, aux dominos dun empilement, 
_ l’ordre de dominance: on dit que le domino 6 domine directement 6’ si 
7c(J)nn(s’)#0, h(J)>h(6’) et si 6r est tel que n(6)nn(d,)#0, et que 
7c(h,)nn(6’)#0 avec h(6,)>h(6’) alors h(6,)>h(6). L’ordre de dominance est la 
fermeture reflexive et transitive de cette relation notee >d. Le systeme sera dit strict 
si pour tout couple de dominos distincts 6 et 6’ tels que 6 >,6’ et n(6)=rc(~J’), il 
existe un domino 6r tel que 6 >dS1 >,6’ et TC(S,)#TT(S). 
- l’ordre canonique: c’est un ordre total dtfini par l’algorithme suivant. Soit Y un 
systeme de dominos, et 6 le domino maximal le plus a gauche (c’est-a-dire d’abscisse 
minimale). On le numerate 1. En r&t&ant ce pro&de pour le systeme Y1 = Y\{ S}, 
on obtient une numtrotation canonique, notee num(6), et telle que num( 6)< 
num(b’) si et seulement si soit 6 domine a’, SOit 6 et 6’ SOnt incomparables par >d, 
et abscisse(d) < abscisse( d’). 
Un domino 6 de Y sera dit maximal (respectivement minimal) si Y ne contient 
aucun domino qui domine (resp. n’est domine par) 6. L’ensemble des dominos 
domints par 6 sera note dam(b). Un systeme ou empilement n’ayant qu’un domino 
maximal sera appele pyramide. Enfin on appelle demi-largeur gauche dun systeme ou 
dun empilement la difference entre l’abscisse dun element maximal d’abscisse minim- 
ale (c’est-a-dire le plus a gauche des elements maximaux) et celle du domino le plus 
a gauche. On definit symttriquement la demi-largeur droite. La Fig. 11 montre un 
systeme de 24 dominos et leur numerotation canonique. Les dominos maximaux, en 
noir, sont les dominos de numeros 1,3,7, 12 et 22, et les dominos minimaux sont ceux 
de numeros 11,21,23,24. Le domino 8 est l’element dune sous-pyramide constitute 
des dominos 8,9, 10, 11,17,20 et 21 color& en gris. Le systeme des 24 dominos est de 
demi-largeur gauche nulle et de demi-largeur droite 1. 
Les empilements de dominos sont en relation avec les animaux par le theoreme 
suivant, illustre par la Fig, 13, 
ThtorGme 5.1 (Viennot [30]). Les animaux ci k sources compactes d n points sont en 
bijection avec les empilements stricts ayant n dominos et dont les dominos maximaux en 
nombre k sont d projections cons&utives. 
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Fig. 11. 
L’empilement obtenu est exactement l’tlement distingue appele anti-empilement 
defini plus haut. Cette bijection a deux consequences importantes, 
(a) on peut definir la numerotation canonique des points dun animal comme etant 
la numerotation canonique des dominos associes dans l’empilement correspondant. 
(b) certains sous-ensembles de points d’un animal ne forment pas un animal en 
raison par exemple de la non connexite, ils peuvent definir cependant un empilement 
qui est en bijection avec un animal. 
Nous allons montrer directement que les empilements a une piece maximale ou 
pyramides, sont en bijection avec les arbres guingois, ou avec les mots du langage M2, 
en verifiant qu’ils satisfont une recurrence de mtme structure. Pour cela, nous allons 
utiliser des operations definies sur les empilements, les operations I_ 1, u,,, I+ 1 et u + 2, 
en termes desquelles toute pyramide peut se decomposer en pyramides plus petites, et 
ce de faGon unique. Ce sont des cas particuliers de l’optration de m-superposition 
dtfinie dans [22,23]. 
Intuitivement, l’operation de m-superposition de deux empilements & et J&, con- 
siste a “empiler” au dessus d’un systeme 9, representant &, un systeme Y1 
representant &i, l’entier m fixant les positions horizontales relatives des 2 systemes. La 
Fig. 12 montre une l-superposition. 
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Fig. 12. L’optration de m-superposition 
Plus prtkistment, on appelle m-superposition de &1 et &z l’empilement c?~ noti: 
&T3 =gl 1 m &z dCfini de la man&e suivante: 
soient deux systkmes Y1 et Y2 reprbsentants &I et &, ~2’~ dont le domino maximal le 
plus g gauche est d’abscisse a, et dont le niveau minimal est h,, et Y2 dont le domino 
maximal le plus A gauche est d’abscisse a2 et dont le niveau maximal est hZ, et un entier 
relatif m, on dkfinit l’ensemble de dominos 
oil UP,, reprtsente la translation de ll de vecteur (p, 4). 11 est clair que l’ensemble Y3 est 
formt de p-dominos 2 A 2 disjoints et que si 9, est tquivalent A F1 et Yz B &, alors 
l’ensemble F3 calculir par le m&me procCdC est kquivalent d 9;. L’empilement &3 est 
dtfini par la classe de Y3. 
Gtniralement cette optration est ambigue, toutefois on a le lemme suivant [22], 
Lemme 5.2 (dit lemme de simplification). 
Notations. On appelle demi-pyramide une pyramide de demi-largeur droite nulle, et 
demi-pyramide stricte une demi-pyramide dont le domino de plus grand numkro est 
d’abscisse &gale A celle du domino maximal le plus A droite des dominos maximaux, et 
respectivement E, P, F et T les ensembles d’empilements, pyramides, demi-pyramides 
et demi-pyramides strictes non vides. 
Les ensembles P, F et T sont en bijection avec respectivement les animaux dirigks 
g une source, les animaux i une source et de demi-largeur droite nulle, et enfin avec les 
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animaux a une source, de demi-largeur droite nulle et dont le dernier point dans 
l’ordre canonique a mCme abscisse que la source. 
On notera de plus par la lettre d un empilement rCduit i un domino, ou un animal 
rkduit 2 point. Enfin on dkfinit la m-superposition de deux ensembles d’empilements 
comme la rhnion de toutes les m-superpositions d’un empilement du premier sur un 
empilement du second. 
On a alors la proposition suivante, dont la preuve, constquence de l’ordre 
canonique et du lemme de simplification, est laissie au lecteur (voir [23]). 
Proposition 5.3. Les ensembles P, 5 et T vdri$ent le systPme d’dgalitb suivantes, oti les 
rdunions (noties +) sont disjointes et les produits de superposition non ambigus. 
i 
P=‘+‘l”-I P+‘U, P+‘Ut(5U2P), 
(J@) 5=T+Tlj_, 5, 
~=~+~U-,(~U-,~)+~U-,(~Uo(~U,~)). 
A dirfaut de preuve, illustrons ces kgalitks par la pyramide de la Fig. 13 qui 
reprtsente la pyramide 9 de 16 dominos. Elle se d&compose en LP = d U _ 1 ( Fl /jz PI) 
avec le domino maximal A tgal d 1, la demi-pyramide TI composte des dominos 
2,3,4,5,6,7,8 et 9, et la pyramide PI cornpoke des dominos de 10 B 16. 
Fig. 13. Un animal et l’empilement associt. 
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En comparant cette propriktt de d&composition k la Proposition 3.4 on est conduit 
g construire une application @ de P dans 9 qui est une bijection et l’on peut knoncer 
le thtorkme, 
ThCorltme 5.5. Les pyramides d n dominos sent en bijection avec les arbres guingois 
ayant n sommets. 
De plus, on vtrifie aistment que dans cette bijection, le sommet de l’arbre de 
numkro p a un fils gauche, si et seulement si le domino de la pyramide de numtro 
p dans l’ordre canonique domine directement & droite le domino dont l’abscisse st 
infkieure d’une unit& et ce sommet a un fils droit si le domino de mcme numtro 
domine directement le domino z d’abscisse suptrieure d’une unitk, et que z ne soit 
domink i droite par aucun domino. 
6. Conclusion 
A l’aide des opttrations ur les empilements, nous avons pu dkfinir des grammaires 
ou systkmes algkbriques d’empilements, c’est-g-dire des systkmes d’kquations dans 
l’algebre des skies formelles en variables munies de commutations. Ces systkmes 
commencent g &tre ttudiks (cf. [l 11). La question d’ttablir une classification de ces 
grammaires analogue g celle des grammaires de langages reste ouverte. 
De plus, on peut dtfinir dans l’espace 3 types de rkseaux, le r6seau cubique centrk et 
cubique alter& (cf. [23]). A chacun de ces rkseaux, on montre dans [23] que l’on peut 
associer un arbre n-dire, (n = 3,4 ou 6), gkkralisant les arbres guingois et apportant 
ainsi g l’ttude des animaux dans l’espace toute la richesse de l’algorithmique des 
arbres. Toutefois la caractkrisation des langages qui cadent ces arbres reste un 
problkme ouvert. 
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