We investigate learning a ConvNet classifier with classimbalanced data. We found that a ConvNet over-fits significantly to the minor classes that do not have sufficient training instances, even if it is trained using vanilla ERM. We conduct a series of analysis and argue that feature deviation between the training and test instances serves as the main cause. We propose to incorporate class-dependent temperatures (CDT) in learning a ConvNet: CDT forces the minorclass instances to have larger decision values in training, so as to compensate for the effect of feature deviation in testing. We validate our approach on several benchmark datasets and achieve promising results. Our studies further suggest that class-imbalance data affects traditional machine learning and recent deep learning in very different ways. We hope that our insights can inspire new ways of thinking in resolving class-imbalanced deep learning.
Introduction
Recent years have witnessed unprecedented success of visual recognition, especially on object classification using convolutional neural networks (ConvNets) [20, 24, 33, 43, 48, 49] trained with a large number of labeled instances uniformly distributed over classes [10, 32, 45] . In practice, however, we frequently encounter training data with a class-imbalanced distribution. For example, modern realworld large-scale datasets often have the so-called longtailed distribution: a few major classes claim most of the instances, while most of the other minor classes are represented by relatively fewer instances [16, 31, 38, 50, 51, 61] . Classifiers trained with this kind of datasets using conventional strategies (e.g., mini-batch SGD on uniformly sampled instances) have been found to perform poorly on minor classes [3, 19, 40, 52] , which is particularly unfavorable if we evaluate the classifiers with class-balanced test data or average per-class accuracy.
One common explanation to the poor performance is the (bottom) the t-SNE [41] plot of the training (circle) and test (cross) features before the last linear classifier layer. We see a trend of over-fitting to minor classes, which results from the feature deviation of training and test instances (see the magenta and red minor classes).
mismatch between the objective in training and the evaluation metric in testing: a training objective featuring average per-instance loss tends to bias the classifier towards predicting the major classes [5, 7, 19, 30, 27, 54] . To alleviate this problem, a variety of approaches have been proposed to scale the influence of the minor-class instances up during training. For example, re-sampling based methods sample minor-class instances more frequently [3, 4, 7, 39, 46] , while cost-sensitive based methods give a higher loss to misclassifying a minor-class instance [8, 21, 42, 54] . As a result, the overall objective in training is in expectation closer to that of testing with class-balanced data or average per-class accuracy [5] .
In this paper, we investigate an alternative explanation that a ConvNet classifier trained with class-imbalanced data over-fits to the minor classes -a situation where there is a large gap between the training and test accuracy of minorclass instances. We note that, over-fitting to minor classes has been mentioned in [3, 5, 8] , when the scaling factor used to increase the sampling frequency or cost of minor-class instances is not properly selected (e.g., too large).
From our studies, however, we observe that even without scaling, over-fitting to minor classes already exists -it is fairly easy to train a ConvNet classifier using conventional mini-batch SGD to achieve nearly 100% training accuracy for minor-class instances. The test accuracy, in contrast, can be drastically low. See Figure 1 (top-right). In other words, over-fitting to minor classes is indeed a fundamental issue in learning a ConvNet classifier with class-imbalanced data.
Why does over-fitting to minor classes occur? More concretely, how could the training and test accuracy of minorclass instances be largely deviated? To identify the cause, let us represent a classifier bŷ
where x in the input, f θ (·) is the feature extractor parameterized by θ (e.g., a ConvNet), and w c is the linear classifier of class c 1 . We observe an interesting phenomenon -for a minor class, the features f θ (x) between the training and test instances are deviated. The fewer the training instances of a class are, the larger the deviation is. learned to separate the training instances of different classes , therefore, may not be able to separate the test instances of minor classes. We posit that such a feature deviation phenomenon is the major cause that leads to over-fitting and accounts for the poor performance of a ConvNet classifier on minor classes, and naively scaling up the influence of minor classes could aggravate the problem. We note that, feature deviation is not commonly seen in traditional machine learning approaches that apply pre-defined features, but is likely prevalent in classifiers trained end-to-end. We present an approach to compensate for feature deviation. We find that for the test instances of minor classes, feature deviation results in lower decision values (or conditional probability) to the true labels, compared to the training instances. We therefore propose to incorporate classdependent temperatures (CDT) into the linear classifiers in training a ConvNet. Let a c be the temperature of class c, 1 We omit the bias term for brevity. which is set inversely proportionally to its number of training instances (i.e., minor classes have larger a c ), we divide the decision value w c f θ (x) by a c in training to simulate the feature deviation effect. In testing, we again apply Equation 1. Training a ConvNet classifier in this way forces w c f θ (x) to be larger by a factor of a c for x belonging to class c, so as to compensate for feature deviation. On several benchmark datasets [32, 34, 51] , our approach achieves superior performance compared to the existing methods.
The contributions of this paper are two-folded.
• We identify over-fitting to minor classes as the main reason for the poor performance of ConvNet classifiers trained with class-imbalanced data. We further show that, such over-fitting results from feature deviation between the training and test instances.
• We propose an effective approach to compensate for feature deviation by incorporating class-dependent temperatures (CDT) in training. We conduct extensive experiments and analysis to validate our approach.
Related Work
We review prior work of learning with class-imbalanced data. We focus on learning classifiers, but also review some work on learning feature embedding. Existing techniques can generally be divided into two categories, re-sampling based and cost-sensitive based. One underlying principle is to scale up the influence of minor-class instances in training, making the overall training objective in expectation closer to the evaluation metric of testing with class-balanced data. We note that, while earlier techniques are proposed mainly for traditional machine learning approaches (e.g., SVM using pre-defined features [19] ) and more recent techniques are for deep learning approaches, the techniques (or their underlying concepts) are mostly mutually applicable. Re-sampling based methods. This category changes the training data distribution to match class-balanced test data [13, 3, 52] . Two common ways are to over-sample the minor-class instances [3, 4, 46] or under-sample the majorclass instances [3, 19, 25, 43] directly from the training data. [2, 7, 14, 53] proposed to synthesize more minor-class instances to enlarge data diversities. More advanced methods learn to transfer statistics (e.g., features or their variances) from the major classes to the minor classes [17, 40, 59] . Cost-sensitive based methods. This category adjusts the cost of misclassifying an instance. Conventional supervised learning gives the same cost to every instance. To scale up the influence of minor classes, we may give minor-class instances larger costs if they are misclassified. One common way is to give different instance weights (the so-called reweighting) but still use the same instance loss function. Setting the weights by (the square roots of) the reciprocal of the number of training instances per class has been widely used [21, 23, 42, 54, 57] . Recently, [8] proposed a principled way to set weights by computing the effective numbers of training instances. Instead of adjusting the instance weights, [30] developed several instance loss functions that reflect class imbalance and [5] forced minor-class instances to have large margins from the decision boundaries. [29] proposed to incorporate uncertainty of instances or classes in the loss function. [6, 26, 44, 47, 56] explored dynamically adjusting the weights in the learning process, e.g., via meta-learning or curriculum learning.
Learning feature embeddings. These methods learn feature embeddings with class-imbalanced data, especially for face recognition [11, 12, 21, 22, 60] . [18, 58, 62] combined objective functions of classifier and embedding learning to better exploit the data of minor classes. [9, 61] proposed two-stage training procedures to pre-train features with imbalanced data and fine-tune the classifier with balanced data. A concurrent work [28] proposes to decouple a ConvNet classifier by its features and the subsequent classification process. Interestingly, they found that re-weighting and re-sampling might hurt the feature quality. Our analysis in section 3 provides insights to support their observations.
Over-fitting and under-fitting. Classifiers trained with class-imbalanced data are known to preform poorly on minor classes. However, we are unaware of much recent literature that discusses if the learned classifiers under-fit to minor classes, which means the classifiers also perform poorly in training [35, 36] , or over-fit to minor classes [1] . [5] observed over-fitting when over-scaling up the influence of minor classes. In this work, we empirically show that underfitting seems to be the main problem in traditional machine learning approaches; in contrast, over-fitting seems to be prevalent in deep learning approaches trained end-to-end.
Empirical observations. Several existing approaches are proposed according to empirical observations and analysis.
[15, 28, 59] found that the learned linear classifiers of a ConvNet tend to have larger norms for the major classes and proposed to either force similar norms in training or calibrate the norms in testing. [58] found that the feature norms of major-class and minor-class instances are different and proposed to regularize it by forcing similar norms. Our work is inspired by empirical observations as well, but from a different perspective. We find that learning with class-imbalanced data leads to feature deviation between the training and test instances of the same class, which we argue as the main cause of over-fitting to minor classes.
Over-fitting to Minor Classes
We begin with learning a ConvNet classifier to minimize the average per-instance training error.
Background and notation
We represent a ConvNet classifier bŷ
where x in the input, f θ (·) is the ConvNet feature extractor parameterized by θ, and w c is the linear classifier of class c. Given a training set D tr = {x n , y n } N n=1 , in which each class c has N c instances, we train the ConvNet classifier (i.e., θ and {w c } C c=1 ) by empirical risk minimization (ERM), using the cross entropy loss
.
(
We apply mini-batch SGD with uniformly sampled instances from {1, · · · , N }.
Learning with class-imbalanced data
Learning with class-imbalanced data means that every class c ∈ {1, · · · , C} in D tr might have a different number of instances; whereas, in testing we evaluate with classbalanced data. Here, we follow [8] to construct a long-tailed class-imbalanced D tr from CIFAR-10 [32]: the (most) major class contains 5,000 instances while the (most) minor class contains 50 instances. Without loss of generality, let us re-index classes so that the training instances decrease from class c = 1 to c = 10. See Figure 1 (top-left) for an illustration of the data size. We learn a ConvNet classifier using the standard ResNet-32 architecture and learning rates [20], following [5, 8] . See subsection 5.1 for details. Figure 2 (a-b, ERM curves) shows the per-class training and test accuracy. The training accuracy is high (∼ 100%) for all classes. The test accuracy, however, drops drastically for the minor classes. The learned classifier over-fits to minor classes. (For comparison, we train a classifier using the entire balanced CIFAR-10. See the ERM-UB curves.)
Analysis
We find that the learned linear classifiers have larger norms (i.e., w c 2 ) for the major classes than the minor classes (see Figure 2 (c)), which confirms the observations in [15, 28, 29, 59] . The ConvNet classifier is thus biased to predict instances into major classes. This observation alone, nevertheless, cannot fully explain over-fitting: with biased classifier norms, why can a ConvNet classifier still achieve ∼ 100% training accuracy for minor-class instances? Feature deviation. We hypothesize that there are differences in the features (i.e., f θ (x)) between the training and test instances, especially for minor classes. We compute the per-class feature mean in training and test data 2 , and 
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ERM-UB ERM Resample
Reweight ERM-PD CDT Figure 2 : The effects of learning with class-imbalanced data. On imbalanced CIFAR-10 (see Figure 1 (top-left)), we train a ConvNet using ERM/re-weighting/re-sampling/class-dependent temperatures (ours) and a linear softmax classifier using ERM and pre-defined features (denoted as ERM-PD). We also show the upper bound of training a ConvNet using ERM on balanced data (original CIFAR-10), denoted as ERM-UB. We show the (a) training set accuracy, (b) test set accuracy, (c) classifier norm, and (d) feature deviation. We see over-fitting to minor classes for ConvNet classifiers, but under-fitting for the linear softmax classifier with pre-defined features. Our CDT approach can compensate for the effect of feature deviation that causes over-fitting and leads to higher test set accuracy.
then calculate their Euclidean distance. Figure 2 The feature deviation phenomenon explains over-fitting to minor classes. The linear classifiers learned to differentiate the training instances among classes (almost perfectly) have little to do with differentiating the test instances for minor classes, since the training and test features of the same minor class are not occupying the same feature space. To verify this effect, we plot in Figure 3 the decision values w c f θ (x) and predicted labels averaged over instances of each class c (row-wise) to all the class labels c (columnwise). By comparing the matrix in testing (right) to that in training (left), we have the following findings.
• Along the diagonal, the decision values drop (get darker) in testing as the training instances gets fewer. We note that, the diagonal values are similar in training even though the classifier norms are imbalanced.
• From training to testing, the values in the lower triangle increase or remain; the values in the upper triangle decrease. That is, when a feature instance of a minor class deviates in testing, it tends to move away from other minor classes and slightly towards major classes.
These effects, together with imbalanced classifier norms, explain why a ConvNet classifier misclassifies many of the minor-class test instances into major classes, as shown in the confusion matrices of predicted labels in Figure 3 .
Scaling up minor classes increases deviation
We present findings from a ConvNet classifier learned with class-imbalanced data using ERM. It is interesting to investigate how popular treatments such as re-weighting and re-sampling affects classifier learning. Let N c be the number of training instances of class c, we re-weight an instance of class c by N −0.5 c , as suggested in [28, 41] . We consider re-sampling so that every mini-batch has the same number of instances from different classes. Figure 2 shows the resulting training set and test set accuracy, classifier norms, and the Euclidean distance between training and test feature means per class. We see that both methods make classifier norms more balanced across classes but do not reduce the feature mean distance or even aggravate it. The test accuracy of minor classes, therefore, is slightly improved or remains poor.
To disentangle the effect of classifier norms from feature deviation, we follow [28] to apply a nearest center classifier using the training feature means as centers 3 . Table 1 summarizes the results. We see a similar trend as in [28] : ERM outperforms re-sampling and is on par with re-weighting. The average test set accuracy is even higher than applying the learned linear classifiers. We argue that the relatively poor performance by re-sampling largely attributes to the feature mean deviation, since we use the training means as centers. We further investigate the upper bound by using the test feature means as centers (therefore removing the deviation of means). Re-sampling still falls behind the other approaches, suggesting that feature deviation also affects the quality (e.g., discriminative ability) of features. In short, our observations suggest that naively scaling up the influence of minor classes might aggravate feature deviation and can not resolve problems in class-imbalanced learning. 3 We normalize a feature instance to unit 2 norm, following [28, 55] . Table 1 : Average test set accuracy using ConvNet features with the learned linear classifiers or nearest center classifiers on imbalanced CIFAR-10 (see Figure 1 (top-left)). We compare using training and test feature means as class centers. The best accuracy per row is in bold font. 
Method
Traditional vs. end-to-end training
So far our observations suggest that over-fitting to minor classes is a fundamental issue in learning a ConvNet classifier with class-imbalanced data, and it largely attributes to feature deviation between the training and test instances. In traditional machine learning approaches, features are usually pre-defined and not learned from the training data of the task at hand. In other words, the feature deviation should be largely reduced. In this way, will over-fitting still occur?
To answer this, we investigate training a ConvNet classifier from another dataset (here we use Tiny-ImageNet [34] ). We then apply the learned feature extractor f θ (·) to the imbalanced CIFAR-10, for both the training and test instances. We then train a linear softmax classifier using features of the training instances and apply it to the test instances. Figure 2 shows the results. We see nearly no trend of feature deviation. The resulting classifier, as expected, performs poorly on the test instances of minor classes. But differently, the learned classifier performs poorly even on the training instances, essentially suffering under-fitting to minor classes.
We therefore argue that, even though learning with classimbalanced data hurts the performance on minor classes for both traditional machine learning and recent deep learning approaches, the underlying reasons are drastically different. It is thus desirable to develop solutions for a ConvNet classifier by incorporating the insights from feature deviation.
Class-Dependent Temperatures (CDT)
We present a novel approach of learning a ConvNet classifier with class-imbalanced data, inspired by our observations of feature deviation in section 3. According to subsection 3.3 and Figure 3 , the test instances of minor classes (bottom rows) have smaller decision values to the true labels (diagonal), compared to the training instances. The decision values to other minor-class labels (right-side columns) also drop from training data to test data, but not for the decision values to the major-class labels (left-side columns).
We propose to compensate for such effects in the training objective. Concretely, if we can maintain roughly the same level of diagonal decision values from test instances of every class to their corresponding true labels, then even if feature deviation can not be removed, the learned Con-vNet classifier can still recognize instances of minor classes. To this end, we incorporate class-dependent temperatures (CDT) a c into the softmax function in Equation 2, resulting in a new objective
The temperatures a c are set inversely proportionally to the number of training instances N c per class: minor classes will have larger temperature. We divide w c f θ (x) by a c in the training objective to simulate the feature deviation effect: the decision values decrease in testing, especially for classes with small N c . Training a ConvNet classifier in this way forces w c f θ (x) to be larger by a factor of a c for x belonging to class c, so as to compensate for the effect of feature deviation. In applying the learned classifier in testing, we then remove a c and use Equation 1,
. (4) In this paper, we set a c = Nmax Nc γ , in which γ is a hyperparameter and N max is the largest number of training instances of a class in D tr . Figure 4 shows the confusion matrices of applying our learned ConvNet classifier with CDT to the training and test instances, using Equation 4. On training data, minor classes now have larger diagonal decision values than major classes. On test data, due to unavoidable feature deviation, the diagonal values drop for minor classes. However, the diagonal values of all classes are much balanced than in Figure 3 . As a result, the test accuracy increases for not only minor but all classes on average (see Figure 2 , Table 1 ). [28] proposes a simple yet effective post-processing step to calibrate the classifier norms after a ConvNet classifier is learned. Concretely, they apply the decision rule,
Classifier normalization with class sizes
where τ ∈ [0, 1] is a hyperparameter. By setting τ = 1, the classifier norms are normalized to one, partially removing the bias to predicting major classes. Post-calibrating the decision values is indeed a well-known technique in literature [3] . In this paper, we propose a modified decision rule by calibrating with the class size N c instead of w c 2 ,
Our modified rule is inspired by the observations from reweighting and re-sampling (see Figure 2 ). There, the classifier norms are much uniform but the classifier still tends to predict major classes. Applying Equation 5 is thus unlikely to make differences. In contrast, Equation 6 uses class sizes to adjust the decision values. By properly setting τ , the classifier can be biased to predict more minor or major classes. Following [5] , we treat the test set of CIFAR as the validation set and select hyperparameters and report the average accuracy for all the experiments on the validation sets. We study how to tune hyperparameters from held-out validation sets from the training sets in the Supplementary Material.
Experiments
To implement our CDT, we adapt the code from [5, 8] for CIFAR and the code from [8] for iNaturalist. Additional details are in the Supplementary Material. Baselines. We compare to learning a ConvNet classifier using vanilla ERM with the cross-entropy loss. We also compare to re-sampling in which every mini-batch has the same number of instances per class, and re-weighting in which every instance has a weight N −γ c (γ is a hyperparameter). We also compare to re-weighting with the focal loss [37] and CB loss [8], and LDAM [5] along with the DRW scheduling. We study two post-processing strategies: 
Results
Imbalanced CIFAR. We extensively examine CIFAR-10 and CIFAR-100 with imbalance ratios ρ ∈ {10, 100, 200} and with long-tailed and step distributions. The results are in Table 2 . Without post-processing, our CDT outperforms baselines in many of the settings. With post-processing, our N τ c strategy outperforms the w c τ 2 strategy [28] in most of the settings with ERM and is on par with or better than baseline methods. Overall, our propose approaches -either CDT with post-processing or ERM with N τ c -achieve the best performance in most of the settings. iNaturalist. iNaturalist has 8,142 classes and many of them have scarce training instances, making it hard to train a robust classifier. We find that applying CDT with γ = 0.0 (i.e., vanilla ERM) for the first half of training (i.e., the first 45 epochs) and then scaling up γ for the second half produces better results. Table 3 summarizes the results with different training objectives and post-processing techniques. Without postprocessing, our CDT outperforms most of the methods except for LDAM and its variant [5] 4 . With post-processing, N τ c outperforms w c τ 2 [28] in combination with all three objectives. Applying N τ c to ERM gets a notable Top-1 improvement of 4.24% and is already higher than any setting 4 The authors of [28] mentioned in their paper that they cannot reproduce the results reported in [5] . We hypothesize that for iNaturalist, different papers may use slightly different training procedures for ERM, upon which they then implement their proposed methods to improve over ERM. For example, the ERM in [8] is lower than that in [28] by 4.56%. We therefore suggest that future papers explicitly report their ERM results to show the performance gain. For iNaturalist, we adapt the code from [8]. with the CB loss. We note that our results with w c τ 2 are slightly worse than those reported in [28] due to a lower ERM baseline we have, but the gains by w c τ 2 against ERM are similar (3.90% there v.s. ours at 3.91%). Postprocessing can slightly improve CDT, but even without it, CDT already outperforms ERM with post-processing. Tiny-ImageNet. Table 4 summarizes the results. Our CDT performs on par with the state-of-the-art results. Other results. We show the effect of γ in computing a c for our CDT approach in Figure 5 . We see that increasing γ results in better test accuracy on minor classes, but will gradually decrease the accuracy on major classes (in both training and testing). We provide more results including the effects of post-processing with N τ c and feature visualization of our approach in the Supplementary Material.
Analysis
We provide additional analysis on how class-imbalanced data affects classifier learning, using long-tailed CIFAR-10. Training and testing along epochs. We plot the classifier's performance (trained with either ERM or our CDT) and its statistics along the training epochs Figure 6 . We see that using ERM, the training accuracy of the major classes immediately goes to nearly 100% (using Equation 4) in the early epochs. The classifier norms of all the classes increase sharply in the early epochs, and those of major classes are much higher than those of minor classes. On the other hand, the feature deviation between training and test means also increases, but in a reverse order (minor classes have higher deviation). Our CDT does not eliminate the imbalanced trends of classifier norms and feature deviation but makes the training set accuracy more balanced across classes, thus resulting in much better test set accuracy. As training with balanced data will likely have balanced statistics over all the classes, we hypothesize that balancing these statistics in training would facilitate class-imbalanced deep learning. Features vs. classifiers. In Figure 2 , we found that learning with class-imbalanced data affects both the linear classifiers and the ConvNet features, but which of them is more unfa-vorable? To answer this, we collect a balanced training set from CIFAR-10 which contains the same number of total training instances as long-tailed CIFAR-10 (ρ = 100). We then investigate:
• Train a ConvNet with the balanced (imbalanced) set.
• Train a ConvNet with the balanced (imbalanced) set, keep the feature extractor f θ (·) but remove the linear classifiers, and retrain only the linear classifiers using the imbalanced (balanced) set. Table 5 shows the results. We found that the influence of class-imbalanced data on features is more significant than on linear classifiers: imbalanced features with balanced classifiers perform worse than balanced features with imbalanced classifiers. These results provide another evidence that feature deviation (in features trained with imbalanced data) is a fundamental issue to be resolved in classimbalanced deep learning.
Conclusion
Classifiers trained with class-imbalanced data are known to perform poorly on minor classes. We perform comprehensive analysis to identify the cause, and find that the feature deviation phenomenon plays a crucial role in making a ConvNet classifier over-fit to minor classes. Such an effect, however, is rarely observed in traditional machine learning approaches using pre-defined features. To compensate for the effect of feature deviation, we propose to incorporate class-dependent temperatures in learning a ConvNet classifier. Our results on benchmark datasets are promising. We hope that our findings and analysis would inspire more advanced algorithms in class-imbalanced deep learning. 
Supplementary Material
We provide details and results omitted in the main text.
• Appendix A: details of experimental setups (subsection 5.1 of the main paper).
• Appendix B: additional experimental results (subsection 5.2 of the main paper).
• Appendix C: additional analysis (subsection 5.3 of the main paper).
A. Experiment Setup
A.1. Datasets
We experiment with CIFAR-10 [32] , CIFAR-100 [32] , Tiny-ImageNet [34] , and iNaturalist (2018 version) [51] .
To study the imbalanced classification problems on balanced datasets (e.g., CIFAR and Tiny-ImageNet), we follow [5, 8] to create imbalanced versions by reducing the number of training instances, such that the numbers of instances per class follow a certain distribution. The balanced test or validation set is unchanged. In our experiments we consider two distributions: long-tailed imbalance follows an exponential distribution, and step imbalance reduces training instances of half of the classes to a fixed size. We control the degree of dataset imbalance by the imbalance ratio ρ = Nmax Nmin , where N max (N min ) is the number of training instances of the largest major (smallest minor) class. See Figure 7 for illustrations.
A.2. Implementation details of learning with ERM and class-dependent temperatures (CDT)
For all the experiments, we use mini-batch stochastic gradient descent (SGD) with momentum = 0.9 as the optimization solver. The softmax cross-entropy loss is used for ERM and our CDT. The weight decay is 2 × 10 −4 .
A.3. Training details for imbalanced CIFAR
We use ResNet- 32 [20] for all the CIFAR [32] experiments, following [5, 8] . The batch size is 128. The initial learning rate is linearly warmed up to 0.1 in the first 5 epochs, and decays at the 160th and the 180th epochs by 0.01, respectively. The model is trained for 200 epochs. For some experiments with the step imbalance, we found that 200 epochs are not enough for the model to converge and we train for 300 epochs in total and adjust the learning rate scheduling accordingly. We follow [5] to do data augmentation. The 32 × 32 CIFAR images are padded to 36 × 36 and randomly flipped horizontally, and then are randomly cropped back to 32 × 32.
A.4. Training details for iNaturalist
We follow [8] to use ResNet-50 [20] . We train the model for 90 epochs with a batch size of 512. The learning rate warms up for 5 epochs and reaches 0.2. It decays at the 30th, the 60th, and the 80th by 0.1. For pre-processing and data augmentation, we follow [8, 20] . We normalize the images by subtracting the RGB means computed on the training set. In training, the images are resized to 256 × 256 and flipped horizontally, and are randomly cropped back to 224 × 224. For our CDT, we train the model with γ = 0.0 (in computing a c ) for 45 epochs and then scale it up.
A.5. Training details for Tiny-ImageNet
We use ResNet-18 [20], following [5] . It is trained for 400 epochs with a batch size of 128. The initial learning rate is 0.1 and decays by 0.1 at the 250th, 320th, and 380th epoch. Images are padded 8 pixels on each size and randomly flipped horizontally, and then are randomly cropped back to 64 × 64.
B. Experimental Results
B.1. Comprehensive results of training objectives and post-processing
We provide comprehensive results on using different training objectives -ERM, re-sampling, re-weighting, and class-dependent temperatures (CDT) -in combination with different post-processing -vanilla linear classifiers, classifier normalization with w c τ 2 [28] , classifier normalization with N τ c , and nearest center (class mean) classification (NCM). Vanilla linear classifiers mean that we directly apply the learned ConvNet classifier. With vanilla linear classifiers, re-weighting outperforms ERM for some cases, while CDT outperforms the others by a notable margin. By applying classifier normalization (either with w c τ 2 or N τ c ), ERM outperforms re-weighting and re-sampling in many cases, while CDT still achieves the highest accuracy for most settings. In comparing normalization with w c τ 2 and N τ c , we see that N τ c in general achieves better performance, especially for re-weighting and re-sampling, justifying our argument in subsection 4.1 of the main paper. Applying the nearest center classifier (NCM) mostly outperforms applying the vanilla linear classifiers, except for CDT. In other words, CDT does facilitate learning a Con-vNet classifier end-to-end with class-imbalanced data.
We further plot the per-class test accuracy for each training objective with different post-processing in Figure 8 . Normalization with N τ c can effectively adjust the accuracy for minor classes. In contrast, normalization with w c τ 2 has very little effect to re-weighting and re-sampling whose w c 2 are much more balanced than ERM across classes. We do not show the validation sets of iNaturalist since each class only has 3 instances.
B.2. Results on CIFAR-100
We show in Figure 9 the training set accuracy, test set accuracy, classifier norms, and feature deviation per class on long-tailed CIFAR-100 at ρ = 100. We see a similar trend as in Figure 2 of the main paper: the training accuracy per class is almost 100%, while the test accuracy of minor classes is significantly low. We also see a clear trend of classifier norms and feature deviation: minor classes have smaller norms but larger deviation. Our CDT approach can compensate for the effect of feature deviation and leads to much higher test accuracy for minor classes.
B.3. Results on Tiny-ImageNet
We show in Table 7 the results on Tiny-ImageNet with step imbalance (ρ = 10 or 100).
We show in Figure 10 the training set accuracy, validation set accuracy, classifier norms, and feature deviation per class on long-tailed Tiny-ImageNet at ρ = 100. We see a similar trend as in Figure 2 of the main paper.
B.4. Results on iNaturalist
We want to show the training set accuracy, validation set accuracy, classifier norms, and feature deviation per class on iNaturalist. Since iNaturalist only has 3 validation images per class, there is a large variance in validation accuracy per class. We therefore re-split the data, keeping classes that have at least 47 training instances and move 22 of them to the validation set. The resulting dataset has 1,462 classes and each class has at least 25 training and 25 validation instances. We then retrain the ConvNet classifier. Figure 11 shows the results. We see a similar trend as in Figure 2 of Table 6 : Validation accuracy on long-tailed CIFAR-10 and CIFAR-100 with different training objectives and post-processing. The highest accuracy in each setting (column) with each post-processing method is in bold font. the main paper.
B.5. Effects of classifier normalization
We show in Figure 12 the effect of classifier normalization with N τ c : the larger the τ is, the larger the accuracy of minor classes is.
B.6. Hyperparameter tuning
So far we follow [5] to select hyperparameters on the test set for CIFAR and on the validation set for Tiny-ImageNet and iNaturalist and report accuracy on the same set. For CDT, the hyperparameters are γ in a c and τ in N τ c . This strategy, however, might not be practical: for a long-tailed problem, it is unlikely that we can access a balanced validation set which has sufficient instances for each class.
Here we investigate a more practical approach to tune hyperparameters. We hold out K training instances per class for validation, and train a ConvNet using the remaining data. We then use this held-out validation set to select hyperparameters. We remove classes that do not have at 
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ERM-UB ERM Resample
Reweight CDT Figure 9 : The effects of learning with class-imbalanced data on long-tailed CIFAR-100 (ρ = 100). We train a ConvNet using ERM/re-weighting/re-sampling/class-dependent temperatures (CDT). We also show the upper bound of training a ConvNet using ERM on balanced data (original CIFAR-100), denoted as ERM-UB. We show the (a) training set accuracy, (b) test set accuracy, (c) classifier norm, and (d) feature deviation. We see over-fitting to minor classes for ConvNet classifiers trained with class-imbalanced data. Our CDT approach can compensate for the effect of feature deviation that causes over-fitting and leads to higher test set accuracy. Table 8 , where we use K = 3 for CIFAR and K = 10 for iNaturalist. We see nearly no performance drop, demonstrating the applicability of our approaches to real-world scenarios. C. Analysis
C.1. Results of traditional linear classifiers
We investigate learning linear softmax classifiers using pre-defined features on long-tailed CIFAR. Specifically, we pre-train a ConvNet classifier using ResNet-32 [20] on the original Tiny-ImageNet (see also subsection 3.5). We then use the learned feature extractor to extract features for CI-FAR images. We then learn linear softmax classifiers using Figure 11 : The effects of learning with class-imbalanced data on iNaturalist. We experiment on a re-split set with 1, 462 classes.
(See subsection B.4). We train a ConvNet using ERM and our class-dependent temperatures (CDT). We show the (a) training set accuracy, (b) test set accuracy, (c) classifier norm, and (d) feature deviation. Our CDT approach can compensate for the effect of feature deviation that causes over-fitting and leads to higher validation set accuracy. ERM or using ERM with re-weighting. Figure 13 shows the results. On both long-tailed CIFAR-10 and CIFAR-100, we see under-fitting to minor classes using ERM. We also see that re-weighting can effectively alleviate the problem, leading to better overall accuracy. These results further suggest that, popular techniques for traditional machine learning approaches may not work well for deep learning approaches in class-imbalanced learning, and vice versa.
C.2. Training and testing along epochs
We perform the same experiment as in subsection 5.3: we record the training set accuracy, test set accuracy, classifier norms, and feature deviation along the training epochs, but for ERM learned with the original balanced CIFAR-10. We show the results in Figure 14 : we see similar trends among classes when learning with a balanced dataset.
C.3. Feature visualization
We provide additional feature visualization (t-SNE plots [41] ) in Figure 15 . We sample 25 training (circle)/test (cross) instances per class and perform t-SNE. We see clear feature deviation of minor classes (e.g., see the red and magenta classes) for all the training objectives. Our CDT approach could separate different classes slightly better than other approaches. Therefore, even with feature deviation, the training and test instances of the same class are still closer, compared to different classes. Figure 13 : The effects of learning with class-imbalanced data using traditional machine learning approaches. We train a linear softmax classifier using ERM or re-weighting on pre-defined features. We experiment on long-tailed CIFAR-10 and CIFAR-100 (ρ = 100). We show the training set accuracy and test set accuracy. We see under-fitting to minor classes using ERM, and re-weighting can effectively alleviate the problem.
Training set accuracy 
ERM
Re-sampling
Re-weighting CDT Figure 15 : t-SNE plots [41] of various methods on long-tailed CIFAR-10 (ρ = 100). We sample 25 training/test instances per class.
