Introduction
Due to the highly competitive global market, quality of products definitely plays one of the most important roles for any industry today. For this reason, Statistical Quality Control plays a significant role for the success or failure of an industry. Acceptance sampling plans are an essential tool in Statistical Quality Control. It is very clear that in many situations it may not be possible to perform hundred percent inspection. On the other hand, if nothing is tested, desired quality cannot be assured. Acceptance sampling plan is a "middle path" between hundred percent inspection and no inspection at all.
The acceptance sampling plan requires a decision of accepting or rejecting a lot of products based on a random sample collected from the lot. An acceptance sampling plan is the plan that specifies the minimum sample size required to be used along with the acceptance and non-acceptance criteria for the lot. So the acceptance sampling plan specifies the number of units, say n, to be used for testing, and the acceptance number c, such that if there are at most c failures out of n items then the lot is accepted, otherwise it is rejected. For a given acceptance sampling plan, the consumer's and producer's risks are the probabilities that a bad lot is accepted and a good lot is rejected, respectively. Usually, with every acceptance sampling plan, the associated consumer's and producer's risks are also provided. Extensive work has been done on acceptance sampling plans since their inception. Several text books and papers are available which provide different acceptance sampling plans for different distribution functions, see, for example, Stephens [1] , Squeglia [2] , Tsai and Wu [3] , Kantam, Rosaiah, and Rao [4] , Aslam [5] , and the references cited therein.
Sometimes, to reduce testing time, group acceptance sampling plans have been used. In this case the total number of items ͑n͒ to be tested is divided into equal-sized groups according to the number of available experimental testers, see, for example, Pascual and Meeker [6] or Vleck, Hendricks, and Zaretsky [7] . There are r items in each group, and there are a total of "g" groups, so that n = rg. The items in each group are tested independently and under identical environmental conditions. Moreover, all the testers run simultaneously. The experiment is stopped at a pre-specified time T. If "c" is the acceptance number for this experiment, then a lot is accepted if the recorded number of failures in each group is less than c during the experimental time T.
The standard approach to handle this problem is to assume a parametric model for the lifetime distribution and then derive the minimum sample size n needed to ensure certain mean or median life of the items under investigation. It is further assumed that the experimental time and the number of items in each group are prefixed in advance. Since n = rg, determining n is equivalent to determining g. Moreover, for any group acceptance sampling plan, in addition to g, c, and T, there will be another parameter, say m , where m is the specified mean or median life, which acts as a quality parameter for the lifetime distribution under consideration. Since the generalized exponential distribution is a skewed distribution, as suggested by Gupta [8] , we have used the median as the quality parameter. The decision upon acceptance of lot can be related to a hypothesis testing. The null hypothesis is "lot median is greater than or equal to a specified quantity" and the alternative hypothesis is "lot median is smaller than a specified quantity." On the basis of the observed number of failures in a sample, if the null hypothesis has failed to reject, then the lot is accepted as a good lot, which will ensure a certain quality of the products Recently group acceptance sampling plans have received some attention. Variable sampling plans for the Weibull distribution have been considered by Jun, Balamurali, and Lee [9] . Recently Aslam and Jun [10] provided extensive tables for time truncated group acceptance sampling plans for the Weibull-distributed lifetime distribution. Although the Weibull distribution has been used very extensively in modeling lifetime data, in the last few years it is observed that the generalized exponential distribution can be used as an alternative. It has several desirable properties and in many cases it may provide a better fit than the Weibull distribution.
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acceptance sampling plans for the generalized exponential distribution when the corresponding shape parameter is known, and to compare the results of two possible plans with each other. In this manuscript we present a methodology to find the minimum number of groups and the acceptance number required to ensure a specified median life of the items under study. It is further assumed that the life testing will be stopped at a pre-determined time T, if more than c failures does not occur in any group. Otherwise, the experiment is stopped as soon as a pre-determined time T is reached or the number of observed failures in any group is more than c, whichever is earlier.
The rest of the paper is organized as follows. In the section Generalized Exponential Distribution, we describe briefly the generalized exponential distribution. The group acceptance sampling plans are provided in the section Group Acceptance Sampling Plans. An improved group acceptance sampling plan is provided in the section Improved Group Acceptance Sampling Plans. In the last section, concluding remarks are given.
Generalized Exponential Distribution
In this section we provide a brief review of the two-parameter generalized exponential distribution. The two-parameter generalized exponential distribution was originally introduced by Gupta and Kundu [11] as a possible alternative to the well known Weibull and Gamma distributions. It is a special case of a more general exponential Weibull distribution proposed by Mudholkar and Srivastava [12] .
The two-parameter generalized exponential distribution has the following cumulative distribution function (CDF)
Here ␣Ͼ0 and Ͼ0 are the shape and scale parameters, respectively. It may be noted that when ␣ = 1, it coincides with the exponential distribution. Therefore, as the name suggests, this is a generalization of the exponential distribution, as are the Weibull and gamma distributions, but in a different way. It is observed that the PDF of a generalized exponential distribution is a decreasing function or an unimodal function if 0 Ͻ␣Յ1 or ␣Ͼ1, respectively. The hazard function of the generalized exponential distribution is a decreasing function if ␣Ͻ1 and an increasing function for ␣Ͼ1. In this respect, it is very similar to those of the Weibull and gamma distributions. It is also observed in different studies that the generalized exponential distribution might fit better than the Weibull or gamma distribution in some cases. In different studies it has been shown that for certain ranges of the parameter values, it is extremely difficult to distinguish between generalized exponential and Weibull, gamma, log-normal or generalized Rayleigh distributions.
Note that the generation of random deviates from the generalized exponential distribution is quite straightforward, and a very simple graphical technique can be used to assess the goodness of fit of the generalized exponential distribution. From Eq 1, it can be easily observed that
Therefore, if the value of the shape parameter is known, the plot of g͑F ͑x͒͒ against x is linear, where
and F ͑x͒ is the empirical distribution function. If ␣ is unknown, which is usually the case, plot g͑F ͑x͒͒ for different values of ␣, and the generalized exponential distribution can be used if the plot is linear for some value of ␣. This method can be very useful for data analysis purposes. The readers are referred to the recent review article by Gupta and Kundu [13] for a current account on the generalized exponential distribution. From now on a generalized exponential distribution with shape and scale parameters ␣ and will be denoted by GE͑␣ , ͒. If X Ϸ GE͑␣ , ͒, then the mean and variance of X can be expressed as
Here ͑ . ͒ and Ј͑ . ͒ are the digamma and polygamma functions respectively. Both the mean and the variance are increasing functions of .
The pth percentile of GE͑␣ , ͒,
Therefore, the median of GE͑␣ , ͒ becomes
It is important to note that a generalized exponential distribution is a skewed one, therefore it is preferable to use the median life to develop acceptance plans rather than the mean life. Hence, unless otherwise stated, we treat m as the quality parameter. From Eq 6 it is clear that for fixed
Note that m 0 also depends on ␣ 0 ; for brevity we do not make it explicit. Now we develop the acceptance sampling plans for the generalized exponential distribution to ensure that the median lifetime under study exceeds a pre-determined quality provided by the consumer, say m 0 , equivalently that exceeds m 0
Group Acceptance Sampling Plans
In this section we provide group acceptance sampling plans under the assumption that the lifetime distribution of items follows a twoparameter generalized exponential distribution with the CDF (1) and with known shape parameter ␣. In a group acceptance sampling plan, the test terminates at a pre-specified time T, and the number of failures in each group is noted. On the basis of the number of failures, a lower confidence limit on the median life is formed. Equivalently, on the basis of the number of failures, it is then desired to establish a specified median life to ensure certain quality of the product, with a given probability of at least −␤. The acceptance or rejection of the lot is equivalent to the acceptance or rejection of the hypothesis on the quality parameter namely H 0 : m Ն m 0 . In this proposed group acceptance sampling plan, the decision to fail to reject H 0 takes place if and only if the number of failures in each group at the end of the time point T does
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not exceed c, the acceptance number. To test the hypothesis H 0 : m Ն m 0 , the group acceptance sampling plan takes the following form:
• Step 1: Select the number of groups g and allocate predefined r (group size) items to each group, so that the sample size of the lot will be n = rg. The consumers demands that the lot acceptance probability should be smaller than the specified consumer's risk ␤ if its quality is not good enough and the producer wants lot rejection probability to be smaller than the specified producer's risk ␥ if its quality is good. Note also that we can express the quality level of a product in terms of the ratio of its median lifetime to the specified median lifetime m / m 0 . The proposed approach of finding the design parameters is to satisfy the following two inequalities for the operating characteristic function L simultaneously:
where: r 1 = ratio at the consumer's risk (it is assumed to be 1 here), and r 2 = ratio at the producer's risk.
It is convenient to write the experiment time as the multiple m 0 such that T = a m 0 for a constant a. So, the probability of failure of an item before time T is given by
Let p 1 be the failure probability corresponding to the consumer's risk and p 2 be the failure probability corresponding to the producer's risk. For given ␣, ␤, ␥, r, a, and r 2 , we need to find g and c, that satisfy the following two inequalities simultaneously:
The design parameters for the proposed plans for different values of the shape parameters are constructed. Tables 1 and 2 are constructed for different values of number of testers and different experiment times when ␣ = 2 and 3, respectively. The producer's risk ͑␥͒ is chosen as 5 %. The probability of acceptance is also calculated for these values.
From Tables 1 and 2 , we can see that as the median ratio is increased, the design parameters are decreased. We observed that as the shape value increases from 2 to 3, the plan generally requires a smaller number of groups.
Example 1
Suppose that a manufacturer wants to use the proposed group sampling plan for the inspection of incoming lots of light bulbs. Multiitem tests with group size of five will be used. Suppose also that the life of this product follows a generalized exponential distribution with shape parameter 3. It is known that the specified median life of interest is 1000 h. The test time was specified as 500 h. It is required that the consumer's risk is 25 % if the true median life is 1000 and the producer's risk is 5 % if the true median is 2000. As ␣ =3, r =5, ␤ = 0.25, a = 0.5, and r 2 = 2, it is found from Table 2 that ͑g , c͒ = ͑42, 2͒. So, a sample of 210 items is drawn and allocated to 42 groups with 5 items. If no more than two failures occur in each of the 42 groups, then the lot will be accepted.
Example 2
Suppose that an experimenter wants to adopt the group sampling plan with r = 10 to decide about the acceptance or the rejection of the submitted lot of products. The specified median life of the product is m 0 = 1000 and the test duration is 1000 h. The producer's risk is ␥ = 0.05 at m / m 0 = 2 and the consumer's risk is ␤ = 0.10. Now we consider data set given by Wood [14] which is the failure time in hours of a software, which represents the time from the starting of the execution of the software until a software failure is experienced. We have the following values: 519, 968, 1430, 1893, 2490, 3058, 3625, 4422, and 5218. Aslam et al. [15] showed that the generalized exponential distribution provides a good fit to this software data. According to them, the maximum likelihood estimators of ␣ and are 2.65 and 0.6547, respectively. Let us assume that ␣ =3. As r = 10 and a = 1, the design parameters can be found as g = 3 and c = 4 from Table 2 . This sampling plan is operated as: Take a sample of size 30 and allocate 10 items to 3 groups. Accept the lot if no more than four failures are recorded from each of three groups before 1000 h, but reject it otherwise.
Improved Group Acceptance Sampling Plans
In the above proposed group acceptance sampling plan, the lot of products is rejected if the number of failures in any group is greater than the acceptance number. In this section, we made a new group acceptance sampling plan by relaxing this condition to allow possibly more failures in some groups when accepting a lot. The new plan is as follows:
• Step 1: Select the number of groups g and allocate predefined r items to each group so that the sample size for a lot will be n = gr. • Step 2: Select the acceptance number c ͑c Յ r͒ for a group and the experiment time T. • Step 3: Perform the experiment for the g groups simultaneously and record the number of failures for each group. • Step 4: Accept the lot if the number of failures is smaller than or equal to c from at least k groups ͑k Յ g͒. Otherwise, truncate the experiment and reject the lot. This plan is characterized by three parameters g, k, and c. Here we introduce an additional parameter k such that k Յ g as compared with the original plan in the section Group Acceptance Sampling Plans. It should be noted that if k = g, the new plan reduces to the original group plan mentioned in the said section. We call it the improved group acceptance sampling plan because it turns out to have better performance in terms of the sample size as compared with the original plan.
The lot acceptance probability for the improved group acceptance sampling plan is given by (13) where: Q = probability that c or fewer failures are observed in a group 
Here, p is the probability that an item fails by time T, which is given by Eq 10. The purpose is to find the three parameters g, k, and c such that the following inequalities are satisfied:
Tables 3-6 provide design parameters of the improved plan according to several values for shape parameters, number of testers, median quality level, and producer's and consumer's risks. From these tables we can see that as the quality level of a product increases the number of groups and acceptance number decrease for all the parameters. As the shape parameter is changing from 2 to 3, decreasing numbers of groups are required for testing.
Example 3
Suppose that a manufacturer wants to use the improved group sampling plan for the inspection of incoming lots of bulbs. Multi-item testers with group size of 5 will be used. Suppose also that the life of this product follows a generalized exponential distribution with shape parameter of 3. It is known that the specified median life of interest is 1000 h. The test time was specified as 500 h. It is required that the consumer's risk is 25 % if the true median life is 1000 and the producer's risk is 5 % if the true median is 2000. As ␥ = 0.05, 
25, a = 0.5, and r 2 = 2, it is found from Table 5 that ͑g , k , c͒ = ͑1,13,14͒. So, a sample of 30 items is drawn and allocated to three groups. If there is no more than one failure from at least 13 groups out of 14, then the lot will be accepted. We may compare the two plans considered in the sections Group Acceptance Sampling Plans and Improved Group Acceptance Sampling Plans in terms of the sample size required to accept or to reject a lot. Table 7 compares the sample size required for the original plan versus the improved plan according to various parameter values. We can see from Table 7 that the sample size is in the improved group acceptance sampling plan is quite smaller than the original plan particularly as the quality ratio is lower. The savings in the sample size seem to be larger as the shape parameter is smaller.
Example 4
Suppose that an experimenter wants to adopt the improved group sampling plan with r = 10 to decide about the acceptance or the rejection of the submitted lot of products. The specified median life of the product is m 0 = 1000 and the test duration is 1000 h. The producer's risk is ␥ = 0.05, ␤ = 0.10, and m / m 0 = 2. For the same data given in example 2, let us assume that ␣ =3. As r = 10, a = 1, and ␣ = 3, the design parameters can be found from Table 6 that ͑g , k , c͒ = ͑3,2,3͒. This sampling plan is operated as: Take a sample size of 30 and allocate 10 items to three groups. Accept the lot if no more than three failures are recorded from at least three out of four groups before 1000 h, but reject it, otherwise. Although this improved plan requires the same sample size as the original plan for this example, the acceptance probability becomes larger. pling plan, where we reject the lot if more than c failures are recorded in any of the g groups. Then, we proposed an improved group sampling plan by relaxing the condition of the acceptance in the original plan. Under the improved plan the lot is accepted if the number of failures per group is smaller than the specified acceptance number in k out of g groups ͑k Յ g͒. It turns out that the improved group sampling plan reduces the sample size as compared with the original group sampling plan at the same condition. So, the improved plan meets the economic criteria in life testing because cost and time of the experiment are directly attached with the number of items being tested for possible rejection of the submitted product. We advice the industrial practitioner and the experimenter to adopt the improved plan in order to save the cost and time of the experiment to reach the same decision as the original plan. The improved plan can be further studied for many other distributions and for various quality and reliability characteristics as future research. 
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