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Abstract
Compared to the nominal scale, ordinal scale for a categorical outcome
variable has the property of making a monotonicity assumption for the covariate
effects meaningful. This assumption is encoded in the commonly used propor-
tional odds model, but there it is combined with other parametric assumptions
such as linearity and additivity. Herein, we consider models where monotonicity
is used as the only modeling assumption when modeling the effects of covari-
ates on the cumulative probabilities of ordered outcome categories. We are
not aware of other non-parametric multivariable monotonic ordinal models for
inference purposes. We generalize our previously proposed Bayesian monotonic
multivariable regression model to ordinal outcomes, and propose an estimation
procedure based on reversible jump Markov chain Monte Carlo. The model is
based on a marked point process construction, which allows it to approximate
arbitrary monotonic regression function shapes, and has a built-in covariate
selection property. We study the performance of the proposed approach through
extensive simulation studies, and demonstrate its practical application in two
real data examples.
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1 Introduction
Ordinal data consist of categorical variables measured on a scale that has a natural
ordering, but where there may not exist well-defined distances between the categories
or where such distances have been left unspecified (Agresti, 2010). In regression
models for ordinal data, the response variable Y ∈ {A1, . . . , AK}, where K ≥ 1 and
A1 ≺ A2 ≺ . . . ≺ AK , is a linear order of the possible response levels, while the
predictors x = (x1, . . . , xp) can be of any scale. In typical applications, such as when
filling in questionnaires for political opinion polls, the categories could vary from A1
signifying strong disagreement to A5 representing strong agreement. Similarly, in
customer rating of hotels or restaurants, the categories could be grades from a single
star (*) to five stars (*****). Data of this type are commonly treated by applying the
Likert scale with numerical values from 1 to 5, in spite of that it may be difficult to
argue, for example, that the difference between grades 1 and 2 should be qualitatively
similar to the difference between 4 and 5.
Compared to nominal scale, an important property of ordinal scale outcome
variables is that for them the definition of monotonicity w.r.t. the covariates is
meaningful. This property was formulated by Lehmann (1966) as positive regression
dependency between variables Y and X, meaning that the probabilities P (Y ≤ y |
X = x) are non-decreasing in x (Agresti, 2010, p. 43). In the present context, the
corresponding property can be defined as
x1 ≤ x2 ⇒ S(k | x1) ≤ S(k | x2), (1)
where S(k | x) is the “survival function” S(k | x) = P (Y  Ak | x), k = 1, . . . , K.
Parametric forms of ordinal regression models have been considered widely in the
statistical literature, with textbook-level treatments given, for example, by Cong-
don (2005), Johnson and Albert (1999), Agresti (2010) and Harrell Jr (2015), and
methodological reviews provided by Ananth and Kleinbaum (1997) and Lall et al.
(2002). By far the most popular model is the ordinal logistic, or proportional odds
model, attributed to McCullagh (1980). The proportionality property is formulated
by writing, for k = 2, . . . , K, the log-odds in the form of the linear expression
log
{
S(k | x)
1− S(k | x)
}
= logit {S(k | x)} = αk + β′x (2)
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or, equivalently,
S(k | x) = expit(αk + β′x) = 1
1 + exp{−(αk + β′x)} .
Since the values of the probabilities S(k | x) decrease in k for fixed x, we have
α2 > α3 > . . . > αK . The attribute “proportional odds” stems from that, in (2), the
same regression coefficients β are used for all k = 2, . . . , K. Thus, in a comparison
between probabilities S(k | x) and S(` | x), when both are based on a common
covariate value x, the resulting odds ratio exp{αk − α`} is constant in x. On the
other hand, when fixing the category level k but considering two covariate values
x1 and x2, the odds ratio becomes exp{β′(x1 − x2)}. Since this expression does not
depend on k, it follows that, if the regression coefficients βj are non-negative, then (1)
holds for all k = 1, . . . , K. Expressed in words, increasing the values of the covariates
x has the effect of stochastically increasing the outcome variable Y with respect to
the ordering ≺. The conclusion on the right of (1) can be denoted compactly by
Y | x1 ≺st Y | x2. It is obvious that if βj < 0 for some j = 1, . . . , p, the conclusion
still holds if β′(x1 − x2) > 0. Espinosa and Hennig (2019) recently extended the
proportional odds formulation to include ordinal predictors, entered into the linear
predictor through dummy variables, with monotonicity constraints for the respective
regression coefficients.
Several authors have noted that the constant proportionality assumption of
model (2) can in practice be unduly restrictive in order to provide an adequate
description for empirical data. Statistical tests for assessing the validity of the propor-
tionality property have been derived, either by assessing the general goodness-of-fit of
the model (Ashby et al., 1986) or by comparing it to models in which this property
has been relaxed (Brant, 1990). In the non-proportional odds (NPO) model, the
regression coefficients βj are allowed to vary with category level Ak, while in the partial
proportional odds (PPO) model, such variation is possible in a subset of all levels (e.g.
Peterson and Harrell Jr, 1990; Bender and Grouven, 1998; Tutz and Scholz, 2003). The
key challenge in fitting such models is to ensure that the stochastic ordering conditions
hold for any chosen explanatory variables (McKinley et al., 2015). Additional variants
consist of cumulative link models (Agresti, 2003), where link function differs from the
logit, common choices being probit, log-log and complementary log-log.
Bayesian formulations of the proportional odds model are commonly based on
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introducing a continuous-valued latent variable ε, such that P (Y = Ak | X) =
P (αk − β′x < ε < αk+1 − β′x). Assuming ε to be standard logistic or standard
normally distributed would give logit and probit models, respectively; in the latter,
computational efficiency has been enhanced by applying data augmentation for the
latent variable (e.g. Albert and Chib, 1993; Johnson and Albert, 1999). The Bayesian
formulation has also enabled further non-parametric extensions of the original model,
as in Chib and Greenberg (2010), Bao and Hanson (2015) and DeYoreo and Kottas
(2018).
The practical goal of the statistical literature briefly reviewed above has been in
attempts to explain and to quantify the effects which variations in the covariate values
have on the outcome of interest. Ordinal regression has been studied extensively also
in the machine learning literature, albeit with a somewhat different focus, from the
perspective of successful automated classification. The interpretability of the model
structure, or of its parameters, has then had a smaller or no role. A good survey is
provided by Gutierrez et al. (2015).
In the present paper, our interest is in non-parametric estimation under the
monotonicity constraint (1), in a form that would not impose additional parametric
or distributional assumptions or make use of continuous latent variable formulations.
Our goal is then to demonstrate that, by Bayesian ‘borrowing of strength’ from
neighbouring model structures, the constraint would in itself impose a sufficient degree
of regularity for successful estimation of the regression functions.
The corresponding non-parametric optimization problem of minimizing the sum
of squared prediction errors, under monotonicity constraints, is known as isotonic
regression (Barlow and Brunk, 1972). Kotlowski and Slowinski (2012) considered
an extension of this for the classification of an ordinal response variable under (1).
Their approach directly minimized a linear loss function of the difference between the
actual and predicted categories. Stout (2015) proposed an algorithm for multivariable
isotonic regression. However, we are not aware of non-parametric and monotonic
ordinal regression approaches for inferential purposes in the above sense. To achieve
this, we extend in this work the Bayesian monotonic regression approach of Saarela
and Arjas (2011) for ordered multi-category responses.
We note that there are other Bayesian monotonic regression methods that could
potentially be extended to ordinal responses, such as the projection-based approach
of Lin and Dunson (2014) or the tree-based one of Chipman et al. (2016). We chose
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the approach of Saarela and Arjas (2011) for the extension since it can approximate
arbitrary monotonic regression functions, it incorporates a useful covariate selection
feature, handles both continuous and ordinal predictors, and can be naturally adapted
to multiple ordered regression surfaces without additional structural assumptions. The
formulation is based on marked point processes, and the estimation procedure is based
on reversible jump Markov chain Monte Carlo (Green, 1995).
The paper is structured as follows: in Section 2 we formulate the proposed model
and MCMC algorithm for estimation. In Section 3 we present results of simulation
studies for the properties of the method, and in Section 4 we demonstrate its use in
real data. We conclude with a discussion in Section 5.
2 Model and estimation method
2.1 Model construction
The notation builds on that used by Saarela and Arjas (2011), where
A probability model for y is defined as p (y | λ(x1, . . . , xp), θ). Here λ :
Rp → A is a single realization of a random monotonic function of the
covariates x = (x1, . . . , xp), while θ includes possible other parameters.
A ⊆ R is the set where the regression function is defined.
To extend such a model to ordinal responses, we introduce functions S(k | x;λk) =
P (Y  Ak | x;λk), k = 2, . . . , K, where λk : Rp → A is a realization of a random
regression function mapping the covariate space to probabilities of the outcome variable
categories, possibly on a link function scale. We formulate the model first without a
link function, in which case we have simply that A = [0, 1] and S(k | x;λk) = λk(x).
The likelihood for the λks, given the observed data DN = {(xn, Yn); 1 ≤ n ≤ N}, is
then
L(λ1, . . . , λK ;DN) =
N∏
n=1
K∏
k=1
[S(k | xn;λk)− S(k + 1 | xn;λk+1)]1{Yn=Ak} ,
where S(1 | x) = 1 and S(K + 1 | x) = 0 by definition. Our interest is in the posterior
distribution of the λks under a suitably flexible prior specification.
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The key monotonicity property postulated is that, for 1 ≤ k ≤ K, the realizations
S(k | x;λk) are non-increasing in x, i.e., S(k | x1;λk) ≤ S(k | x2;λk) whenever
x1 ≤ x2. In addition, being ‘survival’ probabilities of ordered outcome categories, they
are restricted by S(k | x;λk) ≥ S(` | x;λk), where 1 ≤ k < ` ≤ K, for all x. The
same ordering constraints apply obviously to the λks also if specified on the scale of a
monotonic link function.
As the prior specification for the regression functions λk, we use a marked point
process construction similar to Saarela and Arjas (2011) and Rohrbeck et al. (2018).
For simplicity, we assume that each covariate has been scaled to the interval [0, 1],
as the covariates’ scales do not carry information in non-parametric regression. In
the construction, the pair (ξij, δij) represents the location and the mark of a point
j = 1, . . . , n(∆i) originating from a spatial point process ∆i = {(ξij, δij)} ⊂ Xi × A,
where i ∈ {1, . . . , s} and A = [0, 1] if no link function is used. Although in principle
we could take s = 1 to specify only a single spatial point process in the space
X1 = [0, 1]
p of all covariates, in order to allow the construction to have the ability
to perform covariate selection, we also define the point processes in the s = 2p − 1
lower-dimensional subspaces determined by the non-empty subsets of {1, . . . , p}. For
example, with p = 2, we would take s = 3 with X1 = X2 = [0, 1] and X3 = [0, 1]
2.
To be able to place the points in the common covariate space [0, 1]p, we introduce
completed versions ξ˜ij ∈ [0, 1]p where the ‘missing’ coordinates are set to zero. In
the example then ξ˜1j = (ξ˜1j1, 0), ξ˜2j = (0, ξ˜2j2) and ξ˜3j = (ξ˜3j1, ξ˜3j2) ∈ [0, 1]2; see
also Figure 2 in Rohrbeck et al. (2018). This allows for automatic reduction of the
dimensionality of the problem in case some of the covariates are not relevant to
the problem, by allowing the model fit to use only a subset of the available point
processes. Each point process is a priori taken to be a homogeneous Poisson point
process with rate ρi ∼ Gamma(a, b). Conditionally on the current point configuration,
the marks are assumed a priori jointly uniformly distributed in the space restricted by
the ordering constraints. Thus, the only specific prior information is expressed in the
monotonicity assumption.
When extending the construction to ordinal regression, we take ∆i = {(ξij, δij)} ⊂
Xi × [0, 1]K−1, with each mark now a random vector δij = (δij1, . . . , δijK), where
δij1 ≤ δij2 ≤ . . . ≤ δijK , with δij1 = 1 by definition, and δijk reflecting the value of
the regression function λk(x) at point x = ξ˜ij, i.e., λk(ξ˜ij) = δijk. In addition, a fixed
point (ξ˜01, δ01) with mark δ01 = (δ011 = 1, δ012, . . . , δ01K) is placed at the origin. It is
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obvious that the value of the regression function λk(x) at point x is constrained to
lie in the interval [max{δijk : ξ˜ij  x},min{δijk : ξ˜ij  x}]. In principle there would
be many alternative ways to define the regression function realizations with these
properties, but for computational simplicity we choose λk(x) = max{δijk : ξ˜ij  x},
1 ≤ k ≤ K.
We note that in the proposed construction, the locations of the support points
ξ˜ij are shared between the K − 1 regression functions, with separate ordered levels.
Alternatively it would have been possible to define separate spatial point processes for
the different functions, but the proposed structure is more parsimonious, while still
allowing the levels δijk to move freely within the ordering constraints.
2.2 Semi-parametric models
While the assumption of monotonicity provides structure to the problem, estimation
of non-parametric models involving a large number of covariates eventually becomes
difficult due to the curse of dimensionality. To be able to incorporate more covariates,
and use the non-parametric monotonic structure where it is most needed, we also
introduce a semi-parametric version of the model. We allow the functions S(k |
x, z;λk, θ) to depend on additional covariates z = (z1, . . . , zq) and parameters θ,
and using the logit link as in (2), the regression functions λk take the role of the
level-specific intercept terms in (2):
log
(
S(k | x, z;λk, θ)
1− S(k | x, z;λk, θ)
)
= λk(x) +
q∑
j=1
βjzj, (3)
where θ = (β1, . . . , βq). The prior specification for λks is otherwise the same as in
Section 2.1, but instead of the interval [0, 1], these functions map to some a priori
chosen interval A ⊂ (−∞,∞). With a view to the data analysis example of Section 4,
we also note that we can deal with clustered data by introducing random effects into
the linear predictor, such as in
log
(
S(k | x, z, c;λk, θ)
1− S(k | x, z, c;λk, θ)
)
= λk(x) +
q∑
j=1
βjzj + γc,
where θ = (β1, . . . , βq, γ1, . . . , γC) and c ∈ {1, . . . , C} is a variable indicating cluster
membership, and the cluster effects (‘random intercepts’) are a priori independent
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and identically distributed draws from a distribution such as γc ∼ N(0, τ 2).
2.3 Markov chain Monte Carlo algorithm
2.3.1 Updating moves
We use MCMC to propose local modifications to the current regression function
realizations, thereby exploring the space of possible versions of such functions. Here the
postulated ordering constraints provide information for the construction of reasonable
proposals. We use prior proposals for updating the function levels, which leads to simple
forms for the Metropolis-Hastings (M-H) ratios. To demonstrate this, we note that
given the current point configuration with a total ofM = (K−1)(1+∑si=1 n(∆i)) marks
and denoting the vectors of the marks by δi = (δi1, δi2, . . . , δin(∆i)), i ∈ {1, . . . , s},
and δ0 = (δ01) for the fixed point at the origin, the joint prior density of all the marks
δ = (δ0, δ1, . . . , δs) has the expression
f(δ) =
M !
M∗
(
1
|A|
)M
.
Here M ! is the total number of permutations, and M∗ is the number of these permu-
tations that satisfy the ordering constraints depending in part on the location of the
points. All the resulting full conditional distributions are also uniform; to see this, we
can write, for example, the conditional density for the mark vector of a single point,
given all others, as
f(δij | δ−ij) = f(δ)
f(δ−ij)
=
M !
M∗
(
1
|A|
)M
1
f(δ−ij)
for values δij satisfying the ordering constraints and zero otherwise. Here the marginal
density in the denominator simply normalizes the uniform density in the numerator.
The marginal densities are generally non-uniform, but need not be known as the
conditional priors can be simulated from and cancel out from the M-H ratios without
having to evaluate the normalizing constant. In practice this can proceed by sampling
uniformly distributed mark vectors until one satisfying the ordering constraints is
drawn.
Some of the proposals change the dimension of the parameter space, requiring
reversible jump type updating moves for dimension matching (Green, 1995). The list
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of the proposed moves in the algorithm and the corresponding M-H ratios are listed
as follows:
1. Birth step. A point process i for the proposal is selected randomly. A location
for a new point in point process i is selected uniformly from Xi. Given the
partial ordering constraints imposed by the new location and the currently
existing points, the function levels are drawn from the uniform distribution
in the space where the ordering constraints are satisfied. The proposed new
regression surfaces λ∗1, . . . , λ
∗
K are accepted with probability
min
{
1,
L(λ∗1, . . . , λ
∗
K ;DN)ρi|Xi|
L(λ1, . . . , λK ;DN)(n(∆i) + 1)
}
.
2. Death step. A point process i for the proposal is selected randomly. One of
the currently existing points is randomly selected as a candidate for removal,
with the regression surfaces modified accordingly. The removal is accepted with
probability
min
{
1,
L(λ∗1, . . . , λ
∗
K ;DN)n(∆i)
L(λ1, . . . , λK ;DN)ρi|Xi|
}
.
3. Combined death-birth step. One of the point processes i is randomly selected
for removal and another one, say i′, is selected as candidate for having a new
point. The previous death and birth steps are then attempted together, and this
is accepted with probability
min
{
1,
L(λ∗1, . . . , λ
∗
K ;DN)ρi′ |Xi′|n(∆i)
L(λ1, . . . , λK ;DN)ρi|Xi|(n(∆i′) + 1)
}
.
4. Position change step. An existing location ξ˜ij is randomly selected for a move, and
a new location is drawn uniformly from
∏p
k=1[max{ξ˜krs : ξ˜krs ≤ ξ˜kij, 0},min{ξ˜krs :
ξ˜krs ≥ ξ˜kij, 1}], where (r, s) 6= (i, j). This will not change the position of the point
to be beyond its closest neighbors, so the ordering constraints are not violated.
The move is accepted with probability involving only the likelihood ratio.
5. Joint level change step. An existing location ξ˜ij is randomly selected for an
update. New values for the levels δij = (δij1, . . . , δijK) are drawn from the
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uniform distribution in the space restricted by the current ordering constraints.
The proposal is accepted with probability involving only the likelihood ratio.
6. Single level change step. An existing location ξ˜ij and one level δijk are randomly
selected for an update. A new value for the level is drawn randomly from the
uniform distribution on the interval restricted by the current ordering constraints.
The proposal is accepted with probability involving only the likelihood ratio.
In addition to the above Metropolis-Hasting moves, and conditionally on the current
point configuration, the Poisson intensities are updated from the conjugate posteriors
ρi ∼ Gamma(a+ n(∆i), b+ |Xi|). For efficient computation, the MCMC algorithm
was implemented in C programming language, called from R statistical environment
(R Core Team, 2020) through the .C interface.
2.3.2 Conditional prior to counter “spiking” behaviour
The classical isotonic regression is reported to produce inconsistent estimates at the
boundaries of the support of the data; this phenomenon was called the “spiking”
problem by Wu et al. (2015), who proposed penalized estimation as a solution. The
unstable behaviour at the boundaries can be an issue also for the proposed Bayesian
implementation as it does not impose any smoothness on the regression function
realizations. To counter such behaviour close to the origin, where the function levels
are not constrained from below by other support points, we also experimented with
a modified prior, where the function levels δ01k, k ∈ {2, . . . , K}, at the origin have
the conditional prior specification δ01k | δ−01k ∼ Beta(1 + min(
∑s
i=1 n(∆i), d), 1) ×
(δmax − δmin) + δmin, that is, a left-skewed Beta distribution scaled to the interval
[δmin, δmax] determined by the partial ordering constraints imposed by the current point
configuration. This prior allows borrowing information from the regression surface
levels near the origin; the updating moves are as in step 6 above, using prior proposals
accepted with the likelihood ratio. Here the choice of the constant d determines the
level of penalization, with d = 0 returning the previous non-informative uniform prior.
Some results from applying this alternative prior, in the context of the discon-
tinuous survival functions of Section 3.1, are described in Section S1.4 of the online
Supplementary Material.
10
3 Numerical Examples
We apply our approach to the two ordinal regression models described in Section 2. In
Section 3.1, the survival functions are defined directly in terms of non-parametrically
specified monotonic functions, that is, S(k | x;λk) = λk(x), k = 1, . . . , K. Section 3.2
considers the semi-parametric model structure defined in (3). Across all studies,
the number of categories was set to K = 5, corresponding to the Likert scale with
values from 1 to 5. The functions λ1, . . . , λK were defined on the unit square, i.e.,
λk : [0, 1]
2 → R, k = 1, . . . , 5.
In the experiments, data sets of size N = 1000 and N = 5000 were generated, with
values x sampled independently from the uniform distribution on the unit square. The
samples of size N = 1000 were subsets of those of size N = 5000, and 20 independent
repetitions of this procedure were performed. Independent gamma priors were specified
for the point process intensities, ρi ∼ Gamma(0.1, 0.1), i = 1, . . . , s. Approximate
samples from the posterior were obtained by running the Markov chain Monte Carlo
sampler, described in Section 2, for 500,000 iterations after a burn-in period of 100,000,
and then saving every 50th state of the chain. Trace plots illustrating convergence
and mixing of the functional levels λk(x) at some of the simulated values of x are
provided in Section S1.2 of the Supplementary Material.
To measure performance, we consider the probabilities P(k | xn) instead of the
monotonic functions λk(xn), n = 1, . . . , N . Let pˆ(k | xn) denote the posterior mean
probability of category k at the covariate value xn, computed as the Monte Carlo
average of the corresponding sampled values. Then, for each category, we calculate
the mean absolute difference of P(k | xn) and pˆ(k | xn) across the data points with
yn = k. Formally, for Dk = {n ∈ {1, . . . , N} : yn = k} and L posterior samples, the
performance measure for category k is defined as
MAE(k) =
1
|Dk|L
∑
n∈Dk
L∑
`=1
∣∣pˆ(`) (yn | xn)− P (yn | xn)∣∣ , (4)
where pˆ(`) denotes the estimated probability based on the `-th sample.
Another aspect we wish to investigate is the ability of our approach to estimate
the survival function S(k | ·), k = 1, . . . , K across the covariate space, rather than
just at the points xn with yn = k. Again, we focus on the observed covariate values,
x1, . . . ,xN , but now consider the vector [P(1 | xn), . . . ,P(K | xn)] instead of P(yn | xn).
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Table 1: Error measures MAE(k)×102 and MAE×102, with standard deviations×102,
computed from 20 sets of simulated data from the models in Figure 1, for n = 1000
and n = 5000.
Functions N MAE(1) MAE(2) MAE(3) MAE(4) MAE(5) MAE
Linear 1000 3.8 (1.1) 2.1 (0.6) 1.8 (0.5) 2.2 (0.6) 3.0 (0.7) 4.1 (0.2)
5000 2.2 (0.4) 1.3 (0.3) 1.3 (0.3) 1.4 (0.3) 2.0 (0.3) 2.6 (0.1)
Cont. 1000 4.3 (0.8) 2.9 (0.7) 2.3 (0.6) 2.1 (0.6) 3.0 (0.8) 4.6 (0.2)
5000 2.9 (0.4) 1.6 (0.3) 1.5 (0.4) 1.4 (0.4) 1.8 (0.4) 2.9 (0.2)
Discont. 1000 4.4 (0.9) 3.7 (0.4) 4.2 (0.6) 4.8 (0.5) 3.7 (0.7) 4.7 (0.3)
5000 2.7 (0.4) 2.2 (0.3) 2.1 (0.4) 2.5 (0.3) 2.1 (0.4) 2.7 (0.2)
The overall model fit is then measured by
MAE =
1
NKL
N∑
n=1
K∑
k=1
L∑
`=1
∣∣pˆ(`)(k | xn)− P(k | xn)∣∣ .
3.1 Non-parametric model structures
Figure 1 shows three sets of survival functions S(2 | x), . . . , S(5 | x), which we use
here as illustrations of the method; S(1 | x) = 1 and is therefore omitted from the
figure. The exact definitions of these functions are provided in Section S1.1 of the
online supplementary material. In our first example, the functions λ2, . . . , λ5 are linear,
with λ2 and λ5 having identical slopes, and similarly for λ3 and λ4. In the second
example, the survival functions are constant when one of two predictors has a small
value, and increase continuously otherwise. In the third example the survival functions
are discontinuous, with each function S(2 | x), . . . , S(5 | x) having a different set of
discontinuity points. The proportions of data points in the different categories varied:
in the first example, there were approximately similar numbers of data points in each
category; in the second, the largest number of points were in category 1, followed by
category 5; while in the third example, category 5 had the largest number of data
points.
The posterior estimates in Figure 2 show that our methodology correctly identifies
the overall structure of the underlying model functions in Figure 1; more plots
illustrating the uncertainty of the model estimates and general model fit are provided
in S1.3 of the online Supplementary Material. From Table 1 we can see that the
12
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Figure 1: Graphical displays of the survival functions S(2 | ·), . . . , S(5 | ·) (left to
right) considered in Section 3.1: linear functions (top), continuous (middle), and
discontinuous (bottom).
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Figure 2: Graphical displays of the posterior mean estimates of the survival functions
S(2 | ·), . . . , S(5 | ·) in Section 3.1, averaged over results from 20 simulated data sets
of size N = 5000: linear (top), continuous (middle), and discontinuous (bottom).
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Figure 3: Boxplots of the difference pˆ(Y = yn | xn)− P(Y = yn | xn) in the estimated
and true probabilities for the K = 5 categories across 20 simulated data sets with
N = 1000 (left) and N = 5000 (right) data points for the survival functions in Figure 1
(top to bottom).
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considered error measures MAE(k) and MAE, and their variances, became smaller
when the size of the data sets increased from 1000 to 5000. This, together with many
additional numerical experiments we carried out, provides some empirical evidence
of that the model and the estimation algorithm are working in the right way in the
sense of pˆ(k | xn) providing, for large data sets, consistent estimates of the true values
P(k | xn). Moreover, Figure 3 shows that the differences between the estimated and
true probabilities are approximately symmetrically distributed around 0 in the middle
categories 2, 3 and 4; however, particularly in category 1 there appears to be some
bias towards positive values. A closer examination of the covariate values with the
largest differences between true and estimated values reveals that many of them are
located close to the boundaries of the unit square, in particular, close to the origin
x = (0, 0); see Figure S3 in the online Supplementary Material for the data points
with the largest estimation errors.
The poor fit very close to the boundaries can be explained as follows: Suppose
that (y1,x1) is the observation with the smallest value for the first covariate x1. Then,
the estimate maximizing the likelihood value for this observation would be λˆk(x1) = 0
for k > y1 and λˆk(x1) = 1 for k ≤ y1. In case y1 = 1, the likelihood function thus
pushes the estimates towards λˆk(x1) = 0 for all k, and as x1 has the smallest value for
x1, there are no other data from which to draw inference. Consequently, the estimated
functions will be close to 0 if y1 = 1. If y1 6= 1, this is less problematic, because the
effect of the data point (y1,x1) favouring λˆ2 = 1 would be mitigated by the other data
points. A similar argument can be made for values close to x1 = 1 or x2 = 1 and
yt = K. These difficulties are ameliorated to some extent when using the conditional
prior proposed in Section 2.3.2 with the user-specified parameter d set to d = K = 5;
a comparison of the posterior estimates for λ1, . . . , λ5 is provided in Section S1.4 of
the online Supplementary Material.
3.2 Semi-parametric model structures
As in the non-parametric case, we consider three sets of functions for the semi-
parametric model structure. The monotonic functions λ2, . . . , λ5 have the same shape
as in Figure 1, but with the functional levels scaled to the interval [−2, 2] instead
of [0, 1]. These functions result in categories 1 and 5 being observed the most in all
three studies; the proportions of observations in category 1 are 0.25, 0.39 and 0.25
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Table 2: Error measures MAE(k)×102 and MAE×102, with standard deviations×102,
computed from 20 sets of simulated data for the semi-parametric models in Section 3.2,
for N = 1000 and N = 5000 data points.
Functions N MAE(1) MAE(2) MAE(3) MAE(4) MAE(5) MAE
Linear 1000 3.7 (0.8) 2.0 (0.6) 1.8 (0.7) 1.8 (0.7) 3.3 (0.6) 3.6 (0.3)
5000 2.1 (0.4) 1.2 (0.4) 1.1 (0.3) 1.0 (0.3) 2.2 (0.4) 2.2 (0.1)
Cont. 1000 4.7 (0.7) 2.3 (0.5) 2.0 (0.5) 2.3 (0.9) 3.1 (0.7) 4.2 (0.3)
5000 3.2 (0.5) 1.5 (0.3) 1.4 (0.3) 1.4 (0.3) 2.0 (0.4) 2.6 (0.1)
Discont. 1000 4.2 (0.6) 3.8 (0.6) 4.2 (0.5) 4.7 (0.6) 3.9 (0.8) 4.6 (0.3)
5000 2.7 (0.5) 2.3 (0.3) 2.1 (0.3) 2.4 (0.3) 2.3 (0.4) 2.5 (0.2)
for the set of linear, continuous and discontinuous functions respectively, while these
proportions are 0.25, 0.27 and 0.34 for category 5. The vector β of linear regression
coefficients in expression (3) is fixed to β = (β1, β2, β3) = (0.3,−0.5, 0.1) and the
covariates are independently and standard normally distributed, z ∼ MVN (0, I3×3),
across all studies. This setup yields that the survival functions have shapes similar to
those in Section 3.1, with the covariates z having a moderate effect on the probabilities
for the different categories; plots of the survival functions and an illustration of the
effect of the values in z are provided in Section S2.1 in the online Supplementary
Material.
Table 2 shows again that the considered error measures MAE(k) and MAE, and
their variances, are decreasing with an increasing sample size. Moreover, the error
measures are similar to the ones in Table 1. By plotting the posterior mean estimates,
we find that the function estimates λˆ2, . . . , λˆ5 strongly resemble the true functions,
and that the 95% central credibility intervals for βˆ include the true values in all but
one repetition; posterior density plots for βˆ are shown in Figure S7 in the online
supplementary material. As for the non-parametric case, the highest differences
between the estimated and true probabilities, pˆ(yn | xn) and P(yn | xn) (n = 1, . . . , N),
occur for the first and last category; box plots of the difference are provided in
Figure S8 in the online Supplementary Material. Based on this, our conclusion is that
the proposed approach works well for both non-parametric and semi-parametric model
structures.
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4 Illustrations with real data
4.1 PISA schools data set
With our first real data example, we wanted to illustrate (i) the ability of the proposed
approach to accommodate both continuous and ordered categorical covariates, (ii)
the use of semi-parametric formulations allowing for cluster-level random effects as
outlined in Section 2.2, and (iii) the graphical presentation of the model output
in 3-dimensional surface plots. For this purpose, we analyzed data from the 2015
PISA school questionnaire (OECD, 2016), with responses from 14,491 schools in 67
countries. The outcome variable, measured in ordinal scale, was the agreement with
the statement “In your school, to what extent is the learning of students hindered by
the following phenomena? – Teachers not meeting individual students’ needs”. The
question was answered by the principal/headteacher of the school, using the response
categories “Not at all” (1), “Very little” (2), “To some extent” (3) or “A lot” (4). As
independent variables, we included two measures for the size of the school, namely
the average class size, recorded in categories 15 students or fewer, 16-20, 21-25, 26-30,
31-35, 36-40, 41-45, 46-50, more than 50 students, and the total enrolment, recorded
as a count. We excluded 69 schools where the reported average class size conflicted
with the enrolment, thus including 14,422 in the analysis.
For our analysis, we used the empirical cumulative distribution function (ECDF)
transformation to scale the covariates to the interval [0, 1], and then modeled their
joint effect non-parametrically. The country effect was modeled with a logit link by
including a zero mean normally distributed country-specific random effect into the
linear predictor, with variance estimated from the data and updated in the MCMC
algorithm from a conjugate inverse gamma posterior. The non-parametric regression
surfaces were allowed to vary on logit scale in the interval [−5, 5]. The hyperparameters
were chosen to be a = 0.1 and b = 0.1 for the Poisson point process intensities, with
uniform priors for function levels (d = 0). The MCMC algorithm was run for 10,000
rounds after a 5,000 round burn-in, saving every 20th iteration. For a comparison,
we also fitted a corresponding proportional odds mixed effects model, with additive
linear effects for the two covariates on the logit scale (with total number of students
entered into the model log transformed).
The model fit is illustrated in Figure 4a, showing a significant improvement over
the proportional odds model. There was substantial country effect on the responses,
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Figure 4: Panel (a): Density plot of the log-likelihood posterior distribution for the
proposed model (blue lines) and the proportional odds model (red lines) fitted to
PISA data. Panel (b): the same in the credit score data. The vertical dashed lines
indicate posterior mean log-likelihood.
with the posterior median random effect variance of 0.53 and 90% credible interval
(0.40, 0.73). The resulting posterior mean regression surfaces for the three cumulative
response category probabilities are shown in the perspective plot of Figure 5. An
alternative presentation where the layers are shown separately rather than overlaid, is
provided in the Supplementary Materials. The posterior mean regression surfaces were
calculated at fixed covariate values x and cluster levels c as 1
L
∑L
`=1 S(k | x, c;λ(`)k ),
where λ
(`)
k , ` = 1, . . . , L is the posterior sample for the level k regression function. For
Figure 5, the country effect was set to the expected value of zero, while the class
size and school size were varied on a rectangular grid. The distribution of the data
points on ground level shows the correlation between the two main covariates. Notable
about the covariate effects is that the effect of the school size on the ‘not meeting the
individual students’ needs’ response seems to level off, while the effect of the class size
mainly seems to be present in relatively small schools. For comparison, Supplementary
Materials include a similar perspective plot under the proportional odds model; the
log-linearity assumption for school size on the link function scale produces an s-shaped
surface for the predicted probabilities, which looks less reasonable in the boundaries
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Figure 5: A perspective plot of the posterior mean regression surfaces for the three
cumulative response category probabilities in the PISA data analysis. The jittered
dots show the covariate coordinates of the data points.
of the data, explaining the worse fit in Figure 4a.
Another way to present the model results is shown in Figure 6, where the conditional
posterior mean regression functions are presented as functions of class size at different
values of school size. Here the posterior mean regression surfaces are shown for two
countries, Great Britain (GBR) and Czech Republic (CZE), for which the 90% credible
intervals for the country specific random effects were the first to not overlap with zero
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Figure 6: Conditional posterior mean regression functions for the three cumulative
response category probabilities in the PISA data analysis, as functions of class size.
to the opposite directions (see the Supplementary Materials for all the country effects).
The 90% credible intervals for the regression surfaces are mostly non-overlapping for
these two countries, and the country effect seems comparatively larger than either of
the covariate effects.
4.2 Credit score data set
In our second real data example, we wanted to demonstrate (i) the ability of the
proposed method to incorporate multiple covariates, (ii) the workings of the inbuilt
model selection functionality, and (iii) the graphical presentation of the results in a
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higher dimensional setting. For this purpose, we reanalysed the credit score data set
considered by DeYoreo and Kottas (2018). The response here was the 7-level credit
rating of 921 US companies, re-coded into 5 categories by combining the two lowest
and two highest ratings which were rare. The data set has five covariates, viz., book
leverage (BOOKLEV), earnings before interest and taxes, divided by total assets
(EBIT), log-sales (LOGSALES), retained earnings divided by total assets (RETA),
and working capital divided by total assets (WKA). All of these were assumed to
have a monotonically increasing effect on the cumulative credit rating probabilities,
except BOOKLEV which was entered into the model as inverted. We modeled all
five covariates non-parametrically, allowing the model to reduce to lower dimensions
by defining all 31 point processes corresponding to the non-empty subsets of the
covariates. We modeled the response with the logit link, allowing the surfaces to vary
in the interval [−10, 10], but with no additional parametric restrictions. Otherwise
the priors were chosen as in the previous section. The covariates were re-scaled to
the interval [0, 1] using the ECDF transformation. The model fit was compared to a
reference proportional odds model with additive and linear effects on the logit scale.
The MCMC algorithm was run for 10,000 rounds after a 5,000 round burn-in, saving
every 20th iteration.
Since in this context it might be of interest to consider each covariate’s effect on
the credit score while keeping the others constant, instead of the marginal regression
functions, we present the results in terms of directly standardized regression functions
for each covariate in turn, averaging over the empirical joint distributions of the other
covariates as
1
L
L∑
`=1
1
N
N∑
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expit
(
λ
(`)
k (x1n, . . . , xj = x, . . . , xpn)
)
for all j, 1 ≤ j ≤ 5. The resulting regression functions can then be presented as
functions of x. Assuming that the distribution of the other covariates, viewed as
confounders, remains constant, these functions can be given a causal interpretation as
‘effects of x on the credit score’. Similarly, if multivariable effects are of interest, we
can calculate regression surfaces on a grid of values (x, x′) for covariates j and j′ as
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Figure 7: Standardized posterior mean regression functions for the four cumulative
response category probabilities in the credit score data analysis, as functions of the
different covariates.
and present these averaged over the posterior distribution λk in a 3-dimensional
perspective plot. Because averaging over both the empirical distribution of the other
covariates and the posterior dstribution of the regression function realizations over a
bivariate grid (x, x′) potentially requires saving a very large number of predictions
from the model, the order of averaging can be changed and the average over the
posterior sample ` calculated as a rolling average over the MCMC run without saving
multiple states of the chain.
The model fit comparison is presented in Figure 4b. We can again see a signifi-
cant improvement over the proportional odds model, although there is considerable
variability as the algorithm explores different model configurations. The standardized
posterior regression functions are presented in Figure 7. The results correspond to
those presented by DeYoreo and Kottas (2018) (although the standardized regres-
sion functions here are not directly comparable to the marginal regression functions
presented therein), with LOGSALES and RETA being the strongest predictors, and
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Figure 8: A perspective plot of standardized posterior mean regression surfaces for
the four cumulative response category probabilities as functions of covariates RETA
and LOGSALES in the credit score data. The dots show the covariate coordinates of
the data points.
WKA the weakest. In fact, the algorithm often dropped the latter from the model
altogether, leading to the flat regression function estimates. The probability of a
covariate j being included in the model can be calculated from the MCMC run by
taking the proportion of the iterations where n(∆i) > 0 for at least one of the point
processes defined in a subset of covariates involving j. These probabilities were 1
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for all the other covariates but only 0.57 for WKA. Another measure of covariate
selection would be the total count of random points in the configurations for the
point processes defined in a subset of covariates involving j. The posterior means for
these were 7.4 (BOOKLEV), 15.9 (EBIT), 27.2 (LOGSALES), 22.2 (RETA) and 1.1
(WKA). An example of 3-dimensional presentation of standardized regression surfaces
as functions of LOGSALES and RETA is presented in Figure 8, demonstrating very
strong association of the credit score with these two covariates, to the extent that
some of the credit score levels are not present at all at certain combinations of these.
An alternative presentation where the four layers are shown separately is presented in
the Supplementary Materials.
5 Discussion
In this paper, we proposed a monotonic ordinal regression model and a Bayesian
estimation procedure. The model differs from previous proposals in that it uses mono-
tonicity as the only modeling assumption, without added proportionality, smoothness
or distributional assumptions, while still enabling fully probabilistic inferences. Multi-
variable monotonicity of the covariate effects is a weaker assumption than the typically
made additivity or linearity, although the present proposal does require specifying
the direction of monotonicity a priori. Nevertheless, this assumption is often intu-
itively plausible on a priori basis, and our proposal extends multivariable monotonic
regression to ordered categorical outcomes, replacing the common proportional odds
assumption with monotonicity assumed for the cumulative probabilities of the ordered
outcome categories. A general computational challenge in fitting non-proportional
odds ordinal models is ensuring the ordering of the said cumulative probabilities; the
present proposal resolves this naturally by combining the ordering constraints for
monotonicity with ordering of the regression functions for the cumulative probabilities
of the outcome categories.
As we demonstrated in our simulation study, the proposed model construction
based on marked point processes is flexible and can approximate different continuous
and non-continuous monotonic regression surfaces with increasing precision when
the sample size increases. However, because the piecewise constant realizations we
used to construct the regression surfaces are relatively inefficient in approximating
smooth functions, requiring a large number of support points for good approximation,
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the model may be best suited for large data sets. The advantage of the piecewise
constant realizations is the ease of making local updating moves within the ordering
constraints in the MCMC algorithm, but a disadvantage of lack of smoothness is
the inability of the proposed model to extrapolate outside the support of the data.
This may manifest as the “spiking” issue affecting traditional isotonic regression,
giving unstable estimates near the boundaries of the data. Due to the asymmetric
nature of the proposed construction, we observed this phenomenon mainly close to
the origin, where the regression surface may not be supported from below by data
points, allowing it to drop abruptly. To counter this, we suggested a conditional
prior specification that can borrow strength from the regression surface levels above.
Specifying continuous or smooth regression function realizations based on the marked
point process construction is a topic for further research.
Due to the curse of dimensionality, it would be unrealistic to model the effects of
a very large number of covariate non-parametrically. Because of this, we proposed a
built-in model selection feature that allows dropping redundant covariates out from
the model, as demonstrated in the application in Section 4.2. Also, we proposed a
semi-parametric formulation that allows modeling the effects of the most important
covariates non-parametrically, while simultaneously adjusting for a large number of
other covariates. With this type of formulation, the proportional odds assumption
could be tested by comparing models where a covariate is moved from the parametric
to the non-parametric component through likelihood or Bayes factor.
To sum up, we have proposed a model and estimation method that is largely data
driven, but may require a large sample size to produce accurate description of the
regression surfaces. This is because, in the non-parametric ordinal regression problem,
individual data points carry only relatively little information about each specific level
of the ordered outcome. However, when large amounts of data are available, commonly
made modeling assumptions such as linearity, additivity and proportional odds become
restrictive, and the multivariable monotonicity assumption provides a more flexible
alternative.
Code and data availability
The method will be made available as a function in the R package monoreg (Saarela,
2017) distributed through CRAN (https://cran.r-project.org/). The datasets
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used for illustration are publicly available from OECD (https://www.oecd.org/pisa/
data/) and from the Supplementary Materials to DeYoreo and Kottas (2018), available
at https://www.tandfonline.com/doi/suppl/10.1080/10618600.2017.1316280.
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