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Abstract
We show how to efficiently send an M-partite entangled state along a spin chain of arbitrary
size. Specifically, we show how an entangled M-partite W sate can be almost flawlessly trans-
mitted from one end (Alice) to the other end (Bob) of a spin-1/2 chain described by a slightly
modified XX model. We achieve an almost perfect transmission without employing external
magnetic fields or modulating the coupling constants among the spins of the chain, the two stan-
dard approaches used to achieve a good transmission efficiency. Moreover, the protocol here
proposed can be used to transform an M-partite W state with Alice into an M˜-partite one with
Bob (M , M˜). We also investigate the proposed protocol’s response to several types of disorder
and noise and show that it is quite robust to small deviations about the coupling constants of the
optimal ordered and noiseless case.
Keywords: Quantum entanglement, Entanglement production, Quantum communication
1. Introduction
One of the main challenges to large-scale quantum computing and communication is the
development of efficient quantum data transmission protocols [1]. A spin chain is a promising
platform leading to very efficient quantum communication protocols and which is particularly
suited to connect the different components making a solid-state based quantum computer [2].
Indeed, by using spin chains as the solution to quantum communication, we will be dealing with
the same physical system to process and transmit quantum information in a solid-state based
quantum computer.
We can roughly classify the several spin chain-based quantum communication protocols into
three groups. The first one is associated to those protocols whose main goal is the transmission
of a single qubit along the chain [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20,
21, 22, 23, 24, 25, 26, 27]. The second group contains those protocols aiming at the creation of
entanglement between two specific qubits of the chain [2, 5, 11, 14, 15, 19, 20, 28, 29, 30]. The
third and last group is related to those protocols specifically built to transmit multipartite states
from Alice to Bob (more than one qubit, for instance) [11, 31, 32, 33, 34, 35, 36, 37, 38, 39,
40]. See also Ref. [41] for protocols that use the transmission of a quantum state as a way to
implement a quantum logic operation.
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The main goal of this work is to generalize the bipartite quantum state transfer protocol
presented in Refs. [37, 38] to the realm of multipartite states. In particular, we present a quantum
communication protocol targeted to transmit the genuine multipartite entangled W state [42]:
|W〉 = (|100 · · ·0〉+|010 · · ·0〉+...+|000 · · ·1〉)/
√
M, whereM is the number of qubits forming the
W state. The state W is an important quantum resource being suitable to, for instance, quantum
secure communication [43, 44] and teleportation [45].
Figure 1: Schematic representation of the proposed model. Initially all qubits A j, j = 1, · · · ,M, with Alice are in the
state |W〉 = (|100 · · · 0〉 + |010 · · · 0〉 + ... + |000 · · · 1〉)/
√
M and all the other qubits are in the state |0〉. We will focus on
unmodulated spin chains (Ji,i+1 = Jm , i = 1, 2, . . . ,N − 1) and our goal is to find the optimal constants JAi and JBi and the
measurement time t leading to the best entanglement transmission, i.e., we want the set of coupling constants and time t
for which Bob’s M˜ qubits become an almost perfect W state.
The protocol here presented is scalable and flexible enough to transmit a W state composed
of an arbitrary number of qubits. Irrespective of the number of qubits, we get an almost perfect
transmission from Alice to Bob for spin chain sizes ranging from hundreds to thousands of
qubits. The protocol has a simple construction and operation as can be seen in Fig. 1. All the
qubits with Alice that constitute the W state to be sent to Bob as well as all the qubits with
Bob that will receive the transmitted state do not interact with each other. They only interact
with, respectively, the first and the last qubit of an N spin one-dimensional chain. In order to
differentiate the qubits constituting the W state from those of the spin chain, we call the former
“branches”, in analogy to the branches stemming from the trunk of a tree (the spin chain). We
also employ the term “quantum wire” to designate the spin chain connecting Alice and Bob.
The present protocol has two features setting it apart from standard ways of implementing an
efficient quantum communication protocol via spin chains. First, it is an unmodulated protocol,
namely, we avoided any modulation in the coupling constants among the qubits along the chain
[3, 6, 46]. They are all equal and fixed in time. Second, the interactions among the qubits of
the spin chain are the sole responsible to drive the transmission of the quantum state from Alice
to Bob. In our protocol, there is no need for external magnetic fields [10, 19, 47, 48]. Once a
givenW state is prepared by Alice at the time t = 0, we simply allow the dynamics of the system
to deliver it to Bob at t > 0. In this scenario, we show that it is possible to adjust the coupling
constants among the qubits such that an almost perfect transmission is possible for the ordered
and noiseless case. A different approach to transfer a genuine three-partite entangled state from
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Alice to Bob is given in Ref. [40]. In contrast to the present proposal, the authors of Ref. [40]
send from Alice to Bob the GHZ instead of the W state.1
This paper is organized as follows. In Sec. 2 we present the mathematical concepts needed to
a rigorous formulation of the present protocol. In Sec. 3 we show how to map the present model
constituting of several branches to a pure linear chain. This allows us to explain why it works
so well and how to properly set-up the optimal coupling constants among the spins, borrowing
from the knowledge of the optimal couplings associated with well-known strictly linear chain
models (no branches). The concepts and quantities required to quantify the performance of the
multipartite entanglement transmission are shown in Sec. 4. Finally, in Sec. 5, we study the
robustness of the present model to noise and imperfections in its construction. This is done by
introducing disorder to the optimal set-up. Several types and manners of introducing disorder are
investigated [37, 38, 49, 50], leading to the conclusion that the present model is robust to small
perturbations about the optimal values of the coupling constants. See also Refs. [51, 52, 53, 54,
55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65] for more studies involving disorder and noise.
2. The proposed model
The Hamiltonian of the present model is the isotropic XY model (XX model) with M bran-
ches interacting with qubit 1 with Alice and M˜ branches coupled to qubit N with Bob. We have
a total of N + M + M˜ qubits and the Hamiltonian can be written as follows,
H = HA + HN + HB, (1)
where
HA =
M∑
p=1
JAp(σ
x
Ap
σx1 + σ
y
Ap
σ
y
1
),
HN =
N−1∑
j=1
J j, j+1(σ
x
jσ
x
j+1 + σ
y
j
σ
y
j+1
),
HB =
M˜∑
q=1
JBq(σ
x
Nσ
x
Bq
+σ
y
N
σ
y
Bq
).
(2)
Note that σα
i
σα
j
= σα
i
⊗ σα
j
, with the superscript representing a particular Pauli matrix and the
subscript fixing the qubit acted by it. We employ the following prescription, σx |0〉 = |1〉, σx|1〉 =
|0〉, σy|0〉 = i|1〉, σy|1〉 = −i|0〉, σz|0〉 = |0〉, σz|1〉 = −|1〉, where |0〉 and |1〉 are the eigenstates of
σz. In the up and down spin lingo, | ↑〉 = |0〉 and | ↓〉 = |1〉. Also, if M = M˜ = 1, JA1 = JB1 = J,
and J j, j+1 = J, j = 1, . . . ,N − 1, we obtain the Hamiltonian describing the standard (strictly
linear) XX model composed of N + 2 qubits.
Since for this model the number of excitations is conserved [37, 38], we can restrict ourselves
to the one excitation subspace, where a general system of N + M + M˜ qubits is described by the
superposition of N+M+M˜ states of one excitation. Thus, following the notation of Refs. [37, 38]
1The three-partite GHZ state can be written as |GHZ〉 = (|000〉 + |111〉)/
√
2.
3
and in accord with the nomenclature of Fig. 1, at time t the state describing our system is given
by
|Ψ(t)〉 =
∑
j
c
j
(t)|1 j〉, (3)
where j = A1, A2, . . . , AM, 1, 2, 3, . . . ,N, B1, B2, . . . , BM˜ and
|1 j〉 = σxj |000 · · · 0︸︷︷︸
j-th qubit
· · · 000〉 = |000 · · · 1︸︷︷︸
j-th qubit
· · · 000〉. (4)
At time t = 0, Alice’s qubits A1, A2, . . . , AM are given by the generalized W state
|ψ(0)〉 = |W〉 = 1√
M
(|100 · · ·0〉 + |010 · · ·0〉 + ... + |000 · · ·1〉) (5)
and the initial state of the system is
|Ψ(0)〉 = |ψ(0)〉 ⊗ |000 · · ·0〉. (6)
Comparing Eqs. (6) and (3) we get
c
A1
(0) = c
A2
(0) = · · · = c
AM
(0) = 1/
√
M, (7)
c
j
(0) = 0, for j , A1, A2, ..., AM. (8)
When M = M˜ = 1, we have the standard model transmitting a single qubit state (cA1(0) = 1 and
c j(0) = 0 for j , A1).
Inserting |Ψ(t)〉, Eq. (3), into the Schro¨dinger equation
i~
d
dt
|Ψ(t)〉 = H|Ψ(t)〉
leads to
i~
dc
k
(t)
dt
=
∑
j
c
j
(t)〈1k |H|1 j〉 (9)
after taking the scalar product with the bra 〈1k|.
A straightforward but direct calculation gives
〈1k |H|1 j〉 = 2JA1 (δA1,kδ j,1 + δ1,kδ j,A1) + 2JA2 (δA2,kδ j,1 + δ1,kδ j,A2)
+ · · · + 2J
AM
(δAM ,kδ j,1 + δ1,kδ j,AM )
+2J
B1
(δN,kδ j,B1 + δB1,kδ j,N) + 2JB2 (δN,kδ j,B2 + δB2,kδ j,N)
+ · · · + 2J
B
M˜
(δN,kδ j,BM˜ + δBM˜ ,kδ j,N)
+2
N−1∑
l=1
Jl,l+1(δl,kδ j,l+1 + δl+1,kδ j,l), (10)
where δ j,k is the Kronecker delta.
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If we now insert Eq. (10) into (9) we get
dc
k
(t)
dt
= −i2
~
M∑
p=1
J
Ap
δ1,kcAp (t) − i
2
~
J1,2δ2,k +
M∑
p=1
J
Ap
δAp,k
 c1(t)
−i2
~
N−1∑
j=2
(J j−1, jδ j−1,k + J j, j+1δ j+1,k)cj (t)
−i2
~
JN−1,NδN−1,k +
M˜∑
q=1
J
Bq
δBq,k
 cN (t) − i2~
M˜∑
q=1
JBqδN,kcBq (t). (11)
Equation (11) is a system of N + M + M˜ linear first order differential equations with time
independent coefficients, where k = A1, A2, . . . , AM, 1, 2, 3, . . . ,N, B1, B2, . . . , BM˜.
If we now define the column vector (T means transposition)
c(t) =
(
c
A1
(t), c
A2
(t), . . . , c
AM
(t), c
1
(t), c
2
(t), . . . , c
N
(t), c
B1
(t), c
B2
(t), . . . , c
B
M˜
(t)
)T
(12)
we can rewrite Eq. (11) as follows,
dc(t)
dt
= F c(t), (13)
whereF is a matrix proportional to the single excitation sector of the Hamiltonian (see Appendix A).
The solution to Eq. (13) is c(t) = eF tc(0), with c(0) being the column vector that represents the
initial conditions in Eqs. (7) and (8). It is important to note that F is an (N+M+ M˜)×(N+M+ M˜)
dimensional matrix and by using standard linear system numerical solvers we can compute the
matrix exponential for chains of about 1000 qubits without much computational effort.
3. Mapping to a strictly linear chain
The first key observation we highlight is the fact that the Hamiltonian (1), similar to the
XX model, is such that it conserves the number of excitations during the time evolution of the
system [37, 38]. This implies that the dynamics of the system is restricted to the subspace of one
excitation since the initial state W has exactly one excitation.
Moreover, the model we will be dealing with is such that
JA1 = JA2 = · · · = JAM = JA and JB1 = JB2 = · · · = JBM˜ = JB. (14)
This means that all the branches with Alice interact with the same coupling constant JA with
qubit 1 and all the branches with Bob interact with the same coupling constant JB with qubit N.
If we define the permutation operators PA
i j
, where i and j stand for any pair of branches with
Alice, and PB
i j
, with now i and j denoting any pair of branches with Bob, it is not difficult to see
using Eq. (1) that
[H,PAi j] = [H,PBi j] = 0, (15)
where the square brackets denote the commutator. Since the Hamiltonian commutes with those
permutation operators, their average values are conserved along the time evolution. Quantita-
tively it implies that
d
dt
〈Ψ(t)|PAi j|Ψ(t)〉 =
1
i~
〈Ψ(t)|[PAi j,H]|Ψ(t)〉 = 0 =⇒ 〈Ψ(t)|PAi j|Ψ(t)〉 = constant, (16)
d
dt
〈Ψ(t)|PBi j|Ψ(t)〉 =
1
i~
〈Ψ(t)|[PBi j,H]|Ψ(t)〉 = 0 =⇒ 〈Ψ(t)|PBi j|Ψ(t)〉 = constant. (17)
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Now comes the second key observation. The state W, Eq. (5), and consequently the initial
state |Ψ(0)〉, Eq. (6), is an eigenstate of PA
i j
and PB
i j
with eigenvalue one: PA
i j
|Ψ(0)〉 = |Ψ(0)〉 and
PB
i j
|Ψ(0)〉 = |Ψ(0)〉. This fact combined with Eqs. (16) and (17) imply that for any t we have
PAi j|Ψ(t)〉 = |Ψ(t)〉 and PBi j|Ψ(t)〉 = |Ψ(t)〉. (18)
In other words, not only are we restricted to the subspace of one excitation but also to a subspace
within the subspace of one excitation spanned by the eigenvectors of the permutation operators
PA
i j
and PB
i j
possessing eigenvalue one. On the other hand, for a system of M qubits and at most
one excitation, there are only two eigenvectors of Pi j with eigenvalue one, namely, |0ˆ〉 and theW
state itself,
|0ˆ〉 = |00 · · ·0〉 = |0〉⊗M, (19)
|1ˆ〉 = |W〉 = 1√
M
M∑
j=1
σxj |0ˆ〉. (20)
Therefore, defining the following vectors,
|0ˆA〉 = |0〉⊗M, |1ˆA〉 = 1√
M
M∑
j=1
σxj |0ˆA〉, (21)
|0ˆB〉 = |0〉⊗M˜, |1ˆB〉 = 1√
M˜
M˜∑
j=1
σxj |0ˆB〉, (22)
|0ˆN〉 = |0〉⊗N , |1ˆ j〉 = σxj |0ˆN〉, (23)
and assuming that Alice’s state at t = 0 is the M-partite W-state, the state describing the whole
system at any t is given by
|Ψ(t)〉 = C100(t)|1ˆA〉|0ˆN〉|0ˆB〉 +
N∑
j=1
C0 j0(t)|0ˆA〉|1ˆ j〉|0ˆB〉 +C001(t)|0ˆA〉|0ˆN〉|1ˆB〉. (24)
If we compare with Eq. (3) we get
c j(t) = C100(t)/
√
M for j = A1, . . . , AM, (25)
c j(t) = C0 j0(t) for j = 1, . . . ,N, (26)
c j(t) = C001(t)/
√
M˜ for j = B1 . . . , BM˜. (27)
Naturally, at t = 0 we have C100(0) = 1, with the other coefficients being zero, and for a perfect
transmission at t = t
MAX
we will have C001(tMAX ) = 1 and the other coefficients zero.
Furthermore, using Eqs. (21) and (22) we can define the operators
σxA = |0ˆA〉〈1ˆA| + |1ˆA〉〈0ˆA|, σyA = −i|0ˆA〉〈1ˆA| + i|1ˆA〉〈0ˆA|, σzA = |0ˆA〉〈0ˆA| − |1ˆA〉〈1ˆA|, (28)
σxB = |0ˆB〉〈1ˆB| + |1ˆB〉〈0ˆB|, σyB = −i|0ˆB〉〈1ˆB| + i|1ˆB〉〈0ˆB|, σzB = |0ˆB〉〈0ˆB| − |1ˆB〉〈1ˆB|, (29)
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which are nothing but the Pauli matrices expressed in the basis {|0ˆA〉, |1ˆA〉} and {|0ˆB〉, |1ˆB〉}, re-
spectively. Note that the above Pauli matrices can also be written as
σxA =
1√
M
M∑
p=1
σxAp , σ
y
A
=
1√
M
M∑
p=1
σ
y
Ap
, σz
A
=
1√
M
M∑
p=1
σz
Ap
, (30)
σxB =
1√
M˜
M˜∑
q=1
σxBq , σ
y
B
=
1√
M˜
M˜∑
q=1
σ
y
Bq
, σz
B
=
1√
M˜
M˜∑
q=1
σz
Bq
. (31)
To prove the equivalence between the two representations of these Pauli matrices, we simply
compute their matrix elements in the basis {|0ˆA〉, |1ˆA〉} and {|0ˆB〉, |1ˆB〉} using the representation
given by Eqs. (28)-(29) and by Eqs. (30)-(31). At the end we will see that both calculations lead
to the same matrix elements, proving therefore the equivalence between the two representations.
Using Eqs. (30) and (31) and working with the basis defined by Eqs. (21) and (22), it is
not difficult to see that the relevant part of the Hamiltonian (1) to the present problem, i.e., the
permutationally symmetric sector with at most one excitation, is given by
H = HA + HN + HB, (32)
with
HA = JA
√
M(σxAσ
x
1 + σ
y
A
σ
y
1
) = JA,1(σ
x
Aσ
x
1 + σ
y
A
σ
y
1
), (33)
HN =
N−1∑
j=1
J j, j+1(σ
x
jσ
x
j+1 + σ
y
j
σ
y
j+1
), (34)
HB = JB
√
M˜(σxNσ
x
B+σ
y
N
σ
y
B
) = JN,B(σ
x
Nσ
x
B+σ
y
N
σ
y
B
). (35)
Looking at Eqs. (33)-(35), we clearly see that we have an effective Hamiltonian describing a
strictly linear chain composed of N + 2 qubits. The first qubit (qubit A) interacts with the second
one (qubit 1) with coupling constant JA,1 =
√
MJA. The last qubit (qubit B) interacts with the
one before the last (qubit N) with coupling constant JN,B =
√
M˜JB. The other coupling constants
between nearest neighbor qubits are given by J j, j+1, where j = 1, . . . ,N − 1.
Therefore, the models described by Eqs. (32) and (1) are connected in the following important
sense. The optimal settings leading to the most efficient transmission of a single excitation along
an (N + 2)-qubit strictly linear chain can be used to determine the optimal settings of the model
here proposed for the transmission of an M-partite entangled W state along an N-qubit chain.
We can get the optimal settings for Hamiltonian (1) from (32) by the following prescription,
JA −→
JA,1√
M
, JB −→
JN,B√
M˜
, J j, j+1 −→ J j, j+1. (36)
Note also that we do not need M and M˜ to be equal in order to implement an optimal transmis-
sion. This means that we can use the present proposal not only to send an entangled M-partite
W state from Alice to Bob but also to transform it into an M˜-partiteW state at Bob’s location by
simply working with the appropriate number of branches and the corresponding optimal coupling
constants as given by Eq. (36).
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It is worth mentioning that we can relabel the coefficients and the kets appearing in Eq. (24)
as follows,
(C100, . . . ,C0 j0, . . . ,C001) = (c˜1, . . . , c˜ j+1, . . . , c˜N+2), (37)
(|1ˆA〉|0ˆN〉|0ˆB〉, . . . , |0ˆA〉|1ˆ j〉|0ˆB〉, . . . , |0ˆA〉|0ˆN〉|1ˆB〉) = (|11〉), . . . , |1 j+1〉, . . . , |1N+2〉, (38)
where |1 j〉 is given by Eq. (4) with j = 1, . . . ,N + 2. With this notation Eq. (24) becomes
|Ψ(t)〉 =
N+2∑
j=1
c˜ j(t)|1 j〉. (39)
Equation (39) is what one would expect for a general state describing a strictly linear chain of
N + 2 qubits restricted to the single excitation sector.
Before we move on, it is important to stress the following point. The above map connecting
the present model to a strictly linear chain only works, as we have already shown, if the two
conditions below are satisfied. First, the initial state must be a single excitation eigenvector of
the permutation operators PA
i j
and PB
i j
. This implies that Alice’s initial state must be a W state.2
Second, the coupling constants of all Alice’s branches to qubit 1 must be equal as well as the
coupling constants of Bob’s branches with qubit N. Therefore, in order to study how disorder
and noise affect the present model, we must necessarily work with the original Hamiltonian (1).
Indeed, in order to assess how disorder and noise acting independently at each branch affects
the transmission of the W state, and there are M + M˜ coupling constants that might change
independently due to disorder and noise, we have to work with Hamiltonian (1). Working with
the strictly linear system is equivalent to letting the M coupling constants at Alice’s and the M˜
coupling constants with Bob be affected by disorder in the same way since we only have JA and
JB instead of the M + M˜ couplings of the original model.
4. Quantifying the efficiency of the transmission
4.1. Fidelity
The fidelity quantifies how close or similar the state received by Bob is to that sent by Alice.
Let us assume we are interested in assessing the similarity of the state with Bob at the time t to
the one prepared and sent by Alice at t = 0. The relevant quantity needed to compute the fidelity
is the reduced density matrix describing Bob’s branches, namely, ρB(t). This is computed by
tracing out all but Bob’s branches from ρ(t), the density matrix describing the total system,
ρB(t) = TrB1B2···BM˜ [ρ(t)]. (40)
Here the bar over B1B2 · · · BM˜ tells us that we are tracing out from ρ(t) = |Ψ(t)〉〈Ψ(t)| all qubits
with the exception of those with Bob. The state |Ψ(t)〉 is given by Eq. (3) and inserting it into
2We believe it is possible to establish a mapping for states with more than one excitation too, such as the two excitation
Dicke state of Ref. [66], provided those states satisfy the same symmetries of the W state as given in the text. However,
as we increase the number of excitations, the computational complexity to simulate the time evolution of the system also
increases.
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Eq. (40) we get after a little algebra,
ρB(t) =

1 −∑M˜j=1 |cB j(t)|2 0 0 · · · 0
0 |cB1(t)|2 cB1(t)c∗B2(t) · · · cB1(t)c∗BM˜ (t)
0 cB2(t)c
∗
B1
(t) |cB2(t)|2 · · · cB2(t)c∗BM˜ (t)
...
...
...
. . .
...
0 cBM˜ (t)c
∗
B1
(t) cBM˜ (t)c
∗
B2
(t) · · · |cBM˜ (t)|2

, (41)
where we used the normalization condition
∑
j |cj (t)|2 = 1 to arrive at the first matrix element
above. Note that ∗ represents complex conjugation and we are writing the matrix ρB(t) in the
basis {|0ˆB〉, |1ˆB
1
〉, . . . , |1ˆB
M˜
〉}, where |1ˆB
j
〉 = σx
B
j
|0ˆB〉 (cf. Eqs. (4) and (22)-(23)). Looking at
Eq. (41), we realize that the time dependence of the coefficients cB1(t), cB2(t),. . . , cBM˜ (t) are all
we need to fully characterize ρB(t). Those coefficients are obtained solving Eq. (13).
We are now in a position to calculate the fidelity of Bob’s state at time t with respect to
Alice’s input state, the W state,
F(t) = 〈W |ρB(t)|W〉 = 1
M
M∑
p=1
M∑
q=1
cBp(t)c
∗
Bq
(t). (42)
Note that in Eq. (42) we are assuming, without loss of generality, that M = M˜. If M , M˜ we
compute F(t) using a W state matching the same number of qubits with Bob. If the output state
ρB is equal to the input state |W〉 we have F = 1 and if they are orthogonal F = 0.
As proved in the previous section (see Eq. (24) and the discussion below it), the fact that we
are sending a W state along the chain implies that in the absence of noise and disorder cB j(t) are
all equal at any time. Thus, if we define cB j(t) = c(t), Eq. (42) becomes
F(t) = M|cB j (t)|2 = M|c(t)|2. (43)
When studying the noisy and disordered case, however, we must rely on Eq. (42) to compute the
fidelity.
We can also express the fidelity in terms of the coefficients describing the effective strictly
linear chain onto which we have mapped the present model. Using Eqs. (24), (27), and (37) we
get
F(t) = |c˜N+2(t)|2. (44)
It terms of the effective strictly linear chain, Eq. (44) is interpreted as the probability of seeing at
time t the single excitation at the site N+2, namely, at the last qubit of the (N+2)-spin chain (the
qubit with Bob). Furthermore, as expected Eq. (44) is independent of the values of M and M˜,
respectively Alice’s and Bob’s number of branches in the original model. As such, the fidelity
F(t) computed via the effective model is equal to the fidelity of the original model for any values
of M and M˜ whenever the corresponding coupling constants are given by Eq. (36).
On top of the condition that all branches interact with the same strength with the appropriate
qubit of the chain (see Eq. (14)), we also introduce the following two simplifications to the
proposed model. First, we assume that it is unmodulated [8, 37, 38], i.e., all couplings among
the qubits of the chain are equal,
J j, j+1 = Jm for j = 1, 2, . . . ,N − 1. (45)
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Second, the interaction strength between the branches with the end qubits of the chain are the
same,
JA = JB = J. (46)
Note that if JA , JB the transmission efficiency is reduced, as can be seen when we add disorder
to the system (see Sec. 5).
Since the proposed model and its map onto a strictly linear chain are equivalent when no
disorder or noise is present, and in this section we do not want to deal with noise and disorder,
from now on we fix our attention at the strictly linear model in order to find the optimal constants
leading to a perfect transmission of a single excitation. We want to obtain the optimal settings
leading to a time t = t
MAX
such that the fidelity, Eq. (44), equals one. Once the optimal settings
are obtained for the linear model, we get the optimal ones for the proposed model by simply
applying the prescription given in Eq. (36).
For arbitrary values of J and Jm, the search for the optimal settings is implemented numeri-
cally. However, for Jm >> J we can solve for the optimal coupling constants analytically. This
is possible because in this scenario we can get very simple analytic expressions for the fidelity
(see Appendix B):
F(t) ≈ sin2
[
2
(
J
Jm
)
Jt
~
]
, for N even, (47)
F(t) ≈ sin4
[
2√
N + 1
Jt
~
]
, for N odd. (48)
To obtain the optimal couplings for a given t we simply solve F(t) = 1 in Eqs. (47) and (48).
It is instructive to compute at the same level of approximation the fidelity of the qubit
with Alice with respect to the single excitation state. Using the same techniques explained in
Appendix B we get FA(t) ≈ cos2
[
2
(
J
Jm
)
Jt
~
]
for N even and F(t) ≈ cos4
[
2√
N+1
Jt
~
]
for N odd. We
see that Alice’s fidelity is in quadrature with Bob’s. As time goes by, the excitation goes back
and forth between Alice and Bob. The same cyclic behavior is seen in the proposed model when
Alice is sendingW states to Bob.
We have checked the accuracy of Eqs. (47) and (48) by solving numerically for spin chains
of sizes N = 50, 100, and 150 and for values of Jm/J = 50, 100, and 150. The agreement to
the analytic expressions is very impressive. Equations (47) and (48) fit almost perfectly onto the
numerically computed points shown in Fig. 2. Note that the greater the value of Jm/J the better
those formulas are at describing the fidelity.
It is worth noticing that the prediction of Eq. (47), telling us that for even N the fidelity is
independent of the size N of the chain (upper-right panel of Fig. 2), and that of Eq. (48), which
says that for odd N the fidelity is independent of Jm (lower-left panel of Fig. 2), hold true already
at the level of Jm/J ≈ 50.
4.2. Concurrence
The fidelity is an excellent indicator of whether or not the state received by Bob is close to the
one sent by Alice. This is particularly true for the ordered and noiseless proposed model, which
can be mapped to a strictly linear chain transporting a single excitation. For the strictly linear
chain we have seen that the fidelity is nothing but the probability of Bob’s state being excited at
a given time. Thus, the higher this probability the higher the chances of the multipartiteW state
of the original model being flawlessly transported to Bob.
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Figure 2: All panels: Alice sends the genuinely entangled M-partite W state to Bob, who receives it after a certain
time t
MAX
in the form of an almost perfect M˜-partite W state (F(t
MAX
) ≈ 1.0), with M and M˜ arbitrary positive integers.
The y-axes show the fidelity F(t) between Bob’s state and an M˜-partite W state as a function of the dimensionless time
Jt/~. All curves and points were computed using the Hamiltonian (32), assuming unmodulated chains (J j, j+1 = Jm for
j = 1, . . . ,N−1) and JA,1 = JN,B = J. See Secs. 3 and 4 for details and why and how these results are readily extended to
arbitrary M and M˜, i.e., valid for Hamiltonian (1). The circle, square, and diamond symbols are the exact values for the
fidelity, computed numerically, while the solid curves were computed using the analytic formulas for the fidelity given
by Eqs. (47) and (48). In the upper-right and lower-left panels all curves and symbols are indistinguishable. Left panels:
The chain’s sizes connecting Alice and Bob are fixed. Right panels: The value of Jm/J is fixed. Upper panels: Chains
with sizes given by an even N. Lower panels: Chains with sizes given by an odd N. Here and in the following figures all
data are dimensionless.
However, when disorder and noise are present the proposed model cannot be mapped to a
strictly linear chain. In this scenario, it might happen that no genuine multipartite entanglement
reaches Bob in spite of reasonable values for the fidelity. To make sure that genuine multipartite
entanglement is reaching Bob, we need an entanglement measure suitably built to capture the
specific type of genuine multipartite entanglement present inW-like states.
To accomplish this task, we note a very important property of an M˜-partite W state, namely,
any pair of two qubits from a W state are entangled [42]. In other words, if we trace out M˜ − 2
qubits from the W state, the remaining two qubits are entangled. Specifically, those two qubits
has non-null concurrence, an entanglement monotone devised to quantify bipartite entanglement
[67].
For any pair i, j of qubits, obtained by tracing out the other M˜ − 2 qubits from ρB (Eq. (41)),
we get for its concurrence [67, 37, 38]
Ci, j = 2|cBi(t)cB j(t)|. (49)
Here i , j and i, j = 1, . . . , M˜. Since for aW state every pair of qubits hasCi, j , 0, the geometric
mean of allCi, j is a natural quantity to test for and quantify genuineW-like entanglement. Calling
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CW this geometric mean we have,
CW =

M˜−1∏
i=1
M˜∏
j>i
Ci, j

1/CM˜,2
, (50)
where
CM˜,2 =
M˜!
(M˜ − 2)!2!
is the binomial coefficient.
It is worth noticing that the use of the geometric mean is crucial to test for W-like entan-
glement. Indeed, if just a single pair of qubits has no entanglement at all, we immediately get
CW = 0. We can only have CW , 0 if there is pairwise entanglement between all possible pairs
of qubits. This is the main feature of W-like genuine multipartite entanglement, a feature neatly
captured by the geometric mean of all Ci, j. For aW state composed of M˜ qubits, we have for any
pair Ci, j = 2/M˜ and thus CW = Ci, j = 2/M˜. For states that are not perfectly described by the W
state but that still have someW-like entanglement, we expect to have 0 < CW < 2/M˜. IfCW = 0,
the state has noW-like entanglement at all.
We also define the following quantity,
CMINi, j = min{C1,2,C1,3, . . . ,Ci, j, . . . ,CM˜−1,M˜}, (51)
which is the minimum value of pairwise entanglement (concurrence) available among all pairs
of qubits that can be formed from an M˜-partite W state. This quantity will prove an important
tool to roughly estimate the dispersion of the concurrence among all possible pairs of qubits.
5. Robustness of the proposed model to disorder and noise
5.1. Disorder
Our goal now is to check the robustness of the present model to disorder. Specifically, we
want to check how the entanglement transmission efficiency of the present protocol is affected
after we introduce random variations about the optimal values of the coupling constants that lead
to an almost perfect transmission of genuine entanglement.
We can introduce disorder into our system in three different ways [37, 38, 49, 50]. First, we
can randomly and independently change each one of the coupling constants about their optimal
values before the transmission of the state. We do that only once and then let the system evolve
until the time t
MAX
, the time when Bob would get an almost perfect replica of Alice’s state had
we employed the ordered model. At this time we compute the fidelity of Bob’s actual state with
the W state sent by Alice. This type of disorder is usually called static disorder. Second, we
can also have dynamic disorder. In this case we change all the coupling constants in the same
way, let the system evolve until the time τ, change again all coupling constants in the same
way at the time 2τ, and so forth. We keep repeating this procedure until we get to t
MAX
. In this
work, we choose τ = 10%t
MAX
, i.e., we change the coupling constants 10 times before we get
to t
MAX
. The third type of disorder here investigated, fluctuating disorder, combines the features
of both static and dynamic disorders. In this scenario, the coupling constants are independently
and randomly changed about its optimal value at t = 0 and along the time evolution. Those
independent changes in the coupling constants during the time evolution are realized according
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to the prescription explained above for the dynamic disorder. See Ref. [38] for more details on
how to numerically implement these types of disorder.
In this section we work with a spin chain of N = 100 qubits and, without loss of generality,
M = M˜, i.e., Alice and Bob have the same number of branches (see Appendix C for the case
where N = 1000). As we did when studying the ordered model, we deal with unmodulated spin
chains and assume the same general settings for the coupling constants as explained in Sec. 4.3
For N = 100 qubits, the optimal couplings in the ordered case and when we restrict ourselves
to
√
MJm/J ≤ 5.00 is given by
√
MJm/J = 2.03. The optimal transmission fidelity in this case
is F = 0.868. For
√
MJm/J ≤ 50.00, the optimal value is
√
MJm/J = 49.39, with F = 0.996. In
the numerical studies below, we set J = 1 and introduce disorder by changing JAp = JBq = J/
√
M
and J j, j+1 = Jm about their optimal values. Note that here p, q = 1, . . . ,M and j = 1, . . . ,N − 1.
We gauge how far we can go about the optimal settings by introducing the parameter p,
which defines independent continuous uniform distributions centered in zero and ranging from
−p and p. For static disorder, each one of these continuous distributions is assigned to a given
coupling constant, changing Ji, j −→ Ji, j(1 + δi, j), where δi, j is a number drawn from the corre-
sponding uniform distribution. Here Ji, j refers to JAp , JBq , or J j, j+1. Note that we can think of
p as representing the maximum percentage deviation of Ji, j about its optimal value. For dynam-
ical disorder, we only have one uniform distribution such that Ji, j −→ Ji, j(1 + δ), where δ is a
number drawn from this uniform distribution. At every interval of time τ, we repeat the previous
prescription, Ji, j −→ Ji, j(1 + δ), with δ being a different number drawn from the same uniform
distribution. Finally, for fluctuating disorder we have the same rule ascribed to the dynamical
disorder with the following modification. Now, each coupling constant has its own uniform dis-
tribution and, thus, at each period τ we have Ji, j −→ Ji, j(1 + δi, j), where δi, j is a number drawn
from the uniform distribution corresponding to the coupling constant Ji, j.
In Fig. 3 we show how the three different types of disorder affect the transmission efficiency
of the system. The first thing worth mentioning is that fluctuating disorder is the type of disorder
that affects most severely the system. The dynamical disorder, on the other hand, barely affects
the system for high values of Jm. For small values of Jm, however, the effect of dynamical
disorder is almost as bad as that of fluctuating disorder. Moreover, for disorder strengths of the
order of p = 1%, the system is not substantially affected by any type of disorder, having in all
cases a transmission fidelity of the order of F = 0.9. Also, the number of branches M does not
change considerably the transmission efficiency of the protocol when all coupling constants are
acted by disorder.
Once we have determined that fluctuating disorder is the worst scenario, we now want to
figure out which group of changing coupling constants are affecting most severely the system.
The group represented by JAp , with p = 1, . . . ,M, we simply call JA, the group of coupling
constants given by JBp we call JB, and the coupling constants among the spins of the chain,
J j, j+1, with j = 1, . . . ,N − 1, we call Jm. As we can see looking at Fig. 4, the fluctuations
in JA and JB (right panels) are considerably less important in determining the behavior of the
disordered system than those of Jm (middle panels). Indeed, comparing the middle panels with
the left ones of Fig. 4, we see that the decrease in the fidelity is dominated by the fluctuations of
Jm. We can understand this feature by noting that the values of Jm are greater than the values of
JA and JB. Thus, the same percentage fluctuation p will lead to greater absolute changes for Jm,
3We should mention that the map presented in Sec. 3 can also be implemented to modulated chains. Therefore, W
states can also be efficiently transported using modulated chains to connect the branches in Fig. 1. The optimal settings
are the ones for the strictly linear modulated chain corrected by Eq. (36).
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Figure 3: Left: static disorder. Middle: dynamic disorder. Right: fluctuating disorder. We assume Alice and Bob have the
same number of branches (M = M˜). The dotted lines show the fidelity for the ordered model. Upper panels: We realized
1000 simulations for each value of p (percentage deviation about the optimal ordered case), from p=0.2% to p = 10%
in increments of 0.2%, computing for each simulation the fidelity between Bob’s state at t
MAX
= 13.7 and Alice’s state
at t = 0. The curves shown are the average fidelity after 1000 disorder simulations for each value of p. Note that t
MAX
is
the predicted time for optimal state transmission in the ordered system if
√
MJm/J = 2.03, which is the best setting to
transmit the W state when 0 ≤
√
MJm/J ≤ 5. Lower panels: The same as the upper panels but now
√
MJm/J = 49.38,
which gives the best transmission for the ordered model when 0 ≤
√
MJm/J ≤ 50. In this case tMAX = 39.65.
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Figure 4: The same as explained in Fig. 3 with the exception that now we deal only with fluctuating disorder. Fluctuating
disorder acting simultaneously in JA, JB and Jm (left), just in Jm (middle), and in JA and JB (right).
ultimately affecting more drastically the dynamics of the system than the small absolute changes
of JA and JB.
Another interesting point that we can see looking at Fig. 4 is related to the case where only
the branches with Alice and Bob are affected by disorder, i.e., only when the groups of coupling
constants JA and JB are changed by disorder. Looking at the right panel of Fig. 4, we see that the
greater the number of branches the less susceptible to disorder is the system. This comes about
because in the ordered model, the greater the number M of branches the lower the interaction
strength (JA = JB = J/
√
M) between the branches and the endpoints of the chain that leads to an
optimal transmission of theW state. Hence, for the same percentage fluctuation p, low values of
JA and JB will lead to small absolute changes in those coupling constants, affecting considerably
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less the dynamics of the system.
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Figure 5: Same as Figs. 3 and 4 but now we compute for each realization of disorder CW (see Eq. (50)), the geometric
mean of the concurrence between all possible pairs of qubits (branches) with Bob at the time t
MAX
. The solid curves are
the average of CW after 1000 realizations of fluctuating disorder. The smallest concurrence between all possible pairs
of qubits with Bob, CMIN
i, j
, is given by the dashed lines. The square-red, diamond-green, and x-blue curves refer to spin
chains with two, three, and four branches, respectively.
In order to be sure that genuine W-like multipartite entanglement is actually reaching Bob
when disorder is present, we compute CW and C
MIN
i, j
in the worst disorder scenario, namely,
fluctuating disorder. As defined in Sec. 4, the first quantity, Eq. (50), is the geometric mean of
all pairwise entanglement present in Bob’s branches. The second quantity, Eq. (51), picks the
lowest pairwise entanglement present in a given pair of qubits with Bob. As discussed in Sec. 4,
wheneverCW ≈ CMINi, j , 0, we are sure that W-like entanglement is present.
Looking at Fig. 5, we see that for small disorder (p ≈ 1%) the values of CW and CMINi, j are
barely distinguishable. Moreover, for
√
MJm/J small (left panel), the values of CW and C
MIN
i, j
are almost the same as those predicted for the W state. These features clearly illustrate that
genuine W-like multipartite entanglement is indeed reaching Bob for small disorder. As we start
increasing disorder, we note that the CW and C
MIN
i, j
decreases. However, even as we increase the
strength of disorder, we always haveCW ≈ CMINi, j , 0 all the way up to p ≈ 10%. This means that
all pairs of qubits with Bob have almost the same level of pairwise entanglement. The dispersion
in the values of concurrence is really low. Although for strong disorder we obviously do not have
the predicted values of CW and C
MIN
i, j
for the pureW state, we believe that since CW ≈ CMINi, j , 0
we still haveW-like entanglement present in Bob’s qubits.
5.2. Noise
We can introduce at least two types of noise in the proposed model which keep us in the one
excitation subspace. Thus, all the numerical techniques employed so far can still be successfully
used to investigate the robustness of the present model to these two particular types of noise
[37, 38]. We can either introduce σz
j
σz
j+1
interactions between the qubits of the chain as well as
external magnetic fields acting on all spins along the z-axis. Following the notation of Ref. [38],
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these two types of noise are modeled by adding the two terms below to Hamiltonian (1),
Hzz =
M∑
p=1
∆Ap ,1σ
z
Ap
σz
1
+
N−1∑
j=1
∆ j, j+1σ
z
j
σz
j+1
+
M˜∑
q=1
∆N,Bqσ
z
N
σz
Bq
, (52)
Hz =
M∑
p=1
hAp
(
1 − σz
Ap
)
+
N∑
j=1
h j
(
1 − σz
j
)
+
M˜∑
q=1
hBq
(
1 − σz
Bq
)
. (53)
Here ∆i, j and h j represent, respectively, the coupling constant between nearest neighbor qubits
affected by the σz
j
σz
j+1
interaction and the strength of the coupling of the qubits with the external
magnetic fields.
Similarly to the introduction of disorder to the proposed model, we can in the same fash-
ion deal with noise. We will have, therefore, static, dynamic, and fluctuating noise. The only
difference is that at t = 0 we have ∆i, j = h j = 0, with i, j assuming the appropriate values
given in Eqs. (52) and (53). Being more specific, for static noise we have h j −→ h j + δ j and
∆i, j −→ ∆i, j+δi, j only once at t = 0. For dynamic noise, at every time t that is an integer multiple
of the period τ we apply the prescription h j −→ h j + δ and ∆i, j −→ ∆i, j + δ, while for fluctuating
noise at each multiple of the period τ we have h j −→ h j + δ j and ∆i, j −→ ∆i, j + δi, j. Note that δ j
and δi, j are random numbers drawn from a continuous uniform distribution ranging between -p
and p. Thus, when dealing with noise, we can interpret p as the maximal percentage fluctuation
of ∆i, j and h j from an interacting strength of unity value, i.e., ∆i, j = h j = 1.
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Figure 6: The same as Fig. 4 with the addition of two types of noise, namely, the σz
i
σz
j
interaction and external magnetic
fields coupled to the spins of the system. The two types of noise act simultaneously in the same fashion as fluctuating
disorder.
In Fig. 6 we present the worst case possible, i.e., fluctuating noise and fluctuating disorder on
the coupling constants simultaneously present in the system. Also, we work with the two types
of noise acting at the same time on the system. Comparing Fig. 6 with the left panel of Fig. 4,
we note that for small values of Jm/J the effect of noise is negligible, barely affecting the fidelity
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of the transmitted state (efficiency). On the other hand, for high values of Jm/J, the introduction
of noise affects the transmission of the W state in two important ways.
First, the efficiency is drastically reduced in the presence of noise. At the p = 2% level of
noise and disorder, the fidelity F of Bob’s state is already of the order of 0.2, while with only
disorder in the coupling constants we still have F ≈ 0.8 (lower-left panel of Fig. 4). Moreover,
without noise we get for strong disorder (p = 10%) a fidelity of the order of 0.4, which should
be compared to an almost null fidelity when we have both noise and disorder at p ≈ 10%.
Second, the introduction of noise for high values of Jm/J “breaks the degeneracy” of the
behavior of the fidelity as a function of the number of branches M with Alice and Bob. In the
presence of noise, the greater M the lower the fidelity for a given value of disorder and noise
strength p (lower panel of Fig. 6). For Jm/J ≈ 50, Bob’s fidelity can be set approximately to 0.8
if we only work with noise and disorder strengths not greater than 0.4%.
6. Conclusion
In this work we extended the bipartite entanglement transmission protocol presented in Ref.
[37] to the domain of multipartite entanglement transmission. We showed how Alice can send
almost flawlessly to Bob an M-partite entangled state containing one single excitation without
employing the standard and experimentally demanding techniques to transmit quantum states
along a spin chain, namely, a modulated spin chain or external magnetic fields to drive the state
from Alice to Bob. The fact that no external magnetic fields or modulation in the coupling con-
stants among the spins are needed makes this protocol simpler to experimental implementations.
Specifically, in the present proposal Alice sends to Bob the genuinely multipartite entangled
W state: |W〉 = (|100 · · ·0〉+ |010 · · ·0〉+ · · ·+ |000 · · ·1〉)/
√
M. This state is encoded in M qubits
that do not interact among themselves after its preparation. Subsequently, at the time t = 0 these
qubits interact individually and equally with one of the end points of a spin chain described by
the XX model. The N qubits of the spin chain as well the M ones with Bob are prepared in the
state |0〉 at t = 0. By properly adjusting the interaction strength of Alice’s and Bob’s qubits with
the end points of the spin chain to the same predetermined value, we showed that the W state is
transmitted from Alice to Bob solely due to the internal dynamics of the system. After a certain
time t > 0 the M qubits with Bob become an almost perfectW state.
Furthermore, we showed that the present protocol works with the same efficiency whether
or not the number of qubits with Bob is equal to M. In this sense we can think of the present
protocol as a way to send and then transform an M-partite W state with Alice to an M˜-partite
W state with Bob, where M˜ , M. This is achieved by properly setting the coupling constants
of Alice’s and Bob’s qubits with the end points of the spin chain such that the ratio of these
couplings are
√
M/M˜. We also showed how this protocol, consisting of M + N + M˜ qubits, can
be mapped to an effective strictly linear chain of 1 + N + 1 qubits. The explicit map as well as
the mathematical details justifying this map were given in the main text.
We also studied the robustness of the present model to disorder and noise. We studied time
independent and dependent disorder as well as site (position) dependent and independent disorder
[37, 38]. For chains of the order of a hundred qubits, we showed that the number of qubits
(branches) with Alice and Bob does not affect appreciably how the system responds to disorder.
This is true as long as the number of branches is a fraction, say 10% at most, of the size of the
chain. In this scenario and working with the most severe type of disorder (fluctuating disorder),
we showed that fluctuations of the order of 1% about the coupling constants of the ordered system
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do not affect considerably the transmission efficiency of the protocol. Also, for fluctuations going
all the way up to 10% about the optimal constants, we showed that it is very likely that we still
have genuine W-like multipartite entanglement reaching Bob, even though Bob’s state is no
longer close to the pure W state sent by Alice. We have also studied in Appendix C the case of
spin chains with one thousand qubits, where we showed that the greater the chain size the greater
its sensitivity to disorder.
Finally, we also introduced two types of noise in the present protocol, namely, the σz
j
σz
j+1
interaction and transverse external magnetic fields acting on the spins. The noise operated in the
same way as disorder, being time and site dependent or independent. And similarly to the case
of pure disorder, the worst case occurred for fluctuating noise. We showed that under certain
circumstances the system’s response to noise depends on the number of branches with Alice and
Bob, a feature not seen when only disorder was present. In any case, we still had excellent state
transmission efficiency for fluctuations of the order of 0.5%, when both disorder and the two
types of noise affected simultaneously the system.
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Appendix A. The matrix F
The matrix F, defining the system of linear equations (13) that we need to solve to obtain the
time evolution of the single excitation system is
F=− i2
~

0 · · · 0 JA1 0 0 0 0 · · · 0 0 0 0
...
. . .
...
...
...
...
...
...
. . .
...
...
...
...
0 · · · 0 JAM 0 0 0 0 · · · 0 0 0 0
JA1 · · · JAM 0 J1,2 0 0 0 · · · 0 0 0 0
0 · · · 0 J1,2 0 J2,3 0 0 · · · 0 0 0 0
0 · · · 0 0 J2,3 0 J3,4 0 · · · 0 0 0 0
...
...
...
...
...
...
...
...
...
...
...
...
...
0 0 0 0 · · · 0 JN−3,N−2 0 JN−2,N−1 0 0 · · · 0
0 0 0 0 · · · 0 0 JN−2,N−1 0 JN−1,N 0 · · · 0
0 0 0 0 · · · 0 0 0 JN−1,N 0 JB1 · · · JBM˜
0 0 0 0 · · · 0 0 0 0 JB1 0 · · · 0
...
...
...
...
. . .
...
...
...
...
...
...
. . .
...
0 0 0 0 · · · 0 0 0 0 JBM˜ 0 · · · 0

. (A.1)
Appendix B. Proof of Eqs. (47) and (48)
Our goal here is to obtain an analytic formula of the fidelity F(t), Eq. (44), for the effective
N+2 strictly linear chain when Jm ≫ J (asymptotic regime). We also assume the system satisfies
the conditions given in Eqs. (45) and (46). To obtain the asymptotic formula, we explicitly
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diagonalize the Hamiltonian assuming Jm ≫ J. Then, by working in the basis that diagonalizes
the Hamiltonian, the fidelity in the asymptotic regime can be computed in a closed formula.
Let us start writing the Hamiltonian (1) in the diagonal basis,
H =
N+2∑
k=1
Ek|Ek〉〈Ek |, (B.1)
where |Ek〉 is the k-th eigenstate of H with energy Ek.4 Using the notation given by Eq. (38), the
fidelity (44) becomes
F(t) = |〈1N+2|e−iHt/~|11〉|2 =
∣∣∣∣∣∣∣
N+2∑
k=1
e−iEk t/~〈1N+2|Ek〉〈Ek |11〉
∣∣∣∣∣∣∣
2
, (B.2)
where the last expression above comes from inserting the identity operator
∑N+2
k=1 |Ek〉〈Ek | = 1.
To obtain the eigenvalues Ek we must solve the following characteristic equation,
D = det(H − Ek1) = 0, (B.3)
where “det” stands for the determinant, 1 is the identity matrix, and H is the Hamiltonian of the
effective strictly linear chain (Eq. (32) with JA,1 = JN,B = J and J j, j+1 = Jm).
Working in the basis {|11〉, . . . , |1N+2〉}, we can use the Laplace expansion (cofactor expan-
sion) to write Eq. (B.3) as
D = 16(J2m cos
2 θkDN − 2J2Jm cos θkDN−1 + J4DN−2) = 0, (B.4)
where
Ek = −4Jm cos θk, (B.5)
DN = det(HN − Ek1). (B.6)
Here HN represents the strictly linear XX model composed of N qubits (cf. Eq. (34)).
Applying the Laplace expansion to DN we obtain a recursive relation similar to Eq. (B.4).
Solving it we get
DN = (2Jm)
N sin[(N + 1)θk]/ sin θk. (B.7)
Inserting Eq. (B.7) into (B.4) the characteristic equation becomes, up to an overall irrelevant
factor,
4 cos2 θk sin[(N + 1)θk] − 4
(
J
Jm
)2
cos θk sin[Nθk] +
(
J
Jm
)4
sin[(N − 1)θk] = 0. (B.8)
For arbitrary values of J and Jm we could not solve analytically Eq. (B.8). However, for Jm >> J
we can neglect its last two terms obtaining
cos2 θk sin[(N + 1)θk] = 0, (B.9)
4 Working out analytically the cases for small values of N+2 or numerically solving for values of N+2 up to hundreds
of qubits, we see the following pattern: (1) there is no degeneracy in the system; (2) for even N + 2 we have (N + 2)/2
pairs of eigenvalues (−Ek , Ek); (3) for odd N + 2 we have a central null eigenvalue and (N + 1)/2 pairs (−Ek , Ek); and (4)
this trend is true whether or not Jm = J.
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whose solutions are θ1 = θN+2 = pi/2 and θk = (k − 1)pi/(N + 1), k = 2, . . . ,N + 1. This leads to
the following approximation to the eigenenergies of the system,
E1 = EN+2 ≈ 0, (B.10)
Ek ≈ −4Jm cos
(
(k − 1)pi
N + 1
)
, where k = 2, . . . ,N + 1. (B.11)
Note that Ek, k = 2, . . . ,N + 1, are the eigenvalues of the Hamiltonian for a strictly linear
chain of N spins described by the XX model. It is the Hamiltonian we get by setting J = 0 at the
effective model, i.e., qubits 1 and N + 2 do not interact with the end points of the chain. Those
values for Ek are consistent with the level of approximation we are interested in. However, to
obtain non-null values for E1 and EN+2, we need to solve Eq. (B.8) keeping the next non-zero
relevant term.
First, we should note that the values of θ1 and θN+2 are very close to pi/2 since they come
from solving for cos2 θk = 0 in Eq. (B.9). Since we must have E1 = −EN+2 (see discussion in
footnote 4), θ1 ≈ pi/2 − x and θN+2 ≈ pi/2 + x if we choose 0 < x ≪ 0, Jm > 0, and EN+2 = −4Jm
cos θN+2 > 0. For definiteness, we will show how to get θ1 and hence E1.
For N odd we have to solve Eq. (B.8) keeping the first two terms,
cos θ1 sin[(N + 1)θ1] −
(
J
Jm
)2
sin[Nθ1] = 0. (B.12)
Writing θ1 = pi/2−x and Taylor expanding to first order in x we have cos(θ1) ≈ x, sin[(N+1)θ1] =
(N +1)x sin[Npi/2], and sin(Nθ1) ≈ sin(Npi/2). Inserting these Taylor expansions into Eq. (B.12)
we get
x =
1√
N + 1
J
Jm
−→ θ1 = pi
2
− 1√
N + 1
J
Jm
. (B.13)
To get E1 for odd N we insert Eq. (B.13) into (B.5) and Taylor expand the cosine to first order in
J/Jm. This leads to
E1 ≈ − 4J√
N + 1
, for N odd. (B.14)
For N even we have sin[(N ± 1)θ1] = ± cos(Npi/2)+O(x2) and sin[Nθ1] = −Nx cos(Npi/2)+
O(x3) since sin[Npi/2] = 0. Thus, if we use only the first two terms of Eq. (B.8) we get x = 0
to order x. We must go to second order in x and also keep the third term of Eq. (B.8) to make
progress. Using the previous Taylor expansions and noting that cos(θ1) ≈ x + O(x3), Eq. (B.8)
becomes to leading order in x,
x2
(
(N − 1)2 + 8NJ2m/J2 + 8J4m/J4
)
− 2 = 0. (B.15)
Solving for x and Taylor expanding the solution in powers of J/Jm we get to leading order
x =
1
2
(
J
Jm
)2
−→ θ1 = pi
2
− 1
2
(
J
Jm
)2
. (B.16)
Inserting Eq. (B.16) into (B.5) and Taylor expanding we get
E1 ≈ −2J
2
Jm
, for N even. (B.17)
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We now turn to the computation of the eigenvectors. In the basis {|11〉, . . . |1N+2〉} the Hamil-
tonian for the effective linear chain can be written as
H = HA + HN + HB, (B.18)
where
HA = 2J|11〉〈12| + h.c., (B.19)
HN = 2Jm
N∑
j=2
(|1 j〉〈1 j+1| + h.c.), (B.20)
HB = 2J|1N+1〉〈1N+2| + h.c., (B.21)
with h.c. denoting the Hermitian conjugate of the term preceding it. We also write the unnormal-
ized eigenvector of H as
|E˜k〉 =
N+2∑
j=1
ak, j|1 j〉. (B.22)
To obtain the coefficients of Eq. (B.22) we have to solve
H|E˜k〉 = Ek |E˜k〉. (B.23)
Using Eqs. (B.18) and (B.22), the left hand side of Eq. (B.23) becomes after a little algebra,
H|E˜k〉 =
N∑
j=3
[2Jm(ak, j+1 + ak, j−1)]|1 j〉 + 2Jak,2|11〉 + 2Jak,N+1|1N+2〉
+[2Jmak,3 + 2Jak,1]|12〉 + [2Jmak,N + 2Jak,N+2]|1N+1〉, (B.24)
while the right hand side can be written as
Ek |E˜k〉 =
N∑
j=3
[Ekak, j]|1 j〉 + Ekak,1|11〉 + Ekak,N+2|1N+2〉
+Ekak,2|12〉 + Ekak,N+1|1N+1〉. (B.25)
Comparing Eqs. (B.24) and (B.25) we obtain the following set of equations whose solution will
give ak, j,
2Jm(ak, j+1 + ak, j−1) = Ekak, j, for 3 ≤ j ≤ N, (B.26)
2Jak,2 = Ekak,1, (B.27)
2Jak,N+1 = Ekak,N+2, (B.28)
2Jmak,3 + 2Jak,1 = Ekak,2, (B.29)
2Jmak,N + 2Jak,N+2 = Ekak,N+1. (B.30)
If we write the normalized eigenvector of H as
|Ek〉 = Ak
N+2∑
j=1
ak, j|1 j〉 (B.31)
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and insert it into Eq. (B.2), we get for the fidelity
F(t) =
∣∣∣∣∣∣∣
N+2∑
k=1
e−iEk t/~A2ka
∗
k,1ak,N+2
∣∣∣∣∣∣∣
2
, (B.32)
where Ak is the normalization constant for the state |Ek〉. Looking at Eq. (B.32) we realize
that only the coefficients ak,1 and ak,N+2 are the relevant ones in the computation of the fidelity.
Moreover, the eigenvectors’ coefficients ak, j are computed to leading order by noting that there
are two classes of eigenvalues. For Jm ≫ J we either have Ek ≈ O(Jm) or Ek ≈ 0 + O(J) (cf.
Eqs. (B.10) and (B.11)).
When Ek ≈ O(Jm), Eqs. (B.27) and (B.28) give
ak,1 = O
(
J
Jm
ak,2
)
and ak,N+2 = O
(
J
Jm
ak,N+1
)
(B.33)
while Eqs. (B.29) and (B.30) together with Eq. (B.33) lead to
ak,2 ≈ ak,3 and ak,N ≈ ak,N+1. (B.34)
If we now use Eq. (B.26) and Eqs. (B.33) and (B.34), we obtain that the remaining ak, j, for
j = 2, . . . ,N + 1, almost always satisfy
ak, j ≈ O
(
ak,2
)
or ak, j ≈ O
(
ak,N+1
)
. (B.35)
Thus, looking at Eqs. (B.33)-(B.35), we get that in the asymptotic limit (J/Jm ≫ 0) the relative
weights of the coefficients ak,1 and ak,N+2 in the expansion of the eigenvector |Ek〉 are negligible
when compared to most of the other coefficients. This implies that in the formula for the fidelity,
Eq. (B.32), the contribution coming from the eigenvectors with eigenenergies of the order of Jm
do not contribute much.
Indeed, when Ek ≈ 0 + O(J) we can repeat the previous analysis using Eqs. (B.26)-(B.30) to
obtain
ak,1 = O
(
Jm
J
ak,3
)
and ak,N+2 = O
(
Jm
J
ak,N
)
, (B.36)
while the remaining coefficients are either of order of ak,1 and ak,N+2 or of order (J/Jm)ak,1 and
(J/Jm)ak,N+2. Therefore, in the asymptotic limit the contributions of ak,1 and ak,N+2 are relevant
to the calculation of the fidelity and dominate the ones coming from the case where Ek ≈ O(Jm)
by at least one order of magnitude in J/Jm.
For N even we only have two cases in which Ek ≈ 0 + O(J), namely, E1 and EN+2. Using
Eq. (B.17) for E1 and solving Eqs. (B.26)-(B.30), we obtain to leading order
a1,1 = a1,N+2, (B.37)
a1, jeven = (J/Jm) cos( jevenpi/2)a1,1, for 2 ≤ jeven ≤ N + 1, (B.38)
a1, jodd = (J/Jm) sin( joddpi/2)a1,1, for 2 ≤ jodd ≤ N + 1. (B.39)
Noting that EN+2 = −E1 we similarly get
aN+2,1 = −aN+2,N+2, (B.40)
aN+2, jeven = −(J/Jm) cos( jevenpi/2)aN+2,1, for 2 ≤ jeven ≤ N + 1, (B.41)
aN+2, jodd = (J/Jm) sin( joddpi/2)aN+2,1, for 2 ≤ jodd ≤ N + 1. (B.42)
22
Equations (B.37)-(B.42) show that only a1,1, a1,N+2, aN+2,1, and aN+2,N+2 survivewhen J/Jm → 0.
To leading order we thus have
|E1〉 ≈ (1/
√
2)(|11〉 + |1N+2〉) and |EN+2〉 ≈ (1/
√
2)(|11〉 − |1N+2〉). (B.43)
Comparing Eq. (B.31) with |E1〉 and |EN+2〉 as given above, we can compute Eq. (B.32). After a
little algebra we get
F(t) = sin2
[
2
(
J
Jm
)
Jt
~
]
, for N even, (B.44)
which is Eq. (47) we wanted to prove.
For N odd we also have Ek ≈ 0+O(J) for k = 1 and k = N + 2 and, in addition, E(N+3)/2 = 0,
the central eigenvalue which can be approximated as being exactly zero (see Eq. (B.11) and the
discussion in footnote 4). Using Eq. (B.14) for E1 we can solve Eqs. (B.26)-(B.30). To leading
order we have
a1,1 = −a1,N+2, (B.45)
a1, jeven = (2/
√
N + 1) cos( jevenpi/2)a1,1, for 2 ≤ jeven ≤ N + 1, (B.46)
a1, jodd = (J/Jm)[1 − 2( j − 1)/(N + 1)] sin( joddpi/2)a1,1, for 2 ≤ jodd ≤ N + 1. (B.47)
Similarly for EN+2 = −E1 we get
aN+2,1 = −aN+2,N+2, (B.48)
aN+2, jeven = −(2/
√
N + 1) cos( jevenpi/2)aN+2,1, for 2 ≤ jeven ≤ N + 1, (B.49)
aN+2, jodd = (J/Jm)[1 − 2( j − 1)/(N + 1)] sin( joddpi/2), for 2 ≤ jodd ≤ N + 1. (B.50)
If we now set E(N+3)/2 = 0 in Eqs. (B.26)-(B.30) we obtain
a(N+3)/2,1 = a(N+3)/2,N+2, (B.51)
a(N+3)/2, jeven = 0, for 2 ≤ jeven ≤ N + 1, (B.52)
a(N+3)/2, jodd = (J/Jm) sin( joddpi/2)a(N+3)/2,1, for 2 ≤ jodd ≤ N + 1. (B.53)
Using Eqs. (B.45)-(B.53) we can compute the three corresponding eigenvectors. In the limit
where J/Jm ≪ 1, the normalized eigenvectors are to leading order
|E1〉 = 1
2
|11〉 +
N+1∑
jeven=2
2√
N + 1
cos
(
jeven
pi
2
)
|1 j〉 − |1N+2〉
 , (B.54)
|EN+2〉 = 1
2
|11〉 −
N+1∑
jeven=2
2√
N + 1
cos
(
jeven
pi
2
)
|1 j〉 − |1N+2〉
 , (B.55)
|E(N+3)/2〉 =
1√
2
(|11〉 + |1N+2〉) . (B.56)
Finally, with Eqs. (B.31), (B.32), and (B.54)-(B.56) we get for the fidelity
F(t) = sin4
(
2√
N + 1
Jt
~
)
, for N odd, (B.57)
proving thus Eq. (48).
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Appendix C. Fluctuating disorder with an N = 1000 spin chain
The computational resources to deal with N = 1000 qubits are more demanding and, there-
fore, we implement only 100 realizations of disorder for each value of p instead of the 1000 ones
for the N = 100 qubit chain. We also limit our analyses to the worst possible scenario, namely,
fluctuating disorder and, as before, we set τ = 10%t
MAX
.
As can be seen in Fig. C.7, the more qubits we have connecting Alice’s and Bob’s branches,
the more intensely the transmission efficiency is affected by the presence of disorder. Indeed,
as we add more qubits to the quantum wire connecting Alice and Bob we increase the number
of instances in which disorder and noise can act, reducing thus the transmission capacity of the
protocol.
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Figure C.7: Comparison between the N = 100 qubit chain (continuous lines) with the N = 1000 qubit chain (dashed
lines). The meaning of all quantities is equal to the ones shown in the figures of the main text. The values of t
MAX
,
the optimal time yielding the greatest transmission fidelity for the ordered model, are given in the figure for each case
studied. The optimal values for Jm for the N = 100 case are the same as in the main text while for N = 1000 we show
the optimal Jm when Jm ≤ 5.0 (upper panel) and Jm ≤ 300.0 (lower panel).
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