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Abstract
Almost Runge–Kutta methods are a sub-class of the family of methods known as general linear methods, used for
solving ordinary differential equations. They combine many of the favourable properties of traditional Runge–Kutta
methods with some additional advantages. We will introduce these methods, concentrating on methods of order
four, and present some recent results.
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1. Introduction
Traditionally mathematicians have used one of two different classes of methods to solve ordinary
differential equations numerically. These are known as Runge–Kutta and linear multi-step methods.
Runge–Kutta methods calculate a number of internal stages and then use this information to take a step
forward in time, discarding all previous information. Due to the fact these methods are one-step methods,
it is very easy to change the step-size from step to step to follow the behaviour of the solution. However,
an accurate error estimator is expensive for these methods. A cheap error estimator is desirable as a tool
to help us determine what the size of the next step should be. By a “cheap” error estimator we mean
a formula for approximating the local truncation error in a step without requiring additional function
evaluations. This is not possible for a high order explicit Runge–Kutta method, where it is necessary to
add extra internal stages to the method to obtain an error estimator.
Linear multi-step methods take a very different approach. They use information from previous steps to
take a step forward in time, but only compute a single derivative value. This makes it difﬁcult to change
the step-size. They are cheaper to use than Runge–Kutta methods, but they have a smaller stability region.
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They also have the disadvantage of being difﬁcult to start. In the ﬁrst few steps of the computation we do
not have sufﬁcient information to apply the method. One way of getting around this difﬁculty is to take
the ﬁrst few steps using a Runge–Kutta method of the same order.
Each of these classes ofmethods can be sub-divided into explicit and implicitmethods. Explicitmethods
allow the next step to be calculated using information calculated at previous time steps. Implicit methods
require information about the derivative at the current time to calculate the solution. This means an
iteration scheme, such as Newton iteration, is required at each time step. Explicit methods are obviously
much cheaper to use, but are not able to solve stiff problems. There is no generally accepted deﬁnition of
stiffness but the phenomenon can be recognised when it occurs. That is, if stability rather than accuracy
dictates the step-size for a problem, then the problem has to be regarded as stiff. We are interested only
in non-stiff problems in this paper.
We would like to enjoy the beneﬁts of Runge–Kutta methods (e.g. stability and ease of changing step-
size) but also some of the advantages of linear multi-step methods. One possibility is to use a method
like a Runge–Kutta method, but with more information passed between steps. This was ﬁrst proposed
in the form of “Pseudo Runge–Kutta methods” [6]. Another approach, that of “two-step Runge–Kutta
methods”, was proposed in [7].
The approach used in this paper, of Almost Runge–Kutta (ARK) methods follows [2–4]. This class of
methods is in fact part of the family of methods known as general linear methods, which were ﬁrst formu-
lated in [1].Although general linear methods were designed to be a unifying framework for Runge–Kutta
methods and linear multi-step methods, it has always been hoped that new methods would arise from this
general formulation.
2. ARK methods
The idea of these methods is to retain the multi-stage nature of Runge–Kutta methods, but allow more
than one value to be passed from step to step. This gives the methods a multi-value character.
Of the three input and output values inARKmethods, one approximates the solution value and the other
two approximate the scaled ﬁrst and second derivatives, respectively. To make it easy to start the methods,
the second derivative is required to be accurate only to within O(h3), where h is the step-size. The method
has inbuilt “annihilation conditions” to ensure this low order does not adversely effect the solution value.
These extra input values enable us to obtain stage order two. Traditional explicit Runge–Kutta methods
are only able to obtain stage order one. The advantage of this is that we are able to interpolate or obtain
an error estimate at little extra cost.
The general form of ARK methods is
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where s is the number of internal stages. For an order p method the three output values approximate
y
[n]
1 = y(xn)+ O(hp+1),
y
[n]
2 = hy′(xn)+ O(hp+2),
y
[n]
3 = h2y′′(xn)+ O(h3).
For ease of computation A is strictly lower triangular. This means the methods are not suitable for
stiff problems.
The coefﬁcients of the method are chosen in a careful way to ensure the simple stability properties of
Runge–Kutta methods are retained. The stability matrix, M(z), of a general linear method is found by
applying the method to the test problem
y′ = qy
giving
Y = AhqY + Uy[n−1], (1)
y[n] = BhqY + Vy[n−1]. (2)
Rearranging (1) and substituting into (2) gives
y[n] =M(hq)y[n−1],
where
M(z)= V + zB(I − zA)−1U.
The stability matrix of an ARK method possesses the “RK-stability” property of only one non-zero
eigenvalue. This eigenvalue is equal to the truncated exponential series. For the remainder of this paper
we will denote the truncated exponential series by expk(z), where
expk(z)= 1+ z+
z2
2
+ · · · + z
k
k! .
An example of a fourth-order, four stage method is
The four internal stages approximate y(xn−1+cih), where c=[1, 12 , 1, 1]T. These are calculated using
Y = h(A⊗ I )F + (U ⊗ I )y(n−1),
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where Y and F represent the vectors of Yi and Fi values, respectively. The 3 output values can then be
calculated from
y(n) = h(B ⊗ I )F + (V ⊗ I )y(n−1).
The stability matrix of this method is
M =


1+ 56z+ 13z2 + 148z3 16 + 16z+ 748z2 + 148z3 148z2 + 196z3
z+ 56z2 + 13z3 + 148z4 16z+ 16z2 + 748z3 + 148z4 148z3 + 196z4
z+ 12z2 + 712z3 + 124z4 −1− 112z2 + 12z+ 524z3 + 124z4 148z4

 .
The eigenvalues of this matrix are {1+ z+ 12z2 + 16z3 + 124z4, 0, 0}, conﬁrming that it does indeed have
RK-stability.
In this paper we will concentrate on fourth-order methods. The order of a method, p, is a measure of
the accuracy of the method.
3. Four stage, fourth-order methods
The general form of a fourth-order, four stage ARK method is
(3)
The conditions to ensure a method of this form has the correct order and stability properties are given
in Theorem 1.
Theorem 1. A four stage method of the form (3), with c = [c1, c2, c3, 1], has order four and is RK
stable if
b0 + bTe= 1, (4)
bTc = 12 , (5)
bTc2 = 13 , (6)
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bTc3 = 14 , (7)
bTAc = 16 , (8)
bTAc2 = 112 , (9)
Te+ 0 = 0, (10)
T(I + 4A)= 4eT4 , (11)
c1 =− 2 exp4(−4)
4 exp3(−4)
, (12)
(1+ 12 4c1)bTA2c =
1
4! . (13)
Proof. A proof of this can be found in [3]. 
Conditions (4) through to (9) are to ensure the ﬁrst output approximation is of order 4. The correct
accuracy of the third output approximation is ensured by conditions (10) and (12). Conditions (11) and
(13) guarantee the method has the correct stability matrix.
These methods have three free parameters. For ease of calculation we will take these to be c2, c3 and
4. Once these parameters have been chosen the method can be uniquely determined from Theorem 1.
Firstly, c1 can be calculated from (12). Then the bT vector can be found from the quadrature conditions
(5)–(7), giving
b1 = 3− 4c2 − 4c3 + 6c2c312c1(c1 − c2)(c1 − c3) ,
b2 = 3− 4c1 − 4c3 + 6c1c312c2(c2 − c1)(c2 − c3) ,
b3 = 3− 4c1 − 4c2 + 6c1c212c3(c3 − c1)(c3 − c2) .
After ﬁnding b0 from (4), a32 can be found from a linear combination of conditions (8) and (9). Provided
c1 = c2 we get
a32 = 1− 2c112b3c2(c2 − c1) .
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Next we can ﬁnd a21 and a31 from conditions (13) and (8), respectively,
a21 = 124b3a32c1(1+ 124c1)
,
a31 =
1
6 − b3a32c2 − b2a21c1
b3c1
.
Finally, T can be found from condition (11).
4. Five stage, fourth-order methods
As with traditional Runge–Kutta methods we can achieve enhanced performance if we have more
stages than are required for the order. We will concentrate on the case where we have one extra stage.
The general form of the method is the same as (3), but with one extra internal stage.
(14)
The conditions that guarantee the correct order for the ﬁrst output approximation are equivalent to the
case s = p = 4. The conditions for stability, however, are more complicated. This is partially due to the
slightly more complicated stability function, given by
R(z)= 1+ z+ z
2
2
+ z
3
6
+ z
4
24
+Kz5, (15)
where K is a free parameter.
Theorem 2. A ﬁve stage method of the form (14), with c = [c1, c2, c3, c4, 1], has order four and is
RK stable if
b0 + bTe= 1, (16)
bTc = 12 , (17)
bTc2 = 13 , (18)
bTc3 = 14 , (19)
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bTAc = 16 , (20)
bTAc2 = 112 , (21)
Te+ 0 = 0, (22)
Tc = 1, (23)
TAc = 5+ 5 − 
5
, (24)
5e
T
5 (I + A)= T (I + A+ 5A2), (25)
K(12 5c14 − 5)= (1+ 12 5c1)
(
1+ 1 + · · · + 44!
)
, (26)
where
1+ (− 5)z
1+ z+ 5z2
=
∞∑
i=0
iz
i, f or |z| small, (27)
bTA2c − 124 = (bTA3c −K), (28)
5(
1
2b
TA2c2 −K)= (5 − )(bTA3c −K). (29)
A partial proof of this result can be found in [3]. To complete that proof, the role of (24) has to
be identiﬁed.
The methods now have 9 free parameters. For ease of calculations we will take these to be c1, c2, c3,
c4, a43, K, , L and 5, where L = bTc4. The algorithm for ﬁnding the methods is more complicated
than for the case s = 4, but again the method can be uniquely determined once the free parameters have
been chosen.
An example method is given here
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5. A special class of fourth-order methods
In [4] a special fourth-order method was introduced which behaves like a ﬁfth-order method when
implemented in a speciﬁc way. The tableau is
(30)
The free parameters of thismethod have been chosen to satisfy the ﬁfth-order error conditions.Although
the order conditions for ﬁfth-order are satisﬁed, the ﬁfth-order annihilation conditions, which assure the
third output approximation does not adversely effect the ﬁrst output approximation, are not. If the method
is implemented using a ﬁxed step-size, order 5 behaviour is observed. If we vary the step-size, however,
we observe only order 4 behaviour. We can retain this ﬁfth-order behaviour if we vary the step-size in a
speciﬁc way.
Let h = h denote the stepsize to be used in step number n + 1, after step n has been completed
with step-size h. The output quantities from step n are approximations to y(xn), hy′(xn) and h2y′′(xn),
respectively. Since the ﬁrst of these are accurate to within O(h6), it will be satisfactory to adjust these,
as input to the next step, by leaving the ﬁrst unchanged and scaling the second by the step-size ratio .
Hence, the second input component will become an approximation to  · hy′(xn) = hy′(xn). Adjusting
the third component by a factor 2 will not be an adequate correction, because this component consists
of several terms which can be written as
h2y′′(xn)+ h3 110y
(3)(xn)+ h4(xn)+ O(h5),
where (xn) is a linear combination of elementary differentials. When we adjust y(n)3 for input to step
number n+ 1 by multiplying by 2, we obtain
2
(
h2y′′(xn)+ h3 110 y
(3)(xn)+ h4(xn)+ O(h5)
)
= h2y′′(xn)+ h
3

1
10
y(3)(xn)+ h
4
2
(xn)+ O(h5),
which will not give the correct result at the end of this step unless the factor −1 can be removed from
the h3 term.
This can be done by breaking the output approximation into two terms which approximate
h2y′′(xn)+ h4(xn)
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and
h3
1
10
y(3)(xn)+ (1− )h4(xn),
respectively. These will be scaled by 2 and 3, respectively so that their total will be
h
2
y′′(xn)+ h3 110y
(3)(xn)+ h4(xn)
(

2
+ 1− 

)
+ O(h5).
The quality of this as an approximation, to what would have been received as input to step number n+ 1
if the step-size had been constant with value h, is determined by how close /+ (1− )/2 is to 1 for
 ≈ 1. A suitable value for  is =−1 because

2
+ 1− 

− 1=− (− 1)((+ 1)+ (− 1))
2
.
We now partition the vector [0 1 2 3 4 5 ]T in the form


242
75
− 1352225
34
15
− 25675
− 196225
24
5


=


− 745
− 3245
76
15
− 51245
− 53245
19


+


− 3875
32
75
84
25
− 44875
− 51875
48
5


+


35
9
− 1288225
− 15425
3136
225
4018
225
− 1195


.
The original method can now be rewritten as
(31)
Note that in the U and Vmatrices, the factor  is the ratio of the step-size in the current step to that in the
previous step.
Since the writing of [4], several other methods have been found which have similar properties. They
also can be implemented in a special way to ensure ﬁfth-order is retained for variable step-size.
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Table 1
Comparison of error behaviours for ﬁxed and variable step-sizes for problem D1
n Error (r = 1) Ratio Error (r = 1.5) Ratio Error (r = 2) Ratio
500 3.805× 10−7 1.164× 10−6 4.151× 10−6
1000 1.189× 10−8 31.99 3.636× 10−8 32.00 1.297× 10−7 32.00
2000 3.718× 10−10 31.98 1.136× 10−9 32.01 4.053× 10−9 32.01
4000 1.194× 10−11 31.15 3.547× 10−11 32.03 1.265× 10−10 32.04
Table 2
Comparison of error behaviours for ﬁxed and variable step-sizes for problem D3
n Error (r = 1) Ratio Error (r = 1.5) Ratio Error (r = 2) Ratio
1500 3.639× 10−7 1.118× 10−6 3.963× 10−6
3000 1.139× 10−8 31.93 3.485× 10−8 32.09 1.236× 10−7 32.07
6000 3.561× 10−10 31.99 1.086× 10−9 32.08 3.853× 10−9 32.08
12,000 1.134× 10−11 31.39 3.367× 10−11 32.27 1.205× 10−10 31.98
6. Numerical Experiments
The aim in this section is to verify that method (30) does indeed behave like a ﬁfth-order method when
the change in step-size is appropriately implemented. To do this, experiments were carried out using
a scheme where a predetermined sequence of step-sizes was imposed. For each sequence of 5 steps,
step-sizes in the ratio 1 : r : r2 : r : 1 were used, where r is a parameter.
The problems solved were the D1 and D3 problems from the DETEST set. These are the Kepler orbital
problem with e=0.1 and 0.3, respectively. The results for r=1 (constant step-size), r=1.5 and r=2 are
given in Tables 1 and 2. The ratio between errors with average step-size in the ratio 2:1 are also given. If
the method were indeed behaving as ﬁfth-order we would expect this ratio to be approximately 25 = 32.
We see that this is the case. Even under quite stringent step-size changes the method retains ﬁfth-order
behaviour.
7. Further work
Recently work has been done on generalising these methods for use on stiff problems. The A matrix
is still lower triangular, but the diagonal elements are non-zero and each equal to the positive number .
Details of these methods can be found in [5].
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