Abstract. The frequency-response masking (FRM) technique is well known to be very efficient in the implementation of finite impulse response (FIR) filters with sharp transition bands. As sensor array beamforming is closely related to FIR filtering, the feasibility of the applications of the FRM technique in array beamforming is investigated in detail in this paper. On one hand, it is shown that there is a limitation in applying the FRM technique in passive array beamforming. On the other hand, for active array beamforming, a novel combination of the concept of effective aperture and the FRM technique does lead to the synthesis of desirable beamformers. These beamformers have effective beampatterns with sharp transition bands and low sidelobes, and can be implemented with fewer sensors than other design techniques.
Introduction
The frequency-response masking (FRM) technique [11] is well known to be very efficient in the implementation of finite impulse response (FIR) filters with sharp transition bands. In contrast to high-order FIR filters designed using conventional methods such as windowing, least-squares, or minimax methods, FIR filters designed by the FRM technique consist of a group of less-complicated subfilters organized in a special structure. Compared to other direct FIR filter implementation methods, the implementation of FRM filters is less demanding computationally.
Digital array beamforming has been widely and successfully deployed in military and commercial applications [1] , [4] , [15] . By exploiting the spatial diversity of sensors, digital sensor array beamformers receive/transmit signals from/to specific directions and attenuate signals from/to other directions, even if both the desired signals and the interferences occupy the same temporal frequency band. A conventional beamformer linearly combines the spatially sampled time sequences from each sensor to obtain a scalar output time sequence in the same manner in which an FIR filter linearly combines temporally sampled data. The correspondence between FIR filtering and beamforming is closest when the beamformer operates at a single temporal frequency and the array geometry is linear and equispaced [22] , i.e., a uniform linear array (ULA) beamformer. For a ULA beamformer, its response can be directly mapped to the frequency response of a corresponding FIR filter. The analogy between FIR filters and ULA beamformers led to the applications of FIR filter design methods in array beamformer synthesis [21] , [22] .
Beampattern characteristics fundamentally affect how the acquired sensor data are processed. The most important parameters are mainlobe width, sidelobe level, and transition bandwidth. In general, sharp transition bands and low sidelobes are desirable properties of a beamformer as the transition bandwidth determines the spatial discrimination capability and the sidelobe level determines the interferences and noise suppression capability. Analogous to FIR filter design, the spatial discrimination capability of a ULA beamformer depends on the size of the spatial aperture. To achieve a desirable beampattern with sharp transition bands and low sidelobes, beamformers designed by conventional methods require a large number of sensors leading to high costs and heavy computational loads. Although FIR filter design methods, such as windowing methods, have been applied to array beamformer synthesis in the aspect of sidelobe level reduction [22] , no attempt has been made to reduce the number of sensors while maintaining the same transition bandwidth and sidelobe level. This has motivated the present feasibility study on the applications of the FRM technique in array beamforming, with an emphasis on reducing the number of sensors and hence the computational complexity of the associated beamforming algorithm.
To facilitate the discussion on array beamforming using the FRM technique, some filter implementation issues such as the computational complexity, the required memory, and the effective filter length are studied in detail in Section 2. Passive array beamforming using the FRM technique is presented in Section 3, and an analysis is carried out to show the infeasibility of reducing the number of sensors. Subsequently, active array beamforming based on the concept of effective aperture [5] and the FRM technique is discussed in Section 4. Using the proposed method, it is possible to reduce the number of sensors for active array beamforming, as verified by simulations. Generalizations to two-dimensional (2D) active array beamforming are discussed in Section 5 and a conclusion is given in Section 6.
Frequency-response masking technique
The FRM technique [11] is an efficient method for implementing linear-phase FIR filters with sharp transition bands. This technique has become the method of choice primarily because of its considerable complexity reduction in implemen- tation compared to other FIR filter design alternatives, such as those in [6] , [7] , [19] . Further complexity reduction has been an active topic of research recently [8] - [10] and is one of the objectives of this special issue. As the FRM technique is maturing, it is of particular interest to look for applications in other areas. To facilitate the discussion on the FRM applications in array beamforming in Section 3, implementation issues such as the computational complexity, the required memory, and the effective filter length are studied in this section. The study of these issues is of interest in itself as well.
A realization structure for a filter using the FRM technique is illustrated in Figure 1 , in which several subfilters are involved. They are a bandedge shaping filter {h a (n)} and two masking filters {h ma (n)}, {h mc (n)}, whose transfer functions are given by
Let {h ua (n)} be the interpolated filter obtained from {h a (n)} with M − 1 zeros inserted between adjacent taps. As {h ua (n)} is normally assumed to be an evenorder linear phase filter, its complementary filter can be obtained easily with a simple delay line. The transition bandwidth of {h ua (n)} is 1/M of that of {h a (n)}, and multiple spectrum replicas appear in [0, 2π). Using properly designed masking filters, some unwanted spectrum replicas are removed while the rest are integrated in passband synthesis. Denote N m the maximum length of the masking filters, i.e., N m = max(N ma , N mc ), and adjust the length of both masking filters to N m by appropriately zero-padding if necessary. Although FRM filtering is well known to be computationally efficient, it was found that its implementation requires well-organized memory to hold a large number of input samples [14] , where the discussion was focused on field pro-grammable gate array implementation of digital filters synthesized using the FRM technique. Referring to Figure 1 , assume that the input samples are divided into M subgroups of N a samples each. When a new sample x(k) is available, one subgroup is updated by replacing the oldest sample with x(k). The subgroup is filtered by {h a (n)} as
which requires N a multiplications (for direct form implementation). The intermediate output is subsequently filtered by the masking filters, leading to
where 
is actually a linear combination of the following input samples:
where x(n) = 0 for n < 0. As we can see, the computational complexity is N a + 2N m multiplications per sample when k is larger than N a M + N m − M. Meanwhile, memory holding N a M latest input samples and 2N m intermediate outputs is constantly maintained throughout the filtering process. Assume that the condition N m ≥ M holds (N m < M is not of interest practically, as will be discussed shortly); then the effective filter length of the preceding FRM filter is equal to N a M + N m − M [11] . Let F s be the sampling frequency and F be the transition bandwidth of a designed lowpass FRM filter. The normalized transition bandwidth of the filter is defined as f = F/F s . The FRM technique is efficient when f is very small, i.e., f 1/16, which is assumed throughout the paper (note that f is the same as β introduced in [12] ). To meet the same specifications, the length of an optimum (Remez) FIR filter, N o , is slightly shorter than the effective filter length of the FRM filter [12] .
Some key features related to filter implementation between the FRM filter and the corresponding optimum FIR filter are compared in Table 1 ; these are the effective filter length, the memory size, and the computational complexity (in terms of number of multiplications). Despite the slightly longer effective filter length and the increased memory size for the case of N m ≥ M, the computational complexity of the FRM filter is considerably reduced compared to the optimum filter. The 
reduction in computational complexity is mainly attributed to the sparseness of the interpolated filter {h ua (n)}. In the FRM filter design, the factor M affects the complexity of the subfilters. As will be seen in Section 3, the effective filter length of the FRM filter is actually the total number of sensors to be deployed in passive array beamformers. It is therefore important to establish the relationship between M and N m .
For a given M, the transition bandwidths of the masking filters are
where w ap and w as represent the passband and stopband cutoff frequencies of the bandedge shaping filter, respectively [11] . Define the mean of ma and mc ,
which is a function of M. Given a f and magnitudes of the passband and stopband ripples δ 1 and δ 2 , the filter length can be approximated by the well-known Kaiser's equation [20] ,
For the same magnitudes of the ripples, the filter lengths N ma , N mc , and N mid , corresponding to the transition bandwidth ma , mc , and mid , respectively, satisfy the following inequality:
It is assumed that the ripple magnitudes of the masking filters, δ 1 and δ 2 , are 15% smaller than the allowed magnitudes of the designed filter, δ p and δ s [11] . Using (6) and (7), it can be found that N mid ≥ M is equivalent to
It follows from (8) that N m ≥ M when (9) is satisfied. As M is a positive integer, designed filter, as depicted in Figure 2 . It is obvious from this figure that for nontrivial FIR filters designed by the FRM technique, i.e., filters with maximum passband ripple less than 1 dB and minimum stopband attenuations larger than 13 dB, N m ≥ M is always satisfied. For example, in the design example given in [11] , the allowed maximum passband ripple δ p = 0.0115 (0.2 dB) and minimum stopband ripple δ s = 0.01 (40 dB) fall inside the region of N m ≥ M indicated in Figure 2 . Hence, we should have N m ≥ M. Indeed, it was shown in an example of [11] that for each M (M = 2, . . . , 14) , the corresponding N m that resulted in minimum filter complexity was always greater than M. For example, for M = 6 or 9, we have N m = 33 or 41. Thus, we conclude that it is generally true that N m is no less than M. This result has an important implication in the next section.
Passive array beamforming using the FRM technique
In this section we begin with a review on the relationship between narrowband array beamforming and FIR filtering [22] , and then discuss the feasibility of the applications of the FRM technique in passive array beamforming.
Passive array beamforming
The frequency response of an FIR filter with an impulse response {h(n)}, 0 ≤ n ≤ N − 1, is given by
which represents the response of the filter to a complex sinusoid of frequency ω. Similarly, the beamformer response is defined as the amplitude and phase presented to a complex plane wave, e jωk , as a function of direction of arrival (DOA) θ and frequency ω. For an N -sensor beamformer with an aperture function that is the same as the FIR filter {h(n)}, the beamformer response is [22] 
where τ 0 (θ ) = 0 and τ n (θ ), 1 ≤ n ≤ N − 1, represents the time delay due to propagation relative to the first sensor element.
The correspondence between FIR filtering and beamforming is closest when the beamformer operates at a single temporal frequency ω = ω o and the array geometry is linear and equispaced, i.e., a ULA beamformer. Let the intersensor spacing be d, the wavelength be λ, and the DOA relative to broadside be θ. Then the delay can be expressed as
and the relationship between the temporal frequency ω in FIR filtering and the direction θ in array beamforming can be identified as ω = 2π d sin θ λ . Thus, the temporal frequency in FIR filtering corresponds to the sine of direction in narrowband ULA beamforming. To avoid spatial ambiguity and increase the spatial resolution of a ULA beamformer, d = λ/2 is usually used and, in such a case, each θ ∈ [−π/2, π/2) is uniquely mapped to one ω ∈ [−π, π). The corresponding beamformer response becomes
The analogy between FIR filtering and ULA beamforming led to the applications of FIR filter design methods in array beamformer synthesis [21] . As the FRM technique is successful in FIR filter synthesis with considerable reduction in computational complexity, it is natural to ask whether we could apply the FRM subfilters as aperture functions to ULAs to achieve desirable beampatterns with fewer sensors compared with traditional beamformer design methods. The answer is negative for passive arrays, as will be discussed briefly in the following section. To simplify the presentation, H (φ) is adopted as the response of the beamformer with an aperture function {h(n)}.
Interleaved linear array beamformers
An intuitive idea in applying the FRM technique to array beamforming with the aim of reducing the number of sensors is to construct a linear sensor array consisting of several subarrays, each associated with one FRM subfilter. A linear array comprising one N m -sensor dense ULA with intersensor spacing d = λ/2 and one N a -sensor sparse ULA with intersensor spacing Md = Mλ/2 is shown in Figure 3 . This beamformer is called an interleaved linear array beamformer. Four subbeamformers are formed when the subfilters {h ma (n)} and {h mc (n)} are applied as aperture functions for the dense ULA and {h a (n)} and its complementary filter, {h c (n)}, are applied for the sparse ULA. Without loss of generality, let the phase be zero at the first sensor, i.e., x 0 (k) = e jω o k . The four subbeamformer outputs responding to the signal from θ can be written as
However, if we linearly combine these subbeamformer outputs, for example, by simply adding them together, we are unable to generate the desirable output in the form of
. Despite the similarity of the interleaved linear array beamformer to a temporal FRM filter, we fail to obtain the required array response
The reason lies in the difference between temporal filtering and array beamforming. As analyzed in Section 2, in the FRM filtering process, although N a + 2N m multiplications are required for each instance, N a input samples from the memory are involved for H a (z M ) and 2N m intermediate outputs from the memory for {v(n)} and {u(n)}. Because these intermediate outputs in turn are linear combinations of past input samples, the FRM filter output at each instance is in fact a linear combination of past samples given in (4), most of which are available in the memory. Throughout the whole filtering process, memory for holding the signal samples is indispensable. However, in array beamforming, the spatial samples are linearly combined at each snapshot. There exists no mechanism to hold the spatial samples similar to that in the temporal filtering process. With the limited number of spatial samples provided by the proposed sensor array in Fig. 3 , beamforming equivalent to that with a ULA with N o sensors cannot be achieved.
Multiple subarray beamformers
Having shown the infeasibility of applying the FRM technique in the interleaved linear array beamformers, we consider another kind of beamforming, which is closely analogous to the FRM technique. are shared and weighted with the aperture functions {h ma (n)} and {h mc (n)} simultaneously. Subsequently, the subarray outputs are weighted with aperture functions {h a (n)} and {h c (n)}. Assume that a narrowband plane wave impinges upon the linear array from angle θ relative to broadside, and the spatial sample at the first sensor is x 0 (k) = e jω o k . It can be easily shown that the beamformer output y(k) is (13) and the beamformer response is
which is identical to an FRM filter response.
From the array layout of the above multiple subarray beamformer, it is clear that, with the assumption of N m ≥ M, the total number of sensors is equal to N a M + N m − M, which is slightly larger than N o , the number of sensors for an equivalent ULA beamformer whose aperture function is designed using the Remez algorithm. For completeness, we mention that for the case of N m < M, the total number of sensors, N a N m , could be smaller than N o . However, as we discussed in the previous section, the resultant FRM filter would be a poor one unable to meet the required frequency specifications. Again, we fail to reduce the number of sensors by applying the FRM to multiple subarray beamformers.
In summary, we have shown the infeasibility of applying the FRM technique in passive array beamforming through an analysis of the difference between temporal filtering and passive array beamforming. Nevertheless, for active array beamforming, we will show in the next section that the FRM technique can be applied to synthesize active array beamformers with a reduced number of sensors.
Active array beamforming using the FRM technique
Active array beamforming is widely deployed in contemporary radar and sonar systems, ultrasonic diagnostic systems, etc., to remotely measure environment parameters or detect objects of interest. An active array beamformer comprises a multitude of sensor elements. Subsets of these elements form the apertures that are used for transmission or reception. At each excitation, the transmitted waves are weighted before propagating. The wavefront is then reflected when it hits the object. The scattered wavefront is resampled and converted to electric signals by the receiving elements.
As the number of sensors directly affects the system cost, Von Ramm et al. were among the first to propose an approach to reduce the number of elements in a linear array while minimizing grating lobes caused by sparseness of the array layout [23] . They proposed different spacings for the transmitting and receiving elements so that the transmitting and receiving grating lobes could be moved to different positions in the two-way radiation pattern where their contributions would destructively interfere. The basic idea behind this approach is the concept of effective aperture of an active array, which will be briefly reviewed here.
Let {h t (n)} and {h r (n)} denote the aperture functions associated with the transmitting and receiving arrays, respectively. The effective aperture of an active array is the receiving aperture which would produce an identical two-way radiation pattern if the transmitting aperture were a point source [5] . Mathematically, the effective aperture function is simply the convolution of {h t (n)} and {h r (n)}, i.e.,
where * represents the convolution operation. Hence, unlike for the passive array, one can come up with the same effective aperture function with different combinations of {h t (n)} and {h r (n)}. This was investigated in detail in the context of designing sparse linear arrays suitable for imaging systems [3] , [16] , [17] . We now briefly review a design method for sparse linear arrays [16] . Figure 5 shows an example of an effective aperture. In this example, the effective aperture is rectangular, with 16 elements and λ/2 element spacing. There are many different ways of selecting sparse transmitting and receiving aperture functions to yield the same effective aperture and the corresponding two-way radiation pattern. For example, we can use a single-element transmitting array and a 16-element receiving array with λ/2 spacing, as shown in Figure 5b . Alternatively, we can use a four-element transmitting array with λ/2 spacing and a four-element receiving array with 2λ spacing, as in Figure 5c . As can be seen, the latter design uses only 8 elements instead of the 16 elements of the former. In this example, the aperture functions for the transmitting and receiving arrays are rectangular. In practice, apodization can be used to control the shape of the effective aperture, offering more flexibility in designing an active array [16] . Among the various strategies for designing sparse arrays proposed in [16] , the best one is the vernier sparse array (VSA), which is analogous to a linear vernier scale. In a VSA, by spacing the transmitting elements pd apart and the receiving elements ( p − 1)d apart, where p is an integer, the convolution of the aperture functions will yield an effective aperture with elements spaced d apart. Figure 6 shows the aperture functions and the associated effective aperture of a VSA consisting of a 10-element transmitting array and a 10-element receiving array.
Note that all the existing methods for designing an active array using the concept of effective aperture [2] , [3] , [16] , [17] tried to either avoid the grating lobes by eliminating the periodicity of the sparse arrays or attenuate the grating lobes by introducing nulls in the effective aperture functions. Using the FRM technique, it will be shown next that instead of suppressing all the grating lobes completely, some of them can be integrated in mainlobe synthesis by exploiting the complementary property of {h a (n)} and {h c (n)} and by properly designing the masking filters.
Active interleaved linear array beamformers and effective aperture
Motivated by our discussion on passive array beamforming, we propose an active interleaved linear array (AILA) beamformer comprising one transmitting array and one receiving array, as presented in Figure 7 . The receiving array is an N rsensor ULA with intersensor spacing d = λ/2 and the transmitting array is an N t -sensor uniform sparse array with intersensor spacing Md = Mλ/2. As before, denote {h t (n)} and {h r (n)} the aperture functions associated with the transmitting and receiving arrays, respectively. Take the first sensor on the left of the AILA as a reference and assume an object is located at θ relative to broadside in the far field. The narrowband signal (of center frequency ω o ) is weighted before transmitting. Without loss of generality, assume that the signal from the first sensor arrives at the object at phase 0. The resultant signal scattered from the object can be expressed as a summation of the signals from all transmitting elements,
The scattered plane wave is then spatially sampled by the receiving array and weighted with the receiving aperture function {h r (n)}. The output signal becomes
By (15), the effective aperture of the AILA is
where
otherwise.
Aperture functions by the FRM technique
If {h a (n)} and {h ma (n)} are taken as the transmitting and receiving aperture functions, respectively, the output signal (17) becomes
When this process is repeated for the second excitation with the same transmitting signal, and the new transmitting and receiving aperture functions are {h c (n)} and {h mc (n)}, respectively, the corresponding output signal becomes The AILA beamformer output is the sum of the output signals (19) and (20) for the two excitations,
As seen from (19) and (20), the AILA beamformer actually makes use of two effective aperture functions
in which {h ua (n)} and {h uc (n)} are the interpolated filters of {h a (n)} and {h c (n)}, respectively. The novel combination of the concept of effective aperture and the FRM technique leads to the synthesis of desirable beamformers. Specifically, with a properly designed complementary filter pair and the masking filters, some of the grating lobes are integrated into the mainlobe synthesis instead of being suppressed completely. As a result, these beamformers have effective beampatterns with sharp transition bands and low sidelobes, and can be implemented with only N a + N m sensors, much less than the N a M + N m − M (or N o ) sensors required using conventional beamformer design techniques.
Computer simulations
A lowpass filter with a sharp transition band at (0.174π , 0.191π ) (corresponding to (10 • , 11 • ) in the azimuth domain) and minimum 40 dB stopband attenuation is synthesized. The frequency specifications of the FRM subfilters are presented in Table 2 .
The subfilters are applied as the aperture functions of the AILA beamformer, and the simulation results are plotted in Figure 8 . Assume that a sinusoidal signal with a frequency of 1 Hz is weighted with {h a (n)} and transmitted to the object. The transmitted waves reach the object at different phases. The scattered signal is resampled by the receiving array and weighted with the aperture function {h ma (n)}. For the second excitation, the aperture function pair is changed to {h c (n)} and {h mc (n)}. Two cases are simulated. Case 1: When a single object is located at 10 • or 11 • , the beamformer outputs of the object at 11 • are severely attenuated, as shown in Figure 8a . Case 2: When the two objects are present simultaneously, the scattered signals for the two excitations are shown in Figures 8b  and 8c . Because of the difference in the distance, it is assumed, without loss of generality, that the scattered signal from the object at 11 • experiences an extra π/2 phase difference. The scattered signals are then resampled and processed, leading to the AILA beamformer output in Figure 8d . By comparing Figure 8d with 8a, it can be seen that the signal from the object at 10 • is dominant in the beamformer output. We next generate the effective beampattern of the AILA beamformer. Assume that an object is located in the direction of θ in the far field. The beamformer output power is recorded when θ varies from 0 • to 40 • at an increment of 0.1 • , as shown in Figure 9 . The transition from 10 • to 11 • suggests the excellent spatial discrimination capability of this beamformer. With the aperture functions ob- tained using the FRM technique, the AILA beamformer is capable of separating two closely spaced objects with only 74 sensors (N a = 35, N m = 39). However, to obtain a similar beampattern using a ULA beamformer whose aperture function is designed using the Remez algorithm, at least 215 sensors are required.
The only drawback of the AILA beamformer is that two excitations and two alternating aperture function pairs are required to complete one cycle. However, in narrow-beamwidth beamformer synthesis, only one excitation and one pair of aperture functions are needed. It can be regarded as a special case of the broad-beamwidth beamformer synthesis described above. In this case, the grating lobes caused by the sparseness of the transmitting array are attenuated by the properly designed receiving aperture function. For example, to obtain a desired beampattern with mainlobe cutoffs at ω p and ω s , the frequency specifications of the bandedge shaping filter and the masking filter are given in Table 3 .
The synthesis of a narrow-beamwidth beamformer is compared for an AILA beamformer using the proposed method and a VSA beamformer using the method of [16] . Both the transmitting and receiving arrays of the VSA consist of 24 sensors, and cos 2 (·) is applied as the individual aperture function with d = λ/2 
Active two-dimensional array beamforming
Two-dimensional (2D) FIR filter design using the FRM technique was explored in [13] , [18] , in which the 2D frequency plane is divided into a number of complementary regions. By properly designing the masking filters, 2D FIR filters with sharp transitions can be synthesized. In this section, we generalize the beamforming method described in Section 4 to 2D active array beamformers with separable aperture functions.
A layout of an active 2D array is shown in Figure 11 with a reference sensor located at the left bottom corner. The receiving array is an (N m 1 × N m 2 )-sensor array with intersensor spacing d = λ/2 in both the n 1 and n 2 directions. The transmitting array is an (N a 1 × N a 2 )-sensor array with intersensor spacings
the n 1 and n 2 directions, respectively.
Assume that an object is located in the direction of (θ a , θ e ) in the far field, where θ a and θ e are the azimuth angle and the elevation angle, respectively. The transmitted narrowband signal with center frequency ω o , weighted with the transmitting aperture function {h t (n 1 , n 2 )}, 0 ≤ n 1 ≤ N a 1 − 1, 0 ≤ n 2 ≤ N a 2 − 1, strikes the object in the far field at different phases, leading to the scattered signal
where k is a unit direction vector pointing to the reference sensor of the transmitting array from the object and r is a sensor location vector with respect to the reference sensor. Both vectors can be expressed in Cartesian coordinates
where [·] T represents the transpose operation. Assume that the transmitting aperture function is separable,
The scattered signal can be simplified as
where φ 1 = π k x and φ 2 = πk y . The scattered signal is then resampled by the receiving array and weighted with the aperture function {h r (n 1 , n 2 )}. Assume that h r (n 1 , n 2 ) is also separable as h r (n 1 , n 2 ) = h ma 1 (n 1 )h ma 2 (n 2 ). The effective response can be expressed as
As both transmitting and receiving aperture functions are separable, the whole spectrum (−1 ≤ k x , k y ≤ 1) is divided into four regions. These four regions form a complementary set. Thus, in 2D active array beamforming, four excitations are needed, as shown in Figure 12 . In addition to the effective response shown in (25), the other three effective responses are
The effective active array beamformer response, as a summation of (25) and (26), can be written as
Hence, H (φ 1 , φ 2 ) is the product of two 1D active array beamformer responses, which are of the same form as two 1D FRM filters. Similar to our discussion in the previous section, we can then synthesize 2D active beamformers with desirable beampatterns with fewer sensors than using other design techniques, as shown in the following example.
In this example, we simulate the effective beampattern of a 2D array using two 1D FRM filters. In addition to the 1D FRM filter presented in Table 2 , another 1D FRM filter is designed to meet the same specification as described in Section 4.3; the subfilter specifications are shown in Table 4 . 2D aperture functions are formed and applied to the 2D array with a (35 × 35)-sensor transmitting array and a (39 × 33)-sensor receiving array. Assume that an object is located in the direction of (θ a , θ e ) in the far field (0 ≤ θ a < 2π, 0 ≤ θ e ≤ π/2). The transmitted signals weighted with the 2D transmitted aperture function strike the object at different phases. The scattered plane wave is resampled by the receiving array and weighted with the corresponding 2D receiving aperture function (see (25) and (26)). For the 2D active array beamforming, four excitations are conducted to complete one cycle. The beamformer output power is recorded at an increment of 1 • in both azimuth and elevation angles, and the beampattern is depicted in Figure 13 . Finally, to meet the same specification on the beampattern, a 2D beamformer with aperture functions designed using conventional methods, such as the Remez algorithm, would require 215 × 215 sensors, which is extremely large compared with the number for the proposed active beamforming method.
Conclusion
The feasibility of applying the FRM technique in digital array beamforming has been investigated in detail in this paper. Despite the reduced computational complexity in temporal FRM filtering, a large memory to hold the input samples is required throughout the filtering process. Because there is no mechanism similar to that of temporal filtering in array beamforming, numerous sensor elements are required to provide enough spatial samples for processing in passive array beamforming. Therefore, it is infeasible to apply the FRM technique in passive array beamforming to reduce the number of sensors while maintaining the same beampattern. However, the FRM technique does find application in active array beamforming by a novel combination with the concept of effective aperture. With fewer sensor elements, a beampattern with sharp transition and low sidelobes can be achieved. The proposed active array beamforming method is also flexible in meeting a specific mainlobe width. The active array beamforming method has also been generalized to 2D active array beamforming and illustrated by simulations.
