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ABSTRACT
The study of hadronic structure is carried out via lattice QCD through the cal-
culation of wave functions and density-density correlation functions for both the
pion and the rho meson. Since there is no unique definition of the relativistic wave
function, this issue was clarified by calculating three alternatives: string, Coulomb-
gauge and adiabatic wave functions. In particular, the wave function was found
to be a combination of (i) the amplitude for finding a quark-antiquark pair at a
certain specified separation and (ii) the overlap between the gluon configuration in
the physical hadron and the implied gluonic component of the definition selected.
The gluon flux tube of the adiabatic wave function was found to have a much
larger overlap than either the Coulomb-gauge or string wave function.
The role of multiple quark-antiquark excitations coming from the effects of valence
quarks scattering to negative energy states and back was also investigated. These
multiquark-antiquark components were found to have a significant contribution in
both the adiabatic wave function and the density-density correlation function.
Some preliminary investigations were also made regarding the issue of momentum
projection on the lattice. It was found that the use of a wall-like source to create
a quark propagator with a definite momentum has limited applicability since it
leads to a large statistical noise for many correlation functions used in extracting
hadronic matrix elements.
The above calculations were done with a 163 x 16 lattice using twenty quenched
gauge configurations at / = 5.7, corresponding to a lattice spacing of 0.2 fm.
Quark propagators were calculated at three quark masses (170, 95 and 40 MeV)
using distributed sources based on the bag model.
Thesis Supervisor: John Negele
Title: Director, Center for Theoretical Physics
William A. Coolidge Professor of Physics
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Chapter 1
Introduction to lattice gauge
theory
Lattice gauge theory began with Wilson's work in the early 70's [1]. It is
the only known means to solve QCD. With developments in theory and computer
technology, it is finally at the point of making a major quantitative impact. Hence,
it is appropriate at this point to address the motivation for making a discrete lattice
approximation to continuum field theory.
1.1 Motivation
A crucial aspect of the birth and development of the "industry" in lattice
gauge theory has been our relative failure as theoretical physicists to establish
intimate contact between the huge body of experimental data on hadrons and
quantum chromodynamics (QCD) - the theory believed to describe the strong in-
teractions of quarks and gluons. The efforts in this direction, prior to the lattice
era, are certainly disappointing when compared to the success of quantum elec-
trodymnamics (QED) in describing the interactions between electrons and photons;
9
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the key difference is that QED is much more amenable to perturbative treatment
whereas perturbative theory is only useful for QCD at very high energies (where
the "strong" coupling becomes increasingly weak). Even today, the primary con-
cern of many lattice theorists still lies with QCD although there have been much
lattice work going beyond hadrons (e.g. constraints on the Higgs particle and
simulations of curved spacetimes).
What this means is that much of our current understanding of hadronic
structure is based on models inspired by QCD. Being models, they are only able
to focus on one or more specific aspects of QCD, with little to say about other
important ones. The MIT bag model comes to mind where confinement is con-
cerned: we have a bag of weakly interacting quarks confined within some radius by
fiat. On the other hand, the observation, that mesonic fields become the relevant
degrees of freedom in the limit of very large number of colors, leads to the Skyrme
model. (Note that historically Skyrme proposed his model in the 1960s prior to
QCD.) Other models like the chiral and hybrid bag models seek to include both
these features. Clearly, the unsatisfactoriness of this state of affairs cannot be
over-emphasized.
The formulation of field theory on a lattice plays two essential roles. The
first is having a finite number of degrees of freedom. Secondly, the lattice serves
as an ultraviolet cutoff. However, all these lead to two important consequences.
The first point is that, unlike other renormalization schemes, the cutoff is not
based on perturbation theory and we see that non-perturbative physics such as
confinement becomes accessible. Although the QCD sum-rules approach is also a
non-perturbative prescription, it is not capable of giving major quantitative results.
The second point is perhaps the most versatile and distinguishing feature
of lattice field theory: the availability of a well-defined system for study. Using a
finite box as the limits of spacetime, the number of degrees of freedom becomes
finite and the Feynman path integral approach to field theory tells us that the
10
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evaluation of physical observables reduces to the problem of quadrature: multiple
integrations over the compact group manifold of the gauge group of QCD for a
finite number of spacetime points! This is crucial because it is then possible to put
the system on a computer; in fact the current bread-and-butter mode of operation
in lattice QCD is the use of Monte Carlo simulations in evaluating these integrals.
The nice thing about all this is that having stored the whole system on the
computer, one can then calculate a large number of physically significant proper-
ties of eigenstates and hadronic systems in thermal equilibrium; this is however
limited by the requirement of dominantly positive integrals. Since the approxima-
tion to the continuum theory can be systematically improved, the lattice approach
constitutes an attempt to solve, rather than model, QCD. Starting with a pro-
posed Lagrangian, it is capable in general of yielding first-principle calculations of
physicable observables, both those accessible and inaccessible to experimental in-
vestigation. In addition to the obvious need to extrapolate from our finite-volume-
and-finite-spacing framework to the physical world, there are other limitations
which are addressed in section (1.3).
Before these are to be discussed, the key ideas in lattice QCD will be re-
viewed.
1.2 The essentials of Lattice QCD
As we have seen, the lattice provides a well-defined framework for the defi-
nition of a quantum field theory. It involves the following key ideas.
1.2.1 the use of a finite lattice spacing as a cutoff
This is important because currently the procedure of renormalization is the
only way available to us for extracting meaningful predictions from a fundamental
11
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quantum field theory. For a finite lattice spacing a, the maximum momentum that
exists on the lattice is of the order , and this imposed ultraviolet (ie. at the
high momentum end) cutoff goes to infinity as the lattice spacing goes to zero.
There is the obvious need to address the practical issue of how small the lattice
spacing must be before we can be confident that the lattice version is a good and
systematic approximation to the underlying continuum theory (see section 2.2).
1.2.2 path integral formulation
The use of Feynman path integrals in field theory is crucial to our ability to
put the theory on the lattice. The formulation of quantum evolution in terms of
the sum of time histories is more than just a useful physical picture. It provides a
powerful computational framework by replacing non-commuting operators in field
theory with an integral over additional continuous variables.
1.2.3 stochastic methods
The aforementioned finite integral typically involves 106 to 107 variables
(for a lattice volume of 164 ) and is amenable only to numerical techniques. In
fact, a major idea in lattice QCD is the evaluation of these integrals via stochastic
methods. This involves intelligently decomposing the integrand into a piece f(x)
which varies according to the observable under investigation and another piece
P(x) which acts as a weighting factor for a particular Feynman path:
dx P(x)f )-- f(xi) (1.1)dx PJx ~f~x)~ N i=
where the xi are distributed according to the weight P(x) and N is the sample
size, each sample being obtained from Monte Carlo methods. The extension from
this illustration with one variable is straightforward.
12
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1.2.4 Euclidean time
In addition, before the use of Monte Carlo integrals, it is necessary to
analytically continue the path integral into imaginary or Euclidean time. This is
because in Minkowskian time, the evolution operator
U(t, to)= e- i (t - t o)
where 1- is the Hamiltonian, has an oscillatory character. Minkowskian path inte-
grals would involve the phases of nearby paths frequently cancelling one another;
this is not well suited for Monte Carlo evaluations.
In Euclidean time, energy eigenstates decay exponentially with rates equal
to their energies:
U(r, ro) = e- ( T- °)
Therefore from an initial state h) at To, after evolving for a sufficiently large r,
only the lowest energy eigenstate with the quantum numbers of Ih) survives.
1.3 Sources of uncertainties and limitations
1.3.1 statistical errors
The use of Monte Carlo methods to generate gauge configurations neces-
sarily means the presence of statistical uncertainties. In lattice QCD these are
perhaps the errors under the best control, in the sense that one can systematically
reduce the uncertainties by increasing the number of configurations generated (N)
i.e. the sample size, with of course an accompanying computation cost in computer
resources. This is possible because the statistical errors behave like 1/VN, which
also tells us that increasing the sample size by four times only reduces the errors
by half.
13
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The other major difficulty concerns the correlations between the statistical
uncertainties of quantities calculated using the same ensemble of gauge configura-
tions. For a further discussion of this point, see Appendix B on error analysis.
1.3.2 finite lattice spacing
One of two separate issues regarding limitations arising from the use of a
finite lattice spacing concerns the errors themselves. This is clear if we visualize
the lattice action as being made up of the standard continuum action of QCD plus
an infinite series of unwanted higher dimension operators whose effects on physical
quantities vanish as powers of the lattice spacing a. The lattice calculations re-
ported in this thesis is based on the so-called Wilson action [1] which is essentially
the most local lattice action consistent with gauge invariance. In principle one can
"improve" on this action by adding higher dimension correction operators so that,
for example, the leading unwanted term is of O(a2 ) instead of O(a) [2].
A more subtle but somewhat related issue we must confront is the question
of how well lattice results approximate the continuum theory. The ideal way to
investigate this matter is as follows:
(i) Use the physical value of one operator (1 to fix the physical value of a corre-
sponding to some selected g:
(O1) = a-dl(fi (g)) (1.2)
where d1 is the dimension of the operator and fi is the dimensionless quantity
calculated on the lattice with some chosen g and with all lengths expressed
in units of the lattice spacing a. The value of a obtained in physical units
then completely specifies all other observables 92, O3 ... that we may care
to calculate on the lattice.
14
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(ii) Repeat the previous step for a sequence of successively smaller and smaller
values of g (i.e. towards the continnum limit), thereby obtaining the func-
tion a(g) and a sequence of values for the observables 02, 03 ... each of
which should approach a limit as g -+ 0, with the limit in agreement with
experimental results (if available). The nature of the approach toward a limit
would give information on how close the lattice data are to the continuum
result and in principle one can systematically obtain higher precision by go-
ing to ever smaller g. Presumably this approach would also be faster with
the use of "improved" actions mentioned earlier.
However, the procedure just described is highly impractical since we might
have to go to an extremely small g before the results become convincing. Fortu-
nately, the renormalization group function ad comes to the rescue:
dg (1.3)
This is because the first two coefficients in the above expansion are independent
of the regularization scheme and so their values can be obtained from continuum
one and two-loop calculations. Upon integration, this equation leads to
a(g) =og0) e2 g [1 + (9g2)] (1.4)
where AL is an integration constant. This perturbative scaling can then be used as
a test of continuum behavior. Indeed, measurements of the string tension demon-
strate that above about : = 6, continuum behavior is observed [3].
1.3.3 finite volume errors
As explained earlier, lattice calculations are performed in a finite volume
so that the number of degrees of freedom is finite. However, the associated finite-
size errors are non-perturbative in character and must be determined by numerical
15
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calculations alone. In particular, the use of periodic boundary conditions means
that instead of a single hadron, one is in fact dealing with a dense "hadronic
crystal" capable of generating artificial interactions between light quarks and their
mirror images in neighbouring cells. In the lattice results reported in this work,
the linear dimension of the box used is about 3.2fm which is relatively large, or at
least good enough for us to assume linearity of these artificial interactions (i.e. to
consider only nearest-neighbour cells) and thus to include "image" corrections in
our calculated quantities. For details, see Appendix A where it is explained how
such corrections are done for the Coulomb-gauge wave functions.
1.3.4 effects of higher mass states
We have already seen how one can extract ground state properties on a
Euclidean lattice. In practice this is achieved by separating the creation and an-
nihilation operators (with the quantum numbers of the desired hadron state) far
enough along the time direction so that only the ground state becomes visible
within the statistical errors while the other more massive states with the same
quantum numbers are suppressed exponentially. One drawback is that the desired
signal gets weaker as we move away from the source (point of creation or anni-
hilation), with increasing statistical errors. One obvious remedy is to choose an
"intelligent" operator to try to maximize its overlap with the desired state relative
to the other unwanted excited states. The latter point is also discussed in section
(2.6) on sources.
1.3.5 uncertainties arising from quark fields
One of the more serious limitations in lattice QCD has been the sources of
errors introduced by quark fields. They have been there since the beginning and
are yet to be completely resolved in a satisfactory manner, though progress has
16
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certainly been made.
simulating fermions
In the pure gauge theory of gluons, the action is just an ordinary num-
ber, and by analogy with classical statistical mechanics (between the Feynman
path integral and the partition function), the gluons are easily simulated via stan-
dard stochastic methods. However, since the quark fields are anticommuting, the
analogy breaks down. Current practice is to formally integrate out the fermion
variables to give a determinant:
Z = dAdpdb e -S g - M ¢
= JdA e -s g det(M). (1.5)
This determinant is huge and rather tedious to simulate. There have been sev-
eral other approaches like the "pseudofermion" method [4], "hopping parameter
expansion" [5] and the microcanonical method [6] but they are rather ugly or lim-
ited in applicability and certainly still technically demanding. As a consequence,
most simulations are done in the "valence" or "quenched" approximation where
the effects of sea quarks are neglected (see section 2.3).
fermion doubling
If one naively discretizes the Dirac equation on the lattice, one obtains extra
particles. This is easy to see in one space dimension where a naive discretization
of the Dirac Hamiltonian is
Ho = K i(aaj+l - bbj+l) + m E atbj + h.c. (1.6)
a a
where aj and bj are fermionic annihilation operators on sites j located along a
line. They represent the upper and lower components of a two-component spinor.
17
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The spectrum of single particle states for the above Hamiltonian is easily found in
momentum space
E 2 = m 2 + 4K 2 sin 2(q) (1.7)
where q runs from 0 to 2. The doubling problem is manifested in the fact that
there are low energy excitations for momenta q in the vicinity of 7r as well as 0. In
D spatial dimensions, this doubling increases to a factor of 2D .
A simple solution to the doubling was suggested some time ago by Wilson
[7] who added a term that created a momentum-dependent mass
H = Ho - rK (atbj+ + ba+l + h.c.) (1.8)
where r is called the Wilson parameter. The energy spectrum is now
E 2 = 4K 2 sin 2(q) + (m - 2Kr cos(q)) 2 (1.9)
and we see that the states at q near r have a different energy from those near
0. For the continuum limit, the parameters should be adjusted so that the extra
states become infinitely heavy.
A more rigorous treatment of the doubling problem is known as the Nielsen-
Ninomiya no-go theorem, which proves using homotopy theory that one cannot
avoid fermion doubling in a lattice theory which is simultaneously Hermitean, lo-
cal and chiral symmetric [8]. The Wilson approach works because for finite lattice
spacing, chiral symmetry is explicitly broken; for investigations where explicit chi-
ral symmetry is desirable, another approach using so-called staggered fermions [9]
is commonly used.
Recently it has been proposed that an infinite tower of heavy states may
solve this problem. The basic idea is to absorb the extra species of the naive
formulation into a band of heavy states. For this rather intriguing idea, see the
papers by Kaplan [10], Frolov and Slavnov [11], and by Neuberger and Narayanan
[12].
18
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extrapolation to physical quark mass
For Wilson fermions the hopping parameter c is connected to quark masses
by the relation
mqa 2- (1.10)
where cc, is some critical value corresponding to massless quarks (chiral limit).
Measurement of sc directly on the lattice is tricky since the signal is the zero mass of
the pseudoscalar meson. There being no way to find a massless excitation in a finite
system (lattice), this is done instead by extrapolation. Such extrapolations usually
assume leading chiral behaviour (e.g. m, 2 and other masses proportional to mq)
and deviations from this assumption can be determined by numerical calculations.
Much of the above discussion is based on the excellent reviews by Negele
[13], Creutz [14] and Kronfeld & Mackenzie [15].
19
Chapter 2
Our lattice framework
This chapter gives an account of the lattice framework that I use for the
lattice calculations reported in this thesis. Unnecessary details are avoided if pos-
sible. The emphasis is on the aspects relevant to physics; technical details are only
mentioned as and when they have a bearing on the physical framework chosen. On
the latter point, it is obvious that technical limitations coming from finite com-
puter resources (both memory and speed) impose a very powerful constraint on
how various aspects of the framework have been selected.
2.1 Lattice action for QCD
There is of course no unique lattice formulation of the QCD Lagrangian;
alternative versions of lattice actions leading to the same continuum action as the
lattice spacing a 0 are equally valid.
The one chosen in this work is the so-called Wilson action, for both gluons
and quarks:
Action SQCD = Sgluon + Sfermion
Sgluon = [E [ (1 _ P ())] ; 6= 92
20
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P =
Sfermion -
M(x, y) =
Tr [U,(x)U,(x + 1 )U(x + v)UI(x) + h.c.]
(x)M(x, y) ,(y)
- E [( - )U(X)( + , y)
+ ( + )Ut(x - )6( - i, y)] (2.1)
where U,(x) is the link variable pointing from x to its nearest neighbor in the i-
direction (the point labeled x + pi) and is related to the continuum gluon variable
A,(x) by
U(x) = eigaA,() (2.2)
and Kc is the hopping parameter specifying the quark mass. The quark fields +P(x)
and +(x) are defined at each lattice site. Note that the color (Latin) and Dirac
(Greek) indices on Ub(x), ,6(x) and MA(x, y) have been suppressed for clarity.
X+V
Us
+ X+9 +V
U"
x L X+9
Figure 2.1: Diagram illustrating a plaquette P,,(x).
This action is gauge-invariant for any lattice spacing. In other words, it is
unaffected by a local gauge transformation in which the fermion and gauge fields
21
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are rotated by SU(3) group elements g(x) defined at each point:
(x) g(x)O(x)
U,(x) g(x)U,(x)gt(x + ). (2.3)
By expanding in powers of the lattice spacing a, it is easy to show that
SQCD yields the continuum expression of the QCD Lagrangian as a - 0:
Sgluon 'f 'd4 F F .,V
F, = mA, - A, + ig [A, , A,]
Sfermion -+ (D, + m) i, D, = , + igA, . (2.4)
The motivation for the choice of this action is simplicity. It is obvious that
Sg9uon is the simplest action consistent with gauge invariance. Since the plaquette
P,, (a lxl square loop) is the smallest non-trivial quantity that is gauge invariant,
Sgluon is also the most local choice. More complicated actions including terms with
higher dimension operators can of course be constructed (for example to cancel
the 0(a) correction) but this is not attempted in this work.
The choice of Wilson's prescription for Sfermion is also the simplest known
where explicit chiral symmetry on the lattice is not vital to the physics under
investigation. Basically, the doubling problem is solved by letting the unwanted
fermions (see section 1.3.5) acquire infinite mass as a -* 0.
2.2 Choice of Lattice Volume and Spacing
The lattice volume used in this work is a hypercube of size 163 x 16. The
number of lattice sites used depends on the availability of both computer memory
and speed. It should be emphasized that the present lattice framework is very
much a continuation of previous ones employed by prior graduate students [16, 17]
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where 84 and 124 lattices were initially used. The latter point also accounts for
the choice = 5.7 as explained below.
/3 = 6/g2 and the lattice spacing a are related by the renormalization group
equation as given by equation (1.3). As the cutoff a is adjusted towards the
continuum limit, the coupling constant g (or equivalently ) also changes according
to equation (1.3) so as to keep physical quantities fixed. Because of asymptotic
freedom, - oo as a - 0, as can be seen from equation (1.4). As mentioned in
section (1.3.2), such asymptotic scaling is already seen at / = 6.0. In that sense,
the choice d = 5.7 is close to the desired scaling region but not quite there.
But the exponential dependence of a on P as indicated by equation (1.4)
means that a relatively small change in /3 corresponds to a more dramatic one in
a. For example, to quote recent precision measurements of a using bound states
of heavy-quark systems (,T), the values of a as reported in Table 2 of [15] are
0.18(1) fm and 0.098(3) fm for = 5.7 and = 6.0 respectively. This means
that on a 83 or 123 spatial lattice, using /3 = 6.0 would yield a physical volume
that could barely contain a typical hadron! This is why = 5.7 is chosen as a
compromise between the competing needs of the correlation length (as set by
confinement) of a hadronic system:
a < << 
where is the physical linear dimension of the lattice used. This applies even for
the 163 lattice used in this work.
In summary, our lattice spacing is about 0.2 fm while the physical volume
of the lattice used is (3.2fm)4 . Figure (2.2) shows how a typical hadron compares
in size with our choice of lattice spacing and lattice volume. Indeed, our lattice
volume can accomodate a hadron comfortably and our lattice spacing is small
enough to allow a meaningful probe of the physics inside the hadron.
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Figure 2.2: Diagram showing how a typical hadron (proton) compares in relative
size to the lattice volume and spacing used. The smaller shaded circle corresponds
to a sphere with radius equal to the rms charge radius of the proton and contains
about 63% of the proton charge. The bigger circle that just touches the lattice
boundary corresponds to a sphere which contains about 96% of the proton charge.
2.3 Quenched approximation
As indicated in section (1.3.5), direct simulation of antisymmetric fermionic
variables is not possible. The standard way out is to do the integration over the
fermionic fields explicitly, leaving only a gauge-field integral:
Z = J DUDD ¢ e-Sgluon-~M
= J U [det M] e-Sgluon (2.5)
where the determinant is of an extremely large matrix whose dimension \JV is given
* DIG * s .~~~~~~~........ . a
., .. . ~~~.. .................
, ~~~~~~~~..................... . ...... ..... 
, ~~~~~~~.... ................ .................... 
, · · A >..... · · · · · · ·.
.............................................
:::::::..::::: ::.... : .: .... .. ..... . ........ . ......... ::.....::.: 
*:::::... . :... \........
* * * * 1.\..~~.. ... .... ..... ...
A. . .... : :. : ............. ...... :.....:..:.:::l .:::: ::::::: ::::::::::::::::::::::::...... ::::-::::::* * * * .~ii~ii~:...:....:.: la iiii~i · :t : .... · A.:
::: :::::::::::::::: ::::::.::: :::::::::::
·~~~~~~~~~~: : :.... :.: ;~iii~iii:.liii~i: . , ::... ' :.... :...::: ..::
***~~~~~~· .:· · ........................................... ....... .................. ::.:: ., . :.
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by the number of lattice sites together with the degrees of freedom associated with
spin, color and flavor!
The time required to compute a determinant of a matrix grows with the
cube of its dimension; moreover this is to be done for each update of gauge link (see
section 2.4 for more information on link update). However, this is not necessary
since a look at the details of the matrix M tells us that only neighbouring matrix
elements are coupled together directly; changes in a link variable thus affect only
a small fraction of the remaining elements. From the following formula
1 6
DetM = M (2.6)DetM M~
it is clear that for an algorithm like the Metropolis method, only the inverse of
the matrix needs to be evaluated for each update. In short, to evolve dynamical
fermions, the Metropolis, molecular dynamics or microcanonical evolution only
requires the application of M-l to a vector, with M - 1 obtainable from solving a
sparse linear system.
Nevertheless, the standard inversion methods for a sparse matrix (e.g. con-
jugate gradient) still require an operation count of (V x bandwidth x number of
iterations in the conjugate gradient algorithm). To avoid the necessary intensive
demands on computer resources, we are adopting the "quenched approximation"
used in most of the simulations so far. The approximation involves ignoring the
determinant when generating the gauge configurations; this is tantamount to ne-
glecting the feedback of the fermions on the gauge field dynamics. This is best seen
by means of a hopping parameter expansion [13] where it is clear that omitting
the determinant leaves out all time histories in which dynamical (sea) quark loops
are excited from the Fermi sea. It will be seen in section (2.7) that in such a sce-
nario, hadronic systems are studied via quark propagators in a background gauge
field obtained in a simulation of a pure quarkless theory of gluon fields alone. In
terms of Feynman diagrams, all gluonic exchanges between the valence quarks are
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included but the effects of sea quark loops are excluded. This approximation is
thus perhaps better named as the "valence" approximation.
Limited computer resources is obviously the key motivation for using the
quenched approximation. However, it is not as drastic as it may seem for various
reasons. Firstly the naive quark model works surprisingly well. Secondly, QCD to
leading order in a 1/NC expansion (No refers to the number of colors) is quenched
[18]. As demonstrated by 't Hooft [19], in any Feynman diagram there is a 1/NC
suppression factor associated with each closed fermion loop in a large NC expansion.
Perturbatively, corrections to tree level meson properties due to the effect of meson
loops are suppressed in 1/NC [20].
Thirdly, most simulations that include the effects of sea quarks do not
find substantial deviations from quenched results, especially when the observables
are dominated by gluon dynamics. Indeed, for such observables, the difference
between the quenched and unquenched results can largely be accounted for by a
renormalization of the coupling constant g. Nevertheless, the prospect of doing
"full QCD" simulations on the level of today's quenched simulations (i.e. with
comparable lattice volume, etc) is still eagerly awaited by all lattice theorists.
2.4 Generation of Gauge Configurations
Even after integrating out the fermi fields explicitly, the evaluation of ob-
servables still entails the integral over the link variables; the typical dimension of
such a integral is huge, being about 106 for the 164 lattice used in our work. This
is why the use of Monte Carlo methods is indispensable in the evaluation of such
integrals.
The basic idea of Monte Carlo methods is to sample the vast integration
phase space randomly. However, the fact that the action S is exponentiated means
that a small change in S can translate into a big drop in the probability distribution.
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Random hits would therefore miss much of the phase space most of the time and
only after many many tries can one generate a sample with reasonable accuracy.
To improve on this gross inefficiency, modern stochastic methods select points
not randomly, but with some "importance sampling". The key idea is that the
new trial point is obtained by a small displacement of the previous one so that
successive points subsequently generated are rarely too far from the region where
the weight e-S(U) is significant. Typically, as in the Cabibbo-Marinari heat-bath
algorithm [21] we are using, such a displacement is made in only one variable at
any one time, with other variables being held fixed at their current values.
In short, proceed as follows. Computer update each link U one after the
other until the whole lattice is covered. (In practice, because of the local nature of
the action in which a change in one link variable only affects six plaquettes, one can
subdivide the lattice into sublattices whose links can be updated simultaneously
on a vector or parallel machine.) One such updating of all the link variables consti-
tutes one iteration. The initial configuration of links chosen is arbitrary, though it
is usual to start with either a 'cold' (all U set to unity) or 'hot' (all U set by random
SU(3) matrices) configuration. The first several hundred (a number varying with
lattice size) iterations are usually required before the configuration settles down to
some equilibrium value; a convenient criterion for such 'stability' is to monitor the
Wilson loop values through the iteration process. When these Wilson loop values
begin to shed off their initial large fluctuations and agree with published values,
the configuration is considered to be thermalized. After thermalization, the first
configuration is selected and stored in the computer. Subsequent configurations
are selected after a suitable interval of iterations when there is no longer any dis-
cernible correlation between their Wilson loops. For our lattice, 1000 iterations
were evolved for both thermalization and between configurations selected for the
sample. See [16, page 109-110] for plots of the Wilson loops through several thou-
sand iterations. We use periodic boundary conditions for the gauge fields in all
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four dimensions.
2.5 Generation of Quark Propagators
As will be clear from section (2.7), the calculation of hadronic observables
on the lattice essentially reduces to the evaluation of expressions involving link vari-
ables U,ab and quark propagators M"-l for the ensemble of gauge configurations
{U} generated (as described in section 2.4). The calculation of quark propagators
involves the inversion of the fermionic matrix M that appears in equation (2.1):
( (z - Z 1 f UDOD e-¢MP-S(U)¢¢(Oa(y)+ Z)) = b-1 S DU~i~s (Mz)-S(U) 
= Z -1 f DU eS() det M(U) [M-'(U)]{a (y, z)
quenched E [M-'(U)ab (y, z) (2.7)
({U}
where E{u} denotes the average over the ensemble {U}.
The fermionic action as appeared above is expressed in terms of quark
degrees of freedom. However, the physical world seems to allow only hadron states,
instead of "free quark states". This means that one needs to consider the issue of
hadronic sources/sinks where the relevant quark degrees of freedom are created or
annihilated with the appropriate quantum numbers to generate states which have
a finite overlap with real physical hadrons. In principle, one could of course just
compute the quark propagator MI-l(y, z) for all y and z on the working lattice; this
is then sufficient for us to construct any desired hadronic source/sink at any lattice
site. However, as will become clear, the number of matrix inversions required would
be of the order of the number of lattice sites. The detailed discussion of hadron
sources is postponed till the next section. Here we mention briefly the question of
matrix inversion itself.
The matrix M has a dimension which is of the order 786 432 for our 163 x 16
lattice. Since the inversion of M typically consumes the greatest computer resources
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in a lattice calculation, optimization is essential, as exemplified by the choice of a
fast and accurate algorithm and the design of optimized computer code. There is
quite a substantial literature discussing these issues and I shall only mention the
relevant key ideas.
One important point is to recognize that the matrix M in the Wilson action
only couples together nearest-neighbour points on the lattice. This means that
the matrix is sparse and an efficient algorithm should take this into account. The
comparison of various algorithms is discussed in detail in [22, 23].
For small fermion mass, the matrix M has very small eigenvalues and this
slows down critically the rate of convergence of an algorithm, since the latter often
depends on some ratio of the smallest and largest eigenvalue of M. (Incidently,
this is why current simulations have to resort to calculating propagators which
are relatively heavy and then extrapolating results to the physical quark mass.)
Convergence can be improved by the so-called preconditioning technique in which
instead of solving directly Mx = b, one solves some suitable (LMR)(R-lx) = Lb
where LMIR is designed to be as close to the identity matrix as possible.
The algorithm used in this work is the conjugate gradient (CG) method
together with red-black preconditioning. The CG method is described extensively
in [23] and [24] while the preconditioning is described in [25]. For fermions in
the three spatial dimensions, we use periodic boundary conditions; we impose
hard-wall boundary conditions for fermions on the time boundaries of the lattice,
t = t = 1 and t = t = 16.
Propagators are calculated with three rn values ( 2 , rK4 and n5) where is
related to the quark mass (mq) by:
qa (2.8)
where rc corresponds to zero quark mass. The corresponding quark mass (mq)
and hadron masses (m,,mp) obtained from 2-point correlation functions [16] are
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shown in the following table where all masses are given in units of inverse lattice
spacing (about 1 GeV in physical units). The tc value () that corresponds to the
chiral limit (mq = 0) is 0.16922 and is obtained by assuming a linear relationship
between m, 2 and mq (leading behavior of chiral perturbation theory).
2.6 Hadron sources
The use of Euclidean time on the lattice to measure the ground state prop-
erties of hadrons is mentioned in section (1.2.4). In principle, as long as one creates
a source with the quantum numbers of the desired hadron, one will eventually filter
out its ground state after a sufficiently long time separation. However, two reasons
go against such a straightforward treatment. The first is the obvious limitation in
the temporal extent imposed by computer resources. The second is the increased
noise to signal ratio as one evolves temporally away from the source.
This is where the issue of hadron sources comes in. One should observe that
the relative contributions of the ground state and the excited states of a hadron to
measured quantities on the lattice depend not only on their energy gap but also
on the extent of their overlap with the type of hadron source used:
ISh) =
K: value mq (GeV) m, (GeV) mp (GeV)
K2 0.1600 0.170 0.691 0.813
r;4 0.1639 0.096 0.511 0.698
I5 0.1670 0.039 0.340 0.615
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d3d jt -E (2 )32Enp hn(j) h() J e (2.9)
In the equation above, the source ISh) is created by acting with the appropriate
hadronic operator Jh on a state I) having the quantum numbers of the vacuum.
The second line is obtained by inserting a complete set of states Ih,(pj) which has
the same quantum numbers as that created by Jt. Thus, if one is able to create a
source that has a very good overlap with the ground state but only a tiny overlap
with other more massive states, the ground state would dominate even before t
gets large.
Computationally, one gets the propagator P for a source S by solving the
equation
Ma(yz) Pc (zXo) = (y,xo) (2.10)
where S is in general an extended source. Working with a simple example, suppose
we wish to evaluate the following expression
Ah = (Q I d(y) Th U(y) J tQ) (2.11)
where the extended source is created by
Jht = f(z)f(z') (z) h d(z') . (2.12)
Then Ah is easily evaluated with
Ah = E Tr{ h [ f(z)M-l (Y, z)] h f(Z')M-l(Z',Y)] } (2.13)
where the propagator terms in square brackets may be obtained by solving equation
(2.10) with
Sa:(y,x) = 5~bac5 f(y - x) . (2.14)
Since a local point source would only have a small overlap with a physical
hadron, I have chosen to use extended sources. In particular, it is useful to try to
31
CHAPTER 2. OUR LATTICE FRAMEWORK
incorporate as much physics as possible into this construction so as to yield a large
overlap. Using the MIT bag model wavefunction [26] as a source is an attractive
option since it takes into account phenomena like confinement and asymptotic
freedom. It has also been shown [27] that Bethe-Salpeter amplitudes calculated
analytically from the model agree qualitatively with lattice results for the pion,
rho and proton. For an excellent description of using the bag model as a lattice
source, I refer you to section 3.4 of the thesis [16] of Grandy whose computer code
I used for calculating the propagators relevant to my chapters 3 and 4.
2.7 Evaluation of observables
Here we shall put the previous sections of this chapter in perspective by
summarizing how a typical lattice calculation (results of which are reported in the
rest of this thesis) is carried out.
We consider the simple example of ho, the wave function at zero separation
of the hadron h:
o = (Q da rap u1 h) (2.15)
where for simplicity, we shall use a point source to create the meson state h). A
suitable operator is given by Jt(xo, tt) = U(xo, t) rd(xo, t) where = y5 for the
pion and r = iy for the rho meson. Then the quantity we calculate on the lattice
is given by
Ch(t) = ± f DU D)(uu) D(dd) e- S (U)- iMu-dMd
x d3y dfj(y t)r up(c t) '(, tl)ra" 0 '(Xc' tl)
quenched 1 DUe-S() f d3 y M-1(, t;O,tl) rap
XZ M-lij (X, t; y, t) r g 3
E f d3{ y M-1"-(y',t; (r7t ) P
UV)
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tI t t
Figure 2.3: Spacetime diagram for the two-point correlation function Ch from
which the zero-separation wave function 0o can be extracted.
x M-1(yij , (Yt; o0, t) ( 5F) (2.16)
where E{u) refers to the average over the gauge configurations {U} in the Monte
Carlo sample. Use was made of the identity 5Mt-'(x,y)Y 5 = M-l(y,x) which
follows from the property of the fermion matrix, 5 Mt7 5 = M. Figure (2.3) shows
the spacetime diagram for Ch.-
By using translation invariance and inserting a complete set of states, and
doing the integral over y, we get, for sufficiently large t (so that excited states of
the meson have been filtered out),
Ch(t)= E ( d(y, t) u(Y, t) u( t1) F d(Xo, t) Q)
n (27)3 2En + h
x (Q | eAt-igo d(O, O) ~o, oe-t+i0 | hn(P)
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x (h,( eHtl-iPo u(O, O) r d(0, 0) e-It+'o0 I Q)
2 3 2E Z e¢-Enpt-tl) eip(y-o)
f (27r)3 2E eX I(n(o) u(o)I h(I))12
x mh(ttl) ko ( (2.17)
If we compute Ch(t)/Ch(t - 1) for all available t and plot this as a function
of t, the region of t where a t-independent plateau is seen indicates the validity of
equation (2.17). One can then extract o by averaging over this plateau region of
Ch.
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Wave Functions
3.1 Introduction
It is well known that the concept of a wave function is very useful in under-
standing many-body systems in non-relativistic quantum mechanics. For instance,
simple aspects can be understood by shell models in nuclear and atomic systems.
Other familiar examples include the BCS wave function for superconductivity and
the phases of liquid He, and the Laughlin wave function for the quantum Hall
effect. It is thus natural to seek analogous understanding of hadronic structure in
terms of quark wave functions, motivated in part by the success of the constituent
quark model and the bag model. The goal then is to define the appropriate wave
functions and calculate them on the lattice.
3.2 Definitions of A, 0, and Mba
In non-relativistic quantum mechanics it is simple to define a wave function
that is unique and unambiguous for an N-fermion system. In some cases, it might
be expanded in a basis and one would have to specify all possible particle-hole
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excitations.
In the case of QCD, the specification of the quark components of the wave
function is analogous to specifying all the particle-hole components of a non-
relativistic many-body wave function. However, there is also a crucial new feature,
since it is impractical to completely specify the gluon wave functional in the con-
tinuum or even the gluon wave function on the lattice. Hence, instead of specifying
a complete wave function in the 1-quark-l-antiquark sector of the Fock space with
a quark at Xq and an antiquark at xq and with gluon fields A,(x) for the hadron
state I:
i(xq, x; A,()) ( Xq, xq; A,() ) , (3.1)
one writes down a reduced wave function representing the overlap with a specific
gluon configuration (A, ( :x)):
'reduced (Xq, ) - (xq, xq; I )
= J D[A] b (A,,(x)) (Xq Xq; A(x)) . (3.2)
Clearly, the full wave function could be expressed as an expansion in a complete set
of such gluon wave functions (A). Following common usage, henceforth we shall
refer to these reduced wave functions simply as wave functions. As we will em-
phasize, all lattice calculations, either explicitly or implicitly, assume some gluon
configuration (A,(7x)) in their definitions. Our objective will be to clarify the
gluon content of these definitions, show the difference between alternative defini-
tions, and present arguments for what we believe to be the most physical choice.
Although this work focusses on mesons, the treatment is generally applicable to
all hadrons.
In the remaining part of this chapter, I consider the following three defini-
tions of 4' as described in sections (3.2.1), (3.2.2) and (3.2.3).
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3.2.1 axial gauge-fixed amplitude rs
In this definition we choose a specific gauge, ie. axial gauge. However, from
the gauge constraint Ay = 0, we know that the gauge-invariant lattice quantity
that corresponds to 4s is just given by:
09(10) 
lattice
)
< Qlq()rhe fo dzAy(z)q(y)lh >
< Qlq(o)rhUy (o,t)Uy(1,t)...Uy(y - 1,t)q(y)lh > (3.3)
The correspondence is easily seen since applying Ay = 0 sets the exponential to
tI t t
Figure 3.1: Spacetime diagram for the correlation function used to extract 's.
unity. But this exponential is just a product of U links in the y-direction connecting
the quark at (0, t) to the antiquark at (ly, t). What this means is that when we
choose to calculate 4 by fixing to axial gauge, we have implicitly made the choice
of taking the gluonic component of A', to be merely a thin string of glue between q
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and q. For clarity, s shall often be referred to as the string wave function in this
thesis.
Figure (3.1) shows the spacetime diagram for the lattice correlation function
used to extract s; its definition is given by equation (3.8).
3.2.2 coulomb gauge-fixed amplitude ¢c
The situation here is analogous to $s, except that instead of an infinitely
thin string of glue, we now have some other less trivial distribution of gluons in
tc. In the Abelian case, we can write down the following explicit expression for Ad
0c(|l ) - < qlq(O)rhef Sd 3 zEstat(i)A(z q(y)h >
lattice < flq()rh G(O)Gt(y) q(y)lh > (3.4)
where Estatic is the static Coulomb field of an e +e - pair separated by distance [y'
and the G matrices are those used to implement the gauge-fixing on the lattice as
explained in section (A.1). The equivalence is seen as follows: write Estatic V4
where is a scalar potential which satisfies V 24 = 4wp and we have:
d3 Z Estatic.A f d3 zV.A
=- f d3z VA (3.5)
except for a surface term depending on the boundary conditions. Again it is clear
that the Coulomb gauge constraint VA = 0 sets the exponential to unity.
For QCD, we would of course need the non-Abelian generalization of this
expression. However, even without an explicit expression, we know that the gluonic
component in Oc is the static field distribution formed by the overlap of the static
gluonic Coulomb fields of the quark and antiquark.
Figure (3.2) shows the spacetime diagram for the lattice correlation function
used to extract 4'c; its definition is given by equation (3.8).
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tI t t r
Figure 3.2: Spacetime diagram for the correlation function used to extract ,c.
Before we look at the next definition of a hadron wave function, let us
compare A, and 0c as they are calculated on the lattice for two different P values,
or equivalently two different lattice spacings. To make such a comparison, there
are two issues to be addressed:
(i) Due to the different lattice spacings, one needs to rescale the qq separation
accordingly; to do that one uses some physical quantity (e.g. string tension
or mass of a hadron) to fix a scale for the lattice spacings.
(ii) One should compare results for similar hadrons with the same masses. One
caveat here is that the same value for different values does not correspond
to the same quark mass.
My results are for d = 5.7 and the comparison would be done with d = 6.0,
based on data extracted from [28]. For fixing the lattice spacings, I have selected
both the string tension (o) and the mass of the p meson (mp).
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It is clear from figure (3.7a and b) that the following observations can be
made:
(i) ¢s is much larger at the smaller 3 .ie. at a bigger lattice spacing.
(ii) ic at the two different beta values agree within error bars for plot (a) while
being very close to each other for plot (b).
4s decreases with increasing : because of contributions coming from tadpole
graphs associated with lattice artifacts. This suggests that ¢s is not a useful
working definition of the wave function. A separate issue is the observation that
much of the faster fall-off of APs with qq separation is due to the very small overlap
between a thin string of glue and the gluons in the ground state hadron, as will
be further discussed in section (3.4). All these indicate that unlike ',, 'c, is at
least a plausible working definition. In the heavy quark limit, one expects the
Coulomb-gauge wave function to approach the non-relativistic wave function, and
hence it is useful for heavy quark physics.
3.2.3 adiabatic wave function ba
This third definition is motivated by the desire to produce a gluonic compo-
nent that is "as physical as possible", i.e. that has as good an overlap as possible
with the gluons in the ground state hadron under consideration. We try to achieve
this in the adiabatic wave function by letting its implied gluonic component be the
ground state distribution of gluons in the presence of a qq pair at separation y:
oo q(O) rh Sy(t, n) q(y) h) (36)
'V'a(Y) = lim~.~ ~(0) W~ywhere,2n)
where
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and W(y, 2n) = is a Wilson loop of size y by 2n. Figure (3.3) shows the spacetime
diagram for the lattice correlation function used to extract the numerator of a;
its definition is again given by equation (3.8).
t t+n t
Figure 3.3: Spacetime diagram for the correlation function used to extract the
numerator of 0a.
Notice that 'a, is essentially normalized by the square root of the overlap of
the staple S(t, n) with itself. When the temporal links are extended (by increasing
n) far enough, we expect the gluons in the vaccum to have adjusted themselves
to the presence of the qq pair at separation y and we should see ta" reaching its
asymptotic value.
Figures (3.8) and (3.9) show the results of calculating Ca for the pion and
rho meson respectively with two different quark masses. The case for /4 (mq = 95
MeV) is not shown here.
Several comments are in order here. The first concerns a technical issue.
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Since 4a has to be normalized by using Wilson loops of size y by 2n, it is clear that
for both increasing y and n, the contribution of W(y,2n) to the statistical errors of
¢a becomes increasingly dominant. In a typical scenario, the contribution to the
statistical uncertainties in , from the denominator in equation (3.6) overtakes
that of the numerator when either (n=3, y > 6) or (n=4, y > 2) is satisfied. This
observation is made to emphasize that a large error bar in some of the data is not
a disease intrinsic to the definition of ,a but rather to a not-so-high precision mea-
surement of large Wilson loops. In principle, better measurements of large Wilson
loops can be made by using better actions, large lattices, etc. Unfortunately, some
of these better-precision measurements available in the literature are for a value
of 6.0 or higher.
The plots in figures (3.8) and (3.9) indicate that, within statistical errors,
plateaus are reached for the range of n calculated. The rate of approach towards
the "adiabatic state" also seems to have a detectable dependence on both quark
mass and the type of meson. For example, the lighter n5 pion takes longer than the
heavier 2 pion; the pion takes longer than the rho, this being especially dramatic
for nC5. We defer a further discussion of this issue to section (3.3.2).
3.2.4 lattice details and results
We briefly explain the procedure for the lattice measurements before pre-
senting the results for 4s, ¢c and 4'a.
All wave functions are extracted from a typical correlation function like the
following
Ch(ly|,t) = ( lq(x, t) rFh Ag(jy,t) q(F+ I, t) Jh(to, tl) )
A (IYI) (ho J(O)) emh( (3.8)
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where
A\(t) =
UV(x, t)U(x + , t) ... U( + -y, t) for s,
1Y times
G(1,t) Gt(x + t) for c,
Uo(, t)...Uo(, t ,t + n- 1) Uy(, t + n)...Uy(x+ - ,t + n)
x Uot(x+yt)...Uot(x+ -n,t+ n-1) for 
and ey is one lattice unit in the direction. G matrices are those used to implement
Coulomb-gauge fixing at time slice t as described in section (A.1). As mentioned
earlier, the spacetime diagrams for these three correlation functions are shown in
figures (3.1), (3.2) and (3.3).
The lattice measurement of the correlation function Ch is made via
Ch(i t) = -E rh] PA(y t) M-1 ( + , t; o, t) Fh M- (o, t; x, t) (3.9)
{U} 
where three different rc values are used for the quark propagators, corresponding
to quark masses of 40, 95 and 170 MeV (see the table of section 2.5). Note that
Ch(lyl, t) is obtained from Ch(', t) by averaging over the three spatial directions,
thus improving the statistics.
The wave functions are then obtained from
[Ch(0, t)] >> (0) (3.10)
Computationally, the term in square brackets is evaluated and averaged for the
whole ensemble of gauge configurations {U} and plotted against t. The right hand
side of equation (3.10) is subsequently derived from
4a'(IYI) E Ch((Y71, ti) (3.11)
OA ( ° ) tiEplateau Ch (0ti)
where the summation denotes the average over the region ti where a plateau is
observed. Within statistical errors, the plateau region is where the ground state
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meson ho) dominates the excited states, leading to the expression of equation
(3.8).
For 4s the right hand side of equation (3.11) is used directly for plotting.
However, for 4c we still need to correct for "images" in neighboring lattice cells
due to the periodic boundary conditions in the spatial directions; this is described
in Appendix A. As for 0a, normalization by the square root of the appropriate
Wilson loop is required, as indicated by equation (3.6). Regarding the previous
point, we have used some Wilson loop results from [29] wherever they have better
statistics.
Figures (3.10) and (3.11) show the s,, by, and Ca results for the pion and
rho meson respectively, plotted in such a way as to display their dependence on
the quark mass.
s, for both the pion and rho meson is very much insensitive to the quark
mass. This means that in the range of quark mass investigated (from 0 to 170
MeV), the spatial extent of 0, is essentially determined by the confinement scale,
in agreement with the earlier results of [30] where the authors pointed out that
this is consistent with the bag model but not with nonrelativistic or relativistic
confining potential models.
Our results for ¢c is also in agreement with the authors of [31] who calcu-
lated SU(2) Coulomb-gauge wave functions which fall off only one order of mag-
nitude in their range of qq separation. According to the authors, this relative
insensitivity to the quark mass is consistent with the notion that the dynamical
mass which a quark exhibits in its motion through the bound state is composed
largely of a residual gluon field it drags along and receives only a fractional con-
tribution from its lagrangian mass. This might perhaps explain why, for large
separation, ,c is slightly more sensitive to the quark mass than s,.
In contrast to s and , is the rather prominent sensitivity of 0a to the
quark mass. We postpone the discussion of this interesting result until section
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(3.3.2), except to point out that the change of 'ao with quark mass is greater for
the pion than the rho meson.
3.3 Projected wavefunctions
3.3.1 definition of projection
It is important to realize that even in the quenched (or valence) approxi-
mation, the valence quarks, being relativistic, are capable of generating 'internal'
multiquark excitations. This is quite apart and different from the effects of sea
quark loops which are absent in the quenched approximation. In other words, the
quenched approximation limits quark lines to those which are connected to exter-
nal currents but does not prevent the valence quarks from scattering into negative
energy states and back. Such scattering processes constitute the creation or an-
nihilation of qq pairs and are absent only for a fully non-relativistic quark. The
restriction imposed by the quenched approximation is merely that once a virtual
pair is created along one quark propagator it must be annihilated on the same
propagator [18].
This becomes clear if we consider the lattice measurement of a wave function
at time slice t as depicted in figure (3.4); the diagram in (b) shows a contribution
to the path integral in which one of the valence quarks goes back and forth across
the time slice t, generating multiple qq excitations. The motivation behind the
idea of defining a projected wave function ¢'qj is to investigate the role of these
excitations in hadronic wave functions.
For any defined wave function (whether string, Coulomb, adiabatic or
others), its projected version 4 qq can be measured on the lattice by explicitly
excluding those paths like figure (3.4b) while including a path like figure (3.4a)
in which all quark propagators do not traverse the time slice t. Technically this
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U
S S
U
t t
Figure 3.4: Two types of contributions to the path integral in the lattice measure-
ment of a mesonic wave function.
is achieved by calculating new quark propagators with the appropriate boundary
conditions
Uo (0,t) = 0 V (3.12)
at time slice t. This boundary condition on the time links is imposed for each gauge
configuration before the fermionic matrix M is inverted. The new propagators
M-l obtained with this boundary condition is then substituted for the 'full' M- 1
propagators in all quantities where a projected version is desired.
Note that for each time slice t, a new set of propagators must be calculated
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and then used in lattice correlation functions to be evaluated at time slice t. There-
fore, to save computer resources, I have only calculated new propagators with the
boundary condition set at t = 8. t = 8 is roughly at the center of the temporal
extent and from our calculation of unprojected wave functions for all t, we observe
that by the time we reach the eighth time slice, the ground state hadron already
dominates. Hence we only lose some statistics in not having a wide time plateau
to average over our results.
3.3.2 results
Results for the projected wave functions are shown in figures (3.12), (3.13),
(3.14) and (3.15).
Figures (3.14) and (3.15) show the quark mass dependence of /s,qq, bc,qq
and 0ba,qy for the pion and the rho meson respectively. The results for bs,,qq and
<Oc,qq indicate that their sensitivity to the quark mass is little changed from their
unprojected counterparts 0s and /c respectively, the latter two having been dis-
cussed in section (3.2.4). However, in contrast to 4a,) the projected 0ba,qq is quite
insensitive to the quark mass, for both the pion and the rho meson.
Some understanding of this can be gained by comparing the rate of ap-
proach towards their asymptotic (adiabatically) value of '~a with and without pro-
jection. Figures (3.12) and (3.13) show how the pion and the rho meson ,qq
respectively approach their adiabatic value. Their unprojected counterparts a
have been shown earlier in figures (3.8) and (3.9).
The following observations can be made regarding these plots:
(a) There is a dramatic difference between the pion and the rho meson, especially
for the case of the lighter quark mass (s), in the unprojected /a, but not in
the projected O,q. Specifically, it takes 4a longer to reach its adiabatic value
for the Cs pion compared to the Kcs rho meson; this difference disappears after
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projection.
(b) For both the pion and the rho meson, Ca takes longer to reach its adiabatic
value for the lighter quark mass (5) compared to the heavier one (2). Again,
this difference disappears after projection.
(c) There is a dramatic difference between Ca and Oa,qq, especially for the pion.
For the projected Oa,qq, it essentially takes only one time slice (n=l) to reach
the adiabatic value. On the other hand, at least for the pion and the n15 rho,
0b usually requires two or more time slices to do so.
hopping parameter expansion
These can all be somewhat understood in the so-called hopping-parameter
(K) expansion. Following the description in [13], let me briefly explain the key
ideas. Consider the hopping parameter expansion for a meson propagator:
( q(-, t) F q(1, t) q(x'0, tl) F q(0o, t))
-Z 1 f fD(qq)D(U) e-PS(U) e- Eq e- EI cUq qF r q(x, t) F r q(O0, tl)
quenched Z - 1 f D(U) e- s(U) E ;Nlinks(U U ... )otl,,t . (3.13)
loops
The Wilson fermionic matrix M has been written schematically as (1 + IcU) and
in the last line we have expanded the term e- FQUq and applied Wick's theorem
to get all possible contractions of q and q. The term in the sum p with the
lowest order in corresponds to the loop in which we have the shortest possible
chain of U's from (o, t) to (, t) and another shortest chain from (, t) to (o, t).
Higher-order contributions are obtained by elongating these two chains to form
any closed path that includes the points (o,t l ) and (, t). These closed paths
are Wilson loops of various shapes and sizes. The remaining integral over the
gauge fields tiles these loops with plaquettes, favoring minimal surfaces for strong
coupling (small 3). In general it is the partition function that determines the best
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compromise between short fermion paths (lower order in ) and the higher entropy
of longer paths.
Relevant to our discussion is the expansion in the hopping parameter .
Since a smaller ic corresponds to a heavier quark mass, this expansion means
that the heavier the quark, the more reluctant it is to form elongated paths. In
particular, the infinite-mass heavy quark does not propagate in space and the path
it follows from point to point can only be in the time direction. However, even in
this context, one still needs to reconcile any "conflict" between the desirability of
short fermion paths and the resultant Wilson loops; in particular, Wilson loops of
large area are undesirable since they yield exponentially decaying values after the
integration over the gauge fields {U}.
interpretation
In the spirit of the hopping parameter expansion, the following interpreta-
tions for figures (3.8 to 3.15) are offered.
Figure (3.5) seeks to explain the difference between the unprojected lCa (di-
agram (a)) and the projected Oba,qq (diagram (b)). In diagram (a), the propagators
are allowed to traverse the time slice t in order to form elongated paths, leaving
a resultant Wilson loop of relatively small area whereas in diagram (b), the "hard
wall" at time slice t forbids such paths. This accounts for why ,a,qq approaches its
adiabatic value in only one time slice (figures 3.12 and 3.13) since it is prohibited
from capitalizing on the advantage of those elongated paths as depicted in dia-
gram (a). In addition, pa, ultimately reaches its adiabatic value for a sufficiently
large n (number of time slices after t) since the gain from small-area Wilson loops
would eventually be offset by the cost of increasingly long fermion paths as n gets
larger. All these observations are particularly conspicuous for the case of the nc5
pion (figures 3.8 and 3.12).
Finally the differences mentioned in the previous paragraph depend much
on the contributions of elongated fermion paths which are in turn favored by a
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ti t t+n tt t t+n tr
Figure 3.5: Spacetime diagrams for calculating the adiabatic wave function, show-
ing an elongated path (a) that contributes to Ca but not the projected Oa,qq. The
path in (b) contributes to both.
light quark mass. That is why those effects are much more pronounced in the
case of 15 (quark mass of 40 MeV) compared to n12 (quark mass of 170 MeV).
Incidentally, this also accounts for the fact that the strong dependence of / on
the quark mass (figures 3.10 and 3.11) becomes very much reduced after projection
onto the qq subspace (figures 3.14 and 3.15), especially for the pion, as expected
from arguments made in this section.
On the other hand, unlike the case of a,,n the gluonic components in the
definition of 4s and 4, are not allowed to "relax" to their adiabatic state; we simply
have a string of links (for As) or some other less trivial gluon distribution (for t,)
at time slice t. The consequence is that the elongated fermion paths of figure (3.5a)
do not, in the case of As or 0, result in small-area Wilson loops but rather quite
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the contrary. Therefore, compared to a,, there is much less of a difference between
, or Ad and its projected counterpart, since those elongated paths that traverse
the time slice t are suppressed because of both small n and relatively large Wilson
loops. Unsurprisingly, the high sensitivity of Ca to the quark mass is also absent
in ¢s or 4c (figures 3.10 and 3.11).
It is also interesting to compare the unprojected and projected wave func-
tions when they are similarly normalized, instead of each being arbitrarily nor-
malized to one at zero qq separation, as we have done so far in all the previous
figures in this chapter. Figures (3.16) and (3.17) show, for the pion and rho meson
respectively, the comparison of As and Ca with their projected counterparts at the
three i values as a function of qq separation. All quantities plotted are normalized
by the unprojected zero-separation wave function at the corresponding value.
Note that at zero qq separation, ib, and ka, coincide by definition.
The behaviour at zero qq separation is particularly intriguing. At rC2, this
behaviour is qualitatively similar for the pion and the rho meson: the projected
wave function at zero qq separation is larger than the unprojected one. This
similarity is not surprising since 2 corresponds to a rather heavy quark mass
(mq = 170MeV) and we know from HQET (heavy quark effective theory) that
in the limit of one of the quarks in the meson having an infinite mass, the pion
and the rho meson become degenerate. However, as the quark mass decreases,
their behaviour begins to diverge. At 4 (mq = 95MeV), the separation between
0s'(0) and s,qq(0) decreases for the pion but increases for the rho meson. At
rF5 (mq = 40MeV), this separation continues to rise for the rho meson but we
observe a crossover effect in the pion: s,qq(O) becomes smaller than 4',(0)! In some
sense, one should not be unduly surprised when the pion and the rho meson (at
realistic quark masses) display dissimilar behaviour since they have very different
spin properties. However, we do not have a simple explanation of this behaviour
in the context of the hopping parameter expansion.
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3.4 Conclusions
We summarize our results for the different definitions of the hadron wave
functions calculated on the lattice. This is presented in figures (3.18) and (3.19),
for the pion and the rho meson respectively, where we plotted as a function of qq
separation the square of the various wave functions Us, tc, a and their projected
counterparts 0s,qq, 'kc,qqj, a,qq. The pion results represent extrapolated data (at c
which corresponds to vanishing quark mass) obtained by extrapolating from the
data of the three n, values ( 2 ,K4 and In5); for details of the extrapolating procedure,
see section (B.2). On the other hand, the rho meson results represent data at the
lightest quark mass used (5) where errors are in better control rather than the
extrapolated data (where greater statistical noise tend to obscure the graphical
presentation); both are qualitatively similar.
The dramatic difference between 42, 4'2 and O'2 shows that the gluon flux
tube of the adiabatic wave function produces a much larger overlap with the gluons
in the ground state hadron than does the Coulomb or string wave function. The
gluonic component of ¢s is a thin string of glue that could hardly be expected to
have a good overlap with the physical flux tube between a qq pair. In addition, the
earlier comparison of ¢s at two different lattice spacings in section (3.2.2) implies
that in the continuum limit Us would be renormalized by a singular factor which
depends on the length and shape of the gauge string between the q and q fields.
The gluonic component of by is not much better although it has a larger spatial
distribution.
In other words, there is a large and significant effect of the implied glu-
onic component in the definition of a hadron wave function and its overlap with
the gluons in the hadron increases when going from Us to oc and to a. This
demonstrates that the wave function displays a combination of
(i) the amplitude for finding a qq pair at separation IlY' and
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(ii) the overlap of its implied gluonic component with the gluons in the hadron.
There is also a significant effect of projecting out a single qq component
from the sum over all components. This is especially dramatic in the adiabatic
wave functions where we see a substantial difference between 412 and , q,. Thus,
in what must surely be considered the most physical definition of the three under
consideration, there is clearly a substantial role played by the multiple qq excita-
tions coming from the effects of one or more valence quarks traversing the time slice
t back and forth. As discussed earlier in section (3.3.2), the high sensitivity of Oa
to the quark mass compared to 4c or 4s has the implication that such excitations
play a much smaller role in bc or As, as further evidenced here.
As a final note, there are two caveats regarding these results. The first
concerns the normalization in the definition of Oa as given by equation (3.6). As
illustrated in figure (3.6), a path that contributes to the numerator of 'a as pictured
in diagram (a) should be normalized by the square root of a Wilson loop that has
internal quark loops as shown in diagram (b). Although a diagonal case has been
shown, note that the full amplitude is the sum over all diagrams which have a given
number of qq-'s at time slice t. However, Wilson loops calculated in the quenched
approximation have no internal quark loops. Notice that this is not a problem for
a,qq since the path of diagram (a) does not contribute. This implies that we have
overestimated our Ca since we know that the effects of internal sea quark loops can
essentially be accounted for in a quenched calculation of Wilson loops by a simple
renormalization of the gauge coupling (or /3 = 6/g 2 ). Typically, the unquenched
result is "equivalent" to an quenched one at a lower /3 and Wilson loops fall with
increasing , hence the overestimation.
The second caveat pertains to the issue of the meaning of the projection
onto the qq subspace in the continuum limit. On the lattice, the idea of projection
is easily understood in terms of the restriction of time histories in the propagation
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t t
Figure 3.6: Diagram illustrating the problem with the normalization of ba. The
path of (a) that contributes to the numerator of Ca should be normalized by the
square root of the Wilson loop in (b).
of quarks. What this translates to in the process of renormalization is not clear.
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Figure 3.7: 4, and ¢c at two different values
as scaled by the physical p meson mass and (b)
tension.
for a pion of mass (a) 700 MeV
980 MeV as scaled by the string
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Figure 3.8: Pion V)a for K2 and ns plotted against n (see text for definition of n)
and for various qq separations y. Data with too large error bars have been omitted
for clarity.
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Figure 3.9: As in previous figure, but for rho meson.
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Figure 3.10: The various pion wave functions 42, 2 and b2 plotted as a function
of qq separation, and also showing their dependence on quark mass. K2 , I4, nc5 and
Ic, correspond to a quark mass of 170, 95, 40 and 0 MeV respectively.
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Figure 3.11: As in previous figure, but for rho meson.
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Figure 3.12: Pion ,a,,qq for t2 and 5 plotted against n and for various qq separations
y. Data with too large error bars have been omitted for clarity.
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Figure 3.13: As in previous figure, but for rho meson.
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Figure 3.14: The various projected pion wave functions 0'2 0q 2-g and t'a02, plotted
as a function of qq separation, and also showing their dependence on quark mass.
/2, 4, /5 and sc correspond to a quark mass of 170, 95, 40 and 0 MeV respectively.
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Figure 3.15: As in previous figure, but for rho meson.
63
CHAPTER 3. WAVE FUNCTIONS
lo-
10o-
10- 4
0 2 4 6 8
Figure 3.16: Comparison of pion ?s and 07 a with their projected counterparts at the
3 values as a function of qq separation. All quantities in this plot are normalized
by the unprojected zero-separation wave function at the corresponding ic value.
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Figure 3.17: As in previous figure, but for rho meson.
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Figure 3.18: Comparison of all calculated pion wave functions at e, (extrapolated
chiral limit) as a function of qq separation.
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Figure 3.19: As in previous figure, but for rho meson at n5.
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Chapter 4
Density-density Correlation
Functions
4.1 Introduction
The density-density correlation function is a gauge-invariant quantity that
describes the distribution of quarks in a hadron. However, unlike the hadronic
wave function, it is unambiguously defined. Moreover, we know that in the heavy
quark limit, this correlation function reduces to the square of the non-relativistic
wave function. It is thus highly instructive to calculate this quantity on the lattice
and compare it to the square of the wave function. Projection onto the qq subspace
also allows us to probe the role of multiquark excitations in the density-density
correlation function.
4.2 Definitions and lattice measurement
The density-density correlation function at separation y of a meson is
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defined as
(h p(lIylI)p(O) I h) = (h u(lyl)-ou(ll) ()od() h) . (4.1)
On the lattice, measurement is made of the following correlation function
B(y t) = E (Q |Jh(-o, tr) dodQ+ ±, t) uyou(5, t) J(xo, to) Q)
'·>'' , d eEptr-ti (Jhlh(p)1 (h(p3daod()Uaou(O)hlh(p)
t e,-mh(tr-tl) 1(QI4hlh(G))12 (h(O)lp()p(O)lh(6)>
+ higher momentum terms . (4.2)
The spacetime diagram for Bh is shown in figure (4.1). The higher momentum
terms are neglected since they are exponentially suppressed and the actual value
of (tr - t) is 15. See section (5.3.1) for a full discussion of the significance of these
terms.
As before, one computes the left hand side of
Bh l 1, t) .>, (hlp( y')p(0) lh)
Bhp(O, t) (hlp(0)p(0)lh)
for all t and averages over the time slices where a plateau is observed, yielding the
right hand side which is then used for plotting.
Several comments are in order here. Firstly, since (pp) is explicitly gauge-
invariant without any necessity for gauge-fixing or the "dressing" up of link vari-
ables, separations lyl are easily calculated for not just the three Cartesian directions
but for all available directions. Secondly, for the density operator qyoq, I have cho-
sen one for the u quark and the other for the d quark, in order to avoid extra
contractions where a large number of new propagators would need to be calcu-
lated. In addition, we have omitted graphs in which one of the density operators
self-contracts. Thirdly, there is also a need to correct for "images" in neighboring
lattice cells, as explained in Appendix A for Coulomb-gauge wave functions; for a
detailed description pertaining to (pp), I refer you to section 4.2 of [16].
69
CHAPTER 4. DENSITY-DENSITY CORRELATION FUNCTIONS
tI t t
Figure 4.1: Spacetime diagram for the correlation function BpP.
Just as for the wave functions, we can define a projected density-density
correlation function (pp)qq in which multiquark excitations are excluded. The
technique of projection is the same as that discussed in section (3.3.1) for projected
wave functions.
Specifically, the correlation function Bh, is evaluated using the projected
quark propagators M--l1 instead of the full propagator M-1 . This means that only
diagram (a) of figure (4.2) contributes to this projected Bph. The latter does not get
any contribution from diagram (b) in which one or more propagators can traverse
the time slice t back and forth to create multiple qq excitations. The calculation
of (pp)qq allows one to investigate the role of these excitations in hadronic density-
density correlation functions. Just as for the projected wave functions, there is an
ambiguity in the continuum operator corresponding to (pp)qq.
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tI t t tl t t
r r
Figure 4.2: Spacetime diagrams showing two possible types of contributions to the
path integral in the lattice measurement of the density-density correlation function.
Diagram (b) does not contribute to (pp)qq.
4.3 Results
Figures (4.3) and (4.4) show, for the pion and the rho meson respectively,
the results for the density-density correlation function (pp) as a function of qq
separation, with different curves corresponding to different quark masses. The solid
line corresponds to cc data obtained by extrapolation from the three (2, 4and
n5) data. All quantities are normalized to one at zero separation. In these figures,
we see a significant -dependence; correlation functions with a smaller quark mass
have a wider spatial extent. This dependence is reduced after projection onto the
qq subspace, as displayed by figures (4.5) and (4.6) which show similar plots for
(pp)qq. This is expected from our results of the wave functions in the previous
chapter. Once again we detect a significant role played by multiple qq excitations
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in the spatial distribution of quarks in hadronic structure.
The difference between (pp) and (pp)qq is shown in figures (4.7) and (4.8)
for the pion and the rho meson respectively. (pp)qq in either case is clearly much
more localized than (pp). This fits in with the conventional picture of a hadron as
being made up of a valence-quark core surrounded by a cloud of mesonic degrees
of freedom. This is evidenced by the fact that at large distances, (pp)qq falls off
much faster than (pp). Clearly, even in the absence of sea quark loops, the meson
cloud around a hadron is generated by multiple qq excitations coming from the
effects of valence quarks traversing the time slice t back and forth.
An interesting phenomenological observation is that this difference between
(pp) and (pp)qq is accentuated for the rho meson but slightly reduced for the pion
as the quark mass is decreased, as displayed by figures (4.9) and (4.10) where all
quantities are normalized by (pp) at zero separation for the corresponding Kc value.
Finally we compare (pp) and (pp)qq with the square of the wave functions
defined and calculated in the previous chapter. This is shown in figures (4.11) and
(4.12) for the pion and the rho meson respectively. All quantities are normalized
to one at zero separation. For better clarity, 0bs,qq and 0c,qq are not plotted since
they are not substantially different from 's, and by respectively. Results for both
the pion and the rho meson represent data at c5 where errors are in better control,
instead of the extrapolated data which differ inconsequentially.
What figures (4.11) and (4.12) demonstrate is that the adiabatic prescrip-
tion resolves more than half of the huge discrepancy between (pp) and '2' or 42.
This is evidenced by the fact that the projected O is roughly halfway between
(pp)qq and the other two wave functions (2 and ib2). It is also clear that projec-
tion has a large effect in both Hba and (pp). As also emphasized elsewhere, much of
the rapid fall-off of 2 and 412 with qq separation compared to H2 is due to their
gluonic component having a poor overlap with the gluons in the physical ground
state hadron, with or without the explicit exclusion of multiple qq excitations.
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Figure 4.3: Pion density-density correlation function plotted against qq separation,
and also showing its dependence on quark mass.
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Figure 4.4: As in previous figure, but for rho meson.
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Figure 4.5: Pion projected density-density correlation functions plotted against qq
separation, and also showing its dependence on quark mass.
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Figure 4.6: As in previous figure, but for rho meson.
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Figure 4.7: Comparison of pion density-density correlation function awith its pro-
jected counterpart at io, the extrapolated chiral limit.
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Figure 4.8: As in previous figure, but for rho meson at 5.
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Figure 4.9: Comparison of pion (pp) with its projected counterpart (pp)qq at the
three Ic values as a function of qq separation. All quantities in this plot are nor-
malized by the unprojected zero-separation (pp) at the corresponding s value.
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Figure 4.10: As in previous figure, but for rho meson.
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Figure 4.11: Comparison of the two pion density-density correlation functions and
the various ,2 as a function of qq separation at n5.
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Figure 4.12: As in previous figure, but for rho meson.
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Chapter 5
Momentum Projection on the
Lattice
5.1 Introduction
In QCD, there are many instances when we need to evaluate hadronic matrix
elements (e.g. form factors, deep-inelastic structure functions). Often these have
current operators sandwiched between states of similar or different hadrons, each
of which has a definite momentum. In general, they have to be evaluated non-
perturbatively and the lattice formulation is a natural option.
On the lattice, one typically projects out a specific momentum state by
summing over the spatial locations of a particle with a suitable eiIp. factor. This is
straightforward for two-point functions where one can simply sum over the destina-
tion locations of quark propagators at the 'sink' without calculating extra propaga-
tors. However, for general matrix elements mentioned in the previous paragraph,
one requires three-point or more elaborate correlation functions. Since the compu-
tation of propagators is often the the most intensive part of quenched calculations,
the problem of creating hadron states of definite momenta on the lattice without
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incurring excessive technical demands requires some attention.
5.2 Techniques for momentum projection
There are in general two ways to create hadron states of definite momenta
on the lattice. These shall be explained in some detail in the next two sections
and illustrated by means of a specific example, namely a three-point correlation
function from which the pion form factor may be extracted.
5.2.1 creating quarks with definite momenta
This method involves calculating quark propagators with a definite momen-
tum and observing that combining two or three such quarks yields a hadron state
of definite momentum. Since the source is not gauge-invariant, we gauge fix to
Coulomb gauge on the source time slice.
Recall that a quark propagtor P is calculated by inverting the fermionic
matrix M:
Mab (y, Z) Pc (Z, X) = Sac (5.1)
where after inversion,
Pb (z, x0) = ba (Z1,y) Sac(Y,x 0 ) * (5.2)
Using a point source at (o, to), i.e. with
Sac (y, xo) = baA ac 64 (y - xo) (5.3)
this reduces to just the familiar expression:
Pb)c(Z,Xo) = M-1(Z) (54bc~~~~~~~~~~~~~~ , b0
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From here one can imagine creating a quark propagator of definite mo-
mentum - by using as a source the momentum-projected wall source at time slice
to:
Sacc(Y, to; P = -ac a\ tyto) e (5.5)
By inverting the following equation,
Ma (y, z) N3 (z, to; p Sa'c(y, to;y ) (5.6)
we can obtain N\(z, to; p), the value at destination coordinate z of a quark prop-
agator of momentum7 with source at time to:
N (z, to; p -) = M-1(z; ,to) e- ipo . (5.7)
It is best to illustrate how NbX can be used to give us hadrons of definite mo-
menta on the lattice by an explicit example. Consider the three-point correlation
function from which one may extract the pion form factor:
Cf1 (, t) = ZE Z Ee- i 0 (Q d( tr) 75 U(t, tr)
x u(y, t) 3, u(y, t) ( t) 3s d(wt, t) I Q) (5.8)
Figure (5.1) shows the spacetime diagram for Cf.
After inserting two complete sets of pion states and using translation oper-
ators, this becomes, for sufficiently large (tr - t) and (t - t),
_ fd3 d3 2 eK <i r)Cfsf(q, t) = 2E CO2EW(2)6 / e - E, tr()) 
w(Pi) leEth i u eE eP2 l (p)) H- - (5 9)
with H2p- defined as:
HP2P =- E E E-iP.i (7'(p2) eET2t' (S, O)375 d(W, 0)l Q)
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Figure 5.1: Spacetime diagram for the correlation function C from which the
pion form factor may be extracted.
= eE' E zF e i-(' (p 2() i ( 2) (P, o20)d(2-, o0)e-ip(+)l Q)
ep t ' 23 E E e-ip.((r+) eip2.R (7(p 2) Il(iy5d(-- 1 Q)
(2ir)3 eE2 t' bp 63 ( 2 - p) (5.10)
where we we have changed variables from s'and 'w to r = (-w) and R = 2(S.+ w)
and b is defined as:
b = 23 e-ipr (Xr(p) Iu(y 5d(-)I Q) . (5.11)
Putting all these together, one gets
Cf (q, t) =
where E = (m 2 + P2)½ . Note that since we assign the same mass to both the u
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and d quarks in the QCD action, we can write the pion form factor as:
(2p + q) F(q 2) = (Tr(p+q I V (PI)
1(~ uy~u - 1
= (wQ3±+ @ | [3 U7u-3 dd] (P)
= <(7r( + i1 uu I (p) .(5.13)
where any contribution of heavier quarks to the em current V, is absent in our
quenched approximation. The pion form factor is thus proportional to and can be
extracted from CJ1 , with the other terms in CJ1 obtainable from 2-point correlation
functions.
The expression for Cff is indeed instructive upon closer scrutiny. Essentially
one constructs a hadronic operator with the quantum numbers of the pion and let
it act on the bare 'vacuum' 1f2) at time slice t and then propagate away from this
source; the hadron later encounters the local electromagnetic current operator at
point (, t) and is finally annihilated at time slice tr. Note in particular the role
played by the spatial summations over s , w and y. The summation over w- forces
one quark to have zero momentum while that over s allows the other quark to
have a definite momentum ; this means that the hadron state created at time
slice t must have total momentum p as well. On the other hand, the summation
over dictates a momentum transfer of q between the pion states at either end
of the vector current operator. The prior remarks also indicate that the choice
of assigning momenta to individual quarks in the hadron state being created is
in principle arbitrary; however, technical considerations do suggest some kind of
preference. More about this later.
Next we shall see how the evaluation of CJ7 on the lattice involves the use
of Nib3 A. The usual Feynman path integral leads to:
Cf (q t) = -e- i Tr [M-1(o, tr; ,t) ,
{(U} 
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ge - #' M-'( t; s- t) 5 A, M-l(, ; :o, t)75 ]
EZ e-i' Tr [M-1(o, tr;,t) t{u} 
x N(y- t; t;p- Nt(xo, tr; t;)] . (5.14)
More generally, if we assign (O < e < 1) to one quark and (1 - )7 to the other
quark, the only changes we get are
b-= 23 Ze-i(2c-l1)Pf. (7(p3 i iU(r)y5d(- I Q) (5.15)
and that the two N-type propagators we need are now N+(Xo, t; t; (- 1)p) and
N( , t; t; Ep).
Except for = 0, one needs to construct two N-type propagators for any e
chosen; but technical considerations would probably suggest the choice = since
this would have a b with no noisy and fluctuating exponential factor. (Actually
in this simple case of Crf, the second N-type propagator with destination ( 0 , tr)
can actually be constructed from M-1 ( 0o, t; y t), but this may not be true for
more complicated correlation functions.)
5.2.2 creating hadrons with definite momenta
In this method, instead of projecting a specific momentum for each quark
separately, we do so for the whole hadron by always creating or annihilating the
constituent quarks all at the same spatial point. This becomes clear when we
define a different three-point correlation function Df from which to extract the
pion form factor:
Dff (q- t) = e-iq E E -i' (Z td(-, Y) 5 u(Xo, tr)
x u(y t) u(y t) (s', t) 5 d(, t)l ) · (5.16)
Figure (5.2) shows the spacetime diagram for Df.
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Figure 5.2: Spacetime diagram for the correlation function Df from which the
pion form factor may be extracted.
After inserting two complete sets of pion states, this becomes, for sufficiently
large (tr - t) and (t- t),
e-E+(tr -t)e-Ep-t-tl)
Dff(q, t) = 2+2E (Q IJI r(p+ 'r )
X (( I J+I Q) (7r(F + q I tyu I (pl) (5.17)
As before, the Feynman path integral reduces this'to a lattice-calculable quantity:
Df(rf, t) = EE e-I' Tr [s-1(5o, tr; , t) 
{u} 
x e-i'M- ( y, t;Y, l) %M- (g, tl; to tM | (5t18)
To avoid having to calculate as many propagators as there are spatial points
on the lattice, we can write Dff intelligently as:
Df (q, t) = > y e - 9 Tr [sM-1(,tr; y, t)yS(y, t; x, tr; p-] (5.19)
WI Y
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where S, is given by
S= e- i M-l(y, t; s, t)y 5M-'l(S t; Zo, tr) (5.20)
and can be obtained by inverting:
M(z, y)S7(y; Xo, t; p-) = t,t, e-i' 5 M-(Z, t; o, t) . (5.21)
One limitation of this method is immediately apparent; the quantum num-
bers of the hadron state must be specified before S, (hence the subscript) is calcu-
lated. This means that for each different type of hadron (pion, rho, proton, et al),
a separate Shadron must be calculated. On the other hand, the N-type propagators
can be used to construct any desired hadron of definite momentum.
There is a way to get around this problem partially, but certainly at a price.
This involves rewriting DfI as:
Df (q, t) = e-Pig' Tr [5 Tq.xo, t; tl) 5 M-1( t1; o,tr))] (5.22)
{u} s
where Tq is given by
T,(x-'o, t, s, t) = e-i¢ M-l(xo, tr; y, t),M-l (y, t; s, t) (5.23)
and can be obtained via
M(z, y)T(y; g, t) = tZ,t e-if¢' ,M- 1 (z; S t). (5.24)
Notice that T no longer pre-specifies the quantum numbers of any hadron;
however, it is tied to a particular momentum transfer q-
5.3 Application
5.3.1 (pp)
In this section, we shall attempt to apply the ideas of the previous section
on momentum projection on the lattice specifically to the calculation of density-
density correlation functions (pp).
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Recall that in section (4.2), we extracted the pion (pp) from the following
quantity:
B;(y, t) = J (Q ir 0,(o tr) dyod(i + y- t) uY-ou(x, t) J (o, t)I Q) (5.25)
which becomes in the limit (t, > t > t):
= 7 p E( Er - t) (ri ) (Q IJIw(p)I (r(pl d-od() iiou(O) r(p)) .(5.26)
In our earlier results of the previous chapter on density-density correlation
functions for the pion, we simply computed the following ratio:
Br (I l, t) [h(Iji,]) 1 + A(I i)-1
B;r(0, t) Lh(O,O ) 1 + () (5.27)
where
h(l'l,p-) = (w(p d-/od(lIl) uou(O) ur(i)
MA(1) - E e-(Ef-mir)(tr-tl) I(fIJIr1r(P) h __I_ . (528).
p-A° I(QIJ l1(0))12 h(ly, '1
It was then assumed that the A terms were small and negligible, so that the desired
h(li,O)/h(O, 0) was simply obtained from the ratios of the two BpP.
However, one can extract the exact quantity from the following four-point
function instead of Bp
Cr(, t; I = e - ' (Q IJJr(xo, tr) 
dyod(i + y, t) ufou(x, t) a(s t)y 5 d(w, t)( Q)
tr>>ti e¢- E p"( t- t t)>rzat (2Ef)~ dp (Q IJrl 7(p)(2Eg)2
x (r(p idyod(y) u7you(0)) lr(pi) (5.29)
where
dp= (r(P I Iu(, O)Y5d(-r, 0) 0) ) (5.30)
r
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Figure 5.3: Spacetime diagram for C from which the density-density correlation
function (pp) can be extracted.
Figure (5.3) shows the spacetime diagram for Cp."
It is clear that the appropriate ratio yields:
C,(0, t; O) h(O, 1)Cpp\"~ t~ii) r h(.Ylo') ]
which is easily obtained on the lattice via
CPP(lY1, t; ) = , yE Tr [M-l(Xo, t; , t)oN(x, t; t; )
x Nt(x + Iy, t; t; )%sM- 1 (i + I, t; 5O, t)] (5.32)
where the N propagators are as defined by equation (5.7).
For pedagogical purposes, it is useful to point out the roles played by the
various spatial summations in equation (5.29). The summation over x forces the
pion states evolving from t and tr to have the same momentum, as also occurs
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in Bpp. However, we still have contributions coming from all possible momentum
states, as indicated in equation (5.26). The summations over 5' and w- in equation
(5.29) thus play the crucial role of forcing the pion state evolving from t to have
the single momentum .
A further comment is that the method employed here is that described in
section (5.2.1) involving the calculation of N-type propagators, rather than the
one described in section (5.2.2) since the latter would require the number of new
propagators calculated to be of the order of the number of sites in the spatial
lattice. In general, this observation is true for four-point or more complicated
correlation functions.
Figures (5.7), (5.8), (5.9) and (5.10) show the results for the density-density
correlation functions (pp) calculated using equations (5.31) and (5.32). Results are
plotted for both the pion and the rho meson, and for 2 and 4 . The upper plot
in each figure refers to the result obtained using equation (5.27) and has been
reported in chapter 4; the lower plot is the result obtained using equation (5.32),
with a dashed curve showing the upper plot without error bars as a comparison.
These figures show that within statistical errors, no difference is detected
between the momentum-projected and unprojected correlation functions for the
pion or the rho meson. For the pion, high accuracy is obtained up to a separation
of about 12 lattice units (2.4 fm). For the rho meson, good statistics are obtained
only up to a separation of about 8 lattice units. At longer separation, the projected
results are consistent with the unprojected results, but the very large statistical
uncertainties in this regime do not allow us to draw a strong conclusion.
5.3.2 form factors
The calculation of the pion form factor using the correlation function Df of
equation (5.16) has been reported in the literature [32, 33] where the authors also
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used the same method for other hadrons like the proton and the neutron [34, 35].
We would like to investigate the possibility of obtaining the pion form factor
via the correlation function Cff of equation (5.8). All the necessary details have
been described in section (5.2.1) and the lattice expression used to evaluate CJf is
that given by equation (5.14). The necessary N-type propagators needed are the
same as those used in section (5.3.1).
S
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Figure 5.4: Spacetime diagram showing one particular contribution to the corre-
lation function C which has a large statistical noise.
However, results are not reported here because of large statistical noise;
in particular, there is no convincing plateau over the central time slices. This
can be understood from Figure (5.4) where we show a spacetime diagram that
contributes to the path integral of Cf. This diagram is possible because the
quark and antiquark created at time slice t are allowed to be at any spatial point,
independently of each other. But the integral over the gauge fields for such a
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diagram involves the evaluation of a very large Wilson loop. Large Wilson loops
typically decay exponentially according to their area; this means that they are
very small quantities, the values of which are obtained by many cancellations,
generating a very large statistical noise in the process. Therefore, even though the
aforementioned diagram gives a small signal compared to some other diagrams, its
huge statistical noise drowns out the total signal contributing to Crf.
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Figure 5.5: Spacetime diagram showing one particular contribution to the correla-
tion function C' which has only a moderate statistical noise, except for very large
~p1.
On the other hand, Figure (5.5) shows that this is not a problem for the
density-density correlation function, except for very large separations.
In summary, for any correlation function in which we have a quark propa-
gator propagating from one end of the lattice to the other end in the time direction
without contracting with some current operator along the way, the use of N-type
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propagators (or equivalently a wall source at one end) would be plagued by the
presence of a large statistical noise. The lesson is that the form factor of the pion
and other hadrons cannot be easily calculated using this method. While the N-
type propagators have been used successfully for the pion and rho density-density
correlation functions in section (5.3.1), except for large separations, a similar prob-
lem occurs for the proton density-density correlation function since in that case
there is a third quark being allowed to go freely from one end to the other.
As an alternative to the correlation function D which has been used in
the literature, one may consider yet another correlation function Ryf:
Rrf (ye)= Z e- iP (Q d(o, t,r)Y 5U((o, tr) (+ y,tb)d(x + y, tb)
x U(, ta)%pU(, t) U(S t)%d(W, t)l Q) (5.33)
with its spacetime diagram shown in Figure (5.6).
R>f(y) can be evaluated on the lattice via
Rrf(y) = E E Tr [ 5 M-l(xo, t; t), t; t l; P
x Nt(x + , tb; t; ) y (x + yb; o, tr) ] . (5.34)
From this expression and Figure (5.6), we can see that there would not be a large
statistical noise except for very large Ijy.
The pion form factor can be extracted from
Se U Rff (y) te*t t -Epta(tr-tl2)-(EpEp)) bgr (Q JIJ E(ft)
x (wr(p)e Idhd r(ap+ qsd) (Tr(p+ q lu- u (p))(5.35)
where the right hand side is proportional to the square of the pion form factor at
momentum transfer q in the quenched approximation and b is given by equation
(5.11). This means that one must calculate Rff(y) for all and the statistics would
be bad for large IlY. Nevertheless, vector dominance tells us that Rf(y) decays like
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Figure 5.6: Spacetime diagram for the correlation function Rf (ye) from which the
pion form factor may be extracted.
e-P IY il for large IYj', where mp is the mass of the rho meson. It is thus possible to
extract reasonable results with this extra input from the vector dominance model.
In addition, there are three further limitations. Firstly, measuring the square of
the form factor means that Ryf would give us a smaller signal than Cf or Dff.
Secondly, this works only for mesons where it is sufficient to sandwich two current
operators between the sources at t and tr. Lastly, one needs a longer extent in the
time direction in order to evolve the various ground states.
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Figure 5.7: Density-density correlation function for the pion at I 2 calculated with
O-momentum projection (lower plot) and without projection (upper plot). The
dashed curve in the lower plot is the same as the upper plot without error bars,
shown for comparison.
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Figure 5.8: Same as previous figure, but for rn4 pion.
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Figure 5.9: Same as previous figure, but for ;2 rho meson.
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Figure 5.10: Same as previous figure, but for 4 rho meson.
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Chapter 6
Summary and Conclusions
Here we summarize the results presented and discussed in chapters 3, 4
and 5, with some comments about possible further work that extends and expands
upon the physical issues addresssed by those results.
In chapters 3 and 4, we studied the spatial distribution of quarks and gluons
in the pion and the rho meson by calculating wave functions and density-density
correlation functions. Indeed, these observables, which are not accessible experi-
mentally, are more sensitive to the details of the many-body structure of hadrons
than simple one-body observables like form factors or magnetic moments.
In particular, unless one specifies the gluon wave functional at all points
in space, the relativistic hadron wave function has no unique definition. By using
three different definitions, we calculated the string wave function s,, the Coulomb-
gauge wave function 4', and the adiabatic wave function 4 a. The spectacular
differences among these definitions demonstrate the important role played by the
implied gluonic component in each definition. Indeed, any hadron wave function
calculated is governed not just by the amplitude of finding a qq pair at separation
ly, but also by the overlap between the implied gluonic component in its definition
and the gluons in the ground state hadron. Specifically, we found that the gluonic
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component of the adiabatic wave function la is a gluon flux tube which has a much
better overlap with the gluons in the physical hadron than that of $s, or ic. In this
sense, ,a is probably the most physical definition one could choose on the lattice.
A dramatic role is also played by the multiple qq excitations generated
by valence quarks scattering into negative energy states and back. Indeed, the
adiabatic wave function pa, becomes much less localized when these excitations are
explicitly forbidden. This dramatic effect is essentially negligible in the string or
Coulomb-gauge wave function.
The role of these multiple qq excitations in density-density correlation func-
tions is also studied in chapter 4 for the pion and the rho meson. In short, the
much faster fall-off of the density-density correlation function at large distances
when these excitations have been excluded fits in with the picture of a hadron
consisting of a valence-quark core surrounded by a mesonic cloud.
From the above conclusions, there are several interesting issues worth inves-
tigating. Firstly, the much better overlap of the adiabatic wave function suggests
that in creating distributed hadron sources for calculating quark propagtaors, one
could use its gluon flux tube instead of fixing to Coulomb gauge as is done in the
current literature. Indeed, we should expect to be able to filter out the ground
state in fewer time slices than before. However, this is at least partially offset by
the requirement of a few time slices to evolve the gluon flux tube of the adiabatic
wave function. It is not clear that there will always be an overall gain and the
issue has to be investigated case by case. A point of optimism is that nearly all of
the increase in the overlap of the adiabatic wave function is achieved after just one
time slice, and in principle one can choose to use this near-adiabatic definition.
Secondly, an obvious extension of this work is to probe similar issues for the
nucleon and the delta. For example, the similarity of the pion and proton wave
function found by several groups [28, 30] using either the definition of is, or ¢ is
still quite a mystery. Lastly, in the light of my work on wave functions, it is not
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surprising that prior efforts in calculating the radius of the pion from Coulomb-
gauge wave functions [28] yields a value which is much too small compared to the
experimental data.
In chapter 5, we examined the issue of momentum projection on the lattice
which is pertinent to the non-perturbative evaluation of hadronic matrix elements
not amenable to perturbative calculations. The method of choice in the current
literature is to directly create hadrons with definite momenta; however, this entails
the calculation of a new set of propagators for each different hadron. An attempt
was made to get around this limitation by creating individual quarks of definite
momenta and then combining them to form the desired hadron with a definite
momentum; this entails the calculation of the so-called N-type propagators which
do not pre-specify the quantum numbers of any hadron. However, we found that
the latter method has its own limitation: for lattice correlation functions (used to
extract the desired matrix element) which allow one or more quarks to propagate
freely from one temporal boundary of the lattice to the other without contracting
with any current operator along the way, the use of the N-type propagators lead to
a huge statistical noise coming from large Wilson loops. As such, the use of the N-
type propagators is more or less restricted to mesonic observables obtainable from
correlation functions with two current operators between the temporal boundaries
of the lattice, e.g. (pp) for mesons.
104
Appendix A
Coulomb-gauge fixing
Gauge-fixing on the lattice is relevant to this work in two aspects. The first
is the measurement of Coulomb-gauge wave functions which is further described
in section (A.2). The second is the use of gauge-fixing in extended hadron sources.
The use of extended sources has already been mentioned in section (2.6)
where the desire to obtain a better overlap with the physical hadron was cited
as the motivation. In such a scenario, individual quarks and antiquarks can be
created at different spatial points and we must either connect them with gauge
links or fix to a particular gauge. For my work, I use sources based on the MIT
bag model [16] centered on the spatial point (1,1,1) at time slices t = 1 and t = 16;
these two time slices are fixed to Coulomb gauge before quark propagators are
calculated. The choice of Coulomb gauge is natural since gauge-fixing can then be
done on a single time slice instead of the whole lattice volume.
A.1 Method
The Coulomb gauge condition OjAj = 0 is implemented via the lattice
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approximation
3
[u - U)(x, t) - (Uj - U)(x- , t)]
j=l
3
E-,o C 2iga [Aj(1, t) - Aj( - j, t)]
j=1
3
E-oC 2iga2 a jA j ( x, t ) .(A.1)
j=1
Gauge-fixing on the lattice for time slice t is done by maximizing
Acoulomb = E Tr [Uj(s, t)+ U(s, t)] . (A.2)j=1 
By gauge-transforming the U links at time slice t in the following way
Uj(,t) , g(x)Uj(x,tgt(x+j) VjI , (A.3)
it is easy to see that a stationary point in Acoulomb leads to the vanishing of equation
(A.1). The method of maximizing Acoulomb is described in [36, 16]. For a fixed
accuracy, the final "gauge-fixed" link variables are obtained via
Ujmax5 t) = G() Uj (, t) Gt( + ) V j, (A.4)
where {Uj} is the set of the original link variables, {Umax} is the transformed set
that maximizes Acoulomb, and the G matrices are the final transformation matrices
that implement the gauge fixing.
The accuracy of gauge fixing can be evaluated by monitoring the change in
Acoulomb from one iteration to the next. For extended sources at t = 1 and t = 16,
the accuracy need not be too high since actual observables are measured well away
from these sources. However, for the study of Coulomb-gauge wave functions, it
can make a difference. In the paper by Hecht and DeGrand [28], the authors found
a significant broadening of the wave function as they proceed from a coarse gauge-
fixing (Acoulomb < 10 - 3 ) to a finer one (Acoulomb < 10-5); presumably, longer
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range correlations in the gluon fields are suppressed if the lattice is coarsely gauge-
fixed. I have taken this consideration into account by monitoring the dependence
of ¢c on the accuracy of gauge-fixing (see next section).
A.2 Coulomb-gauge wave functions
Because of the periodic boundary conditions in the spatial directions, the
Coulomb-gauge wave function ¢c as measured on the lattice contains additional
unwanted terms coming from contractions between quarks of neighbouring lattice
cells. It is easy to see that
lmeasured(yl) = idesired(ly l)+ idestred(L - 1) (A.5)
where L is the spatial length of the lattice and we have included only nearest-
neighbour contractions. Figure (A.1) shows the diagrams corresponding to the
two terms on the right hand side of equation (A.5). Indeed, our measurements
indicate that, as expected, measured(jl) = omeasured(L -II)
This is corrected by parametrizing the measured wave function as
measured(ll) Cl [ec2y13 + e 2(L - y )c3 (A.6)
and doing a least-square fit to obtain the values of the constants cl, c2 and c 3.
,desired is then given by [cle - 2lC3] and this is the quantity that is reported in
chapter 3.
As discussed in the previous section, the accuracy of gauge-fixing can affect
the measurement of the wave function. Hence, in addition to calculations done
at Acoulomb < 10 - 5, I have investigated any changes for Acoulomb < 10-6 and
bAcoulomb < 10-7, as plotted in Figure (A.2). The plots suggest that the change
from 10-5 to 10-6 might be significant whereas for the change to 10 - 7 , no dis-
cernible difference is indicated within the statistical errors. To be conservative, a
gauge-fixing accuracy of 10- 7 is used for all measurements.
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(a)
0 t
(b)
d x+L
x+lyl
U ®x
T 0 Tt
Figure A.1: Spacetime diagrams for the Coulomb gauge wave function. In addition
to the desired amplitude coming from diagram (a), the measured Id also includes
contributions from diagram (b) where the d-quark contracts with an image in a
neighbouring cell.
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Figure A.2: Pion Coulomb-gauge wave function for K2 plotted against qq separa-
tion, showing its dependence on the accuracy of gauge fixing as discussed in the
text.
Appendix B
Error analysis
B.1 Statistical errors
The measurement of observables on the lattice is made via a Monte Carlo
evaluation of a Euclidean path integral, this being exact in the limit of large sample
size. For a finite sample size, one needs to estimate the sampling errors.
To avoid the assumption of normally distributed variables, it is necessary to
use some form of non-parametric statistics. Our method of choice is the jackknife
method. This method is an approximation to the more fundamental bootstrap
method which is claimed to be more reliable in the literature [37, 38, 30]. How-
ever, for simplicity, we have chosen the single elimination jackknife method for
estimating the variance.
In brief, suppose we have N measurements of an observable O0 (n = 1, N).
The Monte Carlo average of 6 is given by
i N
Oav = - E6n. (B.1)
N n=l
Then we define N jackknife samples of size (N - 1) by deleting each of the original
Monte Carlo ensemble elements in turn, denoted by O't (i = 1, N; n = 1, N - 1).
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Then the jackknife estimate of the variance is
(,J") 2 = NN] E VN EOm]N- (B.2)
i=1 m=l
B.2 Extrapolation to chiral limit
This section deals with the problem of how to extrapolate lattice results
calculated at rather heavy quark masses (40, 95 and 170 MeV in my work) to the
chiral limit (zero quark mass).
Let me comment here that strictly speaking, one should extrapolate to a
light quark mass (u and d quarks) that corresponds to a pion of physical mass 140
MeV (instead of 0). However, for most practical purposes, the difference proves
to be negligible and either procedure can be made with exactly the same method
chosen.
One further point is that results calculated at different quark masses are in
fact correlated because the same gluon configurations have been used to compute
the quark propagators. Therefore in general one needs to address the problem of
fitting correlated data.
B.2.1 formulation
Suppose that we have N trial measurements of D data points (Xi,n, Yi,n),
i = 1, D and n = 1, N. Then the covariance matrix is defined as:
1 N
Cij -N - 1 (yi,n -Yi)(j, - yj) (B.3)
n=l
where
1 N
Yi = Yi,n 
Nn=1
(For uncorrelated data, Cij would be diagonal. For the jackknife method of error
analysis, yi,, is replaced by a jackknife sample.) In general one would like to fit the
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data yi to some curve fi(a) where a is a set of free parameters to be determined
by minimizing
D D
X2 = E (Yi-i) C (Y - fj) (B.4)
i=1 j=1
Differentiating with respect to a and demanding that these first derivatives of X2
vanish, one obtains a set of simultaneous equations for the ac:
Ox2 a-2 ; Of,
OaX2 = -2 [afiOak C 1(y - j )] = (B.5)
where we get two equal terms because C-l is symmetric by definition. To be
rigorous, for any chosen fitting function fi(a), one should also consider the second
derivative in order to check that we are indeed getting a minimal point:
a2X2 _ 2fi afi af]Xk = 2 [-a C t 1 (y - fj) + '; WC f1 ] (B.6)aak i Oa3 k3 Oak " ak
The easiest choice for f(oa) is to consider a linear fit:
fi = ao + a xi
Except where there is some justification from the underlying physics, such a linear
extrapolation is generally acceptable only when the available data actually display
reasonable compatibility with such an expectation, as borne out by, say, visual
inspection and/or a reasonably small X2 per degree of freedom. In practice, one
can add more parameters until the x 2 per degree of freedom stabilizes. However,
since only 3 data points were used (D = 3, for 3 different quark masses), a more so-
phisticated fit may not be reliable; fortunately the results appear to be reasonably
linear.
(Caveat: note that such a linear extrapolation, no matter how much the
data may appear to incline towards such a supposition, does not in any way provide
a theoretical basis for deducing a linear relationship; it is at best an empirical
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observation and with the added limitation of having only used three data points,
the whole procedure merely reflects our general ignorance about how the various
observables vary with quark mass. Assuming that no "unusual" physics occurs in
going from a quark mass of 40 MeV to the chiral limit, all we could do is to express
some confidence that the true chiral value is reflected in our estimated answer and
its estimated uncertainty.)
Plugging this linear function into equation (B.5) leads to the desired fitted
value of a0O and al:
(B.7)(i) =[XTCX [XC-1Y] . (B.7)
where X and Y are given by
X- 1 , Y= 2 
1 X Y3
Since C is a real symmetric matrix, we may expand its inverse in terms of a basis
formed from its eigenvectors:
D 1
Cij =E ei mm (B.8)
m=l m
where Cije = Am er. This is how I have chosen to calculate the inverse of C. In
addition, this provides a convenient way to evaluate the second derivatives of X2:
O2 2 D i 2
t2 =2 E I e
0 O m=l k
a 2 D 1 
a = 2 ekxk) . (B.9)
These expressions indicate that as long as the eigenvalues are positive, both second
derivatives are positive definite and hence that the set of fitted ca that solves
equation (B.5) leads to a minimal X2 as desired.
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B.2.2 results and discussion
Figure (B.1) shows two typical results obtained when extrapolating wave
functions to their values at the chiral limit by fitting the correlated data to a linear
function as outlined in the previous section. For the sake of comparison, I have
also plotted the result obtained by "naively" ignoring the correlation between the
data, i.e. using only the diagonal elements of the covariance matrix C.
0.009
0.008
0.007
n Mrla
u.o4W
0.2575
0.2A50
0.2525
0.2500
0.2476
z afin
0 0.06 0.1 0.16 0.2 0 0.06 0.1 0.15 0.2
Figure B.1: Pion As plotted against quark mass in lattice units for a quark-
antiquark separation of (a) 1.6 fm and (b) 0.6 fm. The solid line indicates the
best-fit line obtained by minimizing X2 with the full covariance matrix while the
dotted line is obtained by using only its diagonal elements (i.e. ignoring the corre-
lation between data). The unfilled and solid circles at zero quark mass (one slightly
shifted for clarity) correspond to the respective extrapolated values for the naive
and full-matrix fit.
In Figure (B.la) one sees that both fits virtually lie on top of each other
and the two extrapolated values are very close. However, in Figure (B.lb), while
the naive fit appears plausible (since it travels within the uncertainty bounds of all
3 data points), the fit using the full covariance matrix misses all the data points
I I
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entirely! While the two extrapolated values seem to agree within error bars and
would thus at least not qualitatively affect our conclusions, it is still instructive to
understand this somewhat mysterious phenomenon which has also been reported
by other lattice groups [39].
Some understanding of this problem can be obtained by substituting the
expression for C-1 given by equation (B.8) into equation (B.4) and leading to
X2 = (B.10)
m=l m i=
where Ai = y - fi. This is clearly a positive-definite quantity. Next consider the
case where A3 << A2, A1: this means that in attempting to minimize X2, the term
with the coefficient 1/A3 dominates in the process, and in general the eigenvector
e could be such that it pays for all the Ai to be of the same sign and fairly
large (which would mean that the fitted line misses all three data points). This
is much less likely to happen when either all three eigenvalues are comparable or
two of them are much smaller than the third; this is because we have then at least
two terms in X2 of importance in the minimization process and since the em are
orthogonal to one another, an "unusual" set of Ai would probably only pay off
for one of the terms but do badly for the other. A look at the eigenvectors and
eigenvalues corresponding to the data of Figure (B.1) does support the expectations
from these arguments.
The preceding discussion suggests that a possible remedy is to "truncate the
lowest eigenmodes" from C - 1 when solving for ao and al. For example, truncating
the eigenmode with the smallest eigenvalue, one would use:
D- 1
m=1 Am
where the eigenvalues have been arranged in descending order of magnitude. Figure
(B.2) shows the result of such a truncating procedure being made to the data from
Figure (B.lb).
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It clearly indicates that after truncating the lowest eigenmode, the data
points with their error bars now lie on the extrapolated line (solid line). In fact, it
essentially coincides with the "naive" fit; such observations have also been made
by other groups [40].
Recently, the author of [41] has also shown that it is inadvisable to use
correlated x2 with N data samples of D data unless N > max(D2 , 10(D + 1)).
The inequality is not satisfied in our case since we have N = 20 and D = 3.
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Figure B.2: Pion 's, versus quark mass in lattice units for a quark-antiquark separa-
tion of 0.6 fm. The dotted line indicates the "naive" fit which ignores correlations.
The dashed, solid and dotdashed line correspond respectively to the best-fit line
obtained by using one, two and three (i.e. full matrix) eigenmodes in the expan-
sion of C - 1 given by equation (B.8). The extrapolated results from the naive fit,
the full-matrix fit and the two-eigenmode fit are shown by the unfilled circle, solid
square and solid diamond respectively.
I IX
-
. .
.
- -
- -f - - - - -f -
I
I
Bibliography
[1] K. Wilson, Phys. Rev. D10, 2445 (1974).
[2] K. Symanzik, Nucl. Phys. B226, 205 (1983); P. Weisz, Nucl. Phys. B212, 1
(1983); M. Liischer and P. Weisz, Phys. Lett. B158, 250 (1985).
[3] M. Creutz and K. J. M. Moriarty, Phys. Rev. D26, 2166 (1982).
[4] F. Fucito, E. Marinari, G. Parizi and C. Rebbi, Nucl. Phys.
(1981).
B180/FS2, 369
[5] A. Hasenfratz and P. Hasenfratz, Phys. Lett. B104, 489 (1981).
[6] D. Callaway and Raman, Phys. Rev. Lett. 49, 613 (1982).
[7] K. Wilson, Quark and String on a Lattice: New Phenomena in Subnuclear
Physics, ed. A. Zichichi (Plenum Press, New York, 1977) pp. 13.
[8] H. B. Nielsen and M. Minomiya, Nucl. Phys. B185, 20 (1981).
[9] J. Kogut and L. Susskind, Phys. Rev. D11, 395 (1975).
[10] D. Kaplan, Phys. Lett. B288, 342 (1992); M. Golterman, K. Jansen, D. Ka-
plan, Phys. Lett. B301, 219 (1993).
[11] S. Frolov and A. Slavnov, Max-Planck Inst. preprint MPI-Ph 93-12 (1993).
118
BIBLIOGRAPHY
[12] R. Narayanan and H. Neuberger, Phys. Lett. B302, 62 (1993); preprint RU-
93-34.
[13] J. W. Negele, "Hadrons and Hadronic Matter" in NATO Advanced Study
Series B228, 369 (1989).
[14] M. Creutz, BNL-49465 (1993).
[15] A. S. Kronfeld and P. B. Mackenzie, Fermilab-pub-93 1993.
[16] J. Grandy, Ph. D. Thesis (M. I. T.,Cambridge,MA).
[17] M. Lissia, Ph. D. Thesis (M. I. T.,Cambridge,MA).
[18] T. Cohen and D. Leinweber, U. of Md. preprint # 92-189, (1992).
[19] G. 't Hooft, Nucl. Phys. B72 461 (1974); Nucl. Phys. B75, 461 (1974).
[20] E. Witten, Nucl. Phys. B160, 57 (1979).
[21] N. Cabibbo and E. Marinari, Phys. Lett. 119B, 387 (1982).
[22] Y. Oyanagi, Comp. Phys. Commun. 42, 333 (1986).
[23] P. Rossi, C. Davies and G. Lepage, Nucl. Phys. B297, 287 (1988).
[24] Hestenes and Steifel, Journal of Research of the National Bureau of Standards
49, 409 (1952).
[25] T. DeGrand, preprint Colo-Hep-176 (1988).
[26] Chodos, et al., Phys. Rev. D9, 3471 (1974).
[27] M. Lissia, M. Chu, J. Negele and J. Grandy, Nucl. Phys. A555, 272 (1993).
[28] M. Hecht and T. DeGrand, Phys. Rev. D46, 2155 (1992).
119
BIBLIOGRAPHY
[29] A. Hasenfratz, P. Hasenfratz et al, Z. Phys. C25, 191 (1984).
[30] M. Chu, M. Lissia and J. Negele, Nucl. Phys. B360, 31 (1990)
[31] B. Velikson and D. Weingarten, Nucl. Phys. B249, 433 (1985).
[32] G. Martinelli and C. Sachrajda, Nucl. Phys. B306, 865 (1988).
[33] T. Draper, R. Woloshyn, W. Wilcox and K. Liu, Nucl. Phys. B318, 319
(1989).
[34] G. Martinelli and C. Sachrajda, Nucl. Phys. B316, 355 (1989).
[35] T. Draper, R. Woloshyn and K. Liu, Phys. Lett. B234, 121 (1990).
[36] C. Davies, Proceedings, Lattice 86, 63 (1986).
[37] B. Efron, Ann. Statist. 7, 1 (1979).
[38] B. Efron, "The Jackknife, the Bootstrap and Other Resampling Plans", ed.
S. I. A. M. (1982).
[39] S. Gottlieb et al., Phys. Rev. D38, 2245 (1988).
[40] G. Kilcup, private communication.
[41] C. Michael, Liverpool preprint LTH 321 (1993).
120
Acknowledgements
The author would like to express his heartiest thanks to John Negele who
supervised his thesis and showed him that physics is never the mere manifestation
of an algebraic manipulation or a numerical calculation, but should be conceptual-
ized and investigated for the right reason. Having been schooled in algebraic tech-
niques prior to coming to MIT, the author is grateful to the Institute for providing
unparalleled opportunities in learning about computers and their capabilities. In
the latter regard, much is owed to John Negele for his experience in computational
physics and to Jeffrey Grandy for his help in learning about computing on the
Crays. At the same time, the author learned much about field theory from three
courses taught by Janos Polonyi.
In addition, the author wishes to acknowledge the hospitality of the Center
for Theoretical Physics, especially for a generous and continual research assis-
tantship. Special thanks is due to Milda Richardson for her help in administrative
matters on numerous occasions and to Evan Reidell for his helpful suggestions on
computing.
The author also gained much from the disproportionate number of his fellow
countrymen at MIT and from the frightfully dynamic and intellectual experience
of living in the Boston area which irreversibly shaped his view of life and the world
around him. Last but not least, a wordless salute to my father and my mother,
for waiting understandingly and patiently for the return of their prodigal son.
121
Biographical Note
The author is born in 1966 on the island nation of Singapore. He attended
high school at Raffles Institution and Raffles Junior College. In 1985, he was
awarded a scholarship by the Public Service Commission of Singapore to study
physics at University College London. While there, he did research with Professor
Leonardo Castillejo on the topic of skyrmion solutions on a hypersphere for his
third-year project and eventually graduated with a first class honours degree in
1988. He then obtained deferment from fulfilling his scholarship bond in order to
pursue a doctorate in physics at MIT. After receiving his PhD in the area of lattice
gauge theory in 1994, the author is returning to Singapore to continue his military
service after almost nine years of deferment.
122
