In this paper, we how to use two technologies, AWG (arrayed-waveguide grating) and WSS (wavelength selective switches), to design nonblocking wavelength/space optical cross connects. An AWG is a passive device and can route multiple wavelengths simultaneously. However, to apply AWGs, there are several issues to consider, including the wavelength conversion range, crosstalk, and switch size constraint. We show a decomposition technique for designing an AWG-based nonblocking wavelength/space switch. The decomposition is carried out in a transformed space network. The new technique is simpler in concept and more flexible in setting switch sizes. We also study another class of wavelength/space switches that are based on WSSes and compare the two approaches in terms of the scalability, switch size constraint, and number of WCs (wavelength converters) required.
In addition to AWG, WSS [4, 5, [20] [21] [22] is another commercially available technology for constructing nonblocking space/wavelength switches. We will present a different decomposition technique for designing WSS-based nonblocking optical cross-connects. The resulting nonblocking optical cross-connects derived from the two approaches, AWG-based and WSS-based, display quite different characteristics. The former requires tunable WCs, while the latter does not; the former requires no optical space switching, while the latter does. They also put different constraints on switch sizes. We intend to compare two in terms of the scalability, switch size constraint, and number of WCs (wavelength converters) required.
The rest of the paper is organized as follows. In Section 2, we introduce how to dilate the AWG-based switch in the space domain and present a new decomposition technique for designing an AWG-based nonblocking wavelength/space switch. In Section 3, we present how to use WSSes to design a switch with the same nonblocking wavelength/space property. In Section 4, we study the space-wavelength tradeoffs between AWG-based and WSS-based switches. Section 5 concludes our discussion.
A New Decomposition Technique for Constructing AWG/WC-Based Nonblocking Switches

Wavelength Dilated Network
A space/wavelength nonblocking switch is shown in Figure 1a [11] , which contains only two types of devices: AWGs and WCs. An N × N (N-input-port and N-output-port) AWG operates on a set of N wavelengths {λ 0 , λ 1 , . . . , λ N−1 }. Let i, o, and λ w represent the input port, output port, and wavelength of a signal, respectively, wherein w ∈ {0, 1, . . . , N − 1}. The relationship among the three parameters of i, o, and w is specified by the equation below:
Each input can transmit N signals of different wavelengths through the device without blocking. For an N × M AWG with M ≤ N, we can take the first M output ports of an N × N AWG and apply the same routing relationship as described in Equation (1) . The same applies to an M × N AWG. The t-WC module in Figure 1 refers to a set of t WCs. Let ψ = {λ 0 , λ 1 , . . . , λ t−1 } be the set of input wavelengths, and Г = {λ 0 , λ 1 , . . . , λ t−1 } be the set of output wavelengths. Each WC inside the t-WC module converts an input wavelength λ i to an output wavelength λ j , where λ i ∈ ψ and λ j ∈ Г, respectively. Note that each WC must be tunable as the wavelength conversion is not fixed.
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Wavelength Dilated Network
A space/wavelength nonblocking switch is shown in Figure 1a [11] , which contains only two types of devices: AWGs and WCs. An N × N (N-input-port and N-output-port) AWG operates on a set of N wavelengths {λ0, λ1, …, λN−1}. Let i, o, and λw represent the input port, output port, and wavelength of a signal, respectively, wherein w ∈ {0, 1, …, N − 1}. The relationship among the three parameters of i, o, and w is specified by the equation below:
Each input can transmit N signals of different wavelengths through the device without blocking. For an N × M AWG with M ≤ N, we can take the first M output ports of an N × N AWG and apply the same routing relationship as described in Equation (1) . The same applies to an M × N AWG. The t-WC module in Figure 1 refers to a set of t WCs. Let ψ = {λ0, λ1, …, λt−1} be the set of input wavelengths, and Г = {λ0′, λ1′, …, λt−1′} be the set of output wavelengths. Each WC inside the t-WC module converts an input wavelength λi to an output wavelength λj′, where λi ∈ ψ and λj′ ∈ Г, respectively. Note that each WC must be tunable as the wavelength conversion is not fixed. The switch in Figure 1a has r input links and each link carries n wavelengths. Therefore, an input (or output) channel in the switch is defined by a two tuple (link, wavelength). The switch uses three stages of WC modules: n-WC, r-WC, and n-WC modules, respectively. These WC modules are interconnected with two AWGs with the size r × n and n × r. This switch is rearrangeable nonblocking The switch in Figure 1a has r input links and each link carries n wavelengths. Therefore, an input (or output) channel in the switch is defined by a two tuple (link, wavelength). The switch uses three stages of WC modules: n-WC, r-WC, and n-WC modules, respectively. These WC modules are interconnected with two AWGs with the size r × n and n × r. This switch is rearrangeable nonblocking (RNB), in the sense that whenever an input channel and an output channel is available, a connection between the two can always be set up by the switch, although some existing connections may need to be re-arranged. Given a set of connections, the looping algorithm [23] is the standard routing algorithm to route all the connections through the switch.
To see why the network is rearrangeable nonblocking, we can transform the entire switch into the space domain (called the wavelength dilated switch), as shown in Figure 1b . This transformation technique is well established in the literature [11, 24] . In the wavelength-dilated space topology, an n-WC (or r-WC) module is represented by an n × n (or r × r) space switch and AWGs become connecting wires in Figure 1b . The two networks are equivalent to each other. The transformed space network of Figure 1b is a three-stage C(n, n, r) Clos network [25] . This equivalent network is rearrangeable nonblocking. Consequently, its original wavelength/space network is also rearrangeable nonblocking.
However, the problem becomes complicated once we consider the actual values of t, n, and r. Note that the current maximum value of n is around 90 [26] , and the current maximum value of N, the size of an AWG, is around 32 [27] . If r > N or n > N, these cases cannot be implemented. Neither can the case r > n due to the number of wavelengths limitation. To avoid the design constraints imposed by the values above, [11] presents a decomposition technique, decomposing the AWGs and WC modules recursively in the original topology. The technique is quite complicated. In the following, we describe a new decomposition technique. The decomposition is carried out in the dilated topology. Conceptually, it is much simpler than that described in [11] . Instead of decomposing the AWGs and WC modules in the original topology as done in [11] , we show that it is possible to carry out the decomposition in the expanded space domain directly. This approach is simpler and more intuitive.
Note that in the wavelength dilated topology (as such Figure 1b) , the node stages are numbered from 1 and the links from 0. Each output of node stage 1 can be written as a two-tuple (x 1 , x 2 ), where 0 ≤ x 1 ≤ r − 1, 0 ≤ x 2 ≤ n − 1, where x 1 , called the switch field, represents the switch on which the link is located and x 2 , called the member field, represents the link's number inside x 1 . Similarly, an input of node stage 2 can also be written as a two-tuple (y 1 , y 2 ) where 0 ≤ y 1 ≤ n − 1, 0 ≤ y 2 ≤ r − 1. Similarly, y 1 is the switch field and y 2 the member field. In the three-stage space equivalent topology, the interconnection pattern between the first and the second node stage can be written as a mapping from the outputs of node stage 1 to the inputs of node stage 2. Given (x 1 , x 2 ), the mapping can be described as:
A New Decomposition Scheme
Due to the limited size of AWGs, if r > N or n > N, the network in Figure 1 cannot be implemented. Neither can the case of r > n be implemented, because the number of wavelengths required to implement the AWGs and the middle WC module stage is not obtained. The decomposition described below can solve this problem.
To simplify the discussion, we assume n = N in the following example. We will explain later why the method applies directly to the case n > N. Let r be a multiple of k, where k ≤ n. Suppose r = k × r 1 . Let us decompose an r × r switch of the middle stage in Figure 2 into a three-stage C(k, k, r 1 ) network, as shown in Figure 3 , where an example with k = 4 and r = 12 is given. Based on the Clos theory, the new wavelength dilated topology of Figure 2 is RNB, which means that its corresponding switch in the original space and wavelength domains is still an RNB network. Properties 1 and 2 given below show that the number of wavelengths and the size of AWGs required to implement the corresponding switch in the original wavelength/space domains will be reduced. In the paper, starting from node 0, all of the k consecutive switches in node stage 1 of Figure 3 are considered a group. Let Ni be the ith node group of stage 1, where 0 ≤ i ≤ r1 − 1. That is:
We also consider all of the outputs (x1, x2) of switches in the same group as one output group. Let Oi be the ith output group of stage 1. That is: In the paper, starting from node 0, all of the k consecutive switches in node stage 1 of Figure 3 are considered a group. Let N i be the ith node group of stage 1, where 0 ≤ i ≤ r 1 − 1. That is:
We also consider all of the outputs (x 1 , x 2 ) of switches in the same group as one output group. Let O i be the ith output group of stage 1. That is: After decomposition, each r × r switch of stage 2 is divided into r1 sub-switches of size k × k. Let each input of the second stage switches be represented by a new two-tuple (z1, z2), where z1 represents the new switch number. Given (y1, y2), we can derive (z1, z2) as:
Furthermore, we can also divide the switches of the second stage after decomposition into r1 groups. Let Mi denote the ith node group of stage 2, where 0 ≤ i ≤ r1 − 1, and Mi is defined to be: Proof. Let Ii be the set of inputs of Mi, where 0 ≤ i ≤ r1 − 1. That is:
Let (x1, x2) ∈ Oi. Then, the input of the second stage switch, which (x1, x2) is connected to, can be derived from Equations (2), (4), (5) , and (7), as follows: (2) and Equation (5).)
∈ Ii. (∵ Equation (4) and Equation (7).)
Similarly, we can show that if (z1, z2) ∈ Ii, it will be connected to an output (x1, x2) of the first stage switches and (x1, x2) ∈ Oi. □ After decomposition, each r × r switch of stage 2 is divided into r 1 sub-switches of size k × k. Let each input of the second stage switches be represented by a new two-tuple (z 1 , z 2 ), where z 1 represents the new switch number. Given (y 1 , y 2 ), we can derive (z 1 , z 2 ) as:
Furthermore, we can also divide the switches of the second stage after decomposition into r 1 groups. Let M i denote the ith node group of stage 2, where 0 ≤ i ≤ r 1 − 1, and M i is defined to be: Proof. Let I i be the set of inputs of M i , where 0 ≤ i ≤ r 1 − 1. That is:
Let (x 1 , x 2 ) ∈ O i . Then, the input of the second stage switch, which (x 1 , x 2 ) is connected to, can be derived from Equations (2), (4), (5), and (7), as follows: (2) and (5).) = (x 2 ×r 1 + i, x 1 mod k) (∵ Equation (4).) (4) and (7).)
Similarly, we can show that if (z 1 , z 2 ) ∈ I i , it will be connected to an output (x 1 , x 2 ) of the first stage switches and (x 1 , x 2 ) ∈ O i . Property 1 shows that the mapping describing the interconnection pattern between the first and the second node stages can be broken into non-overlapping mappings, meaning that they have no commonly shared links among these mappings.
Property 2.
Assume r = k × r 1 . After decomposing a middle stage switch into a three-stage C(k, k, r 1 ) network (see Figure 3) , the number of wavelengths required to implement the corresponding switch in the original space and wavelength domains is reduced to max{r 1 , n} from max{r, n}.
Proof. Property 1 shows that after decomposition, the mapping describing the interconnection pattern between node stage 1 and node stage 2 (see Figure 3) can be broken into r 1 non-overlapping mappings. Thus, the implementation corresponding to the new dilated topology can be derived as shown in Figure 4 , wherein each r-WC module in the middle stage is now broken into 2r 1 k-WC modules and k r 1 -WC modules, the first (or second) r × n (or n × r) AWG is broken into r 1 independent AWGs, and the size of each AWG is k × n (or n × k), where k ≤ n. In addition, 2n additional AWGs of size r 1 × k and k × r 1 are generated.
As a result, the number of wavelengths required to implement the corresponding topology in the original space and wavelength domains is reduced to max{r 1 , n} from max{r, n}.
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Property 2. Assume r = k × r1. After decomposing a middle stage switch into a three-stage C(k, k, r1) network (see
Proof. Property 1 shows that after decomposition, the mapping describing the interconnection pattern between node stage 1 and node stage 2 (see Figure 3 ) can be broken into r1 non-overlapping mappings. Thus, the implementation corresponding to the new dilated topology can be derived as shown in Figure 4 , wherein each r-WC module in the middle stage is now broken into 2r1 k-WC modules and k r1-WC modules, the first (or second) r × n (or n × r) AWG is broken into r1 independent AWGs, and the size of each AWG is k × n (or n × k), where k ≤ n. In addition, 2n additional AWGs of size r1 × k and k × r1 are generated.
As a result, the number of wavelengths required to implement the corresponding topology in the original space and wavelength domains is reduced to max{r1, n} from max{r, n}. □ From the proof of Property 2, we can also see that the size of the AWGs is reduced. If r1 > n, we can then apply the same principle to further decompose r1, as described below. For a given n, let us factor r as n1 × n2 × … × ns, where ni is the largest factor of r/(n1 × n2 × …× ni−1) with 1 < ni ≤ n for 1 ≤ i ≤ s. Such factorization is called a compact factorization of r in the paper. For example, given r = 24 and n = 4, the compact factorization of r is 4 × 3 × 2. Using the method described previously, there will be 2s + 1 node stages in the final topology in the space domain. Since each stage of the space switches corresponds to a stage of WC modules in the original network, we need to minimize s. It is easy to see that under the requirement that each factor ni is the largest factor of r/(n1 × n2 × … × ni−1) with 1 < ni ≤ n, a compact factorization of r leads to the minimum number of stages.
Property 3. The compact factorization of r is unique.
Proof. Suppose r has two distinct compact factorizations: n1 × n2 × … × ns and n1′ × n2′ × … × ns′. Assume i is the smallest index, such that ni ≠ ni′, that is, nj = nj′ for all j ≤ i − 1. It implies that either ni or ni′ is not the largest factor of r/(n1 × n2 × … × ni−1) (= r/(n1′ × n2′ × … × ni−1′)), which contradicts the definition of compact factorization. Hence, the proof is complete. □ From the proof of Property 2, we can also see that the size of the AWGs is reduced. If r 1 > n, we can then apply the same principle to further decompose r 1 , as described below. For a given n, let us factor r as n 1 × n 2 × . . . × n s , where n i is the largest factor of r/(n 1 × n 2 × . . . × n i−1 ) with 1 < n i ≤ n for 1 ≤ i ≤ s. Such factorization is called a compact factorization of r in the paper. For example, given r = 24 and n = 4, the compact factorization of r is 4 × 3 × 2. Using the method described previously, there will be 2s + 1 node stages in the final topology in the space domain. Since each stage of the space switches corresponds to a stage of WC modules in the original network, we need to minimize s. It is easy to see that under the requirement that each factor n i is the largest factor of r/(n 1 × n 2 × . . . × n i−1 ) with 1 < n i ≤ n, a compact factorization of r leads to the minimum number of stages.
Proof. Suppose r has two distinct compact factorizations: n 1 × n 2 × . . . × n s and n 1 × n 2 × . . . × n s . Assume i is the smallest index, such that n i = n i , that is, n j = n j for all j ≤ i − 1. It implies that either n i or n i is not the largest factor of r/(n 1 × n 2 × . . . × n i−1 ) (= r/(n 1 × n 2 × . . . × n i−1 )), which contradicts the definition of compact factorization. Hence, the proof is complete.
Figures 5 and 6 show another example with r = 24 and n = 4. This case was not discussed in [11] , which only presents the case where r is a power of n. In the example above, we assume n = N.
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Let us consider the case n > N (this case was not discussed in [11] either). Consider the example where n = 8, N = 4, and r = 24 (see Figure 7 ). All we need to do is to demux the n wavelengths into n/N fibers and the remaining systems will be exactly the same as described in Figure 6 . Note that these n wavelengths are converted to wavelengths λ 0 , λ 1 , . . . , λ N−1 in the remaining systems. Thus, only N wavelengths are used internally in the final network (i.e., after the first stage of WC modules and before the last stage of WC modules).
From the above discussion, we can see that our decomposition technique is carried out in the space domain. As long as the network is nonblocking in the equivalent space network, the original space/wavelength network is nonblocking. This makes our decomposition simpler than the decomposition technique presented in [11] , which is completed in both the space and wavelength domains. Since we only need to deal with the space domain, our technique is also more flexible in designing networks of different sizes. fibers and the remaining systems will be exactly the same as described in Figure 6 . Note that these n wavelengths are converted to wavelengths λ0, λ1, …, λN−1 in the remaining systems. Thus, only N wavelengths are used internally in the final network (i.e., after the first stage of WC modules and before the last stage of WC modules).
From the above discussion, we can see that our decomposition technique is carried out in the space domain. As long as the network is nonblocking in the equivalent space network, the original space/wavelength network is nonblocking. This makes our decomposition simpler than the decomposition technique presented in [11] , which is completed in both the space and wavelength domains. Since we only need to deal with the space domain, our technique is also more flexible in designing networks of different sizes. Figure 6 to design an RNB switch with such parameters. Note that these eight wavelengths are converted to wavelengths λ0, λ1, λ2, and λ3 in each middle switch.
WSS-Based Approach
Another approach to the design of RNB wavelength/space switches is based on WSSes [20] [21] [22] . As shown in Figure 8a , each input and output i of an r × r WSS carries n wavelengths, denoted by , , … , , for 0 ≤ i ≤ r − 1. A WSS can switch one wavelength channel from an input to any output, as long as no other signals of the same wavelength are switched to the same output (see Figure 8a ). There are many technologies and architectures for implementing the device [28] [29] [30] . A possible implementation is shown in Figure 8b , where each block in the middle represents a nonblocking space switch. Note that a WSS requires space switching, but contains no WCs. Thus it is nonblocking in the space domain, but not in the wavelength domain. A typical architecture for making a WSS-based wavelength/space RNB switch is shown in Figure 9a , where there are three stages of r × r WSSes and two stages of n-WC modules that perform fixed wavelength conversions and need not be tunable. Switching is done through dynamically changing the states of the space switches in the architecture. In contrast, the architecture of Section 2 contains no space switches and switching is done through dynamically changing the states of WCs. An RNB network with n = 8, N = 4, and r = 24. We can just demux the eight wavelengths into two fibers and use the same technique shown in Figure 6 to design an RNB switch with such parameters. Note that these eight wavelengths are converted to wavelengths λ 0 , λ 1 , λ 2 , and λ 3 in each middle switch.
Another approach to the design of RNB wavelength/space switches is based on WSSes [20] [21] [22] . As shown in Figure 8a , each input and output i of an r × r WSS carries n wavelengths, denoted by λ i 0 , λ i 1 , . . . , λ i n−1 , for 0 ≤ i ≤ r − 1. A WSS can switch one wavelength channel from an input to any output, as long as no other signals of the same wavelength are switched to the same output (see Figure 8a ). There are many technologies and architectures for implementing the device [28] [29] [30] . A possible implementation is shown in Figure 8b , where each block in the middle represents a nonblocking space switch. Note that a WSS requires space switching, but contains no WCs. Thus it is nonblocking in the space domain, but not in the wavelength domain. fibers and the remaining systems will be exactly the same as described in Figure 6 . Note that these n wavelengths are converted to wavelengths λ0, λ1, …, λN−1 in the remaining systems. Thus, only N wavelengths are used internally in the final network (i.e., after the first stage of WC modules and before the last stage of WC modules).
From the above discussion, we can see that our decomposition technique is carried out in the space domain. As long as the network is nonblocking in the equivalent space network, the original space/wavelength network is nonblocking. This makes our decomposition simpler than the decomposition technique presented in [11] , which is completed in both the space and wavelength domains. Since we only need to deal with the space domain, our technique is also more flexible in designing networks of different sizes. An RNB network with n = 8, N = 4, and r = 24. We can just demux the eight wavelengths into two fibers and use the same technique shown in Figure 6 to design an RNB switch with such parameters. Note that these eight wavelengths are converted to wavelengths λ0, λ1, λ2, and λ3 in each middle switch.
Another approach to the design of RNB wavelength/space switches is based on WSSes [20] [21] [22] . As shown in Figure 8a , each input and output i of an r × r WSS carries n wavelengths, denoted by , , … , , for 0 ≤ i ≤ r − 1. A WSS can switch one wavelength channel from an input to any output, as long as no other signals of the same wavelength are switched to the same output (see Figure 8a ). There are many technologies and architectures for implementing the device [28] [29] [30] . A possible implementation is shown in Figure 8b , where each block in the middle represents a nonblocking space switch. Note that a WSS requires space switching, but contains no WCs. Thus it is nonblocking in the space domain, but not in the wavelength domain. A typical architecture for making a WSS-based wavelength/space RNB switch is shown in Figure 9a , where there are three stages of r × r WSSes and two stages of n-WC modules that perform fixed wavelength conversions and need not be tunable. Switching is done through dynamically changing the states of the space switches in the architecture. In contrast, the architecture of Section 2 contains no space switches and switching is done through dynamically changing the states of WCs. A typical architecture for making a WSS-based wavelength/space RNB switch is shown in Figure 9a , where there are three stages of r × r WSSes and two stages of n-WC modules that perform fixed wavelength conversions and need not be tunable. Switching is done through dynamically changing the states of the space switches in the architecture. In contrast, the architecture of Section 2 contains no space switches and switching is done through dynamically changing the states of WCs. To understand how to make a WSS-based nonblocking wavelength/space switch, we again expand the topology of the switch in the space domain [31] . Note that in the wavelength dilated topology (as such Figure 9b ), node stages are numbered from 1 and links from 0. Each r × r WSS is represented by n r × r space switches in the expanded space topology, where n is the number of wavelengths carried on each input and output fiber. When WSS is expanded in the wavelength domain, all r input or output links will be repeated n times in the space domain. Let ζ2 represent the link number in the original topology, where 0 ≤ ζ2 ≤ r − 1. Then, we can use a two-tuple (ζ1, ζ2), 0 ≤ ζ1 ≤ n − 1, to represent a link in the expanded space topology, where ζ1 represents the group number of each link and each group corresponds to one wavelength in the expanded space topology. The interconnection pattern between two stages of space switches in the expanded space topology must follow the following properties.
Property 4. Each link in the expanded space topology can be represented by a two tuple (ζ1, ζ2), as defined above. Consequently, we let (t1, t2) denote an output link of stage-i switches and (t1′, t2′) the input link of stage-(i + 1) switches in the expanded space topology, where t1 and t1′ represent the corresponding group numbers. If there is a wire connecting (t1, t2) and (t1′, t2′), then t2 = t2′.
Proof. In the original topology, the lth output link of the stage-i WSS is always connected to the lth input link of the stage-(i + 1) WSS. Therefore, in the expanded space topology, the same property must hold. Thus, we prove the property above. □ To understand how to make a WSS-based nonblocking wavelength/space switch, we again expand the topology of the switch in the space domain [31] . Note that in the wavelength dilated topology (as such Figure 9b ), node stages are numbered from 1 and links from 0. Each r × r WSS is represented by n r × r space switches in the expanded space topology, where n is the number of wavelengths carried on each input and output fiber. When WSS is expanded in the wavelength domain, all r input or output links will be repeated n times in the space domain. Let ζ 2 represent the link number in the original topology, where 0 ≤ ζ 2 ≤ r − 1. Then, we can use a two-tuple (ζ 1 , ζ 2 ), 0 ≤ ζ 1 ≤ n − 1, to represent a link in the expanded space topology, where ζ 1 represents the group number of each link and each group corresponds to one wavelength in the expanded space topology. The interconnection pattern between two stages of space switches in the expanded space topology must follow the following properties.
Property 4.
Each link in the expanded space topology can be represented by a two tuple (ζ 1 , ζ 2 ), as defined above. Consequently, we let (t 1 , t 2 ) denote an output link of stage-i switches and (t 1 , t 2 ) the input link of stage-(i + 1) switches in the expanded space topology, where t 1 and t 1 represent the corresponding group numbers. If there is a wire connecting (t 1 , t 2 ) and (t 1 , t 2 ), then t 2 = t 2 .
Proof. In the original topology, the lth output link of the stage-i WSS is always connected to the lth input link of the stage-(i + 1) WSS. Therefore, in the expanded space topology, the same property must hold. Thus, we prove the property above.
Furthermore, we have the following property.
Property 5.
If there is a wire connecting (t 1 , t 2 ) and (t 1 , t 2 ) in the expanded space topology, if t 1 = t 1 , there is a WC converting the wavelength from t 1 to t 1 on link t 2 in the original topology.
Proof. This is a direct result of how the expanded space topology is constructed.
The basic principle for designing a WSS-based wavelength/space nonblocking switch is to find a variant of the Clos network in the expanded space domain that can satisfy Property 4. We classify our discussion into three cases: (1) n = r, (2) n < r, and (3) n > r.
Case 1. n = r
There are many variants of the Clos topology (see Figure 1b) that can satisfy Property 4. One is given in Figure 9b . For the interconnection pattern between stage-1 and stage-2 space switches, let (t 1 , t 2 ) and (t 1 , t 2 ) be defined as before. We can then describe the interconnection pattern as:
The interconnection connecting stage-2 and stage-3 space switches is the mirror image of the mapping described by Equation (8) . The topology of this network is given in Figure 9b . From this topology, we can derive from the original wavelength/space switch how many converters are needed on each link and what conversions will be performed by them (Property 5). The result is shown in Figure 9c . Property 6. The WSS-based wavelength/space switch given in Figure 9c is rearrangeably nonblocking.
Proof. The topology of the network expanded in the space domain is shown in Figure 9b . For any permutation between the inputs and outputs to set up, we can construct a bipartite graph where each input (output) switch represents a vertex on the left (right). If there is a connection from an input switch to an output switch, an edge is added between the two corresponding vertexes in the bipartite graph. We then use graph theory to determine the chromatic number of the bipartite graph [25] . Although the interconnection pattern for the switch in Figure 9c is a variant of the Clos network, the constructed bipartite graph is exactly the same as the constructed bipartite graph for the latter (Figure 1b) . Thus, the network described by the expanded space topology is RNB. This also means that the original network in Figure 9c is RNB.
The example given above is for the case r = n. The approach, however, also places some constraints on r and n. In other words, not all (r, n) combinations can be implemented.
Case 2. n < r
Under this condition, the approach can work if r is a multiple of n. To see why it is the case, we construct a variant of the Clos topology given in Figure 10a . Similarly, the interconnection pattern between two stages of space switches in the expanded space topology must follow Property 4. Let (t 1 , t 2 ) and (t 1 , t 2 ) be defined as before. The mapping (t 1 , t 2 ) → (t 1 , t 2 ) describing the interconnection pattern between stage-1 and stage-2 space switches in Figure 10a is given as:
The interconnection connecting stage-2 and stage-3 space switches is the mirror image of the mapping described by Equation (9) . From the expanded topology, we can derive the original wavelength/space switch. The result is shown in Figure 10b . Figure 10b is rearrangeably nonblocking.
Property 7. The WSS-based wavelength/space switch given in
Proof. The proof is similar to Property 6. □ Furthermore, we also consider the case where the maximum size of each WSS switch is limited to N. Under this condition, the approach can work if r is a multiple of n 2 . According to the decomposition method proposed in Section 2, we construct a variant of a three-stage Clos network that can satisfy Property 4 in the expanded space topology. One is given in Figure 11a . Note that the topology shown in Figure 11a is equivalent to that in Figure 3 , where switches labeled 0 in the first and last stages in Figure 11a correspond to switches 0, 4, and 8 in Figure 3 . For the interconnection pattern between stage-1 and stage-2 space switches, let (t1, t2) and (t1′, t2′) be defined as before. We can then describe the interconnection pattern as:
The interconnection connecting the last and the second last space switches is the mirror image of the mapping described by Equation (10) . In addition, the network from node stage-2 to node stage-(n − 1) is divided into n r × r 3-stage Clos networks derived by the decomposition method proposed in Section 2. The topology of this network is given in Figure 11a . From this topology, we can derive from the original wavelength/space switch how many converters are needed on each link and what conversions will be performed by them (Property 5). The result is shown in Figure 11b . Similar to Property 6, the WSS-based wavelength/space switch given in Figure 10b is rearrangeably nonblocking. Furthermore, we also consider the case where the maximum size of each WSS switch is limited to N. Under this condition, the approach can work if r is a multiple of n 2 . According to the decomposition method proposed in Section 2, we construct a variant of a three-stage Clos network that can satisfy Property 4 in the expanded space topology. One is given in Figure 11a . Note that the topology shown in Figure 11a is equivalent to that in Figure 3 , where switches labeled 0 in the first and last stages in Figure 11a correspond to switches 0, 4, and 8 in Figure 3 . For the interconnection pattern between stage-1 and stage-2 space switches, let (t 1 , t 2 ) and (t 1 , t 2 ) be defined as before. We can then describe the interconnection pattern as:
(t 1 , t 2 ) → (t 1 = (t 1 + (t 2 mod r)) mod r, t 2 = t 2 )
The interconnection connecting the last and the second last space switches is the mirror image of the mapping described by Equation (10) . In addition, the network from node stage-2 to node stage-(n − 1) is divided into n r × r 3-stage Clos networks derived by the decomposition method proposed in Section 2. The topology of this network is given in Figure 11a . From this topology, we can derive from the original wavelength/space switch how many converters are needed on each link and what conversions will be performed by them (Property 5). The result is shown in Figure 11b . Similar to Property 6, the WSS-based wavelength/space switch given in Figure 10b is rearrangeably nonblocking. It is worth noting that a k-nary Benes network is a special case under this condition, where each WSS switch is with r = k, n = k. A WSS-based 3-nary Benes network is given in Figure 12 . 
Case 3. n > r
Under this condition, the approach can work if n = r k for any positive integer k. We again use the rule described by Property 4 to construct a variant of a three-stage C(r, r, n) network in the expanded space topology, as shown in Figure 11a . Let (t1, t2) and (t1′, t2′) be defined as before. The mapping (t1, t2) → (t1′, t2′) describing the interconnection pattern between stage-1 and stage-2 space switches in Figure 11a is given as:
The interconnection connecting stage-2 and stage-3 space switches is the mirror image of the mapping described by Equation (11) . Again, we can use the Clos theory to prove that the switch in Figure 13a is an RNB switch. We then decompose each of the middle-stage switches into another three-stage switch. This decomposition process continues until all switches have the size of r × r. Each decomposition does not change the nonblocking property of the switch. The final result is that there It is worth noting that a k-nary Benes network is a special case under this condition, where each WSS switch is with r = k, n = k. A WSS-based 3-nary Benes network is given in Figure 12 . It is worth noting that a k-nary Benes network is a special case under this condition, where each WSS switch is with r = k, n = k. A WSS-based 3-nary Benes network is given in Figure 12 . 
The interconnection connecting stage-2 and stage-3 space switches is the mirror image of the mapping described by Equation (11) . Again, we can use the Clos theory to prove that the switch in Figure 13a is an RNB switch. We then decompose each of the middle-stage switches into another three-stage switch. This decomposition process continues until all switches have the size of r × r. Each decomposition does not change the nonblocking property of the switch. The final result is that there 
Under this condition, the approach can work if n = r k for any positive integer k. We again use the rule described by Property 4 to construct a variant of a three-stage C(r, r, n) network in the expanded space topology, as shown in Figure 11a . Let (t 1 , t 2 ) and (t 1 , t 2 ) be defined as before. The mapping (t 1 , t 2 ) → (t 1 , t 2 ) describing the interconnection pattern between stage-1 and stage-2 space switches in Figure 11a is given as:
The interconnection connecting stage-2 and stage-3 space switches is the mirror image of the mapping described by Equation (11) . Again, we can use the Clos theory to prove that the switch in Figure 13a is an RNB switch. We then decompose each of the middle-stage switches into another three-stage switch. This decomposition process continues until all switches have the size of r × r. Each decomposition does not change the nonblocking property of the switch. The final result is that there will be n r × r switches in each stage and each corresponds to one wavelength in the expanded space topology. Since the overall switch is RNB, the original network is RNB.
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(a) (b) (c) Case 2. We choose n = 64 and N = 32.
Possible switch sizes are listed below. WSS-based approach:
The value of r can be any of 2, 4, 8, 64 k for any positive integer k.
Comparing the AWG-based and the WSS-based approaches, we can see that the former is more flexible in this regard.
Hardware Complexity
We compare the number of WCs, AWGs, and space switches required in the AWG-based and the WSS-based architectures. Among them, WCs are perhaps the most costly. Assume n, r, and N are given, the exact formula for the number of WCs required can be derived as follows.
1.
AWG-based approach presented in this paper:
In the decomposed topology, there are 2s + 1 stages of WC modules, and each stage has nr WCs, where r can be any of k 1 × k 2 × . . . × k s for k i ∈ {1, 2, 3, . . . , N}, 1 ≤ i ≤ s. In total, the number of WCs is (2s + 1)·nr. 2.
WSS-based approach with n < r: In the topology, there are r/n WSSes of size n × n in the middle stage, and each such n × n WSS uses 2·(n − 1) WC modules of size n × n, where each n × n WC module uses n WCs. In total, the number of WCs is (r/n)·2·(n − 1)·n = 2r·(n − 1). 3.
WSS-based approach with n ≥ r: In the topology, there are 2·(log r n) stages of WC modules, and each stage has (r − 1) WC modules of size n × n, where each n × n WC module uses n WCs. In total, the number of WCs is 2·(log r n)·(r − 1)·n.
We select a switch configuration that can be constructed by both approaches. Table 1 tabulates the results for the case of n = 64, r = 64, and N = 32. Under this case, the AWG-based approach requires five stages to construct and it requires many more WCs than the WSS-based approach. Note that the number of space switches required in the WSS-based approach is based on the implementation shown in Figure 8 . The number of WCs required, however, is not affected by the technologies used to implement the WSS. Table 2 tabulates the results for the case of n = 64, r = 8, and N = 32. In this case, the selected r is much smaller. Under this condition, the AWG-based approach will perform much better, in terms of the WCs required. This is because the number of stages needed in the AWG-based architecture is only three. However, the WSS-based approach requires more stages to be implemented. 
Conclusions
In this paper, we showed a new way of designing an AWG-based nonblocking wavelength/space switch. The new method is a generalization of that given in [11] , but simpler and more flexible in terms of the construction of different switch sizes. It is based on a decomposition carried out in the transformed space-domain only topology. Not only is the new decomposition simpler, it is also easy to see how different (space, wavelength) combinations can be achieved with this decomposition technique. We also studied another class of wavelength/space switches which are based on WSSes (wavelength selective switches) and compared the two approaches in terms of tradeoffs between the number of WCs and the amount of optical space switching required. The new decomposition technique, we believe, can be applied to other AWG-based switching systems in the future.
