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GRADIENT FLOWS FOR DIRICHLET EIGENVALUES
YANNICK HOLLE
Abstract. We are interested in existence of gradient flows for shape functionals es-
pecially for first Laplacian eigenvalues. We introduce different techniques to prove
existence and use different formulations for gradient flows. We apply a compactness
argument to prove existence of generalized minimizing movements for Dirichlet and
Robin boundary conditions with respect to several common metrics. Moreover, we
use Brunn-Minkowski inequalities to prove α-convexity and existence of contraction
semi-groups for Dirichlet boundary conditions on convex bodies. Finally, we give a
proof of α-convexity for Robin boundary conditions by the second domain variation
since we do not have a Brunn-Minkowski inequality in this case.
1. Introduction
The problem of finding the drum with the lowest fundamental frequency can be traced
back to Lord Rayleigh [15] and can be reformulated in finding the domain of given
volume with the lowest Dirichlet Laplacian eigenvalue. This problem was solved inde-
pendently by Krahn [14] and Faber [10] by the so-called Faber-Krahn inequality. Since
this is a (shape) optimization Problem, it is a natural aim to study the corresponding
energy landscape and its properties. We restrict ourselves to the question: Can the
optimal domain be found by deforming a given initial domain such that the infinitesimal
decent is as steep as possible? These curves of steepest decent are called gradient flows.
So, we are interested in gradient flows for the first Laplacian eigenvalue with certain
boundary conditions.
Gradient flows are usually studied in Hilbert spaces, where Riesz’s representation the-
orem defines a gradient for sufficiently smooth functionals. It turns out, that gradient
flows can also be defined in metric spaces. One of the standard reference for this theory
is the seminal book by Ambrosio, Gigli and Savare [2]. We use two common notions for
gradient flows in metric spaces. The first one is the so-called (generalized) minimizing
movement defined by an implicit Euler scheme, which exists under weak assumptions
on the functional and the metric space. The second one is the solution to an evolution
variational inequality. This notion is stronger and unique solutions exist if, among other
assumptions, an α-convexity property is satisfied. The evolution variational inequality
induces an α-contraction semi-group and gives more regularity than the (generalized)
minimizing movement.
Gradient flows for shape functionals and particularly for Laplacian eigenvalues were
first studied by Bucur, Buttazzo and Stefanelli [6]. They proved some general results
for evolutions of capacity measures w.r.t. the γ-convergence and for spectral optimiza-
tion problems. They studied generalized minimizing movements for spectral functionals
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which are decreasing in the sense of set inclusion and for spectral functionals on convex
sets. Furthermore, they proved and disproved some geometric properties of these gradi-
ent flows. In the Master thesis of the author [13], new techniques are derived to prove
α-convexity of Laplacian eigenvalues which implies existence of contraction semi-groups.
These results are presented in this paper in a slightly modified way and some details are
omitted.
A key problem in studying gradient flows for shape problems is the choice of the met-
ric space. Since there are many metrics on the space of domains which behave very
differently and induce different topologies, the behavior of the obtained gradient flows
can be very different as well. Especially, if we consider contraction semi-groups, the
geometry induced by the metric is crucial. The involved α-convexity condition controls
the behavior of the functional along paths and contains a geometric restriction on the
metric space.
We give two proofs of the α-convexity property. The first one uses the Brunn-Minkowski
inequality for the first Dirichlet eigenvalue on convex bodies.
Brunn-Minkowski inequalities are convexity/concavity inequalities and hold true for
several shape functionals and eigenvalues on convex domains. For more examples like
Newton capacity, torsional rigidity and Monge-Ampe`re eigenvalue, see [7]. The obtained
gradient flows are with respect to the L2-metric for convex bodies. The second approach
uses domain perturbations and the second domain variation of the first Robin eigenvalue
on a class of star-shaped sets. A global estimate for the second domain variation leads
to the α-convexity for a metric induced by theW 1,2-norm of boundary parametrization.
The paper is organized as follows: First, we introduce gradient flows in metric spaces
(Section 2) and recall basic properties of Laplacian eigenvalues (Section 3). In Section
4, we prove existence of generalized minimizing movements for domains with uniform
ǫ-cone property and constrained volume. Next, we consider contraction semi-groups
and α-convexity. The approaches use the Brunn-Minkowski inequality on convex bodies
(Section 5) and the second domain variation on star-shaped domains (Section 6).
2. Gradient flows
We recall two notions of gradient flows in metric spaces which coincide with the notion
of a gradient flow if a Hilbertian structure is given.
Throughout this section (X, d) is a complete metric space, u0 is an initial condition and
φ : X → (−∞,+∞] is a proper functional. A functional is called proper if its effective
domain D(F ) = {x ∈ X |F (x) < +∞} is non-empty.
2.1. Generalized Minimizing Movements. For every fixed h > 0 the implicit Euler
scheme of time step h and initial condition u0 ∈ X consists in constructing a function
uh(t) = w(⌊t/h⌋) (where ⌊·⌋ denotes the floor function) by
w(0) = u0, w(n+ 1) ∈ argmin
y∈X
Φ(h,w(n), y), (2.1)
where
Φ(h, x; y) := φ(y) +
1
2h
d2(x, y), (2.2)
for h > 0 and x, y ∈ X.
Definition 1. For a given functional Φ as defined in (2.2) and an initial condition
u0 ∈ X, we say that a curve u : [0,+∞)→ X is a minimizing movement for Φ starting
at u0 if
uh(t)→ u(t) as h→ 0, for all t ∈ [0,+∞). (2.3)
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We denote the collection of all minimizing movements for Φ starting at u0 by
MM(Φ;u0). Analogously, we say that a curve u : [0,∞) → X is a generalized mini-
mizing movement for Φ starting at u0 if the latter convergence holds for a subsequence
hn → 0 and we write u ∈ GMM(Φ;u0).
We state a general existence result for generalized minimizing movements (see Proposi-
tion 2.2.3 in [2]).
Theorem 1. Let (X, d) be a complete metric space. Fix u0 ∈ D(φ) and let φ : X →
(−∞,+∞] be a proper function such that
• φ : (X, d)→ (−∞,+∞] is lower semi-continuous;
• there exists h∗ > 0 and x∗ ∈ X such that
inf
y∈X
Φ(h∗, x∗; y) > −∞;
• for every sequence {xn} ⊂ X with
sup
n
φ(xn) < +∞ and sup
n,m
d(xn, xm) < +∞,
there exists a convergent subsequence.
Then, there exists a curve u ∈ AC2loc([0,+∞);X) with u(0+) = u0 and a sequence
hn → 0 such that
uhn(t)→ u(t) as n→ +∞.
In particular, the set GMM(Φ;u0) is non-empty.
We recall that the curves in AC2loc([0,+∞);X) are the absolutely continuous curves with
locally square-integrable metric derivative.
Notice that the curve u in the previous theorem is a so-called curve of maximal slope
with respect to the strong upper gradient |∂F |.
2.2. Contraction semi-groups. In this subsection we are interested in the stronger
notion of contraction semi-groups. The semi-groups are induced by minimizing move-
ments with given initial data, they are the unique solution of an evolution variational
inequality and they satisfy a contraction property.
We start with some definitions.
Definition 2. Let φ : X → (−∞,+∞] be proper and lower semi-continuous and let
α ∈ R. A function u ∈ C([0,∞),X) ∩ACloc((0,∞),X), which satisfies
u(0) ∈ D(φ), u(t) ∈ D(φ) for every t > 0
and solves
1
2
d
dt
d2(u(t), z) +
α
2
d2(u(t), z) + φ(u(t)) ≤ φ(z) a.e. in (0,∞) (2.4)
for every z ∈ D(φ), is called a solution to the evolution variational inequality.
We introduce two assumptions which are involved in the main existence result.
Assumption 1. There exists α ∈ R such that for every x, y0, y1 ∈ D(φ) there exists a
curve γ : [0, 1] → D(φ) satisfying γ(0) = y0 and γ(1) = y1 with
1
2h
d2(x, γ(t))+φ(γ(t)) ≤ (1− t)
[
1
2h
d2(x, y0) + φ(y0)
]
+ t
[
1
2h
d2(x, y1) + φ(y1)
]
−
(
1
h
+ α
)
1
2
t(1− t)d2(y0, y1) (2.5)
for every t ∈ [0, 1] and 1 + αh > 0.
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Remark 1. The previous inequality arises through the generalization of α-convex func-
tions φˆ : H → R on a Hilbert space H. The function φˆ is called α-convex iff x 7→
φˆ(x) − α2 〈x, x〉 is convex on H. Obviously, all results in this subsection are true for α-
convex functions on convex sets in Hilbert spaces and γ(t) := (1− t)y0 + ty1.
Notice that the limit h → 0 in (2.5) gives a restriction to the curve γ and the met-
ric space (X, d). We are particularly interested in Banach spaces where the choice
γ(t) = (1− t)y0 + ty1 does not longer work.
Assumption 2. There exist x∗ ∈ D(φ), r∗ > 0 and m∗ ∈ R such that φ(y) ≥ m∗ for
every y ∈ X satisfying d(x∗, y) ≤ r∗.
We state the general existence result for contraction semi-groups (see Theorem 4.0.4 in
[2]).
Theorem 2. Let (X, d) be a complete metric space and let φ : X → (−∞,+∞] be a
proper and lower semi-continuous function which satisfies Assumption 1 and Assumption
2. Let α ∈ R be as in Assumption 1. Then, the following holds.
(1) Convergence and exponential formula: for each u0 ∈ D(φ) there exists a unique
element u = S[u0] in MM(Φ;u0) which therefore can be expressed through the
exponential formula
u(t) = S[u0](t) = lim
n→∞
(Jt/n)
n[u0].
Jhx denotes the unique global minimizer element of X ∋ y 7→ Φ(h, x; y).
(2) Regularizing effect: u is a locally Lipschitz curve of maximal slope with u(t) ∈
D(|∂φ|) ⊂ D(φ) for t > 0.
(3) Uniqueness and evolution variational inequalities: u is the unique solution to
(2.4) among all the locally absolutely continuous curves such that limt↓0 u(t) =
u0.
(4) Contraction semigroup: the map t 7→ S[u0](t) is an α-contracting semi-group
i.e.
d(S[u0](t), S[v0](t)) ≤ e
−αtd(u0, v0) for all u0, v0 ∈ D(φ)
(5) Optimal a priori estimate: if u0 ∈ D(φ) and α = 0, then
d2
(
S[u0](t), (Jt/n)
n[u0]
)
≤
t
n
(
φ(u0)− φt/n(u0)
)
≤
t2
2n2
|∂φ|2(u0),
where φh(x) := infy∈X Φ(h, x; y).
3. Laplacian Eigenvalues
We recall some basic properties of the Laplacian eigenvalues with Dirichlet and Robin
boundary conditions. We fix an open, bounded set Ω ⊂ Rn with Lipschitz boundary
and n ∈ N≥2. A number λD ∈ R is called an eigenvalue of the Laplace operator with
Dirichlet boundary conditions if there exists a non-trivial weak solution u ∈W 1,2(Ω) to
the problem {
∆u+ λDu = 0 in Ω
u = 0 on ∂Ω.
(3.1)
The weak formulation of this problem is given by∫
Ω
∇u∇φ dx = λD
∫
Ω
uφ dx for all φ ∈W 1,20 (Ω). (3.2)
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A number λR ∈ R is called an eigenvalue of the Laplace operator with Robin boundary
conditions and parameter β > 0 if there exists a non-trivial weak solution u ∈W 1,2(Ω)
to the problem {
∆u+ λRu = 0 in Ω
∂νu+ βu = 0 on ∂Ω,
(3.3)
where ∂ν denotes the outer normal derivative on ∂Ω. The weak formulation of this
problem is given by∫
Ω
∇u∇φ dx + β
∮
∂Ω
uφ dS = λR
∫
Ω
uφ dx for all φ ∈W 1,2(Ω). (3.4)
Sometimes we do not want to distinguish between the boundary conditions and denote
the eigenvalue with omitted indices λ. Furthermore, we write λ = λ(Ω) if we want to
emphasize the dependence on the domain Ω. We recall some more properties of the
eigenvalues. It is well known that the eigenvalue problems admit a discrete, diverging
spectrum
0 < λ1 ≤ λ2 ≤ λ3 ≤ · · · ≤ λk ≤ · · · −→ +∞, (3.5)
which are given by the variational problems
λD,k = min
V ∈Sk
V⊂W 1,2
0
(Ω)
max
v∈V,v 6=0
∫
Ω |∇v|
2 dx∫
Ω v
2 dx
, (3.6)
λR,k = min
V ∈Sk
max
v∈V,v 6=0
∫
Ω |∇v|
2 dx + β
∮
∂Ω v
2 dS∫
Ω v
2 dx
, (3.7)
where Sk denotes the family of k-dimensional subspaces ofW
1,2(Ω). We are particularly
interested in the first eigenvalue λ1 which is simple if Ω is connected. In the following
we write λ := λ1 and do not always emphasis that we mean the first eigenvalue.
The Dirichlet boundary conditions are the simpler boundary conditions and are much
better understood. They can be seen as the limit β → +∞ of the Robin boundary
conditions. We collect several differences of the boundary conditions.
λD λR
increasing w.r.t. set inclusion yes no
homogeneity λD(rΩ) = λD(Ω)/r
2 no, but λR(rΩ) ≤ λR(Ω)/r, r ≥ 1
log-concave eigenfunctions yes no
If we restrict the class of domains to those with a given measure, the shape optimization
problem
min{λ(Ω) | ∂Ω is Lipschitz, |Ω| =M} (3.8)
arises. Its minimum is attained by every Ball of measure M > 0 since the Krahn-Faber
inequality
λ(B) ≤ λ(Ω) for every Ball B and Lipschitz domain Ω with |Ω| = |B|, (3.9)
holds (see [14, 10] for Dirichlet boundary conditions and [8] for Robin boundary condi-
tions).
Remark 2. The consideration of (generalized) minimizing movements for the first Robin
eigenvalue with β < 0 is problematic because a fixed Lipschitz domain Ω can be approx-
imated by sets Ωε for ε > 0 such that
dH(Ω,Ωε) < ε and |∂Ω| → +∞ as ε→ 0,
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where dH denotes the Hausdorff metric for open sets. This implies that the implicit
Euler scheme is not well-defined, i.e.
inf
Ωˆ
Φ(h,Ω; Ωˆ) ≤ λ(Ωε) ≤ α
|∂Ωε|
|Ωε|
→ −∞.
4. Generalized Minimizing Movements for Laplacian eigenvalues
The aim of this section is to apply Theorem 1 to both eigenvalues on the class of domains
which satisfy the so-called uniform ε-cone property. We recall De´finition 2.4.1 in [12].
Let y, ξ ∈ Rn with |ξ| = 1 and ε > 0. By C(y, ξ, ε) we denote the cone with vertex at y,
defined by
C(y, ξ, ε) := {z ∈ Rn | 〈z − y, ξ〉 ≥ cos(ε) |z − y| and 0 < |z − y| < ε}.
We say that an open set Ω ∈ Rn satisfies the ε-cone condition if for every x ∈ ∂Ω there
exists a unit vector ξx such that for every y ∈ Ω∩Bε(x) the cone C(y, ξx, ε) is contained
in Ω. Bε(x) denotes the open ball with radius ε, centered at x.
We define the class
Oε := {Ω ⊂ D |Ω is open and satisfies the ε-cone condition}
for an open ball D ⊂ Rn and a constant ε > 0 such that the class is non-empty. The
domains in this class have Lipschitz boundary and finite perimeter. On the other hand
every open bounded Lipschitz domain with finite perimeter satisfies the ε-cone property
for some ε > 0. We will also consider domains of given measure and introduce
Oε,M := {Ω ⊂ D |Ω is open, satisfies the ε-cone condition and |Ω| =M}
for an open ball D ⊂ Rn and constants ε,M > 0 such that the class is non-empty.
We recall the definition of different metrics on these classes. The Hausdorff metric for
compact sets is given by
dH(A,B) := inf{ε ≥ 0 |A ⊂ Bε and B ⊂ Aε}, where
Aε :=
⋃
a∈A
{z ∈ Rn ; |z − a| ≤ ε},
the Hausdorff metric for open sets is given by
dH(A,B) := d
H(D\A,D\B)
and a third metric is given by
dchar(A,B) := ‖χA − χB‖L1(D) ,
where χA denotes the characteristic function of a measurable set A. The classes Oε and
Oε,M together with one of these metrics are complete metric spaces.
We state the main result of this section.
Theorem 3. The first Laplacian eigenvalue λ : Oε → R, Ω 7→ λ(Ω) with Dirichlet or
Robin boundary conditions together with one of the metrics dH , dH or dchar satisfy the
assumptions in Theorem 1.
Proof. First of all, the class Oε is complete with each of the metrics and the eigenvalue
is continuous with respect to these metric spaces. We have Φ(h∗, x∗; y) ≥ 0 for every
h∗ > 0, x∗, y∗ ∈ Oε. The compactness of the sub-level sets {Ω ⊂ Oε |λR(Ω) ≤ C} in
(Oε, dchar) can be proven by similar arguments as in Section 2 of [9]. The same holds
true for λD. The compactness with respect to the other metrics follows from The´ore`m
2.4.10 in [12]. 
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Corollary 1. The first Laplacian eigenvalue λ : Oε,M → R, Ω 7→ λ(Ω) with Dirichlet or
Robin boundary conditions together with one of the metrics dH , dH or dchar satisfy the
assumptions in Theorem 1.
Proof. The proof works similar to the proof of Theorem 3. We use the fact, that the
Lebesque measure Oε → R
+, Ω→ |Ω| is continuous. 
5. Convex bodies and the Brunn-Minkowski inequality
In this subsection we will use the Brunn-Minkowski inequality for the first Dirichlet
eigenvalue to prove α-convexity (with α = 0). First, we recall the definition of the class
of convex bodies
K := {K ⊂ Rn|K is a non-empty, compact, convex set}. (5.1)
For more details about convex bodies see [16]. To define a metric on this set, we recall
that the support function of a convex body is given by
ρK(x) := sup{〈y, x〉|y ∈ K} for x ∈ R
n. (5.2)
Notice, that the support function is sub-linear and that every sub-linear function from
R
n to R is the support function of a unique convex body. Furthermore, every sub-linear
function is uniquely determined by its restriction onto Sn−1. We use these properties to
define a metric on K by
d(K1,K2) := ‖ρK1 − ρK2‖R , (5.3)
where ‖·‖R is a norm on L
∞(Sn−1,R). The metric defined by ‖·‖R = ‖·‖Lp(Sn−1,R) , p ∈
[1,+∞] is called the Lp-metric for convex bodies and is denoted by dLp . All L
p-metrics
for convex bodies induce the same topology (see [17]) and the L∞-metric is given by the
Hausdorff metric for compact sets. In the following we will use the L2-metric because
this allows us to work in the Hilbert space L2(Sn−1,R) and simplifies the α-convexity
condition in Theorem 2.
To be precise we define the first Dirichlet eigenvalue on a convex body K ∈ K by
λD(K) :=
{
λD(intK) if intK 6= ∅
+∞ else.
The Brunn-Minkowski inequality for the Dirichlet eigenvalue is given by
Theorem 4. Let K0,K1 ∈ K and t ∈ [0, 1]. Then,
λD((1− t)K0 ⊕ tK1)
−1/2 ≥ (1− t)λD(K0)
−1/2 + tλD(K1)
−1/2,
where (1− t)K0⊕ tK1 := {(1− t)y0+ ty1|y0 ∈ K0, y1 ∈ K1} denotes the Minkowski sum.
Since z 7→ z−2 is concave, this theorem implies
λD((1 − t)K0 ⊕ tK1) ≤ (1− t)λD(K0) + tλD(K1). (5.4)
Next, we prove the existence of a contraction semi-group by applying Theorem 2.
Theorem 5. The Dirichlet eigenvalue λD : K → R; K 7→ λD(K) and the metric space
(K, dL2) satisfy all assumptions of Theorem 2 with α = 0.
Proof. (K, dL2) is a complete metric space (see [17]). Obviously, the Dirichlet eigenvalue
is proper and Assumption 2 is satisfied. We recall the well-known fact, that the domain
dependent Dirichlet eigenvalue is continuous with respect to γ-convergence on convex
domains. Since the topology induced by dL2 is stronger than the one induced by γ-
convergence, we get the (lower semi-)continuity of λD. Assumption 1 follows from
Theorem (5.4), Remark 1 and the fact that K is a convex subset of the Hilbert space
L2(Sn−1,R). 
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The Brunn-Minkowski inequality for a general domain functional F is given by
F ((1− t)K0 ⊕ tK1)
1/σ ≥ (1− t)F (K0)
1/σ + tF (K1)
1/σ
for all K0,K1 ∈ K, t ∈ [0, 1], where F : K → [0,+∞] denotes a domain functional which
is homogeneous of degree σ 6= 0. If the homogeneity is of degree σ ≤ −1, we get
F ((1 − t)K0 ⊕ tK1) ≥ (1− t)F (K0) + tF (K1). (5.5)
It turns out that the inequalities are equivalent if the functional F is homogenous with
parameter σ ≤ −1.
Since the first Robin eigenvalue is not homogeneous, we can not expect to have the
Brunn-Minkowski inequality for the Robin eigenvalue with σ = −2. Nevertheless, we
formulate the following open problem.
Open Problem 1. Let λR be the first Robin eigenvalue with β > 0. Does
λR((1 − t)K0 ⊕ tK1) ≤ (1− t)λR(K0) + tλR(K1),
hold for all K0,K1 ∈ K and t ∈ [0, 1]?
First notice, that the prove of Theorem 4 is divided into two steps. The first step proves
(5.4). The second step uses a scaling argument to prove the Brunn-Minkwoski inequality.
A key argument in the first part is the log-concavity of the eigenfunctions. Since [3], we
know that the first Robin eigenfunction is not necessarily log-concave. Therefore, other
techniques are required to prove or disprove the open problem.
6. α-convexity of the Robin eigenvalue
In this subsection, we will use the second domain variation of the first Robin eigenvalue
to prove α-convexity. More precisely, we give a uniform estimate for the second domain
variation. To define the second domain variation, we consider families of perturbations
(Ωt)t for a fixed bounded, open set Ω ⊂ R
n. For small t > 0, we set
Ωt := {y = x+ tv(x) +
t2
2 w(x) + o(t
2)|x ∈ Ω} (6.1)
where v,w : Ω 7→ Rn are sufficient smooth vector fields. In the next step, we define
λR[Ω, v, w](t) := λR(Ωt)
and compute the first two derivatives at t = 0
λ˙R[Ω, v, w](0) :=
d
dt
λR(Ωt)
∣∣∣∣
t=0
and λ¨R[Ω, v, w](0) :=
d2
dt2
λR(Ωt)
∣∣∣∣
t=0
.
They are called the first and second domain variation. Bandle and Wagner [4] proved
the following formula for the first variation
λ˙R[Ω, v, w](0) =
∮
∂Ω
(
|∇u|2 − λ(Ω)u2 − 2β2u2 + β(n− 1)Hu2
)
(v · ν) dS , (6.2)
where u denotes the first normalized Robin eigenfunction on Ω and H denotes the
mean curvature of ∂Ω. Observe that the computation of the second domain variation
in [4] assumes that Ω is a critical point (λ˙R[Ω, v, w] = 0). Slight adjustments on these
calculations give a similar result for general domains with an additional term which
depends on λ˙R[Ω, v, w]. The computations and the formula are given in [13]. These
computations require that the boundary of Ω is of class C2,γ and that the vector fields
v,w are in C2,γ(Ω,R) for a Ho¨lder parameter γ ∈ (0, 1].
To obtain a uniform estimate on λ¨R[Ω, v, w], we restrict ourselves to domains given by
Ω(η) := {rθ|θ ∈ Sn−1, 0 ≤ r < η(θ)} (6.3)
where η : Sn−1 → [R∗,+∞) are suitable boundary parametrization.
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Definition 3. Let 0 < R∗ ≤ R
∗, γ ∈ (0, 1] and M ∈ (0,+∞] such that |BR∗ | ≤M . We
set
O := {Ω ⊂ Rn |Ω = Ω(η), η satisfies (O1)–(O2)}
dO(Ω(η1),Ω(η2)) := ‖η1 − η2‖W 1,2(Sn−1)
with
η ∈ C2,γ(Sn−1, [R∗,+∞)) and ‖η‖C2,γ (Sn−1) ≤ R
∗, (O1)
|Ω(η)| ≤M. (O2)
We get the following estimate for the second domain variation.
Theorem 6. The second domain variation of the first Robin eigenvalue is bounded by
|λ¨R[Ω, v, w](0)| ≤ C(‖v‖
2
W 1,2(∂Ω) + ‖w‖L1(∂Ω)), (6.4)
where C > 0 is independent of the domain Ω ∈ O and the vector fields v,w ∈ C2,γ(Ω,Rn).
Proof. Since [13, Theorem 3.1], we have
λ¨R[Ω, v, w](0) = P (v) +Q(u
′) + λ˙[Ω, w, 0](0), (6.5)
where P is a quadratic form in v and Q is a quadratic form in u′.
Step 1: Before we start with the estimate, notice that |Ω|, |∂Ω|, H and λ(Ω) are uni-
formly bounded for Ω ∈ O. Furthermore, the constant in the trace theorem (W 1,2(Ω)→
L2(∂Ω)) is uniformly bounded since [5].
We need uniform regularity bounds on u. Since Theorem 4.2 in [1], we have u ∈W 2,p(Ω)
for all p ∈ (1,+∞). It can be shown that this regularity holds uniformly on O. This
implies uniform C1,γ-Ho¨lder-regularity in the interior and uniform Cγ-Ho¨lder-regularity
on the boundary, since ∂Ω is sufficiently smooth. A classical Schauder argument (e.g.
Theorem 2.19 in [11]) implies that
‖u‖C2,γ (Ω¯) ≤ C, for all Ω ∈ O.
Step 2: We continue with an estimate for λ˙. Applying Ho¨lder’s inequality and the
uniform bounds give
|λ˙[Ω, v, w]| ≤ C ‖v‖L1(∂Ω) .
With similar straight-forward but lengthy computations, we get
|P (v)| ≤ C ‖v‖2W 1,2(∂Ω) . (6.6)
Notice that a by-product of these computation is a uniform estimate on the second
domain variation of the perimeter.
Step 3: The most challenging part is the estimate for the quadratic form
Q(u′) =
∫
Ω
|∇u′|2 dx − λR[Ω, v, w](0)
∫
Ω
u′2 dx + β
∮
∂Ω
u′2 dS ,
where u′ is the shape derivative. We consider the problem
∆φ+ λR[Ω, v, w]φ = −λ˙R[Ω, v, w](0)u in Ω,
∂νφ+ βφ = b(v) := ∂ν(v · ∇u) +∇
τu ·Dvν + ν ·Dv∇u− β(v · ∇u) on ∂Ω,∫
Ω
uφ dx = 0,
(6.7)
with the unique solution φ := u′ −
∫
Ω u
′u dxu. We want to prove
‖φ‖W 1,2(Ω) ≤ C ‖b(v)‖L2(∂Ω) ≤ C‖v‖
2
W 1,2(Ω) for all Ω ∈ O, (6.8)
10 YANNICK HOLLE
since we get
Q(u′) =
∮
∂Ω
b(v)φ dS
by integration by parts and (6.4) follows.
The prove works similar to the proof of classical a priori estimates for elliptic equations.
First, we prove
‖φ‖L2(Ω) ≤ C ‖b(v)‖L2(∂Ω) for all Ω ∈ O, (6.9)
and assume that such a constant does not exist. Then, there exist sequences (Ωk)k ⊂ O
and (vk)k, vk ∈ C
2,γ(Ωk,R
n) with
‖φk‖L2(Ωk) ≥ k ‖bk(vk)‖L2(∂Ωk) . (6.10)
We rescale the solution φk and the linear functional bk by
φˆk :=
φk
‖φk‖L2(Ωk)
and bˆk :=
bk
‖φk‖L2(Ωk)
.
Next, we show that the L2-norm of ∇φˆk is bounded. Testing (6.7) by φˆk, integration
by parts and β > 0 give∫
Ωk
|∇φˆk|
2 dx = −β
∮
∂Ωk
φˆ2k dS + λR(Ωk)
∫
Ωk
φˆ2k dx +
∮
∂Ωk
bˆk(vk)φˆk dS
≤ C + ‖bˆk(vk)‖L2(∂Ωk)‖φˆk‖L2(∂Ωk)
≤ C
(
1 +
(∫
Ωk
|∇φˆk|
2 dx
)1/2)
. (6.11)
This uniform inequality implies that ‖∇φˆk‖L2(Ωk) is bounded by a constant independent
of k. We summarize that ‖φˆk‖W 1,2(Ωk) is uniformly bounded.
To lead the assumption to a contradiction, we consider the gap between the first and
second Robin eigenvalue λR,1 and λR,2. In the following uk denotes the normalized, first
Robin eigenfunction on Ωk. With the min-max principle and∫
Ωk
φˆk uk dx =0, we have λR,2(Ωk)− λR,1(Ωk) ≤ R(φˆk, β,Ωk)− λR,1(Ωk),
where R(φˆk, β,Ωk) =
∫
Ωk
|∇v|2 dx+ β
∮
∂Ωk
v2 dS∫
Ωk
v2 dx
.
This, the definition of φˆk and the uniform estimates give
λR,2(Ωk)− λR,1(Ωk) ≤
(
R(φˆk, β,Ωk)− λR,1(Ωk)
) ∫
Ωk
φˆ2k dx
=
∫
Ωk
|∇φˆk|
2 dx + β
∮
∂Ωk
φˆ2k dS − λR,1(Ωk)
∫
Ωk
φˆ2k dx
=
∮
∂Ωk
(∂ν φˆk + βφˆk)φˆk dS + λ˙R,1[Ωk, v, w](0)
1
‖φk‖L2(Ωk)
∫
Ωk
φˆkuk dx
=
∮
∂Ωk
bˆk(vk)φˆk dS
≤
C
k
→ 0 as k →∞.
Since the continuity of the eigenvalues and the compactness of O w.r.t. the Hausdorff
metric, there exists Ω∗ ∈ O such that
λR,2(Ω
∗)− λR,1(Ω
∗) = 0.
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This is a contradiction because the first Robin eigenvalue of a connected domain is
simple. So, we proved the uniform a priori estimate (6.9). Finally, we prove (6.8) with
similar arguments as in (6.11). 
Theorem 7. Let λ be the first Robin eigenvalue. Then, there exists an α ∈ R such that
λR(Ωt) ≤ (1− t)λR(Ω0) + tλR(Ω1)−
α
2
t(1− t)d2O(Ω0,Ω1) for all Ω0,Ω1 ∈ O,
where Ω0 = Ω(η0),Ω1 = Ω(η1) and Ωt = Ω((1− t)η0 + tη1).
Proof. We consider
h : [0, 1] → R, t 7→ λR(Ωt) for Ω1,Ω2 ∈ O.
The second derivative of h is given by
h¨(t) = λ¨R[Ωt, v˜0, 0](0),
where v˜0 is a C
2,γ(Ωt,R
n) vector field with v˜0(x) = v0(x) :=
η1−η0
ηt
(
x
|x|
)
x in a neighbor-
hood of ∂Ω. Theorem 6 implies
|h¨(t)| = |λ¨R[Ω(ηt), v˜0, 0](0)| ≤ Cλ¨ ‖v˜0‖W 1,2(∂Ωt) = Cλ¨ ‖v0‖W 1,2(∂Ωt) .
A straight-forward computation gives
‖v0‖W 1,2(∂Ωt) ≤ C ‖η0 − η1‖W 1,2(Sn−1) for all Ω0,Ω1 ∈ O, t ∈ [0, 1].
We obtain
h¨(t) ≥ −|h¨(t)| ≥ α ‖η1 − η0‖W 1,2(Sn−1) ,
where α is independent of Ω0,Ω1 ∈ O and t ∈ [0, 1]. This implies the α-convexity
inequality with α < 0. 
We use this convexity property to prove existence of a contractive semi-group.
Theorem 8. The first Robin eigenvalue λR : O → R; Ω 7→ λR(Ω) and the metric space
(O, dO) satisfies all assumptions in Theorem 2.
Proof. (O, dO) is isometrically isomorphic to a closed subset P of the Hilbert space
W 1,2(Sn−1) by O → P, Ω(η) 7→ η. This implies that (O, dO) is a complete metric space.
Obviously, the Robin eigenvalue is proper and Assumption 2 is satisfied. We recall the
fact, that the Robin eigenvalue is continuous with respect to γ-convergence on domains
which satisfy the uniform ǫ-cone property. Since the topology induced by dO is stronger
than the one induced by γ-convergence and since O satisfies the uniform ǫ-cone property,
we get the lower semi-continuity of λ. Assumption 1 follows from Theorem 7, Remark 1
and the fact that O is isometrically isomorphic to a convex subset of a Hilbert space. 
Remark 3. We explain, why we take the W 1,2-norm in the definition of the metric. The
uniform estimate in Theorem 6 is also valid for −λR and we can use the arguments
above to construct a contraction semi-group for −λR. A similar argument as in Remark
2 shows that it is necessary to measure the boundary oscillations. On the other hand
the estimate in Theorem 6 is more than we need and a lower bound on λ¨R is enough.
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