tions where each is seen as a response to what came before and as a stimulus for what comes afterward (e.g., Sacks 1995) . Network analysts, in contrast, characterize the world in terms of durable relational structures in which a connection between two individuals is rendered more or less probable by the encompassing configuration of ties (e.g., Wasserman and Pattison 1996) .
The two perspectives are not easily reconciled. Predictably, what one sees as fundamental, the other views as lacking in substance. Speaking from an interactionist perspective, Schegloff (1987b) , for instance, calls into doubt the theoretical status of mesolevel constructs, of which "network" is one, for their lack of demonstrable relevance to participants at specific conversational junctures. Network analysts, on the other hand, implicitly view the details of interaction as so much airy chaff, posing little resistance to network effects which, given enough time, will carry the day. Methodological differences widen the divide further. Network analysis is primarily quantitative (Wasserman and Faust 1994) , which is necessary both for statistical analysis of network structure taken as an object of study unto itself (e.g., Lazega and Pattison 1999; Watts 1999) , and for discerning network effects on outcomes such as job promotions (Burt 1992; Podolny and Baron 1997) and contagion (Burt 1987) where other independent variables are in play. In contrast, conversation analysis, the interactionist school of most interest here-given its emphasis on the direct study of sequences-is mainly qualitative (Schegloff 1993) , as it needs to maintain maximum openness to the myriad ways in which a given utterance can be precipitated, warranted, or otherwise occasioned by the talk preceding it (Schegloff 1987a) .
There have been a few bridging attempts. On the network side, Fararo, Skvoretz, and Kosaka (1994) have theorized the accretion of asymmetric ties of domination as the outcome of a succession of dyadic encounters. On the interaction side, recent conversation-analytic research on "institutional talk" (Drew and Heritage 1992) has examined the conversational effects of at least one aspect of structure, formal role relations (such as doctor-patient) in organizational settings (e.g., Maynard 1991) . But neither side has attempted to take seriously the lessons of the other. Fararo et al.'s (1994) account of the formation of hierarchical relations involves only a stylized account of interaction, largely based on Chase's (1982) analysis of chicken interaction, and does nothing to incorporate interactionists' considerable insights into conversational rules. And research on institutional talk ignores the particulars of the network context, the interactional implications of which are far less transparent than those of consensually understood roles.
Though it was not his primary concern, Goffman made a number of insightful observations about the network-interaction problem. The trans-lation of social structure into interactional behavior, he suggests, is likely to result in a distorted, or at least simplified, representation of that structure. One reason is that the rituals of face-to-face interaction are "not refined enough to express all of the externally based nuances" (Goffman 1983 , p. 31) of structure. Another is that a successful encounter is too demanding of the attention of participants to allow for much preoccupation with external factors (Goffman 1961, pp. 15-81) . Consequently, preexisting relationships can be filtered into an encounter only selectively, according to "transformation rules" that decide how, if at all, they are given expression (1961, p. 33) .
Following Goffman, the dual premise of this article is that networks (as a principal form of social structure) do matter for interaction, that networks carry obligations and entitlements that are not somehow suspended when people encounter one another face-to-face, but also that the translation of networks into interaction may, and perhaps must, entail some simplification or distortion of network relations. My methodological strategy will be to anticipate statistically such distortion, so as to detect subtle network effects on conversational behavior that would otherwise be obscured by the tangle of interactional constraints and contingencies. This strategy owes something to both network and interactionist perspectives. From network analysis I take the premise that relationships have ontological status even when they are not being directly acted upon. Two people, for instance, can be considered "friends" even when they are not interacting. From conversation analysis I take an appreciation of sequential constraints, including those that prevent one from posing a conversational response to a stimulus that never occurs-something which markedly limits a person's freedom to act upon his or her network ties through conversational behavior which is, by and large, responsive in nature (Goffman 1981; Schegloff 1988) .
In the next section, I describe the analysis framework, by means of which "participation shifts"-transitions in who is speaking and/or who is being addressed-are exhaustively inventoried as the first step toward quantitative analysis, eventually of the degree to which pairs of individuals involved in particular participation shifts are also tied in one or more underlying networks. Then, I describe the research setting. Following that, I present a brief analysis of participation shift frequencies and conditional probabilities, which I interpret as reflecting the operation of conversational rules that regulate the availability of each participation shift as an option. The analysis of network effects, the article's core, is then described. This analysis is based on a permutation test that compares the observed association of participation shifts and networks, on the one hand, with what we would have expected were participation shifts produced without regard for networks, controlling for sequential constraints and dependen-cies. From this we learn how particular types of ties found expression through sequential behavior, including "multiplex" ties defined across two or more networks. In the conclusion I cast this work as the first step in a comparative program for the study of network-interactional settings, or what White (1995) calls "netdoms." PARTICIPATION SHIFTS Language has many layers-semantic, syntactic, lexical, phonologicaleach of which is amenable to independent analysis (Jackendoff 2002) . Conversation has all of these and more besides, involving implicature (inferences about unspoken meaning [Levinson 2000]) , the possibility of discord, a cumulative record of what has already been discussed and referred to (Levelt 1989) , fluctuating levels of engagement (Goffman 1961 (Goffman , 1967 , and the various rituals whereby people safeguard themselves and one another from face-threatening transgressions (Goffman 1967) . When conversation involves more than two people, yet more layers get added: in addition to the strategic possibilities of alliances, manipulation, and mediation discussed by Simmel (1950) , group conversation is distinguished by ever-renewed uncertainty as to who will speak and, relatedly, who will be addressed in the following turn-that is, where people will next find themselves in what Goffman (1981, p. 137) calls the "participation framework." I refer to transformations in the participation framework, whereby people are moved into and out of the positions of speaker, target (addressee), and unaddressed recipient (for current purposes, everyone else), as "participation shifts." Much of the experience and action of conversation occurs on the level of participation shifts, for it is here that people seize and lose the floor and single one another out to be addressed while others look on. Moreover, I argue that the phenomenology of a participation shift depends upon the precise transformation of the participation framework that it entails. It is one thing for the target to become the speaker and the speaker to become the target, meaning that they address one another in turn-something that is expected in dyadic conversation, but which is markedly exclusionary when there are other potential speakers and targets present. It is another for the target to become the speaker, and for an unaddressed recipient to become the target. Here, the initial target receives the floor and then tries to hand it off, relay style, to someone else, but to only one of the potential "someone elses" to whom this could be done. And it is still another for the speaker and target to become unaddressed recipients, while two unaddressed recipients become speaker and target; in this case, the conversational spotlight has jumped to two different people entirely. Table 1 presents a complete inventory of those participation shifts, or "P-shifts," that occur over the space of two speaking turns; for the purposes of this article, I set aside those that involve a change of target but not of speaker.
2 In each case, the first speaker is denoted as A, and the first target as B, unless A addresses the group, denoted as 0. In the second turn in the sequence, the speaker is denoted as X if it is not A (the first speaker) or B (the first target), and the second target as Y if it is not A, B, or 0 (the group). Thus AB-BA is the prototypical two-turn exchange in which one person addresses another and the second responds; in A0-X0, two people address the group in succession, and in AB-XY, one person addresses a second, and then a third person addresses a fourth. (Table 1 also includes an explanation of the notation for easy reference, as well as an example of each P-shift.) Note that while each P-shift in table 1 involves a "first" and "second" turn, each speaking turn in a conversation (aside from the very first and last) is connected to, and helps define, two P-shifts: the one that preceded and introduced it, and the one that follows it and brings it to an end. Thus each speaking turn is analyzed twice, as the second turn in the two-turn sequence that began with the turn that came before it, and as the first turn in the two-turn sequence that ends with the turn that comes after it.
The P-shifts in table 1 are arranged according to a preliminary typology, based on the way in which the floor is obtained by the second speaker. When a person speaks after he or she is addressed, I refer to it as "turn receiving," since he or she is on the receiving end of a transfer initiated by the prior speaker. When a person speaks after someone else is addressed, I refer to it as "turn usurping," under the assumption that he or she thereby appropriates something rightfully belonging to the person who is thus prevented from turn receiving. Finally, when a person speaks after someone addresses the group as a whole, I refer to it as "turn claiming," which connotes a degree of initiative comparable to that involved in turn usurping, but without the implication of theft. Of course, the phenomenology of P-shifts is incomplete if the turn-taking type is detached from the speaker's choice of target, but the threefold distinction will serve as a useful shorthand in what follows. 3 2 I do not consider them here because they are less relevant than the other P-shifts to turn taking, and because their inclusion in the network analysis creates computational difficulties best avoided in this article. For the complete inventory, see Gibson (2003) . 3 One reviewer observed that an alternative typology could be constructed on the basis of choice of target (prior speaker, prior target, etc.) . Such a typology is, in fact, implied by the results, but I refrain from complicating table 1 with a cross-classification. Note.-The initial speaker is denoted A and the initial target B, unless the group is addressed (or the target was ambiguous), in which case the target is 0. Then the P-shift is summarized in the form (speaker 1 )(target 1 )-(speaker 2 )(target 2 ), with A or B appearing after the hyphen only if the initial speaker or target serves in one of these two positions in the second turn. When the speaker in the second turn is someone other than A or B, X is used, and when the target in the second turn is someone other than A, B, or the group 0, Y is used.
As a tool for integrating interactionist and network perspectives, the concept of participation shift has distinct merits. On the one hand, Pshifts capture the way in which people move themselves and one another onto and off of the floor, which brings us to the very doorstep of interactionist research on turn taking (Sacks et al. 1974; Wilson, Wiemann, and Zimmerman 1984) . On the other hand, precisely because P-shifts capture a salient dimension of how people relate to one another in conversation-in terms of whom you speak to, after, and in place of-they are relationally relevant, and are thus a level at which network effects should be in evidence.
Participation shifts are also amenable to statistical analysis, which will prove especially useful when it comes to studying the incremental effects of particular ties and tie combinations on P-shifts. Conversation analysts are generally skeptical of quantification (judging from Schegloff [1987b Schegloff [ , 1993 ), which deprives us of information on the larger sequential context in which a particular event occurs, and which "explains" it in the sense that the context provides the occasion for the event's occurrence. But the implication of a good deal of research by experimentalists, and by conversation analysts who study "institutional talk," is that conversational prerogatives to engage in particular behaviors-for instance, to interrupt (Smith-Lovin and Brody 1989) or to ask questions (Frankel 1990 )-are affixed to individuals by virtue of their attributes or formal roles. Thus it becomes possible, and meaningful, to inquire into the statistical association between attributes and roles, on the one side, and conversational behaviors, on the other, as a way of studying how conversational prerogatives are pre-allocated without getting bogged down in the detailed analysis of how they are exercised in particular instances.
Evidence for network effects on P-shifts would mean that, just as having certain attributes might endow one with a greater prerogative to speak (Fisek, Berger, and Norman 1991) , being tied to someone in a network imposes particular conversational obligations or confers particular entitlements, in terms of how one is expected to act toward that person in P-shift terms. Such evidence, in other words, would indicate that P-shifts are a layer of conversation that can receive influence from networks. Three features of P-shifts, however, complicate the search for such effects, features which are in fact central to conversation yet readily glossed over by most quantitative research. One is the logical-sequential nature of Pshifts, which make it impossible, for instance, for someone to turn usurp after I am addressed if I am never addressed. The second is the serial constraint on conversational participation-the one-speaker rule-as a result of which only one person can seize any particular sequential opportunity when it arises (Sacks et al. 1974) . 4 The third feature is that while speaking turns are ubiquitous in a conversation, P-shifts vary greatly in their frequencies. This last feature is, in fact, the easiest of the three to incorporate into a statistical analysis, while having important implications for the later interpretation of network effects. Thus, the empirical analysis will open with an examination of P-shift frequencies.
RESEARCH SETTING AND DATA
The full participation shift inventory applies to any focused gathering involving four or more individuals (AB-XY being impossible with fewer). By "focused gathering," Goffman (1961) intended a gathering in which there is a single, if floating, center of attention-the current speaker and whatever he or she is saying. Conversation analysts basically study focused gatherings, and Sacks et al.'s (1974) turn-taking model can be seen as a set of rules safeguarding an encounter's singular focus against the threat of simultaneous and competing foci. The regular operation of these rules is necessary for the identification of P-shifts, which requires that a single speaker in one turn yields to a single speaker in the next.
Thus one requirement of a research setting is that it involve a focused gathering of four or more individuals. Another is that it come with variation in preexisting relationships, for the sake of the analysis of network effects. "Variation" means, for instance, that some pairs of people are friends and some pairs are not-a prerequisite for the analysis of how such discriminations are manifested in a particular conversation. This is an unusual requirement by the standards of recent microsociology. Conversation analysts' data usually come from people interacting with those they already know (e.g., Schegloff 1996) , and the degree of "knowing" has, to my knowledge, never been explicitly considered as an independent variable. The experiments of expectation-states researchers, in the meantime, generally exclude pairs of individuals who are already acquainted, lest people have knowledge of one another beyond that manipulated by the experimenters. 5 Here, in contrast, I am concerned with how people behave toward, for example, friends versus nonfriends, which means that such relationships may be neither universal nor entirely absent.
An additional practical requirement is that the encounters be predictable and frequent-frequent so as to ensure enough data for the statistical analysis, and predictable so that researchers know when and where to show up to collect the data. Here I use data on 10 managerial groups, ranging in size from five to twenty-five, that conducted regular-daily, weekly, or monthly-meetings in a large financial services corporation. The groups discussed a range of topics during these meetings, including coordination over shared resources, problems arising from complex interdependencies, changes in corporate procedure, and the formulation of recommendations for higher-ups. Though the meetings sometimes involved the use of agendas and were run to some degree by someone in authority, all allowed for, and were designed to allow for, extended periods of open discussion. At the same time, everyone understood that only one person was supposed to speak at a time. Because the superior (as chair) infrequently decided whom this would be, turn taking had to be decentrally managed, as it is in ordinary conversation. 5 See, e.g., Smith-Lovin, Skvoretz, and Hudson (1986) . Not all research in this tradition occurs in the laboratory, however; see, e.g., Silver, Troyer, and Cohen (2000) . 6 It is because these exchanges were neither scripted in advance nor micromanaged by superiors that I use the term "conversation," though conversation analysts might prefer "speech exchange system" (Sacks, Schegloff, and Jefferson 1974) . I prefer the first term because it is less cumbersome, because it can more easily be turned into an adjective ("conversational"), and because the theoretical questions and methods developed here extend beyond the particular speech exchange system of the business meeting.
Two types of data were gathered: conversational and network. The conversational data consist of 37,309 observations of speaking and addressing (and thus about as many P-shifts), derived from the observation of 75 meetings, three to twelve per group, summing to about 100 hours of observation time. 7 The coders identified targets as any competent speaker would, through terms of address, gaze, use of proper name, or substantive response to an "adjacency pair first part" in the prior turn, such as a question or request. Coding was simplified by the fact that much addressing involves two or more of these devices. It was further simplified by the decision not to distinguish between remarks that were ambiguously directed (e.g., when someone spoke while looking at her notes) and those that were manifestly addressed to the group as a whole; thus in what follows, I speak of a remark as directed to the group or as "undirected" interchangeably.
8 It should also be noted that when conversational order broke down-that is, when there was sustained simultaneous vocalization by two or more individuals-a "coding break" was entered; speaking turns to each side of a coding break were not considered adjacent (i.e., joined by a P-shift).
Supplementing the conversational data was a network questionnaire administered to the 105 members of the 10 groups.
9 This questionnaire queried subjects about relations of friendship, co-working, socializing, perceptions of influence, and respect; the first and second of these are used in this analysis. The response format for the friendship question was dichotomous: "Whom do you consider a friend?"-followed by a list of all group members. The response format for the co-working question was a 1-5 scale ("How closely do you work with each person?"), which was dichotomized such that a response of 4 or 5 (the two highest levels) was recoded as a 1, and other responses as a 0. Thus, this question essentially generated information about work collaboration/interdependence that was above and beyond the ambient levels of interdependence we would expect in any work group. 7 Tape recording, standard in experimental research, was not possible in this corporate context for confidentiality reasons. Simultaneous real-time coding by two observers resulted in 95% agreement on the identity of the speaker and 85% agreement on the identity of the target. The reliability of the coding scheme has also been established by earlier research (Bales et al. 1951; Burke 1974; Stephan and Mishler 1952) . For another example of naturalistic observation yielding quantitative data, see McFarland (2001) . For more information on the setting and methodology, see Gibson (2003) . 8 The reason is principally a coding one: while the line between addressing one person and addressing another is relatively clear, the line between addressing the group and addressing no one in particular is much less so. This is not to suggest, however, that there is no theoretical distinction between these second two, and future research should attend to it to the degree that reliable empirical distinctions can be made. 9 The response rate was 75%.
Formal reporting relations were also recorded. Each group had a simple hierarchy, with all members reporting to a single superior, who presided over the meetings. Although in an organizational chart, reporting relations are depicted as a single "network," for current purposes it is useful to factor these into two networks, one summarizing who is a superior of whom (the "superordinancy" network), and one summarizing who is a subordinate of whom (the "subordinancy" network). The reason is that the way subordinates behave toward superiors is not necessarily the inverse of how superiors behave toward subordinates. Subordinates may, for instance, address their superiors after the latter speak to the group, and while this means that superiors are addressed after they speak to the group, it tells us nothing about how superiors act toward subordinates in turn. In general, by knowing how one side acts toward the other, we know how the latter is acted toward, but not what it sends back in the other direction-thus the need to inquire into the effects of superordinancy and subordinancy separately.
The questionnaires were administered about halfway through each group's observation period (e.g., in week 6 for a group that was observed once a week for 12 weeks). This timing seemingly makes it difficult to say whether the conversational sequences followed from the network ties or vice versa. There are, however, good reasons to think networks did more to "cause" the P-shifts observed in these meetings than the reverse. For one, subjects dealt with one another much more outside of the observed meetings than inside of them, so that even if conversation is important for relationships, the latter were more or less fixed from the perspective of any given conversational exchange. For another, if Goffman is right, people strive to preserve their relationships when they come together: "Much of the activity occurring during an encounter can be understood as an effort on everyone's part to get through the occasion and all the unanticipated and unintentional events that can cast participants in an undesirable light, without disrupting the relationships of the participants" (1967, p. 41) . Thus, there is an a priori reason to think that people come to group encounters with relationships forged elsewhere and work to keep those networks unaltered for as long as the encounter lasts.
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I do not assume that the findings in this particular setting will be generalizable to others; this setting was selected more for reasons of expediency than because it is in any way "representative." I also ignore differences between these groups-there are various dimensions along which the groups might be distinguished-and between the various tasks they applied themselves to, mainly to ensure enough data for the analysis of network effects. In both respects, then, I bracket the question of how variations in the conversational context affect the way in which networks are translated into conversational behavior. Yet, I consider the comparative study of different interaction settings to be an important avenue for future research and return to this in the conclusion.
PARTICIPATION SHIFT FREQUENCIES
If the P-shift inventory in table 1 is a logically exhaustive menu of things that can happen at this level of analysis, overall P-shift frequencies (or marginals) are an indication of how available each item on that menu actually was in this setting, or how readily it could be applied to whatever designs people had, including those rooted in relational obligations and entitlements. Thus, I begin the empirical analysis with a consideration of these marginals; only then do I turn to the analysis of network effects, which will obscure the marginals by controlling for them.
P-shift frequencies and conditional probabilities are given in table 2. The P-shifts are divided into two groups: those that start with an undirected (or group-directed) remark in the initial turn of the two-turn sequence (A0), and those that start with a directed remark (i.e., to some individual-AB); the probabilities are conditioned on the occurrence of one or the other of these.
11 Within each group, the P-shifts are then listed in order of decreasing conditional probability.
What we see is that P-shift frequencies and likelihoods varied greatly in these groups, with some very common and others very uncommon. There appear to be two main patterns in these numbers. The first is that the turn-receiving P-shifts were more likely than their turn-usurping counterparts: AB-BA was more common than AB-XA, AB-B0 was more common than AB-X0, and AB-BY was more common than AB-XY. People, in other words, were especially likely to speak after they were addressed. The second finding is that P-shifts in which an unaddressed recipient is transformed directly into the target were very unlikely: after an undirected remark, A0-XY was least common, while after a directed remark, AB-BY and AB-XY were least common. A person, in other words, was very unlikely to be addressed unless he or she spoke or was addressed in the prior turn. And from the perspective of a given speaker, very rarely would he or she, upon seizing the floor, pluck someone from the ranks of unaddressed recipients to be addressed.
The patterns in table 2 are broadly consistent with Sacks et al.'s (1974) turn-taking model. The commonality of AB-BA, in particular, can be seen as following from the "current selects" rule, according to which the target of an adjacency pair first part, such as a question or command, replies in the next turn. Further, that people generally addressed the prior speaker or prior target is consistent with Sacks et al.'s more general claim-not advanced as a rule as such-that "a turn's talk will display its speaker's understanding of a prior turn's talk, and whatever other talk it marks itself as directed to" (1974, p. 728) .
Of course, such connections are speculative, inasmuch as P-shifts disregard the content of what is said, and much of Sacks et al.'s argument is couched in terms of the conversational expectations that content (such as a question) creates. But the patterns in table 2 are commensurate with Sacks et al.'s argument at a more abstract level as well. Specifically, there is a loose inverse relationship between the number of ways that a P-shift can occur, conditioned upon the initial directed or undirected remark, and the frequency with which it actually did occur in these groups. Take the extreme case of AB-XY, the least common P-shift. In a group of 10 people, this can happen in 56 ways ( ), given the initial directed AB-BA. This fact alone points to the operation of turn-taking rules, which, in order to maintain conversational order, must preclude the greater number of logical possibilities at every transitional juncture. The important point for current purposes is that networks have to work through a range of options not all of which are readily available; least available are those which, combinatorially, would seem to offer the greatest flexibility.
NETWORK EFFECTS
The most straightforward network effects on behavior involve people acting differently toward friends versus nonfriends, co-workers versus non-co-workers, and so forth. These are the sort of effects I am concerned with here, with respect to network effects on P-shifts. The first step is to formalize the idea of a P-shift as something that one person "does to" another. The second step is to devise a method for determining whether the observed association of such behaviors with network ties is significantly different from what we would have expected given the null hypothesis of no network effects.
P-ties
A person produces a P-shift by speaking and addressing. We can denote the individual responsible for the manufacture of a P-shift as i. In AB-X i A, for example, it is i who produces the P-shift, by turn usurping and addressing the prior speaker. (If we are concerned with a particular instance of this P-shift, we can identify i by name: AB-X Joe A.) In so doing, i acts with respect to other individuals, most explicitly the prior speaker (A) and the prior target (B). While we could identify all three individuals simultaneously (A j B k -X i A or A Sue B Al -X Joe A), it is useful to consider only one pair of individuals at a time, so that we can later ask whether the way in which one person behaves toward another in P-shift terms is indicative of a (dyadic) network tie between them. Thus AB-XA is factored into two "P-ties," A j B-X i A and AB j -X i A, where the first points to what i does to the prior speaker (addresses her after she speaks to someone else), and the second to what i does to the prior target (addresses her addressor). 12 This is diagrammed in figure 1, where the P-shift is at the top (with t 1 and t 2 indicating the sequence of the two directed remarks), and its constituent P-ties (indicated by curved arrows) below.
Both P-ties and network ties are directional-network ties because they are measured from the perspective of some ego reporting a relationship vis-à -vis some alter, and P-ties because an instance of one involves ego doing something vis-à -vis alter. What we want to know, then, is whether there is some association between the relationships people reported having with one another and the P-ties they were observed to produce relative to one another. Or more precisely, we want to know whether the observed association is significantly greater (or smaller) than we would have expected given a null model assuming no network effects.
The Simulated Response Permutation Test (SRPT)
While people produce P-shifts, they do not do so under circumstances of their own choosing. No one has the option of speaking to me after I speak to the group (the P-tie A j 0-X i A), for instance, if I never speak to the group (the initial A j 0). In general, the responsive nature of P-shifts and P-ties prevents anyone from producing one unilaterally, but only in response to openings created by others (similar to Leifer [1988] ). Further, because of the one-speaker constraint, any given opening can only be appropriated by a single individual, following which it is that person's remark that is responded to (i.e., with the next P-shift). Finally, judging from table 2, not all responses are equally available even when the sequential prerequisites are in place. Not only is it logically impossible for someone to speak to a third person after I speak to the group (A j 0-X i Y) if I never speak to the group, no one is likely to do so even when it is possible. The first two constraints, in particular, preclude the use of conventional statistical techniques, such as log-linear modeling or the quadratic assignment procedure (Krackhardt 1987 ). The problem is that these methods anticipate simple data structures, in the form of contingency tables or matrices, which would be structured by the sequential constraints without in any way controlling for them. 13 This would, to return to the first example in the last paragraph, lead us to draw incorrect conclusions about the failure of anyone to speak to me after I speak to the group, since the standard methods would not control for the frequency with which I speak to the group, nor the fact that when I do speak to the group only one person can seize the opening created thereby.
My solution is a "simulated response permutation test," or SRPT. As a first approximation, this randomly reassigns the P-ties produced by each i to different js, subject to all of the operative sequential constraints, allowing us to compare the association of network ties and observed Pties with many measurements of the association between those same network ties and the reassigned (or permuted) P-ties. On this basis we can judge whether the observed association is significantly smaller or larger than would have been expected given the null hypothesis of independence. More simply, the SRPT allows us to compare the observed association of network ties and P-ties with what we would have expected had people produced P-shifts without regard for networks, given the opportunities they had to act.
The procedure is diagrammed in figure 2 ; additional details are provided in the appendix. The SRPT analyzes a single P-tie at a time; here I use the example of A j B-X i A. At the first stage (1), it extracts observed instances of directed remarks, which are the necessary condition for this P-tie. The excerpt from the observed data, on the left side of figure 2, contains three: Al addressed Kate, then Kate addressed Al, and then, two turns later, Bob addressed Dale. At the second stage (2), the SRPT simulates the occurrence (or nonoccurrence) of the P-shift in question: after the observed remark from Al to Kate, a simulated remark from Dale to Al follows, which entails the P-shift AB-XA; after the observed remark from Kate to Al, a simulated remark from Bob to Kate follows, which again entails AB-XA; while after the observed remark from Bob to Dale, no one is simulated as producing AB-XA-consistent with the fact that this P-shift did not always occur after a directed remark.
The SRPT at step 2 operates under the relevant constraints. First, a person cannot be simulated as producing a P-shift for which he or she was logically unavailable. In figure 2, after Al's remark to Kate, neither Al nor Kate is available to produce the P-shift AB-XA, since by definition this involves someone else in the position of next speaker (X). Second, only one person, at most, is simulated as producing a particular P-shift/ P-tie; as a result, the one-speaker constraint that prevents multiple individuals from seizing a single opportunity in the observed conversation is respected in the permutation. Third, P-shift marginal frequencies are approximately reproduced, but indirectly, through the reproduction of individuals' marginal tendencies to produce particular P-shifts. The SRPT manages this by selecting someone to produce a simulated P-shift in ac-cordance with their observed likelihood of doing so. It is this that allowed me to speak, somewhat loosely, of the P-ties produced by i as being "reassigned" to different js.
14 This takes into account the fact that people have different conversational styles that need to be controlled for so that we can determine whether particular individuals, whatever their overall propensities, treated their network alters (e.g., friends) differently than their nonalters (nonfriends).
Each permutation, consisting of one "pass" through the conversational data, yields a matrix of the frequency with which each i was simulated as producing that P-tie relative to each j; this is step 3. On this basis we can make one measurement of the expected degree of association between P-ties and the various networks, given the null hypothesis. A large number (3,000) of permutations then yields a probability distribution for the expected association within which the observed association can be located. This provides a test of whether or not the observed association is above or below the mean expected association, and how likely the observed association (or one more extreme) was given independence.
There is one additional complication. Above, I said that the SRPT controls for individuals' overall P-shift tendencies. While this approach makes sense in networks in which we can assume that people can differentiate between alters and nonalters, it runs aground in the analysis of what superiors did vis-à -vis their subordinates. The reason is that, at least in these groups, a superior was superior to everyone else in the room, so that controlling for what a superior did "overall" means controlling away anything he or she did as an occupant of this role. Accordingly, in the analysis of superordinancy effects, the SRPT first decides upon the occurrence or nonoccurrence of the P-shift in light of its observed overall probability, and then, contingent upon its simulated occurrence, randomly selects someone as i, again as consistent with the sequential constraints. On this basis, we can determine what superiors were especially likely and unlikely to do, in comparison to other individuals. I refer to this as the "equal probability" variation of the SRPT, and contrast it with the "speaker marginal" variation used for all other network effects (described above).
Results
There are a number of ways to calculate the degree of association between networks and P-ties, and thus as many ways to compare the observed statistic of association with the distribution of permutation statistics. One approach is to make this into a problem of categorical data analysis and to examine the observed-expected residuals. Table 3 contains these, computed as the observed proportion of instances of a particular P-tie k that map onto a tie (or tie intersection) in a particular network (or combination of networks) l minus the mean expected proportion, divided by the mean expected proportion
. There are three things to note about table 3. First, superordinancy (S) effects were determined using the equal probability (EP) variation of the SRPT, so that the first column indicates what superiors were relatively likely and unlikely to do in comparison with nonsuperiors. The other network effects, in contrast, control for individuals' P-shift propensities (using the speaker marginal variation), and those columns tell us what people were more or less likely to do to those to whom they were tied, in comparison to those to whom they were not tied. Second, table 3 includes the effects of simplex networks and multiplex networks, where the latter are defined across two and three (simplex) networks. The second column, for instance, summarizes the effects of friendship (F), while the fifth column summarizes the effects of the multiplex network defined by the intersection of considering someone a friend and a co-worker (FW).
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Third, table 3 resembles a correlation matrix in that each cell reflects the degree of association between one P-tie and one network tie, not controlling for the presence or absence of other network ties. For instance, friendship is significantly and negatively associated with A j 0-X i A (Ϫ.02, P!.05), making no assumptions about whether or not friends were simultaneously tied in other networks. Each column is, in other words, "blind" to the others, a problem that I remedy shortly.
To aid in the interpretation of table 3, a correspondence analysis was conducted on the same residuals.
18 By means of singular value decomposition, correspondence analysis embeds row and column categories in a common n-dimensional space, allowing us to examine the association 15 Proportions rather than frequencies were used because a given permutation could result in a slightly greater or lesser number of instances of a given P-tie than were actually observed. 16 This amounts to a one-sided test, which is appropriate given that the distribution of E kl cannot be assumed to be symmetric. 17 Multiplex relations involving superordinancy (FS, WS, and FWS) were analyzed using the speaker marginal variation of the SRPT. 18 Because correspondence analysis requires non-negative values, the residuals were first rescaled through the addition to all of them of the absolute value of the smallest (most negative) value. Note.
-Cell values are normalized residuals comparing observed proportion of instances of specified P-tie k corresponding to specified simplex or multiplex network tie l (O kl ) with mean expected proportion ( )-calculated as -averaging across 3,000 permutations.
W p co-working, U p subordinancy, S p superordinancy; superordinancy effects in the first column are based on the EP variation of the SRPT. * P ! .05; ** P ! .01; *** P ! .001.
between row categories, between column categories, and between row and column categories (Weller and Romney 1990) . This is useful because it highlights which P-ties were associated with the same network ties, and which network ties were associated with the same P-ties, while also reflecting the association between particular network ties (simplex or multiplex) and particular P-ties. With respect to the last of these, however, correspondence analysis is known to be somewhat problematic-capturing relative association between a column and row category, and not its absolute magnitude (Greenacre 1994 )-so that it will be important to check any conclusions against table 3. The location of each P-tie and network tie is mapped along the two most important dimensions, or factors, in figure 3 (disregard the arrows for the moment). Together, these account for 57% of the variance (37% ϩ 20%), or inertia, in the underlying residuals. This is a respectable reduction in dimensionality by conventional standards (Blasius 1994, p. 47) , and additional factors do not contribute to theoretical interpretability. The close proximity of a P-tie and network tie (e.g., AB j -X i Y and W) in this figure generally reflects a relatively positive association in the underlying table of residuals, which can be discerned in table 3-though correspondence analysis, unlike table 3, does not judge statistical significance. Close proximity of two P-ties indicates similar network "profiles," in that they tended to be associated with the same types of network tie. Similarly, close proximity of two network ties indicates that they tended to be associated with the same P-ties. Further, because correspondence analysis involves a kind of factor analysis, the axes are, in principle, interpretable as latent variables along which the P-ties and network ties are arrayed.
The two main factors identified are, in fact, readily interpretable. I consider the horizontal dimension first, this being the more important of the two judging from the amount of variation it captures. To the left are all of those P-ties that involve ego addressing alter when alter spoke or was addressed in the prior turn (A j B-B i A, A j 0-X i A, A j B-X i A, and AB j -X i B), and several that involve ego addressing the group after alter spoke (A j B-B i 0, A j 0-X i 0) or was addressed (AB j -X i 0). Also on the left of figure  3 is U, or subordinancy (think U for "underling"), along with all of the multiplex relations involving subordinancy. This is an indication that it was through these P-ties that the position of subordinate found positive expression, something confirmed by table 3, where all of the associated effects are positive, and many statistically significant.
On the right, in contrast, are located those P-ties that involve ego directing the conversation away from alter, and away from whomever alter addressed or was addressed by in the prior turn. These are maximally disruptive moves from alter's perspective, and include A j B-X i Y, A j 0-X i Y, and A j B-B i Y. That they are distant from subordinancy in figure 3 suggests that subordinates avoided these modes of behavior vis-à -vis their superiors, and this is confirmed by table 3, where we find subordinancy negatively associated with all three of these P-ties (though the effect on A j B-B i Y is not significant), and with AB j -X i Y as well. Also on the right, however, are the simplex ties of friendship (F) and co-working (W), along with some associated multiplex ties. This indicates that, to the degree that such rare P-shifts occurred at all, they tended to be performed by individuals vis-à -vis their friends and co-workers. This, too, is confirmed by table 3: friendship is positively associated with A j 0-X i Y, A j B-B i Y, and A j B-X i Y, while co-working is associated with A j 0-X i Y, A j B-X i Y, and AB j -X i Y. That most of these effects are nonsignificant is partially because of the rarity of these P-shifts (recall table 2), and the resulting high variance in the association statistic across permutations.
Consider, now, the vertical dimension of figure 3. The starkest pattern here involves the placement of the turn-receiving P-shifts/P-ties at the top, far away from superordinancy. A look at table 3 explains why: su-perordinancy was least strongly associated with A j B-B i 0 and A j B-B i Y, and was negatively associated with A j B-B i A. Keeping in mind that this is based on the EP variation of the SRPT, this means that superiors deployed almost all P-shifts with greater frequency than did other individuals, but were less likely than others to proffer traditional responses (A j B-B i A), and not much more likely to turn receive in other ways. Also note that when superiors obtained the floor through turn claiming and turn usurping, they were especially likely to address the group-the normalized residuals are largest for A j 0-X i 0 and A j B-X i 0/AB j -X i 0.
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At the center of figure 3 are friendship (F) and co-working (W). In addition to the association of co-working and AB j -X i Y noted earlier, this captures their shared association with A j B-X i B and that of co-working with A j 0-X i 0 and AB j -X i A.
20 Friendship was also associated with A j B-X i 0, though in figure 3 this has been pulled downward by the stronger effect of superordinancy. I will have more to say about these effects shortly.
Before I undertake further substantive interpretation of these findings, a difficulty with the analysis so far must be addressed, though it will prove to be relatively benign to the foregoing. As indicated earlier, the analysis of the effect of a given (simplex or multiplex) network on a given P-tie does not control for the potentially confounding effects of other networks. What table 3 and figure 3 tell us is how P-ties fell vis-à -vis networks in comparison to how they would have fallen had there been no network effects; they do not judge the independent effects of different types of tie.
Thus I supplement the bivariate analysis in table 3 with a multivariate analysis. This involves regressing the log of the frequency (plus one) with which a pair of individuals was implicated in P-tie k (as i and j) on the presence or absence of each type of network tie between them (from i's perspective), and then comparing each parameter estimate with the distribution of estimates when the same analysis is performed using the 19 So far as superiors are concerned, A j B-X i 0 and AB j -X i 0 are equivalent, for whenever a superior turn usurps, subordinates are necessarily implicated in the positions of prior speaker and prior target, assuming that there is only one superior in the room. The slight difference in residuals in the first column of table 3 (.62 and .63) is a result of the stochastic component of the SRPT. The same equivalence applies to A j B- Fig. 3 is different from a normal correspondence mapping insofar as proximity in the region of the "centroid," indicated by the ϩ, reflects association. Normally it does not: when correspondence analysis is applied to a simple contingency table, the centroid reflects the "average" row and column profiles, which are determined by the marginal frequencies. Fig. 3 , however, is based on the residuals in table 3, so that the average profiles are not necessarily those expected under independence.
permuted P-ties.
21 Table 4 contains the results, where each value is the difference between the observed and the mean permutation-based standardized coefficients, for the hierarchical models including main effects only, two-way interaction effects, and three-way interaction effects.
22 For instance, .02 is the difference between the observed and mean permutation-based standardized coefficient estimates for the effect of friendship (F) on A j B-X i B in the main-effects-only model, while .07 is the difference between the estimates for the effect of the multiplex tie of friendship plus co-working (FW) in the model with two-way interaction terms. 23 As in the bivariate analysis (table 3), the main effects of superordinancy are as per the EP variation of the SRPT.
To facilitate an initial comparison of the results of the two analyses, significant positive effects from the main-effects-only model-from the first of the three rows associated with each P-tie in table 4-are graphed onto figure 3. Positive and significant (P ! .05) network main effects are indicated with arrows, joining network ties with the P-ties that they (the network ties) induced people to produce. Gray arrows are used for the effects of superordinancy, based on the EP variation, and black arrows for all other effects, based on the speaker marginal variation.
At the level of main effects, the multivariate analysis by and large supports the conclusions drawn from the bivariate analysis. Generally speaking, we find again that superiors were given to all P-shifts/P-ties except for those that that involve turn receiving, that subordinates were especially apt to address their superiors or the group after their superiors spoke or were addressed and were particularly unlikely to direct the floor away from superiors, and that friendship and co-working prompted many of these same rare P-shifts and were also associated with many of the Pties in the middle of figure 3. What table 4 contributes to table 3 is confirmation that these are independent effects.
There is more to be gained from the multivariate analysis than corroboration of the earlier findings, however. The models containing twoway and three-way interaction terms capture the effects of multiplexity net of the additive simplex effects, something that the bivariate analysis 21 This is similar to MRQAP-the quadratic assignment procedure for multiple regression-though the permutation strategy is closer to that of Smouse, Long, and Sokal (1986) than of Krackhardt (1988) , the better-known source on the topic within sociology. 22 Standardized coefficients were used for this analysis in order to control for the variance in the dependent variable, the frequency with which a P-tie occurred or was simulated as occurring between a pair of individuals, which tends to be lower in the simulated than in the actual conversational data. This fact also makes R-squared comparisons inappropriate. 23 There are no four-way interaction effects and only two three-way effects, because one cannot be someone's superior and their subordinate. does not do. Some of the multiplex effects in table 3 are thus revealed,  by table 4 , to be reducible to the additive effects of the constituent simplex ties. An example is the association between FW and A j 0-X i 0, which is significant in table 3 but not in the model with two-way interaction terms in table 4, where we find no significant interaction effect net of the main effects of co-working (statistically significant) and friendship (not statistically significant).
In fact, most of the multiplexity effects in table 3 evaporate when viewed through a multivariate lens, which is why I did not dwell upon them earlier. Of those that remain, some made a P-tie more likely than it would have been given additive main effects. Consider the case of A j B-X i B. In table 3, this is positively associated with friendship (F), co-working (W), and their intersection (FW). The simplex effects are confirmed by the main-effects-only model in table 4 for this P-tie: friendship and coworking each had an independent effect, controlling for the other. What we find when we add the two-way interaction terms, however, is that neither of the simplex networks had this effect on its own, but only in combination with the other. That is, ego was more apt to readdress alter's targets if ego and alter worked together and were friends, while being one or the other alone had no such effect.
Other intersections rendered P-ties less likely. The most statistically significant of these involves friendship, co-working, and A j B-X i Y. Each type of tie had a positive and significant main effect in the model with two-way interaction terms, which means that ego's tendency to direct the floor away from alter in this way was greater when they were friends or when they worked together. The effect was not, however, additive: the interaction effect is negative, and when (in a separate analysis) the P-tie is regressed on the multiplex tie alone, the effect is nonsignificant, indicating that the intersection of these two types of tie negates the separate main effects.
And yet, the multivariate analysis, too, has a drawback: multicollinearity, or correlation between types of tie, which diminishes the apparent effect of each, particularly when two-and three-way interaction effects are added (since each is by necessity correlated with its constituent ties). We see this happen, for instance, in the case of subordinancy's main effect on A j 0-X i Y, which is rendered nonsignificant when the interaction terms are added, though none of those effects are statistically significant. This is not much different from what happens in ordinary regression, however, and in interpreting the results in the next section, I take the normal approach of starting with the main-effects-only model, and only considering the results of the higher-order models when one or more interaction effects prove statistically significant.
DISCUSSION
People have options in conversation, but the options are not limitless. One strength of the participation shift framework is that it provides a logically exhaustive inventory of everything that can happen at one level of description. Another is that it formalizes sequential dependencies of a logical nature, whereby what happens in one turn constrains what can happen in the next. A third is that, as evident in table 2, it readily yields empirical insight into what is likely and unlikely among those things that are logically possible at a particular juncture. A fourth is that though Pshifts, as originally introduced, abstract away from particular individuals, the framework is amenable to the subsequent reintroduction of individuals as the producers and recipients of P-shifts, or P-ties, opening the door to an analysis of how these discrete, fleeting behaviors reflect relations in preexisting vertical (superordinancy and subordinancy) and horizontal (friendship and co-working) networks.
What the analysis described in the last section reveals is a range of conversational obligations and entitlements operating in this setting. Here, I undertake a more substantive interpretation of these, considering the effects of each of the simplex networks in turn and then a number of the multiplexity effects-an approach justified by the fact that the addition of the interaction terms by and large leaves main effects intact. Particular weight is given to general patterns that span particular P-shifts/P-ties, guided in this respect by figure 3, and to those that are statistically significant in table 4.
Superordinancy.-As previously observed, the prerogatives of superiors extended to most P-shifts, particularly those involving undirected remarks (A j B-X i 0/AB j -X i 0, A j 0-X i 0). This is corroborated by table 4. The effect on turn claiming and turn usurping was stronger than that on turn receiving, however, and superiors were especially unlikely to reply when addressed (A j B-B i A), at least according to table 3. Superiors were not at the beck and call of subordinates, it seems. They were less likely than others to accept the conversational openings handed to them, and more likely to squeeze them out of circumstances in which others were hardpressed to speak. This is interesting from the perspective of expectationstates research on the mechanisms by which high-status actors exercise influence, since it goes deeper than the observation that high-status people talk more (Fisek et al. 1991) to pinpoint exactly what opportunities they avail themselves of (see also Shelly 1997) . On the other hand, it is consistent with the conversation analysis of talk in institutional settings, which has demonstrated repeatedly how those in positions of formal authority are more often on the giving than the receiving end of adjacency pair first parts such as questions and commands (Molotch and Boden 1985; Frankel 1990 ), which could account for their disinclination for responding AB-BA-fashion.
Subordinancy.-Subordinates were especially given to addressing their superiors after one spoke or was addressed, in this way presumably returning (or at least attempting to return) control of the floor to them. Interestingly, however, the effect is more statistically significant with respect to AB j -X i B and A j B-X i A than to the much more common A j B-B i A and A j 0-X i A in table 4. Thus we have another example of a relational effect through out-of-the-way P-shifts, perhaps because the more common ones, A0-XA and AB-BA, are more determined at the level of content. To take the case of AB-BA, if someone asks you a question, you are apt to respond regardless of your network connection to them, while turn usurping may require more of a network pretense or inducement. Subordinates were also particularly likely to speak to the group (or make undirected remarks) after a superior did (A j 0-X i 0) or after a superior was addressed (AB j -X i 0). These are indications that more is at issue here than merely returning the floor to someone who has power over you, that being a dutiful subordinate may, for instance, entail amplifying a superior's remark to the group (A j 0-X i 0).
And yet, control of the floor certainly was at issue, for recall the negative effect of subordinancy on A j 0-X i Y, A j B-X i Y, and AB j -X i Y. While subordinates were particularly apt to hand the floor back to their superiors, they were especially averse to directing the floor away from them. (The effect on A j B-B i Y is also negative, but not significant in either table.) In other words, conversational moves that were already rare (table 2) were particularly so after a superior spoke or was addressed. This is relational enactment through abstention, though it is doubtful that every instance of abstaining was consciously registered by the superior or anyone else as a demonstration of respect; when a tie is enacted through the avoidance of a behavior it is probably the failure to abstain that is remembered.
Both the positive and negative effects of subordinancy dovetail nicely with past work on the conversational prerogatives of subordinates vis-à-vis their superiors. Brown and Levinson (1987) , for instance, present crosscultural evidence that subordinates consistently soften the demands they make of superiors with apologies and circumlocutions. Similarly, Johnson, Clay-Warner, and Funk (1996) find that subordinates use more qualifiers when addressing their superiors, back channel (e.g., "uh-huh") more, and are more apt to interrupt in such a way as to support, rather than challenge, a superior's remark. Here, support for a superior took the form of addressing that person when the opportunity presented itself (i.e., after he or she spoke or was addressed), often through an act of turn usurping and, on the other side, refraining from P-shifts that might have done the most to undermine a superior's authority.
Friendship and co-working.-Because they were strongly correlatedfriends tend to be co-workers and co-workers tend to be friends 24 -it is useful to discuss friendship and co-working together. As indicated earlier, in figure 3, these relational types are closer than any other to the least common P-ties, involving acts of radical redirection:
The multivariate results are not entirely consistent, however: the effect of friendship does not extend to AB j -X i Y, nor co-working to A j B-B i Y, and the remaining effects are not all statistically significant, though this is partially attributable to the multicollinearity problem in combination with the sheer infrequency of these P-shifts. Still, it appears that horizontal ties, be they of friendship or co-working, loosened conversational strictures somewhat, freeing people to engage in occasional, and otherwise proscribed, acts of conversational redirection.
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This is consistent with Wolfson's (1988) "theory of the bulge," according to which one engages in a wider range of sociolinguistic behaviors when interacting with, on the one side, familiars, and on the other, complete strangers, whereas most circumspection is exercised when interacting with those falling in between. In this setting, where everyone can anticipate future interaction, this is nicely illustrated by generally rare behaviors that were, at the same time, symptomatic of preexisting relations involving friends and co-workers.
Friendship and co-working were expressed through a number of other P-ties as well, those in the center of figure 3. In table 4, these include, for co-working, A j 0-X i 0 and A j B-X i B, and for friendship, A j B-X i 0 and A j B-X i B. A j B-X i B is the structural form of what Goodwin and Goodwin (1990) call "piggybacking," whereby someone readdresses the prior target as a way of affiliating with the prior speaker, and it is easy to extend this to A j 0-X i 0 as well. But while Goodwin and Goodwin view this as a strategy for forging a new tie to a status superior, here, piggybacking seems to have been a vehicle for the enactment of existing relations. Perhaps piggybacking in this setting served as an instrument of organizational "teamwork" (Goffman 1959 ), a mode of coordination of individuals with common interests and a common perspective on organizational issues. (Subordinancy ties were also found to be associated with A j 0-X i 0; see above.)
Multiplexity.-The main effects of friendship, subordinancy, and co-working are relatively robust to the addition of the interaction terms. This in itself is noteworthy because it means that hierarchical relationships were modified by horizontal ones, that how a superior behaved toward a subordinate, or vice versa, depended upon whether or not the former also considered the latter a friend and/or a co-worker. There are, however, a number of interesting interaction effects in table 4. Here I limit myself to the two mentioned earlier, because of the strength of the effects involved and because of their theoretical interest. First, as indicated, the apparent main effects of friendship and co-working on the piggybacking P-shift A j B-X i B are revealed, through the addition of two-way interaction terms, to actually have depended upon their intersection. Second, while friendship and co-working were independently associated with the disruptive, and generally proscribed, A j B-X i Y (in the model with two-way interaction effects), this effect was suppressed at their intersection. What makes these effects especially interesting is the fact that friendship and co-working are, arguably, two constituents of a "strong tie." According to Granovetter (1973) and Krackhardt (1992) , a strong tie involves positive affect (here, the perception of friendship), frequent interaction (here, the fact of coworking), and a long history of acquaintance (not measured here). Such ties, Krackhardt (1992, pp. 218-19) claims, possess a "special character" that "falls apart" when any one feature is missing. While he is concerned with the outcome of trust, here we see a number of conversational outcomes: piggybacking is associated with strong ties but not by their constituent simplex ties, while one of the most radical acts of redirection is associated with the simplex ties only. The strong-tie interpretation aside, findings such as these indicate that the effect of multiplex relationships cannot always be reduced to the additive effects of the constituent relations.
CONCLUSION
I began this article with the problem of how to relate two orthogonal axes of social organization. One is that of network structure, which has instantaneous, snapshot complexity but no temporal definition, except as it either does or does not persist. The other is that of conversational interaction, which, in contrast, is marked by snapshot simplicity-generally, one person vocalizes while others look on-but tremendous temporal complexity. My solution involved maximally collapsing each dimension, by breaking the stream of conversation into discrete transitions taken out of wider sequential context, and fracturing the architecture of networks into equally decontextualized dyadic relations. By thus transforming structure into a kind of minimal structure-two people are or are not tied-and the flow of interaction into a kind of minimal sequentiality-one or another P-shift occurs-I made it possible to focus on the precise point of contact between the two axes, to see how the components of network structure found expression through (one of) the components of conversational interaction. Because P-shifts, and thus P-ties, are defined sequentially, in terms of how someone responds to a conversational stimulus manufactured by the prior speaker, a statistical method had to be devised to control for the empirical occurrence of sequential opportunities, so that we could compare how these were actually used with how they would have been used in the absence of network effects. The SRPT accomplishes this by permuting P-ties subject to the action opportunities people had available to them. The permuted conversational data, in combination with the original network data, were then submitted to two analyses with complementary strengths: a bivariate analysis that lends itself to a graphical mapping revealing overall patterns, and a multivariate analysis that pinpoints independent effects, including effects that arise from network intersections.
The evidence suggests that network ties are, in fact, manifested through P-shift behavior, sometimes in surprising ways. I do not, however, take this to be mean that networks drive conversation; conversation as a recognizable phenomenon could not survive if they did. Rather, I assume that at each step of the way, the rules of conversation delimit a set of options, and that at the instant that these are perceived, relational considerations-such as the deference owed to superiors or the prerogatives enjoyed by friends-may, but need not, weigh into people's decisions of whether, and how, to act.
At the beginning of the article I spoke of Goffman's idea of "transformation rules," which govern, he supposes, the translation of preexisting social structure into encounter behavior. In light of the foregoing, I take "rules" to be too strong a term, suggesting something akin to highly regular grammatical transformations (e.g., Chomsky 1980) . What the statistical analyses point to, rather, are transformation tendencies, or incremental modifications of conversational norms in light of relational commitments. Thus what we are left with are conversational norms or rules, which guarantee conversational order irrespective of the presence or absence of preexisting ties, and transformation tendencies which enable networks to bubble up through the residual indeterminacy that these rules leave behind.
I have been careful, in describing the findings, to limit my observations to these groups, for not only do I not assume that the network effects are generalizable, I hypothesize that they are not, that the translation of network relations into P-shifts and other conversational behaviors likely depends upon the conversational setting. Useful in this respect is White's (1995) conception of "network domains," or netdoms (also Mische and White 1998) . This refers to the intersection of a culturally constructed interactional domain, with its expectations about what counts as a legitimate contribution and mode of expression, and the preexisting network(s) that it engages by virtue of the involvement of some particular set of people with varying histories together. Transformation rules, or tendencies, may vary with the exact "domain" in effect. Ties of friendship, for instance, may be translated into some conversational behaviors when a group is engaged in friendly banter, others when it enters into collaborative problem-solving mode, and others still when divergent interests surface and negotiations (or conflict) commence. (For indirect evidence of this, see McFarland and Bender-deMoll [2003] .)
The methodology presented here can thus be seen as one for the comparative study of netdoms, and its application to these business meetings as the first step in a wide-ranging research program, extending to other types of interactional settings, as these ensnare individuals previously embedded in a variety of networks. The ambition is to identify the features of a conversational context that are reliably correlated with network effects of particular sorts. Relevant contextual features may include the degree of task orientation, expectations for collective versus individual rewards, conventions of formality versus informality, and time pressures. The payoff of such a program is an understanding of when, and how, networks translate into interactional behavior from which outcomessuch as decisions, rifts, and reputations-follow. Put differently, research such as this can help us trace the path of network influences through encounters-which can refract and even deflect these influences-to the substantive outcomes of interaction.
APPENDIX
The SRPT
The SRPT approximately permutes P-ties in such a way as to retain sequential constraints, allowing us to compare the observed statistic of association with the distribution of statistics derived from the permuted data, from which a P-value can be calculated expressing the likelihood of the observed statistic or one more extreme, given the no-network-effects null model. It might better be referred to as a "quasi-permutation test," however, since it does not permute P-shifts directly, but indirectly, through a stochastic simulation based on observed probabilities (in particular, of a given person producing a given P-shift given the opportunity) and sequential constraints (the actual occurrence of such opportunities).
Here I provide a number of technical notes to supplement the expla-nation of the SRPT given in the text. In the speaker marginal variation, a person's likelihood of completing a P-shift was estimated using logistic regression. The dependent variable is the odds of subject i producing Pshift m in any turn t in which i was logically capable of doing so. (One could not, for instance, produce AB-BA, or its associated P-tie, if one was not first addressed as B; an additional requirement is that one had to be physically present.) The independent variable is the number of other people present, under the assumption that the number of potential competitors is an important determinant of whether a given individual can produce a P-shift in a given turn. Thus, the model took the form
where O imt is the odds that subject i produced P-shift m in turn t, a im is the intercept reflecting (roughly) i's proclivity for engaging in this P-shift generally, and b im is the parameter expressing the effect of the number of other people present N t on i's likelihood of producing the P-shift. From the person-specific equations that resulted, i's expected odds of producing that P-shift in each speaking turn were calculated; these odds were then converted into probabilities for the sake of the simulated responses at step 2 in figure 2. As indicated in the text, the SRPT only "approximately" reproduces individuals' P-shift propensities in a given permutation. Though the stochastic component is partly responsible, more important is the fact that the probabilities calculated in the manner just described need to be slightly adjusted, in each turn, so as to sum to 1.0 across P-shifts. This involves multiplying each-that is, each probability for each person and each Pshift in each turn-by the turn-specific normalizing constant C t :
where Pr(m it ) is the probability of subject i completing P-shift m in turn t, based on the logistic regression. While this ensures that the probabilities of all possible events in a given turn sum to unity, particular individuals' propensities are slightly distorted as a result. This points to the general difficulty in reconciling a rate-based approach to conversation that begins with marginal tendencies and a sequential approach to conversation that takes rates as partial artifacts of the operation of sequential rules. For an attempted first-principles solution, see Skvoretz (1981) .
These complications are avoided in the EP variation of the SRPT, which controls for P-shift marginals but not individuals' propensities, and involves no normalization since it begins with the P-shift probabilities in table 1, which already sum to unity. Recall that only the main effects of superordinancy (S) are inferred using the EP variation, since it is these that are controlled away by the speaker marginal variation. The effects of superordinancy in conjunction with other networks-that is, the multiplexity effects involving S-are as per the speaker marginal variation. An example is the significant and positive effect of WS, the intersection of co-working and superordinancy, on A j 0-X i A in table 4. For most purposes, the interpretation of this is not much different than the interpretation of other interaction effects not involving superordinancy, indicating that the effect of co-working is different when found in combination with superordinancy, and that the effect of superordinancy is different when found in combination with co-working.
The analyses of P-ties implied by a single P-shift are identical through step 2. For example, the analyses of A j B-X i A and AB j -X i A both begin with the simulation of AB-XA, and only diverge starting at step 3. P-ties in which both i and j are found only in the second turn were not analyzed. These include A0-X i Y j , AB-B i Y j , and AB-X i Y j . While these are of unquestionable theoretical interest, prior analysis (Gibson 2003) revealed that Y tends very often to be someone who spoke two or three turns earlier, a non-Markovian effect that the SRPT, as currently implemented, cannot capture.
The SRPT is not confounded by the prevalence of a given type of tie in a given group, since the network, whatever its density, is held fixed through the comparison of observed and permutation association statistics. Take the extreme, and hypothetical, case in which a group lacked any ties of friendship. So far as this group is concerned, both the observed and the expected association of instances of any P-tie and friendship ties would be zero. There is no risk of our falsely concluding that friendship had no effect, precisely because the structure of the friendship network, including its density, is held fixed on both the observed and the expected sides. Finally, the analysis excludes directed dyads (ordered i, j pairs) for which complete network data were not available.
