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CHAPTER I. INTRODUCTION 
The stability of the agricultural sector in the United States is 
influenced by many factors. These include disequilibrating external 
factors such as the fluctuating fortunes of the oil exporting nations, 
the rapid rise in foreign debt of some food and oil importing coun­
tries, the increased production of food and feed grains in the Latin 
American countries, and the extreme fluctuations in the weather of the 
Soviet Union. Factors internal to the United States are no less com­
plex. The contrasting needs to earn foreign exchange through exporting 
grains, to use the grain trade as a political lever in the inter­
national arena, and the need to ensure an abundant and inexpensive 
source of food locally while maintaining farm incomes indicate the need 
for sophisticated policy planning techniques at the national level. 
These techniques include simulation modelling so that the underlying 
economic structure of a sector can be examined and in order that "what 
if" policy simulations can be evaluated. 
The adequacy and relevance of models in simulating the data-
generating processes are tested by examining, with the general solution 
at hand, the unexplained variation of the process [Cox, 1958]. In ad­
dition, economic models have implications for the presumed behavior of 
the various economic subsectors or agents included in the system. The 
supportive data summarized within the equation system should accurately 
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encompass the economically meaningful behavior of all economic agents 
which together form the system. The capability of the system should be 
such that it can consistently achieve a market equilibrium broad enough 
to permit estimation of equilibrium prices and quantities yet be suf­
ficiently detailed to provide information on the behavior of the sub-
sectors over time. Because of the complexity of the market system, the 
various models built to simulate it need to be built around microeco-
nomic theory to allow the resulting parameter estimates to be analyzed 
within the context of neoclassical consumer and firm behavior. It is 
these parameter estimates which can subsequently be used to run various 
policy scenarios. 
The U.S. livestock-feed grain subsector is a massive system, both 
in a U.S. and a global agricultural context. Models of the agricul­
tural sector proliferate with the intricacy of the modeling techniques 
rapidly increasing over time and the techniques used becoming more 
specialized. While individual models are able to solve particular 
problems and to simulate particular conditions accurately and effici­
ently, when joining these specialized models to include more subsectors 
of the agricultural economy they often tend to become bulky and expen­
sive to run. In the past, models have tended to be recursive in con­
struction with the structural and behavioral equations arranged in a 
logical framework. When addressing complex issues which are difficult 
to define in a recursive format, these models tend to produce unreli­
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able results. The need for greater guidance when analyzing the more 
complex policy issues requires that a model be sufficiently broad to 
permit analysis of the interrelated effects on pertinent variables 
simultaneously and that simulations show a certain degree of stability 
over time, even in the presence of exogenous shocks. 
The particular objective of this study is to compare two models of 
the livestock subsector of the U.S. economy. These will encompass a 
final demand sector for meat including beef, pork, mutton, veal, tur­
key, and chicken; supply equations for the various meats, and demand 
equations for the major feeds. A secondary objective of this study is 
to develop the model in such a form that other commodities can be read­
ily added to the final demand system and that a feed grain supply sec­
tor can be added. Two systems of meat supply will be compared. A sys­
tem will be developed based on a detailed specification of the cattle 
industry and a less detailed specification of the pork industry. This 
will be compared to a "Rotterdam" [Clements, 1978] type supply system 
for meats. 
Chapter II delineates the approximate boundaries of this study in­
cluding data periodicity, the time span and the estimation technique 
used. Chapter III details the meat demand system which will be used 
and compares various specifications of the meat demand system. Chapter 
IV details a supply system for meats which is based on the Rotterdam 
system. Chapter V presents an alternative supply system which will be 
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compared to the Rotterdam system. Chapter VI presents the total simu­
lation system, its results and conclusions. Finally, Chapter VII pre­
sents the results and conclusions of this study. 
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CHAPTER II. BOUNDARIES OF THE STUDY 
Economics is a subsector of those sciences directed toward ana­
lyzing and interpreting behavior within the physical and social en­










Figure 2.1. Transforming data to knowledge 
As indicated in the above figure, an abundance of raw data is 
available which by itself does little to increase our understanding of 
behavior. By subjecting the data to a process of selection and ana­
lysis, we can extract that data which is useful to our inquiry. 
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Useful data provides information or descriptive facts. Facts, by 
themselves, do not explain events but only describe them. Theories at­
tempt to explain events. It is the accumulation of theories which 
forms the body of knowledge. Knowledge in turn gives us an understand­
ing of the manner in which the system works. It enables us to explain 
events and the sequence of events. This in turn allows us to make pre­
dictions about the expected sequence of events under certain exogenous 
conditions. 
To quote from Marx, writing in the introduction to the "Contribu­
tion To The Critique of Political Economy" [Mandel, 1968]. 
"The latter (inquiry) has to appropriate the material in 
detail, to analyze its different forms of development, to 
trace out their inner connection. Only after this work is 
done can the actual movement be adequately described. If 
this is done successfully, if the life of the subject-matter 
is ideally reflected as in a mirror, then it may appear as if 
we had before us a mere 'a priori' construction." 
We proceed therefore, from the abstract so as to reconstitute the 
concrete. We develop models of systems and subject them to tests to 
evaluate their reliability as approximations. In practice, our envi­
ronment is subject to a myriad of forces which interact. Our limited 
means force us to attempt to isolate the more critical forces and to 
arrange them in a system which simulates reality. Unfortunately, it is 
often this process of isolation, of relegating components of the system 
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to insignificance through the assumption of "ceteris paribus," which 
limits the usefulness of the systems synthesis itself. 
The pursuit of knowledge, in an applied science, is not an end in 
itself. The purpose is to make a statement about behavior. In eco­
nomics, this is translated into the optimal allocation of scarce re­
sources among competing and unlimited needs and wants. Economists, 
therefore, make predictions or projections in the belief that they will 
be acted on. This introduces a further aspect namely that of self-
fulfilling and self-defeating projections. A self-fulfilling projec­
tion can be explained as the case where individual behavior is synchro­
nized with the projection; which is viewed as the behavior of everyone 
else. A self-defeating projection is the case where individuals seek 
to counteract the projection usually expecting it to yield an oppor­
tunity for profit. In this case, it is usually assumed that the major­
ity will not or cannot react in the same manner. Figure 2.2 illus­
trates a possible reaction curve. 
The 45 degree line represents a reaction curve for a self-
fulfilling projection. Units along each axis are identical. 
In the self-fulfilling case, the projection appears to be accurate 
while in the self-defeating case the projection and event occurrence 
coincide only at the neutral point. Self-defeating projections, thus, 











Figure 2.2. Hypothetical reaction curve 
A theory, in an empirical science, is a set of explanations or 
predictions about various objects or events in the real world. 
Theories consists of three parts [Silberberg, 1978]; 
(1) A set of assertions, or postulates, concerning the behavior 
of various theoretical constructs, which are ultimately related to the 
real world. 
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(2) A set of assumptions, or test conditions, under which the be­
havioral postulates are to be tested. Assumptions should be observ­
able, relevant and realistic. They should be consistent with the the­
oretical assertions so that the assertions may be rejected or con­
firmed. 
(3) Events which can be used to judge the usefulness of the 
theory. 
A primary characteristic of a theory is its testability. Postu­
lates (or assertions) are refutable only through making logically valid 
predictions about real, observable events based on those postulates, 
under assumed test conditions, and then discovering that the predic­
tions are false [Silberberg, 1978]. 
The purely logical aspect of theories is called a model. A model 
becomes a theory when assumptions relating the theoretical constructs 
to real objects are added. Models are therefore logical systems which 
can be neither true or false empirically; rather, they are logically 
valid or invalid. Theories, on the other hand, can be false either be­
cause the underlying model is logically unsound, because the empirical 
facts refute the theory, or both. 
Both theories and models must Include refutable propositions. 
This, for models, means that, when certain conceptual test conditions 
occur, the theoretical variables will have restricted values. Models 
can be tested through the accuracy of their forecasts. This suggests 
three additional problems [Theil, 1961]. 
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Firstly, the problem of verification and the accuracy analysis of 
the model predictions. 
Secondly, the methods, data, and theoretical construct used to 
generate the predictions. 
Thirdly, the purpose of the prediction. What additional informa­
tion does the model provide which otherwise would not be available? 
Models are used to make predictions of endogenous variables by re­
lating them mathematically to "higher order" variables. "Higher order" 
variables are variables which are presumed to have a causal link with 
the endogenous variables and can be exogenous variables, in which case 
they define the boundaries of the model, or other endogenous variables, 
in which case they imply a direction of causality. Simulation is simp­
ly the mathematical solution of a model. This study deals with model 
building. 
The first model deals with consumer demand for meats. It is an 
extremely elegant model, based on the assumption of a quadratic utility 
function for the consumer. Utility theory states that the consumer re­
ceives satisfaction from the consumption of a good. It specifies ac­
ceptable ways of adding the utility gained from multiple goods which 
are not necessarily identical. Within the group of postulated utility 
functions, the quadratic utility function appears as one of the most 
acceptable. It is not surprising, therefore, that application of this 
model can give a powerful statement of the consumer behavior. An ad* 
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vantage of this approach is that estimates of economic behavior, such 
as elasticity for example, can be derived which are consistent with hy­
pothesized consumer behavior. This can be compared with the more tra­
ditional technique of fitting regression equations using statistics as 
the primary consideration for inclusion or exclusion of a right-hand-
side variable. Further analysis of these equations, which is usually 
not undertaken, often points to unacceptable assumptions such as linear 
aggregation of utility by the consumer. Based then on unacceptable as­
sumptions, how should the results be valued or compared? 
The second model analyzed is a supply model. In construction, it 
is similar to the above demand model. It deals with the supply of 
those meats used in the demand model in addition to the supply of milk 
and eggs and the demand for feed grains. The model assumes an additive 
production function based on strong separability of the fixed factors. 
In addition, the model is static in that all responses take place in 
one period. No adjustment dynamics or expectations are implicitly in­
cluded. Finally, inputs are assumed to be fixed which effectively con­
fines us to a linear factor demand function rather than the more accep­
table curve. This type of model building is still in its infancy and 
without additional refinement its usefulness probably is very limited. 
The third model is developed in the traditional manner. It deals 
only with the supply of those meats included in the demand model. It 
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attempts to Include additional information which has not been included 
in the previous supply model. Specifically, it attempts to model the 
effect of changes in the beef cow herd and the associated reproductive 
restrictions on the supply of beef and other meats. In addition, it 
seeks to incorporate the role of expectations. Of particular interest 
here, is the isolation of those points in time when producers decide to 
start reducing their beef herds and when they start increasing beef 
herds. If it were possible to accurately simulate the behavior of 
producers with respect to the beef herd, the supply of meat and demand 
for feed should present minor problems. 
The three models presented in this study are based on widely dif­
fering assertions. The Rotterdam models are based on the neoclassical 
assumptions of consumer and firm behavior. Their theoretical 
sophistication and elegance are appealing. For the demand model, 
annual data for retail meat prices, per capita meat consumption and per 
capita personal consumption expenditures are used. For the supply 
model, only price and quantity data are required. 
For the Inventory supply model, much more exogenous data are used. 
Prices, expected prices and quantities produced are used as well as 
Inventory levels for beef and hog production. While the results prove 
very accurate, the assertions and assumptions used limit the usefulness 
of the model for supply analysis. 
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In all models, annual data are used covering the period 1950 to 
1980. The periodicity of the data is effectively determined by the 
ready availability of official statistics. A serai-annual or quarterly 
model would be preferable to better capture the systems dynamics. 
The computational method used is ordinary least squares (OLS). 
The package used is the SAS-Econometrics and Time Series package [SAS 
Institute, 1979]. An iterative method is used in the package to solve 
for various least-squares estimates. For the "Rotterdam" supply model 
in a symmetry constrained format, iterative three-stage least squares 
is used. 
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CHAPTER III. THE ROTTERDAM SYSTEM FOR FINAL DEMAND 
Many attempts have been made to model the livestock and meat sub-
sectors of an economy. Earlier efforts were based on recursive models 
because of their computational simplicity while more recent efforts 
[Ospina and Shumway 1979, Freebaim and Rausser 1975] have used simul­
taneous systems to model this area. In general, the systems approach 
has been applied to sets of linear or nonlinear equations arranged to 
directly estimate supply and demand relationships without utility or 
profit maximization being considered. In applied cases, the problem of 
autocorrelated disturbances in time series data has been overcome using 
an autocorrelation coefficient of the error terms to transform the 
original data. 
Recently, a large number of articles has appeared in the econo­
metric and economic literature in which attention has been focused on 
estimating systems of demand equations based on direct or indirect 
utility functions. While the concept of utility theory dates back to 
the 1870s, economists dealing with applied studies found the theory too 
restrictive. Researchers tended rather to fit various functional re­
lationships directly and to let the data dictate, through various test 
statistics, the most appropriate functional form. The move was there­
fore toward less restrictive assumptions In specifying the functional 
form. This move probably originated during the 1930s in the writings 
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of Frisch [1932] and Cassel [1932] where dissatisfication was expressed 
with practical applications of utility theory. 
Applications of utility theory to demand analysis were first suc­
cessfully applied by Stone [1954] to British data. He used a utility 
specification developed by Klein and Rubin [1948] which became known as 
the Linear Expenditure System after Samuelson [1948] showed that it im­
plied additive utility. 
Indicative of the interest in demand systems was the appearance of 
two survey articles, one by Brown and Deaton [1972] and the other by 
Barten [1977]. Recently, one of the more popular demand systems has 
been a system based on a translog utility function which is quadratic 
in the logarithms of the quantities. This system was proposed by 
Christensen, Jorgenson and Lau [1975]. 
Hicks [1946] proposed a slightly different approach in 1946. He 
suggested that the algebraic specification of the utility function be 
loosely specified and that demand be estimated by evaluating deriva­
tives of demand functions. Barten [1964] developed this procedure into 
what has become known as the fundamental matrix equation. Subsequent­
ly, this was developed by Theil [1975] and Barten into what was later 
to be called the Rotterdam model after their domicile at the time they 
developed the system. The characteristic which makes the Rotterdam 
model so useful is the ease with which different functional forms can 
be accommodated within its framework. It is also not surprising to 
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find that a number of recent researchers in this area have tended to 
develop their models within the Rotterdam framework. For example, 
Hassan and Johnson [1976] compare a linear expenditure model, a 
Rotterdam model and a double log model while Deaton [1974] derives a 
total of eight models including an additive model, a indirect addilog 
and a linear expenditure model which can be developed and compared 
within the Rotterdam framework. À more recent example of a demand 
model based on a utility specification is the Almost Ideal Demand 
V> 
System (AIDS) developed by Deaton and Muellbauer [1980] which was also 
developed within the Rotterdam framework. 
Until recently, the supply side of the economy has not received 
the same attention. Starting with the summary article by Walters 
[1963], attempts have subsequently been made to construct supply and 
cost functions which conform to the theory of the firm. The Cobb-
Douglas [1928] is probably one of the best known production functions 
followed by the Translog production function developed by Christensen, 
Jorgenson and Lau [1975] and the the Constant Elasticity of Substitu­
tion (CES) function. While the historic interest has been in produc­
tion functions, attention has recently shifted to cost functions be­
cause they are more easily observable [Silberberg, 1978]. Data points 
for production functions usually represent a sampling of input and out­
put points that take place at different times as input and output 
prices change. The usual procedure has been to estimate the production 
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function itself and then to invert the implied first-order relations to 
get factor-demand curves. Under the more recent methods, the cost 
function is first estimated, then, if it satisfies some elementary 
properties such as linear homogeneity and concavity in factor prices, 
duality theory asserts that there is a real, unique underlying produc­
tion function associated with it. 
While the Cobb-Douglas and CES specifications have the property 
that their cost formulations are the dual of their respective produc­
tion functions in that the parameter estimates suggest the same produc­
tion characteristics, this is not the case for the translog production 
function [Theil, 1975]. In estimating output supply and input demand 
functions, this property of duality, or more conveniently self-duality, 
is important [Shephard, 1953, and Uzawa, 1964] In that it enables the 
behavior of the firm to be adequately and consistently described either 
from the point of view of profit maximization (supply) or cost minimi­
zation (input demand). In the case of self-duality, this description 
is within the same functional form. 
Denny [1974] developed a generalized quadratic producton function 
which is much the same as the Rotterdam model for consumer demand in 
that it can accommodate many functional forms as special cases. Once 
again this result is achieved by using a second-order local approxima­
tion, in his case of a production function. This specification has the 
desirable property that it can be made self-dual. 
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Thell and Laitinen [1978] and Theil [1980] developed an output 
supply and input demand model which is similar to the Rotterdam model 
of demand. Once again, this model has the desirable property of self 
duality. Unfortunately, the Theil-Laitinen supply model is somewhat 
complex and its application beyond the scope of this study. A simpler 
more flexible technique, also based on the Rotterdam system, developed 
by Clements [1978] will be described in Chapter IV. 
Model Description 
Classical consumption theory describes the behavior of an indi­
vidual in the market place by postulating a stable preference system 
which can be described by a particular utility function. It is then 
assumed that the consumer attempts to maximize his utility, subject to 
a budget constraint, by selecting commodities according to their per­
ceived utility. By specifying the utility function, demand equations 
can be derived which uniquely describe the optimal purchases of com­
modities as a function of income and the prices of all commodities 
available. 
To ensure a solution, the utility function has to be constrained 
to a certain basic form. These assumptions are: 
That all variables can be varied continuously; 
That we confine ourselves to a region encompassing stric­
tly positive components and a unique solution; 
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That the utility function have continuous derivatives up to 
the third order and that first order derivatives are 
positive ; and 
By further assuming that the Hessian of the utility function 
is negative definite, we assume that our solution is a con­
strained global maximum. 
Various utility functions could conceivably be used to describe 
individual behavior. In fact, many models are constructed without 
first specifying a utility function. However, the interpretation of 
these models in terms of consumer behavior becomes suspect. An example 
is the Klein-Rubin [1948] utility function and the Linear Expenditure 
System which is the demand system implied by it. The model has found 
wide adoption because its linearity is so simple but it does imply cer­
tain restrictions — namely that the marginal utility of every commod­
ity depends on the quantity of that commodity consumed and not on the 
quantities of any other commodities consumed. Another restriction of 
this system is that inferior goods cannot be accommodated within it. 
A utility function which has found wide acceptance is the quad­
ratic utility function. It has the general form 
(3.1) u(q) = a*q + 1/2 q'Uq 
where q is the vector of quantities consumed; 
a* is the row vector of n coefficients where n is the number of 
commodities ; and 
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U is the Hessian matrix of the utility function with fixed 
elements. 
When combined with the budget constraint, this gives the Lagrangian 
(3.2) U(q) = a'q + 1/2 q'Uq - p^q^ - m) 
where pi is the price of each commodity; 
m is income ; and 
X is the Lagrangian multiplier or the marginal utility of in­
come. 
Differentiating (3.2) with respect to q, setting the result equal to 
zero, and combining this with the budget constraint we get the follow­
ing demand system 
~ u P ~| R q " —a 
(3.3) 
_P' o J L-^ - m __ 
The following results follow [Theil 1975]; 
- Demand for each commodity is a linear function of income 
- The marginal utility of income is a linear function of 
income 
- The marginal utilities of the q^ are linear functions of 
the n quantities 
- X is a decreasing function of income 
- The marginal utility of each commodity is a decreasing 
function of its own quantity 
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- Resulting demand equations are homogeneous of degree zero 
In Income and prices 
- The marginal utility of income is homogenous of degree -1 
in income and prices 
- Luxuries, necessities and inferior goods can be defined 
based on their respective income elasticities 
Specifying the demand system in terms of infinitesimal changes 
was used by Barten [1964] in order to further investigate\its proper­
ties. 
Differentiating the demand system (3.3) with respect to income and 
prices yields Barten's Fundamental Matrix Equation of consumer demand. 
aq/9m aq/ap' "I r 0 XI ~ 
-3X/3m -3X/3p' _j |_ 1 -q' 
Under appropriate mathematical conditions, the above system can yield 
price and income derivatives which can provide useful information on 
the components of changes in consumer purchases when prices and income 
vary individually or simultaneously. Substitution and income effects 
can be recognized as well as the relationship between commodities with­
in the consumption basket. 
Thell [1975] goes much further. Demand functions describe the de­
mand for a commodity in terms of the prices of other goods consumed and 
income. The utility function used contains no prices thereby assuring 





come. The budget constraint contains both price and income terms but 
when both are increased proportionately, the impact of the budget con­
straint is unchanged. Barten differentiates the demand functions to 
describe changes in the quantities demanded. Theil's contribution is 
to reformulate Bartens work in terms of changes in budget shares allo­
cated to various commodities. The demand equations then describe 
changes in the proportions of total expenditure allocated to each com­
modity, given changes in prices of all other commodities and total ex­
penditure. 
The budget share of any commodity, w^, is written as: 
m 
where p^ is the price of commodity i; 
qi is the quantity of commodity i; and 
m is total expenditure. 
Writing the change in the quantity component of the budget share gives 
Pi Pi^i dSi 
"'•'i " ~ t;; 
= w^ d(log q^) 
This is the component of the budget share that the consumer can vary; 
the price and income components are taken as exogenous to the con­
sumer . 
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Rewriting the differential dq^ in terms of income and price 
changes will therefore indicate how the consumer adjusts the quantity 
component of his budget share change 
So 
Pi r 3^1 9^1 1 
"i d(i°s 11) - JTI âT- ^ 3?T ''Pj J 
9q. 9q. 
By solving Bartens Fundamental Matrix for and and substituting 
we get: 
w^ d(log q^) =M^(m,p) j^d(log m) - ^  w^(m,p)d(log p^) j 
t-
^j(m,p)d(log Pj) 
where p^(m,p) = = the marginal share of the ith commodity and 
V.1 
*ij m 3 p. = the total substitution effect. 
u = constant 
The first term on the right represents the real income effect, the 
second term the substitution effect. The left hand term is the quan­
tity component of the change in the budget share for the particular 
commodity i. 
Price elasticity is calculated by dividing the price coefficient 
by the budget share 
nij(m,p) 9 (log q^) 
wjCm.p) 9 (log pj) 
u-constant 
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Theil chooses the following model as an approximation to the above in 
an unconditional format; 
" "1"% 'it 
where D represents a log change so DXt = log (-^ ) and 
t-1 
^it ^it 
- "i t-1 "it 
w, is the average budget share = —-—= 
1 I > 
Note that one of the price terms can be eliminated as^^j = 0. After 
computing least squares results, the price term is simply recovered 
using the same restriction. 
In unconditional format, the Rotterdam model suggests that the 
consumer allocates his budget in two distinct steps. Firstly, the con­
sumer allocates his income among all commodity groups with each group 
getting WDQ. Secondly, this share WDQ is further allocated among each 
good (meat) within the group. The model suggests that the Slutsky co­
efficients, IT, are fixed. 
In addition to the unconditional model above, Theil [1976] de­
velops a conditional model where the same budgeting process takes place 
but the Slutsky coefficients, if*, are assumed to vary in proportion to 
the total meat budget share W. 
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For the conditional model, Theil uses the following model: 
(Dpjt -
where * indicates the conditional value of the estimates and 
W =y ^Wj^ = total budget share and 
W = — = average budget share 
Again, one of the price terms is eliminated and then restored after 
least squares estimates have been found. 
Tables 3.1 and 3.2 contain quantity and price data for the meat 
demand system covering the period 1950-1980. The quantities shown are 
per capita consumption per year measured in carcass weight equivalent 
for livestock and in ready-to-cook weight for poultry. Prime beef is a 
proxy for beef from livestock on feed. Although it is realized that 
only about 70 percent of the meat from these animals grades as prime or 
choice, it is assumed that all fed beef falls in this category. The 
"hamburger" category encompasses all the inferior cuts such as cutter 
and utility. It is used as a proxy for the meat from culled cows, 
bulls and animals off pasture. Veal refers to all calves slaughtered. 
The figures indicate that consumption of fed beef more than doubled 
from 32 pounds per capita to 71 pounds per capita over the 30 year 
Data of the Demand Model 
Table 3.1. Meat consumption per capita in the United States, 
1950-1980 
Year Prime beef Hamburger Pork Lamb Chicken Turkey Veal 
- - - pounds per capita per annum- - -
(carcass weight except chicken and turkey, ready-to-cook) 
1950 31.99 32.75 69.86 3.93 20.78 4.04 8.13 
1951 33.52 26.53 73.58 3.40 21.99 4.54 6.90 
1952 36.27 27.53 72.64 4.15 21.74 5.05 7.41 
1953 40.76 38.03 62.65 4.56 22.07 4.73 9.64 
1954 37.14 43.41 61.03 4.50 22.75 5.34 10.10 
1955 40.57 42.19 66.53 4.57 21.26 4.93 9.49 
1956 41.57 44.63 66.39 4.38 24.65 5.67 9.62 
1957 40.51 43.66 60.61 4.11 25.27 6.01 8.85 
1958 42.36 38.78 60.21 4.16 28.28 5.90 6.84 
1959 46.95 35.10 67.68 4.72 28.67 6.25 5.75 
1960 48.60 37.04 64.51 4.72 27.62 6.32 6.21 
1961 51.53 37.24 62.37 5.07 30.10 7.99 5.76 
1962 52.07 37.52 63.85 5.08 29.72 6.74 5.57 
1963 57.81 37.72 65.76 4.83 30.83 6.98 5.04 
1964 61.66 39.68 65.48 4.13 31.21 7.35 5.34 
1965 60.95 39.78 58.38 3.70 33.20 7.50 5.32 
1966 66.94 39.10 58.91 3.97 35.77 8.28 4.72 
1967 70.72 37.24 64.55 3.83 36.35 9.16 4.03 
1968 73.22 37.74 66.35 3.70 36.17 7.82 3.72 
1969 77.67 34.22 64.81 3.44 38.19 7.73 3.42 
1970 81.02 33.18 73.19 3.25 40.42 8.23 2.97 
1971 79.80 33.88 78.74 3.13 40.16 8.43 2.72 
1972 83.80 32.50 70.50 3.27 41.56 8.94 2.32 
1973 79.66 30.35 64.06 2.67 40.67 8.93 1.81 
1974 74.15 42.20 68.97 2.28 40.96 8.86 2.37 
1975 63.27 56.76 55.73 2.01 40.04 8.19 4.13 
1976 74.33 55.33 59.20 1.86 43.23 9.24 4.01 
1977 75.50 49.27 61.26 1.69 44.43 9.07 3.89 
1978 79.39 41.04 61.57 1.57 47.04 9.33 2.97 
1979 74.26 30.81 68.65 1.46 50.87 10.25 1.92 
1980 71.31 31.86 72.76 1.48 49.68 10.31 1.84 
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Table 3.2. Retail meat prices in the United States, 1950-1980 
(carcass weight equivalent) 
Year Prime beef Hamburger Pork Lamb Chicken Turkey Veal 
nominal dollars 1 per pound. annual average- - -
1950 0.57 0.45 0.50 0.62 0.60 0.39 0.71 
1951 0.67 0.53 0.54 0.69 0.62 0.45 1.01 
1952 0.65 0.50 0.52 0.67 0.61 0.43 0.98 
1953 0.51 0.36 0.58 0.57 0.60 0.44 0.49 
1954 0.51 0.32 0.59 0.58 0.54 0.40 0.42 
1955 0.50 0.31 0.50 0.56 0.56 0.43 0.40 
1956 0.48 0.30 0.48 0.57 0.48 0.41 0.36 
1957 0.51 0.32 0.55 0.60 0.47 0.39 0.56 
1958 0.58 0.40 0.60 0.65 0.47 0.40 0.66 
1959 0.59 0.42 0.53 0.62 0.42 0.42 0.69 
1960 0.57 0.40 0.52 0.61 0.43 0.45 0.67 
1961 0.56 0.38 0.55 0.58 0.39 0.39 0.66 
1962 0.58 0.39 0.55 0.61 0.41 0.43 0.69 
1963 0.56 0.38 0.53 0.63 0.40 0.45 0.69 
1964 0.54 0.37 0.52 0.62 0.38 0.47 0.68 
1965 0.57 0.39 0.61 0.67 0.39 0.48 0.69 
1966 0.58 0.40 0.69 0.72 0.41 0.51 0.75 
1967 0.59 0.40 0.63 0.74 0.38 0.49 0.72 
1968 0.61 0.42 0.63 0.79 0.40 0.46 0.84 
1969 0.68 0.46 0.69 0.85 0.42 0.49 0.92 
1970 0.70 0.49 0.73 0.89 0.41 0.56 1.03 
1971 0.74 0.50 0.66 0.93 0.41 0.55 1.13 
1972 0.81 0.55 0.78 1.00 0.41 0.55 1.28 
1973 0.97 0.71 1.03 1.13 0.60 0.74 1.51 
1974 0.99 0.72 1.02 1.27 0.56 0.73 1.61 
1975 1.05 0.65 1.27 1.42 0.63 0.73 1.50 
1976 1.00 0.65 1.26 1.56 0.60 0.74 1.44 
1977 1.01 0.63 1.18 1.58 0.60 0.73 1.45 
1978 1.23 0.80 1.35 1.86 0.77 0.82 1.74 
1979 1.53 1.07 1.36 2.08 0.85 0.88 2.34 
1980 1.61 1.10 1.32 2.14 0.72 0.96 2.57 
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(1950-1980) period. Other beef and pork consumption fluctuated between 
fairly narrow limits showing no real trend in either direction. Lamb 
and veal showed drastic declines with veal showing a steady decline and 
lamb showing a steady increase until 1962 and a rapid drop-off there­
after. Chicken and turkey consumption showed a dramatic increase over 
the period almost tripling between 1950-1980. Of Interest is the rela­
tive importance of the meat categories in the consumer's diet. In the 
1950s, pork was the major meat category with beef a close second and 
the beef spread almost equally between fed beef and other beef. This 
was followed by chicken with veal, turkey and lamb together represent­
ing about 10 percent of meat consumption. By 1980, pork and fed beef 
consumption are about equivalent with total beef being about 50 percent 
above pork. These are followed by chicken and other beef and then tur­
key accounting for less than 5 percent of consumption. Veal and lamb 
are insignificant. 
Table 3.2 reveals price data for the meats. Prices are retail 
price equivalents per quantity unit. The result is that prices are 
slightly below actual retail prices for livestock meats, but, as quan­
tities are slightly inflated due to measuring consumption in terms of 
carcass weight instead of retail cut, expenditures on any and all meats 
reflects actual levels. 
Per capita consumption of meat totaled 171 pounds in 1950. This 
increased by 40 percent to 240 pounds in 1980. The largest price 
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increases have been shown by lamb and veal while the price of chicken 
has only increased by 20 percent in nominal terms over the past 30 
years. Undoubtedly, the large increase in meat consumption in general 
and chicken consumption in particular can be attributed to real price 
declines. Real chicken prices declined by 37 percent, fed beef by 30 
percent, lamb by 8 percent and veal by 4 percent. 
Four models in total are fitted to the demand data. These are: 
(I) The Rotterdam model; 
(II) A symmetry constrained Rotterdam model; 
(III) A modified Rotterdam model; and 
(IV) A symmetry constrained, modified Rotterdam model. 
The application of the models is fully discussed in Chapter VI 
•• 
together with an analysis of their results. 
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CHAPTER IV. THE SUPPLY OF MEAT AND THE DEMAND FOR 
FEED GRAINS - THE ROTTERDAM FORMULATION 
This chapter details the supply of meats from feed grains. The 
purpose Is to fit a system compatible with the Rotterdam demand formu­
lation. Again, the treatment is in terms of first differences rather 
than absolute values. For estimation purposes, feed grain prices are 
considered to be exogneous, to the model and feed grain inputs as 
fixed. 
The development and implementation of this model parallels that of 
the demand model. This model has yet to be subjected to the same 
scrutiny and interest as the demand model. The only application found 
has been a three-sector supply model for the U.S. broadly aggregated 
into exportables, importables and nontraded goods with no inputs 
[Clements, 1978]. 
Before expanding on the practical implementation of this system, a 
review of the mathematical structure of the theoretical system is 
necessary. 
Mathematical Development 
Consider the meat industry to be represented by a multiproduct 
competitive firm producing an array of outputs (X1-X9) and utilizing an 
array of inputs (Y1-Y7) in addition to its complement of fixed re-
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sources represented by the beef breeding herd, sows used for breeding, 
and the pasture available for use essentially by the beef cow herd and 
sheep flock. 
Postulate a production function of the type 
(4.1) f(X,Y) = g(Z) 
where X = [X^ ... X^ ]' denotes the vector of outputs of an industry 
producing n^ outputs ; 
Y = [Y. ... Y ]' denotes the vector of variable inputs of the 
1 «2 
the industry; 
Z = [Z ... Z ] denotes the vector of fixed factors of which 
1 n^ 
the industry has an endowment of ng. 
The function gives the maximum feasible output, X, corresponding to in­
puts Y (variable) and Z (fixed). Assuming the functions f( ) and g( ) 
to be differentiable of the required degree, they nevertheless imply 
that technology is strictly separable and its two components (X, Y) and 
(Z) are independent. Furthermore, these two functions are independent 
with homotheticity or homogeneity not being necessary restrictions on 
the functions. 
In output space, equation (4.1) defines a transformation surface. 
Successively holding all outputs but one fixed at arbitrary levels, it 
defines the maximum quantity of the remaining good which can be pro­
duced. The ease with which one good can be transformed into another is 
described by the Marginal Rate of Transformation of X^ into X^; 
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ax af/ax. 
(4.2) ~ alÇ ~ g^/ax ^ that is, the negative of the slope of the 
transformation surface. 
Similarly in input space equation (4.1) defines an isoquant map­
ping. Once more holding outputs fixed at arbitrary positions on the 
transformation surface above, it describes the substitution possibili­
ties between inputs so that minimum quantities of inputs are related to 
each position on the transformation surface. The Marginal Rate of Sub­
stitution: 
aY. af/aY 
~ a^ " af/aYj ^ ° 
describes the substitution between two Inputs while all other Inputs 
and all outputs are held fixed. 
Firm objective is profit maximization given the fixed cost 
structure: 
(4.4) max ir = P'X - W'Y subject to f(X,Y) = g(Z) 
where P represents output prices; 
X represents output levels ; 
W represents input prices ; and 
Y represents input levels. 
IT then includes profit as well as a fixed cost component. Given the 
fixed cost structure, two sets of decisions need to be taken simul­
taneously. Firstly, the optimal level and mix of outputs and secondly, 
the minimum cost mix of inputs to produce the output level required. 
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The Lagranglan for this problem is 
(4.5) L = p'X - W'Y - X[f(X,Y) - g(Z)] 
where X is the Lagrangian multiplier representing the shadow price of 
the fixed factors. 
First order conditions follow: 
(4.6) p = X3f/3X 3f/9X, p, X >0 
(4.7) W = - X9f/9Y 3f/3y < 0, w > 0 
(4.8) f(X,Y) = g(Z) 
Looking to the transformation rates and substitution rates dis­
cussed earlier, these first order conditions can be rearranged to give 
the familiar economic conditions for optimality. 
3f/3Y. 3X^ 
(4.9) Wj = -p^ 3f/3X^ " ^i ^  
That is, the marginal cost of each and any factor must equal the 
value of its marginal product in producing any and each product. 
Second order conditions require that the matrix of second order 
differentials 
(4.10) 3^f/(3X)^ 
be negative definite so that we locate a maximum rather than a minimum 
and that 
(4.11) aff/(3Y)2 
be positive definite so that we are operating in the rational zone of 
diminishing marginal productivity. 
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These two terms are the principal submatrices of the Hessian 
matrix of second-order partial derivatives of f(X) 








and the requirement that F be positive definite implies the above 
conditions. 
The only aspect of the above system which remains to be explained 
satisfactorily is the fixed factor function q( ). 
Writing again the profit maximization formulation with its 
conditional production function 
(4.4) max it = p'X - W'Y subject to f(X,Y) = g(Z) 
we can differentiate with respect to g. 
(4.13) 
Using (4.9), this is rearranged to 
(4.14) y^3f yaf 
^ax^ 9g ysYj 3g 
If we differentiate the original production function with respect 
to g, we get the above term in brackets equal to 1. We now have ^. 
Next, we interpret X as the impact on profit of an increase, at the mar­
gin, of the fixed factors. 
We can now proceed in a manner analogous to our treatment of con­
sumer demand. We differentiate the first order conditions with respect 
35 
to the parameters of the firms maximization problem, namely p, W and g 
and obtain the firm version of "Barten's Fundamental Matrix Equation" 
for the consumer. 
X F 
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3Xi/8pi ... 3Xj^/3p^ 3x, /9w, ... 3x-/3w 1  J L  I n ,  
3x /3pi ... 3x /9p 9x /9w- ... 3x /9w 
n^ *^1 nj^ '^n^ n^ 1 n^ n, 
••• ... 
Notice in the above matrix of price slopes of the input demand func­
tions and output supply functions, that the price of inputs affects not 
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only the optimal input combination but also the optimal output combina­
tion - as we would expect. Likewise for output price changes. 
For fixed factors, we have a similar set of behavioral functions; 
Vector (4.17) represents the slopes of the behavioral functions 
with respect to the fixed factor index and vector (4.18) the price 
derivatives of the shadow price of the fixed factors. 
Using partitioned inversion in a manner similar to that used to 
solve the demand equations, we can solve (4.15) for the slopes of the 
behavioral equations [Clements, 1978]. 
To reduce the number of parameters that has to be estimated, some 
further simplifying assumptions need to be made. We can postulate that 
the production function f( ) is additive 
This states that Sf/Bx^ is a function of x^ alone and Bf/9yj is a 
function only of yj. 
This is referred to as nonjoint production. It states that the 
production of one good is independent of the production of any other 
good. 
(4.19) f(x,y) =]Cf^(X ) + X]f^(Y ) 
J i J J J i j 
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The separability condition implied by the second right-hand term 
of (4.19) states that the marginal product of any input is independent 
of the levels of any other input. This suggests a far simpler 
livestock feed mix formulation that is known to exist. 
An interesting point to bear in mind when using this formulation 
is that the general substitution effects, 3y/3w, are symmetric, the 
transformation effects, 3x/3p, are symmetric, and the effects 3x/3w are 
symmetric with -3y/3p. The reason behind this symmetry is that no in­
come effects are included in the firm theory. The scale variable used 
is the volume of fixed factors which is invariant to price changes. 
Clements [1978] parameterizes the firms input demand and output 
supply equations as follows for an absolute price version; 
(4.20) r^x^ = ajg* + ^ "l 
k=l SL=1 
^ . "2 . 
'sh • KjkPk +E 3-1 
where over a variable denotes proportional change (i.e., m =~ 
for any variable m); 
r^ = p^x^/R the share of product i in total revenue; 
R = p'x, total revenue; 
Cj = w^y^/R the total cost of input j as a proportion of R; 
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g* = ^  g Yj the proportional change in a new 
index of fixed factors; 
A w ^ A m ^ ^ 
p =^^a^p^ -2_j02^2 index of proportional changes in 
output and input prices ; 
• p. 3x w 9y 
"i'-W X âT 
The absolute price version is applied to the livestock-feed grain 
sector. Outputs include the seven meats of the demand model namely 
prime beef, hamburger beef, pork, mutton, chicken, turkey and veal as 
well as egg production and milk production. The last two products are 
added to complete the demand sector for feed grains. Inputs are corn, 
oats, barley, sorghum and soybean meal. The model is fitted to annual 
data covering the period 1950 to 1980 and results are reported in 
Chapter VI,. 
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CHAPTER V. MEAT PRODUCTION - INVENTORY FORMULATION 
The production of livestock is generally regarded as having a 
cyclical pattern with the dominant force being the alternating contrac­
tionary and expansionary phases of the beef cow herd. Within a model 
of perfect price expectations, no cyclical behavior should occur as 
producers can increase production during periods of relatively higher 
prices and decrease production during periods of relatively lower 
prices. The cattle cycle is presumed to have a length of 8-10 years 
with production varying up to 10 percent from the mean. 
The cattle cycle appears to be caused by the inability of pro­
ducers to react quickly to price changes and by their inability to form 
accurate expectations of prices. The relative consistency of the cat­
tle cycle tends to confirm the hypothesis that during periods of rising 
prices producers tend to assume prices will continue rising while dur­
ing periods of falling prices producers tend to assume prices will con­
tinue falling. The search then becomes one of attempting to isolate 
those factors which are responsible for turning points in the cattle 
cycle and to identify those factors or combinations of factors which 
merely produce temporary fluctuations. 
The conceptual design of the livestock model requires that a di­
rection of causality or influence be identified and that the model be 
tested as to whether the hypothesized structure accurately reflects 
reality. Simulation models require that endogenous variables of a 
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"higher order" be used to generate predictions of lower order vari­
ables. Developing an inventory model based on various cattle classes 
fulfills both these functions. If the inventory levels accurately 
trace reality, then lower order variables must also be able to trace 
accurately. In addition, the inability of lower order variables to 
trace accurately usually points to a misspecification of the direction 
of causality. 
This process can be taken still one step further. The demand for 
feed is derived from the supply of meat. In addition, the equilibrium 
prices of all meats is dependent on the variable prices incurred in 
meat production. The equilibrium price of every meat, given fixed 
technology, then becomes a function merely of the ratio of feed use to 
meat production assuming a constant fixed cost. The net result then is 
that, once an inventory model has been developed, a feed demand model 
can be derived. 
The objective in this chapter is to develop and describe an inven­
tory system for meat production. Table 5.1 details farm cash receipts 
from the major livestock commodities. While dairy products account for 
almost 25 percent of total income, they are excluded from this study. 
Dairy cattle are included as they produce a significant proportion of 
meat. In addition, the relatively minor sheep sector is included* 
Estimation of the Inventory levels and production requires an ex­
pectations formulator. The formulator used in this system is very sim­
ple indeed. An identical formulator is used for all prices. While 
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Table 5.1 Cash receipts from major livestock commodities, 1978-1980® 
1978 1979 1980 
— — ($'000 million)— — 
Cattle and calves 28.2 34.4 31.2 
Dairy products 12.7 14.6 16.6 
Hogs 8.7 9.0 8.9 
Broilers 3.7 4.0 4.3 
Eggs 2.9 3.3 3.2 
Turkeys 1.2 1.2 1.2 
Total 59.2 68.5 67.4 
^Source; USDA, (1981), p. 18. 
this appears unrealistically simple, it works well. For every price 
variable, the price in the following year Is generated in the following 
ways. 
a) * CPIW^ + (P^ * CPIW^ - P^ ^ * CPIW^ ^) 
where Pt is the price in year t; and 
CPIW(. is the consumer price index for wage earners in year t 
(1967=1). 
b) P^+l = Pt * ^ ^^t + (Pt* ^ ^t " ^t-l * 
where RCP^ is the real corn price deflator with 1967=1. 
Beef Production 
A beef inventory system is considered appropriate because of the 
complex structure of beef supply. An inventory system should be able 
to simulate the so called "beef cycle" and must be able to restrict the 
expansion or contraction of beef supply. In addition, it should aid in 
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explaining the Interaction between prime beef, hamburger and veal pro­
duction. For purposes of this study, hamburger is considered to be 
produced by cattle on pasture while veal is produced from calves 
younger than 1 year. All inventory levels are moved from January 1 to 
December 31 of the previous year. The USDA changed definitions for 
beef cows, milk cows, beef replacement heifers and milk replacement 
heifers in 1965 from an age (2 years) to a weight (500 pound) criteria. 
Beef and milk replacement heifers are therefore estimated from beef and 
milk cows over two years prior to 1965. 
Figure 5.1 presents the beef system used to develop the beef in­
ventory model. It is largely self-explanatory. Calves are bom during 
the year to the cow herd. After subtracting calf deaths and calf 
slaughter, the remaining calves are placed into the yearling category 
at years end. The following year, these yearlings move into the beef 
cow replacement herd, the milk cow replacement herd or to cattle avail­
able for feeding. It is not necessary to restrict replacement heifers 
to heifers only as herd replacement is always well under fifty percent 
of the yearlings. Other cattle are those cattle on pasture not in­
cluded in any other category. Generally, these include steers, heifers 
and bulls on pasture. The Inventory equations work best when animals 
are allowed to move from this category to be available for feeding. It 
appears that after the reduction of the beef herd in 1975 cattle were 
































heifers join the beef herd or are culled to the "other" category at age 
two to three years. 
Applying the cattle model to annual cattle data for the United 
States between 1950 and 1980 approximates total cattle on farms very 
well. Errors in any particular year are very small and accumulate over 
the 30 year period to 0.1 percent. 
The majority of beef cows are run on the western range lands (45 
percent) and are maintained mainly on permanent pasture. The remainder 
are divided almost equally between the southeastern states and the Corn 
Belt. In the Com Belt, cows are maintained on pasture, hay and crop 
residues. Herds in the Corn Belt are generally small with 50 cows re­
garded as typical. Herds in the western range lands typically run to 
500 cows. 
Cattle feedlot operations have tended to shift from the Corn Belt 
to the western or southwestern states. In addition, the smaller opera­
tions have made way for larger operations with the largest 2 percent of 
the feedlots marketing over 70 percent of the meat [Martin, 1982]. 
Feed accounts for approximately 25 percent of the cost of fed beef pro­
duction. For feedlots, feeder calves account for about 50 percent of 
their total cost structure. Timing of placements on feed tends to vary 
with relative prices, seasonal conditions and pasture availability. 
Most cattle are placed on feed between 7 and 18 months of age with the 
time spent in the feedlot varying from 4 to 6 months on average. Pro­
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ducers respond to the market by varying age, length of feeding, grain 
ration and final weight at slaughter. 
For cow numbers, Reutllnger [1966], Jarvls [1974], Nelson and 
Spreen [1978], and Osplna and Shumway [1979] based their work on an in­
ventory model similar to that develped by Griliches [1963]. As in a 
capital investment model, beef cow inventory change is assumed to be a 
proportion of the difference between actual and desired inventory 
levels. This is because beef cows serve both as a capital and a con­
sumption good. A similar system was initially used in this model but 
eventually dropped in favor of a more accurate model. 
Pork Production 
The pork model is much simpler. The only variables simulated are 
sows farrowing, pigs slaughtered and average weight at slaughter. A 
simple model appears to be satisfactory due to the reasonably short 
production cycle for hogs. It can explain both feeder pig production 
as well as feeder pig finishing without recourse to a more complex 
model. The feeder pig production period la very short with feeder pigs 
usually sold at 8 to 9 weeks after farrowing. Feeder pig finishing 
adds approximately 19 weeks to this period giving a total period of 
around 6 months [Van Arsdall, 1978]. With an average, litter size of 8 
piglets and a gestation period of three and three-fourths months, pig 
production is very flexible. It la possible to expect 20 piglets, on 
average, per sow per year. 
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Chicken Production 
Broiler production refers to young chickens raised specifically 
for their meat. Laying hens are the other large category in meat pro­
duction. The reaction time of chicken production is particularly 
short. In an annual model. Inventory equations would be meaningless. 
It takes approximately 3 months to produce a broiler of 3.8 pounds 
liveweight from a freshly laid egg [Martin, 1982]. While the typical 
broiler ration includes com and soybean meal in the ratio 70 to 30, 
the average amount of feed required to produce 100 pounds of chicken 
has dropped from 302 pounds in 1965 to 231 pounds in 1979 [Martin, 
1982]. 
While egg production is excluded because of its complex structure 
[Chavas, 1978], chicken production is nevertheless included because of 
its prominence in the meat supply system. Compared with other meats, 
production of chicken reacts quickly to supply conditions. Brandow 
(1961) found chicken consumption to have a limited interaction with the 
demand for other meats however, this appears to have changed. Chicken 
forms a major portion of the consumers diet and its production accounts 
for a large proportion of total feed demand. 
Mutton, and Turkey 
These meats are relatively minor and are modeled effectively 
through very simple equations. Even when added to veal, these three 
meats account for less than 10 percent of either consumer expenditure 
on meat or quantity of meat consumed. 
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Estimation Technique 
The procedure used in selecting right hand side variables is some­
what unconventional. After developing the framework as illustrated in 
Figure 5.1, each endogenous variable is regressed on exogenous vari­
ables including the price expectation variables considered relevant to 
that particular endogenous variables as well as those inventory vari­
ables considered as being of a higher order in the structure. 
The MAXR technique within the SAS stepwise option [SAS Institute, 1979] 
is used to progressively select increasing numbers of variables to be 
included in the equation. The selection for inclusion of every vari­
able in a particular equation is based on its contribution to improve­
ment of r2. It is still possible to force in certain variables and 
to include an intercept. These options are used on occasion in this 
study. 
The next step is to decide how many variables to use. This is 
based on the following criteria: 
(1) r2 has to be over 90 percent. 
(2) t values have to be significant at the 5 percent level. 
(3) Mean Square Error must be at a minimum. 
(4) The Durbin-Watson statistic must show the presence of 
autocorrelation to be negligible. 
(5) The t ratio for inclusion of an autoregressive 
coefficient has to be significant at the 5 percent 
level. 
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All the above statistics are not available within one single procedure. 
Generally, Stepwise, Sysreg and Autoreg were used successively within 
the SAS package [SAS Institute, 1979]. 
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CHAPTER VI. MODEL ESTIMATION AND VALIDATION 
Validation of a model is the process of confirming that the model 
provides a reasonable representation of the relevant characteristics of 
the system it is intended to represent. The steps of specifying func­
tions based upon logical postulates derived from economic theory and of 
verifying that the estimated functions correspond with the theory can 
be viewed as necessary preconditions for model validity. The final 
test of model validity then, is the ability of the model to predict the 
variables endogenous to it [Martin 1982]. 
Model validation, for practical purposes, is the application of 
the model to the systems it was designed to estimate or simulate, and 
to measure the performance of the model. For estimation purposes, 
model performance is usually measured by evaluating goodness of fit 
statistics. For simulation purposes, performance can be measured by 
allowing the model, when supplied with exogenous data and when primed 
with endogenous data, to simulate the system. These simulations can 
include historical (within-sample) and beyond-sample (ex post fore­
casts) simulations. Various measures of simulation accuracy can then 
be used to test the correspondence between actual values and simulated 
values. 
The validity of a model can never be proven. Rather a model can 
be tested within the framework of the system it is designed to simulate 
and its validity judged by the consistency of its results. 
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Theories, in a quantitive science, are expected to yield quanti-
tive economic predictions. Scientific predictions are required to be 
verifiable: it must be possible to conclude, after a certain time, in 
an unambiguous way whether the prediction has turned out to be correct 
or not and both possibilities must exist. 
Many types of predictions or forecasts can be made including back-
casts, "ex post" forecasts, "ex ante" forecasts and historical fore­
casts. Historical forecasts are often referred to as historical simu­
lations rather than forecasts as they cover the period over which esti­
mation took place. Generally, historical forecasts are more accurate 
than other types of forecasts. 
While the true test of a model's forecasting ability is conducted 
using beyond sample forecast, much can be learned by simply simulating 
the system over the regression period. Models which do not perform 
well in a historical simulation can usually not be expected to perform 
well in a beyond-sample forecast. An additional problem in forecasting 
is the size of the interval for acceptance or rejection of the model 
predictions. Even so, the empirical variation of predictions around 
realizations does not address the problem of predicting turning points. 
It is often more desirable to predict turning points than to accurately 
track actual data especially in a forecast where interest often centers 
on the timing of major changes rather than the level of activity. 
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While much of the analysis of model performance is left to judge­
ment, there are a number of measures which are commonly used to evalu­
ate forecasting accuracy: 
(1) Root-mean-square simulation (RMS) error [Pindyck, and 
Rublnfeld, 1981]. 
The RMS is thus a measure of the deviation of the simulated vari­
able from its actual time path. The magnitude of this error should be 
evaluated with respect to the average size of the variable in ques­
tion. 
(2) Root-mean-square percent simulation error [Pindyck, 
Rubinfeld, 1981]. 
This measures the deviation of the simulated variable from its mean in 
percentage terms. 
(3) Mean-square error (MSB) [Maddala, 1977]. 
where = simulated value of Y^; 
Y^ = actual value of Y^; and 
T = number of periods in the simulation 
RMS percent error = 
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where Y® = predicted value; 
= actual value; and 
T = simulation perods. 
Theil [Maddala, 1977] decomposes MSE into either its bias, variance and 
covariance components or into its bias, regression and disturbance com­
ponents. The latter is more illuminating and is reported in the pack­
age used. The bias proportion gives an indication of the deviation of 
the average predicted change from the average actual change. Inclusion 
of a constant term in a regression will usually reduce this component. 
If actual values are regressed on predicted values: 
Y* = a + BY? 
Then the bias proportion will be zero if B =0. The regression propor­
tion will be zero when a=l. It provides information on the ability of 
the model to trace troughs and hills. The measures are constructed in 
such a manner that they add to one. That error remaining after bias 
and regression proportions is thus the disturbance proportion. Ideally, 
all error is located in this component. 
(4) A measure of accuracy sometimes used is the coefficient of 
correlation between predicted and actual changes [Maddala, 1977]. This 
measure is no longer used in recent literature as it gives little in­
formation on the magnitude and behavior of the prediction errors. 
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(5) Thlel's Ui accuracy statistic: [Maddala, 1977]. 
/ MSB 
This measure is zero in the case of perfect forecasts and positive 
otherwise. 
The statistics reported in the package used are RMS error, RMS 
percent error, MSE and its decomposition into its bias, regression and 
disturbance components as well as Theil's accuracy statistic. 
(6) Characteristic roots of the model [Martin, 1982]. For any 
set of values of exogenous variables, it seems reasonable to assume the 
existence of a unique set of stationary long-run equilibrium values of 
the endogenous variables. The tendency of endogenous variables to ap­
proach their stationary values over time is described by their charac­
teristic roots (or eigenvalues). Generally, characteristic roots less 
. than unity in absolute value produce stability. If the roots are less 
than unity in absolute value, but complex, they generate damped cycli­
cal behavior [Chow, 1975]. 
(7) Theil's information inaccuracy measure [Theil, 1980]. 
where It is the information inaccuracy, 1% > 0; and 
s 
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is the prediction in period t for the budget share of 
commodity i with 
Wit - 1 ; 
is the actual budget share with 
"it - 1 
Evaluation of the Rotterdam Demand Model 
) g 




g refers to the group; 
m is again the marginal share of commodity i and other terms 
are the same as before; and 
is treated as predetermined. Theil proves that this 
quantity is independent of the within group allocation and, 
in the absence of information on other groups, this assump­
tion does not appear particularly limiting. 
The first term on the right is of special interest. It represents the 
volume index of income measured in terms of its log change. In the 
absence of knowledge about other commodity groups in the consumers bud­
get other than the meat budget, it appears to be reasonable to assume a 
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certain preference ordering for the consumer. Assume that the budget­
ing process occurs in two steps. Firstly, with knowledge of all the 
independent groups of commodities available, the consumer allocates 
income to each group. Commodities can be complements or substitutes 
within a group and inferior goods are allowed within groups; however, 
no groups may be inferior and commodities in one group are independent 
of commodities in any other group. The second step in the consumers 
budgeting process then is the allocation of the group budget to those 
commodities within the group. The real income term has two 
interpretations: the volume component of the change in the budget 
share of the group and the contribution of the group to the log change 
in real income [Theil, 1976, vol. 2, p. 3], 
Theil suggests a modified Conditional Demand Model [Theil, 1975, 
Vol. 2, p. 16] as follows: 
(6.2) ^ 1^1, - r ""gt + 
V ® ^ 
where Mg is the Marginal share of the meat group. 
i.e.: M = 
® nsg 
Applying (6.1) to meat consumption and prices for the period 
1951-1980 yields the results presented in Table 6.1. The estimation 
technique is ordinary least squares (SYSNLIN procedure, SAS-ETS pack­
age). Table 6.2 contains results using the same equation (6.1) but 
with a symmetry constraint Imposed. In both cases » an iterative proce-
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dure is used to converge the parameter estimates. Convergence is rapid 
with the unrestricted model converging in one iteration and the re­
stricted model converging in seven steps. An additional iteration is 
used in each model to ensure that convergence has occurred. 
Estimates from applying equation (6.2) to meat data for the period 
(1950-1980) are presented in Tables 6.3 and 6.4. Again, both con­
strained and unconstrained estimates are shown. 
A constant term is added to each equation before estimation to in­
dicate a change in taste on the part of the consumer. While the first 
right hand variable in equation (6.1) can be interpreted as the volume 
component of the change in the budget share of the meat group or alter­
natively as the contribution of the meat group to the log-change in 
real income, in equation (6.2) this becomes a within-group measure of 
the contribution of each commodity to real income. 
For the Slutsky (price) coefficients, the two equations imply very 
different assumptions. In equation (6.1), the assumption is that the 
Slutsky coefficients are constant while equation (6.2) assumes that 
they vary in proportion to the total meat budget share. Economic 
theory has little to say about the choice between the parameteriza-
tions. Both are therefore presented. 
In estimating and simulating the models, price is regarded as 
exogenous. Were the quantities consumed regarded as exogenous, the 
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model could easily be re-estimated and simulated using an instrumental 
variable technique [Theil, 1980] and the implicit form for writing 
equations in the ETS routine. In addition, Theil [1976] presents a 
mixed estimation technique in which it is assumed that prices and/or 
quantities are predetermined in various degrees. The problem of which 
to chose as exogenous (price or quantity) has plagued economists for a 
long time. One of the first economists to regress prices on quantities 
was the Danish Economist Mackeprang in 1906 [Theil 1976, p. 96]. No 
attempt is made to join the argument here, but rather to remark that 
the Rotterdam model can cope with either specification. 
The structure of the estimation technique is such that it is dif­
ficult, through a casual inspection of the statistics, t-ratios, 
and other test statistics to evaluate the validity of the demand 
models. As mentioned in Chapter III, the Rotterdam model has been com­
pared to many other formulations in recent literature [see for example, 
Parks, 1969]. Generally the Rotterdam model has proven superior to 
most other formulations of demand when comparing traditional statis­
tics. Taken in the context of its assumption regarding consumer be­
havior, its performance in the literature gives the Rotterdam model an 
unqualified endorsement as a contender among theories on consumer de­
mand behavior. In comparing the performance of the Rotterdam model to 
other models, many complex issues need to be considered. Probably, the 
single most important comparison between models is their assumptions. 
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If a model performs well. Its assumptions cannot be taken as Invalid. 
In the context of this study, the Rotterdam model Is run as a system. 
Failure of even one equation to track properly must be viewed as seri­
ous. Parks [1969] compares Theil's information measure for four models 
namely the absolute price version of the Rotterdam model, an addilog 
indirect utility model, a linear expenditure system and a linear ex­
penditure system where the price coefficients are assumed to be linear 
functions of calendar time and finds the Rotterdam model to fit best. 
The Intent here is not to test the relevance of the functional 
form of the Rotterdam model Itself but rather to accept its validity 
and to comment on this particular application. Accepting then, for the 
moment, the mathematical treatment of consumer budget decisions and 
consumer preferences, some comments on the regression results are in 
order. 
Data sources, variable definitions and program statements used 
to develop the necessary variables are explained in Appendix A. 
Table 6.1 presents the OLS estimates of fitting equation 6.1—the 
Rotterdam demand model—to price and quantity data. A constant term 
is added to represent a change in taste over the period. It explains 
that change in the quantities consumed which cannot be explained by 
the income or price terms. The conditional marginal share (WDQ) is 
the Income term which explains the change in consumption due to an 
income effect while the Slutsky (n) coefficients explain the 
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effect of price changes. The parameter estimates for veal prices are 
recovered using the restriction: ^ ^^=0. It appears from Table 6.1 
that there is steady change in preferences away from pork and mutton 
and towards chicken and prime beef. The move toward chicken especially 
can probably be explained by the greater awareness of heart disease 
among consumers and the publicity surrounding the connection between 
meats with a large percentage of fat and heart disease. 
With regard to the income effects, it appears that by far the 
largest share of increases in income is allocated to prime beef. In 
fact, nearly 60 percent of the increase in income is allocated to prime 
beef. Pork accounts for an additional 25 percent. What is noteworthy 
is the relatively minor share of chicken. When taken in conjunction 
with the constant terms, the income term can give an important state­
ment of consumer behavior. Over the long run, if income rises rapidly 
and prices remain constant, prime beef consumption will rise very 
rapidly. On the contrary, if income remains constant, prime beef and 
chicken consumption will rise with pork consumption dropping off. 
In the event that real income should decline then, given no price 
effect, chicken consumption should drop the least; in fact, it may even 
rise depending on the size of the income drop. A result of this nature 
is interesting. It shows a rise in the demand for feed grains if in­
come rises—as cattle are inefficient feed converters relative to other 
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livestock and poultry—while a drop in feed grain demand can be expec­
ted if income drops as consumers reduce beef and pork purchases rela­
tively more than chicken purchases. These effects occur in the absence 
of price changes. Were price changes to be included, a vivid picture 
of the beef cycle and possibly the pork cycle appears. When Income 
drops, beef may be in oversupply which could result in a rapid drop in 
beef prices. Because of the length of the beef production cycle and 
the income effect, the beef cycle could possibly be as easily caused by 
consumers as by producers. In an international context, this raises 
many interesting questions. Were the above to hold true, too, in the 
Soviet Union, then a rapid rise in Soviet income would result in a 
rapid rise in feed grain demand. It is possibly this fact which has 
resulted in increasing Soviet import of feed grains over the past 
decade. 
To better analyze the price effects, a symmetry constrained ver­
sion of the Rotterdam model is presented in Table 6.2. The computa­
tional method is once more OLS. In the OLS method, when parameters are 
shared, the changes from each model are combined in an average weighted 
by the reciprocals of the current variance estimates to produce the 
next iterations estimates. This scheme does not produce estimates 
which are optimal in any sense [SAS Institute, 1980]. Estimates can be 
Improved by estimating the parameters with respect to the S matrix of 
covariances across models [SAS Institute, 1980]. The purpose 
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here is to estimate the relative strengths of the price effects for 
which the OLS estimates are quite satisfactory. Although the con­
strained demand system does not perform as well as the unconstrained 
model, it does provide a more useful analysis of the results. The pa­
rameter estimates show the own price effects to be strongly negative as 
is expected. Own price effects also dominate all other price effects 
for the major meats although veal and turkey seem particularly price 
insensitive. What does appear interesting is the insensitiviy of chic­
ken consumption to any price changes while prime beef is very sensitive 
to price changes followed by hamburger and pork. It appears that prime 
beef, pork and hamburger are strong substitutes in the consumers diet 
while mutton, veal and turkey play minor roles. 
Tables 6.3 and 6.4 present the results from fitting equation 6.2 
to the price and quantity data. The major difference between the two 
equations is that the Slutsky coefficients are much larger under the 
Modified Rotterdam Model than under the former. This is due to divi­
sion by the total budget share. The rationale for dividing by the bud­
get share is the assumption that the Slutsky coefficients vary in pro­
portion to the budget share rather than remaining fixed. 
In interpreting the results of the modified model, Table 6.3 is 
used to examine the constant terms and the income effects while Table 
6.4 is used to evaluate the price effects. 
Table 6.3 points to a change in taste which again is statistically 
significant. A change in preferences from pork and mutton is evident 
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with a strong shift towards chicken. The conditional marginal shares 
show hamburger and veal to be inferior although these results are sta­
tistically insignificant. It appears, as it did in the previous model, 
that prime beef and pork account for the major share of the income ef­
fect. Results of the price effects are similar to those in the previ­
ous model. Prime beef is again very own-price sensitive as is ham­
burger and pork. In this model too, the major market effects appear to 
take place between prime beef and hamburger with pork showing the next 
largest price effects. These results have important implications for a 
model of the meat sector. It means that prime beef and hamburger, as a 
group, compete with pork. Any policy measure which affects the supply 
of cattle will therefore have an important affect on pork prices and 
consumption. 
In order to evaluate the simulation performance of the demand 
models, each model is simulated over the regression perod. These his­
torical simulations generally produce better results than simulations 
outside the regression period, but nevertheless enable comparisons to 
be made between models. Instability within the models can also often 
be detected. The SAS-ETS package is used to generate the simulation 
results and accuracy statistics. For the period 1951-1966, the package 
is run in a "static" mode which means lagged values are fed from actual 
lagged values each year rather than values which were predicted the 
previous year. This tends to keep a model on track but still allows 
its stability to be evaluated. For the period 1967 to 1980, the model 
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is run in the "dynamic" mode which generates values which are true 
forecasts. In the latter case, all lagged values are fed from values 
which were forecast in the previous period. 
Results of simulating the two unconstrained models are presented 
in Table 6.5. 
Table 6.5. Demand model performance 
Theil's accuracy 
RMS percentage error measure U% 
Consumption Modified Modified 
per capita Rotterdam Rotterdam Rotterdam Rotterdam 
Prime beef 0. 0576 0. ,0565 0. ,0008 0. ,0008 
Hamburger 0. 1239 0. ,0999 0. ,0038 0. ,0038 
Pork 0. 0932 0. ,0623 0. 0014 0. ,0010 
Mutton 0. 2537 0. ,2230 0. 0626 0. 0557 
Chicken 0. 0644 0. ,0520 0. ,0019 0, ,0015 
Turkey 0. 1073 0. ,0952 0. 0140 0. ,0125 
Veal 0. 2514 0. ,1328 0. 0388 0. 0202 
Table 6.5 shows the Modified Rotterdam to outperform the basic 
Rotterdam model in both the RMS percentage error and Theil's accuracy 
measure. For the more important meats such as prime beef, hamburger, 
pork and chicken, both of the results are excellent. These results 
point to a successful simulation although for any particular applica­
tion of the models this may not hold true. The simulation results are 
further analyzed briefly in the final chapter. 
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Evaluation of the Rotterdam Supply Model 
A problem encountered in evaluating models rather than individual 
equations is the criterion to be used to reject or accept the hypoth­
esis that the model fails to explain the particular economic phenome­
non. Theil [1975] uses information theory to test the model against no 
change extrapolation. Clements [1978] uses a log-likelihood approach 
based on maximum-likelihood estimates rather than using OLS as in this 
study. The measures used to evaluate and validate this model are 
and the accuracy measures of the forecasts. does not provide an 
accurate test of the model but can give information on the goodness of 
fit. Table 6.6 presents these values which may be called Quasi-R^. 
Table 6.6 Goodness of fit statistics for Rotterdam Supply 
Quasi r2 Quasi r2 
Prime beef .84 Milk .47 
Hamburger .94 Eggs .63 
Pork .96 Corn .93 
Mutton .86 Sorghum .84 
Chicken .90 Barley .50 
Turkey .78 Oats .65 
Veal 
in 00 
Soybean meal .94 
Quasi-R^ shows the supply model to explain a large proportion of 
the variation in the endogenous variables. This undoubtedly is due in 
part to the large number of right-hand side variables. As in the demand 
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models previously, this supply model is not evaluated, but rather ac­
cepted and its results evaluated with regard to the assumptions under­
lying this particular application. Ideally these models should be com­
pared with other models to evaluate their overall efficiency. 
Table 6.7 reports the OLS results of fitting the supply equation 
to data on meats and feeds. All feed data are converted to pounds 
while prices are dollars per pound for both meats and feeds. 
As in the Rotterdam Demand model, the constant term represents a 
change over time not associated with any of the other right-hand side 
variables. It is interpreted in this case as technological change. It 
appears that major technological change has occurred in prime beef and 
chicken production with the parameters significant at the 10 percent 
level. It appears the technology has been feed-saving with prime beef 
showing a particularly rapid rate of change. Corn and soybean meal 
also show a high level of change. This is interpreted as indicating 
more intensive feeding of these feeds especially soybean meal. 
The marginal fixed capital share represents the reaction of the 
firm to increased availability of resources. It indicates how the firm 
reacts to increased income. Table 6.7 Indicates a contraction of re­
sources allocated to beef production when profits rise with pork show­
ing the opposite. Hamburger production also shows a large positive es­
timate, however it is not significant at the 10 percent level. The 
com parameter estimate indicates an extremely large drop off in corn 
Table 6.7. %ramefer estinstes for the supply model* 
MarglnaI 





beef Hanôurger Fbrk Mutton ChIcken Turkey Veal Milk Eggs Corn Sorghum Barley Oats 
Soybean 
meal 
IViiae beef 0.7ZI -9.61 -1 3.80 0.47 -3.20 -0.99 1.65 0.99 6.16 6.38 -0.26 0.61 2,13 -1.34 -0,93 2.13 
(4.24) (0.66) (2.99) (0.15) (1.57) (0.35) (0.54) (0.33) (2.45) (1.65) (0.13) (0.29) (0.77) (0.34) (0,29) (0.51 ) 
Hamburger 
-0.059 8.89 3.21 -6.18 3.10 2.83 -0.03 -2.63 -0.95 1.61 1.11 -0.30 -3.94 1.49 1,29 -0.59 
(0.65) (1.50) (1.31) (3.78) (2.85) (1.87) (0.02) (1.65) (0.71) (0.78) (1.05) (0.27) (2,67) (0.72) (0.75) (0.23) 
fbrk 
-0.041 13.26 1.74 4.07 -4.82 -1.52 -2.17 5.49 -1.05 2.33 -1.40 1.35 0.26 0.56 -2,76 -0.06 
(0.451 (2.22) (0.71 ) (2.40) (4.42) (I.00) (1.33) (2.18) (0.78) (1.12) (1.31 ) (1.18) (0,17) (0,27) (1,6) (2.33) 
Mutton -0.015 1.24 0.46 -0.24 0.24 -0.98 0.14 0.08 0.21 0.22 0.006 -0.05 -0,07 <U2 0,09 0.01 
(1.67) (2.04) (1.85) (1.44) (2.12) (6.30) (0.86) (0.48) (1.54) (1,05) (0.05) (0.39) (0.49) (0.58) (0.49) (0.75) 
Chicken 0.232 2.68 1.39 0.89 0.97 -0.40 -3.43 1.24 -0.23 -0.79 0.73 -0.9I 0.64 -0.34 0,39 -0.18 
(7.02) (1.32) (1.55) (1.48) (2.45) (0.72) (5.74) (2.13) (0.46) (1.05) (1.90) (2.20) (1.18) (0.45) (0.62) (0.69) 
Turkey 0.046 -0.52 -0.85 0.89 0.18 -0.65 -0.84 0.27 -0.31 1.27 -0.43 -0.26 0.15 0.97 -0.40 0.02 
(1.72) (0.30) (1.16) (1.82) (0.55) (1.44) (1.73) (0.57) (0.79) (2.06) (1.37) (0.78) (0,34) (1.58) (0.78) (1.13) 
Veal -0.059 2.42 0.75 -1.61 0.91 0.11 -0.(6 -0.03 0.24 0.16 0.42 -0.44 0,39 -0.08 0.20 -0.09 
(1.87) (1.17) (0.88) (2.84) (2.41) (0.21) (0.29) (0.01) (0.51) (0.22) (1.14) (1.14) (0.76) (0.11) (0.33) (0.55) 
Milk 0.072 16.76 4.50 0.97 1.25 -1.86 -1.45 1.93 -1.67 -3. 58 1.06 -0. 54 -0,14 -1.34 -0.15 I.OI 
(0.46) (1.64) (1.07) (0.34) (0.67) (0.71) (0.52) (0.70) (0.72) (1.01 ) (0.58) (0.28) (0,06) (0.38) (0.05) (0.37) 
Eggs 
-0.0007 0.80 0.97 "0.4! 0.14 -0.03 -0.81 -0.29 0.44 0.07 -0.64 -0.19 0,13 -0.83 I.OI -0.13 
(0.02) (0.28) (0.84) (0.53) (0.27) (0.04) (1.05) (0.38) (0.70) (0.07) (i.29) (0.36) (0.18) (0.85) (1.25) (0.43) 
Corn 0,725 -54.05 -3.4! -2.55 -3.85 -1.33 -4.26 3.14 3.76 2.42 2.14 -4.27 1.47 0.19 1.84 4.70 
(3.38) (3.84) (0.59) (0.66) (1.50) (0.37) (I.IO) (0.83) (1.19) (0.50) (0.85) (1.60) (0.42) (0.04) (0.45) (1.54) 
Sorghum 0.068 -8.89 -2.06 0.034 0.74 -0.64 -2.48 2.29 0.38 3.96 -I. 52 1.46 -2.93 2.32 -1.26 -0.29 
(0.88) (1.74) (0.98) (0.02) (0.79) (0,49) (1.77) (1.67) (0.33) (2.24) (1.67) (1.51) (2,31) (1.31 ) (0.85) (0.20) 
Barley 
-0.006 I.IO 0.55 0.19 0.44 -0.71 -0.20 0.27 0.12 0.58 -0,27 0.86 -0.39 -1.48 0.40 -0.58 
(0.14) (0.37) (0.44) (0.24) (0.80) (0.93) (0.24) (0.33) (0.18) (0.56) (0,50) (1.51) (0.52) (1.42) (0.46) (0.91 ) 
Oats 
-0.133 6.73 2.21 1.65 1.14 -1.64 1.36 -0.74 -0.67 -0.89 -0,21 1.54 -0.99 -0.78 -1.52 -0.45 
(2.03) (1.57) (1.25) (1.40) (1.45) (1,50) (1.15) (0.65) (0.70) (0.60) (0.27) (1.90) (0.93) (0.53) (1.22) (0.75) 
Soybean 2,433 -8.77 I.IO -0.48 0.30 0.84 -1.51 0.70 -0,75 1.59 0.44 -0.33 1.59 -1.28 -0.74 -1.46 
meal (4.73) (2.60) (0.79) (0.52) (0.48) (0.98) (1.63) (0.77) (0.99) (1.35) (0.73) (0.52) (1.90) (1.09) (0.75) (1;50) 
^Absolute values of approximate t-vafues In parentheses. All parameter estimates to be divided by 100. 
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consumption with increased profitability, with a correspondingly large 
drop in soybean meal and sorghum use. As the system assumes instantane­
ous changes, the results need to be interpreted considering the produc­
tion cycles. It appears, in this case, that prime beef output and corn 
and soybean use move counter-cyclically with profitability in the sys­
tem. In fact, it may be possible to assume that the beef cycle largely 
determines profitability. 
In times of high beef production, feed use is high, too, while liquid­
ation of the herd leads to lower profitability and lower feed use. Of 
course, these interpretations are merely attempts to explain and justify 
the parameter estimates. The results could probably be rationalized in 
many ways with many contradictory arguments possible. 
In order to better evaluate the strengths of the various price ef­
fects, the model was estimated with symmetry of the price coefficients 
imposed (Table 6.8). Looking first to the major meats of prime beef, 
hamburger, pork and chicken, the results appear contrary to what would 
normally be expected. All own price effects are strongly negative and 
significant at the 10 percent level. Generally, it is expected that 
higher prices lead to larger production levels. The explanation for the 
prices may once again be found in the length of the beef cycle. The ef­
fect of the cycle is such that lower prices are observed during periods 
of high production levels. Bearing in mind the beef cycle, the natural 
question to ponder is whether prices should be regressed on output 
Tabla 6.8, %rametar estimates for the symmetry constrained supply mode M 
Marginal 







Hafiturger Fbrk Mutton Chicken Turkey Veal Milk Eggs Corn Sorghum Barley Oats 
Soybean 
meal 
Pri me beef 0.638 -6.12 -1 0. 99 3.67 -1.60 1.24 1.93 -1.96 0.55 5.20 -0.56 1.31 1.97 -1.57 
S
 7 1.84 
(2.81) (0.45) (1.97) (2.35) (0.75) (1.59) (1.58) (1.67) (0.65) (1.04) (0.47) (0.72) (0.74) (0.97) (0.75) (2.09) 
Hamburger 
-0.012 12.42 -4,74 2.96 0.05 0.36 0.03 -1.74 -0.52 0.26 -0.46 -0.57 -0.55 1.22 0.02 
10.12) (3.11) (4.97J (4.21) (0.22) (0.80) (0.09) (5.12) (0.39) (0.63) (0.60) (0,66) (0.95) (2.22) (2.17) 
Pork 0.086 2.92 -6.70 0.79 1.35 -0.35 0.82 2.14 0.13 -0. 24 1.99 -0.84 -0.45 -0.01 
(0.93) (0.50) (6,29) (2.12) (2.65) (0.67) (2. 28) (1.10) (0.28) (0.291 (1,66) (1.16) (0.74) (4.4) 
Mutton 
-0.031 4.35 -1.41 0.10 0.38 -0.03 0.30 -0.16 -0.09 -0,74 0.39 -0.20 -0.02 
(2.36) (f.64) (5.22) (0.47) (1.25) (0.17) (0.45) (1.15) (0,52) (1.52) (1.01) (0.80) (3.17) 
Chicken 0.239 3.42 -2.27 -0.27 1.22 -1.21 0.78 -0.69 0.28 -t,07 1.05 -0.45 
(6.78) (1.09) (4.27) (0.66) (0.47) (ï,06) (2.46) (1.57) (0.40) (1.89) (2,60) (1.98) 
Turkey 0.075 -3.93 -0.40 0.28 1.49 -0,30 0.12 0.38 1.02 -0.31 0.1) 
(2.62) (1.17) (0.80) (t.OI ) (1.40) (I.IO) (0.33) (0. 52) (1.65) (0.74) (0.50) 
Veal -0.047 2.71 0. 51 -0.19 0.24 -0.62 -0.25 0.50 -0.25 0.05 
(1.77) (1.22) (2.12) (0.25) (1.14) (2. 09} (0.52) (1.34) (0.8t ) (0.05 
Ml IK 0.108 19.29 -6.79 1.39 -2.47 -!.57 1.36 0.45 0.10 
(0.81 (1.54) (1.36) (1.22 (1.45) (0.65) (0.92) (0.36) (0.43) 
Eggs -0.014 0.85 -1.58 0.70 -0.27 -0.13 -0.35 -0.16 
(0.29) (0.30) (3.91) (1.36) (0.44) (0.33) (0.96) (1.27) 
Corn 0.677 -40.19 -3.96 0.21 0.70 1.44 4.27 
(2.56) (6.23) (2.89) (0.21 ) (1.26) (2.28) (3.91 ) 
Sorghum 0.148 -1.26 -2. 97 0.95 0.65 -0.06 
(1.41) (0.17) (1.61 ) (0.90) (0.79) (0.18) 
Barley 0.028 -5.68 -0.81 0.01 0.04 
(0.61) (1.25) (0.80) (0.02) (I.00) 
Oats 
-0.094 -1.55 -2.19 -0.06 
(1.60) (0.44) (3.28) (0.19) 
Soybean -1.804 1.54 -2,71 
meal (12.39) (l.ll ) (1.04) 
"Absolute values of approximate t-values In parentheses. All parameter estimates to be divided by 100. 
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rather than the system used here. Indeed, this could explain the small 
values of the parameter estimates for all variables associated with the 
price of prime beef. Assuming the model to be driven by the beef sup­
ply, these estimates should be significant. The parameter estimates 
for the crops appear realistic. Own price effects are negative sug­
gesting decreased feeding of a crop with an increase in its price. 
Positive cross-price effects suggest substitution of crops in the feed 
ration as is known to occur. 
Looking to the system, further justification can be found for re­
gression meat prices on quantities. The coefficient of prime beef, 
hamburger and pork suggest a complex relationship with increased prime 
beef prices leading to lower prime beef production but higher hamburger 
production. The supply of pork appears to be synchronized with that of 
beef tending to reinforce the prime beef cycle. Hamburger production 
appears to work countercyclically. Meat production appears to be poor­
ly related to crop prices and its effect appears mainly through the 
fixed factor share. 
Inventory Model Validation and Estimation 
The procedure used to develop expected prices is explained in a 
previous chapter as is the estimation technique and the inventory 
model. The major model building effort is directed toward estimating 
the various beef inventory levels. It is felt that the beef sector 
drives the whole meat sector and failure to adequately simulate this 
area would nullify efforts in other areas. 
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Model equations are estimated using a nonlinear simulation package 
[SAS Institute, 1980]. Although the system is linear, the nonlinear 
procedure is used as it produces desirable statistics. Model equations 
appear in Table 6.9 with a full description of all variables appearing 
in Appendix A. 
The inventory supply model is adjusted for autoregressive residu­
als, where indicated by the Durbin-Watson statistic, as follows: 
Given an equation Y = BO + B1 * X 
where BO and B1 are parameter estimates; and 
.Y and X are endogenous and exogenous variables respectively ; 
then if the residuals from the equation form a first-order autoregres­
sive process: Ut = aU^ ^ + e^ 
where e^ is NID noise; 
then the equation can be rewritten as 
YHAT = BO + B1 * X; 
Y = YHAT + A * LAG (Y-YHAT). 
A here parameterizes the first-order autoregressive process. 
Parameter estimates are in line with what are expected. While it 
is difficult to comment on the inventory equations, the equations for 
average weight and calving percentage appear reasonable. 
The use of the price formulator is one of the weakest points in 
the model. It assumes firstly that identical formulat.ors are used for 
all prices which seems difficult to justify when planning periods for 
Table 6.9. Inventory model equations^'^ 
Identities 
TOTWATE = CATTLE * AVWATE * DRESl 
BEEF = CATLSLAT * CATW * DRES2 
AVAILABL = lag(CATONFED) - 0.02646 * lag(CATONFED) + YTF + OTHERIMP - OTHEREXP + lag(OTHER) 
- 0.02646 * lag(OTHER) 
YTF = lag(YEARLING) - MREP - BREP 
BCULLS = lag(BCOWS) + lag(BREP) - 0.02646 * lag(BCOWS) + BREPIMP - BCOWEXP - BCOWS 
MCULLS = lag(MCOWS) + lag(MREP) - 0.02646 * lag(MREP) + MREPIMP - MCOWS 
YEARLING = CALVES - CALFSLAT 
BCOWS = lag(BCOWS) + DBCOWS 
MCOWS = lag (MCOWS) + DMCOWS 
CATSLAT = AVAILABL - CATONFED - CATTLE - OTHER + BCULLS + MCULLS 
PORKPROD = HOGSLAT * HOGWT * DRES3 
MUTTONPR = MUTUSLAT * MUTWT * DRES4 
VEALPROD = CALFSLAT * VWT * DRES7 
Equations 
CATONFED = -13098.7 + 0.32328 * lag(CALVES) + 0.292961 * AVAILABL + 93.06579 * PIA 
(6.62) (4.61) (11.08) (4.09) 
- 77.9142 * PIAA - 322.836 * P2AA +164.9524 * P7AA + 529.8911 * P2 - 157.105 * P7 
(1.96) (4.50) (3.35) (6.48) (3.19) 
- 4615.22 * W1 - 0.223941 * [lag (CATONFED) - lag2(CATONFED)] 
(9.94) (2.25) 
+ 0.355357 * [lag(BCOWS) - lag2(BC0WS)] 
(4.76) 
BREF = HAT2 + 1.054979 * lag(BREP - HAT2) 
(20.41) 
where HAT2 = 0.3738767 * BCOWS - 0.178188 * lag(BCOWS) + 322.3993 * W3A 
(9.24) (4.76) (2.83) 
AVWATE = 1029.382 + 38.65162 * W4A - 2.779993 * TIME + 4.761339 * P2 - 2.85281 * P3 
(79.87) (2.78) (3.58) (4.43) (5.36) 
- 2.39222 * P7 
(3.48) 
CATW = 912.6438 - 27.8718 * W2 + 34.18083 * W4A + 7.093004 * TIME - 0.0130527 * BCULLS 
(88.67) (5.73) (3.59) (16.84) (10.50) 
+ 0.00369589 * lag(OTHER) 
(3.66) 
DBCOWS = 0.1408795 * (AVAILABL - CATONFED - CATTLE) + 487.2397 * P2 - 295.321 * PI 
(2.32) (5.64) (4.95) 
- 0.0691219 * [lag(BCOWS) + lag(BREP) - 0.02646 * lag (BCOWS)] + 2636.921 * W2AA 
(3.50) (2.63) 
- 2426.12 * W3AA + 6.179142 * W6AA + 1.114863 * [lag(BCOWS) - lag2(BC0WS)] 
(2.11) (1.97) (10.42) 
DMCOWS = HAT8 + 0.7678879 * lag(DMC0WS - HAT8) 
(6.21) 
where HAT8 = -3.30902 * lag(MCOWS) + 2.588108 *[lag(MC0WS) + lag(MREP) 
(4.57) (4.56) 
- 0.02646 * lag(MCOWS)] - 20.19525 * P7 - 40.823 * P2A - 2095.12 * W2 
(5.01) (6.67) (4.52) 
+ 886.307 * W3 + 724.9196 * W2A 
(3.04) (4.77) 
^Absolute values of the t-statistics appear in parentheses beneath each parameter estimate. 
^0.02646 represents the average death rate among cattle. 
Table 6.9. (cont.) 
MREP = 0.2756276 * MCOWS + 11.65276 * PI + 180.2782 * W2 
(354.54) (12.41) (8.89) 
OTHER = 0.8874231 * (AVAILABL - CATONFED - CATTLE) + 0.1995236 * BCOWS - 0.2371) * AVAILABL 
(17.41) (4.35) (5.73) 
- 183.005 * PI + 181.6315 * P7 + 101.5841 * PIA - 4105.14 * W1 + 3531.19 * W3 
(4.42) (6.80) (4.91) (4.25) (3.47) 
- 5534.26 * W4 + 226.4568 * W5 - 2492.08 * WIA + 43.00121 * W6A - 59.7022 * W6AA 
(4.03) (7.15) (3.77) (6.18) (6.54) 
CATTLE = -5277.33 + 0.6872788 * AVAILABL - 140.897 * PIAA = 191.129 * P2AA + 225.5531 * P7AA 
(5.87) (38.27) (4.13) (2.45) (4.86) 
+ 248.1051 * P2 - 38.9103 * P7 - 2911.8 * W4 - 0.512868 * lag(OTHER) 
(3.57) (0.87) (3.53) (6.73) 
HOGWT = 233.5324 + 3.912323 * W1 - 0.213472 * W5 + 0.2945349 * TIME 
(193.42) (2.61) (2.48) (3.06) 
S0WS2 = 0.1854826 * OTHER + 0.5964361 * lag(S0WS2) - 60.8095 * P3A + 143.0771 * P2AA. 
(3.03) (7.62) (4.03) (5.66) 
+ 3621.368 * WIA - 2441.49 * W3A 
(5.17) (3.66) 
HOGSLAT = 56245.56 + 849.2312 * TIME 1.965472 * S0WS2 + 433.6179 * PI - 953.681 * P3 
(7.55) (6.62) (2.91) (5.17) (12.07) 
MUTWT = 85.71173 - 0.225383 * W5 + 0.1396419 * W5A + 0.4594106 * TIME + 0.3370666 * P4 
(58.71) (3.68) (2.31) (9.71) (5.98) 
MUTNSLAT = 4332.024 - 109.212 * TIME + 0.8061662 * lag (MUTNSLAT) 
(1.93) (2.25) (8.02) 
CALVES = HATl + 1.119162 * lag(CALVES - HATl) - 0.518945 * lag2(CALVES - HATl) 
(6.02) (2.87) 
where HATl = 0.8268924 * BCOWS + 0.9026977 * MCOWS 
(43.09) (19.83) 
CALFSLAT = 14819.29 - 883.917 * P2A + 324.2376 * P7A + 1659.995 * P2AA - 656.761 * P7AA 
(4.74) (3.55) (2.24) (5.01) (3.94) 
- 501.52 * P2 + 15579.94 * W1 - 21841.3 * W3 + 13034.06 * W4 + 43.76224 * W6 
(10.59) (4.84) (4.31) (3.66) (3.11) 
+ 4118.352 * W3A - 128.852 * W5A - 17.3237 * W6A - 0.252677 * AVAILABL 
(3.10) (3.16) (2.20) (5.43) 
VWT = 202.3183 + 1.776027 * TIME - 0.818146 * P2 + 0.7242743 * P3 
(43.60) (4.05) (2.66) (2.71) 
TUPROD = 582.993 + 67.29611 * P6 - 119.595 * P5 + 568.1801 * W1 + 400.082 * W3AA 
(2.00) (4.56) (5.95) (5.72) (1.56) 
+ 2.779213 * W6AA 
(3.12) 
CHPROD = 356.0624 + 0.9229039 * lag(CHPROD) + 65.05699 * P5 - 107.865 * P5AA - 23.7115 * P2 
(1.27) (26.81) (4.01) (5.94) (1.90) 
+ 80.27166 * P2AA 
(6.09) 
79 
each meat differ widely. In addition, regarding feed prices and expec­
ted feed prices as exogenous must seriously detract from the usefulness 
of the model. 
A second criticism is the method used to adjust the beef cow inven­
tory. The breeding herd serves a dual purpose as both a capital and 
consumption good. Many researchers have used equations similar to capi­
tal investment equations to model this area [see for example Reutlinger, 
1966} Jarvis, 1974; Nelson and Spreen, 1978; Tryfos, 1974; Martin, 
1982]. They assume, following Griliches [1963], that the differences 
between actual inventories in years t and t+1 are a constant proportion 
of the difference between actual inventory in year t and desired inven­
tory in year t+1. The above method was tested but eventually dropped in 
favor of the present, more accurate, approach. 
Regression results are presented in Table 6.10. It indicates the 
model to be reliable except for average weight of cattle slaughtered, 
and average hog weight at slaughter. It would present no major recon­
struction to reestimate these two equations. Generally, the model 
proves accurate even given the large number of parameters for some of 
the variables. 
Results for simulating the inventory model over the period 1954-
1980 are shown graphically in Figures 6.1-6.10. The model tends to 
track milk cow and beef cow numbers very accurately as well as their 
components of replacement cows and changes in numbers which ultimately 
determine culling. 
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Table 6.10. values of the inventory model 
Number of 
Endogenous variable parameters R2 
CATTLE 9 0. 99 
AVWATE 6 0. 69 
CATW 6 0. 96 
HOGSLAT 5 0. 92 
HOGWT 4 0. 49 
MUTNSLAT 3 0. 97 
MUTWT 5 0. 97 
CALFSLAT 14 0. 99 
VWT 4 0. 79 
MREP 3 0. 99 
CATONFED 12 0. 99 
OTHER 13 0. 99 
BREP 4 0. 98 
CALVES 4 0. 97 
DBCOWS 8 0. 89 
CMCOWS 8 0. 91 
S0WS2 6 0. 75 
CHPROD 6 0. 99 
TUPROD 6 0. 87 
Calves surviving tended to do less well although the estimates for 
beef and milk cow calving rates are in line with expectations. It 
would appear that this equation could be modified by including 
variables for replacement heifers and a veal price variable to affect 
the mortality rate. It can be assumed that more care is taken during 
times of higher beef prices. Older herds tend to show higher birth 
rates and lower calf mortality rates. 
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Figure 6.10. Simulation of feeder cattle slaughtered 
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Cattle on feed tracks well except during the 1972-1973 period when 
numbers on feed were drastically reduced. Estimation during this peri­
od could be improved by including policy variables to reflect regulated 
meat prices under the Nixon administration. Figure 6.10 would then 
follow slaughtered cattle more accurately both before and after 1972. 
Figure 6.9 is the residual table in which errors in model specifi­
cation would be likely to appear. It reflects all yearlings which were 
not placed in any of the categories reflected in Figures 6.1-6.8 or 
slaughtered as beef. The model tracks very well although it would 
probably be improved if the dummy policy variable mentioned earlier 
were included in feeder cattle slaughter and in nonfed beef slaughter. 
Table 6.11 compares the results of the two supply models. The 
Rotterdam model, looking at RMS percent error, appears to outperform the 
inventory model for prime beef and turkey only. Theil's accuracy sta­
tistic does not appear sensitive enough to adequately compare the two 
models. There can be little doubt that the inventory model could be im­
proved to produce better results. In terms of tracking inventory num­
bers, the inventory model performs exceptionally well. Which model to 
use would obviously depend on the objectives of a particular study. It 
is felt here though that the Rotterdam supply model performs suffi­
ciently well to warrant further interest in it. 
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Table 6.11. Supply model performance 
RMS Theil's accuracy 
percent error measure Ui 
Rotterdam Inventory Rotterdam Inventory 
supply supply supply supply 
Prime beef 0.0494 0.0715 0.0000 0.0000 
Hamburger 0.0686 0.0518 0.0000 0.0000 
Pork 0.0475 0.0241 0.0000 0.0000 
Mutton 0.2064 0.0747 0.0003 0.0001 
Chicken 0.0448 0.0389 0.0000 0.0000 
Turkey 0.1080 0.1147 0.0001 0.0001 
Veal 0.2548 0.1323 0.0002 0.0001 
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CHAPTER VII. CONCLUSIONS AND RECOMMENDATIONS 
Economic models are steadily becoming more complex and accessibil­
ity to more powerful computers and more sophisticated techniques en­
courages model builders to build models which suit the techniques 
rather than the questions at hand. The result often is that the as­
sumptions involved become unacceptable for any inquiry that might be 
undertaken. 
Models are mere approximations to reality and it is the success 
with which relatively simple models simulate the complex economic 
processes which take place in an economy that determines the value of 
the model. While economic theorists have refined a set of postulates 
based on utility theory which are generally accepted as being descrip­
tive of consumer behavior, difficulty has been experienced in adapting 
the theory to practical applications. 
In this study, a first difference model commonly known as the 
Rotterdam model after the domicile of its developers, Henri Theil and 
A, P. Barten, at the time they developed It, is used to model consumer 
behavior. This model has been compared with other models of consumer 
behavior in the literature and generally proven superior in terms of 
its assumptions and in terms of its regresson results. The Rotterdam 
model is used for seven meats in this study and results show the model 
to be successful. Thereafter, the model is used to simulate the per 
capita consumption levels in an historical simulation. Once again, 
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statistics show the results to be acceptable. Two versions of the 
Rotterdam model were used and, as the "modified" Rotterdam model proved 
superior throughout, only its simulation results are reported in this 
chapter. 
To estimate the livestock supply sector, two models are compared. 
First, a model similar to the Rotterdam demand model, but developed by 
Clements to model supply, is used. The model appears to fit the data 
very well, however signs of the parameter estimates are implausible. 
Further inspection appears to reveal that regressing supplies of meats 
on prices points to a negatively sloped supply curve for each meat 
which is contrary to conventional wisdom. This model is simulated over 
the regression period to test its tracking ability. Results indicate 
the model to track historical data exceptionally well. Regression re­
sults point to some caution in any analysis of these results. 
The second supply model is one developed to estimate the various 
subgroups in the cattle industry and to allow the supply of beef and 
other meats to be influenced by these inventory levels. The rationale 
is that the cattle cycle is caused by the systematic expansion and liq­
uidation of the beef cow herd in response to actual and expected prices 
and that this influences the supply of all other meats. Estimation re­
sults over the regression period reveal inventory levels to be well ap­
proximated. Some diversion is noted after 1970, however it is believed 
that this could be corrected by including a dummy variable to reflect 
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government price controls on meat during the Nixon administration. 
This inventory model does indicate that an inventory type supply can be 
used to track the cyclical nature of the industry and that some type of 
price expectations model can be used to generate this cyclical be­
havior. 
Results of the two supply models and the "modified" demand model 
with exports added and imports subtracted are graphed with actual sup­
ply levels, all on a per capita basis, in Figures 7.1-7.7. 
The Rotterdam supply model appears to perform most accurately in 
predicting turning points and levels for prime beef while the inventory 
model proves by far superior for other beef. The reason for the inven­
tory models poorer performance for prime beef was the poor performance 
of the equation for average slaughter weight of feeder cattle. An im­
provement in this area would vastly increase performance of the inven­
tory model. For pork, mutton, veal and chicken the inventory model 
outperforms the Rotterdam supply model while for turkey and veal the 
Rotterdam demand model performs most accurately. Given the relative 
importance of the various meats, the inventory model proves superior 
followed by the Rotterdam Supply model. Undoubtedly, the large number 
of parameters in both supply models is responsible for their accuracy 
in the historical simulations. 
The question naturally arises as to how the performance of the in­
dividual models may be improved and how they might be joined together 
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currently. The demand model appears to be in a form suitable for a 
conjugate model of supply and demand although many possibilities exist 
for improving its performance. Looking first to the assumptions of the 
demand model, there can be little doubt that accuracy is lost by using 
aggregate consumption levels, national average prices and average con­
sumption expenditures. Were the data available, regionalization would 
improve results. As it is unlikely that cross-sectional time series 
will be available, accuracy may be improved by using other measures of 
consumer income or expenditure. 
In building a conjugate model of the meat sector, most attention 
would probably be paid to the supply side. Given the results of this 
study, it appears that a Rotterdam supply model would be applicable if 
suitably modified in the following ways; First, if prices were re­
gressed on quantities rather than quantities on prices. This would re­
sult in parameter estimates which are more acceptable. Second, if an 
inventory model were used to regulate the output of beef and pork, the 
cyclical behavior could be simulated effectively. This appears to re­
quire the use of a price expectations model to simulate the adjustment 
dynamics central to an inventory model. Third, the demand for inputs 
would further improve the model. In the present Rotterdam supply 
model, all factor inputs are taken as fixed, thus effectively suppress­
ing their estimation. It would vastly increase applicability of the 
model if factor demands were to be modeled effectively. An obvious 
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technique which could be used to model factor demands is the Rotterdam 
model. It may even be possible to effectively model factor demands by 
aggregating the less important feeds and modeling just three feeds, 
namely: corn, soybean meal and other feeds. 
To use these models in ex ante simulations, the Rotterdam models 
need to be closed. For the demand model, this means predicting the in­
come component, DQ, which is assumed to be exogenous. Theil [1976] ac­
complishes this by using a linear-expenditure-type formulation to re­
gress the income components of groups of commodities. This is quite 
straight forward although it requires an additional regression. 
For the Rotterdam supply model, closure requires predicting the 
fixed capital available. While this could be accomplished in the same 
way as is done for the demand model, a technique which may be con­
sidered is to lag the fixed factor component, g, for one year. This 
assumes then that output is restricted by profit in the previous period 
and effectively makes g endogneous. 
Theil [1980] suggests a more detailed supply model which should be 
investigated. Indeed, both Theil [1980] and Clements [1978] suggest 
relative price versions of their models which may be appropriate as the 
number of parameters to estimate would be reduced. Further improve­
ments may be made by estimating the models over the period 1966 to 1980 
as some changes appear to have taken place in the past two decades. In 
addition, data prior to 1966 for the inventory levels of cattle are 
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suspect especially as they are based on a classification of cattle dif­
ferent to the later classification. 
The major objective of this study was the development and compari­
son of the three models and an analysis of their simulation performance 
with a view to producing a conjugate supply and demand model in the 
future. All three models are somewhat unconventional, however they in­
dicate endless possibilities for research in this area. It would ap­
pear from the positive results reported here that the development of 
systems of model rather than models based on individual equations is an 
appropriate method to accommodate the neoclassical concepts of eco­
nomics in practical estimation of economic systems. 
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APPENDIX. VARIABLE DEFINITIONS DATA SOURCES AND 
VARIABLE TRANSFORMATIONS 
Table A.l. Variable definitions, units and data sources 














Cattle available for 
feeding during year 
Beef cow exports 
Beef cow inventory 
December 31 
Beef cows culled 
Beef replacement cows 
Non "prime beef" beef 
production, carcass 
weight 
Prime beef exports 
carcasss weight 
Prime beef imports 
carcass weight 
Beef cow Imports 
Calves slaughtered 
Calves born less 
calf deaths 
Cattle on feed 
December 31 



















By subtracting TOTWATE (above) from 
beef production (Livestock and 
Meat Statistics) 
Livestock and Meat statistics 
Livestock and Meat statistics 
Agricultural Statistics 
Livestock and Meat Statistics 
Agricultural Statistics 
Agricultural Statistics 
By subtraction of CATTLE (above) 
and total cattle slaughtered 
(Livestock and Meat Statistics) 
CATTLE Feeder cattle slaughtered 1000 head Dick Crom, USDA, Washington 
CATW Average cattle weight 
at slaughter 
pounds Livestock and Meat Statistics 
CHEXP Chicken export 
ready-to-cook 
million pounds Feed Consumption Prices 
and Expenditures 
CHIMP Chicken imports 
ready-to-cook 
million pounds Food Consumption Prices 
and Expenditures 
CHPROD Chicken production 
ready-to-cook 
million pounds Agricultural Statistics 
CFIW Consumer price index -
all items 
1967=100 Survey of Current Business 
DBCOWS Change in beef cow 
inventory 
1000 head By subtraction 
DMCOWS Change in milk cow 
inventory 
1000 head By subtraction 
DRESl Prime 
beef 
Liveweight to carcass 
weight conversion 
By division, i.e., (slaughter 
* weight/carcass weight) 
DRES2 Other 
beef 
Liveweight to carcass 
weight conversion 
By division, i.e., (slaughter 
* weight/carcass weight) 
DRES3 Pork Liveweight to carcass 
weight conversion 
By division, i.e., (slaughter 
* weight/carcass weight) 
DRES4 Mutton Liveweight to carcass 
weight conversion 
By division, i.e., (slaughter 
* weight/carcass weight) 
^Unless otherwise indicated, data are produced by USDA, Washington. 
buSDA BREF estimates prior to 1965 are based on a weight rather than an age classification and 
are estimated in this study as follows: 
BREF = 0.36368573 * BCOWS - 0.20130908 * lag (BCOWS) + 819.43635308 * W3A - 316.65449070 * WIAA 
Table A.l. (cont.) 












Liveweight to carcass 
weight conversion 
Hogs slaughtered 
Average hog weight 
at slaughter 
Milk cow inventory 
December 31 
Milk cows culled 
during year 
Milk replacement heifer 
inventory December 31 
Milk cow imports 



















By division, i.e., (slaughter 
* weight/carcass weight) 
Livestock and Meat Statistics 





Livestock and Meat Statistics 
Livestock and Meat Statistics 
Livestock and Meat Statistics 













Average sheep weight 
at slaughter 
Cattle in no specific 
category (usually on 
pasture or range) 
Imports of "other" cattle 










Slaughter cattle price 
choice 900-1100 lb. 
at Omaha 
Cow price 
utility grade at Omaha 















Survey of Current Business 
Survey of Current Business 
Livestock and Meat Statistics 
Livestock and Meat Statistics 
million pounds Livestock and Meat Statistics 
$ per pound live Livestock and Meat Situation 
$ per pound live Livestock and Meat Situation 
$ per pound live Livestock and Meat Situation 
cySDA MREP estimates prior to 1965 are based on a weight rather than an age classification 
and are estimated in this study as follows: 
MREP = 0.27562764 * MCOWS + 11.65276182 * PI + 180.27819696 * W2 
Table A.l. (cont.) 
Variable Variable definition 
P4 Farm lamb price 
llvewelght 
P5 Farm broiler price 
ready-to-cook 
P6 Farm turkey price 
ready-to-cook 
P7 Vealer price 
good grade at South 
St. Paul 
P8 Ml^k price 
P9 Farm egg price 
PIA "Real" feeder price 
formulator 
P2A "Real" cow price 
formulator 
P3A "Real" pork price 
formulator 
P7A "Real" calf price 
formulator 
Units Data source 
$ per pound live Livestock and Meat Situation 
$ per pound Livestock and Meat Situation 
$ per pound Livestock and Meat Situation 
$ per pound live Livestock and Meat Situation 
$ per pound 
$ per egg 
$ per cwt 
$ per cwt 
$ per cwt 
$ per cwt 
Derived from data In Prices and 
price spreads. 
Prices and Price Spreads 
Explained in text 
Explained in text 
Explained in text 
Explained In text 
PIAA Corn price indexed feeder 
price formulator 
P2AA Corn price indexed cow 
price formulator 
P5AA Corn price indexed lamb 
price formulator 
P7AA Corn price indexed calf 
price formulator 
RPl Prime beef retail price 
carcass weight 
RP2 Hamburger retail price 
carcass weight 
RP3 Retail pork price 
carcass weight 
RP4 Lamb retail price 
carcass weight 
RP5 Broiler retail price 
ready-to-cook 
RP6 Turkey retail price 
ready-to-cook 
d 
RP7 Veal retail price 
carcass weight 
S0WS2 Sows farrowing during year 
TUEXP Turkey exports 
ready-to-cook 
^Retail veal prices prior to 1957 are 
prices and other meat prices. 
$ per cwt 
$ per cwt 
$ per cwt 
$ per cwt 
$ per pound 
$ per pound 
$ per pound 
$ per pound 
$ per pound 
$ per pound 
$ per pound 
1000 head 
million pounds 
Explained in text 
Explained in text 
Explained in text 
Explained in text 
Livestock and Meat Statistics 
U.S. Department of Labor, Bureau 
of Labor Statistics, Washington 
Livestock and Meat Statistics 
Livestock and Meat Statistics 
Poultry and Egg Situation 
Poultry and Egg Situation 




available and are estimated using farm veal 
Table A.l. (cont.) 
Variable Variable definition 
TUIMP Turkey Imports 
ready-to-cook 
TIME 1947 =1 1980=34 
TOTWATE Prime beef production 
carcass weight 
TUPR.OD Turkey production 
ready-to-cook 
VEALEXP Veal exports 
carcass weight 
VEÂLPROD Veal production 
VWT Average calf weight 
at slaughter 
W1 Farm corn price 
W2 Farm sorghum price 
W3 Farm barley price 
W4 Farm oats price 
W5 Farm hay price 
W6 Soybean meal price 
WlA Real corn price formulator 
W2A Real sorghum price 
formulator 







$ per bushel 
$ per bushel 
$ per bushel 
$ per bushel 
$ per ton 
$ per ton 
$ per bushel 
$ per bushel 
Agricultural Statistics 
Dick Crom, USDA, Washington 
Food Consumption, Prices and 
Expenditures 
Agricultural Statistics 
Livestock and Meat Statistics 







Explained in text 














Real barley price 
formulâtor 
Real oats price formulator 
Real hay price formualtor 
Real soybean meal price 
formulator 
Corn price indexed corn 
price formulator 
Corn price indexed sorghum 
price formulator 
Corn price indexed barley 
price formulator 
Corn price indexed hay 
price formulator 
Corn price Indexed 
soybean meal 








$ per bushel Explained in text 
$ per bushel 
$ per ton 
$ per ton 
$ per bushel 
$ per bushel 
$ per bushel 
$ per ton 




Explained in text 
Explained in text 
Explained in text 
Explained in text 
Explained in text 
Explained in text 
Explained in text 
Explained in text 
Dick Crom, Washington, USDA 
By subtracting TOTWATE (above) from 
total beef production (Livestock 
and Meat Statistics) 
Livestock and Meat Statistics 
million pounds Livestock and Meat Statistics 
Table A.l. (cont.) 
Variable Variable definition Units Data source 
X5 (CHPROD) Chicken production 
ready-to-cook 
million pounds Food Consumption, Prices 
Expenditures 
and 
X6 (TUPROD) Turkey production 
ready-to-cook 
million pounds Food Consumption, Prices 
Expenditures 
and 
X7 (VEALPROD) Veal production 
carcass weight 
million pounds Livestock and Meat Statistics 
X8 Milk production million pounds Agricultural Statistics 
X9 Egg production million dozen Agricultural Statistics 
YEAR 1950-1980 
YEARLING Calves born in previous 
year less calf deaths 
and slaughter 
1000 head By subtraction 
YTF Yearlings placed on feed 
during year 
1000 head By subtraction 




















Y6 Soybean meal fed to 
livestock and poultry 
million pounds Agricultural Statistics 
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Table A.2. Program steps to convert units to units used in Rotterdam 
demand models and program steps to calculate Rotterdam 
demand model variables 
Rotterdam Demand Model Variables 
X1=T0TWATE; X2=BEEF; X3=P0RKPR0D; X4=MUTT0NPR; X5=CHPR0D; X6=TUPR0D; 
X7=VEALPR0D; X9=X9*12; Wl=Wl/56; W2=W2/56; W3=W3/48; W4=W4/32; 
W6=W6/2000; Y1=Y1*56; Y2=Y2*56; Y3=Y3*48; Y4=Y4*32; Y6=Y6*2; 
P1=P1/100; P2=P2/100; P3=P3/100; P4=P4/100; P5=P5/100; P6=P6/100; 
P7=P7/100; P9/1200; 
LRP1=LAG(RP1); LRP2=LAG9RP2); LRP3=LAG(RP3); LRP4=LAG(RP4); 
LRP5=LAG(RP5); LRP6=LAG(RP6); LRP7=LAG(RP7); 
DRP1=L0G(RP1/LRP1); DRP2=LOG(RP2/LRP2); DRP3=L0G(RP3/LRP3); 
DRP4=LOG(RP4/LRP4); DRP5=LOG(RP5/LRP5); DRP6-LOG(RP6/LRP6); 
DRP7=LOG(RP7/LRP7); 
DRA1=DRP1-DRP7; DRA2=DRP2-DRP7; DRA3=DRP3-DRP7; DRA4=DRP4-DRP7; 
DRA5=DRP5-DRP7; DRA6=DRP6-DRP7; 
PRIME=X1-BEEFEXP+BEEFIMP: TUC0N=X6-TUEXP+TUIMP; CHC0N=X5-CHEXP+CHIMP; 
P0RKC0N=X3-P0RKEXP+P0RKIMP; MUTNC0N=X4-MUTT0NEX+MUTT0NIM; 
VEALNC0N=X7-VEALEXP+VEALIMP 
Q1PC=PRIME/P0P; Q2PC=X2/POP; Q3PC=P0RKC0N/P0P; Q4PC=MUTNC0N/P0P; 
Q5PC=CHC0N/P0P; Q6PC=TUC0N/P0P; Q7PC= VEALCON/POP; 





Table A.2. (cont.) 
W=(BSTOT+LAG(BSTOT))/2; 
LQ1PC=LAG(QIPC) ; LQ2PC=LAG(Q2PC) ; LQ3PC=LAG(Q3PC) ; LQ4PC=LAG(Q4PC) ; 
LQ5PC=LAG(Q5PC); LQ6PC=LAG(Q6PC) ; LQ7PC=LAG(Q7PC) ; 
LBSQ1=LAG(BSQ1); LBSQ2=LAG(BSQ2) ; LBSQ3=LAG(BSQ3) ; LBSQ4=LAG(BSQ4) ; 
LBSQ5=LAG(BSQ5); LBSQ6=LAG(BSQ6) ; LBSQ7=LAG(BSQ7) ; 
WDQQl=((BSQl+LBSQ1)/2)*(LOG((Q1PC)/LQlPC)) ; 
WDQQ2=((BSQ2+LBSQ2)/2)*(LOG((Q2PC)/LQ2PC)); 





WDQ=WDQQ1+WDQQ2+WDQQ3+WDQQ4+WDQQ5+WDQQ6+WDQQ7 ; DQ=WDQ/W ; 
WDQQ1W=WDQQ1/W: WDQQ2W=WDQQ2W=WDQQ2/W; WDQQ3W=WDQQ3/W ; WDQQ4W=WDWQQ4/W ; 
WDQQ5W=WDQQ5/W; WDQQ6W=WDQQ6/W; WDQQ7W=WDQQ7/W; 








Table A.3. Program steps to convert units to units used in Rotterdam 
supply models and program steps to calculate Rotterdam 
supply model variables 
Rotterdam Supply Model Variables 
R=(P1*X1)+(P2*X2)+(P3*X3)+(P4*X4)+(P5*X5)+(P6*X6)+(P7*X7)+(P8*X8)+(P9*X9); 
R1=(P1*X1)/R; R2=(P2*X2)/R; R3=(P3*X3)/R; R4=(P4*X4)/R; R5=(P5*X5)/R; 
R6=(P6*X6)/R; C2=(W2*Y2)/R; C3=(W3*Y3)/R; C4=(W4*Y4)/R; C6=W6*Y6)/R; 
LX1=LAG(X1); LX2=LAG(X2); LX3=LAG(X3); LX4=LAG(X4); LX5=LAG(X5); 
LX6=LAG(X6); LX7=LAG(X7); LX8=LAG(X8); LX9=LAG(X9); 
LY1=LAG(Y1); LY2=LAG(Y2); LY3=LAG(Y3); LY4=LAG(Y4); LY6=LAG(Y6); 
LP1=LAG(P1); LP2=LAG(P2); LP3=LAG(P3); LP4=LAG(P4); LP5=LAG(P5); 
LP6=LAG(P6); LP7=LAG(P7); LP8=LAG(P8); LP9=LAG(P9); 
LW1=LAG(W1); LW2=LAG(W2); LW3=LAG(W3); LW4=LAG(W4); LW6=LAG(W6); 
CP1=L0G(P1/LP1); CP2=L0G(P2/LP2); CP3=L0G(P3/LP3); CP4=L0G(P4/LP4); 
CP5=LOG(P5/LP5); CP6=L0G(P6/LP6); CP7=LOG(P7/LP7); CP8=L0G(P8/LP8); 
CP9=L0G(P9/LP9); 













DP1=CP1-CW6; DP2=CP2-CW6; DP3=CP3-CW6; DP4=CP4-CW6; DP5=CP5-CW6; 
DP6=CP6-CW6; DP7=CP7-CW6; DP8=CP8-CW6; DP9=CP9-CW6; 
DW1=CW1-CW6; EW2=CW2-CW6; DW3=CW3-CW6; DW4=CW4-CW6; 
Equation Regression Form 
R(n)CX(n)=G+DP(n)+ZDW(m) n=l...,9 
n 
C(m)CY(m)=G+DP(n)+ZDW(m) m=l...,4 
