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ABSTRACT
The response of hypervelocity boundary layers to global mechanical distortions due to con-
cave surface curvature is examined. Surface heat transfer, visual boundary layer thickness,
and pressure sensitive paint (PSP) data are obtained for a suite of models with different con-
cave surface geometries. Results are compared to predictions using existing approximate
methods. Near the leading edge, good agreement is observed, but at larger pressure gra-
dients, predictions diverge significantly from the experimental data. Up to a factor of five
underprediction is reported in regions with greatest distortion. Curve fits to the experimen-
tal data are compared with surface equations. It is demonstrated that reasonable estimates
of the laminar heat flux augmentation may be obtained as a function of the local turning
angle for all model geometries, even at the conditions of greatest distortion. As a means of
introducing additional local distortions, vortex generators are used to impose streamwise
structures into the boundary layer. The response of the large scale vortical structures to
an adverse pressure gradient is investigated. For a flat plate baseline case, heat transfer
augmentation at similar levels to turbulent flow is measured. For the concave geometries,
increases in heat transfer by factors up to 2.6 are measured over the laminar values, though
for higher turning angle cases, a relaxation to below undisturbed values is reported at turn-
ing angles between 10 and 15 degrees. The scaling of heat transfer with turning angle that
is identified for the laminar boundary layer response is found to be robust even in the pres-
ence of the imposed vortex structures. PSP measurements indicated that natural streaks
form over concave models even when imposed vorticity is present. Correlations found be-
tween the heat transfer and natural streak formation are discussed and indicate possible
ii
vortex interactions.
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CHAPTER 1
INTRODUCTION
Compressible boundary layers have been of practical interest to researchers since the
early 1900’s [1]. The inherent complexity of the compressible boundary-layer equations
makes them extremely difficult to investigate theoretically, and poses many challenging
problems which must be approached either numerically or experimentally. These issues
become even more complicated when working with hypersonic boundary layers. At the
high Mach numbers associated with hypersonic flows (typically≥ 5), the assumption of an
ideal gas becomes invalid due to effects of vibrational and rotational excitation and chemi-
cal dissociation. This adds yet another term to the compressible boundary-layer equations,
increasing their complexity. The high degree of difficulty involved with writing numerical
simulations of these flow fields leads to the need for high quality experimental data which
can be used to validate codes. Additionally, experimental data can often reveal trends or
scalings for certain flowfields and geometries which can be useful for “rule-of-thumb” cal-
culations. A prime example of this is in the field of transition research, where relations
based on momentum-thickness Reynolds number, roughness heights, and other flow quan-
tities, which were derived from experimental data, have been used for designing flight
vehicles.
The first goal of this study was to experimentally investigate the hypersonic boundary
layer over a global mechanical distortion, in this case a concave curved surface. A com-
pressible flow over a curved surface is subject to multiple different effects, including an
adverse pressure gradient, streamline curvature, bulk compression, centrifugal instabilities,
and possible three-dimensional flow [30]. This study takes a basic approach of investigating
1
the flow over a series of relatively simple curved surface geometries in order to determine
what the effects are on major flow quantities such as heat transfer and pressure.
These flows are of current, practical interest in the hypersonic community for their ap-
plicability to hypersonic inlets. The design of air-breathing engines capable of providing
thrust at hypersonic velocities will require inlets which can ingest a hypersonic flow, and
decelerate and compress it to a point where combustion can occur. Traditionally, Scram jet
inlets have been basic, two-dimensional designs, with all compression occurring through
a shock train. While this accomplishes the main goal of decelerating and compressing the
flow, the high stagnation pressure losses through the shock train lead to large decreases in
the efficiency of the engine. In the already tight design space of a hypersonic vehicle, these
large losses make designing a useful two-dimensional inlet exceedingly difficult. In fact,
though hypersonic vehicles have been designed since the early 1950’s, the first successful
flight of a scramjet occurred in Russia in 1991, and lasted only 77 seconds [70]. In the
following 20 years, continuing development of Scram jet engines managed to extend the
maximum flight time to only 240 seconds (accomplished by the X-51 Waverider) [2]. The
desire for an air breathing hypersonic vehicle which can sustain long, consistent flights is
of interest to both NASA and the U.S. Air Force. One possible road to achieving this goal
is to improve the efficiency of the inlets. Rather than decelerating/compressing through a
series of shocks, efficiency could be increased dramatically by compressing isentropically.
Inward turning inlets utilize concave curved walls in order to compress the flow isentrop-
ically through most of the inlet. The only shock in the system is a weak, conical shock
at the junction between the inlet and the combustor. Previous studies of these inlets have
shown a theoretical increase in efficiency [65, 12]. An additional benefit is that these inlets
typically end with an elliptical cross-section, which then results in an elliptical combustor.
This reduces skin-friction drag and improves the structural strength of the combustor. Due
to the current interest in these inlets, it is critical to gain a better understanding of the effect
of concave surface curvature on a hypersonic boundary layer, to both aid numerical model-
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ers in validating their codes, as well as vehicle designers by providing basic scalings which
can be used for rule-of-thumb calculations.
Another avenue to increasing efficiency is to have the inlet ingest a turbulent boundary
layer from the body of the vehicle. This increases the mass-flow rate into the inlet and helps
improve efficiency [8]. When designing a vehicle which will experience multiple different
flight conditions, one way to ensure the inlet will consistently ingest a turbulent boundary
layer is to use arrays of vortex generators, also known as local mechanical distortions, to
force early onset of transition. These arrays take the form of multiple protuberances with a
well defined geometry placed in a row some distance in front of the inlet. It has been shown
that when the height of these elements are on the order of a boundary-layer thickness or
higher, the location of transition can be moved to almost directly behind the elements. In
addition to causing early transition, these protuberances often also create coherent stream-
wise vortices which can cause significant fluctuations in flow quantities. Since vortex gen-
erator arrays will most likely be used with inward turning inlet designs, it is important to
know how the flow generated by these elements interacts with the concave surface curva-
ture, especially the streamwise vortices. This problem is further complicated since natural,
centrifugal instabilities over concave surfaces can take the form of streamwise-oriented
vortices, known as Goertler vortices. The second part of this work looks at the interaction
between the protuberances and the concave curvature, and how both the heat transfer and
surface pressure are affected.
1.1 Motivation and contributions
The general lack of laminar experimental data over curved compression surfaces was a driv-
ing motivation for this study. The high Mach numbers and enthalpies in the Hypervelocity
Expansion Tube (HET) also present a unique environment where the effects of curvature
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have not been investigated. The present study accomplishes this by taking measurements
of heat transfer, boundary-layer thickness, and pressure over five different concave curved
surfaces at multiple run conditions. These data are compared to the results of previous
studies, as well as the multiple approximate methods which have been developed in the
past. The goal of the work with undisturbed boundary layers is to investigate any trends or
scalings that can be determined from the data.
As with the undisturbed case, there is a general lack of experimental data on the in-
teraction between vortices and concave compression surfaces. Additionally, much of the
available data are related to the formation of Goertler vortices, rather than imposed vortic-
ity. In this study we seek to create a model problem to investigate the interaction between
vorticity and curved surfaces by inducing vortex formation in a hypersonic boundary layer
using passive vortex generators, and then subjecting these vortices to the flowfield distor-
tions caused by concave surface curvature. We hope to develop a qualitative understanding
of the effects of curvature on the behavior of the vortices, and also investigate how they
quantitatively affect flow quantities such as heat transfer.
1.2 Outline
Chapter 2 details the experimental setup. This includes descriptions of the facility where
the work was done, as well as the diagnostics used in data collection. Chapter 3 summarizes
the results obtained over ramps with no imposed disturbances, while Chapter 4 presents the
results for boundary layers with imposed vorticity. Finally, Chapter 5 ends the document
with a summary of the results, as well as the main conclusions from the data.
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CHAPTER 2
EXPERIMENTAL SETUP
2.1 Facility
All experiments for this project were carried out in the HET. The 9.14 m long facility
consists of driver, driven, and accelerator sections all with a 150 mm inner diameter. Ex-
pansion tubes operate by utilizing unsteady wave motion to accelerate a slug of gas, initially
at rest, to hypervelocities. The first two sections, the driver and driven, operate as a shock
tube. They are initially separated by a 1.27 mm thick aluminum diaphragm. The defining
feature of an expansion tube is the third section, known as the accelerator section. It is kept
at an even lower pressure than the driven section, and separated from it by a PET plastic di-
aphragm which is 0.0127 mm thick. Operation of the tube begins by using a vacuum pump
to reduce the pressure in the three sections. The driver section is bought down to around
.027 kPa, the driven section is brought to between 1 to 10 kPa, and the accelerator section is
brought to between 0.013 and 0.267 kPa. This process is done iteratively in order to avoid
rupturing the thin secondary diaphragm (which can tolerate approximately a 20 kPa differ-
ence in pressure between sections). The final pressure in each section is chosen based on
the specific run condition required. These pressures are calculated before the shot using a
1D perfect gas code [33]. Predictions can also be made using a 1D equilibrium code which
includes the effects of chemical reactions and vibrational/rotational excitation. The details
of this code can be found in Appendix A. While the sections are at vacuum other gases
can be substituted in for air in the driven or accelerator sections. To do this the sections are
brought to a low vacuum (about 0.013 kPa) and then flushed with the desired gas up to a
5
pressure of 12 kPa. The section is then brought back down to the pressure dictated by the
run condition. This process ensures that the partial pressure of air in the final gas mixture
is negligible. Once the driven and accelerator sections are composed of the desired gas at
the correct pressure, the driver section is pressurized to 2.5 MPa, resulting in the rupture
of the primary diaphragm separating the driver and driven sections. No mechanical force
other than the increasing pressure in the driver section is used to rupture the diaphragm. In
order to ensure consistent burst pressures, a set of hardened steel knife blades are placed
directly downstream of the primary diaphragm. Details on the design of these knife blades
can be found in Sharma’s thesis [78]. The moment of rupture is marked as time zero on
the x-t diagram shown in Figure 2.1. The high pressure ratio between the driver and driven
sections causes a shock to propagate into the driven section, entraining mass motion in the
quiescent gas. This brings the gas (initially at state one in the nomenclature of the x-t dia-
gram) to state two. When the initial shock reaches the secondary diaphragm, separating the
driven and accelerator sections, the shock ruptures it instantly (due to the diaphram’s thin-
ness). This results in a two wave system: a transmitted shock and an unsteady expansion
fan. The transmitted shock travels into the accelerator section, causing mass motion in the
accelerator gas, bringing it to state six. The unsteady expansion fan is left-facing, but right
moving. This is a result of the gas in the driven section already having been accelerated to
supersonic speeds by the initial shock. The driven gas is accelerated through this expansion
fan to hypersonic speeds (indicated as condition seven on the x-t diagram).
From the perspective of a model mounted in the test section of the HET, it first expe-
riences the transmitted shock created by the rupture of the secondary diaphragm. This
shock is followed by the accelerator gas (state six), which has been put in motion by the
transmitted shock. Next comes the contact surface between the accelerator gas and the test
gas. While theoretically this should be a discontinuity there will be finite time over which
it spans. Following the contact surface will be the test gas. The time during which the
model is exposed to the test gas is denoted as the “test time”. Termination of the test time
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occurs when the tail or the reflected head of the unsteady expansion wave reaches the test
section. In run conditions used in the HET it is most commonly the expansion tail which
arrives in the test section first and terminates the test time, but it is theoretically possible to
create a run condition which is terminated by the expansion head. Finally, the driver gas
passes over the model. This portion of the shot is the most mechanically stressful, as the
stagnation pressure can be as high as the initial driven pressure (typically 2.5 MPa). Thus,
when designing models with appropriate safety factors for the forces it encounters during a
test, the burst pressure of the diaphragm should be used as the highest pressure exerted on
the blunt faces of the model. A typical pitot probe trace, spanning from the arrival of the
initial shock to the termination of the test gas, is shown in Figure 2.2, and a picture of the
HET facility can be seen in Figure 2.3.
Compared to other hypersonic facilities, there are both benefits and limitations to using
an expansion tube. One benefit is the ability to access an almost continuous range of run
conditions between the facility’s limits. As discussed previously, there is no nozzle and the
freestream conditions are determined by the initial pressures and gases in the three sections.
This makes it trivial to test models at multiple conditions, or to look at different freestream
gases, such as CO2. An additional benefit of the facility is that the flow is never stag-
nated. In reflected shock tunnels (another common type of hypersonic facility), the flow
is stagnated to an extremely high temperature and pressure, and then expanded through a
large expansion ratio nozzle. This can create high-Mach number, high-stagnation enthalpy
flows, but can also create freestream conditions where the thermochemical state is not en-
tirely known. In the stagnation chamber, the high temperatures and pressures result in large
amounts of dissociation and vibrational/rotation excitation of the gas molecules. Chemical
and vibration/rotational freezing can then occur in the nozzle, which can cause unexpected
changes in the run condition. It has been shown in previous studies that this can signifi-
cantly affect quantities such as the shock standoff distance. Additionally, it is extremely
difficult to simulate at what point this freezing will occur, and so the correct freestream
7
state cannot be determined with a high degree of confidence [79]. In the HET the flow
is never stagnated, and no nozzle is used. Thus, there is almost no dissociation or vibra-
tional/rotational excitation in the test gas, creating a thermochemically “clean” freestream.
A final benefit is that the HET is relatively easy and inexpensive to run. A single shot in the
facility takes one operator around two hours to complete, and costs about $20 in materials.
The two main limitations of the HET are its size, and the available test time. Due to the
wave system during a shot, a shock has already passed through the test section before the
test gas. This results in a wall boundary layer which is significant enough that it must be
taken into account when determining how large models can be. In typical run conditions
in the HET, there is only around a three-inch “core flow” which the models must sit within
to avoid interactions with the wall boundary layer. The short test times in the HET limit
both the diagnostics which can be used, as well as overall model length. Diagnostics must
have a high enough response frequency that enough data points can be taken during the
test to generate a reasonable mean measurement. Time resolved measurements are even
more challenging due to the high frequencies of many flow features as well as the short test
times. The overall model lengths are also limited by the test time. In any impulse facility,
a certain amount of the test time must be discarded as the flow establishes itself over the
model. During this establishment time the flow will be unsteady, which may negatively
affect measurements. The amount of time it takes for the flow to achieve steadiness is
directly proportional to the length of the model. Thus, there is a maximum model length
beyond which steady flow would not be established during the test time. This is discussed
further in Section 2.1.1.
Selection of run conditions for this study was mainly carried out as part of the au-
thor’s Masters thesis [38]. A summary of that work is provided here for reference. When
run conditions were being designed for this study, an initial requirement was a to have as
high a Reynolds number as possible. This was done to increase the possibility of the flow
transitioning behind the planned vortex generators. Initial candidate conditions utilized an
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Figure 2.1: Sample x-t diagram for HET operation [78].
Figure 2.2: Sample pitot trace in the HET.
air test gas and helium accelerator gas. Shots were performed to characterize these test
conditions using pitot pressure measurements. All the conditions had large fluctuations in
the pitot pressure over the test time, also referred to as “freestream noise”, due to the higher
pressure in the driven section. In order to maintain the same Mach number condition and
eliminate noise, the only option is to lower both the driven and accelerator pressures. This
caused an associated decrease in the density and Reynolds number to below the desired val-
ues. A solution was found by replacing the helium accelerator gas with air. This increased
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Figure 2.3: HET facility.
the density and Reynolds number, but slightly decreased the Mach number. The decrease
was not drastic enough to discount the test condition, and it was denoted as Air-4. It has a
Reynolds number and test time which are on the high end of what is attainable in the tube
while maintaining a hypersonic Mach number over 5. The Air-5 condition was chosen in
order to have a high enthalpy, high Mach number condition. It has a much lower Reynolds
number and test time, but has a higher Mach number than the Air-4 condition. Theoretical
free stream conditions calculated using unsteady, one-dimensional gas dynamics are given
in Table 2.1. For more information on the design, operation, and verification of the HET,
refer to Dufrene et al. [32].
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Table 2.1: Theoretical parameters for HET test conditions.
Condition Air-4 Air-5
Mach number 5.12 7.45
Static temperature, K 676 642
Static pressure, kPa 8.13 0.77
Velocity, m/s 2664 3779
Density, kg/m3 0.042 0.004
Test time, µs 361 163
Unit Reynolds number, 1/m 3.42e6 0.5e6
Stagnation enthalpy, MJ/kg 4.08 7.65
2.1.1 Unsteadiness
In an impulse facility, the flow requires a set amount of time to relax to a steady state.
During this establishment time, the flow is denoted as “unsteady” and this may have no-
ticeable effects on the properties at the surface of the plate. The relaxation of a flow to a
steady state happens in two different regimes, the external, inviscid region, and the viscous,
boundary layer region. The inviscid region relaxes to steadiness quickly, within one flow
length of the model. The boundary layer relaxes more slowly due to the viscous processes
which dominate the flow in this region [42]. In a recent study by Marineau et al. [61] in
the T5 facility at Caltech, it was found that at their high enthalpy condition a steady state
was not achieved over the model. The result of this was that the heat flux measured in these
unsteady cases was higher than theory. This prompted an investigation into unsteadiness
in the HET. Gupta [42] performed an analysis on the time required for the boundary layer
to relax to steadiness on a flat plate in an expansion tube. Two different modes of expan-
sion tube operation were identified, the Mirels limit and the Blasius limit. In the Mirels
limit, the transmitted shock from the rupture of the secondary diaphragm and the contact
surface are so close together that the time between their arrivals goes to zero. In the Bla-
sius limit the transmitted shock and the contact surface are sufficiently far apart that the
time between them can be said to go to infinity. In all three run conditions used here it is
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reasonable to assume we are in the Blasius limit. In this regime, a steady boundary layer
is established over the flat plate during the time in which the accelerator gas is passing
over it. With the arrival of the contact surface, this boundary layer is washed away, and a
new boundary layer consisting of test gas must be formed. During this transition, there is
a finite amount of time when the boundary layer will consist of both accelerator and test
gas while it is simultaneously relaxing to a steady state. Gupta performed a series of nu-
merical calculations and determined that there was a critical value for the non-dimensional
parameter α after which steady boundary layer flow would be established in the test gas.
The non-dimensional parameter is defined as:
α =
L
uet
(2.1)
Where t is the time coordinate beginning with the arrival of the contact surface. Gupta
determined that at a value of α = 0.3 the boundary layer would have relaxed to a state
where it is completely composed of test gas and is steady. Since the external flow velocity
of the run conditions can be estimated using the inviscid perfect gas code, it is possible to
compute the theoretical time to reach steadiness at each thermocouple location along the
plate. When analyzing all flat plate and ramp data this time was taken into account, and heat
flux levels were only averaged after theoretical time to steadiness had passed. Figure 2.4
shows a representative heat transfer trace. The extent of the horizontal lines indicates the
applicable test times both with and without the correction to remove the establishment time
from the ideal test time. There is a resulting difference in the average heat transfer value
over the time considered. These sample data are also an indication of the degree of variation
in the heat flux due to signal oscillation during the test time.
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Figure 2.4: A representative heat transfer trace highlighting the effect of including a cor-
rection to remove the establishment time on the calculated mean heat transfer value.
2.2 Experimental models
Six different model geometries were used in this work: a flat plate, and five curved com-
pression ramps with differing surface equations. An entirely new mounting system was
designed in order to limit flow blockage as well as allow for models of sufficient length.
To accomplish this a new sting was required which would allow models to be top mounted
instead of rear mounted. The sting was designed such that it could use the same support
plate as the sting designed by Sharma so that the HET would not have to be retrofitted. The
height of the sting was designed such that the top of the tallest curved ramp model would
still be within the core flow of the facility. The new sting was also designed to have a hollow
center, as well as a feed through slot on the bottom so that wires could be fed out of the sting
without being exposed to the flow. The flat plate was designed first, and two criteria were
used. First, it had to be able to protect any wires from gages such that they would not be
exposed to the flow and could be fed through the sting. Second, the model should be easily
interchangeable so that different model geometries could be tested at a later date (since it
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was known that curved compression ramps would follow). As such it was decided to make
the plate out of three parts, a removable leading edge, the actual flat plate, and a mounting
tray. The leading edge is one inch long and was made removable so that the leading edge
geometry could be maintained between models to eliminate any inconsistencies between
datasets from different models. It was made out of A1 tool steel in case it was decided to
harden the leading edge at a later time. Mounting to the flat plate was accomplished by two
1/4-20 socket head bolts. The flat plate was designed to be 222 mm long and 63 mm wide,
giving the model a total length of 248 mm when the leading edge was installed. It was also
made such that a vortex generator array could be mounted at either 35 mm or 79 mm from
the leading edge. The mounting tray was designed to be the interface between the flat plate
and the sting. The tray is mounted to the sting using four 5/16-18 bolts. There are two
mounting locations for the sting on the tray to allow visualization of both the leading edge
and the rear portions of the model through the windows of the HET. The tray was initially
made 6.35 mm thick and attached to the sting with four 1/4-20 bolts. After approximately
50 shots this tray failed during a shot. It was decided to redesign the tray to be much more
sturdy, and as such it was re-designed to be 12.7 mm thick, and connect to the flat plate
using four 3/8-18 bolts. Some of the interior volume of the tray was also machined away in
order to make room for the 30 gage thermocouple wires to be fed through, and holes were
drilled through the tray at both sting mounting locations to allow the wires to pass through
the tray and into the sting. The flat plate with thermocouples, leading edge, tray, and sting
are shown in Figure 2.5a.
The compression ramp models were designed to mount into the same leading edge, tray,
and sting as the flat plate model both to reduce the number of parts which needed to be
machined and to make changing out models a quick procedure. Five different compression
ramp models were built. The first to be designed was Curved25. Two different design
criteria were used for this model. First, the model would start as a flat plate, with the cur-
vature starting 83 mm downstream of the leading edge. This corresponded to the distance
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to the rear of the second vortex generator array on the flat plate model. The curved ramp
was also made with slots for vortex generator mounting at both 35 and 79 mm. All other
models designed for this project incorporated the initial flat plate section and both vortex
generator slot features. The flat plate section allows the boundary layer to develop over the
model before encountering the geometry change, and ensures that the Reynolds number at
the vortex generators is consistent between the models. The radius of curvature was se-
lected using theoretical calculations of Goertler number (based on the method described by
Luca et al. [29]). Using this method, the Goertler number over Curved25 was calculated
to vary between 12 and 15. This magnitude was chosen based on the results of Ciolkosz
and Spina [19] who showed that in a compressible flow Goertler vortices were observed
between Goertler numbers of 6 and 13. Since increasing Mach number should have a stabi-
lizing effect on the flow, it was decided that the curved ramps should have Goertler numbers
on the high end of this range. This resulted in an overall turning angle of 25 degrees for
this model. Five thermocouple gages were mounted along the centerline of the model. Fig-
ure 2.5b shows the Curved25 model with thermocouples mounted in it.
The second curved ramp model, denoted as Curved16, was designed to recreate the ramp
used by Donovan et al. [30]. The flat plate section is followed by a curved segment with
a final turning angle of 16 degrees, followed by a linear ramp section. This model was
instrumented with 5 thermocouples along the centerline. Figure 2.5c shows Curved16.
The third curved compression model was designated as Curved10. This model was de-
signed to maintain the same constant curvature design of the first two models, while having
a much larger radius of curvature. This resulted in a lower final turning angle of 10.5 de-
grees. This model was instrumented with 10 thermocouples along its center axis.
The preceding curved models all have quadratic surface equations and constant radii of
curvature. It was decided that it would be beneficial to have a model with a drastically
different surface equation in order to better understand the effects of surface geometry on
the boundary layer. This led to the design of Cubic32. The only constraint on the surface
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equation was that it have zero angle at the origin and that its final height be within the core
flow of the facility. With these constraints in mind a cubic surface equation was created in
Excel, and a series of surface points were generated. These data were used to create the
surface in a solid modeling program, and the model was cut by a CNC machine. The cubic
surface equation introduces two interesting characteristics to the model. This model has
the highest overall final turning angle, 32 degrees, and has a variable radius of curvature.
It was instrumented with nine thermocouples along its center axis. Figure 2.5e shows the
Cubic32 model.
Due to the shortened test time in the Air-5 condition, it was not possible to establish
steady flow over the larger models in the Air-5 condition. Curved30 was designed as a
shorter model such that data could be taken . A much lower radius of curvature was used
for this model so that there would be a measurable increase in heat transfer over the shorter
distance. This model has a length of 129 mm and a width of 65 mm. It was also designed
with a small flat plate region behind the leading edge of 25.4 mm.
2.3 Vortex generators
As mentioned earlier in this section, each model is designed such that a strip of protuber-
ances could be mounted 35 mm or 79 mm behind the leading edge. Nondimensionalizing
these by the length of the flat plate section they become x/L = 0.42 and x/L = 0.95 for
the 35 mm and 79 mm locations respectively. All four were based on the work of Berry
et al. [8] in their work developing trips for the Hyper-X vehicle. The first roughness used
was a basic diamond shaped geometry with the points of the diamonds oriented in the
flow direction. The elements had a length, width, and height of 2 δ. The strip of vortex
generators consisted of 11 elements spaced evenly along the span of the model, giving a
separation of about two boundary layer thicknesses between elements. One element was
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Table 2.2: Diamond vortex generator parameters at x/L = 0.42.
Array h/δ Rek Reθ
3 element 1.5 4104 325
11 element 3.2 8687 325
Table 2.3: Diamond vortex generator parameters at x/L = 0.95.
Array h/δ Rek Reθ
3 element 1 4104 504
11 element 3.2 8687 504
located on the center of the model. A 3D model of the 11 element diamond vortex genera-
tor array mounted in the model can be seen in Figure 2.6a, and a detail 3D model of a single
diamond diamond element can be seen in Figure 2.6b. A second array of diamond vortex
generators was made which had only three elements placed along the span, in order to study
the effects of isolated roughness elements. These had a lower height, scaled to only a single
boundary layer thickness at the 0.95 location. Some parameters of interest for both vortex
generator arrays can be found in Tables 2.2 and 2.3. The other three roughness geometries
were all variations of triangles. Designs for these three trips were based off of trips 2a,
2b, and 2c from the work of Berry et al., and were designated with these same labels in
this work. The only difference between these trip designs and the ones used by Berry were
the roughness elements for this work were scaled by 2 δ rather than just δ. Sketches of
the triangle roughness geometries are shown in Figure 2.7. It should be noted that these
represent an individual roughness, while a strip of roughness elements was installed in the
models. Images of the actual roughness element strips can be seen in Figures 2.8, 2.9, and
2.10.
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(a) Flat plate (b) Curved25
(c) Curved16 (d) Curved10
(e) Cubic32 (f) Curved30
Figure 2.5: Full suite of experimental models.
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(a) (b)
Figure 2.6: (a) 3D model of the vortex generator strip mounted in the flat plate. (b) Zoomed
in 3D model of a single vortex generator element.
(a) (b) (c)
Figure 2.7: (a) Roughness 2a (b) Roughness 2b (c) Roughness 2c.
Figure 2.8: Triangle roughness 2a.
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Figure 2.9: Triangle roughness 2b.
Figure 2.10: Triangle roughness 2c.
Table 2.4: Model specifications.
Model Radius of curvature (mm) Turning angle (degrees) Length of curvature (mm)
Flat plate - 0 0
Linear10 - 10.5 0
Curved10 908 10.5 165
Curved16 350 16 100
Curved25 330 25 140
Curved30 113 30 57
Cubic32 - 32 165
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2.4 Thermocouple gages
Surface mounted thermocouples are very common sensors used for the measurement of
the surface temperature histories in impulse facilities. Thermocouples operate using the
Seebeck effect, which states that when two dissimilar metals are joined there is a measur-
able voltage difference between the two wires which changes with temperature [50]. The
change in temperature of the thermocouple junction over the test time can be recorded, and
later post-processed to determine the heat transfer. One of the most basic and widely used
thermocouple designs is two wires with different composition joined together using either
a simple solder or a weld. While these types of thermocouples are extremely robust and
easy to manufacture, they suffer from slow response times and the inability to be surface
mounted. Due to the short test times in impulse facilities as well as the desire to get surface
data, it is necessary to develop new thermocouple designs to overcome these problems.
Since the early 1950’s, many impulse facilities have utilized coaxial wire thermocouples.
These gages are constructed out of a thin tube of one electrode material, and a solid wire of
the second electrode material. The solid wire is drawn through the tubular electrode, and
insulated from it by a thin layer of insulator. The gage is then installed in a model such
that the surface of the gage is parallel with the surface of the model. The top of the gage is
sanded, and strands of the metal from the inner electrode are brought into contact with the
outer electrode, creating the thermocouple junction [49]
Kidd [48] presents a detailed survey of the coaxial thermocouples used at Arnold Air
Force Base, as well as many other facilities. Some issues associated with the coaxial gages
are quantified. The two major conclusions from this study were that coaxial thermocouples
can be utilized at test times much longer than the semi-infinite body assumption would
allow, and also that the gage length does not need to be equal to the model wall thickness.
In a later study, Kidd et al. [49] investigated the effects of extraneous voltages caused by
electrical connections between the model and the gage, and found that care must be taken
to minimize the effects of such contact.
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The type of thermocouple used for this study was originally designed at Caltech for use
in the T5 reflected shock tube facility. Sanderson [73] originally developed this design in
order to avoid fragility issues associated with thin film gages, and other issues with the
more generally used coaxial wire thermocouples. The thermocouples are coaxial, 2.4 mm
in diameter, type E (Constantan-Chromel), and mount flush with the surface of a model.
Due to the short test times in the HET, it can be assumed that the surface of the model
is isothermal (at 300 K). This assumption helps simplify the analysis of the thermocouple
data. The two coaxial elements are designed such that an extremely thin junction (on the
order of 1 µm) is formed at the surface. This results in a response time on the order of 1µs.
The response time and accuracy of the gages have been found to be strongly dependent on
the junction geometry [60]. Additionally, Sanderson found that extraneous voltages pro-
duced from contact between the gage and the model were negligible with the new design.
These thermocouples have been applied to other experiments in the T5 facility [27, 69, 87].
The implementation and verification of these gages in the HET were undertaken by the
author as part of his Masters thesis. More information on their development and use can be
found in the author’s previous work [38, 37].
For use in the HET, the thermocouples are initially assembled from their component
parts in house. Then, a 3 foot section of wire is soldered to each electrode to get the signal
from the thermocouple to the test section feed through. The signal is fed out of the HET test
section through a 42 pin KF50 flanged feed through from Kurt J. Lesker. On the vacuum
side the thermocouple wires are soldered to individual female D-sub connector pins. On
the air side, a custom cable utilizing a large MIL-C spec bayonet connector is connected to
the feed through. The other end of this cable connects to a large D-SUB plug. The com-
plementary plug is attached to the inputs of a differential amplifier circuit mounted exterior
to the test section. The circuit consists of 2 stages of gain, both using an OP27 low noise
op amp. The first stage is set as a differential amplifier with a gain of 33, while the second
stage is a basic non-inverting amplifier with a gain of 33. The two stages combine to give
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an overall gain of 1000. Due to the fact that all resistors have an inherent deviation from
their intended resistance, the theoretical gain of the circuit will not be equal to the actual
gain. As such it was necessary to measure the gain of each channel individually so that
the correct gain number would be used when deconvolving the temperature signal. The
gain of each channel was calculated by inputting a low amplitude sine wave signal whose
frequency was similar to that of the changes in temperature during a shot. This frequency
matching was important to ensure that there was no gain distortion at higher frequencies.
Since the amplifier was set to have such a high gain it was necessary to measure each
channel’s stages individually in order to avoid saturation. It was assumed that there were
no losses in the connections between the two amplifiers so that the total channel gain was
recovered by multiplying the gains of the individual stages together. The circuit diagram
can be seen in Figure 2.11a. Individual calibration of thermocouples is not necessary, since
the temperature response of all common thermocouple types is well known. The NIST
thermocouple reference tables were used to convert from voltage to temperature [24].
Davis [27] identified two main sources of uncertainty for the thermocouple gages.
(a) (b)
Figure 2.11: (a) Circuit diagram (b) circuit box for thermocouples.
Firstly, there is error in the voltage-to-temperature conversion due to uncertainty in the
NIST temperature conversion tables. Davis reports this to be 1.7% in the temperature
change, which corresponds directly to a 1.7% error in the heat flux. Secondly, uncertainty
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in the thermal properties of the thermocouple materials was determined by Davis to be 8%,
which corresponds to an 8% uncertainty in the heat transfer. The uncertainty due to heat
transfer fluctuations over the averaging window was taken into account by calculating a
95% confidence interval for each data point, Equation 2.2, where ε is the absolute uncer-
tainty, σ is the standard deviation, and n is the number of samples. The total uncertainty
was calculated by summing the squares of the error percentage, and then taking the square
root of this sum. Each data point had a total uncertainty (combining the temperature con-
version, material property, and fluctuation uncertainties) of less than 12%.
ε =
1.96σ√
n
(2.2)
2.4.1 Heat flux deconvolution
Two methods were investigated to deconvolve the heat flux from the gages, both of which
assumed that the gage or substrate can be modeled as a semi-infinite body during the test
time. Due to this assumption, the heat flux into the surface can be modeled using the one
dimensional heat equation, Equation 2.3.
q˙(t) = −k∇T (2.3)
Where q˙(t) is the heat flux, k is the thermal conductivity, and T is the temperature. A
solution to this equation was derived by Schultz and Jones, Equation 2.4 [77]. In order to
solve this problem numerically, it is useful to use the discretized form, seen in Equation 2.5
(where the signal consists of n+ 1 measurements).
q˙(t) =
√
ρck
pi
t∫
0
dT (τ)
dτ
dτ√
t− τ (2.4)
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q˙n =
√
ρck
pi
n∑
i=1
Ti − Ti−1√
tn − ti +√tn − ti−1 (2.5)
where ρ and c are the density and specific heat of the material. The second method was
introduced by Sanderson [73]. In this method the change in temperature of the thermo-
couple junction over the test time is represented by a convolution integral, Equation 2.6,
where ∆T is the change in temperature and g(x, t) is the impulse function. This is given
by Equation 2.7, where α is the thermal diffusivity and x is the junction depth.
∆T (x, t) =
t∫
0
g(x, t− τ)q˙(τ)dτ (2.6)
g(x, t) =
∂∆T (x, t)
∂t
=
√
α
pik2t
exp
−x2
4αt
(2.7)
By taking the Fourier transform of Equation 2.6, it is possible to solve for the heat flux
using Equation 2.8, where Sn and Gn are the Fourier transforms of the temperature signal
and the impulse function respectively.
q˙n = FFT
−1
[
Sn
Gn
]
(2.8)
Before the heat transfer is calculated, a low-pass, 4th order Butterworth filter is applied to
the temperature signal. The cut-off was set to 20 kHz, as previous reports have shown that
the gages carry little to no information about the heat flux above this frequency [73, 27, 69].
Comparison of the heat flux calculated using both these methods showed that the spec-
tral deconvolution method resulted in a less noisy signal, in agreement with the results of
Sanderson, and was chosen for use in this study [73]. It should be noted that Sanderson’s
method of spectral deconvolution is specific to the thermocouples of his design.
25
2.5 Pressure sensitive paint
Pressure sensitive paints (PSPs) operate through the oxygen quenching of a luminescent
molecule. When a luminescent molecule absorbs a photon, it transitions to an excited sin-
glet energy state. The molecule then typically recovers to the ground state by the emission
of a photon of longer wavelength. In some cases oxygen can interact with the molecule
such that the transition to the ground state is non-radiative. The rate at which these two
processes compete is dependent on the partial pressure of oxygen, and thus the output in-
tensity of the paint (assuming a uniform light source) is proportional to the static pressure
of the air test gas. The paint is applied to the surface of the model, and conventional imag-
ing techniques are used to record the intensity distribution during the test time. A long-pass
filter is used to isolate the paint luminescence from the illumination. One issue with PSP
is that the luminescence of the paint is not only a function of pressure. Factors such as
paint thickness, uneven illumination, concentration of the luminescent molecule, and non-
uniformities on the imaging CCD can all result in fluctuations in the recorded intensity. To
minimize these effects, a ratio is taken between the image taken during the test time and
an image taken with no flow over the model at a known pressure. These are designated the
“wind-on” and “wind-off” images respectively.
Typical paint formulations are a mixture of the luminescent molecule and a polymer
binder which is used to bond the PSP to the model. The response time of the paint is de-
pendent on the rate at which the oxygen molecules can permeate the binder before they
can quench the luminescent molecules. Response times for typical polymer binder PSPs
are a few tenths of a second. When compared to the typical test times in impulse facilities
capable of high velocity, high enthalpy flows such as expansion tubes (hundreds of mi-
croseconds) or reflected shock tunnels (a few milliseconds), it is obvious that these paints
are grossly inadequate for capturing any of the flow structures.
The response time of a given PSP is a function of the diffusion coefficient of the polymer
binder and the thickness of the paint layer. The relationship between response time τdiff ,
26
diffusion coefficient Dm, and paint thickness h is typically given as:
τdiff ∼ h
2
Dm
(2.9)
Obviously, decreasing the paint thickness will reduce the response time, but the signal in-
tensity also decreases. Another method to increase the speed of oxygen permeation is the
use of porous binders. The advantage of a porous binder is that the oxygen has much eas-
ier access to the luminescent molecules, allowing the quenching to occur much faster. In
addition, the effective surface area of a porous binder is much larger than the non-porous
counterpart, resulting in higher radiative intensity. One downside of these binders is that
since the oxygen has such easy access to the luminescent molecules, too much quenching
can result, so that at higher pressures the signal is low. It has been found that these paints
are well suited for use in facilities where the static pressure is below around 20 kPa.
Development of “fast” PSP’s with porous binders has been the subject of much research.
The ability to create a paint with good signal-to-noise with microsecond response time
would be extremely useful not only for short duration facilities like the HET, but also to
unsteady flows whose characteristic time scales are on the order of microseconds [22]. To
date, three types of fast PSP have been developed: anodized aluminum (AA) PSP, thin-layer
chromatography (TLC) PSP, and polymer/ceramic PSP. AA PSP was originally developed
by Asai [3] for application to cryogenic wind tunnels. AA PSP is created by anodizing
an aluminum model to create a consistent honeycomb structure across the surface of the
model. After this is done the luminophore can be adsorbed onto the surface of the model
to create the PSP. Asai’s method was further improved by Sakaue and Sullivan [72]. In this
study, the response of AA PSP was compared to both TLC and polymer/ceramic PSP. They
found that the best response time was given by the AA PSP, 34.8 µs. The TLC was on the
same order as the AA (65.1 µs), and the polymer/ceramic was around 345 µs. The number
for the polymer/ceramic is actually much higher than what is attainable with this type, as
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the paint was not optimized. One benefit of the AA PSP is that the thickness can be directly
controlled by varying the anodization time of the model. This allows for much more direct
control over the response time. Conversely, the authors of that study were unable to vary
the thickness of the TLC PSP, which resulted in much less control over the paint. TLC PSP
was first developed by Baron et al. [5] In this method, the luminophore is adsorbed onto the
surface of a thin-layer chromatography sheet which can be purchased commercially. Baron
et al. were able to get response times below 25 µs with their TLC PSP, and it was theorized
that response times as low as 10 µs could be achieved. The drawbacks to this type of PSP
are that is can only be applied to a flat plate, it does not have a large dynamic range, and
it is brittle compared to the other two types (making it a poor choice for use in impulse
facilities).
For this project, work was done implementing a PtTFPP porous polymer paint from In-
novative Scientific Solutions Inc. (ISSI). This paint combines the properties of porous PSP
with more traditional PSP to obtain fast response, while maintaining good signal at higher
pressures. A coating containing luminescent molecules with a short lifetime is typically
applied onto the polymer/ceramic paint in order to make the complete PSP. These types of
PSPs have been used in previous studies, which were able to measure pressure fluctuations
of up to 20 kHz [41]. For a much more in depth review of the development and theory
behind fast response PSPs, see Gregory, et al [41].
Since the PSP used in this work has an absorption peak near 532 nm, a frequency dou-
bled Nd:YAG New Wave Research Gemini 15 laser was used for illumination. This gave
the added benefit of 90 mJ/pulse illumination intensity which resulted in higher PSP signal
levels. The laser was mounted on the optical table next to the test section, and a series of
laser line mirrors were used to redirect the beam such that it entered the test section through
the top window. Since a laser produces a small beam of coherent light, it was necessary to
use an optical diffuser set up in order to get diffuse light over the entire model. The optical
diffuser consisted of a negative lens, and an opaque ground glass plate. The negative lens
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Figure 2.12: Sketch of the PSP setup in the HET.
was placed in the beam path first to slightly widen the beam to reduce the power density
down to a level where it would not burn the ground glass plate. The plate served to break
up the coherence of the beam and further spread it over the model. Imaging was done using
a PCO 1600 CCD camera mounted such that it imaged through the top window of the test
section. A sketch of the PSP setup is shown in Figure 2.12.
There are two different methods of collecting PSP data: radiometric and lifetime. In the
radiometric method the camera image acquisition is triggered simultaneously with the laser
pulse, and the exposure time is long enough that a good signal level is attained. For this
method the camera averages over the entire duration of the paint’s luminescence. The ratio
of this “wind-on” image is taken with a “wind-off” image (where there is no flow over the
model) at a known pressure. This ratio should eliminate most of the effects of non-uniform
lighting and paint thickness. In the lifetime method, the laser pulse again occurs during the
test time, however the camera is operated in double shutter mode. The first image is taken
with a specified exposure time which is less than the total emission time of the paint. After
the first exposure the process of reading out this image begins and, after a small delay (∼
180 ns), the second image recording begins, recording the tail end of the paint’s emission.
Then, the ratio is taken between the two images acquired during the test time. This method
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works because the first few microseconds of the emission from the luminescent molecule
has a higher pressure dependence than the tail end of the emission. Thus, it is possible to
build a calibration using the ratio of the two images at varying pressures. The advantage
of this method is that any issues with changing model location, or variations in illumina-
tion intensity are eliminated since the images are taken during the same light pulse, within
nanoseconds of each other. The limitation of this technique is that with current double-
framing camera technology (specifically the PCO 1600 used for this work) the exposure of
the second frame cannot be controlled, and can vary from 22 - 208 ms. Even though test
times in the HET are on the order of hundreds of microseconds, the long exposure of the
second frame was not believed to be a problem since the radiative lifetime of the paint is
only a few microseconds. Thus, for most of the second exposure, the camera would only
be recording background. Unfortunately, when initial experiments were run in the HET
with the camera in double shutter mode it was discovered that the arrival of the driver gas
in the test section results in significant natural luminescence in the gas. Even though the
intensity of this luminescence is much lower than the laser intensity, it is still enough to
completely saturate the second image during its exposure time. The issue was solved using
a second camera and an image splitter cube. The cube transmits 50% of light in the visible
range vertically, and reflects the other 50% at a 90 degree angle. This allows two seper-
ate cameras to image the same area. For the lifetime measurement, the cameras must be
precisely aligned such that minimal image adjustment is needed to bring them into perfect
alignment. This perfect alignment is crucial to obtaining valid data, since when unaligned
images are divided there can be large, non-physical fluctuations in intensity ratio. Once the
two cameras are aligned, one is set to trigger for the first few microseconds of emission,
while the second is set to expose for the emission tail. These two images are divided in
order to generate the intensity ratio image.
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2.5.1 Calibration issues
Calibration of the PSP for this study was carried out in situ in the HET. Since the HET
must be bought down to a low vacuum in order to run a shot, it was trivial to pause the
pump down procedure at multiple different pressures and take calibration images. Initial
PSP data were taken with the radiometric method for simplicity. These results seemed
to indicate an issue with the paint calibration. In particular, pressure distributions over
undisturbed compression ramps did not match the predictions generated using a method of
characteristics code. It was decided to switch to the lifetime method in the hopes that the
issues were due to pulse-to-pulse variability in the laser illumination. These tests produced
significantly different results than when the radiometric method was used and still did not
match the prediction of pressure. Even when the same shot was processed using both the
radiometric and lifetime methods, the results did not agree.
After further investigation it was determined that the issue did not stem from calibration,
but rather from the uneven lighting provided by the laser source. Initially, uniformity of
illumination was checked only by eye. This proved to be ineffective as intensity limit
settings on the imaging software made it difficult to discern relatively large fluctuations in
intensity over the models. By careful manipulation of the laser source and dispersion optics,
it was possible to reduce the fluctuations in intensity over the model. When the data were
retaken with the corrected light source and processed using the radiometric method, it was
found to agree very well with the theoretical predictions of the method of characteristics.
Figure 2.13 shows streamwise pressure slices taken using both methods before the lighting
issue was corrected (in blue and red) and data taken using the radiometric method after the
correction of the light source non-uniformity (in gold).
31
Figure 2.13: Plots of streamwise pressure taken over the Curved16 model. The blue and
red lines are data processed with the lifetime and radiometric methods (respectively) before
the issue of uneven lighting was corrected. The orange line shows data taken using the
radiometric method after the lighting issue was discovered and corrected. The corrected
data agree extremely well with the black line, which is a prediction generated using the
method of characteristics.
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2.6 Schlieren imaging
Schlieren imaging was used to interrogate the flowfield around the models both to mea-
sure visual boundary-layer growth and to check for any anomalies. The schlieren setup
was a modified z-type, with the modification being a small turning mirror right before the
camera. This was necessary due to size constraints of both the room and the optical table.
White light was generated using a Xenon nanopulser spark gap. This light source uses an
electrical breakdown in air in order to generate a high intensity light burst with a pulse
width of around 20 ns. This short light pulse set the effective exposure of the image, since
the minimum camera shutter was 500 ns. This gives the added benefit of “freezing” the
flow, since a fluid particle in the Air-4 condition would only travel about 0.05 mm during
the light pulse. The system was triggered using a PCB 113A26 pressure transducer. This
transducer was wall mounted in the driven section and was triggered by the initial shock.
It should be noted that this is a different triggering set up to that typically used in the HET.
For most shots, the schlieren system is triggered using a 113A26 transducer mounted as a
pitot probe in the test section. As such, the trigger level can be set high enough that only
a very short delay is necessary, and there is very high confidence that the picture is taken
during the test time. For the models used in these experiments it was impossible to mount
a pitot probe inside the test section. The only other option for a shock based triggering
mechanism were the wave speed transducers mounted in the driven section. Due to the fact
that these transducers are mounted significantly upstream of the test section, there is much
more uncertainty in the time between shock arrival at the wave speed transducer and the
arrival of the test gas in the test section. When characterizing the run condition, data were
taken with both wave speed transducers and the pitot probe. The pitot probe was used to
exactly determine the start of the test time, and then the time between the shock arrival at
the wavespeed transducer and the start of the test time was calculated. After multiple shots
the average delay between shock arrival at the wavespeed transducer and the start of the test
time was found to be 1.556 ms with a max deviation of around 20 µs. With this information
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the delay on the system could be set such that the image was taken during the test time.
The light from the spark gap was collimated using a 4 inch, f10 mirror. The collimated
light beam was then passed through the test section. After exiting the text section the light
was then turned and focused using another 4 inch f10 mirror. The focused light was then
turned again using a 2 inch turning mirror. Finally the light was focused on a razor blade
which acts as the schlieren cutoff. The camera used to capture the images was a PCO 1600
CCD camera with a Nikon zoom lens attached to it. Images were recorded on a PC using
the CamWare software provided by PCO. A sketch of the schlieren set up with an example
light beam going through the test section can be seen in Figure 2.14.
In order to determine the response of the boundary layer to the surface curvature, a pro-
Figure 2.14: Sketch of schlieren set up.
cess to measure the visual boundary-layer thickness from the schlieren images was devel-
oped. The images show a distinct white line near the surface of the model, which is caused
by the large change in density in the boundary layer. The edge of this white line corre-
sponds with the edge of the density (and therefore thermal) boundary layer. Baird et al. [4]
investigated the relationship between the thermal and velocity boundary layers at different
enthalpies for hypersonic flow. They found that at low enthalpies (∼2 MJ/kg) the thermal
boundary layer was slightly larger than the velocity boundary layer (δu/δT ≈ 0.75). At
higher enthalpies of 14-21 MJ/kg the velocity boundary layer was thicker than the thermal
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boundary layer (δu/δT ≈ 1.25). They tested two intermediate enthalpy cases (∼3 MJ/kg),
one each with high and low densities. The high density results agreed with the low enthalpy
data, while the low density results agreed with the high enthalpy data. While this suggests
a strong dependence on density, the results were not investigated further. Though this study
does not give a definitive answer as to how the thermal and velocity boundary layers re-
late to one another, it gives us confidence that the thicknesses measured from the schlieren
images are within 25% of the true boundary-layer thickness. Each image was loaded into
MATLAB, and the built-in edge detection algorithm was used to determine both the edge
of the visual boundary layer and the location of the surface in the coordinate system of the
image. The edge detection algorithm measures the derivative of the image intensity, and
compares it to a threshold value. If the measurement exceeds the threshold, the pixel is
marked as an edge. The effect of changing this threshold on the boundary layer thickness
measurement was investigated, and found to be negligable. The locations of the surface
and boundary-layer edge were then stored as vectors. An in-house code was then used to
determine the shortest distance between the surface vector and the boundary-layer vector
at each downstream location. This distance necessarily lies along a vector perpendicular to
the surface of the model, and is referred to in the work as the visual boundary-layer thick-
ness.
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CHAPTER 3
LAMINAR BOUNDARY LAYERS
3.1 Introduction
Concave surface curvature can introduce significant distortion to compressible boundary-
layer flows due to multiple, potentially coupled, effects including an adverse pressure
gradient, bulk flow compression, and possible centrifugal instabilities (see for example
White [85], Saric [74], and Smits and Dussauge [81]). Solution strategies for the compress-
ible boundary-layer equations in the presence of a pressure gradient have been investigated
by numerous researchers, and approximate methods have been developed that can provide
insight into the dominant mechanisms. Only a few of these methods treat heat transfer
effects.
One such approximate method for boundary-layer calculations was developed by Cohen
and Reshotko [21]. Stewartson’s transformation was applied to the compressible boundary-
layer equations and unity Prandtl number, linear viscosity-temperature relationship, and an
isothermal surface were assumed. Thwaites [84] correlation was used to develop an ap-
proximate solution method [20]. In the case of a favorable pressure gradient, agreement
was within 2% of predictions based on a perturbation method [57], however for an adverse
pressure gradient with an insulated wall, significant departure from perturbation theory
was observed for predictions of skin friction and heat transfer. As noted by the authors,
this departure appears consistent with the limitations of small-pressure gradient perturba-
tion theory applied to a highly-distorted flow, where their more general formulation may
be more reliable. No comparison with experimental data was reported.
36
The effects of self-induced pressure gradients due to viscous interaction for compress-
ible, flat-plate boundary layers were examined by Li and Nagamatsu [56]. They arrived
at their approach after determining that the compressible pressure gradient parameter can
be related to the incompressible form, assuming the flow is hypersonic (implying a small
change in fluid velocity across the shock) and isentropic. This method was extended to
include surface curvature by Bertram and Feller [11]. Reasonable agreement was obtained
between computed results and experimental heat flux data for a favorable pressure gradi-
ent over a blunted flat plate. The Bertram and Feller method was modified by Crawford
to accommodate a more general pressure profile [23]. Theoretical results were compared
with experimental data for concave and convex shapes with a blunt leading edge. Good
agreement was observed between theory and experiment, though the theory slightly over
predicted heat flux in most cases. Though the available data set contained regions with
strong adverse pressure gradients, predictions were only generated for favorable pressure
gradient data.
In a study of heat transfer over blunted bodies with favorable pressure gradients, Lees
identified that at hypersonic flight conditions the gas density near the surface is much
higher than outside the boundary layer, and as a consequence the velocity and enthalpy
profiles near the surface are much less sensitive to the pressure gradient than to the lo-
cal pressure, leading to “local similarly” [53]. Combining the local flat plate similarity
theory of Lees [53] with the Newton-Busemann pressure approximation, Cheng [16] de-
veloped a theoretical model to predict boundary-layer quantities on blunted flat plates at
an angle of attack in hypersonic flow. This method was extended to curved surfaces by
Stollery [82]. He found that the use of the Newton-Busemann pressure law caused large
scale, non-physical oscillations in the pressure predictions, but these could be mitigated
by substitution of the tangent-wedge pressure approximation. With the modified Cheng
method, Stollery obtained good agreement between predictions and pressure measurements
over a cubic concave ramp in a hypersonic gun tunnel. This method was again tested by
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Mohammadian [64] and compared with schlieren, surface pressure, and heat transfer data
for a Mach 12.25 flow over a cubic ramp with cold wall. Near the leading edge, the modi-
fied Cheng method predictions agreed closely with heat transfer measurements, but by four
inches downstream of the leading edge, in the region of larger turning angles (18 degrees),
the two diverged rapidly, with the theoretical model far over-predicting the experimental
heat flux. In the presence of the strong adverse pressure gradient, Mohammedian proposed
that the assumption of local flat plate similarity may fail and strong normal pressure gradi-
ents may exist.
The discrepancies in the predictions of heat transfer using approximate methods for
boundary layers subjected to strong distortions due to adverse pressure gradients, and the
sparsity of experimental data in these same flows, motivated the present study. We focus
on hypervelocity flows where thermochemical processes may have a significant impact on
boundary-layer structure and stability, as previously demonstrated predominantly for flat
plate boundary layers. For example, thermochemical equilibrium and nonequilibrium have
been shown to affect boundary-layer stability through modifications both to the mean flow
and to the frequency and amplitude of growth rates [59, 83, 47]. Numerical predictions of
surface heat flux at hypervelocity conditions are challenged by the accuracy with which gas
and surface reaction rates are known, see for example Park [68] and Miller et al. [63].
Destabilization of a compressible boundary layer over a concave surface has also been
demonstrated to augment the heat flux and skin friction significantly in turbulent boundary-
layer flows. Experiments by Donovan [30] in a Mach 2.9 turbulent flow, showed the abso-
lute wall shear stress increased by about 125% and the skin friction by about 77% over a
concave wall. When compared to a previous study [80] of a flat plate boundary layer with
the same pressure gradient imposed, the turbulence levels and skin friction were amplified
by an additional 60-70% due to the curvature. Experimental measurements indicated that
the observed augmentation was not only due to the streamline curvature, adverse pressure
gradients and bulk compression, but these effects were coupled with strong amplification
38
of the turbulent stresses. Fernando and Smits [36] investigated a flat plate with an imposed
pressure gradient equal to that over a curved ramp. Significant differences in the velocity
profiles and Reynolds stresses were measured, and an increase in the wall friction of 17%
for the curved surface was reported. Ekoto et al. [34] studied the response of a turbulent
boundary layer in a Mach 2.86 flow to favorable and combined pressure gradients caused
by surface curvature. Local mechanical distortions in the form of two types of patterned
roughness on the wall were also introduced and quantitive characterization of the interac-
tion between turbulent flow structures and associated production mechanisms were carried
out for the different combinations of local and global distortions.
Over concave surfaces, it is possible to excite a second mode instability due to centrifugal
effects. This instability manifests as streamwise-oriented counterrotating vortices known
as Goertler vortices. The theoretical foundation for Goertler vortices was set by Rayleigh,
in his condition for inviscid axisymmetric instabilities. For a circular geometry, there will
be an instability if at any point in the flow the condition dΓ2/dr < 0 is satisfied, where
Γ = |rV | (r being the radius vector and V being the velocity vector). This means that the
pressure gradient is unable to contain the angular momentum of a particle which is being
displaced outwardly by the curvature, and is known as the Rayleigh circulation criterion.
Goertler was able to show that this criterion applied to boundary-layer flows over concave
walls. Far from the wall, at the center of curvature the product |rV | will be zero, since at
that point r = 0. Additionally, at the wall, due to the no-slip condition, V = 0 and so
|rV | = 0. In the freestream of the flow, away from the center of curvature, the velocity
will be equal to U∞ and r will be non-zero. Therefore, there must, at some point between
r = 0 and the wall, be a maximum, positive value of |rV |, which leads to the conclusion
that there must be a region where d|rV |/dr < 0, and so Rayleigh’s circulation criterion is
satisfied and the flow must be unstable. This instability manifests as a system of streamwise
vortices which are both stationary and counter rotating [74]. A non-dimensional number
(known as the Goertler number) is typically used to determine if a flow is susceptible to this
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instability. Equation 3.1 defines Goertler number where Reθ is the momentum-thickness
Reynolds number, θ is the momentum thickness, and R is the radius of curvature.
G = Reθ
√
θ
R
(3.1)
Goertler vortices were first identified in incompressible flows, and an extensive review of
the theory of incompressible Goertler vortices can be found in Saric [74]. Research into
the formation of Goertler vortices at hypersonic Mach numbers has been conducted since
at least the late 1970’s. Kobayashi and Kohama [52] looked at numerical solutions to the
perturbation equations for an insulated wall to determine whether specific quantities had
a stabilizing or destabilizing effect. Increases in Mach number, and increases in the ef-
fective viscosity were found to have a stabilizing effect on the flow field, while a positive
density gradient was found to be destabilizing. They were able to produce multiple neutral
stability curves at different Mach numbers. These curves are a plot of Goertler number
versus wavenumber, and the stability curve represents the point where the flow transitions
from stable to unstable. The perturbation equations were again investigated by El Hady
and Verma [35], this time for a flow over an adiabatic wall. They also found that increasing
the Mach number increased the critical Goertler number at which the vortices would form,
and accounting for the boundary-layer growth would affect the neutral stability curve. Ad-
ditionally, their results revealed that the growth rate of the vortices was more susceptible
to small fluctuations in Goertler number at higher Mach numbers. Neutral stability curves
were generated for multiple Mach numbers. These results were later called into question
by Fu and Hall [43]. In this study, asymptotic methods were used to investigate the forma-
tion of Goertler vortices. The results indicated that there were two separate layers where
Goertler vortices could form. Larger wavelength vortices form in the wall layer, while
smaller wavelength vortices form in the temperature adjustment layer. This is the region
near the edge of the boundary layer where the temperature undergoes its adjustment to
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the free stream value. In this study, wall cooling was found to have very little effect on
the formation or growth of Goertler vortices. The disagreement of these authors with the
work of El Hady and Verma stems from the neutral stability curve. The previous work had
calculated “universal” neutral stability curves which did not depend on the initial condi-
tions of the flow. Fu and Hall argued that their calculations indicated the neutral stability
curve is directly linked to the initial conditions of the flow, and therefore it was not pos-
sible to develop a “universal” neutral stability curve. Spall and Malik conducted another
numerical investigation of Goertler vortices in compressible flows, concentrating on O(1)
wavelengths. They found that small fluctuations in both velocity and temperature can lead
to the development of Goertler vortices. The effect of compressibility was found to be
stabilizing, while adverse pressure gradients, and wall cooling were found to have a desta-
bilizing effect. Similar to Fu and Hall, they identified two different layers where vortices
could form. They found that for adiabatic walls the vortices formed in a small layer near
the edge of the boundary layer, while for cooled walls the vortices formed over the entire
height of the boundary layer. Numerical calculations of the large Goertler number limit
were performed by Dando [25]. He also looked at the limits of large Mach number and
large wavenumber. His main result was to identify two different modes of Goertler vortex
formation. These modes corresponded to the two different layers seen by Fu and Hall, with
one near the wall, and the other contained within the temperature adjustment layer located
near the edge of the boundary layer. Real gas effects on Goertler vortices were studied
numerically by Fu, Hall and Blackaby [39]. They found that for vortices located in the
temperature adjustment layer, dissociation had a destabilizing effect, while for those in the
wall layer the effect could be either stabilizing or destabilizing. Bogolepov [13] performed
simulations of large wavelength vortices which indicated that changes in Prandtl number
had very little effect on the formation or growth of Goertler vortices in hypersonic bound-
ary layers. Li, et al [54] ran simulations to characterize the formation of Goertler vortices
in the nozzle of the BAM6QT tunnel at Purdue, as well as over a flared cone model in the
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same facility. They found that the strongest amplification occurred for vortices with a wave-
length of 7.6 mm in the nozzle. The vortices were found to have a mushroom like structure
as they propagated downstream, similar to the structure seen in vortices imposed through
the use of vortex generators. Due to the inflections in velocity profile due to the Goertler
vortices, it is possible for strong second mode instabilities to form with the Goertler vor-
tices. In the BAM6QT over the flared cone, the 53 kHz instability was found to be the
strongest. These second mode instabilities result in sinusoidal oscillations in the Goertler
vortices, and eventually lead to the vortices breaking down and transitioning to turbulence.
de Luca et al. [29] experimentally observed Goertler vortices in a Mach 7 flow. They used
IR imaging and a curved surface which was coated in NORCOAT in order to measure the
heat flux at the surface of the model. Images of temperature fluctuation were used as flow
visualization in order to identify the Goertler vortices, while measurements of heat flux
were used to determine the quantitative effect of the vortices. Fluctuations in heat transfer
of 20-30% with respect to the mean were attributed to the vortices. Another experimental
study conducted by Ciolkosz and Spina [19] looked at the formation of Goertler vortices
over curved surfaces at low supersonic Mach numbers. Lamp black visualization was used
to identify the vortices, and vortex wavelength was measured to be 0.18 to 0.22 mm. They
also state that the wavelength of the vortices is not expected to vary with fluctuations in
Mach number, Goertler number, or radius of curvature of the model. In addition to exper-
iments over curved surfaces, Goertler vortices have been observed on nozzle walls [7, 6],
as well as in double wedge flows [28, 67]. For the double wedge flows, the streamline cur-
vature needed to promote Goertler vortex formation is due to the inability for the flow to
navigate a discontinuous turn (which results in the seperation zone on the double wedge).
The flow outside of the seperation zone experiences streamline curvature as it passes over
the seperation zone which can lead to the formation of Goertler vortices.
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(a) (b)
Figure 3.1: Schlieren images and measured visual boundary-layer thickness (δ) over a) flat
plate b) Curved30.
3.2 Visual boundary-layer thickness measurements
The visual boundary-layer thickness developing over the initial flat plate portion of the
models is shown in Figure 3.1a. The measured thickness is in reasonable agreement with a
√
x scaling, as expected for laminar boundary layers outside the viscous interaction region.
For the Curved30 model, it is possible to visualize both the initial flat plate section, as well
as most of the model curvature, Figure 3.1b. The boundary layer initially grows over the
flat plate portion of the model, then just after the beginning of curvature, there is an inflec-
tion point in the visual boundary-layer thickness and it begins to thin.
Mohammadian [64] found that for surface geometries with the form y ∼ xn, for val-
ues of n > 3/2 the boundary layer will be supercritical (i.e. with increasing pressure, the
boundary-layer thickness will decrease). For supercritical conditions, the outer, supersonic
layer of the boundary layer is thinning faster than the subsonic streamtube near the surface
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is thickening due to the pressure gradient [45]. For all the concave ramp cases presented in
this work the value of n was two or greater. Thus, the observed supercritical behavior of
the boundary layer is consistent with theoretical predictions.
For all curved models other than Curved30, field-of-view limitations allowed boundary-
layer measurements to be obtained only over the curved portions of the model (specifically
from around 100 mm behind the leading edge to 180 mm behind the leading edge). Fig-
ure 3.2 shows the boundary-layer profiles from the four larger curved models on the same
scale. The boundary layers on all four models are of similar thickness near the beginning
of curvature, as expected since all begin with the same initial flat plate section. The small-
est decrease in boundary-layer thickness is observed over the Curved10 model, which is
consistent with the fact it has the largest radius of curvature. Boundary-layer profiles over
Curved16 and Curved25 are similar, both in magnitude and slope, consistent with the fact
that the models have very similar surface equations. There is an inflection point in the
boundary-layer profiles for Curved16 and Curved25 near 140 mm (θ = 9.5◦). These in-
flection points were calculated by taking the derivative of the curve and determining where
the value switched from negative from positive. When the same technique was applied to
Cubic32 it also revealed the presence of an inflection point near the rear of the ramp at 160
mm. It is difficult to identify this inflection visually as being distinctive from fluctuations
due to noise in the data. However, information obtained from PSP images (which will be
discussed in a following section) seems to indicate that this is a true inflection point. These
inflection points may be an indication that the boundary layer is beginning to separate [45].
It should be noted that although the experimental data including visual boundary-layer
thickness and schlieren images, heat transfer and pressure measurements along the surface,
show no evidence of separation along the other models, it cannot be ruled out. These is
another more likely explanation relating to natural instabilities over the model which will
be discussed in a following section. The Cubic32 model shows a non-constant decrease in
the boundary-layer thickness, which is expected since the cubic surface has a non-constant
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(a) Curved10 (b) Curved16
(c) Curved25 (d) Cubic32
Figure 3.2: Measurements of visual boundary-layer thickness over the large curved models.
radius of curvature. Near the beginning of curvature (where the radius would be largest)
the boundary layer over Cubic32 exhibits a response similar to that over Curved10, but fur-
ther downstream the boundary layer begins to thin more rapidly as the radius of curvature
decreases.
3.3 PSP results
PSP images were acquired for Curved10, Curved16, Curved25, and Cubic32 with no im-
posed disturbances to better understand the flowfield, Figures 3.3-3.6. For Curved16,
Curved25, and Cubic32 streamwise oriented streaks were observed to form. No streaks
were observed on the Curved10 model. Two characteristics of these streaks can be mea-
sured from the PSP images, their point of appearance, and their wavelength.
Table 3.1 lists the point where the streaks are first observed in both x-location and turn-
ing angle. These locations were determined through a binary thresholding method. First,
the PSP images were converted to binary at multiple different thresholds. Since the streaks
are at a lower pressure, they appear as white lines which propagate into the darker (high
pressure) rear section of the ramp. The streaks will appear to originate at the point where
they merge with the white, low pressure region near the front of the ramps. This point will
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Figure 3.3: PSP image of Curved10 with no vortex generators installed.
Figure 3.4: PSP image of Curved16 with no vortex generators installed. Red line indicated
measured location where streaks begin.
Figure 3.5: PSP image of Curved25 with no vortex generators installed. Red line indicated
measured location where streaks begin.
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Figure 3.6: PSP image of Cubic32 with no vortex generators installed. Red line indicated
measured location where streaks begin.
Table 3.1: Origination of streaks in undisturbed PSP images.
Model x-location (mm) Turning angle (degrees)
Curved16 139 9.4
Curved25 145 11
Cubic32 167 9.5
shift based on the threshold level chosen for the conversion to binary. It was found that
as the threshold was decreased, there was a level below which the point of origination of
the streaks was constant. This was taken to be the actual beginning of the streaks on the
images. It is possible that the streaks actually originate closer to the leading edge, but are
too weak to be apparent on the images. For these images, the PSP was calculated to have
a sensitivity of around 100 Pa, so any fluctuations under this level would not appear. On
the Curved25 model there is also a single long streak near the center of the model which
originates closer to the leading edge than the others. It is unknown what caused this streak.
An interesting comparison can be made between these PSP results and the measurements
of visual boundary-layer thickness. As discussed in the boundary-layer results section,
there is an inflection point in the boundary-layer thickness over the models at 140 mm for
Curved16 and Curved25, and 160 mm for Cubic32. These distances match extremely well
with the locations where the streaks are first visible in the PSP images.
It was also possible to extract the spanwise wavelength of the streaks. This was ac-
complished by loading the images into MATLAB and extracting single rows of pixels in
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the spanwise direction. These were put through an FFT algorithm to find the peak which
corresponded to the streak wavelength. In each case only a single distinct peak was ob-
served, and a visual comparison was used to confirm that the FFT-measured wavelength
corresponded well with the images. For all three models, the same peak wavelength of 7
mm was measured.
One possible explanation for these streaks is that they are Goertler vortices forming on
the concave surface. With the wavelength measurement the nondimensional wave num-
ber can be calculated, and compared to stability plots for Goertler vortices. In Figure 3.7,
Goertler’s [40] original stability plot for incompressible flow is shown. The thick black line
represented the neutral stability curve, while the red line represents the data collected in the
HET. The red line falls far above the neutral stability curve, which indicates the flow should
be susceptible to Goertler vortices. Since this curve was generated for incompressible flow,
the usefulness of this comparison is doubtful, but it is still informative.
The experimental results are next compared to the work of Kobayashi and Kohama [52],
Figure 3.8. Here they plot multiple neutral stability curves for different Mach numbers
and wall temperature conditions. The curve most relevant to this work is the Mach 5,
T/Tw = 0.5 line. This corresponds well to both the Mach number and wall temperature
ratio of the experimental data (5.12 and 0.45 respectively). Again the experimental data
are plotted in red, and fall well above the relevant curve, indicating that Goertler vortices
should develop.
Finally, the work of El Hady and Verma [35] is compared to the experimental data in Fig-
ure 3.9. A Mach 5 neutral stability curve is plotted, though here it is for an adiabatic wall
temperature condition. The comparison with the experimental data shows that all points on
the ramp fall above the neutral stability curve, indicating an unstable flow where Goertler
vortices should form.
While these comparisons are all interesting and lend credence to the theory that we are
observing Goertler vortices, this should not be taken as a definitive statement that there is
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unstable flow. Referring back to the work of Fu and Hall [43] we see that some authors
disagree with the notion that you can generate a universal neutral stability curve. Rather,
they argue that the initial conditions play an important part in determining the neutral sta-
bility curve. This would mean that to generate a true stability curve for this flow field,
unique numerical solutions would have to be generated with a PSE code based on the ini-
tial conditions of these experiments. One final piece of evidence for Goertler vortices is that
previous studies have shown that the wavelength is not dependent on the model curvature,
which would explain why the wavelength is consistent between the different models [19].
Another possible explanation for the streaks is the “bypass transition” phenomena. In
general, “bypass transition” refers to any process where the flow transitions to turbulence
without experiencing the typical growth of Tollmien-Schlichting waves. Technically, this
means that Goertler vortices fall into the bypass transition category. Another mode of
bypass transition is through the excitation of Klebanoff modes. Here, vorticity due to
freestream turbulence is entrained into the boundary layer. This causes the excitation of
Klebanoff modes, which results in the formation of streamwise oriented vortices. These
vortices eventually break down into turbulent spots, which leads to transition [51]. This
process has been observed in compressible flows [88], but to the author’s knowledge has
never been reported for flows over concave surfaces. Since impulse facilities are generally
considered “noisy”, it is possible that Klebanoff modes are being excited in the boundary
layer, which is leading to the observed streaks.
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Figure 3.7: Stability curve from Goertler’s original work [40]. The thick black line is
the stability limit (above is unstable). Red line indicates region for current experiments at
Illinois.
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Figure 3.8: Neutral stability curve for compressible flows at multiple different Mach num-
bers reproduced from Kobayashi and Kohama [52]. The red line indicates the experimental
data from Illinois.
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Figure 3.9: Neutral stability curve for compressible flows at multiple different Mach num-
bers reproduced from El Hady and Verma [35]. The red line indicates the experimental
data from Illinois.
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3.4 Heat transfer measurements
Surface heat transfer measurements for the flow over each model are presented in Fig-
ures 3.10a-3.10e. For the four large models, the data presented are obtained in the Air-4 test
condition; for Curved30, the data presented are obtained in the Air-5 test condition. For all
models considered in this study, significant augmentation in the heat transfer over flat plate
values was measured over the sections with concave surface curvature. For the model with
the smallest final turning angle, Curved10, the heat flux increased by a factor of about two,
while for the other models, the heat flux increased by factors between approximately eight
and twelve.
Non-dimensional heat flux, StRe1/2, where St is the Stanton number and Re is the
Reynolds number, versus distance downstream for one sample dataset is shown in Fig-
ure 3.11, together with the predictions using the approximate methods of Cohen and Resho-
tko [20], Bertram and Feller [11], and Crawford [23]. For the Stanton number calculation
the heat transfer was non-dimensionalized by the freestream properties and the total en-
thalpy difference. The experimental data and all three predictions are in reasonable agree-
ment for modest pressure gradients closer to the leading edge. However, at increasing
distance from the leading edge, all three approximate methods severely underpredict the
experimentally measured heat transfer. Significant divergence occurs by approximately
150 mm from the leading edge, which corresponds to an x/δ of 94 and a turning angle
of θ = 11◦. In this region, where the distortion to the boundary layer becomes large, the
model assumptions become increasingly invalid, and the heat transfer augmentation is un-
derpredicted by the approximate solutions by up to a factor of about five. This location
also corresponds with the appearance of the natural streaks in the PSP image, and some of
the divergence may be due to heat transfer augmentation due to Goertler vortex formation.
In view of the poor agreement between experiments and approximate predictions of heat
transfer augmentation at larger pressure gradients, we examine possible scalings of the ex-
perimental data over the range of surface geometries considered.
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(a) Curved10 (b) Curved16
(c) Curved25 (d) Curved30
(e) Cubic1
Figure 3.10: Experimental heat transfer data for boundary layers developing over the dif-
ferent surface geometries. The solid line is an optimal curve fit, dashed line is the scaled
surface equation.
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Figure 3.11: Comparison of experimental heat flux data over the Curved16 model with
approximate methods of Cohen and Reshotko [21], Bertram and Feller [11], and Craw-
ford [23]. Agreement near the leading edge is reasonable, but the predictions diverge
sharply from the experimental data around 150 mm (θ = 11◦) downstream from the leading
edge.
3.4.1 Heat transfer scaling with surface geometry
Curve fits were calculated for the experimental heat transfer profiles for each model geom-
etry and are shown as solid lines on Figures 3.10a-3.10e. To determine the optimal curve
fit, multiple polynomial fits were generated with increasing order. Above a certain order,
the R2 value no longer improved. The optimal fit was determined by the lowest order poly-
nomial for which there was no further increase in the R2 value. These optimal curve fits
suggested that the functional form of the heat transfer increase was of the same polynomial
order as the surface equation of the model. For example, for the Curved16 model, the sur-
face equation is a quadratic, as is the optimal fit to the heat transfer data.
To quantify this observation, scaled surface equations were calculated based on the sur-
face equations of the models. As an example, if the model surface was described by Equa-
tion 3.2, then a curve fit was determined using Equation 3.3. The coefficients a and b were
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Table 3.2: Curve fit parameters used to scale the model geometry surface equations to
compare with curve fits to the heat transfer data.
Model a b R2
Curved10 65.5 0.35 0.83
Curved16 315.9 0.16 0.92
Curved25 317.4 -0.13 0.97
Curved30 152.1 0.50 0.87
Cubic32 80.0 -0.44 0.93
then selected to obtain the best fit between the scaled surface equation and the experimental
data. Table 3.2 lists the values of the a and b coefficients obtained in matching these curves
for each model, together with an R2 assessment of the fit. Each of these scaled surface fits
are plotted in Figures 3.10a-3.10e as a dashed line.
y = c1x
2 + c2x+ c3 (3.2)
q = a(c1x
2 + c2x+ c3) + b (3.3)
The same procedure was applied to the heat transfer data obtained for the Curved30 model,
Figure 3.10d, at a different test condition. The surface equations for the large models are
shown in Figure 3.12a, and the measured heat transfer values and the scaled surface fits are
shown in Figure 3.12c. Generally, good agreement is observed between the curve fits based
on the surface geometry and the heat transfer data. Trends in heat transfer augmentation
over the different surface geometries are captured.
3.4.2 Heat transfer scaling with turning angle
Heat transfer data for each model are plotted versus the local turning angle, Figure 3.13.
When turning angle, rather than distance from the leading edge, is considered, the heat
transfer data for all the larger ramps collapse. The external static pressure variation with
the local turning angle can be calculated using the method of characteristics, and compared
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(a) (b)
(c)
Figure 3.12: a) Model surface equations. b) Pressure profiles for each model geometry
calculated using the method of characteristics. c) Experimental heat transfer measurements
(symbols) and curve fits (solid lines) generated based on the model surface equations as
described in the text.
57
to the combined heat transfer data for all the models (shown as the solid line in Figure 3.13).
The pressure profile captures the trend of the heat transfer, indicating that the effect of the
curvature and pressure gradient acts locally, and the variation in the heat transfer with the
turning angle is related to the isentropic compression of the flow.
An investigation on the applicability of similarity methods for flow with pressure gra-
dients was carried out by Lees [53]. His method was to assume similarity existed, derive
the equations that would result from that assumption, and then determine what conditions
would make these equations valid. The assumption of similarity lead to Equations 3.4
and 3.5, which are boundary-layer equations for momentum and energy respectively.
(
Cf
′′
)′
+ ff
′′
+
2s
ue
due
ds
[
ρe
ρ
−
(
f
′
)2]
= 0 (3.4)
(
C
Pr
g
′
)′
+ fg
′
+
u2e
2hse
[
2C
(
1− 1
Pr
)
f
′
f
′′
]′
= 0 (3.5)
Where C = ρµ/ρeµe. This led to four necessary conditions for similarity, which are im-
possible to satisfy simultaneously except for uniform external flow. Approximations can be
made when certain constraints are met, one of which is having a highly-cooled wall, where
Tw  Te. For a cooled wall at hypersonic speeds, the equality in Equation 3.6 is valid when
the molecular weight difference across the boundary layer is accounted for. This leads to
the simplification of Equation 3.7. Now the bracketed term in Equation 3.4 is approximated
by [u/ue− (u/u2e)]. This new term must go to zero at the surface and at the boundary-layer
edge, and can have a maximum value of 0.25 inside the boundary layer. This means that
the actual value of the pressure gradient parameter (β = 2s
ue
due
ds
), and therefore the effect of
the pressure gradient on the velocity profile, is 1/4 of the analogous low speed value. This
means that the effect of the pressure gradient is greatly reduced, and it is in fact the local
pressure which is the driving factor. A similar argument can be made for the heat transfer.
Since the heat transfer rate is directly proportional to the integral of the change in the veloc-
ity profile, the pressure gradient will have even less effect on the heat transfer in this case.
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Figure 3.13: Heat transfer data for laminar boundary layers over all models versus the local
turning angle. The solid line is the pressure distribution calculated using the method of
characteristics.
The collapse of the heat transfer data in the present study supports this conclusion, even
in the case of an adverse pressure gradient with strong boundary-layer distortion, when the
external pressure distribution is calculated using the method of characteristics.
ρe
ρ
∼= hs
hse
= g(η) (3.6)
g ∼= gw + (1− gw) u
ue
∼= u
ue
= f
′
(η) (3.7)
The scaling obtained in the present study was compared with available data from a pre-
vious study by Mohammadian [64], Figure 3.14a. In that study, heat transfer was measured
over a ramp with a cubic surface equation in a Mach 12.25 flow in a hypersonic gun tunnel.
For clarity, in this figure, data from repeat experiments are averaged and displayed as a sin-
gle point. The data of Mohammadian also appear to be in good agreement with the present
experiments and data reduction strategy. For the plot in Figure 3.14a the Stanton number
was calculated using the freestream conditions and stagnation enthalpy differential. The
same non-dimensionalization can be done with the boundary-layer edge quantities rather
than the freestream. This is plotted in Figure 3.14b. Based on the information provided
59
by Mohammadian it is not possible to determine which method he used, but based on the
relative levels of the data, the author believes it is more correct to compare his data to that
non-dimensionalized by the freestream values.
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(a) (b)
Figure 3.14: (a) Comparison of nondimensional heat transfer data to results from a pre-
vious study in a different facility [64]. Good agreement is observed when all data are
plotted against the local turning angle of the curved surface. Each point represents the
average of repeat experiments. Non-dimensionalization calculated using freestream quan-
tities. (b) Nondimensional heat transfer data recalculated using edge quantities rather than
freestream. Though it was not possible to back out which method was used by Mohamma-
dian, the levels indicate that he most likely used freestream quantities.
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CHAPTER 4
BOUNDARY LAYERS WITH ADDITIONAL
LOCAL DISTORTION DUE TO IMPOSED
VORTEX STRUCTURES.
4.1 Introduction
The addition of vorticity to a hypervelocity boundary layer can have significant effects
on the flow quantities such as heat transfer, skin friction, and pressure. Vortices can both
naturally form over concave surfaces, or be forced using passive or active vortex gener-
ators. Natural vortex formation was covered in the previous chapter in the discussion of
Goertler vortices. Since this work does not concern itself with active flow control, it will
be excluded, and the focus will be on passive vortex generators. A passive vortex generator
is a protuberance in the flow which induces vorticity. The shape and size of these protu-
berances, as well as the mechanism for vortex production, can vary widely based on the
application. For hypersonics, research of flows induced by vortex generators is important
for two reasons. First, it is desirable to have a fully developed turbulent boundary layer
at the inlet of a hypersonic vehicle. In some cases the boundary layer will not naturally
transition before the inlet, and so a row of protuberances is used to induce early transition.
Though the flow downstream of these vortex generators may eventually become fully tur-
bulent, directly behind the protuberances the flow can remain laminar, though with strong
vortices present. Secondly, hypersonic craft can have unintentional protuberances on their
surface. Objects such as misaligned panels, damaged heat shielding, and protruding screw
heads can all act like vortex generators.
A review by Schneider [75] gives a through overview of previous work done on the
effects of roughness on transition. Danehy, et al. [26] used Planar Laser Induced Fluores-
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cence (PLIF) to investigate the effect of typical heat shield gap filler shapes. They were
able to observe transition behind the protuberances at some conditions, but made no state-
ments about possible vortex formation. Chang and Choudhari [15] performed simulations
of roughness elements with flow conditions taken from Danehy et al.’s work. The study
consisted of 2D and 3D simulations of rectangular and cylindrical roughness elements. For
the 2D cases, at subsonic Mach numbers, large scale vortex shedding was observed from
the top of the roughness element. For the supersonic case, the flow was steady and there
was no shedding of vortices. The 3D simulations indicated that vorticity was created in
the separation zone in front of the rectangle and then wrapped around the element in the
form of a horseshoe vortex. Additionally, the 3D simulations indicated that the roughness
affected the flowfield up to five diameters away.
Berry, et al. [10, 9, 8] have performed many experiments with roughness elements in sup-
port of the Hyper-X program. It was found that diamond roughness elements were efficient
vortex generators and promoted early transition when sized on the order of a boundary-
layer thickness. Rather than diamonds, triangular elements were chosen for the final flight
test since they provided the same ability to transition the boundary layer with less vortic-
ity and a lower drag penalty. Choudhari et al. [18] performed numerical simulations of
the trip array used by Berry on the Hyper-X vehicle to determine what caused the earlier
transition for the tripped cases. The study concentrates more on the pathways to transition
rather than the behavior of the vortices generated by the trip array. They do note that the
streaks that are observed behind the trip array are amplified through a compression corner.
The Hyper-X boundary layer was known to have a number of different instabilities in it
(including both Rayleigh and Goertler modes), and it is likely the the transition process is
a result of a complicated interaction between these instabilities and the trips. Despite this
complexity, the simulations do indicate that instability in the streaks observed behind the
vortex generators may be the main mechanism causing the transition to turbulence.
Choudhari et al. [17] performed detailed simulations of the flow around a diamond
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roughness element on a flat plate at Mach 3.5. Using a compressible Navier-Stokes code,
and ignoring large scale 3D effects they were able to calculate the downstream development
of the vortices generated from these elements. When looking at an overhead projection of
the velocity data, they observed a low-speed central streak that propagated downstream
from behind the vortex generator which was enclosed on both sides by streaks of high-
speed fluid. These streaks are a result of a vortex forming behind the roughness element,
and persisting far downstream. They are characterized by strong convective instabilities
which can cause transition to turbulence. Streamwise contours of velocity showed that as
the vortex propagated downstream, the self-induced vertical velocity caused it to lift off the
surface of the plate. For roughness heights on the order of a boundary-layer thickness, the
disturbance amplitude (defined as A = 1
2
V
′
max
V∞ ) was constant with distance downstream.
The effect of roughness height on cylindrical elements was studied by Chang et al. [14].
Three different heights were investigated with k/δ values of 0.8 1.3 and 2.5. For the
k/δ = 0.8 case, horseshoe vortices formed behind the element, and the overall flow was
found to be steady. At the taller roughness heights, instabilities formed in the separation
region in front of the elements and then moved downstream with the vortices. These insta-
bilities led to the eventual breakdown of the vortices.
A rectangular protuberance in a Mach 5 flow was investigated by Li et al. [55]. They
took static pressure measurements, as well as schlieren and oil-flow visualization around an
element whose height was adjustable from 0 to 550 mm. They observed that as the height
of the roughness element was increased, the impingement location of the separation shock
moved from above the element down to its face. For cases where the separation shock in-
tersected the face of the element, peak heating was located where the shock and face met.
They also observed that when the roughness height was twice the boundary-layer thickness
or greater the flowfield was independent of the roughness height.
Arrays of seven different roughness geometries were experimentally investigated by
Whitehead [86] in a Mach 6.8 flow in the NASA Langley 11 inch Hypersonic Tunnel.
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Values of k/δ varied from 1 to 4 depending on the roughness height and the flow condi-
tions. The goal of the study was to determine the contribution these elements had to the
drag of a vehicle. The protuberances were placed just upstream of the trailing edge of a
wedge model. The flowfield around the different geometries all showed the same basic fea-
tures. There was flow separation ahead of the element, which led to a recirculation region
forming near the base of the roughness. Vorticity would develop in this region, and then
wrap around the element and propagate downstream in the form of a horseshoe vortex. The
effects of spacing on the formation of these vortices was also investigated. When the ratio
of the space between the elements to the width of the element (s/w) was less than four,
neighboring vortices interacted strongly with each other. When the value of s/w dropped
below two, the streaks created by the vortices on oil-flow images no longer appeared. This
was attributed to an upward displacement of the vortices as a result of extremely strong
interaction between neighboring elements. When the spacing had values between two and
six the separation zone in front of the elements merges into a single “two-dimensional”
separation that appears as a line in front of all the elements. When the spacing is higher
than six, “three-dimensional” separation occurs, where each element has an individual sep-
aration zone.
Spherical roughnesses in a Mach 8.5 flow were studied experimentally be Morrisette et
al. [66]. Both pitot and total temperature probes were used to investigate the boundary layer
behind an array of these spherical elements. Directly behind the trips there was significant
distortion to the boundary layer, but by 135 roughness diameters downstream there was
no longer any measurable distortion. The profiles also revealed that the distortions were
mainly concentrated in the outer portion of the boundary layer, but that they still affected
the flow at the surface of the model. This manifested as streaks along the model behind the
trips in oil-flow visualizations.
The effect of roughness height on transition was studied by Holloway and Sterrett [46].
Experiments were conducted in Mach 4.8 and 6 flow with spheres as the tripping elements.
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When the roughness height was less than the boundary-layer thickness, they found that
transition happened further down the model than in the natural transition case. As the
roughness height was increased, transition moved closer to the roughness elements. The
critical roughness height (where transition occurs almost directly behind the elements) was
measured to be two boundary-layer thicknesses. They were also able to obtain reason-
able agreement with both laminar and turbulent predictions of heat transfer over the model.
Though much work has been done in understanding the flows around vortex generators
and their effects on the boundary layer, there is very little data on the interaction between
roughness elements and other mechanical distortions in hypersonic flow. Understanding
the interaction between protuberances and concave surface curvature is important in the
design of new Scramjet inlets. Previous works have shown that these flows can behave in
unexpected ways. In the presence of a compression corner, the vortices were observed to
disappear from surface visualizations in the separation zone, but then reappear downstream
of reattachment [76]. Bowersox et al. [34] found that the addition of distributed surface
roughness to a convex curved surface (which produced a favorable pressure gradient) re-
sulted in an expansion of the region over which the favorable pressure gradient had an
effect. To the author’s knowledge, no studies looking at the interaction between roughness
generated vorticity and concave surface curvature has been performed in the past.
4.2 Vortex generator geometry comparison
As discussed in the experimental setup section, four different vortex generator geome-
tries were considered for this work. It was desired to choose geometries which would
produce streaks with coherent fluctuations across the span of the model, as well as streaks
with the largest amplitude possible. Coherent fluctuations were needed to ensure consis-
tency across the span of the model, while the large amplitudes were desired to make the
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streaks easier to distinguish from the background in a PSP image. To determine which
vortex generator array best met these needs, PSP data were taken with each of the different
arrays mounted in a flat plate at the 0.95 location, Figure 4.1. In these images, streaks are
observed to form directly behind the vortex generator arrays, corresponding to the locations
of the protuberance elements. In the work of Berry et al. [8] and Whitehead [86], similar
streaks are observed in oil-flow visualization, and are attributed to the “footprint” of the
vortices as they travel downstream. Thus, it is reasonable to assume that the streaks ob-
served in the PSP images are caused by the vortices formed by the vortex generator arrays.
When the initial data were collected, a third quantity of interest became apparent. On all
images, at a certain point downstream of the vortex generators, the streaks were no longer
visible on the PSP images. The location where the streaks were no longer apparent was
also compared.
Data were processed to obtain comparative distance measurements for the location of
streak disappearance over the different models. To develop a consistent method for de-
termining the location of streak disappearance, the PSP images were first turned from the
grayscale into binary images. The threshold was chosen such that the higher level would be
just below the level where the streaks appear entirely black, and the lower level just higher
than the level where the streaks were entirely white. The distances to the disappearance
of the streaks were determined for both the high and low threshold images and used as the
uncertainty bounds on the location of streak disappearance. The threshold level varied with
each different case as the streaks generated by the different protuberance geometries were
of different strength. PSP images taken over the flat plate with the four different protu-
berance geometries are shown in Figure 4.1. Note that in all the images there is a region
where no PSP data were obtained. This area was not painted in order to avoid damaging
the gages which were installed on the model. The distances at which the streaks are no
longer apparent on the model are indicated. The binary image processing method revealed
that in all cases, the streaks disappeared at approximately the same location. The only ma-
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Figure 4.1: From top to bottom, break down behind the: diamond protuberances, protuber-
ances 2a, 2b, and 2c (flow is from left to right, scale in white).
jor difference observed was between the diamond geometry and the three triangular cases.
For the diamond protuberances, all streaks along the span disappear at the same x-location,
about 50 mm behind the vortex generator array. For the triangular geometries the streaks
disappear in a swept manner, with the central streaks being visible for around 20 mm fur-
ther downstream than the streaks near the edge of the model.
Next, cross sections of pressure were extracted at 30 mm behind the protuberance el-
ement in order to examine the strength and coherence of the pressure fluctuations in each
case. This location is immediately before the area with no PSP. After this strip, the streaks
begin to disappear, so the spanwise slice was taken in front to ensure the streaks were
present for each case. The slice was not taken close to the vortex generator array in order to
avoid any issues with the startup process of the streaks. The diamond protuberances show
a coherent streak structure with peak-to-peak fluctuation of around 7 kPa. Of the three tri-
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Figure 4.2: Spanwise pressure fluctuations for different protuberance geometries at 30 mm
behind trip.
angle protuberances, the 2c geometry created the strongest and most coherent fluctuations,
with a magnitude around 6 kPa. The fluctuations from geometry 2a vary between 6 and 2
kPa, but are not very coherent. Behind geometry 2b the streaks are highly coherent, but
have the smallest fluctuation at around 2 kPa. Figure 4.2 shows a comparison of the pres-
sure fluctuations for each protuberance geometry.
Based on these data, the diamond vortex generators were chosen for further experi-
ments. When the visibility length was compared to the three triangular geometries, a more
consistent behavior was observed along the span of the model. For the spanwise pressure
fluctuations, the diamond geometry gave the best compromise between strength and co-
herence of the fluctuations. This geometry generates vorticity by creating a small region
of separated flow in front of the element. Vorticity forms in this region and wraps around
the element in the form of a horseshoe vortex which then propagates downstream. This
counter-rotating system of two vortices is what generates the streaks which are observed in
the PSP images [86]. A schlieren image of the flow around the diamond geometry can be
seen in Figure 4.3. The flow can be seen to separate (due to the presence of a separation
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Figure 4.3: Schlieren image of flow around diamond roughness element.
shock), and then reattach near the top of the element.
4.3 Pressure sensitive paint results with 11 element diamond
array at the 0.95 location
4.3.1 Wavelength analysis
The PSP image of the Curved16 model with the 11 element diamond vortex generators
installed at x/L = 0.95 is shown in Figure 4.4. The flow features here are noticeably dif-
ferent from the flat plate case. The streaks are visible over the entire extent of the model
which was visualized. In order to characterize the spanwise wavelength of the streaks over
the model, an FFT analysis was used. To do this, spanwise rows of pixels (a single pixel
high) were loaded into MATLAB and processed using an FFT algorithm. A contour plot
of power spectral density (PSD) was then generated to look for any trends or changes in
the wavelength characteristics, Figure 4.5. Near the front of the ramp (close to the vortex
generator array) there are two distinct wavelength visible: one at 3 mm and one at 6 mm.
Moving towards the rear of the ramp, the streaks transition from this two wavelength sys-
tem to a single wavelength centered at 7 mm at around 150 mm. This occurs over a region
of about 5 mm. The 7 mm peak does not appear to correspond with any of the physical
measurements of the system, but interestingly corresponds rather well with the wavelength
of the streaks observed to form over the ramps with no vortex generators installed. This
will be discussed further in the next section. The x-location where the transition to the
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Figure 4.4: Curved16 PSP data from 90 mm to 190 mm behind the leading edge. Bottom
of the image corresponds to model centerline.
single wavelength system occurs also agrees rather well with the location of appearance of
the streaks observed in the undisturbed case.
A similar analysis can be done for both the Curved25 and Cubic32 models. The PSP
images with the 11 element arrays installed at the 0.95 location are shown in Figures 4.6
and 4.7. Figure 4.8 shows the PSD contour plot for Curved25. The same two wavelength
system that was observed in the Curved16 case is observed with approximately the same
peaks at 3 mm and 6 mm. This is expected since the same vortex generator array was
used in both cases, and the models have similar curvature. Progressing downstream, the
transition to a single vortex system is observed at about 150 mm downstream, though the
transition region is not as well defined as in the Curved16 case. Here, the dominant wave-
length downstream of the transition is closer to 6 mm, the same as the tip-to-tip spacing of
the vortex generator elements. This is also only one frequency bin away from the 7 mm
peak observed in the Curved16 case, so it is possible the variation is due to the uncertainty
in the measurement. Far downstream in the data, a region of high PSD power spread over
a large wavelength range appears. This is a non-physical feature due to damage to the
paint which was sustained in previous shots. In the Cubic32 case we again see the two
wavelength system near the front of the ramp transitioning to a longer wavelength system
downstream, Figure 4.9. Moving toward the rear of the ramp, it takes until around 162
mm downstream of the leading edge for the longer wavelength vortex system to develop.
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Figure 4.5: Contour plot of power spectral density over the Curved16 model with the 11
element array mounted at the 0.95 location.
Here again we see the 7 mm peak that was observed in both previous cases. In all cases,
the x-location where the transition from the two wavelength system to the one wavelength
system corresponds very well with the location at which the streaks are first observed in
the undisturbed PSP images over these same ramps.
Figure 4.6: Curved25 PSP data from 90 mm to 190 mm behind the leading edge. Bottom
of the image corresponds to model centerline. Black areas on image are due to damage
sustained by the paint in previous shots.
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Figure 4.7: Cubic32 PSP data from 90 mm to 190 mm behind the leading edge. Bottom of
the image corresponds to model centerline.
Figure 4.8: Contour plot of power spectral density over the Curved25 model with the 11
element array mounted at 0.95 location.
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Figure 4.9: Contour plot of power spectral density over the Cubic32 model with the 11
element array mounted at 0.95 location.
4.3.2 Spanwise pressure gradients for 11 element array at the 0.95
location
Spanwise pressure gradients were investigated as a possible explanation to the curvature of
the streaks observed in the PSP images of the ramps. Spanwise slices over the Curved16
and Cubic32 models were extracted from the PSP images and compared to look for pressure
gradients. Figure 4.10 shows slices taken at 187 mm behind the leading edge on Curved16
both with and the without the vortex generator array installed. No spanwise pressure gra-
dient is detectable outside of the fluctuations caused by the vortices. This location was
chosen purely for representative purposes. Other locations were tested, and no spanwise
gradient was observed on the ramp. Figure 4.11 shows a spanwise slice of pressure over
the Curved32 model at 187 mm behind the leading edge with the vortex generator array in-
stalled. Similar to the Curved16 case, no spanwise pressure gradient is observed over this
model. In both of these cases the observations are still limited by the pressure resolution of
the PSP, which has been determined to be around 0.1 kPa for these cases. Any change in
pressure below this level would not be detectable with the current setup. Curved25 could
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Figure 4.10: Spanwise pressure profiles over Curved16 model at 187 mm behind the lead-
ing edge both with and without vortex generator array installed.
not be tested for spanwise pressure gradients due to damage the paint sustained in a previ-
ous shot.
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Figure 4.11: Spanwise pressure profile over Curved32 model 187 mm behind the leading
edge with vortex generator installed.
4.4 Heat transfer results for 11 element diamond array at the
0.95 location
A comparison of the heat transfer profiles for the boundary layer developing over the flat
plate with and without the 11 element array mounted at the 0.95 location is presented in
Figure 4.12. The undisturbed boundary-layer heat flux agrees well with a prediction based
on Hayne et al. [44]. Significant heat flux augmentation is observed with the presence of
the imposed structures, even at locations where the streaks are no longer visible in the PSP
image. With the vortex generators installed, the heat transfer data are in better agreement
with the prediction of Van Driest II for turbulent flows [31]. This should not be taken as a
claim that the flow is turbulent, rather that the augmentation due to the presence of stream-
wise vortices is roughly equivalent to that of a turbulent flow.
Heat transfer data for the boundary layer developing over the Curved16 model both
with and without the 11 element array at the 0.95 location are shown in Figure 4.13a. For
turning angles up to approximately 11 degrees there is an augmentation to the heat transfer
in the case of imposed structures. After a turning angle of 11 degrees, however, the heat
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transfer relaxes to below the undisturbed values.
Similar trends are observed in the data from the Curved25 and Cubic32 models, Fig-
ures 4.13c and 4.13d. In contrast, the data for Curved10 show that at all measurement
locations, the disturbed boundary layer exhibits increased heat transfer. For Curved16,
Curved25, and Cubic32, the transition turning angle where the disturbed boundary-layer
heat flux decreases to the undisturbed levels is between ten and twelve degrees. This turn-
ing angle also compares well with both the location where the the streaks became visible
on the undisturbed PSP data and where the transition from the two wavelength system to
the single wavelength system occurred on the PSP data with the vortex generator array in-
stalled.
4.4.1 Scaling for models with imposed distortions
The heat transfer data presented in the previous section are co-plotted in Figure 4.14. Per-
haps surprisingly, as for the laminar boundary layers, the data for all surface geometries
collapse when the heat transfer is plotted as a function of the local turning angle of the sur-
face. Even in the presence of additional local distortions to the boundary layer, the scaling
of heat flux with turning angle identified for laminar boundary layers appears to be robust.
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Figure 4.12: Comparison of heat flux distributions over a flat plate both with (♦) and
without () imposed streamwise vortices. Each point represents the average of repeat ex-
periments.
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(a) Curved16 (b) Curved10
(c) Curved25 (d) Cubic32
Figure 4.13: Comparison of heat transfer distributions over all four large models both with
(◦) and without(•) imposed streamwise vorticity. Each point represents the average of
repeat experiments.
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Figure 4.14: Comparison of heat transfer distributions as a function of local turning angle
for all surface geometries for boundary layers with imposed streamwise vortex structures.
Each data point represents the average of repeat experiments. Also shown are the skin
friction measurements of Donovan et al. [30] for a compressible, turbulent boundary layer
over a concave surface.
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4.5 Schlieren results for 11 element array at the 0.95 location
Schlieren images were collected over the compression ramps with the 11 element array
mounted at the 0.95 mounting position. The images were able to visualize from approxi-
mately 120 mm to 190 mm behind the leading edge. The boundary layers in these images
show a large amount of distortion and structure which was not present in the undisturbed
boundary-layer results. In order to extract information about the structures which were
visible in the images, a script was written in MATLAB which utilized the built in edge
detection function. This script first displays the schlieren image with the detected edges
overlaid on it. The user is then able to visually pick out specific regions to designate as
structures. After the user has finished selecting structures the code generates an image with
just the edges of the user-defined structures overlaid onto the schlieren image. The code
itself can be found in Section B.4. Figures 4.15-4.17 show the results of applying this code
to the schlieren images with the 11 element arrays installed.
After the images with the outlined structures were generated, they were loaded into
ImageJ, and different characteristics of the structures were measured by hand using Im-
ageJ’s built in measurement tools. While this method introduced more uncertainty into
the results, the in-consistent shape of the vortices made automated processing exceedingly
difficult. Vortices were interrogated to obtain their angle, their overall length, and their
maximum width. The x-location of the vortex was defined to be halfway between the head
and the tail along the x-vector. The length was defined as the distance between the left-
Figure 4.15: Schlieren image of Curved16 model with 11 element vortex generator array
installed at the 0.95 location. Visualization is from 120 mm to 190 mm behind the leading
edges. Structures in the boundary layer determined using MATLAB are outlined in black.
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Figure 4.16: Schlieren image of Curved25 model with 11 element vortex generator array
installed at the 0.95 location. Visualization is from 120 mm to 190 mm behind the leading
edges. Structures in the boundary layer determined using MATLAB are outlined in black.
Figure 4.17: Schlieren image of Cubic32 model with 11 element vortex generator array
installed at the 0.95 location. Visualization is from 120 mm to 190 mm behind the leading
edges. Structures in the boundary layer determined using MATLAB are outlined in black.
most point of the structure and the right most point. The results of these measurements
plotted versus turning angle are shown in Figures 4.18-4.21. For the length measurements,
Figure 4.18, there is no apparent correlation with turning angle for any of the models. Mea-
surements of width versus turning angle, Figure 4.19, show a slight negative correlation for
the Curved25 model, and no apparent correlation for the Curved16 or Cubic32 models.
Structure angle was calculated in two different ways, the absolute angle measured from
zero degrees, Figure 4.20, and the relative angle measured with respect to the local turning
angle, Figure 4.21. The absolute turning angle shows a positive correlation for both the
Curved16 and Curved25 models, and a very weak positive correlation for Cubic32. The
relative turning angle shows a negative correlation for Curved16, a positive correlation for
Curved25 and no correlation for Cubic32. Overall these results show no strong consistent
trends in the data which could help characterize the boundary-layer state. Another obser-
vation that can be drawn from visual inspection of the images is the overall decrease in
coherence with increasing x-location. The images show more large scale fluctuations near
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Figure 4.18: Length of structures identified in schlieren images with 11 element array
installed plotted versus turning angle.
the front of the images, while in the rear there is a sharp increase in small scale fluctuations.
This doesn’t manifest on the previous plots of structure size since the code was only able
to extract information about the large scale structures. While it isn’t possible to extract a
transition point between these two regimes from the images, it is interesting to note that
this may correspond to the relaxation in heat transfer, as well as the transition in vortex
wavelength found in the PSP images.
83
Figure 4.19: Width of structures identified in schlieren images with 11 element array in-
stalled plotted versus turning angle.
Figure 4.20: Absolute angle of structures identified in schlieren images with 11 element
array installed plotted versus turning angle.
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Figure 4.21: Relative angle of structures identified in schlieren images with 11 element
array installed plotted versus turning angle.
4.6 Results with 11 element array mounted at the 0.42
location
The 0.95 location of the vortex generator elements placed them directly at the beginning
of the curvature. There was a concern that placing the elements here provoked interactions
between the vortex formation and the surface curvature. Thus, a secondary mounting lo-
cation which was placed upstream of the curvature was added to the model. This would
allow the vortices to develop over the flat plate section before encountering the curvature.
Though the exact distance over which the vortices formed and became steady could not
be determined, examination of the PSP results from the flat plate (discussed previously)
indicated a region directly behind the array where the vortices bulged outward before tran-
sitioning to a consistent wavelength. This region was measured to be 8 mm, and so it was
decided to place the new strip at least 8 mm upstream of the curvature. Due to limita-
tions on the models, there was only a single location where a secondary mounting point for
the array could be placed without interfering with the mechanical fasteners which held the
models together. Thus, another channel was added to the models which allowed the array
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Figure 4.22: PSP image of Curved16 model with 11 element VG array mounted at the 0.42
location. Bottom of image corresponds to model centerline.
Figure 4.23: PSP image of Curved25 model with 11 element VG array mounted at the 0.42
location. Bottom of image corresponds to model centerline.
to be mounted at 35 mm behind the leading edge (48 mm before the curvature). This corre-
sponded to an x/L value of 0.42. PSP and heat transfer data were taken with the Curved16
and Curved25 models with the 11 element vortex generator array mounted at this 0.42 lo-
cation. Figures 4.22 and Figure 4.23 show PSP images over the Curved16 and Curved25
models in this configuration. The streaks in both figures have an almost constant wave-
length of 6 mm over the entire image. This can be visualized using the PSD contour plot
over the model, Figure 4.24. This shows single peak at 6 mm which propagates down the
ramp. Similar behavior can be seen in the PSD contour plot for Curved25, Figure 4.25.
Heat transfer data were also taken over the Curved16 and Curved25 models, Fig-
ures 4.26 and 4.27. Near the front of the ramp, there is good agreement between the data
taken with the array mounted at the 0.42 and 0.95 locations. Near the rear of the ramp,
we again see the relaxation to below the undisturbed values for the 0.42 location, though
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Figure 4.24: FFT contour of Curved16 with 11 element array mounted at the 0.42 location.
Figure 4.25: FFT contour of Curved25 with 11 element array mounted at the 0.42 location.
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Figure 4.26: Heat transfer data over Curved16. Data displayed with no vortex generator ar-
ray (N), 11 element array mounted at the 0.95 location (4), and 11 element array mounted
at the 0.42 location (N).
the relaxation is not as significant, and the heat transfer level falls between the undisturbed
case, and the case with the array mounted at the 0.95 location.
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Figure 4.27: Heat transfer data over Curved25. Data displayed with no vortex generator
array (), 11 element array mounted at the 0.95 location (), and 11 element array mounted
at the 0.42 location ().
4.7 Results with three element array at both 0.42 and 0.95
locations
Based on the work of Whitehead [86] it was determined that the vortex generator ele-
ments in the 11 element array would be subject to significant interaction between neigh-
boring vortices, since they were placed less than 4 element diameters apart. In order to
investigate the response of isolated vortices, an array with only three elements was made,
with a spacing of about 5 element diameters (corresponding also to about 10 boundary-
layer thicknesses). The geometry of these elements was exactly the same as the 11 element
array, with the one change being that the height of the elements was reduced to a single
boundary-layer thickness to make them more comparable with traditional vortex genera-
tors. Heat transfer and PSP data were taken with the 3 element array mounted at both the
0.95 and 0.42 positions.
Figures 4.28 and 4.29 show PSP images taken over the Curved16 and Curved25 models
with the three element array installed at the 0.95 position. The streaks form directly be-
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Figure 4.28: PSP image of Curved16 with 3 element vortex generator array mounted at the
0.95 location.
hind the elements, and propagate straight back over the ramps. This is distinct from the
11 element case where the streaks curve toward the edge of the models. This difference
may be due to the lack of interaction between neighboring vortices in the 3 element case.
As with the undisturbed cases, additional streaks form across the span of the ramp further
downstream. The same binary thresholding method showed that these streaks began at 136
mm and 133 mm for the Curved16 and Curved25 models respectively. These locations cor-
respond reasonably well with the locations measured in the undisturbed case. FFT analysis
of the images revealed a strong peak at around 14 mm on the fronts of the ramp, which
transitioned to a peak at around 5 mm near the rear of the ramp, as shown in Figure 4.30.
The 14 mm peak corresponds with the separation of the vortex generator elements, while
the transition to the smaller wavelength can be attributed to the occurrence of the natural
streaks that form over the model.
PSP data were also taken over the Curved16 model with the 3 element array mounted
at the 0.42 position, Figure 4.31. Here the three streaks from the vortex generator element
propagate straight back along the ramp, though the peak pressure fluctuation is less than in
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Figure 4.29: PSP image of Curved25 with 3 element vortex generator array mounted at the
0.95 location.
Figure 4.30: FFT contour of Curved16 model with 3 element array mounted at 0.95 loca-
tion.
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the case where the array was mounted at the 0.95 location. This is consistent with the 11
element array, where the same difference was observed between the two mounting loca-
tions. Frequency analysis reveals a strong peak between 14 and 17 mm near the front of the
ramp corresponding to the element separation distance. Moving toward the rear of the ramp
there is a transition to a single peak at a wavelength of 8.5 mm. Figure 4.32 shows the FFT
contour. One significant difference noted in this case versus the previous cases was the size
of the transition zone from the 14 mm peak to the 8.5 mm peak. In the previous cases, this
transition zone (which was characterized by power being spread over many wavelengths)
extended only for a few millimeters. In this case, the transition zone had an extent of 26
mm.
A PSP image of Curved25 with the 3 element array mounted at the 0.42 location can be
seen in Figure 4.33. This image was taken before improvements to the PSP imaging setup
allowed for better quality images, and as such the streaks which form near the rear of the
ramp are not visible. This limits the analysis that can be done on this image to only visual
inspection. The main characteristics observed in the Curved16 image can be seen in this
image, namely the three streaks emanating from behind the elements propagate straight
back, and have a lower peak pressure in the streak than in the case with the array mounted
at the 0.95 location.
Figures 4.34 and 4.35 show the heat transfer data taken over Curved16 and Curved25
with the 3 element array installed. Data with the 3 element array mounted at the 0.42 and
0.95 positions are plotted in the same figure. Near the front of the ramp, the different con-
figurations agree well. Moving further back on the ramp we see augmentation above the 11
element array at the 0.95 position, but that eventually, all the cases see a similar relaxation
near the rear of the ramp. While all the models indicate some relaxation from the undis-
turbed case, the actual reduction in the heat transfer is dependent on the vortex generator
configuration.
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Figure 4.31: PSP image of Curved16 with 3 element vortex generator array mounted at the
0.42 location.
Figure 4.32: FFT contour of Curved16 model with 3 element array mounted at the 0.42
location.
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Figure 4.33: PSP image of Curved25 with 3 element vortex generator array mounted at the
0.42 location.
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Figure 4.34: Heat transfer data over Curved16. Data displayed with no vortex generator
array (N), 11 element array mounted at the 0.95 location (4), 11 element array mounted
at the 0.42 location (N), 3 element array mounted at the 0.95 location ((N), and 3 element
array mounted at the 0.42 location((N).
Figure 4.35: Heat transfer data over Curved25. Data displayed with no vortex generator
array (), 11 element array mounted at the 0.95 location (), 11 element array mounted
at the 0.42 location (), 3 element array mounted at the 0.95 location (), and 3 element
array mounted at the 0.42 location (()).
95
4.8 Length correlation
Throughout the preceding section, it was found that certain trends could be correlated
by distance between different diagnostics. First, it is useful to reiterate the results obtained
using the PSP over the undisturbed ramps. Figures 3.4-3.6 shows streaks naturally forming
over the model, which are believed to be due to either centrifugal instabilities (Goertler
vortices), or excitation of Klebanoff modes. For the cases with the various vortex gener-
ators installed, the natural streaks were observed to form in addition to the streaks due to
the vortex generators. For the 3 element array cases, the vortices could be observed using
visual inspection, and the binary thresholding method was used to determine their point of
origin. Table 4.2 lists the measured origin point of the natural streaks with the 3 element
array installed. These locations agree well with the measured natural streak locations in the
no vortex generator array case, also listed in the table.
For the 11 element array it is slightly more complicated to determine where the natural
streaks appear. As opposed to the 3 element cases, the natural streaks are not apparent
through visual inspection, and the binary thresholding method does not work to extract
their origin. In the PSD plots for the 0.95 mounting location, such as Figure 4.5, a transi-
tion range is noted where there is a shift in the dominant wavelength over the ramp. There
are two possible explanations for this shift. First, it could be due to natural broadening
of the streaks as they propagate downstream. Second, it could be due to the interaction
between the forced streaks and those that form naturally over the model. This conclusion
is consistent with the fact that the transition region corresponds well with the location of
the natural streaks in both the undisturbed case and the 3 element cases (agreeing within
12 mm). For the case with the 11 element array mounted at the 0.42 location, no transition
zone was observed, and there was a single dominant wavelength at 6 mm over the entire
visible region of the ramp.
The dominant wavelength after the appearance of the natural streaks (or transition in
wavelength in the 11 element case) is presented for each model in Table 4.1. For each
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Table 4.1: Dominant wavelength after appearance of natural streaks/wavelength transition
for all models and vortex generator arrays.
Array Curved16 Curved25 Cubic32
No array 7 mm 6 mm N/A
11 element at 0.95 location 7 mm 7 mm 7 mm
3 element at 0.95 location 5 mm 5 mm N/A
3 element at 0.42 location 8 mm N/A N/A
vortex generator arrangement the wavelength is consistent between models. This does not
hold in the no array case, where there is a disagreement of 1.5 mm between Curved16 and
Curved25.
The origin location of the natural streaks can also be linked to the heat transfer data.
As discussed previously, a relaxation in heat transfer to below the undisturbed values was
observed in all the cases with vortex generator arrays installed. While the spatial resolution
of the thermocouple gages is not as high as the PSP, we see that in all cases the relaxation
takes place somewhere between 10 and 15 degrees turning angle, corresponding well with
both the appearance of the streaks in the undisturbed PSP as well as the location of the
wavelength transition noted in PSP data with the forced streaks. This also may lend sup-
port to the conclusion that the cases with the 11 element array have natural streaks forming,
since they exhibit the same relaxation observed in the 3 element cases. Plots showing the
difference from the undisturbed case over Curved16 and Curved25 for all vortex generator
arrays can be seen in Figures 4.36 and 4.37. Here a general trend of decreasing augmenta-
tion with distance can be seen, as well as the transition from a heat transfer augmentation
to a relaxation between 10 and 15 degrees. Unfortunately, the large uncertainty levels in
these measurements preclude any conclusions about trends between arrays and mounting
locations. The color coded vertical bars in Figures 4.38 and 4.39 represent the locations
where natural streaks originated on the PSP images. Only one case (the 11 element at the
0.95 location) was done over every model, and the augmentation plot comparing all four
can be seen in Figure 4.40. Here we see a reasonable collapse with turning angle, with two
significant exceptions. For the Curved10 case, no decrease in augmentation is measured.
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This may be due to the low overall turning angle of the model. For the Cubic32 model,
the heat transfer augmentation decreases until a turning angle of around 14, where the aug-
mentation levels off. There is not enough data for the Curved16 or Curved25 models to
determine if this same trend applies to them. The same plot is reproduced in Figure 4.41
with the location of wavelength transition marked for the Curved16, Curved25 and Cubic32
models.
There are multiple possible explanations for this decrease in heat transfer augmentation.
The first two come directly from the vorticity equation: viscous dissipation, and vortex
stretching. Viscous dissipation would lead to a decrease in vortex strength over time, which
would lead to a decrease in skin friction, and therefore heat transfer. This effect would be
correlated with the distance the vortex has traveled, and not the turning angle. Since we
do not see a decrease in heat transfer over the Curved10 model (which traverses the same
x-distance as the others, but lower turning angles) it is unlikely that viscous dissipation is
the reason for the decrease in heat transfer augmentation. Vortex stretching is caused by
gradients in the velocity vector over the model, which will be present in this flow due to the
pressure gradient. Since all pressure gradients here are adverse, the sign of the stretching
term would be negative, indicating it would lead to a decrease in vortex strength, and there-
fore a decrease in the heat transfer augmentation. This effect will be correlated with the
turning angle, since the local velocity is a function of the turning angle (as shown by the
method of characteristics). Thus it is possible that the decrease is due to vortex stretching,
but that the velocity gradient over the Curved10 model is too slight to cause a noticeable
decrease in the augmentation. Figure 4.42 shows a plot of the velocity derivative with re-
spect to turning angle, calculated using the method of characteristics. This curve will be the
same for each model. At a turning angle of 10 degrees the magnitude of the derivative has
increased by 19%, by 16 degrees it has increased by 30%, by 25 degrees it has increased
by 48%, and by 32 degrees is has increased by 62% (these turning angles correspond to the
final turning angles over the models). This would suggset we should see different levels of
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Figure 4.36: Percent difference from the undisturbed case for Curved16. Data displayed
with no vortex generator array (N), 11 element array mounted at the 0.95 location (4),
11 element array mounted at the 0.42 location (N), 3 element array mounted at the 0.95
location ((N), and 3 element array mounted at the 0.42 location (N).
relaxation for each model if stretching were the cause. In reality, the sitution is not straight
forward since the stretching term is non-linear, as the velocity derivative is multiplied by
the vorticity. These results indicate it is possible that the relaxation is due to stretching,
but a numerical simulation would be required in order to determine how much the vortex
stretching term truly contributes. The third possible explanation for the decrease in aug-
mentation is an interaction between the imposed vortices and those occurring naturally over
the surface of the model. Previous studies of incompressible, 2D vortices have shown that,
when placed close together, the stronger vortex can “tear” the weaker vortex, and destroy
the coherent structure [71]. Extending this phenomenon to 3D, or to compressible flows is
an extremely complex problem, and to the author’s knowledge has not been attempted in
the literature. If the two vortex systems are interacting, the process is most likely highly
complicated, and well-founded conclusions cannot be drawn about it based on this data.
Based on these observations it is reasonable to conclude that the streaks observed
in the undisturbed case form over the models at approximately the same location with the
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Figure 4.37: Percent difference from the undisturbed case for Curved25. Data displayed
with no vortex generator array (), 11 element array mounted at the 0.95 location (),
11 element array mounted at the 0.42 location (), 3 element array mounted at the 0.95
location (), and 3 element array mounted at the 0.42 location (()).
Figure 4.38: Percent difference from the undisturbed case for Curved16. Data displayed
with no vortex generator array (N), 11 element array mounted at the 0.95 location (4),
11 element array mounted at the 0.42 location (N), 3 element array mounted at the 0.95
location ((N), and 3 element array mounted at the 0.42 location (N). Color coded vertical
bars show the origin of the natural streaks measured from the PSP images. Grey shaded
region is the uncertainty in transition location for the 11 element case.
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Figure 4.39: Percent difference from the undisturbed case for Curved25. Data displayed
with no vortex generator array (), 11 element array mounted at the 0.95 location (),
11 element array mounted at the 0.42 location (), 3 element array mounted at the 0.95
location (), and 3 element array mounted at the 0.42 location (()). Color coded vertical
bars show the origin of the natural streaks measured from the PSP images. Grey shaded
region is the uncertainty in transition location for the 11 element case.
Figure 4.40: Comparison of heat transfer augmentation over Curved10 (I), Curved16 (N),
Curved25 (), and Cubic32 (•).
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Figure 4.41: Comparison of heat transfer augmentation over Curved10 (I), Curved16 (N),
Curved25 (), and Cubic32 (•). Shaded regions indicate locations of wavelength transition
on PSP images.
Figure 4.42: Derivative of velocity with respect to turning angle. Calculated using the
method of characteristics.
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Table 4.2: Location of natural streak formation/wavelength transition for all vortex generator arrays in both x-location and turning angle.
Vortex generator array Curved16 (mm) Curved16 (deg) Curved25 (mm) Curved25 (deg) Cubic32 (mm) Cubic32 (deg)
No array 139 9.3 145 11 167 9.5
11 element at 0.95 location 150 - 159 11 - 12.6 132 - 150 8.8 - 11.9 160 - 167 8 - 9.5
3 element at 0.95 location 136 9 133 9 N/A N/A
3 element at 0.42 location 138 9 N/A N/A N/A N/A
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3 element array mounted at either location. It also suggests that the natural streaks are
forming in the 11 element array cases, though this cannot be proven with the current data.
There is also an observed relaxation in the heat transfer over the ramps to below undis-
turbed values for all cases tested. The location of this relaxation was between a turning
angle of 10 and 15, which corresponds well with the appearance of the natural streaks on
the PSP images. Due to the large uncertainty levels, no trends could be determined which
could link the level of relaxation with the array used. Unfortunately, without more detailed
data on the cross sections and quantitative vorticity of these vortices, direct conclusions
about the nature of the interaction cannot be drawn.
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CHAPTER 5
CONCLUSIONS
In this work, the response of hypervelocity boundary layers to global mechanical distortions
due to concave surface curvature was investigated experimentally. Heat transfer, pressure
sensitive paint, and visual boundary-layer thickness data were obtained over six model ge-
ometries with different surface equations and final turning angles. Models were designed to
be interchangeable to avoid variable leading edge effects and to allow an initial laminar flat
plate boundary layer to develop. Measurements of visual boundary-layer thickness con-
firmed that, as predicted by theory, the boundary layer over each of the concave surfaces
was supercritical and thinning. For the Curved16 and Curved25 models, an inflection point
was observed at 140 mm downstream of the leading edge (corresponding to a turning angle
of θ = 9.5 degrees and x/δ of 97).
Significant augmentation in the surface heat transfer over baseline flat plate values was
observed for all curvatures. Comparison of heat transfer data with approximate model pre-
dictions showed good agreement in regions of modest pressure gradient near the leading
edge, but significant under-prediction of experimental values in regions of greatest distor-
tion. In view of this poor agreement, possible scalings of the experimental data were inves-
tigated. Curve fits to the experimental data were found to reproduce the polynomial order
of the surface equations. The heat transfer data obtained for all of the large model geome-
tries were found to collapse when plotted versus local turning angle rather than downstream
distance. The collapsed data were compared with the pressure distribution calculated using
the method of characteristics. Good agreement was obtained, indicating that a local scaling
based on the pressure distribution and the concept of Lees’ similarity can be used to predict
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the heat flux augmentation even in the cases of greatest distortion at the conditions of this
study. One possible extension of this study would be to study the effects of enthalpy on the
new scaling. By utilizing the large run-condition range of the HET, models could be tested
at multiple different enthalpies, and the same turning angle scaling could be applied. This
would indicate if effects such as vibrational/rotational excitation and chemical dissociation
affect the scaling.
The response of a hypersonic boundary layer to the combined effects of a concave curved
surface and imposed vorticity was also investigated using schlieren imaging, heat transfer
measurements, and pressure sensitive paint. Four different vortex generator geometries
were tested, and a diamond element was selected based on the strength and coherence of
the pressure fluctuations it generated. Multiple different arrangements were tested, includ-
ing both interacting and isolated roughness elements. Two different mounting locations
were used, one at 35 mm behind the leading edge, and another at 79 mm behind the lead-
ing edge (just before the initiation of curvature over the model). The imposed vorticity was
found to augment the heat flux over a flat plate model to approximately turbulent levels. For
the Curved10 model, augmentations of up to 2.6 times the laminar values were observed.
Over the more aggressive ramps, an augmentation over the undisturbed case was seen near
the front of the ramps, but between a turning angle of 10 and 15 degrees, the heat transfer
relaxed to below undisturbed values. This relaxation was present for all cases tested over
the higher curvature ramps. Due to relatively large uncertainty levels, no definitive conclu-
sions could be drawn about trends in the heat transfer relaxation between models or vortex
generator arrays. Despite this relaxation, the heat transfer measurements were still found to
collapse with turning angle, as was observed for the undisturbed boundary layers. Measure-
ments made with pressure sensitive paint indicated that the relaxation was possibly related
to the formation of vortices over the model due to either natural, centrifugal instabilities
to which concave curved ramps are susceptible, or excitation of Klebanoff modes due to
freestream turbulence. Based on the current diagnostics, it is not possible to determine the
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nature of the interaction between the natural and forced streaks, and how that may result in
a decrease in heat transfer. Other explanations including viscous dissipation and stretching
of the imposed vortices were also investigated as possible explanations. In order to draw
more detailed conclusions about the interaction of imposed vorticity and concave surface
curvature, future work should focus on obtaining three-dimensional information about the
flowfield.
One of the main limitations of this study was that an inherently three-dimensional pro-
cess (the propagation of counter-rotating, streamwise vortices) was investigated using two-
dimensional diagnostics (schlieren, PSP, surface heat transfer). In order to better under-
stand the development of the vortices and their interaction with the structures which form
the natural streaks, some form of three-dimensional or cross-plane imaging will be re-
quired. Since typical three-dimensional techniques (such as particle image velocimetry)
are prohibitively difficult to implement in the HET, efforts should be concentrated on tech-
niques which would allow for spanwise imaging. Two promising candidates, planar laser
induced fluorescence and rayleigh scattering, could be set-up to provide full-field, spanwise
information on pressure, temperature, and density. This would give much more insight into
the development of the imposed disturbances, and any interactions they may have with nat-
ural disturbances.
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APPENDIX A
HEET CODE
A.1 Introduction
When performing experiments in a hypervelocity ground test facility, it is important to
have a well defined freestream. Predicted freestream conditions are used in many facets
of research. They are used as predictors to check run condition viability (e.g. compar-
ing predicted pitot pressure to measured), input conditions for generating analytical and
numerical predictions of data, and in interpreting the data which was collected during a
test. When generating predictions for an expansion tube the process is complicated by the
multiple shock/expansion wave systems through which the gases must pass through. The
most basic level of prediction that can be done for expansion tubes is a 1D steady perfect
gas calculation. Here the gas is assumed to undergo no chemical dissociation, and that all
vibrational, rotational, and electric modes remain unexcited. While this generates a good
first-order approximation of the test conditions, it includes many approximations which
can affect the results (mostly the assumption of “frozen” flow). The second level of predic-
tion is the 1D steady equilibrium solver. These codes use a gas dynamics solver coupled
with an equilibrium solver in order to relax the constraint that the flow be “frozen”. It is
in this class that the HEET code falls. While the code does still make use of assumptions
to simplify the problem (most notably that the flow is 1D and steady), it should generate
more accurate predictions of the freestream quantities. The final class of codes are full nu-
merical simulations. These codes can take many forms, but generally they are solutions to
the governing equations through discretization. These types of solvers can involve almost
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any level of detail the coder cares to include. Some possible effects that can be modeled
using a numerical solver include 3D effects, unsteadiness, turbulence, and boundary layer
growth. While these numerical codes should give the most accurate predictions they are
difficult to write, and computationally expensive. The 1D equilibrium solver is seen as a
good compromise between the perfect gas and numerical solvers.
HEET was written by the author in the spring of 2012 for the purpose of creating equilib-
rium predictions of the freestream conditions in the HET. It is a 1D code which predicts all
freestream conditions, including mole fractions and thermodynamic properties. It contains
no inherent size data (length or diameter), and thus can be applied generally to any expan-
sion tube facility, though this also means it contains no information about the boundary
layer development in the tube or test time. For all equilibrium calculations the code uses
the Cantera package combined with the Shock and Detonation Toolbox and the STAN-
CAN toolbox. Additionally, the code uses its own thermodynamic data file which is called
het.cti. It is not required to use this file, but the user would have to go in and manually
change the thermodynamic data file calls in the code and make sure the file they intended
on using had all the required species in it.
A.2 Theory
In an expansion tube flow there are two different wave systems which must be solved for.
The first is at the rupture of the primary diaphragm. Here, the driver gas is at a higher
pressure than the at-rest test gas. Due to this pressure differential, a shock propagates
into the quiescent test gas, and an expansion wave accelerates the driver gas. Across the
contact surface between the accelerated driver gas and the post-initial shock test gas the
pressure and velocity remain constant. The second wave system is similar to the first.
At the location of the secondary diaphragm the initial shock ruptures the thin diaphragm
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instantaneously. Since the expansion section is at a lower pressure than the quiescent test
gas a new wave system is formed with a transmitted shock propagating into the accelerator
gas, and a left-facing, but right moving expansion forming which the post-initial shock
test gas passes through. This is the secondary acceleration which brings the gas up to its
hypersonic test conditions. The code follow closely the method of Miller from his 1972
NASA Tech Report (TN-D-6830) [62]. In fact, the only difference between Miller’s code
and this one is in the second wave system. Where Miller anchored his code to a measured
test gas speed or pressure, this code repeats the iteration process from the first wave system
in order to determine all test gas properties.
Before discussing the code operation, it is helpful to outline the numbering system used
for the different gas states.
1. Pre-shock driven gas
2. Post-shock driven gas
3. Post-first expansion driver
4. Initial driver gas
5. Test gas
10. Pre-shock expansion gas
20. Post-shock expansion gas
For each wave system the calculation is a three step process. First, a vector of possible
temperatures is generated for the gas that is to be expanded. For example, for the first wave
system we know that the driver gas (state 4) starts at the driver gas temperature (nominally
300 K) and will decrease through the expansion. Thus, a vector of possible temperatures at
state 3 is created, varying between 300K and 50K (as an example). Next, at each possible
state 3 temperature the pressure is found by equilibrating a gas at constant temperature and
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entropy (since the expansion is isentropic). This now gives a vector of possible pressures
in state 3. The second quantity we need is the velocities that correspond to this pressure.
Equation A.1 is the equation Miller gives for the velocity increase through an expansion,
where U is the velocity, h is the enthalpy, and a is the sound speed. the subscripts A and B
refer to the pre- and post-expansion states respectively. Since all the quantities on the right
hand side can be extracted from the equilibrium solver, numerical integration can be used
to solve for the velocity at each temperature-pressure state. Now we have created a vector
of how the post-expansion velocity varies with the post-expansion pressure. Next, a vector
of possible shock velocities is generated. Using the PostShock eq command in Cantera
it is possible to calculate the post-shock thermodynamic properties at each shock speed.
Using these properties and our knowledge of state 1, we can use the shock jump equations
(Equation A.2) to get the velocity at state 2. Now we have generated a vector of how the
post-shock velocity varies with the post shock pressure. Now, to find the solution to the
system we compare the pressure-velocity vector of the expansion to that of the shock. The
point where the two lines intersect is the solution to the system. Figure A.1, shows what
one of these plots looks like.
∆U = −
∫ hB
hA
1
a
dh (A.1)
ρAUs,a = ρB(Us,a − Ub) (A.2)
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Figure A.1: Pressure-Velocity curves for the first wave system
A.3 Code structure
The code is broken up into two major sections representing the two wave systems that must
be solved. First, it sets gas compositions, pressures, and temperatures for the driver and
driven section. Cantera creates gas objects (which are named as “gas #” in the code).
These objects contain all the thermodynamic data for the gas, and there are commands
which can be used to extract certain quantities. At this point the code also extracts some
of the gas properties into variables which will be called later in the code. Next, the code
creates two “temporary” vectors, one of possible temperatures in state 3 and one of possi-
ble initial shock velocities. Next is the expansion calculation. The code loops through all
possible state 3 temperatures and calculates the equilibrium properties at constant temper-
ature and entropy. The enthalpy, and sound speed are extracted for use in calculating the
velocity. Next, Equation A.1 is evaluated numerically for each possible temperature. Since
the velocity at state 4 is known to be zero, this gives a vector of possible state 3 velocities.
Now, we have generated two vectors, one containing all the possible state 3 pressures, and
another with the corresponding state 3 velocities. Now we can use the vector of possible
shock velocities to generate the same thing for state 2. First, we use the shock velocity, and
state 1 pressure and temperature in order to generate post shock thermodynamic properties
using the PostShock eq command from the SD toolbox. Next, Equation A.2 is used to
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calculate the corresponding velocity at state 2. Now we have generated vectors of pressure
and velocity at state 2 as well. Since states 2 and 3 are separated only by a contact surface
the pressure and velocity of the two states must match. Thus we can plot P3 vs. U3, and
P2 vs. U2. Where the two lines intersect will be the solution. This intersection is found by
finding the point where the difference between the two vectors is less than a certain thresh-
old. This process is repeated for the second wave system, only we are expanding state 2 to
state 5 and we are shocking state 10 to state 20.
In it’s current form the code does not produce an equilibrium stagnation pressure pre-
diction. Due to issues with Cantera not being able to do the correct calculation, stagnation
pressure is currently calculated by taking the output from gas 5 and using StanJan. The pro-
cess is to take the create a reactant mixture in StanJan with the same properties as gas 5,
then shock the mixture, setting the shock speed to the test gas speed. Next, the products
from this calculation become the reactants in the next calculation. The option to find equi-
librium holding enthalpy and entropy constant is used. The enthalpy is set to the stagnation
enthalpy of the test gas and the entropy is set to the static entropy of the test gas.
A.4 Results
To first validate the code, predictions were generated for Runs 5 and 6 of the LEN-X fa-
cility at CUBRC. All data was taken from Maclean, at al. [58]. In this paper, the authors
presented multiple different codes written to predict freestream quantities in an expansion
tube, including one built around Miller’s method (CHEETAh). This gave both comparisons
to measured freestream quantities as well as predictions made by a similar code. The re-
sults are shown in Tables A.3 and A.4. The GasDynamics predictions are generated by the
1D perfect gas solver written by Aaron Dufrene used in the HET [33] As can be seen there
is reasonable agreement between the solvers. The differences between the CHEETAh and
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Table A.1: HET M7 8
Quantity Experimental HETES (eq) SJ GasDynamics
p0 5 (fr) (kPa) - - 51.567
p0 5 (EQ) (kPa) 60-65 63.373 -
p 5 (kPa) - 7.719 7.807
T 5 (K) - 723 710
U 5 (m/s) - 3788 3810
U s1 (km/s) - 1.99 2.05
U s10 (km/s) - 5.24 5.28
h0 5 (MJ/kg) - 7.955 7.98
rho 5 (kg/m3ˆ) - 0.00372 0.00383
M 5 - 7.13 7.14
HEET equilibrium predictions most likely comes from the choice of equilibrium solver.
CUBRC also used a method to account for departures of normal gas behavior at high driver
pressures which may have caused differences in the results. One surprising difference is
between GasDynamics and the frozen CHEETAh prediction. It was expected that these
would be the same, though it is possible that differences are due to different methods of
calculating the wave systems between the two codes.
After running the comparisons with the CUBRC run conditions, some conditions in the
HET were simulated. Two different run conditions were calculated, M7 8 and RC-5. The
results are shown in Tables A.1 and A.2. For the M7 8 case the predicted pitot pressure
agrees well with that measured experimentally. For the RC-5 condition we see that both the
perfect gas and equilibrium calculation over predict the pitot pressure by a good amount.
There is some speculation that this may be due to poor understanding of the mechanisms
of CO2 dissociation, and possibly indicate that the gas is not in equilibrium at the point of
measurement.
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Table A.2: HET RC-5
Quantity Experimental HETES (eq) SJ GasDynamics
p0 5 (fr) (kPa) - 119.57 128.3
p0 5 (EQ) (kPa) 82 126.53 -
p 5 (kPa) 2.7 2.79 3.2
T 5 (K) - 1028 -
U 5 (m/s) - 2989 3059
U s1 (km/s) 1.832 1.77 1.853
U s10 (km/s) 3.644 3.31 3.71
h0 5 (MJ/kg) - 5.74 5.67
rho 5 (kg/m3ˆ) - 0.0143 -
M 5 - 6.25 5.7
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Table A.3: LENS-X Run5
Quantity Experimental CHEETAh (eq) CHEETAh (pg) HEET GasDynamics
p0 5 (fr) (Mpa) - - 1 - 1.28
p0 5 (EQ) (Mpa) 1.08 1.34 - 1.73 -
p 5 (kPa) 35.31 38.19 35.31 36.58 39.72
T 5 (K) - - - 811 837
U 5 (m/s) - 3000 - 2880 2882
U s1 (km/s) 1.86 1.81 1.82 1.76 1.81
U s10 (km/s) 3.2 3.32 3.33 3.23 3.49
h0 5 (MJ/kg) - 5 - 5.04 4.73
rho 5 (kg/m3ˆ) - - - 0.157 0.165
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Table A.4: LENS-X Run 6
Quantity Experimental CHEETAh (eq) CHEETAh (pg) HEET GasDynamics
p0 5 (fr) (Mpa) - - 0.34 - 0.48
p0 5 (EQ) (Mpa) 0.36 0.51 - 0.435 -
p 5 (kPa) 9.16 6.95 6.95 7.257 7.96
T 5 (K) - - - 744 752
U 5 (m/s) - 4000 - 3746 3748
U s1 (km/s) 2.13 2.09 2.08 1.99 2.05
U s10 (km/s) 4.33 4.31 4.29 4.12 4.52
h0 5 (MJ/kg) - 8.5 - 7.82 7.5
rho 5 (kg/m3ˆ) - - - 0.034 0.0369
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A.5 Troubleshooting
While the code is designed to be easy to run, there are some issues that need to be looked out
for. First, the code defaults all temperatures in the three sections to 300K. If other temper-
atures are desired the operator must input them manually. Second, there are two quantities
that may need to be changed between different runs. When creating the temporary tem-
perature and shock velocity vectors the operator must choose end points, essentially how
low of a temperature will the code expand to and how high of a shock velocity. If the code
returns an error saying “variable II does not exist” or “variable II 2 does not exist” this
most likely means that the limits are not far enough out and the two lines did not intersect
and so the limits of the two vectors must be extended. On the other hand if the error reads
that the shock calculation did not converge for a certain velocity, that means that the code
is using too high shock velocities in the shock speed vector. While the code will run all
the way through if this happens, it can cause there to be multiple intersections of the two
lines, and can cause a spurious result. It is better to reduce the top speed in the shock speed
vector in order to ensure there is only one intersection.
A.6 Conclusion
The goal of this project was to develop and write a working 1D, steady equilibrium solver
for a generic expansion tube facility. This was accomplished by linking the work of
Miller with the equilibrium solver Cantera implemented in Matlab. Predicted values match
well with those observed experimentally as well as those generated by similar equilibrium
solvers. Moving forward, this code could be improved by adding in the ability to set mole
fractions of gases in the initial sections (to allow for seeding), as well as an in line way to
predict pitot pressure (rather than requiring an outside program).
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APPENDIX B
MATLAB CODE
B.1 FFT heat flux processor
% clear all;
% close all;
% clc;
alfa=5.49e-6;
kappa=20;
x=1e-6;
sample=1e6;
∆T=1/(1e6);
%%% These are the coefficients for type e 0C-1000C
c= [0 0.05866550871 .450322755820e-4 .28908407212e-7 ...
-0.330568966520e-9...
0.6502440327e-12 -0.19197495504e-15 -0.125366004970e-17...
0.214892175690e-20 -0.143880417820e-23 0.35960899487e-27];
%%%These are the inverse coefficients for type e 0C to 1000C
d=[0 1.7057035e1 -2.3301759e-1 6.5435585e-3 -7.3562749e-5 ...
-1.7896001e-6...
8.4036165e-8 -1.3735879e-9 1.0629823e-11 -3.2447087e-14];
% path='D:\Research\Data\ShotData\';
% N=menu('Is this a Bill shot or a Manu shot?','Bill','Manu','4 digit');
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% if N==1;
% base_str1='het-';
% base_str2='_B-ch';
% base_str3='.txt';
% elseif N==2;
% base_str1='het-00';
% base_str2='-ch';
% base_str3='.txt';
% elseif N==3;
% base_str1='het-';
% base_str2='_-ch';
% base_str3='.txt';
% end;
% shot=num2str(input('What is the shot number? '));
% chan=num2str(input('What was the thermocouple channel? '));
% %chan2=num2str(input('What was the Pitot probe channel? '));
% File=strcat(path,base_str1,shot,base_str2,chan,base_str3);
% %File2=strcat(path,base_str1,shot,base_str2,chan2,base_str3);
% t=zeros(1,(4*1469));
% V_inp=zeros(1,(4*1469));
% [t,V_inp,V_raw]=textread(File,'%f%f%f','headerlines',1);
%[hhh,hhhh,Pressure]=textread(File2,'%f%f%f','headerlines',1);
t_range1=input('What time corresponds to beginning of window? ');
t_range2=input('What time corresponds to end of window? ');
t1=input('What time corresponds to the beginning of the test gas? ');
t2=input('What time corresponds to the end of the test gas? ');
% V_inp=input('What is the measured voltage(in millivolts)? ');
%G=input('What is the gain? ');
GAIN=menu('Which amp ...
channel?','1','2','3','4','5','6','7','8','9','10');
if GAIN==1;
G=1104.5;
elseif GAIN==2;
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G=1128.4;
elseif GAIN==3;
G=1109.9;
elseif GAIN==4;
G=1113.2;
elseif GAIN==5;
G=1113.3;
elseif GAIN==6;
G=1088.4;
elseif GAIN==7;
G=1102.7;
elseif GAIN==8;
G=1071.4;
elseif GAIN==9;
G=1095.01;
elseif GAIN==10;
G=1027.3;
end;
% bb=menu('Polarity','Positive','Negative');
bb=1;
if bb==1;
G=G;
elseif bb==2;
G=-G;
end;
ind1=find(t>(t_range1-0.0005)&t<(t_range1+0.0005));
ind2=find(t>(t_range2-0.0005)&t<(t_range2+0.0005));
t_new=t(ind1:ind2)/1000;
LEN=length(t_new);
ind3=find((t_new*1000)>(t1-0.0005)&(t_new*1000)<(t1+0.0005));
ind4=find((t_new*1000)>(t2-0.0005)&(t_new*1000)<(t2+0.0005));
V_test1=V_inp(ind1:ind2);
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Area=pi*((0.0008/2)ˆ2);
NFFT=2ˆnextpow2(LEN);
T_out=zeros(1,(32*NFFT));
for l=1:length(V_test1);
V_test(l)=(V_test1(l)+0.005)*(1000/G);
end;
for k=1:length(V_test);
for j=1:length(d);
T_out_ind(k,j)=d(j)*((V_test(k))ˆ(j-1));
end;
T_out1(k)=sum(T_out_ind(k,:));
T_out(k)=T_out1(k)-T_out1(1);
end;
% figure(1)
% plot(t_new*1000,T_out(1:LEN));
% T_outf=fft(T_out);
% title('Raw Temp Data');
% ylabel('Temperature (K)');
% xlabel('Time (ms)');
%%%This creates and applies a filter with a 20kHz cutoff to the temp ...
signal
%%%in the frequency domain
[B,A]=butter(4,.05,'low');
% J=length(T_out);
% T_out1=fft(T_out,J).*fft(B,J)./fft(A,J);
% T_plot1=ifft(T_out1);
T_out1=fft(filtfilt(B,A,T_out));
T_plot1=ifft(T_out1);
%%%This plots the filtered temperature in order to check that the data
%%%looks good
temp=figure(1);
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plot(t_new*1000,T_plot1(1:LEN));
hold on;
plot(t_new*1000,T_out(1:LEN),'r');
title('Temp Data')
ylabel('Temperature (K)');
xlabel('Time (ms)');
% hold on;
% t1p=[t1 t1];
% t2p=[t2 t2];
% f=[0 1.5];
% plot(t1p,f,'k');
% plot(t2p,f,'k');
% hold off;
%%%This creates a new set of time
for i=1:LEN;
t_u(i)=i*∆T;
end;
g=zeros(1,(32*NFFT));
% for h=1:length(t_u)
% g(h)=transpose(sqrt(alfa/(pi*(kappaˆ2)*(t_u(h))))*exp((-(xˆ2))/...
% (4*alfa*(t_u(h)))));
% end;
for h=1:length(t_new)
g(h)=transpose(sqrt(alfa/(pi*(kappaˆ2)*(t_new(h)-(t_new(1)*0.99999...
))))*exp((-(xˆ2))/(4*alfa*(t_new(h)-(t_new(1)*0.99999)))));
end;
g_1=fft(g);
Q=sample*ifft(T_out1./g_1);
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heat=figure(2);
plot(t_new*1000,Q(1:LEN));
title('Heat Flux 11');
ylabel('Heat Flux (w/mˆ2)');
xlabel('Time (ms)');
hold on;
% t1p=[t1 t1];
% t2p=[t2 t2];
% f=[-8e5 8e5];
% plot(t1p,f,'k');
% plot(t2p,f,'k');
% hold off;
mean=mean(Q(ind3:ind4));
St_dev=std(Q(ind3:ind4));
n = ind4(1)-ind3(1);
ee = 1.96*St_dev/sqrt(n);
percent=(ee/mean);
uncert=sqrt((percentˆ2)+(.08ˆ2));
e = (uncert*mean)/(1e6);
T_out2=fft(T_out);
Q2=sample*ifft(T_out2./g_1);
%figure(4);
plot(t_new*1000,Q2(1:LEN),'r');
title('Heat Flux');
ylabel('Heat Flux (w/mˆ2)');
xlabel('Time (ms)');
% press=figure(3);
% plot(t_new*1000,Pressure(ind1:ind2));
% title('Pitot Pressure');
% ylabel('Stagnation Pressure (kPa)');
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% xlabel('Time (ms)');
% comp=figure(4)
% hl1=line(t_new*1000,T_out(1:LEN),'Color','r');
% ax1=gca;
% set(ax1,'XColor','r','YColor','r');
% ax2 = axes('Position',get(ax1,'Position'),'XAxisLocation','top',...
%'YAxisLocation','right','Color','none','XColor','k','YColor','k');
% hl2 = line(t_new*1000,Pressure(ind1:ind2),'Color','k','Parent',ax2);
% write11=zeros(LEN,5);
% write11(:,1)=t_new;
% write11(:,2)=Q(1:LEN);
% write11(:,3)=Q2(1:LEN);
% write11(:,4)=T_plot1(1:LEN);
% write11(:,5)=T_out(1:LEN);
%write11(:,6)=Pressure(ind1:ind2);
% NNN=menu('Would you like to save the data?','Yes','No');
%
% if NNN==1;
% pathsave=strcat('C:\Documents and Settings\Bill\My Documents...
% \Research\Data\ProcessedData\',shot,'_proc.dat');
% save(pathsave,'write11','-ASCII','-tabs');
% path2=strcat('C:\Documents and Settings\Bill\My Documents...
% \Research\Data\Thermocouple Plots\',shot,'_temp.fig');
% path3=strcat('C:\Documents and Settings\Bill\My Documents...
% \Research\Data\Thermocouple Plots\',shot,'_heat.fig');
% path4=strcat('C:\Documents and Settings\Bill\My Documents...
% \Research\Data\Thermocouple Plots\',shot,'_pitot.fig');
% path5=strcat('C:\Documents and Settings\Bill\My Documents...
% \Research\Data\Thermocouple Plots\',shot,'_compare.fig');
% saveas(temp,path2);
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% saveas(heat,path3);
% saveas(press,path4);
% saveas(comp,path5);
% elseif NNN==2;
% end;
% JJ=menu('Do you want to compute an average?','Yes','No');
%
% if JJ==1;
% tt1=input('Start time? ');
% tt2=input('End time? ');
% i1=find(t>(tt1-0.0005)&t<(tt1+0.0005));
% i2=find(t>(tt2-0.0005)&t<(tt2+0.0005));
% QQ=Q(i1:i2);
% mean=mean(QQ)
% end;
fprintf('Mean (MW/mˆ2): %5.2f\n',mean/(1e6));
fprintf('Error (MW/mˆ2): %5.2f\n',e);
fprintf('Percent Error: %5.2f\n',uncert*100);
B.2 PSP radiometric calibration
clear all;
close all;
clc;
%%%This is a program to build a calibration curve for PSP data. The ...
goal of
%%%the program is to automatically import images and then select a
%%%calibration region. This version of the program does only radiometric
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%%%calibration.
NN=input('How many calibration images do you have? ');
%%%This will load the calibration file and create the mask we need to
[n1,p1]=uigetfile('*.tif','Choose the referance file');
nn1=[p1 n1];
Ref1=imread(nn1);
II1=Ref1;
II1=imadjust(II1,[0 0.1]);
mask=double(roipoly(II1));
REF=double(Ref1);
close all;
MM = menu('Do you want to do background subtraction? ','Yes','No');
if MM==1;
[b1,b2]=uigetfile('*.tif','Choose the background file');
bb1=[b2 b1];
BkGnd=imread(bb1);
BkGnd=double(BkGnd);
else;
BkGnd=0;
end;
for i=1:NN;
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[n,p]=uigetfile('*.tif');
nn=[p n];
I=imread(nn);
I=double(I);
Ir=(REF-BkGnd)./(I-BkGnd);
ROI=Ir.*mask;
IN=isnan(ROI);
[row,col]=find(IN==1);
for f=1:length(row);
for g=1:length(col);
ROI(row(f),col(g))=0;
end;
end;
C(i)=mean2(ROI(ROI 6=0));
P(i)=input('What is the pressure for this image(kPa)? ');
%clear n p nn I Ir ROI;
end;
fit = polyfit(C,P,2);
fit2 = polyfit(C,P,1);
[n2,p2] = uigetfile('*.tif','Select the data image');
Data_raw = double(imread([p2 n2]));
Data_ratio=(REF-BkGnd)./(Data_raw-BkGnd);
% for k=1:1200;
% for l=1:1600;
% Data_calibrated(k,l) = (fit(1)*(Data_ratio(k,l)ˆ2))...
% + (fit(2)*Data_ratio(k,l)) + fit(3);
% end;
% end;
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Data_calibrated = (fit(1).*(Data_ratio.ˆ2)) + ...
(fit(2).*Data_ratio) + fit(3);
%DATA=uint16(Data_calibrated);
DATA=Data_calibrated;
DATA=uint16(DATA);
imshow(DATA)
imsave
x=linspace(0,3,1000);
pp=(fit(1).*(x.ˆ2)) + (fit(2).*x) + fit(3);
figure(2);
plot(x,pp);
hold on;
plot(C,P,'.');
xlabel('Intensity Ratio')
ylabel('Pressure (kPa)')
% H=fspecial('gaussian',10,10);
% data_filter=imfilter(DATA,H,'replicate');
% data_filter = uint16(data_filter);
% figure(3);
% imshow(data_filter)
% imsave;
B.3 PSP frequency calculator
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%%%This program should process PSP images to get out frequencies
clear all;
close all;
cal = 1/12; %conversions from pixels to mm
I = imread('processed_cropped_calibrated_filtered.tif');
y = linspace(90,190,size(I,1));
% y = fliplr(y);
I = double(I);
[m,n]=size(I);%%%finds the size of the image
x = linspace(0,n-1,n)*cal;%%This creates your calibrated x-vector ...
for FFT
Fs = 1/(x(2)-x(1));%%%calculates the "sampling frequency"
L = numel(x);%%%Finds the length of the x-vector
NFFT = 2ˆnextpow2(L);%%Finds the next power of two from the
%vector length for padding
f = Fs/2*linspace(0,1,NFFT/2);%%%Calculates the frequency %
%vector for all FFT calcs
lambda = 1./f;%%%calculates the wavelength for each frequency
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% [B,A]=butter(4,[.1 .8],'stop');%%%creates a low pass filter for ...
the data
[B,A]=butter(4,.5,'low');
[B2,A2]=butter(4,.01,'high');
sig = zeros(m,n);
PSD = zeros(m,NFFT/2);
for i=1:m;
% sig(i,:) = I(m+1-i,:);
sig(i,:) = filtfilt(B2,A2,filtfilt(B,A,I(m+1-i,:)));
%%loads a strip of pixels and filters them
% sig(i,:) = filtfilt(B,A,I(m+1-i,:));
Y = fft(sig(i,:)-mean(sig(i,:)),NFFT)/L;
PSD(i,:) = 2*abs(Y(1:NFFT/2));
end;
% save('1381_PSD.mat');
% writerObj = VideoWriter('838_wavelength_10fps.avi'); % Name it.
% writerObj.FrameRate = 10; % How many frames per second.
% open(writerObj);
% for i=1:m;
% % pause(0.01);
% subplot(1,2,1);
% plot(lambda(1:45),PSD(i,1:45));
% axis([0 10 0 .04]);
% subplot(1,2,2);
% imshow(I);
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% hold on;
% plot([1,n],[m-i,m-i],'Color','r','LineWidth',1);
% frame = getframe(gcf);
% writeVideo(writerObj, frame);
% end;
% close(writerObj);
% mesh(lambda,y(1:10:end),PSD(1:10:end,:))
% mesh(lambda(5:end),y(1:50:end),PSD(1:50:end,5:end),...
% 'EdgeColor','black')
% mesh(lambda(5:end),y(1:end),PSD(1:end,5:end))
pcolor(lambda(5:end),y(1:end),PSD(1:end,5:end))
shading('interp')
k=0;
for i=1:length(lambda)-1;
for j=1:length(y)-1;
k=k+1;
T1(k) = lambda(i);
T2(k) = y(j);
T3(k) = PSD(j,i);
end;
end;
ind_tec = find(T1==Inf);
T1 = T1(ind_tec(end)+1:end);
T2 = T2(ind_tec(end)+1:end);
T3 = T3(ind_tec(end)+1:end);
TecPlot = [T1' T2' T3'];
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str=num2str(length(T1));
header2 = ['ZONE T="Frame 0", DATAPACKING=POINT'];
%
file = fopen('1293_contour.dat','wt');
%
fprintf(file,'%s\r\n\n',header2);
fprintf(file,'%0.6f %0.6f %0.6f \n',TecPlot.');
%
fclose(file);
B.4 Structure Identification Code
%%%Image Edge Detector%%%%
clear all;
% close all;
clc;
lim1 = 0.37;
lim2 = 1.71;
can_a = 0.0188;
can_b = 0.06;
I = imread('1314_processed_blur.tif');
I_raw = imread('1314_processed_cropped.tif');
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[E,f] = edge(I,'canny')%,[can_a can_b]);
ind = find(E==1);
I_edge = I_raw;
I_edge(ind) = 0;
I_edge = double(I_edge);
n=1;
i=1;
while n==1;
imshow(I_edge,[lim1 lim2])
h = imrect;
g = wait(h);
eval(sprintf('g_%d = g;',i));
% mask = createMask(h);
close all;
I_min = I(g(2):(g(2)+g(4)),g(1):(g(1)+g(3)));
edge_min = edge(I_min,'canny')%,[can_a can_b]);
% imshow(edge_min)
mask2 = double(roipoly(edge_min));
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edge_min = mask2.*edge_min;
eval(sprintf('Struct_%d = edge_min;',i));
i = i+1;
n=menu('Another structure?','Yes','No');
clear h g I_min edge_min mask2;
close all;
end;
for j=1:i-1;
eval(sprintf('area=g_%d;',j));
area = round(area);
eval(sprintf('s = Struct_%d;',j));
[y2,x2] =find(s==1);
x = area(1)+x2;
y = area(2)+y2;
lin = sub2ind(size(I),y,x);
lin=round(lin);
I_raw(lin) = 0;
end;
I_raw = uint16(I_raw*10000);
imshow(I_raw);
B.5 HEET Code
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clear all;
%close all;
%clc;
%%%The purpose of this code is to generate equilibrium condition
%%%predictions for the HET. This paper follows the method of NASA ...
TN-D-6830
%%%by Miller.
%%%The following is the guide to what gas states different numbers are
% (1) Pre-shock driven gas
% (2) Post-shock driven gas
% (2s) Post-seconday diaphram shock (if modeled)
% (3) Post-first expansion driver gas
% (4) Initial driver gas
% (5) Test gas
% (10) Pre-shock expansion gas
% (20) Post-shock expansion gas
% V1.1 - includes AMK updates to add 80% and 50% O2 cases
% - fixed ifelse statements
%%%This gives the option not to include chemistry
CHEM=menu('Include chemistry?','Yes','No');
%%%Some constants
R=8314.46; %J Kˆ-1 kmolˆ-1 Universal gas constant
%%%This loop will set the constants for the driven gas based on what
%%%it is.
NN=menu('What is your driven gas?','Air','Nitrogen','CO2','Ar',...
'80\% O2','50\% O2');
136
if NN==1;
gas_1=IdealGasMix('het.cti');
elseif NN==2;
gas_1=importPhase('het.cti');
set(gas_1,'Y','N2:1');
elseif NN==3;
gas_1=importPhase('het.cti');
set(gas_1,'Y','CO2:1');
elseif NN==4;
gas_1=importPhase('het.cti');
set(gas_1,'Y','AR:1');
elseif NN==5; % Note in mole fractions for 80% O2 case (AMK)
gas_1=importPhase('het.cti');
set(gas_1,'X','N2:3.76,O2:0.80');
elseif NN==6; % Note in mole fractions for 50% O2 case (AMK)
gas_1=importPhase('het.cti');
set(gas_1,'X','N2:3.76,O2:0.50');
end;
%%%This section is the input for the at-rest driven gas
P_1=input('What is the initial pressure of the driven section(kPa)? ');
P_1=P_1*1000;
T_1=300; %Initial temperature of the driven section
if CHEM==1;
equilibrate(gas_1,'TP','solver 1');
else
end;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%This section calculates out all properties of at rest driven gas
MW_1=meanMolarMass(gas_1);
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gamma_1=cp_mass(gas_1)/cv_mass(gas_1);
rho_1=(P_1*MW_1)/(T_1*R);
h_1=enthalpy_mass(gas_1);
if CHEM==1;
a_1=soundspeed_eq2(gas_1);
else
a_1=soundspeed_fr(gas_1);
end;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%This section sets some constants for the driver gas
NN_4=menu('What is the driver gas?','He','Air');
if NN_4==1;
gas_4=importPhase('het.cti');
set(gas_4,'Y','He:1');
gas_3=importPhase('het.cti');
set(gas_3,'Y','He:1');
elseif NN_4==2;
gas_4=IdealGasMix('het.cti');
gas_3=IdealGasMix('het.cti');
end;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%Need to input driver pressure and temperature at rupture in order to
%%%calculate post-shock driven properties (state 2)
P_4=1.35;%input('What is the driver pressure at burst(MPa)? ');
P_4=P_4*1000000;
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T_4=300;%input('What is the driver temperature? ');
set(gas_4,'T',T_4,'P',P_4);
%equilibrate(gas_4,'TP','solver 1');
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%This section calculates out all properties of driver gas at burst
MW_4=meanMolarMass(gas_4);
gamma_4=cp_mass(gas_4)/cv_mass(gas_4);
rho_4=density(gas_4);
h_4=enthalpy_mass(gas_4);
if CHEM==1;
a_4=soundspeed_eq2(gas_4);
else
a_4=soundspeed_fr(gas_4);
end;
s_4=entropy_mass(gas_4);
cv_4=cv_mole(gas_4);
gamma_4=cp_mass(gas_4)/cv_mass(gas_4);
X_4=moleFractions(gas_4);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%This section creates temporary vectors for state 3 temperature ...
and the
%%%initial shock speed for calculation of states 2 and 3
T_3_t=T_4:-1:50;%Temporary temperature vector
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U_s1_t=2*roundn(a_1,1):10:3000;%Temporary shock speed vector
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%This section follows the method of page 8 in the Miller paper.
%%%First, vectors of potential expanded driver gas properties are
%%%calculated using the temporary temperature vector and by doing a zero
%%%entropy change expansion. Next, a temporary expanded driver gas ...
vector
%%%is created by using equation 10 from Miller. Next, a vector of thermo
%%%properties in the shocked driven gas is created using the shock ...
speeds
%%%from the temporary shock speed vector. Solution is found by ...
requireing
%%%that U3=U2 and P3=P2.
%%%Preallocation for vectors in first loop
V_4pV_3=zeros(1,length(T_3_t));
P_3_t=zeros(1,length(T_3_t));
h_3_t=zeros(1,length(T_3_t));
MW_3_t=zeros(1,length(T_3_t));
a_3_t=zeros(1,length(T_3_t));
U_3_t=zeros(1,length(T_3_t));
gamma_3_t=zeros(1,length(T_3_t));
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
gas_hold=newIdealGasMix('het.cti');
for k=1:length(T_3_t);
state=IdealGasMixState(gas_hold,'moleTP',X_4,T_4,P_4);
state = setState_TS(state,T_3_t(k),s_4);
P_3_t(k) = getPressure(state);
clear state
end;
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clear state gas_hold
%%%This first loop gives us our U3 and P3 vectors
for i=1:length(T_3_t);
set(gas_3,'T',T_3_t(i),'P',P_3_t(i));
h_3_t(i)=enthalpy_mass(gas_3);
gamma_3_t(i)=cp_mole(gas_3)/cv_mole(gas_3);
MW_3_t(i)=meanMolarMass(gas_3);
if CHEM==1 && NN_4 6=1;
a_3_t(i)=soundspeed_eq2(gas_3);
else
a_3_t(i)=sqrt(gamma_3_t(i)*(R/MW_3_t(i))*T_3_t(i));
end
if i==1;
U_3_t(i)=0;
else
U_3_t(i)=-trapz(h_3_t(1:i),(1./a_3_t(1:i)));
end;
end;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%Preallocation%%%%%%%%%%%%%%%
rho_2_t=zeros(1,length(U_s1_t));
P_2_t=zeros(1,length(U_s1_t));
U_2_t=zeros(1,length(U_s1_t));
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%This loop gives us our U2 and P2 vectors
for j=1:length(U_s1_t);
if CHEM==1;
if NN==1;%Air
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gas_2=PostShock_eq(U_s1_t(j),P_1,T_1,'N2:0.78,O2:0.21,AR:0.01'...
,'het.cti');
elseif NN==2;%Nitrogen
gas_2=PostShock_eq(U_s1_t(j),P_1,T_1,'N2:1','het.cti');
elseif NN==3;%CO2
gas_2=PostShock_eq(U_s1_t(j),P_1,T_1,'CO2:1','het.cti');
elseif NN==4;%Argon
gas_2=PostShock_eq(U_s1_t(j),P_1,T_1,'AR:1','het.cti');
elseif NN==5;% 80% O2
gas_2=PostShock_eq(U_s1_t(j),P_1,T_1,'O2:0.8,N2:3.76','het.cti');
elseif NN==6;% 50% O2
gas_2=PostShock_eq(U_s1_t(j),P_1,T_1,'O2:0.5,N2:3.76','het.cti');
end;
else
if NN==1;%Air
gas_2=PostShock_fr(U_s1_t(j),P_1,T_1,'N2:0.78,O2:0.21,AR:0.01'...
,'het.cti');
elseif NN==2;%Nitrogen
gas_2=PostShock_fr(U_s1_t(j),P_1,T_1,'N2:1','het.cti');
elseif NN==3;%CO2
gas_2=PostShock_fr(U_s1_t(j),P_1,T_1,'CO2:1','het.cti');
elseif NN==4;%Argon
gas_2=PostShock_fr(U_s1_t(j),P_1,T_1,'AR:1','het.cti');
elseif NN==5;% 80% O2
gas_2=PostShock_fr(U_s1_t(j),P_1,T_1,'O2:0.8,N2:3.76','het.cti');
elseif NN==6;% 50% O2
gas_2=PostShock_fr(U_s1_t(j),P_1,T_1,'O2:0.5,N2:3.76','het.cti');
end;
end;
rho_2_t(j)=density(gas_2);
P_2_t(j)=pressure(gas_2);
U_2_t(j)=U_s1_t(j)*(1-(rho_1/rho_2_t(j)));
end;
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
clear i j
%%%This flips the U3 & P3 vectors so that the pressure values are ...
correct
%%%to compare to the U2 & P2 vectors
U_3_t=fliplr(U_3_t);
P_3_t=fliplr(P_3_t);
T_3_t=fliplr(T_3_t);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%This loop finds the intersection between states 2 and 3 velocity and
%%%pressure. It requires that both the pressure and velocity be ...
within 1%
%%%of each other in order for it to choose those indices. The correct
%%%indices for each vector are stored in II and JJ
for i=1:length(U_3_t);
for j=1:length(U_2_t);
if ((U_3_t(i)-U_2_t(j))/U_2_t(j)) ≤0.05 && ...
((U_3_t(i)-U_2_t(j))...
/U_2_t(j))>0 && ((P_3_t(i)-P_2_t(j))/P_2_t(j))≤0.05...
&& ((P_3_t(i)-P_2_t(j))/P_2_t(j))>0;
II=i;
JJ=j;
else
end;
end;
end;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%This block of code sets the "final" temperatures and pressure for ...
states
143
%%%2 and 3 and resets the gas for each of these states to reflect ...
the final
%%%properties as found in the previous loops
T_3=T_3_t(II);
P_3=P_3_t(II);
clear gas_3
if NN_4==1;
gas_3=importPhase('het.cti');
set(gas_3,'Y','He:1');
elseif NN_4==2;
gas_3=IdealGasMix('het.cti');
end;
set(gas_3,'T',T_3,'P',P_3);
%%%This statement only equilibrates the gas if it is air. Cantera has
%%%issues equilibrating low temp (<300K) helium. Since it is a ...
monoatomic
%%%the frozen approximation can be considered very good in this case
if CHEM==1 && NN_4 6=1;
equilibrate(gas3,'TP');
else
end;
U_s1=U_s1_t(JJ);
clear gas_2
if CHEM == 1;
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if NN==1;%Air
gas_2=PostShock_eq(U_s1,P_1,T_1,'N2:0.78,O2:0.21,AR:0.01','het.cti');
elseif NN==2;%Nitrogen
gas_2=PostShock_eq(U_s1,P_1,T_1,'N2:1','het.cti');
elseif NN==3;%CO2
gas_2=PostShock_eq(U_s1,P_1,T_1,'CO2:1','het.cti');
elseif NN==4;%Argon
gas_2=PostShock_eq(U_s1,P_1,T_1,'AR:1','het.cti');
elseif NN==5;% 80%
gas_2=PostShock_eq(U_s1,P_1,T_1,'N2:3.76,O2:0.8','het.cti');
elseif NN==6;% 50%
gas_2=PostShock_eq(U_s1,P_1,T_1,'N2:3.76,O2:0.5','het.cti');
end;
else
if NN==1;%Air
gas_2=PostShock_fr(U_s1,P_1,T_1,'N2:0.78,O2:0.21,AR:0.01','het.cti');
elseif NN==2;%Nitrogen
gas_2=PostShock_fr(U_s1,P_1,T_1,'N2:1','het.cti');
elseif NN==3;%CO2
gas_2=PostShock_fr(U_s1,P_1,T_1,'CO2:1','het.cti');
elseif NN==4;%Argon
gas_2=PostShock_fr(U_s1,P_1,T_1,'AR:1','het.cti');
elseif NN==5;% 80%
gas_2=PostShock_fr(U_s1,P_1,T_1,'N2:3.76,O2:0.8','het.cti');
elseif NN==6;% 50%
gas_2=PostShock_fr(U_s1,P_1,T_1,'N2:3.76,O2:0.5','het.cti');
end;
end;
rho_2=density(gas_2);
P_2=pressure(gas_2);
U_2=U_s1*(1-(rho_1/rho_2));
T_2=temperature(gas_2);
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cv_2=cv_mole(gas_2);
MW_2=meanMolarMass(gas_2);
gamma_2=cp_mass(gas_2)/cv_mass(gas_2);
a_2=soundspeed_eq2(gas_2);
MassFrac=massFractions(gas_2);
X_2=moleFractions(gas_2);
s_2=entropy_mass(gas_2);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%Now this section will calculate out the test gas properties. Miller
%%%anchors his solution to a pressure or velocity measurement, but I
%%%believe it is possible to repeat the process for finding the gas_2
%%%properties in order to get the properties for gas_5
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%This will set the expansion gas composition%%%%%%%%%%%%%%%
NN_10=menu('What is the expansion ...
gas?','Air','He','Nitrogen','CO2','Ar');
if NN_10==1;
gas_10=IdealGasMix('het.cti');
elseif NN_10==2;
gas_10=importPhase('het.cti');
set(gas_10,'Y','He:1');
elseif NN_10==3;
gas_10=importPhase('het.cti');
set(gas_10,'Y','N2:1');
elseif NN_10==4;
gas_10=importPhase('het.cti');
set(gas_10,'Y','CO2:1');
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elseif NN_10==5;
gas_10=importPhase('het.cti');
set(gas_10,'Y','Ar:1');
end;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%Now we set the known gas properties%%%%%%%%%%%%%%%%%%%%%%%%
P_10=input('What is the accelerator pressure (mtorr)? ');
P_10=P_10/7.501;
T_10=300;
set(gas_10,'T',T_10,'P',P_10);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%This section calculates out all properties of at rest accelerator gas
MW_10=meanMolarMass(gas_10);
gamma_10=cp_mass(gas_10)/cv_mass(gas_10);
rho_10=(P_10*MW_10)/(T_10*R);
h_10=enthalpy_mass(gas_10);
if CHEM==1;
a_10=soundspeed_eq2(gas_10);
else
a_10=soundspeed_fr(gas_10);
end;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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%%%This section creates the temperature and velocity vectors which ...
will be
%%%iterated over
T_5_t=roundn(T_2,0):-1:200;
U_s10_t=2*roundn(a_10,1):10:6000;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%This block sets the gas composition for state%%%5%%%%%%
if NN==1;%Air
gas_5=IdealGasMix('het.cti');
set(gas_5,'X',moleFractions(gas_2),'T',T_2,'P',P_2);
elseif NN==2;%Nitrogen
gas_5=importPhase('het.cti');
set(gas_5,'X',moleFractions(gas_2),'T',T_2,'P',P_2);
elseif NN==3;%CO2
gas_5=importPhase('het.cti');
set(gas_5,'X',moleFractions(gas_2),'T',T_2,'P',P_2);
elseif NN==4;%Argon
gas_5=importPhase('het.cti');
set(gas_5,'X',moleFractions(gas_2),'T',T_2,'P',P_2);
elseif NN==5;% 80%
gas_5=importPhase('het.cti');
set(gas_5,'X',moleFractions(gas_2),'T',T_2,'P',P_2);
elseif NN==6;% 80%
gas_5=importPhase('het.cti');
set(gas_5,'X',moleFractions(gas_2),'T',T_2,'P',P_2);
end;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%Preallocation%%%%%%%%%%%%%%%%
V_2pV_5=zeros(1,length(T_5_t));
P_5_t=zeros(1,length(T_5_t));
h_5_t=zeros(1,length(T_5_t));
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gamma_5_t=zeros(1,length(T_5_t));
MW_5_t=zeros(1,length(T_5_t));
a_5_t=zeros(1,length(T_5_t));
U_5_t=zeros(1,length(T_5_t));
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%This section calculates out the expansion from 2->5. It ...
perscribes a
%%%temp and pressure, then finds equilibrium there, using the data ...
from the
%%%equilibrated gas it then calculates out the velocity for that P/T ...
combo
%%%at state 5
gas_hold=newIdealGasMix('het.cti');
for k=1:length(T_5_t);
state=IdealGasMixState(gas_hold,'moleTP',X_2,T_2,P_2);
state = setState_TS(state,T_5_t(k),s_2);
P_5_t(k) = getPressure(state);
if T_5_t(k)≥300;
state=Equilibrate(state,'SP');
T_5_t(k) = getTemperature(state);
else
end;
clear state
end;
clear state gas_hold
for i=1:length(T_5_t);
set(gas_5,'T',T_5_t(i),'P',P_5_t(i));
if CHEM==1 && T_5_t(i)≥300;
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equilibrate(gas_5,'TP');
else
end;
h_5_t(i)=enthalpy_mass(gas_5);
gamma_5_t(i)=cp_mole(gas_5)/cv_mole(gas_5);
MW_5_t(i)=meanMolarMass(gas_5);
if T_5_t(i)≥300 && CHEM==1;
a_5_t(i)=soundspeed_eq2(gas_5);
else
a_5_t(i)=sqrt(gamma_2*(R/MW_5_t(i))*T_5_t(i));
end;
if i==1;
U_5_t(i)=0;
else
U_5_t(i)=U_2 + (-trapz(h_5_t(1:i),(1./a_5_t(1:i))));
end;
end;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%Preallocation%%%%%%%%%%%%%%%%%%
rho_20_t=zeros(1,length(U_s10_t));
P_20_t=zeros(1,length(U_s10_t));
U_20_t=zeros(1,length(U_s10_t));
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%This calculates out the flow quantities in the shocked expansion ...
section
%%%gas and uses the shock jump relations to calculate out the ...
velocity in
%%%the accelerator gas behind the shock.
for j=1:length(U_s10_t);
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if CHEM ==1;
if NN_10==1;
gas_20=PostShock_eq(U_s10_t(j),P_10,T_10,...
'N2:0.78,O2:0.21,AR:0.01','het.cti');
elseif NN_10==2;
gas_20=PostShock_fr(U_s10_t(j),P_10,T_10,'He:1','het.cti');
elseif NN_10==3;
gas_20=PostShock_eq(U_s10_t(j),P_10,T_10,'N2:1','het.cti');
elseif NN_10==4;
gas_20=PostShock_eq(U_s10_t(j),P_10,T_10,'CO2:1','het.cti');
elseif NN_10==5;
gas_20=PostShock_eq(U_s10_t(j),P_10,T_10,'AR:1','het.cti');
end;
else
if NN_10==1;
gas_20=PostShock_fr(U_s10_t(j),P_10,T_10,...
'N2:0.78,O2:0.21,AR:0.01','het.cti');
elseif NN_10==2;
gas_20=PostShock_fr(U_s10_t(j),P_10,T_10,'He:1','het.cti');
elseif NN_10==3;
gas_20=PostShock_fr(U_s10_t(j),P_10,T_10,'N2:1','het.cti');
elseif NN_10==4;
gas_20=PostShock_fr(U_s10_t(j),P_10,T_10,'CO2:1','het.cti');
elseif NN_10==5;
gas_20=PostShock_fr(U_s10_t(j),P_10,T_10,'AR:1','het.cti');
end;
end;
rho_20_t(j)=density(gas_20);
P_20_t(j)=pressure(gas_20);
U_20_t(j)=U_s10_t(j)*(1-(rho_10/rho_20_t(j)));
end;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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%%%This flips the U5 & P5 vectors so that the pressure values are ...
correct
%%%to compare to the U20 & P20 vectors
U_5_t=fliplr(U_5_t);
P_5_t=fliplr(P_5_t);
T_5_t=fliplr(T_5_t);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%This loop finds the intersection between states 5 and 20 velocity and
%%%pressure. It requires that both the pressure and velocity be ...
within 1%
%%%of each other in order for it to choose those indices. The correct
%%%indices for each vector are stored in II_2 and JJ_2
for i=1:length(U_5_t);
for j=1:length(U_20_t);
if ((U_5_t(i)-U_20_t(j))/U_20_t(j)) ≤0.01e1 &&...
((U_5_t(i)-U_20_t(j))/U_20_t(j))>0 &&...
((P_5_t(i)-P_20_t(j))/P_20_t(j))≤0.01e1 &&...
((P_5_t(i)-P_20_t(j))/P_20_t(j))>0;
II_2=i;
JJ_2=j;
else
end;
end;
end;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%This block of code sets the "final" temperatures and pressure for ...
state
%%%5 and resets the gas for this state to reflect the final
%%%properties as found in the previous loops
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T_5=T_5_t(II_2);
P_5=P_5_t(II_2);
U_5=U_5_t(II_2);
clear gas_5;
if NN==1;%Air
gas_5=IdealGasMix('het.cti');
set(gas_5,'X',moleFractions(gas_2),'T',T_2,'P',P_2);
elseif NN==2;%Nitrogen
gas_5=importPhase('het.cti');
set(gas_5,'X',moleFractions(gas_2),'T',T_2,'P',P_2);
elseif NN==3;%CO2
gas_5=importPhase('het.cti');
set(gas_5,'X',moleFractions(gas_2),'T',T_2,'P',P_2);
elseif NN==4;%Argon
gas_5=importPhase('het.cti');
set(gas_5,'X',moleFractions(gas_2),'T',T_2,'P',P_2);
elseif NN==5;%80%
gas_5=importPhase('het.cti');
set(gas_5,'X',moleFractions(gas_2),'T',T_2,'P',P_2);
elseif NN==6;%50%
gas_5=importPhase('het.cti');
set(gas_5,'X',moleFractions(gas_2),'T',T_2,'P',P_2);
end;
set(gas_5,'T',T_5,'P',P_5);
if CHEM==1;
equilibrate(gas_5,'TP',1,'solver 1');
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else
end;
U_s10=U_s10_t(JJ_2);
clear gas_20
if CHEM ==1;
if NN_10==1;
gas_20=PostShock_eq(U_s10,P_10,T_10,...
'N2:0.78,O2:0.21,AR:0.01','het.cti');
elseif NN_10==2;
gas_20=PostShock_fr(U_s10,P_10,T_10,'He:1','het.cti');
elseif NN_10==3;
gas_20=PostShock_eq(U_s10,P_10,T_10,'N2:1','het.cti');
elseif NN_10==4;
gas_20=PostShock_eq(U_s10,P_10,T_10,'CO2:1','het.cti');
elseif NN_10==5;
gas_20=PostShock_eq(U_s10,P_10,T_10,'AR:1','het.cti');
end;
else
if NN_10==1;
gas_20=PostShock_fr(U_s10,P_10,T_10,...
'N2:0.78,O2:0.21,AR:0.01','het.cti');
elseif NN_10==2;
gas_20=PostShock_fr(U_s10,P_10,T_10,'He:1','het.cti');
elseif NN_10==3;
gas_20=PostShock_fr(U_s10,P_10,T_10,'N2:1','het.cti');
elseif NN_10==4;
gas_20=PostShock_fr(U_s10,P_10,T_10,'CO2:1','het.cti');
elseif NN_10==5;
gas_20=PostShock_fr(U_s10,P_10,T_10,'AR:1','het.cti');
end;
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end;
U_20=U_20_t(JJ_2);
if CHEM==2;
a_20=soundspeed_fr(gas_20);
else
a_20=soundspeed_eq2(gas_20);
end;
%%%This section calculates some useful parameters for the test gas
gamma_5=cp_mass(gas_5)/cv_mass(gas_5);
rho_5=density(gas_5);
if CHEM==1;
a_5=soundspeed_eq2(gas_5);
else
a_5=sqrt(gamma_5*(8314/meanMolarMass(gas_5))*T_5);
end;
M_5=U_5/a_5;
X_5=moleFractions(gas_5);
%%%This variable is the stagnation pressure calculated using the ...
Rayleigh
%%%pitot equation
P_0r_5=P_5*(((((gamma_5+1)ˆ2)*(M_5ˆ2))/...
(4*gamma_5*(M_5ˆ2)-2*(gamma_5-1)))ˆ(gamma_5/(gamma_5-1)))...
*(((1-gamma_5) + 2*gamma_5*(M_5ˆ2))/(gamma_5+1));
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h_0_5=(cp_mass(gas_5)*T_5) + (0.5*(U_5ˆ2));
h_0_5e=(0.5*(U_5ˆ2)) + enthalpy_mass(gas_5);
%%%This section puts the gas through another normal shock to ...
simulate the
%%%shock in from of a pitot probe
if CHEM==1;
gas_5s=PostShock_eq(U_5,P_5,T_5,moleFractions(gas_5),'het.cti');
else
gas_5s=PostShock_fr(U_5,P_5,T_5,moleFractions(gas_5),'het.cti');
end;
P_5s=pressure(gas_5s);
T_5s=temperature(gas_5s);
gamma_5s=cp_mass(gas_5s)/cv_mass(gas_5s);
rho_5s=density(gas_5s);
U_5s=(rho_5/rho_5s)*U_5;
a_5s=soundspeed_eq(gas_5s);
M_5s=U_5s/a_5s;
P_5t=P_5s * (1 + ((gamma_5s-1)/2)*(M_5sˆ2))ˆ(gamma_5s/(gamma_5s-1));
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%THIS SECTION IS FOR EXPERIMENTING WITH STAGNATION PRESSURE AND TEST ...
TIME
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%CALCULATIONS. PLEASE IGNORE.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% gas_5t11=PostShock_eq(U_5,P_5,T_5,moleFractions(gas_5),'het.cti');
% gas_5t21=PostShock_eq(U_5,P_5,T_5,moleFractions(gas_5),'het.cti');;
%
% PP=pressure(gas_5t1);
% kk=1;
% set(gas_5t11,'Enthalpy',h_0_5,'P',PP);
% equilibrate(gas_5t11,'HP');
% set(gas_5t21,'Entropy',entropy_mass(gas_5t1),'P',PP);
% equilibrate(gas_5t21,'SP');
%
% while (temperature(gas_5t11)-temperature(gas_5t21))/...
% temperature(gas_5t11) ≥0.0001 && kk≤1500;
% if kk==1;
% else;
% PP=PP+100;
% end;
% kk=kk+1;
% set(gas_5t11,'Enthalpy',h_0_5e,'P',PP,'X',moleFractions(gas_5t1));
% equilibrate(gas_5t11,'HP');
% set(gas_5t21,'Entropy',entropy_mass(gas_5t1),'P',PP,'X',...
% moleFractions(gas_5t1));
% equilibrate(gas_5t21,'SP');
% end;
% %%%This section will calculate out the x-t diagram and the test ...
time for
% %%%the run condition. t0 is rupture of primary, x0 is primary location
%
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% x1=1.22; %%%Length of driver (m)
% x2=3.96; %%%Length of driven (m)
% x3=3.96; %%%Length of accelerator (m)
%
% t1=[0 x2/U_s1];%%%rupture of secondary diaphram
% X1=[0 x2];
%
% t1_cs=[0 (x2+x3)/U_2];%%%arrival of CS1 at TS
% X1_cs=[0 (x2+x3)];
%
% t2=[(x2/U_s1) (x3/U_s10)+(x2/U_s1)]; %%%arrival of trans shock in TS
% X2=[x2 x2+x3];
%
% t2_cs=[(x2/U_s1) (x3/U_20)+(x2/U_s1)]; %%%arrival of CS2 shock in TS
% X2_cs=[x2 x2+x3];
%
% U_10eh=U_2-a_2;
%
% U_10et=U_20-a_20;
%
% x_int=(-U_2*x2/U_10eh)*(1/(1-(U_2/U_10eh)));
%
% t_int=(x_int-x2)/U_10eh;
%
% t_10eh=[(x2/U_s1) t_int];
% X10_eh=[x2 x_int];
%
%
% t_10et=[(x2/U_s1) ((x3)/U_10et)+(x2/U_s1)];
% X10_et=[x2 x2+x3];
%
% tt_1=((x3/U_10et)+(x2/U_s1))-((x3/U_5)+(x2/U_s1));
%
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% t_sim=linspace(0,(x2+x3)/U_2,1000);
%
% dt1=t_int-(x2/U_s1);
%
% eta = (U_2./a_2) + (2./(gamma_2-1)).*(1-(((gamma_2+1)./2).*...
% (t_sim./dt1).ˆ((2.*(1-gamma_2)./(gamma_2+1)))));
%
% x_sim=t_sim.*a_2.*eta + x2;
%
% figure(1)
% plot(X1,t1)
% hold on;
% plot(X1_cs,t1_cs,'--');
% plot(X2,t2)
% plot(X2_cs,t2_cs,'--');
% plot(X10_eh,t_10eh);
% plot(X10_et,t_10et);
% plot(x_sim,t_sim + (x2/U_s1));
fprintf('Velocity (km/s): %5.2f\n',U_5/1000.0);
fprintf('Density (g/mˆ3): %5.2f\n',rho_5*1000.0);
fprintf('Stagnation Enthalpy: %6.3f %6.3f\n',[h_0_5/10ˆ6; h_0_5e/10ˆ6]);
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APPENDIX C
SIGNAL ADDITION EXPERIMENT
To help analyze the FFT contour images generated from the PSP data, a numerical ex-
periment was conducted using MATLAB. First, two signals were generated. Both were
composed of triangle waves of equal width. A spacing of 14 mm was used for one signal
(to simulate the PSP response to the 3 element array near the beginning of the ramp), and
5 mm for the other (to simulate the natural streaks over the model). Thee different scenar-
ios were then simulated. In the first, the 14 mm signal was assumed to exist alone from
90mm - 140mm. Then, at 140 mm the 5 mm signal was turned on, and the two signal
were superimposed on one another. This resulted in the simulated FFT contour shown in
Figure C.1. The 14 mm peak can be seen near the leading edge, and at 140 mm the 5 mm
peak appears. Both peaks are visible from 140 mm - 190 mm. The second test made the
assumption that the 14 mm peaks “destroyed” their nearest neighbor over a distance os 10
mm. Here, a blending process was used where the appropriate peaks had their amplitude
reduced linearly over the 10 mm span. During, and after, this damping process, the two
signals are superimposed. The simulated FFT contour for this case is shown in Figure C.2.
The final test repeated the procedure of the second test, except here the 14 mm peaks were
damped over the 10 mm. At the end of the damping section the signal is exactly equal to
the 5 mm signal. The simulated FFT contour for this case can be seen in Figure C.3.
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Figure C.1: Simulated FFT contour with 5 mm signal superimposed on top of the 14 mm
signal.
Figure C.2: Simulated FFT contour with linearly damped 5 mm signal superimposed on
top of the 14 mm signal.
161
Figure C.3: Simulated FFT contour with linearly 5 mm signal superimposed on top of the
damped 14 mm signal.
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