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Introduction
Markov control processes (MCPs) with Borel state space and V -geometric ergodic transition law have been extensively studied over the last decade, see [9] [10] [11] [14] [15] [16] 22, 34] and their references. A common feature of almost all mentioned papers is the assumption that the transition probabilities are strongly (or even norm) continuous with respect to the action variables. In many applications, however, such strong continuity requirements are not satisfied [4, 6, 8, 9, 29] . A natural question arises as to whether some recent results, especially concerning the average cost optimality equation (ACOE) obtained for V -geometric ergodic or related MCPs with strongly continuous (in actions) transitions can be established for similar models but with Feller, i.e., weakly continuous transition law. Feller transition probabilities can easily be taken into account when they satisfy a very strong ergodicity assumption saying that the so-called ergodicity factor is less than 2 [12] . To get a bounded and continuous solution to the ACOE with a continuous cost function, a span fixed point argument as described in [12] can be applied directly. A more general situation (involving a version of Doeblin's condition) is studied in [21] but the equicontinuity of the family of "normalized discounted optimal costs" is claimed without any proof. Recently, González-Trejo et al. [9] , using a fixed point method introduced in [34] (to study models with strongly continuous transitions), proved (under some semicontinuity assumptions) that the ACOE has a lower semicontinuous solution. The idea used in [9, 34] is pretty nice but has some disadvantages. One has to know in advance the optimal average cost. Then the remaining part of the solution to the ACOE can be obtained by iteration. On the other hand, compared with our results, some additional condition and connections between the transition and cost structure is assumed in [9] , see Remark 3.
The main objective in this paper is to establish a counterpart to the most general recent results on the solution to the ACOE given in [15, 16, 34] for strongly continuous (in actions) and V -geometric ergodic transition law. We apply the standard "vanishing discount factor approach" and some other techniques developed in [15, 16, 30] and a version of Fatou's lemma for a weakly convergent sequence of probability measures, given by Serfozo [32] . Making some new observations, compared with Schäl [30] , we first extend his result on the average cost optimality inequality (ACOI) obtained for MCPs with locally compact Borel (hence σ -compact) state space. More precisely, we get rid of his σ -compactness assumption. Combining this preliminary result with some ideas developed in [15, 16] we next study the ACOE in a fairly general framework where only weak continuity and Vgeometric ergodicity of the transition law is assumed.
The model and main assumptions
By a Borel space we mean a non-empty Borel subset of a complete separable metric space, endowed with the σ -algebra of all its Borel subsets.
In this paper we study Markov control processes defined by the following objects:
(i) X is a set of states and is assumed to be a Borel space.
(ii) A is the action space and is also assumed to be a Borel space.
(iii) K is a non-empty Borel subset of X × A. We assume that for each x ∈ X, the nonempty x-section
of K represents the set of actions available in state x.
(iv) q is the law of motion and is a transition probability from K to X.
Let H t be the space of admissible histories up to time t:
An element of H t is called a t-history:
A control policy (or policy) is a sequence π = {π t } (t = 0, 1, . . .), where each π t is a conditional probability π t (· | h t ) on the control set A(x t ), given the entire history h t = (x 0 , a 0 , . . . , x t−1 , a t−1 , x t ), such that
The class of all policies is denoted by Π . Let F be the set of all Borel measurable mappings f from X into A such that f (x) ∈ A(x) for each x ∈ X. A stationary policy is a constant sequence π = (f, f, . . .), where f ∈ F , and therefore can be identified with the Borel mapping f .
Let {(x t , a t )} denote the process generated by any policy π ∈ Π and the transition probability q. By E π x we denote the expectation operator with respect to the probability measure determined by π and q on the product space of all infinite histories (trajectories) of the process (see [3] or [14] ).
For any π ∈ Π and any initial state x ∈ X, we define the total expected n-stage cost as
where x = x 0 , and further we define the expected average cost as
The expected discounted cost under any policy π ∈ Π is
where β ∈ (0, 1) is the discount factor, x = x 0 . The optimal expected costs are denoted by
We now describe the main assumptions on the cost function and the stochastic process induced by stationary policies:
(A2) (1) There exist a Borel function δ : K → [0, 1] and a probability measure ν on X such that
for any Borel set B ⊂ X and x ∈ X;
By [3, Proposition 7 .50], the function x → inf a∈A(x) δ(x, a) is universally measurable. Therefore, the integral in (A2)(2) is well defined.
Condition (A2)(4) is called the "drift inequality" and was used extensively for studying geometric ergodicity of Markov chains by many authors [14, 15, 18, 23, 24] . Assumptions (A1), (A2) were used for studying average cost Markov control processes in [9, 15, 34] and are quite general. Some related or special cases were considered in [10, 11, 16, 22] . The function δ sometimes takes the form δ(x, a) = 1 C (x) where C ⊂ X is called a "small set" (see [18, 23, 24] ). Such a special case with strong continuity of the transition probability function in actions was studied by the authors in [16] .
By L V (X), we denote the set of all lower semicontinuous functions on X for which so-called V -norm
is finite. The space of Borel functions u on X for which u V < ∞ is denoted by L ∞ V (X). Under (A2) for any f ∈ F the state process {x n } is a positive recurrent aperiodic Markov chain with the unique invariant probability measure, denoted by π f . In addition, ν can be considered as an irreducibility measure for this process, so (in the common terminology) it becomes ϕ-irreducible (with ϕ = ν); see [23] or [34, Theorem 3.3] . Moreover, {x n } is V -uniformly ergodic, that is, there exist θ > 0 and α ∈ (0, 1) such that
for every x ∈ X, n 1 and
) denotes the n-stage transition probability induced by q and f ∈ F . For a proof the reader is referred to [15, Chapter 10.2] , [18] and [34, Theorem 3.3] .
From (1), we immediately obtain that
for every f ∈ F , that is, the expected average cost is independent of the initial state. As in [15, Chapter 10 .2], we present some helpful consequences of (1).
Lemma 1. For any stationary policy φ ∈ F , the function
is well defined. Moreover, we have
The following fact is also well known (see [15, Proposition 10.2.3] ) and follows under our assumptions from Lemma 1 and the Markov property.
Lemma 2. The function h φ defined by (3) satisfies
for any φ ∈ F and for all x ∈ X.
Let C(X) be the set of all bounded continuous functions on X. We now accept some regularity assumptions:
(W) (1) For each x ∈ X, the set A(x) is compact and, moreover, the set-valued mapping
From [9, Lemma 3.3(a)], we have the following auxiliary result.
Lemma 3. Let condition (W) be satisfied. Then the function
(x, a) → X u(y)q(dy | x, a) is lower semicontinuous on K for any u ∈ L V (X).
Main results
The following result is closely related to [15, Theorem 8.3.6 ] (see also [15, Chapter 8.5, p . 66]). However, our proof is essentially different and is of crucial importance to studying the optimality equation in the average cost case (see Remark 1 below).
Theorem 1.
Under assumptions (A1), (A2) and (W), for each β ∈ (0, 1), the optimal cost function J β ∈ L V (X) (is lower semicontinuous) and there exists a discount optimal policy f β ∈ F . Moreover, we have
for all x ∈ X.
Proof. Let u ∈ L V (X).
Define the operator T β in the following way:
First, we show that T β has a fixed point for each β ∈ (0, 1). Put l 0 (x) = 0 and define
It follows in a standard way [14] that l n (x) = T n β l 0 (x) for every x ∈ X. By (A2)(4), one can easily prove by induction that
Note that for any n > m, we have
Hence, by (7), it follows that
Note that J β ∈ L V (X) and
For n 2, it holds:
Now from (A2)(4), and (8), we conclude that T β l n → T β J β as n → ∞. Hence, J β is a fixed point of T β . The existence of f β satisfying (6) follows from a measurable selection theorem [15] . 2 Remark 1. In [15] , the solutions to the β-optimality equations, i.e., the fixed points of the dynamic programming operators T β (β ∈ (0, 1)) are constructed by making use of the metric, which implicitly depends on β. Therefore, it is not possible to consider the family of modified discounted costs as a subset of a ball in one metric space, which is important for proving our next result. The proof of Theorem 1 proceeds along a slightly different way compared with that of Theorem 8.3.6 in [15] with the modification suggested on page 66 in [15] . This enables us to view "the normalized optimal discounted costs" as a bounded family of functions in the space L V (X).
The next lemmas are used in the proof of Theorem 2. For their proofs the reader is referred to [17, .
Let {w n } be a sequence of functions in L ∞ V (X). As in [30] , we consider the following "generalized lim inf":
Lemma 4. The function w * is lower semicontinuous.
Let P (X) be the set of all probability measures on X, endowed with the topology of weak convergence (see [3] or [26] ).
Lemma 5.
Assume that {µ n } converges weakly to some µ 0 ∈ P (X) and {w n } is a sequence of functions in L ∞ V (X) such that w n V b for all n and some constant b > 0. If V is a continuous function, X V (x)µ n (dx) < ∞ for every n 0 and
Let x * ∈ X be a fixed state. As a consequence of Theorem 1, we obtain
where
and w β is called "normalized discounted optimal cost." It is well known that there exists a constant b > 0 such that |w β (x)| bV (x) for every β ∈ (0, 1) (see [15, Lemma 10.4.2] ). Let {β n } be any sequence of discount factors converging to one. Put g n :
The sequence {g n } is bounded (see [15, p. 138]), and hence (without loss of generality) we can assume that
exists. Now Eq. (12) can be rewritten in the form:
The following theorem concerns a study of the average cost optimality inequality (ACOI), which is sufficient to establish the existence of an optimal policy.
Theorem 2. Under assumptions (A1), (A2) and (W) there exist a constant
for all x ∈ X. Moreover, g * is the optimal average cost and f * is an average cost optimal stationary policy.
Proof. For each k, let φ k := f β k . Then by (13), we have
Note that G = {x 0 } ∪ {x k } is compact in X. From the upper semicontinuity of x → A(x), compactness of every A(z) and Berge's theorem (see [2] or [19, Theorem 7.4.2]), it follows that z∈G A(z) is compact in A. Therefore, {φ k n (x k n )} has a subsequence converging to some a 0 ∈ A. By W(1), a 0 ∈ A(x 0 ), that is, (x 0 , a 0 ) ∈ K. Without loss of generality assume that φ k n (x k n ) → a 0 , n → ∞. By the lower semicontinuity of the cost function c and (15), we have
This and Lemma 5 imply that
wherew * is the generalized lim inf of the sequencew n = w k n . But w * w * . By Lemma 4, w * ∈ L V (X). Thus,
Since x k → x 0 was chosen arbitrarily, we infer from (16) that
The last inequality shows that for any x ∈ X, there exists an a x ∈ A(x) such that
Put g * := g. By our compactness and semicontinuity assumptions, Lemma 3 and [5, Corollary 1], there exists some f * ∈ F such that
From (18), by iteration, one can conclude that
By (13), for any x ∈ X and a ∈ A(x), we have
Let w * (x) := lim sup n→∞ w n (x), x ∈ X. By Fatou's lemma and (20), we obtain
where g = g * . By iteration, one can conclude from this inequality (see, for example, [15] ) that g = g * J (x, π) for each π ∈ Π . In particular, g * J (f * ). Taking into account (19), we conclude that f * is an average cost optimal policy. 2 Remark 2. The ACOI was studied by many authors in different settings. Sennott [31] gave quite general conditions for the ACOI to hold in models with countable state spaces. Other results in this area can be found in [1, 13, 14] and their references. For many related results to Theorem 2 in the Borel state space framework the reader is referred to [10, 11, 14, 15, 28, 30] . We wish to point out that the only other paper that deals with Feller transition probabilities is [30] . However, Schäl assumes that the state space is Borel and locally compact (thus, σ -compact) which plays an important role in his proof. The authors of the other mentioned papers assume (among other things) "strong continuity" of q, which means that a → q(B | x, a) is continuous in a ∈ A(x) for any x ∈ X and every Borel set B ⊂ X.
Remark 3.
(a) A slight modification of the above proof making use of (17) (This is related to Sennott's approach [28, 31] .) The proof of Theorem 2 also applies to the case studied in [30] with the difference that to show the optimality of f * one has to apply (as in [30] ) a version of the Tauberian theorem. We make no use of this result in our proof and get rid of the σ -compactness of the state space.
Our last result concerns the average cost optimality equation (ACOE) which is important for studying strong average optimal policies; see, for example, [14, 15, 27] and their references.
Theorem 3. Under assumptions (A1), (A2) and (W) there exist a constant
for all x ∈ X, and
Proof. By Theorem 2 and (5) (with φ = f * ), we get
Iterating this inequality and making use of V -geometric ergodicity of the Markov process induced by q and f * , one can conclude that
This implies that (see [15, Lemma 7.5.12] ) there exists a Borel set X 1 ⊂ X such that u(x) = d = const for all x ∈ X 1 and π f * (X 1 ) = 1. 2] ). Hence ψ(X \ X 1 ) = 0. In other words, the set X 1 is full [23] . The Markov chain under consideration is also aperiodic. Therefore, by [23, Proposition 4.2.3] , it has an absorbing Borel set (5) with φ = f * , we obtain
From (24) and Theorem 2, it follows that (23) holds for every x ∈ Y . In order to obtain (22) for each x ∈ X, we are going to improve w * on the set X \ Y . 
for each x ∈ X. It is easy to see that the sequence {h k } is non-increasing. Since Y is absorbing for the Markov chain induced by q and f * , this set is absorbing as well for the Markov chain induced by q and every f k constructed above. As a consequence, we infer that π f k = π f * for every k and thus
We now show that there exists a constant T such that
for every k and x ∈ X. Note that
for every k and x ∈ X. Iterating this inequality, we obtain
for every n 1 and x ∈ X. Using (27) , (1), Lemmas 1 and 2, we conclude from (29) that
for every x ∈ X. Now (28) follows from (30) , (15) (with φ = f * ) and the fact that w * ∈ L V (X).
(Note that h need not be lower semicontinuous.) Using (26) , one can now easily obtain (22) (with "inf" rather than "min"). 2
Remark 4. (a)
The ACOE has been studied for Borel state space models by many authors. A typical study of the ACOE is based on an assumption that the family of "normalized discounted optimal costs" w β (x) := J β (x) − J β (x * ), β ∈ (0, 1), is equicontinuous and some ergodicity conditions; see [10, 11, 14, 15, 33] . Also [4, 8, 21] are based on this idea. The equicontinuity of these "normalized discounted optimal costs" is claimed in [21] under a geometric ergodicity assumption and the weak continuity of q, but without any proof. The question whether the family of functions {w β } is equicontinuous under assumptions as in [21] seems to be open. Value iteration and policy improvement techniques are described in [7, 11, 14, 22, 27] . Some general results on the existence of a solution to the ACOE, based on Fatou's lemmas for varying probability measures and some improvements algorithms are given in [15, 16] . We point out that all the mentioned papers in this remark except for [15, 16] assume the norm continuity of the transition probability in actions. The proofs given in [15, 16] are based on the strong continuity condition.
(b) The existence of a solution to the ACOE can also be established by a fixed point argument. A first result in this direction applies the span fixed point approach but requires a very strong ergodicity assumption. Namely, it is assumed that
for some > 0 and for all Borel sets B ⊂ X, and (x, a), (x , a ) ∈ K. However, the solution also applies to models with Feller transition probabilities [12] . Another fixed point approach was introduced in [34] , where it is assumed that the optimal average cost g * is known. Then h ∈ L ∞ V (X) is the fixed point of the following contraction mapping from L ∞ V (X) into itself: Vega-Amaya [34] considered the model with slightly more general ergodicity assumptions compared with (A2) but with strongly continuous transition probabilities with respect to the action variables. Very similar assumptions on the primitive data to (A1), (A2) and (W) are considered in [9] where also the fixed point technique of Vega-Amaya is applied in the space L V (X). The important difference, however, lies in that the function δ is in [9] assumed to be continuous on K, which excludes an important (and widely studied in the literature) case δ(x, a) = 1 C (x) where C is a Borel set. We remind that in this paper δ is only assumed to be Borel measurable.
(c) Markov decision processes are special cases of stochastic games. In [17] , we study a zero-sum stochastic game under assumptions of the same kind. Although we prove the existence of a stationary optimal strategy pair in the considered game, we do not obtain any characterization of the value and optimal strategies in terms of the optimality equation. Moreover, in [17] we assume that the payoff function is continuous. A completely different method is presented independently by Küenle in [20] . He introduces a parametrized family of operators and shows that there are parameters for which the operators have lower semicontinuous fixed points. Furthermore, it is proved that there exists a pair of parameters which yields a solution to the optimality equation. We would like to emphasise that our papers, recent works by Küenle [20] , Feinberg and Lewis [8] show different approaches to proving the existence of a solution to the ACOE in stochastic dynamic programming.
Remark 5.
In our framework the state process {x n } induced by any stationary policy is aperiodic. However, Tijms [33] (see also [27, Chapter 8.5.4] ) showed how to reduce the problem involving periodic transitions to aperiodic ones.
