We describe some shape optimization problems of the form min (A) : A 2 A and we show that, even if in general one could expect only relaxed solutions, in some particular cases the minimizing domains exist.
Introduction
We can describe a shape optimization problem as a minimum problem of the form min (A) : A 2 A where is a cost functional which has to be minimized over a class A of admissible domains.
Problems of this kind arise in various questions of mechanics and structural engineering, where the shape optimization problem has the form of an optimal control problem, that is the cost is of the form (A) = Z '(x u A ) dx being u A the solution of some partial di erential equation in A. V olume constraints like jAj k, or penalization terms like R A j(x) dx seems also raisonable conditions to be considered. In this paper we w ant to present a survey of some recent results obtained in the cases when the partial di erential state equation is of elliptic type, with Dirichlet boundary conditions. Other cases, with Neumann or transmission boundary conditions, have been widely studied in the literature (we refer for instance to the papers by Kohn and Strang 54] , and by Murat and Tartar 61] ) without any claim to be exhaustive w e list in the references some of the many papers appeared.
A section will be also devoted to the case of determination of the optimal distribution density of material, with respect to the energy cost functional, when dealing with concentrated loads this could be seen as an optimal sizing problem, and one should expect that the optimal density is, in some situations, a measure possibly not absolutely continuous with respect to the Lebesgue measure. The question of how to write the energy of the system when the material density m a y concentrate to a measure is then discussed. The plan of the paper is the following.
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2 General formulation of an optimal control problem and its relaxation A general formulation of an optimal control problem requires an abstract framework, large enough to include cases, as the shape optimization one, when no topological structures on the set of admissible controls are a priori given. We consider:
U the space of states, we assume it is a topological space A the set of controls, no topology on A is a priori considered J the cost function de ned on A U G a function de ned on A U which p r o vides the state equation as a minimization problem of the form u 2 argminG(A )
we m a y call G the state functional. When for every control A the minimization of the state functional provides a unique minimizer, we denote this minimizer by u A , to stress its dependence on A. Therefore, the optimal control problem can be written as min J(A u) : A 2 A u 2 U u 2 argminG(A ) : (1) Note that here the cost function J may depend both on A and u A . Problems of this form are very common in a lot of applications to structural engineering, where A can be the design of a m e c hanical structure, u its displacement, and the cost J may take i n to account the weight of the structure and some desired performances given in terms of the displacement u.
In several situations problem (1) does not admit any solution, and a \relaxed" problem
is introduced, whereÂ is the class of \relaxed" domains,Ĵ the \relaxed" cost functional, andĜ the \relaxed" state functional, suitably de ned. In order to achieve this goal, we make the following assumptions:
the space U of states is a separable metric space (2) for every A 2 A the function G(A ) is proper and lower semicontinuous on U
there exists a lower semicontinuous function : U ! R which is coercive, in the sense (4) that for every t 2 R the sublevel set f tg is compact in U, s u c h t h a t G(A u) (u) and we assume in addition the mapping G is one-to-one,
we get that d is a distance on A and G is an isometry between (A d ) a n d
; S (U) ; . W e denote by the convergence associated to the distance d therefore
Remark 2.1. Since the ;-convergence implies the convergence of minima and of minimum points (see for instance Dal Maso 44] ), the -convergence topologizes A in the most natural way with respect to the minimum problem (1).
We are now in a position to introduce the relaxed controls and to de ne the relaxed problem associated to (1). We de ne by ( A d ) the completion of the metric space (A d ) a n d byĜ :Â ! R the unique isometry which extends G more precisely we set
where fA h g h is any sequence converging toÂ in (Â d ). In other words, ifĜ :Â U ! R is de ned byĜ(Â ) = G(Â), we can extend the -convergence to all ofÂ and we h a vê
The compactness of the ;-convergence on S (U) implies that (Â d ) is a compact metric space. The elements ofÂ are called relaxed c ontrols andĜ is the relaxed state functional. I n order to identify the relaxed control problem associated to (1) we assume for everyÂ 2Â the minimum point o f G(Â ) o n U is unique (6) there exists a function : A ! R bounded on d-bounded sets, and a function Problem (8) admits always a solution, the minimizing sequences of (1) -converge (up to subsequences) to minimum points of (8) , and the in mum of (1) 3 Shape optimization problems with Dirichlet boundary conditions
As an application of the general framework illustrated in the previous section we consider here a class of shape optimization problems governed by an elliptic equation with Dirichlet conditions on the free boundary, and we i d e n tify their relaxed formulation. In the following will be a given bounded open subset of R n (n 2) with a Lipschitz boundary, a n d f will be a given element o f H ;1 ( ). For the sake of simplicity, as a model operator we shall take the Laplace operator ; , but much could be extended to a more general class of second 
in which there is no explicit dependence on the control variable A, or more generally
where j(x s) i s a C a r a t h eodory integrand satisfying jj(x s)j a(x) + bjsj 2 for suitable a 2 L 1 ( ) and b 0. 
In this framework we shall call the elements of M 0 \relaxed domains". Remark 3.1. Since u 2 H 1 0 ( ), the value u(x) is de ned almost everywhere in capacity, hence the integral R u 2 d is well de ned. Moreover, it is easy to see that the \classical domains" A 2 A can be written as particolar measures of the class M 0 indeed, if
we h a veĜ( ) = G(A ) and equation (11) reduces to the original equation
It remains to characterize the relaxed cost functionalĴ. I f J is of the form (9) without any explicit dependence on A, then, as we already mentioned in Remark 2.3, we h a veĴ = J and so the relaxed shape optimization problem reads 
where is a given nite measure of M 0 and j(x s) i s a n i n tegrand such that The case when a constraint of the form jAj 2 T is present in the original shape optimization problem, can be also treated (see 28]), even if in a slightly more complicated way here T is any subset of the interval 0 j j] a n d j jdenotes the Lebesgue measure ; or the measure if J is given by (12) . T h e n w e obtain for a cost functional J of the form (9) The following argument, by Chipot and Dal Maso 41] shows that in some cases a relaxed shape optimization problem with Dirichlet conditions on the free boundary can be reduced to a minimization problem over a convex set, and therefore the uniqueness of the relaxed solution can be obtained in several situations. Indeed, the relaxed equation 
Existence of classical domains as minimizers under geometrical constraints
As we h a ve seen in Example 3.3, in general one should expect only relaxed solutions for a shape optimization problem. In order to \force" the existence of a classical nonrelaxed minimizing domain, two approaches are possible:
(i) add more constraints on the class A of admissible domains (ii) consider more restricted classes of cost functionals. In this section we consider the approach ( i ) , w h i c h is more studied in the literature for instance, if we t a k e the minimum on the class A k of all domains which satisfy a Lipschitz condition with a uniform constant k, then the existence of a domain solution in A k can be obtained for a large class of cost functionals. A condition weaker than the k-Lipschitz one and which still implies the existence of a classical domain as a minimizer, is the so called \exterior cone condition" which consists in assuming that the admissible domains A have, for each point x at their boundary, a cone with uniform height and opening, centered at x and exterior to A. W e refer to the book of Pironneau 63] 
it is easy to see that is actually continuous with respect to the -convergence under a sole growth condition on the integrand j. Analogously, it is possible to show (see Buttazzo and Dal Maso 27], Example 2.1) that every continuous function of the eigenvalues of the Laplace operator is -continuous this kind of functions will be considered in more details in the next section.
On the other hand, the monotonicity assumption (ii) is very severe, and must be considered as the one which actually \forces" the existence of a classical domain as a minimum instead of a general measure of M 0 . In the case of integral functionals of the form (16) and equation (17) with right-hand side f 0, by the maximum principle we obtain that is decreasing with respect to the set inclusion whenever the integrand j(x s) is decreasing with respect to s. F or instance, in general the quadratic functional of Example 3.3 is not decreasing with respect to the set inclusion, and in fact we h a ve to expect in this case only a relaxed solution for the shape optimization problem. ' is a continuous (or more generally lower semicontinuous) function which is increasing in each v ariable. However, in some cases the monotonicity assumption is not necessary for the existence of a classical optimal domain, even if we do not know a general condition weaker than monotonicity and which still imply the classical existence. We consider the case of a cost functional depending on the rst two eigenvalues of the Laplace operator
where ' is a continuous (or lower semicontinuous) nonnegative function, and the correspond- 7 Optimal distribution densities for concentrated loads
In this section we consider the optimization problem for a material density once the loads are given and may possibly concentrate on sets of lower dimension. For simplicity w e limit ourselves to the case of scalar functions: the general theory of the calculus of variations with respect to measures was recently introduced by Bouchitt e, Buttazzo and Seppecher in 7], a rst application to optimization will appear in 8], while the general framework suitable to include problems from elasticity is still in preparation. To set correctly the problem, consider a given signed measure f on R n with nite total variation and zero average in a stationary heat conduction model it represents the heat sources density w h i c h m a y possibly concentrate on sets of dimension lower than n. F or every nonnegative measure on R n (in the heat conduction model above i t r e p r e s e n ts the conductivity density), we consider the total energy associated to a given smooth distribution temperature u and we denote by E( ) its in mum E( ) = i n f E( u) : u 2 D (R n ) : Of course, we m a y h a ve E( ) = ;1 for some measures this happens for instance when the measure f concentrates on sets of dimension smaller that n ; 1 and is the Lebesgue measure. These measures will be unrelevant for us because we consider the optimization problem max E( ) : nonnegative measure, Z d = m (22) where the total mass m i s a c o n s t a n t a priori given. The following result holds (see 8]).
Theorem 7.1. The shape optimization problem (22) admits a solution 0 .
Without entering into the details of the proof, we w ant to illustrate here some links between problem (22) 
