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Abstract
The success of deep learning has led to a rising interest in
the generalization property of the stochastic gradient descent
(SGD) method, and stability is one popular approach to study
it. Existing generalization bounds based on stability do not
incorporate the interplay between the optimization of SGD
and the underlying data distribution, and hence cannot even
capture the effect of randomized labels on the generalization
performance. In this paper, we establish generalization error
bounds for SGD by characterizing the corresponding stabil-
ity in terms of the on-average variance of the stochastic gradi-
ents. Such characterizations lead to improved bounds on the
generalization error of SGD and experimentally explain the
effect of the random labels on the generalization performance.
We also study the regularized risk minimization problem with
strongly convex regularizers, and obtain improved generaliza-
tion error bounds for the proximal SGD.
Introduction
Many machine learning applications can be formulated as
risk minimization problems, in which each data sample z ∈
R
p is assumed to be generated by an underlying multivari-
ate distribution D. The loss function ℓ(·; z) : Rd → R mea-
sures the performance on the sample z and its form depends
on specific applications, e.g., square loss for linear regres-
sion problems, logistic loss for classification problems and
cross entropy loss for training deep neural networks, etc. The
goal is to solve the following population risk minimization
(PRM) problem over a certain parameter space Ω ⊂ Rd.
min
w∈Ω
f(w) := Ez∼D ℓ(w; z). (PRM)
Directly solving the PRM can be difficult in practice, as ei-
ther the distribution D is unknown or evaluation of the ex-
pectation of the loss function induces high computational
cost. To avoid such difficulties, one usually samples a set of
n data samples S := {z1, . . . , zn} from the distribution D,
and instead solves the following empirical risk minimization
(ERM) problem.
min
w∈Ω
fS(w) :=
1
n
n∑
k=1
ℓ(w; zk). (ERM)
The ERM serves as an approximation of the PRM with finite
samples. In particular, when the number n of data samples is
large, one wishes that the solution wS found by optimizing
the ERM with the data set S has a good generalization per-
formance, i.e., it also induces a small loss on the population
risk. The gap between these two risk functions is referred to
as the generalization error atwS , and is formally written as
(generalization error) := |fS(wS)− f(wS)|. (1)
Various theoretical frameworks have been established
to study the generalization error from different aspects
(see related work for references). This paper adopts
the stability framework (Bousquet and Elisseeff 2002;
Elisseeff, Evgeniou, and Pontil 2005), which has been
applied to study the generalization property of the output
produced by learning algorithms. More specifically, for a
particular learning algorithm A, its stability corresponds to
how stable the output of the algorithm is with regard to the
variations in the data set. As an example, consider two data
sets S and S that differ at one data sample, and denote wS
andwS as the outputs of algorithmA when applied to solve
the ERM with the data sets S and S, respectively. Then,
the stability of the algorithm measures the gap between the
output function values of the algorithm on the perturbed
data sets.
Recently, the stability framework has been fur-
ther developed to study the generalization per-
formance of the output produced by the stochas-
tic gradient descent (SGD) method from various
theoretical aspects (Hardt, Recht, and Singer 2016;
Charles and Papailiopoulos 2017; Mou et al. 2017;
Yin et al. 2017; Kuzborskij and Lampert 2017). These
studies showed that the output of SGD can achieve a
vanishing generalization error after multiple passes over the
data set as the sample size n → ∞. These results provide
theoretical justifications in part to the success of SGD on
training complex objectives such as deep neural networks.
However, as pointed out in (Zhang et al. 2017), these
bounds do not explain some experimental observations, e.g.,
they do not capture the change of the generalization per-
formance as the fraction of random labels in training data
changes. Thus, the aim of this paper is to develop better gen-
eralization bounds that incorporate both the optimization in-
formation of SGD and the underlying data distribution, so
that they can explain experimental observations. We summa-
rize our contributions as follows.
Our Contributions
For smooth nonconvex optimization problems, we propose
a new analysis of the on-average stability of SGD that ex-
ploits the optimization properties as well as the underlying
data distribution. Specifically, via upper-bounding the on-
average stability of SGD, we provide a novel generaliza-
tion error bound, which improves upon the existing bounds
by incorporating the on-average variance of the stochas-
tic gradient. We further corroborate the connection of our
bound to the generalization performance of the recent exper-
iments in (Zhang et al. 2017), which were not explained by
the existing bounds of the same type. In specific, our exper-
iments demonstrate that the obtained generalization bound
captures how the generalization error changes with the frac-
tion of random labels via the on-average variance of SGD.
Furthermore, our bound holds under probabilistic guaran-
tee, which is statistically stronger than the bounds in ex-
pectation provided in, e.g., (Hardt, Recht, and Singer 2016;
Kuzborskij and Lampert 2017). Then, we study nonconvex
optimization under gradient dominance condition, and show
that the corresponding generalization bound for SGD can be
improved by its fast convergence rate.
We further consider nonconvex problems with strongly
convex regularizers, and study the role that the regulariza-
tion plays in characterizing the generalization error bound
of the proximal SGD. In specific, our generalization bound
shows that strongly convex regularizers substantially im-
prove the generalization bound of SGD for nonconvex loss
functions to be as good as the strongly convex loss function.
Furthermore, the uniform stability of SGD under a strongly
convex regularizer yields a generalization bound for noncon-
vex problems with exponential concentration in probability.
We also provide some experimental observations to support
our result.
Related Works
The stability approach was initially proposed by
(Bousquet and Elisseeff 2002) to study the generalization
error, where various notions of stability were introduced
to provide bounds on the generalization error with prob-
abilistic guarantee. (Elisseeff, Evgeniou, and Pontil 2005)
further extended the stability framework to character-
ize the generalization error of randomized learning
algorithms. (Shalev-Shwartz et al. 2010) developed var-
ious properties of stability on learning problems. In
(Hardt, Recht, and Singer 2016), the authors first applied
the stability framework to study the expected generalization
error for SGD, and (Kuzborskij and Lampert 2017) further
provided a data dependent generalization error bound. In
(Mou et al. 2017), the authors studied the generalization
error of SGD with additive Gaussian noise. (Yin et al. 2017)
studied the role that gradient diversity plays in character-
izing the expected generalization error of SGD. All these
works studied the expected generalization error of SGD.
In (Charles and Papailiopoulos 2017), the authors studied
the generalization error of several first-order algorithms for
loss functions satisfying the gradient dominance and the
quadratic growth conditions. (Poggio, Voinea, and L. 2011)
studied the stability of online learning algorithms. This
paper improves the existing bounds by incorporating the on-
average variance of SGD into the generalization error bound
and further corroborates its connection to the generalization
performance via experiments. More detailed comparison
with the existing bounds are given after the presentation of
main results.
The PAC Bayesian theory (Valiant 1984;
McAllester 1999) is another popular framework
for studying the generalization error in machine
learning. It was recently used to develop bounds
on the generalization error of SGD (London 2017;
Mou et al. 2017). Specifically, (Mou et al. 2017) applied
the PAC Bayesian theory to study the generalization error
of SGD with additive Gaussian noise. (London 2017)
combined the stability framework with the PAC Bayesian
theory and provided bound on the generalization error with
probabilistic guarantee of SGD. The bound incorporates the
divergence between the prior distribution and the posterior
distribution of the parameters.
Recently, (Russo and Zou 2016; Xu and Raginsky 2017)
applied information-theoretic tools to characterize the
generalization capability of learning algorithms, and
(Pensia, Jog, and Loh 2018) further extended the frame-
work to study the generalization error of various first-
order algorithms with noisy updates. Other approaches
were also developed for characterizing the general-
ization error as well as the estimation error, which
include, for example, the algorithm robustness frame-
work (Xu and Mannor 2012; Zahavy et al. 2017), large
margin theory (Bartlett, Foster, and Telgarsky 2017;
Neyshabur et al. 2018; Sokolic´ et al. 2017) and the classical
VC theory (Vapnik 1995; Vapnik 1998). Also, some meth-
ods have been developed to study excessive risk of the output
for a learning algorithm, which include the robust stochastic
approach (Nemirovski et al. 2009), the sample average
approximation approach (Shapiro and Nemirovski 2005;
Lin and Rosasco 2017), etc.
Preliminary and On-Average Stability
Consider applying SGD to solve the empirical risk mini-
mization (ERM) with a particular data set S. In particular,
at each iteration t, the algorithm samples one data sample
from the data set S uniformly at random. Denote the in-
dex of the sampled data sample at the t-th iteration as ξt.
Then, with a stepsize sequence {αt}t and a fixed initializa-
tionw0 ∈ Rd, the update rule of SGD can be written as, for
t = 0, . . . , T − 1,
wt+1 = wt − αt∇ℓ(wt; zξt). (SGD)
Throughout the paper, we denote the iterate sequence along
the optimization path as {wt,S}t, where S in the subscript
indicates that the sequence is generated by the algorithm us-
ing the data set S. The stepsize sequence {αt}t is a decreas-
ing and positive sequence, and typical choices for SGD are
1
t
, 1
t log t (Bottou 2010), which we adopt in our study.
Clearly, the output wT,S is determined by the data
set S and the sample path ξ := {ξ1, . . . , ξT−1}
of SGD. We are interested in the generalization
error of the T -th output generated by SGD, i.e.,
|fS(wT,S) − f(wT,S)|, and we adopt the following
standard assumptions (Hardt, Recht, and Singer 2016;
Kuzborskij and Lampert 2017) on the loss function ℓ in our
study throughout the paper.
Assumption 1. For all z ∼ D, the loss function satisfies:
1. Function ℓ(· ; z) is continuously differentiable;
2. Function ℓ(· ; z) is nonnegative and σ-Lipschitz, and
|ℓ(· ; z)| is uniformly bounded byM ;
3. The gradient ∇ℓ(· ; z) is L-Lipschitz, and ‖∇ℓ(· ; z)‖ is
uniformly bounded by σ, where ‖ · ‖ denotes the ℓ2 norm.
The generalization error of SGD can be viewed as a non-
negative random variable whose randomnesses are due to the
draw of the data set S and the sample path ξ of the algorithm.
In particular, the mean square generalization error has been
studied in (Elisseeff, Evgeniou, and Pontil 2005) for general
randomized learning algorithms. Specifically, an applica-
tion of [Lemma 11, (Elisseeff, Evgeniou, and Pontil 2005)]
to SGD under Assumption 1 yields the following result.
Throughout the paper, we denote S as the data set that re-
places one data sample of S with an i.i.d copy generated
from the distribution D and denote wT,S as the output of
SGD for solving the ERM with the data set S.
Proposition 1. Let Assumption 1 hold. Apply the SGD with
the same sample path ξ to solve the ERM with the data sets
S and S, respectively. Then, the mean square generalization
error of SGD satisfies
E[|fS(wT,S)− f(wT,S)|2] ≤ 2M
2
n
+ 12MσE[δT,S,S],
where δT,S,S := ‖wT,S − wT,S‖ and the expectation is
taken over the random variables S, S and ξ.
Proposition 1 links the mean square generalization er-
ror of SGD to the quantity Eξ,S,S[δT,S,S]. Intuitively,
δT,S,S captures the variation of the algorithm output
with regard to the variation of the dataset. Hence,
its expectation can be understood as the on-average
stability of the iterates generated by SGD. We note
that similar notions of stabilities were proposed in
(Kuzborskij and Lampert 2017; Shalev-Shwartz et al. 2010;
Elisseeff, Evgeniou, and Pontil 2005), which are based on
the variation of the function values at the output instead.
Generalization Bound for SGD in Nonconvex
Optimization
In this section, we develop the generalization error of SGD
by characterizing the corresponding on-average stability of
the algorithm.
An intrinsic quantity that affects the optimization path of
SGD is the variance of the stochastic gradients. To capture
the impact of the variance of the stochastic gradients, we
adopt the following standard assumption from the stochastic
optimization theory (Bottou 2010; Nemirovski et al. 2009;
Ghadimi, Lan, and Zhang 2016).
Assumption 2. For any fixed training set S and any ξ that is
generated uniformly from {1, . . . , n} at random, there exists
a constant νS > 0 such that for all w ∈ Ω one has
Eξ
∥∥∥∇ℓ(w; zξ)− 1
n
n∑
k=1
∇ℓ(w; zk)
∥∥∥2 ≤ ν2S . (2)
Assumption 2 essentially bounds the variance of the
stochastic gradients for the particular data set S. The vari-
ance ν2S of the stochastic gradient is typically much smaller
than the uniform upper bound σ in Assumption 1 for the
norm of the stochastic gradient, e.g., normal random variable
has unit variance and is unbounded, and hence may provide
a tighter bound on the generalization error.
Based on Assumption 2 and Proposition 1, we obtain the
following generalization bound of SGD by exploring its op-
timization path to study the corresponding stability.
Theorem 1. (Bound with Probabilistic Guarantee) Suppose
ℓ is nonconvex. Let Assumptions 1 and 2 hold. Apply the
SGD to solve the ERM with the data set S, and choose the
step size αt =
c
(t+2) log(t+2) with 0 < c <
1
L
. Then, for any
δ > 0, with probability at least 1− δ, we have
|fS(wT,S)− f(wT,S)|
≤
√
1
nδ
(
2M2 + 24Mσc
√
2Lf(w0) +
1
2
ES [ν2S ] logT
)
.
Outline of the Proof of Theorem 1. We provide an outline
of the proof here, and relegate the detailed proof in the sup-
plementary materials.
The central idea is to bound the on-average stability
ES,S,ξ[δT,S,S] of the iterates in Proposition 1. Hence, sup-
pose we apply SGD with the same sample path ξ to solve
the ERM with the data sets S and S, respectively. We first
obtain the following recursive property of the on-average it-
erate stability (Lemma 2 in the appendix):
ES,S,ξ[δt+1,S,S] ≤ (1 + αtL)ES,S,ξ[δt,S,S]
+
2αt
n
ES,ξ [‖∇ℓ(wt,S ; z1)‖] . (3)
We then further derive the following bound on
ES,ξ [‖∇ℓ(wt,S; z1)‖] by exploiting the optimization path
of SGD (Lemma 3 in the appendix):
Eξ,S [‖∇ℓ(wt,S; z1)‖] ≤
√
2Lf(w0) +
1
2
ES [ν2S ]. (4)
Substituting eq. (4) into eq. (3) and telescoping, we obtain
an upper bound on ES,S,ξ[δT,S,S]. Further substituting such
a bound into Proposition 1, we obtain an upper bound on the
second moment of the generalization error. Then, the result
in Theorem 1 follows from the Chebyshev’s inequality.
The proof of Theorem 1 is to characterize the on-average
stability of SGD, and it explores the optimization path by ap-
plying the technical tools developed in stochastic optimiza-
tion theory. Comparing to the generalization bound devel-
oped in (Hardt, Recht, and Singer 2016) that characterizes
the expected generalization error based on the uniform sta-
bility supS,S Eξ[δT,S,S], our generalization bound in Theo-
rem 1 provides a probabilistic guarantee, and is based on
the more relaxed on-average stability ES,SEξ[δT,S,S] which
yields a tighter bound. Intuitively, the on-average variance
term ES [ν
2
S ] in our bound measures the ‘stability’ of the
stochastic gradients over all realizations of the dataset S. If
such on-average variance of SGD is large, then the optimiza-
tion paths of SGD on two slightly different datasets are di-
verse from each other, leading to the bad stability of SGD
and in turn yielding a high generalization error. We note that
(Kuzborskij and Lampert 2017) also exploited the optimiza-
tion path to characterize the expected generalization error of
SGD. However, their analysis assumes that the iterate wt,S
is independent of zξt+1 , which may not hold after multiple
passes over the data samples. Also, their result does not cap-
ture the on-average variance of the stochastic gradients.
We next explain how our generalization bound can ex-
plain observations in experiments. The generalization bound
in Theorem 1 depends on the on-average variance ES [ν
2
S ]
of the stochastic gradients, which incorporates the underly-
ing data distribution and can capture its effect on the gen-
eralization performance. We conduct several experiments
to demonstrate that the on-average variance of the SGD
does capture the generalization performance. For exam-
ple, it has been observed that a dataset with true labels
leads to good generalization performance whereas a dataset
with random labels leads to bad generalization performance
(Zhang et al. 2017). Following this observation, we perform
three experiments: solving a logistic regression with the a9a
dataset (Chang and Lin 2011), training a three-layer ReLU
neural network with the MNIST dataset (Lecun et al. 1998)
and training a Resnet-18 (He et al. 2016) with the CIFAR10
dataset (Krizhevsky 2009). In specific, we vary fraction of
random labels (i.e., vary the probability of replacing true la-
bels to randomly selected labels) in the datasets and eval-
uate the on-average variance of SGD for the last multiple
iterations of the training process. For neural network exper-
iments, we terminate the training process when the training
error is below 0.2% for all settings of random label proba-
bility. Also, as the on-average variance is averaged over the
data distribution, we adopt the corresponding sample mean
over the random draw of the training dataset as an estimation.
Figure 1 shows our experimental results. For all three exper-
iments with very different objective functions, it can be seen
that the on-average variance consistently becomes larger as
the fraction of random labels increases (i.e., the generaliza-
tion error increases). Thus, our empirical study establishes
an affirmative connection between the on-average variance
(captured in our generalization bound) and the generaliza-
tion performance in the experiments.
Generalization Bound for SGD under
Gradient Dominant Condition
In this section, we consider nonconvex loss functions with
the empirical risk function fS further satisfying the follow-
ing gradient dominance condition.
Definition 1. Denote f∗ := infw∈Ω f(w). Then, the func-
tion f is said to be γ-gradient dominant for γ > 0 if
f(w)− f∗ ≤ 1
2γ
‖∇f(w)‖2, ∀w ∈ Ω. (5)
The gradient dominance condition (also referred
to as Polyak-Łojasiewicz condition (Polyak 1963;
Łojasiewicz 1963)) guarantees a linear convergence of
the function value sequence generated by gradient-based
first-order methods (Karimi, Nutini, and Schmidt 2016). It
is a condition that is much weaker than the strong convexity,
and many nonconvex machine learning problems satisfy
this condition around the global minimizers (Li et al. 2016;
Zhou, Zhang, and Liang 2016).
The gradient dominance condition helps to improve
the bound on the on-average stochastic gradient norm
Eξ,S [‖∇ℓ(wt,S ; z1)‖] (see Lemma 4 in the appendix),
which is given by
Eξ,S [‖∇ℓ(wt,S ; z1)‖]
≤
√
2LES [f∗S] +
1
t
(
2Lf(w0) + ES [ν2S ]
)
. (6)
Compared to eq. (4) for general nonconvex functions, the
above bound is further improved by a factor of 1
t
. This is
because SGD converges sub-linearly to the optimum func-
tion value f∗S under the gradient dominance condition, and
1
t
is essentially the convergence rate of SGD. In particular,
for sufficiently large t, the on-average stochastic gradient
norm is essentially bounded by
√
2LES [f∗S], which is much
smaller then the bound in eq. (4). With the bound in eq. (6),
we obtain the following theorem.
Theorem 2. (Mean Square Bound) Suppose ℓ is nonconvex,
and fS is γ-gradient dominant (γ < L). Let Assumptions
1 and 2 hold. Apply the SGD to solve the ERM with the
data set S and choose αt =
c
(t+2) log(t+2) with 0 < c <
min{ 1
L
, 12γ }. Then, the following bound holds.
Eξ,S [|fS(wT,S)− f(wT,S)|2] ≤
2M2
n
+
24Mσc
n
(√
2LES [f∗S ] logT+
√
2Lf(w0)+2ES[ν2S ]
)
.
The above bound for the mean square generalization
error under gradient dominance condition improves that
for general nonconvex functions in Theorem 1, as the
dominant term (i.e., log T -dependent term) has coeffi-
cient
√
2LES[f∗S ], which is much smaller than the term√
2Lf(w0) +
1
2ES [ν
2
S ] in the bound of Theorem 1. As an
intuitively understanding, the on-average variance of the
SGD is further reduced by its fast convergence rate 1
t
un-
der the gradient dominance condition. This results in a
more stable on-average iterate stability which in turn im-
proves the mean square generalization error. We note that
(Charles and Papailiopoulos 2017) also studied the general-
ization error of SGD for loss functions satisfying both the
gradient dominance condition and an additional quadratic
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Figure 1: On-average variance of SGD v.s. random label probability.
growth condition. They also assumed that the algorithm con-
verges to a global minimizer point, which may not always
hold for noisy algorithms like SGD.
Theorem 2 directly implies the following probabilistic
guarantee for the generalization error of SGD.
Theorem 3. (Bound with Probabilistic Guarantee) Suppose
ℓ is nonconvex, and fS is γ-gradient dominant (γ < L). Let
Assumptions 1 and 2 hold. Apply the SGD to solve the ERM
with the data set S, and choose αt =
c
(t+2) log(t+2) with
0 < c < min{ 1
L
, 12γ }. Then, for any δ > 0, with probability
at least 1− δ, we have
|fS(wT,S)− f(wT,S)| ≤√
2M2
nδ
+ 24Mσc
nδ
(√
2LES[f∗S ] logT+
√
2Lf(w0)+2ES[ν2S ]
)
.
Regularized Nonconvex Optimization
In practical applications, regularization is usually applied to
the risk minimization problem in order to either promote cer-
tain structures on the desired solution or to restrict the param-
eter space. In this section, we explore how regularization can
improve the generation error, and hence help to avoid over-
fitting for SGD.
Here, for any weight λ > 0, we consider the regularized
population risk minimization (R-PRM) and the regularized
empirical risk minimization (R-ERM):
min
w∈Ω
Φ(w) := f(w) + λh(w), (R-PRM)
min
w∈Ω
ΦS(w) := fS(w) + λh(w), (R-ERM)
where h corresponds to the regularizer and f, fS are the pop-
ulation and empirical risks, respectively. In particular, we are
interested in the following class of regularizers.
Assumption 3. The regularizer function h is 1-strongly con-
vex and nonnegative.
Without loss of generality, we assume that the strongly
convex parameter of h is 1, and this can be adjusted by scal-
ing the weight parameter λ. Strongly convex regularizers are
commonly used in machine learning applications, and typi-
cal examples include λ2 ‖w‖2 for ridge regression, Tikhonov
regularization λ2 ‖Γw‖2 and elastic net λ1‖w‖1+λ2‖w‖2,
etc. Here, we allow the regularizer h to be non-differentiable
(e.g., the elastic net), and introduce the following proxi-
mal mapping with parameter α > 0 to deal with the non-
smoothness.
proxαh(w) := argmin
u∈Ω
h(u) +
1
2α
‖u−w‖2. (7)
The proximal mapping is the core of the proximal method
for solving convex problems (Parikh and Boyd 2014;
Beck and Teboulle 2009) and nonconvex ones
(Li et al. 2017; Attouch, Bolte, and Svaiter 2013). In
particular, we apply the proximal SGD to solve the R-ERM.
With the same notations as those defined in the previous
section, the update rule of the proximal SGD can be written
as, for t = 0, . . . , T − 1
wt+1 = proxαth
(
wt − αt∇ℓ(wt; zξt)
)
.
(proximal-SGD)
Similarly, we denote {wt,S}t as the iterate sequence gener-
ated by the proximal SGD with the data set S.
It is clear that the generalization error of the function
value for the regularized risk minimization, i.e., |Φ(wT,S)−
ΦS(wT,S)|, is the same as that for the un-regularized risk
minimization. Hence, Proposition 1 is also applicable to the
mean square generalization error of the regularized risk min-
imization. However, the development of the generalization
error bound is different from the analysis in the previous sec-
tion from two aspects. First, the analysis of the on-average
iterate stability of the proximal SGD is technically more in-
volved than that of SGD due to the possibly non-smooth reg-
ularizer. Secondly, the proximal mappings of strongly con-
vex functions are strictly contractive (see item 2 of Lemma 5
in the appendix). Thus, the proximal step in the proximal
SGD enhances the stability between the iterates wt,S and
wt,S that are generated by the algorithm using perturbed
datasets, and this further improves the generalization error.
The next result provides a quantitative statement.
Theorem 4. Consider the regularized risk minimization.
Suppose ℓ is nonconvex. Let Assumptions 1, 2 and 3 hold,
and apply the proximal SGD to solve the R-ERM with the
dataset S. Let λ > L and αt =
c
t+2 with 0 < c <
1
L
. Then,
the following bound holds with probability at least 1− δ.
|Φ(wT,S)− ΦS(wT,S)|
≤
√
1
nδ
(
2M2 +
24Mσ
(λ− L)
√
LΦ(w0) + ES [ν2S ]
)
.
Theorem 4 provides probabilistic guarantee for the gen-
eralization error of the proximal SGD in terms of the on-
average variance of the stochastic gradients. Comparison of
Theorem 4 with Theorem 1 indicates that a strongly con-
vex regularizer substantially improves the generalization er-
ror bound of SGD for nonconvex loss functions by remov-
ing the logarithm dependence on T . It is also interesting
to compare Theorem 4 with [Proposition 4 and Theorem
1, (London 2017)], which characterize the generalization er-
ror of SGD for strongly convex functions with probabilistic
guarantee. The two bounds have the same order in terms of
n and T , indicating that a strongly convex regularizer even
improves the generalization error for a nonconvex function
to be the same as that for a strongly convex function. In prac-
tice, the regularization weight λ should be properly chosen
to balance between the generalization error and the training
loss, as otherwise the parameter space can be too restrictive
to yield a good solution for the risk function.
We further conduct experiments to explore the effect of
regularization on the generalization error by adding the reg-
ularizer λ2 ‖w‖2 to the objective functions. In particular, we
apply the proximal SGD to solve the logistic regression
(with dataset a9a) and train the neural network (with dataset
MNIST) mentioned in the previous section. Figure 2 shows
the results where the left axis denotes the scale of the train-
ing error and the right axis denotes the scale of the gener-
alization error. It can be seen that the corresponding gen-
eralization errors improve as the regularization weight gets
large. This agrees with our theoretical finding on the im-
pact of regularization. On the other hand, the training per-
formances for both problems degrade as the regularization
weight increases, which is reasonable because in such a case
the optimization focuses too much on the regularizer and the
obtained solution does not minimize the loss function well.
Hence, there is a trade-off between the training and general-
ization performance in tuning the regularization parameter.
Generalization Bound with High-Probability
Guarantee
The studies of the previous sections explore the probabilis-
tic guarantee for the generalization errors of nonconvex loss
functions and nonconvex loss functions with strongly con-
vex regularizers. For example, apply SGD to solve a generic
nonconvex loss function, then Theorem 1 suggests that for
any ǫ > 0,
P(|f(wT,S)− fS(wT,S)| > ǫ) < O
( logT
nǫ2
)
,
which decays sublinearly as nlog T → ∞. In this subsec-
tion, we study a stronger probabilistic guarantee for the gen-
eralization error, i.e., the probability for it to be less than
ǫ decays exponentially. We refer to such a notion as high-
probability guarantee. In particular, we explore for which
cases of nonconvex loss functions we can establish such a
stronger performance guarantee.
Towards this end, we adopt the uniform stability frame-
work proposed in (Elisseeff, Evgeniou, and Pontil 2005).
Note that (Hardt, Recht, and Singer 2016) also studied the
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Figure 2: Generalization error v.s. regularization parameter.
uniform stability of SGD, but only characterized the gener-
alization error in expectation, which is weaker than the expo-
nential probabilistic concentrtion bound that we study here.
Suppose we apply SGD with the same sample path ξ
to solve the ERM with the datasets S and S, respectively,
and denote wT,S,ξ and wT,S,ξ as the corresponding out-
puts. Also, suppose we apply the SGD with different sample
paths ξ and ξ to solve the same problem with the dataset
S, respectively, and denote wT,S,ξ and wT,S,ξ as the cor-
responding outputs. Here, ξ denotes the sample path that
replaces one of the sampled indices, say ξt0 , with an i.i.d
copy ξ′t0 . The following result is a variant of [Theorem 15,
(Elisseeff, Evgeniou, and Pontil 2005)].
Lemma 1. Let Assumption 1 hold. If SGD satisfies the fol-
lowing conditions 1
sup
S,S,z
Eξ|ℓ(wT,S,ξ; z)− ℓ(wT,S,ξ; z)| ≤ β,
sup
ξ,ξ,S,z
|ℓ(wT,S,ξ; z)− ℓ(wT,S,ξ; z)| ≤ ρ.
Then, the following bound holds with probability at least 1−
δ.
|Φ(wT,S)−ΦS(wT,S)|
≤ 2β +
(
M + 4nβ√
2n
+
√
2Tρ
)√
log 2
δ
.
1Lemma 1 is slightly different from that in [Theorem 15,
(Elisseeff, Evgeniou, and Pontil 2005)], in which S excludes a par-
ticular sample instead of replacing it. The proof follows the same
idea and we omit it for simplicity.
Note that Lemma 1 implies that
P(|Φ(wT,S)− ΦS(wT,S)| > ǫ) ≤ O
(
exp
(
−ǫ2√
nβ+
√
Tρ
))
.
Hence, if β = o(n−
1
2 ) and ρ = o(T−
1
2 ), then we have
exponential decay in probability as n → ∞ and T →
∞. It turns out that our analysis of the uniform stability
of SGD for general nonconvex functions yields that β =
O(n−1), ρ = O(log T ), which does not lead to the de-
sired high-probability guarantee for the generalization er-
ror. On the other hand, the analysis of the uniform stabil-
ity of the proximal SGD for nonconvex loss functions with
strongly convex regularizers yields that β = O(n−1), ρ =
O(T−c(λ−L)),which leads to the high-probability guarantee
if we choose λ > L and c > 12(λ−L) . This further demon-
strates that a strongly convex regularizer can significantly
improve the quality of the probabilistic bound for the gener-
alization error. The following result is a formal statement of
the above discussion.
Theorem 5. Consider the regularized risk minimization
with the nonconvex loss function ℓ. Let Assumptions 1 and
3 hold, and apply the proximal SGD to solve the R-ERM
with the data set S. Choose λ > L and αt =
c
t+2 with
1
2(λ−L) < c <
1
λ−L . Then, the following bound holds with
probability at least 1− δ
|Φ(wT,S)− ΦS(wT,S)|
≤
( M√
n
+
4σ2√
n(λ − L) +
4σ2c
T c(λ−L)−
1
2
)√
log
2
δ
.
Theorem 5 implies that
P(|Φ(wT,S)− ΦS(wT,S)| > ǫ)
≤ O
(
exp
(
−ǫ2
n
−
1
2 +T
1
2
−c(λ−L)
))
.
Hence, if we choose c = 1
λ−L and run the proximal SGD
for T = O(n) iterations (i.e., constant passes over the data),
then the probability of the event decays exponentially as
O(exp(−√nǫ2)).
The proof of Theorem 5 characterizes the uniform iterate
stability of the proximal SGD with regard to the perturba-
tions of both the dataset and the sample path. Unlike the on-
average stability in Theorem 1 where the stochastic gradient
norm is bounded by the on-average variance of the stochas-
tic gradients, the uniform stability captures the worst case
among all datasets, and hence uses the uniform upper bound
σ for the stochastic gradient norm.
We note that [Theorem 3, (London 2017)] also estab-
lished a probabilistic bound under the PAC Bayesian frame-
work. However, their result yields exponential concentration
guarantee only for strongly convex loss functions. As a com-
parison, Theorem 5 relaxes the requirement of strong con-
vexity for loss functions to nonconvex loss functions with
strongly convex regularizers, and hence serves as a comple-
mentary result to theirs. Also, (Mou et al. 2017) establishes
the high-probability bound for the generalization error of
SGD with regularization. However, their result holds only
for the particular regularizer 12‖w‖2, and high-probability
bound holds only with regard to the random draw of the data.
As a comparison, our result holds for all strongly convex reg-
ularizers, and the high-probability bound hold with regard to
both the draw of data and randomness of algorithm.
Conclusion
In this paper, we develop the generalization error bound of
SGD with probabilistic guarantee for nonconvex optimiza-
tion. We obtain the improved bounds based on the vari-
ance of the stochastic gradients by exploiting the optimiza-
tion path of SGD. Our generalization bound is consistent
with the effect of random labels on the generalization error
that observed in practical experiments. We further show that
strongly convex regularizers can significantly improve the
probabilistic concentration bounds for the generalization er-
ror from the sub-linear rate to the exponential rate. Our study
demonstrates that the geometric structure of the problem can
be an important factor in improving the generalization per-
formance of algorithms. Thus, it is of interest to explore the
generalization error under various geometric conditions of
the objective function in the future work.
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Proof of Main Results
Proof of Proposition 1
The proof is based on [Lemma 11, (Elisseeff, Evgeniou, and Pontil 2005)] and Assumption 1. Denote Si as the data set
that replaces the i-th sample of S with an i.i.d. copy generated from the distribution D. Following from Lemma 11 of
(Elisseeff, Evgeniou, and Pontil 2005), we obtain
ES,ξ|fS(wT,S)− f(wT,S)|2 ≤ 2M
2
n
+
12M
n
n∑
i=1
Eξ,S,Si
[|ℓ(wT,S ; zi)− ℓ(wT,Si ; zi)|]
≤ 2M
2
n
+
12Mσ
n
n∑
i=1
Eξ,S,Si‖wT,S −wT,Si‖
=
2M2
n
+ 12MσEξ,S,S‖wT,S −wT,S‖,
where the second inequality uses the Lipschitz property of the loss function in Assumption 1, and the last equality is due to the
fact that the perturbed samples in Si and S are generated i.i.d from the underlying distribution.
Proof of Theorem 1
The proof is based on the following two important lemmas, which we prove first.
Lemma 2. Let Assumption 1 hold. Apply SGD with the same sample path ξ to solve the ERM with data sets S and S, respec-
tively. Choose αt =
c
(t+2) log(t+2) with 0 < c <
1
L
, then the following bound holds.
ES,S,ξ[δt+1,S,S] ≤ (1 + αtL)ES,S,ξ[δt,S,S] +
2αt
n
ES,ξ [‖∇ℓ(wt,S ; z1)‖] .
Proof of Lemma 2. Consider the two fixed data sets S and S that differ at, say, the first data sample. At the t-th iteration, we
consider two cases of the sampled index ξt. In the first case, 1 /∈ ξt (w.p. n−1n ), i.e., the sampled data from S and S are the
same, and we obtain that
δt+1,S,S =
∥∥∥wt,S − αt∇ℓ(wt,S ; zξt)−wt,S + αt∇ℓ(wt,S ; zξt)∥∥∥
≤ δt,S,S + αt
∥∥∥∇ℓ(wt,S ; zξt)−∇ℓ(wt,S ; zξt)∥∥∥
≤ (1 + αtL)δt,S,S, (8)
where the last inequality uses the L-Lipschitz property of∇ℓ. In the other case, 1 ∈ ξt (w.p. 1n ), we obtain that
δt+1,S,S =
∥∥∥wt,S − αt∇ℓ(wt,S ; z1)−wt,S + αt∇ℓ(wt,S ; z′1)∥∥∥
≤ δt,S,S + αt
∥∥∥∇ℓ(wt,S ; z1)−∇ℓ(wt,S ; z′1)∥∥∥
≤ δt,S,S + αt
(
‖∇ℓ(wt,S ; z1)‖+ ‖∇ℓ(wt,S ; z′1)‖
)
. (9)
Combining the above two cases and taking expectation with respect to all randomness, we obtain that
ES,S,ξ[δt+1,S,S] ≤
[
n− 1
n
(1 + αtL) +
1
n
]
ES,S,ξ[δt,S,S] +
1
n
αtES,S,ξ
(
‖∇ℓ(wt,S ; z1)‖+ ‖∇ℓ(wt,S; z′1)‖
)
(i)
≤ (1 + αtL)ES,S,ξ[δt,S,S] +
2αt
n
ES,ξ [‖∇ℓ(wt,S ; z1)‖] , (10)
where (i) uses the fact that z′1 is an i.i.d. copy of z1.
Lemma 3. Let Assumptions 1 and 2 hold. Apply SGD to solve the ERM with data set S and choosing αt ≤ ct+2 for some
0 < c < 1
L
. Then, the following bound holds.
Eξ,S [‖∇ℓ(wt,S; z1)‖] ≤
√
2Lf(w0) +
1
2
ES [ν2S ].
Proof of Lemma 3. By Assumption 1, ℓ is nonnegative and ∇ℓ is L-Lipschitz. Then, eq. (12.6) of
(Shalev-Shwartz and Ben-David 2014) shows that
∀w, ‖∇ℓ(w; z)‖ ≤
√
2Lℓ(w; z). (11)
Based on eq. (11), we further obtain that
Eξ,S‖∇ℓ(wt,S ; z1)‖ ≤
√
2LEξ,S
√
ℓ(wt,S ; z1)
(i)
≤
√
2L
√
Eξ,Sℓ(wt,S ; z1)
(ii)
≤
√
2L
√√√√Eξ,S 1
n
n∑
j=1
ℓ(wt,S ; zj) =
√
2L
√
Eξ,SfS(wt,S), (12)
where (i) uses the Jesen’s inequality and (ii) uses the fact that all samples in S are generated i.i.d. from D.
Next, consider a fixed data set S and denote gt,S = ∇ℓ(wt,S ; zξt) as the sampled stochastic gradient at iteration t. Then, by
smoothness of ℓ and the update rule of the SGD, we obtain that
fS(wt+1,S)− fS(wt,S) ≤ 〈wt+1,S −wt,S ,∇fS(wt,S)〉+ L
2
‖wt+1,S −wt,S‖2
= 〈−αtgt,S ,∇fS(wt,S)〉+ Lα
2
t
2
‖gt,S‖2 .
Conditioning onwt,S and taking expectation with respect to ξ, we further obtain from the above inequality that
Eξ [fS(wt+1,S)− fS(wt,S)|wt,S ]
≤
(
Lα2t
2
− αt
)
‖∇fS(wt,S)‖2 + Lα
2
t
2
Eξ
[
‖gt,S‖2 − ‖∇fS(wt,S)‖2 |wt,S
]
. (13)
Note that
Lα2t
2 − αt < 0 by our choice of stepsize. Further taking expectation with respect to the randomness of wt,S and S,
and telescoping the above inequality over 0, . . . , t− 1, we obtain that
Eξ,S [fS(wt,S)]
(i)
≤ ESfS(w0) +
t−1∑
t′=0
Lα2t′
2
ES [ν
2
S ]
= f(w0) +
t−1∑
t′=0
Lc2ES [ν
2
S ]
2(t′ + 2)2
(ii)
≤ f(w0) + Lc
2
ES [ν
2
S ]
4
,
where (i) uses the fact that the variance of the stochastic gradients is bounded by ES [ν
2
S ], and (ii) upper bounds the summation
by the integral, i.e.,
∑t−1
t′=0
1
(t′+2)2 .
∫ t
1
1
t′2
dt′. Substituting the above result into eq. (12) and noting that cL ≤ 1, we obtain the
desired result.
Now by Lemma 2, we obtain that
ES,S,ξ[δt+1,S,S] ≤ (1 + αtL)ES,S,ξ[δt,S,S] +
2αt
n
ES,ξ [‖∇ℓ(wt,S ; z1)‖]
(i)
≤ (1 + αtL)ES,S,ξ[δt,S,S] +
2αt
√
2Lf(w0) +
ES [ν2S ]
2
n
, (14)
where (i) applies Lemma 3. Recursively applying eq. (14) over t = 0, . . . , T − 1 and noting that δ0 = 0 and αt = c(t+2) log(t+2) ,
we obtain
ES,S,ξ[δT ] ≤
T−1∑
t=0
[
T−1∏
k=t+1
(1 + αkL)
]
2c
√
2Lf(w0) +
ES[ν2S ]
2
(t+ 2)log(t+ 2)n
(i)
≤
T−1∑
t=0
[
exp
(
T−1∑
k=t+1
cL
(k + 2) log(k + 2)
)]
2c
√
2Lf(w0) +
ES [ν2S ]
2
(t+ 2)log(t+ 2)n
(ii)
≤
T−1∑
t=0
(
logT
log(t+ 2)
)cL 2c√2Lf(w0) + ES[ν2S ]2
(t+ 2)log(t+ 2)n
(iii)
≤
2c
√
2Lf(w0) +
ES[ν2S ]
2
n
logT,
where (i) uses the fact that 1 + x ≤ exp(x). For (ii) and (iii), we apply the integral upper bounds to bound the summations,
i.e.,
∑T−1
k=t+1
cL
(k+2) log(k+2) .
∫ T
t
cL
k log kdk,
∑T−1
t=0 (t + 2)
−1 log−1−cL(t + 2) .
∫ T
t=1
t−1 log−1−cL tdt, and use the fact that
cL < 1. Substituting the above result into Proposition 1 and applying the Chebyshev’s inequality yields the desired result.
Proof of Theorem 2
We first prove a useful lemma.
Lemma 4. Let Assumptions 1 and 2 hold. Apply the SGD to solve the ERM with data set S, where fS is γ-gradient dominant
(γ < L) with the minimum function value f∗S . Suppose we choose αt ≤ ct+2 for some 0 < c < min{ 2γ , 1L}. Then the following
bound holds.
Eξ,S [‖∇ℓ(wt,S; z1)‖] ≤
√
2LES [f∗S ] +
1
t
(2Lf(w0) + 2ES [ν2S ]).
Proof of Lemma 4. We first note that eq. (12) and eq. (13) both hold here, which we rewritten below for convenience.
Eξ,S‖∇ℓ(wt,S; z1)‖ ≤
√
2L
√
Eξ,SfS(wt,S), (15)
Eξ [fS(wt+1,S)− fS(wt,S)|wt,S ]
≤
(
Lα2t
2
− αt
)
‖∇fS(wt,S)‖2 + Lα
2
t
2
Eξ
[
‖gt,S‖2 − ‖∇fS(wt,S)‖2 |wt,S
]
. (16)
Following from eq. (16) and the fact that fS is γ-gradient dominant, we obtain
Eξ [fS(wt+1,S)− fS(wt,S) | wt,S ]
≤
(
Lα2t
2
− αt
)
2γ(fS(wt,S)− f∗S) +
Lα2t
2
Eξ
[
‖gt,S‖2 − ‖∇fS(wt,S)‖2 | wt,S
]
. (17)
Further taking expectation with respect to the randomness ofwt,S and S, we obtain from the above inequality that
Eξ,S [fS(wt+1,S)− fS(wt,S)] ≤
(
Lα2t
2
− αt
)
2γEξ,S(fS(wt,S)− f∗S) +
Lα2t
2
ES [ν
2
S ]
≤ −αtγEξ,S(fS(wt,S)− f∗S) +
Lα2tES [ν
2
S ]
2
,
where the last inequality uses the fact that
Lα2t
2 ≤ αt/2 for c < 1L . Rearranging the above inequality, we further obtain that
Eξ,S [fS(wt+1,S)− f∗S ] ≤ (1− αtγ)Eξ,S(fS(wt,S)− f∗S) +
Lα2tν
2
2
≤
t∏
t′=0
(1 − αt′γ)ES(fS(w0)− f∗S) +
t∑
t′=0
t−1∏
k=t′+1
(1 − αkγ)Lα
2
t′ES [ν
2
S ]
2
(i)
≤ t−cγES(fS(w0)− f∗S) +
Lc2ES [ν
2
S ]
tcγ
(ii)
≤ 1
tcγ
[
f(w0) + Lc
2
ES [ν
2
S ]
]
,
where (i) uses the fact that 1 − x ≤ exp(−x) and upper bounds the summations by the corresponding integrals, i.e.,
exp(−cγ∑tt′=0 1t′+2 ) . exp(−cγ ∫ t0 1t′ dt′) and (ii) uses the fact that cγ < 1/2. We then conclude that
Eξ,SfS(wt,S) ≤ ES [f∗S ] +
1
tcγ
[
f(w0) + Lν
2c2
]
.
Substituting this bound into eq. (15) and noting that cL ≤ 1, we obtain the desired result.
To continue our proof, by Lemma 2, we obtain that
ES,S,ξ[δt+1,S,S] ≤ (1 + αtL)ES,S,ξ[δt,S,S] +
2αt
n
ES,ξ [‖∇ℓ(wt,S ; z1)‖]
≤ (1 + αtL)ES,S,ξ[δt,S,S] +
2αt
n
√
2LES [f∗S] +
1
tcγ
(2Lf(w0) + 2ES [ν2S ]), (18)
where the last line applies Lemma 4. Applying eq. (18) recursively over t = 0, . . . , T − 1 and noting that δ0 = 0, αt =
c
(t+2) log(t+2) , we obtain that
ES,S,ξ[δT ] ≤
T−1∑
t=0
[
T−1∏
k=t+1
(1 + αkL)
]
2c
(t+ 2) log(t+ 2)n
√
2LES[f∗S ] +
1
tcγ
(2Lf(w0) + 2ES[ν2S ])
≤ 2c
n
T−1∑
t=0
(
logT
log(t+ 2)
)cL √2LES [f∗S ] +√ 1tcγ (2Lf(w0) + 2ES [ν2S ])
(t+ 2) log(t+ 2)
≤ 2c
n
(√
2LES[f∗S ] logT +
√
2Lf(w0) + 2ES [ν2S ]
)
.
Substituting the above result into Proposition 1 yields the desired result.
Proof of Theorem 4
Consider the fixed data sets S and S that are differ at the first sample. At the t-th iteration, if 1 /∈ ξt (w.p. n−1n ), we obtain that
δt+1,S,S =
∥∥∥proxαth (wt,S − αt∇ℓ(wt,S; zξt))− proxαth (wt,S − αt∇ℓ(wt,S ; zξt))∥∥∥
(i)
≤ 1
1 + αtλ
∥∥∥wt,S − αt∇ℓ(wt,S ; zξt)−wt,S + αt∇ℓ(wt,S ; zξt)∥∥∥
≤ 1 + αtL
1 + αtλ
δt,S,S, (19)
where (i) uses item 2 of Lemma 5. On the other hand, if 1 ∈ ξt (w.p. 1n ), we obtain that
δt+1,S,S =
∥∥∥∥proxαth (wt,S − αt∇ℓ(wt,S ; z1))− proxαth (wt,S − αt∇ℓ(wt,S ; z′1))
∥∥∥∥
(i)
≤ 1
1 + αtλ
∥∥∥wt,S − αt∇ℓ(wt,S ; z1)−wt,S + αt∇ℓ(wt,S ; z′1)∥∥∥
≤ 1
1 + αtλ
δt,S,S +
αt
1 + αtλ
(
‖∇ℓ(wt,S ; z1)‖+ ‖∇ℓ(wt,S ; z′1)‖
)
, (20)
where (i) uses item 2 of Lemma 5. Combining the above two cases and taking expectation with respect to the randomness of ξ,
S and S, we obtain that
ES,S,ξ[δt+1,S,S] ≤
[
n− 1
n
1 + αtL
1 + αtλ
+
1
n
1
1 + αtλ
]
ES,S,ξ[δt,S,S] +
1
n
2αt
1 + αtλ
ES,ξ‖∇ℓ(wt,S; z1)‖
(i)
≤ 1 + αtL
1 + αtλ
ES,S,ξ[δS,S,ξ] +
2αt
n
1
1 + αtλ
√
2LΦ(w0) + 2ES [ν2S ] log t
. exp(αt(L− λ))ES,S,ξ[δS,S,ξ] +
2αt
n
√
2LΦ(w0) + 2ES [ν2S ] log t,
where (i) uses Lemma 6. Recursively applying the above inequality over t = 0, . . . , T − 1 and noting that δ0 = 0, αt = ct+2 ,
we obtain that
ES,S,ξ[δT,S,S] ≤
T−1∑
t=0
[
T−1∏
k=t+1
exp(αk(L− λ))
]
2c
√
2LΦ(w0) + 2ES [ν2S ] log t
(t+ 2)n
(i)
≤
T−1∑
t=0
(
t+ 2
T
)c(λ−L)
2c
√
2LΦ(w0) + 2ES [ν2S ]
(t+ 2)n
log t
(ii)
≤ 2
n(λ− L)
√
2LΦ(w0) + 2ES [ν2S ],
where the log t term in (i) is ignored as it is order-wise smaller than other polynomial terms (In particular, for any δ > 0 we
have limt→∞ log t/tδ = 0), and (ii) further upper bounds the summation with the integral, i.e.,
∑T−1
t=0 (t + 2)
c(λ−L)−1 .
∫ T
1
tc(λ−L)−1dt, and uses the fact that c < 1
L
. Then, applying Proposition 1 to the regularized risk minimization, we further
obtain that
Eξ,S
[|ΦS(wT,S)− Φ(wT,S)|2] ≤ 1
n
(
2M2 +
24Mσ
(λ− L)
√
LΦ(w0) + ES [ν2S ]
)
.
The desired result then follows by applying Chebyshev’s inequality.
Proof of Theorem 5
The idea of the proof is to apply Lemma 1 by developing the uniform stability bounds β and γ. The proof also applies two
useful lemmas on the proximal SGD.
We first evaluate β. Following the proof logic of Theorem 4 and replacing the bound for the on-average stochastic gradient
norm ES,ξ‖∇ℓ(wt,S; z1)‖ with the uniform upper bound σ, we obtain that
sup
S,S,z
Eξ|ℓ(wT,S ; z)− ℓ(wT,S ; z)| ≤ σ sup
S,S,z
Eξ[δT,S,S] ≤
2σ2
n(λ− L) := β.
Next, we evaluate ρ. Consider any two sample paths ξ := {ξ1, . . . , ξt0 , . . . , ξT−1} and ξ := {ξ1, . . . , ξ′t0 , . . . , ξT−1}, which
are different at the t0-th mini-batch. Note that
sup
ξ,ξ,S,z
|ℓ(wT,S,ξ; z)− ℓ(wT,S,ξ; z)| ≤ sup
ξ,ξ,S,z
σ‖wT,S,ξ −wT,S,ξ‖. (21)
Since the two sample paths only differ at the t0-th iteration, we have that wt,S,ξ −wt,S,ξ = 0 for t = 0, . . . , t0. In particular,
for t = t0 we obtain that
‖wt0+1,S,ξ −wt0+1,S,ξ‖
=
∥∥∥proxαt0h (wt0,S,ξ − αt0∇ℓ(wt0,S,ξ; zξt0 ))− proxαt0h
(
wt0,S,ξ − αt0∇ℓ(wt0,S,ξ; zξ′t0 )
)∥∥∥
(i)
≤ 1
1 + αt0λ
∥∥∥wt0,S,ξ − αt0∇ℓ(wt0,S,ξ; zξt0 )−wt0,S,ξ + αt0∇ℓ(wt0,S,ξ; zξ′t0 )
∥∥∥
=
1
1 + αt0λ
∥∥∥αt0∇ℓ(wt0,S,ξ; zξt0 )− αt0∇ℓ(wt0,S,ξ; zξ′t0 )
∥∥∥
(ii)
≤ 2αt0σ,
where (i) uses Lemma 5 and (ii) uses the σ-bounded property of ‖∇ℓ‖. Now consider t > t0 + 1. Note that in this case the
sampled indices in ξ and ξ are the same, and we further obtain that
‖wt+1,S,ξ −wt+1,S,ξ‖
=
∥∥∥proxαth (wt,S,ξ − αt∇ℓ(wt,S,ξ; zξt))− proxαth (wt,S,ξ + αt∇ℓ(wt,S,ξ; zξt))∥∥∥
≤ 1
1 + αtλ
∥∥∥wt,S,ξ − αt∇ℓ(wt,S,ξ; zξt)−wt,S,ξ + αt∇ℓ(wt,S,ξ; zξt)∥∥∥
≤ 1 + αtL
1 + αtλ
‖wt,S,ξ −wt,S,ξ‖ . exp(−αt(λ− L))‖wt,S,ξ −wt,S,ξ‖.
Telescoping over t = t0, . . . , T − 1, we further obtain that
‖wT,S,ξ −wT,S,ξ‖ ≤ 2αt0σ exp
(
−(λ− L)
T−1∑
t=t0+1
αt
)
.
2σc
(t0 + 2)
exp
(
−(λ− L)c log T
(t0 + 2)
)
=
2σc
(t0 + 2)1−c(λ−L)T c(λ−L)
≤ 2σc
T c(λ−L)
.
Thus, from eq. (21) we obtain that ρ = 2σ
2c
T c(λ−L)
. Substituting the expressions of β and ρ into Lemma 1, we conclude that with
probability at least 1− δ
Φ(wT,S)− ΦS(wT,S) ≤ 4σ
2
n(λ− L) +
(
M√
n
2
√
n
2σ2
n(λ− L) +
√
2T
2σ2c
T c(λ−L)
)√
log
2
δ
≤
(
M√
n
+
4σ2√
n(λ− L) +
4σ2c
T c(λ−L)−
1
2
)√
log
2
δ
.
Proof of Technical Lemmas for Proximal SGD
For any vector g ∈ Rd, we define the following quantity:
Gα(w,g) := 1
α
(w − proxαh(w − αg)) . (22)
Lemma 5. Let h be a convex and possibly non-smooth function. Then, the following statements hold.
1. For anyw,g1,g2 ∈ Ω, it holds that
‖Gα(w,g1)−Gα(w,g2)‖ ≤ ‖g1 − g2‖ .
2. If h is λ strongly convex, then for allw,v ∈ Ω and α > 0, it holds that
‖proxαh(w)− proxαh(v)‖ ≤ 11+αλ‖w − v‖.
Proof of Lemma 5. Consider the first item. By definition, we have
‖Gα(w,g1)−Gα(w,g2)‖ = 1
α
‖proxαh(w − αg1)− proxαh(w − αg2)‖
≤ 1
α
‖(w − αg1)− (w − αg2)‖
= ‖g1 − g2‖ , (23)
where the inequality uses the 1-Lipschitz property of the proximal mapping for convex functions.
Next, consider the second item. Recall the resolvent representation (Bauschke and Combettes 2011) of the proximal mapping
for convex functions, i.e.,
proxαh(w) = (I + α∇h)−1(w),
where I denotes the identity operator. Applying the operator (I + α∇h) on both sides of the above equation, we obtain that
(I + α∇h)(proxαh(w)) = w. Thus, we conclude that
w − proxαh(w) = α∇h(proxαh(w)),
which further implies that
〈[w − proxαh(w)] − [v − proxαh(v)], proxαh(w)− proxαh(v)〉
= α〈∇h(proxαh(w))−∇h(proxαh(v)), proxαh(w)− proxαh(v)〉
≥ αλ‖proxαh(w) − proxαh(v)‖2,
where the last inequality uses the fact that h is λ-strongly convex. Rearranging the above inequality, we obtain that
〈w − v, proxαh(w)− proxαh(v)〉
≥ (1 + αλ)‖proxαh(w)− proxαh(v)‖2.
Applying Cauchy-Swartz inequality on the left hand side, we obtain the desired result.
Lemma 6. Let Assumptions 1, 2 and 3 hold. Applying the proximal SGD to solve the R-ERM with data set S and choosing
αt ≤ ct+2 with 0 < c < 1L . Then, it holds that
ES,ξ [‖∇ℓ(wt,S ; z1)‖] ≤
√
2LΦ(w0) + 2ES [ν2S ] log t.
Proof of Lemma 6. The proof is based on the technical tools developed in (Ghadimi, Lan, and Zhang 2016) for analyzing the
optimization path of the proximal SGD. Under the assumptions of the lemma, we first recall the following result from [Lemma
1, (Ghadimi, Lan, and Zhang 2016)]: For anyw ∈ Ω,g ∈ Rd, it holds that
〈g, Gα(w,g)〉 ≥ ‖Gα(w,g)‖2 + 1
α
(h(proxαh(w − αg)) − h(w)) .
Denoting gt,S = ∇ℓ(wt,S ; zξt) as the stochastic gradient sampled at iteration t and setting w = wt,S ,g = gt,S in the above
inequality, we obtain that
〈gt,S , Gαt(wt,S ,gt,S)〉 ≥ ‖Gα(wt,S ,gt,S)‖2 + 1
αt
(h(wt+1,S)− h(wt,S)) . (24)
On the other hand, using eq. (11) and non-negativity of h, we obtain
Eξ,S‖∇ℓ(wt,S; z1)‖ ≤
√
2L
√
Eξ,SfS(wt,S) ≤
√
2L
√
Eξ,SΦS(wt,S). (25)
Next, consider a fixed S, by the smoothness of ℓ we obtain
fS(wt+1,S)− fS(wt,S)
≤ 〈wt+1,S −wt,S ,∇fS(wt,S)〉+ L
2
‖wt+1,S −wt,S‖2
= 〈−αtGαt(wt,S ,gt,S),∇fS(wt,S)〉+ Lα
2
t
2
‖Gαt(wt,S ,gt,S)‖2
= −αt〈Gαt(wt,S ,gt,S),gt,S〉 − αt〈Gαt(wt,S ,gt,S),∇fS(wt,S)− gt,S〉+ Lα
2
t
2
‖Gαt(wt,S ,gt,S)‖2
= −αt〈Gαt(wt,S ,gt,S),gt,S〉 − αt〈Gαt(wt,S ,∇fS(wt,S)),∇fS(wt,S)− gt,S〉+ Lα
2
t
2
‖Gαt(wt,S ,gt,S)‖2
+ αt〈Gαt(wt,S ,∇fS(wt,S))−Gαt(wt,S ,gt,S),∇fS(wt,S)− gt,S〉. (26)
Now combining with eq. (24) and rearranging, we obtain that
ΦS(wt+1,S)− ΦS(wt,S)
≤
(
Lα2t
2
− αt
)
‖Gαt(wt,S ,gt,S)‖2 − αt〈Gαt(wt,S ,∇fS(wt,S)),∇fS(wt,S)− gt,S〉
+ αt〈Gαt(wt,S ,∇fS(wt,S))−Gαt(wt,S ,gt,S),∇fS(wt,S)− gt,S〉
≤
(
Lα2t
2
− αt
)
‖Gαt(wt,S ,gt,S)‖2 − αt〈Gαt(wt,S ,∇fS(wt,S)),∇fS(wt,S)− gt,S〉
+ αt‖Gαt(wt,S ,∇fS(wt,S))−Gαt(wt,S ,gt,S)‖‖∇fS(wt,S)− gt,S‖
≤
(
Lα2t
2
− αt
)
‖Gαt(wt,S ,gt,S)‖2 − αt〈Gαt(wt,S ,∇fS(wt,S)),∇fS(wt,S)− gt,S〉+ αt‖∇fS(wt,S)− gt,S‖2,
where the last line uses item 1 of Lemma 5. Conditioning on wt,S , and taking expectation with respect to ξ, we further obtain
from the above inequality that
Eξ[ΦS(wt+1,S)− ΦS(wt,S) | wt,S ]
≤
(
Lα2t
2
− αt
)
Eξ
[
‖Gαt(wt,S ,gt,S)‖2 | wt,S
]
+ αtEξ
[‖∇fS(wt,S)− gt,S‖2 | wt,S] .
Further taking expectation with respect to the randomness ofwt,S and S, telescoping the above inequality over 0, . . . , t−1 and
noting that
Lα2t
2 < αt, we obtain that
Eξ,S [ΦS(wt,S)] ≤ ESΦS(w0) +
t−1∑
t′=0
cES [ν
2
S ]
t′ + 2
≤ Φ(w0) + cES [ν2S ] log t,
where we have used the bound for the variance of the stochastic gradients. Substituting the above expression into eq. (25) and
note that cL < 1, we obtain the desired result.
