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Abstract
Involution words are variations of reduced words for twisted involutions in Coxeter groups.
They arise naturally in the study of the Bruhat order, of certain Iwahori-Hecke algebra modules,
and of orbit closures in flag varieties. Specifically, to any twisted involutions x, y in a Coxeter
group W with automorphism ∗, we associate a set of involution words Rˆ∗(x, y). This set is
the disjoint union of the reduced words of a set of group elements A∗(x, y), which we call the
atoms of y relative to x. The atoms, in turn, are contained in a larger set B∗(x, y) ⊂ W with
a similar definition, whose elements we refer to as Hecke atoms. Our main results concern
some interesting properties of the sets Rˆ∗(x, y) and A∗(x, y) ⊂ B∗(x, y). For finite Coxeter
groups we prove that A∗(1, y) consists of exactly the minimal-length elements w ∈ W such
that w∗y ≤ w in Bruhat order, and conjecture a more general property for arbitrary Coxeter
groups. In type A, we describe a simple set of conditions characterizing the sets A∗(x, y) for all
involutions x, y ∈ Sn, giving a common generalization of three recent theorems of Can, Joyce,
and Wyser. We show that the atoms of a fixed involution in the symmetric group (relative to
x = 1) naturally form a graded poset, while the Hecke atoms surprisingly form an equivalence
class under the “Chinese relation” studied by Cassaigne, Espie, et al. These facts allow us to
recover a recent theorem of Hu and Zhang describing a set of “braid relations” spanning the
involution words of any self-inverse permutation. We prove a generalization of this result giving
an analogue of Matsumoto’s theorem for involution words in arbitrary Coxeter groups.
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1 Introduction
1.1 Background
Let (W,S) be a Coxeter system with length function ℓ : W → N and write Aut(W,S) for the
group of automorphisms of W that preserve the set of simple generators S. Since Aut(W,S) is
in bijection with the set of graph automorphisms of the Coxeter diagram of (W,S), we sometimes
refer to elements of Aut(W,S) as diagram automorphisms.
Fix an involution ∗ ∈ Aut(W,S), i.e., a diagram automorphism of order 1 or 2. We denote the
action of ∗ on elements w ∈ W by w∗, and refer to triples (W,S, ∗) as twisted Coxeter systems.
Each twisted Coxeter system (W,S, ∗) determines a set of twisted involutions in W given by
I∗(W ) = {w ∈W : w
−1 = w∗}.
When W is fixed we write I∗ in place of I∗(W ). This work is primarily about certain analogues of
reduced words for elements of I∗, which we define as follows. Given s ∈ S and w ∈W , let
s ◦ w =
{
sw if ℓ(w) < ℓ(sw)
w otherwise
and w ◦ s =
{
ws if ℓ(w) < ℓ(ws)
w otherwise.
(1.1)
The symbol ◦ uniquely extends to an associative binary operation W ×W → W , known in the
literature as the Demazure product [19, §3]. Observe that if si ∈ S and w = s1s2 · · · sk is a reduced
expression then s1 ◦ s2 ◦ · · · ◦ sk = w. In turn, let
x ◦ˆ∗ w = (w
∗)−1 ◦ x ◦ w for x,w ∈W. (1.2)
A more explicit formula for ◦ˆ∗ is given in Corollary 2.2. Although it is a simple exercise to show
that (x ◦ˆ∗ y) ◦ˆ∗ z = x ◦ˆ∗ (y ◦ z) for all x, y, z ∈ W , note that the operation ◦ˆ∗ is not associative.
However, with the convention that a ◦ˆ∗ b ◦ˆ∗ c ◦ˆ∗ · · · ◦ˆ∗ z = (· · · ((a ◦ˆ∗ b) ◦ˆ∗ c) ◦ˆ∗ · · · ) ◦ˆ∗ z, we usually
omit the parentheses in expressions with iterated instances of ◦ˆ∗.
Definition 1.1. Let x, y ∈ I∗. An involution word of y relative to x is a sequence (s1, s2, . . . , sk)
with si ∈ S of shortest possible length k such that x ◦ˆ∗ s1 ◦ˆ∗ s2 ◦ˆ∗ · · · ◦ˆ∗ sk = y. We denote the
(possibly empty) set of such sequences by Rˆ∗(x, y).
We define Rˆ∗(y) = Rˆ∗(1, y), and when ∗ = id we abbreviate by writing Rˆ(x, y) in place of
Rˆid(x, y). It is a basic fact that the operation ◦ˆ∗ defines a map I∗ ×W → I∗ and that the set
Rˆ∗(y); see Corollaries 2.2 and 2.3. We call the elements of Rˆ∗(y) the involution words of y.
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Example 1.2. Suppose W = Sn is the symmetric group, viewed as a twisted Coxeter system
relative to ∗ = id and the generating set S = {s1, s2, . . . , sn−1} where si = (i, i + 1). Writing
◦ˆ = ◦ˆid, we have (1, 2)(5, 6) ◦ˆ s3 ◦ˆ s2 ◦ˆ s1 = s1 · (s2 · ((1, 2)(5, 6) · s3) · s2) · s1 = (1, 4)(2, 3)(5, 6), and
in fact (s3, s2, s1) ∈ Rˆ(x, y) for x = (1, 2)(5, 6) and y = (1, 4)(2, 3)(5, 6).
Involution words arise naturally in at least three different contexts: in the study of the Bruhat
order ofW restricted to I∗ [12, 13, 14, 26, 27], in the study of certain Iwahori-Hecke algebra modules
related to unitary representations of complex reductive groups [11, 21, 23, 25], and in the study of
the cohomology of orbit closures in the flag variety [4, 5, 10, 31, 32]. After possibly exchanging our
“right-handed” definition with its left-handed version, involution words are the same as what are
called “admissible sequences” in [26], “S-expressions” in [13, 14], and “I∗-expressions” in [11, 24].
For permutations, involution words are identified in [4, 5] with maximal chains in the weak order
on the set of B-orbit closures in certain spherical varieties. We introduced the term “involution
words” in our complementary work [10] with the hope of providing a sensible replacement for this
diversity of names in the literature.
This paper is an investigation of the properties of involution words for their own sake. However,
many of our results, rather than addressing the sets Rˆ∗(x, y) directly, will concern the following
related collections of group elements.
Definition 1.3. For each x, y ∈ I∗ let B∗(x, y) = {w ∈W : x ◦ˆ∗ w = y} and define A∗(x, y) as the
subset of minimal-length elements in B∗(x, y). We refer to the elements of A∗(x, y) as the atoms of
y relative to x, and to the elements of B∗(x, y) as the Hecke atoms of y relative to x.
Recall that a reduced word for w ∈ W is a sequence (s1, s2 . . . , sk) with si ∈ S of shortest
possible length k such that w = s1s2 · · · sk. Let R(w) denote the set of reduced words for w ∈ W .
One reason for viewing A∗(x, y) as a set of “atomic” entities is the following observation.
Proposition 1.4. For each x, y ∈ I∗, it holds that Rˆ∗(x, y) =
⋃
w∈A∗(x,y)
R(w). Thus each of the
sets Rˆ∗(x, y) for x, y ∈ I∗ is preserved by the braid relations of (W,S).
Proof. Since x ◦ˆ∗ s1 ◦ˆ∗ s2 ◦ˆ∗ · · · ◦ˆ∗ sk = x ◦ˆ∗ (s1 ◦ s2 ◦ · · · ◦ sk) for all si ∈ S, a word (s1, s2, . . . , sk)
belongs to Rˆ∗(x, y) if and only if it is a reduced word for an element w ∈ W of shortest possible
length such that x ◦ˆ∗ w = y, i.e., if and only if it belongs to R(w) for some w ∈ A∗(x, y).
Set A∗(y) = A∗(1, y) and B∗(y) = B∗(1, y), and when ∗ = id we drop the subscript and write
A(x, y) = Aid(x, y) and B(x, y) = Bid(x, y). We combine these conventions when possible. It follows
from [22, §1] that the sets B∗(y) are the preimages of the surjective map π :W → I∗ described by
[22, Theorem 0.2(c)] in a recent paper of Lusztig.
Example 1.5. Let W = Sn. If x = (1, 3)(2, 5) = [3, 5, 1, 4, 2] and y = (1, 4)(2, 5) = [4, 5, 3, 1, 2],
then
A(x, x) = {1} ⊂ B(x, x) = {1, s2, s4, s2s4}
A(x, y) = {s3} ⊂ B(x, y) = {s3, s2s3, s3s2, s3s4, s2s3s2, s2s3s4, s2s4s3, s2s4s3s2}.
In general, B(x, x) is the subgroup generated by all right descents of x.
Proposition 1.4 shows that each set of involution words decomposes as a disjoint union of the
ordinary reduced words of some corresponding set of atoms. The problem of studying involution
words reduces in this sense to that of classifying the elements of A∗(x, y) and B∗(x, y). Our main
theorems will highlight some noteworthy properties of these sets.
3
1.2 Results
We now outline our main results. Section 2 presents a few general facts about the sets Rˆ∗(x, y)
and A∗(x, y) ⊂ B∗(x, y), and derives a second definition of Rˆ∗(x, y), showing that our notion of
involution words is equivalent to analogous concepts in [10, 11, 13, 14, 26]; see Corollary 2.6. In
Section 3, we prove some results relating involution words defined with respect to distinct diagram
automorphisms ∗ and ⋄ with the same image in the outer automorphism group of W . Such facts
allow us to translate between most statistics of interest for involution words defined with respect
to the two diagram automorphisms of the symmetric group, for example.
Let ≤ denote the Bruhat order on W . In Section 4, we study a conjectural, alternate definition
of A∗(x, y), involving a simple condition depending only on this order. Among other results, we
derive the following theorem from a slightly more general statement; see Theorem 4.12.
Theorem. Let (W,S, ∗) be a twisted Coxeter system. If W is finite, then for each y ∈ I∗ the set
A∗(y) = A∗(1, y) consists of precisely the minimal-length elements w ∈W satisfying w
∗y ≤ w.
We conjecture that if (W,S, ∗) is any twisted Coxeter system and x, y ∈ I∗ are such that
Rˆ∗(x, y) 6= ∅, then A∗(x, y) is the set of of minimal-length elements w ∈ W satisfying w
∗y ≤ xw;
see Conjecture 4.2. While it is not difficult to show that every w ∈ A∗(x, y) satisfies w
∗y ≤ xw
(see Proposition 4.5), our general conjecture seems much harder to prove. Our proof of the weaker
form of this statement given above consists of an inductive argument leveraging techniques from
Knutson and Miller’s theory of subword complexes [19].
Much of the rest of the paper concerns the sets A∗(x, y) and B∗(x, y) exclusively when ∗ = id
is the identity and W = Sn is the symmetric group. One is particularly interested in the cases of
these sets when x = 1 or when n is even and x = s1s3s5 · · · sn−1. In these geometric cases, elements
of Rˆ(x, y) correspond to maximal chains in the natural “weak order” on the set of closures of the
On(C)- or Spn(C)-orbits in the flag variety Fl(n). The collections of atoms A(x, y) for y ∈ I(Sn)
in turn can be identified with the sets W (Y ) attached to these orbit closures by a more general
construction of Brion (see [3, §1]). Such connections between involution words and the geometry
of the flag variety are the main subject of our complementary work [10].
Here our focus is the algebraic structure of the sets A(x, y) and B(x, y) in type A. Let IFPF(Sn)
denote the set of fixed-point-free involutions in Sn. When n is even, set wFPF = s1s3s5 · · · sn−1 and
for each y ∈ IFPF(Sn) define
RˆFPF(y) = Rˆ(wFPF, y), AFPF(y) = A(wFPF, y), and BFPF(y) = B(wFPF, y).
The sets A(y) and AFPF(y) for y ∈ I(Sn) have been studied previously by Can, Joyce, and Wyser
[4, 5] using different notation. Can, Joyce, and Wyser’s results [5, Theorem 2.5 and Corollary
2.16], in particular, provide a relatively simple list of numeric inequalities, depending on the cycle
structure of y and involving only the one-line representation of a permutation w ∈ Sn, which are
necessary and sufficient for w to belong to A(y) or AFPF(y).
The main result of Section 5 is a more general statement of this type which classifies the sets
A(x, y) for all x, y ∈ I(Sn). Our exact statement requires several notational preliminaries. We
sketch the idea here while deferring the details. Let [n] = {1, 2, . . . , n}, and for y ∈ I(Sn), define
Cyc(y) = {(a, b) ∈ [n]× [n] : a ≤ b = y(a)}.
The elements of Cyc(y) are in bijection with the cycles of y. Let Γ(y) be the set formed by adding to
Cyc(y) all pairs (a, b) with a = y(a) > b = y(b). To any γ, γ′ ∈ Γ(y), we associate via (5.2) a certain
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involution σ(γ, γ′) ∈ I(B4) in the Weyl group of type B4. We then introduce a certain natural
partial order ≺ on the finite set I(B4); see (5.3). With Sn acting on [n] × [n] by simultaneously
permuting coordinates, our classification of A(x, y) is equivalent to the following statement (see
Theorem 5.10):
Theorem. Let x, y ∈ I(Sn) and w ∈ Sn. Then w ∈ A(x, y) if and only if wγ ∈ Γ(x) for all
γ ∈ Cyc(y), and σ(wγ,wγ′)  σ(γ, γ′) for all disjoint elements γ, γ′ ∈ Cyc(y).
Unpacking the relevant definitions here translates this result into an explicit set of numeric
inequalities (see Theorem 5.11) which matches more closely the form of the related statements
in [4, 5]. Our theorem subsumes these earlier results, and our methods are self-contained. As a
consequence of facts shown in Section 3, our theorem also provides a characterization of the sets
A∗(x, y) for all x, y ∈ I∗(Sn), when ∗ is the nontrivial diagram automorphism mapping si 7→ sn−i.
In Section 6 we turn to the larger sets of Hecke atoms B(y) and BFPF(y) for involutions in y ∈ Sn,
which do not appear to have been studied previously. We prove that these sets are spanned and
preserved by two unexpectedly simple equivalence relations on Sn. In detail, define ∼B to be the
weakest equivalence relation on integer sequences with
[ · · · c, a, b · · · ] ∼B [ · · · b, c, a · · · ] ∼B [ · · · c, b, a · · · ] when a ≤ b ≤ c, (1.3)
where the ellipses mask arbitrary, but respectively matching subsequences. One applies this relation
to Sn by viewing permutations as n-element sequences in one-line notation. We prove the following
as Theorem 6.4:
Theorem. The sets B(y) for y ∈ I(Sn) are precisely the images under the inversion map w 7→ w
−1
of the distinct equivalence classes in Sn with respect to ∼B.
Surprisingly, the relation ∼B coincides with something already present in the literature with
little apparent connection to involutions in Coxeter groups: namely, ∼B is the so-called Chinese
relation introduced by Duchamp and Krob [7] and further studied by Cassaigne, Espie, Krob,
Novelli, and Hivert [6]. Thus, the sets B(y) in type A may be identified (on taking inverses) with
elements of the Chinese monoid considered in [6, 18]. This connection seems to represent the first
appearance in the literature of the Chinese monoid “in the wild.”
A similar result holds which identifies the (inverse elements of the) sets BFPF(y) for y ∈ IFPF(S2n)
as equivalence classes under a simple relation ∼BFPF on even-length words; see Theorem 6.18. We
prove that when restricted to (the inverse elements of) A(y) and AFPF(y), the relations ∼B and
∼BFPF become bounded partial orders (see Theorems 6.10 and 6.22), which make A(y) into a graded
poset and AFPF(y) into a graded lattice (see Propositions 6.14 and 6.24). As one consequence of
these results, we show in type A that |A(y)| = 1 if and only if y ∈ Sn is a 321-avoiding involution;
see Corollaries 6.11 and 6.23. As a second application, these poset structures lead to a simple,
alternate proof of the following analogue of Matsumoto’s theorem for involution words in type A,
which was recently found by Hu and Zhang [11]:
Theorem (Hu and Zhang [11]). For each y ∈ I(Sn), the set Rˆ(y) is spanned and preserved by the
braid relations for Sn together with the relations (si, si+1, . . . ) ∼ (si+1, si, . . . ) for i ∈ [n− 2].
Our approach also leads to a novel “fixed-point-free” version of Hu and Zhang’s theorem:
Theorem. For each y ∈ IFPF(S2n), the set Rˆ(y) is spanned and preserved by the braid relations
for S2n together with the relations (s2i, s2i+1, . . . ) ∼ (s2i, s2i−1, . . . ) for i ∈ [n− 1].
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These results are restated as Theorems 7.1 and 7.2. By direct algebraic methods, we prove
a common generalization of these theorems which describes a set of relations spanning the sets
Rˆ∗(y) for any twisted Coxeter system; see Theorem 7.9. The situation in type A is special; our
“twisted Matsumoto’s theorem” requires us to add many relations to the braid relations in general,
and reduces in type A to a weaker statement than what can be shown using the combinatorial
classification of atoms for involutions in the symmetric group. It remains an open problem to find
minimal sets of relations spanning the sets Rˆ∗(y) for any particular twisted Coxeter system.
Acknowledgements
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2 Preliminaries
In this section we review some basic facts about twisted involutions to develop some general prop-
erties of the sets A∗(x, y) and B∗(x, y). Many results mentioned here appear in some form in the
papers of Richardson and Springer [26, 27, 29] or in more recent work of Hultman [12, 13, 14].
Let (W,S, ∗) be an arbitrary twisted Coxeter system with length function ℓ : W → N, and as
usual let I∗ = I∗(W ) = {w ∈ W : w
−1 = w∗}. For w ∈ W let DesL(w) = {s ∈ S : ℓ(sw) < ℓ(w)}
and DesR(w) = {s ∈ S : ℓ(ws) < ℓ(w)} denote the corresponding left and right descent sets. We
define ⋊∗ : I∗ × S → I∗ as the operator given by
x⋊∗ s =
{
s∗xs if s∗x 6= xs
xs if s∗x = xs
for x ∈ I∗ and s ∈ S. (2.1)
Although (x ⋊∗ s) ⋊ s = x, this operation does not extend to a group action of W on I∗. The
following fact is a straightforward consequence of the exchange principle for Coxeter systems, and
is equivalent to [13, Lemma 3.4]:
Proposition 2.1 (See [13]). If x ∈ I∗ and s ∈ DesR(x) then ℓ(x⋊∗ s) =
{
ℓ(x)− 2 if s∗x 6= xs
ℓ(x)− 1 if s∗x = xs.
The proposition implies that the operation ◦ˆ given in the introduction satisfies x ◦ˆ∗ s = x for
s ∈ DesR(x) and x ◦ˆ∗ s = x⋊∗ s for s ∈ S \DesR(x). We obtain this corollary as a consequence:
Corollary 2.2. If x ∈ I∗ and s ∈ S then x ◦ˆ∗ s ∈ I∗ as
x ◦ˆ∗ s = s
∗ ◦ x ◦ s =

s∗xs if s /∈ DesR(x) and s
∗x 6= xs
xs if s /∈ DesR(x) and s
∗x = xs
x if s ∈ DesR(x).
It follows by induction from these observations that for any x ∈ I∗ there is some sequence
s1, s2, . . . , sk ∈ S such that x = 1 ◦ˆ∗ s1 ◦ˆ∗ s2 ◦ˆ∗ · · · ◦ˆ∗ sk. Hence, we deduce the following:
Corollary 2.3. If x ∈ I∗ then the sets Rˆ∗(x), A∗(x), and B∗(x) are all nonempty.
It is thus well-defined to introduce the following length function on I∗.
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Definition 2.4. Let ℓˆ∗(x) for x ∈ I∗ denote the common length of any word in Rˆ∗(x).
When ∗ is the identity automorphism, we omit the subscript and set ℓˆ(x) = ℓˆid(x). In the
case when W = Sn is the symmetric group, it holds that ℓˆ(x) =
1
2 (ℓ(x) + κ(x)) where κ(x) is the
number of 2-cycles in an involution x ∈ Sn; see [16]. Incitti’s work [17] derives similar formulas for
ℓˆ when W is one of the other classical Weyl groups.
Let ≤ denote the Bruhat order on W as defined, e.g., in [2, §.1]. The poset (I∗,≤) is graded
with rank function ℓˆ∗ : I∗ → N [12, Theorem 4.8] and inherits an analogue of the subword char-
acterization of (W,≤) [14, Theorem 2.8]. Just using Proposition 2.1 and basic properties of the
Bruhat order, we deduce this second corollary:
Corollary 2.5 (See [13]). If x ∈ I∗ and s ∈ S then the following properties are equivalent:
x⋊∗ s < x ⇔ s ∈ DesR(x) ⇔ s
∗ ∈ DesL(x) ⇔ ℓ(x⋊∗ s) < ℓ(x) ⇔ ℓˆ∗(x⋊∗ s) = ℓˆ∗(x)− 1.
This corollary implies the following alternate definition of involution words.
Corollary 2.6. Let x, y ∈ I∗. If Rˆ∗(x, y) is nonempty (as happens, for example, when x = 1)
then the involution words of y relative to x are exactly the sequences (s1, s2, . . . , sk) with si ∈ S of
shortest possible length k such that y = x⋊∗ s1 ⋊∗ s2 ⋊∗ · · ·⋊∗ sk.
We now describe some properties of the sets A∗(x, y) and B∗(x, y) given in Definition 1.3.
Lemma 2.7. If x, y ∈ I∗ and w ∈ A∗(x, y) then DesR(w) ⊂ DesR(y) and DesL(w)∩DesR(x) = ∅.
Proof. It is straightforward to check this using the definition of A∗(x, y) and Corollary 2.5.
Proposition 2.8. Let x, y ∈ I∗ and s ∈ S.
(a) If s /∈ DesR(y) then A∗(x, y) = {ws : w ∈ A∗(x, y ⋊∗ s) with s ∈ DesR(w)}.
(b) If s ∈ DesR(x) then A∗(x, y) = {sw : w ∈ A∗(x⋊∗ s, y) with s ∈ DesL(w)}.
Proof. Suppose s /∈ DesR(y). If w ∈ A∗(x, y⋊∗s) and s ∈ DesR(w), then w has a reduced expression
ending with s and ws ∈ A∗(x, y). Conversely, if v ∈ A∗(x, y), then s /∈ DesR(v) by Lemma 2.7
whence vs ∈ A∗(x, y⋊∗ s), so v = ws for the element w = vs ∈ A∗(x, y) which has s ∈ DesR(w) by
construction. This proves part (a), and part (b) follows similarly.
The left and right weak orders <L and <R on W are the transitive closures of the relations
w <L sw and w <R wt for w ∈ W and s, t ∈ S such that ℓ(sw) > ℓ(w) and ℓ(wt) > ℓ(w). The
appropriate analogue of these orders for twisted involutions is the following:
Definition 2.9. The (two-sided) weak order <T,∗ on I∗ is the transitive closure of the relation
with w <T,∗ w ⋊∗ s for each w ∈ I∗ and s ∈ S such that ℓˆ∗(w) < ℓˆ∗(w ⋊∗ s).
Remark. This order was first defined in [26] (see also [13, §5]), and is the unique partial order on
I∗ with x ≤T,∗ y if and only if all (equivalently, any) of the sets Rˆ∗(x, y), A∗(x, y), and B∗(x, y)
are nonempty. If x ≤T,∗ y then x ≤ y, but the reverse implication does not hold in general.
If J ⊂ S then we write WJ for the standard parabolic subgroup of W which J generates. It
is well-known (see, e.g., [9, Chapter 1]) that WJ is a lower set relative to the Bruhat order on W
(i.e., x ≤ y ∈WJ implies x ∈WJ), and hence also relative to both weak orders. It likewise follows
that I∗ ∩WJ is a lower set relative to ≤T,∗. If X is any alphabet, then we write F (X) for the free
monoid on X, that is, the set of all finite sequences of elements of X.
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Proposition 2.10. Let x, y ∈ I∗. If J ⊂ S and y ∈WJ , then B∗(x, y) ⊂WJ and Rˆ∗(x, y) ⊂ F (J).
Proof. Fix y ∈ I∗ ∩WJ . After possibly replacing J by J ∩ J
∗, we may assume that J = J∗. If
B∗(x, y) is empty then the result holds trivially, so assume x ≤T,∗ y so that x ∈ WJ . Suppose
w ∈ B∗(x, y) but w /∈ WJ . We may then write w = utv for some u ∈ WJ and t ∈ S \ J and
v ∈ W such that ℓ(w) = ℓ(u) + 1 + ℓ(v). Define a = x ◦ˆ∗ u and b = a ◦ˆ∗ t so that y = b ◦ˆ∗ v. Since
b ≤T,∗ y ∈WJ by construction and sinceWJ is a lower set under ≤, we must have b ∈WJ . However,
as a ∈ WJ , it follows that a < at ≤ b, which implies that at ∈ WJ (again, since WJ is a lower set
in Bruhat order) which is impossible since t /∈ J . Hence we must have A∗(x, y) ⊂ B∗(x, y) ⊂WJ as
desired, so Rˆ∗(x, y) ⊂ F (J) as R(w) ⊂ F (J) for all w ∈WJ (e.g., by [9, Proposition 1.2.10]).
We use this result to confirm the following, intuitively clear property. For twisted Coxeter
systems (W,S, ∗) and (W ′, S′, ⋄), we define a morphism φ : (W,S, ∗) → (W ′, S′, ⋄) to be a group
homomorphism W →W ′ such that φ(S) ⊂ {1} ∪ S′ and φ(w∗) = φ(w)⋄ for all w ∈W .
Corollary 2.11. Let φ : (W,S, ∗) → (W ′, S′, ⋄) be an injective morphism of twisted Coxeter
systems. Then φ restricts to a map I∗(W )→ I⋄(W
′) and the maps
(s1, s2, . . . , sk) 7→ (φ(s1), φ(s2), . . . , φ(sk)) and x 7→ φ(x)
are bijections Rˆ∗(x, y) 7→ Rˆ⋄(φ(x), φ(y)) and B∗(x, y)→ B⋄ (φ(x), φ(y)) for each x, y ∈ I∗(W ).
Proof. By Proposition 2.10 we reduce to when φ is an isomorphism; then the result is clear.
3 Duality for twisted involutions
In the symmetric group Sn one has two kinds of twisted involutions: the ordinary involutions
and those relative to the diagram automorphism si 7→ sn−i (which is also the inner automorphism
induced by the group’s longest element). This section presents some general observations explaining
a sort of “duality” relating most properties of interest for these two types of involution words.
Let (W,S) be any Coxeter system. If J ⊂ S is a subset such that WJ is finite, then we write wJ
for the longest element in WJ . When W is itself finite, we define w0 = wS . We say that two subsets
J,K ⊂ S commute if st = ts for all s ∈ J and t ∈ K. The irreducible factors of (W,S) are the
Coxeter systems of the form (WJ , J) where ∅ ( J ⊂ S is minimal among the nonempty subsets of
simple generators which commute with their complements. For any subset J ⊂ S commuting with
K = S \J , it holds that W =WJ×WK and ℓ(xy) = ℓ(x)+ ℓ(y) for all x ∈WJ and y ∈WK . In this
situation we write w|J and w|K for the images of w ∈ W under the natural projections W → WJ
and W →WK , so that w = w|J · w|K = w|K · w|J . We will need the following fact:
Proposition 3.1 (Franzsen and Howlett [8]). If v ∈W then v−1sv ∈ S for all s ∈ S if and only if
v = wJ for a subset J ⊂ S which commutes with S \ J and which is such that WJ is finite.
Proof. Since v−1sv = (v|J )
−1 · s · (v|J ) ∈ J if s ∈ J and (WJ , J) is an irreducible factor of (W,S),
it suffices to assume that (W,S) is irreducible and show that (i) v = 1 if W is infinite and (ii)
v ∈ {1, w0} if W is finite. Assertion (i) is [8, Lemma 9], whose proof also establishes (ii).
Fix an involution ∗ ∈ Aut(W,S). For subsets X,Y ⊂ W let XY = {xy : (x, y) ∈ X × Y }.
Recall that F (S) denotes the free monoid on S. Given subsets X ,Y ⊂ F (S), let X  Y denote
the set of words whose letters may be partitioned into two disjoint subwords, one equal to a word
a ∈ X and the other equal to some b ∈ Y.
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Lemma 3.2. Suppose J ⊂ S commutes with K = S \ J and J = J∗. If x, y ∈ I∗(W ) then
(a) Rˆ∗(x, y) = Rˆ∗(x|J , y|J) Rˆ∗(x|K , y|K).
(b) A∗(x, y) = A∗(x|J , y|J)A∗(x|K , y|K) and B∗(x, y) = B∗(x|J , y|J)B∗(x|K , y|K).
Proof. It suffices to prove part (b), and this is an easy exercise on noting that for x ∈ I∗(WJ ) and
y ∈ I∗(WK), it holds that (xy) ◦ˆ∗ s = (x ◦ˆ∗ s)y for s ∈ J and (xy) ◦ˆ∗ t = x(y ◦ˆ∗ t) for t ∈ K.
For the rest of this section we fix the following notation. First, let v0 ∈ I∗(W ) be an element
with v−10 sv0 ∈ S for all s ∈ S. We write J ⊂ S for the subset which, by Proposition 3.1, exists
such that v0 = wJ , and define K = S \ J . Note that J and K commute and that v0 = v
−1
0 = v
∗
0 .
Recall that ∗ ∈ Aut(W,S) is a fixed involution, and define ⋄ ∈ Aut(W,S) by
w⋄ = v0w
∗v0 for w ∈W . (3.1)
It necessarily holds that J = J∗ = J⋄ and so also K = K∗ = K⋄. By construction, both (W,S, ∗)
and (W,S, ⋄) are twisted Coxeter systems, and our goal is to compare involution words for elements
of I∗ = I∗(W ) and I⋄ = I⋄(W ). We begin by noting three quick lemmas:
Lemma 3.3. The map x 7→ v0x is a bijection I⋄ → I∗.
Lemma 3.4. If s ∈ S and x ∈ I⋄ then (v0x)⋊∗ s = v0(x⋊⋄ s).
Observe that (I∗)
⋄ = I∗, where for a subset X ⊂W we write X
⋄ = {x⋄ : x ∈ X}.
Lemma 3.5. If x, y ∈ I∗ then A∗(x
⋄, y⋄) = A∗(x, y)
⋄ and B∗(x
⋄, y⋄) = B∗(x, y)
⋄.
We omit the proofs of these statements, which are easy to check from the definitions. Given
e = (s1, s2, . . . , sk) ∈ F (S), set e
∗ = (s∗1, s
∗
2, . . . , s
∗
k) and e
op = (sk, . . . , s2, s1). We extend these
operations to subsets of F (S) element-wise, and for X ⊂W set X−1 = {x−1 : x ∈ X}.
Proposition 3.6. Let x, y ∈ I⋄ and suppose x ≤T,⋄ y.
(a) If x|J = y|J then Rˆ⋄(x, y) = Rˆ∗(v0x, v0y) and A⋄(x, y) = A∗(v0x, v0y).
(b) If x|K = y|K then Rˆ⋄(x, y) = Rˆ∗(v0y, v0x)
op and A⋄(x, y) = A∗(v0y, v0x)
−1.
(c) If x|J 6= y|J and x|K 6= y|K then v0x and v0y are not comparable in ≤T,∗.
Proof. Suppose x|J = y|J . Since v0 = wJ ∈WJ it follows that (v0x)|J = (v0y)|J and (v0x)|K = x|K
and (v0y)|K = y|K , so by Lemma 3.2 we have A⋄(x, y) = A⋄(x|K , y|K) and A∗(v0x, v0y) =
A∗(x|K , y|K). As the involutions ∗ and ⋄ restrict to the same map on WK , we deduce that
A⋄(x|K , y|K) = A∗(x|K , y|K), so A⋄(x, y) = A∗(v0x, v0y) and in turn Rˆ⋄(x, y) = Rˆ∗(v0x, v0y).
To prove part (b), suppose x|K = y|K . It then follows similarly by Lemma 3.2 that A⋄(x, y) =
A⋄(x|J , y|J) and A∗(v0y, v0x) = A∗(v0(y|J ), v0(x|J)), so without loss of generality we may assume
that W is finite and v0 = w0 so that J = S and K = ∅. Adopt these hypotheses and fix a word
e = (s1, s2, . . . , sk) ∈ F (S). It is straightforward from Lemma 3.4 to show that
x⋊⋄ s1 ⋊⋄ s2 ⋊⋄ · · ·⋊⋄ sk = y ⇔ (v0y)⋊∗ sk ⋊∗ · · · ⋊∗ s2 ⋊∗ s1 = v0x.
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From this equivalence and the fact that multiplication by v0 = w0 is order-reversing with respect
to Bruhat order [2, Proposition 2.3.4], it follows in view of Corollary 2.6 that e ∈ Rˆ⋄(x, y) if and
only if eop ∈ Rˆ∗(v0y, v0x).
Finally, to prove part (c) suppose x|J 6= y|J and x|K 6= y|K . Write x
′ = v0x and y
′ = v0y.
Since x ≤T,⋄ y and since ≤T,⋄ is weaker than the Bruhat order, it follows from Lemma 3.2 that
x|J < y|J and x|K < y|K . This implies, however, that y
′|J = wJ(y|J) < wJ(x|J ) = x
′|J while
x′|K = x|K < y|K = y
′|K ; hence, by Lemma 3.2, x
′ and y′ cannot be comparable in ≤T,∗.
We note two corollaries of the preceding result. Observe that v0 ∈ I∗ ∩ I⋄.
Corollary 3.7. The map e 7→ eop is a bijection Rˆ∗(v0)↔ Rˆ⋄(v0).
Proof. Since v0 = v
−1
0 = wJ , this follows immediately from Proposition 3.6(b).
Corollary 3.8. Suppose w ∈ I∗ is in the center of a standard parabolic subgroup of W . Then
Rˆ∗(w) is closed under e 7→ e
op, and both A∗(w) and B∗(w) are closed under taking inverses.
Proof. By Proposition 2.10 we reduce to the case when w ∈ Z(W ). Set v0 = w. Then ⋄ = ∗ so
Rˆ⋄(w) = Rˆ∗(w) and the desired statement follows from Corollary 3.7.
Remark. It follows from [2, Exercise 4.10] and [15, Exercise 1 in §6.3] that an element w ∈ W
belongs to the center of a standard parabolic subgroup under the following limited circumstances:
namely, if and only if w = wL for a subset L ⊂ S which commutes with S \ L and which is such
that (WL, L) is finite with no irreducible factors of type An or D2n+1 (n ≥ 2), E6, or I2(2m+ 1).
We explicitly record the following special case of these results.
Corollary 3.9. Assume W is finite and v0 = w0. Then, for all x, y ∈ I⋄, it holds that
Rˆ⋄(x, y) = Rˆ∗(w0y,w0x)
op and A⋄(x, y) = A∗(w0y,w0x)
−1
and consequently ℓˆ⋄(x) = ℓˆ∗(w0)− ℓˆ∗(w0x).
Proof. In this case K = ∅ so we always have x|K = y|K = 1. Invoking Proposition 3.6(b) twice
with the roles of ∗ and ⋄ interchanged shows that x ≤T,⋄ y if and only if w0y ≤T,∗ w0x and that in
this case Rˆ⋄(x, y) = Rˆ∗(w0y,w0x)
op and A⋄(x, y) = A∗(w0y,w0x)
−1 as desired.
Remark. Except in the case when x = 1 and y = v0 (see Corollary 4.10), there does not seem to
be a simple relationship between the sets B∗(x, y) and B⋄(v0y, v0x). It is an open problem to give
twisted analogues of our results in Section 6 about B(x, y) in type A.
4 Atoms and Bruhat order
Everywhere in this section (W,S, ∗) denotes an arbitrary twisted Coxeter system. Write I∗ = I∗(W )
and let x, y ∈ I∗. With ℓ the usual length function on W and ℓˆ∗ as in Definition 2.4, we set
ℓ(x, y) = ℓ(y)− ℓ(x) and ℓˆ∗(x, y) = ℓˆ∗(y)− ℓˆ∗(x).
Recall the definitions of A∗(x, y) and B∗(x, y) from the introduction. In this section we consider
the following formally similar, though a priori distinct sets:
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Definition 4.1. For each x, y ∈ I∗ let B
′
∗(x, y) = {w ∈W : w
∗y ≤ xw} and define A′∗(x, y) as the
subset of minimal-length elements in B′∗(x, y).
Note that these sets are completely determined by the structure of the Bruhat order on W .
The focus of this section is the following conjecture:
Conjecture 4.2. A∗(x, y) = A
′
∗(x, y) for all twisted involutions x, y ∈ I∗ with x ≤T,∗ y.
Remark. Note that if x 6≤T,∗ y then A∗(x, y) = ∅, but that A
′
∗(x, y) is always nonempty. Using a
computer, we have checked this conjecture for all finite Weyl groups of rank at most 6, as well as
for the groups of the exceptional types H3 and H4. Below, we will show that the desired identity
holds in the case when x = 1 for all finite Coxeter groups.
As usual, we abbreviate by writing A′∗(y) = A
′
∗(1, y) and A
′(x, y) = A′id(x, y) with analogous
conventions for B′∗(x, y). We begin by noting the following “duality” similar to Corollary 3.9. As
in Section 3, when W is finite we write w0 ∈W for its longest element.
Proposition 4.3. Assume W is finite and define ⋄ ∈ Aut(W,S) by x⋄ = w0x
∗w0. Taking inverses
is then a bijection A′⋄(x, y)↔ A
′
∗(w0y,w0x) and B
′
⋄(x, y)↔ B
′
∗(w0y,w0x) for all x, y ∈ I⋄(W ).
Proof. We have w⋄y ≤ xw ⇔ (w0x)w ≤ w
∗(w0y) ⇔ (w
−1)∗(w0x) ≤ (w0y)w
−1 for x, y ∈ I⋄(W )
and w ∈W by standard properties of the Bruhat order; see [2, Chapter 2].
We recall the lifting property of the Bruhat order, stated for example as [13, Proposition 2.10]:
if x, y ∈ W are such that x ≤ y and s ∈ DesR(y), then (i) xs ≤ y and (ii) if s ∈ DesR(x) then
xs ≤ ys. As x ≤ y if and only if x−1 ≤ y−1, there is an analogous left-handed version of this
statement. We state a technical lemma.
Lemma 4.4. Let w, z ∈W and y ∈ I∗ and s ∈ DesR(w)∩DesR(y)∩DesR(z). If w
∗s∗(y⋊∗ s) ≤ zs
then w∗y ≤ z.
Proof. Let u = w∗s∗(y ⋊∗ s) and suppose u ≤ zs. Then u ≤ z, and from this we deduce by the
lifting property of the Bruhat order that us ≤ z. There are two cases to consider according to
whether y ⋊∗ s is s
∗y = ys or s∗ys, but in either case w∗y ∈ {u, us} so w∗y ≤ z.
We can prove the following weaker form of Conjecture 4.2.
Proposition 4.5. If (W,S, ∗) is any twisted Coxeter system and x, y ∈ I∗, then A∗(x, y) ⊂ B
′
∗(x, y).
Proof. This result holds trivially when ℓˆ∗(x, y) < 0 as then A∗(x, y) = ∅, so assume ℓˆ∗(x, y) ≥ 0.
We fix w ∈ A∗(x, y) and proceed by induction. The desired property is clear when ℓˆ∗(x, y) = 0
since then w = 1 and w∗y = y = x = xw. Assume ℓˆ∗(x, y) = ℓ(w) > 0, choose s ∈ DesR(w),
and set z = xw. By construction ℓ(z) = ℓ(x) + ℓ(w) so s ∈ DesR(z), and by Lemma 2.7 we
have s ∈ DesR(y). As ws ∈ A∗(x, y ⋊∗ s) by Proposition 2.8, we may assume by induction that
(ws)∗(y ⋊∗ s) ≤ x(ws) = zs; given this, it is immediate from Lemma 4.4 that w
∗y ≤ z = xw.
We also have the following related statement.
Proposition 4.6. Let x, y, z ∈ I∗ and w ∈ A∗(x, z). Then (a) if w ∈ B
′
∗(x, y) then y ≤ z and (b)
if w ∈ B′∗(y, z) then x ≤ y.
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Proof. We adopt the following convention in this proof: given elements a1, a2, . . . , ak ∈W , we say
that b = a1a2 · · · ak is a reduced product if ℓ(b) =
∑k
i=1 ℓ(ai).
Fix (s1, s2, . . . , sk) ∈ R(w). Set u0 = x and for i ∈ [k] define ui = ui−1 ⋊∗ si so that z = uk.
For each i ∈ [k] define ei to be si if ui = s
∗
iui−1si and 1 if ui = s
∗
iui−1 = ui−1si. Observe that
uj = e
∗
i · · · e
∗
2e
∗
1xs1s2 · · · si = s
∗
k · · · s
∗
2s
∗
1xe1e2 · · · ek
and that both of these expressions are reduced products. Now, to prove part (a), suppose w∗y ≤ xw,
define a0 = w
∗y and b0 = xw, and for i ∈ [k] let ai = s
∗
i · · · s
∗
2s
∗
1w
∗y and bi = e
∗
i · · · e
∗
2e
∗
1xw. Observe
that ak = y and bk = z and that bi > bi−1 whenever ei 6= 1. One checks that s
∗
i ∈ DesL(bi) for all
i; this clearly holds if ei = si, and if ei = 1 then writing
bi = bi−1 = ui−1sisi+1si+2 · · · sk = s
∗
i ui−1si+1si+2 · · · sk
while noting that the right hand side is a reduced product implies that s∗i ∈ DesL(bi). From this,
it follows by induction that ai ≤ bi for all i: the case i = 0 holds by assumption, while if i > 0 and
ai−1 ≤ bi−1, then ai ≤ bi follows from the left-handed version of the lifting property of the Bruhat
order. Hence y = ak ≤ bk = z.
To prove part (b), suppose w∗z ≤ yw, define c0 = w
∗z and d0 = yw, and for each i ∈ [k] let
ci = xe1e2 · · · ek−i and di = ys1s2 · · · sk−i. We have ck = x and dk = y and ci+1 < ci whenever
ek−i 6= 1, and as in the previous case one checks that if ek−i = 1 then sk−i /∈ DesR(ci). Using
these facts and the lifting property, one argues by induction as before that ci ≤ di for all i, whence
x = ck ≤ dk = y. We omit the details which are similar to those in the preceding case.
For x, z ∈ I∗, let A∗(x,−) =
⋃
y∈I∗
A∗(x, y) and A∗(−, z) =
⋃
y∈I∗
A∗(y, z).
Corollary 4.7. Let x, y ∈ I∗ with x ≤T,∗ y. Then A∗(x, y) is equal to the set of minimal-length
elements in each of the intersections A∗(x,−) ∩ B
′
∗(x, y) and A∗(−, y) ∩ B
′
∗(x, y).
Proof. We know that A∗(x, y) ⊂ B
′
∗(x, y) by Proposition 4.5. The corollary follows since by Propo-
sition 4.6 if w ∈ A∗(x,−) ∩ B
′
∗(x, y) then w ∈ A∗(x, y
′) for some twisted involution y′ ≥ y, while if
w ∈ A∗(−, y) ∩ B
′
∗(x, y) then w ∈ A∗(x
′, y) for some x′ ≤ x, so in either case ℓ(w) ≥ ℓˆ∗(x, y).
Recall that F (S) denotes the free monoid on S. A subword of e ∈ F (S) is any ordered
subsequence of e. For e = (s1, s2, . . . , sk) ∈ F (S) we define
δ(e) = s1 ◦ s2 ◦ · · · ◦ sk ∈W and δˆ∗(e) = 1 ◦ˆ∗ s1 ◦ˆ∗ s2 ◦ˆ∗ · · · ◦ˆ∗ sk ∈ I∗ (4.1)
where ◦ˆ∗ and ◦ are as in (1.1) and (1.2). Note that δˆ∗(e) = 1 ◦ˆ∗ δ(e) and that by definition
δˆ(s1, s2, . . . , sk) = δ(s
∗
k, . . . , s
∗
2, s
∗
1, s1, s2, . . . , sk). The following result appears as [19, Lemma 3.4]:
Lemma 4.8 (Knutson and Miller [19]). If e ∈ F (S) and w ∈ W then w ≤ δ(e) if and only if e
has a subword in R(w).
In general, the sets B∗(x, y) and B
′
∗(x, y) are not as clearly related as A∗(x, y) and A
′
∗(x, y).
However, the following identity does hold:
Theorem 4.9. If W is finite with longest element w0, then B∗(w0) = B
′
∗(w0).
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Proof. Recall (e.g., from [2, §2.3]) that w 7→ w∗w0 is an anti-involution of (W,≤) and that
ℓ(w∗w0) = ℓ(w0)− ℓ(w) for all w ∈ W . Therefore, if v ≥ w ∈ B
′
∗(w0), then v
∗w0 ≤ w
∗w0 ≤ w ≤ v
so v ∈ B′∗(w0). By construction every v ∈ B∗(w0) satisfies v ≥ w for some w ∈ A∗(w0), so as
A∗(w0) ⊂ B
′
∗(w0) by Proposition 4.5, it follows that B∗(w0) ⊂ B
′
∗(w0).
To show the reverse inclusion, note that each w ∈ W belongs to B∗(y) for a unique twisted
involution y ∈ I∗. Hence, it suffices to show that B
′
∗(w0) ∩ B∗(y) = ∅ unless y = w0. For
this, suppose w ∈ B′∗(w0) ∩ B∗(y) for some y ∈ I∗. Since w
∗w0 ≤ w, the element w
∗w0 has a
reduced word (t1, t2, . . . , tp) that is a subword of a reduced word (s1, s2, . . . , sq) ∈ R(w). As the
word e = (s∗q, . . . , s
∗
2, s
∗
1, t1, t2, . . . , tp) evidently belongs to R(w0), it follows by Lemma 4.8 that
w0 = δ(e) ≤ δ(s
∗
q , . . . , s
∗
2, s
∗
1, s1, s2, . . . , sq) = δˆ∗(s1, s2, . . . , sq) = y, so y = w0 as desired.
The following is immediate from the theorem and Proposition 4.3
Corollary 4.10. Assume W is finite and define ⋄ ∈ Aut(W,S) by w⋄ = w0w
∗w0. The map
w 7→ w−1 is then a bijection B∗(w0)↔ B⋄(w0).
For the next theorem, we require one other property of the Bruhat order [2, Lemma 2.2.10].
Lemma 4.11 (See [2]). Let (W,S) be any Coxeter system and set T = {wsw−1 : (w, s) ∈W ×S}.
If a, b ∈W and t ∈ T are such that a < at and b < tb then ab < atb.
Theorem 4.12. Suppose W is finite with longest element w0. Let x, y ∈ I∗ with x ≤T,∗ y. If
either ℓ(x) = ℓˆ∗(x) or ℓ(y,w0) = ℓˆ∗(y,w0), then A∗(x, y) = A
′
∗(x, y).
Proof of Theorem 4.12. Since we know that A∗(x, y) ⊂ B
′
∗(x, y) by Theorem 4.5, it suffices to
prove that (a) ℓ(u) ≥ ℓˆ∗(x, y) for all u ∈ B
′
∗(x, y) and (b) A
′
∗(x, y) ⊂ A∗(x, y). It will be helpful to
distinguish between these two properties, although we note that (b) actually implies (a).
First assume x = 1 so that y ∈ I∗ is arbitrary. We argue that (a) and (b) hold in this special
case by induction on ℓˆ∗(y,w0). If ℓˆ∗(y,w0) = 0 so that y = w0, then what we want to show is
immediate from Theorem 4.9. Suppose y < w0 and assume that (a) and (b) hold with x = 1
when y is replaced by any twisted involution of greater length. Fix u ∈ B′∗(y). Since y < w0 there
exists s ∈ {s1, s2, . . . , sn−1} such that y < ys. Set z = y ⋊∗ s and note that (us)
∗z ∈ {u∗y, u∗ys}.
First suppose u < us. Then us ∈ B′∗(z) by the lifting property, so by our inductive hypothesis
ℓ(us) = ℓ(u) + 1 ≥ ℓˆ∗(z) = ℓˆ∗(y) + 1 and if ℓ(u) = ℓˆ∗(y) so that ℓ(us) = ℓˆ∗(y) + 1 then us ∈ A∗(z).
This implies that (a) and (b) hold by Proposition 2.8. Alternatively suppose us < u; one of the
following cases then occurs:
(i) Suppose s∗y = ys. Then u∗z = u∗s∗y and y < ys = s∗y, so as u∗s∗ < u∗, it follows by Lemma
4.11 with a = u∗s∗ and b = y and t = s∗ that u∗z = ab < atb = u∗y ≤ u.
(ii) Suppose s∗y 6= ys. Then u∗z = us∗ys and y < ys < s∗ys, so it follows by Lemma 4.11 with
a = u∗s∗ and b = ys and t = s∗ that u∗z = ab < atb = u∗ys. Since us < u and u∗y ≤ u, the
lifting property implies that u∗ys ≤ u, so we again have u∗z < u.
In either case we have u ∈ B′∗(z), so by induction ℓ(u) ≥ ℓˆ∗(z) > ℓˆ∗(y) and therefore u /∈ A
′
∗(y).
From this analysis, we conclude that (a) and (b) hold when x = 1.
Now suppose that ℓ(x) = ℓˆ∗(x). If x = 1 then properties (a) and (b) hold by what we have
just shown. Assume x > 1, choose s ∈ DesR(x), set x
′ = x⋊∗ s = s
∗x = xs, and fix u ∈ B′∗(x, y).
If su > u, then it follows by Lemma 4.11 that x′u = s∗xu < xu so by the lifting property
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s∗u∗y ≤ xu = x′su. By induction on ℓˆ∗(x), if su > u then ℓ(su) = ℓ(u)+1 ≥ ℓˆ∗(x
′, y) = ℓˆ∗(x, y)+1,
and if ℓ(su) = ℓˆ∗(x
′, y) then su ∈ A∗(x
′, y). We deduce that:
(1) If su > u then ℓ(u) ≥ ℓˆ∗(x, y), and if ℓ(u) = ℓˆ∗(x, y) then u ∈ A∗(x, y) by Proposition 2.8.
(2) If su < u, then Lemma 4.11 implies u∗y ≤ xu < s∗xu = x(su), so by the lifting property
su ∈ B′∗(x, y), and by (1) it holds that ℓ(u) = ℓ(su) + 1 > ℓˆ∗(x, y) whence u /∈ A
′
∗(x, y).
Thus (a) and (b) continue to hold if ℓ(x) = ℓˆ∗(x).
Finally, suppose ℓ(y,w0) = ℓˆ∗(y,w0). Define w
⋄ = w0w
∗w0 for w ∈ W . Then, by Corollary 3.9
and Proposition 4.3 and the cases already considered, it holds that ℓ(w0y) = ℓˆ⋄(w0y), so we have
B′∗(x, y) = B
′
⋄(w0y,w0x)
−1 ⊂ {u ∈ W : ℓ(u) ≥ ℓˆ⋄(w0x,w0y)}
−1 = {u ∈ W : ℓ(u) ≥ ℓˆ∗(x, y)} and
likewise A′∗(x, y) = A
′
⋄(w0y,w0x)
−1 ⊂ A⋄(w0y,w0x)
−1 = A∗(x, y) as desired.
We highlight a few special cases of Theorem 4.12. As ℓ(1) = ℓˆ∗(1) = 0, the following holds:
Corollary 4.13. If W is finite then A∗(y) = A
′
∗(y) for all y ∈ I∗.
Write AFPF(x) = A(wFPF, x) and A
′
FPF
(x) = A′(wFPF, x) for x ∈ IFPF(S2n), where as in the
introduction wFPF = s1s3s5 · · · sn−1 ∈ S2n. Since ℓ(wFPF) = ℓˆ(wFPF) = n, the following also holds.
Corollary 4.14. A(x) = A′(x) for all x ∈ I(Sn) and AFPF(y) = A
′
FPF
(y) for all y ∈ IFPF(S2n).
5 Relative atoms in type A
The atoms of involutions in symmetric groups have been studied previously by Can, Joyce, and
Wyser [4, 5]. Their results [4, Theorem 3.7], [5, Theorem 2.5], and [5, Corollary 2.16] provide a
complete description of the elements w ∈ A(x, y) in the cases when x = 1 or x = s1s3s5 · · · sn−1
(with n even); this description consists of a simple list of numeric inequalities involving the one-line
representation of w and the cycle structure of y. In this section we prove a common generalization of
these results which describes A(x, y) for all involutions x, y ∈ Sn. Our arguments are self-contained;
our main result, Theorem 5.10, will follow from several auxiliary lemmas and definitions.
Let P = {1, 2, . . . } denote the set of positive integers and define [n] = {i ∈ P : i ≤ n} for
nonnegative integers n ∈ N. As we are concerned solely with atoms of involutions in symmetric
groups, throughout this section we let si = (i, i + 1) ∈ Sn for i ∈ [n− 1]. We define
I(Sn) = {x ∈ Sn : x = x
−1}
and write ⋊ = ⋊id and ◦ˆ = ◦ˆid and Rˆ = Rˆid and A = Aid and B = Bid and ℓˆ = ℓˆid for the notations
given in Sections 1 and 2. Recall that Rˆ(y) = Rˆ(1, y) and A(y) = A(1, y) and B(y) = B(1, y).
The involutions in Sn are the permutations of [n] whose cycles each have length 1 or 2. We
have x⋊ si = sixsi if and only if i and i+ 1 belong to distinct cycles of x and are not both fixed
points; otherwise x⋊ si = six = xsi. Recall that if w ∈ Sn then
DesR(w) = {si : i ∈ [n− 1] such that w(i) > w(i+ 1)}. (5.1)
Hence, we have x ◦ˆ si = x ⋊ si if and only if x(i) > x(i + 1), and otherwise x ◦ˆ si = x. In
reasoning about the operations ⋊ and ◦ˆ, it is often useful to draw an involution x ∈ I(Sn) as
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the incomplete matching on the numbers 1, 2, . . . , n, ordered from left to right in a line, whose
connected components are the cycles of x. For example, for x = (1, 5)(2, 6) we would draw
x = • • • • • • and x⋊ s1 = • • • • • • and x⋊ s3 = • • • • • •.
In relation to this model, ⋊ and ◦ˆ correspond to simple “graph theoretic” operations like adding
or deleting an edge between adjacent vertices, or switching the locations of adjacent vertices.
Moreover, si is a descent of x if and only if, informally, the transition x 7→ x ⋊ si results in a
matching whose edges are “smaller” or have fewer “nestings.”
We introduce some less standard notation. First, we define the cycle set and fixed-point set of
an involution y ∈ I(Sn) by
Cyc(y) = {(a, b) ∈ [n]× [n] : a ≤ b = y(a)} and Fix(y) = {a ∈ [n] : y(a) = a}.
Note that (i, i) ∈ Cyc(y) if i ∈ Fix(y). Next, we define the extended cycle set of y ∈ I(Sn) by
Γ(y) = Cyc(y) ∪ {(a, b) ∈ Fix(y)× Fix(y) : b < a}.
Equivalently, Γ(y) consists of all pairs (a, b) ∈ [n]× [n] with {a, b} = {y(a), y(b)} and y(b) ≤ y(a).
We suppress the dependence on n in these definitions for convenience.
Example 5.1. If y = (1, 6)(3, 5) ∈ I(S6) then Γ(y) = {(1, 6), (2, 2), (3, 5), (4, 4), (4, 2)}.
Remark. Define ∆+ = {εi − εj ∈ R
n : 1 ≤ i < j ≤ n} and ∆− = −∆+, so that ∆ = ∆+ ∪∆−
is the root system of type An−1 on which Sn acts by permuting coordinates. Then we can write
Γ(y) = {α ∈ ∆− : α = yα} ∪ {(i, i) : i ∈ Fix(y)} ∪ {α ∈ ∆+ : α = −yα} for y ∈ I(Sn), where here
we identify pairs (i, j) ∈ [n]× [n] with roots εi − εj .
The symmetric group Sn acts on [n] × [n] by simultaneously permuting coordinates, so that if
w ∈ Sn and γ = (a, b) ∈ [n]× [n] then wγ = w(a, b) = (w(a), w(b)).
Lemma 5.2. Let y ∈ I(Sn) and s ∈ DesR(y). Then sγ ∈ Γ(y ⋊ s) for all γ ∈ Γ(y).
Proof. Proving this lemma is a straightforward exercise; we omit the details.
In the next few pages we introduce a few more involved constructions, which will serve as
bookkeeping devices to simplify the statement of more complex conditions involving the cycles of
an involution.
We define a colored involution on [2n] to be a partial matching of [2n] whose vertices are
colored by the numbers 1, 2, . . . , n such that there are exactly two vertices of each color, and such
that any two connected vertices have the same color. One identifies these objects with elements
of the wreath product group G(n, 2n) = S2n ≀ Z/nZ as follows. Recall that elements of G(n, 2n)
are pairs (θ, v) with θ ∈ S2n and v ∈ (Z/nZ)2n, and that multiplication in the group is given by
(θ, v)(θ′, v′) = (θθ′, v + θ(v′)) with S2n acting on (Z/nZ)
2n by permuting coordinates. A colored
involution α on [2n] corresponds to the element (θ, v) ∈ G(n, 2n) where θ is the involution in
S2n whose 2-cycles are the connected components of α, and v ∈ (Z/nZ)
2n is the vector whose ith
coordinate is the color of vertex i in α, taken modulo n. Observe that the element (θ, v) constructed
in this way belongs to I∗(G(n, 2n)) where ∗ ∈ Aut(G(n, 2n)) is the involution (θ, v) 7→ (θ,−v).
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The number of colored involutions on [2n] is (2n)! and there is a simple bijection τ from
permutations in S2n to colored involutions: given w ∈ S2n, let τ(w) be the colored involution on
[2n] in which for each i ∈ [n], vertices w(2i − 1) and w(2i) are colored by i, and connected by an
edge if and only if w(2i − 1) > w(2i). We view τ as an injective map
τ : S2n →֒ I∗ (G(n, 2n)) .
We make no distinction between θ ∈ S2n and (θ, 0) ∈ G(n, 2n) and so view S2n ⊂ G(n, 2n). With
this convention, it holds that τ(w) = w(θw, c)w
−1 where θw is the product of the odd descents of
w (that is, the elements si ∈ DesR(w) with i odd) and c = (1, 1, 2, 2, . . . , n, n) ∈ (Z/nZ)
2n. For
α ∈ I∗(G(n, 2n)) and i ∈ [2n−1], we define α⋊si as usual to be either αsi when siα = αsi or siαsi
when siα 6= αsi. Although τ is not a group homomorphism, the following property does hold:
Proposition 5.3. If s ∈ {s1, s2, . . . , s2n−1} and w ∈ S2n then τ(sw) = τ(w) ⋊ s. Hence, the
operation ⋊ extends to a right action of S2n on colored involutions on [2n].
Proof. We leave this simple exercise to the reader.
From any sequence of pairs in Z2 we construct a colored involution in the following way. Let std
be the usual standardization map on words, so that if e is a finite sequence of integers in which the
ith smallest letter appears exactly mi times, then std(e) is the permutation whose one-line represen-
tation is obtained by replacing the letters equal to the smallest letter in e with 1, 2, . . . ,m1 (in that
order), the letters equal to the second smallest in e with m1+1,m1+2, . . . ,m1+m2 (in that order),
and so on. For example, std[1, 2, 1, 1, 2] = [1, 4, 2, 3, 5]. Now, for (a1, b1), (a2, b2), . . . , (an, bn) ∈ Z
2
we define
σ ((a1, b1), (a2, b2), . . . , (an, bn)) = τ ◦ std[b1, a1, b2, a2, . . . , bn, an] ∈ I∗ (G(n, 2n)) . (5.2)
Equivalently, σ ((a1, b1), (a2, b2), . . . , (an, bn)) is the colored involution on [2n] in which, writing
std[b1, a1, b2, a2, . . . , bn, an] = [b
′
1, a
′
1, b
′
2, a
′
2, . . . , b
′
n, a
′
n] ∈ S2n, it holds that vertices a
′
i and b
′
i have
color i, and are connected if and only if ai < bi.
We are primarily interested in this construction when n = 2. In this special case, we draw the
colored matching σ ((a1, b1), (a2, b2)) on {1, 2, 3, 4} such that the vertices a
′
1 and b
′
1 are labeled as •
while the vertices a′2 and b
′
2 are labeled as ◦, as in the following example.
Example 5.4. If a, b, c, d are integers with a < b < c < d then
σ((a, c), (b, d)) = • ◦ • ◦
σ((c, a), (b, d)) = • ◦ • ◦
σ((c, a), (d, b)) = • ◦ • ◦
and
σ((b, d), (a, c)) = ◦ • ◦ •
σ((d, a), (b, c)) = • ◦ ◦ •
σ((a, b), (c, c)) = • • ◦ ◦.
Recall that (θ, v)∗ = (θ,−v) ∈ G(n, 2n). If α = (a, b) and β = (c, d), then we define α ∩ β =
{a, b} ∩ {c, d}. The following observation is clear from our definitions.
Observation 5.5. If α1, α2, . . . , αn ∈ Z
2 are pairwise disjoint in the sense that αi ∩ αj = ∅ for
i 6= j, then σ(α1, α2, . . . , αn)
∗ = σ(αn, . . . , α2, α1).
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Write π for the surjective group homomorphism π : G(n, 2n) → S2n given by (θ, v) 7→ θ, and
define ≺ as the weakest partial order on I∗ (G(n, 2n)) such that
α⋊ s ≺ α whenever π(α⋊ s) <T π(α) (5.3)
for α = (θ, v) ∈ I∗(G(n, 2n)) and s ∈ {s1, s2, . . . , s2n−1}. Note that it is not true that π(α ⋊ s) =
π(α) ⋊ s, and therefore α  β is not equivalent to π(α) ≤T π(β). Figure 1 shows a lower interval
in ≺ when n = 2; in this case, the figure completely determines ≺ in the following sense.
• ◦ ◦ •
◦ • ◦ • • ◦ ◦ • • ◦ • ◦
◦ ◦ • • ◦ • ◦ • • ◦ • ◦ • • ◦ ◦
◦ ◦ • • ◦ ◦ • • ◦ • • ◦ • • ◦ ◦ • • ◦ ◦
◦ ◦ • • ◦ • • ◦ • • ◦ ◦
Figure 1: Hasse diagram of a lower interval of ≺ on colored involutions
Observation 5.6. Let α,α′, β, β′ ∈ Z2 be pairwise disjoint and set u = σ(α,α′) and v = σ(β, β′).
Then u ≺ v if and only if there exists a directed path in Figure 1 from u to v or from u∗ to v∗. In
particular, u  v if and only if u∗  v∗.
Proof. Since w∗ ⋊ si = (w ⋊ si)
∗ and π(w∗) = π(w) for all w ∈ I∗ (G(n, 2n)), we have u  v if and
only if u∗  v∗. As Figure 1 depicts a lower interval with respect to ≺, the observation is equivalent
to the assertion that when v is not minimal with respect to ≺, either v or v∗ appears in the figure.
This property holds by inspection.
We state some more substantial observations as the next three lemmas.
Lemma 5.7. Let y ∈ I(Sn) and s ∈ DesR(y). Then σ(sγ, sγ
′)  σ(γ, γ′) for all γ, γ′ ∈ Γ(y) with
γ ∩ γ′ = ∅.
Proof. This assertion holds nearly by construction. For w ∈ Sn, let supp(w) = {i ∈ [n] : w(i) 6= i}.
Fix γ = (a, b) and γ′ = (a′, b′) in Γ(y) with γ∩γ′ = ∅, and define u = σ(sγ, sγ′) and v = σ(γ, γ′). If
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supp(s) 6⊂ {a, b, a′, b′} then u = v. If supp(s) = {a, b} or supp(s) = {a′, b′} then since s is a descent
of y it follows that u = sjv = vsj = v ⋊ sj ≺ v for some j ∈ {1, 2, 3}. Suppose, alternatively, that
supp(s) contains exactly one element in {a, b} and one element in {a′, b′}. One checks that if a 6= b
and a′ 6= b′ then u = sjvsj = v ⋊ sj ≺ v for some j ∈ {1, 2, 3}. In turn, if a
′ = b′ then necessarily
v = • ◦ ◦ • and u ∈
{
• • ◦ ◦ , ◦ ◦ • •
}
whence u  v by Observation 5.6. When a = b, finally, one deduces that u  v either by a similar
argument, or directly from the previous case via Observations 5.5 and 5.6.
As usual, let w0 = [n, n− 1, . . . , 2, 1] denote the longest element of Sn.
Lemma 5.8. Let u ∈ Sn. Suppose for all i, j ∈ [n] it holds that u(n+1−i) < u(i) when i < n+1−i
and that u(j) < u(n + 1− i) or u(i) < u(j) when i < j < n+ 1− i. Then u ∈ A(w0).
Proof. Let Xn denote the set of permutations u ∈ Sn satisfying the given conditions. Clearly Xn ⊂
A(w0) when n ∈ {1, 2}, so assume n > 2 and that the lemma holds when n is replaced by any smaller
positive integer. Write φ : Sn−2 → Sn for the injective homomorphism with sj 7→ sj+1 for j ∈ [n−3]
and define x, y ∈ I(Sn) by x = (1, n) and y = φ([n − 2, n − 1, . . . , 1]) = [1, n − 1, n − 2, . . . , 2, n].
Since by induction every element of Xn−2 is an atom of the longest element of Sn−2, it follows by
Corollary 2.11 that φ(Xn−2) ⊂ A(y). In turn, since y belongs to the parabolic subgroup of Sn
generated by J = {s2, s3, . . . , sn−2} and since wx = xw and ℓ(xw) = ℓ(x) + ℓ(w) for all w ∈ 〈J〉, it
holds in view of Proposition 2.10 that A(x)A(y) ⊂ A(xy) = A(w0). Thus, to prove the lemma it
suffices to show that X (n) ⊂ A(x)φ(Xn−2).
To this end, fix u ∈ Xn and observe that necessarily u(n) = i < i+1 = u(1) for some i ∈ [n−1].
Define a = sisi−1si−2 · · · s1si+1si+2 · · · sn−1 and set b = a
−1u. One checks that the expression given
for a is reduced and that a ∈ A(x). Since a−1 is precisely the permutation of [n] that maps i 7→ n
and i + 1 7→ 1 and restricts to an order-preserving bijection [n] \ {i, i + 1} → {2, 3, . . . , n − 1}, it
follows in turn that b ∈ φ(Xn−2). As u = ab, we conclude that X (n) ⊂ A(x)φ(Xn−2) as desired.
The following is the key technical observation about the preceding constructions.
Lemma 5.9. Let x, y ∈ I(Sn). Suppose w ∈ Sn is such that for all γ, γ
′ ∈ Γ(y) with γ ∩ γ′ = ∅,
it holds that wγ,wγ′ ∈ Γ(x) and σ(wγ,wγ′)  σ(γ, γ′). Then
DesL(w) ∩DesR(x) = ∅ and DesR(w) ⊂ DesR(y).
Proof. Observe that if j ∈ Fix(y) then w(j) ∈ Fix(x) since (w(j), w(j)) ∈ Γ(x) as (j, j) ∈ Cyc(y).
Hence, if γ = (a, b) ∈ Cyc(x) such that a < b, then w−1(a) cannot be a fixed point of y, so since
either (a,wyw−1(a)) or (wyw−1(a), a) belongs to Γ(x) by hypothesis, it follows that b = wyw−1(a)
and w−1γ ∈ Cyc(y) and therefore w−1(a) < w−1(b).
Fix i ∈ [n − 1] and let s = si = (i, i + 1). First suppose s ∈ DesR(x), so that x(i) > x(i + 1);
we will show that w−1(i) < w−1(i + 1). This holds if (i, i + 1) ∈ Cyc(x) by the observation in the
preceding paragraph. Let j = x(i + 1) and k = x(i) and suppose {j, k} 6= {i, i + 1}. Then j < k
since s ∈ DesR(x), and there are five distinct cases for the relative order of i, i+ 1, j, and k:
(1) Suppose j < k < i < i + 1. Then γ = (j, i + 1) and γ′ = (k, i) both belong to Cyc(x), so
w−1γ and w−1γ′ must both belong to Cyc(y). Since we therefore have
σ(γ, γ′) = • ◦ ◦ •  σ(w
−1γ,w−1γ′)
it follows that σ(γ, γ′) = σ(w−1γ,w−1γ′) and that w−1(i) < w−1(i+ 1) as desired.
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(2) If i < i+ 1 < j < k, then our argument is similar to case (1); we omit the details.
(3) Suppose j < i < i + 1 < k. Then γ = (j, i + 1) and γ′ = (i, k) both belong to Cyc(x), so
w−1γ and w−1γ′ both belong to Cyc(y) and we have by hypothesis that
σ(γ, γ′) = • ◦ • ◦  σ(w
−1γ,w−1γ′).
It follows from Observation 5.6 that
σ(w−1γ,w−1γ′) ∈
{
• ◦ • ◦ , • ◦ ◦ •
}
from which we deduce that w−1(i) < w−1(i+ 1) as desired.
(4) Suppose j < k = i < i + 1. Define l = wyw−1(i) and note that l ∈ Fix(x) since i ∈ Fix(x)
and {w−1(i), w−1(l)} is a cycle of y. Let γ = (j, i+1) and define γ′ to be (i, l) if l ≤ i or (l, i)
otherwise. One checks that both {γ, γ′} ⊂ Γ(x) and {w−1γ,w−1γ′} ⊂ Γ(y), so by hypothesis
σ(γ, γ′)  σ(w−1γ,w−1γ′). In turn, we observe that
σ(γ, γ′) = • ◦ ◦ • or σ(γ, γ
′) = ◦ • ◦ • or σ(γ, γ
′) = • ◦ • ◦
according to whether j < l < i + 1 or l < j or i + 1 < l, respectively. In each case, by
noting the limited choices for σ(w−1γ,w−1γ′)  σ(γ, γ′) in view of Observation 5.6, it is
straightforward to deduce that w−1(i) < w−1(i+ 1) as desired.
(5) If i < i+ 1 = j < k, then our argument is similar to case (4); we omit the details.
We conclude from this analysis that s /∈ DesL(w) when s ∈ DesR(x).
Next suppose s /∈ DesR(y), so that y(i) < y(i+1); we will now show that w(i) < w(i+1). This
holds if {i, i + 1} ⊂ Fix(y) since then, by the observation at the beginning of this proof, we have
{w(i), w(i+1)} ⊂ Fix(x) while (w(i+1), w(i)) ∈ Γ(x) by hypothesis. Let j = y(i) and k = y(i+1)
so that j < k and assume that i 6= j or i+ 1 6= k. There are three distinct cases:
(1) Suppose j < k < i < i+ 1. Then γ = (j, i) and γ′ = (k, i+ 1) both belong to Γ(y) so
σ(wγ,wγ′)  σ(γ, γ′) = • ◦ • ◦.
Using Observation 5.6, we deduce that w(i) < w(i + 1) as desired.
(2) If j < i < i+1 = k or j = i < i+1 < k then γ = (j, i) and γ′ = (i+1, k) belong to Γ(y) and
σ(wγ,wγ′)  σ(γ, γ′) ∈
{
• • ◦ ◦ , • • ◦ ◦
}
,
from which we deduce again via Observation 5.6 that w(i) < w(i+ 1).
(3) If i < i+ 1 < j < k, then our argument is similar to case (1); we omit the details.
We conclude that s /∈ DesR(w) when s /∈ DesR(y).
The following is the main result of this section. Showing that the conditions given in this
theorem are necessary for w ∈ A(x, y) will be relatively straightforward; what is notable about this
statement is that these conditions turn out to be sufficient.
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Theorem 5.10. Let x, y ∈ I(Sn) and w ∈ Sn. Then w ∈ A(x, y) if and only if:
(a) wγ ∈ Γ(x) for all γ ∈ Cyc(y).
(b) σ(wγ,wγ′)  σ(γ, γ′) for all γ, γ′ ∈ Cyc(y) with γ ∩ γ′ = ∅.
Before giving its proof, it will be useful to state an equivalent form of this result in which our
two conditions are unpacked into an explicit set of numeric inequalities.
Theorem 5.11 (Restatement of Theorem 5.10). Let x, y ∈ I(Sn) and w ∈ Sn. Then w ∈ A(x, y)
if and only if whenever (a, b), (a′, b′) ∈ Cyc(y), the following conditions hold:
1. If w(a) < w(b) then (w(a), w(b)) ∈ Cyc(x) and otherwise {w(a), w(b)} ⊂ Fix(x).
2. If a ≤ b < a′ ≤ b′ then w(a) < w(a′) and w(a) < w(b′) and w(b) < w(b′) and w(b) < w(a′).
3. If a < a′ < b < b′ then w(a) < w(a′) and w(a) < w(b′) and w(b) < w(b′).
4. If a < a′ < b′ < b then neither w(b) < w(a′) < w(a) nor w(b) < w(b′) < w(a) occurs and
neither w(a′) < w(a) < w(b) < w(b′) nor w(a′) < w(b) ≤ w(a) < w(b′) occurs.
5. If a < a′ = b′ < b then it does not occur that w(b) < w(a′) = w(b′) < w(a).
Proof of equivalence of Theorems 5.10 and 5.11. Fix x, y ∈ I(Sn) and w ∈ Sn. Condition 1 in
Theorem 5.11 simply restates condition (a) in Theorem 5.10. Assume this condition holds, and let
γ = (a, b) and γ′ = (a′, b′) be distinct elements of Cyc(y) such that a < a′. It suffices to show that
conditions 2-5 in Theorem 5.11 are equivalent to the assertion that σ(wγ,wγ′)  σ(γ, γ′), since
the latter holds if and only if σ(wγ′, wγ)  σ(γ′, γ) by Observations 5.5 and 5.6. Proving this is
straightforward from Observation 5.6. For example, suppose a < a′ < b′ < b. Then
σ(γ, γ′) = • ◦ ◦ •
so we have σ(wγ,wγ′)  σ(γ, γ′) if and only if σ(wγ,wγ′) appears in Figure 1. Only 8 colored
involutions of the form σ(λ, µ) do not appear in this figure; namely:
◦ • • ◦, ◦ • • ◦, • ◦ • ◦, ◦ • ◦ •, • ◦ ◦ •, • ◦ • ◦, ◦ • ◦ •, and • ◦ ◦ •.
The element σ(wγ,wγ′) is equal to the first of these involutions if and only if w(a′) < w(a) <
w(b) < w(b′), to the second if and only if w(a′) < w(b) ≤ w(a) < w(b′), and to one of the remaining
six precisely when w(b) < w(a′) < w(a) or w(b) < w(b′) < w(a). Thus, when a < a′ < b′ < b we
have σ(wγ,wγ′)  σ(γ, γ′) if and only if condition 4 in Theorem 5.11 holds. It follows by similar
arguments that the relation σ(wγ,wγ′)  σ(γ, γ′) is equivalent to conditions 2, 3, and 5 in Theorem
5.11 when a ≤ b < a′ ≤ b′ and a < a′ < b < b′ and a < a′ = b′ < b, respectively.
We now prove Theorem 5.10.
Proof of Theorem 5.10. If w ∈ A(x, y), then y > y⋊si1 > y⋊si1⋊si2 > · · · > y⋊ss1⋊si2 · · ·⋊sik =
x for any reduced expression (si1 , si2 , . . . , sik) ∈ R(w
−1), so it follows by successively applying
Lemmas 5.2 and 5.7 that w satisfies conditions (a) and (b). Conversely, suppose w ∈ Sn satisfies
both of these conditions. We argue that w then satisfies the a priori stronger conditions:
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(a′) wγ ∈ Γ(x) for all γ ∈ Γ(y).
(b′) σ(wγ,wγ′)  σ(γ, γ′) for all γ, γ′ ∈ Γ(y) with γ ∩ γ′ = ∅.
To show this, let γ = (a, b) ∈ Γ(y) \ Cyc(y) so that a, b ∈ Fix(y) and b < a. Since (a, a), (b, b) ∈
Cyc(y), we are able to deduce that w(a, b) ∈ Γ(x) by noting by hypothesis that
{w(a, a), w(b, b)} ⊂ Γ(x) and σ(w(a, a), w(b, b))  σ((a, a), (b, b)). (5.4)
Next, let γ′ = (a′, b′) ∈ Γ(y) such that {a, b} ∩ {a′, b′} = ∅. If γ′ ∈ Cyc(y), then it is straight-
forward to show that σ(wγ,wγ′)  σ(γ, γ′) from (5.4) together with the additional relations
σ(w(a, a), wγ′)  σ((a, a), γ′) and σ(w(b, b), wγ′)  σ((b, b), γ′) which hold by hypothesis. If instead
γ′ ∈ Γ(y) \ Cyc(y), then the same deduction follows by a similar argument. We conclude that (a′)
and (b′) hold for all w ∈ Sn which satisfy (a) and (b), as desired.
Let E(x, y) be the set of permutations w ∈ Sn satisfying conditions (a
′) and (b′), and note that
each element of E(x, y) automatically satisfies the conditions in Theorem 5.11. By the preceding
paragraph, we know that A(x, y) ⊂ E(x, y) and it suffices to show the reverse inclusion. To see
that this holds when x = 1 and y = w0, note that Γ(1) contains no pairs (i, j) with i < j and that
every pair in Cyc(w0) has the form (i, n + 1 − i) with i < n + 1 − i. Therefore, if w ∈ E(1, w0),
then condition 1 in Theorem 5.11 implies that w(n + 1 − i) < w(i) for all i < n + 1 − i, while
conditions 4 and 5 in Theorem 5.11 imply that no i, j ∈ [n] satisfy both i < j < n + 1 − i and
w(n + 1− i) < w(j) < w(i). In view of Lemma 5.8, we conclude that E(1, w0) ⊂ A(1, w0).
To treat the general case, assume ℓˆ(x, y) < ℓˆ(w0) and suppose E(x
′, y′) ⊂ A(x′, y′) whenever
x′, y′ ∈ I(Sn) are such that ℓˆ(x, y) < ℓˆ(x
′, y′). There necessarily then exists s ∈ {s1, s2, . . . , sn−1}
such that either s ∈ DesR(x) or s /∈ DesR(y). First suppose s ∈ DesR(x); then Lemmas 5.2,
5.7, and 5.9 together imply that w < sw ∈ E(x ⋊ s, y) for all w ∈ E(x, y), so E(x, y) ⊂ {su :
u ∈ E(x ⋊ s, y) and s ∈ DesL(u)}. Since E(x ⋊ s, y) ⊂ A(x ⋊ s, y) by hypothesis, it follows by
Proposition 2.8(b) that E(x, y) ⊂ A(x, y) as desired. On the other hand, if s /∈ DesR(y), then a
similar combination of Lemmas 5.2, 5.7, and 5.9, Proposition 2.8(a), and our inductive hypothesis
shows likewise that E(x, y) ⊂ {us : u ∈ E(x, y ⋊ s) and s /∈ DesR(u)} ⊂ A(x, y). We conclude by
induction that E(x, y) ⊂ A(x, y) always holds, which completes our proof.
While we have so far only used the notation σ(γ1, . . . , γk) when k = 2, we conjecture that the
general version of this construction can be used to give another characterization of the sets A(x, y)
for x, y ∈ I(Sn).
Conjecture 5.12. Let x, y ∈ I(Sn) and w ∈ Sn. Then w ∈ A(x, y) if and only if
(a) wγ ∈ Γ(x) for all γ ∈ Cyc(y).
(b) σ(wγ1, . . . , wγk)  σ(γ1, . . . , γk) where γ1, . . . , γk are the distinct elements of Cyc(y).
Remark. If γi = (ai, bi) and z = std[b1, a1, . . . , bk, ak], then (b) is equivalent to τ(w˜z)  τ(z),
where w˜ is the element of S2k formed by doubling w(i) in the one-line representation of w for each
i ∈ Fix(y) and then standardizing. For example, if w = [3, 2, 1, 6, 5, 4] and y = (1, 3)(4, 6) then
w˜ = std[3, 2, 2, 1, 6, 5, 5, 4] = [4, 2, 3, 1, 8, 6, 7, 5]. Notably, if y has no fixed points then w˜ = w.
As mentioned at the outset of this section, Theorem 5.10 gives a common generalization of
[4, Theorem 3.7] and [5, Theorem 2.5 and Corollary 2.16]. We will use these results in the next
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section, so briefly indicate here how to recover them as special cases of our theorem. The following
statements differ slightly from their predecessors in [5] since the sets which Can, Joyce, and Wyser
denote as W(π) in [5] are composed of the inverses of what we call the atoms of π ∈ I(Sn).
Corollary 5.13 (Can, Joyce, and Wyser [5]). Let y ∈ I(Sn) and w ∈ Sn. Then w ∈ A(y) if and
only if the following properties hold:
(a) If (a, b) ∈ Cyc(y) then w(b) ≤ w(a).
(b) If (a, b) ∈ Cyc(y) then no integer t with a < t < b is such that w(b) < w(t) < w(a).
(c) If (a, b), (a′, b′) ∈ Cyc(y) are such that a < a′ and b < b′ then w(b) ≤ w(a) < w(b′) ≤ w(a′).
Proof. Consider Theorem 5.11 with x = 1. Since Cyc(1) = {(i, i) : i ∈ [n]}, the first condition
in that result holds if and only if w(b) ≤ w(a) for all (a, b) ∈ Cyc(y). Assume this holds and let
(a, b), (a′, b′) ∈ Cyc(y) with a < a′; then, conditions 2 and 3 in Theorem 5.11 hold if and only
w(b) ≤ w(a) < w(b′) ≤ w(a′) when b < b′, while conditions 4 and 5 hold if and only if neither
w(b) < w(a′) < w(a) nor w(b) < w(b′) < w(a) occurs when b′ ≤ b. It is straightforward to check
that these properties are together equivalent to (b) and (c).
Recall that w0 denotes the longest element of Sn.
Corollary 5.14 (Can and Joyce [4]). Let u ∈ Sn. Then u ∈ A(w0) if and only if for all i, j ∈ [n]
it holds that (a) if i < n + 1 − i then u(n + 1 − i) < u(i) and (b) if i < j < n + 1 − i then either
u(j) < u(n+ 1− i) or u(i) < u(j). Consequently, |A(w0)| = (n− 1)!!.
Proof. By Lemma 5.8, it suffices to show that if u satisfies the conditions in Corollary 5.13 for
y = w0 then u satisfies (a) and (b). This is straightforward; we omit the details.
Let IFPF(Sn) denote the set of involutions y ∈ I(Sn) which are fixed-point-free, that is, with
Fix(y) = {i ∈ [n] : y(i) = i} = ∅. Evidently the set IFPF(Sn) is empty unless n is even. Define
wFPF = s1s3s5 · · · s2n−1 ∈ S2n and AFPF(y) = A(wFPF, y) for y ∈ IFPF(S2n), and in the following
statement, redefine Cyc(y) = {(a, b) ∈ [2n]× [2n] : a < b = y(a)}.
Corollary 5.15 (Can, Joyce, and Wyser [5]). Let y ∈ IFPF(S2n) and w ∈ S2n. Then w ∈ AFPF(y)
if and only if the following properties hold:
(a) If (a, b) ∈ Cyc(y) then w(a) = 2i− 1 and w(b) = 2i for some i ∈ [n].
(b) If (a, b), (a′, b′) ∈ Cyc(y) such that a < a′ and b < b′ then w(a) < w(b) < w(a′) < w(b′).
Proof. Consider Theorem 5.11 with x = wFPF. Since Cyc(wFPF) = {(2i − 1, 2i) : i ∈ [n]} and
Fix(wFPF) = ∅, the first condition in Theorem 5.11 is equivalent to condition (a) in the present
corollary. When this holds, moreover, conditions 4 and 5 in Theorem 5.11 hold vacuously, while
conditions 2 and 3 are equivalent to condition (b) here.
6 Orders and equivalence relations in type A
In this section we write finite sequences of integers as lists bounded by square brackets, e.g.,
[x1, x2, . . . , xn], with the aim of distinguishing sequences from cycles of permutations.
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6.1 Atoms and the Chinese monoid
A consecutive subsequence of a sequence [x1, x2, . . . , xn] is one of the form [xi+1, xi+2, . . . , xi+t] for
some i ∈ [n] and t ≥ 0. A consecutive pair, triple, quadruple, etc., is a consecutive subsequence of
length 2, 3, 4, and so on.
Definition 6.1. Define ∼B as the transitive and symmetric closure of the relation on n-element
integer sequences given by setting x ∼B y whenever x contains a consecutive triple of the form
[c, a, b] with a ≤ b ≤ c and y is formed by replacing this triple by either [b, c, a] or [c, b, a].
Remark. More concisely, ∼B is the weakest equivalence relation on integer sequences with
[ · · · c, a, b · · · ] ∼B [ · · · b, c, a · · · ] ∼B [ · · · c, b, a · · · ] when a ≤ b ≤ c,
where in this sort of statement, it is assumed that the sequences agree in all entries within the
corresponding ellipses (and so have the same length).
Example 6.2. The following elements constitute a single equivalence class under ∼B:
[4, 3, 2, 1] ∼B [4, 3, 1, 2] ∼B [4, 2, 3, 1] ∼B [3, 4, 2, 1] ∼B [4, 1, 3, 2] ∼B [3, 4, 1, 2] ∼B [3, 2, 4, 1].
As our notation suggests, there is a very natural connection between the equivalence relation
∼B and the sets B(x) for involutions x ∈ Sn. Somewhat remarkably, this particular relation has
been studied previously in a few places in the literature [6, 7, 18, 20] with unrelated motivations.
Namely, ∼B is what the authors of [6, 7] call the Chinese relation (on the totally ordered alphabet
Z). The quotient of the free monoid by this relation, in turn, has been termed the Chinese monoid.
This monoid has many formal similarities with the better-known plactic monoid ; for example, both
have the same Hilbert series [6, Eq. (3)]. On account of this kind of comparison, the authors of
[6] speculate that the Chinese monoid should be the quantized “maximal torus” of some unknown
quantum group. The results in this section may provide a useful step towards better understanding
this heuristic, in view of the connections between involution words and representations of reductive
groups (see [10, 23, 32]).
When it causes no ambiguity, we write wi in place of the usual notation w(i) to the denote
image of i ∈ [n] under a permutation w ∈ Sn. Throughout this section, we identify permutations
w ∈ Sn with the n-element sequences given by their one-line representations [w1, w2, . . . , wn].
Lemma 6.3. Fix u, v, w ∈ Sn and i ∈ [n− 2], and suppose uj = vj = wj for all j /∈ {i, i+1, i+2}.
The following are then equivalent:
(a) We have [ui, ui+1, ui+2] = [c, a, b] and [vi, vi+1, vi+2] = [b, c, a] and [wi, wi+1, wi+2] = [c, b, a]
for some a, b, c ∈ [n] with a < b < c.
(b) There exists z ∈ Sn with ℓ(u) = ℓ(v) = ℓ(z) + 2 and ℓ(w) = ℓ(z) + 3 such that u = zsi+1si
and v = zsisi+1 and w = zsisi+1si = zsi+1sisi+1.
Proof. The implication (a)⇒ (b) is a straightforward consequence of (5.1). Conversely, if (b) holds,
then usisi+1 < usi < u < usi+1, which implies ui+1 < ui+2 < ui, from which (a) is immediate as
w = usi+1 and v = wsi.
The connection between the Chinese relation and involution words is now given as follows.
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Theorem 6.4. The sets B(x)−1 =
{
u−1 : u ∈ B(x)
}
for x ∈ I(Sn) are the distinct equivalence
classes in Sn under ∼B. In particular, each element of the Chinese monoid contained in Sn is the
set of inverses of the elements of B(x) for some x ∈ I(Sn).
Proof. We claim that each equivalence class in Sn under ∼B is contained in a set B(θ)
−1 for
some θ ∈ I(Sn). To show this, suppose u, v, w ∈ Sn and i ∈ [n − 2] satisfy the hypotheses of
Lemma 6.3 and possess the equivalent properties described by that result. Let θ = 1 ◦ˆ u−1 and
θ′ = 1 ◦ˆ v−1 and θ′′ = 1 ◦ˆ w−1. By construction u ∼B v ∼B w, and to prove our claim it suffices
to check that θ = θ′ = θ′′. This is straightforward, for if z ∈ Sn is as in Lemma 6.3(b), then we
have θ = (1 ◦ˆ si+1 ◦ˆ si) ◦ˆ z
−1 and θ′ = (1 ◦ˆ si ◦ˆ si+1) ◦ˆ z
−1 and θ′′ = (1 ◦ˆ si ◦ˆ si+1 ◦ˆ si) ◦ˆ z
−1, while
1 ◦ˆ si+1 ◦ˆ si = 1 ◦ˆ si ◦ˆ si+1 = 1 ◦ˆ si ◦ˆ si+1 ◦ˆ si = (i, i + 2). From the claim and Corollary 2.3, we
deduce that the sets B(θ)−1 for θ ∈ I(Sn), which automatically partition Sn, each decompose as
the union of some positive number of distinct equivalence classes under ∼B. Since it is known [20,
Theorem 15(a)] that the total number of equivalence classes in Sn under ∼B is exactly |I(Sn)|, the
theorem follows. (In fact, we only need to know that the number of equivalence classes in Sn under
∼B is at most |I(Sn)|, and showing this is the easier half of the proof of [20, Theorem 13].)
If we omit the relations generating ∼B which are not length-preserving then we obtain the
following subrelation, which may be used to characterize the sets of atoms A(x) for x ∈ I(Sn).
Definition 6.5. Define ≺A as the transitive closure of the relation on integer sequences with
[ · · · c, a, b · · · ] ≺A [ · · · b, c, a · · · ] when a ≤ b ≤ c (interpreting this as in the remark above.)
By construction x ≺A y implies x ∼B y. The relation ≺A is a partial order, since it is a
transitive subrelation of reverse lexicographic order. A compactly-drawn interval in this order is
shown in Figure 2.
435261
452361 435612
524361 452613 436152
524613 456123 461352
526143 461523 614352
561243 614523
615243
Figure 2: Hasse diagram of {u : θ A u A τ} for θ = [6, 1, 5, 2, 4, 3] and τ = [4, 3, 5, 2, 6, 1]
We need some notation to construct the “extremal” atoms of an involution. Fix x ∈ I(Sn).
Write Cycn(x) = Cyc(x) for the cycle set of x, as given at the beginning of Section 5. Assume
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Cycn(x) has size k, and define (a1, b1), . . . , (ak, bk) and (c1, d1), . . . , (ck, dk) such that{
{(ai, bi) : i ∈ [k]} = Cycn(x)
a1 < a2 < · · · < ak
and
{
{(ci, di) : i ∈ [k]} = Cycn(x)
d1 < d2 < · · · < dk.
(6.1)
We note a quick lemma before continuing. Recall that a permutation w ∈ Sn is 321-avoiding if it
never holds for i < j < k in [n] that w(i) > w(j) > w(k).
Lemma 6.6. We have (ai, bi) = (ci, di) for all i ∈ [k] if and only if x is 321-avoiding.
Proof. We have (ai, bi) = (ci, di) for all i ∈ [k] precisely when no (p, q), (p
′, q′) ∈ Cycn(x) exist with
p < p′ ≤ q′ < q, which is clearly the case if x is 321-avoiding. Conversely, if there exist i < j < k
in [n] with x(i) > x(j) > x(k), then either x(i) ≤ i or x(j) ≤ j or i < j < x(j) < x(i), and in each
case one easily constructs pairs (p, q), (p′, q′) ∈ Cycn(x) with p < p
′ ≤ q′ < q.
Given any list of numbers [e1, e2, . . . ], we write [[e1, e2, . . . ]] for the sublist formed by omitting
all repeated entries after their initial occurrence, so that, for example, [[1, 2, 1, 1, 3, 3, 2, 4, 2]] =
[1, 2, 3, 4]. With (ai, bi) and (ci, di) as in (6.1), define 0ˆ(x) and 1ˆ(x) by
0ˆ(x) = [[b1, a1, b2, a2, . . . , bk, ak]] and 1ˆ(x) = [[d1, c1, d2, c2, . . . , dk, ck]].
We interpret these lists as permutations in Sn written in one-line notation.
Example 6.7. If x = (1, 5)(2, 4) then 0ˆ(x) = [5, 1, 4, 2, 3] and 1ˆ(x) = [3, 4, 2, 5, 1]. The minimal
and maximal elements in Figure 2 are 0ˆ(x) and 1ˆ(x) for x = (1, 6)(2, 5)(3, 4).
We require two lemmas to prove our main theorem about the partial order ≺A.
Lemma 6.8. Write w0 for the longest element of Sn.
(a) If x, y ∈ Sn then x A y if and only if w0yw0 A w0xw0.
(b) If x ∈ I(Sn) then 0ˆ(w0xw0) = w01ˆ(x)w0 and 1ˆ(w0xw0) = w00ˆ(x)w0.
Proof. Checking this lemma is a simple exercise, which we leave to the reader.
Lemma 6.9. Let x ∈ I(Sn) and u ∈ Sn with u
−1 ∈ A(x). If u 6= 0ˆ(x) (respectively, if u 6= 1ˆ(x))
then u is not minimal (respectively, maximal) in the order ≺A.
Proof. These assertions are equivalent by Lemma 6.8, so we only prove one. Assume u 6= 0ˆ(x).
Suppose Cycn(x) has k elements and let {(ai, bi)}i∈[k] be as in (6.1). By hypothesis there exists a
smallest integer l ∈ [k] such that u does not begin with the sequence [[b1, a1, . . . , bl, al]]. Observe that
u necessarily does then begin with the (possibly empty) sequence [[b1, a1, . . . , bl−1, al−1]]. Define
i = u−1(bl) and j = u
−1(al) so that ui = bl and uj = al.We claim that j > 2 and uj < uj−2 < uj−1,
from which it is immediate that u is not minimal in the order ≺A.
To prove this claim, let m ≥ 0 be the length of the initial sequence [[b1, a1, . . . , bl−1, al−1]] in
u, and note that m < i ≤ j by Corollary 5.13(a) and that al = min{um+1, um+2, . . . , un}. Since u
does not begin with [[b1, a1, . . . , bl, al]], we cannot have i = j = m+1 or (i, j) = (m+1,m+2), and
in view of Corollary 5.13(c) we cannot have i = j = m+ 2 either. Hence we must have j ≥ m+ 3,
so either uj < uj−2 < uj−1 or uj < uj−1 < uj−2. The first case is what we want to show, while the
second case cannot occur since then we would have u ∼B usj−2 < u, contradicting via Theorem 6.4
our assumption that u−1 ∈ A(x). We conclude that part (a) holds, as desired.
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We now prove the following statement. As in Section 3, let A(x)−1 = {u−1 : u ∈ A(x)}.
Theorem 6.10. Let x ∈ I(Sn). Then A(x)
−1 =
{
u ∈ Sn : 0ˆ(x) A u
}
=
{
u ∈ Sn : u A 1ˆ(x)
}
.
Proof. By construction 0ˆ(x) and 1ˆ(x) are respectively minimal and maximal relative to ≺A. In
turn, it is straightforward using Corollary 5.13 to show that 0ˆ(x) and 1ˆ(x) both belong to A(x)−1.
Finally, if u, v, w ∈ Sn are such that v
−1 ∈ A(x) and u A v A w, then both u
−1 and w−1 belong
to A(x) as well, since these elements belong to B(x) by Theorem 6.4 and have the same length as
v−1 by Lemma 6.3. Since A thus preserves membership in A(x)
−1 and since 0ˆ(x) and 1ˆ(x) are
the unique minimal and maximal elements of this set by Lemma 6.9, the theorem follows.
It follows from Theorem 6.10 that A(x)−1 =
{
u ∈ Sn : 0ˆ(x) A u A 1ˆ(x)
}
. This fact lets us
classify which involutions in Sn have exactly one atom.
Corollary 6.11. If x ∈ I(Sn) then |A(x)| = 1 if and only if x is 321-avoiding
Proof. The theorem implies that |A(x)| = 1 if and only if x ∈ I(Sn) is such that 0ˆ(x) = 1ˆ(x). By
Lemma 6.6, this occurs if and only if x is 321-avoiding.
Using Corollary 5.13, we may show that the poset
(
A(x)−1,≺A
)
has some additional structure,
as Figure 2 suggests. To describe this, fix x ∈ I(Sn) and define
Lx = {a ∈ [n] : a ≤ x(a)} and Rx = {b ∈ [n] : x(b) < b}
so that [n] = Lx ⊔Rx, where we write ⊔ to denote disjoint union. Also let
Zx =
{
(a, a′) ∈ Lx × Lx : a > a
′
}
⊔
{
(b, b′) ∈ Rx ×Rx : b < b
′
}
.
Finally, for u ∈ Sn define invA(u;x) =
{
(p, q) ∈ Zx : u
−1(p) < u−1(q)
}
. We refer to invA(u;x) as
the A-inversion set of u, relative to x.
Example 6.12. If x = [6, 5, 4, 3, 2, 1] then for u = [5, 6, 1, 2, 4, 3] and v = [4, 5, 6, 1, 2, 3] we have
invA(u;x) = {(5, 6)} and invA(v;x) = {(4, 5), (5, 6), (4, 6)}. Note from Figure 2 that u 6≺A v.
Although containment of A-inversion sets does not imply that atoms are comparable in ≺A,
the converse implication does hold. Recall that if (P, <) is a poset, then one says that y ∈ P covers
x ∈ P when {u ∈ P : x ≤ u < y} = {x}.
Lemma 6.13. Let x ∈ I(Sn) and u, v ∈ A(x)
−1 and suppose u ≺A v. Then invA(u;x) ⊂
invA(v;x), and if v covers u then |invA(v;x)| = |invA(u;x)|+ 1.
Proof. Suppose u, v ∈ A(x)−1 are such that v covers u in ≺A. By definition, there exists i ∈ [n−2]
such that uj = vj for j /∈ {i, i+1, i+2} and such that [ui, ui+1, ui+2] = [c, a, b] and [vi, vi+1, vi+2] =
[b, c, a] for some a < b < c in [n]. We claim that a ∈ Lx and c ∈ Rx. This claim suffices to prove
the lemma since
• If a, b ∈ Lx and c ∈ Rw, then invA(v;x) = invA(u;x) ⊔ {(b, a)}.
• If a ∈ Lx and b, c ∈ Rw, then invA(v;x) = invA(u;x) ⊔ {(b, c)}.
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To proceed, we appeal to Corollary 5.13 and argue by contradiction. Define a′ = x(a) and c′ = x(c).
We cannot have a ∈ Rx and c ∈ Lx, since then (a
′, a), (c, c′) ∈ Cyc(x) and u−1(c) < u−1(a), which
contradicts Corollary 5.13(c) as a < c. Suppose instead that both a, c ∈ Lx. Then (a, a
′), (c, c′) ∈
Cyc(x) and it follows by Corollary 5.13(a) that
u−1(a′) < u−1(c) < u−1(a) and u−1(c′) < u−1(c) < u−1(a).
In this case, we cannot have a′ < c′ as this would again contradict Corollary 5.13(c), but if c′ < a′
then a < c ≤ c′ < a′ which contradicts Corollary 5.13(b). We conclude that c ∈ Rx. Suppose
finally that both a, c ∈ Rx. Then (a
′, a), (c′, c) ∈ Cyc(x) and by Corollary 5.13(a) we have
u−1(c) < u−1(a) < u−1(a′) and u−1(c) < u−1(a) < u−1(c′).
As in the previous case, one argues that a′ < c′ contradicts Corollary 5.13(c) while c′ < a′ contra-
dicts Corollary 5.13(b), so it must hold that a ∈ Lx and c ∈ Rx, which completes the proof.
A poset (P, <) is graded if there exists a function rank : P → N such that rank(y) = rank(x)+1
whenever y covers x. A poset if bounded if it has a greatest element and a least element.
Proposition 6.14. For each x ∈ I(Sn), the poset
(
A(x)−1,≺A
)
is graded and bounded.
Proof. This follows from Theorem 6.10 and Lemma 6.13, taking rank(u) = |invA(u;x)|.
We suspect that
(
A(x)−1,≺A
)
has even stronger properties than what is given in this proposi-
tion; e.g., examples suggest that the poset is always a lattice.
Remark. The inversion set of u ∈ Sn (in one formulation) is the set inv(u) = {(p, q) ∈ [n]× [n] :
p > q and u−1(p) < u−1(q)}. It is well-known that a permutation is uniquely determined by its
inversion set, and one can show (as a slightly involved exercise from Corollary 5.13) that if x ∈ I(Sn)
is fixed then each u ∈ A(x) is uniquely determined likewise by its A-inversion set relative to x.
6.2 Fixed-point-free variants
Fix n ∈ P and, as usual, let wFPF = s1s3s5 · · · s2n−1 ∈ S2n. Recall that for each x ∈ IFPF(S2n)
we define AFPF(x) = A(wFPF, x) and BFPF(x) = B(wFPF, x). There are analogous results about these
modified sets of atoms. To describe these, we will need to define some binary relations on integer
sequences of even length. We introduce some convenient notation for this. Suppose ∼ is such a
relation. If j ∈ N and X1,X2, . . . ,X2j and Y1, Y2, . . . , Y2j are any numbers, then we write
[ : : : X1,X2, . . . ,X2j : : : ] ∼ [ : : : Y1, Y2, . . . , Y2j : : : ]
to mean that [α1, . . . , α2i,X1,X2, . . . ,X2j , β1, . . . , β2k] ∼ [α1, . . . , α2i, Y1, Y2, . . . , Y2j , β1, . . . , β2k]
holds for all even-length sequences [α1, . . . , α2i] and [β1, . . . , β2k]. Here, the doubled dots in the
symbol : : : are meant to indicate that the ellipsis masks an even number of elements.
Definition 6.15. Define ∼BFPF as the transitive and symmetric closure of the relation on 2n-element
integer sequences with [ : : : a, b : : : ] ∼BFPF [ : : : b, a : : : ] for all a, b and with
[ : : : a, d, b, c : : : ] ∼BFPF [ : : : b, c, a, d : : : ] ∼BFPF [ : : : b, d, a, c : : : ] ∼BFPF [ : : : c, d, a, b : : : ]
for all a, b, c, d with a ≤ b ≤ c ≤ d.
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Example 6.16. One checks that [1, 5, 4, 6, 2, 3] ∼BFPF [1, 5, 3, 6, 2, 4] ∼BFPF [1, 5, 2, 6, 3, 4] ∼BFPF
[1, 5, 3, 4, 2, 6] ∼BFPF [3, 4, 1, 5, 2, 6] ∼BFPF [3, 5, 1, 4, 2, 6] ∼BFPF [4, 5, 1, 3, 2, 6]. The full equivalence
class under ∼BFPF of these elements has size 56; one reaches the remaining elements by applying
equivalences of the form [ : : : a, b : : : ] ∼BFPF [ : : : b, a : : : ] to the elements listed.
Given I = [i1, i2, . . . , ik] ⊂ [n] and w ∈ Sn, set w(I) = [wi1 , wi2 , . . . , wik ].
Lemma 6.17. Fix t, u, v, w ∈ S2n and i ∈ [n − 1]. Let I = [2i − 1, 2i, 2i + 1, 2i + 2] and suppose
tj = uj = vj = wj for all j /∈ I. The following are then equivalent:
(a) It holds that t(I) = [a, d, b, c] and u(I) = [b, c, a, d] and v(I) = [b, d, a, c] and w(I) = [c, d, a, b]
for some a, b, c, d ∈ [2n] with a < b < c < d.
(b) There exists z ∈ S2n with ℓ(t) = ℓ(u) = ℓ(z)+ 2 and ℓ(v) = ℓ(z) + 3 and ℓ(w) = ℓ(z)+ 4 such
that t = zs2i+1s2i and u = zs2i−1s2i and v = zs2i−1s2i+1s2i and w = zs2is2i−1s2i+1s2i.
Proof. The proof is similar to that of Lemma 6.3; we leave the details to the reader.
We have this analogue of Theorem 6.4.
Theorem 6.18. The sets BFPF(x)
−1 =
{
u−1 : u ∈ BFPF(x)
}
for x ∈ IFPF(S2n) are the distinct
equivalence classes in S2n under the relation ∼BFPF .
Remark. Despite the similarities between Theorems 6.4 and 6.18, we do not know of any place
in the literature where the equivalence relation ∼BFPF has been previously studied. The quo-
tient of the submonoid of even-length sequences in F (Z) by this relation may give an inter-
esting analogue of the Chinese monoid. We were led to connect ∼B to [6, 7, 18, 20] by ob-
serving that the numbers (|B(w0)|)n=0,1,2,... = (1, 1, 1, 3, 7, 35, 135, 945, 5193, . . .) with w0 =
[n, n− 1, . . . , 2, 1] ∈ Sn coincide with sequence [28, A212417]. By contrast, there seems to be no se-
quence currently in [28] which contains (|BFPF(w0)|)n=0,2,4,... = (1, 2, 16, 320, 12448, 809792, . . .)
or (2−
n
2 |BFPF(w0)|)n=0,2,4,... = (1, 1, 4, 40, 778, 25306, . . .) as a subsequence.
Proof. Our proof is similar to that of Theorem 6.4, except that we must substitute our reference
to [20] with a direct argument. Let wFPF = s1s3s5 · · · s2n−1. Note that if µ, ν ∈ S2n are such that
ν = µs2j−1 for some j ∈ [n], then wFPF ◦ˆ µ
−1 = wFPF ◦ˆ ν
−1 (with ◦ˆ as in (1.2)) since wFPF ◦ˆ s2j−1 =
wFPF. In turn, if t, u, v, w ∈ S2n and i ∈ [n − 1] satisfy the hypotheses of Lemma 6.17 and have
the equivalent properties described by that result, then it is straightforward using Lemma 6.17(b)
to check that wFPF ◦ˆ t
−1 = wFPF ◦ˆ u
−1 = wFPF ◦ˆ v
−1 = wFPF ◦ˆ w
−1. Since ∼BFPF is generated by
equivalences of the form µ ∼BFPF ν and t ∼BFPF u ∼BFPF v ∼BFPF w, we deduce that each equivalence
class in S2n under ∼BFPF is contained in a set BFPF(θ)
−1 for some θ ∈ IFPF(S2n)
Fix θ ∈ IFPF(S2n). It is a simple exercise using Proposition 2.1 to show that BFPF(θ) is always
nonempty, and consequently the first paragraph shows that BFPF(θ)
−1 is the disjoint union of some
positive number of equivalence classes in S2n under ∼BFPF . To prove that this set is exactly one
equivalence class, it is enough to show that the total number of equivalence classes in S2n under
∼BFPF is at most |IFPF(S2n)|. We do this by showing that each u ∈ S2n satisfies u ∼BFPF w for some
permutation w ∈ S2n with w2i−1 < w2i for all i ∈ [n] and w2 < w4 < w6 < · · · < w2n; the set of such
permutations w is in bijection with IFPF(S2n) via the map w 7→ (w1, w2)(w3, w4) · · · (w2n−1, w2n).
This follows as a simple exercise by induction: one checks by successively applying the relations
generating ∼BFPF that an arbitrary permutation u ∈ S2n satisfies u ∼BFPF u
′ for some u′ ∈ S2n with
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u′2n = 2n; by induction the truncation u
′′ = [u′1, u
′
2, . . . , u
′
2n−2] satisfies u
′′ ∼BFPF w
′ for some se-
quence w′ = [w′1, w
′
2, . . . , w
′
2n−2] obtained by permuting the entries of u
′′ and satisfying both w′2i−1 <
w′2i for all i and w
′
2 < w
′
4 < · · · < w
′
2n−2; and the concatenation w = [w
′
1, w
′
2, . . . , w
′
2n−2, u
′
2n−1, u
′
2n]
is then a permutation of the desired form with u ∼BFPF w.
We may also define a fixed-point-free version of the partial order ≺A.
Definition 6.19. Define ≺AFPF as the transitive closure of the relation on 2n-element integer se-
quences with [ : : : a, d, b, c : : : ] ≺AFPF [ : : : b, c, a, d : : : ] when a ≤ b ≤ c ≤ d.
As with ≺A, it follows that the relation ≺AFPF is a partial order since it is a transitive subrelation
of lexicographic order. Figure 3 shows an interval in this order; as a visual aid, we write ab|cd| · · ·
in place of [a, b, c, d, . . . ] in this picture.
15|36|07|48|29
15|36|07|29|48 15|07|36|48|29
15|07|36|29|48 07|15|36|48|29
15|07|29|36|48 07|15|36|29|48
07|15|29|36|48
Figure 3: Hasse diagram of an interval in ≺AFPF
To describe the properties of the order ≺AFPF we require some notation similar to that in the
previous section. For x ∈ IFPF(S2n), let {(ai, bi)}i∈[n] and {(ci, di)}i∈[n] be as in (6.1), but replacing
(k, n) by (n, 2n), and define 0ˆFPF(x) and 1ˆFPF(x) as the permutations given in one-line notation by
0ˆFPF(x) = [a1, b1, a2, b2, . . . , an, bn] and 1ˆFPF(x) = [c1, d1, c2, d2, . . . , cn, dn].
Observe that 0ˆFPF(x) = 0ˆ(x) · wFPF and 1ˆFPF(x) = 1ˆ(x) · wFPF where wFPF = s1s3s5 · · · s2n−1.
Example 6.20. For x = (1, 8)(2, 3)(4, 6)(5, 7) ∈ IFPF(S8) we have 0ˆFPF(x) = [1, 8, 2, 3, 4, 6, 5, 7] and
1ˆFPF(x) = [2, 3, 4, 6, 5, 7, 1, 8].
The following result is similar to Lemma 6.9. There is also an obvious “fixed-point-free” version
of Lemma 6.8, but we omit its statement since we will not require it in what follows.
Lemma 6.21. Let x ∈ IFPF(S2n) and u ∈ S2n with u
−1 ∈ AFPF(x). If u 6= 0ˆFPF(x) (respectively, if
u 6= 1ˆFPF(x)) then u is not minimal (respectively, maximal) in the order ≺AFPF .
Proof. Assume u 6= 0ˆFPF(x) and write wFPF = s1s3s5 · · · s2n−1. Then uwFPF 6= 0ˆ(x), so since
(uwFPF)
−1 = wFPFu
−1 ∈ A(x) by definition, it follows by Lemma 6.9(a) that uwFPF has a con-
secutive subsequence of the form [b, c, a] for some a < b < c in [2n]. Since si ∈ DesR(uwFPF)
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whenever i is odd by Lemma 2.7 and the exchange principle, this consecutive subsequence must
begin at an even index and so we deduce that u has the form [ : : : b, i, a, c : : : ] for some i ∈ [2n].
If i < b or i > c then one easily constructs v ∈ S2n with u ∼BFPF v < u, contradicting via Theorem
6.18 our assumption that u−1 ∈ AFPF(x). Therefore we must have a < b < i < c, so u is not
minimal with respect to ≺AFPF . This proves the first claim, and the second one follows by a similar
argument, now appealing to Lemma 6.9(b)
We now prove the main result about the partial order ≺AFPF and its relation to AFPF(x).
Theorem 6.22. Let x ∈ IFPF(S2n). Then
AFPF(x)
−1 =
{
u ∈ S2n : 0ˆFPF(x) AFPF u
}
=
{
u ∈ S2n : u AFPF 1ˆFPF(x)
}
.
Proof. The proof is the same as that of Theorem 6.10; one just replaces 0ˆ(x) / 1ˆ(x) / A(x) / ≺A
by 0ˆFPF(x) / 1ˆFPF(x) / AFPF(x) / ≺AFPF and refers to Corollary 5.15, Theorem 6.18, and Lemmas
6.17 and 6.21 in place of Corollary 5.13, Theorem 6.4, and Lemmas 6.3 and 6.9.
The theorem implies AFPF(x)
−1 =
{
u ∈ S2n : 0ˆFPF(x) AFPF u AFPF 1ˆFPF(x)
}
for x ∈ IFPF(S2n),
from which we derive the following analogues of Corollary 6.11 and Proposition 6.14.
Corollary 6.23. If x ∈ IFPF(S2n) then |AFPF(x)| = 1 if and only if x is 321-avoiding.
Proof. As with Corollary 6.11, the result is clear from Lemma 6.6 given Theorem 6.22.
Proposition 6.24. Let x ∈ IFPF(S2n). The poset
(
AFPF(x)
−1,≺AFPF
)
is isomorphic to a lower
interval in the right weak order on Sn, and consequently is a graded lattice.
Proof. List the elements of Cyc2n(x) as (a1, b1), (a2, b2), . . . , (an, bn) such that a1 < a2 < · · · < an.
Define φ : Cyc2n(x)→ [n] by setting φ(ai, bi) = i and for u ∈ AFPF(x)
−1 let
Φ(u) = [φ(u1, u2), φ(u3, u4), . . . , φ(u2n−1, u2n)] ∈ Sn.
Since u−1 ∈ AFPF(x) implies (u2i−1, u2u) ∈ Cyc2n(x) for all i ∈ [n] by Corollary 5.15(a), it follows
that Φ is a well-defined and injective map AFPF(x)
−1 → Sn.
We claim that Φ is a poset isomorphism from AFPF(x)
−1 to a lower interval in the right weak
order ≤R on Sn. It is clear that if v covers u in ≺AFPF then Φ(u) <R Φ(v). Suppose conversely
that v′ = Φ(v) for some v ∈ AFPF(x)
−1 and that v′ covers u′ ∈ Sn in <R. To prove our claim,
it suffices to check that u′ = Φ(u) for some u ∈ AFPF(x)
−1 with u ≺AFPF v. To this end, let
i ∈ [n − 1] be the unique index such that v′i > v
′
i+1 and u
′ = v′si, and define a, b, c, d ∈ [2n]
such that [v2i−1, v2i, v2i+1, v2i+2] = [b, c, a, d]. It is enough to check that a < b < c < d. Since
φ(b, c) = v′i > v
′
i+1 = φ(a, d), we must have a < b, and since both (a, d) and (b, c) belong to
Cyc2n(x) by Corollary 5.15(a), it holds that a < d and b < c. We cannot have a < b < d < c or
a < d < b < c since if either inequality holds then Lemma 6.17 implies that there exists w ∈ S2n
with v ∼BFPF w but ℓ(w) < ℓ(v), contradicting via Theorem 6.18 the fact that v
−1 ∈ AFPF(x). Hence
it must hold that a < b < c < d, as desired. We conclude that
(
AFPF(x)
−1,≺AFPF
)
is a graded lattice
by well-known properties of the right weak order on a Coxeter group; see [2, Corollary 3.2.2].
One can check that if w = [w1, w2, . . . , wn] ∈ Sn is any permutation, then the interval bounded
above by w in (Sn,≤R) is isomorphic via the map Φ in the preceding proof to
(
AFPF(y)
−1,≺AFPF
)
for the fixed-point-free involution y = (w1, n+ 1)(w2, n+ 2) · · · (wn, 2n).
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7 Braid relations for involution words
It is a special case of Matsumoto’s theorem (see Theorem 7.4) that the set of reduced words R(w)
for each w ∈ Sn is an equivalence class under the relation generated by equivalences of the form
(. . . , si, si+1, si, . . . ) ∼ (. . . , si+1, si, si+1, . . . ) and (. . . , si, sj, . . . ) ∼ (. . . , sj , si, . . . ) for i ∈ [n − 2]
and j ∈ [n− 1] with |i− j| > 1. Refer to these as the braid relations for Sn.
As noted in the introduction, there is an appealing version of this fact for involution words in
type A, first noted in recent work of Hu and Zhang [11, Theorem 3.1]. Their proof of the following
theorem derives from an intricate, direct argument, but one can also obtain this statement as an
easy corollary of our results.
Theorem 7.1 (Hu and Zhang [11]). Let x ∈ I(Sn). Then Rˆ(x) is an equivalence class under
the relation generated by the equivalences of the form (si, si+1, . . . ) ∼ (si+1, si, . . . ) for i ∈ [n − 2]
together with the braid relations for Sn.
Proof. By Matsumoto’s theorem and Lemma 6.3, the union of the sets R(w) over the permutations
w in any interval in (Sn,A) is spanned and preserved by the relations (. . . , si, si+1) ∼ (. . . , si+1, si)
for i ∈ [n− 2] together with the braid relations. The result now follows from Theorem 6.10.
There is a nice version of this theorem for fixed-point-free involutions, which does not seem to
have been previously observed in the literature.
Theorem 7.2. Let x ∈ IFPF(S2n). Then RˆFPF(x) is an equivalence class under the relation gener-
ated by the equivalences of the form (s2i, s2i−1, . . . ) ∼ (s2i, s2i+1, . . . ) for i ∈ [n − 1] together with
the braid relations for S2n.
Proof. The result follows from Lemma 6.17 and Theorem 6.22 exactly as in the previous proof.
The goal of the rest of this section is to investigate the extent to which these results generalize to
arbitrary Coxeter groups. We will find that the situation in type A is quite special: in the generic
case, one has to include many additional “prefix-dependent” relations to define an equivalence
which spans and preserves Rˆ∗(x).
For the duration of this section we fix an arbitrary twisted Coxeter system (W,S, ∗). Recall
that F (S) denotes the set of all finite sequences of elements of S. Given s, t ∈ S, we write m(s, t)
for the order of st in W . We first review the general statement of Matsumoto’s theorem.
Definition 7.3. Define ∼W as the transitive closure of the relation on F (S) with
(a1, . . . , aj , s, t, s, t, . . .︸ ︷︷ ︸
m terms
, b1, . . . , bk) ∼W (a1, . . . , aj , t, s, t, s, . . .︸ ︷︷ ︸
m terms
, b1, . . . , bk) (7.1)
whenever s, t, ai, bi ∈ S and m = m(s, t).
We refer to the relations (7.1) generating ∼W in this definition as the braid relations for W .
Theorem 7.4 (See [9]). If w ∈W then R(w) is an equivalence class in F (S) under ∼W .
For a proof of this result, see, for example, [9, Theorem 1.2.2]. The proof in [9] depends on the
following basic lemma (given as [9, Lemma 1.2.1]), which will be of use later. Recall that we write
WJ for the parabolic subgroup generated by J ⊂ S, and that y < w implies ℓ(y) < ℓ(w).
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Lemma 7.5 (See [9]). Let w ∈ W and s, t ∈ S. When m(s, t) < ∞, let ∆ denote the longest
element of the dihedral subgroup W{s,t} = 〈s, t〉 and define x, y ∈W such that w = x∆ = ∆y.
(a) If ws < w and wt < w, then m(s, t) <∞ and ℓ(w) = ℓ(x) + ℓ(∆).
(b) If sw < w and tw < w, then m(s, t) <∞ and ℓ(w) = ℓ(∆) + ℓ(y).
To state an analogue of Theorem 7.4 for involution words, we require some new notation. Fix
s, t ∈ S with m(s, t) <∞ and, as in the lemma, let ∆ be the longest element of W{s,t} so that
∆ = stst · · · = tsts · · · where both products have m(s, t) factors. (7.2)
Note that if θ is a permutation of J = {s, t}, then θ extends uniquely to a diagram automorphism of
the Coxeter system (WJ , J), which we denote by the same symbol. In this case ∆ = ∆
−1 = θ(∆), so
the set Rˆθ(∆) as well as the length ℓˆθ(∆) (which is the length of any word in Rˆθ(∆)) is well-defined.
Definition 7.6. Let s, t, and ∆ be as above. Given an arbitrary map θ :W →W , define
m(s, t; θ)
def
=
{
ℓˆθ(∆) if θ({s, t}) = {s, t}
ℓ(∆) if θ({s, t}) 6= {s, t}.
Note that m(s, t; θ) ≤ m(s, t) since one always has ℓˆ∗(x) ≤ ℓ(x). We may express m(s, t; θ)
solely in terms of m(s, t) and the action of θ on {s, t} in the following way.
Proposition 7.7. Let s, t ∈ S with m(s, t) <∞. Then
m(s, t; θ) =

1
2m(s, t) +
1
2 if m(s, t) is odd and θ({s, t}) = {s, t}
1
2m(s, t) + 1 if m(s, t) is even and θ(s) = s and θ(t) = t
1
2m(s, t) if m(s, t) is even and θ(s) = t and θ(t) = s
m(s, t) if θ({s, t}) 6= {s, t}.
Proof. The formula here derives from a straightforward calculation which we leave to the reader.
Let a = (a1, . . . , aj) ∈ F (S) and recall from (4.1) that δˆ∗(a) = 1 ◦ˆ∗ a1 ◦ˆ∗ . . . ◦ˆ∗ aj ∈ I∗. In the
definition which follows, we write θa ∈ Aut(W ) for the automorphism θa : g 7→ (ugu
−1)∗ where
u = δˆ∗(a). For involution words, we have these analogues of Definition 7.3 and Theorem 7.4:
Definition 7.8. Define ∼I∗ as the transitive closure of the relation on F (S) with
(a1, . . . , aj , s, t, s, t, . . .︸ ︷︷ ︸
m terms
, b1, . . . , bk) ∼I∗ (a1, . . . , aj , t, s, t, s, . . .︸ ︷︷ ︸
m terms
, b1, . . . , bk) (7.3)
whenever s, t, ai, bi ∈ S and m = m(s, t; θa) for a = (a1, . . . , aj).
Theorem 7.9. If w ∈ I∗ then Rˆ∗(w) is an equivalence class in F (S) under ∼I∗ .
Before proving the theorem, it is helpful to discuss the definition of ∼I∗ in more concrete detail.
For this purpose, call the relations (7.3) generating ∼I∗ the involution braid relations of W relative
to ∗. We note the following corollary.
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Corollary 7.10. Any braid relation between two involution words is an involution braid relation.
Proof. Let x and y be the two sides of (7.1) and assume both are involution words. The only way
that the braid relation x ∼W y can fail to be an involution braid relation is if m(s, t; θa) < m(s, t)
where a = (a1, . . . , aj). But in this case we would have x ∼I∗ z where z is a word with two equal
adjacent letters and therefore not an involution word, contradicting Theorem 7.9.
Thus, when restricted to involution words, the involution braid relations for W consist of the
usual braid relations together with certain “truncated braid relations” whose size depends on a
prefix a. The involution braid relations which are not braid relations in the ordinary sense include,
for example, all relations of the form
( s, t, s, t, . . .︸ ︷︷ ︸
m(s,t;∗) terms
, b1, . . . , bk) ∼I∗ ( t, s, t, s, . . .︸ ︷︷ ︸
m(s,t;∗) terms
, b1, . . . , bk) (7.4)
for s, t, bi ∈ S; these are the truncated braid relations induced by the empty prefix a = ∅.
Remarks. The situation for Coxeter groups of type A is instructive.
• WhenW = Sn and ∗ = id, Theorem 7.1 asserts that the relations (7.4) plus the ordinary braid
relations generate ∼I∗ . This is surprising, as Sn has many other involution braid relations:
for example, (si1 , si2 , . . . , sil , sj) ∼I∗ (si1 , si2 , . . . , sil , sk) is an involution braid relation for Sn
relative to ∗ = id whenever (si1 , si2 , . . . , sil) is an involution word for a permutation with
cycles (j, k) and (j + 1, k + 1) where |j − k| > 1.
• When W = Sn and ∗ is the nontrivial diagram automorphism, the involution braid relations
of the form (7.4) are given by{
(si, . . . ) ∼I∗ (sn−i, . . . ) for i ∈ [n− 1] with n 6= 2i+ 1
(si, si+1, . . . ) ∼I∗ (si+1, si, . . . ) when n = 2i+ 1.
In contrast to the untwisted case, these relations plus the ordinary braid relations do not
always span the sets Rˆ∗(x), as one can check by considering the longest permutation in S4.
Even when ∗ = id (e.g., when (W,S) is of type B), the relations (7.4) can fail to span Rˆ(x).
Proof of Theorem 7.9. The proof consists of two steps. First, we will show that if x ∈ Rˆ∗(z) for
some z ∈ I∗ and y ∈ F (S) is such that x ∼I∗ y, then y ∈ Rˆ∗(z). We will then show that if
x,y ∈ Rˆ∗(z), then x ∼I∗ y.
For the first step, it suffices to take x and y to be the left and right sides of (7.3), respectively,
and show that if x is an involution word, then y is also. Let u = δˆ∗(a) and write θ = θa for the
map g 7→ (ugu−1)∗. Since x and y have the same length, it is enough to check that both words
have the same image under the map δˆ∗ : F (S) → I∗. For this, we may assume without loss of
generality that k = 0 in (7.3). After this reduction it is straightforward, using the usual braid
relations and the fact that if θ permutes {s, t} then us = θ(s)∗u and ut = θ(t)∗u, to check that
indeed δˆ∗(x) = δˆ∗(y) ∈ {∆
∗u∆,∆∗us∆,∆∗ut∆, x∆} where ∆ is the longest element of W{s,t}.
For the second step of the proof, we proceed by induction. Suppose x = (s1, . . . , sk) and
y = (t1, . . . , tk) are two involution words for some z ∈ I∗. If k = 0, then x = y so x ∼I∗ y. Assume
k > 0 and that Rˆ∗(v) is an equivalence class under ∼I∗ whenever v ∈ I∗ has ℓˆ∗(v) < k = ℓˆ∗(z).
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If sk = tk then our hypothesis implies (s1, . . . , sk−1) ∼I∗ (t1, . . . , tk−1) in which case it is clear by
definition that x ∼I∗ y. Let s = sk and t = tk and assume s 6= t. Then both s, t ∈ DesR(z), so by
Lemma 7.5(a) we have m(s, t) < ∞, and if ∆ is the longest element of W{s,t} as in (7.2), then we
can write z = w∆ for w ∈W with ℓ(z) = ℓ(w) + ℓ(∆). There are four cases to consider according
to whether s∗ and t∗ are left descents of x. In each case we deduce that x ∼I∗ y as follows:
• Suppose s∗w < w and t∗w < w. By Lemma 7.5(b), we can write w = ∆∗v for v ∈ W with
ℓ(w) = ℓ(∆∗) + ℓ(v). Thus z = ∆∗v∆ and ℓ(z) = ℓ(∆∗) + ℓ(v) + ℓ(∆). Since ∆ = ∆−1, it
follows that v ∈ I∗ and if (r1, . . . , rj) ∈ Rˆ∗(y) then both
(r1, . . . , rj , . . . , t, s, t, s︸ ︷︷ ︸
m(s,t) terms
) and (r1, . . . , rj , . . . , s, t, s, t︸ ︷︷ ︸
m(s,t) terms
)
are involution words for z. These words are equivalent under ∼I∗ by definition, as we have
m(s, t) = m(s, t; θ) since otherwise the involution words would not be reduced. On the other
hand, the left word is equivalent to x and the right to y by induction, since their respective
last elements coincide. We conclude by transitivity that x ∼I∗ y.
• Suppose s∗w > w and t∗w > w. Since zs < z and z∗ = z−1, we have s∗z < z. As
s∗w 6< w, it follows by the exchange principle that s∗w ∈ {ws,wt}. By identical reasoning,
we must have t∗w ∈ {ws,wt}, so if θ ∈ Aut(W ) is the map g 7→ (wgw−1)∗ then θ permutes
the set {s, t}. Therefore θ(∆) = ∆, so since z∗ = w∗∆∗ = ∆w−1 = z−1 we deduce that
∆ = θ(∆) = (w∆w−1)∗ = ∆(w∗w)−1. Thus w ∈ I∗. Now, if (r1, . . . , rj) ∈ Rˆ∗(w), then since
ws = θ(s)∗w and wt = θ(t)∗w, both
(r1, . . . , rj , . . . , t, s, t, s︸ ︷︷ ︸
m(s,t;θ) terms
) and (r1, . . . , rj , . . . , s, t, s, t︸ ︷︷ ︸
m(s,t;θ) terms
)
are involution words for z. These two words are equivalent under ∼I∗ , and the left word is
equivalent to x and the right to y by induction. We again conclude that x ∼I∗ y.
• Suppose s∗w < w and t∗w > w. As in the previous case, it follows that t∗w = wr for some
r ∈ {s, t}, and so we have s∗(t∗w) = (s∗w)r < wr = t∗w and t∗(t∗w) = w < t∗w. By Lemma
7.5(b), therefore, we can write w = (t∆)∗v for v ∈ W with ℓ(w) = ℓ((t∆)∗) + ℓ(v). Thus
z = (t∆)∗v∆ and ℓ(z) = ℓ((t∆)∗) + ℓ(v) + ℓ(∆). Let u = s if m(s, t) is odd and let u = t if
m(s, t) is even. Since t∗w = wr it follows that u∗v = vr and since z∗ = z−1 it follows that
uv∗ = v−1u∗. From these identities we deduce that vr ∈ I∗. This implies in turn that r = v,
since otherwise the identity
z = (t∆)∗(vr)(r∆) = (z∗)−1 = (∆r)∗(vr)(∆t) = (∆ru)∗v(∆t)
leads to the contradiction ℓ(z) = 2m(s, t)−1+ℓ(v) ≤ ℓ(∆ru)+ℓ(v)+ℓ(∆t) = 2m(s, t)−3+ℓ(v).
Thus r∗v = u∗v = vr, so v ∈ I∗; moreover, if (r1, . . . , rj) ∈ Rˆ∗(v) then both
(r1, . . . , rj , . . . , t, s, t, s︸ ︷︷ ︸
m(s,t) terms
) and (r1, . . . , rj , . . . , s, t, s, t︸ ︷︷ ︸
m(s,t) terms
)
are involution words for z. As in the previous cases, these words are equivalent to each other
by definition and to x and y respectively by induction, so x ∼I∗ y.
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• If s∗w > w and t∗w < w, then one shows that x ∼I∗ y by the same argument as in the
previous case, with the roles of s and t interchanged.
We conclude from this case analysis that ∼I∗ spans Rˆ(z), which completes the proof.
We give one application of Theorem 7.9 to conclude this section. An element w ∈ W is fully
commutative if in every reduced word (s1, s2, . . . , sk) ∈ R(w), there are no indices 0 ≤ i ≤ k −m
such that (si+1, . . . , si+m) = (s, t, s, t, . . . ) for some s, t ∈ S with m(s, t) = m > 2. Thus, an element
is fully commutative if and only if any of its reduced words can be obtained from any other by
successively switching pairs of adjacent commuting generators. Stembridge [30] first introduced this
terminology, though some notable results about fully commutative elements appear earlier in the
literature. Billey, Jockusch, and Stanley [1, Theorem 2.1] classified the fully commutative element
in the symmetric group: these are precisely the permutations which are 321-avoiding. Combining
this fact with Corollary 6.11 gives the following:
Corollary 7.11. If x ∈ I(Sn) then |A(x)| = 1 if and only if x is fully commutative.
This statement does not generalize to arbitrary Coxeter groups: outside of type A, it can occur
that |A∗(x)| = 1 without x ∈ I∗ being fully commutative. One direction of the corollary does
(nearly) hold in general, however, as we show in the next proposition.
Proposition 7.12. Assume m(s, s∗) 6= 2 for all s ∈ S. If x ∈ I∗ is fully commutative, then there
exists a fully commutative element w ∈W such that Rˆ∗(x) = R(w) and A∗(x) = {w}.
Remark. Note that one has m(s, s∗) 6= 2 for all s ∈ S, for example, whenever ∗ = id is the identity
automorphism. The result is false without this assumption, for if s ∈ S is such that ss∗ = s∗s 6= 1
then ss∗ ∈ I∗ is fully commutative but A∗(ss
∗) = {s, s∗}.
Proof. We denote the concatenation of two words u,v ∈ F (S) by uv. Fix x ∈ I∗. Suppose
|A∗(x)| > 1; we will show that x is not fully commutative. By Theorems 7.4 and 7.9, x must have
an involution word of the form abc where a,b, c ∈ F (S) are such that
(i) a ∈ Rˆ∗(u) for some twisted involution u ∈ I∗.
(ii) b is an m-element sequence of the form (s, t, s, . . . ), where s, t ∈ S are distinct simple gener-
ators such that θa({s, t}) = {s, t} and m = m(s, t; θa) < m(s, t) <∞.
Let v = δˆ∗(ab) with δˆ∗ given as in (4.1); note that δˆ∗(a) = u, that θa in (ii) is the map g 7→ (ugu
−1)∗,
and that by definition v ≤T,∗ x. It suffices to show that v is not fully commutative, since the set
of fully commutative elements in W is a lower set under both the left and right weak orders [30,
Proposition 2.4], and hence also under ≤T,∗.
To this end, let ∆ denote the longest element of W{s,t} and note that since θa({s, t}) = {s, t}
and ab ∈ Rˆ∗(v) by construction, we have
v = u ◦ˆ∗ s ◦ˆ∗ t ◦ˆ∗ s ◦ˆ∗ · · ·︸ ︷︷ ︸
m(s,t;θa) terms
= u∆ and ℓ(v) = ℓ(u) + ℓ(∆).
If m(s, t) = ℓ(∆) > 2 then v is evidently not fully commutative, so assume m(s, t) = 2. Since
0 < m(s, t; θa) < m(s, t) by hypothesis, we must have m(s, t; θa) = 1, so it follows by Proposition
7.7 that θa is the nontrivial permutation of {s, t}, and therefore ℓ(v) = ℓ(u) + 2 and v = ust =
s∗us = t∗ut. But in any reduced word of a fully commutative element, a fixed generator must
appear the same number of times, so v = ust = s∗us can only be fully commutative if s∗ = t. As
s∗ 6= t since m(s, s∗) 6= 2 = m(s, t), we deduce that v is not fully commutative, as required.
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