Abstract. In the representation theory of selfinjective artin algebras an important role is played by selfinjective algebras of the form B/G where B is the repetitive algebra of an artin algebra B and G is an admissible group of automorphisms of B. If B is of finite global dimension, then the stable module category mod B of finitely generated B-modules is equivalent to the derived category D b (mod B) of bounded complexes of finitely generated B-modules. For a selfinjective artin algebra A, an ideal I and B = A/I, we establish a criterion for A to admit a Galois covering F : B → B/G = A with an infinite cyclic Galois group G. As an application we prove that all selfinjective artin algebras A whose Auslander-Reiten quiver Γ A has a non-periodic generalized standard translation subquiver closed under successors in Γ A are socle equivalent to the algebras B/G, where B is a representation-infinite tilted algebra and G is an infinite cyclic group of automorphisms of B.
Introduction
In the paper, by an algebra is meant a basic, connected, artin algebra (associative, with an identity) over a commutative artin ring K. For an algebra Λ we denote by mod Λ the category of finitely generated right Λ-modules and by D : mod Λ → mod Λ op the standard duality Hom K (−, E) where E is a minimal injective cogenerator in mod K. An algebra Λ is called selfinjective if Λ D(Λ) in mod Λ, that is, the projective Λ-modules are injective. If Λ is selfinjective, then the left and the right socle of Λ coincide, and we denote them by socΛ. Two selfinjective algebras Λ and R are said to be socle equivalent if the factor algebras Λ/socΛ and R/socR are isomorphic. Frequently, selfinjective algebras are socle equivalent to selfinjective algebras having triangular Galois coverings, and then we may reduce the study of such algebras and their representations to that for the corresponding algebras of finite global dimension. This is the case for all representation-finite selfinjective algebras over algebraically closed fields [6] , [19] and certain classes of tame representation-infinite selfinjective algebras [1] , [2] , [9] , [11] , [22] . An important class of selfinjective algebras is formed by the algebras of the form B/G where B is the repetitive algebra [15] (mod B) of bounded complexes over mod B [13] .
In the paper we are interested in the question of when a selfinjective algebra A is isomorphic (respectively, socle equivalent) to an algebra of the form B/G, where B is a factor algebra A/I of A by an ideal I, and G is an admissible infinite cyclic group of automorphisms of B. Our main results give sufficient conditions for a selfinjective algebra A to be of the above form. Moreover, we determine the structure of certain classes of selfinjective algebras whose Auslander-Reiten quiver has a prescribed form.
We shall now sketch the content of the paper. In Section 2 we fix notations and prove some preliminary results applied in the proofs of our main results. The main result proved in Section 3 is the following theorem. Let A be a basic and connected selfinjective artin algebra, I a (two-sided) ideal of A, B = A/I, and e a residual identity of B, that is, a minimal idempotent of A representing the identity of B. Denote by ν the Nakayama automorphism of A, and by e the sum of idempotents forming the ν-orbits of pairwise nonisomorphic primitive summands of the idempotent e. Assume that: (1) e(IeI) e = 0; (2) ν − (e)Ie and eIν(e) are injective cogenerators as a right eAe/eIe-module and a left eAe/eIe-module, respectively, and (3) the canonical algebra epimorphism eAe → eAe/eIe splits. Then eA e B/G for an admissible infinite cyclic group G of automorphisms of B. We also note that e = 1 if IeI = 0.
In the final two sections we derive some consequences of the above theorem and the main results proved in our paper [26] . In Section 4 we prove that if A is a basic, connected, selfinjective artin algebra, I an ideal of A, B = A/I, e a residual identity of B, and such that IeI = 0, Ie is an injective cogenerator in mod B, and the ordinary quiver Q B of B has no oriented cycles, then A is socle equivalent to B/G for some admissible infinite cyclic group G of automorphisms of B. Moreover, A B/G if K is an algebraically closed field. In Section 5, we prove that if A is a basic and connected selfinjective artin algebra whose Auslander-Reiten quiver Γ A contains a non-periodic generalized standard right stable full translation subquiver which is closed under successors in Γ A , then A is socle equivalent to an algebra of the form B/G, where B is a representation-infinite tilted algebra and G is an admissible infinite cyclic group of automorphisms of B. Moreover, if K is an algebraically closed field, then A is isomorphic to B/G.
For basic background concerning the representation theory applied here we refer to [3] , [20] , [23] , [29] .
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Preliminary results
Throughout the paper, A will denote a fixed basic and connected selfinjective artin algebra over a commutative artin ring K, and {e i | 1 ≤ i ≤ s} a (complete) set of primitive orthogonal idempotents of A such that 1 = e 1 + . . . + e s .
Let σ be an algebra automorphism of A. For a right A-module M , M σ denotes the right A-module obtained from M by changing the operation of A as follows: m · a = mσ(a) for each a ∈ A and m ∈ M . Similarly, for a left A-module N , σ N denotes the left A-module obtained from N by changing the operation of A as follows: a · m = σ(a)m for each a ∈ A and m ∈ M .
Let ν be the Nakayama automorphism of A with an A-bimodule isomorphism Θ r : A → ν D(A). Hence we have soc(e i A) top (ν(e i )A)(= ν(e i )A/ν(e i )(rad A)) as right A-modules for all i ∈ {1, . . . , s}. Since {ν(e i )A | 1 ≤ i ≤ s} is a set of representatives of indecomposable projective right A-modules, there is a permutation of {1, . . . , n}, denoted again by ν, such that ν(e i )A e ν(ei) A for all i ∈ {1, . . . , s}. Invoking the Krull-Schmidt theorem we may assume that ν(e i A) = ν(e i )A = e ν(i) A for all i ∈ {1, . . . , s}. Consider now the K-linear isomorphism ( )
Moreover, we have the following fact.
Lemma 2.1. The Nakayama automorphism ν coincides with the composite
From now on we assume that I is a (two-sided) ideal of A, B = A/I and e is an idempotent of A such that e + I is an identity of B. We may assume that e = e 1 + . . . + e t for some t ≤ s, and {e i | 1 ≤ i ≤ t} is the subset of {e i | 1 ≤ i ≤ s} consisting of all idempotents e i which are not in I. Then such an idempotent e is uniquely determined by I up to an inner automorphism of A, and we call it a residual identity of B. Note that B eAe/eIe and 1 − e ∈ I. An idempotent e is called a summand of an idempotent f , and we write e < f, if e f = f e = e , and is said to be primitive if the right ideal e A generated by e is indecomposable. The residue class e + I of e in B = A/I will also be denoted by e . The ν-orbit idempotent of e, denoted by e, is the sum of all e i of the form e i = e ν m (j) , for some 1 ≤ j ≤ t and an integer m.
Lemma 2.2.
The algebra eA e is selfinjective.
Proof. From definition of e we know that, for each idempotent e i with e i < e, soc(e i A) = soc(e i A) e is a simple socle of e i A e. Moreover, the socle of eA e, as a right eA e-module, is a direct sum of pairwise nonisomorphic simple modules. Then the top of the left eA e-module D( eA e) is a direct sum of pairwise nonisomorphic simple modules, and consequently we have an epimorphism eA e → D( eA e) of left eA e-modules. Since eA e and D( eA e) have the same length as K-modules, we get eA e D( eA e) as left eA e-modules, and then also as right eA e-modules. Therefore eA e is selfinjective.
The next lemma shows when e = 1.
Lemma 2.3.
Assume e j AeA e j = 0 for any e j < 1 − e. Then e = 1.
Proof. Suppose e = 1. Since A is connected, there exist j ∈ {1, . . . , s} and some integer m such that e j Ae ν −m (i) = 0 for some e i < e. Applying ν m we get e ν m (j) Ae i = 0. But soc(e ν m (j) Ae i A) top e ν m+1 (j) A. Thus e ν m (j) Ae i Ae ν m+1 (j) = 0, and hence e j Ae i A e j = 0. Since e i < e and e j < 1 − e, this contradicts our assumption. Proof. Clearly 1 − e ∈ I. Then IeI = 0 implies (1 − e)AeA(1 − e) = 0, and consequently e = 1 by Lemma 2.3.
The following lemma will be useful in our investigations. Proof. The implications (ii)⇒(iii) and (v)⇒(i) are obvious. For (i)⇒(ii), suppose that IeI e = 0. Then e(IeI) e = 0, as a left A-module, because e(soc A (IeI e)) = 0. Hence e(IeI) = 0. For (iv)⇒(v) observe that if ν − (e)IeI = 0, then (ν − (e)IeI)e = 0. Therefore, it remains to show that (iii) implies (iv). Assume e(IeI) e = 0. Since e < e and ν − (e) < e we then get ν − (e)IeIe = ν − (e)(IeI)e = 0. In order to prove the first claim it suffices to show that ( e − ν − (e))Ie = 0. Suppose that ( e − ν − (e))Ie = 0. Then ( e − ν − (e))IeA( e − e) = 0 because ν( e − ν − (e)) = e − e and soc(( e − ν − (e))IeA)( e − e) = 0. Since e − e ∈ I, this implies that ( e − ν − (e))IeI( e − e) = 0, which contradicts our assumption e(IeI) e = 0. This finishes the proof.
For a subset S of A, let l S (I) be the left annihilator {a ∈ S | aI = 0} of I in S and r S (I) the right annihilator {a ∈ S | Ia = 0} of I in S. Then r A l A (I) = I and l A r A (I) = I, and in particular we have l A (I) = 0 and r A (I) = 0. The following lemma proved in [26 In the next three lemmas we assume that the ideal I satisfies the following two conditions:
(1) e(IeI) e = 0. 
of A-bimodules such that, for the canonical epimorphism ρ : A → A/I = B, the following diagrams are commutative:
eIν(e) 
Moreover, the restrictions of Θ r and Θ l induce the following isomorphisms:
Proof. 
and the following diagram is commutative:
Proof. Let 1 ≤ i, j ≤ t and m ∈ Z. We know from Lemma 2.1 that
Hence
Applying ν m we then get
Galois coverings of selfinjective algebras
Recall that a K-category R is called locally bounded [5] if the following conditions are satisfied:
(a) distinct objects of R are not isomorphic; (b) the algebras R(x, x) are local; (c) for each object x of R, y∈R |R(x, y)| and y∈R |R(y, x)| are finite.
Here, for a K-module V , we denote by |V | its length over K. A functor F : R → Λ between two locally bounded K-categories R and Λ is called a covering functor if the induced maps
and
are isomorphisms for all objects x ∈ R and a ∈ Λ (see [5] , [12] ).
Let R be a locally bounded K-category and G a group of K-linear automorphisms of R. We assume that G acts freely on the objects of R, that is, gx = x for each object x of R and g = 1 in G. It follows from [12, Proposition 3.1] that the quotient R/G exists in the category of locally bounded K-categories and there is a canonical covering functor F : R → R/G. Moreover, F is universal with respect to the property F g = F for each g ∈ G, that is, each functor E : R → Λ which satisfies Eg = E for each g ∈ G admits a unique factorization E = HF . The objects of R/G are the orbits of G in the set of objects of R. A morphism f : a → b between two objects in R/G is a family f = ( y f x ) ∈ x,y R(x, y), where x, y range over a, b, respectively, and f satisfies the relation g( y f x ) = gy f gx for all g ∈ G and all x, y. The composition ef of f : a → b and e : b → c in R/G is defined by have the canonical covering functor F : R → R/G which assigns to each object x of R its G-orbit, and to a morphism ξ ∈ R(x, y) the family F ξ = ( hy F ξ gx ) g,h∈G such that hy F ξ gx = gξ if g = h and hy F ξ gx = 0 for g = h. Frequently, we are dealing with a K-linear functor E : R → Λ such that Eg = E for all g ∈ G. Such a functor induces an isomorphism R/G Λ if and only if E is surjective on the objects and G acts transitively on the fiber E −1 (a) of each object a of Λ. If this is the case, the functor E : R → Λ is called a Galois covering. Clearly, the above-defined functor F : R → R/G is a Galois covering. We refer to [5] , [12] for more details on covering functors.
We may consider the algebra A as a (locally bounded) K-category whose set of objects is the fixed set {e i | 1 ≤ i ≤ s} of primitive orthogonal idempotents, and the K-module of morphisms Hom A (e i , e j ) from e i to e j is equal e j Ae i . Then A op is the opposite K-category to A, and so Hom A op (e i , e j ) = e i Ae j for all 1 ≤ i, j ≤ s. Now let I be an ideal of A, B = A/I, and e = e 1 + . . . + e t , for some t ≤ s, a residual identity of B. Assume that I satisfies the conditions (1) and (2), introduced in Section 1, and the following condition:
(3) The canonical algebra homomorphism : eAe → eAe/eIe splits. We claim that there is a retraction ι of (an algebra homomorphism ι : eAe/eIe → eAe with ρι = 1 on eAe/eIe) such that ι(e i ) = e i for any 1 ≤ i ≤ t. Indeed, let ι 0 : eAe/eIe → eAe be a retraction of . Then e i + eIe = ι 0 (e i ) for any 1 ≤ i ≤ t. Since {ι 0 (e i ) | 1 ≤ i ≤ t} is a complete set of primitive orthogonal idempotents of eAe and (eIe) 2 = 0, by the imposed condition (1), we deduce from the Krull-Schmidt theorem that there is an invertible element u of eAe such that e i = u −1 ι 0 (e i )u for all 1 ≤ i ≤ t. Put ι(e i be j ) = u −1 ι 0 (e i be j )u for all 1 ≤ i, j ≤ t and b ∈ eAe/eIe. Then ι : eAe/eIe → eAe is an algebra homomorphism such that ι = 1 on eAe/eIe and ι(e i ) = e i for any 1 ≤ i ≤ t. Hence, under the above assumptions, we may assume that ι is a retraction of such that ι(e i ae j ) = e i ι(a)e j for all 1 ≤ i, j ≤ t and a = a + eIe ∈ eAe/eIe. Further, by the canonical algebra homomorphisms A → B → eAe/eIe, both B and eAe/eIe can be considered as A-algebras. Hence B and eAe/eIe are isomorphic A-algebras, and from now on we shall identify them. Moreover, we shall identify B with ι(B).
Consider now the repetitive algebra Applying the Nakayama automorphism ν of A to the idempotents e i , 1 ≤ i ≤ t, we may get an idempotent ν(e i ) = e ν(i) , with ν(i) > t, equivalently e ν(i) ∈ I, and hence e ν(i) is a zero element of B. Therefore, we introduce the convention that e n,i B = 0 = Be n,i for i > t and n ∈ Z. We may clearly consider B as a locally bounded K-category whose set of objects is equal {e m,i | i ≤ t, m ∈ Z} and Hom B (e n,i , e m,j ) = e m,j Be n,i for all 1 ≤ i, j ≤ t, m, n ∈ Z. The canonical shifting automorphism ν B : B → B with ν B (e m,i ) = e m+1,i for all m ∈ Z, 1 ≤ i ≤ t, is called the Nakayama automorphism of B. An automorphism ϕ of B is said to be positive (respectively, strictly positive) if for each object e m,i of B, there are an integer p ≥ m (respectively, p > m) and 1 ≤ j ≤ t such that ϕ(e m,i ) = e p,j . Hence, a positive automorphism of B is a shift of B in the same direction as ν B .
The main purpose of this section is to prove the following theorem and some its consequences. Then there is a Galois covering F : B → eA e with the Galois group G infinite cyclic generated by an automorphism ϕν B , where ϕ is a positive automorphism of B.
We divide the proof of the above theorem into several steps. First we define a functor F : B → eA e as follows: For each object e m,i of B we put F (e m,i ) = e ν m (i) . Then: F : Hom B (e m,i , e n,j ) → Hom eA e (F (e m,i ), F (e n,j )) = Hom eA e (e ν m (i) , e ν n (j) ) is defined as follows:
(c) F is zero for n = m and n = m − 1.
In the case when n = m − 1, we have used the isomorphism Θ r : A → ν D(A). But, by Lemma 2.9, the composition in (b) equals the composition
Using the fact that ι and ν are algebra homomorphisms and Θ r defines a right eAehomomorphism from D(B)e to ν − (e)Ie, it is easy to check that F defined above is a functor from B to eA e.
Lemma 3.2. F : B → eA e is a covering functor.
Proof. We have to show that for any 1 ≤ i, j ≤ t and m, n ∈ Z, the maps k∈Z Hom B (e m,i , e k,ν n−k (j) ) → Hom eA e (e ν m (i) , e ν n (j) ) and k∈Z Hom B (e k,ν m−k (i) , e n,j ) → Hom eA e (e ν m (i) , e ν n (j) ), induced by F , are isomorphisms. By definition of B we get
Moreover, we have the isomorphisms
where, in the case when ν n−m (j) > t, e ν n−m (j) Be i = 0, by our convention, and e ν n−m (j) Ie i = e ν n−m (j) Ae i by the fact that 1 − e ∈ I. This proves that the first map is an isomorphism. By making use of Θ l instead of Θ r in the considerations above, we prove similarly that the second map is also an isomorphism.
Our next aim is to define an infinite cyclic group G of automorphisms of B acting freely on the objects of B, and then to show that F : B → eA e is a Galois covering with the Galois group G.
For each 1 ≤ i ≤ t, we put
and define a map g : Z × {1, . . . , t} → Z × {1, . . . , t} by
Observe that g is a bijection, because the action of ν on the set {1, . . . , s} has finite order, and, for 1 ≤ i, j ≤ t, ν η(i) (i) = ν η(j) (j) implies i = j. This allows to define a bijection on the objects of B, denoted again by g, by g(e m,i ) = e g(m,i) for all (m, i) ∈ Z × {1, . . . , t}.
Lemma 3.3.
For each pair (m, i) ∈ Z × {1, . . . , t}, the cyclic group generated by g acts transitively on the fiber F −1 (e ν m (i) ).
Proof. Fix (m, i) ∈ Z × {1, . . . , t}. Then
It suffices to show that for any k, n ∈ Z with k < n and 1 ≤ ν n (i) ≤ t, there exists l ∈ Z such that g l (e m−k,ν k (i) ) = e m−n,ν n (i) . We define a sequence of integers
inductively
We shall now extend the bijection g on the objects of B to an automorphism of B such that F g = F . For this purpose, we prove several technical lemmas. Observe first that for (m, i), (n, j) ∈ Z × {1, . . . , t} we have by Lemma 3.2 the following isomorphisms: Proof. Note that for any k ∈ Z we have the composed epimorphism
and hence e ν k (j) Ae ν k (i) = 0, because e j Be i = 0 by our assumption. Consider first the case η(j) = 1. Clearly, e j Be i = 0 implies that e j Ie i is a proper subset of e j Ae i . Further, by Lemma 2.8, we have e ν(j) D(B)e i e j Ie i . Applying now ( * * ) for n = 1 we conclude that e ν(j) Be ν(i) = 0, and so η(i) = 1.
Assume now that η(j) > 1. Let m = η(i) and n = η(j). Since e ν n (j) Ae ν n (i) = 0, applying ( * * ), we get e ν n (j) Be ν n (i) = 0 or e ν n−1 (i) Be ν n (j) = 0. Hence η(i) ≤ η(j). Moreover, since e ν m (j) Ae ν m (i) = 0, applying ( * ), we deduce that e ν m (j) Be ν m (i) = 0 or e ν m (i) Be ν m+1 (j) = 0, and so η(j) ≤ η(i) + 1. Therefore, we get η(i) ≤ η(j) ≤ η(i) + 1, which proves our claim. Lemma 3.5. Assume 1 ≤ i, j ≤ t and η(i) = η(j) = n. Then
Proof. First we show the second equality. It follows from Lemma 2.9 that e i ν(I)e ν(j) = e i Ie ν(j) which is the second equality for n = 1. Suppose now n > 1. Then ν r (j) > t for 1 ≤ r ≤ n − 1, by definition of η(j). We then get e i Ae ν(j) = e i Ie ν(j) . Further, by Lemma 2.9, we have e ν n−1 (i) ν n−1 (I)e ν n (j) = e ν n−1 (i) ν n (I)e ν n (j) . Hence, e ν n−1 (i) ν n (I)e ν n (j) = e ν n−1 (i) Ae ν n (j) . On the other hand, ν n−1 (i) > t, because n = η(i), and so e ν n−1 (i) Ie ν n (j) = e ν n−1 (i) Ae ν n (j) . Consequently, e ν n−1 (i) ν n (I)e ν n (j) = e ν n−1 (i) Ie ν n (j) . Now, applying ν −n to the proved equality, we have e ν − (i) Ie j = e ν − (i) ν −n (I)e j . From Lemma 2.7 we have D(e j Be i ) = D(e j ν −n (B)e i ), and so applying D(ν n ) we get D(ν n (e j Be i )) = D(e ν n (j) Be ν n (i) ). Hence we obtain the first required equality.
Proof. Applying the isomorphisms from Lemma 2.7 as in the proof of Lemma 3.5, we deduce that the second required equality follows from the first one. Hence we have to prove only the first equality. Since η(j) > n, we have e ν n (j) ∈ I, and so e ν n (j) Ie ν n (i) = e ν n (j) Ae ν n (i) . Moreover, e ν(j) ∈ I because η(j) > 1. We claim that e j Ie i = 0. Indeed, suppose that e j Ie i = 0. Then soc(e j Ie i A)
top (e ν(j) A) as right A-modules, and hence e j Ie i Ae ν(j) = 0. But this implies e(IeI) e = 0 because e ν(j) ∈ I, contradicting the assumption (1). Therefore, e j Ie i = 0 and e j Ae i = e j Be i . Applying ν n we get e ν n (j) Ae ν n (i) = e ν n (j) ν n (B)e ν n (i) . Since e ν n (j) ∈ I, this gives the required equality e ν n (j) ν n (B)e ν n (i) = e ν n (j) Ie ν n (i) .
Fix now two objects e m,i and e n,j of B and consider the K-linear homomorphisms F 1 : Hom B (e m,i , e n,j ) → F (Hom B (e m,i , e n,j )),
induced by the functor F : B → eA e. It follows from definition of F that both F 1 and F 2 are monomorphisms. We shall prove that the images of F 1 and F 2 are equal, and then
Hom B (e m,i , e n,j ) → Hom B (g(e m,i , e n,j )) will define the required action of g on Hom B (e m,i , e n,j ). We have several cases to consider.
Assume first that Hom B (e m,i , e n,j ) = 0. Then n = m or n = m − 1.
(i) Suppose n = m. Then e j Be i = Hom B (e m,i , e m,j ) = 0 and hence η(j) = η(i) or η(j) = η(i) + 1, by Lemma 3.4. In the case when η(j) = η(i), by Lemma 3.5, we have e ν k (j) ν k (B)e ν k (i) = e ν k (j) Be ν k (i) , where k = η(i). Then, applying ν m−k , we obtain e ν m (j) ν m (B)e ν m (i) = e ν m (j) ν m−k (B)e ν m (i) . This shows that Im F 1 = Im F 2 in this case. In the case when η(j) = η(i) + 1, applying Lemma 3.6, we have 
, and so e ν m−1 (i) ν m (I)e ν m (j) = e ν m−1 (i) ν m−k (I)e ν m (i) , where k = η(j). For η(i) = η(j) + 1, it follows from Lemma 3.6 that e ν k (j) ν k (I)e ν k+1 (i) = e ν k (j) Be ν k+1 (j) , and so e ν m−1 (j) ν m−1 (I)e ν m (i) = e ν m−1 (j) ν m−(k+1) (B)e ν m (j) , where again k = η(j). Hence, in both cases we have Im F 1 = Im F 2 . We have also proved that Hom B (e m,i , e n,j ) = 0 implies Hom B (g(e m,i ), g(e n,j )) = 0. Assume next that Hom B (e m,i , e n,j ) = 0. We have to show that also Hom B (e g(m,i) , e g(n,j) ) = Hom B (g(e m,i ), g(e n,j )) = 0.
Suppose Hom B (e g(m,i) , e g(n,j) )) = 0. Then Hom B op (e g(n,j) , e g(m,i) ) = 0. Observe now that the conditions (1), (2) and (3) imposed on A are left-right symmetric. For each 1 ≤ i ≤ t, put
for all (m, i) ∈ Z × {1, . . . , t}. By the above remark, applied now to left B-modules (right B op -modules) we deduce that Hom B op (e g(n,j) , e g(m,i) ) = 0 implies Hom B op (e hg(n,j) , e hg(m,i) ) = Hom B op (h(e g(n,j) ), h(e g(m,i) )) = 0.
Hence we have Hom B (e hg(m,i) , e hg(n,j) ) = 0. But ξ(ν η(i) (i)) = η(i) for any 1 ≤ i ≤ t, and so hg(m, i) = (m, i) and hg(n, j) = (n, j). Therefore, we get Hom B (e m,i , e n,j ) = 0 which contradicts our assumption. This shows that indeed Hom(e m,i , e n,j ) = 0 implies Hom B (g(e m,i ), g(e n,j )) = 0, and we are done.
Denote now by G the group of K-linear automorphisms of B generated by g. Clearly, G is infinite cyclic, F g = F for any element g of G, and, by Lemma 3.3, G acts transitively on the fibres F −1 (e ν m (i) ) of the covering F : B → eA e. Therefore, F is a Galois covering with the Galois group G and eA e B/G. Finally, observe that g −1 is defined on the objects of B by the formula
for all (m, i) ∈ Z × {1, . . . , t}. Since ν(i) ≥ 1 for any 1 ≤ i ≤ t, we infer that g −1 =
ϕν B for some positive automorphism ϕ of B with ϕ(e m,i ) = e m+η(i)−1,ν −η(i) (i) , and obviously G is generated by ϕν B . This finishes the proof of Theorem 3.1.
We are now able to prove a criterion for a selfinjective artin algebra A to be of the form B/G. Before, we recall the following proposition proved in [23, Proposition 2.3]. Moreover, under these conditions, socA ⊆ I and eIe = l eAe (I) = r eAe (I). Proof. We identify again B with eAe/eIe. Since IeI = 0, it follows from Corollary 2.4 that e = 1. Moreover, by the above proposition Ie is an injective cogenerator in mod B and eI is an injective cogenerator in mod B op . Clearly, then Ie = ν − (e)Ie and eI = eIν(e) (see also Lemma 2.6). Therefore, A satisfies the conditions (1), (2) and (3) of Theorem 3.1, and this finishes the proof.
We end this section with the following consequence of the above results. 
Selfinjective algebras with deforming ideals
In our paper [26] we investigated ring-theoretic properties of certain ideals of selfinjective artin algebras, called deforming ideals. Recall from [[26] , (2.1)] that, if I is an ideal of a selfinjective artin algebra and e a residual identity of B = A/I, then I is called deforming if the ordinary quiver Q B of B has no oriented cycles and l eAe (I) = eIe = r eAe (I). An important class of deforming ideals is formed by the ideals I satisfying the conditions: Q B has no oriented cycles, IeI = 0 and Ie is an injective cogenerator in mod B (see Proposition 3.7). In this section, applying the main results of Section 3 and [26] , we determine the structure of some classes of selfinjective artin algebras having deforming ideals. Proof. Assume first that K is an algebraically closed field. Then it follows from [26, Theorem 3.2] that the Hochschild cohomology H 2 (eAe/eIe, eIe) vanishes, and hence the canonical algebra epimorphism eAe → eAe/eIe splits. Therefore, applying Theorem 3.8, we deduce that A = B/G, where G is an infinite cyclic group generated by ϕν B , for some positive automorphism ϕ of B.
If K is an arbitrary commutative artin ring (even a field), then the canonical algebra epimorphism eAe → eAe/eIe does not necessarily split (see example below). But we may replace A by a socle equivalent selfinjective algebra A[I] satisfying the conditions of Theorem 3. 
be a finite quiver with the set of vertices Q 0 and the set of arrows Q 1 . Assume Q has no oriented cycles and double arrows. Denote by Q + the set of all paths of length ≥ 1 in Q.
Consider the path algebra
Corresponding to each vertex i of Q, choose an idempotent e i of H and corresponding to each arrow β from i to j in Q choose an element h β = e j h β e i of H. For each path p = β t . . .
the direct sum of K-spaces and define multiplication on H in the following way:
This multiplication with the usual addition of K-spaces makes H a K-algebra. It is shown in [26, Proposition 6.1] that the K-algebra extension
with the canonical morphism and embedding D(H) → H is not splittable. Further, H is a selfinjective K-algebra [27] , the elements e i = (e i , −α(1, 1)e i ) ∈ H ⊕ D(H) = H, i ∈ Q 0 , form a complete set of primitive orthogonal idempotents of H, and 1, −α(1, 1) i∈Q0 e * i is the identity of H. Clearly, the ordinary quiver of the K-algebra H has no oriented cycles, D(H) 2 = 0 (in H), and D(H) is an injective cogenerator of mod H. Hence, by the above theorem H is socle equivalent to the trivial extension H D(H). On the other hand, H is not isomorphic to H D(H). We refer also to [28] for more information on nonsplittable extensions of algebras.
Selfinjective algebras with non-periodic Auslander-Reiten components
The aim of this section is to determine the structure of selfinjective artin algebras whose Auslander-Reiten quiver contains non-periodic generalized standard subquivers.
For an artin algebra Λ, we denote by Γ Λ the Auslander-Reiten quiver of Λ, and by τ Λ and τ (X, Y ) . Finally, the annihilator r Λ (E) of a subquiver E of Γ Λ in Λ is the intersection of the (right) annihilators r Λ (X) of all modules X in E. Clearly, r Λ (E) is an ideal of Λ.
If Λ is a selfinjective artin algebra, then τ Λ and τ − Λ are defined on all indecomposable A-modules except the projective-injective ones. Moreover, for each indecomposable projective-injective Λ-module P , we have an Auslander-Reiten sequence 0 → rad P → (rad P/socP ) ⊕ P → P/socP → 0, and hence rad P is a unique direct predecessor of P and P/socP is a unique direct successor of P in Γ Λ . Hence, the Auslander-Reiten quiver Γ Λ/socΛ of Λ/socΛ is obtained from Γ Λ by deleting the projective-injective modules P and the arrows rad P → P and P → P/socP . For a component C of Γ Λ , we denote by C the subquiver of Γ Λ/socΛ obtained from C in this way. Obviously, if Λ is representationinfinite, then C is a component of Γ Λ/socΛ . Observe also that if Γ Λ contains a nonperiodic right stable (respectively, left stable) subquiver, then Λ is representationinfinite. Proof. (i) Since Γ is right stable (respectively, left stable), it consists of Λ/socΛ-modules, and socΛ ⊆ r Λ (Γ). Applying now our second assumption that Γ is closed under successors (respectively, predecessors) we deduce (see [23] ) that Γ is generalized standard as a subquiver of Γ Λ if and only if Γ is generalized standard as a subquiver of Γ Λ/socΛ . Clearly, Σ = Φ(Γ) is also a right stable (respectively, left stable) full translation subquiver of Γ A which is closed under successors (respectively, predecessors) in Γ A . Hence Σ is generalized standard as a subquiver of Γ A if and only if Σ is generalized standard as a subquiver of Γ A/socA . Then the required equivalence follows.
(ii) Since C and D are non-periodic, it follows from [30] (see also [16] ) that C and D have no oriented cycles. Then applying [17] we infer that C admits a left stable full translation subquiver Θ which is closed under predecessors and intersects the τ A -orbits of all nonprojective modules of C. Dually, C admits a right stable full translation subquiver Ω which is closed under successors and intersects the τ Now let H be a basic and connected hereditary artin algebra over K, ∆ the ordinary (valued) quiver of H, and n the number of vertices in ∆. Let T be a multiplicity-free tilting H-module, that is, Ext 1 H (T, T ) = 0 and T is a direct sum of n pairwise nonisomorphic indecomposable H-modules (see [4] , [14] ). Then B = End H (T ) is called a tilted algebra of type ∆. The module T determines a torsion theory (F (T ), G(T )) in mod H, where The component C T is generalized standard, because it does not contain oriented cycles and there are no nonzero maps from the torsion modules to the torsion-free modules. Moreover, C T is regular if and only if T is regular (a direct sum of indecomposable regular Hmodules). It was shown in [21] that H admits a regular tilting module if and only if ∆ is neither a Dynkin nor a Euclidean (extended Dynkin) quiver and has more than two vertices. Consider now the repetitive algebra B of B and an infinite cyclic group G acting freely on the objects and with finitely many orbits. Then Λ = B/G is a selfinjective artin K-algebra and we have a Galois covering F : B → Λ with group G. Denote by F λ : mod B → mod Λ the push-down functor induced by F (see [5] ). Assume that ∆ is not a Dynkin quiver. Then, by [1] , [22] , [18] and [10] , we know that
where, for each p ∈ Z, R p is a family of components whose stable parts are tubes (if ∆ is Euclidean) or of type ZA ∞ (if ∆ is wild), and X p is a component with the stable part of the form Z∆, ν B (R p ) = R p+2 and ν B (X p ) = X p+2 . Further, Hom B (R p , X p ) = 0 and Hom B (R p ∨ X p , R q ∨ X q ) = 0 for p, q ∈ Z, p < q. Since G, considered as group of automorphisms of B, acts freely on the indecomposable projective B-modules, it also acts freely on the components of Γ B . Moreover, we know that B is locally-support finite [8] , that is, for each object x of B the full subcategory of B consisting of the supports of indecomposable finitely generated B-modules having x in its support has finitely many objects. Applying [7] (see also [8] ) and [12] we conclude that the push-down functor F λ : mod B → mod Λ is dense and preserves the Auslander-Reiten sequences. Therefore, Γ Λ is obtained from Γ B by identifying (via F λ ) X p with X p+m and R p with R p+m , for some m ≥ 1 and all p ∈ Z. Thus Γ Λ is of the form
We have also the following facts on B and Λ. 
Proof. See [1] , [22] , if ∆ is Euclidean, and [10] if ∆ is wild.
We are now able to prove our main results on the structure of selfinjective artin algebras whose Auslander-Reiten quiver contains a non-periodic generalized standard right (left) stable subquiver. We assume that A is a basic and connected selfinjective artin algebra over a commutative artin ring K. Proof. The equivalence of (ii), (iii) and (iv) is a direct consequence of Proposition 5.2. Moreover, the implications (ii)⇒(i) and (iv)⇒(v) are consequences of Propositions 5.1 and 5.3. We shall prove that (i) implies (ii). The proof that (v) implies (iv) is similar.
Assume now that Γ A admits a non-periodic generalized standard right stable full translation subquiver Γ which is closed under successors in Γ A . Since A is selfinjective, we then conclude that Γ has no projective modules and oriented cycles. Applying [17] we get that Γ contains a full translation subquiver D of the form (−N)∆, for some valued quiver ∆ without oriented cycles, which is closed under successors in Γ A . Since D is also generalized standard, it follows from [25, Lemma 2] that ∆ is finite. Let I = r A (D) be the annihilator of D in A, B = A/I and e a residual identity of B. We proved in [26, Theorem 5.1 and Proposition 5.3] that IeI = 0, Ie is an injective cogenerator in mod B, and B is a tilted algebra, having a complete slice of type ∆ (in the sense of [ [20] , (4.2)]) formed by modules from D. Hence, B = End H (T ), for a hereditary artin K-algebra H of type ∆ and a tilting H-module T . Moreover, D is a full translation subquiver of the connecting component C T of Γ B which is closed under successors in Γ B . Consequently, T has no nonzero preprojective direct summands. Obviously, the ordinary quiver Q B of B has no oriented cycles [20] . Applying now Theorem 4.1 we conclude that A is socle equivalent to B/(ϕν B ), for a positive automorphism ϕ of B. Hence, (i) implies (ii).
If K is an algebraically closed field, then the required equivalences follow from the above proof and the second part of Theorem 4.1. Recall that an artin algebra Λ is called symmetric if Λ and D(Λ) are isomorphic as Λ-bimodules, or equivalently the Nakayama automorphism of Λ is the identity. It is well-known that the trivial extension B D(B) of any algebra B by its injective cogenerator D(B) is a symmetric algebra. We get also the following consequences of our main results and definition of G in the proof of Theorem 3.1. 
