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The statistical nature of measurements alone easily causes unphysical estimates in quantum state
tomography. We show that multinomial or Poissonian noise results in eigenvalue distributions
converging to the Wigner semicircle distribution for already a modest number of qubits. This
enables to specify the number of measurements necessary to avoid unphysical solutions as well as a
new approach to obtain physical estimates.
PACS numbers: 03.65.Wj,03.67.Ac
Introduction.—Quantum state tomography became
the standard tool for fully determining unknown quan-
tum states [1, 2] and has been used for various systems
like photons [3], ions [4], and cold gases [5]. However, in
experiments one often obtains unphysical estimates [6].
In principle, they can be mapped onto physical ones using
numerical methods like the maximum likelihood estima-
tion (ML) or least squares methods (LS) [7, 8]. Yet, the
constraint of physicality results in biased estimation lead-
ing to distorted results and systematic errors of evaluted
parameters [9, 10]. Naturally, the question arises how
unphysical estimates can be avoided. Contrary to fre-
quent folklore, experimental imperfections and misalign-
ment are definitely not the only reasons [11].
Here, we demonstrate how statistical noise alone al-
most unavoidably causes unphysical estimates for mul-
tiqubit states. It is shown that for typical Poissonian
or multinomial measurement statistics, the distribution
of eigenvalues for a large number of qubits can be de-
scribed by a Wigner semicircle distribution [12–14] with
the width depending on the total number of measure-
ments or observations like counts or clicks. This now
enables to specify how likely an unphysical solution is
or, alternatively, to give a minimum number of measure-
ments necessary to avoid unphysical solutions. In turn,
knowing the distribution of eigenvalues allows both to
obtain a physical estimate from “unphysical” measure-
ment data as well as to analyze possible misalignment or
colored noise by hypothesis testing.
Linear Quantum State Estimation.—The measure-
ment scheme we first focus on is the so-called Pauli to-
mography scheme. There, for characterizing an n-qubit
system, the individual qubits are projected on the eigen-
states of all 3n possible tensor products of local Pauli
operators, σ1, σ2, and σ3. For each of the 3
n mea-
surement settings denoted by s ∈ {(s1, s2, . . . , sn)|sj ∈
{1, 2, 3}, j = 1, . . . , n}, one obtains 2n different out-
comes, denoted by r ∈ {(r1, r2, . . . , rn)|rj ∈ {−1, 1}, j =
1, . . . , n}. This leads to a tomographically overcomplete
set of 6n relative frequencies fsr = c
s
r/Ns with c
s
r the
number of results r for settings s and with total number
of counts Ns =
∑
r c
s
r of setting s. We use the same total
number of counts for all settings, Ns = N ∀ s.
To determine the estimate %˜ of the density matrix %,
the relation
% =
1
2n
∑
µ
Tµσµ (1)
can be used, where Tµ are the elements of the correlation
tensor given by the expectation values of the respective
settings µ, Tµ = 〈σµ〉 (σµ = σµ1 ⊗ σµ2 ⊗ · · · ⊗ σµn ,
µi ∈ {0, 1, 2, 3}, and σ0 denotes the identity matrix). Es-
timates T˜µ are obtained from the respective frequencies
from which %˜ results using Eq. (1) [15]. In practice, due
to the finite number of measurements and the resulting
statistical noise, the T˜µ and consequently the elements of
%˜ are random variables depending on both the statistics
and the observed state. Note, for overcomplete tomogra-
phy, e.g., measuring all 3n possible settings, the different
elements of %˜ do not have all the same uncertainty. For
example, due to the inherent redundancy, if one of the µi,
say, µk = 0, all 3 × 2n frequencies fsr obtained from the
three settings s = (s1, . . . , sk−1, sk, sk+1, . . . , sn) with
sk = {1, 2, 3} can be used to calculate T˜µ, thus reduc-
ing its variance. These correlations are called non-full
correlations, while those with µk 6= 0 for all k are full
correlations. For more details, see SM 1 [16].
Eigenvalue distribution for many qubits.—To under-
stand how finite statistics influences the distribution of
eigenvalues, the completely mixed state %wn (white noise)
is chosen as starting point. This state is characterized by
Tµ = 0 for all µ except T0,...,0 = 1, i.e.,
%wn =
1
2n
σ0,0,...,0 =
1
2n
1 (2)
with 2n degenerate eigenvalues λi = 1/2
n. Statistical
fluctuations of the measurement result csr and of the re-
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2FIG. 1. The relative occurences of eigenvalues for the n = 6
qubit completely mixed state. 10 000 QST and linear state
estimations have been performed on simulated data with N =
100 expected counts per measurement basis. The resulting
eigenvalues are shown in the blue histogram. The semicircle
(red) is centered around c = 2−6 with a radius of about R =
0.116. Center and radius are given by Eq. (3) and Eq. (6),
respectively.
sulting T˜µ lift the degeneracy and consequently cause a
wide distribution of observed eigenvalues. With Pois-
sonian or multinomial noise for csr, the elements of the
estimated density matrix %˜ can be approximated by a
Gaussian distribution. In the limit of large matrices, the
eigenvalues are distributed according to a Wigner semi-
circle distribution [12–14] (see SM 2 [16] for a proof for
the used overcomplete Pauli tomography). Yet, already
for a modest number of n = 6 qubits, we observe an ex-
cellent agreement as shown in Fig. 1. The center c of the
distribution is given as the mean value of the eigenvalues
λi and is, due to normalization, equal to
c =
1
2n
E
[
2n∑
i=1
λi
]
=
1
2n
, (3)
while the radius R depends on the second moment of the
correlation tensor elements E
(
T˜ 2µ
)
via the relation (see
SM 2 [16]) (
R
2
)2
=
1
4n
∑
µ
E
(
T˜ 2µ
)
. (4)
For the completely mixed state and multinomial noise,
the probability density g(T˜µ) with N counts can be ap-
proximated as g(T˜µ) ≈
√
N/ (2pi) exp
(
−T˜ 2µN/2
)
, see
SM 1 [16]. Thus, we can evaluate the second moment of
full correlations to be E
(
T˜ 2µ
)
=
∫∞
−∞ dT˜µg(T˜µ)T˜
2
µ ≈ 1N .
For non-full correlations we obtain E
(
T˜ 2µ
)
≈ 1
3j(µ)N
with
j (µ) denoting the number of σ0 operators in σµ. Using
these expressions for the evaluation of the right hand side
FIG. 2. The spectral probability distribution of the single
qubit completely mixed state. QST was simulated 1 000 000
times, each with N = 100 events per measurement setting.
(blue area) Histogram of the eigenvalues with high-resolution
bins. (red line) Curve proportional to the expected distribu-
tion, cf. Eq. (7).
of Eq. 4, we obtain
1
4n
∑
µ
E
(
T˜ 2µ
)
=
1
4n
n−1∑
j=0
3n−j
(
n
j
)
1
3jN
=
10n − 1
12nN
. (5)
Hence, the radius R of the semicircular approximation of
the n-qubit completely mixed state is given by
R = 2
√
10n − 1
12n
1√
N
≈ 2
(
5
6
)n
2 1√
N
. (6)
Note, the radius of the semicircle approximation de-
creases with the statistics N as
√
1/N . For the case
of n = 6 qubits, which are represented by 64× 64 matri-
ces, and N = 100 as typically used in recent multiqubit
experiments, we can now estimate the effective radius to
be R = 0.116. The red semicircle in Fig. 1 is in clear
agreement with the distribution of eigenvalues obtained
from simulated quantum state tomographies. Obviously,
if the radius R is larger than the center c, there is a
non-vanishing probability for negative eigenvalues.
Eigenvalue distribution for few qubits.— The Wigner
semicircle describes the spectral distribution in the limit
of large matrices, i.e., of many qubits [12, 13]. Let us
thus analyze also the case of states with few qubits. For
a single qubit, the eigenvalues and the spectral density
can be determined analytically,
g(λ) ∝ exp
[
− (1− 2λ)
2
N
2
]
(1− 2λ)2 , (7)
see SM 4 [16]. Fig. 2 shows the simulated spectral proba-
bility of the n = 1 qubit completely mixed state together
with the probability density, Eq. (7). Evidently, it is un-
likely to obtain the correct result with both eigenvalues
at 1/2 since, due to λ1,2 =
1
2
(
1±
√
T 21 + T
2
2 + T
2
3
)
, all
correlations T1, T2 and T3 have to vanish for this case.
In particular, if N is odd, it is even impossible. Further-
more, we see an exponential damping towards the bound-
3aries of the distribution. However, for resonable number
of measurements, the probability of negative eigenvalues
is negligible.
While the spectral distribution in the case of a single
qubit obviously differs from a semicircular behavior, we
learn about the transition towards the limiting case by
comparing the single qubit case (Fig. 2) with the distri-
butions of the completely mixed states for n = 2, 3, 4
qubits, respectively. Fig. 3 indicates that by increasing
the number of qubits the distribution develops a comb
structure. The center of the distribution shifts, according
to Eq. (3), closer to 0. As the probability density then ex-
tends to negative values, it becomes increasingly unlikely,
even for the completely mixed state, to obtain physical
results when performing quantum state tomography for
a limited number of measurements (here N = 100). In
the case of n = 2 qubits, shown by the blue histogram
in Fig. 3, a fraction of only 6 × 10−6 of the simulated
states is unphysical. In contrast, for n = 3 qubits, al-
ready 32% of the estimated states lack physicality, while
for n = 4 all estimates were unphysical (with 1 000 000
simulated QST in each case). The distribution becomes
increasingly damped towards the boundaries, leading to
the semicircular distribution in the limit of many qubits.
Different tomography schemes.— The overcomplete to-
mography is one of several sampling strategies. The re-
sulting structure of variances of the density matrix ele-
ments of the linear estimate leads to the Wigner semi-
circle distribution. For alternative tomography schemes,
e.g. [21], one directly obtains the individual matrix ele-
ments and thus can taylor the respective variances to be
the same for all elements. From random matrix theory
it is known that equal Gaussian distribution of the ma-
trix elements also leads to a semicircle distribution for
the eigenvalues, in this case with a radius of R = 2τ
with the variance of the matrix elements τ2 = 1/N [22]
(see also SM 2 [16]). Similarly, a symmetric sampling
procedure [23] will yield again such a distribution [24].
The situation changes completely for the most fre-
quently used complete tomography scheme [8]. There,
the projectors are orientated asymmetrically, leading
to different variances of the correlations and, thus, to
strongly differing variances of the matrix elements other
than for the overcomplete scheme. This inhomogeneity
of the variances results in a probability density func-
tion of an exponential distribution with a width signifi-
cantly larger than the corresponding semicircle radius for
an equal total number of measurements, see SM 6 [16].
Due to the narrower distribution and the resulting higher
probability to obtain a physical estimate it is thus defi-
nitely more favourable to choose a symmetric tomogra-
phy scheme or the overcomplete Pauli scheme.
Required number of measurements.—The knowledge of
the eigenvalue spectrum of white noise now enables to
estimate the necessary measurement statistics required to
obtain a physical density matrix [25]. An experimentally
FIG. 3. Smoothed histogram (binning 0.001) of the distribu-
tion of eigenvalues of simulated QSTs of the completely mixed
state. Results for increasing qubit numbers are shown from
right to left. (blue) Results for n = 2 qubits for N = 100,
displaying four peaks. The center of the distribution is given
by Eq. (3). The two-qubit state remains in almost all cases
physical, i.e., all eigenvalues can be interpreted as probabili-
ties. (red) For n = 3 qubits, the distribution is shifted such
that many eigenvalues are below zero, indicating a high prob-
ability for unphysical matrices. (yellow) For n = 4 qubits,
all states resulting from simulated QST lack physicality. Ad-
ditionally, one perceives the increased damping towards the
boundaries of the distribution for n = 4 compared to n = 3
and n = 2.
relevant state is a pure or low rank state of rank r mixed
with white noise of the form
% = qr%r + (1− qr) %wn. (8)
For a pure state mixed with white noise (r = 1, %r =
|ψ〉 〈ψ|), the probability of observing |ψ〉 is q+(1−q)/2n,
which consequently will be one of the eigenvalues of %.
The other eigenvalues are degenerate and will be dis-
tributed, for finite statistics, again according to a semi-
circle distribution, but now centered significantly closer
to 0,
cq,r =
1− q
2n − r . (9)
For a low rank r state admixed with white noise as
for states of the form (8) with r = 1, the number of
eigenvalues in the support of the semicircle is changed
(2n → 2n − r), see SM 7 [16]. This also leads to a reduc-
tion of the radius by a factor of
√
(2n − r) /2n, i.e.,
R→ Rr = R ·
√
1− r · 2−n. (10)
For pure states admixed with white noise the radius can
be assumed to be approximately unchanged. We can
thus use the radius (6) and center (9) of the semicircle to
give an estimate of the necessary amount of measurement
events such that the data directly result in a physical
density matrix. A physical solution is expected for R ≤ c
4FIG. 4. Verifying our estimate N0 for the number of events
needed for a physical state, given in Eq. (11). (a) (red line,
left y-axis) The radius scales with 1/
√
N with the number of
events per basis setting N according to Eq. (6), shown here
for n = 6 qubits. For a given admixture of white noise 1− q,
N0 is obtained by equating the radius with center given in
Eq. (9) as a function of q. For q = 0.8, we obtain c = 0.0032
and N0 = 132 921. (blue dots) The ratio of physical states
for simulated QST for the given noise parameter. (blue line)
Theoretical results based on a perfect Wigner semicircle and
assuming independent distributions for the eigenvalues, see
SM 5 [16]. (b) Histogram of eigenvalues for a GHZ state with
admixed white noise for N0 events per setting [green circle in
(a)]. The largest eigenvalues of each simulation correspond
(approximately) to the GHZ state. Note that each simulated
state results in 63 eigenvalues distributed within the semicir-
cle and a single eigenvalue around 0.8 + 0.2/64 ≈ 0.803.
and thus for
N ≥ N0 = 4
(
5
6
)n(
2n − 1
1− q
)2
. (11)
Fig. 4 (a) gives a graphical access to this condition. The
red line depicts the dependence of R on N according to
Eq. (6) for n = 6 qubits. In order to find the probabil-
ity for physical state estimates, for each N , more than
2 500 tomography data sets were simulated for a GHZ
state admixed with white noise [see Fig. 4 (b)]. For N
chosen to be approximately N0, about 95.9% of the sim-
ulated states were physical, where the deviation can be
explained by the tails of the distribution in the case of a
finite n = 6 (see also Fig. 1). Furthermore, one directly
recognizes that the denominator in Eq. (11) diverges for
q → 1. This underlines the fact that it is practically im-
possible to observe a pure (or low rank) multiqubit state
(q = 1) without obtaining negative eigenvalues.
Verifying physical estimates.—Given the problem of
conventional QST schemes, resulting in biased state esti-
mation [9], one can now use our findings to devise a new
strategy to obtain a physical state estimate from a given
data set. As it is the experimentally most relevant case,
we make the assumption that the physical state is the
mixture of a low rank state %r and white noise as given
in Eq. (8) and try to identify %r. Evidently, for a noisy
low rank state sampled with finite statistics the spec-
trum will consist of 2n − r eigenvalues scattered within
an interval of width
wr = 2 ·Rr = 2 · 2
(
5
6
)n
2
√
1− r · 2−n
N
(12)
and r eigenvalues outside. The main question is how
many of the eigenvalues correspond to the low rank state
%r. We propose to use the ansatz that %r is composed of
those eigenvalues larger than mini λi + wr and to utilize
a hypothesis test for its validation.
To illustrate the new scheme, we analyze the experi-
mental measurement data of an overcomplete quantum
state tomography of a 6 qubit Dicke state obtained in
a 6 photon experiment [3]. On average, N = 230 pro-
jection measurements per setting were performed [3],
leading to Rr ≈ 0.07632 ·
√
1− r · 2−n. The 64 eigen-
values of the state estimate are found to be {λi} =
{−0.06368, −0.06223, . . . , 0.06371, 0.07171, 0.14949,
0.21595, 0.61024}. For r = 0 (assuming only white
noise), the radius is Rr=0 = 0.07632, resulting in 3 eigen-
values significantly larger than λ1 +w (0) = 0.08832 (for
λ1 < · · · < λi < λi+1 < · · · < λ64). Any hypothesis
test, e.g., the Anderson-Darling test [26, 27], which is
based on a distance between the cumulative distribution
function of the Wigner semicircle and the empirical dis-
tribution function (see also SM 8 [16]), clearly rejects this
assumption. Since Rr changes only slightly with r, also
the cases r = 1 and r = 2 have to be refused. Setting
the rank of %r to r = 3, the center is obtained as the
average of the smallest 61 eigenvalues or, respectively, by
c = E ({λi|i ≤ 61}) = (1−λ64−λ63−λ62)/61 ≈ 4×10−4.
Applying the Anderson-Darling hypothesis test to our
data results in a P -value of about 1 − 8.2 · 10−7 which
is well above the prechosen significance level (typically
0.05), thus indicating that the data can indeed be ex-
plained by a low rank state of rank r = 3 with admixed
white noise.
Conclusions.— For a finite number of measurements,
the eigenvalues of the completely mixed state are dis-
tributed according to the Wigner semicircle in the limit
of many qubits. But also for a modest number of al-
ready 6 qubits this distribution is already an excellent
approximation. Our findings enable one to determine
the number of measurements required to obtain a phys-
ical solution. Remarkably, the frequently used complete
5sampling strategy results in a different, much wider dis-
tribution and thus more often in unphysical estimates.
As the required number of measurements depends expo-
nentially on the number of qubits, the goal to obtain a
physical estimate %˜ for a larger number of qubits is an
illusion. The knowledge of the possible structure of %˜
allows a new ansatz for discriminating statistical effects
from systematic ones or, vice versa, for analysing colored
noise contributions. Performing hypothesis tests gives
a firm basis for the determination of a physical density
matrix and thereby a new level of confidence in the to-
mography of multiqubit states.
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6SUPPLEMENTAL MATERIAL
SM 1: GAUSSIAN APPROXIMATION OF
CORRELATIONS
A correlation can be calculated by the normalized dif-
ference of the events contributing positively (indicating
a correlation), cµ,↑, and those that indicate an anticor-
relation, cµ,↓, i.e.,
T˜µ =
cµ,↑ − cµ,↓
cµ,↑ + cµ,↓
. (13)
Expecting uncorrelated results, i.e., E
(
T˜µ
)
= 0, leads to
E (cµ,↑) = E (cµ,↓). For a fixed number of counts N =
cµ,↑ + cµ,↓, the correlation becomes
T˜µ =
1
N
(cµ,↑ − cµ,↓) . (14)
The multinomial statistics in the events {cµ,↑, cµ,↓} tends
to a normal distribution for increasing sample sizes. For
E (cµ,↑) = E (cµ,↓) = N/2, the correlation value Tµ is ap-
proximately distributed according to a normal distribu-
tion with mean 0 and standard deviation 1/
√
N . Conse-
quently, the probability density g
(
T˜µ
)
can be expressed
as
g
(
T˜µ
)
=
√
N
2pi
exp
(
− T˜
2
µN
2
)
. (15)
Instead of a fixed number of measurements (multino-
mial distributed events), often the measurement time is
fixed with a variable number of events. Also for Pois-
sonian distributed events and increasing sample sizes N ,
the correlation Tµ tends to the same normal distribu-
tion [17].
In the overcomplete Pauli scheme, the expectation
value of, e.g., the correlation σ0,1 can be determined by
means of the measurements in settings σ1,1, σ2,1, and
σ3,1. For those non-full correlations, more events can be
taken into account, reducing its variance. If σµ contains
j (µ) factors σ0, the distribution g
(
T˜µ
)
is modified,
g
(
T˜µ
)
=
√
3j(µ)N
2pi
exp
(
−3
j(µ)NT˜ 2µ
2
)
. (16)
Often, the short-hand notation j is used instead of j (µ).
Limit of approximation
Obviously, the correlation values are bounded between
−1 and 1, i.e., T˜µ ∈ [−1, 1], while the normal distribution
has support everywhere in R. The used approximation
is justified for sufficiently large N , i.e., for cases where
enough counts are recorded such that it is fairly unlikely
to obtain |Tµ| > 1 in the Gaussian approximation. Al-
ready for only N = 10, the probability of T˜µ 6∈ [−1, 1] is
fairly low for the Gaussian approximation,
1−
∫ 1
−1
g(T˜µ)dT˜µ = 1− erf(N/2) ≈ 0.0016, (17)
where erf(x) denotes the error function. Thus, one can
approximate the correlation with a normal distribution,
where the variance (V
[
T˜µ
]
= E
[
T˜ 2µ
]
−E
[
T˜µ
]2
= E
[
T˜ 2µ
]
for E
[
T˜µ
]
= 0) is given by
E
[
T˜ 2µ
]
=
∫ 1
−1
dT˜µg(T˜µ)T˜
2
µ ≈
∫ ∞
−∞
dT˜µg(T˜µ)T˜
2
µ
=
√
N
2pi
∫ ∞
−∞
dT˜µ exp
(
−NT˜
2
µ
2
)
T˜ 2µ =
1
N
. (18)
SM 2: PROOF OF SEMICIRCULAR
DISTRIBUTION (MOMENT METHOD)
This proof of the semicircular distribution is based on
the moments of the correlations. The moments of the
density matrices obtained by means of the used over-
complete Pauli scheme for quantum state tomography
are compared to the moments of a semicircular distribu-
tion in order to show the equality of the distributions.
Moments of semicircular distribution
First, let us calculate the moments of a function de-
scribing a semicircle. The function
fc,R(x) =
2
piR2
√
R2 − (x− c)2 (19)
describes a normalized semicircle centered around c with
Radius R. Without loss of generality, we focus on
the central moments. Instead, the function fc,R(x) it-
self can be centered by setting c = 0. By this, mo-
ments and central moments are becoming equal. Due
to the symmetry, all odd moments vanish, i.e., msc2k+1 =∫∞
−∞ f0,R (x)x
2k+1dx = 0. For the even moments, one
7finds
msc2 =
∫ ∞
−∞
f0,R (x)x
2dx =
(
R
2
)2
,
msc4 =
∫ ∞
−∞
f0,R (x)x
4dx = 2
(
R
2
)4
,
msc6 =
∫ ∞
−∞
f0,R (x)x
6dx = 5
(
R
2
)6
,
msc8 =
∫ ∞
−∞
f0,R (x)x
8dx = 14
(
R
2
)8
, (20)
where the coefficient can be found recursively and equals
the Catalan numbers Cj . Thus, the moments are
msc2k+1 =
∫ ∞
−∞
f0,R (x)x
2k+1dx = 0,
(21a)
msc2k =
∫ ∞
−∞
f0,R (x)x
2kdx = Ck
(
R
2
)2k
= Ck (msc2 )k .
(21b)
To show that the spectral probability distribution of
tomographically obtained completely mixed states equals
a semicircle function, one has to recover Eqs. (21) for the
distribution of the eigenvalues of white noise.
Catalan numbers
The Catalan numbers are given by, e.g., a recursively
defined sequence also appearing in various counting prob-
lems. The zeroth Catalan number is C0 = 1. The subse-
quent numbers are defined by
Cj+1 = Cj 2 (2j + 1)
j + 2
. (22)
Consequently, the first elements of the (zerobased) se-
quence Cj are 1, 1, 2, 5, 14, 42, . . . , counting, e.g., the pos-
sibilities of 2j persons shaking hands at the same time
under the constraint that the hands of two pairs do not
cross.
Moments of density matrices
The k-th moment of the eigenvalue distribution of a
density matrix %˜ can be found by means of
mevk = E
[
1
2n
Tr
(
%˜k
)]
= E
[
1
2n
Tr
((
U†%˜U
)k)]
= E
[
1
2n
Tr
(
Dk
)]
=
1
2n
E
[
2n∑
i=1
λki
]
=
1
2n
2n∑
i=1
E
[
λki
]
,
(23)
where U†%˜U = D corresponds to the eigendecomposition
of %˜ with diagonal D (Di,j = δi,jλi). To show that the
spectrum of random density matrices, namely the distri-
bution of their eigenvalues, is semicircular, one can now
prove the equality of Eq. (23) with the moments of a
semicircle given in Eqs. (21).
First moment
In order to calculate the central moments of the eigen-
value distribution, we need to consider
m˜ev1 = E
[
1
2n
Tr (%˜)
]
= 1. (24)
Instead of centralizing the moments, from now on we
modify the density matrix in order to shift its spectral
distribution. By setting the constant value T0,0,...,0 = 0,
the distribution shifts its center to 0. The first moment
of this modified density matrix %˜′ = %˜− σ0,0,...,0/2n is
mev1 = E
[
1
2n
Tr (%˜− σ0,0,...,0/2n)
]
=
1
2n
E [Tr (%˜)− Tr (σ0,0,...,0/2n)] = 0. (25)
Thus, one can calculate the moments of %˜′, which equal
the central moments of %˜. The proof is based on the
modified matrix %˜′, which we will from now on just call
%˜. The spectral probability distributions of the original
and the modified matrices only differ in the center, not
in their shape.
Second moment
By using Eq. (23) and %˜ = 12n
∑
µ T˜µσµ, one can cal-
culate the second moment,
mev2 =
1
2n
2n∑
i=1
E
[
λ2i
]
=
1
2n
E
[
Tr
(
%˜2
)]
=
1
23n
∑
µ,ν
E
[
T˜µT˜ν
]
Tr (σµσν) =
2n
23n
∑
µ,ν
E
[
T˜µT˜ν
]
δµ,ν .
(26)
Since one can infer non-full correlations with larger statis-
tics, see Eq. 16, one has to take this into account,
mev2 =
2n
23n
∑
µ
E
[
T˜ 2µ
]
=
1
4nN
n−1∑
j=0
(
n
j
)
3n−j
3j
=
10n − 1
12n
1
N
≈ 5
n
6n
1
N
. (27)
8Here, one uses that the sum runs over µ, where E
[
T˜ 2µ
]
=
1/(3jN) depends on the number j of local measurements
of σ0 of µ. If instead of the used overcomplete Pauli
scheme a tomography scheme with E(T˜ 2µ) = 1/N for all
µ is used, (approximately) all matrix elements have the
same variance. In this case, the second moment is found
to be mev2 = 1/N .
Third and higher odd moments
All odd (centralized) moments of the eigenvalue dis-
tribution vanish, as we will argue at the example of the
third moment. The third moment
mev3 =
1
2n
2n∑
i=1
E
[
λ3i
]
=
1
2n
E
[
Tr
(
%˜3
)]
=
1
24n
E
[
Tr
(∑
µ,ν,γ
T˜µT˜ν T˜γσµσνσγ
)]
=
1
24n
∑
µ,ν,γ
E
[
T˜µT˜ν T˜γ
]
Tr (σµσνσγ) (28)
vanishes due to the expression E
[
T˜µT˜ν T˜γ
]
. For all
choices of indices {µ,ν,γ}, the expecation value will
be taken of at least one correlation value in an odd
power, i.e., the summation contains E
[
T˜µT˜ν T˜γ
]
=
E
[
T˜µ
]
E
[
T˜ν
]
E
[
T˜γ
]
(for mutually distinct indices
{µ,ν,γ}), E
[
T˜ 2µ
]
E
[
T˜γ
]
(for µ = ν 6= γ), and E
[
T˜ 3µ
]
(µ = ν = γ). Because of the even parity of the dis-
tribution function of the random variable [Eq. (16)],
E
[
T˜µ
]
= E
[
T˜ 3µ
]
= 0 holds. Thus, all odd moments
vanish,
mev2k+1 = 0 (29)
Fourth moment
Extending the procedure of Eq. (27) to the fourth mo-
ment mev4 , one obtains
mev4 =
1
25n
E
Tr ∑
µ,ν,γ,λ
T˜µT˜ν T˜γ T˜λσµσνσγσλ

=
1
25n
∑
µ,ν,γ,λ
E
[
T˜µT˜ν T˜γ T˜λ
]
Tr (σµσνσγσλ) . (30)
By the parity argument, only those terms contribute that
contain indices in even power. One is now left to count
the number of contributing summands in Eq. (30). For
illustration, consider the case of n = 2 qubits and two
different factors in the trace, each appearing twice. For
commuting factors, e.g., σ1,1 and σ2,2
Tr (σ1,1σ1,1σ2,2σ2,2) = Tr (σ1,1σ2,2σ1,1σ2,2) = · · · = 22
(31)
holds for all 6 permutations of σ1,1σ1,1σ2,2σ2,2. On the
other hand, one notices that for anticommuting factors
σ1,1 and σ1,2, i.e., σ1,1σ1,2 = −σ1,2σ1,1, different contri-
butions occur.
Tr (σ1,1σ1,1σ1,2σ1,2) = Tr (σ1,1σ1,2σ1,2σ1,1) =
Tr (σ1,2σ1,1σ1,1σ1,2) = Tr (σ1,2σ1,2σ1,1σ1,1) = 2
2 (32)
and
Tr (σ1,1σ1,2σ1,1σ1,2) = Tr (σ1,2σ1,1σ1,2σ1,1) = −22 (33)
are valid for the permutations of two anticommuting fac-
tors, each of those appearing twice. Hence, if the matrices
σµ and σν commute, 6 terms are contributing while an-
ticommuting σµ and σν lead to an effective contribution
of only 4− 2 = 2 summands.
We already could argue that the four indices µ,ν,γ,λ
in Eq. (30) reduce to two indices, e.g. µ and ν, where
the sum in Eq. (30) is now running over those two indices
and all permutations of σµσµσνσν . By a simple counting
argument, one realizes that after choosing µ out of ap-
proximately 4n possibilities, one has approximately 4n/2
possibilities for ν such that [σµ, σν ] = 0, while the other
4n/2 choices of ν lead to {σµ, σν} = 0. The expressions
Tr (σµσµσνσν) = Tr (σµσνσνσµ) =
Tr (σνσµσµσν) = Tr (σνσνσµσµ) = 2
2 (34)
give a positive contribution independently of the commu-
tation relation between σµ and σν .
Tr (σµσνσµσν) = Tr (σνσµσνσµ) = ±Trσ0,0 = ±22.
(35)
has in half of the choices of µ and ν positive, in the
other half negative contribution. Contributions of those
permutations cancel for different choices of indices.
9mev4 =
1
2n
2n∑
i=1
E
[
λ4i
]
=
1
25n
∑
µ,ν,γ,λ
E
[
T˜µT˜ν T˜γ T˜λ
]
Tr (σµσνσγσλ) =
1
25n
1
2!
∑
µ
[ ∑
ν:{ν 6=µ}
E
[
T˜ 2µT˜
2
ν
]
Tr
(
6∑
i=1
Pi (σµσµσνσν)
)
+ E
[
T˜ 4µ
]
Tr (σµσµσµσµ)
]
≈ (36a)
1
25n
1
2!
∑
µ
∑
ν:{ν 6=µ}
E
[
T˜ 2µT˜
2
ν
]
Tr
(
6∑
i=1
Pi (σµσµσνσν)
)
, (36b)
where
∑6
i=1 Pi (σµσµσνσν) = σµσµσνσν + σµσνσµσν + · · · + σνσνσµσµ denotes the summation over all permu-
tations of the tensor products of Pauli matrices. By means of Eq. (16), one finds E
[
T˜ 2µT˜
2
ν
]
= E
[
T˜ 2µ
]
E
[
T˜ 2ν
]
=
1/
(
3jµN
)
1/
(
3kνN
)
and E
[
T˜ 4µ
]
= 3/
(
3jµN
)2
, where jµ and kν denote the number of σ0 operators appearing in σµ
and σν , respectively. Because the first summand in Eq. (36a) is occurring O(4n) times more often, the second term
can be neglected. With the aforementioned argumentation, Tr
(∑6
i=1 Pi (σµσµσνσν)
)
= 4 · 2n holds, leading to
mev4 =
1
2n
2n∑
i=1
E
[
λ4i
]
=
1
2
1
25n
∑
µ
∑
ν:{ν 6=µ}
1
N2
4 · 2n = 1
2
1
25n
4n4n
(
5n
6nN
)2
4 · 2n = 2 ·
(
5n
6nN
)2
= 2 (mev2 )
2
. (37)
Using instead a tomography scheme with E(T˜ 2µ) = 1/N ∀µ leads to mev4 = 2/N2.
Sixth moment
Analogously, the sixth moment reads
mev6 =
1
2n
2n∑
i=1
E
[
λ6i
] ≈ 1
27n
1
3!
∑
µ
∑
ν:{ν 6=µ}
∑
γ:{γ 6=ν,γ 6=µ}
E
[
T˜ 2ν T˜
2
µT˜
2
γ
]
· Tr
(
90∑
i=1
Pi (σµσµσνσνσγσγ)
)
, (38)
where in the approximation terms of the form E
[
T˜ 4ν T˜
2
µ
]
and E
[
T˜ 6ν
]
are neglected. The factor 1/3! compensates for
multiple counting of exchanging indices. A specific summand of that expression, e.g., Tr (σµσνσγσµσνσγ) contributes
positively for half of the choices of {µ,ν,γ}, while the other choices lead to a negative contribution. Thus, permuta-
tions of that form cancel each other and can thus be neglected. By extending this argument, all crossing partitions
do not have to be considered. Hence, one has to count only noncrossing partitions. Consequently, Eq. (38) can be
further simplified leading to
mev6 =
1
2n
2n∑
i=1
E
[
λ6i
] ≈ 1
27n
1
3!
4n · 4n · 4n
(
5n
6nN
)3
2n30 = 5
(
5n
6nN
)3
= 5 (mev2 )
3
. (39)
For a scheme with E(T˜ 2µ) = 1/N ∀µ, one obtains mev6 = 5/N3.
Crossing and noncrossing partitions
Fig. 5 illustrates four examples of permutations oc-
curing in the calculation of the sixth moment in
Eq. (38). Only noncrossing permutations, where the
(anti-)commutation relations between the operators do
not influence the value of the trace, have to be consid-
ered. Thus, we are left to count the number of noncross-
ing partitions. For our case of k/2 different operators,
each of those appearing twice, the number of noncross-
ing partitions is given by the Catalan number Ck/2, see
Eq. (22). Hence, all odd moments vanish while for the
2k-th moment
mev2k =
1
2n
2n∑
i=1
E
[
λ2ki
]
= Ck
(
5n
6nN
)k
(40)
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FIG. 5. Examples of crossing and noncrossing partitions.
Four different permutations of σµσµσνσνσγσγ are depicted,
where equal operators are connected by lines. The per-
mutations in the left column are called noncrossing, which
corresponds to the graphical representation of noncrossing
lines. Thus, the trace of those products is independent
whether σµ, σν and σγ mutually commute or anticommute.
In contrast, the trace of permutations shown in the right
column depends on the (anti-)commutation relations. E.g.,
Tr (σµσνσµσνσγσγ) is positive if [σµ, σν ] = 0. These terms
are posivitely contributing to the sum in Eq. (38), but cancel
with the negative values for ν with {σµ, σν} = 0.
holds, which equals the expressions of Eqs. (21) for
R = 2 (5/6)
(n/2)
/
√
N . Eventually, we could prove that
the spectral probability distribution of the completely
mixed state converges to the Wigner semicircle in the
limit of many qubits. For a tomography scheme with
equal variances for all correlations (and all matrix ele-
ments), one obtains R = 2
√
1/N .
SM 3: PROOF OF SEMICIRCULAR
DISTRIBUTION (MATRIX THEORY)
We use methods of random matrix theory to show that
in the limit of large density matrices, i.e. many qubits, a
Wigner semi circle distribution is expected for the eigen-
values of density matrices. This proof, based on standard
textbooks, uses the assumption that all matrix elements
have equal variances. Thus, it considers a special kind
of tomography scheme. For specific details of the infor-
mationally overcomplete Pauli tomography method, see
SM 2.
Definition
The partition function of matrix models is defined
as [13, 18]
Z =
1
vol(U(n˜))
∫
d%˜e−
1
gs
W (%˜) (41)
where %˜ is a n˜ × n˜ matrix with n˜ = 2n with n denoting
the number of qubits, vol(U(n˜)) the volume of the gauge
group of the theory and W (%˜) the action.
We use the U(n˜) gauge freedom to set %˜→ D = U%˜U†
with the diagonal matrix D = diag(λ1, . . . , λn˜). Using
the Faddeev-Popov trick, we get for the gauge fixed path
integral
Z = N
∫ n˜∏
i=1
dλi det
(
δF (U %˜)
δA
)
e−
1
gs
W (λ) (42)
where F = 0 is the gauge fixing condition and U =
eA. Calculating the Faddeev-Popov determinant with
Fij(
UD) = (UDU†)ij = Aij = (λi − λj) + . . .
∆2(λ) = det
(
δF (U %˜)
δA
)
=
∏
i<j
(λi − λj)2 . (43)
After fixing the normalization one finds for the partition
function in the eigenvalue representation
Z =
1
n˜!(2pi)n˜
∫ n˜∏
i=1
dλi
∏
i<j
(λi − λj)2e− 1gs
∑
iW (λi) (44)
Potential for density matrices
The action of the matrix model is a power series
1
gs
W (%˜) =
1
2gs
Tr %˜2 +
1
gs
∑
p≥3
gp
p
Tr %˜p. (45)
We are now looking for the right action for density ma-
trices. Since our aim is to compute the large n˜ limit of
the theory, it suffices to answer this question as well only
in this limit. For density matrices the constraints
Tr %˜ =
∑
i
λi = 1 (46)
Tr %˜2 =
∑
i
λ2i ≤ 1 (47)
are fulfilled. Since we do not want to constrain our find-
ings to physical density matrices, where 0 ≤ λi ≤ 1
holds, we only make use of the fact that the eigenval-
ues fulfill |λi| ≤ 1. Consequently, a generic eigenvalue
behaves as O( 1n˜ ). Using that to determine the behaviour
of generic traces, we find Tr %˜k ∝∑ 1
n˜k
∝ O ( 1
n˜k−1
)
. Be-
cause non-generic density matrices have vanishing den-
sity in the whole set of matrices, we can assume the ac-
tion in the limit of many qubits, i.e. of large n˜, to be
1
gs
W (%˜) = 12gs Tr %˜
2. The term including Tr %˜ is constant
and thus leads only to a normalization factor for the par-
tition function.
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Eigenvalue distribution
To solve the matrix model we use a saddlepoint analy-
sis [13, 18]. The eigenvalue description from Eq. (44) can
be rewritten as
Z =
1
n˜!
∫ n˜∏
i=1
dλi
2pi
en˜
2Seff (λ) (48)
with the effective action defined as
Seff(λ) = − 1
tn˜
n˜∑
i=1
W (λi) +
2
n˜2
∑
i<j
log |λi − λj | (49)
where t = n˜gs. Since the effective action is O(1) in n˜ as
n˜→∞, t constant, we find the saddle point
1
2t
W ′(λi) =
1
n˜
∑
j 6=i
1
λi − λj (50)
for i = 1, . . . , n˜.
Our aim is to calculate the eigenvalue distribution,
which is defined as g(λ) = 1n˜
∑n˜
i=1 δ(λ − λi). In the
large n˜ limit we have to find the continuum limit of this,
which can be found by using
1
n˜
n˜∑
i=1
f(λi)→
∫
f(λ)g(λ)dλ (51)
with the normalisation constraint
∫
g(λ)dλ = 1. Using
the above continuum limit procedure, we find as the con-
tinuum limit of Eq. (50)
1
2t
W ′(λ) = P
∫
C
g(λ′)dλ′
λ− λ′ . (52)
The resolvent is defined as
ω(p) =
1
n˜
〈
Tr
1
p− %˜
〉
. (53)
In the large n˜ limit this can be written as
ω0(p) =
∫
dλ
g(λ)
p− λ . (54)
Asymptotically, the resolvent behaves as
ω0(p) ∼ 1
p
, p→∞ . (55)
As a function of p, ω0(p) has a discontinuity along a cut
C where the eigenvalues are located. The discontinuity
can be calculated by means of
ω0(p+ i) =
∫
R
dλ
g(λ)
p+ i− λ (56)
=
∫
R−i
dλ
g(λ)
p− λ (57)
= P
∫
dλ
g(λ)
p− λ +
∫
C
dλ
g(λ)
p− λ (58)
= P
∫
dλ
g(λ)
p− λ − piig(p) (59)
where the contour C goes counterclockwise around the
point λ = p in the lower half plane and P denotes the
principal value. Analogously, we get
ω0(p− i) = P
∫
dλ
g(λ)
p− λ + piig(p) . (60)
Subtracting these two expressions, we can compute the
eigenvalue density from the resolvent
g(λ) = − 1
2pii
(ω0(λ+ i)− ω0(λ− i)) . (61)
Calculating the resolvent
In order to calculate the resolvent, we use again the
discontinuity by adding the two terms
ω0(λ+ i) + ω0(λ− i)) = 2P
∫
dλ′
g(λ′)
λ− λ′ =
1
t
W ′(λ)
(62)
This equation can be solved by [18, 19]
ω0(p) =
1
2t
∮
C
dz
2pii
W ′(z)
p− z
(
(p− a)(p− b)
(z − a)(z − b)
) 1
2
(63)
where a and b are the boundaries of C such that b ≤ λ ≤ a
for λ ∈ C.
The boundaries a and b can be calculated by use of the
asympotic behaviour of Eq. (63) and Eq. (55)∮
C
dz
2pii
W ′(z)√
(z − a)(z − b) = 0 (64)∮
C
dz
2pii
zW ′(z)√
(z − a)(z − b) = 2t . (65)
Eq. (63) can be simplified for polynomial potentials by a
deformation of the contour. In this process we pick up
12
poles at ∞ and at p and thus get
ω0(p) =
1
2t
W ′(p)− 1
2t
√
(p− a)(p− b)%˜(p) , (66)
M(p) =
∮
0
dz
2pii
W ′(1/z)
1− pz
1√
(1− az)(a− bz) . (67)
Eigenvalue distribution for our example
The action for density matrices in the large n˜ limit was
found to be W (%˜) = 12 Tr %˜
2. In terms of the eigenvalues,
the action can be expressed as W (λ) = 12λ
2, leading to
W ′(λ) = λ.
Plugging this into Eq. (64) and deforming the contour
to infinity, we find
0 =
∮
C
dz
2pii
z√
(z − a)(z − b) (68)
=
∮
0
dy
2piiy2
1/y√
1/y2(1− ay)(1− by) (69)
=
a+ b
2
(70)
where we used y = 1z in line Eq. (69). Applying the same
procedure, we find in Eq. (65) a = 2
√
t. With this we
can calculate %˜(p) and ω0(p),
%˜(p) = 1 (71)
ω0(p) =
1
2t
(p−
√
p2 − 4t) . (72)
Plugging this into Eq. (61), i.e. the equation for the
eigenvalue density, one finds
g(λ) =
1
2pit
√
4t− λ2 (73)
which is the Wigner semicircle law with radius 2
√
t.
SM 4: SPECTRAL PROBABILITY
DISTRIBUTION OF ONE QUBIT DENSITY
MATRICES
The spectral probability distribution for the sin-
gle qubit case as stated in Eq. (7) can be derived
analytically. The eigenvalues are given by λ1,2 =
1
2
(
1±
√
T˜ 21 + T˜
2
2 + T˜
2
3
)
. Using the assumption of
Gaussian distributed correlations, one obtains for the
density g of eigenvalues λ
g(λ) =
∫ ∞
−∞
[δ (λ− λ1) + δ (λ− λ2)]
3∏
i=1
g(T˜i)dT˜i = 4pi
∫ ∞
0
r2drg(r) [δ (λ− λ1) + δ (λ− λ2)] , (74)
where the integration is performed over spherical coor-
dinates, i.e. we substitute r =
√
T˜ 21 + T˜
2
2 + T˜
2
3 , and
with δ denoting the Dirac delta distribution. Since
g(r) = g(T˜1)g(T˜2)g(T˜3) with g(T˜i) ∝ exp
(
− T˜ 2i N2
)
, we
obtain
g(r) ∝ exp
(
−r
2N
2
)
(75)
with the number of counts N . Solving Eq. (74), we finally
obtain
g(λ) ∝ exp
[
− (1− 2λ)
2
N
2
]
(1− 2λ)2 . (76)
The proportionality constant is given by normalization.
SM 5: ESTIMATING THE PROBABILITY OF
PHYSICAL RESULTS
With the approximation that the eigenvalues are dis-
tributed according to a Wigner semicircle, one can esti-
mate the probability that the result of a quantum state
tomography is physical, i.e., contains only non-negative
eigenvalues. Tr (%) = 1 holds by construction, hence,
the eigenvalues are precisely speaking not independent.
However, the influence of this effect can be neglected for
a sufficiently large number of qubits n. For states of the
noise model given in Eq. (8) of the main text, 2n − 1
eigenvalues are chosen according to the respective distri-
bution function. Then, the probability that all these λi
are non-negative is
Pr (λi ≥ 0) =[
2
piR2
∫ c+R
max(0,c−R)
√
R2 − (λ− c)2dλ
]2n−1
(77)
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FIG. 6. Simulated spectrum of 6 qubit completely mixed state
obtained using the tomographically complete scheme [8] (blue
bars) and using the overcomplete scheme as used in the main
text (red bars). The blue line is given by h (λ) according to
Eq. (78). The red line corresponds to the semicircle model
derived in the main text. While all eigenvalues in the latter
scheme are expected to be positive, the asymmetric scheme [8]
gives unphysical results in all cases.
with center c and radius R of the semicircular distribu-
tion. The blue line in Fig. 4 of the main text is found by
means of this calculation, being in good agreement with
the simulated data, shown by points in this figure.
SM 6: DIFFERENT TOMOGRAPHY SCHEMES
The main text focusses on the overcomplete tomogra-
phy scheme. If instead measurements are, e.g., obtained
by projecting onto all 4n tensor products of |0〉, |1〉,
1√
2
(|0〉+ |1〉), and 1√
2
(|0〉+ i|1〉) [8], the spectra change.
In this tomography scheme not all correlations are mea-
sured. One thus cannot use Eq. (16) to describe the
distribution of the correlation values. Consequently, the
Catalan numbers (see SM 2) cannot be reproduced by
the moments of the distribution, leading to a different
distribution than the Wigner semicircle distribution.
Fig. 6 compares complete and overcomplete sampling
on a basis of the spectral distribution for 100 simu-
lated states (n = 6 qubits, completely mixed state, cf.
Fig. 1 of the main text). We choose the total number
of measurements Ntotal = 4 000 000 since, according to
Eq. (6), when distributing all measurements over the
required 36 settings (N = Ntotal/3
6 ≈ 5487), one ob-
tains physical estimates for overcomplete sampling with
the eigenvalue distribution shown in red. On the con-
trary, for complete sampling [8] one obtains the distri-
bution shown in blue. The blue line corresponds to
h (λ) = α2 exp (−α |λ− 2−n|), where α now can be es-
timated by the method of moments (as used in SM 2).
The second (centralized) moment of the distribution h (λ)
is found to be 2/α2 and has to be equal to the second
(centralized) moment of the eigenvalue distribution, i.e.,
4n/Ntotal, where Ntotal denotes the total number of mea-
surement events. Thus, the spectral probability distri-
bution for the informationally complete tomography as
proposed in Ref. [8] can be approximated by
h (λ) =
√
Ntotal
2 · 4n exp
(
−
√
2Ntotal
4n
∣∣λ− 2−n∣∣) . (78)
Hence, this tomography scheme reports eigenvalues with
high probability in the tails of the distribution far away
from the center at 1/64. For the dark blue line in Fig. 6,
one obtains α =
√
2 · 4 · 106/46 ≈ 44.2.
SM 7: MODIFICATION OF RADIUS FOR LOW
RANK STATES
According to SM 2, the spectral probability density
of the maximally mixed state converges to the Wigner
semicircle. For low rank states, the radius of the spectral
probability distribution of the noise can be approximated
with the radius as given in Eq. (6). The assumption that
the radius does not depend on the rank r is only an ap-
proximation valid for r  2n. In Fig. 7, the radius Rr
in dependence of the rank r is shown for 100 QST esti-
mates (N = 10 000), where the underlying state is ob-
tained by equally mixing r orthogonal random states.
R can be estimated by means of the second moment
mev2 = 1/2
nE
[∑
i λ
2
i
]
= (R/2)
2
. For a low rank state,
the summation over the eigenvalues in Eq. (26) has to be
modified,
mev2 → mev′2 ≈ mev2 ·
(
2n − r
2n
)
= mev2 ·
(
1− r · 2−n) .
(79)
R→ R′r = R ·
√
1− r · 2−n = 2
(
5
6
)n
2
√
1− r · 2−n√
N
.
(80)
For a rank r = 1 state with n = 6 qubits, the radius is
changed by a factor of
√
1− r · 2−n ≈ 0.992, which can
be neglected.
SM 8: HYPOTHESIS TEST
In the main text, the obtained spectrum of the ex-
perimentally prepared Dicke state [3] is tested against
its anticipated distribution. For this hypothesis test,
we use the Anderson-Darling test [26]. The distance
between the hypothetical cumulative distribution func-
tion (CDF) F (x) and the empirical distribution function
(EDF) F˜ (λ) is calculated by means of
D = n
∫ ∞
−∞
w (λ)
[
F˜ (λ)− F (λ)
]2
dF (λ), (81)
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FIG. 7. QST (with N = 10 000) is simulated for the equal
mixture of r pure (random) n = 6 qubit states. The numer-
ically obtained radii R for different values for the rank r are
compared with the expected radius behaviour of Eq. (80).
TABLE I. Center and radius of a hypothetical Wigner semi-
circle distribution for different ranks r. The P -values directly
obtained by means of an Anderson-Darling (AD) hypothesis
test are shown as well as effective Peff -values which account
for eigenvalues outside of the support of the semicircle.
rank r center c radius R P -value Peff -value
0 0.015625 0.076317 9.44 · 10−6 0
1 0.006187 0.075719 0.0089 0
2 0.002803 0.075115 0.3553 0
3 0.000399 0.074507 1− 8 · 10−7 1− 8 · 10−7
4 −0.000790 0.073894 0.9998 0.9998
5 −0.001883 0.073275 0.9976 0.9976
where w (λ) is a weighting function and where n denotes
the sample size (number of eigenvalues in empirical data).
The function w (λ) = 1/ [F (λ) [1− F (λ)]] used for the
Anderson-Darling test [26] weights the tails of the distri-
bution higher than, e.g., the Crame´r-von-Mises test [20].
The CDF of a semicircle with radius R and center c reads
F (λ) =
1
2
+
(λ− c)
√
1− (λ−c)2R2
piR
+
ArcSin
(
(λ−c)
R
)
pi
(82)
(for c − R < λ < c + R; F (λ) = 0 for λ ≤ c − R and
F (λ) = 1 for λ ≥ c+R). Please note that the difference
of the empirical and the cumulative distribution function
contributes only for dF (λ) 6= 0 to the test statistic from
which the P -value is derived. Thus, if an eigenvalue is
outside of the support of the Wigner semicircle distribu-
tion, it does not matter how far it is off. Consequently,
it is recommended to check in the first place that all the
data are in the support and set the P -value to 0 other-
wise.
FIG. 8. (red) Empirical distribution function (EDF) of the
smallest 61 eigenvalues, i.e., it is given by |{λi : λi ≤
λ, i ≤ 61}|/61, where |S| denotes the number of elements
in set S. (green) Cumulative distribution function (CDF)
of the Wigner semicircle distribution with R = 0.0745 and
c = 4×10−4, in good agreement with the red EDF. The eigen-
values are shown as red dots underneath the plot. The sup-
port of the assumed Wigner semicircle distribution is shown
by the gray shaded area.
As an additional check of the state estimation strat-
egy introduced above, one can compare the P -values for
various ranks r assumed in the tests. In Tab. I the cen-
ter c and the corresponding P -values are given for low
rank states with admixed white noise for different ranks
r. Please note that for the cases where eigenvalues are
found outside of the support of the Wigner semicircle
distribution the corresponding hypothesis that statisti-
cal noise can be an explanation for these eigenvalues has
to be rejected, effectively leading to a vanishing P -value.
Evidently, for r ≥ 4, the center of the assumed semicir-
cle is shifted to negative values, being incompatible with
our model. Consequently, the analysis results in a rank
r = 3 state with a small amount of admixed white noise.
