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Abstract. We show that the objective function of conventional k-means
clustering can be expressed as the Frobenius norm of the difference of a
data matrix and a low rank approximation of that data matrix. In short,
we show that k-means clustering is a matrix factorization problem. These
notes are meant as a reference and intended to provide a guided tour
towards a result that is often mentioned but seldom made explicit in the
literature.
1 Introduction
The k-means procedure is one of the most popular techniques to cluster a data set
X ⊂ Rm into subsets C1, . . . , Ck. The underlying ideas are intuitive and simple
and most theoretical properties of k-means clustering are well established text
book material [1,2].
In this note, we are concerned with an aspect of k-means clustering that is
arguably less well known and somewhat under-appreciated. Over the past years,
several authors have pointed out that k-means clustering can be understood as
a constrained matrix factorization problem [3,4,5,6,7]. However, reading these
or related texts, it appears as if most authors consider this fact self explanatory
and hardly discuss it in detail. Since this may confuse less experienced readers,
our goal in this note is to rigorously establish the following equalities for the
objective function of hard k-means clustering
k∑
i=1
n∑
j=1
zij
∥∥xj − µi∥∥2 = ∥∥∥X −MZ∥∥∥2 = ∥∥∥X −XZT (ZZT )−1Z∥∥∥2 (1)
where
X ∈ Rm×n is a matrix of data vectors xj ∈ R
m (2)
M ∈ Rm×k is a matrix of cluster centroids µi ∈ R
m (3)
Z ∈ Rk×n is a matrix of binary indicator variables such that
zij =
{
1, if xj ∈ Ci
0, otherwise.
(4)
2 Notation and Preliminaries
Throughout, we write xj to denote j-th column vector of a matrix X. To refer
to the (l, j) element of a matrix X , we either write xlj or
(
X
)
lj
.
The Euclidean norm of a vector will be written as ‖x‖ and the Frobenius
norm of a matrix as ‖X‖.
Regarding the squared Frobenius norm of a matrix, we recall the following
properties∥∥X∥∥2 =∑
l,j
x2lj =
∑
j
∥∥xj∥∥2 =∑
j
xTj xj =
∑
j
(
XTX
)
jj
= tr
[
XTX
]
(5)
Finally, subscripts or summation indices i will be understood to range from 1
to k (the number of clusters), subscripts or summation indices j will range from
1 up to n (the number of data vectors), and subscripts or summation indices l
will be used to expand inner products between vectors or rows and columns of
matrices.
3 Step by Step Derivation of (1)
To substantiate the claim in (1), we first point out several peculiar properties of
the binary indicator matrix Z in (4).
If the clusters C1, . . . Ck have distinct cluster centroids µ1, . . . ,µk, each of the
j columns of Z will contain a single 1 and k−1 elements that are 0. Accordingly,
the columns of Z will sum to one∑
i
zij = 1 (6)
and its row sums will indicate the number elements per cluster∑
j
zij = ni = |Ci|. (7)
Moreover, since zij ∈ {0, 1} and each column of Z only contains a single 1,
the rows of Z are pairwise perpendicular because
zij zi′j =
{
1, if i = i′
0, otherwise
(8)
which is then to say that the matrix ZZT is a diagonal matrix where
(
ZZT
)
ii′
=
∑
j
(
Z
)
ij
(
ZT
)
ji′
=
∑
j
zij zi′j =
{
ni, if i = i
′
0, otherwise.
(9)
Having familiarized ourselves with these properties of the indicator matrix,
we are now positioned to establish the equalities in (1) which we will do in a
step by step manner.
3.1 Step 1: Expanding the expression on the left of (1)
We begin our derivation by expanding the conventional k-means objective func-
tion on the left of (1). For this expression, we have
∑
i,j
zij
∥∥xj − µi∥∥2 =∑
i,j
zij
(
xTj xj − 2x
T
j µi + µ
T
i µi
)
=
∑
i,j
zij x
T
j xj︸ ︷︷ ︸
T1
−2
∑
i,j
zij x
T
j µi︸ ︷︷ ︸
T2
+
∑
i,j
zij µ
T
i µi︸ ︷︷ ︸
T3
. (10)
This expansion leads to further insights, if we examine the three terms T1,
T2, and T3 one by one. First of all, we find
T1 =
∑
i,j
zij x
T
j xj =
∑
i,j
zij
∥∥xj∥∥2 (11)
=
∑
j
∥∥xj∥∥2 (12)
= tr
[
XTX
]
(13)
where we made use of (6) and (5). Second of all, we observe
T2 =
∑
i,j
zij x
T
j µi =
∑
i,j
zij
∑
l
xlj µli (14)
=
∑
j,l
xlj
∑
i
µli zij (15)
=
∑
j,l
xlj
(
MZ
)
lj
(16)
=
∑
j
∑
l
(
XT
)
jl
(
MZ
)
lj
(17)
=
∑
j
(
XTMZ
)
jj
(18)
= tr
[
XTMZ
]
(19)
Third of all, we note that
T3 =
∑
i,j
zij µ
T
i µi =
∑
i,j
zij
∥∥µi∥∥2 (20)
=
∑
i
∥∥µi∥∥2 ni (21)
where we applied (7).
3.2 Step 2: Expanding the expression in the middle of (1)
Next, we look at the second expression in (1). As a squared Frobenius norm of
a matrix difference, it can be written as∥∥∥X −MZ∥∥∥2 = tr[(X −MZ)T (X −MZ)]
= tr
[
XTX
]︸ ︷︷ ︸
T4
−2 tr
[
XTMZ
]︸ ︷︷ ︸
T5
+tr
[
ZTMTMZ
]︸ ︷︷ ︸
T6
(22)
Given our earlier results, we immediately recognize that T1 = T4 and T2 = T5.
Thus, to establish that (10) and (22) are indeed equivalent, it remains to verify
whether T3 = T6?
Regarding T6, we note that, because of the cyclic permutation invariance of
the trace operator, we have
tr
[
ZTMTMZ
]
= tr
[
MTMZZT
]
. (23)
We also note that
tr
[
MTMZZT
]
=
∑
i
(
MTMZZT
)
ii
(24)
=
∑
i
∑
l
(
MTM
)
il
(
ZZT
)
li
(25)
=
∑
i
(
MTM
)
ii
(
ZZT
)
ii
(26)
=
∑
i
∥∥µi∥∥2 ni (27)
where we used the fact that ZZT is diagonal. This result, however, shows that
T3 = T6 and, consequently, that (10) and (22) really are equivalent.
3.3 Step 3: Eliminating matrix M
Finally, to establish the equality on the right of (1) we ask for the matrix M
that, for a given Z, would minimize
∥∥X −MZ∥∥2. To this end, we consider
∂
∂M
∥∥∥X −MZ∥∥∥2 = ∂
∂M
[
tr
[
XTX
]
− 2 tr
[
XTMZ
]
+ tr
[
ZTMTMZ
]]
= 2
(
MZZT −XZT
)
(28)
which, upon equation to 0, leads to
M =XZT
(
ZZT
)−1
(29)
which beautifully reflects the fact that each of the k-means cluster centroids µi
coincides with the mean of the corresponding cluster Ci, namely
µi =
∑
j zij xj∑
j zij
=
1
ni
∑
xj∈Ci
xj . (30)
4 Conclusion
Using tedious yet straightforward algebra, we have shown the the problem of
hard k-means clustering can be understood as the following constrained matrix
factorization problem
min
Z
∥∥∥X −XZT (ZZT )−1Z∥∥∥2
s.t. zij ∈ {0, 1}∑
j
zij = 1
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