We study row-finite Leavitt path algebras. We characterize the row-finite graphs E for which the Leavitt path algebra is weakly Noetherian. Our main result is that a Leavitt path algebra is weakly Noetherian if and only if there is ascending chain condition on the hereditary and saturated closures of the subsets of the vertices of the graph E.
Introduction
Throughout this paper K denotes a field. Leavitt (1962) introduced a class of K-algebras (denoted by L(m, n)) for which there exist isomorphic free modules of different ranks. Cuntz (1977) , independently, constructed related C * -algebras (also called Cuntz algebras) denoted by O n . Altough the work of Cuntz was independent from that of Leavitt, the algebras share strong connections, for example L C (1, n) is a dense subalgebra of O n (Cuntz, 1980) , (Raeburn and Szymański, 2004) . Later in (Kumjian, 1998) , C * -algebras associated to a directed graph E (denoted by C * (E)) were defined. Abrams and Pino (2005) presented Leavitt path algebras, which are specific type of K-algebras associated to a directed graph and are the natural generalization of the Leavitt algebras. These algebras are seen as the algebraic counterpart of C * -algebras, and have been receiving recent attention (see e.g. (Abrams and Pino, 2005) , (Goodearl, 2009 ), (Pino, Pardo and Siles-Molina, 2009)).
Some of the algebraic properties of Leavitt path algebras have been investigated, including primitivity, simplicity and being Noetherian (Pino, Pardo and Siles-Molina, 2009), (Abrams and Pino, 2005) , (Abrams and Pino, 2008) . We say that an algebra is weakly Noetherian, if it satisfies the ascending chain condition on its two-sided ideals. Since both simple algebras and Noetherian algebras are weakly Noetherian, we complete the algebraic picture by giving the necessary and sufficient conditions on a row finite graph E for a corresponding Leavitt path algebra to be weakly Noetherian. Our goal is to give a classification of weakly Noetherian Leavitt path algebras in terms of the structure of the underlying graph.
In Section 2 we give some background on directed graphs, path algebras and Leavitt path algebras. In Section 3, we build the necessary tools to prove our main result (Theorem 3.10). First we give some results about the elements generating ideals of Leavitt path algebras, and then we show some useful relations between ideals and hereditary and saturated closure of subsets of vertices.
Leavitt Path Algebras
In this section we give the necessary definitions for graphs, path algebras, Leavitt path algebras, and some basic results about them. In this paper we will only consider row-finite graphs.
Definition 2.3.
A path µ in a graph E is a sequence of edges µ = e 1 · · · e n such that r(e i ) = s(e i+1 ) for i = 1, . . . , n − 1. We define the source of µ by s(µ) := s(e 1 ) and the range of µ by r(µ) := r(e n ). If we have r(µ) = s(µ) and s(e i ) = s(e i+1 ) for every i = j, then µ is called a cycle.
Definition 2.4. Let v be a vertex in E 0 . If there is no cycle based at v, then we let g = v and call it the trivial cycle. If g is a cycle based at v of length at least 1, then g is called a non-trivial cycle. Definition 2.5. Let K be a field and E be a graph. The path algebra of E over K, denoted by A(E), is defined as the free K-algebra K[E 0 ∪ E 1 ] with the relations:
2. e i = e i r(e i ) = s(e i )e i for every e i ∈ E 1 .
Definition 2.6. For given a graph E the extended graph of E is the new graph E = (E 0 , E 1 ∪ (E 1 ) * , r , s ) where (E 1 ) * = {e * i : e i ∈ E 1 } and the functions r and s are defined as r | E 1 = r, s | E 1 = s, r (e 2. v i = {e j ∈E 1 :s(e j )=v i } e j e * j for every v i ∈ E 0 which is not a sink.
The relations (1) and (2) are called Cuntz-Krieger relations.
Note the sum appears in equation (2) is finite as we assume E is row-finite.
Lemma 2.8. L K (E) is spanned as a K-vector space by monomials
Proof. For the proof, we refer to the proof of Raeburn (2005, Corollary 1.15)and also the explanation given in (Abrams and Pino, 2005) .
Definition 2.9. We say that a monomial in L K (E) is a real path (respectively a ghost path) if it contains no terms of the form e * i (respectively e i ). We say that p ∈ L K (E) is a polynomial in only real edges (respectively in only ghost edges) if it is a sum of real paths (respectively ghost edges).
Definition 2.10. The length of a real path (respectively ghost path) µ, denoted by |µ|, is the number of edges it contains. The length of v ∈ E 0 is 0.
Definition 2.11. Let x be a polynomial in only real edges (respectively in only ghost edges) in L K (E). If x = µ 1 + · · · + µ n , where the µ i 's are real paths (respectively ghost paths), then the length of x, denoted by |x|, is defined as max i=1,...,n {|µ i |}.
Definition 2.12. An edge e is called an exit to the path µ = e 1 · · · e n if there exists i such that s(e) = s(e i ) and e = e i . Definition 2.13. A closed path based at v is a path µ = e 1 · · · e n , with e j ∈ E 1 , n ≥ 1 and such that s(µ) = r(µ) = v. We denote the set of all such paths by CP (v). A closed simple path based at v is a closed path based at v, µ = e 1 . . . e n , such that s(e j ) = v for j > 1. We denote the set of all such paths by CSP (v).
Note that a cycle is a closed simple path based at any of its vertices. However the converse may not be true, as a closed simple path based at v may visit some of its vertices (but not v) more than once.
Proof. We refer the reader to (Abrams and Pino, 2005) .
For a given graph E we define a preorder ≥ on the vertex set E 0 by: v ≥ w if and only if v = w or there is a path µ such that s(µ) = v and r(µ) = w. Definition 2.16. We say that a subset H ⊆ E 0 is hereditary if w ∈ H and w ≥ v imply v ∈ H. We say H is saturated if whenever s −1 (v) = ∅ and {r(e) :
Definition 2.17. The hereditary and saturated closure of a set X ⊂ E 0 is defined as the smallest hereditary and saturated subset of E 0 containing X.
For the closure of X we use the notation given in (Abrams and Pino, 2008) :
for n ≥ 1.
be a directed graph where E 0 = {v, w} and E 1 = {e 1 , e 2 , e 3 } such that r(e 1 ) = s(e 1 ) = v and r(e 2 ) = r(e 3 ) = s(e 3 ) = w. The graph of this Leavitt path algebra is given in Figure 1 .
Then note that {v 1 } = {v 1 , v 2 }, whereas {v 2 } = {v 2 }.
The graph of this Leavitt path algebra is given in Figure 2 . 
Proofs
In this section we construct the necessary tools to prove our main result.
as the set of polynomials of L K (E) in only real edges (respectively in only ghost edges). Definition 3.2. For a given ideal I in L K (E) we define I real (respectively I ghost ) as the set of polynomials of I in only real edges (respectively ghost edges).
Remark 1. Let I be an ideal of L K (E) and let µ = µ 1 + · · · + µ n be in I, where µ 1 , . . . , µ n are monomials in I. Note that s(µ i )µr(µ i ) is in I and every surviving monomial has the same source and the same range. Also note that µ = w∈R v∈S vµw,
Hence µ can be written as ν 1 + · · · + ν m , where
2. for 1 ≤ i ≤ m, ν i is a sum of monomials whose sources are all the same and whose ranges are all the same.
We note that this result also applies to
. Then I real is generated by elements of the form v + m k=1 λ k g k , where v ∈ E 0 , g is a cycle at v and λ 1 , . . . , λ m ∈ K.
Proof. Let J be the ideal of L K (E) R generated by all elements of I real of the form v + m k=1 c k g k , where v ∈ E 0 , g is a cycle at v and c 1 , . . . , c m ∈ K. Our claim is J = I real . If not, then there exists µ = µ 1 + · · · + µ n ∈ I real \ J, where each µ i is a monomial. Pick such an µ of minimal length. We claim that µ i is in E 0 for some i. If not, then for every i, we can write µ i = e i ν i , where e i ∈ E 1 and ν i is a monomial. So µ = e i ν i . Then
and has smaller length. Hence each e * i µ is in J. But then
is in J. So we get µ i is in E 0 for some i. By renumbering if necessary, we may assume µ 1 ∈ E 0 . We now denote µ 1 by v ∈ E 0 and by multiplying by a nonzero scalar if necessary, we get µ = v + µ 2 + · · · µ n . But then by Remark 1, we may assume that r(µ i ) = s(µ i ) = v. So each µ i is a closed path at v. Then we have 2 cases:
Case I: There is only one cycle at v, and no other closed simple paths. Let's call this cycle g. Then for every i we get µ i = λ i g m i , where m i ∈ N and λ i ∈ K. In this case f = v + λ i g m i , which is in J, a contradiction. Case II: There are at least two closed simple paths at v. Let's call these paths g 1 and g 2 . Note that g *
k on the left and by g k 1 on the right. Then we get
where each µ i is g m i 1 for some m i ∈ N and γ i is in K for i = 1, . . . , m. Next we multiply µ by g * 2 on the left and by g 2 on the right. Since g * 2 g 1 = 0, we get g * 2 µ g 2 = g * 2 vg 2 = v. But this means v is in I real and hence is in J. Then note that µ = vµ is also in J, a contradiction.
We conclude I real is generated by elements of the form v + m k=1 λ k g k , where v ∈ E 0 , g is a cycle at v and λ 1 , . . . , λ m ∈ K.
It can be easily showed that the analogue of Lemma 3.3 is true for I ghost . We state this for the sake of completeness.
Lemma 3.4. Let I be an ideal of L K (E). Then I ghost is generated by elements of the form v + m k=1 λ k (g * ) k , where v ∈ E 0 , g is a cycle at v and λ 1 , . . . , λ m ∈ K.
Lemma 3.5. Let I be an ideal in L K (E). Then I is generated by elements of the form v + m k=1 λ k g k , where v ∈ E 0 , g is a cycle at v and λ 1 , . . . , λ m ∈ K.
Proof. Let J be the ideal of L K (E) generated by I real . We claim that I = J. To see this, pick . First note that we have |ν i | > 0 for some i, otherwise x is in I real ⊂ J. Let e be in E 1 . Then note that
Then by minimality, we get xe is in J for every e ∈ E 1 . Since |ν i | > 0 for some i, w is not a sink and emits finitely many edges. Hence we have x = xw = x {e j ∈E 1 :s(e j )=v} e j e * j = {e j ∈E 1 :s(e j )=v} (xe j )e * j ∈ J. We get a contradiction, so the result follows.
Notation. Let g be a cycle at vertex v ∈ E 0 and let p(
. We note that if there are no non-trivial cycles based at v, then
Remark 2. Let I be an ideal in L K (E) and let p(x) ∈ K[x] such that p(g) ∈ I for some cycle g with source v ∈ E 0 . We write p(g)
. Since q(g)g k = p(g), we see that p(g) is in the ideal of L K (E) generated by q(g). Lemma 3.6. Let g 1 and g 2 be two different nontrivial cycles based at the vertex v ∈ E 0 . Suppose I = (p(g 1 )), where p(x) ∈ K[x] and p(0) = 1, then I = (v).
Proof. It is sufficient to show that v is in I. Since g 1 and g 2 are two different non-trivial cycles, we have g * 2 g 1 = 0. Write
where λ i ∈ K. Then if we multiply p(g 1 ) by g * 2 on the left and by g 2 on the right, we get
The result follows. Lemma 3.7. Let S = {w 1 , . . . , w n } ⊂ E 0 , let g i be cycle at w i , and let I = (p 1 (g 1 ), . . . , p n (g n )), where p i (x) ∈ K[x] for 1 ≤ i ≤ n. Suppose for w ∈ E 0 there exists a cycle g at w such that p(g) ∈ I for some p(x) ∈ K[x] with p(0) = 1. Then w ∈ S.
Proof. Since p(g) is in I, p(g) can be written as a K-linear combination of elements of the form αβ * p i (g i )µν * , where α, β, µ and ν are real paths, and the length of ν is at most N . First write p(g) = w + j=1 λ j g j . Next, consider all the paths with length N and source w. Then note that for such a path x we get
is nonzero. Then notice that the right-hand side is a non-trivial linear combination of elements of the form αβ * p i (g i )µ, where µ is a path with source w i and range r(x), hence r(x) is in S. Since x was arbitrary, we get {r(x) | x is a path, |x| = N, s(x) = w} ⊆ S. 
and right-hand side can be written as a K-linear combination of the elements of the form αβ * w i µν * , where |ν| ≥ 0 for some i. If any ν has length at least 1, then r(ν * ) = s(ν) = r(ρ), implying ν is a path with source v 0 . Hence we get a contradiction with v 0 being a sink. Hence we have each |ν| = 0; but then µ is a path with range w i and source v 0 , so v 0 is in S. Since v 0 was arbitrary, we get {v | there exists a path of length m − 1 from w to v} ⊆ S, which contradicts the minimality of m. Thus we conclude {r(s −1 (w))} ⊂ S, and hence w is in S.
Remark 3. Let g be a cycle based at v ∈ E 0 and let p(x), q(x) ∈ K[x] be such that
Lemma 3.8. Let I be an ideal of L K (E). Let v 1 ∈ E 0 and let g 1 be a cycle at v 1 . Suppose that p 1 (g 1 ) ∈ I for some polynomial
Proof. Since v 1 > v 2 , there is a path µ with source v 1 and range v 2 . We have two cases.
Case I: If v 2 is a vertex on the cycle g 1 , then let ν be a path with source v 2 and range v 1 such that g 1 = µν and g 2 = νµ. Then note that µ
Case II: If v 2 is not on g 1 , then µ * g 1 = 0, and thus
The result follows.
Lemma 3.9. Let S = {v 1 , . . . , v n } ⊂ E 0 , and I be the two-sided ideal generated by p i (g i ), where p i (x) ∈ K[x] and g i is a cycle at vertex v i for i = 1, . . . , n. If w ∈ S, then there exists a cycle g based at w such that p(g) ∈ I, where p(x) ∈ {1, p 1 (x), . . . , p n (x)}.
Proof. Suppose w ∈ S. Since S = ∞ k=0 Λ k (S), there exists some smallest k for which w ∈ Λ k (S). We use induction on k to show that either w ∈ I or there exists a cycle g at w such that p i (g) is in I for some i ∈ {1, . . . , n}. First suppose that k = 0. If w ∈ Λ 0 (S), then there exists a path µ such that r(µ) = w and s(µ) = v i for some i. But then by Lemma 3.8 either w is in I or p i (g) is in I for a cycle g based at w. Now assume that the claim is true if w is in Λ k−1 (S) and suppose w ∈ Λ k (S) If w is in
. . , w m }, then by the inductive hypothesis we have that for i ∈ {1, . . . , m} there exists q i (x) ∈ {1, p 1 (x), . . . , p n (x)} and a cycle h i based at w i such that q i (h i ) ∈ I for 1 ≤ i ≤ m.
We have 3 cases. Case I: There does not exists any non-trivial cycle based at w. Let T = {e ∈ E 0 | s(e) = w, r(e) ∈ {w 1 , . . . , w n }}.
First note that e * q i (h i )e is either w i or 0 for i ∈ {1, . . . , m}, hence we get
e(e * q i (h i )e)e * is in I. Case II: There exists a cycle based at w of length 1. Then w itself is in r(s −1 (w)), hence p(g) ∈ I where p(x) ∈ {1, p 1 (x), . . . , p n (x)} and g is some cycle based at w.
Case III: All cycles based at w have length at least 2. Without loss of generality let w 1 be one of the vertices on one of these cycles. Then w and w 1 are on the same cycle, and hence w 1 > w. By Lemma 3.8, p(g) is in I, where p ∈ {1, q 1 (x)} ⊆ {1, p 1 (x), . . . , p n (x)} and g is some cycle based at w. Now we can state and prove our main result. Proof. First assume that L K (E) is weakly Noetherian. Towards a contradiction assume that there is an infinite strictly ascending chain of hereditary and saturated closures
where S i ⊂ E 0 for each i. Let I i be the two-sided ideal generated by the vertices in S i , so we get a chain of ascending ideals
Since L K (E) is weakly Noetherian, there exists n ∈ N such that
There exists w ∈ E 0 such that w is in S n , but not in S n+1 . However w must be in I n , and hence in I n+1 , but then by Lemma 3.7, w is in S n+1 , a contradiction.
For the converse, assume that we have ascending chain condition on hereditary and saturated closures and let I be a two-sided ideal in L K (E). Then our claim is that I must be generated by finitely many elements. It is no loss of generality to assume that I is countably generated. By Lemma 3.5, I is generated by the elements of the form p i (g i ), where p i (x) ∈ K[x] and g i is a cycle at a vertex v i ∈ E 0 for i ∈ N. Let I = (p 1 (g 1 ), p 2 (g 2 ), . . . ), where we may assume that p i (x) is the monic polynomial of the smallest degree such that p i (g i ) ∈ I by Remark 3. Moreover, assume that p(0) = 1 for every i ∈ N.
Without loss of generality, let v 1 be with the property that deg(p 1 (x)) ≤ deg(p i (x)) for every i > 1, and let S 1 = {v 1 }. Similarly, let v 2 be the vertex with the property that deg(p 2 (x)) ≤ deg(p i (x)) for every i > 2, and let S 2 = {v 1 , v 2 }. If we keep picking vertices in this manner, then we get the ascending chain This chain terminates for some n, hence we get v i ∈ S n for i > n. By Lemma 3.9, we get
, where q i ∈ {1, p 1 (x), . . . , p n (x)} and h i is some cycle based at v i . We note that we may assume that g i is the same cycle as h i for i > n, as otherwise we have 3 cases: Case I: If h i and g i are two different non-trivial cycles based at v i , then by Lemma 3.6, v i ∈ I, then by minimality p i (x) = 1 and hence
Case II: If g i is a trivial cycle based at v i , then p i (g i ) = λv i ∈ I, where λ ∈ K. By minimality, we have p i (x) = 1 and hence λ = 1. Then note that
Case III: If h i is a trivial cycle based at v i , then q i (h i ) = λv i ∈ I for some λ ∈ K. Then by minimality, we have p i (x) = 1 and hence
Thus, it is no loss of generality to assume that g i = h i for i > n. By the construction, we have deg
for i > n, then we have deg(q i (x)) = deg(p i (x)) for i > n because of minimality. In addition, we should have p i (x)|q i (x) for i > n, otherwise by Remark 3 p i (x) = gcd(p i (x), q i (x)) has smaller degree and p i (g i ) is in I, which is a contradiction with the minimality of p i (x). Then p i (x) = λ i q i (x) for i > n and for some λ i ∈ K, and hence p i (g i ) ∈ (p 1 (g 1 ), . . . , p n (g n )) for i > n, which implies that I is finitely generated.
Corollary 3.11. Every Leavitt path algebra with a finite graph is weakly Noetherian.
Example 3. Let E = (E 0 , E 1 , r, s) be a directed graph where E 0 = {v, w 1 , w 2 , w 3 , . . . } and E 1 = {e 1 , e 2 , . . . } ∪ {f 1 , f 2 , . . . } is such that r(e i ) = v and s(e i ) = r(f i ) = s(f i ) = w i . The graph of this Leavitt path algebra is given in Figure 3 . Note that if we let S i = {w 1 , . . . , w i }, then S 1 ⊂ S 2 ⊂ · · · is a non-terminating ascending chain of hereditary and saturated closures of sets in E 0 . Hence by Theorem 3.10, L K (E) is not weakly Noetherian. Indeed, (w 1 ) ⊂ (w 1 , w 2 ) ⊂ · · · is a non-terminating ascending chain of ideals in L K (E). Let E = (E 0 , E 1 , r, s) be a directed graph, where E 0 = {v s |s ∈ S} and E 1 = {e s0 |s ∈ S} ∪ {e s1 |s ∈ S} is such that s(e s0 ) = s(e s1 ) = v s , r(e s0 ) = v s0 and r(e s1 ) = v s1 . The graph of this Leavitt path algebra is given in Figure 4 . Note that {v ε } ⊂ {v ε , v 0 } ⊂ {v ε , v 0 , v 10 } ⊂ · · · is a non-terminating ascending chain of hereditary and saturated closures and
is a non-terminating ascending chain of ideals in L K (E), hence L K (E) is not weakly Noetherian.
