Abstract-Volume estimates of metric balls in manifolds find diverse applications in information and coding theory. In this paper, new results for the volume of a metric ball in unitary group are derived via tools from random matrix theory. The first result is an integral representation of the exact volume, which involves a Toeplitz determinant of Bessel functions. A simple but accurate limiting volume formula is then obtained by invoking Szegő's strong limit theorem for large Toeplitz matrices. The derived asymptotic volume formula enables analytical evaluation of some coding-theoretic bounds of unitary codes. In particular, the Gilbert-Varshamov lower bound and the Hamming upper bound on the cardinality as well as the resulting bounds on code rate and minimum distance are derived. Moreover, bounds on the scaling law of code rate are found. Finally, a closed-form bound on the diversity sum relevant to unitary space-time codes is obtained, which was only computed numerically in the literature.
as Gilbert-Varshamov and Hamming bounds relies on the volume of the corresponding metric ball [9] - [12] .
Despite the need to accurately estimate the volume of metric balls in the unitary group, results in this direction are rather limited. Volume estimates have been derived in [10] - [12] when the radius of metric ball is small. In this paper, we study the volume of a metric ball, valid for any radius, in the unitary group with chordal distance. The same problem was considered in [4] in the study of diversity sum bounds of unitary space-time codes, where the authors relied on numerical integrations to evaluate the volume. The starting point of the current paper is that such a numerical evaluation may not be necessary. Specifically, we show that the exact volume boils down to an integral involving a Toeplitz determinant with Bessel function entries. This representation gives rise to an explicit formula in the simplest case of a two-by-two unitary matrix. We then present a simple asymptotic volume formula, which is the main technical contribution of the paper. One possible approach to obtain this asymptotically exact formula is by making use of Szegő's strong limit theorem on the determinants of large Toeplitz matrices. This powerful tool, albeit being subjects of studies for several decades in the random matrix theory community, has not been fully utilized in the coding theory community. Surprisingly, the limiting volume formula is already quite accurate for dimension as small as three. The rate of convergence of the limiting formula is found to be super-exponential.
As an application, we study some basic coding-theoretic questions of unitary codes by using the derived asymptotic volume formula. In particular, analytical expressions for the Gilbert-Varshamov and the Hamming bounds on the codeword cardinality as well as the corresponding bounds on minimum distance of a code are derived. We also derive formulas for bounds on the code rate and its scaling law, which are crucial to establish the existence results of unitary codes. In addition, a closed-form upper bound on diversity sum of unitary spacetime codes is obtained. These simple-to-compute analytical results capture the behavior of the bounds reasonably accurately, which also lead to some useful insights into the bounds.
The rest of the paper is organized as follows. In Section II we formulate the problem considered in this paper, where we first define the volume of a metric ball in unitary group before stating the coding bounds of interests. Section III is devoted to the derivation of exact and asymptotic volume formulas. In Section IV the derived analytical results are utilized in the study of coding-theoretic bounds of unitary codes. We conclude the main findings of this paper in Section V.
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II. PROBLEM STATEMENT

A. Volume of a Metric Ball
Consider a metric ball around the identity element I n in the n-dimensional unitary group U (n) with Euclidean distance (chordal distance) r ,
where || · || F is the Frobenius norm topological metric. We consider the invariant Haar measure μ, defining a uniform distribution on U (n). For any measurable set S ⊂ U (n) and any U ∈ U (n), the Haar measure satisfies μ (US) = μ (S). Due to the homogeneity of U (n), the characteristics of the ball (1) centered at any group element would be the same. The eigenvalue decomposition of U takes the form
where S ∈ U (n) and the diagonal entries of E are n complex numbers e ıθ i on the unit circle. More precisely, S takes values in a flag manifold of equivalence classes of U (n) modulo diagonal matrices of the form E. The joint density of the angles θ i is given by [13] 
where −π ≤ θ i ≤ π, i = 1, . . . , n and the constant c = n!(2π) n . The product 1≤ j <k≤n e ıθ j − e ıθ k 2 is the Jacobian of the transform (2) of the Haar measure (dU) to the measure (dS) n j =1 dθ j . In random matrix theory, the joint density (3) is referred to as the circular unitary ensemble [14] and c is the corresponding partition function.
The condition on the distance measure
Thus, the (normalized) volume of the metric ball (1) equals the following n-dimensional integral [4] μ (B (r )) = . . .
where 0 ≤ r ≤ 2 √ n. Due to the presence of the restriction (4), we also refer the integral (5) to the restricted partition function of the circular unitary ensemble. For the maximal distance r = 2 √ n, the restriction (4) becomes irrelevant since n i=1 sin 2 (θ i /2) ≤ n is always satisfied. In this case, we have μ(B(2 √ n)) = 1 by the fact that (3) is a density function.
B. Coding-Theoretic Bounds
A fundamental problem in coding theory is to study the maximum size of codewords as a function of the minimum distance of a code. A unitary code C with cardinality |C|,
is a finite subset of unitary group U (n). With a slight abuse of notation, we define
as the minimum distance between distinct codewords in U (n). Bounds on the codeword cardinality in unitary group rely on the normalized volume of the metric ball μ (B (r )) formulated in (5) . In particular, the Gilbert-Varshamov lower bound and the Hamming upper bound on the cardinality |C| are related to volumes of metric ball as [9] , [10] 
Hamming bound
The Gilbert-Varshamov bound and the Hamming bound are referred to as a sphere covering bound and a sphere packing bound, respectively. The principles of the two coding bounds are different. The Gilbert-Varshamov bound (8) is based on a greedy but natural approach to construct a unitary code: start with any codeword and keep on adding codewords that have distance at least r from all codewords already included until the whole space is covered. Such an algorithm will terminate at |C|μ (B (r )) ≥ 1, where
The argument r/2 in the Hamming bound is related to the error correcting capability of the code, where errors made within 'Hamming sphere' of radius r/2 can be corrected. This generalizes the concept of Hamming distance of q-ary block codes to unitary codes. By taking the union of disjoint metric balls each with r/2 packing radius, we arrive at the Hamming bound (8) .
Another important quantity in coding theory, especially in the limit n → ∞, is rate of the code [9] , [10] 
The bounds on cardinality (8) immediately lead to bounds on code rate
. (10) Namely, for any n there exists a code in U (n) with a minimum distance r and code rate as bounded in (10) . The corresponding bounds on the minimum distance r as a function of the code rate R is obtained as
where μ −1 (·) denotes the inverse function of the volume (5) . Note that besides the Frobenius norm other metrics such as the spectral norm can be equally considered in the definition of minimum distance (7), and the corresponding bounds in (8), (10) and (11) are still valid. Finally, we define the diversity sum of a unitary code [2] - [4] , which is closely related to the minimum distance (7), as
The diversity sum (12) is an important performance measure for unitary space-time codes, where a code with large diversity sum tends to perform well at the most critical regime of low signal-to-noise ratio [3] , [4] . Therefore, it is interesting to know the largest possible value of the diversity sum for a given dimension n and cardinality |C|. A useful Hammingtype upper bound to is given by [4, eq. (B1)]
which is tight for large |C|. Finally, from the diversity sum bound (13) and the relation (12), we arrive at another upper bound on the minimum distance
As discussed in [9] , the above modified bound is tighter than the minimum distance upper bound (11).
III. VOLUME CALCULATIONS
As we have seen, the performance of coding-theoretic bounds (8) , (10), (11), (13) and (14) all rely on an accurate estimate to the volume of the metric ball. In the following, we derive an exact (26) as well as an asymptotic (41) volume formulas using recipes from random matrix theory.
A. Exact Volume
We start by rewriting the n-dimensional integral (5) 
Inserting the Fourier representation of Dirac delta function
into the reformulation (15) and performing the integration over t first, we have
where
Comparing (5) with (17) and (18), we see that the reformulation amounts to eliminating the restriction (4) at the expense of introducing a deformation n j =1 e ıν cos θ j 2 in the integrand. Up to now, the idea of derivation is similar to [4] . To proceed further, we notice that the term
is a product of two Vandermonde determinants, where j, k = 1, . . . , n. Invoking the Andréief's identity (see, e.g., [15] ), we have
Applying Euler's formula, the integral inside the above n × n determinant equals the sum of the four integrals as shown on bottom of this page. In (21a) and (21b),
denotes Bessel function of the first kind [16] . We now have and by the definition (22) the Toeplitz determinant (24) has the property
Inserting (24) into (17), after some manipulations, we arrive at a one-dimensional integral representation for the volume of metric ball (5),
The Case n = 2: In the simplest case n = 2, the integral (26) can be explicitly calculated as 1
where a = r 2 /4 − 1 and 0
denotes the Meijer's G-function [16] , [18] .
B. Asymptotical Volume
It seems difficult to explicitly calculate the integral (26) for any n. In addition, from a coding theoretical point of view, the asymptotics of the bounds (8), (10) , (11) and (13) are more interesting. These facts motivate us to study the asymptotical volume as n goes to infinity. From the representation (17) , this boils down to the study of the limiting behavior of D n (ν), which is found to be
16 .
(29) 1 The proof this result is rather lengthy, which can be found in an extended version of the paper [17] .
In the following, we will provide a proof of the above strikingly simple limiting formula. The proof essentially utilizes Szegő's strong limit theorem on the asymptotics of Toeplitz determinants.
Whilst being simple, the convergence of D n (ν) to the asymptotic limit (29) is quite fast as observed in Figure 1 . As n increases the exact curves oscillate closer to the asymptotic curve e −ν 2 /16 , and the difference is already indistinguishable for n = 4. Note that due to the symmetry (25), we plot only the positive ν in Figure 1 .
1) Asymptotics of D n (ν) via Szegő's Strong Limit Theorem:
As will be seen, the asymptotical formula (29) of D n (ν) is a direct consequence of Szegő's strong limit theorem [19] when properly interpreted. We first rewrite the integral (18) as
Following the same steps that led (18) to (20), we have
can be interpreted as the Fourier coefficient of the function (31). Thus, D n (ν) is understood as the determinant of a Toeplitz matrix ( f j −k ) n j,k=1 formed by Fourier coefficients of the function f (θ ). In this form, the limiting behavior of the Toeplitz determinant (32) is known and is given by Szegő's strong limit theorem [19] , [20] , which is stated as follows. If f (θ ) is integrable over the unit circle and the sum
The Landau symbol o(1) is understood as
and in particular (35) is asymptotically tight. In our case, there are only two non-zero Fourier coefficients for the function ln f (θ ),
Inserting the above into (35) we establish the claimed limiting formula (29). It was proven in [21] that the convergence rate of (29) is O n −cn for some constant c > 0. This super-exponential rate of convergence is uncommon in random matrix theory. Szegő's study of asymptotical Toeplitz determinants [19] was motivated by problems in statistical physics in 1940's. In particular, the spin to spin correlation function of a two-dimensional Ising model can be written as a Toeplitz determinant [22] , whose asymptotics corresponds to the thermodynamics limit of such a system. Szegő's original proof [19] imposed strong conditions on f (θ ), which were successively weakened by several mathematicians in the subsequent work. The theorem was proven in the present form, among others, in [20] . For a concise survey on the recent development of asymptotical Toeplitz determinants, we refer the readers to [23] .
Note that another proof of the limiting formula (29) can be found in an extended version of the current paper in [17] . The idea of the proof is based on the interpretation of (30) as the moment generating function of a linear spectrum statistics. The proof is established by tools from the matrixvariate hypergeometric functions and the associated zonal polynomials.
2) Asymptotic Volume Formula: We are now in a position to state the main technical result of this paper. Inserting the limiting expression (29) into (26), a simple integration yields an asymptotic formula of the volume (5),
μ (B (r ))
is the Gauss error function and (41) is asymptotically tight as n → ∞. Due to the fast convergence of D n (ν) as observed in Figure 1 and the rapid decreasing nature of the function sin (40), we expect that the asymptotic formula (41) approaches the exact one quite fast. Indeed, we see from Figure 2 that the approximate volume (41) is already very accurate for n as small as three. In Figure 2 , the exact volume for n = 2 is calculated by (27) and the ones for n = 3, 4 are obtained by numerical integration of (26).
IV. APPLICATIONS TO CODING THEORY
In this section, we apply the derived volume formulas to the study of coding-theoretic quantities defined in Section II-B. As will be shown, the asymptotic volume expression (41) leads to simple yet accurate analytical formulas of the bounds on the cardinality (43), the code rate (44) as well as its scaling law (49), the minimum distance (50), (52) and the diversity sum (51). Inserting the limiting volume formula (41) into (8), the Gilbert-Varshamov lower bound and the Hamming upper bound on the cardinality |C| of a unitary code (6) are obtained as 2
.
The corresponding bounds on code rate (9) are given by
A notably important metric in coding theory is the scaling law of code rate, which establishes the existence results of codes as the dimension grows to infinity [9] . The derived analytical bounds on the code rate (44) will lead to some elementary bounds on the limiting code rate. Specifically, when the dimension n approaches infinity in the same rate as the squared minimum distance r 2 , i.e.,
the following limit exists
where the limit is taken over the regime (45). In (46), the function
denotes an indicator function and ln(·) is the natural logarithmic function. The limit (46) is established by using the asymptotic expansion of the error function As an immediate consequence the result (46), the normalized limiting code rate R = R/n is bounded by
Thus, in the asymptotic regime (45) there exist codes in the unitary group with the code rate per dimension as bounded by (49). Another interpretation of (49) is the scaling law of the code rate bounds, where we observe a linear scaling behavior with the dimension. Similar results for codes in the Grassmann manifold under a different asymptotic regime can be found in [9, Th. 2] . Note that the derived code rate bounds (44) preserve the basic coding-theoretic property that R → ∞ as r → 0. Due to the assumed limiting regime (45), the derived scaling law (49) no longer preserves this property.
In Figure 3 we plot the asymptotic bounds on the code rate (44) and the bounds on the corresponding scaling law (49) as a function of the minimum distance r . We see that as n and r increase the rate bounds (44) approach the bounds on the scaling law (49), as expected. The convergence is reasonably fast as for n = 16 the differences of the respective bounds seem indistinguishable for the range of minimum distances r considered. It is also observed from Figure 3 that the respective lower and upper bounds merge in the high rate regime, whereas their differences increase monotonically as the code rate decreases. In fact, from the simple scaling bounds (49) one could easily deduce that the maximum gap (at R = 0) of minimum distances equals √ 2n for any n. By inverting the bounds on the code rate (44), the resulting bounds on the minimum distance r as a function of the code rate R is obtained as
where erf −1 (·) is the inverse error function. We now turn to the diversity sum (12) , which is relevant to the performance of unitary space-time codes. By inverting the volume formula (41) and inserting it into (13), we arrive at an analytical expression for the upper bound on diversity sum
The above result makes it possible to analytically study the diversity sum bound. In particular, it can be verified that the approximative upper bound (51) is a monotonically increasing function of the codeword dimension n and a monotonically decreasing function of the cardinality |C|. The corresponding closed-form relation between n and |C| is compactly captured by (51). The upper bound on diversity sum (13) was numerically evaluated in [4] , where the authors stated that "When n is large, the exact computation of r E 0 the inverse volume μ −1 (1/|C|) in our notation is rather involved and hence it is also computationally difficult to compute the bounds". Indeed, inverting the integral (26) that involves a matrix determinant (24) is numerically unstable even for a small n. On the other hand, the fact that the relative approximation error 2 of the derived analytical bound (51) diminishes quite fast, as illustrated in Table I , makes its usefulness more prominent. In Table I , we follow the corresponding [4, Table I ] for the range of cardinalities |C|. It is seen that the approximation error is larger when |C| = 1000, which corresponds to the tail of the distribution (41). Lastly, an analytical expression for the modified bound on the minimum distance (14) can be similarly obtained by inverting the volume formula (41) as
We compare the minimum distance upper bound (50) denoted by r 1 to the modified upper bound (52) denoted by r 2 , where each entry in Table II is of the form (r 1 , r 2 ). As expected, the modified upper bound r 2 is tighter than the upper bound r 1 .
One also observes that the ratio of the two bounds r 1 /r 2 grows with dimension n, which seems to approach to a constant for 
where the last equality is established by the asymptotic expansion (48) and an expansion of the inverse error function
for x → 1. Namely, the ratio of the bounds tends to a unique constant as n → ∞ for any code rate R. Though the upper bound r 1 can be √ 2 times looser that the modified bound r 2 , their difference is shrinking in the high rate regime as seen from Table II . We also see that for a sufficient large n the upper and lower 3 bounds on the minimum distance increase with n. This advocates the design of large dimensional spacetime codes, where there potentially exists codes with improved error performance, i.e., with a larger minimum distance. A similar conclusion was drawn based on the tabulated minimum distance bounds in [10, p. 3448] , where, however, some entries of their tables can not be computed due to the small-ball assumption [10] .
V. CONCLUSION
In this paper, we derive a limiting volume formula of the metric balls in unitary group based on an exact integral representation. This simple-to-evaluate asymptotic result is obtained by means of random matrix theory. The proposed volume formula enables analytical characterization of codingtheoretic bounds of unitary codes. Closed-form expressions for bounds on the cardinality, the code rate including its scaling law, the minimum distance and the diversity sum have been derived. These analytical formulas help gain crucial insights into the behavior of the bounds. In particular, the largest possible minimum distance gaps between the lower and upper bounds as well as between the upper bound and a modified one are quantified. It is also found that the code rate bounds scale linearly in some asymptotic regime of interest. Possible future work includes volume computations in other compact classical groups such as orthogonal and symplectic groups.
