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Global Convergence of Second-order Dynamics in
Two-layer Neural Networks
Walid Krichene∗ Kenneth F. Caluya† Abhishek Halder†
Abstract
Recent results have shown that for two-layer fully connected neural networks, gradient
flow converges to a global optimum in the infinite width limit, by making a connection
between the mean field dynamics and the Wasserstein gradient flow. These results were
derived for first-order gradient flow, and a natural question is whether second-order
dynamics, i.e., dynamics with momentum, exhibit a similar guarantee. We show that
the answer is positive for the heavy ball method. In this case, the resulting integro-PDE
is a nonlinear kinetic Fokker Planck equation, and unlike the first-order case, it has
no apparent connection with the Wasserstein gradient flow. Instead, we study the
variations of a Lyapunov functional along the solution trajectories to characterize the
stationary points and to prove convergence. While our results are asymptotic in the
mean field limit, numerical simulations indicate that global convergence may already
occur for reasonably small networks.
1 Introduction
The empirical success of neural network models has prompted several theoretical studies
that attempt to shed some light on their performance, and provide guarantees under suitable
assumptions. For fully connected networks, universal approximation results such as [19, 7]
provide a partial explanation for this empirical success, by proving that a large enough
network can approximate any continuous function on a compact set, though such results do
not address the dynamics of learning, i.e., whether local search algorithms such as gradient
descent can find global solutions. Recent works [30, 16] have tackled this question for
two-layer networks, and proved convergence to global solutions, by studying the dynamics
in the space of distributions over parameters. They make the observation that (Euclidean)
gradient flow in the parameter space is equivalent to a Wasserstein gradient flow in the
distribution space. This allows for an analysis of the long-time behavior of the dynamics in
the mean field limit, i.e., when the width of the network tends to infinity.
To the best of our knowledge, previous works in this setting, such as [30, 16, 39, 38], have
only considered first-order gradient dynamics, and a natural question is whether similar
guarantees hold for second-order dynamics, i.e., dynamics with momentum. This is the subject
of our investigation. Momentum methods such as the heavy ball method [37], Nesterov’s
method [31], or the Adam method [29], are widely used in practice [43] and have received
significant attention in the optimization literature. Their continuous-time counterpart is
given by a family of second-order differential equations, which can be interpreted as damped
nonlinear oscillators [4, 12, 24, 22]. For example, [42, 46] studied the continuous-time limit
of Nesterov’s method, which is an instance in this family with a particular form of damping.
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In this paper, our analysis will focus on the heavy ball method–perhaps the simplest and
the earliest instance of second-order optimization dynamics. It corresponds to a constant
damping coefficient, making the analysis more tractable. Even in this relatively simple
setting, the distribution dynamics for a two-layer neural network is given by a nonlinear
kinetic Fokker-Planck equation [45], and unlike the first-order case, there is no apparent
connection with the Wasserstein gradient flow. Hence, our approach to analyze the mean
field dynamics will be somewhat different, even though the tools we use are similar. Our
analysis takes inspiration from previous works in the first-order case [30, 16], and also from
the study of kinetic Fokker-Planck equations [11, 41].
1.1 Two-layer neural networks
We describe the problem setting before summarizing our results. We seek to learn a function
ψ ∈ F , where F is a Hilbert space equipped with the inner product 〈·, ·〉F . The model is
parameterized by (θ1, . . . , θn) ∈ Θn, and its output is given by
ψθ1,...,θn(x) :=
1
n
n∑
i=1
Ψ(θi)(x), (1)
where n is the number of neurons (also referred to as the width of the network), x is the
input vector, and Ψ(θi) ∈ F . In the two-layer neural network setting, we take Θ = Rd,
θi = (ai, bi) ∈ Rd−1 × R, and Ψ(θi)(x) = bis(〈ai, x〉), where ai, bi are the weights of the first
and the second layer, respectively, and s : R 7→ R is an activation function. While (1) is
perhaps an unusual way to describe the output of a neural network, it highlights a structure
that lends itself to mean field analysis: the model can be viewed as an average of “basis
functions” Ψ(θ)(·), parameterized by the vector θ ∈ Θ = Rd. This point of view allows us to
further rewrite ψ as the integral
ψµ = 〈Ψ, µ〉 :=
∫
Θ
Ψ(θ) dµ(θ), (2)
where µ is a probability measure on Θ, encoding the parameter distribution. When µ is an
average of Dirac masses, i.e., µ = 1n
∑n
i=1 δθi , the integral (2) reduces to the summation (1).
We are given a convex, Fréchet differentiable functional R : F 7→ R+, referred to as the risk
functional, which measures the expected loss of the model. For instance, in the quadratic loss
case, R(ψ) = 12E(x,y)|ψ(x)− y|2 = 12 〈ψ − y, ψ − y〉F , where the inner product is taken to be〈ψ, φ〉F := E(x,y)[ψφ], and the features and labels (x, y) are sampled from a data distribution
D. We are also given a regularization function g : Θ→ R+, and we consider the regularized
risk R(Ψθ1,...,θn) +
1
n
∑n
i=1 g(θi). While this is, in general, a non-convex function of θ, when
lifted to the space of probability measures, it becomes
F (µ) := R(〈Ψ, µ〉) + 〈g, µ〉 . (3)
The functional F is convex and Fréchet differentiable. Thus, the learning problem can be
recast as a measure-valued convex optimization problem, infµ F (µ). This is the point of view
taken in [16, 30], as well as in earlier works such as [9, 5]. We note that while our motivation
is the study of neural network dynamics, this setting applies to other problems, see [5, 16].
1.2 Particle and distribution dynamics
We give an informal overview of the general strategy used to study the mean field limit. The
first step is to make a connection between the dynamics of the particles (θ1, . . . , θn) ∈ Θn,
and the dynamics of their distribution µ supported over Θ. Suppose the particles move
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following a (time-varying) vector field vt : Θ 7→ Rd, where t indexes time. That is, the
trajectories are solutions to the following ordinary differential equation (ODE):
θ˙t = vt(θt). (4)
Then at time t, the distribution µt of these particles – more precisely, the push-forward of
an initial distribution µ0 by the flow of the ODE (4) – is given by the solution to a partial
differential equation (PDE) known as the continuity equation:
∂tµt +∇ · (µtvt) = 0, (5)
where ∇· stands for the divergence operator. When µt does not have a density, (5) should be
interpreted distributionally. Let µnt be the solution of (5) initialized at
1
n
∑n
i=1 δθi . One can
show that if the initial positions (θ1, . . . , θn) are drawn from a fixed distribution µ0, then as
the number of particles n tends to infinity, the solutions µnt , weakly converge to the solution
µt of (5) initialized at µ0. One can then focus on studying the dynamics of the mean field
limit µt.
The vector field vt in (4) and (5), which describes the movement of the particles, is determined
by the particular learning dynamics under consideration. The choice of vt in [30, 16, 39, 38]
corresponds to the first-order gradient flow in θ. In this case, the PDE (5) has additional
structure: it corresponds to a Wasserstein gradient flow of the functional F in (3), as is well
known in the optimal transportation literature [28, 3]. We study a different choice of vt
that corresponds to the heavy ball method. Our primary goal is to provide, under suitable
assumptions, convergence guarantees to the global minimizers of F , which is similar in spirit
with [16, 30]. The latter two results differ: in [16], the authors study deterministic gradient
flow under a homogeneity assumption on the objective, and prove that assuming µt converges,
it can only converge to a global minimum. In [30], the authors study noisy gradient flow
for the quadratic loss, and prove that µt converges arbitrarily close to the global minimum
(depending on the magnitude of the noise). Our approach is closer to the latter: we study
convergence of the noisy heavy ball method. The convergence of the noiseless second-order
dynamics in the mean field limit remains an open question.
1.3 Summary of contributions
We start by deriving the distributional PDE associated with the heavy ball method (Section 2).
To study the dynamics in the mean field limit, we define a Lyapunov functional in Section 3
and bound its variations along solution trajectories. This relies on a general criterion given
in Lemma 1, which reveals a close connection between the Lyapunov functions for dynamics
with no particle interaction (as in convex optimization) and the Lyapunov functionals for
mean field dynamics.
Equipped with this result, in Section 4, we characterize the stationary solutions in Theorem 2,
and show that they must satisfy a Boltzmann fixed point equation, for which we prove the
existence and uniqueness of a solution in Proposition 2. Furthermore, we show in Theorem 3
that the solution trajectory converges to this unique stationary point. Finally, we show in
Theorem 4 that by using vanishingly small noise, the limit can be made arbitrarily close to
the global infimum of F .
In Section 5, we illustrate these results with numerical experiments that include other variants
of second-order dynamics beyond the heavy ball method. The experiments suggest that the
convergence may already occur with a reasonably small number of particles.
The proofs are deferred to the appendix.
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Notation We denote the parameter space by Θ = Rd, and its tangent bundle by T Θ = Rd×
Rd. We useM (T Θ) to denote the space of probability measures on T Θ, andMac (T Θ) ⊂
M (T Θ) to denote the space of probability measures that are absolutely continuous w.r.t.
the Lebesgue measure. We identify µ ∈ Mac(T Θ) with its density ρ using the relation
dµ = ρ(θ, r)dθdr, and denote the space of corresponding density functions as P (T Θ).
When there is no potential confusion, we ease the notation by writing M,P in lieu of
M (T Θ) ,P (T Θ). We use the symbol 〈·, ·〉 for inner products. When the arguments of
〈·, ·〉 are finite dimensional vectors, it denotes the Euclidean inner product, and when the
arguments are scalar-valued functions, it denotes the integral of the product of these functions
w.r.t. the Lebesgue measure. Given two vector fields u, v on T Θ, we use 〈u, v〉∗ to denote
the integral
∫
TΘ 〈u(θ, r), v(θ, r)〉 dθdr. We use | · |, ‖ · ‖F and ‖ · ‖p to denote the Euclidean
norm on Rd, the Hilbert norm on F , and the Lp norm, respectively. The Fréchet differential
of a functional F : F 7→ R is denoted by F ′, and the (Euclidean) gradient of a function
f : T Θ 7→ R is denoted by ∇f .
2 Mean field second-order dynamics
2.1 Assumptions
Let F0(µ) := R(〈Ψ, µ〉) denote the unregularized loss, and F (µ) = F0(µ) + 〈g, µ〉. We make
the following assumptions:
(A1) R : F 7→ R+ is convex, Fréchet differentiable.
(A2) Ψ : Θ 7→ F is Fréchet differentiable.
(A3) ∇F ′(ρ) ∈ L∞(Θ) for all ρ ∈ P(Θ).
(A4) {F ′0(ρ) : ρ ∈ L1(Θ), ‖ρ‖1 ≤ 1} is uniformly equicontinuous and uniformly bounded,
and g : Θ→ R+ is differentiable and confining, i.e. lim|θ|→∞ g(θ) =∞ and exp(−βg)
is integrable for all β > 0.
We discuss some of the implications of these assumptions. (A1) and (A2) are basic regularity
assumptions implying that F is Fréchet differentiable and F ′(ρ) : Θ→ R is a differentiable
function of θ, so the gradient of the loss in the parameter space is well-defined. (A3) is
used to prove the existence and uniqueness of solutions of the PDE. The assumption that
the loss is regularized by g, together with the condition (A4), are important to guarantee
existence of a stationary solution, as is common in the literature [11, 35, 30]. In particular,
the assumption that the regularizer g is confining is rather mild; it essentially requires g(θ)
to grow sufficiently fast when |θ| tends to infinity. One simple choice is to take g(θ) = |θ|
(except near 0, since we also require differentiability of g). In Appendix F, we explicate the
foregoing assumptions in the context of the quadratic loss, and show that they are implied
by the assumptions made in previous work.
2.2 Second-order dynamics
Given a differentiable f : Rd 7→ R, a broad family of second-order dynamics is described by
the ODE
θ¨t = −∇θf(θ)− γtθ˙t, (6)
which can be interpreted as a dissipative nonlinear oscillator with potential f , and damping
coefficient γt, see [25, 4, 12, 42]. Under certain assumptions, such as convexity of f , it can
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be shown that the solutions converge to global minimizers of f , see [12]. When γt ≡ γ/t for
some positive constant γ, this corresponds to Nesterov’s method in continuous-time [42],
and when γt ≡ γ is a time-independent positive constant, it corresponds to the heavy ball
method [4, 22].
As will become clear shortly, the potential f in our setting is time-varying due to the
interaction between particles. Recall from (3) that the objective functional is F (µ) =
R(〈Ψ, µ〉) + 〈g, µ〉, where µ is a distribution over parameters θ ∈ Θ. The gradient of the
objective in the parameter space Θ is given by ∇F ′(µ)(θ), see Appendix B for a detailed
derivation. In particular, setting vt(θ) ≡ −∇F ′(µt)(θ) in (4)-(5) corresponds to the first-
order gradient flow, as in [16, 30].
In the second-order case, it is convenient to write (6) as a system of two first-order equations
describing the evolution of position-velocity pair (θ, r) ∈ T Θ (the tangent bundle). Then
µt ∈M(T Θ) denotes the joint distribution over T Θ at time t, and [µt]θ is the corresponding
marginal measure over Θ. We suppose that a Brownian motion is applied to the velocity (or
rate) r, resulting in the following Itô stochastic differential equation (SDE):
d
(
θ
r
)
=
(
r
−∇F ′([µt]θ)(θ)− γr
)
dt+
(
0√
2γβ−1 dWt
)
, (7)
where the parameter β > 0 is referred to as the inverse temperature, γ > 0 is the constant
damping coefficient, andWt is the standard Wiener process in the tangent space of Θ. Eq. (7)
is an underdamped Langevin equation with interaction potential F ′([µt]θ). It describes the
stochastic heavy ball method [22] in the parameter space. The dependence of the potential
on µt reflects the fact that the output of the neural network (and its loss) depend not on a
single particle, but on the distribution of all particles. Note that the dependence is on the
marginal [µt]θ, since the loss only depends on positions, and not velocities.
The distribution dynamics corresponding to (7) is given by
∂tµt = −∇.
[
µt.
(
r
−∇F ′([µt]θ)− γr
)]
+ γβ−1∆rµt, (8)
where ∆r denotes the Laplacian operator w.r.t. the r variable, and corresponds to the
Brownian motion applied to r. The integro-PDE (8) is a nonlinear kinetic Fokker-Planck
equation.
Consistency of the mean field limit We now provide a consistency result between the
second-order particle dynamics and the mean field limit.
Theorem 1. Let µ0 ∈ M(T Θ). Consider a set of n interacting particles with states{
(θit, r
i
t)
}n
i=1
where i denotes the i-th particle. Suppose these particles solve copies of the
SDE (7) indexed by i = 1, . . . , n, in which µt is replaced by the empirical distribution
µnt :=
1
n
∑n
i=1 δ(θit,rit), and with initial states {(θi0, ri0)}ni=1 sampled independently from µ0.
Then there exists µt ∈ M(T Θ) such that, almost surely, µnt → µt weakly, as n → ∞.
Furthermore, µt solves (8) in the weak distributional sense with initial condition µ0.
This result motivates the study of the long-time behavior of the mean field limit µt. One of
the advantages of the mean-field setting is that one can work with absolutely continuous
distributions, which simplifies the analysis.
Existence and uniqueness of solutions We make the following assumption on the
initial condition µ0, both to obtain existence and uniqueness of a solution, and to guarantee
finiteness of the free energy, introduced in the next section.
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(A5) µ0 is absolutely continuous, and the associated PDF ρ0 satisfies 〈g(θ)+ |r|2/2, ρ0〉 <∞,
〈log+ ρ0, ρ0〉 <∞, and
∫ |∇F ′0([ρ0]θ)(θ)|2dθ <∞,
where log+ ρ := max{log ρ, 0}. It is known (see [44, 11]) that if F satisfies (A3) and the
initial condition µ0 satisfies (A5), then (8) admits a unique solution µt ∈ C ([0,∞),M(T Θ)).
That µt remains absolutely continuous for all t ≥ 0, and hence ρt exists, will be proved
in Theorem 3. Since the solution is absolutely continuous, µt and [µt]θ in (7)-(8) can be
replaced by the corresponding PDFs ρt and [ρt]θ, respectively.
2.3 The linear case
When F (µ) = 〈f, µ〉 for some function f : Θ 7→ R, we have F ′(µ) = f and there is no particle
interaction in (7). While this situation is irrelevant in the neural network context, it is
instructive to review results in the linear setting. In this case, (8) becomes a linear Fokker-
Planck PDE, which can be shown (e.g., Proposition 6.1 in [35]) to admit a unique stationary
solution with PDF ρ∞(θ, r) = exp
(−β (f(θ) + 12 |r|2)) /Z, where Z is a normalizing constant.
Under additional assumptions on the confining potential f , one can also study the rate of
convergence of ρt to ρ∞, see e.g. [25, 45, 35, 6]. Our situation corresponds to a nonlinear
kinetic Fokker-Planck equation, which is not well-understood in the general setting. Some
special cases have been studied in the literature, such as when the interaction potential
F ′(µ) is a convolution [11, 41, 13, 45]. The convolution structure in these references is
motivated from physical dynamics–the electrostatic Coulomb interaction in plasma and
semiconductor dynamics [21, 1, 20], and the gravitational Newton interaction in stellar
dynamics [14, 34, 8]–and leads to the Valsov-Poisson-Fokker-Planck equations [44, 36, 26].
Unfortunately, this is not the case in our neural network setting, and these results do not
directly apply. However, we will use similar techniques, and will prove that the stationary
solutions have a similar characterization.
3 Variations of a Lyapunov functional
Hereafter, we work with the PDF trajectory ρt ∈ C ([0,∞),P(T Θ)) associated with the
measure-valued solution trajectory µt ∈ C ([0,∞),Mac(T Θ)) for (8). To characterize the
stationary solutions, we will study the variations of the following Lyapunov functional,
defined for ρ ∈ P(T Θ),
E(ρ) := F ([ρ]θ) +
〈
1
2
|r|2, ρ
〉
+ β−1H(ρ), (9)
where H(ρ) := 〈log ρ, ρ〉 is the negative entropy. The functional E is often referred to as
the free energy. In this section, we show that along the trajectory ρt, the functional E is
non-increasing.
Lemma 1. Let vt be a vector field over T Θ, and let ρt be a solution of the continuity
equation ∂tρt = −∇.(ρtvt) with initial condition ρ0 ∈ P(T Θ). Let V : P(T Θ) 7→ R, and
suppose that along ρt, V is Fréchet differentiable and V ′(ρt) : Θ 7→ R is differentiable. Then
for all t ≥ 0,
∂tV(ρt) = 〈∇V ′(ρt), ρtvt〉∗ .
This gives us a simple criterion for a functional V to be non-increasing along solution
trajectories with vector field v(ρ): it suffices that for all ρ, the inequality 〈∇V ′(ρ), v(ρ)〉 ≤ 0
holds ρ-a.e. In the case with no interaction, i.e., V(ρ) ≡ 〈V, ρ〉 is linear with V : Θ 7→ R, and
the vector field v is independent of ρ, the condition reduces to 〈∇V, v〉 ≤ 0, which defines
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Lyapunov functions for single particle dynamics. With this observation, the free energy E
can be viewed as a mean field generalization of E(θ, r) := f(θ) + 12 |r|2, which is known to be
a Lyapunov function for the heavy ball dynamics, see Appendix D.
To apply Lemma 1 to the free energy E in (9), we use the identity ∆rρ = ∇r ·∇rρ to formally
rewrite (8) as follows.
∂tρt = −∇.(ρtv(ρt)), v(ρ)(θ, r) :=
(
r
−∇F ′([ρ]θ)(θ)− γr − γβ−1∇r log ρ(θ, r)
)
. (10)
Proposition 1. Consider the Lyapunov functional E in (9). Let ρt be the solution to (10).
Then
∂tE(ρt) = −γ
〈|r + β−1∇r log ρt|2, ρt〉 .
Proof. From (9), we obtain
E ′(ρ)(θ, r) = F ′([ρ]θ)(θ) + 1
2
|r|2 + β−1(1 + log ρ(θ, r)), (11)
and, using the shorthand `θ := β−1∇θ log ρt, `r := β−1∇r log ρt, we compute
∂tE(ρt) = 〈∇E ′(ρt), ρtv(ρt)〉∗ by Lemma 1
=
〈( ∇θF ′([ρt]θ) + `θ
r + `r
)
, ρt
(
r
−∇θF ′([ρt]θ)− γr − γ`r
)〉
∗
by (10) and (31)
=
〈−γ 〈r, r〉 − γ 〈`r, `r〉 − 2γ 〈r, `r〉+ 〈`θ, r〉 − 〈`r,∇θF ′([ρt]θ)〉 , ρt〉 .
We conclude by showing that the last two terms, 〈〈`θ, r〉 , ρt〉, and
〈〈
`r,∇θF ′([ρt]θ)
〉
, ρt
〉
are equal to zero, using duality of the ∇· and ∇ operators. The details are provided in
Appendix D.3. 
The proposition states that the free energy E is non-increasing along solution trajectories.
This fact, together with additional bounds derived in Appendix D, are the primary ingredients
used to prove our main results in the next section.
4 Stationary solutions and global convergence
We say ρ? ∈ P is a stationary solution of (10) if the solution (ρt)t≥0 obtained with the initial
condition ρ0 ≡ ρ?, satisfies ρt ≡ ρ? for all t ≥ 0.
In this section, we state our main results (proved in Appendix E), by characterizing sta-
tionary solutions (Theorem 2), proving their existence and uniqueness (Proposition 2), and
establishing convergence of ρt, as t → ∞, to the unique stationary point (Theorem 3).
Furthermore, we show that the limit can be made arbitrarily close to the global infimum
(Theorem 4).
Theorem 2. Suppose ρ? ∈ P(T Θ) is a stationary solution of (10). Then,
ρ?(θ, r) =
exp
(
−β2 |r|2
)
Z1
[ρ?]θ(θ). (12)
where Z1 is the normalizing constant Z1 :=
∫
exp
(− β2 |r|2)dr and [ρ?]θ is the θ marginal.
Furthermore, [ρ?]θ solves the following fixed point equation:
ρ(θ) =
exp (−βF ′(ρ)(θ))
Z2(ρ)
, ρ ∈ P(Θ) (13)
where Z2(ρ) :=
∫
exp (−βF ′(ρ)(θ)) dθ.
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The proof crucially relies on the variation of the free energy given in Proposition 1. The
theorem states that a stationary solution, if it exists, must be a product distribution, where
the r marginal is a Gaussian, and the θ marginal satisfies a fixed point equation. This
product structure is familiar from the linear case (Section 2.3), where F ′(ρ) ≡ f and the
RHS of (13) becomes independent of ρ, and simply describes a Gibbs distribution. In the
nonlinear case, it is not guaranteed, a priori, that (13) admits a solution. This is proved in
the next proposition; our existence proof invokes Schauder’s fixed point theorem [23, p. 286,
Theorem 11.6], and this is where assumption (A4) comes into play.
Proposition 2. Suppose assumption (A4) holds, and let T : P(Θ) 7→ P(Θ) be defined as
follows:
T (ρ)(θ) =
exp (−βF ′(ρ)(θ))
Z2(ρ)
,
where Z2(ρ) =
∫
exp (−βF ′(ρ)). Then T has a unique fixed point.
We next show that the solution trajectory ρt converges to the unique stationary solution ρ?,
under mild assumptions on the initial condition.
Theorem 3. Consider a measure µ0 ∈Mac (T Θ) satisfying the assumption (A5). Starting
from such an initial condition µ0, the solution (µt)t≥0 of (10) satisfies the following.
(i) For each t ≥ 0, the measure µt ∈Mac (T Θ), i.e., the associated joint PDF ρt ∈ P (T Θ)
exists.
(ii) The trajectory (ρt)t≥0 converges strongly in L1 to the unique stationary solution ρ? of
(10) as t→∞.
Now that we have established the existence and uniqueness of a stationary solution ρ? ∈
P(T Θ), and convergence to ρ?, we will relate, in the next theorem, F ([ρ?]θ) to infρ∈P(Θ) F (ρ).
Some intuition can be gained from the linear case: when F (ρ) = 〈f, ρ〉, the stationary solution
is simply given by the Gibbs distribution, [ρ?]θ(·) ∝ exp(−βf(·)), which concentrates around
the minimizers of f as β → ∞, thus F ([ρ?]θ) approaches infρ∈P(Θ) F (ρ) as β → ∞. The
same holds in our non-linear setting, as stated in the next theorem.
For λ ∈ [0, 1], let Fλ(ρ) := R(〈Ψ, ρ〉) + λ 〈g, ρ〉, so that F1 ≡ F .
Theorem 4. Let ρ? be the stationary solution of (10), and let [ρ?]θ be its marginal. Then
there exists a constant C that depends on F and d, such that for all β ≥ 1,
F1−1/β([ρ?]θ) ≤ inf
ρ∈P(Θ)
F1(ρ) +
C + d log β
β
.
The proof of the above theorem has two components: the first is the observation that ρ? is a
minimizer of the free energy E (this follows from the characterization in Theorem 2), the
second is the bounds on the difference between E and F derived in Appendix D.
As a consequence of the theorem, the objective value at the stationary point can be made
arbitrarily close to the global infimum of F by taking β large enough. It is worth emphasizing
that the presence of noise, i.e., the diffusion term in (8), is essential in guaranteeing existence
and uniqueness of the stationary distribution. In the noiseless case, there may exist multiple
stationary points that are not global minimizers. The addition of noise can be thought of as
an entropic regularization of the functional F (ρ), and Theorem 4 says that one can approach
the infimum of the unregularized problem in the small noise limit.
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5 Numerical simulations
To illustrate our results, we run synthetic numerical experiments following the setup used
in [16]. The model ψ is a two-layer neural network, as described in Section 1.1, with sigmoid
activation function s(·) and width n, i.e., ψ(x) = 1n
∑n
i=1 bis(〈ai, x〉). The features x are
normally distributed in Rd−1, and the ground truth labels are generated using a similar
neural network ψ? with width n0, i.e., y = ψ?(x). The risk functional is quadratic, i.e.,
R(ψ) = 12‖ψ(x)− y‖2F = 12Ex[(ψ(x)− ψ?(x))2], where the expectation is over the empirical
distribution. We implement the stochastic heavy ball method using a simple Euler-Maruyama
discretization of (7), this will be referred to as (SHB) in the figures. We also implement
noiseless, second order dynamics: the heavy ball method, referred to as (HB), and Nesterov’s
accelerated gradient descent, referred to as (AGD).
5.1 Convergence to the global infimum
In a first set of experiments, we set the dimension to d = 100, and vary the width n of
the model, while keeping the width of the ground truth network fixed to n0 = 20. No
regularization is used in this experiment, so that the model can theoretically achieve zero
loss whenever n ≥ n0. The results are reported in Figure 1. In the left subplot, each
method is run for 105 iterations, and we measure the loss at the last iteration. We repeat
the experiment 20 times and plot the average (represented by the lines) and the individual
numbers (scatter plot). The right subplot shows the full trajectory for one realization, for the
width n = 100. The results suggest that the dynamics converge to the global infimum even
with a reasonably small width n. The results also highlight the effect of noise: the stochastic
heavy ball method converges closer to the global minimum when β is larger, consistent with
Theorem 4. Finally, the results for the noiseless heavy ball method and Nesterov’s method
suggest that convergence may occur for a broader class of second-order dynamics than the
setting of our analysis.
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Figure 1: Final loss value as the width n of the network increases for several second-order
dynamics (left), and sample trajectories for n = 100 (right).
5.2 Stationary distribution
In a second experiment, we illustrate the characterization of the limiting distribution,
which according to Theorem 2, is the product of its marginals, where the r marginal is
a Gaussian ∝ exp(−β|r|2), and the θ marginal is ∝ exp(−βF ′([ρ∞]θ)). Recall from (3)
that F (µ) = R(〈Ψ, µ〉) + 〈g, µ〉, thus F ′(µ)(·) = 〈R′(〈Ψ, µ〉),Ψ(·)〉F + g(·), where g is the
regularizer, which we set to g(θ) = 0.01|θ| in this experiment. The risk functional is
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R(ψ) = 12‖ψ − ψ?‖2F , thus R′(ψ) = ψ − ψ?, and
F ′([µ]θ)(·) = Ex
[( 〈
Ψ, [µ]θ
〉
(x)− ψ?(x))Ψ(·)(x)]+ g(·). (14)
In particular, if we apply this expression to the empirical distribution of the particles
[µn]θ = 1n
∑n
i=1 δθi , and use m independent samples xj ∼ D to approximate the expectation,
we obtain
F ′([µn]θ)(·) ≈ g(·) + 1
m
m∑
j=1
( 1
n
n∑
i=1
Ψ(θi)(xj)− ψ?(xj)
)
Ψ(·)(xj). (15)
This gives us an expression of the Boltzmann distribution that we can approximate numerically
in the finite particle case, by using [µnk ]
θ for large k, in place of [ρ∞]θ in exp(−βF ′([ρ∞]θ)).
We rerun the same experiment described above, with n = 200, n0 = 20, and in lower
dimension d = 2, so that we can visualize the distributions, and compare the empirical and
theoretical marginals at the end of training. The result is shown in Figure 2, where the
empirical marginals (scatter plot) appear to be consistent with the numerical approximation
of the Boltzmann distribution (heat map).
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Figure 2: Illustration of the limiting distribution under stochastic heavy ball dynamics.
The loss value as a function of iteration number is shown on the left. The middle and the
right plots show the marginal distributions of position θ and velocity r, at the last iteration
k = 105 (scatter plot). The heat map shows a numerical approximation of the theoretical
limiting distributions according to Theorem 2. The level sets represent the log of the density
of the marginals, i.e. −βF ′(µnk )(θ), and −β|r|2/2 respectively.
5.3 Illustration of the interaction potential
Finally, we illustrate the interpretation of the learning dynamics as interacting particles. One
can view the dynamics of the network parameters (θi)i=1,...,n as evolving in a static potential
given by the loss function f(θ1, . . . , θn) = F
(
1
n
∑n
i=1 δθi
)
, defined on Θn. But because
∇θjf(θ1, . . . , θn) = 1n∇F ′
(
1
n
∑
i δθi
)
(θj) (see Appendix B), in fact each of the n particles
is subject to the same time-varying potential F ′(µn) : Θ → R, where µn = 1n
∑n
i=1 δθi is
the empirical distribution. The potential at any time depends on the joint distribution
of particles at that time, but as the distribution converges, the interaction potential also
converges. To illustrate this, we plot in Figure 3 the evolution of F ′(µnk ) as the step k
increases.
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Figure 3: Evolution of the interaction potential F ′(µnk ) as k increases.
6 Concluding remarks
We studied the stochastic heavy ball dynamics in the mean field limit, and established
convergence to global minimizers. This is, to our knowledge, the first global convergence
guarantee for second-order dynamics in this setting. Though the result is asymptotic,
numerical experiments on synthetic problems suggest that the convergence occurs for networks
of reasonably small size.
There are several possible directions to investigate quantitative results. For example, hypoco-
ercivity [45] is concerned with the study of the rate of convergence of ρt to its limiting
distribution, and while the theory is in its early development for the nonlinear case, we
believe the techniques can be adapted under additional assumptions on F . A second direction
is the study of fluctuations of solutions, which quantifies the convergence of µnt to the mean
field limit µt as the number of particles n → ∞, as was done in [39, 38] for gradient flow
with quadratic loss. A third direction is to study the generalization properties of the limit.
In the gradient flow case, this was investigated for instance by [17] for the logistic loss.
We believe our results can be generalized to a broader family of second-order dynamics,
including Nesterov’s method. One technical challenge in doing so is that the dynamics has
a time-dependence due to the damping coefficient γt, which may require using a different
Lyapunov functional.
Finally, the question of convergence for the noiseless second-order dynamics remains unsettled
and requires further investigation. In general, without diffusion, there may exist stationary
points that are not global minimizers (even in the mean field limit). However, one can hope
to prove, under suitable assumptions on F , that such stationary points are repulsive, as was
done in [16] for gradient flow.
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A Summary of notations
T Θ The tangent bundle of Θ
M(T Θ) Set of probability distributions over T Θ
Mac(T Θ) Set of probability distributions over T Θ that are absolutely con-
tinuous w.r.t. the Lebesgue measure dθdr, where (θ, r) ∈ T Θ
P(T Θ) Set of joint probability density functions (PDFs) over T Θ
F Hilbert space of functions from Rd to R
〈φ, ψ〉F E(x,y)[φ(x, y)ψ(x, y)] for φ, ψ ∈ F
‖φ‖F Hilbert norm of φ ∈ F
〈θ, θ′〉 Dot product of two vectors θ, θ′ ∈ Rd
|θ| Euclidean norm of a vector θ ∈ Rd
〈f, g〉 ∫TΘ f(θ, r)g(θ, r)dθdr, for f, g : T Θ 7→ R
〈u, v〉∗
∫
TΘ 〈u(θ, r), v(θ, r)〉dθdr, for two vector fields u, v : T Θ 7→ Rd
‖f‖p Lp norm of f : T Θ 7→ R
[ρ]θ θ-marginal density function of the joint density function ρ(θ, r)
∇ Gradient
Hess (·) Hessian
∆ Laplacian
We sometimes put a subscript to the gradient, Hessian and Laplacian operators, to clarify
these operators are acting w.r.t. which variable. We often omit the subscripts if the operator
is taken w.r.t. the full vector, and not w.r.t. a sub-vector.
B Gradient in parameter space and differential in distri-
bution space
Recall that the risk functional is R : F → R+. Let us define the following functions:
• The objective function in parameter space:
f(θ1, . . . , θn) := F
(
1
n
n∑
i=1
δθi
)
= R
(
1
n
n∑
i=1
Ψ(θi)
)
+
1
n
n∑
i=1
g(θi).
• The objective functional in distribution space: F (µ) := R(〈Ψ, µ〉) + 〈g, µ〉.
By the chain rule, the gradient of f is
∇θjf(θ1, . . . , θn) =
1
n
〈
R′( 1n
∑n
i=1 Ψ(θi)),Ψ
′(θj)
〉
F +
1
n
∇g(θj), (16)
and the differential of F is
F ′(µ)(·) = 〈R′(〈Ψ, µ〉),Ψ(·)〉F + g(·). (17)
Identifying (16) and (17), we see that n∇θjf(θ1, . . . , θn) = ∇F ′(µn)(θj), where µn =
1
n
∑n
i=1 δθi .
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Observe that the gradient is scaled by n, which leads to nonlinear dynamics in the mean
field limit. A different scaling can lead to simpler, linearized dynamics that are referred to
as lazy training [18] or the kernel regime [27, 48]. Our analysis is concerned with the fully
non-linear regime.
The stochastic heavy ball dynamics in the parameter space is given by{
θ˙i = ri,
r˙i = −n∇θif(θ1, . . . , θn)− γri +
√
2γβ−1 dW it ,
where i = 1, . . . , n. Using n∇θif(θ1, . . . , θn) = ∇F ′(µn) in the previous equation yields (7).
C Consistency of the mean field limit
Proof of Theorem 1. The proof of consistency follows a standard martingale argument, which
we briefly sketch here. Additional details can be found in [32, 33].
For i = 1, . . . , n, let
Xit :=
(
θit
rit
)
, b(Xit , µ
n
t ) :=
(
rit
F ′([µnt ]
θit)(θit)− γrit
)
, σ(Xit , µ
n
t ) :=
√
2β−1γ
(
0d×d
Id×d
)
,
and consider the system of Itô stochastic differential equations:
dXit = b(X
i
t , µ
n
t ) dt+ σ(X
i
t , µ
n
t ) dW
i
t , (18)
where dW it , for each i = 1, . . . , n, is the standard Wiener process in T Θ.
For any compactly supported test function ϕ ∈ C2b (T Θ), i.e., the space of all bounded
continuous functions ϕ : T Θ 7→ R with bounded continuous partial derivatives of first and
second order, we want to describe the time evolution of the quantity
〈ϕ, µnt 〉 =
1
n
n∑
i=1
ϕ(Xit). (19)
Using Itô’s rule, we have
dϕ(Xit) = Lµnt ϕ(X
i
t) dt+∇ϕ>(Xit)σ(Xit , µnt ) dW it ,
wherein the infinitesimal generator L is defined as
Lµϕ(x) := 〈b(x, µ),∇xϕ(x)〉+ 1
2
trace
(
σσ>(x, µ)Hess(ϕ)
)
. (20)
Therefore,
d〈ϕ, µnt 〉 =
1
n
n∑
i=1
dϕ(Xit)
= 〈Lµnt ϕ, µnt 〉 dt+
1
n
n∑
i=1
∇ϕ>(Xit)σ(Xit , µnt ) dW it
:= 〈Lµnt ϕ, µnt 〉 dt+ dMnt , (21)
where Mnt is a local martingale. Since ϕ ∈ C2b (T Θ), we have |∇ϕ>σ|≤
√
2β−1γ|∇rϕ| ≤ C
uniformly for some C > 0. Notice that the quadratic variation of the noise term in (21) is
[Mnt ] =
1
n2
n∑
i=1
∫ t
0
|∇ϕ>(Xis)σ(Xis, µns )|2 ds ≤
tC2
n
,
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and by Doob’s martingale inequality, we deduce that
E
(
sup
t≤T
Mnt
)2
≤ E
(
sup
t≤T
(Mnt )
2
)
≤ 4E ((Mnt )2) ≤ 4E([Mnt ]) ≤ 4tC2n . (22)
So as n → ∞, the noise term in (21) converges to zero in probability, and we get a
deterministic evolution equation.
Next, we argue that sequence {(µnt )t>0}∞n=1 of measure-valued stochastic processes converges
to some probability measure-valued limiting process (µt)t>0 as n → ∞. To this end,
we take {(µnt )t>0}∞n=1 to be the (random) elements of Ω = C([0,∞),M(T Θ)), the set of
continuous functions from [0,∞) intoM(T Θ) endowed with the topology of weak convergence.
Following [32, 33], it can be shown that the sequence Pn of probability measures on Ω induced
by the processes {(µnt )t>0}∞n=1 weakly converges (along a subsequence) to some P, where P is
the measure induced by the limiting process (µt)t>0. By Skorohod’s representation theorem
[10, Theorem 6.7], the sequence {(µnt )t>0}∞n=1 converges P-almost surely to (µt)t>0. Since
the martingale term in (21) vanishes as n→∞, we obtain
d〈ϕ, µt〉 = 〈Lµϕ, µt〉 dt = 〈ϕ,L∗µµt〉 dt, (23)
which is valid almost everywhere for any test function ϕ ∈ C2b (T Θ). In (23), L∗ is the adjoint
operator of L given by (20), and is defined as
L∗mµ(x) := −∇ · (µb(x,m)) +
1
2
n∑
i,j=1
∂2
∂xixj
(µσσ>(x,m))ij . (24)
This shows that µt is almost surely a weak solution to the nonlinear Fokker-Planck PDE (8).

D Variations and bounds on the free energy
This section provides the details of the proofs in Section 3, and additional bounds that are
used in the proofs of the main results.
D.1 Proof of Lemma 1
Proof. By assumption, ρt satisfies the continuity equation ∂ρt = −∇ · (ρtvt), thus
∂tV(ρt) = 〈V ′(ρt), ∂tρt〉 by the chain rule
= 〈V ′(ρt),−∇ · (ρtvt)〉 by the continuity equation
= 〈∇V ′(ρt), ρtvt〉∗ ,
where the last equality follows by duality of the gradient and divergence operators ∇ and ∇·,
in the following sense: if f : T Θ→ R is a differentiable scalar function and G : T Θ→ Rd is
a vector field, then
〈∇f,G〉∗ + 〈f,∇ ·G〉 = 0. (25)
The inner product in the first summand above is for vector fields whereas the same in the
second summand is for scalar-valued functions. 
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D.2 Lyapunov function in the single particle case
This section highlights a connection between Lyapunov functions for the single particle
case, and Lyapunov functionals for the mean-field dynamics. To simplify the notation, let
ξ = (θ, r) denote a position-velocity pair. Lemma 1 states that if ρt ∈ P(T Θ) solves the
continuity equation ∂tρt = −∇· (ρtv(ρt)), then the time derivative of a functional V(ρ) along
the solution trajectory ρt is given by
d
dt
V(ρt) = 〈∇V ′(ρt), ρtv(ρt)〉∗ =
∫
T Θ
〈∇V ′(ρt)(ξ), v(ρt)(ξ)〉 ρt(ξ)dξ. (26)
In the single particle case, if ξt ∈ T Θ solves the differential equation ξ˙t = v(ξt) for a vector
field v, then the time derivative of a function V (ξ) along ξt is, by the chain rule,
d
dt
V (ξt) = 〈∇V (ξt), v(ξt)〉 . (27)
Comparing the two expressions, we see that (26) can be viewed as an integral version
of (27). This connection is particularly simple in the linear case with no interaction: suppose
V(ρ) = 〈V, ρ〉 for a differentiable function V : T Θ → R, and the vector field v does not
depend on ρ. Then the following holds:
If 〈∇V (ξ), v(ξ)〉 ≤ 0 for all ξ, then V is non-increasing along ρt, and V is non-increasing
along ξt.
In other words, the same sufficient condition describes Lyapunov functions for ξt and
Lyapunov functionals for ρt. In the nonlinear case, the condition becomes:
If 〈∇V ′(ρ)(ξ), v(ρ)(ξ)〉 ≤ 0 for all ρ and all ξ, then V is non-increasing along ρt, and V ′(ρ)
is non-increasing along the solution to ξ˙t = v(ρ)(ξt).
In this case, the condition describes a family of single-particle dynamics v(ρ) and correspond-
ing Lyapunov functions V ′(ρ), where the family is indexed by ρ.
We examine the case of the noiseless heavy ball dynamics as an example. In this case, we
have
vHB(ρ)(θ, r) =
(
r
−∇F ′(ρ)(θ)− γr
)
, (28)
VHB(ρ)(θ, r) = F (ρ) +
〈
1
2
|r|2, ρ
〉
, (29)
V ′HB(ρ)(θ, r) = F ′(ρ)(θ) +
1
2
|r|2, (30)
corresponding to equations (8),(9) without diffusion.
Viewed as a single-particle dynamics, vHB(ρ)(·) describes the damped nonlinear oscillator
with potential F ′(ρ)(·). It is well-known from the optimization literature that (30) is a
Lyapunov function for the dynamics (28), see, e.g., [22]. This fact can be easily verified: for
all θ, r,
〈∇V ′HB(ρ)(θ, r), vHB(ρ)(θ, r)〉 =
〈( ∇F ′(ρ)(θ)
r
)
,
(
r
−∇F ′(ρ)(θ)− γr
)〉
= −γ|r|2 ≤ 0.
Therefore, that VHB is a Lyapunov functional for the mean-field dynamics is a simple
consequence of the single particle case. Proposition 1 is an extension of this fact to the case
with diffusion.
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D.3 Time-derivative of the free energy
Proof of Proposition 1. From the expression of the free energy E(ρ) = F ([ρ]θ) + 〈 12 |r|2, ρ〉+
1
β 〈log ρ, ρ〉, we obtain,
E ′(ρ)(θ, r) = F ′([ρ]θ)(θ) + 1
2
|r|2 + β−1(1 + log ρ(θ, r)), (31)
and, using the shorthand `θ := β−1∇θ log ρt, `r := β−1∇r log ρt, we compute
∂tE(ρt) = 〈∇E ′(ρt), ρtv(ρt)〉∗ by Lemma 1
=
〈( ∇θF ′([ρt]θ) + `θ
r + `r
)
, ρt
(
r
−∇θF ′([ρt]θ)− γr − γ`r
)〉
∗
by (10) and (31)
=
〈−γ 〈r, r〉 − γ 〈`r, `r〉 − 2γ 〈r, `r〉+ 〈`θ, r〉 − 〈`r,∇θF ′([ρt]θ)〉 , ρt〉 .
We conclude by showing that the last two terms, 〈〈`θ, r〉 , ρt〉, and
〈〈
`r,∇θF ′([ρt]θ)
〉
, ρt
〉
are
equal to zero. Indeed,∫
T Θ
〈`θ(θ, r), r〉 ρt(θ, r) dθdr
= β−1
∫
T Θ
〈∇θ log ρt(θ, r), r〉 ρt(θ, r) dθdr by definition of `θ
= β−1
∫
T Θ
〈∇θρt(θ, r), r〉dθdr
= −β−1
∫
T Θ
〈ρt(θ, r),∇θ · r〉dθdr by duality (25)
= 0,
and similarly,∫
TΘ
〈
`r(θ, r),∇θF ′([ρt]θ(θ))
〉
ρt(θ, r) dθdr
= β−1
∫
T Θ
〈∇r log ρt(θ, r),∇θF ′([ρt]θ(θ))〉 ρt(θ, r) dθdr by definition of `r
= β−1
∫
T Θ
〈∇rρt(θ, r),∇θF ′([ρt]θ)(θ)〉 dθdr
= −β−1
∫
T Θ
〈
ρt(θ, r),∇r · ∇θF ′([ρt]θ)(θ)
〉
dθdr by duality (25)
= 0,
where the last equality is due to the fact F ′([ρt]θ) does not depend on r. 
D.4 Additional bounds on the entropy and free energy
We recall the expression of the free energy:
E(ρ) = F ([ρ]θ) +
〈
1
2
|r|2, ρ
〉
+H(ρ)
= F0([ρ]
θ) +
〈
g(θ) +
1
2
|r|2, ρ
〉
+H(ρ),
where H(ρ) := 〈log ρ, ρ〉 is the negative entropy, F0(ρ) = R(〈Ψ, ρ〉) is the unregularized risk,
and g : Θ→ R+ is the regularization function.
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Let K be the set
K := {ρ ∈ P(T Θ) : 〈g(θ) + |r|2/2, ρ〉 <∞}. (32)
First, we provide the following lower-bound on the free energy. For ρ ∈ P(T Θ), we write
log ρ = log+ ρ− log− ρ, where log+ ρ := max{log ρ, 0} and log− ρ := max{− log ρ, 0}.
Proposition 3. Suppose that assumptions (A1)-(A4) hold. Then there exists a positive
function C(α) such that for all ρ ∈ K, and all α ≤ β
E(ρ) ≥ F0([ρ]θ) + (1− α/β) 〈g, ρ〉 − C(α)
β
. (33)
Proof. We can decompose E into
E(ρ) = F0([ρ]θ) +
〈
g(θ) + |r2|/2, ρ〉+ 1
β
( 〈
log+ ρ, ρ
〉− 〈log− ρ, ρ〉 ). (34)
We focus on bounding the last term. First, following [11, Prop. 2.3], observe that for any
constant c ≥ 1, we have
x log− x ≤ c(x+ e−c) for all x ≥ 0.
The inequality is trivial for x ≥ 1 since the LHS is 0, by definition. For x ∈ [0, 1], this
can be verified by noting that the difference d(x) := x log− x − c(x + e−c) attains its
maximum at x = e−c−1, and d(e−c−1) ≤ 0. Applying the previous inequality with a function
c : T Θ→ [1,+∞), we have〈
log− ρ, ρ
〉 ≤ 〈c(θ, r), ρ(θ, r) + e−c(θ,r)〉 .
Let α > 0 and take c(θ, r) := 1 + α(g(θ) + |r|
2
2 ), which is ≥ 1 since the regularizer g is
non-negative by assumption. Then
〈
log− ρ, ρ
〉 ≤ 1 + α 〈g(θ) + |r|2/2, ρ〉+ ∫
TΘ
(1 + αg(θ) + α
|r|2
2
)e−1−αg(θ)−α
|r|2
2 dθdr. (35)
We shall prove that the last term, which we denote by C(α) :=
∫
T Θ(1+αg+α
|r|2
2 )e
−1−αg(θ)−α |r|22 ,
is finite by virtue of assumption (A4). Indeed, the assumption guarantees that e−αg is inte-
grable. It also follows that ge−αg is integrable: indeed, for any  ∈ (0, α), using the inequality
1 + g ≤ eg, we can write that ge−αg ≤ e−αg+g−e−αg , and the upper-bound is integrable by
assumption (A4).
To summarize, we obtain〈
log− ρ, ρ
〉 ≤ α 〈g(θ) + |r|2/2, ρ〉+ C(α), (36)
for a finite, positive function C(α). Using the last inequality in (34), and the fact
〈
log+ ρ, ρ
〉 ≥
0, we obtain
E(ρ) ≥ F0([ρ]θ) +
〈
g(θ) + |r2|/2, ρ〉 (1− α/β)− C(α)
β
.
Finally, taking α ≤ β guarantees that the term 〈|r|2, ρ〉 (1−α/β) is non-negative, and proves
the claim (33). 
Proposition 4. Let ρt ∈ C ([0,∞),P(T Θ)) be a solution to (10) with initial condition
ρ0 ∈ P(T Θ), and suppose that ρ0 satisfies assumption (A5). Then for all t ≥ 0, the
quantities E(ρt), F0([ρt]θ), 〈g(θ) + |r|2/2, ρt〉, 〈log+ ρt, ρt〉, are bounded independently of t.
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Proof. From (34), we have
F0([ρt]
θ) +
〈
g(θ) + |r|2/2, ρt
〉
+ β−1〈log+ ρt, ρt〉 = E(ρt) + β−1〈log− ρt, ρt〉.
The terms on the left-hand-side are non-negative. We upper bound the right-hand-side using
(36), to obtain
F0
(
[ρt]
θ
)
+
〈
g(θ) + |r|2/2, ρt
〉
(1− α/β) + β−1〈log+ ρt, ρt〉 ≤ E(ρt) + β−1C(α). (37)
Choosing α < β, as in the proof of Proposition 3, and using the fact E(ρt) is a decreasing
function of t (Proposition 1), we have
0 ≤ F0
(
[ρt]
θ
)
+
〈
g(θ) + |r|2/2, ρt
〉
(1− α/β) + β−1〈log+ ρt, ρt〉
≤ E(ρt) + β−1C(α)
≤ E(ρ0) + β−1C(α) <∞
where the E(ρ0) is finite by virtue of assumption (A5). The statement follows. 
The following is a consequence of Propositions 1 and 4.
Theorem 5. Consider the set up in Propositions 1 and 4. Then the solution trajectory
(ρt)t≥0 for (10) satisfies
lim
t→∞
∫
T Θ
|r + β−1∇r log ρt|2ρt dθdr = 0. (38)
Proof. Propositions 1 and 4 allow us to deduce that the functional E(ρt) given by (9) has a
finite limit as t→∞. Now our strategy is to prove that G := ∂tE is uniformly continuous in
t. Then, by Barbalat’s lemma [40, Lemma 4.2], the claim (38) follows.
To prove the uniform continuity of G in t, it suffices to show that ∂tG is upper bounded for
all t ≥ 0. First notice that
|∂tG| = |〈∇G′(ρt), ρtvt〉| = |Eρt [∇G′, vt] | ≤
√
Eρt [|∇G′(ρt)|2]
√
Eρt [|vt|2], (39)
where the last inequality is due to Cauchy-Schwarz. By applying Cauchy-Schwarz again,
Eρt
[|vt|2] =∫
T Θ
(|r|2 + |∇θF ′([ρt]θ) + γr + γ`r|2) ρtdθdr
≤
∫
T Θ
(
(1 + 3γ2)|r|2 + 3γ2|`r|2 + 3|∇θF ′([ρt]θ)|2
)
ρtdθdr. (40)
Per Assumption (A3), ∇θF ′(ρθt )(θ) ∈ L∞(Θ), and hence
∫ |∇θF ′(ρθt )|2ρtdθdr <∞. From
Proposition 4, we know that
∫ |r|2ρtdθdr <∞. Noting that ∫ |`r|2ρtdθdr = β−2 ∫ |∇rρt|2ρt dθdr =
4β−2
∫ |∇r√ρt|2dθdr, and that ∇r√ρ ∈ L2([0, T ], T Θ) for any T > 0 (see e.g., [41, Lemma
3.10]), we have
∫ |`r|2ρtdθdr <∞. Putting these together, we find that (40) is finite for all
t ≥ 0. We also note that the finiteness of ∫ |`r|2ρtdθdr = β−2 ∫ |∇rρt|2ρt dθdr implies that ρt
is positive almost everywhere, and that the Fisher information
∫ |∇ρt|2
ρt
dθdr <∞.
To show that the other factor in the right-hand-side of (39) is finite, let G1 := −γ〈|r|2, ρt〉,
G2 := −2γ
∫ 〈r, `r〉ρtdθdr, G3 := −γ〈|`r|2, ρt〉, and notice that
G = −γ
∫
TΘ
|r + `r|2ρt dθdr = G1 +G2 +G3. (41)
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Direct calculation of the functional derivatives yield
G′1 = −γ|r|2, (42a)
G′2 = 2β
−1γ∇(θ
r
) · ∂
∂∇(θ
r
)ρt
〈(
0
r
)
,∇(θ
r
)ρt
〉
= 2dβ−1γ, (42b)
G′3 = −β−2γ
−|∇rρt|2
ρ2t
−∇(θ
r
) · ρ−1t ∂∂∇(θ
r
)ρt
〈(
0
∇rρt
)
,∇(θ
r
)ρt
〉
= −β−2γ
(
−|∇rρt|
2
ρ2t
− 2
ρt
∆rρt +
2
ρ2t
|∇rρt|2
)
= −β−2γ
( |∇rρt|2
ρ2t
− 2
ρt
∆rρt
)
. (42c)
Combining (41) and (42), we get G′ = −γ|r|2 + 2dβ−1γ − β−2γ (ρ−2t |∇rρt|2 − 2ρ−1t ∆rρt).
Therefore,
∇G′ =
(∇θG′
∇rG′
)
= −γ
(
β−2∇θ
(
ρ−2t |∇rρt|2 − 2ρ−1t ∆rρt
)
2r + β−2∇r
(
ρ−2t |∇rρt|2 − 2ρ−1t ∆rρt
)) . (43)
Recalling that β−2ρ−2t |∇rρt|2 = |`r|2, we get
|∇G′|2 ≤ 3γ2
(
4|r|2 +
∣∣∣∣∇(θ
r
)|`r|2
∣∣∣∣2 + 4β−4∣∣∣∣∇(θ
r
)ρ−1t ∆rρt
∣∣∣∣2
)
, (44)
and hence Eρt
[|∇G′|2] (the other factor in the RHS of (39)) is less than or equal to
12γ2
∫
|r|2ρtdθdr︸ ︷︷ ︸
term 1
+3γ2
∫ ∣∣∣∣∇(θ
r
)|`r|2
∣∣∣∣2ρtdθdr︸ ︷︷ ︸
term 2
+12β−4γ2
∫ ∣∣∣∣∇(θ
r
)ρ−1t ∆rρt
∣∣∣∣2ρtdθdr︸ ︷︷ ︸
term 3
. (45)
By Proposition 4, the term 1 in (45) is finite. Showing the finiteness of the terms 2 and 3 in
(45) requires somewhat tedious estimates. We only sketch the main ideas for the same.
Letting u := |`r|2, term 2 equals
∫ |∇u|2ρtdθdr = ∫ 〈∇u, ρt∇u〉dθdr, which upon integration-
by-parts and setting the boundary term to zero becomes:
−
∫
u∇·(ρt∇u)dθdr = −
∫
u (〈∇ρt,∇u〉+ ρt∆u) dθdr = −Eρt [〈∇ log ρt, u∇u〉]+Eρt [u∆u] .
Thus, term 2 in (45) can be written as∫
|∇u|2ρtdθdr = | − Eρt [〈∇ log ρt, u∇u〉] + Eρt [u∆u] |
≤ Eρt [| − 〈∇ log ρt, u∇u〉+ u∆u|]
≤ Eρt [| − 〈∇ log ρt, u∇u〉|] + Eρt [|u∆u|]
≤ |∇ log ρt|L2(ρt)|u∇u|L2(ρt) + |u|L1(ρt)|∆u|L∞(ρt), (46)
wherein we used the Jensen’s, triangle and Hölder’s inequalities, respectively. Finiteness for
two of the four terms in (46) have been pointed out before: |∇ log ρt|L2(ρt) =
∫ |∇ρt|2
ρt
dθdr
(the Fisher information) <∞, and |u|L1(ρt) =
∫ |`r|2ρtdθdr <∞. Following some calculation,
the same estimates can be used to bound the remaining two terms.
For term 3 in (45), notice that ρ−1t ∆rρt = β2|`r|2 + β∇r · `r, and hence term 3 equals
Eρt
∣∣∣∣2β2(∂`r∂θ
)>
`r + β∇θ (∇r · `r)
∣∣∣∣2 + Eρt∣∣∣∣2β2(∂`r∂r
)>
`r + β∇r (∇r · `r)
∣∣∣∣2.
Similar estimates as before show the finiteness of the above. We summarize: since each of the
two factors in the RHS of (39) are finite, ∂tG is upper bounded for all t ≥ 0, which suffices
to conclude that G is uniformly continuous in t. Then by Barbalat’s lemma [40, Lemma 4.2],
(38) follows. 
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E Stationary solutions and convergence
E.1 Proof of Theorem 2
We seek to prove that any stationary solution ρ? decomposes into the product of marginals
ρ? =
exp(−β |r|22 )
Z1
[ρ?]θ, where [ρ?]θ is a solution to the Boltzmann equation (13).
Proof. Let ρt be the solution initialized at ρ?. Since ρ? is stationary, we must have ∂tE(ρt) = 0,
i.e., ∫
|r + β−1∇r log ρ?|2dρ? = 0, (47)
by Proposition 1. Let ρ?(θ, r) =
exp(− β2 |r|2)
Z1
η(θ, r). To prove the first part of the claim, we
seek to show that η(θ, ·) is a constant for a.e. θ. We have r + β−1∇r log ρ? = β−1∇r log η,
thus (47) yields
∇r log η = 0 η-a.e.
This implies that for a.e. θ, the function η(θ, ·) is constant on its support; but it is also
constant (equal to 0) outside its support, thus by continuity it is constant on its entire
domain. This proves the first part of the claim.
So far, we have shown that there exists η ∈ P(Θ) such that ρ?(θ, r) = exp(−
β
2 |r|2)
Z1
η(θ), and
we seek to characterize η. By the continuity equation (10), since ρ? is stationary, we must
have ∇ · (ρ?v(ρ?)) = 0, i.e.,
0 = ∇θ · (ρ?r) +∇r · [ρ?(−∇F ′(η)− γr − γβ−1∇r log ρ?)]
= ∇θ · (ρ?r)−∇r · [ρ?∇F ′(η)] since ∇r log ρ? = −βr,
=
〈
exp
(
−β2 |r|2
)
Z1
r,∇θη
〉
−
〈
η∇θF ′(η),∇r
exp
(
−β2 |r|2
)
Z1
〉
=
〈
exp
(
−β2 |r|2
)
Z1
r,∇θη + βη∇θF ′(η)
〉
,
where the equality is for a.e. r, θ. Therefore, ∇θη + βη∇θF ′(η) = 0. This is equivalent to
∇θ log η + β∇θF ′(η) = 0, η-a.e.,
and integrating, we obtain: log η = −β∇θF ′(η) + a constant. This is equivalent to the
Boltzmann fixed point equation (13), as desired. 
E.2 Proof of Proposition 2
We seek to prove that the operator
T : ρ 7→ T (ρ) = exp(−βF
′(ρ))
Z2(ρ)
admits a unique point on P(Θ). Note that T is well-defined for all ρ by virtue of assump-
tion (A4). Indeed, F ′(ρ) = F ′0(ρ) + g, and assumption (A4) states that F ′0 is uniformly
bounded on P, and exp(−βg) is integrable, thus if M is an upper bound on ‖F ′0(ρ)‖∞, we
have exp(−βF ′(ρ)) ≤ expβM exp(−βg), which is integrable.
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Proof of existence: We will use Schauder’s fixed point theorem [23, p. 286, Theorem 11.6],
stated below. Recall that a subset of a metric space is precompact if any sequence in that
subset has a converging subsequence.
Theorem (Schauder’s fixed point theorem). Let X be a Banach space and M ⊂ X be
non-empty, convex and closed. If T : M 7→M is a continuous operator such that T (M) is
precompact, then T has a fixed point.
Let B = {ρ ∈ L1(Θ) : ρ ≥ 0, ‖ρ‖1 ≤ 1}. Note that T (B) ⊂ P(Θ), since T (ρ) is normalized.
Thus, to prove that T has a fixed point on P , it suffices to prove that T has a fixed point on
B. To this end, we apply Schauder’s theorem with X = L1(Θ) and M = B.
Let (ρn) be a sequence of elements in B. We shall prove that (T (ρn)) has a converging
subsequence. We have that F ′ decomposes into F ′(ρn) = F ′0(ρn) + g. By assumption
(A4), (F ′0(ρn))n is uniformly equicontinuous and uniformly bounded, thus by the Arzela-
Ascoli theorem, there exists a subsequence (F ′0(ρkn)) that converges uniformly to some
continuous, bounded function `. We will show that T (ρkn) converges in L1 to ρ := exp(−β(`+
g))/‖ exp(−β(`+g))‖1, which is well-defined since ` is bounded and g is confining. Observing
that for all n, ‖T (ρkn)‖1 = ‖ρ‖1 = 1, we have by Scheffé’s lemma [47, p. 55] that poitwise
convergence of T (ρkn) to ρ implies convergence in L1. Thus it suffices to prove pointwise
convergence.
By continuity of the exponential function, we have
exp(−βF ′(ρkn))→ exp(−β(`+ g)), (48)
where the convergence is pointwise. By assumption (A4), {F ′0(ρ), ρ ∈ B} is uniformly
bounded and exp(−βg) is integrable, thus, by the dominated convergence theorem,
‖ exp(−βF ′(ρkn))‖1 → ‖ exp(−β(`+ g))‖1. (49)
By (48) and (49), we have T (ρkn) converges pointwise to ρ, which concludes the proof.

Proof of uniqueness: Suppose ρ1, ρ2 ∈ P(Θ) are two fixed points of T . Then we have for
i ∈ {1, 2},
logZ(ρi) = − log ρi(θ)− βF ′(ρi)(θ) for a.e. θ. (50)
We have
0 = 〈logZ(ρ1)− logZ(ρ2), ρ1 − ρ2〉 since logZ(ρi) are constants
= −〈log ρ1 + βF ′(ρ1)− log ρ2 − βF ′(ρ2), ρ1 − ρ2〉 by (50)
= −〈F ′(ρ1)− F ′(ρ2), ρ1 − ρ2〉 −DKL(ρ1‖ρ2)−DKL(ρ2‖ρ1)
≤ −DKL(ρ1‖ρ2)−DKL(ρ2‖ρ1) by convexity of F .
where DKL(ρ1‖ρ2) =
〈
log ρ1ρ2 , ρ1
〉
. Note that ρ1, ρ2 are both normalized by assumption,
so both KL divergences are non-negative, with equality if and only if ρ1 = ρ2 a.e. This
concludes the proof. 
E.3 Proof of Theorem 3
Proof. (i) Recall from Section 2.2 that under the stated conditions on the initial measure µ0,
the equation (10) admits a unique solution (µt)t≥0 satisfying µt ∈ C ([0,∞),M(T Θ)), that
is, (µt)t≥0 is a continuous measure-valued trajectory satisfying
∫
dµt <∞ for all t ≥ 0.
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From Proposition 4, we know that the quantities F0([µt]θ) <∞,
∫
TΘ(g(θ) + |r|2/2)dµt <∞,∫
TΘ log
+ µtdµt <∞ for all t ≥ 0, with their upper bounds being independent of t. Hence by
the Dunford-Pettis theorem [2, p. 123], the solutions (µt)t≥0 are weakly compact in L1(T Θ).
Thus, there exists µ? and a subsequence (µtk)k≥1 such that (µtk)k≥1 converges weakly to µ?.
To prove µt is absolutely continuous (w.r.t. the Lebesgue measure) for each t ≥ 0, we
now show that the sequence of random vectors (Xk)k≥1 := (θtk , rtk)k≥1 are uniformly
integrable. By de la Vallée-Poussin’s criterion [15, p. 3-4], the latter holds if and only if
there is an increasing function Φ : R>0 7→ R>0 satisfying limx→∞ Φ(x)x = +∞, such that
supk≥1 Eµtk [Φ(Xk)] < ∞. To apply this in our context, we set Φ(x) ≡ x2, and use the
result from Proposition (4) that
∫
T Θ |rtk |2dµtk is uniformly upper bounded for all k ≥ 1.
Therefore, (Xk)k≥1 are uniformly integrable, and equivalently, the measures µtk are absolutely
continuous, and the corresponding joint PDFs exist for all k ≥ 1. Taking {tk}k≥1 to be
an arbitrary sequence, we deduce that µt is absolutely continuous for each t ≥ 0. Taking
{tk}k≥1 to be the sequence corresponding to the weakly convergent subsequence (µtk)k≥1
mentioned in the previous paragraph, we deduce that µ? is absolutely continuous.
(ii) Let us consider the joint PDF trajectory (ρt)t≥0 corresponding to the measure-valued
trajectory (µt)t≥0 that solves (10). From part (i), we know that (ρt)t≥0 exists and is weakly
compact in L1(T Θ). Letting
ζt(s, θ, r) := ρt+s(θ, r),
we now prove that (ζt)t≥0 is strongly compact in C([0, T ], L1(T Θ)) for any T > 0. From
Theorem 5, we can write
lim
t→∞
∫ T
0
∂tE(t+ s) ds = 0, (51)
which combined with Proposition 1 yields
lim
t→∞ ‖r
√
ζt + 2β
−1∇r
√
ζt‖L2([0,T ]×TΘ) = 0. (52)
The remaining proof follows the same line of arguments as in [41, p. 1365–1367]. Specifically,
for any given sequence {tk}k≥1 with limk→∞ tk =∞, letting ζk := ζtk , one shows that the
sequence of {ζk}k≥1 is relatively compact in C
(
[0, T ], L1(T Θ)) for any T > 0. Consequently,
ζk → ζ∞ strongly in L1(T Θ), which is to say ρt → ρ? (equivalently, µt → µ?) strongly in
L1(T Θ), as desired. 
E.4 Proof of Theorem 4
We start by showing that ρ? is a minimizer of E(ρ) over K, by adapting the argument from
the first-order case [30, Lemma 6.2]. We omit some details and emphasize the differences.
Recall that
K = {ρ ∈ P(T Θ) : 〈g(θ) + |r|2/2, ρ〉 <∞}.
Lemma 2. Let ρ? be the unique solution of the Boltzmann fixed point equation (13). Then
for all ρ ∈ K, E(ρ) ≥ E(ρ?).
Proof. First, we argue that E has a minimizer over K. Note that E(ρ) is lower-bounded
on K by Proposition 3. Thus, infρ∈K E(ρ) is finite and there exists a sequence ρk ∈
K such that limk→∞ E(ρk) = infρ∈K E(ρ). Furthermore, by the same argument as the
proof of Proposition 4, the quantities F0([ρk]θ),
〈
g(θ) + |r|2/2, ρk
〉
,
〈
log+ ρk, ρk
〉
are bounded
uniformly in k. Thus, by de la Vallée-Poussin’s criterion [15, p. 3-4], there exists ρ∞ ∈ K
such that a subsequence of ρk converges weakly to ρ∞. By lower semi-continuity of E , we
have E(ρ∞) = infρ∈K E(ρ).
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Second, we show that any minimizer of E on K, must, in fact, be equal to ρ?. Let ρ¯ be
such a minimizer. Then ρ¯ must be positive a.e., otherwise, a perturbation of ρ¯ can decrease
the value of E . Indeed, suppose that there exists a bounded subset S of positive Lebesgue
measure, such that ρ¯ ≡ 0 on S, and define ρ¯ = (1− )ρ¯+ uS , where uS = 1S/‖1S‖1 is the
uniform distribution over S. Then ρ¯ is in K (since S is bounded), and there exist constants
A0 and B0 such that
F ([ρ¯]
θ) ≤ (1− )F ([ρ¯]θ) + A0 by convexity of F〈|r|2/2, ρ¯〉 ≤ (1− ) 〈|r|2/2, ρ〉+ B0 by boundedness of S
H(ρ¯) = 〈log((1− )ρ¯+ uS), (1− )ρ¯+ uS〉
≤ (1− )H(ρ¯) +  log ‖1S‖1 .
Summing the previous inequalities, we see that there exists a constant C such that E(ρ¯) ≤
(1− )E(ρ¯) + C + 1β  log(), which is strictly less than E(ρ¯) for  < e−βC , a contradiction.
Therefore ρ¯ must be positive a.e.
Once we have established that ρ¯ is positive a.e., we can show that ρ¯ satisfies the Boltzmann
fixed point equation (13). Indeed, consider the set Γk := {(θ, r) : 1k ≤ ρ¯(θ, r) ≤ k}, and letTk = {f ∈ C∞(T Θ) : support(f) ⊆ Γk, ‖f‖∞ ≤ 1,
∫
f = 0}. In other words, Tk is a set of
tangent vectors such that ρ¯ + 1kTk ⊂ K. The directional derivative of E in the direction
f ∈ Tk is well-defined and given by
lim
→0
E(ρ¯+ f)− E(ρ¯)

=
〈
F ′([ρ¯]θ) +
1
2
|r|2 + (1 + log ρ¯), f
〉
(53)
and since ρ¯ is a minimizer of E on K, (53) must be non-negative for all f . Therefore one
must have that the integrand F ′([ρ¯]θ) + 12 |r|2 + (1 + log ρ¯) is zero a.e. on Γk. But sinceT Θ = ∪k≥1Γk, it must be zero a.e. on T Θ. This implies that ρ¯ is a solution to the Boltzmann
fixed point equation (13), which admits a unique solution ρ? by Proposition 2. This concludes
the proof. 
Proof of Theorem 4. Let Fλ denote the regularized functional with regularization coefficient
λ, i.e. Fλ(ρ) = F0(ρ) + λ 〈g, ρ〉. We shall prove that there exists a constant C1 such that, for
all β ≥ 1,
F1−1/β([ρ?]θ) ≤ inf
η∈P(Θ)
F (η) +
C1 + d log β
β
.
By Lemma 2, we have E(ρ?) ≤ E(ρ) for all ρ ∈ K, and observing that ρ? ∈ K, we have by
Proposition 3 applied to ρ? and α = 1, F1−1/β([ρ?]θ) ≤ E(ρ?) + C(1)/β. Combining the
previous bounds, we have for all ρ ∈ K,
F1−1/β([ρ?]θ) ≤ E(ρ) + C(1)
β
. (54)
In order to conclude, we shall bound the difference between E and F . Note that E(ρ) −
F ([ρ]θ) = 12
〈|r|2, ρ〉+ 1β 〈log ρ, ρ〉, which can be arbitrarily large due to the entropy term.
To resolve this issue, one can take a convolution with a Gaussian to control the entropy.
More precisely, let η ∈ P(Θ), and define ρη ∈ K as the product:
ρη(θ, r) := [g1 ∗ η](θ)g2(r)
where g1, g2 are two Gaussian PDFs over θ and r respectively, each with mean 0 and variance
1/β, and ∗ denotes the convolution. Our goal is to bound the difference between E(ρη) and
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F (η). Following the same line of argument as in [30, Lemma 6.5], there exists a constant K
such that
F (g1 ∗ η) ≤ F (η) + K
β
,〈
1
2
|r|2, g2
〉
=
d/2
β
,
H(ρη) ≤ (H(g1) +H(g2)) = −d log(2pie/β).
Summing the inequalities above, we obtain
E(ρη) = F (g1 ∗ η) + 1
2
〈|r|2, g2〉+ 1
β
H(ρη) ≤ F (η) + K + d/2− d log(2pie/β)
β
. (55)
Finally, we combine the inequalities (54) and (55), to obtain, for all η ∈ P(Θ),
F1−1/β([ρ?]θ) ≤ F (η) + C1 + d log(β)
β
,
where C1 is a constant equal to C(1) +K + d/2− d log(2pie). Taking the infimum over η
yields the desired result. 
F The case of quadratic loss
In this section, we illustrate the assumptions in the quadratic loss case.
Let R be given by R(ψ) = 12E(x,y)∼D(ψ(x)− y)2 = 12‖ψ − y‖2F , where (x, y) are the input
feature and labels, respectively, and D is the joint data distribution. The functional F is the
sum F (µ) = F0(µ) + 〈g, µ〉, where for µ ∈M(Θ),
F0(µ) = R(〈Ψ, µ〉)
=
1
2
‖ 〈Ψ, µ〉 − y‖2F
=
1
2
‖ 〈Ψ, µ〉 ‖2F − 〈〈Ψ, µ〉 , y〉F +
1
2
‖y‖2F . (56)
The first term in (56) can be written as
1
2
‖ 〈Ψ, µ〉 ‖2F =
1
2
Ex
(∫
Θ
Ψ(θ)(x)dµ(θ)
)2
=
1
2
∫∫
Θ
Ex[Ψ(θ)(x)Ψ(θ˜)(x)]dµ(θ)dµ(θ˜) =
1
2
U [µ, µ],
where U(θ, θ˜) := Ex[Ψ(θ)(x)Ψ(θ˜)(x)], and the symbol U [µ, ν] denotes the double integral∫∫
U(θ, θ˜)dµ(θ)dν(θ˜). The second term in (56) can be written as
−〈〈Ψ, µ〉 , y〉F = −E(x,y)
[
y
∫
Θ
Ψ(θ)(x)dµ(θ)
]
= 〈V, µ〉 ,
where V (θ) := −Ex,y[yΨ(θ)(x)]. The last term in (56) is a constant independent of µ. To
summarize, the functional F0 can be written as
F0(µ) =
1
2
U [µ, µ] + 〈V, µ〉+ 1
2
‖y‖2F . (57)
We now discuss our assumptions in this quadratic case. In particular, we show that the
assumptions made in [30] (for the first-order gradient flow) imply our assumption (A4).
First, it is assumed in [30] that a quadratic regularizer is used, g(θ) = |θ|2/2, which is
confining since lim|θ|→∞ g(θ) =∞ and exp(−βg) is integrable for all β > 0. This proves the
second part of assumption (A4). They also make the following assumptions on U, V .
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(B1) U and V are uniformly bounded i.e., there exists C1, C2 > 0 such that
‖U(·, ·)‖∞ ≤ C1, ‖V (·)‖∞ ≤ C2.
(B2) U and V are differentiable, and have bounded gradients, i.e., there exist C3, C4 such
that
‖∇U(·, θ˜)‖∞ ≤ C4 for all θ˜, ‖∇V (·)‖∞ ≤ C3.
To prove that (A4) is satisfied, we need to show that the family {F ′0(ρ), ρ ∈ B} is uniformly
equicontinuous and uniformly bounded, where B = {ρ ∈ L1(Θ), ‖ρ‖1 ≤ 1}. From (57), the
Fréchet differential of F0 is given by
F ′0(ρ)(θ) = U [ρ](θ) + V (θ),
where the symbol U [ρ] denotes the function U [ρ](θ) =
∫
U(θ, θ˜)ρ(θ˜)dθ. Then,
• By (B1), U [ρ] + V is bounded, uniformly in ρ ∈ B.
• From (B2), it also follows that for U [ρ] + V is Lipschitz continuous, with a Lipschitz
constant independent of the choice of ρ ∈ B and thus the family {U [ρ] + V, ρ ∈ B} is
uniformly equicontinuous.
Thus assumption (A4) is satisfied.
Note that in [30], the regularization term g(θ) =
〈|θ|2/2, µ〉, together with the boundedness
assumptions (B1)-(B2), are crucial to guarantee integrability of exp(−βF ′(µ)), so that the
Boltzmann distribution (13) is well-defined. In the linear case described in Section 2.3, it is
also common to assume that the potential (which in this case is the same as our regularizer
g) is confining, see for example [35, Definition 4.2].
Assumption (A4) generalizes the conditions on F0 from the quadratic setting to the convex
setting, and replaces the quadratic regularizer with a more general confining regularizer.
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