efficiency change, technical change and capital accumulation. We use a data set consisting of 69 Western European NUTS 2-regions from France, Germany, Italy, Spain and Ireland between 1980 and 2002 which means that we are able to address the proximate causes behind the slow regional convergence process across a larger sample of regions than what has previously been done using DEA. Earlier regional studies have mainly estimated efficiency and technical change for regions within one country, not across countries. Specifically, MAUDOS et al. (1998) and CANALETA et al. (2003) found substantial levels of inefficiency across the Spanish regions.
Originally, DEA was used in productivity analysis at the micro-level but has recently become increasingly popular at the macro-level as a non-parametric alternative to growth accounting. The main argument for using DEA in this context is that traditional growth accounting decomposition of technical change and factor accumulation yields biased results in the presence of inefficiency (GROSSKOPF: 1993) . In addition, the DEA does not require any specification of the functional form of the technology or assumption about market structure or absence of market imperfections. It does however require an assumption of the returns to scale of the technology. The non-parametric growth accounting approach was pioneered at the national level by FÄRE et al. (1994a) who decomposed labor productivity growth into efficiency and technical change. Recent contributions include the incorporation of capital accumulation (KUMAR and RUSSELL: 2002) and human capital accumulation (HENDERSON and ZELENYUK: 2006) into the decomposition framework and the extension of relating the decomposed sources of labor productivity growth to the question of convergence (MAUDOS et al.: 2000, LOS and TIMMER: 2005) .
With this growing interest in the DEA-approach to growth accounting there is an increasing need to deal with its major short-comings, i.e. the inherent bias and the failure to deal with the stochastic element of efficiency estimation. In order to overcome these deficiencies, we follow WILSON (1998, 2000) in using bootstrapping methods that provide means of incorporating stochastic elements in the DEA. In contrast to previous studies, the use of bootstrapping methods allow us to gauge the relative sensitivity of the estimated efficiency scores to the inherent bias of the DEA. Specifically, we are interested in analyzing whether the regions' relative efficiency levels change after the bias-correction and whether the DEA is powerful enough to distinguish regions on the production frontier as significantly more efficient than the other regions in the sample.
Major findings are that the relative efficiency ranking of the regions remain stable after the bias correction and that the DEA successfully identifies regions on the production frontier as significantly more efficient than most other regions in the sample. We also investigate the proximate driving forces behind regional labor productivity growth by decomposing changes in labor productivity into the effects of technological change, efficiency increases and capital deepening and find that most regions have fallen behind the production frontier in efficiency. Moreover, capital accumulation has had a dispersed effect on the labor productivity distribution of the 69 regions since 1980.
The remainder of this paper is organized as follows. The next section gives an introduction to the methodology. Section 3 provides a description of the data. Section 4 is devoted to the results, while section 5 concludes the paper.
M outputs, measured by vector Y . All efficient production plans lie on the boundary (frontier) of the production set Ψ (DEBREU: 1959). The relative efficiency scores, λ are calculated from a set of observations {(x i , y i ) ; i = 1, ..., n}, by solving a linear programming problem, where x and y denotes the sample input and output vectors, respectively, and n denotes the number of observations in the sample (FÄRE et al.: 1994b) . More precisely, the estimated DEA scores
; i = 1, ..., n o of the attainable set Ψ are defined as:
where the subset b Ψ is spanned by the sample input and output vectors SIMAR and WILSON (1998 , 2000 , 2006 show that b λ is a consistent estimator, assuming that the sample observations are realizations of identically and independently distributed random variables with a monotone and continuous probability density function (See FÄRE et al.: 1994b and WIL-SON: 2006 , for a detailed discussion). Further assumptions on Ψ are standard in microeconomic theory, for which we refer to FÄRE et al. (1994b) for a comprehensive discussion.
Deficiencies with the DEA
The DEA estimator suffer from a number of deficiencies. First, the estimator is purely deterministic, as no additive stochastic term is included in the linear programming approach. Second, the estimator is biased, since the technological frontier is only defined relative to the best practise observations in the sample. Although the procedure rules out the possibility that the "true" frontier lies below the constructed frontier, there might be the case that it lies above the constructed one, if more efficient regions exist outside the sample data. The theoretical bias is evident since (x, y) ⊆ (X, Y ), implying that the estimated production set b Ψ is a subset of Ψ, b Ψ ⊆ Ψ. Hence by definition, the estimator is upward biased, b λ ≥ λ, where λ denotes the "true" efficiency scores. Third, the asymptotic sampling distribution of the DEA estimator is generally very hard to derive. This is of importance, since the sampling distribution is needed in order to conduct inference on the estimated scores. Therefore, it may be difficult to present some measure of uncertainty, such as standard errors and confidence intervals to the estimated efficiency scores. GIJBELS et al. (1999) derived the asymptotic sampling distribution in the most general setting with one input and one output vector, while KNEIP et al. (2003) derived the sampling distribution in a multivariate setting. However, the results of KNEIP et al. (2003) show that no closed form for the limiting distribution is available and that closed form expressions for the moments and quantiles are impossible to obtain. Hence, standard analytical tools cannot be used to construct confidence intervals in the multivariate setting. WILSON (1998, 2000) introduced bootstrap methods in order to approximate the sampling distribution. These authors propose using kernel density estimation, together with the reflection method (SILVERMAN: 1986) in a Monte Carlo setting, to estimate the bias and construct confidence intervals. More precisely, SIMAR and WILSON (1998, 2000) propose to draw randomly from the truncated probability density function of the estimated efficiency scores b λ, yielding a sampling distribution, denoted by c
Bootstrapping the DEA
, where B is the total number of bootstrap replications, and n denotes the number of observations in the sample. The bootstrap method is asymptotically efficient since the approximation error due to the bootstrap resampling tends to zero, as B → ∞, given n sufficiently large.
We use the smooth homogeneous bootstrap approach (See SIMAR and WILSON: 1998, 2006 , for a detailed discussion). In addition to the usual, above mentioned DEA assumptions on the data generating process, the procedure imposes the restriction that the distribution of the efficiency score is homogeneous over the input-output space. This implies that the distribution of the efficiency scores is unconditional upon the data, for which SIMAR and WILSON (2006) argues is a valid assumption in many empirical situations. Moreover, the procedure involves solving n (1 + B) linear programming problems. SIMAR and WILSON (2006) provide simulation evidence that the smooth bootstrap DEA estimator works well in the setting of one input and one output. They show that the performance of the estimator improves as the sample size increases.
There are some practical considerations when using the smooth homogeneous bootstrap procedure. The most important one involves choosing a bandwidth for the kernel. Following HENDERSON and ZELENYUK (2006) , we employ the method proposed by SHEATER and JONES (1991) . Secondly, the simulations are based on the gaussian kernel, although the choice of kernel has been shown to be of minor importance for the results (See SILVERMAN: 1986).
Data
The DEA requires data on regional inputs (capital and labor) and outputs (measured as gross value added, GVA, at market prices). Data on regional output and labor is taken from the Cambridge Econometrics Data Set. The regional disaggregation follows Eurostat's NUTS classification system and all regions are measured at NUTS-level 2 apart from Ireland and Germany, where the regions are measured at NUTS-level 1. All data is presented in 1995 PPS obtained from Cambridge Econometrics. We have estimated capital stocks using the perpetual inventory method (PIM) from yearly regional investment series, since coherent regional capital stocks are currently unavailable. The investment series were obtained from the Cambridge Econometrics and start in 1980. Since we did not have access to sufficiently long regional investment series, we have built on earlier research in obtaining an initial estimate of the regional capital stock from which we have started to accumulate the depreciated investments (PACI and PUSCEDDU: 2000 , MARROCU and PACI: 2000 , STEPHAN: 2000 , MAS, PEREZ and URIEL: 2000 , PRUD'HOMME: 1996 . All stocks have been benchmarked to standardized estimates of the national capital stock (KAMPS: 2005 (KAMPS: , 2006 ) in order to avoid any systematic biases in the level of the regional stocks due to differing national assumptions about average service lives or depreciation patterns. Further description of the capital stocks can be found in Appendix.
Results

Intertemporal construction of the production frontier
We compare the regional efficiency levels at the end points of our sample period, spanning over 23 years from 1980 to 2002 by using intertemporal DEA. This means exploiting the panel nature of our data set by including all historical data up until the sample end when constructing the frontier for 2002. Note that we use the first 69 cross-sectional observations when constructing the production frontier for 1980, but 69 × 23 = 1587 panel observations for the construction of the production frontier in 2002
1 . The advantage of calculating the production frontier in this intertemporal way is first of all that "technical regress" is ruled out, since the sequential construction of the frontier does not let it shift inward. Secondly, the intertemporal construction rules out the possibility that short-term fluctuations in output affect the production possibility frontiers. Thirdly, the construction follows ABRAMOWITZ (1986) definition of catching-up, as latecomers are able to catch-up with the historical technological leaders by imitating their technology and thereby improve their own efficiency. Figure 1 compares the originally estimated frontiers to the bootstrapped ones where the lower graph represents attainable output levels in 1980 whereas the higher one represents 2002. In both years the vast majority of regions were redundant in the construction of the frontier, since another region, or a linear combination of two regions could produce more output with the same use of inputs.
Bias-corrected technological frontiers
FIGURE1 ABOUT HERE
As seen from the figure, both frontiers were biased downwards before the correction. The figure also shows that the technological frontier has shifted outwards at all capital per worker levels between 1980 and 2002. However, the frontier shifted the most at high capital per worker ratios, implying that capitalintensive regions foremost benefited from technical change (i.e. not implying Hicks-neutral technical change). All frontiers have been calculated assuming constant returns to scale 2 and for each bootstrap exercise, we perform B = 2000 replications 3 .
Efficiency scores and confidence intervals
In order to measure the relative inefficiency of the dominated regions, we use the Farrell output-based efficiency index (FARRELL: 1957) . This index measures the distance from a region's actual observed output to the constructed frontier (its potential output). The index will take the value of one if the region is part of the constructed frontier at the evaluated period, for all other regions the efficiency index will be less than one. Since the estimated frontier is biased downwards, the bias-corrected estimates are all less than one. The original and bias-corrected efficiency indices for the 69 regions calculated under the assumption of constant returns to scale in 1980 and 2002 are presented in table 1. The fourth and eighth column in the table also present how many slots the region move up or down in the internal relative efficiency ranking when calculated the bootstrapped way compared to the ordinary way.
TABLE1 ABOUT HERE Table 1 also shows that all efficiency estimates are biased upwards, but that the ranking of regions according to efficiency remains relatively stable even after the bias correction. In 1980 the estimated bias is somewhat larger since the data set only consists of 69 observations, and consequently there is a little more turbulence in the relative ranking of regions according to efficiency. However, the relative position of most regions only change one or two slots up or down the regional hierarchy in both 1980 and 2002, so we conclude that the bias-correction only changes the levels of the efficiency indices, not their internal distribution. The figures display that estimating the production frontier in an intertemporal way drastically increases the precision of the efficiency scores. In the 2002-sample we see how the regions consisting of the frontier (Ireland and Ile de France) are significantly more efficient than all other regions in the sample, except for Hamburg. In the 1980-sample, confidence intervals for the most efficient regions seem to overlap somewhat. However, the DEA methodology discriminates successfully between technological leaders on the frontier and most regions that are less efficient, especially when the sample size increases. We find that the DEA methodology yields stable results with respect to the internal ranking of the regions after the bias-correction and that the method successfully discriminates between the regions on the production frontier as significantly more efficient than the other regions in the sample. Therefore, we proceed by using the bias-corrected efficiency scores to decompose the factors of growth and relate these findings to the issue of labor productivity convergence since 1980.
Factors behind labor productivity growth
In order to analyze factors affecting productivity growth in a certain region, we use a decomposition of labor productivity growth into efficiency change (change of the obtained efficiency scores); technological change (shifts in the estimated production frontier) and capital accumulation (movements along the estimated production frontier) suggested by KUMAR and RUSSELL (2002: pp. 534-535 (k 1980 ) .
The first right-hand term measures the relative contribution of relative efficiency changes (a movement towards or away from the frontier) to labor productivity growth in the region. The second term measures the effects of shifts in the frontier at the capital per worker levels for 2002 (which can be thought of as new or improved technology, since it expands the potential output for any given level of capital per worker). The third term measures changes in the capital per worker ratio (movements along the frontier at 1980's technology). However, the separation of capital accumulation and technical change is not path-independent unless technology is independent of the capital to labor ratio (i.e. Hicks neutral). This means that measuring shifts in the frontier at the capital per worker ratio in 1980 or in 2002 will yield different results 5 .
In order to avoid this arbitrariness, we have carried out the decomposition at both 1980 and 2002's capital per worker levels. When measuring technical change at 1980's capital per worker levels, capital accumulation is given relatively more importance than when the decomposition is carried out at the capital per worker ratios in 2002. This is due to the fact that the shifts in the technological frontier have been more prominent at high capital per worker levels than at low since 1980. In table 2, the decomposed indices are presented as the geometric averages of the two decompositions.
TABLE2 ABOUT HERE
From the bottom row in table 2 we find that the average labor productivity growth between 1980 and 2002 has been 40 percent. However, efficiency increases did not at all contribute to these average productivity increases, as most regions were falling behind the estimated frontier. Instead, increased technical opportunities and capital accumulation seem to have accounted for all of the observed average increases in labor productivity.
Relative contributions to labor productivity convergence
In order to explore the relative contributions of our three decomposed sources of labor productivity growth to regional convergence, we have plotted the various indices against initial labor productivity in 1980. Figure 4 confirms that there is a weak tendency for convergence in labor productivity among the 69 regions during the last two decades, since labor productivity in 1980 and labor productivity growth seem to be somewhat negatively related.
FIGURE4 ABOUT HERE
The prominent outlier at low labor productivity levels in 1980 refers to the Irish growth miracle, but apart from this region, the general tendency for convergence is quite weak, as some regions at initially high labor productivity levels also show generally high labor productivity increases. In addition, the region with the highest labor productivity in 1980, Ile de France, has experienced the third highest labor productivity growth since 1980, only outperformed by Ireland and Extremadura. Thus, although there is a slight negative correlation between initial productivity and productivity growth, the cases of Ile de France and, to some extent, Hamburg demonstrate that the convergence process has not been unambiguous.
The percentage changes in the efficiency indices plotted against initial labor productivity growth in figure 5 do not exhibit any general tendency.
FIGURE5 ABOUT HERE
Rather, the majority of regions have fallen behind the technological frontier, no matter their initial labor productivity. However, the largest fall in relative efficiency is found among regions with low to medium labor productivity in 1980, for example Bretagne, Castilla-la-Mancha, Murcia and Navarra. Out of the 69 regions, only eight actually show an increase in relative efficiency and again, Ireland is the only positive outlier. Thus, the general pattern seems to be one of "falling behind" between 1980 and 2002.
In figure 6 the relationship between initial labor productivity and the relative contribution of shifts in the production frontier is displayed.
FIGURE6 ABOUT HERE
The plot suggests a clear negative relationship between initial labor productivity and the technological opportunities created when the production frontier shifted outward. The large potential for technological improvements in low-productivity regions is due to the remarkable example set by Ireland at relatively modest capital per worker levels. Although Ireland has shifted the frontier outwards at medium capital per worker levels, this "forging ahead" simultaneously meant that many low-productivity regions have fallen behind this frontier relatively.
The plot of capital accumulation in figure 7 shows a dispersed effect of capital accumulation on labor productivity growth.
FIGURE7 ABOUT HERE
Capital accumulation has played a large role for labor productivity growth in initially low productivity regions, like Ireland, Auvergne or Galicia, indicating that capital may have been flowing to high marginal returns in relatively unproductive regions thereby causing labor productivity convergence. At the same time, there have been large effects from capital accumulation in initially highly productive regions, like Ile de France, Hamburg and Lombardia, suggesting forces of agglomeration in the regions that displayed the highest initial productivity in 1980.
Conclusion
This paper has employed a non-parametric frontier approach in combination with bootstrapping techniques in order to explore labor productivity growth in 69 Western European regions. We find that the relative ranking of efficiency scores obtained using DEA is stable to bias-corrections and that the estimated frontier consists of regions whose efficiency is significantly larger than the rest of the regions in the sample. Since the frontier is constructed intertemporally, the biases due to sample choice become very small in 2002 and confidence intervals indicate high precision of the DEA scores. The decomposition analysis showed that the economic hierarchy of the regions remained surprisingly stable over the investigated years, as only eight out of 69 regions improved their relative efficiency and caught-up with the technological leaders. Instead, capital accumulation and expanded technological opportunities appear to explain all of the observed increases in labor productivity. Although the two forces have been of roughly equal importance in increasing the mean of the labor productivity distribution, technological change has created comparatively large opportunities for catching-up in initially low productive regions. However, this opportunity has not been realized and the low productive regions are therefore falling behind in relative efficiency.
Capital accumulation, on the other hand, has played the expected converging role in initially unproductive regions. However, we find simultaneous evidence of agglomeration forces, since highly productive regions have also accumulated capital and thereby managed to increase labor productivity. Understanding the role of capital accumulation for the European convergence process is a crucial step towards increased knowledge about the theoretical mechanisms behind regional growth and can lead to important insights when formulating the EU:s regional policy.
Notes simulation took about 150 hours on a pentium 4 to complete. 4 Technology and efficiency are here defined in a very broad sense, since improved institutions or human capital may also increase regional output and thereby shifts or movements in the production frontier. 5 It shall be emphasized that the problem of path dependency is endemic to the task of measuring technical change, and most commonly it has been solved by simply assuming Hick's neutrality. It was for example this assumption, in combination with constant returns to scale, that enabled Solow (1957) and the subsequent growth accounting school to unambiguously separate capital accumulation from TFP growth.
Appendix. Construction of regional capital stocks Establishing comparable national capital stocks as benchmarks
The lack of comparable capital stock data on the national level has received substantial attention recently. O'MAHONY (1996) showed for example that there are differences in assumptions about depreciation patterns and declining service lives in the national capital stocks reported by official national statistical offices of USA, UK, Germany, France and Japan. The most important component of non-comparability in international capital stocks is however differences in assumptions about average service lives between the countries (O'MAHONY: 1996) . In order to establish benchmarks for the capital stocks at the national level, we use a set of nationally comparable net capital stocks provided by KAMPS (2005 KAMPS ( , 2006 . KAMPS employs Perpetual Inventory Method (PIM) on investment series from 1860-2002 in order to construct a set of national net capital stocks that use the same time profile of depreciation.
Regional distribution of the national capital stocks
We construct regional capital stocks from regional investment series collected from Cambridge Econometrics from 1980-2002 using the Perpetual Inventory Method (PIM). The basic idea with PIM is that the net capital stock in the beginning of the following period K t+1 can be expressed as:
where I t and d t are gross investment and depreciation in the current period, respectively. Notice that depreciation is expressed as a proportion of the net capital stock in the current year. Since our investment series start in 1980 we rely on various data sources explained in detail in the text below to obtain an estimate of the initial capital stock at year t. We also need an assumption of the depreciation rate d t . Once the regional capital stocks have been constructed, we calculate regional shares of the total net capital stock and thereafter these regional share are multiplied with the national net capital stocks reported by KAMPS (2005 KAMPS ( , 2006 . This means that the regional stocks are internationally comparable and benchmarked at the national level. The shares of the regional stock to total capital stock are also reasonably insensitive to the depreciation pattern used, which is what matters for the present study. We chose the depreciation rate in order to minimize the difference between the sum of the regional stocks and the total internationally comparably estimated capital stock. The depreciation rate that best corresponds to this criteria is usually around 4 percent annually.
Germany: From 1991 and onwards regional capital stock series have been reported by the Statistiches Landesamt Baden-Wurtemberg (www.statistik.baden-wuerttemberg.de) and the regional shares of the capital stocks are readily available to be apportioned to the national net capital stock provided by KAMPS. For the period -1991 , STEPHAN (2001 has estimated regional capital stocks using PIM on regional investment data. The regional shares from STEPHAN's data have been linked for the overlapping year 1991 with the official regional shares in order to obtain estimates of the regional shares from 1980 to 2002.
Italy: Regional Italian gross capital stocks, estimated at the sectorial level are provided by CRENoS data bank at the University of Cagliari for 1970-1994, (www.crenos.it) . The capital stocks of CRENoS data bank build on official investments series from ISTAT, Statistiche delle opere pubbliche. The regional capital stocks between 1980 and 1994 were taken from CRENoS and thereafter the series were extended using regional investments from Cambridge Econometrics and 4% depreciation.
Spain: Total capital stocks at the regional level were obtained from Fundaciòn BBVA (www.fbbva.es) for the period 1964-1998. The stocks were extended for 1998 to 2002 using 3.8 % linear depreciation and investment figures from Cambridge Econometrics.
France: Private regional capital stocks for industry and services were estimated for the years 1985-1992 by PRUD'HOMME (1996) using local tax data that should indicate an unbiased interregional distribution of the private capital stock, which is what matters for the present purpose. Data for the agricultural sector was obtained from the Eurostat regional accounts where the measure of fixed capital consumption per year and region has been assumed to stand in proportion to the regional agricultural stock of capital. In order to arrive at an estimate of the share of agriculture to the total French capital stock, data on net capital stock has been used from OECD STAN. The agricultural capital stock is about 3 percent of the total French capital stock.
Public capital stocks are harder to come by and therefore detailed investment series in transport and infrastructure, per asset from 1975 and onwards have been used to proxy the regional share of public capital stock. The infrastructure investment series come from Federation Nationale des Traveaux Publics (FNTP) and was kindly provided by Andreas Stephan and Rémy Prud'Homme. On average the French public capital stock amounted to 17-18 % of the total capital stock during 1980-2002, so in absence of better data, the cumulated sum of depreciated infrastructure investment proxies for the regional share of public capital to the total public capital stock. The investments were depreciated linearly at 4 %. In order to arrive at estimates for the total regional capital stock, the sum of the private service and industry, agricultural and public capital stock for each region in 1992 is used as a benchmark and thereafter capital stock series are calculated forward and backward using regional investment data from Cambridge Econometrics and 4 percent linear depreciation. 
