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Abstract
For exponential dichotomies defined by nonautonomous linear equations, we show that sufficiently small
C1-parameterized perturbations originate a family of exponential dichotomies of class C1 in the parameter.
We consider the general case of nonuniform exponential dichotomies, and also the general case of arbitrary
growth rates of the form eλρ(t) where ρ is an arbitrary function. This includes the usual exponential behavior
as a very special case when ρ(t) = t .
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1. Introduction
We consider the linear equation
v′ = [A(t) + B(t, λ)]v (1)
in a Banach space, where A and B are continuous functions with values in the set of bounded
linear operators, and where λ is a parameter in some open subset of a Banach space. Assuming
that the unperturbed dynamics
v′ = A(t)v (2)
✩ Partially supported by FCT through CAMGSD, Lisbon.
* Corresponding author.
E-mail addresses: barreira@math.ist.utl.pt (L. Barreira), cvalls@math.ist.utl.pt (C. Valls).0007-4497/$ – see front matter © 2009 Elsevier Masson SAS. All rights reserved.
doi:10.1016/j.bulsci.2009.12.003
768 L. Barreira, C. Valls / Bull. Sci. math. 134 (2010) 767–785has a nonuniform exponential dichotomy, we show that Eq. (1) has also a nonuniform exponen-
tial dichotomy, with stable and unstable subspaces of class C1 in λ, and thus with an optimal
regularity on the parameter. This regularity is precisely the main novelty of our work.
The notion of exponential dichotomy plays a central role in a large part of the theory of
dynamical systems. In particular, this justifies the relevance of the so-called robustness problem,
asking whether a sufficiently small linear perturbation of an exponential dichotomy is still an
exponential dichotomy. And indeed the study of robustness has a long history. In particular, the
problem was discussed by Massera and Schäffer [8], Coppel [6], and in the case of Banach spaces
by Dalec´kiı˘ and Kreı˘n [7], with different approaches and successive generalizations. For more
recent work see [4,9–11] and the references therein. We note that all these works consider only
uniform exponential dichotomies. This is a very stringent notion for the dynamics, and it is of
interest to look for more general types of hyperbolic behavior. In particular, when all Lyapunov
exponents are nonzero the linear dynamics has a nonuniform exponential dichotomy. We refer
to the books [1,2] for related discussions. See also [3] for recent work concerning the study of
robustness in the nonuniform setting, although without considering a parameter dependence.
In order to formulate our main result, we first describe the standing assumptions in the paper.
Let B(X) be the set of bounded linear operators in a Banach space X. Given an interval J ⊂ R,
we consider the linear equation (2). All solutions are global, and we write them in the form
v(t) = T (t, s)v(s), where T (t, s) is the associated linear evolution operator. Given an increas-
ing function ρ :J → R with ρ(0) = 0 when 0 ∈ J , we say that Eq. (2) admits a ρ-nonuniform
exponential dichotomy if there exist constants
a < 0 < b, D,ε > 0,
and projections P(t) ∈ B(X) for each t ∈ J such that
P(t)T (t, s) = T (t, s)P (s), t, s ∈ J,
and ∥∥T (t, s)P (s)∥∥Dea(ρ(t)−ρ(s))+ε|ρ(s)|,∥∥T (t, s)−1Q(t)∥∥De−b(ρ(s)−ρ(t))+ε|ρ(t)| (3)
for each t  s, where Q(t) = Id−P(t). We then define the stable and unstable subspaces for
each s ∈ J by
E(s) = P(s)X and F(s) = Q(s)X.
When ρ(t) = t we recover the notion of nonuniform exponential dichotomy.
Now we consider perturbations of Eq. (2). Namely, let Y be an open subset of a Banach space
(the parameter space), and let B :J × Y → B(X) be a C1 function. We assume that there exists
a constant δ > 0 such that∥∥B(t, λ)∥∥ δρ′(t)e−3ε|ρ(t)| and ∥∥∂B(t, λ)/∂λ∥∥ δρ′(t)e−3ε|ρ(t)| (4)
for every t ∈ J and λ ∈ Y . Given s ∈ J and
v(s) = (ξ, η) ∈ E(s) × F(s),
we denote by(
x(s), y(s)
)= (x(t, s, v(s), λ), y(t, s, v(s), λ))
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associated linear evolution operator. We note that for each t ∈ J ,
x(t) = T (t, s)ξ +
t∫
s
P (t)T (t, τ )B(τ,λ)
(
x(τ), y(τ )
)
dτ, (5)
and
y(t) = T (t, s)η +
t∫
s
Q(t)T (t, τ )B(τ,λ)
(
x(τ), y(τ )
)
dτ. (6)
The following is our main result. It shows that for J = R Eq. (1) admits a ρ-nonuniform
exponential dichotomy if Eq. (2) does.
Theorem 1. For J = R, if Eq. (2) admits a ρ-nonuniform exponential dichotomy satisfying
a + ε < 0 < b − ε and a + 3ε < b,
and B is a C1 function satisfying (4) for t ∈ R, then provided that δ is sufficiently small, for
each λ ∈ Y Eq. (1) admits a ρ-nonuniform exponential dichotomy with the constants a, b and
ε replaced respectively by a + 2δD, b − 2δD and 2ε. Moreover, the corresponding stable and
unstable subspaces Eλ(s) and Fλ(s) are of class C1 in λ for each s ∈ R.
Theorem 1 is proved in Section 4.
2. Existence of stable subspaces
We establish in this section the existence of stable subspaces Eλ(s) for Eq. (1) varying
smoothly with λ.
We denote by L(s) the set of linear operators from E(s) to F(s). Given κ < 1, let X be the
space of continuous functions Φ :J × Y → ∐s∈J L(s) with Φ(s,λ) ∈ L(s) for each s ∈ J and
λ ∈ Y , such that
‖Φ‖ := sup{∥∥Φ(s,λ)∥∥eε|ρ(s)|: (s, λ) ∈ J × Y} κ,
and
Cλμ(Φ) := sup
{∥∥Φ(s,λ) − Φ(s,μ)∥∥eε|ρ(s)|: s ∈ J} κ‖λ − μ‖
for each λ,μ ∈ Y . Equipping X with the distance
‖Φ − Ψ ‖ = sup{∥∥Φ(s,λ) − Ψ (s,λ)∥∥eε|ρ(s)|: (s, λ) ∈ J × Y}
it becomes a complete metric space. Given Φ ∈ X and λ ∈ Y we consider the set
VΦ,λ =
{(
s, ξ,Φ(s,λ)ξ
)
: (s, ξ) ∈ J × E(s)},
as well as the vector spaces
Eλ(s) = graph
(
IdE(s) +Φ(s,λ)
)= {(ξ,Φ(s,λ)ξ): ξ ∈ E(s)} (7)
for each s ∈ J . Clearly,
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{
(s, v): s ∈ J and v ∈ Eλ(s)
}
.
Given τ ∈ R, we also write
Ψ λτ
(
s, v(s)
)= (s + τ, x(s + τ, s, v(s), λ), y(s + τ, s, v(s), λ)).
The following result establishes the existence of stable subspaces.
Theorem 2. Given J ⊃ R+, if Eq. (2) admits a ρ-nonuniform exponential dichotomy with
a + ε < 0 and a + 3ε < b, (8)
and B is a C1 function satisfying (4) for each t ∈ J , then provided that δ is sufficiently small
there exists a unique Φ ∈ X such that
Ψ λτ (VΦ,λ) = VΦ,λ for every (τ, λ) ∈ R+ × Y.
Moreover:
1. for each s ∈ J , t  s, and λ ∈ Y we have∥∥Tλ(t, s)∣∣Eλ(s)∥∥D′e(a+2δD)(ρ(t)−ρ(s))+ε|ρ(s)|, (9)
for some constant D′ > 0;
2. the map λ 	→ Φ(s,λ) is of class C1 for each s ∈ J .
Proof. Given Φ ∈ X, s ∈ J , and λ ∈ Y we consider the linear operators W(s,λ) = WΦ(s,λ) :
E(s) → E(t) such that
W(t,λ) = P(t)T (t, s) +
t∫
s
P (t)T (t, τ )B(τ,λ)
(
IdE(τ) +Φ(τ,λ)
)
W(τ,λ)dτ (10)
for t ∈ J . We note that for each ξ ∈ E(s), the function x(τ) = W(τ,λ)ξ is a solution of Eq. (5)
when y(τ) = Φ(τ,λ)x(τ ) for each τ  s. Now we consider Eq. (6).
Lemma 1. Given δ sufficiently small, for each Φ ∈ X and λ ∈ Y the following properties are
equivalent:
1. for every s ∈ J and t  τ  s we have
Φ(t, λ)W(t, λ) = T (t, τ )Φ(τ,λ)W(τ,λ)
+
t∫
τ
Q(t)T (r, t)−1B(r,λ)
(
IdE(r) +Φ(r,λ)
)
W(r,λ)dr; (11)
2. for every s ∈ J and t  s we have
Φ(t, λ)W(t, λ) = −
∞∫
t
Q(t)T (τ, t)−1B(τ,λ)
(
IdE(τ) +Φ(τ,λ)
)
W(τ,λ)dτ. (12)
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∞∫
t
∥∥Q(t)T (τ, t)−1B(τ,λ)(W(τ,λ) + Φ(τ,λ)W(τ,λ))∥∥dτ
 (1 + κ)δD
∞∫
t
ρ′(τ )e−b(ρ(τ)−ρ(t))+ε|ρ(τ)|−3ε|ρ(τ)|
∥∥W(τ,λ)∥∥dτ
 2δD
∞∫
t
ρ′(τ )e−b(ρ(τ)−ρ(t))−2ε|ρ(τ)|
∥∥W(τ,λ)∥∥dτ. (13)
By (10) we have∥∥W(t,λ)∥∥Dea(ρ(t)−ρ(s))+ε|ρ(s)|
+ (1 + κ)δD
t∫
s
ρ′(τ )ea(ρ(t)−ρ(τ))+ε|ρ(τ)|−3ε|ρ(τ)|
∥∥W(τ,λ)∥∥dτ. (14)
Setting
Υ (t) = e−a(ρ(t)−ρ(s))∥∥W(t,λ)∥∥,
we obtain
Υ (t)Deε|ρ(s)| + 2δD
t∫
s
ρ′(τ )Υ (τ) dτ,
and Gronwall’s lemma yields
Υ (t)Deε|ρ(s)|e
∫ t
s 2δDρ
′(τ ) dτ = Deε|ρ(s)|e2δD(ρ(t)−ρ(s)).
Hence,∥∥W(t,λ)∥∥De(a+2δD)(ρ(t)−ρ(s))+ε|ρ(s)|. (15)
Therefore, the last integral in (13) can be estimated by
2δD2
∞∫
t
ρ′(τ )e−b(ρ(τ)−ρ(t))−2ε|ρ(τ)|+(a+2δD)(ρ(τ)−ρ(s))+ε|ρ(s)| dτ
= 2δD2
∞∫
t
ρ′(τ )e(a−b+2δD)ρ(τ)+bρ(t)−(a+2δD)ρ(s)+ε|ρ(s)| dτ < ∞, (16)
provided that δ is sufficiently small so that a − b + 2δD < 0.
Now we assume that identity (11) holds. It is equivalent to
Φ(τ,λ)W(τ,λ) = Q(τ)T (t, τ )−1Φ(t, λ)W(t, λ)
−
t∫
Q(τ)T (r, τ )−1B(r,λ)
(
IdE(r) +Φ(r,λ)
)
W(r,λ)dr. (17)τ
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D2κe−b(ρ(t)−ρ(τ))+ε|ρ(t)|e−ε|ρ(t)|e(a+2δD)(ρ(t)−ρ(s))+ε|ρ(s)|
D2κe−b(ρ(t)−ρ(τ))+(a+2δD)(ρ(t)−ρ(s))+ε|ρ(s)|.
Thus, provided that a − b + 2δD < 0, letting t → +∞ in (17) we obtain identity (12).
Conversely, let us assume that identity (12) holds. Then
T (t, τ )Φ(τ,λ)W(τ,λ) +
t∫
τ
Q(t)T (r, t)−1B(r,λ)
(
IdE(r) +Φ(r,λ)
)
W(r,λ)dr
= −
∞∫
t
Q(t)T (r, t)−1B(r,λ)
(
IdE(r) +Φ(r,λ)
)
W(r,λ)dr
for each t  τ . It follows again from (12) that identity (11) holds. 
This leads us to define linear operators A(Φ)(s, λ) :E(s) → F(s) for each Φ ∈ X, s ∈ J , and
λ ∈ Y by
A(Φ)(s, λ) = −
∞∫
s
Q(s)T (τ, s)−1B(τ,λ)
(
IdE(τ) +Φ(τ,λ)
)
W(τ,λ)dτ.
Lemma 2. The operator A is well defined, and A(X) ⊂ X.
Proof. By estimates in the proof of Lemma 1 the operator A is well defined. Moreover, setting
t = s in (16) we obtain
∥∥A(Φ)(s, λ)∥∥eε|ρ(s)|  2δD2
∞∫
s
ρ′(τ )e(a−b+2δD)(ρ(τ)−ρ(s))−2ε|ρ(τ)|+2ε|ρ(s)| dτ
 2δD2
∞∫
s
ρ′(τ )e(a−b+2ε+2δD)(ρ(τ)−ρ(s)) dτ
= 2δD
2
|a − b + 2ε + 2δD|  κ,
provided that δ is sufficiently small, using (8). Therefore ‖A(Φ)‖ κ . Furthermore, by (4) and
(15) we have
b(τ) := ∥∥B(τ,λ)(IdE(τ) +Φ(τ,λ))W(τ,λ) − B(τ,μ)(IdE(τ) +Φ(τ,μ))W(τ,μ)∥∥

∥∥B(τ,λ) − B(τ,μ)∥∥ · ∥∥W(τ,λ)∥∥(1 + ∥∥Φ(τ,λ)∥∥)
+ ∥∥B(τ,μ)∥∥ · ∥∥W(τ,λ) − W(τ,μ)∥∥(1 + ∥∥Φ(τ,λ)∥∥)
+ ∥∥B(τ,μ)∥∥ · ∥∥W(τ,μ)∥∥ · ∥∥Φ(τ,λ) − Φ(τ,μ)∥∥
 2δDρ′(τ )e−3ε|ρ(τ)|‖λ − μ‖e(a+2δD)(ρ(τ)−ρ(s))+ε|ρ(s)|
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+ δρ′(τ )e−3ε|ρ(τ)|De(a+2δD)(ρ(τ)−ρ(s))+ε|ρ(s)|κe−ε|ρ(τ)|‖λ − μ‖
 3δDρ′(τ )e(a+2δD)(ρ(τ)−ρ(s))+ε|ρ(s)|−3ε|ρ(τ)|‖λ − μ‖
+ δρ′(τ )e−3ε|ρ(τ)|∥∥W(τ,λ) − W(τ,μ)∥∥. (18)
Therefore, for t  s we obtain∥∥W(t,λ) − W(t,μ)∥∥

t∫
s
∥∥P(t)T (t, τ )∥∥b(τ) dτ
 3δD2ea(ρ(t)−ρ(s))+ε|ρ(s)|‖λ − μ‖
t∫
s
ρ′(τ )e2δD(ρ(τ)−ρ(s))−2ε|ρ(τ)| dτ
+ δD
t∫
s
ρ′(τ )ea(ρ(t)−ρ(τ))−2ε|ρ(τ)|
∥∥W(τ,λ) − W(τ,μ)∥∥dτ
 3δD2ea(ρ(t)−ρ(s))‖λ − μ‖
t∫
s
ρ′(τ )e(2δD+ε)(ρ(τ)−ρ(s)) dτ
+ δD
t∫
s
ρ′(τ )ea(ρ(t)−ρ(τ))−2ε|ρ(τ)|
∥∥W(τ,λ) − W(τ,μ)∥∥dτ
 3δD
2
2δD + ε e
(a+2δD+ε)(ρ(t)−ρ(s))‖λ − μ‖
+ δDea(ρ(t)−ρ(s))
t∫
s
ρ′(τ )e−a(ρ(τ)−ρ(s))e−2ε|ρ(τ)|
∥∥W(τ,λ) − W(τ,μ)∥∥dτ.
Setting Υ (r) = e−a(ρ(r)−ρ(s))‖W(r,λ) − W(r,μ)‖ it follows from this inequality that
Υ (t) 3δD
2
2δD + ε e
(2δD+ε)(ρ(t)−ρ(s))‖λ − μ‖ + δD
t∫
s
ρ′(τ )Υ (τ) dτ. (19)
Now we use the following generalized Gronwall’s lemma (see [5, p. 37]): given continuous
functions u,v,w : [s, T ] → R+0 with v differentiable, if
u(t) v(t) +
t∫
s
w(τ)u(τ) dτ
for every t ∈ [s, T ], then
u(t) v(s) exp
( t∫
w(τ)dτ
)
+
t∫
v′(τ ) exp
( t∫
w(r)dr
)
dτs s τ
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Υ (t) 3δD
2
2δD + ε e
δD(ρ(t)−ρ(s))‖λ − μ‖
+
t∫
s
3δD2ρ′(τ )e(2δD+ε)(ρ(τ)−ρ(s))+δD(ρ(t)−ρ(τ)) dτ‖λ − μ‖
 3δD
2
2δD + ε e
δD(ρ(t)−ρ(s))‖λ − μ‖ + 3δD
2
δD + ε e
(δD+ε)ρ(t)−(2δD+ε)ρ(s)+δDρ(t)‖λ − μ‖
 6δD
2
δD + ε e
(2δD+ε)(ρ(t)−ρ(s))‖λ − μ‖.
This yields
∥∥W(t,λ) − W(t,μ)∥∥ 6δD2
δD + ε e
(a+2δD+ε)(ρ(t)−ρ(s))‖λ − μ‖, (20)
and it follows from (18) that
b(τ) δKρ′(τ )e(a+2δD+ε)(ρ(τ)−ρ(s))+ε|ρ(s)|e−3ε|ρ(τ)|‖λ − μ‖
for some positive constant K . Therefore,∥∥A(Φ)(s, λ) − A(Φ)(s,μ)∥∥eε|ρ(s)|

∞∫
s
∥∥Q(s)T (τ, s)−1∥∥b(τ)eε|ρ(s)| dτ
 δKD‖λ − μ‖
×
∞∫
s
ρ′(τ )e−b(ρ(τ)−ρ(s))+ε|ρ(τ)|e(a+2δD+ε)(ρ(τ)−ρ(s))+ε|ρ(s)|−3ε|ρ(τ)|eε|ρ(s)| dτ
 δKD‖λ − μ‖
∞∫
s
ρ′(τ )e−b(ρ(τ)−ρ(s))+(a+2δD+ε)(ρ(τ)−ρ(s))+2ε|ρ(s)|−2ε|ρ(τ)| dτ
 δKD‖λ − μ‖
∞∫
s
ρ′(τ )e(−b+a+2δD+2ε)(ρ(τ)−ρ(s)) dτ
 δKD| − b + a + 2δD + 2ε| ‖λ − μ‖ κ‖λ − μ‖,
provided that δ is sufficiently small. This shows that A(X) ⊂ X. 
Now we consider a second space, related to the derivatives in λ. Namely, let F be the space
of continuous functions U :J × Y →∐s∈J L(s) such that
‖U‖ := sup{∥∥U(s,λ)∥∥: (s, λ) ∈ J × Y} 1. (21)
With this norm F becomes a complete metric space. We also define linear operators B(Φ,U)(s, λ)
for each (Φ,U) ∈ X × F, s ∈ J , and λ ∈ Y by
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∞∫
s
Q(s)T (τ, s)−1
×
[
B(τ,λ)
(
Z(τ,λ) + Φ(τ,λ)Z(τ,λ) + U(τ,λ)W(τ,λ))
+ ∂B(τ,λ)
∂λ
(
IdE(τ) +Φ(τ,λ)
)
W(τ,λ)
]
dτ,
where Z(t, λ) = ZΦ,U (t, λ) :E(s) → E(t) are linear operators such that
Z(t, λ) =
t∫
s
P (t)T (t, τ )
×
[
B(τ,λ)
(
Z(τ,λ) + Φ(τ,λ)Z(τ,λ) + U(τ,λ)W(τ,λ))
+ ∂B(τ,λ)
∂λ
(
IdE(τ) +Φ(τ,λ)
)
W(τ,λ)
]
(22)
for t ∈ J . Note that Z(s,λ) = 0. We observe that by the continuous dependence of the solutions
of a differential equation on parameters, and by the continuity of the functions B(τ,λ), Φ(τ,λ)
and U(τ,λ) on λ, the functions λ 	→ W(τ,λ) and λ 	→ Z(τ,λ) are also continuous (see also
(20)).
Lemma 3. The operator B is well defined, and B(X × F) ⊂ F.
Proof. Set
C =
∞∫
s
∥∥Q(s)T (τ, s)−1∥∥ · ∥∥∥∥B(τ,λ)(Z(τ,λ) + Φ(τ,λ)Z(τ,λ))
+ B(τ,λ)U(τ,λ)W(τ,λ) + ∂B(τ,λ)
∂λ
(
IdEl +Φ(τ,λ)
)
W(τ,λ)
∥∥∥∥dτ.
It follows from (3), (15), and (21) that
C  (1 + κ)δD
∞∫
s
ρ′(τ )e−b(ρ(τ)−ρ(s))+ε|ρ(τ)|−3ε|ρ(τ)|
∥∥Z(τ,λ)∥∥dτ + (2 + κ)δD2
×
∞∫
s
ρ′(τ )e−b(ρ(τ)−ρ(s))+ε|ρ(τ)|−3ε|ρ(τ)|+(a+2δD)(ρ(τ)−ρ(s))+ε|ρ(s)| dτ
 2δD
∞∫
s
ρ′(τ )e(−b+ε)(ρ(τ)−ρ(s))−2ε|ρ(τ)|
∥∥Z(τ,λ)∥∥dτ
+ 3δD2
∞∫
ρ′(τ )e(−b+a+2δD)(ρ(τ)−ρ(s))−2ε|ρ(τ)|+ε|ρ(s)| dτs
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∞∫
s
ρ′(τ )e(−b+ε)(ρ(τ)−ρ(s))−2ε|ρ(τ)|
∥∥Z(τ,λ)∥∥dτ
+ 3δD2
∞∫
s
ρ′(τ )e(−b+a+2δD+ε)(ρ(τ)−ρ(s)) dτ. (23)
On the other hand, by (21) and (22) we have
∥∥Z(t, λ)∥∥ (1 + κ)δD
t∫
s
ρ′(τ )ea(ρ(t)−ρ(τ))−2ε|ρ(τ)|
∥∥Z(τ,λ)∥∥dτ
+ (2 + κ)δD2
t∫
s
ρ′(τ )ea(ρ(t)−ρ(τ))−2ε|ρ(τ)|+(a+2δD)(ρ(τ)−ρ(s))+ε|ρ(s)| dτ.
Setting Υ (t) = e−a(ρ(t)−ρ(s))‖Z(t, λ)‖ we thus obtain
Υ (t) 2δD
t∫
s
ρ′(τ )e−2ε|ρ(τ)|Υ (τ)dτ
+ 3δD2
t∫
s
ρ′(τ )e2δD(ρ(τ)−ρ(s))e−2ε|ρ(τ)|+ε|ρ(s)| dτ
 2δD
t∫
s
ρ′(τ )e−2ε|ρ(τ)|Υ (τ)dτ + 3δD2
t∫
s
ρ′(τ )e(2δD+ε)(ρ(τ)−ρ(s)) dτ
 2δD
t∫
s
ρ′(τ )e−2ε|ρ(τ)|Υ (τ)dτ + 3δD
2
2δD + ε e
(2δD+ε)(ρ(t)−ρ(s)).
Hence, again by the generalized Gronwall’s lemma,
Υ (t) Le(2δD+ε)(ρ(t)−ρ(s))
for some constant L > 0, and also∥∥Z(t, λ)∥∥ Le(a+2δD+ε)(ρ(t)−ρ(s)). (24)
By (23) and (24) we obtain
C  2δLD
∞∫
s
ρ′(τ )e(−b+ε)(ρ(τ)−ρ(s))+(a+2δD+ε)(ρ(τ)−ρ(s))+ε|ρ(s)|−2ε|ρ(τ)| dτ
+ 3δD2
∞∫
s
ρ′(τ )e(−b+a+2δD+ε)(ρ(τ)−ρ(s)) dτ
 2δLD
∞∫
ρ′(τ )e(−b+a+2δD+2ε)(ρ(τ)−ρ(s)) dτs
L. Barreira, C. Valls / Bull. Sci. math. 134 (2010) 767–785 777+ 3δD2
∞∫
s
ρ′(τ )e(−b+a+2δD+ε)(ρ(τ)−ρ(s)) dτ
 2δLD| − b + a + 2δD + 2ε| +
3δD2
| − b + a + 2δD + ε|  1,
provided that δ is sufficiently small. This shows that B(Φ,U) is well defined, and that
‖B(Φ,U)‖ 1. Therefore, B(X × F) ⊂ F. 
Now we define a map S :X × F → X × F by
S(Φ,U) = (A(Φ),B(Φ,U)).
Lemma 4. For every sufficiently small δ, the map S is a contraction.
Proof. Given Φ,Ψ ∈ X, set WΦ(τ) = WΦ(τ,λ) and WΨ (τ) = WΨ (τ,λ). We have∥∥A(Φ)(s, λ) − A(Ψ )(s, λ)∥∥eε|ρ(s)|
D
∞∫
s
e−b(ρ(τ)−ρ(s))+ε|ρ(τ)|
∥∥B(τ,λ)(WΦ(τ) − WΨ (τ))
+ B(τ,λ)(Φ(τ,λ)WΦ(τ) − Ψ (τ,λ)WΨ (τ))∥∥dτ
Dδ
∞∫
s
ρ′(τ )e−b(ρ(τ)−ρ(s))−2ε|ρ(τ)|+ε|ρ(s)|
× (∥∥WΦ(τ) − WΨ (τ)∥∥+ ∥∥Φ(τ,λ)WΦ(τ) − Ψ (τ,λ)WΨ (τ)∥∥)dτ
Dδ
∞∫
s
ρ′(τ )e(−b+ε)(ρ(τ)−ρ(s))−ε|ρ(τ)|
(∥∥WΦ(τ) − WΨ (τ)∥∥
+ ∥∥Φ(τ,λ)∥∥ · ∥∥WΦ(τ) − WΨ (τ)∥∥+ ∥∥Φ(τ,λ) − Ψ (τ,λ)∥∥ · ∥∥WΨ (τ)∥∥)dτ
Dδ
∞∫
s
ρ′(τ )e(−b+ε)(ρ(τ)−ρ(s))−ε|ρ(τ)|
× [(1 + κ)∥∥WΦ(τ) − WΨ (τ)∥∥+ ‖Φ − Ψ ‖ · ∥∥WΨ (τ)∥∥e−ε|ρ(τ)|]dτ. (25)
In an analogous manner to that in (14) and using (15) we also obtain∥∥WΦ(t) − WΨ (t)∥∥
 (1 + κ)δD
t∫
s
ρ′(τ )ea(ρ(t)−ρ(τ))+ε|ρ(τ)|−3ε|ρ(τ)|
∥∥WΦ(τ) − WΨ (τ)∥∥dτ
+ δD2‖Φ − Ψ ‖
×
t∫
ρ′(τ )ea(ρ(t)−ρ(τ))+ε|ρ(τ)|−3ε|ρ(τ)|e(a+2δD)(ρ(τ)−ρ(s))+ε|ρ(s)|−ε|ρ(τ)| dτs
778 L. Barreira, C. Valls / Bull. Sci. math. 134 (2010) 767–785 2δDea(ρ(t)−ρ(s))
t∫
s
ρ′(τ )e−a(ρ(τ)−ρ(s))−2ε|ρ(τ)|
∥∥WΦ(τ) − WΨ (τ)∥∥dτ
+ δD2ea(ρ(t)−ρ(s))‖Φ − Ψ ‖
∞∫
s
ρ′(τ )e2δD(ρ(τ)−ρ(s))e−3ε|ρ(τ)|+ε|ρ(s)| dτ
 2δDea(ρ(t)−ρ(s))
t∫
s
ρ′(τ )e−a(ρ(τ)−ρ(s))−2ε|ρ(τ)|
∥∥WΦ(τ) − WΨ (τ)∥∥dτ
+ δD2ea(ρ(t)−ρ(s))‖Φ − Ψ ‖
∞∫
s
ρ′(τ )e(2δD+ε)(ρ(τ)−ρ(s)) dτ.
Setting
Υ (t) = e−a(ρ(t)−ρ(s))∥∥WΦ(τ) − WΨ (τ)∥∥,
yields
Υ (t) δD
2
2δD + ε e
(2δD+ε)(ρ(t)−ρ(s))‖Φ − Ψ ‖ + 2δD
t∫
s
ρ′(τ )Υ (τ) dτ.
By the generalized Gronwall’s lemma we obtain
Υ (t)K ′e(2δD+ε)(ρ(t)−ρ(s))‖Φ − Ψ ‖
for some constant K ′ > 0, and thus,∥∥WΦ(t) − WΨ (t)∥∥K ′e(a+2δD+ε)(ρ(t)−ρ(s))‖Φ − Ψ ‖.
It follows from (25) that∥∥A(Φ)(s, λ) − A(Ψ )(s, λ)∥∥eε|ρ(s)|
 δL′‖Φ − Ψ ‖
∞∫
s
e−(b−ε)(ρ(τ)−ρ(s))+(a+2δD+ε)(ρ(τ)−ρ(s))−ε|ρ(τ)|+ε|ρ(s)|
 δL′‖Φ − Ψ ‖
∞∫
s
e−(b−a−2δD−3ε)(ρ(τ)−ρ(s))
= δL
′
|b − a − 2δD − 3ε| ‖Φ − Ψ ‖, (26)
for some constant L′ > 0, provided that δ  1.
Now, given Φ,Ψ ∈ X, U,V ∈ F, and λ ∈ Y , we set
ZΦ,U (τ) = ZΦ,U (τ,λ) and ZΨ,V (τ ) = ZΨ,V (τ, λ).
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D
∞∫
s
e−b(ρ(τ)−ρ(s))+ε|ρ(τ)|
∥∥∥∥B(τ,λ)[ZΦ,U (τ) + Φ(τ,λ)ZΦ,U (τ) + U(τ,λ)WΦ(τ)
− ZΨ,V (τ ) − Ψ (τ,λ)ZΨ,V (τ ) − V (τ,λ)WΨ (τ)
]
+ ∂B(τ,λ)
∂λ
[
WΦ(τ) + Φ(τ,λ)WΦ(τ) − WΨ (τ) − Ψ (τ,λ)WΨ (τ)
]∥∥∥∥dτ
 δD
∞∫
s
ρ′(τ )e−b(ρ(τ)−ρ(s))−2ε|ρ(τ)|
[
(1 + κ)∥∥ZΦ,U (τ) − ZΨ,V (τ )∥∥
+ ∥∥Φ(τ,λ) − Ψ (τ,λ)∥∥(∥∥ZΦ,U (τ)∥∥+ ∥∥WΦ(τ)∥∥)
+ ∥∥U(τ,λ) − V (τ,λ)∥∥ · ∥∥WΦ(τ)∥∥
+ ∥∥WΦ(τ) − WΨ (τ)∥∥(1 + ∥∥V (τ,λ)∥∥+ ∥∥Ψ (τ,λ)∥∥)]dτ. (27)
Using (15), (21) and (24) we obtain∥∥ZΦ,U (t) − ZΨ,V (t)∥∥
 δD
t∫
s
ρ′(τ )ea(ρ(t)−ρ(τ))−2ε|ρ(τ)|
[
(1 + κ)∥∥ZΦ,U (τ) − ZΨ,V (τ )∥∥
+ ∥∥Φ(τ,λ) − Ψ (τ,λ)∥∥(∥∥ZΦ,U (τ)∥∥+ ∥∥WΦ(τ)∥∥)
+ ∥∥U(τ,λ) − V (τ,λ)∥∥ · ∥∥WΦ(τ)∥∥
+ ∥∥WΦ(τ) − WΨ (τ)∥∥(1 + ∥∥V (τ,λ)∥∥+ ∥∥Ψ (τ,λ)∥∥)]dτ
 δD
t∫
s
ρ′(τ )ea(ρ(t)−ρ(τ))−2ε|ρ(τ)|
[
(1 + κ)∥∥ZΦ,U (τ) − ZΨ,V (τ )∥∥
+ ∥∥Φ(τ,λ) − Ψ (τ,λ)∥∥(∥∥ZΦ,U (τ)∥∥+ ∥∥WΦ(τ)∥∥)
+ ∥∥U(τ,λ) − V (τ,λ)∥∥ · ∥∥WΦ(τ)∥∥+ (2 + κ)∥∥WΦ(τ) − WΨ (τ)∥∥]dτ
 δD
t∫
s
ρ′(τ )ea(ρ(t)−ρ(τ))−2ε|ρ(τ)|
[
(1 + κ)∥∥ZΦ,U (τ) − ZΨ,V (τ )∥∥
+ K0e(a+2δD+ε)(ρ(τ)−ρ(s))+ε|ρ(s)|
(‖Φ − Ψ ‖ + ‖U − V ‖)]dτ, (28)
for some positive constant K0, provided that δ  1. Setting
Υ (t) = e−a(ρ(t)−ρ(s))∥∥ZΦ,U (t) − ZΨ,V (t)∥∥,
we obtain
Υ (t) δDK0
(‖Φ − Ψ ‖ + ‖U − V ‖)
t∫
ρ′(τ )e(2δD+ε)(ρ(τ)−ρ(s))e−2ε|ρ(τ)|+ε|ρ(s)| dτs
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t∫
s
ρ′(τ )e−2ε|ρ(τ)|Υ (τ)dτ
 δDK0
(‖Φ − Ψ ‖ + ‖U − V ‖)
t∫
s
ρ′(τ )e(2δD+2ε)(ρ(τ)−ρ(s)) dτ
+ 2δD
t∫
s
ρ′(τ )Υ (τ) dτ.
The generalized Gronwall’s lemma yields
Υ (t) L0e(2δD+2ε)(ρ(t)−ρ(s))
(‖Φ − Ψ ‖ + ‖U − V ‖)
for some constant L0 > 0, and hence,∥∥ZΦ,U (t) − ZΨ,V (t)∥∥ L0e(a+2δD+2ε)(ρ(t)−ρ(s))(‖Φ − Ψ ‖ + ‖U − V ‖). (29)
Proceeding as in (28), by (24) and (29) it follows from (27) that∥∥B(Φ,U)(s, λ) − B(Ψ,V )(s, λ)∥∥
 δD
∞∫
s
ρ′(τ )e−b(ρ(τ)−ρ(s))−2ε|ρ(τ)|
[
(1 + κ)∥∥ZΦ,U (τ) − ZΨ,V (τ )∥∥
+ K0e(a+2δD+ε)(ρ(τ)−ρ(s))+ε|ρ(s)|
(‖Φ − Ψ ‖ + ‖U − V ‖)]dτ
 δK ′′D
(‖Φ − Ψ ‖ + ‖U − V ‖)
∞∫
s
ρ′(τ )e(−b+a+2δD+2ε)(ρ(τ)−ρ(s)) dτ
 δL′′
(‖Φ − Ψ ‖ + ‖U − V ‖) (30)
for some positive constants K ′′ and L′′, provided that δ  1. It follows from (26) and (30) that
for δ sufficiently small the operator S is a contraction. 
Now we establish the bound in (9). By (7), a point (x(t), y(t)) ∈ E(t) × F(t) is in Eλ(t) if
and only if y(t) = Φ(t, λ)x(t). Given s ∈ J , since x(t) = W(t,λ)x(s), for t  s we have(
x(t), y(t)
)= (IdE(t) +Φ(t, λ))W(t,λ)x(s),
and hence, by (15),∥∥(x(t), y(t))∥∥ 2De(a+2δD)(ρ(t)−ρ(s))+ε|ρ(s)|∥∥x(s)∥∥.
Moreover,∥∥(x(s), y(s))∥∥= ∥∥x(s) + y(s)∥∥ ∥∥x(s)∥∥− ∥∥y(s)∥∥
= ∥∥x(s)∥∥− ∥∥Φ(s,λ)x(s)∥∥ (1 − κ)∥∥x(s)∥∥,
and we obtain∥∥(x(t), y(t))∥∥ 2D
1 − κ e
(a+2δD)(ρ(t)−ρ(s))+ε|ρ(s)|∥∥(x(s), y(s))∥∥.
This yields inequality (9).
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Lemma 5. Given Φ ∈ X, if λ 	→ Φ(s,λ) is of class C1 for each s ∈ J , then λ 	→ A(Φ)(s, λ) is
of class C1 for every s ∈ J , and setting U(s,λ) = ∂Φ(s,λ)/∂λ we have
∂
∂λ
A(Φ)(s, λ) = B(Φ,U)(s, λ)
for every s ∈ J and λ ∈ Y .
Proof. If λ 	→ Φ(s,λ) is of class C1 for each s ∈ J , and U(s,λ) = ∂Φ(s,λ)/∂λ, then by the
uniqueness of the solutions of a differential equation, the linear operators W(t,λ) and Z(t, λ) in
(10) and (22) satisfy
Z(t, λ) = ∂
∂λ
W(t, λ)
for each t ∈ J and λ ∈ Y . Therefore, repeating arguments in the proof of Lemma 2 we can apply
Leibniz’s rule to obtain the desired smoothness, and the identity
B(Φ,U)(s, λ) = −
∞∫
s
∂
∂λ
[
Q(s)T (τ, s)−1B(τ,λ)
(
W(τ,λ) + Φ(τ,λ)W(τ,λ))]
= d
dλ
A(Φ)(s, λ)
for every s ∈ J and λ ∈ Y . 
Now we consider the pair
(Φ1,U1) = (0,0) ∈ X × F.
Clearly, U1 = ∂Φ1/∂λ. We define recursively a sequence (Φm,Um) ∈ X × F by
(Φm+1,Um+1) = S(Φm,Um) =
(
A(Φm),B(Φm,Um)
)
.
Given m ∈ N, if λ 	→ Φm(s,λ) is of class C1 for each s ∈ J , and Um = ∂Φm/∂λ, then it follows
from Lemma 5 that λ 	→ Φm+1(s, λ) is of class C1 for each s ∈ J , and that
∂
∂λ
Φm+1(s, λ) = ∂
∂λ
A(Φm)(s, λ) = B(Φm,Um)(s, λ) = Um+1(s, λ)
for every s ∈ J and λ ∈ Y . This shows that (Φm,Um) is a sequence of C1 functions in λ, with
Um = ∂Φm/∂λ for each m ∈ N. Furthermore, if (Φ,U) is the unique fixed point of the contrac-
tion map S in X×F, then the sequence (Φm,Um) converges uniformly to (Φ,U). Now we recall
that if a sequence fm of C1 functions converges uniformly, and the sequence of its derivatives
f ′m also converges uniformly, then the limit of fm is of class C1, and its derivative is the limit
of f ′m. Therefore, Φ is of class C1 in λ. This completes the proof of the theorem. 
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We formulate in this section a version of Theorem 2 for the unstable subspaces. Given a
constant κ < 1, let Y be the space of continuous functions Ψ :J × Y →∐s∈J L(s) such that
sup
{∥∥Ψ (s,λ)∥∥eε|ρ(s)|: (s, λ) ∈ J × Y} κ,
and
sup
{∥∥Ψ (s,λ) − Ψ (s,μ)∥∥eε|ρ(s)|: s ∈ J} κ‖λ − μ‖
for each λ,μ ∈ Y . Given Ψ ∈ Y and λ ∈ Y we consider the set
WΨ,λ =
{(
s, ξ,Ψ (s, λ)ξ
)
: (s, ξ) ∈ J × F(s)},
as well as the vector spaces
Fλ(s) = graph
(
IdF(s) +Ψ (s,λ)
)
, s ∈ J.
Theorem 3. Given J ⊃ R−, if Eq. (2) admits a ρ-nonuniform exponential dichotomy satisfying
b − ε > 0 and b − 3ε > a,
and B is a C1 function satisfying (4) for each t ∈ J , then provided that δ is sufficiently small
there exists a unique Ψ ∈ Y such that
Ψ λτ (WΨ,λ) = WΨ,λ for every (τ, λ) ∈ R− × Y.
Moreover:
1. for each s ∈ J , t  s, and λ ∈ Y we have∥∥Tλ(t, s)−1∣∣Fλ(t)∥∥D′e(−b+2δD)(ρ(t)−ρ(s))+ε|ρ(s)|,
for some constant D′ > 0;
2. the map λ 	→ Ψ (s,λ) is of class C1 for each s ∈ J .
Theorem 3 follows readily from Theorem 2 by reversing time.
4. Robustness of exponential dichotomies in R
We establish in this section the robustness of ρ-nonuniform exponential dichotomies in R.
Proof of Theorem 1. Theorems 2 and 3 allow us to construct simultaneously stable and unstable
subspaces Eλ(s) and Fλ(s). More precisely, the following statement is a simple consequence of
those theorems.
Lemma 6. Provided that δ is sufficiently small, for the unique functions Φ ∈ X and Ψ ∈ Y given
by Theorems 2 and 3 the following properties hold:
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and ∥∥Tλ(t, s)−1∣∣Fλ(t)∥∥D′e(−b+2δD)(ρ(t)−ρ(s))+ε|ρ(t)|,
for some constant D′ > 0;
2. the maps λ 	→ Φ(s,λ) and λ 	→ Ψ (s,λ) are of class C1 for each s ∈ R.
Now we set
αλ(s) = inf
{‖x − y‖: x ∈ Eλ(s), y ∈ Fλ(s), ‖x‖ = ‖y‖ = 1}.
Lemma 7. Provided that δ is sufficiently small, there exists a constant c > 0 such that
αλ(s) ce−ε|ρ(s)| (31)
for every s ∈ R and λ ∈ Y .
Proof. Given x ∈ Eλ(s) and y ∈ Fλ(s) there exist x¯ ∈ E(s) and y¯ ∈ F(s) such that
x = (Id+Φ(s,λ))x¯ and y = (Id+Ψ (s,λ))y¯.
Since ∥∥Φ(s,λ)∥∥ κe−ε|ρ(s)| and ∥∥Ψ (s,λ)∥∥ κe−ε|ρ(s)|,
we have(
1 − κe−ε|ρ(s)|)‖x¯‖ ‖x‖ (1 + κe−ε|ρ(s)|)‖x¯‖, (32)
and (
1 − κe−ε|ρ(s)|)‖y¯‖ ‖y‖ (1 + κe−ε|ρ(s)|)‖y¯‖. (33)
On the other hand, setting t = s in (3) we obtain∥∥P(s)∥∥Deε|ρ(s)| and ∥∥Q(s)∥∥Deε|ρ(s)|.
Now we observe that (see for example [2])
1
‖P(s)‖  α0(s)
2
‖P(s)‖ and
1
‖Q(s)‖  α0(s)
2
‖Q(s)‖ (34)
for each s ∈ R. Therefore,
α0(s)
1
D
e−ε|ρ(s)|, s ∈ R.
Since ∥∥∥∥ x¯‖x¯‖ − y¯‖y¯‖
∥∥∥∥ ‖(x¯ − y¯)‖y¯‖ + y¯(‖y¯‖ − ‖x¯‖)‖x¯‖ · ‖y¯‖  2‖x¯‖‖x¯ − y¯‖,
it follows from (32) and (33) that
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 ‖x¯ − y¯‖ − ∥∥Φ(s,λ)∥∥ · ‖x¯‖ − ∥∥Ψ (s,λ)∥∥ · ‖y¯‖
 ‖x¯‖
2
∥∥∥∥ x¯‖x¯‖ − y¯‖y¯‖
∥∥∥∥− ‖Φ(s,λ)‖1 − κe−ε|ρ(s)| ‖x‖ − ‖Ψ (s,λ)‖1 − κe−ε|ρ(s)| ‖y‖
 ‖x‖
2(1 + κe−ε|ρ(s)|)
∥∥∥∥ x¯‖x¯‖ − y¯‖y¯‖
∥∥∥∥− κe−ε|ρ(s)|1 − κe−ε|ρ(s)| ‖x‖ − κe
−ε|ρ(s)|
1 − κe−ε|ρ(s)| ‖y‖.
Taking the infimum over all vectors x, y with ‖x‖ = ‖y‖ = 1 we obtain
αλ(s)
1
2(1 + κe−ε|ρ(s)|)α0(s) − −
2κe−ε|ρ(s)|
1 − κe−ε|ρ(s)|
 1
2D(1 + κe−ε|ρ(s)|)e
−ε|ρ(s)| − 2κe
−ε|ρ(s)|
1 − κe−ε|ρ(s)|

(
1
2D(1 + κ) −
2κ
1 − κ
)
e−ε|ρ(s)|.
Taking κ sufficiently small yields inequality (31). 
By Lemma 7 we have
X = Eλ(s) ⊕ Fλ(s), s ∈ R,
and hence, for each s ∈ R there exist projections Pλ(s) and Qλ(s) such that
Pλ(s) + Qλ(s) = Id, ImPλ(s) = Eλ(s), and ImQλ(s) = Fλ(s).
It follows readily from the invariance
Tλ(t, s)Eλ(s) = Eλ(t), t, s ∈ R,
which holds by construction of the stable subspaces, that
Pλ(t)Tλ(t, s) = Tλ(t, s)Pλ(s)
for every t, s ∈ R. Moreover, as in (34) we have
1
‖Pλ(s)‖  αλ(s)
2
‖Pλ(s)‖ and
1
‖Qλ(s)‖  αλ(s)
2
‖Qλ(s)‖
for each s ∈ R. Thus, by Lemma 7,
∥∥Pλ(s)∥∥ 2
αλ(s)
 2
c
eε|ρ(s)|
and ∥∥Qλ(s)∥∥ 2
αλ(s)
 2
c
eε|ρ(s)|
for each s ∈ R. It follows from Lemma 6 that∥∥Tλ(t, s)Pλ(s)∥∥ ∥∥Tλ(t, s)|Eλ(s)∥∥ · ∥∥Pλ(s)∥∥
 2D
′
e(a+2δD)(ρ(t)−ρ(s))+2ε|ρ(s)|,c
L. Barreira, C. Valls / Bull. Sci. math. 134 (2010) 767–785 785and ∥∥Tλ(t, s)−1Qλ(t)∥∥ ∥∥Tλ(t, s)−1|Fλ(t)∥∥ · ∥∥Qλ(t)∥∥
 2D
′
c
e(−b+2δD)(ρ(t)−ρ(s))+2ε|ρ(t)|
for every t  s. This completes the proof of the theorem. 
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