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ODE Experiments
PINN Experiments
Here, we use a PINN on a two-dimensional
PDE that tracks concentration (C), but introduces
the idea of ”flow” (u). We want to estimate 𝛼, 
the diffusion rate of C. Interestingly, the presence
of non-zero, non-variable right-hand sides (f1 and f2) 
enables us to normalize by them to massively speed 
up convergence. Future work involves combining this
PDE model with our epidemiological ODE model.
Deep Learning with Physics Informed Neural Networks for the 
Airborne Spread of COVID-19 in Enclosed Spaces
Udbhav Muthakana (TJHSST), Dr. Padmanabhan Seshaiyer (GMU), Dr. Maziar Raissi (University of Colorado Boulder), Long Nguyen (GMU)
The airborne infectivity of COVID-19 has led to important public policy questions 
about safety measures in enclosed spaces like schools, aircraft, and hospitals. In 
this work, we introduce a novel framework that combines the Wells-Riley airborne 
infection model, the SEIR epidemiological model, and an infectious concentration 
transport model. We apply it to a benchmark application and perform parameter 
estimation with Physics Informed Neural Networks. We show that the technique 
performs well with limited and noisy data. Lastly, we repeat these procedures 
with a basic PDE model that includes diffusion and convection. 
Starting with previously established relations between the infectious rate and 
Wells-Riley parameters, we arrive at a full, integrated model and derive a 
concentration equation along the way. 
Each of our three zones has its own 
concentration and SEIR equations.
The concentration is part of the 
infection term in the SEIR for each 
zone, and the concentrations between 
zones are coupled through air 
exchange terms. We perform 
preliminary experiments by first 
varying the ventilation rate 𝑄! and observing the effects on the maximum 
infected (Max 𝐸 + 𝐼). Next, we add a 1 − 𝑓 coefficient to 𝑞"𝐼" and 𝑞"𝐸" to 
simulate facemask use. This has the effect of limiting transmission rate by 
varying 𝑓 between 0 and 1. In all our computations, we used COVID-specific 
parameters and CDC guidelines for hospital ventilation rates.
This project involved of the integration of three distinct mathematical models to 
develop a framework for modeling airborne infections in enclosed spaces. 
First, we use the SEIR compartmental model of epidemiology, which tracks 
the population as they progress through four stages of the disease: Susceptible, 
Exposed (asymptomatic infectious), Infected, and Recovered. Transitions between 
the stages are expressed as Ordinary Differential Equations (ODEs).
Second, we integrate the Wells-Riley model of airborne infection, which 
describes the probability of infection given parameters about the enclosed space.
Finally, the novelty of this work lies in deriving and integrating an infectious 
concentration transport model. This uniquely allows us to apply the framework to 
scenarios with defined air exchange between zones and enables future exploration 
of a Partial Differential Equation (PDE) model with fluid dynamics.
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We perform parameter estimation with Physics Informed Neural Networks 
(PINNs), which enable efficient, data-driven discovery of the solutions and 
parameters of ODEs and PDEs. By using our model’s ODEs as priors, a 
neural net can learn two critical parameters in our model (𝛼 and 𝛾, the 
incubation and recovery rates) with sparse, noisy data. In our computations, 
we used densely connected, feed-forward deep neural network with no 
additional regularization (e.g. dropout or L1/L2 penalties).
Given noisy data                     , we can minimize the sum of squared error:
Here, 𝑆𝑆𝐸# represents the error between our prediction and the real data for 
the provided 𝑡$. The 𝑆𝑆𝐸% term enforces a “symbolic loss” over 𝑁% = 10000
points across the total time interval. Here, each 𝐸" is one of the ODEs in the 
model, rearranged to have 0 on one side. With fifteen equations (five per 
zone), the final three come from another relation we enforce in every zone:
where 𝑁 is the zonal population. The required derivatives are computed with 
automatic differentiation. We note that all variables (𝑆" , 𝐸" , 𝐼" , 𝑅" , 𝐶") are 
normalized by maximum values and substituted into the equations. In our 
computations, we vary the noise, amount of data provided, and intermediate 
layers to observe changes in the average error of our predicted 𝛼 and 𝛾. 
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We imagine a two-week scenario of infectious spread across three connected 
hospital wards. We treat each ward as a “zone” with defined volume and 
concentration of infectious material. The green arrows represent ventilation of 
clean air, while the blue arrows are interzonal exchange of possibly infected air.
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