Abstract-Mobile ad hoc networks (MANETs) are ideal for situations where a fixed infrastructure is unavailable or infeasible. Today's MANETs, however, may suffer from network partitioning. This limitation makes MANETs unsuitable for applications such as crisis management and battlefield communications, in which team members might need to work in groups scattered in the application terrain. In such applications, intergroup communication is crucial to the team collaboration. To address this weakness, we introduce in this paper a new class of ad-hoc network called Autonomous Mobile Mesh Network (AMMNET). Unlike conventional mesh networks, the mobile mesh nodes of an AMMNET are capable of following the mesh clients in the application terrain, and organizing themselves into a suitable network topology to ensure good connectivity for both intra-and intergroup communications. We propose a distributed client tracking solution to deal with the dynamic nature of client mobility, and present techniques for dynamic topology adaptation in accordance with the mobility pattern of the clients. Our simulation results indicate that AMMNET is robust against network partitioning and capable of providing high relay throughput for the mobile clients.
INTRODUCTION
W IRELESS technology has been one of the most transforming and empowering technologies in recent years. In particular, mobile ad hoc networks (MANETs) are among the most popularly studied network communication technologies. In such an environment, no communication infrastructure is required. The mobile nodes also play the role of the routers, helping to forward data packets to their destinations via multiple-hop relay. This type of network is suitable for situations where a fixed infrastructure is unavailable or infeasible. They are also a cost effective solution because the same ad hoc network can be relocated, and reused in different places at different times for different applications.
One great challenge in designing robust MANETs is to minimize network partitions. As autonomous mobile users move about in a MANET, the network topology may change rapidly and unpredictably over time; and portions of the network may intermittently become partitioned. This condition is undesirable, particularly for mission-critical applications such as crisis management and battlefield communications. We address this challenging problem in this paper by proposing a new class of robust mobile ad hoc network called Autonomous Mobile Mesh Networks (AMMNET).
In a standard wireless mesh network, stationary mesh nodes provide routing and relay capabilities. They form a mesh-like wireless network that allows mobile mesh clients to communicate with each other through multihop communications. Such a network is scalable, flexible, and low in maintenance cost. When a mesh node fails, it can simply be replaced by a new one; and the mesh network will recognize the new mesh node and automatically reconfigure itself. The proposed AMMNET has the following additional advantage. The mobility of the mesh clients is confined to the fixed area serviced by a standard wireless mesh network due to the stationary mesh nodes. In contrast, an AMMNET is a wireless mesh network with autonomous mobile mesh nodes. In addition to the standard routing and relay functionality, these mobile mesh nodes move with their mesh clients, and have the intelligence to dynamically adapt the network topology to provide optimal service. In particular, an AMMNET tries to prevent network partitioning to ensure connectivity for all its users. This property makes AMMNET a highly robust MANET.
The topology adaptation of an AMMNET is illustrated in Fig. 1: . Fig. 1a : The mesh clients initially concentrate in one group. All the mesh nodes position themselves within the same proximity to support communications inside the group. . Fig. 1b : The mesh clients move northwards and split into two groups. The mobile mesh nodes, in this case, reorganize themselves into a new topology not only to facilitate intragroup communications, but also to support intergroup communications effectively preventing a network partition. . Fig. 1c : The same mesh clients now move southeast and form three groups. The mobile mesh nodes adapt their topology accordingly to archive full connectivity for all the mesh clients. We note that it is not always feasible to replace a mobile mesh network with a standard stationary mesh network that is large enough to provide coverage for the entire application terrain as shown in Fig. 2 . In this paper, we deal with application terrains that are too large and too expensive for such a deployment. Besides, predeployment of such a fixed mesh network might not even be possible for many applications such as disaster recovery and battlefield communications. Specifically, LTE [1] and WiMAX [2] might be able to support broadband access for a given application terrain. They, however, are not flexible enough to adapt to topology changes for the dynamic applications considered in this work, and hence might require a much higher deployment cost, including the costs of equipments, manpower, and rewiring. In other words, they are a costeffective technology only when there is a high density of users in a fixed and known application terrain, like in urban or suburban residential networks, to justify the expensive deployment cost. However, when this condition is not satisfied, such as a large temporary and uncertain application terrain in battlefield communication or disaster management applications, AMMNET is a good candidate because it can adapt to a very dynamic environment. Delay tolerant network (DTN) [3] is another option to support opportunistic communications for mobile networks. However, there is no guarantee of finding a routing path to forward data. In contrast, the goal of our design is to provide such mobile networks a robust infrastructure with persistent connectivity. We note that if the number of mesh nodes in AMMNET is not enough to support full connectivity for the entire terrain, DTN can be used to improve the probability of data delivery. We leave the integration of AMMNET and DTN as our future study.
We assume that each mobile mesh node is equipped with a localization device such as GPS. In addition, a mobile mesh node can detect mesh clients within its sensing range, but does not know their exact locations. For instance, this can be achieved by detecting beacon messages transmitted from the clients. Alternatively, RFID has been proposed for location-based applications [4] . Similarly, mesh clients can be tagged with an inexpensive RFID and mobile mesh nodes are equipped with an RFID reader to detect the presence of mobile nodes within their sensing range.
Our challenges in designing the proposed AMMNET are twofold. First, the mesh clients do not have knowledge of their locations making it difficult for the mobile mesh nodes to synthesize a global map of the user locations. Second, the topology adaptation needs to be based on a highly efficient distributed computing technique to keep up with the dynamic movement of the mobile users. These challenges are addressed in this paper.
The remainder of this paper is organized as follows: We introduce the framework of an AMMNET, and present how to realize mobile client tracking in a distributed manner in Section 2. In Section 3, a number of network topology optimization methods are discussed. Our performance evaluation results are given in Section 4. We summarize some related work in Section 5, and conclude this paper in Section 6.
DISTRIBUTED CLIENT TRACKING IN AMMNET
We first give an overview of the AMMNET framework, and then present how the mobile mesh nodes automatically adapt their locations to tracking mobile clients.
AMMNET Overview
Similar to stationary wireless mesh networks, an AMMNET is a mesh-based infrastructure that forwards data for mobile clients as shown in Fig. 1 . A client can connect to any nearby mesh node, which helps relay data to the destination mesh node via multihop forwarding. For ease of description, in this paper we use the terms "mesh node" and "router" interchangeably. Like stationary wireless mesh networks, where routers are deployed in fixed locations, routers in an AMMNET can forward data for mobile clients along the routing paths built by any existing ad hoc routing protocols, for example, AODV. Unlike stationary wireless mesh networks, where routers are deployed at fixed locations, routers in an AMMNET are mobile platforms with autonomous movement capability [5] . They are equipped with positioning devices such as GPS, to provide navigational aid while tracking mobile clients. Clients are not required to know their locations, and only need to periodically probe beacon messages. Once mesh nodes receive the beacon messages, they can detect the clients within its transmission range. With this capability, mesh nodes can continuously monitor the mobility pattern of the clients, and move with them to provide them seamless connectivity.
A few assumptions are made in our design. We consider a two-dimensional airborne terrain, where there is no obstacle in the target field. Mesh nodes can exchange information, such as their locations and the list of detected clients, with their neighboring mesh nodes. The radio range of each node is not a perfect circle in an application domain with obstacles. This factor may affect the accuracy of the sensing mechanism and, to a minor degree, the coverage. However, this does not affect the general applicability of the proposed techniques for AMMNETs. For simplicity, we assume that the radio range of both mesh nodes and clients is a perfect sphere. Our design considers applications where clients follow group mobility patterns [6] to move toward different directions in smaller groups. That is, the clients belonging to the same group have similar movement characteristics. However, different groups of clients might move in different directions, as illustrated in Fig. 1 . The group mobility model has been verified as a realistic mobility model [7] and applied to many practical scenarios, such as campus networks [8] and ad hoc networks [9] , [10] . Our goal is to dynamically allocate a finite number of mesh nodes to cover as many mobile clients as possible, while maintaining the connectivity between the groups of clients. Even though we describe the operation of AMMNET using the group mobility model, AMMNET can actually support a more general mobility model, where clients might move independently. In an extreme case, each client can be thought of as a group that contains only one user, and the design of AMMNET can still be applied to support connectivity for those independent clients. To support such a dynamically changing mesh topology, mobile mesh nodes can be classified into the following types according to their current roles in this network:
. Intragroup routers. A mesh node is an intragroup router if it detects at least one client within its radio range and is in charge of monitoring the movement of clients in its range. Intragroup routers that monitor the same group of clients can communicate with each other via multihop routing. For example, routers r 1 and r 2 in Fig. 4 are intragroup routers that monitor group G 1 . . Intergroup routers. A mesh node is an intergroup router, i.e., square nodes in Fig. 4 , if it plays the role of a relay node helping to interconnect different groups.
For each group, we designate at least one intergroup router that can communicate with any intragroup routers of that group via multihop forwarding as the bridge router, for example, router b 1 for group G 1 . . Free routers. A mesh node is a free router if it is neither an intragroup router nor an intergroup router. We consider a scenario where clients originate in one given location, and can be covered by the radio range of a single mesh node. Thus, the initial configuration of the AMMNET consists of only one intragroup router; and all remaining routers are free. In tracking the mobile clients, the mobile mesh nodes change their operation modes based on Algorithm 1 as follows:
. Adapting to intragroup movement. As a group of clients moves from place to place, the area they occupy may change over time. The intragroup routers must track these changes to move with the clients and dynamically adjust their topology accordingly to sustain the communication coverage for the clients. . Reclaiming redundant routers. When the topology changes due to client mobility, some intra-and intergroup routers might become redundant and should be reclaimed as free routers for future use. . Interconnecting groups. Clients of a group may split into smaller groups that move in different directions. In this case, some free routers should change their operation mode to become intergroup routers to interconnect these partitioned groups.
We assume that each mesh node is fully charged in the initial location and has enough power to update its location and forward data for mobile clients. However, once an inter-or intragroup router detects that its energy level is low, it can request to be replaced by a free router. The replaced lowpower node is then reclaimed as a free router and can go back to the initial location, for example, control center, to replace the battery. The above strategy prevents the network from partition due to energy-depleted mesh nodes. A sophisticate scheme that optimizes energy efficiency of AMMNET is still worth studying and is left as our future work. In terms of security, techniques developed for standard mesh networks are also applicable to the proposed AMMNET; and we refer the interested reader to [11] , [12] , [13] , for examples, of these techniques. Another reasonable concern is the protection of the mobile mesh nodes against destruction. This issue depends on the physical design of the mobile mesh node and the application domain. As an example, autonomous quadrocopters [5] powered by solar energy can be used as the mobile mesh nodes. Such mobile mesh nodes are generally safe for applications such as crisis management (Fig. 3) . A battlefield environment, however, would be more hostile; where the enemy could attempt to disable the flying mesh nodes. Such a topic is beyond the scope of this paper although replacement mobile mesh nodes could be launched as needed to maintain the desired communication coverage; in which case, the airborne network would reorganize itself to integrate the new mesh nodes.
Adapting to Intragroup Movement
We recall that each client continuously broadcasts beacon message to notify its present within the ratio range of an intragroup router. When this router no longer hears the expected beacon messages, one of two possible scenarios might have happened. The first scenario is illustrated in Fig. 5a . It shows that client c moves out of the communication range of router r into the communication range of an adjacent router r 0 in the same group. The second scenario is illustrated in Fig. 5b . It shows that the missing client c moves from the communication range of router r to a space not currently covered by any of the routers in the group. The router r can distinguish the above two scenarios by querying its neighboring routers for their lists of monitored clients. If c is in any of these lists, r determines that the first scenario has occurred. In this case, since some of the neighboring routers provide the coverage for c, no further action is required. On the other hand, if none of the client lists includes c, which indicates the second scenario, topology adaptation is required to extend the coverage to include c at its new location.
To achieve this goal, once router r detects the missing client, it broadcasts a message to trigger the neighboring free routers to track the missing client c. Specifically, since client c moves out from the radio range of router r, a free router must be able to locate the client c by navigating the boundary of r's coverage, which is the circle centered at r, i.e., the red segment shown in Fig. 5b . Once a free router detects the missing client, it then stops navigating and switches its mode to become an intragroup router. We note that this new intragroup router will have connectivity to the rest of the intragroup routers because it is within the radio range of the original monitoring router r.
The following optimization can be performed to further reduce the disconnection time for a missing client. We divide the boundary of each active router into k segments, where k is the minimum of 12 and N f =N a . N f and N a are the numbers of currently free and active routers, respectively. The benefit of this strategy is twofold. First, k free routers are available to search a given missing client in parallel by traversing different segments of the boundary simultaneously; second, the free routers are evenly distributed among the active routers to ensure good performance at all client groups in the terrain.
Reclaiming Redundant Routers
When the intra-and intergroup routers are no longer required due to client mobility, the AMMNET should reclaim them for future use. We discuss the case of intragroup routers. Reclamation of intergroup routers will be treated in Section 3. Consider the example shown in the right-hand side of Fig. 5b . All the clients in the radio range of router r are also covered by the neighboring intragroup routers. In this case, router r is no longer needed and can be reclaimed as follows: Router r requests the clients list of the neighboring intragroup routers. If r detects that all its clients are covered by the neighboring routers, it sends a message to inform these neighbors of its intent to switch the operation mode. After receiving the acknowledgment from all these neighbors, r can switch to become an intergroup router. There are three points worth noting. First, this switching protocol is to avoid the situation where multiple neighboring intragroup routers simultaneously switch their mode, rendering some clients without any covering intragroup routers. Second, the redundant intragroup router can only declare itself as an intergroup router, instead of a free router, because it might be a bridge interconnecting two partitioned groups. Third, this switching protocol might generate more redundant intergroup routers, which can later be reclaimed to the free-router pool during the topology adaptation phase discussed in Section 3.
Interconnecting Groups
Given a set of intragroup routers that provide communication coverage for a group of mobile users, these mobile users might move out of this coverage area in smaller groups. To avoid network partitioning, each of the new groups must be supported by their local intragroup routers; and intergroup routers must organize themselves into a subnetwork of bridges to support the intergroup communications.
Let us consider the example in Fig. 6a . We initially have a single group of mobile users with a local network consisting of intragroup routers r 1 and r 2 . Sometime later, some of these clients are moving away from this coverage area in three different directions as shown in Fig. 6b . Let us focus on group G 2 . As the two clients of this group move out of the initial coverage area, a free router joins the network as a new intragroup router to provide coverage for these two departing clients. This is done as discussed in Section 2.2. At this time, r 2 can switch itself to become an intergroup router, as discussed in Section 2.3, because it no longer has any client within its radio range. r 2 now serves as a network bridge to interconnect the two groups G 1 and G 2 as shown in Fig. 6b . If the group G 2 continues to move farther away from G 1 , the above process repeats and more intragroup routers in G 2 become intergroup routers. They extend the network bridge, one intergroup router at a time along the trajectory of the group G 2 , to maintain the connectivity between G 2 and G 1 . Fig. 6c illustrated three bridging networks connected to interconnect groups G 2 , G 3 , and G 4 to their original group G 1 . These bridging networks maintain the connectivity for all clients and prevent network partition. After interconnecting all the groups, free routers can be redistributed such that all the partitioned groups have a similar number of free routers to improve tracking efficiency. After redeployment, each free router sends its identification to the bridge routers in its group, and hence, any bridge router can track the number of free routers in its group.
TOPOLOGY ADAPTATION
The protocol discussed so far ensures that the mesh nodes maintain the connectivity for all clients. The resulting networks, however, might incur long end-to-end delay with potentially many unnecessary intergroup routers because the bridging networks are constructed independently. As the example shown in Fig. 6c , if a client in group G 2 wants to communicate with another client in group G 3 , this must be done through a long path over the router b 1 at group G 1 although groups G 2 and G 3 are near each other. Another potential drawback is the excessive use of the intergroup routers. To improve this condition, we propose two topology adaptation schemes, namely local adaptation and global adaptation, each with a different resolution of location information to shorten the relay paths between groups.
Local Adaptation
Consider again the example in Fig. 6c . To save intergroup routers, we can replace three independent bridging networks with a star network as shown in Fig. 6d . A star topology generally provides shorter relay paths, and, as a result, requires fewer intergroup routers. To construct a star topology, we let the bridge routers exchange their location information opportunistically, and perform local adaptation as shown in Algorithm 2 when some bridge routers detect that they are close to each other. Trigger the assigned intergroup routers to adapt their topology to S [ B after a three-way handshaking; 9:
Reclaim the rest of intergroup routers to the free-router poor; 10:
end if 11: end if 12: return Specifically, when clients in different groups are communicating with each other, the corresponding bridge routers can exchange their location information by piggybacking such information in the data packets. For instance, when client c 1 transmits a data packet to client c 2 through the bridge routers b 2 , b 1 , and b 4 as shown in Fig. 6c, b 2 and b 1 attach their location information to the data before forwarding the packet. When this data packet arrives at the bridge router b 4 , it can extract the location information of b 2 and b 1 before forwarding the data packet. Similarly, the bridge router b 1 can extract the location information of b 2 from the data packet. This opportunistic strategy allows the exchange of location information with minimum overhead. Note that as the data packet traverses the route from client c 1 to c 2 in the above example, the intergroup routers append their ID to the data before forwarding the packet. Thus, the bridge router b 4 also knows about the intergroup routers on the bridge networks between Fig. 6d . The coordinator also needs to ensure that the new constructed star topology will be connected to the rest of the AMMNET. Hence, to guarantee seamless network connectivity, the coordinator broadcasts a message to find a bridge router not a part of the new star network, for example, b 1 in this example, and builds a bridge network to this bridge router before the star network can be constructed.
Construction of the star network in the above example is done as follows: The bridging networks between b 2 and b 1 and between b 3 and b 1 can be dismantled, and their intergroup routers used for the new star network. Since the coordinating bridge router b 4 knows about these intergroup routers, it can create an assignment list to assign them to distinct data forwarding positions in the star network. This assignment list is multicast to all the intergroup routers on the bridge networks about to be dismantled. If these routers found them in the list, they move to the designated location to take their position in the new star network; otherwise, they change to the free mode and return to the free pool. Thus, such local adaptation not only improves the network performance, i.e., smaller endto-end delay, but also saves mobile routers. In the less frequent situations in which the number of intergroup routers is not enough for the construction of the new star network, the coordinator cancels the construction process.
We note that multiple bridge networks in proximity might attempt to initiate their own local topology adaptation at about the same time. This is addressed by time stamping each adaptation request. When a bridge router receives a request with a smaller time stamp than that of the adaptation the router is currently involved with, it cancels its current adaptation process and follows the new one with a smaller time stamp. In terms of coordinating the intergroup routers, a three-way handshake protocol is employed. After a coordinating bridge router sends out its assignment list, it waits for the intergroup routers to confirm. If all agree to participate, the coordinator sends them a notification to proceed with the topology adaptation; otherwise, the coordinator cancels the adaptation.
Global Adaptation
Local topology adaptation provides local optimization. It is desirable to also perform global topology adaptation to achieve global optimality. The motivation is to achieve better overall end-to-end delay and free up intergroup routers for subsequent local adaptation. A simple option for global optimization is to apply Algorithm 2 to construct a star network for all the bridge routers in the AMMNET. Such a star network, however, would be inefficient and require more intergroup routers than necessary, particularly when there are a significant number of groups in the network as in Fig. 7a .
Ideally, an AMMNET should use as few intergroup routers as possible to minimize the number of mobile routers required and deliver good end-to-end delay for the application. This optimization problem can be formulated as the connected set cover problem, which has been proved to be NP-hard [14] , [15] . In this paper, we propose a hierarchical star topology, which is a near-optimal technique based on R-tree [16] as shown in Algorithm 3. The Rtree is a multidimensional tree structure that aggregates at most M objects into a minimum-bounding rectangle. M of such rectangles are further aggregated into a larger bounding rectangle at the next higher level in the tree. This clustering process is repeated recursively at the higher levels until there is a single minimum-bounding rectangle left at the root of the R-tree. To determine a suitable value of M, we can apply k-means clustering [17] or affinity propagation [18] to cluster the bridge routers in the network. The latter does not require a specified number of clusters k. After clustering, each bridge router is associated with a distinct cluster based on its Euclidian distance with the centroid of the cluster. M is determined as the average size of all the clusters, i.e., M ¼ P k i¼1 jC i j=k, where k is the number of clusters and jC i j is the number of bridge routers in the ith cluster C i . while v is a leave node and any r i ; r j 2 v belong to the same group do 10:
Remove r j from v; 11:
end while 12:
if not all elements r 2 v are interconnected then 13:
Deploy a subset of intergroup routers in R i as a star topology to connect all r 2 v and remove those routers from R i ; 14:
end if 15: end for 16: Reclaim the remaining routers in R i as free routers; 17: return By applying the hierarchical clustering strategy to the bridge routers in an AMMNET, we can deploy a star network to interconnect the bridge routers in each rectangle at the leaf level of the R-tree. At each of the subsequent higher level in the R-tree, the star networks in each bounding rectangle are further interconnected into a star network in a hierarchical manner. This interconnection strategy is repeated until it reaches the rectangle at the root of the R-tree. Let us consider the example in Fig. 7a with seven groups of clients. If the desired number of objects per bounding rectangle M is 3, the R-tree is constructed as shown in Fig. 7c with the corresponding hierarchical star network illustrated in Fig. 7d . In this example, the star network of rectangle a interconnects the bridge routers b 1 , b 2 , and b 3 . The star networks for the rectangles b and c are constructed similarly. At the next higher level, i.e., the root of the R-tree, a star network is created for the rectangle d to interconnect the three star networks of rectangles a, b, and c, respectively. For each bounding rectangle, the star networks from the lower level are interconnected through the bridge routers closest to the center of their respective bounding rectangle as illustrated in Fig. 7d . This scheme optimizes the overall end-to-end delay for the network.
To further reduce the number of intergroup routers, we consider two additional strategies. First, we do not need to build a star router for the bridge routers at some leaf rectangle in the R-tree if they are already interconnected. For instance, the bridge routers b 1 , b 2 , and b 3 of rectangle a in Fig. 7d do not need a star network. Second, if a client group has multiple bridge routers, only one needs to participate in the star network. The other bridge routers can be freed for future use. See the example in Fig. 7d . Since both bridge routers b 5 and b 6 in rectangle b are associated with client group G 4 , b 6 is removed, i.e., freed, before connecting b 4 and b 5 as a star topology. The result of local adaptation, applied to Fig. 7a , is given in Fig. 7b . Comparing Figs. 7b and 7d, we observe that global adaptation achieves two goals, namely better end-to-end delay and using less intergroup routers.
Global adaptation is triggered when network partitioning is about to occur at some client groups due to lack of available free routers. We recall that each client group has a bridge router that tracks the number of free routers for this group. When this number drops below a predefined threshold, i.e., in Algorithm 2, which is set to one free router in our implementation, the corresponding bridge router acts as a coordinate and broadcasts a message to all the bridge routers in the network to initiate global adaptation (optimization). Any bridge router receiving this message replies its location and the number of locally available free routers (if known) to the coordinating bridge router. In addition, the coordinating bridge router also needs to collect the information about all the intergroup routers. To this end, we let each intergroup router piggybacks its identification and location in the reply message of any bridge router. When the coordinator receives positive replies from all the bridge routers, it proceeds to start the adaptation process. It executes Algorithm 3 to construct the hierarchical star network and generate the corresponding assignment list. Each intergroup router is assigned to the forwarding position in the hierarchical star tree that is closest to its original location. This strategy reduces the distances the intergroup routers must travel to their positions in the new topology. For intergroup routers that are not needed for the new topology, they can simply be freed and divided among the client groups such that each group has about a similar number of free routers. Once the assignment list is ready, the coordinating bridge router broadcasts this list to all the intergroup routers, which then move to their designated positions in the hierarchical star network. Those intergroup routers who do not find their assignment change into the free mode and join the designated group as free routers.
EVALUATION
We conduct extensive simulations, implemented via NS2 [19] , to study the ability of AMMNET in adapting to the dynamic movement of mobile clients and the data forwarding efficiency of such networks. Our performance evaluation compares the following network schemes:
. Grid-mesh. This simple scheme employs a grid-based square topology for the mobile mesh nodes. This mobile mesh network follows the users by tracking and following one randomly selected client. The network maintains the same grid topology as it moves over the application terrain. . AMMNET. This is our design of AMMNET, in which routers adapt their locations using only locally cached location information about some of the bridge routers. Global adaptation is also performed when the number of free routers at some user groups drops below a predefined threshold. . Global-AMMNET. This is similar to the above AMMNET, except that global adaptation is performed by a randomly selected bridge router whenever any client moves out of the current network coverage area. . Oracle. This is a centralized scheme that assumes location information of all clients is available. The routers can move to the assigned locations in the network instantaneously without any moving delay. This scheme is only used as a bound for the purpose of performance comparison. Unlike AMMNET that uses the locations of the bridge routers to approximate the distribution of the user groups in the application terrain and constructs the R-tree based on these routers accordingly, Oracle constructs the R-tree using the exact locations of the mobile users. When there are not enough available routers to provide full connectivity for all the clients, this scheme favors user groups (R-tree nodes) with a higher density of clients. Unless stated otherwise, we use the following default values for the parameters. In each simulation, all clients originate from a randomly selected initial region in the terrain. These clients belong to several mobile groups. The number of clients in each group follows a Zipf distribution. Members of each user group demonstrate the following group mobility pattern [6] : the group leader moves in accordance to the random way-point mobility model with a moving speed that is uniformly distributed with a mean of 2.5 m/s; and the group members follow the leader with their own random local movements. There are 200 mesh nodes; and we assume the AMMNETs are airborne, with the flying wireless routers implemented using devices such as quadrocopters [5] . Their flying speed, which is within the device's normal operating capability range is 10 m/s [5] . Their communication range is 150 m. However, since they are flying at a height of 90 m, the coverage radius of each router is reduced to 120 m on the ground. Each simulation run continues for 120 time slots of 10 seconds each. In each time slot, five pairs of clients are randomly selected to transmit UDP traffic. Each router applies AODV to build its routing table. The simulation results reported in this paper are averaged over 20 simulation runs.
Performance of Network Coverage
We start by examining the performance of the network coverage under different network scenarios as follows:
Impact of Router Moving Speed
We first determine how many clients can be covered by mobile mesh nodes when the number of available mesh nodes is not enough to cover all the clients in the simulation terrain. To meet this constraint, we deploy only 100 available mesh nodes in this simulation. Each simulation includes 100 clients classified into five mobile groups. We vary the moving speed of routers from the mean speed of clients to six times of the mean speed of clients. We note that the number of routers might appear excessive for the number of users in the network. However, the cost of the network should be considered from the view point of the area of the application terrain (not the number of users) in the context of AMMNET. That is, substantially many more routers would be required to provide the communication coverage for the entire application terrain, otherwise. Fig. 8 shows that the number of clients within the coverage area decreases as the clients move away from their initial locations over time. This is because AMMNET might fail to track some missing clients if free routers cannot move fast enough to navigate the assigned boundary segment. Once AMMNET misses tracking some clients, it might not be able to get back the control of those missing clients even if there are still free routers. To keep tracking mobile clients, the free routers need to move fast enough to navigate the boundary before the missing clients move out of the radio range of any point of the boundary. The figure shows that AMMNET is able to efficiently utilize all free routers to track mobile clients when the flying speed is four times of the moving speed of clients.
Coverage Area Given a Finite Number of Routers
We next check how many clients can be served by different comparison schemes under the same simulation setting, yet with the moving speed of routers fixed at 10 m/s, i.e., four times of the client speed. Fig. 9 shows that AMMNET is able to achieve coverage comparable to that of Oracle. The slight increase in the performance gap for the last few time slots is due to the failure in tracking some of the clients under AMMNET, whereas Oracle always uses the up-to-date location information of clients to recompute the topology and, thereby, can best utilize all available routers. Oracle sometimes performs worse because it selects the rectangle with the most users as the initial covering point, which might not guarantee the best coverage if all available routers cannot provide a full coverage. The fixed grid-based mesh, on the other hand, cannot optimally utilize available routers and, hence, only covers a small subset of the clients.
Number of Routers Required to Provide Full Coverage
In this study, we attempt to investigate how many routers are required to achieve full coverage. To this end, we assume an infinite number of mesh routers. We vary the number of clients from 50 to 250, while still classifying all clients into five groups. Fig. 10 shows the average number of routers selected as the intra-or inter-routers to cover all clients at the last 10 time slots. The figure shows that the grid-based mesh requires 6.5 times as many routers as AMMNET because it maintains a fixed topology and waste many routers for the areas without any clients. AMMNET does not perform global adaptation all the time to reclaim all redundant intergroup routers, and therefore requires more routers than Global-AMMNET does. On the other hand, Oracle connects every client using an R-tree with more layers, as compared to the R-tree only including bridge routers in AMMNET, might require a few more routers to cover the entire hierarchical topology. The figure also shows that the number of required mobile routers required to cover all the clients does not increase with the increasing number of clients. This means that AMMNET is scalable with increases in the number of mesh clients if clients are partitioned into a limited number of groups. Such results are expected because users belonging to the same group only require a few mobile mesh routers to cover them and help forward their data. Instead, scalability of AMMNET is limited only by the severity of the network partition problem, i.e., not having enough mobile mesh nodes to maintain intergroup connectivity because the clients break into too many groups that move in different directions to occupy almost the entire application terrain simultaneously. However, in practice, the number of groups in the mobile applications considered in this paper is typically small relative to the number of users, and hence, the scalability is usually not a concern for this class of applications. Therefore, it is possible that the dynamic AMMNET framework could support even a larger number of mobile users (say 1,000 users) if they are partitioned into only a few number of groups.
Impact of Mobility Pattern on Network Coverage
We examine how well 200 routers can provide communication coverage for 200 clients when they are separated into different numbers of groups. Figs. 11a and 11b plot the number of clients located within the coverage area and the number of routers used to provide the coverage, respectively, at the last 10 time slots. The figure indicates that a fixed grid-mesh runs out of all available routers, but can only cover less than 60 clients. By continuously tracking mobile clients during the entire simulation period, AMMNET can adapt the network topology to connect almost all the clients all the time. The number of routers required to connect the clients increases when clients are partitioned into more small groups because more intergroup routers are organized as network bridges to interconnect groups.
Performance of Data Forwarding
We next examine the throughput performance in a critical environment, where the number of mesh nodes is not sufficient to always provide full coverage. As a result, we set the number of available routers to 125 because the result in Fig. 10 shows that the number of routers required to cover all clients is about 130 on average. In this simulation, we also compare AMMNET with the traditional mobile ad hoc network. Since MANET is not an infrastructure-based network, we let each MANET user act as a mobile router, which can transmit/receive its own data and also forward data for other users. Each simulation includes 100 clients partitioned into five mobility groups. Each router forwards data at the transmission bit-rate of 11 Mb/s. From the 60th to 90th time slots, we randomly select five pairs of nodes to concurrently transmit UDP flows, each with a data rate of 800 Kb/s.
To isolate the impact of frequent route update on the forwarding throughput, we measure the throughput of Fig. 9 . Number of clients covered by mesh nodes. Routers in AMMNET adapt their locations in accordance with client movement, and provide a coverage comparable to the scheme that uses global location information. Fig. 10 . Number of routers required to cover various numbers of clients. AMMNET requires much fewer routers than a grid mesh. The number of routers required to cover all clients is more related to the number of groups, but less affected by the number of clients in the application terrain.
Oracle only when the routing table in each router has been reconfigured after each topology adaption. Nevertheless, the throughputs of all the other schemes are measured for the entire duration of the simulation to evaluate how they are affected by dynamic topology and route reconfiguration. Fig. 12a shows the average throughput of all the traffic given various numbers of mesh nodes. 1 The figure shows that the average throughput obtained in AMMNET is about 33 percent higher than that in the grid-based mesh. This is due to the fact that some source-destination pairs in the grid-based mesh are not served by any routers and data could not be delivered. AMMNET can achieve a throughput about 70 percent of that of the Oracle scheme. The performance gap comes from the slightly longer relay paths, and, more deterministically, the packet loss due to route reconfiguration. More specifically, when mesh nodes adapt their locations to client movements, each router cannot relay data along the previous relay paths and needs to discover new routes. Some packets buffered in the original routing paths might be dropped, resulting in throughput degradation. Moreover, the throughput of MANET is far lower than that of AMMNET. This is to be expected because, when the network is partitioned into multiple groups, a MANET source destination pair might not be able to find a path to communicate with each other when they belong to two partitioned groups, as a result leading to a zero throughput. This situation is quite common in a dynamic environment, where users are highly mobile in a large application terrain. These results also confirm the need of designing a new mobile "infrastructure" that can cope with topology changes (network partitions and merges) in highly dynamic applications such as crisis management and battlefield communications.
The results with various client moving speeds in Fig. 12b also support the same statement. In particular, since we measure the throughput of Oracle, as a comparison bound, only when the routing paths are stabilized, the throughput of Oracle is not affected much by the moving speed. On the contrary, the throughput in AMMNET and Global-AMMNET degrades gradually when the moving speed increases. This is also why AMMNET outperforms Global-AMMNET under lower speeds and the grid mesh Fig. 11 . Impact of mobility patterns on network coverage. More routers are required to cover all clients if they are partitioned into more small groups. Fig. 12 . Throughput Comparison. Throughput gap between schemes is mainly caused by three factors: 1) coverage area, 2) relay path length, and 3) update frequency of routing paths, which is closely related to changes in network topology.
tolerates higher moving speeds. Finally, Fig. 12c shows that, in general, the throughput of each source-destination pair decreases when there are more contending flows; however, the performance of all schemes follows a similar trend discussed above.
We further evaluate the forwarding latency in terms of the number of relay hops required to forward a packet. Fig. 13 shows the average hop count of traffic pairs. Since the grid-based mesh might not be able to cover all clients, for fair comparison, we remove it from this comparison. The results reveal that even though AMMNET uses location information of only some representative bridge routers to adapt the topology, it provides an average path length only 0.6 hop longer than Oracle, which uses the global map of user locations to build a near-optimized mesh.
System Overhead
To perform network adaptations, a node needs to collect location information of the bridge routers, and multicast the assigned locations to the selected intergroup routers. In this study, we evaluate the number of exchanged messages required for such an adaptation process. Here, each message forwarding over a wireless link is counted as a message exchange. We consider a network with 100 users and 200 routers. The Grid-Mesh schemes are excluded in this study because each mesh node only needs to notify its updated location to it neighboring nodes. Namely, in GridMesh, the message overhead is independent of the number of groups in a terrain. Fig. 14 shows the average number of message exchanges per time slot. This message overhead increases with the number of groups, i.e., the number of intergroup routers along the bridging networks. Oracle requires a high message overhead to collect location information from all routers designated to track mobile clients. In contrast, AMMNET takes advantage of data forwarding opportunities to collect partial location information. It incurs only a few message overheads in collecting the location information for the computation of the assignment list. Global-AMMNET requires a few more messages than AMMNET because Global-AMMNET needs to query all bridge routers for their location information. Such a small overhead, as compared to Oracle, however helps build a topology that provides a coverage and throughput performance comparable to those of Oracle.
RELATED WORK
We classify the works related to AMMNET into three categories: 1) stationary wireless mesh networks: AMMNET is a new type of mesh networks, but supports dynamic topology adaptation, 2) sensor covering: the techniques for sensor covering is related to the design of covering mobile clients in AMMNET, and 3) location tracking: tracking mobile clients in AMMNET is an application of location tracking.
Stationary wireless mesh networks. In the last few years, stationary wireless mesh networks have been developed to enable last-mile wireless broadband access [20] . Past work on stationary mesh networks focuses on routing traffic in a mesh topology to best utilize the network capacity [21] , [22] . Some literatures further study how to utilize nonoverlapping channels [23] , [24] , [25] and explicitly control the network topology [26] , [27] to improve the network capacity of a stationary mesh. Our work builds on the concept of such a stationary mesh-based infrastructure, and extends it to enable communication among partitioned mobile clients. We study dynamic deployment of an AMMNET in this work, and leave utilizing nonoverlapping channels to improve network capacity as our future study.
Sensor covering. Our work on router deployment is also related to recent work on sensor covering in a stationary sensor network [28] , [29] , [30] . These schemes ensure that each point in a target field is in the interior of at least k different sensors. Several work [31] , [32] , [33] further takes energy efficiency into account, and assigns each sensor a sleep-active schedule to guarantee sensor cover and, at the same time, prolong the lifetime of a sensor network. More recently, some work exploits sensor mobility to improve the performance of sensor covering. A self-deployment protocol is proposed in [34] to enable randomly scattered sensors to automatically move to the target planned positions. Instead of deploying stationary sensor nodes to cover the entire monitoring field, an alternative is proposed in [35] , [36] to use mobile mules to move around different monitoring areas and gather data along the traversed paths. All the above studies focus on deploying sensor nodes to monitor a given target area. Our work differs from the sensor coverage schemes in that it builds a dynamic mesh infrastructure for mobile clients that have unpredictable moving patterns and move around a nonpredefined application terrain. Location tracking. On the other hand, there is much work that has been done on the problem of tracking the geometric location of a mobile node. Most of the localization technologies [37] , [38] , [39] , [40] measure the distance between nodes and use this range information to estimate the location of a client. Some other range-free schemes [41] , [42] only use node connectivity and hop-count information to estimate node locations without explicitly measuring every link distance. Compared to those localization schemes designed to minimize the estimation error of node locations, an AMMNET only needs to track mobile clients, and does not require the exact location information of each client. These localization technologies, however, can be integrated with AMMNET to improve the accuracy of client tracking.
CONCLUSION
For applications such as crisis management and battlefield communications, the mobile users need to work in dynamically formed groups that occupy different parts of a large and uncertain application terrain at different times. There is currently no cost-effective solution for such applications. Since the user groups occupy only a small portion of the terrain at any one time, it is not justifiable to deploy an expensive infrastructure to provide network coverage for the entire application terrain at all time. Other challenges are due to the potentially hostile environment and the uncertainty in how the application terrain unfolding with time. In this paper, we introduced a mobile infrastructure called AMMNET. Unlike conventional mobile ad hoc networks that suffer network partitions when the user groups move apart, the mobile mesh routers of an AMMNET track the users and dynamically adapt the network topology to seamlessly support both their intragroup and intergroup communications. Since this mobile infrastructure follows the users, full connectivity can be achieved without the need and high cost of providing network coverage for the entire application terrain at all time as in traditional stationary infrastructure.
We conducted extensive simulation study to assess the effectiveness of AMMNET. The results confirm that the proposed distributed topology adaptation scheme based on autonomous mobile mesh routers is almost as effective as a hypothetical centralized technique with complete knowledge of the locations of the mobile clients. The simulation results also indicate that AMMNET is scalable with the number of users. The required number of mobile mesh nodes does not increase with increases in the user population. Although an excessively large number of user groups may affect the performance of AMMNET, the number of user groups is typically very small relative to the number of users for most applications and AMMNET is effective for most practical scenarios. There are still many interesting issues not yet examined in our study such as searching for disappearing mobile clients, minimizing routing paths, and utilizing nonoverlapping channels. We leave these changes for future research.
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