Multimodal biometric systems consolidate the evidence presented by multiple biometric sources and typically provide better recognition performance compared to systems based on a single biometric modality. Although information fusion in a multimodal system can be performed at various levels, integration at the matching score level is the most common approach due to the ease in accessing and combining the scores generated by different matchers. Since the matching scores output by the various modalities are heterogeneous, score normalization is needed to transform these scores into a common domain, prior to combining them. In this paper, we have studied the performance of different normalization techniques and fusion rules in the context of a multimodal biometric system based on the face, fingerprint and hand-geometry traits of a user. Experiments conducted on a database of 100 users indicate that the application of min-max, z-score, and tanh normalization schemes followed by a simple sum of scores fusion method results in better recognition performance compared to other methods. However, experiments also reveal that the min-max and z-score normalization techniques are sensitive to outliers in the data, highlighting the need for a robust and efficient normalization procedure like the tanh normalization. It was also observed that multimodal systems utilizing user-specific weights perform better compared to systems that assign the same set of weights to the multiple biometric traits of all users.
Introduction
Biometric systems make use of the physiological and/or behavioral traits of individuals, for recognition purposes [1] . These traits include fingerprints, hand-geometry, face, voice, iris, retina, gait, signature, palm-print, ear, etc. Biometric systems that use a single trait for recognition (i.e., unimodal
The use of multiple sensors addresses the problem of noisy sensor data, but all other potential problems associated with unimodal biometric systems remain. A recognition system that works on multiple instances of the same biometric can ensure the presence of a live user by asking the user to provide a random subset of biometric measurements (e.g., left index finger followed by right middle finger). Multiple snapshots of the same biometric, or multiple representations and matching algorithms for the same biometric may also be used to improve the recognition performance of the system. However, all these methods still suffer from many of the problems faced by unimodal systems. A multimodal biometric system based on different traits is expected to be more robust to noise, address the problem of non-universality, improve the matching accuracy, and provide reasonable protection against spoof attacks. Hence, the development of biometric systems based on multiple biometric traits has received considerable attention from researchers.
In a multimodal biometric system that uses different biometric traits, various levels of fusion are possible: fusion at the feature extraction level, matching score level or decision level (as explained in Section 2). It is difficult to consolidate information at the feature level because the feature sets used by different biometric modalities may either be inaccessible or incompatible. Fusion at the decision level is too rigid since only a limited amount of information is available at this level. Therefore, integration at the matching score level is generally preferred due to the ease in accessing and combining matching scores.
In the context of verification, fusion at the matching score level can be approached in two distinct ways. In the first approach the fusion is viewed as a classification problem, while in the second approach it is viewed as a combination problem. In the classification approach, a feature vector is constructed using the matching scores output by the individual matchers; this feature vector is then classified into one of two classes: "Accept" (genuine user) or "Reject" (impostor). In the combination approach, the individual matching scores are combined to generate a single scalar score which is then used to make the final decision. Both these approaches have been widely studied in the literature. Ross and Jain [4] have shown that the combination approach performs better than some classification methods like decision tree and linear discriminant analysis. However, no single classification or combination scheme works well under all circumstances. In this paper, we use the combination approach to fusion and address some of the issues involved in computing a single matching score given the scores of different modalities. Since the matching scores generated by the different modalities are heterogeneous, normalization is required to transform these scores into a common domain before combining them. While several normalization techniques have been proposed, there has been no detailed study of these techniques. In this work, we have systematically studied the effects of different normalization schemes on the performance of a multimodal biometric system based on the face, fingerprint and hand-geometry modalities.
The rest of the paper is organized as follows: Section 2 presents a brief overview of the various approaches used for information fusion in multimodal biometrics and motivates the need for score normalization prior to matching score fusion. Section 3 describes different techniques that can be used for the normalization of scores obtained from different matchers. The experimental results are presented in Section 4 and we have outlined our conclusions in Section 5.
Fusion in multimodal biometrics
A biometric system has four important modules. The sensor module acquires the biometric data from a user; the feature extraction module processes the acquired biometric data and extracts a feature set to represent it; the matching module compares the extracted feature set with the stored templates using a classifier or matching algorithm in order to generate matching scores; in the decision module the matching scores are used either to identify an enrolled user or verify a user's identity. Sanderson and Paliwal [5] have classified information fusion in biometric systems into two broad categories: pre-classification fusion and post-classification fusion (see Fig. 1 ).
Pre-classification fusion refers to combining information prior to the application of any classifier or matching algorithm. In post-classification fusion, the information is combined after the decisions of the classifiers have been obtained.
Pre-classification fusion
Prior to classification/matching, integration of information can take place either at the sensor level or at the feature level. The raw data from the sensors are combined in sensor level fusion. For example, the face images obtained from several cameras can be combined to form a single face image [6] . In sensor level fusion, the data obtained from the different sensors must be compatible, and this may not always be possible (e.g., it may not be possible to fuse face images obtained from cameras with different resolution). Feature level fusion refers to combining different feature vectors that are obtained by either using multiple sensors or employing multiple feature extraction algorithms on the same sensor data. When the feature vectors are homogeneous (e.g., multiple fingerprint impressions of a user's finger), a single resultant feature vector can be calculated as a weighted average of the individual feature vectors. When the feature vectors are nonhomogeneous (e.g., feature vectors obtained using different feature extraction techniques, or feature vectors of different biometric modalities like face and hand geometry), we can concatenate them to form a single feature vector. Concate- nation is not possible when the feature sets are incompatible (e.g., fingerprint minutiae and eigenface coefficients). Biometric systems that integrate information at an early stage of processing are believed to be more effective than those systems which perform integration at a later stage. Since the features contain richer information about the input biometric data than the matching score or the output decision of a classifier/matcher, integration at the feature level should provide better recognition results than other levels of integration. However, integration at the feature level is difficult to achieve in practice because of the following reasons: (i) The relationship between the feature spaces of different biometric systems may not be known. In the case where the relationship is known in advance, care needs to be taken to discard those features that are highly correlated. This requires the application of feature selection algorithms prior to classification. (ii) Concatenating two feature vectors may result in a feature vector with very large dimensionality leading to the 'curse of dimensionality' problem [7] . Although, this is a general problem in most pattern recognition applications, it is more severe in biometric applications because of the time, effort and cost involved in collecting large amounts of biometric data. (iii) Most commercial biometric systems do not provide access to the feature vectors which they use in their products. Hence, very few researchers have studied integration at the feature level and most of them generally prefer post-classification fusion schemes.
Post-classification fusion
Schemes for integration of information after the classification/matcher stage can be divided into four categories: dynamic classifier selection, fusion at the abstract level, fusion at the rank level and fusion at the matching score level. A dynamic classifier selection scheme chooses the results of that classifier which is most likely to give the correct decision for the specific input pattern [8] . This is also known as the winner-take-all approach and the device that performs this selection is known as an associative switch [9] .
Integration of information at the abstract or decision level can take place when each biometric matcher individually decides on the best match based on the input presented to it. Methods like majority voting [10] , behavior knowledge space [11] , weighted voting based on the Dempster-Shafer theory of evidence [12] , AND rule and OR rule [13] , etc. can be used to arrive at the final decision.
When the output of each biometric matcher is a subset of possible matches sorted in decreasing order of confidence, the fusion can be done at the rank level. Ho et al. [14] describe three methods to combine the ranks assigned by the different matchers. In the highest rank method, each possible match is assigned the highest (minimum) rank as computed by different matchers. Ties are broken randomly to arrive at a strict ranking order and the final decision is made based on the combined ranks. The Borda count method uses the sum of the ranks assigned by the individual matchers to calculate the combined ranks. The logistic regression method is a generalization of the Borda count method where the weighted sum of the individual ranks is calculated and the weights are determined by logistic regression.
When the biometric matchers output a set of possible matches along with the quality of each match (matching score), integration can be done at the matching score level. This is also known as fusion at the measurement level or confidence level. Next to the feature vectors, the matching scores output by the matchers contain the richest information about the input pattern. Also, it is relatively easy to access and combine the scores generated by the different matchers. Consequently, integration of information at the matching score level is the most common approach in multimodal biometric systems.
In the context of verification, there are two approaches for consolidating the scores obtained from different matchers. One approach is to formulate it as a classification problem, while the other approach is to treat it as a combination problem. In the classification approach, a feature vector is constructed using the matching scores output by the individual matchers; this feature vector is then classified into one of two classes: "Accept" (genuine user) or "Reject" (impostor). Generally, the classifier used for this purpose is capable of learning the decision boundary irrespective of how the feature vector is generated. Hence, the output scores of the different modalities can be non-homogeneous (distance or similarity metric, different numerical ranges, etc.) and no processing is required prior to feeding them into the classifier. In the combination approach, the individual matching scores are combined to generate a single scalar score which is then used to make the final decision. To ensure a meaningful combination of the scores from the different modalities, the scores must be first transformed to a common domain.
Classification approach to measurement level fusion
Several classifiers have been used to consolidate the matching scores and arrive at a decision. Wang et al. [15] consider the matching scores at the output of face and iris recognition modules as a two-dimensional feature vector, and use Fisher's discriminant analysis and a neural network classifier with radial basis function for classification. Verlinde and Chollet [16] combine the scores from two face recognition experts and one speaker recognition expert using three classifiers: k-NN classifier using vector quantization, decision-tree based classifier and a classifier based on a logistic regression model. Chatzis et al. [17] use fuzzy k-means and fuzzy vector quantization, along with a median radial basis function neural network classifier for the fusion of scores obtained from biometric systems based on visual (facial) and acoustic features. Sanderson and Paliwal [5] use a support vector machine classifier to combine the scores of face and speech experts. They show that the performance of such a classifier deteriorates under noisy input conditions. To overcome this problem, they implement structurally noise-resistant classifiers like a piece-wise linear classifier and a modified Bayesian classifier. Ross and Jain [4] use decision tree and linear discriminant classifiers for combining the scores of face, fingerprint, and hand-geometry modalities.
Combination approach to measurement level fusion
Kittler et al. [18] have developed a theoretical framework for consolidating the evidence obtained from multiple classifiers using schemes like the sum rule, product rule, max rule, min rule, median rule and majority voting. In order to employ these schemes, the matching scores are converted into posteriori probabilities conforming to a genuine user and an impostor. They consider the problem of classifying an input pattern Z into one of m possible classes (in a verification system, m = 2) based on the evidence provided by R different classifiers. Let x i be the feature vector (derived from the input pattern Z) presented to the ith classifier. Let the outputs of the individual classifiers be P ( j | x i ), i.e., the posterior probability of the pattern Z belonging to class j given the feature vector x i . Let c {1, 2, . . . , m} be the class to which the input pattern Z is finally assigned. The following rules can be used to determine c: Product Rule: This rule is based on the assumption of statistical independence of the representations x 1 , x 2 , . . . , x R . The input pattern is assigned to class c such that
In general, different biometric traits of an individual (e.g., face, fingerprint and hand-geometry) are mutually independent. This allows us to make use of the product rule in a multimodal biometric system based on the independence assumption. Sum Rule: Apart from the assumption of statistical independence of the multiple representations used in the product rule, the sum rule also assumes that the posteriori probabilities computed by the individual classifiers do not deviate much from the prior probabilities. This rule is applicable when there is a high level of noise leading to ambiguity in the classification problem. The sum rule assigns the input pattern to class c such that
Max Rule: The max rule approximates the mean of the posteriori probabilities by the maximum value. In this case, we assign the input pattern to class c such that
Min Rule: The min rule is derived by bounding the product of posteriori probabilities. Here, the input pattern is assigned to class c such that
Prabhakar and Jain [19] argue that the assumption of statistical independence of the feature sets may not be true in a multimodal biometric system that uses different feature representations and different matching algorithms on the same biometric trait. They propose a scheme based on non-parametric density estimation for combining the scores obtained from four fingerprint matching algorithms and use the likelihood ratio test to make the final decision. They show that their scheme is optimal in the Neyman-Pearson decision sense, when sufficient training data is available to estimate the joint densities.
The use of Bayesian statistics in combining the scores of different biometric matchers was demonstrated by Bigun et al. [20] . They proposed a new algorithm for the fusion module of a multimodal biometric system that takes into account the estimated accuracy of the individual classifiers during the fusion process. They showed that their multimodal system using image and speech data provided better recognition results than the individual modalities.
The combined matching score can also be computed as a weighted sum of the matching scores of the individual matchers [4, 15] . In this paper, we use the weighted sum of the scores of the individual matchers (assuming equal weights) and compare it to a threshold in order to decide if the user is a genuine user or an impostor. We refer to this method as the simple sum of scores method. We also use two other simple fusion methods called the max-score and minscore methods [21] . In the max-score method, the combined score is merely the maximum value among the scores of the individual matchers. The minimum value among the scores of the individual matchers is assigned as the combined score in min-score fusion. Jain and Ross [22] have proposed the use of user-specific weights for computing the weighted sum of scores from the different modalities. The motivation behind this idea is that some biometric traits cannot be reliably obtained from a small segment of the population. For example, we cannot obtain good quality fingerprints from users with dry fingers. For such users, assigning a lower weight to the fingerprint score and a higher weight to the scores of the other modalities reduces their probability of being falsely rejected. This method requires learning of userspecific weights from the training scores available for each user. Consider a multimodal biometric system with three modalities. Let w 1,i , w 2,i , and w 3,i be the weights assigned to the three modalities for user i. The process of learning these weights for user i can be described as follows:
(1) The weights w 1,i , w 2,i , and w 3,i are varied over the range [0, 1] in steps of 0.02, such that the constraint w 1,i + w 2,i + w 3,i = 1 is satisfied.
(2) The weighted sum of scores (s w ) for user i is computed as s w = w 1,i s 1 + w 2,i s 2 + w 3,i s 3 , where s 1 , s 2 , and s 3 are the scores provided by the three biometric matchers for user i. (3) The set of weights that minimizes the total error rate (sum of the false accept and false reject rates) at some specified threshold ( ) is chosen. If more than one set of weights minimize the total error rate, then the set of weights that assigns almost equal weights to all the modalities is chosen. The threshold is set to a common value for all users. In [22] , user-specific thresholds had been suggested.
Score normalization
Consider a multimodal biometric verification system that utilizes the combination approach to fusion at the match score level. The theoretical framework developed by Kittler et al. in [18] can be applied to this system only if the output of each modality is of the form P (genuine|Z) i.e., the posteriori probability of user being "genuine" given the input biometric sample Z. In practice, most biometric systems output a matching score s, and Verlinde et al. [23] have proposed that the matching score s is related to P (genuine|Z) as follows:
where f is a monotonic function and is the error made by the biometric system that depends on the input biometric sample Z. This error could be due to the noise introduced by the sensor during the acquisition of the biometric signal and the errors made by the feature extraction and matching processes. If we assume that is zero, it is reasonable to approximate P (genuine|Z) by P (genuine|s). In this case, the problem reduces to computing P (genuine|s) and this requires estimating the conditional densities P (s|genuine) and P (s|impostor). Snelick et al. [21] assumed a normal distribution for the conditional densities of the matching scores (p(s|genuine)˜N( g , g ) and p(s|impostor)˜N( i , i )), and used the training data to estimate the parameters g , g , i , and i . The posteriori probability of the score being that of a genuine user was then computed as,
The above approach has two main drawbacks. The assumption of a normal distribution for the scores may not be true in many cases. For example, the scores of the fingerprint and hand-geometry matchers used in our experiments do not follow a normal distribution. Secondly, the approach does not make use of the prior probabilities of the genuine and impostor users that may be available to the system. Due to these reasons, we have proposed the use of a non-parametric technique, viz., Parzen window density estimation method [7] , to estimate the actual conditional density of the genuine and impostor scores. After estimating the conditional densities, the Bayes formula can be applied to calculate the posteriori probability of the score being that of a genuine user. Thus,
where p(s) = {p(s|genuine) * P (genuine) + p(s|impostor) * P (impostor)} and P (genuine) and P (impostor) are the prior probabilities of a genuine user and an impostor, respectively.
Although the Parzen window density estimation technique significantly reduces the error in the estimation of P (genuine|s) (especially when the conditional densities are not Gaussian), the error is still non-zero due to the finite training set and the problems in choosing the optimum window width during the density estimation process. Further, the assumption that the value of in Eq. (1) is zero is not valid in most practical biometric systems. Since depends on the input biometric sample Z, it is possible to estimate only if the biometric system outputs a confidence measure (that takes into account the nature of the input Z) on the matching score along with the matching score itself. In the absence of this confidence measure, the calculated value of P (genuine|s) is a poor estimate of P (genuine|Z) and this can lead to poor recognition performance of the multimodal system (see Fig. 10 ). Hence, when the outputs of individual modalities are just matching scores without any measures quantifying the confidence on those scores, it would be better to combine the matching scores directly using an appropriate method without converting them into probabilities.
The following issues need to be considered prior to combining the scores of the matchers into a single score. The matching scores at the output of the individual matchers may not be homogeneous. For example, one matcher may output a distance (dissimilarity) measure while another may output a proximity (similarity) measure. Furthermore, the outputs of the individual matchers need not be on the same numerical scale (range). Finally, the matching scores at the output of the matchers may follow different statistical distributions. Due to these reasons, score normalization is essential to transform the scores of the individual matchers into a common domain prior to combining them. Score normalization is a critical part in the design of a combination scheme for matching score level fusion. Fig. 2 shows the conditional distributions of the face, fingerprint and handgeometry matching scores used in our experiments. The scores obtained from the face and hand-geometry matchers are distance scores and those obtained from the fingerprint matcher are similarity scores. One can easily observe the non-homogeneity in these scores and the need for normalization prior to any meaningful combination. Score normalization refers to changing the location and scale parameters of the matching score distributions at the outputs of the individual matchers, so that the matching scores of different matchers are transformed into a common domain. When the parameters used for normalization are determined using a fixed training set, it is referred to as fixed score normalization [24] . In such a case, the matching score distribution of the training set is examined and a suitable model is chosen to fit the distribution. Based on the model, the normalization parameters are determined. In adaptive score normalization, the normalization parameters are estimated based on the current feature vector. This approach has the ability to adapt to variations in the input data such as the change in the length of the speech signal in speaker recognition systems.
The problem of score normalization in multimodal biometric systems is identical to the problem of score normalization in metasearch. Metasearch is a technique for combining the relevance scores of documents produced by different search engines, in order to improve the performance of document retrieval systems [25] . Min-max and z-score normalization are some of the popular techniques used for relevance score normalization in metasearch. In metasearch literature [26] , the distribution of scores of relevant documents is generally approximated as a Gaussian distribution with a large standard deviation while that of non-relevant documents is approximated as an exponential distribution. In our experiments, the distributions of the genuine and impostor fingerprint scores closely follow the distributions of relevant and non-relevant documents in metasearch. However, the face and hand-geometry scores do not exhibit this behavior.
For a good normalization scheme, the estimates of the location and scale parameters of the matching score distribution must be robust and efficient. Robustness refers to insensitivity to the presence of outliers. Efficiency refers to the proximity of the obtained estimate to the optimal estimate when the distribution of the data is known. Huber [27] explains the concepts of robustness and efficiency of statistical procedures. He also explains the need for statistical procedures that have both these desirable characteristics. Although many techniques can be used for score normalization, the challenge lies in identifying a technique that is both robust and efficient.
Normalization techniques
The simplest normalization technique is the Min-max normalization (Table 1) . Min-max normalization is best suited for the case where the bounds (maximum and minimum values) of the scores produced by a matcher are known. In this case, we can easily shift the minimum and maximum scores to 0 and 1, respectively. However, even if the matching scores are not bounded, we can estimate the minimum and maximum values for a set of matching scores and then apply the min-max normalization. Given a set of matching scores {s k }, k = 1, 2, . . . , n, the normalized scores are given by
When the minimum and maximum values are estimated from the given set of matching scores, this method is not robust (i.e., the method is highly sensitive to outliers in the data used for estimation). Min-max normalization retains the original distribution of scores except for a scaling factor and transforms all the scores into a common range [0, 1]. Distance scores can be transformed into similarity scores by subtracting the min-max normalized score from 1. Fig. 3 shows the distribution of face, fingerprint and hand-geometry scores after min-max normalization.
Decimal scaling can be applied when the scores of different matchers are on a logarithmic scale. For example, if one matcher has scores in the range [0, 1] and the other has scores in the range [0, 1000], the following normalization could be applied.
where n = log 10 max(s i ). The problems with this approach are lack of robustness and the assumption that the scores of different matchers vary by a logarithmic factor. In our experiments, the matching scores of the three modalities are not distributed on a logarithmic scale and, hence, this normalization technique cannot be applied. The most commonly used score normalization technique is the z-score that is calculated using the arithmetic mean and standard deviation of the given data. This scheme can be expected to perform well if prior knowledge about the average score and the score variations of the matcher is available. If we do not have any prior knowledge about the nature of the matching algorithm, then we need to estimate the mean and standard deviation of the scores from a given set of matching scores. The normalized scores are given by
where is the arithmetic mean and is the standard deviation of the given data. However, both mean and standard deviation are sensitive to outliers and, hence, this method is not robust. Z-score normalization does not guarantee a common numerical range for the normalized scores of the different matchers. If the input scores are not Gaussian distributed, z-score normalization does not retain the input distribution at the output. This is due to the fact that mean and standard deviation are the optimal location and scale parameters only for a Gaussian distribution. For an arbitrary distribution, mean and standard deviation are reasonable estimates of location and scale, respectively, but are not optimal. The distributions of the matching scores of the three modalities after z-score normalization are shown in Fig. 4 . The face and hand-geometry scores are converted into similarity scores by subtracting from a large number (300 for face and 1000 for hand-geometry in our experiments) before applying the z-score transformation. It is clearly seen that z-score normalization fails to transform the scores of the different modalities into a common numerical range and also does not retain the original distribution of scores in the case of fingerprint modality. The median and median absolute deviation (MAD) are insensitive to outliers and the points in the extreme tails of the distribution. Hence, a normalization scheme using median and MAD would be robust and is given by
where MAD =median(|s k −median|). However, the median and the MAD estimators have a low efficiency compared to the mean and the standard deviation estimators, i.e., when the score distribution is not Gaussian, median and MAD are poor estimates of the location and scale parameters. Therefore, this normalization technique does not retain the input distribution and does not transform the scores into a common numerical range. This is illustrated by the distributions of the normalized face, fingerprint, and hand-geometry scores in Fig. 5 . Cappelli et al. [28] have used a double sigmoid function for score normalization in a multimodal biometric system that combines different fingerprint classifiers. The normalized score is given by
where t is the reference operating point and r 1 and r 2 denote the left and right edges of the region in which the function is linear, i.e., the double sigmoid function exhibits linear characteristics in the interval (t − r 1 , t − r 2 ). Fig. 6 shows an example of the double sigmoid normalization, where the scores in the [0, 300] range are mapped to the [0, 1] range using t = 200, r 1 = 20 and r 2 = 30. This scheme transforms the scores into the [0, 1] interval. But, it requires careful tuning of the parameters t, r 1 , r 2 to obtain good efficiency. Generally, t is chosen to be some value falling in the region of overlap between the genuine and impostor score distribution, and r 1 and r 2 are made equal to the extent of overlap between the two distributions toward the left and right of t, respectively. This normalization scheme provides a linear transformation of the scores in the region of overlap, while the scores outside this region are transformed non-linearly. The double sigmoid normalization is very similar to the min-max normalization followed by the application of two-quadrics (QQ) or logistic (LG) function as suggested by Snelick et al. [29] . When r 1 and r 2 are large, the double sigmoid normalization closely resembles the QQ-min-max normalization. On the other hand, we can make the double sigmoid normalization tend toward LGmin-max normalization by assigning small values to r 1 and r 2 . Fig. 7 shows the face, fingerprint and hand-geometry score distributions after double sigmoid normalization. The face and hand-geometry scores are converted into similarity scores by subtracting the normalized scores from 1. The parameters of the double sigmoid normalization were chosen as follows: t is chosen to be the center of the overlapping region between the genuine and impostor score distribution, and r 1 and r 2 are made equal to the extent of overlap between the two distributions toward the left and right of the center, respectively. A matching score that is equally likely to be from a genuine user and an impostor is chosen as the center (t) of the region of overlap. Then r 1 is the difference between t and the minimum of genuine scores, while r 2 is the difference between the maximum of impostor scores and t. In order to make this normalization robust, approximately 2% of the scores at the extreme tails of the genuine and impostor distributions were omitted when calculating r 1 and r 2 . It must be noted that this scheme cannot be applied as described here if there are multiple intervals of overlap between genuine and impostor distributions. Although this normalization scheme transforms all the scores to a common numerical range [0, 1], it does not retain the shape of the original distribution of the fingerprint scores.
The tanh-estimators introduced by Hampel et al. [30] are robust and highly efficient. The normalization is given by
where GH and GH are the mean and standard deviation estimates, respectively, of the genuine score distribution as given by Hampel estimators. 1 Hampel estimators are based on the following influence ( )-function:
The Hampel influence function reduces the influence of the points at the tails of the distribution (identified by a, b, and c) during the estimation of the location and scale parameters. Hence, this method is not sensitive to outliers. If the influence of a large number of tail-points is reduced, the estimate is more robust but not efficient (optimal). On the other hand, if many tail-points influence the estimate, the estimate is not robust but the efficiency increases. Therefore, the parameters a, b, and c must be carefully chosen depending on the amount of robustness required which in turn depends on the estimate of the amount of noise in the available training data.
In our experiments, the values of a, b and c were chosen such that 70% of the scores were in the interval (m − a, m + a), 85% of the scores were in the interval (m−b, m+b), and 95% of the scores were in the interval (m − c, m + c), where 'm' is the median score. The distributions of the scores of the three modalities after tanh normalization are shown in Fig. 8 . The distance to similarity transformation is achieved by subtracting the normalized scores from 1. The nature of the tanh distribution is such that the genuine score distribution in the transformed domain has a mean of 0.5 and a standard deviation of approximately 0.01. The constant 0.01 in the expression for tanh normalization determines the spread of the normalized genuine scores. In our experiments, the standard deviation of genuine scores of face, fingerprint and hand-geometry modalities are 16.7, 202.1, and 38.9, respectively. We observe that the genuine fingerprint scores have a standard deviation that is approximately 10 times the standard deviation of the genuine face and handgeometry scores. Hence, using the same constant, 0.01, for the fingerprint modality is entirely inappropriate. To avoid this problem, the constant factor in the tanh normalization for fingerprint modality was set to 0.1. Therefore, the standard deviation of the tanh normalized genuine fingerprint scores is roughly 0.1, which is about 10 times that of the face and hand-geometry modalities. This modification retains the information contained in the fingerprint scores even after the normalization, resulting in better performance.
Mosteller and Tukey [31] introduced the biweight location and scale estimators that are robust and efficient. But, the biweight estimators are iterative in nature (an initial estimate of the biweight location and scale parameters is chosen, and this estimate is updated based on the training scores), and are applicable only for Gaussian data. The biweight location and scale estimates of the data used in our experiments were very close to the mean and standard deviation. Hence, the results of this scheme were quite similar to those produced by the z-score normalization. Therefore, we have not included the results for biweight normalization in this paper.
Snelick et al. have developed a general testing framework [21] that allows system designers to evaluate multimodal biometric systems by varying different factors like the biometric traits, matching algorithms, normalization schemes, fusion methods and sample databases. To illustrate this testing methodology, they evaluated the performance of a multimodal biometric system that used face and fingerprint classifiers. Normalization techniques like min-max, z-score, median and MAD, and tanh estimators were used to transform the scores into a common domain. The transformed scores were then combined using fusion methods like simple sum of scores, maximum score, minimum score, sum of posteriori probabilities (sum rule), and product of posteriori probabilities (product rule). Their experiments conducted on a database of more than 1000 users showed that the min-max normalization followed by the sum of scores fusion method generally provided better recognition performance than other schemes. The results of Snelick et al. [29] also show a similar trend. However, the reasons for such a behavior have not been presented by these authors. In this paper, we have tried to analyze the reasons for the differences in the performance of the different normalization schemes. We have tried to systematically study the different normalization techniques to ascertain their role in the performance of a multimodal biometric system consisting of face, fingerprint and hand-geometry modalities. In addition to the four normalization techniques employed in [21, 29] , we have also analyzed the double sigmoid method of normalization.
Experimental results
The multimodal database used in our experiments was constructed by merging two separate databases (of 50 users each) collected using different sensors and over different time periods. The first database (described in [4] ) was constructed as follows: Five face images and five fingerprint impressions (of the same finger) were obtained from a set of 50 users. Face images were acquired using a Panasonic CCD camera (640 × 480) and fingerprint impressions were obtained using a Digital Biometrics sensor (500 dpi, 640×480). Five hand-geometry images were obtained from a different set of 50 users (some users were present in both the sets) and captured using a Pulnix TMC-7EX camera. The mutual independence assumption of the biometric traits allows us to randomly pair the users from the two sets. In this way, a database consisting of 50 users was constructed, each user having five biometric templates for each modality. The biometric data captured from every user is compared with that of all the users in the database leading to one genuine score vector and 49 impostor score vectors for each distinct input. Thus, 500 (50 × 10) genuine score vectors and 24,500 (50 × 10 × 49) impostor score vectors were obtained from this database. The second database also consisted of 50 users whose face images were captured using a Sony video camera (256 × 384) and fingerprint images were acquired using an Identix sensor (500 dpi, 255 × 256). The Pulnix TMC-7EX camera was used to obtain hand-geometry images. This database also gave rise to 500 genuine and 24,500 impostor score vectors. Merging the scores from the two databases resulted in a database of 100 users with 1000 genuine score vectors and 49,000 impostor score vectors. A score vector is a 3-tuple s 1 , s 2 , s 3 , where s 1 , s 2 , and s 3 correspond to the matching scores obtained from the face, fingerprint and hand-geometry matchers, respectively. Of the 10 genuine and 10 × 49 impostor score vectors available for each user, 6 genuine and 6 impostor score vectors were randomly selected and used for training (for calculating the parameters of each normalization technique or for density estimation by the Parzen window method). The remaining 4 genuine and 4 × 49 impostor score vectors of each user were used for testing the performance of the system. Again assum- ing the independence of the three modalities, we create 4 3 "virtual" users from each real user, by considering all possible combinations of scores of the three modalities. Thus, we have 64,000 (100 × 4 3 ) genuine score vectors and 313,600 (100×4 3 ×49) impostor score vectors to analyze the system performance. This separation of the database into training and test sets was repeated 40 times and we have reported the average performance results. Fingerprint matching was done using the minutiae features [32] and the output of the fingerprint matcher was a similarity score. Eigenface coefficients were used to represent features of the face image [33] . The Euclidean distance between the eigenface coefficients of the template and that of the input face was used as the matching score. The hand-geometry images were represented by a 14-dimensional feature vector [34] and the matching score was computed as the Euclidean distance between the input feature vector and the template feature vector.
Performance results
The recognition performance of the face, fingerprint, and hand-geometry systems when operated as unimodal systems is shown in Fig. 9 . From Fig. 2(a) , we observe that there is a significant overlap between the genuine and impostor distributions of the raw face scores, and this explains the poor recognition performance of the face module. Fig. 2(b) shows that most of the impostor fingerprint scores are close to zero and that the genuine fingerprint scores are spread over a wide range of values. Moreover, the overlap between the two conditional densities is small and, hence, the fingerprint system performs better than the face and hand-geometry modules. The overlap between the genuine and impostor distributions of the hand-geometry system is the highest among all the three modalities as shown in Fig. 2(c) . Hence, the hand geometry based recognition performance is low compared to the fingerprint and face matchers. The performance of the multimodal biometric system has been studied under different normalization and fusion techniques. The simple sum of scores, the max-score, and the min-score fusion methods were applied on the normalized scores. The normalized scores were obtained by using one of the following techniques: simple distance-to-similarity transformation with no change in scale (STrans), min-max normalization (Minmax), z-score normalization (ZScore), median-MAD normalization (Median), double sigmoid normalization (Sigmoid), tanh normalization (Tanh), and Parzen normalization (Parzen). 2 Table 2 summarizes the average genuine acceptance rate (GAR) of the multimodal system along with the standard deviation of the GAR (shown in parentheses) for different normalization and fusion schemes, at a false acceptance rate (FAR) of 0.1%. Fig. 10 shows the recognition performance of the system when the scores are combined using the sum of scores method. We observe that a multimodal system employing the sum of scores method provides better performance than the best unimodal system (fingerprint in this case) for all normalization techniques except median-MAD normalization. For example, at a FAR of 0.1%, the GAR of the fingerprint module is about 83.6%, while that of the multimodal system is high as 98.6% when z-score normalization is used. This improvement in performance is significant and it underscores the benefit of multimodal systems.
Among the various normalization techniques, we observe that the tanh and min-max normalization techniques outperform other techniques at low FARs. At higher FARs, z-score normalization provides slightly better performance than tanh and min-max normalization. In a multimodal system using the sum of scores fusion method, the combined score (s) is a 1 , a 3 ). This is a direct consequence of the moderate efficiency of the median-MAD estimator. The distribution of the fingerprint scores deviates drastically from the Gaussian assumption and, hence, median and MAD are not the right measures of location and scale, respectively. In this case, the combined score is approximately equal to the fingerprint score and the performance of the multimodal system is close to that of the fingerprint module. On the other hand, min-max normalization, z-score normalization, tanh and distance-to-similarity transformation assign nearly optimal weights to the three scores. Therefore, the recognition performance of the multimodal system when using one of these techniques along with the sum of scores fusion method is significantly better than that of the fingerprint matcher. The difference in performance between the min-max, z-score, tanh and distanceto-similarity transformation is relatively small. However, it should be noted that the raw scores of the three modalities used in our experiments are comparable and, hence, a simple distance-to-similarity conversion works reasonably well. If the scores of the three modalities are significantly different, then this method will not work. The performance of the multimodal system using maxscore fusion is shown in Fig. 11 . Here, z-score and Parzen normalization provide better recognition performance compared to that of the fingerprint matcher. In a max-score fusion method that uses only the distance-to-similarity transforma- tion, the hand-geometry scores begin to dominate. Therefore, the performance is only slightly better than the handgeometry module. For min-max normalization, the face and hand-geometry scores are comparable and they dominate the fingerprint score. This explains why the performance of the multimodal system is close to that of the face recognition system. When median-MAD, tanh, and double sigmoid normalization are used, the fingerprint scores are much higher compared to the face and hand-geometry scores. This limits the performance of the system close to that of the fingerprint module. In z-score normalization, the scores of the three modules are comparable and, hence, the combined score depends on all the three scores and not just the score of one modality. This improves the relative performance of the max-score fusion method compared to other normalization methods. Finally, Parzen normalization followed by maxscore fusion accepts the user even if one of the three modalities produces a high estimate of the posteriori probability and rejects only if all the three modalities make errors in the probability estimation process. Hence, this method has a high genuine acceptance rate. Fig. 12 shows the performance of the multimodal system when min-score fusion method is employed. For median-MAD normalization, most of the face scores have smaller values compared to the fingerprint and hand-geometry scores. Therefore, for median-MAD normalization the performance of the min-score method is close to the performance of the face-recognition system. On the other hand, the fingerprint scores have smaller values for all other normalization schemes and, hence, their performance is very close to that of the fingerprint matcher.
For sum of scores fusion, we see that the performance of a robust normalization technique like tanh is almost the same as that of the non-robust techniques like min-max and zscore normalization. However, the performance of such nonrobust techniques is highly dependent on the accuracy of the estimates of the location and scale parameters. The scores produced by the matchers in our experiments are unbounded and, hence, can theoretically produce any value. Also, the statistics of the scores (like average or deviation from the average) produced by these matchers is not known. Therefore, parameters like the minimum and maximum scores in min-max normalization, and the average and standard deviation of scores in z-score normalization have to be estimated from the available data. The data used in our experiments does not contain any outliers and, hence, the performance of the non-robust normalization techniques were not affected. In order to demonstrate the sensitivity of the min-max and z-score normalization techniques to the presence of outliers, we artificially introduced outliers in the fingerprint scores. For min-max normalization, a single large score whose value is 125% or 150% or 175% or 200% of the original maximum score is introduced into the fingerprint data. Fig.  13 shows the recognition performance of the multimodal system after the introduction of the outlier. We can clearly see that the performance is highly sensitive to the maximum score. A single large score that is twice the original maximum score can reduce the recognition rate by 3-5% depending on the operating point of the system. The performance degradation is more severe at lower values of FAR.
In the case of z-score normalization, a few large scores were introduced in the fingerprint data so that the standard deviation of the fingerprint score is increased by 125% or 150% or 175% or 200% of the original standard deviation. In one trial, some large scores were reduced to decrease the standard deviation to 75% of the original value. In the case of increase in standard deviation, the performance improves after the introduction of outliers as indicated in Fig. 14 . Since the initial standard deviation was small, fingerprint scores were assigned a higher weight compared to the other modalities. As the standard deviation is increased, the domination of the fingerprint scores was reduced and this resulted in improved recognition rates. However, the goal of this experiment is to show the sensitivity of the system to those estimated parameters that can be easily affected by outliers. A similar experiment was done for tanh-normalization technique and, as shown in Fig. 15 , there is no significant variation in the performance after the introduction of outliers. This result highlights the robustness of the tanh normalization method.
Finally, the weighting of the three modalities during the computation of the combined score was varied for each user. The weights for each user were computed based on the training scores as explained in Section 2.2.2. The scores were normalized using min-max and tanh normalization before calculating weighted combined score. We find that the introduction of user-specific weights result in a significant improvement in the recognition performance. The ROC curves summarizing this improvement are shown in Fig. 16 . Fig. 16 . Improvement in recognition rates using user-specific weights.
Conclusion and future work
This paper examines the effect of different score normalization techniques on the performance of a multimodal biometric system. We have demonstrated that the normalization of scores prior to combining them improves the recognition performance of a multimodal biometric system that uses the face, fingerprint and hand-geometry traits for user authentication. Min-max, z-score, and tanh normalization techniques followed by a simple sum of scores fusion method result in a superior GAR than all the other normalization and fusion techniques. We have shown that both min-max and z-score methods are sensitive to outliers. On the other hand, tanh normalization method is both robust and efficient. If the location and scale parameters of the matching scores (minimum and maximum values for min-max, or mean and standard deviation for z-score) of the individual modalities are known in advance, then simple normalization techniques like min-max and z-score would suffice. If these parameters are to be estimated using some training scores, and if the training scores are noisy, then one should choose a robust normalization technique like the tanh normalization. We have also explored the use of non-parametric approaches like the Parzen window density estimation method to convert the matching scores into posteriori probabilities and combining the probabilities using fusion rules. The advantage of this method is that it avoids the need for any knowledge about the distribution of matching scores. However, the performance of this method is dependent on the type and width of the kernel used for the estimation of density. Computation of the weighted sum of scores based on user-specific weights results in further improvement in the recognition performance.
Some normalization schemes work well if the scores follow a specific distribution. For example, z-score normalization is optimal if the scores of all the modalities follow a Gaussian distribution. Therefore, we need to develop rules that would allow a practitioner to choose a normalization scheme after analyzing the genuine and impostor score distributions of the individual matchers. The possibility of applying different normalization techniques to the scores of different modalities must be explored. Guidelines for choosing the design parameters of some normalization techniques (e.g., the values of the constants a, b, and c in tanh normalization, the type and width of the kernel function to be used in Parzen normalization) need to be developed. Alternative normalization and fusion techniques such as those based on Bayesian statistics also need to be explored.
