We present a finite difference time domain (FDTD) model for computation of A line scans in time domain optical coherence tomography (OCT). By simulating only the end of the two arms of the interferometer and computing the interference signal in post processing, it is possible to reduce the computational time required by the simulations and, thus, to simulate much bigger environments. Moreover, it is possible to simulate successive A lines and thus obtaining a cross section of the sample considered. In this paper we present the model applied to two different samples: a glass rod filled with water-sucrose solution at different concentrations and a peripheral nerve. This work demonstrates the feasibility of using OCT for non-invasive, direct optical monitoring of peripheral nerve activity, which is a long-sought goal of neuroscience.
Computational electrodynamics includes all the techniques that model, through approximations of Maxwell equations, the interaction of electromagnetic waves with physical objects and the environment. They work best when the wavelength of the electromagnetic wave considered is comparable with the smallest detail of the studied object. Examples of computational electrodynamics techniques are the method of moments, the boundary element method and the finite element method and FDTD method [8] . Ray tracing is a method that works best when the wavelength of the considered radiation is much smaller than the smallest detail of the studied object. Rays are advanced by a set distance and for each step the different properties of the ray (direction, intensity, wavelength, polarization) and its possible intersection with the studied objects are calculated. Research from the late '60s showed that change in scattered light from a nerve bundle during activity is of the order of ten parts per million and that the optical effect lasts for roughly a millisecond [5] and, in more recent years, scientists have been focussing on ways to obtain information on neural activity by observing changes in intrinsic optical properties of the neurons. As the use of OCT has already been proved useful for structural imaging of neural tissue[10, 3, 4] , we are working on using OCT to detect compound action potential in a peripheral nerve. The methods and simulation tool described herein has been developed to gain insights to this specific application.
OCT for neural recording

Method
The FDTD method is one of the simplest of the computational electrodynamics techniques and it can solve a broad range of problems in a very accurate way. It was first developed by Yee [18] in 1966, when the main applications of electromagnetic simulations were in the defence field, and from 1990 the interest in this technique has expanded to many different areas [15] .
FDTD is a grid-based differential numerical modelling method where both the spatial and temporal derivatives that appear in Maxwell's equations are discretised using a central-difference approximation. Central-difference approximations exist in several orders, this work uses a second order one:
It has to be noted that this approach provides an approximation of the value of the derivative of the function at x 0 but the function is sampled at the neighbouring points x 0 + h and x 0 − h. The algorithm used in this work is the Yee algorithm [18] . Despite being the first version of FDTD, this algorithm is very robust and of easy implementation and it can be summarised as follows:
1. Space and time are discretised -for each point in space and time (i, j, k, t) = (i∆x, j∆y, k∆z, q∆t) -and the derivatives in Ampere's and Faraday's laws are replaced with finite differences.
2. A new set of "updated equations" expressing the new fields in term of the past ones is obtained solving the difference equations.
3. The magnetic field is evaluated.
4. The electric field is evaluated.
5. The previous three steps are repeated until the end of the simulation is reached.
This algorithm can be applied to one, two and three-dimensional problems. The simulations presented in this paper are bi-dimensional as for both the samples considered the region of interest lays in the cross section. One of the most interesting features of FDTD technique is that it allows to obtain results for a range of frequencies using a single simulation. It is thus possible to simulate the low coherence gate property of OCT by using, as the [18] . light source, a pulse which length in time is chosen to match the desired width of the frequency spectrum. Figure 2 shows the spectra obtained from pulses with a width of 25 fs and 150 fs and reported as a function of the wavelength.
For FDTD to be reliable and converge, the discretisation of the space needs to be at least an order of magnitude smaller than the wavelength. This means that at visible and near infra-red wavelengths, there is a limit on the dimension of the domain for the simulation to be carried out in a reasonable amount of time. Moreover, the temporal and spatial steps have to be in a relation such as the Courant number
, where c is the light speed in vacuum and D is the number of dimensions of the simulation. To this day there are a few FDTD models for OCT imaging, which -while being optimised, parallelised and run on institutional clusters -require more than a day to obtain the required scans [12, 11] . The aim of this model is to obtain the scans in a much shorter amount of time by simulating only the end of the two arms of the interferometer and computing the OCT signal in post processing.
The model
Without loss of generality, the field is assumed to be polarised in the x-direction and presents a Gaussian shape. Assuming the light source is far from both ends of the interferometer, it is possible to represent the wave travelling towards both arms as following:
where E 0 is the amplitude of the incident field, λ 0 = 850 nm is the central wavelength and n = 1.3290 is the refractive index of the water in which the sample is bathed at 850 nm and 25 Figure 2: Frequency spectrum for pulses of different lengths, fitted with a Gaussian curve. It is possible to notice that the broader spectrum is not a perfect Gaussian; this is due to the numerical dispersion being more pronounced in a source with a bigger frequency range.
The simulations reported in this paper have been run with both pulse lengths shown in Figure 2 . These two specific pulse lengths have been chosen because the one in Figure 2a represents a superluminescent diode (SLD) with a broadness of σ 76 nm, which is quite common in the OCT community, while the one in Figure 2b represents a diode with σ 13 nm, which corresponds to what can be typically found in low cost SLDs.
Two different samples have been studied using this computational model: a glass rod filled with sucrose solutions at different concentration and part of a myelinated nerve made of one single fascicles of axons (e.g. xenopus' laevis sciatic nerve). In both cases the refractive indexes of the different layers of the simulation domain are considered to be constant over the range of frequencies considered, therefore the only dispersion in the simulations is the numerical one which is due to the discrete nature of the FDTD grid.
Glass rod model
This model has been developed to obtain a result that could be easily verified experimentally. By changing the concentration of the water-sucrose solution inside the rods it is possible to obtain different values for its refractive index which can be computed using the BRIX scale [2] (one degree Brix is defined as 1 g of sucrose dissolved in 100 g of water). Figure 3 shows that, at low concentrations, the refractive index of the solution is directly proportional to the concentration of sugar in the solution. The data used to obtain this value have been obtained for a wavelength of 589.3 nm and it has been assumed that to obtain the data for a different wavelength it is possible to translate rigidly the curve so that the intercept corresponds to the refractive index of water at the chosen wavelength. In the case of λ = 850 nm, this results in the curve becoming n = m · o BR + n w@850nm , where m = 0.00145 and n w@850nm = 1.3290.
Nerve model
The top left panel of Figure 4 shows the structure of a nerve and its different layers, while the top right panel shows a cross section of the nerve considered for this study, the Xenopus laevis' sciatic nerve [1] . This specific nerve is widely used in neuroscientific applications due to being made of one single fascicles, property that allows for a clearer signal in both the electrical and, considering the lack of multiple interfaces between different fascicles, the optical measurements. The bottom panel shows the simulation domain considered for the nerve model. It is a domain of 100 × 17µm 2 of which the first half is made of water and the second of the nerve and its fibres. In the Xenopus laevis' sciatic nerve the outermost layer is a combination of perineurium and loose epineurium which are both dense connective tissue containing collagen fibrils, elastic fibres, small blood vessels and a variable amount of fat. This is modelled as a region (n = 1.4) that contains three smaller regions (n = 1.41) representing elastic fibres. Enclosed by the connective tissue layers are the axon fibres (n = 1.338 and n = 1.338 · (1 − 10 −6 ) for the inactive and active fibres respectively) which are surrounded by myelin sheath (n = 1.4) and endoneurium tissue (n = 1.335). Since the time an electromagnetic wave needs to travel a few centimetres in air and water is on the nanosecond scale, it is possible to simulate the scattering change undergone by neurons by running different simulations changing discretely the value of the refractive index of the sample.
Post-processing
As mentioned earlier, we have decided to remove from the simulation domain the whole splitter/combiner part and to obtain the interference between the reference and sample arms using an external software (Matlab R2017a). The FDTD simulations output the amplitude of the electric field in a preselected point every ten time steps. For each of the saved steps the signals obtained from the nerve and mirror simulations are summed and squared to obtain the intensity interference pattern ( Figure 5 shows different stages of the process). The OCT signal is then computed as the envelope of the interference pattern.
As this is a time domain simulation, each step in time corresponds to a spatial step and therefore the signal as a function of time can be converted in a signal as a function of tissue depth. Table 1 shows the parameters used in the simulations reported in this paper. The simulations have been run with the two pulse lengths shown in Figure 2 for both models. After being post-processed, the signal assumes its final form where -depending on the resolution -it is possible to distinguish the different interfaces. The difference in resolution is visible by comparing Figure 7 and Figure 8 , obtained using the shorter and longer pulse respectively. Figure 6 shows snapshots of the electric field amplitude taken at different times during the simulation.
Results
The top panel of Figure 9 shows the OCT signal obtained for the glass rod model with a water-sucrose solution at 0.1%, the first peak being the result of the interface between water and glass and the second one between glass and solution. The other panels in the figure show the difference between the signal obtained from different concentrations (0.1%, 0.01% and 0.001% respectively) and pure water. 
Discussion and conclusions
The simulation of the studied region of the nerve has given the expected results: in Figure 7 , top panel, it is possible to see how the simulated OCT signal allows to distinguish between all the different regions of the nerve: first the interface between the Ringer solution layer and the nerve surface, the three elastic fibres inside the epineurium and the beginning of the nerve fibres region. In this last region the fibres cannot be detected at a single level because of resolution limitations (both in the axial and transverse directions). In the bottom panel the signal obtained from the simulation representing the active nerve has been subtracted to the one obtained from the simulation representing inactive nerve. It is clearly visible that the signal from the part of the nerves which refractive index is common to both simulations cancels perfectly, leaving only a signal in the axon part. The same thing can be noticed in the bottom panel of Figure 8 , but in this case the resolution of the scan is lower. A water-sucrose solution at the 0.01% appears to be a good approximation of the active nerve and an experiment has been planned to test the results obtained by the model before going into ex-vivo studies of the nerve. Figure 10 shows the transmission coefficient obtained for the interface water-glass in the simulations. The theoretical result, in absence of dispersion, is constant over the range of wavelengths considered; the simulated result is not perfectly compatible with the theoretical one and this is due to the unavoidable numerical dispersion that is intrinsic in the discreteness of the FDTD. There are various techniques that can be implemented to reduce the error introduced by the numerical dispersion, such as using a finer grid and implementing a fourth order approximation for Maxwell's equations.
The data obtained from the simulations, after post processing, provide an A-Line OCT scan. To obtain a B-scan it would be possible to create multiple simulation domains corresponding to contiguous part of the tissue considered and run a simulation for each of them. While it is true that splitting the simulation domain -instead of having a domain that comprises the whole sample -would result in an underestimation of the noise coming from scattering inside the bigger domain, it is also true that for biological tissues at near infra-red wavelengths light experiences primarily forward scattering [17] . Since multiple simulations can be run at the same time, this would allow for a remarkable reduction in computational time even for 3D images.
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