Abstract-Among the different classes of coding techniques proposed in literature, predictive schemes have proven their outstanding performance in near-lossless compression. However, these schemes are incapable of providing embedded -oriented compression, or, at most, provide a very limited number of potential bit-stream truncation points. We propose a new multidimensional wavelet-based -constrained scalable coding framework that generates a fully embedded -oriented bit stream and that retains the coding performance and all the scalability options of state-of-the-art 2 -oriented wavelet codecs. Moreover, our codec instantiation of the proposed framework clearly outperforms JPEG2000 in coding sense.
Earth disc represent 266 Mb every 15 min for Meteosat Second Generation), makes "traditional" near-lossless compression insufficient. New functionalities are needed, such as the possibility of progressively transmitting and decoding information up to a wide range of distortion bounds, combined for instance with resolution-scalable decoding and thumbnail tele-browsing capabilities.
A practical application example providing these functionalities is that of the Climate Monitoring Satellite Application Facility (CM-SAF) program of the European Organization for the Exploitation of Meteorological Satellites (EUMETSAT) [3] . The research work described in this paper has been performed under this program. In this space-imaging environment, the input data that is retrieved from the Meteosat Second-Generation satellites represents physical measurements that get their interpretation from a quantitative analysis. Hence, such type of application critically requires -oriented compression, rather than -oriented. Furthermore, the data is made available to end-users, which can ask for compressed data corresponding to different distortion bounds, given various financial or application requirements criteria. It is clear then that in this context, embedded -oriented compression is preferred over storing multiple nonscalable bit streams compressed at different distortions. Finally, thumbnail tele-browsing capabilities enable fast data-access and improve the interaction with end-users. We can then conclude that embedded -oriented compression functionalities that are similar in nature to those already available in scalable frameworks are imposed by some of today's modern applications.
We should point out here that, throughout this paper, the terminology "
-scalability" will refer to an embedded bit stream that is optimized with respect to the norm; the bit stream can be progressively decoded at a given set of successive truncation points, wherein the obtained distortions are a priori known (i.e., before decoding actually occurs). Furthermore, we also introduce the terminology of "full scalability", so as to differentiate between: 1) allowing for a large number of truncation points and a broad range of user-defined distortion targets and 2) providing only a limited number of distortions that are predefined at encode time, i.e., as in [8] .
Several approaches have been proposed in literature for nearlossless compression, the most simple of these being that of -oriented prequantization of the image followed by lossless coding. Coders operating in the spatial domain, and in particular predictive coders, have proven their outstanding success in near-lossless compression. Indeed, image coding techniques based on a predictive approach process image pixels in some fixed and predetermined order, modeling the intensity of each pixel as dependent on the intensity values at a fixed and predetermined neighborhood of previously visited pixels. Thus, such techniques form predictions and model the prediction error based solely on local information, providing in this sense an attractive framework for -oriented compression. Many excellent coders from this family can be enumerated here, starting with the early work of Chen and Ramabadran [4] , in which differential pulse-code modulation (DPCM) coding and two types of uniform scalar quantizers are used so as to ensure that the distortion is not greater than one. Ke and Marcellin [5] have extended the concept by generalizing toward any discrete distortion value and incorporating entropy-minimization of the quantized prediction errors. Wu et al. have proposed a modification [6] of the already established lossless CALIC [1] so as to support near-lossless compression. In a later publication [7] , they describe an augmented codec in which they correct the prediction biases caused by the quantization of the prediction residues. The work of Avcibas et al. [8] introduces for the first time the concept of scalability, and in this sense proposes a successive refinement of the support of the probability density function in each pixel, until each pixel has been losslessly decoded.
In general, the spatial-domain approach is a natural choice for near-lossless coding, which explains that the majority of papers describe spatial-domain methods. However, alternatives exist. Karray et al. investigate in [9] the potential of near-lossless coding in a filterbank framework, in which the distortion criteria are defined probabilistically with the aid of confidence intervals. A unification of the transform and predictive approaches has been proposed by Ansari et al. in [10] , including the design of a hybrid, partially embedded two-layer scheme, consisting of a lossy base-layer (encoded using a embedded wavelet-based technique), followed by a near-lossless refinement layer (encoded using a predictive-based technique).
Nonetheless, while these schemes are state-of-the-art and provide near-lossless solutions ranging from spatial to transform-based approaches, they are either not capable or not designed to support -scalability, or, at most, provide a very limited number of potential bit-stream truncation points, such as the codec of [8] . Furthermore, although the spatial-domain approach in particular has demonstrated its success in near-lossless compression, it leaves little room for scalability, its very nature significantly limiting the capability of providing progressive decoding over a large range of reconstruction-error values.
In contrast to conventional spatial-domain -oriented coding, we investigate in this paper a completely different, transform-based solution for full scalability. In this sense, the paper overviews some of our recent findings in the field and proposes a new multidimensional wavelet-based -oriented scalable coding framework that provides a high number of bit-stream truncation points-and inherently a large range of potential reconstruction error values-while preserving all the functionalities of -oriented wavelet-based compression schemes. Additionally, our codec instantiation of the proposed framework outperforms JPEG2000 in terms of coding performance.
The paper is organized as follows. The proposed framework for scalable -oriented compression is described in Section II-a novel quasi-generic multidimensional scheme is introduced, together with new, more accurate -distortion estimators for the possible bit-stream truncation points. A codec instantiation of the framework is described in Section III, while experimental results and comparisons against spatial and wavelet-based codecs are given in Section IV. We discuss our approach and coding results in Section V, extending our comments to a broader perspective (i.e., a comparison of the spatial versus the transform-based approaches), and finally drawing some conclusions. Note that throughout the paper, we will employ the term MAXAD for the distortion, by which we refer to the Maximum Absolute Difference between the original and the reconstructed signal samples.
II. SCALABLE -ORIENTED COMPRESSION FRAMEWORK

A. Smallest Upper Bound of the MAXAD
Predictive schemes provide an excellent basis for -oriented compression, in that processing is done directly in the spatial domain: thus, a simple yet effective quantization of the prediction residues immediately ensures the near-lossless functionality. On the other hand, transform-based schemes offer no such advantage: "useful" properties, such as the Parseval theorem that is applicable to orthogonal transforms, have no correspondent for the norm. The problem extends even further, as in fact there appears to be no clear link between the distortion (the MAXAD) in the signal domain and a suitable distortion measure in the transform domain [10] . Even so, it was shown in the context of filterbank image coding [9] , and later in the context of the lifting-based wavelet transform [11] , that an upper bound can be established on the MAXAD in terms of the transform-domain subband quantization bin sizes. In this section, we will generalize the result of [11] to any dimension of any (noninteger) lifting-based wavelet transform and extend it by incorporating embedded subband scalar quantizers. Moreover, we show that the result represents the smallest upper bound of the MAXAD.
In image coding, the major difficulty one encounters when operating with the classical two-dimensional (2-D) inverse lifting-based wavelet transform [12] is that the individual contribution of each wavelet subband to the reconstructed signal is lost when passing from the wavelet to the spatial domain. This occurs due to the intermediate addition operations of the even and odd reconstructed signal samples, performed in each inverse one-dimensional (1-D) lifting-scheme block. However, it has been shown in [11] that the lifting-based wavelet transform can be re-defined such that in two dimensions the inverse transform leads to a separation of the output into classes of samples-i.e., , where , define the coordinates of the pixel within the image, and -which are then added together so as to reconstruct the input signal. This approach can be extended to an -dimensional signal , leading to a separation of the output into sample classes. Let us consider a one-level wavelet decomposition and denote one such sample as , where is a vector containing the coordinates of the signal sample within the reference system of ; , , where is the length of along dimension and is the integer part; the sample class is defined by the vector , where . In one dimension, given , for any (i.e., ) and wavelet subband (i.e., low-pass or high-pass), let denote the filter mask for , i.e., the 1-D array of wavelet coefficients of subband that are necessary in order to reconstruct -see [2] for various 1-D wavelet filter mask examples. For an -dimensional signal , this mask becomes an -dimensional array of wavelet coefficients , where and , . The vector depends on the sample class , as will be further explained; however, for the sake of simplifying notations, this dependency is further omitted. Each element of has the bounds , i.e., the array has the length along every dimension . The limits , depend on the wavelet transform employed, the output sample class and the wavelet subband. A graphical illustration of these notations is given in Fig. 1 , for (see also [11] , [13] ). In this figure, the coordinate system refers to each individual subband, the origin (0,0) being located in the lower-left corner of the subband. The small rectangle within each such wavelet subband delimits the set of wavelet coefficients , i.e., the matrix , given the fixed subband coordinate vector and the fixed sample class vector . The coordinate system refers to the position of a wavelet coefficient within the matrix . It can be noticed that the origin is located approximately in the center of the internal space of the matrix , rather than on the boundary; thus, the limits and always obey the conditions , respectively, . This implies that given some fixed , , , the wavelet coefficients belonging to do not follow the conventional indexing of the elements of a matrix.
Also, again in 1-D, for every filter mask , let be the corresponding 1-D weight array that contains the even/odd (depending on ) components of the low-pass/high-pass (depending on ) synthesis filter. For an -dimensional signal , this vector can be generalized to an -dimensional weight array , in which the elements are derived from the prediction and update coefficients of the lifting-based wavelet transform. Due to the conditions imposed upon and , the indexing of the elements of follows the same rules as those detailed for . For , we illustrate two examples of the weight arrays , for the case of the (4,4) symmetrical biorthogonal transform [14] . A representation is given in Fig. 2(a) for , , and , respectively, in Fig. 2(b) for , , and . Examples for other transforms can be found in [11] , for . Given a predefined scanning order, any -array can be written as a vector, and, for computational purposes, we will make the notations and , by which we refer to the column vector representations of and respectively. By generalizing the findings of [11] , for every given sample-class , one can write any signal sample as (1) where is the total number of subbands and is the inner product of two vectors; subband numbering commences with for the lowest frequency subband. We construct the column vector of all the signal samples , i.e., over all . Furthermore, we construct the block diagonal matrix , where is the matrix direct sum and is the transpose of a vector, i.e., contains the vectors on its main diagonal. Finally, we define the block matrix as a block column vector whose elements are the column vectors . Relation (1) can now be written as (2) In order to achieve scalability in sense, the wavelet subband coefficients are fed into embedded scalar quantizers. At the decoder side, approximated versions of the coefficients are reconstructed; hence, using relation (2), the reconstructed sample vector can be written as (3) where we define the block matrix in the same manner as ; represent the subband vectors that contain the reconstructed wavelet coefficients.
From the definitions of the and norms of a matrix (denoted as and , respectively), and using the fact that is a block diagonal matrix, it can easily be shown that (4) Let us denote by the vector that maximizes relation (4)
The following holds. Lemma 1: For all , , there exists a common vector solution of (5).
Corollary 1: For any -dimensional lifting-based wavelet transform, one can ensure that . The proofs of Lemma 1 and Corollary 1 are given in the Appendix. Based on these findings, we derive in the following the smallest upper bound of the MAXAD. For every wavelet subband , we consider the family of embedded deadzone uniform scalar quantizers , in which every source sample is quantized to [15] if otherwise (6) where , determines the width of the deadzone, and represents the number of discarded BPs. We restrict ourselves to the range of interest , i.e., embedded deadzone quantizers possessing a deadzone bin size that is larger or equal to the other bin-sizes. For one level of decomposition, let denote the quantization bin employed in subband , as defined in (6) . For levels of decomposition, let denote the quantization bin in a subband located at decomposition level . Finally, let , where is a scalar. Using (4) and lemma 1, it is evident that ; moreover, from corollary 1, it follows that . From (2) and (3), it is evident that the MAXAD can be written as . The following then holds. Theorem 1: For one level of decomposition, the smallest upper bound of the MAXAD is given by
The proof is given in the Appendix. By writing theorem 1 recurrently, i.e., for the lowest frequency subband at decomposition level and the new subbands that would be created if an additional level is constructed, the following can be derived.
Theorem 2: For levels of decomposition, the smallest upper bound of the MAXAD is given by (8)
B. Optimal Embedded -Constrained Scalar Quantization
As stated in Section II-A, for every subband , the wavelet subband coefficients are fed into the embedded deadzone uniform scalar quantizers defined in (6) . Also, it can be noted that expression (8) is applicable to any instantiation of the quantizer family . In this section, we will derive the embedded subband quantizer family instantiations that are optimal in the -distortion versus rate (D-R) sense. As shown in [2] and [15] [16] [17] , the distribution of the wavelet coefficients in the detail subbands can be accurately modelled using a "generalized Gaussian" density function. Under this model assumption, the following holds [18] .
Theorem 3: The output entropy of any embedded subband quantizer is given by (9) where is the differential entropy of the source variable , is the regularized Gamma function with , , determines the shape of the distribution, is the subband standard deviation, and is the Gamma function. In theorem 2, the notation was used to denote the quantization bin in subband , located at decomposition level . For ease in presentation, from now on, we will combine the two parameters , , and refer instead to , , where is the total number of subbands resulting from levels of decomposition, i.e., ; in addition, we make the notation , where , . We will also refer hereafter to the concept of an arbitrary BP of a single subband [subband bit plane (SBP)], respectively, a complete BP, i.e., the set comprising the same BP of all subbands.
We propose a discrete embedded model (DEM) that describes the rate-distortion (R-D) behavior at the end of each BP, respectively, SBP [18] . Using the above notations, the bound of (8) (which we will now denote as ), respectively, the total rate can be written at the end of a BP as and (10) where is the rate corresponding to a subband having discarded SBPs [i.e., as given by (9)], and is the relative size of . At the end of a SBP which does not coincide with the end of a BP, one does not have the same number of discarded BPs for all subbands (i.e., some subbands will have , while others ). Hence, at the end of any SBP, relations (10) should be refined to (11) where and the notation refers to a raster scan numbering of the subbands, starting with for the lowest frequency. Finally, notice that and . For any , we optimize the highest-rate quantizers by solving the distortion-rate (D-R) optimization problem of minimizing the rate given a MAXAD smallest upper bound constraint ; the set of solutions are computed using a Lagrangian optimization technique. For , the highest-rate quantizers are uniform quantizers, and it can easily be shown [18] that the system leads to the solutions . However, for any other , i.e., , the system becomes intractable [18] . Analytic approximations of the solutions have been proposed in [18] , and it has been shown that these approximations are highly accurate with respect to the real solutions, i.e., as computed using a sequential quadratic programming numerical optimization technique [19] .
For every , the DEM is fully described by (10) and (11), where ; validation results with respect to a large set of experimental R-D data can be found in [18] , [20] . Nonetheless, it was shown in [18] and [20] that the utility of this model is rather limited, in that its discrete nature does not allow for a comparison in terms of the continuous variable . As such, a continuous approximation of the DEM was proposed in [18] , which is based on the unification of the expressions of and (with ), and which we will denote here as the continuous embedded model (CEM) (12) This operational rate-distortion function (RDF) is a continuous function of the MAXAD smallest upper bound , given any . Moreover, the function passes through all the R-D points of the DEM, and gives the trend-line behavior of the points . The validation of the CEM with respect to experimental R-D data, together with an extensive discussion of the model, can be found in [18] , [20] . The behavior of the CEM with respect to varying model parameters, i.e., the deadzone parameter and the number of wavelet decomposition levels , has been discussed in [20] . Finally, it can be noticed that the RDF (12) can be written as , i.e., as a function of the variable , given a fixed . Using this observation, the following holds [18] .
Theorem 4: for any fixed , . Using theorem 4, it results that for every wavelet subband , the optimal embedded-quantizer family instantiation with respect to the norm is . Moreover, as a result of the monotonically decreasing nature of the function , we have that for any , i.e., for any given , the total rate increases as the size of the quantizer dead-zone increases. These findings come as an important conclusion, in that embedded double-sized dead-zone quantizers (i.e., for which ) have been shown to provide the best performance in -oriented wavelet-based coding schemes [15] , while the analysis performed here indicates that should be employed in an -oriented coding framework.
C. Performance Penalty of Embedded -Oriented Quantizers
In Section II-B, we have shown how to derive embedded subband quantizers that are optimal in the MAXAD versus rate sense. In this section, we will discuss the price associated to -oriented scalability, which we will express as the performance penalty ratio , where denotes the MAXAD obtained using the embedded quantizers operating at a certain rate, respectively, is the MAXAD corresponding to optimal fixed -oriented quantizers that operate at the same rate.
With the above notations, the following holds. Theorem 5: At the end of any BP, the performance penalty incurred by the embedded quantizers over optimal fixed -oriented quantizers that operate at the same rate is bounded by . The proof is given in the Appendix. Using theorem 5, we can conclude that, for any BP , the embedded -oriented quantizers inherently introduce an performance penalty , if compared to their fixed counterparts that operate at the same rate; furthermore, at the limit, this penalty will be at most . In fact, similar findings have been recently reported in [21] , in which,-though the authors' setup refers directly to quantizers, and does not include a wavelet transform-it is shown that embedded -oriented quantizers incur an average performance penalty of over fixed quantizers, when the distortion has been averaged over all refinement levels.
D. Signal-Dependent Quantizer Refinement
We have shown (see the proof of theorem 1, for one level of decomposition) that the smallest upper bound of the MAXAD is attained if and only if the quantization errors in every subband satisfy: a) and b)
; similar conditions can be derived for the bound given by theorem 2, for levels of decomposition. Note that condition b) should be satisfied for both and (see (10) and (11) with ), while condition a) holds only for and should be refined for t for for (13) The main drawback of operating with and in a practical coding system is the fact that conditions a) and b) have a low probability of occurrence. Nevertheless, one cannot exclude them, as they represent the worst-case MAXAD scenario, i.e., there exists a nonzero probability that the MAXAD obtained in practice will still reach these smallest upper bounds. Moreover, the optimized quantizers are signal independent, i.e., the optimal bin size solutions depend only on the wavelet transform employed (through the parameter ), the relative size of the subband , and the MAXAD constraint . As a result, 1) in reality the obtained MAXADs generally have smaller values than estimated, oscillating around half the value of their smallest upper bounds or , and 2) the bit rates corresponding to the embedded quantizers are too high to be of practical interest. From 2), it follows that significant coding gains can be achieved if were to be adapted to the statistics of the wavelet coefficients, rather than to . Such an optimization approach, i.e., by which the quantizers are optimized given some knowledge of the input signal, is explained in the following.
Let us denote by the random variable (RV) the error contribution of subband to the total signal domain reconstruction error. The subbands , , are assumed to have been quantized with the highest-rate embedded quantizers . It has been shown in [9] , [11] that the total error has a Gaussian distribution. Moreover, similar findings have been reported for [11] , and let then be the standard deviation of . As the highest-rate quantizers are uniform quantizers, it can be easily shown that a scaling of the bin sizes with a factor , yielding the new bin sizes , will lead to a scaling of the standard deviations with the same factor, i.e., to the new values [11] . Let us denote these scaled subband error contributions by . Since is Gaussian distributed, it is clear that follows similar statistics. Hence, the probability that the variate takes a value in a given interval can be written using the error function , respectively, the inverse error function , as
By replacing the analytic solutions in the expression of , we obtain (15) From (15), it follows that the optimal MAXAD smallest upper bound contribution of each wavelet subband to the total bound is given by the term (see the Lagrangian optimization problem). Taking and in (14) , and using the notation , it results that the scaling factor is given by (16) Additionally, the scaling factors should be chosen so as to guarantee that the absolute errors in each subband are at most equal to . This implies that in (16) , one should take the probability as being asymptotically , for which a value is already a good approximation. The scaling algorithm presented here has the benefit that it is computationally very simple. The scaling factors (16) are independently optimal for every subband, due to the fact that for every . Nonetheless, this does not necessarily imply that have been optimally selected with respect to the total reconstruction error, i.e., in general one obtains the strict inequality , where is the standard deviation of the scaled total reconstruction error . Hence, it would be preferable to employ a scaling algorithm that (also) takes into account the first-order statistics of , rather than solely those of , . As such, let us denote by the RV the cumulated per-subband error contributions (17) where and . For , relation (17) gives the error contribution of the lowest-frequency subband , while for we obtain the total reconstruction error. Also, let denote the relative size of the cumulated subbands. Since is , it follows that is ; similar reasoning can be applied for the scaled versions and . The scaling algorithm is applied as illustrated in Fig. 3 . By solving it recurrently for , , it can be shown that the subband scaling factors are given by [20] (18) The full derivation of (18) is given in the Appendix. By using (18) and replacing in (11) the bins with their scaled versions , we obtain the expression of the MAXAD smallest upper bound at the end of each SBP, when the refined quantizers , are employed.
We illustrate in Fig. 4 the R-D results obtained on the Lena image before and after refinement (i.e., using , respectively, ), with our codec instantiation of the proposed scalable -oriented framework. Thus, we plot for each case the obtained MAXAD (denoted as , respectively, ) versus rate curve, together with the MAXAD smallest upper bound (i.e., , respectively, ) versus rate curve. It can be seen from this figure that, in terms of coding performance at highest rate, the signal-dependent embedded quantizers clearly outperform their signal-independent counterparts: for the common target
, we obtain the rate bpp for , respectively, bpp for . At high rates (i.e., down to ) the obtained MAXAD performance of the two quantizer families indicates slight gains of over : For instance, at , one has , while at , we have . At low rates this difference increases, i.e., and at a common . Thus, the versus rate results of Fig. 4 indicate that the refined quantizers outperform for the entire range of bit rates; moreover, at the lowest MAXAD point , this superiority is unquestionable.
E.
Distortion Estimators While the compression results of Fig. 4 is the quantizer bin of the refined quantizer , any quantizer is a dead-zone uniform quantizer for which the size of the dead-zone bin is given by , respectively, all the other bins are given by . Let us denote by the probability that the wavelet coefficients of subband fall in the dead-zone bin, if quantized with . The probability that the coefficients are quantized to other bins will then be . Also, let us make the notation , and let be the standard deviation corresponding to the nonrefined highest-rate quantizer . The following then hold.
Lemma 2:
Theorem 6: For every bit-stream truncation point at the end of a SBP, a signal-dependent MAXAD estimator can be derived as (19) The proofs of lemma 2 and theorem 6 are given in the Appendix.
We illustrate in Fig. 5 for the Lena image, the rate versus curve, the rate versus curve, and the rate versus curve. It can be noticed from this figure that the proposed signal-dependent estimator outperforms by far the initially proposed signal-independent measure , and, moreover, provides an excellent approximation of , for a wide range of low to high MAXADs. At very high MAXAD values (i.e., at , for which already ), the accuracy decreases. Indeed, the estimator is based on first-order signal statistics, and setting the probability in (19) and (39), ensures that 1)
, and 2) gives a very good approximation of for rates in which (31) is valid. The explanation for these statements lies in the fact that (39) makes the assumption that the (obtained) total reconstruction error follows a Gaussian distribution, which is correct provided that high-resolution theory assumptions apply. Hence, setting implies that the solution will always be ; moreover, for an ideal Gaussian, one would actually obtain that . At low rates, high-resolution assumptions fail and one no longer has a "true" Gaussian, leading to the situation that slightly over-evaluates .
III. CODEC INSTANTIATION OF THE PROPOSED FRAMEWORK
Our codec instantiation of the proposed scalable -oriented framework follows the classical architecture of a wavelet-based codec, i.e., a wavelet transform, followed by quantization, then the quantized coefficients are encoded to a set of symbols, and finally entropy coding. For the transform module, any -dimensional (noninteger) lifting-based wavelet transform can be employed; in particular, we have used the (4,4) wavelet transform [14] . Furthermore, the fixed-rate version of our scheme, entitled fixed-rate wavelet-based MAXAD-oriented compression scheme (F-WMC), employs uniform scalar quantizers optimized for the target, user-defined MAXAD, while the embedded version of it, entitled embedded wavelet-based MAXAD-oriented compression scheme (E-WMC), employs the optimal refined embedded quantizers of Section II-D. More specifically, in the latter case, we first derive signal-independent embedded quantizers , for which the highest-rate quantizers are optimized with respect to a lowest admissible MAXAD value (for integer-valued signals one should take ). By computing scaling factors , from we obtain the set of refined quantizers that yield superior coding performance. For F-WMC the procedure is similar, except denotes the desired, user-defined MAXAD, and the quantizers are no longer embedded. Finally, for the (lossless) encoding of the quantized wavelet coefficients, we have used the quadtree-limited (QT-L) codec of [22] for the instantiation , respectively, the 3-D QT-L codec of [22] , [23] for the case . Note that, in comparison to F-WMC, the embedded codec contains an additional step in which, for any user-desired MAXAD, among the set of allowed bit-stream truncation points, we compute-through the use of MAXAD estimators -a D-R optimal point . 
IV. EXPERIMENTAL RESULTS
We illustrate in Table I the compression bit rates achieved on a set of standard test images for the desired MAXAD values and . We compare the results obtained using our proposed F-WMC scheme against those obtained by the CALIC scheme of Wu et al. [6] , the -oriented CALIC (CALIC Linf) of Wu and Bao [7] , the progressive lossless/near-lossless coding scheme (PLNL) of Avcibas et al. [8] , and the near-lossless coding scheme (NLC) of Ansari et al. [10] . The results for PLNL, as reproduced from [8] , refer to fixed coding only. Hence, notice that all the state-of-the-art near-lossless codecs reported in Table I operate as fixed -oriented coders. To the best of the authors' knowledge, there are no compression schemes available in the literature that provide scalable -oriented functionalities, with the exception of the work of Avcibas et al. [8] , for which no embedded results have been reported. Hence, we compare our proposed E-WMC scheme with embedded schemes belonging to the same wavelet-based family, namely, JPEG2000 [15] for image coding and the 3-D QT-L coder [22] , [23] for volumetric coding. Two sample sets of R-D results are illustrated in Fig. 6, for a) an aerial photo and b) a satellite image sequence. The and points of E-WMC have been reported, together with the R-D curves of a) JPEG2000 and b) 3-D QT-L. Extensive results for larger signal test sets are depicted in Fig. 7(a) and (b) , in which we illustrate the coding gain of E-WMC over a) JPEG2000 and b) 3-D QT-L, expressed in terms of the relative difference between the areas contained underneath the obtained MAXAD curves of E-WMC and those of JPEG2000 (3-D QT-L).
Finally, for the sake of completeness, we illustrate in Table II  the coding results obtained outstanding performance in near-lossless compression. However, these schemes are incapable of providing embedded -oriented compression, or, at most, provide a very limited number of potential bit-stream truncation points. In this paper, we have investigated an alternative solution to this problem, which, to the best of our knowledge, has not been tackled before in the literature. Thus, we have proposed a new wavelet-based -constrained scalable coding framework that generates a fully embedded -oriented bit stream, while retaining the coding performance and scalability options of the state-of-the-art -oriented wavelet codecs. In this sense, we have introduced a novel quasi-generic multidimensional scheme; the link between the spatial and transform domain distortions has been established; optimal subband quantizers have been designed, given some knowledge of the input signals, and the performance price paid for scalability has been derived; MAXAD distortion estimators have been computed, for all possible bit-stream truncation points; finally, a codec instantiation of the proposed framework has been employed for experimental comparisons with the state-of-the-art.
Comparisons with a wide variety of state-of-the-art -oriented coding schemes (i.e., ranging from pure spatial-based to hybrid codecs) indicate that in the context of fixed -oriented 2-D coding, the compression performance degrades as one goes from spatial toward a pure transform-based approach (see F-WMC versus NLC, respectively, versus CALIC, PLNL and CALIC Linf in Table I ). Additionally, if one were to (unfairly) compare the embedded E-WMC versus these fixed schemes, one would continue to notice a slight increase in this performance gap (for lack of space, the complete set of E-WMC curves have not been plotted here, except for "Lena" in Fig. 5 ). The explanation is three-fold. First, predictive schemes are intrinsically naturally compatible with -oriented compression, as processing is done directly in the spatial domain, making it easy to control the magnitudes of the prediction residues. On the other hand, due to the global nature of the transform, any wavelet-based scheme will suffer from the disadvantage that one must translate the criterion into a suitable distortion criterion in the transform domain. Moreover, this translation only allows for worst-case scenarios to be devised-i.e., signal-independent MAXAD smallest upper bounds-the use of which we have shown experimentally to have a negative impact on coding efficiency; alternatively, it can be noted that optimization of the subband quantizers given some knowledge of the signal's statistics leads to improved coding performance. Second, scalability comes at a price, and we have shown in Section II that, at the same rate, the embedded quantizers of E-WMC incur an unavoidable MAXAD penalty over those of F-WMC. And thirdly, the QT-L and 3-D QT-L schemes employed in our particular instantiation for the encoding of the quantized coefficients, though state-of-the-art, are designed for the norm. As such, it is expected that better context conditioning, specifically designed for our scenario, would further improve coding performance. Nevertheless, as a conclusion, the results of this paper, and even more so those of [9] , indicate that in fixed -oriented image coding, the transform-based approach remains uncompetitive in comparison to the spatial-domain approach.
However, the advantage of using a wavelet transform is that it provides a natural framework for embedded coding. In this sense, our coding framework provides a functionality that predictive schemes either completely lack, or at best, offer a very reduced version of, namely full -oriented scalable coding. Moreover, the proposed framework is designed for multidimensional input signals, and can be used in conjunction with any noninteger lifting-based wavelet transform and any available state-of-the-art coding scheme for the encoding of the wavelet coefficients. The embedded scheme could be improved even further, in the sense that the dyadically-distributed bit-stream truncation points (see Fig. 6 )-which occur due to the dyadic nature of the wavelet transform-can be uniformly distributed through the use of wavelet-packet decompositions.
Finally, we have compared our codec instantiation of the proposed framework with state-of-the-art compression schemes that belong to the same scalable wavelet-based family of codecs. We can conclude that the proposed codec outperforms, in both fixed and embedded coding, the wavelet-based current standard in image compression, namely JPEG2000, and, respectively, the state-of-the-art wavelet-based 3-D QT-L scheme (see Fig. 7 and Table II) . Finally, our -scalable framework is constructed on top of the classical architecture of a wavelet-based codec, and, as such, possibly proposes a minimum-overhead solution for embedded -oriented functionalities within JPEG2000.
APPENDIX
Proof of Lemma 1 and Corollary 1:
It is obvious that for any , the solution of (5) exists but is not necessarily unique. Consider now and one level of decomposition. It is clear then that and , i.e., . For each , , we have the solutions or . The following cases can then be defined as follows. a) If all four norms of (5) are equal, then exists but is not unique. b) If, for every , there exists a common for which , where is the complement of , , then exists and is furthermore unique, i.e., . c) Finally, we have the situation in which the solutions of (5) are of the form and , for . In this context, for a given wavelet transform, let be the analysis polyphase matrix and the corresponding synthesis dual polyphase matrix. It has been shown that both the polyphase and the dual polyphase matrices can be decomposed in a finite number of lifting steps [14] . However, for the same wavelet transform, the rows and the columns in these matrices can be permuted, while ensuring that the perfect reconstruction condition is still met and the matrix determinants remain monomials in [14] . This technique allows us to derive a new lifting decomposition for , and implicitly new expressions for the norms , for which there exists a global solution for . Moreover, careful construction of the dual polyphase matrix permits us to actually choose the desired solution . Following a similar reasoning, a global solution can be found for higher dimensions . Moreover, if is a dual polyphase matrix corresponding to an -dimensional synthesis filter-bank, by permuting the rows of this matrix, one can ensure that for any . Examples of such constructions can be found in [20] for some of the more popular wavelet transforms, for and . Proof of Theorem 1: Using (2) and (3), we can write (20) Due to the manner in which we constructed the block matrices , i.e., taking into account the fact that and are column vectors, it can be easily shown that (21) Observing that for any quantizer with , the largest bin size is the size of the dead zone, the smallest upper bounds of the absolute errors of the subband coefficients are given by (22) From (21) and (22) , it follows that: (23) Using the notation , we can derive an upper bound for (20) (24) Relation (24) gives us the smallest upper bound of the MAXAD over all admissible values of , i.e.,
. Denote by the quantization errors in every subband , written as , where and are elements of the original and reconstructed wavelet coefficients arrays and respectively. Indeed, one has equality in relation (24) if and only if a) for any , the quantization errors in every subband must only take values , i.e., the modulus of every element of the difference array has the same value, and b) for every , the errors and the corresponding weights they are multiplied with ( is an element of the weight array ) must have the same sign, i.e., .
Proof of Theorem 5:
Let denote the MAXAD at which the highest-rate quantizers of the embedded family have been optimized. By replacing the solutions in of (10), it follows that at the end of any BP, the MAXAD bound of can be written as ; similar reasoning applies for the corresponding rate . Also, it is clear from Section II-B that the optimal fixed -oriented scalar quantizers are uniform, and, if optimized with respect to a target MAXAD , would possess quantization bin sizes ; moreover, by replacing these bin sizes in (10) and setting , one easily obtains the corresponding rate . Now, let : Using the fact that , a simple calculus exercise will immediately lead to the following ratio:
(25)
For
, it is clear that . Furthermore, for any , it is known that , and , i.e., is a positive, strictly decreasing function on , such that [18] . Hence, for any , and using the fact that , (see theorem 3), respectively, and , it follows from (25) that the ratio is bounded by . Proof of Equation (18) : From (15), it follows that the optimal MAXAD smallest upper bound contribution of the cumulated wavelet subbands to the total bound is given by . Relation (16) can then be written in this case as (26) From the pseudo-code of Fig. 3 and in view of the central limit theorem [24] , the standard deviation of can be written recursively as (27) where and the starting value is given by . Combining (26) and (27), it follows that the scaling factor can be written as (29), and using the definition of the relative size , (18) follows immediately.
Proof of Lemma 2: Let be a RV denoting the error contribution of subband , which has been quantized with the refined quantizer . From (2) and (3), it follows that each can be written as a linear combination of quantization errors
where are the weight factors that depend on the wavelet transform. Given that are uniformly distributed on the interval , respectively, the interval , we can write their means as , and their variances as
Using (31) and the fact that the RVs and are uncorrelated, the mean of is written as , respectively, the variance is given by (32)
Notice that for , this yields the variance
Application of the scaling factor leads to . From (32) and (33), and using the definition of , it follows that . Proof of Theorem 6: Let be a RV denoting the total reconstruction error at the end of a BP . As is a cumulation of subband error contributions , we can write
We have shown previously that is . Denoting by the standard deviation of , it follows from the central limit theorem [24] that the distribution is . Moreover, can be written in terms of the standard deviations , as
Similarly, the total reconstruction error at the end of each SBP is written as (36) Hence, the standard deviation of is given by (37)
Using (35), (37) and lemma 2, it follows that:
Evidently, for , we have .
For every truncation point , we can derive a MAXAD estimator by solving (39)
Using (38) and solving (39) for , the theorem easily follows.
