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It is shown how a fairly general control problem, or programming 
problem, with constraints can be reduced to a special type of classical 
Bolza problem in the calculus of variations. Necessary conditions 
from the Bolza problem are translated into necessary conditions for 
optimal control. It is seen from these conditions that Pontryagin’s 
Maximum Principle is a translation of the usual Weierstrass cond- 
tion, and is applicable to a wider class of problems than that con- 
sidered by Pontryagin. The differentiability and continuity properties 
of the value of the control are established under reasonable hypotheses 
on the synthesis, and it is shown that the value satisfies the Hamilton- 
Jacobi equation. As a corollary we obtain a rigorous proof of a func- 
tional equation of Bellman that is \-alid for a much wider class of 
problems than heretofore. A sufficiency theorem for the synthesis 
of control is also given. 
I. INTRODUCTION 
A controlled, or programmed, system is one whose state at time t 
is represented by a real ,n-dimensional vector x(t) =- (xl(t), . . , P(t)) that 
is determined by a system of differential equations and initial conditions 
nx’ - = G’(f, x, u), at x’(t,) = x0&, I’= I,. . ., II, (1.1) 
where u = (u](t), . . . , P(t)). The m-dimensional vector u(t) is called the 
control function, or control, or the program for the system; it is usually 
required to satisfy constraints 
I?+, x, u) > 0, j= l,...,r. (1.“) 
The problem of optimal control, or the programming problem, is to choose 
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the control u(t) so as to bring the system from the given initial state to 
a terminal state (ti, xi), or one of a collection of terminal states {(t,, x,)}, 
in such a way as to minimize (or maximize) a functional 
where g is a function defined on the set of terminal states and the integral 
is evaluated along the solution of (1.1) corresponding to the choice of u(t). 
A more complete and precise statement of the problem will be given in 
Section II. 
It is generally recognized that in the absence of the constraints (1.2), 
control problems, as usually formulated, are special cases of the problem 
of Bolza in the calculus of variations. In attacking problems in which 
constraints of the form (1.2) are present, as well as constraints of the form f, 
I @(t, x, u) dt < Ck, k= l,...,K, 
to 
(14 
several avenues have been explored. One is the “Maximum Principle” 
developed by Pontryagin and his collaborators Boltyanski and Gam- 
krelidze [13] for problems of the following type. The constraints are 
independent of x and require u to lie in a closed set, the function g is 
absent, the terminal state xi is a prescribed vector, and the terminal 
time is arbitrary. An extension of the maximum principle to problems 
in which the time of termination t, is fixed, x1 is free, and g is a linear 
function of the coordinates was given by Rozonoer [14]. 
Another approach, which is formal and heuristic in character, is the 
dynamic programming argument of Bellman [I], who presents a func- 
tional equation that the value of the minimum as a function of initial 
position must satisfy. The terminal condition in this class of problems 
is t, fixed, and x1 free. Rozonoer [14] has rigorously established the 
validity of the functional equation presented by Bellman for those 
problems in this class in which g = ZF= i Ci xi(tJ. 
A different set of techniques has been used in dealing with linear 
systems (1.1). The problem of determining a control u(t), subject to the 
constraints /J(t) / < 1, i = 1,. . . , vn, that brings x(t) to 0 in minimum 
time was studied for systems with G” = Z,!‘= i aiid + Z7vz 1 b, d by 
Bushaw [5], Bellman, Glicksberg, and Gross [2], and Gamkrelidze [6]. 
The problem of determining u so as to minimize the time required for x(t) 
to hit a moving particle x(t) for linear systems in which aii and b;i are 
functions of time was studied by Krasovskii [8] and LaSalle [IO]. The 
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paper by LaSalle gives a brief survey of the other papers cited in this 
paragraph. Krasovskii [9] has considered the last problem for systems 
(1.1) of the form G” = f”(t, X) + bi(f),zb. 
In the first part of this paper we shall show how a fairly general 
control problem with constraints can be reduced to a special type of 
classical Bolza problem. Necessary conditions from the Bolza problem 
will be translated into necessary conditions for optimal control. These 
conditions give more information than the necessary conditions presented 
b!r the authors cited, and are applicable to wider classes of problems. 
For example, it will be seen that the Maximum Principle is a restatement 
of the \%‘eierstrass condition in the calculus of variations and is applicable 
to more general problems than those considered in [13] and [ld]. Results 
on “bang-bang” control can be derived from Corollaries 1 and 2 of The- 
orem 2. \\.e shall not develop this topic here, however. 
Theorem 2 of the present paper, which is the main theorem about 
the necessary conditions, was stated in slightly different form by 
Hestenes [7] in connection with aircraft climb problems, but was never 
published by him. Because of the relative unavailability of [7], we shall 
present the proof of Theorem 2. The constraint conditions of the present 
paper are slightly different from Hestenes’. \S’e also consider the case 
of discontinuous f, G’, and R", and give simple criteria for normality in 
a special class of problems. 
In the second part of the paper we study the function W(t, ?G), which 
is defined as the value of the minimum (or maximum) of (1.3) as a func- 
tion of initial position. We determine the differentiability properties 
of W under reasonable assumptions on the synthesis of control, and show 
that in its regions of differentiability the function It’ satisfies the 
Hamilton- Jacobi equation. By combining this equation with the LVeier- 
strass condition (or Maximum Principle), we can rigorously establish 
the functional equation of Bellman [l] and obtain a statement about 
its regions of validity for a very general class of problems. 
Our last theorem is a sufficiency theorem that is useful in syn- 
thesizing the control. This theorem is a variant of the standard suffi- 
ciency theorem in the calculus of variations. X similar theorem was 
stated by Breakwell [a]; his statement, however, needs an additional 
hypothesis to be valid and his proof is formal. 
We conclude our introductory remarks with the observation that 
problems in which constraints of the form (1.4) are present can be reduced 
to problems without these constraints by the introduction of new state 
lrariables and associated initial and terminal conditions as follows: 
&fk --. = 
Lit yk(k x, M), x”fk(t(J = 0, 
P + “(LJ < Ck, k = 1,. . .,I<. 
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II. NOTATION AND STATEMENT OF PROBLEM 
1,‘ector matrix notation will generally be used. Vectors and matrices 
will be denoted by single letters. Superscripts will be used to denote the 
components of a \:ector ; subscripts will be used to distinguish vectors. 
Vectors will be written as matrices consisting of either one row or one 
column. V$-e shall not use a transpose symbol to distinguish between the 
two usages, as it will be clear from the context how the vector is to be 
considered. If A is a matrix of m rows and it columns, x is an m-dimensional 
vector and y is an Fz-dimensional vector, then in the product xA, x must 
be a row matrix, and in the product Ay, y must be a column matrix. 
Thus we shall write the inner product of two vectors x and y simply as x>r; 
a quadratic form with matrix A we write as xAx. 
The operator (d/dt) will generally be denoted by a prime. Thus, the 
system (1.1) will be written as 
x’ = G(t, x, u), XV(j) = Xl’ (1.1) 
and the constraints (1.2) as R(t, x, U) > 0. (A vector is nonnegative if 
and only if every component is nonnegative.) If Z’(t, x, U) is a vector- 
valued function that is differentiable on a region Y of (t, x, u)-space, 
we denote the matrix of partial derivatives (3Zi/3xi) by 2,; the symbol 2, 
has similar meaning. For real valued functions .Z(t, X, u), the symbols 2, 
and Z,& represent vectors of partial derivatives. M:e denote the determinant 
of a square matrix A by / (A I/. 
Let 9 be a bounded region of (n + I)-dimensional (t, ,x) space and 
let @ be a region of m-dimensional u-space. Let Y = 9 x @. Let .Y 
be a manifold of class C”, of dimension fl < +a, lying in 8, and given 
parametrically by equations 
t = tl(a)‘ x = XI(~), (2.1) 
where g = (crl, . . . , op) ranges over an open cube 3“ in p-dimensional 
space. Points of 7 will henceforth be denoted as (tl, x1); we shall call 
Y the terminal manifold. Let f(t, x, U) be a real-valued function of class 
C” on 9, let g(o) be a real-valued function of class C” on X, and let 
the vector-valued functions G(t, x, u) = (Gl,. . . , G”) of (1.1) and 
R(f, x, ad) = (RI,. . .) R’) of (1.2) be class C” on 9’. Furthermore, let the 
constraint vector R satisfy the following constraint conditions. 
(i) If Y > m, then at each point of Y at most 
m components of R can vanish. (2.2) 
(ii) ,4t each point of 9 the matrix (iYRi/ad), where 
i ranges over those indices such that R”(t, x, u) = 0, 
andj= l,..., m, has maximum rank. 
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Consider the class of all functions 24 = 24(t) that are piecewise C“’ 
(i.e., each component fli of ,21 is piecewise continuous and has piecewise 
continuous first and second derivatives) on the closure of the projection 
of L on the f-axis, and whose range is contained in /)/. For each such II 
we can obtain a continuous solution of (1.1) that defines a curl-e .W’, 
with possible corners, in 9. Let .d be the subclass of this class of func- 
tions 21 with the following properties. (i) Th e cur\‘e I< is defined and is 
interior to Y for I, < f f t,, where (tr, x1) = (fl, .x(Q) is a point oi .T, 
and I< does not intersect .F for any t, < t c t,. (ii) Along li, the con- 
straints (1.2) are satisfied; i.e., R(t, x(t), U(L)) 3 0. The class .d, \vhich 
depends on (to, x0), is called the class of admissible controls. For a given 
(f,,, .r,,) it ma!. be void. 
The problem of optimal control is to find an element zt* F .r/ that 
minimizes (or maximizes) the functional 
I, 
J(M) = g(a) + 
c 
f(f, I, 11) df (2.3) 
over all z.1 E -4, where the integral is taken along the cur\‘e K corresponding 
to u, and o is the parameter value associated with (fl, x1) = (fl, x(fl)). 
For definiteness we shall henceforth assume that (2.3) is to be minimized. 
\I’e note that the problem of optimal control as presented here is 
equivalent to the problem in which R EE 0 or the problem in which i G 0. 
The equivalence of these problems can be shown by making transforma- 
tions similar to those used to show the equivalence of the problems of 
Rolza, Lagrange, and Mayer in the calculus of variations ([a], pp. 189-190). 
Let y = (yl,. . , JV”‘) be an m-dimensional \.ector. To the s;!xtem (1.1) 
adjoin the following system of differential equations 
\” = II, y(to) = 0. (3.1) 
The following problem of Bolza in ($1 + 7~ + 1)-dimensional (t, .Y, JF) 
space with differential inequalities as added side conditions is clearl!. 
equivalent to the problem of optimal control posed in Section II. 
Prohl~~ I. Find an arc (x(t), y(t)) that minimizes 
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in the class of arcs that are piecewise C”, that satisfy the differential 
equations 
G(t, x, y’) - x’ = 0, (3.3) 
the differential inequalities 
R(k x, Y’) 2 0, (3.4) 
and the end conditions 
where 7 = ($,. . ., q”). 
By means of a device used by Valentine in [El, we obtain the fol- 
lowing problem of Bolza, which has no inequality side conditions, and is 
equivalent to Problem I. 
Problem II. Find an arc (x(t), y(t), f(t)), where 6 = ([l,. . . , p), 
that minimizes (3.2) in the class of arcs that are piecewise C”, that satisfy 
the differential equations 
G(t, x, y’) - x’ = 0, 
w, x, Y’) - (Lg2 f 0, 
(3-C) 
and the end conditions (3.5) and 
W,) = 60 = 0, &,) = f1 = r, (3.7) 
where t = (ti,. . . , t’) , and (l’)” = ((51’)2, . . . , (Y’)2). 
Let u* E A?’ be an optimal control, let K* be the corresponding curve, 
and let x*(t) be the function defining K*, for to < t < t,. Let y*(t) denote 
the solution of (3.1) when u = u*. It follows from the preceding discus- 
sion that (x*(t), y*(t)) satisfies (3.3) - (3.5) and minimizes (3.2). Hence 
the arc defined by (x*(t), y*(l), E*(t)), where 
(E*(q’)2 = qt, x*, y*‘). 6*&J = 0, 
furnishes a minimum for Problem II. We denote this arc by K,*. We 
assert that at every element (x*, y*, f*, x*‘, y*‘, [*‘) of K,*, the equations 
(3.6) are independent; that is the matrix 
G,I -I 0 
%I 0 - 29 
(3.8) 
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has rank (M + Y) along &*, where I is the n-dimensional identity matris 
and 25 is an r x Y diagonal matrix with entries Z(c)’ on the diagonal, 
i- l,...,Y. In order to prove the assertion we first suppose that the 
first yr rous, 0 < rl < Y of the submatris (R,,, 0 - 2.5”) have elements 
2E” # 0, and the remaining rows have elements -’ .)s = 0. This can alnavs 
he achieved b!. permuting rows and relabeling. Ttw matrir (3.K) now 
has the form 
where D is an (R + YJ by (n + yl) diagonal matrix with nonzero entries 
on the diagonal and 0 is a zero matrix. The matris .1, consists of the 
last Y - rr rows of the matrix R,.,. For each of these rows, we ha\rr 
(Ei)’ = 0. Consequently, R’(t, x*, y*‘) = 0, i = vi + I,. . . , Y. From (3.1) 
we see that this is equivalent to R’(t, x*, ,a*) = 0, for i = y1 + 1,. . , I’. 
From the constraint conditions (2.2) we obtain that Y - yl < tn and 
that the matrix with elements aR”jauj, i = y1 + 1,. . ., Y, ! = 1,. . ., nl 
has rank Y - pi for (t, x*, u*) along K,*. Hence, it follows that A, has 
rank Y - y1 and (3.8) has rank (n + ri) + (Y - YJ = M + B as required. 
The above argument is actually not restricted to KZ*; it shows that 
(3.8) has rank (12 + 7) at all elements (t, X, y, ,t, x’, ~1’. 6’) for which (3.6) 
holds. 
IV. NECESSARY CONDITIONS FOR PRORLEM II 
Since KZ* furnishes a minimum for Problem II, and the matrix (3.8) 
has rank (n+r) wherever Eqs. (3.6) hold, it follows (Bliss [3!, McShane 
1111) that the following necessary conditions hold along K,*. 
THEOREM 1. There exist a covzstawt I, > 0, ati n-dimensional Tlectov l(t), 
alad an r-dimensional vector p(t), defined 0~1. the itzterval t, < t < t, wch 
that (Jo, 4% p(t)) IS ?&ever zero alzd such that 2(t) and jr(t) aye co+ztirauous, 
except perhaps at values of t correspondi>ag to coweys of K,*, zLhere flae?f 
Possess atnique right and left limits. Moreover, the fzwzctiota 
F(t, x, y, 5, x’, y’, t’, A,,, 1, /I) = A,, f + il(G - x’) + p(R - P) (4.1) 
satisjies the folloui+ag along K,*. 
(i) (Euler-Lagrange equations) Between coY?aeYs of K2* 
dF,< F, dF,r 
--czz= ,, ---zzz 
dt dt 
(4.2) 
.4t a cwrzer these equations hold for the waiqzcc oue-sided limits. 
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(ia) (Weierstrass-Erdmann) At a cor)Cer of K2*, F,I, F,,,, FE!, alzd 
(F - x’ F,, - y’ F,, - 6’ FE,) h ave well defilzed one sided limits that 
are equal. 
(ii) (Transversality) At the end poirct (tl, x1*, yl*, t,*) of K2*, 
(F - x’ F,, - y’ F,,I - 6’ FFf)tlo + F,I xl0 + &, g,, = 0, 
Fyr ylr, = 0, Fg, Elr = 0. 
(4.3) 
(iii) (Weierstrass) For all (t, x, ,t, y, X’, Y’, 5’) # (t, x, 5, y, x’, y’, l’) and 
satisfying (3.6), 
where 
E = F(t, x, y, 6, X’, Y’, 5’) - F(t, x, y, E, x’, y’. 6’) 
- (X’ - x’)F,r - (Y’ - y’)F,, - (i’ - rJ’)F[,, 
the functions F,, and F:, beiltg evaluated at (t, x, y, 6, x’, y’, [‘, A,,, 1, p), 
and the arguments (&, 1, p) being omitted throughout. 
(iv) (Clebsch) For every vector (?t, p, K) # 0, where TC = (nl,. . . , n”), 
p = (p’,. . ., /I”) and K = (K’, . . . , K’), that is a solution of the hear system 
G Y’ P -In= 0, 
R Y’ P ---FK=o, 
the following ilaequality holds 
(4.5) 
(4.6) 
V. NECESSARY CONDITIONS FOR PROBLEM I 
We now follow Valentine [15] and translate the necessary conditions 
for Problem II into necessary conditions for Problem I. \Ve first consider 
the Euler equations. From (4.1) we get that 
Fc = 0, Fti, = - 2pj .Ji’, i- l,...,v. (5.1) 
Hence it follows from the third equation in (4.2) that d(p’ p’)!dt =: 0 
along K2*. This and the continuity of Fgt at corners of K2* imply that 
pi 5”’ is constant along K2*. From the transversality condition (4.3) we 
get that FE, ,$ir = 0; from (3.7) we get that &, = I, where I is the Y x I 
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identity matris. Therefore, FE, = (J at the right end point of K2*, and 
consequently y’ ,t” = 0 along Kz*. It now follows from the second 
equation in (3.6) that along I<,*, 
# R’ = 0, i = 1,. .,I’. 
.I similar argument shows that along I<,*, I*‘,, = 0 
\\.e no\v introduce the function 
(5,“) 
1; zz= H - i.r’ + ,“(R - 5’“). (5.4) 
The following are immediate consequences of (5.4) 
I;, = H, + pR,, E‘?, = H!r $- pR,.r, 
F,t = - 2. 
(5.5) 
Since E;,., = 0 along K,*, we get that along K2* 
H?t + p R,! = 0. (5.6) 
From (4.2) and (5.5) we also get that along Ii,* 
A’ = - (H, + ,uR,). (5.;) 
It follows from the vanishing of F,, and F:,, along K2* and from 
(6.4), (5.5), and the second equation of (3.6), that along K,*, 
I; - .x1 E;,, - y’ I+-?, - 5’ F,r = H: (5.8) 
Hence, it follows that the transversality condition becomes 
2. o g, + Ht,, - AxI,, == 0. (lx!,) 
The relationships used to establish (5.8) and the fact that (f, s, I*‘, I”) 
satisfies the second equation of (3.6) enable us to translate the 
\Veierstrass condition (4.4) into the condition that 
H(t, x, I”, A,, A) > H(t, x, I”, i,, i). (5. IO) 
It is an immediate consequence of (5.4) that (4.6) becomes 
p((H + ,uR),,,r)p -- :! 2‘$(K’)’ $ 0. (5.11) 
I =, 
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If R’> 0 at a point of Ka*, then by (5.2), ,B’ = 0. If R’ = 0 at this 
point, let z = 0, let p = 0, and let K be a vector whose ith component 
is equal to one and whose other components are zero. Then (rr, p, K) # 0, 
and since {’ = 0, (x, p, K) is a solution of (4.5). Hence from (5.11), we 
get ,u~ < 0 at this point. Consequently, we always have 
/C < 0 along K,*, i= l,...,Y. 
Let (t, x, y) be a point of h’** such that at most rl, where r,< m, 
components of R(t, x, y’) vanish; we suppose for definiteness that these 
are the first ri components. It follows from (2.2) - (ii) that the system of 
linear equations 
VI 
\T aR’ 
AL &,i 
__ f,’ - 2e K’ zz 0, i= l,...,v, 
;=I ’ 
has a solution in p and i = (Kl,. . . , K~I) such that p # 0 and G = 0. 
It now follows from the second system of equations in (3.6) and the 
assumption that Ri > 0 for j > ri, that the system (4.5) has a solution 
(p, z, K) such that p # 0 and i = 0. Let j > rl. Since indices j > rl 
correspond to components Rj > 0, it follows from (5.2) that ,A’ = 0 for 
j > rr. Hence, each term in the second summation in (5.11) vanishes, 
and we have from (4.5) that 
P((H + $%v)P 3 0 
for any solution vector p of the system 
(5.11) 
6% i- 
- +‘I P - 0, i=l,...,v,. 
j=l 
(5.13) 
The conclusion just stated holds, of course, even if m components of R 
vanish. In that case, however, the system (5.13) only has the trivial 
solution. 
VI. NECESSARY CONDITIONS FOR THE CONTROL PROBLEM 
The following theorem, in which necessary conditions for optimal 
control are given, is an immediate consequence of the conclusion obtained 
in Section V and the use of (3.1) to justify the replacing of the argument 
y’ by u, wherever y’ occurs. The function H is now 
H(t, x, u, &-,, A) = &, f(t, x, 4 + K(t> x, 4. 
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THEOREhl 2. Let M* E d be an optimal control, let k’* be the corres$onding 
curve, and let x*(t) be the fmction defining K* 0.n [to, tJ. Then there exists 
a constant A, >, 0, an n-dimevt.sional vector A(t) defilaed and co?zfiwozls n~2 
[to, tI], and an r-dimensional vector p(t) < 0 defirzed and continuoris on 
the interval Tt,,, t,], except perhaps at values of t sorrespondi~ng to corners 
of h?, where it possesses unique right and left h.artd l&its, sltch that the 
vector (i.,, A(t)) never vanishes, and such that the follo~l~irag condition..s tire 
ftrl,iillrd. 
Condition L. Along K* the folbowin; equations hold: 
a’(t) = - (H, + p-L), (6.2) 
Hu + ,uR, = 0, (6.3) 
p’ R’ = 0, i= l,...,r. (6.4) 
At the end point (tl, x1*) of K* the tra~nsversal.it’ty condition hold : 
Alorz~ K*, the function H is conti.nuous. 
Condition II. For every element (t, s*, u*, AoS A) of K* and every tl 
such that u = u(t) for some u i,n .d, 
H(t, x*, ZL, ao, a) > H(t, x*, u*, a,, a). (6.6) 
(‘on&ion III. At each point of K* let k? denote the vector formed from 
R by taking those components of R that vanish at that point. Let 
e = (el,. . ., em) be a nonzero solution vector of the linear system 8, e = o 
at a point of K*. Then e((H + pR),,)e > 0 at this point. 
Equations (6.1) - (6.4) are the Euler equations, Condition II follows 
from the Weierstrass condition (5.10), and Condition III follows from the 
Clebsch condition (5.12). The continuity of H along K* follows from the 
continuity of the left member of (5.8) along K,*, and the continuity of i. 
follows from (5.5) and the continuity of F,, (Weierstrass-Erdmann corner 
conditions). The nonvanishing of (&,, A) along K* is established as follows. 
If (A,, A) were zero at a point of K*, then from (6.3) we would have that 
,ctR, = 0 at this point. For the sake of definiteness, suppose that the 
indesing is such that R’ = 0 for i = 1,. . . , rl, where by (2.2) pi < PM. 
Hence, by (6.4), ,u~ = 0 for i > rl. Thus the condition ,a-R,, = 0 reduces 
to a system of linear equations in j/l,. . . , $1 whose coefficient matris is 
(aR’/i&), i = 1,. . ., pi; k = 1,. . ., m. From (2.2) - (ii), we get that 
this matrix has rank yl. Hence p1 = . . = p’i = 0 is the only solution 
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of the linear system. Thus, we have shown that if (Lo, A) is zero at a point, 
then the vector (Lo, 1, ,u) must also be zero, contradicting the assertion 
of Theorem 1. 
If the constraints are specialized, then important simplifications can 
be effected in the Euler equations. 
COROLLARY 1. Let the co&vaiuts be o/ the jorm 
Byt, x) < 24” < LA’@, x), i =I 1,. . .,m 
zrxhere A* > B’ and each A’ and B’ is of class C” 01~ 8. Theu at each poi?Lt 
of K* 
20 if u*’ = B’ 
HU, = 0 if 
I 
B”< u*‘< d’ 
<O if t,*i = ‘4’ i= 1,. . .,VZ. 
If we write the constraints as A’ - U’ 3 0 and 21’ - B’ > 0, 
i-l,..., m, we obtain a Zm-dimensional constraint vector with compo- 
nents A” - u’ and ui - B’. It follows from the condition Ai > B” and 
the form of the constraints that (2.2) is satisfied. The conclusion of the 
corollary follows from (6.3) and (6.4) by straightforward calculation and 
use of the condition ,u < 0. 
REMARK. If the ith component of u is constrained only from one side, 
say udi ,( A’(& x), then Hlli = 0 if u’ < A’ and HUi < 0 if I& =: A’. Similar 
statements hold for tii 3 B”. 
Another important special case is one in which the constraints are 
independent of the state, that is R(t, X, ZJ) = R(t, u). Since R, = 0 in 
this case, we have the following corollary. 
COROLLARY 2. I/ R is independelzt of x, then equatiotl (6.2) becomes 
2’ = - H,r. (6.2)’ 
In the problem considered by Pontryagin [13], the constraints required 
u to lie in a fixed closed set, independent of time t and position 3~. Equa- 
tions (6.1), (6.2)‘, and (6.6) constitute the “Maximum Principle” as 
stated by Pontryagin. Our function H is the negative of Pontryagin’s, 
so that his maximum appears as a mimimum in our paper. Note, however, 
that the Euler equations and C.ondition II of Theorem 2, which is the 
IVeierstrass condition, give a minimum principle for a wider class of 
problems. 
REMAKK. Note that if the A’ and B’ of Corollary 1 are constants, 
then the results of both corollaries are vralid. 
1.11. INTEGRABLE CONTROLS 
Instead of considering functions u =-~ u(t) that are piecewise C“‘, we 
can consider functions that are merely assumed to be Lebesgue integrable. 
In this way we can define a class of admissible controls .-/+, and we can 
look for an optimal control II* in .dT. The curves li corresponding to 
functions II in x1+ will be defined by absolutely continuous functions x(f), 
and so will be rectifiable. \Ve can reduce the control problem with 
constraints to a Rolza problem without constraints as we did before, 
except that the functions (s(i), j!(t), t(t)) are now absolutelv continuous. 
To this problem we can apply a theorem of McShane (Theorem 16.1, [la:). 
\\P can then translate back to the original control problem and obtain the 
result that the conclusions of Theorem 2, appropriately modified, hold 
almost everywhere along a curve K* corresponding to a control II* that 
minimize5 (2.3) over all 1.6 in .d+. 
\‘III. NORMALITY 
;Z piecewise C” minimizing curve K*, or equivalently, the corresponcl- 
ing curve K,* of Problem II is said to be normal if there are no sets of 
multipliers with &, z 0. (See [S], pp. 213-219.) If the minimizing cur\e 
is normal, then the multipliers can be chosen so that & = 1, and with 
this choice of & they are unique. If the curve is not normal, there may be 
no neighboring curves that satisfy the differential equations, constraints, 
and end conditions. Necessary and sufficient conditions for normalit!- 
are given in 131. These criteria applied to the present problem would 
involve variations along K2* and would generally be difficult to appl! 
in practice. \+‘e shall give a condition for normality in the control problem 
that is sufficient, but not necessary. It is, however, easier to apply in 
practice, and reduces to a very simple condition in the special case that 
the terminal manifold .P is It-dimensional. 
At (ti, xi*), the end point of K*, let y1 components of K(t,, xi*, U*(Q) 
\,anish. From (2.2) -- (i) we get that y1 < WL. Let i? denote the ri-dimen- 
sional vector formed from R by taking those components of R that 
vanish at (tr, x1*), and let ,A be the vector formed from ~1 by taking the 
corresponding components. Then, from (6.4) we have that $(t,) = 1) 
for those components of jl that are not in ,C. Let M denote the vz by p 
matris whose typical element is 
( 
&!&-2$, 
i i= l,...,,L, !‘= 1,...,p, (X.1) 
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where the elements are evaluated at the end point of K*. Let C denote 
the (U + pi) by (m + 9) matrix 
where G, and 8, are evaluated at (tl, xi*). 
If K* is not normal, then there exists a set of multipliers (&,, A, p) 
with A,, = 0. From (6.3) and (6.5) we get that at the end point (ti, xi*) 
of K*, the vector (A, 1;) is a solution of the linear system (A, i;)C = 0. 
The following theorem is now a consequence of a standard theorem 
concerning the solutions of homogeneous linear systems and the fact that 
(A, ,u) cannot be zero if A,, = 0. 
THEOREM 3. If the rank of C equals (n + YJ, then K* is rtormal. 
Note that C can have rank (n + ri) only when (12 + IJ < (m + p), 
and that Theorem 3 is not a necessary condition. 
COROLLARY. If Y is n-dimelzsional and K* is not tangent to .T, then 
K* is normal. 
If Y is n-dimensional, the matrix M is an n by n matrix. By (2.2) - (ii), 
the y1 by m matrix A’, has rank yi. Hence, C has rank (n + ri) whenever 
M has rank n. Since K* is not tangent to 5, the matrix 
1 4, i 1 G -X7 
has rank n + 1. If for each j = 1,. . . , rz we multiply the first column 
of this matrix by - at,/ad and add the result to the jth column we get 
the matrix 
Hence M has rank n and the corollary follows. 
IX. DISCONTINUOUS f, G, AND R 
Let A be a manifold of dimension N, lying in 9, and dividing 9 
into two regions, such that some or all of the functions f, G, and R are 
discontinuous across A. Let the discontinuity of a function be such that 
the function and its derivatives have unique one-sided limits. Further 
let us assume that K* intersects -4 at (t2, x2) = (tz, x2(t)) and is not 
tangent to JZ at this point. It can be shown by appropriate modifications 
of the arguments in [3] (pp. 196-202) that the multipliers il and ,Y of 
Problem II need not be continuous at t = t,, but will have unique right 
and left hand limits at (ta, x2) as will F and its various partial derivatives 
when evaluated along k’s*. -4lthough F,,, F,,, and JCCfi need not be contin- 
uous across .I, the expression 
(F -~ s’ F,I - y’ F,., -- =” FE,) dt + F,I dx, + E‘?l dv2 + 1;:r d=‘, 
has equal right and left hand limits along K,* a ( 2, x2) for all differentials t t 
d&, dx, on .A! and all dy,, and d$,. For the original control problem this 
translates into the condition that 
(H+ - H-) dt, - (A+ - A-) dx, = 0 
at (tP, .x2), where the one-sided limits are elraluated along K*. 
(9.1) 
X. DEFINITION OF SYNTHESIS 
Consider a point (ti, xi) of the p-dimensional terminal manifold Xc, 
where 0 < fi < N. Let X’ denote a region in (IZ -~ $)-dimensional space 
over which a vector ‘y ranges. If p = n, then Q’ is the zero vector. Let 
24*(t; t,, xi, v) be a function defined in some interval yto, ti-1, where 
t, = t&i, xi, q), such that the following holds. 
.~SUMPTION I. (i) The function U* is piecewise C” on [to, tlj and its 
range lies in 1. (ii) If u* is substituted into (6.1) (or eqnivalentlv into 
(1.1))) the resulting differential equation 
.r’ = G(f, M, u*p; f,, x1, fp)), x(fJ =- x1 (10.1) 
has a continuous solution x*(f; f,, xi, vi) on [to, ti] such that (f, s*) lies 
in 9 and R(t, x*, u*) > 0. 
U’e denote the curve corresponding to x*(f; f,, x1, p’) bq’ K(t,, x1, vj. 
U’e now suppose that the assumptions just made for a particular 
point (fl, xi) hold for all points (tl, x1) of Y. We have from (2.1) that 
(f,, xi) = @t(o), x1(o)), where o ranges ol’er an open cube X in a @dimen- 
sional space. Let 8 be an fr-dimensional vector defined as follows: 
0 = (u, c/‘), u Ed-, q’ E.fJ. (10.2) 
\Z’e define functions 
and functions 
~*(t, e) = u*(t; t,(~), x1(~), q j 
.r*p, ej = x*p; fl(fJ), q(u), q) 
(10.3) 
(10.4) 
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for cr in I‘, q in I” and t,(e) < t < ti(0). The differential equation (10.1) 
can now be written as 
x’ = G(t, x, as*@, 6)), Gl(4) = x1(4. (10.5) 
Clearly, x*(t, 0) is a solution of (10.5). \Ve shall denote the curve 
h’(f,, x1, y) by K(e). 
Let 0 denote the domain of definition of u*(t, 0) and .r*(t, 0) ; that 
is the set of points (t, f3) in (n + I)-dimensional space with r3 as in (10.2) 
and t,(e) < t < t,(e). Clearly, Q has nonvoid interior, which we denote 
by .Q”. It follows from (2.1) and (10.3) that t,(e) defines a C” manifold 
Jlri of dimension ?a in (t, 0) space and that Jlri is part of the boundary 
of Q. We also suppose that t,(e) defines a C” manifold of dimension n. 
A set of functions 
t = ti(e), i=1,2 ,..., CL, 
defined and C” on the region defined in (10.2), with tl(e) as in (10.3) and 
such that 
t,(e) c tj+de) < h(e), i = 1,. ..,M- 1 
will be said to induce a regular decomposition of Q. Clearly, each ti(0), 
i 3 1, defines a C” manifold Xi of dimension n lying in s2,. \Ve let 
*Ncz+1 denote the manifold defined by t,(e). We define subregions Szi 
of Q” as follows: 
Qi = E{(t, e) EQ”lti+l(0) < t < ti(O)}, i= l,...,a. 
\%.e shall say that a function h(t, 0) is piecewise C@) on Q if on each 
subregion .Qi it agrees with a function h(i)(t, 0) that is C@) on a, the 
closure of -Qi. 
Two more assumptions can now be stated. 
ASSUMPTION 2. The function x*(t, f3) maps Go in a one-to-one fashion 
onto a subregion W of the region ~2 in (t, x)-space, and maps MIX+ i in 
a one to one fashion onto an n-dimensional manifold that forms part 
of the boundary of W. 
&HJMPTION 3. There exist functions ti(@ that induce a regular 
decomposition of Q such that (i) a*(& 0) is piecewise C” on R. (ii) If f, G, 
or R possess manifolds of discontinuity that lie in B? (as discussed in 
Section 9), then each of these manifolds is coincident with the image 
of some set APi, i = 2,. . . , z. (iii) For each component Ri of the 
constraint vector R, we either have Rj(t, qt, e), qt, e)) E 0 
on Oi, or, with the possible exception of a finite number of points, 
Ri(t, X*(t, e), 24*(t, e)) > 0 on -Qi. 
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1C.e shall denote the image of ni by sj, i = 1,. . . , u, and the image 
of “V, by Ji, i = 2,. . . , u + 1. The function x* also maps X1 onto .F-, 
whence we may set Ai I 5. Note, however, that the mapping of %4,‘, 
onto .F is not, in general, one to one. 
~<EMhlh 1. The fzwction x*(t, 6) is continuo.m and is piemk’ise C” 
n>~ 51. The sets -Xi, i = 1,. . I cc + 1 aye manifolds of class C”. 
Let z.$, denote the function that is C” on Di and that agrees with 
zt* on Q,. Let G(i, denote the function that is C” on $i x L17/ and that 
agrees with G on 9, x ?/. We may estend the function ,$, to a func- 
tion i$, that has range in “)/ and that is C” on a region containing a1 
(and hence L.+‘, and .K,) in its interior. We may also estend Go, to a 
function C(i) that is C” on a region containing 2, x ?/ in its interior. 
It now follows from (10.5), the properties of tl(o) and xi(o), Assumption 
3-(i), and standard theorems about the behavior of solutions of dif- 
ferential equations with respect to parameters and initial conditions, that 
rc*(t, 19) is C” on!?,. Since ~?a is given by t = t2(0) and ?I = .x,(0) =x*(t,(O), 8). 
it follows that t,(O) and x2(0) are C”. The argument just given can be 
repeated with the appropriate modifications on 9, and &?a, with t = t,(H) 
and x = x,(0) as the boundary conditions for (10.5). M’e then get that 
x* has the desired properties on !?a, is continuous on s), v 02, and that 
-&a is given by t = t,(O), x = x,(B) z x*(t,(O), 6). Proceeding inductivel! 
in this fashion, we can establish the desired properties for .Y*. \Ve note 
that the sets -Xi, i = 2,. . ., x + 1 are given by functions 
t = tz(O), x = &(e) E x*(&(e), O), (10.6) 
and hence are manifolds of class C”. 
ASSUMPTION 4. For every subregion ,QICGo whose distance from 
Ml is positive, there exists a positive constant d(f2l) such that 
Ilxe*(t, O)I 1 > d(Ql) on D1. (At boundary points of sZ1 and at points of 
.,V,, i > 2, the bounding away from zero of the determinant is to be 
interpreted for the various limits.) 
It can be shown that if 3 is n-dimensional, then the assumption that 
each curve K(0) is not tangent to 5 implies the existence of a constant 
d :- 0 such that 1 lxe*(t, 0) / 1 > d on all of 0. 
it is an immediate consequence of Assumption 4 and (10.6) that the 
manifolds Ji, i = 2,. . . , cc + 1 have dimension n. It also follows from 
Assumption 4 that the curves K(8) are not tangent (from either side) 
to a manifold A,, i 3 2. 
From Assumption 2, it follows that on 52O the relation x = s*(t, 0) 
can be inverted to give a relation 
0 = qt, x), (10.7) 
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where 0 is a single-valued function on 9. It further follows from Lemma 1, 
Assumption 4, and the implicit function theorem that 0 is C” on each gi 
i > 2, and on the set gi - ~9. Since x*(t, 6) is one-to-one on Go 7 
Jf ix+lr it follows that 0 is continuous on W. From the identity 19 = O(t 
x*(t, 0)) it follows that as (t, x) tends to 9 along K(B), the function 0 wil 
tend to the value 6. In general, 0 will not tend to a unique limit at point: 
of Y. It can be shown, however, that if Y is n-dimensional and the curve: 
K(8) are not tangent to r, then 0 is C” on %?i as well as on aj, i 3 2 
AWJMPTION 5. (i) For every point (& 2) = (f, x*(i, 6)) in 9, tht 
control problem (2.3) with initial point (f, .?) has a unique solution ir 
which the optimal control is u*(t, e), f < t < t,(e), and the corresponding 
curve is K(6). (ii) There exists a multiplier vector (n,(6), 1(t, e), ,~(t, 6)) 
along each K(B) such that & = 1 and the functions n,(e) f l(t,(e), 0) 
and Eli E ,&(t3), 0) are C’ on Z x JY’. 
The existence of multipliers along each K(0) follows from Theorem 2; 
the assumption concerns the properties of Jo, Ji, and ,u,. 
A function ~*(t, 0) such that Assumptions l-5 hold will be called a 
rzormal parametric spathesis of the control. 
REMARK. If r is n-dimensional and each K(e) is not tangent to J, 
then (ii) follows from the Corollary of Theorem 3 and the transversality 
condition (6.5). 
Define 
U*(t, x) = u*(t, o(t, x)). (10.8) 
It follows from the preceding discussion that U* is C” on each $i, for 
i > 2, and is C” on W, - Y. Along each K(O), however, U*(t, x) does 
tend to a limit as Y is approached. If Y is n-dimensional and the curves 
K(B) are not tangent to .Y, then U* is C” on 5, as well. We call U* a 
wormal synthesis of the control. 
XI. THE FUNCTIONS A, ,u. .~ND I, 
LEMMA 2. The functions Il(t, 0) and ,u(t. 0) aye piecewise C’ on Q. 
Across every manifold Ji, i = 2,. . . , u, equation (9.1) holds. If f, G, 
and R are continuous across di, then so is l(t, 0). 
Let ri denote the vector formed by taking those components Ri of R 
such that Ri(t, x*(f, e), u*(t, 0)) E 0 on Qi. Let 1; be the vector obtained 
from 1~ by taking the corresponding components. From (2.2) - (ii) we 
have that 8, has maximum rank, say ri, on Qi. Let a; be an pi by y1 
nonsingular submatrix of 8,. Let H; denote the vector obtained from H, 
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by selecting the components corresponding to the columns of i?, used 
to obtain j? 11. In order to simplify the esposition we shall assume that 
the same submatris is nonsingular at all points of 0,. It will be seen 
from the ensuing discussion that this restriction can be easily overcome. 
From (ti.3), we get that 
i; = - (HI;) (I?,;)-‘. (Il.1) 
Since by (6.4), those components of p that are not included in b vanish 
on n,, we may write (6.2) along each k’(B) as follows: 
Mk 0) = - H.v + (H;;) (Q-l Rr, qt,, 0) = Al(O), (11.2) 
where the arguments of the functions on the right are (t, x*(t, O), z~*(t, 0)). 
Arguments similar to those used in Lemma 1 can now be used to show 
that A(t, 6) is of class C’ on Dr. It then follows from (11.1) that F is also 
C’ on !&. Since the other components of ,U llanish on ak, the vector !I 
is C’ on 0,. 
The same arguments applied to R,, with i?,, Ei ;, H ; and b appro- 
priately redefined and with the proper initial data A&,(O), 19), show that 
;i(f, 13) and ,~(t, 0) are C’ on a,. The initial data A(&(@, 6) are defined b>, 
continuity or by (9.1) if .X2 corresponds to a manifold of discontinuity of 
/, G, or R. Proceeding backwards in this fashion we obtain that 3. and !t 
are piecewise C’ on Q and ha1.e the requisite continuity properties. 
Define 
L(t, x) = qt, qt, x)), (t, x) E sj, i = 1,. . .,N. 
\1’e list the properties of L(t, x) in the following Lemma 
(11.3) 
LEMMA 3. The function L is C’ ou each w;, i = 2,. . , x, and ou the 
set 2, - .Y. Moreozler, if f, G, and R are continuous across a manifold Ai, 
i = 2,. . ., u, then so is L. Across a manifold Ai, (9.1) holds with 1 replaced 
bv L, where + nozit indicates a limit from the interior of di _ 1 atzd - i,w 
dicates a limit from the interior of Wi. If F ,is +dimensional aA the c.urves 
h’(e) are ,wot taftgent to Jr, the?& L is C’ on 9j?l also. 
The proof of this Lemma, escept for the nest to the last sentence, 
is an immediate consequence of Lemma 2 and the properties of @(t, x). 
It is clear from the properties of f, G, i(t, O), x*(t, 0) and u*(t, 0) that 
H(t, x*(t, O), A(t, O), u*(t, 0)) is continuous on each of the sets Oi u .Ni 
and -Q- i u k&‘i, i = 2,. . . , cc. Hence, H(t, ?I, L, U*) is continuous on 
eachW;uAi and &?-l~di, i = 2 ,..., cc. If Ai is not a manifold of 
discontinuity of f, G, or R, then by Theorem 2, H is continuous across 
-Mi along each K(6). Hence from the continuity of H on Wi u A and 
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& _ i u A; it follows that H is continuous across di, unrestrictedly in 
this case. Since L is continuous across di (9.1) holds across pi un- 
restrictedly. A similar argument shows that if di is a manifold of 
discontinuity of f, G, or R, then (9.1) holds across di, also without the 
restriction that the limits be taken along K(8). 
XII. THE VALUE AND THE HAMILTON-JACOBI EQUATION 
Let Assumptions l-5 of Section X hold. Then we can define a func- 
tion lY(t, x) on 9 by assigning to each point (t, x) in W the value that the 
functional (2.3) with (to, xc,) = (t, x) takes along the optimal curve K(8) 
through (t, x). Thus : 
t,w 
w(t, x) = w(t, x*(t, e)) = g(a) + f(t, x*(t, e), qt, e)) at, (12.1) 
where 8 and (T are related by (10.2). We shall call W the value function, 
or simply the value of the control problem. We summarize the properties 
of W in the following theorem. 
k THEOREM 4. The value W is continuous on 9, is C” on each &, i > 2, 
and is C” on B7r - F. On each 59;. i = 1,. . . , cc, 
Wt(t, x) = - f(t> x, U*(t, 4) - L(t, x)G(t, x, U*(t, x)), 
W$, x) = L(t, x). 
(12.2) 
At $oints of a manifold Ai, i > 2, (12.2) holds for the one-sided limits. 
If ,Ai is not a manifold of discontinuity of f, G, OY R, then Wt and W, 
are continuous across di. Across erlery manifold &f, j = 2,. . ., cc, the 
relation 
W;’ dtj - W; dxj = Wt- dti - W; dx, 
holds for all differentials dtj, dxi along Ai. 
REMARK 1. If we substitute the second equation of (12.2) into the 
first, we see that the value satisfies the Hamilton-Jacobi equation on 
each $&. 
REMARK 2. It follows from the properties of L, U*, and 0 that both 
W, and W, possess limits as (t, x) tends to Y along a curve K(8), even 
though Wt and W, do not, in general, possess limits as (t, x) tends to .F. 
If, however, 5 is n-dimensional and the curves K(0) are not tangent to 5, 
then W is C” on &. 
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REMARK 3. In Assumption 5-(ii) we supposed that along each K(0) 
there was one set of multipliers with & = 1. The second equation in (IL).?) 
now shows that if there is one such set satisfying the other requirements 
of Assumption 5, then it must be unique. 
The proof that we now give for Theorem 4 is an estension of an 
argument used in the calculus of variations to prove the invariance of 
Hilbert’s integral in certain fields. 
It is clear from (12.1) that FI’ is continuous. Let 
t = T,(s), x = X,(s), O<S<l (12.3) 
define a curve r that does not intersect itself and that, with the possible 
exception of end points, lies entirely within some Bi. For definiteness we 
take i = a. It follows from Assumptions 2 and 4 that the system of 
equations 
T,(s) = t, X,(s) = x*p, e), O<s<l (12.4) 
defines a function % = e(s) that is C” on [0, 11. Hence as we traverse 
r as s goes from 0 to 1, we obtain a family of curves K(s) = K(~(s)), b), 
means of the function x*(t, e(s)), where T,(s) < t < ii(s). Since the 
manifolds di, j = 1,. . . , a, are given by (10.6), it follows that the 
intersections of the curves K(s) with the manifolds Jj are given b\- 
t = Tj(S) z t@(s)), 
x = Xj(S) z x*(tj(e(S)), e(s)), I’= I,...,& 
(12.5) 
The functions Ti and Xi, j = 2,. . . , u are clearly C” on (0, 1 For 
j = 2,. . ., a, we can compute dXilds from (12.5) in two ways 
dXj d6 dT, d0 
-= Xt *+ 3 
dS ds 
+ x0*+ - zzz x1*- 1 + x0*- -, 
ds dS ds 
(12.6) 
where the superscript + indicates that we are taking limits from the 
interior of 9$ _ i, and the superscript - indicates limits from the interior 
of gi. Equation (12.6) also holds for j = 0, without the superscripts 
+ and -. From (12.5), (10.2) - (10.5), and standard theorems on the 
differentiation of solutions of differential equations with respect to initial 
data, we get that 
dT’=t do 
ds la ds ’ xe*(t,(W), e(s)), 
e(s)) = (- M, 0). (12.7) 
where M is the matrix (8.1) and 0 is the rz by (12 - $) zero matrix. 
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\Ve now consider W’ along I: From (12.1) we get that 
Jo> 4)(s)) = g(4)) + 1 f(k x*(6 e(s)), u*(t, O(s))) at. 
To(s) 
Hence dlVl& exists, and 
(12.8) 
where aflas = (fx x0* + f,, ue*) (de/&), the superscripts + and - have 
the same meaning as in (12.6), and the arguments of the functions are 
(t, 6(s)). From (6.2) we get that fx = - (1, + AG, + @,). From (6.3) 
we get that f,, = -. (AG,, + /JR,). Hence 
af 
as” - [At xe* + A(G,xe* + G,tie*) + p(& xe* + R.ue*)l$ 
(12.9) 
The components of the vector ,u(Rx x0* + K, ue*) can be written as 
follows : 
(12.10) 
If at a point (t, 0) inn, Rk(t, x*(t, e), ti*(t, t9)) > 0, then by (6.4),pk(t, 0) = 0. 
On the other hand, since Rk(t, x*(t, 0), zl*(t, 0)) > 0 on Sz, if Rk = 0 at 
(t, 0) then Rk, as a function of (t, e), has a minimum at this point. Since 
(t, 0) is interior to Q, aRk/atl” = 0 at this point for all i = 1,. . . , 1~. Hence 
(12.10) is zero for all (t, e). 
If we set aG/N = (G, x0* + G, ue*) then from (10.5) we have 
x,: = aG/i%. Furthermore, z$ = xz. Hence, we may write (12.9) as 
af de 
ds= 
- (lxe*)t - * 
dS 
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Substituting this espression into the integral in (12.8) and performing 
the integration gives 
If we now use (12.6), (12.7), the relation xt = G, and substitute the 
resulting expression into (12.8) we get, using the definition of H, that 
From (6.5) we get that the first square bracket vanishes. From Theorem :! 
and (9.1) we get that every square bracket in Z1y= z vanishes. Hence, 
since r is arbitrary, 
d W’ = - H d T + L dA- (12.11) 
for arbitrary differentials (dT, dX). The theorem is an immediate con- 
sequence of (12.11), the properties off, G, L, and CT*, Theorem 2, and (9.1). 
XIII. AN EQUATION OF DYNAMIC PROGRAMMING 
For each (t, x) in 9, let d(f, x) denote the set of admissible controls 
‘14 at (t, x). Since U* is a normal sonthesis, it follows from (6.6) that for 
any (t,“) in Wi, i = I,..., Cc, 
H(d, x, L(t, x), L,r*(t, x)) = min H(t, x, L(t, x), 20. (13.1) 
UCdfW 
If we apply (12.2) to (13.1), we get that on A’,, 
lVt = - min [f(t, x, 21) + N’,G(t, x, ff)l,. (13.2) 
ucd(f E) 
If (t, x) lies on a manifold A?,, i = 1,. . . , GC, then the relations (13.1) and 
(13.2) hold for the one-sided limits. 
Equation (13.2) is the functional equation obtained formally by 
Bellman [l] for control problems in which 9 is the B-dimensional manifold 
t, = constant and f, G, and R are C”. We note that (13.2) holds for more 
168 BERKOVITZ 
general problems than these. Since (13.1) is a restatement of the 
Weierstrass condition, since (12.2) says that on each Wi, W satisfies the 
Hamilton- Jacobi equation, and since Pontryagin’s Principle derives from 
the Weierstrass condition, the relationship between these items and 
(13.2) is clear. 
We remark that computational schemes based directly on (13.1) in 
the case that Y is of dimension p, with p < 12, will encounter difficulties 
because, in general, TYf and W, do not exist at Y. (See Remark 2, 
Theorem 4.) 
XIV. THE PROBLEM OF SYNTHESIS 
Let ~*(t, 6) and x*(t, 0) be as in Assumptions 1 to 4, and let us replace 
Assumption 5 by the following: 
Assumption 6. Along each K(B), let Eqs. (6.1) - (6.5) hold with & = 1, 
and let 1(t, 0) and ,~(f, f3) have the properties described in Theorem 2. 
Let the functions 1,(O) and pi(O) be as in Assumption 5. Let the func- 
tion H be such that (9.1) holds for all manifolds dj, j = 2,. . . , CC. 
Assumption 6 consists of those consequences of Assumption 5 that 
enter into the discussion of Section X. Hence, if we now look upon W 
as being defined by (12.1), then Theorem 4 still holds. In particular, 
(12.11) holds. Moreover, if we take r to lie entirely on a manifold di, 
i = 2,. . ., a + 1, then the arguments used to establish (12.11) for r 
in some W; will show that (12.11) holds for r on a manifold Ai, i > 2. 
For curves r on Y = -I,, the validity of (12.11) follows from (6.5). 
Hence the integral 
I H(t, x, L, U”) dT - L(t, x) dX (14.1) I- 
is independent of path in W for all curves r consisting of a finite number 
of arcs, each arc lying entirely in some & or on a manifold -l;, i = 1,. . . , a. 
From the preceding discussion we see that Assumptions 14 and 
Assumption 6 determine for the control problem, the analogue of a field 
in the calculus of variations with (14.1) as the Hilbert invariant integral. 
The following theorem can now be established by using the same argument 
as is used for the analogous fundamental sufficiency theorem in the 
calculus of variations. 
THEOREM 5. Let Assumptions l-4 and Assumption 6 hold. Furthermore, 
let (6.6) hold on 9 for u* = U*(t, x). Then u*(t, 0) is a normal.parametric 
synthesis of the control and U*(t, x) is a normal synthesis of the control. 
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