スーパーコンピュータSX-7Cハードウェア by 百瀬 真太郎 et al.
スーパーコンピュータSX-7Cハードウェア
著者 百瀬 真太郎, 幅田 伸一, 萩原 孝






 スーパーコンピュータ SX-7C ハードウェア 
百瀬 真太郎 1  幅田 伸一 1  萩原 孝 1
 
1. はじめに 
2006 年 4 月より運用を開始した，新並列コンピュータシステムであるベクトル演算サーバ
SX-7C のハードウェアについて紹介します．SX-7C は，SX-7 のアーキテクチャを継承しつつ，単
一 CPU 性能を約 2 倍に引き上げ，SX-7 向けに開発，または利用可能であるソフトウェア資産の
処理が可能なシステムです．ノードあたり 8 台の中央処理装置（CPU）を有し，ノード間を専用の
超高速クロスバネットワークにより接続し，システム全体で 5 ノード，総 CPU 数 40，総合演算性能
640GFLOPS，総メモリ容量 640G バイトを有する，実行演算性能，スケーラビリティ，及び使いや
すさに優れたスーパーコンピュータです．特長は以下の通りです． 








2. SX-7C のハードウェア 
2.1. ハードウェア構成 
SX-7C は，CPU と主記憶装置（Main Memory Unit：MMU）を密結合した共有メモリ型のシ
ングルノードシステム 5 台を，超高速なノード間接続装置（Internode Crossbar Switch：IXS）
によりクラスタ接続することにより，分散並列処理を可能としたシステムです．SX-7C のシステ
ム構成を図 1 に示します． 
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表 1 SX-7C システム主要諸元 
CPU 数 40 中央処理装置 
(CPU) ベクトル性能 640GFLOPS 
容量 640GB 主記憶装置 
(MMU) データ転送性能 2.5TB/s 
チャネル数 65CH 入出力機構 
(IOF) 転送速度 16GB/s 
ノード間接続装置 データ転送性能 80GB/s 
図 1 SX-7C システム構成 
 
SX-7C システム全体は，ノード間を超高速に接続する専用の IXS により，5 ノードをクラスタ接
続したシステムであり，表 1 に示すように総 CPU 数 40，総合主記憶容量 640G バイト，総入出力
チャネル数 65 の構成であり，総合演算性能 640GFLOPS という高い演算性能を実現します． 
設置性と運用面に関しては，SX-7Cの 1 ノードにおける保守エリアを含む設置面積，及び消費





SX-7C の CPU は従来の SX アーキテクチャを継承しつつ，さらなる機能・性能の強化を図って
います．図 2 に CPU の構成を示します．CPU は，スカラユニット部，及びベクトルユニット部により
構成され，プロセッサ／メモリ間ネットワークを介して MMU と接続されます．スカラユニットは命令
の解読，ベクトルユニットへのベクトル命令の供給・起動，及びスカラ命令の実行を行います．一
方，ベクトルユニットは 4 セットのベクトルパイプラインを備え，2GHz で動作します．クロックサイク




























けの高いデータ供給性能が必要となります．SX-7C の MMU は，CPU とリモートアクセス制御装




これにより SX-7C は表 2 に示すように，シングルノードにおいて，128GB のメモリ容量，及び
512G バイト／秒のメモリスループット性能，システム全体では 640GB の総メモリ容量，及び 2.5T
バイト／秒の総合メモリスループット性能を実現します．また，MMU は通信レジスタ
（Communication Register：CR）を備えており，自動並列処理や，Open MP 指示行による共有メモ
リ内並列処理時の CPU 間同期制御を高速に実行することが可能です． 
SX-7C は，SX-4 以降採用している 3 次元実装構造の MMU カード実装を引き続き採用してい
ます．これにより，RAM とメモリ制御部間の物理的距離を短くし，RAM の高速動作，及び RAM と





表 2 主記憶装置諸元 
 シングルノード システム全体 
主記憶装置容量 128GB 640GB 
インターリーブ数 4,096 20,480 
CPU あたりのデータ供給能力 64GB/秒 64GB/秒 










I/O 動作において，CPU は全ての I/O 装置に対して対等にアクセスすることが可能であり，実
行負荷の低いCPUをI/O制御に割り当てるなど，CPUの効率的利用を可能としています．また，




SX-7C は図 3 に示すように，共有メモリ型のシングルノード 5 台を超高速専用クロスバスイッチ
である IXS を介して結合することにより，分散並列処理を可能としています．各シングルノードシス
テムは，RCU を介して IXS とケーブル接続され，分散並列処理において低通信レイテンシ，及び
高通信スループットを実現します． 





















3. SX-7C のテクノロジ 
3.1. LSI 技術 
SX-4以降，SXシリーズではCMOSテクノロジによる高集積化，及びプロセッサのパラレル化に
より高性能化を実現しつつ，コストパフォーマンスを向上させてきました． 





への多チャネルの搭載を実現しています．図 4，及び表 3 に SX-7C の CPU チップ外観，及び諸
元をそれぞれ示します． 
 表 3 CPU チップ諸元 
テクノロジロード 90nm 
搭載トランジスタ数 8,800 万トランジスタ 
電源電圧 1.0V 
ピン数(内信号ピン) 8,210(1,923) 
配線層構成 銅 9 層 
I/O インタフェース 1.0V シリアル 
実装形態 ベアチップ実装 
                                                  
図 4 CPU チップ外観 





／MMU 間の低転送レイテンシを実現，同時に LSI 上の電源分離，アナログ回路の削減，制御信
号のデジタル化などによりノイズ耐力，及びエラーレートの格段の向上を実現しています． 

















CPU，及び MMU モジュールの外観を図 5，及び図 6 に，CPU，及び MMU モジュールの諸元
を表 4 にそれぞれ示します．超高速動作が要求される CPU／MMU モジュールは，高密度実装
により大型で多ピンの LSI を搭載可能としています．CPU モジュールは，CPU LSI をビルドアップ
基板表面にベアチップ実装し，裏面には入出力用のパッドを並べた LGA（Land Grid Array）が
形成されています．MMU モジュールは，メモリ制御用の MMC LSI とメモリキャリア用コネクタをビ
ルドアップ基板表面に実装しています．一方，SX-7C は環境配慮型製品として，ベアチップ接続













表 4 CPU／MMU モジュール諸元 
  
図 5 CPU モジュール外観 図 6 メモリモジュール外観 







ピン数 8,210 5,284  
IO ピッチ(μm) 182 182 
搭載 RAM － μBGA×96 
種類 ビルドアッププリント配線基板 
基板サイズ(mm) 85×75 130×145 
基板厚(mm) 1.8 1.7 
基板層数 5 ビルド－8 コア－5 ビルド 
配線密度(μm) 配線幅／間隙＝20／20 
配線基板 
via 仕様(μm) via 径／ランド径＝50／80 
入力端子数 5,329 824 
冷却 空冷 モジュール 




して，CPU モジュールと MMU モジュールを相互接続するケーブルレス構造を採用しています．
これにより，1 ノードの実装密度の改善，ケーブルレスによる製造の効率化，及び部品点数の削
減によるコスト低減を実現しています．ノードユニットは図 7 に示すように，2 枚のノードボードを向
かい合わせ，その間に MMU モジュールを 32 枚挟み込み，両面にそれぞれ CPU モジュール 4























(a)引き出し状態       (b)回転状態 
図 8 ノードユニット実装構造 図 7 ノードモジュール  
 
4. おわりに 
本稿では SX-7C のハードウェア概要について説明しました．SX-7C は，スーパーコンピュータ
の要件である CPU の高い演算性能と，それに見合う主記憶からのデータ供給能力のバランスを
重視し，ユーザに使いやすい大規模な分散共有メモリ型スーパーコンピュータとして開発しまし
た．NEC は，今後も様々な研究分野の発展を支える強力なツールであるスーパーコンピュータを
開発していきます． 
 
