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Abstract
We consider a slightly subcritical Dirichlet problem with a non-power nonlinearity in a
bounded smooth domain. For this problem, standard compact embeddings cannot be used to
guarantee the existence of solutions as in the case of power-type nonlinearities. Instead, we
use a Ljapunov-Schmidt reduction method to show that there is a positive solution which con-
centrates at a non-degenerate critical point of the Robin function. This is the first existence
result for this type of generalized slightly subcritical problems.
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1 Introduction
We consider the problem
(1.1)
{
−∆u = fε(u) in Ω,
u = 0 on ∂Ω,
where Ω is a bounded smooth domain in RN , N ≥ 3, and
fε(u) :=
|u|2
∗−2u
[ln(e + |u|)]ε
, ε ≥ 0.(1.2)
Here, 2∗ := 2NN−2 is the critical Sobolev exponent.
If ε = 0, then (1.1) is called the pure critical problem. In this case, the existence of solutions
is strongly affected by the geometry of the domain. Indeed, Pohozaev’s identity [20] ensures the
non-existence of solutions in star-shaped domains, while the existence of a positive solution was
established by Bahri and Coron [2] in a domain with non-trivial topology.
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Most of the analysis of slightly subcritical problems has been focused on power-type non-
linearities (|u|2
∗−2−εu instead of fε(u)). However, if one considers problems with other types
of subcritical behavior (such as (1.1) with (1.2)), then many of the techniques developed for
the power nonlinearity cannot be applied anymore. For example, one cannot use directly the
compactness of Sobolev embeddings to guarantee the convergence of Palais-Smale sequences as-
sociated to (1.1). Another well-known approach to find solutions of elliptic problems is to find
a uniform a priori bound and establish an existence result using Leray-Schauder degree theory.
However, if ε > 0, then the existence of a uniform a priori bound for the L∞-norm of all posi-
tive solutions to the problem (1.1) is, in general, not known. The classical results of Gidas and
Spruck [10] and de Figueiredo, Lions, and Nussbaum [8] do not apply to this problem. In this
direction, some progress has been made recently. In [5], Castro and Pardo obtained a priori
bounds for nonlinearities including (1.2) with ε > 2N−2 , which are not covered by [8, 10]. The
arguments rely on the moving plane method (providing uniform a priori bounds in a neighbor-
hood of the boundary), the Pohozaev identity, W 1,q regularity for q > N , and Morrey’s theorem.
Using the Kelvin transform, they extend the existence of uniform a priori bounds to non-convex
domains, see [5, 6]. These results are, however, only available for ε > 2N−2 , and do not include
slightly subcritical problems.
We believe that the study of problems such as (1.1) with (1.2), for ε > 0 small, improves
our understanding of more general subcritical problems and helps to develop more flexible and
powerful tools in nonlinear analysis.
In this paper, we establish the existence of a solution to (1.1) which blows-up at a point in
Ω when ε→ 0. First, let us introduce the so-called standard bubbles
(1.3) U(y) := αN
1
(1 + |y|2)
N−2
2
, Uδ,ξ(x) = δ
−N−2
2 U
(
x− ξ
δ
)
, δ > 0, ξ ∈ RN ,
where αN = [N(N − 2)]
N−2
4 . Next, let G be the Green function of −∆ in Ω with Dirichlet
boundary condition, and let H be its regular part, i.e.,
G(x, y) = cN
(
1
|x− y|N−2
−H(x, y)
)
, x, y ∈ Ω,
where cN =
1
(N−2)ωN
and ωN denotes the surface area of the unit sphere in R
N . The function
̺ : Ω→ R given by
̺(x) := H(x, x)
is called the Robin function. Our main result is the following one.
Theorem 1.1. Let ξ∗ ∈ Ω be a non-degenerate critical point of the Robin function. Then, there
exists a solution to (1.1) which blows up at ξ∗ as ε→ 0. More precisely, there exists ε0 > 0 such
that, for each ε ∈ (0, ε0), there is a solution uε ∈ H
1
0 (Ω) of (1.1) of the form
uε = Uδ(ε),ξ(ε) +Φε, where
∫
Ω
|∇Φε|
2 = O
(
ε
| ln ε|
)
(1.4)
and with Uδ(ε),ξ(ε) as in (1.3). The concentration parameter δ(ε) and the blow-up point ξ(ε)
satisfy
δ(ε)
(
| ln ε|
ε
) 1
N−2
→ d > 0 and ξ(ε)→ ξ∗ as ε→ 0.
2
This seems to be the first existence result for problem (1.1) when ε > 0 is arbitrarily small.
We point out that in any domain Ω the Robin function has at least one critical point which is
a minimum point (since it tends to infinity at ∂Ω) and also that the minimum value is strictly
positive. Moreover, Micheletti and Pistoia in [14, Theorem 1.1] proved that, for almost every
domain Ω, the Robin function is a Morse function, i.e., all its critical points are non-degenerate.
It is also known that the origin is a non-degenerate critical point of the Robin function of a
smooth bounded domain of RN which is symmetric with respect to the origin and convex in any
direction x1, . . . , xN , as proved by Grossi in [11].
Theorem 1.1 is shown using the Ljapunov-Schmidt reduction method. One of the advantages
of this approach is that we obtain explicit information about the behavior of the solution. In
particular, it is interesting to compare the blow-up rate of the solution uε given by Theorem 1.1
(‖uε‖∞ ∼ (| ln ε|ε
−1)
1
2 ) with the blow-up rate ε−
1
2 associated with the usual power nonlinearity,
as shown by Bahri and Rey [3].
Theorem 1.1 is a first step towards establishing existence and multiplicity of positive and/or
sign-changing solutions to problem (1.1) which blow up and/or blow down at different points in
Ω as ε→ 0. This is motivated by a series of results which have been obtained in the last decades
in the subcritical regime with power-type nonlinearities, namely, when the nonlinear term fε(u)
is replaced by |u|2
∗−2−εu with ε > 0. In this case the compactness of the Sobolev embedding
H10 (Ω) →֒ L
2∗−ε(Ω) yields the existence of a least-energy solution to
(1.5)
{
−∆u = |u|2
∗−2−εu in Ω,
u = 0 on ∂Ω,
by standard variational methods. Han in [12] proved that as ε → 0 this solution blows up at a
point ξ0 ∈ Ω and its limit profile is a rescaling of the standard bubble (1.3). Flucher and Wei
in [9] proved that ξ0 is the minimum of the Robin function. The existence of positive solutions
of (1.5) which blow up at different points in Ω was studied by Bahri, Li, and Rey in [3] using
a finite dimensional reduction procedure. A similar argument was used by Bartsch, Micheletti,
and Pistoia in [4] to prove the existence of sign-changing solutions of (1.5) which blow up or blow
down at different points in Ω. In both cases the location of the blow-up and blow-down point
is given in terms of a reduced energy which involves the Green and the Robin function. Finally,
we also recall that sign-changing solutions of (1.5), which blow up and down at the same point
(sometimes called the nodal towering point) have been found by Pistoia and Weth in [18]. In
particular, Musso and Pistoia in [16] proved that any non-degenerate critical point of the Robin
function is a nodal towering point.
We conjecture that similar results as those obtained in [4, 18] can be extended to problem
(1.1) with (1.2), however the proof requires some careful estimates to overcome the essential
technical difficulties due to the strong nonlinearity (1.2).
To close this introduction, we mention that in [7], Damascelli and Pardo found a priori bounds
for the p-Laplacian version of (1.1). Furthermore, the existence of uniform a priori bounds and,
thus, of a positive solution to the Hamiltonian elliptic system
(1.6) −∆u = vp
/
[ln(e+ v)]ε1 , −∆v = uq
/
[ln(e+ u)]ε2 , in Ω, u = v = 0 on ∂Ω,
with min{ε1, ε2} > 2/(N − 2), and p, q lying in the critical Sobolev hyperbola
1
p+1 +
1
q+1 =
N−2
N ,
was treated by Mavinga and Pardo in [13].
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The paper is organized as follows. In Section 2 we include some notation and well-known
results regarding the Ljapunov-Schmidt method. In Section 3 we structure the finite dimensional
reduction for the problem, some of the results in this section are well known, but we include a
proof for clarity and completeness. Finally, in Section 4, we find a critical point of the reduced
problem. We close the paper with an appendix containing some useful estimates associated to
the nonlinearity (1.2).
2 Preliminaries
Consider the Hilbert space D1,2(RN ) := {u ∈ L2
∗
(RN ) : ∇u ∈ L2(RN ,RN )} with its usual inner
product and norm,
〈u, v〉 :=
∫
RN
∇u · ∇v, ‖u‖ :=
(∫
RN
|∇u|2
)1/2
.
It is well known that the standard bubbles
(2.1) U(y) := αN
1
(1 + |y|2)
N−2
2
, Uδ,ξ(x) = δ
−N−2
2 U
(
x− ξ
δ
)
, δ > 0, ξ ∈ RN ,
are the only positive solutions of the problem
−∆u = |u|2
∗−2u, u ∈ D1,2(RN ),(2.2)
where αN = [N(N − 2)]
N−2
4 . They satisfy
‖Uδ,ξ‖
2 = |Uδ,ξ|
2∗
2∗ = S
N
2 ,
where S is the best constant for the embedding D1,2(RN ) →֒ L2
∗
(RN ) and | · |p is the standard
Lp-norm.
Set p := 2∗−1. It is well known that the kernel of the linearized operator −∆−pUp−1I, i.e.,
the space of solutions to the problem
(2.3) −∆ψ = pUp−1ψ, ψ ∈ D1,2(RN ),
is generated by the N + 1 functions
(2.4)
ψ0(y) :=
N − 2
2
αN
|y|2 − 1
(1 + |y|2)N/2
,
ψj(y) := (N − 2)αN
yj
(1 + |y|2)N/2
, j = 1, . . . , N.
Set
(2.5)
ψ0δ,ξ(x) := δ
−N−2
2 ψ0
(
x− ξ
δ
)
=
N − 2
2
αN δ
N−2
2
|x− ξ|2 − δ2
(δ2 + |x− ξ|2)N/2
,
ψjδ,ξ(x) := δ
−N−2
2 ψj
(
x− ξ
δ
)
= (N − 2)αN δ
N
2
xj − ξj
(δ2 + |x− ξ|2)N/2
, j = 1, . . . , N.
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In particular,
ψ0δ,ξ = δ
∂Uδ,ξ
∂δ
, ψjδ,ξ = δ
∂Uδ,ξ
∂ξj
, j = 1, . . . , N.
Note that, as Uδ,ξ solves (2.2), any solution ψ to (2.3) satisfies∫
RN
Upδ,ξψ =
∫
RN
∇Uδ,ξ · ∇ψ = p
∫
RN
Upδ,ξψ.
In particular,
(2.6) 〈Uδ,ξ, ψ
j
δ,ξ〉 =
∫
RN
Upδ,ξψ
j
δ,ξ = 0 ∀j = 0, . . . , N.
We denote by P : D1,2(RN ) → H10 (Ω) the orthogonal projection, i.e., PW is the unique
solution to the problem
−∆(PW ) = −∆W in Ω, PW = 0 on ∂Ω.
Next, we collect some well known estimates.
Lemma 2.1. The following expansions hold true
PUδ,ξ = Uδ,ξ − αN δ
N−2
2 H( · , ξ) +O(δ
N+2
2 ),(2.7)
Pψ0δ,ξ = ψ
0
δ,ξ −
N − 2
2
αNδ
N−2
2 H(·, ξ) +O(δ
N+4
2 ),(2.8)
Pψjδ,ξ = ψ
j
δ,ξ − αNδ
N
2 ∂ξjH(·, ξ) +O(δ
N+2
2 ) for j = 1, . . . , N,(2.9)
as δ → 0 uniformly with respect to ξ in compact subsets of Ω. Moreover,
(2.10) |Pψjδ,ξ − ψ
j
δ,ξ| 2N
N−2
=
{
O
(
δ
N−2
2
)
if j = 0,
O
(
δ
N
2
)
if j = 1, . . . , N,
and
(2.11) 〈Pψiδ,ξ, Pψ
j
δ,ξ〉 =
{
ci(1 + o(1)) > 0 if i = j
o(1) if i 6= j.
Proof. For the proof of (2.7), (2.8), and (2.9), see [21, Proposition 1]. Then (2.10) follows from
(2.8) and (2.9). For (2.11) we argue as in [17, Lemma 3.1]. Observe that, by (2.8) and (2.9),
〈Pψiδ,ξ, Pψ
j
δ,ξ〉 =
∫
Ω
f ′0(Uδ,ξ)ψ
i
δ,ξPψ
j
δ,ξ =
∫
Ω
f ′0(Uδ,ξ)ψ
i
δ,ξψ
j
δ,ξ + o(1),
for i, j = 0, . . . , N as δ → 0. Then, changing variables,∫
Ω
f ′0(Uδ,ξ)ψ
i
δ,ξψ
j
δ,ξ = (2
∗ − 1)
∫
RN
|U |2
∗−2ψiψj + o(1),
and (2.11) follows by oddness, because
ψj(y) =


N−2
2 αN
|y|2−1
(1+|y|2)N/2
, j = 0,
(N − 2)αN
yj
(1+|y|2)N/2
, j = 1, . . . , N.
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We set
Kδ,ξ := span{Pψ
j
δ,ξ : j = 0, . . . , N},
K⊥δ,ξ := {φ ∈ H
1
0 (Ω) : 〈φ, Pψ
j
δ,ξ〉 = 0, j = 0, . . . , N},
and denote by
Πδ,ξ : H
1
0 (Ω)→ Kδ,ξ and Π
⊥
δ,ξ : H
1
0 (Ω)→ K
⊥
δ,ξ
the orthogonal projections.
3 The finite dimensional reduction
To prove our main result we apply the well-known Ljapunov-Schmidt reduction procedure;
see [19] and the references therein for a detailed discussion of this approach.
Let i∗ : L
2∗
2∗−1 (Ω) → H10 (Ω) be the adjoint operator of the embedding i : H
1
0 (Ω) →֒ L
2∗(Ω),
i.e., i∗[v] is the unique solution to the problem
−∆u = v in Ω, u = 0 on ∂Ω.
It is well known that i∗ is a continuous map and
(3.1) ‖i∗(v)‖ ≤ c|v| 2N
N+2
for any v ∈ L
2∗
2∗−1 (Ω).
Then, problem (1.1) can be restated as
(3.2)
{
u = i∗[fε(u)],
u ∈ H10 (Ω).
Let [0, δN ] be the largest interval in which the function δ 7→ δ
N−2| ln δ| is strictly increasing
and, for δ ∈ (0, δN ) and d ∈ (0,∞) define
(3.3) ε = ε(d, δ) := d δN−2| ln δ|.
For suitable (d, ξ) ∈ (0,∞)×Ω and ε small enough, we look for a solution to the problem (3.2)
having the form
PUδ,ξ + φ with φ ∈ K
⊥
δ,ξ,
where δ and ε are related by (3.3).
Remark 3.1. Let d0 > 1, d ∈ (d
−1
0 , d0), ε ∈ (0, 1), and
δ = δ(d, ε) =
(
d
ε
| ln ε|
) 1
N−2
.(3.4)
Then,
δN−2| ln δ| =
d
N − 2
∣∣∣ ln(d ε| ln ε|) ∣∣∣
| ln ε|
ε = κε,d ε,(3.5)
6
where
κε,d :=
d
N − 2
∣∣∣ ln(d ε| ln ε|) ∣∣∣
| ln ε|
=
d
N − 2
| ln(d) + ln(ε)− ln | ln ε||
| ln ε|
=
d
N − 2
∣∣∣∣1− ln(d)| ln ε| + ln | ln ε|| ln ε|
∣∣∣∣ = dN − 2(1 + o(1))
as ε→ 0. In particular, there is κε,d bounded away from zero and infinity such that the rate (3.4)
satisfies (3.5).
Note that PUδ,ξ + φ satisfies (3.2) if and only if the following two identities hold true:
Π⊥δ,ξ
(
PUδ,ξ + φ− i
∗[fε(PUδ,ξ + φ)]
)
= 0,(3.6)
Πδ,ξ
(
PUδ,ξ + φ− i
∗[fε(PUδ,ξ + φ)]
)
= 0.(3.7)
First, we show that, for any (d, ξ) ∈ (0,∞)×Ω and every ε small enough, there exists a unique
φ ∈ K⊥δ,ξ which satisfies (3.6). To this end, we consider the linear operator Lδ,ξ : K
⊥
δ,ξ → K
⊥
δ,ξ
given by
Lδ,ξ(φ) := φ−Π
⊥
δ,ξi
∗[f ′0(Uδ,ξ)φ].
Proposition 3.2. For any δ0 > 0 and for any compact subset D of Ω there exists C > 0 such
that, for every ξ ∈ D and δ ∈ (0, δ0),
(3.8) ‖Lδ,ξ(φ)‖ ≥ C‖φ‖ for all φ ∈ K
⊥
δ,ξ,
and the operator Lδ,ξ : K
⊥
δ,ξ → K
⊥
δ,ξ is invertible.
Proof. For sake of completeness, we give a sketch of the proof which can also be found in [15,
Lemma 1.7]. We argue by contradiction and suppose there exist sequences δn → 0, ξn → ξ ∈ Ω,
and φn, zn ∈ K
⊥
δn,ξn
such that ‖φn‖ = 1, ‖zn‖ → 0, and zn = Lδn,ξn(φn). In particular, there
exists wn ∈ Kδn,ξn such that
(3.9)
∫
Ω
∇φn∇ϕ =
∫
Ω
f ′0(Uδn,ξn)φnϕ+
∫
Ω
∇(zn + wn)∇ϕ for any ϕ ∈ H
1
0 (Ω).
First of all, we claim that ‖wn‖ → 0. Let, wn =
∑N
j=0 c
j
nPψ
j
δn,ξn
. By (2.11), ‖wn‖ =
∑N
j=0 |c
j
n|(1+
o(1)) and, by (3.9),
‖wn‖
2 = 〈φn − zn, wn〉︸ ︷︷ ︸
=0
−
∫
Ω
f ′0(Uδn,ξn)φnwn
= −
N∑
j=0
cjn
∫
Ω
f ′0(Uδn,ξn)φnψ
j
δn,ξn︸ ︷︷ ︸
=〈φn,Pψ
j
δn,ξn
〉=0
−
N∑
j=0
cjn
∫
Ω
f ′0(Uδn,ξn)φn
(
Pψjδn,ξn − ψ
j
δn,ξn
)
≤
N∑
j=0
|cjn|
∣∣f ′0(Uδn,ξn)∣∣N
2
∣∣∣Pψjδn,ξn − ψjδn,ξn∣∣∣ 2N
N−2︸ ︷︷ ︸
=o(1)
|φn| 2N
N−2
7
= o(‖wn‖)
and the claim follows.
Now, we set h˜(y) := δ
N−2
2
n h(δny + ξn), for y ∈ Ωn :=
Ω−ξn
δn
, so |∇h˜|2 = |∇h|2 and |h˜| 2N
N−2
=
|h| 2N
N−2
. Then, by (3.9),
(3.10)
∫
Ωn
∇φ˜n∇ϕ˜ =
∫
Ωn
f ′0(U)φ˜nϕ˜+
∫
Ωn
∇(z˜n + w˜n)∇ϕ˜ for any ϕ˜ ∈ C
∞
0 (R
N ).
Now, up to a subsequence φ˜n → φ˜ weakly in D
1,2(RN ), z˜n, w˜n → 0 strongly in D
1,2(RN ), and
from (3.10) we get that φ ∈ D1,2(RN ) solves
−∆φ˜ = f ′0(U)φ˜ in R
N .
Moreover, since for any j
0 =
∫
Ω
∇φ˜n∇Pψ
j
δn,ξn
=
∫
Ω
f ′0(Uδn,ξn)φ˜nψ
j
δn,ξn
=
∫
Ωn
f ′(U)φ˜nψ
j →
∫
RN
f ′(U)φ˜ψj ,
we get φ˜ = 0.
On the other hand, testing (3.9) by φn and scaling, we have
1 =
∫
Ωn
f ′0(U)φ˜
2
n +
∫
Ωn
∇(z˜n + w˜n)∇φ˜n = o(1),
and a contradiction arises.
The invertibility follows from Fredholm’s theory because Lδ,ξ is a compact perturbation of
the identity.
It is useful to recall the following well-known estimates.
Lemma 3.3.
(3.11)
∫
Ω
U qδ,ξ(x) dx =


O
(
δ
N−2
2
q
)
if 0 < q < NN−2 ,
O
(
δ
N
2 | ln δ|
)
if q = NN−2 ,
O
(
δN−
N−2
2
q
)
if NN−2 < q ≤ 2
∗,
(3.12)
∫
Ω
|ψ0δ,ξ(x)|
q dx =


O
(
δ
N−2
2
q
)
if 0 < q < NN−2 ,
O
(
δ
N
2 | ln δ|
)
if q = NN−2 ,
O
(
δN−
N−2
2
q
)
if NN−2 < q ≤ 2
∗,
and
(3.13)
∫
Ω
|ψjδ,ξ(x)|
q dx =


O
(
δ
N
2
q
)
if 0 < q < NN−1 ,
O
(
δ
N2
2(N−1) | ln δ|
)
if q = NN−1 ,
O
(
δN−
N−2
2
q
)
if NN−1 < q ≤ 2
∗,
for j = 1, · · · , N .
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Proof. We prove the estimate (3.11). The other two are obtained in a similar way. In the
following C > 0 denotes a constant independent of δ and ξ, not necessarily the same one. We
perform the change of variable x− ξ = δy and set Ωδ :=
1
δ (Ω − ξ). By (2.1), for δ ∈ (0, δ0) with
δ0 small enough, we obtain ∫
Ω
U qδ,ξ(x) dx = δ
N−N−2
2
q
∫
Ωδ
U q(y) dy.
Assume now 0 < q < NN−2 , since 1 + r
2 ≥ max{1, r2}, then
∫
Ωδ
U q(y) dy ≤ C
∫ c/δ
0
rN−1
(1 + r2)
N−2
2
q
dr ≤ C
(∫ 1
0
rN−1 dr +
∫ c/δ
1
rN−1−(N−2)q dr
)
≤ Cδ−N+(N−2)q .
On the other hand, if q = NN−2 , then∫
Ωδ
U q(y) dy ≤ C
∫ c/δ
0
rN−1
(1 + r2)
N
2
dr ≤ C
(∫ 1
0
rN−1 dr +
∫ c/δ
1
r−1 dr
)
≤ C| ln δ|.
Finally, if NN−2 < q ≤ 2
∗, then
∫
Ωδ
U q(y) dy ≤ C
∫ ∞
0
rN−1
(1 + r2)
N−2
2
q
dr = C.
This ends the proof.
Lemma 3.4.
(3.14) |f0 (PUδ,ξ)− f0 (Uδ,ξ)| 2N
N+2
=


O
(
δN−2
)
if 3 ≤ N ≤ 5,
O
(
δ4| ln δ|2/3
)
if N = 6,
O
(
δ
N+2
2
)
if N ≥ 7,
(3.15)
∣∣f ′0 (PUδ,ξ)− f ′0 (Uδ,ξ)∣∣N
2
=


O (δ) if N = 3,
O
(
δ2| ln δ|1/2
)
if N = 4,
O
(
δ2
)
if N ≥ 5,
and
∣∣f0(PUδ,ξ)− f0(Uδ,ξ)− f ′0(Uδ,ξ)(PUδ,ξ(x)− Uδ,ξ(x))∣∣N
2
=


O
(
δ
N+2
2
)
if N = 3,
O
(
δ
N+2
2 | ln δ|1/2
)
if N = 4,
O
(
δ
N+2
2
)
if N ≥ 5,
(3.16)
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Proof. The following inequalities are well known. For any a > 0 and b ∈ R,
(3.17) ||a+ b|q − aq| ≤
{
c(q)min{|b|q , aq−1|b|} if 0 < q < 1,
c(q)
(
|b|q + aq−1|b|
)
if q ≥ 1,
and
(3.18)
∣∣|a+ b|q(a+ b)− aq+1 − (1 + q)aqb∣∣ ≤
{
c(q)min{|b|q+1, aq−1b2} if 0 < q < 1,
c(q)
(
|b|q+1 + aq−1b2
)
if q ≥ 1.
Estimates (3.14), (3.15), and (3.16) follow from these inequalities and Lemma 3.3.
Lemma 3.5.
(3.19) |fε (PUδ,ξ)− f0 (PUδ,ξ)| 2N
N+2
= O (ε ln | ln δ|)
and
(3.20)
∣∣f ′ε (PUδ,ξ)− f ′0 (PUδ,ξ)∣∣N
2
= O (ε ln | ln δ|) .
Proof. In the following C > 0 denotes a positive constant, independent of δ, ε, and ξ ∈ (0, 1),
not necessarily the same one. We show first (3.19). By Lemma B.1 and the maximum principle,
|fε(PUδ,ξ)− f0(PUδ,ξ)| ≤ ε(PUδ,ξ)
2∗−1 ln ln(e + PUδ,ξ)
≤ εU2
∗−1
δ,ξ ln ln(e + Uδ,ξ).
Next, we scale x− ξ = δy, y ∈ Ωδ :=
1
δ (Ω− ξ) and we get, for δ ∈ (0, 1),(∫
Ω
∣∣∣U2∗−1δ,ξ (x) ln ln(e + Uδ,ξ(x))∣∣∣ 2
∗
2∗−1
dx
) 2∗−1
2∗
≤
(∫
Ωδ
U2
∗
(y)
∣∣∣ln ln(e + δ−N−22 U(y))∣∣∣ 2∗2∗−1 dy
) 2∗−1
2∗
≤ C
∣∣∣ln ln(e + δ−N−22 αN)∣∣∣ ≤ C ln | ln δ|
and (3.19) follows.
Now we show (3.20). By Lemma B.1, for ε small enough we have that
|f ′ε(u)− f
′
0(u)| ≤ Cε|u|
2∗−2
(
ln ln(e + |u|) + 1
)
.
Next, we scale x− ξ = δy, y ∈ Ωδ :=
1
δ (Ω− ξ) and then, for δ ∈ (0,
1
2 ),(∫
Ω
|U2
∗−2
δ,ξ (ln ln(e + Uδ,ξ) + 1) |
2∗
2∗−2
) 2∗−2
2∗
=
(∫
Ωδ
U2
∗
(y)
(
ln ln(e + δ−
N−2
2 U(y)) + 1
) 2∗
2∗−2
dy
)2∗−2
2∗
≤ C
(
ln ln(e + δ−
N−2
2 αN ) + 1
)
≤ C ln | ln δ|
and (3.20) follows.
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Proposition 3.6. For any compact subset X of (0,∞)×Ω there is δ0(X) = δ0 > 0 such that, for
every (d, ξ) ∈ X and δ ∈ (0, δ0), there exists a unique φ = φδ,ξ ∈ K
⊥
δ,ξ which solves equation (3.6)
with ε = d δN−2| ln δ| and satisfies
(3.21) ‖φδ,ξ‖ =
{
O
(
δN−2 | ln δ| (ln | ln δ|)
)
if 3 ≤ N ≤ 6,
O
(
δ
N+2
2
)
if N ≥ 7.
Proof. Let (d, ξ) ∈ X, δ ∈ (0, 1). Note that φ ∈ K⊥δ,ξ solves (3.6) if and only if φ is a fixed point
of the operator Tδ,ξ : K
⊥
δ,ξ → K
⊥
δ,ξ defined by
Tδ,ξ(φ) := L
−1
δ,ξ Π
⊥
δ,ξ i
∗
{[
fε(PUδ,ξ + φ)− fε(PUδ,ξ)− f
′
ε(PUδ,ξ)φ
]
+
[
f ′ε(PUδ,ξ)− f
′
0(PUδ,ξ)
]
φ+
[
f ′0(PUδ,ξ)− f
′
0(Uδ,ξ)
]
φ
+ [fε(PUδ,ξ)− f0(PUδ,ξ)] + [f0(PUδ,ξ)− f0(Uδ,ξ)]
}
.
We shall prove that Tδ,ξ is a contraction in a suitable ball. Hereafter C > 0 denotes a positive
constant, independent of (d, ξ) ∈ X and δ ∈ (0, 1), not necessarily the same one. Proposition 3.2
and Sobolev’s inequality yield
‖Tδ,ξ(φ)‖ ≤ C
∣∣fε(PUδ,ξ + φ)− fε(PUδ,ξ)− f ′ε(PUδ,ξ)φ∣∣ 2∗
2∗−1
+C
∣∣(f ′ε(PUδ,ξ)− f ′0(PUδ,ξ))φ∣∣ 2∗
2∗−1
+ C
∣∣(f ′0(PUδ,ξ)− f ′0(Uδ,ξ))φ∣∣ 2∗
2∗−1
+C|fε(PUδ,ξ)− f0(PUδ,ξ)| 2∗
2∗−1
+ C|f0(PUδ,ξ)− f0(Uδ,ξ)| 2∗
2∗−1
=: A1 +A2 +A3 +A4 +A5.
By (3.14) and (3.19),
|A4| 2N
N+2
+ |A5| 2N
N+2
≤ O(Rδ),
where
Rδ =
{
δN−2 | ln δ| ln | ln δ| if 3 ≤ N ≤ 6,
δ
N+2
2 if N ≥ 7.
Next, we estimate the other terms.
A1) By the mean value theorem, there exists θ = θ(x) ∈ (0, 1) such that
A1 =
∣∣fε(PUδ,ξ + φ)− fε(PUδ,ξ)− f ′ε(PUδ,ξ)φ∣∣ 2∗
2∗−1
(3.22)
=
∣∣(f ′ε(PUδ,ξ + θφ)− f ′ε(PUδ,ξ))φ∣∣ 2∗
2∗−1
.
If N < 6, from Lemma B.1 and Ho¨lder’s inequality,
A1 ≤ C
(∣∣|φ|2∗−1∣∣ 2∗
2∗−1
+
∣∣U2∗−3δ,ξ φ2∣∣ 2∗
2∗−1
)
= C

|φ|2∗−12∗ +
(∫
Ω
(
U2
∗−3
δ,ξ φ
2
) 2∗
2∗−1
) 2∗−1
2∗


≤ C
(
|φ|2
∗−1
2∗ + |Uδ,ξ|
2∗−3
2∗ |φ|
2
2∗
)
,
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while if N = 6,
A1 ≤ C
(∣∣|φ|2∗−1∣∣ 2∗
2∗−1
+
∣∣φ2∣∣ 2∗
2∗−1
)
= C

|φ|2∗−12∗ +
(∫
Ω
|φ|2
∗
) 2∗−1
2∗

 = 2C |φ|2∗−12∗ .
On the other hand, if N > 6, we obtain
A1 ≤ C
(∣∣|φ|2∗−1∣∣ 2∗
2∗−1
+ ε
∣∣U2∗−2δ,ξ φ∣∣ 2∗
2∗−1
)
= C

|φ|2∗−12∗ + ε
(∫
Ω
(
U2
∗−2
δ,ξ |φ|
) 2∗
2∗−1
) 2∗−1
2∗


≤ C
(
|φ|2
∗−1
2∗ + ε|Uδ,ξ|
2∗−2
2∗ |φ|2∗
)
.
Now, Sobolev’s inequality gives
(3.23) A1 ≤


C
(
1 + ‖φ‖2
∗−3
)
‖φ‖2 if 3 ≤ N ≤ 5,
C ‖φ‖2 if N = 6,
C
(
ε+ ‖φ‖2
∗−2
)
‖φ‖ if N ≥ 7.
A2) By Holder’s inequality and (3.20),∣∣(f ′ε(PUδ,ξ)− f ′0(PUδ,ξ))φ∣∣ 2∗
2∗−1
≤
∣∣f ′ε(PUδ,ξ)− f ′0(PUδ,ξ)∣∣N
2
|φ|2∗ ≤ Cε ln | ln δ| ‖φ‖.
A3) By Holder’s inequality and (3.15),
∣∣(f ′0(PUδ,ξ)− f ′0(Uδ,ξ))φ∣∣ 2∗
2∗−1
≤
∣∣f ′0(PUδ,ξ)− f ′0(Uδ,ξ)∣∣N
2
|φ|2∗ ≤


Cδ ‖φ‖ if N = 3,
Cδ2| ln δ|1/2‖φ‖ if N = 4,
Cδ2‖φ‖ if N ≥ 5.
Collecting all the previous estimates, we deduce that there exist R∗ > 0 and δ0 > 0 such that
for any δ ∈ (0, δ0)
‖Tδ,ξ(φ)‖ ≤ R
∗Rδ for any φ ∈ Bδ := {φ ∈ K
⊥
δ,ξ : ‖φ‖ ≤ R
∗Rδ}.
Next, we show that Tδ,ξ is a contraction. To this end, let φ1, φ2 ∈ Bδ. We have
‖Tδ,ξ(φ1)− Tδ,ξ(φ2)‖ ≤C |fε(PUδ,ξ + φ1)− fε(PUδ,ξ + φ2)− f
′
ε(PUδ,ξ)(φ1 − φ2)| 2∗
2∗−1
+ C
∣∣[f ′ε(PUδ,ξ)− f ′0(PUδ,ξ)](φ1 − φ2)∣∣ 2∗
2∗−1
+ C
∣∣[f ′0(PUδ,ξ)− f ′0(Uδ,ξ)](φ1 − φ2)∣∣ 2∗
2∗−1
=: a1 + a2 + a3.
To estimate a1, a2, and a3 we argue as we did above for A1, A2, and A3.
a1) By the mean value theorem, there exists θ = θ(x) ∈ (0, 1) such that
a1 = |fε(PUδ,ξ + φ1)− fε(PUδ,ξ + φ2)− f
′
ε(PUδ,ξ)(φ1 − φ2)| 2∗
2∗−1
12
=
∣∣(f ′ε(PUδ,ξ + φθ)− f ′ε(PUδ,ξ))(φ2 − φ1)∣∣ 2∗
2∗−1
,
where φθ := (1− θ)φ1 + θφ2.
If N < 6, from Lemma B.1 and Ho¨lder’s inequality we get
a1 ≤ C
(∣∣|φθ|2∗−2(φ2 − φ1)∣∣ 2∗
2∗−1
+
∣∣U2∗−3δ,ξ φθ(φ2 − φ1)∣∣ 2∗
2∗−1
)
≤ C

|φθ|2∗−22∗ |φ2 − φ1|2∗ +
(∫
Ω
(
U2
∗−3
δ,ξ φθ(φ2 − φ1)
) 2∗
2∗−1
)2∗−1
2∗


≤ C
(
|φθ|
2∗−2
2∗ + |Uδ,ξ|
2∗−3
2∗ |φθ|2∗
)
|φ2 − φ1|2∗ ,
while, if N = 6, we obtain
a1 ≤ C |φθ|2∗ |φ2 − φ1|2∗ .
On the other hand, if N > 6,
a1 ≤ C
(∣∣|φθ|2∗−2(φ2 − φ1)∣∣ 2∗
2∗−1
+ ε
∣∣U2∗−2δ,ξ (φ2 − φ1)∣∣ 2∗
2∗−1
)
≤ C

|φθ|2∗−22∗ |φ2 − φ1|2∗ + ε
(∫
Ω
(
U2
∗−2
δ,ξ |φ2 − φ1|
) 2∗
2∗−1
) 2∗−1
2∗


≤ C
(
|φθ|
2∗−2
2∗ + ε
)
|φ2 − φ1|2∗ .
Now, Sobolev’s inequality gives
a1 ≤ C
(
‖φθ‖
2∗−2 +max{‖φθ‖, ε}
)
‖φ2 − φ1‖.
a2) By Holder’s inequality and (3.20),
a2 =
∣∣(f ′ε(PUδ,ξ)− f ′0(PUδ,ξ))(φ2 − φ1)∣∣ 2∗
2∗−1
≤
∣∣f ′ε(PUδ,ξ)− f ′0(PUδ,ξ)∣∣N
2
|φ2 − φ1|2∗ ≤ Cε ln | ln δ|‖φ2 − φ1‖.
a3) By Holder’s inequality and (3.15),
a3 =
∣∣(f ′0(PUδ,ξ)− f ′0(Uδ,ξ))(φ2 − φ1)∣∣ 2∗
2∗−1
≤
∣∣f ′0(PUδ,ξ)− f ′0(Uδ,ξ)∣∣N
2
|φ2 − φ1|2∗ ≤


Cδ ‖φ2 − φ1‖ if N = 3,
Cδ2| ln δ|1/2‖φ2 − φ1‖ if N = 4,
Cδ2‖φ2 − φ1‖ if N ≥ 5.
From the above estimates we conclude that
‖Tδ,ξ(φ2)− Tδ,ξ(φ1)‖ ≤ C
(
R∗Rδ + (R
∗Rδ)
2∗−2 + ε ln | ln δ|+ δ
)
‖φ2 − φ1‖.
Hence, there exists δ0 ∈ (0, 1) such that Tδ,ξ : Bδ → Bδ is a contraction for all δ ∈ (0, δ0). By
Banach’s fixed point theorem, Tδ,ξ : Bδ → Bδ has a unique fixed point, as claimed.
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4 The finite dimensional problem
In the previous section we proved that, if ε = d δN−2| ln δ| is small enough, then, for each d > 0
and ξ ∈ Ω, there exists a unique φ = φδ,ξ ∈ K
⊥
δ,ξ which solves equation (3.6), i.e.,
PUδ,ξ + φ− i
∗[fε(PUδ,ξ + φ)] ∈ Kδ,ξ.
Hence, there exist c0δ,ξ, c
1
δ,ξ, . . . , c
N
δ,ξ ∈ R such that
PUδ,ξ + φ− i
∗[fε(PUδ,ξ + φ)] =
N∑
i=0
ciδ,ξPψ
i
δ,ξ.
In order to show that PUδ,ξ + φ solves (3.2), we need to prove that it solves (3.7). That is,
we need to show that there exists dε > 0 and ξε ∈ Ω such that the c
i
δε,ξε
’s are zero for ε small
enough.
Proposition 4.1. Let ξ0 ∈ Ω be a non-degenerate critical point of the Robin function ̺Ω. Then
there exist ξε → ξ0 and δε → 0 given by ε = dεδ
N−2
ε | ln δε| with dε → d0 > 0 and such that
PUδε,ξε + φ− i
∗[fε(PUδε,ξε + φ)] = 0,
where φ = φδε,ξε is given by Proposition 3.6.
Proof. We split the proof in two steps.
Step 1. We take the inner product of (4.1) with Pψjδ,ξ and compute each side of the identity
(4.1) 〈PUδ,ξ + φ− i
∗[fε(PUδ,ξ + φ)], Pψ
j
δ,ξ〉 =
N∑
i=0
ciδ,ξ〈Pψ
i
δ,ξ, Pψ
j
δ,ξ〉.
The left-hand side is
LHS := 〈PUδ,ξ + φ− i
∗[fε(PUδ,ξ + φ)], Pψ
j
δ,ξ〉
= 〈PUδ,ξ, Pψ
j
δ,ξ〉 −
∫
Ω
fε(PUδ,ξ + φ)Pψ
j
δ,ξ =
∫
Ω
f0(Uδ,ξ)Pψ
j
δ,ξ −
∫
Ω
fε(PUδ,ξ + φ)Pψ
j
δ,ξ
=
∫
Ω
(f0(Uδ,ξ)− f0(PUδ,ξ)) ψ
j
δ,ξ +
∫
Ω
(f0(Uδ,ξ)− f0(PUδ,ξ)) (Pψ
j
δ,ξ − ψ
j
δ,ξ)
+
∫
Ω
(f0(PUδ,ξ)− fε(PUδ,ξ)) ψ
j
δ,ξ +
∫
Ω
(f0(PUδ,ξ)− fε(PUδ,ξ)) (Pψ
j
δ,ξ − ψ
j
δ,ξ)
−
∫
Ω
(
fε(PUδ,ξ + φ)− fε(PUδ,ξ)− f
′
ε(PUδ,ξ)φ
)
Pψjδ,ξ −
∫
Ω
(
f ′ε(PUδ,ξ)− f
′
0(PUδ,ξ)
)
φPψjδ,ξ
−
∫
Ω
(
f ′0(PUδ,ξ)− f
′
0(Uδ,ξ)
)
φPψjδ,ξ −
∫
Ω
f ′0(Uδ,ξ)φ (Pψ
j
δ,ξ − ψ
j
δ,ξ)−
∫
Ω
f ′0(Uδ,ξ)φψ
j
δ,ξ︸ ︷︷ ︸
=0
=: I1 + I2 + I3 + I4 + I5 + I6 + I7 + I8.
Next, we estimate each summand. The leading terms are I1 and I3.
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(I1) We have ∫
Ω
(f0(Uδ,ξ)− f0(PUδ,ξ))ψ
j
δ,ξ
= −
∫
Ω
f ′0(Uδ,ξ)(PUδ,ξ(x)− Uδ,ξ(x))ψ
j
δ,ξ
−
∫
Ω
(
f0(PUδ,ξ)− f0(Uδ,ξ)− f
′
0(Uδ,ξ)(PUδ,ξ(x)− Uδ,ξ(x))
)
ψjδ,ξ.
By (3.12), (3.13), and (3.16),∫
Ω
(
f0(PUδ,ξ)− f0(Uδ,ξ)− f
′
0(Uδ,ξ)(PUδ,ξ(x)− Uδ,ξ(x))
)
ψjδ,ξ
≤
∣∣∣(f0(PUδ,ξ)− f0(Uδ,ξ)− f ′0(Uδ,ξ)(PUδ,ξ(x)− Uδ,ξ(x)))∣∣∣N
2
∣∣∣ψjδ,ξ∣∣∣ N
N−2
= o(δN−1).
Moreover,
−
∫
Ω
f ′0(Uδ,ξ)(PUδ,ξ(x)− Uδ,ξ(x))ψ
j
δ,ξ
= p
∫
Ω
Up−1δ,ξ (x)δ
N−2
2
(
αNH(x, ξ) +O(δ)
)
ψjδ,ξ(x) dx.
If j = 0, we scale x = ξ + δy to obtain
pαN δ
N−2
2
∫
Ω
Up−1δ,ξ (x)H(x, ξ)ψ
0
δ,ξ(x)dx
= pαN δ
N−2
2 δN−
N−2
2
N+2
N−2
∫
Ω−ξ
δ
Up−1(y)H(ξ + δy, ξ)ψ0(y)dy
= αN Aδ
N−2
(
H(ξ, ξ) +O(δ)
)
,
where A := p
∫
RN
Up−1(y)ψ0(y)dy.
If j = 1, . . . , N , taking into account that ψjδ,ξ(x) = δ∂ξjUδ,ξ(x) and setting x = ξ + δy, we
get
pαN δ
N−2
2
∫
Ω
Up−1δ,ξ (x)H(x, ξ)ψ
j
δ,ξ(x)dx = αN δ
N
2
∫
Ω
∂ξjU
p
δ,ξ(x)H(x, ξ)dx
= αN δ
N
2
(
∂ξj
∫
Ω
Upδ,ξ(x)H(x, ξ)dx −
∫
Ω
Upδ,ξ(x)∂ξjH(x, ξ)dx
)
= αN δ
N
2
(
δ
N−2
2 ∂ξj
∫
Ω−ξ
δ
Up(y)H(ξ + δy, ξ)dy − δ
N−2
2
∫
Ω−ξ
δ
Up(y)∂ξjH(ξ + δy, ξ)dy
)
= αNBδ
N−1
(
∂ξj
(
H(ξ, ξ)
)
− ∂ξjH(ξ, ξ)︸ ︷︷ ︸
= 1
2
∂ξj ̺(ξ)
+O(δ)
)
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where B :=
∫
RN
Up(y)dy. A straightforward computation shows that A = N−22 B (see also
Remark B.2 in [15]). Hence,
−
∫
Ω
f ′0(Uδ,ξ)(PUδ,ξ(x)− Uδ,ξ(x))ψ
j
δ,ξ =
{
αN Aδ
N−2H(ξ, ξ) +O
(
δN−1
)
if j = 0,
1
2αN Bδ
N−1∂ξj̺(ξ) +O
(
δN
)
if j = 1, . . . , N.
Consequently,
(4.2) I1 =
{
αN Aδ
N−2H(ξ, ξ) + o
(
δN−2
)
if j = 0,
1
2αN Bδ
N−1∂ξj̺(ξ) + o
(
δN−1
)
if j = 1, . . . , N.
(I2) By (2.10) and (3.14) we deduce
I2 =
∫
Ω
(f0(Uδ,ξ)− f0(PUδ,ξ)) (Pψ
j
δ,ξ − ψ
j
δ,ξ)
= O
(
|f0 (PUδ,ξ)− f0 (Uδ,ξ)| 2N
N+2
∣∣∣Pψjδ,ξ − ψjδ,ξ∣∣∣ 2N
N−2
)
=
{
o(δN−2) if j = 0,
o(δN−1) if j = 1, · · · , N.
(I3) The proof of this estimate is long, so we postpone the details to an appendix. If j = 0, by
Lemma A.1, we obtain that∫
Ω
(f0(PUδ,ξ)− fε(PUδ,ξ)) ψ
0
δ,ξ = −
2d
N − 2
B
ε
| ln δ|
+ o
(
ε
| ln δ|
)
,
where B > 0, and, if j = 1, . . . , N , using Remark A.2, we get∫
Ω
(f0(PUδ,ξ)− fε(PUδ,ξ)) ψ
j
δ,ξ =
{
o(δN−2) if 3 ≤ N ≤ 4,
o(δN−1) if N ≥ 5.
(I4) By (2.10) and (3.19),∫
Ω
(fε(PUδ,ξ)− f0(PUδ,ξ)) (Pψ
j
δ,ξ − ψ
j
δ,ξ)
= O
(
|fε (PUδ,ξ)− f0 (PUδ,ξ)| 2N
N+2
∣∣∣Pψjδ,ξ − ψjδ,ξ∣∣∣ 2N
N−2
)
=

O
(
εδ
N−2
2 ln | ln δ|
)
if j = 0,
O
(
εδ
N
2 ln | ln δ|
)
if j = 1, . . . , N,
=


o
(
δN−2
)
if j = 0 and 3 ≤ N ≤ 4,
o
(
δN−1
)
if j = 0 and N ≥ 5,
o
(
δN−1
)
if j = 1, . . . , N, and 3 ≤ N ≤ 4,
o
(
δN
)
if j = 1, . . . , N, and N ≥ 5.
(I5) By (2.10), (3.12), (3.13), (3.22), and (3.23),∫
Ω
(
fε(PUδ,ξ + φ)− fε(PUδ,ξ)− f
′
ε(PUδ,ξ)φ
)
Pψjδ,ξ
16
= O
(∣∣fε(PUδ,ξ + φ)− fε(PUδ,ξ)− f ′ε(PUδ,ξ)φ∣∣ 2N
N+2
∣∣∣Pψjδ,ξ∣∣∣ 2N
N−2
)
≤


C
(
1 + ‖φ‖2
∗−3
)
‖φ‖2 if 3 ≤ N ≤ 5,
C ‖φ‖2 if N = 6,
C
(
ε+ ‖φ‖2
∗−2
)
‖φ‖ if N ≥ 7,

 =
{
O
(
δ2| ln δ|2 (ln | ln δ|)2
)
if N = 3,
o
(
δN−1
)
if N ≥ 4,
=
{
o
(
δN−2
)
if N = 3,
o
(
δN−1
)
if N ≥ 4.
(I6) By (3.20) and (3.21),∫
Ω
(
f ′ε(PUδ,ξ)− f
′
0(PUδ,ξ)
)
φPψjδ,ξ
= O
(∣∣f ′ε (PUδ,ξ)− f ′0 (PUδ,ξ)∣∣N
2
|φ| 2N
N−2
∣∣∣Pψjδ,ξ∣∣∣ 2N
N−2
)
= O (ε ln | ln δ| ‖φ‖) =
{
O
(
δ2 | ln δ|2 (ln | ln δ|)2
)
if N = 3,
o
(
δN−1
)
if N ≥ 4,
=
{
o
(
δN−2
)
if N = 3,
o
(
δN−1
)
if N ≥ 4.
(I7) By Ho¨lder’s inequality,
I7 =
∫
Ω
(
f ′0(PUδ,ξ)− f
′
0(Uδ,ξ)
)
φPψjδ,ξ = O
(∣∣(f ′0 (PUδ,ξ)− f ′0 (Uδ,ξ) )Pψjδ,ξ∣∣ 2N
N+2
|φ| 2N
N−2
)
.
By (3.17),
|(f ′0 (PUδ,ξ)− f
′
0 (Uδ,ξ))Pψ
j
δ,ξ| ≤ C


(
δ2 + U2
∗−3
δ,ξ δ
N−2
2
)
|Pψjδ,ξ| if 3 ≤ N ≤ 6,
min{δ2, U2
∗−3
δ,ξ δ
N−2
2 }|Pψjδ,ξ| if N ≥ 7.
Note that, by definition |ψjδ,ξ| ≤ (N − 2)|Uδ,ξ| for j = 0, 1, . . . , N , and by the maximum
principle, there is C ≥ 1 such that
|Pψjδ,ξ| ≤ C|Uδ,ξ| in Ω, for j = 0, 1, . . . , N.(4.3)
Now we estimate I7 using (4.3) and Lemma 3.3. If N ≥ 7 (since (2
∗ − 2) 2NN+2 <
N
N−2 ),
I7 = O(‖φ‖δ
N−2
2 |U2
∗−2
δ,ξ | 2N
N+2
) = O(δ
N+2
2 δ
N−2
2 δ
N−2
2
(2∗−2)) = O(δN+2) = o(δN−1),
whereas, if 3 ≤ N ≤ 5 (since (2∗ − 2) 2NN+2 >
N
N−2),
I7 = O
(
‖φ‖δ2|Uδ,ξ| 2N
N+2
+ ‖φ‖δ
N−2
2 |U2
∗−2
δ,ξ | 2N
N+2
)
= O
((
δN+
N−2
2 + δN−2+
N−2
2 δ(N−
N−2
2
(2∗−2) 2N
N+2
)N+2
2N
)
| ln δ|(ln | ln δ|)
)
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= O
(
(δ
3N−2
2 + δ2(N−2))| ln δ|(ln | ln δ|)
)
= o(δN−1).
Similarly, if N = 6 (since 2NN+2 =
N
N−2 = (2
∗ − 2) 2NN+2 =
3
2),
I7 = O(‖φ‖δ
2|Uδ,ξ| 2N
N+2
+ ‖φ‖δ
N−2
2 |U2
∗−2
δ,ξ | 2N
N+2
)
= O
((
δNδ
N+2
4 | ln δ|
N+2
2N + δN−2+
N−2
2 δ
N
2
N+2
2N | ln δ|
N+2
2N
)
| ln δ|(ln | ln δ|)
)
= O
(
(δ8 + δ8)(ln | ln δ|)| ln δ|
5
3
)
= o(δN−1).
In any case, we conclude that I7 = o(δ
N−1).
(I8) If j = 0, by (3.11), (3.21), and (2.10),∫
Ω
f ′0(Uδ,ξ)φ (Pψ
0
δ,ξ − ψ
0
δ,ξ)
= O
(∣∣f ′0 (Uδ,ξ)∣∣N
2
|φ| 2N
N−2
∣∣∣Pψjδ,ξ − ψjδ,ξ∣∣∣ 2N
N−2
)
= O
(
δ
N−2
2 ‖φ‖
)
=
{
O
(
δ
3
2
N−3| ln δ| ln | ln δ|
)
if 3 ≤ N ≤ 4,
o
(
δN−1
)
if N ≥ 5,
}
=
{
o
(
δN−2
)
if 3 ≤ N ≤ 4,
o
(
δN−1
)
if N ≥ 5.
On the other hand, if j = 1, . . . , N , by (3.11), (3.21), and (2.10),∫
Ω
f ′0(Uδ,ξ)φ (Pψ
j
δ,ξ − ψ
j
δ,ξ)
= O
(∣∣f ′0 (Uδ,ξ)∣∣N
2
|φ| 2N
N−2
∣∣∣Pψjδ,ξ − ψjδ,ξ∣∣∣ 2N
N−2
)
= O
(
δ
N
2 ‖φ‖
)
=
{
O
(
δ
3
2
N−2| ln δ| ln | ln δ|
)
if 3 ≤ N ≤ 4,
o
(
δN
)
if N ≥ 5,
}
=
{
o
(
δN−1
)
if 3 ≤ N ≤ 4,
o
(
δN
)
if N ≥ 5.
Step 2. If ε = dδN−2| ln δ|, taking into account all the previous estimates, the left hand side
of equation (4.1) can be rewritten as
L.H.S. =
{
δN−2F 0ε (d, ξ) if j = 0,
δN−1F jε (d, ξ) if j ≥ 1,
(4.4)
where Fε : [0,+∞] × Ω→ R× R
N is defined by
F 0ε (d, ξ) := A1 ̺(ξ)− A2d+ o(1) and F
j
ε (d, ξ) := A3∂ξj̺(ξ) + o(1), j = 1, . . . , N,
and the Ai’s are positive constants.
We remark that Fε → F uniformly on compact sets of [0,+∞] × Ω where the function F :
[0,+∞]× Ω→ R× RN is defined by
F (ξ, d) = ( A1 ̺(ξ)− A2d , A3∇̺(ξ) ) .
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Now, let ξ0 be a non-degenerate critical point of the Robin function ̺ and let d0 :=
A1
A2
̺(ξ0).
It is easy to check that (ξ0, d0) is an isolated zero of F whose Brouwer degree is not zero. Then,
if ε is small enough, there exist ξε → ξ0 and dε → d0 such that Fε(ξε, dε) = 0. Therefore, also
the right hand side of (4.1) is zero, i.e.,
N∑
i=0
ciδ,ξ〈Pψ
i
δ,ξ, Pψ
j
δ,ξ〉 = 0.
Finally, from (2.11) we immediately deduce that all the ciδ,ξ’s are zero. That concludes the
proof.
Proof of Theorem 1.1. Proposition 4.1 implies that uε = PUδ,ξ + φδ,ξ is a solution of (1.1) (see
equation (3.2)). Moreover, by Lemma 2.1, Proposition 4.1, and Remark 3.1, statement (1.4)
holds true, where the function Φε in (1.4) is given by
Φε = PUδε,ξε − Uδε,ξε + φδε,ξε .
A Appendix: The proof of estimate I3
This section is devoted to the proof of the following estimate.
Lemma A.1. As δ → 0,
I3 =
∫
Ω
(f0(PUδ,ξ)− fε(PUδ,ξ)) ψ
j
δ,ξ =
{
− 2dN−2B
ε
| ln δ| + o
(
ε
| ln δ|
)
, if j = 0,
O
(
εδ
N−2
2 ln | ln δ|
)
, if j = 1, . . . , N,
where
B := −
∫
RN
Up [lnU ]ψ0 =
Γ(N2 )π
N
2
4Γ(N + 1)
N
N
2 (N − 2)
N+4
2 > 0.(A.1)
Remark A.2. Observe that
εδ
N−2
2 ln | ln δ| = dδ
3
2
N−3 | ln δ| ln | ln δ| =
{
o(δN−2) if 3 ≤ N ≤ 4,
o(δN−1) if N ≥ 5.
Proof of Lemma A.1. Taylor’s expansion with respect to ε yields,∫
Ω
(
f0(PUδ,ξ)− fε(PUδ,ξ)
)
ψjδ,ξ
= ε
∫
Ω
(PUδ,ξ)
p ln ln(e + PUδ,ξ)ψ
j
δ,ξ − ε
2
∫
Ω
(PUδ,ξ)
p[ln ln(e + PUδ,ξ)]
2ψjδ,ξ
1 + ε ln(e + PUδ,ξ)
,
because, by (2.1), and Lemma B.2, it holds that∣∣∣∣∣
∫
Ω
(PUδ,ξ)
p(x)[ln ln(e + PUδ,ξ(x))]
2ψjδ,ξ(x)
1 + ε ln(e + PUδ,ξ)
dx
∣∣∣∣∣
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≤∫
Ω
Upδ,ξ(x)[ln ln(e + Uδ,ξ(x))]
2|ψjδ,ξ(x)|dx = O
(
(ln | ln δ|)2
)
.
Next, we set g(u) := up ln ln(e + u). Then, the mean value theorem yields
0 ≤ g(u)− g(v) ≤ C up−1 (ln ln(e + u) + 1) [u− v], if 0 ≤ v ≤ u.
It follows that∫
Ω
PUpδ,ξ[ln ln(e + PUδ,ξ)]ψ
j
δ,ξ =
∫
Ω
Upδ,ξ[ln ln(e + Uδ,ξ)]ψ
j
δ,ξ +O
(
δ
N−2
2 ln | ln δ|
)
,
because, by (2.1), (2.5), and Lemmas B.2 and 2.1, it holds, for δ ∈ (0, δ0) small, that∫
Ω
Up−1δ,ξ (x)
(
ln ln(e + Uδ,ξ(x)) + 1
)
[Uδ,ξ(x)− PUδ,ξ(x)]|ψ
j
δ,ξ(x)|
≤ CδN+
N−2
2
−N−2
2
−N−2
2
(p−1)(ln | ln δ|+ 1)
∫
RN
Up−1(y)
(
H(ξ + δy, ξ) +O(δ)
)
|ψj(y)|
= Cδ
N−2
2 (ln | ln δ|+ 1)
∫
RN
Up−1(y)
(
H(ξ + δy, ξ) +O(δ)
)
|ψj(y)|
≤ Cδ
N−2
2 ln | ln δ|
(∫
RN
Up−1(y) |ψj(y)| dy
) (
H(ξ, ξ) +O(δ)
)
.
Now, using (2.1), (2.5), Lemma B.2, and statement (2.6), we get∫
Ω
Upδ,ξ(x)[ln ln(e + Uδ,ξ(x))]ψ
j
δ,ξ(x) dx
= δN−
N+2
2
−N−2
2
∫
Ωδ
Up(y)[ln ln(e + δ−
N−2
2 U(y))]ψj(y) dy
= ln ln(δ−
N−2
2 )
∫
Ωδ
Up(y)ψj(y)dy
+
1
| ln δ|
∫
Ωδ
Up(y)
(
| ln δ| ln
[
1 +
ln(e1−
N−2
2
| ln δ| + U(y))
N−2
2 | ln δ|
])
ψj(y)dy.(A.2)
Note that, for j = 1, . . . , N , the function
y 7→ ϕ(y) := Up(y)
(
| ln δ| ln
[
1 +
ln(e1−
N−2
2
| ln δ| + U(y))
N−2
2 | ln δ|
])
ψj(y)
is odd. Hence, its integral over RN is equal to zero and, by (B.4),∫
RN
ϕ(y)−
∫
Ωδ
ϕ(y) =
∫
RN\Ωδ
ϕ(y)
≤ C
(
| ln δ| ln
[
1 +
ln(e1−
N−2
2
| ln δ| + αN )
N−2
2 | ln δ|
])∫
RN\Ωδ
Up(y)|ψj(y)|
≤ C
(
2
N − 2
lnαN + o(1)
)
δN+1 = O(δN+1).
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Consequently,∫
Ω
Upδ,ξ(x)[ln ln(e + Uδ,ξ(x))]ψ
j
δ,ξ(x) dx = O
(
δN+1 ln | ln(δ)|
)
= o(δN ),
and the claim concerning j = 1, . . . , N follows.
On the other hand, for j = 0 we also have
∫
RN
Upψ0 = 0 (see (2.6)), and it can also be proved
that
∫
RN\Ωδ
Upψ0 = O(δN ). Then, by (A.2) and (B.4),∫
Ω
Upδ,ξ(x)[ln ln(e + Uδ,ξ(x))]ψ
0
δ,ξ(x) dx
=
1
| ln δ|
2
N − 2
∫
RN
Up(y) [lnU(y)]ψ0(y)dy + o
(
1
| ln δ|
)
,
as claimed. To finish the proof, we show (A.1). Indeed, passing to polar coordinates, integrating
by parts, changing variables (s = r2, dr = 12s
− 1
2 ds), and using that |∂B1(0)| =
2π
N
2
Γ(N
2
)
,
B = −|∂B1(0)|
α2
∗
N (N − 2)
2
∫ ∞
0
rN−1
(1 + r2)
N+2
2
ln
(
1
(1 + r2)
N−2
2
)
r2 − 1
(1 + r2)
N
2
dr
=
α2
∗
N (N − 2)
2
4
2π
N
2
Γ(N2 )
∫ ∞
0
rN−1(r2 − 1)
(1 + r2)N+1
ln(1 + r2) dr
=
α2
∗
N (N − 2)
2π
N
2
2Γ(N2 )
∫ ∞
0
1
N
(
r
1 + r2
)N 2r
1 + r2
dr
=
α2
∗
N (N − 2)
2π
N
2
2NΓ(N2 )
∫ ∞
0
s
N
2
(1 + s)N+1
ds =
α2
∗
N (N − 2)
2π
N
2
2NΓ(N2 )
B
(
N
2
+ 1,
N
2
)
,
=
α2
∗
N (N − 2)
2π
N
2
2NΓ(N2 )
Γ(N2 + 1)Γ(
N
2 )
Γ(N + 1)
=
Γ(N2 )π
N
2
4Γ(N + 1)
N
N
2 (N − 2)
N+4
2 ,
where B(·, ·) denotes the usual Beta function.
B Appendix: Further estimates
Lemma B.1.
(i) |fε(u)− f0(u)| ≤ ε |u|
2∗−1 ln ln(e + |u|).
(ii) For ε small enough, and any u ∈ R,
|f ′ε(u)| ≤ C|u|
2∗−2,(B.1)
and
|f ′ε(u)− f
′
0(u)| ≤ ε|u|
2∗−2
(
(2∗ − 1) ln ln(e + |u|) +
1
ln(e + |u|)
)
.
(iii) There exists C > 0 such that, for ε small enough and any u, v ∈ R,
(B.2) |f ′ε(u+ v)− f
′
ε(u)| ≤
{
C(|u|2
∗−3 + |v|2
∗−3)|v| if N ≤ 6,
C(|v|2
∗−2 + ε|u|2
∗−2) if N > 6.
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Proof. (i) : Since
∂fε(u)
∂ε
= −
|u|2
∗−2u
[ln(e + |u|)]ε
ln ln(e + |u|),
we have that ∣∣∣∣∂fε(u)∂ε
∣∣∣∣ ≤ |u|2∗−1 ln ln(e + |u|),
and the statement follows easily from the mean value theorem.
(ii) : As
f ′ε(u) =
|u|2
∗−2
[ln(e + |u|)]ε
(
2∗ − 1−
ε|u|
(e + |u|) ln(e + |u|)
)
,(B.3)
then (B.1) holds due to 0 ≤ |u|e+|u| ≤ 1, and 0 ≤
1
ln(e+|u|) ≤ 1.
Since (B.3), we have that
∂f ′ε(u)
∂ε
= −
|u|2
∗−2 ln ln(e + |u|)
[ln(e + |u|)]ε
(
2∗ − 1−
ε|u|
(e + |u|) ln(e + |u|)
)
−
|u|2
∗−1
(e + |u|)[ln(e + |u|)]ε+1
.
Hence, for ε small enough,∣∣∣∣∂f ′ε(u)∂ε
∣∣∣∣ ≤ (2∗ − 1) |u|2
∗−2 ln ln(e + |u|)
[ln(e + |u|)]ε
+
|u|2
∗−2
[ln(e + |u|)]ε+1
≤ |u|2
∗−2
(
(2∗ − 1) ln ln(e + |u|) +
1
ln(e + |u|)
)
.
Now the claim follows from the mean value theorem.
(iii) : Setting p := 2∗ − 1, we see that
f ′′ε (u) =
ε |u|2
∗−3u
[ln(e + |u|)]ε
(
|u| − e ln(e + |u|)
(e + |u|)2(ln(e + |u|))2
)
+
|u|2
∗−4u
[ln(e + |u|)]ε
(
p− 1−
ε|u|
(e + |u|) ln(e + |u|)
)(
p−
ε|u|
(e + |u|) ln(e + |u|)
)
.
So, for ε small enough,
|f ′′ε (u)| ≤ C|u|
2∗−3.
Since 2∗ − 3 ≥ 0 for N ≤ 6, the mean value theorem yields
|f ′ε(u+ v)− f
′
ε(u)| = |f
′′
ε (u+ tv)||v| ≤ C|u+ tv|
2∗−3|v| ≤ C(|u|2
∗−3 + |v|2
∗−3)|v|
for some t ∈ (0, 1), as stated in (iii) for N ≤ 6.
Next, assume N > 6. Then, q := 2∗ − 2 ∈ (0, 1). We write
|f ′ε(u+ v)− f
′
ε(u)| ≤ p
∣∣∣∣ |u+ v|q[ln(e + |u+ v|)]ε − |u|
q
[ln(e + |u|)]ε
∣∣∣∣
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+ ε
∣∣∣∣ |u+ v|p(e + |u+ v|)[ln(e + |u+ v|)]ε+1 − |u|
p
(e + |u|)[ln(e + |u|)]ε+1
∣∣∣∣
=: F1 + F2.
Clearly,
F2 ≤ Cε(|u|
q + |v|q).
Now, for any fixed v 6= 0, setting x := uv we have that
1
|v|q
∣∣∣∣ |u+ v|q[ln(e + |u+ v|)]ε − |u|
q
[ln(e + |u|)]ε
∣∣∣∣
=
∣∣∣∣ |x+ 1|q[ln(e + |v||x+ 1|)]ε − |x|
q
[ln(e + |v||x|)]ε
∣∣∣∣ =: g(x).
The function g is symmetric with respect to −12 , i.e., g(x) = g(−x−1), it is increasing in [−
1
2 , 0]
and decreasing in [0,∞), and g(0) ≤ 1. Hence,
F1 ≤ p|v|
q.
This proves (B.2), concluding the proof of statement (iii).
Lemma B.2. Let r > 0. Then, for any u > 0 and δ ∈ (0, 1),
ln ln
(
e + δ−ru
)
= ln ln
(
δ−r
)
+ ln
(
1 +
ln(e1−r| ln δ| + u)
r| ln δ|
)
,
and
lim
δ→0
(
| ln δ| ln
[
1 +
ln(e1−r| ln δ| + u)
r| ln δ|
])
=
1
r
lnu.(B.4)
Proof. We have that
ln ln
(
e + δ−ru
)
= ln ln(δ−r(δre + u)) = ln
(
ln δ−r + ln(e1−r| ln δ| + u)
)
= ln
[
ln δ−r
(
1 +
ln(e1−r| ln δ| + u)
ln δ−r
)]
= ln ln
(
δ−r
)
+ ln
(
1 +
ln(e1−r| ln δ| + u)
r| ln δ|
)
.
Set
g(t) := ln
[
1 +
t
r
ln(e1−
r
t + u)
]
, t > 0.
Applying L’Hoˆpital’s rule we obtain
lim
t→0
g(t)
t
= lim
t→0
g′(t) = lim
t→0
1
r ln(e
1− r
t + u) + 1t e
1− r
t (e1−
r
t + u)−1
1 + tr ln(e
1− r
t + u)
=
1
r
lnu.
Taking t := | ln δ|−1, we obtain the claim.
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