ABSTRACT This paper investigates the performance of linear precoders in massive multiple-input multipleoutput (MIMO) systems. Different from the existing research, in this paper, we consider a more realistic scenario, where the input signals are taken from finite-alphabet constellation sets, such as phase shift keying (PSK) or quadrature amplitude modulation (QAM), instead of Gaussian signals. The expressions are derived for the achievable mutual information with two commonly known linear precoders, i.e., zero forcing (ZF) and matched filter (MF), in the scenarios were perfect and imperfect channel state information (CSI) is known at the base station (BS). Also, the performance upper bound of mutual information with precoding techniques is analyzed. Both the theoretical analysis and simulation results show that ZF and MF precoders are near optimal when the number of antennas equipped at the BS is much larger than the number of users, which is similar to the case of Gaussian inputs. However, different from the Gaussian inputs, for the case of finite-alphabet inputs, the increase in the number of antennas does not always mean the improvement of performance; specifically, after the number of antennas at the BS, reaches a certain value, more antennas actually almost have no help for the performance improvement of mutual information, which is true whether the CSI is perfect or imperfect.
I. INTRODUCTION
Multiple-input multiple-output (MIMO) has been widely studied during the last two decades. It has been adopted in many wireless standards due to the improved capacity and reliability. In recent years, multi-user MIMO (MU-MIMO) systems have received much attention, where typically a base station (BS) with multiple antennas simultaneously serves a set of single-antenna users. To improve the performance of MU-MIMO systems, transmit precoding at the BS is usually necessary. Precoding techniques include non-linear and linear methods. As a non-linear method, dirty-paper-coding (DPC) [1] can achieve the optimal spectral efficiency, but at the cost of high complexity; on the other hand, although linear precoders usually have low complexity, the performance loss
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can be significant. Additionally, in MU-MIMO systems, only a few antennas are equipped at the BS, so the improvement of spectral efficiency is actually still relatively modest.
In order to further improve the spectral efficiency, massive MIMO systems have been proposed [2] , [3] , where the BS is equipped with orders of magnitude more antennas. Theoretical analysis and simulation results demonstrate that, as the number of BS antennas in a MIMO cell grows to infinity, the effects of uncorrelated noise and small-scale fading are eliminated; as a result, massive MIMO exhibits dramatic performance gains [4] , and is also regarded as a key technology for 5G wireless systems [5] . Extensive research has shown that, in massive MIMO systems, signal processing techniques can be greatly simplified. Specifically, simple linear precoding methods at the BS, such as zero forcing (ZF) [6] , [7] and matched filter (MF) [8] , can achieve near optimal spectral efficiency when the number of BS antennas is much larger than the number of users [9] . This is an appealing advantage because excessive numbers of antennas lead to huge complexity when nonlinear precoding is employed. Therefore, linear precoder design with low complexity in massive MIMO systems has always been a hot research topic. For example, linear precoders based on Chebyshev iteration and hybrid precoding have been reported in [10] and [11] , respectively.
Note that research results of massive MIMO mentioned above are obtained based on the system with Gaussian-input assumption. Although Gaussian signals can achieve the information-theoretic optimality, the input signals in practical systems are often taken from finite-alphabet constellation sets, such as phase shift keying (PSK), pulse amplitude modulation (PAM), and quadrature amplitude modulation (QAM), which are non-Gaussian distributed. Recent works have shown that optimal algorithms designed for Gaussian inputs do not achieve optimal performance for finite-alphabet inputs [12] - [15] . To maximize the mutual information over independent parallel Gaussian channels with finite-alphabet inputs, [12] provided an optimal algorithm called mercurywaterfilling. For general MIMO systems with perfect channel state information (CSI) known at the transmitter, [13] presented an iterative algorithm to yield a real-valued precoder for real-valued signals and channels; [14] investigated the precoder design in the complex field and presented a near optimal algorithm. When the transmitter only knows the statistical CSI, the optimal precoder designs were studied in [15] and [16] for MIMO broadcast and interference channels, respectively. Recently, the research on precoding for finite-alphabet inputs has been expanded to the cognitive radio networks [17] , wireless power transfer systems [18] , and spatial modulation MIMO systems [19] . All these works show that there is a clear difference between the mutual information with Gaussian inputs and that with finite-alphabet inputs; as a result, the same precoder exhibits different performance when the inputs are Gaussian and finite-alphabet signals, respectively. This means that the performance of a precoder needs to be re-evaluated when the inputs to a system change from Gaussian signals to finite-alphabet signals.
In [20] , the authors analyzed the structure of the precoder for MIMO channels with finite-alphabet inputs, and developed a near-optimal precoder design. Moreover, when it was applied to massive MIMO systems, the proposed algorithm can be further simplified by exploiting the characteristics of physical channels. However, in [20] , the investigated scenario is a single-user MIMO system, and the proposed precoder is obtained by using an iterative algorithm. So far, to the best of our knowledge, no research has been reported on the performance of simple linear precoding techniques, such as ZF and MF, in a more realistic massive MIMO system, i.e., the multi-user massive system with finite-alphabet inputs. This paper focuses on the performance of ZF and MF precoders in multi-user massive MIMO systems. Unlike existing research, this paper assumes the inputs to systems to be practical finite-alphabet signals instead of Gaussian signals. We derive the expressions of achievable mutual information with ZF and MF precoders in this case, where the scenarios with perfect and imperfect CSI known at the BS are both considered. To evaluate the performance of linear precoders, the theoretical upper bound of mutual information with precoding is also derived. Simulation results verify the correctness of theoretical analysis. Both theoretical and simulated results demonstrate that ZF and MF precoders are asymptotically optimal as the number of antennas at the BS grows. However, different from the Gaussian input case, the mutual information with finite-alphabet inputs exhibits an interesting property; that is, whether the CSI is perfect or imperfect, when the number of antennas reaches some certain value, further increasing the number of antennas can hardly improve the performance in spectral efficiency. This paper is organized as follows. Section II describes the mutual information of finite-alphabet inputs. Section III analyzes the performance of linear precoders in massive MIMO systems, including the performance upper bound and the achievable performance of ZF and MF precoding in the cases of perfect and imperfect CSI. Section IV provides the simulation results and Section V concludes the paper.
Notation: Boldface uppercase and lowercase letters denote matrices and column vectors, respectively, and italics denote scalars. The superscript (·) H and (·) T represents Hermitian and transpose operations, respectively; Tr(·) denotes the trace of a matrix; E x (·) represents the expectation over x; exp(·) denotes the exponential function, i.e., exp(x) = e x ; · denotes the Euclidean norm; C and R stand for the complex and real spaces, respectively; log denotes the base two logarithm; I L×L denotes an identity matrix of dimension L; A † denotes the pseudo-inverse of matrix A, i.e., A † = A H (AA H ) −1 .
II. MUTUAL INFORMATION WITH FINITE-ALPHABET INPUTS
Consider an MIMO system with N t transmit antennas and N r receive antennas. Let H ∈ C N r ×N t denote the channel from the transmitter to the receiver; let the inputs x ∈ C N t ×1 be zero mean with covariance E(xx H ) = I N t ×N t . Then the received signal y ∈ C N r ×1 at the receiver is given by
where W ∈ C N t ×N t denotes the precoder; n ∈ C N r ×1 is the additive white Gaussian noise (AWGN) with zero mean and covariance E(nn H ) = σ 2 I N r ×N r . Instead of the traditional assumption of Gaussian signal, we let the signal x be equiprobably drawn from discrete constellations, such as PSK, PAM, or QAM, with cardinality M . Assuming that perfect CSI is known at the receiver, the mutual information between the channel input x and output y is given by [14] 
where b ij is equal to (x i − x j ) in which x i and x j are input signals containing N t symbols taken from the M -ary constellation; E n stands for the expectation over noise n. In (2),Ī(H) is used to emphasize the dependence of instantaneous mutual information on channel H. Expression (2) involves the expectation over n, which implies the evaluation of 2N r integrals; so it is very difficult to directly compute the mutual information with finite-alphabet inputs according to (2) . In [21] , the authors derived the lower bound ofĪ(H); also, theoretical analysis and numeric results have shown that the lower bound plus a constant is a very accurate approximation to the mutual information. According to [21] , the approximation expression of the mutual information is given by
with c ij = HWb ij .
From (3), I(H) is a closed form expression, and it provides a very good approximation to the mutual informationĪ(H).
So, for simplicity, in this paper, we use (3) to compute the mutual information with finite-alphabet inputs.
When channels change slowly enough to be reliably fed back to the transmitter with negligible delay, the ergodic limit on mutual information is the average of I(H) over channel realizations, i.e.,
III. PERFORMANCE OF LINEAR PRECODERS IN MASSIVE MIMO SYSTEMS
To improve the performance, transmit precoding is commonly required in the downlink of an MU-MIMO system. Generally speaking, precoding techniques can be classified into two categories, i.e., nonlinear and linear techniques. The former includes DPC and vector perturbation (VP) [22] , while the latter includes MF and ZF. For regular MIMO systems, nonlinear precoders have better performance, but the cost is high complexity. However, with the increase of the number of transmit antennas, it is shown that linear precoders can achieve near optimal rate performance, which makes low-complexity linear precoding very attractive for massive MIMO systems. This conclusion results from the assumption of Gaussian inputs. We next investigate the performance of linear precoders in realistic massive MIMO systems with finite-alphabet inputs.
Consider an MU-MIMO system with a single cell, where the BS is equipped with N antennas and serves K single-antenna users. Let s ∈ C K ×1 denote the information vector intended for K users, and each component of s has average power ρ/K , in which ρ denotes the downlink transmit power. The received signal vector z ∈ C K ×1 at all K users can be expressed as
where P ∈ C N ×K denotes a linear precoder; G ∈ C K ×N is the downlink channel matrix; v ∈ C K ×1 is a zero-mean noise vector with complex Gaussian distribution and covariance σ 2 I K ×K . Note that, in this paper, the channel is assumed to be uncorrelated, and thus the entries of G are independently identically distributed (i.i.d.) complex Gaussian random variables with zero mean and unit variance. For the scenario described by (5), assume that the inputs in s are finite-alphabet signals and that the number of BS antennas is much larger than the number of users and grows to infinity, i.e., N K and N → ∞. Based on these premises, we next derive the mutual information upper bound of MU-MIMO systems and achievable mutual information with ZF and MF precoders.
A. PERFORMANCE UPPER BOUND
For MU-MIMO systems, the best performance is achieved if all the channel energy to user k is delivered to user k without any inter-user interference [23] . In this case, the received signal at user k is given by
where g qk denotes the channel gain from the q-th antenna to user k, and v k is the additive noise at user k. Actually, for user k, (6) describes a single-input singleoutput (SISO) communication scenario. According to (3), the mutual information upper bound of user k is given by
where e ij is equal to (s i − s j ) in which s i and s j denote input symbols taken from the M -ary constellation.
As N grows, we have (
For massive MIMO systems with large antenna arrays at BS, substituting
= N into (7) yields the expression of mutual information upper bound per user, which is given by
B. PERFORMANCE OF LINEAR PRECODERS WITH PERFECT CSI
Now we move on to practical precoding methods. Let us first investigate the performance of ZF and MF precoders in the scenario where perfect CSI is available at the BS.
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1) ZF PRECODER
ZF is a popular linear precoding method, which inverts the downlink channel matrix by means of the pseudo-inverse. When ZF is used, the precoder is expressed as
where β = Tr(GG H ) −1 /K is the power normalization factor. With the ZF precoder, the received signal at user k is
Now the mutual information of user k is given by
Let µ = N /K . Then, when N grows large, Tr(GG H ) −1 converges to a fixed deterministic value 1/(µ − 1), i.e., Tr(GG H ) −1 → 1/(µ − 1) [24] . Based on this, for massive MIMO, we have β → 1/(N − K ), and thus (11) can be rewritten as
2) MF PRECODER MF is another popular linear precoding method, which can be expressed as
with η = Tr(GG H )/K denoting the power normalization factor. When the MF precoder is used, (5) can be rewritten as
The received signal at user k is given by
where g k ∈ C 1×N is the k-th row of G, i.e., the channel vector from the BS antennas to the k-th user.
where
According to the law of large numbers, we have
and
In addition, as N grows, we have Tr(GG H ) → NK , which means (19) into (16), we finally obtain the mutual information per user in massive MIMO systems with MF precoding, i.e., are related to the number N of antennas. As N K and N → ∞, the second term on the right-hand side of (8), (12) , and (20) approaches zero. Therefore, when the number of BS antennas goes to infinity, linear precoders ZF and MF show asymptotic optimality; in other words, in this case, the achievable mutual information with ZF and MF precoders almost reaches the performance upper bound, which is actually similar to the case of Gaussian inputs.
(ii) Although the growth of the number N of BS antennas can lead to the increase of mutual information, the maximum of mutual information does not exceed logM for each user. According to (8) , (12) , and (20) , when N grows to a certain level, more antennas will not lead to obvious increase of mutual information. In comparison, when the inputs are Gaussian signals, the mutual information keeps increasing without limit as the number of BS antennas grows.
C. PERFORMANCE OF LINEAR PRECODERS WITH IMPERFECT CSI
Now we turn our attention to the scenarios in which the BS only has imperfect CSI. LetĜ ∈ C K ×N denote the minimum mean square error (MMSE) channel estimation of channel G, and thenĜ is given by [23] , [27] 
where 0 ≤ τ ≤ 1 represents the estimation error parameter, and U ∈ C K ×N denotes an error matrix whose entries are i.i.d. complex Gaussian random variables with zero mean and VOLUME 7, 2019 unit variance. In this case, the received signal vector at K users, i.e., (5), can be rewritten as z = GPs + v (22) whereP denotes the precoder designed based on the estimated channelĜ. Thus, the received signal at user k can be given by
wherep k denotes the k-th column ofP, i.e., the precoding vector for user k. In (23), the first term of the received signal z k is the desired signal for user k, and the second term represents the inter-user interference from other K − 1 users.
1) ZF PRECODER
When the channel estimateĜ is exploited for ZF precoding in the downlink transmission, the precoding matrix can be written asP
Here, to remain the transmit power after precoding unchanged, the power normalization factor satisfiesβ = Tr(ĜĜ H ) −1 /K . According to (23) and (3), the mutual information of user k achieved by ZF precoding with imperfect CSI is given bŷ
wherep ZF,k denotes the k-th column ofP ZF . Using the derivations similar to Section III in [28] , for massive MIMO, we haveβ
Substituting (27) and (28) into (25) , that is, replacing the related terms with their expected values, and noting |s j | 2 = ρ/K , we can obtain the mutual information per user in massive MIMO systems with ZF precoder and imperfect CSI, which is given bŷ
. (29) 2) MF PRECODER When only the imperfect CSI is known at the BS, the precoding matrix for the MF precoder is written aŝ
where the power normalization factor isη = Tr(ĜĜ H )/K . In this case, according to (23) and (3), the mutual information of user k is expressed aŝ
wherep MF,k denotes the k-th column ofP MF . Similarly, by using the derivations in [28] , for massive MIMO systems with MF precoding, we can obtain
By introducing (33) and (34) into (31) and recalling |s j | 2 = ρ/K , the mutual information per user in massive MIMO systems with MF precoder and imperfect CSI can be calculated aŝ
Based on (8), (29), and (35), for the case of imperfect CSI, we have remarks as follows:
(i) The imperfect CSI has a negative impact on the performance of achievable mutual information. However, given τ , I as N → ∞, which means that ZF and MF precoders still show asymptotic optimality even in the imperfect CSI case. On other hand, according to Table 1 in [23] , for the systems with Gaussian inputs and imperfect CSI, the signal-to-interference-plus-noise ratio (SINR) expressions for each user in the cases of upper bound, ZF and MF precoding are given, respectively, by
From the expressions above, it can be concluded that, in the case of Gaussian inputs, due to the presence of τ , even as N grow very large, there is still a performance gap between the upper bound and the mutual information achieved by ZF and MF precoders.
(ii) Similar to the perfect CSI case, it can be seen from (29) and (35) that more antennas will not bring obvious performance gain in mutual information when the number N of antennas increases to a certain level.
So far, for a single user under the assumptions of perfect and imperfect CSI, we have derived the mutual information upper bound and achievable mutual information with ZF and MF precoders. Adding up all the mutual information of K users in the three cases yields the throughput upper bound and achievable throughput with the two linear precoders, respectively.
IV. SIMULATION RESULTS
In this section, simulation results are provided to verify the theoretical analysis above. In the simulations, MIMO channels are assumed to be complex Gaussian random matrix; that is, each entry satisfies the complex Gaussian distribution with zero mean and unit variance. We random generated 10 4 channel realizations. For each realization, we calculated the mutual information upper bound by using (7), the achievable mutual information with perfect CSI by using (11) and (16) , and the achievable mutual information with imperfect CSI by using (25) and (31), respectively. The averages of mutual information over these channel realizations (refer to (4)) are used as numerical results of mutual information. The theoretical mutual information in different cases is calculated according to (8) , (12), (20) , (29), and (35), respectively.
A. PERFECT CSI CASE
Figs. 1-3 provide the results under the assumption of perfect CSI. Fig. 1 compares the mutual information per user with finite-alphabet inputs achieved by using theoretical analysis and numerical simulations, respectively, where a single-cell MU-MIMO system is considered with K = 5 single-antenna users and binary phase shift keying (BPSK) modulation (i.e., modulation order M = 2). The lines represent the theoretical results while the markers denote the simulation results. As shown in Fig. 1 , the simulation results are consistent with the theoretical analysis. In the derivation of expressions (8), (12) , and (20), we assume the number N of antennas to be large. Therefore, when N = 20, there is a slight difference between the theoretical results and simulation results. However, when N grows to 30 and 50, the theoretical results and simulation results become almost identical, which shows that our analysis using large N provides a tight approximation for finite N . Figs. 1 and 2 , it can be observed that there is a performance gap between linear precoders and upper bound for a small value of N . Especially for the MF precoders in Fig. 2 , when N = 30, the performance gap is very obvious. This is because the effect of interference power (K − 1)ρ/K in (20) can not be ignored for a small value of N . However, as the number of BS antennas grows, the performance difference between the linear precoders and upper bound decreases. When N = 50 in Fig. 1 or N = 100 in Fig. 2 , the performance of ZF and MF precoders is very close to the performance upper bound. This property is similar to the case of Gaussian inputs; that is, in massive systems, simple linear precoding can achieve near optimal mutual information.
Another observation from Figs. 1 and 2 is that the mutual information (or throughput) with finite-alphabet inputs is bounded, which approaches logM per user (or K logM for K users) as the transmit power increases. This is because raising the transmit power at the BS can lead to the increase of |e ij | 2 , which finally improves the mutual information. However, according to (8) , (12) , and (20) , the mutual information does not exceed the bound logM (or K logM for throughput). Fig. 3 shows the relation between the throughput and the number N of antennas, where a single cell serving K = 5 users is considered with QPSK inputs and transmit power ρ = 0 dBW. As shown in Fig. 3 , for the finite-alphabet input case, the achievable throughput with ZF and MF precoders steadily increases and asymptotically approaches the performance upper bound as N increases. However, the throughput still does not exceed the limit K logM . For ZF and MF precoders, when N increases to 30 and 60, respectively, the corresponding achievable throughput almost reach the limit 10 bps/Hz for QPSK; in this case, more antennas at the BS actually can not lead to obvious performance improvement unless higher modulation order is used. This property is distinctly different from the case of Gaussian inputs. In Fig. 3 , the performance upper bound and achievable throughput with ZF and MF precoders for Gaussian inputs are also presented, which are obtained by using the expressions in Table 1 in [23] . It is easy to find that, for Gaussian inputs, the increase of the number N of antennas causes continuous improvement in the throughput performance. Also, it is can be seen that, in the Gaussian input case, the ZF precoder shows a significant superiority over the MF precoder, whose performance is very close to the upper bound as N grows.
B. IMPERFECT CSI CASE
Now we turn to the case of imperfect CSI. Throughout the simulations, the estimation error parameter τ is assumed to be 0.1. Fig. 4 provides the theoretical and simulated mutual information per user with imperfect CSI, where a single-cell MU-MIMO system serving K = 10 users is considered. The inputs are QSPK signals. It can been observed that, whether for MF or ZF precoder, the simulated results are in very good agreement with the analytical results, even for a small value of N , for example, N = 50. Fig. 4 validates that, for the case of imperfect CSI, our theoretical analysis in Section III-C is correct. Besides, from Fig. 4 , we can see that, as the number of BS antennas grows, the performance of MF and ZF precoders gradually approaches the performance upper bound, which is similar to the case of perfect CSI.
In Fig. 5 , the setup of simulation scenario is the same as that in Fig. 4 except that the modulation scheme is changed to 16 quadrature amplitude modulation (16QAM) in which the modulation order is M = 16. Similar results can be seen in Fig. 5 . Specifically, for the 16QAM modulation, the simulation results are still consistent with our theoretical analysis; moreover, the performance gap between the linear precoders and the upper bound decreases with the increase of N . Fig . 6 shows the throughput versus the number of BS antennas in a single-cell MU-MIMO system with K = 10 users and imperfect CSI, where QPSK modulation is employed and the transmit power is assumed to be ρ = 1 dBW. As shown in Fig. 6 , when N equals 50 for ZF precoder and 90 for MF precoder, respectively, the corresponding achievable mutual information almost reaches the upper bound, which means that, in this case, increasing the number N of antennas can not cause more performance gain. For comparison, the case of Gaussian inputs is also illustrated, which is obtained according to Table 1 in [23] . As seen in this figure, with Gaussian inputs, the upper bound and the mutual information achieved by MF and ZF precoders keep growing with the increase of the number of BS antennas. Moreover, as mentioned earlier, due to the presence of of τ , even when N grows very large, there is still a significant performance gap between the upper bound and the achievable mutual information.
V. CONCLUSION
In this paper, the mutual information in realistic massive MIMO systems with finite-alphabet inputs has been investigated. We have derived the mutual information expression for massive MIMO with finite-alphabet inputs when there is no interference across the users, and used it as the performance upper bound. Further, the achievable mutual information expressions for two typical linear precoders, i.e., ZF and MF precoders, have also been derived. Both the scenarios with perfect and imperfect CSI have been considered. Both the theoretical analysis and simulation results have shown that, for massive MIMO systems with finite-alphabet inputs, simple linear precoders also offer asymptotically optimal performance, which is similar to the Gaussian input case. However, different from Gaussian inputs, the mutual information with finite-alphabet inputs can not grow infinitely large with the increase of the number of BS antennas, which means that, in realistic massive MIMO systems with finite-alphabet inputs, excessive number of antennas actually can not bring about obvious performance improvement. Note that, in this paper, the antennas at the BS are assumed to be uncorrelated.
The performance of linear precoders in massive MIMO systems with correlated antennas is a very interesting research topic left for further studies.
