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Q-FUNCTIONS OF HERMITIAN CONTRACTIONS
OF KREIN-OVCHARENKO TYPE
YU.M. ARLINSKI˘I, S. HASSI, AND H.S.V. DE SNOO
Abstract. In this paper operator valued Q-functions of Krein-Ovcharenko type are intro-
duced. Such functions arise from the extension theory of Hermitian contractive operators
A in a Hilbert space H. The definition is related to the investigations of M.G. Kre˘ın and
I.E. Ovcharenko on the so-called Qµ- and QM -functions. It turns out that their charac-
terizations of such functions hold true only in the matrix valued case. The present paper
extends the corresponding properties for wider classes of selfadjoint contractive extensions
of A. For this purpose some peculiar but fundamental properties on the behaviour of op-
erator ranges of positive operators will be used. Also proper characterizations for Qµ- and
QM -functions in the general operator valued case are given. Shorted operators and parallel
sums of positive operators will be needed to give a geometric understanding of the function
theoretic properties of the corresponding Q-functions.
1. Introduction
The extension theory of Hermitian contractive and nonnegative operators was established
by M.G. Kre˘ın in his famous paper [24]. Subsequently several applications of this theory for
solving various problems in mathematical analysis have been given and the theory has been
further developed and extended for more general spaces and wider classes of operators.
Let A be a Hermitian contraction in a Hilbert space H denined on a subspace domA of H.
One of the fundamental results in [24] was the description of all selfadjoint contractive (sc)
extensions of A as an operator interval [Aµ, AM ]. The endpoints Aµ and AM of this operator
interval were characterized by using shorted operators, a notion that was introduced also in
[24] (without this name), cf. also [1], [4], [3], [21], [28], [29], [34].
Analytical aspects of the extension theory have been studied in the framework of so-called
Q-functions associated with the selfadjoint extensions 4A of a symmetric operator A. These
functions appear in Kre˘ın’s resolvent formula and they characterize the pair A, 4A up to
unitary equivalence, see [25]. In the case of a nondensely defined Hermitian contraction A
M.G. Kre˘ın and I.E. Ovcharenko introduced so-called Qµ- and QM -functions of the form
(1.1) Qµ(z) =
J
(AM − Aµ)1/2(Aµ − zI)−1(AM − Aµ)1/2 + I
o N, z ∈ C\[−1, 1],
and
(1.2) QM (z) =
J
(AM − Aµ)1/2(AM − zI)−1(AM − Aµ)1/2 − I
o N, z ∈ C\[−1, 1],
respectively. These functions take values in the class L(N) of bounded operators acting on
the subspaceN = H8domA. Moreover, they belong to the class of Nevanlinna functions, i.e.,
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they are holomorphic on C\R and satisfy the relations Q(z)∗ = Q(z¯) and Im z ImQ(z) ≥ 0
for z ∈ C\R. In addition, they admit an analytical continuation to Ext [−1, 1] and they
are connected by Qµ(z)QM(z) = QM (z)Qµ(z) = −IN. In their paper [26] M.G. Kre˘ın
and I.E. Ovcharenko treated the inverse problem for Qµ- and QM -functions and suggested
some analytical characterizations for these functions among the class of Nevanlinna functions
holomorphic on Ext [−1, 1]. Here the limiting behaviour of these functions at ∞ and at the
points z = 1, z = −1 plays a fundamental role. If Q is the Qµ-function of some nondensely
defined Hermitian contraction A, then it follows from the operator representation (1.1) and
the extremal properties of the sc-extensions Aµ and AM that Q(z) satisfies the following
limit conditions:
1) s− lim
z→∞
Q(z) = I,
2) lim
z↑−1
(Q(z)h, h) = +∞, for all h ∈ N \ {0},
3) s− lim
z↓1
Q(z) = 0.
One of the principal results in [26], cf. [26, Theorem 2.2], contains the following assertion:
if a Nevanlinna function Q, holomorphic on Ext [−1, 1] and with values in the class L(N)
has the properties 1) − 3), then there is a Hilbert space H extending N and a Hermitian
contraction A in H defined on H8N, such that Q is the Qµ-function of A, i.e., it admits an
operator representation of the form (1.1). However, it turns out that the proof given in [26]
for this statement has a gap when dimN =∞. Therefore, the following questions arise: how
to characterize the subclass of Nevanlinna functions determined by the conditions 1) − 3),
in particular, is there an operator representation for such Nevanlinna functions which is
analogous to (1.1), and what are the correct analytical characterizations of Qµ- and QM -
functions in the general case dimN ≤ ∞?
The purpose of this paper is to give complete answers to the questions possed above. In
particular, operator theoretical interpretations for the limit properties 1) − 3) are given in
the general case dimN ≤ ∞, and our investigation yields, for instance, the operator repre-
sentation stated in the next theorem.
Theorem. Let N be a separable Hilbert space and let Q(z) be an operator-valued Nevanlinna
function, which is holomorphic on Ext [−1, 1] and takes values in L(N). Assume that Q(z)
satisfies the conditions 1)−3). Then there exist a Hilbert space H ⊃ N, a Hermitian operator
A in H defined on domA = H8N, and sc-extensions 4A1 and 4A2 of A, such that
(i) 4A1 ≤ 4A2,
(ii) ker ( 4A2 − 4A1) = domA,
(iii) ran ( 4A2 − 4A1)1/2 ∩ ran ( 4A1 − Aµ)1/2 = ran ( 4A2 − 4A1)1/2 ∩ ran (AM − 4A2)1/2 = 0,
and such that Q(z) has the operator representation
Q(z) =

( 4A2 − 4A1)1/2( 4A1 − zI)−1( 4A2 − 4A1)1/2 + I
=
N.
If in addition dimN <∞, then 4A1 = Aµ and 4A2 = AM , and therefore in this case Q(z) is
the Qµ-function of A.
This theorem shows that the above mentioned statement of M.G. Kre˘ın and I.E. Ovcharenko
holds true when dimN < ∞. In fact, the properties (i)—(iii) of the sc-extensions 4A1 and
4A2 of A in the previous theorem are closely connected with limit conditions 1) − 3) for
Q(z), but they are not characteristic properties of the extensions Aµ and AM in the case
dimN =∞. To one of the basic objectives in this paper becomes the construction of pairs
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{ 4A1, 4A2} of sc-extensions of A which satisfy the properties (i)—(iii), but which in general
diﬀer from the pair {Aµ, AM} of the endpoints of the corresponding operator interval. As a
consequence one obtains examples of operator valued Q-functions of Hermitian contractions
which are not Qµ-functions (or QM -functions), but still satisfy all the limit conditions 1)−3)
above. From the properties (i)—(iii) of 4A1 and 4A2 the most crucial one is the condition (iii);
it is equivalent for 4A1 to be an extreme point of the operator interval [Aµ, 4A2] and for 4A2
to be an extreme point of the operator interval [ 4A1, AM ]. Assuming that the completely
undetermined case holds, i.e. that ker (AM − Aµ) = domA, the construction of other pairs
of sc-extensions { 4A1, 4A2} of A satisfying the properties (i)—(iii) is divided into two cases:
either (AM − Aµ)N W= N (i.e. Aµ and AM are disjoint) or (AM − Aµ)N = N (i.e. Aµ and
AM are transversal). Here the second case is more delicate and the problem is first reduced
to the following: construct a pair {X,M} of a nonnegative selfadjoint contraction X in N
with kerX = {0} and a subspace M of N, which in addition admit the following properties
(1.3) ranX1/2 ∩M = ran (I −X)1/2 ∩ (N8M) = {0}.
It is also necessary that the subspacesM and N8M in (1.3) both are infinite-dimensional,
since otherwise { 4A1, 4A2} = { 4Aµ, 4AM}. Finally, to show the existence of a pair {X,M}
certain block operator technique will be used as well as the existence of unbounded selfadjoint
operators R and S with the property domR ∩ domS = {0}, a result which is well known
and goes back to J. von Neumann in 1929 (cf. [21]; see also [15] for a simple example of
such operators in L2(0, 1)). In fact, a complete description of all nonnegative selfadjoint
contractions X satisfying the conditions (1.3) is proved.
The paper is organized as follows. In Section 2 some basic notations and preliminary
results concerning nonnegative and contractive operators on a Hilbert space are given. It
also contains some additions to the basic properties of parallel sums of nonnegative operators,
cf. e.g. [2]. Observe, that the condition (iii) in the above theorem can be reformulated by
means of parallel sums as follows
(1.4) ( 4A2 − 4A1) : ( 4A1 − Aµ) = ( 4A2 − 4A1) : (AM − 4A2) = 0.
In Section 3 Q-functions of Krein-Ovcharenko type are introduced and their limit properties
at the points ∞, 1, and −1 are studied. In particular, the limit conditions in 1) − 3) are
connected with the properties (i)—(iii) of the pair { 4A1, 4A2} of sc-extensions of A as indicated
above. In Section 4 the main result states that if dimN =∞ then there are pairs { 4A1, 4A2}
of sc-extensions of A which are diﬀerent from the pair {Aµ, AM}, but which still satisfy
the properties (i)—(iii) above. This result motivates the definition of the new subclasses
Sµ(N) and SM(N) of operator valued Nevanlinna functions on N. In Section 5 the inverse
problems for the subclasses Sµ(N) and SM(N) are solved. In particular, the correct version
for [26, Theorem 2.2] is obtained in the general case dimN ≤ ∞. Section 6 contains the
precise characterizations for the Qµ- and QM -functions of M.G. Kre˘ın and I.E. Ovcharenko,
again in the general case dimN ≤ ∞. Some consequences of the main results obtained
in Sections 3—6 for the selfadjoint contractive extensions of Hermitian contractions A are
translated by means of Cayley transforms for the case of nonnegative linear relations S in
Section 7. This leads to a consideration of closed sesquilinear forms associated with the
nonnegative selfadjoint extensions of S. In particular, the existence of pairs { 4A1, 4A2} of
sc-extensions of A with the properties in (1.4) is shown to be equivalent to the existence
of pairs {4S1, 4S2} of nonnegative selfadjoint extensions of S, such that the form 4S1[·, ·] is a
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closed restriction of the form 4S2[·, ·] and the form 4S−12 [·, ·] is a closed restriction of the form
4S−11 [·, ·].
2. Notations and preliminaries
2.1. Basic notations. The symbols domT , ranT , kerT stand for the domain, range, and
null-subspace of a linear operator T , and the corresponding closures are denoted by domT ,
ran T . The set of all continuous linear operators defined on a complex Hilbert space H1 taking
values in a complex Hilbert space H2, is denoted by L(H1,H2), and in the case H = H1 = H2
shortly by L(H) := L(H,H). For a closed operator T in H the symbol ρ(T ) denotes the set
of all regular points of T . The Moore-Penrose inverse of a bounded selfadjoint operator B
is defined by B(−1) = (B ranB)−1 ⊕ 0kerB.
2.2. Bounded nonnegative operators. Let H be a separable Hilbert space. A bounded
operatorB in H is called nonnegative if (Bf, f) ≥ 0 for all f ∈ H. IfB and C are two bounded
selfadjoint operators acting on H then the notation B ≥ C means that the operator B − C
is nonnegative. As is well known the square root B1/2 of a bounded nonnegative operator B
has the following properties:
ranB1/2 =
+
g ∈ H : sup
f∈H
|(f, g)|2
(Bf, f)
<∞

,
EEB(−1/2)g
EE2 = sup
f∈H
|(f, g)|2
(Bf, f)
, g ∈ ranB1/2,
(2.1)
(2.2) lim
z↑0
D
(B − zI)−1g, g
i
=
F ||B(−1/2)g||2, g ∈ ranB1/2,
+∞, g ∈ H \ ranB1/2,
cf. [26].
Lemma 2.1. [19] For every A,B ∈ L(H) the following statements are equivalent:
(i) ranA ⊂ ranB;
(ii) A = BC for some C ∈ L(H);
(iii) AA∗ ≤ λBB∗ for some λ ≥ 0.
In this case there is a unique C satisfying kerC = kerA, ranC ⊂ ranB∗, and ,C,2 =
inf{λ : AA∗ ≤ λBB∗ }.
Corollary 2.2. For nonnegative A,B ∈ L(H) the following statements are equivalent:
(i) A ≤ B;
(ii) A1/2 = B1/2C for some contraction C ∈ L(H);
(iii) A = B1/2MB1/2 for some nonnegative contraction M with ranM ⊂ ranB.
Moreover, in (iii) M is an orthogonal projection if and only if the operator B(−1/2)A1/2 is
partial isometry with the initial space ranA.
Proof. The equivalence of (i)—(iii) is well known. As to the last statement, let the operator
C be defined by C = B(−1/2)A1/2. If C is a partial isometry then CC∗ is an orthogonal pro-
jection onto ranC ⊂ ranB and A1/2 = B1/2C, which gives (iii) with M = CC∗. Conversely,
assume that in (iii) M is an orthogonal projection with ranM ⊂ ranB. Then A1/2 = B1/2C
and A = B1/2CC∗B1/2, where ranC ⊂ ranB. Hence, M = CC∗ by (iii), which means that
C∗ and therefore also C is a partial isometry. By the definition of C its initial space is
ranA. -
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It follows from (iii) in Corollary 2.2 that
(2.3) ranA1/2 = B1/2(ranM1/2).
Let H = H1 ⊕ H2 be an orthogonal decomposition of H and let B be a bounded selfadjoint
operator decomposed accordingly, so that B = [Bij ]
2
i,j=1, where Bij : Hj → Hi, i, j = 1, 2,
and B∗11 = B11, B
∗
22 = B22, B21 = B
∗
12. According to the generalized Sylvester’s criterion the
operator B is nonnegative if and only if the following conditions are fulfilled:
1) B11 ≥ 0, 2) ranB12 ⊆ ranB1/211 , 3) B22 ≥
p
B(−1/2)11 B12
Q∗
B(−1/2)11 B12;
or equivalently,
1) B11 ≥ 0, 2) B22 ≥ 0, 3) B12 = B1/211 XB
1/2
22 ,
where X : H2 → H1 is a contraction.
2.3. A class of linear relations and related operator ranges. A (closed) linear relation
τ in H is a (closed) linear subspace of H2. The adjoint of τ is a closed linear relation in H
given by
τ ∗ = { {h, k} ∈ H2 : (k, f)− (h, g) = 0 for all {f, g} ∈ τ }.
The relation τ is symmetric if τ ⊂ τ ∗ and selfadjoint if τ = τ ∗. Linear relations play an
important role in operator theory. In what follows some special classes of symmetric and
selfadjoint relations will be useful. Let A,B ∈ L(H) and define (the graph of) the linear
relation τ in H by
(2.4) τ = { {Af,Bf} : f ∈ H }.
Then the adjoint of τ takes the form
(2.5) τ ∗ = { {h, k} ∈ H2 : B∗h− A∗k = 0 }.
Moreover, τ is symmetric if and only if B∗A = A∗B and selfadjoint if and only if
B∗A = A∗B and 0 ∈ ρ(B ± iA),
cf. [18].
Proposition 2.3. Let the linear relation τ be defined by (2.4) with A,B ∈ L(H) and let L,
M be linear subspaces of H. Then:
(i) dom τ∗ = dom τ if and only if
(2.6) ranA = {h ∈ H : B∗h ∈ ranA∗ },
in which case kerB∗ ⊂ ranA and
ranA ∩M = (B∗)−1(ranA∗) ∩M ⊂ (B∗)−1(ranA∗ ∩B∗M),
where the last inclusion is an equality if and only if kerB∗ ⊂M.
(ii) ran τ ∗ = ran τ if and only if
(2.7) ranB = { k ∈ H : A∗k ∈ ranB∗ },
in which case kerA∗ ⊂ ranB and
ranB ∩ L = (A∗)−1(ranB∗) ∩ L ⊂ (A∗)−1(ranB∗ ∩ A∗L),
where the last inclusion is an equality if and only if kerA∗ ⊂ L.
(iii) If A∗B = B∗A and one of the conditions in (i) or (ii) is satisfied, then
ranA∗ ∩ ranB∗ = ranA∗B = ranB∗A.
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Proof. The equivalences in (i) and (ii) follow easily from the description of τ ∗ in (2.5).
The remaining assertions in (i) and (ii) follow by applying the identities (2.6) and (2.7),
respectively.
(iii) Clearly, ranA∗B = ranB∗A ⊂ ranA∗∩ranB∗. Conversely, assume that w ∈ ranA∗∩
ranB∗. Then w = A∗k = B∗h for some k, h ∈ H. In view of (2.5) this means that
{h, k} ∈ τ ∗. Hence, if for instance (i) is satisfied then h ∈ dom τ = ranA, so that h = Af
and w = B∗h = B∗Af = A∗Bf for some f ∈ H. Similarly, from (ii) one obtains k = Bg and
w = A∗Bg = B∗Ag for some g ∈ H. This proves the reverse inclusion. -
Remark 2.4. (i) Proposition 2.3 can be applied in particular if τ is selfadjoint. Explicit
criteria (allowing infinite-dimensional H) for selfadjointness of a linear relation of the form
(2.4), or equivalently of the form (2.5), have been recently obtained in [18].
(ii) If A∗B = B∗A, AB∗ = BA∗, and AA∗ + BB∗ = I then τ need not be selfadjoint
(see [18]), but Proposition 2.3 can still be applied. To see this it is enough to prove the
inclusions dom τ ∗ ⊂ dom τ and ran τ ∗ ⊂ ran τ , since A∗B = B∗A means that τ ⊂ τ ∗.
Assume that h ∈ dom τ ∗, so that B∗h = A∗k for some k ∈ H. Then BB∗k = BA∗k which
gives h = AA∗h + BA∗k = A(A∗h + B∗k) ∈ ranA = dom τ . Similarly, k ∈ ran τ ∗ implies
k = B(B∗k + A∗h) ∈ ranB = ran τ . In addition to Proposition 2.3 the given properties of
A and B imply that
(2.8) ranA ∩ ranB = ranAB∗ = ranBA∗.
For this it suﬃces to prove that ranA ∩ ranB ⊂ ranBA∗. Now, it w = Ak = Bh then
AA∗Ak = AA∗Bh which implies w = Ak = BB∗Ak+AA∗Bh = BA∗(Bk +Ah) ∈ ranBA∗.
In fact, (2.8) reflects the stronger property that the parallel sum of AA∗ and BB∗ is equal
to AA∗ : BB∗ = (AB∗)2 = (BA∗)2; see (2.18) below.
Let U ∈ L(H1,H2) be a contraction from the Hilbert space H1 to the Hilbert space H2.
Then also U∗ ∈ L(H2,H1) is a contraction. The defect operator DU associated with U is
defined by DU = (I−U∗U)1/2 and it satisfies the well-known commutation relation, cf. [32]:
(2.9) UDU = DU∗U.
Corollary 2.5. Let U ∈ L(H) be a contraction, let DU and DU∗ be the defect operators
corresponding to U and U∗, respectively, and let M be a linear subspace of H. Then:
(i) { h ∈ H : DU∗h ∈ ranU } = ranU ;
(ii) ranU ∩M = D−1U∗(ranU) ∩M ⊂ D−1U∗(ranU ∩DU∗M), where the last inclusion is an
equality if and only if kerDU∗ ⊂M;
(iii) ranU ∩ ranDU∗ = ranUDU = ranDU∗U .
Proof. Define A = (UU∗)1/2 and B = DU∗. Then A and B satisfy the identities
A∗B = B∗A, AB∗ = BA∗, A∗A+B∗B = I = AA∗ +BB∗.
It is now easy to check that the pair A,B defines a selfadjoint relation τ via (2.4); cf. also
[18, Proposition 3.7]. Hence, one may apply Proposition 2.3.
(i) The assertion follows from (2.6) and ranU = ran (UU∗)1/2 = ranA = ranA∗:
ranU = ranA = {h ∈ H : DU∗h ∈ ranA∗ = ranU }.
(ii) This follows from part (ii) of Proposition 2.3 and the equalities ranU = ranA = ranA∗.
(iii) Part (iii) of Proposition 2.3 and the equality ranU = ranA∗ imply that
ranU ∩ ranDU∗ = ran (UU ∗)1/2DU∗ = ran (UD2UU∗)1/2 = ranUDU = ranDU∗U,
where the last identity follows from the commutation relation (2.9). -
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Corollary 2.6. Let X ∈ L(H) be a nonnegative contraction and let M be a linear subspace
of H. Then:
(i) { h ∈ H : (I −X)1/2h ∈ ranX1/2 } = ranX1/2;
(ii) ranX1/2 ∩M = (I −X)−1/2(ranX1/2) ∩M ⊂ (I −X)−1/2(ranX1/2 ∩ (I −X)1/2M),
where the last inclusion is an equality if and only if ker (I −X) ⊂M;
(iii) ranX1/2 ∩ ran (I −X)1/2 = ran (X −X2)1/2.
Proof. The result is obtained by applying Corollary 2.5 to the nonnegative contraction U =
X1/2 ∈ L(H). -
The following statement is of general nature and closely related to part (iii) of Corollary 2.6.
Proposition 2.7. For every linear operator M and linear subspace L one has
(2.10) ML ∩ (I −M)L ⊂M(I −M)L.
Moreover, ranM ∩ ran (I −M) = ranM(I −M).
Proof. If y =Mu = (I −M)v then M(I −M)(u+ v) = (I −M)y +My = y, which proves
(2.10). The second statement is a consequence of (2.10) and the inclusion ranM(I −M) ⊂
ranM ∩ ran (I −M). -
2.4. Shorted operators, parallel addition, and extreme point of operator intervals.
For every nonnegative bounded operator B in H and every subspace N ⊂ H, M.G. Kre˘ın
[24] defined the operator BN by the formula
BN = max {X ∈ L(H) : 0 ≤ X ≤ B, ranX ⊆ N }
and established the main properties of BN, cf. also [1], [2], [3], [21], [28], [34]. In [2] the
operator BN was called a shorted operator. It follows from Corollary 2.2 that
(2.11) BN = B
1/2PΩB
1/2,
where PΩ is the orthogonal projection in H onto the subspace
(2.12) Ω = { f ∈ ranB : B1/2f ∈ N } = ranB ∩B−1/2N.
Observe, that
(2.13) ranB1/2N = ranB
1/2PΩ = ranB
1/2 ∩N,
which shows that
(2.14) BN = 0 if and only if ranB
1/2 ∩N = {0}.
The following characterization of BN is due to M.G. Kre˘ın:
(2.15) (BNf, f) = inf { (B(f − ϕ), f − ϕ) : ϕ ∈ H8N } , f ∈ H.
The identity (2.11) implies that
(2.16) B1/2N = ZB
1/2 = B1/2Z∗, ZΩ isometric,
with Z(Ω) = ranB1/2N and Z
∗Z = PΩ, cf. Corollary 2.2.
Let F and G be two bounded nonnegative operators in H. The parallel sum F : G of F
and G is defined as follows
(2.17) ((F : G)h, h) := inf { (Ff, f ) + (Gg, g) : h = f + g } ,
cf. [2], [21], [27]. The following equivalent definition for F : G is easily established (cf. [3],
[30])
(2.18) F : G = s − lim
ε↓0
F (F +G+ εI)−1G.
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Observe, that for every S ∈ L(H) the limit
(2.19) PS := s− lim
ε↓0
S(S∗S + εI)−1S∗ = s− lim
ε↓0
(SS∗ + εI)−1SS∗
exists and is equal to the orthogonal projection in H onto ranS. Since F ≤ F + G, Corol-
lary 2.2 implies that
(2.20) F = (F +G)1/2M(F +G)1/2, G = (F +G)1/2(I −M)(F +G)1/2
for some nonnegative contraction M in H with ranM ⊂ ran (F + G). This yields another
description for F : G.
Lemma 2.8. [7] Let the operators F,G ∈ L(H) be nonnegative and let M be as in (2.20).
Then:
(2.21) F : G = (F +G)1/2(M −M2)(F +G)1/2.
In particular, F : G = 0 if and only if M is an orthogonal projection in ran (F +G).
Proof. The representation (2.21) follows from (2.18) and the identity
F (F +G+ ε)−1G = (F +G)1/2M(F +G)1/2(F +G+ ε)−1(F +G)1/2(I −M)(F + G)1/2,
since PF+G = s− limε↓0(F +G)1/2(F +G+ ε)−1(F +G)1/2 is the orthogonal projection onto
ran (F +G) by (2.19) and ranM ⊂ ran (F +G).
The inclusion ranM ⊂ ran (F +G) also guarantees that F : G = 0 if and only if in (2.21)
M −M 2 = 0, i.e., M is an orthogonal projection with ranM ⊂ ran (F +G). -
It is now easy to derive the main properties for parallel sums, cf. e.g. [3], [21]; possi-
bly a new fact here is the necessary and suﬃcient condition for the equality (2.22). For
completeness some short arguments for the other statements are also given.
Proposition 2.9. Let the operators E,F,G,H ∈ L(H) be nonnegative and let M be as in
(2.20). Then:
(i) F : G = G : F and (E : F ) : G = E : (F : G);
(ii) F : G ≤ F and F : G+ E : H ≤ (F + E) : (G+H);
(iii) ranF ∩ ranG ⊂ ran (F : G) and ran (F : G)1/2 = ranF 1/2 ∩ ranG1/2;
(iv) T (F : G)T ∗ ≤ (TFT ∗ : TGT ∗) for every T ∈ L(H) and here the equality
(2.22) T (F : G)T ∗ = (TFT ∗ : TGT ∗)
holds if and only if the subspace ran (F +G)1/2T ∗ is M-invariant.
Proof. The properties in (i)-(ii) follow easily from the definition (2.17) of parallel sum.
For the first statement in (iii), observe that if w = Fk = Gh, then (2.20) implies that
y =M(F +G)1/2k = (I−M)(F +G)1/2h. Now apply (2.10) to conclude that y ∈ ranM(I−
M)(F +G)1/2, so that w ∈ ran (F : G).
As to the second statement in (iii), the inclusion ran (F : G)1/2 ⊂ ranF 1/2 ∩ ranG1/2
is immediate from Lemma 2.8. Conversely, if w ∈ ranF 1/2 ∩ ranG1/2 then w = (F +
G)1/2M 1/2k = (F + G)1/2(I −M)1/2h and here one may assume that h ∈ ran (F + G),
since (I −M)1/2x = x for every x ∈ ker (F + G). Then M1/2k = (I −M)1/2h belongs to
ranM1/2(I −M)1/2 by Corollary 2.6 and Lemma 2.8 gives w ∈ ran (F : G)1/2.
(iv) According to (2.19),
(2.23) P0 := s− lim
ε↓0
(F +G)1/2T ∗(T (F +G)T ∗ + ε)−1T (F +G)1/2
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is the orthogonal projection in H onto ran (F +G)1/2T ∗. Now, write (TFT ∗ : TGT ∗) as the
strong limit (2.18) by using the expressions (2.20) for F and G. Then (2.23) gives
(TFT ∗ : TGT ∗) = T (F +G)1/2MP0(I −M)(F +G)1/2T ∗
= T (F +G)1/2P0MP0(I −M)P0(F +G)1/2T ∗.
(2.24)
Since MP0M ≤M2, (2.24) together with Lemma 2.8 implies that
(2.25) (TFT ∗ : TGT ∗) ≥ T (F +G)1/2P0M(I −M)P0(F +G)1/2T ∗ = T (F : G)T ∗.
In view of (2.24) and (2.25) the equality (2.22) holds if and only if P0MP0(I −M)P0 =
P0M(I −M)P0, or equivalently, P0M(I − P0)MP0 = 0. The last condition is equivalent to
MP0 = P0MP0, i.e., the invariance of ran (F +G)1/2T ∗ under M . -
Remark 2.10. If B = [Bij]2i,j=1 ≥ 0 is decomposed according to H = (H8N)⊕N, then
(2.26) BN =
^
0 0
0 B22 −
p
B(−1/2)11 B12
Q∗
B(−1/2)11 B12

,
cf. [26]. The parallel sum can be defined also via shorted operators as follows
(2.27) F : G =
}
F +G F
F F
]
0⊕H
Some of the results in Subsections 2.3 and 2.4 can be verified also by means of block repre-
sentations of BN and F : G with straightforward calculations.
Observe, that 2(F : G) is the harmonic mean of the nonnegative operators F and G.
Lemma 2.8 and some of the statements in Proposition 2.9 can be extended for general
operator means and connections, cf. [27], [7].
The equivalence of the conditions (i), (iii), and (iv) in the next lemma can be found in
[20], [29]. In what follows this lemma has a central role; therefore a complete proof, based
on Lemma 2.8, is presented.
Lemma 2.11. (Cf. [20], [29]) Let [B,C], B ≤ C, be an operator interval in H. Then
X ∈ [B,C] if and only if
(2.28) X = B + (C − B)1/2M(C − B)1/2
for some nonnegative contraction M with ranM ⊂ ran (C − B). Moreover, the following
conditions for X ∈ [B,C] are equivalent:
(i) X = B + (C −B)1/2P (C −B)1/2, where P is an orthogonal projection with ranP ⊂
ran (C −B);
(ii) (C − B)(−1/2)(X − B)1/2 is a partial isometry with the initial space ran (X − B);
(iii) (X − B) : (C −X) = 0;
(iv) X is an extreme point of [B,C].
Proof. The first statement and the equivalence of (i) and (iii) is obtained by applying
Lemma 2.8 with F = (X − B) and G = C −X.
By Corollary 2.2 the statements (i) and (ii) are equivalent.
(i), (iii) =⇒(iv): Let X be as in (i) and assume that X = αX1 + (1 − α)X2 for some
X1, X2 ∈ [B,C] and 0 < α < 1. Then by part (ii) of Proposition 2.9,
0 = (X −B) : (C −X) ≥ α[(X1 − B) : (C −X1)] + (1− α)[(X2 − B) : (C −X2)],
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so that (X1 − B) : (C − X1) = (X2 − B) : (C − X2) = 0. Therefore, X1 and X2 are of
the form (2.28) for some orthogonal projections P1 and P2 with ranPj ⊂ ran (C − B). The
assumption now implies that
P = αP1 + (1− α)P2,
which clearly forces P = P1 = P2. Thus, X is an extreme point of [B,C].
(iv)=⇒(iii): Assume that (X−B) : (C−X) W= 0, X ∈ [B,C]. Define X1 = X+(X−B) :
(C − X) and X2 = X − (X − B) : (C − X). Then X1,X2 ∈ [B,C] by the first inequality
in part (ii) of Proposition. Moreover, 2X = X1 +X2 and therefore X cannot be an extreme
point of [B,C]. -
Finally, recall the following characterization of BN (see [3]):
(2.29) BN = s − lim
t→+∞
(B : tPN) ,
where PN is the orthogonal projection in H onto N. It follows from (i) in Proposition 2.9
and (2.29) that
(A : B)N = s− lim
t→+∞
(A : (B : tPN)) = A : BN
and similarly,
(2.30) (A : B)N = AN : B = AN : BN.
3. Two subclasses of Nevanlinna functions
In this section two subclasses of the class N of Nevanlinna functions which are holomor-
phic on Ext [−1, 1] := C \ [−1, 1] are introduced. The motivation comes from the study of
selfadjoint contractive extensions of Hermitian contractions.
3.1. Nevanlinna functions holomorphic on Ext [−1, 1]. Let H be a Hilbert space. An
operator function V (z) with values in L(H) is said to be a Nevanlinna function or an R-
function (cf. [22]), if V (z) is holomorphic in the upper and the lower half-plane, V ∗(z) =
V (z¯), and Im z ImV (z) ≥ 0 for all z ∈ C\R. An L(H)-valued Nevanlinna function V (z)
is said to belong to the subclass NH[−1, 1], if it admits a holomorphic continuation to
Ext [−1, 1] and has the limit value V (∞) := s − limz→∞ V (z) ∈ L(H). It is known that
every function V (z) in NH[−1, 1] has an integral representation of the form
V (z) = Γ +
8 1
−1
dG(t)
t− z ,
where Γ is a bounded selfadjoint operator in H and G(t) is a nondecreasing and nonnegative
operator function on [−1, 1] with values in H, with a finite total variation, and normalized
by G(−1) = 0, cf. [22], [14]. Clearly, V (∞) = Γ. The following operator representation for
functions V (z) in NH[−1, 1] is well known.
Theorem 3.1. [14] Let H be a Hilbert space and let V (z) ∈ NH[−1, 1]. Then there exist a
Hilbert space H, a selfadjoint contraction B in H, and an operator F ∈ L(H,H), such that
(3.1) V (z) = V (∞) + F ∗(B − zI)−1F, z ∈ Ext [−1, 1].
Moreover, the representation (3.1) can be chosen to be minimal in the sense that
span
\
(B − zI)−1F : |z| > 1 = H.
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When the representation (3.1) is minimal it is uniquely determined in the sense that two
such representations with B ∈ L(H), F ∈ L(H,H) and 4B ∈ L(K), 4F ∈ L(H,K) of V (z)
are connected by a unitary operator U from H onto K such that the following equalities are
satisfied 4F = UF, UB = 4BU .
In this paper functions in the class NH[−1, 1] with the limit value V (∞) = ±I have a
central role. The following result is a completion to Theorem 3.1. For a function V (z) ∈
NH[−1, 1], V (∞) = ±I, it gives a suﬃcient condition which guarantees that the function
−V −1(z) also belongs to the class NH[−1, 1]; for simplicity the result is formulated for the
case V (∞) = I.
Theorem 3.2. Let V (z) ∈ NH[−1, 1] and assume that V (∞) = I. Then −V −1(z) ∈
NH[−1, 1] if and only if the strong limit V (1) := s − limx↓1 V (x) ∈ L(H) exists and is
nonnegative.
Proof. According to Theorem 3.1 the function V (z) has a minimal operator representation
of the form
(3.2) V (z) = I + F ∗(B − zI)−1F, z ∈ Ext [−1, 1].
It is easy to check that for z ∈ ρ(B) ∩ ρ(B + FF ∗) the function −V −1(z) has the operator
representation
(3.3) −V −1(z) = −I + F ∗(B + FF ∗ − zI)−1F.
Now assume that the limit value V (1) exists. By letting x ↓ 1 in (3.2) one conludes from
(2.2) that ranF ⊂ ran (I − B)1/2 and that
lim
x↓1
(V (x)f, f ) = ,f,2 − ,(I − B)(−1/2)Ff,2 ≥ 0, f ∈ H.
Hence, the operator C := (I − B)(−1/2)F is contractive and consequently FF ∗ = (I −
B)1/2CC∗(I − B)1/2 ≤ I − B. Since clearly FF ∗ ≥ −(I + B), the operator B + FF ∗ is a
selfadjoint contraction. This implies that −V −1(z) ∈ NH[−1, 1].
Conversely, assume that −V −1(z) ∈ NH[−1, 1]. It follows from (3.2) that V −1(∞) = I.
By Theorem 3.1 −V −1(z) has a minimal operator representation of the form
−V −1(z) = −I +G∗(T − zI)−1G, z ∈ Ext [−1, 1],
where T is a selfadjoint contration in a Hilbert space K, G ∈ L(H,K), and
(3.4) span
\
(T − zI)−1G : |z| > R  = K
holds for every R > 1. Moreover, it is easy to see that the minimality of the representation
of V (z) in (3.2) implies that the representation of −V −1(z) in (3.3) is also minimal, or
equivalently that
(3.5) span
\
(B + FF ∗ − zI)−1F : |z| > R = H
for R large enough. Hence, the equality G∗(T − zI)−1G = F ∗(B+FF ∗− zI)−1F for |z| > R
and R > 1 large enough together with the minimality conditions (3.5) and (3.4) imply that
there exists a unitary operator U from H onto K such that the equalities
G = UF, U(B + FF ∗) = TU
are satisfied. By unitary equivalence B + FF ∗ is a selfadjoint contraction in H, i.e. −I ≤
B + FF ∗ ≤ I . It follows that FF ∗ ≤ I − B and consequently s− limx↓1 V (x) ≥ 0. -
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3.2. Nondensely defined contractions and their contractive extensions. Let A be
a Hermitian contraction in H defined on the subspace domA ⊂ H, so that (Af, g) = (f, Ag)
for all f, g ∈ domA and ,A, ≤ 1. A description of all selfadjoint contractive (sc-)extensions
of A was given by M.G. Kre˘ın [24]. In fact, he showed that all sc-extensions of A form an
operator interval [Aµ, AM ], where the extensions Aµ and AM can be characterized by
(3.6) (I +Aµ)N = 0, (I − AM )N = 0,
respectively. Two equivalent descriptions for [Aµ, AM ] are (cf. [24], [26]):
(3.7) 4A = (AM +Aµ)/2 + (AM −Aµ)1/2Y (AM − Aµ)1/2/2,
where Y is a sc-operator in the subspace N0 := ran (AM −Aµ) ⊆ N, and
(3.8) 4A = Aµ + (AM − Aµ)1/2X(AM −Aµ)1/2, X ∈ [0, IN0 ].
The connection between (3.7) and (3.8) is via X = (I + Y )/2. It follows from (3.6), for
instance by using (2.26), that for every sc-extension 4A of A the following identities hold:
(3.9) (I − 4A)N = AM − 4A, (I + 4A)N = 4A− Aµ,
cf. [24]. Hence, according to (2.11)
(3.10) ran (I − 4A)1/2 ∩N = ran (AM − 4A)1/2, ran (I + 4A)1/2 ∩N = ran ( 4A− Aµ)1/2.
An sc-extension 4A of A is said to be an extremal extension of A if 4A is an extreme point
of the operator interval [Aµ, AM ]. The next result contains a simple characterization for the
extremality of an sc-extension 4A of A, which is based on shorted operators.
Proposition 3.3. Let 4A ∈ [Aµ, AM ] be an sc-extension of the Hermitian contraction A in
H and let N = H8 domA. Then
(3.11) ( 4A−Aµ) : (AM − 4A) =
1
2
(I − 4A2)N,
and ran (I − 4A2)1/2 ∩ N = ran ( 4A− Aµ)1/2 ∩ (AM − 4A)1/2. In particular, 4A is an extremal
extension of A if and only if
(3.12) (I − 4A2)N = 0.
Proof. The equality (3.11) follows from (2.30) and (3.9):
( 4A− Aµ) : (AM − 4A) = (I + 4A)N : (I − 4A)N = (I + 4A : I − 4A)N =
1
2
p
(I + 4A)(I − 4A)
Q
N
.
Here the last identity is obtained e.g. by applying Lemma 2.8 with M = 1
2
(I − 4A).
The statement concerning the ranges is clear from (2.13) and (3.11), while the last assertion
follows from Lemma 2.11. -
Corollary 3.4. Let 4A1, 4A2 ∈ [Aµ, AM ] with 4A1 ≤ 4A2 be sc-extensions of the Hermitian
contraction A in H and let N = H8 domA.
(i) If 4A1 is an extreme point of [Aµ, 4A2] then
(I − 4A21)N : ( 4A2 − 4A1) = (I − 4A21) : ( 4A2 − 4A1) = 0;
(ii) If 4A2 is an extreme point of [ 4A1, AM ] then
(I − 4A22)N : ( 4A2 − 4A1) = (I − 4A22) : ( 4A2 − 4A1) = 0.
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Proof. By Lemma 2.11 the assumption in (i) is equivalent to ( 4A1 − Aµ) : ( 4A2 − 4A1) = 0.
Hence, it follows from Proposition 3.3
1
2
(I − 4A21)N : ( 4A2 − 4A1) =
p
( 4A1 − Aµ) : (AM − 4A1)
Q
: ( 4A2 − 4A1)
= (AM − 4A1) :
p
( 4A1 − Aµ) : ( 4A2 − 4A1)
Q
= 0.
Moreover, in view of (2.30) one obtains
(I − 4A21)N : ( 4A2 − 4A1) = (I − 4A21) : ( 4A2 − 4A1)N = (I − 4A21) : ( 4A2 − 4A1).
This gives (i) and similarly one proves (ii). -
Remark 3.5. The characterization (3.12) in Proposition 3.3 for the extremality of an sc-
extension 4A of A was given in [10]. Here it is an immediate consequence of the equality (3.11).
Using matrix representations the fundamental results due to M.G. Kre˘ın on extensions of
contractions were extended to the more general case of contractive extensions of dual pairs
of contractions in [35], [11]; for operator representations cf. also [6].
3.3. Q-functions of Krein-Ovcharenko type. Let A be a Hermitian contraction in H
defined on the subspace domA ⊂ H. In the sequel it is assumed that the completely unde-
termined case holds, i.e.,
(3.13) Ker (AM −Aµ) = domA.
Let 4A1, 4A2 ∈ [Aµ, AM ], 4A1 ≤ 4A2, and define on N = H 8 domA the following operator
functions, holomorphic on Ext [−1, 1]:
(3.14) 4Q1(z) =

( 4A2 − 4A1)1/2( 4A1 − zI)−1( 4A2 − 4A1)1/2 + I
=
N,
(3.15) 4Q2(z) =

( 4A2 − 4A1)1/2( 4A2 − zI)−1( 4A2 − 4A1)1/2 − I
=
N,
In particular, when 4A1 = Aµ and 4A2 = AM one obtains the functions Qµ(z) and QM(z)
studied by M.G. Kre˘ın and I.E. Ovcharenko in [26]:
Qµ(z) =
J
(AM − Aµ)1/2(Aµ − zI)−1(AM −Aµ)1/2 + I
o N,
QM (z) =
J
(AM − Aµ)1/2(AM − zI)−1(AM − Aµ)1/2 + I
o N.(3.16)
Clearly, the functions 4Q1(z) and 4Q2(z) belong to NN[−1, 1]. Moreover, it is easy to see that
(3.17) 4Q1(z) 4Q2(z) = 4Q2(z) 4Q1(z) = −IN, z ∈ Ext [−1, 1].
Observe, that
(3.18) lim
z→∞
4Q1(z) = IN, lim
z→∞
4Q2(z) = −IN.
Associate with an sc-extension 4A of A the subspaces
(3.19) Ω±( 4A) :=
+
f ∈ ran (I ± 4A) : (I ± 4A)1/2f ∈ N

,
cf. (2.12). The next theorem describes the limiting behaviour of 4Q1(z) and 4Q2(z) at ±1.
Theorem 3.6. The functions 4Q1(z) and 4Q2(z) defined in (3.14), (3.15) satisfy the following
limit formulas:
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(i) lim
z↓1
( 4Q1(z)h, h) = ||h||2 − ||(AM − 4A1)(−1/2)( 4A2 − 4A1)1/2h||2, h ∈ N;
(ii) lim
z↑−1
( 4Q2(z)h, h) = −||h||2 + ||( 4A2 −Aµ)(−1/2)( 4A2 − 4A1)1/2h||2, h ∈ N;
(iii) lim
z↑−1
( 4Q1(z)h, h) =
F
||h||2 + ||( 4A1 − Aµ)(−1/2)( 4A2 − 4A1)1/2h||2, h ∈ D1,
+∞, h ∈ N \D1;
(iv) lim
z↓1
( 4Q2(z)h, h) =
F
−||h||2 − ||(AM − 4A2)(−1/2)( 4A2 − 4A1)1/2h||2, h ∈ D2,
−∞, h ∈ N \D2;
where D1 = {h ∈ N : ( 4A2− 4A1)1/2h ∈ ran ( 4A1−Aµ)1/2} and D2 = {h ∈ N : ( 4A2− 4A1)1/2h ∈
ran (AM − 4A1)1/2}.
Proof. The inequalities Aµ ≤ 4A1 ≤ 4A2 ≤ AM imply that
ran ( 4A2 − 4A1)1/2 ⊂ ran (AM − 4A1)1/2 ⊂ ran (I − 4A1)1/2.
In view of (2.2) and (3.14) one obtains
lim
z↓1
( 4Q1(z)h, h) = ||h||2 − ||(I − 4A1)(−1/2)( 4A2 − 4A1)1/2h||2, h ∈ N.
Write
(3.20) (I ± 4A1)N = (I ± 4A1)1/2P±(I ± 4A1)1/2,
where P± are the orthogonal projections in H onto Ω±( 4A1), cf. (2.11), (3.19). The identities
(2.16) and (3.9) show that
(AM − 4A1)1/2 = Z−P−(I − 4A1)1/2 = (I − 4A1)1/2Z∗−,
( 4A1 − Aµ)1/2 = Z+P+(I + 4A1)1/2 = (I + 4A1)1/2Z∗+,
(3.21)
where Z± are isometries from Ω±( 4A1) into H. The first relation in (3.21) gives
||(I − 4A1)(−1/2)( 4A2 − 4A1)1/2h||2 = ||(AM − 4A1)(−1/2)( 4A2 − 4A1)1/2h||2
for all h ∈ N. This proves (i). Similarly one obtains (iii) from (2.2) and the second identity
in (3.21) by observing that
{h ∈ N : ( 4A2 − 4A1)1/2h ∈ ran ( 4A1 + I)1/2} = D1
in view of (2.13).
The proofs of (ii) and (iv) are analogous. -
When 4A1 = Aµ and 4A2 = AM Theorem 3.6 and the assumption (3.13) give the following
relations, which were obtained in [26]:
(3.22)
s− lim
z↓1
Qµ(z) = 0, lim
z↑−1
(Qµ(z)h, h) = +∞, h ∈ N \ {0};
s− lim
z↑−1
QM(z) = 0, lim
z↓1
(QM (z)h, h) = −∞, h ∈ N \ {0}.
Lemma 3.7. Let 4Q1(z) and 4Q2(z) be defined by (3.14), (3.15). Then the following conditions
are equivalent:
(i) lim
z↑−1
( 4Q1(z)h, h) = +∞ for all h ∈ N \ {0};
(ii) s− lim
z↑−1
4Q2(z) = 0;
(iii) ( 4A1 −Aµ) : ( 4A2 − 4A1) = 0 and ker ( 4A2 − 4A1) = domA;
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(iv) 4A1 is an extreme point of [Aµ, 4A2] and ker ( 4A2 − 4A1) = domA.
Moreover, the following conditions are equivalent:
(i’) s− lim
z↓1
4Q1(z) = 0;
(ii’) lim
z↓1
( 4Q2(z)h, h) = −∞ for all h ∈ N \ {0};
(iii’) (AM − 4A2) : ( 4A2 − 4A1) = 0 and ker ( 4A2 − 4A1) = domA;
(iv’) 4A2 is an extreme point of [ 4A1, AM ] and ker ( 4A2 − 4A1) = domA.
Proof. (i)⇐⇒(iii) It follows from part (iii) of Theorem 3.6 that the condition (i) is equivalent
to D1 = {0}, i.e.,
ran ( 4A1 − Aµ)1/2 ∩ ran ( 4A2 − 4A1)1/2 = {0} and ker ( 4A2 − 4A1) = domA.
Now, the equivalence of (i) and (iii) follows now from Proposition 2.9.
(ii)⇐⇒(iii)⇐⇒(iv) These equivalences follow immediately from Lemma 2.11.
The second part of the lemma is proved is a similar manner. In particular, the equivalence
of (ii’) and (iii’) is obtained by using the property (iv) in Theorem 3.6. -
Corollary 3.8. Let 4A1 ≤ 4A2 be sc-extensions of A and let 4AI1 and 4AI2 be defined by
4AI1 = Aµ +AM − 4A2, 4AI2 = Aµ +AM − 4A1.
Then 4AI1 ≤ 4AI2 are also sc-extensions of A. Moreover, if the pair { 4A1, 4A2} satisfies one of the
conditions (i)—(iv) in Lemma 3.7, then the pair { 4AI1, 4AI2} satisfies the conditions (i’)—(iv’) in
Lemma 3.7, and if the pair { 4A1, 4A2} satisfies if one of the conditions (i’)—(iv’) in Lemma 3.7,
then the pair { 4AI1, 4AI2} satisfies the conditions (i)—(iv).
Proof. The first statement is easy to check. Moreover, the other two statements follow from
the equalities 4AI2 − 4AI1 = 4A2 − 4A1, 4AI1 − 4Aµ = AM − 4A2, and AM − 4AI2 = 4A1 − Aµ. -
Corollary 3.9. Let N = H8 domA and assume that dimN <∞. Then:
(i) If one of the conditions (i)—(iv) in Lemma 3.7 is satisfied, then 4A1 = Aµ.
(ii) If one of the conditions (i’)—(iv’) in Lemma 3.7 is satisfied, then 4A2 = AM .
Proof. (i) If one of the conditions (i)—(iv) in Lemma 3.7 is satisfied, then ker ( 4A2 − 4A1) =
domA. This implies that ran ( 4A2− 4A1) = N, since dimN <∞. Now, part (iii) of Lemma 3.7
shows that ran ( 4A1 − 4Aµ)1/2 ∩N = {0} and consequently 4A1 = Aµ. This proves (i).
The proof of (ii) is similar. -
Corollary 3.9 implies the characterizations obtained by M.G. Kre˘ın and I.E. Ovcharenko
[26] for the Qµ-functions and QM -functions, in the case that dimN <∞. In the next section
it is shown that if dimN =∞, then the limit characterizations (cf. (3.22)) stated in [26] for
Qµ-functions and QM -functions fail to hold.
4. Constructions of special sc-extensions
In this section a pair { 4A1, 4A2} of sc-extensions is constructed, whose Q-functions admit
all the limiting properties stated in [26], but which does not coincide with the pair {Aµ, AM}
if dimN = ∞. By Lemma 3.7 the limiting behaviour of functions appearing in [26] can
be translated into conditions involving only the sc-extensions 4A1, 4A2, Aµ, and AM . The
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problem can be reformulated as follows: Construct the sc-extensions 4A1 ≤ 4A2 of A with the
following properties
(4.1) ( 4A1 − Aµ) : ( 4A2 − 4A1) = (AM − 4A2) : ( 4A2 − 4A1) = 0 and ker ( 4A2 − 4A1) = domA,
and such that pair { 4A1, 4A2} does not coincide with the pair {Aµ, AM}. Again it is assumed
that completely undetermined case holds, i.e., equality (3.13) is satisfied. The construction
is devided into two cases: (AM − Aµ)N W= N and (AM − Aµ)N = N.
Remark 4.1. The firts two conditions for the pair { 4A1, 4A2} of sc-extensions of A in (4.1)
are can be stated in the following equivalent form:
(4.2) (I + 4A1) : ( 4A2 − 4A1) = (I − 4A2) : ( 4A2 − 4A1) = 0.
In fact, applying (2.30) one obtains the following equalities
( 4A1−Aµ) : ( 4A2− 4A1) = (I+ 4A1)N : ( 4A2− 4A1) = (I+ 4A1) : ( 4A2− 4A1)N = (I+ 4A1) : ( 4A2− 4A1).
Similarly one arrives at the second identity in (4.1).
4.1. The case (AM − Aµ)N W= N. Let N1 ⊂ N2 be two subspaces of N such that
(4.3) N2 ∩ (AM − Aµ)1/2N = {0}
and let P1 and P2 be orthogonal projections onto N1 and N2 in N, respectively.
Proposition 4.2. Let (AM −Aµ)N W= N and let L be a nonnegative selfadjoint contraction
in the subspace N1, where N1 ⊂ N2, and N2 satisfies (4.3). Then the sc-extensions of A
defined by
(4.4)
4A1 = Aµ + (AM − Aµ)1/2LP1(AM − Aµ)1/2,
4A2 = Aµ + (AM − Aµ)1/2(LP1 + (I − P2))(AM − Aµ)1/2
satisfy the equalities (4.1).
Proof. The definitions of 4A1 and 4A2 in (4.4) and (3.8) imply
4A2 − 4A1 = (AM − Aµ)1/2(I − P2)(AM − Aµ)1/2,
4A1 − Aµ = (AM − Aµ)1/2LP1(AM − Aµ)1/2,
AM − 4A2 = (AM −Aµ)1/2((I − L)P1 + P2 − P1)(AM − Aµ)1/2.
Hence, it follows from (2.3) that
ran ( 4A2 − 4A1)1/2 = (AM − Aµ)1/2(N8N2),
ran ( 4A1 −Aµ)1/2 = (AM − Aµ)1/2L1/2N1,
ran (AM − 4A2)1/2 = (AM − Aµ)1/2
+
(I − L)1/2N1 ⊕ (N2 8N1)

.
These equalities imply that
ran ( 4A2 − 4A1)1/2 ∩ ran ( 4A1 − Aµ)1/2 = {0}, ran ( 4A2 − 4A1)1/2 ∩ ran (AM − 4A2)1/2 = {0}.
According to Proposition 2.9 this proves the first two equalities in (4.1). Moreover, in view
of (4.3) one has Ker ( 4A2 − 4A1) = domA, which completes the proof. -
Remark 4.3. When (AM −Aµ)N W= N the proof of Proposition 4.2 shows that one can take
N1 = {0}, in which case one obtains a pair {Aµ, 4A2} with 4A2 W= AM . Then, according to
Corollary 3.8, one can also construct a pair { 4A1, AM} with 4A1 W= Aµ.
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4.2. The case (AM − Aµ)N = N. Here the construction of a pair { 4A1, 4A2}, 4A1 ≤ 4A2, of
sc-extensions of A, which satisfies the equalities in (4.1) is reduced to a problem of finding a
nonnegative selfadjoint contraction inN and a subspaceM of N with the properties specified
in the next lemma.
Lemma 4.4. Let (AM −Aµ)N = N. Then a pair { 4A1, 4A2}, 4A1 ≤ 4A2, of sc-extensions of A
satisfies the equalities (4.1) if and only if there exist a selfadjoint contraction X1 in N and
a subspace M ⊂ N, such that
(4.5)
l 0 ≤ X1 ≤ I, Ker (I −X1) = {0},
ranX
1/2
1 ∩M = {0},
ran (I −X1)1/2 ∩M⊥ = {0}.
In this case the sc-extensions 4A1 and 4A2 satisfying the equalities (4.1) are given by
(4.6) 4Aj = Aµ + (AM − Aµ)1/2Xj(AM − Aµ)1/2, j = 1, 2,
where
(4.7) X2 = X1 + (I −X1)1/2PM(I −X1)1/2.
Proof. The sc-extensions 4A of A are parametrized by (3.8) with X ∈ [0, IN]. Hence, 4A1 and
4A2, 4A1 ≤ 4A2, can be presented in the form (4.6). Since (AM − Aµ)N = N, the equalities in
(4.1) can be equivalently rewritten as
(4.8)
l
0 ≤ X1 ≤ X2 ≤ I in N,
Ker (X2 −X1) = {0},
X1 : (X2 −X1) = (I −X2) : (X2 −X1) = 0,
cf. (2.22) in Proposition 2.9. The condition Ker (X2−X1) = {0} implies that Ker (I−X1) =
{0}, since 0 ≤ X1 ≤ X2 ≤ I. By Lemma 2.8 the condition (I − X2) : (X2 − X1) = 0 is
equivalent to
(4.9) X2 −X1 = (I −X1)1/2P (I −X1)1/2,
where P is an orthogonal projection in N onto M := ranP . By (2.3), ran (X2 − X1)1/2 =
(I −X1)1/2M and hence the condition X1 : (X2 −X1) = 0 can be rewritten as
(4.10) {0} = ranX1/21 ∩ ran (X2 −X1)1/2 = ranX1/21 ∩ (I −X1)1/2M.
Since ker (I −X1) = {0}, Corollary 2.6 shows that the condition (4.10) is equivalent to
(4.11) ranX1/21 ∩M = {0}.
Moreover, (4.9) shows that ker (X2 −X1) = {0} if and only if
(4.12) ran (I −X1)1/2 ∩M⊥ = {0},
whereM⊥ = N8M. Therefore, X1 and M satisfy all the conditions in (4.5) and in view of
(4.9) X2 takes the form (4.7).
Now, assume that the conditions in (4.5) hold for some nonnegative selfadjoint contraction
X1 in N and for some subspaceM ⊂ N. Let PM be the orthogonal projection ontoM and let
X2 be defined by (4.7). Then clearly 0 ≤ X1 ≤ X2 ≤ I. The condition ran (I−X1)1/2∩M⊥ =
{0} implies that ker (X2 − X1) = {0}. By construction (I − X2) : (X2 − X1) = 0, cf.
Lemma 2.11. Moreover, the assumption ranX1/21 ∩M = {0} gives
ranX1/21 ∩ ran (X2 −X1)1/2 = ranX
1/2
1 ∩ (I −X1)1/2M = {0},
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cf. (4.10), (4.11), so that X1 : (X2 − X1) = 0. Thus, X1 and X2 satisfy all the conditions
in (4.8). Consequently, the sc-extensions 4A1 and 4A2 defined by (4.6) satisfy the equalities in
(4.1). -
Corollary 4.5. Let (AM −Aµ)N = N and let { 4A1, 4A2}, 4A1 ≤ 4A2, be a pair of sc-extensions
of A satisfying (4.1). Then the equalities 4A1 = Aµ and 4A2 = AM are equivalent.
Proof. Assume that 4A1 = Aµ. Then X1 = 0 and the third condition in (4.5) implies that
M = N. It follows from (4.7) that X2 = I and in view of (4.6) 4A2 = AM .
To obtain the converse statement, reverse the previous steps. -
Remark 4.6. The existence of X1 and M in Lemma 4.4 is equivalent to the existence of a
selfadjoint contraction X2 in N and a subspace L of N which satisfy the conditions
(4.13)
l 0 ≤ X2 ≤ I, Ker X2 = {0},
ranX1/22 ∩ L = {0},
ran (I −X2)1/2 ∩ L⊥ = {0}.
In this case, one can take X1 = X
1/2
2 PLX
1/2
2 . The equivalence of the conditions in (4.13) and
the conditions (4.5) in Lemma 4.4 can be easily checked. One can arrive at the conditions
(4.13) when starting from the identityX1 : (X2−X1) = 0 (instead of (I−X1) : (X2−X1) = 0
that was used in (4.9)).
Corollary 4.7. Let (AM − Aµ)N = N and assume that the conditions (4.5) are satisfied
by some subspace M of N and some selfadjoint contraction X1 in N. If dimM < ∞ or
dimM⊥ <∞, then
4A1 = Aµ and 4A2 = AM .
Proof. First, assume that dimM < ∞. Then in view of (4.7) the operator X2 − X1 is
finite-dimensional and since ker (X2 − X1) = {0}, one concludes that ran (X2 − X1) = N.
Consequently, ran ( 4A2 − 4A1) = N and hence the conditions (4.1) imply that 4A1 = Aµ and
4A2 = AM .
Now, assume that dimM⊥ <∞. Then (4.7) implies that the operator
I −X2 = (I −X1)1/2(I − PM)(I −X1)1/2
is finite-dimensional and ran (I − X2) is closed. Since N = ranX1/22 + ran (I − X2)1/2,
also ranX1/22 must be closed. Moreover, the assumptions imply that ker (X2 − X1) = {0},
cf. (4.12). Then also kerX2 = 0 and since ranX2 is closed, X2 is boundedly invertible. By
Lemma 2.11 the property X1 : (X2 −X1) = 0 in (4.8) shows that
X2 −X1 = X1/22 PX
1/2
2
for some orthogonal projection P in N. Hence, ran (X2 − X1) is closed and the identity
ran (X2 − X1) = N follows from ker (X2 − X1) = {0}. Therefore, again from (4.1) one
concludes that 4A1 = Aµ and 4A2 = AM . -
Corollary 4.7 shows that in the case where (AM −Aµ)N = N for the existence of 4A1 W= Aµ
and 4A2 W= AM it is necessary that the subspaces M and M⊥ = N 8M in Lemma 4.4
both are infinite-dimensional. Next it is shown how to construct an operator X in N and a
subspace M of N which satisfy all the conditions in (4.5) and, such that dimM = ∞ and
dimM⊥ =∞.
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It is well known that there exist unbounded selfadjoint operators on infinite dimensional
Hilbert spaces H, whose (dense) domains have a trivial intersection; see e.g. [21], [15] and
the references therein. Consequently, there exist bounded nonnegative operators F and G
in H, such that
(4.14) ranF = ranG = H, ranF ∩ ranG = {0}.
Lemma 4.8. Let H be an infinite-dimensional Hilbert space. Then there exist a contraction
X W= 0 in H and a subspace M ⊂ H which possess all the properties in (4.5).
Proof. Let K be an infinite-dimensional subspace of H with dimK = dimK⊥. Then K⊥ can
be identified with K, and one can write H as a direct sum H = K⊕ K. Let F = F ∗ ≥ 0 and
G = G∗ be bounded operators in the Hilbert space K satisfying (4.14):
ranF = ranG = K, ranF ∩ ranG = {0}.
Without loss of generality one can assume that ,F, < 1. Then F is contractive and ker (I−
F 2) = {0}. Now define
(4.15) X =
w
F 2 0
0 I − F 2
W
, M =
Fw
Gh
h
W
: h ∈ K
k
.
Then X is a selfadjoint nonnegative contraction in H with kerX = {0} and M is a closed
linear subspace of H. Assume that v ∈ ranX1/2 ∩M. Then for some h, x, y ∈ K one has
(4.16) v =
w
Gh
h
W
=
w
Fx
(I − F 2)1/2y
W
Since ranF ∩ ranG = {0}, (4.16) implies Fx = Gh = 0. Due to kerF = kerG = {0} one
obtains x = 0, h = 0. Therefore, also v = 0. This proves that ranX1/2 ∩M = {0}.
Next observe that
I −X =
w
I − F 2 0
0 F 2
W
, M⊥ =
Fw
k
−Gk
W
: k ∈ K
k
.
Clearly, ker (I −X) = {0}. Furthermore, a similar argument as was used above shows that
ran (I −X)1/2 ∩M⊥ = {0}. -
Observe, that the contraction X ≥ 0 constructed in Lemma 4.8, in addition to (4.5),
satisfies kerX = {0}. As a consequence of Lemmas 4.4, 4.8 one obtains
Proposition 4.9. Let (AM −Aµ)N = N. Then there exists a pair { 4A1, 4A2} of sc-extensions
of A which satisfies the equalities (4.1) but does not coincide with the pair {Aµ, AM}.
In the next theorem a characterization of all operators B satisfying the conditions in (4.5)
in Lemma 4.4 is given.
Theorem 4.10. Let N be an infinite-dimensional Hilbert space, N = M⊥ ⊕M be an or-
thogonal decomposition of N such that M and M⊥ are infinite-dimensional subspaces. Then
a bounded operator B in N satisfies the conditions
l 0 ≤ B ≤ I,
ranB1/2 ∩M = {0},
ran (I −B)1/2 ∩M⊥ = {0},
if and only if with respect to the decomposition N =M⊥ ⊕M B = (Bij)2i,j=1 is of the form
(4.17) B =
}
T ∗D2U∗T T
∗UDU
DUU∗T U∗U
]
,
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where U : M → M⊥ is a strict contraction (,Uf, < ,f,, f ∈ M), and T : M⊥ → M⊥ is
an isometry such that ranDU∗ ∩ ker T ∗ = {0}.
Proof. Let B be of the form (4.17) where U and T satisfy the given assumptions. Then with
h = x+ y, x ∈M⊥, y ∈M one obtains
(Bh, h) = ||DU∗Tx||2 + 2Re (Uy,DU∗Tx) + ||Uy||2 = ||DU∗Tx+ Uy||2.
Moreover, by isometry of T one also has
((I − B)h, h) = ||U∗Tx||2 − 2Re (DUy, U∗Tx) + ||DUy||2 = ||U∗Tx−DUy||2.
Hence, 0 ≤ B ≤ I. Since U is a strict contraction and ranDU∗ ∩kerT ∗ = {0}, one concludes
that
ranDU =M, ranDU∗T =M
⊥.
Consequently,
inf
l
(B(h− ϕ), h− ϕ) : ϕ ∈M⊥
M
= 0, inf
l
((I − B)(h− ψ), h− ψ) : ψ ∈M
M
= 0.
According to (2.15) these relations mean that
BM = 0, (I − B)M⊥ = 0,
or equivalently, that
ranB1/2 ∩M = {0}, ran (I − B)1/2 ∩M⊥ = {0}.
To prove the converse, decompose B = (Bij)
2
i,j=1 according to M
⊥ ⊕ M. By (2.14)
the condition ranB1/2 ∩M = {0} is equivalent to BM = 0. Hence, according to (2.26)
B22 = U∗U , where U = B
(−1/2)
11 B12 : M→ ranB
1/2
11 is a bounded operator. Now I − B ≥ 0
can be rewritten as
I − B =
}
I − B11 −B12
−B∗12 I − U∗U
]
≥ 0.
The condition ran (I−B)1/2 ∩M⊥ = {0} is equivalent to (I −B)M⊥ = 0, and hence in view
of (2.26) I−B11 = Z∗Z, where Z = D−1U B∗12 : M⊥ → ranDU is a bounded operator. Hence,
B
1/2
11 = DZ and
(4.18) B∗12 = Z
∗DU = DZU.
It follows from
0 ≤ B =
}
D2Z DZU
U∗DZ U∗U
]
=
}
DZ
U∗
] J
DZ U
o
≤ I
that 0 ≤ D2Z + UU∗ ≤ IM⊥, so that D2Z ≤ D2U∗. Hence, there is a contraction T : M⊥ →
ranDU∗, such that
(4.19) DZ = DU∗T.
Here ranDZ ⊂ ranDU∗ and kerDZ ⊇ kerDU∗ and one can write DZ = T ∗DU∗ where
T ∗ : ranDU∗ →M⊥ is the adjoint of T . The identities (4.18) and (4.19) imply
(4.20) DUZ = U
∗DZ = U
∗DU∗T = DUU
∗T.
Since U ∗ranDU∗ ⊆ ranDU , (4.20) gives
Z = U∗T.
Besides,
D2Z = T
∗D2U∗T = T
∗T − T ∗UU ∗T
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and on the other hand
D2Z = IM⊥ − Z∗Z = IM⊥ − T ∗UU∗T.
Thus, T : M⊥ → ranDU∗ is an isometry. If DZx = 0 then
||x||2 = ||U∗Tx||2 ≤ ||Tx||2 = ||x||2.
It follows that ||U∗Tx|| = ||Tx|| = ||x||. Since ran T ⊆ ranDU∗, one has ||Tx|| = 0 and
hence x = 0. This shows that KerDZ = 0. From kerDZ ⊃ kerDU∗ one obtains kerDU∗ = 0,
so that U ∗, and therefore also U , is a strict contraction. Moreover, from (4.19) it follows
that
ranDU∗ ∩ kerT ∗ = {0}.
Therefore, B takes the form (4.17) where U and T satisfy the given conditions. -
Observe that when the operator B is of the form (4.17) with the corresponding parameters
U and T satisfying the conditions of Theorem 4.10 then
kerB = {0} ⇐⇒
F
kerU = {0}
ranU ∩ ran (DU∗T ) = {0}
Since T is an isometry, Corollary 2.5 gives
ranU ∩ ran (DU∗T ) = {0} ⇐⇒ ranU ∩ ranT = {0}.
Thus the following assertion is proved.
Corollary 4.11. Let N be an infinite-dimensional Hilbert space, N = M⊥ ⊕ M be an
orthogonal decomposition of N such that M and M⊥ are infinite-dimensional subspaces.
Then a bounded operator B in N satisfies the conditions



0 ≤ B ≤ I,
kerB = {0},
ranB1/2 ∩M = {0},
ran (I − B)1/2 ∩M⊥ = {0},
if and only if with respect to the decomposition N =M⊥ ⊕M B = (Bij)2i,j=1 is of the form
B =
}
T ∗D2U∗T T
∗UDU
DUU∗T U∗U
]
,
where U :M→M⊥ is a strict contraction (,Uf, < ,f,, f ∈M) and T :M⊥ →M⊥ is an
isometry, such that
(4.21)



kerU = {0},
ranU ∩ ranT = {0},
ranDU∗ ∩ ker T ∗ = {0}.
In order to construct a strict contraction U and an isometry T satisfying (4.21) it is
necessary and suﬃcient to construct a contraction U : M → M⊥ and a subspace K ⊂ M⊥
such that 


kerU = {0},
kerDU∗ = {0},
ranU ∩ K = {0},
ranDU∗ ∩ (M⊥ 8 K) = {0}.
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Clearly, the subspaces K and M⊥ 8 K satisfying the above conditions should be infinite-
dimensional. By Lemma 4.8 there exist a nonnegative selfadjoint contraction X in M⊥ and
a subspace K ⊂M⊥ such that
kerX = ker (I −X) = {0}, ranX1/2 ∩ K = {0}, ran (I −X)1/2 ∩ (M⊥ 8 K) = {0}.
Let W be a unitary operator from M onto M⊥ and let U = X1/2W . Then U : M → M⊥
is a contraction, kerU = {0}, ranU ∩ K = {0}, DU∗ = (I − X)1/2, kerDU∗ = {0} and
ranDU∗ ∩ (M⊥ 8 K) = {0}.
Remark 4.12. In [33] K. Schmu¨dgen has solved a closely related problem: for a closed
unbounded operator B in a Hilbert space H construct an orthogonal projection P in H, such
that PH ∩ domB = (I − P )H ∩ domB = {0}.
Another closely related question has been treated by J.E. Brasche, H. Neidhardt in [13].
Remark 4.13. The main consequences of Subsections 4.1 and 4.2 are collected in the The-
orem which was stated already in the Introduction.
4.3. Some analytic descriptions. The results in the previous two subsections can now be
interpreted in analytical terms via the notion of 4Q1- and 4Q2-functions. For this purpose the
following subclasses of NN[−1, 1], where N is a Hilbert space, are introduced.
Definition 4.14. A function 4Q1(z) is said to belong to the subclass Sµ(N) of NN[−1, 1] if:
1) s− lim
z→∞
4Q1(z) = I,
2) lim
z↑−1
( 4Q1(z)h, h) = +∞, for all h ∈ N \ {0},
3) s− lim
z↓1
4Q1(z) = 0.
Definition 4.15. A function 4Q2(z) is said to belong to the subclass SM(N) of NN[−1, 1] if:
1) s− lim
z→∞
4Q2(z) = −I,
2) lim
z↓1
( 4Q2(z)h, h) = −∞, for all h ∈ N \ {0},
3) s− lim
z↑−1
4Q2(z) = 0.
It follows from (3.18) and (3.22) that the function Qµ associated with the extension Aµ
of A via (3.14) belongs to the subclass Sµ(N) and similarly the function QM associated
to the extension AM of A via (3.15) belongs to the subclass SM (N). Observe, that by
Theorem 3.2 the limit conditions 1) and 3) in the definition of the classes Sµ(N) and SM(N)
guarantee that the functions − 4Q−11 (z) and − 4Q−12 (z) belong to the classNH[−1, 1]. The main
consequences of the above results for the classes Sµ(N) and SM(N) are given in the next
theorem.
Theorem 4.16. Let 4A1, 4A2 ∈ [Aµ,AM ], 4A1 ≤ 4A2, be sc-extensions of A and let (3.13)
be satisfied. Define in N = H 8 domA the functions 4Q1 and 4Q2 by (3.14) and (3.15),
respectively. Then the following statements are equivalent:
(i) 4Q1 belongs to Sµ(N);
(ii) 4Q2 (= − 4Q−11 ) belongs to SM (N);
(iii) the conditions in (4.1) are satisfied.
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If one of these conditions holds and dimN <∞ then 4Q1(z) is the Qµ-function of A and 4Q2(z)
is the QM -function of A. However, if dimN =∞ then there are pairs { 4A1, 4A2} W= {Aµ, AM},
such that 4Q1 (W= Qµ) belongs to Sµ(N) and 4Q2 (W= QM) belongs to SM (N).
Proof. Clearly, the function 4Qj, j = 1, 2, defined by (3.14), (3.15) belongs to NN[−1, 1] and
in view of (3.18) it has the property 1) in the definition of the class Sj(N). According to
Lemma 3.7 the conditions 2) and 3) in the definition of Sj(N) are, in each case j = 1, 2,
equivalent to the conditions in (4.1). This proves the equivalence of (i)—(iii).
The second part of the theorem follows now from Corollary 3.9 and Propositions 4.2, 4.9.-
Theorem 4.16 means that the characterizations of Qµ- and QM -functions of M.G. Kre˘ın
and I.E. Ovcharenko in [26] are not valid in case dimN =∞. Of course, in view of Lemma 3.7
it is possible to state also more specific results for the functions 4Q1 in (3.14) and 4Q2 in (3.15)
separately.
5. The inverse problem
Let N be a Hilbert space. In this section the following inverse problem is considered: If a
function 4Q1 belongs to the subclass Sµ(N), can one represent it in the form (3.14) or: if a
function 4Q2 belongs to the subclass SM (N), can one represent it in the form (3.15). More
precisely, the following result is true.
Theorem 5.1. Assume that 4Q1 ∈ Sµ(N). Then there exist a Hilbert space H ⊃ N, a
Hermitian operator A in H defined on domA = H 8N, and sc-extensions 4A1 and 4A2 of A,
such that
4A1 ≤ 4A2, Ker ( 4A2 − 4A1) = domA,
( 4A1 − Aµ) : ( 4A2 − 4A1) = (AM − 4A2) : ( 4A2 − 4A1) = 0
and
4Q1(z) =

( 4A2 − 4A1)1/2( 4A1 − zI)−1( 4A2 − 4A1)1/2 + I
=eeeN,
− 4Q−11 (z) =

( 4A2 − 4A1)1/2( 4A2 − zI)−1( 4A2 − 4A1)1/2 − I
=eeeN.
(5.1)
Proof. It follows from Theorem 3.1 that there a nondecreasing operator function F (t) with
values in L(N) and normalized by F (−1) = 0, such that
(5.2) 4Q1(z) = I +
8 1
−1
dF (t)
t− z ,
where the identity 4Q1(∞) = I has been used. Let 4C = F (1). Then (5.2) shows that
4C = lim
z→∞
z (I − 4Q1(z)).
Since 0 ≤ F (t) ≤ 4C, one can write F (t) = 4C1/2S(t) 4C1/2, for a nondecreasing function S(t)
satisfying S(−1) = 0, S(1) = I . According to M.A. Na˘ımark’s theorem [14] there exist a
Hilbert space H ⊃ N and an orthogonal spectral function E(t), such that S(t) = PNE(t)N
where PN is the orthogonal projection in H onto N. Define the selfadjoint contraction 4A1 by
4A1 =
8 1
−1
tdE(t)
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and its restriction to domA = H8N by A = 4A1 domA. Then A is a Hermitian contraction
and 4A1 is an sc-extension of A. Replacing 4C by 4CPN one may interpret 4C as a mapping in
H. Then one can write
(5.3) 4Q1(z) = I + 4C1/2( 4A1 − zI)−1 4C1/2.
Now, let Aµ and AM be the extremal sc-extensions of A determining the corresponding
operator interval. The condition 2) in the definition of the class Sµ(N) shows that ker 4C =
domA. The condition 3) and the formula (2.2) imply that ran 4C1/2 ⊆ ran (I − 4A1)1/2 and,
moreover, that (I − 4A1)(−1/2)C1/2 is a partial isometry with the initial space N. From
Lemma 2.11 one concludes that
(5.4) 4C : (I − 4A1 − 4C) = 0.
Using (2.30) and (3.9) one obtains
4CN : (I − 4A1 − 4C) = 4C : (I − 4A1 − 4C)N = 4C : ((I − 4A1)N − 4C) = 4C : (AM − 4A1 − 4C),
so that the condition (5.4) is equivalent to 4C : (AM − 4A1 − 4C) = 0. Thus, by Lemma 2.11
(5.5) 4C = (AM − 4A1)1/2 4P (AM − 4A1)1/2
for some orthogonal projection 4P with ran 4P ⊆ N. Now define 4A2 by
4A2 = 4A1 + 4C.
Then
AM − 4A2 = (AM − A1)1/2(I − 4P )(AM − 4A1)1/2.
Therefore, 4A2 ∈ [Aµ, AM ] which means that 4A2 is an sc-extension of A. Moreover,
ran (AM − 4A2)1/2 ∩ ran ( 4A2 − 4A1)1/2 = {0},
or equivalently, ( 4A2− 4A1) : (AM − 4A2) = 0. It follows from the condition 2) in the definition
of the class Sµ(N) and (2.2) that ker 4C = domA and
(5.6) ran (I + 4A1)1/2 ∩ ran ( 4A2 − 4A1)1/2 = {0}.
Therefore, (I + 4A1) : ( 4A2 − 4A1) = 0 and by Remark 4.1 also ( 4A1 −Aµ) : ( 4A2 − 4A1) = 0. -
Remark 5.2. In the proof for [26, Theorem 2.2] M.G. Kre˘ın and I.E. Ovcharenko constructed
the operator representation (5.3) for 4Q1(z): for the convenience of reader their arguments
are repeated in the first part of the above proof. However, their statement that 4C is equal
to (I − 4A1)N = AM − 4A1 does not hold in general when dimN = ∞. This becomes clear
from the proof given above, since in general ran 4P W= N in (5.5). It is also clear from (5.5)
that if dimN <∞ then ran 4P = N due to ker 4C = domA.
Corollary 5.3. Let dimN < ∞ and 4Q1(z) ∈ Sµ(N). Then 4Q1(z) and 4Q2(z) = − 4Q−11 (z)
are the Qµ- and QM -functions of some Hermitian contraction.
Recall from [26] that two Hermitian operators A and AI defined on the subspaces domA
and domAI of the Hilbert spaces H = domA ⊕ N and HI = domAI ⊕ N, respectively, are
said to be unitarily equivalent, if there is a unitary operator U from H onto HI, such that
UN = N, U(domA) = domAI, UA = AIU.
Moreover, A in H is said to be simple if there is no nontrivial subspace of H invariant under
A. An equivalent condition due to M.G. Kre˘ın and I.E. Ovcharenko [26, Lemma 2.1] is
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that the subspace N = H8 domA is generating for some (equivalently for every) selfadjoint
extension 4A of A:
(5.7) H = span { 4AnN : n = 0, 1, . . .}.
In [26] it is shown that the simple part of the Hermitian contraction A is uniquely de-
termined by its Qµ-function up to unitary equivalence. An analogous statement holds for
functions belonging to the classesSµ(N) andSM(N). Moreover, the following generalization
of this result for the pair { 4A1, 4A2} of sc-extensions of A is also true.
Proposition 5.4. Let A and AI be simple Hermitian contractions in H = domA ⊕N and
HI = domAI ⊕ N, respectively, and let 4Q1(z) and 4QI1(z) be defined via (3.14) ( 4Q2(z) and
4QI2(z) be defined via (3.15)) with the pair { 4A1, 4A2} and { 4AI1, 4AI2}, respectively. If 4Q1(z) and
4QI1(z) are equal, then A and AI and the pairs { 4A1, 4A2} and { 4AI1, 4AI2} are unitary equivalent
with the same unitary operator U .
Proof. Since 4Q2(z) = − 4Q1(z)−1, it is enough to prove the assertion for the function 4Q1(z).
The unitary operator U providing the unitary equivalence of A, AI and 4A1, 4AI1 can be con-
structed in the usual manner, for instance, via obvious modifications of the arguments given
in [26, Theorem 2.2]. Next observe that limz→∞ z(I − 4Q1(z)) = 4A2 − 4A1 in view of (3.14).
Now, from the equality 4Q1(z) = 4QI1(z) one obtains the unitary equivalence of 4A2 and 4AI2
with the same operator U . -
6. Characterization of Qµ- and QM-functions
In this section the following problem is considered: under what conditions a function Q1
which belongs to Sµ(N) (Q2 ∈ SM(N)) is a Qµ-function (QM -function, respectively) as
defined in [26]. In other words, what additional conditions are needed in order to find a
Hilbert space H ⊃ N and a Hermitian contraction A in H, such that Q1 (Q2) takes the form
in (3.16):
Qµ(z) =
J
(AM − Aµ)1/2(Aµ − zI)−1(AM − Aµ)1/2 + I
o N,
QM(z) =
J
(AM −Aµ)1/2(AM − zI)−1(AM −Aµ)1/2 − I
o N.
In view of Theorem 4.16 the limit conditions defining the classes Sµ(N) and SM(N) are not
enough to characterize Qµ- and QM -functions.
Let the function V (z) belong toNN[−1, 1]. Theorem 5.1 implies that V (z) has an operator
representation of the form
V (z) = V (∞) +G(B − zI)−1G,
where B is a selfadjoint contraction in some Hilbert space H ⊃ N and G ≥ 0 is a bounded
nonnegative selfadjoint operator in N satisfying
G2 = lim
z→∞
z (V (∞)− V (z)) .
Suppose that KerG = {0} and let ranG be equipped with the inner product
(f, g)+ =
D
G−1f,G−1g
i
.
Then ranG becomes a Hilbert space which is denoted by NV+. Let N
V
+ ⊆ N ⊆ NV− be the
corresponding rigged Hilbert space, cf. [12]. The operator G is an isometry which maps N
onto NV+. Let G
× ∈ L(NV−,N) be the adjoint operator. Since G is a selfadjoint operator in
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N, the operator G× is the continuation of G. Moreover, G× is an isometry from NV− onto
N. As a consequence, for each z ∈ Ext [−1, 1] the function
U(z) = V (z)− V (∞) = G(B − zI)−1G
has the continuation G(B − zI)−1G× with values in L(NV−,NV+). The definition of classes
Sµ(N) and Sµ(N), yields the following result.
Proposition 6.1. Let 4Q1(z) ∈ Sµ(N). Then the triplet N
Q1
+ ⊆ N ⊆ N
Q1
− coincides with the
triplet N
− Q−11
+ ⊆ N ⊆ N
− Q−11
− .
Proof. By Theorem 5.1 4Q1(z) and − 4Q−11 (z) have operator representations of the form (5.1).
From (5.1) it is clear that lim
z→∞
z (V (∞)− V (z)) = ( 4A2− 4A1)N in both cases V (z) = 4Q1(z)
and V (z) = − 4Q−11 (z). -
Theorem 6.2. Let N be a Hilbert space and let 4Q1(z) belong to Sµ(N). Then 4Q1(z) is
a Qµ-function of some Hermitian contraction if and only if the following conditions are
fulfilled:
(6.1) lim
x↑−1
p
( 4Q1(x)− I)f, f
Q
= lim
x↓1
p
( 4Q−11 (x)− I)f, f
Q
= +∞ for all f ∈ N Q1− \ {0}.
Proof. By Theorem 5.1 there exist a Hilbert space H ⊃ N, a Hermitian contraction A in H
defined on domA = H8N, and sc-extensions 4A1, 4A2 of A, such that
4A1 ≤ 4A2, Ker ( 4A2 − 4A1) = domA,
( 4A1 − Aµ) : ( 4A2 − 4A1) = (AM − 4A2) : ( 4A2 − 4A1) = 0,
and such that 4Q1(z) and 4Q2(z) = − 4Q−11 (z) have the operator representations (5.1). More-
over, G = ( 4A2 − 4A1)1/2, see the proof of Proposition 6.1. Since ranG× = N, the conditions
(6.1) are equivalent to
lim
x↑−1
p
( 4A1 − xI)−1h, h
Q
= +∞ and lim
x↓1
p
(xI − 4A2)−1h, h
Q
= +∞
for every h ∈ N \ {0}. According to (2.2) these last two relations hold if and only if
ran (I + 4A1)1/2 ∩N = ran (I − 4A2)1/2 ∩N = {0},
i.e., (I + 4A1)N = (I − 4A2)N = 0, cf. (2.11). In view of (3.9) this means that 4A1 = Aµ and
4A2 = AM , or equivalently, that 4Q1(z) is the Qµ-function (and 4Q2(z) is the QM -function) of
A in the sense of [26]. -
Corollary 6.3. Let 4Q1(z) ∈ Sµ(N). Then the following conditions are equivalent:
(i) (Im 4Q1(z))−1 ∈ L(N) for some (equivalently for every) z ∈ C\R;
(ii) the operator C := lim
z→∞
z(I − 4Q1(z)) has bounded inverse;
(iii) 4Q1(z) is a Qµ-function of some simple Hermitian contraction A satisfying (AM −
Aµ)N = N (i.e. Aµ and AM are transversal).
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Proof. The equivalence of (i) and (ii) follows from the operator representation of 4Q1(z) in
(5.1), which shows that ImQ(i) is invertible if and only if C1/2 = G = ( 4A2 − 4A1)1/2N is
invertible.
If (i) holds then the corresponding rigged Hilbert space reduces to N
Q1
+ = N = N
Q1
− and
(iii) follows from Theorem 6.2. The reverse implication that (iii) implies (i) is clear. -
Remark 6.4. Assuming the property (i) in Corollary 6.3 it has been shown in [17] that a
function 4Q1 ∈ NN[−1, 1] is a Qµ-function if and only if s− lim
z→∞
4Q1(z) = I, lim
z↑−1
( 4Q1(z)h, h) =
+∞ for all h ∈ N \ {0}, and s− lim
z↓1
4Q1(z) = 0. The proof in [17] is based on the boundary
triplet approach. Observe, that these limit conditions are used to define the class Sµ(N) in
Section 4.
7. Applications to nonnegative selfadjoint extensions of nonnegative
symmetric linear relations
In this section some consequences of the results concerning sc-extensions of Hermitian con-
tractions are translated to nonnegative selfadjoint extensions of a closed nonnegative sym-
metric linear relation in a separable Hilbert space H. There is a one-to-one correspondence
between closed nonnegative linear relations S and (the graphs of) Hermitian contractions A
in H via the Cayley transform
(7.1) S = C(A) = { {(I +A)f, (I − A)f} : f ∈ domA},
cf. [24], [16]. Observe, that mulS = ker (I + A). One can recover A from S by the same
transform, when C is interpreted for linear relations as follows
(7.2) graphA = C(S) := { {f + f I, f − f I} : {f, f I} ∈ S }.
The transform C preserves some basic operations on linear relations, like inclusions, intersec-
tions, adjoints, and, for instance, S is selfadjoint if and only if A = C(S) is selfadjoint. For a
closed nonnegative linear relation S in H the Friedrichs and Krein-von Neumann extension
SF and SN of S are connected with the extreme extensions AM and Aµ of A via SF = C(Aµ)
and SN = C(AM). It follows from (−A)µ = −AM and (−A)M = −Aµ (see (3.6)) that
(7.3) SN =
DD
S−1
i
F
i−1
and SF =
DD
S−1
i
N
i−1
,
cf. [16].
To an arbitrary nonnegative selfadjoint extension 4S of S one can associate a unique closed
sesquilinear form 4S[u, v] with the domain D[4S] along to lines of densely defined case treated
in [23]. In fact, 4S[u, v] is the closure of the form
4S[f, g] := (f I, g), {f, f I}, {g, gI} ∈ 4S,
cf. [31], and moreover
D[4S] = dom 4S1/2s , 4S[u, v] = (4S1/2s u, 4S1/2s v), u, v ∈ D[4S],
where 4Ss stands for the orthogonal operator part of 4S, see [9]. The closed forms associated
with the nonnegative selfadjoint extensions 4S, SF , and SN satisfy the same inequalities as
in the densely case (see [24], [5]):
SN ≤ 4S ≤ SF , D[SF ] ⊆ D[4S] ⊆ D[SN ],
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cf. [8]. Observe, that the form SF [·, ·] is a closed restriction of the form 4S[·, ·] and in
particular of the form SN [·, ·]. Moreover, it follows from (7.3) that the form S−1N [·, ·] is a
closed restriction of the form S−1F [·, ·]. Now, let SF and SN be disjoint, i.e., assume that
SF ∩ SN = S, in which case SF W= SN . The following question arises from the main results
in the previous sections: Does there exist another pair {4S1, 4S2} of nonnegative selfadjoint
extensions of S which has the same properties as the pair {SF , SN}:
(7.4)



4S1 ∩ 4S2 = S,
the form 4S1[·, ·] is a closed restriction of the form 4S2[·, ·],
the form 4S−12 [·, ·] is a closed restriction of the form 4S−11 [·, ·].
The solution to this problem is connected with the existence of sc-extensions 4A1 ≤ 4A2 of
the Hermitian contraction A = C(S), domA = ran (I + S), defined by (7.2), such that the
properties (4.1) are satisfies.
Lemma 7.1. Let 4S be a nonnegative selfadjoint linear relation and let 4A = C(4S) be its
Cayley transform in (7.2). Then
D[4S] = ran (I + 4A)1/2,
4S[u, v] = −(u, v) + 2
p
(I + 4A)(−1/2)u, (I + 4A)(−1/2)v
Q
, u, v ∈ D[4S].
Proof. Since
4S =
+
{(I + 4A)h, (I − 4A)h} : h ∈ H

with f = (I + 4A)h one obtains
4S[f, f ] =
p
(I − 4A)h, (I + 4A)h
Q
= −||(I + 4A)h||2 + 2||(I + 4A)1/2h||2 =
= −||f ||2 + 2||(I + 4A)(−1/2)f ||2.
Now the closure procedure leads to the statement. -
Theorem 7.2. A pair of nonnegative selfadjoint extensions {4S1, 4S2} of S satisfies the condi-
tions (7.4) if and only if the pair { 4A1, 4A2} = {C(4S1), C(4S2)} of sc-extensions of the Hermitian
contraction A = C(S) satisfies the conditions (4.1).
Proof. By definition 4A1 ≤ 4A2 if and only if 4S1 ≥ 4S2. Observe, that here the last inequality is
implied by (7.4). It is clear that the conditions 4S1 ∩ 4S2 = S and ker ( 4A2 − 4A1) = domA are
equivalent. By Remark 4.1 the conditions ( 4A2− 4A1) : ( 4A1−Aµ) = ( 4A2− 4A1) : (AM− 4A2) = 0
can be rewritten as in (4.2). Now Lemma 2.8 shows that I + 4A1 = (I + 4A2)1/2 4P (I + 4A2)1/2,
where 4P2 is an orthogonal projection in H. Hence, it follows from Lemma 2.11 that there is
a partial isometry U with the initial space ran (I+ 4A1), such that (I+ 4A1)1/2 = (I+ 4A2)1/2U .
This implies that (I + 4A2)(−1/2)g = U(I + 4A1)(−1/2)g for all g ∈ ran (I + 4A1)1/2. Therefore,
by Lemma 7.1 we get D[4S1] ⊆ D[4S2] and 4S1[u, v] = 4S2[u, v] for all u, v ∈ D[4S1]. So, the form
4S1[·, ·] is a closed restriction of the form 4S2[·, ·].
Similar arguments show that I − 4A2 = (I − 4A1)1/2 4Q(I − 4A1)1/2 for some orthogonal
projection 4Q in H and further that the form 4S−12 [·, ·] is a closed restriction of the form
4S−11 [·, ·].
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Converselly, let the form 4S1[·, ·] be a closed restriction of the form 4S2[·, ·]. By Lemma 7.1
one has ran (I + 4A1)1/2 ⊆ ran (I + 4A2)1/2 and (I + 4A2)(−1/2)f = W (I + 4A1)(−1/2)f for all
f ∈ ran (I + 4A1)1/2 with some partial isometry W with the initial subspace ran (I + 4A1).
Hence, (I + 4A1)1/2 = (I + 4A2)1/2W and by Lemma 2.11 (I + 4A1) : ( 4A2 − 4A1) = 0. The last
identity is equivalent to ( 4A1 − Aµ) : ( 4A2 − 4A1) = 0, see Remark 4.1.
Similarly, the condition that the form 4S−12 [·, ·] is a closed restriction of the form 4S−11 [·, ·]
leads to the equality (AM − 4A2) : ( 4A2 − 4A1) = 0. -
The following result gives the answer to the problem posed above, cf. (7.4).
Corollary 7.3. Let S be a closed nonnegative symmetric linear relation in a separable Hilbert
space H and let SF ∩ SN = S. If the defect subspaces of S are infinite-dimensional, then
there are pairs {4S1, 4S2} of nonnegative selfadjoint extensions of S which satisfy the proper-
ties (7.4), but which are diﬀerent from the pair {SF , SN}. If the defect subspaces of S are
finite-dimensional, then every pair {4S1, 4S2} with the properties (7.4) coincides with the pair
{SF , SN}.
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