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Abstract
In this paper the 3-valued paraconsistent first-order logic QCiore is studied from the point of
view of Model Theory. The semantics for QCiore is given by partial structures. They are first-order
structures such that each n-ary predicate R is interpreted as a triple of pairwise disjoint sets of n-uples
representing, respectively, the set of tuples which actually belong to R, the set of tuples which actually
do not belong to R, and the set of tuples whose status is dubious or contradictory. Partial structures
were proposed in 1986 by I. Mikenberg, N. da Costa and R. Chuaqui for the theory of quasi-truth
(or pragmatic truth). In 2014, partial structures were studied by M. Coniglio and L. Silvestrini for
a 3-valued paraconsistent first-order logic called LPT1, whose 3-valued propositional fragment is
equivalent to da Costa-D’Otaviano’s logic J3. This approach is adapted in this paper to QCiore,
and some important results of classical Model Theory such as Robinson’s joint consistency theorem,
amalgamation and interpolation are obtained. Although we focus on QCiore, this framework can
be adapted to other 3-valued first-order logics.
MSC (2010): 03B53 (primary), 03C80, 03C90 (secondary).
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1 Introduction
A logic is paraconsistent if it has a negation which allows the existence of contradictory but nontrivial
theories. The first sistematic study of paraconsistent logics was given by N. da Costa in 1963, when
presented in [11] his well-known hierarchy Cn (for n ≥ 1) of C-systems. His approach to paraconsistency
is based on the idea that propositions are prima facie dubious, in the sense that a sentence P and its
negation ¬P can be assumed to hold simultaneously, without trivialization. The sentence P ◦ := ¬(P∧¬P )
indicates the well-behavior (in da Costa’s terminology) of a sentence P in the stronger system C1.
1 That
sentence is used to express that a sentence P is reliable (meaning that either P or ¬P cannot be negated
1For each n ≥ 1 there is a sentence P ◦n denoting the well-behavior of P .
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withou trivializing). This being so, from P , ¬P and P ◦ (as well as from from ¬P , ¬¬P and P ◦) every
sentence Q can be derived. In other words: a theory contaning a contradiction {P,¬P} is not always
deductively trivial (since P represents, prima facie, dubious information, hence it could be contradictory)
but any theory containing {P,¬P, P ◦} is always deductively trivial (since it contains a contradiction
involving absolutely reliable information, which is an absurd).
The approach to paraconsistency of da Costa, nowadays known as Brazilian school of paracon-
sistency, was naturally generalized by W. Carnielli and J. Marcos with the notion of Logics of Formal
Inconsistency (LFIs for short). These logics are paraconsistent and, additionally, have a unary connective
◦ (primitive or definable) that allows us to express the notion of consistency of sentences inside the object
language. Thus, ◦P means that P is consistent. The Explosion Law (‘from P and ¬P every Q follows’)
does not hold in LFIs, as much as in any other paraconsistent logic. But some contradictions will cause
deductive explosion: contradictions involving a consistent sentence lead to triviality – intuitively, and as
in da Costa’s C-systems, one can understand this situation as a contradiction involving well-established
facts, or involving propositions that have conclusive favorable evidence (what da Costa called well-behaved
sentences). In this sense, LFIs – including da Costa’s systems – are logics that allow us to separate the
sentences for which the Explosion Law hold, from those for which does not hold. The only difference
between da Costa’s C-systems and LFIs in general is that, in the latter, the consistency operator can be
possibly given by an unary connective ◦ while, in the former, it is always defined in terms of the other
connectives.
In [13, 14, 15, 16], I. D’Ottaviano developed a 3-valued model theory in order to study a first
order version of the logic J3, introduced by herself and N. da Costa in [17]. The logic J3 is a 3-valued
paraconsistent propositional logic; moreover, it is an LFI, as it can easily proven (see [5]). In [6],
W. Carnielli, J. Marcos and S. de Amo propose the use of J3, seen as an LFI under the name of LFI1,
in order to deal with inconsistent databases. Besides this, they define a first-order version of LFI1 called
LFI1∗, which happens to be equivalent to the first-order version of J3 studied by D’Ottaviano, and it is
also equivalent to M. Coniglio and L. Silvestrini’s logic LPT1 (see [9]). In the same paper it was studied
another 3-valued LFI called LFI2 (renamed as Ciore in [5]), as well as a first-order version of it called
LFI2∗. As it will be shown in Remark 7.12, the first-order version LFI2∗ of Ciore proposed in [6] differs
from the one (QCiore) proposed in the present paper.
The logic Ciore is an axiomatic extension of mbC, the basic LFI considered in [3] and [2], with
strong properties concerning propagation of the consistency operator ◦. In addition to its syntactical
presentation by means of a Hilbert calculus, it was proved in [6] that Ciore/LFI2 is sound and complete
with respect to a 3-valued matrix.
Positive classical logic (CPL+) has been assumed as a natural starting point from which many
LFIs are defined, although some LFIs are studied starting from other logics than CPL+. In this sense,
mbC is the basic logic of formal inconsistency that, starting with positive classical logic CPL+ and
adding a negation and a consistency operator, it is endowed with minimal properties in order to satisfy
the definition of LFIs (see [3] and [2, Chapter 2]).
Besides being a subsystem of CPL, mbC is also an extension of CPL obtained by adding to the
latter a consistency operator ◦ and a paraconsistent negation ¬. In this sense, mbC can be viewed,
both, as a subsystem and as a conservative extension of CPL. A similar phenomenon holds for several
other LFIs. A remarkable feature of LFIs in general, and of mbC in particular, is that classical logic
(CPL) can be codified, or recovered, inside such logics. A first-order extension of mbC called QmbC
was proposed in [4], and it was also studied in [2, Chapter 7]. In [18], T. Ferguson has obtained an
important model-theoretic result on QmbC, the Keisler-Shelah Theorem, by using a novel technique of
model-theoretic “atomization”.
The question of characterizability (or not) by finite matrices, as well as the algebraizability of
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(extensions of) mbC has been tackled in [3] and [2]. Some negative results, in the style of the famous
Dugundji’s theorem for modal logics, were shown for several extensions ofmbC. These results have shown
that a wide variety of LFIs extending mbC cannot be semantically characterized by finite matrices.
Despite these general result, there are many LFIs which, besides being characterizable by a single 3-
valued matrix, are algebraizable in the well-known sense of Blok and Pigozzi. Among them, we can
mention Hallde´n’s logic of nonsense as well as Segerberg’s variation, J3, Sette’s logic P1 and the system
Ciore, to be studied in this paper.
The logic J3 has been re-introduced and studied independently by several authors at several times,
and with different motivations. For instance, and as mentioned above, Carnielli, Marcos and de Amo
introduced in [6] a propositional logic, which they called LFI1, as a suitable tool for modeling processes in
databases with contradictory information. They proved the equivalence (up to language) between J3 and
LFI1. In [1], D. Batens and K. De Clercq studied the logic CluNs which was introduced syntactically by
means of a first order Hilbert calculus. The propositional fragment of CluNs turned out to be equivalent
to J3. Finally, in [9], Coniglio and Silvestrini presented the logic MPT pursuing to establish a 3-valued
matrix associated to pragmatic structures which constitute a generalization of the notion of quasi-truth
introduced by Mikenberg et al. (see [23]). Also, they prove that MPT and J3 (and therefore also LFI1)
are functionally equivalent. Originally, the signature of LFI1 had the primitive connective • (called
inconsistency operator) to mark out inconsistencies in databases, by means of the equivalence
•ϕ↔ (ϕ ∧ ¬ϕ)
In [2, Chapter 4], Carnielli and Coniglio introduced a new presentation LFI1’ of LFI1 by considering
the connective ◦ (the consistency operator) instead of • (the inconsistency operator), together with a
suitable Hilbert calculus called LFI1◦. The logic LFI1’ will be considered in Remark 3.3 below.
The semantic notion of quasi-truth, defined by means of partial structures, was introduced in 1986
by I. Mikenberg, N. da Costa and R. Chuaqui (cf. [23]). Partial structures are first-order structures
where each n-ary predicate R is interpreted as a triple 〈R+, R−, Ru〉 of pairwise disjoint sets of n-uples
over the domain of the structure such that R+ is the set of tuples which actually belong to R, R− is the
set of tuples which actually do not belong to R, and Ru is the set of tuples whose status is dubious or
contradictory.
In this paper a model-theoretic framework based on triples is proposed for QCiore, the first-order
version of Ciore. This approach is based on the pragmatic structures semantics proposed for LPT1
in [9]. Besides adequacy of QCiore w.r.t. pragmatic structures, some important results of classical
Model Theory are obtained for this logic, such as Robinson’s joint consistency theorem, amalgamation
and interpolation. Although we focus on QCiore, this framework can be adapted to other 3-valued
first-order LFIs.
2 Preliminaries
In this section, a Hilbert-style presentation for Ciore will be given. We consider a propositional
language L over the propositional signature {∧,∨,→,¬, ◦} where the formulas are constructed as usual
from a denumerable set {p1, p2, . . .} of propositional variables.
The propositional logic Ciore is defined over the language L by the following Hilbert system:
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Axiom schemata:
α→ (β → α) (Ax1)(
α→ (β → γ)
)
→
(
(α→ β)→ (α→ γ)
)
(Ax2)
α→
(
β → (α ∧ β)
)
(Ax3)
(α ∧ β)→ α (Ax4)
(α ∧ β)→ β (Ax5)
α→ (α ∨ β) (Ax6)
β → (α ∨ β) (Ax7)(
α→ γ
)
→
(
(β → γ)→ ((α ∨ β)→ γ)
)
(Ax8)
(α→ β) ∨ α (Ax9)
α ∨ ¬α (Ax10)
◦α→
(
α→ (¬α → β)
)
(bc1)
¬◦α→ (α ∧ ¬α) (ci)
¬¬α→ α (cf)
α→ ¬¬α (ce)
(◦α ∨ ◦β)→ ◦(α ∧ β) (co1)
(◦α ∨ ◦β)→ ◦(α ∨ β) (co2)
(◦α ∨ ◦β)→ ◦(α→ β) (co3)
◦(α ∧ β)→ (◦α ∨ ◦β) (cr1)
◦(α ∨ β)→ (◦α ∨ ◦β) (cr2)
◦(α→ β)→ (◦α ∨ ◦β) (cr3)
Inference rule:
(MP)
α, α→ β
β
Observe that axioms (Ax1)-(Ax9) plus (MP) constitute a Hilbert calculus for positive classical logic
(CPL+). The logic Ciore was proposed as a suitable extension of Cio which is algebraizable in the sense
of Blok and Pigozzi (see [2]). Morever, as it was observed in [5], the logic Ciore is so strong that it can
be characterized by a 3-valued matrix logic.
Theorem 2.1 (See [2, Theorem 4.4.29]) The system Ciore is sound and complete with respect to the
following three valued matrix Me = 〈M,D〉 over the signature Σ with domain M = {1,
1
2 , 0} and set of
designated values D = {1, 12} such that the truth-tables associated to each connective are the following:
∧ 1 12 0
1 1 1 0
1
2 1
1
2 0
0 0 0 0
∨ 1 12 0
1 1 1 1
1
2 1
1
2 1
0 1 1 0
→ 1 12 0
1 1 1 0
1
2 1
1
2 0
0 1 1 1
¬ ◦
1 0 1
1
2
1
2 0
0 1 1
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As mentioned in the Introduction, the logic associated with this matrix was proposed in [6] under the
name LFI2, being renamed as Ciore in [5]. In the following result, we exhibit a list of theorems of Ciore
that we shall use along this paper. We will write ∼α as an abbreviation of ¬α ∧ ◦α to denote the
strong (or classical) negation definable in Ciore.
Theorem 2.2 The following schemas are theorems of Ciore.
(i) α→ α, (ii) (α→ β)→ (∼β → ∼α),
(iii) (α ∧ ¬α)↔ ∼◦α, (iv) (α ∧ ¬α)↔ ¬◦α,
(v) ◦◦α, (vi) ◦α↔ ◦¬α,
(vii) (∼α ∨ ∼β)↔ ∼(α ∧ β), (viii)
(
(α ∧ ¬α) ∧ (β ∧ ¬β)
)
↔
(
(α ∧ β) ∧ ¬(α ∧ β)
)
,
(ix)
(
(α ∧ (β ∧ ◦β)
)
∨ ((α ∧ ◦α) ∧ β)
)
↔
(
(α ∧ β) ∧ ◦(α ∧ β)
)
,
(x)
(
(α ∧ ◦α) ∨ (β ∧ ◦β) ∨
(
(α ∧ ¬α) ∧ ∼β
)
∨
(
∼α ∧ (β ∧ ¬β)
))
↔
(
(α ∨ β) ∧ ◦(α ∨ β)
)
,
(xi)
(
∼α ∧ ∼β
)
↔ ∼(α ∨ β),
(xii)
(
(α ∧ ¬α) ∧ (β ∧ ¬β)
)
↔
(
(α ∨ β) ∧ ¬(α ∨ β)
)
,
(xiii)
(
∼α ∨ (β ∧ ◦β)
)
↔
(
(α→ β) ∧ ◦(α→ β)
)
,
(xiv)
(
α ∧∼β
)
↔ ∼(α→ β),
(xv)
(
(α ∧ ¬α) ∧ (β ∧ ¬β)
)
↔
(
(α→ β) ∧ ¬(α→ β)
)
.
Proof. It is routine to check that all these formulas are tautologies in LFI2 by observing that, for
every x ∈M : x = 1 iff x ∧ ◦x ∈ D; x = 0 iff ¬x ∧ ◦x ∈ D; and x = 12 iff x ∧ ¬x ∈ D. The result follows
by Theorem 2.1. 
3 Partial relations
In order to define the sematical framework for QCiore, the first-order version of Ciore proposed in this
paper, it is necessary to consider partial relations (or triples).
Let 3 = {0, 12 , 1} and consider the algebraic structure 〈3;∨,∧,→,¬, ◦〉 where the operations ∨,∧,→,
¬ and ◦ are defined as in Theorem 2.1. Let X be a non-empty set. A triple over X is a map r : X → 3.
If r is a triple over X we write r = 〈r⊕, r⊖, r⊙〉 where r⊕ = r−1(1), r⊙ = r−1(
1
2 ), r⊖ = r
−1(0).
As usual, we denote by 3X the set of all triples over X .
Remark 3.1 Clearly, 3X inherits the algebraic structure of 3 where the operations are defined pointwise.
Namely, (r ÷ u)(x) := r(x) ÷ u(x) and (∗r)(x) := ∗(r(x)) for ÷ ∈ {∧,∨,→}, ∗ ∈ {¬, ◦}, x ∈ X and
r, u ∈ 3X .
Proposition 3.2 Let r = (r⊕, r⊖, r⊙) and u = (u⊕, u⊖, u⊙) two triples over X. Then:
(i) r ∧ u = ((r⊕ ∩ u⊕) ∪ (r⊕ ∩ u⊙) ∪ (r⊙ ∩ u⊕), r⊖ ∪ u⊖, r⊙ ∩ u⊙),
(ii) r ∨ u = (r⊕ ∪ u⊕, r⊖ ∩ u⊖, (r⊙ ∩ u⊖) ∪ (r⊖ ∩ u⊙) ∪ (r⊙ ∩ u⊙)),
(iii) r → u = (r⊖ ∪ u⊕, (r⊕ ∪ r⊙) ∩ u⊖, (r⊕ ∪ r⊙) ∩ u⊙),
(iv) ¬r = (r⊖, r⊕, r⊙),
(v) ◦r = (r⊕ ∪ r⊖, r⊙, ∅).
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Proof. Here, only item (ii) will be proved. First, x ∈ (r → u)⊕ iff r(x) → u(x) = 1 iff r(x) = 0 or
u(x) = 1 iff x ∈ r⊖ ∪ r⊕. Secondly, x ∈ (r → u)⊖ iff r(x) → u(x) = 0 iff r(x) ∈ {1,
1
2} and u(x) = 0
iff x ∈ (r⊕ ∪ r⊙) ∩ u⊖. Finally, x ∈ (r → u)⊙ iff r(x) → u(x) =
1
2 iff r(x) ∈ {1,
1
2} and u(x) =
1
2 iff
x ∈ (r⊕ ∪ r⊙) ∩ u⊕. 
The notion of Partial Relation introduced by Mikenberg et al. (see [23]) is analogous to the notion of
triple. We interpret the nature of a triple r = (r⊕, r⊖, r⊙) over X 6= ∅ in the context of QCiore as being
a kind of 3-valued fuzzy set such that:
- r⊕ is the set of individuals which belongs to r,
- r⊖ is the set of individuals which do not belongs to r,
- r⊙ is the set of individuals whose status w.r.t. r is dubious or contradictory.
It is not difficult to see that, if r ∈ 3X , then: (1) r⊕∪r⊖∪r⊙ = X ; and (2) r⊕∩r⊖ = r⊕∩r⊙ = r⊖∩r⊙ = ∅.
Conversely, if r1, r2 and r3 are subsets of X 6= ∅ such that (1) r1 ∪ r2 ∪ r3 = X , (2) r1 ∩ r2 = r1 ∩ r3 =
r2 ∩ r3 = ∅, then there exists a unique r ∈ 3X such that r = (r1, r2, r3).
Remark 3.3 At this point, it is worth noting that, if we consider other 3-valued matrices, we can induce
in 3X the corresponding operations. For example:
(1) Let MP1 = 〈〈3,→,¬〉, {1,
1
2}〉 be the 3-valued matrix associated to the Sette’s logic P1 (see [24])
where the truth-tables are dislayed below.
→ 1 12 0
1 1 1 0
1
2 1 1 0
0 1 1 1
¬
1 0
1
2 1
0 1
Then, for r, u ∈ 3X , we obtain the following:
¬r = (r⊖ ∪ r⊙, r⊕, ∅)
r → u = (r⊖ ∪ u⊕ ∪ u⊙, (r⊕ ∪ r⊙) ∩ u⊖, ∅)
This coincides with the operations over triples for P1 proposed in [2, Definition 7.10.9].
(2) Let MLFI1 = 〈〈3,∧,∨,→,¬, ◦〉, {1,
1
2}〉 be the 3-valued matrix associated to the propositional logic
LFI1’ where the truth-tables are displayed below.
∧ 1 12 0
1 1 12 0
1
2
1
2
1
2 0
0 0 0 0
∨ 1 12 0
1 1 1 1
1
2 1
1
2
1
2
0 1 12 0
→ 1 12 0
1 1 12 0
1
2 1
1
2 0
0 1 1 1
¬ ◦
1 0 1
1
2
1
2 0
0 1 1
As in the case of P1, it can be seen that the operations over 3X induced by the truth-tables above
coincide with the operations over triples for LFI1’ proposed in [2, Definition 7.9.2] which, by its
turn, were adapted from the operations over triples for MPT given in [9]. As observed in [2]
and [9], the logics LFI1’ and MPT coincide, up to language, with LFI1 and J3.
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4 The paraconsistent first-order logic QCiore
In this section the logic QCiore will be introduced, as a natural first-order version of Ciore, with
semantics based on the notion of triples (or partial relations) analyzed in the previous section. Our
approach is based on [4] and [2, Chapter 7]. Hence, QCiore will be defined as an axiomatic extension of
QmbC, the first-order version of mbC proposed in [4] and [2, Chapter 7].
Recall that a first-order signature Σ = 〈P ,F , C〉 is composed of the following elements: a set
P =
⋃
n∈NPn such that, for each n ≥ 1, Pn is a set of predicate symbols of arity n; a set F =
⋃
n∈N Fn
such that, for each n ≥ 1, Fn is a set of function symbols of arity n; and a set C of individual constants.
Let L (Σ) be the first-order language defined as usual from the connectives ∧, ∨, →, ¬, ◦, the quantifiers
∀, ∃, a denumerable set V of individual variables and a given first-order signature Σ. We denote by
Sent(Σ) the set of sentences (formulas without free-variables) over the signature Σ. If ϕ is a formula,
x is a variable and t is a term, then ϕ(t/x) will denote the formula that results from ϕ by replacing
simultaneously all the free occurrences of the variable x by t.
Definition 4.1 Let Σ be a first-order signature. The logic QCiore on the language L (Σ) is defined
as the Hilbert calculus obtained by extending Ciore (expressed in the language L (Σ)) by adding the
following:
Axiom schemata:
ϕ(t/x)→ ∃xϕ, if t is a term free for x in ϕ (Ax11)
∀xϕ→ ϕ(t/x), if t is a term free for x in ϕ (Ax12)
◦∃xϕ→ ∃x◦ϕ, (Ax13)
◦∀xϕ→ ∃x◦ϕ, (Ax14)
∃x◦ϕ→ ◦∃xϕ, (Ax15)
∃x◦ϕ→ ◦∀xϕ. (Ax16)
Inference rules
(∀-In)
α→ β
α→ ∀xβ
if x is not free in α
(∃-In)
α→ β
∃xα→ β
if x is not free in β
Theorem 4.2 QCiore proves the following schemas:
(i) ∀x∼α→ ∼∃xα,
(ii) ∼∃xα→ ∀x∼α,
(iii) ∼∀xα→ ∃x∼α,
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(iv)
(
∃xϕ ∧ ¬∃xϕ
)
→ ∀x(ϕ ∧ ¬ϕ),
(v)
(
∀xϕ ∧ ¬∀xϕ
)
→ ∀x(ϕ ∧ ¬ϕ).
Proof. Items (i)-(iii) can be proved from the similar results obtained for QmbC in [2, Chapter 7].
(iv):
1. ∃x◦ϕ→ ◦∃xϕ (Ax16)
2. ∼◦∃xϕ→ ∼∃x◦ϕ 1, Theorem 2.2(ii)
3. (∃xϕ ∧ ¬∃xϕ)→ ∼◦∃xϕ Theorem 2.2(iii)
4. (∃xϕ ∧ ¬∃xϕ)→ ∼∃x◦ϕ 3, 2, transitivity of →
5. ∼∃x◦ϕ→ ∀x∼◦ϕ Item (ii)
6. (∃xϕ ∧ ¬∃xϕ)→ ∀x∼◦ϕ 4, 5, transitivity of →
7. ∀x∼◦ϕ→ ∼◦ϕ (Ax12)
8. ∼◦ϕ→ (ϕ ∧ ¬ϕ) Theorem 2.2(iii)
9. ∀x∼◦ϕ→ (ϕ ∧ ¬ϕ) 7, 8, transitivity of →
10. ∀x∼◦ϕ→ ∀x(ϕ ∧ ¬ϕ) 9, (∀-In)
11. (∃xϕ ∧ ¬∃xϕ)→ ∀x(ϕ ∧ ¬ϕ) 6, 10, transitivity of →
(v):
1. ∃x◦ϕ→ ◦∀xϕ (Ax17)
2. ∼◦∀xϕ→ ∼∃x◦ϕ 1, Theorem 2.2(ii)
3. (∀xϕ ∧ ¬∀xϕ)→ ∼◦∀xϕ Theorem 2.2(iii)
4. (∀xϕ ∧ ¬∀xϕ)→ ∼∃x◦ϕ 3, 2, transitivity of →
5. ∼∃x◦ϕ→ ∀x∼◦ϕ Item (ii)
6. (∀xϕ ∧ ¬∀xϕ)→ ∀x∼◦ϕ 4, 5, transitivity of →
7. ∀x∼◦ϕ→ ∼◦ϕ (Ax12)
8. ∼◦ϕ→ (ϕ ∧ ¬ϕ) Theorem 2.2(iii)
9. ∀x∼◦ϕ→ (ϕ ∧ ¬ϕ) 7, 8, transitivity of →
10. ∀x∼◦ϕ→ ∀x(ϕ ∧ ¬ϕ) 9, (∀-In)
11. (∀xϕ ∧ ¬∀xϕ)→ ∀x(ϕ ∧ ¬ϕ) 6, 10, transitivity of →

Theorem 4.3 The Generalization rule is derivable in QCiore, i.e.
(Gen) α ⊢QCiore ∀xα
Proof.
1. α Hyp.
2. α→
(
(∀xα→ ∀xα)→ α
)
(Ax 1)
3. (∀xα → ∀xα)→ α 1,2, (MP)
4. (∀xα → ∀xα)→ ∀xα 3, (∀-In)
5. ∀xα→ ∀xα Theorem 2.2(i)
6. ∀xα 4, 5, (MP)

Finally, it is worth mentioning that it is possible to obtain a weak version of the Deduction Meta-
theorem whose demonstration is identical to the one given for QmbC in [2, Chapter 7].
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Theorem 4.4 (Weak deduction Meta-Theorem for QCiore) Suppose that there exists in QCiore a
derivation of ψ from Γ ∪ {ϕ} such that no application of the rules (∃-In) and (∀-In) have, as their
quantified variables, free variables of ϕ (in particular, this holds when ϕ is a sentence). Then Γ ⊢QCiore
ϕ→ ψ.
5 Triples and twist structures for Ciore
The so-called twist structures constitute an algebraic semantics for logics in terms of pairs of elements of
a given class of algebras. The intuition behind twist structures semantics is that a pair (a, b) represents
a truth-value for a formula ϕ, while b represents a truth-value for the negation of ϕ. Twist structures
semantics were independently introduced by M. Fidel [19] and D. Vakarelov [25], in order to obtain a
representation of Nelson algebras in terms of twist structures over Heyting algebras. As observed by
R. Cignoli in [7], Fidel-Vakarelov structures are a particular case of a general construction proposed by
J. Kalman in 1958 (see [20]). In [8, Definition 9.18] M. Coniglio, A. Figallo-Orellano and A. Golzio
presented the following twist structures semantics for Ciore:
Definition 5.1 Let A = 〈A,∼,⊃,⊔,⊓, 0, 1〉 be a Boolean algebra and let PA = {(a, b) ∈ A×A : a⊔ b =
1}. A twist structure for Ciore over A is an algebra PA over the signature {∧,∨,→,¬, ◦} with domain
PA such that the operations are defined as follows, for every (z1, z2), (w1, w2) ∈ PA:
(i) (z1, z2) ∧ (w1, w2) = (z1 ⊓ w1, (z1 ⊓ w1) ⊃ ((z1 ⊓ z2) ⊓ (w1 ⊓ w2)));
(ii) (z1, z2) ∨ (w1, w2) = (z1 ⊔ w1, (z1 ⊔ w1) ⊃ ((z1 ⊓ z2) ⊓ (w1 ⊓ w2)));
(iii) (z1, z2)→ (w1, w2) = (z1 ⊃ w1, (z1 ⊃ w1) ⊃ ((z1 ⊓ z2) ⊓ (w1 ⊓ w2)));
(iv) ¬(z1, z2) = (z2, z1);
(v) ◦(z1, z2) = (∼(z1 ⊓ z2), z1 ⊓ z2).
In what follows, it will be proven that the twist structures for Ciore, which are algebras of pairs, are
equivalent to the algebras of triples presented in Section 3. In order to do this, it will be observed that
each algebra 3X , which is formed by triples over the Boolean algebra ℘(X) (by Proposition 3.2), can be
generalized to any Boolean algebra.
Definition 5.2 Let A be a Boolean algebra and let TA = {(a, b, c) ∈ A×A×A : a⊓b = a⊓c = b⊓c = 0,
and a⊔b⊔c = 1}. A structure of triples forCiore overA is an algebra TA over the signature {∧,∨,→,¬, ◦}
with domain TA such that the operations are defined as in Proposition 3.2, by changing ∩ and ∪ by ⊓
and ⊔, respectively.
Thus, if z = (z1, z2, z3) and w = (w1, w2, w3) are in TA then, for instance, ¬z = (z2, z1, z3) and z → w =
(z2 ⊔ w1, (z1 ⊔ z3) ⊓ w2, (z1 ⊔ z3) ⊓ w3). It is clear that, given a non-empty set X , the algebra T℘(X) is
isomorphic to 3X , by Proposition 3.2. Hence, Definition 5.2 generalizes the algebras of triples 3X from
℘(X) to any Boolean algebra A.
Remark 5.3 Let A be a Boolean algebra. For every z ∈ PA and every w ∈ TA let ⊥PA = (z ∧ ¬z) ∧ ◦z
and ⊥TA = (w∧¬w)∧◦w. By Definitions 5.1 and 5.2 it is easy to see that ⊥
P
A = (0, 1) and ⊥
T
A = (0, 1, 0),
hence the choice of z and w for defining ⊥PA and ⊥
T
A is irrelevant. Moreover, ◦z = (z ∧ ¬z)→ ⊥
P
A and
◦w = (w ∧ ¬w)→ ⊥TA for every z ∈ PA and every w ∈ TA.
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Proposition 5.4 Let A be a Boolean algebra. Then, the function † : TA → PA given by †(z1, z2, z3) =
(z1 ⊔ z3, z2 ⊔ z3) is an isomorphism between TA and PA. The inverse of † is given by ‡ : PA → TA such
that ‡(z1, z2) = (z1 ⊓ ∼z2, z2 ⊓∼z1, z1 ⊓ z2).
Proof. Straightforward. Observe that, by Remark 5.3, the fact that †(◦z) = ◦†(z) follows from the fact
that †(¬z) = ¬†(z), †(z ÷ w) = †(z)÷ †(w) (for ÷ ∈ {∧,→}) and †(⊥TA) = ⊥
P
A. The details of the proof
are left to the reader. 
The last result shows that the algebras of triples 3X defined in Section 3 correspond to twist structures
for Ciore over Boolean algebras of the form ℘(X), as defined in [8].
6 QCiore-structures, satisfiability, validity.
Inspired by Proposition 3.2, the notion of QCiore-structure will be introduced in this section. As it will
be shown below, these first-order structures will be adequate for characterizing the logic QCiore.
A partial (or pragmatic) structure over the signature Σ is an ordered pair A = 〈A, (·)A〉 where A 6= ∅
and (·)A is a function such that
- for all R ∈ Pn, RA = 〈RA⊕, R
A
⊖, R
A
⊙〉 is a triple over A
n,
- (·)A is defined as usual over F and C.
If Σ = 〈P ,F , C〉 and Σ′ = 〈P ′,F ′, C′〉 are first-order signatures such that P ′n ⊆ Pn, F
′
n ⊆ Fn for
every n ≥ 1, and C′ ⊆ C, we write Σ′ ⊆ Σ. In this case if A = 〈A, (·)A〉 is a QCiore-structure for Σ and
A′ = 〈A, (·)A
′
〉 is a QCiore-structure for Σ′ such that (·)A
′
is the restriction of the map (·)A over Σ′ we
say that A′ is the reduct of A to Σ′, denoted by A|Σ′ = A′.
Next, we recall some notions that are standard for Tarskian structures, as well as the notion of
quantification over sets considered by Coniglio and Silvestrini in [9].
Definition 6.1 Let A be a non-empty set. An assignment into A is any map s : V → A. We denote by
S(A) the set of all assignments into A, i.e. S(A) = AV . If A is a partial structure over Σ with domain
A then an assignment into A is any assignment into A. The set of all assignments into A will be denoted
by S(A), i.e. S(A) = S(A) = AV .
Definition 6.2 Let s ∈ S(A). The value of the term t in A under the assignment s, denoted by tA[s], is
defined inductively as follows:
- if t is v, for v ∈ V, then tA[s] := s(v),
- if t is c, for c ∈ C, then tA[s] := cA,
- if t is f(t1, . . . , tn), where f ∈ Fn and t1, . . . , tn are terms, then tA[s] := fA(tA1 [s], . . . , t
A
n [s]).
Definition 6.3 Let A be a non-empty set. Given s ∈ S(A) x ∈ V and a ∈ A, the assignment sax : V → A
is defined by
sax(y) =
{
s(y) if y 6= x
a if y = x
(1)
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Definition 6.4 Let A be a non-empty set. Given a set Z let ℘(Z) and ℘(Z)+ be the set of subsets and
of non-empty subsets of Z, respectively. For x ∈ V let ∀̂x : ℘(S(A)) → ℘(S(A)) and ∃̂x : ℘(S(A)) →
℘(S(A)) be defined as follows, for every Y ⊆ S(A):
∀̂x(Y ) := {s ∈ S(A) : sax ∈ Y for all a ∈ A},
∃̂x(Y ) := {s ∈ S(A) : sax ∈ Y for some a ∈ A}.
The functions ∀˜ : ℘(3)+ → 3 and ∃˜ : ℘(3)+ → 3 are defined as follows, for every ∅ 6= Y ⊆ 3:
∀˜(Y ) :=


1 if 1 ∈ Y, 0 /∈ Y
1
2 if Y = {
1
2}
0 if 0 ∈ Y
∃˜(Y ) :=


1 if Y 6= { 12}, Y 6= {0}
1
2 if Y = {
1
2}
0 if Y = {0}
Definition 6.5 A QCiore-structure over the signature Σ is a pair 〈A, ‖ · ‖A〉 such that A is a partial
structure and ‖ · ‖A : For(Σ) → 3S(A) is a map defined recursively as follows, for every s ∈ S(A) (recall
the operations defined in Remark 3.1 and Definition 6.4):
1. If P (t1, . . . , tn) is an atom, ‖P (t1, . . . , tn)‖A(s) = PA(tA1 [s], . . . , t
A
n [s]),
2. ‖ϕ ∧ ψ‖A = ‖ϕ‖A ∧ ‖ψ‖A,
3. ‖ϕ ∨ ψ‖A = ‖ϕ‖A ∨ ‖ψ‖A,
4. ‖ϕ→ ψ‖A = ‖ϕ‖A → ‖ψ‖A,
5. ‖¬ϕ‖A = ¬‖ϕ‖A,
6. ‖◦ϕ‖A = ◦‖ϕ‖A,
7. ‖∀xϕ‖A(s) = ∀˜({‖ϕ‖A(sax) : a ∈ A}).
8. ‖∃xϕ‖A(s) = ∃˜({‖ϕ‖A(sax) : a ∈ A}).
Proposition 6.6 Let 〈A, ‖ · ‖A〉 be a QCiore-structure over the signature Σ. Then, by denoting ‖ϕ‖A
as 〈‖ϕ‖A⊕, ‖ϕ‖
A
⊖, ‖ϕ‖
A
⊙〉 (as stipulated in Section 3), the following holds (recalling Remark 3.1):
- If P (t1, . . . , tn) is an atom, then, for every # ∈ {⊕,⊖,⊙} and s ∈ S(A):
s ∈ ‖P (t1, . . . , tn)‖A# iif (t
A
1 [s], . . . , t
A
n [s]) ∈ P
A
# ,
- ‖ϕ ∧ ψ‖A :=
〈
(‖ϕ‖A⊕ ∪ ‖ψ‖
A
⊕) ∩ (‖ϕ‖
A
⊕ ∪ ‖ψ‖
A
⊙) ∩ (‖ϕ‖
A
⊙ ∪ ‖ψ‖
A
⊕),
‖ϕ‖A⊖ ∪ ‖ψ‖
A
⊖, ‖ϕ‖
A
⊙ ∩ ‖ψ‖
A
⊙
〉
,
- ‖ϕ ∨ ψ‖A :=
〈
‖ϕ‖A⊕ ∪ ‖ψ‖
A
⊕ ∪ (‖ϕ‖
A
⊖ ∩ ‖ψ‖
A
⊙) ∪ (‖ϕ‖
A
⊙ ∩ ‖ψ‖
A
⊖),
‖ϕ‖A⊖ ∩ ‖ψ‖
A
⊖, ‖ϕ‖
A
⊙ ∩ ‖ψ‖
A
⊙
〉
,
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- ‖ϕ→ ψ‖A :=
〈
‖ϕ‖A⊖ ∪ (‖ϕ‖
A
⊕ ∩ ‖ψ‖
A
⊕) ∪ (‖ϕ‖
A
⊕ ∩ ‖ψ‖
A
⊙)∪
(‖ϕ‖A⊙ ∩ ‖ψ‖
A
⊕), (‖ϕ‖
A
⊕ ∪ ‖ϕ‖
A
⊙) ∩ ‖ψ‖
A
⊖, ‖ϕ‖
A
⊙ ∩ ‖ψ‖
A
⊙
〉
,
- ‖¬ϕ‖A := 〈‖ϕ‖A⊖, ‖ϕ‖
A
⊕, ‖ϕ‖
A
⊙〉,
- ‖◦ϕ‖A := 〈‖ϕ‖A⊕ ∪ ‖ϕ‖
A
⊖, ‖ϕ‖
A
⊙, ∅〉,
- ‖∀xϕ‖A :=
〈
∃̂x(‖ϕ‖A⊕)− ∃̂x(‖ϕ‖
A
⊖), ∃̂x(‖ϕ‖
A
⊖), ∀̂x(‖ϕ‖
A
⊙)
〉
,
- ‖∃xϕ‖A :=
〈
S(A)−
(
∀̂x(‖ϕ‖A⊖) ∪ ∀̂x(‖ϕ‖
A
⊙)
)
, ∀̂x(‖ϕ‖A⊖), ∀̂x(‖ϕ‖
A
⊙)
〉
.
Proof. Straightforward from the definitions and from Proposition 3.2. 
Remark 6.7 Observe that, with notation as in Proposition 6.6: ‖ϕ‖A⊕ = {s ∈ S(A) : ‖ϕ‖
A(s) = 1};
‖ϕ‖A⊙ = {s ∈ S(A) : ‖ϕ‖
A(s) = 12}; and ‖ϕ‖
A
⊖ = {s ∈ S(A) : ‖ϕ‖
A(s) = 0}, for every formula ϕ.
Remark 6.8 Recall the structure of triples for Ciore introduced in Definition 5.2. By considering the
Boolean algebra ℘(S(A)), Proposition 6.6 states operations [∀x]AT , [∃x]
A
T : T℘(S(A)) → T℘(S(A)) (for x ∈ V)
given by
[∀x]AT 〈Z1, Z2, Z3〉 =
〈
∃̂x(Z1)− ∃̂x(Z2), ∃̂x(Z2), ∀̂x(Z3)
〉
,
[∃x]AT 〈Z1, Z2, Z3〉 =
〈
S(A)−
(
∀̂x(Z2) ∪ ∀̂x(Z3)
)
, ∀̂x(Z2), ∀̂x(Z3)
〉
.
By using the isomorphism † between TA and PA given in Proposition 5.4, as well as its inverse ‡, the oper-
ations [∀x]AT and [∃x]
A
T induce operations [∀x]
A
P , [∃x]
A
P : P℘(S(A)) → P℘(S(A)) as follows: [∀x]
A
P 〈Z1, Z2〉 :=
†([∀x]AT (‡〈Z1, Z2〉)) and [∃x]
A
P 〈Z1, Z2〉 := †([∃x]
A
T (‡〈Z1, Z2〉)). Observe that
[∀x]AP 〈Z1, Z2〉 =
〈(
∃̂x(Z1 − Z2)− ∃̂x(Z2 − Z1)
)
∪ ∀̂x(Z1 ∩ Z2), ∃̂x(Z1 − Z2) ∪ ∀̂x(Z1 ∩ Z2)
〉
,
[∃x]AP 〈Z1, Z2〉 =
〈(
S(A)− ∀̂x(Z2 − Z1)
)
∪ ∀̂x(Z1 ∩ Z2), ∀̂x(Z2 − Z1) ∪ ∀̂x(Z1 ∩ Z2)
〉
.
This shows how to define quantification over twist structures for Ciore, allowing to define twist struc-
tures semantics for QCiore. Observe that, by definition, †([∀x]AT 〈Z1, Z2, Z3〉) = [∀x]
A
P (†〈Z1, Z2, Z3〉) and
†([∃x]AT 〈Z1, Z2, Z3〉) = [∃x]
A
P (†〈Z1, Z2, Z3〉). That is, the isomorphism † also preserves quantification.
Definition 6.9 Let 〈A, ‖ · ‖A〉 be a QCiore-structure and let ϕ be a formula. We say that s ∈ S(A)
QCiore-satisfies ϕ in A, denoted by A QCiore ϕ[s], if s ∈ ‖ϕ‖A⊕ ∪ ‖ϕ‖
A
⊙. Besides, ϕ is said to be
QCiore-valid in A, denoted by A QCiore ϕ, if ‖ϕ‖A⊕ ∪ ‖ϕ‖
A
⊙ = S(A). A QCiore-structure A is a
QCiore-model of a set Γ of formulas if A QCiore ϕ for each ϕ ∈ Γ.
Given a set Γ∪{ϕ} of formulas, we say that ϕ is aQCiore-consequence of Γ, denoted by Γ QCiore ϕ
if, for every QCiore-structure A, we have that: A QCiore ψ for every ψ ∈ Γ implies that A QCiore ϕ.
A formula ϕ is QCiore-valid, denoted by QCiore ϕ, if ∅ QCiore ϕ.
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The following propositions will be useful in the sequel.
Proposition 6.10 Let 〈A, ‖ · ‖A〉 be a QCiore-structure and let ϕ and ψ be formulas. Then
(i) A QCiore P (t1, . . . , tn)[s] iff (t
A
1 [s], . . . , t
A
n [s]) ∈ P
A
⊕∪P
A
⊙ , for every atomic formula P (t1, . . . , tn).
(ii) A QCiore (ϕ ∧ ψ)[s] iff A QCiore ϕ[s] and A QCiore ψ[s].
(iii) A QCiore (ϕ ∨ ψ)[s] iff A QCiore ϕ[s] or A QCiore ψ[s].
(iv) A QCiore (ϕ→ ψ)[s] iff A QCiore ϕ[s] implies A QCiore ψ[s].
(v) A QCiore ¬ϕ[s] iff s ∈ ‖ϕ‖A⊖ ∪ ‖ϕ‖
A
⊙.
(vi) A QCiore ◦ϕ[s] iff s ∈ ‖ϕ‖
A
⊕ ∪ ‖ϕ‖
A
⊖.
(vii) A QCiore ∀xϕ[s] iff A QCiore ϕ[s
a
x] for all a ∈ A.
(viii) A QCiore ∃xϕ[s] iff there exists a ∈ A such that A QCiore ϕ[s
a
x].
Proof. It is consequence of Definition 6.5. 
Proposition 6.11 Let ϕ a formula, A a QCiore-structure and s ∈ S(A). Then:
(i) s ∈ ‖ϕ‖A⊕ iff A QCiore (ϕ ∧ ◦ϕ)[s].
(ii) s ∈ ‖ϕ‖A⊖ iff A QCiore (¬ϕ ∧ ◦ϕ)[s].
(iii) s ∈ ‖ϕ‖A⊙ iff A QCiore (ϕ ∧ ¬ϕ)[s].
(iv) s QCiore-satisfies in A at most two of the formulas ϕ, ¬ϕ, ◦ϕ.
Proof. (i) A QCiore (ϕ ∧ ◦ϕ)[s] iff, by Proposition 6.10 (ii), A QCiore ϕ[s] and A QCiore ◦ϕ[s] iff,
by Definition 6.9 and Proposition 6.10 (vi), s ∈ ‖ϕ‖A⊕ ∪ ‖ϕ‖
A
⊙ and s ∈ ‖ϕ‖
A
⊕ ∪ ‖ϕ‖
A
⊖ iff s ∈ ‖ϕ‖
A
⊕, since
‖ϕ‖A⊙ ∩ ‖ϕ‖
A
⊖ = ∅.
Items (ii), (iii) and (iv) are proved analogously. 
7 Soundness and Completeness
In this section, we shall prove the soundness and completeness of QCiore with respect to its first-order
structures. For this, it is necessary to establish some auxiliary results which we shall use repeatedly in
what follows. From now on 〈A, ‖ · ‖A〉 denotes a QCiore-structure.
Proposition 7.1 The following statements are equivalent:
(i) A QCiore ϕ→ ψ;
(ii) ‖ϕ‖A⊕ ∪ ‖ϕ‖
A
⊙ ⊆ ‖ψ‖
A
⊕ ∪ ‖ψ‖
A
⊙;
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(iii) ‖ψ‖A⊖ ⊆ ‖ϕ‖
A
⊖.
Proof. It is consequence of Definition 6.5 and Proposition 6.10 (iv). 
Next we shall prove that the inference rules of Qciore preserve validity.
Proposition 7.2 If A QCiore ϕ and A QCiore ϕ→ ψ, then A QCiore ψ.
Proof. Since ‖ϕ‖A⊕∪‖ϕ‖
A
⊙ = S(A) and taking into account that ‖ϕ‖
A
⊕∪‖ϕ‖
A
⊙ ⊆ ‖ψ‖
A
⊕∪‖ψ‖
A
⊙, it follows
that A QCiore ψ. 
An instance of a propositional formula ϕ = ϕ(p1, . . . , pn) in L is a formula in L (Σ) obtained from
ϕ by simultaneously substituting each occurrence of the propositional variable pi by the formula βi in
L (Σ), where 1 ≤ i ≤ n. We denote such instance by ϕ[β1/p1, . . . , βn/pn].
Proposition 7.3 Let α = ϕ[β1/p1, . . . , βn/pn] be an instance of a propositional formula ϕ(p1, . . . , pn)
in LΘ. For every s ∈ S(A) we define the valuation vs over the 3-valued matrix Me for Ciore (recall
Theorem 2.1) as follows:
vs(pi) =


1 if s ∈ ‖βi‖A⊕
1
2 if s ∈ ‖βi‖
A
⊙
0 if s ∈ ‖βi‖A⊖
for 1 ≤ i ≤ n, and vs(pi) is arbitrary otherwise. Then ‖α‖
A(s) = vs(ϕ).
Proof. Straightforward by induction on the complexity of ϕ, taking into account Definition 6.5 and
Remark 6.7. 
As a direct consequence, we have the following
Corollary 7.4 If ϕ is a instance of a LFI2-tautology, then A QCiore ϕ.
Proposition 7.5 Let t(x1, . . . , xn) be a term and let ϕ(x1, . . . , xn) be a formula in L (Σ). If s and s
′
are assignments in A such that s(xi) = s
′(xi) for all i (1 ≤ i ≤ n), then
(i) tA[s] = tA[s′],
(ii) ‖ϕ‖A(s) = ‖ϕ‖A(s′),
(iii) A QCiore ϕ[s] iff A QCiore ϕ[s
′].
Proof. Straightforward, by induction on the length of the term t and the complexity of ϕ. 
Theorem 7.6 Let ϕ be a sentence. Then: either ‖ϕ‖A⊕ = S(A) or ‖ϕ‖
A
⊖ = S(A) or ‖ϕ‖
A
⊙ = S(A).
Proof. Let ϕ be a sentence and let s ∈ S(A). Suppose that s ∈ ‖ϕ‖A⊕. Then, for all s
′ ∈ S(A) it holds
vacuously that s(x) = s′(x) for every variable x occurring free in ϕ. Then s′ ∈ ‖ϕ‖A⊕, by Proposition 7.5,
and so ‖ϕ‖A⊕ = S(A). Analogously, s ∈ ‖ϕ‖
A
⊖ implies that ‖ϕ‖
A
⊖ = S(A), and s ∈ ‖ϕ‖
A
⊙ implies that
‖ϕ‖A⊙ = S(A). 
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Remark 7.7 Observe that if ϕ is a sentence then there exists v ∈ 3 such that ‖ϕ‖A(s) = v for all
s ∈ S(A). In this case, we shall write ‖ϕ‖A = v.
Corollary 7.8 If ϕ is a sentence then one and only one of the following statements holds:
(i) A QCiore ϕ ∧ ◦ϕ,
(ii) A QCiore ¬ϕ ∧ ◦ϕ,
(iii) A QCiore ϕ ∧ ¬ϕ.
Let t and u be terms and s ∈ S(A). Let t′ be the term that results from t by replacing simultaneously all
the occurrences of the variable x by u, which will be denoted by t(u/x). Let sax the assignment defined
as in Definition 6.3, where a = uA[s] (recall Definition 6.2). It is easy to prove, by induction on the
complexity of the term t, that (t′)A[s] = tA[sax]. Moreover:
Proposition 7.9 Let t be a term free for x in ϕ, and let a = tA[s]. Then:
(i) ‖ϕ(t/x)‖A(s) = ‖ϕ‖A (sax) (Substitution Lemma),
(ii) A QCiore ϕ(t/x)[s] iff A QCiore ϕ [s
a
x],
(iii) If A QCiore ∀xϕ[s], then A QCiore ϕ(t/x)[s].
Proof. It is routine. 
Proposition 7.10
(i) Let t be a term free for x in ϕ. Then:
(a) QCiore ∀xϕ→ ϕ(t/x), (b) QCiore ϕ(t/x)→ ∃xϕ.
(ii) QCiore ∃x◦ϕ↔ ◦∀xϕ,
(iii) QCiore ∃x◦ϕ↔ ◦∃xϕ.
Proof. (i) They are consequence of Lemma 7.9.
(ii) It follows from ‖◦∀xϕ‖A⊖ = ‖∀xϕ‖
A
⊙ = ∀̂x(‖ϕ‖
A
⊙) = ∀̂x(‖◦ϕ‖
A
⊖) = ‖∃x◦ϕ‖
A
⊖.
(iii) It follows from ‖∃x◦ϕ‖A⊖ = ∀̂x(‖◦ϕ‖
A
⊖) = ∀̂x(‖ϕ‖
A
⊙) = ‖∃xϕ‖
A
⊙ = ‖◦∃xϕ‖
A
⊖. 
Proposition 7.11
(i) ϕ→ ψ QCiore ϕ→ ∀xψ if the variable x does not occur free in ϕ.
(ii) ϕ→ ψ QCiore ∃xϕ→ ψ if the variable x does not occur free in ψ.
Proof. Let A be a QCiore-structure and suppose that QCiore ϕ → ψ. Then, by Proposition 7.1,
‖ψ‖A⊖ ⊆ ‖ϕ‖
A
⊖.
(i) Since x does not occur free in ϕ and from Proposition 7.5, it follows that ∃̂x(‖ϕ‖A⊖) = ‖ϕ‖
A
⊖. Since
∃̂x(‖ψ‖A⊖) ⊆ ∃̂x(‖ϕ‖
A
⊖), it follows that ‖∀xψ‖
A
⊖ ⊆ ‖ϕ‖
A
⊖.
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(ii) Since x does not occur free in ψ and from Proposition 7.5, it follows that ∀̂x(‖ψ‖A⊖) = ‖ψ‖
A
⊖. Since
∀̂x(‖ψ‖A⊖) ⊆ ∀̂x(‖ϕ‖
A
⊖), it follows that ‖ψ‖
A
⊖ ⊆ ‖∃xϕ‖
A
⊖. 
At this point, it is important to remark that, unlike to what happens in the first-order version of LFI1,
the quantifiers ∀ and ∃ are not interdefinable in QCiore in terms of the negation ¬. To see this, consider
the following:
Remark 7.12 The following schemas are not QCiore-valid:
(1) ∃x¬ϕ→ ¬∀xϕ, (2) ∀x¬ϕ→ ¬∃xϕ,
(3) ∀xϕ→ ¬∃x¬ϕ, (4) ∃xϕ→ ¬∀x¬ϕ.
Indeed, let us consider the signature Σ = 〈P 〉 where P is an unary predicate symbol and consider the
QCiore-structure A where A = {a, b, c} and PA = 〈 a , ∅ , {b, c} 〉. For any variable x and any e ∈ A
let [x 7→ e] := {s ∈ S(A) : s(x) = e}. Then, in A we have
‖P (x)‖A = 〈 [x 7→ a] , ∅ , [x 7→ b] ∪ [x 7→ c] 〉
‖∀xP (x)‖A⊕ = ∃̂x([x 7→ a]) = S(A)
‖¬∀xP (x)‖A⊖ = ‖∀xP (x)‖
A
⊕ = S(A)
‖¬P (x)‖A = 〈 ∅ , [x 7→ a] , [x 7→ b] ∪ [x 7→ c] 〉
‖∃x¬P (x)‖A⊖ = ∀̂x([x 7→ a]) = ∅.
Therefore, it is not the case that A QCiore ∃x¬ϕ → ¬∀xϕ, by Proposition 7.1 (iii). In a similar way,
we can construct QCiore-structures in order to show that (2), (3) and (4) are not valid in QCiore.
This shows that QCiore differs from LFI2∗, the first-order version of Ciore proposed in [6]. Indeed,
the formulas ¬∀xϕ and ∃x¬ϕ are equivalent in LFI2∗, as well as the formulas ¬∃xϕ and ∀x¬ϕ.
From the results stated in this section, we have:
Theorem 7.13 (Soundness) Let Γ∪{ϕ} be a set of formulas over Γ. If Γ ⊢QCiore ϕ then Γ QCiore
ϕ.
Proof. By induction on the complexity of ϕ and taking into account that all the axioms of QCiore
are valid (see Corollary 7.4 and Proposition 7.10) and that all the inference rules of QCiore preserve
validity (see Propositions 7.2 and 7.11). 
In order to prove completeness, some well-known notions and results from classical first-order logic
will be adapted to this framework. Recall that a theory is any set of sentences (that is, a set of formulas
without free variables). A theory T ⊆ Sent(Σ) is QCiore-consistent if for every ϕ ∈ Sent(Σ) at most
two of ϕ, ¬ϕ, ◦ϕ are derivable from T in QCiore (recalling from Section 4 that Sent(Σ) denotes the set
of sentences over Σ).
Proposition 7.14 A theory T is not QCiore-consistent if and only if T ⊢QCiore ϕ for every sentence
ϕ.
Proof. (⇒) Suppose that there exists a sentence ψ such that T ⊢QCiore ψ, T ⊢QCiore ¬ψ and
T ⊢QCiore ◦ψ; and let ϕ be an arbitrary sentence. From (bc1) and (MP) it follows that T ⊢QCiore ϕ.
(⇐) It is immediate from the definitions. 
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Corollary 7.15 T is QCiore-consistent if and only if there exists a sentence that is not derivable from
T in QCiore.
Proof. It is a consequence of Proposition 7.14. 
Proposition 7.16 Let T be a theory and let ϕ be a sentence.
(i) ϕ is not derivable from T in QCiore iff T ∪ {¬ϕ, ◦ϕ} is QCiore-consistent,
(ii) ¬ϕ is not derivable from T in QCiore iff T ∪ {ϕ, ◦ϕ} is QCiore-consistent,
(iii) ◦ϕ is not derivable from T in QCiore iff T ∪ {ϕ,¬ϕ} is QCiore-consistent.
Proof. It is consequence, respectively, of the following schemas of LFI2-tautologies (which are therefore
theorems of QCiore): ((¬ϕ ∧ ◦ϕ)→ ϕ)→ ϕ, ((ϕ ∧ ◦ϕ)→ ¬ϕ)→ ¬ϕ and ((ϕ ∧ ¬ϕ)→ ◦ϕ)→ ◦ϕ. 
We shall say that a theory T is maximal QCiore-consistent if T is QCiore-consistent and the
only QCiore-consistent theory which contains T is T itself.
Proposition 7.17 Let T be a maximal QCiore-consistent theory. Then, for every sentences ϕ and ψ:
(i) ϕ ∈ T iff T ⊢QCiore ϕ;
(ii) ϕ 6∈ T iff {¬ϕ, ◦ϕ} ⊆ T ;
(iii) ¬ϕ 6∈ T iff {ϕ, ◦ϕ} ⊆ T ;
(iv) ◦ϕ 6∈ T iff {ϕ,¬ϕ} ⊆ T ;
(v) ϕ ∧ ψ ∈ T iff ϕ ∈ T and ψ ∈ T ;
(vi) ϕ ∨ ψ ∈ T iff ϕ ∈ T or ψ ∈ T ;
(vii) exactly two of ϕ, ¬ϕ, ◦ϕ are in T ;
(viii) if ∀xϕ ∈ T , then ϕ(c/x) ∈ T for every c ∈ C.
Proof. (i)
T ⊢QCiore ϕ
=⇒ T 6⊢QCiore ¬ϕ or T 6⊢QCiore ◦ϕ (by QCiore-consistency)
=⇒ T ∪ {ϕ, ◦ϕ} is QCiore-consistent
or T ∪ {ϕ,¬ϕ} is QCiore-consistent (by Proposition 7.16(ii)(iii))
=⇒ ϕ ∈ T (by maximality).
(ii), (iii), and (iv): They are consequence of Proposition 7.16.
(v) It follows from (Ax4), (Ax5) and (Ax3).
(vi) (⇒) Assume that ϕ ∨ ψ ∈ T . If ϕ 6∈ T then (¬ϕ ∧ ◦ϕ) ∧ (ϕ ∨ ψ) ∈ T , from items (ii) and (v). Since
⊢QCiore
(
(¬ϕ ∧ ◦ϕ) ∧ (ϕ ∨ ψ)
)
→ ψ, it follows from item (i) that ψ ∈ T .
(⇐) It is a consequence of (Ax6) and (Ax7).
(vii) It follows from items (ii), (iii), (iv) and (v).
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(viii) It is a consequence of (Ax12). 
Given that QCiore is a Tarskian and finitary logic, the Lindenbaum- Los Lemma (see [26, Theorem 22.2]
or [2, Theorem 2.2.6]) holds for this logic. In particular, this result holds when QCiore is restricted
to sentences. Moreover, because of Corollary 7.15, the Lindenbaum- Los Lemma for the logic QCiore
restricted to sentences is equivalent to the following:
Theorem 7.18 (Lindenbaum- Los Lemma) Any QCiore-consistent theory can be extended to a max-
imal QCiore-consistent theory.
A set of sentences T is a QCiore-Henkin theory iff for any formula ϕ with at most one free variable
x there is a constant c such that ∃xϕ → ϕ(c/x) ∈ T . Then, by a simple adaptation of the well-known
method of constants introduced by L. Henkin (also using the weak version of the deduction meta-theorem,
that is, Theorem 4.4 restricted to sentences) we can prove the following:
Theorem 7.19 Every QCiore-consistent theory T over a signature Σ has a maximal QCiore-consistent
and QCiore-Henkin extension over a signature ΣC obtained from Σ by adding a set C of new individual
constants.
Theorem 7.20 (Henkin Lemma) Let T be a maximal QCiore-consistent and QCiore-Henkin theory.
Then T has a QCiore-model.
Proof. Let us define an QCiore-structure A over Σ as follows:
- the domain A is the set of all closed terms over Σ,
- if c is a constant symbol of Σ then cA := c,
- if f is a n-ary function symbol of Σ, fA : An → A is given by fA(a1, . . . , an) := f(a1, . . . , an),
- if R is a n-ary predicate symbol, RA = 〈RA⊕, R
A
⊖, R
A
⊙〉 is defined as follows
(a1, . . . , an) ∈ R
A
⊕ iff R(a1, . . . , an) ∧ ◦R(a1, . . . , an) ∈ T
(a1, . . . , an) ∈ R
A
⊖ iff ¬R(a1, . . . , an) ∧ ◦R(a1, . . . , an) ∈ T
(a1, . . . , an) ∈ R
A
⊙ iff R(a1, . . . , an) ∧ ¬R(a1, . . . , an) ∈ T
By induction on the complexity of a sentence ϕ in in Sent(Σ) it will be proven that
(1) ‖ϕ‖A = 1 iff ϕ ∧ ◦ϕ ∈ T
(2) ‖ϕ‖A = 0 iff ¬ϕ ∧ ◦ϕ ∈ T
(3) ‖ϕ‖A =
1
2
iff ϕ ∧ ¬ϕ ∈ T.
Base step: Let ϕ be the atomic formula R(a1, . . . , an). Then, ‖R(a1, . . . , an)‖A = 1 iff (a1, . . . , an) ∈
RA⊕ iff (by definition) R(a1, . . . , an) ∧ ◦R(a1, . . . , an) ∈ T . Hence, A fulfills condition (1). Similarly, we
prove conditions (2) and (3).
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(IH): Suppose that the theorem holds for every formula ψ whose complexity is less or equal than n.
Observe that, in the inductive step (that is, when analyzing a formula ϕ with complexity n + 1), it is
enough to prove the ‘only if’ direction of (1), (2) and (3), because of Proposition 7.17. Indeed, assuming
that the ‘only if’ direction of (1), (2) and (3) was proved by a given ϕ, the corresponding ‘if’ direction
of (1), (2) and (3) can be proven as follows: if ‖ϕ‖A = 1 then ‖ϕ‖A 6= 0 and ‖ϕ‖A 6= 12 . Then, by the
‘only if’ part of (2) and (3), ϕ ∧ ¬ϕ /∈ T and ¬ϕ ∧ ◦ϕ /∈ T . By items (v) and (vii) of Proposition 7.17,
ϕ ∧ ◦ϕ ∈ T . The cases ‖ϕ‖A = 0 and ‖ϕ‖A = 12 are proved analogously.
Thus, in order to complete the proof let us prove, assuming (IH), the ‘only if’ part of (1), (2) and
(3) for a given formula ϕ with complexity n+ 1. We have the following cases to consider:
Case a: ϕ is ¬ψ
(a.1) If ¬ψ ∧ ◦¬ψ ∈ T then, by Theorem 2.2(vi), ¬ψ ∧ ◦ψ ∈ T and so, by (HI), ‖ψ‖A = 0. From
this ‖¬ψ‖A = ¬‖ψ‖A = 1.
(a.2) If ¬¬ψ ∧ ◦¬ψ ∈ T then, by (cf) and Theorem 2.2(vi), ψ ∧ ◦ψ ∈ T and so, by (HI), ‖ψ‖A = 1.
Then ‖¬ψ‖A = ¬‖ψ‖A = 0.
(a.3) If ¬ψ ∧ ¬¬ψ ∈ T then, by (cf), ψ ∧ ¬ψ ∈ T and so, by (HI), ‖ψ‖A = 12 . From this
‖¬ψ‖A = ¬‖ψ‖A = 12 .
Case b: ϕ is ◦ψ
(b.1) If ◦ψ ∧ ◦◦ψ ∈ T then ◦ψ ∈ T and so, by (HI) and Proposition 7.17, ‖ψ‖A ∈ {1, 0}. Then
‖◦ψ‖A = ◦‖ψ‖A = 1.
(b.2) If ¬◦ψ∧◦◦ψ ∈ T then ¬◦ψ ∈ T . By Theorem 2.2(iv), ψ∧¬ψ ∈ T and so, by (HI), ‖ψ‖A = 12 .
This implies that ‖◦ψ‖A = ◦‖ψ‖A = 0.
(b.3) Since T is QCiore-consistent and ◦◦ψ ∈ T (by Theorem 2.2(v)) it follows that ◦ψ∧¬◦ψ /∈ T .
Then, this subcase holds vacuously.
Case c: ϕ is ψ ∧ ξ
(c.1) If (ψ∧ ξ)∧◦(ψ∧ ξ) ∈ T then, by Theorem 2.2(ix),
(
(ψ∧ (ξ∧◦ξ)
)
∨ ((ψ∧◦ψ)∧ ξ)
)
∈ T . Hence,
by (IH) and Proposition 7.17: either ‖ψ‖A ∈ {1, 12} and ‖ξ‖
A = 1, or ‖ψ‖A = 1 and ‖ξ‖A ∈ {1, 12}. From
this ‖ψ ∧ ξ‖A = 1.
(c.2) If ¬(ψ ∧ ξ) ∧ ◦(ψ ∧ ξ) ∈ T then (¬ψ ∧ ◦ψ) ∨ (¬ξ ∧ ◦ξ) ∈ T , by Theorem 2.2(vii). Hence, by
(IH) and Proposition 7.17: either ‖ψ‖A = 0 or ‖ξ‖A = 0. From this ‖ψ ∧ ξ‖A = ‖ψ‖A ∧ ‖ξ‖A = 0.
(c.3) If (ψ ∧ ξ) ∧ ¬(ψ ∧ ξ) ∈ T then (ψ ∧ ¬ψ) ∧ (ξ ∧ ¬ξ) ∈ T , by Theorem 2.2(viii). By (IH) and
Proposition 7.17 it follows that ‖ψ‖A = ‖ξ‖A = 12 and so ‖ψ ∧ ξ‖
A = ‖ψ‖A ∧ ‖ξ‖A = 12 .
Case d: ϕ is ψ ∨ ξ
The three subcases are treated as in Case c, but now using Theorem 2.2(x), Theorem 2.2(xi) and
Theorem 2.2(xii), respectively.
Case e: ϕ is ψ → ξ
The three subcases are treated as in Case c, but now using Theorem 2.2 (xiii), Theorem 2.2(xiv)
and Theorem 2.2(xv), respectively.
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Case f: ϕ is ∃xψ
(f.1) Suppose that ∃xψ ∧ ◦∃xψ ∈ T . Since ∃xψ ∈ T and T is QCiore-Henkin, there exists a
constant c such that ψ(c/x) ∈ T . By (IH), we have that ‖ψ(c/x)‖A ∈ {1, 12}. Then, ∀̂x(‖ψ‖
A
⊖) = ∅. Since
◦∃xψ ∈ T then ∃x◦ψ ∈ T , by (Ax13). Using once again that T is a QCiore-Henkin theory, we conclude
that there exists a witness d such that ◦ψ(d/x) ∈ T . By (IH), we have that ‖ψ(d/x)‖A ∈ {1, 0}. Then,
∀̂x(‖ψ‖A⊙) = ∅ and so ‖∃xψ‖
A
⊕ = S(A). From this ‖∃xψ‖
A = 1.
(f.2) If ∃xψ ∧ ¬∃xψ ∈ T then, by Theorem 4.2(iv), ∀x(ψ ∧ ¬ψ) ∈ T . By (Ax12) we have that
ψ(c/x) ∧ ¬ψ(c/x) ∈ T , for all c ∈ A. Then, by (IH), ‖ψ(c/x)‖A⊙ = S(A) for all c ∈ A and therefore
‖∃xψ‖A⊙ = ∀̂x(‖ψ‖
A
⊙) = S(A). From this ‖∃xψ‖
A = 12 .
(f.3) If ¬∃xψ ∧ ◦∃xψ ∈ T then, by Theorem 4.2(ii), ∀x(¬ψ ∧ ◦ψ) ∈ T . By (Ax12) we have
that ¬ψ(c/x) ∧ ◦ψ(c/x) ∈ T , for all c ∈ A. By (IH), ‖ψ(c/x)‖A⊖ = S(A) for all c ∈ A and then
‖∃xψ‖A⊖ = ∀̂x(‖ψ‖
A
⊖) = S(A). From this ‖∃xψ‖
A = 0.
Case g: ϕ is ∀xψ
(g.1) Suppose that ∀xψ∧◦∀xψ ∈ T . Since ⊢QCiore (∀xψ∧◦∀xψ)→ (∃xψ∧◦∃xψ) then ∃xψ∧◦∃xψ ∈
T . Since T is QCiore-Henkin, there exists a witness c such that ψ(c/x) ∧ ◦ψ(c/x) ∈ T . By (IH), it
follows that ‖ψ(c/x)‖A = 1 and so ‖ψ(c/x)‖A⊕ = S(A). Then ∃̂x(‖ψ‖
A
⊕) = S(A).
Suppose now that there exists s ∈ ∃̂x(‖ψ(x)‖A⊖). By (IH), there exists d such that ¬ψ(d/x) ∧
◦ψ(d/x) ∈ T . Since ∀xψ ∈ T we conclude that ψ(d/x)∧¬ψ(d/x)∧◦ψ(d/x) ∈ T , which contradicts the fact
that T isQCiore-consistent. Therefore ∃̂x(‖ψ‖A⊖) = ∅ and then ‖∀xψ‖
A
⊕ = ∃̂x(‖ψ‖
A
⊕)−∃̂x(‖ψ‖
A
⊖) = S(A).
From this ‖∀xψ‖A = 1.
(g.2) If ¬∀xψ ∧ ◦∀xψ ∈ T then ∃x(¬ψ ∧ ◦ψ) ∈ T , by Theorem 4.2(iii). Since T is QCiore-Henkin,
there exists c such that ¬ψ(c/x) ∧ ◦ψ(c/x) ∈ T . By (IH), ‖ψ(c/x)‖A = 0 and so ‖ψ(c/x)‖A⊖ = S(A).
Then, ‖∀xψ‖A⊖ = ∃̂x(‖ψ‖
A
⊖) = S(A). From this ‖∀xψ‖
A = 0.
(g.3) If ∀xψ∧¬∀xψ ∈ T then ∀x(ψ∧¬ψ) ∈ T , by Theorem 4.2(v). Hence ψ(c/x)∧¬ψ(c/x) ∈ T for
every c ∈ A. By (IH), we conclude that ‖ψ(c/x)‖A⊙ = S(A) for all c ∈ A. Then, ‖∀xψ‖
A
⊙ = ∀̂x(‖ψ‖
A
⊙) =
S(A). From this ‖∀xψ‖A = 12 . 
Theorem 7.21 (Completeness for sentences) Let Γ ∪ {ϕ} be a set of sentences over Σ. Then
Γ QCiore ϕ implies Γ ⊢QCiore ϕ.
Proof. Suppose that ϕ is not derivable from Γ in QCiore. Then, by Proposition 7.16, we have that
the theory Γ ∪ {¬ϕ, ◦ϕ} is QCiore-consistent. By Theorem 7.19, there is a theory T over a signature
ΣC (obtained from Σ by adding a set C of new constants) which is maximal QCiore-consistent and
QCiore-Henkin, and such that Γ ∪ {¬ϕ, ◦ϕ} ⊆ T . By Theorem 7.20, there exists an QCiore-model A
over ΣC for T . Let A
′ be the reduct of A to Σ. Then, A′ QCiore Γ and A
′ QCiore ¬ϕ ∧ ◦ϕ, and so
A
′
1QCiore ϕ. Therefore, we have that Γ 1QCiore ϕ. 
Remark 7.22 Observe that completeness was proved only for sentences, while soundness was stated for
formulas in general (recall Theorem 7.13). However, a completeness theorems for formulas in general
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(i.e., for formulas possibly having free variables) can be obtained from Theorem 7.21 by observing the
following: for any formula ψ let (∀)ψ be the universal closure of ψ, that is: if ψ is a sentence then
(∀)ψ = ψ, and if ψ has exactly the variables x1, . . . , xn occurring free then (∀)ψ = (∀x1) · · · (∀xn)ψ. If Γ
is a set of formulas then (∀)Γ := {(∀)ψ : ψ ∈ Γ}. Thus, it is easy to see that, for every set Γ ∪ {ϕ} of
formulas: Γ ⊢QCiore ϕ iff (∀)Γ ⊢QCiore (∀)ϕ, and Γ QCiore ϕ iff (∀)Γ QCiore (∀)ϕ. From this, a
general completeness result follows (see Corollary below).
Corollary 7.23 (Completeness) Let Γ ∪ {ϕ} be a set of formulas over Σ. Then Γ QCiore ϕ implies
Γ ⊢QCiore ϕ.
Proof. It follows from Remark 7.22 and by Theorem 7.21. 
Theorem 7.24 (Compactness) A theory T has a QCiore-model iff every finite subset of T has a
QCiore-model.
Proof. (⇒): Immediate.
(⇐): Since every sub-theory of T has a QCiore-model, by hypothesis, then it follows that every finite
sub-theory of T is QCiore-consistent. Therefore T must be QCiore-consistent, by finiteness of QCiore,
and so T has a QCiore-model, by Theorem 7.20. 
Corollary 7.25 Let Γ ∪ {ϕ} be a set of sentences. If Γ QCiore ϕ then Γ0 QCiore ϕ, for some finite
Γ0 ⊆ Γ.
Proof. Suppose that for every finite Γ0 ⊆ Γ it is not the case of Γ0 QCiore ϕ. By Proposition 7.16(i)
we have that T0 = Γ0 ∪ {¬ϕ, ◦ϕ} is QCiore-consistent and so, by Theorems 7.19 and 7.20, T0 has a
QCiore-model, for every Γ0 ⊆ Γ with Γ0 finite. By Theorem 7.24, we have that Γ ∪ {¬ϕ, ◦ϕ} has a
QCiore-model. Therefore, it is not the case of Γ QCiore ϕ. 
8 QCiore-structures with equality
Given a first-order signature Σ, we shall denote Σ(≈) the extension of Σ obtained by adding a binary
predicate symbol ≈ that we call equality. As suggested by its name, ≈ will represent the identity predicate
within the paraconsistent first-order logic QCiore.
Definition 8.1 The logic QCiore(≈) over the signature Σ(≈) is the extension of QCiore over Σ(≈)
obtained by adding the following schemas (as usual, we write (t ≈ t′) instead of ≈(t, t′)):
- ∀x(x ≈ x)
- ∀x∀y
(
(x ≈ y)→ (ϕ→ ϕ[x ≀ y])
)
, if y is a variable free for x in ϕ
where ϕ[x ≀ y] denotes any formula obtained from ϕ by replacing some, but not necessarily all, free
occurrences of x by y.
Let ~x = x1, . . . , xn be a list of n distinct variables, and let ~t = t1, . . . , tn be a list of terms. If ϕ is a
formula depending at most on the variables x1, . . . xn then ϕ[~t/~x] will denote the formula obtained from
ϕ by simultaneously replacing the variable xi by ti, for 1 ≤ i ≤ n.
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Proposition 8.2 QCiore(≈) proves the following, for any terms t, t′ and t′′:
1. ⊢ (t ≈ t),
2. ⊢ (t ≈ t′)→ (t′ ≈ t),
3. ⊢ (t ≈ t′)→ ((t′ ≈ t′′)→ (t ≈ t′′)),
4. ⊢
(∧n
i=1(ti ≈ t
′
i)
)
→ (f(t1, . . . , tn) ≈ f(t′1, . . . , t
′
n)) for every terms t1, t
′
1, . . . , tn, t
′
n and any func-
tion symbol f of arity n,
5. ⊢
(∧n
i=1(ti ≈ t
′
i)
)
→ (ϕ[~t/~x] → ϕ[~t′/~x]) for every terms t1, t′1, . . . , tn, t
′
n and any formula without
quantifiers ϕ depending at most on the variables x1, . . . xn.
Proof. The proof is identical to the one for classical first-order logic with equality. For a proof of
items 1-3 see, for instance, [22, Proposition 2.23]. Items 4-5 are an easy consequence of axiom (Ax12)
and the second axiom for ≈ presented in Definition 8.1. Indeed, let ~y = y1, . . . , yn be a list of n distinct
variables such that xi 6= yj for any i, j. Since ϕ has no quantifiers and it depends at most on the
variables x1, . . . xn, it follows that ϕ(y1/x1)(y2/x2) · · · (yn/xn) = ϕ[~y/~x]. From this, and by applying
n-times the second axiom in Definition 8.1 for (x1 ≈ y1), (x2 ≈ y2), . . . , (xn ≈ yn), together with axiom
(Ax12) and the transitivity of →, it follows that ⊢
(∧n
i=1(xi ≈ yi)
)
→ (ϕ → ϕ[~y/~x]). By Theorem 4.3,
⊢ ∀x1∀y1 · · · ∀xn∀yn
((∧n
i=1(xi ≈ yi)
)
→ (ϕ → ϕ[~y/~x])
)
. Finally the result follows by axiom (Ax12),
using the fact that ϕ has no quantifiers and it depends at most on the variables x1, . . . xn. 
For any set A let ∆(A) := {(a, b) ∈ A × A : a = b} be the diagonal of A. It is worth noting that a
QCiore-structure A over Σ(≈) is a model of the sentence ∀x(x ≈ x), if and only if ∆(A) ⊆ ≈A⊕ ∪ ≈
A
⊙.
This motivates the following:
Definition 8.3 We say that a QCiore-structure A over Σ(≈) has a partial equality (or a pragmatic
equality, or a paraconsistent equality) if
≈A⊕ ∪ ≈
A
⊙ = ∆(A).
In this case we say that A is a QCiore(≈)-structure.
Proposition 8.4 Let A be a QCiore(≈)-structure. Then A is a model of the logic QCiore(≈). That
is, A is a model of the axioms presented in Definition 8.1.
Proof. Straightforward, from the definition of QCiore(≈)-structure. 
Remark 8.5 Observe that a QCiore(≈)-structure A validates a sentence (t ≈ t′) iff the interpretations
of t and t′ in A coincide. That is, the equality symbol has a standard or normal interpretation, according
to the usual terminology adopted in first-order logic. However, a QCiore(≈)-structure A is also allowed
to validate a sentence of the form ¬(t ≈ t). This means that the equality symbol, even with a standard
interpretation, is paraconsistent in the present approach. This is similar to the case for QmbC and other
quantified LFIs with equality (see [2, Chapter 7]).
Definition 8.6 Γ∪ {ϕ} be a set of formulas over Σ(≈). We say that ϕ is a QCiore(≈)-consequence of
Γ, denoted by Γ QCiore(≈) ϕ if, for every QCiore(≈)-structure A, we have that: A QCiore ψ for every
ψ ∈ Γ implies that A QCiore ϕ.
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Theorem 8.7 Let T be a maximal QCiore(≈)-consistent and QCiore(≈)-Henkin theory. Then T has
a QCiore(≈)-model.
Proof. Let T be a theory which isQCiore(≈)-consistent andQCiore(≈)-Henkin. By Theorem 7.20 we
have that T has a QCiore-model A whose domain is the set A of all the closed terms over the signature
Σ(≈). Moreover, tA(s) = t for every closed term t and every s ∈ S(A), and
(1) ‖ϕ‖A = 1 iff ϕ ∧ ◦ϕ ∈ T
(2) ‖ϕ‖A = 0 iff ¬ϕ ∧ ◦ϕ ∈ T
(3) ‖ϕ‖A =
1
2
iff ϕ ∧ ¬ϕ ∈ T
for every sentence ϕ in Sent(Σ(≈)). Let ≡ be the following relation on A: t ≡ t′ iff (t ≈ t′) ∈ T . By
Proposition 8.2(1)-(3) it follows that ≡ is an equivalence relation. Let a¯ be the equivalence class of a ∈ A
determined by ≡. Consider a new QCiore-structure A∗ defined as follows:
- the domain of A∗ is the set A∗ = A/≡ of equivalence classes;
- if R is a predicate symbol of arity n then RA = 〈RA⊕, R
A
⊖, R
A
⊙〉 is defined as follows:
(a¯1, . . . , a¯n) ∈ R
A
∗
⊕ iff R(a1, . . . , an) ∧ ◦R(a1, . . . , an) ∈ T
(a¯1, . . . , a¯n) ∈ R
A
∗
⊖ iff ¬R(a1, . . . , an) ∧ ◦R(a1, . . . , an) ∈ T
(a¯1, . . . , a¯n) ∈ R
A
∗
⊙ iff R(a1, . . . , an) ∧ ¬R(a1, . . . , an) ∈ T
- if f is a function symbol of arity n then fA
∗
(a¯1, . . . , a¯n) = f(a1, . . . , an);
- if c is a constant symbol then cA
∗
= c.
Fact: The QCiore-structure A∗ is well-defined.
Indeed, suppose that R is a predicate symbol of arity n and ai ≡ a′i for 1 ≤ i ≤ n (recalling that, by
definition, every ai and a
′
i is a closed term). Then, by Proposition 8.2(5), R(a1, . . . , an)∧◦R(a1, . . . , an) ∈
T iff R(a′1, . . . , a
′
n) ∧ ◦R(a
′
1, . . . , a
′
n) ∈ T . Hence R
A
⊕ is well-defined. Analogously it can be proven that
RA⊖ and R
A
⊙ are well-defined. Now, if f is a function symbol of arity n and ai ≡ a
′
i for 1 ≤ i ≤ n then,
by Proposition 8.2(4), (f(a1, . . . , an) ≈ f(a′1, . . . , a
′
n)) ∈ T , therefore f
A
∗
: (A∗)n → A∗ is a well-defined
function. This proves the Fact.
Observe that ≈A
∗
is a paraconsistent equality. Indeed, (a¯, a¯′) ∈ ≈A
∗
⊕ ∪ ≈
A
∗
⊙ iff, by definition of the
interpretation of the predicates in A∗ and A, (a, a′) ∈ ≈A⊕ ∪ ≈
A
⊙ iff (a ≈ a
′) ∈ T iff a¯ = a¯′. Thus, A∗
is a LFI2(≈)-structure. Finally, A∗ is a LFI2(≈)-model for T . Indeed, let s ∈ S(A) and s∗ ∈ S(A∗) be
defined by s∗(x) = s(x). Then, it can be proved by induction on the complexity of the formula ϕ that
A  ϕ[s] iff A∗  ϕ[s∗].
Then, A∗ QCiore T . That is, A
∗ is a QCiore(≈)-model of T . 
Theorem 8.8 (Soundness and completeness of QCiore(≈)) Let Γ∪{ϕ} be a set of sentences over
Σ(≈). Then Γ ⊢QCiore(≈) ϕ if and only if Γ QCiore(≈) ϕ.
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Proof. (⇒): It is consequence of Theorem 7.13 and Proposition 8.4.
(⇐): Suppose that ϕ is not derivable from Γ in QCiore(≈). Then, by Proposition 7.16, we have that
the theory
T ′ = Γ ∪ {¬ϕ, ◦ϕ} ∪Ax(≈)
(where Ax(≈) is the set of axiom schemas for equality given in Definition 8.1) is QCiore-consistent. By
Theorem 7.19, there is a theory T over a signature Σ(≈)C (obtained from Σ(≈) by adding a set C of new
constants) which is maximal QCiore-consistent and QCiore-Henkin, and such that T ′ ⊆ T . Therefore,
T is a maximal QCiore(≈)-consistent and QCiore(≈)-Henkin theory. Thus, T has a QCiore(≈)-model
A over Σ(≈)C , by Theorem 8.7. Let A′ be the reduct of A to Σ(≈). Then, A′ is a QCiore(≈)-structure
over Σ(≈)C such that A′ QCiore Γ and A′ QCiore ¬ϕ ∧ ◦ϕ, and so A′ 1QCiore ϕ. Therefore, we have
that Γ 1QCiore(≈) ϕ. 
As it was done for QCiore, Theorem 8.8 can be easily extended to formulas (possibly) having free
variables. It is not difficult to obtain a Compactness Theorem for QCiore(≈).
9 Some model-theoric results for QCiore
In what follows, we shall assume that in every signature we have at least the binary predicate symbol ≈
of equality. Morever, every QCiore-structure will be assumed to be a QCiore(≈) structure, in the sense
of Definition 8.3. Thus, we will simply write Σ instead of Σ(≈) to refer to a given first-order signature.
The notion of partial equality together with the Compactness Theorem allow us to make model-theoretic
constructions analogous to the ones made for Tarskian structures. To begin with, the following theorems
can be easily obtained (the details are left to the reader).
Theorem 9.1 If a theory T has arbitrarily large finite QCiore(≈)-models, then it has an infinite
QCiore(≈)-model.
Theorem 9.2 If a theory T over a signature Σ has infinite QCiore(≈)-models, then it has infinite
QCiore(≈)-models of any given cardinality > ℵ0 + |L (Σ)|, where |L (Σ)| denotes the cardinality of the
first-order language L (Σ) generated by Σ.
Let A and B be two QCiore-structures over Σ. We say that A and B are elementarily equivalent,
denoted by A ≡ B, if for every sentence ϕ, if A QCiore ϕ then B QCiore ϕ.
Proposition 9.3 Assume that A ≡ B. Then, for every sentence ϕ it holds: A QCiore ϕ iff B QCiore
ϕ.
Proof. The ‘only if’ part is immediate, by definition of ≡. Now, suppose that ϕ is a sentence such that
A 6QCiore ϕ. By Corollary 7.8 it follows that A QCiore ¬ϕ ∧ ◦ϕ. By hypothesis, B QCiore ¬ϕ ∧ ◦ϕ
and so, using again Corollary 7.8, it follows that B 6QCiore ϕ. 
A is said to be a sub-QCiore-structure of B, denoted by A ⊆ B, if it is verified: (1) cA = cB for every
constant symbol c, (2) fA = fB|An for every n-ary function symbol f ; and (3) R
A
# = R
B
# ∩A
n for every
# ∈ {⊕,⊙,⊖} and for every n-ary predicate symbol R.
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Remark 9.4 Suppose that A ⊆ B. If s ∈ S(A) then it induces a unique s¯ ∈ S(B) given by s¯(x) = s(x)
for every x ∈ V. The subset {s¯ : s ∈ S(A)} of S(B) will be denoted by S¯(A). Note that s¯ax = s
a
x for
every s ∈ S(A), x ∈ V and a ∈ A. For every formula ϕ and # ∈ {⊕,⊙,⊖} let
‖ϕ‖A# = {s¯ : s ∈ ‖ϕ‖
A
#}.
Definition 9.5 We say that A is a elementary sub-QCiore-structure of B, denoted by A ≺ B, if A ⊆ B
and for every formula ϕ it holds:
‖ϕ‖A# = ‖ϕ‖
B
# ∩ S¯(A)
where # ∈ {⊕,⊙,⊖}. Equivalently, A ≺ B iff for every formula ϕ and every s ∈ S(A) we have that
A QCiore ϕ[s] iff B QCiore ϕ[s¯]
From the definition, it clearly follows that A ≺ B implies A ≡ B.
Lemma 9.6 (Tarski-like conditions) Let A and B be two QCiore-structures such that A ⊆ B. Then,
the following conditions are equivalent:
(i) A ≺ B,
(ii) for all s ∈ S(A) the following conditions hold:
(TC1) If s¯ ∈ ‖∃xϕ‖B⊕ , then there exist a, b ∈ A such that s
a
x 6∈ ‖ϕ‖
B
⊖ and s
b
x 6∈ ‖ϕ‖
B
⊙
(TC2) If s¯ 6∈ ‖∃xϕ‖B⊙ , then there exists a ∈ A such that s
a
x 6∈ ‖ϕ‖
B
⊙
(TC3) If s¯ ∈ ‖∀xϕ‖B⊕ , then there exists a ∈ A such that s
a
x ∈ ‖ψ‖
B
⊕
(TC4) If s¯ ∈ ‖∀xϕ‖B⊖ , then there exists a ∈ A such that s
a
x ∈ ‖ϕ‖
B
⊖ .
Proof. (ii)⇒ (i): By induction on the complexity of the formula ϕ it will be proven that
‖ϕ‖A# = ‖ϕ‖
B
# ∩ S¯(A).
Base step: ϕ is an atomic formula P (t1, . . . , tn). Then, for each # ∈ {⊕,⊖,⊙}: s ∈ ‖P (t1, . . . , tn)‖A#
iff
(
tA1 [s], . . . , t
A
n [s]
)
∈ PA# iff
(
tB1 [s¯], . . . , t
B
n [s¯]
)
∈ PB# (since A ⊆ B) iff s¯ ∈ ‖P (t1, . . . , tn)‖
B
# .
Inductive step: Assume that ‖ψ‖A# = ‖ψ‖
B
# ∩ S¯(A) for every ψ with complexity ≤ k. Let ϕ with
complexity k + 1, and let s ∈ S(A).
(1) If ϕ is one of ¬ψ, ◦ψ, ψ ∧ χ, ψ ∨ ξ or ψ → ξ, it is proved easily by using the induction hypothesis.
(2) If ϕ is ∃xψ then:
(2.1) s ∈ ‖∃xψ‖A⊕ only if s 6∈ ∀̂x(‖ψ‖
A
⊖) ∪ ∀̂x(‖ψ‖
A
⊙), by Proposition 6.6, only if there exist a, b ∈ A such
that sax 6∈ ‖ψ‖
A
⊖ and s
b
x 6∈ ‖ψ‖
A
⊙, by Definition 6.4, only if there exist a, b ∈ A such that s
a
x 6∈ ‖ψ‖
B
⊖
and sbx 6∈ ‖ψ‖
B
⊙ (by I.H. and since s
a
x, s
b
x ∈ S(A)), only if there exist a, b ∈ B such that s¯
a
x 6∈ ‖ψ‖
B
⊖ and
s¯bx 6∈ ‖ψ‖
B
⊙ (since A ⊆ B), only if s¯ ∈ ‖∃xψ‖
B
⊕ , by Proposition 6.6. Conversely: s¯ ∈ ‖∃xψ‖
B
⊕ only if there
exist a, b ∈ A such that sax 6∈ ‖ψ‖
B
⊖ and s
b
x 6∈ ‖ψ‖
B
⊙ (by (TC1)) only if s
a
x 6∈ ‖ψ‖
A
⊖ and s
b
x 6∈ ‖ψ‖
A
⊙ (by I.H.
and since sax, s
b
x ∈ S(A)) only if s ∈ ‖∃xψ‖
A
⊕.
(2.2) Assume that s ∈ ‖∃xψ‖A⊙, and suppose that s¯ 6∈ ‖∃xψ‖
B
⊙ . By (TC2), there exists a ∈ A such that
sax 6∈ ‖ψ‖
B
⊙ . By I.H., s
a
x 6∈ ‖ψ‖
A
⊙ for some a ∈ A, a contradiction. Then ‖∃xψ‖
A
⊙ ⊆ ‖∃xψ‖
B
⊙ ∩ S¯(A).
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Conversely: s¯ ∈ ‖∃xψ‖B⊙ = ∀̂x(‖ψ‖
B
⊙ ) only if s¯
a
x ∈ ‖ψ‖
B
⊙ for every a ∈ B only if s
a
x ∈ ‖ψ‖
B
⊙ for every
a ∈ A (since A ⊆ B) only if sax ∈ ‖ψ‖
A
⊙ for every a ∈ A (by I.H.) only if s ∈ ∀̂x(‖ψ‖
A
⊙) = ‖∃xψ‖
A
⊙.
(2.3) s ∈ ‖∃xψ‖A⊖ iff s 6∈ ‖∃xψ‖
A
⊕∪‖∃xψ‖
A
⊙ iff s¯ 6∈ ‖∃xψ‖
B
⊕ ∪‖∃xψ‖
B
⊙ (by (2.1) and (2.2)) iff s¯ ∈ ‖∃xψ‖
B
⊖ .
(3) If ϕ is ∀xψ then:
(3.1) s ∈ ‖∀xψ‖A⊕ = ∃̂x(‖ψ‖
A
⊕) − ∃̂x(‖ψ‖
A
⊖), only if: (1) s ∈ ∃̂x(‖ψ‖
A
⊕) and (2) s 6∈ ∃̂x(‖ψ‖
A
⊖), only
if sax 6∈ ‖ψ‖
A
⊖, for every a ∈ A (by (2)), only if s
a
x 6∈ ‖ψ‖
B
⊖ , for every a ∈ A (by I.H.), only if s¯ 6∈
‖∀xψ‖B⊖ = ∃̂x(‖ψ‖
B
⊖ ) (by (TC4)), only if s¯ ∈ ∃̂x(‖ψ‖
B
⊕ ) (by (1) and I.H.) only if s¯ ∈ ‖∀xψ‖
B
⊕ =
∃̂x(‖ψ‖B⊕ ) − ∃̂x(‖ψ‖
B
⊖ ). Conversely: s¯ ∈ ‖∀xψ‖
B
⊕ = ∃̂x(‖ψ‖
B
⊕ ) − ∃̂x(‖ψ‖
B
⊖ ) only if: (1) s¯ ∈ ∃̂x(‖ψ‖
B
⊕ )
and (2) s¯ 6∈ ∃̂x(‖ψ‖B⊖ ), only if there exists a ∈ A such that s
a
x ∈ ‖ψ‖
A
⊕ (by (TC3) and I.H.), only if s ∈
∃̂x(‖ψ‖A⊕), only if s 6∈ ∃̂x(‖ψ‖
A
⊖) (by (2), A ⊆ B and I.H.), only if s ∈ ‖∀xψ‖
A
⊕ = ∃̂x(‖ψ‖
A
⊕)− ∃̂x(‖ψ‖
A
⊖).
(3.2) Suppose that s¯ 6∈ ‖∀xψ‖B⊙ . Since ‖∀xψ‖
B
⊙ = ‖∃xψ‖
B
⊙ then, by (TC2), there exists a ∈ A such that
sax 6∈ ‖ψ‖
B
⊙ . By I.H., s
a
x 6∈ ‖ψ‖
A
⊙ for some a ∈ A, hence s 6∈ ∀̂x(‖ψ‖
A
⊙) = ‖∀xψ‖
A
⊙. Then ‖∀xψ‖
A
⊙ ⊆
‖∀xψ‖B⊙ ∩ S¯(A). Conversely, s¯ ∈ ‖∀xψ‖
B
⊙ only if s¯ ∈ ∀̂x(‖ψ‖
B
⊙ ), only if s¯
a
x ∈ ‖ψ‖
B
⊙ for every a ∈ B, only
if sax ∈ ‖ψ‖
B
⊙ for every a ∈ B, only if s
a
x ∈ ‖ψ‖
A
⊙ for every a ∈ A (since A ⊆ B and by I.H.), only if
s ∈ ∀̂x(‖ψ‖A⊙) = ‖∀xψ‖
A
⊙.
(3.3) The proof for ‖∀xψ‖A⊖ is similar to the case (2.3). 
Let α be an ordinal number and let Σ a first-order signature. A chain of QCiore-structures of length α
is an increasing sequence of QCiore-structures A0 ⊆ A1 ⊆ . . . ⊆ Aβ ⊆ . . . (for β < α) over Σ. The union
of a chain as above is the QCiore-structure A =
⋃
β<αAβ over Σ such that: (1) the domain of A is the
union A =
⋃
β<αAβ of the respective domains of the QCiore-structures Aβ ; (2) R
A
# :=
⋃
β<αR
Aβ
#
for # ∈ {⊕,⊙,⊖} and for every n-ary predicate symbol R ∈ Pn; (3) fA :=
⋃
β<α f
Aβ for every n-ary
function symbol f ; and (4) cA := cA0 for every constant symbol c. Note that fA is a function, since the
chain is increasing. Moreover, if R ∈ Pn then R
A = 〈RA⊕, R
A
⊖, R
A
⊙〉 is a triple over A
n. Then A is, in fact,
a QCiore-structure over Σ.
Remark 9.7 Recall that A is a QCiore(≈)-structure if ≈A⊕ ∪ ≈
A
⊙ = {(a, b) ∈ A×A : a = b}. Then,
it is easy to see that the union of a chain of QCiore(≈)-structures is a QCiore(≈)-structure.
Using union of chains, it can be proved a version for QCiore-structures of a well-known theorem obtained
in 1957 by Tarski and Vaught, which generalizes the downward Lo¨wenheim-Skolem-Tarski theorem:
Theorem 9.8 (Tarski and Vaught theorem for QCiore-structures) Let Σ be a first-order signa-
ture. Let B be a QCiore-structure over Σ of cardinality α, and let β be a cardinal such that |L (Σ)| 6
β 6 α. Then, there exists a QCiore-structure A over Σ of cardinality β such that A ≺ B.
Proof. Let X ⊆ B of cardinality β. We shall construct inductively a denumerable sequence of sets
A0 ⊆ A1 ⊆ . . . ⊆ An ⊂ . . . as follows: A0 = X ∪ {cB : c ∈ C}. Now, suppose that An was already
defined. Then:
(LS0) if f ∈ Fk then fB(a1, . . . , ak) ∈ An+1 for all (a1, . . . , ak) ∈ Akn.
Moreover, for every formula ϕ and every s ∈ S(B) taking values in An:
(LS1) if s ∈ ‖∃xϕ‖B⊕ , we choose a, b ∈ B such that s
a
x 6∈ ‖ϕ‖
B
⊖ and s
b
x 6∈ ‖ϕ‖
B
⊙ ,
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(LS2) if s 6∈ ‖∃xϕ‖B⊙ , we choose c ∈ B such that s
c
x 6∈ ‖ϕ‖
B
⊙ ,
(LS3) if s ∈ ‖∀xϕ‖B⊕ , we choose d ∈ B such that s
d
x ∈ ‖ϕ‖
B
⊕ ,
(LS4) if s ∈ ‖∀xϕ‖B⊖ , we choose e ∈ B such that s
e
x ∈ ‖ϕ‖
B
⊖ .
Note that the existence of the elements a, b, c, d, e is guaranteed by Proposition 6.6. Besides, we add to the
set An+1 the elements {a, b} (or the elements c, d or e) as appropriate. Let A be the QCiore-structure
with domain A =
⋃
n≥0An such that
- cA := cB, for every c ∈ C,
- if f ∈ Fk, let fA := fB|Ak (which is well-defined, by (LS0))
- if R ∈ Pk, let RA# := R
B
# ∩ A
k for every # ∈ {⊕,⊙,⊖}.
Claim 1: The domain A has cardinality β and A ⊆ B.
It is immediate from the definitions.
Claim 2: Given s ∈ S(A), there exists s′ : V → Ak (for some k ∈ N) such that ‖ϕ‖
B(s) = ‖ϕ‖B(s′).
It follows by the fact that every formula has a finite number of free variables, and by Proposition 7.5.
Claim 3: A and B satisfy conditions (TC1)-(TC4) of Lemma 9.6 (Tarski-like conditions).
In order to prove this, let s ∈ S(A).
Condition (TC1): If s¯ ∈ ‖∃xϕ‖B⊕ then, by Claim 2 and (LS1), there are a, b ∈ Ak+1 ⊆ A such that
sax 6∈ ‖ϕ‖
B
⊖ and s
b
x 6∈ ‖ϕ‖
B
⊙ .
Condition (TC2): If s¯ 6∈ ‖ϕ‖B⊙ , by Claim 2 and (LS2), there exists a ∈ Ak+1 ⊆ A such that s
a
x 6∈ ‖ϕ‖
B
⊙ .
Condition (TC3): If s¯ ∈ ‖∀xϕ‖B⊕ , byClaim 2 and (LS3), there exists a ∈ Ak+1 ⊆ A such that s
a
x ∈ ‖ϕ‖
B
⊕ .
Condition (TC4): If s¯ ∈ ‖∀xϕ‖B⊖ , byClaim 2 and (LS4), there exists a ∈ Ak+1 ⊆ A such that s
a
x ∈ ‖ϕ‖
B
⊖ .
As a consequence of Lemma 9.6, A ≺ B.

An elementary chain is a chain ofQCiore-structures such that Ak ≺ An whenever k < n. The Elementary
Chain Theorem can be adapted to QCiore-structures:
Theorem 9.9 (Elementary Chain Theorem) Let 〈An : n ∈ N〉 be an elementary chain of QCiore-
structures. Then Ak ≺
⋃
n An for all k ∈ N.
Proof. Let us prove that ‖ϕ‖Ak# = ‖ϕ‖
A
# ∩ S¯(Ak) for every k ∈ N and # ∈ {⊕,⊙,⊖} by induction on
the complexity of the formula ϕ. Thus, let k ∈ N and s ∈ S(Ak).
Basic step: Let ϕ be the atomic formula P (t1, . . . , tn), and # ∈ {⊕,⊙,⊖}. Clearly tA[s¯] = tAk [s] for
each term t. Hence
‖P (t1, . . . , tn)‖
A(s¯) = PA
(
tA1 [s¯], . . . , t
A
n [s¯]
)
= PAk
(
tAk1 [s], . . . , t
Ak
n [s]
)
= ‖P (t1, . . . , tn)‖
Ak(s)
Inductive step: Assume that ‖ϕ‖Ak# = ‖ϕ‖
A
# ∩ S¯(Ak) for every k ∈ N , # ∈ {⊕,⊙,⊖} and ψ with
complexity ≤ n. Let ϕ with complexity n+ 1, let k ∈ N and s ∈ S(Ak).
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(1) If ϕ is one of ¬ψ, ◦ψ, ψ ∧ χ, ψ ∨ ξ or ψ → ξ, it is proved easily by using the induction hypothesis.
(2) If ϕ is ∃xψ, then:
(2.1) If s¯ ∈ ‖∃xψ‖A⊕ then there exist a, b ∈ A = ∪nAn such that s
a
x 6∈ ‖ψ‖
A
⊖ and s
b
x 6∈ ‖ψ‖
A
⊙. Thus, there
exist j ∈ N and a, b ∈ Aj such that sax 6∈ ‖ψ‖
A
⊖ and s
b
x 6∈ ‖ψ‖
A
⊙. If j ≤ k then there exist a, b ∈ Ak such
that sax 6∈ ‖ψ‖
Ak
⊖ and s
b
x 6∈ ‖ψ‖
Ak
⊙ , by I.H., then s ∈ ‖∃xψ‖
Ak
⊕ . Otherwise, if k < j then Ak ≺ Aj . Note
that s, sax, s
b
x ∈ S(Aj) up to names, in the sense of Remark 9.4. By I.H., s
a
x 6∈ ‖ψ‖
Aj
⊖ and s
b
x 6∈ ‖ψ‖
Aj
⊙ ,
then s ∈ ‖∃xψ‖
Aj
⊕ . Since ‖∃xψ‖
Ak
⊕ = ‖∃xψ‖
Aj
⊕ ∩ S¯(Ak) (where the notation of Definition 9.5 is now used
for Ak ≺ Aj), it follows that s ∈ ‖∃xψ‖
Ak
⊕ . Conversely, if s ∈ ‖∃xψ‖
Ak
⊕ then there exist a, b ∈ Ak such
that sax 6∈ ‖ψ‖
Ak
⊖ and s
b
x 6∈ ‖ψ‖
Ak
⊙ . Then, there exist a, b ∈ A such that s¯
a
x 6∈ ‖ψ‖
A
⊖ and s¯
b
x 6∈ ‖ψ‖
A
⊙, by
I.H. and Ak ⊆ A. Hence s ∈ ‖∃xψ‖A⊕.
(2.2) Assume that s ∈ ‖∃xψ‖Ak⊙ = ∀̂x(‖ψ‖
Ak
⊙ ). Suppose that s¯ 6∈ ∀̂x(‖ψ‖
A
⊙). Then, there exists a ∈ A
such that s¯ax 6∈ ‖ψ‖
A
⊙. Hence, there exists j ∈ N and a ∈ Aj such that s
a
x 6∈ ‖ψ‖
A
⊙. If j ≤ k then
sax 6∈ ‖ψ‖
Ak
⊙ for some a ∈ Ak, by I.H., a contradiction (since s ∈ ∀̂x(‖ψ‖
Ak
⊙ )). Otherwise, if k < j then
Ak ≺ Aj, and so, by I.H., sax 6∈ ‖ψ‖
Aj
⊙ for some a ∈ Aj . From this, s 6∈ ‖∃xψ‖
Aj
⊙ and so s 6∈ ‖∃xψ‖
Ak
⊙
(given that Ak ≺ Aj), a contradiction. Therefore, s¯ ∈ ∀̂x(‖ψ‖A⊙) = ‖∃xψ‖
A
⊙. Conversely, suppose that
s¯ ∈ ‖∃xψ‖A⊙ = ∀̂x(‖ψ‖
A
⊙). Then s¯
a
x ∈ ‖ψ‖
A
⊙ for every a ∈ A and so s
a
x ∈ ‖ψ‖
A
⊙ for every a ∈ Ak. By I.H.,
sax ∈ ‖ψ‖
Ak
⊙ for every a ∈ Ak, hence s ∈ ∀̂x(‖ψ‖
Ak
⊙ ) = ‖∃xψ‖
Ak
⊙ .
(2.3) The proof for ‖∃xψ‖A⊖ follows from (2.1) and (2.2).
(3) If ϕ is ∀xψ, then:
(3.1) Suppose that s¯ ∈ ‖∀xϕ‖A⊕ = ∃̂x(‖ψ‖
A
⊕)− ∃̂x(‖ψ‖
A
⊖). Then,
(⋆) s 6∈ ∃̂x(‖ψ‖
Aj
⊖ ) for every j ≥ k.
Indeed, let j ≥ k. Since s¯ 6∈ ∃̂x(‖ψ‖A⊖) then s
a
x 6∈ ‖ψ‖
A
⊖, for every a ∈ A. In particular, s
a
x 6∈ ‖ψ‖
A
⊖ for
every a ∈ Aj . By I.H. for j, sax 6∈ ‖ψ‖
Aj
⊖ , for every a ∈ Aj . Then s 6∈ ∃̂x(‖ψ‖
Aj
⊖ ), proving (⋆). Now, since
s¯ ∈ ∃̂x(‖ψ‖A⊕) there exists a ∈ A such that s
a
x ∈ ‖ψ‖
A
⊕. Then, there exists j ∈ N and a ∈ Aj such that
sax ∈ ‖ψ‖
A
⊕. If j ≤ k then s
a
x ∈ ‖ψ‖
Ak
⊕ , by I.H., and so s ∈ ∃̂x(‖ψ‖
Ak
⊕ ). From this and (⋆) it follows that
s ∈ ‖∀xψ‖Ak⊕ . Otherwise, if k < j, s
a
x ∈ ‖ψ‖
Aj
⊕ by I.H. for j. Then s ∈ ∃̂x(‖ψ‖
Aj
⊕ ). From this and (⋆),
s ∈ ‖∀xψ‖
Aj
⊕ . Given that Ak ≺ Aj , it follows that s ∈ ‖∀xψ‖
Ak
⊕ .
(3.2) The case for ‖∀xψ‖Ak⊙ is treated analogously.
(3.3) The proof for ‖∀xψ‖A⊖ follows easily from (3.1) and (3.2). 
Let A be a QCiore-structure for Σ. If ∅ 6= X ⊆ A, we expand Σ to a new signature ΣX by adding a new
constant symbol ca for each a ∈ X . In this way, we can expand A to aQCiore-structure AX = (A, a)a∈X
for ΣX where c
AX
a := a. Given the map h : A→ B where B is the universe of the QCiore-structureB for
Σ, then Bh(X) = (B, h(a))a∈X is the expansion of B to a QCiore-structure for ΣX where c
Bh(X)
a = h(a).
More generally, we can choose a sequence ~c = c1, . . . , cn of new constant symbols that are not in Σ
and consider the new signature Σ~c which is the expansion of Σ obtained by adding the constant symbols
~c. If A is a QCiore-structure over Σ, we denote by (A,~a) the expansion of A in the signature Σ~c in such
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a way that c
(A,~a)
i = ai. If ~x = x1, . . . , xn is a sequence of n distinct variables then, for every s ∈ S(A)
such that s(xi) = ai, we have that
- tA[s] = t(~c)(A,~a) for all term t(~x)
- ‖ϕ‖A(s) = ‖ϕ(~c)‖(A,~a) for every formula ϕ(~x) in the language Σ.
It is not difficult to prove the next useful lemma.
Lemma 9.10 (Lemma on Constants) Let T ⊆ Sent(Σ) be a theory and let ϕ(~x) be a formula in
Σ. Let ~c be a sequence of different constant symbols not appearing in T . Then, T QCiore ϕ(~c) iff
T QCiore ∀~xϕ.
Let A and B be two QCiore-structures. A function h : A→ B is an elementary embedding of A into B,
noted h : A ≺ B, iff for all formulas ϕ and assignments s ∈ S(A), we have
s ∈ ‖ϕ‖A# sii h ◦ s ∈ ‖ϕ‖
B
#
for each # ∈ {⊕,⊙,⊖}. If h : A ≺ B and h is onto, we say that h is an isomorphism between A and B.
In such a case, we shall say that A and B are isomorphic and we shall write A ≃ B. It is easy to prove
that A ≡ B whenever A ≃ B.
The elementary diagram of A is the theory Th(AA) := {ϕ ∈ Sent
(
ΣA
)
: AA QCiore ϕ}. As
in classical model theory, the notion of elementary diagram is a tool used to characterize elementary
embeddings.
Proposition 9.11 Let A and B be two QCiore-structures for Σ and let f : A → B. The following
conditions are equivalent:
(a) f is an elementary embedding of A into B,
(b) there is an elementary extension C ≻ A and an isomorphism g : C→ B such that f ⊆ g.
(c) (B, f(a))a∈A is a QCiore-model of the elementary diagram of A.
Remark 9.12 Let Σ, Σ1 and Σ2 be signatures such that Σ ⊂ Σ1 and Σ ⊂ Σ2, if A and B are QCiore-
structures over Σ1 and Σ2, respectively, we shall write
A ≡Σ B
to indicate that the Σ-reducts of A and B are elementary equivalent and, we shall write
f : A ≺Σ B
to indicate that f is an elementary embedding of A|Σ in B|Σ.
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Theorem 9.13 Let A and B be two QCiore-structures over Σ and Σ′, respectively, such that Σ ⊂ Σ′.
If A ≡Σ B, then there exists a QCiore-structure C over Σ′ such that f : A ≺Σ C and g : B ≺Σ′ C.
Proof. Let Σ′ := ΣA ∪ ΣB (and suppose that A ∩B = ∅). Let us consider the theory
T := Th(AA) ∪ Th(BB) ⊆ Sent(Σ
′).
Suppose that there exists T0 ⊆ T (finite) which does not have models. By taking conjunctions, we have
that there exist ϕ(~a) ∈ Th(AA)∩T0 and ψ(~b) ∈ Th(BB)∩T0 such that ϕ∧ψ does not haveQCiore-models.
Then, none QCiore-structure over Σ′
B
which satisfies ψ(~b) can be extended to a QCiore-structure with
interpretations for the symbols ~a such that ϕ(~a) is QCiore-satisfied. Thus,
Th(BB) QCiore ¬ϕ(~a) ∧ ◦ϕ(~a)
⇒ Th(BB) QCiore ∀~x(¬ϕ(~x) ∧ ◦ϕ(~x)) (Lemma on Constants)
⇒ BB QCiore ∀~x(¬ϕ(~x) ∧ ◦ϕ(~x))
⇒ AA QCiore ∀~x(¬ϕ(~x) ∧ ◦ϕ(~x))
⇒ AA QCiore ¬ϕ(~a) ∧ ◦ϕ(~a).
Therefore AA QCiore ϕ(~a) ∧ ¬ϕ(~a) ∧ ◦ϕ(~a). By Theorem 7.25, we have that T has a model C. Let us
define the functions f : A → C and g : B → C such that f(x) = xC (for x ∈ A) and g(y) = yC (for
y ∈ B). By Proposition 9.11, f and g are elementary embeddings. 
Theorem 9.14 (Robinson’s Joint Consistency Theorem) Let Σ1 and Σ2 be two signatures such
that Σ = Σ1 ∩ Σ2. Suppose that
(i) T ⊆ Sent(Σ) is a maximal QCiore-consistent theory,
(ii) T1 ⊆ Sent(Σ1) and T2 ⊆ Sent(Σ2) extend to T , and
(iii) both T1 and T2 have a QCiore-model.
Then, T1 ∪ T2 has a QCiore-model.
Proof. Let A0 be a QCiore-model of T1 and B0 be a QCiore-model of T2. Then, A0 and B0 are
models of T and, since T is maximal QCiore-consistent, we have that A0 ≡Σ B0. By Theorem 9.13
and Proposition 9.11, there exists a QCiore-structure B1 such that f0 : A0 ≺Σ B1. Since (A0, A0) ≡ΣA0
(B1, f0(A0)), again by Theorem 9.13 and Proposition 9.11, there exists a QCiore-structure A1 g0 :
B1 ≺Σ A1. Repeating this process, we can build a tower like the following:
A0 A1 A2 · · ·
B0 B1 B2 · · ·
f0


g0
f1


g1
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where fk : Ak ≺Σ Bk+1 and gk : Bk+1 ≺Σ Ak+1 are such that
fk ⊆ g
−1
k ⊆ fk+1.
This is consequence of the characterization for embeddings given by means of elementary diagrams. By
the Elementary Chain Theorem, A =
⋃
Ak is a QCiore-model of T1 and B =
⋃
Bk is a QCiore-model
of T2. Besides,
⋃
fk is an isomorphism of A|Σ onto B|Σ. Then, B is isomorphic to a QCiore-structure
B′ such that A|Σ = B′|Σ. Let C be the QCiore-structure on Σ1 ∪Σ2 such that
- |C| = |A|.
- If c is a constant symbol in Σ2, then c
C := cB
′
.
If c is a constant symbol in Σ1 − Σ2, then cC := cA.
- If f is a function symbol in Σ2, f
C = fB
′
.
If f is a function symbol in Σ1 − Σ2, fC = fA.
- If R is a predicate symbol in Σ2, R
C = RB
′
= 〈RB
′
⊕ , R
B
′
⊖ , R
B
′
⊙ 〉.
If R is a predicate symbol in Σ1 − Σ2, R
C := RA = 〈RA⊕, R
A
⊖, R
A
⊙〉.
Then, C is a model of T1 ∪ T2. 
Theorem 9.15 (Amalgamation) Every diagram
B
A
C
f
g
of elementary embeddings between QCiore-structures on Σ, can be completed to a commutative diagram
B
A D
C
f
g
of elementary embeddings between QCiore-structures on Σ.
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Proof. Let us restate the elementary diagram Th(B, B) in the signature Σ1 = Σ(A ∪ (B − f(A))).
In this signature, cBa = f(a), if a ∈ A. Analogously, we state the elementary diagram Th(C, C) in the
signature Σ1 = Σ(A ∪ (C − g(A))) and, in this signature, c
C
a = g(a) if a ∈ A. Then, Σ1 ∩ Σ2 = Σ(A).
In ΣA we have a maximalQCiore-consistent theory Th(A, A), and Th(B, B) and Th(C, C) are extensions
of it in Σ1 and Σ2, respectively. By Theorem 9.14, Th(B, B) ∪ Th(C, C) has a model D.
Now, define the functions
f∗ : B → D
x 7→ cDx
and
g∗ : C → D
x 7→ cDx
Since (D, f∗(B)) QCiore Th(B, B) and (D, g
∗(C)) QCiore Th(C, C) and by Proposition 9.11 we have
that f∗ and g∗ are elementary embeddings.
Let a ∈ A, then f∗(f(a)) = f∗(cBa ) = c
D
a = g
∗(cCa ) = g
∗(g(a)). Therefore, f∗◦f = g∗ ◦g (i.e. the diagram
commutes). 
Theorem 9.16 (Craig’s Interpolation Theorem) Let ϕ, ψ be two sentences such that ϕ LFI1 ψ.
Then, there exists a sentence θ such that
(i) ϕ QCiore θ and θ QCiore ψ.
(ii) Every symbol of relation (excluding the identity), function or constant that occurs in θ, it also occurs
in both ϕ and ψ.
In order to prove the Craig’s Interpolation Theorem, we shall prove first the following technical results.
Let T ⊆ Sent(Σ1) and U ⊆ Sent(Σ2). We say that a sentence θ ∈ Σ0 separates the theories T and U
if T QCiore θ and U QCiore ¬θ ∧ ◦θ. We say that T are U inseparable if no sentence θ ∈ Sent(Σ′0)
separates them.
Lemma 9.17 If T and U are inseparable, then both are QCiore-consistent.
Proof. It is routine. 
Lemma 9.18 If T ∪ {ϕ} and U are inseparable then: either T ∪ {ϕ, ◦ϕ} and U are inseparable, or
T ∪ {ϕ,¬ϕ} and U are inseparable.
Proof. Suppose that T ∪ {ϕ, ◦ϕ} and U are separable, and that T ∪ {ϕ,¬ϕ} and U are separable.
Then, there are θ1 and θ2 such that
T ∪ {ϕ, ◦ϕ} QCiore θ1, U QCiore ¬θ1 ∧ ◦θ1
T ∪ {ϕ,¬ϕ} QCiore θ2, U QCiore ¬θ2 ∧ ◦θ2
Since QCiore ϕ→ (ϕ ∧ ◦ϕ) ∨ (ϕ ∧ ¬ϕ) and QCiore (∼α ∧ ∼β)→ ∼(α ∨ β) it follows that
T ∪ {ϕ} QCiore θ1 ∨ θ2, U QCiore ¬(θ1 ∨ θ2) ∧ ◦(θ1 ∨ θ2).
From this, T ∪ {ϕ} and U are separable. 
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Lemma 9.19 If T ∪ {¬ϕ} and U are inseparable then: either T ∪ {¬ϕ, ◦ϕ} and U are inseparable, or
T ∪ {ϕ,¬ϕ} and U are inseparable.
Proof. Suppose that T ∪ {¬ϕ, ◦ϕ} and U are separable, and that T ∪ {ϕ,¬ϕ} and U are separable.
Then, there are θ1 and θ2 such that
T ∪ {¬ϕ, ◦ϕ} QCiore θ1, U QCiore ¬θ1 ∧ ◦θ1
T ∪ {ϕ,¬ϕ} QCiore θ2, U QCiore ¬θ2 ∧ ◦θ2
Since QCiore ¬ϕ→ ((¬ϕ ∧ ◦ϕ) ∨ (ϕ ∧ ¬ϕ)) it follows that
T ∪ {¬ϕ} QCiore θ1 ∨ θ2, U QCiore ¬(θ1 ∨ θ2) ∧ ◦(θ1 ∨ θ2).
From this, T ∪ {¬ϕ} and U are separable. 
Analogously, we prove the next
Lemma 9.20 If T ∪ {◦ϕ} and U are inseparable then: either T ∪ {ϕ, ◦ϕ} and U are inseparable or
T ∪ {¬ϕ, ◦ϕ} and U are inseparable.
Proof. (of the Craig’s Interpolation Theorem) Suppose that there does not exist a Craig interpolant
θ of ϕ and ψ. We shall prove that it cannot happen that ϕ QCiore ψ. For this, we shall construct a
QCiore-model of ϕ ∧ (¬ψ ∧ ◦ψ). Let Σ1 the signature with all the symbols that occur in ϕ and Σ2 the
signature with all the symbols that occur in ψ. Now, consider the signature
Σ0 := Σ1 ∩ Σ2, Σ := Σ1 ∪ Σ2.
Let Σ′ be an extension of Σ that is obtained by adding a countable set C of new constant symbols
and let
Σ′0 = Σ0 ∪ C, Σ
′
1 = Σ1 ∪ C, Σ
′
2 = Σ2 ∪ C.
(1) {ϕ} and {¬ψ, ◦ψ} are inseparable.
Indeed, suppose that there exists θ(~c) ∈ Sent(Σ′0), where ~c is a tuple of new constants C and such that
ϕ QCiore θ(~c) and {¬ψ, ◦ψ} QCiore ¬θ(~c) ∧ ◦θ(~c). Then, θ(~c) QCiore ψ and, by the Lemma on
Constants, we have that ϕ QCiore ∀~xθ(~x) and ∀~xθ(~x) QCiore ψ. Therefore, ϕ and ψ have a Craig
interpolant.
Let ϕ0, ϕ1, ϕ2, . . . be an enumeration of all the sentences in Σ1 and let ψ0, ψ1, ψ2, . . . be an enu-
meration of all the sentences in Σ2. Then, we shall construct two increasing sequences of theories in the
following way
{ϕ} = T0 ⊆ T1 ⊂ T2 ⊆ . . . ,
{¬ψ, ◦ψ} = U0 ⊆ U1 ⊆ U2 ⊆ . . . ,
in Sent(Σ′1) and Sent(Σ
′
2) respectively, such that:
- if Tm ∪ {ϕm} and Um are inseparable, then ϕm ∈ Tm+1,
- if Um ∪ {ψm} and Tm+1 are inseparable, then ψm ∈ Um+1.
Now, let Tω =
⋃
Tm and Uω =
⋃
Um.
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(2) Tω and Uω are inseparable.
Indeed, if there is θ ∈ Sent(Σ′0) such that Tω QCiore θ and Uω QCiore ¬θ∧◦θ. By Theorem 7.25, there
exist finite sets ∆ ⊆ Tω and Γ ⊆ Uω such that ∆ QCiore θ and Γ QCiore ¬θ ∧ ◦θ. Then, there is k ∈ ω
such that
Tk QCiore θ, Uk QCiore ¬θ ∧ ◦θ.
Then Tω and Uω are both QCiore-consistent, by Lema 9.17.
(3) Tω is a maximal QCiore-consistent theory in Σ
′
1, and Uω is a maximal QCiore-consistent
theory in Σ′2.
Suppose that ϕm 6∈ Tω, ¬ϕm 6∈ Tω and ◦ϕm 6∈ Tω. Then, T ∪ {ϕm,¬ϕm}, T ∪ {ϕm, ◦ϕm} and T ∪
{¬ϕm, ◦ϕm}, are separable from Um. Then, there are θ1, θ2, θ3 ∈ Sent(Σ′0) such that
Tω QCiore ϕm ∧ ¬ϕm → θ1, Uω QCiore ¬θ1 ∧ ◦θ1,
Tω QCiore ϕm ∧ ◦ϕm → θ2, Uω QCiore ¬θ2 ∧ ◦θ2,
Tω QCiore ¬ϕm ∧ ◦ϕm → θ3, Uω QCiore ¬θ3 ∧ ◦θ3.
Then, since QCiore (ϕm ∧ ¬ϕm) ∨ (ϕm ∧ ◦ϕm) ∨ (¬ϕm ∧ ◦ϕm) and QCiore (∼θ1 ∧ ∼θ2 ∧ ∼θ3) →
∼(θ1 ∨ θ2 ∨ θ3) it follows that
Tω QCiore θ1 ∨ θ2 ∨ θ3 and Uω QCiore ¬(θ1 ∨ θ2 ∨ θ3) ∧ ◦(θ1 ∨ θ2 ∨ θ3),
and this contradicts the inseparability of Tω and Uω. Then, Tω is a maximal QCiore-consistent theory
in Σ′1. If ϕm ∈ Tω, then ϕm ∈ Tm. Now, ϕr = ¬ϕm and ϕs = ◦ϕs. By Lemma 9.18 and the Ciore-
consistency of Tω, we can assert that ϕr ∈ Tω or ϕs ∈ Tω.
If ϕr = ¬ϕm ∈ Tω, then ϕr ∈ Tr. If ϕs = ◦ϕs, by Lemma 9.19 and the Ciore-consistency of Tω,
we have that ϕm ∈ Tω or ϕs ∈ Tω.
If ϕs = ◦ϕm ∈ Tω, then ϕs ∈ Ts. If ϕr = ¬ϕs, by Lemma 9.20 and the Ciore-consistency of Tω,
we have that ϕm ∈ Tω or ϕr ∈ Tω.
In a similar way, we prove the maximality of Uω.
(4) Tω ∩ Uω is a maximal QCiore-consistent theory in Σ′0.
Let σ be a sentence of Σ′0. By (3) and the inseparability, we have that either
{σ,¬σ} ⊆ Tω ∩ Uω or {σ, ◦σ} ⊆ Tω ∩ Uω or {¬σ, ◦σ} ⊆ Tω ∩ Uω.
Then, by the Robinson’s Joint Consistency Theorem, Tω ∪ Uω has a model. Therefore, {ϕ,¬ψ, ◦ψ} has
a model and then it cannot be the case that ϕ QCiore ψ. 
10 Conclusions
In the present paper we have developed a model theory framework that was used successfully for studying a
first-order version of the paraconsistent 3-valued logic Ciore called QCiore. This model theory strongly
relies on the notion of partial structures presented in Section 6. Based on it, it was shown in which
manner classical model theory can be adapted to this (more general) setting. In particular, important
classical theorems of classical model theory were obtained in this framework, such as: Tarski and Vaught
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Theorem (generalizing the Downward Lo¨wenheim-Skolem-Tarski Theorem), Robinson’s Joint Consistency
Theorem, Amalgamation Theorem and Craig’s Interpolation Theorem. It is worth mentioning that the
concept of pragmatic structure can be used to study other 3-valued LFIs. For instance, all the results
obtained by D’Ottaviano in [13, 14, 15, 16] for the first-order version of J3 can be recast in this framework.
An interesting task to be done is trying to adapt this framework for studying a first-order version
of each of the 8K 3-valued LFIs presented in [21] (see also [5]). Moreover, it could be interesting to find
interesting model-theoretic results for these logics, including QCiore. For instance, the Keisler-Shelah
Theorem, which was obtained by T. Ferguson for QmbC in [18], should be valid in these stronger logics.
It would be interesting to adapt the proof given in [18] to the semantical framework of triples.
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