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Abstract— The authors are developing a simulation-based 
environmental learning support system using Kinect sensors. 
Obviously, it is impossible for learners to experience the actual 
paleontological environment, and it is therefore difficult for them 
to learn about the environments and lives. Then, we proposed an 
immersive animation display system using Kinect sensors and 
their human skeleton-tracking function. The system animates 
paleontological animals and their environment on the screen and 
displays information of the animals in synchronization with 
learners’ action. Learners are measured their location and action 
in real time, and then the animation is controlled based on 
information output from sensors. In this way, the system 
provides learners with a real body experience and sense of 
immersion that they have entered the paleontological 
environment. In order to evaluate the system, we conduct an 
experiment using the system, and interview the participants 
about the sense of immersion into environment in the system. The 
experimental results confirm that most learners feel a tangible 
improvement in the sense of immersion due to the enjoyment of 
moving their body and acquisition of body experience. 
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I.  INTRODUCTION 
In recent years, environmental problems have worsened, 
and learning about a problem from childhood is becoming 
required. To understand the problem, we have to know about 
changes in the environment before the problem and afterwards. 
In general, it is effective to experience an actual environment 
when learning about that environment. However, the 
environment before the problem usually does not exist; 
therefore, it is difficult to actually experience the environment. 
Thus, children cannot gain enough sense of immersion, interest 
or understanding and have difficulty in comparing the 
environment before and after. 
In this study, we focus on the body experience in learning 
and propose an immersive environment learning system using 
Kinect sensors. The aim of the system is to provide a simulated 
experience in a defunct environment and to improve interest 
and understanding regarding the environment. Further, we 
evaluate whether the proposed system can provide learners 
with the feeling that they are experiencing the environment. 
 
II. IMMERSIVE ENVIRONMENT LEARNING SYSTEM 
A. Introduction of body experience into learning 
Generally, when learning about the environment, children 
can learn about it more effective through real experience such 
as fieldwork in addition to books, exhibits, computer contents. 
However, when learning about a past environment, learners 
cannot actually watch or experience the environment, and they 
can rely on only things like books. Thus, learners obtain 
enough interest and understanding, because it is difficult for 
them to feel a sense that they immersing into the environment. 
In this regard, we consider that the difficulty in immersing a 
 
 
 
Figure 1. Immersive environment learning support system  
user in the environment(learning target) is caused by a lack of 
body experience in learning[1][2]. When learning through 
books, exhibits, computer contents, the body experience of the 
learner is limited to watching or hearing the environment from 
the outside; thus, learners are not immersed in the environment. 
With the aim of providing a near-real experience, we are 
developing an immersive learning support system that permits 
a body experience (Figure 1). In this system, the animation of 
extinct animals and their environment are projected onto a 
large-scale display. At this time, the animation animates 
paleontological animals on the screen and displays information 
of the animals in synchronization with learners’ action. 
Learners move the animals or environment and obtain 
knowledge by moving their own body. In this way, learners 
feel more of a body experience and sense that they have 
entered into the environment by changing the virtual 
environment animation according to body actions. From this 
body experience, the system provides deeper immersion than 
watching exhibits or videos. This immersion can help to 
improve the interest and learning effect. 
B. Configuration of the system 
The system must be able to control the animation in 
synchronization with human movement, which requires real-
time knowledge of the human’s location and actions. We 
utilize Microsoft’s Kinect sensor for this purpose. Figure 2 
shows the overview of the system, and Figure 3 shows 
configuration of the system. 
The Kinect sensor is a range image sensor originally 
developed as a home video-game device. Although cheap, the 
sensor can record advanced measurements of a user’s 
location[3]. Additionally, this sensor can recognize humans 
and the human skeleton using a library such as OpenNI and 
NITE. Furthermore, the sensor can measure the location of 
human body parts such as hands and legs. By using these 
functions, we detect a human’s action (e.g., “walk,” “sit down,” 
etc.) from positional relation of each body parts(Figure. 4).  
The virtual environment is created with FLASH animation 
by ActionScript and moves according to input numeric values. 
Information about the human’s location and actions is sent to a 
PC that controls the animation. At this point, socket 
communication is used for the exchange of information. The 
PC controls the FLASH animation according to the information 
received, and the animation is projected onto the screen. 
 
III. EVALUATION OF THE SYSTEM 
A. Evaluation Method 
 Purpose: We identified the effectiveness of an extinct-animal 
system by comparing an animation not connected to the body 
movements of the participants (subsequently, “non-interactive 
animation”) with an animation connected to the body 
movements of the participants (subsequently, “interactive 
animation”) provided by the extinct-animal system. Both 
animations were composed of the same content. 
 The purpose of the evaluation was to clarify the following 
two points related to the extinct-animal system. (1) Which best 
promoted the participants’ immersion in the virtual world, the 
 
Figure 2.  Overview of the system 
 
 
Figure 3. Configuration of the system  
 
 
Figure 4. Measuring of  location of human body parts 
and Detecting human action 
 
Figure 5.  Condition of the experiment 
interactive animation or the non-interactive animation? (2) 
Which most increased the participants’ interest in extinct 
animals, the interactive animation or the non-interactive 
animation?  
 Tasks: The tasks were constructed of two items. The first was 
an immersion-related task of ascertaining which animation 
made the participants feel that they had entered into a world of 
extinct animals (subsequently, “immersion task”). The second 
was an interest-related task of ascertaining which animation 
made them want to know more about the extinct animals 
(subsequently, “interest task”). We asked the participants to 
select either the interactive or the non-interactive animation for 
these two tasks and also to explain the reasons for their 
selection. These tasks were carried out by individual interviews. 
 Participants: The participants were 10 students (ages 11–12 
years) in the sixth grade of a Japanese elementary school. 
Procedure: The participants were separated into two groups 
and viewed the interactive and non-interactive animations. The 
order that the animations were shown was different depending 
on the group to control for the order effect. The time required 
for the interactive and non-interactive animations was 
approximately 1 min for each animation. We then conducted 
the interviews for the tasks. The time required to interview was 
about 10 min per person. The evaluations were carried out on 
February 27th to 28th, 2014. 
B.  Results 
 No difference was observed in the tendency of the 
responses between the two groups in a different order. Thus, 
we will explain the results by aggregating the responses of the 
participants in both groups. Table 1 lists the responses of the 
participants for the immersion and interest tasks. First, we will 
describe the results of immersion task. We find that nine 
participants selected the interactive animation, and one 
participant selected the non-interactive animation. We 
conducted Fisher’s exact test in order to test for response bias. 
The result showed that the number of participants who chose 
the interactive animation was significantly higher than the 
number of participants who chose the non-interactive 
animation (p < .05). 
 Table 2 summarizes the representative reasons why the 
participants selected the interactive animation in the 
immersion task. P2 stated that it felt like they were in the 
world where the extinct animals live because the extinct 
TABLE Ⅱ.  REPRESENTATIVE REASONS FOR SELECTING THE INTERACTIVE ANIMATION IN THE IMMERSION TASK 
P2:  The one where I was constantly moving (the interactive animation) felt like I was actually there in their world, more than 
the one where I was just standing (non-interactive animation.) It felt like I was somewhere like a forests. It sounds odd to 
say that I was manipulating it myself, calling it, (the extinct animal), raising my hand and walking, but because it walked in 
the direction I walked and followed me, it felt like we were there together. 
P7:  Because the animals responded to what I was doing, it felt like I was in their world. 
I:  Are there other reasons?  
P7:  Because they followed the directions I went, I thought they were curious about me. I liked it because the extinct animals’ 
(movements) changed in response to what I was doing. 
Note: P2: Participant2, P7: Participant7, I: Interviewer. Comments in parentheses are clarifications by the author． 
TABLE Ⅲ. REPRESENTATIVE REASONS FOR SELECTING THE INTERACTIVE ANIMATION IN THE INTEREST TASK 
P6:  (The extinct animal) looked at me, showed interest in me, and chased after me. This animal, if it is interested in 
something will it chase after it? How does it run? I thought about various things. 
I:  What about the others?  
P6:  They were the same living things as a cat or dog, but the way they moved their feet was different, wasn’t it? How does 
this extinct animal do it? Also, is it an herbivore, a carnivore? I also ended up thinking that the one I walked with 
(interactive animation) would not come out. 
P10:  It (The extinct animal) moved together with me, observed me, and I had a sense of closeness to it. I thought what does 
this thing eat? 
I:  Were there others? Were there things you wanted to know? 
P10:  Its name, its group, how it lives. I did not stare at it but I had a sense of closeness to it, so I wanted to know more about it. 
I think it is the same for humans, we feel like we want to know more about our partners, that’s why I wanted to find out 
about it (the extinct animal). 
Note: P6: Participant6, P10: Participant10, I: Interviewer. Comments in parentheses are clarifications by the author. 
TABLE Ⅰ. RESPONSES TO THE IMMERSION AND INTEREST TASKS 
Task 
Number of people 
who selected 
interactive 
animation  
Number of people 
who selected non-
interactive 
animation 
Immersion 
task* 
9 people 1 person 
Interest task 7 people  3 people  
Note: N = 10, numerical values show the number of 
participants. * p < .05 
animals moved in the same direction when the participant 
moved. In addition, P7 felt that the extinct animals were 
curious about them because the animals would react to their 
movements and stated that it felt like they had entered a world 
of extinct animals. 
 Next, we will describe the results of the interest task. We find 
that seven participants selected the interactive animation, and 
three participants selected the non-interactive animation. We 
conducted Fisher’s exact test in order to test for response bias, 
and the result did not show a significant bias between the 
responses of the two groups (p > .10). 
Table 3 summarizes the representative reasons why the 
participants selected the interactive animation for the interest 
task. P6 felt that the extinct animals were interested in them 
because their own movements and the animals’ movements 
were connected. As a result, P6 stated that they wanted to 
examine how the animals ran, and their interest grew in the 
extinct animals’ distinct features that they could not solely 
understand by watching the animation about their food. P10 
felt a sense of affinity toward the extinct animals due to the 
connection between their movements and the extinct animals’ 
movements. As a result, their interest grew in the extinct 
animals’ names, groups, and ways of living. 
 
 
IV. DISCUSSION & CONCLUSION 
First, the immersion task will be discussed. We find that the 
number of participants who chose the interactive animation 
was significantly higher than the number of participants who 
chose the non-interactive animation. The reason for this result 
is thought to be that the participants felt that the movements of 
the extinct animals were influenced by them raising their hands 
and that there was a connection between their movements and 
the extinct animals’ movements. Consequently, it is considered 
that this promoted their immersion in the virtual world. In fact, 
in the interview survey, P2 stated that they felt that the animals 
could be manipulated owing to the fact that the animals’ 
movements were connected to their own. In addition, P7 stated 
that they began to feel like they were in that world because the 
extinct animals responded to them when they raised their hands. 
From the above, we can conclude that the interactive animation 
promotes the participants’ immersion into the virtual world of 
the extinct animals more than the non-interactive animation. 
Next, the interest task will be discussed. No significant bias 
was observed in the number of participants who selected the 
interactive animation and the number of participants who 
selected the non-interactive animation. From this result, it can 
be stated that there was no difference in the extent to which the 
interactive and non-interactive animations increased the 
participants’ interest in the extinct animals. 
Topics for future research include identifying the efficacy 
of the extinct animals system with even more participant 
subjects as well as improving the extinct animal system. 
V. CONCLUSION 
When learning about a past environment, learners cannot 
actually watch or experience the environment. Thus, it is 
difficult to feel a sense that they immersing into the 
environment and obtain interest and understanding. In order to 
compensate for this, we have focused on the body-experience 
component of learning and have proposed a learning support 
system in which users learn by moving their body. In this 
system, leaner is measured his/her location and action (“walk,” 
“sit down,” etc.) by Kinect sensors, and the virtual environment 
animation on the screen is controlled according to the 
measuring results from sensors. By moving their own bodies, 
learners can obtain a sense as if they have entered the 
environment owing to the body experience, and this improves 
their interest and understanding of the learning target. Then, we 
conducted a questionnaire survey. From the results of the 
experiment, we have confirmed the potential for providing a 
sense of immersion due to the synchronization between an 
environmental animation and human body action. 
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