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Aquest projecte tracta de dissenyar i desenvolupar una eina que ens permeti crear de forma eficac¸
un banc de proves per tal d’emular xarxes inter-domini a trave´s de ma`quines virtuals. L’objectiu
d’aquesta eina e´s automatitzar el proce´s de generar, configurar i gestionar les ma`quines virtuals
que s’utilitzen per l’emulacio´ de la topologia de xarxa. Aixo` e´s necessari perque` realitzar aquestes
tasques de forma manual no es viable.
1.1 Motivacio´
L’augment de la complexitat de les xarxes inter-domini, causat pel constant creixement de l’u´s
d’internet i del nombre d’usuaris, dificulta notablement la realitzacio´ d’emulacions de topologies
de xarxa. Les emulacions cada cop so´n me´s gran i complexes per tal que siguin el me´s realistes
possibles, fent que sigui necessa`ria la creacio´ d’una eina que permeti gestionar-les.
La motivacio´ principal per la qual s’ha realitzat aquest projecte sorgeix de la necessitat de
dissenyar i desenvolupar una eina que permeti automatitzar i simplificar la creacio´ d’emulacions
de topologies de xarxa mitjanc¸ant la utilitzacio´ de ma`quines virtuals. Realitzar el proce´s de
desplegament d’una emulacio´ de forma manual e´s molt feixuc i propens a errors, ja que s’ha de
realitzar la tasca de configuracio´ de la ma`quina virtual per cada un dels nodes de la topologia.
Aixo` implica que al cre´ixer la topologia, creix directament la feina de realitzacio´ i gestio´ de
l’emulacio´. Per tant, la motivacio´ del projecte e´s clara; millorar la situacio´ actual creant una
eina que s’encarregui de realitzar les parts repetitives i que es poden automatitzar de la gestio´
d’una emulacio´ de xarxa que utilitza ma`quines virtuals.
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1.2 Objectius
El principal objectiu del projecte e´s crear una eina de gestio´ de ma`quines virtuals per a topo-
logies de xarxa. Aquesta eina ha de permetre realitzar les segu¨ents accions de gestio´ sobre una
topologia:
• Desplegar i instal·lar topologies de xarxa utilitzant ma`quines virtuals.
• Iniciar o aturar les ma`quines virtuals d’una topologia emulada.
• Executar ordres a les ma`quines virtuals d’una emulacio´.
• Monitoritzar l’estat de les ma`quines que composen una topologia.
• Eliminar una topologia ja utilitzada.
A me´s a me´s, l’eina ha de permetre que es puguin realitzar aquestes accions en qualsevol
moment. Per tant, ha de gestionar la persiste`ncia de les dades de la topologia i que puguin ser
utilitzades quan sigui necessari.
1.3 Organitzacio´ de la memo`ria
Aquest document s’ha dividit en els segu¨ents cap´ıtols:
1. Introduccio´: Format pel cap´ıtol actual. Fa un breu repa`s dels objectius del projecte aix´ı
com explicar la motivacio´ de realitzar-lo.
2. Estat de l’art: Farem un petit repa`s a les principals tecnologies involucrades en el pro-
jecte. A part, descriurem un petit conjunt d’aplicacions ja existents, enfocades a realitzar
emulacions de xarxa utilitzant ma`quines virtuals.
3. Especificacio´: En aquest cap´ıtol explicarem la problema`tica actual a l’hora de desple-
gar les topologies de xarxa utilitzant ma`quines virtuals i la necessitat de crear una eina
per l’automatitzacio´ d’aquesta tasca. Per acabar tambe´ explicarem els casos d’u´s i els
requeriments funcionals de l’eina.
4. Disseny: En aquest cap´ıtol veurem amb detall el disseny de l’eina de gestio´ des de dos
punts de vista diferents: Un disseny monol´ıtic i un disseny modular. A part d’explicar
els dos dissenys, argumentarem els avantatges e inconvenients de cada un d’ells i la rao´
d’haver escollit un sobre l’altre.
5. Implementacio´: Aquest cap´ıtol descriura tot el treball d’implementacio´ realitzat, expli-
carem les tecnologies utilitzades i la implementacio´ de cada un dels components que formen
l’eina de gestio´. Aquesta implementacio´ nome´s descriura` el disseny escollit.
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6. Planificacio´ i ana`lisi econo`mic: Aquest cap´ıtol do´na me´s detall sobre la planificacio´
seguida en la realitzacio´ del projecte. A me´s tambe´ inclou l’ana`lisi econo`mic de la imple-
mentacio´ realitzada.
7. Treball futur: Planteja un conjunt de millores i ampliacions a realitzar a l’eina que s’ha
desenvolupat.
8. Conclusions: Aquest apartat resumeix el projecte i extreu les conclusions que s’han
derivat del treball realitzat.
9. Ape`ndix: Per acabar, la memo`ria vindra` acompanyada de tres ape`ndix:
(a) Manual d’usuari: Petit manual d’usuari per complementar el cap´ıtol d’implemen-
tacio´. Incloura` les principals accions que es poden realitzar a l’eina de gestio´.
(b) Exemples d’execucions: Esta` compost d’un conjut d’exemples de guions i els seus
fitxers d’estat resultants. Permetra` veure el funcionament de l’eina a partir d’exem-
ples.
(c) Programacio´ d’un connector: Destinat a ser un manual de com programar un
connector de l’eina implementada. Explicara` les caracter´ıstiques que ha de tenir un
connector i com s’ha de realitzar el seu desenvolupament.
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Cap´ıtol 2
Estat de l’art
En aquest cap´ıtol s’ofereix una visio´ global de l’entorn que envolta el desenvolupament d’aquest
projecte. Principalment farem un repa`s del conjunt de tecnologies involucrades en el desen-
volupament de l’eina proposada. A part, explorarem les eines que existeixen actualment que
permeten realitzar simulacions de topologies de xarxa utilitzant ma`quines virtuals.
2.1 Ma`quines virtuals
Durant els u´ltims anys, l’u´s del programari per ma`quines virtuals ha crescut notablement. Prin-
cipalment causat per l’augment de l’eficie`ncia de les emulacions realitzades, la gran distribucio´
i millora del hardware dedicat per tal efecte als processadors de consum ge`nerics1. Aixo` ha
perme´s ampliar l’u´s que s’ha estat realitzant d’aquest programari, fent que actualment sigui
utilitzat inclu´s en entorns de produccio´, ja que permet gestionar les ma`quines virtuals de forma
me´s eficac¸ i senzilla. Amazon EC2[1] seria un exemple d’u´s en produccio´ de ma`quines virtuals,
permetent escalat i fa`cil gestio´.
Les principals avantatges que podem obtenir de les ma`quines virtuals, un cop tenim un sis-
tema instal·lat, so´n que aquest sistema pot ser duplicat, distribu¨ıt i modificat. Aixo` ens permet
disposar de sistemes fa`cilment escalables, modificables i sense perill de malmetre la ma`quina an-
fitrio´. Aquestes caracter´ıstiques so´n ideals per ser utilitzades en l’a`mbit d’aquest projecte, ja que
ens permetran escalar les topologies que volem simular. A part, al ser instal·lacions independents,
podem realitzar totes les proves que necessitem per a la simulacio´ i, un cop acabades, esborrar
la insta`ncia de ma`quina virtual sense deixar rastre de la instal·lacio´ a la ma`quina amfitrio´.
Actualment en el mercat existeix un ampli ventall de programari de ma`quines virtuals, tant
en l’a`mbit comercial (VMWare, Parallels), com en l’a`mbit del programari lliure (KVM, QEMU,
Virtual Box, Xen).
1’Intel R© Virtualization Technology’ o ’AMD VirtualizationTM Pacifica’ so´n tecnologies disponibles a gran
part dels processadors destinats al mercat general.
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A continuacio´ compararem de forma general els segu¨ents programaris de ma`quines virtuals
amb llice`ncia lliure:
KVM
Kernel-based virtual machine o KVM e´s un programari per a virtualitzacio´ integrat actualment
en el kernel de GNU/Linux a partir de la versio´ 2.6.20. Actualment desenvolupat i mantingut per
l’empresa Red Hat, inc. La integracio´ d’aquest programari amb el kernel de Linux permet que
la comunicacio´ entre les ma`quines amfitrio´ i hoste sigui el me´s a`gil possible, sense la necessitat
d’instal·lar nou programari a la ma`quina amfitrio´.
Els principals avantatges d’utilitzar KVM so´n els segu¨ents:
• Programari amb millors resultats de rendiment [11].
• Integrat amb Linux a partir de la versio´ 2.6.20 del kernel.
• Ofereix molta informacio´ referent a l’execucio´ de l’hoste i els recursos consumits.
Els principals inconvenients so´n els segu¨ents:
• La gestio´ de la ma`quina virtual sempre s’ha de realitzar des de la ma`quina amfitrio´, ja
sigui utilitzant la interf´ıcie gra`fica o l’eina per l´ınia d’ordres. No es pot realitzar de forma
remota.
• No es pot modificar la configuracio´ de la ma`quina virtual mentre s’esta` executant.
Xen
Xen e´s un programari de virtualitzacio´ per a arquitectures x86, ARM, itanium i IA-32 desen-
volupat per la comunitat de software lliure, actualment anomenada Xen community. El seu
desenvolupament es va iniciar a la Universitat de Cambridge. Xen s’utilitza actualment en gran
quantitat d’empreses i te´ un gran suport comercial i comunitari.
Els principals avantatges d’utilitzar Xen so´n els segu¨ents:
• Gestio´ de les ma`quines virtuals de forma remota.
• Gran suport comercial i comunitari del programari.
• Permet modificar la configuracio´ de la ma`quina virtual mentre s’esta` executant.
Els principals inconvenients so´n els segu¨ents:
• Instal·lacio´ me´s dif´ıcil del programari, en comparacio´ a les dues alternatives comentades.
• U´s me´s complex de l’eina de gestio´, encara que ofereix moltes me´s opcions.
2.1. MA`QUINES VIRTUALS 11
VirtualBox
Virtual Box e´s un programari per a virtualitzacio´ de ma`quines amb arquitectura x86, actualment
desenvolupat i mantingut per l’empresa Oracle Corporation.
Els principals avantatges d’utilitzar Virtual Box so´n els segu¨ents:
• Fa`cil instal·lacio´ i gestio´ del programari.
• Incorpora drivers pel sistema operatiu de la ma`quina virtual, permetent una interaccio´
completa entre l’amfitrio´ i l’hoste. Aquesta funcionalitat ens permet compartir fitxers
entre les dues ma`quines o executar ordres a la ma`quina hoste.
• Integracio´ amb gran part dels escriptoris disponibles actualment.
Els principals inconvenients so´n els segu¨ents:
• No es pot modificar la configuracio´ de la ma`quina virtual mentre s’esta` executant.
• La gestio´ de la ma`quina virtual sempre s’ha de realitzar des de la ma`quina amfitrio´, ja
sigui utilitzant la interf´ıcie gra`fica o l’eina per l´ınia d’ordres. No es pot realitzar de forma
remota.
• L’eina de gestio´ canvia la utilitzacio´ de les ordres entre versions, fent que sigui molt dif´ıcil
fer compatibles dues versions de Virtual Box amb el mateix programari.
En aquest projecte utilitzarem el Virtual Box[12] com a programari de virtualitzacio´. S’ha
decidit utilitzar-lo perque` permet gestionar de forma fa`cil les ma`quines virtuals. No obstant,
com veurem me´s endavant, utilitzar un altre programari de virtualitzacio´ no implicaria realitzar
gaires canvis.
2.1.1 Programari de gestio´ de ma`quines virtuals
L’augment de l’u´s del programari per ma`quines virtuals, ha generat l’aparicio´ d’eines dedicades
exclusivament a gestionar i mantenir les insta`ncies de ma`quines virtuals. Aquest programari te´
l’objectiu de millorar, simplificar i automatitzar les principals tasques de gestio´ que requereixen
les ma`quines virtuals. Com podria ser instal·lar nou programari, realitzar actualitzacions o crear
noves insta`ncies. Pra`cticament tots els programaris de ma`quines virtuals inclouen la seva pro`pia
eina de gestio´, que u´nicament permet gestionar les insta`ncies virtuals del programari en qu¨estio´.
No obstant, existeixen altres eines que permeten gestionar ma`quines virtuals de mu´ltiples
programaris. Un exemple seria LIBVIRT[10].
L’eina implementada fara` del programari de gestio´ que acompanya al Virtual Box.
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2.2 Programari d’automatitzacio´ de l’administacio´ de sis-
temes
L’eina que proposem dissenyar en aquest projecte tindra` que gestionar un conjut de ma`quines
virtuals que formen la topologia de xarxa. Gran part del projecte estara` dedicat a com gestionar
i mantenir aquest conjunt de ma`quines.
L’administracio´ de sistemes informa`tics i xarxes de computadors sempre ha sigut un camp
propens a l’automatitzacio´ de part de les tasques que el composen, per tal de millorar l’eficie`ncia
de la gestio´, ja que molts cops so´n tasques repetitives. En l’a`mbit del projecte, la necessitat de
desplegar un nombre considerable de ma`quines virtuals fa interessant l’u´s d’eines que actualment
existeixen per a l’automatitzacio´ de tasques d’administracio´.
Aquesta classe de programari ens permet definir un conjunt d’accions a realitzar a un sistema
i l’eina s’encarregara` de repetir-lo de forma automatitzada a un conjunt de ma`quines.
El llistat de programari disponible actualment dedicat a aquestes tasques e´s molt ampli, per
tant nome´s comentarem tres exemples:
Puppet http://www.puppetlabs.com e´s una eina de gestio´ de configuracions de sistemes de les
me´s utilitzades actualment2. Permet definir un conjunt de templates amb les configuracions
i tasques que s’han d’aplicar a les ma`quines a gestionar. Els templates es gestionen de
forma centralitzada en un servidor i el client de Puppet e´s l’encarregat de recollir-los i
executar-los.
Fabric http://docs.fabfile.org e´s una eina implementada amb Python i oferix dues coses:
Un programari per automatitzar tasques de sistemes i una llibreria que ja implementa un
conjunt d’accions ba`siques que es poden realitzar a sistemes remots.
Valgrant http://vagrantup.com Un cas particular d’aquest programari e´s Valgrant, ja que
esta` especialment dissenyat per automatitzar tasques a ma`quines virtual Virtual Box. La
peculiaritat d’aquest programari es que te´ un conjunt d’opcions completament dissenyat
per gestionar les imatges de ma`quines Virtual Box. Per exemple, permet tenir un repositori
central d’imatges Virtual Box ja instal·lades i Valgrant s’encarregara` recollir la imatge i
configurar-la en la ma`quina dest´ı en el cas que es vulgui utilitzar. A part, permet gestionar
de forma conjunta les accions a realitzar amb altres sistemes d’automatitzacio´, com podria
ser Puppet.
La implementacio´ de l’eina realitzada en aquest projecte utilitzara` la llibreria disponible en
el programari Fabric per tal de gestionar certes part de les configuracions que s’han de realitzar
a ma`quines remotes.
2Qui esta` utilitzant Puppet actualment:http://projects.puppetlabs.com/projects/1/wiki/Whos_Using_
Puppet.
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2.3 Programari de simulacio´ de xarxes
El programari disponible actualment per la simulacio´ de xarxes e´s molt divers i extens. En
aquest apartat explicarem el seu estat, acotarem l’a`mbit i ens centrarem en aquell programari
dedicat a simular topologies de xarxa utilitzant ma`quines virtuals.
La idea de simular topologies de xarxa utilitzant ma`quines virtuals no e´s nova, actualment
ja existeixen algunes eines que permeten crear bancs de proves per realitzar simulacions de
topologies de xarxa. En general, l’objectiu d’aquests programaris e´s molt extens i divers, ja que
estan especialitzats per a casos concrets. A continuacio´ comentarem dos exemples destacats.
Emulab
Emulab, desenvolupada a la facultat de informa`tica de la Universitat de Utah, e´s una eina des-
tinada a desenvolupar, estudiar i depurar sistemes informa`tics. Una de les parts d’aquesta eina
permet la creacio´ d’experiments per a la simulacio´ d’una topologia de xarxa. El seu objectiu e´s
que l’experiment realitzat sigui controlable, predictible i repetible. L’u´s d’aquesta eina esta` enfo-
cada a la recerca i esta` sent utilitzada a diverses instal·lacions arreu del mo´n. Aqu´ı es pot trobar
el llistat d’usos de l’Emulab http://users.emulab.net/trac/emulab/wiki/OtherEmulabs.
L’a`mbit d’Emulab e´s molt me´s gene`ric i ampli que l’eina proposada en aquest projecte. A part
de permetre realitzar simulacions de topologies de xarxa utiltizant ma`quines virtuals, permet
realitzar els segu¨ents bancs de proves:
• Simulacio´ de xarxes sense fils Wireless 802.11 a/b/g.
• Simulacio´ d’aplicacions desplegades en mu´ltiples localitzacions.
• Control de xarxes sense fils utilitzant GNU RADIO.
Com podem observar, Emulab e´s una eina amb moltes funcionalitats i caracter´ıstiques, per-
metent realitzar molts tipus de simulacions. Els creadors de l’eina declaren que e´s el Total
network testbed, el banc de proves de xarxa definitiu.
A difere`ncia de l’eina que volem crear en aquest projecte, Emulab s’encarrega de gestionar
i realitzar la simulacio´ de la topologia, permetent aplicar QoS[8] (Quality of Service) i definir
la velocitat dels enllac¸os de la topologia simulada. Aquesta especialitzacio´ implica que Emulab
nome´s pot utilitzar un conjunt molt limitat de programari de ma`quines virtuals, com Xen[13] i
OpenVZ.
En canvi, l’objectiu d’aquest projecte e´s crear una eina que nome´s s’encarregui de la gestio´
de la topologia. La realitzacio´ de la simulacio´ no e´s l’objectiu final.
Es pot trobar me´s informacio´ d’Emulab a la pa`gina web del projecte: http://emulab.net.
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CoreLab
CoreLab e´s un altre programari destinat a crear bancs de proves per a topologies de xarxa i
esta` desenvolupat al Japo´. L’objectiu d’aquest programari e´s desplegar ma`quines virtuals per
tot un territori i poder experimentar amb noves arquitectures de xarxa i realitzar experiments.
Actualment tenen bastants nodes desplegats per tot Japo´ i estan intentant crear nous nodes a
altres localitzacions.
Aquesta eina permet desplegar els nodes virtuals de forma separada i unir-los mitjanc¸ant
internet per tal de formar la topologia. Aixo` permet realitzar simulacions molt realistes de
l’infraestructura existent, ja que pots desplegar els nodes alla` on es necessita. No obstant,
l’objectiu d’aquest programari e´s molt diferent a l’objectiu que volem aconseguir amb aquest
projecte.
Es pot trobar me´s informacio´ del projecte a la pa`gina web: http://www.corelab.jp/.
2.4 Llenguatges de scripting
Els llenguatges de programacio´ de scripts permeten escriure programes enfocats a l’automatit-
zacio´ de tasques que de forma alternativa podrien ser executats per un huma` de forma manual.
Aquest programes o scripts so´n executats directament per un inte´rpret, sense necessitat de com-
pilar o linkar el programa.
En aquest apartat comentarem tres llenguatges de scripting : Perl, Python i Ruby. Actu-
alment existeixen molts me´s llenguatges de scripts. No obstant, s’ha decidit escollir aquests tres
perque` representen part de l’evolucio´ dels llenguatges de scripts, a dia d’avui que actualment
so´n dels me´s utilitzats en el seu a`mbit.
Perl
Perl http://www.perl.org e´s un llenguatge de programacio´ multiparadigma funcional i impe-
ratiu creat el 1987 per Larry Wall on el seu disseny va ser enfocat a permetre realitzar scripts
sense les limitacions que tenien altres llenguatges3. Perl es va extendre ra`pidament a partir de
la versio´ 2.0, publicat l’any 1988, perque` incorporava un nou motor d’expresions regulars. A
partir d’aquell moment, les expressions regulars de Perl es van fer tant famoses que actualment
pra`cticament tots els llenguatges de programacio´ incorporen suport del format de les expresions
regulars de Perl.
Amb els anys, Perl es va anar millorant i va incorporar suport per objects (POO), here`ncia,
refere`ncies, modules. Per tant, actualment es podria utilitzar Perl per tal de realitzar qualsevol
classe de programa, no obstant segueix estant enfocat a la creacio´ de scripts.
3Com podria ser Bash
2.4. LLENGUATGES DE SCRIPTING 15
A me´s a me´s del llenguatge, Perl incorpora un repositori de llibreries gestionat per la co-
munitat de software lliure anomentat CPAN, on es gestiona de forma centralitzada totes les
llibreries i extensions del llenguatge que es van creant, permetent tenir suport per gran varietat




• Alt rendiment[2]. Me´s ra`pid que Python i Ruby.
Inconvenients d’utilitzar Perl:
• Sintaxi poc clara[9].
• Mu´ltiples opcions a l’hora de realitzar la mateixa tasca. Fent que el codi sigui dif´ıcil de
seguir i poc estandaritzat.
• Poc intuitiu.
Python
Python http://www.python.org e´s un altre llenguatge de programacio´ imperatiu, interpretat,
reflexiu i orientat a objectes creat al 1991 per Guido van Rossum. El seu disseny esta` enfocat
en tenir una sintaxi molt clara i neta, permetent que el codi sigui llegible i fa`cil de seguir. L’u´s
de Python ha crescut molt u´ltimament i actualment grans projectes com YouTube o Reddit
l’utilitzen[4].
Avantatges d’utilitzar Python:
• Sintaxi clara i neta.[6]
• Codi llegible i fa`cil de seguir.
• Gran comunitat.
• Bon rendiment[2]. Me´s ra`pid que Ruby.
Inconvenients d’utilitzar Python:
• Python 2 vs Python 3: Actualment la comunitat de Python esta` mantenint dues versions
estables de la llibreria perque` hi ha incompatiblitats entre la versio´ 2 i la versio´ 3. Des de
fa anys, s’esta` intentant que la versio´ 3 de Python sigui la me´s utilitzada. No obstant per
problemes de compatiblitat i que no totes les llibreries de la comunitat han sigut migrades a
la versio´ 3 encara s’utilitza la versio´ 2 de llenguatge. Aixo` crea problemes entre els usuaris
del llenguatge.
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Ruby
Ruby http://www.ruby-lang.org e´s un llenguatge de programacio´ imperatiu, interpretat, re-
flexiu i orientat a objectes creat pel japone´s Yukihiro ”Matz”Matsumoto i publicat en 1995.
La seva sintaxi esta` inspirada en Python i Perl, fent que comparteixi moltes caracter´ıstiques
amb els dos llenguatges ja comentats. L’u´s de Ruby va cre´ixer notablement amb l’arribada del
framework RubyOnRails que permet crear aplicacions web de forma ra`pida i senzilla.
Avantatges d’utilitzar Ruby:
• Sintaxi clara i compacte.[6]
• Comunitat en creixement.
Inconvenients d’utilitzar Ruby:
• Menys rendiment que Python[2].
Per a la realitzacio´ del projecte utilitzarem el llenguatge de programacio´ Python, encara
que es podria haver realitzat sense problemes utilitzant qualsevol dels altres dos llenguatges
comentats. Principalment haguessin canviat les depende`ncies i les llibreres externes que s’han
utilitzant durant la implementacio´ del projecte. Tots ells tenen caracter´ıstiques molt similars i
el rendiment final obtingut tambe´ seria molt semblant. Ara be´, la decisio´ d’utilitzar Python ha
perme´s que l’eina implementada tingui un codi molt clar i fa`cil de seguir, permetent simplificar
la feina de manteniment i millora.
Cap´ıtol 3
Especificacio´
En aquest cap´ıtol especificarem la problema`tica actual que tenim a l’hora de realitzar emulacions
de topologia de xarxa utilitzant ma`quines virtuals i la necessitat de crear una eina que permeti
solventar els problemes que hi ha actualment. A part, tambe´ definirem quins so´n els objectiuns
que volem assolir en aquest projecte.
Per comenc¸ar, explicarem que considerem que` e´s una emulacio´ d’una topologia de xarxa
utilitzant ma`quines virtuals.
Una topologia de xarxa virtual e´s un conjunt de ma`quines virtuals desplegades i configurades
de tal forma que cada una d’elles es comporta com un enrutador i, per tant, realitza la funcio´
d’emular un dels nodes de la topologia. Els enllac¸os entre enrutadors es simulen mitjanc¸ant
xarxes virtuals locals (VLAN) que nome´s estan disponibles entre els dos nodes de l’enllac¸. Aix´ı la
visiblitat entre els nodes e´s similar a la que obtindriem a l’utilitzar un enllac¸ punt a punt f´ısic entre
els dos enrutadors. D’aquesta forma podem emular tots els enrutadors i enllac¸os d’una topologia.
Les ma`quines virtuals de la topologia so´n desplegades a un conjunt de ma`quines f´ısiques amfitrio´
que anomenarem clu´ster. Totes les ma`quines del clu´ster tenen que estar connectades per xarxa
de tal forma que es puguin realitzar les emulacions dels enllac¸os.
Les ma`quines virtuals configurades com a nodes utilitzaran el sistema operatiu GNU/Linux
i el programari anomentat Quagga[7] per tal de realitzar la emulacio´ de l’enrutador. Aquest
programari implementa un conjunt de protocols d’enrutament que es poden utiltizar per tal que
la ma`quina virtual es comporti com un enrutador.
La figura 3.1 mostra una representacio´ d’una topologia de xarxa composta de tres enrutadors
i dos enllac¸os punt a punt al costat esquerre. En el costat dret, en canvi, es mostra l’emulacio´
de la topologia utilitzant ma`quines virtuals. Les dues ma`quines f´ısiques, color gris, representen
les ma`quines del clu´ster que faran d’amfitrio´ de les ma`quines virtuals de la topologia. Els tres
requadres interiors represente les ma`quines virtuals que estan allotjades en el clu´ster. Per acabar,
els dos enllac¸os punt a punt estan representats com connexions entre les ma`quines virtuals.
Aquests enllac¸os utilitzaran les interf´ıcies de xarxa de les ma`quines amfitrio´, que no han sigut
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Figura 3.1: Topologia de xarxa (Esquerra). Emulacio´ (Dreta)
representades en la figura.
3.1 Situacio´ actual
En aquest apartat explicarem de forma detallada la problema`tica actual i demostrarem la neces-
sitat de crear una eina que permeti automatitzar les tasques de gestio´ de les ma`quines virtuals.
El proce´s actual de gestio´ de ma`quines virtuals per a topologies de xarxa el podem descriure
com el conjunt de tasques que s’ha de realitzar per tal de crear i mantenir l’emmulacio´. A
continuacio´ detallarem les principals tasques de gestio´ que s’han de realitzar.
Desplegament i configuracio´ de la topologia
La principal tasca que s’ha de realitzar en una topologia de xarxa emulada utilitzant ma`quines
virtuals e´s el desplegament i configuracio´ de totes les ma`quines que la composen. Recordem que
cada node de la topologia estara` emulat per una ma`quina virtual.
Anem a detallar el llistat de tasques que s’ha de realitzar per tal de desplegar un dels nodes
de la topologia:
1. Copiar la imatge de ma`quina virtual model a la ma`quina amfitrio´ dest´ı. En aquest punt
considerem que ja tenim una ma`quina virtual amb el sistema operatiu instal·lat, que utilit-
zarem de model per a la resta de nodes de la topologia. Durant tot el projecte considerem
que ja tenim instal·lada i configurada aquesta ma`quina virtual.
2. Registrar la imatge al gestor de ma`quines virtuals de la ma`quina del clu´ster amfitrio´.
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3. Configurar les interf´ıcies de xarxa de la imatge de ma`quina virtual amb les interf´ıcies de
xarxa f´ısiques de la ma`quina amfitrio´.
4. Iniciar la ma`quina virtual.
5. Configurar les interf´ıcies de xarxa de la ma`quina virtual que realitzaran la funcio´ d’enllac¸os
punt a punt entre els nodes.
Aquesta tasca s’ha de repetir per cada un dels nodes de la topologia. Hem d’entendre que
el temps que requereix el desplegament i configuracio´ de la topologia creix amb el nombre de
nodes i enllac¸os que la composen. Per tant, per a topologies grans, pot arribar a ser una tasca
molt llarga i complexa, ja que es poden cometre molts errors en el cas que es realitzi de forma
manual.
Iniciar o aturar les ma`quines virtuals
Una altra de les tasques que s’ha de realitzar habitualment e´s iniciar o aturar totes les ma`quines
virtuals que composen una topologia. Gestionar aquesta tasca manualment pot ser bastant
feixuga ja que s’han d’indentificar totes les ma`quines virtuals que la composen i despre´s iniciar-
les o aturar-les.
Executar un llistat d’ordres als nodes de la topologia
Un cop tenim desplegada una topologia e´s molt u´til poder executar ordres a totes les ma`quines
virtuals que la composen. Per tant, tambe´ la considerarem una de les tasques ba`siques de gestio´
de la topologia.
Eliminar una topologia
Per acabar, quan una topologia ja ha sigut utilitzada, es volen eliminar totes les ma`quines virtuals
que la composen. Amb aquesta tasca ens tornem a trobar amb un feina que realitzar-la de forma
manual pot ser molt propensa a errors.
3.2 Solucio´
Com hem pogut veure en l’apartat anterior, la gestio´ i configuracio´ de les ma`quines virtuals pot
ser una tasca llarga i repetitiva en el de fer-la forma manual. L’objectiu d’aquest projecte e´s la
creacio´ d’una eina que permeti automatitzar les principals tasques de gestio´ de les topologies de
xarxa emulades utilitzant ma`quines virtuals.
En aquest apartat descriurem els principals objectius que vol aconseguir el projecte amb la
creacio´ de l’eina de gestio´ de les topologies de xarxa utiltizant ma`quines virtuals.
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3.2.1 Casos d’u´s
L’eina proposada a de permetre a l’usuari gestionar una topologia a partir d’un fitxer de configu-
racio´ que tindra` definida tota la informacio´ de l’emulacio´. La gestio´ d’una topologia comenc¸ara`
amb la realitzacio´ de l’accio´ de deplegament i, un com estigui desplegada, ja es podran realit-
zar la resta d’accions. En cap moment permetra` gestionar topologies que no s’hagin desplegat
utilitzant l’eina de gestio´.
A continuacio´ definirem el llistat de casos d’u´s que ha de permetre l’eina de gestio´:
Desplegar la topologia : Sera` la primera accio´ que es tindra` que realitzar sobre una topologia.
Considerem que l’accio´ de desplegament e´s l’encarregada de generar la topologia a partir
de la informacio´ definida per l’usuari, instal·lar les ma`quines virtuals als nodes dest´ı i
configurar les interf´ıcies de xarxa de les ma`quines virtuals. Un cop finalitzada una accio´ de
desplegament, la topologia tindria que poder ser utilitzada per tal de realitzar emulacion.
Iniciar o aturar la topologia : Permetra` iniciar o aturar les ma`quines virtuals d’una topolo-
gia.
Eliminar una instal·lacio´ : S’encarregara` d’eliminar les configuracions i totes les ma`quines
virtuals desplegades de la topologia i deixar el sistema com estava abans de realitzar la
instal·lacio´.
Executar ordres : Permetra` executar llistats d’ordres a les ma`quines virtuals d’una topologia.
Aquesta accio´ ha de permetre que es puguin executar les ordres encara que no estiguin
tots els nodes de la topologia actius. A part, s’ha d’encarregar de la gestio´ d’errors de
l’execucio´ de les ordres.
Verificar un fitxer de configuracio´ : L’usuari podra` verificar el fitxer de configuracio´ ini-
cial de la topologia i aix´ı trobar errors de configuracio´ abans de comenc¸ar a realitzar el
desplegament.
Monitoritzar l’estat d’una topologia : S’encarregara` de monitoritzar totes les ma`quines
que composen una topologia, informant del seu estat de forma gra`fica a l’usuari.
L’eina ha de permetre que es puguin realitzar aquestes accions en qualsevol moment; per
tant, ha de poder gestionar mu´ltiples topologies de forma simulta`nia.
3.2.2 Requeriments funcionals de la topologia
Un cop definides les accions que permetra` realitzar l’eina de gestio´ anem a veure els requeriments
funcionals referents a la topologia a emular utilitzant ma`quines virtuals.
En aquest apartat veurem totes les opcions de configuracio´ d’una topologia que l’usuari podra`
definir a l’hora d’utilitzar l’eina:
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• Topologia de xarxa en format CAIDA[3].
• Informacio´ referent a les ma`quines f´ısiques que composaran el clu´ster utilitzat per realitzar
l’emulacio´:
– Adrec¸a IP.
– Interf´ıcies de xarxa que s’utilitzaran.
• Informacio´ referent als nodes de la topologia (Ma`quines virtuals):
– Adrec¸a IP.
– Imatge de ma`quina virtual model.
– Ma`quina del clu´ster a utilitzar.
• Informacio´ referent als enllac¸os de la topologia:
– Xarxa.
– Node origen i dest´ı.
– VLAN.
– Interf´ıcies de xarxa de la ma`quina del clu´ster.
L’eina tambe´ ha de ser capac¸ de generar la informacio´ de la topologia a partir d’un petit
conjunt d’opcions me`s gene`riques, per tal que la tasca de definir una topologia sigui me´s ra`pida.
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Cap´ıtol 4
Disseny
Aquest cap´ıtol el dedicarem al disseny de l’eina proposada des de dos punts de vista diferents, un
disseny monol´ıtic; enfocat completament als objectius comentats en l’especificacio´ i un disseny
modular, on la seva principal caracter´ıstica sera` que l’usuari definira` el fluxe de l’execucio´,
permetent realitzar ampliacions i canvis de forma fa`cil i dina`mica.
La rao´ de comentar dos dissenys en comptes d’un, prove´ de l’evolucio´ del projecte durant la
seva realitzacio´. Inicialment, quan es va comenc¸ar el projecte vam dissenyar l’eina enfocada en
el disseny monol´ıtic, no obstant durant la realitzacio´ de la implementacio´ vam veure que si en un
futur es volien realitzar canvis o ampliacions i tenir suport per nous tipus de topologies, es tenien
que realitzar forces canvis en el disseny. En aquell moment es va decidir que podriem realitzar
una implementacio´ que fos molt me´s adaptable en el futur i va sortir el disseny modular.
Un cop comentats els dos dissenys explicarem els avantatges i inconvenients de cada un d’ells
i la rao´ d’haver escollit un vers l’altre.
4.1 Caracter´ıstiques comunes
Tots dos dissenys comparteixen un conjunt de caracter´ıstiques similars, principalment en el
que es refereix a la gestio´ de les topologies i de les ma`quines virtuals. Clarament aquestes
caracter´ıstiques provenen del fet que tots dos dissenys pretenen aconseguir el mateix objectiu
final. Tanmateix en aquest apartat ens agradaria comentar una altra de les caracter´ıstiques que
comparteixen els dos dissenys, la gestio´ de la configuracio´ inicial i la gestio´ de l’estat.
Tal i com hem comentat en el cap´ıtol anterior, l’eina ha de permetre configurar i desplegar la
simulacio´ de la topologia utilitzant les ma`quines virtuals. Un cop ja tenim desplegada i configura-
da la topologia, haur´ıem de ser capac¸os de realitzar accions sobre ella. La forma que utilitzarem
per realitzar aixo` sera` disposar de dos fitxers: un fitxer de configuracio´ i un fitxer d’estat de la
topologia. Aquests fitxers permetran guardar la informacio´ de la topologia i permetre realitzar
mu´ltiples execucions de l’eina per un mateix desplegament.
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Fitxer de configuracio´: Definit per l’usuari, inclou tota la informacio´ necessa`ria per tal de
poder realitzar la gestio´ i el desplegament de la topologia.
Fitxer d’estat: Sera` creat per l’aplicacio´ al realitzar l’accio´ de desplegar la topologia i guardar
tota la informacio´ referent a la instal·lacio´ de les ma`quines virtuals. Aquest fitxer podra`
ser utilitzat en futures accions a realitzar sobre la topologia desplegada, que incloura` els
noms de les ma`quines virtuals, IP desplegades i interf´ıcies utilitzades.
Per a la resta d’accions a realitzar sobre la topologia, aquest fitxer sera` de lectura i permetra`
obtenir tota la informacio´ referent a una instal·lacio´ ja realitzada.
4.2 Disseny monol´ıtic
El disseny monol´ıtic de l’eina proposada es basa en crear-la de forma en que l’execucio´ a realitzar
sempre estara` definida per l’aplicacio´, no per l’usuari. En aquest cas, l’u´s de la paraula monol´ıtica
intenta definir que per l’u´suari, l’u´s de l’eina e´s com un u´nic objecte, el qual nome´s li permet
realitzar les funcions que ja estan definides sense possibiliat de ser canviades. Aquest e´s l’objectiu
del disseny monol´ıtic, permetre realtizar totes les accions comentades en l’apartat d’especificacio´
del projecte. Les accions estaran definides dins la pro`pia eina, per tant, ampliar-les o modificar-
les requerira` de canvis tant en el flux d’execucio´, com en els components de les tasques.
No obstant, no hem de confondre el disseny monol´ıtic com un mal disseny. En tot moment
s’ha utiltizat un disseny estructurat mantenint la modularitat dels seus components, per tal
que pugui ser reutilitzable i ampliable. Aixo` no treu que realitzar ampliacions o modificacions
requereixi modificar certs components de l’eina i en el cas de definir noves accions, modificar el
fluxe de l’execucio´. En el disseny modular s’intentara` que no sigui necessari realitzar canvis en
el codi per tal de modificar el flux d’execucio´, ja que el podra` definir l’usuari.
Ara que ja tenim definits quins so´n els objectius d’aquest disseny, introdu¨ırem una mica
com esta` realitzat. El disseny esta` compost principalment de cinc parts: la gestio´ d’entrada i
sortida de l’aplicacio´, la gestio´ de les accions a realitzar, la configuracio´ de la topologia de xarxa
i, finalment, la gestio´ tant de les ma`quines del clu´ster com de les ma`quines virtuals.
4.2.1 Gestio´ d’entrada i sortida
L’usuari ha de crear un fitxer de configuracio´ amb tota la informacio´ necessa`ria per tal que
l’eina pugui realitzar el desplegament de la topologia i la gestio´ de les ma`quines virtuals, com
hem comentat anteriorment.
A part, el programa, segons l’accio´ realitzada, generara` o llegira` un fitxer d’estat que disposara`
de tota la informacio´ de la topologia desplegada.
Per tant, la principal funcio´ del gestor d’entrada i sortida sera` llegir el fitxer de configuracio´
per aix´ı extreure tota la informacio´ definida per l’usuari. Segons l’accio´ a realitzar, tambe´ creara`
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el fitxer d’estat del programa en el cas de realitzar un desplegament a l’acabar l’execucio´ o llegir
el fitxer d’estat per tal d’obtenir la informacio´ del desplegament.
Con guració Fitxer d'estatAplicació
Figura 4.1: Diagrama d’entrada i sortida del desplegament.
4.2.2 Gestio´ de les accions
Com hem comentat en l’apartat d’especificacio´, sobre una mateixa topologia es pot realitzar
un conjunt d’accions. Aquestes seran gestionades per l’eina de tal forma que definiran el flux
d’execucio´ que es realitzara`. La principal tasca del gestor d’accions sera` definir el flux de tasques
que es tindran que realitzar per tal de dur a terme l’accio´ encomanada.
L’accio´ de desplegament sera` la que es tindra` que executar inicialment, ja que aquesta sera`
l’encarregada de crear el fitxer d’estat de la topologia. Un cop tinguem aquest fitxer generat, ja
es podran utilitzar les altres accions.
4.2.3 Configuracio´ de la topologia
Un cop hem llegit el fitxer de configuracio´, e´s moment de verificar tota la informacio´ procedent
de l’usuari per tal de configurar i generar la topologia a simular. Aquest proce´s es realitzara`
amb els segu¨ents passos. Aquest llistat el separarem segons l’accio´ a realitzar, ja que depe`n molt
de si ja s’ha realitzat el desplegament de la topologia o no.
Desplegament
Quan anem a realitzar el desplegament de la topologia, sera` necessari verificar tota la informa-
cio´ obtinguda per l’usuari mitjanc¸ant el fitxer de configuracio´. A partir d’aquesta informacio´
generarem la topologia, que estara` separada en diferents passos:
Topologia CAIDA El primer pas sera` llegir i verificar el fitxer de topologia CAIDA, definit
per l’usuari dins de la configuracio´. Tota aquesta informacio´ es guardara` en forma de
graf utilitzant llistes d’adjace`ncia1. Un cop acabada la lectura del fitxer verificarem el seu
contingut per tal que la topologia definida per l’usuari sigui correcta.
Imatges de ma`quina virtual Verificacio´ de les imatges de les ma`quines virtuals model defi-
nides per l’usuari, per tal d’assegurar que existeixen i comprovacio´ de quin programari de
ma`quines virtuals pertanyen.
1Les llistes d’adjace`ncia so´n una forma de representar grafs utiltizant llistes
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Ma`quines del clu´ster L’usuari tambe´ tindra` que haver definit tota la informacio´ referent a
les ma`quines del clu´ster, que seran els anfitrions de les ma`quines virtuals de la topologia.
Aquesta informacio´ incloura` la IP de la ma`quina, un identificador i informacio´ referent a
les interf´ıcies de xarxa.
Nodes i enllac¸os de la topologia Per acabar, utilitzant la informacio´ definida per l’usuari i
l’obtinguda mitjanc¸ant els passos anteriors, verificarem i generarem la topologia, tant els
nodes com les arestes.
Els nodes de la topologia inclouran: IP, nom de la ma`quina, interf´ıcies de xarxa de la
ma`quina amfitrio` a utiltizar i node del clu´ster on estara` desplegada la ma`quina virtual.
Els enllac¸os de la topologia inclouran: IP, ma`quina origen, ma`quina dest´ı, VLAN utilitzada
i les interf´ıcies de xarxa relacionades.
Tota la informacio´ obtinguda i generada en aquest apartat, sera` escrita en el fitxer d’estat
de l’execucio´, per tal de que es pugui utilitzar per realitzar altres accions sobre la topologia. Un
cop acabats aquests passos, ja podrem realitzar el desplegament de la topologia.
Lectura de la configuracio´
Si l’accio´ realitzada per l’usuari no e´s un desplegament, tota la informacio´ referent a la topologia
l’obtindrem a partir del fitxer d’estat de l’execucio´. En el cas que aquest fitxer no existeixi o
falti part de la informacio´, no sera` possible realitzar accions sobre la topologia desplegada.
Del fitxer d’estat obtindrem tota la informacio´ de la topologia, generada durant el desplega-
ment i tota la informacio´ referent a les ma`quines del clu´ster.
4.2.4 Gestio´ de les ma`quines de clu´ster
Una de les parts importants de l’eina, sera` la gestio´ de les ma`quines que formen el clu´ster que
sera` utilitzat com amfitrions de les ma`quines virtuals. En aquesta part del programa, el que
farem sera` gestionar les ma`quines virtuals utilitzant l’eina de gestio´ corresponent de cada un
dels programaris que l’eina suporti.
El que farem sera` definir un mo`dul per cada un dels programaris de ma`quines virtuals dispo-
nibles. Cada un d’aquests mo`duls definira` com tractar la ma`quina virtual pertinent per cada una
de les tasques que realitzem en l’eina de gestio´. Aquesta separacio´ ens permetra` realitzar una
petita abstraccio´ i poder suportar diferents tipus de ma`quines virtuals. No obstant, requerira`
una implementacio´ diferent per cada un dels programaris disponibles.
Les tasques que tindra` que realitzar seran les segu¨ents:
Co`pia de les ma`quines virtuals models En el cas de realitzar un desplegament, el primer
pas que tindrem que realtizar sera` copiar la imatge de la ma`quina virtual model des del
node d’administracio´ que s’utilitza per executar l’eina que estem definit, a la ma`quina del
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clu´ster, que s’encarregara` d’allotjar la ma`quina virtual. Aquesta tasca es realitzara` per
cada un dels nodes virtuals de la topologia de xarxa definida.
Configuracio´ de la ma`quina virtual El registre i configuracio´ de les ma`quines virtuals tambe´
sera` una de les tasques que tindra` que realitzar el component. Un cop realitzada la co`pia
d’una imatge de ma`quina virtual, la configurarem per tal que aquesta representi un no-
de dins de la topologia virtual. Principalment, el que farem, sera` configurar un nom de
ma`quina virtual, per tal de poder relacionar el node de la topologia amb aquest i configurar
les interf´ıcies de xarxa. Una d’elles, sera` la que utilitzarem com a interficie d’administracio´
i la farem servir per accedir a la ma`quina virtual. La resta de interf´ıcies confgurades,
s’utilitzaran per simular els enllac¸os entre nodes virtuals.
Engegar i aturar ma`quines virtuals .
Neteja d’un desplegament Per acabar, la u´ltima de les tasques que es tindra` que realitzar
sera` eliminar totes les imatges de ma`quina virtual referents a una simulacio´. Aquesta tasca
nome´s es realitzara` en el cas que l’usuari vulgui eliminar una de les topologies simulades.
4.2.5 Gestio´ dels nodes o ma`quines virtuals
Per acabar, ens falta definir com es realitzara` la gestio´ de les ma`quines virtuals tambe´ anomenades
nodes virtuals. A difere`ncia de la gestio´ definida en l’apartat anterior, on explica`vem com
gestionar les ma`quines virtuals des del punt de vista de les ma`quines del clu´ster, en aquest
apartat, definirem les tasques que s’han de realitzar dins de cada una de les ma`quines virtuals.
Aquestes tasques es realitzaran creant una connexio´ SSH a la ma`quina virtual.
El llistat de tasques a realtizar e´s el segu¨ent:
Configuracio´ de les interf´ıcies de xarxa dels enllac¸os : Durant el desplegament de la to-
pologia, un cop engegada la ma`quina virtual, configurarem les interf´ıcies de xarxa que
realitzaran la simulacio´ dels enllac¸os entre nodes. Per tal de realitzar la configuracio´, mo-
dificarem el fitxer de interf´ıcies de la ma`quina virtual i afegirem per cada enllac¸ definit
en el node, una interf´ıcie de xarxa a la VLAN corresponent, utilitzant el mo`dul 802.1Q
de GNU/Linux. Un cop definit, reiniciarem el servei de xarxa de la ma`quina i ja tindrem
disponibles els enllac¸os entre nodes.
Execucio´ d’ordres : Per acabar, deixarem un petit apartat, dissenyat especialment per tal
que es puguin executar llistats d’ordres als nodes d’una topologia. Aquests llistats d’ordres
s’executaran de forma separada per cada un dels nodes de la topologia. Permetent aix´ı
realtizar noves tasques a les topologies ja desplegades.
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4.2.6 Model conceptual
El model conceptual de la Figura 4.2 mostra les classes principals que intervenen en el disseny
monol´ıtic de l’eina. Explicarem de forma general els principals components del model en relacio´
als apartats comentats en el disseny.
Els principals components del model conceptual so´n les classes ExecutionStatus , Execu-
tionGenerator i Deployment, que detallarem a continuacio´:
La classe ExecutionStatus e´s l’encarregada de gestionar el flux d’execucio´ que s’ha de
realitzar a partir de l’accio´ escollida per l’usuari. Utilitza les classes StatusReader i Sta-
tusWriter per tal de gestionar la lectura i escriptura de la configuracio´ provinent de l’usuari
i del fitxer d’estat. Amb tota aquesta informacio´ gestiona l’execucio´ a realitzar utiltizant les
classes ExecutionGenerator i Deployment que seran les encarregades de dur a terme totes
les tasques.
La classe ExecutionGenerator, s’encarrega de gestionar la generacio´ de la topologia en el
cas de que aquesta encara no estigui desplegada. Utilitza el gestor de topologies CaidaTopology
per tal de llegir el fitxer de la topologia CAIDA i generar la resta d’informacio´ de la topologia
a partir de la configuracio´. Les classes ClusterConfiguration i VirtualMachineFactory
s’utilitzen per verificar la informacio´ provinent de l’usuari, ja siguin les ma`quines del clu´ster com
les imatges de ma`quina virtual model.
El VirtualMachineFactory e´s la classe encarregada de gestionar els diferents tipus de pro-
gramari de ma`quines virtuals suportats per l’eina. Ha sigut dissenyat seguint el patro´ de disseny
AbstractFactory, permetent que s’utilitzi de forma abstracte la implementacio´ gene`rica de cada
un dels programaris suportats. La classe SpecificVirtualMachine representa la implementa-
cio´ espec´ıfica d’un d’aquests programari de ma`quines virtuals. No obstant, utilitzara` sempre la
implementacio´ abstracte AbstractVirtualMachine per tal de no tenir acoplament directe amb
les implementacions espec´ıfiques comentades.
La classe Deployment e´s l’encarregada de gestionar totes les taques que s’han d’executar
de forma remota, ja siguin ma`quines del clu´ster com ma`quines virtuals. La seva funcio´ e´s
registrar i configurar les ma`quines virtuals de la topologia, com la seva posterior utilitzacio´, ja
sigui engegant o aturant ma`quines com executant llistes d’ordres. Les classes RemoteServices
i LocalServices, implementen les funcionalitats ba`siques d’execucio´ d’ordres de forma local i
remota. Tambe´ s’utilitzara` la classe NetworkConfiguration per tal de configurar les interf´ıcies
de xarxa de les ma`quines virtuals un cop ja han sigut desplegades.
Per acabar, la classe CmdLine definira` la interf´ıcie per linia d’ordres que s’utiltizara` per
executar l’eina. S’encarregara` de gestionar les opcions provinents de l’usuari i enviar-les a la
classe ExecutionStatus.
































Figura 4.2: Model conceptual del disseny monol´ıtic.
4.3 Disseny modular
A difere`ncia del disseny monol´ıtic, on l’execucio´ esta` definida pel propi programa, el disseny
modular que proposarem, es basa en permetre al usuari definir el fluxe de l’execucio´ de l’aplicacio´
a partir d’un fitxer d’entrada que anomenarem guio´. Aquest guio´ e´s subministrat per l’usuari en
el moment de realitzar l’execucio´ de l’aplicacio´. Aquesta caracter´ıstica del disseny ens permetra`
realitzar canvis i afegir noves funcionalitats a l’eina de gestio´ i desplegament de les topolgies
sense tenir que realitzar moltes modificacions. Amb aquest disseny busquem adaptar-nos a les
necessitats que poden sorgir a l’hora de desplegar de forma dina`mica les topologies.
Com podrem observar, mante´ bastants similituts amb el disseny proposat en l’apartat ante-
rior, principalment perque` so´n necessa`ries pel model d’eina que estem dissenyant.
Per tal de permetre que l’usuari pugui definir l’execucio´ a realitzar, s’ha separat completament
l’eina amb dues grans parts:
El director sera` la part de l’execucio´ invariable del programa, on la seva principal tasca sera`
la lectura i gestio´ del guio´ i l’execucio´ de les tasques definides per l’usuari.
Els connectors o plugins seran la part variable de l’execucio´: estaran definits en el guio´ i
permetran a l’usuari variar el flux d’execucio´ segons les necessitats. Cada un d’aquests
connectors realitza una tasca molt concreta. En aquest apartat comentarem el disseny
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dels connectors necessaris per tal de realitzar la gestio´ de topologies de xarxa utilitzant
ma`quines virtuals.
4.3.1 Director
Com hem comentat, el director sera` la part invariable de l’eina. Aquesta s’encarregara` de llegir
el guio´ definit per l’usuari i realitzar la seva execucio´. Aquesta caracter´ıstica permetra` a l’usuari
modificar l’execucio´ a realitzar i adaptar l’eina a les necessitats de cada topologia.
El disseny del director s’ha realitzat de forma completament abstracte i gene`rica, de forma
que e´s independent de les ma`quines virtuals i de les topologies que es volen realitzar. Tot aquest
coneixement el tenen els connectors. Per tant, el director del programa es podria utilitzar tant
per desplegar de forma dina`mica ma`quines virtuals per simular topologies de xarxa, com per
realitzar qualsevol altre feina, on sigui necessa`ria la modificacio´ i ampliacio´ del fluxe d’execucio´
segons les necessitats de cada execucio´.
Per comenc¸ar amb el disseny del director, explicarem quin e´s el seu camı´ d’execucio´ i despre´s
anirem definint de forma me´s detallada quines so´n les principals parts que el composen.
Com hem comentat, el director te´ la funcio´ de llegir el guio´ definit per l’usuari. Aquest
guio´ estara` compost per tasques que s’han d’anar executant en un ordre concret. Aquesta
funcionalitat es realitzara` sempre de la segu¨ent manera: el director llegira` la segu¨ent tasca a
executar del guio´, verificara` que existeixi un connector per tal de realitzar la tasca assignada,
realitzara` l’execucio´ dels connectors definits i escriura` el seu resultat en un fitxer d’estat. Un
cop acabada l’execucio´ del connector, si no hi ha hagut errors, llegira` la segu¨ent tasca del guio´ i
continuara` amb l’execucio´ fins que no hi hagi me´s tasques a executar. En la Figura 4.3 podem
veure un digrama amb l’execucio´ del director amb un guio´ que defineix quatre tasques a realitzar.
Guio´ i fitxer d’estat
El guio´ sera` un fitxer definit per l’usuari, on s’especificaran les tasques a realitzar durant una
execucio´ i el seu ordre. Cada una d’aquestes tasques definides en el guio´ estara` implementada
per un connector i incloura` tota la informacio´ necessa`ria per tal que l’execucio´ es pugui realtizar
correctament.
L’execucio´ d’un guio´ per part del programa la podem definir com una cadena de tasques
a realitzar, on cada una s’executara` de forma sequ¨encial i en ordre, permetent reutilitzar els
connectors implementats i aix´ı poder variar certes parts de l’execucio´ de forma dina`mica.
Apart del guio´, el director tambe´ tindra` un fitxer d’estat, que igual que el disseny monol´ıtic,
sera` l’encarregat de guardar tota la informacio´ referent a una execucio´, en aquest cas l’execucio´
d’un guio´. Aquest fitxer tindra` una estructura molt similar a la del guio´, pero` aquest sera` generat
durant l’execucio´. El fitxer d’estat guardara` tota la informacio´ referent a l’execucio´ d’una tasca,
on aquesta informacio´ sera` definida pel connector de la tasca executada. Pot haver connectors
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Figura 4.3: Diagrama del director executant un guio´ de quatre tasques.
que no defineixin informacio´ de sortida i per tant no sera` necessa`ria guardar informacio´ al fitxer
d’estat. En la Figura 4.3 podem veure l’execucio´ d’un guio´ i el seu fitxer d’estat.
No obstant, el fitxer d’estat no sempre sera` un fitxer d’escriptura per guardar l’estat de
l’execucio´ d’un guio´, sino´ que sera` utiltizat de lectura, per recuperar tota la informacio´ generada
durant l’execucio´ d’un guio´ anterior i permetra` realitzar accions sobre una execucio´ ja realitzada.
En aquest cas, tant el guio´ com el fitxer d’estat seran l’entrada del programa director i cada
tasca definida en el guio´ obtindra` informacio´ referent al guio´ i al fitxer d’estat.
Per tal d’aclarir l’u´s del guio´ i del fitxer d’estat anem a posar un exemple utilitzant el
desplegament de les topologies de xarxa fent servir ma`quines virtuals. Imaginem que definim
un guio´ referent al desplegament d’una topologia, inicialment l’accio´ que voldrem realitzar sera`
deplegar la topologia i les seves ma`quines virtuals, realitzant la seva instal·lacio´. En aquest cas,
el guio´ sera` un fitxer d’entrada i el fitxer d’estat de sortida, ja que guardara` tota la informacio´
referent al desplegament de la topologia. Ara be´, un cop tenim una topologia desplegada, les
accions les volem realitzar sobre la mateixa topologia. Per tant, si volem aturar totes les ma`quines
virtuals de la topologia, tant el guio´ com el fitxer d’estat seran d’entrada, ja que necessitarem
de l’informacio´ generada durant el desplegament, per tal de poder realtizar l’execucio´ de l’accio´.
Per tant, sera` l’accio´ a realitzar qui definira` si el fitxer d’estat e´s de lectura o d’escriptura.
Hem d’entedre que el fitxer d’estat generat per l’execucio´ d’un guio´ no pot ser modificat per
l’usuari, igual que el guio´, si el fitxer d’estat que es preten utilitzar ja ha estat generat.
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Opcions d’entrada
Com hem vist, el guio´ defineix les tasques que s’han d’executar i el fitxer d’estat guarda tota la
informacio´ referent a l’execucio´. Per tant, en cap moment permeten definir opcions que puguin
variar pel mateix guio´. Aixo` no ens permet suficient flexiblitat, ja que per exemple, per un
mateix guio´ podem voler executar diferents accions, com realitzar un desplegament i despre´s
esborrar-lo. Pero` l’accio´ a realtizar no la podem definir ni en el guio´ ni en el fitxer d’estat.
Per tant, l’usuari tambe´ podra` definir un conjunt d’opcions, que no so´n depenents del guio´ ni
del fitxer d’execucio´, pero` s´ı que influiran en l’execucio´ de les tasques definides en ell. En general
el director no utilitzara` les opcions definides per l’usuari, sino´ que les enviara` directament a cada
una de les taques definides en el guio´ a executar. Les tasques seran les que tindran que gestionar
les opcions definides per l’usuari, en el cas que requereixin d’elles. No obstant, hi ha quatre
excepcions, l’opcio´ accio´, el timestamp de l’execucio´, el timestamp del fitxer d’estat i el directori
d’execucio´.
• Opcio´ accio´: e´s un cas especial, ja que segons el valor utilitzat, el fitxer d’estat tindra` que
ser de lectura o d’escriptura. Per tant, s’ha de gestionar abans de comenc¸ar a executar les
tasques. Tanmateix en el cas que el tipus de tasques a executar no requereixin de diferents
accions, es pot desactivar la utilitzacio´ de la opcio´ accio´. Recordem que s’ha realitzat un
disseny gene`ric del director i per tant s’han tingut en compte tasques que no requereixin
d’una accio´. No obstant pel que fa aquest projecte, totes les tasques definides requeriran
de la opcio´ accio´ per tal de poder ser executades.
• Timestamp de l’execucio´: El segon cas especial sera` el timestamp, o marca de temps,
de l’execucio´. Aquest sera` generat en el moment d’executar el director i e´s utilitzat in-
ternament, per tal d’identificar una execucio´ en concret i relacionar guions amb fitxers
d’estat.
• Timestamp del fitxer d’estat: En el cas que el fitxer d’estat sigui d’escriptura, guar-
darem el timestamp de l’execucio´ en el fitxer d’estat. Aixo` ens permet verificar el moment
d’execucio´ d’un guio´ i la generacio´ del seu fitxer d’estat. En aquest cas tant el timestamp
de l’execucio´ com el timestamp del fitxer d’estat seran iguals. En canvi, en el cas que el
fitxer d’estat sigui de lectura, els valors seran diferents.
• Directori d’execucio´: Per acabar, l’u´ltima opcio´ que tindra` un tractament especial sera`
el directori d’execucio´. Aquesta sera` definida pel programa director en el moment de
comenc¸ar l’execucio´ i guardara` el directori on esta` definit el fitxer guio´. Aixo` pot ser u´til
a l’hora d’utilitzar rutes relatives dins dels connectors, en el cas que aquestes depenguin
de fitxers externs. Hem de pensar que, sense aquesta opcio´, no sabriem en quina carpeta
s’esta` realitzant l’execucio´ del guio´.
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Connector
Les tasques definides en el guio´ del programa so´n implementades per un connector o plugin.
La implementacio´ d’un connector sera` tant espec´ıfica o gene`rica com sigui necessa`ria segons
la tasca que tingui que realitzar. Totes elles han de tenir un petit conjunt de caracter´ıstiques
similars, per tal que es pugui realitzar la seva execucio´, com a tasca dins el guio´ per part del
director.
• Identificador Cada connector disposara` d’un identificador u´nic i sera` utilitzat en el guio´
per tal d’identificar-lo.
• Informacio´ d’entrada: En el guio´, en cas que sigui necessari, es podra` definir informacio´
per cada una de les tasques definides. Aquesta informacio´ sera` enviada pel director al con-
nector corresponent en el moment de realitzar l’execucio´ i aquesta podra` ser utilitzada pel
connector en el cas que sigui necessari. En el cas que el connector modifiqui la informacio´
obtinguda, aquesta no modificara` el guio´ definit.
• Informacio´ d’estat: En el cas que el fitxer d’estat sigui d’escriptura, el connector podra`
escriure el resultat de l’execucio´ realitzada dins el fitxer d’estat. En el cas que sigui de
lectura, el connector obtindra` la informacio´ d’estat de l’execucio´ realitzada anteriorment
i la podra` utilitzar en cas necessari. Aquesta informacio´ sera` enviada pel director en el
moment de realitzar l’execucio´ i mai es podra` modificar.
• Opcions d’entrada: Les opcions d’entrada explicades en l’apartat anterior, tambe´ seran
enviades a cada un dels connectors de l’execucio´. A difere`ncia de la informacio´ obtinguda
del guio´ i del fitxer d’estat, els connectors podran modificar les opcions d’entrada definides
per l’usuari.
• Estat de l’execucio´: Per acabar, el connector obtindra` un objecte estat, on tindra` tota
la informacio´ generada pels connectors executats pre`viament. Aquest objecte permetra`
enviar informacio´ entre els connectors d’una mateixa execucio´ i ser utilitzada i modificada
pels connectors posteriors. Aixo` permet que els connectors puguin generar un conjunt
d’informacio´, guardar-la dins l’objecte estat i que aquesta sigui utilitzada pels connectors
segu¨ents, fent que tingui sentit concatenar execucions de connectors. El primer connector
executat obtindra` un objecte d’estat buit.
L’u´s del objecte estat permetra` crear depende`ncies entre connectors, en el cas que un
connector generi una informacio´ que e´s necessa`ria per l’execucio´ d’un altre connector que
s’executara` posteriorment dins el guio´.
En la Figura 4.3 podem veure representat l’objecte estat.
Com podem observar, cada un dels connectors rebra` un conjunt d’informacio´, alguna pro-
cedent del guio´ i del fitxer d’estat, altre definida pels connectors executats anteriorment. Tot
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aquest conjunt d’informacio´ disponible en els connectors, fa que siguin molt flexibles i que es
puguin adaptar a gran part de les necessitats que l’execucio´ d’una tasca pot requerir. No obstant,
te´ un inconvenient, tota la informacio´ procedent tant de l’usuari com de les tasques executades
pre`viament, ha de ser verificada per cada un dels connectors. En cap moment, el connector pot
suposar que la informacio´ provinent de l’usuari e´s correcte o que el fluxe d’execucio´ definit en el
guio´ te´ en compte les depende`ncies que hi ha entre connectors. Per tant, una de les principals
tasques que veurem repetida en tots els connectors, sera` la verificacio´ de tota la informacio´ que
requereix per tal de realitzar un correcte funcionament.
Per tal que la gestio´ de la informacio´ obtinguda i la verificacio´ de totes les dades sigui el me´s
fa`cil possible, es definira` un connector abstracte, el qual tots els connectors tindran que heretar
per tal de definir un conjunt de me`todes que faran me´s fa`cil la verificacio´ de les dades. A part
aquest connector abstracte permetra` definir l’estructura que han de tenir tots els connectors i
aix´ı simplificar la feina de creacio´ de les tasques.
Per u´ltim, tot connector podra` acabar la seva execucio´ amb un estat d’error, per tal d’indicar
que alguna part del proce´s d’execucio´ no ha funcionat correctament, ja sigui perque` la informacio´
obtinguda no e´s correcte o perque` ha fallat alguna de les parts de la tasca a realitzar. En aquest
cas, tindra` que reportar l’error de forma detallada, per tal que l’usuari pugui verificar la causa
del error i arreglar-lo.
En tot moment, el programa director controlara` els errors d’execucio´ dels connectors i aturara`
l’execucio´ en cas que es produeixi un. En cap moment intentara` recuperar-se d’un error i
continuar l’execucio´. En el cas que es vulgui continuar l’execucio´, el connector mai podra` reportar
un estat d’error i per tant sera` el propi connector qui tindra` que gestionar l’error corresponent.
Execucio´ d’un connector
Ara que hem vist com e´s cada una de les parts implicades en l’execucio´ del programa director,
anem a definir una execucio´ completa, per tal de tenir una visio´ global de tots els elements
definits anteriorment. Per tal de no repetir informacio´, no explicarem que e´s cada una de les
parts definides en els apartats anteriors.
En el moment de realitzar una execucio´ del programa director, l’usuari defineix un fitxer amb
el guio´ que incloura` el llistat de tasques a executar, un conjunt d’opcions i l’accio´ a executar. Un
cop iniciada l’execucio´, a partir de l’opcio´ accio´, verifica si e´s necessari crear un fitxer d’estat o
llegir-ne un. El el cas que tingui que llegir un fitxer d’estat, el buscara` en el directori d’execucio´
del guio´, si no el troba, aturara` l’execucio´. A partir d’aquest moment el programa director
comenc¸ara` a llegir el guio´ i per cada una de les tasques definides, realitzara` el segu¨ent proce´s:
• Llegir la tasca del guio´
• Verificar que existeix un connector amb l’idenficador definit dins la tasca del guio´. Si no
aconsegueix trobar el connector corresponent, aturara` l’execucio´.
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• El connector obtindra` tota la informacio´ definida per l’usuari dins el guio´.
• En el cas que el fitxer estat sigui de lectura, s’enviara` la informacio´ pertinent a la tasca
cap al connector.
• Les opcions tambe´ seran enviades al connector.
• Per acabar de configurar-lo, tambe´ s’enviara` l’objecte estat de l’execucio´. En el cas que
sigui la primera tasca, l’objecte estat estara` buit.
• El director executara` el connector. En cas de reportar un error, s’aturara` l’execucio´.
• Acabada l’execucio´ del connector, i en el cas que el fitxer d’estat sigui d’escriptura, s’es-
criura` la informacio´ resultat de l’execucio´ dins el fitxer.

























Figura 4.4: Model conceptual del director.
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El model conceptual de la Figura 4.4, mostra totes les classes principals que intervenen en
el disseny del programa director. Explicarem de forma general com encaixa el disseny modular
explicat en els apartats anteriors dins el model conceptual de la figura.
A la part inferior del diagrama, es troba la classe PluginDispacher, aquesta composa la part
central del director i e´s l’encarregada de gestionar tota l’execucio´ del guio´. L’objecte esta` compost
per tres membres, un gestor de lectors, que anomenem ReadersFactory, un gestor d’escriptors,
que anomenem WritersFactory i un gestor de plugins que s’anomena PluginFactory.
El ReadersFactory s’encarrega de gestionar la lectura de fitxers, la seva tasca e´s obtenir
un lector pel guio´ i, en el cas que fitxer d’estat sigui de lectura, un lector pel fitxer d’estat.
E´s necessari obtenir un lector per cada un dels fitxers ja que el director esta` dissenyat per
permetre diferents tipus de formats d’entrada, com podria ser XML o JSON. Com que tindra` que
gestionar diferent tipus de fitxers, ReadersFactory heretara` de la classe MimeTypesFactory,
encarregada de gestionar el conjunt de formats de fitxers suportats pel director.
Un cop obtingut el lector AbstractReader , l’objecte PluginDispacher podra` comenc¸ar la
lectura dels fitxers d’entrada. Com es pot observar, aquest disseny segueix el patro´ de disseny
AbstractFactory 2. La classe SpecificReader representa tots els formats de lectura suportat
pel director, no s’ha definit directament perque` e´s ampliable segons les necessitats de l’execucio´.
El WritersFactory e´s l’encarregat d’obtenir un escriptor en el cas que el fitxer d’estat
sigui d’escriptura. Per tal d’escriure el fitxer d’estat, s’utilitzara` el mateix format que el guio´
definit per l’usuari. Com podem veure en el model conceptual, segueix el mateix disseny el que
ReadersFactory, pero` obtenint un object abstracte AbstractWriter .
El tercer membre e´s el PluginFactory, que e´s l’encarregat d’obtenir la implementacio´ del
connector corresponent a partir de l’identificador definit dins el guio´. Segueix el patro´ de disseny
AbstractFactory comentat en els dos membres anteriors. A partir del PluginFactory obtindrem
l’objecte abstracte AbstractPlugin del qual hereten totes les implementacions del connectors.
Dins el model conceptual, la classe SpecificPlugin representa les implementacions de tots els
connectors disponibles. No s’ha definit directament perque` tal i com hem comentat en aquest
apartat, e´s ampliable segons les ta`sques que es volen realitzar.
Finalment, la classe defineix dos objectes me´s, l’state object que representa l’objecte estat
de l’execucio´, inicialment buit, i les opcions definides per l’usuari que sera` un llistat d’strings.
Amb tot aixo` ja podem realitzar l’execucio´ de tots els connectors definits en el guio´.
4.3.2 Llistat de connectors
La segona part del disseny modular esta` composta pel disseny dels connectors necessaris per
tal de realitzar i gestionar el desplegament de topologies de xarxa utilitzant ma`quines virtuals.
2Un AbstractFactory e´s un patro´ de disseny utilitzat per gestionar diferents models d’objectes d’una mateixa
familia, permetent utilitzar-los tots sense tenir una depende`ncia directe, ja que s’utilitza una implementacio´
abstracte del objecte.
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No obstant, tal i com he comentat en el disseny del director, la implementacio´ d’un llistat
completament diferent de connectors, permetria realitzar qualsevol altra tasca sense tenir que
modificar en el component director del programa.
El que tractarem en aquest apartat sera` com s’ha realitzat la separacio´ de connectors per tal
d’assolir totes les tasques comentades en el cap´ıtol d’especifiacio´ del projecte. La separacio´ s’ha
realitzat intentant agrupar de forma lo`gica les tasques a realitzar amb les accions pertinents.
Tanmateix, aqu´ı nome´s definirem de forma global les tasques que realitzara` cada un dels con-
nectors, per tal de deixar clara la separacio´ realitzada. Per una informacio´ me´s detallada veure
el cap´ıtol d’implementacio´.
Com podrem veure, la separacio´ realitzada encaixa amb les tasques definides en el disseny
monol´ıtic. Aquesta similitud sorgeix de la separacio´ lo´gica realitzada en els dos dissenys, encara
que les principals difere`ncies les trobar´ıem en la implementacio´ d’aquests components. Ja que
per exemple, la implementacio´ que proposarem del connectors nome´s tindra` suport per gestionar
ma`quines virtuals utilitzant el programari Virtual Box. Aixo` s’ha realitzat aix´ı perque` en el
disseny modular no sera` necessari realitzar capes d’abstraccio´ per poder suportar diferentes
classes de ma`quines virtuals. Realitzant una nova implementacio´ dels connectors que tinguin a
veure amb les ma`quines virtuals, ja tindrem suficient3. Aixo` permetra` disminuir la complexitat
de les ta`sques que tenen que realitzar aquest connectors. Aquest nome´s e´s un petit exemple de
les simplificacions que es poden realitzar a l’hora d’utilitzar el disseny modular, ja que al poder
definir el flux del programa utilitzant el guio´, no fa falta tenir suport per mu´ltiples gestions dins
de cada una de les tasques.
Per cada un dels connectors definits explicarem l’entrada que esperem rebre del guio´, l’u´s i
modificacio´ de l’objecte estat, lectura o escriptura del fitxer d’estat i l’u´s d’opcions. En el cas
de no indicar res, el connector no utilitzara` aquell element.
La figura 4.5 mostra l’ordre d’execucio´ dels connectors per tal de realitzar el desplegament
d’una topologia de xarxa utilitzant ma`quines virtuals. El guio´ definit per l’usuari tindria que
seguir una estructura similar a la definida en el diagrama.
Definicio´ de ma`quines virtuals Virtual Box
El connector definicio´ de ma`quines virtuals Virtual Box, permetra` definir la localitzacio´ de
les ma`quines virtuals utilitzades com a model dins la topologia. Totes les ma`quines virtuals
desplegades durant la simulacio´ seran co`pies d’aquestes ma`quines virtuals model definides en
aquest connector. En el cas de voler utilitzar un altre programari de ma`quines virtuals, aquest
connector tindra` que ser reimplementat per tal de verificar la validesa de les imatges definides
utilitzant el nou programari.
Aquest connector esperara` que l’usuari hagi definit, com a mı´nim, una ma`quina virtual
3En aquest cas en qu¨estio´, nome´s sera` necessari reimplentar els connectors: Definicio´ de ma`quines virtuals
Virtual Box i Gestio´ de ma`quines virtuals de Virtual Box








Figura 4.5: Ordre d’execucio´ dels connectors.
model i verificara` la seva validesa. Les imatges definides seran guardades a l’objecte estat de
l’execucio´. La lectura i verificacio´ de les imatges nome´s es realitzara` en cas de realitzar una accio´
de desplegament, per la resta d’accions no realitzarem res, ja que considerarem que les ma`quines
virtuals estan desplegades.
El nom d’aquest connector dins el diagrama del model conceptual e´s VbVmDefinitions.
Definicio´ de la topologia CAIDA
La tasca a realitzar pel connector defincio´ de topologies [3] sera` llegir el fitxer de topologia
CAIDA i verificar el seu contingut. Tota la informacio´ de la topologia definida es guardara` en
forma de graf utilitzant llistes d’adjace`ncia. Un cop acabada la lectura, verificarem la topologia
definida per l’usuari per tal que sigui correcte i no tingui nodes no connexes. El graf de la
topologia definit pel fitxer pot ser tant un graf dirigit com un graf no dirigit.
El guio´ definit per l’usuari incloura` la localitzacio´ del fitxer CAIDA i la topologia definida
sera` guardada en l’objecte estat de l’execucio´.
Aquest connector nome´s sera` utilitzat en cas de realitzar una accio´ de desplegament, per la
resta d’accions no farem res.
El nom d’aquest connector dins el diagrama del model conceptual e´s CaidaTopologyReader.
Definicio´ del clu´ster
El llistat de ma`quines f´ısiques que formara` el clu´ster utilitzat per simular la topologia sera` definit
en aquest connector. Aquestes ma`quines sera`n els amfitrions de totes les ma`quines virtuals de
la topologia.
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El guio´ incloura` tota la informacio´ de cada una de les ma`quines del clu´ster: IP de la ma`quina,
llistat d’interf´ıcies de xarxa a utilitzar pel desplegament dels nodes i enllac¸os, i l’identificador
de la ma`quina. Tota la informacio´ obtinguda es guardara` tant en l’objecte d’estat de l’execucio´
com en el fitxer d’estat.
En el cas de realitzar una accio´ de desplegament es verificara` tota la informacio´ provinent del
guio´, per la resta d’accions, llegirem el fitxer d’estat i obtindrem tota la informacio´ ja verificada.
El nom d’aquets connector dins el diagrama del model conceptual e´s ClusterDefinition.
Generacio´ de la topologia
Aquest connector, generara` tota la informacio´ restant que requereix la topologia a partir de la
informacio´ obtinguda dels tres connectors definitis anteriorment i del guio´ definit per l’usuari.
La principal tasca que realitzara` sera` definir tota la informacio´ que requereixen els nodes i els
enllac¸os de la topologia per tal que poguem realitzar la simulacio´. Aquesta informacio´ podra`
ser definida expl´ıcitament o generada pel connector a partir d’unes indicacions generals que es
definiran en el guio´. La verificacio´ de les dades sera` molt important dins d’aquest connector,
ja que tindra` que assegurar que es pot realitzar la simulacio´ de la topologia a partir de tota la
informacio´ disponible.
A cada un dels nodes de la topologia s’els assignara` els segu¨ents valors:
• Direccio´ IP, utilitzada per tal d’administrar la ma`quina virtual que simulara` el node.
• Ma`quina del clu´ster dest´ı, a la qual realitzarem el desplegament de la ma`quina virtual.
• Porta d’enllac¸, en el cas que les ma`quines virtuals requereixin d’enrutament per tal d’estar
visibles per la ma`quina que realitza la configuracio´ de la topologia.
• Tipus d’imatge virtual model, sel·leccionada entre les definides en el connector Definicio´
de ma`quines virtuals Virtual Box.
• Identificador de la ma`quina virtual.
A cada un dels enllac¸os de la topologia s’els assignara` els segu¨ents valors:
• Identificador del node origen.
• Identificador del node dest´ı.
• Direccio´ IP de l’enllac¸ en el node origen.
• Direccio´ IP de l’enllac¸ en el node dest´ı.
• Interf´ıcie de xarxa de la ma`quina del
clu´ster del node origen.
• Interf´ıcie de xarxa de la ma`quina del
clu´ster del node dest´ı.
• Interf´ıcie de xarxa del node origen.
• Interf´ıcie de xarxa del node dest´ı.
• Vlan utilitzada per l’enllac¸.
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La generacio´ de la topologia nome´s sera` necessa`ria en el cas de realitzar una accio´ de desple-
gament, per la resta de casos, s’obtindra` aquesta informacio´ a partir del fitxer d’estat.
El nom d’aquest connector dins el diagrama del model conceptual e´s TopologyDefinition.
Desplegament de ma`quines virtuals remotes
Amb la informacio´ del connector anterior, ja podrem comenc¸ar a realitzar el desplegament de
totes les ma`quines virtuals a les ma`quines anfitrio´ dest´ı. La tasca d’aquest connector sera`
realitzar la co`pia de les imatges de ma`quina virtual model per la seva posterior utilitzacio´ dins
la topologia.
Aquest connector nome´s sera` utilitzat en el cas de realitzar el desplegament de la topologia.
El nom del connector dins el diagrama del model conceptual e´s DeployVm.
Desplegament de ma`quines virtuals en local
La tasca que realitzara` aquest connector sera` la mateix que s’ha definit pel connector anterior,
pero` en aquest cas les imatges de ma`quina virtual es copiaran i desplegaran de forma local.
Aquest connector e´s u´til en el cas que els nodes del clu´ster utilitzin una particio´ compartida per
NFS, fent que posteriorment puguin accedir a les imatges de ma`quina virtual que s’han copiat
de forma local. O en el cas que tot el desplegament es realitzi a una u´nica ma`quina.
El nom del connector dins el diagrama del model conceptual e´s DeployVmLocally.
Gestio´ de ma`quines virtuals Virtual Box
El connector de gestio´ de ma`quines virtuals Virtual Box e´s l’encarregat d’administrar les ma`quines
virtuals que s’han desplegat en els nodes del clu´ster. Les tasques que tindra` que realitzar aquest
connector varien molt en relacio´ a l’accio´ a realitzar. Per tant, anem a definir de forma separada,
les tasques a realitzar per cada accio´.
En el cas de realtizar una accio´ de desplegament, es registraran les ma`quines virtuals al pro-
gramari Virtual Box, es configuraran les interf´ıcies de xarxa i s’activara` l’interficie d’admi-
nistracio´, per tal de tenir acce`s per SSH.
Engegarem o aturarem les ma`quines virtuals en el cas que s’indiqui una accio´ d’activar o aturar
la topologia.
En el cas de realitzar una neteja, esborrarem el registre de la ma`quina virtual del programari
Virtual Box i s’eliminaran totes les ma`quines virtuals de la topologia desplegada.
El nom del connector dins el diagrama del model conceptual e´s ConfigureVbVm.
4.3. DISSENY MODULAR 41
Configuracio´ de la xarxa
Un cop tenim les ma`quines virtuals engegades, en el cas que estiguem realitzant el desplegament,
hem de configurar totes les interf´ıcies de xarxa de per tal de simular els enllac¸os entre els nodes.
A part, aquesta configuracio´ s’ha de realitzar de tal forma que no sigui temporal, ja que en el
cas d’aturar i tornar a engegar les ma`quines, volem que continuin estant configurades. Per tant,
es modificara` el fitxer de configuracio´ de interf´ıcies de la ma`quina virtual.
El nom del connector dins el diagrama del model conceptual e´s ConfigureNetwork.
Executar ordres
Aquest connector permetra` executar un conjunt d’ordres a cada una de les ma`quines virtuals de
la topologia. Aixo` pot ser molt u´til per tal d’automatitzar tasques de gestio´ i administracio´ dels
nodes de la topologia.
El nom del connector dins el diagrama del model conceptual e´s RunCommands.
Monitoritzacio´
Per acabar, la utilitat de monitoritzacio´ tambe´ es pot crear com un connector me´s. Permetra`
monitoritzar l’estat de totes les ma`quines virtuals d’una topologia, fent senzill veure si hi ha
algun problema en alguna d’elles.
El nom del connector dins el diagrama del model conceptual e´s Monitoring.
Model conceptual
El model conceptual de la Figura 4.6 mostra les principals classes que intervenen en el disseny
dels connectors. Explicarem de forma general l’here`ncia de connectors i els principals objectes
globals que intervenen.
Com podem veure en el model, tots els connectors hereten de la classe abstracta Abstract-
Plugin. Aquesta defineix un conjunt de funcions auxiliars, que permeten simplificar la imple-
mentacio´ dels connectors, tal i com hem comentat anteriorment. A part, utilitza un conjunt de
PluginObject, que representen la informacio´ provinent del guio´, l’objecte estat de l’execucio´
i la informacio´ provinent del fitxer d’estat. Tots tres extenen l’objecte PluginObject per tal
de disposar d’informacio´ referent a l’estat de les dades, com per exemple si l’objecte esta` buit o
realitzar una impressio´ de totes les dades de l’objecte.
Tambe´ s’ha realitzar la implementacio´ d’un altre connector abstracte, el AbstractRemote-
Plugin, que permetra` simplificar la feina dels connectors que s’han de connectar per SSH per tal
de realitzar accions remotes. El llistat d’accions implementades inclou: Executar ordres, pujar
un fitxer i descarregar un fitxer.
Per acabar, podem veure que hi ha un embolic de fletxes a l’hora d’utilitzar les Classes
Node, Edge i ClusterNode. Totes aquestes depende`ncies provenen de que pra`cticament tots
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els connectors definits, realitzen tasques sobre els nodes, enllac¸os i ma`quines del clu´ster. Aixo`
fa que tots ells utilitzin les classes definides de cada un d’aquests elements. Per tant, e´s normal























Figura 4.6: Model conceptual dels connectors.
4.3.3 Visio´ global
Ara que ja tenim definides les dues parts que composen el disseny modular, anem a veure un
exemple de com interactuen entre elles. La figura 4.7 mostra l’execucio´ del programa director amb
un guio´ composat per les tasques destinades a gestionar les ma`quines virtuals per a topologies
de xarxa mentre realitza una accio´ de desplegament. Aixo` ens permet donar una visio´ global de
tots els components del disseny modular.
El programa director llegeix les tasques definides en el guio´ per l’usuari i va realitzat la seva
execucio´ de forma ordenada d’una en una. En la figura 4.7, els connectors que ja s’han executat
estan en color vermell. El connector que s’esta` executant actualment e´s TopologyDefinition.
La resta de connectors puntejats encara han de ser executats.
Aquest connector que s’esta` executant te´ tres elements d’entrada:
• La informacio´ definida en el guio´ per part de l’usuari.
• Les opcions d’entrada definides per l’usuari (color blau), que inclouen l’accio´ que esta`
realitzant.
• L’objecte estat de l’execucio´ (color groc), que ja ha sigut utilitzat pels connectors executats
pre`viament.





















Figura 4.7: Diagrama d’una execucio´.
A part, aquest connector tambe´ te´ un element de sortida, el fitxer d’estat, que esta` utilitzant
per escriure el resultat de la seva execucio´. En el cas que s’estigues realitzant una accio´ que no
fos de desplegament, el fitxer d’estat seria de lectura. No tots els connectors han d’escriure el seu
resultat en el fitxer d’estat, ja que no totes les tasques que realitzen han de guardar informacio´
persistent entre execucions. En aquest cas, nome´s dos connectors guarden informacio´ d’estat.
Un cop s’hagi acabat aquesta execucio´, es podra` utilitzar el mateix guio´ amb el fitxer d’estat
generat per tal de realitzar noves accions de gestio´ sobre la topologia desplegada.
4.4 Eleccio´ d’un disseny
Incialment, quan vaig comenc¸ar el projecte, vaig dissenyar l’eina utiltizant el model que hem
definit com monol´ıtic. Aquesta eleccio´ de disseny la vaig realitzar pensant que ja tenia clares
totes les tasques que estarien implicades dins el desplegament de les topologies de xarxa que hem
comentat. No obstant, durant la realitzacio´ de la implementacio´ de l’eina, m’anava plantejant
casos futurs4 que no estaven contemplats en l’especificacio´ realitzada, pero` que podrien ser u´tils.
Aquesta va ser la qu¨estio´ que em va fer replantejar el disseny realitzat i comenc¸ar a dissenyar un
nou model, me´s flexible i ampliable a futures topologies de xarxa. El canvi de disseny si que va
implicar realtizar canvis a la part ja implementada de l’eina, no obstant, part de la implementacio´
es va poder reutilitzar pels dos dissenys sense problemes.
Encara que al final em decante´s per canviar de disseny i realitzar la implementacio´ me´s
abstracta i gene`rica basada amb connectors, utilitzant el disseny modular, tots dos dissenys
tenen els seus avantages e inconvenients, cosa que comentarem a continuacio´:
4Part d’aquests platejaments els comentarem en el capitol Treball futur
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Avantatges del disseny monol´ıtic
• Tots els components que formen l’aplicacio´ tenen una tasca clara a realitzar, aixo` fa que
totes les depende`ncies entre ells siguin clares.
• Les dades provinents de l’usuari nome´s so´n verificades en l’inici de l’execucio´ i en aquell
mateix moment ja podem informar a l’usuari si hi ha errors.
Inconvenients del disseny monol´ıtic
• El flux d’execucio´ ja esta` definit en el programa, per tal de realitzar canvis requerira` de
modificacions en la implementacio´. Aixo` dificulta afegir noves accions a l’eina.
• Afegir noves tasques o suport per noves classes de topologia augmentaria la complexitat
dels components que ja hi ha definits.
Avantages del disseny modular
• Modificar el flux d’execucio´ no requereix de canvis en el codi. L’usuari el pot definir en el
fitxer de configuracio´.
• Es poden afegir noves funcionalitats creant nous connectors, per tant no augmentaria la
complexitat d’afegir noves tasques.
• Amb els connectors adequats, es podra` utilitzar l’eina per realitzar altres tasques i funcions,
ja que te´ una implementacio´ completament gene`rica i abstracta en la part del director.
Inconvenients del disseny modular
• Me´s complexitat a l’hora d’utiltizar l’eina, ja que l’usuari tindra` que definir el flux d’execu-
cio´ en el guio´. Aixo` fa que tingui que entendre tots els components que afecten a l’execucio´
que va a realitzar i per tant tenir me´s coneixement de la tasca a fer.
• Cada un dels connectors tindra` que verificar la informacio´ d’entrada, ja que l’usuari podra`
definir el flux d’execucio´. Aixo` fa que es repeteixin taques de verificacio´ dins una mateixa
execucio´ per cada un dels connectors.
A l’hora de realitzar la implementacio´ dels connectors tambe´ tindra` certa importa`ncia.
• Al realitzar una implementacio´ me´s gene`rica, s’han tingut en compte moltes me´s carac-
ter´ıstiques que les que requereix l’eina monol´ıtica.
• Les depende`ncies entre connectors a vegades no so´n del tot clares, ja que pots dependre de
les depende`ncies dels connectors dels quals depens. Per aclarir, si el connector B depe`n de
A i C depe`n B, llavors C depe`n de A. Aquesta definicio´ que aqu´ı pot semblar molt clara
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en l’exemple donat, pot no ser-ho tant en el moment de crear un nou guio´. E´s fa`cil no
donar-se compte de depende`ncies de tercers que no tenen gaire sentit en el guio´ que s’esta`
creant, pero` si so´n necessa`ries en l’u´s del connector. Clarament aixo` s’arregla amb una
bona documentacio´ de les depende`ncies entre connectors.
Com podem veure, l’u´s del disseny modular te´ avantatges i inconvenients, no hi ha una solucio´
bona per tot. Per tant, m’agradaria posar un dels casos que em va fer decidir canviar de disseny
i aix´ı justificar la decisio´ de realitzar un canvi de disseny en el projecte.
El desplegament de les imatges de ma`quina virtual e´s una de les parts me´s configurables
del projecte. No obstant per les necessitats del mateix nome´s oferim dues opcions, copiar les
imatges a una ma`quina remota o copiar les imatges a la ma`quina local. Aquesta tasca, en el
disseny modular, esta` implementat utiltizant dos connectors. Obviament aixo` defineix la utilitat
del disseny modular i la definicio´ del guio´ per part de l’usuari. Ja que podra` escollir quin dels
dos connectors utilitzar a l’hora de realitzar el desplegament.
No obstant, implementar aixo` en el disseny monol´ıtic e´s igual de fa`cil: es creen dos compo-
nents per tal de gestionar les dues opcions disponibles i, amb l’ajut d’un condicional, ja tenim la
mateixa funcionalitat implementada. Per tant en aquest cas, no estaria justificada la utilitzacio´
del disseny modular.
Pero` que` passaria si en comptes de copiar la imatge de ma`quina virtual, volem utilitzar una
nova funcionalitat que ha tret el programari de gestio´ de ma`quines virtuals que utilitzem, que
permet clonar ma`quines virtuals 5. Implementar aixo` en el disseny modular seria crear un nou
connector i canviar el flux d’execucio´ en el guio´ per tal d’utilitzar la nova funcionalitat en el
desplegament de les ma`quines virtuals.
En canvi, realitzar aquesta modificacio´ en el disseny monol´ıtic ja no seria tant senzill, ja
que requeriria modificar la implementacio´ de la gestio´ de ma`quines virtuals del Virtual Box,
utilitzant la nova funcionalitat. Despre´s s’hauria de modificar la implementacio´ abstracta de
ma`quina virtual i, en cas que la resta de programaris suportats no tingui aquesta opcio´, gesionar-
ho d’una altra forma. Finalment es tindria que redefinir el flux d’execucio´ en relacio´ a la nova
funcionalitat.
Aqu´ı e´s on l’u´s del disseny modular s´ı que esta` justificat, ja que ha perme´s adaptar l’eina
d’una forma molt me´s senzilla.
5El programari Virtual Box va treure la funcionalitat de clonar ma`quines virtuals en la versio´ 4.1.2
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Cap´ıtol 5
Implementacio´
En aquest cap´ıtol explicarem com s’ha realitzat la implementacio´ de l’eina proposada. Orga-
nitzarem el cap´ıtol de forma que primer explicarem la metodologia i les eines utilitzades per
realitzar el desenvolupament i despre´s anirem explicant per separat cada un dels components
del disseny proposat, comenc¸ant pel director i despre´s per cada un dels connectors. Per aca-
bar, dedicarem un apartat a les proves que s’han realitzat durant el desenvolupament per tal de
verificar el correcte funcionament del projecte.
5.1 Metodologia
Per a la implementacio´ de l’eina s’ha utilitzat una metodologia basada en la realitzacio´ de proves,
per tal de verificar el correcte funcionamet de les parts del projecte que s’han anat implementant.
S’ha seguit una metodologia per implementar el director i un altre diferent a l’hora d’implementar
els connectors.
El motiu principal d’utilitzar una metodologia basada en els tests e´s que durant la realitzacio´
del projecte no tenia disponible un conjunt de ma`quines per tal de realitzar les execucions de
prova dels desplegaments de ma`quines virtuals. Per tant, gran part de les proves que s’han dut
a terme per fer la implementacio´, s’han executat de forma local, intentant simular que eren un
conjunt de ma`quines diferents i realitzant totes les proves necessa`ries per verificar que funcionava
correctament. No obstant, no s’ha seguit una metodologia guiada per les proves1, ja que vaig
considerar que la forma d’utilitzacio´ de l’eina no tenia que estar enfocada ni definida per les
proves, sino´ per la forma en que l’utilitzaria l’usuari.
La metodologia que s’ha utilitzat per implementar els connectors s’ha basat en definir inicial-
ment el guio´ que escriuria l’usuari per tal de realitzar l’execucio´. Aixo` em permetia veure quines
serien les opcions que un usuari esperaria trobar-se del connector al moment de ser utilitzat,
1Test-driven development, TDD, e´s una metodologia que es basa en escriure primer les proves i despre´s la
implementacio´.
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clarament enfocades a la tasca que tenia que realitzar, ja definida pel disseny. Despre´s, durant
la realitzacio´ de la implementacio´, s’afegien les opcions me´s depenents de la implementacio´, com
podria ser en alguns connectors el nombre de fils d’execucio´ que es creen per tal de paral·lalitzar
la tasca a realitzar. A part, un dels objectius que busquem en els connector e´s que siguin fa`cils
de mantenir i de modificar. Per tant s’ha intentat que el codi dels connectors fos fa`cil d’entendre
i que el flux d’execucio´ sigui el me`s senzill possible.
5.2 Entorn de treball
En aquest apartat es descriuran les eines i tecnologies que s’han utilitzat en la implementacio´ del
projecte. A me´s a me´s, comentarem com hem configurat una de les imatges de ma`quina virtual
model per tal de que pugui ser utilitzada per l’eina de gestio´.
5.2.1 Programari de ma`quines virtuals
Les imatges de ma`quina virtual que utilitzarem per la realitzacio´ del projecte utilitzaran el
programari Virtual Box[12]. La decisio´ d’utilitzar Virtual Box respecte a la resta de programari
lliure existent destinat a la gestio´ de ma`quines virtuals, prove´ de la necessitat d’escollir un d’ells.
La utilitzacio´ d’un programari de ma`quines virtuals o un altre no afecta gaire en l’objectiu del
projecte, ja que tots ells podren ser utilitzats de forma similar.
L’u´s del programari escollit s´ı que pot tenir me´s importancia en el moment de realitzar
la implementacio´, ja que segons l’el·leccio´ realitzada, es tindran que realitzar unes tasques o
unes altres a l’hora de gestionar les ma`quines virtuals de la topologia. El principal problema
aqu´ı e´s aconseguir que amb les eines que el programari escollit ofereix, realitzar les tasques que
requereix el projecte. Clarament e´s necessari realitzar proves i simulacions abans de comenc¸ar
amb la implementacio, per veure com es pot aconseguir l’objectiu desitjat.
L’u´s de libvirt i una capa d’abstraccio´
Una de les propostes que vaig estar estudiant en el moment de realitzar la implementacio´ del
projecte va ser la d’utilitzar una capa d’abstraccio´ per tal de tenir suport per diferents progra-
maris de ma`quines virtuals en el mateix connector. Aqu´ı teniem dues opcions, implementar-la
desde zero o utilitzar libvirt2, una llibreria de gestio´ de ma`quines virtuals ja existent.
• Implementar una capa d’abstraccio´ per tal de tenir aquest suport, implicaria augmentar
molt la complexitat dels connectors que fan u´s de les ma`quines virtuals. Aixo` va en contra
de la metodologia que hem comentat anteriorment, ja que volem que els connectors siguin
el me´s senzills possibles fent el seu manteniment me´s fa`cil. Per tant, crear una capa
d’abstracio´ per tenir aquest suport es va descartar.
2http://libvirt.org
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• libvirt e´s una llibreria que permet gestionar ma`quines virtuals de diferents programaris.
La decisio´ de no utilitzar-la e´s similar a l’anterior. Les proves que vaig realitzar per tal de
familiaritzar-me, em van fer veure que complicaven el codi dels connectors. Per tant no
tenia cap sentit utilitzar-la.
No obstant, aixo` no suposa cap problema. Ja que tal i com hem comentat en l’apartat de
disseny, per tal de tenir suport per un altre programari de ma`quines virtuals nome´s es tindrien que
implementar dos connectors. Per tant la decisio´ d’escollir un programari de ma`quines virtuals o
un altre no la considerem important. Encara que si influira` en la complexitat de la implementacio´,
segons lo dif´ıcil que sigui utilizar les eines que ofereix el programari de ma`quines virtuals per tal
de realitzar les tasques que proposa el projecte.
5.2.2 Python
La implementacio´ de l’eina s’ha realitzat utilitzant el llenguatge de programacio´ Python. La
decisio´ d’utilitzar aquest llenguatge de programacio´ vers la resta de llenguatges disponibles e´s
purament personal. Igualment considero que Python s’adapta molt a les necessitats de projecte.
Python e´s un llenguatge de programacio´ distribu¨ıt sobre una llice`ncia lliure que va ne`ixer a
principis dels 90. Les principals caracter´ıstiques so´n: un paradigme imperatiu orientat a objectes,
multiplataforma, tipat dina`mic i interpretat. Una de les caracter´ıstiques me´s comentades de
Python e´s que te´ una sintaxis molt clara i neta, permetent que sigui molt fa`cil la lectura del codi.
Aquesta caracter´ıstica considero que e´s molt interessant en la implementacio´ dels connectors, ja
que permet seguir molt fa`cilment el codi i permet veure la tasca que realitza. No obstant, aixo`
no ho tenia present al decidir utilitzar el llenguatge Python, ja que encara no havia canviat de
disseny.
Durant la implementacio´ s’han utilitzat certes funcionalitats de Python que nome´s estan
disponibles a partir de la versio´ 2.6. Per tant es tindra` que utilitzar una versio´ 2.6 o superior
dins la branca 2.x del llenguatge, per tal d’executar l’eina. A part, no tenim compatiblitat amb
la versio´ 3.x de Python, ja que una de les llibreries utilitzades no te´ suport per aquesta versio´ 3.
A me´s a me´s de les llibreries que propiament venen distribuides amb Python, s’han utilitzat
tres llibreries externes: netaddr, fabric i Urwid, que explicarem a continuacio´. Totes elles
estan distribu¨ıdes sobre llice`ncies lliures i per tant s’han pogut utilitzar en el projecte.
Netaddr
Netaddr e´s una llibreria que permet manipular adreces IP. S’ha fet servir principalment per
gestionar els rangs de xarxa que s’utilitzen per assignar adresses IP als nodes i enllac¸os de la
3L’u´s de la versio´ de Python 3 encara esta` molt limitat pel fet que no totes les llibreries so´n
compatibles. No obstant, la comunitat de Python esta` intentant que cada cop sigui me´s utilitzat.
http://wiki.python.org/moin/Python2orPython3
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topologia. Tambe´ s’ha utilitzat per dividir i particionar xarxes, subnetting en angle´s, per la seva
posterior utilitzacio´ en els enllac¸os.
El codi de la llibreria netaddr es pot trobar disponible a la segu¨ent pa`gina web https:
//github.com/drkjam/netaddr.
Fabric
Fabric e´s una llibreria i una eina implementada amb Python que permet simplificar l’u´s del
SSH per aplicacions de desplegament i tasques d’administracio´ de sistemes. Ofereix un conjunt
d’operacions per tal de fer me´s senzilla l’execucio´ d’ordres a ma`quines remotes i simplificar les
tasques de pujar i baixar fitxers. Nosaltres nome´s utilitzarem la llibreria de Fabric, no farem
u´s de l’eina que implementa.
Podem trobar me´s informacio´ a la pa`gina web http://docs.fabfile.org.
Urwid
Urwid e´s una llibreria gra`fica que permet crear interf´ıcies d’usuari per a inte`rprets d’ordres.
Aquesta llibreria Python utilitza internament la llibreria Ncurses[5] per tal de realitzar el pintant
de la interf´ıcie. S’ha preferit fer servir Urwid i no Ncurses directament perque` e´s me´s senzilla
d’utilitzar i permet implementar la interf´ıcie basada en text de forma molt me´s a`gil.
Es pot trobar me´s informacio´ a la pa`gina web http://excess.org/urwid/.
5.2.3 Configuracio´ d’una imatge Virtual Box
Les imatges de ma`quina virtual Virtual Box que utilitzarem en el projecte portaran instal·lat
un sistema operatiu GNU/Linux. S’ha decidit utilitzar-lo perque` el programari d’enrutament
Quagga[7] que utilitzarem per realitzar les simulacions nome´s pot ser utilitzat en sistemes ope-
ratius Unix. La instal·lacio´ del sistema operatiu realitzat a les imatges no inclou res d’especial,
nome´s hem intentat que siguin el me´s petites possibles per tal que la co`pia de les imatges de
ma`quines virtuals durant els desplegaments de topologies siguin el me´s ra`pides possibles. Tot
i aix´ı, el proce´s funcionaria igual de be´ amb imatges de ma`quines virtuals me´s grans, pero` els
temps d’espera creixerien.
Un cop instal·lat el sistema operatiu, s´ı que haurem de realitzar un conjunt de tasques, per
tal que el desplegament de les ma`quines pugui funcionar adequ¨adament. Les tasques comentades
a continuacio´ han sigut provades utilitzant les distribucions de Linux Debian i ArchLinux sense
problemes. No obstant, s’hauria de poder poder realitzar a qualsevol instal·lacio´ de Linux sense
complicacions.
Instal·lacio´ del Virtual Box Guest Additions Per tal de poder realitzar certes tasques d’ad-
ministracio´ de les interf´ıcies de xarxa durant el desplegament de les ma`quines virtuals, e´s
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necessari tenir instal·lat el programari Virtual Box per a ma`quines virtuals hostes. La
u´nica cosa que hem de tenir en compte e´s que sigui la versio´ 3.2 o superior.
Servidor SSH Activarem l’arrancada per defecte del servidor del protocol SSH, per tal de
tenir-lo disponible en el moment d’arracar el sistema operatiu de les ma`quines virtuals. En
el cas que el programari no el tinguem disponible, realitzarem la instal·lacio´.
Generacio´ de les claus compartides Quan realitzem una connexio´ SSH a les ma`quines vir-
tuals, considerarem que aquestes tenen configurades les claus compartides de forma que
no sigui necessari utilitzar una contrasenya per tal de realitzar la connexio´. Per tant, ne-
cessitarem realitzar la generacio´ i configuracio´ de les claus compartides entre la ma`quina
on es realitzara` l’execucio´ del programari de gestio´ de ma`quines virtuals i les imatges de
ma`quina virtual que estem configurant.
802.1Q Com hem comentat anteriorment, els enllac¸os utilitzaran el protocol IEEE 802.1Q per
tal de simular els enllac¸os punt a punt entre les ma`quines virtuals. Per tal de poder
utilitzar el protocol tindrem que carregar el mo`dul del Kernel 802.1q i activar la seva
ca`rrega a l’engegar la ma`quina virtual.
A part, per crear i gestionar interf´ıcies de xarxa que utilitzin les VLAN definides pel
protocol, tindrem que instal·lar el programari vconfig, que en cas del Debian, el trobem
en el paquet vlan.
Regles udev Durant la instal·lacio´ d’una topologia, un cop copiada i desplegada la imatge de
ma`quina virtual, realitzem el registre de la mateixa al programari Virtual Box. De forma
que poguem realitzar aixo` utilitzant co`pies d’imatges virtuals, hem de regenerar l’identifi-
cador UUID4 de la imatge. Aixo` fa que el Virtual Box regeneri totes les direccions MAC
de la ma`quina virtual, fent que les regles udev del sistema operatiu Linux que utilitzem
actualitzin tots els identificadors de les interf´ıcies de xarxa. Aixo` e´s un problema a l’hora
de gestionar les interf´ıcies de xarxa, ja que no tenim forma de relacionar l’identificador de
la interf´ıcie f´ısica de la ma`quina amfitrio´ amb la interf´ıcie de la ma`quina virtual.
Posem un cas d’exemple: la imatge de ma`quina virtual model te´ definida una intef´ıcie de
xarxa amb identificador eth0, al regenerar l’identificador UUID de la imatge i canviar la
direccio´ MAC, les regles udev canviaran l’identificador de l’interf´ıcie de xarxa definida a
eth1. Per tant, des de fora la ma`quina virtual, no podriem gestionar les interf´ıcies de
xarxa, ja que els identificadors canvien.
Si volem que aixo` no passi, hem de modificar les regles udev per tal que les interf´ıcies de
xarxa definides pel programari Virtual Box no actualitzin el seu identificador en el cas que
canvi¨ı la direccio´ MAC. Aquestes interf´ıcies de xarxa les podem identificar perque` totes
4El UUID e´s l’identificador universal estandaritzat per la Open Software Foundation (OSF)
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les direccions comencen per 08:00:27:. Aixo` ho podem realitzar modificant el fitxer de
configuracio´ del udev que defineix les regles a aplicar als dispositius de xarxa.
Les modificacions les hem de realitzar al fitxer /etc/udev/rules.d/75-persistent-net-generator.rules.
En el cas que no estigui definit, udev estara` utilitzant el fitxer de regles per defecte, que el
podem trobar a /lib/udev/rules.d/75-persistent-net-generator.rules.
Les modificacions a realitzar so´n les segu¨ents:
• Buscar la l´ınia que comenc¸a per # ignore Xen virtual interfaces. Per defec-
te, udev ja te´ definides regles similars a la que anem a aplicar, pero` so´n per altres
programaris de ma`quines virtuals.
• Just despre´s d’aquest comentari cal afegir les l´ınies:
# ignore VirtualBox virtual interfaces
ATTR{address}=="08:00:27:*", GOTO="persistent_net_generator_end"
• Finalment, eliminar el fitxer /etc/udev/rules.d/70-persistent-net.rules, per
tal que udev regeneri la configuracio´.
grub De forma opcional, podem eliminar el temps d’esperar del gestor d’engegada mu´ltiple
GRUB, en el cas que el tinguem actiu, per tal de disminuir el temps d’arrancada de les
ma`quines virtuals.
5.3 Director
El director e´s el component de l’eina encarregat de realitzar la lectura del guio´ i l’execucio´ dels
connectors. En aquest apartat explicarem la implementacio´ de les parts principals del director
de forma general.
Guio´ i fitxer d’estat
Com hem comentat en el cap´ıtol anterior, el disseny modular basa la seva execucio´ en llegir un
guio´ i gestionar un fitxer d’estat amb els resultats de les execucions.
Els fitxers del guio´ i del fitxer d’estat han de seguir un format espec´ıfic per tal que poguem
interpretar-los i extreure’n la informacio´. El director pot suportar molts tipus de formats, ja que
s’ha realitzat un disseny que a partir de l’extencio´ del fitxer utilitzi un lector o escriptor diferent
per cada un dels formats. No obstant, per a la realitzacio´ del projecte nome´s s’ha implementat
el suport pel llenguatge d’etiquetes XML.
El format que ha de tenir el guio´ o el fitxer d’estat e´s el segu¨ent:
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<?xml version="1.0" encoding="UTF-8"?>
<project name="Nom del projecte">
<plugin name="Identificador del connector 1">
<!-- Dades a enviar al connector -->
</plugin>
<plugin name="Identificador del connector 2" />
<!-- ... -->
</project>
El director llegeix cada un dels plugins o connectors definits en el fitxer i converteix la
informacio´ definida en un objecte Python de la classe PluginObject. Aixo` permet tenir de
forma organitzada tota la informacio´ que prove´ dels fitxers d’entrada i sortida, ja sigui el guio´ o el
fitxer d’estat. A part, simplifica i unifica la gestio´ d’enviar aquesta informacio´ a la implementacio´
del connector corresponent, que sera` qui realitzara` un u´s de la mateixa.
Per tal l’escriure el fitxer d’estat es realitza una tasca similar, els connectors omplen un
objecte PluginObject i aquest e´s convertit al format corresponent en el moment de realitzar
l’escriptura. Aixo` implica que nome´s es poden utilitzar tipus simples5 en els objectes que han
de ser enviats al fitxer d’estat.
Execucio´ dels connectors
Un cop hem llegit la segu¨ent tasca a executar del guio´ hem de relacionar aquesta amb el connector
corresponent. Aixo` s’ha implementat identificant el connector de la mateixa forma que el fitxer
i la classe que l’implementa, fent que es pugui relacionar la implementacio´ d’un connector amb
el seu identificador.
La implementacio´ amb Python s’ha realitzat de forma que al iniciar el director es carreguen els
identificadors de tots els conenctors que hi ha definits en la carpeta plugins/implementations.
Cada un d’aquests connectors esta` implementat en un fitxer seperat, el qual el seu nom comenc¸a
per plugin + identificador del connector. Aix´ı relacionem les implementacions amb les
tasques que hi ha definides en el guio´.
Aquesta forma de gestionar els connectors ens permet que afegir-ne de nous, sigui tant fa`cil
com crear un nou fitxer amb la implementacio´ del connector a la carpeta de plugins/implementations.
A la segu¨ent execucio´ del director aquest connector ja estaria disponible per ser utiltizat.
5Considerem tipus simples el segu¨ent llistat de tipus Python: Integer, Long, String, Boolean, List, Dict
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5.4 Connectors
Com hem comentat en el disseny, els connectors so´n implementacions de tasques molt concretes,
on mitjanc¸ant el guio´, es pot definir un ordre d’execucio´ que concatenara` un conjunt d’aquestes
tasques per aconseguir una finalitat concreta. En aquest apartat explicarem la implementacio´
dels connectors involucrats en aquest projecte.
paragraphPer cada un dels connectors definirem:
• Tasques que realitza en relacio´ a les accions.
• Depende`ncies del connector.
• Opcions del guio´.
• Implementacio´.
• Opcions gene`riques.
• Estat resultant de l’execucio´.
Com podrem observar, part de la informacio´ que definirem de cada un dels connectors podria
haver sigut explicada en el cap´ıtol de disseny. No obstant s’ha decidit situar-la en el cap´ıtol d’im-
plementacio´ ja que e´s molt depenent de la forma en que es realitzi i, per tant, va completament
lligada a la implementacio´ dels mateixos.
Connector abstracte
Tots els connectors hereten de la classe abstracte AbstractPlugin , que defineix l’estructura
ba`sica que ha de tenir un connector per tal que pugui ser executat pel director del programa.
A part, l’AbstractPlugin defineix un conjunt de funcions que permeten agilitzar algunes de




def setUp(self, global_object, plugin_object, result_object, options):
def run(self):
def _run(self):
El me`tode init , constructor del objecte, sempre ha d’estar buit, per tal que el director
pugui instanciar-lo.
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El me`tode setUp realitza les tasques de configuracio´ del connector. Els arguments de la funcio´
so´n els objectes que s’utilitzen per definir la informacio´ d’entrada i sortida del connector.
• global object e´s l’estat de l’execucio´.
• plugin object e´s la informacio´ provinent del guio´.
• result object representa el fitxer estat del connector.
• options representa les opcions globals definides per l’usuari.
El me`tode run e´s utilitzat per iniciar l’execucio´ del connector. La seva funcio´ e´s realitzar un
conjunt de tasques gene`riques, com per exemple calcular el temps d’execucio´ del connector,
abans executar la tasca propiament definida en el me`tode run.
El me`tode run on s’implementara` la tasca real del connector. Tots les implementacions de
connectors implementaran aquest me`tode.
Per tant, un implementacio´ concreta d’un connector tindra` la segu¨ent estructura ba`sica:
class SpecificPlugin(AbstractPlugin):
def _run(self):
""" Tasca a executar. """
Gestio´ d’errors dels connectors
Durant l’execucio´ d’un connector es pot donar el cas que es tingui que cancel·lar la tasca que
s’esta` realitzant perque` hi ha algun error, ja sigui perque` les dades d’entrada de usuari no so´n
correctes o perque` ha fallat part de l’execucio´. En aquests casos, el connector tindra` que llenc¸ar
una excepcio´ i el programa director aturara` l’execucio´ del guio´. E´s molt important que l’excepcio´
contingui un missatge d’error amb tota la informacio´ necessa`ria per tal de solucionar el problema,
ja que sino´ l’usuari no sabra` quina part del guio´ esta` causant l’error.
Per tal de solucionar el problema de reportar la ma`xima informacio´ possible a l’usuari sense
tenir que gestionar-ho durant la implementacio´ dels connectors, s’ha creat una excepcio´ ano-
menada PluginException. Aquesta excepcio´ gestiona la generacio´ del missatge d’error que es
mostrara` a l’usuari incloent tota la informacio´ referent al connector i l’estat en que es trobava
durant l’execucio´ en el moment que s’ha generat l’error. Aquesta informacio´ que es mostrara` a
l’usuari inclou: nom del connector, objecte estat de l’execucio´, informacio´ provinent del guio´,
informacio´ provinent del fitxer estat i les opcions gene`riques de l’execucio´.
Tota excepcio´ generada en un connector fara` que s’aturi l’execucio´ que s’esta` realitzant, no
nome´s en el cas d’utilitzar la excepcio´ PluginException. Per tant, en el cas que un connector
pugui generar excepcions pero` no es vulgui aturar l’execucio´, tindra` que gestionar-les interna-
ment.
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Connector abstracte utilitzant fabric
De tots els connectors que s’han implementat per la realitzacio´ del projecte, un conjunt impor-
tant utilitza la llibreria Fabric. Per tal de simplificar l’u´s d’aquesta llibreria en els connectors,
s’ha realitzat una implementacio´ abstracte anomenada AbstractFabricPlugin. Aquesta imple-
mentacio´ configura els para`metres ba`sics de Fabric i a part, implementa un llistat de me`todes
que permeten simplificar l’u´s de la llibreria per part dels connectors. Aquests me`todes gestionen
internament la part de mostrar els errors a l’usuari correctament, donant suficient informacio´ de
l’error.
5.4.1 Definicio´ de ma`quines virtuals Virtual Box
El connector vbvmdefinitions, Virtual Box virtual machine definitions, ens permet definir les
ma`quines virtuals model de la topologia. Totes les ma`quines virtuals que utilitzarem per a
la simulacio´ de la topologia seran co`pies de les imatges virtuals model que definim en aquest
connector. La principal funcio´ que realitzara` sera` la verificacio´ de les imatges definides, per tal
d’assegurar que so´n correctes. Aquest connector utilitza el programari Virtual Box per a gestio´
de les ma`quines virtuals.
Opcions del guio´
• name: String. vbvmdefinitions, nom del connector.
• vm: Definicio´ d’una imatge Virtual Box, per tal de ser utilitzada com a model en la
topologia.
– id: String. Identificador de la ma`quina virtual model.
– path: String. Ruta absoluta o relativa, a partir de la carpeta d’execucio´, de la imatge
Virtual Box .
– type: String.[optatiu] Sistema operatiu de la imatge Virtual Box6.
El Virtual Box permet definir el sistema operatiu de la ma`quina virtual hoste, perme-
tent optimitzar la configuracio´ de la ma`quina virtual. Per defecte, es considera que
la imatge Virtual e´s Debian.
– default: Boolean. [optatiu] Permet definir si e´s la imatge predefinida de l’execucio´.
Aixo` ens permet no tenir que definir el tipus d’imatge per cada un dels nodes de la
topologia, ja que considerara` que utilitza la imatge per defecte. En cas que nome´s es
defineixi una imatge de ma`quina virtual, es considerara` que e´s la imatge per defecte.




<vm id="debian" path="imatges/debian.vdi" default="true" type="Debian" />
<vm id="red hat" path="imatges/redhat.vdi" type="RedHat_64" />
</plugin>
Opcions gene`riques
Aquest connector nome´s realitzara` la tasca assignada en el cas que s’estigui realitzant una accio´
de desplegament.
Estat resultant de l’execucio´
Un cop ha finalitzat l’execucio´ del connector tindrem disponible el llistat de imatges Virtual Box
model en l’objecte estat de l’execucio´.
5.4.2 Definicio´ de la topologia en format CAIDA
El connector caidatopologyreader, CAIDA topology reader, llegira` el fitxer de topologia CAI-
DA i verificara` el seu contingut. La topologia definida dins el fitxer sera` guardada a la memo`ria
en forma de graf utilitzant llistes d’adjace`ncia i es verificara` que el graf e´s connexe. Aquest con-
nector pot utilitzar dues implementacions: topologies dirigides i topologies no dirigides, la qual
cosa ens permet acurar les restriccions que s’aplicaran al graf en el moment de la verificacio´. No
obstant aixo`, l’eina no te´ suport per simular enllac¸os dirigits utilitzant les interf´ıcies de xarxa.
Per tant, aquesta informacio´ referent a la direccio´ dels enllac¸os no sera` utilitzada en cap altre
moment.
Opcions del guio´
• name: String. caidatopologyreader, nom del connector.
• path: String. Ruta absoluta o relativa, a partir de la carpeta d’execucio´, del fitxer amb la
topologia en format CAIDA.
Exemple
<plugin name="caidatopologyreader" path="topologies/topologia.caida" />
Opcions gene`riques
Aquest connector nome´s realitzara` la tasca assignada en el cas que s’estigui realitzant una accio´
de desplegament.
58 CAPI´TOL 5. IMPLEMENTACIO´
Estat resultant de l’execucio´
Al finalitzar l’execucio´ tindrem disponible la topologia en l’objecte estat de l’execucio´.
5.4.3 Definicio´ dels nodes del clu´ster
El connector clusterdefinition, Cluster definition, ens permetra` definir les ma`quines que forma-
ran part del clu´ster on es desplegaran les ma`quines virtuals de la topologia. Aquesta informacio´
sera` verificada pel connector per tal d’assegurar que tot e´s correcte. Per acabar es realitzara` un
ping a cada una de les ma`quines del clu´ster per tal de verificar que estan actives i que es poden
utilitzar.
Opcions del guio´
• name: String. clusterdefinition, nom del connector.
• node: Definicio´ d’un node del clu´ster.
– id: String. Identificador del node.
– ip: String. IP o nom de ma`quina del node definit.
– admin iface: String. [optatiu] Permet definir la interf´ıcie de xarxa que utilitzaran
les ma`quines virtuals desplegades en el node per realitzar les tasques d’administracio´.
En el cas que no es defineixi la interf´ıcie, aquesta sera` sel·leccionada dins el llistat de
interf´ıcies de la ma`quina.
– ifaces: String. [optatiu] Permet definir el llistat de interf´ıcies de xarxa que s’utilit-
zaran per realitzar els enllac¸os entre els nodes virtuals de la topologia. La interf´ıcie
d’administracio´ utilitzada tambe´ pot estar present dins el llistat d’interf´ıcies. En
el cas que el llistat de interf´ıcies no estigui definit, aquest sera` obtingut del fitxer
/proc/net/dev. Els valors han d’anar separats per una coma.
• match: String. [optatiu]* El camp match ens permetra` definir una expressio´ regular per
tal de filtrar les interf´ıcies de xarxa obtingudes del node, en el cas que volguem que el
connector llegeixi el fitxer ’/proc/net/dev’ per tal d’obtenir el llistat de interf´ıcies de xarxa
a utilitzar. Si el llistat ja ha estat definit per l’usuari, no e´s necessari definir aquest camp.
Exemple
<plugin name="clusterdefinition" match="eth+">
<node id="cluster1" ip="10.10.1.1" admin_iface="eth0" />




En el cas que l’usuari no defineixi les interf´ıcies de xarxa d’una ma`quina del clu´ster, ens conec-
tarem a la ma`quina dest´ı i llegirem el fitxer /proc/net/dev per tal d’obtenir les interf´ıcies de
xarxa disponibles en aquella ma`quina. S’utilitzara` l’expressio´ regular definida en l’opcio´ match
per tal de filtrar les interf´ıcies de xarxa que es volen sel·leccionar del fitxer.
El llistat de interf´ıcies que es defineix dins aquest connector sera` utilitzat per les ma`quines
virtuals de la topologia per tal de simular els enllac¸os. A part, la interf´ıcie d’administracio´ sera`
utilitzada per configurar les ma`quines virtuals desplegades. E´s important definir la interf´ıcie
d’administracio´ correctament, ja que en el cas de no fer-ho aix´ı, no podr´ıem accedir de forma
remota a les ma`quines virtuals desplegades. Per tant, en el cas que el node del clu´ster disposi
de me´s d’una interf´ıcie de xarxa, sera` important definir de forma manual la interf´ıcie que diposi
la IP del rang d’administracio´.
Opcions gene`riques
Aquest connector nome´s realitzara` la tasca definida en el cas que s’estigui realitzant una accio´
de desplegament. En el cas de realitzar qualsevol altre accio´, llegirem del fitxer d’estat tota la
informacio´ referent als nodes del clu´ster.
Estat resultant de l’execucio´
Al finalitzar l’execucio´ tindrem disponible la informacio´ del cu´ster en l’objecte estat de l’execucio´.
Tambe´ es guardara` dins el fitxer estat per tal de que pugui ser utiltizada en accions futures.
5.4.4 Configuracio´ i generacio´ dels valors de la topologia
El connector topologydefinition, Topology definition, te´ la funcio´ de permetre configurar i/o
generar els valors dels nodes i dels enllac¸os de la topologia de xarxa que s’utilitzaran per a la
simulacio´. Aquesta informacio´ tant podra` ser definida per l’usuari com generada pel connector
a partir d’un petit conjunt d’opcions disponibles.
Depende`ncies
Aquest connector depe`n de la informacio´ definida pels connectors vbvmdefinitions, caidatopologyreader
i clusterdefinition per tal que pugui ser executat.
Opcions del guio´
• name: String. topologydefinition, nom del connector.
• range: String. [optatiu]* Permet definir un rang IP que sera` dividit en rangs me´s petits
/30, amb ma`scara 255.255.255.252, per tal de ser assignats als enllac¸os de la topologia
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definida. La IP ha d’anar acompanyada de la ma`scara de xarxa, en forma de sufix. En el
cas que tots les IP dels enllac¸os de la topologia siguin definits per l’usuari, aquest camp no
sera` necessari.
• admin: String. [optatiu]* Defineix un rang IP que sera` utilitzat per assignar IP d’admi-
nistracio´ a tots els nodes de la topologia, en el cas que aquest no sigui definit per l’usuari
en el node. La IP ha d’anar acompanyada de la ma`scara de xarxa, en forma de sufix. Igual
que el camp anterior, range, en el cas que l’usuari hagi assignat IP d’administracio´ a tots
els nodes de la topologia, aquest camp no sera` necessari.
• gateway: String. [optatiu] En el cas que per qu¨estions d’enrutament sigui necessari
definir la porta d’enllac¸ de les interf´ıcies d’administracio´ de les ma`quines virtuals, aquest
es pot definir tant de forma global en aquest camp, com de forma individual per cada un
dels nodes de la topologia.
• used ip: String. [optatiu] Llistat d’adresses IP perteneixents tant al rang d’administracio´
com al rang destinat als enllac¸os, que no poden ser utilitzades ni assignades en la topologia.
Els valors han d’anar separats per comes i permet definir rangs d’adresses IP utilitzant
guions. Exemple: ”192.168.1.1,192.168.1.3-168.1.10”
• vm: [optatiu] Definicio´ d’un node de la topologia.
– id: String. Identificador del node dins la topologia. S’ha d’utilitzar el valor definit en
el fitxer de topologia CAIDA.
– ip: String. [optatiu] Permet definir la IP d’administracio´ assignada al node. L’adrec¸a
IP ha d’anar acompanyada de la ma`scara de xarxa en forma de sufix. Totes les
direccions IP assignades d’aquesta forma, no fa falta que siguin definides al llistat de
IP utilitzades, used ip, comentat en aquest connector.
– cluster: String. [optatiu] Permet definir el node del clu´ster on sera` desplegada la
ma`quina virtual. S’ha d’utilitzar el camp identificador id del node dins el clu´ster,
definit en el connector clusterdefinition.
– vm type: String. [optatiu] Permet definir la imatge virtual model utilitzada a l’hora
de crear la ma`quina virtual del node. S’ha d’utilitzar el camp identificador, id, de la
imatge virtual model definit en el connector vbvmdefinitions.
– vm name: String. [optatiu] Permet definir el nom que sera` assignat a la ma`quina
virtual que represeta el node. En el cas que l’usuari no el defineixi, s’assignara` un
nom relatiu a l’execucio´ i a l’identificador del node.
– gateway: String. [optatiu] Porta d’enllac¸ utilitzada en la interf´ıcie d’administracio´
de la ma`quina virtual. En el cas que s’hagi definit una porta d’enllac¸ me´s gene`rica,
la definida en el node tindra` prioritat.
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• link: [optatiu] Definicio´ d’un enllac¸ de la topologia.
– from id: String. Identificador del node origen que defineix l’enllac¸ dins la topologia.
S’ha d’utilitzar el valor definit en el fitxer de topologia CAIDA. El connector s’encar-
rega de verificar les dues formes de definir un enllac¸ utilitzant el node origen, from id,
i el node dest´ı, to node. Per tant, si es defineix l’enllac¸ from id: 1 to id: 2, seria el
mateix que definir from id: 2 to id: 1. No obstant, s’ha de mantenir la nomenclatura
utilitzada dins la definicio´ de l’aresta.
– to id: String. Identificar del node dest´ı que defineix l’enllac¸ dins la topologia. Veure
comentaris del camp from id.
– ip: String. [optatiu] Permet definir un rang IP que sera` assignat a les interf´ıcies
de l’enllac¸. No fa falta definir la ma`scara de la xarxa, ja que s’utilitzara` sempre
la ma`scara /30. El connector permet definir les adresses IP de l’enllac¸ de diferents
formes. Per tant, aquest camp no e´s compatible amb els camps from ip i to ip.
– from ip: String. [optatiu] Permet definir la IP de l’enllac¸ del node origen. No fa
falta definir la ma`scara de xarxa, ja que s’utilitzara` un /30. La utilitzacio´ d’aquest
camp requereix que el camp to ip tambe´ estigui definit. A part, no e´s compatible
amb l’u´s del camp ip.
– to ip: String. [optatiu] Permet definir la IP del enllac¸ del node dest´ı. No fa falta
definir la ma`scara de xarxa, ja que s’utilitzara` una ma`scara /30. Veure camp to ip
per me´s informacio´.
– vlan: Defineix la VLAN, xarxa d’a`rea local virtual, utilitzada per l’enllac¸.
– from iface: String. Permet definir la interf´ıcie f´ısica del node del clu´ster, amfitrio´
de ma`quina virtual origen de l’enllac¸. Aquesta interf´ıcie tant pot ser definida amb
el nom de la interf´ıcie, com amb la VLAN utilitzada per l’enllac¸. Exemple: eth0 o
eth0.12, utilitzant la VLAN 12.
– to iface: String. Permet definir la interf´ıcie f´ısica del node del clu´ster, amfitrio´ de
ma`quina virtual dest´ı de l’enllac¸. Per me´s informacio´, veure el camp from iface.
Exemple
<plugin name="topologydefinition" range="192.168.2.0/24" admin="192.168.1.0/24"
used_ip="192.168.1.1-192.168.1.50">
<node id="1" ip="192.168.1.100" />
</plugin>
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Implementacio´
Aquest connector s’encarrega de gestionar cada un dels valors necessaris que ha de disposar un
node i un enllac¸ de la topologia per tal que pugui ser utilitzat i desplegat. Aixo` implica definir
molta informacio´ per part de l’usuari perque` puguin ser utilitzats en la topologia. Per simplificar
aixo`, s’ha realitzat una implementacio´ que a partir d’un petit conjunt d’opcions, generi tota la
informacio´ necessa`ria que requereixen els nodes i els enllac¸os, sense treure flexiblitat a l’usuari
per tal que pugui definir de forma manual tots els para`metres que necessiti per tal de definir
la topologia a simular. Per tant, l’usuari podra` definir me´s o menys para`metres per cada un
dels nodes i enllac¸os de la topologia, i deixar que el connector s’encarregui de generar la resta
d’informacio´ a partir d’un petit conjunt d’opcions.
A continuacio´ detallarem com genera el connector els para`metres dels nodes i els enllac¸os que
l’usuari no especifica en el guio´:
Generacio´ dels nodes:
Direccio´ IP : Sera` generada a partir del rang IP definit en l’opcio´ admin del guio´. En el cas
que aquest rang no s’hagi definit es llenc¸ara` una excepcio´.
Node amfitrio´ : La ma`quina del clu´ster amfitrio´ que allotjara` el node sera` escollida tenint
en compte el nombre de nodes que allotjara` cada una de les ma`quines del clu´ster. Aix´ı
s’intenta repartir la ca`rrega de les ma`quines amfitrio´.
Nom de la ma`quina virtual : Es generara` utilitzant: nom del projecte + timestamp de l’e-
xecucio´ + identificador del node.
Generacio´ dels enllac¸os:
Xarxa IP 30 : Sera` generada a partir del rang IP definit en l’opcio´ range del guio´. Aquest
rang sera` dividit en xarxes /30 i s’utilitzara` per assignar xarxes als enllac¸os de la topologia.
En el cas que aquest rang no s’hagi definit es llenc¸ara` una excepcio´.
VLAN : Sera` assignada a partir del valor 2 i s’anira` incrementat. Es verificara` que la VLAN
assignada no s’esta` utilitzant en cap altre enllac¸ definit per l’usuari.
Interf´ıcies origen i dest´ı : S’assignaran a partir de les interf´ıcies de xarxa disponibles en les
ma`quines del clu´ster que allotjaran els nodes origen i dest´ı. L’assignacio´ es realitzara` dis-
tribu¨ınt el nombre d’enllac¸os que so´n assignats a cada una de les interf´ıcies de les ma`quines
del clu´ster. Aix´ı la utilitzacio´ dels enllac¸os quedara` me´s homogeneitzada.
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Opcions gene`riques
Aquest connector nome´s realitzara` la tasca definida en el cas que s’estigui realitzant una accio´
de desplegament. En el cas de realitzar qualsevol altra accio´, llegirem del fitxer d’estat tota la
informacio´ referent als nodes i enllac¸os de la topologia.
Estat resultant de l’execucio´
Al finalitzar l’execucio´ tindrem disponible la informacio´ dels nodes i dels enllac¸os en l’objecte
estat de l’execucio´. Tambe´ es guardara` dins del fitxer estat per tal de que pugui ser utilitzada
en futures accions.
5.4.5 Desplegament de ma`quines virtuals remotes
El connector deployvm, Deploy virtual machine, e´s l’encarregat de distribuir les imatges de
ma`quina virtual dels nodes a cada una de les ma`quines del clu´ster. Les imatges model de
ma`quina virtuals seran copiades al node clu´ster dest´ı en relacio´ al tipus de ma`quina assignat a
cada un dels nodes.
Depende`ncies
Aquest connector depe`n de la informacio´ definida pel topologydefinition per tal que pugui
ser executat.
Opcions del guio´
• name: String. deployvm, nom del connector.
• remote path: String. Ruta absoluta o relativa, a partir de la qual es crearan les carpetes
pertinents a l’execucio´ i es copiaran les imatges de ma`quina virtual en la ma`quina del
clu´ster, amfitrio´, dest´ı.
• parallel: Integer. [optatiu] Defineix el nombre de connexions en paral·lel que es realitza-
ran per tal d’optimitzar el desplegament de les imatges de ma`quina virtual. Nome´s s’obrira`
una connexio´ per cada un dels nodes del clu´ster. Per tant, definir un nombre me´s gran que
la quantitat de ma`quines disponibles en el clu´ster definit, no tindra` cap efecte.
Exemple
<plugin name="deployvm" remote_path="/home/pfc/topologies" />
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Implementacio´
El connector realitza la co`pia de les imatges a la ma`quina remota dest´ı de forma paral·lela. Per
cada un dels nodes del clu´ster, crearem un fil d’execucio´ que copiara` cada una de les imatges del
node de forma sequ¨encial. Per tant, la paral·lelitzacio´ d’aquest connector ve definida en relacio´
al nombre de nodes del clu´ster. A me´s, es pot limitar el nombre ma`xim de fils d’execucio´ que es
crearan.
Durant la realitzacio´ de les proves del connector es va veure que les operacions get i put de
fabric tenien un rendiment molt baix7. Aixo` feia que la co`pia de la imatge de la ma`quina virtual
trigue´s un temps excessiu comparat amb el tamany que tenien. Per solucionar aquest problema
es va reimplementar la funcio´ put utilitzant directament l’ordre scp per tal de millorar el temps
de co`pia de la imatge.
Opcions gene`riques
Aquest connector nome´s realitzara` la tasca definida en el cas que s’estigui realitzant una accio´
de desplegament.
Tambe´ es pot configurar l’usuari que s’utiltizara` per connectar-se a la ma`quina del clu´ster
dest´ı utilitzant l’opcio´ cluster user.
Estat resultant de l’execucio´
Al finalitzar l’execucio´ tindrem desplegades totes les imatges de ma`quina virtual a cada un dels
nodes del clu´ster.
5.4.6 Desplegament de ma`quines virtuals en local
El connector deploylocallyvm, Deploy virtual machines locally, igual que el connector deployvm
comentat anteriorment, permet realitzar el desplegament de les ma`quines virtuals, pero` en aquest
cas de forma local. Aquest connector copia les imatges de ma`quina virtual de forma local al
directori corresponent. Aixo` pot ser u´til en el cas que volguem accedir per NFS des de les
ma`quines amfitrio´ a les imatges de ma`quina virtual de la topologia. Tambe´ pot ser utilitzat en
el cas de realitzar un desplegament que ha de ser utilitzat en local per tal de realitzar proves
d’execucio´.
Depende`ncies
Aquest connector depe`n de la informacio´ definida pel topologydefinition per tal que pugui
ser executat.




• name: String. deploylocallyvm, nom del connector.
• local path: String. Ruta local, absoluta o relativa, a partir de la qual es crearan les
carpetes pertinents a l’execucio´ i es copiaran les imatges de ma`quina virtual.
• remote path: String. Ruta, absoluta o relativa, a partir de la qual els nodes del clu´ster
han de tenir disponibles les imatges de ma`quina virtual, copiades de forma local a la
ma`quina on es realitza l’execucio´. En cas que sigui una execucio´ en local, la ruta tindria
que ser la mateixa que s’ha definit en el camp local path.
• parallel: Integer. [optatiu] Permet definir el nombre de co`pies en paral·lel que es realit-





Aquest connector nome´s realitzara` la tasca definida en el cas que s’estigui realitzant una accio´
de desplegament.
Estat resultant de l’execucio´
Al finalitzar l’execucio´ tindrem desplegades totes les imatges de ma`quina virtual a cada un dels
nodes del clu´ster.
5.4.7 Configurar ma`quines virtuals Virtual Box
El connector configurevbvm, Configure Virtual Box virtual machines, e´s l’encarregat de con-
figurar i gestionar les imatges de ma`quina virtual desplegades a cada un dels nodes del clu´ster.
Depende`ncies
Aquest connector depe`n de la tasca realitzada pel connector, deployvm o deploylocallyvm,
encarregat del desplegament de les imatges de ma`quina virtual dels nodes de la topologia.
Opcions del guio´
• name: String. configurevbvm, nom del connector.
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• type: String. [optatiu] Permet definir la forma en que s’iniciara` la ma`quina virtual
Virtual Box. Les opcions disponibles so´n:
– headless: Iniciar la ma`quina virtual sense interf´ıcie gra`fica.
– gui: Iniciar la ma`quina virtual amb interf´ıcie gra`fica.
– sdl: Iniciar la ma`quina virtual amb interf´ıcie gra`fica utilitzant les llibreries gra`fiques
SDL.
• startup time: Integer. [optatiu] Permet definir el temps d’espera inicial, en segons, que
es deixara` per tal que les ma`quines virtuals s’engeguin. Cal recordar que totes les ma`quines
virtuals s’activen de forma paral·lela. Per defecte el valor so´n 60 segons.
• retry time: Integer. [optatiu] Permet definir un temps suplementari, en segons, que es
deixara` per engegar cada una de les ma`quines virtuals en el cas que aquestes no hagin
acabat. Aixo` permet reintentar la configuracio´ de la interf´ıcie de xarxa d’administracio´ en
el cas que la configuracio´ falli. En total hi ha tres reintents per cada una de les ma`quines
virtuals. Per defecte el temps suplementari so´n 15 segons.
• parallel: Integer. [optatiu] Defineix el nombre de connexions en paral·lel que es realitza-
ran per dur a terme les tasques de configuracio´ de les ma`quines virtuals. Nome´s s’obrira`
una connexio´ per cada un dels nodes del clu´ster. Definir un nombre me´s gran que la
quantitat de ma`quines disponibles en el clu´ster no tindra` cap efecte.
Exemple
<plugin name="configurevbvm" type="gui" />
Implementacio´
Aquest connector e´s l’encarregat de realitzar el registre de les ma`quines virtuals al programari
Virtual Box de cada un dels nodes del clu´ster. En aquest apartat comentarem el proce´s que s’ha
realitzat per tal de registrar cada una de les ma`quines virtuals. S’ha intentat que aquest proce´s
sigui el me´s eficient en temps possible, ja que realitzar el registre i configuracio´ de les ma`quines
virtuals representa gran part del temps d’execucio´ del programa.
paragraphProce´s de registre d’una ma`quina virtual VirtualBox:
1. Primer de tot hem de regenerar l’UUID de la imatge de ma`quina virtual, ja que a l’haver
sigut copiada de la imatge model, totes tenen el mateix identificador i per tant no podria
ser utilitzada.
2. Crearem una nova ma`quina virtual al programari Virtual Box i li assignem el tipus de
sistema operatiu definit en la imatge model.
5.4. CONNECTORS 67
3. En el cas de tenir definit el tamany de la memo`ria RAM de la ma`quina virtual tambe´ el
configurarem.
4. Crearem la interf´ıcie de xarxa d’administracio´ de la ma`quina virtual, sempre utilitzarem
la interf´ıcie eth0 per tal de simplificar la configuracio´.
Durant la realitzacio´ del desenvolupament vam observar que no tots els models d’interf´ıcie
de xarxa proporcionats pel Virtual Box funcionen correctament quan s’utilitza el protocol
802.1Q. Per tant, al configurar les interf´ıcies de xarxa, s’ha d’utilitzar el model de hardware
Am79C9738.
5. Crearem la resta d’interf´ıcies de xarxa que s’utilitzaran pels enllac¸os. Hem de tenir en
compte que Virtual Box te´ suport per a vuit interf´ıcies de xarxa com a ma`xim. Per tant,
en el cas de disposar de me´s de vuit interf´ıcies de xarxa en les ma`quines del clu´ster, seria
necessari limitar-ho en la configuracio´ de la topologia.
6. Crear el controlador SATA que s’utilitzara` per a la imatge de la ma`quina virtual.
7. Assignar la imatge de ma`quina virtual desplegada al controlador definit en el pas anterior.
8. Iniciarem la ma`quina virtual.
9. Esperarem a que la ma`quina virtual estigui activa.
10. Configurarem la interf´ıcie de xarxa eth0 amb l’adrec¸a IP d’administracio´ de la ma`quina vir-
tual utilitzant l’opcio´ guestcontrol que ofereix l’eina VBoxManage del Virtual Box. Execu-
tarem l’ordre ifconfig eth0 IP-ADMINISTRACIO´ netmask MASCARA-IP-ADMINISTRACIO´.
Aquest proce´s de registre deixa activa i configurada la ma`quina virtual diposant d’una in-
terf´ıcie de xarxa d’administracio´ activa per tal de poder ser utilitzada posteriorment. La realit-
zacio´ d’aquest proce´s de registre es pot fer de moltes formes diferents, pero` s’ha decidit utilitzar
aquest proce´s perque` nome´s requereix iniciar un cop la ma`quina virtual. Altres processos de
configuracio´ requerien d’iniciar i aturar la ma`quina virtual mu´ltiples cops per tal de poder confi-
gurar definitivament la interf´ıcie de xarxa d’administracio´, fent que el temps d’execucio´ d’aquest
connector fos me´s gran.
A part, s’ha optimitzat el proce´s de registre executant-lo de forma paral·lela per cada un dels
nodes del clu´ster, aix´ı com configurant totes les ma`quines virtuals de forma paral·lela mentre
ens esperem que es vagin iniciant.
Opcions gene`riques
Aquest connector realitzara` diferents tasques en relacio´ a l’accio´ sel·leccionada:
8Tots els models Intel proporcinats per Virtual Box no funcionen amb 802.1Q.
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En el cas de realitzar una accio´ de desplegament, es registraran les ma`quines virtuals al pro-
gramari Virtual Box, es configuraran les interf´ıcies de xarxa i s’activara` l’interf´ıcie d’admi-
nistracio´, per tal de tenir acce`s per SSH.
Engegarem o aturarem les ma`quines virtuals en el cas que s’indiqui una accio´ d’activar o aturar
la topologia.
En el cas de realitzar una neteja, esborrarem el registre de la ma`quina virtual del programari
Virtual Box i s’eliminaran totes les imatges ma`quines virtuals de la topologia desplegada.
L’opcio´ user definira` l’usuari de la ma`quina virtual que sera` utilitzat per configurar la in-
terf´ıcie de xarxa d’administracio´. Aquest usuari ha de tenir privilegis d’administrador per tal
d’executar l’odre ifconfig.
L’opcio´ password definira` la contrasenya de l’usuari de la ma`quina virtual.
De forma opcional es pot configurar l’usuari que s’utilitzara` per connectar-se a la ma`quina del
clu´ster dest´ı utilitzant la opcio´ cluster user. En el cas que no sigui definit s’utilitzara` l’usuari
que esta` realitzant l’execucio´ del programa.
Estat resultant de l’execucio´
Al finalitzar l’execucio´ tindrem configurades totes les ma`quines virtuals de la topologia, a part,
segons l’accio´ realitzada estaran actives o aturades.
5.4.8 Configuracio´ dels enllac¸os de la topologia
El connector configurenetwork, Configure network, te´ la funcio´ de configurar les interf´ıcies de
xarxa dels nodes virtuals, per tal de realitzar la simulacio´ dels enllac¸os de la topologia. Aquesta
configuracio´ s’ha de realitzar de forma que no sigui temporal, ja que en el cas d’aturar i tornar a
engegar les ma`quines, volem que continuin estant configurades. Per tant es modificara` el fitxer
de configuracio´ d’interf´ıcies de la ma`quina virtual.
Depende`ncies
Aquest connector depe`n de la tasca realitzada pel connector configurevbvm.
Opcions del guio´
• name: String. configurenetwork, nom del connector.
• parallel: Integer. [optatiu] Defineix el nombre de connexions en paral·lel que es realitza-
ran per configurar les interf´ıcies de xarxa dels nodes virtuals. Es realitzara` una connexio´
per cada un dels nodes de la topologia. Definir un nombre me´s gran que la quantitat de





Per tal de configurar les interf´ıcies de xarxa de les ma`quines virtuals, el que farem sera` reescriure
el fitxer /etc/network/interfaces amb la informacio´ de les interf´ıcies dels enllac¸os i la de la
interf´ıcie d’administracio´. Hem de recordar que les interf´ıcies de xarxa dels enllac¸os utilitzaran
el protocol 802.1Q.
Exemple de fitxer amb la interf´ıcie d’administracio´, eth0, i dues interf´ıcies d’enllac¸ configu-
rades:
# The loopback network interface
auto lo
iface lo inet loopback
# Admin iface.
auto eth0
iface eth0 inet static
address 192.168.1.53
netmask 255.255.255.0
# Link node 1 -> node 2
auto eth0.2




# Link node 2 -> node 3
auto eth0.3




Un cop tenim escrit el fitxer, es reiniciara` el servei de xarxa de la ma`quina virtual per tal que
els canvis realitzats siguin aplicats a les interf´ıcies de xarxa. Durant la realitzacio´ de les proves
del connector es va observar que a l’haver definit interf´ıcies de xarxa que utilitzen el protocol
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802.1Q, e´s necessari reiniciar el servei de SSH de la ma`quina virtual. Ja que sino´ no podrem
realitzar noves connexions remotes.
Opcions gene`riques
Aquest connector nome´s realitzara` la tasca definida en el cas que estiguem realitzant una accio´
de desplegament.
L’opcio´ user definira` l’usuari de la ma`quina virtual que sera` utilitzat per configurar l’interf´ıcie
de xarxa d’administracio´. Aquest usuari ha de tenir privilegis d’administrador per tal d’executar
l’ordre ifconfig.
L’opcio´ password definira` la contrasenya de l’usuari de la ma`quina virtual.
Estat resultant de l’execucio´
Al finalitzar l’execucio´ tindrem configurades totes les inteficies de xarxa de les ma`quines virtuals.
5.4.9 Executar ordres als nodes de la topologia
El connector runcommands, Run commands, permet executar un conjunt d’ordres als nodes
de la topologia. S’ha implementat de forma que e´s auxiliar a la resta de connectors, permetent
que pugui ser definit tant en el guio´ principal del programa, com en un guio´ secundari que nome´s
tingui la finalitat d’executar ordres als nodes de la topologia.
Depende`ncies
Aquest connector depe`n de la informacio´ definida pel connector clusterdefinition per tal que
pugui ser executat.
Opcions del guio´
• name: String. runcommands, nom del connector.
• parallel: Integer. [optatiu] Defineix el nombre de connexions en paral·lel que es realitza-
ran per tal de d’executar les ordres a cada un dels nodes. Es realitzara` una connexio´ per






El connector d’executar ordres s’ha implementat de forma que es pot definir en un guio´ secundari
que nome´s tingui la finalitat d’executar ordres. Aixo` permet que el guio´ del desplegament de la
topologia no tingui que incloure la definicio´ del connector runcommands, fent que sigui me´s clar
el flux d’execucio´.
El guio´ secundari nome´s tindra` que definir el connector actual i les seves depende`ncies.
Utilitzara` el fitxer d’estat de l’execucio´ principal per tal de recuperar tota la informacio´ referent
a la topologia. El guio´ 1 mostra la definicio´ d’un guio´ secundari per executar ordres. Com podem
veure la seva definicio´ e´s gene`rica i es pot utilitzar amb qualsevol desplegament.
<plugin name="clusterdefinition" />
<plugin name="runcommands" />
Guio´ 1: Exemple de guio´ secundari per executar ordres.
A part, el connector implementa quatre formes d’executar ordres als nodes de la topologia:
• Executar un fitxer i verificar que el resultat e´s correcte. En el cas de no ser-ho, es cancel·lara`
l’execucio´ per a la resta de nodes.
• Executar un fitxer i no verificar si el resultat e´s correcte. En aquest cas, inclu´s si un dels
nodes no esta` disponible, no s’aturara` l’execucio´.
• Executar un llistat d’ordres d’una en una i verificar el seu resultat. Aixo` permet definir
un llistat d’ordres en Bash en un fitxer i que sigui la pro`pia execucio´ qui s’encarrega de
gestionar els errors. En el cas que alguna de les ordres s’executi de forma incorrecte, es
cancel·lara` l’execucio´ a tots els nodes.
• Executar un llistat d’ordres d’una en una i no verificar el seu resultat. En aquest cas,
inclu´s si un dels nodes no esta` disponible, no s’aturara` l’execucio´
Les ordres a executar es realitzen de forma paral·lela per un conjunt de nodes. Si en algun
moment s’ha de cancel·lar l’execucio´, es deixaran finalitzar tots els nodes que hagin comenc¸at
l’execucio´ de les ordres i un cop finalitzats s’enviara` l’error al usuari. S’ha implementat aix´ı
perque` no volem aturar el fil d’execucio´ d’un node mentre esta` realitzat l’execucio´ d’alguna de
les ordres, ja que podria causar errors.
Opcions gene`riques
Aquest connector nome´s realitzara` la tasca definida en el cas que estiguem realitzant una accio´
d’executar ordres.
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L’opcio´ nodes definira` el llistat de nodes de la topologia els quals s’ha d’executat les ordres.
En el cas de no definir-lo es considerara` que s’ha d’executar per tots els nodes de la topologia.
L’opcio´ file definira` el fitxer amb el llistat d’ordres a executar.
L’opcio´ user definira` l’usuari de la ma`quina virtual que sera` utilitzat per configurar la in-
terficie de xarxa d’administracio´. Aquest usuari ha de tenir privilegis d’administrador per tal
d’executar l’ordre ifconfig.
L’opcio´ password definira` la contrasenya de l’usuari de la ma`quina virtual.
Estat resultant de l’execucio´
Al finalitzar l’execucio´ s’haura` executat el llistat d’ordres per cada un dels nodes que s’hagin
especificat en el connector.
5.4.10 Monitoritzacio´
El connector monitoring permet monitoritzar l’estat dels nodes del clu´ster i de les ma`quines
virtuals d’una topologia. S’ha implementat de forma que e´s auxiliar a la resta de connectors,
permetent que pugui ser definit tant en el guio´ principal del programa, com en un guio´ secundari
que nome´s tingui la finalitat de monitoritzar l’estat de la topologia.
Depende`ncies
Aquest connector depe`n de la informacio´ definida pels connectors clusterdefinition i topologydefinition
per tal que pugui ser executat.
Opcions del guio´
• name: String. monitoring, nom del connector.
• cluster threads: Integer. [optatiu] Permet definir el nombre de fils d’execucio´ que es
crearan per tal de monitoritzar les ma`quines del clu´ster. Per defecte s’utilitzara` un fil.
• node threads: Integer. [optatiu] Permet definir el nombre de fils d’execucio´ que es






La implementacio´ del connector de monitoritzacio´ s’ha realitzat utilitzant la llibreria Urwid de
Python, que fa servir la lliberia curses[5] internament per tal de crear la interf´ıcie gra`fica. S’ha
decidit utilitzar aquesta llibreria perque` aix´ı podem executar la interf´ıcie en un terminal i no
requerir d’executar-ho a una ma`quina amb suport per a sistemes de finestres X Window.
Internament, el connector de monitoritzacio´ creara` un conjunt de fils d’execucio´ que s’encar-
regaran d’anar obtenint informacio´ de cada un dels nodes de la topologia. Aquesta informacio´
s’anira` actualitzant perio`dicament per tal de mostar els u´ltims resultats a l’usuari. El nombre
de fils d’execucio´ que es crearan pot ser configurat per l’usuari per tal d’adaptar-los al tamany
de la topologia i a la velocitat de refresc de les dades obtingudes.
Opcions gene`riques
Aquest connector nome´s realitzara` la tasca definida en el cas que estiguem realitzant una accio´
de monitoritzacio´.
L’opcio´ user definira` l’usuari de la ma`quina virtual que sera` utilitzat per configurar la in-
terficie de xarxa d’administracio´. Aquest usuari ha de tenir privilegis d’administrador per tal
d’executar l’odre ifconfig.
L’opcio´ password definira` la contrasenya de l’usuari de la ma`quina virtual.
Tambe´ es pot configurar l’usuari que s’utiltizara` per connectar-se a la ma`quina del clu´ster
dest´ı utilitzant l’opcio´ cluster user.
5.4.11 Guio´
Ara que ja tenim explicades totes les opcions que utilitza cada un dels connectors implementats,
anem a definir un guio´ complet i el fitxer d’estat resultat de la seva execucio´. Aixo` ens oferira`
una visio´ global de tots els elements explicats en aquest cap´ıtol. A part, es podra` trobar me´s
informacio´ referent a com utilitzar les opcions del guio´ en l’ape`ndix B: Exemples d’execucions.
La topologia que anem a representar e´s la segu¨ent:
Figura 5.1: Topologia utilitzada com a exemple en el guio´ definit.
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<?xml version="1.0" encoding="UTF-8"?>
<project name="nom del projecte">
<plugin name="vbvmdefinition">
<vm id="debian" path="debian-pfc.vdi" type="Debian" />
</plugin>
<plugin name="caidatopologyreader" path="caida-topology.txt" />
<plugin name="clusterdefinition" match="eth+">
<node id="localhost" ip="localhost" />
</plugin>
<plugin name="topologydefinition" range="192.168.2.0/24" admin="192.168.1.0/24"
used_ip="192.168.1.1-192.168.1.10" />
<plugin name="deployvm" />




Guio´ 2: Exemple de guio´.
L’exemple de guio´ 3, mostra les opcions definides a cada una de les tasques que els connectors
han de realitzar per tal de gestionar les ma`quines virtuals d’una topologia. Anem a comentar
algunes de les caracter´ıstiques d’aquest guio´:
S’ha definit una u´nica ma`quina virtual model en connector vbvmdefinitions.
El fitxer de topologia CAIDA utilitzat en el connector caidatopologyreader representa que te´





Podem observar que s’han definit els enllac¸os de forma bidireccional.
S’ha definit una ma`quina del clu´ster de forma local.
S’utilitzara` la xarxa IP 192.168.1.0/24 com a direccions d’administracio´ de les ma`quines virtuals.
La xarxa 192.168.2.0/24 sera` dividida en xarxes /30 i seran assignades als enllac¸os de la topo-
logia.
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Observar que tambe´ s’ha definit el connector de monitoritzacio´. Aix´ı es pot utilitzar el mateix
guio´ per monitoritzar l’estat de les ma`quines.
El fitxer estat resultat de l’execucio´ d’aquest guio´ quan es realitza una accio´ de desplegament
e´s el segu¨ent:
<?xml version="1.0" ?>
<project name="nom del projecte" timestamp="120522113231">
<plugin name="clusterdefinition">
<node admin_iface="eth0" id="localhost" ifaces="eth0" ip="localhost"/>
</plugin>
<plugin name="topologydefinition">








<vm cluster="localhost" id="1" ip="192.168.1.51" netmask="255.255.255.0"
vm_name="nom_del_projecte_120522113231_1" vm_type="debian"/>
<vm cluster="localhost" id="3" ip="192.168.1.52" netmask="255.255.255.0"
vm_name="nom_del_projecte_3" vm_type="debian"/>





Guio´ 3: Fitxer d’estat resultat.
Podem observar que el fitxer d’estat nome´s inclou informacio´ de tres connectors que neces-
siten persistir aquestes dades per tal que es puguin realitzar noves accions sobre la topologia
desplegada. Aquesta informacio´ que e´s necessa`ria persistir inclou:
Interf´ıcies de xarxa utilitzades en les ma`quines del clu´ster.
Informacio´ referent als nodes i enllac¸os de la topologia.
Directori on s’han guardat les ma`quines virtuals utilitzades en aquest desplegament.
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5.5 Tests
Una de les parts principals de la implementacio´ de l’eina ha sigut la creacio´ de proves per tal
de verificar el seu correcte funcionament. La necessitat de crear un conjunt import de tests surt
del fet que gran part de les funcionalitats s’han implementat en un escenari que no era el real i
per tant s’ha tingut que verificar el seu funcionament utilitzant proves.
Les proves que s’han realitzat les podem separar en tres apartats: Proves del director, proves
dels connectors i proves d’integracio´.
Proves del director
El component director de l’eina s’ha verificat creant tests unitaris per cada una de les classes
involucadres en l’execucio´.
A part, s’ha creat un connector test molt senzill per tal de poder realitzar proves complertes
del component director utilitzant un guio´. Aix´ı es pot representar el flux d’execucio´ d’un guio´
me´s complert utilitzant un connector que no realitza cap tasca.
Proves dels connectors
Els connectors han estat testejats unitariament de forma separada per tal de verificar el correcte
funcionament de cada una de les tasques que realitzen.
Per cada connector s’ha creat un conjunt de tests unitaris que validen el correcte funcionament
dels fluxes principals d’execucio´ de cada una de les tasques. Aquests conjunt de tests ens permet
simular la informacio´ d’entrada definida en el guio´ per part de l’usuari. Aquesta part de les
proves e´s molt importat perque` ens hem d’assegurar que funcionen correctament les verificacions
de la informacio´ provinent de l’usuari. Recordem que cada connector e´s responsable de verificar
tota la informacio´ d’entrada, ja que al poder-se canviar el flux d’execucio´ no podem garantir que
s’estigui realitzant una execucio´ correcte.
Els tests creats verifiquen cada un dels connectors amb les segu¨ents dades:
• Dades correctes procedents del guio´ de l’execucio´.
• Dades incorrectes procedents del guio´ de l’execucio´.
• Dades correctes procedents del fitxer d’estat.
• Dades incorrectes procedents del fitxer d’estat.
• Dades procedents d’un flux d’execucio´ correcte.
• Dades procedents d’un flux d’execucio´ incorrecte.
Aquest conjunt de tests ens perment assegurar que s’esta` gestionant correctament tota la
informacio´ que s’envia al connector al moment de ser executat.
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Proves de xarxa
Com hem pogut veure en la implementacio´ dels connectors, gran part realitza tasques a ma`quines
remotes en les quals gestiona i desplega ma`quines virtuals que utilitzen les intef´ıcies de xarxa
que hi ha disponibles. Per tal de poder verificar els connectors que realitzen aquestes tasques,
s’han tingut que implementar aquestes proves de forma local.
Per realitzar aquestes proves s’han utilitzat les interf´ıcies virtuals TUNTAP que ofereix el
mo`dul TUN del kernel del sistema operatiu9. Permetent que es poguessin definir tantes interf´ıcies
com fossin necessa`ries per cada un dels tests realitzats. A part, totes les connexions SSH referents
als nodes del clu´ster s’han realitzat a la ma`quina local.
Proves d’integracio´
Per tal de verificar el correcte funcionament de l’eina es van implementar dos tests d’integracio´
que realitzaven una execucio´ completa. Aquests tests fan servir l’eina com si fos un usuari,
a partir del guio´, executant el conjunt de connectors definits i verificant que s’han desplegat
correctament totes les ma`quines virtuals.
9Gran part dels sistemes operatius actuals ofereix implementacions de les interf´ıcies TUN/TAP
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Cap´ıtol 6
Resultats
Un cop implementada l’eina de gestio´, s’ha realitzat un conjunt de proves per veure que tal
funciona l’eina a l’hora de gestionar topologies en un entorn real. Aquest cap´ıtol el dedicarem a
comentar els experiments realitzats i els resultats obtinguts.
6.1 Escenari de les proves
Les proves realitzades s’han dut a terme a una infrastructura composta per cinc ma`quines dedi-
cades a la gestio´ de les ma`quines virtuals, una ma`quina dedicada a l’execucio´ de l’eina i un switch
conectant totes les ma`quines. La figura 6.1 mostra l’esquema de la infrastructura utilitzada. Les
cinc ma`quines superiors formen el clu´ster de ma`quines que s’utilitza per desplegar les ma`quines
virtuals. Cada una d’elles esta` connectada utilitzant un enllac¸ Ethernet a Gigabit al switch
central per tal de realitzar les feines d’administracio´. La ma`quina de control, representada a la
figura amb la ma`quina inferior, tambe´ esta` connectada de la mateixa forma a la infraestructu-
ra. A me´s a me´s, cada una de les cinc ma`quines del clu´ster esta` connectada per tres enllac¸os
Ethernet a Gigabit al switch central, representats en color vermell a la figura. Aquests enllac¸os
s’utilitzaran per desplegar les connexions entre els nodes de la topologia.
La ma`quina de control comparteix una particio´ NFS amb tots els nodes del clu´ster.
Detalls dels equips
A continuacio´ detallarem els equips utilitzats.
Nodes del clu´ster
• HP proliant G720.
• Intel(R) Xeon(R) CPU E5504 2.00GHz.
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Figura 6.1: Escenari de proves.
• 8 GB de memo`ria RAM.
• 150 Gb de disc dur.
Switch
• 48 Ports Ethernet 1000BASE-T.
Ma`quina de control
• Intel(R) Core(TM) i5 CPU 650 3.20GHz
• 8 GB de memo`ria RAM.
• 440 GB de disc dur. Particio´ compartida per NFS.
6.2 Increment de nodes
La primera prova que realitzarem estara` dedicada a veure quantes ma`quines virtuals es po-
den desplegar a una ma`quina del clu´ster. Per tal de realitzar aquesta prova, utilitzarem dues
ma`quines del clu´ster i anirem augmentant el nu´mero de nodes de la topologia desplegada.
Iniciarem la prova amb una topologia de dos nodes (un node desplegat a cada una de les
ma`quines del clu´ster) i a cada iteracio´ executada anirem duplicant la quantitat de nodes de la
topologia. A me´s a me´s, la prova es realitzara` de dues formes diferents: Desplegant les ma`quines
virtuals a la particio´ compartida per NFS i desplegant les ma`quines virtuals a una particio´ local
del node del clu´ster.
Per cada una de les execucions es mesurara`:
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• Temps de desplegament de les ma`quines virtuals. Connector deployvm.
• Temps de registre i configuracio´ de les ma`quines virtuals. Connector configurevbvm.
• Temps de configuracio´ de les interf´ıcies de xarxa; administracio´ i enllac¸os. Connector
configurenetwork
Tots els temps es mostren en segons.
Utilitzant NFS
En aquesta prova, s’han desplegat les ma`quines virtuals de la topologia a una particio´ compartida
per NFS entre totes les ma`quines del clu´ster.
Com podem veure en els resultats de la taula 6.1 i a la gra`fica 6.2, s’han pogut desplegar
fins a 16 nodes, ma`quines virtuals, a una mateixa ma`quina del clu´ster. Quan s’han intentat
desplegar 32 nodes, les configuracions de les interf´ıcies de xarxa han fallat perque` les ma`quines
virtuals trigaven massa temps en contestar les connexions SSH que es realitzen. Podem observar
que tant en la taula com en la gra`fica hem afegit el temps de d’execucio´ que ha fallat, ja que
permet veure els temps de les altres etapes.
Podem observar que el temps de les execucions ha crescut de forma bastant lineal fins arribar
als 32 nodes. A partir d’aqu´ı, ja ha crescut me´s i ha fallat l’execucio´. A me´s a me´s, podem
observar que el temps de Registre de les ma`quines virtuals es mante´ constant pels valors 2, 4 i
8. Aixo` e´s causat per la forma en que s’inicien les ma`quines virtuals, ja que es registren en el
programari VirtualBox, s’inicien les ma`quines i s’esperen 60 segons fins que considerem que ja
estan totes engegades. Aquest inici s’ha de realitzar aix´ı perque` no tenim cap forma de verificar
quan una ma`quina virtual ja ha iniciat el seu sistema operatiu. Un cop han passat els 60 segons,
s’intentara` configurar la interf´ıcie de xarxa d’administracio´ de la ma`quina virtual, en el cas de
fallar, ens esperarem un temps prudencial fins tornar a intentar-ho. Aquesta e´s la rao´ del temps
constant en el registre de les ma`quines virtuals.
Per acabar, comentar que la causa de que no s’hagin pogut desplegar els 64 nodes e´s la
utilitzacio´ de la particio´ NFS compartida a la ma`quina central. Al moment d’iniciar i utilitzar les
ma`quines virtuals, totes elles accedeixen al mateix moment a la particio´ compartida, col·lapsant
tant les interf´ıcies d’administracio´ com el disc de la ma`quina central.
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nodes topologia nodes per ma`quina Desplegament Registre Configuracio´ Total
2 1 47 80 12 139
4 2 88 89 12 189
8 4 185 85 13 283
16 8 346 138 15 499
32 16 598 300 32 930
64 32 1428 723 X 2151*
Taula 6.1: Resultats utilitzant NFS



















Figura 6.2: Gra`fic dels resultats utilitzant NFS
Utilitzant una particio´ local
Aquesta prova l’hem realitzat utilitzant una particio´ del disc local de cada una de les ma`quines
del clu´ster.
En els resultats d’aquesta segona prova, taula 6.2 i gra`fica 6.3, s’han pogut desplegar fins a
64 ma`quines virtuals a una ma`quina del clu´ster. Igual que ha passat en els resultats anteriors,
l’execucio´ amb 128 ma`quines virtuals ha fallat perque` no s’han pogut configurar les interf´ıcies
de xarxa al no poder-se realitzar les connexions SSH a les ma`quines virtuals.
En la gra`fica 6.3 podem observar que el temps total d’execucio´ segueix un creixement lineal al
nombre de ma`quines virtuals que es vol desplegar. Tambe´ podem observar que el despelgament
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de les ma`quines virtuals tambe´ segueix un creixement lineal. Aixo` no passa amb el registre i
configuracio´ de les ma`quines virtuals, ja que a partir de 64 ma`quines virtuals per node de clu´ster,
el creixement e´s me´s elevat. Amb aquestes dades podem extreure el nu´mero ma`xim de ma`quines
virtuals que podem desplegar a cada una de les ma`quines del clu´ster.
nodes topologia nodes per ma`quina Desplegament Registre Configuracio´ Total
2 1 19 97 12 128
4 2 48 115 13 176
8 4 109 150 14 273
16 8 254 214 17 485
32 16 556 528 26 1110
64 32 1192 989 71 2252
128 64 2308 3108 X 5416*
Taula 6.2: Resultats utilitzant una particio´ local





















Figura 6.3: Gra`fic dels resultats utilitzant una particio´ local.
Conclusions
En la gra`fica 6.4 s’han representat els temps totals d’execucio´ de les dues proves realitzades.
Podem observar que els temps totals so´n molt similars, per tant, si es volen desplegar entre 2
i 32 nodes per ma`quina del clu´ster, es pot utilitzar tant una particio´ compartida per NFS com
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una particio´ en local. Ara be´, quan s’utilitza una particio´ NFS hem d’esperar molt me´s tra`fic de
xarxa en la interf´ıcie d’administracio´ i una ca`rrega molt me´s elevada a la ma`quina central. Si es
vol desplegar una topologia amb me´s nodes, sera` necessari utilitzar una particio´ local a l’hora
de desplegar les ma`quines virtuals.



















Figura 6.4: Gra`fic dels temps d’execucio´ totals.
6.3 50 Nodes
El segon experiment que hem realitzat ha sigut desplegar una topologia composada per 50
nodes a un nombre diferent de ma`quines del clu´ster, permetent veure l’escalat de temps del
desplegament d’una topologia en relacio´ al nu´mero de ma`quines f´ısiques utilitzades. Aquesta
prova la realitzarem utilitzant de 1 a 5 ma`quines del clu´ster a les particions del disc local.
Per cada una de les execucions es mesurara`:
• Temps de desplegament de les ma`quines virtuals. Connector deployvm.
• Temps de registre i configuracio´ de les ma`quines virtuals. Connector configurevbvm.
• Temps de configuracio´ de les interf´ıcies de xarxa; administracio´ i enllac¸os. Connector
configurenetwork
Tots els temps es mostren en segons.
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Ma`quines clu´ster Desplegament Registre Configuracio´ Total
1 1012 658 93 1763
2 813 538 36 1387
3 551 402 26 979
4 426 372 24 822
5 421 223 20 664
Taula 6.3: Resultats utilitzant una particio´ local
























Figura 6.5: Gra`fic dels temps d’execucio´.
La taula 6.3 i la gra`fica 6.5 mostren els resultats de les execucions realitzades. Podem observar
que el temps total d’execucio´ disminueix en relacio´ al nombre de ma`quines f´ısiques que utilitzem
per desplegar la topologia. A me´s a me´s, podem extreure dues conclusions bastant interesants:
El temps de desplegament disminueix en relacio´ al nu´mero de ma`quines utilitzades. No obstant,
podem observar que el guany obtingut entre les execucions 4 i 5 e´s molt petit. Aixo` significa
que realitzar me´s de 4 o 5 connexions de forma simulta`nia per tal de desplegar les ma`quines
virtuals e´s la escalabilitat ma`xima que podem aconseguir en un enllac¸ Ethernet a Gigabit.
Podem veure que no te´ una disminucio´ lineal.
El temps de registre disminueix de forma me´s o menys lineal en relacio´ a les ma`quines del
clu´ster utilitzades. En la gra`fica podem observar que la disminicio´ seria lineal si no fos
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pel resultat obtingut en l’execucio´ 4. Aquesta irregularitat podria ser explicada per la
forma en que realitzem l’inici de les ma`quines virtuals. Com hem comentat en la primera
prova, quan s’inicien les ma`quines virtuals, l’eina s’espera un determinat nu´mero de segons
i despre´s comprova si la ma`quina ja esta` activa. En el cas de fallar, torna a esperar
un temps prudencial i segueix comprovant l’estat de la ma`quina virtual. Per tant, en
aquesta execucio´ que comentem, podria haver fallat la comprovacio´ inicial i amb el temps
d’espera prudencial de la segona comprovacio´, haver tingut un temps lleugerament superior
al esperat. Podem observar que amb cinc ma`quines del clu´ster el temps s´ı va disminuir
notablement.
Per acabar, comentar que tambe´ es va realitzar una execucio´ d’aquesta prova utilitzant la
particio´ compartida per NFS i cinc ma`quines del clu´ster. L’execucio´ del desplegament va trigar
1138 segons i realitzant el registre de les ma`quines va fallar l’execucio´. Hem d’entendre que
mentre estava realitzant el registre teniam cinc ma`quines que, de forma simulta`nia, demanaven
les imatges de 50 ma`quines virtuals. Amb aixo` podem extreure que no es pot utilitzar una
particio´ NFS en el cas que estiguem desplegant un nombre elevat de ma`quines virtuals.
Cap´ıtol 7
Planificacio´ i ana`lisi econo`mic
L’objectiu d’aquest cap´ıtol e´s donar una visio´ global de la planificacio´ del projecte i una estimacio´
del seu cost econo`mic.
7.1 Planificacio´
En aquest apartat detallarem la planificacio´ del projecte. Definirem els objectius assolits en cada
un dels apartats de la planificacio´. Com es pot observar en la figura 7.1, ha sigut separada en
relacio´ a les tasques a realitzar. L’apartat d’implementacio´ s’ha separat utilitzant cada un dels
components de l’eina.
• Juliol, 2011
– Inici del projecte.
– Presa de contacte.
– Inici del disseny monol´ıtic.
• Setembre, 2011
– Inici del desenvolupament.
• Octubre - Novembre, 2011
– Desenvolupament de l’eina.
– Testejar diferents tecnologies i pro-
gramari per a ma`quines virtuals.
• Desembre, 2011
– Canvi de disseny. Inicial del disseny
modular.
– Implementacio´ del director.
• Gener, 2012
– Inici del desenvolupament dels con-
nectors.
– Connector: Definicio´ de ma`quines
virtuals ’Virtual Box’.
• Febrer, 2012
– Connector: Definicio´ de les
ma`quines f´ısiques.
– Connector: Desplegament de
ma`quines virtuals remotes.
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– Connector: Gestio´ de ma`quines vir-
tuals ’Virtual Box’.
• Marc¸, 2012
– Connector: Generacio´ de la topolo-
gia.
– Connector: Executar ordres.
• Abril, 2012




– Arreglar errors i realitzar proves.
– Escriure la memo`ria.
• Juny, 2012
– Finalitzar la memo`ria.
– Presentar el projecte.
Com podem observar en el diagrama de Gantt de la figura 7.1, gran part del treball realitzat
ha sigut implementar l’eina de gestio´ que comenta aquest projecte. A me´s a me´s, es pot observar
el canvi de disseny realitzat, al passar del disseny monol´ıtic al disseny modular.
7.2 Ana`lisi econo`mic
En aquest apartat estimarem el cost econo`mic de realitzar aquest projecte en un entorn real.
Cost de la implementacio´
Aquest cost l’aproximarem a partir de les hores dedicades al disseny i implementacio´ de l’eina
proposada. El total d’hores dedicat l’hem extret de la planificacio´ realitzada. Com s’ha comentat
en el cap´ıtol de disseny, durant la realitzacio´ del projecte es va canviar part del disseny per tal
d’oferir una implementacio´ de l’eina me´s gene`rica. Les hores dedicades pre`viament al canvi de
disseny, tambe´ han sigut contabilitzades en l’ana`lisi econo`mic, ja que s’ha considerat que aquests
canvis tambe´ poden succeir en un entorn real.
La taula 7.1 mostra el cost total de la implementacio´ de l’eina realitzada.
Hores Preu/hora Total
Disseny 150 50 e 4.500 e
Implementacio´ 500 50 e 25.000 e
Total 29.500 e
Taula 7.1: Cost de la implementacio´
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Cost de l’equipament
El segu¨ent apartat mostra el cost de l’equipament utilitzat per realitzar les proves de l’eina. Els
cinc servidors utilitzats que han intervingut en les proves no s’han utilitzat exclusivament per
a aquest projecte. Per tant, s’ha estimat el cost d’amortitzacio´ de l’u´s que s’ha fet d’aquests
equips. Hem considerat que l’amortitzacio´ dels equips es realitza en 3 anys. Com que s’han
utilitzat durant una setmana, el cost corresponent e´s 0.007% del cost real.
La taula 7.2 mostra el cost total de la implementacio´ de l’eina realitzada.
Equip Unitats Amortitzacio´ Cost Total
Servidor HP proliant G720 5 0.007 1.200 e 42 e
Total 42 e
Taula 7.2: Cost de l’equipament.
Cost total del projecte
Finalment, el cost total del projecte es mostra en la segu¨ent taula 7.3. Obtingut a partir de la
suma dels costos d’implementacio´ i els costos de l’equipament utilitzat.
Concepte Preu
Cost de la implementacio´ 29.500 e
Cost de l’equipament 42 e
Total 29.542 e
Taula 7.3: Cost total del projecte
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Figura 7.1: Diagrama de Gantt del projecte.
Cap´ıtol 8
Treball futur
Tot i que el desenvolupament de l’eina proposada en aquest projecte de final de carrera ha fina-
litzat, encara hi ha moltes tasques que e´s poden realtizar per tal de millorar-la. En aquest cap´ıtol
comentarem un petit llistat de funcionalitats de l’eina que es poden anar afegint o millorant.
El llistat el separarem en dues parts: les tasques a realitzar per millorar el director i la
infrastructura dels connectors i les tasques a realtizar per millorar la gestio´ de topologies utilitzant
ma`quines virtuals.
8.1 Director i infraestructura dels connectors
Paral·lelitzacio´ de l’execucio´ dels connectors
Actualment l’execucio´ dels connectors es realitza de forma sequ¨encial, siguin quins siguin les
depende`ncies que hi ha entre ells. Una de les millores que es pot implementar e´s executar de
forma paral·lela els connectors que no tenen depende`ncies entre ells. Aixo` permetria millorar el
temps global d’execucio´ d’alguns guions.
La implementacio´ d’aquesta millora requereix de bastants canvis. Primer de tot s’ha de definir
la forma en que s’indicaran les depende`ncies que hi ha entre els connectors. Un cop tinguem
l’ana`lisi de depende`ncies fet s’ha de gestionar com es realitzara` l’execucio´ dels connectors des
del director. Hi ha dues possiblitats: utiltizar fils d’execucio´ o utilitzar un altre proce´s.
• Utilitzant fils d’execucio´ la implementacio´ e´s bastant senzilla, s’executa cada connector
en un fil diferent, un cop ha acabat un connector, s’obte´ el lock del director i s’escriu el
resultat. Aquesta forma de realitzar l’execucio´ mitjanc¸ant fils pot tenir un problema greu,
dins els connectors tambe´ es realitzen execucions amb fils i una mala gestio´ del join podria
fer que no acabe´s mai l’execucio´. No obstant aixo`, aquesta e´s la millor forma de realitzar
la implementacio´, ja que e´s la me´s senzilla.
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• L’altre opcio´ disponible e´s realitzar l’execucio´ de cada un dels connectors en un proce´s
diferent, no te´ el problema comentat anteriorment, pero` s´ı que complica molt la comunicacio´
del resultat de l’execucio´ al proce´s del director.
Aquesta millora no s’ha implementat en el projecte perque` el flux de connectors que utilitzem
per tal de realitzar el desplegament i gestio´ de la topologia, no te´ pra`cticament connectors que
no depenguin del anterior. Els u´nics que es veurien beneficiats so´n els tres primers connectors1,
pero` en temps d’execucio´ aquests representen menys d’un 1 percent del temps consumit per
l’execucio´. Per tant no hi hauria cap guany quantificable en el temps d’execucio´. Tanmateix,
per altres guions s´ı que podria haver-hi un guany me´s important.
Tasca 3 Tasca 4 Tasca 5








Figura 8.1: Diagrama d’una execucio´ sequ¨encial (esquerra), Diagrama d’una execucio´ paral·lela
(dreta).
Execucio´ de mu`ltiples connectors iguals en un guio´
Durant l’execucio´ d’un guio´, el nom de la tasca a executar identifica tant el connector com les
dades a obtenir del fitxer d’estat. Aixo` implica que actualment no podem utilitzar el mateix
connector me´s d’un cop dins el mateix guio´, sempre i quant aquest connector utilitzi el fitxer
d’estat.
Per tal de poder utiltizar el mateix connector mu`ltiples cops dins una mateixa execucio´,
tindrem que identificar-lo d’alguna forma entre el guio´ i el fitxer d’estat, fent que poguessim
relacionar l’execucio´ del mateix amb el seu resultat.
1vbvmdefinitions, caidatopologyreader i clusterdefinition
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8.2 Simulacio´ de xarxes
Suport per altres topologies
Actualment el projecte nome´s te´ suport per a topologies en format CAIDA, aixo` implica que
estem limitats a representar enllac¸os punt a punt entre els nodes de la topologia. Afegir suport
per altres tipos de topologies ens podria permetre realitzar simulacions me´s complexes, com
utilitzar enllac¸os punt a multipunt utilitzant frame-relay.
Per tal d’implementar el suport per a la nova topologia tindriem que substituir el connector
encarregat de llegir i gestionar topologies CAIDA que estem utilitzant actualment. A part, a dia
d’avui nome´s tenim suport per enllac¸os punt a punt en la definicio´ de topologies. Aixo` es tindria
que modificar per tal de tenir suport per enllac¸os punt a multipunt en el cas que sigui necessari.
Suport per a mu`ltiples tipus de ma`quines virtuals
Dins l’apartat implementacio´ hem comentat que s’ha utilitzat el programari de ma`quines virtuals
Virtual Box per tal de dur a terme el desenvolupament del projecte. Tanmateix pot ser molt
interessant tenir suport per altres tipus de programari de ma`quines virtuals. Aquest suport es
pot realitzar substituint els connectors vbvmdefinitions, configurevbvm per una implementa-
cio´ que realtizi les tasques pertinents utilitzant el nou programari de ma`quines virtuals. Aixo`
permetria definir en el guio´ els connectors corresponents en relacio´ al programari de ma`quines
virtuals que es vulgui utilitzar. La figura 8.2 mostra el diagrama de connectors d’un guio´ amb






Virtual Box De nitions KVM De nitions
Con gure Virtual Box Con gure KVM
Figura 8.2: Diagrama dels connectors utilitzant diferents programaris de ma`quines virtuals.
La implementacio´ d’aquests connectors amb suport per nous programaris ens permetria es-
collir quin tipus de ma`quines virtuals volem utilitzar durant l’execucio´. No obstant, ens podem
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trobar el cas que sigui necessari utiltizar mu`ltiples programaris de ma`quines virtuals dins una
mateixa execucio´. Aixo` es pot realitzar modificant els connectors definits anteriorment, fent
que nome´s s’encarreguin de gestionar les ma`quines virtuals pertinents al tipus que els pertoca.
Aquest canvi ens permetria definir mu`ltiples connectors de definicio´ i configuracio´ de ma`quines




Aquest darrer cap´ıtol del projecte el dedicarem a presentar un resum de tot el treball realitzat.
Tambe´ es dedicara` un petit apartat a explicar les conclusions que podem extreure d’aquest
projecte.
9.1 Resum
El projecte consisteix en dissenyar i implementar una eina que permeti gestionar topologies de
xarxa que s’emulen utilitzant ma`quines virtuals.
El treball realitzat el podr´ıem resumir en:
• Disseny i implementacio´ d’una eina en que l’usuari ha de definir el seu flux d’execucio´,
permetent que es pugui canviar o modificar les tasques que realitza. Les tasques que
s’executen i que defineix l’usuari estan implementades per connectors.
Aquest component s’ha dissenyat i implementat de forma completament gene`rica, per tant,
podria ser utilitzat per realitzar altres tasques que no estiguin relacionades amb la gestio´
de ma`quines virtuals per a topologies de xarxa.
• Disseny i implementacio´ d’un conjunt de connectors especialitzat en gestionar ma`quines
virtuals Virtual Box per a l’emulacio´ de topologies de xarxa. Aquests connectors so´n els
encarregats de permetre crear i gestionar les topologies de xarxa a emular, permetent el
segu¨ent llistat d’accions: Desplegar, iniciar, aturar, monitoritzar i eliminar una topologia.
Aquest disseny permet que poguem ampliar el conjunt de tasques que actualment realitzem,
permetent que en un futur tinguem suport per a nous programaris de ma`quines virtuals o
noves topologies.
El llistat de connectors s’ha d’utilitzar amb el component definit en el punt anterior.
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• Realitzacio´ d’un conjunt de proves per garantir el correcte funcionament de l’eina imple-
mentada.
9.2 Conclusions
Tal i com hem comentat al llarg del projecte, l’objectiu final e´s crear una eina que permete´s
gestionar les topologies de xarxa que s’emulen utilitzant ma`quines virtuals de forma fa`cil i eficac¸.
Com hem pogut veure, la tasca de gestionar-les de forma manual e´s molt repetitiva i propensa a
errors, nome´s va`lida per emular petites topologies composades de pocs nodes i enllac¸os. Amb la
realitzacio´ del projecte es preten aconseguir que aquesta gestio´ es realitzi de forma pra`cticament
automa`tica, permetent emular topologies molt me´s grans i extenses.
Amb l’eina que hem creat, el desplegament i gestio´ d’aquestes topologies es redueix a crear
un fitxer de configuracio´ amb la informacio´ de la topologia i definir el flux d’execucio´ que volem
realitzar. Per tant, la tasca de crear i gestionar aquestes topologies s’ha redu¨ıt notablement, fent
que sigui molt me´s ra`pida i senzilla.
A me´s a me´s de l’objectiu inicial proposat, s’ha dissenyat una eina que permet ser modificada
i ampliada per tal d’adaptar-la a futures necessitats. Aixo` pot permetre que aquesta eina de
gestio´, que actualment esta` limitada a realitzar un petit conjunt de tasques de gestio´, pugui
ser utilitzada per altres tasques que una topologia emulada pugui necessitar. Com s’ha pogut
observar en l’apartat Treball futur, encara hi ha feina a realitzar per tal de poder considerar que
disposem d’un gestor de topologies complet.
Per acabar, comentar que el component director implementat e´s completament gene`ric. Per
tant, podria ser utilitzat per realitzar tasques completament diferents a les comentades en aquest




Aquest ape`ndix preten ser una ampliacio´ del cap´ıtol implementacio´, per tal de donar una visio´
me´s global de com utilitzar l’eina de gestio´ de ma`quines virtuals per a topologies de xarxa.
Hem d’entendre que, per la forma que s’ha implementat aquesta eina, es necessari tenir un bon
coneixement previ de les tasques que s’han de realitzar per tal d’emular les topologies de xarxa
utilitzant ma`quines virtuals. Per tant, s’ha de considerar aquest cap´ıtol com una aplicacio´ de tot
el que s’ha comentat en la memo`ria del projecte, ja que sera` necessari per tal de poder utilitzar
l’eina.
L’organitzacio´ d’aquest ape`ndix seguira` l’ordre de passos que s’ha de realitzar per tal de
poder utilitzar l’eina.
A.1 Instal·lacio´
El primer pas que hem de fer e´s instal·lar l’eina al sistema que volem utiltizar. Nome´s s’ha
d’instal·lar a la ma`quina que realitzara` les tasques de gestio´, no e´s necessari que les ma`quines
que formen el clu´ster a utilitzar tinguin instal·lada l’eina.
Els requeriments per tal d’utilitzar l’eina so´n els segu¨ents:
• Sistema operatiu Unix-like.
• Python 2.7 o superior, dins la branca 2.x de Python.
• Llibreria Python setuptools. Alguns sistemes ja la tenen instal·lada per defecte amb
Python, altres la distribueixen de forma separada.
Per tal d’instal·lar l’eina s’ha d’executar la segu¨ent ordre dins la carpeta del projecte:
python setup.py install
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Aquesta ordre es tindra` que executar amb permisos d’administrador en el cas que l’usuari no
tingui permisos d’escriptura en les carpetes de llibreries de Python.
Aquest instal·lador ja s’encarrega de gestionar l’instal·lacio´ de les llibreries i depende`ncies
externes que l’eina utilitza.
Un cop instal·lada, tindrem disponible l’eina dyvine al nostre sistema. Aquest nom prove´ de
Dynamic virtual networks.
A.2 U´s de l’eina
El primer pas que tenim a fer per e´s configurar els para`metres i valors que composen una
topologia. Aquests estan separats en dos grups, les opcions gene`riques i el guio´ del programa.
Opcions gene`riques
Les opcions gene`riques so´n el conjunt de valors que els connectors utilitzen de forma totalment
independent a la tasca a realitzar.
El segu¨ent llistat mostra les principals opcions gene`riques diponibles:
• user: Defineix l’usuari de la ma`quina virtual que sera` utilitzat per realitzar tasques d’ad-
ministracio´. Aquest usuari ha de tenir privilegis per tal d’executar l’ordre ifconfig a la
ma`quina virtual.
• password: Definix la contrasenya de l’usuari de la ma`quina virtual.
• cluster user: Defineix l’usuari que s’utilitzara` per connectar-se a les ma`quines del clu´ster.
En el cas de no definir-se, s’utilitzara` l’usuari que ha executat l’eina.
Aquestes opcions gene`riques es poden definir en la l´ınia d’ordres al moment d’executar-se
l’eina o en un fitxer de configuracio´ en el cas que es vulguin utilitzar sempre els mateixos valors.






El guio´ del programa defineix el flux de tasques que ha d’executar l’eina i s’ha explicat de forma
extensa en els cap´ıtols 4 Disseny, 5 Implementacio´ i en l’ape`ndix B: Exemples d’execucions.
El guio´ ha d’estar definit en un fitxer en format XML. A continuacio´ deixem un petit exemple
d’un guio´
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<?xml version="1.0" encoding="UTF-8"?>
<project name="nom del projecte">
<plugin name="vbvmdefinition">
<vm id="debian" path="imatge/maquina/virtual.vdi" />
</plugin>
<plugin name="caidatopologyreader" path="fitxer-topologia-caida.txt" />
<plugin name="clusterdefinition" match="eth+">
<node id="localhost" ip="localhost" />
</plugin>






Per me´s informacio´, veure els cap´ıtols comentats pre`viament.
Execucio´
Un cop tenim definit el guio´ ja podem utilitzar l’eina per tal de gestionar la topologia.
L’eina s’ha d’executar utilitzant el segu¨ent format:
dyvine -p fitxer-del-guio -o action=accio´-a-realitzar [-c fitxer-de-configuracio´]
En termes generals nome´s e´s necessari definir el fitxer que conte´ el guio´ del programa i l’accio´
a realitzar. En el cas de disposar d’un fitxer de configuracio´ amb les opcions gene`riques, no fa
falta definir-lo en la l´ınia de commandes en el cas que estigui dins el mateix directori que el guio´
del programa.
A continuacio´ mostrarem com s’ha d’utilitzar l’eina per cada una de les accions de gestio´
disponibles.
• Desplegament La primera accio´ que tindrem que realitzar d’una topologia e´s el seu
desplegament. Aquesta accio´ s’encarregara` de desplegar i configurar totes les ma`quines
virtuals de la topologia a emular.
S’ha de realitzar executant el segu¨ent ordre:
dyvine -p fitxer-del-guio -o action=install
Un cop desplegada la topologia nome´s tindrem que modificar l’accio´ de l’ordre a executar
per tal de gestionar-la.
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• Iniciar o aturar ma`quines virtuals
dyvine -p fitxer-del-guio -o action=start
dyvine -p fitxer-del-guio -o action=stop
• Eliminar una topologia Aquesta accio´ eliminara` totes les ma`quines virtuals i configu-
racions realitzades durant el desplegament de la topologia.
dyvine -p fitxer-del-guio -o action=clean
En el cas que les ma`quines virtuals estiguin aturades, e´s normal que l’execucio´ d’aquesta
accio´ indiqui amb avisos que no s’ha pogut aturar la ma`quina virtual en qu¨estio´.
• Monitoritzacio´ Aquesta accio´ nome´s estara` disponible si s’ha definit el connector monitoring
en el guio´.
dyvine -p fitxer-del-guio -o action=monitoring
• Executar ordres En el cas de voler executar ordres als nodes de la topologia, s’han de
definir me´s opcions a l’hora d’utilitzar l’eina.
L’opcio´ nodes defineix el llistat de nodes de la topologia els quals s’ha d’executat les
ordres. En el cas de no definir-lo es considerara` que s’ha d’executar per tots els nodes de
la topologia.
L’opcio´ file defineix el fitxer amb el llistat d’ordres a executar.
A me´s a me´s hi ha quatre formes d’executar les ordres:
– runfile: Executar un fitxer i verificar que el resultat e´s correcte. En el cas de no
ser-ho, es cancel·lara` l’execucio´ per a la resta de nodes.
dyvine -p guio -o action=runfile file=fitxer-execucio´ [nodes=idnode1,idnode2]
– runfilenocheck: Executar un fitxer i no verificar si el resultat e´s correcte. En aquest
cas, inclu´s si un dels nodes no esta` disponible, no s’aturara` l’execucio´.
dyvine -p guio -o action=runfilenocheck file=fitxer-execucio´ [nodes=idnode1]
– runcommands: Executar un llistat d’ordres d’una en una i verificar el seu resultat.
Aixo` permet definir un llistat d’ordres en Bash en un fitxer i que sigui la pro`pia
execucio´ qui s’encarrega de gestionar els errors. En el cas que alguna de les ordres
s’executi de forma incorrecta, es cancel·lara` l’execucio´ a tots els nodes.
dyvine -p guio -o action=runcommands file=fitxer-execucio´ [nodes=idnode1]
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– runcommandsnocheck: Executar un llistat d’ordres d’una en una i no verificar el
seu resultat. En aquest cas, inclu´s si un dels nodes no esta` disponible, no s’aturara`
l’execucio´
dyvine -p guio -o action=runcommandsnocheck file=fitxer [nodes=idnode1]
Aquesta accio´ nome´s estara` disponible si s’ha definit el connector runcommands en el guio´.
A part d’aquest conjunt d’opcions ba`siques, l’eina ofereix la possiblitat de definir el fitxer
resultat i la configuracio´ de forma manual. Per me´s informacio´ veure el help de l’eina.
dyvine -h
usage: dyvine [-h] -p P [-r R] [-f] [-o O [O ...]] [-c C]
Topology deploy command line.
optional arguments:
-h, --help show this help message and exit
-p P Execution program path
-r R Result file path
-f Force installation if a result file exists.
-o O [O ...] Options to send to each plugin. e.g. actions=install
-c C Config file.
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Ape`ndix B
Exemples d’execucions
En aquest ape`ndix comentarem la creacio´ de dos guions per tal de tenir exemples a l’hora
d’utilitzar l’eina de gestio´. La informacio´ comentada en aquest ape`ndix e´s complementaria a
l’informacio´ comentada en el cap´ıtol 5, on es definien totes les opcions disponibles en cada un
dels connectors.
Exemple ba`sic
El primer exemple que comentarem estara` format per 5 enrutadors en una topologia amb forma
d’anell. Com a la que podem veure a la figura B.1.
Figura B.1: Topologia en forma d’anell.
Primer de tot, definirem el fitxer CAIDA que repesentara` la topologia comentada. A la figura
B.1 es poden veure els enrutadors identificats amb un nu´mero. Aquest sera` el que utilitzarem
per identificar-los tant en el fitxer de la topologia CAIDA com en el guio´ de l’eina utilitzat.
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Ara que ja tenim definit el fitxer de la topologia, anem a veure com s’ha de definir el guio´.
Primer de tot anem a veure com queda el guio´ definit de forma completa i despre´s explicarem





<vm id="debian" path="imatge/maquina/virtual.vdi" />
</plugin>
<plugin name="caidatopologyreader" path="topologia-5anell.txt" />
<plugin name="clusterdefinition" match="eth+">
<node id="cluster-1" ip="10.1.1.1" admin="eth0" />
<node id="cluster-2" ip="10.1.1.2" admin="eth0" />
</plugin>
<plugin name="topologydefinition" range="192.168.2.0/24" admin="10.1.1.0/24"
used_ip="10.1.1.1-10.1.1.10,10.1.1.254" />




Ara que ja tenim definida de forma completa el guio´, anem a veure cada un dels connectors:
vbvmdefinition El connector vbvmdefinition permet definir les ma`quines virtuals models
que s’utilitzaran en la topologia. En aquest exemple, nome´s volem utilitzar un tipus de ma`quina
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virtual. per tant, nome´s s’ha definit un model en el connector i aquest sera` considerat la opcio´
per defecte a l’hora de desplegar els nodes de la topologia.
<plugin name="vbvmdefinition">
<vm id="debian" path="imatge/maquina/virtual.vdi" />
</plugin>
caidatopologyreader El connector caidatopologyreader, ens permet definir la localitzacio´
del fitxer de topologia en format CAIDA que es vol utilitzar. En aquest cas, a l’utilitzar una
ruta relativa, considerarem que el fitxer esta` localitzat dins la mateixa carpeta que el guio´ del
programa.
<plugin name="caidatopologyreader" path="topologia-5anell.txt" />
clusterdefinition En el connector clusterdefinition, hem definit les dues ma`quines f´ısiques
que formaran el clu´ster que s’utilitzara` com a amfitrio´ de les ma`quines virtuals de la topologia.
Com podem veure, s’ha definit la interf´ıcie d’administracio´ eth0, ja que e´s la interf´ıcie de xarxa
que te´ definida la IP d’administracio´ a utilitzar.
<plugin name="clusterdefinition" match="eth+">
<node id="cluster-1" ip="10.1.1.1" admin="eth0" />
<node id="cluster-2" ip="10.1.1.2" admin="eth0" />
</plugin>
topologydefinition El connector clusterdefinition ens permet configurar els para`metres
dels nodes i dels enllac¸os que s’utilitzaran a l’hora de desplegar la topologia. En aquest cas
hem definit que volem utiltizar la xarxa 10.1.1.0/24 com a rang d’administracio´ i la xarxa
192.168.2.0/24 com a rang a dividir per assignar IP als enllac¸os de la topologia. En tots dos
casos ens sobraran direccions IP.
Podem observar que s’ha definit un conjunt de IP que no es poden utilitzar a l’hora de
desplegar la topologia perque` ja estan utilitzades per altres ma`quines. En aquest cas, el rang
10.1.1.1-10.1.1.10 esta` utilitzat per les ma`quines f´ısiques del clu´ster, que hem definit en el
connector anterior i la IP 10.1.1.254 representa al enrutador utilitzat per connectar els equips
a l’exterior.
<plugin name="topologydefinition" range="192.168.2.0/24" admin="10.1.1.0/24"
used_ip="10.1.1.1-10.1.1.10,10.1.1.254" />
deployvm El connector deployvm defineix que les imatges de ma`quina virtual seran enviades
per ssh a la ma`quina dest´ı. A me´s a me´s, el directori remot que s’utiltizara` per guardar les
imatges l’hem definit amb el atribut remote path.
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<plugin name="deployvm" remote_path="/topologies" />
configurevbvm El configurevbvm e´s el connector encarregat de configurar i iniciar les ma`quines
virtuals de la topologia. En aquest cas, al no definir res, les ma`quines virtuals s’iniciaran sense
interf´ıcie gra`fica.
<plugin name="configurevbvm" />
configurenetwork Per acabar, l’u´ltim connector que utilitzarem sera` el que ens configurara`
les interf´ıcies de xarxa i els enllac¸os de la topologia.
<plugin name="configurenetwork" />
Exemple complet
El segon exemple que comentarem esta` format per una topologia un poc me´s complexa i uti-
litzarem algunes de les funcionalitats que ofereix l’eina per tal de configurar amb me´s detall el
desplegament de la topologia.
Figura B.2: Topologia d’exemple
















<vm id="debian" path="imatge/maquina/virtual-debian.vdi" />
<vm id="suse" path="imatge/maquina/virtual-suse.vdi" default=true
type="OpenSUSE"/>
</plugin>
<plugin name="caidatopologyreader" path="topologia-exemple2.txt" />
<plugin name="clusterdefinition" match="eth+">
<node id="cluster-1" ip="10.1.1.1" admin="eth0" ifaces="eth1,eth2" />
<node id="cluster-2" ip="10.1.1.2" admin="eth0" />
<node id="cluster-3" ip="10.1.1.3" admin="eth1" ifaces="eth0,eth2" />
</plugin>
<plugin name="topologydefinition" range="192.168.2.0/24" admin="10.1.1.0/24"
used_ip="10.1.1.1-10.1.1.10,10.1.1.254">
<vm id="1" cluster="cluster-2" vm_type="debian" />
<vm id="3" cluster="cluster-1" vm_type="debian" vm_name="central"/>
<link from_id="1" to_id="2" vlan="2" />









Ara que ja tenim definit el guio´ del programa del segon exemple, comentarem els principals
connectors que intervenen. Els connectors que no tinguin variacions respecte l’exemple anterior
no els comentarem.
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vbvmdefinition En aquest segon exemple, s’han definit dues imatges virtuals model en comp-
tes d’una. Podem observar que la imatge per defecte ha sigut marcada, per tal que no tingui
que ser definida per tots els nodes de la topologia. A me´s a me´s s’ha definit el tipus de sistema
operatiu que utilitzara` per tal que el Virtual Box fagi les configuracions pertinents de la ma`quina
virtual.
<plugin name="vbvmdefinition">
<vm id="debian" path="imatge/maquina/virtual-debian.vdi" />
<vm id="suse" path="imatge/maquina/virtual-suse.vdi" default=true
type="OpenSUSE"/>
</plugin>
clusterdefinition En el segon exemple s’han definit les interf´ıcies que s’utilitzaran per desple-
gar els enllac¸os de la topologia a dues ma`quines del clu´ster.
<plugin name="clusterdefinition" match="eth+">
<node id="cluster-1" ip="10.1.1.1" admin="eth0" ifaces="eth1,eth2" />
<node id="cluster-2" ip="10.1.1.2" admin="eth0" />
<node id="cluster-3" ip="10.1.1.3" admin="eth1" ifaces="eth0,eth2" />
</plugin>
topologydefinition En aquest segon exemple hem configurat dues de les ma`quines virtuals
per tal que utilitzin un node del clu´ster en concret i la imatge de ma`quina virtual model que no
e´s la predefinida. A me´s a me´s, a la ma`quina virtual 3, hem definit el nom que l’identificara` en
el Virtual Box. Per a tota la resta de ma`quines virtuals, s’utilitzara` un nom generat a partir del
nom del projecte i un timestamp.
Respecte als enllac¸os, hem definit la VLAN que s’utilitzara` en dos d’ells.
<plugin name="topologydefinition" range="192.168.2.0/24" admin="10.1.1.0/24"
used_ip="10.1.1.1-10.1.1.10,10.1.1.254">
<vm id="1" cluster="cluster-2" vm_type="debian" />
<vm id="3" cluster="cluster-1" vm_type="debian" vm_name="central"/>
<link from_id="1" to_id="2" vlan="2" />
<link from_id="4" to_id="3" vlan="3" />
</plugin>
deployvm En aquest segon exemple volem que les ma`quines virtuals s’inici¨ın amb interf´ıcie
gra`fica per tal que l’usuari pugui gestionar-les de forma manual.
<plugin name="configurevbvm" type="gui"/>
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monitoring En aquesta segona topologia volem que es puguin monitoritzar les ma`quines vir-
tuals utilitzant el guio´ definit. Per tant, s’ha d’utilitzar el connector monitoring al final del
guio´. Aquest nome´s sera` utilitzat en el cas de realitzar una accio´ de monitoritzacio´.
<plugin name="monitoring" />
runcommands Per acabar, en aquest segon exemple tambe´ s’ha definit el connector runcommands,
ja que es voldran executar ordres a tots els nodes de la topologia. Igual que el connector anterior,
aquest nome´s sera` utilitzat en el cas de realitzar una accio´ d’executar ordres. Per a tota la resta
d’accions, aquest connector no sera` utilitzat.
<plugin name="runcommands" />
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Ape`ndix C
Programacio´ d’un connector
Aquest ape`ndix esta` dedicat a explicar com realitzar la implementacio´ d’un nou connector. Amb
aixo` pretenem aconseguir que modificar o ampliar l’eina realitzada sigui el me´s fa`cil possible.
C.1 Conceptes generals
Tot connector o plugin esta` representat per un fitxer amb la implementacio´ de la tasca a realitzar
escrita en Python. Aquest fitxer ha d’estar localitzat a la carpeta plugins/implementations
de l’eina de gestio´.
El nom del fitxer ha de seguir el segu¨ent format: plugin + nom que identifica el connector
dins el guio´. Per exemple: pluginreader en el cas que reader sigui el nom idenfiticador del
connector.
Ara que ja tenim definit com ha de ser el fitxer del connector, anem a veure com s’ha de
realitzar la implementacio´. Tot connector ha d’heretar de la classe abstracte AbstractPlugin
i implementar el me`tode run. A partir d’aqu´ı ja podem comenc¸ar a implementar la tasca que
ha de realitzar el connector.
Dins el connector tenim disponibles 4 membres que representen els objectes d’entrada i sortida
al connector:
• plugin object: Informacio´ procedent del guio´.
• global object: Objecte estat de l’execucio´.
• result object: Fitxer resultat de l’execucio´. Pot ser tant d’entrada com de sortida, segons
l’accio´ realitzada.
• options: Diccionari amb les opcions globals.
A me´s a me´s, la classe AbstractPlugin incorpora un conjunt de me`todes auxiliars dissenyats
per gestionar aquests objects:
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def checkAttribute(self, obj, attribute, name=None, message=None):
def checkOption(self, option, message=None):
def checkGlobalAttribute(self, attribute, message=None):
def checkPluginAttribute(self, attribute, message=None):
def checkResultAttribute(self, attribute, message=None):
checkAttribute verifica que l’objecte obj te´ definit l’atribut attribute. En el cas de no estar
definit, llenc¸a un missatge message d’error indicant que l’object name no te´ definit l’atribut
attribute.
checkOption verifica que el diccionari options inclou la clau option.
checkGlobalAttribute verifica que l’objecte global object te´ definit l’atribut attribute.
En el cas de no estar definit, llenc¸a un missatge message d’error indicant que l’object
global object no te´ definit l’atribut attribute.
checkPluginAttribute verifica que l’objecte plugin object te´ definit l’atribut attribute.
En el cas de no estar definit, llenc¸a un missatge message d’error indicant que l’object
plugin object no te´ definit l’atribut attribute.
checkResultAttribute verifica que l’objecte result object te´ definit l’atribut attribute.
En el cas de no estar definit, llenc¸a un missatge message d’error indicant que l’object
result object no te´ definit l’atribut attribute.
A part d’aquest conjunt de me`todes, tambe´ incorpora la implementacio´ d’una excepcio´ que
han d’utilitzar els connectors a l’hora d’indicar que ha hagut un error durant l’execucio´: la
excepcio´ PluginException.
C.2 Exemple de connector
A continuacio´ comentarem la implementacio´ de dos connectors que tenen depende`ncies entre
ells. Aixo` ens permetra` veure de forma pra`ctica gran part de les opcions que ens ofereixen els
connectors.
L’exemple que realitzarem esta` enfocat a realitzar la configuracio´ d’un switch cisco catalyst
2900 amb suport per VLANs. Aquest exemple el separarem en dos connectors:
Un connector encarregat de llegir tota la configuracio´ dels enllac¸os entre els equips del clu´ster
i els ports del switch, definida per l’usuari en el guio´.
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Un connector encarregat de configurar l’equip amb les VLANs corresponents, utilitzant la
configuracio´ definida en el connector anterior.
Aquesta tasca s’ha dividit en dos connectors per tal de donar una visio´ global de com transferir
informacio´ entre connectors. No obstant, es podria realitzar la implementacio´ utilitzant un sol
connector.
La tasca de configurar el switch nome´s l’executarem en el cas de realitzar una accio´ de
configurar el switch o configureswitch.
C.2.1 Lectura del guio´
En aquest apartat implementarem el connector switchreader, encarregat de llegir la informacio´
dels enllac¸os entre les ma`quines del clu´ster i els switch, procedent del guio´.
Guio´
Primer de tot definirem quina estructura ha de tenir el guio´ del connector:
<plugin name="switchreader">
<link cluster_id="cluster-1" cluster_iface="eth0" switch_port="FastEthernet0/1" />
<link cluster_id="cluster-1" cluster_iface="eth1" switch_port="FastEthernet0/2" />
<link cluster_id="cluster-2" cluster_iface="eth0" switch_port="FastEthernet0/3" />
</plugin>
Podem observar que per cada enllac¸ f´ısic em definit l’identificador de la ma`quina del clu´ster,
la interf´ıcie f´ısica del clu´ster i el port del switch.
Implementacio´
# coding: utf-8
from dyvine.plugins.abstractplugin import AbstractPlugin




# Link object verification.
self.checkPluginAttribute(’link’)
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# Cluster object verification.
self.checkGlobalAttribute(’cluster’)
for link in self.plugin_object.link:
# Check if link cluster id exists.
if link.cluster_id not in self.global_object.cluster:
msg = "Cluster %s not defined." % link.cluster_id
raise PluginException(self, msg)
cluster_node = self.global_object.cluster[link.cluster_id]
# Check if cluster id interface exists.
if link.cluster_iface not in cluster_node.ifaces:
msg = "Cluster interface %s from %s not " \




En termes general, la implementacio´ realitza les segu¨ents tasques:
• Verificar que exiteix la llista link.<link .. /> del guio´.
• Verificar que existeix l’objecte global cluster, definit pel connector clusterdefinition.
• Verificar que existeix la ma`quina del clu´ster de cada un dels links.
• Verificar que existeix la interf´ıcie definida a la ma`quina del c´lu´ster.
• Guardar la informacio´ a l’objecte estat. Global entre tots els connectors.
Com que aquest connector no realitza cap tasca fora del plugin, la realitzarem per totes
les accions executadas. Aix´ı, en el cas que fos necessari en un futur, altres connectors podrien
utilitzar la informacio´ generada pel connector.
C.2.2 Configuracio´ del switch
En aquest apartat implementarem el connector configureswitch, encarregat de configurar les
VLAN del switch.
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Guio´
Primer de tot definirem quina estructura ha de tenir el guio´ del connector:
<plugin name="configureswitch" ip="192.168.1.1" />
Definim l’adrec¸a IP del switch.
Implementacio´
# coding: utf-8
from dyvine.plugins.abstractplugin import AbstractPlugin





if self.action == ’configureswitch’:
# Check ip attribute
self.checkPluginAttribute(’ip’)
# Link object verification.
self.checkGlobalAttribute(’switch_links’)
# Switch user option
self.checkOption(’switch_user’)
# Switch password option
self.checkOption(’switch_pass’)
# Cluster object verification.
self.checkGlobalAttribute(’cluster’)
# edges object verification.
self.checkGlobalAttribute(’edges’)
# edges object verification.




for edge in self.global_object.edges.values():
# Use this part as a guide.
# Configure switch ports
from_cluster = cluster[edge.from_id.cluster]
link = switch_links[from_cluster]
self.check_command(’interface %s’ % link.switch_iface)




self.check_command(’interface %s’ % link.switch_iface)






ssh_newkey = ’Are you sure you want to continue connecting’
child = pexpect.spawn(’ssh -l %s %s %s’%(user,
ip, ’configure terminal’))
i = child.expect([pexpect.TIMEOUT, ssh_newkey, ’password: ’])
if i == 0: # Timeout
msg = ’SSH could not login. Here is what’ \
’ SSH said: %s %s’ % (child.before, child.after)
raise PluginException(self, msg)
if i == 1: # SSH does not have the public key. Just accept it.
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child.sendline (’yes’)
child.expect (’password: ’)
i = child.expect([pexpect.TIMEOUT, ’password: ’])
if i == 0: # Timeout
msg = ’SSH could not login. Here is what’\






i = self.child.expect([’% *’, ’*’])
# Check if not fail.
if i == 0:
msg = "Error running command %s" % cmd
raise PluginException(self, msg)
En termes general, la implementacio´ realitza les segu¨ents tasques:
• Verificar la informacio´ provinent d’altres connectors.
• Verificar que s’ha definit IP, usuari i el contrasenya del switch.
• Connectar-se al switch utilitzant expect.
• Per cada enllac¸, configurar la VLAN del clu´ster origen i clu´ster dest´ı.
Aquesta implementacio´ nome´s e´s una guia de com desenvolupar connector. En un entorn
real, inicialment es tindria que verificar si el switch ja te´ configurades VLAN als ports utilitzats.
En el cas que aix´ı fos, primer tindriem que eliminar la configuracio´ existent i despre´s aplicar els
canvis comentats.
118 APE`NDIX C. PROGRAMACIO´ D’UN CONNECTOR
Glossari
802.1Q protocol que permet a mu´ltiples xarxes utilitzar el mateix me`di f´ısic. 27, 51, 67
ArchLinux e´s una distribucio´ de GNU/Linux de programari lliure, no comercial. 50
Debian e´s una distribucio´ de GNU/Linux de programari lliure, no comercial. 50, 56
JSON JavaScript Object Notation. 36
NFS Network file system. 40, 64
SDL Simple DirectMedia Layer. 66
SSH Secure SHell e´s protocol que serveix per accedir a ma`quines remotes a traves de la xarxa.
27
udev e´s el gestor de dispositius del kernel de Linux. 51
UUID Universally Unique IDentifier, identificador universal u´nic. 66
VLAN e´s una xarxa d’a`rea local virtual. 26
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