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Infinite densities can describe the long-time properties of systems when ergodicity is broken and
the equilibrium Boltzmann-Gibbs distribution fails. We here perform semiclassical Monte Carlo
simulations of cold atoms in dissipative optical lattices with realistic parameters. We show that the
momentum infinite density, as well as its scale invariance, should be observable in shallow potentials.
We further evaluate the momentum autocorrelation function in the stationary and aging regime.
The Boltzmann-Gibbs distribution plays a pivotal role
in physics and mathematics. In statistical mechanics, it
gives the probability of finding a system in a given energy
state in the canonical ensemble, from which all its equi-
librium properties can be determined [1]. In nonequilib-
rium physics and in the theory of stochastic processes, it
appears as the stationary density of Fokker-Planck equa-
tions with additive noise [2]. On the other hand, in math-
ematics, the Boltzmann-Gibbs measure is a prominent
example of an invariant probability measure that forms
the basis of the statistical description of dynamical sys-
tems, such as chaotic nonlinear maps [3]. It is also an
essential concept in ergodic and probability theory [4]. It
is often assumed that invariant measures are finite, that
is, the corresponding probability density is integrable (or
normalizable). However, there are dynamical systems of
interest whose invariant measures are infinite [5]. In these
systems, time averages of observables are intrinsically
random and do not converge to the (nonrandom) ensem-
ble averages, even in the limit of long times, in contrast
to ergodic systems. Infinite measures are the subject of
infinite ergodic theory [6] and have lately found appli-
cations in physics, e.g. in the study of weakly chaotic
systems [7–9] and subdiffusive maps [10, 11].
Infinite densities were recently shown to be also of im-
portance in the investigation of Brownian particles dif-
fusing in an asymptotically logarithmic potential [12, 13].
This scenario describes a great variety of systems, in-
cluding charged polymers in solution [14], self-gravitating
Brownian particles [15, 16], long-range interacting sys-
tems [17, 18], and the denaturization of DNA molecules
[19, 20]. It moreover provides an approximate descrip-
tion of cold atoms in shallow dissipative optical lattices,
as discussed in detail below. These systems are charac-
terized by a power-law Boltzmann-Gibbs distribution [21]
and algebraic relaxation [22]. For small potential depths,
the Boltzmann-Gibbs distribution fails to account for the
long-time properties of the particle, contrary to naive ex-
pectations, as it leads to diverging expressions. In this
regime, ergodicity is broken and the system therefore lies
beyond the reach of statistical mechanics [23]. An infi-
nite density for the Brownian particle was obtained as
the large but finite time solution of the corresponding
Fokker-Planck equation [12, 13]. It possesses the intrigu-
ing property that it asymptotically diverges at the origin,
and is hence not normalizable. However, its moments are
finite for precisely the parameters for which those of the
Boltzmann-Gibbs distribution, the infinite time solution
of the Fokker-Planck equation, diverge, and vice versa.
The two distributions are thus complementary and are
both needed to predict the observable properties of the
particle. The infinite density was further used to eval-
uate the time-averaged position of the particle and its
two-time autocorrelation function for potential depths
for which the Boltzmann-Gibbs distribution cannot be
employed [24]. The infinite density therefore appears as
an indispensable tool to characterize the asymptotic be-
havior of the system in the nonergodic phase. However,
despite its importance, an infinite probability density has
never been experimentally observed.
In this paper, we investigate the possibility to observe
an infinite density using cold atoms in dissipative opti-
cal lattices [25]. To this end, we perform detailed semi-
classical Monte Carlo simulations of the dynamics of the
atoms under Sisyphus cooling [26], using realistic param-
eters. Cold atoms in optical lattices provide an ideal
system to analyze phenomena beyond Boltzmann-Gibbs
statistical mechanics [27]. Created by counterpropagat-
ing laser beams, they can be easily tuned. They were
used, for example, to observe the transition from nor-
mal to anomalous superdiffusion in shallow potentials in
a number of experiments [28–31]. The atomic dynam-
ics is often described with the help of an approximate
Fokker-Planck equation, Eq. (2) below, obtained by spa-
tial averaging over one lattice period [32]. The approx-
imation is valid for fast atoms and neglects the contri-
butions from those that are localized in the potential
wells. By contrast, the Monte Carlo simulation takes
into account the microscopic origin of Sisyphus cooling,
including the periodicity of the lattice potential and tran-
sitions between atomic Zeeman sublevels. The occur-
rence of a Boltzmann-Gibbs distribution with tunable
power-law tails predicted by the Fokker-Planck equation
was experimentally confirmed in Ref. [33], showing that
the latter provides a good description of the stationary
asymptotic features of the system. However, owing to
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2the many approximations involved in its derivation, it
is unclear whether the Fokker-Planck equation also cor-
rectly describes the finite time properties, in particular
the infinite density. In the following, we extend the semi-
classical Monte Carlo algorithm used for atoms in deep
lattices to the shallow lattice regime by removing the
appearance of nonphysical divergences. We employ the
algorithm to simulate both one-time and two-time func-
tions and compare them with the analytical predictions
of the Fokker-Planck equation. We use a recently devel-
oped maximum likelihood estimation method with lower
and upper cutoffs to determine the parameters of the
two functions [34]. Our main results are that the scaling
properties remain unaffected by the approximations en-
tering the Fokker-Planck equation and that the infinite
density should therefore be experimentally observable.
Semiclassical approach and infinite density. We con-
sider a 1D optical lattice created by the superposition
of two laser fields with orthogonal linear polarizations
(lin⊥lin configuration) [25]. In the semiclassical ap-
proach, the internal degrees of freedom of the atoms are
treated quantum mechanically while the external dynam-
ics (x, p) is described classically. The starting point of our
analysis is the system of two coupled differential equa-
tions for the phase space densitiesW±(x, p, t) for the Zee-
man sublevels of the atomic ground state |g,mz = ±1/2〉
derived in Ref. [26] in the limit of weak laser intensities,[
∂t+
p
m
∂x − dU±(x)dx ∂p
]
W±(x, p, t) (1)
= − [γ±∓(x)W±(x, p, t)− γ∓±(x)W∓(x, p, t)]
+ ∂2p [D±±(x)W±(x, p, t) +D∓±(x)W∓(x, p, t)] .
The above equations describe the motion of a classical
particle with mass m in the periodic potentials U±(x).
The rates γ±∓(x) and the diffusion coefficients D±±(x)
and D∓±(x) determine, respectively, the probability of
internal transitions and the effect of noise, such as spon-
taneous emission – their exact expressions can be found
in the Supplemental Material. An analytical solution of
Eq. (1) is not known. However, an analytically tractable
description can be obtained by averaging the spatial co-
ordinate x over one wavelength. Applying the method
described in Ref. [32] to Eq. (1), we obtain the following
Fokker-Planck equation for the momentum probability
density W (p, t) =
∫
dx (W+(x, p, t) +W−(x, p, t)),
∂tW (p, t) = ∂p
[
γp
1 + (p/pc)2
W (p, t)
]
+ ∂p
[(
D1 +
D2
1 + (p/pc)2
)
∂pW (p, t)
]
.
(2)
Equation (2) is valid for large momenta, p  pr = ~k,
where k is the wave number of the light field, and un-
der the assumption that the transitions between the sub-
levels have reached a steady state, that is, the difference
of the sublevel occupations, ϕ(x, p, t) = W+(x, p, t) −
W−(x, p, t), is independent of time. The coefficients ap-
pearing in Eq. (2) are explicitly given by,
γ=−3~k
2δ′
mΓ′ , pc=
mΓ′
9k , D1 =
41~2k2Γ′
90 , D2 =
~2k2δ′2
Γ′ ,
(3)
where Γ′ = Γs0 and δ′ = δs0 are the saturation-adjusted
linewidth and detuning, with s0 the saturation param-
eter and Γ the natural linewidth of the atomic transi-
tion. Equation (2) has the same form as that obtained in
previous studies [22, 28, 32]. However, the prefactor of
the diffusion coefficient D1 differs from the one given in
Ref. [32] (41/90 instead of 11/18) and explains the noted
discrepancy of a factor 4/3. We notice incidentally that it
is equal to the coefficient found empirically in Ref. [22].
In the limit of large momenta, p  pc, considered in
most investigations [12, 13, 35, 36], Eq. (2) reduces to a
Fokker-Planck equation with inversely linear drift, γp2c/p,
and constant diffusion D1, that corresponds to Brownian
motion in an asymptotically logarithmic potential.
To analyze the asymptotic solutions of the Fokker-
Planck equation (2), it is convenient to introduce the di-
mensionless momentum P = p/pr and time T = tΓ′. The
infinite time solution, corresponding to the Boltzmann-
Gibbs probability density, is given by [21],
WS(P )=
1
Z
(
1 + P
2
φ2
) 1
2−α
, Z=
√
piφΓ(α−1)
Γ (α−1/2) , α > 1.
(4)
On the other hand, the large but finite time solution is
an infinite density – called the infinite covariant density
(ICD) in Ref. [12] to stress its scaling form – and reads,
WICD(P, T )'

1
ZΓ(α)
(
P
φ
)1−2α
Γ
(
α, χP
2
T
)
, α > 1
1
Γ(1−α)
(
T
χ
)α−1
P 1−2αe−
χP2
T , α < 1.
(5)
Here Γ(a) and Γ(a, z) denote the Gamma and incomplete
Gamma functions. The three dimensionless parameters
α, χ and φ are given by,
α = γp
2
c
2D1
+ 12 =
5U0
164Er
+ 12 , χ =
Γ′p2r
4D1
= 4582 ,
φ = pc
pr
√
1 + D2
D1
= −
√
1 + 9041
(
δ
Γ
)2
12δ/Γ
U0
Er
. (6)
The ICD (5) diverges like P 1−2α at the origin and is hence
not normalizable. However, it will prove useful to deter-
mine the asymptotic properties of the system. The expo-
nent α, which measures the lattice depth U0 in units of
3the recoil energy Er = ~2k2/(2m), is the crucial parame-
ter that controls the dynamics. The moments 〈|P |q(t)〉 of
the Boltzmann-Gibbs density (4) diverge for q > 2α− 2;
they can thus not be employed to describe the asymp-
totic behavior. This divergence was experimentally ob-
served in Ref. [29]. By contrast, the moments evaluated
via the ICD (5) are finite for q > 2α − 2 and have been
shown to correctly describe the asymptotic time depen-
dence of the system [12, 13]. Interestingly, its moments
diverge for q < 2α − 2, when those of the Boltzmann-
Gibbs density are finite. The two distributions are hence
complementary: the Boltzmann-Gibbs density describes
the properties of the atoms for deep lattices and the ICD
those for shallow lattices, see Fig. 1(a).
Equations (4) and (5) can be combined to obtain an
approximate time-dependent solution that interpolates
between the two, and hence correctly determines the
asymptotic behavior of all moments. It is given by [12],
Wapp(P, T ) =
1
Z
(
1 + P
2
φ2
) 1
2−α Γ
(
α, χP
2
T
)
Γ(α) . (7)
This approximate solution is regular at P = 0, con-
trary to the ICD, and will thus be used to fit the nu-
merical data below. In the limit T → ∞ it coincides
with the stationary solution (4). The signature of the
ICD (5) can be revealed by introducing the scaling form
W (sc)(z) := T− 12+αW (z, T ) of the momentum distribu-
tions with scaling variable z = P/
√
T . We then have,
W (sc)app (z) =
1
Z
(
1
T
+ z
2
φ2
) 1
2−α Γ(α, χz2)
Γ(α) (8)
−−−−→
T→∞
φ2α−1
Z
z1−2α
Γ(α, χz2)
Γ(α) = W
(sc)
ICD(z). (9)
In the limit of long times, the scaling form of the approx-
imate solution W (sc)app (z) becomes independent of T and
reduces to the scaling form W (sc)ICD(z) of the ICD, with its
characteristic non-normalizable divergence at the origin.
The ICD can also be used to compute the asymptotic
two-time momentum correlation function for T > T0 [37],
CP (T, T0)'
√
pi
Γ(α+1)

φ2α−1
ZΓ(α)
(
T0
χ
)2−α
fα
(
T−T0
T0
)
, α > 1
√
pi
Γ(1−α)
T0
χ gα
(
T−T0
T0
)
, α < 1.
(10)
The two functions fα(s) and gα(s) are here defined as,
fα(s)=s2−α
∫ ∞
0
dy y2e−y
2
1F1
(
3
2 , α+ 1, y
2
)
Γ
(
α, y2s
)
,
gα(s)=s2−α
∫ ∞
0
dy y2e−y
2
1F1
(
3
2 , α+ 1, y
2
)
e−y
2s (11)
where 1F1(x) is a hypergeometric function. The correla-
tion function (10) depends in general on both T and T0,
and is thus nonstationary and exhibits aging. However, it
has a stationary limit, T →∞, for α > 2 (U0 > 49.2Er)
which depends only on the time lag T − T0,
CP,s(T − T0) ' φ2α−1 pi Γ(α− 2)4Z Γ2(α− 12)
(
T − T0
χ
)2−α
.
(12)
Expression (12) was obtained using the stationary so-
lution of the Fokker-Planck equation in Ref. [22]. For
α < 2, no stationary limit exists as the second moment
of the Boltzmann-Gibbs density (4) is infinite. In this
regime, Eq. (10) can only be calculated via the ICD (5).
Monte Carlo simulations. We use a Runge-Kutta algo-
rithm of second order to integrate the Langevin equations
corresponding to the phase space equations (1). The dis-
crete form of these Langevin equations reads [26]
x(t+dt) = x(t) + p(t)
m
dt, (13)
p(t+dt) = p(t) +

−U ′∓(x)dt+ η
√
2D±∓(x)/γ±∓(x)
if ρ < γ±∓(x)dt
−U ′±(x)dt+ η
√
2D±±(x)dt
if ρ ≥ γ±∓(x)dt,
where η is a random number drawn from a standard
normal distribution and ρ is a random number equally
distributed between zero and one. Equations (13) have
been successfully used to investigate the evolution of cold
atoms in deep lattices [26]. However, in shallow lattices
they lead to infinitely large momentum jumps at the
nodes of the potential where γ±∓(x) ∼ 1± cos(2kx) = 0
and D±∓(x) ∼ 6 ∓ cos(2kx) 6= 0 (see Eqs. (14)). These
divergences are unphysical and follow from the semiclas-
sical approximation: in the quantum description, atoms
are never exactly localized at the nodes of the potential.
To remove the divergences, we modify the parametriza-
tion such that D±∓(x) ∝ γ±∓(x) [38]. More precisely, by
choosing D±∓(x) = (6~2k2Γ′/90)[1 ± cos(2kx)], the av-
eraged diffusion coefficients in Eq. (2), hence the Fokker-
Planck dynamics, remain unchanged. A similar approach
has been shown to yield good agreement between 2D
semiclassical and quantum Monte Carlo simulations [38].
In our simulations, the atoms were initially equally dis-
tributed over one lattice period pi/k and each trajectory
started with zero momentum, as assumed in the deriva-
tion of the ICD [12]. From an experimental point of
view, it suffices that the initial momentum distribution
is much narrower than the stationary density, that is,
the atoms need to be cold enough. We extracted the
three dimensionless parameters (6) of the system from
the numerics for an ensemble of 107 atoms and a sim-
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FIG. 1. (a) Phase diagram of the optical lattice. For deep potentials (q < 2α − 2) the qth moments are determined by the
Boltzmann-Gibbs density (4), while for shallow lattices (q > 2α− 2) they are determined by the infinite covariant density (5).
The autocorrelation function CP (T, T0), Eq. (12), is (non)stationary, when the scaling exponent α > 2 (α < 2). (b) Momentum
distribution of an ensemble of 5 · 106 atoms as a function of time T for U0 = 40Er (top), U0 = 80Er (bottom) and δ = −10 Γ.
Dots show the results of the Monte Carlo simulations and lines the analytical expression (7). The asymptotic Boltzmann-Gibbs
density (4) is plotted in black. (c) Scaling form W (sc)(z), Eq. (9), as a function of the scaling variable z = P/
√
T for the same
parameters and data. The infinite covariant density (5) with its characteristic singularity at the origin is plotted in black.
ulation time of T = tΓ′ = 20000. The determination
of the exponent α of the steady state distribution (4)
is quite involved since the power-law behavior is limited
to a finite momentum interval. We used the very ac-
curate maximum likelihood estimation (MLE) technique
described in Ref. [34]. The two remaining parameters
φ and χ were obtained using a standard least-squares
fit of the distribution Wapp(P, T = 20000) to the data.
Details of the fitting procedure, as well as typical fit re-
sults, can be found in the Supplemental Material. For
the scaling exponent α, we find excellent agreement (less
than 3% deviation) between the fitted values and the an-
alytical expressions (6) obtained from the approximate
Fokker-Planck equation (2) (see Fig. 4 in the Supple-
mental Material). The parameters φ and χ display the
predicted linear and constant dependences on U0, albeit
with somewhat larger deviations (between 30% and 37%
for φ and below 13% for χ). These findings indicate that
the diverse approximations entering the Fokker-Planck
equation, in particular the crude spatial averaging, pre-
serve the important scaling properties of the microscopic
dynamics (1) and only affect the value of numerical pref-
actors.
Figure 1(b) shows a comparison of the simulated mo-
mentum distribution (for 5 · 106 atoms) with the analyti-
cal approximate solution (7), using the fitted parameters
α, φ and χ, for different evolution times T ∈ [50, 20000]
and different lattice depths, U0 = 40Er (top) and U0 =
80Er (bottom). We observe excellent agreement in the
range of validity of the ICD (large P and large T ) as ex-
pected, but also for moderate values of P and T ; devia-
tions are only seen for small momenta, P . 10, and small
times, T . 100. As the evolution time increases, the
data converge towards the Boltzmann-Gibbs density (4).
The scaling form, W (sc)(z) = T− 12+αW (z, T ), is plotted
in Fig. 1(c). For large z and long evolution times T , the
rescaled data loose their explicit time dependence, as pre-
dicted, and clearly converge to the scaling form W (sc)ICD(z)
of the ICD given by Eq. (9). For small z, the data are well
described by the approximate solution (8). We found the
above results to be independent of the specific values of
potential depth and detuning within the investigated pa-
rameter space: U0/Er ∈ [40, 80] for constant δ = −10 Γ,
and δ/Γ ∈ [−5,−30] for constant U0 = 50Er.
The two-point momentum correlation function
CP (T, T0) = 〈P (T )P (T0)〉 is plotted in Fig. 2. It is
quasistationary for deep lattices, Fig. 2(a), exhibiting
little dependence on the initial time T0, provided the
latter is large enough. The oscillations seen at short
time differences T − T0 stem from the periodicity of
the optical lattice; they disappear for longer time lags.
For shallow lattices, Fig. 2(b), the nonstationarity is
clearly visible: the magnitude of the correlation function
5increases with T0, as predicted by Eq. (12). While good
agreement between numerics and analytics, Eq. (12),
is found in the stationary regime, it is only qualitative
in the nonstationary regime. The latter can be traced
back to the assumption of stationarity of the population
difference, ϕ(x, p, t) = W+(x, p, t) − W−(x, p, t), in the
derivation of the Fokker-Planck equation (2). A more
accurate description of the nonstationary properties
of the system would thus require the inclusion of the
relaxation of the function ϕ(x, p, t).
(a)
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FIG. 2. Momentum correlation function CP (T, T0) in the (a)
stationary (deep lattice, U0 = 70ER) and (b) nonstationary
(shallow lattice, U0 = 40ER) regime for 2 · 105 trajectories.
Blue, black and red lines correspond, respectively, to T =
15000, T = 25000 and T = 35000. Solid lines are the results of
the semiclassical Monte Carlo simulations, while dashed lines
show the analytical expression (10) with fitted parameters.
Conclusions. We have performed semiclassical Monte-
Carlo simulations of the microscopic dynamics of cold
atoms in shallow dissipative optical lattices and com-
pared it to the prediction of an approximate Fokker-
Planck equation in the asymptotic, finite time regime.
We have found that the scaling behavior is the same
in both approaches and that only numerical prefactors
slightly differ. We have further shown that the infinite
density, which determines the properties of the system
in the regime where the Boltzmann-Gibbs distribution
fails, is observable even for moderate evolution times. In
addition, we have demonstrated that the Fokker-Planck
equation provides a good description of the autocorrela-
tion function in the stationary phase and an approximate
description in the nonstationary phase. An experimen-
tal confirmation of the presence of the infinite density in
optical lattices – with its non-normalizable asymptotic
divergence at the origin – would constitute a significant
step forward in the investigation of nonergodic systems.
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SUPPLEMENTAL MATERIAL
Microscopic coefficients
The position-dependent microscopic coefficients in the
phase space equations (1) are given by [26],
U±(x)=
U0
2 [−2± cos(2kx)], γ±∓(x)=
Γ′
9 [1± cos(2kx)],
D±±(x)=
7~2k2Γ′
90 [5± cos(2kx)],
D±∓(x)=
~2k2Γ′
90 [6∓ cos(2kx)]. (14)
Details of the fitting procedure
To evaluate the three parameters α, ϕ and χ, Eqs. (6),
from the numerics we first determine the exponent α of
the steady state distribution (4) using the maximum like-
lihood estimation (MLE) method described in Ref. [34].
We calculate the MLE value for the parameter α includ-
ing all final momentum values of the simulated trajecto-
ries that lie within a momentum window of several tens
of pr width. By shifting this window along the momen-
tum axis, we scan the momentum distribution and can
identify the region in which it follows a power law by plot-
ting the MLE value versus the window position Pw. The
existence of a pronounced plateau in this plot indicates
that the data follow a power law. We use an average
over the plateau region to determine α. A typical result
of this procedure is shown in Fig. 3. The two remain-
ing parameters ϕ and χ are obtained using a standard
least-squares fit of the distribution Wapp(P, T = 20000)
to the data. This works reliably because variations in ϕ
shift the whole distribution along the p-axis, while varia-
tions in χ determine the position of the cut-off. Because
0 5 0 1 0 0 1 5 0 2 0 01 , 0
1 , 5
2 , 0
2 , 5
3 , 0
ML
E
p w
FIG. 3. Typical plot generated in the MLE analysis of the
exponent α. The MLE value calculated from all data points
within a momentum window plotted against the window po-
sition Pw. The value of α indicated by the red solid line is
determined by averaging over the plateau region.
the central parts of the momentum distributions show
deviations from the approximate solution, we omit data
points at P -values smaller than some threshold Pth in
the fit. By varying Pth and searching for a plateau in a
way similar to the MLE-analysis shown in Fig. 3, we are
able obtain reliable results for ϕ and χ. The results of
the fitting procedure are shown in Fig. 4.
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FIG. 4. Parameters α, φ and χ , Eqs. (6), as a function of the
potential depth U0 at a detuning δ = −10 Γ. The dashed red
lines show the theoretical dependence given by Eq. (6), the
solid blue lines are a fit to the data.
Variation of the detuning δ
We have also investigated the change of the momen-
tum distribution under variation of the detuning δ. To
this end we have repeated the analysis described above
for different detunings δ/Γ ∈ [−5,−30] at a fixed poten-
tial depth U0 = 50Er. The results of the fitting pro-
cedure for the parameters α, φ and χ are summarized
in Fig. 5. For φ and χ, we find good qualitative agree-
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FIG. 5. Parameters α, φ and χ, Eqs. (6), as a function of the
detuning δ at a potential depth U0 = 50Er. The dashed red
lines show the theoretical dependence given by Eq. (6), the
solid blue lines are a fit to the data.
ment between the fitted values and the theoretical curves
given by Eq. (6). Quantitatively, we observe deviations
from the theory consistent with our results for varying
potential depth shown in Fig. 4. We attribute these de-
viations to the spatial averaging procedure used to derive
Eq. (2). In addition, we find a small dependence of the
scaling exponent α on the detuning δ. This observation
is not supported by the theory which predicts α to be
a constant with respect to variations in δ. The devia-
tion can be traced back to the momentum distributions
as shown in Fig. 6. For larger detunings, the data show
a slightly enhanced probability W (P ) at high momenta
P in comparison to the expected analytical approximate
solution (7). The increased probability leads to an un-
derestimation of the true power-law exponent α by its
maximum likelihood estimator. We think that the dis-
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FIG. 6. Momentum distribution as a function of time T for
two detunings, (left) δ = −5 Γ and (right) δ = −20 Γ, with
a potential depth U0 = 50Er. The plot for T = 20000 on
the right shows the slightly increased momentum probability
density deviating from the expected curves at high momenta.
We believe this to be an artefact of the simulations due to an
insufficiently resolved lattice structure.
crepancy at high P is an artefact produced by the finite
size of the time step dt in the numerics. For the simu-
lations to converge, the time step must fulfil two criteria
[26]. First, dt  1/Γ′, i. e. individual scatter events are
resolved. Second, the structure of the optical potential
needs to be resolved, i. e. dt  λ/(2vmax), where vmax
is some assumption on the maximal velocity of particles
in the lattice. For the shallow lattices investigated here,
the second criterion is more restrictive. In our numerics,
we have assumed a maximal velocity of vmax = 450 pr/m,
given by the limit of computer power available. For par-
ticles travelling with p & 450 pr, the lattice structure is
thus insufficiently resolved and Sisyphus cooling ceases,
leading to the observed increase of the momentum prob-
ability density. The explicit dependence of the data on
the detuning δ enters the simulations via the scaling of
the simulation time in terms of 1/Γ′ ∝ |δ|. For increasing
values of |δ|, the number of iterations increases and the
deviations become more pronounced as seen in Fig. 5.
