Given a product X of locally compact rank one Hadamard spaces, we study asymptotic properties of certain discrete isometry groups Γ of X. First we give a detailed description of the structure of the geometric limit set and relate it to the limit cone; moreover, we show that the action of Γ on a quotient of the regular geometric boundary of X is minimal and proximal. This is completely analogous to the case of Zariski dense discrete subgroups of semi-simple Lie groups acting on the associated symmetric space (compare [Ben97]). In the second part of the paper we study the distribution of Γ-orbit points in X: As a generalization of the critical exponent δ(Γ) of Γ we consider for any θ ∈ R r ≥0 , θ = 1, the exponential growth rate δ θ (Γ) of the number of orbit points in X with prescribed "slope" θ. In analogy to Quint's result in [Qui02b] we show that the homogeneous extension Ψ Γ to R r ≥0 of δ θ (Γ) as a function of θ is upper semi-continuous, concave and strictly positive in the relative interior of the limit cone. This shows in particular that there exists a unique slope θ * for which δ θ * (Γ) is maximal and equal to the critical exponent of Γ.
Introduction
After the publication of the article "Asymptotic geometry in products of Hadamard spaces with rank one isometries" ( [Lin10] ) I was asked several times whether the results naturally extend to the setting of more than two factors. Unfortunately this is not the case since the methods of proof used there rely heavily on the possibility to control the position of pairs of points in a quotient of the regular geometric boundary; when more factors are present, the set of pairs of points which are in an uncontrollable position becomes much larger -in the case of symmetric spaces this phenomenon is reflected in the presence of more and higher dimensional "small" Bruhat cells when the rank gets bigger. So one goal of the present article was to give a generalization of the results in the aforementioned paper to products with more than two factors. Apart from that, the article contains a variety of results which were not yet known in the case of two factors. Among these I only want to mention here the construction of freely generated discrete subgroups (Proposition 6.5) with limit cone contained in a prescribed set and the positivity of the critical exponent (Theorem 7.9).
To be more precise, we let (X, d) be a product of r locally compact Hadamard spaces (X i , d i ) endowed with the ℓ 2 -metric, which makes X itself a locally compact Hadamard space, i.e. a locally compact complete simply connected metric space of nonpositive Alexandrov curvature. It is well-known that every locally compact Hadamard space X can be compactified by adding its geometric boundary ∂X endowed with the cone topology (see [Bal95,  chapter II]); if X is a product, then the regular geometric boundary ∂X reg of X -which consists of the set of equivalence classes of geodesic rays which do not project to a point in one of the factors -is a dense open subset of ∂X homeomorphic to the Cartesian product of the geometric boundaries ∂X i of the factors X i (which we call the Furstenberg boundary ∂ F X of X) times a factor E + = {θ ∈ R r >0 : θ = 1}. We next let Γ < Is(X) be a group acting properly discontinuously by isometries on X; passing to a subgroup of finite index if necessary we may further assume that Γ preserves the product decomposition ( [FL08, Corollary 1.3]). The geometric limit set L Γ ⊂ ∂X of Γ is defined as the set of accumulation points of a Γ-orbit in X. Unlike in the case of CAT(−1)-spaces this geometric limit set is in general not a minimal set for the action of Γ on the geometric boundary ∂X of X: This is due to the fact that isometries preserving the product decomposition of X cannot change the slope (i.e. the projection to E + ) of regular boundary points.
In this note we further restrict our attention to discrete groups Γ as above which contain an element projecting to a rank one isometry in each factor, i.e. Γ contains an element h such that all its projections h i to Is(X i ) possess an invariant geodesic which does not bound a flat half-plane in the corresponding factor X i . This requires in particular that all factors are rank one, i.e. possess a geodesic line which does not bound a flat half-plane. For products of rank one Hadamard spaces the presence of such a regular axial isometry is guaranteed in many interesting cases: If for example X is a finite-dimensional CAT(0)-cube complex for which every irreducible factor is non-Euclidean, unbounded and locally compact with a cocompact and essential action of its automorphism group, then by Theorem C in [CS11] every (possibly non-uniform) lattice Γ < Is(X) contains a regular axial isometry.
We will moreover need a second regular axial isometry g ∈ Γ such that all projections to Is(X i ) of g and h are independent. This condition is clearly satisfied when Γ contains a (not necessarily regular axial) element γ such that all projections γ i to Is(X i ) map the two fixed points of h i to their complement in ∂X i ; then g = γhγ −1 ∈ Γ is the desired second regular axial isometry. Another important class of examples satisfying this assumption in the case of only two factors are Kac-Moody groups Γ over a finite field: They act by isometries on a product, the CAT(0)-realization of the associated twin building B + × B − , and there exists an element h = (h 1 , h 2 ) ∈ Γ projecting to a rank one element in each factor by Remark 5.4 and the proof of Corollary 1.3 in [CF10] . Moreover, the action of the Weyl group produces many regular axial isometries g = (g 1 , g 2 ) ∈ Γ with g 1 independent from h 1 and g 2 independent from h 2 . Notice that if the order of the ground field is sufficiently large, then Γ is an irreducible lattice (see e.g. [Rém99] and [CR09] ).
Apart from these examples possible factors of X include locally compact Hadamard spaces of strictly negative Alexandrov curvature such as locally finite trees or manifolds with sectional curvature bounded from above by a negative constant as e.g. rank one symmetric spaces of the non-compact type. In this special case every non-elliptic and non-parabolic isometry in one of the factors is already a rank one element. Prominent examples here which are already covered by the results of Y. Benoist and J.-F. Quint are Hilbert modular groups acting as irreducible lattices on a product of hyperbolic planes, and graphs of convex cocompact groups of rank one symmetric spaces (see also [Bur93] ). More generally, given a set of locally compact rank one Hadamard spaces X 1 , X 2 , . . . , X r , and faithful representions ρ i : G → Is(X i ) of a group G acting properly discontinuously by isometries on X i , i ∈ {1, 2, . . . , r}, the graph group Γ ρ associated to ρ = (ρ 1 , ρ 2 , . . . , ρ r ) is defined by Γ ρ = {(ρ 1 (g), ρ 2 (g), . . . , ρ r (g)) : g ∈ G};
it clearly satisfies our assumption if G contains two elements g and h such that ρ i (g) and ρ i (h) are independent rank one isometries of X i for all i ∈ {1, 2, . . . , r}. Notice that thanks to general arguments given by F. Dal'bo in [Dal96, Proposition 3 .4] any discrete group Γ < Is(X 1 ) × Is(X 2 ) × · · · × Is(X r ) which acts freely and satisfies L Γ ⊂ ∂X reg is a graph group; the converse clearly does not hold.
We will now state our main results. The first one is a strengthening of Theorem A in [Lin10] :
Theorem A The Furstenberg limit set is a boundary limit set for the action of Γ on the Furstenberg boundary ∂ F X.
This implies in particular that the Furstenberg limit set is minimal, i.e. the smallest non-empty, Γ-invariant closed subset of ∂ F X. Notice that in the recent article [NS] A. Nevo and M. Sageev proved an analogous statement for the Poisson boundary B(X) of a proper cocompact G-action on an essential, strictly non-Euclidean CAT(0)-cube complex X. More precisely, their Theorem 5.8 states that the closure B(X) of the set of non-terminating ultrafilters in the Roller boundary of X is a boundary limit set for the action of G on the collection of all ultrafilters.
In our setting we have -as in the case of symmetric spaces or Bruhat-Tits buildings of higher rank -the following structure theorem: Theorem B The regular geometric limit set splits as a product F Γ × P reg Γ , where P reg Γ ⊂ E + denotes the set of slopes of regular limit points of Γ.
We recall that Γ < Is(X 1 ) × Is(X 2 ) × · · · × Is(X r ) is a discrete group containing two regular axial isometries h = (h 1 , h 2 , . . . , h r ) and g = (g 1 , g 2 , . . . , g r ) which project to independent rank one elements in each factor. For a rank one isometry γ i of one of the factors X i we denote γ + i its attractive, γ − i its repulsive fixed point in ∂X i , and l i (γ i ) > 0 its translation length, i.e. the minimum of the displacement function d i (γ i ) :
. . , γ r ) is regular axial we canonically get two fixed points in the Furstenberg boundary γ + := (γ
, and a translation vector L(γ) := (l 1 (γ 1 ), l 2 (γ 2 ), . . . , l r (γ r )) ∈ R r >0 . With this notation we can state the following Theorem C The set of pairs of fixed points (γ + , γ − ) ∈ ∂ F X × ∂ F X of regular axial isometries γ ∈ Γ is dense in F Γ × F Γ \ ∆, where ∆ denotes the set of pairs of points in F Γ with a common projection to some ∂X i .
We mention that this result can be viewed as a strong topological version of the double ergodicity property of Poisson boundaries due to Burger-Monod ( [BM02] ) and Kaimanovich ( [Kai03] ).
We next define the limit cone ℓ Γ of Γ as the closure in R r ≥0 of the set of half-lines spanned by all translation vectors L(γ) with γ ∈ Γ regular axial. This cone is related to the set of slopes of all (regular and singular) limit points as follows:
Theorem D The set P Γ ⊂ E of slopes of all limit points of Γ is equal to ℓ Γ ∩ E. Moreover, the limit cone ℓ Γ is convex.
For the formulation of the last main result of the paper we fix a point x = (x 1 , x 2 , . . . , x r ) in X, θ = (θ 1 , θ 2 , . . . , θ r ) ∈ E := E + ⊂ R r ≥0 , ε > 0, n ≫ 1 and consider the cardinality N ε θ (n) of the set
This number counts all orbit points γx of distance less than n to the point x which in addition are "close" to a geodesic ray in the class of a boundary point with slope θ. We further consider
δ θ (Γ) can be thought of as a function of θ ∈ E which describes the exponential growth rate of orbit points converging to limit points of slope θ. It is an invariant of Γ which carries finer information than the critical exponent δ(Γ): The critical exponent is simply the maximum of δ θ (Γ) among all θ ∈ E. As in [Qui02b] it will be convenient to study the homogeneous extension Ψ Γ : R r ≥0 → R of this function θ → δ θ (Γ). Our final result appropriately generalizes Theorem 4.2.2 in [Qui02b] (which holds for symmetric spaces and Euclidean buildings of higher rank) to our setting:
Theorem E Ψ Γ is upper semi-continuous, concave, and the set
is precisely the limit cone ℓ Γ of Γ. Moreover, Ψ Γ is non-negative on the limit cone ℓ Γ and strictly positive on its relative interior.
An easy corollary of Theorem E is the fact that the critical exponent δ(Γ) of Γ is strictly positive and that there exists a unique θ * ∈ E such that δ θ * (Γ) = δ(Γ). With the help of Theorem E it is possible to construct generalized conformal densities on each Γ-invariant subset of the geometric limit set as performed in [Lin04] and [Qui02a] for higher rank symmetric spaces and Euclidean buildings; this will be done in a future work.
The paper is organized as follows: Section 2 summarizes basic facts about Hadamard spaces and rank one isometries, in Section 3 specific properties of products of Hadamard spaces are collected. Section 4 provides the main tools needed in the proofs of our results. In Section 5 we describe the structure of the limit set and prove Theorems A and B; Section 6 is devoted to the study of the limit cone and the proof of Theorem C. Finally, in Section 7 we introduce and study the homogeneous function Ψ Γ as above and prove Theorems D and E.
Preliminaries
The purpose of this section is to introduce terminology and notation and to summarize basic results about Hadamard spaces and rank one isometries. The main references here are [BH99] and [Bal95] (see also [BB95] , and [BGS85] , [Bal82] in the case of Hadamard manifolds).
Let (X, d) be a metric space. A geodesic path joining x ∈ X to y ∈ X is a map σ from a closed interval [0, l] ⊂ R to X such that σ(0) = x, σ(l) = y and d(σ(t), σ(t ′ )) = |t − t ′ | for all t, t ′ ∈ [0, l]. We will denote such a geodesic path σ x,y . X is called geodesic if any two points in X can be connected by a geodesic path, if this path is unique, we say that X is uniquely geodesic. In this text X will be a Hadamard space, i.e. a complete geodesic metric space in which all triangles satisfy the CAT(0)-inequality. This implies in particular that X is simply connected and uniquely geodesic. A geodesic or geodesic line in X is a map σ :
Notice that in the non-Riemannian setting completeness of X does not imply that every geodesic path or ray can be extended to a geodesic, i.e. X need not be geodesically complete.
From here on we will assume that X is a locally compact Hadamard space. The geometric boundary ∂X of X is the set of equivalence classes of asymptotic geodesic rays endowed with the cone topology (see e.g. [Bal95, chapter II] ). The action of the isometry group Is(X) on X naturally extends to an action by homeomorphisms on the geometric boundary. Moreover, since X is locally compact, this boundary ∂X is compact and the space X is a dense and open subset of the compact space X := X∪∂X.
For x ∈ X and ξ ∈ ∂X arbitrary there exists a geodesic ray emanating from x which belongs to the class of ξ. We will denote such a ray σ x,ξ .
We say that two points ξ, η ∈ ∂X can be joined by a geodesic if there exists a geodesic σ : R → X such that σ(−∞) = ξ and σ(∞) = η. It is well-known that if all triangles in X satisfy the CAT(−1)-inequality, then every pair of distinct points in the geometric boundary can be joined by a geodesic. This is not true in general. For convenience we therefore define the visibility set at infinity Vis ∞ (ξ) of a point ξ ∈ ∂X as the set of points in the geometric boundary which can be joined to ξ by a geodesic, i.e.
Vis
A geodesic σ : R → X is said to bound a flat half-plane if there exists a closed convex subset ι([0, ∞) × R) in X isometric to [0, ∞) × R such that σ(t) = ι(0, t) for all t ∈ R; otherwise σ will be called a rank one geodesic.
Notice that the existence of a rank one geodesic imposes severe restrictions on the CAT(0)-space X. For example, X can neither be a symmetric space or Euclidean building of higher rank nor a product of Hadamard spaces.
The following important lemma states that even though we cannot join any two distinct points in the geometric boundary of X, given a rank one geodesic we can at least join points in a neighborhood of its extremities. More precisely, we have the following well-known Lemma 2.1 ( [Bal95], Lemma III.3.1) Let σ : R → X be a rank one geodesic. Then there exist c > 0 and neighborhoods U − , U + of σ(−∞), σ(∞) in X such that for any ξ ∈ U − and η ∈ U + there exists a rank one geodesic joining ξ and η. For any such geodesic σ ′ we have d(σ ′ , σ(0)) ≤ c.
Moreover, we will need the following technical lemma which immediately follows from Lemma 4.3 and Lemma 4.4 in [BB95] .
Lemma 2.2 Let σ : R → X be a rank one geodesic and set y := σ(0), η := σ(∞). Then for any T ≫ 1, ε > 0 there exists a neighborhood U − of σ(−∞) in X and a number R > 0 such that for any x ∈ X with d(x, σ) > R or x ∈ U − we have
The following kind of isometries will play a central role in the sequel. Definition 2.3 An isometry h of X is called axial, if there exists a constant l = l(h) > 0 and a geodesic σ such that h(σ(t)) = σ(t + l) for all t ∈ R. We call l(h) the translation length of h, and σ an axis of h. The boundary point h + := σ(∞) is called the attractive fixed point, and h − := σ(−∞) the repulsive fixed point of h. We further set Ax(h) := {x ∈ X : d(x, hx) = l(h)}.
We remark that Ax(h) consists of the union of parallel geodesics translated by h, and Ax(h) ∩ ∂X is exactly the set of fixed points of h. Following the definition in [BF09] and [CF10] we will call two axial isometries g, h ∈ Is(X) independent if for any given
is proper.
Definition 2.4 An axial isometry is called rank one if it possesses a rank one axis.
Notice that if h is rank one, then h + and h − are the only fixed points of h. Moreover, it is easy to verify that two rank one elements g, h ∈ Is(X) are independent if and only if {g + , g − } ∩ {h + , h − } = ∅. Let us recall some properties of rank one isometries.
Lemma 2.5 ( [Bal95], Lemma III.3.3) Let h be a rank one isometry. Then
The following lemma allows to find many rank one isometries; it will play an important role in the proof of several results such as Proposition 4.6, which in turn is needed for Proposition 6.3.
Lemma 2.6 ( [Bal95], Lemma III.3.2) Let σ : R → X be a rank one geodesic, and (γ n ) ⊂ Is(X) a sequence of isometries such that γ n x → σ(∞) and γ −1 n x → σ(−∞) for one (and hence any) x ∈ X. Then for n sufficiently large, γ n is axial and possesses an axis σ n such that σ n (∞) → σ(∞) and σ n (−∞) → σ(−∞).
The following proposition is the clue to the proof of all results in Section 5 and 6. It is more general, but similar in spirit to Proposition 2.8 in [Lin10] which was inspired by the proof of Lemma 4.1 in [Dal99] in the easier context of CAT(−1)-spaces. Part (b) in particular gives a relation between the geometric length and the combinatorial length of words in a free group on two generators which will be the key ingredient in the proof of Proposition 6.3. If α, β generate a free group we say that a word γ = s
Proposition 2.7 Suppose g and h are independent rank one elements in Is(X). Then there exist neighborhoods V (η), U (η) of η ∈ {g − , g + , h − , h + } with V (η) ⊂ U (η) ⊂ X and a constant c > 0 such that the following holds:
(a) Any two points in different sets U (η) can be joined by a rank one geodesic σ ⊂ X with d(o, σ) ≤ c.
(b) Given a pair of rank one isometries α, β ∈ Is(X) with α ± ∈ V (g ± ), β ± ∈ V (h ± ) and N α , N β ∈ N sufficiently large, then for all n ∈ N and every cyclically reduced word γ = s
Proof. We fix a base point o ∈ Ax(h). For η ∈ {g − , g + , h − , h + } let U (η) ⊂ X be a small neighborhood of η with o / ∈ U (η) such that all U (η) are pairwise disjoint, and c > 0 a constant such that any pair of points in distinct neighborhoods can be joined by a rank one geodesic σ with d(o, σ) ≤ c. This is possible by Lemma 2.1 and proves part (a).
According to Lemma 2.6, for η ∈ {g − , g + , h − , h + } there exist neighborhoods W (η) ⊂ U (η) such that every γ ∈ Γ with γo ∈ W (η), γ −1 o ∈ W (ζ), ζ = η, is rank one with γ + ∈ U (η) and γ − ∈ U (ζ). We claim that assertion (b) holds for all neighborhoods V (η) ⊂ W (η) ⊂ X of η ∈ {g − , g + , h − , h + } with c > 0 as above.
Let α, β ∈ Is(X) be rank one isometries with α ± ∈ W (g ± ), β ± ∈ W (h ± ) and set
We set
2 · · · s kn n with s j ∈ S and k j ∈ N, j ∈ {1, 2, . . . n}. By choice of N α , N β and (2) we have γo ∈ W (s
n . Therefore γ is rank one with γ + ∈ U (s + 1 ) and γ − ∈ U (s − n ), which shows (i). Choosing a point x ∈ Ax(γ) with d(o, x) ≤ c (which is possible according to (a)) we get
Similarly, for all j ∈ {1, 2, . . . n} we get l(s
, so there exists a geodesic σ 2 joining γ 2 o to s
Applying the same arguments to γ j for j ≥ 2 and using the fact that s j+1 = s −1 j we deduce
and hence inductively
Therefore part (ii) of (b) is also true. ✷
Products of Hadamard spaces
Now let (X 1 , d 1 ), (X 2 , d 2 ), . . . , (X r , d r ) be locally compact Hadamard spaces, and X = X 1 × X 2 × · · · × X r the product space endowed with the product distance
Notice that such a product is again a locally compact Hadamard space.
We denote R r ≥0 := (t 1 , t 2 , . . . , t r ) ∈ R r : t i ≥ 0 for all i ∈ {1, 2, . . . , r} and R r >0 := (t 1 , t 2 , . . . , t r ) ∈ R r : t i > 0 for all i ∈ {1, 2, . . . , r} . To any pair of points x = (x 1 , x 2 , . . . , x r ), z = (z 1 , z 2 , . . . , z r ) ∈ X we associate the vector
. . .
which we call the distance vector of the pair (x, z). Notice that if · denotes the Euclidean norm in R r , we clearly have H(x, z) = d(x, z). If z = x we therefore define the direction of z with respect to x by the unit vector
Denote p i : X → X i , i = 1, 2, . . . , r, the natural projections. Every geodesic path σ : [0, l] → X can be written as a product σ(t) = (σ 1 (t · θ 1 ), σ 2 (t · θ 2 ), . . . , σ r (t · θ r )), where σ i are geodesic paths in X i , i = 1, 2, . . . r, and the θ i ≥ 0 satisfy
equals the direction of the points σ(t), t ∈ (0, l], with respect to σ(0) and is called the slope of σ. We say that a geodesic path σ is regular if its slope does not possess a coordinate zero, i.e. if
otherwise σ is said to be singular. In other words, σ is regular if and only if none of the projections p i (σ([0, l])), i ∈ {1, 2, . . . , r}, is a point. If x ∈ X and σ : [0, ∞) → X is an arbitrary geodesic ray, then elementary geometric estimates yield the relation
between the slope of σ and the directions of σ(t), t > 0, with respect to x. Similarly, one can easily show that any two geodesic rays representing the same (possibly singular) point in the geometric boundary necessarily have the same slope. So the slope sl(ξ) ∈ E of a pointξ ∈ ∂X can be defined as the slope of an arbitrary geodesic ray representing ξ. The regular geometric boundary ∂X reg and the singular geometric boundary ∂X sing of X are then naturally defined by
the singular boundary ∂X sing consists of equivalence classes of geodesic rays in X which project to a point in one of the factors X i . We further notice that two regular geodesic rays σ, σ ′ with the same slope represent the same point in ∂X reg if and only if
, then the slope of γ ·ξ equals the slope of ξ. In other words, if ∂X θ denotes the set of points in the geometric boundary of slope θ ∈ E, then ∂X θ is invariant by the action of Is(X 1 ) × Is(X 2 ) × · · · × Is(X r ).
In analogy to the case of symmetric spaces of higher rank we define the Furstenberg boundary ∂ F X of X as the product ∂X 1 × ∂X 2 × · · · × ∂X r endowed with the product topology. Since ∂X reg is homeomorphic to ∂ F X × E + we have a natural projection
and a natural action of the group Is(X 1 ) × Is(X 2 ) × · · · × Is(X r ) by homeomorphisms on the Furstenberg boundary of X. Clearly ∂ F X is homeomorphic to each of the sets ∂X θ ⊂ ∂X reg with θ ∈ E + . Notice that in the special case r = 1 the Furstenberg boundary ∂ F X equals the geometric boundary and the projection π F is the identity; E + = E is simply a point.
The following two elementary lemmata provide important facts concerning the topology of X.
Lemma 3.1 Suppose (y n ) ⊂ X is a sequence converging to a pointη ∈ ∂X θ for some θ ∈ E. Then for any x ∈ X we have H(x, y n ) → θ as n → ∞.
Notice that if θ = (θ 1 , θ 2 , . . . , θ r ) ∈ E satisfies θ i = 0 for some i ∈ {1, 2, . . . , r}, then the projections y n,i = p i (y n ) of y n to X i necessarily satisfy
So the sequence (y n,i ) ⊂ X i can be either bounded or unbounded and may possess more than one accumulation point in X i . However, if θ ∈ E + then we have the following Lemma 3.2 Suppose (y n ) ⊂ X is a sequence converging to a regular boundary point η ∈ ∂X reg with π F (η) = (η 1 , η 2 , . . . , η r ) ∈ ∂ F X. Then for all i ∈ {1, 2, . . . , r} the projections p i (y n ) to X i converge to η i as n → ∞.
Recall the definition of the visibility set at infinity Vis ∞ (ξ) of a pointξ ∈ ∂X from (1). It is easy to see that a pointη ∈ ∂X cannot belong to Vis ∞ (ξ) if the slope ofη is different from the slope ofξ. This motivates the less restrictive definition of the Furstenberg visibility set of a point ξ ∈ ∂ F X which is
We say that ξ, η ∈ ∂ F X are opposite if η ∈ Vis F (ξ). Notice that ξ = (ξ 1 , ξ 2 , . . . , ξ r ), η = (η 1 , η 2 , . . . , η r ) ∈ ∂ F X are opposite if and only if ξ i and η i can be joined by a geodesic in X i for all i ∈ {1, 2, . . . , r}, i.e.
We terminate the section with a few definitions concerning isometries of products. By abuse of notation we also denote p i :
. . , r, the natural projections.
Definition 3.3 An isometry
is a rank one isometry of X i for all i ∈ {1, 2, . . . , r}; we denote h + its attractive fixed point in ∂X reg and set
. Moreover, we denote by l i (h), i = 1, 2, . . . , r, the translation length of the rank one isometry p i (h) in X i , and by
the translation vector of h.
Notice that (4) and Lemma 2.5 (a) imply
Moreover, the translation length l(h) in X of a regular axial isometry is given by l(h) = L(h) ; the unit vector
is sometimes called the translation direction of h.
Definition 3.4 Two regular axial isometries
In other words, h and g are independent if
such pairs of independent regular axial isometries will play a key role throughout the article.
Key results on pairs of independent regular axials
Recall that X = X 1 × X 2 × · · · × X r is a product of locally compact Hadamard spaces. We fix a regular axial isometry
. . , o r ) ∈ Ax(h); in particular, for each i ∈ {1, 2, . . . , r} the point o i ∈ X i lies on an invariant geodesic of the rank one isometry h i ∈ Is(X i ).
The results in this section are key ingredients for the proofs of all results. Proposition 4.1, Lemma 4.2, Proposition 4.4 and Corollary 4.5 generalize Proposition 5.1 and its consequences in [Lin10] , where the analogous results in the case of two factors were proved by a case-by-case study. When considering more factors this method does not work any more, because the projections of points in X 1 × X 2 × · · · × X r to all factors need to be controlled simultanously. The new idea for Proposition 4.1 here is to move the first projection to the desired set without worrying about what happens to the other projections, and then step by step take care of the remaining projections without messing up what was already moved to the right place. This idea can also be used to show that two points in the Furstenberg boundary can be moved by the same isometry to an arbitrarily small neighborhood of h + ; this is the content of Proposition 4.3.
In Proposition 4.6 we further provide the analogon of Proposition 2.2.7 in [Qui02b] (compare also [Ben97] ), which turns out to be indispensable for the construction of free semi-groups in a discrete group as performed in Proposition 6.3. This construction in turn plays a central role in the proofs of Proposition 6.4, Proposition 6.5 and finally Theorem 7.9. Finally, Proposition 4.7 states the equivalent of Proposition 2.3.1 in [Qui02b] in our setting, which is necessary for the proof of Theorem 7.6. Thanks to Proposition 4.1, the proof of the corresponding Proposition 7.2 in [Lin10] easily extends to more than two factors.
. . , r, there exist N ∈ N and a finite set Λ r ⊂ g N , h N + in the semi-group generated by g N and h N consisting of 2 r words of length at most 2r in the generators
. . r, with the property
Proof. For i = 1, 2, . . . , r and η i ∈ ∂X i a point in the set {g
. . , r}. According to Lemma 2.5 (c) there exists a constant N ∈ N such that for all i ∈ {1, 2, . . . , r}
We prove the first claim by induction on r:
N + is the desired set consisting of 2 = 2 1 elements of length ≤ 2 = 2 · 1.
Moreover, since both W 1 (h
Now assume the assertion holds for r − 1; we claim that it also holds when r factors are involved. By the induction hypothesis there exists a finite set
consisting of 2 r−1 words of length at most 2(r − 1) in its generators such that for all (y 1 , y 2 , . . . ,
. . , r − 1}. We denote by Λ ′ ⊂ g N , h N + the finite set of the same words as in Λ r−1 , but now considered as elements in Is(X 1 ) × Is(X 2 ) × · · · × Is(X r ), and let z = (z 1 , z 2 , . . . , z r ) ∈ X 1 × X 2 × · · · × X r arbitrary. By the properties of Λ r−1 we know that there exists
. However, as in the case r = 1 the north-south dynamics (5) implies
Since for all i ∈ {1, 2, . . . , r − 1} we have
we conclude that the set Λ r consisting of all words in g N , h N of the form h N λ ′ or h N g N λ ′ with λ ′ ∈ Λ ′ works. Clearly, all such words have length ≤ 2 + 2(r − 1) = 2r in the generators g N , h N and the cardinality of Λ r is equal to 2 · 2 r−1 = 2 r . ✷
Remark. If g and h are independent, then -replacing h by h −1 -an analogous statement holds for neighborhoods
. . , r. In this case we have the following easy corollary which will be used in the proof of Theorem 5.3.
Lemma 4.2 Assume that g ∈ Is(X 1 ) × Is(X 2 ) × · · · × Is(X r ) is regular axial and g, h are independent. Then for any ζ ∈ ∂ F X and all η ∈ F Γ there exists α ∈ Γ such that αζ ∈ Vis F (η).
Proof. For i ∈ {1, 2, . . . , r} and η i ∈ {h
be the neighborhoods satisfying property (a) of Proposition 2.7. According to Proposition 4.1 there exist λ, µ ∈ Γ such that
which immediately gives λζ ∈ Vis F (µη) and hence µ −1 λζ ∈ Vis F (η). ✷
We next state a stronger version of Proposition 4.1 which will also be needed in the proof of Theorem 5.3.
is regular axial and g, h are independent. Then for any neighborhood U ⊂ ∂ F X of h + there exists a finite set Λ ⊂ g, h such that for any two points ζ, η ∈ ∂ F X and some λ ∈ Λ we have {λζ, λη} ⊂ U .
According to Lemma 2.5 (c) there exists a constant N ∈ N such that for all i ∈ {1, 2, . . . , r}
We prove the claim by induction on r: For r = 1 we let ζ = ζ 1 ∈ ∂X 1 and η = η 1 ∈ ∂X 1 arbitrary. If both ζ and η belong to W 1 (h
if both ζ and η are contained in
So it remains to deal with the case that one of the points, say ζ, belongs to W 1 (h − (g 1 , g 2 , . . . , g r−1 ), (h 1 , h 2 , . . . , h r−1 ) ⊂ Is(X 1 ) × Is(X 2 ) × · · · × Is(X r−1 ) such that for any (ζ 1 , ζ 2 , . . . , ζ r−1 ), (η 1 , η 2 , . . . , η r−1 ) ∈ ∂X 1 × ∂X 2 × · · · × ∂X r−1 and some
We denote by Λ ′ ⊂ g, h the finite set of the same words as in Λ r−1 , but now considered as elements in Is(X 1 ) × Is(X 2 ) × · · · × Is(X r ), and let ζ = (ζ 1 , ζ 2 , . . . , ζ r−1 , ζ r ),
By the properties of Λ r−1 we know that there exists
For λ ′ r ζ r and λ ′ r η r there are different possibilities: If both points belong to W r (h − r ), then λ := h N g N λ ′ moves both ζ and η to W 1 (h
It finally remains to deal with the case that one of the points, say λ ′ r ζ r , belongs to W r (h − r ) and the second one does not:
we can take λ = h N g −N λ ′ . So we conclude that for some
be a discrete group containing h and a second regular axial element g such that g and h are independent. Let (γ n ) = (γ n,1 , γ n,2 , . . . , γ n,r ) ⊂ Γ be a sequence such that for all i ∈ {1, 2, . . . , r} the sequences γ n,i o i and γ −1 n,i o i converge to points in ∂X i as n → ∞. Then given arbitrarily small distinct neighborhoods
for n sufficiently large.
Proof. For the neighborhoods
. . , r}, we let N ∈ N and Λ + ⊂ g N , h N + , Λ − ⊂ g −N , h −N + be the finite sets according to Proposition 4.1. That is for any z = (z 1 , z 2 , . . . , z r ) ∈ X 1 × X 2 × · · · × X r there exists λ(z) ∈ Λ + and µ(z) ∈ Λ − such that
We denote F ⊂ X the finite set of points {λ −1 o : λ ∈ Λ + ∪ Λ − } ⊂ X. For i ∈ {1, 2, . . . , r} we let ξ i ∈ ∂X i be the limit of the sequence (γ n,i o i ) ⊂ X i . By Proposition 4.1 there exist λ = (λ 1 , λ 2 , . . . , λ r ) ∈ Λ + and neighborhoods
r , and hence
Similarly, if ζ i ∈ ∂X i is the limit of the sequence (γ
) for all i ∈ {1, 2, . . . , r}. As before, there exists N − ∈ N such that for all n > N − and every x ∈ F we have γ −1
, and hence
Since both λ −1 o and µ −1 o belong to the finite set F the assertion is true for all n > max{N + , N − }. ✷
Remark. The assumption concerning the sequence (γ n ) in Γ is clearly satisfied if γ n o and γ −1 n o converge to points in the regular boundary ∂X reg of X. However, the result is also valid if γ n o and γ −1 n o converge to singular boundary points in a way that for all i ∈ {1, 2, . . . , r} the sequences γ n,i o i and γ −1 n,i o i converge to points in ∂X i . In combination with Lemma 2.6, we get the following useful Corollary 4.5 Let Γ < Is(X 1 ) × Is(X 2 ) × · · · × Is(X r ) be a discrete group containing h and a second regular axial element g such that g and h are independent. Let (γ n ) = (γ n,1 , γ n,2 , . . . , γ n,r ) ⊂ Γ be a sequence such that for all i ∈ {1, 2, . . . , r} the sequences γ n,i o i and γ −1 n,i o i converge to points in ∂X i as n → ∞. Then given arbitrarily small distinct neighborhoods U
. . , r, there exist a finite set Λ ⊂ g, h and N 0 ∈ N such that for some fixed λ, µ ∈ Λ and n > N 0 the isometries ϕ n := λγ n µ −1 are all regular axial with attractive and repulsive fixed points ϕ n + , ϕ n − ∈ ∂X reg satisfying
The next result in this section will be the main tool for the construction of certain free subgroups according to Proposition 6.3.
Proposition 4.6 Assume that g ∈ Is(X 1 ) × Is(X 2 ) × · · · × Is(X r ) is regular axial and g, h are independent. Fix a regular axial isometry β ∈ Is(X 1 ) × Is(X 2 ) × · · · × Is(X r ) and let C ⊂ R r >0 be an open cone containing L(β). Then for all neighborhoods V
for all i ∈ {1, 2, . . . , r}.
Proof. Fix i ∈ {1, 2, . . . , r}. For η i ∈ {g
smaller if necessary we may further assume that
Since the sequences β n o and (β n ) −1 o = β −n o converge to the attractive and repulsive fixed points β + , β − ∈ ∂X reg of β, Corollary 4.5 provides a finite set Λ ⊂ g, h , λ, µ ∈ Λ and N 0 ∈ N such that for all n > N 0 isometries ϕ n := λβ n µ −1 are regular axial with
We set c := max c i :
Then we get for n > N 0 , k ∈ N and i ∈ {1, 2, . . . , r}
which gives (in the special case k = 1)
We now fix n > N 0 and write ϕ n = (ϕ n,1 , ϕ n,2 , . . . , ϕ n,r ) . Since for i ∈ {1, 2, . . . , r} we have ϕ ± n,i ∈ V i (h ± i ), Proposition 2.7 (b) implies the existence of N, N n ∈ N such that the isometry
This shows that for n sufficiently large we have L(γ n ) ∈ C. ✷ For the last result in this section we assume that Γ < Is(X 1 ) × Is(X 2 ) × · · · × Is(X r ) is a discrete group which contains a pair of independent regular axial isometries g = (g 1 , g 2 , . . . , g r ) and h = (h 1 , h 2 , . . . , h r ). As before we fix a base point
We are going to construct a generic product for Γ as in [Qui02b] , Proposition 2.3.1, which is the essential tool in the proof of Theorem 7.6. The idea behind is to find a finite set in Γ × Γ which maps pairs of orbit points (αo, β −1 o) close to a set Ax(g) or Ax(h). Unfortunately, unlike in the case of symmetric spaces, we do not dispose of an equivalent of the result of Abels-Margulis-Soifer ( [Qui02b, Proposition 2.3.4]) which plays a crucial role in the article by Quint. Instead, as in Section 7 of [Lin10] we will exploit the dynamics of a free subgroup in g, h < Γ. Proof. In order to construct a map satisfying property (a) we let α = (α 1 , α 2 , . . . , α r ), β = (β 1 , β 2 , . . . , β r ) ∈ Γ arbitrary. For i ∈ {1, 2, . . . , r} and η i ∈ {g
be the neighborhoods of η i and c i > 0 the constant provided by Proposition 2.7. According to Proposition 4.1 there exist a finite set Λ ⊂ Γ and µ = µ(α), λ = λ(β) ∈ Λ such that
We next set c := max c i : i ∈ {1, 2, . . . , r} , d := max{d i (o i , λ i o i ) : i ∈ {1, 2, . . . , r}, λ = (λ 1 , λ 2 , . . . , λ r ) ∈ Λ} and fix i ∈ {1, 2, . . . , r}.
This implies
hence the assignment π(α, β) := αµ(α) −1 λ(β)β satisfies property (a). It remains to prove that the map π from above also satisfies property (b). Suppose there exists t > 0 such that for any finite set Λ n ⊂ Γ there exist α n , β n , α n , β n ∈ Γ with
For n ∈ N we will work here with the finite set
and fix α n = (α n,1 , α n,2 , . . . , α n,r ), α n = ( α n,1 , α n,2 , . . . , α n,r ), β n = (β n,1 , β n,2 , . . . , β n,r ), β n = ( β n,1 , β n,2 , . . . , β n,r ) ∈ Γ such that ( * ) is satisfied. Passing to subsequences if necessary we may assume that for all i ∈ {1, 2, . . . , r} the sequences (α
Notice that the limit can be a point in X i or in the geometric boundary ∂X i . In any case Proposition 4.1 shows that there exist a finite set Λ ⊂ Γ and µ, µ, λ, λ ∈ Λ such that for all i ∈ {1, 2, . . . , r} and n ∈ N sufficiently large
For n ∈ N and i = 1, 2, . . . , r we denote x n,i a point on the geodesic path from µ i α −1 n,i o i to λ i β n,i o i , and x n,i a point on the geodesic path from
Furthermore, setting γ n := α n µ −1 λβ n = α n µ −1 λ β n and denoting σ n,i , i = 1, 2, . . . , r, the geodesic path σ o i ,γ n,i o i there exist t i , t i > 0 such that
by (7) and Proposition 2.7 (a). Hence using again
For n ∈ N and i = 1, 2, . . . , r we let y n,i , y n,i ∈ X i be the points on the geodesic path σ n,i such that
Since H(α n )−H( α n ) ≤ t we have d i (y n,i , y n,i ) ≤ t, and, by elementary geometric estimates,
We summarize
In particular, for n > R we have α −1 n α n ∈ Λ n , and, in order to obtain the desired contradiction, it remains to prove that β n β −1 n ∈ Λ n for n sufficiently large.
This finishes the proof. ✷ 5 The structure of the limit set
The geometric limit set of a discrete group Γ acting by isometries on a locally compact Hadamard space is defined by L Γ := Γ·x ∩ ∂X, where x ∈ X is arbitrary. In this section we are going to describe the structure of the geometric limit set for certain groups Γ < Is(X 1 ) × Is(X 2 ) × · · · × Is(X r ) < Is(X) acting properly discontinuously on the product X of r locally compact Hadamard spaces X 1 , X 2 , . . . , X r . For convenience the Furstenberg limit set of Γ is defined by
. Moreover, we let
be the set of all slopes of geometric limit points, and P reg Γ = P Γ ∩ E + the set of slopes of regular limit points.
In [Lin10] -when dealing with only two factors -we were able to prove Theorems 5.1 and 5.2 in the more general context of discrete isometry groups containing a regular axial isometry with projections which do not globally fix a point in the geometric boundary of the corresponding factor and which possess infinitely many limit points. Unfortunately, the methods used there and in particular Lemma 4.1 of [Lin10] are not available in the setting of more factors under the above weak assumption.
From here on we therefore assume -as in the second part of the aforementioned article -that Γ < Is(X 1 ) × Is(X 2 ) × · · · × Is(X r ) acts properly discontinuously on X and possesses two independent regular axial isometries. This requires in particular that all factors of X are rank one spaces as for example universal covers of geometric rank one manifolds and CAT(−1)-spaces such as locally finite trees or manifolds of pinched negative curvature. Moreover -as already mentioned in the introduction -every finitedimensional unbounded locally compact CAT(0)-cube complex with an essential and cocompact action of its automorphism group can be decomposed into irreducible factors which are either rank one or Euclidean (compare also [NS, Corollary 2.6]); hence such CAT(0)-cube complexes without Euclidean factors constitute interesting examples for our setting.
As in the previous section we let h = (h 1 , h 2 , . . . , h r ) and g = (g 1 , g 2 , . . . , g r ) ∈ Γ be independent regular axial elements of Is(X 1 ) × Is(X 2 ) × · · · × Is(X r ) and fix a base point o = (o 1 , o 2 , . . . , o r ) ∈ Ax(h). Recall that h + , h − , h + , h − ∈ ∂X reg are the attractive and repulsive fixed points, and h + , h − , g + , g − ∈ ∂ F X their images by the Furstenberg projection π F .
The following important theorem implies that F Γ can be covered by finitely many Γ-translates of an appropriate open set in ∂ F X.
Theorem 5.1 The Furstenberg limit set is minimal, i.e. F Γ is the smallest non-empty, Γ-invariant closed subset of ∂ F X.
Proof. We first show that every non-empty, Γ-invariant closed subset
. . , ξ r ) ∈ A is arbitrary, then according to Proposition 4.1 there exists λ ∈ Γ such that λξ ∈ Vis F (h − ). So h n λξ converges to h + as n → ∞ and -since A is Γ-invariant and closed -h + belongs to A.
It remains to prove that F Γ = Γ · h + , so we let η = (η 1 , η 2 , . . . , η r ) ∈ F Γ arbitrary. Since η ∈ F Γ , there exists a sequence (γ n ) ⊂ Γ such that γ n o converges to a point η ∈ L Γ ∩ ∂X reg with π F (η) = η. Passing to a subsequence if necessary, we may assume that γ −1 n o converges to a pointζ ∈ L Γ ∩ ∂X reg and we set ζ := π F (ζ) ∈ F Γ . We first treat the case ζ ∈ Vis F (h + ). Let T ≫ 1 and ε > 0 be arbitrary. Then Lemma 2.2 implies the existence of N ∈ N such that for i ∈ {1, 2, . . . , r} and all n ≥ N and t ∈ [0, T ] we have
Moreover, according to Lemma 3.2 the sequences γ n,i o i converges to η i for all i ∈ {1, 2, . . . , r}, so we also have
for t ∈ [0, T ] and n sufficiently large. Hence we conclude that as n → ∞ we have γ n,i h + i → η i , and therefore η ∈ Γ · h + . It remains to deal with the case ζ / ∈ Vis F (h + ). Applying Proposition 4.1 with h replaced by h −1 there exists µ ∈ Γ such that µζ ∈ Vis F (h + ). Since γ n µ −1 o still converges toη, and
after replacing the sequence γ n by γ n µ −1 we are in the first case. ✷ Theorem 5.2 The regular geometric limit set L Γ ∩∂X reg is isomorphic to the product
Proof. Ifξ ∈ L Γ ∩ ∂X reg , then π F (ξ) ∈ F Γ , and by definition of P reg Γ the slope ofξ belongs to P reg Γ . Conversely, let η = (η 1 , η 2 , . . . , η r ) ∈ F Γ and θ ∈ P reg Γ . We have to show that there exists a limit pointη ∈ L Γ ∩ ∂X θ of slope θ with π F (η) = (η 1 , η 2 , . . . , η r ). By definition of P reg Γ and Lemma 3.1 there exists a sequence (γ n ) ⊂ Γ such that θ (n) := H(o, γ n o) converges to θ as n → ∞. Moreover, by compactness of ∂ F X = ∂X 1 × ∂X 2 × · · · × ∂X r a subsequence of γ n o converges to a pointξ ∈ L Γ ∩ ∂X θ . We set ξ := π F (ξ) and notice thatη ∈ ∂X reg is the unique point in (π F ) −1 (η) of slope θ.
By Theorem 5.1 F Γ = Γ · ξ is minimal and closed under the action of Γ, hence Γ · ξ = F Γ and therefore
Since the action of Γ on the geometric boundary does not change the slope of a point, we conclude that the closure of Γ ·ξ containsη. In particularη ∈ Γ·ξ ⊂ L Γ . ✷
Remark. Theorems 5.1 and 5.2 remain true under the weaker assumption that Γ contains a regular axial isometry h and that for any ξ ∈ F Γ and η ∈ {h + , h − } there exists λ ∈ Γ such that λξ ∈ Vis F (η).
When only two factors are present, Lemma 4.1 in [Lin10] shows that this condition is satisfied if Γ contains a regular axial isometry and if the projections of Γ to Is(X 1 ) and Is(X 2 ) do not globally fix a point in ∂X 1 , ∂X 2 and possess infinitely many limit points.
In the sequel we will establish an important property of the action of Γ on the whole Furstenberg boundary ∂ F X, namely the fact that the Furstenberg limit set F Γ is a so-called boundary limit set for the action of Γ on ∂ F X (see [NS, Definition 4 .2] and also [GLP04] ): (1) clearly implies minimality of F Γ and therefore Theorem 5.1; with the notions from [Mar91, Chapter VI, (1.2)] (2) says that ∂ F X and the action of Γ on ∂ F X are proximal, and (3) states that every open set in ∂ F X is contractible to a point in F Γ .
Theorem 5.3 The Γ-invariant subset F Γ ⊂ ∂ F X satisfies the following:
(1) For all ζ ∈ ∂ F X and every open subset U ⊂ ∂ F X with U ∩ F Γ = ∅ there exists γ ∈ Γ such that γζ ∈ U .
(2) For all ζ, η ∈ ∂ F X there exists ξ ∈ F Γ such that for any neighborhood U of ξ there exists γ ∈ Γ with {γζ, γη} ⊂ U .
(3) For all ζ ∈ ∂ F X there exists a neighborhood V of ζ and a point ξ ∈ F Γ such that for any neighborhood U of ξ there exists γ ∈ Γ with γV ⊂ U .
Proof. In order to prove (1) we let ζ = (ζ 1 , ζ 2 , . . . , ζ r ) ∈ ∂ F X arbitrary and choose an open subset U ⊂ ∂ F X with U ∩ F Γ = ∅. Let ξ = (ξ 1 , ξ 2 , . . . , ξ r ) ∈ U ∩ F Γ , and
Since ξ ∈ F Γ , there exists a sequence (γ n ) ⊂ Γ such that γ n o converges to a point ξ ∈ ∂X reg with π F (ξ) = ξ. Moreover, passing to a subsequence if necessary we can assume that γ −1 n o converges to a pointη ∈ ∂X reg , and we set η = π F (η). If η / ∈ Vis F (h + ), Proposition 4.1 with h replaced by h −1 provides an element µ ∈ Γ such that µ · η ∈ Vis F (h + ). Replacing the sequence γ n by γ n µ −1 if necessary we can therefore assume that η ∈ Vis F (h + ). Now we conclude as in the proof of Theorem 5.1 that for all i ∈ {1, 2, . . . , r} the sequence γ n,i h + i converges to ξ i as n → ∞; in particular, for some fixed and sufficiently large n ∈ N the regular axial isometry ϕ = (ϕ 1 , ϕ 2 , . . . , ϕ n ) := γ n hγ −1 n satisfies ϕ + ∈ U 1 × U 2 × · · · × U r ⊂ U . According to Lemma 4.2 there exists α ∈ Γ such that αζ ∈ Vis F (ϕ − ). So ϕ n αζ converges to ϕ + and hence belongs to U for all sufficiently large n.
Proposition 4.3 shows that (2) holds with ξ = h + for all ζ, η ∈ ∂ F X; (3) follows from Proposition 4.1 (again with ξ = h + ). ✷
The following theorem can be viewed as a strong topological version of the double ergodicity property of Poisson boundaries due to Burger-Monod ( [BM02] ) and Kaimanovich ( [Kai03] ). For its proof we will need an important definition as a substitute for the more familiar notion of Γ-duality used e.g. in [BB95] and [CF10] when dealing with only one rank one Hadamard space.
Definition 5.4 Two points ξ = (ξ 1 , ξ 2 , . . . , ξ r ), η = (η 1 , η 2 , . . . , η r ) ∈ ∂ F X are called Γ-related if for all i ∈ {1, 2, . . . , r} and all neighborhoods U i of ξ i and V i of η i in X i there exists γ = (γ 1 , γ 2 , . . . , γ r ) ∈ Γ such that
We will denote Rel Γ (ξ) the set of points in ∂ F X which are Γ-related to ξ.
Notice that for any ξ ∈ ∂ F X the set Rel Γ (ξ) is closed with respect to the topology of ∂ F X. Moreover, if η ∈ Rel Γ (ξ), then η i is Γ i -dual to ξ i for all i ∈ {1, 2, . . . , r}. The converse clearly does not hold in general. The importance of the notion lies in the following. If h + , h − denote the attractive and repulsive fixed point of a regular axial isometry h ∈ Γ, then by Lemma 2.5 (c) the points h + = π F ( h + ) and h − = π F ( h − ) are Γ-related. Conversely, if two points ξ = (ξ 1 , ξ 2 , . . . , ξ r ), η = (η 1 , η 2 , . . . , η r ) ∈ ∂ F X are Γ-related, then by definition there exists a sequence (γ n ) = (γ n,1 , γ n,2 , . . . , γ n,r ) ⊂ Γ such that for all i ∈ {1, 2, . . . , r} we have γ n,i o i → η i and γ −1 n,i o i → ξ i as n → ∞. Hence if for i ∈ {1, 2, . . . , r} the points ξ i , η i ∈ ∂X i can be joined by a rank one geodesic, then in view of Lemma 2.6 γ n,i is rank one for n sufficiently large and satisfies
For the sequel we denote ∆ ⊂ ∂ F X × ∂ F X the generalized diagonal
With this notation we have the following Theorem 5.5 The set of pairs of fixed points
Proof. Recall that g = (g 1 , g 2 , . . . , g r ), h = (h 1 , h 2 , . . . , h r ) ∈ Γ are two independent regular axial isometries. In view of the paragraph preceding the theorem we first prove that any two distinct points in {g − , g + , h − , h + } are Γ-related. For i ∈ {1, 2, . . . , r} and η i ∈ {g
and h
Let γ, ϕ ∈ {g, g −1 , h, h −1 }, ϕ = γ. Using the fact that either ϕ = γ −1 or γ i , ϕ i are independent for i ∈ {1, 2, . . . , r} property (8) implies
Next we will show that any ξ = (ξ 1 , ξ 2 , . . . , ξ r ) ∈ F Γ with ξ i / ∈ {g
Since ξ ∈ F Γ , there exists a sequence (γ n ) = (γ n,1 , γ n,2 , . . . , γ n,r ) ⊂ Γ such that γ n,i o i → ξ i for all i ∈ {1, 2, . . . , r}. Upon passing to a subsequence if necessary we may assume that γ −1 n,i o i converges to a point in ∂X i for all i ∈ {1, 2, . . . , r}. By Proposition 4.1 there exist a finite set Λ ⊂ Γ and µ ∈ Λ such that for all n sufficiently large we have µγ
. Moreover, since for i ∈ {1, 2, . . . , r} and x i ∈ X i the sequence (γ n,i x i ) converges to ξ i , we also have
for n sufficiently large. By Lemma 2.6 we conclude that for n sufficiently large the isometry γ n µ −1 is regular axial with
This implies that ξ ∈ Rel Γ (h − ) and by symmetry
Next we let ξ = (ξ 1 , ξ 2 , . . . , ξ r ) and η = (η 1 , η 2 , . . . , η r ) ∈ F Γ such that for all i ∈ {1, 2, . . . , r} we have {ξ i , η i } ∩ {g
By the arguments in the previous paragraph there exists a regular axial isometry ϕ ∈ Γ with
In particular, ϕ i and g i are independent for i = 1, 2, . . . , r. Replacing h by ϕ in (9) we know that η ∈ Rel
So using the fact that η i can be joined to ϕ + i by a rank one geodesic in X i for all i ∈ {1, 2, . . . , r}, given small neighborhoods U i (ϕ
The limit cone
Given a discrete group Γ < Is(X 1 ) × Is(X 2 ) × · · · × Is(X r ), the limit cone ℓ Γ of Γ is defined as the closure of the set of half-lines in R r ≥0 spanned by the set of vectors
Notice that this definition differs from the one given by Y. Benoist in [Ben97] , where the translation vectors of all elements in Γ are considered. However, Y. Benoist showed that in the case of reductive groups one can equivalently use only the translation vectors of R-regular elements in the definition of the limit cone; so our definition can be viewed as an appropriate analogous one.
As before we assume that Γ contains a pair of independent regular axial isometries g = (g 1 , g 2 , . . . , g r ), h = (h 1 , h 2 , . . . , h r ) and fix a base point o = (o 1 , o 2 , . . . , o r ) ∈ Ax(h). The following theorem shows that the limit cone is closely related to the set P Γ introduced at the beginning of Section 5.
Proposition 6.1 We have the follwing inclusions:
Proof. We first show ℓ Γ ∩ E ⊂ P Γ : If (γ n ) = (γ n,1 , γ n,2 , . . . , γ n,r ) is a sequence of regular axial isometries such that L(γ n ) converges to θ = (θ 1 , θ 2 , . . . , θ r ) ∈ E, we choose
and set ϕ n := γ kn n . From
we conclude that (by definition of L(γ n ))
which shows that H(o, ϕ n o) converges to θ as n → ∞.
Next we prove the inclusion P
there exists a pointξ ∈ L Γ ∩ ∂X θ ⊂ ∂X reg ; in particular, there exists a sequence (γ n ) = (γ n,1 , γ n 2 , . . . , γ n,r ) ⊂ Γ such that γ n o converges toξ and hence necessarily the sequence of directions H(o, γ n o) converges to θ = (θ 1 , θ 2 , . . . , θ r ) as n → ∞. Passing to a subsequence if necessary we can assume that γ −1 n o converges to a pointζ ∈ ∂X (which necessarily also belongs to ∂X θ ⊂ ∂X reg ) as n → ∞. For i ∈ {1, 2, . . . , r} we let V i (h 
Put c := max c i : i ∈ {1, 2, . . . , r} ,
. . , λ r ) ∈ Λ, i ∈ {1, 2, . . . , r} and fix n > N 0 . Writing ϕ n = (ϕ n,1 , ϕ n 2 , . . . , ϕ n,r ) the triangle inequality implies
for all i ∈ {1, 2, . . . , r}; clearly this also gives
Moreover, by Proposition 2.7 (a) we have d i (o i , Ax(ϕ n,i )) ≤ c, hence
In combination with (10) we get
, 2, . . . , r},
Notice that Proposition 6.1 in particular implies P reg Γ = ℓ Γ ∩ E + , which was proved in [Lin10, Theorem 5.2] for the special case of only two factors. We also want to make the following Remark. Our proof does not give the stronger statement P Γ = ℓ Γ ∩ E of Theorem D. This is due to the fact that a singular limit point can be approached by orbit points γ n o for which the projections to one of the factors X i remain at bounded distance of o i . However, if θ ∈ P Γ \ P reg Γ and at least one pointξ ∈ ∂X θ ⊂ ∂X sing is the limit of a sequence γ n o for which the projections to all factors leave every bounded set, then our proof of the second inclusion together with Corollary 4.5 shows thatξ is also the limit of a sequence of regular axial elements of Γ and hence θ ∈ ℓ Γ . This is already remarkable because in the original sequence (γ n ) the projections could be parabolic or elliptic of infinite order. Using the exponent of growth in Section 7 we will be able to complete the proof of the full statement of Theorem D.
Our next goal is to describe the limit cone more precisely. The following easy lemma will be useful for proving convexity as stated in Proposition 6.4: Lemma 6.2 If α, β ∈ Γ are independent regular axial elements with L(α), L(β) ∈ ℓ Γ , then the convex hull of the half-lines determined by L(α) and L(β) is contained in ℓ Γ .
Proof. Since α, β ∈ Γ are independent regular axial isometries, Propositon 2.7 (b) ensures the existence of c > 0 and N ∈ N such that for all i ∈ {1, 2, . . . , r} and k, m ∈ N we have
Since ℓ Γ is closed and L(α knN β mnN ) ∈ ℓ Γ for all k, m, n ∈ N we conclude that for any positive rational number q ∈ Q the half-line determined by L(α) + qL(β) belongs to ℓ Γ . So the convex hull of the half-lines determined by L(α) and L(β) is included in ℓ Γ , which we wanted to prove. ✷
The following proposition is the appropriate analogon of Proposition 2.2.7 in [Qui02b] (compare also Proposition 5.1 in [Ben97] ) for our setting. with C ∩ ℓ Γ = ∅ there exist independent regular axial isometries α, β ∈ Γ with L(α), L(β) ∈ C such that the semi-group α, β + ⊂ Γ is free.
Moreover, if Φ : α, β + → R r is the unique homomorphism of semi-groups sending α to L(α) and β to L(β), then for any word γ ∈ α, β + of length n ≥ 1 in the generators α, β one has
Proof. For i ∈ {1, 2, . . . , r} we fix neighborhoods V i (g
) ⊂ X i and c i > 0 such that the assertion of Proposition 2.7 holds in the factor X i . We further set c := max c i : i ∈ {1, 2, . . . , r} .
Since
Proposition 4.6 implies that there exist regular axial isometries α = (α 1 , α 2 , . . . , α r ),
Obviously every non-trivial linear combination of L(α), L(β) ∈ R r >0 with non-negative coefficients is included in the sector S ⊂ R r >0 spanned by L(α) and L(β); in particular, for any γ ∈ α, β + \ {id} we have Φ(γ) ∈ S. Since C is an open cone containing L(α) and L(β), the whole sector S is included in C and there exists ε > 0 such that every unit vector H ∈ R r >0 with H − L < ε for some unit vector L ∈ S is contained in C. Replacing α and β by a sufficiently high power if necessary we can assume that
and that the assertion of Proposition 2.7 holds in each factor X i , i ∈ {1, 2, . . . , r}, with
2 · · · s kn n be a word in the semi-group α, β + with s j ∈ {α, β} and k j ∈ N, j ∈ {1, 2, . . . , n}; the word length of γ then clearly satisfies n j=1 k j ≥ n and we have
So the second assertion is true with κ := 4c √ r.
Concerning the first assertion we remark that the proof of Proposition 2.7 (b) implies that
So we estimate
where we used the inverse triangle inequality
So Φ(γ) ∈ S and the choice of ε > 0 imply that H(o, γo) ∈ C. ✷ Proposition 6.4 The limit cone ℓ Γ is convex.
Proof. Let L, L ′ ∈ ℓ Γ . Using Proposition 4.6 and arguments as in the proof of the previous proposition there exist two independent regular axial isometries α, β ∈ Γ with L(α) and L(β) arbitrarily close to the half-lines determined by L and L ′ . From Lemma 6.2 we know that the convex hull of the half-lines determined by L(α) and L(β) is contained in ℓ Γ . Since ℓ Γ is closed, the same is true for the convex hull of L and L ′ , which finishes the proof. ✷
We finally state a result concerning free subgroups of Γ which is a corollary of Proposition 4.6 and the proof of Proposition 6.3:
Proof. As in the proof of Proposition 6.3 and due to Proposition 2.7 (b) there exist independent regular axial isometries α, β ∈ Γ with L(α), L(β) ∈ C, and a constant c > 0 such that for every cyclically reduced word γ = s
2 · · · s kn n with s j ∈ {α, α −1 , β, β −1 } and k j ∈ N, j ∈ {1, 2, . . . , n} we have
with non-negative coefficients (which is included in the sector S ⊂ C spanned by L(α) and L(β)). Passing to powers of α and β if necessary we can arrange (as in the proof of Proposition 6.3) that for every cyclically reduced word γ ∈ α, β the translation vector L(γ) is arbitrarily close to S and hence also included in C. This finishes the proof, because every element in Γ ′ := α, β is conjugated to a cyclically reduced element as above, and the translation vector is invariant by conjugation. ✷ 7 The exponent of growth for a given slope
For the remainder of the article we let Γ < Is(X 1 ) × Is(X 2 ) × · · · × Is(X r ) be a group acting properly discontinuously by isometries on a product X = X 1 × X 2 × · · · × X r of r locally compact Hadamard spaces which contains two independent regular axial isometries h = (h 1 , h 2 , . . . , h r ) and g = (g 1 , g 2 , . . . , g r ). We also fix a base point
Recall the notation introduced in Section 3; in particular, we denote E ⊂ R r the set of unit vectors in R r ≥0 . In this section we want to describe the map which assigns to each vector θ ∈ E the exponential growth rate δ θ (Γ) of orbit points of Γ in X with prescribed slope θ. For x, y ∈ X, θ ∈ E and ε > 0 we first set Γ(x, y; θ, ε) := {γ ∈ Γ : γy = x and H(x, γy) − θ < ε}.
In order to define δ θ (Γ) we first introduce the following partial sum of the Poincaré series for Γ. For s ∈ R we consider the series Before we state properties of the exponent of growth, we illustrate the notion by means of an important Example: Suppose X is a product X = X 1 × X 2 × · · · × X r of Hadamard manifolds with pinched negative curvature, and Γ i < Is(X i ) is a convex cocompact group with critical exponent δ i > 0, i ∈ {1, 2, . . . , r}. The product group Γ = Γ 1 × Γ 2 × · · · × Γ r then acts on the product manifold X, and for any unit vector θ ∈ R r ≥0 with coordinates θ 1 , θ 2 , . . . , θ r ≥ 0 we have
Proof. By Theorem 6.2.5 in [Yue96] (compare also [Lal89] ) there exists a constant C > 0 such that for all i ∈ {1, 2, . . . , r} and ρ i > 0 on has
if R ≫ 1 is sufficiently large. Given θ ∈ E, we estimate for ε > 0 sufficiently small and n > √ r/ε the number of orbit points
We first notice that if θ i (o, γo) ∈ [0, 1], i ∈ {1, 2, . . . , r}, denote the coordinates of H(o, γo), then
Moreover, H(o, γo) − θ < ε implies |θ i (o, γo) − θ i | < ε for all i ∈ {1, 2, . . . , r}. So in particular
for n sufficiently large. For the lower bound we first denote I + ⊂ {1, 2, . . . , r} the set of indices i such that θ i > 0, and I o = {1, 2, . . . , r} \ I + . Notice that if γ = (γ 1 , γ 2 , . . . , γ r ) ∈ Γ satisfies
and γ i = id for i ∈ I o , then n − 1 ≤ d(o, γo) < n and -since θ i ∈ (0, 1] for all i ∈ I + -we get
If n > √ r/ε this implies 
C r · e n i∈I + δ i θ i = 1 C r · e n(δ 1 θ 1 +δ 2 θ 2 +···+δrθr) .
So by definition of δ θ (Γ) we get δ θ (Γ) = δ 1 θ 1 + δ 2 θ 2 + · · · + δ r θ r . ✷
The first easy property of the exponent of growth in the general case is Lemma 7.2 For θ ∈ E we have
In particular, P Γ = {θ ∈ E : δ θ (Γ) ≥ 0}.
Proof. Suppose L Γ ∩ ∂X θ = ∅. Then by Lemma 3.1 for any ε > 0 there exist infinitely many γ ∈ Γ such that H(o, γo) − θ < ε. In particular For convenience, we will now consider the homogeneous extension of the exponent of growth to a map Ψ Γ : R r ≥0 → R. Using a special case of a theorem due to J.-F. Quint, we will prove that this homogeneous extension Ψ Γ is concave, i.e. for any p, q ∈ R r ≥0 and t ∈ [0, 1] one has Ψ Γ (tp + (1 − t)q) ≥ tΨ Γ (p) + (1 − t)Ψ Γ (q).
In order to state Quint's Theorem, we recall that in a metric space the ball of radius t ≥ 0 centered at p is denoted B(p, t). Moreover, we let D denote the Dirac measure and ν Γ := γ∈Γ D H(o,γo) the counting measure on R r ≥0 , i.e. the image of the counting measure γ∈Γ D γ of Γ by the map Γ → R r ≥0 , γ → H(o, γo). 
holds, then Ψ Γ is concave.
So we only have to prove inequality (13) which will be done with the help of the generic product Proposition 4.7:
Lemma 7.5 There exist s, t, c > 0 such that for any p, q ∈ R r we have ν Γ (B(p + q, s)) ≥ c · ν Γ (B(p, t)) · ν Γ (B(q, t)) .
Proof. Notice that ν Γ (B(p, t)) = #{γ ∈ Γ : H(γ) − p < t}. Fix t > 0, set s = κ + 2t with κ ≥ 0 from Proposition 4.7 (a) and denote C > 0 the inverse of the cardinality of the set Λ × Λ from Proposition 4.7 (b). We set P (Γ) := {(α, β) ∈ Γ × Γ : H(α) − p < t , H(β) − q < t} and will show that for all p, q ∈ R r #{γ ∈ Γ : H(α) − p − q < s} ≥ C · #P (Γ) .
Let (α, β) ∈ P (Γ). Then γ := π(α, β) ∈ Γ satisfies
Moreover, Proposition 4.7 (b) implies that the number of different elements in P (Γ) which can yield the same element in {γ ∈ Γ : H(γ) − p − q < s} is bounded by #(Λ × Λ). ✷
So Theorem 7.4 gives
Theorem 7.6 The function Ψ Γ is concave.
This finally allows to complete the proof of the first statement in Theorem D:
Theorem 7.7 The set of slopes of limit points of Γ satisfies P Γ = ℓ Γ ∩ E.
Proof. For convenience we denote P Γ the set of half-lines in R r ≥0 spanned by all vectors θ ∈ P Γ . By Lemma 7.2 we have P Γ = {H ∈ R r ≥0 : Ψ Γ (H) ≥ 0}, and concavity of Ψ Γ immediately implies that the cone P Γ is convex. Moreover, by Proposition 6.1 we have P reg Γ = P Γ ∩ E + = ℓ Γ ∩ E + , and hence P Γ ∩ R r >0 = ℓ Γ ∩ R r >0 . Since both P Γ and ℓ Γ are closed this gives P Γ = ℓ Γ and the claim follows from P Γ = P Γ ∩ E. ✷
With the notation introduced in the proof of the previous theorem we further remark that Lemma 7.2 implies
so the fact that P Γ = ℓ Γ terminates the proof of the first statement in Theorem E of the introduction. In order to show the second statement we need to apply the following special case of Lemma 4.1.5 in [Qui02b] :
Lemma 7.8 ( [Qui02b], Theorem 3.2.1) Let α, β ∈ Γ be independent regular axial isometries and φ u,v : α, β + → R the unique homomorphism of semi-groups sending α to u and β to v in the additive group (R, +). Then for all u, v > 0 the Dirichlet series has exponent of convergence δ > 0.
With the help of this lemma we can finally deduce Theorem 7.9 Ψ Γ is strictly positive on the relative interior of ℓ Γ .
Proof. As a first step we will show that δ(Γ) > 0. Concavity of Ψ Γ then implies that there exists θ * ∈ P Γ such that δ θ * (Γ) = δ(Γ) > 0. Moreover, concavity and uppersemicontinuity of Ψ Γ imply continuity of Ψ Γ on the closed convex cone
which is equal to ℓ Γ according to Theorem 7.7. We conclude that Ψ Γ is strictly positive on the relative interior of ℓ Γ . Instead of only proving δ(Γ) > 0 we next show the stronger statement that for any θ ∈ ℓ Γ ∩ E and ε > 0 we have
notice that this also implies δ θ (Γ) ≥ 0 and hence Ψ Γ (L) ≥ 0 for all L ∈ ℓ Γ . According to Proposition 6.3 there exist independent regular axial isometries α, β ∈ Γ with L(α) − θ < ε, L(β) − θ < ε such that every word ω ∈ α, β + of length |ω| in the generators α, β satisfies H(o, ωo) − θ < ε and H(o, ωo) − Φ(ω) ≤ κ · |ω|, where Φ : α, β + → R r is the unique homomorphism of semi-groups sending α to L(α) and β to L(β). In particular, using the notation introduced in Lemma 7.8, we get from the inverse triangle inequality Since all constants l(α), l(β) and κ are positive, Lemma 7.8 implies that Q has exponent of convergence δ(Γ) > 0. ✷
