We consider functions on binary vector spaces which are far from linear functions in di erent senses. We compare three existing notions: almost perfect nonlinear APN functions, almost bent AB functions, and crooked CR functions. Such functions are of importance in cryptography because of their resistance to linear and di erential attacks on certain cryptosystems. We give a new combinatorial characterization of almost bent functions in terms of the number of solutions to a certain system of equations, and a characterization of crooked functions in terms of the Fourier transform. We also show h o w these functions can be used to construct several combinatorial structures; such as semi-biplanes, di erence sets, distance regular graphs, symmetric association schemes, and uniformly packed BCH and Preparata codes.
Almost perfect nonlinear, almost bent, and crooked functions
We consider functions on binary vector spaces which are far from linear functions in di erent senses. We compare three existing notions: almost perfect nonlinear APN functions, almost bent AB functions, and crooked CR functions. Such functions are of importance in cryptography because of their resistance to linear and di erential attacks on certain cryptosystems cf. 8 , 9 , 10, p. 1037 . Furthermore they are of interest in the study of linear feedback shift register sequences with low crosscorrelation cf. 17, pp. 1795-1810 . Also in the construction of certain combinatorial structures they have proven to be useful; we will give a n o verview and update on this in Section 2. Furthermore we give a new combinatorial characterization of almost bent functions in terms of the number of solutions to a certain system of equations similar to such a c haracterization of APN functions, and a new characterization of crooked functions in terms of the Fourier transform.
First we i n troduce some notation which will be used throughout the paper. Let V be an n-dimensional space over the eld GF2; and let N = 2 n = jV j. B y h; i we shall denote the standard inner product on V . B y jXj we denote the size of a nite set X. Let f : V ! V be any function. For 0 6 = a 2 V , w e denote by H a f, or simply H a , the set H a = H a f = ffx + fx + a j x 2 V g: Now w e i n troduce the three di erent classes of "extremely non-linear" functions which w e shall consider in this paper.
De nition 1 A function f : V ! V is called: i APN almost perfect nonlinear if jH a fj = 1 2 N for all 0 6 = a 2 V ;
ii AB almost bent if f a; b = 0 ; p 2N for all a; b 6 = 0 ; 0;
iii CR crooked if f0 = 0 and every set H a f, a 6 = 0 , is the complement of a hyperplane.
We shall denote the class of APN AB, CR functions by APN AB, CR.
Note that as a consequence of its de nition, an AB function can only exist if the dimension n is odd. We use here the terminology from the papers 8 and 1 ; other authors sometimes use the terms semiplanar for APN 11 , and maximally nonlinear for AB functions 7, 23 . The de nition of crooked functions given here is di erent from, but equivalent to, the one used in 1, 12 : De nition 1 0 A function f : V ! V is called c r ooked if it satis es the following three p r operties: i f0 = 0;
ii fx + fy + fz + fx + y + z 6 = 0 when x; y; z are distinct; iii fx + fy + fz + fx + a + fy + a + fz + a 6 = 0 when a 6 = 0 .
It is also shown in 1 that, for a crooked function f, all sets H a f are distinct, that is, every complement o f a h yperplane occurs among them exactly once.
Let us recall some more properties of APN, AB, and CR functions. Most of them are taken from the papers 1, 8 .
A function remains APN, AB, or CR after applying any non-degenerate a ne transformations to the argument and or the value of the function for a crooked function, it is additionally required that the resulting function maps 0 to 0.
If a function f is APN or AB, and bijective, then so is its inverse function f ,1 . In contrast to this, the inverse of a crooked function need not be crooked. Also, a function remains APN AB after adding any linear function to it. Again, this is not true for crooked functions.
There are proper inclusions between the three classes:
CR AB APN: In the next section we shall prove both inclusions note that CR APN follows from the de nition.
Not too many constructions of APN, AB, or CR functions are known; all known such functions are equivalent under the above transformations to certain functions f : GF2 n ! GF2 n of the form fx = x k . In Section 3 we give a complete list of all currently known APN, AB, and CR functions.
Alternative descriptions of APN, AB, and CR
As is well-known, the de nition of APN functions given above can easily be re-formulated in terms of the number of solutions of a certain system of equations.
Lemma 1 A function f is APN if and only if the system of equations x + y = a fx + fy = b 1 has 0 or 2 solutions x; y for every a; b 6 = 0 ; 0. If so, then the system has 2 solutions precisely when b 2 H a f.
PROOF. For any function f, if the system 1 has a solution then it has at least two of them.
Therefore for every a 6 = 0 the set H a f has at most 1 PROOF. The proof presented below i s a t ypical application of the Fourier transform. We shall present it in the language of matrices. In particular, it follows that the matrix X is nonsingular.
The condition that the system 2 has N ,2 o r 3 N ,2 solutions is equivalent to the identity S = N , 2J + 2 NF: 4 Indeed, when b = fa, the system 2 has 3N , 2 "trivial" solutions with one variable equal to a, and the two other variables equal to each other. So, from counting all x; y; z; a; b satisfying 2 in two w ays it follows that the system has 3N , 2 solutions when b = fa, and N , 2 solutions otherwise.
The property that f is AB can also be stated in matrix terms. It is equivalent to the identity M PROOF. For the second assertion, it is enough to notice that if for some q 6 = 0 , a 6 = p 6 = a + q, the equality fp + fp + q = fa + fa + q holds that is, f is not APN, then the system x + y + z = a fx + fy + fz = fa ; apart from trivial solutions, has the solution x = p, y = p + q, z = a + q, and so f is not AB.
To prove the rst assertion, take a n y crooked function f. It is enough to show that, for every a and every b 6 = 0, the system x + y + z = a fx + fy + fz = fa + b has N , 2 solutions when b does equal 0, it follows from De nition 1 0 that the system only has 3N , 2 trivial solutions. Obviously, e v ery such solution x; y; z satis es z 6 = a. Let p = z + a = x + y. Then fx + fy 2 H p , fz + fa 2 H p , and therefore b 2 V n H p , since H p is the complement o f a h yperplane. Every nonzero vector b belongs to 1 2 N , 1 h yperplanes, which gives 1 2 N , 1 c hoices for p, and hence for z. Once z is determined, the system in x and y has precisely 2 solutions, because of Lemma 1. Hence we get 2 In Theorem 1 we c haracterized AB functions which are de ned in terms of the Fourier transform in terms of the number of solutions of a certain system of equations. Next, we shall give characterizations of APN functions and CR functions in terms of the Fourier transform. In the case of APN functions this characterization is due to Chabaud and Vaudenay 9 ; in fact they used it to prove the inclusion AB APN. Theorem 2 Let f be an AB function such that f0 = 0. Then f is crooked if and only if the set fa j f a; b = 0 g is a hyperplane for every b 6 = 0 . If so, then all these hyperplanes are distinct and fa j f a; b = 0 g = fa j h a; ci = 0 g, where c is such that H c f = fx j h b; xi = 1 g.
PROOF. This proof will have a similar avor as the proof of the characterization of AB functions in Theorem 1. We will make use of the same matrices X and E introduced there. Moreover we i n troduce the matrices M As is noticed in the proof of Lemma 1, T ab is equal to zero or at least two. This means that P : ; a n x 1 + a 1 + 1 : : : x n + a n + 1 :
The degree of the resulting polynomial is called the algebraic degree of f. The algebraic degree does not depend on the choice of a basis for V . This follows from the following characterization:
Lemma 2 The algebraic degree o f f is equal to the maximum dimension k for which there i s an a ne k-subspace U of V such that P u2U fu 6 = 0 .
This lemma follows from standard properties of Reed Muller codes cf. for instance 6, Chapter 12 , in particular 12.3 and 12.5. It is proved in 8 that the algebraic degree of an AB function does not exceed 1 2 n + 1. We shall prove a better bound for crooked functions. To prove it, we need the following easy combinatorial lemma.
Lemma 3 Let X V , l n , k 0. If for every a ne l-subspace U of V the number jX Uj is divisible by 2 k then for every a ne l , 1- All sets W i W j are a ne l-subspaces of V . T h us, we h a ve the system of equations x 1 +x 2 = a, x 2 + x 3 = b, x 3 + x 1 = c, where a; b; c are multiples of 2 k . Solving this system, we nd that every x i is a multiple of 2 k,1 , and the lemma is proved. 2 Let X h = fv 2 V j hfv = 1g: We only need to show that, for every a ne m + 1-subspace U of V , the number jX h Uj is even. Indeed, as h was arbitrary, this would imply that P v2U fv = 0, and the theorem would then follow from Lemma 2.
The set fv 2 V j hv = 1 g is the complement o f a h yperplane; therefore it coincides with the set H a f for some a 2 V . I t i s p r o ved in 1, Proposition 3 that, for any h yperplane V 0 V , the set X h V 0 = fv 2 V 0 j hfv = 1g is of size 2 n,2 if a 2 V 0 , and of size 2 n,2 2 m,1 if a 6 2 V 0 . Note also that jX h j = 2 n,1 , since f is a bijection.
Take an arbitrary linear subspace W 0 V of codimension 2; let W 1 ; W 2 ; W 3 be the a ne subspaces parallel to it.
The sets W 0 W i , i = 1 ; 2; 3, are the three hyperplanes containing W 0 . S o w e can easily nd the numbers jX h W i j: i f a 2 W 0 then they all are equal to 2 n,3 ; otherwise two of them are equal to 2 n,3 , and two others to 2 n,3 2 m,1 . I n a n y case, as n 5, these numbers are divisible by 2 m,1 .
Thus, jX h Wj is divisible by 2 m,1 for every a ne subspace W V of dimension n , 2. Now Lemma 3 applied m , 2 times gives the desired result. 2 In the class of functions of algebraic degree 2 quadratic functions the three classes APN, AB, and CRessentially coincide. More precisely, i t i s p r o ved in 8, Theorem 8 that every quadratic APN function of odd dimension is AB. Now w e shall brie y demonstrate that every quadratic APN function which is bijective, and maps 0 to 0, is crooked. It is convenient to use De nition 1 0 . The property ii there is equivalent to the function being APN. Take a n y x; y; z 2 V , 0 6 = a 2 V . W e need to check that the sum s = fx + fy + fz + fx + a + fy + a + fz + a is not equal to 0. If any t wo of the six terms coincide, this follows from the bijectivity o f f. I f not, then the set fx;y;z;x+ a; y + a; z + a; x + y + z;x+ y + z + ag is an a ne 3-subspace. As f is quadratic, the sum of its values over this subspace is equal to 0, and therefore s = fx + y + z + fx + y + z + a, and s 6 = 0, again by bijectivity.
We note nally that all known examples of crooked functions have algebraic degree 2.
Combinatorial structures
In this section we will construct several combinatorial structures, such as semi-biplanes, di erence sets, distance-regular graphs, association schemes, and uniformly packed BCH and Preparata codes, all by using APN, AB, or CR functions. For some background on distance-regular graphs and association schemes we refer the reader to 2 ; for background on codes to 20 .
APN functions and semi-biplanes
A semi-biplane sbpv;k is a connected incidence structure of v points and v blocks, each incident with k points, such that any 2 points are incident with 0 or 2 blocks, and any t wo blocks are ; k;n = 1 here V is identi ed with GF2 n . These association schemes are fusions of the schemes constructed in Section 2.3.
AB functions, Kasami codes, and Kasami graphs
A uniformly packed e-error-correcting code is a code with minimum distance d = 2 e + 1 and the property that the number of codewords at distance e+1 from a word which is at distance e from the code is constant, and the numb e r o f c o d e w ords at distance e + 1 from a word which i s a t distance e + 1 or more from the code is also constant cf. 20 . Carlet, Charpin, and Zinoviev The code C generalizes the double error-correcting BCH codes, and are also called Kasami codes note that these codes are extremal in the sense that no linear code of this length and minimum distance can have more codewords. The essence of the proof of this result given in 8 lies in the fact that the dual code has 3 nonzero weights, which follows from the de nition of almost bent functions in terms of the Fourier transform.
In 12 the present authors gave a combinatorial proof of the above result for crooked functions. Their proof is easily adjusted and simpli ed! for almost bent functions, by using the combinatorial characterization of almost bent functions in Section 1.1.
Carlet, Charpin, and Zinoviev 8 also show that in order to prove that the above code has dimension N ,1,2n and minimum distance 5 hence that the code is extremal it su ces that f is almost perfect nonlinear with f0 = 0. A direct proof that this is indeed a distance-regular Kasami graph is given in 12 for crooked functions. Again, this proof can be adjusted for almost bent functions using the combinatorial characterization of such functions in Section 1.1. Note by the way the resemblance between the construction of the distance-regular graph and the construction of the semi-biplane in Section 2.1. If in the above de nition of the graph we w ould allow an almost perfect nonlinear function we w ould obtain an N , 1-regular graph without triangles, such that any t wo v ertices at distance two h a ve t wo common neighbours, Such a graph, when connected, is called a rectagraph. Note that a more general connection between semi-biplanes, binary linear codes of minimum distance at least 5, and rectagraphs has been observed; cf. 2, Section 1.13 .
AB functions, accomplices, CR functions, Preparata codes and graphs
In 1 crooked functions were introduced to generalize the antipodal distance-regular graphs constructed by de Caen, Mathon, and Moorhouse 5 . In 12 the present authors used crooked functions to generalize 5-class association schemes constructed in 4 , and Preparata codes. Note that the above mentioned antipodal distance-regular graphs are strongly related to the 5-class association schemes and the Preparata codes, hence they will be called Preparata graphs in the following.
Here we will further generalize the construction of these combinatorial structures by using For AB functions that are not crooked it seems hard to nd accomplices. In low dimensions it seems typical that in this case the sets H a f + H a f are equal to the entire space V at least for some a. Nevertheless, we c hallenge the reader to construct such accomplices, or new crooked functions, since this would give some interesting new codes and graphs by the following constructions.
A nearly perfect e-error-correcting code is a code with minimum distance d = 2 e + 1 such that each w ord at distance at least e from the code has distance e or e+1 to exactly b L e+1 c codewords, where L is the length of the code clearly such a code is also uniformly packed.
Construction 4 Let f be an AB function with f0 = 0, and with an accomplice g. Then the code P consisting of characteristic vectors of pairs S; T with S V nf 0g; T V , such that jTj is even, P s2S s = P t2T t, and P s2S fs = P t2T ft + g P t2T t is a double-error-correcting nearly perfect code of size 2 2N ,2,2n and length L = 2 N , 1, i.e. it has the same parameters as the Preparata code. The proof of this result is essentially given in 12 .
As was brie y mentioned in 12 end of Section 3 linear accomplices would be of particular interest since it looked like new Kerdock codes could be constructed from them. However, it is shown by Brouwer and Tolhuizen 3 that no linear code with the same parameters as the Preparata code exists. This implies that the accomplice g cannot be linear, since such a function would give rise to a linear Preparata code by the above construction, as is easily checked.
Corollary 1 An almost bent function does not have a linear accomplice.
A d-class association scheme is a partition of the edge set of the complete graph into regular spanning subgraphs G 1 ; G 2 ; :::; G d such that, for any edge fx; yg in G h , the number of vertices z such that fx; zg is in G i and fz;yg is in G j equals a constant p h ij depending only on h; i; j. Construction 5 Let f be an AB function f with f0 = 0, and with an accomplice g. T ake as vertex set V V , and let G 1 be the Kasami graph as described in Section 2.2, i.e. distinct vertices x; a and y;b are adjacent i f a + b = fx + y. The graph G 2 is an isomorphic copy of G 1 , and is de ned by the equation a + b = fx + y + gx+gy. The graphs G 3 and G 4 are the distance-two graphs of G 1 and G 2 , respectively. The nal graph G 5 is the remainder, and is given by the equations x = y;a6 = b. Then the graphs G 1 ; G 2 ; :::; G 5 form a 5-class association scheme.
For crooked functions this is proven in 12 , and this proof is easily adjusted to almost bent functions with an accomplice. This association scheme is of particular interest since it has many fusion schemes that is, association schemes that are obtained from the original one by uniting some of the graphs cf. 4 . For example, the association scheme fG 1 Note that the Preparata graphs just like the Kasami graphs are rectagraphs.
If the code P we constructed earlier were linear, then its coset graph would have the same parameters as these antipodal distance-regular graphs. Still, it is possible to indicate the relation between the nonlinear code P and the antipodal distance-regular graphs, in the spirit of 5 . Another class of Hadamard di erence sets and corresponding bent functions can be constructed from crooked functions cf. 1 . Construction 8 Let f be a CR function, U a h yperplane in V , and a = 2 U. Then the set fv 2 U j fv 2 H a fg is a Hadamard di erence set on U with parameters 2 n,1 ; 2 n,2 2 n,3=2 ; 2 n,3 2 n,3=2 .
AB functions

Known nonlinear functions
We conlude with the list of all, up to equivalence, known APN, AB, an CR functions. As was mentioned earlier, all known such functions are equivalent to certain power functions f : GF2 n ! GF2 n , fx = x k . In Table 1 we give the values of exponents k for odd values of n, n = 2 m + 1, with the indication to which of the three classes the function belongs. In Table 2 we give those values of k for even n, n = 2 m, which give APN functions. Note that the inverse of an APN AB function is also APN AB, but this need not be so for CR functions. In particular, the inverses to known CR functions are AB but not CR. 
