To any model category M, we associate a modular model category, a functor of point M[−] : Cat → Cat, that associates to any small category C a functor category
Introduction
Defining a model structure on a category M necessitates the introduction of a class of weak equivalences, among other things. From there one may consider different types of weak equivalence between fixed objects, each one being defined relative to some algebraic invariant. The idea here is to introduce some variability in the notion of weak equivalence we use. If the model structure on M is fixed however, so are the equivalences. The variety in weak equivalences can nevertheless be implemented with parametrizations. From there, one is led to considering parametrizations of M by small categories C, provided by Fun , which we refer to as the modular model category associated to M. Note that this inscribes itself within the theory of parametrized homotopy theory ( [MS] ). We are in particular interested in using schemes as parameters. Simple categories were already parametrized by schemes in [Ma] for representationt theoretic purposes. Most recently, the topos M (X ,I) was considered in [Ka] , where M is a left proper combinatorial simplicial model category, X a site with interval I, with aim the construction of algebraic cobordism for motivic stacks, which is achieved by letting χ = Sm/k, I = A 1 and M = Set ∆, * . In the present work we use linear combinations of schemes as parameters, which we refer to as Z-schemes. This is implemented by first generalizing schemes to finite correspondences ( [FSV] ), and then to Z-schemes. Aside from providing a generalization, note that morphisms between schemes in SmCor(k) are finite correspondences, linear combinations of schemes. Thus by taking Z-schemes as objects, we place ourselves at any level in the ∞-category SmCor(k), an obvious generalization being ZSm/k, the ∞-category of Z-schemes. Using Yoneda we regard those as presheaves. We then consider full, essentially surjective functors from Sh(ZSm/k, Nis) into a given model category M. This is one object of P(M), the parametrization of M by Z-schemes. Next, we consider categories C endowed with an equivalence relation as an alternative to definning categories with an interval object. Define two morphisms φ : X → Y and φ ′ : X ′ → Y ′ in C to be equivalent if X ∼ X ′ and Y ∼ Y ′ in C. Let C/∼ be the category of equivalence classes of objects of C with equivalence classes of morphisms between them. For F : C → M a functor, define F X ∼ F X ′ if X ∼ X ′ in C, and F φ ∼ F φ ′ if φ ∼ φ ′ . Let M/∼ be the category M modulo those equivalence relations. We have an induced functor [F ] : C/∼ → M/∼. We apply this formalism to C = Sh(ZSm/k, Nis) in particular. For that purpose, we consider a notion of equivalence relation on ZSm/k, and one in particular we use is based on the Hochschild cohomology of schemes, generalized to Z-schemes. Probably the easiest way to define it is by HH (X) = Ext O X×X (∆ * O X , ∆ * O X ), where if X = m i [X i ] and Y = n j [Y j ] are elements of ZSm/k, we say X ∼ Y if and only if the indexing sets are the same, m i = n i for all i, and HH (X i ) ∼ = HH (Y i ) for all i, resulting in HH (X) ∼ = HH (Y ) since HH (X) = ⊗m i HH (X i ). Of independent interest, we also define a notion of depth in the topology on ZSm/k for the sake of precision by defining the general notion of powered topology, which goes as follows: suppose we have two categories of objects of a same type, X N = {X N +1 } and Y N = {Y N +1 } themselves objects of a category C N −1 with a functor F N : Y N → X N . Suppose we have a Grothendieck topology τ N −1 on C N −1 with F N a covering map, element of a covering family in K(X N ). Define a loose pre-topology τ N on X N by defining loose covering families in K(X N ) to be families of morphisms Y N +1 → X N +1 , satisfying the same defining properties as traditional covering families for traditional Grothendieck topologies. We obtain a layered morphism:
If the top and bottom maps are (loose) covering maps, then such a square would define a covering map in K(X N , X N +1 ), thereby defining a notion of powered topology τ N • τ N −1 on C N −1 . This formalism has the obvious advantage of giving level-wise degrees of precision.
In Section 2, we introduce modular model categories. We consider parametrizations of model categories by schemes, so we introduce Z-schemes in Section 3. In Sections 4 and 5, we discuss sheaves on individual Z-schemes, and on the site (ZSm/k, Nis). In Section 6, we introduce layered morphisms and powered topologies, and in Section 7, we add equivalence relations to the picture. In Section 8 we take stock and define ZSm/k-parametrizations of model cat-egories, M[Sh(ZSm/k, Nis)], which we compare with using the A 1 -homotopy theory of Z-schemes for base category of our parametrizations, thus we contrast using M[Sh(ZSm/k, [Nis])] with using M[Sh A 1 (ZSm/k, Nis)].
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Modular Model Categories
Suppose one has a full, essentially surjective functor F : C → D from one category to another. Consider a morphism u : a → b in D. Then one can write u as F (φ) : F X → F Y for some X and Y in C such that F X = a and F Y = b, with φ : X → Y . Suppose now we have another full, essentially surjective functor G : C → D. Then that same morphism u can be represented as G(ψ) : GW → GZ, where W and Z are objects of C such that GW = a and GZ = b, with ψ : W → Z some morphism. 
This defines a functor between different elements of P(M) making it into a category, which we call the category of parametrizations of M, and we have a functor:
which we call a modular model category, namely the one associated with M.
Going back to the general case, consider a functor F : C → D from one small category to another, and suppose C is endowed with an equivalence relation. Define two morphisms φ : X → Y and φ
It follows that if X ∼ X ′ and Y ∼ Y ′ , then on the one hand φ ∼ φ ′ , and on the other hand F X ∼ F X ′ and F Y ∼ F Y ′ , from which F φ ∼ F φ ′ by definition. F : C → D being given, having an equivalence relation on C induces:
where we say we have a morphism 
Z-schemes
In a first time, we will apply the above formalism to C = Sm/k, the category of smooth separated schemes of finite type over Spec(k), where k is a field. Following [FSV] , we consider an extension of this category using finite correspondences as morphisms of schemes, giving rise to a category SmCor(k), whose objects are smooth schemes of finite type over k, and whose morphisms are finite correspondences, essentially linear combinations of integral schemes (see [FSV] for a complete definition).
There is a functor [ ] : Sm/k → SmCor(k), that associates to any scheme X an object [X] of SmCor(k), and to any morphism f :
, where the composition Γ g • Γ f is defined as in [FSV] . We generalize this construction by defining ZSm/k, the category whose objects are linear combinations of elements of Sm/k(referred to as Z-schemes), and whose morphisms are appropriately chosen linear combinations of finite correspondences in a sense that we make precise presently.
Objects of ZSm/k are linear combinations of smooth separated schemes of finite type over Spec(k), they are of the form m i [X i ]. In other terms ZSm/k is a free abelian group on Sm/k. We have an embedding ι(X) = 1· [X] from Sm/k to ZSm/k. A map φ from Sm/k to ZSm/k naturally extends to a map Φ :
. Indeed, there is a unique map φ * that makes the following diagram commutative for m ∈ Z:
. This can formally be presented as saying φ * = mφ, and this is the notation we will adopt. Of particular interest, observe that if we are looking at a morphism of schemes
Henceforth, we will drop the * notation. We also consider morphisms of the form
where |i| is the number of [Y j ]'s [X i ] is mapping to, and J i is the subset of those indices j of J with a morphism [
It also means that:
where I j denotes the set of indices i for which we have a morphism
will decompose as follows:
If we denote by φ ji the restriction of φ to a map [
, then it is clear that we have:
it is really a finite correspondence. This makes φ a linear combination of finite correspondences, hence an element of ZSm/k itself.
Consider another morphism:
We will now define ψ • φ. First consider:
If in addition i ∈ I j , then we have:
where m i j k is defined as follows. Write (ijk) for i j k for simplicity. We have p k = j∈J k n j k , and n j k = i∈I j m (ijk) . Then we can define our composition:
Thus defined, composition is clearly associative. In so doing, it helps to regard m i j k as the coefficient of
Indeed, consider the following composition:
On the one hand:
where:
On the other hand:
where we have n (jkl) = i∈I j m (ijkl) . However, we clearly have (
, and a left inverse by
Sheaves on Z-schemes
The motivation for considering presheaves of sets on ZSm/k is that the coproduct of schemes in Sm/k is not always well-defined, hence we have the same problem in ZSm/k as well. A convenient way to fix this problem is to formally add colimits in ZSm/k by considering presheaves of sets on ZSm/k, as already done in [V] for SmCor(k). We have a Yoneda embedding:
Now in PreSh(ZSm/k), for the sake of doing homotopy, we have welldefined pushouts. Now another problem surfaces. As pointed out in [V] , if X = U ∪ V is a covering of a scheme X by two Zariski open subsets, the following diagram is a pushout in Sm/k, hence in ZSm/k as well:
but the corresponding square of representable presheaves:
is not necessarily a pushout in PreSh(Sm/k), hence not one in PreSh(ZSm/k) either. This can be remedied by considering sheaves. Recall that a presheaf of sets F : C op → Set is a sheaf in a topology τ on C if for any covering family {f α : U α → X} in this topology, the following sequence is exact:
Thus it is clear that we will have to introduce a topology on ZSm/k. We will prove that sheaves, which are contravariant functors from ZSm/k to Set map certain pushout squares to cartesian squares. Those pushout squares are referred to as elementary distinguished squares in [V] , [FSV] , [ORV] , [VM] , and they are defined in terms of etale morphisms of Z-schemes. Those require the notion of sheaves on Z-schemes.
However for sheaves of abelian groups, addition is well-defined for a product of sheaves if we consider their tensor product instead, so F = ⊗ i F i . Now it suffices to define sheaves at objects of the form m[X] for m ∈ Z and X ∈ Sm/k.
For X ∈ ZSm/k of the form X = m[X] presently we adopt the notation X for [X] in such a manner that X = mX, and in the same fashion, if F is a sheaf of abelian groups on Sm/k, or even a presheaf to be more general, then one can define F = mF as a presheaf on ZSm/k according to the following commutative diagram:
and for each inclusion of open sets V ⊂ U in ZSm/k, the indexed restriction homomorphisms are compatible with the module structure.
Flatness
Following [H] for the case of Sm/k, that we generalize to ZSm/k, let φ :
, it follows that one can write x = j∈J,i∈I j m i j x i in such a manner that m i j x i maps to some
Then one says F is flat over Y if it is flat at every point of X and one says X is flat over
Sheaf of relative differentials
Remember from [H] that the sheaf of relative differentials Ω X/Y for a morphism of schemes f : X → Y is defined as ∆ * (I/I 2 ) where ∆ : X → X × Y X is the diagonal map and I is the sheaf of ideals of
, we have the usual decomposition φ = j∈J,i∈I j m i j φ ji , so that:
, then we have:
We also have:
. Note that once X is fixed, so are the coefficients m i , hence so are the m i j 's as well once Y is fixed, so the above decomposition does not depend on V . It follows:
where in going from the first line to the second, we used mF
Etale maps
Recall that an etale map f : X → Y is a smooth map of relative dimension zero, which in Sm/k means f flat, for any irreducible components
, and dim k(x) (Ω X/Y ⊗ k(x)) = 0 for any point x ∈ X. We generalize these notions to ZSm/k. We first define what it means to be a morphism of finite type in ZSm/k, since smooth of relative dimension zero subsumes of finite type. We simply define a morphism φ :
is of finite type itself, for j ∈ J and i ∈ J j . We define φ : X → Y in ZSm/k to be etale in exactly the same fashion that it was defined in Sm/k, namely φ flat, for any irreducible components
, and for any x ∈ X, dim(Ω X/Y ⊗ k(x)) = 0. Flatness has been defined in section 4.2. For the dimensional statement on irreducible components, consider
We consider a morphism φ : X → Y which has the usual decomposition φ = m i j φ ji so that we can actually write
However for irreducible components, we just consider individual such terms, X ′ is of the form [X ′ i ] for some i ∈ I j , and
) for all such choices if the φ ji 's satisfy this dimensional statement on irreducible components i.e. φ = m i j φ ji satisfies the dimensional statement on irreducible components if all of the φ ji do. Finally we generalize the dimensional statement involving the sheaf of relative differentials. The local
Then we have:
if each summand is zero. We have shown: 
Elementary distinguished squares
Following [V] , [VM] , [ORV] , we define an elementary distinguished square in ZSm/k to be a square of the form:
where p is an etale morphism of Z-schemes, ψ is an open embedding, and
We define elementary distinguished squares in this section, since they deal with morphisms of Z-schemes. However it is in the definition of sheaves on ZSm/k that such squares are important, and we define those next.
5 Sheaves on ZSm/k
Sheaves
Since representables presheaves generate presheaves [MML], we will deduce properties of sheaves on ZSm/k from those of representable presheaves. We first consider F = Hom(−, n j [Y j ]). We have:
hence for sheaves F on ZSm/k, we also have:
A presheaf F is a sheaf for a Grothendieck topology on ZSm/k if for any covering {f α : U α → X} in ZSm/k for this topology, we have an equalizer:
Nisnevich topology on ZSm/k
We define a Nisnevich covering in ZSm/k as in [V] , [VM] , [ORV] , to be a finite family of etale morphisms {f α : U α → X} such that for every x ∈ X, there is some α, there is some u ∈ U α mapping to x such that k(u) ∼ = k(x). On ZSm/k this reads as follows. {f α : U α → X} is a Nisnevich covering if for any x = m j x j in X with x j ∈ X j , there is some
, there are u αi ∈ U αi for all i ∈ I αj , with f αji : u αi → x j (subject to i∈I αj µ αi j = m j ), such that k(u αi ) ∼ = k(x j ), and this for all j ∈ J. The morphisms f α being etale means that each f αji : U αi → X j is etale.
Lemma 5.2.1. {f α : U α → X, α ∈ A} is a Nisnevich covering if for all j ∈ J,
Proof. To have a Nisnevich covering over m j [X j ] means for any x j ∈ X j , there is some α ∈ A j , there is some u α ∈ U α mapping to m j x j , such that k(u α ) ∼ = k(m j x j ). Precisely, this means there is some u α = i∈I αj µ αi j u αi ∈ U α = i∈I αj µ αi j [U αi ], with each u αi mapping to x j for all i ∈ I αj , with k(u αi ) ∼ = k(x j ), subject to i∈I αj µ αi j = m j . Now if x = m j x j ∈ X, assuming the hypothesis of the lemma, there is some α ∈ ∩ j∈J A j (after possible reindexing of the U αi 's), there is some u αi ∈ U αi for any i ∈ I αj with u αi → x j , giving the decompositions:
for each j ∈ J and i ∈ I αj .In other terms {f α : U α → X, α ∈ A} is a Nisnevich covering if for all j ∈ J, {f α : U α → m j [X j ], α ∈ A j } is a Nisnevich covering, and A = ∩ j∈J A j .
For later purposes, denote by (a 1 X × mX · · ·× mX a n X) Σ the limit a 1 X × mX · · · × mX a n X, subject to a i = m, and denote by (a 1 X × mX · · · × mX a n X) ∆ the diagonal of the limit a 1 X × mX · · · × mX a n X. We can then represent a Nisnevich covering over m j [X j ] as a Nisnevich covering { µ αi j f αji :
We denote by Sh(ZSm/k, Nis) the category of sheaves on ZSm/k equipped with the Nisnevich topology.
Elementary distinguished squares
We now prove a generalization of Proposition 3.1.4 of [VM] , which in the present situation would read as follows:
Proposition 5.3.1. A presheaf on ZSm/k is a sheaf if and and only if it maps every elementary distinguished square in ZSm/k to a cartesian square.
The proof is identical in form to [VM] , and differs only in the fact that we work in ZSm/k, not Sm/k, hence we have to deal with hybrid/local indexed terms, which does not make the proof any different in spirit, but there are technicalities we have to keep track of.
That a sheaf on ZSm/k maps elementary distinguished squares to cartesian squares follows from the original proof of [VM] due to its formality. Vice-versa, suppose now a presheaf F on ZSm/k maps elementary distinguished squares to cartesian squares. We aim to show it is a sheaf. In other terms if U = {f α : U α → X} is a Nisnevich covering, we want:
to be exact. To do so we define a splitting sequence for U in exactly the same manner that it was initially introduced in [VM] , but obviously adapted to our setting. We first need to prove that if U is a Nisnevich covering, it admits a splitting sequence. This means we have to first define rational sections in ZSm/k.
Rational sections of ZSm/k
We say X = m i [X i ] is Noetherian if each X i is Noetherian in Sm/k for all i. We generalize to ZSm/k the definition of rational maps as initially introduced in [G] 
where X ′ i is a dense open subset of X i for all i ∈ I and i∈I j m i j = µ αj , m i = j∈J αi m i j . The above map is given on each X
, so a rational map is of the form i∈I,j∈J αi m i j r αji where all r αji : [X i ] → [U αj ] for j ∈ J αi are rational maps, simultaneously over the same open set X ′ i for i fixed, that is giving a rational map on [X i ] is equivalent to giving a map:
Now a rational section of U α → X is a rational map X → U α = i∈I,j∈J αi µ αi j [U αj ] which is also a section, i.e. a map i∈I,j∈J αi m i j σ αji where each σ αji is a rational map, and a section, so that i∈I,j∈J αi m i j p αij • σ αji = id X , with
Construction of rational sections of Nisnevich covers
Observe that in the initial Nisnevich covering of X = m j [X j ], we have morphisms f α : U α → X, with each U α = j∈J,i∈I αj µ αi j [U αi ]. If we write U = α U α , we have:
and the collection of morphisms α i∈I αj µ αi
} is a Nisnevich covering. We just drop the index j and call the above coproduct U. Observe, as pointed out in [VM] , that to give a rational map from mX to U is equivalent to giving one on each irreducible component of X, so we might as well assume X to be irreducible. Now we apply Lemma 1.5 of [Ho] to U = α i∈Iα µ αi [U αi ] → mX. Note that we can write this coproduct as α,i∈Iα µ αi [U αi ]. Let x be the generic point of X, let α be an index such that there is some u ∈ U α over x. After reindexing, write U i = µ αi [U αi ] possible other schemes, none of which is of the form µ αj [U αj ] for j = i.
Let I ′ α be the indexing set for those i's. Let p αi : U αi → X. Then each p i = µ αi p αi · · · : U i → µ αi X is etale, of finite type, completely decomposed in the sense of Hoyois. It follows it has a rational section σ i for all i, hence so does p i :
For our rational section we take:
, as constructed in the previous subsection.
Existence of splitting sequences for Nisnevich covers
We now construct a splitting sequence for U over mX. We have argued
so there is some dense open subset X
′ of X such that we have a map σ :
The rest of the construction is identical to that of [VM] or [Ho] . This proves that we have a splitting sequence for U. With this in hand, we can now finish the proof of Proposition 5.3.1:
Lemma 5.6.1. If a presheaf on the Nisnevich site ZSm/k maps elementary distinguished squares to cartesian squares, it is a sheaf.
Proof. Let U = {U i → mX} be a Nisnevich covering of mX. The reasoning will be the same as in [VM] , or [Ho] . The only addition we bring here is the index notation to keep track of the components. Let mX = mZ 0 , · · · , mZ n+1 = ∅ a splitting sequence of minimal length for U, which exists as we have just shown. Choose a splitting for the morphism p −1 (mZ n ) → mZ n , whose existence is guaranteed by the previous subsection. This means picking a rational
We then claim that mW and V form elementary distinguished squares over mX, and that U × mX mW → mW is a Nisnevich covering of mW with a splitting sequence of length n − 1. For the first claim, we have the following elementary distinguished square as a classical result:
This is an elementary distinguished square as argued in [VM] . It follows that the following square is also an elementary distinguished square:
About the second point, {p i : U i → X} is a Nisnevich covering, so by [VM] , U × µ αi X µ αi W → µ αi W is a Nisnevich covering, from which it follows that U × mX mW → mW is a Nisnevich covering.
Powered topologies
We now define a notion of layered morphism, and a corresponding notion of layered (or powered) topology. We define this iteratively. Let C N −1 be a category with objects χ N of some type Λ N . With this terminology, C = C 0 is our initial category, with objects X 1 of type Λ 1 . Suppose each object X N of C N −1 has some internal structure, and can be regarded as being made up of objects X N +1 of type Λ N +1 . Categorify each such object X N in such a manner that its objects as a category are its constituting elements, and its morphisms are maps X ′ N +1 → X N +1 between objects of X N , if such maps exist. A layered morphism is any commutative diagram of the form:
with possible additional lower layers defined as in:
where in (1) 
Strictly speaking, F N +p is a functor on X N +p−1 , which could be different from a functor on Y N +p−1 , for which we still use the notation F N +p Y N +p , but categories are assumed by construction to be levelwise of a same type. Thus functors in this setting are understood levelwise not as functors from one category to another, but from one type of categories to another type of categories. Hence:
is mapped to:
, since each F i is a functor on types, and
Once that is defined, we can define what we call a layered topology. If N = 1, maps X 1 → Y 1 are in C 0 . If one categorifies X 1 and Y 1 , X 1 = {X 2 } and Y 1 = {Y 2 }, in writing:
the bottom map is no longer in Y 1 . Hence if we regard such a bottom map as an element of a covering of Y 2 , necessarily coverings, hence layered topologies, must be interpreted in a looser sense. We formalize this: suppose our categories admit pullbacks. Define a basis for a loose topology on Y N for N ≥ 1 to be given by a function K which assigns to each object
) of families of morphisms codomain Y N +1 , but with domains categories that are possibly different from Y N +1 , satisfying the same conditions as those of covering families for classical Grothendieck topologies.
Suppose now we have a basis for a loose topology on X n−1 = {X N } , with Y n → X n a covering map in K(X n ), and write X n = {X n+1 } and Y n = {Y n+1 }, categorified. Suppose X N has a basis for a loose topology as well, with Y n+1 → X n+1 a covering map in K(X n+1 ). Then a covering map, element of a covering family in K(X n+1 , X n ), is defined to be a layered morphism:
where the top map is in K(X n ), and the bottom one is in K(X n+1 ). Hence loose covering maps in C [N,N +p] are layered morphisms that are levelwise loose covering maps, hence also follow the same defining properties of covering maps for traditional Grothendieck topologies. Indeed, if in a diagram such as the one above, the top and bottom maps are isomorphisms, the whole diagram is itself in K(X n+1 , X n ) by definition. It is also clear compositions are stable; if
is a covering map in K(X ′ , X ), and if:
be elements of K(X ′ , X ), indexed by i, and consider any layered morphism:
is isomorphic to:
Now the top map of the back face is in K(Z ′ ), the top map of the front face is in K(Z), which means exactly that the following map:
Blurry topologies
Objects of a given type come with a notion of weak equivalence (possibly trivial). Consider the accompanying equivalence relation (generated by the relation of weak equivalence), thereby defining equivalence classes of objects of some given type. Later we will define two schemes X and Y to be equivalent if they have isomorphic Hochschild cohomology, thereby bypassing the need to introduce a notion of weak equivalence, and working directly with an equivalence relation. We will show if X = m i [X i ], then the Hochschild cohomology of X is defined by HH (X) = ⊗m i HH (
We are led to defining categories of type Γ to be those for which their objects
.
Start with C = X 0 a category, which we suppose admits pullbacks. Objects of X 0 are of type Λ 1 , X 0 itself is of type Λ 0 . Objects of type Λ 1 are assumed to come with a notion of weak equivalence. Take the equivalence relation generated by it, and consider its corresponding equivalence classes. One can then write X 0 = [X 1 ]. Assume X 0 comes with a Grothendieck topology already. A basis for a blurry topology on X 0 is a function K that assigns to each equivalence class [
.We limit ourselves to categories X 0 of type
Thus from a Grothendieck topology on an ordinary category of type Γ, one can derive a blurry topology. Now let's see what happens if we have layered morphisms. Suppose we have a blurry topology on X 0 , and X 1 and Y 1 are objects of X 0 , both of type Γ : Λ 1 , categorified, with a notion of weak equivalence on their respective objects and corresponding equivalence classes, so that we can write
. Suppose both have a loose topology defined on them. Define a blurry loose topology by just generalizing the notion of blurry topology on
It is not difficult to see that this also defines a loose topology on
Now a diagram such as:
where the top horizontal map is a covering map for a blurry topology [τ 0 ] on X 0 , with τ 0 a Grothendieck topology on X 0 , and the bottom map is a covering map for a blurry loose topology [τ 1 ] on X 1 , where τ 1 is a loose Grothendieck topology on X 1 , together define a layered, or powered blurry topology 8 Z-schemes-parametrized model categories
Parametrizations of model categories by Z-schemes
In this section we consider full, essentially surjective functors ξ : PreSh(ZSm/k) → M where M is any model category. For the sake of having a good notion of space parametrizing morphisms of M, we consider functors of the form Sh(ZSm/k, Nis) → M instead. Morphisms of ZSm/k, which are elements of ZSm/k themselves, map to morphisms of M. In this manner we have morphisms of M being parametrized by Z-schemes. We now suppose we have a notion of equivalence on Z-schemes. In the next subsection we define one example of equivalence relation on such objects. Having such a notion of equivalence on Z-schemes, on which we also have a Nisnevich topology, produces a blurry Nisnevich topology [Nis] .
Recall that a Nisnevich covering on ZSm/k is a finite family of etale morphisms {f α : U α → X} in ZSm/k, such that for all x ∈ X, there is a α, there is some u ∈ U α with f α (u) = x and k(u) ∼ = k(x). We generalize this notion to that of a blurry Nisnevich topology, whose coverings are given by finite families of morphisms in 
, with a preexisting morphism Y → X in ZSm/k. Here in the covering family we have not used brackets for objects of SmCor(k) to avoid confusion with equivalence classes of schemes. This gives us a loose topology τ 1 on X. We can consider the associated blurry loose topology [ 
Another alternative consists in not having a notion of equivalence on ZSm/k, but to have an interval object I instead on the site (ZSm/k, Nis), such as the affine line A 1 , and this is the point of view adopted in [Ka] . What is studied in [Ka] is the topos M (Sm/k,Nis,A 1 ) , for M a left proper, combinatorial simplicial model category. In the present paper we put no restriction on our model categories M for the simple reason that we do not take a Bousfield localization of our topos Fun(Sh(ZSm/k, Nis), M). Nevertheless we will come back later to a generalization of the work done in [Ka] to contrast this with using equivalences on schemes.
Equivalence relations on ZSm/k
For our notion of equivalence, we will use Hochschild cohomology on ZSm/k, which we will define as a generalization of the usual Hochschild cohomology of schemes as developed in [GS] and [S] in particular, but where some relevant treatments can also be found in [K] , [Ku] . The idea of using Hochschild cohomology is derived from the fact that since one has functors from PreSh(ZSm/k) to M, one would want equivalent Z-schemes to map to the same object. If we regard functors as representations, one would think in algebraic terms about Morita equivalent algebras, which is trivial for commutative rings. From Morita theory one can easily think of Hochschild cohomology. The latter is not trivial on Sm/k however. Recall, from [GS] and [S] , that for X a separated scheme of finite type over k, F a sheaf of O X -modules, one can define the Hochschild cohomology of X with coefficients in F by:
where F is regarded as a sheaf of O X×X -modules via the diagonal functor. Define the Hochschild cohomology of a scheme X as H n (X) = H n (O X , O X ), and we define two schemes X and Y to be equivalent if H (X) ∼ = H (Y ). We now generalize this Z-schemes.
thus we can define two objects X = i∈I m i [X i ] and Y = j∈J n j [Y j ] of ZSm/k to be equivalent if the indexing sets I = J, m i = n i for all i ∈ I, and H (X i ) ∼ = H (Y i ) for all i ∈ I. This then defines a notion of Hochschild equivalence on ZSm/k.
Another definition of Hochschild cohomology of Z-schemes we can use is the Grothendieck-Loday definition of such, as presented in [S] for Sm/k. Recall that if A is an algebra over a field k, letting A e = A ⊗ k A, we can define the bar complex by
If X is a smooth scheme over k, we define a presheaf on X by letting C (U) = C (Γ(U, O X )). We denote by aC the associated sheaf, where a is the sheafification functor. It is a sheaf of O X -modules. Now if F is a chain complex of sheaves of O X -modules, if G is a O X -module with an injective resolution 0 → G → I , then we define the hyperext by: 8.3 A 1 -homotopy category of Z-schemes as parameter space As pointed out above, an alternative to using a notion of equivalence on Zschemes consists in using an interval object I on (ZSm/k, Nis). Naturally one would take I = A 1 , as done for the homotopy theory of schemes ([VM]), developed from presheaves of simplicial sets. We will use a variant of such a construction, not regarding A 1 as an interval object, but just as a presheaf, we will localize with respect to A 1 -local maps, and then use the Nisnevich topology on such a localization. The construction is fairly transparent.
Recall that in this work, we consider presheaves of sets. In this section in particular, we consider objects of PreSh(ZSm/k, Nis, A 1 ). In A 1 -homotopy theory of schemes however, we work with simplicial sheaves. Thus we regard presheaves of sets as constant simplicial presheaves. Consider Hom ZSm/k (−, A 1 ), the representable presheaf associated with A 1 , that we still denote by A 1 . Consider the functor category Fun((ZSm/k) op , Set ∆ ). From there we essentially follow [Hi] . Recall that if M is a model category, S is a class of maps in M, we can define a model category structure on the underlying category of M, denoted L S M, for which weak equivalences are S-local equivalences in M, cofibrations are those of M, and fibrations are those maps that have the right lifting property with respect to cofibrations that are also S-local equivalences. Recall also what those are: an object W of M is said to be S-local if it is fibrant, and if for any f : A → B in S, the induced map of homotopy function complexes f * : map(B, W ) → map(A, W ) is a weak equivalence of simplicial sets. A map g : X → Y in M is a Slocal equivalence if for any S-local object W , the induced map of homotopy function complexes g * : map(Y, W ) → map(X, W ) is a weak equivalence of simplicial sets. It is a fact that if M is a left proper, cellular model category, S a set of maps in M, then the left Bousfield localization L S M of M exists. Now Set ∆ is a left proper cellular model category, ZSm/k is a small category, hence Set ZSm/k op ∆ is also left proper cellular ( [Hi] ). Denote it by M, let S be the set of projection maps {F ×A 1 → F } for F ∈ M. An object G of M is Slocal, or A 1 -local, if it is fibrant, and for any p : F ×A 1 → F in S, the induced map of homotopy function complexes p * : map(F, G) → map(F × A 1 , G) is a weak equivalence in Set ∆ . Then α : F ⇒ H is an A 1 -local equivalence if for any A 1 -local object G, the induced map , and hence to Λ = Sh A 1 (ZSm/k, Nis) ⊂ Ξ, and finally functors Λ → M for M any model category can be regarded as providing parametrizations of M by A 1 -homotopic Z-schemes, where now we consider A 1 -local objects instead of Hochschild equivalent Z-schemes.
