Automatic system testing of commercial software applications is extremely challenging and requires facing many issues, including the integration of test generators with the software process of the organization that is in charge of verification and validation activities. In this paper, we discuss the challenges that we faced in the early stages of a technology transfer project aimed to introduce a test generator in a software house that develops Web-based Enterprise Resource Planning (ERP) solutions, and the insights that we gained.
INTRODUCTION
System test case generation techniques can automatically generate test cases that stimulate an application under test using its GUI. Existing approaches address a range of platforms and GUI technologies, including desktop [3, 6, 11, 15, 17, 18, 23, 25] , Web [4, 13, 16, 19, 20] and mobile applications [1, 2, 12, 24] , and exploit different strategies to generate test suites that satisfy criteria such as covering sequences of events [18] , sequences of interacting events [23] , data-flow relations among event handlers [3] , and code coverage [11] . However, these techniques have been mostly experienced with open source software, and there is limited knowledge about both their effectiveness with commercial systems and the issues that can arise when integrating them with the development process of a software company.
In this paper, we report our early experience with the automatic system testing technique ABT [14, 15] , applied to a Web-based ERP solution developed by a mid-size Italian software house. ABT is a state-of-the-art model-based technique that exploits Q-Learning to automatically generate system test cases. The reported experience Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. let us discuss some ideas that can be exploited to improve both ABT and automatic model-based test generation techniques in general.
The specific Web-based ERP solution considered in this project is an application that handles the commercial process of a multinational company, managing data entities like orders, invoices, shipping activities, and maintenance requests. The development was conducted by a team of six software engineers. The testing activities are carried out by a team of three professionals who develop and maintain the test plan and manually perform system testing.
The major challenges that we faced in our experience concerned three main aspects: scalability, lack of oracles and test reporting. We discuss these challenges in Section 2. Interestingly, we found that the domain-specific nature of these challenges allows for the definition of domain-specific solutions that may improve the effectiveness of current model-based testing techniques, including ABT, up to the level necessary to address commercial ERP applications. These solutions concern with GUI partitioning, ad-hoc operations, business rules, and test-plan coverage techniques. We discuss them in Section 3. We summarize our final remarks in Section 4.
THE CHALLENGES OF TESTING BUSINESS ORIENTED APPLICATIONS
This section discusses the three main challenges that we identified based on our experience with a commercial Web-based ERP solution developed and maintained by a partner company: scalability, lack of oracles, and text reporting. Scalability. The execution space of all interaction sequences induced by the GUI of business oriented applications is indeed both large and strictly structured.
The size of the execution space is large due to the many choices that are available to the user at each step of the execution. In the commercial application that we are considering, at every step of the execution the user can interact with 95 menu and button items available on the top menu bar, in addition to the widgets displayed in the center of the window. Since the top menu bar is continuously available for interaction, the space of all the possible interactions grows exponentially with the length of the interaction sequence, making a thorough exploration of the execution space impossible in practice. With 95 executable actions at every step, even limiting the test space to simple test sequences of five steps will result in more than 7 billion test cases, and this number further increases of several orders of magnitude if we consider the additional actions that become available after selecting the menu items. Covering such an execution space is infeasible, and any test generation strategy must be properly guided to produce relevant test cases.
The strictly structured organization of the GUI exacerbates the problem of generating relevant test cases. In fact, the way applications are used in practice follows strict patterns that depend on the goal of the user. For instance, if a user wants to modify an order, she/he will click on the order menu, will select an order, and finally will edit it. On the other hand, users are less likely to move from one area of the application to another one without finalizing any operation, such as opening the list of the orders, selecting an order, then moving to invoices without making changes on the orders, and then again moving to customers without changes on the invoices. This means that the execution space contains many meaningless interaction sequences, and that test case generation techniques can hardly distinguish them from the useful interaction patterns.
To give a concrete feeling of the impact of the above considerations, our experience with an industrial business oriented application indicates that the length of the minimal interaction sequence of the operations that lead to data modifications can range between 8 and 38 steps. When the probability of picking up a specific action is close to 1 over 100, it is evident how most of these interaction sequences are similar to singularities in the execution space, and it is almost impossible to exercise them with randomized GUI exploration strategies. For instance, by executing ABT in overnight test generation sessions (about 10 hours), we easily succeeded to exercise the functional behaviors that depend on short interaction sequences, but generally missed important portions of the functional logic of the application under test. For example, ABT easily explored the selection of the graphical menus in several different orders, but never tested interaction sequences that lead to the modification of relevant domain objects.
Lack of Oracles. In most industrial domains, there exist many relevant classes of failures that cannot be captured as explicit runtime exceptions and hangs, and testing tools that ignore these classes of problems are relatively useful. For instance, the large majority of the test requirements in the test plan of the considered business oriented application, written by professional test engineers, include steps that check the correctness of the execution by inspecting the GUI state, the database state, or both. Common examples include: ensuring that graphical menus, buttons and text fields appear with correct labels and can or cannot be modified in given screens and application states; ensuring that data change operations result in correct updates of given database tables; and verifying that, based on the user inputs, given screens visualize the correct subsets of data items among those existing in the database. Failures in satisfying these or similar types of test requirements would not cause any runtime exception or hang, and would thus be missed by most automatic testing techniques, including ABT. Improving the effectiveness of the oracle is a necessary condition to address an industrial context.
Test Reporting. To be effective, a test generator must demonstrate the ability to alleviate the testing effort for validating and assessing the applications under test. Many techniques [5, 7-10, 21, 22] , including ABT, provide their results as (i) executable test scripts to replay the generated test cases, (ii) test reports on the execution contexts of uncaught exceptions and hangs detected while generating the tests, (e.g., a string representation of an exception and its stack trace), and (iii) code coverage indicators that quantify the achieved test adequacy. However, based on the feedback that we collected from our industrial partners, these results are not sufficient to produce a significant reduction of the testing effort.
A fundamental requirement of industrial testers is to explicitly identify the functional behaviors exercised with the generated test cases. In our project this was indicated as the key piece of information to optimize the test effort. The test scripts and coverage reports that are typically produced are useful, but they convey little information about the functional behaviors that were and were not tested. Mapping the generated test cases to corresponding functional behaviors requires testers to manually replay step-by-step each single test script, which almost nullifies the benefits of using a test generator. Similarly, deducing the uncovered functional behaviors by looking for the inputs that lead to uncovered code is known to be very demanding. As a matter of facts, testers can hardly use the current ABT reports to effectively plan the additional testing effort to improve the functional adequacy of their tests with respect to functional behaviors that were missed or only partially tested by ABT. Augmenting ABT with reports that include detailed information about the tested and the untested functional behaviors is a key necessity to integrate ABT in an industrial testing process.
OPPORTUNITIES FOR IMPROVEMENT
Arguably the above discussed challenges generalize to many industrial applications beyond the application domain considered in this paper. Though general solutions seldom exist, industrial business oriented applications can be addressed with domain specific solutions that stem from the recurring patterns that relate the GUI structure to the business logic, and thus to the test requirements of these applications. In the following we discuss GUI partitioning and ad-hoc operations, to address the scalability challenge; business rules, to address the lack of oracles challenge; and test-plan coverage, to address the test reporting challenge.
GUI Partitioning. A first observation is that, in most business oriented applications, since each graphical menu gathers the operations to manipulate a given type of data entity among the ones that are handled by the underlying information system, the graphical menus partition the functional logic of the application in sub-areas. For example, in the industrial application that we studied, the functionalities that manipulate invoices can be exercised (only) with interaction sequences that start with the selection of the graphical menu Invoices. This particular type of GUI structure, which is designed to improve usability, can be exploited to mitigate the combinatorial explosion of the interaction sequences that the test generator may produce. The test generator can be guided to focus on interaction sequences that both start from distinct graphical menus and do not include actions that jump across different graphical menus without completing any operation. In this way, the test generator may achieve a dramatic reduction of both the size and the complexity of the execution spaces that must be sampled, improving the significance of the generated tests as well.
Ad-hoc Operations. Operations that depend on long interaction sequences, such as the operations to create and modify data entities, represent a very challenging class of operations. Long interaction sequences are often caused by the presence of forms with many input widgets that have to be filled-in. Input forms with twenty, thirty or more input fields are common cases in industrial business oriented applications. The bottom line is that a test generator may gain a lot in effectiveness if input forms are handled in an ad-hoc fashion, for instance with smart operations that extensively fill-in forms before submitting them, instead of relying on random choices that may partially fill-in forms, with little chance of successfully submitting a request that satisfies the many constraints on the validity of the input data.
Business Rules. Our interaction with engineers revealed that there usually exists a well identified and relatively small set of output data that capture the most relevant classes of semantic failures. In our project, many test requirements were concerned with checking the correctness of either attributes of widgets that frequently appear in the GUI (e.g., graphical menus, buttons, text fields and data grids) or database changes produced as a result of an operation. For example in the considered application, the engineers designed a rule that requires to crosscheck that, after selecting the menu Invoices, the GUI shows a panel titled Invoices with all the required buttons, and that, after entering an invoice form with valid data, the database table INVOICES contains a new record with the same data. Properly codified rules like this one can allow us to augment the test case generation process with a non-trivial failure detection ability. We thus envision the possibility of defining a domain-specific language that allows engineers to specify business rules that can be exploited by the test case generation techniques.
Test-Plan Coverage. Although code-level metrics can be useful, engineers need to have a proper understanding of the requirements that have been tested, especially for system-level testing activities. This information is typically encoded in test plans. For example, the test plans of our partner are spreadsheets organized in sections, where each section is a sheet that indicates the set of test objectives that must be satisfied for a specific entity. For instance, a section may indicate the set of behaviors that should be tested when validating the functionalities about the handling of invoices, and a single test objective is a statement such as "when the new invoice button is pressed, a form with five tabs and only empty fields must be shown to the user". Each test objective is a row in a sheet that reports the set of operations to be performed (e.g., "press the new invoice button") and the checking activities that must be performed on the application to determine the correctness of the response of the system (e.g., "check that a form with five tabs and all empty fields is shown") in different columns.
The output of test case generation tools can be much more appreciated if the result of their activity can be expressed as the coverage of items in the test plan. When the test plans are stored in a semistructured format, like the one we described, there is indeed the opportunity to achieve this goal. Test engineers could exploit a coverage report based on the test plan to quickly identify the scenarios that have been already validated automatically, and the ones that require manual intervention. Finally, any reported failure could be easily interpreted in terms of the test scenario that was executed.
CONCLUSIONS
Automatically testing commercial applications raises several challenges that require sophisticated and dedicated solutions to be addressed. In this paper, we discussed multiple opportunities that can be exploited to effectively address these challenges and make automatic system testing better suited for commercial applications.
We are currently actively working on extending ABT based on the ideas described in this paper.
