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Abstract. In this paper we will prove that the vorticity belongs to L∞(0, T ; L2(R3))
by means of vorticity-velocity formulation, then the existence of a global smooth solu-
tion is obtained for the Cauchy problem of 3D incompressible Navier-Stokes equation.
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1. Introduction
Let D(R3) be the space of C∞ functions with compact support contained in
R
3. Some basic spaces will be used in this paper:
V = { u ∈ D(R3), divu = 0 }
V = the closure of V in H1(R3)
H = the closure of V in L2(R3)
The velocity-pressure form of Navier- Stokes equation is
∂tu1 + u1∂x1u1 + u2∂x2u1 + u3∂x3u1 + ∂x1q = ν∆u1
∂tu2 + u1∂x1u2 + u2∂x2u2 + u3∂x3u2 + ∂x2q = ν∆u2
∂tu3 + u1∂x1u3 + u2∂x2u3 + u3∂x3u3 + ∂x3q = ν∆u3
(1)
with the initial conditions (u1, u2, u3)|t=0 = (u10, u20, u30)(x) and the incom-
pressible condition :
∂x1u1 + ∂x2u2 + ∂x3u3 = 0
where x = (x1, x2, x3) is a point of R
3, u = (u1, u2, u3) is velocity, q is pressure,
and ν > 0 is viscosity.
We will here recall the global L2−estimate from [4].
In the sequel, it is assumed that the initial value u0 satisfies the following
conditions ∣∣∣∂µxjui0(x)∣∣∣ ≤ Cµ(1 + |x|)−σ, i, j = 1, 2, 3 (2)
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where µ = 0, 1 and σ > 0 is integer.
For the handling the initial value problem, a weight function is introduced:
θr =
{
e
− |x|2
r2−|x|2 |x| < r
0 |x| ≥ r
(r > 0)
which is of the properties:
θr → 1, ∂iθr → 0, ∂i∂jθr → 0 (3)
as r → +∞ for each relatively fixed x ∈ R3.
Moreover, let v = θru, we still have
∂iv = u ∂iθr + θr ∂iu
∂2i v = u ∂
2
i θr + 2 ∂iθr∂iu+ θr ∂
2
i u
∂i∂jv = u ∂i∂jθr + ∂jθr∂iu+ ∂iθr∂ju+ θr ∂i∂ju
(4)
Since∫
R3
θrui(u1∂x1ui + u2∂x2ui + u3∂x3ui) =
1
2
∫
R3
θr(u1∂x1u
2
i + u2∂x2u
2
i + u3∂x3u
2
i )
= −1
2
∫
R3
u2i (∂x1(θru1) + ∂x2(θru2) + ∂x3(θru3))
= −1
2
∫
R3
θru
2
i (∂x1u1 + ∂x2u2 + ∂x3u3)−
1
2
∫
R3
u2i (u1∂x1θr + u2∂x2θr + u3∂x3θr)
= −1
2
∫
R3
u2i (u1∂x1θr + u2∂x2θr + u3∂x3θr), i = 1, 2, 3
Taking r → +∞ we get∫
R3
ui(u1∂x1ui + u2∂x2ui + u3∂x3ui) = 0, i = 1, 2, 3
in the same way, ∫
R3
(u1∂x1q + u2∂x2q + u3∂x3q) = 0
and∫
R3
ui∆ui =
∫
R3
ui(∂
2
x1ui + ∂
2
x2ui + ∂
2
x3ui) = −
∫
R3
[(∂x1ui)
2 + (∂x2ui)
2 + (∂x3ui)
2]
then∫
R3
u1∂t u1 +
∫
R3
u1(u1∂x1u1 + u2∂x2u1 + u3∂x3u1) +
∫
R3
u1∂x1q = ν
∫
R3
u1∆u1∫
R3
u2∂t u2 +
∫
R3
u2(u1∂x1u2 + u2∂x2u2 + u3∂x3u2) +
∫
R3
u2∂x2q = ν
∫
R3
u2∆u2∫
R3
u3∂t u3 +
∫
R3
u3(u1∂x1u3 + u2∂x2u3 + u3∂x3u3) +
∫
R3
u3∂x3q = ν
∫
R3
u3∆u3
2
so that
1
2
∂t
∫
R3
(u21 + u
2
2 + u
2
3) + ν
∫
R3
((∂x1u1)
2 + (∂x2u1)
2 + (∂x3u1)
2+
+ (∂x1u2)
2 + (∂x2u2)
2 + (∂x3u2)
2 + (∂x1u3)
2 + (∂x2u3)
2 + (∂x3u3)
2) = 0
it follows that∫
R3
(u21 + u
2
2 + u
2
3) + 2ν
∫ T
0
( ‖∇u1‖2L2(R3)+ ‖∇u2‖2L2(R3) + ‖∇u3‖2L2(R3))
≤
∫
R3
(u210 + u
2
20 + u
2
30)
Hence from (2) we have
sup
t∈(0,T )
∫
R3
(u21 + u
2
2 + u
2
3) < +∞
∫ T
0
( ‖∇u1‖2L2(R3)+ ‖∇u2‖2L2(R3) + ‖∇u3‖2L2(R3)) < +∞
(5)
Above u can be interpreted as the Galerkin approximation of the solution,
but (5) are also true for the solution of problem (1).
2. Boundedness
Introducing a stream function: ψ = (ψ2, ψ2, ψ3),
curlψ = (∂x2ψ3 − ∂x3ψ2, ∂x3ψ1 − ∂x1ψ3, ∂x1ψ2 − ∂x2ψ1)
According to ω = curlu, u = curlψ and divψ = 0, we have
curlcurlψ = −∆ψ = ω, −∆curlψ = curlω.
Vorticity ω = (ω1, ω2, ω3) satisfies the following vorticity-velocity form of
Navier-Stokes equation
∂tω1 + u1∂x1ω1 + u2∂x2ω1 + u3∂x3ω1 − ω1∂x1u1 − ω2∂x2u1 − ω3∂x3u1 = ν∆ω1
∂tω2 + u1∂x1ω2 + u2∂x2ω2 + u3∂x3ω2 − ω1∂x1u2 − ω2∂x2u2 − ω3∂x3u2 = ν∆ω2
∂tω3 + u1∂x1ω3 + u2∂x2ω3 + u3∂x3ω3 − ω1∂x1u3 − ω2∂x2u3 − ω3∂x3u3 = ν∆ω3
(6)
and
ui = (curlψ)i, −∆ψi = ωi, i = 1, 2, 3 (7)
with the initial condition (ω1, ω2, ω3)|t=0 = (ω10, ω20, ω30) = (curlu10, curlu20, curlu30),
and the incompressible condition :
∂x1u1 + ∂x2u2 + ∂x3u3 = 0
∂x1ω1 + ∂x2ω2 + ∂x3ω3 = 0
3
In section 3, by means of the Galerkin method, we can prove the global
existence of the weak solutions of this system. Below we also interpret ω as the
Galerkin approximation of the solution of the problems (6), and first prove that
ω, t ∈ (0, T ) belongs to L∞(0, T ;L2p(R3)), p ≥ 2. In section 4, an approach
of approximation is used to assert that the solution of (6) and (7) belongs to
L∞(0, T ;L2(R3)).
We put a vector function η(x, t) = (η1(x, t), η2(x, t), η3(x, t)) as follows :
η(x, t) = p ωp−1(x, t) φ(x, t)
where φ(x, t) = ωp1(x, t) + ω
p
2(x, t) + ω
p
3(x, t), and set
M0 =
∫
R3
(ωp10(x) + ω
p
20(x) + ω
p
30(x))
2
We obtain that∫
R3
θr [ η1(u1∂x1ω1 + u2∂x2ω1 + u3∂x3ω1)
+ η2(u1∂x1ω2 + u2∂x2ω2 + u3∂x3ω2)
+ η3(u1∂x1ω3 + u2∂x2ω3 + u3∂x3ω3) ]
=
∫
R3
θr [ p ω
p−1
1 φ (u1∂x1ω1 + u2∂x2ω1 + u3∂x3ω1)
+ p ωp−12 φ (u1∂x1ω2 + u2∂x2ω2 + u3∂x3ω2)
+ p ωp−13 φ (u1∂x1ω3 + u2∂x2ω3 + u3∂x3ω3)]
=
∫
R3
θr φ [ (u1∂x1ω
p
1 + u2∂x2ω
p
1 + u3∂x3ω
p
1)
+ (u1∂x1ω
p
2 + u2∂x2ω
p
2 + u3∂x3ω
p
2)
+ (u1∂x1ω
p
3 + u2∂x2ω
p
3 + u3∂x3ω
p
3) ]
=
∫
R3
θr φ (u1∂x1φ+ u2∂x2φ+ u3∂x3φ)
=
1
2
∫
R3
θr (u1∂x1φ
2 + u2∂x2φ
2 + u3∂x3φ
2)
= −1
2
∫
R3
φ2 [ ∂x1(θru1) + ∂x2(θru2) + ∂x3(θru3) ]
= −1
2
∫
R3
φ2 θr ( ∂x1u1 + ∂x2u2 + ∂x3u3 )
− 1
2
∫
R3
φ2 (u1 ∂x1θr + u2 ∂x2θr + u3 ∂x3θr )
= −1
2
∫
R3
φ2 (u1 ∂x1θr + u2 ∂x2θr + u3 ∂x3θr )
Let r → +∞ we get
4
∫
R3
[η1(u1∂x1ω1 + u2∂x2ω1 + u3∂x3ω1)
+ η2(u1∂x1ω2 + u2∂x2ω2 + u3∂x3ω2)
+ η3(u1∂x1ω3 + u2∂x2ω3 + u3∂x3ω3)] = 0
Similarly we still have∫
R3
ηi∂tωi = p
∫
R3
φωp−1i ∂tωi =
∫
R3
φ∂tω
p
i∫
R3
ηi∆ωi = p
∫
R3
φωp−1i (∂
2
x1ωi + ∂
2
x2ωi + ∂
2
x3ωi)
= −p
∫
R3
[∂x1ωi ∂x1(φω
p−1
i ) + ∂x2ωi ∂x2(φω
p−1
i ) + ∂x3ωi ∂x3(φω
p−1
i )]
= −p(p− 1)
∫
R3
φωp−2i [(∂x1ωi)
2 + (∂x2ωi)
2 + (∂x3ωi)
2]
−
∫
R3
(∂x1φ ∂x1ω
p
i + ∂x2φ ∂x2ω
p
i + ∂x3φ ∂x3ω
p
i )
Furthermore,
3∑
i=1
∫
R3
ηi∂tωi =
∫
R3
φ
3∑
i=1
∂tω
p
i =
∫
R3
φ∂tφ =
1
2
∂t
∫
R3
φ2
3∑
i=1
∫
R3
ηi∆ωi = −p(p− 1)
∫
R3
φωp−21 [(∂x1ω1)
2 + (∂x2ω1)
2 + (∂x3ω1)
2]
+ φωp−22 [(∂x1ω2)
2 + (∂x2ω2)
2 + (∂x3ω2)
2]
+ φωp−23 [(∂x1ω3)
2 + (∂x2ω3)
2 + (∂x3ω3)
2]
−
∫
R3
[(∂x1φ)
2 + (∂x2φ)
2 + (∂x3φ)
2]
On the other hand, according to the Marcinkiewicz interpolation theorem
9.8 in page 228 of [5], as 1 < p′ < 2, we have
∥∥∂xjxkψi∥∥Lp′(R3) ≤ c∗∗ · 1p′ − 1 ‖ωi‖Lp′(R3)
Again by duality, 1p′ +
1
p = 1 and 2 < p <∞ we get
∥∥∂xjxkψi∥∥Lp(R3) = sup
ϕ
〈∂xjxkψi, ϕ〉
‖ϕ‖Lp′(R3)
≤ sup
ϕ
‖ωi‖Lp(R3) · c∗∗ ·
1
p′ − 1
‖ϕ‖Lp′(R3)
‖ϕ‖Lp′(R3)
≤ c∗∗ · 1
p′ − 1 ‖ωi‖Lp(R3) ≤ c∗∗ p ‖ωi‖Lp(R3)
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That is, there exist three constants c, c∗, c∗∗ > 0 such that
‖ψi‖W 2,2p(R3) ≤ c∗∗p ‖ωi‖L2p(R3)
then∥∥∂xjui∥∥L2p(R3) ≤ c ∥∥∂xjxkψi∥∥L2p(R3) ≤ c∗p ‖ωi‖L2p(R3) , i, j, k = 1, 2, 3
Consequently, by virtue of general Holder inequality
∫
R3
v1 · · · vm ≤
(∫
R3
vp11
) 1
p1 · · ·
(∫
R3
vpmm
) 1
pm
where 1p1 + · · ·+ 1pm = 1 and vj ≥ 0, j = 1, · · · ,m, and its discretied version
n∑
i=1
a1i · · · ami ≤
(
n∑
i=1
ap11i
) 1
p1
· · ·
(
n∑
i=1
apmmi
) 1
pm
where aji ≥ 0, i = 1, · · · , n; j = 1, · · · ,m, we have∫
R3
[ η1(ω1∂x1u1 + ω2∂x2u1 + ω3∂x3u1)
+ η2(ω1∂x1u2 + ω2∂x2u2 + ω3∂x3u2)
+ η3(ω1∂x1u3 + ω2∂x2u3 + ω3∂x3u3) ]
≤ p
{(∫
R3
φ
2p
p−1
) p−1
2p
(∫
R3
(ωp−11 )
2p
p−1
) p−1
2p
(∫
R3
ω2p1
) 1
2p
(∫
R3
(∂x1u1)
2p
) 1
2p
+
+
(∫
R3
φ
2p
p−1
) p−1
2p
(∫
R3
(ωp−11 )
2p
p−1
) p−1
2p
(∫
R3
ω2p2
) 1
2p
(∫
R3
(∂x2u1)
2p
) 1
2p
+
+
(∫
R3
φ
2p
p−1
) p−1
2p
(∫
R3
(ωp−11 )
2p
p−1
) p−1
2p
(∫
R3
ω2p3
) 1
2p
(∫
R3
(∂x3u1)
2p
) 1
2p
+
+
(∫
R3
φ
2p
p−1
) p−1
2p
(∫
R3
(ωp−12 )
2p
p−1
) p−1
2p
(∫
R3
ω2p1
) 1
2p
(∫
R3
(∂x1u2)
2p
) 1
2p
+
+
(∫
R3
φ
2p
p−1
) p−1
2p
(∫
R3
(ωp−12 )
2p
p−1
) p−1
2p
(∫
R3
ω2p2
) 1
2p
(∫
R3
(∂x2u2)
2p
) 1
2p
+
+
(∫
R3
φ
2p
p−1
) p−1
2p
(∫
R3
(ωp−12 )
2p
p−1
) p−1
2p
(∫
R3
ω2p3
) 1
2p
(∫
R3
(∂x3u2)
2p
) 1
2p
+
+
(∫
R3
φ
2p
p−1
) p−1
2p
(∫
R3
(ωp−13 )
2p
p−1
) p−1
2p
(∫
R3
ω2p1
) 1
2p
(∫
R3
(∂x1u3)
2p
) 1
2p
+
+
(∫
R3
φ
2p
p−1
) p−1
2p
(∫
R3
(ωp−13 )
2p
p−1
) p−1
2p
(∫
R3
ω2p2
) 1
2p
(∫
R3
(∂x2u3)
2p
) 1
2p
+
6
+(∫
R3
φ
2p
p−1
) p−1
2p
(∫
R3
(ωp−13 )
2p
p−1
) p−1
2p
(∫
R3
ω2p3
) 1
2p
(∫
R3
(∂x3u3)
2p
) 1
2p
}
≤ p
{(
9
∫
R3
φ
2p
p−1
) p−1
2p
(
3
∫
R3
ω2p1 + 3
∫
R3
ω2p2 + 3
∫
R3
ω2p3
) p−1
2p
×
×
(
3
∫
R3
ω2p1 + 3
∫
R3
ω2p2 + 3
∫
R3
ω2p3
) 1
2p
×
×
[∫
R3
(∂x1u1)
2p + (∂x2u1)
2p + (∂x3u1)
2p
+ (∂x1u2)
2p + (∂x2u2)
2p + (∂x3u2)
2p
+(∂x1u3)
2p + (∂x2u3)
2p + (∂x3u3)
2p
] 1
2p
}
≤ 3
√
3 c∗p2
(∫
R3
φ
2p
p−1
) p−1
2p
(∫
R3
φ2
) p−1
2p
(∫
R3
φ2
) 1
2p
(∫
R3
φ2
) 1
2p
= c1p
2
(∫
R3
φ
2p
p−1
) p−1
2p
(∫
R3
φ2
) 1
2
+ 1
2p
where c1 > 0 is a constant.
Using an interpolation inequality
‖v‖
L
2p
p−1 (R3)
≤ ‖v‖ 1−
3
2p
L2(R3) ‖v‖
3
2p
L6(R3)
we obtain ∫
R3
[ η1(ω1∂x1u1 + ω2∂x2u1 + ω3∂x3u1)
+ η2(ω1∂x1u2 + ω2∂x2u2 + ω3∂x3u2)
+ η3(ω1∂x1u3 + ω2∂x2u3 + ω3∂x3u3) ]
≤ c1p2
(∫
R3
φ2
) 1
2 (1− 32p )+ 12+ 12p (∫
R3
φ6
) 1
4p
= c1p
2
(∫
R3
φ2
) 1− 1
4p
(∫
R3
φ6
) 1
4p
By means of general Young’s inequality
ab ≤ 1
s
δsas +
s− 1
s
δ−
s
s−1 b
s
s−1 (8)
with s = 4p3 , δ =
1
2 , and p δ
p vanishes as p→∞, we get further∫
R3
[ η1(ω1∂x1u1 + ω2∂x2u1 + ω3∂x3u1)
+ η2(ω1∂x1u2 + ω2∂x2u2 + ω3∂x3u2)
+ η3(ω1∂x1u3 + ω2∂x2u3 + ω3∂x3u3) ]
7
≤ c1p2
4p/3
4p/3− 1 2
4p/3
4p/3−1
(∫
R3
φ2
) (1− 14p ) 4p/34p/3−1
+ c1p
2 3
4p
1
2
4p/3
(∫
R3
φ6
) 1
3
= c1p
2 4p
4p− 3 2
4p
4p−3
(∫
R3
φ2
) 4p−1
4p−3
+
3
4
c1
p
2
4p/3
(∫
R3
φ6
) 1
3
≤ c2p2
(∫
R3
φ2
) 4p−1
4p−3
+ c3(p)
(∫
R3
φ6
) 1
3
where c2 > 0 is a constant, and positive c3(p)→ 0 as p→∞.
Note a Sobolev imbedding inequality, that is, there exists a constant c0 > 0
such that(∫
R3
φ6
) 1
3
≤ c0
{∫
R3
φ2 +
∫
R3
[ (∂x1φ)
2 + (∂x2φ)
2 + (∂x3φ)
2]
}
again from Young’s inequality (8) with s =
√
p, ss−1 =
√
p√
p−1 , δ =
1
2 , it follows
that∫
R3
[ η1(ω1∂x1u1 + ω2∂x2u1 + ω3∂x3u1)
+ η2(ω1∂x1u2 + ω2∂x2u2 + ω3∂x3u2)
+ η3(ω1∂x1u3 + ω2∂x2u3 + ω3∂x3u3) ]
≤ c2p2
(∫
R3
φ2
) (1− 1√p) + ( 1√p+ 24p−3)
+ c3(p)
(∫
R3
φ6
) 1
3
≤ c2p2
√
p√
p− 1 2
√
p√
p−1
(∫
R3
φ2
) (1− 1√p) √p√p−1
+ c2p
2 1√
p
1
2
√
p
(∫
R3
φ2
) 1+ 2√p
4p−3
+ c0c3(p)
∫
R3
φ2 + c0c3(p)
∫
R3
[ (∂x1φ)
2 + (∂x2φ)
2 + (∂x3φ)
2]
≤ c4p(p− 1)
∫
R3
φ2 + c5(p)
(∫
R3
φ2
) 1+ 2√p
4p−3
+ c0c3(p)
∫
R3
[ (∂x1φ)
2 + (∂x2φ)
2 + (∂x3φ)
2]
where positive c4 is a constant, and c5(p) > 0 vanishes as p tends to infinity.
Then by (6) we have∫
R3
η1∂tω1 +
∫
R3
η1(u1∂x1ω1 + u2∂x2ω1 + u3∂x3ω1)
−
∫
R3
η1(ω1∂x1u1 + ω2∂x2u1 + ω3∂x3u1) = ν
∫
R3
η1∆ω1∫
R3
η2∂tω2 +
∫
R3
η2(u1∂x1ω2 + u2∂x2ω2 + u3∂x3ω2)
−
∫
R3
η2(ω1∂x1u2 + ω2∂x2u2 + ω3∂x3u2) = ν
∫
R3
η2∆ω2
8
∫
R3
η3∂tω3 +
∫
R3
η3(u1∂x1ω3 + u2∂x2ω3 + u3∂x3ω3)
−
∫
R3
η3(ω1∂x1u3 + ω2∂x2u3 + ω3∂x3u3) = ν
∫
R3
η3∆ω3
From the derivation above, it follows that∫
R3
φ ∂t(ω
p
1 + ω
p
2 + ω
p
3) + ν p(p− 1)
∫
R3
φωp−21 [ (∂x1ω1)
2 + (∂x2ω1)
2 + (∂x3ω1)
2]
+ φωp−22 [ (∂x1ω2)
2 + (∂x2ω2)
2 + (∂x3ω2)
2]
+ φωp−23 [ (∂x1ω3)
2 + (∂x2ω3)
2 + (∂x3ω3)
2]
+ ν
∫
R3
[ ∂x1φ ∂x1(ω
p
1 + ω
p
2 + ω
p
3)
+ ∂x2φ ∂x2(ω
p
1 + ω
p
2 + ω
p
3)
+ ∂x3φ ∂x3(ω
p
1 + ω
p
2 + ω
p
3) ]
≤ c4p(p− 1)
∫
R3
φ2 + c5(p)
(∫
R3
φ2
) 1+ 2√p
4p−3
+
+ c0c3(p)
∫
R3
[ (∂x1φ)
2 + (∂x2φ)
2 + (∂x3φ)
2]
That is,
1
2
∂t
∫
R3
φ2 + c4p(p− 1)
∫
R3
φ
{
ωp−21 [
ν
c4
( (∂x1ω1)
2 + (∂x2ω1)
2 + (∂x3ω1)
2) − ω21 ]
+ ωp−22 [
ν
c4
( (∂x1ω2)
2 + (∂x2ω2)
2 + (∂x3ω2)
2) − ω22 ]
+ ωp−23 [
ν
c4
( (∂x1ω3)
2 + (∂x2ω3)
2 + (∂x3ω3)
2) − ω23 ]
}
+ (ν − c0c3(p))
∫
R3
[ (∂x1φ)
2 + (∂x2φ)
2 + (∂x3φ)
2]
≤ c5(p)
(∫
R3
φ2
) 1+ 2√p
4p−3
(9)
where ν − c0c3(p) > 0 as p is sufficiently large.
Moreover, let weight function ξ(x) ≥ 0, x ∈ R3, and
Λ = { x ∈ R3 | ξ(x) > 0 }
We will prove that if
∫
Λ
ωi = 0, there exists a constant C > 0 such that∫
Λ
ξ ω2i ≤ C
∫
Λ
ξ |∇ωi|2, i = 1, 2, 3 (10)
In fact, if it is not true, then there exists a sequence {vk} with
∫
Λ
vk = 0
such that ∫
Λ
ξ v2k > k
∫
Λ
ξ |∇vk|2, k = 1, 2, · · ·
9
Let
wk(x) =
vk(x)∥∥∥ξ1/2vk∥∥∥
L2(Λ)
, k = 1, 2, · · ·
then ∥∥∥ξ1/2wk∥∥∥
L2(Λ)
= 1, k = 1, 2, · · ·
and ∫
Λ
ξ |∇wk|2 < 1
k
, k = 1, 2, · · ·
These imply that
∥∥∥ξ1/2wk∥∥∥
L2(Λ)
and
∥∥∥ξ1/2∇wk∥∥∥
L2(Λ)
are bounded, thus there
exists a subsequence {wk′} and a limit w such that
wk′ → w in L2(Λ) strongly, as k′ →∞
∇wk′ → ∇w in L2(Λ,R3) weakly, as k′ →∞
Hence ∇w = 0, a.e., x ∈ Λ, which means that
w(x) = constant, a.e., x ∈ Λ
it follows from
∫
Λ
v = 0 thatw(x) = 0, a.e., x ∈ Λ, but we also have
∥∥∥ξ1/2w∥∥∥
L2(Λ)
=
1, this leads to a contradiction.
Choose ξ = φωp−2i , since (5), it holds that
∫
R3
ωi = 0, then we can get∫
R3
(φωp−2i )ω
2
i ≤ C
∫
R3
(φωp−2i ) |∇ωi|2, i = 1, 2, 3
Since C and c4 are independent of the initial data, by applying the rescaling
map u˜(t, x) = λu(λt, x), λ = ν˜ν , we can set ν such that ν ≥ c4C. Therefore from
(9) we arrive at
1
2
∂t
∫
R3
φ2 ≤ c5(p)
(∫
R3
φ2
) 1+ 2√p
4p−3
Let
y(t) =
∫
R3
φ2, ε =
2
√
p
4p− 3 , b = 2c5(p), y(0) =M0
then we have
y′(t) ≤ b y(t)1+ε
Thus,
y−1−εdy ≤ b dt
Integrating from 0 to t, we get
−1
ε
[y−ε − y−ε(0)] ≤ b t
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That is,
y−ε ≥M−ε0 − εb t
it follows that
y ≤ (M−ε0 − εb t)−
1
ε =
M0
(1− εb tM ε0 )
1
ε
By applying the rescaling u˜(t, x) = λu(λ2t, λx), λ = max{1,M0}−
1
4p−3 , we
may normalize M0 ≤ 1 without changing the viscosity ν. Consequently for any
finite T > 0, as long as p is large enough but finite, there exists a constant
M > 0 such that∫
R3
(ωp1(x, t) + ω
p
2(x, t) + ω
p
3(x, t))
2 ≤M, t ∈ [0, T ] (11)
From condition (2) it is found that M0 is bounded, namely,∫
R3
(ωp10(x) + ω
p
20(x) + ω
p
30(x))
2
≤
∫
|x|≤R
(ωp10(x) + ω
p
20(x) + ω
p
30(x))
2 + 9C2pµ
∫
|x|>R
1
(1 + |x|)2p σ < +∞
and R is a large constant.
This conclusion is also true for the weak solution of problem (6) -(7), by
means of the result of section 3 and the lower limit of Galerkin sequence accord-
ing to the page 196 of [4].
3. Compactness
In this section we have to consider the uniform boundedness and compactness
of the Galerkin approximations to the solutions of problem (6)-(7).
By virtue of a Sobolev imbedding theorem in [1], as p ≥ 2, there exists a
constant C1 > 0 such that
‖ui‖L∞(Ω) ≤ C1 ‖ui‖W 1,2p(R3) , i = 1, 2, 3, ∀Ω ⊂ R3
where Ω is a bounded set, and an estimate of elliptic problem, there exists a
constant C2 > 0 such that
‖ψi‖ W 2,2p(R3) ≤ C2 ‖ωi‖ L2p(R3), i = 1, 2, 3
we get
‖ui‖L∞(Ω) ≤ C1 ‖ui‖W 1,2p(R3) ≤ C1C2 ‖ωi‖ L2p(R3), ∀Ω
Then from (11), on [0, T ], as p is sufficiently large but finite,
ui ∈ L∞((0, T )× Ω), i = 1, 2, 3
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That is, there exists a constant K0 > 0 such that
sup
(0,T )
‖ui‖L∞(Ω) ≤ K0, i = 1, 2, 3 (12)
To show that the problem (6)-(7) is solvable in L∞(0, T ;L2(R3)), we make
use of Galerkin method. For each m and i = 1, 2, 3 we define an approximate
solution ωm = (ω1m, ω2m, ω3m) as follows :
ωim =
m∑
j=1
gij(t)wij (13)
where {wi1, · · · , wim, · · · } is the basis of W , and W= the closure of V in the
Sobolev space W 2,4(R3), which is separable and is dense in V . Thus by means
of weight function θr introduced in section 1,
(θr∂tωim, wik) + ν( θr∇ωim, ∇wik) + (∇ωim, wik∇θr)+
+ (θr(um · ∇)ωim, wik)− (θr(ωm · ∇)uim, wik) = 0
let r → +∞ we get
(∂tωim, wik) + ν(∇ωim, ∇wik) + ((um · ∇)ωim, wik) −
− ((ωm · ∇)uim, wik) = 0, k = 1, · · · ,m
ωim(0) = ω
m
i0 ,
(14)
where ωmi0 is the orthogonal projection in H of ωi0 onto the space spanned by
wi1, · · · , wim.
Moreover, from (7) we know that for um = (u1m, u2m, u3m) and ψm =
(ψ1m, ψ2m, ψ3m),
−∆ψim = ωim, um = curlψm i = 1, 2, 3 (15)
According to the derivation in section 2, similar to (12) we also have
sup
(0,T )
‖uim‖L∞(Ω) ≤ K0, i = 1, 2, 3, ∀Ω ⊂ R3 (16)
Next, we will obtain two a priori estimates independent of m for ωim.
Using the weight function θr, we multiply equation (12) by gik(t) and add
these equations for i = 1, 2, 3; k = 1, · · · ,m, we get
3∑
i=1
( θr∂tωim, ωim) + ν
3∑
i=1
( θr∇ωim, ∇ωim) +
3∑
i=1
(∇ωim, ωim∇θr)+
+
3∑
i=1
( θr(um · ∇)ωim, ωim)−
3∑
i=1
( θr(ωm · ∇)uim, ωim) = 0
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Let r → +∞ we get
3∑
i=1
(∂tωim, ωim) + ν
3∑
i=1
(∇ωim, ∇ωim)+
+
3∑
i=1
((um · ∇)ωim, ωim)−
3∑
i=1
((ωm · ∇)uim, ωim) = 0
Then we write
1
2
d
dt
(
3∑
i=1
‖ωim‖2L2(R3)
)
+ ν
3∑
i=1
‖∇ωim‖2L2(R3)
=
3∑
i=1
((um · ∇)ωim, ωim)−
3∑
i=1
((ωm · ∇)ωim, uim)
Because of condition (16), and Young’s inequality ab ≤ 12ν a2+ ν2 b2, it is easy to
find
1
2
d
dt
(
3∑
i=1
‖ωim‖2L2(R3)
)
+
1
2
ν
3∑
i=1
‖∇ωim‖2L2(R3) ≤
3ν
2
K20
3∑
i=1
‖ωim‖2L2(R3)
Integrating from 0 to t, 0 < t < T , we obtain
3∑
i=1
‖ωim‖2L2(R3) + ν
∫ t
0
(
3∑
i=1
‖∇ωim‖2L2(R3)
)
≤
3∑
i=1
‖ωmi0‖2L2(R3) + 3ν K20
∫ t
0
(
3∑
i=1
‖ωim‖2L2(R3)
) (17)
Using Gronwall inequality, we have
3∑
i=1
‖ωim‖2L2(R3) ≤
(
3∑
i=1
‖ωi0‖2L2(R3)
)
e3ν K
2
0
T
Hence
sup
(0,T )
(
3∑
i=1
‖ωim‖2L2(R3)
)
≤
(
3∑
i=1
‖ωi0‖2L2(R3)
)
e3ν K
2
0
T (18)
where from condition (2) it is found that ‖ωi0‖2L2(R3) are bounded, namely,
3∑
i=1
‖ωi0‖2L2(R3) ≤
3∑
i=1
∫
|x|≤R
ω2i0(x) + 3C
2
µ
∫
|x|>R
1
(1 + |x|)2σ < +∞
where R is a large constant. The right-hand side of (18) is finite and indepen-
dent of m, this means that
The sequence ωm remains to be uniformly bounded
in L∞(0, T ; H)
(19)
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On the other hand, from (17) it follows that
3∑
i=1
‖ωim‖2L2(R3) + ν
∫ T
0
(
3∑
i=1
‖∇ωim‖2L2(R3)
)
≤ ( 1 + 3ν K20 T e 3ν K
2
0
T )
3∑
i=1
‖ωi0‖2L2(R3)
(20)
This means that
The sequence ωm remains to be uniformly bounded
in L2(0, T ; V )
(21)
Let ω˜m denote the function from R into V , which is equal to ωm on [0, T ]
and to 0 on the complement of this interval. The Fourier transform of ω˜m is
denoted by ωˆm.
Finally, in order to get the compactness we want to show that
∫ +∞
−∞
|τ |2γ
(
3∑
i=1
‖ωˆim(τ)‖2L2(Ω)
)
dτ < +∞, ∀ Ω ⊂ R3 (22)
For some γ > 0. Along with (20) this will imply that
ω˜m remains to be uniformly bounded
in Hγ(R, H1(Ω), L2(Ω)), ∀ Ω
We represent ω˜im as
ω˜im =
m∑
j=1
g˜ij (t)wij
and observe that (14) can be written as
d
dt
(
3∑
i=1
( θrω˜im, wij)
)
=
3∑
i=1
( θr f˜im, wij) +
+
3∑
i=1
( θrωi0, wij) η0 −
3∑
i=1
( θrωim(T ), wij) ηT
(23)
where η0, ηT are Dirac distributions at 0 and T , and
fim = −ν∆ωim + (um · ∇)ωim − (ωm · ∇) uim
f˜im = fim on [0, T ], 0 outside this interval
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By the Fourier transform, (23) gives
2ipiτ
3∑
i=1
( θrωˆim, wij) =
3∑
i=1
( θr fˆim, wij) +
+
3∑
i=1
( θrωi0, wij)−
3∑
i=1
( θrωim(T ), wij) exp(−2ipi T τ)
where ωˆim and fˆim denote the Fourier transforms of ω˜im and f˜im respectively.
We multiply above equality by gˆij(τ) = Fourier transform of g˜ij and add the
resulting equations for j = 1, 2, · · · , m, we give
2 ipiτ
3∑
i=1
∥∥∥ θ1/2r ωˆim(τ)∥∥∥2
L2(R3)
=
3∑
i=1
( θr fˆim(τ), ωˆim(τ))
+
3∑
i=1
( θrωi0, ωˆim(τ)) −
3∑
i=1
( θrωim(T ), ωˆim(τ)) exp(−2ipi T τ)
For some ϕi ∈ V ,∫ T
0
3∑
i=1
( θrfim, ϕi) =
∫ T
0
3∑
i=1
(−θrν∆ωim, ϕi) +
+
∫ T
0
3∑
i=1
( θr(um · ∇)ωim, ϕi)−
∫ T
0
3∑
i=1
( θr(ωm · ∇) uim, ϕi)
= ν
∫ T
0
3∑
i=1
( θr∇ωim, ∇ϕi) + ν
∫ T
0
3∑
i=1
(∇ωim, ϕi∇θr)
−
∫ T
0
3∑
i=1
( θr(um · ∇)ϕi, ωim)−
∫ T
0
3∑
i=1
(ϕi(um · ∇)θr, ωim)
+
∫ T
0
3∑
i=1
( θr(ωm · ∇)ϕi, uim) +
∫ T
0
3∑
i=1
(ϕi (ωm · ∇) θr, uim)
Let r → +∞ we get∫ T
0
3∑
i=1
(fim, ϕi) = ν
∫ T
0
3∑
i=1
(∇ωim, ∇ϕi) −
−
∫ T
0
3∑
i=1
((um · ∇)ϕi, ωim) +
∫ T
0
3∑
i=1
((ωm · ∇)ϕi, uim)
≤ ν
∫ T
0
3∑
i=1
‖∇ωim‖L2(R3) ‖∇ϕi‖L2(R3) +
+ 2
∫ T
0
(
3∑
i=1
‖uim‖L∞(R3)
) (
3∑
i=1
‖ωim‖2L2(R3)
)1/2 ( 3∑
i=1
‖∇ϕi‖2L2(R3)
)1/2
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this remains bounded according to (16), (18) and (20). Therefore,∫ T
0
‖fim(t)‖V dt =
∫ T
0
sup
‖ϕ‖V =1
3∑
i=1
(fim, ϕi) < +∞
it follows that
sup
τ∈R
∥∥∥fˆim(τ)∥∥∥
V
< +∞, ∀m
Due to (18) we have
‖ωim(0)‖L2(R3) < +∞, ‖ωim(T )‖L2(R3) < +∞
then by Poincare inequality,
|τ |
3∑
i=1
∥∥∥ θ1/2r ωˆim(τ)∥∥∥2
L2(R3)
≤ c6
3∑
i=1
∥∥∥fˆim(τ)∥∥∥
V
‖ θrωˆim(τ)‖V +
+ c7
3∑
i=1
‖ θrωˆim(τ)‖L2(R3)
≤ c8
3∑
i=1
‖∇(θrωˆim(τ))‖L2(R3)
≤ c9
3∑
i=1
(
‖ ωˆim∇θr‖L2(R3) + ‖ θr∇ωˆim‖L2(R3)
)
where c6, c7, c8 and c9 are all positive constants.
Using x2e−κx ≤ Const (κ > 0) and assuming that r is sufficiently large, we
get
|τ |
3∑
i=1
∥∥∥ θ1/2r ωˆim(τ)∥∥∥2
L2(R3)
≤ c10
3∑
i=1
∥∥∥ θ1/2r ωˆim∥∥∥
L2(R3)
+ c11
3∑
i=1
‖ θr∇ωˆim‖L2(R3)
(24)
where c10 and c11 are two positive constants.
For γ fixed, γ < 1/4, we observe that
|τ |2γ ≤ c12(γ) 1 + |τ |
1 + |τ |1−2γ , ∀τ ∈ R
where c12(γ) > 0 is a constant depending on γ. Thus by (24),∫ +∞
−∞
|τ |2γ
(
3∑
i=1
∥∥∥ θ1/2r ωˆim(τ)∥∥∥2
L2(R3)
)
dτ
≤ c12(γ)
∫ +∞
−∞
1 + |τ |
1 + |τ |1−2γ
(
3∑
i=1
∥∥∥ θ1/2r ωˆim(τ)∥∥∥2
L2(R3)
)
dτ
16
≤ c13
∫ +∞
−∞
1
1 + |τ |1−2γ
3∑
i=1
∥∥∥ θ1/2r ωˆim(τ)∥∥∥
L2(R3)
dτ +
+ c14
∫ +∞
−∞
1
1 + |τ |1−2γ
3∑
i=1
‖ θr∇ωˆim(τ)‖L2(R3)dτ +
+ c15
∫ +∞
−∞
3∑
i=1
∥∥∥ θ1/2r ωˆim(τ)∥∥∥2
L2(R3)
dτ
where c13, c14 and c15 are also positive constants. Because of the Parseval equal-
ity,
∫ +∞
−∞
3∑
i=1
‖ θrωˆim(τ)‖2L2(R3) dτ =
∫ T
0
3∑
i=1
‖ θrωim(t)‖2L2(R3) dt
≤ c16 T sup
(0,T )
3∑
i=1
‖ωim‖2L2(R3) < +∞
∫ +∞
−∞
3∑
i=1
‖ θr∇ωˆim(τ)‖2L2(R3) dτ =
∫ T
0
3∑
i=1
‖ θr∇ωim(t)‖2L2(R3) dt
≤ c17
∫ T
0
3∑
i=1
‖∇ωim‖2L2(R3) < +∞
where c16 and c17 are positive constants.
By Cauchy-Schwarz inequality and the Parseval equality, we give
∫ +∞
−∞
1
1 + |τ |1−2γ
3∑
i=1
∥∥∥ θ1/2r ωˆim(τ)∥∥∥
L2(R3)
dτ
≤
√
3
(∫ +∞
−∞
1
(1 + |τ |1−2γ)2 dτ
)1/2(∫ T
0
3∑
i=1
∥∥∥ θ1/2r ωim(t)∥∥∥2
L2(R3)
dt
)1/2
< +∞
and
∫ +∞
−∞
1
1 + |τ |1−2γ
3∑
i=1
‖ θr∇ωˆim(τ)‖L2(R3)dτ
≤
√
3
(∫ +∞
−∞
1
(1 + |τ |1−2γ)2
dτ
)1/2(∫ T
0
3∑
i=1
‖ θr∇ωim(t)‖2L2(R3)dt
)1/2
< +∞
as m→∞ by γ < 1/4 and (20).
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4. Convergence
The estimates and compactness in the last section will enable us to obtain
some weak and strong convergence results and to pass to the limit in the non-
linear case, thus we can reach the existence of weak solutions of problem (6)
and (7).
Again we consider the Galerkin approximation (13). The function gij , 1 ≤
j ≤ m, are scalar function defined on [0, T ], and (14) is a system of nonlinear
ordinary differential equations for these functions, that is, we have
m∑
j=1
(wij , wik)g
′
ij(t) + ν
m∑
j=1
(∇wij , ∇wik)gij(t)+
+
m∑
j=1
{((um(t) · ∇)wij , wik)− ((wj · ∇)wik, uim(t))} gij(t) = 0
(25)
and using (15) we still have
um = curl ψm, (∇ψim, ∇wij) = (ωim, wij)
Since the wi1, · · · , wim are linearly independent, the matrix with elements
(wij , wik), 1 ≤ j, k ≤ m is nonsingular, Inverting this matrix we can reduce
(25) to the following form
g′ij(t) +
m∑
k=1
αijk gik(t) +
m∑
j,k=1
βijk gij(t) gik(t) = 0
i = 1, 2, 3; j = 1, · · · ,m
(26)
where αijk, βijk are constant coefficients.
The initial conditions are equivalent to
gij(0) = g
0
ij = the j
th component of ωmi0 (27)
The nonlinear differential system (26) together with the initial conditions
(27) has a maximal solution defined on some interval [0, tm]. If tm < T , then
‖ωim(t)‖L2(Ω) must blow up as t → tm. But the a priori estimate (18) shows
that this does not happen and therefore tm = T . Thus, the system (26)-(27)
determines uniquely the gij on the whole [0, T ].
The estimate (18) shows the existence of an element ω in L∞(0, T ; L2(Ω)), ∀Ω ⊂
R
3 and a subsequence ωm′ such that
ωm′ → ω in L∞(0, T ; L2(Ω)) weak - star, as m′ →∞,
for any Ω ⊂ R3
and estimate (20) shows the existence of the same element ω in L2(0, T ; H1(Ω)), ∀Ω ⊂
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R
3 and a subsequence ωm′ such that
ωm′ → ω in L2(0, T ; H1(Ω)) weakly, as m′ →∞,
for any Ω ⊂ R3
Thus ω ∈ L∞(0, T ; L2(Ω)) ∩ L2(0, T ; H1(Ω)), ∀Ω ⊂ R3.
Due to (22) we also have
ωm′ → ω in L2(0, T ;L2(Ω)) strongly, as m′ →∞,
for any Ω ⊂ R3
which means
ωm′ → ω in L2(0, T ;L2loc (Ω)) strongly
These convergence results enable us to pass to the limit in order to prove
that ω = (ω1, ω2, ω3) is a solution of the vorticity-velocity form of Navier-Stokes
equation (6)-(7).
Taking ϕi ∈ C∞((0, T ) × R3) (i = 1, 2, 3) with ϕi ∈ C∞0 (Ω) and zero
extension outside Ω, ∀ bounded Ω, as well as
∂x1ϕ1 + ∂x2ϕ2 + ∂x3ϕ3 = 0
Similar to (14), integrating with respect to t, we have∫ T
0
∫
R3
θrϕ1(∂tω1m + u1m∂x1ω1m + u2m∂x2ω1m + u3m∂x3ω1m−
− ω1m∂x1u1m − ω2m∂x2u1m − ω3m∂x3u1m − ν∆ω1m) = 0∫ T
0
∫
R3
θrϕ2(∂tω2m + u1m∂x1ω2m + u2m∂x2ω2m + u3m∂x3ω2m−
− ω1m∂x1u2m − ω2m∂x2u2m − ω3m∂x3u2m − ν∆ω2m) = 0∫ T
0
∫
R3
θrϕ3(∂tω3m + u1m∂x1ω3m + u2m∂x2ω3m + u3m∂x3ω3m−
− ω1m∂x1u3m − ω2m∂x2u3m − ω3m∂x3u3m − ν∆ω3m) = 0
Integrating by parts leads to the following equations∫ T
0
∫
R3
θr(ω1m∂tϕ1 + ω1m((u1m∂x1ϕ1 + ϕ1 ∂x1u1m)+
+ (u2m∂x2ϕ1 + ϕ1 ∂x2u2m) + (u3m∂x3ϕ1 + ϕ1 ∂x3u3m))−
− u1m((ω1m∂x1ϕ1 + ϕ1 ∂x1ω1m) + (ω2m∂x2ϕ1 + ϕ1 ∂x2ω2m)+
+ (ω3m∂x3ϕ1 + ϕ1 ∂x3ω3m)) + ν ω1m∆ϕ1)+
+
∫ T
0
∫
R3
(ω1m(ϕ1u1m∂x1θr + ϕ1u2m∂x2θr + ϕ1u3m∂x3θr)−
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− u1m(ϕ1ω1m∂x1θr + ϕ1ω2m∂x2θr + ϕ1ω3m∂x3θr)+
+ ω1mϕ1∆θr + 2ω1m(∂x1θr∂x1ϕ1 + ∂x2θr∂x2ϕ1 + ∂x3θr∂x3ϕ1))
=
∫
R3
θr(ϕ1(x, T )ω1m(x, T )− ϕ1(x, 0)ω1m(x, 0))∫ T
0
∫
R3
θr(ω2m∂tϕ2 + ω2m((u1m∂x1ϕ2 + ϕ2 ∂x1u1m)+
+ (u2m∂x2ϕ2 + ϕ2 ∂x2u2m) + (u3m∂x3ϕ2 + ϕ2 ∂x3u3m))−
− u2m((ω1m∂x1ϕ2 + ϕ2 ∂x1ω1m) + (ω2m∂x2ϕ2 + ϕ2 ∂x2ω2m)+
+ (ω3m∂x3ϕ2 + ϕ2 ∂x3ω3m)) + ν ω2m∆ϕ2)+
+
∫ T
0
∫
R3
(ω2m(ϕ2u1m∂x1θr + ϕ2u2m∂x2θr + ϕ2u3m∂x3θr)−
− u2m(ϕ2ω1m∂x1θr + ϕ2ω2m∂x2θr + ϕ2ω3m∂x3θr)+
+ ω2mϕ2∆θr + 2ω2m(∂x1θr∂x1ϕ2 + ∂x2θr∂x2ϕ2 + ∂x3θr∂x3ϕ2))
=
∫
R3
θr(ϕ2(x, T )ω2m(x, T )− ϕ2(x, 0)ω2m(x, 0))∫ T
0
∫
R3
θr(ω3m∂tϕ3 + ω3m((u1m∂x1ϕ3 + ϕ3 ∂x1u1m)+
+ (u2m∂x2ϕ3 + ϕ3 ∂x2u2m) + (u3m∂x3ϕ3 + ϕ3 ∂x3u3m))−
− u3m((ω1m∂x1ϕ3 + ϕ3 ∂x1ω1m) + (ω2m∂x2ϕ3 + ϕ3 ∂x2ω2m)+
+ (ω3m∂x3ϕ3 + ϕ3 ∂x3ω3m)) + ν ω3m∆ϕ3)+
+
∫ T
0
∫
R3
(ω3m(ϕ3u1m∂x1θr + ϕ3u2m∂x2θr + ϕ3u3m∂x3θr)−
− u3m(ϕ3ω1m∂x1θr + ϕ3ω2m∂x2θr + ϕ3ω3m∂x3θr)−
+ ω3mϕ3∆θr + 2ω3m(∂x1θr∂x1ϕ3 + ∂x2θr∂x2ϕ3 + ∂x3θr∂x3ϕ3))
=
∫
R3
θr(ϕ3(x, T )ω3m(x, T )− ϕ3(x, 0)ω3m(x, 0))
Let r → +∞,
∫ T
0
∫
R3
(ω1m∂tϕ1 + ω1m((u1m∂x1ϕ1 + ϕ1 ∂x1u1m)+
+ (u2m∂x2ϕ1 + ϕ1 ∂x2u2m) + (u3m∂x3ϕ1 + ϕ1 ∂x3u3m))−
− u1m((ω1m∂x1ϕ1 + ϕ1 ∂x1ω1m) + (ω2m∂x2ϕ1 + ϕ1 ∂x2ω2m)+
+ (ω3m∂x3ϕ1 + ϕ1 ∂x3ω3m)) + ν ω1m∆ϕ1)
=
∫
R3
(ϕ1(x, T )ω1m(x, T )− ϕ1(x, 0)ω1m(x, 0))∫ T
0
∫
R3
(ω2m∂tϕ2 + ω2m((u1m∂x1ϕ2 + ϕ2 ∂x1u1m)+
+ (u2m∂x2ϕ2 + ϕ2 ∂x2u2m) + (u3m∂x3ϕ2 + ϕ2 ∂x3u3m))−
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− u2m((ω1m∂x1ϕ2 + ϕ2 ∂x1ω1m) + (ω2m∂x2ϕ2 + ϕ2 ∂x2ω2m)+
+ (ω3m∂x3ϕ2 + ϕ2 ∂x3ω3m)) + ν ω2m∆ϕ2)
=
∫
R3
(ϕ2(x, T )ω2m(x, T )− ϕ2(x, 0)ω2m(x, 0))∫ T
0
∫
R3
(ω3m∂tϕ3 + ω3m((u1m∂x1ϕ3 + ϕ3 ∂x1u1m)+
+ (u2m∂x2ϕ3 + ϕ3 ∂x2u2m) + (u3m∂x3ϕ3 + ϕ3 ∂x3u3m))−
− u3m((ω1m∂x1ϕ3 + ϕ3 ∂x1ω1m) + (ω2m∂x2ϕ3 + ϕ3 ∂x2ω2m)+
+ (ω3m∂x3ϕ3 + ϕ3 ∂x3ω3m)) + ν ω3m∆ϕ3)
=
∫
R3
(ϕ3(x, T )ω3m(x, T )− ϕ3(x, 0)ω3m(x, 0))
By using incompressible condition, and the limit is subject to the subse-
quence in above integrals,∫ T
0
∫
R3
(ω1m′∂tϕ1 + ω1m′(u1m′∂x1ϕ1 + u2m′∂x2ϕ1 + u3m′∂x3ϕ1)−
− u1m′(ω1m′∂x1ϕ1 + ω2m′∂x2ϕ1 + ω3m′∂x3ϕ1) + ν ω1m′∆ϕ1)
=
∫
R3
(ϕ1(x, T )ω1m′(x, T )− ϕ1(x, 0)ω1m′(x, 0))∫ T
0
∫
R3
(ω2m′∂tϕ2 + ω2m′(u1m′∂x1ϕ2 + u2m′∂x2ϕ2 + u3m′∂x3ϕ2)−
− u2m′(ω1m′∂x1ϕ2 + ω2m′∂x2ϕ2 + ω3m′∂x3ϕ2) + ν ω2m′∆ϕ2)
=
∫
R3
(ϕ2(x, T )ω2m′(x, T )− ϕ2(x, 0)ω2m′(x, 0))
∫ T
0
∫
R3
(ω3m′∂tϕ3 + ω3m′(u1m′∂x1ϕ3 + u2m′∂x2ϕ3 + u3m′∂x3ϕ3)−
− u3m′(ω1m′∂x1ϕ3 + ω2m′∂x2ϕ3 + ω3m′∂x3ϕ3) + ν ω3m′∆ϕ3)
=
∫
R3
(ϕ3(x, T )ω3m′(x, T )− ϕ3(x, 0)ω3m′(x, 0))
(28)
Since ∫ T
0
∫
R3
ωim′∂tϕi →
∫ T
0
∫
R3
ωi∂tϕi∫ T
0
∫
R3
ωim′∆ϕi →
∫ T
0
∫
R3
ωi∆ϕi∫ T
0
∫
R3
ωim′ujm′∂xkϕl →
∫ T
0
∫
R3
ωiuj ∂xkϕl∫
R3
ϕi(x, 0) ωim′(x, 0)→
∫
R3
ϕi(x, 0) ωi0
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∫
R3
ϕi(x, T ) ωim′(x, T )→
∫
R3
ϕi(x, T ) ωi(x, T )
as m′ →∞, from (28) we find in the limit that∫ T
0
∫
R3
{(ω1∂tϕ1 + ω2∂tϕ2 + ω3∂tϕ3)+
+ ν (ω1∆ϕ1 + ω2∆ϕ2 + ω3∆ϕ3)+
+ ω1(u1∂x1ϕ1 + u2∂x2ϕ1 + u3∂x3ϕ1)+
+ ω2(u1∂x1ϕ2 + u2∂x2ϕ2 + u3∂x3ϕ2)+
+ ω3(u1∂x1ϕ3 + u2∂x2ϕ3 + u3∂x3ϕ3)−
− u1(ω1∂x1ϕ1 + ω2∂x2ϕ1 + ω3∂x3ϕ1)−
− u2(ω1∂x1ϕ2 + ω2∂x2ϕ2 + ω3∂x3ϕ2)−
− u3(ω1∂x1ϕ3 + ω2∂x2ϕ3 + ω3∂x3ϕ3)}
=
∫
R3
{(ϕ1(x, T )ω1(x, T ) + ϕ2(x, T )ω2(x, T ) + ϕ3(x, T )ω3(x, T ))−
− (ϕ1(x, 0)ω10(x) + ϕ2(x, 0)ω20(x) + ϕ3(x, 0)ω30(x))}
(29)
Here we also have
ui = (curl ψ)i, (∇ψi, ∇ϕi) = (ωi, ϕi), ∀Ω (30)
Hence we know that there exists some ωi which belongs to L
∞(0, T ; L2(Ω)), ∀Ω ⊂
R
3, and is a Leray-Hopf weak solution of (6)-(7).
Finally it remains to prove that ωi (i = 1, 2, 3) satisfy the initial conditions.
For this we multiply (6) by ϕi(x, t), after integrating with respect to t and
integrating some terms by parts, we get∫ T
0
∫
R3
{(ω1∂tϕ1 + ω2∂tϕ2 + ω3∂tϕ3)+
+ ν (ω1∆ϕ1 + ω2∆ϕ2 + ω3∆ϕ3)+
+ ω1(u1∂x1ϕ1 + u2∂x2ϕ1 + u3∂x3ϕ1)+
+ ω2(u1∂x1ϕ2 + u2∂x2ϕ2 + u3∂x3ϕ2)+
+ ω3(u1∂x1ϕ3 + u2∂x2ϕ3 + u3∂x3ϕ3)−
− u1(ω1∂x1ϕ1 + ω2∂x2ϕ1 + ω3∂x3ϕ1)−
− u2(ω1∂x1ϕ2 + ω2∂x2ϕ2 + ω3∂x3ϕ2)−
− u3(ω1∂x1ϕ3 + ω2∂x2ϕ3 + ω3∂x3ϕ3)}
=
∫
R3
{(ϕ1(x, T )ω1(x, T ) + ϕ2(x, T )ω2(x, T ) + ϕ3(x, T )ω3(x, T ))−
− (ϕ1(x, 0)ω1(x, 0) + ϕ2(x, 0)ω2(x, 0) + ϕ3(x, 0)ω3(x, 0))}
By comparison with (29),
3∑
i=1
∫
R3
(ωi(x, 0)− ωi0(x))ϕi(x, 0) = 0
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Therefore we can choose ϕi particularly such that∫
R3
(ωi(x, 0)− ωi0(x))ϕi(x, 0) = 0, ∀ ϕi
which implies that ωi(x, 0) = ωi0(x), i = 1, 2, 3.
(29) and (30) are a weak formulation of the following equations:
ω = curlu∫ T
0
∫
R3
ϕ · [∂tω + (u · ∇)ω − (ω · ∇)u− ν∆ω] = 0
which are equivalent to
∫ T
0
∫
R3
ϕ˜ · [∂tu+ (u · ∇)u+∇p− ν∆u] = 0
for any ϕ ∈ C∞((0, T ) × R3) with ϕi ∈ C∞0 (Ω) and zero extension outside
Ω, ∀Ω ⊂ R3, and ϕ˜ = curlϕ, in some distribution sense.
5. Regularity
We can still use Galerkin procedure as in section 3. Since V is separable
there exists a sequence of linearly independent elements wi1, · · · , wim, · · ·
which is total in V . For each m we define an approximate solution uim of (1)
as follows:
uim =
m∑
j=1
gij(t) wij
and by means of weight function θr∫
R3
θrw1j∂tu1m +
∫
R3
θr(u1m∂x1u1m + u2m∂x2u1m + u3m∂x3u1m)w1j+
+
∫
R3
θrw1j∂x1q = ν
∫
R3
θrw1j∆u1m∫
R3
θrw2j∂tu2m +
∫
R3
θr(u1m∂x1u2m + u2m∂x2u2m + u3m∂x3u2m)w2j+
+
∫
R3
θrw2j∂x2q = ν
∫
R3
θrw2j∆u2m∫
R3
θrw3j∂tu3m +
∫
R3
θr(u1m∂x1u3m + u2m∂x2u3m + u3m∂x3u3m)w3j+
+
∫
R3
θrw3j∂x3q = ν
∫
R3
θrw3j∆u3m
uim(0) = u
m
i0, j = 1, · · · ,m
(31)
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where umi0 is the orthogonal projection in H of ui0 on the space spanned by
wi1, · · · , wim.
We now are allowed to differentiate (31) in the t, we get∫
R3
θrw1j∂
2
t u1m +
∫
R3
θr(∂tu1m∂x1u1m + ∂tu2m∂x2u1m + ∂tu3m∂x3u1m)w1j+
+
∫
R3
θr(u1m∂x1∂tu1m + u2m∂x2∂tu1m + u3m∂x3∂tu1m)w1j+
+
∫
R3
θrw1j∂x1∂tq = ν
∫
R3
θrw1j∆∂tu1m∫
R3
θrw2j∂
2
t u2m +
∫
R3
θr(∂tu1m∂x1u2m + ∂tu2m∂x2u2m + ∂tu3m∂x3u2m)w2j+
+
∫
R3
θr(u1m∂x1∂tu2m + u2m∂x2∂tu2m + u3m∂x3∂tu2m)w2j+
+
∫
R3
θrw2j∂x2∂tq = ν
∫
R3
θrw2j∆∂tu2m∫
R3
θrw3j∂
2
t u3m +
∫
R3
θr(∂tu1m∂x1u3m + ∂tu2m∂x2u3m + ∂tu3m∂x3u3m)w3j+
+
∫
R3
θr(u1m∂x1∂tu3m + u2m∂x2∂tu3m + u3m∂x3∂tu3m)w3j+
+
∫
R3
θrw3j∂x3∂tq = ν
∫
R3
θrw3j∆∂tu3m
j = 1, · · · ,m
(32)
We multiply (32) by g′ij(t) and add the resulting equations for j = 1, · · · ,m, we
find
1
2
∂t
∫
R3
θr(∂tu1m)
2 +
∫
R3
θr∂tu1m(∂tu1m∂x1u1m + ∂tu2m∂x2u1m + ∂tu3m∂x3u1m)+
+
∫
R3
θr∂tu1m(u1m∂x1∂tu1m + u2m∂x2∂tu1m + u3m∂x3∂tu1m)+
+
∫
R3
θr∂tu1m∂x1∂tq = ν
∫
R3
θr∂tu1m∆∂tu1m
1
2
∂t
∫
R3
θr(∂tu2m)
2 +
∫
R3
θr∂tu2m(∂tu1m∂x1u2m + ∂tu2m∂x2u2m + ∂tu3m∂x3u2m)+
+
∫
R3
θr∂tu2m(u1m∂x1∂tu2m + u2m∂x2∂tu2m + u3m∂x3∂tu2m)+
+
∫
R3
θr∂tu2m∂x2∂tq = ν
∫
R3
θr∂tu2m∆∂tu2m
1
2
∂t
∫
R3
θr(∂tu3m)
2 +
∫
R3
θr∂tu3m(∂tu1m∂x1u3m + ∂tu2m∂x2u3m + ∂tu3m∂x3u3m)+
+
∫
R3
θr∂tu3m(u1m∂x1∂tu3m + u2m∂x2∂tu3m + u3m∂x3∂tu3m)+
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+∫
R3
θr∂tu3m∂x3∂tq = ν
∫
R3
θr∂tu3m∆∂tu3m
Let r → +∞,
1
2
∂t
∫
R3
(∂tu1m)
2 +
∫
R3
∂tu1m(∂tu1m∂x1u1m + ∂tu2m∂x2u1m + ∂tu3m∂x3u1m)+
+
∫
R3
∂tu1m(u1m∂x1∂tu1m + u2m∂x2∂tu1m + u3m∂x3∂tu1m)+
+
∫
R3
∂tu1m∂x1∂tq = ν
∫
R3
∂tu1m∆∂tu1m
1
2
∂t
∫
R3
(∂tu2m)
2 +
∫
R3
∂tu2m(∂tu1m∂x1u2m + ∂tu2m∂x2u2m + ∂tu3m∂x3u2m)+
+
∫
R3
∂tu2m(u1m∂x1∂tu2m + u2m∂x2∂tu2m + u3m∂x3∂tu2m)+
+
∫
R3
∂tu2m∂x2∂tq = ν
∫
R3
∂tu2m∆∂tu2m
1
2
∂t
∫
R3
(∂tu3m)
2 +
∫
R3
∂tu3m(∂tu1m∂x1u3m + ∂tu2m∂x2u3m + ∂tu3m∂x3u3m)+
+
∫
R3
∂tu3m(u1m∂x1∂tu3m + u2m∂x2∂tu3m + u3m∂x3∂tu3m)+
+
∫
R3
∂tu3m∂x3∂tq = ν
∫
R3
∂tu3m∆∂tu3m
(33)
Moreover,∫
R3
θr(∂tu1m∂x1∂tq + ∂tu2m∂x2∂tq + ∂tu3m∂x3∂tq)
= −
∫
R3
θr∂tq ∂t(∂x1u1m + ∂x2u2m + ∂x3u3m)
−
∫
R3
∂tq ( ∂tu1m∂x1θr + ∂tu2m∂x2θr + ∂tu3m∂x3θr)
let r → +∞ we get∫
R3
(∂tu1m∂x1∂tq + ∂tu2m∂x2∂tq + ∂tu3m∂x3∂tq) = 0
and ∫
R3
θr∂tuim(u1m∂x1∂tuim + u2m∂x2∂tuim + u3m∂x3∂tuim)
=
1
2
∫
R3
θr(u1m∂x1(∂tuim)
2 + u2m∂x2(∂tuim)
2 + u3m∂x3(∂tuim)
2)
= −1
2
∫
R3
θr(∂tuim)
2(∂x1u1m + ∂x2u2m + ∂x3u3m)
− 1
2
∫
R3
(∂tuim)
2(u1m∂x1θr + u2m∂x2θr + u3m∂x3θr)
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let r → +∞ we get∫
R3
∂tuim(u1m∂x1∂tuim + u2m∂x2∂tuim + u3m∂x3∂tuim) = 0, i = 1, 2, 3
as well as∫
R3
θr∂tuim∆∂tuim =
∫
R3
θr∂tuim(∂
2
x1∂tuim + ∂
2
x2∂tuim + ∂
2
x3∂tuim)
= −
∫
R3
θr((∂x1∂tuim)
2 + (∂x2∂tuim)
2 + (∂x3∂tuim)
2)
−
∫
R3
∂tuim( ∂x1θr∂x1∂tuim + ∂x2θr∂x2∂tuim + ∂x3θr∂x3∂tuim)
let r → +∞ we get∫
R3
∂tuim∆∂tuim = −
∫
R3
((∂x1∂tuim)
2 + (∂x2∂tuim)
2 + (∂x3∂tuim)
2), i = 1, 2, 3
it follows from (33) and above conclusions that
1
2
∂t
∫
R3
((∂tu1m)
2 + (∂tu2m)
2 + (∂tu3m)
2) +
+ ν
(
‖∇∂tu1m‖2L2(R3) + ‖∇∂tu2m‖2L2(R3) + ‖∇∂tu3m‖2L2(R3)
)
≤ ‖∂tu1m‖L4(R3)
(
‖∂tu1m‖L4(R3) ‖∂x1u1m‖L2(R3) + ‖∂tu2m‖L4(R3) ‖∂x2u1m‖L2(R3) +
+ ‖∂tu3m‖L4(R3) ‖∂x3u1m‖L2(R3)
)
+ ‖∂tu2m‖L4(R3)
(
‖∂tu1m‖L4(R3) ‖∂x1u2m‖L2(R3) + ‖∂tu2m‖L4(R3) ‖∂x2u2m‖L2(R3)+
+ ‖∂tu3m‖L4(R3) ‖∂x3u2m‖L2(R3)
)
+ ‖∂tu3m‖L4(R3)
(
‖∂tu1m‖L4(R3) ‖∂x1u3m‖L2(R3) + ‖∂tu2m‖L4(R3) ‖∂x2u3m‖L2(R3)+
+ ‖∂tu3m‖L4(R3) ‖∂x3u3m‖L2(R3)
)
≤
(
3∑
i=1
‖∂tuim‖2L4(R3)
)1/2 3∑
j=1
‖∂tujm‖2L4(R3)


1/2
 3∑
i,j=1
‖∂xiujm‖2L2(R3)


1/2
Since
3∑
i=1
‖∂tuim‖2L4(R3) ≤ 2
3∑
i=1
(
‖∂tuim‖1/2L2(R3) ‖∇∂tuim‖
3/2
L2(R3)
)
≤ 2
(
3∑
i=1
‖∂tuim‖2L2(R3)
)1/4( 3∑
i=1
‖∇∂tuim‖2L2(R3)
)3/4
26
then
∂t
(
3∑
i=1
‖∂tuim‖2L2(R3)
)
+ 2ν
(
3∑
i=1
‖∇∂tuim‖2L2(R3)
)
≤ 22
(
3∑
i=1
‖∂tuim‖2L2(R3)
)1/4( 3∑
i=1
‖∇∂tuim‖2L2(R3)
)3/4( 3∑
i=1
‖∇uim‖2L2(R3)
)1/2
≤
(
3
ν
)3( 3∑
i=1
‖∂tuim‖2L2(R3)
)(
3∑
i=1
‖∇uim‖2L2(R3)
)2
+ ν
(
3∑
i=1
‖∇∂tuim‖2L2(R3)
)
Consequently,
∂t
(
3∑
i=1
‖∂tuim‖2L2(R3)
)
+ν
(
3∑
i=1
‖∇∂tuim‖2L2(R3)
)
≤ σm(t)
(
3∑
i=1
‖∂tuim‖2L2(R3)
)
where
σm(t) = ν +
(
3
ν
)3( 3∑
i=1
‖∇uim‖2L2(R3)
)2
Note that −∆u = curlω, then (−∆u, u) = (curlω, u), where
(−∆u, θru) =
3∑
i=1
(−∆ui, θrui) =
3∑
i=1
(∇ui, θr∇ui) +
3∑
i=1
(∇ui, ui∇θr)
let r → +∞ we get
(−∆u, u) =
3∑
i=1
(∇ui, ∇ui) =
3∑
i=1
‖∇ui‖2L2(R3)
in addition,
(curlω, θru) = (∂x2ω3 − ∂x3ω2, θru1) + (∂x3ω1 − ∂x1ω3, θru2)
+ (∂x1ω2 − ∂x2ω1, θru3)
= −(ω3, θr∂x2u1) + (ω2, θr∂x3u1)− (ω1, θr∂x3u2)
+ (ω3, θr∂x1u2)− (ω2, θr∂x1u3) + (ω1, θr∂x2u3)
− (ω3, u1∂x2θr) + (ω2, u1∂x3θr)− (ω1, u2∂x3θr)
+ (ω3, u2∂x1θr)− (ω2, u3∂x1θr) + (ω1, u3∂x2θr)
let r → +∞ we get
(curlω, u) = −(ω3, ∂x2u1) + (ω2, ∂x3u1)− (ω1, ∂x3u2) + (ω3, ∂x1u2)
− (ω2, ∂x1u3) + (ω1, ∂x2u3)
= (ω1, ∂x2u3 − ∂x3u2) + (ω2, ∂x3u1 − ∂x1u3) + (ω3, ∂x1u2 − ∂x2u1)
= (ω, curlu) = (ω, ω) =
3∑
i=1
‖ωi‖2L2(R3)
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Hence (
3∑
i=1
‖∇ui‖2L2(R3)
)1/2
=
(
3∑
i=1
‖ωi‖2L2(R3)
)1/2
it follows that
σm(t) = ν +
(
3
ν
)3( 3∑
i=1
‖ωim‖2L2(R3)
)2
< +∞
By the Gronwall inequality,
d
dt
{(
3∑
i=1
‖∂tuim‖2L2(R3)
)
exp
(
−
∫ t
0
σm(s)ds
)}
≤ 0
whence
sup
t∈(0,T )
(
3∑
i=1
‖∂tuim(t)‖2L2(R3)
)
≤
(
3∑
i=1
‖∂tuim(0)‖2L2(R3)
)
exp
(∫ T
0
σm(s)ds
)
Therefore
∂tuim ∈ L∞(0, T ; H) ∩ L∞(0, T ; V ), i = 1, 2, 3
Finally we write (1) in the form
ν
3∑
i=1
(−∆( θrui), vi) =
3∑
i=1
(−θr∂tui − θr(u · ∇)ui + gi, vi), vi ∈ V
where
gi = − ui∆θr − 2 (∇θr, ∇ui) + q ∂xiθr
That is,
3∑
i=1
(∇( θrui), ∇vi) = 1
ν
3∑
i=1
(−θr∂tui − θr(u · ∇)ui + gi, vi)
Since
∂tui ∈ L∞(0, T ; H), (u · ∇)ui ∈ L∞(0, T ; H)
Similar to the Theorem 3.8 in Chapter 3 of [4], and let r→ +∞, we obtain
ui ∈ L∞(0, T ; H2(R3)), i = 1, 2, 3
Remark 1. Noting that (−∆u, v) = 1ν (−∂tu − (u · ∇)u, v). If ∂tu and
(u · ∇)u are of some degree of continuity, then u can reach a higher degree of
continuity, based upon the smoothing effect of inverse elliptic operator ∆−1.
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By repeated application of this process one can prove that the solution u is in
C∞((0, T )× R3).
Remark 2. Based on problems separated and potential theory of Stokes’s
fluid flow, we may keep the same result for the general initial-boundary value
problems of 3D Navier-Stokes equation under the assumptions of regularity on
the boundary and data.
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