Active sensing refers to the process of choosing or tuning a set of sensors in order to track an underlying system in an efficient and accurate way. In a wireless environment, among the several kinds of features extracted by traditional sensors, the information carried by the communication channel about the state of the system can be used to further boost the tracking performance and save energy. A joint tracking problem which considers sensor measurements and communication channel together for tracking purposes is set up and solved. The system is modeled as a partially observable Markov decision problem and the properties of the cost-to-go function are used to reduce the problem complexity. Numerical results show the advantages of our proposal.
I. INTRODUCTION
Tracking is a common application in Wireless Sensor Networks (WSNs) in which different devices collaborate to detect a common underlying state of the system. Among all the physical quantities that can be exploited for tracking, the use of Channel State Information (CSI) as a way to improve the detection performance has been studied only marginally to date and only in certain contexts (e.g., target localization [1] ). However, in many applications, the channel is influenced by the underlying system; thus, it can be exploited to improve system state tracking. The goal of this paper is to investigate a joint tracking optimization problem in which, in addition to the standard sensor measurements, the channel is also exploited.
The main contributions of the paper can be summarized as follows. We set up an active sensing model in which, at every time step, a set of sensors is chosen to track the underlying state of the system. The optimal performance in terms of tracking quality and energy consumption is derived exploiting a Partially Observable Markov Decision Process (POMDP) framework. We assume that the sensors are passive, i.e., they do not influence the underlying state, and heterogeneous in terms of sensing cost, quality of the measurements and communication channel. Since using the channel as an additional source of information adds a layer of complexity to the problem, we decompose the tracking procedure in a simpler set of operations (Theorem 1). Moreover, with the goal of reducing the size of the belief space [2] , we use the concavity properties of the cost-to-go function, J, to derive a lower bound to J (Corollary 1) [3] and introduce a suboptimal, probabilistic tracking strategy. Since our model adopts very general assumptions, it can be applied to a large variety of applications.
Examples of active sensing applications are compressive spectrum sensing, object tracking [4] , health care [5] and sparse signal recovery [6] . Moreover, active sensing has been widely used in Wireless Body Area Networks (WBANs) [7] - [10] , which we will also use as a practical scenario for our model. In a WBAN, sensors obtain noisy measurements of a quantity (e.g., features of the electrocardiogram) related to the current underlying and unknown physical activity of a subject, and transmit the gathered data to a common Fusion Center (FC). The role of the FC is to combine the measurements and assess the current activity. Because of high reception costs, in [7] it was shown that the FC is the energy bottleneck of the system. According to this observation, and differently from many previous works [4] , [11] , we will consider the energy expenditure at the FC side and not at the sensors. While a POMDP model was used in [8] , [12] , most of the previous works do not explicitly use the communication channel between sensors and fusion center [13] to improve the tracking performance. The possibility to exploit the Received Signal Strength Indicator (RSSI) for body activity tracking purposes in a real scenario was described in [9] . Recently, [10] introduced a machine learning technique to achieve high detection accuracy using the RSSI. However, none of these papers considered sensor measurements and CSI in a joint optimization framework as proposed in this manuscript. It is of interest to note that the use of the channel as an additional feature results in two major advantages. First, CSI can be always derived when a sensor measurement is received, thus no additional energy costs are required to obtain it. Moreover, when a sensor measurement is lost because of a bad channel condition, it is still possible to gather information about the underlying state of the system (e.g., if for certain activities it is likely that a bad channel is observed, whereas others experience good channel conditions almost always, then a packet loss may be very informative about the underlying activity).
II. SYSTEM MODEL
We study a system composed of S sensors which track an unknown underlying system and transmit their data to a common fusion center. Time is slotted and the state of the system in slot k, namely x k , follows a Markov evolution according to a transition probability matrix T of size n × n.
x k assumes values in the set X {e 1 , . . . , e n }, where e i is an n-dimensional column vector with 1 in position i and 0 otherwise. At every time step, sensor s=1, . . . , S measures a feature related to the current state of the system. The measurement is noisy and follows a normal distribution N(m s,i , Q s,i ), where m s,i and Q s,i are the mean and variance of the feature measured by sensor s when the underlying state of the system is e i [7] . Since the features are state dependent, we exploit them to track the underlying system state.
In . We assume for simplicity that the N u k−1 s measurements are statistically independent and identically distributed within the same slot, but the model may be extended as in [7] 
A. Channel Evolution
Every sample is separately transmitted to the fusion center via a wireless link which will be discussed in more detail in Section II-B. The communication channel gain of the uth measurement (with u=1, . . . , N u k−1 s ) of sensor s in slot k is denoted by h u,s,k ≥0. The exact channel gain h u,s,k is unavailable and only its estimateĥ u,s,k can be observed at the receiver side. The set of estimated channels in slot k isĥ s,
. . , S} is the corresponding global set. We adopt an orthogonal model between the channel estimate and the estimation error
where is the channel estimation error, and is distributed as CN(0, σ 2 ). The quality of the channel estimation is described by σ 2 and is related to the length of the pilot sequence and the estimation scheme.
The channel gainĥ u,s,k is related with the other channel states in the same slotĥ 1,s,k , . . . ,ĥ u−1,s,k , h u+1,s,k , . . . ,ĥ N u k−1 s ,s,k and the underlying state of the system x k . In order to present a simple formulation which captures the essential components of the system, we assume thatĥ u,s,k follows an i.i.d. distribution g s (ĥ|x k ) (e.g., Gamma or Weibull [14] ) and that the temporal correlation is captured by a feature extraction algorithm. For simplicity, we consider a single feature P s,k with a Gaussian distribution
). The higher the number of gathered samples N u k−1 s , the better the estimate of the feature. We also introduce P k {P s,k , s=1, . . . , S}. In summary, in our model, we assume that in addition to the N
Given the underlying state of the system, since they are spatially separated, we assume no correlation among the channels of different sensors.
B. Packet Loss Rate
In every slot, sensor s transmits N u k−1 s packets with the corresponding measurements to the fusion center. Every packet contains a pilot sequence of fixed length, which is used to estimate the channel, and a CRC code used to detect errors (we assume perfect detection). When an error occurs, the entire packet is dropped and its measurement is lost (no retransmissions). The packet loss probability P loss (SNR) is a decreasing function of the SNR of the link and depends upon the modulation scheme.
For measurement u of sensor s, it can be shown that the SNR can be expressed as SNR=
w is the statistical power of the AWGN channel noise. Note that, the higher the channel estimation errors, the lower the SNR at the receiver side and the higher the corresponding packet loss probability. In general, because of channel and estimation errors, the measurement set received by the fusion center after decoding, namely z s,k , is different from y s,k . If, in slot k, S s,k represents the set of measurements successfully transmitted, then 1
The global set of received measurements is
III. TRACKING
At the end of time slot k, the fusion center knows the sequence F k , defined as
where Z k {z 0 , . . . , z k } is the temporal sequence of received measurements,Ĥ k {ĥ 0 , . . . ,ĥ k } is the estimated channel sequence and P k {P 0 , . . . , P k } is the sequence of the features of the channel. The goal of the system is to track the underlying hidden Markov process, i.e., in every time slot k we would like to obtain an estimate of x k . Towards this goal, we exploit the sequence F k as follows.
In every time slot, we update a belief of the state of the system defined as
where, in general, p k|k (i) P(x k =e i |Fk). Then, we obtain the current estimate of x k applying a MAP rule over p k|k . To determine (4), we exploit the sensor measurements as well as the channel observations. The belief p k|k can be evaluated as: 2
The denominator can be computed with the following sum
Therefore, since every term of the sum in (6) is analogous to the numerator of (5), we only focus on P(
where q, α and ρ are the realizations of the received measurements, the estimated channel gains and the feature of the channel, respectively. We obtain
The first factor can be computed as
where we used the product because, given x k , channels and measurements are independent among different sensors. Every element of the previous product can be expanded as
The first term can be rewritten using the definition of P s,k in Section II-A. With the model presented in Section II-A, the channel gain is independent of P s,k , thus (10c) can be rewritten as
where u k−1 can be derived from F k−1 and is further discussed in Subsection IV-A. Function g s (·|·) was introduced in Section II-A and represents the channel gain pdf. The term in (10d) can be further decomposed as
We use the previous product because the gathered samples are independent in the same time slot and the estimated channel is given. Also, z s,k depends upon the channel gain because of the packet loss probability. If q u,s =∅, then
i.e., a packet loss is experienced. Otherwise, the probability depends upon the quality of the measurement and the packet loss rate:
where the pdf f s (q u,s |e i ) was introduced in Section II. For the second factor in (8), we exploit the previous belief of the system and the total probability theorem:
where the term p k−1|k−1 (j) represents the belief in state k−1, whereas T[j, i] is the entry in position (j, i) of the transition probability matrix T. Thus, combining (8)- (15) , p k|k can be recursively computed starting from an initial belief of the system.
IV. OPTIMIZATION
The goal of the system is to simultaneously achieve high detection accuracy and low energy expenditure. These two conflicting objectives can be handled as a multi-objective weighted minimization problem as follows. Define an instantaneous cost function
where Δ(p k|k ) represents the average estimation error, c(u k ) is an energy cost function increasing with u k and λ∈[0, 1] is the weight. We express Δ(p k|k ) as the mean square estimation error
where the second equality can be derived after some algebraic manipulations. While (16) represents the instantaneous cost in a single slot, we are interested in the long-term optimization, thus, the long-run cost function becomes 3
The expectation is taken with respect to the measurements and to the channels. 
A. Markov Decision Process Formulation
The problem can be viewed as a Partially-Observable Markov Decision Process (POMDP) [8] and converted to an equivalent MDP [15] for solution. The Markov Chain (MC) state is the belief p k|k , which represents a sufficient statistic for control purposes, and a policy μ specifies the number of samples to gather and transmit for every possible combination of p k|k .
Common algorithms to solve average long-term MDPs are the Value Iteration Algorithm (VIA) or the Policy Iteration Algorithm (PIA) [16, Vol. II, Sec. 4] . The basic step of both these approaches is the policy improvement step, in which the following cost-to-go function is updated
where r(p k|k , u k ) represents the instantaneous cost defined in (16) , whereas J(p k+1|k+1 ) accounts for the future costs. The expectation is taken with respect to z k+1 ,ĥ k+1 and P k+1 and can be rewritten by definition as
The previous probability can be rewritten using (9) :
(23b) 3 Rμ can also be redefined using a discount factor instead of 1 K if the main focus is on the initial time slots. All our results can be straightforwardly extended to such a case.
The last term can be computed using (15) and the belief p k|k .
Note that with our formulation, the instantaneous cost (1 − λ)Δ(p k|k ) + λc(u k ) in Equation (21) does not depend upon z k+1 ,ĥ k+1 and P k+1 , and thus can be moved outside the expectation term:
(24)
B. Simplifications
Finding the optimal solution as described in the previous subsection is numerically challenging. In this subsection we introduce two simplified techniques with lower complexity Simplification #1. The new belief of the system can be simplified as in the following theorem. First, focus on slot k and enumerate every measurement from 1 to
with an index ν. The pdf of measurement ν=1, . . . , N u k−1 is P(y 
(26) Then, using the previous quantity, it can be shown that Equations (5) and (32) coincide. For more details we refer the reader to [17] .
With the previous theorem, instead of considering all the measurements together, we iteratively compute a partial belief for every new measurement ν exploiting the old partial belief at stage ν − 1 as in Equation (25). This allows us to decompose the N u k -dimensional integrals in Equation (22) in N u k separate uni-dimensional integrals without performance losses.
Simplification #2. One of the main issues in the numerical evaluation is the optimization of Equation (20) for every belief. Therefore, in this subsection we propose an approximation to derive J(p k|k ) while performing the optimization only a few times. (4)
Theorem 2. Consider a set of n beliefs (defined as in
Then, a generic belief p k|k can be written as
where θ i is a constant. If, ∀i=1, . . . , n, θ i ≥0, then function K(·) is lower bounded by
k|k ,u k )).
(28) Proof. The proof is by induction over the steps of the value iteration algorithm [16, Vol. II, Sec. 4.3.1] (similar arguments can be found in [3] ). The first step is to show that
is concave in p k|k , where a j is a non-negative constant, • is the Hadamard product and (I) is the I-th iteration of VIA.
(30) Several different techniques for defining the subset B can be found in the literature [2] . Starting from the previous lower bound, we introduce a suboptimal strategy in which J(p k|k ) is optimally computed only for the subset B. In all other states, we approximate J(p k|k ) with the right-hand side of (30). Moreover, since with this approach the policy is computed only in a subset of MC states, we approximate the policy in the remaining states with a probabilistic policy defined as
where ν i and b (i) k|k are defined as in Theorem 2 and δ ·,· is the Kronecker delta function.
V. NUMERICAL RESULTS
We consider a WBAN based on the KNOW-ME system [7] composed of two accelerometers (ACC1 and ACC2), and an electrocardiography sensor (ECG), which track the current activity of a subject (sitting, standing, running, walking). A more extensive numerical evaluation can be found in [17] . Different energy costs are associated to the data reception by different sensors (c(u k )= S s=1 δ s N u k s , with δ=[0.58, 0.776, 1]): ACC1 is located inside the fusion center, thus the reception of a sample from ACC1 is energy efficient, whereas ACC2 and ECG are on-body sensors and the data reception from these requires more energy. However, we also assume that ACC1 provides the poorest quality measurements. ACC2 provides good quality measurements but also experiences bad channel conditions, thus it is likely that its packets are dropped. Since ACC1 is located inside the fusion center, no communication channel is considered for this sensor.
Due to the numerical complexity, instead of discussing the optimal μ of Equation (19), we focus on the sub-optimal policy obtained using Theorem 1 and Corollary 1, where B is found using Lovejoy's grid approximation [18] . In the sequel
(32) Figure 1 : Percentages of time dedicated to every sensor for increasing values of λ and three different strategiesμ ,μ ms ,μ ch . When λ is low, policyμ ms favors ACC2 because it provides the highest quality measurements. However, it also frequently experiences bad channel conditions, thereforeμ avoids using it.
we denote byμ the approximation of μ obtained with the previous approach. Similarly, we introduce the strategiesμ ms andμ ch , which indicate the approximations of the optimal policies obtained neglecting the channel statistics and the measurements, respectively. Figure 1 represents the average usage time of every sensor by the three policies for different values of λ. Figure 2 shows the cost function c(u k ) (defined in (16)) as a function of the probability of incorrect state prediction P err . Different points of the curves are obtained by changing the weight parameter λ in Equation (16) . When λ=0, the system aims to maximize the correct detection probability, neglecting the costs. Policyμ achieves much better performance than the others because it exploits both measurements and channel effects. Note that, in all cases, c(u k ) decreases as λ increases. However, forμ ms , the tracking performance trend is not monotonic because a lot of packets from ACC2 (see Figure 1 ) are dropped and their information cannot be exploited. When λ is high,μ andμ ms coincide because almost all the measurements are taken from ACC1, which provides the lowest cost. However, there is no channel associated with ACC1, thus μ ch , except for λ 1, chooses ACC2 or ECG (see Figure 1 ), incurring a higher energy cost. It is interesting to note that, due to the imprecision of the measurements,μ ms cannot reach low P err even when there are no energy constraints.
VI. CONCLUSIONS
We set up an active sensing problem in which sensors' measurements and channel characteristics are used jointly to improve the system performance. Using a POMDP formulation, we exploited the structural properties of the model to reduce the problem complexity. In particular, we decomposed the tracking update formula in a subset of simpler tasks which can be easily handled and, moreover, we used the concavity properties of the cost-to-go function to introduce a probabilistic sub-optimal policy. Numerical results show the importance of considering the channel as an additional source of information in a WBAN scenario. Future work includes the model extension to a dynamic number of sensors per slot, and a deeper analysis of the channel estimation properties.
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