A simple alternating direction method is used to solve the conic trust region subproblem of unconstrained optimization. By use of the new method, the subproblem is solved by two steps in a descent direction and its orthogonal direction, the original conic trust domain subproblem into a one-dimensional subproblem and a low-dimensional quadratic model subproblem, both of which are very easy to solve. Then the global convergence of the method under some reasonable conditions is established. Numerical experiment shows that the new method seems simple and effective.
Introduction
In this paper, we consider the unconstrained optimization problem
where ( ) is continuously differentiable. The trust region method is a very effective method for the unconstrained optimization problem (1) (see [1] [2] [3] [4] [5] [6] ). Traditional trust region methods are based on a quadratic model and the corresponding quadratic program subproblem is, at the th iteration,
s.t. ‖ ‖ ≤ Δ ,
where is the current iterate point, = ∇ ( ), is symmetric and an approximation to the Hessian of ( ), ‖ ⋅ ‖ refers to the Euclidean norm, and Δ is the trust region radius at the th iteration. There are many methods that can be used to solve the subproblems (2)- (3) . The simple, low cost, and effective methods are dogleg methods (see [7] [8] [9] [10] [11] ). Now, we recall the simple dogleg algorithm for solving trust region subproblem with the quadratic model as in [12] .
Algorithm .
tep . Input the data of the th iteration i.e., , and Δ . 
then * = + ( − ), where = (− + √ 2 − )/ .
In 1980, Davidon first proposed the conic model (see [13] ). It is an alternative model to substitute the quadratic model. For optimization problems; if the objective function has a strong nonquadratic or its curvature changes severely, 2 Mathematical Problems in Engineering then the conic model is better than the quadratic model both the effect of data fitting and the result of numerical calculations. In addition, the conic model can supply enough freedom to make best use of both information of gradients and function values in iterate points. In view of these good properties of conic model, it has attracted wide attention of many scholars [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] . In [28] , Ni proposed a new trust region subproblem and gave the optimality conditions for the trust region subproblems of a conic model. That is, at the th iteration, the trial step is computed by solving the following conic model trust region subproblem
where
horizon vector ∈ , is symmetric and positive semidefinite, and 0 (0 < 0 < 1) is a sufficiently small positive number. We note that the conic model ( ) has a denominator and the shape of the trust region is irregular; therefore the conic trust region subproblems (5)- (7) are not easy to search for the descent point and difficult to solve. The trust region method often does not require the exact solution of trust region subproblem but only requires an approximate solution. The dogleg method for solving the trust region subproblem based on conic model is an approximate solution method; however its calculation is relatively complicated.
In this paper, we continue to study the subproblems (5)-(7). In order to find an easy way to solve, inspired by the alternating direction method of multipliers (ADMM), we consider obtaining the approximate solution by the twostep search in two orthogonal directions in the trust region . ADMM is an algorithm that solves convex optimization problems by breaking them into smaller pieces, each of which are then easier to handle. Because of its significant efficiency and easy implementation, it has recently found wide application in a number of areas (see [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] ).
In the following, we use the alternating orthogonal direction search method to find the approximate solution of the subproblems (5)- (7) . The rest of this paper is organized as follows. In the next section, the motivation and description of the simple alternating direction search method are presented. In Section 3, we give the quasi-Newton method based on the conic model for solving unconstrained optimization problems and prove its global convergence properties. The numerical results are provided in Section 4.
Range of 0 and the Approximate Solution of the Subproblem
In this section, we will modify the range of 0 and give the motivation and description of the algorithm. We note that the conic model ( ) has one more parameter than ( ). Therefore, ( ) can make full use of the existing function information to satisfy more interpolation conditions by using of the function values and the gradient values. All of these will improve the effectiveness of the algorithm. In general, chooses a descent direction, such as −1 , , or −1 (see [13] [14] [15] [16] [17] ). For convenience, we omit the index of , , and in this section. Therefore, in this paper we assume that
and is positive (abbreviated as ≻ 0). Let
From (8), we have ̸ = 0 and
Although in principle we are seeking the optimal solution of the subproblems (5)- (7), it is enough to find an approximate solution in the feasible region and guarantee a sufficient reduction in the model and the global convergence. Therefore, in order to simplify this algorithm we choose 0 in (7) such that it satisfies
In the following, we consider the alternating direction search method to solve the subproblems (5)- (7) by making full use of the parameters . The new method is divided into two steps. First, we search in the direction of and then search in the direction which is perpendicular to . Let
where ≥ 0, ̸ = 0, ∈ , and = 0. Then, the solving process of subproblems (5)- (7) is divided into the following two stages.
In the first stage, set = 0 and then = . Substituting it into (5)- (7), we have
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From (17), we know that 0 < < < and then ∉ Ω. Since > 0, then ( ) has only one stationary point
By simple calculation, the following lemmas can be easily obtained.
Lemma 2. Suppose
< 0, ≻ 0 and 0 < 0 < 0 . en < .
Proof. Combining with the definition of 0 as in (10), we easily know that
From (17) and (20), we have
Lemma 3. Under the same conditions as Lemma , then ( ) is monotonically increasing in the trust region ( , ); ( ) is monotonically decreasing for 0 < < and > .
Proof. From (19) and (20), we know that
Then combining with (18) we can obtain that the lemma obviously holds.
Let * be the solution of the subproblems (14)- (15) . Then, we can get the following theorems by analysis.
Theorem 4. Under the same conditions as Lemma , then the solution of the subproblems ( )-( ) is
Proof.
From Lemmas 2 and 3, we can obtain that if
. From Lemmas 2 and 3, we can similarly get * = .
(
From Lemmas 2 and 3, we know that * = arg min { ( ) , ( Δ )} .
Because of Δ ≥ , then from (17) we have 1−Δ‖ ‖ ≤ − 0 < 0. Since < 0, then
Then * = . The theorem is proved.
It is worth noting that if * = Δ then from (17) we have ‖ * ‖ = Δ. Therefore, for this case we set * = * and exit the calculation of subproblem. Otherwise, we know that * is inside the trust region . Then, we should carry out the calculation of the second stage below.
We set = * + and substitute it into ( ). Then the subproblems (5)- (7) become
In order to remove the equality constraint in (28), we use the null space technique. That is, for ̸ = 0 then there exist − 1 mutually orthogonal unit vectors , , . . . , −1 orthogonal to the parameter vector . Set = [ , , . . . , −1 ] and = , where ∈ −1 . Then (27)- (28) can be simplified as the following subproblem:
Set =̃, =̃, and Δ =Δ. By Algorithm 1, we can obtain the solution * of the subproblems (30)- (31) . Then * = * and * = * + * . Thus, the subproblems (5)- (7) are solved approximately. Now we could give the alternating direction search method for solving the conic trust region subproblems (5)- (7) as follows.
Algorithm . Given , , , and Δ, tep . If ≥ 0, then set = 0. Then solve the subproblems (5)- (7) by Algorithm 1 to get , and stop.
tep . Compute and 0 by (9) and (10). let 0 = 0.9 0 .
tep . Compute Δ , and by (17) and (20).
tep . Compute * by (24) .
tep . If * = Δ , then = Δ , and stop; otherwise, compute ,Δ,̃, and̃by (29) and (32).
tep . Set =̃, =̃and Δ =Δ. Then solve the subproblems (30)-(31) by Algorithm 1 to get * .
tep . Set * = * and = * + * , and stop.
In order to discuss the lower bound of predicted reduction in each iteration, we define the following predicted reduction:
Now we should prove the following theorem to guarantee the global convergence of the algorithm proposed in the next section. 
Theorem 6. Under the same conditions as
where 1 ∈ (0, 1].
(2) If is obtained by Step 5 of Algorithm 5, then = Δ and * = Δ , where * as defined in (24) . By computation, we have
From (24), we know that if * = Δ then Δ ≤ and Δ ≤ . And then from (17) and (20), we can obtain
and
Combining with (37)- (39), we know that
For < 0, then 0 < ≤ 1 holds obviously. 
Because * is obtained by Algorithm 1, then from [46] we have
where 2 ∈ (0, 1] andΔ,̃, and̃are defined by (29) and (32) . Thus,
where the second equality is from (20) and the last inequality is from (41) . Therefore, the theorem follows from (36) , (40), and (44) with
The Algorithm and Its Convergence
In this section, we propose a quasi-Newton method with a conic model for unconstrained minimization and prove its convergence under some reasonable conditions. In order to solve the problem (1), we approximate ( ) with a conic model of the form
where = ( ), = ∇ ( ), ∈ × , and ∈ are parameter vectors. Now we give the simple alternating direction trust region algorithm based on conic model (46) .
Algorithm .
tep . Choose parameters , , ∈ (0, 1), 0 < 1 < 2 < 1, 0 < 1 < 1 < 2 , and Δ > 0; give a starting point 0 ∈ , 0 ∈ × , 0 ∈ , and an initial trust region radius Δ 0 ∈ (0, Δ]; set = 0.
tep . Compute and . If ‖ ‖ < , and then stop with as the approximate optimal solution; otherwise go to Step 2.
tep . Set = , = , = , and Δ = Δ . Then solve the subproblem (5)- (7) by Algorithm 5 to get one of the approximate solution .
tep . Compute the ratio of predicted reduction and the actual reduction
tep . If ≤ 1 , then set Δ = 1 Δ and go to Step 2. If > 1 , then set +1 = + and choose the new trust region bound satisfying
tep . Generate +1 and +1 ; set = + 1, and go to Step 1.
The choice of parameter +1 in the cone model method is crucial. In general, +1 and +1 are chosen to satisfy certain interpolation conditions, which means that the conic model function interpolates both the function values and the gradient values of the objective function at and +1 . The choice of the parameters +1 and +1 can refer to [13] [14] [15] [16] [17] and [47] [48] [49] , respectively. In this paper, we are not prepared to study the specific iterative formulas of +1 and +1 in depth and directly adopt the choice of +1 in [16] and the choice of +1 in [49] .
From (49) and Theorem 6, we have
where 3 as defined by (45) . The following theorem guarantees that the Algorithm 7 is globally convergent.
Theorem 8.
Under the same conditions as Lemma , suppose that the level set 
Proof. We give the proof by contradiction. Suppose that there is 1 > 0 such that
From the hypothesis, we have
Combining with (51)-(55), we have
where the first inequality follows from
and the second inequality is from Δ ≤ Δ and
From
Step 4 of Algorithm 7 and (56), we obtain that for all
Since ( ) is bounded from below and +1 < , then we have 
On the other hand, from (55) and (62) we can get
Then from (55) to (63), we have
where ∈ (0, 1) and = 1 + 2 + . Combining with (56) and (65), we can get that
From (62) we have → 1. Hence, there is a sufficiently large positive number such that ∀ ≥ and
holds. From Step 4 of Algorithm 7, it follows that
which is a contradiction to (62). The theorem is proved.
Numerical Tests
In this section, Algorithm 7 is tested with some standard test problems from [16, 50] . is the final objective function value; ‖ ‖ is the Euclidean norm of the final gradient; CPU(s) denotes the total iteration time of the algorithm in seconds.
The parameters in these algorithms are 
In order to analyze the effectiveness of our new algorithm, we compare Algorithm 7 with the alternating direction trust region method based on conic model (abbreviated as ADCTR) in [12] . The numerical results of ADCTR and Algorithm 7 are listed in Table 2 . We note that the optimal value of these test problems is * = 0. From Table 2 , we can see that the performance of Algorithm 7 is feasible and effective. For the above 16 problems, Algorithm 7 is better than the ADCTR for 13 tests and is somewhat bad for 4 tests, and the two algorithms are same in efficiency for the other 1 tests. Therefore, it seems that Algorithm 7 is better than algorithm ADCTR in [12] .
Conclusions
The algorithm ADCTR and Algorithm 7 are similar; that is, the idea of alternating direction method is used to solve the conic trust region subproblem. However, Algorithm 7 in this paper takes into account the special property that the parameter vector is generally taken as the descending direction. Thus, under the assumption of < 0, the calculation of Algorithm 7 is simpler to calculate and has 
