Abstract-We define multilevel codes on bipartite graphs which have properties analogous to multilevel serial concatenations. A linear-time decoding algorithm is described that corrects a proportion of errors equal to half the Blokh-Zyablov bound. The error probability of this algorithm has exponent similar to that of serially concatenated multilevel codes, i.e. equals the best-known exponent achievable by a polynomial-time decoding algorithm.
I. INTRODUCTION
The class of codes on graphs studied in this paper originates in [13] . In [11] , codes on graphs were shown to correct a proportion of errors growing linearly with block length under a simple iterative decoding algorithm whose convergence region is related to the expansion of the graph. Following [11] , the term "expander codes" was adopted for this construction. Studying codes on bipartite graphs, [14] introduced a new linear-time iterative decoding algorithm of expander codes which provided a better estimate of the fraction of errors correctable by expander codes and linked these codes with other concatenated code constructions. Paper [1] defined a construction of expander codes together with a decoding algorithm whose performance matched the error correction capabilities of serially concatenated codes [8] , [15] . Another description of the construction of [1] was suggested in [12] . Independently, closely related results were obtained in [10] .
The purpose of the present paper is to extend the expander code construction to the context of multilevel concatenations in the sense of Blokh and Zyablov [6] . Viewed from the iterative decoding perspective, this generalization is reminiscent of the introduction of the irregular degree distributions that have proved so successful in the LDPC setting. We have achieved several goals. First, the asymptotic relative distance of the expander code family defined below is shown to match the so-called Blokh-Zyablov bound δ BZ (R) [6] , which represents a substantial improvement over the distance-rate tradeoff of single-level concatenations [15] , [1] . Second, an extension of the decoding algorithm of [1] enables one to correct a fraction of errors that is arbitrarily close to (1/2)δ BZ (R). Finally, the same algorithm guarantees a decrease of the error probability of decoding which approaches the error exponent of multilevel concatenations of [6] . The main idea behind the construction of [6] is the use of a tower of nested codes in the inner level of concatenation which simultaneously reach the typical performance of random linear codes. Accommodating this idea to the bipartite-graph construction and setting up a proper multilevel decoding algorithm are performed in a way that deviates substantially from the original constructions. These results were announced in [2] but not presented in full until now. We note that paper [10] also announces a construction of bipartite-graph codes decodable up to (1/2)δ BZ (R) proportion of errors, but makes no mention of the multilevel error exponents: the decoding algorithm of [10] relies on General Minimum Distance (GMD) techniques whereas the present work uses the min-sum version of message-passing.
The plan of the paper is as follows. After reviewing some preliminaries in Sect. II, we introduce in Sect. III a construction of multilevel parallel concatenations (multilevel expander codes). The relative distance of the codes asymptotically approaches the Blokh-Zyablov bound. A multistage decoding algorithm of the codes described in Sect. III-D has complexity O(N ), where N is the code length, and corrects a proportion of errors that approaches δ BZ (R)/2. The error exponent of the algorithm approaches the error exponent attainable by the multilevel serial concatenations of [6] .
II. PRELIMINARIES
We assume transmission over a binary symmetric channel with transition probability p, denoted below by BSC(p). Let h(x) = −x log x−(1−x) log(1−x) denote the binary entropy function (the base of the logarithms is 2 throughout). Let δ GV (R) = h −1 (1 − R) denote the Gilbert-Varshamov (GV) relative distance for the rate R. Let E 0 (R, p) be the "random coding exponent" [9] , i.e., a positive function that describes the exponential decline rate of the average error probability of max-likelihood decoding for the ensemble of random linear codes.
Serially concatenated codes were introduced in [8] and shown to attain the channel capacity under an O(N 2 ) decoding algorithm. The construction of [8] was generalized to multilevel codes in [6] . The m-level concatenated codes were shown to have the error exponent
For m = 1 this bound turns into the so-called Forney bound [8] achievable by the (first-order) concatenated codes. For all rates R ∈ (0, 1), increasing the order of concatenation improves the bound on the error exponent, namely
For m → ∞ the bound (1) gives the so-called Blokh-Zyablov exponent
This is the best known error exponent achievable by a code family under a polynomial-complexity decoding algorithm of any kind.
The minimum (relative) distance of m-level concatenated codes with outer Reed-Solomon codes for N → ∞ approaches the bound [6] 
For m = 1 this expression turns into the so-called Zyablov bound and for m → ∞ it becomes the Blokh-Zyablov bound, which is easier to write expressing the rate R as a function of the relative distance. We have
III. BIPARTITE-GRAPH CODES

A. Single-level constructions
In its basic version, a bipartite-graph (BG) code is defined as follows.
be additive binary or q-ary codes. Let us fix an ordering of the edges of E and construct a bipartite-graph code C(G; A, B) of length N := |E| = n∆ whose coordinates are in a one-toone correspondence with the edges in E. For a vector x ∈ C denote by x v a projection of x on the edges incident to a vertex v ∈ V : in other words, if E(v) denotes the set of edges incident to v,
A vector x is a code vector of C if 1) for every v ∈ V 0 , the vector x v ∈ A, 2) for every w ∈ V 1 , the vector x w ∈ B. The basic iterative procedure for decoding these codes was introduced in [14] and further studied in [4] , [12] . It is described as follows.
Basic decoding scheme. Given a vector y ∈ {0, 1}
N , a left decoding round L consists of decoding in parallel with the code A the subvectors y v for all v ∈ V 0 . Likewise, a right decoding round R applies decoding with the code B to the subvectors y w for every w ∈ V 1 . Decoding of the component codes is assumed maximum likelihood. The basic expander decoding scheme consists of performing successive decoding steps of the form y i+1 = R(L(y i )), i = 0, 1, . . . . Decoding terminates by either encountering a fixed point or performing O(log n) decoding steps.
In each level of the multilevel construction we will use a modified definition of bipartite-graph codes. Introducing this modification enables one to match the performance of serial concatenations in the parallel case both for singlelevel concatenations [1] and multilevel codes as described below. Let G(V, E) be a bipartite graph whose parts are V 0 (the left vertices) and V 1 ∪ V 2 (the right vertices), where |V i | = n for i = 0, 1, 2. We will choose both subgraphs
to be regular, of degrees ∆ 1 and ∆ 2 respectively. Thus, the degree of the left vertices is ∆, the degree of the vertices in V 1 is ∆ 1 , and the degree of vertices in V 2 is ∆ 2 − ∆ 1 . Let λ be the second largest eigenvalue of the subgraph G 1 spanned by the vertex sets V 0 and V 1 . We will assume that λ is small compared to
. Let us fix an arbitrary ordering of the edges in E. Note that |E| = n∆. We are going to construct a linear code C of length N = n∆t, where t is an integer constant, in such a way that every edge in E corresponds to t coordinates of C.
For a given vertex v ∈ V 0 we denote by E(v) the set of all edges incident to it and by E i (v) ⊂ E(v), i = 1, 2 the subset of edges of the form (v, w), where w ∈ V i . The ordering of the edges on v defines an ordering on
We will also need an auxiliary q-ary code A aux of length ∆ 1 . Every edge of the graph will be associated with t bits of the codeword of the code C of length N = nt∆. The code C is defined as the set of vectors
is a (q-ary) codeword of A and the set of coordinates E 1 (v) is an information set for the code A;
codeword of A aux . This code family was introduced in [5] and studied extensively in [1] , [3] . In particular, [1] introduced a modified iterative decoding algorithm of the code C that uses expansion properties of the graph G 1 together with passing reliability information gathered from decoding of the left codes to the right code decoders. More precisely, the algorithm is described as follows.
Modified decoding scheme. Let y ∈ {0, 1}
N be the vector received from the channel. In the first step, for every vertex v ∈ V 0 , the left decoder computes, for every neighboring vertex w ∈ V 1 and for every q-ary symbol b, the quantity d {v,w} (b) which is the minimum distance of y v to a codeword of A with symbol b in coordinate {v, w}. Then this quantity is passed on through edge {v, w} to the right decoder at vertex w.
In the second step, for every right vertex w, the right decoder finds the codeword c = (c j ) j∈E(w) of B that minimizes j∈E(w) d j (c j ) (this is an iteration of min-sum decoding). The right decoder then writes the symbols of c on its edge set E(w).
The decoder then reverts to the basic iterative procedure applied to the (basic) bipartite-graph code C((V 0 ∪ V 1 , E 1 ); A aux , B), using the decoding results of the second step as its starting values. If this procedure succeeds, then an information set of A is recovered at every left vertex, and the whole original codeword x can be rederived.
The complexity of the algorithm is O(N ), similarly to the basic expander decoding scheme. The properties of this algorithm together with the parameters of the code family are summarized as follows.
Theorem 1:
Let n → ∞ and let R be fixed. Correcting a fraction δ Z (R)/2 of errors in linear time was independently obtained in [10] . An alternative view of the above code construction was suggested in [12] . The approach of [12] also made it possible to use Generalized Minimim Distance decoding of [8] in the iterative expander decoding procedure. Thereby [12] obtained a different proof of the error correction radius and the error exponent for the above code construction.
B. A multilevel construction
Let G be a bipartite graph with vertex set V and edge set E. The sets V and E are partitioned respectively as
where E i is the set of edges between V 0 and V i , i = 1, . . . , m+ 1. The cardinalities of the sets V i , i = 0, . . . , m + 1, are all taken to be the same, |V 0 | = |V 1 | = . . . = |V m+1 | = n, and each edge set E i ,i ≥ 1, is taken to define a regular bipartite expander graph
in the resulting graph, and the total number of edges equals |E| = n∆. We will assume that each edge in E carries t bits of the codeword of the multilevel BG code C for some positive constant t, so the code length is N = tn∆.
As above, let us fix an arbitrary order of the edges in E. The edges E(v) adjacent to a vertex v ∈ V 0 are partitioned into disjoint subsets as follows
To define the new code C, we need several component codes. Let A be a binary linear code of length t∆ and dimension R 0 t∆. Referring to the representation of the graph G shown in Figure 1 below, we call this code the "left" code. The code A can be also viewed as a q-ary additive code of length ∆ and dimension R 0 ∆, where q = 2 t . For the construction we use the q-ary representation of the code A and its subcodes, while the binary representations are used in the decoding algorithm.
Suppose that A affords a nested decomposition
where the codes A i are viewed as binary or q-ary depending on the context. The rate of the code A i (binary or q-ary) is R 0,i = m j=i ∆ j /∆. The decomposition (5) is chosen such that each code A i approaches the GV bound on the relative distance. The binary version of the code A i is assumed to have error exponent close to the random coding exponent E 0 (R 0,i , p) under maximum likelihood decoding on the BSC. That such a tower of codes exists is established by a standard technique, see [6] , [7] .
Let A be decomposed into a direct sum
where each A (i) is a [t∆, t∆ i ] binary linear code. The codes A i and A (i) can be also viewed as q-ary additive codes, with obvious adjustments to their parameters. Having the q-ary representation in mind, denote by G i a generator matrix of the code A (i) , i = 1, . . . , m. We will assume that these matrices are chosen in some fixed way. The code A i is generated by
T and therefore can be written as a direct sum
For any c ∈
be the direct sum decomposition of c and let a j ∈ F ∆j q , j = i, . . . , m be the q-ary message vector that corresponds to c (j) , i.e., the unique vector such that a j · G j = c (j) . We will also need m auxiliary q-ary codes A i,aux of lengths ∆ i and rates R aux,i , i = 1, . . . , m. For each i, the value R aux,i is assumed to be close to one, in particular,
N that satisfies the following conditions. The construction of multilevel bipartite-graph codes is illustrated in Fig. 1 . 
C. Parameters
The rate of the code C is determined in the following Proposition 2: For any ε > 0 there exists a graph G and a choice of component codes of the code C such that its rate satisfies
Choosing the values of ∆ i and the auxiliary codes so that min i R i,aux ≥ 1 − ε/R 0 , we obtain the claim.
Turning to minimum distances, extending the proof of Theorem 1 to the m-level case, we obtain Theorem 3: For any ε > 0 there exist a graph G and a choice of the component codes of the multilevel construction such that the distance D of the code C satisfies
In particular, the results of this section imply that for n → ∞ the family of multilevel parallel concatenations approaches the Blokh-Zyablov bound (4). More precisely, given an ε > 0, it is possible to find large (but independent of n) values of ∆, t, m, a set of codes A, B i , i = 1, . . . , m, and a family of graphs G {n} with n vertices in each component such that as n → ∞, the relative distance of the multilevel bipartite graph code will be within ε of the quantity δ BZ .
D. Decoding
Let x be the transmitted codeword and let y = y 1 be the vector received from the channel. For every vertex v ∈ V 0 , let
be the direct sum decomposition of x v . The decoding proceeds in m stages, the purpose of stage i being the recovery of the vector
The first stage consists of three steps, similar to the three steps of the modified decoding scheme of single-level constructions.
In the first step, given the vectors y v , v ∈ V 0 , the decoder computes for every neighboring vertex w ∈ V 1 and for every q-ary symbol b, the quantity d {v,w} (b) which is the minimum distance of y v to a codeword
of A such that the vector a v defined by
has symbol b in coordinate {v, w}. Then this quantity is passed on along edge {v, w} to the right decoder at vertex w.
In the second step, for every right vertex w ∈ V 1 , the right decoder finds the codewordb 1 = (b 1,j ) j∈E(w) of the code B 1 that minimizes j∈E(w) d j (b 1,j ) (this is an iteration of minsum decoding). The right decoder then writes the symbols of b 1 on its edge set E(w).
The decoder then reverts to the basic iterative decoding scheme applied to the basic bipartite-graph code C((V 0 ∪ V 1 , E 1 ); A 1,aux , B 1 ). If this procedure succeeds, then an information vector of A (1) is recovered at every left vertex, i.e. for every v ∈ V 0 , the decoder has found a 
The vectors y 2,v form a vector y 2 which is submitted to the second stage of the decoding procedure. Note that if this first stage of decoding was successful, then every vector y 2 is such that y 2,v is equal to the channel error vector added to
The second (and every subsequent) stage is now the same as stage one except that we use the code A 2 to decode y 2 . Let us elaborate.
In step one of stage 2 (respectively i), the vectors y 2,v (y i,v ) compute, for every neighboring vertex w ∈ V 2 (w ∈ V i ) and for every q-ary symbol b the quantity d 
has symbol b in coordinate {v, w}. This quantity is passed on through edge {v, w} to the right decoder at vertex w.
In step two of stage 2 (stage i), the right decoder at w ∈ V 2 (w ∈ V i ) writes on its edge set E(w) the codewordb 2 
In step three of stage 2 (stage i), the decoder reverts to the basic decoding scheme applied to the basic bipartite- The intuition behind the involved construction and decoding procedure is that, in the ith stage we need to perform iterations of expander decoding for some expander code relying on the output of the (i − 1)th stage, and this materializes on the coordinates of E i : this involves bit-wise rewriting procedures that have no real counterpart for serial concatenations.
E. Performance
Let us estimate the error probability of decoding for multilevel codes on bipartite graphs. The probability that the algorithm described in the previous section will result in a decoding error in the ith stage, i = 1, . . . , m is estimated in Theorem 1. Choosing the component codes as in the one-level parallel construction, we conclude that the exponent of this probability approaches the Forney bound as n → ∞. We will choose the code A of sufficiently large length ∆ (independent of n) so that every code in the tower of codes (5) has error exponent of max-likelihood decoding approaching the random coding exponent E 0 .
The complexity of the whole procedure is essentially m times that of the single-level case, i.e., is proportional to mN. To estimate the probability of decoding error D, let D i denote the event that decoding is incorrect in the ith stage of the multistage procedure. Then R, p) is the error exponent of serially concatenated codes (1) . For large m the error exponent approaches the Blokh-Zyablov bound (2). The proportion of errors that can be corrected approaches δ BZ /2. Proof : The proof is a combination of ideas from [6] and [1] . Let us establish, for instance, the result for the error exponent E of multilevel decoding. Then E = min 
. , m).
Choose R 1,i so that all the terms under the minimum are equal:
.
, we obtain
Together with (7) this gives E = E (m) (R, p).
