Abstract. Andrews, Lewis and Lovejoy introduced the partition function P D(n) as the number of partitions of n with designated summands. In a recent work, Lin studied a partition function P D t (n) which counts the number of tagged parts over all the partitions of n with designated summands. He proved that P D t (3n + 2) is divisible by 3. In this paper, we first introduce the structure of partitions with overline designated summands, which is counted by P D t (n). We then define a generalized rank named pdt-rank on partitions with overline designated summands and provide a combinatorial interpretation for the congruence P D t (3n + 2) ≡ 0 (mod 3). Let N dt (m, n) denote the number of partitions of n with overline designated summands with pdt-rank m. We prove that N dt (m, n) ≤ N dt (m, n + 1) with integer m = 0, n ≥ 1 as well as N dt (m, n) ≤ N dt (m + 1, n) for m ≥ 2, n ≥ 1.
Introduction
In [2] , Andrews, Lewis and Lovejoy defined partitions with designated summands on ordinary partitions by designating exactly one part among parts with equal size. They studied the number of partitions with designated summands. Let P D(n) denote the number of partitions of n with designated summands. For example, there are 15 partitions of 5 with designated summands: Thus P D(5) = 15. Andrews, Lewis and Lovejoy [2] obtained the generating function of P D(n) as given by ∞ n=0 P D(n)q n = (q 6 ; q 6 ) ∞ (q; q) ∞ (q 2 ; q 2 ) ∞ (q 3 ; q 3 ) ∞ ,
where here and throughout this paper, (a; q) ∞ stands for the q-shifted factorial
(1 − aq n−1 ), |q| < 1.
By using modular forms and q-series identities, Andrews, Lewis and Lovejoy [2] proved some arithmetic properties of the partition function P D(n). For instance, they obtained a Ramanujan-type congruence as given by P D(3n + 2) ≡ 0 (mod 3).
(1.2)
By introducing the pd-rank for partitions with designated summands, Chen, Ji, Jin and the second author [4] provided a combinatorial interpretation for the congruence (1.2).
Recently, Lin [7] introduced a partition function P D t (n), which counts the number of tagged parts over all the partitions of n with designated summands. There are 24 tagged parts over all the partitions of 5 with designated summands. Hence P D t (5) = 24. Lin [7] showed that the generating function for P D t (n) is ∞ n=0 P D t (n)q n = (q 6 ; q 6 ) ∞ (q; q) ∞ (q 2 ; q 2 ) ∞ (q 3 ; q 3 ) ∞ k≥1 q k + q 2k 1 + q 3k (1.3) = (q 6 ; q 6 ) ∞ (q; q) ∞ (q 2 ; q 2 ) ∞ (q 3 ; q 3 ) ∞ (q 3 ; q 3 ) 6 ∞ (q 2 ; q 2 ) ∞ 2(q 6 ; q 6 ) 3 ∞ (q; q) 2
Lin [7] also established many congruences modulo small powers of 3 for the partition function P D t (n) including a Ramanujan-type congruence as given by P D t (3n + 2) ≡ 0 (mod 3). (1.5) In the end of his paper, Lin asked for a suitable rank for partitions with designated summands that could combinatorially interpret the congruence (1.5) . This is one of the main tasks of our paper.
To be specific, we first introduce partitions with overline designated summands which are counted by the partition function P D t (n). Then we define a statistic called pdt-rank on the partitions with overline designated summands. Let N dt (m, n) denote the number of partitions of n with overline designated summands with pdt-rank m and let N dt (i, 3; n) = m≡i (mod 3) N dt (m, n).
We obtain the following theorem. Clearly, the above theorem provides a combinatorial interpretation for the congruence (1.5). Moreover, we also derive some inequalities on N dt (m, n). To this end, we first recall the inequalities on crank given by Ji and the third author [6] .
Recall that for a partition λ = (λ 1 , λ 2 , . . . , λ ℓ ), the crank of λ is defined by
where n 1 (λ) is the number of ones in λ and µ(λ) is the number of parts larger than n 1 (λ). Let M(m, n) denote the number of partitions of n with crank m. We use the convention that
for all i = 0, 1, −1. Andrews and Garvan [1] gave the following generating function of
Ji and the third author [6] discovered the following monotonicity and unimodality properties on M(m, n).
In this paper, with the aid of Theorem 1.3, we find the following monotonicity properties of N dt (m, n). 
(1.11) Theorem 1.5. For m ≥ 2 and n ≥ 1,
The main ingredient in the proofs of Theorem 1.4 and Theorem 1.5 is the following lemma. Lemma 1.6. For any n ≥ 0, the coefficient of q n in
This paper is organized as follows. First we give the definition of pdt-rank of partitions with overline designated summands in Section 2. By using the pdt-rank, we provide a proof for Theorem 1.1 in Section 3. In Section 4, we introduce the modified pdt-rank which enables us to divide the set of partitions with overline designated summands counted by P D t (3n + 2) into three equinumerous subsets. In Section 5, we prove Lemma 1.6 combinatorially. Finally, we prove Theorem 1.4 and Theorem 1.5 in Section 6.
The pdt-rank
In this section, we aim to introduce a rank called the pdt-rank. In doing so, we first define partitions with overline designated summands. A partition with overline designated summands is defined on a partition with designated summands with exactly one designated part be overlined. It is clear that the number of partitions with overline designated summands of n is equal to P D t (n). For instance, there are 24 partitions of 5 with overline designated summands:
Therefore P D t (5) = 24.
Here we introduce a different way to denote partitions with overline designated summands. It is well known that a partition λ of n can be written as (1
, where f i ≥ 0 denotes the number of i's appears in λ. For a partition λ with overline designated summands, we denote λ as (1
. . , g n ; k). For f i = 0, we set g i = 0. For f i ≥ 1, the g i th i is designated (from left to right), and the designated part k ′ is overlined. Hence when f i ≥ 1, we have 1 ≤ g i ≤ f i and f k ≥ 1. For instance, the partition with overline designated summands 3 ′ + 1 + 1 ′ can be written as (1 2 3 1 , 2, 0, 1; 3).
In order to define pdt-rank on partitions with overline designated summands, we proceed to build a bijection between the set of partitions of n with overline designated summands and a set of pairs of partitions as follows.
Let S 1 (n) denote the set of partitions with overline designated summands (1
. . , g n ; k) such that n i=1 if i = n. Let S 2 (n) denote the set of triplets (α, β; t), where α = (1 x 1 2 x 2 . . . n xn ) and β = (1 y 1 2 y 2 . . . n yn ) are ordinary partitions, and t is a positive integer such that x t ≥ 1 and x i = 1 for all i = t. Moreover, n i=1 i(x i + y i ) = n. We have the following result.
Theorem 2.1. There is a bijection ∆ between S 1 (n) and S 2 (n).
. . , g n ; k) ∈ S 1 (n) be a partition of n with overline designated summands. For each 1 ≤ i ≤ n, we define nonnegative integers x i and y i as given below. There are three cases.
Case 3. If i = k and g i = 1, then set x i = 0 and
It is easy to check that x i +y i = f i for 1 ≤ i ≤ n and x k ≥ 1 and x i = 1 for all i = k. Hence we may set ∆(λ) = (α, β; k) ∈ S 2 (n).
To show that ∆ is a bijection, we need to construct the inverse map ∆ −1 . Given (α, β; t) ∈ S 2 (n), where α = (1 x 1 . . . n xn ) and β = (1 y 1 . . . n yn ), we define f i and g i with 1 ≤ i ≤ n as follows. 
. . , g n ; t), it can be checked that if f i = 0 we get g i = 0 according to the above construction. Furthermore, f t ≥ 1 and when f i ≥ 1, we have
It is clear to see that ∆ −1 is the inverse map of ∆. Thus ∆ is a bijection. This completes the proof.
; 2), we recover λ.
We are now in a position to define the pdt-rank. Definition 2.2. Let λ be a partition with overline designated summands and let ∆(λ) = (α, β; k). The pdt-rank of λ, denoted r dt (λ), is defined by
where crank(β) is the crank of partition β.
Recall that N dt (m, n) denote the number of partitions of n with overline designated summands with pdt-rank m. Here we make the appropriate modifications based on the fact that for ordinary partitions M(0, 1) = −1 and M(−1, 1) = M(1, 1) = 1. For example, the partition with overline designated summands 2 + 2 ′ + 1 ′ can be divided into α = (2, 2) and β = (1) under the bijection ∆. When β = (1), we use the convention that this partition contributes a −1 to the count of N dt (0, 5) and a 1 to N dt (−1, 5) and N dt (1, 5) respectively.
For example, Table 2 .1 gives the 24 partitions of 5 with overline designated summands. We next derive the generating function of N dt (m, n). By the definition, it is clear that the generating function of α equals
Since β is an ordinary partition and the pdt-rank only relies on β, by (1.8), the generating function of N dt (m, n) can be given as
3 A proof of Theorem 1.1
In this section, we provide a proof for Theorem 1.1.
Proof of Theorem 1.1. By (2.3), we have
Recall that Lin [7, Theorem 3.2] derive the following identity
in (3.1), we derive that
Using (3.2), we find that
3) Multiplying the right side of (3.3) by
and noting that
we derive that
Using Jacobi triple product identity [3, Theorem 1.
Substituting (3.5) into (3.4), we obtain that
Since n 2 ≡ 0 or 1 (mod 3), the coefficient of q 3n+2 in (3.6) is zero. It follows that
Since the minimal polynomial of ζ is 1 + x + x 2 , we conclude that
This completes the proof.
The Modified pdt-rank
Recall that the bijection ∆(λ) = (α, β; k), when β = (1), the pdt-rank of λ contributes a −1 to N dt (0, n) and contributes a 1 to N dt (−1, n) and N dt (1, n) respectively. Thus the pdt-rank cannot divide the set of partitions of 3n + 2 with overline designated summands into three equinumerous subsets. In this section, we shall define a modified pdt-rank such that the function N dt (m, n) directly counts the number of partitions of n with overline designated summands with modified pdt-rank m. This statistic enables us to divide the set of partitions of 3n + 2 with overline designated summands into three equinumerous subsets.
In order to define the modified pdt-rank, we first define two set of partitions with overline designated summands, namely A(n) and B(n). Here B(n) is the set of partitions λ with overline designated summands of n such that ∆(λ) = (α, (1); k). A(n) is a subset of the set of partitions with overline designated summands of n whose pdt-rank equals 0, which will be defined later. We shall build a bijection φ between A(n) and B(n), which implies #A(n) = #B(n). After that, we can define the modified pdt-rank r mdt (λ) as Definition 4.16. Let N mdt (m, n) denote the number of partitions λ of n with overline designated summands satisfies that r mdt (λ) = m. From the above construction, we may see that
Hence we have N mdt (m, n) = N dt (m, n) for all m, n.
We proceed to define the set A(n). To this end, we need to define five sets A 1 (n), A 2 (n), A 3 (n), A 4 (n) and A 5 (n) which satisfy for any λ ∈ A i (n), 1 ≤ i ≤ 5, r dt (λ) = 0. The set A 1 (n) is defined as follows.
Definition 4.1. Let A 1 (n) be the set of partitions of n with overline designated summands with the following restrictions:
(2) k = 1 and f 1 ≥ 3.
We next give the definition of the set A 2 (n).
Definition 4.2. Let A 2 (n) be the set of partitions of n with overline designated summands with the following restrictions:
(2) k = 1 and f 1 ≥ 2.
The set A 3 (n) can be defined as given below. Definition 4.3. Let A 3 (n) be the set of partitions of n with overline designated summands with the following restrictions:
We proceed to define the set A 4 (n).
Definition 4.4. Let A 4 (n) be the set of partitions of n with overline designated summands with the following restrictions:
(3) For all i, f i = g i and there exists a unique j = 1 such that f j = g j = 1.
Finally, we define the set A 5 (n).
Definition 4.5. Let A 5 (n) be the set of partitions of n with overline designated summands with the following restrictions:
(1) k = 1 and f k = g k = 1;
It is trivial to check that for any λ ∈ A i (n), 1 ≤ i ≤ 5, r dt (λ) = 0 and
Clearly, A(n) is a subset of the set of partitions λ of n with overline designated summands such that r dt (λ) = 0.
To establish a bijection φ between A(n) and B(n), we divide B(n) into five disjoint subsets B i for 1 ≤ i ≤ 5. We then construct five bijections φ i between A i (n) and B i (n), 1 ≤ i ≤ 5. We now give the definitions of B i (n) for 1 ≤ i ≤ 5. Definition 4.6. Let B 1 (n) be the set of partitions of n with overline designated summands with the following restrictions:
(1) f i = g i for all i = 1;
Definition 4.7. Let B 2 (n) be the set of partitions of n with overline designated summands with the following restrictions:
(2) k = 1, f 1 ≥ 2 and g 1 = f 1 − 1.
Definition 4.8. Let B 3 (n) be the set of partitions of n with overline designated summands with the following restrictions:
(1) f 1 = g 1 = 1 and f i = g i = 1 for all i = 1;
Definition 4.9. Let B 4 (n) be the set of partitions of n with overline designated summands with the following restrictions: (1) k = 1 and f k = g k = 1;
It can be checked that
We are now in a position to present the five bijections φ i between A i (n) and B i (n) for 1 ≤ i ≤ 5.
Theorem 4.11. There is a bijection φ 1 between A 1 (n) and B 1 (n).
Proof. For any λ 1 = (1
. . , g n ; k) ∈ A 1 (n), by Definition 4.1, we have
. . , g n ; k). It is clear that µ 1 ∈ B 1 (n) and φ 1 is a bijection. This completes the proof. Theorem 4.12. There is a bijection φ 2 between A 2 (n) and B 2 (n).
Proof. For any λ 2 = (1
. . , g n ; k) ∈ A 2 (n), by Definition 4.2, we have
. . , g n ; k). It is easy to check that µ 2 ∈ B 2 (n) and φ 2 is a bijection. This completes the proof. Theorem 4.13. There is a bijection φ 3 between A 3 (n) and B 3 (n).
Proof. For any λ 3 = (1
. . , g n ; k) ∈ A 3 (n), by Definition 4.3, we have
. . , g k + 1, . . . , g n ; k). We see that g k + 1 = f k , this implies that f i = g i = 1 for all i = 1 and f 1 = g 1 = 1. Hence µ 3 ∈ B 3 (n) and it is clear that φ 3 is a bijection. This completes the proof.
Theorem 4.14. There is a bijection φ 4 between A 4 (n) and B 4 (n).
Proof. For any λ
. . , g n ; k) ∈ A 4 (n), by Definition 4.4, we have
and there exists a unique
. . , g n ; j). We next check that µ 4 ∈ B 4 . Clearly, f 1 = g 1 = f j = g j = 1, and for all i = 1, j, f i = g i = 1. Moreover,
. It is trivial to check that φ 4 is a bijection. This completes the proof. Proof. For fixed n, it is clear that A 5 (n) has only one element (n ′ ) and B 5 (n) only contains one element (n − 1 ′ , 1 ′ ). Set φ 5 (n ′ ) = (n − 1 ′ , 1 ′ ) and the proof is completed.
Combining Theorem 4.11, 4.12, 4.13, 4.14 and 4.15, we obtain a bijection φ between A(n) and B(n) as given by
Now we are ready to define the modified pdt-rank on partitions with overline designated summands.
Definition 4.16. Let λ be a partition with overline designated summands. The modified pdt-rank of λ, denoted r mdt (λ), is defined by
where r dt (λ) is the pdt-rank of λ. Table 4 .2: The case for n = 5.
For example, for n = 5, we have P D t (5) = 24. In Table 4 .2, we list the 24 partitions of 5 with overline designated summands, the corresponding pairs of partitions along with the modified pdt-rank modulo 3. Let N mdt (i, t; n) denote the number of partitions of n with overline designated summands with modified pd-rank congruent to i (mod t). It can be checked that N mdt (0, 3; 5) = N mdt (1, 3; 5) = N mdt (2, 3; 5) = 8.
5 The proof of Lemma 1.6
In this section, we provide a combinatorial proof for Lemma 1.6. Recall that Corteel and Lovejoy [5] defined an overpartition of n as a partition of n in which the first occurrence of a part may be overlined. For example, there are 14 overpartitions of 4: 1, 1, 1), (1, 1, 1, 1) .
We first give a combinatorial interpretation of (1.13) in terms of a certain kind of overpartitions. Let X(n) denote the number of overpartitions α of n with exactly one part overlined. Moreover, each nonoverlined part size appears at least two times. For instance, there are four overpartitions of 4 satisfy the above restrictions, namely, (4), (2, 2), (2, 1, 1), (1, 1, 1, 1).
Therefore X(4) = 4. Next we aim to construct an injection ψ from the set of overpartitions counted by X(n) to the set of overpartitions counted by X(n + 1). Using this injection, we show that Lemma 1.6 is true.
The generating function of X(n) can be deduced as follows. Let α be an overpartition enumerated by X(n) and k be the only one overlined part of α. Since k appears at least one time, it implies that the generating function of the part k equals
For any part j of α with j = k, by definition, j appears either at least two or zero times. Hence the generating function of all the other parts which are not equal to k is
Here we use the convention that X(0) = 1. Therefore we derive that
For fixed n, let Γ denote the set of overpartitions counted by X(n − 1) and let Θ denote the set of overpartitions counted by X(n). In order to prove Lemma 1.6, we shall build an injection ψ : Γ → Θ. More specifically, we first divide the set Γ into six disjoint subsets Γ i (1 ≤ i ≤ 6) and divide the set Θ into seven disjoint subsets.We then divide ψ into six bijections
Assuming that an overpartition α = (1 x 1 2 x 2 · · · n xn ) ∈ Γ with the part k be overlined, the subsets Γ i are defined as follows.
(1) Γ 1 is the set of overpartitions α ∈ Γ with k = 1; (2) Γ 2 is the set of overpartitions α ∈ Γ with k ≥ 2 and x 1 ≥ 2; (3) Γ 3 is the set of overpartitions α ∈ Γ with k = 2, x 2 ≥ 2 and x 1 = 0; (4) Γ 4 is the set of overpartitions α ∈ Γ with k = 2, x 2 = 1 and x 1 = 0; (5) Γ 5 is the set of overpartitions α ∈ Γ with k ≥ 3, x k = 2 and x 1 = 0; (6) Γ 6 is the set of overpartitions α ∈ Γ with k ≥ 3, x k = 2 and x 1 = 0.
Similarly, to describe the seven subsets Θ i (1 ≤ i ≤ 7), we assume that an overpartition β = (1 y 1 2 y 2 · · · n yn ) ∈ Θ with the part j be overlined. The subsets Θ i are defined as follows.
(1) Θ 1 is the set of overpartitions β ∈ Θ with j = 1 and y 1 ≥ 2;
(2) Θ 2 is the set of overpartitions β ∈ Θ with j ≥ 2 and y 1 ≥ 3;
(3) Θ 3 is the set of overpartitions β ∈ Θ with j = 1, y 1 = 1 and y 2 ≥ 2; (4) Θ 4 is the set of overpartitions β ∈ Θ with j = 3, y 3 = 2 and y 1 = 0; (5) Θ 5 is the set of overpartitions β ∈ Θ with j ≥ 2, y j = 2 and y 1 = 2;
(6) Θ 6 is the set of overpartitions β ∈ Θ with j ≥ 7 and j odd, y j = 2, y (j−1)/2 = 0 and y 1 = 0; (7) Θ 7 is the set of overpartitions β ∈ Θ for which one of the following conditions holds:
(i) j = 1, y 1 = 1 and y 2 = 0;
(ii) y 1 = 0, j even or j = 5;
(iii) y 1 = 0, j ≥ 7, j odd and y (j−1)/2 ≥ 2;
(iv) y 1 = 0, j ≥ 7, j odd and y j = 2;
(v) y 1 = 0, j = 3 and y 3 = 2;
(vi) j ≥ 2 and y 1 = y j = 2.
We now build six bijections ψ i between Γ i and Θ i for 1 ≤ i ≤ 6.
Theorem 5.1. There is a bijection ψ 1 between Γ 1 and Θ 1 .
Proof. Let α 1 = (1 x 1 2 x 2 . . . n xn ) ∈ Γ 1 with the part k be overlined. By the definition of Γ 1 , we have k = 1 and |α 1 | = n − 1. Let
and the overlined part of β is 1. Clearly, |β| = |α| + 1 = n and y 1 = x 1 + 1 ≥ 2, therefore β ∈ Θ 1 . It is easy to see that ψ 1 is a bijection. This completes the proof.
Theorem 5.2. There is a bijection ψ 2 between Γ 2 and Θ 2 .
Proof. Let α 2 = (1 x 1 2 x 2 . . . n xn ) ∈ Γ 2 with the part k be overlined. By the definition of Γ 2 , we have k ≥ 2, x 1 ≥ 2 and |α 2 | = n − 1. Let
and the overlined part of β 2 is k. It is clear that k ≥ 2, y 1 = x 1 + 1 ≥ 3 and
It is easy to see that ψ 2 is a bijection. This completes the proof.
Theorem 5.3. There is a bijection ψ 3 between Γ 3 and Θ 3 .
Proof. Let α 3 = (1 x 1 2 x 2 . . . n xn ) ∈ Γ 3 with the part k be overlined. By the definition of Γ 3 , we know that k = 2, x 1 = 0, x 2 ≥ 2 and |α 3 | = n − 1. Let
and the overlined part of β 3 is 1. Clearly, we have y 1 = x 1 + 1 = 1, y 2 = x 2 ≥ 2 and |β 3 | = |α 3 | + 1 = n. Therefore β 3 ∈ Θ 3 . It is clear that ψ 3 is a bijection. This completes the proof. Proof. Let α 4 = (1
with the part k be overlined. By the definition of Γ 4 , we have k = 2, x 1 = 0, x 2 = 1 and |α 4 | = n − 1. Let
and the overlined part of β 4 is 3. It is clear that y 1 = x 1 = 0, y 2 = x 2 − 1 = 0. By the definition of X(n), we have x 3 = 1. Hence y 3 = x 3 + 1 = 2. Moreover, |β 4 | = |α 4 | −2 + 3 = n, therefore β 4 ∈ Θ 4 . It is trivial to see that ψ 4 is a bijection. This completes the proof.
Theorem 5.5. There is a bijection ψ 5 between Γ 5 and Θ 5 .
Proof. Let α 5 = (1 x 1 2 x 2 . . . n xn ) ∈ Γ 5 with the part k be overlined. By the definition of Γ 5 , we have k ≥ 3, x 1 = 0, x k = 2 and |α 5 | = n − 1. Let
and the overlined part of β 5 is k − 1. Clearly, we get
Moreover, by the definition of X(n), we have x k−1 = 1, which implies y k−1 = x k−1 + 1 = 2. Furthermore, k ≥ 3 leads to k − 1 ≥ 2 and
It is clear that ψ 5 is a bijection. This completes the proof.
Theorem 5.6. There is a bijection ψ 6 between Γ 6 and Θ 6 .
Proof. Let α 6 = (1
with the part k be overlined. By the definition of Γ 6 , k ≥ 3, x 1 = 0, x k = 2 and |α 6 | = n − 1. Let
and the overlined part of β 6 is 2k+1. It is clear that 2k+1 is odd and 2k+1 ≥ 7. Moreover we deduce that y 1 = x 1 = 0, y k = 0. According to the definition of X(n), we have x 2k+1 = 1, which implies y 2k+1 = x 2k+1 +1 = 2. Furthermore, |β 6 | = |α 6 |−2k +2k +1 = n. Hence β 6 ∈ Θ 6 . It is easy to see that ψ 6 is a bijection. This completes the proof.
For example, there are four overpartitions of 4 counted by X(4), namely (4),(2, 2),(2, 1, 1) and (1, 1, 1, 1) . It is easy to check that (4) ∈ Γ 5 . Under the bijection ψ 5 , we have
Similarly, the overpartition (2, 2) belongs to Γ 3 . Applying the bijection ψ 3 , we have
As for the overpartition (2, 1, 1) ∈ Γ 2 , we get that
One last case, the overpartition (1, 1, 1, 1) belongs to Γ 1 and we have ψ 1 (1, 1, 1, 1) = (1, 1, 1, 1, 1 
We are now in a position to give a proof of Lemma 1.6.
Proof of Lemma 1.6. Applying Theorem 5.1-5.6, we derive that there exists an injection ψ from Γ into Θ. To be specific, for α ∈ Γ we have
Hence we obtain that X(n − 1) ≤ X(n) for all n ≥ 1. According to (5.2), we derive that the coefficient of q n in (1.13) is nonnegative. This completes the proof.
6 The proof of Theorem 1.4 and Theorem 1.5
In this section, we prove Theorem 1.4 and Theorem 1.5 with the aid of Lemma 1.6.
Proof of Theorem 1.4. By (2.3), we have
According to Lemma 1.6, we see that where b n and c n are nonnegative integers.
We now give a proof of Theorem 1.5 with the aid of Lemma 1.6 and Lemma 6.1. Comparing z m on both sides of (6.5), we see that for fixed m, We conjecture that the sequence {N dt (m, n)} m is almost (weakly) unimodal, and the sequence {N dt (m, n)} n is almost monotonicity. Precisely, we give the following conjectures. 
