An improved method to drive the system into the desired distribution, which is typically represented by the Gibbs-Boltzmann distribution, through an artificial relaxation process is proposed. The standard several ways to realize the Gibbs-Boltzmann distribution are performed by numerical simulation under the detailed balance condition. Recent progress on this type of the techniques makes it possible to accelerate the relaxation process in the Monte-Carlo simulation, while avoiding the detailed balance condition. A part of the significant reasons why the convergence can be accelerated is shifts of the eigenvalues caused by the asymmetric part of the transition matrix conveying the instantaneous probability distribution. In the present study, we propose the microscopic dynamics, Langevin equation, in which the convergence to the Gibbs-Boltzmann distribution is accelerated and confirm its performance.
INTRODUCTION
In order to investigate realization of the physical quantities in the equilibrium state of the many-body system, we often employ numerical simulation of the stochastic dynamics governed by the master equation or FokkerPlanck equation. Various numerical techniques for such computation are employed in broad application to the numerous science fields. In particular, the Monte-Carlo simulation simulating the master equation has been developed in various ways [1] [2] [3] [4] . The crucial reason for innovative studies is the fact that often we suffer from slowing down of the convergence speed to the equilibrium state involved in the frustrated dynamics appearing in the structural glassy system, simulation of protein folding, and the critical phenomena. In order to circumvent this difficulty, the researchers have proposed many of alternatives beyond the standard ways to simulate the dynamical systems. Most of the methods are under the detailed balance condition (DBC) to assure the convergence to the equilibrium state. However it is not necessary that DBC should be satisfied to generate the desired distribution. The insurance to the convergence to the steady state is given by the balanced condition (BC). Several skillful techniques realize numerical simulation without DBC [5] [6] [7] in Markov-chain Monte Carlo (MCMC) method. In particular, Suwa and Todo proposed a trick to extremely reduce the rejection rate to avoid candidates in update of the stochastic dynamics by allowing absence of DBC. They indeed showed the outstanding performance for several cases often appearing in statistical mechanics. Sakai and Hukushima investigated the performance of another type of MCMC without DBC in many spin systems including spin glasses [8, 9] . The above listed studies are performed at the level of the master equation, which is a coarse-grained picture of the dynamics. One needs to generate the microscopic realization in the steady state by use of the Langevin equation as in the case of the numerical simulations in the structural glassy system and protein-folding problem. It demands the microscopic dynamics without DBC. Nevertheless the discussion on the microscopic dynamics violating DBC is rare. The reason of the absence of such consideration is in prohibition against the modification of the microscopic dynamics, since the nature can be changed.
In the present study, we propose modified microscopic dynamics governed by the Langevin equation, with high speed convergence to the steady state with the desired distribution. The proposed Langevin dynamics has a connection to the Fokker-Planck equation without DBC. Although the system has no longer the equilibrium state, we design the dynamics holding the desired Gibbs-Boltzmann distribution in its steady state. Violation of DBC leads to generation of the probabilistic flow in the system. The eigenvalue of the corresponding Fokker-Planck operator guarantees that the probabilistic flow accelerates the convergence to the steady state according to the same line as in the preceding our study [10] . This is analogous to the Suwa-Todo method as proposed in context of MCMC, which is one of the implementations of violation of DBC in the master equation. We show a simple demonstration of our method to jump over valley of the potential energy, which imitates the frustrated dynamical system.
ACCELERATION BY VIOLATION OF DBC

Fokker-Planck approach
Let us consider the Fokker-Planck equation for the system attached to the isothermal heat bath is given as
where x is the microscopic degrees of freedom, P (x, t) is its time-dependent distribution, and the probabilistic flow J(x, t) is given by
The quantity A(x) is the force to the degrees of freedom. When the system has the equilibrium state, the distribution of which is
, where E(x) is the energy in the system. We consider the one-dimensional case for simplicity. Its generalization to the higher dimensions is straightforward. The corresponding over-damped Langevin equation is simply given as
where dW is the Wiener process and β is the inverse temperature. If we introduce an additional force to the system, the system does not hold the equilibrium state in general. Nevertheless let us impose that the steady state, which is the vanishing solution of the quantity on the right-hand side in Eq. (15), is fixed to the GibbsBoltzmann distribution P ss (x, t) ∝ exp(−βE(x)). Then A(x) takes the following form as
where f (x) = exp (βE λ (x)) and γ is a parameter to control the violation of DBC as detailed later. In the steady state, the probabilistic flow J(x, t) becomes the constant γ.
Let us calculate the transition probability during an infinitesimal time interval [t, t + dt]. We obtain
(5) where we use the midpoint prescriptionx t = (x t+dt + x t )/2. We can confirm violation of DBC due to the existence of the constant probabilistic flow as
The former term in the exponential function corresponds to minus of the time-derivative housekeeping heat, while the latter one can be regarded as the minus of the timederivative excess heat, namely [11, 12] Q hk = −γẋf (x, t) (7)
The housekeeping heat is a resultant quantity of the violation of DBC. In this sense, γ controls the degree of violation of DBC. Let us rewrite Eq. (15) by use of the ordinary FokkerPlanck operator [13] as
These operators satisfy [a,â] = −E
λ (x), where the superscript denotes the degree of differentiation. We can then rewrite Eq. (15) as
whereP (x, t) = exp(βE λ (x)/2)P (x, t). The steady state is given by the eigenfunction ϕ 0 (x) for −âa with the zero eigenvalue, because ϕ 0 (x) is also the zero eigenfunction for a. The additional term to the ordinary Fokker-Planck operators comes from γf (x), which generates the housekeeping heat and current in the steady state.
Shift of the eigenvalue
We can prove the convergence speed should be accelerated by introduction of the additional force as in the preceding study [10] . The previous study shows that acceleration of the relaxation toward the steady state in a point of view of eigenvalues of the transition rate matrix appearing in the formulation of the master equation, which directly governs the speed of the convergence to the steady state. Similarly to the line employed therein, our Fokker-Planck possesses the symmetric and anti-symmetric parts. The symmetric part characterizes the steady state. The anti-symmetric part comes from the additional force to accelerate the convergence to the steady state. As discussed in Ref. ??, while the symmetric part of the matrix being fixed, the introduction of the anti-symmetric part can accelerate the convergence speed since the gap between the first and second eigenvalues can be wider. Although we showed the fact in finite dimensions in the previous study, the fact does not change even in infinite dimension as we deal with in the present study since the proof is straightforwardly extendable to the infinite dimensional case.
LINEAR RESPONSE
Let us consider the influence of additional force on the response of the system. Let δh be a probing force for investigating the response. The response function R(t) with respect to the velocity v =ẋ is given as
where · denotes the averaged quantity. In t → 0 limit, the second term in the right hand side of the above expression coincides with the derivative of the excess heat and the third one is the housekeeping heat. Thus this expression of the response function can be regarded as an extension of fluctuation-response relation, namely the Harada-Sasa equality [14] . Comparing to the case of γ = 0 limit, the additional force γf (x) lowers the response. The effect of the additional force generating housekeeping heat on the convergence toward steady state is relevant in a transient process.
MANY-BODY INTERACTING PARTICLES
If the potential energy is given by interaction of each particle in the many-body interacting system, the implementation of the additional force is straightforward. Again let us consider the Langevin equation for the multiple particles
The force A(x) takes
Here we assume that the potential energy can be divided into U i (x) for ith particle while satisfying
The probabilistic flow can be given by
The additional force is found under the steady state by solving ∂f i (x)P ss (x)/∂x i = 0. We offer the additional force as
The time evolution is thus given by local update and the additional force does not become so large although it has an exponential form. 
DEMONSTRATION
Let us confirm the performance of the introduction of the additional force in order to accelerate the convergence to the steady state given by the Gibbs-Boltzmann distribution. We set the potential energy has a washboard shape characterized by a function (1 + sin(2πx))/2 in x ∈ [0, 10). We impose the periodic boundary condition. The temperature is set as a relatively low value as 1/β = 0.1. Then the additional force is given as
We generate the ensemble of the particles N = 10000 to obtain the histogram to represent the instantaneous probability distribution. The initial distribution is generated as P (x) ∝ exp −(x − x 0 ) 2 /2σ 2 , where x 0 = 0.5 and σ = 0.1. The time evolution of the Langevin equation is evaluated by the ordinary method known as the Euler-Maruyama scheme. We perform the numerical computation for each case of γ = 0 (ordinary equilibrium system), γ = 0.1, and γ = 1.0. We plot the histogram of the location of the particles in Fig. 1 . In addition, we plot the difference between the mean value of the locations of the particles and the a definite value of the expectation evaluated by a simple calculation as x = dxx exp (−β(1 + sin(2πx))/2) /Z, where Z = dx exp (−β(1 + sin(2πx))/2) in Fig. 2 . In the case of the equilibrium system, the energy barrier hampers moving of the particles. Therefore in the time range of our numerical computation (t ∈ [0, 2.5)), the system does not converge to the equilibrium state. On the other hand, increasing of the value of γ, the final distributions at the terminal time t = 2.5 become close to the expected form in the steady state. Actually the mean values become closer to the expectation value in the steady state. The acceleration of the convergence to the steady state is confirmed.
Since the additional force includes the inverse temperature, we may utilize it to search for the minimum of the potential energy by gradually decrease as the simulated annealing [15] .
SUMMARY
In the present study, we propose a simple way to improve the convergence to the desired distribution in the Langevin dynamics with an additional force to violate the detailed balance condition of the corresponding FokkerPlanck equation. The speedup of the convergence speed is caused by the shift of the eigenvalue of the FokkerPlanck operator due to its anti-symmetric part because of the violation of DBC.
The essential role of the additional force is to muddle the microscopic states as "mixing by a spoon", while its does not change the final distribution in the steady state. The implementation is very simple and free from any introduction of the complex number to drive the system efficiently and any skillful technique as resampling to hold the stability of the ensemble and construction of the transition matrix as in the Suwa-Todo method.
We hope that the various implementations of some designed algorithms come in fashion following the nonequilibrium statistical mechanics in future.
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