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Abstract
Density functional study of molecular adsorption on the Cu(011) surface:
oxalic acid and 2,5 pyrazine di-carboxylic acid.
Highly ordered self-assembled organic monolayers (SAM) on metallic surfaces have attracted con-
siderable attention recently due to their possible applications as opto-electronic devices (organic light-
emitting diodes (OLED), organic field-effect transistors (OFET), solar cells, etc) as well as due to their
use in a vast number of economically important surface processes (such as catalysis in chemical produc-
tion, corrosion protection, control of surface properties like wettability or friction, molecular sensing,
etc). For all these applications, a fundamental understanding of the surface-molecule bonding (in terms
of bonding strength, charge injection barriers) and of the molecule-molecule interactions (in terms of
steric interactions, hydrogen bonding, etc.) is essential, as these factors significantly affect the perfor-
mance and the stability of the molecular-deposited systems.
We have performed using the VASP code density functional theory calculations to examine the struc-
tural, electronic, vibrational and optical properties of oxalic acid molecules (HOOC − COOH) and of
2,5 pyrazine di-carboxylic acid molecules (PDA, HOOC−C4N2H2−COOH) in vacuum and adsorbed
onto the Cu (011) surface. A series of experimentally accessible quantities such as adsorption geome-
tries, binding energies, Ultraviolet Photoelectron Spectroscopy (UPS) spectra, work-function values,
Scanning Tunneling Microscopy (STM) images, Reflection Adsorption Infrared Spectroscopy (RAIRS)
spectra has been calculated and compared with the available experimental data.
• Oxalic acid conformers in vacuum: Eight oxalic acid conformers has been thoroughly tested, and
their energetical, structural and electronic data analyzed. We find a preference for planarity for
the conformers which have at least one hydrogen atom inward oriented and for non-planarity for
the conformers which have both H atoms outward oriented. The formation of intra-molecular
hydrogen bonds is discussed as a reason for planarity.
• Oxalic acid molecules adsorbed on the Cu(011) surface: RAIRS experimental studies suggest
that this molecule adsorb upright on the Cu(011) surface following the deprotonation of one of
its COOH groups. The other COOH group remains intact and - due to the upright adsorption - is
exposed to the vacuum. By virtue of this vacuum exposed group a chemically reactive surface is
created.
The most important structural issue is the orientation (up or down) of the vacuum exposed H atom.
If the H atom is found to be stable in an up-orientation then the H atom can easily be replaced
by a molecule with a reactive positive side group. On the other hand, if the H atom is found to
be stable in a down-configuration (i.e. the H atom points toward the Cu surface) then the most
probable reaction is the substitution of the OH group by a molecule having a negative side group.
To establish the orientation of the vacuum exposed H atom as well as the two dimensional order
induced by the molecule-molecule interactions extensive ab-initio calculations have been run for
several molecular configurations on top of the c(2x2) Cu(011) surface. We find that the most stable
adsorbed configuration is obtained when the surface is covered by a 1:1 mixture of H-up and H-
down oxalic acid conformers. We also observe that the adsorption process does not, typically,
change the planarity or the lack of planarity of the vacuum oxalic acid conformers.
As for other carboxyl bonded molecules, the bonding to the Cu surface involves the orbitals of the
carboxyl oxygen atoms and the eg states of the surface Cu atoms. From the investigation of the
localization value of the electron localization function (ELF) in the region between two adsorbed
H-down oxalic acid molecules we find that it is very likely that such conformers are connected by
inter-molecular hydrogen bonds. Further, the ELF plots reveal also that the up-down change in
the position of the H atom of the vacuum exposed COOH group is associated with a change in the
orientation of the 2 sp3 lone electron pairs at the hydroxyl oxygen atoms. The different position
of the oxygen lone pairs turns out to have a decisive effect on the values of the dipole moment for
the SAMs, and through this, on the value of the work function for the Cu-SAM systems. We find
that an up-down change in the position of the H atom is associated with a variation of the Cu-SAM
work function ∆Φ ∼ 1.5 eV. This is an interesting result as a lot of work is put nowadays in finding
efficient ways for the in-situ variation of the systems work-function.
In contrast to the large variation of the work-function, the H position (up or down) does not influ-
ence the Cu-O bonds. Regardless of the H position the charge transfer from the Cu surface toward
the binding COO group is always 0.25 electrons. Therefore the H atom position provides a way to
engineer the surface work-function without altering the interface characteristics.
Unaffected by the position of the H atom are also the Schottky barriers. With hole injection
barriers (HIB) smaller than the electron injection barriers (EIB), the Cu-oxalic systems are found
to behave at their surface-molecule interface as p-type organic semiconductors. Such a behavior
and the relatively low value for the HIB (0.75 eV) makes the Cu-oxalic system a good candidate
as anode in an organic-based opto-electronic device, such as OLED or OFET.
From the simulation of the STM images, we find that the imaging of the pi-states allows one
to distinguish between H-up and H-down conformers of adsorbed oxalic acid, i.e. identify the
molecular adsorption sites with different reactivity.
The simulations of the vibrational frequencies and RAIRS intensities, which agree well with the
experimental data, allow to confirm the experimental suggestion that two distinct conformers are
present in the layer.
• PDA conformers in vacuum: Unlike for the oxalic acid conformers in vacuum, which are planar
or non-planar depending on the orientation of the COOH hydrogen atoms, the PDA conformers in
vacuum are always planar. We find also that they exhibit a smaller HOMO-LUMO gap than their
oxalic counterparts. The shrinkage of the HOMO-LUMO gap is shown to be due to the presence
of the N atoms in the aromatic ring. The more N atoms in the ring, the smaller the HOMO-LUMO
gap.
• PDA conformers adsorbed onto the Cu(011) surface: The most obvious structural modification
upon the adsorption is the loss of the planarity, as we find none of the most stable adsorbed PDA
structures to contain planar molecules. Inter-molecular hydrogen bonds seem to be formed be-
tween neighboring H-down PDA conformers.
The binding of the COO group to the copper surface is not noticeably influenced by the presence
of the aromatic ring, the charge transferred from the Cu surface to the molecules is similar as for
oxalic acid adsorption. The change of the H atom position (from H-up to H-down) is shown to
lead to a large change of the dipole moment of the molecular layer, and thus to a variation in the
Cu-PDA system work function (∆Φ ∼ 2.5 eV).
The theoretically calculated vibrational frequencies and RAIRS intensities have been compared
with the experimentally available results for terephthalic acid molecules (HOOC − C6H4 −
COOH) adsorbed on the Cu(011) surface. From this comparison between two similar but nev-
ertheless non-identical molecules we find that our calculated vibrational frequencies resemble the
experimental ones, for analogous atom groups, typically better than 4%.
• Surfactant mediated growth on the Si(111) substrate: We have also studied some aspects of the
homoepitaxial growth of Si in the presence of Sb as surfactant to understand the influence of a
surfactant layer on the growth kinetics of semiconductor materials. We have calculated minimum
energy paths and energy barriers for processes relevant to the early growth steps leading from the
Si(111):Sb:(1 × 1) surface to the Si(111):Sb:(√3 × √3) surface using the EStCoMPP program
and the HAC (Hyper-plane Adaptive Constraint) method. We find that the Si-Sb exchange barriers
depend on the size of the existing neighboring clusters to which the exchanged Sb atom can get
attached after a push-up process. The barrier is ∼0.6 eV for an isolated Si-Sb exchange process
and only 0.3 eV for the attachment of a third up-lifted Sb-atom to an existing Sb-dimer. The
reorientation of an exchanged Sb-atom which is a necessary process for the establishment of an
ordered trimer array is associated with an energy barrier of at most 0.28 eV. Using these results in
kinetic Monte Carlo simulations yields a good explanation for the observed two-step double layer
growth for the system Si(111):Sb at typical growth temperatures of 4500 C.
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Introduction
Great things are done by a series of small things brought together.
Vincent Van Gogh
The deposition of organic molecules on metallic surfaces provides an important way
to introduce complex reactive functionalities and architectures at metal surfaces. More
sophisticated activity, passivation or selectivity functions than would have been possi-
ble for the bare metal surfaces can be achieved with molecule-covered surfaces. This is
particularly true for the selectivity function, which can be widely varied through the ad-
sorption of molecules with different functional groups exposed to the vacuum [1]. Such
organic functionalized surfaces have wide-ranging applications of economical importance
including: catalysis in chemical production, immobilization of various gaseous compounds,
sensors (for gas, fire, bio-sensors, etc.), corrosion protection, control of surface properties
like wettability or friction, controlled growth of organic polymers, etc. [2] [3].
The necessity to find new ways to continue the miniaturization of the electronic devices,
beyond the limits of the currently used silicon-based microchip technology, has triggered
the use of the organic molecules also in the development of opto-electronic devices (like
wires, organic light-emitting diodes (OLED), organic field-effect transistors (OFET), etc)
[4] [5] [6]. Particularly appealing for these applications are the small size of the molecules,
their extended (π) electron conjugation and their larger stability compared with that of
the Si-clusters.
For all these applications, a fundamental understanding of the molecular electronic
structure, of its relation with the geometry, of the molecule-molecule interactions (in terms
of steric interactions, hydrogen bonding, etc.) and of the molecule-electrode interactions
(in terms of bonding strength, charge injection barriers) is essential, as these factors signifi-
cantly affect the performance and the stability of the molecular-deposited systems. A wide
spectrum of experimental and theoretical techniques has been developed and employed
over the years in order to understand, control and optimize the interactions occurring
at the interface between a solid material surface and an organic environment. Experi-
mental methods like Scanning Tunneling Microscopy (STM), Atomic Force Microscopy
(AFM), Reflection Adsorption Infrared Spectroscopy (RAIRS), High Resolution Electron
Energy Loss Spectroscopy (HREELS), Ultraviolet Photoelectron Spectroscopy (UPS), In-
verse Photoelectron Spectroscopy (IPS), Low Energy Electron Diffraction (LEED), etc.
yield detailed insight into the structural and electronic properties of adsorbed molecular
layers [7].
From the theoretical point of view, one the most commonly used method in order to
support the interpretation of these experiments or even to replace them is the ab-initio
Density Functional Theory (DFT)method [8] [9]. We introduce the basic concepts of
this method in Chapter 1 and describe how this is implemented by using approximate
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exchange and correlation functionals, the super-cell approach, and pseudopotentials, in
order to allow the computation of complex realistic systems of condensed matter physics.
Many studies have been performed to investigate the adsorption of organic self-assembled
monolayers (SAMs) on metallic surfaces [5] [10] [6] [11]. Most of these studies have chosen
Au as the substrate and the thiolate (-S) docking group in order to bind the SAMs to the
substrate. These studies have lead to a considerable progress in our understanding of the
molecule-surface and molecule-molecule interactions. However, gold is a quite expensive
material to use in every-day devices and the SH-group not the only organic functional
group which can be used to anchor molecules to surfaces. An alternative and worth pur-
suing direction has appeared in recent years. We refer to the studies of the SAMs which
bind to the Cu(011) surface via a carboxylate group (COO) [2] [12] [13] [14]. Unlike
Au, Cu is not only a much cheaper material to use but due to its low resistance also a
very appropriate one for the design of electronic devices. The carboxyl group (COOH)
in its turn is one of the most reactive and widely occurring functional group in chemistry
and biochemistry [15]. Besides this, the Cu-O interface characteristics are expected to
sensibly differ from those of the Au-S interface, given the difference in electronegativity
between the participants: Cu and O have significantly different electronegativities (1.90
and 3.44, respectively) while Au and S have almost identical electronegativities (2.54 and
2.58, respectively). Thus, the Cu-carboxylate interface build SAMs offer both a practical
as well as a scientifically interesting alternative to the Au-S based ones.
In this thesis we calculate the properties of two molecular layers on Cu(011): oxalic
acid (COOH − COOH) and 2,5-pyrazine di-carboxylic acid (PDA hereafter, COOH −
C4N2H2 − COOH). Both molecules contain two carboxylic (COOH) groups: one is
used for anchoring the molecules at the surface, the other is exposed to the vacuum
side and thus available for further reactions. By virtue of this vacuum exposed group,
the adsorption of these molecules on the Cu(011) surface offers a flexible route for the
nano-scale engineering of the Cu surface, with a wide range of applications including,
but not restricted to, the molecular or nano-particle recognition, the controlled growth
of organic polymer films by organic beam epitaxy, the design of opto-electronic devices,
etc [12] [2]. Oxalic acid is formed from two carboxylic groups (HOOC-COOH) bound
by a single C-C bond, while the PDA molecule contains an additional hetero-aromatic
ring (the pyrazine ring, C4N2H4) between the two carboxylic groups. It is interesting
to compare the properties of these two molecular layers and analyze to what extend the
pyrazine ring and in particular the presence of the N atoms influences the measurable
properties.
Chapters 2 to 4 are dedicated to the ab-initio study of the oxalic acid molecule in
vacuum and adsorbed onto the Cu(011) surface. Being one of the simplest possible di-
acids, the oxalic acid molecule (COOH-COOH) has attracted considerable interest in the
last 30 years due to its simple structure, its high reactivity and the possibility to eas-
ily undergo several uni-molecular reactions (e.g. rotational isomerisation, intra-molecular
proton transfer, several dissociation reactions, etc) [16], [17], [18], [19], [20]. In chapter
2 we study this molecule in vacuum, identify the geometry of its possible conformers,
calculate the energy barriers between them, as well as some of the electronic and opti-
cal properties (e.g. the dipole moments, the infra-red spectrum) which can be used to
experimentally distinguish between the various conformers. In Chapter 3 we shortly re-
view the properties of the bulk and clean Cu(011) surface, before turning to investigate
the oxalic acid adsorption on the Cu(011) surface in Chapter 4. This theoretical study
7allows to investigate the competition between surface-adsorbate and adsorbate-adsorbate
interactions.
In order to study the properties and interactions of the molecular layers a series of the-
oretical tools and quantities are introduced and evaluated in Chapter 4. Methods like the
Bader (laplacian) analysis [21] [22], the electron localization function (ELF) [23] [24], the
work function variation, the Schottky barriers evaluation, the vibrational spectrum and
RAIRS intensities calculation, and finally the STM image simulations, which complement
and support one another, help to gain significant insight into the adsorption geometry,
adsorption energetics, the local electronic structure at the molecule/metal interface, and
the presence of the inter- or intra-molecular (hydrogen bonded) interactions.
In Chapters 5 and 6 we study the 2,5-pyrazine di-carboxylic acid (PDA) molecule
(COOH−C4N2H2−COOH). Due to the presence of the pyrazine ring the isolated PDA
molecules have more degrees of freedom than the oxalic acid molecules. This can have an
influence on the geometry and on the energy and extension of the electronic orbitals, and
thus on the electrical, optical and vibrational properties of the molecule. The comparison
with oxalic acid yields knowledge on how to build and control nano-devices with specific
characteristics. The adsorbed PDA structures (Chapter 6) are analyzed using the same
tools as for oxalic acid.
In Chapter 7 we address some aspects of a problem which is encountered when one aims
to optimize semiconductor electronic or optoelectronic devices. Often, hetero-layer films
with materials’ combinations are desirable, which are not easily realized. An example is
the Si-Ge-heterostructure. Due to the lattice parameter mismatch of about 4% the growth
of flat Ge-Si-films can only be achieved with the help of so-called surfactant layers, i.e.
monoatomic metal layers e.g. of group-V element like As and Sb. These layers change the
surface structure and growth kinetics of the films drastically [25] [26] [27]. To help the
understanding of growth kinetics in the presence of surfactants we have calculated, using
the density functional theory method and the Hyper-plane Adaptive Constraint (HAC)
method [28], important barriers for the early stages of layer growth during homo-epitaxy
on the Sb-covered Si(111)-surface. Using our results in kinetic Monte Carlo simulations
gives a good explanation to the observed two-step double layer growth of this system [29].
In the Appendices we describe some augmentations and improvements of the analytical
facilities of the computer codes used. The implementation in the EStCoMPP code of the
partial local density of states (PLDOS) for the atoms which requires the use of non-
normconserving pseudopotentials is documented in Appendix A. A simple, yet accurate
algorithm, which has been implemented in the VASP program for the calculation of
the infrared and RAIRS intensities is described in Appendix C. In Appendix B some
frequently encountered bond deformations in organic compounds and their associated IR
frequencies are presented.
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10 Introduction
Chapter 1
Theoretical framework
The fundamental laws necessary for the mathematical
treatment of a large part of physics and the whole of
chemistry are thus completely known, and the
difficulty lies only in the fact that applications of these
laws leads to equations that are too complex to be solved.
P.A.M. Dirac [1]
As the motto of this chapter says, for many of the known phenomenon nowadays there
are well defined equations which, if solved, can provide a good description of the surround-
ing world. However for most real systems these equations tends to be mathematically so
complex (due to the large number of particles and interactions involved) that it would
be completely hopeless to try to solved them exactly (analytically or numerically). This
is particularly true in the field of condensed matter theory where a quantum mechanical
study of a 1 cm3 material would involve the solving of the Schro¨dinger equation for about
1023 electrons and nuclei. The way out of this problem can be only a quantum mechanical
approach which does not scale with the particle number. This ambitious endeavor has
been reached nowadays through what is generally called the density functional the-
ory (DFT). This method which we have used throughout in the present thesis we will
introduce shortly in the following.
1.1 The many-body problem
The starting point of any basic, non-phenomenological (also called ”ab-initio”) theory is
the well known many-body Schro¨dinger equation. For a non-relativistic time-independent
non-magnetic quantum system this reads:
H ·Ψ(r1, r2, r3, ..., rN ,R1,R2,R3, ...,RM) = E ·Ψ(r1, r2, r3, ..., rN ,R1,R2,R3, ...,RM)
(1.1)
where H,Ψ(r1, r2, r3, ..., rN ,R1,R2,R3, ...,RM), E are the Hamiltonian, the many-body
wavefunction and the total energy of the system. We notice at this stage that the wave-
function Ψ depend on a total of 3(N + M) coordinates with N being the number of
electrons and M the total number of nuclei. The Hamiltonian H from equation (1.1) can
be written as a sum of the following contributions:
H = Tnucl + Tel + Vnucl−nucl + Vnucl−el + Vel−el (1.2)
12 Theoretical framework
with:
Tnucl the kinetic energy of the nuclei
Tnucl = −
M∑
I=1
~
2
2 ·mI∇
2
RI
(1.3)
Tel the kinetic energy of the electrons
Tel = −
N∑
i=1
~
2
2 ·me∇
2
ri
(1.4)
Vnucl−nucl the repulsive Coulomb interactions between the nuclei
Vnucl−nucl =
1
2
∑
I,J=1
I 6=J
ZI · ZJ · e2
4 · π · ε0 · |RI −RJ | (1.5)
Vnucl−el the electrostatic potential energy due to the interactions between the nuclei
and the electrons
Vnucl−el = −
N∑
i=1
M∑
I=1
ZI · e2
4 · π · ε0 · |RI − ri| (1.6)
Vel−el the repulsion between the electrons
Vel−el =
1
2
∑
i,j=1
i6=j
e2
4 · π · ε0 · |ri − rj| (1.7)
In the above relations the values associated with capital indexes (mI , ZJ ,RI) denote
nuclear properties (nuclear mass, nuclear atomic number or nuclear coordinates) while
the value associated with small letter indexes (me, ri) refer to the electronic properties
(electronic mass or electrons position).
Unfortunately, the Schro¨dinger equation as given in (1.1) can not be solved exactly
except for some very particular cases (a particle in a box, the harmonic oscillator, the
hydrogen atom, certain other systems with simple and highly symmetric potentials). For
more realistic systems one has to resort to approximate methods in order to decouple the
system of interacting particles and to reduce the variables under scrutiny. A first step in
this direction is the Born-Oppenheimer (BO) or adiabatic approximation [2].
The BO approximation is based on the observation that the electrons, being much
lighter (103 to 105 times) than the nuclei, will adapt almost instantaneously to the position
of the much heavier nuclei. Thus, from the point of view of the electrons the nuclei can
be considered as fixed, and consequently their motion can be decoupled from the motion
of the electrons. This separation of the electronic and nuclear motion splits the many-
electron many-nuclei problem (1.1) into the solution of the dynamics of the electrons in
some frozen-in configuration of the nuclei and the solution of the dynamics of the nuclei
in the potential energy surface generated by the electrons in their ground state. The
electronic part of the dynamics is described through the relation:
Hel({Rfix}) ·Φel(r1, r2, r3, ..., rN , {Rfix}) = Eel({Rfix}) ·Φel(r1, r2, r3, ..., rN , {Rfix}) (1.8)
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where:
Hel({ri}; {Rfix}) = Tel({ri}) + Vnucl−el({ri}; {Rfix}) + Vel−el({ri}) (1.9)
while the nuclear part of the dynamics is described by the relation:
Hnucl(R) · χnucl(R) = E · χnucl(R) (1.10)
with:
Hnucl(R) = Tnucl(R) + Vnucl−nucl(R) + Eel(R) (1.11)
where the electronic energy Eel(R) is the ground state energy of the electron system when
the nuclei are in the configuration R.
Through out the next sections (1.2 - 1.4) we will be concerned only with the electronic
part. For simplicity and brevity we will use in these sections Rydberg atomic units. Within
this unit system:
~ = 1, me =
1
2
, e2 = 2, c =
2
α
= 274.074 .
The energy is then expressed in Rydberg and the length scale is the Bohr radius:
1Ry ≃ 13.6058 eV, aB = 0.529177 A˚ .
With these simplifications the relations (1.4), (1.6) and (1.7) become:
Tel = −
N∑
i=1
∇2ri (1.12)
Vnucl−el = −
N∑
i=1
M∑
I=1
ZI
|RI − ri| (1.13)
Vel−el =
∑
i,j=1
i6=j
1
|ri − rj| (1.14)
In spite of the BO splitting the many body problem remains a formidable task. Thus,
further approximations need to be done in order to accurately and efficiently perform the
total-energy calculations. These approximations includes the density functional theory to
model the electron-electron interactions, the pseudopotential theory to model the electron-
ion interactions and the supercell approach to cope with large periodic or aperiodic atomic
systems [3].
1.2 The density functional theory (DFT)
The DFT comes into play when the electron-electron interactions (the Vel−el term from the
electronic Hamiltonian) have to be included into our calculations. This term brings with it
the Coulombic long range coupling between the position of one electron and the positions
of all other electrons. These couplings - which does not allow one to deal with single
electron equations - can not be neglected: the electron-electron interaction is Coulombic
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and as such it has an infinite range of action whose strength is particularly large for small
electronic distances.
One way out of this problem would be the replacement of the exact electron-electron
repulsion term Vel−el with an average field V av due to the presence of all the other elec-
trons, except the considered one. Together with wavefunctions of proper symmetry (i.e.
wavefunctions which fulfill the Pauli Exclusion Principle) this approach allows one to
split the many-body electronic problem (which we can not solve) into N independent
one-electron equations (which we can solve) and takes also into account a large part of
the electronic Coulomb interaction. The results obtained by this method (also known
as the Hartree-Fock[HF] method [4]) are good but they still do not reproduce accurately
the ground state energy for most systems. This is due to the fact that the Hartree-Fock
method does not consider the so-called correlation energies, contributions which come
from the fact that electrons with different spin states tend to avoid one another due to
the Coulombic repulsion. This neglection leads to an unappropiate description of the
two-electron (correlated) density and thus to a higher total energy for the simulated sys-
tems. Corrections to the total HF energy, in order to incorporate these contributions, can
be brought either by using a perturbatory approach (like in Moller-Plesset Perturbation
Theory [5]) or by using a mixture between ground and excited configurations (like in
Configuration Interaction or Coupled Cluster methods [6]). While successfull from the
point of view of the accuracy provided, these extensions are exceptionally demanding in
terms of computer performance (CPU time, memory, hard disk needs). Thus for all but
the smallest molecules, these methods are basically impractical.
Is then there any hope to capture these correlation effects and still end with a com-
putationally efficient method ? The answer is yes, but not with a wavefunction based
method, rather with a density functional based method.
1.2.1 The Hohenberg-Kohn theorems
Unlike HF and post-HF methods which are wavefunction based, DFT comes with a new
philosophy: why not use instead of the demanding wavefunctions - which are difficult to
calculate, store or interpret - something more feasible, like the charge density. This substi-
tution solves largely our problems because of the simplicity brought by the manipulation
of a 3-dim object instead of a 3N-dim object. (This is readily clear. Imagine, for example,
that you want to analyze a relatively common and simple system - the benzene molecule
C6H6. With 42 electrons this would be an object in the 126-dim space if a wavefunction
method is used and a 3-dim space object if a density based method is used. You can easily
make and analyze a 3-dim plot, but you will run into difficulties even to make a picture
of a 126-dim object! The storing space is also 10123 larger when using a wavefunction
description than when using a density based description.)
The DFT is based on two remarkable theorems by Hohenberg and Kohn (HK) [7].
The first of these states that: the external potential Vext acting on a system of electrons
is determined (up to an additive constant) by the ground state electronic charge density
ρ(r) alone.
The external potential from the first HK theorem can be, but it is not restricted
to, Vnucl−el. Its dependence on the charge density means that also the Hamiltonian, the
wavefunctions and any observable (as the total energy) will depend on the charge density,
i.e. they will be functionals of ρ(r).
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Following these, one can write the ground state total energy as:
E[ρ(r)] =
∫
ρ(r) ·Vext(r) ·dr+F [ρ(r)] =
∫
ρ(r) ·Vnucl−el(r) ·dr+(Tel+Vel−el)[ρ(r)] (1.15)
where F [ρ(r)] is an unknown, but universal (i.e. independent on the external potential)
functional of the electron density.
The second HK theorem states that: for any density distribution ρ
′ 6= ρ (where ρ is the
correct ground state density) the energy E[ρ
′
] will be always higher than the true ground
state energy E[ρ], i.e.
E[ρ
′
] > E[ρ], for ρ
′ 6= ρ (1.16)
In this framework, the determination of the ground state of a system is reduced to the
minimization of E[ρ] under the constraint that:∫
ρ(r) · dr = N (1.17)
i.e. to the solution of the Euler-Lagrange equation:
∂
∂ρ
{E[ρ]− µ · [
∫
ρ(r) · dr−N ]} = 0 (1.18)
where the Lagrange multiplier µ (the chemical potential) is introduced in order to impose
the condition from (1.17).
An equation similar to (1.18) is encountered also in the Hartree-Fock or post Hartree-
Fock theories. However, the evaluation of (1.18) is much easier now due to the simpler
variable dependence - on ρ(r) and not on Φel(r1, r2, r3, ..., rN).
1.2.2 The Kohn-Sham equations
While the HK second theorem states that the ground state of a system can be reached
through a minimization of E with respect to ρ(r), it provides, however, no prescription
on how to actually construct the E[ρ] functional. An essential step towards turning DFT
into a practical tool for simulations is a scheme, proposed by Kohn and Sham [8], which
offers an approximate way for getting E[ρ]. Prior to this scheme an analytic form -
density dependent - was only known for two components of E[ρ], namely for the energy
of interaction between nuclei and electrons:
Enucl−el[ρ(r)] =
∫
ρ(r) · Vnucl−el(r) · dr (1.19)
and for the classical (Hartree) electron-electron repulsion term (a part of Vel−el)
EH[ρ(r)] =
∫ ∫
ρ(r) · ρ(r′)
|r− r′| · dr · dr
′
(1.20)
These make however only a small fraction of the total electronic energy of a system, which
reads:
Eel = EH + Enucl−el + Tel + (Vel−el − EH) (1.21)
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Important contributions like the kinetic energy (which for Coulombic systems equals,
according to the virial theorem, the absolute value of the total energy |Eel|) or certain
correlation effects (the Vel−el − EH term) had received so far no prescription in terms of
the electron density.
Kohn-Sham dealt with this problem by considering an ”associated” system of non-
interacting particles - with kinetic energy Ts and single particle potential vs - and whose
ground state density ρs(r) matches exactly the ground state density ρ(r) of the interacting
system. From the ”associated” one-particle Schro¨dinger equation:
[−∇2(r) + vs(r)] · φs,i(r) = ǫi · φs,i(r) (1.22)
one obtains the single particle orbitals φs,i(r). These are ρ(r) dependent, i.e. φs,i(r) =
φs,i([ρ], r), as the potential which has been used in (1.22) has been chosen such that
ρs(r) = ρ(r).
Using these single particle orbitals, as obtained from (1.22), one can write the non-
interacting kinetic energy Ts as:
Ts[ρ] =
N∑
i=1
< φs,i([ρ], r)| − ∇2i |φs,i([ρ], r) >
The difference between Tel and Ts is added at the last term from (1.21), which we will
name from now on the exchange and correlation energy :
Exc[ρ] = (Tel[ρ]− Ts[ρ]) + (Vel−el[ρ]− EH[ρ]) (1.23)
Using (1.23) the total electronic energy from (1.21) can be re-written as:
Eel = EH + Enucl−el + Ts + Exc
=
∫ ∫
ρ(r) · ρ(r′)
|r− r′| · dr · dr
′
+
∫
ρ(r) · Vnucl−el(r) · dr+ Ts[ρ] + Exc[ρ] (1.24)
Through a variational principle, applied to the above relation, one is lead to the Euler-
Lagrange equations:
µ = veff([ρ], r) +
δTs[ρ]
δρ(r)
(1.25)
with:
veff([ρ], r) = Vnucl−el(r) +
∫
ρ(r
′
)
|r− r′| · dr
′
+ Vxc[ρ] (1.26)
The exchange and correlation potential Vxc[ρ] from (1.26) is obtained as the functional
derivative of Exc[ρ]:
Vxc[ρ] =
δExc[ρ]
δρ(r)
(1.27)
A closer look at (1.25) reveals that this is nothing else than the equation which one obtains
when applying the density functional theory to a system of non-interacting electrons,
moving in an external potential vs = veff . This means that for a given veff , the density
ρ(r) that satisfies the Euler-Lagrange equation (1.25) can be obtained by solving the N
one-electron equations:
{−∇2 + veff([ρ], r))} · φs,i = ǫs,i · φs,i (1.28)
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and calculating the ground state electron density by occupying the N one-electron orbitals
with the lowest eigenvalues:
ρ(r) =
N∑
i=1
|φs,i(r)|2 (1.29)
Equations (1.26), (1.27), (1.28), (1.29) are typically referred as the Kohn-Sham equa-
tions.
These equations have to be iterated to self-consistency (SC) because the effective
potential depends on the density which should be generated from it.
Within the SC procedure, graphically depicted in Fig. 1.1 (the inner loop; the outer
loop, which concerns the optimization of the atomic coordinates in order to find the
minimum energy configuration of the system considered, is described in Chapter 1.5),
one starts typically with an initial guess for the density ρ(r) and constructs veff([ρ], r)
according to (1.26) and (1.27). From (1.28) and (1.29) a new density ρnew(r) is obtained.
If this one matches ρ(r) the SC procedure ends, while if not a mixture between the old and
the new density is used as input density to generate a new veff([ρ], r). The SC procedure
ends when the old and the new density are equal (up to a chosen numerical accuracy) or,
in other words, when the potential generated from the ρ(r) density is able to generate
back the same ρ(r) density.
Once the self-consistent charge density is obtained it can be used to calculate any
ground-state observable, like the ground state total electron energy (which can be obtained
from the density via the relation (1.24)).
1.2.3 The exchange and correlation functionals
So far the DFT of Hohenberg, Kohn and Sham is exact, i.e. no approximations have been
made till now. However, not all the terms in equation (1.24) have been clarified: We still
don’t have an explicit form for the Exc[ρ] functional, which contains all the many-body
effects of the problem under work. An explicit expression for this contribution is needed
in order to calculate the Vxc[ρ] and solve the Kohn-Sham equations.
So far, no exact analytic formulation for the electron density dependence of the XC-
energy has been found. Practical computations rely, therefore, on approximated forms of
Exc[ρ].
The oldest and probably the simplest approximation for the exchange and correla-
tion energy functional is called the local density approximation (LDA) [8]. In LDA the
exchange-correlation energy of an electronic system (i.e. Exc[ρ]) is constructed by assum-
ing that the exchange-correlation energy per electron at a point r (i.e. ǫxc(r)) of the
system considered is equal to the exchange-correlation energy per electron in a homoge-
neous electron gas which has the same density as the considered system at the point r.
Thus:
ELDAxc [ρ(r)] =
∫
ρ(r) · ǫxc(r) · dr (1.30)
where:
ǫxc(r) = ǫ
hom
xc [ρ(r)] (1.31)
This approximation yields an explicit expression because the exchange energy of a
homogeneous electron gas can be obtained exactly (analytically), while the correlation
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energy of the same system can be calculated with high numerical accuracy using Quantum
Monte Carlo (QMC) methods [9].
As can be easily seen from (1.30) and (1.31) the LDA approximation is a purely
local approximation as the XC-energy depends only on the electron density at a given
position. This makes the LDA appropriate mainly for systems with slowly varying electron
density like simple metals or semiconductors. LDA yields, however, remarkably good
results also for rather inhomogeneous systems like semiconductor surfaces. This can
partly be understood by the fact that the LDA obeys the correct sum rule for the exchange-
correlation hole in the electron gas and that the exchange-correlation energy depends only
on the spherical average of the electron pair density [10]. For very inhomogeneous systems
(i.e. systems for which the electron distribution is far from resembling the uniform electron
gas distribution) - like transition metals, ionic crystals, surfaces, interfaces, molecules, etc
- the LDA approximation is not sufficiently accurate. The inaccuracy is manifested by
the fact that LDA over-binds these systems, thus leading to too small lattice constants
and bond lengths. Naturally, this also leads to total energies which are not exact.
To remedy some of the deficiencies of LDA, several refinement schemes have been
proposed. The most successful one, the Generalized Gradient Approximation (GGA),
makes the exchange-correlation energy dependent not only on the density itself but also
on its local gradients with respect to the position in space (∇ρ(r)). Thus:
EGGAxc [ρ(r)] =
∫
ρ(r) · ǫxc(r) · dr (1.32)
but where:
ǫxc(r) = ǫ
hom
xc [ρ(r),∇ρ(r)] (1.33)
The inclusion of the first derivative of the density allows GGA functionals to treat the
inhomogeneities in the electron density better than the LDA functionals do. Depending
on the form of the ǫhomxc [ρ(r),∇ρ(r)] term - which often contains empirical parameters -
one can distinguish between several flavors of GGA functionals. Very popular and reliable
are nowadays the PW91 (Perdew, Wang) [11], the PBE96 (Perdew, Burke, Ernzerhof)
[12] and the revPBE98 (revised PBE) [13] GGA approximations.
The work on the XC-functional does not end with the development of the GGA func-
tionals. Post-GGA functionals which offers better accuracy - like the meta-GGA (which
beside the local density and its gradient also include the Laplacian of the density in (1.33)
[14]), the hybrid functionals (in which a portion of the exact exchange from Hartree-Fock
theory is also included as an ingredient into the functional, like is the case for the B3LYP
(Becke, three-parameter, Lee-Yang-Parr) exchange-correlation functional [15] [16]), the
van-der-Waals description oriented functionals [17] - do represent a challenging and ac-
tive research topic nowadays. Most of these functional still have to prove, however, that
they can reach numerical performances comparable with the one of GGAs.
1.3 The Bloch theorem and the supercell approach
We have shown in the previous section that one can deal with the problem of infinite
electronic interactions by analyzing the behavior of each electron in an external effective
potential (the DFT approach). While this considerable simplifies our problems it still
leaves us with the formidable task of handling a very large number of non-interacting
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electrons moving in the static potential of a very large number of nuclei or ions. The
difficulties which arise from here are [3]:
1) a wavefunction has to be calculated for each of the very large number of electrons
in the system
2) since each electronic wavefunction will extend over the entire solid the basis functions
necessary to expand them will be nearly infinite
On the other hand, methods have been developed to treat periodic solids. By taking
advantage of the periodicity, only the particles contained in one unit cell have to be treated
explicitly. We will shortly review the consequences of the periodicity and show how one
can make use of these methods in a so-called supercell approach also for non-periodic
systems.
1.3.1 The Bloch theorem
We know that the ions of a perfect crystal are arranged in a regular periodic way. This
means that the external potential felt by the electrons will be also periodic with the period
equal to any multiple of the extension of the crystal unit cell l (l = n1a1 + n2a2 + n3a3,
where ni are integers and ai (i=1,2,3) are the basis vectors spanning the elementary cell).
With the periodicity of the external potential, veff(r) = veff(r + l), one can use Bloch’s
theorem which states that the electronic wavefunction in a periodic solid can be written
as the product of a periodic part (fj(r)) and a plane-wave part:
φj,k(r) = fj(r) · eikr (1.34)
with k being a wavevector confined to the first Brillouin zone.
The periodic part fj(r) = fj(r + l) can be in its turn expressed with the help of
a discrete set of plane-waves whose wave-vectors are the reciprocal lattice vectors of the
crystal G = g1b1+g2b2+g3b3 where gi are integers and bj (j=1,2,3) are the basis vectors
of the reciprocal lattice. The expansion reads:
fj(r) =
∑
G
cj,G · eiGr (1.35)
The reciprocal lattice vectors G satisfy the relation
G · l = 2 · π ·m, m = integer
which ensures that eiGl = 1 for each G and l.
From (1.34) and (1.35) we obtain that the electronic wavefunction of a periodic solid
can be written as a sum of plane-waves:
φj,k(r) =
∑
G
cj,k+G · ei(k+G)·r (1.36)
The last equation allows us to reduce the nearly infinite number of electrons to the
number of electrons in the unit cell of the crystal (or even half of this number if the
electronic orbitals are assumed to be double occupied - i.e. spin degenerate). However,
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while doing so, we have to calculate electronic wavefunctions at all k-points of the first
Brillouin zone. Fortunately, the electronic wave functions do not change appreciably
over small distances in k-space, and thus one can approximately use a finite discrete
set of k-points to represent the spatial variation of the wave-functions. Consequently,
only electronic states at a finite - but sufficiently large - number of k-points need to be
calculated.
Plane-wave basis set
As it appears from eqs. (1.35) and (1.36) each electronic wavefunction, characterized by
a k-point and a so-called band index j, can be expanded in terms of a discrete plane-
wave basis set. However discrete does not imply also finite, and in principle an infinite
plane-wave basis set should be used in order to represent the electronic wavefunctions with
arbitrary accuracy. Fortunately, the Fourier coefficients cj,k+G of the plane-waves decrease
with the increase of the plane-wave kinetic energy (< T >= − < k +G|∑Ni=1∇2ri|k +
G >= (k + G)2 ), and thus the plane-wave expansion can be truncated after a finite
number of terms, i.e. it can be limited to the number of plane-waves whose kinetic energy
is lower than some chosen energy cut-off Ecut:
(k+G)2 ≤ Ecut (1.37)
In the case of k = 0 - i.e. for the Γ point -this expression defines a sphere, in the space
of the reciprocal lattice vectors whose radius Gcut is given by:
|G| ≤ Gcut =
√
Ecut (1.38)
The truncation of the plane-wave expansion has to be done with care, as a too small
energy cut-off will lead to sizable errors in the computed physical quantities (e.g. in
the total energy values) while a too large energy cut-off will become computationally
prohibitive (the computational cost scales with the cube of the plane-wave cut-off Gcut).
1.3.2 The supercell method for non-periodic systems
As we have seen in the previous two sections one can take advantage, for periodic systems,
of the Bloch theorem and of the reduced plane-wave basis set in order to tackle with
problems such as: the calculation of an infinite number of wavefunctions, or the expansion
in an infinite basis set. However the number of fully periodic systems (i.e. systems for
which the Bloch theorem is exactly applicable) is rather small, being basically restricted
to the bulk systems. Most of the interesting systems are essentially non-periodic, like
for example isolated molecules, clusters, systems with point-defects, surfaces, etc. For all
these systems the periodicity is absent in at least one direction.
To cope with this situation, and in order not to loose the advantages of periodicity,
one can use the supercell approach. In this approach, a unit cell appreciably larger than
the elementary unit cell of the bulk and containing the non-periodic defect is constructed.
This bigger unit cell - the suppercell - is then repeated in all the three directions in order
to satisfy the hypothesis of the Bloch theorem. The result is a crystal which contains
not one but a continuous array of defects. These defects, each of which is in another
supercell, have to be far enough separated from each other in order to avoid defect-defect
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interactions. If this constraint is satisfied, the application of the Bloch theorem together
with a plane-wave basis set is readily secured.
Due to the size of the supercell, the size of the corresponding Brillouin zone shrinks
appreciably. Thus, the density of reciprocal lattice vectors G increases. To ensure the
proper representation of the spatial variation of the electron density, only very few k-
points in the first Brillouin zone have to be considered.
Kohn-Sham equations in a plane-wave representation
The possibility of applying the Bloch theorem to any kind of system, and the advantages
which come from the usage of a plane-wave basis set - particularly for large systems -,
make the expansion of the Kohn-Sham orbitals into such a basis set quite appealing.
If one uses a plane-waves basis set to represent the Kohn-Sham orbitals, the Kohn-
Sham equation (1.28) takes the form:∑
G
′
[|k+G|2δ
GG
′ + veff(G−G′)] · ci,k+G = ǫi(k) · ci,k+G (1.39)
In the above representation, the kinetic energy component of the Hamiltonian is found
to be diagonal while the effective potential, described in terms of its Fourier transform,
has a non-local form. This situation leads to the fact that the kinetic energy term will
be always calculated in the reciprocal space (where it has its simplest form) while the
potential term will be split in its components and calculated either in the reciprocal
space (for example the Hartree part) or in the real space (for example the exchange and
correlation part).
Irrespective of the work space (real or reciprocal) the solution of the above equation
will be always obtained following a diagonalization procedure for the operators matrices.
The dimension of these matrices, and implicitly the number of elements which will be
calculated, is strongly determined by the energy cut-off. For example in a box with
volume Vol = 5 × 5 × 5 A3 and for a 500 eV energy cut-off the number of plane-waves
obtained is about 25000 per k-point (Nrplane−waves ≈ 0.5373·π2 · Volsupercell[A3] · E
3
2
cut[eV]). For
systems which require more than one k-point such a number can easily become a problem.
Modern large scale parallel computers are needed then to treat realistic ”state of the art”
problems.
1.4 Pseudopotentials
A complete description of all the electronic wavefunctions with the help of a plane-
wave basis set requires very high cut-off energies, because the rapid spatial variation of
the tightly bound core orbitals and the rapid orthogonality oscillations of the valence
wave-functions in the core region yield extremely high Fourier coefficients.
Fortunately, there are good arguments to disregard a detailed calculation of the core
electrons for many calculations of molecules and solids. This is due to the fact that the core
electrons remain largely inert and do not participate in a bonding process. Consequently,
their electronic wavefunctions can be regarded as being the same as in an isolated ion,
although their energy in a solid/molecule will differ from that in an isolated ion due to the
different average potential. With this in mind, one can solve the core electron problem by
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performing only one single time an electronic calculation for an isolated ion, and then use
the description of the core-wavefunction obtained in any environment, in which an atom
of the same type is involved. This way of solving the core-electron problem is referred to
as the frozen-core approximation [18], [19].
The second problem, i.e. the description of the rapid oscillations of the valence wave-
functions in the core region, is somehow more delicate. We cannot get rid of these os-
cillations as long as we still consider the core electrons, but at the same time we cannot
describe them - at least not in terms of plane-waves - because it would be too expensive.
The way out has been found by Herring [20] who in 1940 proposed the used of an or-
thogonal plane-waves (OPW) basis set instead of the original plane-waves basis set. An
OPW wavefunction (ΓOPW) was defined as a plane-wave which is orthogonal on all the
core-wavefunctions, i.e.
|ΓOPW > = |ϕPW > +
∑
c
γc|ϕc > (1.40)
= |ϕPW > −
∑
c
|ϕc >< ϕc|ϕPW > (1.41)
= (1− Pc)|ϕPW > (1.42)
where ϕPW are the original plane waves, ϕc defines a core wavefunction, and Pc is a
projector onto the core states.
This way atomic-like oscillations are introduced into the components of the plane-
waves, which leads to a rather economical description of these wavefunction inside the
core region.
Using (1.42) a valence wavefunction can be written as:
φv =
∑
q
aq(1− Pc)|ϕPW > (1.43)
and its Schro¨dinger equation as:∑
q
aq[−∇2r + V (r)](1− Pc)|ϕPW >= εv
∑
q
aq(1− Pc)|ϕPW > (1.44)
1.4.1 The pseudopotential formulation
In 1959 Philips and Kleinman [21] noted that if one takes all the terms involving the
projector operator from (1.44) and move them to the left side a pseudopotentialW can
be defined:
W = V (r) + Vpr = V (r) +
∑
c
(εv − εc)|ϕc >< ϕc| (1.45)
In the above definition V (r) is the strong nuclear attractive (negative) potential, i.e.
V (r) = − Z|R−r| , while the second term, Vpr, defines a repulsive (positive) potential which
keeps the valence electrons out of the core region. The presence of the second potential
(which is energy dependent and contains projectors) leads to a partial cancellation of the
crystal potential V (r) and thus to a weaker pseudopotential, easier to describe in terms of
plane waves. It is important to notice here that while the presence of the Vpr term leads
to a new, weaker potential, the original eigenvalues εv are nevertheless preserved.
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Several things are worth to mention concerning the pseudopotential W .
First of all, its construction it is not unique. One can choose almost arbitrary multiples
of core states in the projector part of W, eq. (1.45). These pseudopotentials will differ
from each other in the degree of cancellation between V (r) and Vpr. However, all these
pseudopotentials will have the same eigenvalues, when applied to the valence states.
Further, due to the presence of the projectors Pc, the pseudo-potential W it is not
local (i.e. it is not a multiplicative potential):
W = V (r) +
∑
nlm
(εv − εnl)|ϕnlm >< ϕnlm| =Ws +Wp + ... (1.46)
E.g., W will act differently on wavefunctions of different angular momentum, i.e.
we will have a specific pseudo-potential component for the s-channel (Ws), one for the
p-channel (Wp), etc. Such a pseudo-potential is called ”non-local” due to its different
behavior onto different angular momentum components.
The most general form of a pseudopotential of this kind is:
W (r) =
∞∑
l=0
l∑
m=−l
wl(r)|lm >< lm| =
∞∑
l=0
wl(r)Pl (1.47)
where < r|lm >= Ylm(θ, ϕ) are the spherical harmonics and wl(r) is the pseudo-potential
corresponding to the angular momentum l. wl(r) is typically a local operator with respect
to the radial coordinate. Thus a more appropriate name for W would be of semi-local
or angular-dependent pseudo-potential instead of non-local pseudo-potential. The infinite
summation over angular momenta in the equation (1.47) can be removed using the fact
that only a few low-angular momenta core states are actually occupied. Therefore, for
values of l > lmax (where lmax is at least as large as the largest angular momentum
character of the core states) the ionic core will be seen in the same way by all the l-
components of the wave-function, i.e wl(r) can be replaced by an arbitrary local potential
wloc(r).
W =
lmax∑
l=0
wl(r)Pl +
∞∑
l=lmax+1
wl(r)Pl +
lmax∑
l=0
wloc(r)Pl −
lmax∑
l=0
wloc(r)Pl
=
lmax∑
l=0
[wl(r)− wloc(r)]Pl +
∞∑
l=0
wloc(r)Pl
=
lmax∑
l=0
∆wl(r)Pl + w
loc(r)I (1.48)
In the above equation the ∆wl(r) terms are confined to the core region and vanish
for l > lmax. The local potential w
loc(r), can be in principle arbitrary chosen, but such
that one gets a reasonable good description for all the angular components that are not
corrected by the non-local component. However, the most important parameter to fix in
the above equation it is not wloc(r) but lmax. E.g., in going from lmax = 1 to lmax = 2
the Si lattice constant decreases by 2% while the bulk modulus increases by 8%. These
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variations are about an order of magnitude higher that one typically gets when changing
the local component. Thus, careful tests have to be done before fixing this parameter [22]
[19].
The remark of Philips and Kleinman that the orthogonalization routine can be used to
build a weak pseudo-potential, due to potential cancellations, has been an important step
in the pseudo-potential theory. Not only that their model introduced for the first time
the pseudo-potential concept and offered a controlled way for generating softer potentials
(by varying the potential cancellation) but through this they also provided the support
and the explanation for why the nearly free electron model can and should be used in the
description of the valence electrons properties (e.g. band structures).
1.4.2 Norm-conserving pseudo-potentials
The introduction of the softer (i.e. weaker) pseudo-potential W by the OPW/Philips-
Kleinman method resulted in an easier description of the behavior of the wave-functions
in the core region. However, the fact that the valence wave-functions are obliged to be or-
thogonal to the core states limits the computational efficiency of this method. More impor-
tant, within the OPW/Philips-Kleinman approach, the constructed pseudo-wavefunctions
are found to have a different amplitude than that of the all-electron wave-functions. Out-
side the core region the shapes of the pseudo- and all-electron wave-functions are the
same, but, nevertheless, they differ by a normalization factor. This is not convenient
because it leads to an incorrect valence charge distribution and thus to a wrong exchange
and correlation energy term (which leads to deviations in the bonding properties of the
studied systems). To solve these problems, as well as to extend the range of systems for
which pseudopotentials give accurate results, Hamann, Schlueter and Chiang [23] have
proposed in 1979 a different approach to generate pseudo-wavefunctions. They introduced
four requirements:
1. First of all they required that the chosen pseudo-wavefunction be nodeless - even in
the core region - and continuously differentiable. This is different from the OPW
method where atomic-like oscillations were introduced in the components of the
plane-waves in order to mimic the oscillations of the valence wave-functions in the
core region. Thus, in the Hamann, Schlueter and Chiang (HSC) approach the or-
thogonalization of the pseudo-wavefunctions onto the core states it is no longer en-
forced. This has the consequence that the HSC pseudo-wavefunctions are smoother
than the OPW ones.
2. Further, HSC required that the norm of the true and pseudo-wavefunctions - inside
the core region - be the same (the norm-conservation rule), i.e.
∫ rc
0
|r ·RlPSP(ε, r)|2 · dr =
∫ rc
0
|r ·RlAE(ε, r)|2 · dr (1.49)
where RlAE(ε, r) is the radial part of the atomic valence wavefunction with l angular
momentum, and rc is the core radius (approximately at the outermost maximum of
the all-electron wavefunction). This condition guarantees, through Gauss’s theorem,
that the electrostatic potential produced outside rc is identical for the real and the
pseudo-charge distributions.
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3. The next condition is that the pseudo-wavefunction and the all-electron wavefunction
be absolutely identical beyond the cut-off radius rc, i.e.
RPSP(ε, r) =
{
RAE(ε, r), r ≥ rc
R˜PSP(ε, r), r < rc
(1.50)
4. The fourth condition is that the eigenvalues for the valence electrons should be
identical to the true all-electron valence eigenvalues.
The conditions (2) and (3) guarantee that the scattering properties for the true ion
and the pseudo ion are identical.
A key result of HSC was to realize that the norm of the wave function also appear in
a very important identity related to the Friedel sum rule [22]:
− 1
2
{
[rRl(ε, r)]2
d
dε
d
dr
lnRl(ε, r)
}
rc
=
∫ rc
0
|r ·Rl(ε, r)|2 · dr (1.51)
From (1.49) and (1.51) one can see that the norm-conservation rule ensures not only
that the logarithmic derivative of the pseudo- and all-electron wavefunction match (which
means that their phase shifts match as: cot ηl(ε) ∝
[
d
dr
lnRl(ε, r)
]
, where ηl(ε) are the
phase shifts of the waves in the scattering theory), but also that their first derivative
with respect to ε matches as well. This implies that a small change in the eigenvalue
due to changes in the external potential (i.e. the environment) produces only a second-
order change in the logarithmic derivative. Thus, the energy dependent phase shifts ηl(ε)
are approximately valid in a finite energy range around the reference energy ε used to
construct the pseudo wave function and pseudo potential. This ensures the transferability
of the atomic norm-conserving pseudopotentials to other environments (solids, molecules,
compounds) for which the eigenvalues do not depart significantly from the eigenvalues
used in the construction of the pseudopotential. Experience shows that their range of
validity includes the entire valence band of a solid.
A pseudo-wavefunction that fulfills the above requirements can be constructed by
using many different schemes [24] [25] [26] [27]. For any particular ansatz for the pseudo-
wavefunction, the Schro¨dinger equation can be numerically inverted to yield a pseudo-
potential which has the pseudovalence function as an eigenfunction with the correct eigen-
value. Thus, if
[
− d
2
dr2
+
l(l + 1)
r2
+ vion(r) + vHartree[ρ](r) + vxc[ρ](r)
]
rRnl(r) = ǫnlrRnl(r) (1.52)
is the general form for the radial Schro¨dinger equation for a valence eigenvalue, ǫnl, in the
Kohn-Sham formalism, the bare-ion pseudo-potential associated with RnlPSP(r) is obtained
from:
vPSPion (r) = ǫ
nl − vHartree[ρ](r)− vxc[ρ](r)− l(l + 1)
r2
+
1
rRlPSP(r)
d2
dr2
[rRlPSP(r)] (1.53)
where vHartree[ρ](r) and vxc[ρ](r) are calculated from the pseudo-wavefunctions rR
l
PSP(r)
(more precisely from ρ(r) =
∑
l
∣∣∣rRlPSP(r)∣∣∣2).
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By this construction, the pseudo-potential for the ion and the full potential will be
identical beyond rc. One has to use this construction for all l-components considered in
the sum of W, eq. (1.48)
1.4.3 The Kleinman-Bylander transformation
As the pseudo-wavefunctions RlPSP(r) and the eigenvalues are different for different an-
gular momenta l, the pseudo-potential vion(r) is l -dependent. Thus, a different vion(r) is
generated for each atomic l value, i.e.
vion =
∑
l
vion,l(r)Pˆl (1.54)
where Pˆl is a projector operator for the angular momentum component l.
As for the Philips-Kleinman semi-local pseudopotential, the vion semi-local pseudo-
potential (local with respect to the radial coordinates but non-local with respect to the
angular coordinates) can be split into a local (l -independent) part and a semi-local part:
vion = vion,local(r) +
∑
l
∆vion,l(r)Pˆl (1.55)
The semi-local, l -dependent potentials ∆vion,l(r) are limited to the core region (i.e.
∆vion,l(r) = 0 for any r > rc), all the long-range effects of the Coulomb potential being
included in the local potential vion,local(r) (vion(r) = vion,local(r) for r > rc with vion(r) →
−Zion
r
as r →∞)
In a plane wave basis set, the matrix elements of the semi-local pseudo-potential
∆vion,l(r) have the form:
∆vion,l(k1,k2) =
1
Ω
〈
eik1r
∣∣∣∆vion,l(r)Pˆl∣∣∣eik2r〉 (1.56)
=
4π
Ω
(2l + 1)Pl(cos γk1,k2)
∫
dr jl(k1r)∆vion,l(r)jl(k2r) r
2 (1.57)
where Ω is the volume of the cell, k1 ≡ k + G, k2 ≡ k + G′, jl is a spherical Bessel
function, Pl a Legendre polynomial and γk1,k2 the angle between k1 and k2.
One can see from the above equations that the pseudopotential contribution to the
Hamiltonian is a matrix with the dimension (N × N), N being the number of planewaves.
Since the computational cost for the diagonalization of a matrix scales with N3 and since
N scales with the number of the atoms in the system, the size of the systems which can
be handled with such a pseudopotential is quite limited.
Kleinman and Bylander [28] have noticed that a significant reduction of the numerical
effort for the electronic-structure calculations can be achieved if the pseudo-potential
∆vion,l(r)Pˆl is not semi-local but fully non-local. They suggested to replace the radial
potential by a projection operator
∆vion,l(r) =⇒ EKBl |ξ >< ξ| (1.58)
where
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ξl(r) =
∆vion,l(r)R
l
PSP(r)
(< RlPSP|∆v2ion,l|RlPSP >)
1
2
(1.59)
are normalized and well-localized functions (zero for r > rc). The energies E
KB
l are given
by
EKBl =
< RlPSP|∆v2ion,l|RlPSP >
< RlPSP|∆vion,l|RlPSP >
(1.60)
Taking into account (1.58), (1.59) and (1.60) the semi-local pseudo-potential ∆vion,l(r)Pˆl
can be written in a fully separable way as:
∆vion,l(r)Pˆl ≃ ∆vKBion,l =
+l∑
m=−l
∣∣∣∆Vl(r)Ψlm〉〈Ψlm∆Vl(r)∣∣∣〈
Ψlm
∣∣∣∆Vl(r)∣∣∣Ψlm〉 (1.61)
where Ψlm(r) are the atomic, reference pseudo-wavefunctions defined in (1.50) (including
the angular dependence). The pseudopotential ∆vKBion,l is now non-local in angles θ, φ and
radius r.
Using the lm-representation of Ψlm in the form Ψlm =
gl(r)
r
Ylm(θ, φ), the plane-wave
matrix element of ∆vKBion,l is given by:
∆vKBion,l(k1,k2) =
1
Ω
〈
eik1r
∣∣∣∆vion,l(r)Pˆl∣∣∣eik2r〉 (1.62)
=
4π
Ω
(2l + 1)Pl(cos γk1,k2)
T ∗l (k1)Tl(k2)
Wl
(1.63)
with
Tl(k1) =
∫
dr r gl(r)∆vion,l(r) jl(k1r) (1.64)
and with
Wl =
∫
dr gl(r)∆vion,l(r) gl(r) (1.65)
If the Legendre polynomial is also expressed by spherical harmonics:
Pl(cos γk1,k2) =
4π
2l + 1
+l∑
m=−l
Y ∗lm(Ωk1)Ylm(Ωk2) (1.66)
then the pseudopotential takes the form:
∆vKBion,l(k1,k2) =
(4π)2
Ω
∑
m
Y ∗lm(Ωk1)Ylm(Ωk2)
T ∗l (k1)Tl(k2)
Wl
(1.67)
Now the pseudopotential is separable in k1 and k2 and the application of the non-local
part of the potential scales like N · log(N), if iterative diagonalization schemes are used.
While reducing the computational effort for calculating the potential matrix elements,
the KB construction has the drawback that it can lead to the appearance of unphysical
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states at energies below the true ground state eigenvalue of a specific angular momentum
[22]. The reason is that in the KB Hamiltonian the eigenstates are no longer ordered
by increasing number of nodes, and thus, solutions with nodes can be lower in energy
than the nodeless ones. These unexpected bound states are called ghost states, and can
be graphically observed as divergences in the energy plot of the logarithmic derivative at
unphysically low energies. Care has to be taken to eliminate or to avoid the appearance
of the ghost states and several applicable schemes have been suggested by Gonze et al.
[29] [30] or by Blo¨chl [31].
1.4.4 The Projector Augmented Wave method
While the norm-conserving pseudo-potentials (in their various implementations: Hamann,
Schlueter and Chiang [23], Bachelet, Hamann, Schlueter [34], Troullier-Martins [25],
Rappe-Rabe-Kaxiras-Joannopoulos (RRKY) [26], Kleinman-Bylander [28]) have proved
to be quite successful in treating various elements (particularly semiconductors and sim-
ple metals), they have however their limitations [33] [35] [36] [37] [22]. Thus, the norm-
conserving pseudo-potentials generated for the p states of the elements in the first row
of the periodic table (e.g. oxygen 2p), or for the d states of the second row transition
metals (e.g. copper 3d) are quite hard, i.e. their representation in reciprocal space still
requires a large number of plane waves, see Fig. 1.2. This is due to the fact that for these
valence states there are no core states of the same angular momentum to which they can
be orthogonal. Consequently, the all-electron 2p or 3d wave-functions are nodeless and
quite compressed, compared with other valence states. A smooth pseudo-wavefunction or
potential could be obtained for these states only if one uses a large cut-off radius. Within
the norm-conserving pseudopotential, however, it is not really possible to choose an rcut
much larger than the outermost maximum of the all-electron wavefunction as this would
spoil the norm-conservation rule. For this reason the norm-conserving pseudization does
not improve too much the smoothness of these states.
Efforts directed towards the reduction of the plane-wave cut-off, used in the description
of the systems containing highly localized valence orbitals, have been focused on relaxing
the norm-conservation condition. One of the approaches in this direction is the Projected
Augmented Wave (PAW) method by P. Blo¨chl [35]. In this method the pseudo-wave-
function (Ψ˜) is required to be equal to the all-electron wave-function (Ψ) outside rcut, as
with norm-conserving pseudopotentials, but inside rcut, Ψ˜ can be as soft as possible, i.e.
the norm-conservation constraint is removed. This greatly reduces the planewave cut-off
needed in the calculations, since quite large values for rcut can be used in this scheme.
All variational calculations are performed onto the smooth wavefunction Ψ˜, which is
represented in a plane-wave basis set. Quite importantly, Blo¨chl has shown also that
at the end of these calculations, one can obtain - via a clever linear transformation T -
from the smooth wavefunction Ψ˜ the all electron wave-function Ψ, with its correct nodal
structure, i.e.
|Ψ >= T |Ψ˜ > (1.68)
As the pseudo-wave function is equal to the all-electron wave-function outside rcut, the
transformation T modifies the smooth pseudo wavefunction only within the core region,
and it reconstructs the full all-electron wavefunction Ψ with its correct nodal structure
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Figure 1.2: (Up)All electron wave-functions for oxygen(left) and copper(right) atoms.
(Middle) Norm-conserving pseudo-wave-functions for oxygen and copper [32]. (Down)
2p oxygen wavefunction: solid line - the all-electron wave-function, dotted line - the
norm-conserved pseudo-wave-function, dashed line - the non norm-conserved pseudo-
wave-function. Notice the difference in smoothing between the norm-conserved and the
non norm-conserved wave-functions [33].
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near the nuclei. Therefore, one can write the transformation T as identity plus a sum of
atomic contributions Ta
T = 1 +
∑
a
Ta (1.69)
where each Ta acts only within the rcut region around the atom a. For every atom a, Ta
adds to Ψ˜ the difference between the true and the pseudo-wave function within the rcut
sphere. In order to define Ta Blo¨chl introduced three types of functions:
(1) the all-electron partial wave-functions φi,a(r), which are nothing else than the so-
lutions of the Schro¨dinger equation for an isolated atom, at a reference energy ǫn
and for an angular momentum quantum number L=(l,m). The index i from φi,a(r)
is a shorthand notation for the angular momentum quantum number L=(l,m), and
the reference energy ǫn, i.e. i={l,m,n}. These wave-functions form the basis set in
which the all-electron wave-function Ψ is expanded within the augmentation sphere
(the rcut sphere):
|Ψ >=
∑
i
ci,a|φi,a >, within Ωa (1.70)
(2) for each of the all-electron partial waves φi,a(r), one constructs a pseudo-electron
partial wave φ˜i,a(r) with the constraints that this has to be smooth inside the aug-
mentation sphere and match identically φi,a(r) outside:
|φ˜i,a(r) >= |φi,a(r) >, outside Ωa (1.71)
Due to the cancellation property (1.71), φi,a(r) and φ˜i,a(r) are never evaluated be-
yond r > rcut, although they are continuous for all r.
If the pseudo-electron partial waves form a complete basis set, one can expand Ψ˜
into it within the rcut sphere:
|Ψ˜ >=
∑
i
ci,a|φ˜i,a >, within Ωa (1.72)
(3) besides φ˜i,a(r), for each all-electron partial wave Blo¨chl also introduces a projector
function |p˜i,a >. These functions are introduced in order to pick out the weight with
which a chosen atomic state is contained in Ψ˜. Thus, if one calculates the scalar
product between a 1s-type projector function and a wave-function Ψ˜, this will pick
out the 1s-character of the wave-function Ψ˜. If one calculates, however, the scalar
product between a 2s-type projector function and the same wave-function, this will
pick out the 2s-character of the wave-function Ψ˜, etc. Similarly for the p- or the
d - type projector functions. The projector functions vanish for r > rcut and satisfy
the orthogonality property:
< p˜i,a|φ˜j,a >= δij (1.73)
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In terms of the functions φi,a, φ˜i,a and p˜i,a the projector Ta can be written as:
Ta =
∑
i
(
|φi,a > −|φ˜i,a >
)
< p˜i,a| (1.74)
From (1.68), (1.69) and (1.74) we see that the all-electron wavefunction can be obtained
from the pseudo-electron wavefunction by the following procedure:
|Ψ > = T |Ψ˜ >
= (1 +
∑
a
Ta)|Ψ˜ >
= |Ψ˜ > +
∑
a,i
(
|φi,a > −|φ˜i,a >
)
< p˜i,a|Ψ˜ > (1.75)
In (1.75) the
[
|φi,a > −|φ˜i,a >
]
term corrects |Ψ˜ > for the correct nodal behavior in
the vicinity of each atom. The projectors < p˜i,a| are chosen such that
∑
i,a
|φ˜i,a >< p˜i,a|Ψ˜ >
cancels |Ψ˜ > within the augmentation region at atom a, i.e. within Ωa one is left with
|Ψ >=
∑
a,i
|φi,a >< p˜i,a|Ψ˜ >. Thus, while far from the atoms |Ψ >= |Ψ˜ > (as the partial
waves are not considered beyond r = rcut), close to the atoms |Ψ > is generated from
partial waves that contain the proper nodal structure, as the pseudo-wave function and
its partial wave expansion cancel one another within rcut.
Due to (1.75), in the PAW formalism the true valence charge ρ(r) can be decomposed
into three contributions:
ρ(r) = ρ˜(r) +
(
ρΩa(r)− ρ˜Ωa(r)
)
(1.76)
where ρ˜(r) represents the charge over the entire space due to the smooth wave-function
|Ψ˜ >, ρΩa(r) represents the ”true” charge within the augmentation sphere Ωa (and it is
due to the all electron wave-function expansion within Ωa), and ρ˜Ωa(r) is the ”smooth”
charge within the augmentation sphere due to the pseudo-wavefunction |Ψ˜ >. The charge
difference
(
ρΩa(r) − ρ˜Ωa(r)
)
is typically called compensation charge or augmentation
charge. In principle both ρΩa(r) and ρ˜Ωa(r) can contain contributions from the core
states, but most often one uses a frozen core approximation and restricts the explicit
calculation to a certain number of valence states.
1.5 Atomic structure optimization
In the previous pages the concepts of density functional theory and of the pseudopotential
method have been discussed, in order to calculate the electronic part of the energy (Eel)
as a function of atomic positions. However, in order to find the stable structure of the
system, the total energy of the system, i.e. Etot = Eel +Enucl−nucl, is required. The mini-
mization of this total energy with respect to the atomic coordinates, Ri, is necessary to
find equilibrium configurations. We use classical Newtonian dynamics for the atomic de-
grees of freedom, and as shown in Fig. 1.1 only forces on the atoms and the total energy for
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successive ionic configurations are used to find energy minima by iterative Quasi-Newton
methods [38] [39] [40]. The Conjugate Gradient Method and the iterative augmentation
of the Jacobian of the atomic system according to Broyden, Fletcher, Goldfarb, Shanno
(BFGS) have proven to be the most effective methods with superlinear convergence. As
indicated in Fig. 1.1 the electronic self-consistent loop has to be finished for each visited
atomic configuration.
1.5.1 Madelung energy
In order to find out the total energy Etot of a system with more than one atom, one needs
to calculate beside the electronic energy Eel also the energy due to the ion-ion repulsive
interaction Enucl−nucl (the Madelung energy):
Enucl−nucl =
1
2
∑
I,J=1
I 6=J
ZI · ZJ
|RI −RJ | (1.77)
Unfortunately the summation contained in (1.77) converges very slowly, because the
interaction potential (Coulomb) is long range. Within a periodic structure, the calcu-
lation of the Maddelung energy can be done, however, quite efficiently using the Ewald
summation method [41]. The basic idea of Ewalds’ method is to replace the direct sum-
mation of interaction energies between the ions from (1.77) by two summations, one in
real space (for the short-range interactions) and one in reciprocal space (for the long-range
interactions). Thus:
Enucl−nucl =
2π
Ω
∑
I,J=1
I 6=J
∑
G 6=0
ZIZJ
e−
|G|2
4α2 · eiG·(RJ−RI)
|G|2 +
1
2
∑
I 6=J
ZIZJ
1− erf(α|RJ −RI |)
|RJ −RI |
(1.78)
In (1.78) the error function erf relates to the electrostatic potential of a charge distri-
bution described by a normalized Gaussian function, while α is the width of a Gaussian
function (e.g. for α→∞ a normalized Gaussian approaches a δ function).
Both sums in (1.78) (one over G and I and one over only the ionic positions RI)
converge very quickly because the terms:
e−
|G|2
4α2
|G|2 and
1− erf(α|RJ −RI |)
|RJ −RI | (1.79)
fall off very fast for a finite α as the denominator in the two expressions increases.
The advantage of the Ewald approach is that the Madelung energy can now be obtained
accurately by including a relatively small number of terms in the summations over G and
I.
1.5.2 The Hellmann-Feynman forces
In chapter 1.1 - 1.4 we have discussed the ways to calculate the total electronic energy
of a system, for which the atom positions are considered to be fixed. However, structure
calculations involve also the relaxation of the ions toward their equilibrium positions. This
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relaxation is obtained by minimizing the force felt by each atom. This force is calculated
as the derivative of the total energy of the system (Etot) with respect to the position of
the ions (RI):
FI = − ∂
∂RI
Etot[ρ(r;RI);RI ] (1.80)
= − ∂
∂RI
Eel[ρ(r;RI)]− ∂
∂RI
Enucl−nucl[RI ] (1.81)
Hellmann-Feynman theorem [42] shows that the derivative of the electronic energy
Eel[ρ(r;RI)] with respect to the positions of the ions (which are external parameters) can
be related to the expectation value of the derivative of the Hamiltonian only.
∂
∂RI
Eel[ρ(r;RI)] =
〈∂Hel
∂RI
〉
≡
〈
Φel[ρ(r;RI)]
∣∣∣∂Hel
∂RI
∣∣∣Φel[ρ(r;RI)]〉 (1.82)
This is an important result, as one could expect that if the Hamiltonian of a system
changes, the change in energy should be related to both the change in the Hamiltonian and
the response of the wave function. Hellmann-Feynman theorem proves however that for
a normalized and exact eigenfunction, only the derivative of the Hamiltonian is involved.
The demonstration of this theorem is as following: If Eel[RI ] =
〈
Φel[RI ]
∣∣∣Hel∣∣∣Φel[RI ]〉
then:
∂
∂RI
Eel[RI ] =
∂
∂RI
〈
Φel[RI ]
∣∣∣Hel∣∣∣Φel[RI ]〉
=
〈∂Φel[RI ]
∂RI
∣∣∣Hel∣∣∣Φel[RI ]〉+ 〈Φel[RI ]∣∣∣∂Hel
∂RI
∣∣∣Φel[RI ]〉+ 〈Φel[RI ]∣∣∣Hel∣∣∣∂Φel[RI ]
∂RI
〉
= Eel
∂
∂RI
〈
Φel[RI ]
∣∣∣Φel[RI ]〉+ 〈Φel[RI ]∣∣∣∂Hel
∂RI
∣∣∣Φel[RI ]〉
=
〈
Φel[RI ]
∣∣∣∂Hel
∂RI
∣∣∣Φel[RI ]〉 (1.83)
where we have exploited the fact that we use N-particle wavefunctions for whichHel
∣∣∣Φel[RI ]〉 =
Eel
∣∣∣Φel[RI ]〉 and 〈Φel[RI ]∣∣∣Φel[RI ]〉 = 1
The forces (eq. 1.80) are used to locate the position of a local energy minimum for
the ionic system studied. Moving each ion in the direction of the calculated force lowers
the total energy of the system and moves the ionic configuration toward a local energy
minimum. When the residual forces on all the atoms are smaller than a given value
the system is said to be in a minimum energy configuration. It is important to note
here that this technique of finding a minimum energy configuration does not guarantee
the finding of the global minimum. Rather, only a local energy minimum is obtained.
This is due to the fact that for a system that contains many atoms there will be a large
number of configurations that are local energy minima (the number of local energy minima
increases exponentially with the number of atoms in the system), and it is difficult to probe
them all in a zero-temperature approach. Even in a non-zero temperature approach like
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simulated annealing [3], or in a probabilistic one like in the Monte Carlo techniques [3] it
is not guaranteed that the global minimum is found. The only way of being reasonable
confident that one has located a very-low energy configuration is to find the same lowest
energy configuration, and none smaller, in a number of calculations with different starting
configurations. Therefore, relaxations from a variety of initial configurations of the ionic
system has to be performed to get as much information as possible about the local energy
minima of the system.
1.6 Codes used
In this thesis two codes, EStCoMPP (Electronic STructure COde for Materials Properties
and Processes) and VASP (Vienna Ab initio Simulation Package), have been used for the
calculations. The EStCoMPP code was created by S. Blu¨gel and K. Schroeder [43] and
developed by B.Engels, P. Richard, R. Berger and W. Kromen in the framework of their
Master or PhD theses [44] [45] [46] [47] [48]. The VASP code has been developed by
J. Hafner, J. Furthmu¨ller and G. Kresse [49] [50] [51] [52], with contributions coming
also from A. Eichler, D.Hobbs, M. Marsman and R. Hirschl. Both codes apply DFT to
periodical systems, using plane-waves and pseudopotentials. Due to the lateral periodicity
and the large number of atoms of our surface studies, these codes are very appropriate
for the calculations performed in this thesis. To cope with the periodicity in the third
direction, assumed by both programs, we have always used a supercell approach.
From the point of view of pseudopotentials EStCoMPP includes an optimized set of
Kleinman-Bylander and PAW potentials, while VASP provides ultra-soft Vanderbilt and
PAW potentials for most of the elements of the periodic system. Depending on the system
treated we have used either Kleinman-Bylander pseudopotentials (for the description of
the atoms for which the valence states are not too localized, like Si or Sb) or PAW
pseudopotentials (particularly in the treatment of transition metals and that of the first
row elements).
The cut-off energy for the plane wave expansion of the wave functions is determined
by the hardest pseudopotential. In our case C and O atoms sets the scale for the oxalic
acid calculations, requiring a cut-off of 550 eV; for the 2,5-pyrazine di-carboxylic acid
calculations the N atom requires a larger cut-off and we have used 625 eV; for the Si-
Sb systems, due to the more smooth charge distribution, a cut-off of only 186 eV was
sufficient. As mentioned before, the size of the supercell determines the number of k-points
required for the Brillouin zone integration. The used number of special Monkhorst-Pack
k-points [53] is listed in the respective chapter for each system calculated.
The Kohn-Sham equations are solved by both codes self-consistently, with an itera-
tive matrix diagonalization scheme (Davidson-Kosugi [54] [55] in EStCoMPP and block
Davidson [56] [56] or residual minimization scheme-direct inversion in the iterative sub-
space, RMM-DIIS [57] [58], in VASP) combined with a Broyden/Kerker mixing method
for charge density. The Hamiltonian is determined in pieces in direct and reciprocal space,
Fast Fourier Transform (FFT) being used in the end to sum up the contributions.
Once the calculation for the total energy and for the forces on the atoms is completed,
a conjugate gradient algorithm is typically used by both codes to relax the ions toward
the energy minimum.
Beside geometry optimization, both programs allow also the identification of transition
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state structures and energies through the use of specific techniques (Hyperplane Adaptive
Constraint (HAC) method [59] in EStCoMPP and Nudged Elastic Band (NEB) [60] [61]
[62] or Dimer method [63] in VASP).
Further, and more in detailed informations about the EStCoMPP and the VASP
programs can be found at:
http://www.planewave.de/icp/CARPAR/src.html → for EStCoMPP, and at
http://cms.mpi.univie.ac.at/vasp/ → for VASP
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Chapter 2
Oxalic acid molecule in vacuum
Many important chemical reactions, both in nature and industry, take place at surfaces
and interfaces. In order to understand these reactions it is essential to gain knowledge on
how the atoms and the molecules interact with the surfaces. In the present and the next
chapter we will try to gain some understanding on the electrical and optical characteristics
of the oxalic acid molecule in vacuum and adsorbed on the Cu(011) surface.
Oxalic acid (ethanedioic acid; C2H2O4) is the simplest aliphatic di-acid, being formed
from two carboxylic groups bound to each other through a single carbon-carbon bond (see
Fig. 2.1). Over the last 30 years this molecule has attracted considerable interest being
the subject of several theoretical ([1], [2], [3], [4], [5], [6], [7], [8], [9], [10]) and experimental
([11], [12], [13], [14], [15] ) research studies. The reasons for this are its simple structure, its
high reactivity and the possibility to easily undergo several uni-molecular reactions (e.g.
rotational isomerisation, intra-molecular proton transfer, several dissociation reactions,
etc).
Several experimental studies ([14], [11], [12]) have revealed the fact that at room
temperature the oxalic acid molecule can be found in two crystalline varieties - the stable
orthorhombic α-phase and the metastable monoclinic β-phase - both involving strong
intermolecular hydrogen bonds. In vacuum (gas phase or in inert matrices) the number
of possible conformers has been found to be no less than six (tTt, cTt, cpTpc, cGc,
cGt, tCt - see Figures 2.4 and 2.5) due to the fact that internal rotations can happen
around the central C-C bond and around the two C-O(H) bonds (see Figure 2.1). The
six conformers of the oxalic acid were named following closely the nomenclature proposed
by Godfrey et al. in [13]. The various possible conformers are named with the help of
a capital letter - T(rans) or C(is) - which gives the arrangement of the carbonyl (CO)
groups of the two carboxyl (COOH) with respect to the C-C bond and two small letters
- t(rans) or/and c(is) - for the relative positions of the carbonyl(CO) and hydroxyl(OH)
components of each carboxyl group with respect to the CO(H) bond. For the structures
where deviations from planarity are possible the T has been replaced by pTp while the C
by G. See Figures 2.4 and 2.5 for the atomic arrangement in each conformer
Theoretically, the geometry of the third and fourth conformer are still in doubt (planar
or not), while experimentally only the first three conformers have been probed so far [14].
In order to have a term of comparison for our study of adsorbed structures and to better
understand the influence of the surface on the molecule’s geometry we have carried out
electronic structure calculations for the oxalic acid molecule in vacuum (gas phase).
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2.1 Gas phase oxalic acid conformers
All six possible oxalic acid conformers mentioned before (i.e. tTt, cTt, cpTpc, cGc, cGt,
tCt) have been thoroughly tested, the obtained energetical order and structural data
being displayed in the Tables 2.1, 2.2, 2.3, 2.4, 2.5 as well as in the Figures 2.4 and 2.5.
All calculations have been performed in the framework of the density functional theory
(DFT), as implemented in the VASP code, using a PBE exchange-correlation functional
and a plane-wave basis set with a 550 eV energy cut-off. The interactions between nuclei
(ions) and valence electrons have been described with the help of PAW pseudo-potentials.
A large super cell (22×22×22 A˚3) has been used in order to avoid the interactions between
periodic images. The minimum energy configurations were considered to be reached when
the forces on each atom of the molecule were less than 0.01 mRy/au. The method is
described in detail in Chapter 1.
Figure 2.1: Oxalic acid tTt conformer with numbering of atoms. (H-light gray, O-orange,
C-blue)
2.2 Conformers’ stability
The most stable configuration obtained is the tT t one, followed by the other two trans-
conformers cT t and cpTpc (planar or not) (see Table 2.1 and Figure 2.4). The cis-
conformers are in order cGc (planar or not), cGt and tCt. The energetical order as well
as the planarity of the conformers appear to be dictated by the possibility of forming inter-
(COOH)(COOH) hydrogen bonds. Thus, the most stable conformer, tT t, allows for the
formation of two inter-(COOH)(COOH) hydrogen bonds, cT t - which is higher in energy -
forms only one inter-(COOH)(COOH) hydrogen bond, while cpTpc-planar/rotated none.
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Conformer Energy (eV)
tTt 0.000
cTt +0.132
cpTpc-rot +0.219
cpTpc-plan +0.219
cGc-rot +0.231
cGc-plan +0.233
cGt-plan +0.270
tCt +0.818
Table 2.1: Total energies of oxalic acid conformers relative to the most stable conformer
tTt
The energy difference between the cpTpc and the cGc structures (the trans-cis similar
conformers) is found to be rather small (0.012 eV) and the weaker stability of cGc could
be due to a repulsion between the two carboxyl groups. Actually, additional calculations
of the total energy with respect to the torsion angle reveal also the fact that there is
basically no energy barrier between these two conformers and that the potential which
separates them is flat (see Figure 2.2). This means that at room temperature (298.2K
= 0.025 eV) these two conformers can easily interchange. It is therefore, probably, more
appropriate to speak about the cpTpc− cGc structure than of the distinct cpTpc and cGc
structures.
We also point out that, due to the very flat energy surface found between the cpTpc
and cGc structures, there does not seem to be any preference for a certain O-C-C-O
torsion angle to which the structures cpTpc or cGc would choose to adhere. Thus, fully
relaxing a cpTpc structure which has a central torsion angle of 450 will not yield the ”most
stable” 250 rotated structure. Rather, the 450 rotation angle will be kept fixed. This is
also true for structures much closer to the ”equilibrium one”, i.e structures which have
an initial rotation angle of 200 or 300.
Unlike this, the second cis conformer - cGt - is found to be more stable with respect to
rotation around the C-C bond. It actually prefers a planar or almost-planar (1.50 - 2.50
torsion angle) geometry. Thus, the conformer will return to an (almost) planar geometry
even if one relaxes a structure with an initial dihedral angle of 750 (see Figure 2.3). Such
a behavior can be explained either through the presence of a π conjugation between the
two COOH groups which form the cGt conformer or through the presence of some sort
of electrostatic interaction (e.g. H bond). As the C-C distance is relatively large (1.55
A˚) and the same as for the cGc structure (for which no rotational stability is present)
we believe that the tendency for planarity of the cGt structure is rather due to an inter-
(COOH)-(COOH) hydrogen bond then to the COOH-COOH π conjugation. Structurally,
the inner-oriented H7 atom can enter into a hydrogen bond formation with the opposite
O6 atom, as the distance d(O · · ·H)≃ 2.00 A˚ and the angle ∠ (CHO)=119.010 fit quite
nicely inside what are considered the H bond geometric parameters [16].
The last oxalic acid conformer, tCt, is somehow a surprise that it exists at all. Our
calculations reveals for it a planar - but very unstable - structure. Due to the repulsions
between OH/OH and CO/CO groups this conformer passes immediately into its trans-
equivalent (tT t) for dihedral angles O=C-C=O larger or equal to 50. Thus, it can hardly
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Figure 2.2: The energy difference between the cpTpc-rot and the cGc-rot conformers is
∼ 0.012 eV. At room temperature these two conformers can easily transform into each
other. Notice also the absence of any energy barrier which could stop this process. Given
that the energy variation between two neighboring geometrical structures is in the regime
of meV, the over all potential can be considered as being flat.
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Figure 2.3: For any initial COOH-COOH torsion angle between 00 and 750, the cGt isomer
rotates back to an almost planar configuration. For a torsion angle of 900 between the
two carboxylic groups the cGt structure rotates toward the more stable cTt structure.
be considered to be a real conformer.
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Figure 2.4: Oxalic acid conformers in vacuum. Side view (H-light gray, O-orange, C-blue).
Notice the change of symmetry due to the modification of the H atom position. Except
the ”-rot” structures, all the others structures are planar.
2.3 Structural analysis
The previous analysis has revealed the presence of basically four oxalic acid conformers
(if we discount tCt and we consider cpTpc and cGc as one single structure - cpTpc− cGc
- which is easily to excite vibrationally): tT t - planar and the most stable conformer, cT t
- planar and exhibiting one inter-(COOH)(COOH) H-bond as well as a possible intra-
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Figure 2.5: Oxalic acid conformers in vacuum. Top view ( H-light gray, O-orange, C-blue)
offers a better view for the rotated (”-rot”) structures
(COOH) H-bond, cpTpc−cGc - non-planar, with two possible intra-(COOH) H-bond, and
cGt - (almost) planar and the only really stable cis-conformer. All these four conformers
exhibit very similar bondlengths and bond angles, the variations being hardly noticeable
(see Tables 2.2 and 2.3). The central C-C bondlength is found in all cases to be about
1.55 A˚ which makes us conclude that there is little, if any, effective π-conjugation between
the two carboxyl groups. The short C-O(H) bond length (1.34 - 1.36 A˚) implies however
that there is a significant conjugation inside the OCO fragment of each carboxyl groups.
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Most probably this conjugation involves an overlap between the C=O π-orbitals and one
or both of the lone pairs of the O(H) sp3 orbitals (the C-O(H) bond length correlated with
an COH angle of 1050−1090 suggest an O(H) in a sp3 hybridized state). This conjugation
appears to be strong enough as the length of the C-O(H) bond is basically unaffected by
the rotation of the H atom around it.
As already mentioned, the inspection of the distances between the non-bonding O ·
· · H atoms reveals lengths that are within the range of 1.9 - 2.3 A˚. These values are
substantially less than the sum of the van der Waals radii (2.6 A˚) for the oxygen and
hydrogen atoms, thus allowing the formation of hydrogen bonds. This opinion is further
strengthen by the observation that systems which have shorter (i.e. stronger) hydrogen
bonds exhibit also longer O-H and C=O bond lengths (0.99 A˚ and 1.21 A˚, respectively)
- in order to help the formation of O · · · H bonds - compared with systems that have
weaker or no H-bond (cpTpc has an O-H bondlength of 0.98 A˚ and a C=O bondlength
of 1.20 A˚ while tCt has an O-H bondlength of 0.97 A˚ and a C=O bondlength of 1.19 A˚).
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Conformer
Bond Length (A˚)
C1C2 C1O3 C2O4 C1O5 C2O6 O5H7 O6H8 OxH7 OxH8
tTt - plan 1.556 1.210 1.210 1.340 1.340 0.990 0.990 2.091 2.091
cTt - plan 1.559 1.200 1.215 1.355 1.344 0.988 0.983 2.041 2.340
cpTpc - rot 1.551 1.205 1.205 1.360 1.360 0.982 0.982 2.331 2.331
cpTpc - plan 1.555 1.205 1.205 1.360 1.360 0.982 0.982 2.328 2.328
cGc - rot 1.550 1.203 1.203 1.363 1.364 0.983 0.983 2.335 2.335
cGc - plan 1.555 1.203 1.203 1.363 1.363 0.983 0.983 2.330 2.330
cGt - plan 1.560 1.198 1.197 1.363 1.385 0.982 0.982 1.998 2.358
tCt - plan 1.575 1.195 1.195 1.381 1.381 0.976 0.976 2.486 2.486
Table 2.2: Bond lengths within the oxalic acid conformers in vacuum. Ox is the O with
which an H forms a hydrogen bond. This is, for example in the case of the cGt-plan
configuration, O6 for H7 and O4 for H8. In the case of the tCt-plan configuration the
distance between the hydrogen atom H7 and H8 is of 1.773 A˚.
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Conformer
Angles (◦)
O3C1O5 O4C2O6 C2C1O3 C1C2O4 C2C105 C1C2O6 C1O5H7 C2O6H8
tTt - plan 125.56 125.56 121.74 121.74 112.68 112.68 105.06 105.06
cTt - plan 124.84 126.10 124.77 121.60 110.38 112.28 105.81 106.48
cpTpc - rot 125.93 125.96 124.47 124.41 109.56 109.59 105.52 105.52
cpTpc - plan 125.90 125.90 124.74 124.74 109.34 109.34 105.42 105.42
cGc - rot 125.89 125.90 122.50 122.47 111.58 111.61 105.69 105.65
cGc - plan 125.74 125.74 122.24 122.24 112.01 112.01 105.53 105.53
cGt - plan 123.57 125.06 121.42 124.58 115.00 110.35 108.22 106.88
tCt - plan 120.25 120.25 119.97 119.97 119.77 119.77 113.24 113.24
Table 2.3: Angles within the oxalic acid conformers in vacuum
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Conformer
Dih. angles (◦)
O3C1O5H7 O4C2O6H8 O4C2C1O3 O6C2C1O5
tTt - plan 180.00 180.00 179.99 179.99
cTt - plan 180.00 0.00 180.00 180.00
cpTpc - rot 0.29 0.27 152.80 156.58
cpTpc - plan 0.00 0.00 180.00 179.99
cGc - rot 0.42 0.25 27.15 29.58
cGc - plan 0.00 0.00 0.00 0.00
cGt - plan 180.00 0.00 0.00 0.00
tCt - plan 180.00 180.00 0.00 0.00
Table 2.4: Dihedral angles within the oxalic acid conformers in vacuum.
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Conformer
Dih. angles (◦)
O4C2C1O5 O6C2C1O3 H8O6C2C1 H7O5C1C2
tTt - plan 1.20 1.20 0.00 0.00
cTt - plan 0.00 0.00 180.00 0.00
cpTpc - rot 25.29 25.31 178.36 178.36
cpTpc - plan 0.00 0.00 180.00 180.00
cGc - rot 151.59 151.65 178.50 178.27
cGc - plan 180.00 180.00 180.00 180.00
cGt - plan 179.99 180.00 180.00 0.00
tCt - plan 180.00 180.00 0.00 0.00
Table 2.5: Dihedral angles within the oxalic acid conformers in vacuum
2.4 Dipole moments
The dipole moments of the various conformers of oxalic acid (see Table 2.6) are of interest
due to the fact that their values can be used in experiments to identify the obtained con-
formers. For example in Stark-modulated free jet microwave spectroscopy the intensities
of the rotational spectral lines depend on the molecular polarity [9] [13]. Comparing with
the experimental data (which yield a value between 2.63 - 3.03 Debye(D), [17] [18]) our
computed data suggest that the observed conformer in the experiments of Godfrey et al.,
Rogers et al., Thomson et al. was either cT t or cGc. We want to point out that this does
not mean that the cT t or cGc are the only experimentally proven conformers. Rather,
these are the only conformers which can be probed through methods which are based on
measuring the dipole moments. Obviously non-polar or slightly polar conformers can not
be (easily) probed this way.
The polarity of the molecules is of course related to the molecular symmetry. In
this direction, polar molecules are only those which belong to the C1, Cs, Cn or Cnv
point groups [19]. All molecules belonging to other symmetry groups are non-polar and
therefore can not exhibit a non-zero molecular dipole moment (e.g. the oxalic acid tTt
conformer, with a C2h symmetry, has zero molecular dipole moment).
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X
X
X
X
X
X
X
X
X
X
X
Conformer
Dipole
x y z total
tTt - plan 0.000 eA˚(0.000 D) 0.000 (0.000 ) 0.000 (0.000 ) 0.000 (0.000 )
cTt - plan 0.134 eA˚(0.647 D) 0.000 (0.000 ) 0.682 ( 3.016 ) 0.695 (3.084 )
cpTpc - rot -0.028 eA˚(-0.136 D) 0.122 (0.586 ) -0.002 (-0.010 ) 0.125 (0.601 )
cpTpc - plan 0.000 eA˚(0.000 D) 0.000 (0.000 ) 0.000 (0.000 ) 0.000 (0.000 )
cGc - rot -0.548 eA˚(-2.634 D) -0.137 (-0.658 ) 0.002 (0.009 ) 0.564 (2.714 )
cGc - plan -0.581 eA˚(-2.791 D) 0.000 (0.000 ) 0.000 (0.000 ) 0.581 (2.791 )
cGt - plan -0.769 eA˚(-3.696 D) 0.000 (0.000 ) 0.560 (2.691 ) 0.951 (4.571 )
tCt - plan -1.010 eA˚(-4.852 D) 0.000 (0.000 ) 0.000 (0.000 ) 1.010 (4.852 )
Table 2.6: Dipole moments for the oxalic acid conformers in vacuum
2.5 Electronic density of states for oxalic acid con-
formers in vacuum
In order to gain a clearer idea on the bonding and energy differences between the eight
oxalic acid structures we have calculated the electronic density of states (DOS) for each
of them (see Figure 2.6). In all cases the DOS has been split into its σ (s + px + pz)
and π(py) components. Such a decomposition is fully justified for the six oxalic acid
conformers which exhibit a planar structure. The presence of a rotation angle less than
300 and the need for a consistent approach made us use the σ-π decomposition also in the
case of the two rotated conformers cpTpc-rot and cGc-rot. All eight DOS plots have been
realized by shifting the lowest eigenvalue(i.e. e0) to 0 (i.e. we have plotted ei − e0). The
reason for such an approach is that for a molecule, which has a discrete state spectrum,
the Fermi level is not really well defined.
Conformer HOMO-LUMO gap (eV)
tTt - plan 3.575
cTt - plan 3.432
cpTpc - rot 3.581
cpTpc - plan 3.440
cGc - rot 3.952
cGc - plan 4.276
cGt - plan 3.676
tCt - plan 3.715
Table 2.7: HOMO-LUMO gap for oxalic acid conformers in vacuum
From their analysis we notice that while the lowest unoccupied (LUMO) states are
always π-type orbitals, the highest occupied (HOMO) states are always σ-type molecular
orbitals. The HOMO-LUMO gap (see Table 2.7), which provides a first estimate of the
electronic excitation energy (according to Koopman’s theorem), does not vary significantly
as one goes from one conformer to another with the exception of the cGc conformers. The
cis-conformers do in general show higher HOMO-LUMO gaps than the trans-conformers.
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Figure 2.6: Oxalic acid conformers density of states. The H and L indicate the position
of the HOMO and LUMO states for each system
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2.5.1 tTt conformer DOS
Analyzing the DOS for the tT t conformer one can identify the following main aspects:
- Due to the conformer’s planarity, tT t molecular orbitals can be split in symmetric
and antisymmetric functions with respect to the molecular plane (xz). The sym-
metric group (the σ orbitals) contains the s, px and pz orbitals (as all these orbitals
have the same characteristics above and below the xz plane) while the antisymmet-
ric group contains the py-orbitals (antisymmetric as they change their sign when
going from above to below the molecular plane).
- By virtue of the C2h symmetry, the pairs of atoms C1/C2, O3/O4, O5/O6, H7/H8
are found to have identical DOS (see Figure 2.7 upper left panel).
- The supposed inter-(COOH)(COOH) hydrogen bond can be identified from the
LDOS of the O4 and H7 atoms (or equivalently of the O3 and H8 atoms). The
orbitals of these two atoms do superimpose several times but the point where the
H-bond seems to come into play is at the eigenvalue #7 (see Fig. 2.7 - upper right
and lower panel). The binding found here is between the s-orbital of the H atom and
the sigma-orbital of the O4 atom. A plot of the wavefunction for this eigenvalue
does confirm our DOS analysis (see Fig. 2.8 eigenvalue #7: the charge lobes for
the O4 and H7 atoms overlap). The low energy at which these H-bond appear
suggests that this bond might indeed be strong enough to enforce the planarity of
the molecule.
- The states found in the immediate vicinity of the Fermi level are typically the ones
most likely to be affected in the case of a bonding or a chemical reaction. For the
tT t conformer these states belongs to the unsaturated O3/O4 atoms and can be
identified as the σ state (peak #17, HOMO, in Fig. 2.7-lower panel and in Fig. 2.8)
and the π state (peak #18, LUMO, in Fig. 2.7-lower panel and in Fig. 2.10).
- All wavefunctions (either of σ or π character) are delocalized over the entire molecule
(see Figures 2.8 - 2.10). This makes the electronic transport through such a system
very efficient as once an electron is on one side of the molecule it can immediately
be found also on the other side of the molecule.
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Figure 2.7: tTt - in detail DOS analysis: (upper left) atom resolved DOS for equivalent
atoms; (upper right) comparing the LDOS for O4 and H7 atoms to identify a possible
O...H bond; (lower panel) enlarged diagram for the tTt DOS from Fig. 2.6. The wave-
functions, corresponding to the 22 numbered eigenvalues, are plotted in Fig. 2.8 - 2.10
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Figure 2.8: tTt - sigma orbitals I. For numbering see Fig. 2.7 - lower panel.
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Figure 2.9: tTt - sigma orbitals II. For numbering see Fig. 2.7 - lower panel.
2.5 Electronic density of states for oxalic acid conformers in vacuum 55
Figure 2.10: tTt - pi orbitals. For numbering see Fig. 2.7 - lower panel.
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2.6 Vibrational frequencies and infrared(IR) intensi-
ties
The chemical structure of an unknown (organic) compound can be determined with the
help of a series of spectroscopic methods. One of the most widely used method is the in-
frared spectroscopy method (IR). As its name shows this method is based on the interaction
between the infrared radiation (750 nm - 1 mm wavelength) and a sample found in a solid,
liquid or gaseous state. The electromagnetic radiation is absorbed by exciting intramolec-
ular vibrations at varying frequencies and with varying intensities. The vibrational fre-
quency depends, according to Hooke’s law (ν =
q
k
µ
2πc
, ν - frequency, k - force constant, µ
- reduced mass), on the atomic masses of the vibrating atoms (the higher the mass the
lower the frequency) and on the strength of the bonds which bind the atoms (the stronger
the bonds the higher the vibrational frequency. For example the stretching frequency of
C-C bonds increases from single to triple bonds: ν(C − C) < ν(C = C) < ν(C ≡ C)).
Other factors playing a role in establishing the precise frequency of a molecular vibration
are the hydrogen bonding, the phase (condensed phase, solution, gas), or the molecular
environment [20] [21].
The absorption intensity, in its turn, depends mainly on the magnitude of the dipole
change during a vibration (the larger the change the higher the intensity). Certain im-
portance have also the phase of the sample, the intramolecular/intermolecular bonding
or the abundance of the analyzed group (i.e. how many times the analyzed group appears
in the sample) [20] [22].
Due to the fact that mainly IR experiments have been performed in order to study the
oxalic acid molecule in vacuum [23] [14] [15] [9] the ab-initio simulation of the vibrational
frequencies and their intensities is important as it can give us confidence in our found
stable structures by comparing their vibrational frequencies and IR intensities with the
experimental results. The calculation of the vibrational frequencies of the oxalic acid
molecule was done in the framework of the harmonic approximation method. Using the
VASP code we have calculated the force constant matrix, i.e. the second derivative of the
total energy with respect to small (harmonic) displacements of all atoms along the three
spatial directions [24]. By diagonalization of the dynamic matrix we have obtained the
eigenvalues νi (the vibrational frequencies) and the eigenvectors qi (the normal modes).
The IR intensities were evaluated from the square of the derivative of the dipole moment
with respect to each normal mode of vibration, i.e. Ii ∝ | ∂µ∂qi |2. More details about this
calculation can be found in [24] and in Appendix C.
The calculated frequencies and their IR intensities are displayed in Table 2.8 and 2.9
and in Figure 2.11. From Table 2.8 and 2.9 we see that a number of 3 · n non-zero
frequencies has been generated, which means that in addition to the (3 ·n−6) vibrational
frequencies we also find the 3 rigid rotations and 3 translation modes with non-zero
frequencies. That these modes appear in our calculation is due to the fact that we did
not fix the orientation or the center of mass of the molecule. The non-zero frequencies for
these modes are due to residual interactions of the replicas due to the finite supercell.
We used standard notation for the characterization of the modes: ν denotes stretching
modes, the indices s and as stand for symmetric and antisymmetric, respectively. δ
denotes bending modes, γ rocking modes and τ twisting modes. All modes are in the
plane of the molecule except those denoted by ofpb (out of plane bending).
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In Figures 2.12 and 2.13 we have depicted the displacement patterns for the normal
modes of the tTt conformer, and in 2.14 and 2.15 for the cpTpc-rot conformer.
• For the symmetric tTt conformer we find symmetric and anti-symmetric combina-
tions of O-H stretching vibrations at virtually identical frequencies (#1 and #2).
This means that there is very little interaction between the two OH groups. Simi-
lar combinations we find for other equivalent groups (e.g. #3 and #4 for the C=O
stretching; #5 and #6 for the C-O-H angle bending; #7 and #8 for the C-O stretch-
ing; #10 and #13 for the O=C-O bending; #11 and #12 for the out of plane H-O
bending), but the interaction and splitting of the symmetric and anti-symmetric
modes increase with decreasing frequencies. For the lower frequency modes a unique
assignment gets more and more difficult since more atoms participate in the vibra-
tions.
• For the less symmetric cpTpc-rot conformer most of the modes can also be grouped
into pairs approximately with slight changes of the relative amplitudes of the par-
ticipating atoms. We find the O-H stretching (#1 - anti-symmetric and #2 - sym-
metric); the C=O stretching (#3 - symmetric, #4 - anti-symmetric); C-O-H angle
bending (#5 - symmetric, #6 - anti-symmetric); C-O stretching (#7 - symmetric,
#8 - anti-symmetric); C-C out of plane bending (#9 - symmetric, #11 - anti-
symmetric); O-C=O bending (#10 - symmetric and #12 - anti-symmetric). The
frequencies do slightly change compared with those of the tTt conformer.
Taking a look at the medium-infrared vibrational region (∼ 4000 cm−1 − 1000 cm−1)
we notice that the characteristic IR absorption bands for the oxalic acid are:
- the O-H stretching band around 3600 cm−1 − 3800 cm−1
- the C=O stretching band around 1775 cm−1 − 1800 cm−1
- the coupled C-O stretching vibration with the O-H deformations (bending) around
1285 cm−1 − 1350 cm−1
In going from one conformer to another these bands suffer certain modifications
(change in position, in intensity, in degeneracy) due to the modification of the sym-
metry and/or to the exposure to different atomical environments. Thus, when going from
the planar cpTpc conformer to the rotated cpTpc conformer we notice a large change in
intensity for the absorption peaks found in the 1000 cm−1 − 1750 cm−1 interval. This
appears even though the two structures have the same absorption frequencies. In these
conditions, the difference in intensity is the only way to distinguish between the planar
and the rotated geometry of the conformer.
For conformers differing through more than a dihedral angle, frequency shifts can be
observed also. Thus, the tTt conformer has its O-H stretching band 150 cm−1 red-shifted
compared with the cpTpc conformer, in agreement with the supposed stronger OH-O
bond.
Comparing the cpTpc and the cTt spectra shows the effect of symmetry lowering.
Thus, while cpTpc has two equivalent O-H/C=O/C-O groups whose absorption bands
coincide, the lower symmetry cTt conformer has nonequivalent O-H/C=O/C-O groups
who no longer vibrate at the same frequency (due to symmetry, environment modifi-
cations). Thus, we find not one but 2 distinct O-H stretching frequencies and 2 C=O
stretching modes for cTt.
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Figure 2.12: Graphic representation of the higher frequency normal modes (ν > 500 cm−1)
for the tTt conformer of the oxalic acid. The arrows indicate the atomic displacements.
With few exceptions (800 cm−1, 726 cm−1, 721 cm−1) most of the displacements take
place in the paper plane. C - dark gray, O - red, H - light gray
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Figure 2.13: Same as before: tTt frequency normal modes
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Nr. νtT t (cm
−1) Approx. description IIR νcT t (cm−1) Approx. description IIR
1 3616.2 νas(OH) 0.230 3749.7 ν(OH)u 0.073
2 3613.2 νs(OH) 0.000 3639.2 ν(OH)d 0.109
3 1803.0 νas(C = O) 0.412 1828.0 ν(C = O)d 0.249
4 1771.7 νs(C = O) 0.000 1734.2 ν(C = O)u 0.227
5 1357.1 δs(COH),νs(CO) 0.000 1346.5 δas(COH),νs(CO) 0.069
6 1288.8 δas(COH) 0.631 1286.8 δs(COH) 0.188
7 1149.3 δs(COH),νs(CO) 0.000 1116.4 δas(COH),νs(CO) 0.095
8 1099.7 νas(CO) 0.133 1046.5 νas(CO) 0.270
9 800.7 ofpbas(C,C) 0.000 798.1 ofpbas(C,C) 0.005
10 794.2 ν(CC), δs(OCO) 0.000 771.4 ν(CC), δs(OCO) 0.023
11 726.8 ofpbs(OH) 0.152 697.6 ofpb(OHd) 0.063
12 721.7 ofpbas(OH) 0.000 647.3 ofpb(OHu) 0.133
13 648.5 δas(OCO) 0.023 635.2 δas(OCO) 0.032
14 547.2 δs(OCC),δs(O = CC) 0.000 526.4 δs(OCC),δs(O = CC) 0.008
15 442.7 ofpbs(C,C) 0.040 418.0 ofpbs(C,C) 0.000
16 397.4 δa(OCO) 0.000 412.7 δs(OCO) 0.014
17 256.1 γs(OCO) 0.053 256.4 γs(OCO) 0.016
18 137.3 τ(OCO) 0.005 101.2 τ(OCO) 0.004
19 50.6 rot 0.000 44.6 rot 0.000
20 24.6 rot 0.000 20.3 rot 0.002
21 18.6 rot 0.000 18.1 rot 0.001
22 1.9 transl 0.000 3.6 transl 0.000
23 0.7 transl 0.000 1.3 transl 0.000
24 0.2 transl 0.000 0.3 transl 0.000
Table 2.8: tTt and cTt theoretical vibrational frequencies and infrared intensities. The
assignments of these frequencies to certain bonds have been done upon the analysis of the
normal modes. A pictographical description of the normal modes for the tTt conformer
is given in Figures 2.12 and 2.13
The normal modes can only show up in the IR intensity if they change the dipole
moment of the molecule. As can be seen from Table 2.8 and Figure 2.11 upper left, for
the very symmetric tTt conformer only the anti-symmetric modes do show an IR intensity.
For the less symmetric conformers all modes can lead to a change of the dipole moment
and thus to an IR peak.
The agreement between our calculated vibrational frequencies and the experimental
results for IR absorption [23] is typically better than 4% (compare the theoretical vibra-
tions for the tTt conformer from Table 2.8 with the experimental results from Table 2.10),
which is comparable with the accuracy of the ab-initio frozen-phonon and linear-response
approach calculations for the dynamical properties of solid surfaces [25]. The only notice-
able exception from this accuracy are the values for the out-of-plane H-atom vibrations
which are found to be overestimated by about 9.5%. As discussed in the literature [25]
[26], this is (probably) due to the fact that the H atom is treated also like a classical atom
leading thus to a neglection of the quantum zero point vibrations. If however, these vibra-
tions would be considered (i.e. if a quantum treatment would be applied) this would lead
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Nr. νcpTpc Approx. description IIR νcpTpc−rot Approx. description IIR
1 3761.4 νas(OH) 0.380 3757.0 νas(OH) 0.118
2 3760.8 νs(OH) 0.144 3756.5 νs(OH) 0.019
3 1788.1 νs(C = O) 0.383 1787.5 νs(C = O) 0.028
4 1779.9 νas(C = O) 0.527 1778.6 νas(C = O) 0.491
5 1323.2 δs(COH),νs(CO) 0.614 1324.5 δs(COH),νs(CO) 0.002
6 1271.5 δas(COH) 0.007 1269.5 δas(COH) 0.009
7 1111.1 δs(COH),νs(CO) 0.454 1111.2 δs(COH),νs(CO) 0.020
8 1007.7 νas(CO) 0.002 1007.0 νas(CO) 0.491
9 796.5 ofpbas(C,C) 0.115 795.4 ofpbs(C,C) 0.004
10 754.7 ν(CC),ν(CO),δs(OCO) 0.285 754.9 ν(CC),ν(CO),δs(OCO) 0.000
11 657.9 ofpbs(H,H,C,C) 0.490 667.0 ofpbas(H,H,C,C) 0.181
12 620.7 δas(OCO) 0.317 619.6 δas(OCO) 0.095
13 615.9 ofpbas(H,H) 0.712 611.0 ofpbas(H,H) 0.014
14 506.2 δs(OCC),δs(O = CC) 0.500 539.0 δs(OCC),δs(O = CC) 0.020
15 417.6 δa(OCO),ν(OH) 0.479 415.2 δa(OCO),ν(OH) 0.000
16 403.7 ofpbs(H,H),ofpbs(C,C) 0.034 355.6 ofpbs(H,H),ofpbs(C,C) 0.006
17 254.6 γs(OCO) 0.387 253.7 γs(OCO) 0.005
18 43.0 τ(OCO) 0.018 35.7 τ(OCO) 0.002
19 36.3 rot 0.579 28.2 rot 0.000
20 18.1 rot 0.012 22.0 rot 0.000
21 17.4 rot 0.008 20.1 rot 0.000
22 0.9 transl 0.378 1.8 transl 0.000
23 0.7 transl 0.523 1.7 transl 0.000
24 0.5 transl 0.011 0.6 transl 0.000
Table 2.9: cpTpc and cpTpc-rot theoretical vibrational frequencies (in cm−1) and infrared
intensities. The assignments of the frequencies to certain bonds have been done upon the
analysis of the normal modes. A pictographical description of the normal modes for the
cpTpc-rot conformer is given in Figures 2.14 and 2.15
to a slight increase of the average bond length for the very light H atom. Consequently the
H potential energy surface is not exactly quadratic (anharmonic effect) and one cannot
expect too great accuracy when using a harmonic approximation for its description.
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Figure 2.14: Graphic representation of the higher frequency normal modes (ν > 500 cm−1)
for the cpTpc-rot conformer of the oxalic acid. The arrows indicate the atomic displace-
ments. With few exceptions (795 cm−1, 667 cm−1, 611 cm−1) most of the displacements
take place in the paper plane. C - dark gray, O - red, H - light gray
64 Oxalic acid molecule in vacuum
Figure 2.15: Same as before: cpTpc-rot frequency normal modes
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νexp (cm
−1)Approx. description Corresponding theory freqs. (tTt conformer)
3472 ν(OH) 1
1817 ν(C=O) 3
1329 COH bend 6
1138 ν(C-O) 8
664 COH torsion 11 (?)
651 OCO scissor 13
461 C=O wag 15
264 rock 17
Table 2.10: Experimental vibrational frequencies as given in [23] and comparison to theory
from Table 2.8
66 Oxalic acid molecule in vacuum
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Chapter 3
Cu bulk and its (011) surface
When dealing with the surfaces it is important to remember that a surface is a two
dimensional termination of the bulk. This means that the characteristic features of the
bulk will have a strong influence on the properties and on the behaviour of the surface.
Therefore a brief study of some of the properties of the Cu bulk is important if one wants
to get a better understanding of the surface properties.
It should be further pointed out, that adsorption of atoms or molecules usually alters
the structural and electronic properties of the surface they are adsorbed on [1]. Effects
due to the interaction of the adsorbed atoms/molecules can be identified by comparison
to the clean surface, which is then taken as a reference. For this reason, we provide in
this chapter also a short analysis of some of the properties of the Cu(011) clean surface.
3.1 Cu bulk
Copper is one of the late 3d transition metals. It has 29 electrons and a full 3d shell (10
e− on the 3d -shell). In the equilibrium structure Cu can be described by a face centered
cubic unit cell, with four atoms in the conventional cubic unit cell (or one atom in the
primitive unit cell). Our DFT-GGA calculated lattice constant for Cu is a0=3.636425 A˚,
slightly larger (∼ 0.7%) than the experimental value of 3.61 A˚ [2]. (It is known, however,
that GGA calculations do generally overestimate the lattice constant [3]). The four atoms
which build the Cu conventional unit cell are found to be chemically equivalent, due to
their perfectly identical environment. Their local density of states (LDOS) is relevant in
this sense. Its analysis (see Fig. 3.1) reveals that the electronic structure of a Cu bulk
atom is comprised of two largely separated contributions: a broad free-electron-like sp-
band and a considerably narrower d -band. The d -band (found mainly between −5 eV
to −1 eV) is narrower than the sp-band due to the fact that the overlap between the
d -valence orbitals is much smaller than the overlap between the s- and p-valence orbitals,
which form nearly free electron states.
We obtained from our calculations the cohesive energy of the Cu bulk:
Ecoh/atom =
Ebulktot
4
− Eatomtot =
−14.716
4
eV + 0.040 eV = −3.679 eV (3.1)
Thus, one gains 3.679 eV when going from Cu atoms in the gas phase to a crystalline
arrangement (or equivalently one has to put 3.679 eV to break a Cu bulk into its isolated
70 Cu bulk and its (011) surface
Figure 3.1: Cu bulk: (up) Cu cubic fcc unit cell; (middle) local density of states for one
of the Cu atoms from the cubic Cu fcc unit cell; (down) angular momentum projected
density of states for the same atom.
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atoms). The experimental value for Cu bulk cohesive energy is of 3.51 eV [4]. Thus, we
overestimate the cohesive energy by about 4.81 %. However it is known that the accurate
calculation of the theoretical cohesive energy is yet an unresolved issue in material science.
One reason for this is the nature of the wavefunctions, which is so different in the bulk
case compared with the free atom case that it is difficult to obtain a good description for
both situations with the same potential.
3.2 Cu (011) clean surface
Cutting the Cu bulk perpendicular to the (011) direction leads to the formation of the
Cu(011) surface. This surface (shown in Fig. 3.2) has a two-fold symmetry with Cu rows
along the [011¯] direction. The fact that along the [100] direction there is a considerable
distance between two first-layer Cu atoms (larger than the covalent radius of Cu), makes
the atoms in the second layer also exposed at the surface, to some extent. Such an opening
makes from the Cu(011) surface a very reactive environment.
To simulate the Cu(011) surface we have used a slab of 8 Cu layers in a supercell
spanned by the surface normal
→
a1= l(011) and the rectangular primitive surface unit cell
described by the vectors:
→
a2 = a0 · (
√
2
2
0 0 )
→
a3 = a0 · ( 0 1 0 )
l was chosen such that a vacuum of 17 A˚ exists between the two Cu surfaces. Both surfaces
of the inversion symmetric slab were relaxed using the VASP code until the forces on all
movable atoms (those in the first and last two layers of the Cu slab) were less than 0.025
eV/A˚.
The ideal bulk distance between two Cu layers along the (011) direction is d011 = a0·
√
2
4
.
Due to the presence of the surface, i.e. missing layers, the distance between the first
and the second Cu layers at the Cu(011) surface we find to be smaller than the ideal
Cu-Cu bulk distance by about 9.80%, while the distance between the second and the
third Cu layers we find to be larger than the ideal inter-layer distance by 3.96%. This
phenomenon of surface relaxation has also been observed experimentally with low energy
electron diffraction (LEED) studies by Adams et al. [5], Davis et al. [6] or by ion-beam
scattering studies of Adams et al. [7] and Stensgaard et al. [8]. Experimentally they find
a contraction of the first inter-layer spacing of 5.3% to 12.5% and a 0% to 3.3% expansion
of the second inter-layer spacing with respect to the ideal bulk value. The relaxations of
the third and fourth interlayer distance, also investigated experimentally, are found to be
less than or equal to the estimated uncertainties in the experiments. These effects can be
explained by the smaller coordination number of the atoms present in the first two layers
of the Cu(011) surface [9]. An fcc bulk atom has 12 nearest neighbors, but an atom in
the first layer of a (011) surface has only 7, while an atom in the second layer of a (011)
surface has a coordination number of 11. The absence of an ’up-layer’ make the first
surface layer to try to tighten its bonds with the layer below, thus leading to a decrease
of the first inter-layer spacing. The shortening of the first interlayer spacing will cause an
increase of the electron density above the optimum value, around the second layer. As a
consequence the ions of the second layer shift outwards increasing their distance to the
atoms from the third layer. And so on.
72 Cu bulk and its (011) surface
Figure 3.2: Cu(011) clean surface - top view. With brown are depicted the Cu atoms from
the first layer, while with dark-green the Cu atoms from the second layer of the Cu(011)
surface.
3.2 Cu (011) clean surface 73
3.2.1 Energetical aspects and LDOS analysis
The formation of the Cu(011) surface is not a spontaneous process and does require a
certain amount of energy in order to break the inter-atomic bonds present in the bulk
material. As a consequence, the internal energy E increase by an amount proportional to
the surface area created. The amount of energy required to formed the surface is called
the surface energy (or the Gibbs surface free energy), and is defined as:
Esurf =
1
2
· (Eslabtot −N · Ebulktot ) (3.2)
where Eslabtot is the total energy of a slab withN atoms containing two identical surfaces,
and Ebulktot is the reference bulk total energy per atom. The factor
1
2
takes into account
that the slab is bounded by two equivalent surfaces. Using equation (3.2) we obtain that
the surface energy per one Cu surface atom is: γ (Cu011) = 0.899 eV/atom. This result
is in good agreement with previous theoretical calculations of Da Silva et al. [10].
An important property of any crystal surface is its work function. The work function
of a surface is the minimum energy which is necessary in order to remove an electron
from the surface, to a point far away from the surface. For metals, the minimum energy
is required for an electron at the Fermi energy of the crystal. Thus, the work function
can be defined as the energy difference between the potential in the vacuum V (x → ∞)
and the Fermi level.
Φ = Vvac − EF (3.3)
In the case of a clean Cu(110) surface we find a work function of Φ = 4.421 eV. Our
result is in good agreement with the experimental values obtained from the photoelectric
effect (by Gartland et al. [11] or by Hagstrum et al. [12] which report numbers between
4.45 and 4.51 eV) or from incident electron beam techniques experiments (Haas et al. [13]
give the value of 4.45± 0.03 eV) .
In Figure 3.3 we give a simple representation for the local (electrostatic) potential, for
the 8 layers Cu(110) surface slab, as a function of x -axis (the axis taken to be perpendicular
to the surface). Additional to the average electrostatic potential, which we have used
for the estimation of the work function, Figure 3.3 displays also the minimum and the
maximum electrostatic potential. The reason for these additional plots is that, while
convenient for the work function evaluation, the average electrostatic potential is however
- due to the averaging process - too less structure connected. More revealing from this
point of view is the minimum electrostatic potential, whose value lies in the vicinity of
the nuclei (In Figure 3.3 one can actually identify all the 8 Cu layers in the plot of
the minimum electrostatic potential. Not the same clarity is present in the plot of the
average electrostatic potential). The maximum electrostatic potential was plotted just for
comparison.
The important features to note in Figure 3.3 are the exponential decay of the charge
density into the vacuum, and the fact that the charge density in the second layer of atoms
is essentially bulk-like. One can note certain changes in the potential only for the first
layer of atoms. The reason why the potential goes so rapidly to the bulk value is the per-
fect metallic screening, which means that any potential perturbation, such as a surface,
74 Cu bulk and its (011) surface
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Figure 3.3: Local electrostatic potential at the Cu(011) surface: the line-plot (up) and the
charge-projected plot (down) display the exponential decay of the local potential outside
of the Cu surface.
3.2 Cu (011) clean surface 75
is essentially screened within a Thomas-Fermi screening length.
Last, it is interesting to take a look also at the changes which the density of states
undergoes when going from the Cu bulk structure to the Cu(011) surface structure.
Thus, in Fig. 3.4 we give the layer-resolved local density of states (LDOS) for the four
uppermost surface planes of the Cu(011) surface versus the bulk density of states. In all
the cases the LDOS below the Fermi energy is comprised mostly from d -states. We notice
that the presence of the surface produces an energetical narrowing of the d -bands - by
about 1 eV - for the surface atoms (layer 1) and a very slight modification of the d -LDOS
for the sub-surface atoms (layer 2). Layer 3 and 4 have essentially a bulk type LDOS.
These results are in agreement with the behavior exhibited by the local potential from
our work function plot. The narrowing of the surface d -bands can be explained in terms
of a lower coordination number for the surface atoms, which leads to a decrease in the
possibility of having atomical orbitals overlap.
76 Cu bulk and its (011) surface
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Chapter 4
Oxalic acid adsorbed on Cu(011)
surface
This study is motivated by the broad interest in the formation, deposition and charac-
terization of well defined organic thin films on metallic surfaces. Organic thin films have
become nowadays of considerable importance as dielectric materials in electronic devices,
as active components in optoelectronic and molecular electronic devices, or play a key-role
in sensor technology. One can obtain these organic thin films, in a layer-by-layer man-
ner, through a stepwise reaction of carefully chosen bifunctional molecules, sequentially
supplied from the gas phase, on a (initially) clean crystal surface. One of the simplest
bifunctional molecules which can be used in this sense is the oxalic acid molecule, the
simplest possible di-acid [1] [2].
Experimentally, the adsorption of di-carboxylic acid (oxalic acid) on Cu(011) surface
has been studied by Martin et al. [1] using Reflection Absorption Infrared Spectroscopy
(RAIRS) and Reflection Anisotropy Spectroscopy (RAS). They found that, at 300 K and
at surface saturation, the molecules adsorb onto the Cu(011) surface in an upright ori-
entation, following the deprotonation of one COOH acid group. The oxygen atoms of
the lower COO group (resulted after the deprotonation) are found to bind to two ad-
jacent close-packed Cu atoms along the [011¯] direction [1] (see Figure 4.1). The upper
COOH group is, due to the upright adsorption of the oxalic acid molecule, available at
the vacuum interface for further interactions. Thus, the adsorption creates a chemically
functionalized surface. The intention of the present work is to study the possibilities to
chemically functionalize a surface via the oxalic acid molecule.
In this context we are particularly concerned with the spatial position of the H atom
belonging to the upper COOH group. E.g. if the H atom is found to be stable in an
up-configuration (i.e. H atom extends toward the vacuum) then further reactions at the
surface proceed most easily by replacing the H atom, e.g. by a Na atom or by a molecule
which has a reactive positive side group. But, if the H atom is found to be stable in a
down configuration (i.e. H atom oriented towards the Cu surface) then the most probable
reaction would be the substitution of the OH group, e.g. by a Cl atom or by a molecule
having a negative side group. Thus, the position of the H atom is an important issue in
deciding the type of the reactants which have to be used in order to further functionalize
the surface.
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Beside the position of the H atom, one has to be concerned also with the orientation
of the upper carboxylate (COO) group. This can be in the same plane with the lower
carboxylate group, or a torsion angle might be present. In the last case, depending on
the rotation angle, hydrogen bonds may occur between neighboring oxalic acid molecules.
Thus, the carbonyl (CO) and the hydroxyl (OH) groups of one COOH may connect with
the hydroxyl and the carbonyl groups of the neighboring oxalic acid molecules. This
would give rise, on top of the Cu(011) surface, to a unidimensional array structure known
as α-oxalic acid. Such a structure, while unappropriate for the functionalization of the
COOH group, will nevertheless offer an interesting model for studying the electron trans-
port properties through linear chains. Finally, for a certain torsion angle, the surface can
be covered also by small islands of oxalic-dimers obtained from the presence of cyclical
hydrogen bonds between two neighboring molecules.
In order to clarify the position of the H atom as well as the two-dimensional order in-
duced by the molecule-molecule interactions we have run extensive ab-initio total-energy
calculations for several molecular configurations on top of the c(2×2) Cu(011) metallic
surface. Each calculation has been performed in a periodic supercell approach, where the
supercell dimensions have been chosen to be 26.857 A˚ in the x -direction (perpendicular
to the Cu(011) surface), 7.272 A˚ in the y-direction (parallel to the [100] direction and
equivalent with 2a, where a is the theoretical lattice constant) and 5.142 A˚ in the z -
direction (parallel to the [011¯] direction and equivalent to a
√
2). The supercell is formed
by a Cu(011) slab (consisting of eight atomic layers), two adsorbed oxalic radicals and a
vacuum region with a thickness of ∼ 12.5 A˚. The geometry of the oxalic-Cu(011) systems
has been optimized by relaxing the atomic positions of all the atoms of the oxalic acid
molecules plus Cu atoms of the Cu(011) surface found in the first 2 layers beneath the
oxalic acid molecules. The equilibrium geometry has been considered to be reached when
the forces on all relaxed atoms were less than 0.025 eV/A˚. The resulting stable configu-
rations are displayed in Fig. 4.2 and Fig. 4.3 .
We have used the following nomenclature to designate the adsorbed configurations of
the oxalic acid molecules:
→ d (down) means that one of the molecules adsorbed on the surface has the H atom
belonging to the upper COOH group oriented toward the Cu(011) surface,
→ t (top) means that one of the molecules adsorbed on the surface has the H atom
belonging to the upper COOH group oriented toward the vacuum,
→ 00 means that one of the molecules adsorbed on the surface has a torsion angle
between the upper and the lower COO groups of 0 degree (planar molecule),
→ 37 means that one of the molecules adsorbed on the surface has a torsion angle
between the upper and the lower COO groups of 37 degree,
→ a means that one of the molecules adsorbed on the surface has the H atom pointing
in the +x/+y direction while the other one has the H atom pointing in the -x/-y
direction.
E.g. a configuration denoted by the notation dt 00 37 (the first designation in Fig. 4.2)
means that one of the adsorbed molecules has the H atom surface/down-oriented while
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Figure 4.2: Oxalic acid molecules adsorbed onto the Cu(011) surface. A c(2 × 2) surface
cell is shown containing two adsorbed molecules. First six stable configurations. The
energies are given relative to the most stable configuration - dt 00 37. The nomenclature
for the conformations is explained in the text. Briefly: d = H down, t = H up, xx =
torsion angle of xx degree inside molecules, a = the hydrogens of the 2 molecules point
in opposite directions. Color code: Brown - Cu atoms in the first layer, Dark green - Cu
atoms in the second layer, Blue - C atoms, Orange - O atoms, Light gray - H atoms.
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tt_90_90
+0.186 eV + 0.200 eV
tt_00_00
tt_00_00_a
+ 0.244 eV
tt_90_90_a
+ 0.381 eV
Figure 4.3: Oxalic acid molecules adsorbed onto the Cu(011) surface. Four least stable
configurations. The nomenclature as in Fig. 4.2. Color code: Brown - Cu atoms in the
first layer, Dark green - Cu atoms in the second layer, Blue - C atoms, Orange - O atoms,
Light gray - H atoms.
Conformer dt 00 37 dd 00 00 dd 68 68 dd 00 00 a tt 29 29 a tt 23 23 tt 90 90 tt 00 00 tt 00 00 a tt 90 90 a
Etot 0.000 0.029 0.030 0.036 0.128 0.133 0.186 0.200 0.244 0.381
Table 4.1: Relative total energies (Etot) for the adsorbed oxalic acid conformers. All
values are given in eV.
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the other one has the H atom vacuum/top-oriented. The molecule having the H atom
down-oriented is planar (0 degree torsion angle between the two COO groups) while the
molecule having the H atom vacuum-oriented is non-planar (a torsion angle of 370 is
found between its two COO groups). Both molecules have the H atom pointing in the
same direction. The fourth designation in Fig. 4.2, dd 00 00 a, means that both adsorbed
molecules have the H atom down(surface)-oriented. Also, both molecule are planar (there
is a 0 degree angle between their two COO groups). However, one of the molecules has
the H atom pointing in the “+” direction while the other one has the H atom pointing
in the “-” direction. The other designations can be understood accordingly.
From the inspection of Figures 4.2 and 4.3 several remarks can be made:
1. According to our calculations a domain covered with H-up and H-down oxalic acid
molecules gives the most stable configuration. This is also a quite probable con-
figuration due to the presence in vacuum of both H-up and H-down oxalic acid
conformers. The RAIRS and RAS experimental studies of Martin et al. [1] come in
support of this result.
2. If a domain is formed only from one type of oxalic acid molecules then this will be
formed with H-down molecules. We find the pure H-up domains to be less stable
than pure H-down domains. The larger stability of the H-down structures appears
to be due to the stabilizing effect of the intra-molecular H bonds, enabled by these
conformers.
3. Following the experimental lines, we have explored the possibility of building oxalic-
dimers on top of the Cu(011) surface. We have obtained that such a structure is
rather unstable, and in time it will relax to the more stable dt 00 37 structure.
This is again in good agreement with the experimental conclusions [1], which state
that no significant dimerization is present for the first complete layer of oxalic acid
molecules. Some dimerization might, however, appear during the build-up of the
first molecular layer.
4. In addition to the dimer-structure we have also investigated the possibility of having
adsorbed the α-oxalic acid configuration on top the surface. In α-oxalic acid the
carbonyl (CO) and the hydroxyl (OH) groups of one oxalic acid molecule bind with
the hydroxyl and the carbonyl groups, respectively, from the two neighboring oxalic
acid molecules. Such junctions lead to the formation of an infinite unidimensional
structure on top of the surface (the dd 68 68 structure from Figure 4.2). While not
identified in the experiment of Martin et al. [1], this configuration appears to be
very stable in the theoretical calculations.
5. The presence of the molecular layer has a significant influence on the Cu surface.
We will now analyze the structure and electronic properties of the most stable con-
formations, for simplicity starting with the most symmetric one (second most stable)
conformer.
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4.1 The dd 00 00 structure
4.1.1 Structural analysis
The dd 00 00 structure (see Figure 4.4) is formed upon the adsorption of two equivalent
H-down oxalic acid molecules onto the Cu(011) surface.
The structure of the adsorbed molecules is found to be changed due to the interac-
tions with the Cu surface and with the neighboring molecules (along the [011¯] direction).
Especially, the opening of the O3C1O5 angle (to 128
0 from 1250 in vacuum, see Table 4.3)
and the modifications of the C1O3 and C1O5 bond lengths (both are 1.26 A˚ instead of 1.21
A˚ and 1.34 A˚, see Table 4.2) are consequences of the interaction of the molecule with the
Cu surface. These modifications suggest the presence of a rather strong Cu-O interaction,
comparable in strength with the one observed in the study of formate molecule (COOH)
adsorbed onto the Cu(011) surface [3] [4]. Concerning the molecule-molecule interactions,
these seem to be manifested mainly by the presence of inter-molecular H-bonds. In the
first instance, we notice that the distance between the hydrogen of the hydroxyl group
(H7) and the oxygen of the carboxyl group (O4′ ) of two neighboring oxalic acid molecules
along the [011¯] direction is 2.15 A˚ (see Figure 4.4 and Table 4.2). Given that the proper
bonding distance in a H-bonded system vary between 1.5 - 2.75 A˚, the formation of a H
bond between the two neighboring molecules appears reasonable. This opinion is further
strengthened by the structural modifications observed in the upper part of the oxalic acid
molecule. Compared with the gas phase geometry, the C1C2O6 and C2O6H7 angles are
found to be larger by ∼ 60 and by ∼ 80, respectively (see Table 4.3). These modifications
tend to of improve the overlap between the hydrogen s orbital and the sp2 orbital of the
hydrogen-acceptor oxygen O4′ (see Figure 4.6).
In order to analyze this aspect in Figure 4.6 we have plotted the Laplacian (∇2ρ(r))
of the charge density. We have chosen to plot the Laplacian and not the charge density
ρ(r) because the topology of the electron density provides hardly any clue on the localized
bonded and nonbonded pairs of electrons. The main topological property of the charge
density of a many-electron system is that, in general, it exhibits local maxima only at the
positions of the nuclei [5]. Informations about the other maxima from the charge distri-
bution, namely about those which correspond to the spatially localized pairs of bonded
and non-bonded electrons, are however hardly visible, if at all. Closely related to the
difference between the value of ρ at a point r1 and its average value at the neighboring
points,
ρ(r1)− ρav(r1) = 1
10
r2(−∇2ρ(r1)) +O(r4) (4.1)
(where ρav(r1) is the average value of ρ(r) calculated within a small sphere of radius r
centered at the point r1, and O(r
4) are correction terms of fourth order in r), the Laplacian
of the electronic charge density (∇2ρ(r1)) acts as a magnifying glass and enables one to
see features of ρ that are not readily apparent in ρ itself [6] [7]. This is demonstrated for
a simple example: If one makes a plot of the function f1(x) = x
2 − sin(x), the sinusoidal
oscillations of sin(x) are not visible in the plot of f1(x) (see Figure 4.5 a). They are,
however, clearly visible in the plot of the second derivative of f1(x) (see Figure 4.5 b).
Thus, the topology of the second derivative reveals the deeper fine structure of f1(x).
From the analysis of the 2D contour plot of the Laplacian (see Figure 4.6 left panel)
we notice that the valence shell charge (VSC) of the C or O atoms noticeably deviates
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from spherical symmetry (as in a free atom) due to the chemical bonding. Thus, the VSC
of the C atoms exhibit a local maximum along the C-C bond and along each of the C-O
bond paths (see Figure 4.6 left panel).
Concerning the O atoms, the manner in which their charge distribution is distorted
depends on the bonds they are involved in. For a carbonyl oxygen atom the VSC exhibits
two co-planar non-bonded charge concentrations (see Figure 4.6 left panel). Their number
and spatial localization with respect to the C=O bond (i.e. in-plane with this one) suggest
that these are sp2 lone pairs. Important to notice here is that while one of these sp2 lone
pairs points toward the vacuum, the other one is quite in line with the H atom of a
neighboring oxalic acid molecule (see Figure 4.6 left panel and right-down panel) which
is likely to support the formation of an inter-molecular H bond.
Similar with the carbonyl oxygen atom, the VSC of the hydroxyl oxygen atom shows
also two non-bonded charge concentrations (see Figure 4.6 right-up panel). However,
these are not in the same plane with the O-H and O-C bonds in which the hydroxyl
oxygen atom is involved. Their spatial position as well as their number suggest that these
lone pairs result from sp3 hybridization.
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
Conformer
Bond Length (A˚)
C1C2 C1O3 C2O4 C1O5 C2O6 O6H7 H7O3 H7O4′ O5Cu8 O3Cu9
dd 00 00 1.570 1.265 1.209 1.260 1.333 0.989 2.260 2.158 1.937 1.986
tTt 1.556 1.210 1.210 1.340 1.340 0.990 2.091 — — —
Table 4.2: Bond lengths of oxalic acid in the dd 00 00 configuration on Cu(011) surface
and in the tTt isomer in vacuum.
`
`
`
`
`
`
`
`
`
`
`
`
``
Conformer
Angle (◦)
O3C1O5 O4C2O6 C2C1O3 C1C2O4 C2C105 C1C2O6 C2O6H7
dd 00 00 127.99 123.28 117.60 120.36 114.39 116.34 113.04
tTt 125.56 125.56 121.74 121.74 112.68 112.68 105.06
Table 4.3: Angles within the oxalic acid in the dd 00 00 configuration on Cu(011) surface
and in the tTt isomer in vacuum.
`
`
`
`
`
`
`
`
`
`
`
`
`
``
Conformer
Angle (◦)
C1O3Cu9 C1O5Cu8 O3Cu9Cu8 O5Cu8Cu9
dd 00 00 117.92 122.97 86.60 84.44
Table 4.4: Angles between the adsorbed oxalic acid conformer and the Cu(011) surface
atoms.
Instead of the already mentioned inter-molecular H-bond, an intra-molecular H bond
between the H7 atom and the O3 atom (see Figure 4.4) might appear for the dd 00 00
structure. The distance between these two atoms is 2.26 A˚ and the orientation of the
O and H orbitals does not exclude their interaction (see Figure 4.6). We have to notice,
however, that if such an interaction is present then it is definitely weaker than in the
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h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
hh
Conformer
Dih. angle (◦)
H7O6C2O4 H7O6C2C1 O6C2C1O3 O4C2C1O5
dd 00 00 179.98 0.11 1.18 1.10
tTt 180.00 0.00 1.20 1.20
Table 4.5: Dihedral angles within the adsorbed oxalic acid conformer of the dd 00 00
structure and its vacuum tTt acid.
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
hh
Conformer
Dih. angle (◦)
C2C1O3Cu9 C2C1O5Cu8
dd 00 00 179.47 178.23
Table 4.6: Dihedral angles between the adsorbed oxalic acid conformer and the Cu(011)
surface atoms.
free molecule (tTt conformer). This is due to the structural modification induced to the
molecule upon adsorption (i.e. elongation of the C1C2 bond, opening of the C1C2O6 and
C2O6H7 angles).
So far we have only discussed the impact of adsorption on the oxalic acid molecules.
However the presence of the adsorbates does also have an influence on the Cu(011) sur-
face layers. Compared with the ideal bulk positions of the Cu layers, the presence of the
adsorbates leads to a small inward relaxation of both first and second layer (by 3.52%
and 1.41%, respectively). Their position is then much closer to the position of the layers
in the bulk Copper than at the clean surface. This is to be expected due to the more
appropriate coordination number of the Cu atoms upon adsorption of molecules.
4.1.2 Electronic properties: work function modification, charge
differences and Schottky barriers
Proceeding with the discussion of the electronic properties of the dd 00 00 structure, we
first analyze the change of the work function △Φ brought about by the adsorption of
the oxalic acid molecules onto the clean Cu(011) surface. For the clean Cu(011) surface
we had a work function of Φ = 4.421 eV (see Chapter 3), for the system obtained after
the adsorption of the oxalic acid in the dd 00 00 conformation we find a work function of
about Φ = 7.822 eV. This increase of the work function can be easily seen in Figure 4.7
where we have plotted the local potential as a function of positions perpendicular to the
surface (x -direction). In order to demonstrate the different work functions of the clean
surface and of the surface with adsorbed oxalic acid we have extended the asymmetric
slab one more time in the x -direction. Note that on the left hand side of diagram 4.7a the
clean Cu(011) surface is shown (unreconstructed bulk terminated) with a work function
Φ1 = 4.368 eV, and on the right hand side the adsorption layer with a work function Φ2
= 7.822 eV. When the reconstruction of the clean surface is taken into account, the work
function changes to Φ1 = 4.421 eV. Note also that the local potential is not continuous
at the boundary of the supercell. Due to the asymmetry of the cell with two different
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surfaces a dipole exists at the boundary, which has been taken into account when calcu-
lating the total energy of supercells in the VASP code.
The modification of the work function, after the adsorption process, is caused by the
charge reorganization at the molecule-surface interface. More precisely, it gives us infor-
mations about the direction and extent of the surface-adsorbate electronic charge transfer.
Typically, a Φ increase implies substrate to adsorbate charge transfer, while a Φ decrease
implies adsorbate to substrate charge transfer. Applying this rule of thumb to our system,
we deduce that electrons are transferred from the Cu surface atoms to the O atoms, due
to the adsorption. This is definitely very reasonable given that the electronegativity of
Cu is of only 1.9 while the one of O is 3.5. As a consequence of this charge transfer we
get an excess of negative charges on the outside and an excess of positive charges on the
inside of the surface. This leads to a positive dipole (pointing outward) that reinforces
the original surface dipole (due to the common phenomenon of electron “spill out“ at any
surface) causing thus an increase of the work function.
The magnitude of this dipole can be found using the Helmholtz equation which reads:
µx =
ǫ0
e
· A ·∆Φ (4.2)
where ǫ0 = 5.52635 ·10−3 · e
V ·A˚
is the permittivity of the vacuum, e the elementary charge,
A the surface area (in A˚2), ∆Φ the work function difference (in eV) and µx the component
of the dipole moment directed along the surface normal (in electron-Angstro¨m eA˚). (An
alternative formula is µx = (
1
12·π ) · A ·∆Φ where the symbols have the same meaning as
before but the dipole moment is obtained in Debye (D) instead of eA˚). According to this
equation the dipole moment along the surface normal for the dd 00 00 structure has a
magnitude of 0.702 eA˚(3.376 D). The dipole moment obtained this way can be further
expressed as the sum of the x-component of the dipole moment of the molecular monolayer
(µML) in the absence of the copper substrate and the x-component of the dipole moment
created through the charge transfer/reorganization that accompanies the chemical bond
formation between the molecules and the surface (µbond), according to:
µx = µx,bond + µx,ML (4.3)
In order to calculate µx,ML we have used the ML geometry as obtained from the op-
timized structure of the ML adsorbed on the Cu(011) surface. We point out that this
means that we have used the radical COOH-COO instead of the less reactive COOH-
COOH molecule. This was done in order to avoid the loss of generality of the analysis
which would follow in the case a certain position for the H atom would have been chosen.
With this approach we obtain a value of -0.210 eA˚(-1.009 D) for the µx,ML. This means
that the ML-dipole is directed from the vacuum to the surface (pointing inward). On the
contrary, the total dipole µx= 0.702 eA˚ is pointing outward. We conclude that the largest
contribution to the work function increase comes from the interface dipole and not from
the inner ML dipole.
A visual impression of the interface dipole can be gained by plotting the layer resolved
charge density difference. We define the charge density difference ρdiff through:
ρdiff = ρ− (ρCu(011) − ρML) (4.4)
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where ρCu(011) and ρML denotes the charge density of the clean Cu(011) surface and of
the isolated oxalic molecular layer, respectively, both with the geometry as obtained from
the optimized structure of the ML adsorbed onto the Cu(011) surface. By averaging the
charge density in planes parallel to the Cu(011) surface, we obtain a one-dimensional rep-
resentation of the charge density. From the inspection of this plot (Fig. 4.8) we find that
a series of alternating regions of charge accumulation (ρdiff > 0) and charge depletion
(ρdiff < 0) (i.e. dipoles) appears due to the adsorption. As expected, the strongest dipole
occurs along the Cu-O bond and it is due to a charge transfer of about 0.4e− from the
Cu surface to the ML. This dipole is the one which appears to be mainly responsible for
the work function increase. A compensating contribution comes definitely also from the
opposite variation of the charge inside the ML.
An interesting consequence of the substrate-ML charge transfer is the decrease of the
hole injection barrier from the Cu(011) towards the ML. This follows from the fact that a
Cu-ML charge transfer results in a lowering of the Fermi level (or an increase of the work
function) on the metal side and a slight increase of the HOMO energy on the ML side.
If the charge transfer would have taken place from the ML towards the substrate then
it would have been the electron injection barrier -or the Schottky barrier- which would
have been reduced. Both cases are schematically illustrated in Fig. 4.9 (upper panel).
These aspects appear clearly when comparing the total DOS plots for the clean Cu(011)
surface, ML in vacuum and the ML adsorbed onto the Cu(011) surface (see Fig. 4.9).
We see then that the hole injection barrier is, after adsorption, about 0.664 eV while
the Schottky barrier (i.e. the electron injection barrier) is about 2.966 eV. It is clear
from these numbers that the electron current is almost completely suppressed following
the adsorption, while the hole injection is sensibly favored. Such a behavior might be
useful in designing certain optoelectronic devices (e.g. photovoltaic devices) for which it
is important to fully block one type of charge carriers (in this case the electrons).
The investigation of the gap region between HOMO and LUMO (Fig. 4.10) reveals
a clearly non-zero molecular LDOS in this energy region. Thus, similar to the known
metal-semiconductor junction case, the interaction between the metal and the ML gives
rise to what one might call metal-induced-gap-states (MIGS). The intensity of the MIGS
peaks is smaller by about one order of magnitude than the average intensity of the ML
PLDOS. However, this is somehow to be expected as these are states in the gap domain.
For smaller gaps these states can play an important role in electron tunneling between
the HOMO and the LUMO states.
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Figure 4.9: Up: sketch of the impact of the increased/decreased of the interface dipole
on the electronic levels at the metal/organic interface. When the interface dipole is
increased the hole injection barrier (HIB) is decreased and the electron injection barrier
(EIB) increased. When the interface dipole is decreased the opposite effect occurs. Down:
comparative plots of LDOS for the clean Cu(011), ML in vacuum and ML adsorbed onto
Cu(011). Fermi level - red lines, HOMO/LUMO - blue lines. The zero value is put at the
vacuum potential energy of the 3 systems. The vacuum value is taken to be the one from
the right(relaxed Cu surface)/left(at the deprotonated group of the ML)/right(molecular
layer on Cu) side of the systems).
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Figure 4.10: Up-left: LDOS for ML and Cu atoms; Up-right: same as before but em-
phasizing now the region in the immediate vicinity of the Fermi level. The electron/hole
injection barrier are also schematically displayed. In the inset a clearer image of the
molecular MIGS is given. Middle-left: Plot of the spatial variation of HOMO for the ML
in vacuum (with the same geometry as adsorbed), Middle-right: Plot of the spatial varia-
tion of HOMO for the adsorbed ML. Down-left: Plot of the spatial variation of LUMO for
the ML in vacuum, Down-right: Plot of the spatial variation of LUMO for the adsorbed
ML.
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4.2 dt 00 37 structure
4.2.1 Structural analysis
As we have previously mentioned, the dt 00 37 structure (see Fig. 4.11) is found to be the
most stable configuration in our calculations, and the only one in our study to contain two
distinct oxalate conformers, i.e. the tTt conformer (with the H atom down-oriented) and
the cpTpc-rot conformer (with the H atom up-oriented). Such a mixed tTt - cpTpc-rot
coverage can indeed be expected to be formed with high probability, given the fact that
the oxalic acid molecule itself exists in vacuum as a mixture of at least three conformers,
each of them with different positions for the H atoms: In an oxalic acid solution one
can typically identify the tTt conformer - with two inward-oriented hydrogen atoms-, the
cpTpc conformer -with two outward-oriented hydrogen atoms- and the cTt conformer
-with one inward- and one outward- oriented hydrogen atom.
Due to the adsorption both the tTt and the cpTpc-rot conformers suffer structural
modifications, owed to their interaction with the Cu surface and with the neighboring
conformers.
The interaction with the Cu surface is manifested mainly in the deprotonation of the
lower COOH group and in bond/angle modifications for the remaining COO radical. The
angle O3C1O5 is found to be more open following the interaction with the surface while
the C1O3 and the C1O5 bonds have sensibly modified lengths when compared with the
findings from the molecule in vacuum (see Table 4.7). All these facts, together with the
relatively short Cu-O bonds, indicate a strong attractive interaction between the oxalic
acid molecules and the Cu (011) surface. An interesting aspect to notice here is that while
the cpTpc-rot has relatively equal Cu-O bonds (1.953/1.945 A˚) the Cu-O bonds of the
tTt conformer are slightly unequal (1.941/1.982 A˚). The explanation for this somehow
different binding may lie in the position of the upper COOH hydrogen atom. While in the
cpTpc-rot conformer the H atom is upward oriented and in no contact with the lower COO
group, in the tTt isomer the H atom is downward oriented and might interact through a
H bond with one of the lower oxygen atoms. This will lead, as it is actually observed (see
Table 4.7), to a longer Cu-O bond on the side of the hydrogen (due to the participation
of the O atom also in the H bond).
Concerning the molecule-molecule interactions, we first notice that in addition to the
above mentioned intra-tTt H bond we ought to be concerned also with the possibility of
having inter-molecular hydrogen bonds between the [011¯] aligned tTt conformers. From
a structural point of view, this seems to be confirmed by the significant opening of the
C2O6H7 angle (to 112
0 compared to 1050 for the vacuum tTt isomer) and by the modifi-
cations of the O3C1C2 and C1C2O6 angles (see Table 4.8).
However, the fact that the inter-tTt hydrogen bond is structurally possible does not
automatically mean that it also will be formed. Bonding restrictions have to be considered.
Thus, no H atom can take part in two hydrogen bonds at the same time. And the H
atom responsible for the inter-tTt hydrogen bond is the same as the H atom which is
responsible for the intra-tTt hydrogen bond. As this H atom is also involved in a covalent
bond (within the OH group) we conclude that only one of the two hydrogen bonds will
actually be formed. Which of them it can not be, however, decided only on the basis of
the structural parameters.
While the tTt conformers can be involved in either intra- or inter- tTt H bonds, the
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situation is different for the cpTpc-rot conformers. Here, due to the non-planar structure
of the conformers, the O · · ·H distances become so large (∼ 4.3 A˚) that no inter-(cpTpc-
cpTpc) hydrogen bond can be accommodated. Intra-cpTpc hydrogen bonds are possible
but, as in vacuum, less probable than for the tTt conformer, due to the larger O · · ·H
distance.
Last, but not least, we want to point out the influence of the presence of the cpTpc-
rot conformer on the tTt geometry. While in dd 00 00 structure the influence of one tTt
conformer on another tTt conformer - along the [100] direction - is relatively small, in
the dt 00 37 structure the presence of the non-planar cpTpc-rot conformer along the [100]
direction changes the conditions. A certain non-planarity it is found now to be induced
in the tTt conformer as the H7O6C2O4 and the H7O6C2C1 dihedral angles are about 7.5
◦ (see Table 4.10). As these values do not appear in the analysis of the previous system
(dd 00 00) they can be only the result of the presence - along the [100] direction - of the
cpTpc-rot conformer instead of the more planar tTt one. No other significant difference
appears between the tTt geometry in the dd 00 00 system and the tTt geometry in the
dt 00 37 system.
As we have previously noticed in the study of the dd 00 00 system, an adsorption
process does not affect only the adsorbates but also the adsorbent. Thus, following the
adsorption process of the oxalic acid molecules onto the Cu(011) surface, the inter-layer
spacing of the previously clean Cu(011) surface is found to be modified. More precisely -
compared to the ideal bulk positions of the Cu layers - we identify a small inward relaxation
of both first and second Cu layers (by −3.69% and −1.72%, respectively) following the
molecular deposition. These average displacements (calculated as
∑n
i=1 L1i −
∑n
i=1 L2i
n
,
where the index i runs over the x coordinates of the n atoms of a layer and L1, L2 are
the first and second Cu layer, respectively) are quite similar to the ones we obtained
for the dd 00 00 system, i.e. −3.52% for the first layer and −1.41% for the second one.
This agreement is maintained even if, for the dt 00 37 system, we consider the average
displacement per molecule and not per layer (for the first layer!).
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Conformer
Bond Length (A˚)
C1C2 C1O3 C2O4 C1O5 C2O6 O6H7 H7Ox H7O4′ O5Cu8 O3Cu9
tTt (vacuum) 1.556 1.210 1.210 1.340 1.340 0.990 2.091 - - -
tTt (dd 00 00) 1.570 1.265 1.209 1.260 1.333 0.989 2.260 2.158 1.937 1.986
tTt (dd 00 00)− (h.a.)∗ 1.570 1.265 1.209 1.261 1.332 0.989 2.255 2.156 1.934 1.986
tTt (dt 00 37) 1.568 1.266 1.208 1.259 1.337 0.989 2.217 2.237 1.948 1.976
tTt (dt 00 37)− (h.a.)∗ 1.567 1.265 1.209 1.260 1.335 0.989 2.228 2.237 1.941 1.982
cpTpc-rot (vacuum) 1.551 1.205 1.205 1.360 1.360 0.982 2.331 - - -
cpTpc-rot (dt 00 37) 1.555 1.262 1.204 1.262 1.353 0.983 2.360 4.018 1.942 1.961
cpTpc-rot (dt 00 37)− (h.a.)∗ 1.558 1.263 1.205 1.260 1.352 0.982 2.355 - 1.953 1.945
Table 4.7: Bond length for vacuum and adsorbed oxalic acid isomers. The configurations
noted with ”-(h.a.)∗” refer to structures for which the largest allowed force was of 0.038
mRy/a.u. (i.e. higher accuracy). For all the other structures the largest allowed force was
of 1 mRy/a.u.
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Figure 4.11: (up) Top view of the dt 00 37 structure. Notice the two distinct conformers
which cover the surface. (down) Slightly tilted view for the same structure. The atom
numbering corresponds to the one from Tables 4.7 - 4.11
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Conformer
Angle (◦)
O3C1O5 O4C2O6 C2C1O3 C1C2O4 C2C105 C1C2O6 C2O6H7
tTt (vacuum) 125.56 125.56 121.74 121.74 112.68 112.68 105.06
tTt (dd 00 00) 127.99 123.28 117.60 120.36 114.39 116.34 113.04
tTt (dd 00 00)− (h.a.)∗ 127.98 123.34 117.66 120.38 114.34 116.27 112.86
tTt (dt 00 37) 127.99 123.10 116.82 121.15 115.16 115.69 111.85
tTt (dt 00 37)− (h.a.)∗ 128.08 123.01 117.12 121.03 114.78 115.90 112.18
cpTpc-rot (vacuum) 125.93 125.96 124.47 124.41 109.56 109.59 105.52
cpTpc-rot (dt 00 37) 128.43 126.71 117.33 123.47 114.22 109.78 106.92
cpTpc-rot (dt 00 37)− (h.a.)∗ 128.41 126.62 116.23 123.34 115.33 110.02 106.77
Table 4.8: Angles (I) within the oxalic acid molecule in vacuum or adsorbed on the
Cu(011) surface. For the meaning of ”-(h.a.)∗” see Table 4.7
`
`
`
`
`
`
`
`
`
`
`
`
`
``
Conformer
Angle (◦)
C1O3Cu9 C1O5Cu8 O3Cu9Cu8 O5Cu8Cu9
tTt (dd 00 00) 117.92 122.97 86.60 84.44
tTt (dd 00 00)− (h.a.)∗ 118.51 122.42 86.05 85.01
tTt (dt 00 37) 118.71 121.71 86.07 84.74
tTt (dt 00 37)− (h.a.)∗ 118.81 121.88 85.94 85.13
cpTpc-rot (dt 00 37) 120.39 119.51 84.68 86.15
cpTpc-rot (dt 00 37)− (h.a.)∗ 120.49 119.95 85.48 85.63
Table 4.9: Angles (II) between the adsorbed oxalic acid conformers and the Cu(011)
surface atoms. For the meaning of ”-(h.a.)∗” see Table 4.7
4.2.2 Electronic structure: electron localization function analy-
sis, work function modification, charge differences, Schot-
tky barriers
Electron localization function (ELF) analysis
As a first step in our electronic analysis we start with the investigation of the electron
localization function (ELF) for our dt 00 37 system. Introduced by Becke and Edgecomb
in 1990 [8] and further developed by Savin, Silvi and collaborators [9], [10], [11], [12], [13]
ELF is a measure of the probability of not finding in the neighborhood of a given electron
another electron of the same spin. ELF is thus a local measure of the Pauli repulsion
between electrons, due to the exclusion principle.
For a closed shell single determinantal wave function built from Hartree-Fock or Kohn-
Sham orbitals φi, the ELF function at position r is defined as:
ELF (r) =
1
1 + ( D(r)
Dgas(ρ(r))
)2
(4.5)
where:
4.2 dt 00 37 structure 101
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
hh
Conformer
Dih. angle (◦)
H7O6C2O4 H7O6C2C1 O6C2C1O3 O4C2C1O5
tTt (vacuum) 180.00 0.00 1.20 1.20
tTt (dd 00 00) 179.98 0.11 1.18 1.10
tTt (dd 00 00)− (h.a.)∗ 179.85 0.10 0.19 0.21
tTt (dt 00 37) 172.46 10.11 2.02 0.78
tTt (dt 00 37)− (h.a.)∗ 174.37 7.26 2.28 1.51
cpTpc-rot (vacuum) 0.29 178.36 25.31 25.29
cpTpc-rot (dt 00 37) 2.39 176.16 37.99 36.32
cpTpc-rot (dt 00 37)− (h.a.)∗ 0.19 179.38 29.07 28.20
Table 4.10: Dihedral angles (I) within the vacuum/adsorbed oxalic acid conformers. For
the meaning of ”-(h.a.)∗” see Table 4.7
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
hh
Conformer
Dih. angle (◦)
C2C1O3Cu9 C2C1O5Cu8
tTt (dd 00 00) 179.47 178.23
tTt (dd 00 00)− (h.a.)∗ 179.83 178.81
tTt (dt 00 37) 179.25 172.53
tTt (dt 00 37)− (h.a.)∗ 179.30 176.01
cpTpc-rot (dt 00 37) 177.88 173.75
cpTpc-rot (dt 00 37)− (h.a.)∗ 178.78 177.86
Table 4.11: Dihedral angles (II) between the adsorbed oxalic acid conformers and the
Cu(011) surface atoms. For the meaning of ”-(h.a.)∗” see Table 4.7
D(r) =
1
2
N∑
i=1
|∇φi(r)|2 − 1
8
|∇ρ(r)|2
ρ
(4.6)
Dgas(ρ(r)) =
3
10
(3π2)
2
3ρ(r)
5
3 (4.7)
and
ρ(r) =
N∑
i=1
|φi(r)|2 (4.8)
Examination of the D(r) term from equation (4.6) reveals that this is nothing else
than the difference between the local kinetic energy of a fermionic system (1
2
N∑
i=1
|∇φi|2,
calculated for example in any Kohn-Sham based method) and the local kinetic energy
of a bosonic system (1
8
|∇ρ|2
ρ
- also known as the von Weizsacker functional [14]) with the
same density as the fermionic one. Therefore this term is the excess kinetic energy (due
to the Pauli exclusion principle) which a fermionic system has when compared with a
bosonic system of the same density. In a region where this excess kinetic energy is small
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the Pauli principle has little influence on the behavior of the electrons, as it happens for
the isolated electrons or for the opposite spin electronic pairs (bonding pairs, lone pairs).
Conversely, a large excess kinetic energy will correspond to a more delocalized (i.e. not
localized in a bond) state of the electrons.
As we see from equation (4.5) the ELF is defined as inverse this Pauli energy, which
means that this function will have high values in regions where one expects bonds and lone
pairs and lower values where one would expect a more delocalized state for the electrons.
As a scaling factor for the excess kinetic energy Becke chose the kinetic energy of a
homogeneous electron gas - Dgas(ρ(r)) - of density equal to the local value of ρ(r) of the
analyzed system. The ratio D(r)
Dgas(ρ(r))
obtained this way is then a dimensionless localization
index calibrated with respect to the uniform-density electron gas taken as a reference.
ELF values as calculated from transformation (4.5) are found to vary between 0 and
1 (i.e. 0 ≤ ELF ≤ 1), with ELF values from 0.5 to 1 when in the vicinity of one electron
no other electron of the same spin can be found (as it occurs in bonding pairs or lone
pairs) and with ELF values less than 0.5 when the electrons are delocalized.
With the electron localization function we obtain a more visually informative picture
on the chemical bonding for our studied systems. We do not plot the charge density
because the density itself is not very suitable to visualize the chemical bonding: it does
not peak at the positions of the bonds, the lone pairs are quite poorly represented, etc.
In Figure 4.12 we give a graphical representation of the ELF for the two oxalate
conformers the dt 00 37 structure contains. The left side of the figure depicts three
dimensional isosurface maps that correspond to an ELF isovalue (η) of 0.855, whereas
the right images shows two dimensional color maps of the ELF in the planes in which
the molecules reside. For the cpTpc-rot conformer - which has the two COO groups in
different planes - we have chosen a plane which can exhibit most of the electronic structure
of the radical. Irrespective of the choice made a certain softening in the representation
of some molecular orbitals cannot be avoided. This is actually the reason for the poor
representation of the cpTpc-rot’ sp2 orbital in the two-dimensional cross section.
The three dimensional representation of the ELF isosurfaces shows strong localization
domains for the lone pairs of the oxygen atoms and for the bonding pairs involved in the
C-C, Cu-O and O-H bonds. On the other hand, the regions of the C-O single and double
bonds are comparatively strongly contracted, but they do show the expected distribution
when plotted with a lower isosurface parameter.
Somehow puzzling might appear the fact that we have a high localization near the H
atom. But as most of the hydrogen electronic charge is taken by the oxygen the remaining
part will necessarily be very localized (i.e. there is a very small probability to encounter a
same spin - same spin electron interaction). This confirms one of the less intuitive features
of the ELF, namely that the ELF can have large values in regions of very low electronic
density.
We would like to point out that the largely positive H atoms play an important role
in the functionalization process. When found in an upward-position these atoms can be
replaced by a molecule having a positive ending group or by a group I element. When
found in a downward-position such a substitution is however no longer possible, instead
possible is the access to the C-O bond orbitals and through them to the replacement of
the whole OH group with another negative group or atom (e.g. Cl−). In the former case
the access to these orbitals is hindered by the upward positioning of the reactive H atom,
while now one has to overcome only the relatively inert oxygen sp3 lone pairs.
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The character (sp2 or sp3) of the pronounced O lone pairs from Fig. 4.12 has been
clarified on the basis of the number of visible maxima, on the shape of the orbitals and
on the electron counting rule. Thus, the double bonded carbonyl oxygen exhibits a clear
sp2 hybridization with the two sp2 lone pairs clearly shown by the ELF 3D plots. For the
other (H-bonded) upper oxygen atom, the ELF plots depict only one lone pair basin but
with the typical ”bean”-shape corresponding to two electron pairs of an sp3 hybridization.
It is worth mentioning here that, as previously reported for the water oxygen [13], for most
values of the isosurface parameter η the two sp3 lone pairs of the upper COOH oxygen are
not separated and only do so very near to the maximum value of η. Finally, the surface-
bonded oxygen atoms also show a nonbonding ”bean”-shape isosurface, additionally to
their two bonds.
The spatial position of the oxygens lone pairs, as exhibited by our ELF plots, is helpful
not only to clarify the atoms’ hybridization but also to localize the possible proton docking
sites [13]. The electron lone pairs can chemically behave as anchor points for a radical e.g.
they may attract a ”travelling” proton in an acidic environment, they can get involved
in H-bonds, etc. As can be clearly seen from Fig. 4.12 depending on the conformer (tTt
or cpTpc-rot) these proton - lone-pair interactions might take place either at both upper
COOH oxygen atoms or only at one oxygen atom.
Compared with the 3D plots, the two dimensional ELF color maps are somehow more
revealing as they are not restricted to a fixed isovalue. The C-O and C=O bonding
localized electrons appear now clearly close to the oxygen atoms, and one might notice
also the weak localization regions around the Cu atoms. The explanations for this quite
weak localization near the Cu atoms are: (a) Cu is a metal so we do expect the 4sp
electrons to be more delocalized than in a molecule; (b) in our calculations we have used
for Cu only its 3d-electrons and no 3sp-electrons and the electron localization function is
known to scale inverse proportionally with l(l+1)
r2
. Thus the ELF will be larger for small l
(e.g. s-electrons) and smaller for high l (e.g. the d -electrons). This because the probability
of same spin electron interactions is higher as the l grows. Should we have included in
our calculation for Cu also some of its s and p electrons the ELF would have been more
intense (but with the same topography!).
Work function variation by the adsorption of the oxalic acid molecular layers
We continue our electronic analysis by investigating the modification brought to the
Cu(011) surface work function by the adsorption of the oxalic molecular layer. Defined
as the minimum energy required to move an electron from the dt 00 37 surface to a point
far away into the vacuum, the work function Φ has been evaluated from the expression:
Φ = Vvac − EF (4.9)
where:
Vvac is the asymptotic electrostatic potential in the vacuum region and EF is the Fermi
energy. Vvac was obtained from the calculation of the average electrostatic potential in
the yz -planes of the slab, i.e.
V (x) =
1
A
∫ ∫
cell
V (x, y, z)dydz (4.10)
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Figure 4.12: Electron Localization Function (ELF) plots. (up-left) Electron localization
domains (bonds, lone pairs) for dt 00 37, H-down molecule. Notice the position of the
vacuum exposed orbitals (particularly the sp3 orbitals). η (isovalue) = 0.855. (up-right)
2D plot of the ELF for the dt 00 37 structure, H-down molecule. (down-left) Same as in
(up-left) but for the H-up molecule. Notice the change in the position of the sp3 orbitals
with the change in the orientation of the H atom. (down-right) Same as in (up-right)
but for H-up molecule. The orbitals show less intensity (particularly O’s sp2) because the
molecule is not planar. Thus not all orbitals can be equally clearly displayed.
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Figure 4.13: Up-left: Local potential for the dt 00 37 structure; Up-right: work function
variation for different conformers of the adsorbate ML; Down-left: charge difference varia-
tion for different conformers of the adsorbate ML; Down-right: ∆V variation for different
conformers.
with A the area of the surface unit cell and V (x, y, z) the total electrostatic potential.
In general V (x) is found to reach its asymptotic value - Vvac - within a distance of a few
A˚ from the surface.
In Figure 4.13 we give a pictographical representation for the planar averaged potential
V (x) corresponding to the dt 00 37 structure. In addition, the minimum and the maxi-
mum electrostatic potentials are also displayed. The reason for these additional plots is
that, due to the averaging process the average electrostatic potential is not very structure
connected. The minimum electrostatic potential shows the structure quite clearly, since
the extrema lie in the vicinity of the nuclei. The maximum electrostatic potential was
plotted just for comparison.
However, irrespective of the electrostatic potential chosen their values will coincide
in the asymptotic regions. The left asymptotic region of these potentials allows one to
calculate the work function for a clean and unrelaxed Cu(011) surface. We will not be
concerned with this value as our reference is the work function for a clean and appropri-
ately relaxed Cu (011) surface. The difference between the two is however pretty small
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- less than 0.14 eV - and so one can safely visually approximate one by the other. The
right asymptotic region allows to obtain an estimate for the work function of the SAM
(self-assembled monolayer) covered surface. We estimate the work function for the cov-
ered surface in the dt 00 37 configuration to be of Φ2 = 6.257 eV. Compared with the
clean (and relaxed) Cu(011) surface this means an increase by about 1.836 eV. Such an
increase is not unusual and previous studies [15] do speak about the possibility to increase
(or decrease) the noble metals work function - by up to 3 eV - through an appropriate
choice of the adsorbed self-assembled organic monolayers.
However, it is surprising that going from the dd 00 00 structure to the dt 00 37 struc-
ture we have a modification (i.e. a decrease) of the work function by more than 1.5 eV.
As the two structures differ mainly through the replacement of a planar tTt conformer
(H down) with a non-planar cpTpc-rot conformer (H up) we have tried to get more in-
sight into how this modification does affect the surface workfunction. In this direction
we have further calculated the work function for the tt 29 29 a system, which has two
non-planar cpTpc-rot conformers (H up) in the unit cell (see Fig. 4.2). The work function
for this system was found to be even lower by almost 1.4 eV (Φ2 = 4.887 eV). While this
confirms our suppositions about the impact of a tTt → cpTpc-rot replacement on the
work function variation, it does not really clarify the physical origin of this variation. Is
it the non-planarity of the cpTpc-rot conformers which leads to this variation? Is it the
different position of the H atom (up/down)? Is there a difference in the charge trans-
fer depending on the conformer? In order to discriminate between the first two effects
we have calculated the work function also for the tt 00 00 system, which contains two
planar cpTpc (H up) conformers (see Fig. 4.3). Essentially, the only difference between
the dd 00 00 structure and the tt 00 00 structure is the position of the H atoms. In any
other respect (bond lengths, angles, planarity) the two systems are almost identical. In
spite of this the work function of the tt 00 00 system is found to be 2.78 eV lower than
that of the dd 00 00 structure, while only a difference of 0.15 eV is found when compared
with the non-planar tt 29 29 a structure (see Table 4.12). Based on this information we
conclude that the most important reason for the work function variation - over a 3 eV
interval - is the position of the H atom (up or down). The non-planarity of the molecule
plays a very minor role. The different H positions influence the dipole moment of the
molecule and through this the dipole moment of the entire system, and consequently the
work function.
Structure Φtot ∆Φ µtot µCu011 ∆µ = (µSAM+ µint) ∆EH−Ef ∆EEf−L IPSAMadsorbedright ∆EH
dd 00 00 7.821 3.400 1.616 0.903 0.713 -0.282 0.996 -0.663 -2.966 8.484 0.496
dd 68 68 6.523 2.102 1.348 0.902 0.445 -0.420 0.865 -0.968 -3.266 7.491 0.766
dt 00 37 6.257 1.836 1.293 0.903 0.389 -0.509 0.898 -0.756 -2.860 7.013 0.584
tt 00 00 5.040 0.619 1.041 0.902 0.139 -0.727 0.866 -0.717 -2.712 5.757 0.256
tt 29 29 a 4.887 0.466 1.010 0.902 0.107 -0.752 0.859 -0.781 -2.931 5.668 0.398
Table 4.12: Total work function (Φtot), work function increase with respect to the clean
Cu(011) surface (∆Φ), total dipole (µtot), dipole for the uncovered Cu(011) surface
(µCu011), molecular layer dipole (µSAM), interaction dipole (µint), HOMO energy rela-
tive to EF (∆EH−Ef ), LUMO energy relative to EF (∆EEf−L), ionization potential of
the adsorbed SAM (IP SAMadsorbedright ), HOMO level shift through adsorption (∆EH)
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In order to better quantify this aspect, as well as the impact of the charge transfer
on the work function variation, we decompose for each system the total workfunction
in a clean Cu(011) component (with the atomic positions in the top two layers of the
surface as in the adsorbed system), a monolayer component (with the atomic positions
in the molecules as in the adsorbed system) and an interface component associated with
the charge transfer and reorganization that accompanies the chemical bond formation
between the monolayer and the surface:
Φtot = ΦCu(011) +∆Φ = ΦCu(011) + (ΦSAM + Φint) (4.11)
By the use of classical electrostatics a dipole moment can be associated with each of
these components:
µtot = µCu(011) +∆µ = µCu(011) + (µSAM + µint) (4.12)
The theoretical values for each dipole moment contribution to the total value of the
work functions are displayed in the Table 4.12. We notice that the interface dipole - while
quite large - is nevertheless nearly constant for all adsorbed ML and thus it can not be
made responsible for the work function variation with the change of the conformers. The
variation of the work function comes exclusively from the inherent dipole moments of the
molecules, which is largely determined by the position of the H atom.
We thus see that the location of the H atom it is not only important in deciding the
type of reaction which can take place at a surface but also in setting the value for the
total work function of the adsorbed system. This last property is particularly important
as a lot of work it is put nowadays in finding efficient ways for the (in-situ) variation of
the systems work function. The general approach to achieve this is by atom substitution
i.e. one replaces one atom with another in order to induce a dipole moment modification
and thus a different work function. As we have shown a very efficient alternative way is
to vary the position of some atom or group of atoms such that the distance between the
center of the positive and negative charges gets modified and thus the dipole moment.
(As µ = q · l - where µ a dipole moment, q a charge and l the displacement vector - a
modification of either q or l will lead to a modification of µ). Such an approach allows
one to deal with similar chemical systems, but with a completely different behavior when
it comes to the electronic transport. For example, the extraction of an electron from a
Cu adsorbed cpTpc-rot conformer with a work function of 5 eV will be far easier than
the extraction of an electron from the Cu adsorbed tTt conformer, which has a work
function of almost 8 eV. This effect will be visible in photoemission experiments, STM
measurements where a different vacuum level alignment between the sample and the tip
will take place depending on the position of the H atom, etc.
An even finer and larger variation of the work function might be obtained if one
combines the positional and the replacement approaches for the work function variation.
Thus, the H atom could be easily replaced by any group I element (Li, Na, K, ...) with
consequences on both bond length variation and local charge modifications.
In conclusion a substantial local control over some of the important electronic prop-
erties of the adsorbed systems can be obtained by modifying the position of the molecules’
hydrogen atoms.
While the variation of the work function with the change of the conformers is decisively
determined by the position of the H atoms, an important contribution to the total value
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of the work function for a given conformer comes also from the interface dipole. This
dipole has its origin in the charge transfer and reorganization which happens due to the
adsorption of the ML onto the Cu(011) surface and we find values of about 0.9 eA˚, only
slightly varying with the conformer (see Table 4.12). The direction of the charge transfer
- from the surface to the molecules - can be understood if we compare the work function
of the clean Cu(011) surface with the left ionization potential (IPleft) values of the MLs.
(see Table 4.13). The direction of the transfer is also consistent with the electronegativity
difference between the Cu and the O atoms, namely χ(Cu) = 1.9 and χ(O) = 3.5.
Structure ∆VSAM IPleft IPright µSAM ΦCu(011)
dd 00 00 -1.369 9.356 7.987 -0.282 4.369
dd 68 68 -2.032 8.758 6.725 -0.420 4.367
dt 00 37 -2.462 8.891 6.428 -0.509 4.371
tt 00 00 -3.520 9.020 5.500 -0.727 4.367
tt 29 29 a -3.641 8.910 5.269 -0.752 4.368
Table 4.13: Difference between the right and left vacuum levels of the MLs (∆VSAM),
the left and right ionization potentials (IPleft, IPright) obtained from the difference of the
respective vacuum level and EF , the dipole moments of the SAM (µSAM) associated with
the difference in the electrostatic potential across the ML(∆VSAM), the work function for
the clean - but with an ”as covered” geometry - Cu(011) surface. The units are in eV or
eA˚.
The fact that this interface dipole is nearly constant for different MLs can be explained
by the fact that all MLs bind to the surface through the same docking group - the COO
radical. Consequently it will be the same ML ionization potential (the IPleft) which will
interact with the same Cu outside potential in order to form a bond. It is thus natural
to expect not too much variation in the values of the µint.
A visual impression of the interface dipole (µint = µtot − (µCu(011) + µSAM)) can be
obtained from the plot of the charge density difference:
ρdiff = ρtot − (ρCu(011) + ρSAM) (4.13)
where ρtot denotes the charge density of the oxalate molecules adsorbed onto the Cu(011)
surface, and ρCu(011) and ρSAM represent the charge density of the clean Cu(011) slab
and of the molecular layer respectively, both in the same supercell and with the same
structure as in the adsorbed system. Averaging the charge density difference obtained in
this way in planes parallel to the Cu(011) surface
ρdiff (x) =
1
A
∫ ∫
cell
ρdiff (x, y, z)dydz (4.14)
leads to a one-dimensional curve which gives the variation of the charge along the axis
perpendicular to the surface (see Figure 4.13). From its inspection we notice first that
the charge distribution does not depend on the considered conformer. Further, the total
charge transfer is also the same for all adsorbed conformers. By integrating the positive
values of ρdiff we find that a total number of (1.30± 0.02)e are displaced. The additional
charge on each molecule of the layer is found to vary only between (0.22 - 0.25)e considering
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Figure 4.14: Up-left: 1D plot of the ∆V for the dt 00 37 structure; Up-right: 3D plot of
∆V for the same structure.
all studied conformations. This is in good agreement with the fact that similar values
were found for the four interfacial dipole moments.
We notice also that the charge perturbation - while larger at the Cu-O interface -
extends nevertheless over the entire molecule, i.e. there are sizable additional dipoles also
along the O-C bonds and even along the O-H bond. This suggest the fact that certain
modifications at one end of the molecule might propagate till the opposite end by virtue
of the charge delocalization.
In order to get a better view of this effect we have plotted ∆Velectrostatic, i.e. the inter-
facial electrostatic potential (see Figure 4.13). To obtain ∆Velectrostatic we have subtracted
from the adsorbed system electrostatic potential the electrostatic potential of the free Cu
(011) surface and the electrostatic potential of the SAM, both calculated in the same unit
cell and for the same atomic positions as found in the adsorbed system.
∆V = V − (VCu(011) + VSAM) (4.15)
One can obtain ∆V also from the Poisson equation, i.e. ∇2V = −ρdiff
ε0
. An average
value for ∆V along the x -axis was also calculated following the procedure previously
described for V or ρdiff . From the investigation of these plots we see that the modification
of the electrostatic potential is not localized at the interface but rather extends over the
entire molecule.
Density of states and Schottky barriers
Further insight into the electronic properties of the Cu-SAM dt 00 37 system can be
obtained from the study of the local density of states (LDOS). Describing the type and
the number of states available to be occupied at a certain energy, the analysis of the LDOS
can offer important information on how the states of the molecular layer and of the Cu
surface hybridize, on the value of the barriers for the electronic flow (the regions where
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the LDOS is depressed can be expected to be barriers for the electronic flow), or can help
us understand and/or predict the experimental STM (scanning tunneling microscope) or
UPS (ultraviolet photoelectron spectroscopy) results [27].
In Figure 4.15 we show the DOS for the adsorbed ML and we compare it with the
corresponding DOS of the isolated ML and with that of the Cu(011) surface after ad-
sorption. The energy levels of the three systems have been aligned by considering the
vacuum level (Vvac) as the reference energy. This basically means that we have set for the
considered systems Vvac = 0 and consequently EF = −Φ, where Φ is the work function of
the system.
The first thing we notice when investigating Figure 4.15 is that due to the adsorption
both molecular frontier orbitals (HOMO and LUMO) and the Fermi energy of the surface
shift downward, when compared with their positions in the non-interacting state of the
sub-systems. The reason for this downward shift is the charge transfer from the Cu (011)
surface to the partially occupied HOMO of the ML. The reduction of charge on the Cu
surface naturally leads to a downward shift of the Fermi level, and the double occupancy of
the HOMO orbital with consequences for the stabilization of the previously very reactive
molecular radicals results also in a downward shift for this molecular level.
A larger occupancy for an orbital does not necessary mean that this will be pushed
down in energy. It is the balance of the electron-electron repulsion (which shifts the
energies upward) versus the electron-ion attraction/stabilization (which yields a down
shift) which decides the direction of the energy shift. If an upward shift of the molecular
HOMO would be caused by the adsorption this would mean that: (1) the molecular
radicals are more stable when unsaturated in the vacuum state than when adsorbed
and passivated on the Cu surface, (2) the adsorption of the molecular layer onto the
Cu surface is rather weak, possibly instable. None of these suppositions is true. For
example the adsorption energy per molecule for the dt 00 38 system is quite large Eads =
1
2
[EML/Cu(011) − (EML + ECu(011))] = −3.43 eV, which clearly suggests that a strong
attractive interaction exists between the molecule and the Cu(011) surface. Thus, the
shift of the molecular HOMO after the increase of its occupancy is downward.
One of the consequences of the downward shift of the molecular HOMO is the increase
of the ionization potential for the adsorbed molecular layer. After the adsorption we notice
an increase of the extraction energy from the molecular HOMO by about 0.582 eV for the
dt 00 38 structure. Similar increases are found also for the other structures studied - see
Tables 4.13 and 4.12.
The hybridization between the molecular orbitals and the eigenstates of the copper
surface does not lead only to a downward shift of the molecular orbitals, but also to their
broadening and splitting. We notice that the sp-bands of the metal mainly cause a broad-
ening of the molecular energy levels: for example, the LUMO (peaks 6,7) and LUMO+1
(peaks 8,9) states of the free ML are sensibly broadened following their interaction with
the continuum sp-states of the copper surface. The hybridization with the d -band of the
metal also leads to a splitting of the molecular levels. This is the case for example for the
HOMO level (peak 5) of the free ML which after the adsorption can be identified in the
peaks 3,4,5,6 of the adsorbed ML - see Figure 4.15. One of the interesting effects of this
level broadening is the fact that, unlike in the free ML, the DOS for the adsorbed ML is
never zero. One finds a non-zero DOS even in the HOMO-LUMO gap, whose width (∼
3.6 eV ) is almost unmodified by the adsorption. We point out that while indeed there are
states in the HOMO-LUMO gap their density is relatively small. Therefore a transport
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Figure 4.15: (Up) Partial charge plots for the vacuum dt 00 37 molecular layer. (Middle)
Density of states plots for the cover Cu(011) surface as well as for the vacuum and adsorbed
ML in the dt 00 37 configuration. (Down) Partial charge plots for the adsorbed dt 00 37
molecular layer.
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process in this energy domain would be a non-resonant tunneling with a low transmission
factor.
Two important quantities which worth to be observe when analyzing the LDOS for
an adsorbed ML are the the hole injection barrier HIB (i.e. the energy difference be-
tween the HOMO of the adsorbed ML and the Fermi level of the covered surface) and
the electron injection barrier EIB (i.e. the energy difference between the LUMO of the
adsorbed ML and the Fermi level of the covered surface). For the isolated molecules
both the HIB and the EIB are roughly equal since the Fermi level lies close to the
middle of the HOMO-LUMO gap: ∆E(HOMOisolated ML − EFclean surface) = −2.055 eV,
∆E(LUMOisolated ML − EFclean surface) = 1.730 eV ). Due to the adsorption the frontier
molecular levels are shifted downward in energy, modifying their energetical distance with
respect to the Fermi level while keeping the HOMO-LUMO gap roughly unchanged. This
modification is a consequence of the charge transfer between the surface and the molecule.
It leads in our case to a considerable reduction of the HIB. Before the adsorption the HIB
was of 2.055 eV, and after the charge transfer it shrinks to only 0.756 eV. At the same
time the EIB increases from 2.055 eV (before adsorption) to 2.860 eV (after adsorption).
The implication of these facts is that the dt 00 38 system behaves, at its surface-molecule
interface, as a p-type organic semiconductor, i.e. it will favorize the transport of the holes
from the surface toward the ML. Such a behavior, and in particular the relatively low HIB,
might make this system usable as anode in an organic-based (opto-)electronic device, such
as an organic light emitting diode (OLED) or an organic field effect transistor (OFET).
The performance of such devices largely depends on the efficiency of the charge carrier
injection from the electrodes into an organic semiconductor middle layer. Often Au is
chosen as electrode for the hole injection because it is commonly believed that a high anode
work function will lead to a small hole injection barrier at the metal/organic interface.
The HIB for organic molecules adsorbed on Au is typically found between 0.7-1.4 eV [16].
As we saw, however, similar values for the HIB can be obtained if one uses a metal with
a lower work function than Au, but which it is covered with a molecular layer bound
by a more electronegative element like O in order to favorize the charge transfer from
the surface toward the adsorbed layer, and this way lowering the Fermi level. To our
knowledge only the indium tin oxide (ITO) compound has been used so far following this
approach. However, indium is a high cost and limited supply material, which largely
restricts its application.
We notice that the values of HIB/EIB are independent of the conformation of the
upper COOH group while the work function shows a variation of almost 3 eV depending
on the H atom position. The HOMO−EF alignment appears to be sensitive only to the
modifications of the local electrostatic potential at the binding site of the molecules(or
very close to it).
Given the importance the energy location and the charge distribution of the frontier
molecular orbitals have in the interaction across the molecule/surface interface we display
in Figure 4.15 the shape of the two molecular orbitals (HOMO and LUMO) for the free
(peaks: 5 - HOMO, 6 - LUMO) and adsorbed (peaks: 6 - HOMO, 8 - LUMO) molecular
layer. We notice that the HOMO orbital, with a strong σ character, is delocalized over
both COO groups showing large weights particularly on the lower oxygen atoms and on the
upper, double-bonded oxygen. The significant concentration of the HOMO orbital on the
lower oxygen atoms can be explained by the potential-of-bonding of the lower COO group
following the loss of the H atom. The delocalization of the occupied frontier molecular
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orbital also in the upper part of the molecules explains now why we have previously seen
charge transfer and reorganization also at the level of the double-bonded oxygen atom.
From the point of view of the interaction with the Cu surface we notice that the HOMO
orbital hybridize mainly with eg type states (dx2 , dz2−y2) of the surface.
Unlike the HOMO, the LUMO orbital is found to have a relevant contribution coming
mainly from the π-states delocalized over the entire molecule. The spread over the entire
molecule of the LUMO orbital, with relatively equal weights on each atom, makes a
contribution to a low bias conductance possible. The LUMO interacts mainly with the
p-orbitals of the Cu surface.
Although after the adsorption the frontier molecular orbitals do largely keep their
shape (i.e. orbital type and spatial charge distribution), we can no longer speak about pure
molecular states. Rather the adsorbed molecular orbitals are linear combinations of copper
and molecular states (having of course a more significant portion of the charge density
distributed over the molecules). The hybridization of the molecular states with the surface
ones constitutes a proof that the oxalic acid - Cu bonding has also a covalent character, in
addition to the ionic one, which comes from the difference in the electronegativity between
the Cu and O atoms and from the uni-directional charge transfer.
Unlike the HOMO and the LUMO states, the states appearing in the HOMO-LUMO
gap after the adsoption have all quite small weights and they are strongly localized on
the lower oxygen atoms and on the Cu surface. They consequently can not contribute to
an efficient electron transport.
4.3 Vibrational frequencies and the infrared intensi-
ties
The adsorption of a molecule to a surface changes its vibrational normal modes, its fre-
quencies and its infrared (IR) intensities compared to the freely moving state of the
molecule in the gas phase. The main causes for this are (arranged in the order of increas-
ing importance) [17] [18] [19] [20]:
(a) The mechanical renormalization of the non-zero frequency modes
The adsorption of a molecule on a surface will naturally lead to the formation
of molecule-surface bonds. The new bonds couple to and influence those internal
vibrations in which the binding atoms enter. This is normal as any such internal
vibration will unavoidably distort also the molecule-substrate bonds. Following
these distortions new (more) restoring forces will come into play and thus - from a
mechanical point of view - an upward frequency shift is to be expected for the(se)
internal vibrations. While possible to estimate theoretically, experimentally it is
quite difficult to confirm the increase in frequency expected from the mechanical
renormalization effect due to the fact that there are other - much stronger - effects.
(b) The mechanical renormalization of the zero frequency modes
For the same reason as in the case of the internal modes (i.e. the coupling with
molecule-surface vibrations), the zero frequency modes (i.e. translations, rotations)
will also shift toward higher values following an adsorption process. Unlike for
internal modes however, this effect is somehow easier to observe experimentally.
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(c) The increase of the effective mass
The reduction of the molecular degree of freedom following an adsorption process
can lead to an increase of the inertial mass which enters into the frequency formula.
For those modes for which this happens a red shift or a mode softening can be
expected. This effect competes with (a) to some extent.
(d) The chemical shifts due to the overlap and mixing of adsorbate and substrate or-
bitals (bonding and back-bonding). The additional spring (i.e. bond) which appears
when a molecule is adsorbed on a surface can not be reduced, most often, only to its
mechanical role (as we did when we spoke about the mechanical renormalization).
Moreover, this spring formation will be usually accompanied by charge reorganiza-
tion or charge transfer between the molecule and the surface. As a consequence of
these electronic structure modifications the force constants associated with the in-
ternal modes of vibration will be modified and through them the molecular internal
vibrations.
(e) The lowering of the symmetry.
The presence of an adsorbant surface leads to a restriction of the possible symmetry
elements a molecule can have. In particular, any plane of reflection parallel to the
surface as well as any inversion center will cease to exist. This means that the only
possible point groups a surface adsorbed molecule can have are Cs, Cn,n∈[1,2,3,4,6]
and Cnv,n∈[2,3,4,6] (where the rotation axis is taken to be perpendicular to the sur-
face). The precise point group will be further determined by the symmetry of the
adsorption site. If this one has a lower symmetry then the adsorbed molecule, any
symmetry elements the isolated molecule has and the adsorption site does not, will
necessarily be lost.
As a result of the symmetry lowering the exclusivity of the dipole selection rule will
be also lowered, leading thus to an increase of the number of the IR-active modes
for the adsorbed molecule. However, this increase will not be very apparent in
the case of an adsorbant metallic surface due to what is called the metallic surface
selection rule. According to this, only those adsorbate modes belonging to the totally
symmetric representation, i.e. those having a dynamical dipole (or a component
thereof) perpendicular to the surface, can be excited with IR radiation.
The explanation for this rule is linked to the high mobility of a metal’s conduction
electrons which allow them to screen very efficiently the adsorbate molecule dynamic
dipole moments. Thus any molecular dynamic dipole, not far from the surface, will
be dubbed inside a metal by an induced image dipole. From Fig. 4.16a we see that
to a dipole moment oriented normal to the surface an image dipole - having the
same sense - is created. This will obviously lead to a strengthening of the initial
dipole. To the dipole moment oriented parallel to the interface (see Fig. 4.16b)
the image dipole is, however, opposite in sense which results in a very effective
cancellation of the initial dipole. As one can not have an IR spectrum without
a non-zero dynamical dipole, only those vibrations having a perpendicular dipole
moment will be observed.
In addition to the modification of the intensity, the dipole-image dipole interaction
is also responsible for a lowering of the vibrational wavenumber [18].
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Figure 4.16: Metal screening of the molecule dipole through the image dipole. (a) en-
hancement of a perpendicular dipole component due to the surface image dipole. (b)
cancellation of a parallel dipole component due to the presence of the surface image
dipole.
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In the case of a semiconductor or insulator surface there is no equivalence for the
”metallic surface selection rule” due to the fact that at the boundary of a dielectric
medium the screening is much weaker.
(f) The surface coverage and lateral interactions
Another factor which can influence the frequencies is the lateral interaction be-
tween two (or more) neighboring adsorbed molecules. This interaction can manifest
itself either ”through space”(i.e. as a dipole-dipole interaction) or ”through the sub-
strate”(i.e. by polarising the electrons of a metal resulting in Friedel oscillations). In
the first case, graphically depicted in Fig. 4.17, one basically deals with the interac-
tion between a molecule’s dipole (+ image-dipole in the case of a metallic substrate)
and the oscillating dipole field of another molecule. The resulting dipole coupling
is typically found to be responsible for an upward frequency shift which increases
with increasing coverage.
Friedel oscillations (also causing the well-known Ruderman-K ittel-Kasuya-Y osida
- RKKY - interactions in a magnetic context) appear in a metal as a consequence
of the charge reorganization in the neighborhood of an adsorption site. Thus, while
charge redistribution is found mainly in the very vicinity (Thomas-Fermi length less
than 1A˚) of an adsorption site, small spatially oscillating tails (i.e. the Friedel oscil-
lations) can extend further up to several angstroms. When the adsorbed molecule
is vibrationally excited this will lead to a time-dependent variation in these spatial
oscillations. In turn the charge oscillations can interact with the charges of the
neighboring molecules and affect their intramolecular frequency modes. The limit
above which the effect of the Friedel oscillations becomes negligible has been calcu-
lated for metallic substrates, in a jellium approximation (i.e. when the underlying
atomic structure is neglected), and found to be equal to 4
kF
, where kF is the Fermi
wavenumber of the substrate electron-gas. For copper this corresponds to a distance
of 2.9 A˚ [21].
Several experimental methods have been developed so far in order to probe the vi-
brational spectra near the surfaces [18]: Reflection Absorption Infrared Spectroscopy
(RAIRS), Surface Enhanced Raman Spectroscopy (SERS), High Resolution Electron En-
ergy Loss Spectroscopy (HREELS), Sum Frequency Generation Spectroscopy (SFGS),
Inelastic He scattering, Inelastic electron scattering, etc. Each of these methods has its
own drawbacks and virtues which makes it appropriate only for treating/analyzing certain
aspects of the vibrational spectrum.
Of more interest to us, the Reflection-Absorption Infrared Spectroscopy (RAIRS)
method [18] [20] has gained quite large popularity in the study of the infrared spectrum
of adsorbates on a metallic surface. The method exploits the effect that a metal surface
becomes almost perfectly reflecting in the infrared for reflection near grazing incidence.
Then, if one places a molecule on the surface, the absorption due to a vibrational eigen-
frequency of that molecule will cause a dip in the reflectivity at that frequency. These
dips (i.e. changes in the reflectivity) will then give indications about the nature of the
bonds in the molecule.
The main features of RAIRS are:
- the high frequency resolution. RAIRS offers one of the best possible resolution in the
field of infrared spectroscopy. With values commonly lower than 1 cm−1 RAIRS has had
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Figure 4.17: Influence of the electrostatic field of a dipole (and its image) on an identical
neighboring dipole causing (a) depolarization or (b) polarization.
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great success in the studies of the fine structure of the vibrational spectra [21].
- the bridging of the so-called pressure gap. Being a photon-in/photon-out technique
RAIRS is a pressure independent method, i.e. a RAIRS experiment can be carried out at
any pressure between UHV (ultra high vacuum) and ambient pressure (or more). Such a
property is important not only because it offers the possibility to study pressure-dependent
vibrational shifts but mainly because it gives one the possibility to study the materials
under realistic conditions.
- compatible with the variation of temperature or adsorbate coverage
- is applicable to a variety of surfaces from single crystal metals to supported catalysts.
This is a useful property also, as other methods (eg. HREELS) are restricted to, for
example, homogeneous (i.e. ordered) surfaces [22]
- high time resolution. RAIRS can offer a time resolution better than 1 s, and for
specific settings even better than 10−5 s [23]. This offers the potential to study the
dynamics (i.e. relaxation, reaction, diffusion) at the surfaces.
4.3.1 Vibrational frequencies and infrared intensities for the
dd 00 00 structure
To allow an unambiguous determination of the actual molecular structure from the RAIRS
experiments, we have simulated the RAIRS spectrum for the first two most stable cal-
culated structures, i.e. dt 00 37 and dd 00 00. First we will concentrate on the more
symmetric configuration, i.e. dd 00 00, and we will try to see how its spectrum compares
with the experimental one. We will also try to identify some of the modifications brought
to the IR spectrum of the vacuum molecule by its adsorption onto the Cu(011) surface.
Later we shall also discuss the dt 00 37 structure (which is the most stable structure
according to our calculations).
The method used in the calculation of the vibrational frequencies and of the associated
normal modes has been previously described in Chapter 2. Briefly reviewing, starting from
the already converged configurations (550 eV plane-wave energy cut-off and 1 mRy/a.u.
maximum Hellmann-Feynman forces), we have further relaxed our systems till the maxi-
mum force was found to be lower than 0.03 mRy/a.u. (1 meV/A˚). In principle even lower
forces and a higher energy cut-off would be desirable in order to get better converged
results to compare with the experimental data. However, these will come only with really
high computational costs. Thus, we have used the previously mentioned settings which
have been proven to give quite good results [24] [25] [26] [27]. Once the required level of
accuracy was reached, the vibrational frequencies were obtained by subsequently displac-
ing the atoms of each molecule (and of the first Cu surface layer) along all three spatial
coordinates by ± 0.02A˚. In this way the Hessian matrix could be calculated from the
resulting restoring forces on the atoms, and from its diagonalization the eigenfrequencies
and the normal modes were obtained.
In addition to the eigenfrequencies and the normal modes we have also calculated the
RAIRS intensities for all the vibrational modes. These intensities are directly related to
the variation of the dipole moment as a response to a distorsion along a certain normal
mode and they were obtained as the square of the derivative of the dipole moment along
the surface normal of the slab with respect to the normal modes of vibration (for more
informations see Appendix C). Note that this is different from the case of a molecule in
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vacuum where the derivatives of the dipole moment are calculated along all three spatial
coordinates.
Nr. νtT t−vac(cm−1) νdd 00 00 (cm−1) Approx. description IRAIRS
1 3616.2/3613.2 3607.4 ν(OH) 0.005
2 1803.0/1771.7 1757.8 ν(C = O), δ(COH) 0.057
3 1803.0/1771.7 1499.2 ν(CO)d 0.000
4 ? 1321.0 ν(CC), δ(OCO)d 0.000
5 1357.1/1288.8 1187.2 δ(COH), ν(CO)u 0.211
6 1149.3/1099.7 1101.0 δ(COH), ν(CO)u 0.002
7 794.2 861.7 δ(OCO)d, ν(CO)u 0.000
8 800.7 810.1 ofpbas(C,C) 0.000
9 726.8/721.7 739.7 ofpb(H) 0.000
10 648.5 702.6 δas(OCO) 0.031
11 547.2 576.4 γ(OCO)d 0.000
12 397.4 512.0 νs(CuO), δs(OCO), δ(CC = O)u 0.002
13 442.7 484.2 ofpbs(C,C) 0.000
14 256.1 357.4 γas(OCO) 0.004
15 - 261.2 Cu [110] in-phase out-of-surface motion 0.002
16 - 192.1 Cu [011¯] anti-phase surface motion 0.000
17 - 183.7 Cu [110] anti-phase out-of-surface motion 0.000
18 - 139.2 Cu [011¯] in-phase surface motion 0.001
19 - 129.5 Cu1 [100] surface motion 0.000
20 - 124.3 Cu2 [100] surface motion 0.000
21 - 112.4 γ(OCO)u 0.000
22 - 103.7 Cu+molecule translation 0.000
23 - 93.7 Cu+molecule rotation 0.000
24 - 86.8 Cu+molecule rotation 0.000
25 - 49.5 Cu+molecule rotation 0.000
26 - 47.0 Cu+molecule translation 0.000
27 - 28.6 Cu+molecule translation 0.000
Table 4.14: Theoretical frequencies for the tTt oxalic acid isomer in vacuum, and theo-
retical intensities and frequencies for the dd 00 00 structure (formed with two identical
tTt molecules adsorbed on the Cu(011) surface).
The results obtained following the above routine are displayed in Table 4.14 and in
Figures 4.19, 4.18. Table 4.14 contains our calculated frequencies for the adsorbed
system, together with a tentative assignment of their associated normal modes (based on
the normal modes pattern shown in Figure 4.18). In making the assignments we have used
the same notational convention as in Chapter 2. Briefly reviewing: ν denotes stretching
modes, δ denotes bending modes, and γ - rocking modes. The indices s and as stand for
symmetric and antisymmetric, while u and d refer to the upper/lower COO group. From
their analysis we see that the high frequency region (300 - 3600 cm−1) is dominated by the
adsorbate molecule vibrations whereas the low frequency part (below 300 cm−1) is mostly
the domain of the lattice vibrations and of the restricted molecular translations/rotations.
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This rather broad vibrational spectrum of the dd 00 00 structure is, however, not all
visible in a RAIRS experiment. Only those peaks with a wavenumber higher than 700
cm−1 and a non-zero IR intensity have been identified by Martin et al. [1] in their study.
In Figure 4.19 we display our calculated spectrum for the dd 00 00 conformer - in the 500
- 4000 cm−1 interval - and identify the strongest transitions through their wavenumbers.
Figure 4.18 gives, for the same frequency interval, a graphical representation of the normal
modes. Such an illustration is very useful because, due to the complexity of the normal
modes pattern, a verbal description of the vibrational modes is far from simple.
By inspection of Figures 4.19, 4.18 and Table 4.14 we see that the highest intensity
modes are for the in-plane O-H stretching (3607 cm−1), the C=O double bond stretch
(1757 cm−1), the COH symmetric stretch (1187 cm−1), the COH in-plane bending (1101
cm−1) and the OCO bending mode of both adsorbed and free OCO groups (702 cm−1).
The origin of all these modes can relatively easily be traced back to the vibrations of the
gas-phase tT t oxalic acid conformer. Thus, in spite of the symmetry differences, one can
uniquely relate the displacement patterns of the molecule associated surface modes from
3607, 1757 and 702 cm−1 to the vibrations of the vacuum tTt molecule from 3616(3613),
1803(1771) and 648 cm−1. Clear similarities can be found also between the surface modes
at 1187, 1101 cm−1 and the free molecule’s modes at 1099 and 1288 cm−1. Qualitatively,
all these similarities (as well as the differences) between the spectra of the isolated and
the adsorbed molecule are displayed in Figure 4.19. One can see there, for instance, the
frequency shift brought by the presence of the surface or the near extinction of some peaks
following the change of the symmetry. E.g. the out-of-plane COH bending mode visible
at 726 cm−1 in the free molecule is basically invisible for the adsorbed molecule.
A comparison with the experimental results [1] shows that our calculated spectra for
the dd 00 00 structure can account only for a part of the experimental peaks. More
precisely, while the overall peak distribution and frequency range compares well to the
experimental spectrum, this shows nevertheless roughly twice as many peaks, i.e. a smaller
degeneracy, than the theoretical one. For example, while we find a single O-H stretching
mode (at 3607 cm−1) the experimentalists identify two well distinct O-H stretching modes :
one at 3546 cm−1 and another one at 3414 cm−1. The situation is identical also for the
C=O stretching mode (i.e. there is only one theoretical peak in the IR spectrum of the
dd 00 00 conformation but two in the experiment) and for the COH stretching mode. The
explanation for these discrepancies can be only one: the experimental unit cell contains
two distinct oxalic acid conformers (corresponding to the two times lower degeneracy)
while our dd 00 00 structure contains two times the same oxalic acid conformer.
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Figure 4.18: Graphic representation for the higher frequency normal modes (ν > 500cm−1)
of the dd 00 00 structure. The arrows indicate the atomic displacements. With few
exceptions (810cm−1, 739cm−1) most of the displacements take place in the molecular
plane (paper plane). C - dark gray, O - red, H - light gray, Cu - light brown.
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Figure 4.19: Infrared spectra for the isolated tTt molecule (upper panel) and RAIRS spec-
tra for one adsorbed tTt molecule. The red solid vertical lines indicate the wavenumbers
and intensities of the visible IR modes; the black dotted lines connect the corresponding
modes.
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4.3.2 Vibrational frequencies and infrared intensities for the
dt 00 37 structure
The calculation of the vibrational frequencies and of the normal modes for the dt 00 37
structure has been done in the same manner (i.e. accuracy, approach followed) as for the
dd 00 00 system. The results obtained now agree significantly better with the experimen-
tal ones. The overall shape of the RAIRS spectrum, i.e. the peaks grouping, the intensity
distribution of the peaks and the normal modes frequencies degeneracy are all in good
agreement with the experimental data (see Figures 4.20, 4.22 and Tables 4.15, 4.16, 4.17).
This strengthens our opinion about the identity of this structure with the experimental one
and confirms the experimentalists supposition related to the presence of two distinct types
of mono-oxalate species on the metallic surface.
Figure 4.20: Infrared spectrum for the dt 00 37 structure as a superposition of H-up(blue)
and H-down(red) molecules on Cu(011) surface.
We can state also a relatively good agreement between the absolute value of the cal-
culated and measured vibrational frequencies. Thus, according to our identifications we
find always an agreement better than 6% with the experimental data, except for the out
of plane mode at 805 cm−1 and for the asymmetric mode involving the Cu-binded COO
group at 1502 cm−1, (see Table 4.17). This is actually quite nice given that:
- the calculations’ accuracy (i.e. plane-wave energy cut-off = 550 eV and maximum
Hellmann-Feynman forces = 1 meV/A˚) is not very high
- the calculation of the vibrational frequencies was done with only one mobile molecule
at a time, the second one being kept fixed. This essentially means that our spectrum will
not contain any couplings between the molecular vibrations. Their absence may not
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Figure 4.21: Separate comparison of the oxalic acid molecules in vacuum and adsorbed
on the Cu(011) surface in the dt 00 37 structure: (left) tTt molecule (H down); (right)
cpTpc-rot molecule (H up).
translate, however, only in the missing of some peaks, but might be also responsible for
the presence/absence of a certain frequency shift (for some frequency groups).
- the experimental vibrational frequencies have been obtained at a temperature of 300
K while the theoretical ones have been calculated at 0 K.
Once the dt 00 37 structure has been assigned to the experimental one, we go on
by noticing that, as for the dd 00 00 system, we can interpret the origin of most of the
major peaks of the adsorbed structure in terms of the vibrations of the gas-phase tTt and
cpTpc-rot oxalic acid conformers (see Fig. 4.21) Thus, we can easily correlate the dt 00 37
vibrations at 3756 cm−1, 1768 cm−1, 1265 cm−1, 1054 cm−1, 796 cm−1, 678 cm−1, 650
cm−1 with those corresponding to the cpTpc-rot conformer in vacuum at 3757/3756 cm−1,
1787/1778 cm−1, 1269/1324 cm−1, 1111/1007 cm−1, 795 cm−1, 619 cm−1, 667 cm−1 (see
Fig. 4.21) or the vibrations at 3613 cm−1, 1759 cm−1, 1188 cm−1, 725 cm−1, 701 cm−1
with those belonging to the tTt conformer in vacuum at 3616 cm−1, 1803 cm−1, 1357/1288
cm−1, 726/721 cm−1, 648 cm−1. From the inspection of these associations we notice that,
in general, a frequency red-shift (1 ÷ 50cm−1) appears when the molecule are adsorbed
on the surface. The main cause for this mode softening it is not easily identified. It can
be caused by: (a) the increase of the effective mass of the atoms due to the presence
of the heavier Cu atoms; (b) the formation of the surface-molecule chemical bond with
consequences for the strength/length of the bonds, symmetry and molecular geometry;
(c) the dipole - image dipole interactions.
When a molecule is adsorbed, however, not only the frequencies of the vibrations
change but also their infrared intensities. The reasons for this coincide to a certain extent
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Nr. νtT t−vac(cm−1) νdt 00 37 (cm−1) Approx. description IRAIRS
1 3616.2/3613.2 3613.2 ν(OH) 0.006
2 1803.0/1771.7 1759.1 ν(C = O), δ(COH) 0.069
3 1803.0/1771.7 1502.5 ν(CO)d, δ(OCC)d 0.000
4 ? 1325.5 ν(CC), δ(OCO)d 0.000
5 1357.1/1288.8 1188.7 ν(CO)u, δ(COH), δ(O = CC), δ(OCO)u 0.182
6 1149.3/1099.7 1105.6 δ(COH), ν(CO)u 0.008
7 794.2 863.4 δ(OCO)d,ν(CC), ν(CO)u 0.000
8 800.7 805.7 ofpbas(C,C) 0.000
9 726.8/721.7 725.0 ofpb(H) 0.005
10 648.5 701.9 δas(OCO) 0.026
11 547.2 576.0 γas(OCO) 0.000
12 397.4 511.3 νs(CuO), δs(OCO), δ(CC = O)u 0.002
13 442.7 486.9 ofpbs(C,C) 0.000
14 256.1 355.5 γs(OCO) 0.004
15 - 261.2 Cu [011] in-phase out-of-surface motion 0.003
16 - 191.7 Cu [011¯] anti-phase surface motion 0.000
17 - 183.1 Cu [011] anti-phase out-of-surface motion 0.000
18 - 139.1 Cu [011¯] in-phase surface motion 0.000
19 - 128.7 Cu1 [100] surface motion 0.000
20 - 124.4 Cu2 [100] surface motion 0.000
21 - 121.4 γ(OCO)u 0.000
22 - 103.7 Cu+molecule translation 0.000
23 - 96.5 Cu+molecule rotation 0.000
24 - 85.7 Cu+molecule rotation 0.000
25 - 66.1 Cu+molecule rotation 0.000
26 - 47.6 Cu+molecule translation 0.000
27 - 40.5 Cu+molecule translation 0.000
Table 4.15: Theoretical frequencies for the tTt oxalic acid isomer in vacuum, and the-
oretical intensities and frequencies for the dt 00 37 structure, H-down (tTt) adsorbed
molecule.
with the ones just mentioned for the frequency variation, i.e. the modification of the
electronic structure of the molecules due to adsorption and the dipole - image dipole
interactions. In addition, there is also the difference between the ways a dynamical dipole
can be induced. For the vacuum molecules the derivative with respect to the normal
modes of vibration of the dipole moment vector (~µ = µx, µy, µz) in all spatial directions
has to be considered, while for the adsorbed molecules only the derivative with respect to
the normal modes of vibration of the dipole moment component along the surface normal
of the slab (i.e. ~µ = µx) has to be taken into account.
In addition to the molecule-surface interactions also the molecule-molecule interac-
tions can influence the appearance of the infra-red spectrum of an absorbed molecule.
These lateral interactions can be studied either through the modification of the surface
coverage or through the replacement of a certain molecule/conformer with some other
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Nr. νcpTpc−rot vac(cm−1) νdt 00 37 (cm−1) Approx. description IRAIRS
1 3757.0/3756.5 3756.6 ν(OH) 0.161
2 1787.5/1778.6 1768.5 ν(C = O), δ(COH) 0.055
3 1787.5/1778.6 1496.6 ν(CO)d, δ(OCC)d 0.000
4 1324.5 1348.7 ν(CC), δ(OCO)d, δ(COH) 0.000
5 1269.5 1265.6 δ(COH), δ(OCO)u, δ(O = CC) 0.035
6 1111.2/1007.0 1054.4 ν(CO)u, δ(COH) 0.103
7 754.9 860.8 δ(OCO)d, ν(CC), ν(CO)u 0.000
8 795.4 796.8 ofpbas(C,C) 0.000
9 619.6 678.0 δas(OCO) 0.045
10 611.0 650.0 ofpbs(C,C,H) 0.002
11 539.0 572.7 ofpb(H) 0.000
12 415.2 510.8 νs(CuO), δs(OCO) 0.000
13 355.6 435.1 ofpbs(C,C), γ(OCO)d 0.000
14 253.7 348.2 γs(OCO) 0.002
15 - 264.2 Cu [011] in-phase out-of-surface motion 0.003
16 - 191.7 Cu [011¯] anti-phase surface motion 0.000
17 - 183.4 Cu [011] anti-phase out-of-surface motion 0.000
18 - 132.2 Cu [011¯] in-phase surface motion 0.001
19 - 126.4 Cu1 [100] surface motion 0.000
20 - 124.7 Cu2 [100] surface motion 0.000
21 - 104.1 Cu+molecule translation 0.000
22 - 91.0 Cu+molecule rotation 0.000
23 - 81.4 Cu+molecule rotation 0.001
24 - 60.4 τ(OCO)u (rotation?) 0.000
25 - 42.0 τ(OCO)d (rotation?) 0.000
26 - 38.6 Cu+molecule translation 0.000
27 - 34.2 τ(OCO)d (translation?) 0.000
Table 4.16: Theoretical frequencies for the cpTpc-rot oxalic acid isomer in vacuum, and
theoretical intensities and frequencies for the dt 00 37 structure, H-up (cpTpc-rot) ad-
sorbed molecule.
molecule/conformer. As we have not performed any coverage-dependent study we limit
ourselves to notice the changes observed at the remaining tTt molecule by the replace-
ment of a tTt molecule (in the dd 00 00 structure) with a cpTpc-rot molecule (in the
dt 00 37 structure). Comparing the vibrational frequencies of the tTt conformer from
the dd 00 00 structure with the vibrational frequencies of the same conformer but from
the dt 00 37 structure, we notice a general tendency for a slight upward frequency shift
for the high frequency modes down to 850 cm−1. As nothing else is changed, except this
tT t→ cpTpc−rot replacement, only the molecule-molecule interaction can be responsible
for the frequency shift. We conclude that the rotated position of the COOH group at the
cpTpc-rot conformer leads to this shift (the COOH group of the tTt conformer had no
rotation with respect to the binding COO group). Through its position the rotated group
favors a more direct short range interaction between the molecular orbitals of the COOH
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νdt 00 37,theory (cm
−1) νexp. (cm−1) Theor. deviations (%)
3756.6 3546 + 5.93
3613.2 3414 +5.83
1768.5 1791 -1.25
1759.1 1700 + 3.47
1502.5 1652 -9.04
1348.7 1422 -5.15
1265.6(1188.7 ?) 1331 -4.91 (-10.69 ?)
805.7 872 -7.60
701.9 724 -3.05
Table 4.17: Theoretical (dt 00 37) and experimental vibrational frequencies.
group at the cpTpc-rot conformer and the molecular orbitals of the COOH group at the
tTt conformer.
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Figure 4.22: Graphic representation for the higher frequency normal modes (ν > 500cm−1)
of the dt 00 37 structure. The arrows indicate the atomic displacements. With few
exceptions (796cm−1, 650cm−1, 572cm−1) most of the displacements take place in the
plane of the COO groups. C - dark gray, O - red, H - light gray, Cu - light brown.
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4.4 Scanning tunneling microscopy simulations
Seeing is believing
Along this chapter we have constantly tried to clarify various aspects related to the
adsorption of oxalic acid onto the Cu(011) surface. We have seen so far that various
adsorption structures are possible, many of them very close in energy or even adsorption
geometry (remember for example the planar H-up and H-down structures which differ
mainly through the position of the H atoms). To distinguish between such similar struc-
tures we have seen that (a) one can take advantage of the very different work functions
each adsorbed structure has; (b) one can use the RAIRS which yields different infrared
vibrations depending on the analyzed conformer.
Another method which could help us ”see” which is the adsorbed configuration in
which the oxalic acid molecules arrange themselves onto the surface is the Scanning Tun-
neling Microscopy (STM) method.
Invented by Binning and Rohrer in 1982 [28] (they were awarded the Nobel prize in
physics for this in 1986) STM has quickly become one of the most valuable experimental
tools for the microscopic determination of surface structures. The reason for its fast
success and its nearly instantaneous acceptance was the fact that STM provides three-
dimensional, real-space images of the surfaces with high spatial (i.e. lateral and vertical)
resolution. At the heart of STM stays the idea of the tunnel effect, a basic result of
quantum mechanics, according to which for a quantum particle there is a finite probability
to tunnel through a potential barrier which otherwise the particle might not be able
to overcome. In order to observe experimentally such an event (i.e. the tunneling) the
potential barrier width has to be relatively small as the tunneling probability exponentially
decays with the width of the barrier, i.e. the current can be expressed, in a symbolic
writing, as [29]:
I ∼ ρs(EF )ρt(EF )Vte−2
√
Φ·d (4.16)
The formula (4.16) contains all important dependencies of the tunneling current I
(see Figure 4.23, upper panel). A current can only flow if states are available at the
Fermi energy of the sample, with a density of states ρs(EF ), and also at the STM tip,
with a density of states ρt(EF ). For very small bias voltages, Vt, the current is directly
proportional to the voltage (more general cases are discussed later), and the magnitude of
I is governed by the exponential dependence on the tip-sample separation d. The decay
rate is governed by the square root of the barrier height Φ.
In the following we will briefly present some of the possible operating modes of STM
- obtained by exploiting the dependencies of I from (4.16) - in order to explain how
the high-resolution STM images of the surfaces are actually obtained. We follow in the
description of the STM modes the arguments of several papers of Binning and Rohrer
[30] [31] [28] [32] and Feenstra [33] as well as the textbooks written by Wiesendanger [34]
[35] or Bonnell [29].
1. Constant current mode
Exploiting (4.16) Binning and Rohrer have suggested the investigation of the to-
pographies of the metallic and semiconductor surfaces through the study of the con-
stant tunneling current profiles which can be obtained if a metal tip is brought in the
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Figure 4.23: (Up) Setup of an STM; (Middle) Scanning modes for STM: (left) the constant
current mode and (right) the constant height mode; (Down) At high eV not only the states
near EF contribute to I but also those states with the energies between EF and EF + eV .
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vicinity of a conductive surface and vertically adjusted during the (x,y)-scanning,
such that the tunneling current is always maintained constant. Through this proce-
dure a topographic image z(x,y) of the surface is obtained (see Figure 4.23, middle
panel). This is essentially due to the fact that owing to the exponential dependence
of I on d a lateral variation of the sample density of states can be compensated by
a fine tuning of the tip-sample separation. Thus, for e.g. in the cases of stepped
surfaces or other surface defects, the z position of the tip has to be altered, and
a plot of z versus the x and y coordinates of the tip will yield a surface profile
(see Figure 4.23 for a simple constant current mode sketch). This profile, with a
sub-angstrom resolution (due to the fact that the exponential decay of the current
with the tip-sample separation has a rate of one order of magnitude per angstrom),
allows one to detect various atomic-scale defects which otherwise would be difficult
(if not impossible) to image with diffraction or spectroscopic techniques.
The main disadvantage of this approach [36] is that, due to the almost permanent
necessity of the z -adjustment, the scan speed is relatively slow. Thus dynamic pro-
cesses on the surfaces (eg. surface diffusion of adsorbed particles, island formation,
dissociation of molecules, epitaxial growth of metals and semiconductors, etc) can
not be well studied in this mode.
As a technical difficulty associated with this mode [29] we mention that it is not at
all trivial to maintain for a long time a constant tunnel gap separation to within a
tenth of an angstrom (or less). This requires an extraordinary level of isolation from
vibrations and acoustic noise, not easily obtainable. Solutions in this direction are
connected with (a) the construction of the STM itself - primarily by making the
microscope physically small and mechanically rigid, (b) the isolation of the STM
system from the floor, for example by suspending the microscope from the ceiling on
very long tension wires whose spring constants are such that a maximum attenuation
from the external vibrations is obtained.
2. Constant height (z) mode
To increase the scan speed considerably, for those situations in which studies in real
time are needed, another STM mode of operation has been introduced additional to
the constant current mode. Named constant height mode, in this mode the STM tip
rasters a flat plane parallel to the surface typically at a very high rate (sometimes
higher than a television rate, namely 60 frames/s) [37] [36] [34]. The rapid variations
in the tunneling current due to the tip-sample distance variation contain then the
topographic informations. Constant height does not mean constant d but rather
constant z0. One observes in the laboratory frame I = I(x, y, z0, V0) where x, y,
z0 are the spatial coordinates and V0 the bias voltage (see Figure 4.23 for a simple
constant height (i.e. constant z0) mode sketch).
The main disadvantage of this mode is that its application is restricted only to
the atomically flat (or almost flat) surfaces as otherwise the tip might crash into a
surface protrusion while scanning at high speed. Also the strong exponential de-
pendence of the current on the tip-sample spacing can lead to current variations of
several order of magnitude for non-flat surfaces.
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3. Work function mode
Apart from these topographic modes of operation, the STM can also be used to
get informations about the spatially resolved local tunneling barrier height which
is related mainly to the workfunction of the investigated surfaces [30] [31] [38] [34].
Usually called the work function mode, in this mode one modulates the tip-sample
distance slightly (∼ 0.1 A˚) and measures then the resulting current modulation.
By plotting d(lnI)
d(d)
vs (x,y) one ends up with a picture of the local tunneling barrier
height variation across the surface. This variation of the barrier height can be fur-
ther associated with the presence of different substances (i.e. organic contaminants,
adatoms, etc) on top of the surface. Thus a certain chemical sensibility can be
obtained in the STM.
4. Spectroscopic mode (STS)
Finally one can also use the STM in order to obtain a quite detailed, atomically
resolved, map of the electronic density of states (DOS) of the sample [33] [39] [34].
Known as the scanning tunneling spectroscopy mode (STS), in this mode one leaves
the tip at a fixed lateral and vertical location, ramps the voltage over a certain
interval and then records the tunneling current as a function of the applied voltage.
The variation of the voltage is done in order to be able to investigate the states
below or above the Fermi energy.
For very small bias voltages the tunneling current would be limited to the electronic
states very close to EF . This is however quite a restricting constraint because one
would not be able to study in this situation neither the semiconductor surfaces nor
the low-lying or the upper-lying states of a metallic surface. However, when a larger
voltage Vt is applied to the sample (with the tip at ground) its Fermi level will
be shifted upward or downward in energy by the amount ∆E = eVt, thus allowing
the electrons within the energy window (EF , EF +∆E) to traverse the vacuum gap
and their density of states to be probed from the variation of the current flow as
a response to the changing electron density of states (DOS) in the energy window
(see Figure 4.23 lower panel). The upward or the downward direction of the shift
(i.e. whether the unoccupied or the occupied states will be studied) is decided by
the polarity of the potential. At positive sample bias the net tunneling current
arises from the electrons that tunnel from the occupied states of the tip into the
unoccupied states of the sample. At negative sample bias the situation is obviously
reversed with the electrons tunneling from the occupied states of the sample into
the unoccupied states of the tip. Ramping then the voltage in both direction -
within a certain interval- will probe both the occupied and the unoccupied energy
states of the sample within the eVt interval, with the magnitude of the current at a
specific voltage directly related to the integrated density of states of the sample up to
that energy. The I-V curves (or d(logI)
d(logV )
) obtained this way can then be interpreted
in terms of the local density of states at the observed point of the surface. A
rough one-to-one correspondence with the ultra-violet photoemission spectra gives
a qualitative experimental support to such a conjecture [35]. One could, to some
extent, even think at STS as a real-space equivalent of the Angle Resolved Ultra-
violet Photoemission Spectroscopy (ARUPS, ARPES) method [40].
In spite of the quite large success STS had in probing the surface electronic structure
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for various elements, certain limitations are unavoidable. The sensitivity of the STS
decreases quite fast, for measurements of the occupied DOS, with increasing the
energy window below EF . This is due to the fact that the low-lying occupied states
from the considered energy window (EF , EF+eVt) will see a higher potential barrier,
and therefore will contribute less to the tunneling current than the states close to
EF (see Figure 4.23). Essentially this means that an energy-dependent weighting
factor will come into play (particularly at higher voltages) which limits the influence
of the low-lying states onto the variation of the tunneling current. The sensitivity to
states found further away from EF will be typically poor. This effect is particularly
important in the spectroscopy of adsorbate-covered metal surfaces since often the
electronic states of interest for the adsorbed atoms or molecules do lie well below
EF , making thus their spectroscopic identification by STM difficult. Suggestions
to overcome this problem have been made [41] [42]. Thus, the sensitivity of the
low-lying states can be enhanced by a modulation technique, i.e. one modulates the
applied DC voltage V with a small AC voltage V ′ such that the total applied voltage
sweeps over the state to be identified. When monitoring d(logI)
d(V ′) the contribution of
the state in question is enhanced due to background reduction.
A similar technique can be used for the constant current mode if low lying states
(i.e. high voltages) are important [41] [42] [29]: one generates so-called difference
images, ∆I = −I(V1) + I(V2), with one voltage V1 not yielding a contribution of
the state in question and the other one, V2, including its contribution. Again, the
sensitivity for the low lying states is increased due to background reduction.
Another aspect of concern - valid also for the other STM modes - is the difficulty
in probing those states with a reduced spatial extension into vacuum. This is due
to the fact that the STM/STS probes the DOS some Angstroms above the surface
and therefore its sensitivity is seriously influenced by the spatial extension of the
wavefunctions. Metal d states for example, because of their stronger contraction,
will be less efficiently probed in STS than the more delocalized s and p states. This
insensitivity to the d band contributions is responsible for the limited ability of the
STM to distinguish between various transition metals [29].
With its four (or more) modes of imaging, with its advantages and inherent limitations,
STM has become nowadays one of the most appreciated and versatile tools in the inves-
tigation of the geometric and electronic structure of metallic and semiconductor surfaces.
As proofs stay the impressive number of papers published so far using this techniques and
the help brought many times by this method in the clarification of long-time discussed
problems. Some famous examples are the (7× 7) reconstruction of the silicon (111) sur-
face [28] - a beautiful image which allowed a final decision to be made in a long-argued
topic, the (1 × 2) reconstructed surfaces of the Pt(110) and Au(110) surfaces - which
were confirmed by the STM to be of missing-row type [43] [32] and their order-disorder
phase transitions were investigated [44], the whole new era brought by the local probe
methods like STM or related (Atomic Force Microscopy [AFM], etc) in electrochemistry
by advancing the in-situ resolution from at best that of optical microscopy for observation
of macroscopic processes to the atomic and nanometer scale respectively [45].
In spite of these notable achievements, the interpretation of the STM data in terms
of the surface morphology is by no means trivial. A prominent example in this sense is
given by the STM images of graphite. For this compound, in spite of its relatively simple
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structure -which shows a honeycomb arrangement of the carbon atoms in a layer, and an
ABABAB... stacking sequence of the layers the interpretation of the STM results was
found to be far from straightforward. Instead of the well-known graphite honeycombe
structure (or more precisely of the oriented pyrolytic graphite form (HOPG) since the
naturally occurring graphite single crystals are relatively small and difficult to obtain)
a triangular lattice was found to be imaged by the STM. The reason for this marked
difference is the fact that the STM does not actually image the total charge density at
a surface (as the helium atom scattering method would do) but rather the density of
states (DOS) inside a small energy window close to the Fermi level. And as only three
of the atoms (from six) of the graphite honeycombe structure have their energy levels
close to the Fermi level, only those were imaged by the STM in the process of the surface
investigation. Thus, one has to keep in mind that the STM images do not monitor the
total charge density (or even the atoms) of the sample, but rather the local density of
states (LDOS) of the sample, as symbolically stated in eq. (4.16).
To fully appreciate the information contained in STM images it is common practice
now to combine experimental work with theoretical simulations.
4.4.1 Simulating STM images: a theoretical perspective
A theoretical understanding of the STM images can be obtained in the framework of the
perturbation theory. According to this theory, if the sample-tip distance is large enough
(more than 4 A˚) such that the characteristic wavefunctions of the two electrodes do not
overlap strongly then one can write the tunneling probability of an electron from a sample
state µ (with the energy Eµ) to a tip state ν (with the energy Eν) as being equal to [35]:
w =
2π
~
|Mµν |2δ(Eµ − Eν) (4.17)
This equation is known also as the Fermi golden rule, andMµν is the tunneling matrix
element between the states µ and ν. The presence of the delta Dirac function in (4.17)
guarantees that we are dealing with an elastic tunneling process. Inelastic tunneling pro-
cesses with the quasi-particles of the electrodes, i.e. phonons, plasmons, etc, could be also
taken into account but then the matrix elements would become much more complicated.
Taking only elastic processes makes also sense as the inelastic part of the tunneling current
can be estimated to represent about 1 % of the total tunneling current [46].
The total tunneling current can be calculated by taking into consideration all the pos-
sible initial and final states of the tip and the sample, inside an energy window established
by the presence of a bias voltage V . Thus [46]:
I =
4πe
~
∫ ∞
−∞
[f(EF − eV + ε)− f(EF + ε)] · ρs(EF − eV + ε) · ρt(EF + ε) · |M |2 · dε (4.18)
where the Fermi distribution functions f(E) have been used in order to cope with the
states occupancy at non-zero temperatures. ρs and ρt are the sample and the tip density
of states.
In the limit of small temperatures (i.e. when kBT is smaller than the energy resolution)
the Fermi functions in (4.18) can be replaced by their zero-temperatures values, i.e. the
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unit step functions, in which case the term in the square brackets becomes either zero or
one:
I =
4πe
~
∫ eV
0
ρs(EF − eV + ε) · ρt(EF + ε) · |M |2 · dε (4.19)
The equations obtained this way are relatively simple. The only real difficulty one
would still have is in the evaluation of the tunneling matrix M .
Bardeen [47] solved this problem by showing that, under certain assumptions, the
matrix elements from (4.19) can be expressed as a surface integral, i.e.
M =
~
2m
∫
Σ
(ν∗(r)∇µ(r)− µ(r)∇ν∗(r)) · dS (4.20)
where the integral is over any surface Σ lying entirely within the vacuum barrier region
which separates the two systems (the sample and the tip).
By using equations (4.19) and (4.20) one can calculate now the tunneling current
between two electrodes (e.g. a conductive surface and a tip) provided that an explicit
form for the electrodes wavefunctions (ν and µ) is known. When trying to simulate STM
experiments however, this might be a problem as the tunneling tip geometric structure
and electronic properties are typically poorly known. For the theorist this means that
one will have to adopt a somehow arbitrary - yet reasonable - model for the tip, when
simulating the STM images. One of the simplest possible model for the tip was proposed
by Tersoff and Hamann [48] [49] who assumed the tip to have a spherical geometry (i.e. the
tip is approximated by a sphere or a single atom) and its wavefunctions to be symmetric
about the center of the sphere, i.e. s-wavefunctions.
The approximation of the whole STM tip through a single atom makes sense due to
the fact that the exponential decay of the tunneling current with the tip-sample distance
essentially leads to an image of the surface mainly obtained from a single atom, i.e. the
most protruded atom of the tip. Therefore this is a reasonable approximation. The
further assumption that from the apex atom total wavefunction the main contribution
to the tunneling current will come from the spherical symmetric part (i.e. the s-wave) is
justified by the simplicity of such an approach which allows one to reduce the STM tip
to a mathematical point source of current (i.e. to obtain an ideal tip). This utilization
of only the s-wave component to characterize the electronic structure of a real tip can
occasionally lead to theoretical conclusions which do not really agree with the experiment.
Thus, for example, the s-orbital tip approximation fails to explain the observed atomic
resolution for the close-packed elemental metal surfaces (Al(111), Au(111), Cu(100), etc)
[50] [51] [52] [53] [54]. Considering the actual electronic states of a real tip, Chen [55]
[56] has managed to explain this failure through the presence of the localized pz or dz2
states on the real tip. Only through the presence of this non-s-wave components STM
can achieved its highly praised atomic resolution.
Adding to the approximation of the spherical symmetry those of small temperature
and small voltage (∼ 10 meV) Tersoff and Hamman [TH] have found that the tunneling
current between a conductive surface and a tip can be approximated only through the
density of states of the sample, evaluated at the center Rt of the spherical tip, i.e.
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I(Rt) ∼ const ·
∫ EF+eV
EF
ρs(Rt, ε) · dε (4.21)
≈ eV · ρs(Rt, EF ) for very small V (4.22)
where Rt corresponds to the center of the outermost atom of an experimental tip (”loca-
tion of the tip”). The linearization of the integral from (4.21) in order to obtain (4.22) is
valid only in the limit of very small voltages.
Thus, according to the TH model, the equi-current contours observed in a constant-
current STM experiment correspond to constant contours of the partial electron density
of the sample ρs(Rt, E) integrated over a energy interval eV around the Fermi level and
evaluated at the tip position Rt. The fact that in the final formulation of the TH method
the tip is completely neglected (in the simulations, the density of states of the sample
is evaluated at the position of the tip but in the absence of any tip) has both advantages
and disadvantages. On the positive side, we can directly relate our STM images with the
properties of the bare surface (which is also what the experimentalists want to measure)
without having to be concerned with the accuracy of a complicated convolution as it can
be the one between the tip and the sample electronic spectra. On the negative side, by
excluding from the very beginning any effects which could come from the various states
of a real tip, a quantitative interpretation of the STM images in terms of the obtained
experimental resolution or of some other properties of the tip-sample system is obviously
impossible within this model.
An important drawback of TH approximation is also the fact that the eq.(4.21) can
strictly be used only in the limit of small voltages, i.e. of eV ≪ Φsample. While this might
not be a problem in the studies of simple metallic surfaces, for most semiconductor surfaces
or organic layers adsorbed on metallic surfaces the states of interest are many times 2-3 eV
below the Fermi level making thus necessary an applied bias voltage which is comparable
in magnitude with the sample workfunction. However, as one increases the energy window
below the Fermi level a binding energy weighting factor should be taken into account in
equation (4.21) because the further a state is from the Fermi level the larger will be the
energy barrier seen by it ( Ebarrier−height = (Estate−EF )+Φsample = Ebinding+Φsample). To
cope with this exponential decay of the tunneling current with the barrier height Seloni
et al. [57] has suggested the introduction of a transmission coefficient weighting factor
into the equation (4.21), i.e. :
I(Rt, eV ) ∼ const ·
∫ EF+eV
EF
ρs(Rt, ε) · T (eV, ε) · dε (4.23)
where T (eV, ε) has the meaning of the probability of an electron with the energy ε to
tunnel across the energy barrier, in the presence of an applied bias voltage equal with eV
An explicit form for the T (eV, ε) factor can be obtained within the WKB theory for
the planar tunneling. According to this theory [34] [29] [58]:
T (eV, ε) = e−
2d
√
2m
~
q
Φsample+Φtip
2
+ eV
2
−ε (4.24)
where d is the sample-tip distance and m the mass of an electron.
The absence of the T (eV, ε) factor from the TH approximation will lead, for large
voltages, to a more clear visualization of the low lying electronic states than one can
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obtain in a standard STM experiment. As discussed earlier, in the experiments one
can also improve the visibility of the low lying states through the use of the so called
modulation techniques. Essentially these involve superimposing a small high-frequency
sinusoidal modulation voltage on top of the constant DC bias between the sample and
the tip [29]. For low to modest voltages, however, the TH approximation can provide - in
spite of its seemingly crude assumptions - an excellent starting point for the interpretation
of the STM data.
4.4.2 STM-images for oxalic acid on Cu(011)
With the results of the self-consistent determined wavefunctions Ψkν(r, εkν) for the energy
minimized conformations of oxalic acid adsorbed on Cu(011) surface, the formula for the
tunnel current (4.21) is cast into the form
I(Rt, V ) ∼
∫ EF+eV
EF
dE
∑
kν
ωk
∣∣∣Ψkν(Rt, εkν)∣∣∣2δ(εkν − E) (4.25)
The wave-functions Ψkν have been obtained for an appropriate set [59] [60] of 1×6×8
k-points, with ωk the weight of each k-point.
In the following we present contours of equi-surfaces of the energy integrated local-
DOS whose lateral variation (corrugation) is proportional to the variation of the tunnel
current. The equi-surface parameters mimics the constant current in experiments. A
value is chosen which guarantees that the equi-surface is continuous and lies as far above
the adsorbed molecular layer as possible. An example is shown in Figure 4.24 for the
dt 00 37 structure, a bias voltage of -1.80 eV and a surface parameter (constant LDOS) of
3 ·10−6. The lateral view shows that this equi-surface lies about 2.7 A˚ above the adsorbed
molecules, which is already in the asymptotic decay region of the wave functions as can
be seen in Figure 4.25. Larger values for the equi-surface parameter (i.e. large LDOS)
represent larger currents and probe the electronic structure closer to the molecule (< 2
A˚). Although instructive from a theoretical point of view, such images would not be easily
accessible experimentally due to the required very high stability of the STM setup.
As mentioned in the general discussion for the conditions of STM we will also present
”difference images” to enhance the character of low lying occupied or high lying unoccu-
pied states. These are contours of the LDOS not integrated from the Fermi energy, but
in an energy range covering the electronic states in question:
∆I(V2, V1) ∼
∫ E2
E1
dE ρs(Rt, E) (4.26)
∼
∫ EF+eV2
EF
dE ρs(Rt, E)−
∫ EF+eV1
EF
dE ρs(Rt, E) (4.27)
where E1 and E2 are energies on either side of the electronic states to be imaged and V1
and V2 the respective bias voltages.
In our STM simulations we have mostly considered small to medium voltages. How-
ever, occasionally we have also considered higher voltages in order to check for the possi-
bility to distinguish two adsorbed configuration, in the region of the lower lying states.
138 Oxalic acid adsorbed on Cu(011) surface
Figure 4.24: (left) Lateral view of the energy integrated LDOS, bias voltage -1.80 eV
for the dt 00 37 configuration of oxalic acid on Cu(011). Notice the distance between
the iso-surface (calculated for a surface parameter of 3 · 10−6) lies about 2.7 A˚ above the
outermost O atom of the molecule. (right) Top view of the same structure.
Following the above formalism, we have calculated constant-current STM images for
the dt 00 37, dd 00 00, tt 00 00, tt 29 29 a and dd 68 68 structures at various bias volt-
ages: -2.63 eV, -2.30 eV, -1.80 eV, -1.07 eV, -0.50 eV, +0.63 eV, +1.00 eV, +1.50 eV,
+2.00 eV, +2.94 eV, +3.42 eV (see Figures 4.26, 4.27, 4.28, 4.29, 4.30, 4.31, 4.32,
4.33, 4.34, 4.35). The choice for these bias voltages is motivated by the fact that they
allow to gradually visualize the contribution to the STM profiles of the main peaks from
the DOS of the dt 00 37 (the most stable structure). As the peak structure of the DOS
does not significantly vary from one adsorbed structure to another, these bias voltages
are also appropriate for the other structures.
From the analysis of the calculated STM images we notice that, in general in the
simulated negative bias voltage domain, the image of each oxalic molecule appears as a
hexagonal protrusion, as for example for the occupied states of the dd 00 00 (Fig. 4.28)
or dt 00 37 (Fig. 4.26) configurations. The hexagonal shape of the STM corrugation
is caused by the fact that each adsorbed molecule is surrounded by exactly six other
molecules. And, as each molecule is represented by a protrusion, six valleys appear (i.e.
the edges of a hexagon) in order to separate the central molecule (protrusion) from the
surrounding ones.
Interestingly, the hexagonal appearance of the oxalic molecules is maintained for all
adsorbed structures (planar or rotated) and for all applied negative bias voltages. This is
the case because for a relatively large energy interval below the Fermi level the character
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Figure 4.25: Decay of the energy integrated partial charge density for various intervals of
the (up) occupied and (down) unoccupied states of the dt 00 37 structure. The asymptotic
exponential decay is clearly seen beyond a distance of 2.5 A˚ above the outermost O atom
of the molecules.
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Figure 4.26: Simulated STM images and DOS for the c(2x2) dt 00 37 oxalic structure.
Only slight differences in the hexagon orientation of the two different oxalic acid molecules
can be seen for negative bias voltages (even if deep states are included). For positive bias
voltages the discrimination between the two molecular rows improves and for high bias
voltages ( > 2.5 eV) the two row character of the dt 00 37 structure is clearly displayed.
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Figure 4.27: Simulated STM difference images (for the energy intervals indicated) and
DOS for the c(2x2) dt 00 37 oxalic structure. Note that the corrugation structure of most
of the states shows an enhanced contrast between the two different oxalic acid molecule
rows. This is particularly obvious for the deep occupied states ([-2.30; -1.80] eV), which
in Fig. 4.26 show hardly any difference between H-up and H-down molecular rows.
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Figure 4.28: Simulated STM images and DOS for the c(2x2) dd 00 00 oxalic structure.
Compared with the dt 00 37 structure (which contains 2 distinct oxalic isomers) the
dd 00 00 structure shows identical consecutive rows along the [100] direction. Notice also
the clear difference between the positive high lying states ([0.00; 3.42] eV) of the two
systems.
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Figure 4.29: Simulated STM difference images (for the energy intervals indicated) and
DOS for the c(2x2) dd 00 00 oxalic structure. For large negative ([-2.30; -1.80] eV) and
positive ([> 2.00] eV) bias voltages, where π-states are probed, the one-row-character of
the structure is clearly displayed.
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Figure 4.30: Simulated STM images and DOS for the c(2x2) tt 00 00 oxalic structure. Un-
like the dd 00 00 structure which contains two H-down adsorbed molecules, the tt 00 00
structure contains two H-up adsorbed molecules. Our simulated STM images do not ap-
pear, however, to be sensible to only this structural modification (compare the present
STM images with that from Fig. 4.28).
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Figure 4.31: Simulated STM difference images (for the energy intervals indicated) and
DOS for the c(2x2) tt 00 00 oxalic structure.
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Figure 4.32: Simulated STM images and DOS for the c(2x2) tt 29 29 a oxalic structure.
Compared with the tt 00 00 structure (formed with two planar H-up oxalic molecules)
the tt 29 29 a structure (formed with two non-planar and asymmetrically oriented H-up
oxalic molecules) shows a clearly different pattern in the the high positive bias voltage
domain ([0.00; 2.94] eV, [0.00; 3.42] eV).
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Figure 4.33: Simulated STM difference images (for the energy intervals indicated) and
DOS for the c(2x2) tt 29 29 a oxalic structure.
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Figure 4.34: Simulated STM images and DOS for the c(2x2) dd 68 68 oxalic structure.
Formed with H-down molecules oriented along the diagonal of the unit cell, the dd 68 68
structure might be distinguishable from the other adsorbed oxalic structures through the
orientation of its molecular rows with respect to the Cu substrate.
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Figure 4.35: Simulated STM difference images (for the energy intervals indicated) and
DOS for the c(2x2) dd 68 68 oxalic structure.
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of the electronic states and their spatial localization do not change drastically, as an
inspection of DOS and partial charge plots shows (see, for example, Fig. 4.15 for the
dt 00 37 DOS and partial charge plots). Taking for example the dt 00 37 structure (the
most stable one) we can see that its DOS below the Fermi level up to 1.8 eV (i.e. for
∼ [−1.80; 0.00] eV) is dominated by the sigma states belonging to the oxygen atoms
of the upper carbonyl groups, see Fig. 4.15 lower part for a display of the states #3-6
. These sigma states are the ones responsible (through their nodes) for the hexagonal
shape appearance of the oxalic acid molecules. And, as neither their character nor their
spatial localization do change appreciably within a 1.80 eV interval, neither will the STM
images.
Comparing the five structures considered we observe the following subtle differences
in the appearance of the hexagons:
1. The structures with two identical oxalic acid isomers show rows of identical hexagons
(see the negative bias voltage domain for the dd 00 00, tt 00 00 and dd 68 68 struc-
tures in Figures 4.28, 4.30 and 4.34) whereas for the dt 00 37 structure (the most
stable one) formed with two distinct isomers (i.e. one with the H up-oriented and
the other one with the H down-oriented) the hexagons for two consecutive rows dif-
fer, and also for the tt 29 29 a structure, even if this structure contains two H-up
isomers (and not a H-up and a H-down isomer as the dt 00 37 structure). The
reason is the different rotation direction and orientation of the upper COOH groups
for the two adsorbed H-up conformers which forms the tt 29 29 a structure.
2. In the shape of the hexagons there is an indication on the orientation of the up-
per carboxylic group: the rotated oxalic acid isomers in the dt 00 37, dd 68 68 or
tt 29 29 a structures show different hexagon shapes and orientations than the non-
rotated ones. It is therefore possible to distinguish between planar and non-planar
adsorbed oxalic acid isomers. As in general an H-down conformer is planar after the
adsorption (they are planar also in the vacuum) and an H-up conformer typically
adopts a non-planar geometry (they are typically non-planar also in vacuum) one
can associate the planarity of an adsorbed conformer with the H down-orientation
and the non-planarity with the H atom up-orientation.
What is, however, surprising is that not even with a higher negative bias voltage the
STM images change, because at about 2 eV below the Fermi energy one finds states with
π-character (see the low part of the Fig. 4.15 for a display of the states #1, #2 for the
dt 00 37 structure DOS). In spite of this we find, e.g. for the STM image of the dt 00 37
structure, in the [-2.30; 0.00] eV interval again an array of hexagons (see Fig. 4.26).
The explanation is that the contribution of the sigma states from the first 1.80 eV
interval (i.e. [-1.80; 0.00] eV) completely overshadows that one of the few π-states below
-1.80 eV. This can be proven by investigating the STM image only for the [-2.30; -1.80]
eV interval (i.e. a ”difference image” in a sub-interval of the larger interval [-2.30; 0.00])
(Fig. 4.27). We find that the ”difference” STM image no longer shows hexagons, but
rather a corrugation characteristic for molecular π states. Thus, if a distinct image (as
it should !) is to be obtained for the states below -1.80 eV (which are π states), this
can be only done if one substracts from the [-2.30, 0.00] interval the sigma background
characteristic to the first 1.80 eV.
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In the positive bias voltage domain we notice that in the first 2 eV interval (i.e. [0.00;
+2.00] eV) there are hardly any molecular states. All one can find in this region are
some HOMO or LUMO tails appearing in the HOMO-LUMO gap due to the strong
interaction between the molecular states and those of the substrate. They have very
low DOS-intensity and are hard to probe experimentally. Above +2.00 eV, however, the
contribution from the non-occupied LUMO π-states can be measured. In the region of
these π-states we notice that the dd 00 00 structure (the second stable one) shows the
π-character of the LUMO for every row with deep valleys on the molecular planes along
the [011¯] direction. The dt 00 37 structure (the most stable one) shows this feature for
every second row, i.e. only for the non-rotated isomers. For the dd 68 68 structure (the
third stable one), we see only a slight indication of a 600-rotated π-character.
In conclusion, STM images can be used to visualize oxalic acid molecules adsorbed on
the Cu(011) surface. A careful analysis of the images, or even better difference images,
in the region of the deep lying π states can reveal differences in the adsorption struc-
ture: Two-row-structures and one-row-structures can be clearly distinguished (compare
dt 00 37 vs dd 00 00) and the orientation of the upper COOH groups can be visualized,
e.g. by the differently oriented hexagons in the dt 00 37 structure. Since rotated COOH
groups are found for up-oriented H atoms and planar oxalic acid molecules for down-
oriented H atoms, STM imaging provides a possibility to distinguish molecular adsorption
sites with different reactivity.
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Chapter 5
2,5 pyrazine di-carboxylic acid
molecule in vacuum
So far we have been concerned with the study of the electronic properties and the ad-
sorption behavior of the oxalic acid aliphatic molecule. In the present and next chap-
ter we will investigate how the electronic properties and the adsorption behavior of the
oxalic acid (HOOC − COOH) molecule are modified after the insertion in its struc-
ture of the aromatic ring C4N2H4 (i.e. the pyrazine ring). More precisely, we will ana-
lyze the properties of the aromatic molecule 2,5 pyrazine di-carboxylic acid (PDA,
HOOC − C4N2H2 − COOH).
The 2,5 pyrazine di-carboxylic acid molecule, a 1-4 di-azine, and its derivatives are
known to be compounds with both pharmacological and industrial applications. A series
of antituberculosis, antipellagric, antifungic, analeptics or local anesthetics drugs have
been synthesized on the basis of the pyrazine carboxylic acid building block [1] [2] [3]
[4] [5]. More recently, PDA has also been used as a ligand in the synthesis of various
organo-metallic coordinated polymers [6] [7] [8] [9], structures with possible relevance in
the construction of grid-type metal ion supramolecular devices for information storage
and processing [10] [9].
As one can see from the chemical formula and from the structure (Figure 5.1), the PDA
molecule is formed from the aromatic ring of pyrazine (C4N2H4) and from two COOH
functional groups.
Stopping shortly over the pyrazine aromatic heterocycle (C4N2H4), we notice that this
ring can be obtained from a benzene ring (C6H6) by substituting two CH groups - found
in the ”para”-position - with two N atoms. Such a substitution is possible due to the fact
that the total number of electrons N has (7) is equal to the total number of electrons a
CH group has (also 7). Thus the two molecules, pyrazine and benzene, are isoelectronic.
To form the nitrogen analog of the C=C bond (i.e. the C=N bond) the N atoms will have
to be sp2 hybridized in the pyrazine ring. The sp2-hybridized N atom will then donate
1 electron to the 6-π-electron-system (ensuring this way the aromatic character of the
pyrazine ring) while another 2 electrons will be put in two bonding sp2 orbitals. The
remaining lone pair of electrons available on nitrogen (and accommodated into an sp2
hybrid orbital) will be non-bonding.
We have studied the PDA molecule both in vacuum and adsorbed on the Cu(011)
surface.
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5.1 Nomenclature
Depending on the position of the COOH hydrogen atoms with respect to the pyrazine ring
(the hydrogen atoms can point toward the ring (down) or toward the vacuum (up)) and
with respect to each other (the two hydrogens can be on the same side of the pyrazine ring
(in a cis configuration) or on opposite sides of the pyrazine ring (in a trans configuration))
there exist 10 possible conformers for the PDA molecule in vacuum (see Figures 5.1 and
5.2).
The nomenclature used in their denomination can be understood if one takes into
account that:
- the first two letters from a conformer’s name (say for example ddt NN ) refer to the
position of the H atoms with respect to the aromatic ring. Thus, if both hydrogens of a
conformer are down-oriented (i.e. pointing toward the aromatic ring, as in the ddt NN
conformer from Figure 5.1) then the first two letters from the conformer’s name will be
dd (from down-down). If the two hydrogens are however up-oriented (i.e. pointing toward
vacuum) then the first two letters from the conformer’s name will be uu (as in uut NN ).
Finally, if one hydrogen is down oriented and the other one is up-oriented then the first
two letters from the conformer’s name will be du (as in dut NN ).
- the third letter from a conformer’s name refers to the position of the hydrogen atoms
with respect to each other. The two hydrogens can be both on the same side of the
aromatic ring (i.e. in a cis-configuration, as in ddc NH ) and then the third letter will be
c (from cis), or on different sides (i.e. in a trans-configuration, as in ddt NN) and then
the third letter from the conformer’s name will be t.
- the two capital letters which follow the underscore line denote the position of the H
with respect to the atoms in the ring. Due to the fact that the aromatic ring contains
both N and CH groups a down oriented H atom could point either toward a N atom from
the ring (as in ddt NN ) or toward another H atom from the ring (as in ddt HH ). The
last two letters (N or/and H ) from a conformer’s name are used in order to distinguish
between these two cases.
In order to identify the most stable conformer we have performed first-principles to-
tal energy calculations using the gradient corrected (PBE) density functional theory as
implemented in the Vienna ab-initio simulation package (VASP). The electronic wave
functions have been expanded into plane waves up to an energy cut-off of 625 eV and a
projector-augmented-wave (PAW) scheme has been used in order to described the inter-
actions between the valence electrons and the nuclei(ions). As we want to calculate the
isolated molecule, a relatively large supercell (25×25×25 A˚3) has been chosen, in order
to avoid the interactions between periodic images. The minimum energy configurations
for the conformers have been considered to be reached when the forces on each atom of
the conformers were less than 0.0025 eV/A˚.
5.2 Conformers’ stability
The relative total energies of the fully relaxed conformers are given in Table 5.1 and a
graphical description of their structure is provided in Figures 5.1 and 5.2. From these we
notice that the energetical ordering of the obtained conformers seems to be governed by:
(a) the possibility of the conformers to form intramolecular hydrogen bonds between
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the pyrazine N atoms and the carboxylic H atoms,
(b) the possibility of the PDA conformers to avoid the repulsive interaction between the
H atoms of the pyrazine ring and the H atoms of the carboxylic group.
Thus, the most stable PDA conformer, ddt NN, allows for the formation of two in-
tramolecular N...H hydrogen bonds, while dut NN and duc NH - the second and the third
most stable conformers - have the possibility to form only one N...H bond. The place
of the second N...H hydrogen bond is taken in these cases by a possible intra(COOH)
hydrogen bond. However, this seems to be less stabilizing for the systems than an inter-
(COOH)(C4N2H2) N...H bond.
None of the structures found on the 4-th, 5-th or 6-th position in the energy table
exhibit any N...H hydrogen bond. We suggest that their relative ordering is due to the
different possibilities of forming inter-(COOH)(C4N2H2) O...H hydrogen bonds. One
can form H bonds either between a -CH group and a -O=C group or between a -CH
group and a -OH group. As found also for the oxalic acid molecule (see Chapter 2 and
[11]) the first type of H bonds seems to be stronger and more stabilizing than the last
one. Therefore the uut NN conformer (4-th position in the energy table) with its two
(-CH) (-O=C) inter-(COOH)(C4N2H2) hydrogen bonds is more stable than the uut HH
conformer (6-th position) with its two (-CH) (-OH) inter-(COOH)(C4N2H2) O...H bonds.
The uuc NH isomer with one inter-(COOH)(C4N2H2) (-CH) (-OH) bond and one inter-
(COOH)(C4N2H2) (-CH) (-O=C) bond is just in between.
The last four structures from the energy table (ddc NH, udc NH, dut HH and ddt HH )
owe their lower stability to the presence of one or more destabilizing H-H interactions.
Nr. Conformer Energy (eV)
1 ddt NN 0.000
2 udt NN +0.110
3 udc HN +0.165
4 uut NN +0.232
5 uuc NC +0.281
6 uut CC +0.326
7 ddc CN +0.502
8 udc NC +0.588
9 udt CC +0.630
10 ddt CC +0.939
Table 5.1: Relative energies of the 2,5 Pyrazine di-carboxylic acid conformers.
5.3 Structural analysis
As mentioned earlier, the structure of a PDA conformer can be seen as coming from
the ”equivalent” oxalic conformer plus the aromatic ring of the pyrazine inserted in the
middle. From this point of view the differences between the PDA conformers will be
visible only at the level of the COOH terminations and not at all on the pyrazine nucleus,
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Figure 5.1: 2,5 pyrazine di-carboxylic acid conformers in vacuum, the six most stable
conformers. Frontal view (H-light gray, O-orange, C-dark blue, N-light blue).
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Figure 5.2: 2,5 pyrazine di-carboxylic acid conformers in vacuum, the four least stable
conformers. Frontal view (H-light gray, O-orange, C-dark blue, N-light blue).
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which is basically unaffected by the isomers change (see Table 5.2). Even more, we find
also that there is hardly any difference between the bond lengths and the bond angles
of an incorporated pyrazine ring and those of a vacuum isolated pyrazine molecule (see
Table 5.2). This shows that a relatively weak interaction is present between the aromatic
ring of pyrazine and its COOH neighbors. This aspect finds some confirmation in the fact
that the C-C bond, which brings together the (HOOC) and the (C4N2H2) groups, is only
a single bond (∼ 1.51 A˚) ensuring thus only a limited conjugation between the carboxylic
and the pyrazine groups.
On the other hand all the PDA conformers are planar which can only be established if
a certain interaction between the pyrazine ring and the COOH groups is present. Thus,
an interesting structural aspect is whether the geometry of the PDA conformers do indeed
allow the formation of the H bonds which we have previously assumed to determine the
planarity and the energetical order of the PDA conformers. An inspection of the geometry
of the isomers reveals the fact that up to three kinds of H-bonds or merely electrostatic
dipole interaction might be formed inside a PDA conformer:
(1) between the hydroxyl (OH) and the carbonyl (C=O) groups of a COOH group, i.e.
an OH...O hydrogen bond (intra-COOH)
(2) between the hydroxyl group (OH) of a COOH acid and a N atom from the pyrazine
ring, i.e. an OH...N hydrogen bond (inter-COOH-N(pyrazine))
(3) between the carbonyl group (C=O) of a COOH acid and a CH group from the
pyrazine ring, i.e. a CH...O hydrogen bond (inter-COOH-CH(pyrazine))
For the first of these bonds, the intra-COOH hydrogen bond, we find that the bond
length between the non-bonding atoms H...O is about 2.30 A˚ while the angle ˆOHO is
about 770. These values are quite close to those found for the cpTpc conformer of the oxalic
acid in vacuum (d(H...O)=2.33 A˚ and ˆOHO = 750), for which intra-(COOH) hydrogen
bond has been often assumed [11]. As for the oxalic acid, the OH...O=C hydrogen bond
involves one of the sp2 lone pairs of the carbonyl oxygen.
Compared with the OH...O intra-(COOH) hydrogen bond, an OH...N hydrogen bond
between a COOH group and the aromatic ring is much more stabilizing for a PDA con-
former as it establishes an increased rotational stability. Therefore, the orientation of
the H atoms (up-oriented, i.e. possibly involved in OH...O bonds or down-oriented, i.e.
possibly involved in OH...N bonds) has a decisive influence on the molecular stability of
the conformers. Our calculated OH...N bonds have a bond length of approximately 2.00
A˚ and a bond angle ˆOHN of ∼ 1210. These values are in quite good agreement with the
general considered values for an OH...N bond length (i.e. of 1.9 - 2.7 A˚ [12]) and bond
angle (i.e. of 1250 - 1800 [12] [13]).
The replacement of an OH...O bond with an OH...N bond (or in other words the up
- down movement of the H atom) does lead to certain modifications in the geometry of
the conformers. While in the first case the angles between the C-C bond (at the joint of
the COOH group with the aromatic ring) and the closest C/N atoms from the ring are
approximately equal, in the last case they are significantly different as the COOH group
tilts toward the N side in order to help the formation of the H...N bond. The COH angle
is however in both cases the same (∼ 105.50) as the up-down change of the H atom comes
from nothing else than a rotation of the sp3 orbitals of the O atom.
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As for the bond lengths, we notice an increase of the OH bond - for the H down
oriented systems - explicable again through the tendency of these systems to increase
their stability by ensuring a strong H...N bond. (In the case of the H-up systems an
increase of the OH bond length wouldn’t be helpful as it would move away the H atom
from the O acceptor atom.)
For the H-bonding to be notably strong the hydrogen atom has to be attached to a
strongly electronegative atom (F, O, N, etc). It is essentially this electronegative nature
of the donor atom which is responsible for the polarization which finally leads to the
formation of a hydrogen bond. There are, however, good evidences that even a less
electronegative atom, like carbon, can act in certain circumstances as a hydrogen-bonding
donor. More precisely this can happen if the carbon atom of a CH group is directly
attached to a more electronegative atom or group, or if the C atom is part of a conjugated
double bond system containing a more electronegative atom. In these conditions the whole
CH group will have a net positive charge and will be able to H bond [14] [15] [16] [12].
Thus, it was found, for example, that many of the C-H groups adjacent to N atoms are
likely to participate in CH...O interactions if the CH hydrogen is found to be not too far
(i.e. between 2.00 - 2.76 A˚) from the O atom [16] [17] [12]. Concerning the hydrogen bond
angle CHO this can vary quite a lot depending on whether we speak about inter- or intra-
molecular hydrogen bonding. While for inter-molecular hydrogen bonding this angle is
typically higher than 1400, for intra-molecular H bonding - due to various stereochemical
constraints - angles even below 900 have been found [16].
In our case, the PDA molecules do contain CH groups which are both adjacent to N
atoms as well as double bonded to them. The CH groups are also in a relatively close
proximity to one of the O atoms from the ending COOH groups. Depending on the
conformer the (H...O)-distances are between 2.40 to 2.66 A˚. The CHO angle we find to
be around 950, which is not uncommon for an intra-molecular H bond [16]. It is therefore
reasonable to assume that H bonding might take place between the ending COOH groups
and the CH groups of the pyrazine ring. Such bonds, while definitely not very strong,
might be responsible for the planarity of those conformers for which the COOH hydrogen
atoms are up-oriented.
Compared with the previously studied oxalic acid molecule we notice that the presence
of the aromatic ring between the COOH groups leads for the PDA molecule to only planar
conformers. Thus a certain rotational stability seems to be enforced by its presence.
5.4 Dipole moments
Identifying in an experiment the various conformers of a molecule is not a simple task,
particularly when the main geometrical parameters remain nearly identical for all con-
formers. In the case of the PDA molecule, for example, one conformer differs from another
one only through the position of the H atoms. Due to the small size of the H atom such
a modification will be, however, only hardly visible, if at all, in any structural study (e.g.
X-ray experiments). Therefore other properties, except direct structure determination,
will have to be investigated if one wants to distinguish between the conformers.
One useful property in this direction can be the conformers’ dipole moment. This is
because the change of the position of the hydroxyl hydrogen atom, while only a minute
structural modification, will also lead to changes in the orientation of the oxygen lone pairs
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Conformer
Bond Length (A˚)
N1C2 C2C3 C3N4 N4C5 C5C6 C6N1 C6H7 C3H8
ddt NN 1.346 1.402 1.339 1.346 1.402 1.339 1.090 1.090
dut NN 1.346 1.402 1.339 1.345 1.406 1.338 1.090 1.091
duc NH 1.344 1.404 1.337 1.345 1.407 1.340 1.090 1.091
uut NN 1.345 1.407 1.338 1.345 1.407 1.338 1.091 1.091
uuc NH 1.343 1.408 1.336 1.345 1.407 1.340 1.090 1.091
uut HH 1.344 1.408 1.337 1.344 1.408 1.337 1.090 1.090
ddc NH 1.343 1.405 1.335 1.347 1.406 1.340 1.094 1.091
udc NH 1.342 1.408 1.335 1.347 1.407 1.339 1.096 1.091
dut HH 1.345 1.408 1.336 1.342 1.408 1.336 1.091 1.096
ddt HH 1.344 1.408 1.335 1.344 1.408 1.335 1.096 1.096
isolated pyrazine ring 1.343 1.400 1.343 1.343 1.400 1.343 1.093 1.093
uut NN exp [18] 1.34 1.41 1.33 1.32 1.38 1.35 1.091 1.091
Table 5.2: Bond lengths in the pyrazine ring for the different conformers of the PDA
molecule. For the numbering of the atoms see Fig. 5.1
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Conformer
Bond Length (A˚)
C5C9 C2C10 C10O11 C9O12 C9O13 C10O14 O11H15 O12H16
ddt NN 1.509 1.510 1.352 1.352 1.209 1.209 0.987 0.987
dut NN 1.503 1.509 1.353 1.355 1.215 1.209 0.988 0.978
duc NH 1.507 1.509 1.354 1.372 1.206 1.209 0.988 0.977
uut NN 1.502 1.502 1.357 1.357 1.215 1.215 0.978 0.978
uuc NH 1.506 1.502 1.357 1.373 1.206 1.215 0.978 0.977
uut HH 1.506 1.506 1.372 1.372 1.207 1.207 0.977 0.977
ddc NH 1.521 1.510 1.353 1.373 1.200 1.209 0.986 0.972
udc NH 1.520 1.503 1.357 1.374 1.201 1.214 0.978 0.973
dut HH 1.506 1.520 1.373 1.371 1.206 1.201 0.973 0.977
ddt HH 1.520 1.520 1.372 1.372 1.201 1.201 0.973 0.973
tTt-plan (oxalic) 1.556 1.556 1.340 1.340 1.210 1.210 0.990 0.990
uut NN exp [18] 1.48 1.52 1.29 1.31 1.25 1.18 — —
Table 5.3: Bond lengths inside the COOH groups or between the COOH groups and the
pyrazine ring.
of electrons, which can have a large effect on the value of the dipole moment. Thus, for
example, even if the ddt NN and the dut NN conformers differ only through the position
of one H atom (which is shifted from down to up) their dipole moments differ through
as much as 0.7 eA˚. Thus, what could be possibly indistinguishable in a structural study,
becomes clearly different in a dipole moment measurement experiment (like Stark effect
experiments [19] [20] [21] or dielectric absorption measurements [22] [23]).
In view of this utility we have collected in Table 5.7 DFT-calculated dipole moments
(together with their components) for all the 10 PDA isomers. From the investigation
of this table we notice that one can discriminate between the first 3 most stable PDA
conformers strictly based on the value of their dipole moments (0.000 eA˚ for ddt NN,
0.702 eA˚ for dut NN and 0.969 eA˚ for duc NH).
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Conformer
Bond Length (A˚)
H15X1/14/8 H8O14/11 H16X4/13/7 H7O13/12
ddt NN 2.001 2.643 2.000 2.644
dut NN 1.987 2.655 2.299 2.533
duc NH 1.989 2.660 2.305 2.425
uut NN 2.293 2.545 2.293 2.545
uuc NH 2.294 2.546 2.301 2.428
uut HH 2.300 2.430 2.300 2.430
ddc NH 2.008 2.658 1.877 2.686
udc NH 2.299 2.549 1.860 2.674
dut HH 1.859 2.674 2.305 2.442
ddt HH 1.872 2.683 1.872 2.683
tTt-plan (oxalic) 2.091 2.091 2.091 2.091
Table 5.4: Distances from the H atoms to some of the neighboring atoms (possible H-
bonds are included here). X can be a N, a O or a H atom.
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Conformer
Angles (◦)
C10C2C3 C10C2N1 C9C5C6 C9C5N4 H8C3C2 H8C3N4 H7C6C5 H7C6N1
ddt NN 121.24 116.64 121.27 116.59 120.65 118.61 120.64 118.63
dut NN 121.67 116.43 118.00 119.64 120.31 118.09 120.63 118.35
duc NH 121.77 116.43 122.09 115.86 120.31 118.11 121.46 117.45
uut NN 118.40 119.44 118.40 119.44 120.30 117.84 120.30 117.84
uuc NH 118.45 119.52 122.36 115.79 120.28 117.81 121.04 117.01
uut HH 122.39 115.86 122.39 115.86 121.02 117.03 121.02 117.03
ddc NH 121.81 116.73 124.32 114.76 120.29 118.04 123.14 114.96
udc NH 118.62 119.71 124.36 114.91 120.27 117.75 122.72 114.53
dut HH 124.37 115.00 122.77 115.85 122.68 114.55 120.99 116.96
ddt HH 124.69 115.03 124.69 115.03 122.61 114.53 122.61 114.53
tTt-plan (oxalic) 112.68 121.74 112.68 121.74 105.06 — 105.06 —
Table 5.5: Bond angles between the pyrazine ring and its connections to the COOH
groups.
DFT calculated dipole moments also show that there is a significant increase in the
value of the dipole moments as one goes from the trans to the cis isomers of the PDA
molecule (compare for example the 0.000 eA˚ value for the trans ddt NN conformer with
the 0.904 eA˚ value of the cis ddc NH conformer). This aspect is however to be expected
as the trans to cis switch do imply a lowering of the molecular symmetry.
Finally, from the investigation of Table 5.8 we notice that there is a great similarity
between the values of the dipole moments for the PDA conformers and the values of the
dipole moments for their associated oxalic acid conformers. For example, to a dipole
moment value of 0.702 eA˚ for the dut NN PDA conformer corresponds a value of 0.695
eA˚ for the associated cTt-plan oxalic acid conformer. Or, to a value of 0.953 eA˚ for the
udc NH PDA conformer we find a value of 0.951 eA˚ for the associated cGt-plan oxalic
acid conformer in vacuum. And so on. These similarities confirm that, at least for certain
properties, the PDA molecule can be considered as being formed from two additive parts:
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Conformer
Angles (◦)
C2C10O14 C2C10O11 O11C10O14 C10O11H15 C5C9O13 C5C9O12 O13C9O12 C9O12H16
ddt NN 122.95 113.43 123.60 105.92 122.98 113.41 123.60 105.92
dut NN 123.21 113.28 123.50 105.65 122.90 112.97 124.12 105.49
duc NH 123.20 113.33 123.46 105.65 125.45 110.84 123.69 105.58
uut NN 123.12 113.03 123.83 105.27 123.12 113.03 123.83 105.27
uuc NH 123.11 113.02 123.86 105.29 125.53 110.96 123.49 105.47
uut HH 125.52 110.98 123.49 105.44 125.52 110.98 123.49 105.44
ddc NH 123.02 113.51 123.46 105.98 122.94 116.77 120.27 111.30
udc NH 122.93 112.97 124.08 105.44 123.24 116.56 120.18 111.03
dut HH 123.20 116.56 120.23 111.02 125.31 110.92 123.76 105.61
ddt HH 123.05 116.55 120.38 111.20 123.05 116.55 120.38 111.20
tTt-plan (oxalic) 121.74 112.68 125.56 105.06 121.74 112.68 125.56 105.06
uut NN exp [18] — — 128.8 — — — 121.9 —
Table 5.6: Bond angles within the COOH groups.
the pyrazine ring (with zero dipole moment due to the symmetry) and an associated oxalic
acid conformer (with variable dipole moment).
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PDA Conformer
Dipole
x y z total
ddt NN 0.000 eA˚(0.000 D) 0.000 (0.000 ) 0.000 (0.000 ) 0.000 (0.000 )
dut NN -0.529 eA˚(-2.540 D) 0.000 (0.000 ) 0.460 ( 2.209 ) 0.702 (3.371 )
duc NH 0.227 eA˚(1.090 D) 0.000 (0.000 ) -0.942 (-4.524 ) 0.969 (4.654 )
uut NN 0.000 eA˚(0.000 D) 0.000 (0.000 ) 0.000 (0.000 ) 0.000 (0.000 )
uuc NH -0.289 eA˚(-1.388 D) 0.000 (0.000 ) -0.479 (-2.300 ) 0.560 (2.689 )
uut HH 0.000 eA˚(0.000 D) 0.000 (0.000 ) 0.000 (0.000 ) 0.000 (0.000 )
ddc NH -0.378 eA˚(-1.815 D) 0.000 (0.000 ) -0.821 (-3.943 ) 0.904 (4.571 )
udc NH -0.884 eA˚(-4.245 D) 0.000 (0.000 ) -0.355 (-1.705 ) 0.953 (4.341 )
dut HH 0.592 eA˚(2.843 D) 0.000 (0.000 ) -0.099 (-0.475 ) 0.601 (2.886 )
ddt HH 0.000 eA˚(0.000 D) 0.000 (0.000 ) 0.000 (0.000 ) 0.000 (0.000 )
Table 5.7: Dipole moments. The x-axis runs along the molecule spanning the two COOH
groups and the pyrazine ring, the y-axis is orthogonal on the molecular plane and the
z-axis goes across the molecule. 1 Debye ∼ 4.803 eA˚.
5.5 Electron localization function analysis
As we have done also for the oxalic acid system, we start the electronic structure anal-
ysis of the PDA molecule with a short examination of its electron localization function
(ELF) topology. As the ELF provides informations about the spatial regions which can
be associated with the electron-pairing (see Chapter 4.2.2 and [24] [25] for more informa-
tions), through the ELF analysis we gain a better - and visually simple - understanding on
the chemical bonds present, lone pairs distribution, existing hybridization, etc., in other
words we try to achieve a visually simple understanding of the electronic structure of the
molecule.
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PDA Conformer
Dipole
total
h
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Oxalic Conformer
Dipole
total
ddt NN 0.000 (0.000 ) tTt-plan 0.000 (0.000)
dut NN 0.702 (3.371 ) cTt-plan 0.695 (3.084)
duc NH 0.969 (4.654 ) cGt-plan 0.951 (4.571)
uut NN 0.000 (0.000 ) cpTpc-plan 0.000 (0.000)
uuc NH 0.560 (2.689 ) cGc-plan 0.581(2.791)
uut HH 0.000 (0.000 ) cpTpc-plan 0.000 (0.000)
ddc NH 0.904 (4.571 ) tCt-plan 1.010 (4.852)
udc NH 0.953 (4.341 ) cGt-plan 0.951 (4.571)
dut HH 0.601 (2.886 ) cTt-plan 0.695 (3.084)
ddt HH 0.000 (0.000 ) tTt-plan 0.000 (0.000)
Table 5.8: PDA and oxalic acid conformers’ dipole moments compared. The dipole mo-
ments show only little variation in going from a PDA conformer to the associated oxalic
acid conformer. The value of the dipole moments are given both in eA˚ and in Debye (in
the brackets) units.
In Figure 5.3 we give ELF-plots for the ddt NN conformer (Figure 5.3 a - e) and for
the uut NN conformer (Figure 5.3 f). From Figure 5.3b we see that the ELF plot provides
both a complete view of the bonding orbitals (C-C, C=C, C=N, C-O, C=O, etc.) as well
as with a fairly clear image of the non-bonding orbitals (O and N lone pairs). Their
analysis - in terms of number, spatial orientation, shape, volume or ELF intensity - gives
a better understanding of the molecular chemistry:
• From the number and spatial orientation of the ELF non-bonding basins one can
easily identify the correct hybridization for the carbonyl oxygen atom (sp2) or for
the hydroxyl oxygen atom (sp3).
• From the spatial distribution of the N lone pair with respect to the H(O) atom
(see Figure 5.3 b) as well as from the fact that the ELF values shows a certain
localization in the N-H inter-space (see Figure 5.3 c) one can safely infer the exis-
tence of a relatively strong N...HO hydrogen bond between the N and the H atoms.
• The ELF plots confirm also that the orbital orientation at the atomic methine
hydrogen as well as at the carbonyl oxygen allow the formation of a H-bond (i.e. the
CH...O=C bond) (see Figure 5.3 b and e). However, the electron localization in the
CH...O=C inter-space appears to be much smaller than the one found for the N...HO
bond (see Figure 5.3 c). Thus, there is no (hydrogen bond donor) - (hydrogen bond
acceptor) localization domain overlap, as it appeared for the N...HO bond. While
this does not exclude the presence of a H-bond, it does suggest that compared with
the N...HO bond the CH...O bond would be weaker.
• In order to see if the strength of the CH...O bond does modify when one goes to the
H-up conformers (for which a stronger CH...O bond would explain the conformers’
planarity) we present in (Figure 5.3 f) also an ELF plot for the uut NN conformer.
This does not show any topological modifications or strengthening in the CH...O
inter-space region, when comparing with the (Fig. 5.3 c) plot. We conclude therefore
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that while from the ELF analysis a relatively strong N...HO bond is possible, only
a relatively weak CH...O bond can be expected, if at all.
We end our ELF analysis by pointing out that besides providing help in understanding
the orbital hybridization and the presence of H-bonds, the ELF can also be used to re-
veal informations about the bond’s polarity. While not of major importance for us at
this point, it is interesting to notice the difference between the size of the C=C bonding
basins and that of the C=N bonding basins (see Figure 5.3 d). While the first one is
considerably large (i.e. it has a large electronic population) the second one is about half
the size. The explanation lies in the different polarity of the two bonds. While the first
one is covalent non-polar, the second one - due to the presence of the N atom - exhibits
a relatively pronounced polar character manifested through a charge transfer from the
central bonding region toward the N atom. Thus, the (C,N) bonding basin will be smaller
(it will have a smaller electronic population). As the electronegativity difference between
the bonding partners increases the bonding basins get smaller and smaller (as for the C-O
or C=O bonds for example, Figure 5.3 b and d) to ultimately disappear in the case of an
ionic bond. Thus, the presence and the size of the ELF bonding domains can be used to
distinguished between covalent non-polar bonds, covalent polar bonds of a certain degree
and ionic bonds (which show no central localization basin).
5.6 Ionization energies and density of states
In the present section we compare the density of states (DOS) plots for various conformers
in order to better understand the impact of the structural modifications on the electronic
spectrum. As the eigenvalues in a periodic boundary condition calculation are defined
only to within a constant energy offset, which could differ from one calculation to another,
one can not readily compare the DOS of a system with that of another system without
doing a priori a certain alignment to a common reference. This reference can be: the
middle of the HOMO-LUMO gap (i.e. the ”molecular Fermi level”), the lowest electronic
state in the system, a core state or the vacuum energy (defined as the energy for which
the electrostatic potential of the system becomes constant, i.e. gets flat). In order to have
a better consistency with our surface calculations, for which the energy alignment is done
with respect to the vacuum level, we choose the vacuum energy for each system as our
reference point. If for a slab calculation this vacuum energy was obtained from the sum
of the topmost occupied eigenvalue (i.e. the Fermi level) and the work function, in the
case of a molecular system this is obtained from the sum of the molecular HOMO (i.e. the
highest occupied molecular state) and the ionization energy (the equivalent of the surface
work-function). We will therefore have to calculate the ionization energy (IE) for each of
the considered systems in order to be able to compare their DOS.
There are basically three ways in which one can calculate the ionization energies [26]:
1. As the IE is the energy required to remove an electron from the HOMO level of the
molecule to infinity, one can consider the IE to be equal with the relative position of
the Kohn-Sham (KS) value for the HOMO level with respect to the effective potential
in the vacuum region of the supercell, i.e. IE=-HOMO. The values obtained in this
way for the IE we will further denote as DFT-GGA IE. Such an approximation for
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168 PDA molecule in vacuum
the IE can be used, for example for systems which have (very) extended electron
states, e.g. a solid, jellium like systems, for which the eigenvalues will not relax much
or at all following the removal of an electron.
2. IE=E(N-1)-E(N), where E(N) denotes the ground state energy of the molecule with
N electrons and E(N-1) - the ground state energy of the molecule with one missing
electron. Depending on the relaxations considered when one calculates the energy
for the (N-1) system, we distinguish between:
2a. vertical IE - when for the (N-1) system only the electronic relaxation effects
are taken into account, i.e. the geometrical structure of the N-1 system is
not allowed to change, even if the missing electron would otherwise lead to
structural modifications.
2b. adiabatic IE - when the ionized molecule is allowed to relax both electronically
and structurally.
The values we have obtained for the IE by the three methods (DFT-GGA, vertical
IE and adiabatic IE) are listed in Table 5.9. As we will most often be concerned only
with the most stable conformers, we have computed the adiabatic IE - which is quite
demanding computationally - only for the first four most stable conformers. We notice
that, irrespective of the computational scheme applied, the same relative order of the IE
is obtained, i.e. IE(uut NN) < IE(uuc NH) < IE(uut NH) < IE(udc NH) < IE(dut NN)
< IE(dut HH) < IE(duc NH) < IE(ddt HH) < IE(ddc NH) < IE(ddt NN). Table 5.9
indicates also that the effect of the structural relaxation on the IE is of about 0.2 eV.
More important are the electronic relaxation effects. Thus, with respect to the KS values
(DFT-GGA) the IEs are shifted toward larger values by ∼ 2.70 eV.
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
PDA Conformer
Ionization Ens.(eV)
DFT-GGA IE Vertical IE Adiabatic IE
ddt NN 6.830 9.503 9.323
dut NN 6.555 9.253 9.055
duc NH 6.583 9.307 9.083
uut NN 6.259 8.995 8.785
uuc NH 6.302 9.046 —
uut HH 6.362 9.127 —
ddc NH 6.760 9.451 —
udc NH 6.506 9.206 —
dut HH 6.560 9.279 —
ddt HH 6.750 9.429 —
Table 5.9: Calculated ionization energies for the PDA conformers.
For our vacuum alignment we have considered the vertical IE values (i.e. the HOMO
state of each conformer is set below the vacuum-zero level with a value equal with that of
the vertical IE) since this quantity can be associated with the calculated structure of the
conformers and is also very close to the measured adiabatic IE. The DOS plots obtained
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Figure 5.5: ddt NN orbital plots.
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Figure 5.6: dut NN orbital plots.
172 PDA molecule in vacuum
Figure 5.7: duc NH orbital plots.
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after this shift, for the ddt NN, dut NN, uut NN and duc NH conformers are displayed
in Figure 5.4.
From the DOS analysis, as well as from the plots of the wavefunctions (see Figures 5.5,
5.6, 5.7) we notice that:
- the conformers exhibit, in general, the same ordering and spatial distribution for
the molecular orbitals. The energy difference between two consecutive orbitals differs,
however, from one conformer to another. In view of the molecular adsorption process,
this may result in quite different interactions with the metal surface, depending on the
conformer.
- for all four conformers the occupied states are mainly σ-type orbitals, while the
unoccupied states are mainly π-type orbitals.
- the HOMO (σ-character) and the LUMO (π-character) states of the conformers
are delocalized over the entire molecule. This is quite important as it means that these
frontier states, the most reactive from a molecule’s electronic spectrum, might be used for
the electronic transport (for example, if the molecule is sandwiched between two metallic
contacts).
- the supposed intra-molecular hydrogen bonds (OH...N, OH...O, CH...O) find some
support in the wavefunction plots associated with the DOS peaks. The spatial distribution
and the nodal structure of the wavefunctions from peak #8 of the ddt NN conformer (see
Figure 5.5) suggest that an OH...N hydrogen bond might appear at this energy. Similar
conclusions can be obtained also from the plots of the orbitals #1, #5 and #9 of the
dut NN structure (Figure 5.6) or from the plots of the orbitals #1 and #9 of the duc NH
structure (Figure 5.7).
- there is a decrease of the HOMO-LUMO gap by more than 1 eV, when we compare
the PDA molecule with the oxalic acid molecule in vacuum (see Table 5.10). The origin
of this narrowing might be:
• the increased number of atoms the PDA molecule has [27]
• the presence of the aromatic ring
• the presence of the N atoms in the aromatic ring
In order to confirm one of these hypotheses we have further calculated the HOMO-
LUMO gaps also for the benzene molecule (C6H6), pyridine molecule (C5H5N), pyrazine
molecule (C4H4N2), 2,5-benzene dicarboxylic acid molecule (COOH − C6H4 − COOH)
and 2,5-pyridine dicarboxylic acid molecule (COOH − C5H3N − COOH). For all these
systems, the HOMO-LUMO energy gap has been computed in a frozen orbital approxi-
mation, i.e. from the energy difference of the LUMO and HOMO eigenvalue of the ground
state (Egap = ǫ
KS
LUMO− ǫKSHOMO). Although such an approximation typically underestimate
the HOMO-LUMO gap compared with the experimental values (since only the ground
state orbitals are used to estimate the excited state energy and thus the change in the
exchange and correlation potential corresponding to the excited state is missing) it has
been found that this approach properly reproduced the trends of the HOMO-LUMO en-
ergy gaps [28] [29] [30]. With this aspect in mind, we notice that it is the presence of the
N atom in the aromatic ring that leads to the closing of the HOMO-LUMO gap. Simply
adding a benzene ring between the two COOH groups of the oxalic acid does not lead to
any shrinkage of the HOMO-LUMO gap (see Table 5.10). Replacing however CH groups
174 PDA molecule in vacuum
from the benzene ring with N atoms leads to a successive contraction of the gap - the
more N atoms the smaller Egap. Thus, the insertion of the N atoms in the aromatic ring
can be used to engineer -i.e.
textitshrink- the width of the band gap in the π-conjugated systems. By virtue of their
smaller HOMO-LUMO gap, the so-obtained N hetero-atomic aromatic structures are good
models for basic studies on electron transfer phenomena as well as potential candidates
for molecular opto-electronics applications.
Just as an outlook, we wonder what will be the effect of adding more than one pyrazine
ring in-between the two COOH groups. Would the gap further decrease or stay constant?
This kind of information would be very useful in order to understand how by struc-
tural/chemical manipulation one can control the band gap and thus construct materials
with tailored opto-electronic properties such as intrinsic conductivity, charge-storage ca-
pabilities, etc.
Structure HOMO-LUMO gap
C6H6 5.064
C5H5N 4.036
C4H4N2 3.217
COOH − COOH [3.432 - 4.276]
COOH − C6H4 − COOH [3.363 - 3.562]
COOH − C5H3N − COOH [2.859 - 3.029]
COOH − C4H2N2 − COOH [2.405 - 2.558]
uut-structures HOMO-LUMO gap
COOH − COOH 3.510
COOH − C6H4 − COOH 3.562
COOH − C5H3N − COOH 2.913
COOH − C4H2N2 − COOH 2.472
Table 5.10: Calculated HOMO-LUMO gap energies for (right) various molecular struc-
tures in gas phase (left) only for their up-up-trans conformers. The values are given in
eV.
5.7 Vibrational spectrum and IR intensities
Another possible way to distinguish between the various PDA conformers, in addition to
the value of their dipole moments, is through their vibrational spectrum. In order to check
this possibility, we have calculated the vibrational frequencies and the IR intensities for
the first three most stable PDA conformers (ddt NN, dut NN and duc NH) in vacuum.
Their vibrational spectrum, in the interval 4000 - 500 cm−1, together with a tentative
description of their normal modes is provided in the Tables 5.11 and 5.12. The following
notation has been chosen to characterized the normal modes: ν - stretching (s : symmetric,
as : asymmetric, u - located on the upper COOH group, d - located on the lower COOH
group), δ - bending or angle deformation, ipb - in-plane bending of the H atom, ofpb - out-
of-plane bending, τt - twisting, τw = wagging. The associated IR intensities (calculated
as described in Appendix C) are given in Figure 5.8, while a graphical description of the
normal modes for the ddt NN conformer can be found in the Figures 5.9, 5.10 and 5.11.
For comparison we have also calculated the IR intensities for the pyrazine molecule (see
Figure 5.8) which only shows the C-H stretching modes and inner ring vibrations as in
the PDA conformers.
From the analysis of Tables 5.11 and 5.12 and of Figure 5.8 we notice that the vibra-
tional spectrum of any PDA conformer can be roughly divided into four regions:
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1. the X-H stretching region between 4000 - 3000 cm−1
In this region we find the carboxylic O-H and the aromatic C-H stretching vibrations.
It is to be noticed here that while the O-H band appears to be very strong (i.e. it
has a high intensity) the C-H band shows a very weak intensity. Both the positions
and the intensities of these bands are in good agreement with previous experimental
studies on pyrazine-derivated structures in vacuum [1].
2. the 3000 - 2000 cm−1 region
Typically in this region one finds either vibrations associated with the triple bonds
(i.e. X ≡ Y ) or with certain covalent bonds which contain a hydrogen atom bound
to a more massive atom (e.g. S-H, B-H, P-H, Si-H) [31]. As none of these bonds
appear in our system this region is free of any bands.
3. the double bond region between 2000 - 1500 cm−1
Between 2000 - 1500 cm−1 we find the double bond stretching vibrations. These are
either stretching vibrations of the carbonyl group (C=O) or of the pyrazinic ring
(C=C, C=N). The ν(C = O) gives rise, for all the three conformers, to a strong IR
intensity band (sometimes even the strongest band in the spectrum as it is the case,
for example, for the ddt NN conformer - see Figures 5.8 and 5.9), while ν(C = C)
and ν(C = N) do not show any IR intensity due to the symmetry and/or to the
vanishing dipole moment change.
4. the 1500 - 500 cm−1 region - the fingerprint region
Below 1500 cm−1 it is no longer possible to assign a frequency band to the deforma-
tion of a particular bond uniquely. This is because many (adjacent) groups vibrate
at close frequencies and as a result their vibrations get coupled. Thus C=C, C-H,
C-O and/or O-H vibrations (can) get mixed to yield a more general movement of
the atoms. Some examples are the vibrations at 1362 cm−1 (which implies the con-
comitant vibrations of the C-C, C-H and O-H groups), at 1208 cm−1 (which again
involves the vibrations of the C-C, C-H and O-H groups) or at 1073 cm−1 (which
describes the breathing mode of the pyrazine ring, the C-C and the C-O stretching
vibrations and the O-H in-plane bending mode). Therefore it is not possible to
assign a clear vibrational pattern below 1500 cm−1. In general, we notice however
the presence of the in-plane O-H and C-H bending vibrations between 1450 cm−1
and 950 cm−1 and that of the out-of-plane O-H and C-H bending vibrations between
950 cm−1 and 700 cm−1. Certain ring specific modes (even if not very ”clean”) can
be identified at 1234 cm−1 (the asymmetric C=N stretching), at 1073 cm−1 (the
”breathing” mode) and at 1002 cm−1 (the CCN bending mode).
From these 4 regions it is sufficient to analyze the IR spectrum only in the first and
the third region (i.e. between 4000 - 3000 cm−1 and between 2000 - 1500 cm−1) in order to
easily discriminate between the three most stable PDA conformers. In the first region, the
ddt NN conformer - due to the symmetry - exhibits only one intense IR band (associated
with the O-H asymmetric stretching) while the dut NN and duc NH conformers - both
with one H up and one H down - exhibit two distinct OH stretching modes in this region.
In the 2000 - 1500 cm−1 domain the ddt NN conformer exhibit again only one intensity
peak (associated with C=O stretching vibration). Due to the lower symmetry, dut NN
176 PDA molecule in vacuum
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Figure 5.9: Vibrational frequencies for the ddt NN conformer. The length of the arrows
gives the relative displacement and the amplitudes for the atomic nuclei. C - dark gray,
O - red, N - blue, H - light gray.
178 PDA molecule in vacuum
Figure 5.10: Same as before: vibrational frequencies for the ddt NN conformer.
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Figure 5.11: Same as before: vibrational frequencies for the ddt NN conformer.
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and duc NH show two peaks in this region. However, while the two peaks from the
dut NN spectrum are well separated (one being at 1752 cm−1 and the other one at 1708
cm−1) those of the duc NH conformer are almost degenerate (one being at 1753 cm−1 and
the other one at 1751 cm−1, so at only 2 cm−1 difference). Thus, the degeneracy of the
IR peaks and the distance between them can be used in order to distinguish one PDA
conformer from another.
In addition to the discrimination between various PDA conformers, the vibrational
frequencies and the IR intensities can be also used in order to obtain informations about
the presence of the hydrogen bonds or about their strength. As the implication in a
hydrogen bond of a covalently bound H atom influences the H covalent bond stiffness and
alters its frequency of vibration, the presence of a hydrogen bond can be inferred from
the frequency modifications of the covalent bond. More precisely, upon the formation of
a hydrogen bond one expects to find:
a) a shift toward lower wavenumbers for the stretching vibrations of the covalent bond
of the H atom (involved in the formation of the H bond). The stronger the hydrogen
bond, the larger will be the ν(covalent− bond) shift.
b) a shift toward higher wavenumbers for the deformation (i.e. bending) vibrations of
the covalent bond of the H atom (participating in the formation of a H bond).
c) sometimes an increase in the IR intensity can be noticed for the covalent bond of
the H atom (participating in the formation of a hydrogen bond).
With these aspects in mind we notice that, for the ddt NN conformer, the ν(OH)
stretching vibration is present at 3509 cm−1. This value is however well below that of a
free OH stretching vibration (3600 - 3800 cm−1), suggesting thus the involvement of the
OH group in a hydrogen bond. As the only possible such bond is an OH...N hydrogen
bond, the frequency analysis supports its presence for the ddt NN conformer.
For the dut NN system, which has one H atom down-oriented (i.e. toward the pyrazine
N atom) and another one up-oriented (i.e. toward the carbonyl O atom), we find two OH
stretching vibrations. The one of the H-down is located at 3497 cm−1 - suggesting again
the involvement of the H-down atom in a hydrogen bond - while the one of the H-up atom
is situated at 3705 cm−1 -suggesting rather a free OH vibration than a hydrogen bond.
These suppositions are further supported by the values of the IR intensities, which we find
to be much higher for the H atom down-oriented than for the H atom up-oriented (see
Figure 5.8). Thus, for the dut NN conformer we conclude that while a OH...N hydrogen
bond should be possible, an OH...O hydrogen bond does not really appear to be present
according to the vibrational analysis.
The same conclusions as for the dut NN system we obtain also for the duc NH system.
In conclusion, concerning the H bond presence, the frequency analysis and the IR in-
tensities support the presence of an OH...N hydrogen bond for all the analyzed conformers,
but say nothing about a possible OH...O hydrogen bond.
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Nr. ddt NN (cm−1) Approx. description IIR dut NN (cm
−1) Approx. description IIR
1 3509.0 νas(OH) 0.263 3705.6 ν(OH)u 0.090
2 3508.6 νs(OH) 0.024 3497.4 ν(OH)d 0.151
3 3117.2 νs(CH) 0.000 3113.5 ν(CH) 0.000
4 3115.8 νas(CH) 0.001 3107.3 ν(CH) 0.001
5 1754.4 νs(C = O), δs(COH) 0.000 1752.0 ν(C = O)d, δ(COH)d 0.260
6 1750.3 νas(C = O), δas(COH) 0.533 1708.0 ν(C = O)u, δ(OH)u 0.279
7 1558.4 νs(C = C, ring), ipb(CH) 0.000 1550.2 νs(C = C, ring), ipb(CH) 0.000
8 1499.2 νs(C = N, ring) 0.000 1498.7 νs(C = N, ring) 0.000
9 1442.8 ipb(CH), ν(C − C) 0.045 1445.7 ipb(CH), ν(C − C) 0.031
10 1362.0 ipbas(OH), ipb(CH) 0.493 1358.3 ipb(OH)d, ipb(CH), ν(C −O)d 0.374
11 1350.6 ipbs(OH), νs(C −O) 0.000 1350.6 ipbas(OH), ipb(CH), ν(C −O)u 0.014
12 1292.5 ipbas(OH) 0.438 1292.9 ipbs(OH) 0.147
13 1260.6 ipb(CH) 0.000 1262.2 ipb(CH) 0.011
14 1234.6 νas(C = N), ipbas(OH), ipb(CH) 0.017 1233.5 νas(C = N), ipb(OH)d, ipb(CH) 0.000
15 1210.7 ipbas(OH), ipb(CH) 0.016 1207.8 ipb(OH)d, ipb(CH), ν(C − C)d 0.006
16 1208.5 ipbs(OH), ipb(CH), νs(C − C) 0.000 1175.4 ipb(OH)u, ipb(CH), ν(C − C)u 0.077
17 1091.9 νas(C −O), ipb(CH) 0.109 1083.8 ipb(OH), ipb(CH), ν(C −O)d 0.219
18 1073.9 breathing ring mode, νs(C −O) 0.000 1067.8 breathing ring mode, ν(C −O)u 0.105
19 1002.3 δas(CCN), ipb(CH) 0.064 1000.3 δas(CCN), ipb(CH) 0.079
20 953.0 ofpbas(CH) 0.000 954.1 ofpbas(CH) 0.000
21 933.7 ofpbs(CH) 0.007 934.5 ofpbs(CH) 0.007
22 830.8 δs(CCN) 0.000 827.8 δs(CCN) 0.004
23 811.0 τt(CCH), τt(COH) 0.000 811.2 τt(CCH), τt(COH)d 0.001
24 754.9 ofpbs(OH), ofpbs(CH) 0.042 752.8 ofpb(OH)d, ofpbs(CH) 0.007
25 734.7 ofpbas(OH) 0.000 727.3 ofpbs(OH), ofpbs(CH) 0.115
26 731.7 δas(OCO) 0.027 719.2 δas(OCO) 0.041
27 709.4 τw(COH), ofpb(CH) 0.126 692.8 τw(COH)d, ofpb(OH)u ,ofpb(CH) 0.000
28 680.9 τw(COH), ofpb(CH) 0.000 652.4 δs(OCO), δs(CCN) 0.030
29 667.1 δs(CCN), δs(OCO) 0.000 618.1 δs(CNC) 0.011
30 624.8 δs(CNC) 0.000 610.2 ofpb(OH)u, ofpb(CH) 0.076
31 534.9 anti-phase (ring, COOH) rot 0.000 525.4 anti-phase (ring, COOH) rot 0.006
— — — — — —
Table 5.11: ddt NN and dut NN theoretical vibrational frequencies and infra-red intensi-
ties.
Nr. duc NH (cm−1) Approx. description IIR
1 3717.5 ν(OH)u 0.096
2 3501.0 ν(OH)d 0.150
3 3118.1 ν(CH) 0.002
4 3106.3 ν(CH) 0.001
5 1753.0 νs(C = O), δas(COH) 0.317
6 1751.6 νas(C = O), δs(OH) 0.234
7 1544.3 νs(C = C, ring), ipb(CH) 0.005
8 1501.6 νs(C = N, ring) 0.005
9 1444.4 ipb(CH), ν(C − C) 0.004
10 1357.9 ipb(OH)d, ipb(CH), ν(C −O)d 0.328
11 1316.3 ipb(OH)u, ν(C −O)u, ipb(CH) 0.054
12 1295.5 ipb(OH)d 0.210
13 1274.6 ipb(CH) 0.001
14 1233.7 νas(C = N), ipb(OH)d, ipb(CH) 0.000
15 1210.3 ipb(OH)d, ipb(CH), ν(C − C)d 0.019
16 1167.8 ipb(OH)u, ν(C − C)u ipb(CH) 0.043
17 1081.8 ν(C −O)d, ipb(CH) 0.093
18 1058.6 breathing ring mode, ν(C −O)u, ipb(OH) 0.233
19 1001.8 δas(CCN), ipb(CH) 0.044
20 952.1 ofpbas(CH) 0.000
21 925.9 ofpbs(CH) 0.006
22 825.0 δs(CCN) 0.006
23 811.4 τt(CCH), τt(COH)d 0.001
24 749.9 ofpb(OH)d, ofpbs(CH) 0.012
25 722.3 ofpbs(OH), ofpbs(CH) 0.104
26 716.6 δas(OCO) 0.043
27 691.1 τw(COH)d, ofpb(CH), ofpb(OH)u 0.000
28 650.5 δs(CCN), δs(OCO) 0.023
29 620.8 δs(CNC) 0.001
30 590.6 ofpb(OH)u, ofpb(CH) 0.079
31 524.6 anti-phase (ring, COOH) rot 0.002
— — — —
Table 5.12: duc NH theoretical vibrational frequencies and infra-red intensities.
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Chapter 6
2,5 pyrazine di-carboxylic acid
molecule adsorbed onto the Cu(011)
surface
The main purpose of the study of the adsorption structure of the 2,5 pyrazine di-carboxylic
acid molecule onto the Cu(011) surface is to understand if and how the additional pyrazine
ring influences the major parameters of the adsorbed molecular layers: (i) the conforma-
tion of the vacuum oriented COOH group, in particular the position of the H atom, (ii)
the binding to the Cu surface, and (iii) the electronic structure of the adsorbed system
close to the Fermi energy with its impact on the electrical and optical properties.
We calculate the adsorption structure of the PDA molecules for the same periodicity as
other molecules containing aromatic rings, e.g. terephthalic acid, 3-thiophene carboxylate,
have been shown experimentally to have. At high coverage (1 ML) such molecules have
been found [1] [2] [3] [4] to adsorb onto the Cu(011) surface upright, in a p(2×1) unit
cell with one molecule per unit cell (see Figure 6.1). Upon adsorption the PDA molecules
end up with a COO group bound to the surface (the acid group H atom is released in
the adsorption process) and with a COOH group at the vacuum interface available for
further reactions. This makes the system interesting from the point of view of the surface
functionalization, as by a controlled substitution of the upper H or OH atoms one can
in situ modify certain electronic properties of the system (e.g. chemical reactivity, work
function, etc).
As for the adsorbed oxalic acid system, one of our main concerns in this study will be
the spatial position of the upper COOH hydrogen atom. In the PDA case more possibilities
have to be considered for the the H atom position: The H atom can be found to point
toward the surface (i.e. is down-oriented) and in-line with one of the N atoms from the
pyrazine ring (the d N structure, see Figure 6.1), or towards the surface but in the close
proximity of a CH group from the pyrazine ring (the d H structure, see Figure 6.2). The
H atom can be also found to point toward the vacuum (i.e. is up-oriented) with the OH
group being situated either above a N atom from the pyrazine ring (the u N structure,
see Figure 6.2) or above a CH group (the u H structure, see Figure 6.1). Depending on
the adopted position and orientation, the H atom can influence the formation of intra-
or inter-molecular hydrogen bonds, the value of the adsorbed system’s work function, the
type of reactants to be used in a functionalization process, etc. Thus, the actual position
of the upper H atom has an important impact on the properties of the adsorbed systems.
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In order to find the most stable structures, in addition to the position and orientation
of the upper H atom, one has to vary also the orientation of the three groups composing
the PDA molecule - the upper COO group, the pyrazine ring and the lower COO group:
They could be all in the same plane (planar conformer), only two of them could be in
the same plane (non-planar conformer) or, finally, each of them could be situated in a
different plane (non-planar conformer again). Depending on each case, various intra- or
inter-molecular interactions may be allowed or suppressed.
To cope with all these geometrical degrees of freedom and to find an answer to our
questions (how does the inserted aromatic ring influence the binding to the surface and
the electronic properties of an adsorbed system?) we have run extensive ab-initio total-
energy calculations for 20 different starting molecular configurations adsorbed on top of
the p(2×1) Cu(011) metallic surface (which end up in 8 minimum energy configurations).
Each calculation has been performed in a periodic supercell approach, where the supercell
dimensions have been chosen to be 35.0 A˚ in the x -direction (perpendicular to the Cu(011)
surface), 5.142 A˚ in the y-direction (parallel to the [011¯] direction and equivalent to a
√
2,
where a is the theoretical lattice constant) and 3.636 A˚ in the z -direction (parallel to the
[100] direction and equivalent with a, the theoretical lattice constant). The supercell is
formed by a Cu(011) slab (consisting of eight atomic layers), a PDA radical and a vacuum
region with a thickness of ∼ 17.0 A˚. The geometry of the PDA-Cu(011) system has been
optimized by relaxing the atomic positions of all the atoms of the PDA molecule plus Cu
atoms of the Cu(011) surface found in the first 2 layers beneath the PDA molecules. The
equilibrium geometry has been considered to be reached when the forces on all relaxed
atoms were less than 0.025 eV/A˚.
As for the PDA molecules in vacuum, we have expanded the electronic wave functions
into plane waves up to an energy cut-off of 625 eV. The Brillouin zone integration over
these plane waves and/or over their eigenvalues (in order to calculate properties such as
total energy, etc.) was approximated by a sum over a 1×6×8 Monkhorst-Pack k-point
mesh.
6.1 Energetical aspects
With these settings 8 distinct PDA adsorbed geometries have been obtained: four in which
the PDA molecules are non-planar (i.e. at least one dihedral angle between the 3 main
groups of the PDA molecule - the upper COOH group, the aromatic ring and the lower
COO group - is different from 0.00 or 180.00) and four in which the PDA molecules are
fully planar (i.e. all three main groups of the PDA molecule are found to lie in the same
plane). As can be seen from the list of the total energies of the adsorbed PDA molecules
(see Table 6.1), at 1 ML adsorption coverage the non-planar PDA structures are favored
over the planar ones. Most probably, this is due to steric hindrance between neighboring
aromatic rings.
From the same list one also can notice that the energy difference between the first
two most stable adsorbed structures (d N and u H) is quite small (≈ 0.027 eV) which
suggests that a transition between the d N and the u H configurations might be possible
at room temperature. A definite statement about this aspect can be made, however, only
if one calculates the energy barriers associated with the necessary rotations (not done in
this study).
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A similar ordering for the adsorbed PDA conformers, as the one acquired from the total
energy list, can be obtained if one investigates the adsorption energies at T=0 K (ET=0ads ).
ET=0ads is calculated as the energy difference between the total energy of the adsorbed
system (Esys) and the sum of the total energies of the isolated ddt NN radical (the most
stable isolated radical and thus the only one that can exist at T=0 K) (Eddt NN radical) and
that of the clean Cu(011) surface (ECu(011)), i.e.
ET=0ads = Esys − (Eddt NN radical + ECu(011)) (6.1)
The adsorption energies obtained in this way for each adsorbed structure are listed
in Table 6.1. Compared with the values reported in the literature for the adsorption
energies of similar molecules, we notice that the adsorption energy of the non-planar
PDA conformers (≈ 2.90 eV) is quite close to that obtained for the terephthalic acid
molecule adsorbed onto the Cu(011) surface ( ≈ 3.00 eV [2]). This is to be expected given
the similarities between the two molecules and their adsorption mechanisms.
One of the energetical contributions, which enters into the adsorption energy and has
a large influence on its value, is the binding energy (Ebinding), i.e. the energy which comes
from the formation of the Cu-O bonds. Calculated as the energy difference between
the total energy of the adsorbed system (Esys) and the sum between the total energy
of the molecular layer - with the same geometry as adsorbed - (EML, geometry as adsorbed)
and the total energy of the Cu(011) surface - with the same geometry as covered -
(ECu(011), geometry as covered), i.e. as
Ebinding = Esys − (EML, geometry as adsorbed + ECu(011), geometry as covered) (6.2)
this energy is found to be of around -3.55 eV for the non-planar adsorbed PDA structures
and of around -3.40 eV for the planar ones. The slight difference between the binding
energy of the planar and non-planar conformers seems to come from the fact that, in order
to reduce the steric repulsion between the aromatic rings, the planar conformers tilt out
from the normal to the surface and thus weaken their Cu-O bonds.
While a certain variation of the binding energy is found depending on the position of
the aromatic ring, there is hardly any influence of the upper COOH group position onto
the values of the binding energies. We find that a variation of the dihedral angle between
the upper COOH group and the pyrazine ring by more than 220 leads to a variation of
the Cu-O binding energy of less than 0.060 eV.
In addition to the previously mentioned quantities, we have calculated the adsorption
(reaction) enthalpy at T=0 K (∆HT=0ads ). Defined as the difference between the sum of
the total energies of the products (the PDA-cooper surface system plus the H2 molecule)
and the sum of the total energies of the reactants (the ddt NN conformer, the most stable
isolated PDA conformer, and the clean copper surface), i.e. as:
∆HT=0ads = (Esys +
1
2
H2)− (Eddt NN conformer + ECu(011)) (6.3)
this quantity tells us if external energy is required to be given to the system in order
for the reactants to be formed (endothermic process, ∆HT=0ads > 0) or not (exothermic
process, ∆HT=0ads < 0). From the investigation of Table 6.1 we notice that all considered
PDA adsorption reactions are exothermic (i.e. the adsorption process is always favored
over the independent existence of the reactants).
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Conformer Etot E
T=0
ads Ebinding ∆H
T=0
ads
d N 0.000 -2.962 -3.564 -0.487
u H +0.027 -2.934 -3.583 -0.459
d H +0.090 -2.871 -3.524 -0.396
u N +0.132 -2.830 -3.541 -0.355
d H plan +0.330 -2.632 -3.392 -0.157
u H plan +0.355 -2.607 -3.442 -0.132
d N plan +0.423 -2.538 -3.392 -0.064
u N plan +0.429 -2.533 -3.382 -0.058
Table 6.1: Relative total energies (Etot), adsorption energies at T=0 K (E
T=0
ads ), binding
energies (Ebinding) and reaction enthalpies at T=0 K (∆H
T=0
ads ) for the adsorbed PDA
conformers. All values are given in eV.
Through out the remaining part of this study we will be concerned only with the four
most stable PDA structures which can appear on the Cu(011) surface, i.e. with the d N,
u H, d H and u N structures, since due to their stability they are the most probable to
appear in an experiment.
6.2 Structural analysis
Following the adsorption onto the Cu surface, the PDA conformers suffer structural modi-
fications owed both to the interactions with the Cu surface as well as with the neighboring
conformers.
6.2.1 Molecule-molecule interactions
The most obvious structural modification upon the adsorption is the loss of the planarity,
as we find that none of the first 4 most stable PDA adsorbed radicals is planar. Following
the adsorption, the PDA aromatic ring is rotated out of the plane of the adsorbed COO
group by roughly 120, in order to minimize the steric interaction with the neighboring
aromatic rings (see Table 6.7). Such a rotation is also observed for other molecules
containing aromatic rings, e.g. 3-thiophene carboxylate [5] or terephthalic acid [2].
As a response to the pyrazine ring rotation, the upper COOH group will rotate in its
turn or not, depending on the orientation of the H atom of the carboxylic group. For
the H-up structures the rotation of the pyrazine ring is followed by an almost identical
rotation of the upper COOH group, keeping these two groups in the same plane. The
interaction responsible for this is however not easy to identify on the basis of the structural
parameters alone. From a structural point of view, one can speculate about the presence
of an intra-molecular CH...O hydrogen bond in order to support this planarity.
Unfortunately, we cannot quantify the higher rigidity of PDA molecules against inter-
nal rotations from the eigenfrequencies of the isolated molecules because no theoretical or
experimental data for TPA molecules are available. Rotations belong to the lowest band
of eigenvalues (below 500cm−1), which is not easily accessible experimentally.
Unlike for the H-up structures, for the H-down structures the COOH group does not
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follow the rotation of the aromatic ring but rather aligns itself along the [011¯] direction,
in order to allow for the formation of inter-molecular OH...O=C hydrogen bonds (see the
d N structure from Figure 6.1 or the d H structure from Figure 6.2). The presence of
an inter-molecular hydrogen bond between neighboring COOH groups is supported by
structural evidences as: the presence of a relatively small OH...O=C distance (of about
2.00 A˚), the increase of the C=O bond length upon the adsorption, the opening of the
C10O11H15 and of the C2C10O11 angles (by ∼ 7.00 and ∼ 5.00, respectively). Correlated
with the fact that, after the adsorption, the intra-molecular OH...N bond is weakened
(the OH...N bond length goes from 2.00 A˚ for the ddt NN conformer in vacuum to 2.43
A˚ for the d N adsorbed structure) and with the presence of a somewhat weaker CH...O
hydrogen bond (compared with the CH...O bond length of the H-up conformers, that of
the H-down conformers is longer by ∼0.16 A˚) all these aspects suggest that for the H-
down adsorbed conformers the formation of inter-molecular H-bonds is strongly preferred
over the formation or maintenance of intra-molecular hydrogen bonds.
6.2.2 Molecule-surface interactions
Besides the molecule-molecule interactions, the molecule-surface interactions are also im-
portant in deciding the conformers’ structure and geometry after the adsorption. Related
to these interactions, we point toward the deprotonation of the binding COOH group,
occurring during the adsorption of the PDA conformers, and toward the bond/angle
modifications of the remaining COO radical. The O13C9O12 angle, for example, is opened
by about 30 while the C9O13 and the C9O12 bonds have well modified bond lengths after
the adsorption when compared with their values for the molecule in the vacuum. The
C9O13 bond goes from ∼ 1.208 A˚ in vacuum to ∼ 1.274 A˚ when adsorbed, and the C9O12
bond from ∼ 1.363 A˚ in vacuum to ∼ 1.267 A˚ when adsorbed. All these modifications,
together with a relatively short Cu-O bond (of ∼ 1.95 A˚, see Table 6.3), are signs of a
strong attractive interaction between the PDA molecules and the Cu(011) surface. But,
as pointed out for the oxalic acid adsorption the effects are limited to the lower COO
group. This is substantiated by the analysis of the charge transferred between Cu and
the adsorbed molecules (see section 6.4 and Figure 6.4) which is significant only for the
binding group.
So far we have discussed only the impact of the adsorption onto the adsorbed PDA
molecules. However, the Cu surface is also influenced by the adsorption process. Following
the adsorption, the inter-layer spacing of the previously clean Cu(011) surface is modified
- particularly for the two uppermost Cu layers - due to the change in the coordination
number for the binding Cu atoms. More precisely, when compared with the ideal bulk
positions of the Cu layers, we notice a small inward relaxation for both first and second
Cu layers (by ∼ 3.52% and ∼ 1.84%, respectively), following the molecular deposition.
These average displacements are quite similar to those obtained for the case in which
oxalic acid molecules are adsorbed onto the Cu(011) surface (for the dt 00 37 structure
we have found a ∼ 3.52% inward relaxation for the first Cu layer and a ∼ 1.72% inward
relaxation for the second Cu layer). Thus, the deposition of the ML brings the first and
the second Cu layers of the previously clean (011) surface closer to their bulk positions
(for the clean surface we found a 9.80% inward relaxation for the first Cu layer and a
3.52% outward relaxation for the second layer).
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Beside the similarity in surface layer relaxations due to the presence of the same
binding COO group, there are also other structural similarities between the adsorbed
PDA and the adsorbed oxalic acid structures. There is the same tendency toward forming
inter-molecular hydrogen bonds between neighboring COOH groups, whenever the H atom
of the carboxylic group is down oriented. Similarly, a COOH group with a H atom up-
oriented leads in both cases to the rotation of the respective COOH group out of the
(0,1,-1) plane. Based on these observations one can conclude that the presence of the
aromatic ring in the middle of the oxalic acid (as in PDA conformers) does not have a
significant impact neither on the behavior of the lower COO group (i.e. on the binding to
the Cu surface) nor on the spatial orientation of the upper COOH group, both behaving
similarly with the COO/COOH groups which form the oxalic acid molecule.
The main difference we noticed so far between the adsorbed oxalic acid and ring
containing molecules similar with TPA (as PDA is) is the periodicity: 2×2 for the oxalic
acid (with two molecules inside the unit cell) and 2×1 for the PDA molecule (with only
one molecule inside the unit cell). In this direction, the aromatic ring does indeed make
its presence felt.
h
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Conformer
Bond Length (A˚)
N1C2 C2C3 C3N4 N4C5 C5C6 C6N1 C6H7 C3H8
d N 1.344 1.405 1.335 1.346 1.406 1.344 1.089 1.090
u H 1.345 1.407 1.340 1.343 1.408 1.337 1.090 1.090
d H 1.347 1.405 1.342 1.341 1.408 1.334 1.090 1.092
u N 1.345 1.405 1.340 1.345 1.407 1.337 1.089 1.090
ddt NN 1.346 1.402 1.339 1.346 1.402 1.339 1.090 1.090
uut HH 1.344 1.408 1.337 1.344 1.408 1.337 1.090 1.090
ddt HH 1.344 1.408 1.335 1.344 1.408 1.335 1.096 1.096
uut NN 1.345 1.407 1.338 1.345 1.407 1.338 1.091 1.091
Table 6.2: Bond lengths in the pyrazine ring for the different conformers of the PDA
molecule. For the numbering of the atoms see Fig. 6.1
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Conformer
Bond Length (A˚)
C5C9 C2C10 C10O11 C9O12 C9O13 C10O14 O11H15 O12Cu16 O13Cu17
d N 1.508 1.508 1.336 1.267 1.273 1.220 0.985 1.952 1.951
u H 1.509 1.506 1.361 1.267 1.275 1.211 0.976 1.953 1.943
d H 1.507 1.515 1.345 1.266 1.274 1.216 0.985 1.961 1.934
u N 1.507 1.501 1.354 1.267 1.275 1.216 0.976 1.956 1.943
ddt NN 1.509 1.510 1.352 1.352 1.209 1.209 0.987 — —
uut HH 1.506 1.506 1.372 1.372 1.207 1.207 0.977 — —
ddt HH 1.520 1.520 1.372 1.372 1.201 1.201 0.973 — —
uut NN 1.502 1.502 1.357 1.357 1.215 1.215 0.978 — —
Table 6.3: Bond lengths inside the COOH groups or between the COOH groups and the
pyrazine ring or the Cu(011) surface.
6.3 Electron localization function analysis 193
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
hh
Conformer
Bond Length (A˚)
H15X1/14/8 H8O14/11 H7O13/12 H15O14′
d N 2.433 2.566 2.498 2.114
u H 2.314 2.408 2.471 3.587
d H 2.154 — 2.455 2.067
u N 2.309 2.592 2.444 3.505
ddt NN 2.001 2.643 2.644 —
uut HH 2.300 2.430 2.430 —
ddt HH 1.872 2.683 2.683 —
uut NN 2.293 2.545 2.545 —
Table 6.4: Distances from the H atoms to some of the neighboring atoms (possible H-
bonds are included here). X can be a N, a O or a H atom.
`
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Conformer
Angles (◦)
C10C2C3 C10C2N1 C9C5C6 C9C5N4 H8C3C2 H8C3N4 H7C6C5 H7C6N1
d N 118.43 119.94 120.71 117.63 120.39 117.71 120.55 117.95
u H 121.85 116.39 119.90 118.26 121.23 117.12 120.61 117.76
d H 123.94 114.71 119.27 119.01 122.23 115.93 120.76 117.69
u N 119.26 118.82 119.19 118.83 120.62 117.76 120.69 117.72
ddt NN 121.24 116.64 121.27 116.59 120.65 118.61 120.64 118.63
uut HH 122.39 115.86 122.39 115.86 121.02 117.03 121.02 117.03
ddt HH 124.69 115.03 124.69 115.03 122.61 114.53 122.61 114.53
uut NN 118.40 119.44 118.40 119.44 120.30 117.84 120.30 117.84
Table 6.5: Bond angles between the pyrazine ring and its connections to the COOH
groups.
6.3 Electron localization function analysis
As a first step in our electronic structure analysis we will take a short look at the elec-
tron localization function (ELF, briefly described in Chapter 4.2.2 and in [6] [7]) for the
adsorbed PDA d N and u H structures.
The investigation of the ELF plots for the vacuum and adsorbed PDA conformers (see
Figures 5.3 and 6.3 ) reveal the following:
- The bonding between the Cu atoms and the O atoms of the PDA molecules involves
mainly the Cu dxy orbitals and the oxygen lone pairs (see Figure 6.3 (a) and (b)).
The presence of the Cu-O bonding localization basin close to the O atom suggests
also that this bond has a covalent-polar to ionic character (in agreement with the
higher electronegativity of the O atom).
- Due to the geometrical changes induced by the adsorption process into the PDA
conformers adsorbed in the d N configuration (e.g. the opening of the C10O11H15
and of the C2C10C11 angles by ∼ 7.00 and ∼ 5.00, respectively, etc.), it appears to
be structurally possible to have inter-molecular hydrogen bonds between neighboring
COOH groups. This aspect is confirmed by our ELF plots which show that a non-
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Conformer
Angles (◦)
C2C10O14 C2C10O11 O11C10O14 C10O11H15 C5C9O13 C5C9O12 O13C9O12 C9O12H16
d N 119.65 118.53 121.78 113.55 116.07 117.41 126.50 120.11
u H 125.37 110.60 124.01 106.30 115.53 118.18 126.27 119.31
d H 120.89 118.41 120.66 115.75 114.73 118.70 126.55 118.95
u N 123.68 112.05 124.25 105.98 115.32 118.33 126.34 117.85
ddt NN 122.95 113.43 123.60 105.92 122.98 113.41 123.60 105.92
uut HH 125.52 110.98 123.49 105.44 125.52 110.98 123.49 105.44
ddt HH 123.05 116.55 120.38 111.20 123.05 116.55 120.38 111.20
uut NN 123.12 113.03 123.83 105.27 123.12 113.03 123.83 105.27
Table 6.6: Bond angles within the COOH groups.
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Conformer
Dih. angles (◦)
O14C10C2X1/3 O11C10C2X1/3 N4C5C9O12 C6C5C9O13 N1C2C3N4 O14C10C9O12/13 O11C10C9O12/13
d N 20.82 22.21 11.62 11.39 4.96 10.67 8.70
u H 3.93 3.88 12.98 13.11 0.60 18.03 17.20
d H 22.99 25.51 17.55 16.93 0.96 8.66 4.88
u N 3.46 3.34 13.03 12.92 1.34 18.09 15.62
Table 6.7: Dihedral angles within the adsorbed PDA radicals. X can be a C or a N
atom.
zero localization value is present in the inter-space region between two carboxylic
groups (see Figure 6.3 (b) and (c)).
- Another intersting aspect to investigate is also whether there is any inter-molecular
hydrogen bond between the neighboring pyrazine rings. As these rings are aligned
along the diagonal of the unit cell, at ∼ 2.60 A˚ distance one from another, it appear
to be also structurally possible to form inter-molecular CH...N hydrogen bonds
between them. Our ELF plots show, however, that there are regions of very low
or even zero localization value in-between the aromatic rings suggesting thus, that
either there is no H-bond between the pyrazine rings, or that this is very weak (see
Figure 6.3 (d)).
- Last, but not least, we want to point the fact that the ELF plots show how the
different positions of the H atom (up or down) lead to different orientations for the 2
sp3 lone pairs of electrons on the hydroxyl oxygen atom. This different orientation of
the oxygen lone pairs has an important effect on the dipole moment of the adsorbed
conformers, and through this, on the value of the work function for the adsorbed
system.
6.4 Work function analysis
Now having a fairly detailed understanding of the orbital distribution and hybridiza-
tion, we continue our electronic analysis by investigating the modification brought to the
Cu(011) surface work function by the adsorption of the PDA molecular layer.
Conceptually, the work function for a substrate-adsorbate system can be divided into
3 components: the work-function of the surface prior to the adsorption (ΦCu011 in our
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case), the work function of the molecular layer prior to its deposition (ΦSAM) and the
interface work function (Φint) [8] [9] [10]. The first component (ΦCu011) has its origin
in the ”leaking out” of the electron density which occurs when a surface is formed, the
second component (ΦSAM) comes from the intrinsic dipole moment of the molecular layer,
while the third one (Φint) is due to the charge transfer and charge reorganization which
happens when the ML is adsorbed to the Cu(011) surface. From these 3 components only
the first two we calculate directly, the third one (Φint) is deduced from the knowledge of
the other two and that of the total work function for the joint system.
From the investigation of Table 6.9 we notice that the first component - ΦCu011 -
(calculated for the non-covered distorted Cu(011) surface, with the geometry as when
covered) hardly differ when one goes from an adsorbed PDA structure to another one.
In contrast with this, the values for ΦSAM differ significantly as one goes from an H-
up configuration to an H-down configuration. As ΦSAM is calculated from the difference
between the right and left ionization potentials, a better understanding of this variation
can be obtained from the inspection of the two ionization potentials.
Note that unlike for a free molecule in vacuum which has only one ionization potential
(due to the fact that the macroscopic electrostatic potential around any single isolated
molecule will converge, at a sufficiently large distance, to a unique value in all directions)
for a molecular layer (i.e. a 2D infinitely periodic system) this is no longer true [11]. This
is because the infinite extension of the molecular layer in a plane leads to a division of
the space into two non-conjunctive regions, and in each of these regions the electrostatic
potential can converge to a different value. Therefore, for a polar ML there will be two -
and not one - ionization potentials
From the investigation of the ML ionization potentials for a PDA molecular layer (see
Table 6.8) we notice that while the values for the IPleft (on the COO-side of the molecules)
are nearly identical for all the three systems, those for the IPright (on the COOH-side of the
molecules) depend significantly on the position of the H atom. While for an up-orientation
of the H atom the IPright is ∼5.4 eV, for a H-down orientation the IPright increases to more
than 8.1 eV. This shows that the H atom position has a considerable impact onto the local
electrostatics of the COOH end of the molecular layer. It is interesting to notice, however,
that this impact - while obviously quite strong - appears also to be quite localized, as the
left end of the ML is not affected by the modifications in the electrostatics from the right
end. Therefore, a very efficient electrostatic screening is present within the SAM.
The last component which enters in the definition of an adsorbed system work-function
-Φint- comes into play when the SAM and the Cu(011) surface are brought into contact.
Then, the difference of the electrostatic potentials IPleft and ΦCu011 has to be compensated
by charge transfer and reorganization. The larger the difference (IPleft−ΦCu011) the higher
the transferred and reorganized charge. In our case, as the difference between the SAM
IPleft and the Cu(011) work function is of about 4.8 eV a significant charge transfer and
reorganization is expected following the bonding of the ML to the copper surface. These
rearrangements of the charge (mainly happening at the interface between the two systems)
give rise to a step in the electron potential energy across the interface of magnitude Φint
(the interface work function). Its value is identical for all PDA adsorbed systems as all
have the same IPleft and the copper surface work-function does not change either.
To get a visual impression of the interface dipole one can plot the charge density
redistribution ρdiff , i.e. the difference between the charge density of the Cu(011)-SAM
system and that of the superimposed charge densities of the isolated SAM and of the Cu
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surface:
ρdiff = ρtot − (ρCu(011) + ρSAM) (6.4)
A 3D representation of the spatial distribution of ρdiff is shown in Figure 6.4 d. In
addition, in Figure 6.4 c we provide also a 1D plot representing the yz plane-integrated
ρdiff which shows the variation of ρdiff along the bonding axis (the x -axis, normal to the
surface). An analysis of these plots shows the following aspects:
(i) The charge rearrangements (ρdiff ) are largely confined to the interface region. Thus,
ρdiff decays rapidly both in the metal (within the first two layers) and in the SAM
(after the COO group). This is the consequence of an efficient screening of the
charge perturbations both in the metal and in the ML.
(ii) ρdiff is virtually identical for all studied systems. On the one hand, this is due to
the presence of a similar IPleft for all the PDA conformers, and on the other hand
due to the already mentioned electrostatic screening which excludes the influence
of the modifications of the vacuum exposed COOH group on the bonding at the
Cu-surface.
(iii) Integrating over ρdiff (assuming the boundary plane between the metal and the
molecule to lie halfway between the bonding Cu and O atoms, zero point of charge
difference in Fig. 6.4) we find that ∼ 0.25 electrons are transferred from the metal
toward the molecule. Most of this charge seems to go from the Cu d-orbitals into
the oxygen 2p orbitals participating in the σ-bonding at the molecular level. It
is interesting to notice here that we have obtained a similar charge transfer per
molecule also for oxalic molecule adsorbed onto the Cu(011) surface. This means
that the presence of the aromatic ring above the binding COO group does not have
a significant impact on the charge exchanged by the two systems. Rather, this is
a very localized phenomenon which can be influenced only by modifications of the
binding group or by the surface.
With this understanding of the three components which builds up the total work-
function (Φtot),
Φtot = ΦCu(011) + ΦSAM + Φint (6.5)
we observe the following:
- The variation of the total work-function with the conformers change is due to the
value of the ΦSAM (as ΦCu(011) is the same due to the substrate, and Φint is the same
due to the presence of an identical IPleft and ΦCu(011)). Such a variation appears
when one changes the position of the COOH H atom. From Figure 6.4 b and Table
6.9 we see that for an up-down rotation of the H atom the total work-function is
modified by more than 2.7 eV. Thus, the H atom position can be used to tune the
surface work-function without one having to use atomic substitution or molecules
with strongly polar groups (which could inhibit the formation of densely packed
SAMs onto the surface due to the dipole-dipole repulsion).
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- The large variation of the systems work function has no impact on the charge ex-
change between the surface and the SAM. This is due to the fact that the two
ends of the molecule (the COOH-side and the COO-binding side) are essentially
electrostatically decoupled.
Structure∆VSAM IPleft IPright ∆EH−L ΦCu(011)
d N -1.118 9.231 8.112 2.600 4.375
u N -3.789 9.226 5.437 2.484 4.409
u H -3.868 9.219 5.351 2.523 4.378
Table 6.8: Difference between the right and left vacuum levels of the MLs (∆VSAM),
the left and right ionization potentials (IPleft, IPright) obtained from the difference of
the respective vacuum level and EF , the energy difference between the HOMO and the
LUMO levels(∆EH−L), and the work function for the clean - but with an ”as covered”
geometry - Cu(011) surface(ΦCu(011)). The units are in eV.
Structure Φtot ∆Φ ΦCu011 ∆Φ
∗ = (ΦSAM+ Φint) ∆EH−Ef ∆EEf−L IP
SAMadsorbed
right ∆EH ∆EL ∆EH−L
d N 7.542 3.121 4.375 3.166 -1.118 4.285 -1.145 -1.481 8.687 0.575 0.549 2.627
u N 4.931 0.510 4.409 0.521 -3.789 4.311 -0.938 -1.627 5.869 0.432 0.351 2.565
u H 4.815 0.394 4.378 0.436 -3.868 4.305 -0.933 -1.663 5.748 0.397 0.324 2.596
Table 6.9: Total work function (Φtot), work function increase with respect to the clean
Cu(011) surface (∆Φ), work function for the uncovered Cu(011) surface (ΦCu011), work
function increase with respect to the uncovered Cu(011) surface (∆Φ∗), molecular layer
work function (ΦSAM), work function increase due to charge transferred and charge reor-
ganization (Φint), HOMO energy relative to EF (∆EH−Ef ), LUMO energy relative to EF
(∆EEf−L),ionization potential of the adsorbed SAM (IP SAMadsorbedright ), HOMO level shift
through adsorption (∆EH), LUMO level shift through adsorption (∆EL), and the energy
difference between the HOMO and the LUMO levels of the adsorbed SAM.
6.5 Density of states analysis
Further insight into the electronic properties of the Cu-PDA systems can be obtained from
the study of the local density of states (LDOS). The LDOS is an important tool when one
wants to connect the theoretical results to UPS (Ultraviolet Photoelectron Spectroscopy)
and IPS (Inverse Photoemission Spectroscopy) experimental spectra. The LDOS offers
also informations about the charge injection barriers (inferred from the alignment of the
SAM frontier molecular energy levels with respect to the Fermi level), about the orbital
hybridizations (inferred from the broadening of the energy levels and the overlap of the
orbitals), it can help to understand and/or predict the experimental STM images, etc.
In view of these aspects, we give in Figure 6.5 the LDOS for the adsorbed ML, for the
ML in vacuum and for the copper atoms of the Cu-PDA system (all with their geometry
as adsorbed) for three of the most stable PDA adsorbed structures (d N, u N, u H). From
the inspection of these plots we see that, after the adsorption, the molecular frontier
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orbitals (HOMO and LUMO) are shifted downward, when compared with their positions
in the free ML. This shift (explicable through the population of the previously partially
empty HOMO level of the ML in vacuum) leads to a hole injection barrier (i.e. the energy
difference between the HOMO level of the adsorbed ML and the Fermi level of the metallic
surface, ∆EH−Ef in Table 6.9) of 1.145 eV for the H-down adsorbed structure and of ∼
0.900 eV for the H-up adsorbed structures, and to an electron injection barrier (i.e. the
energy difference between the LUMO level of the adsorbed ML and the Fermi level of the
metallic surface, ∆EEf−L in Table 6.9) of 1.481 eV for the H-down adsorbed structure
and of ∼ 1.640 eV for the H-up adsorbed structures. Two important conclusions come
out from these numbers:
- First, as the hole injection barrier (HIB) is always smaller than the electron injection
barrier (EIB) (by 0.3 up to 0.7 eV), the Cu-PDA systems will behave, at their surface-
molecule interface, as p-type organic semiconductors ; i.e. they will favor the transport
of the holes from the surface toward the occupied states of the organic adlayer. Such a
behavior, and in particularly the relatively low hole injection barrier (between 0.9 to 1.1
eV, depending on the adsorbed conformer), might make these systems good candidates
for anods in organic-based (opto-) electronic devices such as organic light emitting diodes
(OLED) or organic field effect transistors (OFET).
- Second, the position of the vacuum exposed H atom seems to influence to a certain
extent the alignment between the frontier molecular orbitals -HOMO/LUMO- and the
metal Fermi level. When going from the H-down to the H-up adsorbed structures the
HIB shrinks by more than 18%, while the EIB increases by ∼ 9%.
In order to better understand by which mechanism the position of the H atom in
the COOH group influences the value of the hole injection barrier, we will further try to
collect the energetical contributions which could influence the position of the HOMO level
with respect to the Fermi level. In doing this we follow largely the formalism developed
by Heimel et al. in [11].
Prior to the Cu-O bond formation (i.e. when the Cu surface and the PDA molecular
layer are still well separated one from another) the energy separation between HOMO and
EF can be obtained from the energy difference between the work function of the clean
copper surface ΦCu011 and the left ionization potential of the ML IPleft (see Fig. 6.6 left)
−HIB = ∆EH−Ef = ΦCu011 − IPleft (6.6)
Once the Cu-O bonds are formed, charge is transferred out of the Cu states into the
empty or partially empty states of the ML layer. This process leads on the one hand to a
lowering of the Fermi level (proportional with the charge transferred out of the Cu states)
and on the other hand to a renormalization of the molecular orbital energies (due to the
filling of some orbitals, due to the presence of new electron-electron repulsion terms, etc).
In order to include these contributions into equation (6.6) one can approximate the Fermi
level lowering through the value of Φint and the HOMO level energetical renormalization
through the difference between the right ionization potential of the ML in vacuum (IPright)
and the ionization potential of the adsorbed ML (IP SAMadsorbedright ) (see also Figure 6.6 right).
With these, the energetic position of the HOMO level with respect to EF is given by:
−HIB = ∆EH−Ef = ΦCu011 − IPleft + Φint + (IPright − IP SAMadsorbedright ) (6.7)
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Figure 6.5: (Up) - DOS plots for the adsorbed ML (blue), for the ML in vacuum (red)
and for the Cu atoms of the Cu-PDA system (brown) of the d N structure. Note the shift
of the DOS after the ML deposition, the magnitude of the HOMO-LUMO gap and the
extension of the overlap between the Cu states and the adsorbed ML orbitals; (Middle)
Same as before but for the u H structure; (Down) Same as before but for the u N structure.
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The values obtained from the above equation for the HIB agree very well with those
one can obtain from the simple inspection of the DOS plots (and which are given in
Table 6.9 in the column ∆EH−Ef ). However, the above formalism has the advantage over
the simple DOS inspection to allow one to really see how a certain HOMO-Fermi energy
difference has actually appeared.
Compairing term by term the contributions which enter in the above definition of the
HIB for two different adsorbed PDA structures (one with the H down-oriented and another
one with the H up-oriented) we find that the difference between their HIBs comes mainly
from the difference between the values these systems have for the (IPright−IP SAMadsorbedright )
term (∆EH in Table 6.9).
To summarize, from the theoretical investigation of the energy level alignment of the
frontier molecular orbitals with respect to the Fermi level we have found that :
a) the Cu-PDA systems can act as p-type organic semiconductors (due to the fact that
they have a smaller HIB than EIB), and
b) a variation of ∼ 0.15 eV of the charge injection barriers appears with the change in
the orientation (up/down) of the H atom in the COOH group. This variation enters
in equation (6.7) through its last term (IPright − IP SAMadsorbedright ).
Beside the energetic position of the frontier molecular orbitals with respect to the
Fermi level, the magnitude of the electronic coupling between the ML and the surface can
be also revealed by the LDOS. To obtain these informations one has to look at the ML
level broadening and splitting and at the overlap and hybridization of the molecule-surface
states.
We notice, for example, that following the adsorption process, the molecular PDOS is
no longer zero anywhere (see Figure 6.5 or Figure 6.7). Due to the interaction with the
Cu surface we now have states in the HOMO-LUMO gap extending to the ML. Rapidly
decaying on the molecules along the x -direction, these intragap states show significant
contributions mainly on the binding COO group and on the metal surface (see for example
the region #8 from the lower panel of Figure 6.7). Their character is similar to that of
the HOMO level below the Fermi level (i.e. there are σ states), and it is a mixture of σ
and π character as they approach the LUMO level.
The occupied molecular states of the adsorbed ML show a predominately σ-type hy-
bridization (see the lower panel of Figure 6.7 for peaks #1 to #7). This is due to the
fact that the ML itself in the vacuum has mostly σ states in the occupied region. After
the adsorption, these states maintain their character even if they do hybridize with the
d -band of the metal. However, a 1-to-1 assignment between the free and the adsorbed ML
orbitals is not possible due to the fact that the adsorbed ML orbitals are, many times, a
linear combinations of the free ML orbitals which complicates their assignment.
From the point of view of charge delocalization, we notice that for most of the orbitals
situated up to 3 eV below the HOMO level the charge is delocalized over the entire
molecule. This is particularly important for the HOMO level and for the states found
in its immediate vicinity as these states can participate in the transport of the electrons
from the Cu surface toward the outside environment (e.g. toward another electrode). In
these conditions, the delocalization of the electrons over the entire molecule means that
these states can contribute to a low bias conductance.
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Figure 6.7: (Up) - partial charge plots for the d N molecular layer in vacuum. For
numbering see the DOS plots from below; (Middle) DOS plots for the vacuum (red) and
adsorbed (blue) ML of the d N structure; (Down) partial charge plots for the molecular
layer of the d N structure.
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Concerning the interaction with the surface, the sigma orbitals of the ML most often
interact with the eg states (dx2 , dz2−y2) of the Cu d-band. This appears quite clear, for
example, if one looks at the Cu orbitals with which the ML HOMO hybridizes (see the
spatial shape of the charge for the peak #7 of the lower panel from Figure 6.7).
Unlike for the occupied states, the ML unoccupied states are predominantly π-type
orbitals - as it was the case for the ML in vacuum. These orbitals are delocalized over
the entire molecule for the LUMO level (peak #10 from the lower panel of Figure 6.7)
as well as for some higher excited states (peaks #12, #13, #15 from the lower panel
of Figure 6.7), which make them also usable in a low bias conductance regime. The
interaction with the Cu surface is manifested mainly with the p-orbitals of the Cu surface
atoms.
6.6 Vibrational frequencies and infra-red intensities
An important and common technique employed in the investigation of adsorbates cov-
ered surfaces is the vibrational spectroscopy. In view of this aspect we have calculated
the vibrational spectrum and the RAIRS (Reflection Absorption Infrared Spectroscopy)
intensities for the most stable PDA adsorbed structure - the d N structure. From their
analysis (see Table 6.10 as well as the Figures 6.8, 6.9 and 6.10) we first notice that in
the high frequency domain 500 - 4000 cm−1 only the adsorbate atoms participate in the
vibrations. This is expected as the lattice vibrations, owed to the copper atoms, have
quite low frequencies due to the large mass of the copper atoms.
Similar to the vibrational spectrum of the PDA conformers in vacuum, one can divide
the d N vibrational spectrum into roughly four regions:
1. The X-H stretching region between 4000 - 3000 cm−1
This region contains the strongly infra-red active OH stretching vibration (from
3538 cm−1) as well as the weak intensity vibrations of the CH groups adjacent to
the aromatic ring (from 3123 and 3114 cm−1). The frequency of the OH bond
stretching - found at 3538 cm−1 - is somewhat below that of a free OH stretching
vibration (3600 cm−1 - 3800 cm−1), which could be explained by the weakening of
the OH bond due to the formation of an intra- (OH...N) or inter- (OH...O) molecular
hydrogen bond. Whether an inter- or the intra-molecular H bond is formed cannot
be said based on the value of the frequency alone. If one correlates, however, the
spectroscopical information with the structural data (which shows that after the
adsorption of the ddt NN conformer on the surface the COH angle opens by ∼ 80,
and that the OH...O distance is relatively small - ∼ 2.103 A˚) it can be concluded
that for the adsorbed d N structure an inter-molecular OH...O hydrogen bonds is
more probable than an intra-molecular hydrogen bond.
2. The empty region between 3000 - 2000 cm−1
The absence of any vibration for the adsorbed PDA molecule in this region is due
to the fact that in this domain typically absorb the triple bonds (of which we have
none) and the X-H stretching vibrations for which X is a more massive atom like
phosphorus, silicon or sulphur (of which we have either none).
206 PDA molecule adsorbed onto the Cu(011) surface
3. The double bond region between 2000 - 1500 cm−1
The absorption bands appearing in this region are due to the stretching of the
C=O (1689 cm−1), C=C (1539 cm−1) and C=N (1495 cm−1) bonds. From these
ones only the C=O stretching vibration is IR active, the other two have hardly
any IR intensity due to symmetry and/or dipole moment reasons. Compared with
the ddt NN conformer in vacuum we notice a lowering - by more than 60 cm−1 -
for the frequency of the C=O bond, at the adsorbed conformer. Such a decrease
is, however, not present for the other two double bonds (C=C and C=N) who
retain almost the same frequency as in the vacuum molecule. This indicates that,
while for the C=C and C=N bonds the change in the environment does not lead to
significant additional interactions, for the C=O bond new interactions do come into
play after the adsorption. The most probable interaction is the involvement of the
C=O group into a H bond with an OH group of a neighboring PDA molecule, which
leads to a lengthening and weakening of this covalent bond (as is actually found in
the structural analysis) and thus to a lowering of its frequency of vibration. Thus,
the reduced stretching frequency of the C=O bond is yet another evidence for the
formation of an inter-molecular OH...O=C hydrogen bond on the surface.
4. The fingerprint region between 1500 - 500 cm−1
As for the PDA molecule in vacuum, in this region one can no longer (easily) assign
a frequency band to a single bond deformation. Rather, several bonds are typically
found now to vibrate at the same frequency and give rise to complex normal modes,
not easy to describe. With this caveat in mind we notice that the 1500 - 500 cm−1
frequency domain could be further sub-divided into two regions:
- (a) a region dominated by the in-plane C-H and O-H bending vibrations between
1500 - 1000 cm−1
- (b) a region dominated by the out-of-plane C-H and O-H bending vibrations be-
tween 1000 - 500 cm−1
The most intense IR modes we find in the first region, and they belong to the
in-plane-bending vibrations of the CH and OH groups (at 1359 cm−1 and at 1171
cm−1) and to the C-O stretching bond (at 1326 cm−1 and at 1275 cm−1). In this
region we also notice how the lowering of the symmetry, following an adsorption
process, influences the frequency degeneracy. While so far one could establish a
one-to-one correspondence between the frequencies of the molecule in vacuum and
the frequencies of the adsorbed molecule, in the 1500 - 1000 cm−1 domain we notice
how the lowering of the degeneracy leads to a splitting of one vibration of the
molecule in vacuum into two vibrations of the adsorbed molecule (see for example
Figure 6.8 for the splitting of the vacuum frequency 1442 cm−1 in the two adsorbate
frequencies at 1450 and 1359 cm−1).
Last, but not least, it is always important to compare the theoretical results (in this
case the vibrational frequencies) with the experimental data. As we are not aware, so far,
of any spectroscopical experiment concerning the adsorption of the PDA molecule onto
the Cu(011) surface, we have compared our results with those obtained from the RAIRS
experiment of adsorbed TPA molecules onto the Cu(011) surface. From this comparison
(between similar but nevertheless non-identical molecules) we find that our calculated
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vibrational frequencies resemble the experimental ones typically to better than 4% (see
Table 6.10). This is a quite remarkable agreement.
Nr. ddt NN (cm−1) d N (cm−1) Approx. description IIR TPA (cm
−1) Approx. description
1 3509.0/3508.6 3538.5 ν(OH) 0.0072 3581/3515 ν(OH)
2 3117.2 3123.4 νs(CH) 0.0001 — —
3 3115.8 3114.9 νas(CH) 0.0005 — —
4 1754.4/1750.3 1689.7 ν(C = O), δ(COH) 0.0347 1757/1709 ν(C = O)
5 1558.4 1539.4 νs(C = C)ring, ipb(CH) 0.0009 1506 ν(C = C)ring
6 1499.2 1495.6 νs(C = N)ring 0.0012 — —
7 ? 1462.1 ν(OCO)d 0.0012 1414 νs(OCO)
8 1442.8 1450.4 ipbs(CH) 0.0000 — —
9 1442.8 1359.8 ipbs(CH) 0.0817 — —
10 1362.0 1326.8 ν(CO)u 0.0550 1364 ν
acid(CO)
11 1260.6 1285.0 ipbas(CH) 0.0002 1186 β(CH)
12 1292.5 1275.6 ν(CO)u 0.1117 — —
13 1234.6 1225.8 νas(C = N)ring 0.0108 — —
14 1210.7 1171.5 ipbs(CH), ipb(OH) 0.0519 1174 β(CH)
15 ? 1152.4 ipb(OH), ring breathing 0.0019 — —
16 1091.9/1073.9 1107.3 ν(CO)u, ring breathing, ipb(CH) 0.0130 — —
17 1002.3 1005.7 δas(CCN) 0.0050 — —
18 953.0 936.8 ofpbas(CH) 0.0000 — —
19 933.7 922.1 ofpbs(CH) 0.000 — —
20 830.8 858.0 δ(OCO)d, ring breathing 0.0016 — —
21 811.0 810.3 ofpbas(CH), ofpbas(CC)ring−COO(H) 0.0000 — —
22 731.7 787.6 δas(OCO) 0.0175 — —
23 709.4 745.0 ofpb(OH), ofpbs(CH) 0.0003 735 γ(OCO) or γ(CH)
24 680.9 709.5 ofpb(OH), ofpb(CH) 0.0005 — —
25 ? 700.6 δ(OCO)u 0.0008 — —
26 ? 652.7 ofpb(OH) 0.0042 — —
27 624.8 617.1 δs(CNC) 0.0000 — —
28 534.9 567.6 ring-COO antiphase rot 0.0002 — —
29 ? 532.1 ring-COO stretching 0.0154 — —
30 ? 513.0 ring-COOH antiphase rot 0.0000 — —
— — — — — — —
Table 6.10: (left table) theoretical vibrational frequencies for the ddt NN molecule in
vacuum and theoretical vibrational frequencies and infra-red intensities for the adsorbed
d N structure; (right table) experimental vibrational frequencies for the adsorbed TPA
molecule. We have noted with: ν - the stretching modes, δ - bending modes, ipb - H
in-plane bending modes, ofpb - the out of plane bending modes. The s and as stays for
symmetric or asymmetric displacements, while u refers to displacements located on the
upper COOH group.
208 PDA molecule adsorbed onto the Cu(011) surface
Figure 6.8: Infrared intensities for (up) the ddt NN conformer in vacuum (down) the d N
structure. Notice the shift, splitting or change in the intensity upon the adsorption of the
molecule on the surface.
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cm−13123cm−13538 cm−13114 cm−11689
cm−11539 cm−11495 cm−11462 cm−11450
cm−11275cm−11285cm−11326cm−11359
cm−11152cm−11225 cm−11171
Figure 6.9: Vibrational frequencies for the d N adsorbed structure. The length of the
arrows gives the relative displacement and the amplitudes for the atomic nuclei. C - dark
gray, O - red, N - blue, H - light gray, Cu - brown.
210 PDA molecule adsorbed onto the Cu(011) surface
Figure 6.10: Same as before: vibrational frequencies for the d N adsorbed structure.
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Chapter 7
Surfactant mediated growth on the
Si(111) substrate
For the production of modern electro-optical devices with specific properties, various
material combinations - not readily available in nature - are often required. In order
to cope with this situation, several epitaxial growth techniques - like molecular beam
epitaxy (MBE) or metal organic vapour phase epitaxy (MOVPE) - have been developed
over the time [1]. Even so, the layer-by-layer growth, so crucial to many applications
(like transistors, lasers, high speed switches, light emitting diodes, etc.) is a difficult task.
An important example in this direction is the Si/Ge hetero-structure growth, for which
the ≈4% lattice constant mismatch leads to a Stranski-Krastanov growth mode of Ge
onto the Si(111) or Si(001) surfaces: After an initial layer-by-layer growth mode, large
3D Ge islands start to get formed. This makes the Si-Ge system useless for most of the
electro-optical applications [2] [3].
Experimentalists have found a way to circumvent this problem [4]. By depositing
a monolayer of group-V metal atoms (As, Sb, Bi) - prior to the deposition of the Ge
atoms - the Stranski-Krastanov growth mode can be changed into a Frank van der Merwe
growth mode, i.e. a mode where only the layer-by-layer Ge growth takes place [5]. Such
a technique - called surfactant mediated epitaxy (SME) - has lead to the construction of
some very efficient FET, like the MOSFET with an active p-doped Ge layer on top of a
Si(111) surface, built by the Reinking group [6] using Sb as surfactant.
In order to clarify the growth kinetics in the presence of surfactants a large effort has
been put into surfactant mediated Si homoepitaxy. This system is simpler to analyze
since the effect of strain due to the lattice mismatch between Ge and Si is not present.
Due to their electronic structure the group V-elements can fully passivate the Si surface
dangling bonds and reduce the surface chemical reactivity. The ”surfactant effect” does
not reduce however only to this. As for the Si/Ge system, the presence of the surfactant
layer on top of the Si surface also influences the reconstruction of the Si surface and the
kinetics during the growth. Thus, after the deposition of 1 ML (monolayer) of As on top
of the Si(111) surface, one can no longer find the famous (7 × 7) reconstruction of the
clean Si(111) surface [7] [8] but rather a (1 × 1) structure with close to ideal position
for the surface atoms [9] [10]. A bulk-type Si terminated geometry is therefore obtained
after the deposition of As. The appearance of the Si(111)-(1 × 1)-As surface in place of
the Si(111)-(7× 7)-As surface could be explained through the fact that such a geometry
allows both the Si and As atoms to achieve their optimal bonding geometry, i.e. four-fold
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coordination for the Si atoms and three-fold coordination for the As atoms. Since Sb
atoms prefer also a three-fold coordination, one might expect a similar (1× 1) structure
to occur after the deposition of Sb on the Si(111)-(7 × 7) surface. However, STM [10]
[11], low-energy electron diffraction (LEED) and Auger-electron spectroscopy (AES) [12]
[11] experiments have shown that instead a (
√
3 × √3) reconstruction is present for an
Sb coverage of 1 ML. A similar reconstruction has been found also for Bi, another group
V-element. DFT calculations of several groups ([13] and reference therein) have revealed
that the size (covalent radius) of the group V elements determines the equilibrium surface
structure of surfactant-covered Si: while the Si-As bond nearly perfectly fits into the
double layer termination, both Sb and Bi are too big for that. They reside on top of
a Si double-layer saturating the Si dangling bonds and creating group V trimers which
determine the
√
3×√3 surface cell.
Experiments to determine the electronic structure of surfactant-covered Si have also
been attempted [10, 14, 15, 16, 17, 18, 19, 20, 21, 22]. The Si(111)-(
√
3×√3)-Bi surface
proved not to be a handy surface to study due to the large spin-orbit splitting of the Bi
6p valence electrons [19], which made the interpretation of its surface electronic structure
quite difficult. As a matter of fact, results of angle-resolved ultraviolet photoelectron
spectroscopy (ARUPS) for the Si(111)-(
√
3 × √3)-Bi were so complex that a definite
determination of the surface-state dispersion was not possible [16]. Since the spin-orbit
splitting of the Sb 5p valence electrons is small, Si(111)-(
√
3 ×√3)-Sb surface would be
a good subject for the full understanding of the Si(111)-(
√
3×√3)-column V surface [20]
[21].
The different reconstructions induced by As and Sb make a comparative study of
the growth processes after the deposition of the 2 surfactants an interesting subject. In
the case of As-covered Si(111) surface, STM images obtained during the growth process
[10] [22] show two-dimensional Si islands, of double-layer height grown on the surfactant
terminated surface (see Fig. 7.1). The surface on top of the islands as well as on the
terraces shows a (1 × 1) periodicity. In the case of the Sb-covered Si(111) surface, Si-
islands with the height of a double layer are also found [10] [22] (see Fig. 7.1). The
periodicity in the central area on top of the 2D-islands and on the terrace is (
√
3×√3).
Interestingly however, now the Si-islands possess also an outer rim with the height of
half of a double layer, on top of which the periodicity (1 × 1) is found (see Fig. 7.1).
This suggest that while for As-covered Si(111) surface a double-layer growth mechanism
takes place (as we find only Si islands with the height of a double layer), for Sb-covered
Si(111) surface a single layer growth mechanism is favored (as one finds both structures
with the periodicity of (1× 1) and half double-layer height, as well as structures with the
periodicity of (
√
3×√3) and double-layer height).
The atomic structures of the two different surface periodicities of the Si(111):Sb pas-
sivated surface are shown in Fig. 7.2. We clearly see that the growth proceeds by the
formation, in the first instance, of a mixed double-layer (DL) structure, which has in its
lower part Si atoms and in its upper part Sb atoms (see Fig. 7.2 up). This mixed bilayer
has a (1× 1) periodicity. With further Si deposition, a complete Si bilayer is formed (see
Fig. 7.2 down) on top of which Sb trimers are found to reside. This two step process
(1 × 1) → (√3 × √3) → (1 × 1) → (√3 × √3) → ... is unlike the growth which takes
place in the presence of As as surfactant, where complete bilayers are formed directly.
In the following we are interested to find out how the growth takes place as one goes
from the Si(111):Sb:(1 × 1) structure to the Si(111):Sb:(√3 × √3) structure. To study
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this process completely ab-initio it is however quite difficult. This is because such a tran-
sition is the result of the interplay of several distinct atomic-scale processes (depositions,
diffusions, clusterings, atoms exchanges, etc). And a reliable description of the growth
mechanism from the (1×1) structure to the (√3×√3) structure would require not only to
model all these atomic scale processes but also to appropriately account for the statistical
mechanics of the interplay between them. And this is not possible ab-initio alone. A
careful combination between first principle electronic structure calculations and statisti-
cal mechanics based methods would enable one, however, to cope with such a task. In
this sense, over the last years, it has become a common practice to combine DFT calcu-
lations with the statistical kinetic Monte Carlo method to simulate dynamical processes
on surfaces [23] [24] [25] [26] [27] [28]. In this context DFT theory is used to accurately
obtain the energetics of the most relevant elementary processes during the growth. More
precisely, one typically calculates with DFT energy barriers for a selective number of mi-
croscopic processes, which are then used to determine reactions rates. The rate (Γ) of a
reaction has the form of an Arrhenius law, Γ = Γ0 ·e− ∆EkBT , where Γ is the reaction rate, Γ0
is a pre-exponential factor, ∆E is the energy barrier (obtained, for example, from DFT),
kB is the Boltzmann’s constant and T the temperature at which the process takes place.
Such reaction rates are a necessary input to kinetic Monte Carlo (kMC) simulations. The
use of accurate energy barriers within the kMC simulations is mandatory since the relative
importance of different processes for the growth, at a given temperature, is determined by
the energy barriers. Therefore an accurate estimation of those energy barriers is essential
in order to make use of the predictive power of the kMC simulations.
7.1 Saddle points calculation on high dimensional po-
tential energy surfaces (PES)
In order to calculate the energy barrier which has to be overcome when going from an
initial state (IS) to a final state (FS) one has first to identify the minimum energy path
(MEP) which joins the two states and then to find, on this path, the highest situated
energetical point. This highest energy point on the MEP is the bottle-neck region which
will have to be surpassed in order for the IS → FS transition to take place. The energy
difference between this bottle-neck point on the MEP and the starting minimum (IS)
gives the energy barrier.
From a mathematical point of view, the highest potential energy point on the MEP is
a saddle point (SP), as it is a maximum along the direction which connects the IS with
the FS, and a minimum in all the other perpendicular directions (3N-1). Due to this, at
the SP, the second derivative of the energy is negative when taken with respect to the
reaction coordinate and positive when taken with respect to any other direction.
Finding the energy barrier for a reaction with known starting and final configurations
becomes essentially a search for the smallest saddle point between the two ends of the
reaction path. Of course, one could have also more than one saddle-point between IS and
FS. However, this so-called ”serial saddle-points situation” will not be considered here.
Several methods have been proposed for finding the smallest saddle point paths which
connect two given minima.
Some, taking advantage of the fact that the saddle points can be associated with certain
characteristics of the eigenvalues (at the saddle point there is one negative eigenvalue in the
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direction of the reaction path considered, and (N-1) positive ones in the other directions)
of the Hessian matrix of the second derivatives of the potential energy, are based on the
diagonalization of this matrix [29]. However, such methods are typically not practical for
high-dimensional systems since the computational cost increases rapidly with the number
of degrees of freedom. Furthermore, the second derivatives are usually not provided by the
plane-wave based density-functional theory programs. Certain progress has been made,
however, in this respect. Wales and co-workers have recently developed an eigenmode-
following type method which avoids the explicit construction and diagonalization of the
Hessian matrix, thereby allowing this approach to be applied to systems with more than
1000 atoms [30]. Even more, this method has been successfully combined with two popular
plane-wave density-functional theory programs - Castep and CPMD [31] [32].
Greatly enhanced computational speed and scalability is obtained with those meth-
ods which require only the potential energies and their first derivatives (i.e. the forces)
to be calculated in order to find saddle points. The ”chain-of-states” methods (like Hy-
perplane Adaptive Constraint (HAC) method [33], Nudged Elastic Band (NEB) method
[34] [35] [36], Conjugate Peak Refinement (CPR) method [37] [38], etc.) are some of the
most popular methods in this direction. These methods have been applied successfully
to a wide range of problems, including studies of diffusion processes at metal surfaces
[39], surfactant-mediated homo- or hetero-epitaxy on the semiconductor surfaces [3] [40],
dissociative adsorption of a molecule on a surface [41], premelting of metal clusters [42],
contact formation between a metal tip and a surface [43], cross-slip of screw dislocations
in a metal (simulations requiring around 200,000 atoms in the system and a total of more
than 2,000,000 atoms in the MEP calculation)[36] [44], etc.
Common to all the ”chain-of-states” methods is the fact that in-between the initial and
final state a chain of system replicas is inserted, along a trajectory which is assumed to be
not far from the true minimum energy path. Then, energy minimization of the systems
replicas, under certain constraints, leads to the true minimum energy path, along which
the highest point is the saddle point. Because they probe the entire path connecting the
two minima, the chain-of-states methods also provide a more global view of the energy
landscape along the MEP. This is important, for example, whenever more than one saddle
point is present along the MEP.
Further, we will briefly discuss the Hyperplane Adaptive Constraint (HAC) method, a
chain-of-states method which we will be using for the ab-initio calculations of the energy
barriers.
7.1.1 The Hyperplane Adaptive Constraint (HAC) method
As in any other ”chain-of-states” method, also in the HAC method a discrete approxi-
mation for the reaction path in the multidimensional space is build by interpolating N
intermediate configurations between the starting and the final configurations (see Fig-
ure 7.3). This is an important step in this method as on the initial guess for the reaction
path depends, whether or not the HAC algorithm will converge to a realistic MEP.
In Figure 7.3 we show, in a 2D representation, how between two stable configurations
(~Rs - the starting configuration and ~Rf - the final configuration; all configurations are
hypervectors in the 3M-dimensional space describing the coordinates of the M atoms) an
initial guess for the MEP has been build by creating 7 (hopefully reasonable) intermediate
configurations, denoted by ~Ri, i=1 ... 7
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The coordinates of each intermediate configuration are then relaxed toward lower
energy within the hyper-plane normal to the path. It is necessary to apply a constraint
relaxation because an unconstrained minimization would lead to a relaxation of most of
the replicas toward the known minima. The constrained minimization is achieved within
HAC by considering that the forces which are acting on the atoms of an image are not
the total forces but only the perpendicular components on the local tangent. I.e. if
~Ftotal(~Ri) = −∇Etotal(~Ri) (7.1)
is the total force on image ~Ri, then the relaxation of the coordinates associated with this
image will be done only in the direction of minimizing ~F⊥(~Ri), where
~F⊥(~Ri) = ~Ftotal(~Ri)−
(
~Ftotal(~Ri) · tˆi
)
· tˆi (7.2)
In equation (7.2) tˆi is the unit tangent at the image i. In HAC this is estimated from
the normalized line segment between the images ~Ri+1 and ~Ri−1, i.e.
tˆi =
~Ri+1 − ~Ri−1
|~Ri+1 − ~Ri−1|
(7.3)
Because for the evaluation of tˆi one needs informations about the images i + 1 and
i − 1, tˆi is modified under the influence of the motion of the rest of the path. Thus, to
ensure that the correct path is found by the HAC, the hyper-plane constraints will have
to be updated as the path changes.
After minimizing the force perpendicular to the starting path (i.e. when ~F⊥(~Ri) = 0
or below a given threshold, for all i), an approximation of the minimum energy path is
obtained. This can be quite different from the initial guess for the reaction path, as can
be seen from Figure 7.3.
The highest energetical point on this path can be considered, in the first instance,
to be the saddle point(or the transition state(TS)) dividing the attractive basins of the
initial and final configurations. To check that this is indeed the case one will have to back-
relax the system - without imposing any constraints - from configurations found in the
close neighborhood of the approximately found SP toward the IS and FS states. If these
unconstrained back-relaxations lead the system to the IS or to the FS state (depending
on which side of the SP the relaxation starts) then the found SP is indeed a SP separating
the initial and the final configurations. If, however, through these back-relaxations one
discovers a new minimum configuration on the PES, one has to deal with a serial-saddle-
point situation. To find the MEP connecting the IS and the FS states one will then have
to search also for the saddle point paths which connect the new minimum with the IS and
FS state. And so on, if the situation repeats.
In large and complex systems two or more MEPs may exist between an initial and
a final state. The procedure described above will most likely converge, in this case, to
the MEP which is closest to the initial guess for the reaction path. If one wants to find,
however, the path with the smallest saddle point energy rather than just to converge to
the MEP closest to the initial guess, then one might either have to put some additional
constraints into the HAC method in order to exclude the already investigated MEP(s),
or start from a different guess for the reaction coordinate, or finally use some simulated
annealing-type technique in order to sample the various MEPs.
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Figure 7.3: Schematic representation of the hyper-plane adaptive constraint (HAC)
method for finding the minimum energy path. Starting from an initial guess reaction
path - build with the help of the images R1, ... , R7 - the method leads after a minimiza-
tion of the forces perpendicular on the assumed path for each image to an approximate
MEP. TS designates the highest point on this path - the saddle point.
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An important positive feature of the HAC method (shared however with all the others
chain-of-states methods) is that this method inherently involves parallel calculations and
can very easily take advantage of parallel computers. Thus, the calculation of ∇Etotal(~Ri)
can be done for each i on a different node or group of nodes (i.e. each group hosts an
image). Each node then only needs to receive the coordinates of the adjacent images to
be able to evaluate the local tangent and thus to carry out the force projections. Once
this is done, the nodes can continue the optimization of the path independently. The
communication between the nodes is thus minimal and the method very appropriate for
parallelization and parallel runs. Of course, the considerations for optimal computations
of the self consistency cycle and of atomic relaxations discussed in Chapter 1 apply to the
minimization procedure for each image.
7.2 The barrier for the rotation of an exchange Sb
atom on top of the (1 × 1) Sb covered Si(111)
surface
kMC studies of the growth of the Si(111)-Sb passivated surface have revealed that, for
the simulation of the growth step leading from a (1 × 1) surface (full double layer with
Sb incorporated) to the (
√
3 × √3) surface (Sb on top of a full Si double layer) several
energy barriers have to be known accurately [45].
The formation of an Sb-trimer on top of a Sb-covered Si(111)-(1 × 1) surface is a
process which can be seen as proceeding in 2 inter-correlated steps:
- the exchange of deposited Si adatoms with the Sb atoms found in the top layer of
the Sb-covered Si(111)-(1× 1) surface;
- the clustering of the exchanged Sb atoms: first in a dimer and then in a trimer
structure.
In addition, the Sb-trimers on top of the Si(111) surface can not appear anywhere on
the Si(111) surface, but only on top of the T4-sites (see Figure 7.4). Even more, due to
the bonding restrictions, not even all of the T4 sites can have an Sb-trimer on top of them,
only every third T4 site can be occupied by a Sb-trimer (see Figure 7.4). Thus, there are
clear constraints which restrict the places where an Sb-trimer can appear. On the other
hand, the exchange of an Sb atom with an incoming Si adatom can take place anywhere
on the surface. To conciliate these two aspects a newly exchanged Sb atom might have
to rotate in order to allow for the formation of an Sb trimer in the proper place. This
rotation is depicted in Fig. 7.4 upper right. It can make the Sb atom to pass either above
a H3 site (as in the case of the clockwise rotation, changing the bonding from atom #107
to atom #105, see Figure 7.4) or above a T4 site (as in the case of the anti-clockwise
rotation, changing the bonding from atom #107 to atom #99, see Figure 7.4).
We have studied the energy barriers for both rotations by using the Hyper-plane Adap-
tive Constraint method as implemented in the ab-initio density functional theory program
EStCoMPP (Electronic Structure Code for Materials Properties and Processes) [46]. For
simulating the surface we have used a repeated slab model consisting of 6 atomic Si(111)
layers in an inversion symmetric arrangement, 1 ML Sb on each Si surface and one ex-
changed Sb atom on each Sb layer (see Figure 7.4). Each layer has 16 atoms and a p(4x4)
periodicity. Neighboring slabs were separated by a vacuum region equivalent to 4.3 (111)
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oriented Si double layers, i.e. of about 13.5 A˚. During the symmetry-unrestricted geometry
optimization all atoms were allowed to relax, except those of the 2 innermost atomic layers
of the slab. A kinetic energy cutoff of 13.69 Ry was used for the plane-wave basis set to
represent the electronic wave-functions, and 2 k-points within the surface Brillouin zone
(due to the large size of the unit cell there is no need for more k-points). Norm-conserving
pseudopotentials of Kleinman-Bylander type, containing the 3/5s and the 3/5p electrons
in the valence states, were used to describe the Si/Sb atoms. All forces acting on the
atoms were converged to less than 0.1 mRy/a.u. in order to obtain (local or constraint)
minimum energy configurations.
With these settings the energy barriers have been calculated by considering as starting
configuration for the MEPs the situation when the Sb atom 129 is connected to atom 107
(plane # 0 in Figure 7.4 and in Table 7.1), and as final configurations the situation
when the Sb atom 129 is connected either to atom 105 (plane # 32 in Figure 7.4 and
in Table 7.1) or to atom 99 (plane # -32 in Figure 7.4 and in Table 7.1). Intermediate
configurations has been defined at fractions of 1/32 from the path which joins the initial
configuration with any of the final ones. After the force convergence for all the chosen
intermediate configurations (planes) has been obtained, we have found the saddle point
for the rotation #107 - #99 to be located above the T4-site and the saddle point for the
rotation #107 - #105 to be located above the H3-site. The activation energies associated
with these saddle points are: 0.282 eV for the rotation #107 - #99 and 0.161 eV for the
rotation #107 - #105.
The reason for the higher energy barrier, encountered when the Sb atom passes above
a T4-site compared with the situation when the Sb atom pass above a H3-site, is probably
connected with the local geometry of these sites. While a T4-site implies the presence of
a Si atom in the second layer of the slab, a H3-site implies the presence of a Si atom only
in the fourth layer of the slab. Therefore, while one might have a repulsive interaction
between the charge of the T4-site Si atom and the rotating Sb atom, there will be hardly
any such interaction between the rotating Sb atom and the H3-Si atom situated in the
fourth layer.
7.3 The barrier for the formation of an Sb-trimer
from an Sb-dimer and an additional separated Si-
adatom, on top of the Sb-covered Si(111)-(1× 1)
surface
Previous calculations [13] have found an energy barrier of ∼ 0.6 eV for the Si-Sb exchange
process on the (1× 1) surface (i.e. incorporating an additional Si-adatom into the double
layer by lifting an Sb atom above the double layer). However, using this value in the kMC
simulation for all steps of the trimers formation on top of the Si(111) surface has lead to
the saturation of the (1×1) surface not with Sb-trimers, but only with Sb monomers and
dimers. As the formation of the dimers is well reproduced by the kMC simulations, we
have investigated ab-initio how the formation of an Sb-trimer takes place from an already
existing Sb-dimer and an additional Si adatom. More precisely, we have calculated the
energy barrier for going from an Sb-dimer and an additional Si adatom configuration to
an Sb-trimer structure (see Figure 7.5).
7.3 The barrier for the formation of an Sb-trimer from an Sb-dimer and a
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Figure 7.5: Building an Sb-trimer on top of the Sb-covered Si(111)-(1×1) surface from a
Sb-dimer and a Si-adatom. Up-left: top view; Up-right: side view; Middle-left: Sb-trimer,
top view; Middle-right: Sb-trimer, side view; Down: Energies along the MEP which goes
from the Sb-dimer and a Si-adatom to the Sb-trimer. The highest energy correspond to
the saddle point. Colour code: Sb - red, Si - gray, Si exchanged or adatom - yellow.
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Step Energy (eV) Fx (mRy/au) #129 Fy (mRy/au) #129 Fz (mRy/au) #129
-32 0.0000 1.05622637D-01 -1.27884187D-02 -2.96016738D-02
-24 +0.1257 -1.63490979D+01 9.48445545D+00 -2.87685411D-02
-20 +0.2410 -1.08447904D+01 6.29681321D+00 4.80994680D-02
-18 +0.2755 -6.37247643D+00 3.72579983D+00 -3.04763642D-02
-16 +0.2827 4.95751583D-01 -3.24395520D-01 8.44571640D-03
-14 +0.2727 6.27855186D+00 -3.68431225D+00 2.56288708D-02
- 8 +0.1251 1.59699494D+01 -9.71753067D+00 -2.26308990D-01
0 0.0000 3.11430719D-02 5.08011205D-02 6.37083017D-03
2 +0.0055 -5.10479587D-02 3.85643293D+00 -1.61904614D-02
4 +0.0212 -5.72965802D-02 7.42541415D+00 2.22324694D-02
6 +0.0466 3.67951392D-02 1.06890473D+01 8.05652923D-02
8 +0.0802 -4.60214384D-02 1.30718084D+01 1.86666395D-02
10 +0.1180 -5.92866931D-02 1.30323102D+01 7.63471435D-02
12 +0.1486 -6.13561247D-02 7.78312370D+00 2.26872384D-03
13 +0.1570 -3.07956403D-02 4.16468102D+00 1.98328672D-02
14 +0.1608 -1.70381010D-02 1.39803110D+00 2.94615905D-02
15 +0.1616 -6.35103259D-02 -1.93373453D-01 6.28889303D-03
16 +0.1606 -4.68515317D-02 -1.07200116D+00 -1.20908341D-02
17 +0.1587 -3.28142930D-02 -1.73995839D+00 -4.76601320D-03
18 +0.1556 -1.74874760D-02 -2.62620308D+00 3.35026143D-02
20 +0.1438 -8.76184739D-03 -6.11225610D+00 2.48416552D-03
22 +0.1193 1.44432331D-03 -1.11729044D+01 -7.23059980D-02
26 +0.0500 -2.46469060D-02 -1.07423642D+01 -2.69212002D-02
30 +0.0086 2.19384996D-03 -3.90420114D+00 4.90748794D-03
32 0.0031 3.37722268D-02 -7.56320146D-02 -3.30328173D-02
Table 7.1: Energies and forces along the path # 99 - # 105.
In this sense, having as the starting configuration the Sb-dimer plus the Si-adatom and
as final configuration the Sb-trimer, we have relaxed, with constraints, 10 intermediate
configurations (in the spirit of the HAC method). The results obtained (see Figure 7.5
and Table 7.2) show that an energy barrier of only ∼ 0.3 eV needs to be overcomed for the
incorporation of the Si-adatom into the surface layer and the formation of the Sb-trimer.
This value is half the energy required for the incorporation of a Si-adatom, in the absence
of any neighboring Sb-dimer. The explanation for this difference is probably related to
the fact that the incorporation of a single Si-adatom into the surface layer (of the Sb-
covered Si(111):(1 × 1) surface) also means the push-up from the surface layer of an Sb
atom. In the absence of any neighboring Sb-dimer, this push-up process means that the
Sb atom will have to pass from a three-fold coordination situation (as the Sb atom has in
the surface layer) to a two-fold coordination situation (as the exchanged Sb-atom has).
This is however not a very convenient situation for the Sb-atom, which - as any group V
element - would rather prefer a three-fold coordination over a two-fold coordination.
If, however, an Sb-dimer is present in the neighborhood of the up-lifted Sb-atom,
then through the push-up process the Sb-atom will just pass from the three-fold coordi-
nated situation in the surface layer to the three-fold coordinated situation in the Sb-trimer.
Moreover, the breaking of the Sb-Si bonds happens now in the context of the formation of
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the new Sb-(Sb-dimers) bonds (see Figure 7.6 for a sequence of images showing how the
Sb-Si bond-breaking and Sb-Sb bond-making do interplay), which is likely to make the
transition of the Sb atom from the surface layer to the exchanged position in the trimer
smoother and with a smaller energy barrier (0.3 eV).
Step Energy (eV)
0 +4.1311
2 +4.1389
3 +4.1399
6 +4.3196
8 +4.4400
9 +4.2943
10 +4.0862
16 +3.1448
20 +2.9302
24 +1.9260
28 +0.5581
32 0.0000
Table 7.2: Energies along the MEP which goes from the Sb-dimer and a Si-adatom to
the Sb-trimer. With bold-black are given the starting configuration (the Sb-dimer + the
Si-adatom, step # 0) and the final configuration (the Sb-trimer, step # 32). With red is
given the saddle point (step # 8).
Therefore, one can conclude that the Si-Sb exchange barriers depend on the presence
-and probably also on the size- of the existing neighboring clusters to which the exchanged
Sb atom can get attached after the push-up process. One can not simply use a single
exchange barrier in order to describe the full growth process.
Indeed, using an energy barrier of 0.3 eV for the increase of an Sb-dimer to an Sb-
trimer by an exchange process, in the kMC calculations leads to the formation of the
Sb-trimers on top of the (1× 1) surface [45].
7.3.1 Mixed trimers ?
The Sb-dimer and the Si-adatom on top of the Si(111):Sb:(1 × 1) surface can lead not
only to the Sb-trimer structure (Sb-Sb-Sb structure), but also to a hetero-trimer structure
(Si-Sb-Sb structure), i.e. instead of replacing and lifting up an Sb atom from the surface
layer the Si-adatom can get attached to the Sb-dimer.
Such a mixed trimer would lead however to the doping of the Si bulk (as each mixed
trimer will bury an Sb atom into the growing surface) and to an uncomplete passivation
of the Si surface (as the Si atom from the hetero-trimer will have a dangling bond). None
of these effects has been observed experimentally. Total energy calculations performed by
us also show that the mixed trimer is an energetically less favorable structure than the
Sb-trimer (see Table 7.3).
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Figure 7.6: From an Sb-dimer and a Si-adatom to an Sb-trimer.
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Structure Energy (eV)
Sb-dimer + Si-adatom +4.131
Mixed trimer (Sb-Sb-Si) +1.413
Sb trimer (Sb-Sb-Sb) 0.000
Table 7.3: Energy ordering for studied Sb structures on top of the Si(111):Sb:(1 × 1)
surface. The Sb-dimer + Si-adatom structure can evolve either toward the mixed trimer
structure or toward the Sb-trimer structure. The most stable of the two triangular struc-
tures is the Sb-trimer.
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Chapter 8
Partial local density of states
(PLDOS) as implemented in the
EStCoMPP code
One of the tools frequently used in order to understand and explain the electronic structure
of studied materials is the partial local density of states (PLDOS). An initial implementa-
tion of the PLDOS, in our EStCoMPP code, has been done by W.Kromen [1]. Kromen’s
implementation applies, however, only to atoms for which the valence states are not (too)
localized (e.g. Al, Si, Ge, Ga, Sb) and for which a clean planewave description is sufficient
in order to gain a representation of their valence states. However, certain elements from
the first row of the periodic table (e.g. B, C, N, O) as well as the 3d transition metals are
characterized by localized 2p/3d valence states. To describe them by using only planewave
it is not efficient. Thus the PLDOS has to be extended from treating only atoms described
by the normconserving pseudopotentials (where the planewave description is sufficient)
to treating also atoms described by the non-normconserving pseudopotentials (where the
planewave + augmentation description is sufficient).
In the following we present, from a theoretical perspective, the way this implementa-
tion has been done.
Describing the number of states in the energy interval (ǫ, dǫ) that are available for
occupation close to the atom µ, the local density of states (LDOS) is defined through the
occupancies inside a sphere of radius R around ~Rµ
LDOSµ(ǫ) dǫ =
∑
~kν
ω~kνδ(ǫ− ǫ~kν)
∫
|~r−~Rµ|<R
d3r|Ψ~kν(~r)|2 dǫ (8.1)
In (8.1) the integral gives the occupancy of the wave function Ψ~kν in the band ν, at
the k-vector ~k, inside the sphere of radius R. This is basically the weight with which this
wave function, having the eigenvalue ǫ~kν , contributes to the LDOSµ.
Using the Dirac notation:
< ~r|~kν >≡ Ψ~kν(~r) (8.2)
< ~kν|~r >≡ Ψ∗~kν(~r) (8.3)
equation (8.1) can be re-written as:
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LDOSµ(ǫ) =
∑
~kν
ω~kνδ(ǫ− ǫ~kν)
∫
|~r−~Rµ|<R
d3r < ~kν|~r >< ~r|~kν > (8.4)
Expression (8.4) contains implicitly a summation over the angular momentum. It is
often helpful, however, to explicitly know which atomic states (characterized by angular-
momentum) of a given atom do contribute to the eigenfunction of the total system. In
order to have this, one has to calculate the partial local density of states (PLDOS) of
the atom, i.e. the projection of the eigenfunction to states of certain angular momentum
symmetry lm in the sphere surrounding the atom µ. For this we define the projector P µlm:
P µlm =
[
|Ylm >< Ylm|
]
in Sµ
where Sµ = sphere around atom µ at R
µ : |~r− ~Rµ| < R
(8.5)
The action of the projector P µlm is more easily visible if the wave function on which it
acts is expanded in terms of angular momentum contributions in the sphere Sµ. Thus,
for:
Ψ(r, θ, ϕ) =
∑
l
′
m
′
Cl′m′Rl′ (r)Yl′m′ (θ, ϕ) (8.6)
the action of the projector operator P µlm translates in:
P µlmΨ(r, θ, ϕ) = Ylm(θ, ϕ)
∫
dθ
′
dϕ
′
Y ∗lm(θ
′
, ϕ
′
)
∑
l′m′
Cl′m′Rl′ (r)Yl′m′ (θ
′
, ϕ
′
)
=
∑
l
′
m
′
Cl′m′Rl′ (r)Ylm(θ, ϕ)
∫
dθ
′
dϕ
′
Y ∗lm(θ
′
, ϕ
′
)Yl′m′ (θ
′
, ϕ
′
)
=
∑
l
′
m
′
Cl′m′Rl′ (r)Ylm(θ, ϕ)δll′δmm′
≡ ClmRl(r)Ylm(θ, ϕ) (8.7)
From the definition of the projector operator P µlm (eq. 8.5) and its action onto the
wave-function (eq. 8.7) two important properties of the P µlm can be deduced:
- the idempotency, i.e. applying the projector the second time (or the third time, or the
fourth time, ..., or the n-th time) yields the same result as applying it once
P µlm = (P
µ
lm)
2 = (P µlm)
n, n > 1 (8.8)
- the fact that summing over all possible angular momentum projections allows one to
recover the full wave-function
∑
lm
P µlm
∣∣∣
Sµ
= 1
∣∣∣
Sµ
=
∑
lm
(P µlm)
2 (8.9)
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Using (8.9) in (8.1) one obtains:
LDOSµ(ǫ) =
∑
~kν
ω~kνδ(ǫ− ǫ~kν)
∫
Sµ
d3r
∑
lm
|P µlmΨ~kν(~r)|2
=
∑
lm
PLDOSµ(lm, ǫ)
=
∑
lm
∑
~kν
ω~kνδ(ǫ− ǫ~kν)
∫
Sµ
d3rΨ∗~kν(~r)(P
µ
lm)
2Ψ~kν(~r) (8.10)
8.1 The PLDOS within the PAW-method
Equation (8.10) is basically the one which one should use if the projected local density of
states is to be obtained. We will further see what this equation looks like if one uses it
within a PAW-based formalism.
As we already know within the PAW formalism a system ”true” wavefunction is ob-
tained via the transformation:
|Ψ~kν >= |Ψ˜~kν > +
∑
µ
∑
lm
∑
i
(|Φµlm,i > −|Φ˜µlm,i >) < p˜µlm,i|Ψ˜~kν > (8.11)
where: |Ψ~kν > is the ”true” (i.e. all electron) system wave-function, |Ψ˜~kν > is the
pseudized (softer) system wave-function, |Φµlm,i > is the all electron partial wave-function
(obtained as a solution of the Schro¨dinger equation for an isolated atom), |Φ˜µlm,i > is the
soft partial wave-function and < p˜µlm,i| is a pseudo-projector constructed as a dual for the
pseudo partial wave function.
Using (8.11) in (8.10) one obtains:
PLDOSµ(lm, ǫ) =
∑
~kν
ω~kνδ(ǫ− ǫ~kν)·∫
Sµ
d3r
[
Ψ˜∗~kν(~r) +
∑
L
′
∑
i
′
(
Φµ∗
L
′
,i
′ (~r)− Φ˜µ∗
L
′
,i
′ (~r)
)
b˜∗
L
′
,i
′ (~kν)
]
· (P µL )2·[
Ψ˜~kν(~r) +
∑
L
′′
∑
i
′′
(
Φµ
L
′′
,i
′′ (~r)− Φ˜µ
L
′′
,i
′′ (~r)
)
b˜L′′ ,i′′ (
~kν)
]
(8.12)
where we have noted
(lm) ≡ L (8.13)
and
< p˜µlm,i|Ψ˜~kν >≡ b˜lm,i(~kν) = b˜L,i(~kν) (8.14)
Since P µL
∑
L
′′
,i
′′
fµ
L
′′
,i
′′ =
∑
i
′′
fµ
L,i
′′ , i.e. only the contributions with L
′′
= L are retained,
equation (8.12) becomes:
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PLDOSµ(lm, ǫ) =
∑
~kν
ω~kνδ(ǫ− ǫ~kν)·∫
Sµ
d3r
[
P µL Ψ˜
∗
~kν
(~r) +
∑
i
′
(
Φµ∗
L,i
′ (~r)− Φ˜µ∗
L,i
′ (~r)
)
b˜∗
L,i
′ (~kν)
]
[
P µL Ψ˜~kν(~r) +
∑
i
′′
(
Φµ
L,i
′′ (~r)− Φ˜µ
L,i
′′ (~r)
)
b˜L,i′′ (
~kν)
] (8.15)
With the representation of the pseudo wave-functions in terms of planewaves:
Ψ˜~kν(~r) =
∑
~Gn
C ~Gn(
~kν)ei(
~k+ ~Gn)~r (8.16)
and that of the plane-waves in terms of spherical Bessel functions (the Rayleigh ex-
pansion):
ei(
~k+ ~Gn)~r = 4π
∑
l
′
,m
′
il
′
Y ∗
l
′
m
′ (Ω~k+ ~Gn)Yl′m′ (Ω~r)jl′ (|~k + ~Gn|~r) (8.17)
and taking into account that:
P µLe
i(~k+ ~Gn)~r = 4πilY ∗lm(Ω~k+ ~Gn)Ylm(Ω~r)jl(|~k + ~Gn|~r) (8.18)
equation (8.15) can be written as:
PLDOSµ(lm, ǫ) =
∑
~kν
ω~kνδ(ǫ− ǫ~kν)·∫
Sµ
d3r
[∑
~Gn
C∗~Gn(
~kν)Ylm(Ω~k+ ~Gn)Y
∗
lm(Ω~r)4π(−i)ljl(|~k + ~Gn|~r)+
∑
i
′
(
Φµ∗
L,i
′ (~r)− Φ˜µ∗
L,i
′ (~r)
)
b˜∗
L,i
′ (~kν)
]
·
[∑
~Gn
′
C ~Gn′ (
~kν)Y ∗lm(Ω~k+ ~Gn′ )Y
∗
lm(Ω~r)4π(i)
ljl(|~k + ~Gn
′
|~r)+
∑
i
′′
(
Φµ
L,i
′′ (~r)− Φ˜µ
L,i
′′ (~r)
)
b˜L,i′′ (
~kν)
]
(8.19)
Recalling now the notation we have used in (8.14) for the coefficients b˜L,i(~kν) we see
that these are also integrals over the sphere Sµ, and therefore susceptible to the action of
the projector P µL . Using for the Ψ˜~kν (from their components) the expansions from (8.16)
and (8.17) b˜L,i(~kν) can be written:
b˜L,i(~kν) =
∑
~Gn
C ~Gn(
~kν)4π
∑
l
′
m
′
(i)l
′
Y ∗
l′m′ (Ω~k+ ~Gn)
∫
Sµ
d3r · p˜µ∗lm,i(~r)Yl′m′ (Ω~r)jl′ (|~k + ~Gn|~r)
(8.20)
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Since p˜µ∗lm,i also contains one Y
∗
lm(Ω~r):
p˜µlm,i(~r) = Ylm(Ω~r) · p˜rµlm,i(~r) (8.21)
( where p˜rµlm,i(~r) is the radial part of the projector )
we obtain with the orthogonality:∫
dΩ~rY
∗
l′m′ (Ω~r)Ylm(Ω~r) = δll′δmm′ (8.22)
that:
P µL b˜L,i(
~kν) =
∑
~Gn
C ~Gn(
~kν)4π(i)lY ∗lm(Ω~k+ ~Gn)
∫
Sµ
r2dr · p˜rµlm,i(~r)jl(|~k + ~Gn|~r) (8.23)
A representation similar with (8.21) also holds for the true and pseudo partial (i.e.
atomic) wave-functions:
ΦµL,i(~r) = Ylm(Ω~r) ·RµL,i(~r) (8.24)
Φ˜µL,i(~r) = Ylm(Ω~r) · R˜µL,i(~r) (8.25)
Using (8.23), (8.24) and (8.25) in (8.19) and performing the integration over Ω~r one
remains with the radial integration
∫
r2dr... only. Collecting all r-independent parts
outside of the integral one finds:
PLDOSµ(lm, ǫ) =
∑
~kν
ω~kνδ(ǫ− ǫ~kν)
∑
~Gn
∑
~Gn
′
C∗~Gn(
~kν)C ~Gn′ (
~kν)(4π)2Ylm(Ω~k+ ~Gn′ )Y
∗
lm(Ω~k+ ~Gn)·
∫
r2dr·[
jl(|~k + ~Gn|~r) +
∑
i
′
(
Rµ
L,i
′ (~r)− R˜µ
L,i
′ (~r)
)∫
r
′2dr
′ · p˜rµ
lm,i
′ (~r
′
)jl(|~k + ~Gn|~r′)
]
·
[
jl(|~k + ~Gn
′
|~r) +
∑
i
′′
(
Rµ
L,i
′′ (~r)− R˜µ
L,i
′′ (~r)
)∫
r
′′2dr
′′ · p˜rµ
lm,i
′′ (~r
′′
)jl(|~k + ~Gn
′
|~r′′)
]
(8.26)
Equation (8.26) is the one which has been used for the implementation of the PLDOS
in the EStCoMPP code.
The improved PLDOS has then been applied in the study of various systems of in-
terest such as: the formate molecule (free radical), Cu(011) surface, furoic acid molecule
adsorbed onto the Cu(011) surface, 3-selenophene carboxylate adsorbed onto the Cu(011)
surface, 3-tellurophene carboxylate adsorbed onto the Cu(011) surface and 3-thiophene
carboxylate adsorbed onto the Cu(011) surface. The results obtained from these investi-
gations will be discussed elsewhere.
238 A3. PLDOS as implemented in the EStCoMPP code
Bibliography
[1] Winfried Kromen. Die Projector Augmented Wave-Method: Ein schnelles Allelektro-
nenverfahren fu¨r die ab-initio-Molekulardynamik. PhD thesis, RWTH Aachen Univer-
sity, 2001.
Chapter 9
Common infra-red frequencies and
their associated bond deformations
One of the most common applications of the infrared spectroscopy (∼ 10000 - 10 cm−1,
see Figure 9.1) is to help in the identification of the organic compounds. For this to be
possible, however, one has to be able to assign a certain vibrational frequency to a certain
bond deformation. In the present appendix we give a short table (a compilation of the
data found in [1] and [2]) with the most frequently found vibrational frequencies for the
organic molecules together with the groups which typically absorb infrared light at the
respective energies.
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Frequencies (cm−1) Absorbing groups
10000 - 4000 overtones or combinations of the fun-
damental stretching bands which occur
in the 3000 - 1700 cm−1 region. Most
often due to ν(C-H), ν(N-H) or ν(O-H)
vibrations
3700 - 3100 ν(O-H), ν(N-H)
3180 - 2980 aromatic and olefinic ν(C-H) vibrations
3000 - 2700 aliphatic ν(C-H)
2600 - 2100 ν(S-H), ν(B-H), ν(P-H) or ν(Si-H)
2300 - 1900 X ≡ Y and X = Y = Z vibrations
2000 - 1700 aryl and olefinic overtones
1900 - 1550 ν(C=O)
1700 - 1430 ν(C=C), ν(C=N)
1660 - 1450 ν(N=O)
1620 - 1420 aromatic and hetero-aromatic specific
bands
1300 - 1000 ν(C-N)
1300 - 1000 ν(C-O)
1000 - 600 olefinic and acetylenic CH wag
900 - 700 aromatic CH wag
900 - 500 OH, NH wag
400 - 10 vibrations of molecules containing
heavy atoms (e.g. halogen atoms),
molecular skeleton vibrations, crystal
lattice vibrations
Table 9.1: Regions of characteristic vibrations of important bonds from organic com-
pounds. By waging we denote an out-of-plane bending distortion.
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Chapter 10
Infra-red intensities calculation
In addition to the frequencies, the intensities of the vibrational transitions are also im-
portant for the identification of characteristic features in the spectrum. These intensities
are directly related to the dynamical dipole moment which corresponds to the change
of the total dipole moment of the system as a response to a distorsion along a certain
normal mode. Following [1] [2], we give further a brief description of the way we have
implemented and calculated the infrared intensities.
Starting from a well converged structure, in order to calculate the eigenfrequencies
and the dynamical dipoles, we first displace each movable atom in the unit cell by a small
amount d. Following these geometrical distorsions the resulting forces on the atoms are
obtained from the Hellmann-Feynman theorem as the derivatives of the total energy with
respect to the Cartesian atomic coordinates. We denote through F µν,±αβ the ν-th Cartesian
component of the resulting force on atom β due to a displacement of the α-th atom in
the positive (+) or negative (-) Cartesian direction µ. With the help of these forces the
quadratic matrix H (the Hessian matrix) can be build:
Hij ≡ H3(α−1)+µ,3(β−1)+ν = 1
2
F µν,+αβ − F µν,−αβ + F νµ,+βα − F νµ,−βα
2d
(10.1)
As 1 ≤ α, β ≤ N and 1 ≤ µ, ν ≤ 3, the indices i,j of the force matrix (the Hessian
matrix) cover the range 1 ≤ i, j ≤ 3N , where N is the number of the atoms.
As the displacement d from eq. (10.1) is chosen small (in order to ensure the har-
monicity of the vibrations) one can write the Newtonian equations of motion for an elastic
process:
Mu¨ = −Hu (10.2)
where M is the matrix of the atomic masses:
M = diag(m113,m213, ...,mN13), 13 = diag(1, 1, 1) (10.3)
and u the displacement vector:
u = (u1, u2, ..., u3N )
T (10.4)
If a harmonic time-dependence is assumed for the displacements vector (i.e. u = zeiωt),
the equation of motion (10.2) reduces to the generalized eigenvalue problem:
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Hz = ω2Mz (10.5)
Scaling the eigenvectors zi, i = 1, ..., 3N according to qi = M
1
2 zi, where qi is called
normal coordinate, one can write (10.5) as:
HM−
1
2M
1
2 z = ω2M
1
2M
1
2 z (10.6)
HM−
1
2 q = ω2M
1
2 q (10.7)
Multiplying (10.7) at the left by M−
1
2 one obtains:
M−
1
2HM−
1
2 q = ω2q (10.8)
Dq = ω2q (10.9)
D from (10.9) is typically called the dynamical matrix. AsH, this is a (3Nx3N) matrix
whose eigenvalues are the vibrational frequencies ω2i , i = 1, ..., 3N , and whose eigenvectors
are the normal modes qi, i = 1, ..., 3N
Having the normal modes, the associated infrared intensity can be obtained from the
square of the derivative of the dipole moment µ with respect to the normal mode qi [2]:
Ii ∝
∣∣∣ ∂µ
∂qi
∣∣∣2 (10.10)
By means of a basis change, derivatives of a physical quantity A with respect to
the normal coordinates can be expressed as derivatives with respect to the Cartesian
coordinates xτ by:
∂A
∂qi
=
N∑
α=1
3∑
τ=1
∂A
∂xτ
zi,3(α−1)+τ , i = 1, ..., 3N (10.11)
Using (10.11) in (10.10) one obtains that:
Ii ∝
∣∣∣ N∑
α=1
N∑
τ=1
∂µ
(α)
ν
∂xτ
zi,3(α−1)+τ
∣∣∣2 ν = 1, 2, 3 (10.12)
The calculation of the ∂µ
(α)
ν
∂xτ
has been done within a central-difference scheme:
∂µ
(α)
ν
∂xτ
=
µν(x
(α)
τ + d)− µν(x(α)τ − d)
2d
(10.13)
where µ
(α)
ν indicates the ν-th component of the total dipole of the system that results
from the displacement of the α-th atom in the τ -th Cartesian direction.
In our calculations we have considered µ
(α)
ν with ν=1,2,3 for the molecules in vacuum
and µ
(α)
ν with ν=1 (normal to the surface) for the adsorbed molecules. This is because, in
the case of the vibrations of adsorbates at surfaces, the values of the in-plane dipole mo-
ments of the adsorbates are canceled by their surface image. Therefore the IR intensities
of the molecular adsorbates are obtained only from the variation of the dipole moment
component perpendicular to the surface. This is also what is measured in the Reflection
Absorption Infrared experiments (RAIRS).
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Summary and Outlook
Using the VASP (Vienna Ab initio Simulation Package) code [1] [2] we have performed
density functional theory calculations to examine the structural, electronic, vibrational
and optical properties of oxalic acid molecules and of 2,5 pyrazine di-carboxylic acid
molecules in vacuum and adsorbed onto the Cu (011) surface. A series of experimentally
accessible quantities such as geometric structure, binding energies, Ultraviolet Photoelec-
tron Spectroscopy(UPS) spectra, work-function values, Reflection Absorption Infrared
Spectroscopy(RAIRS) spectra, Scanning Tunneling Microscopy(STM) images have been
obtained and compared with the available experimental data. We find good agreement
between theory and existing experiments [3] [4] and predict properties which can be tested
by further experiments.
The most important findings on these topics are resumed below:
Oxalic acid molecules adsorbed on the Cu(011) surface
A variety of possible adsorption geometries for the adsorbed oxalic acid molecules
have been investigated in order to establish the two dimensional order and the orientation
of the vacuum exposed H atoms. These are the decisive properties which establish the
type of functionalization induced by the molecular layer at the surface. We find that
the most stable adsorbed configuration is obtained when the surface is covered by a 1:1
mixture of H-up and H-down oxalic acid conformers. Just slightly higher in energy are
configurations which contain only H-down oriented molecules (+0.029 eV), or present
H-bonds with rotated upper COOH groups (+0.030 eV), or contain only H-up oriented
molecules (+0.128 eV).
In order to better understand the differences between these structures, their stabil-
ity and energetic ordering, we have analyzed the electronic structure of the most stable
adsorbed configurations.
From the Electron Localization Function (ELF) analysis [5] [6] we obtained informa-
tions about the chemical bonds present in our systems, about the lone pair distribution
and about the existing hybridization (location of sp2, sp3 orbitals). Thus, from the lo-
calization value of the ELF function in the region between two H-down oxalic molecules
we concluded that it is very likely that such conformers are connected by inter-molecular
hydrogen bonds. Further, the ELF plots revealed that the up-down change in the position
of the H atom in the COOH groups is associated with a change in the orientation of the
2 sp3 lone electron pairs (i.e. 4 electrons) at the hydroxyl oxygen atoms. The different
position of the oxygen lone pairs (together with the repositioning of the H positive charge)
turned out to have a decisive effect on the values of the dipole moment for the oxalic acid
conformers, and through this on the value of the work function for the Cu-oxalic acid
system.
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For most opto-electronic applications of SAMs on metals the two most relevant quanti-
ties are the work function of the SAM-covered metal electrode and the relative alignment
of the (broadened) molecular states with respect to the metal Fermi level [7].
We find that the Cu-oxalic acid system work function changes by 3 eV when changing
the H atoms orientation: For an H-up oriented molecular layer it is 4.8 eV while for an
H-down oriented molecular layer it is 7.8 eV. For the surface with a combined coverage
(both H-up and H-down conformers present in the supercell) we find a work function of
6.3 eV. Thus, by modifying the position of a H atom from up to down, the surface work
function can be made to vary by 1.5 eV. This is quite an important result as a lot of
work is nowadays put in finding efficient ways for the in-situ variation of the systems
work-function [8] [7] [9].
In contrast to the large variation of the work-function, the H position (up or down)
does not in any way influence the Cu-O bonds. Our calculation of the charge transfer
between the molecular layer and the surface show that, regardless of the H position,
the charge transfer from the Cu surface toward the binding COO group is always 0.25
electrons. Therefore the H atom position provides a way to engineer the surface work-
function without altering the interface characteristics.
From the investigation of the local density of states (LDOS) we found that, irrespective
of the H position, the Cu-oxalic acid systems have a hole injection barrier (HIB, the energy
difference between the HOMO level of the adsorbed molecules and the Fermi level of the
metallic surface) of ∼ 0.75 eV, and an electron injection barrier (EIB, the energy difference
between the LUMO of the adsorbed molecule and the Fermi level of the metallic surface) of
∼ 2.85 eV. This means that the Cu-oxalic acid systems at their surface-molecule interface
will behave as p-type organic semiconductors, i.e. they will favor the transport of the holes
from the surface toward the occupied states of the organic adlayer. Such a behaviour,
and in particularly the relatively low HIB, could make the Cu-oxalic acid systems usable
as anode in an organic-based (opto-)electronic device, such as an organic light emitting
diode (OLED) or an organic field effect transistor(OFET).
Through the simulation of Scanning Tunneling Microscopy (STM) images we have
tested if one can distinguish between the various adsorbed oxalic configurations. Our
conclusions are: (a) the use of the ”STM difference images” for two selected bias voltage
intervals is more revealing in displaying the differences between the adsorbed oxalic struc-
tures than the ”full STM images”; (b) the distinction between the adsorbed structures
appears clearer when imaging the π-states (occupied or unoccupied). The visualization
of these states allows (most often) even a distinction between the H-up and the H-down
structures, providing thus a possibility to distinguish molecular adsorption sites with dif-
ferent reactivity.
Last, but not least, we have calculated the vibrational spectrum and the RAIRS in-
tensities for the three most stable adsorbed oxalic acid structures. From the comparison
with the RAIRS experimental studies [4], we find that our vibrational frequencies for
the most stable Cu-oxalic acid structure agree to better than 6% with the experimental
data. These spectra allow the definite discrimination of adsorbed conformations with
two different oxalic acid molecules (H-up and H-down) from conformations with only one
isomer.
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2,5 pyrazine di-carboxylic acid molecules in vacuum
Compared with the oxalic acid molecule (HOOC − COOH) the 2,5 pyrazine di-
carboxylic acid molecule (PDA, HOOC −C4N2H2 −COOH) is an aromatic compound,
containing the aromatic ring of pyrazine (C4N2H4 ). The most interesting finding when
comparing these two molecules in vacuum is the shrinkage of the HOMO-LUMO gap
by more than 1 eV as one goes from the aliphatic to the aromatic molecule. A careful
analysis reveals that it is the presence of the N atoms in the aromatic ring that leads
to the closing of the HOMO-LUMO gap, rather than the simple presence of an aromatic
ring. The HOOC − C6H4 − COOH molecule, with no N atoms in the aromatic ring,
has the same HOMO-LUMO gap as HOOC −COOH molecule. The more N atoms, the
smaller we find the HOMO-LUMO gap. By virtue of this aspect, the molecules containing
hetero-aromatic rings are better models for basic studies on electron transfer phenomena
as well as more appropriate candidates for molecular opto-electronics applications than
their ”clean” aromatic rings counterparts.
2,5 pyrazine di-carboxylic acid molecule adsorbed on the Cu(011) surface
A number of 20 different starting configurations have been considered in order to find
the proper orientation of the three groups (the binding COO group, the aromatic ring,
the vacuum exposed COOH group) of the adsorbed PDA molecules. As for the adsorbed
oxalic acid molecules, the H-down oriented PDA structures were found to be more stable
than the H-up oriented structures.
From a structural point of view, we notice the loss of the planarity for all adsorbed
PDA conformers. Due to the lateral interactions between neighboring pyrazine rings,
these rings rotate out of the plane of the docking COO group by roughly 120. As a
response to this rotation the upper COOH group will rotate in its turn or not, depending
on the orientation of the H atom of the carboxylic group. While for the H-up structures
we find that the rotation of the pyrazine ring is followed by an almost identical rotation of
the upper COOH group, for the H-down structures we find the COOH groups to remain
aligned along the [011¯] direction, most probably due to the presence of inter-molecular
hydrogen bonds. Electron Localization Function plots, showing a non-zero localization
value in the region between two H-down carboxylic groups, confirm this hypothesis.
As also found for the adsorbed oxalic acid molecules, the deposition of the PDA SAMs
onto the Cu(011) surface leads to an increase of the copper surface work function with a
magnitude that depends on the orientation of the carboxylic group H atoms. For H-up
structures the increase is barely 0.5 eV, while for H-down structures is more than 3 eV.
Thus, by a rotation of the H atom, a significant change in the surface work function
can be induced. The microscopic origin of the work function increase and variation we
rationalized in terms of two nearly independent contributions: (i) the interface dipole
moment (µint), owed to the charge transfer and reorganization which happens when the
SAM is adsorbed to the Cu(011) surface, and (ii) the intrinsic molecular layer dipole
moment(µSAM). The sum of these two contributions determines the value of the work
function increase. Our calculations show that the interface dipole is large and nearly
constant for all PDA conformers (µint ∼ 2.1 Debye). On the other hand, µSAM is found to
vary strongly with the H position (µSAM ∈ [−0.5;−1.9] Debye). Therefore the variation in
the work function value comes from the inherent dipoles of the molecules chemisorbed on
the surface. Substantial control over some of the electronic properties of the copper-SAM
systems can be achieved therefore by the chemisorption of dipole-alterable molecules.
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As the interface dipole, the charge transferred is also constant for all adsorbed PDA
structures. Its value (∼ 0.25 electrons) is similar to that found for the adsorption of the
oxalic acid molecules.This indicates that the presence of the aromatic ring does not have a
large influence on the interface properties. To a good approximation, the charge transfer
can be thought to depend only upon the copper-oxygen bonds.
From the investigation of the of the local density of states we find that the hole injection
barriers ( ∼ 1.0 eV) are smaller than the electron injection barriers ( ∼ 1.5 eV) for all
studied systems. This makes also the Cu-PDA systems to behave as a p-type organic
semiconductor at their interface.
The calculated vibrational frequencies and RAIRS intensities for the adsorbed PDA
most stable structure have been compared with both the vibrational frequencies and IR
intensities of the PDA conformer in vacuum as well as with the experimental vibrational
frequencies and RAIRS intensities of the TPA (terephthalic acid) molecule adsorbed onto
Cu(011) surface [4]. We have chosen the comparison with the TPA molecules because
no RAIRS experimental studies for adsorbed PDA molecules are available and the two
molecules are structurally very similar. We find that our calculated vibrational frequencies
for comparable atom groups in PDA resemble the experimental ones for TPA typically
better than 4%.
Energy barriers calculations for the growth of Si(111) surface in the pres-
ence of Sb as surfactant
As a contribution to clarify the growth kinetics in the presence of surfactants and to
assist on-going kMC simulations, minimum energy paths and energy barriers calculations
have been performed for several processes relevant to the growth step leading from a
(1 × 1) surface to the (√3 × √3) surface. This growth proceed through the formation
of Sb-trimers on top of the Sb-covered Si(111)-(1 × 1) surface. This process assumes:
(a) the exchange of the deposited Si adatoms with the Sb atoms found in the top layer
of the Sb-covered Si(111)-(1x1) surface; (b) the clustering in trimers (at the appropriate
position) of the up-lifted Sb atoms.
The ordered (
√
3×√3):Si(111):Sb surface structure requires Sb-trimers to be located
on only every 3rd T4-site on top of a Si(111) double layer. In order to be available for
trimer formation at an appropriate T4-site an isolated up-lifted Sb-atom has to be able to
change the Sb bonding partners by rotating around the Si-Sb bond on top of the surface.
We have calculated the barriers for such rotations and found rotation barriers of 0.16 eV
and 0.23 eV, depending on the rotation direction. These barriers can be easily overcome
at the typical growth temperature of 4500 C, and thus the rotation is not a bottle neck
process.
The other important process is the clustering of up-lifted Sb atoms into trimers. A
naive assumption would be that the barriers for dimer and trimer formation by Si-Sb
exchange processes in the neighborhood of previously exchanged atom is the same as for
the isolated exchange process for which a barrier of 0.6 eV had been determined earlier.
But, using such barriers in kinetic Monte Carlo simulations yielded only single exchanged
Sb atoms or at most Sb-dimers, but not the experimentally observed Sb-trimer structure.
We calculated the barrier for the formation of an Sb-trimer from an existing Sb-dimer
plus a new exchange of a deposited Si atom with a third Sb atom in the appropriate
neighborhood. The energy barrier was found to be only 0.3 eV. The reduction by a factor
of 2 can be understood, because the third up-lifted Sb-atom can be incorporated directly
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into a comfortable 3 fold coordination in the Sb trimer whereas an isolated up-lifted Sb
atom has only 2 bonding partners.
Using this lower energy barriers for trimer formation in the kinetic Monte Carlo sim-
ulation together with the calculated rotation barrier indeed yielded an ordered array of
Sb-trimers in a (
√
3 × √3) structure on top of a Si(111) double layer. Thus, the size
dependent barrier was the key process for the realistic simulation.
Outlook
The present work can be extended both in the direction of the systems studied as well
as of the methods employed.
In order to better understand the molecule-substrate interactions a study of the ad-
soption of PDA molecules on the Ag(011) surface could offer an important insight into
the means one can use to tune the molecule-surface interface characteristics. For adsorp-
tion on Ag, which has a larger lattice constant than Cu and a different position for the
electronic d-band, both the molecule-substrate interaction (due to the different hybridiza-
tion at the O-Ag bonds) and the molecule-molecule interaction (due to the increased
intermolecular distances) are changed.
A hint for creating better functionalization units might be found with the study of
thio-derivatives of PDA-molecules adsorbed on Cu or Ag surfaces. Due to the fact that
the S-H and the C-SH bonds are weaker than the O-H and the C-OH bonds, a vacuum
exposed HSCS or HSCO group is a more appropriate building block for further reactions
than a vacuum exposed HOCO group.
The study of the thermodynamical properties of metal-adsorbed molecular layers
would be desirable. Once the vibrational frequencies for the Cu-SAM, isolated SAM
and isolated Cu surface have been obtained, one could use these to calculate the adsorp-
tion entropy, the adsorption enthalpy, the specific heat, or other thermodynamic derivated
quantities. An extension of these characteristics over a certain temperature range (say
from 0 - 500 K) would offer important insight onto the thermodynamic stability of the
studied systems.
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