Abstract. We construct an associative ring which is a deformation of the quantum cohomology ring of the projective plane. Just as the quantum cohomology encodes the incidence characteristic numbers of rational plane curves, the contact cohomology encodes the tangency characteristic numbers.
Section 5 is devoted to defining these products precisely and to showing that they are likewise associative. As we explain in Section 6, the associativity implies a remarkable recursive relation among the characteristic numbers, but it is insufficient to determine all their values unless one already knows all values N d (a, b, c) for which a 3. (Our previous paper [EK98] explains how to obtain this additional information.)
The associativity of the quantum product is a consequence of the recursive structure of the boundary divisors on the moduli space of stable maps to P 2 (of a given degree and with a given number of markings). In brief, each boundary divisor is a fiber product of simpler instances of the same sort of moduli space. But in studying questions of tangency it is natural to look at a moduli space of stable lifts (defined in Section 4), whose boundary divisors have a somewhat more complicated structure. To understand these divisors, consider a family of immersions P 1 ! P 2 . Associated to each immersion is its lift, a map from P 1 to the incidence correspondence I. Now suppose that the family of immersions degenerates to a map from a two-component curve onto the union of two plane curves of lower degree. Then one can show that the family of lifts degenerates to a map from a three-component curve, with the central component mapping two-to-one onto the fiber of I over a point of P 2 . Thus to create a moduli space with a recursive structure we form a fiber product of the space of stable lifts with a space of two-to-one covers of fibers of I over P 2 ; we then exploit this recursive structure to define our associative product.
Our recursive relation specializes to that of Di Francesco and Itzykson [FI95] , who also interpret their formula as the associativity of a certain product. We thank S. Colley for carefully reading earlier versions of this paper and making many helpful suggestions. We also want to indicate our indebtedness to B. Fantechi, W. Fulton, L. Göttsche, and R. Pandharipande.
We should warn the reader of a potentially confusing clash in terminology: in symplectic geometry Y. Eliashberg and H. Hofer have introduced a new invariant of contact manifolds called "contact homology." The Gromov-Witten invariants of a symplectic manifold with contact boundary take values in the contact homology of the boundary.
A "push-pull" formula.
For an algebraic variety, scheme, or algebraic stack X, we write A X for the rational equivalence group with coefficients in Q, and call it the homology; we write A X for the operational cohomology ring. (See [Ful84] for the case of a variety or scheme, [Vis89] for intersection theory on stacks.) We will often use the fact that A (X) and A (X) of a nonsingular variety X are naturally isomorphic.
We record here a formula which we will use repeatedly. 
3. The quantum product. Here we recall the basic definitions of quantum cohomology and prove that the quantum product on P 2 is associative. Our proof is basically the same as in Section 8 of [FP96] , except that we avoid the use of coordinates; we use this proof as a prototype for the longer proof in Section 5. As general references for the material in this section we suggest [BM96] , [EK98] , [FP96] , [Kon95] , [KM94] , and [LT97] .
Let M 0,n+3 (P 2 , d) denote the stack of stable maps from curves of arithmetic genus 0, with n + 3 markings, to the projective plane. Let i, j, k : M 0,n+3 (P 2 , d) ! P 2 be the evaluation maps associated to the first three markings; let e 1 , : : : , e n be the others. Let A (P 2 ) be the Chow cohomology ring of the plane with rational coefficients, and let A (P 2 ) [[T] ] be the ring of formal power series in one variable. Suppose that , , and are elements of A (P 2 ). Then the quantum product of and , deformed by , is the element of A (P 2 ) [[T] ] whose nth coefficient is
Note that, since the dimension of M 0,n+3 (P 2 , d) is 3d + 2 + n, the sum is finite.
We will denote the quantum product by ( ) or simply . Extending by
Q[[T]]-linearity, we have a product on
. We call this ring the quantum cohomology of P 2 , and denote it by QH (P 2 ). is the pullback via the forgetful morphism M 0,n+3 (P 2 , d) ! M 0,n+2 (P 2 , d) of a class on the latter space. Since the fibers of this morphism have positive dimension, the projection formula tells us that the corresponding term of (3.1) vanishes. As for the remaining term n = d = 0, note that in this case i, j, and k are all the same isomorphism from M 0,3 (P 2 , 0) to P 2 . Hence 1 is the identity element for the quantum product.
To see that the quantum product is associative, consider the moduli space 
is naturally a substack of M 0,n+4 (P 2 , d); the typical point represents a map from a curve with two components, with the point of attachment corresponding to the point labeled by ?, as indicated in ! is valid for each triple , , of classes in A (P 2 ) and for each n. According to (3.3), the divisor D(12 j 34) is a sum of fiber products, each of which fits into a fiber diagram in which i = i 1 q 1 , j = j 1 q 1 , k = k 2 q 2 , and l = l 2 q 2 . Furthermore each e t equals either e 1t q 1 or e 2t q 2 ; by relabeling we may assume that the former equation holds for 1 t n 1 . Note that, for specified partitions n = n 1 + n 2 and
. By Lemma 2.1 and the projection formula we have
Summing-for fixed n-over all d 0 and all components of D(12 j 34), we find that the left side of (3.4) equals the nth coefficient of ( ) . A similar argument shows that the right side of (3.4) equals the nth coefficient of ( ).
Invoking the Q[[T]
]-linearity, we conclude that the quantum product is associative.
4. Stable maps to the incidence variety. Let I be the incidence variety of points and lines in P 2 . Its cohomology ring A (I) is generated by two classes h andȟ representing the pullbacks of, respectively, the class of a line in P 2 and the class of a dual line inP 2 . The fundamental class of a curve is determined by its intersection numbers d andď with the two classes; we denote this class by (d,ď). The incidence variety is a projective line bundle over the plane; we denote the projection map by p: I ! P 2 . For sake of simplicity in notation, we will consider A (P 2 ) as a subring of A (I), embedded by
(Note that whenever we use a push-forward of a cohomology class on a nonsingular space, it is defined via the push-forward of the dual homology class.)
As we explain in our earlier paper [EK98] , an n-pointed immersion from P 1 to P 2 can be lifted to an n-pointed map from P 1 to I; if the immersion has degree d then the class of the lift is (d, 2d , 2)). Thus there is a substack
, 2))) representing the lifts of immersions. We call its closure M 1 0,n (P 2 , d) the stack of stable lifts; it is birationally isomorphic to the stack M 0,n (P 2 , d) and thus has dimension 3d , 1 + n.
We will be working with two other special stacks of stable maps to the incidence variety. For n 2, consider the stack M 0,n (I, (0, 1)), whose typical member is an n-pointed isomorphism from P 1 to a fiber of I over P 2 . Let e 1 , : : : , e n be the evaluation maps.
LEMMA 4.2. Let be a class in A (P 2 ) and let 2 , : : : , n be classes in A (I). Proof. Since each element of M 0,n (I, (0, 1)) is a map to a fiber of I over P 2 ,
we have that p e 1 = p e 2 . Thus e 1 p = e 2 p , and by the projection formula .
The class in parentheses is the pullback of a class on M 0,n,1 (I, (0, 1)) via the morphism M 0,n (I, (0, 1)) ! M 0,n,1 (I, (0, 1)) which forgets the first point. Furthermore e 2 factors through this forgetful morphism. Hence by the projection formula its pushforward via e 2 vanishes.
Similarly, let M 0,n,2 (I, (0, 2)) be the substack of M 0,n+2 (I, (0, 2)) representing degree 2 maps from P 1 to a fiber of I over P 2 , with the two ramification points specially marked and with an additional n marking. Let M 0,n,2 (I, (0, 2)) be its closure, a stack of dimension 4 + n. Denote by e 1 , : : : , e n+2 the evaluation maps of M 0,n,2 (I, (0, 2)). It does not matter which two are evaluation maps at the ramification; this flexibility is convenient in proving the next three lemmas. (Later we will use a different notation.) (Note that there is no condition on the marking corresponding to e 1 .)
Proof. Each evaluation map e i (i = 2, : : : , n + 2) can be factored into the product map f = e 2 e n+2 followed by projection f i onto the appropriate factor. [M 0,n,2 (I, (0, 2))]
, which is zero because dim (M 0,n,2 (I, (0, 2))) = 4+n and dim (I P 2 P 2 I) = 3+n. 
is in A (P 2 ).
Proof.
Since p e 1 = p e 2 , we have and k, with the latter two being at the points of ramification. The fiber product over I is defined using the maps e ? and f ? . Thus the typical point of M(m, n, d) represents a map from a curve with two components, as depicted in Figure 5 .1; the vertical component maps two-to-one to a fiber of I and is ramified at the Note that with our convention A (P 2 ) is a subring of A (I), so it makes sense to pull back classes of A (P 2 ) via evaluation maps to I. The product formula (5.1) makes sense for any two classes and in A (I). However, to prove that the product is associative we will need to assume that the classes are in A (P 2 ).
We now prove that We call A (P 2 )[[T]], together with this product, the contact cohomology ring of P 2 , and denote it by Q 1 H (P 2 ).
THEOREM 5.3. For each , the contact product is commutative and associative.
The identity element 1 2 A 0 (P 2 ) for the ordinary cup product also serves as the identity element for the contact product.
Proof. The commutativity is obvious. The class
is the pullback via the forgetful morphism
of a class on the latter, and e 1? factors through the forgetful morphism. Hence if = 1 then (5.2) vanishes. Hence 1 is the identity for the contact product. Now, let , , be classes in A (P 2 ). The cup product is associative. Thus we must show that
As in the proof of associativity of the quantum product in Section 3, we use a linear equivalence of divisors For these two fiber products, denote the evaluation maps to I coming from the first factor by i, j, k, l and e 1 , : : : , e m ; denote the evaluation maps coming from the second factor by r and s (for evaluation at the ramification points) and by f 1 , : : : , f n . The fiber product is defined via the map l on the first factor and r on the second.
The linear equivalence implies the equality We will show that the left side of (5.5) equals the qth coefficient of the left side of (5.4); an entirely similar argument shows that the right side of (5.5) equals the qth coefficient of the right side of (5.4). Since D is numerically irrelevant, the degree is 0. And since this is true for every , the class (5.6) is zero.
In [EK98, Section 5] we have analyzed the components of D(ij j kl). We call such a component D numerically irrelevant if
Besides the numerically irrelevant components, the divisor D(ij j kl) on 
Thus if we sum the contributions from all such components with m + n = q we obtain the qth coefficient of ( ) . Entirely similar arguments show that a component of type (5.8) makes no contribution to (5.5) unless m 2 = 0, and that the sum of contributions from all such components with m + n = q is the qth coefficient of ( ) .
The There are six other possibilities for a component of the third type, corresponding to the six different possible ways in which the four special markings i, j, k, l can lie on the first three components of the typical curve. (The markings i and j may lie on either of the first two components; k and l may lie on either the second or third component; and the pair i, j must be separated from the pair k, l by a node.) We claim that in each of these six cases the component makes no contribution to (5.5). In five cases the argument is identical to that for a component of the second type: a configuration with i, j or k on a component mapping to a fiber (vertical component in is in A (P 2 ). It will then follow from Lemma 4.4 that the contribution is zero.
To prove the claim we use the following diagram, in which there are three fiber squares.
By repeated use of Lemma 2.1 and the projection formula, the class (5.13) can be expressed as For details of this story, see [FI95] , [FP96] , and [KM94] . Here we show that, in a similar fashion, the associativity of the contact product implies a recursive formula for the numbers We will use the following ordered basis for the cohomology of the incidence correspondence:
With respect to this basis the fundamental class of the diagonal ∆ in I I has the simple decomposition
Suppose that d is a positive integer, and that 1 , : : : , n are elements of A I. Then the first-order Gromov-Witten invariant is
According to [EK98, Section 4], we have the following interpretations:
(1) Suppose that a of the t 's equal the class h 2 , that b of them equal the classȟ 2 , and that the remaining c of them equal h 2ȟ , where a + b + 2c = 3d , 1.
Then the Gromov-Witten invariant is the characteristic number N d (a, b, c) .
(2) For all d and all 1 , : : : , n,1 ,
(3) If n is the class of a divisor, then for all d and all 1 , : : : , n,1 ,
where [C] = dȟ 2 + (2d , 2)h 2 .
Using a general element
of A I, we define the quantum potential to be the following formal power series in y 0 , : : : , y 5 :
where e 1 , : : : , e m are the evaluation maps. By the previous remarks
In a similar way, we define a potential associated to the stacks M 0,n,2 (I, (0, 2)). This will be a formal power series in two sets of indeterminates. Let = z 0 T 0 + +z 5 T 5 be a second general element of A I. Then
where e n+1 and e n+2 are evaluation at the points of ramification. As we show in [EK98, Section 6], R = Let e 1 , : : : , e m and e ? be the evaluation maps coming from the first factor; let f ? and k be evaluation at the points of ramification; let f 1 , : : : , f n be the other evaluations coming from the second factor; let e ? and f ? be the maps used to create the fiber product. We define K to be Again we note that the sum needs to run only from s = 0 to 2, since the product of two elements of A (P 2 ) is a formal power series whose coefficients are likewise in A (P 2 ). Thus We have shown that the contact product is associative. In particular (T 1 T 1 ) T 2 = T 1 (T 1 T 2 ). Equating the coefficients of T 0 on the two sides of this .
Note that if we set y 3 = y 5 = 0 we recover equation (2.95) of [FI95] , and that if furthermore we set y 4 = 0 we recover equation (5.16) of [KM94] . Our equation (6.3) can be rewritten as a formula for the characteristic number   N d (a, b, c) . Note we must assume that a 3. In this formula d 1 and d 2 are greater than zero; thus it determines our characteristic number if we assume we already know those for curves of lower degree.
