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Resumen — La Ingeniería del Software requiere de métricas 
adecuadas para dar soporte a la toma de decisiones técnicas y de 
gestión en el proceso de desarrollo de software. Se han 
desarrollado cientos de métricas hasta el momento pero el área 
de métricas de software todavía no se encuentra en un nivel de 
madurez adecuado para una disciplina sistémica y cuantificable 
como la Ingeniería del Software. Esto se debe principalmente a 
que la mayoría de las métricas desarrolladas no proveen la 
información necesaria de forma oportuna y precisa. En este 
artículo el autor propone una metodología de análisis dinámico 
del diseño de sistemas basada en redes complejas, consistente en 
el modelado del diseño de sistemas como una red compleja y en el 
cálculo de métricas sobre dicho modelo. 
Palabras claves — ingeniería del software, análisis dinámico de 
sistemas de información, diseño de sistemas de información, 
métricas de software, redes complejas. 
I. INTRODUCCIÓN 
En esta sección se describe el contexto de este artículo y se 
definen los problemas abiertos identificados (sección I.1). A 
partir de los mismos, se presentan los objetivos definidos para 
el artículo (sección I.2) y se describe la metodología utilizada 
para el desarrollo del mismo (sección I.3). Finalmente, se 
enumeran las producciones científicas vinculadas al desarrollo 
del artículo (sección I.4) y se realiza una breve descripción de 
su estructura (sección I.5). 
I.1 Contexto del artículo 
La Ingeniería del Software, al igual que todas las ramas de 
la Ingeniería, es una disciplina inherentemente cuantitativa. Por 
ende, requiere de formas de medición para comprender las 
características de sus procesos y productos con el fin de 
construir software de calidad. 
La medición, implementada mediante métricas, permite a 
los ingenieros de software evaluar mediante criterios objetivos 
las diversas características y atributos de los procesos y 
productos involucrados en el desarrollo de software, 
brindándoles información de valor para los procesos de toma 
de decisiones, tanto en lo que respecta a aspectos técnicos 
como a aspectos de gestión [18]. 
En lo que respecta a aspectos de gestión, las métricas de 
software permiten a los ingenieros realizar el planeamiento y 
control del proceso de desarrollo mediante métricas de proceso 
y métricas de proyecto. Los aspectos técnicos del desarrollo de 
software, en cambio, son evaluados mediante las métricas de 
producto, las cuales permiten estudiar los atributos, tanto 
internos como externos, del software [13].  
Las métricas de software posibilitan entonces cuantificar 
aspectos del proceso o del proyecto de desarrollo de software 
como el tiempo de desarrollo y el costo del mismo, como así 
también aspectos del producto software como su tamaño y su 
complejidad. La información que se obtiene de las métricas 
brinda el apoyo que requieren los ingenieros para construir 
software de calidad [81]. 
Si bien las métricas de software tienen varias décadas de 
desarrollo, la mayoría de los autores coincide en que las 
mismas no se encuentran en un nivel de madurez adecuado 
[59; 13; 56; 32]. La mayoría de las métricas desarrolladas están 
orientadas a medir atributos del producto software ya 
desarrollado en lugar de ofrecer la información necesaria para 
la toma de decisiones durante el ciclo de vida del desarrollo de 
software [32]. 
La etapa de diseño del sistema requiere, en particular, de 
métricas adecuadas para guiar el proceso de diseño [81]. No 
solo es importante disponer de métricas para diseñar artefactos 
óptimos sino que también es de suma importancia minimizar 
los errores en la etapas tempranas del desarrollo de software, 
ya que los errores en el desarrollo normalmente son 
propagados a etapas posteriores en donde son más costosos de 
identificar y corregir [14]. 
Asimismo, es necesario que las métricas reflejen el 
comportamiento real de los artefactos bajo estudio, aspecto que 
solo puede medirse mediante las métricas dinámicas [95]. Las 
métricas estáticas, de mayor presencia en la literatura, todavía 
no han demostrado su habilidad para capturar el 
comportamiento real de una aplicación [18] y se encuentran 
limitadas a la hora de evaluar características del paradigma 
orientado a objetos como el uso de clases y el polimorfismo. 
Se ha señalado la necesidad de disponer de un conjunto de 
métricas dinámicas a nivel de diseño [95] que permitan obtener 
información precisa y oportuna para guiar el proceso de 
desarrollo de software. 
I.2 Objetivos del artículo 
En esta sección se presentan los objetivos planteados para 
el desarrollo de este artículo. Los objetivos son divididos en un 
objetivo general que representa la finalidad de este trabajo 
(sección I.2.1) y en un conjunto de objetivos específicos 
derivados del objetivo general (sección I.2.2). Asimismo se 
describe el alcance de los objetivos planteados (sección I.2.3). 
1) Objetivo general 
El objetivo general de este trabajo es desarrollar una 
metodología de análisis que permita estudiar y evaluar el 
comportamiento dinámico de un sistema software desde el 
punto de vista del diseño de sistemas. 
2) Objetivos específicos 
Se plantean en esta sección una serie de objetivos 
específicos, los cuales estarán asociados al desarrollo de la 
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metodología mencionada en el objetivo general. Los objetivos 
específicos son: 
? Desarrollar un proceso de modelado del comportamiento 
de un sistema software basado en redes complejas que 
tenga como punto de partida diagramas de interacción de 
UML v2 
? Desarrollar un conjunto de métricas, aplicables sobre los 
modelos generados, que permitan analizar y evaluar el 
comportamiento del software a partir de los principios del 
diseño de sistemas 
? Analizar y estudiar el comportamiento de las métricas 
propuestas utilizando un método de validación empírico 
por simulación 
3) Alcance de los objetivos 
En esta sección se describe el alcance de los objetivos 
presentados previamente: 
? El proceso a desarrollar debe brindar una concepción 
integral del software pero a la vez permitir que sea 
aplicado a una sola parte del mismo 
? La metodología a desarrollar debe ser escalable a fin de 
permitir la incorporación de nuevas métricas 
? Las métricas a desarrollar deben cumplir con los criterios 
de validación de métricas de software definidos en el 
estándar IEEE 1061-1998 
I.3 Metodología de desarrollo del artículo 
En esta sección se describen los pasos metodológicos 
correspondientes con el desarrollo de este artículo, en la cual se 
siguió un enfoque de investigación clásico [24; 87] con el 
objetivo de desarrollar una metodología de estudio del 
comportamiento dinámico de sistemas de información basado 
en redes complejas. 
El primer paso consiste en una investigación documental 
sobre métricas de software, particularmente en lo que respecta 
a métricas dinámicas y a métricas a nivel de diseño, y al 
modelado de sistemas software como redes complejas, 
realizando revisiones sistémicas de los artículos científicos [5] 
en función de los objetivos propuestos en este artículo. 
En el segundo paso, y a partir de la investigación 
documental, se avanza en el desarrollo de un prototipo 
evolutivo experimental [11] para dar cumplimiento a los 
objetivos del artículo, es decir, para desarrollar una 
metodología de estudio del comportamiento dinámico de 
sistemas de información basada en redes complejas. Este 
prototipo evolutivo experimental será refinado continuamente a 
lo largo del desarrollo del artículo mediante su aplicación a 
casos de estudio de complejidad creciente. 
El prototipo elaborado define dos actividades principales 
las cuales son desarrolladas independientemente de forma tal 
de cumplir con los objetivos del artículo. En el siguiente paso 
se propone la primera actividad, la cual consiste en el 
modelado de sistemas software como redes complejas y, en un 
paso posterior, la segunda actividad en la cual se generan un 
conjunto de métricas aplicables sobre el modelo desarrollado 
con el objetivo de estudiar el comportamiento sistemas 
software. El trabajo en ambas actividades es realizado 
considerando formalismos usuales del modelado conceptual en 
la Ingeniería del Software [46; 89] y los modelos de proceso 
habituales en la Ingeniería de Software [3; 75; 48]. 
Posteriormente, y mediante la aplicación de un método de 
Monte Carlo, se realiza el análisis y estudio del 
comportamiento de las métricas desarrolladas, continuando con 
el refinamiento del prototipo evolutivo experimental 
desarrollado previamente hasta alcanzar la estabilización del 
prototipo. El proceso de refinamiento implica modificaciones 
sobre ambas actividades de la metodología propuesta. 
Por último, se elabora un informe final en el cual se 
presenta la metodología propuesta y se indican futuras líneas 
de investigación en el análisis del comportamiento dinámico de 
sistemas software. 
I.5 Estructura general del artículo 
El artículo se estructura en siete secciones: Introducción, 
Estado de la cuestión, Descripción del problema, Solución 
propuesta, Validación, Conclusiones y Referencias. A 
continuación se realiza una breve descripción de los mismos. 
En la primera sección, Introducción, se plantea el contexto 
del artículo y se mencionan los problemas abiertos 
identificados. Además se presentan los objetivos del artículo y 
la metodología utilizada para el desarrollo del trabajo, se 
enumeran las producciones científicas vinculadas a este 
artículo y se realiza un breve resumen de la estructura de la 
misma. 
En la segunda sección, Estado de la cuestión, se presentan 
los conceptos que son base para los objetivos del artículo, 
sentando la base teórica para el desarrollo de la misma. Se 
presentan los desarrollos existentes en el proceso unificado de 
desarrollo de software, en diagramas UML aplicados a dicho 
proceso y en métricas de software. Las métricas de software, 
núcleo de este artículo, son desarrolladas en profundidad en 
esta sección, describiéndose las diferencias entre métricas 
dinámicas y métricas estáticas y entre métricas a nivel de 
diseño y métricas a otros niveles del proceso de desarrollo. Se 
analizan decenas de métricas, incluyendo algunas específicas 
para diagramas UML y por último se describen los avances en 
la aplicación de conceptos de redes complejos a sistemas 
software. 
En la tercera sección, Descripción del problema, se explica 
la importancia de la medición a lo largo del proceso de 
desarrollo de software, identificando el problema de 
investigación a partir de las posibilidades de mejora detectadas 
en dicha área. Se caracteriza el problema abierto que intenta 
solucionar este artículo, finalizando con un sumario de 
investigación en el cual se plantean una serie de preguntas que 
se pretende responder mediante este artículo. 
En la cuarta sección, Solución propuesta, se propone una 
metodología de análisis del comportamiento de sistemas 
software, generada desde el punto de vista del diseño de 
sistemas, dentro del paradigma orientado a objetos y basada en 
redes complejas, en cumplimiento con los objetivos propuestos 
en este artículo. Asimismo, se especifican las generalidades de 
la metodología propuesta y se describen en gran profundidad 
sus dos actividades principales. 
En la quinta sección, Validación, se analiza y estudia el 
comportamiento de la solución propuesta en la sección 
anterior. Se realiza una introducción al método de validación 
aplicado, con las correspondientes justificaciones de su 
elección y se describe que partes de la metodología serán 
sometidas a estudio, presentando al final los resultados del 
mismo. 
En la sexta sección, Conclusiones, se puntualizan las 
conclusiones obtenidas del desarrollo de este artículo, 
respondiendo a las preguntas de investigación planteadas en la 
tercera sección. Se realiza una valoración del aporte de este 
artículo al análisis dinámico de los sistemas y se identifican 
futuras líneas de trabajo en esta área. 
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En el séptimo sección, Referencias, se listan en orden 
alfabético todas las referencias bibliográficas utilizadas para el 
desarrollo de este artículo. 
II. ESTADO DE LA CUESTIÓN 
En esta sección se presenta el estado de la cuestión de los 
conceptos que son base para los objetivos de la presente 
investigación. Se presentan los desarrollos existentes en el 
proceso unificado de desarrollo de software (sección II.1), en 
los diagramas UML para el flujo de análisis y diseño de RUP 
(sección II.2) y en métricas de software (sección II.3), 
ampliándose a continuación los conceptos referentes a las 
métricas dinámicas y sus ventajas sobre las estáticas (sección 
II.4) y a las métricas a nivel de diseño, comparándolas con las 
métricas existentes en las demás etapas del desarrollo de 
sistemas (sección II.5). Se desarrolla además una sección 
exclusiva de métricas específicas para diagramas UML 
(sección II.6) y finalmente  los conceptos que permiten la 
aplicación de la teoría de redes complejas al modelado y la 
medición de sistemas de información (sección II.7). 
II.1 Proceso unificado de desarrollo de software 
El proceso unificado de desarrollo de software [52] es un 
proceso de desarrollo de software iterativo e incremental cuya 
implementación más popular se denomina RUP (Rational 
Unified Process o Proceso Unificado de Rational). El proceso 
unificado de desarrollo de software, o más simplemente, 
proceso unificado, es un marco extensible de desarrollo que 
puede ser personalizado según las necesidades de cada 
proyecto de desarrollo de software [83]. 
Las principales características del proceso unificado son las 
siguientes: 
? Es iterativo e incremental: el proceso unificado consta de 
cuatro fases (Inicio, Elaboración, Construcción y 
Transición) que se dividen en iteraciones y que entregan 
como resultado un incremento del producto que añade o 
mejora las funcionalidades existentes. Estas cuatro fases 
representan el ciclo de vida del proyecto de desarrollo. 
? Está dirigido por casos de uso: los casos de uso, parte del 
Lenguaje Unificado de Modelado (descripto en la sección 
II.2), se utilizan para capturar los requisitos funcionales y 
definir, en función de ellos, los contenidos de las 
iteraciones. 
? Está centrado en la arquitectura: el proceso unificado 
considera que la arquitectura es clave para el desarrollo 
del sistema ya que la misma debe dar soporte a los casos 
de uso que dirigen el desarrollo. A tal fin, propone el uso 
de diversos modelos de arquitectura para representar los 
distintos aspectos del sistema a desarrollar. 
? Está enfocado en los riesgos: el proceso unificado 
requiere que el equipo de proyecto identifique los riesgos 
críticos para poder considerarlos primeramente en cada 
iteración. 
Dentro de cada una de las fases del ciclo de vida, las 
actividades se dividen en flujos de trabajo o disciplinas, tal 
como puede observarse en la figura 1. Esta figura de dos ejes 
permite describir al proceso considerando el eje horizontal 
como el tiempo, en donde se puede observar el aspecto 
dinámico del proceso a medida que se va ejecutando y en 
donde el mismo es expresado en términos de ciclos, fases, 
iteraciones e hitos. A su vez, el eje vertical representa el 
aspecto estático (o estructura) del proceso, es decir, la forma en 
que se describe el mismo en términos de actividades, 
artefactos, roles y flujos de trabajo [83]. 
 
Figura 1 – Ciclo de vida del proceso unificado de Rational 
 
El ciclo de vida del proceso unificado de desarrollo de 
software está dividido en ciclos siendo cada ciclo una nueva 
generación del producto software. Cada ciclo, eje horizontal de 
la figura 1, está dividido a su vez en las cuatro fases 
mencionadas previamente (Iniciación, Elaboración, 
Construcción y Transición), cada una de las cuales finaliza con 
un hito definido. Este hito implica el cumplimiento de una serie 
de objetivos. 
El objeto de esta investigación está circunscripto 
completamente dentro de las fases de Elaboración y 
Construcción. La fase de Elaboración tiene como objetivo 
analizar el problema de dominio, establecer una sólida base 
arquitectónica, desarrollar el plan del proyecto y eliminar los 
elementos de mayor riesgo del proyecto. La fase de 
Construcción, a su vez, tiene como objetivo desarrollar todos 
los componentes y las características del software e integrarlas 
en un único producto. 
La estructura del proceso, o eje vertical de la figura 1, 
describe quién realiza qué tareas, cuándo y cómo. El quién es 
representado por los roles, el qué por los artefactos, el cuándo 
por los flujos de trabajo y el cómo por las actividades. 
El proceso unificado define a los flujos de trabajo como la 
secuencia de actividades que producen un resultado de valor, 
mostrando todos los roles, actividades y artefactos 
involucrados junto con las relaciones entre ellos. Cada rol, 
cumplido por una persona o un equipo de trabajo, ejecuta una 
serie de actividades y es dueña de una serie de artefactos. Las 
actividades son unidades de trabajo, llevadas a cabo por los 
roles, que normalmente tienen como fin crear o actualizar 
algún artefacto. Los artefactos, a su vez, son productos 
tangibles del proyecto que poseen información la cual es 
producida, modificada o usada por un proceso. A modo de 
ejemplo se puede identificar el rol de Arquitecto de Sistemas 
que desempeña la actividad de Análisis de Casos de Uso en la 
cual se genera el artefacto Diagrama de Casos de Uso. 
El Diseño de Sistemas, objeto de estudio de la presente 
investigación, se encuentra dentro del flujo de trabajo Análisis 
y Diseño, que se desarrolla principalmente en la fase de 
Elaboración y es el que determina como se van transformar los 
requisitos en un producto software. El resultado final del flujo 
de trabajo de análisis y diseño es el artefacto Modelo de 
Diseño, siendo opcional realizar el artefacto Modelo de 
Análisis. El Modelo de Diseño representa una abstracción del 
código fuente en la cual se modelan clases, interfaces y la 
relación entre ellas, además de otros aspectos. Las actividades 
 Pagani, J. 2016. Estudio del Comportamiento Dinámico del Diseño de Sistemas de Información basado en Redes Complejas 
Revista Latinoamericana de Ingeniería de Software, 4(1): 5-47, ISSN 2314-2642 
 
8 
de este flujo de trabajo están centradas en el concepto de 
arquitectura, una de las principales características del proceso 
unificado mencionada previamente en esta sección. La 
arquitectura se representa mediante una serie de vistas de 
arquitectura que son abstracciones del diseño completo del 
sistema en las cuales ciertas características se hacen más 
visibles que otras. 
La transformación de requisitos llevada a cabo en el flujo 
de trabajo Análisis y Diseño se realiza mediante un conjunto de 
artefactos tales como un modelo de casos de uso o un diagrama 
de arquitectura. Si bien el análisis y el diseño están 
considerados por el proceso unificado de Rational como un 
único flujo de trabajo, son actividades diferentes con artefactos 
diferentes. En la figura 2 puede observarse el flujo de trabajo 
de RUP para el análisis y diseño. Cabe considerar que al ser el 
proceso unificado de Rational iterativo e incremental, el flujo 
de trabajo que puede observarse corresponde a una única 
iteración del proyecto. 
Dentro del flujo de trabajo de Análisis y Diseño se utiliza 
un conjunto de artefactos que van evolucionando con las 
iteraciones que se realizan sobre el proyecto. Tal como se 
describió previamente en esta sección, siendo el proceso 
unificado un marco extensible de desarrollo que puede ser 
personalizado, los artefactos a utilizar dependerán de las 
características del proyecto y de los responsables del desarrollo 
del mismo. 
 
Figura 2 – Flujo de trabajo de RUP para el Análisis y Diseño 
II.2 Diagramas UML para el flujo de análisis y diseño de RUP 
El lenguaje unificado de modelado, o UML (Unified 
Modeling Language), es un lenguaje multipropósito de 
modelado de sistemas que fue diseñado como un estándar para 
la visualización del diseño de sistemas software [16]. El 
lenguaje fue adoptado en 1997 como un estándar por parte de 
la organización OMG (Object Management Group) y en el año 
2000 por parte de la ISO (International Organization for 
Standardization u Organización Internacional para la 
estandarización). Ha sido aceptado como estándar por la 
mayoría de empresas de desarrollo de software [34]. 
Dentro de UML se manejan dos conceptos esenciales, el 
concepto de modelo y el de diagrama. El modelo es la 
representación abstracta del sistema, representada gráficamente 
mediante un diagrama. Cada diagrama representa de forma 
parcial al modelo y no necesariamente todo el modelo se 
encuentra representado mediante diagramas, ya que de forma 
análoga a RUP, la aplicación de UML puede ser personalizada, 
elaborando sólo los diagramas que se consideren necesarios. 
Otro concepto esencial de UML es el de vista. Una vista es 
un subconjunto de construcciones de modelado que se enfocan 
en un aspecto particular del sistema. Los diagramas UML 
pueden representar tres vistas diferentes del modelo del 
sistema. Una vista estática o estructural, que describe el 
sistema mediante el uso de objetos, atributos, operaciones y 
relaciones; una vista dinámica o de comportamiento que 
enfatiza el comportamiento del sistema mostrando las 
colaboraciones entre los objetos y los cambios que van 
sufriendo los mismos en el tiempo; y una vista de gestión que 
describe la organización de los modelos y diagramas en 
unidades jerárquicas. 
El principal factor de diferencia entre la vista estructural y 
la vista de comportamiento es el tiempo, ya que este no es 
considerado en la primera y es la esencia de la segunda. De 
hecho, podría considerarse a los diagramas de comportamiento 
como una descripción de los cambios que se producen en los 
diagramas de vista estructural a lo largo del tiempo. 
A modo de ejemplos, la vista estática o estructural, incluye 
los diagramas de clase y los diagramas de estructura mientras 
que la vista dinámica o de comportamiento, incluye los 
diagramas de secuencia, los diagramas de actividad y los 
diagramas de máquina de estado. En la figura 3 se pueden 
observar los principales diagramas de comportamiento de 
UML. 
Diagrama
Diagrama de 
comportamiento
Diagrama de 
estructura
Diagrama de 
actividades
Diagrama de 
interacción
Diagrama de 
casos de uso
Diagrama de 
máquinas de estado
Diagrama de 
secuencia
Diagrama de 
comunicación
Diagrama de 
interacción
Diagrama de 
tiempos
Notación: UML
 
Figura 3 – Diagramas de comportamiento UML v2.x  
UML provee todos los diagramas necesarios para la 
elaboración de los artefactos requeridos en el flujo de trabajo 
de análisis y diseño de RUP. Dentro de este flujo de trabajo, la 
actividad de diseño está soportada por varios diagramas, o 
artefactos, según terminología de RUP. Dos de los principales 
son el diagrama de clases y el diagrama de secuencia, 
clasificado como diagrama de interacción. 
El diagrama de clases describe la estructura del sistema 
mostrando las clases del mismo, enfocándose en sus atributos, 
clases y relaciones. Los diagramas de interacción, por su parte, 
se enfocan en el flujo de datos y control entre los componentes 
del sistema que se está modelando. En particular, el diagrama 
de secuencia modela el flujo o secuencia de mensajes que se 
envían los objetos entre sí. 
El diagrama de clases es la vista interna más importante de 
un sistema ya que es la base sobre la cual se desarrolla todo el 
trabajo posterior [35]. Dentro de un diagrama de clases, las 
clases se representan como rectángulos con tres divisiones, 
anotando en la primera división el nombre de la clase, en la 
segunda los atributos de la misma y en la tercera sus métodos. 
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Tanto los atributos como los métodos tienen propiedades 
dentro de UML. Para el caso de los atributos, por ejemplo, se 
definen propiedades como la visibilidad (público, protegido o 
privado) y la posibilidad de modificarse (atributo de solo 
lectura). Los métodos, u operaciones, comparten algunas de 
estas propiedades. 
Las principales relaciones entre clases tienen su 
correspondiente notación de modelado en UML. En la tabla 1 
se detallan los tipos de relación más importantes entre clases y 
su correspondiente modelado en UML v2.4.1 [76]. 
TABLA 1 – PRINCIPALES RELACIONES ENTRE CLASES Y SU MODELADO EN 
UML V2.4.1 [76] 
Relación Notación Descripción 
Asociación 
 
La asociación 
es una 
conexión 
semántica entre 
dos o más 
clases y 
proporciona 
una conexión 
para el envío 
de mensajes. 
Permite la 
interacción de 
clases en un 
sistema. 
Agregación y 
Composición 
 
La agregación 
es una relación 
en la cual los 
objetos de una 
clase están 
formados por 
objetos de 
otra(s) clase(s). 
La 
composición es 
una agregación 
con 
dependencia 
existencial 
entre las clases 
agregadas. 
Generalización 
y realización 
 
La 
generalización 
es una relación 
en la cual una 
clase es una 
especialización 
de otra. En la 
realización una 
clase 
implementa (o 
ejecuta) la 
funcionalidad 
de otra, 
normalmente 
llamada 
interface. 
Dependencia 
 
La dependencia 
implica una 
relación de uso, 
en la que una 
clase hace uso 
de un método o 
atributo de otra. 
Es la relación 
más débil. 
 
El diagrama de secuencia es el tipo de diagrama de 
interacción más común y se enfoca en el intercambio de 
mensajes entre un conjunto de líneas de vida [76]. Este 
diagrama se representa mediante un gráfico de dos 
dimensiones en el cual se modela el tiempo en el eje vertical y 
los objetos (identificados como roles) en el eje horizontal. De 
cada objeto nace una línea vertical que representa el estado del 
objeto siendo que la línea en si representa la vida del mismo. 
Entre estas líneas verticales se trazan otras líneas horizontales 
las cuales representan los mensajes que se envían los objetos 
entre sí. 
Existen diversos nodos a utilizar en el diagrama de 
secuencia, que evolucionan con las diferentes versiones de la 
superestructura de UML, definida por el OMG. En la tabla 1 se 
pueden observar los principales nodos especificados en la 
superestructura de UML v2.4.1 [76]. 
TABLA 2 – PRINCIPALES NODOS DE UML V2.4.1 [76] 
Tipo 
de nodo Notación Descripción 
Marco 
(Frame) 
 
Es un marco 
rectangular 
dentro del cual 
se desarrolla la 
interacción. 
Posee un 
nombre en la 
esquina superior 
izquierda a 
modo de 
referencia. 
Línea de 
vida 
 
La línea de vida 
representa la 
existencia de un 
objeto. Mientras 
se encuentre 
punteada el 
objeto existirá 
pero no se 
encontrará en 
ejecución. 
Ejecución 
 
 
La ejecución, 
que posee dos 
representaciones 
posibles, se 
representa 
normalmente 
mediante una 
doble línea las 
cuales indican el 
inicio y el fin de 
la ejecución del 
objeto. 
Destrucción 
 
La destrucción, 
o muerte, de un 
objeto se 
representa 
mediante una 
cruz sobre la 
línea de vida. 
Mensaje 
 
Existen 
diferentes tipos 
de mensaje entre 
los objetos. 
Dentro de los 
mensajes 
completos 
existen los 
mensajes 
asincrónicos, las 
llamadas y las 
respuestas, 
indicadas en la 
columna anterior 
en este mismo 
orden. 
II.3 Métricas de software 
Dentro del campo de la Ingeniería del Software, se define 
como métrica a una medida o conjunto de medidas cuyo fin es 
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cuantificar alguna característica de un sistema software, o parte 
del mismo, con el objetivo de entenderlo y administrarlo a lo 
largo de todo su ciclo de vida [18; 81; 47]. 
El primer libro dedicado a las métricas de software fue 
publicado en el año 1976, aunque los primeros avances en la 
materia corresponden a mediados de la década de 1960 con el 
surgimiento de la métrica de líneas de código [32]. 
La mayoría de los autores que realizaron estudios globales 
del estado de las métricas de software [59; 13; 54; 32] coincide 
en que a pesar de ser un área con varias décadas de desarrollo, 
las métricas de software todavía no se encuentran en un nivel 
de madurez adecuado para una disciplina sistémica y 
cuantificable como la Ingeniería del Software. El principal 
motivo por el cual se da esta situación, y que lleva al relativo 
fracaso de la mayoría de los programas de aplicación de 
métricas, es que las mismas no proveen la información 
necesaria para la toma de decisiones de gestión durante el ciclo 
de vida del desarrollo de software [32]. 
Si bien las métricas de software todavía no poseen 
terminología, principios o métodos consolidados, de una forma 
general se puede afirmar que permiten obtener una mejor 
visibilidad y compresión del software estableciendo las bases 
para mejoras además de permitir el planeamiento, monitoreo y 
control de procesos, productos y recursos involucrados en los 
procesos de desarrollo de software [13]. 
El término métricas de software engloba a un amplio y 
variado grupo de actividades y métricas dentro de la Ingeniería 
del Software que permiten estudiar desde características 
intrínsecas del producto software, tanto cualitativas como 
cuantitativas, hasta estimar los recursos necesarios para la 
construcción del mismo [32]. En este punto es importante 
diferenciar el término métrica de los términos medida y 
medición. De acuerdo a Pressman [81], estos conceptos 
presentan sutiles diferencias ya que mientras una medida 
representa una indicación cuantitativa de algún atributo del 
sistema y la medición es el acto de determinar esta medida, la 
métrica es la medida cuantitativa del grado en el cual el sistema 
posee un atributo determinado [3]. 
El objetivo del cálculo de las métricas es el de obtener un 
indicador, el cual permite obtener conocimiento acerca del 
sistema en estudio y a partir del cual se puedan tomar las 
decisiones correspondientes. Este indicador apunta a la 
medición de la calidad de un sistema software, calidad que 
puede ser definida a través de atributos externos del software 
como la funcionalidad, la reusabilidad, la usabilidad, la 
eficiencia, el mantenimiento y la portabilidad [50] o a través de 
atributos internos como la complejidad, el acoplamiento y la 
cohesión, entre otros. 
Las métricas de software, tal como son vistas en esta 
investigación, se refieren exclusivamente a las métricas de 
producto que se concentran en atributos específicos de los 
productos de trabajo de la ingeniería del software y se 
recopilan a medida que se realizan las tareas técnicas [81]. 
Existen otras dos categorías de métricas que son las métricas de 
proceso y las métricas de proyecto. Las métricas de proceso 
son aquellas que se recopilan a lo largo de diversos proyectos y 
tienen un impacto a largo plazo. Son métricas aplicadas a fines 
estratégicos que guían avances en el proceso de desarrollo de 
software y en el ambiente en el cual se desarrolla el mismo. 
Las métricas de proceso se aplican sobre todos los proyectos de 
desarrollo de software durante un largo período de tiempo. Las 
métricas de proyecto, en cambio, son aquellas que permiten a 
un gestor de proyecto determinar el estado de un proyecto de 
software [12; 81]. Estas métricas son tácticas y no tienen 
impacto en los demás proyectos de desarrollo de software en 
curso. Su duración está acotada al ciclo de vida de un proyecto 
de software específico y su aplicación permite realizar ajustes 
sobre el mismo. 
Con el objetivo principal de eliminar o acotar algunos 
sesgos comunes a la hora de medir software, en particular la 
calidad del mismo, entre los años 1991 y 2004 se desarrolló el 
estándar ISO/IEC 9126 (Software Product Quality o Calidad 
del producto software) que proporciona un modelo para la 
evaluación de la calidad del software, estableciendo un 
lenguaje claro y normalizado para convertir definiciones 
abstractas en valores medibles. El estándar está dividido en 4 
partes según se detalla a continuación: 
? ISO/IEC 9126-1, en donde se presenta un modelo de 
calidad, clasificando a la calidad del software como una 
estructura de características y sub-características. 
? ISO/IEC 9126-2, en donde se definen métricas externas, 
las cuales son aplicables al software en ejecución, o sea, 
desde un punto de vista dinámico. 
? ISO/IEC 9126-3, en donde se definen métricas internas, 
que no dependen de la ejecución del software; es decir, en 
estado estático. 
? ISO/IEC 9126-4, en donde se define un conjunto de 
métricas de uso, las cuales son aplicadas sobre el contexto 
en el cual se ejecuta el software. 
Las métricas de las secciones 2, 3 y 4 del estándar ISO/IEC 
9126 se aplican sobre las características y sub-características de 
la sección 1 del mismo. Su diferencia radica en que la sección 
3 evalúa el software en sí mismo, mientras que la sección 2 
evalúa el comportamiento del software y la sección 4 evalúa 
los efectos del software en un contexto de uso particular. La 
ISO indica explícitamente que las métricas definidas en este 
estándar no son exhaustivas, lo que significa que no todos los 
aspectos del software están cubiertos por el mismo. 
El estándar ISO/IEC 9126 realiza además una clasificación 
de métricas según su naturaleza, catalogándolas como: 
? Métricas básicas o directas, que son aquellas que se 
obtienen directamente del análisis de parte del software 
no involucrando ningún cálculo u otra métrica 
? Métricas de agregación, que son aquellas métricas 
generadas a partir de la aplicación de cálculos sobre las 
métricas directas 
? Métricas derivadas o indirectas, que son aquellas que 
están compuestas por una función que utiliza más de una 
métrica básica o de agregación como entrada a una 
función 
El estándar ISO/IEC 9126, junto con el ISO/IEC 15598 
(Software Product Evaluation o Evaluación del producto 
software), fue reemplazado en el año 2005 por el proyecto 
SQuaRE (Software Product Quality Requirements and 
Evaluation o Requerimientos y evaluación de la calidad del 
producto software), dando lugar al estándar ISO/IEC 25000. 
Este estándar, que fue revisado en el año 2014, dio lugar a una 
nueva versión del mismo y se encuentra orientado a la calidad 
del software como producto. 
El propósito del estándar ISO/IEC 25000 es guiar el 
desarrollo del software mediante la especificación de requisitos 
y la evaluación de atributos de calidad. El estándar ISO/IEC 
25000 se encuentra dividido en 5 familias de normas: 
? ISO/IEC 2500n (División de gestión de calidad) en la 
cual se definen todos los modelos, términos y 
definiciones comunes referenciados por las demás normas 
de la familia ISO/IEC 25000. Actualmente incluye: 
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- ISO/IEC 25000 (Guía de SQuaRE) que incluye la 
arquitectura de SQuaRE, la terminología, un resumen 
de las normas, las partes involucradas y los modelos 
de referencia 
- ISO/IEC 250001 (Planeamiento y Gestión) que 
establece los requisitos para gestionar la evaluación y 
especificación de los requisitos de software 
? ISO/IEC 2501n (División de modelo de calidad) en la 
cual se presentan modelos de calidad incluyendo 
características para calidad interna, externa y de uso del 
producto software (de forma análoga a las ISO/IEC 
9126). Incluye: 
- ISO/IEC 25010 (Modelos de calidad del sistema y el 
software) que describe el modelo de calidad para el 
producto software, detallando características y 
subcaracterísticas de calidad 
- ISO/IEC 25012 (Modelo de calidad de datos) que 
define un modelo para la calidad de datos 
? ISO/IEC 2502n (División de medición de calidad) que 
incluyen un modelo de referencia de la medición de 
calidad del producto, incluyendo definiciones de 
mediciones de medida de calidad y guías prácticas para su 
aplicación. Actualmente está formada por: 
- ISO/IEC 25020 (Modelo y guía de referencia de la 
medición) que realiza una introducción al modelo de 
referencia común de medición de la calidad y 
proporciona una guía para que los usuarios 
seleccionen y/o desarrollen las medidas propuestas 
por la ISO 
- ISO/IEC 25021 (Modelos de medición de la calidad) 
presenta un conjunto de métricas básicas, agregadas y 
derivadas que pueden ser usadas a lo largo de todo el 
ciclo de vida del desarrollo del producto software 
- ISO/IEC 25022 (Medición de la calidad en uso) que 
define las métricas para la medición de la calidad en 
uso del producto software 
- ISO/IEC 25023 (Medición de la calidad del sistema y 
el producto software) que define métricas para realizar 
la medición de la calidad de sistemas y productos 
software 
- ISO/IEC 25024 (Medición de la calidad de datos) que 
define las métricas para la medición de la calidad de 
datos 
? ISO/IEC 2503n (División de requisitos de calidad) 
familia de normas en la cual se desarrolla un conjunto de 
recomendaciones y guías para especificar requisitos de 
calidad que serán usados en el proceso de elicitación de 
requisitos de calidad del producto software a desarrollar. 
Actualmente incluye una única norma: 
- ISO/IEC 25030 (Requisitos de calidad) que provee un 
conjunto de sugerencias para elaborar la 
especificación de los requisitos de calidad del 
producto software 
? ISO/IEC 2504n (División de evaluación de calidad) 
formada por normas que proporcionan requisitos, 
recomendaciones y guías para la evaluación del producto 
software. Incluye: 
- ISO/IEC 25040 (Guía y modelo de referencia de 
evaluación) que provee un modelo de referencia para 
la evaluación de la calidad 
- ISO/IEC 25041 (Guía de evaluación para 
desarrolladores)  
- ISO/IEC 25042 (Módulos de evaluación) 
- ISO/IEC 25045 (Módulo de evaluación para la 
recuperabilidad) 
? ISO/IEC 25050 a 25099, reservadas para extensiones o 
informes técnicos que aborden dominios de aplicación 
específicos. Actualmente incluye las siguientes normas: 
- ISO/IEC 25051 (Requerimientos para la calidad de 
Productos Software listos para usar (RUSP) e 
instrucciones para pruebas) 
- ISO/IEC 25062 (Formato común industrial (CIF) para 
reportes de pruebas de usabilidad) 
El desarrollo de métricas de software debe cumplir con una 
serie de principios que definan no sólo características deseables 
de las mismas sino que también determinen su aplicación. La 
aplicación de  las métricas requiere de un proceso sistemático 
de medición. Segú Roche [85], las actividades de este proceso 
son: 
1. Formulación: actividad en la cual se definen las 
métricas a aplicar, en función del software sobre el cual 
se aplican. Las métricas a aplicar pueden ser parte de un 
conjunto de métrica o derivación de las mismas. 
2. Recolección: mecanismo mediante el cual se obtendrán 
los datos necesarios para la aplicación de las métricas. 
Roche sugiere que esta actividad sea automatizada 
dentro de lo posible. 
3. Análisis: cálculo de métricas en base a los datos 
recopilados en la etapa anterior. Roche también sugiere 
que esta actividad sea automatizada. 
4. Interpretación: es el estudio y evaluación del resultado 
del análisis. En esta actividad se busca definir las 
características del software medido en función a los 
resultados obtenidos de las métricas aplicadas. Roche 
sugiere que cada métrica posea directrices y 
recomendaciones para su interpretación. 
5. Retroalimentación: esta actividad propone retroali-
mentar el proceso de desarrollo de software con los 
resultados interpretados de la aplicación de métricas. 
Además de un proceso sistemático de medición, las 
métricas de software deben cumplir con una serie de 
características y principios. Según Pressman [81] algunos de 
los principios a cumplir son los siguientes: 
? Una métrica debe tener propiedades matemáticas 
deseables. Este principio indica que el valor de una 
métrica debe encontrarse dentro de un rango numérico 
significativo. Asimismo, la métrica no debería contar con 
componentes ordinales. 
? Una métrica debe tener el mismo sentido que la 
característica del software que mide. Lo que significa que 
una métrica que mide una característica positiva del 
software debe aumentar a mayor presencia de esta 
característica y disminuir en caso contrario. 
? Cada métrica debe validarse. Es importante que las 
métricas sean validadas en diversos contextos antes de su 
aplicación en escenarios reales para la toma de 
decisiones. 
De forma más específica Ejigou [28] desarrolla un conjunto 
de atributos que cada métrica de software debe cumplir. Si bien 
esta serie de atributos fue desarrollada específicamente para las 
métricas derivadas, los mismos también son válidos para las 
métricas directas y de agregación. Los atributos son: 
? Simples y calculables: el cálculo de las métricas no debe 
exigir grandes esfuerzos y su comprensión debe ser 
relativamente sencilla. 
? Empírica e intuitivamente persuasivas: las métricas deben 
poder asociarse a los conceptos y nociones del ingeniero 
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de forma tal de que pueda asociarlas fácilmente al 
atributo o característica del software que está midiendo 
? Consistentes y objetivas: las métricas no deben arrojar 
resultados ambiguos 
? Consistentes en el uso de unidades y dimensiones: el 
cálculo, uso y la combinación de métricas deben mostrar 
uniformidad en el uso de unidades y dimensiones 
? Independientes del lenguaje de programación: las 
métricas deben basarse en modelos de análisis o diseño o 
en la propia estructura del programa 
? Mecanismos efectivos para la retroalimentación de alta 
calidad: debe existir un mecanismo de retroalimentación 
que efectivamente permita mejorar el producto software 
Además de las características mencionadas previamente, las 
métricas de software deben cumplir con una serie de criterios 
de validación. El estándar IEEE 1061 [56; 49] define los 
siguientes: 
? Correlación: la métrica debe estar relacionada linealmente 
con el atributo de software medido. 
? Consistencia: sea F el atributo medible del software e Y la 
salida de la aplicación de función métrica M sobre dicho 
atributo. M debe ser una función monótona. Es decir que 
si f1 > f2 > f3 entonces y1 > y2 > y3 
? Seguimiento: para la función de la métrica M: F -> Y, a 
medida que F varía entre f1 y f2, Y debe variar entre y1 e 
y2 proporcionalmente 
? Previsibilidad: para la función de la métrica M: F -> Y, si 
conocemos el valor de Y en determinado punto del 
tiempo, deberíamos poder predecir el valor de F 
? Diferenciación: una métrica debe poder diferenciar entre 
componentes de software de alta calidad y componentes 
de software de baja calidad. El valor de las métricas debe 
permitir apreciar claramente esta diferencia. 
? Confiabilidad: la métrica debe demostrar los cinco 
criterios de validación enunciados previamente para al 
menos un valor p del universo de aplicación de la métrica 
En la literatura existente de métricas se ha propuesto una 
amplia variedad de taxonomías [81]. Sin embargo, la mayoría 
de los autores considera principalmente dos clasificaciones: 
una primera clasificación en función del estado del software, 
que clasifica a las métricas en estáticas y dinámicas, y una 
segunda clasificación relativa a la etapa del proceso de 
desarrollo de software en el cual se aplica la métrica, que 
permite clasificar las métricas en métricas para el modelo de 
análisis, métricas para el modelo de diseño, métricas para el 
código fuente y métricas para pruebas. En la sección II.4 se 
analizará la primera de estas clasificaciones mientras que en la 
sección II.5 se analizará la segunda. 
II.4 Métricas dinámicas 
En esta sección se definen las métricas dinámicas y se 
describen sus principales diferencias con las métricas estáticas 
(sección II.4.1). Posteriormente se enumeran y explican las 
métricas dinámicas más importantes dentro de la ingeniería del 
software, agrupándolas por característica de análisis y 
considerando el acoplamiento (sección II.4.2), la cohesión 
(sección II.4.3), la complejidad (sección II.4.4) y el 
polimorfismo (sección II.4.5). En la sección II.4.6 se describen 
otras métricas dinámicas no englobadas en la agrupación 
anterior y, por último, en la sección II.4.7 se introduce el 
concepto de métricas pseudodinámicas. 
1) Definición de métricas dinámicas y diferencias con 
métricas estáticas 
En función del estado del software al momento de la 
aplicación de las métricas, estas pueden clasificarse en estáticas 
y en dinámicas. Las métricas estáticas son aquellas que 
estudian qué puede suceder cuando un programa es ejecutado 
y, por su parte, las métricas dinámicas estudian efectivamente 
qué sucede en la ejecución del mismo [55]. 
Las métricas estáticas se concentran en propiedades 
estáticas del software y han sido hasta la actualidad las 
métricas con mayor presencia en la literatura de la materia 
[95]. Estas métricas permiten cuantificar varias características 
del software, pero su habilidad de determinar el 
comportamiento de una aplicación todavía no ha sido 
demostrado [18]. La limitación de las métricas estáticas para 
evaluar el comportamiento del software se hace evidente dentro 
del paradigma orientado a objetos, ya que algunas de sus 
características, como el uso de clases y el polimorfismo, solo 
pueden ser analizadas en ejecución. 
Las métricas dinámicas, en cambio, capturan el 
comportamiento del software y son obtenidas a partir del 
análisis de la ejecución de parte del software o de algún 
modelo en un escenario particular, análisis que forma parte del 
paradigma de análisis dinámico [25]. Las métricas dinámicas 
han demostrado proveer información más precisa sobre el 
funcionamiento del software en diversos estudios [18; 82; 88]. 
Además de proveer información más precisa sobre el 
funcionamiento del software, las métricas dinámicas presentan 
otras diferencias con respecto a las métricas estáticas. En la 
tabla 3 se analizan las mismas 
La aplicación y el uso de métricas estáticas es más sencillo 
que el uso de métricas dinámicas ya que para su aplicación no 
es necesaria la ejecución de software. Además, las métricas 
estáticas pueden aplicarse prácticamente en cualquier etapa del 
desarrollo de software, incluyendo las etapas iniciales. La 
aplicación de métricas dinámicas, en cambio, requiere de la 
ejecución de código o de modelos de ejecución, los cuales 
normalmente son elaborados en las etapas finales del ciclo de 
vida del desarrollo de software. Sin embargo, los beneficios 
intrínsecos de las métricas dinámicas (como su mayor 
precisión y su eficiencia en el paradigma orientado a objetos), 
compensan con creces su mayor dificultad de obtención o la 
necesidad de tener que esperar a etapas más avanzadas del 
desarrollo de software [18]. 
TABLA 3 – COMPARACIÓN ENTRE MÉTRICAS ESTÁTICAS Y MÉTRICAS 
DINÁMICAS [18] 
Métricas estáticas Métricas dinámicas 
Fáciles de obtener Difíciles de obtener 
Disponibles en las primeras etapas 
de desarrollo 
Disponibles en las etapas finales de 
desarrollo 
Menos precisas en atributos 
cualitativos Más precisas en atributos cualitativos 
Centradas en la estructura del 
software 
Centradas con el comportamiento del 
software 
Ineficientes en el análisis de 
atributos del paradigma OO o 
código sin uso 
Eficientes para el análisis de atributos 
del paradigma OO y código sin uso 
Menos precisas para sistemas en 
tiempo real 
Más precisas para sistemas en tiempo 
real 
 
La obtención de datos para el cálculo de métricas dinámicas 
puede obtenerse a partir de trazas de ejecución, mediante la 
aplicación del paradigma de análisis dinámico de software, o a 
través de la simulación de software, mediante UML o ROOM. 
El análisis de trazas de ejecución tiene como ventaja una mayor 
precisión pero tiene la desventaja de solo ser posible de realizar 
en las etapas finales de desarrollo de software. La simulación, 
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en cambio, provee resultados menos precisos pero está 
disponible previamente [95]. 
La mayor precisión de las métricas dinámicas con respecto 
a las estáticas se hace evidente en la medición de atributos 
cualitativos. Determinados factores como la calidad, la 
confiabilidad y la reusabilidad difícilmente se pueden obtener a 
partir de modelos o código estático ya que dependen del 
comportamiento del software en ejecución. Es en la ejecución 
del código o de modelos de ejecución en donde se pueden 
obtener atributos de calidad como la performance y el ratio de 
errores.  
Otra diferencia importante, relacionada con la capacidad de 
las métricas dinámicas de analizar no sólo la estructura del 
sistema sino también su comportamiento, es que las métricas 
dinámicas permiten realizar mediciones de atributos del 
paradigma orientado a objetos que las métricas estáticas no. La 
naturaleza de este paradigma, con características como la 
herencia, el polimorfismo y el late binding, hace que no sea 
eficiente el realizar un análisis estático del software. 
Si bien, y tal como se indicó previamente en esta sección, 
las métricas dinámicas tienen un menor desarrollo, existen 
decenas de métricas dinámicas propuestas en la literatura. A 
continuación se describen varias de ellas [95; 18]. 
2) Métricas dinámicas de acoplamiento 
Se define como acoplamiento al grado de interdependencia 
que hay entre distintas partes de un programa. Es uno de los 
conceptos más importantes del diseño de sistemas. En general 
se busca que sea mínimo ya que las partes (módulos o clases) 
de un programa deberían ser independientes y un cambio en 
una de ellas no debería afectar a las demás. Las métricas 
dinámicas de acoplamiento son las más estudiadas hasta el 
momento [95]. A continuación se analizan las más 
representativas. 
a) Métricas EOC e IOC 
Desarrolladas por Yacoub [101], las métricas EOC (Export 
Object Coupling o Acoplamiento de salida entre objetos) e IOC 
(Import Object Coupling o Acoplamiento de entrada entre 
objetos) son métricas que se aplican sobre modelos de 
ejecución orientados a objeto, que son generados mediante el 
lenguaje de modelado ROOM (Real-Time Object Oriented 
Modeling). Estos modelos permiten simular la ejecución de un 
programa, o parte del mismo, y a partir de dicha ejecución 
contar el número de mensajes enviados entre dos objetos 
cualesquiera. El resultado de cada métrica es un porcentaje que 
refleja la participación de un objeto en la ejecución de del 
programa, o la parte del mismo que se encuentra en análisis. 
De forma numérica: 
 
 
En donde: 
?  es el número total de mensajes que salen de 
oi hacia oj 
?  es el número total de mensajes recibidos 
por oi desde oj 
? MTx es el número total de mensajes intercambiados en la 
ejecución del modelo 
 
 
b) Métricas de Arisholm 
Arisholm [6] extiende el concepto de las métricas de 
Yacoub para tener en consideración la dirección (Import o 
Export), el nivel de mapeo (clase u objeto) y la asociación o 
intensidad de la relación entre ambos objetos, la cual puede 
clasificarse en: 
? Mensajes dinámicos (D): cantidad de veces que un 
mensaje se envía de un objeto a otro 
? Métodos de invocación distintos (M): cantidad de 
métodos distintos que son invocados entre dos objetos 
? Clases distintas (C): número de clases distintas 
involucradas en la asociación entre dos objetos 
A partir de estas características, Arisholm da lugar a un 
conjunto de 12 métricas, las cuales pueden verse en la tabla 4. 
El conjunto de métricas de Arisholm fue validado teórica y 
empíricamente [6]. 
TABLA 4 – MÉTRICAS DINÁMICAS DE ACOPLAMIENTO DE ARISHOLM 
Nombre de 
la métrica 
Dirección 
del acoplamiento 
Nivel 
mapeo 
Intensidad del 
acoplamiento 
IC_OD Import Coupling (IC) Objeto Mensajes dinámicos (D) 
IC_OM Import Coupling (IC) Objeto Métodos distintos (M) 
IC_OC Import Coupling (IC) Objeto Clases distintas (C) 
IC_CD Import Coupling (IC) Clase Mensajes dinámicos (D) 
IC_CM Import Coupling (IC) Clase Métodos distintos (M) 
IC_CC Import Coupling (IC) Clase Clases distintas (C) 
EC_OD Export Coupling (EC) Objeto Mensajes dinámicos (D) 
EC_OM Export Coupling (EC) Objeto Métodos distintos (M) 
EC_OC Export Coupling (EC) Objeto Clases distintas (C) 
EC_CD Export Coupling (EC) Clase Mensajes dinámicos (D) 
EC_CM Export Coupling (EC) Clase Métodos distintos (M) 
EC_CC Export Coupling (EC) Clase Clases distintas (C) 
 
A continuación se detalla el atributo de software que miden 
las métricas de Arisholm: 
? IC_OD: número total de mensajes enviados desde un 
objeto al resto de los objetos 
? IC_OM: número total de métodos distintos invocados por 
un objeto en los demás objetos 
? IC_OC: número total de clases servidoras distintas usadas 
por los métodos de un objeto 
? IC_CD: número total de mensajes enviados por todos los 
objetos de una clase 
? IC_CM: número total de métodos distintos invocados por 
todos los objetos de una clase 
? IC_CC: número total de clases servidoras distintas usadas 
por todos los objetos de una clase 
? EC_OD: número total de mensajes recibidos por un 
objeto de todos los demás objetos 
? EC_OM: número total de métodos recibidos por un 
objeto de los demás objetos 
? EC_OC: número total de clases clientes usadas por un 
objeto 
? EC_CD: número total de mensajes recibidos por todos los 
objetos de una clase 
? EC_CM: número total métodos distintos recibidos por 
todos los objetos de una clase 
? EC_CC: número total de clases clientes distintas usadas 
por todos los objetos de una clase 
c) Métricas de Mitchell y Power 
Las métricas de Mitchell y Power [72] analizan el 
acoplamiento de entrada y de salida, al igual que las métricas 
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de Arisholm, pero se concentran en el grado de las mismas más 
que en su nivel. Mitchell y Power proponen siete métricas, de 
las cuales tres trabajan sobre el concepto de acoplamiento 
estático y buscan determinar el acoplamiento de clases. Las 
restantes cuatro trabajan sobre el acoplamiento entre objetos. A 
continuación se analizan estas métricas: 
? CBO dinámico para una clase: se obtiene contabilizando 
la cantidad de acoplamientos (acceso a métodos o 
variables de clase) de una clase a otras clases durante la 
ejecución del programa. Esta métrica está basada en la 
métrica CBO (Coupling Between Object Classes), 
definida por Chidamber y Kemerer [19], pero a diferencia 
de esta se aplica durante la ejecución del sistema. 
? Grado de acoplamiento dinámico entre dos clases: define 
la cantidad de acoplamientos entre dos clases 
determinadas como porcentaje de la cantidad de 
acoplamientos de una de ellas en total. 
Grado de acoplamiento dinámico entre un conjunto de 
clases: es la misma métrica anterior pero aplicada a un 
conjunto de clases en lugar de a solo dos. 
? RI: acoplamiento de entrada entre objetos en ejecución. 
Se define como el número de clases al cual una clase 
accede para acceder a métodos o variables en ejecución. 
? RE: acoplamiento de salida entre objetos en ejecución. Se 
define como el número de clases que acceden a una 
determinada clase para acceder a métodos o variables en 
ejecución. 
? RDI: grado de acoplamiento de entrada. Se define como el 
RI de una clase por sobre la sumatoria de los RI de todas 
las clases. 
? RDE: grado de acoplamiento de salida. Se define como el 
RE de una clase por sobre la sumatoria de los RE de todas 
las clases. 
d) Métrica dinámica de acoplamiento (DCM) 
Hassoun et al. [41] proponen un enfoque de acoplamiento 
diferente al anterior ya que se encuentra centrado en el 
concepto de tiempo. Este enfoque da lugar a la métrica 
dinámica de acoplamiento (DCM o Dynamic Coupling Metric) 
que se centra en la influencia de un objeto sobre otro, 
asumiendo diferentes estados para los objetos a lo largo de la 
ejecución del software. Esta métrica fue desarrollada para 
sistemas con arquitectura dirigida por modelos. De forma 
numérica su cálculo para un objeto está definido por: 
 
Y para todo el sistema por: 
 
En donde: 
? P es un objeto 
?  es una secuencia ordenada de pasos de ejecución del 
programa 
?  es el número de objetos acoplados al objeto en análisis 
P 
? j es el número de pasos de ejecución del programa 
?  representa a cada uno de los estados de ejecución 
?  representa 1 o 0 dependiendo si existe 
acoplamiento o no en el estado j 
?  representa la complejidad del objeto O acoplado a P 
?  representa la sumatoria de todos los 
estados (y por ende, acoplamientos) entre el objeto P y el 
resto de los objetos del sistema  con los cuales 
interactúa P a lo largo de la ejecución del programa 
e) Comparativa de métricas dinámicas de acoplamiento 
Si bien las cuatro métricas descriptas previamente analizan 
el acoplamiento en ejecución, cada una de ellas lo hace de una 
forma distinta y con un enfoque particular. Las métricas EOC e 
IOC, desarrolladas por Yacoub, tienen la particularidad de 
poder aplicarse a partir de un modelo de diseño (ROOM), que 
se encuentra disponible en una etapa previa a la codificación, -
etapa en la cual se aplican el resto de las métricas analizadas-. 
Esta disponibilidad previa repercute en la precisión, la cual se 
hace mayor en la ejecución real del software.  
Las métricas de Arisholm presentan un mayor nivel de 
detalle que las EOC e IOC debido a que además de la salida y 
la entrada utilizan otros conceptos como mensajes, métodos y 
clases. Estás métricas, sin embargo, son absolutas y no 
presentan una relación con el sistema total tal como lo hacen 
EOC e IOC y las métricas de Mitchell y Power. 
3) Métricas dinámicas de cohesión 
Se define como cohesión a la relación funcional existente 
entre las diversas partes (variables y métodos) de un módulo o 
clase. Normalmente se busca que sea alta ya que se desea que 
todas las partes de una clase estén relacionadas con la misma 
de una forma coherente. Es un atributo muy estudiado en el 
universo de métricas dinámicas [95]. A continuación se 
detallan las más relevantes: 
a) Métricas de Gupta y Rao 
Gupta y Rao [38] proponen nuevas definiciones para la 
cohesión funcional fuerte (SFC o Strong Functional Cohesion) 
y la cohesión funcional débil (WFC o Weak Functional 
Cohesion) sobre las cuales se toma normalmente la definición 
de Ott et al. [77]. Los autores argumentan que para una 
medición dinámica de la cohesión se debe redefinir estos 
conceptos dado que la medición estática de la cohesión, 
mediante rebanamiento estático, sobreestima los valores reales 
de ésta. La redefinición de Gupta y Rao está basada en el 
concepto de rebanamiento dinámico [78], una técnica usada 
para identificar todo el código de un programa en ejecución 
que pueda afectar a una variable determinada. 
A partir de este concepto, Gupta y Rao definen métricas 
dinámicas basadas en los conceptos de definición común y uso 
común, considerando a la SFC como la cohesión modular para 
pares de definición y uso común de las rebanadas dinámicas 
para todas las variables de salida y a la WFC como la cohesión 
modular para pares de definición y uso común de las rebanadas 
dinámicas en dos o más variables de salida. Si bien las métricas 
de Gupta y Rao fueron desarrolladas dentro del paradigma 
estructural, sus principios son válidos para el paradigma 
orientado a objetos y en particular, para el mantenimiento de 
software en la esfera de ambos paradigmas. 
b) Métricas de Mitchell y Power 
Chidamber y Kemerer [19] definen la métrica LCOM (Lack 
of Cohesion Metric o Métrica de falta de cohesión) sobre la 
cual Mitchell y Power desarrollan sus métrica de cohesión [71], 
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RLCOM (Runtime Simple LCOM o LCOM de ejecución) y 
RWLCOM (Runtime call-weighted LCOM o LCOM de ejecución 
ponderada). 
Asumiendo n métodos {Mn} en una clase e i variables de 
instancia {Ii} definimos los conjuntos: 
 
 
P es el conjunto de pares de métodos que no comparten 
variables de instancia y Q es el conjunto de pares de métodos 
que comparten variables de instancia. A partir de estos 
conjuntos se define a LCOM como: 
 
A partir de esta métrica, definida por Chidamber y 
Kemerer, Mitchell y Power definen a la métrica RLCOM como 
una extensión de LCOM que considera únicamente las 
variables de instancia distintas efectivamente accedidas en 
ejecución y a la métrica RWLCOM que además considera la 
cantidad de veces que estas variables son utilizadas. De forma 
numérica: 
 
 
 
Siendo  el conjunto de variables de instancias 
efectivamente accedidas. Y siendo Ni el número de veces que 
el método Mi accede a una variable de instancia Ii, además de: 
 
 
Mitchell y Power definen: 
 
Resulta interesante aclarar que si bien la métrica LCOM, 
perteneciente a la suite de métricas de Chidamber y Kemerer, 
se encuentra muy difundida y es aceptada por la comunidad de 
ingenieros de software, es una métrica inválida teóricamente tal 
como demostraron Hitz y Montazeri [45]. 
c) Métricas de Gupta y Chhabra 
Gupta y Chhabra [37] definen una serie de métricas de 
cohesión que, además de ser calculadas dinámicamente a nivel 
de objetos, tienen en cuenta factores de la orientación a objetos 
como el polimorfismo y la herencia. 
A los efectos de obtener datos en tiempo real, los autores 
desarrollaron un aplicativo para analizar dinámicamente el 
software en estudio. Este aplicativo fue desarrollado bajo el 
paradigma de programación orientada a aspectos y fue 
utilizado para el estudio de veinte aplicaciones Java, lo que les 
permitió realizar una validación empírica de sus métricas, la 
cual demuestra que sus métricas tienen una mayor precisión 
que las existentes hasta el momento [95]. 
Siendo una clase c, un objeto o  con un 
número total de atributos m en donde |A(c)|=m y |A(o)|=m y un 
número total de métodos n en donde |MN(c)|=n y |M(o)|=n, los 
autores definen las siguientes métricas: 
? DC_AMx (Dynamic Cohesion due to the Write 
Dependency of Attributes on Methods o Cohesión 
dinámica producto de la dependencia de escritura de los 
atributos en métodos): este tipo de cohesión dinámica se 
produce cuando un método de un objeto escribe en un 
atributo del mismo objeto durante la ejecución de un 
programa. De forma numérica se define como: 
en donde 
 
? DC_MAx (Dynamic Cohesion due to Read dependency of 
Methods on Attributes o Cohesión dinámica producto de 
la dependencia de lectura de los métodos en atributos): 
esta métrica de cohesión dinámica mide la situación en la 
cual un método de un objeto lee un atributo del objeto en 
la ejecución del programa. De forma numérica:  
  
en donde  
? DC_MMx (Dynamic Cohesion due to call dependency 
between methods o Cohesión dinámica producto de la 
dependencia de llamadas entre métodos): este tipo de 
cohesión se produce en la ejecución de un programa 
cuando un método mi llama a un método mj. De forma 
numérica se define como:  
 
en donde:  
? DC_AAx (Dynamic Cohesion due to reference 
dependency between attributes o Cohesión dinámica 
producto de la dependencia de referencia entre atributos): 
este tipo de cohesión dinámica se produce en la ejecución 
de un programa cuando dos atributos son llamados dentro 
del mismo método. Se define como: 
  
en donde: 
 
d) Comparativa de métricas dinámicas de cohesión 
Si bien la métrica de Gupta y Rao fue desarrollada para el 
paradigma estructural y las métricas de Mitchell y Power y 
Gupta y Chhabra para el paradigma orientado a objetos, todas 
coinciden en medir la cohesión a partir de las variables a la 
cual acceden los métodos. La métrica de Gupta y Rao está 
fuertemente orientada al mantenimiento de software ya que se 
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basa en el concepto de rebanamiento dinámico de software, 
que posee diversas técnicas de aplicación. Mitchell y Power 
realizan un aporte muy importante a partir de la modificación 
de una métrica de Chidamber y Kemerer, en la cual no se 
orientan al mantenimiento de software sino al análisis de trazas 
de ejecución. Gupta y Chhabra, por su lado, proveen métricas 
validadas empíricamente además de proveer una aplicación 
desarrollada específicamente para el análisis dinámico. 
4) Métricas dinámicas de complejidad 
El concepto de complejidad del software engloba diversas 
propiedades del software y, de forma análoga al concepto de 
calidad de software, no tiene una definición estandarizada. 
Kaur et al. [55] lo definen como el grado en el cual un sistema 
o componente de un sistema tiene un diseño o implementación 
que es difícil de entender y verificar. Se han desarrollada 
diversas métricas de complejidad, cada una de las cuales se 
enfoca en una o más propiedades específicas del software. De 
forma general, a mayor cantidad de elementos en 
consideración, mayor será la complejidad de un software y por 
ende mayor el esfuerzo necesario para su desarrollo, 
comprensión o mantenimiento [55]. A continuación se analizan 
las métricas dinámicas de complejidad de software más 
representativas desarrolladas hasta el momento. 
a) Métricas de Munson y Khoshgoftaar 
A partir de una métrica estática de complejidad 
desarrollada por ellos mismos [73], Munson y Khoshgoftaar 
definen una métrica dinámica para medir la complejidad [57] 
en la cual ponderan el valor de la complejidad estática, o 
complejidad del código fuente, con la probabilidad de 
ejecución del componente a partir de trazas de ejecución real 
del sistema. Siendo  la complejidad relativa de un módulo i 
y p la probabilidad de ejecución de dicho módulo, en un 
sistema de n módulos la complejidad dinámica definida por 
esta métrica será: 
 
b) Métricas de Yacoub et al. 
Al igual que con las métricas EOC e IOC, las métricas de 
complejidad de Yacoub et al. [101] están basadas en el 
lenguaje de modelado ROOM (Real-Time Object Oriented 
Modeling) y realizan sus cálculos a partir de los modelos de 
simulación del mismo. 
A partir de un diagrama ROOM para un objeto 
determinado oj, el cual se ejecuta a partir de diferentes 
entradas, transiciones y salidas, se realiza un gráfico de control 
de flujo sobre el cual se aplica la métrica estática de 
complejidad ciclomática [67]. Además, y a partir de estos 
gráficos, se obtiene una determinada probabilidad de ejecución 
PS en un escenario x. De forma numérica: 
 
c) Métricas de Mathur et al. 
Mathur et al. [66] definen una métrica de complejidad 
dinámica a la que denominan Runtime Complexity per object 
(RuCDep o complejidad por objeto en ejecución) a partir de los 
puntos de decisión en la ejecución de un programa. Su 
operación es análoga a la de la métrica de complejidad 
ciclomática pero analizada desde un punto de vista dinámico. 
La métrica consiste en realizar el siguiente cálculo para todos 
los objetos que son instanciados: 
 
 
En donde: 
 
En donde hay n métodos con puntos de decisión en un 
objeto determinado. 
 
d) Comparativa de métricas dinámicas de complejidad 
Las métricas de Munson y Khoshgoftaar son las únicas de 
las analizadas que fueron desarrolladas específicamente para el 
paradigma procedimental aunque su aplicación en el paradigma 
orientado a objetos es sencilla. Las métricas de Yacoub et al. y 
de Mathur et al. fueron desarrolladas para el paradigma 
orientado a objetos. 
Por otro lado, las métricas de Yacoub et al. están 
desarrolladas para su aplicación sobre modelos de diseño 
mientras que las de Munson y Khoshgoftaar y Mathur et al. 
son de aplicación directa sobre trazas de ejecución del 
software. 
5) Métricas dinámicas de polimorfismo 
Se define como polimorfismo a la propiedad mediante la 
cual es posible enviar mensajes sintácticamente iguales a 
objetos distintos. El polimorfismo es una de las características 
del paradigma orientado a objetos que solo puede ser analizada 
dinámicamente. En las siguientes secciones se analizan las 
métricas más significativas para la medición del polimorfismo 
en ejecución: 
a) Métricas de Dufour et al. 
Dufour et al. [27] proponen una serie de métricas 
dinámicas específicamente desarrolladas para aplicaciones Java 
pero que son fácilmente replicables en cualquier lenguaje 
dentro del paradigma orientado a objetos. Estas métricas son 
aplicables únicamente en ejecución, ya que por ejemplo para el 
caso de Java hacen el análisis mediante las llamadas 
invokeVirtual o invokeInterface en bytecode (instrucciones de 
java para la máquina virtual). 
Las tres primeras métricas que desarrollan miden el número 
de instrucciones polimórficas potenciales, pero no dicen nada 
de si efectivamente son llevadas a cabo o no. Las siguientes 
seis métricas solo consideran las ejecuciones reales de las 
instrucciones polimórficas, considerando tres de estas métricas 
para polimorfismo de recepción (receiver polymorphism) y las 
tres restantes para polimorfismo de objetivo (target 
polymorphism). A continuación se describen estas métricas: 
? polymorphysm.appCallSites.value: número total de 
llamadas diferentes ejecutadas sin contar instrucciones de 
invocación estáticas. Solo se consideran las llamadas 
específicas de la aplicación. Dentro de Java, esta métrica 
es útil para determinar el tamaño de la aplicación ya que 
cuenta los métodos virtuales, lo que en este lenguaje 
aplica a todos los métodos por defecto, aún si tienen una 
sola implementación. 
? polymorphysm.CallSites.value: es la misma métrica 
mencionada precedentemente, pero considerando además 
de las llamadas específicas de la aplicación las llamadas a 
las librerías del sistema. 
? polymorphysm.appInvokeDensity.value: representa la 
densidad de llamadas polimórficas y se calcula con el 
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número de llamadas (invokeVirtual o invokeInterface en 
Java) por cada mil líneas de bytecode. 
? polymorphysm.appReceiverArity.bin: en forma 
porcentual, y partiendo de las trazas de ejecución a partir 
de las cuales es posible determinar las llamadas efectivas 
a los métodos, esta métrica indica el porcentaje de 
llamadas que tienen uno, dos o más de dos tipos de 
recepción. 
? polymorphysm.appReceiverArityCalls.bin: es similar a la 
métrica mencionada precedentemente pero considerando 
todas las llamadas que se generan a partir de la llamada a 
un método, incluyendo aquellos con uno, dos o más de 
dos tipos de recepción. Esta métrica sirve para medir la 
importancia de las llamadas polimórficas. 
? polymorphysm.appReceiverCacheMissRate.value: esta 
métrica representa, como porcentaje, la frecuencia con la 
que un método cambia de tipo de recepción. Está 
altamente influenciada por el orden en el cual se realizan 
las llamadas. 
? polymorphysm.appTargetArity.bin: esta métrica 
representa el porcentaje de llamadas que tienen uno, dos o 
más de dos métodos objetivo diferentes. 
? polymorphysm.appTargetArityCalls.bin: es similar a la 
métrica mencionada precedentemente pero contemplando 
todas las llamadas que se producen a partir de una 
llamada a un método, incluyendo métodos con uno, dos o 
más de dos tipos de recepción. 
? polymorphysm.appTargetCacheMissRate.value: está 
métrica indica, en forma porcentual, la frecuencia en la 
que una llamada cambia entre métodos de destino. Al 
igual que la métrica 
polymorphysm.appReceiverCacheMissRate.value, 
también está altamente influenciada por el orden en el 
cual se realizan las llamadas. 
b) Métricas de Choi y Tempero 
Choi y Tempero [21] desarrollan unas métricas simples 
para el cálculo del reuso y la reusabilidad. Para poder definir 
estas métricas previamente generan una métrica de 
polimorfismo a la que denominan índice de comportamiento 
polimórfico (PBI o Polymorphic Behaviour Index) el cual 
definen como: 
 
En donde: 
• Mensajes totales = (P + NP) 
• P = mensajes polimórficos únicos distintos ejecutados 
• NP = mensajes no polimórficos distintos ejecutados 
Los autores diferencian los mensajes polimórficos de los no 
polimórficos ya que los primeros se producen cuando la 
interface declarada y la clase llamada son diferentes, caso 
contrario son mensajes no polimórficos. La interface declarada 
es la interface de la variable que se declara en el código fuente 
mientras que la clase llamada es la clase en la cual se encuentra 
el método llamado. 
c) Métricas de Sandhu y Singh 
Sandhu y Singh [92] desarrollan una serie de once métricas 
para analizar los diferentes aspectos del polimorfismo en la 
ejecución de un programa. Las métricas son similares a las 
desarrolladas por Dufour et al., y al igual que éstas, fueron 
desarrolladas para el lenguaje Java pero son replicables en 
otros lenguajes orientados a objetos. 
Dos métricas no contempladas inicialmente por Dufour et 
al., son la métrica DPA (Dynamic Polymorphism in Ancestors 
o polimorfismo dinámico en predecesores) que es la suma de la 
cantidad de miembros de funciones dinámicas polimórficas en 
predecesores que aparecen en las diferentes clases y la métrica 
DPD (Dynamic Polymorphism in Descendants o polimorfismo 
dinámicos en sucesores) que es la suma de la cantidad de 
miembros de funciones dinámicas polimórficas en sucesores 
que aparecen en las diferentes clases. 
6) Otras métricas dinámicas 
Se han desarrollado métricas dinámicas sobre otros 
aspectos del software que no fueron analizados en las secciones 
anteriores. Algunas de estas métricas son: las métricas 
dinámicas para interfaces gráficas de usuario [71], las métricas 
dinámicas para la valoración del riesgo en el desarrollo de 
software [101], las métricas dinámicas basadas en 
requerimientos [23], las métricas dinámicas para el 
agrupamiento de objetos [20], la métrica para el cálculo del 
churn del código [17] y las métricas de funcionalidad y 
características de aplicaciones web [68], entre otras. 
7) Métricas pseudodinámicas 
Con el objetivo de obtener las ventajas de las métricas 
dinámicas (mayor precisión) y de las métricas estáticas (mayor 
facilidad de cálculo y disponibilidad en etapas tempranas del 
desarrollo de software), Gunnalan et al. [36, 18] proponen el 
uso de métricas pseudodinámicas. 
Las métricas pseudodinámicas consisten en el cálculo de 
métricas estáticas y la posterior aplicación de perfiles de 
operación para ajustar los valores obtenidos. Estás métricas, de 
propiedades análogas a las métricas dinámicas, pueden ser 
obtenidas en etapas tempranas del desarrollo de software. 
II.5 Métricas a nivel de diseño 
En esta sección se definen las métricas a nivel de diseño y 
se describen las principales diferencias con las métricas de 
otras etapas del proceso de desarrollo (sección II.5.1). 
Posteriormente se enumeran y describen las principales 
métricas a nivel de diseño, agrupadas según la clasificación 
propuesta por Archer y Stinson [4] y abarcando las métricas a 
nivel de sistema (sección II.5.2), a nivel de acoplamiento y uso 
(sección II.5.3), a nivel de herencia (sección II.5.4), a nivel de 
clase (sección II.5.5) y, finalmente, a nivel de métodos (sección 
II.5.6). 
1) Definición de métricas a nivel de diseño y diferencias con 
métricas de otras etapas en el proceso de desarrollo 
En función del momento en el cual se aplican las métricas 
dentro del ciclo de vida de desarrollo de software las métricas 
pueden clasificarse en métricas para el modelo de análisis, 
métricas para el modelo de diseño, métricas para el código 
fuente y métricas para pruebas [81]. 
Las métricas para el modelo de análisis son aquellas 
orientadas a la medición de los modelos de análisis e incluyen 
las métricas de funcionalidad entregada, que son una medida 
indirecta de la funcionalidad del software; las métricas de 
tamaño del sistema, que a partir de la información que 
manejará el sistema dan medidas del tamaño del mismo y las 
métricas de calidad de la especificación, que brindan una 
medida del grado de completitud de la especificación de 
requisitos. 
Las métricas para el modelo de diseño, en cambio, tienen 
como objetivo cuantificar los atributos de diseño, permitiendo 
la toma de decisiones sobre el mismo. Pressman [81; 10], las 
clasifica en métricas arquitectónicas, que son aquellas métricas 
que analizan la arquitectura del programa haciendo énfasis en 
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su estructura y la eficiencia de sus componentes, en general no 
analizando el contenido de los componentes sino que 
concentrándose en las relaciones entre los mismos; las métricas 
a nivel de componente, que de forma opuesta a las métricas 
arquitectónicas, miden características internas de los mismos, 
como la complejidad; las métricas de diseño de la interfaz, que 
son aquellas métricas que estudian la usabilidad y la calidad de 
las interfaces con las cuales interactúa el usuario y las métricas 
especializadas en el diseño orientado a objetos, las cuales 
miden características específicas de clases y la comunicación y 
colaboración entre las mismas, enfocándose en características 
propias de este paradigma. 
Las métricas para el código fuente son aquellas que además 
de enfocarse en aspectos inherentes del código fuente como su 
complejidad, consideran otras características como la facilidad 
de mantenimiento. Se clasifican en métricas de Halstead [39], 
que proporcionan diferentes medidas para un aplicativo de 
software; métricas de complejidad, que son aquellas que miden 
la complejidad lógica del código fuente y las métricas de 
longitud o tamaño, que proporcionan medidas del tamaño del 
software, desde diferentes puntos de vista. 
La última clasificación es la de métricas para pruebas, que 
son métricas que permiten guiar los procesos de prueba además 
de medir la eficacia de las mismas. Dentro de estas métricas 
encontramos a las métricas de cobertura de instrucciones y 
ramas que permiten medir la cobertura de las pruebas sobre el 
código del programa; a las métricas relacionadas con los 
defectos, que tienen como objetivo el cálculo de defectos de 
software; las métricas de efectividad de pruebas, que 
proporcionan medidas de la efectividad de las pruebas 
realizadas y las métricas de proceso que son aquellas que se 
determinan a medida que se aplican las pruebas. 
Tal como se mencionó anteriormente, es deseable realizar 
mediciones del software lo antes posible en el ciclo de vida del 
desarrollo de software de forma tal de poder asegurar su 
calidad y de guiar el proceso de toma de decisiones del 
desarrollo. Los problemas presentes en los artefactos 
desarrollados en las fases iniciales de desarrollo de software se 
propagan a los artefactos de las siguientes fases, en donde son 
más costosos de identificar y corregir [14]. Los paradigmas 
más recientes de desarrollo de software, como MDD (Model 
Driven Development o Desarrollo dirigido por modelos) [7] y 
MDA (Model Driven Architecture o Arquitectura dirigida por 
modelos) [60], ponen énfasis en la necesidad de modelos de 
calidad desde las etapas iniciales de desarrollo de software. 
Existen pocas métricas en la literatura orientadas al modelo 
de análisis y las métricas para pruebas en general se concentran 
en el proceso de pruebas en lugar de enfocarse en 
características del software a medir [81]. Las métricas a nivel 
de diseño y, especialmente, las métricas a nivel de código son 
las más utilizadas y desarrolladas para realizar mediciones de 
software. 
Se han realizado diversos estudios comparando las métricas 
a nivel de diseño con las métricas a nivel de código a fin de 
determinar diversos factores y características del software. Si 
bien las métricas de diseño poseen la evidente ventaja de poder 
aplicarse en una etapa más temprana del proceso de desarrollo 
de software, las métricas a nivel de código presentan mayor 
precisión en sus resultados [53]. 
Zhao et al. [102] realizaron un estudio para comparar las 
métricas a nivel de diseño con las métricas a nivel de código en 
lo que respecta a la detección de errores de software llegando a 
la conclusión de que las métricas a nivel de diseño tienen una 
performance tan buena como las métricas a nivel de código y 
que existe una pequeña mejora si ambas métricas son utilizadas 
en conjunto. En el estudio destacan el hecho de que existe una 
relación lógica entre los conceptos existentes en las métricas a 
nivel de diseño y las métricas a nivel de código. 
El estudio realizado por Jiang et al. [53], provee curvas 
ROC (acrónimo de Receiver Operating Characteristic o 
Característica Operativa del Receptor), que constituyen una 
representación gráfica de la razón de verdaderos positivos 
frente a la razón de falsos positivos según la variación de un 
umbral de discriminación. Para el estudio se compararon el uso 
de métricas a nivel de diseño, de métricas a nivel de código y 
del uso de ambas para la detección de errores en el software. 
En la figura 4 se puede observar la curva ROC para el caso de 
detección de fallas de software en un módulo de mejoras de 
seguridad para un software de cabina de pilotos, desarrollado 
en C++. En la figura, PD es la probabilidad de detección y PF 
es la probabilidad de un falso positivo. 
 
Figura 4 – Curva ROC para la detección de errores de software según métricas 
de diseño, código y ambas 
 
En lo que respecta a las métricas dinámicas a nivel de 
diseño y las métricas dinámicas a nivel de código, el desarrollo 
de las primeras se encuentra limitado a las métricas propuestas 
por Yacoub et al. [101] que fueron analizadas en la sección 
II.4. Las métricas dinámicas a nivel de código poseen un 
desarrollo mucho mayor, encontrando por ejemplo métricas de 
acoplamiento [72; 36; 42; 6; 19]; métricas de cohesión [37; 91; 
38; 20; 19] y métricas de complejidad estructural [64; 100; 
101; 19; 73], entre otras. 
Rodriguez y Harrison [86], con el objetivo de abarcar las 
características y la granularidad del paradigma orientado a 
objetos, utilizan una taxonomía diferente, descripta 
originalmente por Archer y Stinson [4] la cual clasifica a las 
métricas de diseño en métricas a nivel de sistema, métricas a 
nivel de acoplamiento y uso, métricas a nivel de herencia, 
métricas a nivel de clase y métricas a nivel de método. Esta 
taxonomía está desarrollada a partir de las características y 
propiedades del paradigma orientado a objeto, capturándolas de 
forma jerárquica. 
A continuación se describen las métricas a nivel de diseño 
más significativas, dentro del paradigma orientado a objetos, 
tomando como base la clasificación propuesta por Archer y 
Stinson [81; 86; 4]. 
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2) Métricas a nivel de sistema 
El primer nivel de la clasificación abarca al sistema y sus 
componentes como un conjunto. Las métricas a nivel de 
sistema son aquellas relacionadas, por ejemplo, con el 
comportamiento externo de las clases y la relación entre ellas. 
A continuación se analizan la suite de métricas MOOD 
(Metrics for Object Oriented Design o Métricas para el diseño 
orientado a objetos) propuestas por Abreu y Melo [1], las 
cuales operan a nivel de sistema. Las métricas MOOD fueron 
validadas teórica y empíricamente [34]. 
a) MHF 
La métrica MHF (Method Hiding Factor o Factor de 
ocultamiento de métodos) es definida como la razón existente 
entre la suma de invisibilidades de los métodos en todas las 
clases sobre la cantidad de métodos totales del sistema. La 
invisibilidad de un método, a su vez, se define como el 
porcentaje de clases desde las cuales el método no es accesible. 
Esta métrica es útil para medir el encapsulamiento del 
sistema y no considera métodos heredados en los cálculos. 
Abreu y Melo [1] encontraron que a mayor MHF se espera una 
menor densidad de defectos y un menor costo de reparación de 
los mismos. 
De forma numérica: 
 
En donde Md es el número de métodos definidos en una 
clase,  y la función visible se 
define como 0 si el método puede ser usado por una clase o 1 
en caso contrario. TC representa el número total de clases del 
sistema. 
b) AHF 
La métrica AHF (Attribute Hiding Factor o Factor de 
ocultamiento de atributos) es, de forma análoga a la métrica 
MHF, la razón entre la suma de invisibilidades de los atributos 
de todas las clases sobre la cantidad de atributos totales del 
sistema. Es otra medida del encapsulamiento y de forma 
purista debería ser siempre el 100% ya que forma general se 
espera que los objetos no hagan pública su implementación 
[86]. 
De forma numérica: 
 
En donde Ad es el número de atributos de una clase, 
 y la función visible se define 
como 0 si el atributo puede ser accedido por una clase o 1 en 
caso contrario. TC representa el número total de clases del 
sistema. 
c) MIF 
MIF (Method Inheritance Factor o Factor de herencia de 
métodos) se define como la razón o proporción entre la 
cantidad total de métodos heredados en todas las clases del 
sistema y la cantidad total de métodos (locales y heredados) de 
todas las clases del sistema. Es una medida de la herencia y la 
reusabilidad en el sistema. 
De forma numérica se define como: 
 
En donde  y Md(Ci) 
representa todos los métodos declarados en una clase, Ma(Ci) 
los métodos que pueden ser invocados desde una clase, Mi(Ci) 
los métodos heredados por una clase y que no fueron 
sobrescritos y TC es el número total de clases de un sistema. 
d) AIF 
De forma análoga a MIF, AIF (Attribute Inheritance Factor 
o Factor de herencia de atributos) es la proporción existente 
entre la cantidad de atributos heredados en todas las clases del 
sistema y la cantidad total de atributos (locales y heredados) de 
todas las clases del sistema. Es una medida de la herencia y la 
reusabilidad. 
De forma numérica: 
 
En donde  y Ad(Ci) 
representa todos los atributos declarados en una clase, Aa(Ci) 
los atributos que pueden ser invocados desde una clase, Ai(Ci) 
los atributos heredados por una clase y que no fueron 
sobrescritos y TC es el número total de clases de un sistema. 
e) PF 
El PF (Polymorphism Factor o Factor de Polimorfismo) es 
una medida del polimorfismo potencial y se define como la 
razón entre el número actual de situaciones polimórficas 
posibles en una clase y el número total de situaciones 
polimórficas de dicha clase. PF es el número de métodos que 
redefinen a métodos heredados, dividido por el máximo 
número posible de situaciones polimórficas. 
Esta métrica es también una medida indirecta del uso del 
sistema de tipos dinámicos. En sistemas sin herencia esta 
métrica tiene un valor no definido ya que el denominador de la 
razón se hace cero. 
De forma numérica: 
 
En donde:  y Mn(Ci) es 
el número de nuevos métodos, Mo(Ci) es el número de métodos 
sobrescritos, DC(Ci) es la cantidad de descendientes y TC el 
número total de clases del sistema. 
f) CF 
La métrica CF (Coupling Factor o Factor de 
Acoplamiento) se define como la razón entre la cantidad total 
de acoplamientos del sistema y la cantidad de acoplamientos 
del sistema no relacionados con la herencia. El acoplamiento es 
normalmente visto como un aumentador de la complejidad, 
reduciendo el encapsulamiento y la reusabilidad, además de a 
la vez limitar el entendimiento del software y su facilidad de 
mantenimiento [86], es por esto que es importante conocer el 
número de comunicaciones entre clases, representado por esta 
métrica. 
De forma numérica se calcula como: 
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En donde la función cliente se define como 1 si la clase Ci 
accede a la clase Cj a través de al menos un método no 
heredado (además de que Ci ≠ Cj) y 0 en caso contrario. Al 
igual que en las demás métricas de MOOD, TC es el número 
total de clases del sistema. 
3) Métricas a nivel de acoplamiento y uso 
Definido el acoplamiento como el uso de métodos o 
atributos de una clase por parte de otra, es posible afirmar que 
la interacción entre clases normalmente da origen a la 
existencia de subsistemas dentro de un sistema. Es deseable 
conocer las características de este subsistema y la interacción 
presente en el mismo ya que pueden complicar el diseño de un 
programa software [86]. 
La métrica más representativa de este nivel es la métrica 
CBO (Coupling Between Objects o Acoplamiento a nivel de 
objetos) definida en la suite de métricas de Chidamber y 
Kemerer [19]. 
a) CBO 
Esta métrica, definida a nivel de una clase, representa la 
cantidad de clases a la cual esta se encuentra acoplada, es decir, 
que tiene una relación de uso a través de métodos no heredados 
con otras clases de las cuales depende. 
Chidamber y Kemerer sugieren que esta métrica representa 
el esfuerzo necesario para el mantenimiento y el desarrollo de 
pruebas del sistema. A mayor acoplamiento es mayor la 
complejidad del sistema y más difícil de aplicar reusabilidad. 
Las clases deberían ser independientes de forma tal de 
promover el reuso y el encapsulamiento. 
4) Métricas a nivel de herencia 
Las clases de un sistema son representadas normalmente en 
un diagrama de clases en el cual se pueden observar distintas 
características del diseño del sistema como la herencia. El 
enrejado de clases, junto a su profundidad y ancho, presente en 
un diagrama de clases permite determinar características del 
diseño del software que deben ser medidas. 
La herencia es una de las características más interesantes 
del paradigma orientado a objetos pero que, en general, tiene 
un impacto negativo en el diseño de sistemas ya que dificulta el 
entendimiento y hace difícil el mantenimiento del software, 
debido a que las interfaces de las clases que heredan son más 
difíciles de modificar. 
Las métricas DIT (Depth of Inheritance Tree o Profundidad 
del árbol de herencia) y NOC (Number of Children o Número 
de hijos) de Chidamber y Kemerer [19], la métrica SIX 
(Specialisation Index per Class o Índice de especialización por 
clase) de Lorenz y Kidd [63] y la métrica ANA de Bansiya y 
Davis [8] son las más representativas de este nivel. 
a) DIT 
Esta métrica mide el nivel máximo o la profundidad de la 
herencia en la jerarquía de una clase. En el diagrama de clases 
las clases que no heredan de ninguna se consideran al nivel 
cero y a partir de ellas cada herencia adiciona uno al nivel o 
métrica. 
Esta métrica permite medir de una forma muy sencilla la 
complejidad de una clase ya que se asume que a un mayor 
nivel, mayores métodos y atributos tendrá la misma. 
b) NOC 
Esta métrica mida la cantidad de subclases que heredan 
directamente de una superclase particular. Es una forma de 
medir la reusabilidad de una clase particular y de su 
importancia general en el sistema. 
c) SIX 
Esta métrica mide el grado en el cual una clase sobrescribe 
funcionalidad de su superclase, es decir, de la clase a partir de 
la cual hereda. Si bien la métrica está desarrollada para 
lenguajes que acepten herencia de varias clases, la mayoría de 
los lenguajes desarrollados hasta el momento no implementa 
esta característica. 
De forma numérica se calcula como: 
 
El producto que se realiza en el numerador da mayor peso a 
los métodos sobrescritos que se dan en niveles más bajos del 
diagrama de clase ya que las clases más bajas deberían estar 
más especializadas y minimizar el reemplazo del 
comportamiento de base, es decir, de niveles más altos en el 
diagrama de clases. 
Esta métrica es una forma de medir la calidad de la 
herencia y puede servir para detectar casos puntuales de exceso 
de sobrescritura. Se espera que, de una forma general, una 
clase agregue métodos a su superclase en lugar de que los 
reescriba. 
d) ANA 
ANA (Average Number of Ancestors o Número promedio 
de ancestros) es una forma de medir la abstracción en un 
sistema. Se calcula a partir del cálculo promedio de los 
ancestros de todas las clases. 
5) Métricas a nivel de clase 
El estudio, y por ende la medición, de las clases en el 
diseño de sistemas es fundamental. Las clases contienen a los 
métodos y atributos y, además de su funcionamiento interno, 
tienen relación con otras clases. El funcionamiento interno de 
una clase, es decir, la relación entre sus métodos y atributos es 
de suma importancia ya que la estructura de conectividad de un 
sistema es más importante que el contenido de los métodos 
individuales [22]. 
Las métricas más representativas de este nivel pertenecen a 
la suite de métricas desarrollada por Chidamber y Kemerer 
[19], a las métricas definidas por Li y Henry [62] y a las 
métricas definidas por Lorenz y Kidd [63]. 
a) RFC 
La métrica RFC (Response for a Class o Respuesta de una 
clase), desarrollada por Chidamber y Kemerer, se define como 
la cantidad de métodos que pueden ser invocados en respuesta 
a un mensaje hacia un objeto de la clase o por algún método en 
la clase, incluyendo a todos los métodos accesibles desde la 
jerarquía de clase. RFC cuenta la cantidad de llamadas a otras 
clases a partir de una en particular. 
De acuerdo a Chidamber y Kemerer esta métrica es un 
buen indicador de la complejidad de una clase determinada a 
través de sus métodos y de la comunicación con otras clases. 
b) WMC 
La métrica WMC es definida por Chidamber y Kemerer 
como la complejidad individual de una clase. En su desarrollo 
de métricas no dan ninguna definición o métrica para el cálculo 
de la complejidad por lo que usada críticamente solo sería una 
métrica del tamaño de una clase [40]. 
Siendo una clase C1 con Mn métodos de respectivas cn 
complejidades, WMC se calcula como: 
 
c) LCOM 
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Esta métrica, desarrollada por Chidamber y Kemerer, ya 
fue explicada en la sección II.4.2.b dado que es la base para el 
desarrollo de las métricas de Mitchell y Power. Desde el punto 
de vista de diseño, esta métrica es una medida de la calidad de 
la cohesión de una clase debido a que permite medir el número 
de atributos comunes usados por diferentes métodos. Es 
también una medida de la abstracción de una clase. 
Henderson-Sellers [44] propone una nueva forma de medir 
LCOM partiendo de dos críticas a esta métrica. En primer lugar 
la métrica da lugar a dos clases con LCOM = 0 aún una 
teniendo más variables que otra y en segundo lugar el hecho de 
que Chidamber y Kemerer no proporcionan una guía para la 
interpretación de sus valores. 
La métrica propuesta por Henderson-Sellers se calcula de la 
siguiente forma: 
 
En donde hay Mm métodos con Aa atributos y el número de 
métodos que accede a un atributo Aj es . Si todos los 
métodos acceden a todos los atributos, LCOM’ se hace cero ya 
que , indicando una perfecta cohesión. Si, en 
cambio, cada método accede a solo un atributo, LCOM’ se 
hace uno ya que , indicando una falta de 
cohesión. 
d) DAC 
Esta métrica, definida por Li y Henry, cuenta el número de 
atributos de una clase que poseen como tipo a otra clase. Es 
una forma de medir el acoplamiento entre clases y tiene 
impacto en la complejidad del sistema. 
e) DAC’ 
De forma similar a la métrica anterior, esta métrica 
desarrollada por Li y Henry mide el número de clases que son 
usadas como tipos de atributos en otras clases. Permite medir el 
acoplamiento y la complejidad de un sistema, además de la 
reusabilidad. 
f) NOM 
La métrica NOM (Number of local Methods o Número de 
métodos locales), definida por Li y Henry, mide la cantidad de 
métodos locales de una clase. Sirve para medir el tamaño de 
una clase. El acrónimo de esta métrica es el mismo utilizado 
para la métrica Number of Messages, definida por Lorenz y 
Kidd y explicada en la sección II.5.5.b. 
g) SIZE2 
Esta métrica, definida por Li y Henry, es la cantidad de 
atributos sumada a la cantidad de métodos locales (NOM) de 
una clase. Es una métrica que mide el tamaño y, en menor 
medida, la complejidad de un sistema. 
h) APPM 
La métrica APPM (Average Parameters Per Method o 
Parámetros promedio por método) fue desarrollada por Lorenz 
y Kidd y se define como el promedio de parámetros por 
método a nivel de clase. Numéricamente se define como: 
 
6) Métricas a nivel de métodos 
Los métodos y los atributos forman parte del nivel más bajo 
en la escala propuesta por Archer y Stinson. En general los 
métodos dentro del paradigma orientado a objetos están 
desarrollados de una forma similar a la que son desarrollados 
en el paradigma estructurado con la particularidad de que en el 
paradigma orientado a objeto los métodos son los responsables 
de invocar a otros objetos. 
La mayoría de las métricas existentes en el paradigma 
estructurado de desarrollo de software son aplicables a los 
métodos del paradigma orientado a objetos. Cabe señalar que 
algunas métricas de complejidad (como la métrica de 
complejidad ciclomática) no son usadas extensivamente, ya 
que la complejidad en el paradigma orientado a objeto suele 
estar dada por la interacción entre métodos más que por el 
contenido de un método. Las métricas más significativas de 
este nivel fueron desarrolladas por Lorenz y Kidd [63] y por 
Bansiya y Davis [8]. 
a) LOC 
La métrica LOC (Lines of Code o líneas de código) es una 
de las métricas más habituales en la literatura de la materia. 
Desarrollada en 1994 por Lorenz y Kidd, es aplicable de 
diversas maneras como por ejemplo contando las líneas reales 
de código o el número de instrucciones y es de muy fácil 
aplicación. Más allá de los problemas inherentes a la métrica, 
la mayoría de los autores coincide en que no es una métrica 
recomendable para el paradigma orientado a objetos [86]. 
b) NOM 
NOM (Number of Messages o número de mensajes), 
definida por Lorenz y Kidd, mide la cantidad de mensajes o 
llamadas realizadas dentro de un método, clasificadas por el 
tipo de mensaje. Los tipos de mensajes varían según la 
cantidad de parámetros existentes en la llamada, pudiendo ser 
unarios, binarios, etc. No debe ser confundida con la métrica 
definida por Li y Henry y que fue descripta en la sección 
II.5.4.d. 
La métrica, al igual que LOC, permite de una forma muy 
sencilla obtener un valor que determine de una forma primitiva 
la complejidad de un método. 
c) CAMC 
CAMC (Cohesion Among Methods of Class o Cohesión 
entre métodos de una clase) es una métrica desarrollada por 
Bansiya y Davis que se calcula a partir de la suma de la 
intersección de parámetros de un método con el conjunto 
máximo independiente de tipos de parámetros en una clase. Es 
una forma de medir la relación entre los distintos métodos. 
II.6 Métricas para UML 
En la sección II.2 se analizaron los diagramas existentes en 
UML para los flujos de análisis y diseño de sistemas. La 
importancia de este lenguaje de modelado ha llevado a diversos 
autores a adaptar sus métricas para su incorporación al mismo 
o incluso al desarrollo de métricas específicas para UML [34]. 
En esta sección se analizan las métricas más significativas 
desarrolladas específicamente para UML. 
1) Métricas de Kim y Boldyreff 
Kim y Boldyreff [58] desarrollaron una suite de veintisiete 
métricas para la medición de diversos factores de un software 
modelado en UML. Además de estas métricas, generaron una 
herramienta CASE (Computer Aided Software Engineering o 
Ingeniería de Software Asistida por computadora) llamada 
UMP (UML Metrics Producer o Productor de métricas UML) 
la cual está implementada mediante el lenguaje BasicScript 
para Rational Rose. Las métricas de Kim y Boldyreff son 
calculadas a partir de un metamodelo de UML que posee tres 
entidades: atributos, clases y operaciones. Las métricas, 
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además, están divididas en cuatro categorías, las cuales se ven 
a continuación. 
a) Métricas para modelos 
Las métricas para modelos se utilizan para la estimación del 
tamaño o la cantidad de información presente en un modelo. 
Son útiles para medir características de un sistema que aún no 
se encuentra desarrollado. Las métricas para modelos son: 
? NPM (Number of packages in a model o Número de 
paquetes en un modelo): es la cantidad de paquetes 
existentes en un modelo. Los paquetes son formas de 
agrupar elementos comunes en un modelo. 
? NCM (Number of clases in a model o Número de clases 
en un modelo): utilizada para determinar el tamaño de un 
sistema se calcula contando la clases de un sistema. 
? NAM (Number of Actors in a model o Número de actores 
en un modelo): esta métrica determina el número de 
actores en un modelo. Los actores son instancias de las 
clases en el metamodelo de UML. 
? NUM (Number of Use Cases in a model o Número de 
casos de uso en u modelo): es otra forma de medir el 
tamaño de un sistema pero apuntando a la funcionalidad, 
determinada por la cantidad de casos de uso en u sistema. 
? NOM (Number of Objects in a model o Número de 
objetos en un modelo): de forma análoga a la métrica 
NCM, mide la cantidad de objetos en un sistema. Los 
objetos son instancias de las clases. 
? NMN (Number of Messages in a model o Número de 
mensajes en un modelo): los mensajes son intercambiados 
entre los objetos con distintos fines. La cantidad de 
mensajes en un sistema determina esta métrica. 
? NASM (Number of associations in a model o Número de 
asociaciones en un modelo): es la cantidad de conexiones 
o vínculos entre clases. 
? NAGM (Number of aggregations in a model o Número de 
agregaciones en un modelo): la agregación es un tipo de 
asociación en particular en la cual una clase forma parte 
de otra. 
? NIM (Number of inheritance relations in a model o 
Número de relaciones de herencia en un modelo): es el 
número de relaciones de generalización existentes entre 
clases en el modelo. La herencia forma relaciones de 
generalización o especialización, dependiente del sentido 
desde el cual se analiza. 
b) Métricas para clases 
Las métricas para clases son aquellas que se enfocan en 
características de las clases como atributos, relaciones entre 
clases e instanciación de objetos. A continuación se detallan las 
mismas: 
? NATC1 (Number of attributes in a class – unweighted o 
Número no ponderado de atributos en una clase): esta 
métrica cuenta la cantidad total de atributos en una clase. 
? NATC2 (Number of attributes in a class – weighted o 
Número ponderado de atributos en una clase): esta 
métrica es una versión ponderada de la anterior. Cuenta 
los atributos de una clase pero asignando un peso 
específico a cada uno en función de su visibilidad. 
Permite dar una medida del encapsulamiento de una 
clase. Los autores sugieren dan como ejemplo los valores 
de 1 para atributos públicos, 0,5 para atributos protegidos 
y 0 para atributos privados. 
? NOPC1 (Number of operations in a class – unweighted o 
Número no ponderado de operaciones en una clase): esta 
métrica cuenta los métodos totales de una clase 
? NOPC2 (Number of operations in a class – weighted o 
Número ponderado de operaciones en una clase): esta 
métrica es una versión ponderada de la anterior. 
Contabiliza los métodos de una clase pero asignando un 
peso específico a cada uno en función de su visibilidad. 
Los autores sugieren la misma valuación de pesos que en 
la métrica NATC2. 
? NASC (Number of associations linked to a class o 
Número de asociaciones vinculadas a una clase): número 
de asociaciones de una clase, incluyendo asociación. Es 
útil para estimar las relaciones estáticas entre clases. 
? CBC (Coupling between classes o Acoplamiento entre 
clases): esta métrica cuenta la cantidad de asociaciones en 
una clase y los atributos cuyos parámetros son clases de 
otro tipo. 
? DIT (Depth of Inheritance Tree o Profundidad del árbol 
de herencia): Los autores la definen de la misma forma 
que la métrica de igual nombre en la suite de métricas de 
Chidamber y Kemerer, vista en la sección II.5.3.a. 
? NSUPC (Number of superclasses of a class o Número de 
superclases de una clase): cuenta la cantidad de clases 
padre desde la cual una clase hereda. En lenguajes que 
permiten una sola herencia (como Java o SmallTalk) este 
métrica solo puede ser cero o uno. 
? NSUPC* (Number of elements in the transitive closure of 
the superclasses of a class o Número de elementos en el 
cierre transitivo de las superclases de una clase): esta 
clase cuenta la cantidad de clases que se encuentran por 
encima de ella en el árbol de herencia. Es una forma de 
determinar la cantidad de clases que, en caso de ser 
modificadas, tendrían impacto en la clase en estudio. 
? NSUBC (Number of subclasses of a class o Número de 
subclases de una clase): cuenta la cantidad de clases hijas 
de una clase específica. 
? NSUBC* (Number of elements in the transitive closure of 
the subclasses of a class o Número de elementos en el 
cierre transitivo de las subclases de una clase): es la 
cantidad de clases que dependen en línea directa de la 
clase en análisis 
? NMSC (Number of messages sent by the instantiated 
objects of a class o Número de mensajes enviados por los 
objetos instanciados de una clase): esta métrica, utilizada 
para determinar las clases involucradas en las 
interacciones en un sistema, cuenta la cantidad de 
mensajes enviados por los objetos instanciados de una 
clase. 
? NMRC (Number of messages received by the instantiated 
objects of a class): esta métrica es similar a la métrica 
RFC desarrollada por Chidamber y Kemerer, vista en la 
sección II.5.4.a 
c) Métricas para mensajes 
Los mensajes en UML representan interacciones entre 
objetos. Las métricas desarrolladas en esta categoría permiten 
medir el grado de interacciones. 
? NDM (Number of directly dispatched messages of a 
message o Número de mensajes directos enviados por un 
mensaje): en UML un mensaje puede generar el envío de 
otros mensajes. Esta métrica cuenta la cantidad de 
mensajes que son activados a partir de un mensaje 
específico. 
? NDM* (Number of the elements in the transitive closure 
of the directly dispatched messages of a message o 
Número de elementos en el cierre transitivo de los 
mensajes directos enviados por un mensaje): son los 
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mensajes generados a partir de la activación de un 
mensaje hasta la recepción de una respuesta por parte del 
objeto que lo generó. 
d) Métricas para casos de uso 
Los casos representan una serie de pasos o actividades que 
deberán seguirse para llevar a cabo algún proceso. Son, de 
alguna forma, un contrato entre los stakeholders (actores 
principales del sistema) y el sistema con respecto a su 
comportamiento. Las métricas desarrolladas por Kim y 
Boldyreff para casos de uso son las siguientes: 
? NAU (Number of Actors associated to a use case o 
Número de actores asociados a un caso de uso): 
representa la cantidad de actores que están asociados a un 
caso de uso y, según los autores, es una forma de 
determinar la importancia de un caso de uso ya que una 
mayor cantidad de actores indicará una mayor 
importancia en el sistema. Para esta métrica no se 
consideran las clases de sistema. 
? NMU Number of Messages associated to a use case o 
Número de mensajes asociados a un caso de uso): esta 
métrica cuenta la cantidad de mensajes existentes dentro 
de un caso de uso considerando todos los escenarios 
posibles. Se calcula a partir de los diagramas de secuencia 
o los diagramas de colaboración, los cuales son isomorfos 
entre sí. 
? NSCU (Number of system classes associated with a use 
case o Número de clases de sistema asociadas a un caso 
de uso): esta métrica cuenta la cantidad d clases cuyos 
objetos participan en un escenario de un caso de uso, sin 
contar los actores ya que los mismos son considerados en 
la métrica NAU. 
2) Métricas de Marchesi 
Marchesi [65] desarrolla una serie de métricas que clasifica 
en tres grupos: métricas de clase, métricas de paquete y 
métricas de sistema. Estas métricas normalmente son 
aplicables en la etapa de análisis y solo tienen por nombre un 
acrónimo sin significado definido. Dentro de las métricas de 
Marchesi se define a la responsabilidad de una clase como la 
información que mantiene o como los cálculos que realiza. 
El objetivo de las métricas es medir la complejidad del 
sistema, evaluar el balance de responsabilidades entre clases y 
paquetes, y la cohesión y el acoplamiento de las entidades del 
sistema. Las métricas no fueron validadas teóricamente pero el 
autor las validó empíricamente aplicándolas a tres sistemas 
reales. 
a) Métricas de clase 
? CL1: es el número ponderado de responsabilidades de 
una clase, heredadas o no. Se calcula como 
.  
En donde NCi es el número de responsabilidades 
concretas de la clase Ci, NAi es el número de 
responsabilidades abstractas de la dicha clase y b(i) es un 
arreglo cuyos elementos son los índices de las superclases 
de Ci. 
? CL2: es el número ponderado de dependencias de una 
clase. Se diferencian las dependencias específicas de la 
clase de aquellas heredadas. Se calcula como: 
  
En donde Kd < 1 y Nc es el número total de clases. djk es el 
elemento de una matriz [D]NCxNC que representa las 
dependencias de una clase Ci (cliente) con respecto a una 
clase Ck (servidor). 
b) Métricas de paquete 
? PK1: esta métrica define el número de dependencias entre 
clases pertenecientes a un paquete específico Pk, y clases 
pertenecientes a otros paquetes. En otras palabras, son 
todas aquellas clases cliente del paquete Pk que tienen 
clases servidoras en otros paquetes. Se define como: 
 donde [P]NCxNP es 
la matriz de clase-paquete en donde el elemento pik es 1 si 
la clase Ci pertenece al paquete Pk. Los demás elementos 
de la fila serán siempre cero. 
? PK2: es opuesta a PK1 ya que considera las dependencias 
de las clases servidoras. Se define como: 
 con los mismos 
elementos de la métrica PK1 pero siendo la clase Ci una 
servidora. 
? PK3: es el promedio de la métrica PK1 y se define como 
 en donde Np es el número total de 
paquete. Esta métrica es una aproximación al 
acoplamiento entre paquetes. 
c) Métricas de sistema 
? OA1: es la cantidad de clases del sistema 
? OA2: es la cantidad de jerarquías de herencia en el 
sistema 
? OA3: es el promedio ponderado de responsabilidades de 
clases. . Para una clase 
cualquiera es demostrable que OA3 ≤ CL1 
? OA4: es la desviación estándar del número de 
responsabilidades de clases. Se define como: 
 
? OA5: es el promedio ponderado de dependencias de 
clases. . Para una clase 
cualquiera es demostrable que OA5 ≤ CL2 
? OA6: es la desviación estándar de las dependencias de 
clases. Se define 
como:  
? OA7: es el porcentaje de responsabilidades heredadas con 
respecto al total. No se consideran las responsabilidades 
heredadas que son sobrescritas por la subclase. Siendo 
ARk el número de responsabilidades heredadas de una 
clase (sin ser sobrescritas) y XRk el número total de 
responsabilidades de la clase (heredadas o no), definimos 
a OA7 como:  
 
3) Métricas de Genero 
Las métricas de Genero [33] se clasifican en dos grupos: las 
métricas de clase y las métricas de diagrama de clases. Estas 
métricas fueron definidas con el objetivo de medir la 
complejidad en un diagrama de clases considerando diferentes 
tipos de relaciones como asociaciones, generalizaciones, 
agregaciones y dependencias. Las métricas fueron validadas 
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tanto teórica como empíricamente y hasta se ha desarrollado 
una utilidad para su cálculo automático a partir de diagramas 
de clases de Rational Rose. A continuación se describen las 
métricas desarrolladas por la autora: 
a) Métricas de diagrama de clase 
? NAssoc (Number of associations metric o Métrica de 
número de asociaciones) es una métrica que determina la 
cantidad de asociaciones en un diagrama de clases. Esta 
métrica permite medir la complejidad del sistema. 
? NAgg (Number of aggregations metric o Métrica de 
número de agregaciones) es el número total de relaciones 
de agregación presentes en el diagrama. Esta métrica 
permite medir la complejidad del sistema. 
? NDep (Number of dependencies metric o Métrica de 
número de dependencias) es el número total de relaciones 
de dependencia presentes en el diagrama. Esta métrica 
permite medir la complejidad del sistema. 
? NGen (Number of generalizations metric o Métrica de 
número de generalizaciones) es el número de relaciones 
de generalización presentes en el diagrama. Esta métrica 
permite medir la complejidad del sistema. 
? NGenH (Number of generalization hierarchies metric o 
Métrica de número de jerarquías de generalización): es el 
número de jerarquías de generalización presentes en el 
diagrama. Es una forma de medir el tamaño de un 
sistema. 
? NAggH (Number of aggregation hierarchies metric o 
Métrica de número de jerarquías de agregación): es el 
número de jerarquías de agregación presentes en el 
diagrama. Es una forma de medir el tamaño de un 
sistema. 
? MaxDIT (Maximum DIT o DIT máximo): es el valor 
máximo de la métrica DIT vista en la sección II.5.3.a para 
todo el diagrama de clases. Permite medir la longitud de 
un sistema. 
? MaxHAgg (Maximum Hagg o Hagg máximo): está 
métrica está definida como el máximo valor HAgg para 
cada clase del diagrama. El valor HAgg es, para las 
jerarquías de agregación, el camino más largo desde una 
clase hasta una hoja. Permite medir la longitud de un 
sistema. 
b) Métricas de clase 
? NAssocC (Number of associations per class metric o 
Métrica de número de asociaciones por clase): es el 
número total de asociaciones que una clase tiene con otras 
o consigo misma. Es una forma de medir el acoplamiento. 
? HAgg (Height of a class within an aggregation metric o 
Métrica del peso de una clase dentro de una agregación): 
es la cantidad de clases en el camino de la jerarquía de 
agregación desde la clase hasta una hoja. Es una forma de 
medir la longitud de un sistema. 
? NDP (Number of direct parts metric o Métrica de número 
de partes directas): es el número total de clases que 
componen, de forma directa, una clase compuesta en una 
jerarquía de agregación. Es una forma de medir el tamaño 
de un sistema. 
? NP (Number of parts metric o Métrica de número de 
partes): es la cantidad de partes, directas o no, que 
componen una clase compuesta en una jerarquía de 
agregación. Es una forma de medir el tamaño de un 
sistema. 
? NW (Number of whole metric o Métrica de clases 
completas): es la cantidad de clases completas que forman 
parte de una clase parcial en una jerarquía de agregación. 
Es una forma de medir el tamaño de un sistema. 
? MAgg (Multiple aggregation metric o Métrica de 
agregación múltiple): se define como el número de clases 
completas directas de las cuales una clase forma parte en 
una jerarquía de agregación. 
? NDepIn (Number of dependencies In metric o Métrica de 
número de dependencias de entrada): es el número de 
clases que dependen de una clase dada. Es una forma de 
medir el acoplamiento. 
? NDepOut (Number of dependencies Out metric o Métrica 
de número de dependencias de salida): es el número de 
clases de las cuales depende una clase dada. Es una forma 
de medir el acoplamiento. 
II.7 Redes complejas 
En esta sección se realiza una introducción a los conceptos 
de redes complejas (sección II.7.1), se detallan los más 
recientes avances en el uso de redes complejas para el 
modelado de sistemas software (sección II.7.2) y finalmente se 
describen las métricas de software implementadas mediante el 
uso de redes complejas (sección II.7.3). 
1) Introducción a las redes complejas 
Se define como una red compleja a un grafo con 
propiedades topológicas no triviales. Tradicionalmente el 
estudio de las redes complejas se mantuvo asociado al estudio 
de los grafos regulares hasta que a finales de la década de 
1950, Erdős y Rényi [31; 30; 29] propusieron su modelo de 
grafos aleatorios, modelo que fue aceptado como el más simple 
y representativo de los mismos [2]. 
De acuerdo al modelo propuesto por Erdős y Rényi, un 
grafo aleatorio de N nodos tendrá arcos entre dichos nodos de 
forma aleatoria y con una probabilidad aproximada de pN(N-
1)/2. El número arcos o aristas de cada nodo (el grado del 
mismo) seguirá por ende una distribución normal [98]. Este 
modelo se mantuvo vigente hasta el aumento en la capacidad 
de cómputo y el desarrollo de grandes bases de datos, avances 
que llevaron al desarrollo de nuevos conceptos [2]. 
El primero de estos conceptos es el de small-world o 
mundo pequeño, que describe que a pesar del gran tamaño de 
las redes complejas, en la mayoría de redes existe un camino 
relativamente corto entre dos nodos cualesquiera. La distancia 
entre dos nodos se define como el número mínimo de arcos o 
aristas que conectan a ambos. Este concepto fue popularizado 
gracias al psicólogo Stanley Milgram [69] que concluyó que 
entre dos personas cualesquiera de los EEUU hay una cadena 
de conocidos que no tiene más de seis personas en promedio. 
Esta propiedad, presente en la mayoría de redes complejas, no 
necesariamente es indicativa de algún principio de 
ordenamiento ya que se ha demostrado que existe hasta en 
grafos aleatorios, tendiendo en éstos el camino promedio a ser 
el logaritmo de la cantidad de nodos del grafo [31]. 
El segundo concepto es el de clustering o agrupamiento, 
cuantificado a través del coeficiente de clustering definido por 
Watts y Strogatz [97]. El concepto surge del concepto de cliqué 
en grafos no dirigidos, el cual define a un conjunto de vértices 
tal que para todo par de vértices existe una arista que los 
conecta. Dentro de las redes complejas el concepto está 
inspirado en las redes sociales, representando círculos de 
amigos o conocidos en los cuales todos se conocen entre sí. 
Asumiendo un nodo i en una red compleja, con ki aristas que lo 
conectan con ki nodos. Si dichos nodos vecinos formaran parte 
de un cliqué, entonces habría ki (ki -1)/2 aristas entre sí. El 
coeficiente de clustering se define como la razón existente 
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entre la cantidad real de aristas entre los nodos y la cantidad de 
aristas que lo harían un cliqué, es decir: 
 
El coeficiente de clustering de la red entera será el 
promedio de los Ci de cada nodo [2]. 
El tercer concepto de las redes complejas es el de degree 
distribution o grado de distribución. Tal como se mencionó 
anteriormente, el grado de un nodo es la cantidad de arcos o 
aristas que posee. No todos los nodos en una red compleja 
poseen el mismo grado. La propagación del grado de nodos 
está definida por una función de distribución P (k) la que da 
una probabilidad de que un nodo cualquiera posea una 
determinada cantidad de aristas. En un grafo aleatorio el grado 
de distribución de un nodo será cercano al promedio <k> de 
dicha red y tendrá una distribución de Poisson con su pico en P 
(<k>). Para las redes complejas se ha demostrado que el grado 
de distribución varía marcadamente respecto a una distribución 
de Poisson, teniendo en muchos casos una distribución 
potencial del tipo  [2]. 
Las redes que cumplen con una función de distribución 
potencial del tipo  son llamadas redes libres de 
escala (scale-free) ya que en ellas existe un pequeño conjunto 
de nodos, llamados hub, con un número de conexiones (arcos o 
aristas) mucho mayor al promedio [98]. 
 
Figura 5 – Función de distribución potencial del tipo  
 
Las redes libres de escala normalmente exhiben las 
siguientes propiedades [99; 98): 
1. Distribución potencial: el grado de distribución posee 
una cola decreciente 
2. Hub: unos pocos nodos poseen muchas más conexiones 
que el promedio 
3. Small-world: la distancia promedio entre dos nodos 
cualesquiera es pequeña comparada al tamaño de la red 
4. Clustering: el coeficiente de agrupamiento es, para la 
mayoría de las redes complejas, superior al que se 
encontraría en una red aleatoria del mismo tamaño 
5. Eficiencia de propagación: la información se transmite 
en una red compleja de una forma mucho más eficiente 
que en una red aleatoria gracias a la existencia de hubs 
[79]. 
6. Alta tolerancia a errores: una red compleja tiene una 
tolerancia muy superior a errores aleatorios que una red 
aleatoria 
7. Vulnerable a ataques organizados: por su dependencia 
de los hubs, una red compleja es más vulnerable que 
una red aleatoria a ataques organizados 
Estos nuevos conceptos, surgidos de diversas disciplinas, 
han permitido una transversalidad de conocimientos que hacen 
posible asumir la existencia de principios similares de orden en 
redes inicialmente diferentes como la Internet y el plegamiento 
de proteínas, ambas redes complejas libres de escala. La 
existencia de estos principios fue explicada por Barabási [9] 
mediante un modelo de preferencias dinámicas, que indica que 
mientras más conexiones tenga un nodo, mayor será la 
probabilidad de que un nuevo nodo se conecte al mismo. 
2) Sistemas software como redes complejas 
Un sistema software puede ser tratado como una red 
compleja de componentes conectados por relaciones de 
dependencia, red a la que se denomina CDN (Component 
Dependency Network o red de dependencia de componentes), y 
que representa una vista de arquitectura del sistema software 
[98]. 
El modelado de sistemas software como redes de 
dependencia de componentes (CDN), o como diagramas de 
colaboración de clases, en los cuales cada clase o paquete 
representa un nodo y cada llamada o conexión entre clases o 
paquetes representa un arco o arista, ha demostrado que los 
sistemas software son, en general, redes complejas [98; 74]. 
Myers [74] tras el análisis de diversos paquetes software 
como el sistema operativo Linux, el motor de bases de datos 
MySQL, el procesador de textos AbiWord y la librería de 
visualización VTK, entre otros, demostró de forma empírica 
que los sistemas software se comportan como redes complejas 
libres de escala. La investigación de Myers, realizada con 
grafos dirigidos demostró la existencia de grupos de nodos con 
muchas conexiones en comparación de los demás. Su análisis 
de los grados de distribución comprobó además que los 
sistemas tienen una distribución potencial del tipo 
 tanto para conexiones de salida como para 
conexiones de entrada. En lo que respecta a la correlación de 
grados entre nodos, Myers concluyó que los componentes 
pueden poseer un alto grado de conexiones de salida (lo que 
implicaría una alta reusabilidad [44]) o un alto grado de 
conexiones de entrada (lo que implicaría excesiva complejidad 
[44]), correspondiéndose con componentes generadores de 
información y componentes consumidores de información 
respectivamente. A partir de este análisis surgen dos 
conclusiones: la existencia de un componente con un alto grado 
de conexiones de salida y conexiones de entrada 
probablemente representará un problema en el diseño del 
sistema, asociado al concepto de complejidad fan-in fan-out y 
la existencia de una correlación positiva entre nodos con un 
alto grado de conexiones de salida los cuales tienden a estar 
conectados entre sí, situación que ocurre de forma similar en 
los nodos con un alto grado de conexiones de entrada. Por 
último, Myers demostró una clara tendencia de los vecinos de 
un nodo (los nodos que se encuentran conectado a este) a ser a 
su vez vecinos entre sí, lo que implicaría la existencia de 
agrupamiento entre nodos de similar grado. Este fenómeno ha 
sido estudiado por otros autores [84] que concluyeron que un 
agrupamiento dependiente del grado de los nodos del tipo 
 es un indicativo de sistemas jerárquicos. 
En la figura 6 se puede visualizar una clase de colaboración 
del sistema VTK, estudiada por Myers, en donde se pueden 
apreciar varias características de las redes complejas libres de 
escala, como la existencia de hubs, la propiedad de mundo 
pequeño y el agrupamiento de nodos. 
Wen et al. [99; 98] han llegado a la misma conclusión de 
Myers, coincidiendo en que la mayoría de sistemas software se 
comporta como redes libres de escala, independientemente de 
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su funcionalidad. Las pruebas realizadas por los autores sobre 
sistemas desarrollados en Java comprobaron que en los 
sistemas software, modelados como redes CDN, la desviación 
estándar del grado de distribución es aproximadamente tres 
veces el valor del grado promedio de todos los nodos del 
sistema, cuando en una red aleatoria debería ser igual. Además, 
el coeficiente de agrupamiento es aproximadamente veinte 
veces mayor que el grado promedio de la red, cuando en una 
red aleatoria debería ser similar. Y por último, los autores 
comprobaron que todas las distribuciones de grado (de entrada, 
de salida y de ambas) muestran una función de distribución 
potencial. 
 
Figura 6 – Visualización de una clase de VTK como red compleja [74] 
 
El descubrimiento que revela que los sistemas software se 
comportan como redes complejas presenta una serie de 
ventajas teóricas y prácticas, entre las que podemos mencionar 
las siguientes [99]: 
? Es viable expresar que existe un conjunto de leyes que 
son la base para el desarrollo y la evolución de los 
sistemas software y de otras redes complejas como las 
sociales o biológicas. 
? Gracias a la propiedad scale-free, se pueden identificar 
fácilmente componentes importantes en sistemas de 
software grandes. 
? Un grado de distribución normal en un software podría 
indicar que el mismo se encuentra sobre desarrollado. 
Esta situación podría requerir un desarrollo anti regresivo. 
? La tolerancia a errores en redes libres de escala permitiría 
comprender por qué errores aleatorios en sistemas 
software no siempre ocasionan fallos completos del 
sistema. 
La demostración de que los sistemas software se comportan 
como redes complejas ha llevado al desarrollo de modelos 
específicos de redes complejas para su aplicación en sistemas 
software. Zheng et al. [103] desarrollaron dos modelos de 
evolución de software basados en la dependencia entre 
paquetes de Gentoo Linux. 
El modelo de preferencias dinámicas, desarrollado por 
Barabási y mencionado previamente en esta sección, describe 
matemáticamente la probabilidad de que un nuevo nodo se 
conecte a nodos ya existentes mediante una preferencia lineal 
descripta por la función de probabilidad  siendo k el 
grado del nodo existente. Esta función, para un k lo 
suficientemente grande, dará una función de distribución 
potencial del tipo  en la cual y toma un valor de 
entre 2,1 y 4 para la mayoría de sistemas reales [103]. 
Krapivsky et al. [61] proponen una mejora al modelo de 
Barabási en el cual la preferencia no es lineal y depende de un 
valor ajustable, pasando a ser la probabilidad de que un nodo 
existente reciba una conexión por parte de un nodo nuevo 
. A su vez, Dorogovtsev y Mendes [26] proponen 
una mejora a ambos modelos en la cual la preferencia dinámica 
ya no depende únicamente del grado del nodo existente sino 
también de la edad (τ) del mismo. La función de probabilidad 
será entonces: en donde β es un valor ajustable. 
Zheng et al. observaron empíricamente que algunos 
componentes tienen una vida finita y en base a esta 
observación desarrollaron dos nuevos modelos de evolución de 
redes complejas: DDEA (Degree Dependent adjustable 
Evolution with Aging o Evolución ajustable dependiente de 
grado con antigüedad) y DAAE (Degree and Age dependent 
Adjustable Evolution o Evolución ajustable dependiente de 
grado y antigüedad). El modelo DDEA determina una 
probabilidad  en donde  siendo t 
el tiempo actual y sk el tiempo de nacimiento del nodo k y los 
parámetros α y β son ajustables. Este modelo asegura que un 
nodo joven con un alto grado tiene una alta probabilidad de 
conectarse a un nuevo nodo, la cual disminuirá a medida que 
envejezca. El modelo DAAE, a su vez, determina una 
probabilidad  con las mismas 
consideraciones que DDEA, pero dando a los nodos jóvenes de 
bajo grado una mayor probabilidad de conexión. 
3) Métricas de software mediante redes complejas 
Además de su uso para el modelado de sistemas software, 
las redes complejas también han sido utilizadas para el cálculo 
de métricas de software. Ma et al. [64] desarrollaron un método 
cualitativo para la medición de la complejidad estructural en 
sistemas software basada en redes complejas. El método 
propuesto por Ma et al. miden la complejidad estructural del 
sistema a partir del concepto de entropía de Shannon [93], 
definiendo como coeficiente de evaluación a  
en donde ri se define como  y φi es el peso 
asociado a ri tal que . E, asociado a la cantidad de 
incertidumbre, se define a su vez como  
y mide que tan homogéneo un set de componentes es partiendo 
de una serie de probabilidades (pi) de una serie de valores 
variables, discretos y aleatorios qi que representan la energía 
metamórfica de la estructura de un sistema. 
El método descripto es cualitativo ya que para casos 
similares de R, se considera el peso de las aristas según la 
fórmula  en donde w es 
una función de la sumatoria de pesos que se asignan a una 
arista, la cual toma valores discretos en función de su tipo (por 
ejemplo, acceso a datos o llamada a procedimiento) y n es la 
cantidad total de aristas del sistema. 
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Solé y Valverde [94] también han analizado sistemas 
software como redes complejas a partir de la entropía de los 
mismos y con el objetivo de determinar patrones de evolución 
comunes en el universo de la redes complejas. Los autores 
analizan la existencia de restricciones en la evolución de las 
redes complejas dentro de redes tecnológicas (incluyendo 
cuatro aplicativos software), redes biológicas y redes teóricas. 
III.  DESCRIPCIÓN DEL PROBLEMA 
En esta sección se describe la importancia de la medición a 
lo largo del proceso de desarrollo de software (sección III.1), se 
identifica el problema de investigación a partir de las 
posibilidades de mejora detectadas en dicha área (sección 
III.2), se caracteriza el problema abierto (sección III.3) y se 
concluye con un sumario de investigación, en donde se 
presentan una serie de preguntas que se intenta responder 
mediante este artículo (sección III.4). 
III.1 Importancia de la medición en el proceso de desarrollo de 
software 
La medición es uno de los aspectos más importantes en el 
proceso de desarrollo de software debido a que permite la 
comprensión de las características cuantitativas y cualitativas 
del software a lo largo de las diferentes etapas de desarrollo del 
mismo. El objetivo de la medición es proveer de información 
de valor para los procesos de toma de decisiones del ciclo de 
vida de un proyecto de software, tanto en lo que respecta a 
aspectos técnicos como a aspectos de gestión [18]. 
La gestión de proyectos de desarrollo de software requiere 
de métricas para poder llevar a cabo de forma precisa el 
planeamiento y el control del proceso de desarrollo. Las 
métricas dan soporte a estas tareas ya que permiten administrar 
los procesos, productos y recursos relacionados con el proceso 
de desarrollo de software [13]. Los tres tipos de métricas 
descriptas en la sección II.3 tienen incumbencia en estas tareas: 
las métricas de proceso ya que son necesarias para evaluar la 
eficiencia de un proceso y determinar aspectos como costos y 
tiempo de desarrollo; las métricas de proyecto en cuanto 
permiten evaluar el avance del proyecto y los recursos 
utilizados hasta el momento; y las métricas de producto, 
principalmente orientadas a atributos externos, dado que 
permiten evaluar factores del software como la calidad. 
En lo que respecta a aspectos técnicos, las métricas 
permiten a los ingenieros evaluar diversos aspectos del 
desarrollo del software a lo largo de todas las etapas de su ciclo 
de vida [18]. Las métricas de producto, tanto las orientadas a 
atributos internos del software como a atributos externos, son 
las que proveen el soporte a estas tareas permitiendo a los 
ingenieros evaluar aspectos del software como su 
confiabilidad, mantenibilidad y calidad.  
Dentro del ciclo de vida del desarrollo de software es 
deseable poder realizar mediciones tan pronto como sea posible 
[102] dado que los errores producidos en los artefactos en 
etapas tempranas del desarrollo de software normalmente son 
propagados a etapas posteriores durante las cuales resultan más 
costosos de identificar y corregir [14]. En particular, dentro de 
la fase de diseño de software se hace indispensable contar con 
métricas adecuadas para guiar el proceso de diseño [81]. Las 
métricas en esta etapa permiten, de forma objetiva, identificar 
falencias o posibilidades de mejora en el diseño además de 
predecir características externas del software como la 
reusabilidad y su facilidad de mantenimiento. 
Asimismo, las métricas de software deberían capturar 
efectivamente el comportamiento real del software, aspecto que 
sólo puede medirse mediante las métricas dinámicas [95]. 
Además, algunas características del paradigma orientado a 
objetos, como el polimorfismo y el uso de un sistema de tipos 
dinámicos, son también fundamentos para la elección de las 
métricas dinámicas teniendo en cuenta que las métricas 
estáticas han sido encontradas inadecuadas para la medición de 
dichas características [18]. 
III.2 Identificación del problema de investigación 
En la sección anterior se describió la importancia de la 
medición en el proceso de desarrollo de software, así como 
también las ventajas de las métricas de diseño y de las métricas 
dinámicas. 
A los efectos de identificar el problema de investigación 
que se pretende resolver con este artículo se debe analizar el 
estado de las métricas de software en la actualidad. En los 
últimos años se han desarrollado diversos trabajos con el 
objetivo de analizar el panorama de métricas dentro de la 
ingeniería del software [95; 18; 59]. En dichos trabajos se ha 
llegado a conclusiones similares, las cuales se describen a 
continuación: 
? El estudio de métricas no está dominado por el paradigma 
orientado a objetos, el cual es el paradigma de desarrollo 
de software más utilizado en la actualidad y que 
representa aproximadamente un tercio de las métricas 
desarrolladas 
? Existe una clara predominancia de las métricas estáticas 
por sobre las métricas dinámicas 
? La cantidad de publicaciones sobre métricas dinámicas 
son cada vez más abundantes 
? Las métricas desarrolladas, tanto estáticas como 
dinámicas, se concentran en general en atributos internos 
del software, como la cohesión y el acoplamiento, 
dejando de lado los atributos externos como la 
mantenibilidad. Esta diferencia se hace aún más marcada 
en las métricas dinámicas 
? Dentro de las métricas dinámicas la gran mayoría está 
enfocada al código. La reingeniería del software 
representa el segundo foco de interés dentro de las 
métricas dinámicas 
? Las métricas con mayor impacto en la comunidad son 
aquellas validadas empíricamente 
Esta serie de conclusiones permite afirmar que las métricas 
dinámicas de diseño, dentro del paradigma orientado a objetos, 
y, entendidas como aquellas que se enfocan en medir el 
comportamiento en ejecución de aspectos del diseño de 
sistemas, no han tenido mayor desarrollo dentro del universo 
de métricas. 
III.3 Descripción del problema 
En base a lo descripto en las secciones anteriores, es 
posible identificar un problema abierto, consistente en la 
necesidad de una suite de métricas dinámicas, aplicables en la 
etapa de diseño de sistemas e incluida dentro del paradigma 
orientado a objetos. 
Una suite de métricas de estas características permitirá a los 
ingenieros del software contar con información precisa y 
oportuna. Precisa, ya que se ha demostrado la eficiencia de las 
métricas dinámicas para medir el comportamiento real del 
software y oportuna, ya que se obtendrá en una etapa previa a 
la codificación, pudiendo identificar y corregir posibles errores 
antes de la escritura del software. La suite de métricas, además, 
estará dirigida al paradigma orientado objetos, el cual 
concentra la mayor cantidad de desarrollos de software en la 
actualidad. 
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III.4 Sumario de investigación 
Se propone en este trabajo de investigación el desarrollo de 
un conjunto de métricas dinámicas, definidas a nivel de diseño 
y aplicables dentro del paradigma de desarrollo de software 
orientado a objetos. Las métricas tendrán como objetivo 
brindar una mejor interpretación del funcionamiento y de las 
características del sistema en desarrollo y así servir como 
entrada para el proceso de toma de decisiones técnicas y de 
gestión del desarrollo de software. 
El conjunto de métricas deberá ser aplicable dentro del 
proceso unificado de desarrollo de software y deberá respetar 
los lineamientos del lenguaje de modelado universal (UML). 
Las métricas, además, deberán adaptarse a la terminología de la 
norma internacional ISO/IEC 25000 y cumplir con los criterios 
de validación del estándar IEEE 1061. 
Se propone una validación de las métricas por medio de un 
método empírico con el objetivo de responder a las siguientes 
preguntas de investigación: 
Pregunta 1: ¿Es posible desarrollar un modelo de 
sistemas software basado en redes complejas, generable a partir 
de diagramas UML, basado en RUP, centrado en el diseño, y 
con el objetivo de calcular métricas sobre el mismo? 
Pregunta 2: De ser posible desarrollar este modelo, ¿se 
puede generar un conjunto de métricas que estudien el 
comportamiento del sistema? En caso afirmativo, ¿qué 
métricas? 
IV.  SOLUCIÓN PROPUESTA 
En esta sección se propone una metodología de análisis del 
comportamiento de sistemas software, generada desde el punto 
de vista del diseño de sistemas, dentro del paradigma orientado 
a objetos y basada en redes complejas. Se especifican las 
generalidades de la metodología propuesta (sección IV.1) y se 
analiza en profundidad la estructura de la misma, describiendo 
en detalle sus actividades principales: el modelado del 
comportamiento del sistema mediante redes complejas (sección 
IV.2) y el cálculo de métricas orientadas al diseño de sistemas 
(sección IV.3). 
IV.1. Metodología de análisis dinámico del diseño de sistemas 
de información basado en redes complejas 
En esta sección se presenta y describe una metodología de 
análisis dinámico del diseño de sistemas basada en redes 
complejas, denominada MADDS. En la sección IV.1.1 se 
analizan generalidades de la metodología, incluyendo su 
objetivo y sus características principales. Posteriormente en la 
sección IV.1.2 se realiza una descripción de la metodología, 
formalizando la propuesta de la misma y describiendo sus 
actividades principales. Finalmente en la sección IV.1.3 se 
analiza la integración de la metodología dentro del marco del 
proceso unificado de desarrollo. 
1) Generalidades 
En función del análisis realizado en la sección 3, 
correspondiente a la Descripción del Problema, se propone en 
este trabajo de investigación una metodología de análisis 
dinámico del diseño de sistemas basada en redes complejas y 
denominada MADDS. Esta metodología permitirá estudiar el 
comportamiento de un sistema a partir del diseño del mismo, 
permitiendo evaluar aspectos dinámicos del sistema sin 
necesidad de haber avanzado con la codificación o la etapa de 
pruebas, tal como se describió en la sección 2, Estado de la 
Cuestión. El uso de MADDS permitirá además, encontrar 
posibilidades de mejora o falencias en el diseño del sistema, lo 
que tendrá un impacto positivo en los costos de desarrollo. 
La metodología propuesta en esta investigación (MADDS) 
presenta las siguientes características: 
? Se integra dentro del proceso unificado de desarrollo, 
específicamente dentro del flujo de análisis y diseño  
? Es compatible con las especificaciones de UML v2.x, 
teniendo su punto de partida en el Diagrama de Secuencia 
de UML, el cual modela la interacción entre los distintos 
componentes del sistema 
? Está enfocada en el análisis de sistemas software bajo el 
paradigma orientado a objetos 
? Contempla tanto una visión parcial del sistema como una 
visión integral del mismo, por lo que su aplicación 
permitirá estudiar desde una parte del diseño de un 
sistema hasta el diseño completo del mismo 
? Su estructuración en actividades independientes permite 
la adaptación de la metodología a las necesidades de 
desarrollo. Cada uno de los procedimientos de MADDS 
podrá ser reemplazado por uno equivalente sin afectar la 
estructura de la metodología, pudiendo además agregar 
nuevos factores de análisis 
2) Descripción de la metodología de análisis dinámico del 
diseño de sistemas basada en redes complejas (MADDS) 
Tal como se describió en la sección 3, dentro del proceso 
unificado de desarrollo las tareas se dividen en flujos de 
trabajo, los cuales están insertos dentro de una o más fases, por 
tratarse de un proceso de desarrollo iterativo e incremental. 
MADDS se inserta dentro del flujo de Análisis y Diseño, que 
se lleva a cabo principalmente en la fase de elaboración 
(segunda fase del proceso unificado de desarrollo). 
El flujo de trabajo del proceso unificado de desarrollo 
puede observarse en la figura 2 mientras que su modificación 
con MADDS puede observarse en la figura 7, pudiendo notarse 
que la salida del diseño de componentes es la entrada a 
MADDS. Cabe destacar que el flujo de trabajo representado 
corresponde a una única iteración dentro de RUP, por lo que 
cada una de las actividades se repetirá en caso de producirse 
iteraciones. 
Tal como se describió en la sección II.1, en donde se 
describieron las principales características del proceso 
unificado de desarrollo de software, cada una de las actividades 
representadas en los flujos de trabajo (figura 7) consume y 
produce un conjunto de artefactos, los cuales son 
especificaciones de algunas características y/o atributos del 
sistema en desarrollo. De forma análoga a las demás 
actividades del proceso unificado de desarrollo, MADDS opera 
con artefactos, siendo su punto de partida el diagrama de 
secuencias de UML, artefacto que se genera en la actividad de 
diseño de componentes. 
MADDS se encuentra dividido en dos actividades, que se 
describen esquemáticamente en la figura 8. A continuación se 
realiza una breve descripción de cada una de estas actividades: 
1. La primera actividad consiste en el modelado del 
sistema como una red compleja y tiene como entrada el 
artefacto diagrama de secuencias generado en el diseño 
de componentes del proceso unificado de desarrollo. La 
salida de este proceso es un modelo del sistema como 
red compleja, lo que en términos de RUP debe ser 
descripto como un artefacto. 
2. La segunda actividad es el cálculo de métricas 
orientadas al diseño y se inicia a partir del artefacto 
generado en la actividad anterior, arribando a la 
valuación de un conjunto de métricas que serán 
analizadas a fines de identificar errores y/o 
posibilidades de mejora en el diseño del sistema 
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Figura 7 – Flujo de trabajo de RUP con MADDS para el Análisis y Diseño 
 
Figura 8 – Actividades de MADDS 
 
3) Integración de MADDS dentro del proceso unificado de 
desarrollo 
Uno de los objetivos propuestos para MADDS es que sea 
una metodología fácilmente adaptable a los desarrollos de 
software existentes. Visto y considerando que el proceso 
unificado de desarrollo, en conjunto con el lenguaje unificado 
de modelado (UML), constituyen el proceso y el lenguaje de 
representación más utilizados para el desarrollo de sistemas en 
la actualidad, MADDS se desarrolló de forma tal de adaptarse 
a ambos. 
Ya observamos en la sección IV.1.2 tres de las 
características que permiten integrar MADDS al proceso 
unificado de desarrollo que son: su integración dentro del flujo 
de análisis y diseño, su división en actividades y la elaboración 
y el consumo de artefactos. 
Por su parte, la actividad de modelado del sistema como red 
compleja parte del diagrama de secuencia de UML. Si bien 
UML es a su vez un estándar dentro del proceso unificado, es 
importante destacar el motivo de la elección de los diagramas 
de secuencia como los artefactos de entrada para MADDS. 
Dentro de los diagramas de comportamiento (los únicos 
que consideran aspectos dinámicos del sistema en estudio) se 
decidió trabajar con diagramas de interacción ya que 
determinan una serie de criterios mediante los cuales queda 
documentado en el modelo toda relación dinámica entre las 
partes del sistema. Dentro de los diagramas de interacción, a su 
vez, el más utilizado es el diagrama de secuencia ya que en el 
mismo se observan prácticamente todos los aspectos dinámicos 
del sistema, incluyendo todas las interacciones entre clases, 
objetos y actores. 
En los diagramas de secuencia, además, se pueden modelar 
cuestiones temporales de la interacción entre objetos debido a 
que se debe modelar el nacimiento y muerte de los mismos. 
Además de estas características, la elección de los diagramas 
de secuencia se fundamenta en las siguientes cuestiones: 
? Los diagramas de secuencia se realizan normalmente 
en todos los desarrollos y en particular en casos de 
uso complejos 
? Los diagramas de secuencia permiten observar todo el 
ciclo de vida de los objetos (desde su creación hasta 
su destrucción) en el eje vertical y de todos los 
mensajes que intercambian con otros objetos en el eje 
horizontal 
? Si bien cada diagrama de secuencia modela un solo 
caso de uso del sistema, la sumatoria de los casos de 
uso da como resultado todas las interacciones en las 
cuales se puede ver involucrada una clase u objeto 
Tal como se describió en la sección IV.1.2, MADDS se 
encuentra dividido en dos actividades, cada una de las cuales se 
relaciona con el ambiente a través de artefactos. La relación 
entre los artefactos de MADDS y los del proceso unificado se 
describe en la figura 9. 
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Modelo del 
sistema como 
red compleja
Cuadro de 
soporte
Resultados 
del cálculo de 
métricas
Análisis de 
métricas
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Figura 9 – Relación entre artefactos de MADDS 
 
Tal como puede observarse en la figura 9, MADDS parte 
de dos artefactos del proceso unificado que son comunes en 
prácticamente todos los desarrollos de software de la 
actualidad: el diagrama de clases y el diagrama de secuencias. 
Ambos son utilizados en la primera actividad, en la cual se 
generan a su vez otros dos artefactos: el modelo del sistema 
como red compleja y un cuadro de soporte del mismo. La 
segunda actividad consume estos artefactos para la generación 
del artefacto resultados del cálculo de métricas a partir del cual 
se desarrolla el último artefacto de la metodología: el análisis 
de métricas. 
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IV.2 Modelado del comportamiento del sistema mediante redes 
complejas 
En esta sección se presenta un método de modelado de 
diagramas de secuencia de UML como una red compleja, el 
cual se implementa en la primera actividad de MADDS, y 
partir del cual se realizan todos los cálculos de métricas para el 
estudio dinámico del diseño de sistemas. 
Es menester destacar que el resultado de la aplicación de 
este proceso de modelado excede los conceptos de una red 
compleja dado que no solo está formado por elementos propios 
de la teoría de grafos sino que además incluye otros elementos 
de soporte, necesarios para el cálculo de las métricas en la 
segunda actividad de MADDS. La relación que va a existir 
entre los componentes del diagrama de secuencia y los 
componentes de la red compleja van a estar dados por los 
indicados en la tabla 5. 
 
TABLA 5 – RELACIÓN ENTRE COMPONENTES DEL DIAGRAMA DE SECUENCIA 
Y LA RED COMPLEJA 
Diagrama de secuencia Red compleja 
Objeto Nodo o vértice 
Mensaje o método Arista o arco dirigido 
 
Además de una identificación del método, cada método 
tendrá dos valores asociados: un peso que será determinado por 
su complejidad algorítmica y un número que indique la 
cantidad de veces que se ejecutó. 
Tal como se describió en la sección IV.1.3, el proceso de 
modelado parte de un diagrama de secuencia. A fines de 
facilitar la comprensión de la aplicación de este proceso, a lo 
largo de la presente sección se utilizará como ejemplo el 
diagrama de la figura 10. Este diagrama de secuencia, tomado 
de un escenario real [96], representa un caso de uso genérico 
para venta de entradas a espectáculos. 
 
 
Figura 10 – Diagrama de secuencia UML 
 
A partir del diagrama de secuencia del caso de uso a 
modelar, se debe proceder de la siguiente manera: 
a) Convertir todas las clases del diagrama en nodos. Las 
clases se identifican en el diagrama como un 
rectángulo con el nombre de la clase precedido por un 
signo de dos puntos (:). En lugar de tomar las clases 
del diagrama de secuencias, también es factible 
modelarlas a partir del diagrama de clases. La ventaja 
de utilizar el mismo será que desde un primer paso se 
tendrá una visibilidad total de las clases del sistema. 
Es desaconsejable el uso del diagrama de clases en 
este paso en caso de que solo se vaya a estudiar una 
parte del sistema. En el diagrama de secuencias, 
debajo de cada clase se traza una línea conocida como 
línea de vida, en la cual se determinan los momentos 
de nacimiento y muerte de los objetos de dicha clase. 
En caso de que una clase tenga n instanciaciones 
simultáneas en el curso del caso de uso en estudio, 
existirán n rectángulos con dicha clase. Solo es 
necesario modelar un único nodo en MADDS. El 
resultado de este paso puede observarse en la figura 
11. 
 
Figura 11 – Resultado del primer paso de MADDS 
 
b) Armar el cuadro de soporte para el cálculo de 
métricas. Se debe generar un cuadro de cinco 
columnas indicando en la primera el nombre de clase 
y en la segunda cada uno de los métodos que dicha 
clase posee. Esta información, de forma análoga al 
paso anterior, puede ser tomada a partir del diagrama 
de clases, considerando únicamente las clases que se 
hayan modelado hasta el momento. Para cada tipo de 
llamada o parametrización diferente que tenga un 
método se deberá considerar una nueva fila en la 
tabla, debido a que en esta metodología resultante 
relevante estudiar el polimorfismo y la sobrecarga de 
los mismos. Al finalizar, hay que asignarle a cada 
método un identificador en la tercera columna, 
sugiriéndose una letra del alfabeto. Como dato 
adicional hay que agregar un asterisco a cada método 
que sea heredado de una clase padre, información que 
puede obtenerse del diagrama de clases 
correspondiente y que habría que asentar junto al 
identificador asignado al método. La salida de este 
paso para el ejemplo en análisis puede observarse en 
la tabla 6. 
 
TABLA 6 – RESULTADO DEL SEGUNDO PASO DE MADDS 
Clase Método Id método α Comp. 
Planificación ComprobarFecha(Str,Str,Int) 
A  
GetNombre() B  
Local 
GetAforo() E  
Espectáculo GetNombre() C  
Reserva ComprobarAforo(Int) D  
Cliente ValidarTarjeta() F  
Pasarela AutorizarTransacción() G  
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c) Contabilizar llamadas a los métodos (α). Se debe 
proceder analizando de forma visual el diagrama de 
secuencias y contabilizando, clase por clase, las 
flechas entrantes en la Línea de Vida. Cada flecha 
entrante representará una llamada a un método de 
dicha clase y a partir de cada llamada se deberá 
proceder sumando un número en la línea 
correspondiente del cuadro armado en el paso (b). 
Además, se deberá trazar una arista dirigida entre el 
nodo clase origen del mensaje y el nodo clase destino 
en el grafo armado en el paso (a), rotulando dicha 
arista con la nomenclatura seleccionada en el punto 
(b). De los tres tipos de mensajes descriptos en la 
sección II.2 solo es necesario procesar aquellos 
mensajes que sean llamadas asíncronas (línea 
completa). Las salidas de este paso pueden verse en la 
figura 12 y en la tabla 7. 
 
 
Figura 12 – Resultado del paso (c) de MADDS 
 
TABLA 7 – RESULTADO DEL PASO C DE MADDS 
(SE OMITEN COLUMNAS DE LA TABLA 6 POR PRACTICIDAD) 
Id método Cantidad de llamadas (α) Complejidad 
A 1  
B 1  
E 1  
C 1  
D 1  
F 1  
G 1  
 
d) Calcular la complejidad de cada método. Para el 
cálculo de complejidad del método es factible utilizar 
cualquier métrica de complejidad orientada a la 
complejidad algorítmica o computacional. En esta 
investigación utilizaremos la métrica de complejidad 
ciclomática definida por McCabe [67]. Esta métrica 
ha sido validada en decenas de oportunidades y es la 
base para varias métricas analizadas en el estado del 
arte, como las métricas de Yacoub et al. El cálculo de 
la complejidad ciclomática está dado por: 
 
En donde: 
? ifs es la cantidad de operadores IF en el código 
? loops es la cantidad de bucles (WHILE, FOR y 
REPEAT, en la mayoría de los lenguajes) 
? cases es la cantidad de ramas de switching 
existentes, sin considerar el default 
 
TABLA 8 – RESULTADO DEL PASO D DE MADDS 
(SE OMITEN COLUMNAS DE LA TABLA 6 POR PRACTICIDAD) 
Id método Cantidad de llamadas (α) Complejidad 
A 1 3 
B 1 7 
E 1 9 
C 1 7 
D 1 11 
F 1 6 
G 1 6 
 
e) Completar el modelo del sistema como red compleja. 
Se debe proceder a rotular en cada arista la cantidad 
de llamadas que recibe el método al cual representa, 
obteniendo dicha información del cuadro generado en 
el punto anterior. La salida de este paso, y resultado 
final del proceso de modelado, puede observarse en la 
figura 13. 
 
 
Figura 13 – Resultado final del subproceso de modelado de MADDS 
 
El cuadro generado en el paso (c) y el grafo completado en 
el paso (d) pasan a considerarse dos artefactos de RUP y son la 
entrada al segundo subproceso de MADDS, en el cual se 
calculan las métricas que evalúan la dinámica del diseño de 
sistemas. 
Cabe señalar que los resultados obtenidos a lo largo del 
ejemplo solo corresponden a un único caso de uso, y tal como 
se señalara precedentemente, para una mejor evaluación del 
diseño del sistema se debe realizar el análisis sobre la mayor 
cantidad (y de ser posible todos) los casos de uso. 
Seguidamente, y continuando con la numeración de los pasos 
anteriores, se describe el proceso de adición lógica de cuadros 
y grafos para el caso de analizar varios casos de uso. 
f) Generar el análisis para cada caso de uso que se 
quiera estudiar, tal como se describió entre los pasos 
(a) y (d) 
g) Realizar la suma de los grafos. La suma de grafos 
consiste en realizar una unión entre los grafos 
obtenidos, realizando la suma de la cantidad de 
llamadas identificadas en cada arista. A tal fin se 
sugiere proceder de la siguiente forma: 
i. Identificar todos los nodos involucrados y 
graficarlos. En el caso de que en el paso (a) se 
hayan modelado todas las clases, no es necesario 
realizar la identificación de los nodos. 
ii. Tomando un primer grafo de un caso de uso, 
pasar todas las aristas al nuevo grafo con todos 
los nodos. Pasar además de las aristas, su 
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correspondiente nomenclatura y la cantidad de 
llamadas que tiene el método. 
iii. Para los siguientes grafos ir pasando las nuevas 
aristas que no existan en el grafo con su 
correspondiente nomenclatura y cantidad de 
llamadas. En caso de que la arista (fácilmente 
distinguible por el Id) ya exista, se deberá 
adicionar la cantidad de llamadas. 
h) Realizar la suma de las tablas. Para lo cual se deberá 
proceder de la siguiente forma: 
i. Generar una tabla base con la totalidad de los 
nodos (o clases del sistema), cada uno con todos 
sus métodos listados y los identificadores 
utilizados 
ii. Recorrer cada tabla e ir sumando en la tabla base 
la cantidad de llamadas de cada método 
El resultado final consistirá de un grafo y una tabla con la 
totalidad de los casos de uso estudiados. En las figura 14 y 15 
pueden observarse dos casos de uso cuya adición daría como 
resultado el grafo de la figura 13. 
 
Figura 14 – Caso de uso A 
 
 
Figura 15 – Caso de uso B 
 
IV.3. Cálculo de métricas orientadas al diseño de sistemas 
A partir del modelo generado en la sección anterior se 
presenta en esta sección un conjunto de métricas que permiten 
estudiar el diseño de un sistema desde un punto de vista 
dinámico. Las métricas son desarrolladas en dos secciones: 
métricas propuestas en esta investigación (sección IV.3.1) y 
métricas existentes en otros dominios, reinterpretadas al 
dominio de sistemas (sección IV.3.3). 
1) Métricas propuestas en esta investigación 
En la esta sección se presenta un conjunto de métricas que 
fueron desarrolladas para la presente investigación con el 
objetivo de caracterizar diversos aspectos del diseño de 
sistema. 
 
 
a) Cantidad de nodos 
La cantidad de nodos posiblemente sea uno de los 
principales indicadores del diseño de un sistema debido a que 
determina la totalidad de clases, y por ende, el tamaño del 
sistema. El tamaño de un sistema es un indicador básico de su 
complejidad.  
Más allá de determinar el tamaño de la red compleja (y de 
forma transitiva, del sistema), la utilidad real de la cantidad de 
nodos es servir como factor de ponderación para el resto de las 
métricas de forma tal de permitir la proporcionalidad entre las 
mismas a la hora de comparar sistemas entre sí. 
La cantidad de nodos se puede calcular de forma muy 
sencilla en el gráfico contando todos los nodos presentes. 
Tomando como base la tabla el conteo es igual a la cantidad de 
filas de la primera columna. 
De forma numérica la cantidad de nodos, u orden del grafo, 
se representa como V. 
b) Cantidad de aristas 
La cantidad de aristas representa la cantidad de mensajes o 
métodos totales que se intercambian en el sistema. Tiene 
atributos similares a la métrica de cantidad de nodos. Resultan 
menester considerar que dentro de la aplicación de MADDS 
cada arista representa la llamada a un método con un conjunto 
de parámetros en particular. 
De forma análoga a la cantidad de nodos, esta métrica 
permite medir el tamaño y, de una forma básica, la complejidad 
de un sistema. Es también útil como factor de ponderación para 
otras métricas. 
El cálculo esta métrica puede realizarse contando en el 
grafo la cantidad de flechas existentes o de forma más sencilla, 
contando la cantidad de filas de la columna B del cuadro de 
soporte. 
De forma numérica la cantidad de aristas, o tamaño del 
grafo se representa como E. 
c) Llamadas totales 
Esta métrica representa la cantidad total de invocaciones o 
llamadas que se realizan a los diferentes métodos durante la 
ejecución del sistema en análisis. Permite medir de forma 
absoluta la cantidad de mensajes que se intercambian en el 
sistema, valor que puede ser asociado con el tamaño y la 
complejidad del sistema. 
La cantidad de llamadas a métodos puede calcularse 
sumando todas las llamadas modeladas en el grafo  o a 
partir de sumatoria de la última columna del cuadro de soporte. 
De forma numérica se define como  
d) Promedio de llamadas por método 
El promedio de llamadas por método permite analizar la 
cantidad de veces, en promedio, que un método es ejecutado en 
un sistema. Es una forma de medir la carga promedio que 
tienen los métodos en el sistema. 
Se define numéricamente como  
e) Promedio de llamadas por clase 
El promedio de llamadas por clase permite analizar la 
proporción entre llamadas y cantidad de clases. Es una forma 
de medir la carga promedio que tienen las clases en el sistema. 
Se define numéricamente como  
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f) Métodos sin uso 
No debería existir en un sistema un método que no se 
utilice y desde luego, es útil identificarlos en etapas tempranas 
para evitar que se desarrolle código que posteriormente no se 
utilizará. Un método de estas características desde luego 
tampoco podría pasar un test de integración ya que no se 
ejecutaría nunca. 
La diferencia entre la cantidad de aristas que ingresan a un 
nodo en la red compleja y la cantidad de métodos de dicho 
nodo debería ser nula. Un valor positivo implicará que se está 
invocando a un método inexistente (lo que significa un error de 
procedimiento en el proceso descripto en la sección IV.2) y un 
valor negativo implicará la existencia de métodos que no se 
utilizan en el sistema. Es importante recordar que dentro de 
MADDS se considera cada llamada a un método como un 
método diferente, por lo que esta métrica determinará no sólo 
la existencia de métodos sin uso sino también de posibles tipos 
de llamadas a métodos que no se encuentren en uso. 
Es posible obtener esta métrica a partir del cuadro generado 
en la sección IV.2, para dicho cálculo se debe contar la 
cantidad de filas de la columna B en donde la cantidad de 
llamadas en la tercera columna sea igual a cero. 
Se define numéricamente como M0 
g) Métodos con un único uso 
Es interesante conocer la cantidad de métodos de un 
sistema que a lo largo de todos los escenarios de ejecución se 
utiliza una sola vez. Su identificación permitirá evaluar 
posibilidades de mejora en el diseño del sistema. Al igual que 
en el caso de la métrica anterior, resulta primordial recordar 
que cada tipo de llamada polimórfica a un método es 
considerada como un método diferente en MADDS. 
Los métodos con un único uso se pueden identificar en el 
modelo del sistema como aquellas aristas que tienen un uno 
como α mientras que en la tabla serán todas aquellas filas que 
tengan un uno en cantidad de llamadas (cuarta columna). 
Se define numéricamente como M1 
h) Métodos muy utilizados 
El hecho de que existan métodos que tengan muchas 
llamadas normalmente implicará la existencia de un hub, 
fenómeno que es analizado a nivel de clases y no de métodos y 
que se relaciona íntimamente con la cohesión y el 
acoplamiento. La métrica de métodos muy utilizados se limita 
al análisis de un conjunto de métodos que estadísticamente 
tiene un uso notablemente superior a los demás. 
Es fundamental conocer aquellos métodos muy utilizados 
ya que tendrán un claro impacto en la ejecución del sistema. 
Además, se debe conocer de qué forma se distribuye la carga 
de trabajo en el universo de métodos del sistema dado que a 
partir de la misma se pueden definir grados de reusabilidad, 
cohesión y acoplamiento. 
El cálculo de métodos muy utilizados considera a aquellos 
métodos que tienen al menos un 50% más de llamadas que el 
promedio de llamadas del sistema. De forma numérica, el 
umbral ( ) a partir del cual se considerarán métodos estará 
dado por  
Todos aquellos métodos cuya cantidad de llamadas (α) sea 
igual o mayor al umbral  definido, serán contabilizados 
como métodos muy utilizados ( . Interesa conocer qué 
porcentaje de métodos, en relación a la cantidad total de 
métodos existentes, tiene mucho uso. Estos estarán dados por 
. 
Un porcentaje alto de métodos muy utilizados 
probablemente indicará un problema de diseño en el sistema 
considerando que indicará un alto acoplamiento. Un porcentaje 
bajo, en cambio, indicará un bajo acoplamiento y, 
probablemente, una alta cohesión. Es posible que esta métrica 
tome el valor de cero para el caso de que no haya métodos con 
una cantidad de llamadas al menos un 50% superior al 
promedio, caso en el cual podrá adaptarse el umbral definido. 
i) Tendencia central de la complejidad 
Una de las características más interesantes del software, y 
sobre la cual se han desarrollado mayor cantidad de métricas, 
es la complejidad del software. La complejidad tiene varias 
implicancias dentro de la ingeniería del software pero en esta 
sección se considera como la dificultad inherente del cálculo 
computacional. 
Dentro de la sección IV.2 se describió la forma de cálculo 
de la complejidad para los diferentes métodos utilizando una 
métrica estática. Interesa conocer el peso de dicha complejidad 
en la dinámica del sistema para lo cual se ponderará la misma 
con la cantidad de ejecuciones del método. 
La tendencia central de la complejidad será evaluada 
utilizando el promedio y la desviación estándar, además de la 
mediana. Para el cálculo del promedio es posible aplicar la 
propiedad distributiva y evaluar la tendencia central a nivel de 
clase en lugar de sistema. 
Para todo el sistema, el promedio de la complejidad 
dinámica será: 
 
En donde: 
? CP es la complejidad dinámica promedio 
? CE es la complejidad del método E 
?  es la cantidad de llamadas del método E 
? E la cantidad total de aristas o métodos del sistema 
Interesa conocer la desviación estándar (DCP) de la 
complejidad dinámica de los métodos con respecto a la CP 
para saber cómo se agrupan en torno al mismo. A tal fin se 
debe proceder con el cálculo: 
 
En los cálculos anteriores se tomó como referencia a la 
cantidad de métodos E para el cálculo del promedio. Además 
de este cálculo, es posible conocer la complejidad ponderada 
por la cantidad de clases del sistema (o nodos en el grafo 
complejo). Para este caso, el cálculo de la complejidad 
dinámica promedio estará dado por: 
 
En donde: 
? CP’ es la complejidad dinámica promedio por clase 
? CE es la complejidad del método E 
?  es la cantidad de llamadas del método E 
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? V la cantidad total de nodos o clases del sistema 
El promedio, o media aritmética, se ve influenciado por los 
extremos, situación que se ve remarcada en el análisis del 
software en donde es usual que haya métodos de extrema baja 
complejidad o métodos de extrema alta complejidad. En el 
análisis dinámico esta situación se agrava ya que también es 
usual la existencia de métodos o clases que reciben un muy 
alto, o muy bajo, número de llamadas. Por este motivo es que 
dentro de esta métrica se calcula también la mediana, la cual 
estadísticamente no se ve influenciada por los extremos. 
La forma de cálculo de la mediana es más compleja que la 
del promedio, se debe proceder obteniendo todos los n valores 
 ordenados de forma creciente y posteriormente 
identificando aquel cuya posición sea central. Es decir que la 
mediana de la complejidad estará dada por 
para un n impar y 
 para un n par. 
j) Complejidad dinámica total del sistema 
La complejidad dinámica del sistema estará dada por la 
sumatoria de los productos de la complejidad de los métodos 
por la cantidad de ejecuciones que tienen los mismos. Esta 
métrica define de una forma básica la complejidad total de un 
sistema en ejecución y, al igual que la métrica anterior, está 
asociada al esfuerzo inherente al cálculo computacional. 
Su cálculo estará dado por: 
 
En donde: 
? CDS es la complejidad dinámica total del sistema 
? E es la cantidad total de aristas o métodos del sistema 
? CE es la complejidad del método E 
?  es la cantidad de llamadas que recibe el método E 
k) Cohesión 
En la sección II.4.3, métricas dinámicas de cohesión, se 
describió el concepto de cohesión y las métricas más 
significativas que estudian dicha característica. La cohesión es 
una característica deseable en un sistema ya que se busca que 
todas las partes de una clase (métodos y variables) estén 
relacionadas entre sí. Existen distintos tipos de cohesión, sin 
embargo, en esta métrica se considerará la cohesión funcional, 
normalmente considerado el tipo de cohesión más deseado. 
La medición dinámica de la cohesión se realizará a partir 
del diagrama de clases y del cuadro de soporte desarrollado 
previamente, requiriendo además conocer los atributos 
privados de la clase con los que interactúa cada método. Es 
factible que en una primera iteración del diseño no se posea 
esta información, caso en el cual esta métrica no podrá 
calcularse. Es necesario conocerlo para poder medir la 
cohesión funcional de una clase, ya que consideramos que un 
método no es cohesivo cuando en su ejecución no utiliza 
ninguna de las variables privadas de la clase a la que pertenece. 
Un método con estas características podría implementarse en 
otra clase. 
El cálculo de esta métrica parte de la identificación de los n 
métodos no cohesivos pertenecientes a cada clase a partir de 
los cuales se puede calcular la cohesión funcional de la misma, 
considerando que la cohesión de la clase estará dada por la 
sumatoria de las llamadas a métodos no cohesivos, dividido la 
cantidad total de llamadas a métodos de clase. De forma 
numérica: 
 
En donde: 
? GC es la cohesión de una clase C determinada 
? E es la cantidad de métodos de la clase C 
?  es la cantidad de llamadas a métodos no cohesivos 
?  es la cantidad total de llamadas a métodos de la clase 
Obteniendo las diferentes cohesiones de cada clase se podrá 
obtener la cohesión total del sistema (G) mediante el promedio 
de todas las GC, es decir , en donde C es la cantidad 
de clases del sistema. 
l) Polimorfismo 
La métrica de polimorfismo determina la proporción entre 
las llamadas a métodos polimórficos y las llamadas totales del 
sistema. Define de esta forma la importancia del polimorfismo 
en la ejecución del sistema debido a que determina su 
incidencia en el sistema en ejecución. 
A partir del cuadro de soporte se pueden identificar 
aquellos métodos polimórficos como aquellos que poseen los 
mismos atributos pero de diferente tipo. La sumatoria de las 
llamadas a métodos polimórficos dividido por la cantidad de 
llamadas total del sistema será: 
 
En donde: 
? P es el polimorfismo total del sistema 
? E es la cantidad de métodos del sistema 
?  es la cantidad de llamadas a métodos polimórficos 
?  es la cantidad total de llamadas a métodos 
m) Sobrecarga 
La sobrecarga de un método se produce cuando un método 
puede ser llamado mediante el uso de diferentes parámetros. 
De forma intuitiva pueden identificarse en el cuadro de soporte 
como aquellos que tienen el mismo nombre pero diferentes 
parámetros. La métrica de sobrecarga dinámica, de forma 
análoga a la métrica de polimorfismo, calcula la proporción de 
llamadas a métodos sobrecargados por sobre la cantidad de 
llamadas total del sistema. De forma numérica: 
 
En donde: 
? S es la sobrecarga total del sistema 
? E es la cantidad de métodos del sistema 
?  es la cantidad de llamadas a métodos sobrecargados 
?  es la cantidad total de llamadas a métodos 
n) Acoplamiento 
El acoplamiento en un sistema puede ser evaluado desde 
distintos puntos de vista ya que las clases en un sistema se 
relacionan de múltiples formas; es posible que por ejemplo las 
clases llamen a métodos de otras clases, que las clases hereden 
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funcionalidad o atributos de una clase padre o que las clases 
accedan a atributos de otras clases. Algunas de las métricas ya 
analizadas en esta sección permiten medir el acoplamiento. Por 
ejemplo, la métrica de promedio de llamadas por clase es un 
indicativo del acoplamiento promedio del sistema desde el 
punto de vista de las llamadas entre clases. 
Esta métrica tiene como objetivo identificar aquellas clases 
con un elevado acoplamiento, el cual podrá ser de 
acoplamiento de salida o acoplamiento de entrada, de forma 
análoga a las métricas desarrolladas por Arisholm vistas en la 
sección II.4.2.b. Consideraremos que una clase tiene un alto 
acoplamiento de salida cuando realiza al menos un 50% más de 
llamadas que el promedio de todas las clases y tendrá un alto 
nivel de acoplamiento de entrada cuando reciba un 50% más de 
llamadas que el promedio de todas las clases. Al igual que en el 
caso de la métrica de métodos muy utilizados, este parámetro 
podrá ser modificado en función de las necesidades del 
sistema. 
El umbral, igual para ambos casos, estará dado por 
. Todas aquellas clases que realicen más 
de  llamadas tendrán un alto nivel de acoplamiento de 
salida (  y todas aquellas clases que reciban más de  
llamadas tendrán un alto nivel de acoplamiento de entrada 
( . Para ambos casos interesa conocer el porcentaje total de 
clases sobre el total del sistema: 
 
 
En donde: 
? AS es el acoplamiento de salida del sistema 
? AE es el acoplamiento de entrada del sistema 
? V es la cantidad de nodos del sistema 
?  es la cantidad de clases con llamadas de salida que 
superan el umbral establecido 
?  es la cantidad de clases con llamadas de entrada que 
superan el umbral establecido 
o) Herencia 
En el paso b del modelado del comportamiento del sistema 
mediante redes complejas se asentaron todos los métodos 
utilizados en la ejecución del sistema agregando un asterisco en 
aquellos heredados. Además de obtener la información a partir 
de las salidas de este paso, también es posible identificar los 
métodos heredados a partir del diagrama de clases. Conociendo 
los métodos heredados, interesa en esta métrica determinar la 
proporción de llamadas totales que representan los métodos 
heredados sobre el total de llamadas del sistema. De forma 
numérica, estará dada por: 
 
Siendo: 
?  la cantidad de métodos heredados 
?  la cantidad de veces que se ejecuta el método 
heredado E 
?  la cantidad de llamadas totales del sistema 
p) Resumen de métricas propuestas en esta investigación 
TABLA 9 – RESUMEN DE MÉTRICAS PROPUESTAS EN ESTA INVESTIGACIÓN 
Métrica Definición 
D V Cantidad de clases del sistema 
Cantidad de aristas E Cantidad de métodos del sistema 
Llamadas totales LL Cantidad de ejecuciones de métodos en el sistema 
Promedio de 
llamadas por 
método 
LL(M) Promedio de llamadas por método 
Promedio de 
llamadas por clase LL(E) Promedio de llamadas por clase 
Métodos sin uso M0 Cantidad de métodos no utilizados 
Métodos con un 
único uso M1 
Cantidad de métodos utilizados en una 
única oportunidad 
Métodos muy 
utilizados  
Métodos con un 50% más de llamadas 
que el promedio 
Tendencia central 
de la complejidad 
CP 
DPC 
CP’ 
Media, desviación estándar y mediana 
de la complejidad del sistema. 
Complejidad 
dinámica total del 
sistema 
CDS Sumatoria de la complejidad del sistema 
Cohesión G Promedio de cohesiones de la clases de un sistema 
Polimorfismo P Proporción entre llamadas a métodos polimórficos y llamadas totales 
Sobrecarga S Proporción entre llamadas a métodos sobrecargados y llamadas totales 
Acoplamiento AS AE 
Clases con un 50% más de llamadas de 
salida o entrada que el promedio de 
llamadas por clase 
Herencia H Proporción entre llamadas a métodos heredados y llamadas totales 
 
2) Métricas existentes en otros dominios, reinterpretadas al 
dominio de sistemas 
En esta sección se presenta un conjunto de métricas 
tomadas del dominio de las redes complejas y reinterpretadas 
al dominio de sistemas. 
a) Factor small-world 
Tal como se analizó en la sección II.7.1, la característica 
small-world determina que en una red compleja la mayoría de 
los nodos no estarán conectados entre sí pero existirá al menos 
un camino relativamente corto entre dos nodos cualesquiera. 
Desde el punto de vista de los sistemas software, es interesante 
conocer la longitud del camino promedio entre los nodos ya 
que este valor indicará la amplitud del sistema. Además, la 
característica small-world es indicativa de la robustez del 
sistema y de la eficiencia en la comunicación a través del 
mismo. 
La longitud del camino promedio, o factor small-world, no 
es un valor fácil de obtener y su cálculo está dado por [2]: 
 
En donde  es la distancia mínima existente entre 
los nodos  y , la cual debe considerarse cero para los casos 
en que no haya comunicación entre ambos nodos. 
b) Hubbing 
Las redes small-world poseen un pequeño conjunto de 
nodos con un alto grado de distribución, que son conocidos 
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como hubs. Desde el punto de vista dinámico en sistemas, los 
hubs representan clases con muchas conexiones, es decir, con 
un uso notablemente mayor al del promedio de clases. Es 
interesante conocer las clases hub ya que al ser clases muy 
utilizadas dan lugar a posibilidades de mejora, además de 
evidenciar aquellas clases cuyo error podría ser catastrófico 
para el sistema en ejecución. 
El concepto de hubbing está íntimamente relacionado con 
el de acoplamiento, tal como fue visto en la sección IV.3.1.n, el 
cual será base para el cálculo del hubbing en un sistema. 
Considerando como  a las clases con una cantidad de 
llamadas de entrada y/o salida que supere el umbral establecido 
, definiremos como hubbing a: 
 
c) Factor scale-free 
Una de las características distintivas de las redes complejas 
es la distribución del grado de los nodos, o cantidad de aristas 
que posee. En las redes aleatorias el grado de los nodos tendrá 
una distribución de Poisson mientras que en las redes 
complejas varía notablemente, tal como se estudió en la 
sección II.7.1. 
El modelo de preferencias dinámicas explicado por 
Barabási [9] determina que el grado de distribución en una red 
compleja está dado por una ley de potencias que sigue la forma 
 en donde normalmente . Esto 
significa que un pequeño conjunto de nodo tendrá una gran 
cantidad de aristas (nodos hubs) mientras que la mayoría de los 
nodos tendrá una cantidad notablemente menor de aristas. 
Tal como se estudió en la sección II.7.2 ya ha quedado 
demostrado en la literatura de la materia que los sistemas 
software siguen una ley de potencias de la forma descripta en 
el párrafo anterior, pero esos estudios quedaron acotados a 
análisis estáticos. Interesa conocer en esta métrica el grado de 
distribución en un sistema en ejecución, considerando como 
grado a la cantidad de llamadas existentes en cada nodo. 
A tal fin, esta métrica calcula la distribución de grado 
dinámica a partir de contabilizar para cada nodo la cantidad 
llamadas que posee, contabilizando α en todas sus aristas. 
Posteriormente es necesario clasificar la cantidad de nodos que 
posee cada grado dinámico y determinar su incidencia con 
respecto a la cantidad de nodos totales. 
Finalmente, se podrán representar los resultados en un 
gráfico de dos ejes, en donde el eje x representará el grado de 
distribución y el eje y representará la fracción de nodos que 
posee dicha distribución. La curva resultante que se aproxime 
al gráfico determinará la el valor de . 
d) Coeficiente de agrupamiento 
Este concepto, introducido por Watts y Strogatz [97], tiene 
sus orígenes en la sociología en donde es conocido como 
fracción de triples transitivos. El coeficiente de agrupamiento 
representa la tendencia a la formación de cliques, es decir, 
conjuntos de vértices tal que para todo par de vértices de dicho 
conjunto existe una arista que las conecta. 
Albert y Barabási [2] definen al coeficiente de 
agrupamiento partiendo de un nodo vi que tiene a su vez ki 
aristas que lo conectan a ki nodos. Si los nodos que son vecinos 
inmediatos del nodo vi formaran un clique habría ki (ki – 1)/2 
aristas entre ellos. Podemos entonces definir como coeficiente 
de clustering (Ci) a la razón existente entre el número total de 
aristas (Ei) y la cantidad de aristas (ki (ki – 1)/2) que existiría en 
caso de que formaran un clique. Es decir: 
 
El coeficiente de agrupamiento de toda la red será el 
promedio de todos los Ci. De forma numérica: 
 
Este valor representará la dependencia promedio existente 
entre las clases del sistema y variará entre 0 y 1, siendo mínimo 
cuando exista un bajo grado de conexión o dependencia entre 
las clases y máximo cuando todas las clases estén conectadas 
con todas las demás. 
En un grafo aleatorio, en el cual los nodos y sus conexiones 
se distribuyen aleatoriamente según una probabilidad p, el 
coeficiente de agrupamiento es C = p, pero en la mayoría, sino 
todos, los sistemas reales se demuestra que, manteniendo la 
cantidad de nodos, el coeficiente de agrupamiento es mucho 
mayor [2; 97]. 
Al analizar un sistema es importante considerar que no 
debería darse para ningún caso que Ci = 0 ya que esto 
implicaría que la clase no tiene ninguna conexión, o bien, que 
no es utilizada en ningún momento. Tampoco debería darse 
que C = 1 ya que implicaría que todas las clases invocan a 
todas las demás clases resultando en un acoplamiento máximo, 
contrario a las buenas prácticas de diseño. 
e) Resumen de métricas existentes en otros dominios, 
reinterpretadas al dominio de sistemas 
TABLA 10 – RESUMEN DE MÉTRICAS EXISTENTES EN OTROS DOMINIOS, 
REINTERPRETADAS AL DOMINIO DE SISTEMAS 
Métrica Definición 
Factor small-world L Longitud del camino promedio entre clases 
Hubbing Clases con un 50% más de llamadas que el promedio 
Factor scale-free Exponente del grado de distribución de las clases 
Coeficiente de 
agrupamiento C
Dependencia promedio entre las clases del 
sistema 
V. VALIDACIÓN 
En esta sección se analiza y estudia el comportamiento de la 
solución propuesta en esta investigación. En primer lugar se 
realiza una introducción al método de validación a aplicar, con 
las justificaciones correspondientes de su elección (sección 
V.1). Posteriormente se explican las partes de la solución que 
se someterán a estudio (sección V.2), presentándose al final los 
resultados de la aplicación del método de validación (sección 
V.3). 
V.1 Introducción al método de validación 
Visto y considerando que la solución propuesta en el 
sección anterior consiste en una metodología adaptable a 
diferentes procesos de desarrollo de software y a sistemas de 
variadas características y tamaños, sumado al hecho de que la 
comunidad de métricas de software tiene una marcada 
preferencia por las métricas validadas empíricamente [59], se 
determinó utilizar un método de validación empírico por 
simulación basado en el método de Monte Carlo. 
Desarrollados sistemáticamente a mediados de la década de 
1940, los métodos de Monte Carlo son definidos formalmente 
como la acción de representar la solución de un problema 
como un parámetro de una población hipotética y usar una 
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secuencia numérica aleatoria de números para construir una 
muestra de la población a partir de la cual estimaciones 
estadísticas del parámetro pueden ser obtenidas. En otras 
palabras, los métodos de Monte Carlo son un amplio conjunto 
de algoritmos que a partir de la ejecución de experimentos 
sobre muestras aleatorias permiten obtener un resultado 
numérico [54]. 
Los métodos de Monte Carlo dan solución a una variedad 
de problemas, estocásticos o determinísticos, y fueron 
favorecidos notablemente por el incremento en la capacidad 
computacional ya que su precisión está asociada a la cantidad 
de experimentos ejecutados. 
La aplicación de los conceptos de los métodos de Monte 
Carlo a la simulación consiste en el desarrollo de un modelo 
matemático del proceso a analizar, identificando en dicho 
proceso las variables independientes y las variables 
dependientes, quedando el comportamiento de estas últimas 
definido por el valor de las primeras. Luego de definido el 
modelo matemático del proceso a simular, y de la 
identificación de las variables correspondientes, se debe 
proceder ejecutando experimentos sobre dicho modelo, 
asignando valores a las variables independientes y observando 
el comportamiento asociado de las variables dependientes, las 
cuales permitirán comprender el funcionamiento del sistema 
tras una adecuada cantidad de experimentos ejecutados. 
La metodología presentada en la sección anterior posee dos 
actividades principales: el modelado del sistema como red 
compleja y el cálculo de métricas orientadas al diseño. 
Considerando que la primera de estas actividades está acotada 
a la representación de los diagramas de secuencia de UML 
como una red compleja, la validación se aplicará únicamente 
sobre la segunda actividad, en la cual se presentaron una serie 
de métricas para el estudio de la dinámica de los sistemas 
desde el punto de vista del diseño. A su vez, del conjunto de 
métricas presentadas, solo se realizará la validación de las 
métricas propuestas en esta investigación ya que se considera 
que las métricas existentes en otros dominios ya fueron 
validadas en los mismos y solamente se reinterpretaron al 
dominio de sistemas software, al ser los mismos modelados 
como redes complejas. 
V.2 Aplicación del método de validación 
En la sección IV.3, Cálculo de métricas orientadas al 
diseño de sistemas, se presentó una serie de métricas que 
permiten estudiar el diseño de un sistema desde un punto de 
vista dinámico. Estas métricas pueden ser clasificadas según el 
estándar ISO/IEC 9126 en métricas básicas (o directas), 
métricas de agregación y métricas derivadas, tal como se 
describió en el estado de la cuestión. 
Las métricas básicas, que se obtienen sin ningún cálculo 
directamente del modelo del sistema, se corresponden dentro 
de los métodos de Monte Carlo con las variables 
independientes y son las que definen las características 
intrínsecas del sistema en estudio. Las métricas de agregación y 
las métricas derivadas, las cuales requieren de cálculos para su 
obtención, se corresponden a su vez con las variables 
dependientes ya que su valor dependerá funcionalmente de las 
métricas básicas. Solamente se realizará la validación sobre las 
métricas derivadas ya que las métricas básicas y las métricas de 
agregación presentan características propias del sistema en 
estudio por lo que no se requiere estudiar su comportamiento. 
La validación de las métricas desarrolladas en esta 
investigación mediante una simulación basada en el método de 
Monte Carlo partirá de un conjunto de sistemas de prueba 
generados de forma aleatoria de acuerdo a una distribución de 
probabilidad delimitada por los atributos característicos de 
sistemas definidos por Myers [74]. Los límites serán 
establecidos a partir de una serie de parámetros experimentales 
y acotarán a ciertos atributos de los sistemas de prueba, los 
cuales dentro del proceso de validación se corresponden con 
las variables independientes, o métricas básicas. A partir de las 
métricas básicas, a su vez, se calcularán las demás métricas 
realizando las interpretaciones correspondientes para cada una 
de ellas. A continuación se describe el protocolo definido para 
el método de validación: 
1. La primera actividad consiste en la definición de una 
serie de parámetros para todas las variables 
independientes del modelo de simulación. Se deberá 
definir un límite inferior y/o un límite superior para 
los siguientes atributos de los sistemas del banco de 
pruebas: cantidad de clases, cantidad de métodos por 
clase, cantidad de llamadas asociada a cada método, 
complejidad de cada método, umbral de cohesión, 
umbral de polimorfismo y sobrecarga y umbral de 
herencia. 
2. Una vez definidos los parámetros iniciales se deberá 
generar un banco de pruebas de una cantidad 
determinada de sistemas. Se utilizará la aplicación 
Microsoft Excel para registrar los parámetros 
definidos en la primera actividad y todos los datos 
correspondientes a los sistemas del banco de pruebas, 
utilizando la herramienta de datos Análisis de 
Hipótesis de dicha aplicación. 
3. A partir de las simulaciones realizadas sobre todos los 
sistemas del banco de pruebas, se realizará una 
integración estadística de los resultados generando los 
gráficos y tablas de soporte que se consideren 
necesarias 
4. Finalmente, se interpretarán los resultados obtenidos 
elaborando guías de interpretación para las métricas 
desarrolladas 
V.3 Estudio de las métricas de MADDS 
En esta sección, y en base al protocolo definido para el 
método de validación descripto en la sección anterior, se 
especifican las variables independientes (sección V.3.1), las 
variables dependientes (sección V.3.2) y se analizan los 
resultados del proceso de validación de cada una de las 
variables desarrolladas en esta investigación (sección V.3.3). 
1) Variables independientes 
En la primera actividad del protocolo definido para el 
método de validación se enumeraron los atributos de los 
sistemas que se corresponden con las variables independientes. 
Estas variables serán generadas aleatoriamente dentro del 
proceso de simulación y se encontrarán acotadas por 
parámetros que permitirán modelar sistemas de acuerdo a lo 
descripto por los atributos característicos de sistemas 
modelados como redes complejas definidos por Myers [74]. 
Además de afectar directamente a las métricas de 
agregación y a las métricas derivadas, una de las variables 
independientes (Cantidad de nodos) es a su vez una métrica 
básica ya que se obtiene directamente del sistema en estudio 
sin necesidad de ningún cálculo o uso de otra métrica. En la 
tabla 11 se enumeran las variables independientes junto con 
una descripción de las mismas. 
 
TABLA 11 – LISTADO DE VARIABLES INDEPENDIENTES 
Variable independiente Descripción 
Cantidad de nodos (V) Cantidad de clases del sistema. Se corresponde con la métrica cantidad de nodos 
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(V). Se le asignará un valor aleatorio dentro 
de un rango de valores definido a nivel 
experimental. 
Cantidad de métodos por 
clase (EV) 
Cantidad de métodos por cada clase del 
sistema, o cantidad de aristas por cada nodo. 
Se le asignará un valor aleatorio dentro de un 
rango de valores definido a nivel 
experimental. 
Cantidad de llamadas de 
cada método  
Es la cantidad de veces que cada método es 
ejecutado en la simulación de la corrida del 
programa. Se le asignará un valor aleatorio 
dentro de un rango de valores definido a nivel 
experimental. 
Complejidad de cada 
método (CE) 
Complejidad ciclomática [67] de cada 
método. Se le asignará un valor aleatorio 
dentro de un rango de valores definido a nivel 
experimental. 
Umbral de cohesión (Uc) 
Porcentaje de métodos cohesivos. Se le 
asignará un valor aleatorio dentro de un 
rango de valores definido a nivel 
experimental. 
Umbral de polimorfismo y 
sobrecarga (Up) 
Porcentaje de métodos con polimorfismo y 
sobrecarga. Se le asignará un valor aleatorio 
dentro de un rango de valores definido a nivel 
experimental. 
Umbral de herencia (Uh) 
Porcentaje de métodos heredados. Se le 
asignará un valor aleatorio dentro de un 
rango de valores definido a nivel 
experimental. 
 
2) Variables dependientes 
Dentro del modelo definido para el método de validación, 
las variables dependientes son las métricas de agregación y las 
métricas derivadas propuestas en esta investigación. Las 
métricas de agregación son aquellas que se obtienen a través de 
cálculos directos sobre las métricas básicas y son: la métrica de 
cantidad de aristas, la métrica de llamadas totales, la métrica de 
cantidad de métodos sin uso y la métrica de cantidad de 
métodos con un único uso. Tal como se mencionó 
anteriormente, las métricas derivadas no requieren del estudio 
de su comportamiento. A su vez, las métricas derivadas, que 
requieren el uso de más de una métrica básica o la aplicación 
de alguna función sobre las mismas, son: la métrica del 
promedio de llamadas por método, la métrica del promedio de 
llamadas por clase, la métrica de métodos muy utilizados, la 
métrica de tendencia central de la complejidad, la métrica de 
complejidad dinámica total del sistema, la métrica de cohesión, 
la métrica de polimorfismo, la métrica de acoplamiento y la 
métrica de herencia. 
En la tabla 12 se enumeran las variables dependientes y se 
indican las demás variables, dependientes o independientes, de 
las cuales depende. Es importante considerar que algunas 
métricas, como la tendencia central de la complejidad, poseen 
más de un cálculo. 
TABLA 12 – LISTADO DE VARIABLES DEPENDIENTES 
Variable dependiente Dependencia de otras variables 
Cantidad de aristas Depende de la cantidad de métodos por clase 
Llamadas totales Depende de la cantidad de llamadas por método 
Métodos sin uso Depende de la cantidad de llamadas por método 
Métodos con un único 
uso 
Depende de la cantidad de llamadas por 
método 
Promedio de llamadas 
por método 
Depende de las llamadas totales y de la 
cantidad de aristas 
Promedio de llamadas 
por clase 
Depende de las llamadas totales y de la 
cantidad de clases 
Métodos muy utilizados Depende del promedio de llamadas por método y de la cantidad de aristas 
Tendencia central de la 
complejidad 
Depende de la complejidad de cada método, 
de la cantidad de llamadas por método, de la 
cantidad de aristas y de la cantidad de clases 
Complejidad dinámica 
total 
Depende de la complejidad de cada método y 
de la cantidad de llamadas por método 
Cohesión Depende del umbral de cohesión y de la cantidad de llamadas por método 
Polimorfismo 
Depende del umbral de polimorfismo y 
sobrecarga y de la cantidad de llamadas por 
método 
Sobrecarga 
Depende del umbral de polimorfismo y 
sobrecarga y de la cantidad de llamadas por 
método 
Acoplamiento Depende del promedio de llamadas por clase y de la cantidad de clases 
Herencia Depende de las llamadas totales y de la cantidad de llamadas por método 
 
3) Validación de métricas desarrolladas en esta 
investigación 
En esta sección se realiza el análisis de las métricas 
derivadas desarrolladas en esta investigación, aplicando el 
protocolo definido para el método de validación y con el 
objetivo de obtener una regla experimental del funcionamiento 
de las mismas. Se analizan, así la métrica del promedio de 
llamadas por método (sección V.3.3.a), la métrica del 
promedio de llamadas por clase (sección V.3.3.b), la métrica de 
métodos muy utilizados (sección V.3.3.c), la métrica de 
tendencia central de la complejidad (sección V.3.3.d), la 
métrica de complejidad dinámica total del sistema (sección 
V.3.3.e), la métrica de cohesión (sección V.3.3.f), las métricas 
de polimorfismo y sobrecarga (sección V.3.3.g), la métrica de 
acoplamiento (sección V.3.3.h) y la métrica de herencia 
(sección V.3.3.i). 
a) Métrica del promedio de llamadas por método  
El estudio de la métrica del promedio de llamadas por 
método requiere el uso de las variables experimentales que se 
describen en la tabla 13. 
TABLA 13 – VARIABLES EXPERIMENTALES DE LA MÉTRICA DEL PROMEDIO DE 
LLAMADAS POR MÉTODO 
Variable 
experimental Descripción 
LL(M) 
Promedio de llamadas por método. Se define mediante la 
fórmula  
LL 
Llamadas totales. Es la cantidad total de invocaciones o 
llamadas a métodos que se realizan durante la ejecución 
del sistema. Se define como . Es una métrica 
de agregación. 
 Cantidad de llamadas por método 
E Cantidad de aristas o métodos del sistema 
V 
Cantidad de nodos. Si bien no tiene influencia directa en 
el cálculo de esta métrica, es requerida para el diseño 
experimental 
EV 
Cantidad de métodos por nodo. No tiene influencia 
directa en el cálculo de esta métrica pero es requerida para 
el diseño experimental 
 
Para analizar el comportamiento de esta métrica se define 
un diseño experimental consistente en un banco de pruebas de 
1.000 sistemas simulados, de acuerdo a los requerimientos 
planteados en la sección V.2, aplicación del método de 
validación. A tal fin, para cada variable independiente se 
establece un valor aleatorio acotado por los parámetros 
experimentales definidos en la tabla 14, obteniendo un banco 
de pruebas de sistemas de diversos tamaños y características. 
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TABLA 14 – VALORES DEFINIDOS PARA LAS VARIABLES EXPERIMENTALES DE 
LA MÉTRICA DEL PROMEDIO DE LLAMADAS POR MÉTODO 
Variable 
experimental Valores definidos 
 
La cantidad de llamadas por método tendrá un valor 
aleatorio de entre 0 y 100 llamadas a lo largo de la 
simulación del experimento 
V 
La cantidad de clases tomará un valor aleatorio para 
cada sistema entre 5 y 50 clases, considerando que 
MADDS permite modelar desde una parte de un 
sistema hasta un sistema completo 
EV 
La cantidad de métodos por clase tendrá un valor 
aleatorio de entre 1 y 20, considerando que MADDS 
analiza a cada llamada sobrecargada o polimórfica de 
un método como un método diferente 
 
Del análisis de los datos generados por los experimentos 
ejecutados se observa que la métrica del promedio de llamadas 
por método efectivamente mide la cantidad de veces que, en 
promedio, cada método es llamado a lo largo de la ejecución 
del sistema. La modificación de los parámetros en el 
experimento permite observar que esta métrica es directamente 
proporcional, de forma lineal, a la cantidad de llamadas e 
inversamente proporcional, de forma lineal, a la cantidad de 
métodos. Para los valores aleatorios asignados a las variables 
independientes tanto el promedio como la mediana de esta 
métrica se mantienen en aproximadamente 21 llamadas por 
método, aún al considerar un banco de pruebas de 10.000 
sistemas, incluyendo sistemas de entre 51 y 627 métodos y de 
entre 1233 y 11717 llamadas a métodos. 
El conocer la carga promedio de un método en la ejecución 
de un sistema permite hacer una valoración de la importancia 
de cada método en el sistema y permite realizar comparaciones 
entre sistemas de diferentes características y tamaños. Como 
regla experimental del comportamiento de esta métrica, se 
concluye que la misma aumentará linealmente junto con la 
cantidad de llamadas totales y disminuirá linealmente junto con 
la cantidad de métodos totales del sistema. 
b) Métrica del promedio de llamadas por clase 
La métrica del promedio de llamadas por clase tiene 
propiedades similares a la métrica del promedio de llamadas 
por método aunque se encuentra orientada a medir la carga 
promedio que tienen las clases en el sistema. El estudio de la 
métrica del promedio de llamadas por clase requiere el uso de 
las variables experimentales que se describen en la tabla 15. 
TABLA 15 – VARIABLES EXPERIMENTALES DE LA MÉTRICA DEL PROMEDIO DE 
LLAMADAS POR CLASE 
Variable 
experimental Descripción 
LL(V) 
Promedio de llamadas por clase. Se define mediante la 
fórmula  
LL 
Llamadas totales. Es la cantidad total de invocaciones 
o llamadas a métodos que se realizan durante la 
ejecución del sistema. Se define como . 
Es una métrica de agregación. 
 Cantidad de llamadas por método 
E 
Cantidad de aristas o métodos del sistema. Si bien no 
tiene influencia directa en el cálculo de esta métrica, es 
requerida para el diseño experimental 
V Cantidad de nodos 
EV 
Cantidad de métodos por nodo. No tiene influencia 
directa en el cálculo de esta métrica pero es requerida 
para el diseño experimental 
 
Para el análisis del comportamiento de esta métrica se 
define un diseño experimental similar al generado para el 
análisis de la métrica del promedio de llamadas por método, 
consistente en un banco de pruebas de 1.000 sistemas 
simulados, de acuerdo a los requerimientos planteados en la 
sección 5.2, aplicación del método de validación. En la tabla 
16 se establecen los valores definidos para las variables 
independientes involucradas en esta métrica, obteniendo un 
banco de pruebas de sistemas de diversos tamaños y 
características. 
TABLA 16 – VALORES DEFINIDOS PARA LAS VARIABLES EXPERIMENTALES DE 
LA MÉTRICA DEL PROMEDIO DE LLAMADAS POR CLASE 
Variable 
experimental Valores definidos 
 
La cantidad de llamadas por método tendrá un valor 
aleatorio de entre 0 y 100 llamadas a lo largo de la 
simulación del experimento 
V 
La cantidad de clases tomará un valor aleatorio para 
cada sistema entre 5 y 50 clases, considerando que 
MADDS permite modelar desde una parte de un 
sistema hasta un sistema completo 
EV 
La cantidad de métodos por clase tendrá un valor 
aleatorio de entre 1 y 20, considerando que MADDS 
analiza a cada llamada sobrecargada o polimórfica de 
un método como un método diferente 
 
Los experimentos simulados permiten llegar a la conclusión 
de que efectivamente la métrica del promedio de llamadas por 
clase mide la cantidad de veces que, en promedio, cada clase 
recibe una invocación a un método. Al igual que en la métrica 
del promedio de llamadas por método, esta métrica es 
directamente proporcional a la cantidad de llamadas e 
inversamente proporcional a la cantidad de clases, siendo 
ambas proporciones lineales. En los experimentos realizados, y 
con los valores asignados aleatoriamente dentro de los 
parámetros definidos, se obtuvo un promedio de 225 llamadas 
por clase, con una mediana similar y un mínimo de 138 
llamadas promedio y un máximo de 288. Valores similares se 
obtuvieron ampliando el universo de experimentos a 10.000 
sistemas. 
Como regla experimental del comportamiento de esta 
métrica, se puede afirmar que el valor que obtenga aumentará 
linealmente con la cantidad de llamadas totales del sistema y 
disminuirá linealmente junto con la cantidad de clases totales 
del sistema, desde luego manteniendo constantes las demás 
variables del sistema. Esta métrica permite realizar un análisis 
de la carga promedio de cada clase en la ejecución de un 
sistema, pudiendo realizar una valoración a partir de la 
misma. 
c) Métrica de métodos muy utilizados 
La simulación de la métrica de métodos muy utilizados 
requiere el uso de las variables experimentales que se describen 
en la tabla 17. Esta métrica parte de la definición de un umbral, 
correspondiente a  una vez y media del promedio de llamadas 
por método. A partir de dicho umbral se calcula el porcentaje 
de métodos muy utilizados. 
Para analizar el comportamiento de esta métrica se define 
un diseño experimental consistente en un banco de pruebas de 
1.000 sistemas simulados, de acuerdo a los requerimientos 
planteados en la sección 5.2, aplicación del método de 
validación. A tal fin, para cada variable independiente se 
establece un valor aleatorio acotado por los parámetros 
experimentales definidos en la tabla 18, obteniendo un banco 
de pruebas de sistemas de diversos tamaños y características. 
En las simulaciones realizadas, los sistemas variaron entre los 
33 métodos y los 564, con un promedio de 250 y una mediana 
de 240. Las llamadas a su vez variaron entre las 742 y las 
11218, con un promedio de 5459 y una mediana de 5138. 
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TABLA 17 – VARIABLES EXPERIMENTALES DE LA MÉTRICA DE MÉTODOS MUY 
UTILIZADOS 
Variable 
experimental Descripción 
μ Porcentaje de métodos muy utilizados. Se define como μ = (Mμ / αμ) * 100 
Mμ Cantidad de métodos cuya cantidad de llamadas supera αμ 
αμ 
Umbral de métodos muy utilizados. Se define como αμ = 
1,5 * LL(M) 
LL(M) 
Promedio de llamadas por método. Se define mediante la 
fórmula  
LL 
Llamadas totales. Es la cantidad total de invocaciones o 
llamadas a métodos que se realizan durante la ejecución 
del sistema. Se define como . Es una métrica 
de agregación. 
 Cantidad de llamadas por método 
E Cantidad de aristas o métodos del sistema 
V 
Cantidad de nodos. Si bien no tiene influencia directa en 
el cálculo de esta métrica, es requerida para el diseño 
experimental 
EV 
Cantidad de métodos por nodo. No tiene influencia 
directa en el cálculo de esta métrica pero es requerida para 
el diseño experimental 
TABLA 18 – VALORES DEFINIDOS PARA LAS VARIABLES EXPERIMENTALES DE 
LA MÉTRICA DE MÉTODOS MUY UTILIZADOS 
Variable 
experimental Valores definidos 
 
La cantidad de llamadas por método tendrá un valor 
aleatorio de entre 0 y 100 llamadas a lo largo de la 
simulación del experimento 
V 
La cantidad de clases tomará un valor aleatorio para cada 
sistema entre 5 y 50 clases, considerando que MADDS 
permite modelar desde una parte de un sistema hasta un 
sistema completo 
EV 
La cantidad de métodos por clase tendrá un valor aleatorio 
de entre 1 y 20, considerando que MADDS analiza a cada 
llamada sobrecargada o polimórfica de un método como 
un método diferente 
 
A partir del análisis experimental se observa que esta 
métrica toma un valor promedio de aproximadamente 30% con 
una muy baja dispersión, valor que representa la cantidad de 
métodos con una cantidad de llamadas superior a 1,5 veces el 
promedio de llamadas por método. Este valor se condice con 
las características de los sistemas software modelados como 
redes complejas, definidas por Myers [74] y expuestas en el 
sección 2, estado del arte. Se modificaron los parámetros de 
entrada del experimento sin encontrar ningún cambio en los 
resultados al variar los parámetros de cantidad de clases o 
cantidad de llamadas por método, pero encontrando un cambio 
notable al modificar la variable de cantidad de métodos por 
clase. Esta modificación, que se observa en la figura 16 permite 
asumir que existe una cantidad de métodos por clase que 
maximizará la proporción de métodos muy utilizados. 
 
Figura 16 – Comportamiento de la métrica de métodos muy utilizados al 
modificar el parámetro Ev 
Conocer el porcentaje de métodos muy utilizados -a partir 
de la información obtenida de un análisis dinámico de un 
sistema- permite determinar aquellos métodos con un gran 
impacto en la ejecución del sistema. El porcentaje de métodos 
muy utilizados influenciará de forma directa sobre el 
acoplamiento y de forma inversa sobre la cohesión del sistema 
por lo que es importante encontrar un punto de equilibrio, al 
igual que en las demás características de diseño del sistema. 
d) Métrica de tendencia central de la complejidad 
La medición de la complejidad en esta investigación se 
desarrolló a través de cinco métricas diferentes, cuatro de las 
cuales están orientadas a la medición de la tendencia central de 
la misma. Estas métricas son: la complejidad dinámica 
promedio (CP), la desviación estándar de la complejidad 
dinámica promedio (DCP) y la mediana de la complejidad 
dinámica (MC), las tres operando a nivel de métodos; y la 
complejidad dinámica promedio por clase (CP’) que opera a 
nivel de clases. En la tabla 19 se describen las variables 
experimentales necesarias para la medición de estas tres 
métricas. 
TABLA 19 – VARIABLES EXPERIMENTALES DE LA MÉTRICA DE TENDENCIA 
CENTRAL DE LA COMPLEJIDAD 
Variable 
experimental Descripción 
CP 
Complejidad dinámica promedio. Se define como: 
 
DCP 
Desviación estándar de la complejidad dinámica de los 
métodos con respecto a la complejidad dinámica 
promedio (CP). Se define como: 
 
CP’ 
Complejidad dinámica promedio por clase. Se define 
como: 
 
MC 
Mediana de la complejidad dinámica. Se obtiene 
mediante el cálculo: 
CE Complejidad ciclomática [67] de cada método. 
 Cantidad de llamadas por método 
E Cantidad de aristas o métodos del sistema 
V Cantidad de nodos 
EV 
Cantidad de métodos por nodo. No tiene influencia 
directa en el cálculo de esta métrica pero es requerida 
para el diseño experimental 
 
Para analizar el comportamiento de esta métrica se define 
un diseño experimental consistente en un banco de pruebas de 
1.000 sistemas simulados, de acuerdo a los requerimientos 
planteados en la sección 5.2, aplicación del método de 
validación. A tal fin, para cada variable independiente se 
establece un valor aleatorio acotado por los parámetros 
experimentales definidos en la tabla 20, obteniendo un banco 
de pruebas de sistemas de diversos tamaños y características. 
Luego de analizar los resultados de los diversos 
experimentos se llega a la conclusión de que para los valores 
definidos para las variables experimentales todas las 
mediciones de complejidad toman un valor estable. 
Considerando la valuación de la complejidad ciclomática de 
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McCabe, la complejidad promedio toma un valor medio de 173 
con una desviación estándar de 340 y una mediana de 305, 
mientras que la complejidad promedio a nivel de clases es de 
1806, en promedio. 
TABLA 20 – VALORES DEFINIDOS PARA LAS VARIABLES EXPERIMENTALES DE 
LA MÉTRICA DE TENDENCIA CENTRAL DE LA COMPLEJIDAD 
Variable 
experimental Valores definidos 
CE 
La complejidad ciclomática tomará un valor aleatorio 
entre 1 y 15, reflejando métodos con un riesgo bajo a 
moderado [43]. 
 
La cantidad de llamadas por método tendrá un valor 
aleatorio de entre 0 y 100 llamadas a lo largo de la 
simulación del experimento 
V 
La cantidad de clases tomará un valor aleatorio para 
cada sistema entre 5 y 50 clases, considerando que 
MADDS permite modelar desde una parte de un 
sistema hasta un sistema completo 
EV 
La cantidad de métodos por clase tendrá un valor 
aleatorio de entre 1 y 20, considerando que MADDS 
analiza a cada llamada sobrecargada o polimórfica de 
un método como un método diferente 
 
Considerando los valores obtenidos en los experimentos de 
las métricas de promedio de llamadas por método y promedio 
de llamadas por clase, obtenemos que, anulando el factor α, o 
cantidad de llamadas, la complejidad promedio de cada método 
es apenas mayor a 8, similar al promedio de las complejidades 
efectivamente obtenido en los experimentos. Como regla 
experimental podemos afirmar que todas las métricas de la 
tendencia central de la complejidad son directamente 
proporcionales a la complejidad y a la cantidad de llamadas de 
los métodos e inversamente proporcional a la cantidad de los 
mismos. Esta métrica, al igual que las anteriores, permite 
comparar sistemas de distintas características y tamaños entre 
sí. 
e) Métrica de complejidad dinámica total del sistema 
El estudio de la métrica de complejidad dinámica total del 
sistema requiere el uso de las variables experimentales que se 
describen en la tabla 21. 
TABLA 21 – VARIABLES EXPERIMENTALES DE LA MÉTRICA DE COMPLEJIDAD 
DINÁMICA TOTAL DEL SISTEMA 
Variable 
experimental Descripción 
CDS 
Complejidad dinámica total del sistema. Se define 
como: 
 
CE Complejidad ciclomática [67] de cada método. 
 Cantidad de llamadas por método 
E 
Cantidad de aristas o métodos del sistema. No tiene 
influencia directa en el cálculo de esta métrica pero es 
requerida para el diseño experimental 
V 
Cantidad de nodos. Si bien no tiene influencia directa 
en el cálculo de esta métrica, es requerida para el 
diseño experimental 
EV 
Cantidad de métodos por nodo. No tiene influencia 
directa en el cálculo de esta métrica pero es requerida 
para el diseño experimental 
 
Para analizar el comportamiento de esta métrica se define 
un diseño experimental consistente en un banco de pruebas de 
1.000 sistemas simulados, de acuerdo a los requerimientos 
planteados en la sección 5.2, aplicación del método de 
validación. A tal fin, para cada variable independiente se 
establece un valor aleatorio acotado por los parámetros 
experimentales definidos en la tabla 22, obteniendo un banco 
de pruebas de sistemas de diversos tamaños y características. 
TABLA 22 – VALORES DEFINIDOS PARA LAS VARIABLES EXPERIMENTALES DE 
LA MÉTRICA DEL PROMEDIO DE LLAMADAS POR MÉTODO 
Variable 
experimental Valores definidos 
CE 
La complejidad ciclomática tomará un valor aleatorio 
entre 1 y 15, reflejando métodos con un riesgo bajo a 
moderado [43]. 
 
La cantidad de llamadas por método tendrá un valor 
aleatorio de entre 0 y 100 llamadas a lo largo de la 
simulación del experimento 
V 
La cantidad de clases tomará un valor aleatorio para 
cada sistema entre 5 y 50 clases, considerando que 
MADDS permite modelar desde una parte de un 
sistema hasta un sistema completo 
EV 
La cantidad de métodos por clase tendrá un valor 
aleatorio de entre 1 y 20, considerando que MADDS 
analiza a cada llamada sobrecargada o polimórfica de 
un método como un método diferente 
 
Los experimentos realizados permitan observar que en un 
universo de sistemas con una complejidad de entre 8488 y 
92820, valuada de acuerdo a la métrica de complejidad 
ciclomática definida por McCabe el promedio es de entre 
46000 y 52000, aun ampliando el banco de pruebas a los 
10.000 sistemas simulados. 
Como regla experimental podemos afirmar que la 
complejidad dinámica total del sistema es directamente 
proporcional a la complejidad de los métodos y la cantidad de 
ejecuciones de los mismos. 
f) Métrica de cohesión 
El análisis de la métrica de cohesión requiere el uso de las 
variables experimentales que se describen en la tabla 23. 
TABLA 23 – VARIABLES EXPERIMENTALES DE LA MÉTRICA DE COHESIÓN 
Variable 
experimental Descripción 
GC 
Cohesión del sistema. Se define numéricamente como: 
 
UC 
Umbral de cohesión. Determina la frontera sobre la 
cual un número aleatorio determina si un método es 
cohesivo o no. 
LL 
Llamadas totales. Es la cantidad total de invocaciones 
o llamadas a métodos que se realizan durante la 
ejecución del sistema. Se define como  o 
. Es una métrica de agregación.  
 Cantidad de llamadas por método 
E 
Cantidad de aristas o métodos del sistema. No tiene 
influencia directa en el cálculo de esta métrica pero es 
requerida para el diseño experimental 
V 
Cantidad de nodos. Si bien no tiene influencia directa 
en el cálculo de esta métrica, es requerida para el 
diseño experimental 
EV 
Cantidad de métodos por nodo. No tiene influencia 
directa en el cálculo de esta métrica pero es requerida 
para el diseño experimental 
 
Para analizar el comportamiento de esta métrica se define 
un diseño experimental consistente en un banco de pruebas de 
1.000 sistemas simulados, de acuerdo a los requerimientos 
planteados en la sección 5.2, aplicación del método de 
validación. A tal fin, para cada variable independiente se 
establece un valor aleatorio acotado por los parámetros 
experimentales definidos en la tabla 24, obteniendo un banco 
de pruebas de sistemas de diversos tamaños y características. 
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TABLA 24 – VALORES DEFINIDOS PARA LAS VARIABLES EXPERIMENTALES DE 
LA MÉTRICA DE COHESIÓN 
Variable 
experimental Valores definidos 
UC 
Se le asigna un valor de 0,1 y define que aquellos 
números aleatorios (entre 0 y 1) menores a dicho 
umbral sean no cohesivos. 
 
La cantidad de llamadas por método tendrá un valor 
aleatorio de entre 0 y 100 llamadas a lo largo de la 
simulación del experimento 
V 
La cantidad de clases tomará un valor aleatorio para 
cada sistema entre 5 y 50 clases, considerando que 
MADDS permite modelar desde una parte de un 
sistema hasta un sistema completo 
EV 
La cantidad de métodos por clase tendrá un valor 
aleatorio de entre 1 y 20, considerando que MADDS 
analiza a cada llamada sobrecargada o polimórfica de 
un método como un método diferente 
 
En base a los resultados obtenidos del experimento se llega 
a la conclusión de que la métrica de cohesión mide 
correctamente la proporción entre métodos no cohesivos y 
métodos cohesivos desde un punto de vista dinámico ya que 
considera la cantidad de veces que los mismos son ejecutados. 
En la figura 17 se describe gráficamente el comportamiento de 
la métrica en función del umbral de cohesión, el cual determina 
la probabilidad de que un método sea cohesivo. Al medir la 
métrica la proporción con respecto a la totalidad de llamadas a 
métodos, es correcto tener una relación lineal entre ambas. 
 
Figura 17 – Comportamiento de la métrica de cohesión al modificar Uc 
 
Como regla experimental, podemos afirmar que la métrica 
de cohesión es directamente proporcional a la cantidad de 
veces que se ejecutan los métodos no cohesivos, e 
inversamente proporcional a la cantidad de llamadas totales a 
métodos en la ejecución del sistema. Conocer este valor 
permite no solo comparar sistemas entre sí sino saber qué 
proporción de métodos no cohesivos hay en el sistema, lo que 
podría llevar a realizar ajustes en el diseño del sistema. 
g) Métricas de polimorfismo y sobrecarga 
Si bien el polimorfismo y la sobrecarga son dos aspectos de 
los sistemas que deben ser evaluados por separado, ambas 
están orientadas a medir la funcionalidad de los métodos en el 
sistema. Más allá de esto, ambas métricas son similares entre sí 
por lo que serán estudiadas en conjunto, a partir de un único 
umbral de polimorfismo y sobrecarga. El análisis 
correspondiente a estas métricas, y la definición del umbral 
compartido, se describe en la tabla 25. 
Para analizar el comportamiento de esta métrica se define 
un diseño experimental consistente en un banco de pruebas de 
1.000 sistemas simulados, de acuerdo a los requerimientos 
planteados en la sección 5.2, aplicación del método de 
validación. A tal fin, para cada variable independiente se 
establece un valor aleatorio acotado por los parámetros 
experimentales definidos en la tabla 26, obteniendo un banco 
de pruebas de sistemas de diversos tamaños y características. 
TABLA 25 – VARIABLES EXPERIMENTALES DE LAS MÉTRICAS POLIMORFISMO 
Y SOBRECARGA 
Variable 
experimental Descripción 
P 
Polimorfismo del sistema, el cual se define como: 
 
S 
Sobrecarga del sistema, el cual se define como: 
 
Up 
Umbral de polimorfismo y sobrecarga. Determina la 
frontera sobre la cual un número aleatorio determina si 
un método es polimórfico y/o se encuentra 
sobrecargado 
LL 
Llamadas totales. Es la cantidad total de invocaciones 
o llamadas a métodos que se realizan durante la 
ejecución del sistema. Se define como  o 
. Es una métrica de agregación.  
 Cantidad de llamadas por método 
E 
Cantidad de aristas o métodos del sistema. No tiene 
influencia directa en el cálculo de esta métrica pero es 
requerida para el diseño experimental 
V 
Cantidad de nodos. Si bien no tiene influencia directa 
en el cálculo de esta métrica, es requerida para el 
diseño experimental 
EV 
Cantidad de métodos por nodo. No tiene influencia 
directa en el cálculo de esta métrica pero es requerida 
para el diseño experimental 
TABLA 26 – VALORES DEFINIDOS PARA LAS VARIABLES EXPERIMENTALES DE 
LAS MÉTRICAS DE POLIMORFISMO Y SOBRECARGA 
Variable 
experimental Valores definidos 
UP 
Se le asigna un valor de 0,5. Define que aquellos 
números aleatorios (entre 0 y 1) menores a dicho 
umbral sean no cohesivos. 
 
La cantidad de llamadas por método tendrá un valor 
aleatorio de entre 0 y 100 llamadas a lo largo de la 
simulación del experimento 
V 
La cantidad de clases tomará un valor aleatorio para 
cada sistema entre 5 y 50 clases, considerando que 
MADDS permite modelar desde una parte de un 
sistema hasta un sistema completo 
EV 
La cantidad de métodos por clase tendrá un valor 
aleatorio de entre 1 y 20, considerando que MADDS 
analiza a cada llamada sobrecargada o polimórfica de 
un método como un método diferente 
 
Los resultados del experimento permiten llegar a 
conclusiones similares a las de la métrica de cohesión vista en 
la sección anterior. La métrica de polimorfismo mide 
correctamente la proporción entre métodos polimórficos y  
métodos totales desde un punto de vista de la ejecución; 
mientras que la métrica de sobrecarga mide la correcta 
proporción entre métodos sobrecargados y métodos totales 
desde un punto de vista dinámico. Al compartir en el 
experimento el mismo umbral, ambas métricas llegan a valores 
similares a lo largo de todo el experimento. Además de esto, al 
partir de una caracterización aleatoria de los métodos para 
determinar su polimorfismo o sobrecarga, se llega al mismo 
fenómeno de correspondencia lineal entre el umbral 
correspondiente y la métrica en estudio. 
Como regla experimental, podemos afirmar que la métrica 
de polimorfismo es directamente proporcional a la cantidad de 
veces que se ejecutan los métodos polimórficos, e 
inversamente proporcional a la cantidad de llamadas totales a 
métodos en la ejecución del sistema. Misma conclusión puede 
hacerse con respecto a la métrica de métodos sobrecargados. 
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Estas métricas permiten comparar diferentes sistemas entre sí, 
además de proporcionar guías para evaluar el diseño del 
sistema. 
h) Métrica de acoplamiento 
El análisis de la métrica de acoplamiento requiere el uso de 
las variables experimentales que se describen en la tabla 27. De 
forma análoga a la métrica de métodos muy utilizados, la 
métrica de acoplamiento parte de la definición de un umbral, 
correspondiente a una vez y media el promedio de llamadas 
por clase, a partir del cual se establecen aquellos métodos con 
un elevado nivel de acoplamiento de entrada o de salida. 
TABLA 27 – VARIABLES EXPERIMENTALES DE LA MÉTRICA DE ACOPLAMIENTO 
Variable 
experimental Descripción 
AS 
Porcentaje de clases con elevado acoplamiento de 
salida. Se define numéricamente como: AS = (ψS / V) * 
100 
AE 
Porcentaje de clases con elevado acoplamiento de 
entrada. Se define numéricamente como: AE = (ψE / V) 
* 100 
ψS Cantidad de clases que realizan más de αψ llamadas 
ψE Cantidad de clases que reciben más de αψ llamadas 
αψ 
Umbral de acoplamiento. Se define como = 1,5 * 
LL(V) 
LL(V) 
Promedio de llamadas por clase. Se define mediante la 
fórmula  
LL 
Llamadas totales. Es la cantidad total de invocaciones 
o llamadas a métodos que se realizan durante la 
ejecución del sistema. Se define como . 
Es una métrica de agregación. 
 
Cantidad de llamadas por método. No tiene influencia 
directa en el cálculo de esta métrica pero es requerida 
para el diseño experimental 
V 
Cantidad de nodos. Si bien no tiene influencia directa 
en el cálculo de esta métrica, es requerida para el 
diseño experimental 
EV 
Cantidad de métodos por nodo. No tiene influencia 
directa en el cálculo de esta métrica pero es requerida 
para el diseño experimental 
 
Para analizar el comportamiento de esta métrica se define 
un diseño experimental consistente en un banco de pruebas de 
1.000 sistemas simulados, de acuerdo a los requerimientos 
planteados en la sección 5.2, aplicación del método de 
validación. A tal fin, para cada variable independiente se 
establece un valor aleatorio acotado por los parámetros 
experimentales definidos en la tabla 28, obteniendo un banco 
de pruebas de sistemas de diversos tamaños y características. 
TABLA 28 – VALORES DEFINIDOS PARA LAS VARIABLES EXPERIMENTALES DE 
LA MÉTRICA DE ACOPLAMIENTO 
Variable 
experimental Valores definidos 
 
La cantidad de llamadas por método tendrá un valor 
aleatorio de entre 0 y 100 llamadas a lo largo de la 
simulación del experimento 
V 
La cantidad de clases tomará un valor aleatorio para 
cada sistema entre 5 y 50 clases, considerando que 
MADDS permite modelar desde una parte de un 
sistema hasta un sistema completo 
EV 
La cantidad de métodos por clase tendrá un valor 
aleatorio de entre 1 y 20, considerando que MADDS 
analiza a cada llamada sobrecargada o polimórfica de 
un método como un método diferente 
 
Se realizaron dentro del experimento decenas de 
simulaciones encontrando una dispersión de los resultados en 
función de las características del sistema. En la mayoría de las 
ejecuciones del experimento el acoplamiento fue relativamente 
bajo, cercano al 5%, y nunca superó el 20%. Este resultado se 
corresponde con las buenas prácticas de diseño de sistemas, en 
las cuales se sugiere un bajo acoplamiento. Asimismo, permite 
comprobar las características de los sistemas software 
modelados como redes complejas, definidas por Myers [74]. 
Conocer el porcentaje de clases con un alto acoplamiento de 
salida o de entrada, permite establecer el porcentaje de clases 
con un muy alto impacto en la ejecución del sistema ya que 
este parámetro se establece en función de la cantidad de 
llamadas totales de las clases, tanto para la salida como para la 
entrada. Esta métrica permite además comparar sistemas entre 
sí.  
i) Métrica de herencia 
El análisis de la métrica de herencia requiere el uso de las 
variables experimentales que se describen en la tabla 29. 
TABLA 29 – VARIABLES EXPERIMENTALES DE LA MÉTRICA DE HERENCIA 
Variable 
experimental Descripción 
H 
Herencia dinámica del sistema. Se define 
numéricamente como: 
 
UH 
Umbral de Herencia. Determina la frontera sobre la 
cual un número aleatorio determina si un método es 
heredado o no. 
LL 
Llamadas totales. Es la cantidad total de invocaciones 
o llamadas a métodos que se realizan durante la 
ejecución del sistema. Se define como  o 
. Es una métrica de agregación.  
E Cantidad de llamadas por método heredado 
E 
Cantidad de aristas o métodos del sistema. No tiene 
influencia directa en el cálculo de esta métrica pero es 
requerida para el diseño experimental 
V 
Cantidad de nodos. Si bien no tiene influencia directa 
en el cálculo de esta métrica, es requerida para el 
diseño experimental 
EV 
Cantidad de métodos por nodo. No tiene influencia 
directa en el cálculo de esta métrica pero es requerida 
para el diseño experimental 
 
Para analizar el comportamiento de esta métrica se define 
un diseño experimental consistente en un banco de pruebas de 
1.000 sistemas simulados, de acuerdo a los requerimientos 
planteados en la sección 5.2, aplicación del método de 
validación. A tal fin, para cada variable independiente se 
establece un valor aleatorio acotado por los parámetros 
experimentales definidos en la tabla 30, obteniendo un banco 
de pruebas de sistemas de diversos tamaños y características. 
TABLA 30 – VALORES DEFINIDOS PARA LAS VARIABLES EXPERIMENTALES DE 
LA MÉTRICA DE HERENCIA 
Variable 
experimental Valores definidos 
UC 
Se le asigna un valor de 0,6 y define que aquellos 
números aleatorios (entre 0 y 1) menores a dicho 
umbral sean heredados. 
 
La cantidad de llamadas por método tendrá un valor 
aleatorio de entre 0 y 100 llamadas a lo largo de la 
simulación del experimento 
V 
La cantidad de clases tomará un valor aleatorio para 
cada sistema entre 5 y 50 clases, considerando que 
MADDS permite modelar desde una parte de un 
sistema hasta un sistema completo 
EV 
La cantidad de métodos por clase tendrá un valor 
aleatorio de entre 1 y 20, considerando que MADDS 
analiza a cada llamada sobrecargada o polimórfica de 
un método como un método diferente 
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Los resultados del experimento permiten llegar a la 
conclusión de que la métrica de herencia mide correctamente la 
proporción de llamadas totales que representan los métodos 
heredados sobre el total de llamadas del sistema, siempre desde 
el punto de vista dinámico. En los experimentos realizados, la 
métrica de herencia arrojó una media aritmética de 61%, 
similar a la mediana, con un mínimo de 49% y un máximo de 
79% 
Como regla experimental, podemos afirmar que la métrica 
de herencia es directamente proporcional a la cantidad de veces 
que se ejecutan los métodos heredados, e inversamente 
proporcional a la cantidad de llamadas totales del sistema. 
Conocer este valor permite no solo comparar sistemas entre sí 
sino saber qué proporción de métodos heredados hay en el 
sistema, lo que podría llevar a realizar ajustes en el diseño del 
sistema. 
VI.  CONCLUSIONES 
En esta sección se presentan los aportes de este artículo 
(sección VI.1) y se identifican futuras líneas de investigación 
en base al problema abierto sobre el cual se trabajó (sección 
VI.2). 
VI.1 Aportes de este artículo 
En este artículo se presentó una metodología de análisis 
dinámico de sistemas basada en redes complejas, la cual 
pretende dar soporte a la toma de decisiones, tanto técnicas 
como de gestión, del proceso de desarrollo de software. La 
metodología desarrollada propone una serie de métricas que 
permiten evaluar el comportamiento del sistema en la etapa de 
diseño de sistemas, cubriendo así dos aspectos descuidados en 
las métricas desarrolladas hasta el momento: la precisión y la 
oportunidad. Precisión, al utilizar métricas dinámicas y 
oportunidad, al desarrollar las mismas en una la fase de diseño 
de sistemas, fase temprana del proceso de desarrollo de 
software. 
De forma más específica, se listan a continuación los 
aportes de la metodología de análisis desarrollada al cuerpo de 
conocimiento de la Ingeniería del Software: 
1. El desarrollo de una metodología de análisis dinámico 
de sistemas basada en redes complejas cuyos 
componentes pueden ser reemplazados, o bien, a la que 
se pueden agregar nuevos componentes. 
2. La capacidad de modelar la ejecución de un sistema 
como una red compleja, aportando una nueva visión a 
los avances realizados en el modelado de sistemas 
software como redes complejas, los cuales se 
encontraban acotados hasta el momento a aspectos 
estructurales de los sistemas. 
3. La propuesta de una serie de métricas, desarrolladas en 
este artículo, que permiten evaluar el comportamiento 
en ejecución de un sistema. Se han propuesto las 
métricas de cantidad de nodos, cantidad de aristas, 
llamadas totales, promedio de llamadas por método, 
promedio de llamadas por clase, métodos sin uso, 
métodos con un único uso, métodos muy utilizados, 
tendencia central de la complejidad, complejidad 
dinámica total, cohesión, polimorfismo, sobrecarga, 
acoplamiento y herencia. 
4. El uso de métricas y conceptos del universo de las redes 
complejas, reinterpretados al dominio  de sistemas. Se 
desarrollaron así las métricas de factor small-world, 
hubbing, factor free-scale y coeficiente de 
agrupamiento. 
Los aportes realizados permiten responder a las preguntas 
de investigación planteadas en la sección 3, las cuales fueron la 
guía de desarrollo de esta obra y que se responden a 
continuación: 
? Pregunta 1: ¿Es posible desarrollar un modelo de 
sistemas software basado en redes complejas, generable a 
partir de diagramas UML, basado en RUP, centrado en el 
diseño, y con el objetivo de calcular métricas sobre el 
mismo? 
? Respuesta 1: Se pudo desarrollar un modelo de sistemas 
software basado en redes complejas, generado a partir de 
diagramas UML, basado en RUP, centrado en el diseño y 
a partir del cual se calculan métricas. El modelo, que 
extiende los conceptos de las redes complejas para incluir 
datos necesarios para el análisis de la ejecución de los 
sistemas, es generado a partir de diagramas de secuencia 
(UML). Asimismo, la metodología dentro de la cual se 
desarrolla el modelo utiliza terminología RUP y se 
encuadra dentro del flujo de análisis y diseño del mismo, 
flujo en el cual se desarrolla el diseño del sistema. 
? Pregunta 2: De ser posible desarrollar este modelo, ¿se 
puede generar un conjunto de métricas que estudien el 
comportamiento del sistema? En caso afirmativo, ¿qué 
métricas? 
? Respuesta 2: Efectivamente a partir del modelo 
desarrollado se pudo generar un conjunto de métricas para 
analizar y estudiar el comportamiento de un sistema en 
ejecución. A tal fin se desarrolló una serie de métricas, 
además de haber reinterpretado métricas ya existentes del 
dominio de las redes complejas al dominio de sistemas. 
Las métricas desarrolladas son las métricas de cantidad de 
nodos, cantidad de aristas, llamadas totales, promedio de 
llamadas por método, promedio de llamadas por clase, 
métodos sin uso, métodos con un único uso, métodos muy 
utilizados, tendencia central de la complejidad, 
complejidad dinámica total, cohesión, polimorfismo, 
sobrecarga, acoplamiento y herencia. Las métricas 
reinterpretadas son las métricas de factor small-world, 
hubbing, factor free-scale y coeficiente de agrupamiento 
VI.2 Futuras líneas de investigación 
Durante el desarrollo de este artículo se identificaron 
problemas abiertos dentro del área de las métricas de software. 
A partir de estos problemas identificados se proponen las 
siguientes líneas de investigación: 
1. El estudio del comportamiento de las métricas 
desarrolladas en este artículo fue realizado mediante un 
proceso de validación empírico por simulación basado 
en el método de Monte Carlo. Surge entonces la 
posibilidad de evaluar el comportamiento de las mismas 
en el desarrollo de sistemas reales. 
2. Al haberse planteado en este artículo una metodología 
de análisis dinámico de sistemas basada en redes 
complejas cuyos componentes pueden ser 
reemplazados, surgen dos posibilidades de desarrollo: 
a. Si bien en la actualidad UML es el lenguaje de 
modelado estándar dentro de la Ingeniería del 
Software y los diagramas de secuencia son 
comunes a la mayoría de los desarrollos, podrían 
desarrollarse nuevas actividades para modelar el 
comportamiento de un sistema a partir de otros 
modelos de UML, como los diagramas de 
comportamiento, o directamente a partir de otros 
lenguajes de modelado 
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b. El proceso unificado de desarrollo de software es 
el proceso más elegido a la hora de avanzando con 
nuevos desarrollos de software. Aun así, un gran 
porcentaje de los desarrollos son realizados bajo 
otras metodologías, en particular, metodologías 
ágiles. Es factible incorporar dentro de la 
metodología desarrollada en este artículo los 
componentes necesarios para adaptarla a los 
procesos de desarrollo ágiles. 
3. Se definió un conjunto de métricas para evaluar el 
comportamiento de la dinámica de un sistema desde el 
punto de vista de diseño. Es posible desarrollar nuevas 
métricas sobre la metodología propuesta para cubrir 
aspectos del diseño que no hayan sido tenidos en 
cuenta. 
4. El análisis  dinámico planteado fue acotado a la 
cantidad de ejecuciones de cada método y podría ser 
ampliado mediante la incorporación del tiempo, 
estimado o real, de ejecución de cada método. Esta 
incorporación permitiría aumentar aún más la precisión 
de las métricas desarrolladas. 
5. El desarrollo de MAADS tuvo en cuenta la oportunidad 
de la información, considerando el análisis a partir del 
diseño del sistema. Sería factible adaptar el estudio que 
realiza MAADS a partir de código completamente 
desarrollado. 
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