We prove that for a function /(z) transcendental and meromorphic in the plane and not of the form exp{az + b), we have either N(r, l///")^o(T(r, /'//)) or Tim !2I^LJZ£G g 2.
Introduction
The following theorem was proved in [12] , confirming a conjecture of Hayman [8] . The proof of Theorem A in [12] begins by using a device of Frank [5, 6, 7] . If f u f 2 are linearly independent solutions of the associated homogeneous equation w" + a x w' + a o w = 0, then we define g by g 2 =f/F, and the functions Wj=f'jg-fj(f'/f)g solve an equation w" + a 1 w' + bw = 0 in which b is meromorphic with only finitely many poles. The paper [15] uses this method to determine all functions / meromorphic in the plane for which / and F have only finitely many zeros, with the a, any rational functions. In the particular case F=f", an alternative, but related, approach, used by Mues in [16] , is to write H = z-f/f so that H has only finitely many multiple points and its Schwarzian derivative {H,z} = H l3) /H' - §(J/"///') 2 [10,11] has only finitely many poles. Using the modified auxiliary function G = z -hf/f, with h a constant, Bergweiler proved the following in [2] .
Theorem B. Suppose that a is a constant such that a # 1 and l/(a-1) is not a positive integer, and suppose that f is transcendental and meromorphic of finite order in the plane such that L = ff" -af'
2 has only finitely many zeros. Then ), A,BeC.
It is necessary to assume in Theorem B that a is not of the form (n+\)/n, with n a positive integer, because of the example f(z)=g(z)~", with g any entire function such that g" has only finitely many zeros. The case a = 1 must also be excluded, because of examples such as /(z) = cosz,/(z)=(l +e z ) n ("^ l),/(z) = e 9(z) ,g"(z)#0 (see also [17] ). Bergweiler's proof in [2] does not use the Schwarzian derivative, but proceeds by applying the main result of [3] to show that the inverse function of G has only finitely many singularities, this leading to an estimate for G'(z) at fixpoints of G.
In the present paper, we remove the order restriction in Theorem B, and strengthen the conclusion that if (1.1) does not hold then L must have infinitely many zeros, thus also improving Theorem A in the most important case F=f". We state the following result, part (i) of which was proved by Frank and Hellerstein in [6] , with part (ii) appearing in outside an exceptional set. With the hypotheses of Theorem D, part (ii), the assumption that H is transcendental and (1.2) lead to an upper estimate for m(r, 1//), which in turn contradicts the fact that N(r, 1//) is small. This approach does not seem to work for the problem considered in Theorem B, and (1.2) is not available when H has infinite order. We prove here the following theorem. In particular, if N(r) counts the simple zeros of / and the zeros of / " which are not multiple zeros of/, and (1.3) holds, then we have (1.1). Theorem 1 will be proved using the following auxiliary result. We make some remarks about Theorem 2. First, we are free to assume that p(H) is positive, by the results of Shea and Eremenko already cited. Further, the first inequality of (1.4) implies that H has infinitely many fixpoints (as noted in [2] ) and, if H has finite lower order, implies additionally that (1.2) holds. However, these fixpoints may and almost certainly must lie in regions where the cosine term in (1.2) is small.
Of course, if / ' / / is not of small growth then Theorem 1 gives only a weak estimate for the number of zeros of / and /". We indicate in Section 5 where the second inequality of (1.4) seems to be necessary for our method, and in Section 8 we outline the proof of a stronger result which holds when / ' / / has very large growth.
Preliminaries
We begin by summarizing some facts from the Wiman-Valiron theory [9] . If y > 1/2 is a constant and g(z) = Zk°=o a * z ' t iS a transcendental entire function with maximum modulus M(r,g) on | z = r > l , the central index v(r,g) is the largest n such that \a n \r a = fi(r,g) = max m \a m r m , and there is a set of normal r, the complement of this set having finite logarithmic measure, such that if r is normal and |z o | = r with |g(z o )|> jM(r,g), we have
M(r,g')~M(r,g)v(r,g)/r, while g(z)~(z/z o y^g(z o ), and g°\z)/g(z)~(v(r,g)/zy
for , = 1,2 and |log(z/z 0 )|gv(r,s)-».
We require in addition representations in annuli for entire functions of very small by |Re(z)|^37iL, Ls^Im(z)^LSg2Ls, with |F(z)|gcL" 2 there. Then the equation
Proof. This is similar to Lemma 1 of [12] , but with a different region Q. We choose a solution v of the equation We take as path of integration the straight line segment from X to Re(z) + iLS followed by that from Re(z) + iLS to z. If ds denotes arc-length on this path, (2.3) gives
\v(z)-l\^]\F(t)v(t)\ds.

X
We set
\+\\F(t)v(t)\ds\
with C lying on the above path. 
and we choose a path of integration on which Im(t-z)^0. Finally we set U = ue~".
Proof of Theorem 2, first part
Suppose that H satisfies the hypotheses of the theorem, with
3 being a positive constant. Then [10, 11] we can write, locally,
where the vv 7 -are solutions of the equation 
(z) = (H(z) -(l))/(H(z) -i]/) has only simple zeros and poles and such that N{r,H l )~T(r,H). Further, we write H l (z) = a(z)/x(z) with
a and x entire functions with no common zeros, and we choose a zero u 0 of T(Z). This gives
, and we can assume that T(r,h) = O(\ogr) 2~a , because otherwise we can write h(z) = h*(z)e~2 X(z) with A(z) entire and T(r,h*) = 0(logr) 2~s , and we need only replace a and T by ae x and r e \ Returning to the function H, we have We can write and such that we have, for some non-zero constant y 0 ,
with similar representations for h t and h 2 in the same annulus. We now choose r, normal for the functions a, g t and g 2 , and z 0 and constants y t ,y, such that 3S 2^r^i s 2 , \a(z o )\ = M(r,a), and ^.<Ji<y<\-We then have, provided s 0 was chosen large enough, and we note that, with M(r, b) = max{|6(z)|:|z| = r},
We now make the same local change of variables as in [12, Section 7] , and [15, As in [12] we conclude that the function Z has in £>(l/4) simple islands over the closed region D* given by
and we choose such a pre-image £>**. By We estimate A, B, C and D, using a method different to that of [12] . Since
we obtain, denoting absolute constants by c, and using (3.9), and so (3.20)
Therefore we have, for s t ^| z | g r , using (3.7),^b ) while at least one term has modulus at least 1/M.
)=(AD-BQW(u,v) = (AD-BC)(2i + o{l)).
Completion of the proof of Theorem 2, in Case A
We choose a small positive constant r\, and we write , |argZ|^n/16. We apply the argument principle to G on the boundary of the region^. The change in log G(Z) as Z describes once counter-clockwise the boundary of the region in (4.5) is then, using (4.4),
Proof of Theorem 2: Case B
Here we suppose that T(r,a) = O(logr) 2~il2 . By (3.4) and (3.6), we must have p(gj) = p(H) for each j . We choose q' with q<q'<p(H) and e>0 with (l+e)q<q', and we can find arbitrarily large s 0 such that, for some j , We remark that at this point the second condition of (1.4) seems to be necessary for our method to work, because if the entire functions a and c are of roughly the same growth we have otherwise apparently no information on the local behaviour of a/c. We then have, by (3.19) and (5.1), if re\_s l ,s 2 ] is normal for both g jt and z is a maximum modulus point of gj with |z| = r, 
Proof of Theorem 1
We shall prove parts (i) and (ii) simultaneously, and we denote non-integrated counting functions, as usual, by n(r). As in [2] , we use the auxiliary function 
