We are studying the economic phenomenon of the unemployment in Maramures County of Romania. To obtain plausible conclusions regarding this study we apply different types of regression: the linear regression, polynomial regression, spline and Bspline regression. In this paper we focus on the numerical side of the research and we compare the predicted values, the graphic representation of the evolution, the future predictions and the errors generated by the regressions mentioned above. The calculations are performed in R, a programming language for statistical computing. An implementation in R is given. Keywords: linear regression, splines regression, B-spline regression, R language, the evolution of the unemployment in Maramures J.E.L. CODES: C68, R15
Introduction
National and County Employment Agencies (ANOFM and AJOFM), together with the National Statistical Institute of Romania (INSR), study the evolution of unemployment in Romania using statistical methods that compare the number of unemployed relative to unit time, relative to the region, educational studies, sex, age or unemployment rate. (For example BIM -International Labour Office -uses the Holt method; it uses exponential data series with a linear trend; it is the method of estimating unemployment measured according to the criteria of the International Labour Office (National Institute of Statistics, 2011)). We propose a study of econometric methods used in estimating and predicting the unemployment data in Maramures through the open-source mathematical-statistical programming environment R, namely the regression method. The linear regression, polynomial regression, spline regression and B-spline regression are used. The linear regression is particularly popular due to its ease of use and determines the line which passes through or adjacent to data points, based on the principle of least squares. But the linear regression and polynomial
Literature review
It is known that the regression is an econometric technique which investigates the relationship between a dependent and independent variable, "used for forecasting, time series modeling and finding the causal effect relationship between the variables." (Sunil, 2015) There are many forms of regressions. The challenge is to identify what regression best fits the problem investigated. Linear regression was the first type of regression analysis and it is used widely in practical applications. The frequent economic changes highlight the necessity of adapting regression models to variation of the economy. This is the case of the spline regression model. The spline regression is a relatively recently studied technique. In 1991, Friedman extended the recursive partitioning regression model of Morgan and Sonquist (1963) and Breiman, Friedman, Olshen and Stone (1984) by constructing a cumulative function which reunites the functions adapted to each sub-region, thus offering a better understanding of the evolution of the dependent variable. He applied the model to data sets from signal theory (numbers of shots), analytical chemistry (Portuguese olive oil) or artificial functions. Since then, specific economic problems were better solved by using the spline regression model. Thus Blindell, Chen and Kristensen (2007) studied the relation between the demand of goods and household budgets, using a continuous function on subsets of data resulted also from adding the subsets functions. Engle and Gonzalo (2008) studied the relation between the financial market and macroeconomic evolution using a GARCH-spline regression model for describing the trend with reduced frequency of macroeconomic variable volatility in time. Greiner (2009) used penalized splines to study the relation between the "primary surplus to GDP ratio and the debt ratio" (Greiner, 2009 ). Liu and Yang (2010) proposed the spline-backfiteed local linear procedure and applied it to a "varying coefficient extension of the Cobb-Douglas model for the US GDP that allows non neutral effects of the R&D on capital and labor as well as on the Total Factor Productivity." Haupt, Kagerer and Steiner (2014) illustrate spline and B-spline regression in an empirical application using unit sales, retail prices and display activities on the store level from a food chain in Chicago. For the computations they used the open-source software R. Using spline regression and R, Shujie et al (2015) computed their results on GDP growth and OECD Status. The list doesn"t stop here. If the mentioned papers use R for the computation of the created spline regression models, the present paper reunites four of the regression models (linear, polynomial, slpine and B-spline) and implements an R-function which generates results specific to each regression. The function compares these results in order to help the users in applying the proper model. We illustrate the functionality of the implemented R-function using unemployment data from the Maramures County.
Methodology
One of the advantages of the R statistical environment is the fact that complicated mathematical definitions and formulae may be avoided. The R code doesn"t require these. The piecewise linear model is "a non-linearity captured by estimating a linear regression through several intervals" (Ruppert et al, 2003) and is given by the equation We use the pre-defined R-functions for regressions: R is a free environment language and software for statistical calculation and graphics, developed since 1995 by Ross Ihaka and Robert Gentleman (hence the name R). It quickly gained the attention of programmers and statisticians becoming a powerful environment for statistical computing. R contains linear and non-linear statistical modeling techniques, statistical tests, techniques for linear time series analysis etc. R is an integrated suite of software facilities for data manipulation, calculation, graphics display that includes a simple and effective programming language, allowing statistical techniques to be implemented. R is a case-sensitive dialect of the S language (S language is a statistical programming language, developed since 1975, and updated to its modern version since 1988.). The code may be placed in the Command prompt window or may be used from a source file. There are a variety of data types including vectors (numeric, character, logic), matrices, lists and data windows. R's functionality comes from the basic functions found in the dedicated R packages or from complex functions created by the user. R provides facilities for implementing regressions through regression functions which are stored in packages distributed with the installation of R. A characteristic feature of R is the regression model lm(Y~model,data), where Y is the analyzed response and model is a set of terms for which some parameters will be estimated. For the linear regression the model is considered to be the set of independent variables X, the poly(.) model corresponds to the polynomial regression, the ns(.) model to the natural spline regression and the bs(.) model to the B-spline regression (see Table 1 ). The source code function that includes these formulas was written in R, in an editor file (New Script) and saved as Regression.R. The input data of the function (which has the same name: Regression) is the set of independent variables X, the set of dependent variables Y and the p value for which the prediction is intended. The output data is data specific to each regression, mainly the predicted values and the graphs of the regressions. The interpretation of the results is 
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reported in the last part of the algorithm, Conclusions. Main steps of the algorithm are described below. The applicability of this algorithm is highlighted by the study of regressions in the case of the unemployment data from Maramures County.
Main findings
The issue studied is the evolution of unemployed in Maramures County and its prediction in time. 
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2015 as the independent variable and the number of the unemployed from Maramures as the dependent variable. It is known that the number of the unemployed is influenced by a series of factors such as the number of job offers, the GDP and so on. For the sake of simplicity, the comparative study is applied for the observations of the annual unemployed number. Thus the study underlines the unemployment evolution through the linear regression, polynomial, spline and Bspline regression, using the algorithm described above. The first step is to write the observed data (using a comma separator for data) and to save it in a text document (Notepad, WordPad, MS Word, s.o.) as a simple .txt file. The sequence of instructions (Fig.A.1 ) reads the data from the file: setting the access path to the directory where the .txt file was saved -> reading the data from the file (in this case UnemloyedEvolution.txt) in the mandatory variable givendata -> viewing the data by calling givendata variable -> reading the independent variable Year in the X mandatory variable -> reading the unemployedNo dependent variable in the Y mandatory variable -> displaying X and Y. The function source(Regression.R) calls the source code of the algorithm from the file Regression.R. The function Regression(X,Y,2011)applies the linear regression model, polynomial, spline and B-spline for the variables X and Y, and it performs the prediction for the independent variable 2011. For each model the function returns the model coefficients, predicted/ theoretical values which are generated by the model for both an independent variable and for independent initial values, errors (residue) and the statistical parameters of the method (p-value, the multiple R-squared coefficient, the adjusted R-squared, the residual standard error, the number of degrees of freedom, the significance coefficients). Results can be viewed in steps I-IV (see Fig.A.2 for polynomial regression), but the comparison and interpretation may be made easier by using the graphical representation (Figure 1 ) and the conclusions contained in Step V. The table 3 summaries the results contained in conclusions. Source: own results adopted from Regression.R function 
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The graphical representation (Figure 1) shows that the B-spline and spline regressions approximate the observed data more accurately than the linear regression and polynomial regression (see also Fig.A.5 for generated results) . This is primarily due to the definition of the spline function. In the case of the unemployment in Maramures, the nonlinear manner of distribution of the observed data makes linear and polynomial regression to be discredited in the face of spline and B-spline regressions.
The theoretical values for periods of time within the 2000-2015 range differ as precision from one model to another. Thus, for a theoretical value for the number of unemployed in 2011, the linear regression is the method that sets the minimum error (Table 1 or Fig.A.3 for generated results) and for 2013 the optimum theoretical value is given by the spline regression. This result can be observed also from the analysis of the model that generates the lowest residue, as it is shown in conclusion 3 (Fig.A.5) . With a probability of 95%, the number of unemployed in 2011, given by the linear regression, can oscillate between 2,024 and 15,289, a relatively broad range compared to the spline regression (Table 4 and Fig.A.4 for generated results). Within the studied phenomenon, the comparative analysis of the residue shows that the spline regression model is valid. In order to identify which method can be used to a greater extent forecasters, the R-squared is compared. The B-spline regression can be used in predictions with 92.63% confidence interval (see Table 1 and Fig.A.6 for generated results) . The standard errors of the studied phenomena are relatively high in all four estimates (Table 1 and Fig.A.7 for generated results), which means that the average deviation of the observed values compared to the theoretical ones is high. The predicted result with the lowest standard deviation of the estimation is given by the splines regression and has an error of ± 1,390 unemployed. 
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hypothesis test β = 0 leads to p-values that are smaller than 0.05, so the null hypothesis is rejected in all four cases, with a high degree of trust in the case of the spline regression (p-value=0.00014791). See Table 4 and Fig.A.8 . The intensity of the relationship between the two variables X and Y is given by the correlation coefficient of linear regression model, namely -0.6819874, the correlation being a relatively good, negative one, which emerges from the trend of the decreasing number of the unemployed. For a future prediction, the function Regression(X,Y,2016) returns the predictions from Fig.A.9 . and Table 5 . The polynomial regression and B-Spline regression in the near future indicate an increase, and the linear regression and spline regression indicate a decrease. For immediate future predictors, the spline and B-spline regression predictions will take extremely large values, or even negative ones, which confirms the known outcome that the spline functions are used in interpolation problems rather than extrapolation. The spline regressions are useful for predictions in which the unknown X values are within the range of the independent variables. The spline and B-spline regressions prove a higher tracking power of trends resulted from empirical data, and provide better tracking of the evolution of data over time. Although the spline regression is a useful approach in describing the economic evolution of the studied event, there are pros and cons, depending on the researched topic and the desired results. The researcher can apply the implemented function Regression.R to his own phenomena to generate the regression results.
Conclusions
Correct assessment of the evolution of annual unemployment is a constant concern for economists. Regressions are relatively easy to create and apply models giving very good results in estimations. In this paper we apply regression techniques in employment analysis and we compare the results in the case of Maramures County. The dataset comes from AJOFM and consist of the last 16 years (2000-2015) and the number of unemployed corresponding to these years. From this dataset we observe that after an increase of the number of unemployed in the crisis years 
