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ARITHMETIC PROPERTIES OF EIGENVALUES OF GENERALIZED
HARPER OPERATORS ON GRAPHS
JO´ZEF DODZIUK, VARGHESE MATHAI, AND STUART YATES
Abstract. Let Q denote the field of algebraic numbers in C. A discrete group G is said to have
the σ-multiplier algebraic eigenvalue property, if for every matrix A ∈ Md(Q(G, σ)), regarded as
an operator on l2(G)d, the eigenvalues of A are algebraic numbers, where σ ∈ Z2(G,U(Q)) is an
algebraic multiplier, and U(Q) denotes the unitary elements of Q. Such operators include the
Harper operator and the discrete magnetic Laplacian that occur in solid state physics. We prove
that any finitely generated amenable, free or surface group has this property for any algebraic
multiplier σ. In the special case when σ is rational (σn=1 for some positive integer n) this property
holds for a larger class of groups K containing free groups and amenable groups, and closed under
taking directed unions and extensions with amenable quotients. Included in the paper are proofs
of other spectral properties of such operators.
1. Introduction
This paper is concerned with number theoretic properties of eigenvalues of self adjoint matrix
operators that are associated with weight functions on a graph equipped with a free action of
a discrete group. These operators form generalizations of the Harper operator and the discrete
magnetic Laplacian (DML) on such graphs, as defined by Sunada in [23].
The Harper operator and DML over the Cayley graph of Z2 arise as the Hamiltonian in discrete
models of the behaviour of free electrons in the presence of a magnetic field, where the strength
of the magnetic field is encoded in the weight function. When the weight function is trivial, the
Harper operator and the DML reduce to the Random Walk operator and the discrete Laplacian
respectively. The DML is in particular the Hamiltonian in a discrete model of the integer quantum
Hall effect (see for example [3]); when the graph is the Cayley graph of a cocompact Fuchsian
group, the DML becomes the Hamiltonian in a discrete model of the fractional quantum Hall
effect ([6], [7] and [17]). It has also been studied in the context of noncommutative Bloch theory
([16], [21].)
The Harper operator and DML can be thought of as particular examples of weighted sums
of twisted right translations by elements of the group; alternatively, they can be regarded as
matrices over the group algebra twisted by a 2-cocycle, acting by (twisted) left multiplication.
As such, in section 6 we generalize results of [9] to demonstrate that such operators associated
with algebraic weight functions have only algebraic eigenvalues whenever the group is in a class
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of groups containing all free groups, finitely generated amenable groups and fundamental groups
of closed Riemann surfaces.
When the multiplier associated to the weight function is rational, the algebraicity of eigenvalues
extends to groups in a larger class K, defined in section 8. The class K contains all free groups,
discrete amenable groups, and groups in the Linnell class C; in particular it includes cocom-
pact Fuchsian groups and many other non-amenable groups. The algebraic eigenvalue properties
derived in this paper can be summarized in the following theorem.
Theorem 1.1 (Corollary 4.5, Theorems 6.1, 6.2, 6.3). Let σ be an algebraic multiplier for the
discrete group G, and let A ∈Md(Q(G,σ)) be an operator acting on l2(G)d by left multiplication
twisted by σ, where Q denotes the field of algebraic numbers. Alternatively, consider A to be a
finite sum of magnetic translation operators
∑
g∈G wgR
σ
g , where wg ∈ Md(Q). Then A has only
algebraic eigenvalues whenever
(1) G is finitely generated amenable, free or a surface group, or
(2) σ is rational (σn=1 for some positive integer n) and G ∈ K, where K is a class of groups
containing free groups and amenable groups, and is closed under taking directed unions
and extensions with amenable quotients.
The case when σ is a rational multiplier is established by relating the spectrum of these op-
erators to the spectrum of untwisted operators on a finite covering graph. The property follows
from the class K having the (untwisted) algebraic eigenvalue property (established in section 6,
following [9]), and from the fact that K is closed under taking extensions with cyclic kernel, as
demonstrated in section 8. We show in section 4 that these operators with rational weight func-
tion have no eigenvalues that are Liouville transcendental whenever the group is residually finite
or more generally in a certain large class of groups Gˆ containing K. We also show that there is an
upper bound for the number of eigenvalues whenever the group satisfies the Atiyah conjecture.
However, the case when σ is an algebraic multiplier is established in a significantly different
manner: in addition to an approximation argument that parallels that of [9], one also has to use
new arguments that rely upon the geometry of closed Riemann surfaces.
We also wish to highlight the remarkable computation of Grigorchuk and Z˙uk [13], that is
recalled in Theorem 5.5. The computation explicitly lists the dense set of eigenvalues of the
Random Walk operator on the Cayley graph of the lamplighter group — all of these eigenvalues
are algebraic numbers, as predicted by results in this paper and in [18], since the lamplighter
group is an amenable group.
Section 7 establishes an equality between the von Neumann spectral density function of A ∈
Md(C(G,σ)) for arbitrary multiplier σ, and the integrated density of states of A with respect to
a generalized Følner exhaustion of G, whenever G is a finitely generated amenable group, or a
surface group.
Acknowledgement We would like to thank the referee for detailed suggestions on improving
the paper.
2. Magnetic translations and the twisted group algebra
The Harper operator is an example of an operator that can be described as a sum of magnetic
right translations. In this section we will offer a brief description of the magnetic translation
operators, and observe that finite weighted sums of these magnetic translations are unitarily
equivalent to left multiplication by matrices over a twisted group algebra.
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Let G be a discrete group and σ be a multiplier, that is σ ∈ Z2(Γ;U(1)) is a normalized
U(1)-valued cocycle, which is a map from Γ× Γ to U(1) satisfying
σ(b, c)σ(a, bc) = σ(ab, c)σ(a, b) ∀a, b, c ∈ G(1)
σ(1, g) = σ(g, 1) = 1 ∀g ∈ G(2)
Consider the Hilbert space l2(G)d of square-integrable Cd-valued functions on G, where l2(G) =
{h : G→ C : ∑g∈G|h(g)|2 <∞}. The right magnetic translations are then defined by
(Rσg f)(x) = f(xg)σ(x, g).
Obviously, if σ is a multiplier, so is σ. The right magnetic translations commute with left magnetic
translations Lσg as follows from (1):
(3) RσgL
σ
h = L
σ
hR
σ
g ∀g, h ∈ G
where
(Lσhf)(x) = f(h
−1x)σ(h, h−1x).
Consider now self-adjoint operators on l2(G)d of the form
(4) Aσ =
∑
g∈S
A(g)Rσg
where A(g) is a d×d complex matrix for each g, and S is a finite subset of G. The self-adjointness
condition is equivalent to demanding that the weights A(g) satisfy A(g)∗ = A(g−1)σ(g, g−1).
These operators include as a special case the Harper operator and the DML on the Cayley
graph of G, where S is the generating set and A(g) is identically 1 for g in S. For the Harper
operator of Sunada [23] on a graph with finite fundamental domain under the free action of the
group G, one can construct an operator of the form (4) which is unitarily equivalent to the Harper
operator, after identifying scalar valued functions on the graph with Cn-valued functions on the
group, where n is the size of the fundamental domain.
Note that the operators of the form (4) are given explicitly by the formula
(Aσf)(x) =
∑
g∈G
A(x−1g)σ(x, x−1g)f(g).
For a given multiplier σ taking values in U(K) = K ∩U(1) for some subfield K of the complex
numbers, one can also construct the twisted group algebra K(G,σ) and examine d × d matrices
Bσ ∈ Md(K(G,σ)) acting on l2(G)d. Elements of K(G,σ) are finite sums
∑
agg, ag ∈ K with
multiplication given by (∑
agg
)
·
(∑
bgg
)
=
∑
gh=k
agbhσ(g, h)k.
The action of Bσ on a Cd-valued function f is then given by this multiplication,
(Bσf)(x) =
∑
h∈G
B(xh−1)σ(xh−1, h)f(h)
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where B(g) denotes the d×d matrix over K whose elements are the coefficients of g in the elements
of B. A straightforward computation shows that
(5) Bσ =
∑
g∈S
B(g)Lσg ,
where S is a finite subset of G.
The left and right twisted translations are unitarily equivalent via the map Uσ,
(Uσf)(x) = σ(x, x−1)f(x−1),
UσLσg = R
σ
gU
σ.
As such, operators of the form (4) and (5) will be unitarily equivalent if the coefficient matrices
satisfy A(g) = B(g) for all g ∈ G. Hereafter we will therefore concentrate on the latter picture,
noting that the results apply equally well to the case of operators described as weighted sums of
right magnetic translations.
By virtue of (3), the operators Bσ of the form (5) belong to the commutant B(l2(G)d)G,σ of
the set of magnetic translations {Rσg | g ∈ G}; the weak closure of the set of operators of the form
(5) is actually equal to this commutant as the theorem below shows.
The theorem itself is folklore, but we were not able to find the proof in the literature. In the
special case of G = Z2, the details are spelt out in [21]. We will give a self-contained account,
adapting the proof for the case of trivial multiplier.
Theorem 2.1 (Commutant theorem). The commutant of the right σ-translations on l2(G) is the
von Neumann algebra generated by left σ¯-translations on l2(G).
Similarly, the commutant of the left σ-translations on l2(G) is the von Neumann algebra gen-
erated by right σ¯-translations on l2(G).
Proof. We present a proof of the second statement: the proof of the first statement is analogous.
Let WL,σ be the von Neumann algebra generated by the set SL,σ = {Lσg | g ∈ G} of left σ-
translations, and WR,σ¯ be the von Neumann algebra generated by the set SR,σ¯ = {Rσ¯g | g ∈ G}
of right σ¯-translations. We proceed by showing that S′L,σ = S
′′
R,σ¯ (denoting the commutant by
′)
and then show that S′′R,σ¯ =WR,σ¯.
An operator C ∈ B(l2(G)) is determined by its components Ca,b = (Cδb, δa) = (Cδb)(a) for
a, b ∈ G. Suppose C ∈ S′R,σ¯. In terms of components, one has that (Rσ¯g )a,b = δb(ag)σ(a, g) =
δa(bg
−1)σ(bg−1, g), giving (CRσ¯g )a,b = Ca,bg−1σ(bg−1, g) and (Rσ¯gC)a,b = σ(a, g)Cag,b. C commutes
with Rσ¯g for all g, and so substituting bg for b gives
C ∈ S′R,σ¯ =⇒ Ca,b = σ(a, g)Cag,bg σ(b, g) ∀a, b, g ∈ G.
Similarly for D ∈ S′L,σ, noting that (Lσg )a,b = δb(g−1a)σ(g, g−1a) = δa(gb)σ(g, b), we have
(DLσg )a,b = Da,gbσ(g, b) and (L
σ
gD)a,b = σ(g, g
−1a)Dg−1a,b, which after substituting ga for a gives
D ∈ S′L,σ =⇒ Da,b = σ(g, a)Dga,gb σ(g, b) ∀a, b, g ∈ G.
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Consider the product CD for C ∈ S′R,σ¯ and D ∈ S′L,σ. In terms of components,
(CD)a,b =
∑
g∈G
Ca,gDg,b =
∑
g∈G
φ(a, g−1, b)Ca(g−1b),bDa,(ag−1)b
=
∑
h∈G
φ(a, a−1hb−1, b)Da,hCh,b,
where φ(a, g−1, b) = σ(a, g−1b)σ(g, g−1b)σ(ag−1, g)σ(ag−1, b). However we can reduce the ex-
pression for φ by applying the cocycle identities to show that it is in fact identically equal to
1:
φ(a, k, b) = σ(k−1, kb)
(
σ(ak, b)σ(a, kb)
)
σ(ak, k−1)
= σ(k−1, kb)σ(k, b)σ(a, k)σ(ak, k−1)
= σ(k−1, k)σ(k, k−1)
= 1 ∀a, k, b ∈ G.
So (CD)a,b = (DC)a,b for all a, b ∈ G, demonstrating that operators in S′L,σ commute with those
in S′R,σ¯.
This gives the inclusion S′L,σ ⊂ S′′R,σ¯. The left σ-translations and right σ¯-translations commute,
so we also have that SL,σ ⊂ S′R,σ¯ and thus S′′R,σ¯ ⊂ S′L,σ. Therefore S′L,σ = S′′R,σ¯.
A calculation shows that the adjoint of Rσ¯g is given by (R
σ¯
g )
∗ = σ(g, g−1)Rσ¯g−1 , and so operators
that commute with the right σ¯-translations must commute with their adjoints as well. So S′R,σ¯ =
S∗′R,σ¯, writing S
∗ for the set of adjoints of elements of S.
By the von Neumann double commutant theorem, the algebra generated by a set S is given by
(S ∪ S∗)′′. So WR,σ¯ = (SR,σ¯ ∪ S∗R,σ¯)′′ = S′′R,σ¯ = S′L,σ. 
We set the notation W ∗L(G,σ) =WL,σ = S
′
R,σ¯ for the left twisted group von Neumann algebra
and W ∗R(G,σ) =WR,σ = S
′
L,σ¯ for the right twisted group von Neumann algebra.
The following is a corollary of the theorem.
Corollary 2.2. The commutant of the right σ-translations on l2(G)d is the von Neumann algebra
W ∗L(G, σ¯)⊗Md(C).
Similarly, the commutant of the left σ-translations on l2(G)d is the von Neumann algebra
W ∗R(G, σ¯)⊗Md(C).
Theorem 2.3 (Existence of trace). There is a canonical faithful, finite and normal trace on the
twisted group von Neumann algebras W ∗L(G,σ) and W
∗
R(G, σ¯) which is given by
(6) trG,σ(A) = (Aδe, δe).
This trace is weakly continuous and can also be written as
(7) trG,σ(A) = (Aδg, δg), g ∈ G.
Proof. It is clear that trG,σ is linear, finite and weakly continuous (hence normal). Now if A ∈
W ∗L(G,σ), then
(8) (Aδg, δg) = Ag,g = σ(g, h)Agh,ghσ(g, h) = Agh,gh = (Aδgh, δgh)
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for all h ∈ G. In particular, every diagonal entry of the matrix of A is equal to trG,σ(A).
If A is a self-adjoint operator in W ∗L(G,σ) such that trG,σ(A) = 0, then (Aδg, δg) = 0 for
all g ∈ G. But then due to the Cauchy-Schwarz inequality |(Af1, f2)|2 ≤ (Af1, f1)(Af2, f2),
f1, f2 ∈ l2(G), we deduce that (Aδg, δh) = 0 for all g, h ∈ G, which implies that A = 0. Therefore
trG,σ is faithful.
It remains to prove that trG,σ is a trace. That is,
(9) trG,σ(AB) = trG,σ(BA), A,B ∈W ∗L(G,σ)
Since trG,σ is linear and weakly continuous it is sufficient to consider the case when A = L
σ
g and
B = Lσh for all g, h ∈ G. We compute,
trG,σ(L
σ
gL
σ
h) = (L
σ
gL
σ
hδe, δe) = σ(g, h)(L
σ
ghδe, δe) = σ(g, h)(δgh, δe)
=
{
σ(g, h) if gh = e,
0 otherwise.
Similarly,
trG,σ(L
σ
hL
σ
g ) =
{
σ(h, g) if hg = e,
0 otherwise.
By the cocycle identity (1) with a = h−1, b = h and c = h−1, we see that
σ(h, h−1) = σ(h−1, h) ∀h ∈ G.
Therefore trG,σ(L
σ
gL
σ
h) = trG,σ(L
σ
hL
σ
g ) for all g, h ∈ G as required. The argument for W ∗R(G, σ¯) is
identical. 
Now the matrix algebra Md(C) has the canonical trace Tr given by the sum of the diagonal
coefficients of a matrix. Then the tensor product trG,σ ⊗Tr is a trace on W ∗L(G,σ)⊗Md(C) and
on W ∗R(G, σ¯)⊗Md(C) which we denote by trG,σ for simplicity.
Corollary 2.4. There is a canonical faithful, finite and normal trace on the twisted group von
Neumann algebras W ∗L(G,σ) ⊗Md(C) and on W ∗R(G, σ¯)⊗Md(C) which is given by
(10) trG,σ(A) =
d∑
j=1
(Aj,jδe, δe).
This trace is weakly continuous and can also be written as
(11) trG,σ(A) =
d∑
j=1
(Aj,jδg, δg), g ∈ G.
In the corollary above, we interpret the elements of the tensor product W ∗L(G,σ) ⊗Md(C) =
Md(W
∗
L(G,σ)) as d× d matrices with entries in W ∗L(G,σ) etc.
Suppose that A is a von Neumann algebra of algebras of operators acting on a Hilbert space
H. A subspace U of H is termed affiliated if the corresponding orthogonal projection PU onto the
closure of U belongs to A. A necessary and sufficient condition for affiliation is that the subspace
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be invariant under the action of operators in the commutant A′ of A. We will write UηA to
indicate that the subspace U is affiliated to the algebra A.
Given a trace τ on A, the von Neumann dimension dimτ of an affiliated subspace is defined to
be the trace of PU . We will use the following properties of the von Neumann dimension (see for
example [22], Section 2.6 Lemma 2, Section 2.26).
Lemma 2.5. Let H be a Hilbert space, A a von Neumann algebra of operators on H with (normal,
faithful and semi-finite) trace τ and von Neumann dimension dimτ , and let L,N ⊂ H be affiliated
subspaces. Then,
(1) dimτ L = 0 implies L = {0},
(2) L ⊆ N implies dimτ L ≤ dimτ N ,
(3) if A ∈ A is an almost isomorphism of L and N , that is, kerA∩L = {0} and the set A(L)
is dense in N , then dimτ L = dimτ N .
The following is an immediate consequence.
Lemma 2.6. Let H, A, τ be as in Lemma 2.5. If L is an affiliated subspace of H with corre-
sponding projection PL, then
dimτ L = dimτ kerA|L + dimτ imA|L = dimτ (kerA ∩ L) + dimτ imAPL.
Proof. This follows by noting that A gives an almost isomorphism from the orthogonal complement
of its kernel in L to the closure of its image on L. 
Hereafter we will use dimG,σ to refer to the von Neumann dimension associated with the trace
trG,σ on the algebra W
∗
L(G,σ) ⊗ Md(C). In the case that σ is trivial, this algebra becomes
the von Neumann algebra of G-equivariant operators B(l2(G)d)G, and we refer to the trace and
dimension by trG and dimG respectively. To make the notation more suggestive we will also write
W ∗L(G,σ) ⊗Md(C) = B(l2(G)d)G,σ.
Two multipliers σ and σ′ in Z2(G,U(K)) are cohomologous, written σ ∼ σ′, if they belong to
the same cohomology class in H2(G,U(K)). It follows that σ ∼ σ′ if and only if there exists a
map s : G→ U(K) such that
(12) σ(g, f) = s(g)s(h)s(gh)σ′(g, h) ∀g, h ∈ G.
The map s gives rise to a unitary equivalence between operators inMd(K(G,σ)) andMd(K(G,σ
′)).
Lemma 2.7. Let σ and σ′ be cohomologous multipliers in Z2(G,U(K)). Then for every A in
Md(K(G,σ)) acting on l
2(G)d there is a canonically determined A′ in Md(K(G,σ′)) such that A
and A′ are unitarily equivalent.
Proof. Let s : G→ U(K) be the map as in (12), such that σ(g, h) = s(g)s(h)s(gh)σ′(g, h) for all
x, y ∈ G. Writing A(g) ∈Md(K) for the matrix of coefficients of g in A, as in (5), one has
(Af)(g) =
∑
h∈G
A(gh−1)f(h)σ(gh−1, h)
=
∑
h∈G
A(gh−1)f(h)s(gh−1)s(h)s(g)−1σ′(gh−1, h).
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Let S be the unitary operator on l2(G)d given by multiplication by s: Sf(g) = s(g)f(g). Then
letting A′(g) = s(g)A(g), one has
(SAf)(g) =
∑
h∈G
A′(gh−1)f(h)s(h)σ′(gh−1, h).
= (A′Sf)(g)
for all g ∈ G, f ∈ l2(G)d. That is, A and A′ are unitarily equivalent. 
It is sometimes convenient to consider only the case when the multiplier satisfies σ(g, g−1) = 1
for all g in G. The following lemma shows that there is such a multiplier in every cohomology
class when the subfield K is algebraically closed.
Lemma 2.8. Suppose K is an algebraically closed subfield of C. Then any multiplier σ ∈
Z2(G,U(K)) is cohomologous to a multiplier σ′ such that σ′(g, g−1) = 1 for all g ∈ G.
Proof. By the cocycle identity, σ(g, g−1) = σ(g−1, g) for all g ∈ G. Choose s : G → U(K) such
that s(g) = s(g−1) and s(g)2 = σ(g, g−1), for example by setting s(g) = eiθ/2 when σ(g, g−1) = eiθ,
for θ ∈ [0, 2π). The image of s lies in U(K) due to K being algebraically closed.
Let σ′ be the cohomologous multiplier given by s, according to the formula (12). Then
σ′(g, g−1) = s(g)s(g−1)s(1)σ(g, g−1)
= σ(g, g−1)σ(g, g−1)
= 1, ∀g ∈ G.

3. Algebraic eigenvalue property
The algebraic eigenvalue property for groups was introduced in [9]. We recall the definition
here, and present a class of groups K for which the algebraic eigenvalue property holds. We then
define a similar property describing the eigenvalues for matrix operators over the twisted group
ring, as described in section 2, termed the σ-multiplier algebraic eigenvalue property.
Thus recall the following definition from [9], where Q denotes the set of complex algebraic
numbers.
Definition 3.1 (4.1 of [9]). A discrete group G has the algebraic eigenvalue property, if for every
d× d matrix A ∈Md(QG) the eigenvalues of A, acting on l2(G)d, are algebraic numbers.
Note that operators without point spectrum satisfy the criterion in the vacuous sense.
The trivial group has the algebraic eigenvalue property, since the eigenvalues are the zeros
of the characteristic polynomial. The same is true for every finite group. More generally, if G
contains a subgroup H of finite index, and H has the algebraic eigenvalue property, then the same
is true for G. And if G has the algebraic eigenvalue property and H is a subgroup of G, then H
also has the algebraic eigenvalue property.
In section 4 of [9] it was shown that the algebraic eigenvalue property holds for all amenable
groups and for all groups in Linnell’s class C, which is the smallest class of groups containing all
free groups and which is closed under extensions with elementary amenable quotient and under
directed unions. This motivates the definition of the class K, a larger class which contains these
groups, for which the algebraic eigenvalue property can be shown to hold.
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Definition 3.2. The class K is the smallest class of groups containing free groups and amenable
groups, which is closed under taking extensions with amenable quotient, and under taking directed
unions.
Remark 3.3. It is clear that the class K contains every discrete amenable group and every group
in Linnell’s class C.
Recall that the class of elementary amenable groups is the smallest class of groups containing
all cyclic and all finite groups and which is closed under taking group extensions and directed
unions. As such then K is a strictly larger class of groups than C, as it contains amenable groups
which are not elementary amenable, such as the example presented by Grigorchuk in [12].
Remark 3.4. Every subgroup of infinite index in a surface group Γ is a free group. Here Γ is the
fundamental group of a compact Riemann surface of genus g > 1. This follows from the fact that
such groups are fundamental groups of an infinite cover of the base surface and from the general
fact that the fundamental group of a noncompact surface is free (see [1] Chapter 1, § 7.44 and
§ 8.) Since we have the exact sequence
1→ F → Γ→ Z2g → 1
where F is a free group by the argument above and the free abelian group Z2g is an elementary
amenable group, we deduce that the surface group Γ belongs to the class C, and hence also to the
class K.
Remark 3.5. Let Γ be a cocompact Fuchsian group, namely Γ is a discrete subgroup of SL(2,R)
such that the quotient space Γ\SL(2,R) is compact. Then there is a torsion-free subgroup G of
Γ of finite index such that G is the fundamental group of a compact Riemann surface of genus
greater than one. By Remark 3.4 above, G is in K, and since Γ/G is a finite group, it is amenable.
Therefore Γ is also in K.
Remark 3.6. Consider the the modular group SL(2,Z). Then it is well known that there is a
congruence subgroup Γ(N) of finite index in SL(2,Z) that is isomorphic to a free group. We con-
clude by the arguments in Remarks 3.4 and 3.5, that the modular group and all of the congruence
subgroups are in K.
Theorem 3.7. Every group in K has the algebraic eigenvalue property.
The proof of this theorem closely follows the argument in [9] for C, and we leave the details to
section 8.
Remark 3.8. Results of [9] were formulated for operators of the form
(13) B =
∑
g∈S
B(g)Lg
acting on l2(G)n where S ⊂ G is a finite subset, A(g) is an n×n complex matrix and Lg denotes
the untwisted left translation on l2(G). Since x 7→ x−1 induces a unitary transformation on l2(G)
that conjugates the right translation Rg with Lg, we see that (13) is unitarily equivalent to
(14)
∑
h∈S
B(h)Rh.
It follows that all results of [9] concerning spectral properties of operators (13) apply to operators
of the form (14) equally well.
10 JO´ZEF DODZIUK, VARGHESE MATHAI, AND STUART YATES
Suppose now we have an operator A ∈Md(Q(G,σ)) acting on l2(G)d by left twisted multipli-
cation, as described in section 2, where Q(G,σ) is the twisted group algebra over the algebraic
numbers Q with multiplier σ. For a fixed σ, one can ask if any such A can have transcendental
eigenvalues.
Definition 3.9. A discrete group G is said to have the σ-multiplier algebraic eigenvalue property,
if for every matrix A ∈ Md(Q(G,σ)), regarded as an operator on l2(G)d, the eigenvalues of A
are algebraic numbers, where σ ∈ Z2(G,U(Q)) is an algebraic multiplier, and U(Q) denotes the
unitary elements of the field of algebraic numbers.
An immediate consequence of Lemma 2.7 is that for a given group G, the σ-multiplier algebraic
eigenvalue property depends only on the cohomology class of σ.
Corollary 3.10. Suppose G has the σ-multiplier algebraic eigenvalue property. Then G has the
σ′-multiplier algebraic eigenvalue property for any σ′ ∼ σ in Z2(G,U(Q)).
Proof. Any A′ ∈ Md(Q(G,σ′)) is unitarily equivalent to some A ∈ Md(Q(G,σ)) by Lemma 2.7,
and so has only algebraic eigenvalues. 
In the following sections 4 and 5 we investigate the situation when σ is rational, that is, when
σn = 1 for some n. In particular it is shown that every group in K has the σ-multiplier algebraic
eigenvalue property when σ is rational.
The case of more general algebraic multipliers is discussed in section 6.
4. Spectral properties with rational σ
Suppose the weight function σ is rational with σr = 1, and let Gσ be the extension of G by Zr
as follows,
(15)
1 −→ Zr −→ Gσ −→ G −→ 1
(z1, g1) · (z2, g2) = (z1z2σ(g1, g2), g1g2)
regarding Zr as a (multiplicative) subgroup of U(1). One can then relate the spectrum of an
operator Aσ ∈ Md(K(G,σ)) acting on l2(G)d as in (5) to that of an associated operator A˜ on
l2(Gσ)d.
Define a map Ψ : Md(K(G,σ))→Md(KGσ) as follows. For Aσ ∈Md(K(G,σ)) with matrices
of coefficients A(g) ∈Md(K), let A˜ = Ψ(Aσ) be given by
(16) A˜(z, g) =
{
A(g) if z = 1,
0 otherwise,
acting on l2(Gσ)d by left multiplication.
Consider the map ξ : l2(G)d → l2(Gσ)d given by (ξf)(z, g) = zf(g). Then 1√
r
ξ is an isometry
from l2(G)d to the closed subspace R of l2(Gσ)d where R = {f | f(z, g) = zf(1, g) ∀(z, g) ∈ Gσ}.
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By (15), (1, g)−1 · (z, h) = (z σ(g, g−1h), g−1h) and so
(A˜ξf)(z, h) =
∑
(z′,g)∈Gσ
A˜(z′, g)(ξf)((z′, g)−1 · (z, h))
=
∑
g∈G
A(g)(ξf)(zσ(g, g−1h), g−1h)
=
∑
g∈G
A(g)f(g−1h)σ(g, g−1h)z
= (ξAσf)(z, h),
for all (z, h) ∈ Gσ , and thus
(17) Ψ(Aσ)ξ = ξAσ ∀Aσ ∈Md(K(G,σ)).
Aσ is therefore unitarily equivalent to the restriction to the subspace R of the operator A˜.
Lemma 4.1. Let A be a bounded linear operator on a Hilbert space H, such that imA|R ⊂ R for
a closed subspace R of H. Then regarding A|R as an operator on R, specpointA|R ⊂ specpointA
and specA|R ⊂ specA.
Proof. Any eigenvector in R is an eigenvector in H and so the inclusion of point spectrum is
immediate.
Suppose λ 6∈ specA. Then λ 6∈ specpointA|R and im(A − λ)|R is dense in R. Let B be the
inverse of A − λ. For u ∈ R one can find a convergent net uα → u with uα = (A − λ)u′α for u′α
in R. Applying B gives u′α → Bu, but R is closed, and so Bu is in R and u is in the image of
(A− λ). Therefore (A− λ)|R has inverse B|R and λ 6∈ specA|R. 
We therefore have spectral inclusions for Aσ and A˜.
Proposition 4.2. Let Aσ ∈ Md(K(G,σ)) be a bounded linear operator on l2(G)d as in (5), and
suppose σ is rational. Let A˜ = Ψ(Aσ) : l2(Gσ)d → l2(Gσ)d be the associated Gσ-equivariant
operator as described above. Then
specAσ ⊆ spec A˜,(18)
and
specpointA
σ ⊆ specpoint A˜.(19)
The following is an easy corollary.
Corollary 4.3. Let A˜ and Aσ be as described in Proposition 4.2. Then any interval (a, b) that
is a gap in the spectrum of A˜ is also contained in a gap of the spectrum of Aσ.
In section 8 we prove the following result concerning the class of groups K introduced in section
3.
Proposition 4.4. The class K of groups is closed under taking extensions with cyclic kernel.
Therefore, by Theorem 3.7, the groups in this class all have the σ-multiplier algebraic eigenvalue
property for rational σ.
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Corollary 4.5 (Absence of eigenvalues that are transcendental numbers). Any Aσ ∈Md(Q(G,σ))
has only eigenvalues that are algebraic numbers, whenever G ∈ K and σ is a rational multiplier
on G.
Proof. Let Gσ be the central extension of the group G in the class K, where Gσ is defined in (15),
and let A˜ be the operator on l2(Gσ)d associated with Aσ as defined in (16). By Proposition 4.4,
any central extension of G by a cyclic group Zr is also in the class K, therefore the group G
σ
where σ is in K. By Theorem 3.7, we know that every group G in the class K has the algebraic
eigenvalue property and so A˜ has only algebraic eigenvalues. Aσ therefore has only algebraic
eigenvalues by Proposition 4.2. 
Recall the definition of the following class of groups from [9].
Definition 4.6. Let G be the smallest class of groups which contains the trivial group and is
closed under the following processes:
(1) If H ∈ G and G is a generalized amenable extension of H, then G ∈ G.
(2) If H ∈ G and U < H, then U ∈ G.
(3) If G = limi∈I Gi is the direct or inverse limit of a directed system of groups Gi ∈ G, then
G ∈ G.
We have the inclusion C ⊂ K ⊂ G, and in particular the class G contains all amenable groups,
free groups, residually finite groups, and residually amenable groups. Consider the subclass of
groups Gˆ defined as
Gˆ =
{
G ∈ G : Gˆ ∈ G ∀ Zr-extensions Gˆ of G
}
.
By the results of section 8, we have the inclusion C ⊂ K ⊂ Gˆ ⊂ G.
Corollary 4.7 (Absence of eigenvalues that are Liouville transcendental numbers). Any self-
adjoint Aσ ∈ Md(Q(G,σ)) does not have any eigenvalues that are Liouville transcendental num-
bers, whenever G ∈ Gˆ and σ is a rational multiplier on G.
Proof. Any operator Aσ ∈Md(Q(G,σ)) is self adjoint if and only if A(g)∗ = A(g−1)σ(g, g−1) for
all g ∈ G. By Lemmas 2.7 and 2.8, there exists an A′ ∈ Md(Q(G,σ′)) such that Aσ and A′ are
unitarily equivalent and where σ′(g, g−1) = 1 for all g ∈ G. With Aσ being self adjoint, we have
that A′ is self adjoint and thus that A′(g)∗ = A′(g−1) for all g ∈ G. By the construction of Lemma
2.8, if σ is a rational multiplier with σr = 1, then σ′ is also rational, with σ′2r = 1.
Let A˜ = Ψ(A′) ∈Md(Q(Gσ′)), as in (16), where Gσ is the central extension of G as described in
(15). In terms of matrices of coefficients, A˜(z, g) = δ1(z)A(g) for (z, g) ∈ Gσ′ . As σ′(g, g−1) = 1,
A˜((z, g)−1) = A˜(z−1σ(g, g−1), g−1) = A˜(z−1, g−1)
and
A˜(z−1, g−1) = δ1(z−1)A′(g−1) = δ1(z)A′(g)∗ = A˜(z, g)∗,
showing that A˜ is self-adjoint.
Gˆ is closed under extensions by finite cyclic groups, and so the group Gσ
′
is in the class G.
Applying Theorem 4.15 of [9], it follows that A˜ does not have any eigenvalues that are Liouville
transcendental numbers. Then by Proposition 4.2, A′ and thus Aσ do not have any eigenvalues
that are Liouville transcendental numbers. 
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5. On the finiteness of the number of distinct eigenvalues
We deal here with the following situation: G is a discrete group and A ∈ Md(QG). Then A
induces a bounded linear operator A : l2(G)d → l2(G)d by left convolution (using the canonical
left G-action on l2(G)), which commutes with the right G-action.
Let prkerA : l
2(G)d → l2(G)d denote the orthogonal projection onto kerA. Recall that the von
Neumann dimension of kerA is defined as
dimG(kerA) := trG(prkerA) :=
d∑
i=1
〈prkerA ei, ei〉l2(G)d ,
where ei ∈ l2(G)d is the vector with the trivial element of G ⊂ l2(G) at the ith-position and zeros
elsewhere.
Let G be a discrete group. Let fin(G) denote the additive subgroup of Q generated by the
inverses of the orders of the finite subgroups of G. Note that fin(G) = Z if and only if G is torsion
free and fin(G) is discrete in R if and only if orders of finite subgroups of G are bounded. Recall
the following definition.
Definition 5.1. A discrete group G is said to fulfill the strong Atiyah conjecture if the orders of
the finite subgroups of G are bounded and
dimG(kerA) ∈ fin(G) ∀A ∈Md(QG);
where kerA is the kernel of the induced map A : l2(G)d → l2(G)d.
Linnell proved the strong Atiyah conjecture if G is such that the orders of the finite subgroups
of G are bounded and G ∈ C, where C is Linnell’s class of groups that is defined just below
Definition 3.1.
Theorem 5.2 ([14]). If G ∈ C is such that the orders of the finite subgroups of G are bounded,
then the strong Atiyah conjecture is true.
In [9], Linnell’s results were generalized to a larger class D of groups, but these groups are all
torsion-free and therefore our results do not apply to them.
The following is an easy corollary of the relationship between Aσ and A˜, cf. (15).
Corollary 5.3 (Finite number of distinct eigenvalues). Any self-adjoint Aσ ∈ Md(Q(G,σ)) has
only a finite number of distinct eigenvalues whenever G ∈ C is such that the orders of the finite
subgroups of G are bounded, and σ is a rational multiplier on G.
Proof. Let Gσ be the central extension of the group G in C, where Gσ is defined in (15), and let
A˜ be the operator on l2(Gσ) associated with Aσ as defined in (16). By Remark 8.5, the group Gσ
as defined in (15) is also in C. Clearly, the orders of finite subgroups of Gσ are bounded as well.
Thus the Theorem 5.2 above applies to Gσ, and so the dimensions of eigenspaces of A˜ are in the
discrete, closed subgroup fin(G) of R and are therefore bounded away from zero. It follows that
A˜ can have at most finitely many eigenvalues. The conclusion now follows from (19). 
Remark 5.4. Our results do not just apply to operators acting on scalar valued functions but also
to vector valued functions. In this case there are many examples where eigenvalues exist. For
instance, for the combinatorial Laplacian on L2, degree zero cochains of a covering space, zero is
never an eigenvalue, whereas it is very common for it to be an eigenvalue on L2 cochains of positive
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degree. This is the case whenever the Euler characteristic of the base is nonzero, which follows
for instance from Atiyah’s L2 index theorem for covering spaces [2], and Dodziuk’s theorem on
the combinatorial invariance of the L2 Betti numbers, [8].
Let H denote the lamplighter group, namely H is the wreath product of Z2 and Z. Then there
is the following remarkable computation of Grigorchuk and Z˙uk, Theorem 2 and Corollary 3, [13].
Theorem 5.5. Let A := t+ at+ t−1 + (at)−1 ∈ ZH be a multiple of the Random Walk operator
of H. Then A, considered as an operator on l2(H), has eigenvalues
(20)
{
4 cos
(
p
q
π
)
| p ∈ Z, q = 2, 3, . . .
}
.
The L2-dimension of the corresponding eigenspaces is
(21) dimH ker
(
A− 4 cos
(
p
q
π
))
=
1
2q − 1 if p, q ∈ Z, q ≥ 2, with (p, q) = 1.
Note that the number of distinct eigenvalues of A is infinite and dense in some interval! However,
the orders of the torsion subgroups of H is unbounded so that Corollary 5.3 is not contradicted.
The eigenvalues of A are algebraic numbers as predicted by our Theorem 2.5 in [18]. This can be
seen as follows: since (cos(p/qπ) + i sin(p/qπ))q = (−1)p, this shows that cos(p/qπ) + i sin(p/qπ)
is an algebraic number. Therefore the real part, cos(p/qπ), is also an algebraic number.
6. The case of algebraic multipliers
The goal in this section is to extend the results that were obtained in the previous sections,
from rational multipliers to the more general case of algebraic multipliers. Recall that a generic
algebraic multiplier is not necessarily a rational multiplier. We start with an example of algebraic
numbers on the unit circle that are not roots of unity. Consider the roots of the polynomial,
(22) z4 − z3 + (2− k)z2 − z + 1 =
(
z2 − (1 +
√
4k + 1)
2
· z + 1
)
·
(
z2 − (1−
√
4k + 1)
2
· z + 1
)
with k a positive integer. This polynomial is irreducible over Z if 4k+1 is not a square. We look
for k such that the first factor has two distinct real roots while the second one has two complex
conjugate roots. Thus we seek k so that
(1 +
√
4k + 1)2
4
− 4 > 0 and (1−
√
4k + 1)2
4
− 4 < 0.
It is easily seen that the only values of k satisfying these conditions are k = 3, 4, 5. For each
of these choices, two of the roots, denoted by eiθ and e−iθ, lie on the unit circle and are roots
of the second factor in (22). The two other roots are real, denoted by r and r−1, where r < 1.
The numbers eiθ, e−iθ, r and r−1 are algebraic integers, which are all conjugate to each other.
Therefore eiθ is not a root of unity since otherwise all its conjugates would also be roots of unity.
However, the numbers eiθ, e−iθ, r and r−1 are units in the corresponding ring of algebraic integers.
Since eiθ is not a root of unity, its powers are dense in the unit circle whereas the positive powers
of r tend to 0. For fixed α1, α2 ∈ R such that θ = α2 − α1, and for all (m,n) ∈ Z2, let
(23) σ((m′, n′), (m,n)) = exp(−i(α1m′n+ α2n′m)).
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Then σ is an algebraic multiplier on Z2 whose cohomology class [σ] ∈ H2(Z2, U(1)) ∼= U(1)
is equal to eiθ, so that σ is not a rational multiplier. It is well known that σ determines the
noncommutative torus Aθ, see [4].
The trivial group has the σ-multiplier algebraic eigenvalue property for any σ, since the eigen-
values are the zeros of the characteristic polynomial. The same is true for every finite group. If
G has the σ-multiplier algebraic eigenvalue property and H is a subgroup of G, then H also has
the σ-multiplier algebraic eigenvalue property.
Theorem 6.1. Every free group has the σ-multiplier algebraic eigenvalue property for every σ.
Proof. Let G be a free group. Then G has the algebraic eigenvalue property, corresponding to
the identity multiplier, by Theorem 4.5 of [9]. However for a free group, every multiplier is
cohomologous to the identity, as free groups have no cohomology of degree two or higher. This
can be seen by noting that the classifying space of a free group is a bouquet of circles, and so is
one dimensional (see for example [5, Chapter II, Section 4, Example 1].) By Corollary 3.10 then,
G has the σ-multiplier algebraic eigenvalue for every algebraic multiplier σ. 
Theorem 6.2. Suppose that we have a short exact sequence of groups
(24) 1→ H → G p→ G/H → 1
where the quotient group G/H is a finitely generated amenable group. Let σ′ be an algebraic
multiplier on G/H, and let σ = p∗σ′ be the pullback of σ′. Then if H has the algebraic eigenvalue
property, G has the σ-multiplier algebraic eigenvalue property.
Proof. We will show that an operator A ∈ Md(Q(G,σ)) has only algebraic eigenvalues by first
demonstrating that the point spectrum of A is a subset of the union of the point spectra of a series
A(m) of approximations to A, and then showing that each A(m) is equivalent to the untwisted
action of a matrix over QH, and thus has only algebraic eigenvalues.
In the following let A be the von Neumann algebra W ∗L(G,σ)⊗Md(C), with trace τ = trG,σ as
defined in Corollary 2.4. For finite X ⊂ G/H let HX be the subspace l2(p−1(X))d of l2(G)d and
let AX be the commutant B(HX)
H of the right H-translations on HX . Picking a right inverse s
of p, the isometry
ιX : HX = l
2(p−1(X))d → l2(H)d,#X
(ιXf)(h)a,i = f(s(xi)h)a for h ∈ H, xi ∈ X, a = 1, . . . , d
induces an isomorphism ψX from AX to W
∗
L(H) ⊗Md(C) ⊗M#X(C). Define a trace τX on AX
by
τX(B) =
1
#X
(trH ⊗Tr)(ψXB)
where trH is the usual trace onW
∗
L(H) and Tr is the canonical matrix trace onMd(C)⊗M#X(C).
In terms of the components (Ba,b)g,k of an operator B ∈ AX (for g, k ∈ G and a, b = 1, . . . , d),
the trace is given by
τX(B) =
1
#X
d∑
a=1
∑
x∈X
(Ba,a)s(x),s(x).
The von Neumann dimension associated with τX will be denoted by dimX .
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The multiplier σ(g, h) = 1 for all h ∈ H, so any operator A ∈ A commutes with the right
H-translations. For A ∈ A and X ⊂ G/H let A(X) = PXA|HX where PX is the orthogonal
projection onto HX . A
(X) then belongs to AX and τX(A
(X)) = τ(A).
The dimension functions on the algebras AX satisfy the following easily verifiable relations, for
finite subsets X ⊆ Y :
dimX L ≤ dimτ N for all LηAX , NηA with L ⊂ N,(25)
dimX L =
#Y
#X dimY L for all LηAX ,(26)
dimY M ≥ dimY PX(M) for all MηAY .(27)
As G/H is amenable and finitely generated, it admits a Følner exhaustion by finite subsets
{Xm} such that
lim
m→∞
#∂Xm
#Xm
= 0,
where ∂Xm is the δ-neighbourhood (with regard to the word metric on G/H) of Xm for any fixed
δ.
In the following, let A ∈Md(Q(G,σ)) and let A(m) = A(Xm) ∈ AXm . Suppose λ is not an eigen-
value of any of the A(m), and consider the space Eλ of λ-eigenfunctions of A with corresponding
orthogonal projection Pλ. For any finite X ⊂ G/H,
dimτ Eλ = τ(Pλ) = τX(PXPλ|HX )
≤ dimX imPXPλ|HX ( as ‖PXPλ‖ ≤ 1 )
≤ dimX PX(Eλ).
As A is a matrix over the twisted group algebra, each component is a finite sum of twisted
translations, and consequently A has bounded propagation. Explicitly, there are are only a finite
number of the matrices of coefficients A(g) ∈Md(C) which are non-zero, and so we can choose a
bound κ by
κ = max{dG/H (1G/H , gH) | A(g) 6= 0}
(where dG/H is the word-metric on G/H) so that for f with support in p
−1(X), Af will have
support in p−1(X ′), where X ′ = {x | dG/H(x,X) ≤ κ} is the κ-neighbourhood of Xm.
Let X ′m be the κ-neighbourhood of Xm, and ∂Xm = X ′m \Xm be the outer κ-boundary of Xm.
Then
PXmA = PXmAPX′m = A
(m)PXm + PXmAP∂Xm .
For f ∈ Eλ with P∂Xmf = 0 then, PXmAf = λPXmf = A(m)PXmf . By assumption though, λ is
not an eigenvalue of A(m), and so
(28) f ∈ Eλ and P∂Xmf = 0 =⇒ PXmf = 0.
Picking some superset Y of X ′m, one has P∂XmPY = P∂Xm and PXmPY = PXm , and so (28)
implies
(29) kerP∂Xm |PY (Eλ) ⊆ kerPXm |PY (Eλ).
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Applying Lemma 2.6 gives
dimY PY (Eλ) = dimY kerP∂Xm |PY (Eλ) + dimY P∂Xm(Eλ)
= dimY kerPXm |PY (Eλ) + dimY PXm(Eλ),
which with the inclusion (29) in turn gives
dimY PXm(Eλ) ≤ dimY P∂Xm(Eλ) ≤ dimY imP∂Xm =
#∂Xm
#Y
.
Then for any m and Y ⊇ X ′m,
dimτ Eλ ≤ dimXm PXm(Eλ) =
#Y
#Xm
dimY PXm(Eλ) ≤
#∂Xm
#Xm
,
which goes to zero asm goes to infinity, as theXm form a Følner exhaustion ofG/H. Consequently
dimτ Eλ = 0 and λ is not an eigenvalue of A; that is, any eigenvalue of A must be an eigenvalue
of A(m) for some m.
For f ∈ HX , let fˆ = ιXf be the corresponding element in l2(H)d,#X defined by fˆ(h)a,i =
f(s(xi)h)a, as before. Then for every xi ∈ X
(Af)(s(xi)h) =
#X∑
j=1
∑
k∈H
A(s(xi)hk
−1s(xj)−1)f(s(xi)k)σ(s(xi)hk−1s(xj)−1, s(xj)k)
=
#X∑
j=1
∑
k∈H
A(s(xi)hk
−1s(xj)−1)f(s(xi)k)σ′(xix−1j , xi)
= (Bfˆ)(h)i ∈ Cd,
where the matrix of coefficients of h in B ∈M(d#X)(QH) is given by
B(h)(a,i),(b,j) = A(s(xi)hs(xj)
−1)a,b · σ′(xix−1j , xj)
for i, j = 1, . . . ,#X and a, b = 1, . . . d. As H has the algebraic eigenvalue property, B and hence
AX have only algebraic eigenvalues. Consequently, the operators A(m) and A have only algebraic
eigenvalues. 
One of the main theorems in this section is the following.
Theorem 6.3. Let Γ be the fundamental group of a closed Riemann surface of genus g > 1. Then
Γ has the σ-multiplier algebraic eigenvalue property, where σ is any algebraic multiplier on Γ.
We want to use Theorem 6.2 using the exact sequence of Remark (3.4). To do this, it is
necessary to prove that every algebraic multiplier σ on Γ is cohomologous to the pull-back of an
algebraic multiplier σ′ on Z2g. The construction of σ′ was used in [6, Section 7.2]. We follow it
closely paying particular attention to algebraicity.
Recall that the area cocycle c of the fundamental group of a compact Riemann surface, Γ = Γg
is a canonically defined 2-cocycle on Γ that is defined as follows. Firstly, recall the definition of
a well known area 2-cocycle on PSL(2,R). PSL(2,R) acts on H so that H ∼= PSL(2,R)/SO(2).
Then
c(γ1, γ2) = AreaH(∆(o, γ1 · o, γ1γ2 · o)),
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where o denotes an origin in H and AreaH(∆(a, b, c)) is the oriented hyperbolic area of the geodesic
triangle in H with vertices at a, b, c ∈ H. The restriction of c to the subgroup Γ is the area cocycle
c of Γ. We use the additive notation when discussing area cocycles and remark that (2π)−1c
represents an integral class in H2(Γ,R) ∼= R as follows from Gauss-Bonnet theorem.
Let Ωj denote the (diagonal) operator on l
2(Γ) defined by
Ωjf(γ) = Ωj(γ)f(γ) ∀f ∈ l2(Γ) ∀γ ∈ Γ
where
Ωj(γ) =
∫ γ·o
o
αj j = 1, . . . , 2g
and where
(30) {αj}2gj=1 = {aj}gj=1 ∪ {bj}gj=1
is a collection of harmonic 1-forms on the compact Riemann surface Σg = H/Γ, generating
H1(Σg,R) = R
2g. We abuse the notation slightly and do not distinguish between a form on Σg
and its pullback to the hyperbolic plane as well as between an element of Γ and a loop in Σg
representing it.
Notice that we can write equivalently
Ωj(γ) = cj(γ),
where the group cocycles cj form a symplectic basis forH
1(Γ,Z) = Z2g, with generators {αj}j=1,...,2g,
as in (30) and can be defined as the integration on loops on Σg,
cj(γ) =
∫
γ
αj .
Define
Ψj(γ1, γ2) = Ωj(γ1)Ωj+g(γ2)− Ωj+g(γ1)Ωj(γ2).
Let Ξ : H→ R2g denote the Abel-Jacobi map
Ξ : x 7→
(∫ x
o
a1,
∫ x
o
b1, . . . ,
∫ x
o
ag,
∫ x
o
bg
)
,
where
∫ x
o
means integration along the unique geodesic in H connecting o to x. Having chosen an
origin o once and for all we make an identification Γ · o ∼= Γ. Note that Γ acts on R2g in a natural
way and the map Ξ is Γ-equivariant. In addition, the map Ξ is a symplectic map, that is, if ω
and ωJ are the respective symplectic 2-forms, then one has Ξ
∗(ωJ) = kω for a suitable constant
k. Henceforth, we renormalize ω (and consequently the area cocycle c) so that Ξ∗(ωJ) = ω One
then has the following geometric lemma [6], [17].
Lemma 6.4.
Ψ(γ1, γ2) =
g∑
j=1
Ψj(γ1, γ2) =
∫
∆E(γ1,γ2)
ωJ
where ∆E(γ1, γ2) denotes the Euclidean triangle with vertices at Ξ(o),Ξ(γ1 · o) and Ξ(γ1γ2 · o),
and ωJ denotes the flat Ka¨hler 2-form on the universal cover of the Jacobi variety. That is,∑g
j=1Ψj(γ1, γ2) is equal to the Euclidean area of the Euclidean triangle ∆E(γ1, γ2).
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That is, the cocycle Ψ = p∗(Ψ′), where Ψ′ is a 2-cocycle on Z2g and p is defined as the projection.
1→ F → Γ p→ Z2g → 1
The following lemma is also implicit in [6], [17].
Lemma 6.5. The hyperbolic area group 2-cocycle c and the Euclidean area group 2-cocycle Ψ on
Γ, are cohomologous.
Proof. Observe that since ω = Ξ∗ωJ , one has
c(γ1, γ2) =
∫
∆(γ1,γ2)
ω =
∫
Ξ(∆(γ1,γ2))
ωJ .
Therefore the difference
Ψ(γ1, γ2)− c(γ1, γ2) =
∫
∆E(γ1,γ2)
ωJ −
∫
Ξ(∆(γ1,γ2))
ωJ
=
∫
∂∆E(γ1,γ2)
ΘJ −
∫
∂Ξ(∆(γ1,γ2))
ΘJ ,
where ΘJ is a 1-form on the universal cover R
2g of the Jacobi variety such that dΘJ = ωJ .
Let h(γ) =
∫
Ξ(ℓ(γ))ΘJ −
∫
m(γ)ΘJ , where ℓ(γ) denotes the unique geodesic in H joining o and
γ · o and m(γ) is the straight line in the Jacobi variety joining the points Ξ(o) and Ξ(γ · o). We
can also write h(γ) =
∫
D(γ) ωJ , where D(γ) is an arbitrary topological disk in R
2g with boundary
Ξ(ℓ(γ)) ∪m(γ). Thus the equality above can be rewritten as
Ψ(γ1, γ2)− c(γ1, γ2) = h(γ1)− h(γ1γ2) +
∫
γ1·Ξ(l(γ2))
ΘJ −
∫
γ1·m(γ2)
ΘJ
= h(γ1)− h(γ1γ2) +
∫
D(γ2)
(γ1)
∗dΘJ
= h(γ1)− h(γ1γ2) + h(γ2)
= δh(γ1, γ2)
since ωJ = dΘJ is invariant under the action of Γ.

Lemma 6.6. Let Γ be the fundamental group of a closed, genus g Riemann surface and
1→ F → Γ p→ Z2g → 1
where F is a free group and Z2g the free abelian group as in Remark 3.4. Then every multiplier
σ on Γ is cohomologous to a multiplier σ′ = p∗(σ′′) on Γ where σ′′ is a multiplier on Z2g.
In addition, every algebraic multiplier σ on Γ is cohomologous to an algebraic multiplier σ′ =
p∗(σ′′) on Γ where σ′′ is an algebraic multiplier on Z2g. More precisely, if σ ∈ Z2(Γ,U(Q)) then
σ′′ can be chosen from Z2(Z2g,U(Q)) so that σ and σ′ are cohomologous in Z2(Γ,U(Q)).
Proof. Observe that Ξ(Γ · o) ⊂ Z2g ⊂ R2g. It follows that the Euclidean area cocycle and its
pullback represent integral cohomology classes. By the lemma above, the cohomology class of c is
integral. Now let σ be an arbitrary multiplier on Γ. Since H2(Γ, A) = A for every abelian group
A and H3(Γ,Z) = 0, we see that σ is cohomologous to a multiplier σ1 = exp(2πiθc), where θ is a
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real number. By Lemma 6.5 we see that σ1 is cohomologous to p
∗(σ′′), where σ′′ = exp(2πiθΨ′)
is a multiplier on Z2g.
To prove the last claim, we identify the the group cohomology with the cohomology of the
surface Σg = H/Γ. Since the value of the cocycle on the fundamental class depends only on the
cohomology class and c(Σg) = 2g − 2, we see that σ′(Σg) = exp(2πiθ)2g−2 = σ(Σg) is algebraic.
It follows that exp(2πiθ) is an algebraic number so that σ′′ is an algebraic cocycle. Now both σ
and σ′ are algebraic cocycles. They are cohomologous in Z2(Γ, U(1)). For any coefficients the
cohomology class of the cocycle is determined by the value of the cocycle on the fundamental class.
Therefore σ and σ′ represent the same cohomology class in H2(Γ,U(Q)) i.e. are cohomologous in
Z2(Γ,U(Q)). 
Proof of Theorem 6.3. Recall that if two multipliers σ, σ′ on Γ are cohomologous, then Γ
has the σ-multiplier algebraic eigenvalue property if and only if Γ has the σ′-multiplier algebraic
eigenvalue property (Corollary 3.10.) Since the free group F has the algebraic eigenvalue property,
and since Z2g is a finitely generated amenable group, by applying Theorem 6.2 and Lemma 6.6,
we deduce Theorem 6.3. 
7. Generalized integrated density of states and spectral gaps
In this section, we will realize the von Neumann trace on the group von Neumann algebra of a
surface group, as a generalized integrated density of states, which is an important step to relating
it directly to the physics of the quantum Hall effect.
Our first main theorem is the following.
Theorem 7.1. Consider the situation of Theorem 6.2, where we have a short exact sequence of
groups
(31) 1→ H → G p→ G/H → 1
where the quotient group G/H is finitely generated and amenable. Let σ′ be a multiplier on G/H,
and let σ = p∗σ′ be the pullback of σ′. Let A ∈ Md(C(G,σ)) be a self-adjoint operator acting on
l2(G)d, being a member of the von Neumann algebra A =W ∗L(G,σ)⊗Md(C) with trace τ = trG,σ.
For finite subsets X of G/H, let HX = l
2(p−1(X))d be the space of functions with support on
p−1(X), and let AX = B(HX)H be the commutant of the right H-translations on HX . Pick a
right inverse s of the projection p and give AX the trace τX as in the proof of Theorem 6.2, which
in terms of the components (Ba,b)g,k of an operator B ∈ AX (for g, k ∈ G and a, b = 1, . . . , d) is
given by
τX(B) =
1
#X
d∑
a=1
∑
x∈X
(Ba,a)s(x),s(x).
Let A(X) = PXA|HX ∈ AX where PX is the orthogonal projection onto HX .
Choose a Følner exhaustion Xm of G/H. Then the spectral density function of A equals the
generalised integrated density of states as given by the (normalised) spectral density functions of
the operators A(m) = A(Xm). That is, with spectral density functions F of A and Fm of the Am,
Fm(λ) = τXm(χ(−∞,λ](A
(m))), F (λ) = τ(χ(−∞,λ](A)),
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the Fm converge point-wise to F at every λ,
(32) lim
m→∞Fm(λ) = F (λ) ∀λ ∈ R.
The proof of this theorem in the case of H = 1 was given in [18] and [19] for the discrete
magnetic Laplacian. To establish this theorem in our more general situation, we apply the same
arguments, slightly generalized as follows, relying upon the notation established in the proof of
Theorem 6.2.
Lemma 7.2. For any polynomial p
lim
m→∞ τm(p(A
(m))) = τ(p(A)).
Proof. The argument is exactly that of [18], Lemma 2.1, and relies upon the amenability of
G/H. 
Lemma 7.3. Suppose f(λ) and fm(λ) (m = 1, 2, . . . ) are monotonically increasing right contin-
uous functions on R that are zero for λ < a and constant for λ ≥ b, for fixed a and b. Further
suppose that
(33) lim
m→∞
∫
p dfm =
∫
p df
for all polynomials p, where the integrals are Lebesgue-Stieltjes integrals. Then
f(λ) = f+(λ) = f
+
(λ)
for all λ, where f
+
and f+ are defined in terms of the fm by
(34)
f(λ) = lim inf
m
fm(λ), f
+(λ) = lim
ǫ→0+
f(λ+ ǫ),
f(λ) = lim sup
m
fm(λ), f
+
(λ) = lim
ǫ→0+
f(λ+ ǫ).
In particular f(λ) = limm→∞ fm(λ) at all points of continuity of f , which is at all but a countable
number of points.
Proof. The proof follows that of part (i) of Theorem 2.6 of [18].
Take a sequence of successively closer polynomial approximations pj to the characteristic func-
tion χ(−∞,x] over the interval [a, b) such that
χ(−∞,x](λ) ≤ pj(λ) ≤ χ(−∞,x+1j ]
(λ) + 1j ∀λ ∈ [a, b), j ≥ 1.
Then for all j,
fm(x) ≤
∫ b
a
pj(λ)dfm(λ) ≤ fm(x+ 1j ) + 1j (b− a),(35)
f(x) ≤
∫ b
a
pj(λ)df(λ) ≤ f(x+ 1j ) + 1j (b− a).(36)
Taking the limit as m goes to infinity, equations (35) and (33),
(37) f(x) ≤
∫ b
a
pj(λ)df(λ) ≤ f(x+ 1j ) + 1j (b− a) ∀j ≥ 1.
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The right continuity of f with equation (36) gives
lim
j→∞
∫ b
a
pj(λ)df(λ) = f(x),
and so taking the limit of (37) as j goes to infinity gives
(38) f(x) ≤ f(x) ≤ f+(x) ∀x.
Again using the right continuity of f ,
f(x) ≤ f+(x) ≤ f+(x) ≤ f+(x) = f(x).
f(x) is monotonically increasing in x and bounded, so can have at most a countable number of
discontinuities. If f is continuous at x then equation (38) implies that f(x) = f(x) = f(x). 
Lemma 7.4. Let F and Fm be as in the statement of Theorem 7.1. Then using the notation (34)
of Lemma 7.3,
F (λ) = F
+
(λ) = F+(λ) ∀λ ∈ R,
with
(39) lim
m→∞Fm(λ) = F (λ) ∀λ ∈ R such that F is continuous at λ.
Proof. This is an immediate consequence of the two preceding lemmas. 
The convergence (39) can be extended to all λ by showing that the jumps of the spectral density
functions at points of discontinuity also converge.
Lemma 7.5 (Corollary 3.2 of [19]). Let f and fm (for m = 1, 2, . . . ) be monotonically increasing
right continuous functions on R satisfying f(λ) = f+(λ) = f
+
(λ) at all λ, as in Lemma 7.3.
Denote the jumps at λ of f and the fm by j and jm respectively,
jm(λ) = lim
ǫ→0+
fm(λ)− fm(λ− ǫ),
j(λ) = lim
ǫ→0+
f(λ)− f(λ− ǫ).
Suppose the jm converge to j point-wise at all λ. Then the fm converge to f point-wise at all λ.
To obtain point-wise convergence of fm to f at every point, it is in fact sufficient to show that
lim infm jm(λ) ≥ j(λ) at all λ, due to the following lemma.
Lemma 7.6. Let f and fm (for m = 1, 2, . . . ) be monotonically increasing right continuous
functions on R satisfying f(λ) = f+(λ) = f
+
(λ) at all λ, as in Lemma 7.3. Denote the jumps at
λ of f and fm by j and jm respectively, as in Lemma 7.5. Then
lim sup
m
jm(λ) ≤ j(λ) ∀λ ∈ R.
Proof. Fix λ. By monotonicity,
(40) jm(λ) ≤ fm(λ+ ǫ)− fm(λ− ǫ) ∀ǫ > 0.
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f is continuous at all but a countable number of points, and at points x of continuity, fm(x)→ f(x)
as m→∞. Pick a decreasing sequence ǫk → 0 such that f is continuous at λ+ ǫk and λ− ǫk for
all k. Then taking the limit in m of (40) gives
lim sup
m
jm(λ) ≤ f(λ+ ǫk)− f(λ− ǫk) ∀k.
By right continuity of f , f(λ+ ǫk)− f(λ− ǫk) converges to j(λ) from above as k goes to infinity.
Thence on taking the limit in k, lim supm jm(λ) ≤ j(λ). 
Now consider the situation of Theorem 7.1. We already have a weak spectral approximation
by virtue of Lemma 7.4, so all we require now is to show convergence of the jumps in Fm to those
of F .
Theorem 7.7. Let D(λ) and Dm(λ) denote the jumps at λ of the spectral density functions F
and Fm respectively. Then
lim
m→∞Dm(λ) = D(λ) ∀λ ∈ R.
Proof. Let dimX be the von Neumann dimension associated with the trace τX on AX . Note that
dimH = dimkerB + dim imB for an operator B in a von Neumann algebra of operators acting
on a Hilbert space H, with finite von Neumann dimension dim. So
D(λ) = dimτ ker(A− λ) = d− dimτ im(A− λ),
Dm(λ) = dimXm ker(A
(m) − λ) = d− dimXm im(A(m) − λ).
As in the proof of Theorem 6.2, let κ be the propagation of the operator A with respect to the
word metric dG/H on G/H and let X
′
m be the κ-neighbourhood of Xm so that f ∈ HXm implies
Af ∈ HX′m ; equivalently, PX′mA|HXm = A|HXm for all m.
The space im(A − λ)|HXm is affiliated with AX′m . Recall the properties (25), (26) and (27) of
dimX as listed in the proof of Theorem 6.2. Then
dimX′m im(A
(m) − λ) = dimX′m PXm(im(A− λ)|HXm )
≤ dimX′m im(A− λ)|HXm
≤ dimτ im(A− λ),
and
dimXm im(A
(m) − λ) = #X
′
m
#Xm
dimX′m im(A
(m) − λ).
The Xm constitute a Følner exhaustion of G/H and so
#X′m
#Xm
tends to 1 as m goes to infinity.
Taking limits gives
lim inf
m
Dm(λ) = d− lim sup
m
dimXm im(A
(m) − λ)
≥ d− dimτ im(A− λ) = D(λ).
Finally, applying Lemma 7.6 gives
D(λ) ≤ lim inf
m
Dm(λ) ≤ lim sup
m
Dm(λ) ≤ D(λ).

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The proof of Theorem 7.1 now follows from Lemmas 7.4 and 7.5, and Theorem 7.7.
The following corollary is an immediate consequence of Theorem 6.6 and Theorem 7.1.
Corollary 7.8 (Generalized IDS). Let G = Γ be the fundamental group of a closed Riemann
surface of genus g > 1, G/H = Z2g be the abelianisation of G, in which case the commutator
subgroup H = F is a free group. Then the equality between the generalized integrated density
of states and the von Neumann spectral density function given in equation (32) holds for every
multiplier σ on Γ.
Corollary 7.9 (Criterion for spectral gaps). Consider the situation in Theorem 7.1. The interval
(λ1, λ2) is in a gap in the spectrum of A if and only if
(41) lim
m→∞ (Fm(λ2)− Fm(λ1)) = 0.
Proof. The interval (λ1, λ2) is in a gap in the spectrum of A if and only if F (λ2) = F (λ1). By
Theorem 7.1, this is true if and only if
lim
m→∞ (Fm(λ2)− Fm(λ1)) = F (λ2)− F (λ1) = 0.

8. The class K and extensions with cyclic kernel
In this section we prove the results cited in the earlier sections concerning the class of groups
K. Namely we show that the class K is closed under taking extensions with cyclic kernel, and
that every group in K has the algebraic eigenvalue property.
Recall that the class K is the smallest class of groups which contains the free groups and the
amenable groups, and is closed under directed unions and under taking extensions with amenable
quotients. It can be seen that every group in K must belong to some Kα defined inductively as
follows.
Definition 8.1. Define the nested classes Kα, α an ordinal, by
• K0 consists of all free groups and all discrete amenable groups,
• Kα+1 consists of all extensions of groups in Kα with amenable quotient, and all directed
unions of groups in Kα,
• Kβ =
⋃
α<β Kα when β is a limit ordinal.
A group is in K if and only if it is in a class Kα for some ordinal α.
Recall Theorem 3.7:
Theorem. Every group in K has the algebraic eigenvalue property.
The proof follows closely that of Corollary 4.8 of [9], and relies upon the same key theorem:
Theorem (4.7 of [9]). Let H have the algebraic eigenvalue property. Let G be a generalized
amenable extension of H. Then G has the algebraic eigenvalue property.
The proof then proceeds by transfinite induction.
Proof of Theorem 3.7. The algebraic eigenvalue property holds for groups in K0 by Corollary 4.8
in [9].
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Proceeding by transfinite induction, suppose Kα has the algebraic eigenvalue property for all
α less than some given ordinal β.
When β = α+ 1 for some ordinal α, a group G is in Kβ if it is an extension of a group in Kα
with amenable quotient, or is the directed union of groups Gi ∈ Kα.
Note that A ∈ Md(QG) can be regarded as a matrix A′ in Md(QH) where H is a finitely
generated subgroup of G, generated by the finite support of the Ai,j in G. By Proposition 3.1
of [20], the spectral density functions of A and A′ coincide. As subgroups of a group with the
algebraic eigenvalue property also have the property, it follows that a group has the algebraic
eigenvalue property if and only if it holds for all of its finitely generated subgroups. If G ∈ Kα+1
is the directed union of groups Gi ∈ Kα, it follows that every finitely generated subgroup of G is
in some Gi and so has the algebraic eigenvalue property. G therefore has the algebraic eigenvalue
property.
Suppose that G is the extension of a group H in Kα with amenable quotient R = G/H, i.e.
H → G p→ R, then R = ⋃j∈J Rj is a directed union, where Rj, j ∈ J are finitely generated and
amenable (since amenability is subgroup closed). Consider the extensions Gj = p
−1(Rj) of H,
with finitely generated amenable quotient: then Theorem 4.12 of [9] applies to show that Gj has
the algebraic eigenvalue property.
But G =
⋃
j∈J Gj is the directed union of groups Gj having the algebraic eigenvalue property,
so G also has the algebraic eigenvalue property by the argument given in the previous paragraph.
Finally, let β be a limit ordinal, so that Kβ =
⋃
α<β Kα. If G is in Kβ, then it is in Kα for
some α < β, and so has the algebraic eigenvalue property by the induction hypothesis.
Therefore groups in Kβ have the algebraic eigenvalue property, and the result follows by in-
duction. 
We next address Proposition 4.4. Its proof follows from the following lemmas.
Lemma 8.2. The class Kα is subgroup-closed for all ordinals α.
Proof. The classes of free groups and amenable groups are both closed under taking subgroups,
so K0 is subgroup-closed.
Suppose Kα is subgroup closed for all α < β, let G ∈ Kβ and let H be a subgroup of G. If β
is a limit ordinal then G ∈ α for some α < β, and so H ∈ Kα, and so in Kβ.
Suppose then that β is not a limit ordinal, with β = α+1 for some ordinal α. If G is a directed
union of groups Gj in Kα, then H is a directed union of groups H ∩Gj which are also in Kα by
the induction hypothesis.
G must otherwise be an extension of a group N in Kα with amenable quotient B. In this case,
H is an extension of N ∩ H with quotient H/(N ∩H) ∼= NH/N ⊂ G/N ∼= B, and hence is an
extension with amenable quotient of N ∩H which is in Kα by the hypothesis. H is therefore in
Kβ. 
Lemma 8.3. Let G be a group whose j-th derived group G(j) is in Kα. Then G ∈ Kα+j .
Proof. G is an extension with kernel its derived group G′ by the short exact sequence G′ −→
G −→ G/G′. As the quotient is abelian (and thus amenable), G′ ∈ Kα implies G ∈ Kα+1, and
the result follows inductively. 
Lemma 8.4. Let G be an extension of H ∈ K0 with cyclic kernel. Then G ∈ K2.
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Proof. Let A be the cyclic group, so that the sequence
1 −→ A −→ G π−→ H −→ 1
is exact.
If H is amenable, then G is an amenable group, since A is amenable and the class of amenable
groups is closed under taking extensions.
Suppose instead that H is free. As free groups have trivial second cohomology, G must be the
semi-direct product A⋊φ H with φ : H → AutA.
As before, denote the derived groups of G and H by G′ and H ′ respectively. Then the following
diagram commutes with exact rows, and where the vertical homomorphisms are just inclusions.
1 // A ∩G′

// G′

π|
G′
// H ′

// 1
1 // A // G
π
// H // 1
G′ is a semidirect product A ∩G′ ⋊φ|
H′
H ′, and φ|H′ must have image in (AutA)′.
As A is cyclic, it has abelian automorphism group, and so (AutA)′ is trivial. This in turn
implies that φ|H′ is trivial, and that G′ ∼= (A ∩G′)×H ′. It follows then that G′′ ∼= H ′′, which is
free and thus in K0. Therefore G is in K2. 
Proof of Proposition 4.4. Proceeding by transfinite induction, suppose that for a given ordinal β,
H ∈ Kα implies that every extension of H with cyclic kernel is in K for all α < β.
Let H ∈ Kβ, and G an extension of H with
1 −→ A −→ G π−→ H −→ 1
exact and A cyclic. Choose α < β such that H ∈ Kα+1; when β is not a limit ordinal, one can
just let α = β − 1. There are two possibilities: either the group H is a directed union of groups
Hj in Kα, j ∈ J ; or H is an extension of a group H¯ in Kα.
In the first case, G = ∪j∈JGj with Gj = π−1(Hj). Each Gj is an extension of Hj ∈ Kα with
cyclic kernel, and so Gj ∈ K by the induction hypothesis. Therefore G ∈ K.
In the second case, let B = H/H¯ be the quotient of the extension, and denote the surjection
H → B by η. Let G¯ = π−1(H¯). Then G¯ = ker ηπ and we get the following commutative diagram
with exact rows.
1 // A // G¯

π|
G¯
// H¯

// 1
1 // A // G
ηπ

π
// H
η

// 1
B B
G is therefore an extension of G¯ with amenable quotient B, while G¯ is an extension of H¯ ∈ Kα
with cyclic kernel A. So G¯ ∈ K by the induction hypothesis, and so G ∈ K.
The case for β = 1 holds by virtue of Lemma 8.4, and so by induction, H ∈ K implies that any
extension with cyclic kernel of H is in K. 
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Remark 8.5. Linnell’s class C is also closed under taking extensions with cyclic kernel, by the
same argument. C can be written as the union of classes Cα for ordinals α:
• C0 is the class of free groups.
• Cα+1 is the class of groups which are extensions of groups in Cα with elementary amenable
quotient, or are directed unions of groups in Cα.
• Cβ =
⋃
α<β Cα when β is a limit ordinal.
As the abelian groups are all elementary amenable, the above procedure for K can be applied
directly to C.
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