Improved Bi-criteria Approximation for the All-or-Nothing Multicommodity
  Flow Problem in Arbitrary Networks by Chaturvedi, Anya et al.
Improved Bi-criteria Approximation for the
All-or-Nothing Multicommodity Flow Problem in
Arbitrary Networks
Anya Chaturvedi
Computer Science and Engineering, CIDSE, Arizona State University, United States
anya.chaturvedi@asu.edu
Andréa W. Richa
Computer Science and Engineering, CIDSE, Arizona State University, United States
aricha@asu.edu
Matthias Rost
Faculty of Electrical Engineering and Computer Science, Technische Universität Berlin, Germany
mrost@inet.tu-berlin
Stefan Schmid
Faculty of Computer Science, University of Vienna, Austria
stefan_schmid@univie.ac.at
Jamison Weber
Computer Science and Engineering, CIDSE, Arizona State University, United States
jwweber@asu.edu
Abstract
This paper addresses the following fundamental maximum throughput routing problem: Given
an arbitrary edge-capacitated n-node directed network and a set of k commodities, with source-
destination pairs (si, ti) and demands di > 0, admit and route the largest possible number of
commodities – i.e., the maximum throughput – to satisfy their demands. The main contributions of
this paper are two-fold: First, we present a bi-criteria approximation algorithm for this all-or-nothing
multicommodity flow (ANF) problem. Our algorithm is the first to achieve a constant approximation
of the maximum throughput with an edge capacity violation ratio that is at most logarithmic in
n, with high probability. Our approach is based on a version of randomized rounding that keeps
splittable flows, rather than approximating those via a non-splittable path for each commodity:
This allows our approach to work for arbitrary directed edge-capacitated graphs, unlike most of the
prior work on the ANF problem. Our algorithm also works if we consider the weighted throughput,
where the benefit gained by fully satisfying the demand for commodity i is determined by a given
weight wi > 0. Second, we present a derandomization of our algorithm that maintains the same
approximation bounds, using novel pessimistic estimators for Bernstein’s inequality. In addition,
we show how our framework can be adapted to achieve a polylogarithmic fraction of the maximum
throughput while maintaining a constant edge capacity violation, if the network capacity is large
enough. One important aspect of our randomized and derandomized algorithms is their simplicity,
which lends to efficient implementations in practice.
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2 All-or-Nothing Multicommodity Flow Approximation
1 Introduction
Multicommodity flow problems lie at the heart of many network optimization models. In
this paper, we are interested in the practically relevant problem variant in which edges
have capacities and hence not all communication requests between pairs of nodes may be
admissible concurrently at the respective demand levels. Hence, in addition to assigning
requests to paths, an admission control mechanism is required which prevents overloading
the network.
The objective is to maximize the throughput, that is, to admit as many communication
requests as possible. A request can only either be admitted as a whole or not at all, and
we are allowed to split flows; this problem is known as the All-or-Nothing (Splittable)
Multicommodity Flow (ANF) problem.
More formally, we model a flow network as a capacitated directed graph G(V,E), where
V is the set of nodes, E is the set of edges, and each edge e has a capacity ce > 0. Let
n = |V | and m = |E|. We are given a set of source-destination pairs (si, ti), where si, ti ∈ V ,
i ∈ [k]1, each with a given (non-uniform) demand di > 0. The edge capacities ce and the
demands di can be arbitrary positive functions on n and k, for any e ∈ E. A valid set of
flows for commodities 1, . . . , k in G (i.e., a valid multicommodity flow), must satisfy standard
flow conservation constraints for each commodity i, which imply that the amount of flow
for commodity i entering a node v has to be equal to the flow for commodity i leaving v,
if v 6= si, ti. The load of an edge e, given by the sum of the flows for all commodities on e,
must not exceed the edge’s capacity ce. Commodity i is satisfied if di units of flow of this
commodity can be successfully routed in the network. (See also IP Formulation 1.)
We aim to maximize the total number of commodities that are concurrently satisfied
in a valid multicommodity flow. Specifically, we consider a weighted generalization of this
problem, where, in addition to the demands di, each commodity is given a weight wi and
the goal is to find a subset K ′ ⊆ [k] of commodities to be concurrently satisfied such that
the (weighted) throughput, given by
∑
i∈K′ wi, is maximized over all possible K ′. The flow
can be split arbitrarily along many branching routes (subject to flow conservation and edge
capacity constraints) and does not have to be integral.
The ANF problem has been shown to be APX-hard [6, 8] (even if the underlying graph is
an tree) and hard to approximate within m1/2−, for any  > 0 [6, 9]. Hence, the literature
has followed a bi-criteria optimization approach where one is allowed to violate the edge
capacities slightly as one seeks a good approximation on the throughput. Namely, in this
paper we seek an (α, β)-approximation algorithm: For constants α ∈ (0, 1] and β ≥ 1, we seek
a polynomial time algorithm that outputs a multicommodity flow solution satisfying flow
conservation constraints for each commodity i, whose throughput is at least an α fraction of
the maximum throughput and whose load on any edge e is at most β times the edge capacity
ce, with high probability2. The parameter β hence provides an upper bound on the edge
capacity violation ratio incurred by the algorithm.
1.1 Our Contributions
Our main contributions in this paper are twofold: First, we present the first polynomial-
time algorithm for the ANF problem with non-uniform commodity demands and weights in
1 Let [x] denotes the set {1, . . . , x}, for any positive integer x.
2 With probability at least 1− 1/nc, where c > 0 is a constant.
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arbitrary directed graphs, which achieves at most a (poly)logarithmic violation ratio of the
edge capacities while ensuring a constant approximation on the maximum throughput, with
high probability. More specifically, we present, a (1/3, 3 logn+ 1)-approximation algorithm
for the ANF problem in arbitrary directed graphs with arbitrary commodity demands and
weights. In Section 1.2, we carefully compare our results with prior work in the literature, in
terms of both the approximation bounds obtained and the class of network graphs considered.
Second, we show how to derandomize our algorithm, based on pessimistic estimators for
Bernstein’s inequality (see Fact 3) which can be viewed as a generalization of Chernoff’s
bound. The derandomized algorithm also runs in polynomial time and achieves the same
approximation bounds as the randomized algorithm.
In addition, if the network has large enough capacity — namely, if for every satisfiable
commodity i in G, the capacity of a minimum (si, ti)-cut is Ω(di logn) — we present a
(Θ(1/ logn),Θ(1))-approximation for the ANF problem; namely, our algorithm approximates
the maximum throughput by a Θ(1/ logn) ratio and violates the edge capacities by at most
a constant factor, improving on the bounds by Chekuri et al. [6] under this scenario.
Lastly, our algorithms improve and generalize the randomized rounding framework outlined
in [12], and hence are simpler and more practical than many of the other approximation
algorithms for the ANF problem that are based on Räcke trees and other more complex
hierarchical decompositions of fractional multicommodity flows (see e.g., [6]). This is
confirmed by our preliminary implementation and empirical results (briefly addressed in
Section 5).
1.2 Novelty and Related Work
The study of routing and multicommodity flow problems is motivated by many real-world
applications — related to traffic networks, production lines, designing route networks for
container ships, etc. — as well as by the important role that flows and cuts play in
combinatorial optimization (e.g., see [4] and references within).
In [12], Liu et al. present a (1/3, O(
√
k logn))-approximation algorithm for the ANF
problem for the case of uniform demands in directed graphs, where k is the number of
commodities. Our current work improves and generalizes the randomized rounding framework
outlined in [12], in many ways: Our bound on the edge capacity violation does not depend
on the number of commodities k and is better than that of [12] when k = Ω(logn); we were
also able to accommodate arbitrary non-uniform demands and commodity weights, while
the results in [12] hold for uniform demands and weights. In fact, one could combine the
algorithm in this paper with the one in [12] to obtain a (1/3,min{(3 logn+1), O(√k logn)})-
approximation algorithm, which is the best-known result for the ANF problem on arbitrary
directed networks G with uniform demands and arbitrary number of commodities k.
Other work on bi-criteria (α, β)-approximation schemes for the ANF problem that are
closely related to ours aims at keeping β constant, while letting α be a function of n. In
this line of work, the paper by Chekuri et al. [6] is the most relevant and was the first
to formalize the ANF problem. The authors present an approximation algorithm for the
general (weighted, non-uniform demands) ANF problem on undirected graphs with constant
edge capacity violation ratio and a throughput approximation ratio of Ω(1/(log3 n log logn))
based on Räcke’s hierarchical tree decomposition [14]. A requirement of their algorithm is
that max di ≤ min ce, which implies that any commodity i can always be routed at demand
di through any single path in G. This is a strong and critical assumption: strong since
it eliminates all (undirected) networks G where the above assumption fails but where the
capacity of a minimum (si, ti)-cut is at least di (i.e., where G could still sustain a di-flow for
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commodity i), such as for example complete graphs with unit edge capacities and demands
2 ≤ di ≤ n− 1, for all i; critical since, in a nutshell, their approximation algorithm consists
of approximating the splittable flows by a single-path flow for each commodity i. Hence,
besides the fact that our approximation guarantees differ from those of [6] (we have constant
α and logarithmic β, while they achieve constant β at the expense of a polylogarithmic
1/α), our results also apply to any directed graph G, without any assumptions on how di
compares to individual edge capacities or to the capacity of a minimum (si, ti)-cut. In
Section 4, we show how we can adapt our approach to yield polylogarithmic 1/α and constant
β approximation bounds for arbitrary directed networks provided that the capacity of a
minimum (si, ti)-cut is Ω(di logn), for all satisfiable flows i. More specifically, we present
a (1/Θ(logn),Θ(1))-approximation algorithm for the general ANF problem on directed
networks that have (s,ti)-cuts of capacity Ω(di logn), improving the bounds by Chekuri et
al. [6] under these conditions.
The ANF problem gets considerably more challenging in directed graphs. In [4], Chekuri
and Ene consider a variation of the ANF problem — the Symmetric All or Nothing Flow
(SymANF) problem — in directed graphs with symmetric demand pairs, also aiming at
constant β and polylogarithmic 1/α. In SymANF, the input pairs are unordered and a
pair (si, ti) is routed if only if the ordered pairs (ti, si) ais also routed; the goal is to find
a maximum subset of the given demand pairs that can be routed. The authors provide a
poly-logarithmic approximation with constant congestion for SymANF, by extending the
well-linked decomposition framework of [5] to the directed graph setting with symmetric
demand pairs. Our work differs from [4] in that their results depend on the more restricted
assumptions of unit edge capacity and symmetric unit demand. Our work considers a more
general network setting and our original aim was to obtain a constant approximation of
the throughput with polylogarithmic edge capacity violations (our constant edge capacity
violation results in Section 4 would also apply here if the capacity of the network is large
enough). One can show that the throughput for the SymANF with constant edge capacity
violation c is hard to approximate within a factor of (log |V |)Ω(1/c) [4, 1].
The Maximum Edge-Disjoint Paths (MEDP) [7] problem considers a set of pairs of nodes
to be routable if they can be connected using edge-disjoint paths and aims at finding the
largest number of routable pairs. Hence it can be viewed as a restricted version of the
ANF problem when all di’s, wi’s and ce’s are equal to 1. For arbitrary directed graphs, the
MEDP (and hence also the ANF) problem was shown to be NP-hard to approximate within
m1/2−, for any  > 0 [9]. Approximation algorithms with approximation ratio O(m1/2) are
known [10]; see also [11, 18]. As for the ANF problem in general, better approximation ratios
can be achieved for restricted classes of graphs. For example, the MEDP problem can be
solved optimally in polynomial time for bidirected trees of constant degree; however it is
APX-hard for bidirected trees of arbitrary degree.
Finally, our work leverages randomized rounding techniques presented by Rost et al. [16,
17] in the different context of virtual network embedding problems (i.e., in their context, flow
endpoints are subject to optimization).
1.3 Organization
Section 2 presents our randomized rounding algorithm and the proof of its bi-criteria
approximation guarantees. Section 3 presents our derandomization algorithm. Section 4
shows how our algorithms can be adapted to yield a constant edge capacity violation ratio
and polylogarithmic approximation of throughput if the network has large enough capacity;
we conclude in Section 5 with a brief report on our preliminary experimental results.
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2 The Randomized Rounding Algorithm
In this section, we generalize the randomized rounding algorithm by Liu et al. [12] for the
ANF problem to accommodate arbitrary demands and commodity weights, including a
generalized form of the throughput guarantees in this more general scenario. We then show
how we achieved an improved, logarithmic in n, bound for the edge capacity violation ratio
β while still keeping the throughput approximation α constant.
We are given an n-node flow network G(V,E) with edge capacities ce > 0. We have k
commodities that may be routed in this network, where each commodity i is represented by
(si, ti), where si, ti ∈ V denote the respective source and destination nodes. Each commodity
i also has an associated demand di and a weight wi, both of which are positive constants.
We use an indicator variable fi ∈ {0, 1} to indicate whether a commodity i is successfully
routed through G. Next, we denote fi,e ∈ [0, 1] as the fraction of flow for commodity i
allocated to a particular edge e ∈ E. The total flow assigned to a fixed edge e is given by∑
i di · fi,e and the total weighted throughput is given by
∑
i wifi. We present this problem
as an integer program in IP Formulation 1. This updated set of commodities forms the
input of the integer program. Regarding the IP formulation, Constraints 1 define the value
of the total flow for each commodity i, Constraints 2 enforce flow conservation for each
i, and Constraints 3 stipulate that no edge capacity is violated by the flow assignments.
Constraints 4 ensure that for a fixed commodity i, the ratio of flow assigned to an edge e
to the total flow of that commodity does not exceed the capacity of e: These constraints
are actually redundant for the IP formulation, but will strengthen the corresponding linear
relaxation (LP) of Formulation 1 — in fact these constraints will be crucial in order to prove
our approximation bounds, which will be based on the optimal value of the LP-relaxation,
as we will see below. Constraints 5 are the non-negativity constraint for flow assignments to
edges, and Constraints 6 enforce an integral solution to the optimization problem.
IP Formulation 1 Splittable All-or-Nothing Flow
IP: Maximize
k∑
i=1
wifi
Subject to∑
(si,v)∈E
fi,(si,v) = fi ∀i ∈ [k] (1)∑
(u,v)∈E
fi,(u,v) =
∑
(v,u)∈E
fi,(v,u) ∀i ∈ [k],∀v ∈ V − {si, ti} (2)
k∑
i=1
fi,(u,v) · di ≤ c(u,v) ∀(u, v) ∈ E (3)
fi,(u,v) · di ≤ fi · c(u,v) ∀i ∈ [k],∀(u, v) ∈ E (4)
fi,(u,v) ≥ 0 ∀i ∈ [k],∀(u, v) ∈ E (5)
fi ∈ {0, 1} ∀i ∈ [k] (6)
Note that it is safe to discard any commodity i such that i cannot be satisfied if routed
alone in G (i.e., if the capacity of min (si, ti)-cut is less than di), as we will do in Algorithm 2,
since such a commodity will never be part of any feasible solution to IP.
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Algorithm 2 Randomized Rounding Algorithm
Input :Directed Graph G(V,E) with edge capacities ce > 0,∀e ∈ E
Set of k distinct commodities 1, . . . , k
Source-sink pair (si, ti), demand di ≥ 0 and weight wi ≥ 0 for each i ∈ [k]
Constant α ∈ (0, 1]
Output :The final values of fi and fi,e and wALG =
∑
wifi
1 Discard any commodity i that cannot be satisfied if routed alone in G (i.e., if the
capacity of min (si, ti)-cut is less than di).
2 Solve the LP to obtain optimal solution f˜i and f˜i,e, ∀i ∈ [k].
3 For each i ∈ [k], set fi = 1 with probability f˜i, otherwise set fi = 0.
4 Rescale the fractional flow f˜i,e from the LP solution on edge e for commodity i by 1f˜i :
I.e., fi,e = f˜i,ef˜i · fi and the flow for commodity i on e is given by fi,edi.
5 If wALG =
∑
i wifi ≥ α
∑
wif˜i = α · wLP , return the corresponding flow assignments
given by fi and fi,e,∀i ∈ [k] and e ∈ E. Otherwise, repeat steps 3 and 4, at most
Θ(logn) times.
Let f∗i and f∗i,e, ∀i ∈ [k], e ∈ E, be the optimal solution for IP, and let wOPT =
∑
i wif
∗
i
be its optimal value. Let f˜i and f˜i,e, ∀i ∈ [k], e ∈ E, be the optimal solution for the linear
relaxation LP of IP (i.e., when Constraints 6 are relaxed to 0 ≤ fi ≤ 1, ∀i); let wLP =
∑
i wif˜i
denote the value of the optimal (fractional) solution of LP.
Algorithm 2 is a generalization of the algorithm in [12] to accommodate non-uniform
commodity demands and weights. First, we solve LP to obtain an optimal relaxed solution
for the total fractions of the flow for commodity i, f˜i, being routed, and for the fractions
of f˜i being routed through edge e, namely, f˜i,e, for all i and e. We then use randomized
rounding to round the fraction f˜i of di to fi = 1, with probability f˜i, and to 0 otherwise.
If we set fi to 1, then in order to satisfy flow conservation constraints (Constraints 2), we
need to rescale all the f˜i,e values by 1/f˜i, obtaining the flows fi,e in accordance with the IP
constraints (if fi = 0 then fi,e = 0, for all e ∈ E). We repeat the randomized rounding steps,
Steps 3-4, in Algorithm 2 for O(logn) iterations until we obtain a throughput within the
desired α bound, amplifying the probability of getting a desired outcome (we will show later
that in each execution of Steps 3-4 of the algorithm, the probability of violating some edge
capacity by more than O(logn) is very small, basically at most 1/n). Algorithm 2 clearly
runs in polynomial time overall.
We state below the exact formulation of the variation of Chernoff-type bounds that we
will use in our analysis, both when proving the approximation bounds on throughput for
Algorithm 2 (Theorem 2) and when presenting our derandomization framework in Section 3.
The proofs of this variant of Chernof’s bound for non-Poisson binary random variables is
given in the Appendix but similar bounds can also be found in classic textbooks as, e.g., [13].
I Fact 1. Let X be the sum of k independent random variables X1, . . . , Xk with Xl ∈ [0, 1]
for l ∈ [k]. Denoting by µ˜l ≤ µl = Ex (X`) lower bounds on the expected value of random
variable Xl, l ∈ [k], the following holds for any δ ∈ (0, 1) with µ˜ =
∑
l∈[k] µ˜l and θ = ln(1−δ);
Pr (X ≤ (1− δ) · µ˜)
(a)
≤ e−θ·(1−δ)·µ˜ ·
∏
l∈[k]
Ex
(
eθ·Xl
) (b)≤ e−δ2·µ˜/2 (7)
We are now ready to state our main result bounding the throughput approximation, in
the presence of non-uniform commodity demands and weights:
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I Theorem 2. The probability of achieving less than 1 − 2/3 ·√wmax/wLP ≥ 1/3 of the
maximum throughput is at most e−2/9 ≤ 65/81, for n ≥ 9.
Proof. We must calculate the difference between the throughput wALG and the expected
throughput Ex (wALG) = wLP =
∑
i wif˜i of Algorithm 2 to observe α and the related
probabilities. Let wmax = maxi wi. We can w.l.o.g.3 assume that each of the k commodities
can be satisfied if routed by itself in G, and hence wOPT ≥ wmax. We define the following
(normalized) variables: Let Xi = wi/wmax if commodity i is routed and Xi = 0 otherwise.
Then Pr (Xi = wi/wmax) = f˜i and Pr (Xi = 0) = 1 − f˜i. Let X =
∑
iXi. Then we have
Ex (X) =
∑
i Ex (Xi) =
∑
i f˜i ·wi/wmax and that wALG = X ·wmax. Since Ex (wALG) = wLP
is an upper bound on the optimal achievable throughput wOPT , we also have wmax ≤
wOPT ≤ wLP .
Noting that the variables Xi conform with the requirements of Fact 1 and setting
δ = 2/3 ·√wmax/wLP and µ˜ = Ex (wALG) /wmax = wLP /wmax = Ex (X), we obtain
Pr
(
X < (1− 2/3 ·
√
wmax/wLP ) · Ex (X)
)
≤ e−2/9
As wALG = X · wmax, we have
Pr
(
wALG < (1− 2/3 ·
√
wmax/wLP ) · wLP
)
≥ Pr
(
wALG < (1− 2/3 ·
√
wmax/wLP ) · wOPT
)
which in turn implies that
Pr
(
wALG < (1− 2/3 ·
√
wmax/wLP ) · wOPT
)
≤ e−2/9
Lastly, by using the Taylor series expansion of the function f(x) = ex, we obtain that
ex ≤ 1 + x+ x2/2 holds for x < 0. Accordingly, e−2/9 ≤ 65/81 holds. J
Now, we bound the edge capacity violation ratio of a single iteration of Steps 3-4 of Algorithm
2. We will use the Bernstein concentration bound [2] (as stated in Fact 3) in order to prove
a logarithmic bound on the edge capacity violation ratio while also handling non-uniform
demands and weights, generalizing and improving the bounds in [12].
I Fact 3 (Bernstein Concentration Bound). Given is a collection {Yl}l∈[k] of k ∈ N independent
binary random variables, i.e., Yl ∈ {0, 1}, with µl = Ex (Yl) for l ∈ [k]. Let Xl = al · Yl for
constant 0 < al ≤M . The following holds for any t > 0 with θ =
(
t∑
l∈[k] a
2
l
·(µl−µ2l )+M · t3
)
:
Pr
∑
l∈[k]
(Xl − Ex (Xl)) ≥ t
 (a)≤ e−θ·t · ∏
l∈[k]
Ex
(
eθ·(Xl−Ex(Xl))
)
(8)
(b)
≤ exp
(
− t
2/2∑
l∈[k] a
2
l · (µl − µ2l ) +M · t/3
)
(9)
This brings us to our edge capacity violation theorem:
I Theorem 4. Given an edge e ∈ E, consider the total flow F e = ∑i difi,e on e, where fi,e
is the flow on edge e for commodity i, resulting from one iteration of Steps 3-4 of Algorithm 2.
The probability that F e exceeds ce by a factor of at least (1 + j logn) is upper bounded by
1/nj, where j ≥ 6logn .
3 Without loss of generality.
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Proof. Fix an edge e ∈ E and a commodity i ∈ [k]. With probability 1 − f˜i, the flow on
edge e for commodity i is set to 0, i.e., fi,e = 0. With probability f˜i, the flow on edge e for
commodity i is set to f˜i,e · 1f˜i · di. Then the expected value of fi and the flow for commodity
i on edge e are respectively
Ex (fi) = f˜i, and Ex (fi,e · di) = di · ((f˜i,e · 1
f˜i
) · f˜i + 0 · (1− f˜i)) = f˜i,e · di (10)
We have that F e =
∑
i fi,e · di and that Ex (F e) =
∑
i,f˜i,e 6=0 f˜i,e · di ≤ ce. In order to
bound Pr (F e ≥ (1 + j logn) · ce), we apply Bernstein’s inequality as stated in Fact 3 with
1. m = k,
2. Indicator r.v. Yi, for all i ∈ [k], such that Yi = 1 if fi = 1, and 0 otherwise; it follows
that µi = Ex (Yi) = f˜i
3. Constants ai = f˜i,e·dif˜i ,∀i ∈ [k]
4. Constant M = maxi ai = maxi f˜i,e·dif˜i ≤ ce (inequality follows from Constraint 4 of LP)
5. Parameter t = (j logn) · ce, where j is a positive constant.
Let the exponent on the upper bound given by Bernstein’s inequality in Equation 9 be z,
which upon substituting the above values becomes
z = − (j logn)
2 · c2e
2
∑
i
f˜2
i,e
·d2
i
f˜2
i
(f˜i − f˜2i ) + [2 maxi( f˜i,e·dif˜i ) · (j logn) · ce]/3
(11)
Since f˜i,e·di
f˜i
≤ ce, we obtain
z ≤ − (j logn)
2 · c2e
2
∑
i ce(
f˜i,e·di
f˜i
)f˜i(1− f˜i) + (2jc2e logn)/3
≤ − (j logn)
2 · c2e
2ce
∑
i f˜i,e · di + (2jc2e logn)/3
(12)
where we arrive at the second inequality by bounding (1− f˜i) by 1. Since
∑
i dif˜i,e ≤ ce, we
obtain
z ≤− (j logn)
2 · c2e
2c2e + (2jc2e logn)/3
= − 3(j logn)
2
6 + 2j logn (13)
If we assume that 6 ≤ j logn, which holds e.g. for any j ≥ 2 and n ≥ 8, we have
z ≤− 3(j logn)
2
j logn+ 2j logn ≤ −
(j logn)2
j logn = −j logn (14)
We now upper bound the failure probability as follows:
Pr
∑
i∈[k]
(Xi − Ex (Xi)) ≥ t
 = Pr
∑
i∈[k]
(
f˜i,e · di
f˜i
· fi − Ex
(
f˜i,e · di
f˜i
· fi
))
≥ t
=
(15)
=Pr
∑
i∈[k]
fi,edi − Ex
∑
i∈[k]
fi,edi
 ≥ (j logn) · ce
 ≤ e−j logn (16)
Hence, since Ex (Fe) ≤ ce,
Pr (F e − Ex (F e) ≥ (j logn) · ce) ≤ e−j logn ⇒ Pr (F e ≥ (1 + j logn) · ce) ≤ 1
nj
(17)
J
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This result is for a particular edge e. To extend this result for the entire network G, we
compute the union bound over all edges, of which there are at most n2. Thus, we obtain the
following bound for the edge capacity violation ratio β:
I Corollary 5. The probability that one execution of Steps 3-4 of Algorithm 2 exceeds any
of the edge capacity constraints by a factor of at least (j logn+ 1) is at most 1nj−2 for any
constant j ≥ 3 and all n ≥ 4.
Using Theorem 2 and Corollary 5, we have that for j = 3 and any n ≥ 9, the failure
probability for a single round of execution of Steps 3-4 of the algorithm — i.e. the probability
of not finding a solution with a 1/3-approximation on the throughput and an edge capacity
violation ratio of (3 logn+1) within a single round of the randomized algorithm — is bounded
from above by 65/81 + 1/9 = 74/81 (since 1/nj−2 = 1/n ≤ 1/9). The probability of finding a
feasible solution within c logn rounds of Algorithm 2, where c is a constant, is then bounded
from below by 1− (74/81)c logn = 1− 1
nb
, where b is a constant. Hence, Algorithm 2 gives a
solution with a 1/3-approximation on the throughput and an edge capacity violation ratio of
at most 3 logn+ 1 with high probability.
Hence, choosing j = 3 and assuming the number of nodes to be at least 9 to satisfy the
requirements of Corollary 5, we obtain our main result:
I Theorem 6. Assuming n ≥ 9, the randomized rounding algorithm finds an (α, β)-
approximate solution with α = 1 − 2/3 ·√wmax/wLP ≥ 1/3 and β = (3 logn + 1) within
c logn iterations with high probability, where c is a positive constant.
3 An Efficient Deterministic Algorithm
In this Section, we give a derandomization of Algorithm 2. Our deterministic algorithm
uses the method of pessimistic estimators first introduced by Raghavan [15] to efficiently
compute conditional expectations, which will guide the construction of the (α, β)-approximate
solution. Given the analysis in Section 2, in the forthcoming analysis, we always assume
α = 1− 2/3 ·√wmax/Ex (wALG) = 1− 2/3 ·√wmax/wLP ≥ 1/3 and β = 1 + 3 · logn.
We first introduce the following notation. Let zi = 0 if Algorithm 2 has not selected
commodity i to be routed, and let zi = 1 if i was admitted. Now, let fail(z1, . . . , zk) →
{0, 1} denote the failure function of not constructing an (α, β)-approximate solution, i.e.,
fail(z1, . . . , zk) = 1 if and only if the constructed solution either does not achieve an α-fraction
of the LP’s (weighted) throughput or some edge’s capacity is exceeded by a factor larger
than β. We use Zi to denote the {0, 1}-indicator random variable for whether commodity
i is routed or not in one execution of Steps 3-4 of Algorithm 2, i.e., Pr (Zi = 1) = f˜i and
Pr (Zi = 0) = 1−f˜i. We have shown in Section 2 that Ex (fail(Z1, . . . , Zk)) < 1 holds, implying
the existence of an (α, β)-approximate solution. Given the above definitions, we employ the
following notation to denote the conditional expectation of a function f : {0, 1}k → {0, 1}:
Ex (f(z1, . . . , zi, Zi+1, . . . , Zk)) = Pr (f(Z1, . . . , Zk) = 1 | Z1 = z1, . . . , Zi = zi) .
As computing Ex (fail(z1, . . . , zi, Zi+1, . . . , Zk)) is generally computationally prohibitive,
we will now derive a pessimistic estimator est : {0, 1}k → R≥0, such that the following holds
for all i ∈ [k] and all (z1, . . . , zi) ∈ {0, 1}i:
Upper Bound Ex (fail(z1, . . . , zi, Zi+1, . . . , Zk)) ≤ Ex (est(z1, . . . , zi, Zi+1, . . . , Zk)). (18)
Efficiency Ex (est(z1, . . . , zi, Zi+1, . . . , Zk)) can be computed efficiently. (19)
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Furthermore, the estimator’s value must initially always lie strictly below 1 to perform
the derandomization:
Base Case Ex (est(Z1, . . . , Zk)) < 1 holds initially. (20)
In the following, we discuss how such a pessimistic estimator is used to derandomize
the decisions of Algorithm 2 before introducing the actual estimator estαβ in Lemma 7.
Algorithm 3 first computes an LP solution just as Algorithm 2, but then uses the pessimistic
estimator to guide its decision towards deterministically constructing an approximate solution.
Specifically, each commodity is either routed or rejected such that the conditional expectation
Ex
(
estαβ(z1, ..., zi, Zi, ..., Zn)
)
is minimized. Given that initially Ex
(
estαβ(Z1, . . . , Zk)
)
<
1, this procedure terminates with a solution (z1, . . . , zk) such that the failure function
fail(z1, . . . , zk) is strictly upper bounded by 1. Specifically, 1 > Ex
(
estαβ(Z1, . . . , Zk)
)
≥
Ex
(
estαβ(z1, Z2, . . . , Zk)
)
≥ . . . ≥ Ex
(
estαβ(z1, . . . , zk)
)
is guaranteed and therefore, for the
binary function fail, fail(z1, . . . , zk) = 0 must hold. Furthermore, the algorithm is efficient
(i.e., runs in polynomial time) as long as the pessimistic estimator function estαβ can be
evaluated in polynomial time. W.l.o.g., we assume that only commodities that can be
satisified in G are given as input to Algorithm 3.
Algorithm 3 Deterministic Approximation for the All-or-Nothing Flow Problem
Input :Directed Graph G(V,E)
Source-Sink Pair (si, ti) for each satisfiable commodity i ∈ [k]
Capacity c(u, v) ∀(u, v) ∈ E
Estimator estαβ : {0, 1}k → R≥0 for obtaining an (α, β)-approximate sol.
Output : (α, β)-approximate solution to the ANF instance
1 compute optimal solution ~˜f to LP (linear relaxation of IP 1)
2 let the {0, 1}-random variable Zi be such that Pr (Zi = 1) = f˜i and
Pr (Zi = 0) = 1− f˜i, for all i ∈ [k]
3 compute failure_estimate← Ex
(
estαβ(Z1, ..., Zi−1, Zi, ..., Zn)
)
4 foreach i ∈ [k] do // iterate over all commodities
5 if Ex
(
estαβ(z1, . . . , zi−1, 0, Zi+1, ..., Zn)
)
< failure_estimate then
6 set zi ← 0 // commodity i is not routed
7 else
8 set zi ← 1 // commodity i is routed
9 update failure_estimate← Ex
(
estαβ(z1, . . . , zi, Zi+1, . . . , Zn)
)
10 return solution pertaining to selection ~z:
if zi = 1 then fi = 1 and fi,e = f˜i,e/f˜i, otherwise fi = fi,e = 0, for i ∈ [k]
Given the above intuition, we now introduce the following specific pessimistic estimator
estαβ for which we will prove the above three correctness criteria (upper bound, efficiency,
base case).
I Lemma 7 (Pessimistic Estimator for the ANF). The function estαβ introduced below is a
pessimistic estimator for the ANF.
estαβ(Z1, . . . , Zk) = estα(Z1, . . . , Zk) +
∑
(u,v)∈E
est(u,v)β (Z1, . . . , Zk)
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where estα(Z1, . . . , Zk) = e−θα·(1−δ)·µ˜ ·
∏
i
Ex
(
eθα·Zi·wi/wmax
)
,
with δ = 2/3 ·
√
wmax/wLP , µ˜ = wLP /wmax , θα = ln(1− δ),
and est(u,v)β (Z1, . . . , Zk) = e−θβ(u,v)·t(u,v) ·
∏
i
Ex
(
eθβ(u,v)·(Zi−Ex(Zi))
)
with t(u, v) = 4 · logn · c(u,v) , ai(u, v) = di · f˜i,(u,v)/f˜i , and
θβ(u, v) = t(u, v)/
(∑
i
(
ai(u, v)
(
Ex (Zi)− Ex (Zi)2
))
+ max
i
ai(u, v) · t(u, v)/3
)
Proof. The following three properties are to be shown: (i) upper bound, (ii) efficiency, and
(iii) base case (cf. Equations 18 - 20). We first discuss properties (i) and (iii).
The analysis in Section 2 has demonstrated that the probability of obtaining an
(α, β)-approximate solution via randomized rounding is bounded from below by 1−74/81. To
obtain this result, a union bound argument was employed, which used probabilistic bounds
on not achieving at least an α fraction of the optimal throughput and exceeding the capacity
of each single edge by a factor of β.
For the throughput, the Chernoff bound of Theorem 1 was applied, while for each edge’s
capacity violation, the Bernstein bound of Theorem 3 was used. The pessimistic estimators
estα and est(u,v)β are a direct result of these respective theorems:
estα is obtained from the application of the Chernoff bound of Theorem 1 within the
proof of Theorem 2. Specifically, the application of the Chernoff bound in Theorem 2
yielded the following — restated over the variables Zi, with throughput given by
∑
i Zi
(=
∑
i fi) — with the parameters δ, θα and µ˜ as specified above:
Pr
∑
i∈[k]
Zi < α · wOPT
 ≤ e−θα·(1−δ)·µ˜ · ∏
i∈[k]
[Ex
(
eθα·Zi·wi/wmax
)
] ≤ e−2/9 ≤ 65/81
The middle expression directly yields the pessimistic estimator for the throughput.
est(u,v)β is analogously obtained from the application of the Bernstein bound of Theorem 3
within the proof of Theorem 4 for each edge (u, v) ∈ E. Specifically, for a single edge
(u, v), the following is obtained when setting j = 3 and using the constants defined above:
Pr
∑
i∈[k]
fi,(u,v) > β · c(u, v)
 ≤ e−θβ ·t(u,v) · ∏
i∈[k]
[Ex
(
eθβ ·(Zi−Ex(Zi))
)
] ≤ n−3
Again, the middle expression is used to obtain the pessimistic estimator est(u,v)β for the
specific edge (u, v) ∈ E.
Revisiting the union bound argument, we obtain that estαβ indeed yields an upper bound
on the failure probability to construct an (α, β)-approximate solution, and that initially
Ex
(
estαβ(Z1, . . . , Zk)
)
≤ 65/81 + n−1 < 1 holds for n ≥ 9. This shows that properties (i)
and (iii) are satisfied.
Considering the efficiency property (ii), we note the following. Both estα and est(u,v)β
consist of products, where expectations for different commodities can be computed indepen-
dently. Given the binary nature of the variables Zi, these expectations can be computed in
constant time. J
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I Theorem 8. Using estαβ as a pessimistic estimator, Algorithm 3 is a deterministic
(α, β)-approximation for the ANF with α = 1− 2/3 ·√wmax/wLP ≥ 1/3 and β = 1 + 3 logn
for n ≥ 9.
4 Trading Off Throughput and Capacity Violations
Above, (deterministic) approximations for the ANF were given that achieve a throughput of
α ≥ 1/3 and violate edge capacities by the logarithmic term β ∈ O(logn). In the following,
we discuss trading off the respective approximation objectives. Specifically, we show that by
scaling the capacities by a factor 0 < c ≤ 1, a (c · α, c · β)-approximation can be obtained
whenever the achieved throughput is not rendered too small.
We first discuss the changes pertaining to the randomized Algorithm 2. After pruning
requests that cannot be embedded and computing the LP in Line 2, the flow values are
scaled by the factor 0 < c ≤ 1 by setting f˜ ′i = c · f˜i and f˜ ′i,e = c · f˜i,e. After scaling the
flows, the scaled solution is valid with respect to the scaled down capacities c′e = c · ce and
demands d′i = c · di, and achieves exactly a c-factor of the original solution’s throughput: i.e.,
w′ALG = c · wALG and Ex (w′ALG) = c · Ex (wALG) holds.
Notably, the rescaled solution may not route all commodities fully with respect to the new
capacities. However, the analysis laid out in Theorem 2 only requires that wmax ≤ Ex (w′ALG)
holds. Assuming this condition to hold, the subsequent analyses remain valid and by
randomized rounding a (α, β)-approximate solution regarding to the scaled down capacities
and scaled down flows is obtained. Reinterpreting the scaled solution with respect to the
original capacities and the originally achieved LP throughput, it is easy to check that the
obtained solution is indeed (c · α, c · β)-approximate. As the derandomization result of
Section 3 is purely based on the analysis of Section 2, it also carries over. Given our above
argument, we state the following without proof:
I Theorem 9. By scaling the flows by a factor 0 < c ≤ 1, a deterministic (c · α, c · β)-
approximation for the ANF is obtained with α = 1 − 2/3 ·√wmax/wLP ≥ 1/3 and β =
1 + 3 logn for n ≥ 9 as long as c · wLP ≥ wmax holds.
Assuming that all commodities can be routed using only a Θ(logn)-fraction of the
capacities, the following corollary is obtained:
I Corollary 10. Assuming that all commodities are routable using an Θ(logn) fraction of the
original capacities in the absence of other commodities, then a (1/Θ(logn),Θ(1))-approximate
solution can be computed by scaling the flows by 1/Θ(logn) before rounding.
5 Concluding Remarks
One attractive feature of our algorithms is that they are fairly easy to implement and
practical; we will make the source code of our implementations (200 lines Python code, plus
CPLEX code) publicly available together with this paper. A first empirical evaluation of a
practical use case, based on the Germany50 network from SNDlib and using 50 commodities,
shows that solutions can be computed within seconds and generally provide better guarantees
than our conservative analytical bounds predict.
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A Proofs of Concentration Bounds
A.1 Some Convexity Arguments
I Lemma 11. The following holds for any θ ∈ R and x ∈ [0, 1]:
exp(θ · x) ≤ 1 + (exp(θ)− 1)
I Lemma 12. The following holds for any θ ∈ R and x ∈ [0, 1]:
1 + (exp(θ)− 1) · x ≤ exp((exp(θ)− 1) · x)
I Lemma 13. Let Xl ∈ [0, 1] denote a single random variable of expectation µl = Ex (Xl).
For any θ ∈ R the following holds for the random variable Yl = exp(θ ·Xl):
Ex (Yl) ≤ exp((exp(θ)− 1) · µi) (21)
I Lemma 14. The following inequality holds for any x ∈ [0, 1):
−x− (1− x) ln(1− x) ≤ −x2/2 . (22)
A.2 Chernoff Bound
I Fact 1. Let X be the sum of k independent random variables X1, . . . , Xk with Xl ∈ [0, 1]
for l ∈ [k]. Denoting by µ˜l ≤ µl = Ex (X`) lower bounds on the expected value of random
variable Xl, l ∈ [k], the following holds for any δ ∈ (0, 1) with µ˜ =
∑
l∈[k] µ˜l and θ = ln(1−δ);
Pr (X ≤ (1− δ) · µ˜)
(a)
≤ e−θ·(1−δ)·µ˜ ·
∏
l∈[k]
Ex
(
eθ·Xl
) (b)≤ e−δ2·µ˜/2 (7)
Proof. We first prove the inequality Pr (X ≤ (1− δ) · µ˜) ≤
(
e−δ
(1−δ)1−δ
)µ˜
for δ ∈ (0, 1). Let
Yl = exp(θ ·Xl), l ∈ [k], for θ = ln(1− δ). Note that θ < 0 holds.
By Lemma 13 Equality 21 holds. As exp(θ)−1 = −δ < 0 holds for θ < 0, the exponential
function f(z) = exp((exp(θ) − 1) · z) is monotonically decreasing. Using the lower bound
µ˜l ≤ µl and µ˜ =
∑
l∈[k] µ˜l the following is obtained:
Ex (Yl) ≤ exp((exp(θ)− 1) · µ˜l) (23)
As the variables X1, . . . , Xk are pairwise independent, the variables Y1, . . . , Yk are also
pairwise independent. Accordingly, the following holds for Y = eθ·X :
Ex (Y ) = Ex
(
e
θ·
∑
l∈[k]Xl
)
= Ex
∏
l∈[k]
eθ·Xl
 = ∏
l∈[k]
Ex (Yl) . (24)
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Accordingly, the following is obtained:
Pr[X ≤ (1− δ) · µ˜] (25)
= Pr[eθ·X ≥ eθ·(1−δ)·µ˜] [as θ < 0] (26)
≤Ex (exp[θ ·X])
eθ·(1−δ)·µ˜
[by Markov’s inequality] (27)
=
∏
l∈[k] Ex (Yl)
eθ·(1−δ)·µ˜
[by Equation 24] (28)
≤
∏
l∈[k] e
(exp(θ)−1)·µ˜i
eθ·(1−δ)·µ˜
[by Equation 23] (29)
=e
(∑
l∈[k] e
θ−1·µ˜l
)
−
(
θ·(1−δ)·µ˜
)
[one exponent] (30)
=e
(∑
i∈[N]((1−δ)−1)·µ˜i
)
−
(
ln(1−δ)·(1−δ)·µ˜
)
[using θ = ln(1− δ)] (31)
=e
(
−δ·µ˜
)
−
(
ln(1−δ)·(1−δ)·µ˜
)
[definition of µ˜ =
∑
l∈[k] µ˜l] (32)
=
(
e−δ
(1− δ)1−δ
)µ˜
(33)
Given Equation 33, Inequality (b) is a corollary of Lemma 14, which showed the following
for δ ∈ (0, 1)
−δ − (1− δ) ln(1− δ) ≤ −δ2/2 . (34)
Multiplying both sides with µ˜ and exponentiating both sides yields the desired result.
Regarding the Inequality (a), we note that this follows by the above proof from Equation 28.
J
A.3 Bernstein Bounds
To prove Theorem 3 of Page 7, we first prove the following general Bernstein bound.
I Theorem 15 (General Bernstein Concentration Bound [3]). Given is a collection {Xl}l∈[k] of
k ∈ N independent (positive) random variables and a constant R > 0, such that the following
holds for all l ∈ [k] and all n ∈ N, n ≥ 2:
Ex (|Xl − Ex (Xl) |n) ≤ n!2 ·R
n−2 · σ2l (35)
The following holds for all t > 0:
Pr
∑
l∈[k]
(Xl − Ex (Xl)) ≥ t
 ≤ exp(− t2/2
σ2 +R · t
)
(36)
Proof.
Pr
∑
l∈[k]
(Xl − Ex (Xl)) ≥ t
 (37)
=Pr
(
e
θ·
∑
l∈[k]Xl−Ex(Xl) ≥ eθ·t
)
[for an arbitrary θ > 0] (38)
≤e−θ·t · Ex
(
e
θ·
∑
l∈[k]Xl−Ex(Xl)
)
[Markov’s inequality] (39)
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≤e−θ·t ·
∏
l∈[k]
Ex
(
eθ·(Xl−Ex(Xl))
)
[independence] (40)
Using the assumption of Equation 35, we now derive a bound for Ex
(
eθ·Xl
)
.
Ex
(
eθ·(Xl−Ex(Xl))
)
(41)
=
∞∑
n=0
Ex ((θ · (Xl − Ex (Xl)))n)
n! [definition of exp. function] (42)
=1 +
∞∑
n=2
θn
n! · Ex ((Xl − Ex (Xl))
n) [splitting sum] (43)
≤1 +
∞∑
n=2
θn
n! ·
n!
2 ·R
n−2 · σ2l [by Equation 35] (44)
=1 + θ
2 · σ2l
2 ·
∞∑
n=2
(θ ·R)n−2 (45)
=1 + θ
2 · σ2l
2 ·
1
1− θ ·R [geometric series for θ ·R < 1] (46)
≤e
θ2·σ2
l
2 · 11−θ·R = eθ
2·σ2l /(2·(1−θ·R)) [as 1 + x ≤ ex for x ∈ R] (47)
Using the bound of Equation 47 within Equation 40, we obtain:
Pr
∑
l∈[k]
(Xl − Ex (Xl)) ≥ t
 (48)
≤e−θ·t ·
∏
l∈[k]
eθ
2·σ2l /(2·(1−θ·R)) [by Equation 47] (49)
=e−θ·t · eθ2/(2·(1−θ·R)) · e
∑
l∈[k] σ
2
l (50)
= exp
(
−θ · t+ θ
2 · σ2
2 · (1− θ ·R)
)
(51)
We now set θ = t/(σ2 +R · t). Notably, this choice satisfies θ ·R < 1, which is required
in Equation 46. Accordingly, we obtain
Pr
∑
l∈[k]
(Xl − Ex (Xl)) ≥ t
 (52)
= exp
(
− t
2
σ2 +R · t + 1/2 ·
(
t
σ2 +R · t
)2
· σ
2
(1− R·tσ2+R·t )
)
(53)
= exp
(
− t
2
σ2 +R · t + 1/2 ·
(
t
σ2 +R · t
)2
· (σ2 +R · t)
)
= exp
( −t2/2
σ2 +R · t
)
(54)
which completes the proof. J
I Fact 3 (Bernstein Concentration Bound). Given is a collection {Yl}l∈[k] of k ∈ N independent
binary random variables, i.e., Yl ∈ {0, 1}, with µl = Ex (Yl) for l ∈ [k]. Let Xl = al · Yl for
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constant 0 < al ≤M . The following holds for any t > 0 with θ =
(
t∑
l∈[k] a
2
l
·(µl−µ2l )+M · t3
)
:
Pr
∑
l∈[k]
(Xl − Ex (Xl)) ≥ t
 (a)≤ e−θ·t · ∏
l∈[k]
Ex
(
eθ·(Xl−Ex(Xl))
)
(8)
(b)
≤ exp
(
− t
2/2∑
l∈[k] a
2
l · (µl − µ2l ) +M · t/3
)
(9)
Proof. We will apply Theorem 15 to obtain the result and first prove inequality (b). Choosing
R = M/3, we first prove that the assumption of Equation 35 holds. We first note the following
for Ex (|Xl − Ex (Xl) |n):
Ex (|Xl − Ex (Xl) |n) =Ex
(
(Xl − Ex (Xl))2 · |Xl − Ex (Xl) |n−2
)
(55)
≤Ex ((Xl − Ex (Xl))2 ·Mn−2) (56)
=Mn−2 · σ2l (57)
Using the fact that n!/2 · (1/3)n−2 ≥ 1 holds for all n ≥ 2, we obtain:
Ex (|Xl − Ex (Xl) |n) ≤Mn−2 · σ2l ≤
n!
2 · (M/3)︸ ︷︷ ︸
=R
n−2 · σ2l (58)
Hence, we have proven that Equation 35 holds for each bounded random variable Xl, l ∈ [k],
and each n ≥ 2 when R = M/3.
Preparing to apply Theorem 15, we note that σ2l = Var (Xl) = a2l · (µl − µ2l ) holds for
l ∈ [k] and that σ2 = ∑l∈[k] a2l · (µl − µ2l ) holds. Plugging these values into Theorem 15, the
inequality (b) is proven, i.e., we obtain:
Pr
∑
l∈[k]
(Xl − Ex (Xl)) ≥ t
 ≤ exp(− t2/2∑
l∈[k] a
2
l · (µl − µ2l ) +M · t/3
)
(59)
Regarding the inequality (a), we note that the right-hand side is a side-product of the
proof of Theorem 15. Specifically, the right-hand side of inequality (a) equals the term of
Equation 40. As Equation 40 eventually led to the inequality (b) under the choice of θ as
stated in this theorem, the theorem follows. J
B Code Listing
1import matplotlib.pyplot as plt
2import numpy as np
3import docplex.mp.model as cpx
4import random as rnd
5from copy import deepcopy
6import math
7import time
8
9#Notations for the paper
10#f_{i} --> f_i_round
11#f_{i,e} --> f_i_e_round
12#\tilde{f_{i}} --> f_i_vars
13#\tilde{f_{i,e}} --> f_i_e_vars
14
15#temporary global values for Germany50 from SNDlib
18 All-or-Nothing Multicommodity Flow Approximation
16v = 50
17e = 88
18k= 50
19constant = 100
20alpha = 1.0/3
21beta = 1
22
23#repeated randomized rounding function
24def rounding(f_i_vars ,f_i_e_vars ,edges):
25beta = 1
26f_i_round = {}
27f_i_e_round = {}
28for i in range(k):
29prob = rnd.uniform (0,1)
30if prob <= f_i_vars[i]. solution_value:
31f_i_round[i] = 1.0
32#rescaling step
33for edge in edges:
34flow_edge = float(f_i_e_vars [(i,edge)]. solution_value)
35flow_commodity = float(f_i_vars[i]. solution_value)
36f_i_e_round [(i,edge)] = flow_edge/flow_commodity
37else:
38f_i_round[i] = 0.0
39for edge in edges:
40f_i_e_round [(i,edge)] = 0
41return f_i_round , f_i_e_round
42
43
44#main
45opt_model = cpx.Model(name="MIP Model")
46
47
48#Reading the graph file
49fgraph = open("germany50converted.txt","r")
50graph = fgraph.read().split("\n")[:-1]
51
52#Segregating the respective values
53sourcesink = []
54demands = []
55weights = []
56edges = [(i,j) for i in range(v) for j in range(v)]
57capacity = []
58for i in range(v):
59row = []
60for j in range(v):
61row.append (0)
62capacity.append(row)
63
64for c in range(len(graph)):
65temp = graph[c]. split(",")
66if c<k:
67sourcesink.append ((int(temp [0]),int(temp [1])))
68demands.append(float(temp [2]))
69weights.append(float(temp [3]))
70else:
71capacity[int(temp [1])][int(temp [0])]= float(temp [2])
72
73capacity = np.array(capacity)
74print(capacity)
75
76flows = []
77
78for i in range(k):
79row = []
80for j in range(e):
81row.append (0)
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82flows.append(row)
83
84flows = np.array(flows)
85
86# setting the constant edge capacities for the linear program
87print("Adding the variables:")
88start=time.time()
89c_e = {edges[i]: capacity[edges[i][0]][ edges[i][1]] for i in range(v**2)}
90
91# setting the variable flow values for the linear program
92f_i_vars = {i:opt_model.continuous_var(lb=0, ub=1, name="f_{0}".format(i)
)
93
94for i in range(k)}
95
96f_i_e_vars = {(i,edge):opt_model.continuous_var(lb=0, name="f_{0}_{1}".
format(i,edge))
97
98for i in range(k) for edge in edges}
99end=time.time()
100print("Time taken = ",end -start ," seconds")
101
102# adding the constraints for the linear program
103print("Now adding constraints:")
104start=time.time()
105constraint1 = {i :
106opt_model.add_constraint(
107ct=opt_model.sum(f_i_e_vars [(i,( sourcesink[i][0],j))] for j in range(v))
== f_i_vars[i],
108ctname="constraint1_ {0}".format(i))
109for i in range(k)}
110
111constraint2 = {(i,j) :
112opt_model.add_constraint(
113ct=opt_model.sum(f_i_e_vars [(i,(a,j))] for a in range(v) ) == opt_model.
sum(f_i_e_vars [(i,(j,a))] for a in range(v)),
114ctname="constraint2_ {0}_{1}".format(i,j))
115for i in range(k) for j in range(v) if j is not sourcesink[i][0] and j is
not sourcesink[i][1]}
116
117#Constraint 3 for directed graph and varying demands
118constraint3 = {(a,b) :
119opt_model.add_constraint(
120ct=opt_model.sum(f_i_e_vars [(i,(a,b))]* demands[i] for i in range(k)) <=
c_e[(a,b)] ,
121ctname="constraint3_ {0}_{1}".format(a,b))
122for a in range(v) for b in range(v)}
123
124# Constraint 4 for varying demands
125constraint4 = {(i,(a,b)) :
126opt_model.add_constraint(
127ct=f_i_e_vars [(i,(a,b))]* demands[i] <= c_e[(a,b)]* f_i_vars[i] ,
128ctname="constraint4_ {0}_{1} ,{2}".format(i,a,b))
129for i in range(k) for a in range(v) for b in range(v)}
130
131constraint5 = {(i,(a,b)) :
132opt_model.add_constraint(
133ct=f_i_e_vars [(i,(a,b))] >= 0 ,
134ctname="constraint5_ {0}_{1} ,{2}".format(i,a,b))
135for i in range(k) for a in range(v) for b in range(v)}
136
137# objective function for the linear program in presense of varying
weights
138objective = opt_model.sum(weights[i]* f_i_vars[i]
139for i in range(k))
140end=time.time()
20 All-or-Nothing Multicommodity Flow Approximation
141print("Time taken = ",end -start ," seconds")
142
143
144# for maximization
145opt_model.maximize(objective)
146
147#for exporting the lp as text constraints
148opt_model.export_as_lp("./model.lp")
149
150#solving the linear program
151print("Now solving:")
152start=time.time()
153opt_model.solve ()
154end=time.time()
155print("Time taken = ",end -start ," seconds")
156print("="*150)
157#print lp results
158print("The flow values assigned by the LP to each commodity are:")
159x = {}
160[x.update ({i:f_i_vars[i]. solution_value }) for i in range(k)]
161print(x)
162print("\n")
163
164print("The flow values for each edge assigned by the LP to each commodity
are:")
165x=[tuple ([float(f_i_e_vars [(i,e)]. solution_value) for i in range(k)]) for
e in edges]
166for i in range(v):
167print(x[v*i:v*(i+1)])
168print("\n")
169
170print("The objective function value given by the LP is:",objective.
solution_value)
171print("="*150)
172rounds = constant * math.ceil(math.log(v))
173round_obj =0.0
174
175#Randomized Rounding
176if(objective.solution_value !=0):
177for t in range(rounds):
178round_obj =0.0
179f_i_round , f_i_e_round = rounding(f_i_vars ,f_i_e_vars ,edges)
180for key in f_i_round.keys():
181round_obj += f_i_round[key]* weights[key]
182temp_alpha = float(round_obj)/float(objective.solution_value)
183if temp_alpha >= alpha:
184alpha = temp_alpha
185break
186else:
187print("Objective function value is zero!")
188exit()
189
190#Calculating Beta
191for e in edges:
192f_e=0
193if c_e[e] != 0:
194for i in range(k):
195f_e+= f_i_e_round[i,e]* demands[i]
196if f_e >c_e[e]:
197temp_beta = float(f_e)/float(c_e[e])
198if temp_beta > beta:
199beta = temp_beta
200
201
202print("The flow values assigned by the randomized algorithm to each
commodity are:")
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203print(f_i_round)
204print("\n")
205
206print("The flow values for each edge assigned by the randomized algorithm
to each commodity are:")
207x=[tuple ([ f_i_e_round [(i,e)] for i in range(k)]) for e in edges]
208for i in range(v):
209print(x[v*i:v*(i+1)])
210print("\n")
211
212print("The objective function value given by the algorithm is:",
round_obj )
213
214print("Alpha is calculated as ",alpha)
215
216print("Beta is calculated as ",beta)
217
218print("="*150)
