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Abstract
In a central lemma we characterize ‘generating functions’ of cer-
tain functors on the category of algebraic non-commutative probabil-
ity spaces. Special families of such generating functions correspond to
‘unital, associative universal products’ on this category, which again
define a notion of non-commutative stochastic independence. Using
the central lemma, we can prove the existence of cumulants and of
‘cumulant Lie algebras’ for all independences coming from a unital,
associative universal product. These include the five independences
(tensor, free, Boolean, monotone, anti-monotone) appearing in N. Mu-
rakis classification, c-free independence of M. Boz˙ejko and R. Speicher,
the indented product of T. Hasebe and the bi-free independence of D.
Voiculescu. We show how the non-commutative independence can be
reconstructed from its cumulants and cumulant Lie algebras.
1 Preliminaries
Vector spaces will be over the field of complex numbers. Algebras will be
complex associative. An algebra is called unital if it has a unit element.
∗The authors acknowledge support by DAAD and MAEDI/MENESR through the
PROCOPE programme.
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An algebra with an involution is called a ∗-algebra. A positive, normalized
linear functional on a unital ∗-algebra is called a state. We say that a linear
functional ϕ on a ∗-algebra A is strongly positive if the linear functional ϕ˜ on
A˜ is a state where ϕ˜(1) = 1 and where A˜ = C1⊕A denotes the unitalization
of A.
Let V be a vector space. The tensor algebra over V is the vector space
T(V) =
∞⊕
n=1
V⊗n
where V⊗n denotes the n-fold tensor product of the vector space V with itself.
The multiplication of T(V) is given by linear extension of
(v1 ⊗ . . .⊗ vn)(w1 ⊗ . . .⊗ wm)
= v1 ⊗ . . .⊗ vn ⊗ w1 ⊗ . . .⊗ wm.
The algebra T(V) is characterized by the following universal property. For
every algebra A and linear mapping R : V → A there is a unique algebra
homomorphism T(R) : T(V) → A such that R = T(R) ◦ ι where ι denotes
the canonical embedding of V = V⊗1 into T(V). Similarly, the symmetric
tensor algebra S(V)
S(V) =
∞⊕
n=0
V⊗sn
over V is defined where now we put V⊗s0 = C and where V⊗sn denotes the
n-fold symmetric tensor product of V with itself. The commutative unital
algebra S(V) is characterized by its universal property, which says that for
each commutative unital algebra A and each linear mapping R : V → A
there is a unique unital algebra homomorphism S(R) : S(V) → A such that
R = S(R) ◦ ι. Notice that with our notation S(V) is unital whereas T(V) is
not.
Let I be a non-empty (index) set. Denote by A(I) the set of all finite
sequences ε = (ε1, . . . , εn), n ∈ N, where εj ∈ I with εj 6= εj+1, j ∈ [n − 1].
Write |ε| = n. We put
[m] := {1, . . . ,m}
and Am := A([m]) for m ∈ N.
For vector spaces Vi, i ∈ I, we call the vector space⊔
i∈I
Vi :=
⊕
ε∈A(I)
Vε, Vε = Vε1 ⊗ . . .⊗ Vεn (1.1)
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the free product of the vector spaces Vi. For algebras Ai, i ∈ I, the vector
space
⊔
i∈I Ai is turned into an algebra, the free product of the algebras Ai,
if we define the multiplication by
(a1 ⊗ . . .⊗ an)(b1 ⊗ . . .⊗ bm)
=
{
a1 ⊗ . . .⊗ an−1 ⊗ (anb1)⊗ b2 ⊗ . . .⊗ bm if εn = ρ1
a1 ⊗ . . .⊗ an ⊗ b1 ⊗ . . .⊗ bm if εn 6= ρ1
for ε, ρ ∈ A(I), ε = (ε1, . . . , εn), ρ = (ρ1, . . . , ρm), a1 ⊗ . . . ⊗ an ∈ Aε,
b1 ⊗ . . .⊗ bm ∈ Aρ. For an algebra A we put
AunionsqI :=
⊔
i∈I
Ai, Ai a copy of A. (1.2)
Let A be an algebra. We say that the (A(1), . . . ,A(m)), m ∈ N, is free in A
if A(1), . . . ,A(m) are subalgebras of A and if the algebra homorphism from
A(1) unionsq . . . unionsq A(m) to A which is given by
Aε 3 a1 ⊗ . . .⊗ an 7→ a1 . . . an ∈ A
is injective. If this mapping is a bijection, we say that (A(1), . . . ,A(m)) freely
generates A. In this case, we also write A = A(1) unionsq . . . unionsq A(m).
For a non-empty set X we denote by 〈X〉 the semi-group freely generated
byX and by [X] the commutative monoid freely generated byX. Notice that,
with our notation, 〈X〉 does not include the empty word whereas [X] does.
The elements of 〈X〉 are formal words x1 . . . xk, k ∈ N, xi ∈ X, which are
called monomials. The monomials of [X] will sometimes be written x1 ·. . .·xk,
k ∈ N0 with N0 = N∪ {0}. We will deal with monomials of [〈X〉], which are
of the form M1 · . . . ·Ml, l ∈ N0, with Mi = xi,1 . . . xi,ki , i ∈ [l], ki ∈ N. We
put
set (x1 . . . xk) = {x1, . . . , xk}
and
|x1 . . . xk| = k.
For a set X denote by CX the vector space with basis X and by C〈X〉 the
‘semi-group algebra’ of 〈X〉, i.e. the vector space with basis 〈X〉 and algebra
multiplication given by the bilinear extension of the multiplication of 〈X〉.
Then T(CX) ∼= C〈X〉 in a natural way. Similarly, the (commutative, unital)
polynomial algebra C[X] will be considered. We have S(CX) ∼= C[X]. We
will also use the natural identifications
S(V1 ⊕ V2) = S(V1)⊗ S(V2) (1.3)
3
and
T(V1 ⊕ V2) = T(V1) unionsq T(V2). (1.4)
Let V∗ denote the algebraic dual space of a vector space V . For ϕ ∈ V∗
we have the scalar-valued algebra homomorphism S(ϕ) : S(V) → C, and we
say that a mapping F : V∗ → C is a polynomial function over V if there is
an element P ∈ S(V) such that F (ϕ) = S(ϕ)(P ) for all ϕ ∈ V∗. In fact,
the polynomial P = PF is uniquely determined by its polynomial function
F . If {vi | i ∈ I} is a vector space basis of V , then we can identify S(V) and
C[{xi | i ∈ I}] and we have S(ϕ)(P ) = P ((ϕ(xi)i∈I), that is S(ϕ)(P ) is the
value of the polynomial function given by P at the ‘point’ (ϕ(xi))i∈I .
Let V and W be vector spaces and d ∈ N. Frequently, we use the identi-
fications
HomC(Vd,W) =
(
HomC(V ,W)
)d
= HomC(V ,Wd).
For example, Tv = (T (1)v, . . . , T (d)v) ∈ Wd or T (v(1), . . . , v(d)) = T 1)v(1) +
. . .+ T (d)v(d) ∈ W for
(T (1), . . . , T (d)) ∈ (HomC(V ,W))d, v, v(1), . . . , v(d) ∈ V .
Put Xn := {x1, . . . , xn}, the set formed by n ∈ N ‘indeterminates’ x1, . . . , xn.
Given n ∈ N elements a1, . . . , an of an algebra A we let
j(a1, . . . , an) : C〈Xn〉 → A
be the algebra homomorphism defined by putting
j(ai) = xi, i ∈ [n].
Considering C〈X〉 = T(CX) we have that
j(a1, . . . , an) = T(R)
with R : CX → A linear, R(xi) = ai. Put (d ∈ N)
V∗d := (V∗)d = V∗ ⊕ . . .⊕ V∗ = (V ⊕ . . .⊕ V)∗ = (Vd)∗
and write ϕ ◦ j for (ϕ(1) ◦ j, . . . , ϕ(d) ◦ j) ∈ W∗d if
ϕ = (ϕ(1), . . . , ϕ(d)) ∈ V∗d
where V , W are vector spaces and j :W → V is linear.
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The polynomial algebra C[〈X〉] in the indeterminates M , M ∈ 〈X〉, is an
N0-graded algebra if we put the degree |M1 ·. . .·Ml| of a monomial M1 ·. . .·Ml
in [〈X〉] equal to |M1| + . . . + |Ml|. For a finite set X, #X = n, denote by
M(X) the set of all monomials in C[〈X〉] of the form M1 · . . . ·Ml with
|M1 · . . . ·Ml| = n
(setMr) ∩ (setMs) = ∅ for r 6= s
#setMr = |Mr|, r ∈ [l].
The setM(X) is formed by all elements of [〈X〉] with the property that each
indeterminate of X appears exactly once. For example, for X = X4, we have
that
(x3x1x4) · x2, x4 · x1 · x3 · x2, x2x1x4x3 and x1 · x2 · (x4x3)
are in M(X) whereas
(x1x2) · x4 or (x1x2x4) · (x1x3)
are not. Denote by Md(X) the set
{(M1, k1) · . . . · (Ml, kl) |M1 · . . . ·Ml ∈M(X), (1.5)
k1, . . . , kl ∈ [d]}
of ‘labelled elements’ of M(X), which is a subset of [〈X〉 × [d]], and put
M(n) =M(Xn), Md(n) =Md(Xn).
2 Introduction
Let (C,,E) be a tensor category; see, for example, [ML98] or [AM10]. We
will always assume that the unit object E is an initial object of the category
C. We write 1A : E→ A for the unique morphism from E to an object A of
C. Denote by
αA,B,C : A (B  C)→ (AB) C
lA : E A→ A, rA : A E→ A
the associativity and unit constraints of the given tensor category, which
satisfy the pentagon and triangle diagrams. In this situation the morphisms
ι1 : A1 → A1  A2 and ι2 : A2 → A1  A2 with
ι1 = (idA1  1A2) ◦ r−1A1
ι2 = (1A1  idA2) ◦ l−1A2
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are called the inclusion maps. Following U. Franz [Fra06], M. Gerhold [Ger14]
and S. Lachs [Lac15], two morphisms j1 : A1 → A, j2 : A2 → A with the same
target are called independent if there is a unique morphism h : A1A2 → A
such that j1 = h ◦ ι1 and j2 = h ◦ ι2. For example, the tensor product 
is a coproduct for the category C if and only if all pairs of morphisms with
the same target are independent. As another elementary example consider
the category of vector spaces over a field K with injective linear mappings
as morphisms and the tensor product given by the direct sum. Then two
morphisms with the same target are independent if and only if there images
are linearly independent; see [Ger14].
Now consider the category of duals of probability spaces. The objects of
this category are pairs (N , ϕ) with N a commutative von Neumann algebra
and ϕ a normal state on N . The morphisms are von Neumann algebra
homomorphisms which respect the states. A random variable X : Ω → E
over a probability space (Ω,F ,P) with values in a measurable space (E, E)
gives rise to the morphism
jX : L
∞(E, E ,PX)→ L∞(Ω,F ,P); jX(f) = f ◦X
where PX denotes the law of X. The von Neumann algebra tensor product
and the tensor product of states turn this category into a tensor category with
unit object C, which is an initial object. Two random variables X1 : Ω→ E1,
X2 : Ω → E2 are stochastically independent in the usual sense of classical
probability theory if and only if the morphisms jX1 , jX2 are independent in
the above sense.
In this paper we will study non-commutative notions of independence,
and, in particular, the construction of cumulants associated with such an
independence. A natural approach to non-commutativity would be to con-
sider the category of von Neumann algebras and states as above without the
assumption of commutativity. Then one could ask for possible tensor prod-
ucts on this category. The classification of tensor products in this analytic
setting seems to be an open problem. There are classification results for a
more algebraic approach. Consider the category AlgP with pairs (A, ϕ), A
an algebra, ϕ a linear functional on A, as objects, and morphisms given by
algebra homomorphisms which respect the linear functionals. The initial ob-
ject is given by the algebra {0} and the only linear functional 0 : {0} → C
on {0}. Let (AlgP,′, {0}) be a tensor category and assume that
(A1, ϕ1)′ (A2, ϕ2) = (A1 ′ A2, ϕ1 ′ ϕ2).
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We form a new tensor category (AlgP,, {0}) by putting
A1 A2 = A1 unionsq A2
ϕ1  ϕ2 = (ϕ1 ′ ϕ2) ◦ (ι1 ′ ι2)
where here ι1, ι2 are the embeddings of the algebrasA1, A2 intoA1′A2 given
by ′ as above. The free product is a coproduct in the category of algebras.
The tensor product  is a reduction of the tensor product ′ in the sense
of [Fra06]. If two morphisms are independent with respect to ′, they are
also independent with respect to . This means that, for many questions in
non-commutative probability, we may restrict ourselves to tensor products
of the form (A1 unionsq A2, ϕ1  ϕ2) where the product  of linear functionals
satisfies
(ϕ1  ϕ2) ◦ ι1 = ϕ1; (ϕ1  ϕ2) ◦ ι2 = ϕ2 (2.1)
(ϕ1  ϕ2) ϕ3 = ϕ1  (ϕ2  ϕ3) (2.2)
(ϕ1  ϕ2) ◦ (j1 unionsq j2) = (ϕ1 ◦ j1) (ϕ2 ◦ j2) (2.3)
for objects (A1, ϕ1), (A2, ϕ2) and (A3, ϕ3) in AlgP, algebras B1, B2, and
algebra homomorphisms j1 : B1 → A1, j2 : B2 → A2. Here we put
j1 unionsq j2 = (ι1 ◦ j1) unionsq (ι2 ◦ j2).
Products in AlgP which satisfy (2.1)-(2.3) have been completely classified;
see [Spe97, BGS02, Mur02, Mur03, GL15]. There are five families of such
products, the tensor [HP84], free [Voi85, Spe90] , Boolean [vW73], monotone
and anti-monotone [Mur97, Mur01, Lu97] families.
In this paper we will consider a more general situation. The category
AlgPd,m, d,m ∈ N, has as objects triplets
(A, (A(1), . . . ,A(m)), ϕ) where
now A comes with an m-tuple (A(1), . . . ,A(m)) of subalgebras which freely
generates A, and ϕ is a d-tuple of linear functionals with each component
a linear functional on A. A morphism of AlgPd,m is given by an m-tuple of
algebra homomorphisms adapted to the free decomposition of the algebras
into subalgebras and which respect the components of ϕ.
We consider tensor products on AlgPd,m given by products  with (2.1)-
(2.3) which now have to be interpreted component-wise. We call such a
unital, associative universal product a u.a.u.-product. Now further examples
of independences, like bi-freeness [Voi14] or c-freeness [BS91, Ans11] and the
examples of [Has11], are included. The classification of u.a.u.-products in
AlgPd,m is an open problem.
We are interested in convolution products, moments and cumulants in the
non-commutative algebraic setting. To define these notions some additional
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structure is needed. Classically, convolution of measures on (topological)
groups can be defined by a combination of the tensor product of two measures
and the group multiplication. Similarly, the convolution of linear functionals
on a Hopf algebra or bialgebra is defined. Since we wish to study different
notions of tensor products in a non-commutative setting, we need dual groups
or semi-groups in the sense of D. Voiculescu [Voi87], which better suit non-
commutativity than Hopf algebras or bialgebras. A dual semi-group in this
paper means a pair (D,∆) with D an algebra and ∆ : D → DunionsqD an algebra
homomorphism such that
(∆unionsq id) ◦∆ = (idunionsq∆) ◦∆ (2.4)
(0unionsq id) ◦∆ = ι1; (idunionsq 0) ◦∆ = ι2. (2.5)
For the classification of independences a lemma from [BGS05] is crucial.
A generalized version of this lemma and a more detailed proof can be found
in Section 4 of this paper.
We explain the statement of our central lemma. The universal property
of the polynomial algebra T(CXn) = C〈Xn〉 can be formulated as follows.
Given an arbitrary algebra A and n elements a1, . . . , an in A there is a
unique algebra homomorphism j(a1, . . . , an) : C〈Xn〉 → A which maps xi to
ai, i ∈ [n]. A mapping F : C〈Xn〉∗d → C from the space C〈Xn〉∗d of d-tuples
of linear functionals on C〈Xn〉 to the complex numbers is called generating
if the maps
(a1, . . . , an)→ F (ϕ ◦ j(a1, . . . , an))
are n-linear for all algebras A and all d-tuples ϕ of linear functionals on A.
In the special case d = 1 the central lemma says that generating maps are
always polynomial functions given by a polynomial PF of degree n in the
polynomial algebra C[〈Xn〉] in commuting indeterminates M where M runs
through all monomials of C〈Xn〉. Moreover PF is of very special type. It
lies in the linear span of elements of the form M1 · . . . ·Ml with monomials
Mk in C〈Xn〉 such that each indeterminant x1, . . . , xn appears exactly once
in M1, . . . ,Ml, i.e. P is in the linear span of M(Xn) of Section 1. F is
obtained from PF by the equation F (ϕ) = PF
(
(ϕ(M))M
)
that is by the
value of the polynomial function PF at the points ϕ(M). For general d ∈ N
the monomials M get a label j ∈ [d] and the d-tuple ϕ puts the value ϕ(j)(M)
to the labelled monomial (M, j).
The same lemma is used to define the ‘Lachs functor’ (which is an example
of a colax monoidal functor; see e.g. [AM10]), the case d = m = 1 was treated
by S. Lachs in [Lac15]. Fix a u.a.u.-product  on AlgPd,m. The convolution
product of two linear functionals ϕ1, ϕ2 on a dual semi-group D is defined
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by
ϕ1 ? ϕ2 = (ϕ1  ϕ2) ◦∆. (2.6)
The product  gives rise to a cotensor (or colax monoidal) functor L from
the tensor category (AlgPd,m,, {0}) to the tensor category of commutative
algebraic probability spaces with the usual tensor product of algebras and
of normalized linear functionals. It associates with each dual semi-group D
a bialgebra structure on the symmetric tensor algebra L(D) = S((Dunionsqm)d)
over the vector space (Dunionsqm)d such that
S(ϕ1 ? ϕ2) = S(ϕ1) ? S(ϕ2) (2.7)
where the second convolution is given by the coproduct L(∆) of the bialge-
bra (L(D),L(∆), S(0)) and S(ϕ) denotes the algebra homomorphism from
L(D) to the complex numbers given by ϕ ∈ (Dunionsqm)∗d. If D is a dual group,
the vector space (Dunionsqm)∗d is a group with respect to convolution; cf. [FM15]
for the case d = m = 1.
Now consider the following example of a dual group which is important
for the treatment of cumulants associated with a given product  on AlgPd,m.
The algebra structure of this dual group is just that of a tensor algebra T(V)
over a given vector space V . As before it is sometimes convenient to look
at T(V) as the polynomial algebra C〈xi; i ∈ I〉 in indeterminates xi with I
a set of the cardinality of a basis of V . The dual space of C〈xi; i ∈ I〉 can
be identified with the algebra C〈〈xi; i ∈ I〉〉 of formal power series in the xi.
The comultiplication of T(V) is given by ∆xi = ι1xi+ ι2xi where ι1, ι2 denote
the natural embeddings of V into T(V) unionsq T(V) = T(V ⊕ V); see 1.4.
The fact that the polynomial in the central lemma is of the special type
described above means that the bialgebra L(D) in the case D = T(V) is
N0-graded with a 1-dimensional 0-component. For such N0-graded bialgebras
(which are automatically Hopf algebras; see e.g. [Man08]) linear functionals
which vanish at 1 are nilpotent with respect to convolution if restricted to
the sub-coalgebra spanned by homogeneous elements of a degree which is
bounded by a fixed natural number. Thus we may define, pointwise, the
linear functional ln? Φ as a logarithm series with respect to convolution for
all linear functionals Φ on L
(
T(V)) with Φ(1) = 1. It can be shown that,
for ϕ ∈ (Dunionsqm)∗d, D = T(V), the convolution logarithm ln? S(ϕ) is an S(0)-
derivation. As such it is determined by its restriction ln(ϕ) to (Dunionsqm)d. We
call ln(ϕ) ∈ (Dunionsqm)∗d the cumulant functional of ϕ. In fact, d = m = 1
gives the known cumulants (see e.g. [AHLV15]) if we choose for  one of the
Muraki five [Mur02, Mur02, Lac15], and the cumulants in the bi-free case
of Voiculescu [Voi14] for d = 1, m = 2. Morever, m = 1, d ≥ 2 covers c-
freeness of Boz˙ejko and Speicher [BS91, BLS96] and the examples of Hasebe
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[Has11]. In the symmetric case, e.g. for tensor, free, Boolean and bi-free
independence, we have
ln(ϕ1 ? ϕ2) = ln(ϕ1) + ln(ϕ2) (2.8)
whereas, for example, in the monotonic or anti-monotonic case this formula
has to be replaced by a Campbell-Baker-Hausdorff expansion; cf. [FM15]
and Theorem 8.1 of this paper. The uniqueness of cumulants which satisfy
natural conditions is shown in [HS11] in the monotonic case.
The Campbell-Baker-Hausdorff expansion follows easily from the calculus
of formal power series. The linear functional exp?Ψ can be defined as an
exponential convolution series for all linear functionals Ψ on L
(
T(V)) and,
if Ψ vanishes at 1, we have that this series is a finite sum at each point.
Moreover, it follows that ln? and exp? are inverses of each other. For an
S(0)-derivation D = D(ψ), ψ the restriction of D to
(
T(V)unionsqm)d = (T(Vm))d,
we have that exp?D is a unital algebra homomorphism and as such of the
form S(ϕ) with ϕ ∈ (T(Vm))∗d. Put exp(ψ) = ϕ. Then ln and exp are
inverses of each other. Moreover, ln(ϕ1 ? ϕ2) is the restriction to (Dunionsqm)d of
the Campbell-Baker-Hausdorff expansion
ln? S(ϕ1) + ln? S(ϕ2) +
1
2
[ln? S(ϕ1), ln? S(ϕ2)]?
+
1
12
[ln? S(ϕ1), [ln? S(ϕ1), ln? S(ϕ2)]?]? − ...
which again is a finite sum at each point. The convolution commutator of
two S(0)-derivations is again an S(0)-derivation. Therefore, the vector space
(Dunionsqm)∗d, D = T(V), becomes a Lie algebra with the Lie bracket defined by
[ψ1, ψ2] := [D(ψ1), D(ψ2)]?  (Dunionsqm)d (2.9)
which we call the cumulant Lie algebra for V . Call the cumulants for V = Cn,
n ∈ N, i.e. in the case D = C〈x1, . . . , xn〉, the n-th order cumulants of  and
the associated Lie algebra on (Dunionsqm)∗d = C〈〈x1, . . . , xmn〉〉d the n-th order
cumulant Lie algebra of . We show that a u.a.u.-product is determined by
the following data
• all n-th order cumulants, n ∈ N
• all n-th order cumulant Lie algebras, n ∈ N .
The system of cumulants and cumulant Lie algebras is the infinitesimal form
of the underlying u.a.u.-product. It will be a subject of further research to
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find general conditions for an ‘infinitesimal system’ to lead to a u.a.u.-product
by ‘exponentiating’.
We give a brief description of the content of the paper. Section 3 contains
a generalization of Lemma 1 of [BGS02] to the general d,m-case. In Sections
4 and 5 we apply this central lemma to u.a.u.-products to find a coefficient
formula which could be a first step to the classification of u.a.u.-products.
Moreover, we prove a generalization of a result of N. Muraki [Mur13] which
says that for positive products all ‘wrong ordered’ coefficients vanish. Section
6 is about the Lachs functor. Section 7 presents some results on N0-graded
Hopf algebras which are used to define cumulants in the general d,m-case in
Section 8.
3 Universal products
Consider the category of algebraic probability spaces AlgP with pairs (A, ϕ)
as objects and with morphisms j : (B, ψ) → (A, ϕ), j : B → A an algebra
homomorphism, ϕ ◦ j = ψ. More generally, denote by AlgPd the category
formed by pairs (A, ϕ) with ϕ ∈ A∗d and morphisms given by algebra homo-
morphisms which respect each of the components of ϕ and ψ, i.e. ϕ(l) = ψ(l)◦j
for l ∈ [d]. We will write ϕ ◦ j for (ϕ(1) ◦ j, . . . , ϕ(d) ◦ j) so that the mor-
phism condition reads again ϕ ◦ j = ψ. Similarly, we consider the category
UAlgPd of pairs (A, ϕ) with A a unital algebra and ϕ = (ϕ(1), . . . , ϕ(d)) a
d-tuple of normalized linear functionals on A, i.e. ϕ(l)(1) = 1. Of course, the
morphisms are now the unital algebra homomorphisms respecting the ϕ(l).
A universal product in AlgPd is a bifunctor of the special form(
(A1, ϕ1), (A2, ϕ2)
)
(3.1)
7→ (A1, ϕ1) (A2, ϕ2) = (A1 unionsq A2, ϕ1  ϕ2)
(j1, j2) 7→ j1 unionsq j2.
The bifunctor property implies that (2.3) holds. A universal product is called
degenerate if
(ϕ1  ϕ2)(a1 . . . am) = 0
for all objects (A1, ϕ1), (A2, ϕ2) in AlgPd, ε ∈ A2, m = |ε| > 1, a1 . . . am ∈
Aε. We always assume that our universal products are non-degenerate. 
is a u.a.u.-product if it satisfies (2.1), (2.2) and (2.3). We say that  is
symmetric if
ϕ1  ϕ2 = ϕ2  ϕ1. (3.2)
Universal products in the category UAlgPd are defined in an analogous way.
In this case the role of the free product A1 unionsqA2 of two algebras is played by
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the coproduct in the category of unital algebras, which is given byA1unionsq1A2 :=
(A1 unionsq A2)/I where I is the ideal generated by 11 − 12 with 11,12 the unit
elements of A1,A2. We mention that for the unitalization A˜ = C1 ⊕ A of
an algebra A we have in a natural way
A˜1 unionsq1 A˜2 ∼= A˜1 unionsq A2.
We will also consider universal products i∈I ϕi of a family
(Ai, ϕi)i∈I
of objects in AlgPd or in UAlgPd. Condition (2.3) is replaced by(i∈I ϕi) ◦ (unionsqi∈I ji) = i∈I(ϕi ◦ ji).
Now we generalize from one to m ∈ N algebras by considering the category
AlgPd,m with objects
(A, (A(1), . . . ,A(m)), ϕ) where
(A(1), . . . ,A(m)) freely generates A,
ϕ = (ϕ(1), . . . , ϕ(d)), ϕ(1), . . . , ϕ(d) ∈ A∗,
and morphisms given by algebra homomorphisms j : B → A such that
j(B(k)) ⊂ A(k), k ∈ [m], and ψ = ϕ ◦ j. Define the category UAlgPd,m in an
analogous way.
A universal product in the category AlgPd,m is a bifunctor of the form
(3.1) where now A1 unionsq A2 stands for
A1 unionsq A2,
(
(A(1)1 unionsq A(1)2 ), . . . , (A(m)1 unionsq A(m)2 )
)
,
which means again (2.3). As before, we say that  is unital and associative
if (2.1) and (2.2) hold.
Example 1. In the case d = m = 1, by a result of S. Lachs [Lac15], there are
exactly five families (⊗q)q∈C˙, (♦r,s)(r,s)∈C2\{(0,0)}, (~q)q∈C˙, (Cq)q∈C˙, (Bq)q∈C˙
of u.a.u.-products. The tensor family (⊗q)q∈C˙ can be obtained from the
parameter q = 1 case by the normalization equation
ϕ1 ⊗q ϕ2 = q−1
(
(q ϕ1)⊗1 (q ϕ2)
)
. (3.3)
Moreover,
ϕ1 ⊗1 ϕ2 = (ϕ1 ⊗ ϕ2) ◦ σ
with
σ : A1 unionsq A2 → A1 ⊕A2 ⊕ (A1 ⊗A2)
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the canonical algebra homomorphism from the free product to the tensor
product of the algebras A1 and A2. Similarly, the free family (~q)q∈C˙ and the
monotonic (Cq)q∈C˙ and anti-monotonic family (Bq)q∈C˙ can be obtained from
the q = 1 case by a normalization equation like in (3.3). For a1⊗. . .⊗an ∈ Aε,
ε = (ε1, . . . , εn) ∈ A2, the free q = 1 case is given by the recursion formula
(ϕ1 ~ ϕ2)(a1 ⊗ . . .⊗ an)
=
∑
I([n]
(−1)#I+1(ϕ1 ~ ϕ2)(
∏
i∈I
ai)
(∏
i∈Ic
ϕεi(ai)
)
with the convention (ϕ1 ~ ϕ2)(
∏
i∈∅ ai) = 1, the monotonic q = 1 case by
(ϕ1 C ϕ2)(a1 ⊗ . . .⊗ an) = ϕ1
( ∏
i,εi=1
ai
) ( ∏
i,εi=2
ϕ2(ai)
)
and the anti-monotonic q = 1 case by
(ϕ1 B ϕ2)(a1 ⊗ . . .⊗ an) =
( ∏
i,εi=1
ϕ1(ai)
)
ϕ2
( ∏
i,εi=2
ai
)
.
Notice that the monotonic and the anti-monotonic case are not symmetric.
The two parameter Boolean family is given by
(ϕ1♦r,sϕ2)(a1 ⊗ . . .⊗ an) = c(r, s, ε)ϕε1(a1) . . . ϕεn(an)
with
c(r, s, ε) = r#{i∈[n] | i>1,εi=1} s#{i∈[n] | i>1,εi=2}.
In particular,
(ϕ1♦r,sϕ2)(a1a2) = sϕ1(a1)ϕ2(a2)
(ϕ1♦r,sϕ2)(a2a1) = rϕ1(a1)ϕ2(a2)
for a1 ∈ A1, a2 ∈ A2, so that ♦r,s is not symmetric for r 6= s.
If the universal product satisfies
(ϕ1  ϕ2)(a1a2) = (ϕ1  ϕ2)(a2a1) = ϕ1(a1)ϕ2(a2)
for all a1 ∈ A1, a2 ∈ A2, we say that it is normal. It has been shown by N.
Muraki [Mur01, Mur02] that ⊗1, ~1, ♦1,1, C1 and B1 are the only normal
u.a.u.-products in the category AlgP1,1. The Muraki five are also the only
positive (see Section 5) u.a.u.-products [Mur13] in AlgP1,1. Moreover, ⊗1, ♦1
and ~1 are the only normal, symmetric u.a.u.-products and the only positive,
symmetric u.a.u.-products in AlgP1,1.
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Remark 3.1. If we have a universal product in the category UAlgPd,m, the
following procedure associates with it a universal product in the category
AlgPd,m. Let(A1, (A(1)1 , . . . ,A(m)1 ), ϕ1), (A2, (A(1)2 , . . . ,A(m)2 ), ϕ2)
be objects in AlgPd,m and let 1 be a universal product in UAlgPd,m. We
form the tensor product(A˜1 unionsq1 A˜2, (A˜(1)1 unionsq1 A˜(1)2 , . . . , A˜(m)1 unionsq1 A˜(m)2 ), ϕ˜1 1 ϕ˜2)
and put
(ϕ1  ϕ2)(l) := (ϕ˜1 1 ϕ˜2)(l)  A1 unionsq A2
which makes sense since
A˜1 unionsq1 A˜2 = (A˜(1)1 unionsq1 A˜(1)2 ) unionsq1 . . . unionsq1 (A˜(m)1 unionsq1 A˜(m)2 )
⊃ (A(1)1 unionsq A(1)2 ) unionsq . . . unionsq (A(m)1 unionsq A(m)2 ) = A1 unionsq A2
in the canonical way. One checks that  is a u.a.u.-product if this is true for
1. A universal product in AlgPd,m not always can be reduced to a universal
product in UAlgPd,m. However,  defines 1 if it respects the units of the
algebras. This is, for example, the case for the tensor and the free product,
but not for the Boolean, monotone or anti-monotone product in Example 1.
Example 2. M. Bozejko and R. Speicher [BS91] showed, see also [BLS96],
that there is a unique u.a.u.-product 1 in UAlgP2,1 such that
(ϕ1 1 ϕ2)(2) = ϕ(2)1 ~1 ϕ(2)2
and
ε ∈ A2, a1 ∈ Aε1 , . . . , an ∈ Aεn , ϕ(2)εi (ai) = 0, i ∈ [n]
=⇒ ((ϕ1 1 ϕ2)(1))(a1 . . . an) = ϕ(1)ε1 (a1) . . . ϕ(1)εn (an).
The independence coming from the u.a.u.-product  given by the above
product on UAlgP2,1 as in Remark 2, which is also called c-freeness, gives
rise to a generalized, non-commutative Brownian motion; see [BS91, Ans11].
The concept for the c-free product can be generalized to a wider class of
u.a.u.-products in AlgP2,1; see [Has11] and Remark 3.2.
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Example 3. (see [Voi14]) Let V1, V2 be vector spaces. For V1 unionsq V2 =⊕
ε∈A2 Vε, cf. (1.1), consider the four natural vector space isomorphisms
C⊕ (V1 unionsq V2) ∼= (C⊕ V1)⊗ (C⊕
⊕
ε∈A2
ε1=2
Vε) (3.4)
∼= (C⊕ V2)⊗ (C⊕
⊕
ε∈A2
ε1=1
Vε)
and
C⊕ (V1 unionsq V2) ∼= (C⊕
⊕
ε∈A2
εn=2
Vε)⊗ (C⊕ V1) (3.5)
∼= (C⊕
⊕
ε∈A2
εn=1
Vε)⊗ (C⊕ V2).
Let l(T ), T ∈ End(C⊕V1), be the element in End(C⊕(V1unionsqV2)) which equals
T ⊗ id in the first identification of (3.4) and let r(T ) be the element which
equals id⊗T in the first identification of (3.5). Similarly, for T ∈ End(C⊕V2)
define l(T ) and r(T ) to be the elements of End(C⊕(V1unionsqV2)) using the second
identifications of (3.4) and (3.5).
An algebraic probability space (A, ϕ), i.e. an element of AlgP, gives rise
to a Gelfand-Naimark-Segal representation piϕ : A → End(C ⊕ Vϕ) which,
up to isomorphisms, is uniquely determined by the properties (Ω = (1, 0))
pi(A)Ω + CΩ = C⊕ Vϕ
K ⊂ Vϕ, pi(A)K ⊂ K =⇒ K = {0}
PΩpi(a) = ϕ(a)Ω, for all a ∈ A;
cf. [Ger14, Lac15]. The triplet (pi,V ,Ω) is called the GNS-triplet of (A, ϕ).
Let (A1, ϕ1), (A2, ϕ2) be two algebraic probability spaces with GNS-triplets
(pi1,V1,Ω1), (pi2,V2,Ω2).
We define a representation pi of A1 unionsq A2 on C⊕ (V1 unionsq V2) by
pi(a1) = l(pi1(a1))
pi(a2) = l(pi2(a2)).
Then (pi,V1 unionsq V2,Ω), Ω = (1, 0), is the GNS-triplet of ϕ1 ~ ϕ2; see [Voi85].
This GNS-triplet can equally be realized by putting
pi(a1) = r(pi1(a1)),
pi(a2) = r(pi2(a2)).
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It was the idea of D. Voiculescu [Voi14] to involve both ‘faces’, i.e. the left
and the right operators on C⊕ (V1 unionsq V2), by considering objects(A1, (A(1)1 ,A(2)1 ), ϕ1), (A2, (A(1)2 ,A(2)2 ), ϕ2)
in AlgP1,2 and by putting for the GNS-triplets (pi1,V1,Ω1), (pi2,V2,Ω2) of
(A1, ϕ1), (A2, ϕ2)
pi(a1) = l(pi1(a1)) for a1 ∈ A(1)1
pi(a1) = r(pi1(a1)) for a1 ∈ A(2)1
pi(a2) = l(pi2(a2)) for a2 ∈ A(1)2
pi(a2) = r(pi2(a2)) for a2 ∈ A(2)2
to define a representation of A1 unionsq A2 on C⊕ (V1 unionsq V2). Now put
ϕ1  ϕ2(A) := PΩ
(
pi(A)Ω
)
for A ∈ A1 unionsq A2 to obtain a u.a.u.-product  in AlgP1,2, the bi-free product
of Voiculescu. Clearly, we have
ϕ1  ϕ2  A(1)1 unionsq A(1)2 = (ϕ1  A(1)1 )~ (ϕ2  A(1)2 )
ϕ1  ϕ2  A(2)1 unionsq A(2)2 = (ϕ1  A(2)1 )~ (ϕ2  A(2)2 ).
Moreover,
ϕ1  ϕ2  A(1)1 unionsq A(2)2 = (ϕ1  A(1)1 )⊗ (ϕ2  A(2)2 )
ϕ1  ϕ2  A(2)1 unionsq A(1)2 = (ϕ1  A(2)1 )⊗ (ϕ2  A(1)2 );
see [Voi14]. Since  is symmetric, the cumulant Lie algebras are abelian and
the cumulant functional ln(ϕ) for ϕ ∈
(
T(V)unionsqT(V))∗ = T(V ⊕V)∗ has the
properties
ln(ϕ1 ? ϕ2) = ln(ϕ1) + ln(ϕ2)
ln(ϕ1 ? ϕ2)  ι1
(
T(V)) = ln~(ϕ1  A(1)1 ) + ln~(ϕ2  A(1)2 )
ln(ϕ1 ? ϕ2)  ι2
(
T(V)) = ln~(ϕ1  A(2)1 ) + ln~(ϕ2  A(2)2 ).
Remark 3.2. M. Gerhold and S. Lachs [Ger14, Lac15] introduced the notion
of an ‘abstract Le´vy processes on a comonoidal system’. A special case is
a quantum Le´vy process on a given dual semi-group with respect to a fixed
independence given by a u.a.u.-product in AlgP; see [Lac15]. More generally,
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quantum Le´vy processes - on a dual semi-group and with respect to a u.a.u.-
product in AlgPd,m - give rise to new examples of abstract Le´vy processes
on a comonoidal system in the sense of [Ger14, Lac15]. The c-free Brownian
motion of [BS91, Ans11] is an example of such a Le´vy processs on a dual
group of type T(V) with the underlying independence given by the c-free
product (Example 2) in AlgP2,1. See also Remark 5.5.
4 The central lemma
The following functors from AlgPd to AlgP play an important role in the
classification of u.a.u.-products and for our definition of cumulants in Section
8. For n ∈ N consider a functor F : AlgPd → AlgP such that
F(A, ϕ) = (A⊗n,F(ϕ)) (4.1)
F(j) = j⊗n. (4.2)
This means that
F(ϕ ◦ j)(a1 ⊗ . . .⊗ an) = F(ϕ)
(
j(a1)⊗ . . .⊗ j(an)
)
for all algebras A,B, algebra homomorphisms j : B → A and ϕ ∈ A∗d,
a1, . . . , an ∈ A. In particular, consider the algebra C〈Xn〉 and put
F (ϕ) := F(ϕ)(x1 ⊗ . . .⊗ xn)
for ϕ ∈ C〈Xn〉∗d. Then for ϕ ∈ A∗d
F (ϕ ◦ j(a1, . . . , an)) = F(ϕ ◦ j(a1, . . . , an))(x1 ⊗ . . .⊗ xn)
= F(ϕ)(a1 ⊗ . . .⊗ an)
so that F is determined by F : C〈Xn〉∗d → C.
A map
F : C〈Xn〉∗d → C
is called generating (of degree n and index d) if the following holds. For each
algebra A and each element ϕ ∈ A∗d the map
(a1, . . . , an) 7→ F
(
ϕ ◦ j(a1, . . . , an)
)
An → C
is n-linear. Complex constants are called generating of degree 0. It is im-
mediate that F coming from a functor F as above is generating. Moreover,
given a generating map F we put
F(ϕ)(a1 ⊗ . . .⊗ an) := F
(
ϕ ◦ j(a1, . . . , an)
)
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to define a functor F on AlgPd, which satisfies (4.1) and (4.2). Indeed, the
n-linearity makes it possible to extend F(ϕ) to a linear mapping on A⊗n.
Moreover, we have
F(ϕ ◦ j)(a1 ⊗ . . .⊗ an) = F
(
ϕ ◦ j ◦ j(a1, . . . , an)
)
= F
(
ϕ ◦ j(j(a1), . . . , j(an)
)
= F(ϕ)(j(a1)⊗ . . .⊗ j(an)).
This means that we have a 1-1-correspondence between generating maps and
functors F as above.
We observe that
(a1, . . . , an) 7→ ϕ(k1)(ai(1,1) . . . ai(1,s1)) . . . (4.3)
. . . ϕ(kl)(ai(l,1) . . . ai(l,sl))
is n-linear in a1, . . . , an ∈ A, for each choice of an algebra A and n ∈ N,
and for all fixed ϕ ∈ A∗d and (M1, k1) · . . . · (Ml, kl) in the set Md(n),
Mr = xi(r,1) . . . xi(r,sr); see (1.5) for the definition of Md. This holds because
each ai, i ∈ [n], appears exactly once as an argument in the product of the
right hand side of (4.3) and because the ϕ(k) are linear. Since ϕ◦j(a1, . . . , an)
is as an element of C〈Xn〉∗d, the image of (a1, . . . , an) in (4.3) can be written
S
(
ϕ ◦ j(a1, . . . , an)
)
(pi)
with
S
(
ϕ ◦ j(a1, . . . , an)
) ∈ S(C〈Xn〉d)∗
and
pi = (M1, k1) · . . . · (Ml, kl) ∈ S
(
C〈Xn〉d
)
= C
[〈Xn〉 × [d]].
Let P be a polynomial in C
[〈Xn〉 × [d]] which lies in the linear span of
Md(n), i.e.
P =
∑
pi∈Md(n)
αpi pi
with complex constants αpi. Then the polynomial function
F (ϕ) = S(ϕ)(P ) =
∑
pi∈Md(n)
αpi S(ϕ)(pi) (4.4)
over C(〈Xn〉 × [d]) = C〈Xn〉d given by P is generating of degree n and index
d. Indeed, all generating maps arise this way.
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Lemma 4.1. A map F is generating of degree n and index d iff F is a
polynomial function over C〈Xn〉d given by a polynomial in C
[〈Xn〉 × [d]]
which lies in the linear span CMd(n) of Md(n).
A proof of the remaining implication will be given at the end of this section.
The right hand side of (4.4) only depends on the values of ϕ on monomials
with #(setM) = |M | that is on monomials in 〈Xn〉 ‘with no repetition of an
indeterminant’. A first step consists in proving
Proposition 4.1. Let n, d ∈ N and let F be generating of degree n and index
d. Moreover, let ϕ, ϕ˜ ∈ C〈Xn〉∗d.
Then
ϕ(M) = ϕ˜(M) for all M ∈ 〈Xn〉 with #(setM) = |M |
=⇒ F (ϕ) = F (ϕ˜).
Proof: We only write down the case d = 1, the general case can be done in
exactly the same manner but with more indices.
We double the number of indeterminates to obtain the algebra A1 =
C〈y1, z1, . . . , yn, zn〉. Denote by N the set of monomials
ξ1 . . . ξl, ξj ∈ {yij , zij}, ij ∈ [n], j ∈ [l]
in A1 with the following property. If ij, j ∈ [l], appeared before, we must
have ξj = zij , and if ij did not appear before, we must have ξj = yij , that is
ξ1 = yi1
ξ2 =
{
yi2 if i2 6= i1
zi2 if i2 = i1
ξs =
{
yis if is /∈ {i1, . . . , is−1}
zis if is ∈ {i1 . . . , is−1}
for s = 3, . . . , l. For example, y2y1y3z2y4z2 and y2y1y3z2z1z2 are in N , but
y2y1y3z2y1z2 /∈ N .
Let ψ ∈ C〈Xn〉∗d. Define the linear functional ψ1 on A1 by
ψ1(ξ1 . . . ξl) =
{
ψ(xi1 . . . xil) if ξ1 . . . ξl ∈ N
0 otherwise
We claim that
ϕ1 ◦ j(y1 + z1, . . . , yn + zn) = ϕ
ϕ˜1 ◦ j(y1 + z1, . . . , yn + zn) = ϕ˜.
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For ϕ this follows from
(ϕ1 ◦ j)(xi1 . . . xil) = ϕ1
(
(yi1 + zi1) . . . (yil + zil)
)
=
∑
ξ1,...,ξl
ξr∈{yir ,zir },r∈[l]
ϕ1(ξ1 . . . ξl)
and the fact that exactly one of the monomials ξ1 . . . ξl appearing in the
sum of the right hand side is in N , and that for this monomial we have
ϕ1(ξ1 . . . ξl) = ϕ(xi1 . . . xil) by the definition of ϕ1. Similarly for ϕ˜.
Using the n-linearity property of the generating map F twice, we have
F (ϕ) = F
(
ϕ1 ◦ j(y1 + z1, . . . , yn + zn)
)
=
∑
ξ1,...,ξl
ξr∈{yir ,zir },r∈[l]
F
(
ϕ1 ◦ j(ξ1, . . . , ξl)
)
=
∑
ξ1,...,ξl
ξr∈{yir ,zir },r∈[l]
F
(
ϕ˜1 ◦ j(ξ1, . . . , ξl)
)
= F (ϕ˜).
Notice that equality of the sums follows because for M ∈ 〈Xn〉
j(ξ1, . . . , ξn)M ∈ N =⇒ #(setM) = |M |
and ϕ and ϕ˜ agree on monomials M with #(setM) = |M | by assumption.
We put
〈̂X〉 = {M ∈ 〈X〉 |#(setM) = |M |}
Moreover, for x ∈ X we put
〈X〉x = 〈X \ {x}〉; 〈X〉(x) = {M ∈ 〈X〉 |x ∈ setM}.
There is also 〈̂X〉x and 〈̂X〉
(x)
with the obvious meanings. We put 〈̂Xn〉
(k)
=
〈̂Xn〉
(xk)
.
Proposition 4.2. Let F be a generating map of degree n and index d.
Then there exist mappings
α
(M,l)
k : C〈̂Xn〉
∗d
k → C,
k ∈ [n], M ∈ 〈̂Xn〉
(k)
, l ∈ [d], such that
F (ϕ) =
∑
(M,l)∈〈̂Xn〉
(k)×[d]
α
(M,l)
k (ϕ  C〈̂Xn〉
d
k)ϕ
(l)(M).
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Proof: Again only for d = 1. We have
C〈̂Xn〉 = C〈̂Xn〉k ⊕ C〈̂Xn〉
(k)
and
C〈̂Xn〉
∗
= C〈̂Xn〉
∗
k ⊕ C〈̂Xn〉
(k)∗
.
The linear functionals δM , M ∈ 〈̂Xn〉
(k)
, given by δM(ϕ) = ϕ(M), form a
vector space basis of C〈̂Xn〉
(k)∗
. The statement of the proposition means
nothing else but the linearity of
F : C〈̂Xn〉
∗
= C〈̂Xn〉
∗
k ⊕ C〈̂Xn〉
(k)∗ → C
in the second component. In order to prove this linearity let ϕ, ϕ˜ ∈ C〈̂Xn〉
∗
be two linear functionals which agree on C〈̂Xn〉k and let λ ∈ C. Moreover,
define θ ∈ C〈̂Xn〉
∗
by
θ(M) =
{
ϕ(M) if M ∈ 〈Xn〉k
ϕ(M) + λϕ˜(M) if M ∈ 〈Xn〉(k).
Now consider two further indeterminates yk and zk to double the indetermi-
nate xk and put
(ξ1, . . . , ξn+1) = (x1, . . . , xk−1, yk, zk, xk+1, . . . , xn)
and
A1 := C〈ξ1, . . . ξn+1〉.
Next, define θ˜ ∈ (A1)∗ by (ξ = ξi1 . . . ξil a monomial in A1)
θ˜(ξ) =

0 if k, k + 1 ∈ {i1, . . . , il}
ϕ(xi1 . . . xil) if k + 1 /∈ {i1, . . . , il}
ϕ˜(xi1 . . . xil) if k /∈ {i1, . . . , il}, k + 1 ∈ {i1, . . . , il}
and consider the algebra homomorphism j : C〈Xn〉 → A1 which is given by
j(xi) =
{
ξi if i 6= k
xk + λzk if i = k.
We have θ˜ ◦ j = θ. Indeed, if M = xi1 . . . xil is in 〈Xn〉 with k /∈ {i1, . . . , il},
then
(θ˜ ◦ j)(M) = ϕ(M) = ϕ˜(M) = θ(M)
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whereas in the other case k ∈ {i1, . . . , il}
(θ˜ ◦ j)(M) = θ˜(xi1 . . . xik−1(yk + λzk)xik+1 . . . xil)
= θ˜(xi1 . . . xik−1ykxik+1 . . . xil)
+ λθ˜(xi1 . . . xik−1zkxik+1 . . . xil)
= ϕ(M) + λϕ˜(M)
= θ(M).
Using that F is generating, we end up with
F (θ) = F (θ˜ ◦ j)
= F
(
θ˜ ◦ j(x1, . . . , xk−1, yk + λzk, xk+1, . . . , xn)
)
= F
(
θ˜ ◦ j(x1, . . . , xk−1, yk, xk+1, . . . , xn)
)
+ λF
(
θ˜ ◦ j(x1, . . . , xk−1, yk, xk+1, . . . , xn)
)
= F (ϕ) + λF (ϕ˜)
which proves linearity of F in the second component. 
For simplicity, from now on we will drop the hats in 〈̂Xn〉 and 〈̂Xn〉k
etcetera and bear in mind that the values of our functionals only depend on
monomials without repetitions of indeterminates.
Proposition 4.3. (a) Let n ∈ N and (M, l) ∈ 〈Xn〉 × [d], |M | ≤ n, and let
k ∈ [n] with xk ∈ setM .
If ϕ, ψ ∈ C〈Xn〉∗dk agree on C〈Xn \ setM〉d, then we have
α
(M,l)
k (ϕ) = α
(M,l)
k (ψ).
The functions α
(M,l)
k : C〈Xn \ setM〉∗d → C are the same for all k ∈ setM .
(b) In particular, if |M | = n, we have that α(M,l)k is constant and does not
depend on k.
Proof: Only for d = 1.
(a) : Let k, p ∈ [n] with xk, xp ∈ setM . By Proposition 4.2 we have for
ϕ ∈ C〈Xn〉∗
F (ϕ) =
∑
K∈〈Xn〉(k)
α
(K)
k (ϕ  C〈Xn〉k)ϕ(K)
=
∑
P∈〈Xn〉(p)
α(P )p (ϕ  C〈Xn〉p)ϕ(P ).
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Splitting each of the two sums we have
α
(M)
k (ϕ  C〈Xn〉k)ϕ(M) +
∑
K∈〈Xn〉(k)
K 6=M
α
(K)
k (ϕ  C〈Xn〉k)ϕ(K)
= α(M)p (ϕ  C〈Xn〉p)ϕ(M) +
∑
P∈〈Xn〉(p)
P 6=M
α(P )p (ϕ  C〈Xn〉p)ϕ(P )
and (
α
(M)
k (ϕ  C〈Xn〉k)− α(M)p (ϕ  C〈Xn〉p)
)
ϕ(M) (4.5)
=
∑
P∈〈Xn〉(p)
P 6=M
α(P )p (ϕ  C〈Xn〉p)ϕ(P )
−
∑
K∈〈Xn〉(k)
K 6=M
α
(K)
k (ϕ  C〈Xn〉k)ϕ(K).
Since xk, xl ∈ setM we have M /∈ 〈Xn〉l ∪〈Xn〉k, which means that the right
hand side of (4.5) does not depend on ϕ(M) for each choice of ϕ ∈ C〈Xn〉∗.
From this it follows that
α
(M)
k (ϕ  C〈Xn〉k) = α(M)p (ϕ  C〈Xn〉p) (4.6)
for all ϕ ∈ C〈Xn〉∗.
Now let setM = {xi1 . . . xil}, |M | = l, 1 ≤ l < n and ϕ ∈ C〈Xn〉∗. We
will show that
α
(M)
i1
(ϕ  C〈Xn〉i1) = α(M)i1 (ψ  C〈Xn〉i1)
where ψ is the linear functional on C〈Xn〉 which agrees with ϕ on elements of
C〈Xn\setM〉 and is 0 on other elements of C〈Xn〉. Change ϕ to ϕ1 ∈ C〈Xn〉∗
by putting
ϕ1(W ) =
{
ϕ(W ) if W ∈ 〈Xn〉i1
0 otherwise.
Then, of course,
α
(M)
i1
(ϕ  C〈Xn〉i1) = α(M)i1 (ϕ1  C〈Xn〉i1).
Next define ϕ2 ∈ C〈Xn〉∗ by
ϕ2(W ) =
{
ϕ1(W ) if W ∈ 〈Xn〉i1 ∩ 〈Xn〉i2
0 otherwise.
23
By (4.6) and the fact that ϕ2  C〈Xn〉i2 = ϕ1  C〈Xn〉i2 we have
α
(M)
i1
(ϕ2  C〈Xn〉i1) = α(M)i2 (ϕ2  C〈Xn〉i2)
= α
(M)
i2
(ϕ1  C〈Xn〉i2)
= α
(M)
i1
(ϕ1  C〈Xn〉i1).
Go on by defining ϕ3, . . . ϕl−1 and finally ϕl = ψ by
ϕl(W ) =
{
ϕl−1(W ) if W ∈ 〈Xn〉i1 ∩ . . . ∩ 〈Xn〉il
0 otherwise
to obtain
α
(M)
i1
(ϕl  C〈Xn〉i1) = α(M)i1 (ϕl−1  C〈Xn〉i1)
...
= α
(M)
i1
(ϕ1  C〈Xn〉i1)
= α
(M)
i1
(ϕ  C〈Xn〉i1).
This is the first statement of (a) if we choose i1 = k, the second following
directly from (4.6). 
Put α(M,l) := α
(M,l)
k , k ∈ setM .
Proposition 4.4. Let (M, l) ∈ 〈Xn〉 × [d], n ∈ N.
Then the mapping
α(M,l) : C〈Xn \ setM〉∗d → C
(where α(M ;l) ∈ C if |M | = n) is generating of degree n− |M | and index d.
Proof: (d = 1)
Let Xn\setM = {xi1 , . . . , xir} and let (A, ϕ) be an object of AlgP. Moreover,
let ai1 , . . . , air ∈ A. We must show that
(ai1 , . . . , air) 7→ α(M)
(
ϕ ◦ j(ai1 , . . . air)
)
is r-linear.
We have
A unionsq C〈Xn〉 = A ⊕ C〈Xn〉 ⊕
⊕
ε∈A2
|ε|≥2
Aε
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with A1 = A, A2 = C〈Xn〉. Let ϕ˜ be the linear functional on A unionsq C〈Xn〉
which equals ϕ on A, δM on C〈Xn〉 and which is 0 on
⊕
|ε|≥2Aε. Denote by
j : C〈Xn〉 → A unionsq C〈Xn〉 the algebra homomorphism with
j(xi) =
{
ai if i ∈ Xn \ setM
0 otherwise.
Let k ∈ setM . By Propositions 4.2 and 4.3
F (ϕ˜ ◦ j) (4.7)
=
∑
N∈〈Xn〉(k)
α(N)
(
ϕ˜ ◦ j  C〈Xn \ setN〉
)
(ϕ˜ ◦ j)(N).
Moreover, we have that
ϕ˜ ◦ j  C〈Xn \ setM〉 = ϕ ◦ j(ai1 , . . . , air)
and (ϕ˜ ◦ j)(N) = δM(N) for N ∈ 〈Xn〉(k). Equation (4.7) becomes
F (ϕ˜ ◦ j) = α(M)(ϕ ◦ j(ai1 , . . . , air)).
The left side of this equation is r-linear in ai1 , . . . air because F is generating
of degree n. 
Proof of Lemma 4.1:
For n = 1 we have by Proposition 4.2
F (ϕ) = α(x,1)ϕ(1)(x) + . . .+ α(x,d)ϕ(d)(x)
which is (4.4) with α{(x,l)} = α(x,l). To prove the lemma for n + 1 under the
assumption that it holds for natural numbers ≤ n, we use again Proposition
4.2 to write (with the obvious interpretation if |M | = n+ 1)
F (ϕ) =
∑
(M,l)∈〈Xn+1〉(1)×[d]
α(M,l)
(
ϕ  C〈Xn+1 \ setM〉d
)
ϕ(l)(M) (4.8)
which by the induction hypothesis (4.4) equals∑
(M,l)
(∑
pi
α(M,l)pi
∏
(N,r)∈pi
ϕ(r)(N)
)
ϕ(l)(M) (4.9)
where the first sum is over all (M, l) in 〈Xn+1〉(1) × [d] and the second over
all pi in Md(Xn+1 \ setM), and where α(M,l)pi are suitable complex numbers.
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By (N, r) ∈ pi we mean that (N, r) appears in pi as a factor. The product in
(4.9) is nothing else but S(ϕ)(pi). Each pi in Md(n + 1) has a unique factor
(Mpi, lpi) such that x1 ∈ setMpi. Therefore, the above expression (4.9) is equal
to ∑
pi∈Md(n+1)
α
(Mpi ,lpi)
pi\{(Mpi),lpi)}
∏
(M,l)∈pi
ϕ(l)(M)
which gives (4.4) for degree n+ 1. 
Finally, we reformulate Lemma 4.1. Let V be a vector space and S(V)
the symmetric tensor algebra over V ; see Section 1.
Proposition 4.5. For a generating map F of degree n and index d there
exist unique mappings
σA : An → S(Ad) = S(A)⊗d, A an algebra
such that
F
(
ϕ ◦ j(a1, . . . , an)
)
=
(
S(ϕ) ◦ σA
)
(a1, . . . , an)
for all a1, . . . , an ∈ A, ϕ ∈ A∗d.
Proof: Uniqueness is clear, because a polynomial over the field of complex
numbers is uniquely determined by its polynomial function and we have that
σA(a1, . . . , an) is a complex polynomial of the polynomial algebra S(Ad).
Given F put (M(a1, . . . , an) := j(a1, . . . , an)(M))
σA(a1, . . . , an) =
∑
pi∈Md(n)
αpi
∏
(M,l)∈pi
M(a1, . . . an)
(l)
where the product
∏
is taken in S(Ad) and for l ∈ [d], a ∈ A, we denote by
a(l) the embedding of a into the l-th coordinate in Ad ⊂ S(Ad). 
The algebra C〈Xn〉 is an N-graded algebra if we put the grade of a polyno-
mial m ∈ C〈Xn〉 equal to |M |. The symmetric algebra S(V) over an N-graded
vector space V is an N0-graded algebra in the natural manner. If we equip
C〈Xn〉d with the N-grading of the direct sum, the algebra S(C〈Xn〉d) becomes
an N0-graded algebra. We reformulate 4.1 to obtain
Theorem 4.1. There is a bijection P 7→ FP between polynomials P in
CMd(n) and generating maps F of degree n and index d, which is given
by
FP (ϕ) = S(ϕ)(P ), ϕ ∈ C〈Xn〉∗d
P = σC〈Xn〉(x1, . . . , xn).
26
5 Generating families and positivity
A generating family of index d over a set I is a family F = (Fε)ε∈A(I) where
Fε is a generating map of degree n = |ε| and index d. In the case I = [k],
k ∈ N, we will speak of a k-fold generating family. For an algebra A and
ϕ ∈ A∗d we let F(ϕ) be the linear functional on AunionsqI (see (1.2)) given by
(a1 . . . an ∈ Aε)
F(ϕ)(a1 . . . am) = Fε
(
ϕ ◦ j(a1, . . . , am)
)
.
Remark 5.1. A generating family is a functor F : AlgPd → AlgP such that
F(A, ϕ) = (AunionsqI ,F(ϕ))
F(j) = junionsqI ;
cf. (4.1) and (4.2).
We say that the family F is positive if the following holds. For each ∗-algebra
A and strongly positive ϕ (see Section 1) on Ad we have that F(ϕ) is positive
on the ∗-algebra AunionsqI .
Denote by OMd(n) the subset of Md(n) of ‘right’ ordered elements of
Md(n), i.e. of elements
(M1, k1) · . . . · (Ml, kl), Mr = xi(r,1) . . . xi(r,sr)
with i(r, 1) < . . . < i(r, sr), r ∈ [l]. Elements of Md(n) \ OMd(n) are called
wrong-ordered.
Remark 5.2. The result of the following theorem in the positive case is due
to N. Muraki; see [Mur13]. Notice that the vanishing of the ‘wrong-ordered
coefficients’ α
(ε)
pi , pi /∈ OMd, follows from positivity without any further
assumptions, e.g. associativity conditions.
Theorem 5.1. Let F be a generating family of index d over a set I and let
ε ∈ A(I).
(a) Then there are uniquely determined constants α
(ε)
pi ∈ C, pi ∈Md(n), such
that
F(ϕ)(a1 . . . an) (5.1)
=
∑
pi∈Md(n)
α(ε)pi
∏
(M,l)∈pi
ϕ(l)
(
j(a1, . . . , an)(M)
)
for all ϕ ∈ A∗d, a1 . . . an ∈ Aε.
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(b) If F is positive, then there are uniquely determined constants
α
(ε)
pi ∈ C, pi ∈ OMd(n), such that
F(ϕ)(a1 . . . an)
=
∑
pi∈OMd(m)
α(ε)pi
∏
(M,l)∈pi
ϕ(l)
(
j(a1, . . . , an)(M)
)
for all ϕ ∈ A∗d, a1 . . . an ∈ Aε.
Proof: (a) follows from Lemma 4.1, since Fε is generating of degree n = |ε|.
For (b) we give a sketch of the proof in the case d = 1, which copies the
argument in [Mur13]. Let F be a positive generating family. Then we have
the formula for F given in (a) with constants α
(ε)
pi , ε ∈ AI , pi ∈ M(n). We
must show that positivity implies α
(ε)
pi = 0 for pi /∈ OM(n).
Let τ ∈ A(I) , |τ | = n and let η = M1, · . . . ·Mr /∈ OM(n). Then we may
assume that M1 is wrong ordered. Consider the Hilbert space
H =
r⊕
s=1
Cds ; ds = |Ms|
and denote by {e(s)1 , . . . , e(s)ds } the canonical orthonormal basis of Cds as a
subspace of H. Put Ω = e
(1)
1 + . . . + e
(r)
1 . Define a representation ρ on H of
the ∗-algebra
C〈n, ∗〉 := C〈x1, . . . , xn, x∗1, . . . , x∗n〉
generated by x1, . . . , xn by putting ρ(xi)e
(s)
l equal to 0 unless xi ∈ setMs and
xi equals the (l− 1)-st factor in the monomial Ms. In the latter case we put
ρ(xi)e
(s)
l = e
(s)
l−1. Here l and l − 1 are to be understood modulo ds. Let ϕ be
the strongly positive linear functional on C〈n, ∗〉 given by
ϕ(T ) = 〈Ω, ρ(T )Ω〉, T ∈ C〈n, ∗〉.
One checks that ∑
pi∈M(n)
α(τ)pi
∏
M∈pi
ϕ(M) = α(τ)η . (5.2)
It follows from (5.1) with A = C〈n, ∗〉, ε = τ , ai = xi, i ∈ [n], and from (5.2)
that we have
α(τ)η = Fτ (ϕ)(x1 . . . xn).
Since M1 is wrong ordered there are p, q ∈ [n], p < q, such that
M1 = xi(1) . . . xq . . . xp . . . xi(d1)
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Now we use that F is positive. Since ϕ strongly positive on C〈n, ∗〉, we have
that F(ϕ) is positive on (C〈n, ∗〉)unionsqI . By Cauchy-Schwartz
|F(ϕ)(x1 . . . xp . . . xq . . . xn)|2 (5.3)
≤ F(ϕ)((x1 . . . xp)(x1 . . . xp)∗)
F(ϕ)
(
(xp+1 . . . xq . . . xn)
∗(xp+1 . . . xq . . . xn)
)
Next, again by (5.1), this time for
A = C〈n, ∗〉, ε = (τ1, . . . , τp, τp−1, . . . , τ1), n = 2p− 1,
(a1, . . . , a2p−1) = (x1, . . . , xp−1, xpx∗p, x
∗
p−1, . . . , x
∗
1),
we have
F (ϕ)(x1 . . . xp x
∗
p . . . x
∗
1) (5.4)
=
∑
pi∈M(2p−1)
α(ε)pi
∏
M∈pi
ϕ
(
j(x1, . . . , xpx
∗
p, . . . , x
∗
1)(M)
)
.
Let pi ∈ M(2p − 1). Then there is a unique M ∈ pi with p ∈ setM . Since
q > p, the indeterminate xq cannot appear as a factor of the monomial
K = j(x1, . . . , xpx
∗
p, . . . , x
∗
1)(M).
One checks that
〈Ω, ρ(K)Ω〉 = 〈e(1)1 , ρ(K)e(1)1 〉 = 0
which means that (5.4) and thus (5.3) is 0, from which it follows that the
coefficient of the wrong ordered partition η is 0. 
We apply Theorem 5.1 to universal products. For ε ∈ A(I), i ∈ I, put
(n = |ε|)
X(i) = {xl ∈ Xn | εl = i}.
We associate with a universal product in AlgPd and k ∈ [d] a generating
family F(k) = (F
(k)
ε )ε∈A(I) of index d over I by putting
F (k)ε (ϕ) :=
(i∈I ϕi)(k)(ιε1(x1) . . . ιεn(xn))
where ιi : C〈Xn〉 → C〈Xn〉unionsqI is the natural embedding of an i-th copy of
C〈Xn〉 and where ϕi : C〈X(i)〉∗ → C is the restriction of ϕ ∈ C〈Xn〉∗.
It follows from Theorem 5.1 and the fact that
Fε(ϕ) =
(
F (1)ε (ϕ), . . . , F
(d)
ε (ϕ)
)
does not depend on the values of ϕ on monomials from mixtures of C〈X(i)〉,
i ∈ I, that we have the following result which we only write down for the
case I = [k].
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Theorem 5.2. Let  be a universal product in AlgPd over I = [k], k ∈ N,
and let ε ∈ Ak. Moreover, let (A1, ϕ1), . . . , (Ak, ϕk) be k objects in AlgPd,
and let a1 . . . an ∈ Aε.
Then there exist uniquely (by ) determined constants α(ε)pi1,...pik ∈ Cd, pii ∈
Md(X(i)), such that(ki=1 ϕi)(a1 . . . an) (5.5)
=
∑
pi1∈Md(X(1))
. . .
∑
pik∈Md(X(k))
α(ε)pi1,...pik∏
(M1,l1)∈pi1
ϕ
(l1)
1
(
j(a1, . . . , an)(M1)
)
. . .
. . .
∏
(Mk,lk)∈pik
ϕ
(lk)
k
(
j(a1, . . . , an)(Mk)
)
.

Remark 5.3. The version of Theorem 5.2 for a universal product  in
AlgPd,m formally looks the same, but Ak has to be replaced by A([k]× [m])
and for ε = (ε1, . . . , εn), εi = (εi,1, εi,2) ∈ [k]× [m], i ∈ [k], we put
X(i) = {xl ∈ Xn | εl,1 = i}.
Remark 5.4. A universal product is called positive if the corresponding
generating families are positive. It follows from Theorem 5.1 (b) that, for
positive universal products, in Theorem 5.2 Md can be replaced by OMd.
Remark 5.5. It is an open problem to prove the ‘Schoenberg correspon-
dence’, cf. [SV14] for the case d = m = 1, for positive u.a.u-products in the
general AlgPd,m case, i.e. the correspondence between conditionally positive
d-tuples of linear functionals on Dunionsqm, D a dual semi-group with involution,
and convolution semi-groups of d-tuples of states on Dunionsqm. It should suffice
to show the correspondence in the cases D = T(V) by constructing a repre-
sentation of the quantum Le´vy process on a suitable ‘Fock space’, the general
case then following from an approximation argument like in [SV14].
6 The Lachs functor
Using the central Lemma 4.1, we will ‘reduce’ a pair (D,), D a dual group,
 a u.a.u.-product, to a commutative bialgebra.
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Proposition 6.1. Let  be a universal product in AlgPd,m.
Then there exist unique mappings
σA1,A2 : (A1 unionsq A2)d → S(A1)⊗d ⊗ S(A2)⊗d
such that
(ϕ1  ϕ2) =
(
S(ϕ1)⊗ S(ϕ2)
) ◦ σA1,A2 (6.1)
Proof: Let ε ∈ A([2]× [m]), a1 . . . an ∈ Aε. We put
σA1,A2(a1 . . . an) (6.2)
=
∑
pi1∈Md(X(1))
∑
pi2∈Md(X(2))
α(ε)pi1,pi2( ∏
(M1,l1)∈pi1
M1(a1, . . . , an)
(l1)
)⊗ ( ∏
(M2,l2)∈pi2
M2(a1, . . . , an)
(l2)
)
.
with the constants α
(ε)
pi1,pi2 ∈ Cd of (5.5) of Theorem 5.2 (k = 2). The right
hand side of (6.2) is a d-tuple of elements of S(A1)⊗d⊗S(A2)⊗d so that (6.2)
defines a mapping from (A1 unionsqA2)d to S(A1)⊗d ⊗ S(A2)⊗d. Equation (6.1) is
(5.5). 
Proposition 6.2. (a) The mappings σA1,A2 satisfy
σA1,A2 ◦ (j1 unionsq j2) =
(
S(j1)⊗ S(j2)
) ◦ σB1,B2 . (6.3)
(b) The universal product is associative iff(
idS(A1)⊗d ⊗ S(σA2,A3)
) ◦ σA1,A2unionsqA3
=
(
S(σA1,A2)⊗ idS(A3)⊗d
) ◦ σA1unionsqA2,A3 . (6.4)
(c) The universal product is unital iff
σA1,A2 ◦ ι1 = ιAd1 ,
σA1,A2 ◦ ι2 = ιAd2 . (6.5)
(d) The universal product is symmetric iff
τ ◦ σA2,A1 = σA1,A2 ◦ τ (6.6)
where the first τ is the tensor switch and the second τ is the natural identi-
fication of A2 unionsq A1 with A1 unionsq A2.
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Proof: Like for d = m = 1 in [Lac15] . 
A dual group is a dual semi-group D such that there exists an algebra homo-
morphism A onD withM◦(idunionsqA)◦∆ = 0 = M◦(Aunionsq id)◦∆, M : DunionsqD → D
the multiplication map of the algebra D. The free product of two dual groups
(D1,∆1) and (D2,∆2) is the dual group
(D1 unionsqD2, τ ◦ (∆1 unionsq∆2)) with τ the
identification
(D1 unionsq D1) unionsq (D2 unionsq D2) = (D1 unionsq D2) unionsq (D1 unionsq D2)
Similarly, we define the free product of m dual semi-groups and the m-
fold free product (Dunionsqm,∆unionsqm) of a dual semi-group with itself. For a u.a.u.-
product  in AlgPd,m and for ϕ1, ϕ2 ∈ (Dunionsqm)∗d =
(
(Dunionsqm)d)∗ we define the
convolution product of ϕ1 and ϕ2 as the element of (Dunionsqm)∗d given by
ϕ1 ? ϕ2 := (ϕ1  ϕ2) ◦∆unionsqm. (6.7)
The space (Dunionsqm)∗d is a monoid with respect to convolution.
For the notions of coalgebras, bialgebras and Hopf algebras see, for ex-
ample, [DNR01]. One shows (cf. [Lac15])
Theorem 6.1. (a) The triplet(
S
(
(Dunionsqm)d), S(σDunionsqm,Dunionsqm ◦∆unionsqm), S(0)) (6.8)
is a commutative bialgebra and
S(ϕ1 ? ϕ2) = S(ϕ1) ∗ S(ϕ2) (6.9)
where ∗ on the left side of (6.9) is given by the comultiplication of the coal-
gebra (6.8).
(b) If D is a dual group with antipode A, the bialgebra (6.8) is a Hopf algebra
with antipode S(A).
Remark 6.1. It has been pointed out by Stephanie Lachs [Lac15] that The-
orem 6.1 in the case d = m = 1 establishes a cotensor functor (= colax
monoidal functor) between the tensor category (AlgP,) and the tensor cat-
egory (CUAlgP,⊗) where CUAlgP denotes the category of pairs (A, ϕ) wit
A a commutative unital algebra and ϕ a normalized linear functional on A.
This result can now readily be extended to the general d,m-case to obtain
a cotensor functor L from (AlgPd,m,) again to (CUAlgP,⊗). Through
this functor we can associate with each pair (D,) with D a u.a.u.-product
 in AlgPd,m the commutative bialgebra L(D) given by (6.8). If D is a
dual group, L(D) is a commutative Hopf algebra. Moreover, the cotensor
property of L also means that equation (6.9) holds.
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Remark 6.2. If D is co-commutative and  symmetric the bialgebra L(D)
is co-commutative.
Remark 6.3. Let D be a dual group. The convolution (6.7) defines a group
structure on the set (Dunionsqm)∗d. This follows from the facts that
S : (Dunionsqm)∗d → S((Dunionsqm)d)∗
is injective and S(ϕ) as a homomorphism on a Hopf algebra is invertible; cf.
[FM15].
A dual semi-group D is said to be N-graded if D is an N-graded algebra and
∆ is homogeneous of degree 0.
Theorem 6.2. Let D be an N-graded dual semi-group and let  be a u.a.u.-
product on AlgPd,m.
Then the bialgebra L(D) of Theorem 6.1 is an N0-graded bialgebra.
Proof: Follows from Theorem 5.2. 
Remark 6.4. In fact, the bialgebra L(D) in Theorem 6.2 is an N0-graded
Hopf algebra; see Remark 7.1.
Example 4. We consider the case of the dual semi-group(
T(V),T(ι1 ⊕ ι2)
)
where ι1/2 : V → V ⊕ V denote the embeddings of V into the first and the
second summand of V ⊕ V , i.e.
T(ι1 ⊕ ι2) : T(V)→ T(V ⊕ V) ∼= T(V) unionsq T(V)
is the algebra homomorphism such that
T(ι1 ⊕ ι2)(v) = ι1(v) + ι2(v), v ∈ V .
This actually is a dual group with the antipode T(µ), µ(v) = −v, v ∈ V . We
also assume the vector space V to be N-graded
V =
∞⊕
n=1
V(n).
The tensor algebra T(V) inherits the grading in the unique way to become
an N-graded dual group. For example, if V is the linear span of x1, . . . , xn we
have T(V) = C〈Xn〉 = C〈x1, . . . , xn〉 and a possible grading is the usual grade
of a non-commutative polynomial in C〈n〉 which comes from the grading with
V(1) = V , V(n) = {0}, n 6= 1.
Theorem 6.3. Let V be an N-graded vector space.
Then the bialgebra L
(
T(V)) is an N0-graded Hopf algebra.
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7 N0-graded bialgebras
We come to some general considerations on N0-graded bialgebras. First let
(C,∆, δ) be an N0-graded coalgebra so that we have
C =
∞⊕
n=0
C(n),
∆C(n) ⊂
n⊕
k=0
(C(k) ⊗ C(n−k)).
Then the counit δ vanishes on C(n) for n 6= 0. Put
C∗δ := {α ∈ C∗ |α  C(0) = δ  C(0)}.
For c ∈ C(n) and α1, . . . , αn+1 ∈ C∗δ we have(
(α1 − δ) ? . . . ? (αn+1 − δ)
)
(c) = 0.
The subspace
C(≤n) :=
n⊕
l=0
C(l)
is a sub-coalgebra of C and (α1 − δ) ? . . . ? (αn+1 − δ) vanishes on C(≤n). In
particular, (α− δ)?(n+1) vanishes on C(≤n) for α ∈ C∗δ , i.e.
(α− δ)  C(≤n)
is nilpotent. Therefore, we may form the logarithmic series
ln? α :=
∞∑
l=1
(−1)l+1 (α− δ)
?l
l
, (7.1)
first on C(≤n), then on the whole of C so that (7.1) can be understood point-
wise. We defined a mapping ln? : C∗δ → C∗.
For β ∈ C∗ we form the convolution exponential
exp?β :=
∞∑
l=0
β?l
l!
∈ C∗ (7.2)
which converges pointwise by the fundamental theorem on coalgebras; see
[DNR01] and [SV14]. Since ln? α  C(0) = 0, the linear functional ln? α
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must be nilpotent on C(≤n), and the series (7.2) is a finite sum on C(≤n) for
β = ln? α. It follows from a formal power series argument that we have
exp?(ln? α) = α
for all α ∈ C∗δ . As exp?β ∈ C∗δ if β  C(0) = 0, we have
ln?(exp?β) = β
for β ∈ C∗ with β  C(0) = 0. Again by nilpotency and a formal power series
argument, we have for α1, α2 ∈ C∗δ
ln?(α1 ? α2)
= CBH(ln? α1, ln? α2)
= ln? α1 + ln? α2 +
1
2
[ln? α1, ln? α2]?
+
1
12
[ln? α1, [ln? α1, ln? α2]?]? + . . . (7.3)
where CBH(x, y) denotes the Campbell-Baker-Hausdorff expansion
CBH(x, y) = ln(ex ey) ∈ C〈x, y〉
for formal power series. (Notice that the series (7.3) is again finite on C(≤n).)
We now assume that B is an N0-graded Hopf algebra with B(0) = C1. In
this case α ∈ B∗δ means that α is a normalized linear functional on C, i.e.
α(1) = 1.
Remark 7.1. If B is an N0-graded bialgebra with 1-dimensional 0-compo-
nent, it automatically is an (N0-graded) Hopf algebra; see e.g. [Man08]. In
fact, the antipode A is given by
A = exp?(−D) =
∞∑
l=0
(−D)∗l
l!
(7.4)
with
D =
∞∑
l=1
(−1)l+1 (idB − δ1)
?l
l
(7.5)
where the series (7.4) and (7.5) are finite sums in B if evaluated at a point b ∈
B. For a unital algebra homomorphism α from B to the complex numbers we
have α?(α◦A) = δ so that α is always invertible with respect to convolution.
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A linear functional β on an N0-graded Hopf algebra B is called a δ-
derivation if
β(ab) = β(a)δ(b) + δ(a)β(b) (7.6)
for all a, b ∈ B. For β1, β2 ∈ B∗ we put
[β1, β2]? = β1 ? β2 − β2 ? β1. (7.7)
Proposition 7.1. Let B be an N0-graded Hopf algebra with B(0) = C1. More-
over, let α : B → C be a unital algebra homomorphism and let β, β1, β2 : B →
C be δ-derivations.
Then we have
(a) ln? α is a δ-derivation.
(b) exp?β is a unital algebra homomorphism.
(c) [β1, β2]? is a δ-derivation.
Proof: (a): Let a, b ∈ B be homogeneous elements with deg(a) + deg(b) = n.
Denote by T the restriction of(
id⊗ (α− δ)) ◦∆ = ((id⊗ α) ◦∆)− id
to the sub-coalgebra B(≤n) of B, which T leaves invariant. Then
T (ab) = (Ta)(Tb) + (Ta)(b) + aT (b)
and, more generally,
T n(ab) =
(
M ◦ (T ⊗ id + id⊗ T + T ⊗ T )n)(a⊗ b)
with M : B ⊗ B → B the multiplication of B. Since T is nilpotent we can
define
ln(id + T ) :=
∞∑
l=1
(−1)l+1 T
l
l
and we have
ln(id + T )(ab) =
(
M ◦ ln(id⊗ id + T ⊗ id + id⊗ T + T ⊗ T ))(a⊗ b)
=
(
M ◦ (ln(id + T )⊗ id + id⊗ ln(id + T )))(a⊗ b)
= ln(id + T )(a)(b) + a ln(id + T )(b)
which is (7.6) if we apply δ.
(b): That exp?β is a unital algebra homomorphisms can be seen in a similar
way.
(c): This follows from the fact that the commutator of two derivations is
again a derivation. 
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Theorem 7.1. Let B be an N0-graded Hopf algebra with B(0) = C1.
Then we have
(a) The set
G(B) = {α ∈ B∗ |α is a unital algebra homomorphism}
forms a group with respect to convolution.
(b) The set
L(B) = {β ∈ B∗ | β is a δ-derivation}
forms a Lie algebra with respect to the Lie bracket given by (7.7).
Remark 7.2. The mappings exp? : L(B) → G(B) and ln? : G(B) → L(B)
are inverses of each other. exp? plays the role of the exponential mapping of
a Lie group; cf. [FM15].
8 Cumulants
Now we apply the above considerations on N0-graded Hopf algebras to the
case of the N0-graded Hopf algebra L
(
T(V)) of Theorem 6.3 coming from
a u.a.u.-product  in the category AlgPd,m and a vector space V , which
is considered as N-graded with V(1) = V . Put E = (T(V)unionsqm)d. For ϕ ∈
E∗ = (T(V)unionsqm)∗d we have that S(ϕ) ∈ S(E)∗ is an algebra homomorphism.
Therefore, by Proposition 7.1, ln?
(
S(ϕ)
)
is an S(0)-derivation on S(E). Such
a derivation D is of the from D = D(ψ) with ψ = D  E . Here we put
D(ψ)  E⊗sn =
{
ψ if n = 1
0 otherwise
for ψ ∈ E∗. We call
ln(ϕ) := ln?
(
S(ϕ)
)
 E ∈ E∗
the cumulant functional of ϕ and we call
ln : E∗ → E∗
the cumulant mapping of  for the vector space V .
Theorem 8.1. Let ϕ1, ϕ2 ∈ E∗.
Then we have
ln(ϕ1 ? ϕ2) = CBH
(
D(ln(ϕ1)), D(ln(ϕ2))
)
 E . (8.1)
If the underlying universal product  is symmetric, we have
ln(ϕ1 ? ϕ2) = ln(ϕ1) + ln(ϕ2) (8.2)
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Proof: The first part is (7.3). The second part follows from D(ψ1)+D(ψ2) =
D(ψ1 + ψ2) and the fact that convolution in S(E)∗ is commutative if  is
symmetric. 
Example 5. The products given by the tensor, free, Boolean, c-free and
bi-free independence are symmetric, so that in these cases we have the well-
known additivity (8.2) of cumulants; cf. for example [FM15]. The monotonic
independence of Muraki is not symmetric, which means that there may be
terms of order ≥ 2 in the Campbell-Baker-Hausdorff expansion (8.1); see
again [FM15].
Remark 8.1. As we have seen, C-valued unital algebra homomorphisms and
S(0)-derivations of L
(
T(V))∗ both are given by an element of E∗. We will
write E∗V for E∗ to emphasize the dependence on V . Therefore, G
(L(T(V)))
turns E∗V into a group and L
(L(T(V))) turns E∗V into a Lie algebra. In this
sense, the cumulant mapping ln is the restriction of ln? to E∗V and the
restriction of exp? to E∗V is the inverse of ln. Let us denote this inverse
mapping by exp.
We have seen (Theorems 6.3 and 7.1) that a u.a.u.-product on AlgPd,m
gives rise to Lie algebras L
(L(T(V))) = E∗V where V runs through all vec-
tor spaces. The following considerations show that the product  can be
reconstructed from this family of Lie algebras if we also know the cumulant
mappings, which means that  is determined by its cumulants and cumulant
Lie algebras. First, the convolution of ϕ1, ϕ2 ∈ E∗V is given by
ϕ1 ? ϕ2 = exp
(
CBH(ln ϕ1, ln ϕ2)
)
. (8.3)
The right hand side of (8.3) can be calculated from the cumulant mappings
and cumulant Lie algebras, i.e. we have the convolutions (6.7) of d-tuples of
linear functionals on the dual groups T(V)unionsqm = T(Vm) associated with .
Now let (A1, (A(1)1 , . . . ,A(m)1 ), ϕ1), (A2, (A(1)2 , . . . ,A(m)2 ), ϕ2)
be two objects in AlgPd,m. Put
j
(l)
i = T(idA(l)i
) : T(A(l)i )→ A(l)i
i = 1, 2, l ∈ [m], equal to the algebra homomorphism given by the multipli-
cation in A(l)i . Then
ϕ1  ϕ2 = (ϕ1  ϕ2) ◦
(
(j1 unionsq 0)unionsq (0 unionsq j2)
) ◦∆unionsqm  (A1 unionsq A2)d (8.4)
=
(
ϕ1 ◦ (j1 unionsq 0)
) (ϕ2 ◦ (0 unionsq j2)) ◦∆unionsqm  (A1 unionsq A2)d
=
(
ϕ1 ◦ (j1 unionsq 0)
)
?
(
ϕ2 ◦ (0 unionsq j2)
)
 (A1 unionsq A2)d ⊂
(
T(Vm))d
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with ? the convolution of d-tuples of linear functionals on the dual group
T(Vm), V = A(1)1 ⊕A(1)2 ⊕ . . .⊕A(m)1 ⊕A(m)2 . Since an element of
A1 unionsq A2 = (A(1)1 unionsq . . . unionsq A(m)1 ) unionsq (A(1)2 unionsq . . . unionsq A(m)2 )
lies in a sub-algebra generated by a finite number of elements of A(l)i , i = 1, 2,
l ∈ [m], a u.a.u.-product can be reconstructed from the Lie algebras and the
cumulants in the cases V = Cn, n ∈ N, that is  can be reconstructed from
the ‘n-th order cumulants’ and the ‘n-th order cumulant Lie algebras’ where
n runs through all natural numbers. Notice that
L
(L(T(Cn)))) = (T(Cn)unionsqm)∗d
=
(
C〈Xn〉unionsqm
)∗d
=
(
C〈Xnm〉
)∗d
= C〈〈Xnm〉〉d.
Put L,n = C〈〈Xnm〉〉d and denote by
ln,n : C〈〈Xnm〉〉d → C〈〈Xnm〉〉d
the cumulant mapping for Cn. We summarize
Theorem 8.2. A u.a.u.-product  can be reconstructed from the series
(ln,n,L,n)n∈N.
More precisely,  is given by (8.4) with the convolution ? on C〈〈Xnm〉〉∗d
defined by (8.3).
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