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QUASICONFORMAL SOLUTIONS TO CERTAIN 
FIRST ORDER SYSTEMS AND THE PROOF 
OF A CONJECTURE OF G. W. MILTON 
By F. LEONETTI and V. NESL 
ABSTRACT. - We study fine properties of the gradient of the solution to the conductivity equation 
div (g(a)Vu(z)) = 0 in bounded domains. Our analysis is restricted to dimension two and it is concerned 
with merely measurable, elliptic coefficients. We establish sharp results on the higher order of integrability of the 
modulus of the gradient and of the inverse of the modulus of the gradient of the solution with the aid of recent 
advances in the theory of quasiconformal mappings due to Astala, Eremenko and Hamilton. 
We also consider the first order system associated to the second order elliptic equation, hence defining the 
map w = (u, iL) and we isolate a class of Dirichlet boundary data on the function rt which guarantees the 
quasiconformality of the mapping w. This leads in particular to a geometrical characterization of the electrostatic 
energy. We make use of results about the critical points of solutions of elliptic equations due to Alessandrini 
and Alessandrini and Magnanini. 
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1. Introduction 
In this paper we prove new results concerning the partial differential equation (1.2) in 
dimension two. Our main motivation is the study of composite materials. We believe that the 
knowledge of fine properties of the solutions to (1.2) will lead to substantial improvement 
in the understanding of certain so-called G-closure problems. We will explain the precise 
mathematical connection later in this section. We begin explaining the content of two 
conjectures which G. W. Milton formulated in 1986 [ML] in connection with his studies 
on the properties of composite materials. Milton raised the issue to search “for structures 
that give especially large field concentrations” inside a material. He proposed to measure 
the “degree of field concentration in a composite” by defining two “threshold exponents”. 
Roughly, the first measures how big the modulus of the electric field can be. The second 
measures how small it can be. 
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Conjecture A (G. W. Milton [ML]) 
Consider a bounded open subset 12 of R” which is filled with a “material” of electrical 
conductivity g assuming only two “values”. Mathematically, the conductivity is assumed 
to be of the special form 
where I is the identity matrix, xn and xp are the characteristic functions of the measurable 
sets R,, and Q,T respectively and 
Let *U E w’,‘(R) be a weak solution of 




PM = K _ 1 1 qM= K-l. 
Then the “electric field” Vu satisfies 
(1.4 
(1.5) 
I pu(x)ydx < cc, VP E P,Pd 
Milton named PM and qM the (upper and lower) threshold exponents. 
Conjecture B (G. W. Milton [ML]) 
The threshold exponents of conjecture A are “optimal”. 
Let us make two remarks. The first concerns conjecture A. We note that the threshold 
exponents are local in character since, roughly, they measure the “worse singularity” of 
[Vu1 and [Vu/-’ respectively. Hence it seems reasonable to discuss a weaker version of 
the conjecture which specifically avoids the set which is too “close” to the boundary of R. 
Our second remark concerns conjecture B. The precise meaning of optimality there 
should be clarified. We will refrain ourself to give a precise statement. We give a qualitative 
picture. Milton was conjecturing the existence of a family of matrices of the form (1.1) with 
the following property. First the solutions to the corresponding equation (1.2) converge (in 
the sense of G-convergence) to a certain u. Second the threshold exponents tend to the 
critical one along the sequence. We will not attempt to prove conjecture B, we will rather 
focus on a more modest goal as explained later. We now briefly review what was known 
before the present work was completed and then explain our new results. 
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The starting point is the following theorem due to Meyers [ME]. Let (7 be a real 
symmetric matrix satisfying 
(1.G) 
C 
+I2 5 kJ(4I.E) 5 PIEI*. Q’c: E R’“. 
for a.e. z E R, 0 < CY < /-l < x 
and let ‘1~ E IV’.“(n) be a non constant weak solution to (1.2). (Here (., .) denotes the 
usual euclidean scalar product in P.) Then there exists some ~1~ > 2 such that 
Clearly, by (1.6), Meyers’ theorem applies to a c of the form (1 .l). Moreover Meyers 
proved in the same paper that p, 5 Z)M as defined in (1.3). 
The existence of some qc > 0 such that “outside a small closed set” 5’ one has a 
similar property for IVu]-l, i.e. 
Q'R' cc n\S, p7LJ-l E LY’(62’). 
is probably known to the experts, however we were unable to find an appropriate reference. 
In the present paper we restrict our study to n = 2. We prove five theorems and one 
corollary. Their precise statements are in Section 2. Here we explain their content referring 
to Milton’s work. We emphasize again that for the entire paper our analysis is restricted 
to dimension two. 
Theorems 1 and 2, address Milton’s question in great generality, i.e. without specifying 
the nature or the smoothness of the boundary conditions, thus yielding weaker results. 
Theorem 1, see (2.4), is already in perfectly good qualitative agreement with (1.4). 
Theorem 2 delivers a result which is different from (1.5), see (2.6). The main point there 
is that one needs to introduce a “nice set” &, and a “singular set” S z fl\Ra. Outside S, 
Theorem 2 is in good agreement with Milton’s conjecture. It is easy to see with simple 
examples that the singular set is usually non empty. However it is natural to ask whether 
imposition of boundary conditions of a special class suffices to yield estimates on the 
singular set. We achieve this result with Theorems 3 and 4. In particular for certain 
boundary conditions we obtain an empty singular set, see Corollary 1. 
We emphasize that the main tool here is of topological nature: smoothness of the boundary 
data does not suffices, one needs to use the concept of “unimodal” boundary data. 
The collection of Theorems 1-4, proves a “local” version of conjecture A. We did not 
try to prove conjecture B, i.e. optimality of the “threshold exponents” in the class (1.1). 
However we addressed the easier question of the optimality of those exponents in the larger 
class (1.6). Optimality here is intended in the “classical sense” as in Meyers’ original spirit. 
For instance we ask whether there exists a single matrix of the form (1.6), such that the 
corresponding solution to (1.2) satisfies (2.3) but 
Using Meyers’ original example plus a slight modification of it, we show that both the 
exponents appearing in Theorems 1 and 2 are optimal in the sense just specified. 
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Summarizing in a qualitative way, Milton’s conjecture A is resolved affirmatively in 
dimension two, where its validity is extended to conductivities satisfying (1.6) rather than 
(1.2). In higher dimension Milton’s conjecture is still unproven. 
In Section 4 we address a different question. To explain it, let us recall that solutions to 
the single second order partial differential equation (1.2) are tightly linked with solutions 
to a corresponding system of first order p.d.e. This connection has been exploited, among 
others, by Bers and Nirenberg [BN], Bojarski [BO] and [BJ]. It is well known that if (I .2) 
holds then one can find ii such that the following first order system is satisfied: 
(1.7) ITvii = nvu. in S2. 
where 
(1.8) rI= O -I ( 1 1 0 
and Ht denotes the transpose of II. It has been known since a long time that the couple 
‘IL’ := (‘(I; U) is “quasiregular” and can be expressed as a composition of an homeomorphism 
and an holomorphic function. However, to our knowledge, the question of which Dirichlet 
data in (1.2) guarantee that the mapping 11) is quasiconformal has not been studied. 
This question is particularly interesting in view of recent advances in the theory of 
quasiconformal mappings [AS] and [EH]. We identify a class of Dirichlet data which 
imply quasiconformality of 20. One consequence is that a quantity usually interpreted as 
electrostatic energy, can be viewed as the area (two dimensional measure) of a certain 
set, see the final part of Section 4. 
We will now briefly digress to hint at the connections between the problems treated 
in this paper and the theory of composite materials. Let us describe a class of so-called 
G-closure problems. The goal is to find all the limits in the sense of G-convergence of 
a given family of elliptic operators. 
To fix ideas, assume that the following (G-closure) parameters are given: an integer 
N 2 2 (the number of “phases”), N positive real numbers (the local conductivities of 
the given phases) 0 < CJ~ < CJ~ . . < cT?v and N positive real numbers y, (the volume 
fractions) with the property that CL, pi = 1. Assume that (the conductivity) has the form 
,\- 
(T(z) = c >(;(x)rr;l 
,=I 
where the xi are characteristic functions of disjoint measurable sets which cover R with 
the property that 
(1.9) 
Assume in addition that the matrix CJ satisfying (1.6) is periodic with periodicity cell 
Q 5 IO, l[‘, d fi e ne for every k E N and for every z E R, the family of matrices 
crk(~) = a(&). Then the effective conductivity H is the real symmetric constant matrix 
which satisfies 
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The objective is to find the range of the left hand side of (1 .lO) (the range of the 
effective conductivity) when the characteristic functions vary in all possible ways which are 
admissible for (1.9). (Different characteristic functions describe different microgeometries.) 
One step toward the solution is to bound the left hand side of (1.10). It can be shown 
that, to this end, it suffices to bound 
in terms of the G-closure parameters only. The bounds obtained for cr* are then seen to 
be valid for the effective conductivity H too. 
The knowledge of the exponents in (2.3) and (2.5) seems to be an important tool to 
face these kind of G-closure problems. We refer to [NE] for results obtained in this spirit, 
to [TA] for the treatment of similar problems in the more general framework of weak 
convergence and to [BL] for a comprehensive treatment in the periodic context. 
In view of (1.1 l), our results should be instrumental to obtain further progress in various 
problems related to composite materials. In particular, possible applications of our results 
should include exact calculation of the rate of convergence of various differential schemes 
as treated in the work of Avellaneda [AV] (inspired by previous work of Milton [MI] and 
others). This is because the proof of the convergence depends exactly on the exponent 
in (2.3). Connections with both the work of Beran [BE] (trying to bound the effective 
conductivity of composites by bounding the fluctuation of the electric field around its 
average) and the work of Axe11 in a similar spirit [AX] should be noted. A different 
connection with previous work, can be found in the work of Schulgasser. He essentially 
takes (1.7) as a starting point for various interesting considerations which lead him 
to generalize a well known two dimensional (Keller) duality. See [SC] and reference 
therein . We recommend [ML] and [SA] for those readers most interested in the physical 
interpretation of our results. 
We need to emphasize that our results heavily rely on recent advances in the theory 
of quasiconformal mappings due to K. Astala [AS] (see also the important contribution 
due to Eremenko and Hamilton, [EH]) and results about the critical points of solutions of 
equations of type (1.2) due to Alessandrini [AL], [AL11 and Alessandrini and Magnanini 
[AMI, [AMll. 
Our new results hint at a deep connection among quasiconformal mappings, critical 
points of solutions of certain elliptic partial differential equations and the branch of 
homogenization theory studying composite materials. 
2. The statement of the results 
Let R be a simply connected, bounded, open set of R2. Let D = {ajj} be a real, 
symmetric 2 x 2 matrix with cr~ij belonging to L”(R), such that, for some K > 1, 
(2.1) by E R2, for a.e. 2 E 0. 
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Let YL E IJV~>~(O) be a weak solution of 
(2.2) 
We will write LJ’ for the usual Lebesgue space and Lt.rak for the weak Lebesgue space 
or Marcinkiewicz space, see (3. I). We will prove the following theorems. 
TtiEoREbt 1. - Let all the hypothews stated at the beginning qf’ this section be satisfied. 
Then ever?: solution ‘II E W1,‘(12) of’ (2.2), .sati,$es 
so that 
THEOREM 2. - Under the assumptions of Theorem I, .for every non-constant solution 
?J t w1,‘(62) of (2.21, there exists an open set 620 C 62 such that 
thus 
Moreover, S :Z 62 \ 00 is either empQ or discrete. 
Note that. in general, S is not empty as one sees setting R to be a ball centered at the 
origin, O(X) to be the identity matrix and considering. for an integer N > 1. the real part 
of the analytic function f(z) = z.~. 
Additional assumptions on the boundary values of ‘u give estimates on the “singular set” 
S s Q \ S2o as the following theorems show. 
THEOREM 3 (Dirichlet boundary condition). - Assume in addition to the hypotheses of 
Theorem I, that 0 has Lipschitz bounda? 612. Lrt 
where q E H1/‘(i362) f? BV(Dlt) and i312 can be split into 2M arcs on which alternativel) 
q is a hondecreasing and nonincrtwsing &c.tion of the arclength parameter. Then Q \ Ito 
contains at most n/l - 1 points. 
THEOREM 4 (Neumann boundary condition). - Under the assumptions of Theorem 3, let 
(CJVU. 71) = cj on iJf2, 
where 71 denotes the outer normal to 82. Assume that 5 E H-1/2(8R) and X2 can be split 
into 2M closed arcs I’1 . . . . , I ~~11 such that (- 1)j.y > 0 on rl, in the sense of distributions. 
Then U \ St0 contains at most M - 1 points. 
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A boundary data of the type used in Theorems 3 and 4 will be called “unimodal” when 
M = 1. The symbols H 1/2, H-l12 denote the usual Sobolev space and BV denotes the 
space of function of bounded variation. 
COROLLARY 1 (The unimodal case). - When M = 1 in Theorem 3 (respectively 4), then 
the singular set is empty: n\O, = 8. In particular this result holds if R is a ball of radius 
one centered at the origin under afJine boundary conditions, i.e. [f g = (a, x) (resp. g) with 
a an arbitrary non zero vector. 
THEOREM 5 (The quasiconformality). - Let 0 be a ball centered at the origin of radius R. 
Let G be a smooth function defined on a neighborhood of R. We write g for the restriction 
of G to the boundary of 0. We assume that G is “strictly unimodal”: 3R can be split into 
two arcs so that g is strictly increasing on thejrst and strictly decreasing on the second as 
a function of the arclength parameter. Let a satisfy the hypotheses of the first paragraph qf 
Section 2 and in particular (2.1) and let u E W1,2(0) be the solution qf 
div (a(x)Vu(x)) = 0, x E $2, 
(2.7) u = g; 2 E a0 
and let ti be defined via 
G-3) a(x)vu(x) = 7miqx). 
Then the map w := (u, 6) is K-quasiconformal. 
3. Proof of Theorems 1-4 
We now collect some preliminary definitions and properties of weak Lebesgue spaces 
Kx%k’ [KJ], [GI] and of quasiconformal mappings [LV]. Let A be a bounded open set 
of R2, let w : A + W be measurable and p > 0. We write u E Lteak(A) if, there exists 
some c > 0, such that for every t > 0 
1(x E A : Iv(x)1 > t}j < ~t-~, 
where ) E ( denotes the Lebesgue measure of E. Let us remark that 
(3.1) 
It is well known [KJ], [GI] that, for p > 1, ‘u E Lteak(A) if and only if there exists some 
? > 0, such that for every measurable E c A 
(3.2) 
/’ 
)w(x)ldx 5 clEll-l’p. 
E 
Recall that, for p > 1, ‘u E Lt,,k(A) + ‘u E L”(A), Y’s E [l,p). 
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Given a planar open subset A, a mapping g E W,::(A; H.‘) is called K-quasiregular, 
1 5 K < 00, if the dilatation condition 
is satisfied for almost every x E R. The smallest number for which the above inequality 
holds is called the dilatation of $. If, in addition, 1/, is an homeomorphism then it is called 
a K-quasiconformal mapping. We will use Astala’s theorem, [AS], [EH]. The version 
below is adequate for our purposes. 
ASTALAS THEOREM. - Let A be a simply connected, bounded, open set of R2. 
Let $ : A -+ $(A) be K- quasi conformal. Then for any A’ CC A there exists 
c = c(A’, K) E (0, +oo) such that, for any measurable E C A’, 
(3.3) 
Proof of Theorem 1. - If u is constant there is nothing to prove, hence we assume that 
u is not constant. We use a representation theorem of Bers and Nirenberg [BN]. For the 
calculations which are relevant in this context we refer to [AM]. There exists ?i : fl -+ R, 
6 E IV’,“(Q), a quasiconformal mapping x : R -+ B(0, 1) and a non constant holomorphic 
function F on B(O,l) such that 
(3.4) w:= (u,G) = FOX, in R. 
A calculation (see [AM]) shows that the dilatation coefficient of x is bounded by K > 1, 
thus w is K-quasiregular. The couple (u, G) satisfies the following first order elliptic system 




II= 1 0 ( > 
and IIt denotes the transpose of Il. Let E be a measurable subset of 0’ CC R. We recall 
that for mappings of the form (3.4) the chain rule and the change of variable formula 
hold true [RI]. Hence we get 
(3.7) 
I 
(~VU, Vujdz = det Dw(z)&r = det DF(<)dJ. 
E I E I x(E) 
By Holder’s inequality and (3.7) 
I 
(avu, Vu)ds 5 II det ~J’ll~-~~(~))Ix(~)l. 
E 
Now we use Astala’s theorem, see (3.3): there exists a constant c = c(x(n’), K) such that 
IxW I 4xW WIEI1’K 
Hence (2.3) follows from 3.2. q 
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Proof of Theorem 2. 
STEP 1. - w is a local homeomorphism in Ro. 
Let w = (u, G) = F o x be as in (3.4), where x : R --+ B(0, 1) is a homeomorphism 
and F : B(O,l) -+ w(a) is analytic. Let us consider the branch set of 20, B, = {X E 
Q : w is not a local homeomorphism around z} and the branch set BP of the mapping F. 
Since F is analytic and B, = x-‘(BF), then B, is either empty or discrete. Set 
Q0 = R \ B,,; then Ru is open and for every x E Re w is a local homeomorphism 
around z. 
STEP 2. - For every z E Rs there exists r-, > 0 such that JVuj-’ E LiLg-‘)(B(:c, Y-J). 
By construction, for every x E Ro there exists S, > 0 such that w : B(z, S,) --i 
w(B(z,S,)) is a homeomorphism. Since w is K-quasiregular in R, the restriction 
of w to B(z,S,) is K-quasiconformal, therefore w-r : w(B(z,S,)) 4 B(z,S,) is 
K-quasiconformal, [RI]. 
Recall that w and x are quasiconformal and F is analytic, thus det Dw(y) > 0 for 
almost every y E ato. Set 
E = {y E B(z, S,/2) : (det Dw(y))-’ > t}, for t > 0, 
EI = {y E B(z, 6,/2) : (det Dw(y))-r > t and det D(w-‘)(w(y)) = (det Dw(y))-l}. 
Using the chain rule, the change of variable formula for quasiconformal mappings [RI], 
and Astala’s theorem we get 
(3.8) IEI = IElI = / det D(w-l)(t)d[ 5 cIw(E~)I~/~. 
4El) 
Moreover, 
(3.9) w(El) C F = {I E w(B(z,S,/2)) : detD(w-l)(l) > t}. 
Applying Astala’s theorem and (3.2) we get det D(w-‘) E ~~~~~-“(w(B(~,6,/2)), 
thus 
(3.10) IFI 5 ct-KI(X-l). 
By (3.8-lo), IEl 5 ct-l/(K-l), thus (det Dw)-’ E L~~~~-“(B(z,6,/2)). By the 
definition of w and (1.6), det Dw = (avu,V~) <_ K)Vu12, we have ]VU]-~ E 
L$~~-“(B(zr,6,/2)). By (3.1), we get 
(Vzp E LyJfy)(B(:c, &/a)). 
STEP 3. - For every open set 0’ with @ c R0 we have (Vu]-l E L~~~~-“(W). 
This is achieved by a compactness argument. The proof of Theorem 2 is now com- 
plete. q 
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Proqf qf Theorem 3. - Since 
12 \ O. = B,u, = x-l(&), 
by (3.4) 
BF c {y E B(O,l) : det DF(y) = 0). 
Setting F = (h, f) we have det DF = IVh,12 and 
BF C {y E B(O,l) : Oh(y) = 0). 
Since x is one-to-one, 
R \ Ro = B, = x-l(B~) c x-‘({y E B(O,l) : V/z(y) = 0)) 
= {x E ii? : Vh(x(:z~)) = 0} = GCP(u) 
where GCP(u) is called the set of “geometrical critical points of u”, see definition 2.3 
in [AM]. Our assumptions and Theorem 2.7 of [AM] tell us that GCP(u) consists of 
at most M - 1 points. 0 
Proof of Theorem 4. - The same as the proof of Theorem 3: use Theorem 2.8 of [AM] 
instead of Theorem 2.7. 0 
Corollary 1 follows immediately from Theorems 3 and 4. We end this section by showing 
the optimality of the “threshold exponents” in (2.4) and (2.6). 
Meyers’ example revisited 
Let f2 be the ball of radius one centered at the origin. Let n, b be two given positive 




t = nn, a(z) = an @ n + bt @ t. 
Set for 3: E 0, 
(3.12) 
It is easy to see that u as defined in (3.12) belongs to W”‘(62) and it satisfies 
div(a(s)Vu(z)) = 0, II’ E 0, 
u =x1 at dR. 
Now we set b = K-l < (I, = K. By (3.11-12), 0 satisfies (2.1). A simple computation 
shows that Vu E L:,,(n) for p < 5 = & but 
where B, is the ball of radius E centered at the origin. This example is due to Meyers 
[ME] and shows the optimality of the exponent in Theorem I. 
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To see the optimality in Theorem 2, we now set a = K-l < b = K. BY (3.1 l-12), 
(T satisfies (2.1). Clearly, (VU]-’ E L:,,(0) for 4 < 2 = & but 
We remark that conjecture B, as stated in Section 1 remains unproven. More generally, in 
specific G-closure problems, one often has more information at disposal then just (1.6). 
Typically the situation includes constraints of type (1.9). With these additional requirements 
optimality of the threshold exponents is a much harder problem which will not be addressed 
here. We believe that, for this harder problem one would need to take into account the 
important contribution by Eremenko and Hamilton [EH]. 
4. The quasiconformality 
We recall the content of Theorem 5. Consider the solution Y E W1>‘(S2) of 
(4.1) div (a(z)Vu(z)) = 0, Ic E R, ‘U = g, 2; E BR 
and let U be defined via 
(4.2) a(z)Vu(z) = nwi(z), J ,iqLc)dn: = 0 . R 
We prove in this section that the map w := (u, ZL) is K-quasiconformal. Note that (4.2) 
differs from (2.8). However there is no loss of generality in assuming the second condition 
in (4.2) since U is only defined up to a constant. We outline the strategy of the proof first. 
STEP 1. - We first consider the case of a matrix (T which is smooth up to the boundary 
and we prove K-quasiconformality for this special case. To this end it suffices to prove that 
the map F in the decomposition (3.4) is conformal since the map x is K-quasiconformal. 
STEP 2. - We consider a sequence of matrices Q which are smooth up to the boundary 
and the associated sequence of solutions ‘ul~ to the p.d.e. (2.2) with fixed boundary value 
U, = g and fixed domain 0. We construct for each ‘L11, the map wk associated to it via (3.4). 
By step 1 the sequence so constructed forms a sequence of K-quasiconformal mappings. 
STEP 3. - We approximate any desired matrix with L” coefficients (in the appropriate 
topology) with a smooth sequence and we show that the limit of the corresponding sequence 
of K-quasiconformal mapping constructed in Step 2, converges (up to subsequence) to 
a K-quasiconformal mapping. Finally we identify the K-quasiconformal mapping so 
constructed with the map w := (u, G) defined in Theorem 5. 
For the proof of Theorem 5 we need several Lemmas. 
LEMMA 4.1 (Wolff [WO]). - Assume in addition to the hypotheses of Theorem 5, that 
the coejjficient o is smooth up to the boundary. Consider the solution qf (4.1). Dejine 
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the outer normal to the boundary of R to be n(x) and denote by h the restriction of 
~+w44> n(x)) to the boundary of R. Then 
where 
(4.4 E(X) := {x E dR : g(x) > A} u {x E Xl : g(x) = A, h(z) < O}. 
LEMMA 4.2. - Let y be a Jordan curve. Assume that F : Int(r) -+ C is continuous, 
holomorphic in Int (y) and injective on y. Then F is a homeomorphism of Int(y) onto 
Int(I’) and a biholomorphism ofInt(y) onto Int(I’) where I’ is the Jordan curve F o y. (We 
recall that Int(-y) is the bounded component of the complement of y.) (See [BG], p. 199.) 
LEMMA 4.3. - Let R be a bounded open set. Let wk be a sequence of K-quasiconformal 
mappings on fl and let E C R be a dense subset of a. Assume that ‘wk tends to a limit 
V’z E E and define w(x) = lim kioo U&(x). Assume that there exists three distinct points 
in E whose images are distinct. Then 
vx E R, 3 pilK W&E> := W(X) 
and the map w is K-quasiconformal. (See [LV], pp. 71-75.) 
We now proceed to prove Theorem 5 following the three-step pattern indicated before. 
Proof of Theorem 5 “the smooth case”. - Assume in addition to the hypotheses of 
Theorem 5 that g is smooth up to the boundary of R. We start by the decomposition 
(3.4). We know that w is K-quasiregular, we need to show that w : 0 + w(Q) is a 
homeomorphism, which is the same as to show that w is one to one on 0, [LV] pp. 6. 
Note that by elliptic regularity, the solution u to (4.1) satisfies u E C’>“(n) for some 
positive S. By (3.5) it follows that the same is true for li. This implies in particular that 
the maps x and F extend continuously to the boundary of the sets where they are defined. 
Since x is one to one, we are left with showing that F : B(0, 1) + SW(Q) is one to 
one. We plan to use Lemma 4.2. To this end we need to verify that F restricted to the 
boundary of B(0, 1) is injective. 
PROPOSITION 4.1. - The restriction of F to aB(0, 1) is injective. 
Proof. - After a linear change of variables we may choose the parameterization of 
3$2 so that H E [0,,, Q,,, + L) where L is the length of dR and B, E [Q,, 19, + L) 
is the unique point which satisfies g(H,,,) = g7,, := minzraog, see (4.3). Similarly, we 
write HM for the unique point satisfying g(19,,) = ghf := max,,aog. Our assumptions 
on G, guarantee that for every X E (gill, ghf) there exists a pair of numbers ax, bx with 
8, < ax < tin4 < bx < 8, f L, such that the set E(X) defined in (4.4) satisfies 
(4.5) (ax,bx) c: E(A) C [axA], 
where we have identified points in E(X) with the corresponding values of ~9 E [0,, H, + L). 
Now we argue by contradiction. Assume that there exist two distinct points PI and P2 
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on dB(0, 1) with the same image. Since x is an homeomorphism, it maps dR onto dB 
univalently. Hence there exist two distinct values %r < %s belonging to [%,,, 8, + L) 
such that, g(%,) = g(%s) and J(%r) = s(e2) where 9 denotes the restriction of 6 to 
3R, (i.e. G(Rcos(%/R),Rsin(%/R)) := g(e)). With our choice of g, there must exists 
X such that 
(4.6) X := g(h) = g(b) E (gm,gM) and 81 = a~, e2 = bx. 
Hence 
(4.7) 
However this possibility is ruled out by Lemma 4.1. Indeed using the smoothness of 
CJ, Lemma 4.1 applies. Using the fact that R is a ball centered at the origin, (4.3), (3.9, 
(4.5) and an approximation argument, we get 
which contradicts (4.7). (The approximation is needed to justify the second equality above: 
we integrate on a family of arcs which approximate E(X). We prove a corresponding 
statement on those arcs and then pass to the limit.) This shows that F is injective on 
y = dfl and therefore by Lemma 4.2, F maps B(O,l) onto Int(F(G’B(0, 1))) in a one 
to one fashion. To show that w maps R onto w(R) univalently, it remains to show that 
Int(F(aB(O,l))) = w(n). I d d n ee we have w(n) = F(B(O,l)) = F[Int(dB(O, l))] and 
setting y = dB(0, l), Lemma 4.2 yields 
F[Int(dB(O, l))] = Int[F o r] = Int[F(BB(O, l))] . 
“The approximation argument” 
Now consider a matrix u satisfying the hypotheses of Theorem 5. We extend CJ to be the 
identity matrix outside G. Then using the standard mollification argument, we construct a 
sequence of matrices { CQ} which converges strongly in L2 (R) to G and with the property 
that each element of the sequence is smooth up to the boundary of R and it satisfies (2.1) 
(with the same K). For each k we denote by r&(z) := (Q(Z), ‘iik(z)) the mapping defined 
on R as follows. The first Component uk SOheS 
(4.8) div (akvuk) = 0 in R; Uk = g at 6%. 
The second component is obtained via the usual decomposition (3.4) with the additional 
requirement (recall that til, is only defined up to a constant) 
(4.9) s ii,+)dz = 0. R 
By the first part of the proof of this theorem, wk is K-quasiconformal. We make the 
following claim. 
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PROPOSITION 4.2. - There exists a subsequence still denoted by { ILI~ } which conveu;~rs 
strongly in L’(O) to UI, where UI := (u. 6) is dejined in Theorem 5. 
We postpone the proof of Proposition 4.2. We now proceed to finish the proof of 
Theorem 5. Using Proposition 4.2, we extract a subsequence wk converging to ‘u! almost 
everywhere in R, hence converging in a dense subset E of Q. Now we use Lemma 4.3, 
to conclude that w is quasiconformal. Indeed, arguing by contradiction, if ‘(11 were not 
quasiconformal, then w(E) would consist of at most two distinct points. Then in parti- 
cular ?L, which is the first component of 711, should assume at most two distinct values in 
~9. Now we use De Giorgi’s theorem [DE1 which guarantees that 1~ is continuous in 12, 
thus if u were constant on E, 1~ would be constant on fl, whereas if YL assumed two values, 
then it would assume all the intermediate values. 
Both possibilities lead to a contradiction. The first because, by hypothesis G - const $ 
W,~~“(Q). The second because we assumed that w(E) contains at most two points. The 
contradiction shows that ‘UI is K-quasiconformal. To finish the proof of Theorem 5 we 
need to prove Proposition 4.2. 
ProQf of Proposition 4.2. - Define ?lk = Y,+ - G, where 1~. is defined in (4.8). Note that 
y is the restriction of G to the boundary and G E w’,‘(n). The standard estimates show 
that {?&} is bounded in w,‘>‘(n). We extract a subsequence (denoted by the same symbol) 
which converges weakly in w,‘)2(n) (strongly in L2 by Rellich’s lemma) to 71 E w,‘.“(Q) 
and we write ug := u+ G. Since (gk} converges strongly in L2 to (7, 110 is the solution of 
(4.1), i.e. ug = 21. For each uk, we set ui, to be the function appearing in (3.1) normalized 
to have zero average on 0. By construction 
and ak(~)Vuk(z) converges weakly in L” to a(z)Vu(s). Applying again (3.5) to ‘u 
we have 
(4.11) (7(5)VlL(2) = II%(z), XER 
and we conclude that VGk converges weakly in L2 to ViL hence the sequence { Vtik:} is 
bounded in L2 by a constant. Moreover 111, is normalized to have zero average. Using the 
PoincarC-Wirtinger inequality and the normalization one has 
and therefore the sequence {z&c> is actually bounded in W1,“. It converges weakly in W1,2 
(strongly in L2), to a certain $. Moreover, by (4.10) and (4.11) V$J = VU. Note that 
Jik=j-+0.u se of PoincarC’s inequality yields ?,/J = 6. Summarizing {wk} is bounded 
in W1:2 and converges weakly (strongly in L2) to w := (u, 6). Cl 
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The electrostatic energy as a “geometric quantity” 
The quantity in (1.11) is sometimes referred to as the electrostatic energy. Set 52 to be 
a ball centered at the origin. Set ?I, to be a non zero vector and U+ to be the solution to 
(2.2) which satisfies uli, = ($,x) on the boundary of R. Define uy,? G, and w+ as usual. 
Then one has, by construction, 
and using Theorem 5 
(cT*?J,q!l) = yl
Hence (G*$, 111) can be viewed as the (relative) area distortion of the set R via the map- 
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