Abstract-This paper presents results from an experimental study of TCP in a wireless 4G evaluation system. Test-bed results on transport layer performance are presented and analyzed in relation to several link layer aspects. The aspects investigated are the impact of channel prediction errors, channel scheduling, delay, and adaptive modulation switch level, on TCP performance. The paper contributes a cross-layer analysis of the interaction between symbol modulation levels, different scheduling strategies, channel prediction errors and the resulting frame retransmissions effect on TCP. The paper also shows that highly persistent ARQ with fast link retransmissions do not interact negatively with the TCP retransmission timer even for short round trip delays.
INTRODUCTION
The demand for higher capacity and wider coverage of mobile wireless network access is increasing. As third generation mobile systems are commercialized, the research focus has shifted towards systems for higher data rates, "4G". One promising technology for 4G is orthogonal frequency division multiplexing (OFDM), which uses multiple carrier frequencies dedicated to a single data source.
One 4G system proposal based on OFDM has been developed within the "Wireless IP" project at Uppsala University, in cooperation with Chalmers University of Technology and Karlstad University [1] . The main focus is to cover wide areas to service vehicular users, in excess of speeds of 100 km/h with a 30-fold bandwidth increase compared to UMTS/3G. To realize this goal, adaptive OFDM is used in combination with channel prediction. Transmissions can then be scheduled to maximize the total satisfaction of the users, depending on their current channel quality. This is combined with increased cross layer interaction, link level ARQ, and other mechanisms.
The Wireless IP evaluation system is conceived as an all-IP system intended for Internet traffic. It should be designed to provide a good service to the network and transport layers and it is thus important to consider the system level implications of lower layer design decisions. In order to allow performance measurements on the interaction between the physical/link layer design and upper layers the Wireless IP emulator (WIPEMU) was developed. Details on the emulator are available in [2] .
In this paper, we present the results and analysis from a number of experiments on this platform. A central concept of the 4G system is the channel prediction used to schedule transmissions and choose the modulation scheme. The investigation is focused on the impact of channel prediction errors on the link layer performance and the transport layer performance. We also present results on the symbol modulation level utilization, and how different wireline network delays affect the TCP performance.
RELATED WORK
In previous research on TCP over wireless, many studies and suggested improvements focus on the issue of noncongestion related packet loss: Packets lost due to link errors are assumed to be lost due to congestion by TCP and the sender initiates congestion avoidance unnecessarily. Examples of these suggested improvements include TCP-DCR [3] , Explicit Loss Notification [4] , Syndrome [5] , Explicit Bad State Notification [6] , and Partial Acknowledgements [7] . Other approaches hide the unreliable link by performing local TCP retransmissions, such as Snoop [8] and WTCP [9] . More background on these issues can be found in [10] , [11] .
The mentioned approaches assume that link errors translate into packet loss. For a reliable link (obtained e.g. by persistent link retransmissions), these events would not occur. However, using link retransmissions leads to delay variations, which, depending on the RTO timing, may either be interpreted as TCP packet loss or cause RTO inflation. To this end, approaches such as Eifel [12] and TCP-Westwood [13] have been proposed to handle delay spikes (among other improvements).
The Wireless IP evaluation system can use a varying degree of link reliability, by configuring the maximum number of allowed link retransmissions. In this paper highly persistent retransmissions are configured to provide a reliable link layer 1 . However, the link retransmissions are very fast (2 ms, which is three times the link frame transmission time), which should contribute to low delay variation. This paper investigates the performance of regular TCP over such a link.
EXPERIMENTAL SETUP

Scenario
The use case considered in the experiments consists of a mobile user downloading content from a server using TCP.
The user has a wireless connection to a base station, which in turn is connected to the rest of the Internet, which also connects the server. This scenario is shown in Figure 1 . The scenario is emulated with three computers, one sender, one gateway and one receiver. The gateway runs the WIPEMU software and all nodes collect packet traces for later analysis. 
The Wireless IP evaluation system
The Wireless IP evaluation system assumes the use of frequency division duplex (FDD), and the use of a base station infrastructure with sectored antennas. User terminals are in this paper assumed to have only one antenna.
The available downlink bandwidth within a sector (cell) is assumed to be slotted in time. Each slot of duration T is furthermore partitioned into time-frequency bins of bandwidth ∆f b . We here assume T = 0.667 ms and ∆f b = 200 kHz, which is appropriate for stationary and vehicular users in urban or suburban environments [15] . Each bin of 0.667 ms × 200 kHz carries 120 symbols. Of these 120 symbols, 12 are allocated for training and downlink control, leaving 108 payload symbols [16] .
During slot j, each terminal predicts the signal to interference and noise ratio (SINR) for all bins, for a prediction horizon that equals the time delay of the transmission control loop. During slot j + 1, all terminals that may have data to receive then signal their predicted signal quality on an uplink control channel. A scheduler that is located on the network (base station) side of the link then allocates the timefrequency bins exclusively to different users during slot j +2. The payload transmission is performed during slot j + 3 and control information that specifies the allocation is transmitted during the same slot. The downlink transmission delay over the air interface, with an empty transmit buffer, is thus three slots or 2 ms. This is a conservative number, as an efficient scheduler may operate before slot j + 2 in which payload would then be transmitted in two slots or 1.33 ms.
For the payload symbols, an adaptive modulation system is utilized that uses 8 uncoded modulation formats: BPSK, 4-QAM, cross-8-QAM, 16-QAM, cross-32-QAM, 64 QAM, cross-128 QAM and 256 QAM. All payload symbols within the bin use the same modulation format, which is adjusted to the SINR that is predicted to occur during the utilized bin. We here consider prediction of the channel gain within each bin, while the interference and noise is modeled as additive Gaussian white noise, with known variance.
OFDM channel predictors can be designed to work either in the time domain [17] or in the frequency domain [16] . As data, they use measurements at the location of known pilot symbols and as prior information, they use the statistics of the channel variations over time and space, given by the Doppler spectrum and the power delay profile or the channel correlation function in the frequency domain. Channel power gain estimates that are based on Kalman prediction of the complexvalued channel provide the best performance, see [18] for a survey. To be useful, channel predictors must provide not only point estimates of the channel power gain, but also a measure of the prediction accuracy. The attainable prediction accuracy depends on the SINR, the downlink pilot symbol density, the vehicle velocity, the carrier frequency, the fading environment and the required prediction horizon. A convenient accuracy measure, used here, is the Normalized Mean Squared Error (NMSE) of the complex-valued frequency domain channels. For reasonable vehicle speeds and SINRs, prediction NMSE values are in the range 0-0.1 for the considered system when it works at a 2 GHz carrier frequency.
The SINR measurements and their accuracy estimates are used to determine the modulation format. For a known prediction NMSE, the SINR ranges in which the different modulation formats are used can be adjusted to attain a performance criterion. This investigation uses the criterion that the number of bits transmitted in correctly received payload bits within a bin is maximized. This maximizes the throughput when using a retransmission scheme with infinite persistence. This adjustment is presented in [19] . For a given NMSE, it is obtained by balancing the number of bits received, which increases for higher modulation formats, against the risk of obtaining bit errors within the frame. An increasing prediction NMSE will tend to reduce the attainable throughput.
Channel quality predictions can be used also to affect the scheduling, i.e. the allocation of bins to users. We will here use a class of schedulers that provides a guaranteed resource share, by allocating precisely one bin to the considered user within each time slot. Two variants of this scheduler are compared:
1) "Static allocation", which always allocates the same bin to the user. 2) "Scheduled allocation", which allocates the bin with the largest predicted SINR among all predicted bins to the user.
WIPEMU emulator implementation
The downlink of the Wireless IP evaluation system is emulated by WIPEMU in the following way: IP packets are captured at the gateway and placed in a queue awaiting transmission. A "link frame" of duration 0.667 ms is transmitted with rate 1500 Hz. First a predicted channel is examined to determine the modulation level. The corresponding amount of bits are then put in the link frame, and "transmitted". During transmission, a symbol error probability is calculated depending on the modulation level and the non-predicted ("real") channel. A frame with at least one symbol error is then marked as erroneous, and is retransmitted after an adjustable delay. We below use a retransmission delay of 2 ms, or 3 frames. When the frame is retransmitted, it may be that the channel conditions have changed, and a new modulation is needed. If a lower modulation must be used, the frame is split into two. If a higher modulation can be used, we instead use the original modulation. This provides better resilience to errors, but wastes some efficiency. Better throughput could be obtained by allocating more data in the frame, but this would require more overhead information within the frames to be able to separate data blocks as they would no longer be consecutive.
After all frames have been transmitted successfully, the IP packet is released from the gateway to the destination. More details on the implementation are available in [2] .
Parameterization
The system parameters used in the experimental evaluation were set as follows: Both the sender and the receiver run Linux 2.6.8 and we use the default available TCP version. The standard TCP settings are used except that the timestamp option is not used. The retentive TCP caching available in Linux is turned off to avoid creating any dependencies between the experimental runs. A standard MTU of 1500 bytes is used.
For the wireless channel properties, the receiver and transmitter are assumed to have single antennas. Data for 25 × 200 kHz channels was obtained from a Jakes model with 12 taps set. It was sampled at 5 Mhz and used a power delay profile according to the typical urban fading (−5.7, −7.6, −inf , −4.4428, −13.4, −inf , −13.5793, −14.2371, −14.4794, −16.9543, −20.0164, −24. 3) at a speed of 75 km/h. To account for shadow fading, an AR(1) process provided shadow samples at an interval of 2 meter. The standard deviation, σ, was set to 4 dB and the pole, a, at 0.74. These channels were then processed to account for a range of prediction errors, thus resulting in a "real" version and several "predicted" versions of each channel. On these channels the two channel allocation schemes (static and scheduled), outlined earlier, were applied.
For the wired part of the network, there is a set round-trip delay of 80 ms. In the experiments with varying delays this delay varies between 2 and 1200 ms. In addition, delays are introduced by packet queuing in the gateway (limited to 50 packets), and the transmission delay in the wireless link layer. These last two delays will vary, because of queue build up, and because the delay in the wireless link layer depends on both retransmissions and varying modulation levels. Delays due to hand-over have not been introduced. The uplink is emulated to have a 20 kbit/s uplink and 2 ms delay (via the FreeBSD dummynet functionality [20] ). Table I contains a compilation of the relevant parameters for the wired network, the wireless network and the protocol settings. 
Wired network
RESULTS
Studying cross-layer interaction is a complex task, as there are many parameters involved. The study focuses on the parameters most relevant to the considered transmission performance. For TCP, the relevant performance metric is the achieved throughput. The throughput is affected by the capacity of the link, retransmissions on both link-and transport layer, and delay. Therefore, to understand the behavior of TCP performance, we systematically vary parameters affecting the capacity (in form of channel prediction error, scheduling strategies and delay), while studying the cross-layer effects.
TCP performance
For the transport layer, the throughput is investigated with regard to varying channel prediction errors, channel scheduling, and with regard to the delay in the fixed network.
Throughput vs channel prediction: Figure 2 shows the TCP throughput as a function of a varying degree of prediction errors. One 200 kHz bin is allocated per time slot, at 16 dB average SNR. The experiments evaluated both static and scheduled channel allocation, together with adaptive modulation levels optimized for two different target prediction error NMSEs. First we use target NMSE 0, implying zero prediction error (i.e. perfect prediction). Then we use target NMSE 0.1 which is a realistic prediction performance when predicting 0.1-0.3 carrier wavelengths ahead [19] . This prediction distance would be required at vehicular velocities in the Wireless IP evaluation system at 2 GHz carrier frequency for prediction horizons of 2 slots.
The graph in Fig. 2 shows three interesting aspects. First we note the difference between scheduled and static channel allocation. Using scheduled channel allocation always results in better performance than the static one. This is not surprising, since the scheduler has chosen the frames of highest SINR for transmission.
We further note that the performance is best when we have a perfect prediction (channel NMSE 0 to the far left in the graph). As the prediction error is increased, the performance drops. The reason for this is that as we get more errors in the prediction, the more symbol errors occur. This leads to link frame retransmissions, which increase the delay and reduce capacity. This increase of link retransmissions is further explored in the next subsection.
Third, we note that the modulation levels optimized for NMSE 0 performs worse than those optimized for NMSE 0.1, except when the channel is perfectly predicted. This hold even for small prediction errors. This is explained by the fact that levels for NMSE 0 are more "aggressive" since they assume a tighter variation of the prediction error bounds. When the error is larger, more link frames become erroneous, leading to more frame retransmissions. 
Throughput vs network delay:
The impact of the wired network delay on the TCP performance is shown in Figure  3 for a prediction error of NMSE 0.1. Here the vertical axis shows the throughput as a function of the RTT in the wired network. Like above, the same differences between static and scheduled allocation, and between different adaptive modulation targets, exist. An interesting observation is that the throughput is not severely affected by RTT's up to several hundred milliseconds. This indicates that the link retransmissions are fast enough to not interfere with TCP, even when the RTT in the fixed network is low. As the delay increases, the throughput decreases, due to the bandwidthdelay product becoming larger than the receiver window. 
Link performance
For the link layer, the amount of retransmissions and modulation level utilization is investigated, and correlated to the transport layer performance.
Frame retransmissions: Figure 4 shows the average link frame retransmissions (vertical axis) with a varying degree of prediction errors (horizontal axis). The data shown is from the same experiments described in the previous subsection on TCP performance. First we note that we always have retransmissions occuring. This is normal, as some degree of retransmissions are needed to get optimal capacity.
Second, we see that as the prediction error increases, more frame retransmissions are needed. As more link retransmissions are used, the throughput naturally decreases on the transport layer, as seen in Fig 2. Third, there is a big difference in the number of retransmissions between scheduled and static channel allocation. The primary reason for this is that the static channel allocation scheme sometimes uses bins with a SINR below the limit for the lowest modulation level. This leads to an increased amount of retransmissions, compared to the scheduled allocation. Fourth, there is also a difference between using different switch-levels in the adaptive modulation schemes, although not as significant as for channel allocation. This is because of the earlier mentioned aggressiveness when a tighter bound on the prediction error is expected, but not achieved. Modulation utilization: To show the root cause for the increasing link frame retransmissions we investigate how the utilized modulation levels vary with the switch level optimizations, for the scheduled and static allocation schemes. Figures 5 and 6 show the normalized amount of link frames that has used a specific modulation level (from BPSK to 256-QAM).
For all scenarios, we see a spike at 2 bits per symbol (4-QAM). This gives an indication of the mean channel SINR, and if there was a better mean SINR, the spike would shift to the right.
Examining the figures, we see the previously mentioned aggressiveness for switch levels optimized for a target prediction errors of NMSE 0 compared to a target prediction error of NMSE 0.1. This is indicated by the increased use of higher modulation (3 bits/symbol and up) levels by NMSE 0. The more conservative NMSE 0.1 levels instead transmit more frames with 2 bits/symbol. This then results in fewer retransmissions, as is seen in Fig 4 by comparing the NMSE 0 and NMSE 0.1 curves.
Comparing the scheduled allocation to the static allocation, we also see the cause of the capacity difference between scheduled and static channel allocation. For scheduled allocation in Fig 5, about 13% of the frames use 1 bit/symbol modulation. For static allocation in Fig 6, about 27% of the frames now use this lower modulation, leading to lower capacity and lower throughput.
We now know how the transport layer performance depends on the link layer performance, in terms of retransmissions, and their origin in utilization of varying modulation levels.
CONCLUSIONS
This paper has presented results on TCP performance in a 4G evaluation system, with a cross layer perspective. Experiments have been performed with a varying amount of channel prediction errors, scheduled and static channel allocation, and two different optimizations for the adaptive modulation switching levels. The results show how the modulation on the link layer contribute to link frame retransmissions, which give rise to varying TCP performance. The fast link retransmissions do not interact negatively with the TCP retransmission timer, even for short delays in the fixed network. Further, the results show the positive impact of scheduled channel allocation and optimization of the adaptive modulation switching levels.
