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ABSTRACT
CMB lensing is a promising, novel way to measure galaxy cluster masses that can
be used, e.g., for mass calibration in galaxy cluster counts analyses. Understanding
the statistics of the galaxy cluster mass observable obtained with such measurements
is essential if their use in subsequent analyses is not to lead to biased results. We
study the statistics of a CMB lensing galaxy cluster mass observable for a Planck -
like experiment with mock observations obtained from an N-body simulation. We
quantify the bias, intrinsic scatter, and deviations from log-normality associated with
this observable following two different approaches, one in which the signal due to the
cluster and nearby correlated large-scale structure is isolated, and another one in which
the variation due to uncorrelated large-scale structure is also taken into account. We
briefly discuss how some of our results change for experiments with higher angular
resolution and lower noise levels, such as the current generation of surveys obtained
with ground-based, large-aperture telescopes.
Key words: cosmology – cosmic microwave background radiation – galaxies: clusters:
general
1 INTRODUCTION
As the largest gravitationally-bound structures in the Uni-
verse, galaxy clusters are powerful cosmological probes
(Allen et al. 2011; Pratt et al. 2019). In particular, their
abundance as a function of mass and redshift, as given by the
halo mass function, depends on the assumed cosmological
model and on the values its parameters. Cosmological infor-
mation can therefore be extracted from the observed galaxy
cluster abundance in what is known as ‘cluster counts’ anal-
yses. In a spatially-flat ΛCDM cosmology, this abundance is
particularly sensitive to the mean matter density of the Uni-
verse, which can be parametrised by Ωm, and to the ampli-
tude of the matter perturbations, which can be characterised
by σ8, the root mean square of the linear density fluctuations
smoothed on a scale of 8 h−1 Mpc. Cluster masses are, how-
ever, not directly observable, so cluster counts studies must
rely on one or several cluster observables known to scale with
cluster mass and use them as ‘mass proxies’. These observ-
ables can come from observations across different regions of
the electromagnetic spectrum and include optical richness,
X-ray flux, Sunyaev–Zel’dovich (SZ) flux, and lensing mass
? E-mail: inigo.zubeldia@ast.cam.ac.uk
† E-mail: a.d.challinor@ast.cam.ac.uk
estimates, all of which are known to trace cluster masses.
In recent years, studies using such observables have yielded
competitive cosmological constraints (e.g., Mantz et al. 2010;
Hasselfield et al. 2013; Planck 2015 Results XXVII 2016; de
Haan et al. 2016; Bocquet et al. 2019; Costanzi et al. 2019;
Zubeldia & Challinor 2019; Kirby et al. 2019). In these anal-
yses, scaling relations are needed in order to relate accu-
rately the cluster observables to the cluster mass, since it is
the dependence of the cluster abundance on the latter that
can be theoretically predicted. These scaling relations need
to be calibrated, and this is typically a difficult task which
often brings in significant systematic uncertainty. Indeed,
currently, the determination of cluster masses constitutes
the largest source of uncertainty in cluster counts studies
(see Pratt et al. 2019 for a recent review of cluster mass
calibration).
Lensing observations can be very useful in this re-
spect, since they provide almost bias-free estimates of cluster
masses. In SZ counts analyses, in which an SZ-derived ob-
servable is used both to select the sample and as a precise
(i.e., high signal-to-noise) cluster mass proxy for each clus-
ter, the overall mass scale can be determined through exact
(i.e., unbiased, or nearly unbiased) lensing mass estimates.
These lensing-derived masses generally either have a signif-
icantly lower signal-to-noise ratio per cluster than the SZ
© 2019 The Authors
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observable, are much more costly to obtain, or a combina-
tion of both. These lensing mass estimates can be obtained
from galaxy lensing observations, a well-established practice
(e.g., as in two of the calibrations used in the baseline anal-
ysis in Planck 2015 Results XXVII 2016, in de Haan et al.
2016, and in Bocquet et al. 2019), or from CMB observa-
tions, a more novel approach (as in the third calibration of
the baseline analysis in Planck 2015 Results XXVII 2016,
and in Zubeldia & Challinor 2019).
First considered in Seljak & Zaldarriaga (2000), CMB
lensing by clusters has attracted some interest in recent
years. Several mass estimators have been developed (see,
e.g., Yoo & Zaldarriaga 2008; Melin & Bartlett 2015; Raghu-
nathan et al. 2017; Horowitz et al. 2019), and the CMB
lensing signal of galaxy clusters and, in general, halos, has
been detected to moderate-to-high statistical significance
in various recent works (Baxter et al. 2015; Madhavacheril
et al. 2015; Planck 2015 Results XXVII 2016; Baxter et al.
2017; Raghunathan et al. 2019b; Zubeldia & Challinor 2019;
Raghunathan et al. 2019a). CMB lensing cluster mass es-
timation has several intrinsic virtues, particularly in the
context of SZ surveys. First, mass estimates can be ob-
tained from the same data set as the SZ observable, and
are relatively cheap to obtain, in contrast to most current
galaxy-lensing-derived masses. This enables one to obtain
CMB lensing mass estimates for the totality of the clusters
in the SZ sample in a relatively straightforward way pro-
vided that redshift measurements of the clusters are avail-
able (Planck 2015 Results XXVII 2016; Zubeldia & Challi-
nor 2019), as opposed to most current galaxy lensing mass
determinations, in which typically the masses of only a small
subset of clusters in the SZ sample are obtained. Moreover,
the signal-to-noise of CMB lensing mass estimates does not
decrease strongly with redshift (see, e.g., Melin & Bartlett
2015), whereas high-redshift galaxy lensing mass determi-
nations can suffer from the lack of a sufficient number of
background galaxies. In addition, the CMB lensing signal
is not affected by the uncertainties in the photometric red-
shifts of the background galaxies, which are a limiting fac-
tor in galaxy lensing analyses. However, for an experiment
like Planck, CMB lensing mass estimates are much noisier
than state-of-the-art galaxy lensing mass estimates (e.g., von
der Linden et al. 2014; Hoekstra et al. 2015), with typical
signal-to-noise ratios of a fraction of unity for large clus-
ters (Zubeldia & Challinor 2019). Furthermore, being a more
novel technique, cluster CMB lensing mass estimation meth-
ods have not been tested to the extent that galaxy lensing
methods have (see, e.g., Raghunathan et al. 2017 for a quan-
tification of several possible systematics that can affect CMB
lensing cluster mass measurements).
A fundamental element of a cluster cosmological anal-
ysis that needs to be determined accurately in order for the
analysis to deliver unbiased cosmological information is the
relation between the mass observable (or observables) and
the true cluster mass. This involves determining both the
scaling relation that relates some mean value of the observ-
able(s) with the cluster true mass, accounting for any pos-
sible biases, and the statistical scatter that exists around
the mean value of the observable(s), which typically has a
complex origin and is difficult to predict from first principles
(Allen et al. 2011). More rigorously, what needs to be spec-
ified is the conditional probability density function followed
by the mass observable(s), obs, conditioned on the value of
the true cluster mass, M500, P(obs|M500). We note that here
and throughout we choose as a cluster’s ‘true mass’ the mass
within a sphere within which the mean density is 500 times
the critical density at the cluster’s redshift, and we denote
it with M500. We also note that this conditional probabil-
ity density function can also be conditioned on other vari-
ables, such as redshift z; we omit these possible additional
conditioning variables here for concision, but P(obs|M500)
should be thought of as potentially having more condition-
ing variables implicit. If a functional form is assumed for
P(obs|M500), its parameters can be self-calibrated with real
data. However, doing this can have a negative impact on
the statistical power of the cosmological analysis, especially
if the calibration is carried out at the cosmological analysis
level. An alternative approach is to use cosmological simula-
tions in order to determine P(obs|M500), or at least to inform
the likely range of parameter values of some assumed func-
tional form. This also makes it possible to assess whether the
chosen functional form is a good description of P(obs|M500).
However, this approach is obviously limited by the accuracy
of the simulations themselves, something that is difficult to
quantify.
The distribution P(obs|M500) has been widely studied in
the literature from both simulations and observations for a
number of cluster observables (e.g., Pratt et al. 2009; Becker
& Kravtsov 2011; Angulo et al. 2012; Bahe´ et al. 2012; Rasia
et al. 2012; Shirasaki et al. 2016; Geach & Peacock 2017).
Nevertheless, it has never been studied for a CMB lensing
mass observable. This is the aim of this paper: to quantify
P(obs|M500), where obs is the CMB lensing mass observable
that is used in Zubeldia & Challinor (2019), the CMB lens-
ing signal-to-noise pobs. We follow the simulation approach,
producing mock observations of pobs for all the clusters with
M500 > 2 × 1014M in two snapshots of a large N-body cos-
mological simulation, BigMDPL (Klypin et al. 2016). We
think of pobs as consisting of three different contributions,
pobs = pc + ∆pu + ∆pn . (1)
Here, pc is the contribution to the lensing mass observable
from the cluster itself, which includes the variation due to
cluster triaxiality, and from large scale structure (LSS) cor-
related with the cluster. The other two terms, ∆pu and ∆pn,
are the contributions originating from LSS uncorrelated with
the cluster and from lensing reconstruction noise, respec-
tively. We follow two different approaches in order to anal-
yse our mock observations. In the first approach, which we
call our deconvolution approach, we treat both ∆pu and ∆pn
as noise and then use our mock observations in order to
characterise pc. In the second approach, which we call our
extrapolation approach, we only treat ∆pn as noise, and then
characterise p ≡ pc + ∆pu with our mock observations, ex-
trapolating our results to the full line-of-sight from z = 0
back to CMB last scattering.
The main motivation for this work is to justify the
choice of priors imposed on the parameters 1−bCMBlens and
σCMBlens, which quantify, respectively, the bias and intrin-
sic scatter in the CMB lensing mass measurements, in the
likelihood analysis of Zubeldia & Challinor (2019). In par-
ticular, this is done with our deconvolution approach, which
is the one followed in the hierarchical model of Zubeldia &
Challinor (2019). However, we also hope that our methods to
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study P(obs|M500) and that our main insights may be useful
for future cluster counts analyses that may use CMB lens-
ing masses as a mass proxy, which otherwise will have to
determine their appropriate conditional probability distri-
bution P(obs|M500). Throughout this paper we consider an
idealised experiment with specifications similar to those of
Planck ; however, we also briefly consider how some of the
results change if a different experimental set-up is consid-
ered.
This paper is organised as follows. First, in Section 2
we give a brief introduction to CMB lensing. In Section 3
we describe the cosmological simulations we use in order to
obtain our mock observations, and in Section 4 we explain
how we make such mock observations. Next, in Section 5 we
present our results, characterising P(obs|M500) for a Planck -
like experiment. In this section, we first explain our model
of the mock observations in Section 5.1, and then in Sec-
tions 5.2 and 5.3 we present our results for our deconvolu-
tion and extrapolation approaches, respectively. In Section 6
we consider how the extrapolation approach results change
if different experiment specifications are considered, and we
finally conclude in Section 7.
2 BASICS OF CMB LENSING
Massive bodies deflect light due to the effect of their gravity,
a phenomenon known as gravitational lensing. CMB pho-
tons coming from the last-scattering surface are therefore
deflected, the observed net effect being a remapping of the
CMB fluctuations on the sky by some deflection field α(nˆ)
(see Lewis & Challinor 2006 for a general review of CMB
lensing).
Let X be an ‘unlensed’ CMB field, i.e., a CMB field as
it would have been observed if there was no lensing, where
X can be T (the CMB temperature), Q, or U (the two linear
polarization Stokes’ parameters). Lensing remaps the CMB
fields so that the lensed field X˜(nˆ) along the line-of-sight
direction nˆ is the unlensed field at nˆ + α(nˆ), i.e., X˜(nˆ) =
X(nˆ + α).
At leading order, the deflection field can be written as
α = ∇nˆψ, where ∇nˆ denotes the angular derivative (covariant
derivative on the unit sphere, or, in the flat-sky approxima-
tion, partial derivative with respect to the two local angular
variables) and where ψ is known as the lensing potential.
For a flat universe and using the Born approximation, the
lensing potential can be written as (Lewis & Challinor 2006)
ψ(nˆ) = − 2
c2
∫ χ?
0
dχ
χ? − χ
χ?χ
Ψ(χnˆ, η0 − χ) , (2)
where χ? is the comoving distance to last scattering (χ? ≈
14 Gpc), η0 is the current conformal time, and Ψ is the
Newtonian gravitational potential (or, in a general relativis-
tic framework, the Weyl potential). The lensing potential is
therefore a weighted integral of the gravitational potential
along the undeflected line of sight.
It is often useful to work with the lensing convergence,
κ, which is given by the two-dimensional Laplacian of the
lensing potential,
κ(nˆ) = −1
2
∇2nˆψ(nˆ) =
3
2
(
H0
c
)2
Ωm
∫ χ?
0
χ (χ? − χ)
χ?
δ
a
dχ , (3)
where δ is the matter density contrast, a is the scale factor
normalised to unity today and H0 is the Hubble constant.
It can be seen that the convergence is a weighted in-
tegral of the matter overdensity along the undeflected line
of sight.This integrated matter distribution can be recon-
structed from the CMB through the non-Gaussian features
that are imprinted by lensing. Several methods to recon-
struct the lensing convergence (or, equivalently, the lens-
ing potential) exist, the most computationally simple being
based on quadratic estimators (Hu 2001; Hu & Okamoto
2002).
Lensing by galaxy clusters produces variations typi-
cally of order 10 µK in the measured CMB temperature
(e.g., Lewis & Challinor 2006), which are large enough to
be probed by experiments like Planck in a statistical way. If
a cluster density profile is assumed and the cluster redshift is
known, the cluster mass can be estimated by, e.g., fitting an
expected cluster convergence profile to a non-parametrically
reconstructed convergence, or by fitting the cluster model
directly to the CMB maps.
3 SIMULATION AND CONVERGENCE MAPS
In our study we use two snapshots of the BigMDPL simula-
tion, a large, state-of-the-art simulation part of the publicly-
available MultiDark simulation suite (Klypin et al. 2016).
It consists of 38403 particles of mass 2.4 × 1010h−1M in
a simulation box of 2.5h−1 Gpc with periodic boundary
conditions and evolved in a flat ΛCDM cosmology with
H0 = 67.8 km s−1 Mpc−1, Ωm = 0.307, baryon density pa-
rameter Ωb = 0.048, σ8 = 0.829, and scalar spectral index
ns = 0.96. We consider the snapshots at z = 0.23 and z = 0.52.
We use the halo positions as determined with the BDM
(‘Bound Density Maximum’) technique (Klypin & Holtzman
1997; Riebe et al. 2013) that are publicly available in the
CosmoSim database1. We then measure the spherical over-
density mass of each halo, M500, using as density contrast
∆ = 500 defined with respect to the critical density. We note
that we do not remove unbound particles in this process.
We refer to M500 as the halo (or cluster) ‘true mass’. We
only consider clusters with M500 > 2 × 1014M and that are
not subhalos of another halo, which yields a cluster cata-
logue with a total of 60 391 clusters in the z = 0.23 snapshot
and of 29 561 clusters in the z = 0.52 snapshot. This cluster
range corresponds to the most massive clusters of the Uni-
verse and spans most of the clusters in the Planck MMF3
cosmology sample, the sample used in the cosmological anal-
ysis in Planck 2015 Results XXVII (2016) and in Zubeldia
& Challinor (2019); see Planck 2015 Results XXVII (2016)
for how this sample is constructed.
In order to obtain our CMB lensing measurements, the
key quantity that needs to be produced is the lensing con-
vergence around the location of each cluster in our cata-
logue and along a given direction of observation. We gener-
ate convergence maps using the Born approximation; under
this approximation, for a spatially-flat cosmology the lensing
convergence can be obtained with Eq. (3).
1 www.cosmosim.org
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We produce square convergence maps centred at the lo-
cation of each cluster in our catalogue for both snapshots.
Each map has an angular size of 128 arcmin along both di-
rections perpendicular to the line of sight, and we always
take the z-direction, as defined within the simulation, as our
line-of-sight direction. Obviously, with our simulation snap-
shots we cannot compute the total lensing convergence from
χ = 0 all the way back to last scattering, χ = χ?, as in
Eq. (3). We instead restrict our integration limits to a rel-
atively small interval of comoving distance. Specifically, we
take each cluster to be at the comoving distance given by
the redshift of the snapshot to which it belongs, χc , and we
then consider seven sets of integration limits in Eq. (3), all of
them centred at χc but with an increasing comoving length
χl , [χc − χl/2, χc + χl/2]. We take χl , which hereafter we
will refer to as ‘integration length’, to be logarithmic spaced
between 5 Mpc and 400 Mpc, thus taking values of 5, 10.4,
21.5, 44.7, 92.8, 192.7, and 400 Mpc (comoving). We do this
in order to investigate how the statistics of our CMB lens-
ing mass observable depend on the relative amount of large
scale structure (LSS) correlated and uncorrelated with the
cluster that is present in the convergence maps. We note
that the way in which we compute our convergence maps
from the simulation snapshots neglects the temporal evolu-
tion of δ along the line of sight, since in a snapshot all the
particle positions are given at the same time. The error we
introduce by doing this should be negligible for the relatively
small integration lengths (on cosmic scales) that we are con-
sidering. We do, however, take into account the change of
the geometrical lensing kernel in Eq. (3) along the line of
sight.
To summarise, for each cluster in our catalogue at any of
the two considered redshifts we compute seven convergence
maps, each of which corresponds to a different integration
length. We refer to these maps as ‘cluster convergence maps’
at redshift z with integration length χl .
Furthermore, for each of the two snapshots we compute
105 square convergence maps centred at random locations in
the simulation box, with the same angular size as the clus-
ter convergence maps (128 arcmin across each direction), and
with the two largest integration lengths used in the compu-
tation of the cluster convergence maps. We refer to these
maps as ‘random convergence maps’ at redshift z with inte-
gration length χl , and describe their interpretation and use
in Section 5.
4 MOCK OBSERVATIONS
In this section we describe our CMB lensing cluster mass
observable and how we obtain mock measurements from our
cluster convergence maps in order to produce a mock data
set, which we then analyse in Section 5.
We think of each cluster convergence map with a given
integration length as the ‘true’ convergence map around the
location of that cluster due to the mass distribution con-
tained within the considered integration length, and we de-
note it with κc. As mentioned in Section 2, a fixed lensing
convergence remaps the CMB anisotropies in a way that
makes it possible for it to be estimated (or ‘reconstructed’)
from CMB observations alone. Throughout this work, ex-
cept in Section 6, we consider an idealised Planck -like CMB
experiment with Gaussian beam with full-width at half max-
imum (FWHM) of 5 arcmin and with Gaussian instrumental
noise with temperature noise levels of 45 µK arcmin. We do
not study the impact of uncleaned or residual foregrounds
on our results. As already noted above, in Section 6 we in-
vestigate how some of our results change with different ex-
perimental specifications.
We consider the simplest of the CMB lensing recon-
struction techniques, the quadratic estimators (Hu 2001; Hu
& Okamoto 2002), thus called because they are quadratic in
the CMB fields. Specifically, we only use the TT quadratic
estimator, which produces a reconstructed convergence map
out of two copies of a CMB temperature map. We make
this choice because this estimator is close to the optimal
lensing estimator for a Planck -like experiment. Using the
flat-sky approximation, which is accurate given the small
angular size of our convergence maps, the reconstructed con-
vergence map that corresponds to one of our cluster conver-
gence maps, κˆ, can be written in Fourier space as
κˆ(L) = κc(L) + n(L) . (4)
Here, κc(L) is the Fourier transform of the ‘true’ conver-
gence (the cluster convergence map), and n(L) is the Fourier
transform of the reconstruction noise, which in our simulated
experiment has contributions from the primary CMB fluc-
tuations and from instrumental noise. This noise is approx-
imately Gaussian (Lewis & Challinor 2006). Following Hu
et al. (2007), in our quadratic estimator implementation we
impose a Fourier-space top-hat low-pass filter on the gradi-
ent leg of the estimator, zeroing the gradient map for modes
with L > 2000. This ensures that the quadratic estimator
remains unbiased around regions of large convergence, e.g.,
in the central regions of galaxy clusters. In addition, as is
customary, we use the lensed CMB power spectrum in the
weighting of the gradient leg of the estimator and in the
normalisation, rather than the unlensed CMB power spec-
trum, as this gives (approximately) the correct response of
the estimator κˆ(L) to lenses at wavevector L averaged over
all other lensing modes (Lewis et al. 2011; Hanson et al.
2011). This is the same form of the quadratic estimator that
we used in our analysis of real Planck data in Zubeldia &
Challinor (2019). It provides, to a good approximation, un-
biased reconstructed convergence maps, i.e., 〈κˆ(L)〉 = κc(L),
where angular brackets denote ensemble averaging over re-
construction noise, that is, over CMB and instrumental noise
fluctuations.
In our study we do not produce reconstructed maps
from our cluster convergence maps, κc, but instead we di-
rectly use the cluster convergence maps themselves. The rea-
sons for doing this are the following. First, as just noted, to a
good approximation our lensing reconstruction method pro-
duces unbiased convergence estimates for the experimental
specifications considered. In addition, the scatter of the final
lensing mass observable arising from reconstruction noise is
already well understood. Indeed, since to a good approxima-
tion the reconstruction noise is Gaussian, it is fully described
by its variance, which can be written as〈
κˆ (L) κˆ∗ (L′)〉 = δ(2) (L − L′) Nκ (L) , (5)
where Nκ (L) is well approximated in our case by N(0)(L),
the normalisation of the quadratic estimator (see e.g., Hu
2001 for an analytic expression). As described below, our
MNRAS 000, 1–21 (2019)
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mass observable is linear in the convergence; thus, its scat-
ter due to reconstruction noise is also Gaussian to a good
approximation.
The next step of our measurement pipeline is to match-
filter our cluster convergence maps with a cluster conver-
gence model in order to obtain a mass observable measure-
ment for each cluster. We use exactly the same matched-
filter implementation that was used in Zubeldia & Challinor
(2019), and which follows Melin & Bartlett (2015). As a clus-
ter model we adopt a truncated NFW profile (Navarro et al.
1997)
ρ(r) =
{
ρ0
(r/rs )(1+r/rs )2 if r ≤ Rtrunc ,
0 if r > Rtrunc ,
(6)
where rs is a characteristic scale radius, Rtrunc is the trun-
cation radius, and ρ0 is a characteristic density, given by
ρ0 = ρc(z)5003
c3500
ln(1 + c500) − c500/(1 + c500)
, (7)
where ρc(z) is the critical density at the cluster’s redshift,
and c500 is the concentration parameter, which is defined as
c500 = R500/rs. As in Zubeldia & Challinor (2019), we choose
Rtrunc = 5R500 and we fix c500 = 3. Thus, in our model, a
cluster is completely specified by two parameters, e.g., M500
and redshift, z. We use this parameterisation throughout
this paper, and refer to M500 and z as the ‘true cluster pa-
rameters’.
As detailed in Zubeldia & Challinor (2019), we can then
write the convergence due to our cluster model at an angular
separation from the cluster centre θ as
κm(θ) = κ0κt(θ; θs) . (8)
Here, κ0 is a normalisation such that κ0θ
2
s is proportional to
M500 and κt(θ; θs) is a circularly-symmetric template func-
tion that depends only on θ/θs, where θs is the angular size
of the scale radius rs, θs = rs/dA(z), with dA(z) the angular
diameter distance to the cluster. The template is normalised
to unity at θ = θs. Given an estimate of the convergence
around a cluster, κˆ(L), and a fiducial value of the cluster
angular size, θfids , an estimator for κ0 can be written as
κˆ0 =
[∫
d2L
2pi
|κt(L)|2
Nκ (L)
]−1 ∫
d2L
2pi
κˆ(L)κ∗t (L)
Nκ (L) , (9)
where Nκ (L) is the variance of the reconstruction noise of
κˆ(L), and where the dependence of κt on θfids is left implicit.
This inverse-variance weighting ensures that the estimator
is minimum-variance, which can be written as
σ2κ0 ≡
〈
(κˆ0 − κ0)2
〉
=
1
2pi
[∫
d2L
2pi
|κt(L)|2
Nκ (L)
]−1
. (10)
We use each cluster’s true mass, M500, as the model fiducial
mass, from which we derive its fiducial angular scale θfids :
Mfid = 500
4pi
3
[
dA(z)c500θfids
]2
ρc(z) . (11)
As discussed in Zubeldia & Challinor (2019), from this
estimator κˆ0 a mass estimator Mˆ500 can be obtained in a
straightforward way, but the signal-to-noise on κˆ0 (or, equiv-
alently, on Mˆ500) turns out to have better properties as an
observable. This is defined as
pobs ≡ κˆ0/σκ0 . (12)
As can be seen from Eq. (9), for a given cluster pobs is
an unbiased estimator of the cluster CMB lensing signal-to-
noise only if the convergence model, κm, is equal to the true
cluster convergence, κc. As shown in Zubeldia & Challinor
(2019), pobs is more immune to mismatch between κm and
κc. In particular, it is much less dependent on the choice of
θfids . We therefore use pobs as our cluster observable; pobs is
also the observable used in Zubeldia & Challinor (2019).
As mentioned above, the statistics of the lensing recon-
struction noise are well understood, and due to this we do
not produce reconstructed convergence maps of each clus-
ter convergence map, but instead we use each cluster’s true
convergence, κc in place of κˆ in the matched-filtering pro-
cess. That is, what we compute is the mean CMB lensing
signal-to-noise, p ≡ 〈pobs〉, where angular brackets denote
averaging over reconstruction noise, n(L), for each cluster in
our catalogue and for all our seven integration lengths:
p =
√
2pi
[∫
d2L
2pi
|κt(L)|2
Nκ (L)
]−1/2 ∫
d2L
2pi
κc(L)κ∗t (L)
Nκ (L) . (13)
In part of our analysis – specifically, in Section 5.2 – we
also treat as noise the contribution to the cluster convergence
maps κc coming from large scale structure (LSS) uncorre-
lated with the cluster. In this case, the variance of the re-
constructed convergence, after averaging over reconstruction
noise and this uncorrelated LSS, is therefore N(0)(L) + Cκκ
L
,
where Cκκ
L
is the convergence power spectrum. We also make
measurements of p for all our cluster convergence fields using
this variance in the matched filter.
In summary, we obtain two sets of mock measurements
of our cluster CMB lensing mass observable, p, for all our
clusters, which are at two different redshifts, and for the
seven integration lengths χl considered. Each set has a dif-
ferent understanding of what is thought of as noise in the
matched-filtering process. In the first set, noise is under-
stood as being solely due to reconstruction noise; this data
set, which we refer to as cluster data set B, is analysed in
Section 5.3. In the second case, the variation due to uncorre-
lated LSS is also included in the noise budget; this data set,
which we refer to as cluster data set A, is studied in Section
5.2.
We also apply our measurement pipeline to our ran-
dom convergence maps. The idea is to obtain the response
of our measurement method to an observation that is not
centred on a cluster, but where only the convergence due
to random LSS is present. The use of these observations
will become clear in Section 5. For each random conver-
gence map, we obtain a set of measurements following our
measurement pipeline, using as matched-filter fiducial mass
Mfid the centres of 90 equally-spaced subdivisions of the
interval (2–20) × 1014M, and as redshift the correspond-
ing snapshot redshift. Our 105 random convergence fields
at each snapshot redshift yield 105 mock measurements for
each mass bin, redshift, and integration length. They con-
stitute two sets of measurements of p as a function of filter
fiducial mass and integration length, which we refer to as
random data set A (in which the LSS power spectrum is in-
cluded in the matched filter inverse-variance weighting) and
B (in which only the reconstruction noise power spectrum is
included in the matched filter inverse-variance weighting).
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5 STATISTICS OF THE CMB LENSING
CLUSTER MASS OBSERVABLE
In this section we analyse our mock observations, which we
obtain as detailed in Section 4, in order to characterise the
statistics of our CMB lensing cluster mass observable. First,
in Section 5.1, we describe how we understand our observa-
tions in terms of random variables. We then study our mock
observations following the deconvolution and extrapolation
approaches in Sections 5.2 and 5.3, respectively.
5.1 Model of observations
Let us consider our noisy CMB lensing cluster mass observ-
able, pobs, with either of our two choices of matched-filter
inverse-variance weighting, and for a given integration length
χl . Let us also consider a point in true cluster parameter
space, M500–z. We can think of pobs as a random variable,
with variability arising from different sources. First, there is
reconstruction noise, which arises from the CMB and instru-
mental noise fluctuations. In addition, there is a contribution
coming from variation in the true lensing convergence. In-
deed, clusters with a given true mass M500 and at a given
redshift z yield, in general, different lensing convergences:
they have different shapes, being in general triaxial, and dif-
ferent large scale structure correlated and uncorrelated with
them, which, in projection along the line of sight, also con-
tributes to the convergence. Since pobs is linear in the lens-
ing convergence, this variability in the lensing convergence
translates directly into variability in pobs.
We can write pobs at a given point in true cluster pa-
rameter space, M500–z, as a sum of three random variables
(as in Eq. 1, repeated here for convenience),
pobs = pc + ∆pu + ∆pn . (14)
Here, ∆pn denotes the contribution to pobs coming from the
lensing reconstruction noise. It is the random variable asso-
ciated with the response of our matched filter at the given
true cluster parameters to the reconstruction noise n (see
Eq. 4). Next, ∆pu denotes the contribution coming from
LSS uncorrelated with the cluster (hereafter and for con-
cision, ‘uncorrelated LSS’). It is the random variable asso-
ciated with the response of our matched filter at the given
true cluster parameters to our random convergence maps
with the considered integration length χl . Finally, pc denotes
the contribution to pobs arising from the cluster itself (that
is, from cluster morphology and orientation) and from LSS
along the line of sight correlated with the cluster (hereafter,
‘correlated LSS’). It is defined as the variable that arises
from subtracting ∆pu from p, the variable that results after
averaging pobs over ∆pn. In practice, in our deconvolution
approach we determine the distribution of pc by deconvolv-
ing the distributions of p and ∆pu estimated from our mock
data sets.
If some real pobs measurements are to be used in a cos-
mological analysis (e.g., in order to determine the mass scale
of the cluster sample), the conditional probability density
function (pdf) followed by pobs at the true cluster parame-
ters, P(pobs |M500, z), needs to be determined. In this paper
we propose two different approaches in order to characterise
this conditional pdf. In the first approach, which we refer
to as the deconvolution approach and which is developed in
Section 5.2, we treat the scatter arising from reconstruction
noise (∆pn) and from uncorrelated LSS (∆pu) as observa-
tional noise, and we then characterise the signal arising only
from the cluster itself and from correlated LSS (pc) with our
mock observations. This was the approach underlying the
hierarchical model of Zubeldia & Challinor (2019); here we
aim to justify the choices of priors on the CMB lensing bias
and intrinsic scatter parameters of that work, 1 − bCMBlens
and σCMBlens, respectively. In the second approach, which we
refer to as the extrapolation approach and which is studied
in Section 5.3, we think of observational noise as being solely
due to reconstruction noise (∆pn), and then characterise the
signal due to the cluster itself and to both correlated and
uncorrelated LSS (pc+∆pu), extrapolating the results to the
full line of sight from z = 0 to last scattering.
5.2 Deconvolution approach
5.2.1 Method
In this approach, our matched filter has both the reconstruc-
tion noise and the lensing convergence power spectra in the
inverse-variance weighting (see Eq. 9). Let us first think of
a hypothetical set of simulated observations in which the
variation due to lensing by uncorrelated LSS is present from
z = 0 back to last scattering, and not just within a box of a
given length along the line of sight, and where reconstruction
noise is also present. In order to study P(pobs |M500, z; χ?), we
divide it into two layers2.
The first layer is P(pobs |pc,M500, z; χ?), which is approxi-
mately a Gaussian distribution centred on pc with unit stan-
dard deviation. Indeed, first, both ∆pu and ∆pn have zero
expected values. We empirically check that ∆pu has an ex-
pected value consistent with zero as a function of M500 with
our random data sets, which can be thought of as realisa-
tions of ∆pu at a given integration length (see below). In ad-
dition, reconstruction noise is approximately Gaussian, and
therefore so is ∆pn, which is linear in it. As we show below,
for our experimental specifications, the standard deviation
of ∆pn, σ∆pn , is significantly larger than the standard devi-
ation of ∆pu, σ∆pu , across the mass range considered, and
so the variance of ∆pu + ∆pn is dominated by the recon-
struction noise. For modest levels of non-Gaussianity of ∆pu
– expected given the long integration length χ?, the rela-
tively high redshift of the lenses involved, and the effective
low-pass filtering due to the inverse-variance weighting in
the matched filter – we therefore expect the distribution of
∆pu + ∆pn to be close to Gaussian. We can calculate the
variance of ∆pu by taking the second moment of Eq. (13) to
find
σ2∆pu =
[∫
d2L
2pi
|κt(L)|2
Nκ (L)
]−1 ∫
d2L
2pi
Cκκ
L
Nκ (L) , (15)
where Cκκ
L
is the lensing convergence power spectrum, and
where, recall, Nκ (L) = N(0)(L) + CκκL . For z = 0.23 we find
σ∆pu/σ∆pn = 0.19 for M500 = 2 × 1014M, and σ∆pu/σ∆pn =
2 Here, χ? denotes that the integral along the line of sight is per-
formed from χ = 0 to χ = χ? (i.e., to last scattering); a semicolon
is used to stress the fact that, unlike the other two conditioning
variables, χ? is not a cluster-related variable.
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0.22 for M500 = 1015M; for z = 0.52 we find σ∆pu/σ∆pn =
0.15 for M500 = 2 × 1014M, and σ∆pu/σ∆pn = 0.18 for
M500 = 1015M. Finally, our matched-filter inverse-variance
weighting guarantees that ∆pu+∆pn has unit standard devia-
tion and hence so does the distribution P(pobs |pc,M500, z; χ?).
In the context of this deconvolution approach, we refer to
P(pobs |pc,M500, z; χ?) as observational scatter.
The other layer in which we decompose the scatter of
our observable is P(pc |M500, z; χ?). Within the context of this
approach, we refer to this variability as intrinsic scatter. We
study this conditional distribution with our mock observa-
tions. First, we assume that P(pc |M500, z; χl = 400 Mpc) is, to
a good approximation, equal to P(pc |M500, z; χ?); we remind
that χl = 400 Mpc is the largest integration length that we
have considered. Indeed, beyond 200 Mpc from the cluster
centre, the contribution from correlated LSS to the conver-
gence should be negligible (see Section 5.3 for a quantitative
discussion). Thus, P(pc |M500, z; χl = 400 Mpc) is what needs
to be determined. In the following, we will denote this pdf
simply with P(pc |M500, z).
Unfortunately, our mock observations do not provide
us with samples from P(pc |M500, z). However, our cluster
data set A can be thought of as consisting of samples from
P(p,M500 |z; χl), where p = pc+∆pu, and where z can be either
of our two redshifts (z = 0.23 and z = 52), and χl either of our
seven integration lengths (see Section 3). These observations
for χl = 400 Mpc and z = 0.23 are shown, for illustrative pur-
poses, in the upper panel of Fig. 1. In addition, our random
data set A can be thought of as consisting of samples from
P(∆pu |M500, z; χl) at the considered redshifts z, integration
lengths χl , and true masses M500 (see Section 4). Our route
to obtain P(pc |M500, z) is first to determine P(p|M500, z; χl)
as a function of M500 as slices in M500 of P(p,M500 |z; χl),
and then, since = pc + ∆pu, to (formally) deconvolve it with
P(∆pu |M500, z; χl). We describe this procedure, which takes
its name from the deconvolution step, in detail in the rest
of this section.
We first group our mock measurements of p for χl =
400 Mpc at z = 0.23 into 90 subsets by binning their cor-
responding values of M500 into 90 equally-spaced bins be-
tween 2 × 1014M and 1015M. For z = 0.52 we apply a
similar binning but then combine the 33 bins of the high-
mass end into groups of three, yielding a total of 68 bins.
We do this in order to compensate for the very small num-
ber of clusters per original bin at the high-mass end for
z = 0.52, which in some cases are below 10. We then assume
that the distribution followed by p in each of these bins is
P(p|M500, z; χl = 400 Mpc), with M500 equal to the central
value of the bin. This is certainly true in the limit in which
the bins are infinitesimal, and should be a good approxima-
tion if they are sufficiently small. For illustrative purposes,
an estimate of P(p|M500, z; χl = 400 Mpc) as a function of
M500 can be seen in the lower panel of Fig. 1 for z = 0.23
(the same case as the upper panel). It was produced with a
kernel density estimation method, fastKDE (O’Brien et al.
2014, 2016); we note that this illustrative estimate is done
with no previous binning.
We treat each of the M500 bins independently. Let us
consider one of our snapshot redshifts z and one of our M500
M500 [10
15M¯]
0.1
0.2
0.4
p
0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
M500 [10
15M¯]
0.1
0.2
0.4
p
Figure 1. Upper panel: scatter plot of (p, M500) for χl = 400 Mpc
and z = 0.23. Lower panel: estimate of the conditional pdf of
p, P(p |M500, z; χl ), as a function of M500 for the same case as
the upper panel, as obtained with the kernel density estimation
package fastKDE.
bins. We can write P(p|M500, z; χl = 400 Mpc) as
P(p|M500, z; χl = 400 Mpc) =∫ ∞
0
P(p|pc,M500, z; χl = 400 Mpc)P(pc |M500, z)dpc , (16)
where P(p|pc,M500, z; χl = 400 Mpc) is equal to
P(∆pu |M500, z; χl = 400 Mpc) evaluated at ∆pu = p − pc, and
where P(pc |M500, z) is the distribution of intrinsic scatter
that we want to characterise (note that we have dropped
the dependence on χl following the convention introduced
above, as this pdf for χl = 400 Mpc ought to be very close
to that for χl = χ?). That is, as anticipated, the pdf of p
can be seen as a convolution of the pdf of pc with the pdf
of ∆pu. We then assume that P(pc |M500, z) is approximately
log-normal. Log-normality is a common assumption for the
intrinsic scatter of cluster observables, even if evidence for,
e.g., some skewness has been found in some studies (see,
e.g., Becker & Kravtsov 2011). In particular, we model
P(ln pc |M500, z)3 with an Edgeworth series, truncating it
3 Here and throughout, ln refers to the natural logarithm.
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after the first three expansion terms. That is, we assume
that P(ln pc |M500, z) can be written as (Wallace 1958)
P(ln pc |M500, z) =
1
σc
(
φ − λ3,c
6
φ(3) +
λ4,c
24
φ(4) +
λ23,c
72
φ(6)
)
.
(17)
Here, φ is the standard normal distribution evaluated for
(ln pc − µc) /σc, and φ(n) is the n-th derivative of the stan-
dard normal distribution, also evaluated for (ln pc − µc) /σc.
The quantities µc, σc, λ3,c, and λ4,c are, respectively, the
mean, standard deviation, skewness, and kurtosis of ln pc.
The skewness and kurtosis, in particular, are defined in
terms of the cumulants kn of ln pc as λ3,c = k3/σ3c and
λ4,c = k4/σ4c , respectively. As can be seen from Eq. (17),
a Gaussian distribution has λ3,c = λ4,c = 0 (and all higher-
order cumulants vanish also). We note that λ4,c is sometimes
referred to as excess kurtosis. We refer to this model of the
intrinsic scatter as the log-Edgeworth model of the intrinsic
scatter.
Assuming this model, P(pc |M500, z) is characterised by
four parameters, which we choose to be βc, σc, λ3,c, and
λ4,c. Here, βc is a lensing mass bias parameter that is used
in substitution of µc and is defined as follows. As in Zubeldia
& Challinor (2019), we introduce the model mean signal-to-
noise at true cluster parameters M500 and z, p¯(βcM500, z), as
p¯ (βcM500, z) ≡
κ0(βcM500, z)
σκ0 (βcM500, z)
=
βcM500
σM500 (βcM500, z)
, (18)
where κ0(βcM500, z) is the convergence of the truncated NFW
model at the scale radius for a cluster of mass βcM500,
σκ0 (βcM500, z) is the noise for the matched filter in this case,
and σM500 (βcM500, z) is the noise of the Mˆ500 matched fil-
ter estimator, given by Eq. (26) of Zubeldia & Challinor
(2019). Following Zubeldia & Challinor (2019), the lensing
mass bias parameter βc is determined by demanding that
ln p¯(βcM500, z) is the mean of ln pc for true clusters of mass
M500 at redshift z, i.e., ln p¯(βcM500, z) = µc. As we discuss
further below, deviations of βc from unity arise both from
mismatch between the true mean cluster (plus correlated
LSS) convergence and the truncated NFW model at the
same mass, and from intrinsic scatter. Although the model
mean cluster signal-to-noise is not the expected value of any
of our random variables, for small σc it is approximately
equal to the expected value of pc, in which case the bias is
determined by profile mismatch. We note that in Zubeldia
& Challinor (2019) βc is denoted with 1 − bCMBlens and is
assumed to be independent of mass and redshift.
The mean signal-to-noise p¯, as defined in Eq. (18), is
shown in Fig. 2 for our reference Planck -like experiment as
a function of M500 for the two redshifts and the two matched
filter inverse-variance weightings considered, one including
the contribution from uncorrelated LSS (dashed lines), and
the other one consisting only of reconstruction noise (solid
lines). We remind that the former weighting is the one con-
sidered in this deconvolution approach; the other choice is
also shown for comparison. It can be seen that including LSS
in the inverse-variance weighting reduces the mean signal-
to-noise at any given mass, as the observations are under-
stood as being noisier. This decrement, however, is small,
since reconstruction noise dominates over the variation due
0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
M500 [10
15M¯]
0.00
0.05
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0.15
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0.25
0.30
0.35
0.40
p¯
z = 0.23
z = 0.23 (LSS)
z = 0.52
z = 0.52 (LSS)
Figure 2. Model mean signal-to-noise, p¯ (βcM500, z), as defined in
Eq. (18), as a function of M500 for z = 0.23 (blue curves) and z =
0.52 (red curves) and for our two choices of matched filter inverse-
variance weighting: one including only the reconstruction noise
power spectrum (solid curves); and the other one also including
the lensing convergence power spectrum (dashed curves). All the
curves are computed using Eq. (18) assuming βc = 1.
to uncorrelated LSS in our reference experiment. We note
that p¯ in Fig. 2 is computed assuming βc = 1 in Eq. (18); p¯
can be evaluated at any biased mass βcM500 through simple
interpolation.
Finally, we determine the remaining factor of the in-
tegrand of Eq. (16), P(∆pu |M500, z; χl = 400 Mpc), with our
random data set A. Recall, this data set consists of 105 mock
measurements of ∆pu for each mass bin, redshift, and inte-
gration length considered. Specifically, for each of our M500
bins we estimate P(∆pu |M500, z; χl = 400 Mpc) with the cor-
responding 105 mock measurements for χl = 400 Mpc in a
non-parametric way using the kernel density estimation li-
brary fastKDE (O’Brien et al. 2014, 2016).
Assuming our log-Edgeworth model for the intrinsic
scatter and with the scatter due to uncorrelated LSS de-
termined with kernel density estimation, Eq. (16) can be
thought of as defining the likelihood of our mock measure-
ments of p for χl = 400 Mpc for the four parameters, βc, σc,
λ3,c, and λ4,c. Adopting wide flat priors for all four param-
eters, we explore the corresponding posterior distributions
across our M500 bins and for our two snapshot redshifts with
the emcee package, which performs affine-invariant MCMC
sampling4, generating a total of 105 samples for each bin.
In addition, we consider a second case in which we take the
intrinsic scatter P(pc |M500, z) to be log-normal. This model
is the particular case of our log-Edgeworth model in which
λ3,c = λ4,c = 0. In this case, the likelihood has only two
parameters, βc and σc. Similarly adopting wide flat priors
on the parameters, we explore the corresponding posteriors
with the emcee package, also generating 105 samples for each
bin.
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Figure 3. Measured (median) values of βc (lensing mass bias), σc (scatter), λ3,c (skewness), and λ4,c (kurtosis) as a function of M500
for z = 0.23 (left) and z = 0.52 (right) obtained from the cluster and random data sets A following our deconvolution approach (see
Section 5.2). The parameter values obtained assuming our log-Edgeworth model are shown in green, whereas those obtained assuming
log-normality are shown in red.
MNRAS 000, 1–21 (2019)
10 I´. Zubeldia et al.
−4.0 −3.5 −3.0 −2.5 −2.0 −1.5 −1.0 −0.5 0.00
50
100
150
200
250
300
350
400
N
um
be
r
of
ha
lo
s
z = 0.23
M500 = 2.04× 1014M¯
Log-normal
Log-Edgeworth
−5 −4 −3 −2 −1 00
50
100
150
200
z = 0.52
M500 = 2.04× 1014M¯
Log-normal
Log-Edgeworth
−3.0 −2.5 −2.0 −1.5 −1.0 −0.5 0.00
5
10
15
20
25
30
35
40
N
um
be
r
of
ha
lo
s
M500 = 4.00× 1014M¯
Log-normal
Log-Edgeworth
−4.0 −3.5 −3.0 −2.5 −2.0 −1.5 −1.0 −0.5 0.00
2
4
6
8
10
12
14
16
18
M500 = 4.00× 1014M¯
Log-normal
Log-Edgeworth
−2.0 −1.5 −1.0 −0.50
2
4
6
8
10
12
N
um
be
r
of
ha
lo
s
M500 = 5.96× 1014M¯
Log-normal
Log-Edgeworth
−3.0 −2.5 −2.0 −1.5 −1.0 −0.5 0.00.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
M500 = 5.96× 1014M¯
Log-normal
Log-Edgeworth
−2.0 −1.8 −1.6 −1.4 −1.2 −1.0 −0.8 −0.6 −0.4 −0.2
ln p
0.0
0.5
1.0
1.5
2.0
2.5
3.0
N
um
be
r
of
ha
lo
s
M500 = 7.91× 1014M¯
Log-normal
Log-Edgeworth
−2.0 −1.5 −1.0
ln p
0
1
2
3
4
5
M500 = 7.80× 1014M¯
Log-normal
Log-Edgeworth
Figure 4. Histograms of the values of ln p from the cluster data set A for χl = 400 Mpc for several selected M500 bins and at the
two considered snapshot redshifts, z = 0.23 (left panels), and z = 0.52 (right panels). In addition, corresponding predictions from the
log-Edgeworth model of the intrinsic scatter for the median parameter values as obtained from the MCMC samples are shown in green,
and analogous predictions from the log-normal model of the intrinsic scatter (see Section 5.2.1) are shown in red.
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5.2.2 Results and discussion
Figure 3 shows the measured values of βc, σc, λ3,c, and λ4,c
as a function of M500 for our two snapshot redshifts that
we obtain with our deconvolution approach. Specifically, for
each M500 bin the median value of each parameter as ob-
tained from the MCMC samples is shown. The green curves
are obtained assuming the log-Edgeworth model of the in-
trinsic scatter described in Section 5.2.1, whereas the red
curves are obtained taking the intrinsic scatter to be log-
normal. By construction, λ3,c = λ4,c = 0 for the log-normal
case; these constant zero lines are not shown for clarity. The
curves are, as expected, noisy, due to the fact that there is
only a finite number of clusters in each M500 bin. In gen-
eral, the noise visibly increases with mass, as the number of
clusters per bin decreases. For z = 0.52, however, the noise
decreases at the high-mass end due to the use of wider bins.
In addition, Fig. 4 shows the histograms of ln p for our
simulated clusters (with χl = 400 Mpc) in several selected
M500 bins at both snapshot redshifts. The predictions of our
two models, Eq. (16) with log-Edgeworth or log-normal in-
trinsic scatter, evaluated at the respective median parameter
values obtained from our MCMC samples, are also shown as
the green and red curves, respectively.
Several remarks can be made about Figs 3 and 4. First,
in Fig. 3 it can be seen that the log-Edgeworth model detects
significant non-zero (positive) skewness, λ3,c, and kurtosis,
λ4,c, across most of our mass bins and for both redshifts. At
fixed redshift, λ3,c is observed to decrease with mass, with
no significant detection at the high mass end. On the other
hand, λ4,c is observed to depend less strongly on mass and
to be non-zero at all masses. Neither of these parameters ex-
hibit a strong redshift dependence. The bias, βc, and scatter,
σc, obtained assuming the log-Edgeworth model take val-
ues close to those obtained assuming log-normality. A small
systematic difference is observed at lower masses, especially
for z = 0.23, which we attribute to the detection of non-zero
skewness and kurtosis, since these two parameters have some
degeneracy with βc and σc.
For both models, βc, is observed to depend on both
mass and redshift. At fixed redshift, it decreases with mass.
At fixed mass, it is observed consistently to take larger val-
ues at z = 0.52 than at z = 0.23, the difference being larger at
smaller masses. The scatter, σc, on the other hand, does not
have a strong dependence on mass for either model. How-
ever, there does seem to be a small dependence with redshift;
at a given mass, σc generally takes larger values at z = 0.52.
We recall that σc is the standard deviation of ln pc, the
logarithm of the contribution to the signal-to-noise associ-
ated with the cluster itself and to correlated LSS. It is there-
fore a measure of how large the fractional scatter on pc,
σpc/pc, is, where σpc is the standard deviation of pc. Thus,
we find that the standard deviation of pc due to the cluster
itself and to correlated LSS increases with mass at roughly
the same rate as pc does.
The bias, βc, on the other hand, has a less straightfor-
ward interpretation. It depends both on the mismatch be-
tween the convergence model used in the matched filter (in
our case, a truncated NFW profile; see Section 4) and the
true mean convergence at the given M500 and z, and on the
4 http://dfm.io/emcee/current/
scatter (and higher moments) at that point in true cluster
parameter space. This is a consequence of βc being defined
through the expected value of ln pc, µc (and not of, e.g., pc).
We remind that µc = ln p¯ (βcM500, z), where p¯ (βcM500, z) is
the model mean signal-to-noise defined in Eq. (18). In or-
der understand this better, let us assume that the intrinsic
scatter is log-normal. In this case,
ln p¯ (βc) = ln 〈pc〉 − σ
2
c
2
, (19)
where 〈pc〉 is the expected value of pc, which only depends
on the true mean convergence at the point in cluster pa-
rameter space considered, and which is equal to the true
expected value of p, since uncorrelated large scale structure
has zero expected value. Note that to simplify the nota-
tion, we have only made explicit the dependence of p¯ on βc
in Eq. (19). Thus, in general, at fixed M500 and z, βc de-
pends on both the true mean cluster convergence (through
〈pc〉) and the scatter, σc. However, in our case σc ≈ 0.15,
so σ2c /2 ≈ 0.01, and 〈pc〉 is typically 0.2, so ln 〈pc〉 ∼ −1.6.
Therefore, ln p¯ (βc) ≈ ln 〈pc〉, i.e., the bias, βc, essentially cor-
rects for the mismatch between the assumed convergence
model used in the matched filter and the true mean con-
vergence. This is also true if we approximate the intrinsic
scatter with our Edgeworth series; indeed, in this case we
find
ln p¯ (βc) = ln 〈pc〉 − σ
2
c
2
− ln
(
1 +
λ3,c
6
σ3c +
λ4,4
24
σ4c +
λ2
72
σ6c
)
.
(20)
For σ ≈ 0.15, λ3,c ≈ 1, and λ4,c ≈ 2, the new (logarithm) term
is O(10−4), and therefore also negligible. This also means
that, if the scatter is small, the skewness and kurtosis also
have little impact on the bias. We will see in Section 5.2.4
that using a model that better fits the true mean conver-
gence yields βc ≈ 1. In addition, in Section 5.3, where we
consider the extrapolation approach, we will meet an exam-
ple of the scatter not being negligible and the bias being
sensitive to it as a result.
Finally, in Fig. 4 it can be seen that both models fit
our mock data rather well across the mass bins and for both
redshifts. Visually, the log-Edgeworth model (green curves)
fits the mock data better than the log-normal model (red
curves), as expected since the latter is a special case of the
former and since statistically-significant skewness and kur-
tosis are detected throughout the mass bins. This is most
apparent in the histograms corresponding to lower masses,
which are less noisy as they contain a larger number of clus-
ters (see, e.g., the upper-left panel). We note that rigorous
analysis of the goodness of fit of each model and model com-
parison between the two models, which could be done by,
e.g., comparing their Bayesian evidences as a function of
mass and redshift, are beyond the scope of this paper.
5.2.3 Sufficiency of log-normal approximation
In the previous section we presented evidence for the in-
trinsic scatter not being log-normal (see Fig. 3). A question
that arises as a consequence is whether assuming log-normal
intrinsic scatter is a good enough approximation. Here we
show that for Planck clusters log-normal intrinsic scatter is
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Figure 5. Ratio of the expected value of the estimated mass,
〈Mˆ500 〉, over the true mass, M500, as a function of M500 for z = 0.23
(solid curve, upper panel) and z = 0.52 (solid curve, lower panel),
obtained as detailed in Section 5.2.3. The dotted curves depict the
associated standard deviations. No evidence for a bias is seen.
indeed a good approximation that yields unbiased estimates
of M500.
We show that assuming log-normal intrinsic scatter is
adequate as follows. First, we fit a quadratic polynomial
to our median values of βc and σc obtained assuming log-
normal intrinsic scatter (red curves in Fig. 3). We do this
by minimising the mean square error, taking the noise as-
sociated to each data point (i.e., to each M500 bin) to be
inversely proportional to the square root of the number of
halos within that bin. This produces smooth estimates of
βc and σc as a function of M500 which, for each M500 bin,
are much less sensitive to the specific random fluctuation
in that bin than the original data point is. Then, for each
M500 bin we use the likelihood that we used to determine βc
and σc, defined in Eq. (16), assuming log-normal intrinsic
scatter. This function, fed with our smooth estimates of βc
and σc (which we evaluate at the central mass of the bin)
and with the corresponding mock measurements of p, can be
seen as a posterior for M500 (after taking the prior on M500
to be flat and wide). Since it is a one-dimensional posterior,
we explore it by evaluating it for a range of values of M500
and we compute the expected value, which we denote with
〈Mˆ500〉, and the standard deviation, which we denote with
σMˆ500
. Figure 5 shows this mean estimated mass over the
true mass M500, 〈Mˆ500〉/M500, as a function M500 for our two
snapshot redshifts, along with the corresponding standard
deviation, σMˆ500/M500 (depicted with the dotted lines). No
evidence for a bias is seen.
5.2.4 Impact of the choice of cluster convergence model
As argued in Section 5.2.2, at a given point in true cluster
parameter (M500–z) space, the mismatch between the lens-
ing convergence model used in the matched filter and the
true mean lensing convergence profile is the main contribu-
tion to the bias, βc. In particular, if the model matches the
true mean lensing profile, then ln p¯ = ln 〈pc〉 and therefore
βc ≈ 1. In principle, any reasonable model can be used, and
any mismatch between it and the true mean convergence
profile will make βc , 1; its precise value can be determined
as we have described in Sections 5.2.1 and 5.2.2. However,
in a matched filter the signal-to-noise is optimal when the
model matches exactly the true signal to be filtered; there-
fore, using a different template may yield suboptimal results.
In this section we validate numerically that βc ≈ 1 when the
model fits the true mean convergence well enough by study-
ing a new set of mock match-filtered observations produced
with a more realistic convergence model and we investigate
this potential issue of suboptimality.
The model that we use in the matched filter in order
to produce the mock measurements studied in this paper is,
as described in Section 4, an NFW profile with fixed con-
centration c500 = 3 (critical) and truncated at Rtrunc = 5R500.
This was also the model used in Zubeldia & Challinor (2019).
Here we consider a more realistic cluster convergence model,
which we write as
κm(M500, z; b, xtrunc) = κ1h(M500, z; b, xtrunc)+ κ2h(M500, z) . (21)
Here, κ1h(M500, z; b, xtrunc) is the convergence of a truncated
NFW profile with a concentration c500 = 2.6, which is closer
to the values reported by Diemer & Kravtsov (2015) for the
mass and redshift range considered here (see the left panel of
their Fig. 2), evaluated at a biased mass bM500 and truncated
at Rtrunc = xtruncb1/3R500. The second term in the model con-
vergence, κ2h(M500, z), is the two-halo term, which accounts
for LSS correlated with the halo. We compute it following
Oguri & Hamana (2011) and using the Tinker et al. (2010)
model of the halo bias. We refer to the model κm as our fit-
ted truncated NFW+2h model; for comparison purposes, in
this section we refer to our original model as our truncated
NFW model. For each M500 bin, we determine b and xtrunc by
fitting κm(M500, z; b, xtrunc) to the corresponding mean con-
vergence as obtained from our cluster convergence fields.
More specifically, for each M500 bin we obtain a mean con-
vergence map by averaging over the convergence maps of all
the clusters within it, and then we azimuthally average this
mean convergence map over 40 annuli linearly spaced be-
tween the halo centre and an angular radius of 90 arcmin (re-
call that the simulated convergence fields have side lengths
of 180 arcmin). We then fit for b and xtrunc by minimising
the mean square error between this binned convergence and
the prediction from our model, κm(M500, z; b, xtrunc), taking
the variance of each annulus to be inversely proportional to
its area. The azimuthally-averaged lensing convergence pro-
file as a function of angular separation from the halo centre
measured form our cluster convergence fields can be seen in
Fig. 6 for three selected M500 bins (solid curves) at our two
snapshot redshifts, along with the corresponding predictions
from our truncated NFW model (dotted curves) and our fit-
ted truncated NFW+2h model (dash-dot curves). Visually,
the latter model clearly fits the measured average conver-
gence better.
We then produce a new set of mock observations from
our cluster and random convergence maps for χl = 400 Mpc
in exactly the same way that we produced our cluster and
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Figure 6. Azimuthally-averaged convergence as a function of angular separation from the cluster centre, θ, for three representative M500
bins, each identified by a different colour, for z = 0.23 (upper panel) and z = 0.52 (lower panel). The solid curves show the empirical
convergence as obtained from our convergence maps extracted from the simulation snapshots; the dotted curves show the prediction
from our truncated NFW model; and the dash-dotted curves show the prediction from our fitted truncated NFW+2h model. The latter
model visibly matches the mean simulation convergence better than the former one.
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Figure 7. Ratio between the expected value of pc, 〈pc 〉, if the
truncated NFW convergence model is used in the matched filter
and the analogous quantity if the fitted truncated NFW+2h con-
vergence model is used instead, as a function of M500 for z = 0.23
(blue curves) and z = 0.52 (green curves), as obtained from our
mock observations.
random data sets used in Section 5.2.2 (i.e., as described in
Section 4) but using our fitted truncated NFW+2h cluster
convergence model in the matched filter instead of our trun-
cated NFW model. The ratio between the expected value
of pc, 〈pc〉 (which is equal to the expected value of p, since
the contribution from uncorrelated LSS has zero expected
value), for this fitted truncated NFW+2h model and the
analogous quantity for our truncated NFW model is shown
in Fig. 7 as a function of M500 for our two snapshot redshifts.
As expected, the fitted truncated NFW+2h model yields
a higher mean signal-to-noise, since it fits the signal to be
matched by the matched filter better; the difference is larger
for z = 0.52. Next, we apply our deconvolution approach, as
described in 5.2.1, to these new mock observations in order
to obtain the values of βc and σc for this convergence model;
we only consider log-normal scatter. These values are shown
in Fig. 8 as a function of M500 for our two snapshot redshifts.
As anticipated in Section 5.2.2, βc ≈ 1 throughout our mass
bins. At high masses, σc takes similar values to those that
we obtain with our truncated NFW model (see Fig. 3), but
at low masses it takes visibly higher values, especially for
z = 0.52. In fact, for this redshift, at low masses βc is visi-
bly smaller than 1, which we attribute to the corresponding
larger values of σc (as detailed in Section 5.2.2, at fixed
mean convergence, a larger value of σc yields a lower value
of βc). We attribute this to the fact that it is more spatially
extended, and therefore more sensitive to variations around
the mean convergence due to correlated LSS.
The fact that the mean signal-to-noise is larger for the
fitted truncated NFW+2h model than it is for the truncated
NFW model, but that the intrinsic scatter is also larger for
the fitted truncated NFW+2h model at lower masses, poses
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Figure 8. Lensing mass bias, βc (upper), and scatter, σc (lower),
as a function of M500 for z = 0.23 (blue curves) and z = 0.52 (green
curves) obtained following the deconvolution approach using our
fitted truncated NFW+2h convergence model in the matched fil-
ter.
the question of which model is more optimal, i.e., which
one yields, after calibration, tighter constraints on M500?
We investigate this question by using new mock observa-
tions drawn as samples from our hierarchical model. Let us
consider one of our two convergence models. First, for each
redshift we fit a polynomial to the corresponding measure-
ments of βc and σc as a function of M500 obtained assuming
log-normality (the posterior median values; i.e., the values
shown in Figs 3 and 8). This yields a smooth estimate of βc
and σc as a function of M500 for each redshift, which we take
to be the true values of these parameters. This smoothing
of βc and σc is necessary for the subsequent posteriors of
M500 to be smooth (see below). Then, using these smooth
estimates and Eq. (18), we compute p¯ at the central value of
each of our M500 bins. Next, for each bin we draw 104 sam-
ples from a Gaussian centred at ln p¯ with standard deviation
equal to the smooth estimate of σc at the bin centre. We ex-
ponentiate these samples, which yields a set of samples of
pc for each bin, and we finally add, to each of them, a sam-
ple from a Gaussian with zero mean and standard deviation
unity. This procedure generates a set of mock observations
of pobs drawn according to our hierarchical model (with log-
normal intrinsic scatter). We apply this procedure to both
convergence models, using the same random seed for each
model so that the random fluctuations are the same.
Next, we use these mock observations of pobs for each
convergence model in order to constrain, for each mass bin,
its corresponding value of M500. We do this by considering
the likelihood associated with the hierarchical model used
to generate these mock observations: fixing the values of βc
and σc to their (smooth) input values, this likelihood can
be seen as a function of M500. Assuming a wide flat prior,
it yields a posterior for M500 for each mass bin. This is very
similar to the way in which we obtained a posterior for M500
in Section 5.2.3, where we tested the impact of assuming
log-normal intrinsic scatter; the only difference is that the
pdf with which we convolve the intrinsic scatter pdf is the
unit standard-deviation Gaussian that describes the full ob-
servational scatter, and not the pdf associated with the un-
correlated LSS within a given integration length, as is the
case in Section 5.2.3. Each posterior is one-dimensional, so
we explore them by evaluating them at a range of values of
M500 and then we compute their standard deviations, which
we denote with σNFW
Mˆ500
for the truncated NFW convergence
model and with σNFW+2h
Mˆ500
for the fitted truncated NFW+2h
convergence model and which we use as a metric of con-
straining power.
We find that at a given point in true cluster param-
eter (M500–z) space, σNFWMˆ500
and σNFW+2h
Mˆ500
are within a few
percent of each other. The exact value of their ratio as a
function of M500 is quite sensitive to the details of the poly-
nomial fit to βc and σc (specifically, the polynomial degree
and the weighting of each bin), especially at the high-mass
end. However, we consistently find some trends. For z = 0.23,
σNFW+2h
Mˆ500
is about 1–2 % larger than σNFW
Mˆ500
at low masses, and
about 0.5–1 % smaller at intermediate and high masses. That
is, the original truncated NFW model slightly outperforms
the fitted truncated NFW+2h model at low masses, but be-
comes less optimal at higher masses. We argue that this is
due to the intrinsic scatter σc being larger at low masses
for the fitted truncated NFW+2h model (see Figs 3 and 8).
At higher masses, however, the scatters take similar values,
and therefore the small difference in mean signal-to-noise
(see Fig. 7), which favours the fitted truncated NFW+2h
model, becomes the main source of difference in constrain-
ing power. For z = 0.52, the results are more sensitive to
the fitting details, since there are fewer clusters, especially
at the high-mass end, where we cannot determine any trend
conclusively. At low masses, however, we find σNFW+2h
Mˆ500
to
be about 5–10 % larger than σNFW
Mˆ500
, and about 1–3 % at in-
termediate masses. As at z = 0.23, we attribute this to the
(now much larger) intrinsic scatter difference between the
two models (see Figs 3 and 8).
In summary, we find that, at low masses, the fitted trun-
cated NFW+2h convergence model, despite yielding higher
signal-to-noise measurements, performs slightly worse than
the truncated NFW convergence model due to it having a
larger associated intrinsic scatter. For z = 0.23, the situa-
tion is reversed at intermediate and high masses, where the
intrinsic scatter is similar. These differences, however, are
small, at the few percent level.
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5.2.5 Priors in Zubeldia & Challinor (2019)
As already noted in Section 5.2.1, the approach to under-
standing the observations considered in this section under-
lies the hierarchical model of Zubeldia & Challinor (2019),
where 1− bCMBlens, σCMBlens, and the variable pt correspond
to βc, σc, and pc here, respectively. We note, however, that
1 − bCMBlens in Zubeldia & Challinor (2019) is also intended
to account for the few-percent negative bias due to clus-
ter miscentering. In that work, the intrinsic scatter is as-
sumed to be log-normal, which, as shown in Section 5.2.3,
is a sufficiently good approximation, and priors are imposed
on 1− bCMBlens and σc. These are Gaussian priors centred at
1 − bCMBlens = 0.93 and σCMBlens = 0.2, both with standard
deviation of 0.05.
The cluster sample used in Zubeldia & Challinor (2019)
is the Planck MMF3 cosmology sample, which consists of
439 SZ-detected clusters (see Planck 2015 Results XXVII
2016). In it, most clusters are at low redshift (see Fig. 1 of
Planck 2015 Results XXVII 2016), with 246 out of 433 clus-
ters with measured redshift being at z < 0.23 (z = 0.23 being
the redshift of our low-redshift snapshot), and 311 being at
z < 0.3. Only 22 clusters are at z > 0.52 (i.e., above the red-
shift of our high-redshift snapshot). Also, in Fig. 1 of Planck
2015 Results XXVII (2016) it can be seen that most cluster
masses take values lying around the centre of our considered
mass range at lower redshifts, and values towards our high-
mass end at higher redshifts. The latter is particularly true
for clusters with redshifts close to our high-redshift snapshot.
Therefore, most of the clusters in the sample lie within the
region of mass–redshift parameter space where the priors
imposed on 1 − bCMBlens and σCMBlens in Zubeldia & Challi-
nor (2019) are consistent with our measurements of βc (plus
a few percent decrement due to miscentering; see Zubeldia
& Challinor 2019) and σc, respectively.
5.3 Extrapolation approach
5.3.1 Statistics as a function of integration length
In the extrapolation approach, only the reconstruction noise
power spectrum is present in the matched-filter inverse-
variance weighting (see Eq. 9). As in Section 5.3, let us
first think of a hypothetical set of simulated observations
with reconstruction noise and with LSS present from z = 0
back to last-scattering. Since reconstruction noise is approxi-
mately Gaussian, as a consequence of our choice of matched-
filter weighting P(pobs |p,M500, z; χ?) is approximately a unit-
variance Gaussian centred on p. We remind that p = pc+∆pu,
and that χ? denotes that integration is performed from z = 0
back to last-scattering. In order to fully determine the statis-
tics of pobs at given true cluster parameters, M500 and z,
what remains to be characterised is P(p|M500, z; χ?). In the
context of this approach we refer to the variability due to
reconstruction noise, P(pobs |p,M500, z; χ?), as observational
scatter, and to the remaining variability, due to the cluster
itself, correlated and uncorrelated LSS, P(p|M500, z; χ?), as
intrinsic scatter. We note that this way of understanding the
scatter is different from that made in Section 5.2, in which
the variation due to uncorrelated LSS is understood as being
part of the observational scatter.
The aim of the rest of this section is to determine
P(p|M500, z; χ?), which we do with our mock observations,
namely with our cluster and random data sets B. We first
study the statistics of p as a function of M500, z, and integra-
tion length, χl . We can do this with the mock observations of
cluster data set B, which can be thought of as samples from
P(p,M500 |z; χl), where χl can be any of the seven integration
lengths that we consider; P(p|M500, z; χl) can be obtained as
slices in M500 of P(p,M500 |z; χl). In particular, for each of our
two snapshot redshifts and each of our seven values of χl ,
we divide our data points into 90 subsets, binning M500 in
90 equally-spaced bins between 2× 1014M and 1015M. As
in Section 5.2, we think of the value of p of each data point
falling within a given bin as a sample of P(p|M500, z; χl), M500
being the mass at the bin centre.
In order to characterise the distribution P(p|M500, z; χl),
we first compute its empirical mean, which we denote with
〈p〉, with the values of p within each mass bin. We also
compute the empirical mean, standard deviation, skewness,
and kurtosis of P(ln p|M500, z; χl), which we denote with µ,
σ, λ3, and λ4, respectively, as a function of M500 and χl
for our two snapshots. Analogously to what is done in Sec-
tion 5.2, λ3 and λ4 are defined in terms of the cumulants of
P(ln p|M500, z; χl), kn, as λ3 = k3/σ3 and λ4 = k4/σ4, respec-
tively. Also as in Section 5.2, instead of presenting our results
in terms of µ, we introduce a bias parameter, β, which is
defined in an analogous way to βc in Section 5.2, i.e., by im-
posing that ln p¯(βM500, z) = µ, where p¯(βM500, z) is given by
Eq. (18), noting that σM500 is now the noise of the matched
filter with only reconstruction noise in the inverse-variance
weighting.
Figure 9 shows 〈p〉 and β as a function of integration
length for three selected mass bins for the z = 0.23 snapshot.
We obtain the error bars with bootstrapping, resampling
from our cluster data points (M500, p), with a (M500, p) pair
taken as a single data point so that the correlation struc-
ture is not lost. As expected, the errors are larger for higher
masses, as there are fewer clusters per bin. In addition, our
measurements of β, σ, λ3, and λ4 are shown in Fig. 10 as
a function of M500 and integration length for our two red-
shifts. For the sake of clarity, only four integration lengths
have been included.
Since p is linear in the lensing convergence (see Eq. 13),
〈p〉 is linear in the mean lensing convergence within a given
integration length at given true cluster parameters and is
insensitive to other moments of the convergence. This is il-
lustrated in the upper panel of Fig. 9: 〈p〉 responds to the
change in the mean convergence as the integration length is
increased starting from its lowest value, increasing as more
correlated LSS is added, but this growth plateaus at large
integration lengths, where effectively only zero-mean uncor-
related LSS is being added.
The bias parameter β, however, defined in terms of ln p,
is not linear in the convergence. In general it feels both
the effect of the mean convergence at a given integration
length and of the variance, and higher moments, around the
mean convergence. In Section 5.2.2 we saw that the analo-
gous parameter defined in the context of the deconvolution
approach, βc, is effectively only sensitive to the mean conver-
gence, due to the fact that the intrinsic scatter is small; that
is, this analogous parameter essentially corrects the mis-
match between the true mean convergence and the model
used in the matched filter. Following an argument similar to
that in Section 5.2.2, and assuming log-normality (as shown
MNRAS 000, 1–21 (2019)
16 I´. Zubeldia et al.
Integration length [Mpc]
0.10
0.15
0.20
0.25
0.30
0.35
〈p
〉
100 101 102 103
Integration length [Mpc]
0.80
0.84
0.88
0.92
0.96
1.00
1.04
1.08
β
0.25×1015M¯
0.53×1015M¯
0.88×1015M¯
Figure 9. Expected value of p, 〈p〉, (upper panel) and bias, β,
(lower panel) as a function of integration length, χl , (in comoving
Mpc) for three representative M500 bins, as obtained from the
cluster data set B (see Section 5.3). The error bars are obtained
with bootstrapping.
in Eq. 20, the effect of the skewness and the kurtosis is higher
order in the scatter and therefore negligible),
ln p¯(βM500, z) = ln 〈p〉 −
σ2
2
. (22)
At low integration lengths, σ is small, as can be seen in
Fig. 10, and, as in the analogous case in Section 5.2.2, neg-
ligible. The bias, β, is therefore just sensitive to the mean
convergence profile through ln 〈p〉, which at low integration
lengths changes with integration length, as there is still cor-
related LSS that is being added. In particular, we can see in
Fig. 9 that β initially increases with integration length. As
the integration length increases, however, the mean conver-
gence changes progressively less, which can be seen in the
plateauing of 〈p〉 in Fig. 9, and more uncorrelated LSS is
added, with σ increasing as a result (see Fig. 10). Equa-
tion (22) shows that at fixed 〈p〉, if σ increases p¯ decreases
and, as a consequence, so does β. This fall with integration
length is observed at high integration lengths in Figs 9 and
10, being more pronounced at lower masses.
In Fig. 9 it can also be seen that β and σ decrease with
M500 for both redshifts, analogously to βc and σc in Section
5.2. In addition, the skewness, λ3, and kurtosis, λ4, exhibit
a similar qualitative behaviour as a function of integration
length across mass and for both redshifts: they both take
lower values for χl = 5 Mpc, the shortest integration length
considered, grow with χl to reach some maximum value, and
then decrease beyond this as effectively only uncorrelated
LSS is added. That is, above some value of χl , as integration
length increases the intrinsic scatter, due to the cluster itself,
correlated and uncorrelated LSS, becomes increasingly log-
normal. As in Section 5.2, the skewness and the kurtosis are
generally lower for z = 0.52 than for z = 0.23.
5.3.2 Extrapolation
The fact that for large values of χl , at which effectively
only uncorrelated LSS is added on increasing χl further,
P(p|M500, z; χl) becomes increasingly log-normal motivates
the following approach to obtain P(p|M500, z; χ?), the ulti-
mate goal of this section.
For a given integration length χl , p = pc+∆pu. Since pc
and ∆pu are independent random variables, the cumulants
of p are equal to the cumulants of pc plus the cumulants
of ∆pu. In particular, the mean of p, 〈p〉, is equal to the
mean of pc, since ∆pu has zero mean, and σ2p = σ
2
pc + σ
2
∆pu
,
where σ2p, σ
2
pc , and σ
2
∆pu
are the variances of p, pc, and ∆pu,
respectively.
For χl = 400 Mpc we measure 〈p〉 and σ2p from our clus-
ter data set B and σ2
∆pu
from our random data set B across
the 90 M500 bins. We then obtain σ2pc by subtraction. Since
this integration length effectively contains all LSS correlated
with the cluster, our measured values of 〈p〉 and σ2pc are the
same as the values of such cumulants for χl = χ?, which
we denote with 〈p〉 (χ?) and σ2pc (χ?), respectively. Thus, we
just need to determine σ2
∆pu
(χ?), the variance associated
with LSS from z = 0 to last-scattering.
In general, σ2
∆pu
(χl) can be written as
σ2∆pu (χl) =
[∫
d2L
2pi
|κt(L)|2
Nκ (L)
]−1 ∫
d2L
2pi
|κt(L)|2
|Nκ (L)|2
CκκL (χl) ,
(23)
where Cκκ
L
(χl) is the power spectrum of the lensing conver-
gence within the comoving distance interval specified by χl ,
and the other variables are the same as in Eq. (13). We com-
pute Cκκ
L
(χl) with CAMB5 using the nonlinear matter power
spectrum and the Limber approximation. We find that for
χl = 400 Mpc and for χl = 192.7 Mpc, σ2∆pu (χl) computed
this way is within a few percent of the value we measure
across our M500 bins and our two redshifts. We also find
that, for a given redshift and mass bin, the small fractional
disagreement for χl = 400 Mpc is very similar to that for
χl = 192.7 Mpc. This motivates us to compute σ2∆pu (χ?) us-
ing Eq. (23) with a simple rescaling in each mass bin and at
each redshift by the appropriate factor obtained empirically
for χl = 400 Mpc. We add this rescaled value of σ2∆pu (χ?) to
σ2pc (χ?) to obtain finally σ2p(χ?)
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Figure 10. Measured values of β (bias), σ (scatter), λ3 (skewness), and λ4 (kurtosis) as a function of M500 and integration length, χl ,
for z = 0.23 (left) and z = 0.52 (right), as obtained from cluster data set B (see Section 5.3).
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Figure 11. Measured values of the lensing mass bias, βe (upper
panel), and scatter, σe (lower panel), extrapolated to include un-
correlated LSS from z = 0 to last-scattering for our Planck -like
reference experiment as a function of M500 and for z = 0.23 (blue
curves) and z = 0.52 (green curves).
We then assume that P(p|M500, z; χ?) is log-normal. De-
noting the mean and standard deviation of P(ln p|M500, z; χ?)
with µe and σe, respectively, we compute them by impos-
ing that the mean and variance of P(p|M500, z; χ?) have the
values 〈p〉 (χ?) and σ2p(χ?) that we determine as described
above. Following Sections 5.2 and 5.3.1, instead of present-
ing our results in terms of µe we introduce a bias parameter,
βe, defined such that ln p¯(βeM500, z) = µe, with p¯ given by
Eq. (18) (where σM500 is now computed with only the re-
construction noise power spectrum in the inverse-variance
matched-filter weighting).
The bias, βe, and scatter, σe, obtained this way are
shown in Fig. 11. As expected, the addition of a large
amount of uncorrelated LSS significantly decreases βe com-
pared to our previous measurements of β for smaller integra-
tion lengths (see Fig. 10 and Eq. 22). This is true across our
M500 range and for both redshifts, the effect being more sig-
nificant at lower masses. Similarly, the scatter has increased
substantially with respect to the values observed for smaller
integration lengths (see also Fig. 10), being dominated by
uncorrelated LSS.6
6 We note that σe takes similar values for the two snapshot red-
shifts across the mass range considered. This seems to be a coin-
cidence specific to our choice of matched filter convergence tem-
We remark that this extrapolation approach relies on
the assumption of log-normality of P(p|M500, z; χ?), an as-
sumption that, although motivated by our mock observa-
tions (see, e.g., Fig. 10), we cannot check empirically. A
more rigorous approach to study the full line-of-sight in-
trinsic scatter would involve considering full lightcone sim-
ulations of the lensing convergence from z = 0 back to last-
scattering (see, e.g., Giocoli et al. 2016; Takahashi et al.
2017), something that is beyond the scope of this paper.
In summary, this extrapolation approach treats the to-
tal scatter due to the cluster and to correlated and uncorre-
lated LSS as log-normal, and reconstruction noise as Gaus-
sian. In contrast, the deconvolution approach (Section 5.2)
treats the scatter due to the cluster and to correlated LSS
as log-normal (or close to log-normal), and the scatter due
to uncorrelated LSS and reconstruction noise as Gaussian.
For an experiment like Planck, both approaches are essen-
tially equivalent. Indeed, as shown in Section 5.2, the scatter
due to the cluster and to correlated LSS is approximately
log-normal, at least for mid to high-mass clusters, and the
scatter due to uncorrelated LSS and reconstruction noise is
roughly Gaussian, since reconstruction noise is almost Gaus-
sian and dominates over uncorrelated LSS (which itself is
approximately Gaussian on the scales relevant for cluster
mass estimation with Planck). In addition, as argued in this
section, the total scatter due to the cluster and to corre-
lated and uncorrelated LSS is approximately log-normal for
a Planck -like experiment.
This equivalence may no longer be valid for future ex-
periments, which will have lower reconstruction noise, i.e.,
higher signal-to-noise per cluster, and probe the convergence
on smaller angular scales. If reconstruction noise becomes
comparable with the scatter due to uncorrelated LSS, ap-
proximating the summed scatter as Gaussian may no longer
be accurate. The extrapolation approach, therefore, may
be preferable in such cases. We note that the extrapola-
tion approach does not include the LSS convergence power
spectrum in the inverse-variance weighting of the matched
filter, and, as a consequence, does not optimise for it, as
opposed to the deconvolution approach. There is therefore
some signal-to-noise loss in the extrapolation approach with
respect to the deconvolution approach. For Planck, which is
reconstruction-noise dominated, this loss is small, but it may
be more significant in lower reconstruction noise scenarios.
6 DIFFERENT OBSERVATIONAL
SPECIFICATIONS
We briefly consider how the results obtained with our ex-
trapolation approach vary if we assume a different exper-
imental setup. In particular, we consider an idealised ex-
periment analogous to the Planck -like experiment consid-
ered throughout this paper but with a FWHM = 1.4 arcmin
and with temperature noise levels of 7 µK arcmin; this is
plate. Indeed, to investigate this, we have obtained σe as a func-
tion of M500 for other choices of convergence model (e.g., our fitted
truncated NFW+2h model), and found that, in general, there is
a dependency on redshift.
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Figure 12. Measured values of the lensing mass bias, βe (upper
panel), and scatter, σe (lower panel), extrapolated to include un-
correlated LSS from z = 0 to last-scattering, for an AdvACT-like
experiment with the TT quadratic estimator (in blue) for z = 0.23
(solid curves) and z = 0.52 (dotted curves). Analogous results for
the EB quadratic estimator are shown in green.
intended to resemble AdvACT. We consider two differ-
ent lensing quadratic estimators, the TT quadratic estima-
tor, which is the one used throughout this paper for our
Planck -like experiment, and the EB quadratic estimator. For
both quadratic estimators we use a maximum multipole of
l = 2000 in the gradient leg and of l = 3000 in the field leg.
The EB quadratic estimator differs from the TT
quadratic estimator in that it takes as input one map of
the (lensed) E-mode and one map of the (lensed) B-mode
CMB polarisation in order to estimate the lensing conver-
gence, instead of two copies of the (lensed) temperature
anisotropies. (See Hu & Okamoto 2002 for the detailed
construction of the EB estimator.) The E-modes and B-
modes are a useful basis-independent description of the (lin-
ear) polarisation of the CMB (Seljak & Zaldarriaga 1997;
Kamionkowski et al. 1997). Lensing reconstruction with po-
larisation is significantly noisier than reconstruction with
temperature for an experiment like Planck (Planck 2018 re-
sults VIII 2018). Indeed, for this experiment, for a cluster
with M500 = 5 × 1014M at redshift z = 0.23 and with the
convergence profile of our matched-filter template (Eq. 8),
we find, using Eq. (18) with βc = 1, a mean signal-to-noise
of 〈p〉 = 0.21 if the TT quadratic estimator is used. If the EB
quadratic estimator is used instead, we find 〈p〉 = 0.03. The
situation is, however, different for our AdvACT-like exper-
iment, for which, for the same cluster, we find 〈p〉 = 0.42 if
the TT estimator is used, and 〈p〉 = 0.41 if the EB estima-
tor is used. The EB estimator therefore provides a signal-
to-noise similar to that of the TT estimator for this exper-
imental set-up. It also has the additional interest that it
is less sensitive to extragalactic foregrounds than the TT
estimator. In the cluster context, the TT estimator in par-
ticular suffers from contamination due to the thermal and
kinetic SZ effects from the cluster itself, the latter being
difficult to remove given that it has the same frequency de-
pendence as the CMB anisotropies, while the polarisation
signal from such effects is a negligible contaminant (Raghu-
nathan et al. 2017). We note that the other three quadratic
estimators, the TE, the TB, and the EE estimators, yield, in
this scenario, smaller mean signal-to-noise ratios, 〈p〉 = 0.22,
〈p〉 = 0.14, and 〈p〉 = 0.24, respectively. We therefore do not
consider them here.
The extrapolated bias, βe, and scatter, σe, that we
obtain using the TT and EB quadratic estimators for our
AdvACT-like set-up are shown in Fig. 12. It can be ob-
served that the values of βe and σe as a function of M500 and
z depend on the choice of quadratic estimator and, also, on
the experiment specifications (compare with Fig. 11, where
analogous results are shown for the Planck -like experiment).
This implies that, although the calibration approaches pre-
sented in this paper may be applied to other lensing estima-
tion techniques and experimental set-ups, their numerical
results require case-by-case consideration.
7 CONCLUSION
We have studied the statistics of a CMB lensing galaxy clus-
ter mass observable, p, for a Planck -like experiment with
mock observations obtained from an N-body simulation,
characterising the biased mean signal and the scatter, and
deviations from log-normality, due to the variation associ-
ated with the cluster and with correlated and uncorrelated
LSS. This characterisation is essential for a cosmological
analysis that may make use of this mass observable (e.g.,
Zubeldia & Challinor 2019) to deliver unbiased results.
We have followed two alternative routes in order to
quantify the statistics of this mass observable. First, in our
deconvolution approach (Section 5.2), we have treated the
variation due to uncorrelated LSS as noise in the matched-
filtering process, where it adds to the reconstruction noise,
and then characterised the mean signal and the variation
due to the cluster itself and to correlated LSS (what we call
intrinsic scatter) with our mock observations. We find this
intrinsic scatter to be roughly log-normal, although signifi-
cant skewness and kurtosis are detected, as in similar stud-
ies of galaxy weak lensing cluster mass measurements (e.g.,
Becker & Kravtsov 2011, where significant positive skewness
is found). This approximate log-normality and our measured
values of the bias, βc, and the scatter, σc, serve as justifi-
cation for the priors on the analogous parameters used in
Zubeldia & Challinor (2019). Second, in our extrapolation
approach (Section 5.3) we have considered the variation due
to the cluster itself and to both correlated and uncorrelated
LSS as intrinsic scatter. We find with our mock observa-
tions that this scatter becomes increasingly log-normal as
we integrate along longer paths, which motivates us to ex-
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trapolate our results in order to incorporate the scatter due
to uncorrelated LSS from z = 0 back to CMB last-scattering
assuming log-normality.
We have also considered, for illustration, how our ex-
trapolation results change if a different experimental set-
up is assumed (an AdvACT-like experiment; see Section 6).
While the qualitative trends with mass and redshift are sim-
ilar, numerical results for βe and σe differ significantly from
those obtained for the Planck -like experiment. This implies
that ongoing and future experiments that may want to use
our CMB lensing mass observable for, e.g., mass calibra-
tion in a cluster counts analysis, will have to quantify its
statistics for the particular case of their experiment speci-
fications. Our numerical results, for both a Planck -like and
an AdvACT-like experiment, are not transferable to other
experiments. Different cluster mass observables (e.g., the ob-
servable proposed in Raghunathan et al. 2017 or in Horowitz
et al. 2019) are also expected to have different statistics and
would also require custom calibration if they were to be used
in a cosmological analysis.
As demonstrated in this work, simulations provide a
useful means to quantify the statistics of CMB lensing clus-
ter mass observables. Future work, however, will be needed
in order to improve upon and extend our results on sev-
eral fronts, for this CMB lensing observable and for others.
First, the impact of baryonic effects on our results is diffi-
cult to quantify. Simulations that incorporate baryonic ef-
fects may be useful in this respect, although currently the
number of massive galaxy clusters produced in such simu-
lations is not large enough in order to compete statistically
with the results presented in this paper. Indeed, the num-
ber of galaxy clusters from state-of-the art simulations with
baryons is only around 10–100 (Barnes et al. 2016; Planelles
et al. 2017; Truong et al. 2017; Henden et al. 2019), sig-
nificantly lower than our number of clusters, around 104.
Furthermore, the possible dependence of our results on cos-
mological parameters has yet to be determined. The impact
of deviations from log-normality on the mass calibration of a
cluster sample and, in turn, on the cosmological constraints
drawn from such sample also remains to be investigated (po-
tentially along the lines of, e.g., Shaw et al. 2010). We have
argued that this is a negligible effect for the Planck galaxy
clusters, but it may not be negligible for future CMB experi-
ments, which will deliver higher signal-to-noise CMB lensing
cluster mass measurements. The correlations of CMB lens-
ing mass observables with other cluster observables (e.g.,
the SZ and X-ray signals) also need to be quantified; simula-
tions with baryons may also be useful in this respect. Future
CMB experiments such as CMB-S4 (Abazajian et al. 2016)
will enable SZ counts analyses in which the SZ–mass scal-
ing relations will be able to be calibrated completely with
CMB lensing masses alone to sub-percent accuracy (Louis &
Alonso 2017). If their full statistical power is to be realised
without biases, assessing the impact of these potential issues
and accurately determining biases, scatter and intrinsic cor-
relations will be an essential step for these studies.
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