By using an exact method to impose unitarity on the neutrino data we show that around the central values of the moduli of the PMNS matrix there is a continuous approximate unitary set of matrices, all of them being consistent with a maximal CP violation in the lepton sector, i.e. δ ≈ 90 • , over a wide range for Ve3 values. * dita@zeus.theory.nipne.ro
Introduction
Neutrino experiments have shown that neutrinos have mass and oscillate, the last property suggesting a mixing of leptons similar to that of quarks, [1] - [4] ; for more references on experimental data see e.g. [5] and [6] . The presence of the lepton mixing opens the possibility to see a CP violation in the lepton sector, phenomenon which is considered an indispensable ingredient that could generate the excess of the baryon number of Universe [7] , since the baryon number can be generated by leptogenesis [8] . Excluding the LSND anomaly, all the neutrino data are explained by three flavour neutrino oscillations, and the determination of the oscillation parameters is one of the main goals of the phenomenological analyses. Fortunately after the detailed combined analyses of all neutrino data in [5] that materialised in upper and lower bounds on sin θ ij , these bounds were converted in paper [9] into intervals for the moduli of the PMNS unitary matrix [10] . We shall write this numerical matrix as
0.835 ± 0.045 0.54 ± 0.07 < 0.2 0.355 ± 0.165 0.575 ± 0.155 0.7 ± 0.12 0.365 ± 0.165 0.590 ± 0.15 0.685 ± 0.125
where the central values are given by half the sums of lower and upper bounds entering [9] , and the errors correspond to a three sigma level, excepting V e3 for which only an upper bound is given. Complementary information concerns the absolute value of the two neutrino mass-squared differences [5] , but we have no information on:
• the magnitude of the U e3 -element of the lepton mixing matrix, or the value of the mixing angle θ 13 ;
• the existence of the lepton CP violation, or the value of the Dirac phase δ entering the PMNS matrix;
• the order of the mass spectrum, or the sign of the ∆m 2 13 ;
• the magnitude of the neutrino masses, etc.; see, e.g. [11] - [13] .
Although it is believed that only the next generation experiments will give an answer to the first above items, [14] , we consider that by using the unitarity we can obtain information from the experimental data as given in (1) for both the parameters θ 13 and δ, all the more as the measurement of θ 13 is considered as the first mandatory ingredient for the investigation of the CP lepton violation in the ν µ → ν e transitions and for the mass hierarchy determination. Concerning the CP -violating phase, δ, it will require a major experimental effort because of the intrinsic difficulty to measure it, see e.g. [6] . Taking into account the experimental difficulties that have to be surpassed we think that any information coming from the nowadays data could be useful in both the design of future experiments, as well as of future neutrino machines.
With this aim in view we stress in the paper that, because the unitary matrices are naturally embedded in a larger class, that of double stochastic matrices, the first problem to solve from a theoretical and phenomenological point of view is the finding of the criteria for their separation. We mention that this problem was not yet considered in the physical literature. For that we have developed a formalism for expressing the necessary and sufficient conditions for a 3 × 3 double stochastic matrix to come from a unitary one.
We used this formalism to develop a recovery algorithm for the reconstruction of a unitary matrix from a double stochastic one when it is compatible to a unistochastic one. In this sense we modified the formalism to allow the processing of the experimental data, and we elaborated a χ 2 -test that properly implements all the unitarity constraints, as well as the error affected data.
To see that our separation criteria are necessary to be used in any phenomenological analysis we constructed an exact double stochastic matrix, from the moduli (1), which is perfectly acceptable from an experimental point of view, i.e. all the moduli are very close to the central values in (1) being within the experimental error bars, but which is not compatible with a unitary matrix.
Last but not least we used the convexity property of double stochastic matrices to develop a method for doing statistics on unitary matrices through their moduli, which is also a premiere in the field.
Our paper has the following structure. In section 2 we present our phenomenological model that makes a novel use of the unitarity property of the PMNS matrix, in contradistinction to that used by the CKM matrix community, the main point being the focus on the condition that separates the double stochastic matrices from the unitary ones. This condition is, in the same time, the consistency condition between the theoretical model, represented by the PMNS matrix, and the experimental data, as those appearing in (1) . In section 3 we develop our phenomenological model the aim in view being a consistent inclusion of the data errors, and propose a χ 2 -test that has to contain a piece enforcing the fulfilment of unitarity constraints, derived in section 2. In section 4 we present our results showing that around the central values of the moduli from the numerical matrix (1) there is a continuous (approximate) unitary set of matrices all of them being consistent with a maximal CP violation, i.e. δ ≈ π/2, for a broad range of numerical V e3 values. The paper ends by Conclusions.
Phenomenological model
A key point of any phenomenological model is the theoretical input supplied in general by a theory, and in our case it is the standard parameterisation of the PMNS matrix in the advocated form by PDG, [15] , matrix that we write it in a little different form U =   c 12 c 13 c 13 s 12 s 13 −c 23 s 12 e −iδ − c 12 s 23 s 13 c 12 c 23 e −iδ − s 12 s 23 s 13 s 23 c 13 s 12 s 23 e −iδ − c 12 c 23 s 13 −c 12 s 23 e −iδ − s 12 c 23 s 13 c 23 c 13  
(2) mns by completely using the phase invariance property. This property is equivalent with choosing phases of five PMNS matrix entries equal to zero, and we used this property in writing PMNS matrix in the above simplest form. The matrix U is assumed and built as a unitary matrix, and the notations are c ij = cos θ ij and s ij = sin θ ij for the generation labels ij = 12, 13, 23, and δ is the Dirac phase that encodes the CP violation.
The solar neutrino measurements depend on |U e1 U e2 |, the atmospheric neutrino measurements depend on |U µ3 U τ 3 |, while the reactor neutrino experiments depend on |U e3 |. All these three measurements were used to find allowed ranges for the three parameters s ij , ij = 12, 13, 23, and allowing for δ all the values within the interval [0, π], numbers as those given in (1) were obtained. Hence in the following we assume that our data are contained in a numerical matrix, V, whose entries are positive
(3) pos and the nowadays experimental data on the moduli V αi , α = e, µ, τ, i = 1, 2, 3, are summarised in the matrix (1) . Till now there is no experimental information on |U µ1 |, |U µ2 |, |U τ 1 | and |U τ 2 | moduli. However we will show that even with such a reduced experimental information one can obtain information concerning the CP -violating phase δ, since the unitarity puts strong constraints on all the entries of the experimental matrix V . Usually one considers that if the sums of squares of the V entries on each row and each column are (approximately) unity, the experimental data come from a unitary matrix, statement which is clearly wrong. That is the reason for making a clear distinction between the entries U αi of the theoretical model formalised by Eq.(2), and the positive entries matrix, V, provided by the data. From a phenomenological point of view the main problem to be solved is to see if from a numerical matrix as (1) one can reconstruct a unitary matrix as (2) . For that we need to define a phenomenological model, i.e. a relationship between the theoretical object (2) and the experimental data (3), and our proposal is
relation that has to be understood as working entry-wise leading to the following equations We stress that on the left hand of the above relation are the experimental data, while on the right hand are the moduli |U ij |. Because the matrix U is parametrised by four independent parameters, e.g. s ij and δ, there is not at all obvious that the nine equations (5) have a physical solution for all the experimental values allowed in (1), i.e. the independent parameters determined from the equations (5) satisfy
The aim of any phenomenological analysis is twofold: a) checking the consistency of data (1) with the theoretical model (2), and b) determination of the theoretical parameters s ij and δ from the experimental data (1) if they are consistent with the theoretical model. Hence our recipe (4)-(5) seems to be a "natural" one because it allows the fulfilment of the above goals. For doing that we have at our disposal only the unitarity property of the matrix (2), i.e. the relations
where U * denotes the complex conjugated transpose of U , and I 3 is the 3dimensional unit matrix. The above relations are equivalent with twelve relations, six of them expressing the orthogonality of the rows, and, respectively, columns. The other six are the following
These last relations are usually considered as the necessary and sufficient conditions for unitarity, and since the unitarity is assumed and built in the form (2), they have not been taken into account even in the phenomenological model for the CKM quark matrix, see e.g.
[16], implicitly assuming that the data will (trivially) satisfy them. The set of matrices M = (m ij ), i, j = 1, · · · , n whose entries satisfy
is known as the Birkhoff's polytope [17] . The 3 × 3 unitary matrices (2) are naturally embedded in the above set by the relations
The set (9) is known under the name of unistochastic matrices, see [18] , [19] . We remark that the relations (9) for n = 3 show that, since the relations (7) and (8) are equivalent, the unistochastic matrices are naturally embedded into the double stochastic set. Because it is well known that for n ≥ 3 there are double stochastic matrices that are not unistochastic [18] a novel problem arise: what are the necessary and sufficient conditions for their separation. And this problem was not considered till now in the physical literature. In this respect the single mathematical reference is [20] where in Theorem 1 are given the necessary and sufficient conditions for a double stochastic matrix to be also unistochastic. However this theorem is an existence theorem, i.e. it does not provide a constructive method for recovering a unitary matrix from a double stochastic one. Here, by using our phenomenological model, Eqs.(4)-(5) and (7), we provide an alternative method for finding the separation criteria between the two sets, their consequence being the consistency conditions between the experimental data and the theoretical model, and more important, our method provides a constructive algorithm for recovery of a unitary matrix from error affected data. The double stochastic matrices have an important property, they form a convex set, i.e. if S 1 and S 2 are doubly stochastic so is their convex combination α S 1 +(1−α)S 2 , α ∈ [0, 1], as it is easily checked. This property is very important because it allows us to do statistics on unitary matrices through their moduli. Thus we can calculate correctly mean values and error matrices for a set of doubly stochastic matrices, and by consequence for unitary matrices.
To see how our phenomenological model defined by the relations (4)-(5) and (7) works, let simplify the things and assume for a moment that the relations (7) are exactly satisfied by the experimental data, i.e. the data are not affected by errors. Then it is an easy matter to find from the first five relations (5) three independent ones which give a unique solution for the s ij , ij = 12, 13, 23. In other words, if the experimental numbers satisfy the relations
we get always a solution for s ij that is unique under the condition 0 ≤ s ij ≤ 1, and depends on the three chosen independent parameters. Substituting this solution in the last equations one gets four equations for cos δ, that lead to a unique solution for it. But nobody guarantees us that the solution will satisfy the physical constraint
Thus the necessary and sufficient conditions that guarantee the consistency between the data and the theoretical model are given by:
The constraints (12) together with the relations (7) prove the unitarity property of the data. The embedding relations (9) of unistochastic matrices into the double stochastic set show that the number of independent parameters is the same for the two sets, i.e. in our case it is equal to four. Now we construct a double stochastic matrix by using the constraints (7) and the entries from the data set, (3). We make the notation
We remark that the measured parameters a, b, e, and f are not independent in our theoretical model (2) since unitarity implies the relation a 2 + b 2 = e 2 + f 2 . Thus we have to chose only three of them, and as the fourth parameter we choose c and, respectively, d. If the independent parameters are a, b, c, e, the matrix
is a doubly stochastic matrix. Using the relations V 2 αj = S 2 αj in Eqs. (5) we find values for s ij and cos δ, e.g.
and, similarly, in the second case when the independent parameters are a, b, d, f one gets
Looking at the equations (15) and (16) we see that the expressions defining the phase δ are quite different. The interesting thing is that all the possible forms for cos δ take the same numerical value when the numerical matrix is a double stochastic one. Let us consider the following matrix whose entries are within the error bars from (1), and the matrix S 2 = (S 2 ij ) is a double stochastic matrix. The numbers entering it have been chosen such that the measured parameters, V e1 , V e2 , V µ3 and V τ 3 , should be around the central values from (1) . For this matrix we get 
The numerical results show that all the three angles s ij are physical, but δ is not, i.e. the data matrix S does not come from a unitary matrix. Thus our unitarity constraint −1 ≤ cos δ ≤ 1 puts non trivial constraints on the experimental data. From an experimental point of view the above matrix is perfectly acceptable, from a theoretical point of view it is not; and the nonunitarity of the data can be checked by the above method. The mathematical reason is the following: the unitarity matrices in the n = 3 case fill up a ball of radius √ 2/3, centred at the Fourier unitary matrix, see [19] . Outside this ball the unitary matrices and the double stochastic ones are mixed, fact that implies that in any neighbourhood of unitary matrices one finds non-unitary ones, and conversely. And this separation can be done by using the separation criterion between the two sets, −1 ≤ cos δ ≤ 1.
In the case when the numerical matrix (1) is double stochastic, as the above matrix S, cos δ does not depend on the chosen four independent moduli used to define it. If the modulus of cos δ is outside the interval (−1, 1) the data are not compatible to the theoretical model and the story ends here. If cos δ takes values within the interval (−1, 1), the data are compatible with the theoretical model, and the values for δ and s ij necessary for the recovery of the unitary matrix are easily obtained, and by introducing them in the form (2) we explicitly recover the unitary matrix.
From almost any numerical experimental data as (1) we can form a doubly stochastic one by choosing at our will four independent parameters, the other five being completely determined by equations similar to (14) . In this way we obtained the equations (15) and (16) for cos δ. By using the numerical information from the matrix (1) for a, b, c, d, e and f , we get cos δ where +, c, − denote the values of the cos δ function obtained from the central values+σ, the central values, and, respectively, the central values−σ. The corresponding values for cos δ on the two rows are different because the numerical values for the parameters a, b, c and e do not come from the same doubly stochastic matrix, e.g. e = √ 1 − c 2 − d 2 . Hence in the case of experimental data we have to take care and try to find how the necessary and sufficient conditions for the existence of a unitary matrix compatible with the data could be implemented in our formalism. However, from the above example (20) , we have seen that even in the case when the relations (7) are exactly satisfied, by choosing four different independent moduli and forming with them a doubly stochastic matrix, the numerical results may depend on the chosen four moduli, because the original experimental matrix is not double stochastic. Since the experimental data are always affected by errors, the above situation is the current one, so the real problem is to see how we could extend the phenomenological model to include the errors into the game, and get values for the interesting physical parameters.
Further development of the phenomenological model
We have seen in the previous section that by using numerical values from the neutrino data, Eq.(1), one finds values for cos δ outside the physical range [−1, 1], and generically all the numerical values are different. The expressions for cos δ are provided by the last four relations (5) , and these formulae have to give the same number when comparing theory with experiment, by supposing the data come from a unitary matrix. Their explicit form depends on the four independent parameters we choose to parameterise the data, and in this paper we choose them as being given by the moduli V αj . In fact there are 58 independent groups of four independent moduli that lead to 165 different expressions for cos δ. Depending on the explicit choice of the four independent parameters we get one, two, three or four different expressions for cos δ. In the above cases we obtained four different expressions for cos δ, although we have written down only one in each case. Hence if the data are compatible to the existence of a unitary matrix the angles s (m) ij and phases δ (m) have to be equal, and these are the most general necessary conditions for unitarity; they can be written as
ij , m, n = 1, . . . , 58, cos δ (i) = cos δ (j) , i, j = 1, . . . , 165
The above relations are also satisfied by the double stochastic matrices, as the numerical relations from Eqs.(18)- (19) show, and the condition that separates the unitary matrices from the double stochastic ones is given by the relation (11), i.e. −1 ≤ cos δ (i) ≤ 1.
As a warning, what we said before can be summarised as follows: the unitarity implies strong correlations between all the numerical values V αj .
To have a more quantitative estimate of the constraining power of our approach, and in order to see what are the numerical subtleties we have to solve when trying a fit of the data, we did a Monte Carlo simulation of both the formulae (15) and (16), and the results are shown in Figure 1 .
We have simulated cos 2 δ because the numerical computations (20) have shown that cos δ may take imaginary values. These imaginary values come from the expression √ 1 − a 2 − b 2 appearing in the denominator of both the formulae. Thus we have to take special care in the numerical processing of data to avoid unphysical values for cos δ. The numerical events were mainly within the interval cos 2 δ ∈ (−20, 20) for cos δ (1) , and respectively, within the interval cos 2 δ ∈ (−15, 15) for cos δ (2) . In the first case 30.7% of them have taken physical values, and about 53.7% in the second case, showing that the background of unphysical events is not so big and allows a determination of δ. On the figure one sees also that the numbers of events are strongly peaked around cos 2 δ ≈ 0 that suggest a maximal CP violation in the lepton sector. Now we present the necessary ingredients that have to be taken into account when doing a fit. They have to include as a separate piece the conditions for a complete implementation of the unitarity. For that we define a test function that has to take into account the double stochasticity property expressed by the conditions (7) and the fact that in general the numerical values of data are such that cos δ depends on the choice of the four independent parameters and could take values outside the physical range. Our proposal for the first piece is
This proposal was made in [21] for the case of the CKM quark matrix, and is our contribution to the existing methods of reconstructing a unitary matrix from experimental data, when the data are compatible with its existence; it expresses the full content of unitarity. We stress again that both the conditions have to be fulfilled, χ 2 1 has to take small values and cos δ values have to be physically acceptable, since the relation χ 2 1 ≡ 0 holds true for both double stochastic and unitary matrices. The second piece that takes into account the experimental data has the form
where V αi = |U αi | are the minimising parameters, and V αi is the numerical matrix that describes the experimental data as in (1), and σ is the matrix of errors associated to V αi ; in our case V e1 = 0.835, σ e1 = 0.045, and so on. The above form can be easily modified if we have other experimental information for some functions depending on V αi . Thus the simplest test function has the form
Numerical results
When working with experimental data the relations (7) are only approximatively satisfied, and V αi are known only up to some errors. This fact has two implications: the first means that we have to check also the double stochasticity property of the data, and second, that has more dramatic consequences, is that cos δ takes different values when extracted from the last four equations (5) . Our method is a least squares method, given by (23) , and is similar to that used by the BaBar Collaboration [16] , the difference being the term χ 2 1 that implements the theoretical model (2) . For our numerical results we used 42 independent expressions for cos δ, i.e. about 25% of them. We looked for (approximate) unitary matrices around the central values from the matrix (1) and we used a restricted form of (22) , the sum being only over the elements from the first two rows, the main reason being a reduction of the computation time. Concerning V e3 whose experimental value is not yet known we considered it as a free parameter in a large interval. In the sum (22) we considered also all the combinations with five terms V αi that provided 6 new matrices. The set of these matrices was considered as seven independent numerical "experiments" for each experimental data set on which the statistics was done. The convexity property of the double stochastic matrices can be used to do such a statistics. Namely, if U 1 , . . . , U n are a set of unitary matrices then the matrix
is double stochastic. This property allows us to define correctly the mean value, < M >, and the error matrix, σ M , for a set of doubly stochastic ones, as follows
If the mean value matrix, < M >, obtained in this way is not too far from a unitary one, one can reconstruct from it an (approximate) unitary matrix.
In fit we used the central values for V αi as given in (1) with one exception, that for V e3 which was considered a variable parameter. The first statistics was done on each group of seven matrices obtained for a given value for V e3 , and the result is seen on each row of the Table 1 , for V e3 ∈ (0.02 − 0.2). The associated error to each value of V e3 was taken σ e3 = V e3 . Table 1 shows that the unitarity property is quite well satisfied and it gets better with the decrease of V e3 . From Table 1 one sees also that the values for V e3 obtained from the fit are a little different from the central values imposed to V e3 , in any case more than expected, the explanation being that when the term ((V e3 − V e3 )/σ e3 ) 2 was missing from χ 2 2 , the fit provided the value V e3 = 0.099288. This value was included in all the twelve groups of seven matrices appearing in Table 1 Table 1 . Fit results and errors for V e3 ∈ (0.02, 0.2). The errors are only statistically and they show the degree of the unitarity fulfilment. The unitarity is better satisfied for smaller V e3 values; a zero error for δ means that the corresponding matrix is a unitary one.
The second statistics was done on the twelve matrices corresponding to each row in Table 1 , and the results for the mean value matrix and its associated error matrix are the following From (26) we get δ = (90.008 ± 0.185) • and this result is similar to that obtained by us, [21] , for the quark sector, and shows that the phase δ could be the same in both the sectors. In any case if we believe that the electroweak theory is really a unification theory of the two interactions, there must exist some parameters that should have the same value in both the sectors, and δ, according to our analyses, could be one of them. The most striking result seen in the above matrices is that the unitarity implies strong correlations between all the U entries, and the matching between the moduli is given at a high precision level by comparison with the actual errors given in (1) . Thus even if the experimental errors are quite large, the unitarity implies a fine tuning between all the moduli.
If we consider now an other interval, V e3 ∈ (10 −4 − 10 −2 ), doing similar computations one finds and the corresponding CP phase is δ = (89.947 ± 0.010) • , with χ 2 1 = 3.5 × 10 −6 . Thus one observes that a decrease of V e3 leads to a better fulfilment of the unitarity, but we do not know where this trend will stop, since the fits require more computing resources when we pass from an order of magnitude to a lesser one for V e3 . We can say that, in principle, the actual data (1) are compatible with a large values palette for V e3 , but only the future experiments will decide a more precise interval for. An other interesting result is the weak dependence of δ on V e3 , at least for the intervals considered; however the difference between δ obtained from matrices (26) and (28) comes from the use of the double stochastic property. The decrease of V e3 leads to a decrease of χ 2 1 for each individual fit, the δ values varying in very small intervals around 90 • , e.g. when V e3 = 10 −4 , χ 2 1 is of the order 7.5 × 10 −10 ! Doing statistics by using the stochasticity property one gets bigger values for χ 2 1 and bigger variations for δ. This happens because the relation (24) provides a double stochastic matrix, even when all the matrices U i are unitary; or in other words we loose a little bit the unitarity property. However, as we said before, the double stochasticity is very important; it gives the possibility to develop a statistics for the PMNS matrices, even when one starts with (approximate) unitary matrices, and to reconstruct an approximate unitary one if the mean value matrix is not too far from a unitary one. Furthermore, by using this property one can obtain a continuum of such matrices as in relation (24) . Indeed since M and M 1 are the moduli of two (approximate) unitary matrices, the formula
provides a double stochastic one, and for each value of x ∈ [0, 1] we can reconstruct the corresponding approximate unitary matrix, for which s ij and cos δ take physical values. For example we can apply the above procedure to the matrices M and M 1 and get δ = (89.787 ± 0.131) • , χ 2 1 = 5.2 × 10 −4 results obtained from the central matrix, i.e. x = 1/2, that show that δ is practically the same when V e3 takes values on an interval of variation of three orders of magnitude. A similar analysis, by using a weaker form of unitarity, was given in [22] , the focus being on the Jarlskog J invariant [23] . Since in the current parameterisation J has the form J = s 12 s 13 s 23 c 12 c 2 13 c 23 sin δ one gets a simple expression for J 2 in terms of four independent moduli [23] , [24] . The condition J 2 ≥ 0 is equivalent with the condition cos 2 δ ≤ 1 that is the weakest form of unitarity, i.e. one looks for constraints on moduli irrespective of the values of δ within the range δ ∈ (0, π). We have to remark that Hamzaoui was the first person who obtained an explicit formula for cos δ in terms of four independent moduli [24] . By using the J 2 positivity the authors of [22] have shown that it is possible to restrict the range of V 2 e3 and V 2 µ3 , obtaining at 95% confidence level, the range 0.0065 ≤ V 2 e3 ≤ 0.05, interval that is included in our results.
Our fit was done around the central values from (1), but we consider that there are many other choices of the moduli values within the 3σ corridor in (1) that could lead to (approximate) unitary matrices compatible with them. As our numerical example have shown these possible values are immersed in a sea of double stochastic matrices. Thus we consider that a true fit, that will be very useful both for the design of future experiments, as well as for the design of future neutrino machines, have to be done for a number of 10 8 − 10 10 randomly chosen values within the 3σ error channel shown in (1) to detect all corridor of unitary matrices sach as those generated by the matrices (26) and (28). The results of that fit will allow the testing of the diverse scenarios concerning the neutrino physics: as mass hierarchy, neutrino masses, approximate symmetry for the moduli, other possible values for the CP -violating phase δ, etc., and we consider that for the conceptual clarification that we could obtain from such a fit, it deserves to be done.
Conclusions
In this work we have addressed the question of the relevance of the nowadays experimental neutrino data on the determination of the CP -violating phase δ and of the angle θ 13 . For doing that we used an other consequence of the unitarity property and defined a phenomenological model that, naturally, leads to the separation criterion between the double stochastic matrices and those arising from unitary ones. This criterion provided the necessary and sufficient conditions for the consistency of experimental data with the theoretical model encoded by the PMNS matrix, the strongest condition being −1 ≤ cos δ ≤ 1.
We constructed an exact double stochastic matrix, that from an experimental point of view is perfectly acceptable, but which does not come from a unitary matrix, showing the necessity of using the separation criterion in order to obtain physically meaningful quantities.
Taking into account the above result, we have implemented all the unitarity constraints in a χ 2 -test and we have used it to obtain information on the four parameters entering the standard parametrisation of the PMNS matrix, (2) . This χ 2 -test works very well, and applying it we obtained a continuum of (approximate) unitary matrices compatible with the nowadays available experimental data, matrices that are compatible with a maximal violation of the CP symmetry in the lepton sector, for a wide range of values for the θ 13 angle. Thus the precise determination of the θ 13 angle is not compulsory for establish-ing the CP symmetry violation, but it could be useful for the mass hierarchy determination. The numerical results show that the unitarity is a very strong property, and the tuning of the moduli implied by it is given at a higher level than expected, the statistical errors generated by the approximate character of data are between two and four order of magnitude less than the experimental errors.
Last but not least we used the natural embedding (9) of unitary matrices into the double stochastic set for devising a method for doing statistics to unitary matrices, problem that was an open one until now, and was solved in this paper. The method allowed us to find a procedure to obtain mean values, and, correspondingly, error matrices starting with a set of (approximate) unitary ones. Concerning the maximal CP -violation found in our numerical fit we consider that only the future experimental data will settle the problem.
