Introduction
In this paper, we investigate the wall crossing formulas for simple flips of DeligneMumford stacks with perfect obstruction theories.
Wall crossing in this note refers to the change of invariants of moduli spaces when they undergo birational transformations, like the variation of moduli spaces of stable sheaves when the stability condition changes. Wall crossing was investigated extensively for the Donaldson polynomial invariants of surfaces in the 90's by several groups, including Friedman-Qin [7] , Ellingsurd-Göttsche [6] and MatsukiWentworth [17] . At that time, the notion of virtual cycle has not been discovered and the wall crossing was worked out largely for smooth moduli spaces. The wall crossing involving virtual cycle was taken up by Mochizuki [18] when he derived the wall crossing formula for the higher rank Donaldson polynomial invariants of surfaces. All these approaches use GIT-flips discovered by Dolgachev-Hu and Thaddeus [5, 22] , relying on that the moduli spaces of sheaves are constructed using GIT [8, 16, 20] .
Recently, the study of moduli of sheaves, or complexes, on Calabi-Yau threefolds calls for the study of more general moduli spaces that are not necessarily constructed via GIT [12] . For wall crossings of such moduli spaces, the technique of GIT flips becomes obsolete or unnecessarily complicated. It is the purpose of this note to show that by realizing two relevant moduli spaces as a C * -flip, we can construct an auxiliary master space directly and then apply virtual localization formula to obtain a simple formula for wall crossing. Since the simple flips of almost all known moduli spaces of sheaves (or complexes) can be realized as C * -flips, this method essentially covers all wall crossing of GIT C * -flips. We now set up the wall crossing formulas that we aim to prove. We let M = [X/C * ] be the quotient of a separated Deligne-Mumford stack equipped with either a perfect obstruction theory (Definition 2.1) or a symmetric obstruction theory (Definition 3.1). Suppose M contains two open dense substacks M ± that are separated proper Deligne-Mumford stacks. Then the perfect obstruction theory of M induces perfect obstruction theories of M ± . By [2, 15] , the perfect obstruction theories provide their respective virtual cycles.
Suppose M ± have the same virtual dimension d, which holds if we assume M has pure virtual dimension. Let α ∈ A d M be a cohomology class and α ± ∈ A d M ± be the pullback classes. The wall crossing seeks to find an explicit formula of the difference
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In Definition 2.2, we introduce the notion of proper C * -flips M ± ⊂ M. The first main result of the paper calculates δ[α] as follows. This formula is a natural generalization of the wall crossing formula of Guillemin and Kalkman [10] , inspired by the Jeffrey-Kirwan localization theorem [11] .
We also work out the wall crossing for the case where M has symmetric obstruction theory. 
. Suppose X has a strongly symmetric obstruction theory (Definition 3.2). Let [X
, where p k ∈ X C * are closed points and a k ∈ Q, be the virtual cycle of the fixed loci X C * . Let V k = ⊕ j V k,j be the weight space decomposition of the moving part of the Zariski tangent space of X at p k so that V k,j has weight j. Let n k,j = dim V k,j and n k = j n k,j . Then
In case (−1)
n k −1 j n k,j /j = χ is independent of k, then the wall crossing is
When the normal spaces to points in X C * have only two weight spaces of weights 1 and −1 and the difference χ of the dimensions of the weight 1 and −1 spaces are independent of the points in X C * , then the wall crossing is
This formula is conjectured and recently proved by various groups (cf. [4, 12] ), by expressing the Behrend function in terms of the Euler number of the Milnor fibers. Our proof is different from theirs. We hope that different approaches to wall crossing will shed new light to this not-yet completely understood problem.
In the last section, we apply Theorem 1.2 to the moduli spaces of sheaves (or complex of sheaves) over a Calabi-Yau threefold. Using the recent work of Behrend and Getzler [4] , we show that there is a strongly symmetric obstruction theory on the moduli stack of semi-stable sheaves on a Calabi-Yau threefold. We then apply Theorem 1.2 to obtain a wall crossing formula. For explicit statement, see Corollary 4.9.
In a subsequent paper, we shall apply our virtual wall crossing formulas to prove the rationality conjecture of the stable pairs invariant of Pandharipande-Thomas [19] when the homology class β is the sum of at most two irreducible classes.
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Virtual wall crossing for perfect obstruction theory
In this section, we prove a virtual analogue of a wall crossing formula for C * -flips.
2.1. C * -flips. Let X be a separated Deligne-Mumford stack of finite type acted on by C * . Let M = [X/C * ] be the quotient stack.
Definition 2.1. We say the quotient stack M = [X/C * ] has a perfect obstruction theory if X has a C * -equivariant perfect obstruction theory.
We now define the notion of proper C * -flips. We let X 0 ⊂ X − X C * be the open substack of x ∈ X so that the orbit C * · x is one-dimensional and closed in X, and let Σ
We then form
which are C * -invariant, and let
In the discussion below, we will use R to denote a discrete valuation ring over C with fractional field K; denote by ζ its uniformizing parameter, and denote by ξ and ξ 0 its generic and closed points. We also need to work with a finite extensioñ R ⊃ R; forR we denote byK andξ 0 (resp.ξ) its field of fractions and closed point (resp. generic point). Also, for an f : Spec K → X and g : Spec K → T , we denote by g · f the composite Spec R
where the second arrow is the group action morphism. 
Definition 2.2. We say that
Suppose [X ± /C * ] ⊂ M satisfies (1) of the definition. Then an easy argument shows that Σ
• − and X C * form a partition of X, and Σ ± are closed. Thus X ± ⊂ X are C * -invarinat open subsets, thus inherit an open C * -substack structure. Also, all C * -orbits of X ± are closed; thus [X ± /C * ] are separated DM-stacks. Example 2.3. Let V + , V − , V 0 be vector spaces on which T acts with some positive, negative and zero weights respectively. Let
Example 2.4. More generally, suppose there is a C * -equivariant separated proper Deligne-Mumford stack W with projective coarse moduli space, such that
where F ± are parts of a partition W
with respect to the ordering defined as follows: For x, y ∈ W C * , x y if there exists a sequence
2.2. Induced obstruction theory. Since C * acts on X ± with finite stabilizers, a C * -equivariant perfect obstruction theory of X induces a perfect obstruction theory of
vir be the associated virtual fundamental cycle [2, 15] . In this section, we will provide a formula that compares the virtual intersection numbers on M + and M − . 1 Then the wall crossing term of α is defined as
where α ± ∈ A d (M ± ) are the classes induced by restricting α to X ± and applying the isomorphisms A Remark 2.6. We intend to calculate the wall crossing δ[α] by applying the virtual localization theorem [9] to a Deligne-Mumford stack equipped with a C * -equivariant perfect obstruction theory. However this theorem requires the existence of global nonsingular embedding. But note that by combining the work of Kresch and the observation that localization is a local construction, the virtual localization formula of Graber and Pandharipande actually works if we assume that (2) there is a C * -equivariant locally free sheaf F of O X -modules that surjects onto the obstruction sheaf of X.
We call these two conditions the C * -localization requirement.
We will prove in this section the following theorem.
1 Our convention for the grading of equivariant Chow groups is such that we have an isomor- 
where X i are connected components of X C * and N vir i are the C * -equivariant virtual normal bundles of X i in X.
Here the residue operator res = res t=0 is taken after expanding the right hand side as a Laurent series in t, where t is the generator of A * C * (pt). 2.3. Master space. Our proof uses a modified construction of master space and the virtual localization formula [9] . In constructing the master space, we need to introduce a second C * -action. To distinguish these two C * -action, in this section and later, we denote both T and H the group C * . Our convention is that T is the C * that acts on X. The role of H will be introduced later. 
Obviously, (X × P 1 ) s contains both X + × {0} and X − × {∞} as closed substacks.
Definition 2.8. The quotient Z is called the master space for M.
We will see below that Z is a proper separated Deligne-Mumford stack acted on by H = C * , and that Z is equipped with an H-equivariant perfect obstruction theory. 
It is direct to check that the stabilizer of any closed z ∈ Z is finite. Also, all T -orbits of Z are closed orbits. Thus Z is a DM-stack.
It remains to prove that Z is proper. Let R be a discrete valuation ring over C with field of fractions K, and let f : Spec K → Z be a morphism. We need to show that after a finite extensionR ⊃ R withK its field of fractions, there is a morphism g : SpecK → C * so that g · f : SpecK → Z extends to (g · f ) ex : SpecR → Z. First, note that Z decomposes into the disjoint union
Using Z ⊂ X × P 1 , we can write
Let ξ and ξ 0 be the generic and closed point of Spec R.
We first consider the case f (ξ) ∈ X + × {0}. Since by assumption the quotient
T is proper, the extension also exists.
proper, after a finite extensionR of R, we can find a morphism g + : SpecK → C * so that
For the same reason, after replacingR by a finite extension, still denoted byR, we can find
1 be the extensions of g + and g − . In case g ex
ex maps to Z and we are done. Suppose not. Let g : SpecK → C * be defined via g + ·g = g − , which gives g ·(g + ·f 1 ) = g − ·f 1 . Thus by requirement (4) in Definition 2.2, we must have g * (t) = α · ζ a with a > 0 and after possibly another finite extension R ⊂R, we can find
* (t) = α · ζ a with a < 0. Then we let g ′ : SpecK → C * be so that g ′ * (t) = α. By (5) of Definition 2.2, possibly after passing through a new finite extensionR, the extension (g ′ · f ) ex : SpecK → Σ + × C * exists. This settles the case. Combined, we have proved that the quotient [Z/T ] is a proper, separated DeligneMumford stack.
Obviously the action of H commutes with the action of T on X × P 1 and hence Z admits an induced action of H. The following lemma is straightforward.
Lemma 2.12. The H-fixed point substack Z H ⊂ Z is the disjoint union of
For the obstruction theory, we have Proof. By definition, X comes with a T -equivariant perfect obstruction theory. The perfect obstruction theory of X lifts to a T × H-equivariant perfect obstruction theory of X × P 1 , which restricts to the open substack (X × P 1 ) s . Since T acts with only finite stabilizers, the quotient Z, as we saw earlier for M ± , has an induced H-equivariant perfect obstruction theory. This proves the Lemma.
It follows from the proof that vir. dim Z = vir. dim
2.4. The wall crossing formula for perfect obstruction theories. We now prove the wall crossing formula for proper C * -flips. Let t ∈ A 1 C * (pt) be the generator of the H-equivariant Chow ring A *
be the classes induced by restricting α to X ± and applying the isomorphisms A *
be the class induced by pulling back α to (X × P 1 ) s and applying the isomorphism
Let α i be the restriction of α to the fixed point component X i . Then the restrictions of tα to the fixed point set M ± and X i coincide with tα ± and tα i . We apply the virtual localization theorem [9] to obtain the following.
Lemma 2.14. Let X be a Deligne-Mumford stack equipped with a C * -equivariant perfect obstruction theory and satisfies the virtual localization requirement in Remark 2.6. Then we have
Here X i are the connected components of the T -fixed locus X T of X, and N vir i denotes the virtual normal bundle of X i in X. Note that if X satisfies the virtual localization requirement, so does Z by construction. We pair the homology class [Z] vir with tα ∈ A d+1 H (Z) and then take the degree zero part in t. Because of the C * -localization requirement (2) in Remark 2.6, the virtual fundamental class [Z] vir is the refined intersection of an invariant cycle C Z with the zero section of a vector bundle E 1 , thus [Z] vir ∈ A H d+1 (Z) has only terms of nonnegative degrees in t, and so
Therefore, upon moving the terms for M ± to the left hand side, we obtain the desired wall crossing formula:
This completes the proof of Theorem 2.7.
Virtual wall crossing for symmetric obstruction theories
In this section, we prove a wall crossing formula for symmetric obstruction theory.
3.1. Strongly symmetric obstruction theory. Let X be a Deligne-Mumford stack acted on by T = C * . Let M = [X/T ] be the quotient stack. We assume that the C * -localization requirement (Remark 2.6) is satisfied. Recall that a symmetric obstruction theory means thatétale locally in Y there is an almost closed 1-form ω on Y such that X is given by the vanishing of ω and the perfect obstruction theory is given by dω [3, Corollary 3.14]. In particular, the virtual dimension is zero. In order to obtain a wall crossing formula by applying the virtual localization formula to a master space, we need a slightly stronger condition.
Definition 3.2. We say M = [X/T ] has a strongly symmetric obstruction theory if the formal completionX of
, and a T -invariant f ∈ R T such that (1)X ⊂ Spec R is defined by the vanishing of the differential df ∈ Ω R ; (2) the induced obstruction theory ofX coincides with that defined by df = 0.
As X has symmetric obstruction theory, de facto virtual dimension of [X/T ] is −1. This counters to our intuition that both M ± ⊂ [X/T ] should have virtual dimension 0.
As an example, suppose X ⊂ Y is a T -equivariant embedding in a smooth scheme and X = (df = 0), where df ∈ Γ(Ω Y ), for a T -invariant f ∈ Γ(O Y ). Then the obstruction theory of X is given by the complex
Suppose T acts on X without fixed points. Then the T -action induces a homomorphism
whose cokernel is the pull-back of the tangent sheaf of X/T . By [13] , the (Tinvariant) normal cone
In this way, the obstruction theory of X/T remains symmetric.
Since the σ in (3.1) is not injective along X T , this argument breaks down when X T = ∅. To apply the virtual localization, we need to work with perfect obstruction theory. Our solution is to blow up Y along Y T and work with a modified version of the total transform of X -the modification is to make sure that the resulting scheme is independent of the embedding X ⊂ Y . We will call such blow-up the T -blow-up; we will show that it has curvilinear-perfect obstruction theory of virtual dimension zero.
Let U be a closed T -invariant subscheme of a smooth affine scheme V . Let π :Ṽ → V be the blow-up of V along the T -fixed locus V T , and letŨ = U × VṼ ⊂Ṽ be the total transform, which depends on V .
The T -blow-up of U will be a closed subscheme ofŨ . For the moment, we assume that we can coverṼ by T -invariant affine opensṼ i ⊂Ṽ . Let E ⊂Ṽ be the exceptional divisor. For eachṼ i , we pick a defining equation
ThenŨ i is defined by the ideal sheaf
Since U ⊂ V is T -invariant, I is T -invariant; thus it admits a weight decomposition I = I T ⊕ I mv , where I T is the T -invariant part and I mv consists of non-zero weight elements of I. Clearly, π
We defineŪ i ⊂Ṽ i to be the subscheme defined by the idealĪ i . 
and the collection {Ū i } form a closed subscheme ofŨ .
We now construct the T -blow-up of a T -equivariant Deligne-Mumford stack X. We first assume that X embeds equivaiantly in an irreducible smooth Deligne-
}. We claim that V i is canonically a T -scheme. Indeed, since Y is irreducible smooth T -scheme, T acts on the field of rational functions
is a subring, the claim follows from that this subring is T -invariant. Let f = f 1 /f 2 , where 
We letX i be the union of the closure of ι i (Ū i ) and X i − X 3.2. Reduced obstruction theory. To understand the obstruction theory ofX near a closed pointx in the exceptional divisor ofX → X, we will work with the formal completionX of X along the image x ∈ X T ofx. Let
be the formal completion of Y along x, where u i are invariant under T , and
) is the defining equation ofX ⊂Ŷ . We remark that, since among the defining equations f ui and f xj , only f ui are invariant,
] is defined by n equations f u1 , · · · , f un . Thus the induced obstruction theory ofX T is also symmetric. We next investigateX =X × XX and its obstruction theory. We letỸ be the blowing up ofŶ alongŶ T and let π :Ỹ →Ŷ be the projection. Then we havẽ
Let p be a closed point in the exceptional divisor E ⊂Ỹ ofπ, and let ξ be the defining equation of E ⊂Ỹ near p. Since f is T -invariant, allπ * (f xj ) are divisible by ξ. By definition,X ⊂Ỹ near p is defined by the vanishing of
Indeed, if we introduce e i = du i and ǫ j = ξdx j , they form a basis of
where
) is the subsheaf of ΩŶ spanned by du i (resp. dx j ). Note thatF 2 can also be defined as This defining equation forX defines its perfect obstruction theory
The action of T induces a homomorphism OŶ → TŶ ; its pullback OỸ →π * TŶ vanishes simply along E. This gives us an injective homomorphism OỸ (E) ֒→π * TŶ whose dual is a surjection (3.9)π * ΩŶ −→ OỸ (−E).
Since (3.9) factors through the moving part ofπ * ΩŶ , via (3.5), (3.9) induces a surjective homomorphism (3.10)F 2 −→ OỸ (−2E). Proof. The variables u i are irrelevant to the proof. Thus without loss of generality, we can assumeŶ T is a point. We continue to use the convention introduce before, and in addition abbreviate f i = f xi , thus ω = df = f i dx i . Let l i be the weight of x i . Then the vector field onŶ generated by the T -action is v = l j x j ∂ ∂xj . Since f is invariant, we have
and by differentiating with respect to x i , we get Remark 3.6. The discussion above also works if we replaceX =X × YỸ by the total transform X × YỸ . However, such choice depends on the global equivariant embedding X ⊂ Y . The T -blow-upX constructed is indeed independent of the choice of the embedding X ⊂ Y . Therefore, the discussion of the obstruction theory ofX in §3.2 potentially can be used to study similar problems without assuming the global embedding X ⊂ Y .
We now construct the perfect obstruction theory ofX. Since X has a Tequivariant perfect obstruction theory, by definition, there is a T -equivariant 2-term complex V and a morphism V ∨ → L X in the derived category of X that gives the perfect obstruction theory of X. Since the obstruction theory is symmetric [3] , we can cover X by T -invariant (étale) open X α and (T -equivariant) symmetric complex
T be a connected component. By our virtual localization requirement (Remark 2.6), we can find a T -equivariant open neighborhood of X that contains B, say X α , such that X α embeds T -equivariantly in a smooth DM-stack Y α . By shrinking X α if necessary, we can assume X T α = B. Using the embedding X α ⊂ Y α , we can assume without loss of generality that V α = O Xα (T Yα ).
Let π α :X α → X α be the T -blow-up;X α is contained in the blow-upỸ α of Y α along Y T α . LetĒ α ⊂X α be the exceptional divisor of π α . We introducē Proof. The first part is a repetition of the study of the formal case. Thus each V ∨ α → LX α defines a perfect obstruction theory of X α , which by construction is T -equivariant. Since the obstruction theory ofX α away from π
, the choice we made that either X T α is empty or is a connected component of X T shows that the perfect obstruction theories onX α are identical overX α ∩X β , in the sense of [15] .
As a consequence, the obstruction sheaf ofX is well-defined. We denote the obstruction sheaf by ObX . Finally, applying Lemma 3.5, we see that for each α there is a canonical surjective homomorphism h 1 (V α ) → OX α (−2Ē α ) that glues to a global homomorphism ObX −→ OX (−2Ē). Proof. This follows from the reduction theorem of the authors [13] .
3.3. Master space forX. Our next task is to construct the master spaceZ forX that contains M ± as fixed point components. The construction is entirely similar to that in §2.3.
and let 
whereX is identified with the quotient ofX
induces an H-action onZ. It is straightforward to check that the H-fixed point set inZ is the (disjoint) union
Then (3.8) induces a perfect obstruction theory forZ of virtual dimension 0.
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3.4. The wall crossing formula for symmetric obstruction theories. Let F be a T -equivariant locally free sheaf that surjects onto the obstruction sheaf of X, from the C * -localization requirement (2) in Remark 2.6. Letπ :X → X be the T -blow-up. We letF = ker{π * F −→π * (F | mv X T )} which is a locally free sheaf. By (3.6), it T -equivariantly surjects onto the obstruction sheaf ObX ofX.
We consider the projectionsX
The pullback p * F descends to the quotient stackZ to give us a locally free sheaf F onZ which surjects onto the obstruction sheaf ofZ. Similarly, OX (−2Ē) gives us an invertible sheaf, which we denote by OZ (−2Ē).
Let CZ ⊂ F be the virtual normal cone cycle ofZ, where by abuse of notation we denote by F also the vector bundle associated to F. By Corollary 3.8, the cycle CZ lies in the kernel bundle
, as H-equivariant cycles. Thus
Applying the virtual localization theorem [9] toZ, and using (3.12), we obtain
After dividing both sides by c 1 (OX (−2E)), we obtain
where t ∈ A 1 C * (pt) is the generator of A * C * (pt). Taking the residue at t = 0, the left hand side vanishes because [Z] vir red , as an equivariant class, has no negative degree terms in t. We thus obtain (3.14)
deg
To proceed, we need a detailed description of the cycle [X T ] vir . Let B ⊂ X T be a connected component and B ⊂ X α be a T -equivariant open neighborhood with a T -equivariant embedding X α ⊂ Y α into a smooth stack. We let
be a dimension δ j (p) linear subspace. We agree that it is the empty set if δ j (p) is negative. Note that these are independent of the choice of V α .
Proof. We begin with a local study. We letp ∈X T be a closed point over p ∈ X T . Since X has strongly symmetric obstruction theory, we can embed the germ (formal completion
To proceed, we divide the collection of
(When e k = 0, we agree P k = ∅.) This decomposition also induces a decomposition into a disjoint union of closed stacks
where the closedX T,k are characterized by, for theX mentioned before,
We begin with the local model
Thus the T -invariant part of df are f ui for all i, which means thatX
] is defined by f ui . Since the number of equations equals dim Y T , the virtual dimension ofX T is zero. Therefore the X T has virtual dimension zero, and
as stated in the Lemma. We next work out the obstruction theory ofX T × XX ⊂Ỹ T . Using the expansion of f as shown, the restriction (f xi,j /ξ)
is defined by the vanishing of the restriction toỸ T of f ui 's and f x −k,j /ξ for 1 ≤ j ≤ e −k . In particular, its virtual dimension is e k − e −k − 1.
We now work out the global obstruction theory of X T,k . Let B ⊂ X T be a connected component, as before, and let X α ⊂ X be a T -equivariant open subset with an embedding X α ⊂ Y α . For simplicity, we write
be a T -equivariant symmetric obstruction theory of X α mentioned before the statement of this Lemma. We let 3.16) ). To construct its obstruction theory, we let V T k be the weight k part of V | X T α and let
be part of the weight space decomposition of V| X T α . We form the projective bundle PV
. As before, we see that there is a canonical embeddingX with the relation (3.17) . Further, the image ofX
We now have all the pieces for the obstruction theory ofX T α . We let
with the arrow E
which defines the relative obstruction theory of X
Then it admits a canonical homomorphismV 
Therefore, by [14] , if we write [
This proves the Lemma.
We now prove our main theorem.
be the weight space decomposition of the moving part of the Zariski tangent space of X at p k such that the T -weight on V k,j is j. Let n k,j = dim V k,j and n k = j n k,j . Then we have
In particular, if (−1)
χ is independent of k, then we have
Proof. By Lemma 3.9 and (3.14), it suffices to show that for any closed point p ∈ X T , (3.18)
where n j is the dimension of the weight j part V j of the Zariski tangent space of X at p and n = j =0 n j . For this purpose, we may assume X T is a point p. Let V = ⊕ j =0 V j with p identified with 0. By definition,
Let ζ ∈ A 1 (PV j ) be the generator of A * (PV j ) satisfying PVj ζ nj −1 = 1. Then
Furthermore, we have
The normal bundle of PV j has Euler class 
Therefore we have
This proves the Theorem.
For example, if there are only two weight spaces of weights 1 and −1 respectively, then the wall crossing is
where n + and n − are the dimensions of the positive and negative weight spaces respectively, of the moving part of the Zariski tangent space. Note that n + − n − is the difference of the Euler numbers of P n+−1 and P n−−1 .
Virtual wall crossing for moduli of sheaf complexes
If the stability condition of certain moduli problem changes then the variation of the moduli space of stable objects may be described by proper C * -flips. In this section, we discuss when this can be the case and apply our wall crossing formula.
Let S be a smooth projective variety. Suppose there is a stability condition τ 0 in some subcategory of D b (Coh(S)). Let M be the moduli stack of τ 0 -semistable objects, with fixed Chern classes. By tensoring with some power of O S (1) if necessary, we may assume χ(E) = 0 for E ∈ M. In particular, under the assumption, the open substacks M ± of M are proper separated Deligne-Mumford stacks.
Example 4.2. Let β ∈ H 2 (S, Z) which may be the sum of at most two irreducible classes. Fix n ∈ Z. Let F be a pure sheaf on S with Hilbert polynomial χ(F ⊗ O S (k)) = k(O S (1) · β) + n and s ∈ H 0 (F ). Let p(k) = τ k + λ with nonnegative rational numbers τ, λ. A pair (F, s) is p-stable if the following hold:
where r(−) is the leading coefficient of the Hilbert polynomial χ(− ⊗ L k );
(2) for any nontrivial proper subsheaf G with s ∈ H 0 (G),
A pair (F, s) is p-semistable if the above hold with < replaced by ≤. A pair is pstrictly semistable if it is p-semistable but not p-stable. The moduli space P p n (X, β) of p-semistable pairs with χ(F ) = n and support in β was constructed by geometric invariant theory as a projective scheme and it undergoes flips as we vary p(k) from ∞ · k + ∞ to 0. The moduli space P p n (X, β) remains the same for τ > 0 or λ sufficiently large. There are finitely many walls and at each wall Assumption 4.1 is satisfied.
We claim that M can be written as the global C * quotient of a separated DeligneMumford stack. Fix B ∈ K(S) that distinguishes E 1 and E 2 in Assumption 4.1. For any pair of distinct classes [
The automorphism group Aut(E, σ) of a pair of E ∈ M and σ : L(E) ∼ = C, (E, σ) is the group of all isomorphisms from (E, σ) to itself.
and hence the group is finite.
The following proposition is straightforward.
Proposition 4.6. The groupoid X of families of pairs (E, σ) of E ∈ M and σ : L(E) ∼ = C is a separated Deligne-Mumford stack; it admits an action of T = C * by t · (E, σ) = (E, tσ). Further, the T -fixed locus is precisely
Note that the isomorphism class of (E 1 ⊕ E 2 , σ) is independent of σ.
We are now in a situation discussed in previous sections. We let M = [X/T ], it is an Artin stack. Inside M, we have the substacks X T = M 1 × M 2 of points with authmorphism groups C * . We let Σ
• + (resp. Σ
• − ) be the locus of nontrivial extensions of E 2 by E 1 (resp. E 1 by E 2 ) where E i ∈ M i . We then form X ± = X − X T − Σ • ∓ ; the quotients M ± = [X ± /T ] are the moduli of τ ± -stable sheaves.
Since there are no strictly semistable τ ± -semistable sheaves, M ± are proper and separated.
Proof. We only need to check (4) and (5) of Definition 2.2. We will check (4); (5) is similar. Let ξ ∈ C be a pointed smooth affine curve and F is a flat family of τ 0 -semistable sheaves on S × C so that F ξ = F | S×ξ lies in Σ
• + . By definition, this means that F ξ is a non-trivial extension of E 2 by E 1 . We let F 1 be defined by the exact sequence 0 −→ F 1 −→ F −→ ι * (E 2 ) −→ 0, where ι : S = S × ξ → S × C is the immersion. It is well known that by repeating this elementary modification, we eventually obtain a family, say F n on S × C, so that F n | S×ξ lies in Σ • − . We now fix isomorphisms
where L(F ) is the line bundle on C of the family F as defined in Definition 4.3. The Zariski tangent space of X at E 1 ⊕E 2 is V = Ext 1 (E 1 ⊕E 2 , E 1 ⊕E 2 ) and the positive weight space of T is V + = Ext 1 (E 2 , E 1 ) with weight 1 while the negative weight space is V − = Ext 1 (E 1 , E 2 ) with weight −1. Let ζ be a uniformizing parameter of C.Étale locally near E 1 ⊕ E 2 , X is given by a neighborhood of 0 in V . By applying the action of T and shrinking C, we may assume F arises from a map C → V whose projection to V + ⊕ V − is denoted (f (ζ), g(ζ)) with ordf = 0, ordg = n.
Over an affine open Spec A ⊂ S and C = Spec R, the flat family F is given by a A ⊗ R-module M which is flat over R and M/ζM generates F | Spec A×ξ . By direct calculation, F 1 is given by (f 1 (ζ), g 1 (ζ)) with f 1 (ζ) = ζf (ζ) and g 1 (ζ) = ζ −1 g(ζ), i.e.
(f 1 (ζ), g 1 (ζ)) = ζ · (f (ζ), g(ζ)).
Hence (F n , ρ ′ ) is obtained from (F, ρ) by operating ζ n and ζ n ′ · (F, ρ) for 0 < n ′ < n has limit E 1 ⊕ E 2 as ζ → 0.
From now on, let us assume that S is a Calabi-Yau 3-fold. We intend to find a strongly symmetric obstruction theory for M = [X/T ]. Suppose in addition that M is isomorphic to the quotient [W ss /G] of the semistable part W ss of a projective scheme W , acted on linearly by a reductive group G, i.e. the (semi)stability for W coincides with the τ 0 -(semi)stability. By Luna's slice theorem, for any closed w with closed orbit G · w and stabilizer G w of w, we can find a G w -invariant slice of G · x containing x. When E ∈ M is a stable point, there is an affine closed subscheme of W ss which is anétale covering of open neighborhood U of E in M. Recently, Behrend and Getzler showed that the tautological obstruction theory of M is locally defined by the vanishing of the differential df of a regular function f on a smooth scheme, which is called a Chern-Simons functional [4] . Over U , the quotient π : X → M is a smooth morphism and hence by pulling back the Chern-Simons functional to the inverse image of U in X we obtain a Chern-Simons functional for X on π −1 (U ). Similarly, using M ± instead of M s , we obtain ChernSimons functionals on the open sets X ± . Thus we have a strongly symmetric obstruction theory on X − X T . For E = E 1 ⊕ E 2 ∈ M 1 × M 2 = X T , we choose a slice U of the G-action on W . Then G × T U is isomorphic to a neighborhood in W of the orbit of E and [U/T ] is isomorphic to a neighborhood of E in M. By the work of Behrend and Getzler [4] again, U is defined by the vanishing of the differential df of a regular function f on a smooth scheme. One can check from their construction that the Chern-Simons functional f is T -invariant in the equivariant setting. Then we simply observe from the definition of X that a neighborhood of E ∈ X T is a quotient of U by a finite subgroup of T . Hence f induces a Chern-Simons functional for the neighborhood of E in X. So we proved the following. Because T acts freely on X − X T , the weights of the T -action on the normal space of X T are 1, −1. By applying Theorem 3.10, we obtain the following.
Corollary 4.9. Let n = dim Ext 1 (E 2 , E 1 ) and m = dim Ext 1 (E 1 , E 2 ), where E i ∈ M i , the wall crossing term is given by
Remark 4.10. In a subsequent paper, we will apply our wall crossing formula to the variation of the moduli space of stable pairs (Example 4.2) as we vary λ from 0 to ∞ and prove the rationality conjecture for the case where the homology class is the sum of at most two irreducible classes.
