Despite the well-known limitations of Optimal Interpolation (OI), it remains the conventional method to interpolate Sea Level Anomalies (SLA) from altimeter-derived along-track data. In consideration of the recent developments of data-driven methods as a means to better exploit large-scale observation, simulation and reanalysis datasets for solving inverse problems, this study addresses the improvement of the reconstruction of higher-resolution SLA fields using analog strategies. The reconstruction is stated as an analog data assimilation issue, where the analog models rely on patch-based and EOF-based representations to circumvent the curse of dimensionality. We implement an Observation System Simulation Experiment in the South China sea. The reported results show the relevance of the proposed framework with a significant gain in terms of root mean square error for scales below 100km.
Introduction 1
The past twenty years have witnessed a deluge of ocean satellite data, such 2 as sea surface height, sea surface temperature, ocean color, ocean current, More specifically, analog forecasting (Lorenz, 1969) which is among the 10 earliest statistical methods explored in geoscience benefits from recent ad-11 vances in data science. In short, analog forecasting is based on the assump-12 tion that the future state of a system can be predicted throughout the succes- 
52
In this work, we build upon our recent advances in analog data assimi- 
63
The remainder of the paper is organized as follows: Section 2 presents the 64 different datasets used in this paper to design an OSSE, Section 3 gives in-65 sights on the classical methods used for mapping SLA from along track data,
66
Section 4 introduces the proposed analog data assimilation model. Experi-67 mental results for the considered OSSE are shown in Section 5, and Section 68 6 further discuss the key aspects of this work. 
Data: OFES (OGCM for the Earth Simulator)
An Observation System Simulation Experiment (OSSE) based on numer-71 ical simulations is considered to assess the relevance of the proposed analog 72 assimilation framework. Our OSSE uses these numerical simulations as a 73 groundtruthed dataset from which simulated along-track data are produced.
74
We describe further the data preparation setup in the following sections. fields. An example of these fields is given in Figure 1 . covariance P a can be calculated using the following OI set of equations:
called the Kalman gain (3)
It worths mentioning that Lorenc (1986) showed that OI is closely related
142
to the 3D-Var variational data assimilation algorithm which obtains x a by 143 minimizing the following cost function:
While OI had been shown to successfully retrieve large-scale structures in 145 the ocean (≥ 150km), a well-known limitation of OI is that the Gaussian-
146
like covariance error matrices smooths out the small-scale information (e.g. urges to put efforts in trying to improve the method (e.g. Escudier et al.
150
(2013a)) or find other alternatives. be estimated x(t) at time t, given past and current observations y(1, .., t),
167
resp. given all the available observation y(1, .., T ). This evaluation relies on 168 the following state-space model:
The difference between AnDA and classical data assimilation resides in 
where N (µ t , Σ t ) is a Gaussian distribution of mean µ t and covariance Σ t .
179
These parameters of the Gaussian distribution are calculated using the result
of state x(t−1) and their successors S k∈(1,..,K) , along with a weight associated 182 to each pair (A k , S k ) are used to calculate µ t and Σ t , the forecast state x(t) 183 is then sampled from N (µ t , Σ t ). The weights are defined using a Gaussian
Scale parameter σ is locally-adapted to the median value of the K distances investigating kernel choice is out of the scope of this paper.
189
The mean and the covariance of the transition distribution might be cal- this suggests considering the following two-scale additive decomposition:
whereX is the large-scale component of the SLA field, typically issued from 225 an optimal interpolation, dX the fine-scale component of the SLA field we 226 aim to reconstruct and ξ remaining unresolved scales.
227
The reconstruction of field dX involves a patch-based and EOF-based 
with EOF k the k th EOF basis and α k (s, t) the corresponding coefficient for 
We consider the three analog forecasting operators presented in Section 3.2, 247 namely, the locally-constant, the locally incremental and the locally-linear.
248
The calculation of the weights associated to each analog-successor pair relies 
281
Given the patch-level catalog, the algorithm applied for the mapping SLA
282
fields from along-track data, referred to PB-AnDA (for Patch-Based AnDA),
283
1 By global, we mean here an EOF decomposition over the entire case study region, by contrast to the patch-level decomposition considered in the analog assimilation setting.
involves the following steps:

284
• the computation of the large-scale componentX, here, we consider 285 the result of optimal interpolation (OI) projected onto the global EOF 286 basis functions.
287
• the decomposition of the case study region into overlapping P × P a patchwise EOF-based decomposition-reconstruction with a smaller 307 patch-size (here, 17 × 17 patches) to remove these blocky artifacts.
308
• the reconstruction of fields X asX + dX. 
Results
310
We evaluate the proposed PB-AnDA approach using the OSSE presented is 3-daily). These choices result from a cross-validation experiment.
336
• VE-DINEOF: We apply a second state-of-the-art interpolation scheme 337 using a data-driven strategy solely based on EOF decompositions, namely We also evaluated the proposed approach for noisy along-track data.
382
Here, we run two experiments with an additive zero-mean Gaussian noise 383 applied to the simulated along-track data. We consider a noise covariance of 384 R = 0.01 (Experiment A) and of R = 0.03 (Experiment B) which is more 385 close to the instrumental error of conventional altimeters. Given the resulting 386 noisy along-track dataset, we apply the same methods as for the noise-free 387 case study.
388
We run PB-AnDA using different values for R. For Experiment A, Table   389 2 shows that the minimum is reached using the true value of the error R = 390 0.01. While for Experiment B, Table 3 shows that the minimum is counter- intuitively reached again using value of the error R = 0.01.
392
Our algorithm is then compared with the results of the application of the 393 competing algorithms considered in this work. Results are shown in Table   394 4. PB-AnDA still outperforms OI in terms of RMSE and correlation statis- 
419
We report mean RMSE and correlation statistics for these four PB-
420
AnDA parameterizations in Table 5 for the noisy case-study. Considering always perform better than PB-AnDA-dX.
434 Table 5 : PB-AnDA reconstruction performance using noisy along-track data for different choices of the regression variables in the locally-linear analog forecasting model: PBAnDA-dX using solely dX, PB-AnDA-dX+SST using both dX and SST, PB-AnDAdX +X using both dX andX, and PB-AnDA-dX +X GT using dX and the true large-scale Escudier, R., Bouffard, J., Pascual, A., Poulain, P.-M., Pujol, M.-I., 2013a. 
