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1. INTRODUCTION
We are interested in dynamical phenomena which are persistent under small perturbations
of the system. Here, the meaning of persistence should be interpreted from the viewpoint of
measure theory, and a positive Lyapunov exponent in one-dimensional system is our primary
concern. Namely, we address the question when
$| \{a\in\Omega : \lim\inf\log|Df_{a}^{n}(c_{0})|>0\}|>0\underline{1}$
$narrow\infty n$
is satisfied for a given parameterized family of unimodal maps $\{f_{a}\}_{a\in\Omega}$ . There are numerous
results concerning this subject. $[\mathrm{B}\mathrm{C}85,91]$ , $[\mathrm{T}\mathrm{s}\mathrm{u}93\mathrm{b}]$ , [Lu99], [YOc99], [Sen] give alternative
proofs of the so called Jakobson theorem [Ja81] on the quadratic family $Q_{a}$ : $xarrow 1$ $-ax^{2}$ .
[TTY92], $[\mathrm{T}\mathrm{s}\mathrm{u}93\mathrm{a}],[\mathrm{M}\mathrm{e}\mathrm{l}\mathrm{S}\mathrm{t}\mathrm{r}93]$ extend these arguments to broader classes of families satisfying
certain conditions. However, these conditions are in general hard to be verified for a given family
$\{f_{a}\}_{a\in\Omega}$ , i.e. not computable in practice, and hence are serious obstacle to application of these
theorems. We intend to improve this point. We shall introduce computable (in principle, and
hopefully in practice) starting conditions that guarantee the persistence of chaotic dynamics.




2. DEFINITIONS, NOTATIONS, AND PROPOSITIONS
To formulate our result, we introduce several definitions, notations, and propositions.
$\mathrm{o}$ Unimodal map: an interval map $f:[-1,1]arrow[-1,1]$ is called unimodal if 0 is the unique
critical point of $f$ , i.e. 7)$f(0)=0.$ A $C^{2}$ family of unimodal maps $\{f_{a}\}_{a\in\Omega}$ is a parameter-
ized family of unimodal maps such that $(a, x)arrow f_{a}x$ is $C^{2}$ . We use the following notation,
$c_{\dot{*}}(a):=f_{a}^{i+1}(0)$ .
$\mathrm{o}$ Collet-Eckmann condition [CE83]: We say a unimodal map $f$ satisfies $(CE)_{n,\nu}$ if we
have $|Df^{k}(c\mathrm{o})|\geq e^{\nu k}$ for any $k\leq n.$
$\mathrm{o}$ Essential return, Bounded recurrence: 1 We say $n$ is not an essential return for $f_{a}$ if




Otherwise $n$ is called an essential return.
We say $f_{a}$ satisfies (BR)$)_{n}$ , $a$ if the following is true for all $k\leq n:$
$\sum$ $-\log$ $|c_{j}(a)|\leq\alpha k.$
$j:\mathrm{e}\mathrm{s}\mathrm{s}\mathrm{e}\mathrm{n}\mathrm{t}\mathrm{i}\mathrm{a}1$ return
$0\leq\leq$ k
$\mathrm{x}\mathrm{W}\mathrm{e}$ have temporarily and partly borrowed these formulations from $[\mathrm{T}\mathrm{s}\mathrm{u}93\mathrm{b}]$ .
1369 2004 85-120
86
HIROKI TAKAHASI GRADUATE SCHOOL OF SCIENCE, KYOTO UNIVERSITY
$\circ$ Cantor structure: We say a nested sequence $\{E^{(i)}\}_{i=0}^{n-1}$ of closed subsets of $\mathbb{R}$ has $(N, \beta)$
. Cantor structure of length $n$ if the following is true:
(i) $|E^{(0)}$ $|>0.$
(ii) $E^{(0)}=E^{(1)}=$ . .. ’ $E^{(N-1)}\neq\supset$) $E^{(N)}\supset\cdots|$
(ii) $|E^{(k)}$ $|-|E^{(k+1)}$ $|\leq e^{-\beta k}|E^{(0)}|$ .
Notice that $|$ $\mathrm{f}1_{0\leq i\leq}\mathrm{v}\mathrm{z}-1$ $E^{(i)}|>|E^{(0}$) $|(1- \sum_{i=N}^{n-2}e^{-\beta i})>0$ if we have $1- \sum_{i=N}^{\infty}e^{-\beta i}>0.$
$\mathrm{o}$ Proposition $\mathrm{A}(\mathrm{n})$ : If $f_{a}$ satisfies $(CE)_{n,\nu}$ and $(BR)_{n,\alpha}$ , then it also satisfies (CE)$)_{n+}$ i.e.
$\mathrm{o}$ Proposition $\mathrm{B}(\mathrm{n})$ : If $f_{a}$ satisfies $(CE)_{n,\nu}$ , then we have
$D_{1} \leq\frac{|\partial_{a}c_{n+1}(a)|}{|Df^{n+1}((c_{0}(a))|}\leq D_{2}$ .
$\mathrm{o}$ Proposition $\mathrm{C}(\mathrm{n}):\{\Omega^{(i)}\}_{i=0}^{n}$ $\mathrm{h}\mathrm{s}$ the $(N, \mathrm{d})$ . Cantor structure of length rz-l 1.
$\mathrm{o}$ (HYP): There exist $\lambda>0$ and $\delta>0$ such that we have $|Df_{a}^{n}z|\geq e^{\lambda n}$ for any $a\in\Omega$ ,
$n\geq 1$ ancl $\in I$ such that $\mathrm{z}$ , $f_{a}z$ , $\cdots$ , $f^{n-1}z\not\in(-\delta, \delta)$ .
@ (START): (i) $N$ is the smallest integer such that $\{c_{n}(a);a\in\Omega\}\cap$ $(\mathrm{i}\mathrm{i})\delta^{\iota})\neq\emptyset$ .
(ii) $|\{c_{N}(a); a\in\Omega\}|\geq\delta^{\iota}$.
(ii) $1-| \sum_{i=1}^{N}.,\frac{1}{(f_{a})(c\mathrm{o})}|>0$ $ia$ $\in\Omega$ .
(iv) $1-2\delta^{1-\iota}<e^{-\beta N}$ , $0<b$ $<1.$
3. RESULT
Main theorem. Suppose (HYP) holds for given $\{f_{a}\}_{a\in\Omega}$ , a $C^{2}$ family of unimodal maps.
There exists a finite set of inequalities $\{*\}:=\{(START), (A), (\mathcal{B}), (\mathrm{C})\}$ involving $\{f_{a}\}_{a\in\Omega}$ and
$(\delta, \lambda, N, \alpha, \beta, \iota, \nu, D1, D_{2})$ such that the following flowchart does not stop forever provided that
$\{*\}$ are satisfied.
Corollary. Suppose $\{f_{a}\}_{a\in\Omega}$ satisfies (HYP) and $\{*\}$ . Then
$| \{a\in\Omega : \lim_{narrow}\inf_{\infty}\frac{1}{n}\log |Df_{a}^{n}(c_{0})|\geq \nu\}|$ : $|\cap\Omega^{(n)}|>0n=0\infty$ .
If $a \in\bigcap_{n=0}^{\infty}\Omega^{(n)}$ , then $f_{a}$ has no per iodic attractor. There exists a set $A\subset I$ ofpositive Lebesgue
measure such that
$\lim\inf\log|\underline{1}Df_{a}^{n}(z)|>0$ for any $z\in A.$
$narrow\infty 72$
We remark that (HYP) is very crucial in our argument. This means that as far as derivative
growth along the critical orbit is concerned, we can restrict ourselves to take care of the time
when it falls inside $(-\delta, \delta)$ . It is reasonable to assume (HYP) at this moment due to ongoing
work by Kokubu et al. which will give a test algorithm in order to examine if a given $\{f_{a}\}_{a\in\Omega}$
satisfies (HYP).
We believe that if we assume certain additional computable inequalities, $f_{a}$ will be shown to
be non-uniformly expanding, i.e. there exists $\lambda_{e}>0$ such that
$\lim\inf\log|\underline{1})f_{a}^{n}(z)|>\lambda_{e}$ for $\mathrm{a}.\mathrm{e}$ . $z\in I.$
$narrow\infty n$
In particular, $f_{a}$ will admit an absolutely continuous invariant probability measure if $f_{a}$ is $C^{3}$ .
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$\Omega=:\Omega^{(0)}=\Omega^{(1)}=\cdots=\Omega^{(N-1)}$
$\ovalbox{\tt\small REJECT}_{\mathrm{B}}1\mathrm{s}\ovalbox{\tt\small REJECT}^{\mathrm{p}}\ovalbox{\tt\small REJECT}_{\mathrm{f}}^{\downarrow}\ovalbox{\tt\small REJECT}^{\mathrm{e}}\ovalbox{\tt\small REJECT}\downarrow \mathrm{s}\mathrm{e}\mathrm{d}\mathrm{a}\mathrm{n}$
an
$\mathrm{a}1$ an
4. PROOF OF THE MAIN THEOREM.
Due to the structure of the above flowchart, it suffices to show the next three:
Lemma 1. (HYP), (START), and (A) imply Proposition { $(\mathrm{y}\mathrm{g})$ for any $n\in$ N.
Lemma 2. (HYP), (START), (A), and (B) imply Proposition $B(n)$ for any $n\in$ N.
Lemma 3. (HYP), (START), (A), (B), (C), $A(n-1)$ , and $B(n)$ imply Proposition $C(n)$ for
any $n\in$ N.
We shall concentrate on the proof of Lemma 1, in which we will exploit the key notion of
binding introduced in $[\mathrm{B}\mathrm{C}85,91]$ .
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Abstract
We give a detailed proof of the Jacobson theorem by making $\mathrm{s}\mathrm{u}\mathrm{b}\mathrm{s}\mathrm{t}\mathrm{u}\mathrm{t}\ddagger \mathrm{U}$ modifica
tions of the argument recently developed by Stefano Luzzatto.
1 Introduction
$1\mathrm{h}$ the study of dynamical systems, persistence of an invariant measure is an important
problem. More specifically, let $f_{\mu}$ : $Narrow N$ be a map from a compact interval $N$ to itself
which is parmeteizd by $\mu\in A\subset L$ One is interested in whether the set of parameter
values corresponding to maps which carry an absolutely continuous invariant probability
meaeure–ac.i.p.–has positive Lebesgue measure.
A breakthrough in this direction is due to M. Jacobson [Ja] on the logistic family $f_{a}(x)=$
$x^{2}-a$ .
Theorem (Jacobson). There exists a parameter set with positive Lebesgue measure for
which the corresponding map $f_{a}$ admib an absolutely continuous invariant probability mea-
sure. In addition, $a=2$ is a density point of such parameters.
The central part of the proof given in his paper is an inductive construction, for a positive
measure set of parameter values, of an induced Markov map which implies the existence of
an a.c.i.p. Since this pioneering work, the subject of persistence of an a.c.i.p. in One
dimensional families has been under intense research, and there are numerous alternative
proofs or generalizations of the Jacobson theorem available.
M. Benedicks & L. Carleson [BC85], [BC91] gave an alternative proof which involves
inductive parameter selection, aimed at $\mathrm{a}\mathrm{t}\mathrm{t}\dot{\mathrm{m}}$ing the $\mathrm{C}\mathrm{o}\mathrm{l}\mathrm{l}\mathrm{e}\mathrm{t}-\ovalbox{\tt\small REJECT}$ condition (ffl), an
exponential growth condition of the derivative dmg the critical orbit [CE], for the remaining
large parmeter set.
On the other hand, J. Guckenheimer [Gu] and $\mathrm{J}$-C. Yoccoz [YOc91], [YOc99] did not ask
for (CE). The proof of Yoccoz is similar in flavor to Jacobson’s.
Contrary to these, M. Tsujii $[\mathrm{T}\mathrm{s}\mathrm{u}93\mathrm{b}]$ took a completely different approach. He aban-
doned the use of an inductive argument. Instead, he estimated the Lebesgue measure of
“bad sets” for which the corresponding maps violate (CE). Further, $[\mathrm{T}\mathrm{s}\mathrm{u}93\mathrm{a}]$ generalized
the Jacobson theorem to multimodal families with non-degenerate critical points.
The primary reason why vast attention has been given to just one theorem is that
necessary arguments are complicated and hence proofs cannot be simple, in spite of the
great importance of the statement.
$1\mathrm{T}M$ paper was submitted as a master thesis of the author.
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Among those and other approaches, we would like to focus on the alternative recently
given by S. Luzzatto [Lu]. His philosophy resembles Benedidcs & Carleson approach, in
the sense that it aims at attaining (CE) for a large set of parameter values by inductive
parameter selection. However, Luzzatto’s construction is both cleaner and more intuitive
than the original work of Benedicks & Carleson.
One key difference is the simplification of imposed conditions which selected parmeters
are required to satisfy. To attain sufficient growth of the derivative along the orbit of the
critical point, we need to impose some conditions on selected parmeters. $\mathrm{h}$ [BC91], they
require two conditions (214) and (BA), which makes the inductive process considerably
complicated. On the other hand, Luzzatto imposes just a single condition (BR) , which
effectively combines the previous two conditions.
Upon reading Luzzatto’s proof, however, the author was unable to reconstruct some of
the arguments not explicitly given in his paper. This read him to construct substantial
modifications of some portions of the proof.
The present paper provides these modifications of Luzzatto’s argument and establishes a
consistent proof. This attempt will hopefully help to clarify several works on H\’enon family
[BC91], [WYOI], and reformulate their arguments in terms of Luzzatto’s approach.
The organization is as follows. \S 2 gives a statement of Luzzatto’s formulation of the
Jacobson theorem. \S 3 explains significance of revisiting $\mathrm{o}\mathrm{n}\triangleright \mathrm{d}\mathrm{i}\mathrm{m}\mathrm{e}\mathrm{n}\mathrm{s}\mathrm{i}\mathrm{o}\mathrm{f}\mathrm{f}\mathrm{i}$ argument in terms
of a future perspective. In \S 4, we briefly explain delicate issues in Luzzatto’s argument
as well as strategies for overcoming them. From \S 5 to \S 10, we basically follow Luzzatto’s
argument, but making substantial modifications. The entire proof is essentially divided into
two parts. In the first part from fi5 to \S 7, we carry out inductive parameter selection to
obtain good parameter values satisfying $BR(\alpha,\delta)$ . In the second part from \S 8 to filO, we
show that this parameter set has positive Lebesgue measure.
2 Statement of the result
We deal with the logistic family
$f_{a}(x)=x^{2}-a.$
In what follows, we will introduce some system constants $0<\hat{\lambda}<\log 2$ , $Ot>0$ , $\iota$ $>0$, $\kappa$ $>0,$
$\delta>0$ and $\epsilon>0,$ chosen in this order. For the parameter interval $\Omega_{\epsilon}:=[2-\epsilon,2]$ and each
$j\in$ N, define the map $c\mathrm{j}$ : $\Omega_{\epsilon}arrow[-2,2]$ by $c_{j}(a):=f_{a}^{\mathrm{j}+1}(0)$ and let A $:=(-\delta,\delta)$ .
Definition, $a\in\Omega_{e}$ satisfies the bounded recurrence condition $BR(\alpha,\delta)_{n}$ if
$\mathrm{c}\mathrm{s}(.\overline{a)}\in\Delta\sum_{*0}^{k}1_{\mathfrak{B}}|\mathrm{c}_{\mathrm{t}}(a)|^{-1}\leq ak$
holds for all $0\leq k$ $\leq n.$ For convenience we also allow to say $f_{a}$ satisfies $BR(\alpha, \delta)_{n}$ .
Theorem (Luzzatto). Define
$\Omega_{\epsilon}^{*}:=$ { $a\in\Omega_{\epsilon}$ : $f_{a}$ satisfies $BR(\alpha,\delta)_{n}$ for all $n\geq 0$}.
Then, for arbitrarily small $\alpha$ $>0,$ there exists $\delta>0$ such that
$e arrow 0\mathbb{I}\mathrm{m}\frac{|\Omega_{\epsilon}^{*}|}{|\Omega_{\epsilon}|}=1.$
The Jacobson Theorem follows from this theorem, since $BR(\alpha,\delta)$ implies the Collet-
$\ovalbox{\tt\small REJECT}$ condition as shall be seen later.
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3 Historical developments surrounding the Jacobson the-
orem
One of the main branches in the theory of dynamical systems is to classify generic diffeomor-
phisms. In this direction, S. Smale conjectured in the early sixties that in any dimension,
the class of uniformly hyperbolic systems exhausts topologically almost all possibilities. But
it turned out to be false as proven by S. Newhouse [Ne70], J. Palis & M. Viana [PV] with
$C^{2}$-topology, and M. Shub [S], R. Man\"e [M], C. Bonatti & L. J. Diaz [BD] in any dimension
greater than 2 with $C^{1}$-topology. Therefore, it becomes important to study the complement
of uniformly hyperbolic systems. Here, by uniformly hyperbolic systems, we mean a diffe0-
morphism whose non-wandering set admits an invariant splitting of the tangent bundle into
uniformly expanding and contracting directions.
One of the known mechanisms which destroy hyperbolicity is the presence of folding
where stable and unstable directions are mixed, or roughly speaking, homoclinic tangencies,
a counterpart of critical points in unimoffi or multimodal maps.
In spite of the presence of the above mechanism, systems may support some degree of
hyperbolicity in terms of Lyapunov exponents and Oseledec decomposition. This broader
notion is called nonuniform hyperbolicity. In particular, the existence of a strange attractor–
a nonuniformly hyperbolic set attracting many” orbits –implies sensitive dependence on
initial conditions in observable region, and hence an observable chaotic behavior. Such
systems are most likely meager in topological sense, due to $C^{2}$-Newhouse phenomenon. This
means that measure theoretical persistence with respect to generic arcs of diffeomorphisms
should be discussed. In the famous case of Henon families, many systems were shown to
have a strange attractor [BC91], [WYOI]. However, as can be imagined from their works, it
is very hard in general to show this sort of persistence for given nonhyperbolic systems.
Note that the techniques developed in [BC91], [WYOI] are in many respects based on
one dimensional arguments concerning the Jacobson theorem. This means one cannot com-
prehend their results without having $\mathrm{o}\mathrm{n}\triangleright \mathrm{d}\mathrm{i}\mathrm{m}\mathrm{e}\mathrm{n}\mathrm{s}\mathrm{i}\mathrm{o}\mathrm{f}\mathrm{f}\mathrm{i}$ techniques at one’s disposal.
4 Delicate issues to be considered
We mainly consider two delcate issues in Luzzatto’s argument. One is related to the induc-
tive construction of the nested sequence of parameter sets $\{\Omega^{(n)}\}_{n\geq 0}$ and the other concerns
measure estimate of their intersection. For the sake of a precise description, some technical
terms shall be used prior to their definitions. In particular, the reader should be referred to
Lemma 5.3, 5.4 and \S 6.1, fi6.2.
4.1 Return and escape, binding, bounded distortion
Let $\omega^{(\nu)}‘\in \mathcal{P}^{(\nu_{i})}$ , $\nu_{\dot{*}-1}<$ \mbox{\boldmath $\nu$}.$\cdot$ be two consecutive (essential) returns or (essential or substantial)
escapes of $\omega^{(\nu:)}$ . By the inductive construction, there exists a parmeter interval $\omega^{(\nu)}:-1\in$
$\mathcal{P}^{\mathrm{t}^{\mu}:-1})$ containing $\omega^{(\nu)}$: . In other words, $\omega^{(\nu_{l})}$ is obtained by deleting bad parmeters from
$\omega"-1)$ which violate $\mathrm{f}\mathrm{f}\mathrm{l}(\alpha,\delta)_{\nu}‘$ . To conclude $| \bigcap_{n\geq 0}\Omega^{(n)}|>0$ , it is crucial to estimate the
ratio $|$ ($\omega(’:)$ $|/|\omega^{(\nu)}’-\mathrm{u}$ $|$ . $\mathrm{h}$ general, the length of a parameter interval at $n$-th inductive step
gets smaller and smaller as the induction proceeds, and hence we need a bounded distortion
argument concerning the map $c_{\mathrm{j}}$ : $\Omega_{\epsilon}arrow[-2,2]$ . That is to say, the estimate of the above
ratio is reduced to considering the quantity
$\frac{|c_{\mathrm{j}}(\omega^{(\nu_{1})})|}{|c_{j}(\omega^{\mathrm{t}^{y_{l-1}})})|}$
for some appropriate $j\in$ N. By the construction, one can easily see that if $\nu_{|-1}$. is either
an essential return or an essential escape, then $c_{\nu j-1}$ $(\omega^{(\nu_{l-}’)})$ occupies an element of the
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partition $\mathrm{I}^{+}$ . Hence we can easily estimate the length $|c_{\nu}‘-1(\omega^{(\nu_{j-1})})|$ . However, this is not
enough. $|c_{\nu:-1}$ $(\omega^{()}:-1)\nu|$ is too smal to estimate the ratio.
In the case where $\nu_{\dot{l}-1}$ is an essential return, Luzzatto has overcome this “small denom-
inator problem” by showing that the bounded distortion property holds until the end of a
binding period [Lu; Lemma 5.2], and by deriving a uniform expansion property during the
period [Lu; Lemma 4.3]. Now, a binding period pi-i is associated to the essential return
$\nu_{\dot{*}-1}$ , and some derivative growth during the period contributes to uniform expansion of the
size of the image via $c_{\nu-1}‘+_{\mathrm{P}:-1}+1$ , which is much greater than $|c_{\nu:-1}$ $(\omega^{\mathrm{t}^{\nu-1})}‘)|$ . Namely, we
have
$|\mathrm{C}_{\nu+p:-\mathrm{z}+1(\omega^{\mathrm{t}^{y:-1})})|\mathit{2}}:-1$ $|\epsilon_{\nu_{-}1}‘(\omega^{(\nu\dot{.})}-1)|^{8\beta}\gg|c_{\nu}:-1$ $(\omega^{\mathrm{t}^{\nu\dot{.}-1})})|$ ,
where $\beta=\alpha/\lambda<<1.$
On the other hand, if $\nu_{*-1}$. is an $\mathrm{e}\mathrm{s}\mathrm{s}\alpha \mathrm{l}\mathrm{t}\mathrm{i}\mathrm{a}\mathrm{l}$ escape, the same argument does not work in the
context of Luzzatto’s argument, since a binding period of essential escapes was not defined.
In order to fix this problem, we have defined a binding period of essential escapes and
modified the bounded distortion argument [Lemma 9.1] so that it can deal with essential
escapes. What we want to concude is the following:
Proposition. Let $\omega\in \mathcal{P}^{(\nu)}$ , $\nu$ an essential escape, anti $p$ be the corresponding binding
period. Then, there exists a constant $D=D(\delta)$ such that
$\frac{|d_{k}(a)|}{|d_{k}(b)|}\leq D$
for any $a,b\in ci$ and $0\leq k$ $\leq\nu+p+1.$ In addition, $D$ stays bounded as a $arrow 0.$
There is no obstruction to defining a binding period of $\mathrm{a}\mathrm{e}8\mathrm{m}\mathrm{t}\mathrm{i}\mathrm{a}\mathrm{l}$ escapes, because the
notion of binding or a binding period, a replication process of the critical orbit introduced
in [BC85], is purely topological, and both return and escape are topologicaly equivalent in
the sense that at these times the orbit of the critical point comes close to the critical point.
There is, however, a serious obstruction to extending the bounded distortion argument
to essential escapes. To illustrate this, let $\nu’<\nu$ the last Bee return before $\nu$ and $d$ be its




Suppose that $c_{\nu}(\omega)$ is very close to the boundary of $\Delta^{+}=(-\delta^{\iota},\delta^{\iota})$ , namely, $|c_{\nu}(\omega 1$ $\sim$
$(e^{-r_{l+}}-e^{-\mathrm{C}^{\mathrm{p}_{\mathrm{J}}}+1)}+)/r_{\delta^{+}}^{2}$ . Then, an upper bound of the numerator is given by
$|c_{\mathrm{j}}(\omega)|\leq e^{\dot{\lambda}(\nu-j)}|c_{\nu}(\omega 1 \sim e^{\dot{\lambda}(-j)}’(e^{-\prime_{\iota+}}-e^{-(r_{s+}+}1))/7$$s+2$ .
One can easily see that the right hand side has the order $\underline{\mathrm{h}\mathrm{i}}\Phi \mathrm{e}\mathrm{r}$ than 6, since 8 is taken after
$\iota$ is specified. On the other hand, since $\nu’$ is a return, $c_{j}(\omega)$ may come close to the boundary
of A for some $\nu’+p’+1\leq j\leq\nu-1,$ and hence the denominator is not compatible with
the numerator as 6 tends to 0, which leads to failure of the argument.
This problem is overcome by specifying the above $j$ as an inessential escape with its
binding period, and accordingly decomposing the above sum into pieces to estimate them
one by one. More specifically, let $\mu_{1}<$ $\mathrm{P}\mathrm{t}$ , $\cdot$ .. $’<$ $\mathrm{p}$ be all inessential escapes between $\iota \mathit{4}+p’$









$+ \sum_{k=1}^{u-1}\sum_{=j\mu \mathrm{k}+p\iota+1}^{\mu_{k+1}+\mathrm{p}_{k+1}}\frac{|c_{j}(\omega)|}{\inf_{a\in\iota v}|\mathrm{c}_{j}(a)|}+\sum_{j=\mu_{\mathrm{u}}+\mathrm{p}_{u}+1}^{\nu}\frac{|c_{j}(\omega)|}{\inf_{a\in\omega}|c_{j}(a)|}$,
which enables more detailed analysis to obtain a proper distortion constant.
However, we need to consider how other parts of the entire argument in [Lu] are afficted
by these considerations. For example, there is a chance that what Luzzatto oegardd as an
inessential return turns out to be a bound return associated with the previous essential or
inessential escape (we have observed that such cases do not happen in rgity [Sublemma
7.1.3.]). In all, it is necessary to examine how several types of these recurrent times are
distributed in the history of a time sequence. This shall be thoroughly discussed in \S 6,\S 7.
For convenience, we make it a rule to refer to both essential and inessential escapes as
escapes, in order to make clear the difference ffom substantial escapes.
These crucial arguments, together with other minor $\mathrm{n}$ odifications, will allow us to deal
with escapes and returns similarly when estimating the Lebesgue measure of parameter sets.
It seems difficult to find another way to deal with escapes. Finally, we stress that substantial
escapes must be treated differently.
4.2 Extension of the period during which BR holds
Suppose that $f_{a}$ satisfies $BR(\alpha,\delta)_{k}$ and $c_{k}(a)\in(-2\delta^{\iota}, 2\delta^{\iota})$ . After the recurrence, the orbit
keeps track of its initial piece during the binding period. Hence, it is expected that $f_{a}$ satisfies
$BR(\alpha,\delta)_{k+\mathrm{p}}$ . This is, however, not true. Nevertheless, we can ensure that the period during
which $BR$ holds is properly extended, in order to proceed the inductive argument. This is
formulated in Lemma 5.4. The difficulty for proving the lemma is to find a way to cope
with the situation in which two bound orbits fall separately, one inside the neighborhood A
and the other outside A. This can be manipulated by introducing the regularity of bound
returns and weakening the condition $BR$. More specifically, we treat both $BR(\alpha,\delta)_{n}$ and
$B\mathrm{R}(5a, \delta)_{n}$ ffom situation to situation.
We remark that a similar argument, suggested by a comment made by Luzzatto [Lu;
Sublemma 5.1.3] works. He argued that one can avoid the above problems, by slightly
modifying the definition of $BR$, namely one should shrink the critical neighborhood IS as
the induction proceeds. However, even if this modification were valid, it does not work in
higher dimensional cases. For instance, consider the Hion family
$H_{a,b}$ (x, $y$) $=(1-ax^{2}+y, bx)$ .
In order to have an analogy with one dimensional argument, one must shrink the dissipation
$b>0$ as much as neoeaeuy, keeping the size of a neighborhood of critical regions. These
arguments are seen in [BC91] and [WYOI].
5 Preliminary lemmas
Let $\beta_{a}$ denote one of the fixed points of $f_{a}$ bigger than the other. Put
$K_{a}:=\cap f_{a}^{-n}([-\beta_{a},\beta_{a}])n\geq 0$ ’
which equals $[-\beta_{a},\beta_{a}]$ if and only if $a\in[-1/4,2]$ .
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5.1 Hyperbolic behavior
Lemma 5.1. For all $0<\hat{\lambda}<\log 2$ and $\delta>0$ small there exist constants $\epsilon$ $>0$ and $C_{\delta}>0$
such that the following hold for any $a\in\Omega_{\epsilon}$ . If $x\in K_{a}$ satisfies $x$ , $f_{a}(x)$ , $\cdots$ , $f_{a}^{n-1}(x)\not\in$ $\Delta$ ,
then
$|(f:)’(x)|\geq C_{\delta}e^{\dot{\lambda}n}$ (1)
In addition, $|.f|7\mathrm{r}(@1$ $\leq|x|$ , then
$|(f:)’(@)|\geq e^{\hat{\lambda}n}$ . (2)
Let $\iota$ $>0$ be such that $\iota$ $< \frac{4\alpha}{\lambda-2a}<1.$ If $|z|$ , $|f\mathrm{r}(x)|\leq 2\delta^{\iota}$ , then we have
$|(f\mathrm{r})’(x1$ $\geq\frac{1}{2}e^{\lambda}\dot{n}$ . (3)
Pmof. Let $g_{2}$ be a continuous map from [-1, 1] to itself defined by
$g_{2}(\theta)=\mathrm{s}\mathrm{p}(\theta)2\theta-1.$
Then $f_{2}$ is conjugate to $g_{2}$ via a homeomorphism
$h:[-1,1]arrow[-2,2]$ : $h( \theta)=2\sin\frac{\pi\theta}{2}$ ,
Le. $g_{2}=h^{-1}\circ f_{2}\circ h$. Let $g_{a}=h^{-1}\circ f_{a}\circ h|_{h^{-}(K_{a})},$ . Then by the chain rule
$|(f \mathrm{r})’(x1 =|(\mathit{9}^{\mathrm{r}}:)’(h^{-1}(x))|\cdot\frac{|h’(g}{|h},na(h^{-1}(x))|(h^{-1}(x)))|$.
Now we estimate the first term. Define
$D(\epsilon,\delta):=\cup aa\in\Omega_{*}$
$\mathrm{x}h^{-1}(K_{a}\backslash \Delta)$
and let $G(a,\theta)$ be a $C^{2}$ map from $\mathcal{D}(\epsilon,\delta)$ to itself defined by $G(a,\theta)=g_{a}(\theta)$ . For each
$\theta\in h^{-1}$ $(K_{a}s\Delta)$ , we use the mean value theorem to $\mathrm{o}\mathrm{b}\mathrm{t}\dot{\mathrm{m}}$
$| \frac{\partial G(2,\theta)}{\partial\theta}-\frac{\partial G(a,\theta)}{\partial\theta}|=|\mathrm{t}\mathrm{i}(0)$
$-g_{a}’( \theta)|\leq\sup_{\in(a,\theta)D(\epsilon,\delta)}|lJ_{\alpha}\mathit{8}_{\mathit{0}}g_{a}(\theta)|\cdot\epsilon<\epsilon M,$
where $M>0$ is some constant. Hence, for any given $0<\hat{\lambda}<\log 2$ , we can find $\epsilon$ such that
$\log(2-\epsilon M)\geq\hat{\lambda}$. Ebr such $\epsilon$ and arbitrary $a\in\Omega_{\epsilon}$ , we have $|(ga)$ ’(e1 $\geq 2$ - $\epsilon M$ . On the
other hand, the assumption that $x$ , $\cdots$ , $f_{a}^{n-1}(x)$ \not\in $\Delta$ means $h^{-1}(x)$ , $\cdots$ , $g^{n-1}(h^{-1}(x))\in$
$h^{-1}(K_{a}\mathrm{s}\Delta)$ . This fact and the chain rule give $|(g_{a}^{n})$ ’ $(\theta)|\geq e^{\dot{\lambda}n}$ .
Next we estimate the second term. By the fact that $h’$ is an even function, $h’(\theta)>0$ on
(-1, 1), $h’(0)=0$ and $h’(\theta)<0$ on (-1, 1), we immediately get (2). Concerning (3), let 6
be sufficiently small so that $|h$’ $(h^{-1}(x))-h’(h^{-1}(y))|<\pi[4$ if $|x-y|<2\delta^{\iota}$ , and $h’(h^{-1}(x))\mathit{2}$
$\pi/2$ if $|x|\leq\delta^{\iota}$ . Then $|f\mathrm{r}(x1,$ $|x|\mathrm{S}$ $2\delta^{\iota}$ impUes $|h’(h^{-1}(f_{a}^{n}(x)))$ $-h’(h^{-1}(x))|<$ $\mathrm{t}\mathrm{t}/4$. By the
triangle inequality we have
$, \frac{|h’(g_{a}^{n}(h^{-1}(x)))|}{|h(h^{-1}(@))|}>\frac{1}{2}$ .
95
It remains to show (1). One can easily see that there is nothing to prove if the orbit
stays in the region $\{|x|\geq e^{\hat{\lambda}}[2\}$ . Suppose that $|f:(x)|<e^{\dot{\lambda}}[2$ for some $i\leq n.$ Then we
clearly have $|f_{a}^{n}(x)|\leq 2-\delta^{2}$ . Therefore, by the properties of $h$ as above, we can conclude
$, \frac{|h’(g_{a}^{n}(h^{-1}(x)))|}{|h(h^{-1}(x))|}\mathit{2}$ ’,$\frac{|h(h^{-1}(2-\delta^{2})|}{|h(h^{-1}(0))|}=\cos\frac{\pi}{2}h^{-1}(2-\delta^{2})$.
As a consequence, we may set
$C_{\delta}$ $:=\mathrm{m}\mathrm{i}$. $\{\infty \mathrm{s}$ $\frac{\pi}{2}h^{-1}(\delta^{2}-2)$ , $1/2\}$ ,
which is equal to $\infty \mathrm{s}$ $\frac{\pi}{2}h^{-1}(\delta^{2}-2)$ for small $\delta$. $\square$
The proof is very specific to the real quadratic family, but a similar conclusion holds for
maps whose critical point is non-recurrent. See [DV].
Corollary 5.1.1. For all sufficiently mall $\epsilon>0,$ $a\in\Omega_{e}$ and $k\geq 1$ such that $f_{a}$ satisfies
$BR(\alpha,\delta)$ , we have
$|(f*+1)$’(a(a)1 $\geq e^{\lambda(k+1)}$
where A $:=\hat{\lambda}-$ 2a.
Proof. Let $N(\epsilon)\in \mathrm{N}$ be large so that we have $C_{\delta}(3.5/e^{\overline{\lambda}})^{N\{\epsilon)}\geq 1,$ and $|(fa|.)$ ’(co (a)) $|\mathit{2}$ $(3.5)^{:}$
for any $:\leq$ N(e) $a\in\Omega_{\epsilon}$ . Let $0<N(\epsilon)$ $<\nu_{1}<$ . . . $<\nu_{*}\leq k$ be the sequence of times such
that $c_{\nu_{i}}(a)\in\Delta$ . By the chain rule
$(f_{a}^{k+1})’(\mathrm{q}(a))=(f_{a}^{N})’(\mathrm{q}(a))(f_{a}^{\nu_{1}-N})’(c_{N}(a))(f_{a}^{\nu \mathrm{a}-\nu_{1}})^{l}(c_{\nu_{1}}(a))$ .. .
... $(f_{a}^{\nu.-\nu.-1})’(c_{\nu\iota-1}(a))(f_{a}^{\mathrm{t}+1-\nu}.)’(c_{\nu}.(a))$ .
Letting $\nu_{0}:=N(\epsilon)$ we have
$|(f_{a}^{\nu\dot{.}-\nu:-1})’(c_{\nu_{*-1}}.(a))|\geq e^{\hat{\lambda}(\nu-(+1))}"-1|\nu f_{a}’(c_{\nu_{*-1}}.(a))|$
for $i=1$ , $\cdot\cdot$ . , $s$, by (2) of Lemma 5.1. Concerning the last remaining part, we use (1) of
Lemma 5.1 to $\mathrm{o}\mathrm{b}\mathrm{M}^{\cdot}\mathrm{n}$
$|(f_{a}^{k+1-\nu}$. $)’(c_{\nu}.(a))|\geq C_{\delta}e^{\dot{\lambda}(k+1-(\nu.+1))}|f_{a}’(c_{\nu=}(a))|$ .
Putting these together yields
$|(fak+1)$ ’(co (a)) $|\mathit{2}$ $C_{\delta}(3.5)^{N}e^{\dot{\lambda}(k+1-N-\iota-1)} \prod_{j=0}^{*}|f:(c_{\nu_{j}}(a))|$
$\geq e^{\dot{\lambda}(k+1)}e^{-\iota\dot{\lambda}}e^{-\alpha k}\geq e^{\dot{\lambda}(k+1)}e^{-2ak}\geq e(\mathrm{i}-2a)(\ 41)$ ,
where we have used the following:
$s\hat{\lambda}<$
$s1_{\mathfrak{B}} \delta^{-1}<.\sum_{\Leftarrow 1}^{\iota}\log|c_{\nu:}|^{-1}\leq\alpha k.$
$\square$
Corollary 5.1.2. For the system constants including $\epsilon$, tOe have
$|(f_{a}^{k+1})’(\mathrm{c}_{0}(a))|\geq e^{(\dot{\lambda}-10\alpha)(k+1)}$ ,
provided $f_{a}$ satisfies $B\mathrm{R}(5\alpha,\delta)_{k}$ .
ee
5.2 Similarity between critical curves evolution and phase space
dynamics
Lemma 5.2. For all $a\in$ Q. and all $k\geq 1$ such that $f_{a}$ satisfies $BR(5\alpha,\delta)_{k}$ we have
$\frac{1}{2}\leq\frac{|d_{k+1}(a)|}{|(f_{a}^{k+1})^{r}(\mathrm{q}(a))|}\leq 2.$
Proof of Lemma 5. $\ell$. Fir each $1\leq:\leq k$ $+1,$ define a map $F$ : $\Omega_{\epsilon}\mathrm{x}K_{a}arrow K_{a}$ by a recursive
formula $F_{1}(a,x)=f_{a}$(x) and $F_{\dot{\iota}}(a$ , $ $)$ $=F_{1}(a, f’-1(x))$ . Letting $x$ $=\mathrm{q}(a)$ we have
$d_{\dot{*}}(a)=\partial_{a}F_{\dot{1}}(a,\mathrm{q}(a))=\partial_{a}F_{1}(a,f_{a}^{\dot{*}-1}(’ \mathrm{o}(a)))$ $=-1+f_{a}’(e\iota-1(a))d_{\dot{*}-1}(a)$ .
Applying this equality recursively for $:=1$, $\cdot$ $\cdot$ . , $k$ $+1,$ we have
$-d_{k+1}(a)=1+f_{a}’(c_{k}(a))+f_{a}’(c_{k}(a))f_{a}’(c_{k-1}(a))+\cdots$
$...+f_{a}’(c_{k}(a))f_{a}’(c_{b-1}(a))\cdots f;(c_{1}(a))f_{a}’(\mathrm{q}(a))$ .
By the Corollary 5.1.2, it is possible to divide both sides by $(f_{a}^{k+1})’(\mathrm{q}(a))\neq 0$ and we
obtain
$- \frac{d_{k+1}(a)}{(f_{a}^{k+1})’(\mathrm{q}(a))}=1+.\sum_{\Leftarrow 1}^{k+1}\frac{1}{(f_{a}^{\dot{l}})’(\mathrm{q}(a))}$ .
RaeaU that we have chosen a large number $N(\epsilon)$ satisfying $(f_{a}^{\dot{1}})’(\mathrm{q}(a))\leq-(3.5)^{:}$ for any
$i\leq$ N(e). Therdore we have $N(\epsilon)<k$ $+1$ and, if necessary, we can make $\mathrm{J}\mathrm{V}(\mathrm{c})$ larger by
letting $\epsilon$ small so that







Applying Corollary 5.1.2, the right hand side of the above can be estimated from below by
1-
$.$
$\sum_{*=1}^{N(\epsilon)}.\cdot\frac{1}{(f_{a})’(\alpha(a))}-.\sum_{\subset N(\epsilon)+1}^{k+1}$ $\cdot\frac{1}{(f_{a}^{*})’(\mathrm{q}_{1}(a))}\geq 1-\sum_{\fallingdotseq 1}^{N(\epsilon)}3.5^{-:}-.\cdot\sum_{=N(\epsilon)+1}^{k+1}e^{-\lambda}$
$\geq 1-.\sum_{\Leftarrow 1}^{\infty}3.5^{-:}-.\sum_{\Leftarrow N(\epsilon)+1}^{\infty}e^{-\lambda}\geq 1-\frac{2}{5}-\frac{1}{10}\geq\frac{1}{2}$ .
An upper bound is easily $\mathrm{o}\mathrm{b}\mathrm{t}\dot{\mathrm{m}}$ed by
$\frac{|d_{k+1}(a)|}{|(f_{a}^{k+1})’(\mathrm{q}(a))|}\leq 1+.\sum_{\Leftarrow 1}^{\infty}e^{-\lambda:}<2.$
$\square$
Corollary 5.2.1. Let $\omega$ $\subset\Omega_{\epsilon}$ be an interval such that any $a\in\omega$ satisfies $BR(5\alpha,\delta)_{k}$ . Then
for all $1\leq i\leq j\leq k$ $+1$ there $n\cdot su$ $\xi\in$ ci such that
$\frac{1}{4}|(f_{\xi}^{j-:})’(e_{i}(\xi))|\leq\frac{|\omega_{i}|}{|\omega_{\dot{*}}|}\leq 4|(f_{\xi}^{j-:})’(c_{i}(\xi))|$.
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Proof. This is an immediate consequence of the previous lemma and the mean value theorem.
By Lemma 5.2, the map $C$: is a diffeomorphism on $\omega$ . Hence, we can consider the inverse
$c_{\dot{*}}^{-1}$ , and by the mean value theore $\mathrm{m}$ , there exists some $\xi_{i}\in\omega_{}$ such that
$|\omega_{j}|$ $=|$ $(c_{j}ci-1)$ ’(gi) $||\omega_{\mathrm{i}}|$ .
Letting $\xi:=c_{\dot{*}}^{-1}(\xi_{\dot{*}})$ and by the chain rule we have
$\frac{|\omega_{j}|}{|\omega_{\dot{*}}|}=\frac{|d_{j}(\xi)|}{|d_{}(\xi)|}$ .
Applying Lemma 5.2 again and the chain rule gives the conclusion. 0
Corollary 5.2.2. Suppose the system constants $\hat{\lambda}$ , $\alpha$ , $\iota,\delta$ have been specified. One can choose
$\epsilon>0$ in such a way $\hslash at$ $|c_{\mathrm{j}}(a1$ $\geq e^{-\alpha k}$ holds for any $a\in\Omega_{\epsilon}$ satisfying $BR(\alpha,\delta)_{k}$ .
Proof. Let $M(\delta)$ be the minimum integer such that $e^{-aM(\delta)}<\delta$. In other words, $M(\delta)$ is
the first time when $f_{a}$ satisfying $BR(\alpha,\delta)_{M(\delta)}$ can have a return to A. According to this
$M(\delta)$ , choose $\epsilon$ so that
2-2 $\cdot 4^{\dot{*}}\epsilon\geq e^{-\alpha\dot{*}}$ for $j=0$, $\cdots$ , $\mathrm{M}\{5)-$ $1$ .
One can chedc that this is always possible for arbitrarily large $M(\delta)$ . If $:\geq M(\delta)$ and $f_{a}$




By Lemma 5.2, it holds that
$\epsilon\sup_{a\in\Omega_{\epsilon}}|\mathrm{c}3(a)|\leq 2\epsilon\sup_{a\in\Omega_{\epsilon}}|\mathrm{V}\mathrm{o})$
’ $(\alpha(a))|<2\cdot 4^{:}\epsilon$ ,
and therefore we $\mathrm{o}\mathrm{b}\mathrm{t}\dot{\mathrm{m}}$




The next lemma introduces the notion of binding. This notion and Lemma 5.1 are key
ingredients to ensure derivative gowth along the orbit of the critical point. The derivative
grows exponentially as long as the orbit stays outside A. Once the orbit falls inside $\Delta$ ,
the derivative may become very small. However, loss of the derivative is to some extent
compensated by shadowing some initial piece of the orbit during which the exponential
growth has already been guaranteed.
Lemma 5.3. Suppose that $c_{k}(a)\in(-2\delta^{\iota},2\delta^{\iota})$ , and $f_{a}$ satisfies $BR(\alpha,\delta)_{k}$ . Introducing new
system constant $0<\kappa$ $<1,$ we can specify some integer in the following way:
$p(a,k)$ $:=\mathrm{m}\mathrm{i}\cdot\{: \in \mathrm{N}:|\gamma \mathrm{J} \geq\kappa e^{-2a:}\}$ .
Here, $\gamma:=[0;c_{k}(a)]$ , $Y_{i}$ $:=f_{a}^{j+1}(\gamma)$ and we denote by $[0; c_{k}(a)]$ the interval whose two
endpoints are 0 and $c_{k}(a)$ . Then $p=p(a,k)$ has the following $pmpe\mathcal{H}ies$:
$\log|c_{k}(a)|^{-1}\leq p\leq\frac{2}{\lambda}\log|c_{k}(a)|^{-1}$ , (4)
$|(f\mathrm{r}^{1})’(C*(a)1 \geq|C*(a1^{5\beta-1}, (5)$
$|(f* 1)’(c_{k}(a)1 \geq e^{\frac{\lambda(*+1)}{6}}, (6)$
where $\beta:=\alpha$f $\lambda$ .
$\mathrm{e}\mathrm{a}$
We call $p(a, k)$ the binding period associated to the recurrence $c_{k}(a)$ . A proof requires
the following distortion lemma during the binding period.
Sublemma 5.3.1. Suppose that $c_{k}(a)\in(-2\delta^{\iota}, 2\delta^{\iota})$ and that $f_{a}$ satisfies $BR(\alpha,\delta)_{k}$ . Then,
for all $\mathrm{y}\mathrm{o}$ , $\mathrm{a}$ $\in\gamma 0$ and $0\leq:\leq\hat{p}+1$ , $oe$ have
$\frac{|(f_{a}^{})’(z_{0})|}{|(f^{\dot{l}})(y_{0})|},\leq\exp(\frac{1}{(1-e^{-\alpha})^{2}})=:D_{\alpha}$ ,
where $\hat{p}:=\min\{p-1, k\}$ .
Proof. The chain rule gives
$\frac{|(f_{a}^{*})(z_{0})|}{|(f^{})(y_{0})|}..]\leq.\cdot\prod_{\mathrm{j}=0}^{-1}\frac{|f_{a}’(z_{j})|}{|f’(y_{j})|}=.\prod_{j=0}^{|-1}|1+\frac{f_{a}’(z_{j})-f_{a}’(y_{j})}{f_{a}’(y_{j})}|$.
On the other hand, by the mean value theorem, $|f$’ $(z_{j})-f’(y_{\mathrm{j}})|\leq 2|\gamma_{j}|$ . Therefore we have
$\frac{|(f_{a}^{\dot{*}})’(z_{0})|}{|(f^{})’(y_{0})|}\leq\exp(_{j=0}^{t}\log\overline{1}\mathrm{I}^{1}|1+\frac{f_{a}’(z_{j})-f_{a}’(y_{j})}{f_{a}’(y_{j})}|)$
$\leq\exp$ ( $\sum_{\fallingdotseq 0}^{-1}\log(1+\frac{|\gamma_{j}|}{|y_{j}|}))\leq\infty(.\sum_{j=0}^{*-1}\frac{|\gamma_{j}|}{|y_{j}|})$.
It suffices to prove $\sum_{j=0}^{*-1}.\gamma \mathrm{E}l\mathit{3}^{\cdot}\leq(1-e^{-a})^{-2}$ . On the other hand, by the definition of
the binding period, we have $|" \mathrm{d}$ $\leq\kappa e^{-2\alpha j}<e^{-2\alpha \mathrm{j}}$ . $\mathrm{H}$ nce we have the conclusion if
$|y_{j}|2$ $(1-e^{-\alpha})e^{-aj}$ . The last inequality easily follows from Corollary 5.2.2, because
$|\mathrm{y}_{\mathrm{j}}|\geq|c_{j}$ - $y_{j}|\geq|c_{j}|$ $-|y_{\mathrm{j}}|$ and $|y_{\mathrm{j}}|$ $\geq|c_{j}|$ - $|\gamma_{j}|\geq e^{-\alpha j}$ - $e^{-2\alpha j}\geq e^{-\alpha j}(1-e^{-\alpha})$. $\square$
Proof of Lemma 5. 3.
(4)
By the the mean value theorem, there exists $4\in\gamma_{0}$ such that
$\kappa e^{-2\alpha\beta}\geq|\gamma p|=|(f_{a}^{\dot{\mathrm{p}}})’(\infty)|\cdot\frac{|(f_{a}^{\beta})’(\xi)|}{|(f_{a}^{l})(c_{0})|},|$to $|\geq e^{\lambda \mathit{9}}c_{k}(a)^{2}D_{\alpha}^{-1}$ .
Here, the first inequality follows from the definition of the binding period. The second is
by virtue of Corollary 5.1.1 and the distortion estimate of Sublemma 5.3.1. $\mathrm{I}\mathrm{b}$]$\mathrm{d}\mathrm{n}\mathrm{g}$ the
logarithm we get
$\hat{p}\leq\frac{21_{\mathfrak{B}}|c_{k}(a)|^{-1}}{\lambda+2\alpha}+\log D_{\alpha}+\log\kappa\leq\frac{2\log|c_{k}(a)|^{-1}}{\lambda}-1,$
where the second inequality is true if 8 is taken sufficiently small. More spedfically, it holds
as long as $-2\log\delta$’ $(\lambda^{-1} - \hat{\lambda}^{-1})$ $\mathit{2}$ $\log D_{\alpha}+\log\kappa$ - 1. Finally we obtain
$\hat{p}\leq\frac{2\log|c_{k}(a)|^{-1}}{\lambda}-1$ $< \frac{2}{\lambda}\alpha k\ll k.$
For the lower estimate, note that $p=\hat{p}+$ $1$ by the above inequality. By the relation
$|\gamma_{\mathrm{p}}|\geq\kappa e^{-2\alpha \mathrm{p}}$, $|f;(z1$ $\leq 4$ and the mean value theorem we get
$4^{\mathrm{p}}c_{k}(a)^{2}D_{\alpha}\geq|(f\mathrm{o})’(\mathrm{q}1D\alpha|$to $|\geq|\gamma_{\mathrm{p}}|\geq\kappa e" 2\alpha \mathrm{p}$.
Hence we have
$p \geq\frac{2\log|c_{k}(a)|^{-1}-1\mathrm{o}\mathrm{g}D_{\alpha}+\log\kappa}{1\mathrm{o}\mathrm{g}4+2\alpha}>\log|c_{\mathrm{t}}(a)|^{-1}$ ,
where the last inequality is true a8 long as - l0g25’ $\geq \mathrm{m}_{4-2\alpha\hat{n}}\mathrm{a}_{-\log}^{142a}.\log^{D}$ .
as
(5)
For the above $\xi\in\gamma_{0}$ , we have
$|(f:1)’(c_{k}(a))|=|( \mathrm{A})’(c*(a))|\frac{|(f_{a}^{\mathrm{p}})’(\xi)|}{|(f^{pp})(\xi)|},|(f\mathrm{r})’(c\mathrm{a}+1 (a))|$
2 $2|c_{k}(a)| \frac{1}{D_{\alpha}}\frac{|\gamma_{\mathrm{p}}|}{|\gamma_{0}|}\mathit{2}$ $\frac{2\kappa e^{-2\alpha p}}{|c_{k}(a)|D_{\alpha}}\geq\frac{2\kappa}{D_{\alpha}}|c_{k}(a)|^{\frac{4\alpha}{\tau}-1}$,
where the last inequality holds because $e^{-2\alpha \mathrm{p}}\geq e^{4}\mathrm{f}^{10}$g $|$ $*(a) $|^{-1}=|c_{k}(a)|$’. Recall that
$p \leq\frac{2}{\lambda}\log|c_{k}$ ($a1^{-1}\cdot$ Therefore, we obtain the formula as long as 6 is sufficiently small in
such a way that $\mathrm{t}$ $\geq(2\delta^{\iota})$ .
(6)
Use $|$c&(al $-1\geq$ Xp/2 to get
$|(f_{a}^{\mathrm{p}+1})’(c_{k}(a))| \geq\frac{2\kappa e^{-2\alpha \mathrm{p}}}{|c_{k}(a)|D_{\alpha}}\geq\frac{2\kappa e^{\lambda \mathrm{p}/2-2\alpha \mathrm{p}}}{D_{\alpha}}\geq e^{*^{1}\lambda}$ ,
where the last inequality holds if $-( \frac{\lambda}{3}-2\alpha)$ $\log 2\delta^{\iota}\geq\log D\mathrm{a}$ -long $+ \frac{\lambda}{6}$ . $\mathrm{C}1$
5.4 Extention of the period during which R holds
Lemma 5.4. Suppose that $\mathrm{c}\mathrm{k}(\mathrm{a})\in(-2\delta^{\iota},2\delta^{\iota})$ , $f_{a}$ satisfies ER(a,6)k and $p$ be the corre-
rrponding binding period. Then $f_{a}$ satisfies up to $BR(5\alpha,\delta)\iota+\mathrm{p}$ .
This lemma is very crucial for our inductive argument. During the binding period, the criti-
cal orbit duplicates its initial piece. Namely, $c_{\zeta}(a)$ and $c_{\zeta-k-1}(a)$ are very close to each other
for ( $\in[k, k+p]$ . Thus we are liable to argue that $c_{\zeta}(a)\in$ A if and only if $c\zeta-k-1(a)\in\Delta$ ,
and as a result, the total sum of bound return depths is essentially almost the same as the
sum of return depths up to $p$, which implies $\mathrm{B}\mathrm{R}\{\mathrm{a},$ $\delta)_{k+p}$ . However, this argument is wrong.
Indeed, we have the case where $c_{\zeta}(a)\in\Delta$ , but $c_{\zeta-k-1}(a)\not\in$ A. A way to overcome this
problem is to show that this kind of unfavorable situation does not occur so frequently and
when it occurs, the corresponding two bound orbits $\mathrm{f}\mathrm{i}\mathrm{U}$ near the $\mathrm{b}\mathrm{o}\mathrm{l}\mathrm{m}\mathrm{d}\pi \mathrm{y}$ of IS. In other
words, it takes more than $O(\log \mathit{5}^{-1})$ times of iteration to go ffon one unfavorable situation
to the next one. If this is true, $\log\delta^{-1}$ multiplied by possible times of the unfavorable sit-
uation gives an upper bound of the total sum of the bound return depths in question. To
illustrate this, let us make an additional classification of bound returns.
Definition. Let $a\in\Omega_{\epsilon}$ and $k$ be as above. We say a bound return $\zeta\in[k+1, k +p]$ is
regular if $c\epsilon-k-1(a)\in$ A. Otherwise we cffi it irregular.
By definition, irregular bound returns seem to be located near the boundary of A. This
observation is justified by the following
Sublemma 5.4.1. Let $a$ $\in\Omega_{\epsilon}$ , $ck(a)\in(-2\delta^{\iota},2\delta^{\iota})$, $f_{a}$ satisfies ER(a, $6$) $\mathrm{k}$ and $\zeta>k$ be the
first bound return. Then we have $e^{-2\alpha(\zeta-k)}<\delta^{2}$ . Therefore, any irregular bound return is
located in the interval $[\delta-\delta^{2},\delta]$ or $[-\delta, -\delta+ 5 ]$ .
Proof. This is never an immediate consequence of the simple definition of irregular bound
returns, because 6 is taken sufficiently small after $\kappa<1$ has been fixed. We must analyze
how small is the exponential term $e^{-2\alpha 1}$
.
contributing to an error bound during bound state.
For given $\alpha$ and appropriately chosen small 6, let $\epsilon$ shrink so that, for any $a\in\Omega_{\epsilon}$ , a part of
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the critical orbit $f_{a}^{\dot{*}}(0)(i=1, \cdot\cdot\cdot, -\log\delta/\alpha)$ stays in a neighborhood of 2. If the length of
the binding period associated to $c_{k}(a)$ is smaller than $-\log\delta/\alpha$, there is no bound return
by the definition. Otherwise, we clearly have $e^{-2\alpha(\zeta-k)}\leq e^{-2\alpha(-\log\delta/\alpha)}=52.$ $\square$
Sublemma 5.4.2. For any $a$ (: $\Omega_{\epsilon}$ and $x$ $\in(-2\delta^{\iota}, 2\delta^{\iota})$ , let
$s(a,x):= \min\{k22:f_{a}^{k}(x)\leq 1\}$ .
Then we have $s(a,x)> \frac{-1\mathrm{o}\mathrm{g}|x|}{1\mathrm{o}\mathrm{g}2}$ .
This sublemma was inspired by Tsujii [$\mathrm{T}\mathrm{s}\mathrm{u}93\mathrm{b}$ ; Lemma 3.1], although the direction of the
inequality has been reversed. The critical orbit stays away from the critical point for a
while after any recurrence. How long it stays far away from the critical point is essentially
determined by the depth.
Proof. Note that $-\mathrm{f}\mathrm{i}(x)$ $>f_{a}^{2}(x)>\cdots>f_{a}^{\iota(a,\mathrm{r}\}-1}(x)>12$ $f_{\overline{a}}^{(a,\mathrm{r})}$ (@), and put $J=$
[$f_{a}^{2}(x)$ ,-fa $(\mathrm{x})$ ] $-$ Then it is easy to check that $|J|<4x^{2}$ . On the other hand, by the dffinition
of $s(a,x)$ and using $f_{a}(x)=$ fa $(\mathrm{x})$ , we have $|f’(\mathrm{a}"-2(J)|\geq 1/2.$ Therefore we obtain
$(s(a,x)$ $-2) \log 4>\log\frac{|f_{a}^{a(a,ae)-2}(J)|}{|J|}\geq-\log 8x^{2}$ ,
which implies the inequality. $\square$
Combining these two sublemmas yields the following.
Corollary 5.4.3. The total number of possible irregular bound returns during [$k+$ l, $k\mathrm{t}$ $p$]
is less than 1.5 . $[_{\mathrm{o}\mathrm{g}}\#_{-\mathrm{r}}^{12}]$ , $whm$ $[]$ denotes the integer part.
Proof of Lemma 54. We want to prove $\mathrm{f}$ s-T $1\Delta(c\iota(a))\log|$($1\mathrm{i}(a1-1<5\alpha(k+p)$ . By the
assumption $B\mathrm{R}(a,\delta)_{k}$ , this is equivalent to showing
$k+p$
$\sum$ $1_{\Delta}(\epsilon_{t}(a))\log|c_{t}(a)|^{-1}<$ 5\mbox{\boldmath $\alpha$}p.
$.\subset k+1$
Divide the sum into two parts according to regular or irregular bound retum:
$. \sum_{|=k+\iota}^{k+p}1_{\Delta}(ct(a))\log|\mathrm{c}_{\mathrm{f}}(a)|^{-1}=\sum_{k\mathrm{r}\mathrm{e}\mathrm{g}\mathrm{u}1u}1_{\Delta}(\mathrm{q}(a))\log|\mathrm{c}_{t}(a)|^{-1}4+1\leq l\leq k+\mathrm{r}$
$+$ $\sum$ $1_{\Delta}(q(a))\log|e_{t}(a)|^{-1}$ .
$\mathrm{t}+1\leq l\leq \mathrm{k}+p$
$k:\mathrm{i}\mathrm{r}\mathrm{r}\mathrm{e}_{l^{\mathrm{u}}}$
First, we estimate the regular part. Take $\kappa$ $:= \dot{\mathrm{m}}\mathrm{n}\{\frac{a}{2\mathrm{A}}, \frac{1}{2}\}$, where A $:= \sum_{j\geq 0}$ $e^{-aj}$ . By
the definition of the binding period, we have $|\mathrm{c}_{1}(a)$ – $\mathrm{c}t-k-1(a)|\leq\kappa e^{-2\alpha(:-k-1)}$ for all




By Corollary 5.2.2, we have $|\mathrm{c}_{\mathrm{i}-k-1}$ $(a)|2$ $e^{-\alpha(\dot{*}-k}$$-1)$ , and as a result,
$\log|\mathrm{c}_{\mathrm{t}}(a)|^{-1}\leq\log|\mathrm{c}_{\mathrm{t}-k-1}(a)|^{-1}+2\kappa e^{-\alpha(\dot{*}-k-1)}$.
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Recall that only regular bound returns are now concerned. Hence we obtain
$\iota+1\leq\cdot.\leq k+p\sum_{k\mathrm{r}\mathrm{e}\mathrm{g}\mathrm{u}1\mathrm{a}\mathrm{r}}1_{\Delta}(\mathrm{q}(a))\log|c_{i}(a)|^{-1}\leq\sum_{\dot{*}=0}^{p-1}1_{\Delta}(\mathrm{q}(a))\log|c_{t}(a)|^{-1}+2\kappa\Lambda$
,
which is less than $\mathrm{a}(\mathrm{p} - 1)$ $+a$ $=$ ap. For the irregular part, it follows that
$\sum_{k+1\leq l\leq \mathrm{k}+}$
,
$1_{\Delta}(c_{t}(a))\log|e_{t}(a)|^{-1}<1.5$ .plog $2< \frac{3\alpha k\log 2}{\lambda}$
$k:\mathrm{i}\mathrm{r}\mathrm{r}\mathrm{e}\mathrm{g}\mathrm{u}\mathrm{l}\mathrm{a}\mathrm{r}$
from Sublemma 5.4.1 and Corollary 5.4.3. Putting these together yields
$. \cdot\sum_{=1}^{k+\mathrm{p}}1_{\Delta}(c_{t}(a))1\mathrm{o}\mathrm{e}|\mathrm{c}_{t}(a)|^{-1}<ak$ $+ \frac{3\alpha k1_{\mathfrak{B}}2}{\lambda}+\alpha p$ $<5\alpha(k+p)$ .
$\square$
6 Getting the induction started
Now the system constants $\hat{\lambda}$ , $\alpha$ , $\iota$ , $\kappa$ have already been fixed. The subsequent argument is
vald for any sufficiently small $\delta$ . Without loss of generality, we may assume $t\delta:=\log\delta^{-1}\in$
N. Let $’\delta^{+}:=[\iota\log\delta^{-1}]$ and $\Delta^{+}:=(-e^{-r_{s+}},e^{-r_{l}}+)$ where $[]$ denotes the integer part.
$0<\iota$ $\leq\frac{4\alpha}{\lambda-2\alpha}<1$ and $\delta<1$ imply $\Delta^{+}\supset$ A. Ebr $f$ $\geq\prime s+>0,$ dehe $I_{r}:=[e^{-r},e^{-r+1}]$,
$I_{-r}:=-I_{r}$ and subdivide each $I_{\pm r}$ into $r^{2}$ intervals with equal length. They are denoted
by $I_{\pm r,\epsilon}$ , where $s$ $\in[1,r^{2}]$ . Define
$\mathrm{I}:=\{I_{\pm r,\iota} : r >\mathrm{r}\delta, 1\leq \epsilon \leq r^{2}\}$
and
$\mathrm{I}^{+}:=\{I_{\pm r.\iota} : f >r_{\delta^{+}}, 1\leq s\leq r^{2}\}$ .
Namely, $\mathrm{I}^{+}$ and I are partitions of $5+$ and A respectively.
We are going to construct inductively a nested sequence of parmeter sets $\Omega^{(\epsilon)}=:\Omega^{(0)}\supset$
$\Omega^{(1)}\supset\Omega^{(2)}\supset\cdots$ and partitions $\mathcal{P}^{(f1)}$ of $\Omega^{(n)}$ with the properties that
$\circ$ any $a\in\Omega^{(n)}$ satisfies $BR(\alpha,\delta)_{n}$ ;
$\circ$ any $\mathcal{P}^{(n)}$ has the bounded distortion property.
The procedure is carried out as follows. Suppose steps have been done up to $n-$ l.
Namely, we are given $\Omega^{(n-1)}$ and its partition $\mathcal{P}^{(n-1)}$ such that any $a\in\Omega^{(n-1)}$ satisfies
$B\mathrm{R}(\alpha,\delta)_{n-1}$ . Then, we define a refinement $\hat{\mathcal{P}}^{(n)}$ of $\mathcal{P}^{(n-1)}$ via Cn, according to the partition
$\mathrm{I}^{+}$ , a $\mathrm{d}$ from it discard bad elements with strong recurrence. Note that this refinement
process is justified by Lemma 5.2, which states that $e_{n}$ is a diffeomorphism, and hence
especially one to one on each element $\omega$ $\in \mathcal{P}^{(n-1)}$ . The set of the $0\mathrm{o}\mathrm{e}\mathrm{m}8_{\mathrm{I}}\mathrm{i}\mathrm{n}\dot{\mathrm{m}}\mathrm{g}$ elements is




For fixed $\epsilon$, we call $n_{0}(\epsilon)$ the first chopping time if it is the smallest integer such that $c_{n_{-}\mathrm{o}}(\Omega_{\epsilon})$
contains at least two elements of $\mathrm{I}^{+}$ . We construct subdivision of $c_{n_{0}}(\Omega_{\epsilon})$ according to the
partition $\mathrm{I}^{+}$ . Pull back via $\mathrm{c}_{\mathfrak{U}}$ of this subdivision induces the partition $\hat{\mathcal{P}}^{(\mathfrak{n}_{0})}$ of $\Omega_{\epsilon}$ . For
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simplicity, $c_{n_{0}}(\omega)$ is denoted by $\omega_{n_{0}}$ .
Definition. We say $n_{0}$ is
(A) an essential return of ca $\in\hat{\mathcal{P}}^{(n\mathrm{o})}$ if $\omega_{n_{\mathrm{O}}}\cap$ A $\neq 0.$
(B) an essential escape of $\omega\in\hat{\mathcal{P}}^{(n\mathrm{o})}$ if $\omega_{n_{0}}\cap\Delta=\emptyset$ and $\omega_{n_{0}}\cap\Delta^{+}\neq \mathit{1}\mathit{1}.$
(C) a substantial escape of $\omega$ $\in\hat{\mathcal{P}}^{(n_{0})}$ if $\omega_{n_{0}}\cap\Delta^{+}=\emptyset$.
Note that there still remains some ambiguity of the above subdivision, and hence we
need to set some rules:
(i) surplus treatment: As far as we are concerned with the case inside $\Delta^{+}$ , subdivision
is carried out in such a way that each subinterval produced by the subdivision of $c_{\mathfrak{n}0}(\Omega_{\epsilon})$
contains a unique element of $\mathrm{I}^{+}$ .
(ii) bounMy treatment: There is no longer the partition $\mathrm{I}^{+}$ defined outside $\Delta^{+}$ . To
cope with the situation in which the image lies beyond the boundary of $\Delta^{+}$ , we obey the
following rule. If the length of the connected component of $c_{n_{0}}(\Omega_{\epsilon})\backslash \Delta^{+}$ does not exceed 6’,
then this part is dued to the adjacent $\mathrm{m}\mathrm{r}\dot{\mathrm{g}}\mathrm{m}$al element of $\mathrm{I}^{+}$ . Otherwise, the component
is regarded as one independent element of the subdivision.
In the cases (A) and (B), $\omega_{n_{0}}$ contains a unique subinterval of the form $I_{\pm r,\iota}$ . We call
this $f$ the depth of $\omega$ .
If there is no fear of confusion, we also allow to refer to $\omega\in\hat{\mathcal{P}}^{(\mathrm{n}_{0})}$ as an essential return,
essential escape, and so on.
We $\mathrm{d}\ddagger\epsilon \mathrm{c}\mathrm{w}\mathrm{d}$ elements $\hat{\mathcal{P}}^{(\mathfrak{n}0)}$ with strong recurrence. This is done in terms of the cor-
responding depth. Namely, elements with their depth greater than $\alpha n_{0}/16$ are discarded.
Essential escapes are not thrown away as long as $\epsilon$ is so small that $\log\delta^{-1}<\alpha n_{0}(\epsilon)/16$.
Fbr later use, the function which corresponds to each $\omega\in\hat{p}\mathrm{C}\mathrm{x}$ ) its depth is denoted by
$\mathcal{E}^{(n\mathrm{o})}$ . Put




The binding periods are associated to both essential returns and essential escapes by the
following formula
$p=p(\omega,n_{0}):=$ .nfa\in \mbox{\boldmath $\omega$}p(a, $n_{0}$).
By definition, any $a\in\omega$ satisfies $BR(\alpha,\delta)_{n_{0}}$ , and hence up to $BR(3\alpha,\delta)_{\mathfrak{n}_{0}+\mathrm{p}}$ by Lemma 5.4.
6.2 General step
We shall explain how to proceed the inductive step.
Definition. Let $\omega$ $\in \mathcal{P}^{(n\mathrm{o})}$ . We say $n>$ nq is the chopping time if the following are true:
(i) $\omega_{n}$ contains at least two elements of the partitim $\mathrm{I}^{+}$ .
(\"u) $\omega_{n}$ is not in a bound state.
Here, we say $\omega_{k}$ is in a bound state if $n_{0}+1\leq k\leq n_{0}+p$($\omega$ no). Such $k$ as $\omega_{k}\cap$ A $\neq\emptyset$ is
called a bound ntum.
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A non-chopping time means a time which is not a chopping time. At any non-chopping
time, no parameter needs to be excluded. We say yi is an inessential return of $\omega$ if $n$ is a non-
chopping time, $\omega_{n}$ not in bound state and $\omega_{n}\cap\Delta\neq\emptyset$ . Similarly, we say $n$ is an inessential
escape of $\omega$ if $n$ is a non-chopping time, $\omega_{n}$ not in bound state, $\omega_{n}\subset\Delta^{+}$ but $\omega_{n}\cap$ A $=l$) $.$
To both inessential returns and inessential escapes, we also associate the binding period by
the above formula. Therefore the notion of a bound state and a bound return makes sense
in these cases.
At any chopping time, $\omega_{n}$ is again subdivided according to the given algorithm as above
and $n$ is also called an essential return, an essential escape or a substantial escape accordingly.
Among the subintervals arising from the subdivision at the chopping time, those with weak
recurrence constitute $\mathcal{P}^{(n)}$ and $\Omega^{(n)}$ .
The binding period is again associated to each essential return or essential escape in $\mathcal{P}^{(n)}$ ,
and hence the notion of a bound state, a bound return and a chopping or a non-chopping
time makes sense in the general case. Briefly, we have the following general expressions.
Definition. Let ci $\in\hat{\mathcal{P}}^{(n)}$ . A time $n$ is called:
(A) an essential return if there exists $\omega’\in \mathcal{P}^{(n-1)}$ such that ca arises out of the chopping
of $\omega’\in \mathcal{P}^{(n-1)}$ at $n$ with $\omega_{n}\cap\Delta\neq\emptyset$ .
(B) an essential escape if there exists $\omega’\in \mathcal{P}^{(n-1)}$ such that $\omega$ arises out of the chopping
of $\omega’\in \mathcal{P}^{(n-1)}$ at $n$ with $\omega_{n}$ rl A $=l$) and $\omega_{n}\cap\Delta^{+}\neq 0.$
In both cases $\omega_{n}$ contains a unique subinterval of the form $I_{\pm r,\iota}$ . We cffi the associated
$r$ the depth of $\omega$ . If we want to be more specific, we say an essential return depth and so on.
(C) a substantial escape if there exists $\omega’\in \mathcal{P}^{\{n-1)}$ such that ti arises out of the chopping
of $\omega’\in \mathcal{P}^{\{n-1)}$ at $n$ with $\omega_{n}\cap\Delta^{+}=l.$
(D) an inessential return if ca $\in \mathcal{P}^{(n-1)}$ (hence $n$ is a non-chopping time of u) md $\omega_{n}$ is
not in bound state, $\omega_{n}\cap$ A1 $\emptyset$ .
(B) an essential escape if $\omega$ $\in \mathcal{P}^{(n-1)}$ (hence $n$ is a non-chopping time of u) and $\omega_{n}$ is
not in bound state, $\omega_{n}$ rl A $=1$ but $\omega_{n}\subset\Delta^{+}$ .
In the last two cases we also define the depth $f$ of $\omega$ to be $r:= \max\{i\in \mathrm{N}:I\pm i\cap\omega_{n}\neq\phi\}$ .
An aeaentid and inaesentid return are called a free return.
6.3 Structure of a time history
Each element $\omega\in\hat{\mathcal{P}}^{()}$” is associated with the time history up to time $n$ , which consists
of several kinds of returns and escapes. This subsection gives a rough description of how
returns and escapes are distributed in the time history.
Between two consecutive escapes there is a sequence of essential returns. Moreover,
there are some inessential returns in a row between two consecutive essential returns. It
is possible to show that a return that can follow an essential or a suktantial escape is an
essential return. This fact is crucial for inductive verification of $B\mathrm{R}(\alpha,\delta)_{n}$ for $\Omega^{(1*)}$ . A formal
proof is given in Corollaries 7.1.1.1 and 7.1.1.2, and hence we sketch the proof for the time
being. Let $\omega$ $\in \mathcal{P}^{(1*)}$ and $n$ be an escape of $\omega$ . Then $\omega_{n}$ occupies at least one element of the
partition $\mathrm{I}^{+}\backslash \mathrm{I}$ , which grows exponentiffiy in size until the next return (by Corollary 5.2.1)
to attain sufficient length extending across more than three contiguous partition elements
of I. This implies no possibility of an inessential return. This observation is not true in the
case of inaesentld escapes. There is no particular rule governing an order relation between
inessential escapes and returns. The next return of inessential escapes can be an inessential
one. All we can say is that an inessential escape has no bound return.
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As an immediate corollary of the description given above, it follows that inessential re-
turns are forbidden between two consecutive escapes if there is no essential return between
them. Let us summ arize some crucial facts on a time history:. a return that follows essential or substantial escapes is an essential one – [Corollaries
7.1.1.1, 7.1.1.2];. no bound return follows any essential escapes [Sublemma 7.1.3];. no bound return follows any inessential escapes [–].
7 Verification of $BR(\alpha, \delta)_{n}$
In this section we will verify that any $a\in\Omega^{(n)}$ satisfies $BR(\alpha, \delta)_{n}$ , under the next
Inductive assumption: For all $0\leq k$ $\leq n-1$ , any $a\in\Omega^{(k)}$ satisfies $BR(\alpha,\delta)_{k}$ .
First, let us recall the inductive construction of $\Omega^{(n)}$ and the associated partition $\mathcal{P}^{(n)}$ .
Suppose steps have been done up to time $n-$ l. Then, we define a refinement $\hat{\mathcal{P}}^{(n)}$ of $\mathcal{P}^{(n-1)}$
via $c_{n}$ , and from it discard bad elements which have strong recurrence and possibly violate
$BR(\alpha,\delta)_{n+1}$ . This is done in terms of the total sum of essential return depths. Namely, the
forml definition is






$\mathcal{E}^{(n)}$ : $\hat{\mathcal{P}}^{(n)}arrow \mathrm{N}$
is a function which corresponds to each $\omega$ $\in\hat{\mathcal{P}}^{(n\}}$ the total sum of essential return depths
up to time $n$ . Sinilarly, define $\mathrm{I}^{(||)}$ , $B^{(n)}$ , $\mathcal{R}^{(n)}$ as functions which give the total sum of
inessential return depths, bound return depths and all return depths of each $\omega\in\hat{\mathcal{P}}^{[n)}$
respectively. By definition
$R^{(n)}=$ $5^{(n)}$ $+\mathrm{I}^{(n)}+B^{(n)}$ .
Far our purpose it suffices to prove the abundance of essential return depths.
Proposition 7. Aaaume that any $a\in\Omega^{(k)}$ satisfies $BB(\alpha,\delta)$, for all $0\leq k\leq n-1.$ Then
we have
$R^{(k)}(\omega)\leq 8\mathcal{E}^{(k)}(\omega)$
for each $\omega$ $\in\hat{\mathcal{P}}^{(\}}$” and $0\leq k\leq n.$ In particular, any $a\in\Omega^{(n)}$ satisfies $BR(\alpha,\delta)_{n}$ .
That is to say, the value $\mathcal{E}^{(k)}(\omega)$ accounts for more than 1/8 of the value $R^{(k)}(\omega)$ . It is
essential that this ratio is bounded away from zero.
7.1 Preliminaries on time histories
Td prove the above proposition requires the following prdiminuiae.
Sublemma 7.1.1. Suppose $\alpha f\lambda=\beta<1[36$ . Assume any $a\in\Omega^{(k)}$ satisfies $B\mathrm{R}(\alpha,\delta)_{k}$ for
all $0\leq k$ $\leq n-1.$ Let ca $\in \mathcal{P}^{(\nu)}$ , $0\leq\nu\leq n-1$ and suppose that $\nu u$\dot an essential return or
an essential escape of $\omega$ with the $\mathrm{d}\varphi \mathrm{f}\mathrm{f}\mathrm{l}$ to $\cdot$ Set $\mathrm{J}\mathrm{Q}$ $:=\nu$ and let $\mu_{0}<\mu_{1}<\cdots<$ $\mu_{u}$ $\leq n-1$
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be the maximal sequence of the inessential returns before the subsequent chopping time. Let
$r_{1}$ , $\cdot\cdot$ ., $r_{u}$ be the corresponding inessential return depths. Then
$. \sum_{\Leftarrow 1}^{u}r:\leq\frac{1}{2}r_{0}$ .
In pffiicular, letting $\nu$ be an essential escape, we get the following
Corollary 7.1.1.1. The next return of any essential escape must be an essential return.
In addition, a similar conclusion holds for substantial escapes.
Corollary 7.1.1.2. The next return of any substantial escape must be an essential return.
Proof, of Corollary 7. Ll.fl. This is an immediate consequence of the expansion outside
the critical neighborhood A (Lemma 5.1), and the definition of a substantial escape. Let
cv $\in\hat{\mathcal{P}}^{(\nu)}$ a $\mathrm{d}$ $\nu$ be a substantial escape of $\omega$ . Assume that $\mu>\nu$ is an inessential return
of $\omega$ . By Lemma 5.1 and Corollary 5.2.1, we have $|\mathrm{c}\mathrm{a}_{\mu}|$ $\geq|(\omega_{\nu}|/4\geq\delta^{\iota}$14. However, the right
hand side exceeds the length of the union of the two contiguous marginal elements of $\mathrm{I}\square$’
which is a contradiction.
Remark. As mentioned earler, these corollaries are crucial in verifying $BR(\alpha,\delta)_{n}$ . They
mean that we can take into account all inessential returns by considering only all essential
returns. Recall that, logically, an inessential return can follow an essential return, an essen-
tial escape, or a substantial escape. But, we have guaranteed that the latter two possibilities
cannot occur in reality.
Proof of Sublemma 7.1.1. By (5) of Lemma 5.3, we have
$|(f_{a}^{\mathrm{p}+1}j)’(c_{\mu \mathrm{s}}(a))|\geq|c_{\mu}.\cdot(a)|^{5\beta-1}\geq e^{(1-6\beta)r\mathrm{c}}$ .
Now, clearly $|c_{\mu \mathrm{s}+1}(a)|\leq|c_{\mu+\mathrm{p}+1}"(a)|$ , and therefore we can use (2) of Lemma 5.1 to $\mathrm{o}\mathrm{b}\mathrm{t}\dot{\mathrm{m}}$
$|(f_{a}^{\mu-(\mathrm{p}+\mathrm{p}:+1)}+1)’(_{C_{\mu:+\mathrm{p}_{*}+1}}.(a))|\geq 1.$
Putting these estimates together for $:=0$, $\cdots$ , $u-1$ and using the chain rule give
$|(f\mathrm{r}’+\mathrm{p}_{u}+1-\mu 0)’(c_{\mu 0}(a))|\geq$ \infty rp $((1-6 \beta)\sum_{\dot{*}=0}^{u}\tau:)$ .
By the assumption $\mu_{\mathrm{u}}\leq n-1$ and the Lemma 5.4, any $a\in\omega$ satisfies up to $BR(3\alpha,\delta)_{\mu_{*}+\mathrm{P}\mathrm{r}}$ .
Thus we can use Corollary 5.2.1 to obtain
$4 \geq|\omega_{\mu_{\mathrm{B}}+\mathrm{p}_{*}+1}|\geq\frac{1}{4}|\omega_{\mu 0}|\exp((1-6\beta).\cdot\sum_{=0}^{\mathrm{u}}r:)$.
Shrink $\delta>0$ in such a way that $e^{r_{l+}/4}/r_{\delta}+\geq 16.$ Since $\mu_{0}$ is either an essential return or
an essential escape, we have $|\omega_{\mu 0}$ $|2$ $e^{-r_{0}}/r_{0}^{2}2$ $16e^{-br\mathrm{o}/4}$ and
$1 \mathrm{o}\mathrm{e}^{-5r\mathrm{o}/4}\leq|\omega_{\mu 0}|\leq 16\propto \mathrm{p}((6\beta-1).\cdot\sum_{=0}^{\mathrm{u}}t:)$ .
Taking the logarithm we obtain
$\sum_{=0}^{u}t:\leq\frac{5}{4(1-6\beta)}r_{0}<\frac{3}{2}r_{0}$,
by using $\beta<$ 1/36. $\square$
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Sublemma 7.1.2. Assume any $a\in\Omega^{(k)}$ satisfies $BR(\alpha,\delta)_{k}$ for all $0\leq k\leq n-1.$ Let
$\omega$
$\in \mathcal{P}^{\{\xi)}$ and suppose that $\xi\in$ $[0,n-1]$ is a return of $\omega$ with the return depth $\mathrm{r}$ . Let $p>0$
be the binding period of $\xi$ , $\xi<\zeta_{1}<\cdots<\zeta_{v}\leq\xi+p$ be all of the bound returns of $\omega$ , and
$r_{1}$ , $\cdot\cdot$ ., $r_{v}$ the corresponding bound retu $rn$ depths. Then
$\sum_{\dot{*}=1}^{v}r:\leq(10\alpha+\frac{4}{\lambda})r<3r.$
Proof. Let $\omega$ $=$ [$a_{1}$ ,a2]. The image $c_{\zeta_{l}}(\omega)$ does not contain 0 because any $a\in\omega$ satisfies up
to $BR(5\alpha,\delta)_{\xi+p}$ by Lemma 5.4. In addition, by Lemma 5.2, $cj$ is a diffeomorphism on $\omega$ for
$j=1$ , $\cdots$ , $\xi+p$ $+$ $1$ . Hence, either $c_{\zeta}(a_{1})$ or $e_{\zeta\xi}$ (a2) gives the corresponding bound return
depth. Which of the two $\mathrm{a}\mathrm{d}\mathrm{u}\mathrm{a}\mathbb{I}\mathrm{y}$ gives the depth depends on the kneading sequence up to
$\zeta_{\dot{*}}$ . Prom the proof of Lemma 5.2, we have
$\frac{d_{k}(a)}{(f_{a}^{k})’(c_{0}(a))}<0,$
if $f_{a}$ satisfies $B\mathrm{R}(5\alpha,\delta)_{k}$ . Here, as is usual in the kneading theory, the symbol $L$ denotes
the left side position relative to the critical point 0. By the above inequality, $C\zeta_{t}$ $(a_{1})$ gives
the corresponding bound retum depth if the kneading sequence up to $\zeta_{\dot{l}}$ has even $L$ and





$A_{:}:=$ { $1\leq k$ $\leq v$ : $\mathrm{Q}_{h}$ (as) gives the corresponding bound return depth}.
Putting these together yields
$\sum$
$r:<. \sum_{*\in A_{1}}2\log|\mathrm{q}_{l}(a_{1})|^{-1}+\sum_{\dot{|}\in A_{2}}2\log|\mathrm{q}_{l}(a_{2})|^{-1}$
.
$\dot{*}\mathrm{P}\mathrm{e}1\leq i_{\mathrm{u}1u}^{\leq v}$
Applying the same estimates in the previous proof of Lemma 5.4, we have
$\sum_{\dot{\iota}\in A_{1}}2\log$ $|c_{\zeta}(:a_{1})|^{-1}< \sum_{\in A_{1}}2\log$






Recal that we are concerned with only regular bound returns. Hence $\mathrm{q}_{-\xi-1}(a_{1})\in$ A and
by $B\mathrm{R}(\alpha,\delta)_{\mathrm{p}}$ we have
$\dot{*}\mathrm{r}\mathrm{e}\mathrm{g}\sum_{1\leq\ovalbox{\tt\small REJECT}*}‘’:<4\alpha p+4\kappa\Lambda<8\frac{\alpha\prime}{\lambda}+$
$4\kappa \mathrm{A}$ .
If $\kappa$ is chosen as in the proof of Lemma 5.4, this implies
$\sum$ $f_{\dot{*}}<8 \frac{\alpha\tau}{\lambda}+4\kappa\Lambda$ $<2 \alpha+\frac{8\alpha r}{\lambda}<$ 10\mbox{\boldmath $\alpha$}r.
$\iota<\mathrm{s}<*$
$k:\mathrm{r}^{-}*\mathrm{g}\overline{\mathrm{u}}\mathrm{h}\mathrm{r}$





Putting these together we obtain the conclusion. $\mathrm{C}1$
We can show that as far as bound returns are concerned, we only need to consider
essential or inessential returns.
Sublemma 7.1.3. A bound return follows neither essential escapes nor inessential escapes.
Proof. Let $\omega$ $\in \mathcal{P}^{(k)}$ , $k$ be either an essential escape or an inessential escape of $\omega$ with the
depth $r$ and the binding period $p$. By the assumption $BR(\alpha, \delta)_{k}$ , we have
$\log|\mathrm{t}\mathrm{i}(a)|^{-1}\leq\alpha i\leq w$ $\leq\frac{2\alpha}{\lambda}\log|C*(a)|^{-1}$ ,
for any $a\in\omega$ and: $=1,2,$ $\cdots$ , $p$, which in turn means $|\mathrm{c}_{\mathrm{i}}(a)|\mathit{2}$ $|c_{k}(a)|^{*}$ . Therefore, we can
conclude that $c_{k+1}(a)$ , $\cdots$ , $c_{k+\mathrm{p}}(a)\not\in\Delta$ , if 6is small enough to satisfy $\delta^{2a/\lambda}-\delta^{2}>\delta$. $\square$
Sublemma 7.1.4. Assume any $a\in\Omega^{(\mathrm{t})}$ satisfies $BR(\alpha,\delta)_{k}$ for all $0\leq k$ $\leq n-1.$ Let
ca 6 $\mathcal{P}^{(\nu)}$ , $0\leq\nu\leq$ n-l and suppose that $\nu$ is the last essential return of $\omega$ before $n$ with
the return depth $f$ , and $n$ is an inessential return with the return depth $\rho$. Then we have
$\rho<$ 3rf2. $\square$
Proof. By the same reasoning in Sublemma 7.1.1, we obtain $|\omega_{n}|2$ $|\omega\nu|/4$ . Since $\nu$ is an
essential return, we have $|\omega\nu|\geq$ $(e^{-r+1}-e^{-r})/r^{2}$ . Thus $\rho$ cannot exceed such $s$ $>0$ satisfying
$\frac{|I_{l}|}{s^{2}}+\frac{|I_{\iota-1}|}{(s-1)^{2}}+\frac{|I_{\iota-2}|}{(s-2)^{2}}<\frac{1}{4}\frac{|I_{r}|}{t^{2}}$ .
Even more strictly, $\rho$ cannot exceed such $s$ $>0$ satisfying
$-\log$ $12+s$ $-2+2\log(s-2)$ $>r+\log$ r,
and therefore $\rho\leq$ 3r/2. $\square$
7.2 Proof of Proposition 7
We only need to prove the case $k$ $=n$ by the inductive assumption. More precisely, we
dreffiy $\mathrm{h}\mathrm{a}$”
$R^{(k\}}(\omega)\leq 8\mathcal{E}(k\}(’)$
for $k=0$, $\cdot$ .. ’ $n-1$ and $ci\in\hat{\mathcal{P}}^{(n)}$ . For $k=n,$ the same inequality trivially follows if $n$ is
neither an inessential return nor a bound return. $\mathrm{h}$ the case where $n$ is a bound return, we
count on Sublemmas 7.1.1 and 7.1.2. Repeatedly applying Sublemma 7.1.2 yields
$\mathcal{R}^{(n)}(\omega)=\mathcal{E}^{(n-1)}(\omega)+\mathrm{I}^{(n-1)}(\omega)+B^{(n)}(\omega)\leq 4(\mathcal{E}^{(n-1)}(\omega)+\mathrm{I}^{(\mathfrak{n}-1)}(\omega))$ .
Then we successively apply Sublemma 7.1.1 to obtain
$4(\mathcal{E}^{(n-1)}(\omega)+\mathrm{I}^{(n-1)}(\omega))\leq 6\mathcal{E}^{(n-1)}(\omega)\leq 8\mathcal{E}^{(n)}(\omega)$.
If $n$ is an inessential return, we count on Sublemma 7.1.4. Let $\rho$ be the corresponding





which is less than
$8\mathcal{E}^{(n-1)}(\omega)=8\mathcal{E}^{(n)}(\omega)$.
It only remains to verify $B\mathrm{R}(\alpha,\delta)_{n}$ for $a\in\Omega^{(n\}}$ . If $\nu\leq n$ is a return with the return depth
$r$ , we have $|c_{\nu}(a)|$ $\geq e^{-(r+1)}$ by the construction. Therefore
$. \sum_{*=0}^{n}\log|c_{i}(a)|^{-1}\leq R^{(n)}(a)+\frac{\alpha n}{\log\delta^{-1}}\leq 8\mathcal{E}^{(n)}(a)+\frac{\alpha n}{\log\delta^{-1}}$
$\leq(\frac{1}{2}+\frac{1}{\log\delta^{-1}})\alpha n<\alpha n.$
This completes the proof of Proposition 7. $\mathrm{D}$
8’ Combinatorial argument
The estimate of the Lebesgue measure of the set $\Omega_{\epsilon}^{*}=\bigcap_{n>0}\Omega^{(n\rangle}$ is a technical issue. This
is because parameter values for which the corresponding $f_{a}^{-}\mathrm{h}\mathrm{a}\mathrm{e}$ a periodic attractor form an
open dense subset [GS], [Lyu], and hence $\Omega_{\epsilon}$. is nowhere dense. Therefore quite a delicate
analysis is required. In order for our conclusion, combinatorial and analytic arguments need
to work together. We remark that any subsequent part is irrelevant to the main induction
step of the proof discussed in the previous sections.
First of all, let us introduce some combinatorial notations. Two sequences are associated
to each ci $\in\hat{\mathcal{P}}^{(n)}$ . One is made up of all essential and substantial escapes of $\omega$ , $0=t\hslash$ $<$
$\eta_{1}<\cdots<lq$ $\leq n,$ and the other is the sequence of corresponding escaping components
$\omega^{(_{\mathrm{P}:}\}}\in \mathcal{P}^{()}||j(0\leq:\leq q)$ . Letting $\omega^{(2|)}=\omega$ for $q+1\leq:\leq n,$ we define a subset $Q_{n}^{(\dot{*})}$ of
$\bigcup_{k\leq n}\hat{f}(k)$ as
$Q_{n}^{(\dot{1})}=\{\omega^{(\eta)}‘ : \omega)\in\hat{\mathcal{P}}^{(n)}\}$ .
Intuitively, $Q_{n}^{(\dot{\iota})}$ is the collection of the $\mathrm{i}$-th escaping component of each $\omega\in\hat{\mathcal{P}}(\mathrm{n})$ . For
$\omega$
$\in Q_{n}^{()}$ , put
$Q_{n}^{(\cdot+1)}.(\omega)=\{\omega’\in Q_{n}^{(t+1)} : \omega’\subset’\}$
and
$Q_{n}^{(\dot{*}+1)}(\omega,R)=\{\omega’\in Q_{n}^{(\dot{|}+1\}}(\omega) : \Delta \mathcal{E}_{n}^{()}(\omega,\omega’)=R\}$ ,




Lemma 8.1. For all $0\leq i\leq n-1$ , $\omega\in Q_{n}^{(\dot{|})}$ and $R>0,$ we have
$\# Q_{n}^{(+1)}(\omega,R)\leq e^{\beta R}$.
Proof. Define a set of pairs of integers
$S_{R}:=$ $\{(r_{1},s_{1}), \cdots, (rt,st) : t \geq 1,.\cdot\sum_{=1}^{t}|\mathrm{r}\mathrm{J} =R, |r_{\mathrm{i}}|[succeq]\log\delta^{-1}, s:\in[1,\mathrm{r}^{2}..]\}$ .
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We can define a map $F$ : $Q_{n}^{(*+1)}.(\omega,R)arrow S_{R}$ as follows. Suppose $\omega$ $\in \mathcal{P}^{(k)}$ . For any
$\omega’\in Q_{n}^{(*+1)}$
.
$(\dot{\omega},R)$ , there exists $\eta:+1\geq k$ such that $\omega’\in \mathcal{P}^{(\eta j+1}$ ) and $\eta_{\dot{*}+1}$ is either an
essential or a substantial escape of $\omega’$ . Take all essential returns that occur between $k$ and
$\eta_{\dot{\iota}+1}$ . The place where each essential return has taken place is specified by the partition $\mathrm{I}$,
and hence by a pair of integers $(r, s)$ with $|r|\geq\log\delta^{-1}$ and $s$ $\in[1,\gamma^{2}]$ . $\mathrm{F}(\omega’)$ is defined as
the sequence of these pairs of integers. Then, we clearly have
$\Downarrow Q_{n}^{(\dot{*}+1)}(\omega,R)\leq\# s_{R\sup_{x\in S_{R}}}.my^{-1}(x)$ .
In fact, $\mathcal{F}$ is not injective. We estimate $\# S_{R}$ and $\sup_{x\in S_{R}}\Psi^{-1}(x)$ one by one.
Sublemma 8.1.1. For $R>0$ we have
$\# S_{R}\leq e^{\beta R/2}$ .
Proof. Fix $t\leq$ R/r$. The number of sequences of natural numbers $t1$ , $r_{2}$ , $\cdot$ .. , $rt$ with ’: 2 $’\delta$
and $\sum_{\Leftarrow 1}^{t}.r:=R$ is less than
$(R t-1+t-1)$ ,
which is the way of combinations of taking $(t-1)$ balls fiom $(R+t-1)$ balls located in a
row. By using the Stirlng’s formula
$k!\sim\sqrt{2\pi k}k^{\mathrm{E}}e^{-k}e^{-k}$
as $karrow\infty$ , we have
( $R+t\mathrm{t}$ $-11)= \frac{(R+t-1)!}{R!(t-1)!}<\frac{9\sqrt{2}}{8}\frac{(R+t-1)^{R+t-1}}{R^{R}(t-1)^{t-1}}$
$<2( \frac{R+t-1}{R})^{R}(\frac{R+t-1}{t-1})^{t-1}$
The first factor is, by $sr_{\delta}\leq R,$ less than
$( \frac{R(1+1/r_{\delta})}{R})^{R}=(1+\frac{1}{r_{\delta}})^{R}=e^{R\log}(1+4)$ $<e’.$
For the second factor, we have
$( \frac{R+t-1}{t-1})^{t-1}=((\frac{t-1}{R+t-1})^{-\mathrm{R}^{1}}.)^{R}-\leq((\frac{t-1}{R})\underline{.}\overline{\mathrm{w}}^{\underline{1}}(1+\frac{t-1}{R})^{\overline{\mathrm{R}}^{1}})^{R}*.$
,
and hence we row.
$( \frac{R+t-1}{t-1})^{t-1}\leq e^{\beta R/0}$ .
Putting these two inequalities together and recalling the definition of $S_{R}$ , we have
$\# S_{R}\leq\sum_{t=1}^{R/r\iota}(2^{t}e^{\beta R/5}.\prod_{1\approx}^{t}\mathrm{r}_{\dot{*}}^{2)}<\sum_{t=1}^{R/r*}$ e””2$e$”/6R2 $<e^{\beta R/2}$
for sufficiently small $\delta>0.$ $\square$
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Sublemma 8.1.2. For $R>0,$ we have
$\sup_{x\in \mathrm{S}_{R}}\beta \mathcal{F}^{-1}(x)\leq e^{\beta R/2}$.
Proof. Let $\nu_{1}$ be the chopping time of $\omega$ $\in Q_{n}^{\dot{l}}$ , and suppose $x=\{(r_{1},s_{1})$ , $\cdots\eta$
$(r_{m}, s_{m})\}\in S_{R}$, $\mathit{1}^{-1}(x)$ $\neq 0.$ By the algorithm of the subdivision, if $\omega’\in F$-l(x) then
$c_{\nu_{1}}(\omega’)$ is $\dot{\mathrm{c}}\mathrm{o}\mathrm{n}\mathrm{t}\dot{\mathrm{m}}$ \mathrm{d}$ in the union of the three contiguous elements of the partition I centered





is an interval which contains $\mathcal{F}^{-1}(x)_{\wedge}\neq li$. For $i=2$, $\cdots$ , $m$ , let $\nu_{\dot{*}}$ be the chopping time of
$\omega^{(\nu_{-}}\cdot$
.
$1$ ) and define $\omega^{(\nu_{})}:=e_{\nu}^{-1}.\cdot|_{P}\ldots$ ,. $:(I_{r\dot{.},\iota}‘)$ . Then, by a recursive use of Lemma 5.2, one can









components, whose total number is less than 2$(r_{\delta}-r_{\delta}+)r_{\delta}^{2}+2<\mathrm{f}_{\delta}^{3}<efR/2$ . $\square$
9 Analytic Arguments
The aim of this section is to develop key analytic arguments. A bounded distortion argument
and a uniform binding estimate are given.
9.1 Bounded Distortion Property
We $\pi \mathrm{e}$ going to show that the partitions $\mathcal{P}^{(n\mathrm{o})},\mathcal{P}^{(\mathfrak{n}0+1)}$ , $\cdots$ have a nice distortion property.
The precise statement is as follows.
Lemma 9.1. Let $\omega$ $\in \mathcal{P}^{(\nu\}}$ , $\nu$ be a free return, an essential escape, or an inessential escape
of $\omega$ and $p$ be the binding period. Then there exists a constant $D$ such that
$\frac{|d_{k}(a)|}{|d_{k}(b)|}\leq D$
for any $a,b\in\omega$ and $0\leq k$ $\leq\nu+p+1$ . Moreover, the distortion constant $D$ remains bounded
as 6 tends to 0.
In terms of the probability theory, this lemma means that the conditional probability of
the oeiticd orbit $c_{k}(a)$ fallng into some subinterval $J$ of $c_{k}(\omega)$ is essentially proportional to
the ratio $|J|/|c*(\omega)|$ . $\mathrm{h}$ other words, if we consider $c_{k}$ as a random variable, its distribution
is essentially constant bounded away from zero. On the other hand, we cannot expect that
the same picture also holds in the case of substantial escapes, because in general the image of
substantial escapes can spread out by the definition of the chopping. They have substantial
length greater than $5^{\iota}$ , which leads to nonuniform variation of the distribution. However, if
we restrict ourselves to consider some small subinterval of a substantial escape, we can also
have an mdogue of the above lemma. Both types of distortion properties are indispensable
for our ultimate conclusion.
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Lemma 9.2. Let $\omega$ $\in \mathcal{P}^{(\nu)}$ , $\nu$ be a substantial escape of $\omega$ and $l>\nu$ be the next chopping
time of $\omega$ . Then there exists a constant $\overline{D}>D$ such that for any subinterval $\overline{\omega}\subset\omega$ with
$\overline{\omega}_{l}\subset\Delta^{+}$ , we have
$, \frac{|d_{k}(a)|}{|c_{k}(b)|}\leq\overline{D}$
for any $a$ , $b\in\overline{\omega}$ and $0\leq k$ $\leq 1.$ In addition, $\overline{D}$ also remains bounded as $\delta$ tends to 0.
9.2 Preliminaries and proofs of the distortion lemmas
We need to classify essential escapes into two classes as follows.
Definition. Let $\omega\in\hat{\mathcal{P}}^{(k)}$ and $k$ be an essential escape of $\omega$ . $k$ is said to be a boundary
essential escape if $\omega_{\mathrm{k}}\cap\partial\Delta^{+}\neq 0,$ or an interior essential escape otherwise.




and $aj$ $=cj(\omega)$ .
Sublemma 9.1.1. For $\omega$ $\in \mathcal{P}^{(\nu)}$ , let $\nu$ be $a$ free return, an essential escape, or an inessential
escape of $\omega$ . Let $\sigma_{1}<(\mathrm{r}_{2}$ $<\cdots$ $,$ $<oq$ $\leq\nu$ be the maximal sequence made up of all returns,
inessential escapes, and interior essential escapes of $\omega$ up to time $\nu$ . Denoting the corre-








for all $i=0$, $\cdot$ .. , $q-1.$
Proof of Sublemma 9.1.1. We divide the sum into three parts:
$\sigma‘+\mathrm{p}.\cdot+1\sum_{\sigma\iota+\mathrm{p}+1}^{+1}D_{\mathrm{j}}=‘\sum_{\mathrm{j}=\sigma+\mathrm{p}\mathrm{z}+1}^{\sigma i+\mathrm{r}-1}D_{j+1}+D_{\sigma}‘+\cdot\sum_{j=\sigma_{+1}+1}^{+1}.D_{\dot{f}}\sigma.+\mathrm{p}_{*+}1$
and estimate one by one. Fbr the first term, by Corollary 5.2.1, there exists some $a\in\omega_{j}$
such that $|(f:’+’-j)$ ’(cj (a)) $||\omega_{\mathrm{j}}|\leq 4|\omega_{\sigma:+1}|$. With a possibility of $\omega_{\sigma t+1}\cap\omega_{j}\neq 0$ taken into
account, (3) of Lemma 5.1 can be applied to yield $|\omega_{\mathrm{j}}|\leq 8e^{-\lambda(\sigma}‘+1-i$ ) $|\omega_{\sigma}‘+1$ $|$ . On the other
hand, $\inf_{a\in\omega}|c_{j}$ ($a1$ $\geq\delta^{\iota}-2\cdot|$I$\delta+|/\mathrm{r}5+>\delta^{\iota}/2$ holds for 11 $\sigma_{\dot{*}}+p_{*}$. $+1$ $\leq j\leq\sigma \mathrm{s}+1-1,$
because there is no return, interior essential escape, nor inaesentid escape during this time
period (boundary essential escapes possibly exist). Therefore we obtain
$D_{j} \leq\frac{16e^{-\dot{\lambda}(-j)}+1|\sigma\omega_{\sigma_{\dagger 1}}|}{\delta^{\iota}}‘\leq 16e^{-\overline{\lambda}(-j)}‘+1|\sigma\omega_{\sigma:+1}|e^{r\mathrm{s}+1}$ ,
and
$‘ \sum_{j=\sigma+p+1}^{\sigma_{1+1}-1}‘ D_{j}\leq 16\Theta|\omega_{\sigma:+1}|e^{r}‘+1$,
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where $\ominus=\sum_{j\geq 0}e^{-\dot{\lambda}\dot{*}}$ .
The estimate of the second term is trivial. Prom $|c_{\sigma:+1}(a)|\geq e^{-(r+1)}:+1$ , we immediately
get $D_{\sigma_{\mathrm{s}+1}}\leq e|\omega_{\sigma}‘|+1er_{*+}$. $1$ .
Concerning the third term, Corollary 5.2.1 yields
$|$’$j| \leq 4|\omega_{\sigma_{i+1}}|\sup_{a\in\omega}|(f_{a}^{j-\sigma:+1})’(c_{\sigma:+1}(a))|$.
We need to find a proper upper bound of this supremum. By the chain rule we have
$|(f?^{-\sigma}’+’)$ ’(c$\sigma:+1(a)$ ) $|=|(fg^{-\sigma-1}:+1)’(c_{\sigma+1}(:+1a))|\cdot|f_{a}’(c_{\sigma+1}(a))|$ .





By the definition of the binding period and the mean value theorem, we have
$\kappa e^{-2\alpha(j-\sigma_{l+1}}-1)\geq|\gamma_{\mathrm{j}-\sigma-1}‘+1|=|(f^{\mathrm{j}-\sigma:+1}.-1)’(x_{0})||\gamma_{0}|$
for some $x_{0}\in\gamma 0.$ Using Sublemma 5.3.1 yields
$|(f\mathrm{j}^{-\sigma}’+")’(x_{0})||\gamma_{0}|>D_{a}^{-1}|(f_{a}^{j-\sigma_{\dot{*}+1}}-1)’(c_{\sigma.+1}.(+1a))|$ ,
and therefore
1 $(f_{a}^{\mathrm{j}-\sigma_{1+1}}-1)’(c_{\sigma+1}‘ 1(+a))|<D_{\alpha}\kappa e^{-2a(j-1)}-\sigma \mathrm{s}+1/|\gamma_{0}|\leq D_{\alpha}ne^{2}e^{-2\alpha(j-\sigma:+1}-1)e^{2r\mathrm{r}+1}$ ,
because $|$to $|=|$’$\sigma\dot{.}+1(a)|^{2}\geq(e^{-\mathrm{t}^{r\iota+1}+1)})^{2}$. Substituting this into the $\eta \mathrm{u}\mathrm{d}\mathrm{i}\mathrm{t}\mathrm{y}$ of interest and
using a trivial estimate $|f\mathrm{s}(c_{\sigma \mathrm{s}+1}(a))|=2|c_{\sigma:+1}(a)|\leq 2e^{-r}\cdot.+1$ e, we have
$\sup_{a\in w}|(f_{a}^{j-\sigma:+1})’(c_{\sigma}‘(+1a))|\leq D_{a}\kappa e^{2}e^{-2\alpha(\mathrm{j}-\sigma:+1}-1)e^{2r}‘+12e^{-r\{+1}$ e,
which implies
$|\omega_{j}|\leq 8D_{\alpha}\kappa e^{3}e^{-2\alpha(j-\sigma}‘+1-1)|\omega_{\sigma_{l+1}}|er’+1$ .
The remaining task is to estimate the denominator of Dj. Since there may be a bound
return during the time period under consideration, a rather delicate estimate is necessary.
$\mathrm{h}$ this part, the system constant $\kappa$ plays a crucial role.
Claim.
$|c_{j}(a1 \geq(1-\kappa)e^{-\alpha(\mathrm{j}-\sigma 1+1}-1)$.
Proof of the claim. By the definition of the binding period and the triangle inequalty, we
have $|c_{\mathrm{j}}(a)|\geq|c_{j-\sigma-1}‘(+1a)|$ - $\kappa e^{-2\alpha(j-\sigma-1)}l+1$ . Thus, it suffices to show $|$ $t(al $\geq e^{-\alpha}$: for
each $:\in \mathrm{N}$ such that $f_{\mathrm{g}}$ satisfies $BR(\alpha,\delta)$:, which has already been proved in CoroUry
5.2.2. $\square$
As a consequence of this claim, we have
$\sigma\iota+j=$I$l+1+1D_{j}<" \sum_{+\mathrm{j}=\sigma 1+1}^{+1}\frac{8D_{\alpha}\kappa e^{S}}{1-\kappa}e^{-\alpha\{j-\sigma:+-1)}|1\omega_{\sigma \mathrm{s}+1}|e^{r}\sigma+\mathrm{p}\mathrm{s}+1.\cdot+1<\frac{8D_{\alpha}\kappa e^{3}}{1-\kappa}---|\omega_{\sigma}‘|+1e^{r\iota+1}$,
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where $—= \sum_{:\geq 0}e^{-\alpha}:=\frac{1}{1-e^{-a}}<D_{\alpha}$ for sufficiently small $\alpha$ . Finally, combining these three
major estimates, we obtain
$\sum_{j=\sigma+\mathrm{p}.+1}^{\sigma_{i+1}+\mathrm{P}+1}.D_{j}<(16\ominus+e+\frac{8D_{\alpha}\kappa e^{3}}{1-\kappa}---$) $|\omega_{\sigma:+1}|et’+’<D_{\alpha}^{3}|\omega_{\sigma_{*+1}}.|e^{r:+}1$ ,
for sufficiently small $\alpha$ (hence large $D_{\alpha}$ ). $\mathrm{C}1$
Sublemma 9.1.2. Let cv $\in \mathcal{P}^{(k)}$ and $\sigma_{1}<\cdots<\sigma_{\iota}\leq k$ be all returns, inessential escapes
and interior essential escapes of $\omega$ up to $k$ that have an equal depth $r$ . Then
$\sum_{\dot{*}=1}^{*}|\omega_{\sigma_{*}}.|\leq\frac{10e^{-r}}{r^{2}}$ .
Proof of Sublemma 9.1.2. Let $\mathrm{P}$ denote the corresponding binding period of $\sigma_{}$ . Now $\omega$
satisfies $BR(\alpha,\delta)_{k}$ and $\sigma_{l}\leq k.$ Therefore, we can use the binding argument discussed in the
proof of Sublemma 7.1.1 to get
$|$ ($f_{a}^{\sigma+1}-$ ( $\sigma‘+$pt $+$’)’(c$\sigma:+_{\mathrm{P}\mathrm{t}}+1$ $(a)$ ) $|\geq 1$
for $i=1$ , $\cdot\cdot$ . , $s-$ l. On the other hand, applying the maln rule gives
$|\mathrm{C}f_{a}^{\sigma_{+1}-\sigma}$’)’(c$\sigma\iota(a)1=|$ ($f\mathrm{f}^{+1}’-(\sigma’+\mathrm{p}:+’)’(c_{\sigma+\mathrm{p}:+}‘ 1(a)\mathrm{I}|\mathrm{C}f\mathrm{j}^{+1}’)$ ’(c$\sigma$:(a)) |.
By the above inequality and the (5) of Lemma 5.3, we have
$|(f_{a}^{\sigma_{+1}-\sigma\iota})’ c_{\sigma},(a)|\geq|c_{\sigma:}(a)|^{5\beta-1}\geq e^{(r+1)(1-}\mathrm{S}\beta)$
$\geq e^{(r_{\mathrm{g}+}+1)}$(1-6#) $\geq e^{-\log\delta(1-}$
.
$5\beta$) $=\delta^{\iota(6\beta-1)}$ .
Then, by Corollary 5.2.1, we obtain $|\omega_{\sigma}:|\leq 4\delta^{\iota(1-5\beta)}|\mathrm{C}\mathrm{J}_{\sigma+1}|$ . Successive use of this inequality
yields $|\omega_{\sigma:}$ $|\leq(4\delta^{\iota(1-5\beta)})^{\epsilon-:}|\omega_{\sigma}.|$ . Now, shrink 6sufficiently small so that $4\delta^{\iota(1-5\beta)}\leq 1/2.$
Then we have
$. \sum_{\Leftarrow 1}^{\iota}|\omega_{\sigma:}|\leq|\omega_{\sigma}$. $|. \cdot\sum_{=1}^{\infty}(4\delta^{\iota(1-6\beta)})^{:}\leq|\omega_{\sigma}$. $|$ .
Hence, it suffices to prove $|\omega,$. $\rceil\leq 10e^{-r}/t^{2}$ , which is trivial. Recall that $\omega_{\sigma}$. possibly spreads
across three contiguous partition elements of $\mathrm{I}^{+}$ . $\square$
Proof of Lemma 9.1. Let $\sigma_{1}<(72$ $<\cdots<Mq$ $\leq\nu$ be the maximal sequence made up of all
returns, inessential escapes and interior essential escapes up to time $\nu$ . The corresponding
depth is denoted by $r_{\dot{*}}$ . For the moment, we postpone the aoeptiond case where $\sigma_{q}\neq\nu,$
namely $\sigma_{q}$ is a boundary essential escape. In the case where $\sigma_{q}$ is not a boundary essential
escape, we can $\mathrm{d}\mathrm{I}\mathrm{r}\mathrm{e}\alpha \mathrm{l}\mathrm{y}$ apply Sublemmas 9.1.1 and 9.1.2 to obtain
$\sum_{\mathrm{j}=0}^{\nu+\mathrm{P}}D_{j}=\sum\sum‘ D_{j}\leq D_{\alpha}^{3}.\sum_{\subset 0}^{q-1}|\omega_{\sigma}‘|+1e^{r\iota+1}q-1\sigma+1+\mathrm{r}+1$
bo $j=\mathrm{f}\mathrm{j}+$p$:+1$
$=D_{\alpha}^{3} \sum_{r\geq r_{\delta+}}e^{r}$ ($. \cdot‘\sum_{+r1=r}|$”$‘+1|) \leq\frac{10D_{\alpha}^{3}}{bT\delta}<\frac{D_{\alpha}^{4}}{b\mathrm{P}\delta}$ .
In the $\alpha \mathrm{c}\mathrm{e}\mathrm{p}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{d}$ case where $\nu$ is a boundary essential escape, we need to estimate the
remaining sum
$= \sigma_{\tau \mathrm{P}\mathrm{r}}\sum_{j++1}^{\nu+\mathrm{p}}D_{j}=\sum_{j=\sigma_{q}+\mathrm{p}_{q}+1}^{\nu-1}D_{j}+D_{\nu}+\sum_{\mathrm{j}=\nu+1}^{\nu+\mathrm{p}}D_{j}$ .
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Note that, between $\sigma_{q}+p_{q}+1$ and $\nu-1,$ there is no return, inessential escape, nor interior
essential escape, all but boundary essential escapes. Hence we have infaew $|c\mathrm{j}(a)|\geq\delta^{\iota}-$
$2\cdot|I_{\delta}+|/r_{\delta+}^{2}\geq\delta^{\iota}/2.$ On the other hand, Corollary 5.2.1 and Lemma 5.1, (2), (3) are used
to estimate the size of $\omega_{j}$ . Namely we have $\delta^{\iota}>|c\omega t\nu|\geq\frac{1}{2}e^{\dot{\lambda}(\nu-j)}|$($\omega_{\mathrm{j}}$ $|$ . As a consequence, we
obtain
$D_{j} \leq\frac{4\delta^{\iota}e^{-\hat{\lambda}(\nu-j)}}{\delta^{\iota}}=4e^{-\hat{\lambda}(\nu-j)}$ .
For the second term, we clearly have $D_{\nu}=|\omega_{\nu}|/$ $\inf_{a\in\omega}|c_{\nu}(a)|\leq 2.$
For the third term, we similarly have
$\sum_{j=\nu+1}^{\nu+\mathrm{p}}D_{j}\leq\frac{16D_{\alpha-}^{S-}\kappa e-}{1-\kappa}$ .
As a whole, we obtain
$\sum_{j=\sigma_{q}+\mathrm{p}_{q}+1}^{\nu+\mathrm{p}}D_{j}\leq\Theta+2+\frac{16D_{\alpha-}\kappa e^{3-}-}{1-\kappa}$ .
Henc, we may take
$D=4\exp$ ($\frac{D_{\alpha}^{4}}{\iota r_{\delta}}+\Theta$ $+2+ \frac{16D_{\alpha}\kappa e^{3-}--}{1-\kappa}$).
$\square$
Proof of Lemma 9.2. Let $\nu_{q}$ be the last free return, essential escape or inessential escape of
ca before $l$ , and $p_{q}$ the corresponding binding period. By virtue of Lemma 9.1, we have
$\sum_{j=0}^{\nu_{q}+\mathrm{P}\mathrm{r}}D_{j}’\leq\sum_{j=0}^{\nu_{q}+p_{q}}D_{j}<\log(\frac{D}{4})$ ,
where $D_{j}=|" iV \inf_{a\in w}|c_{j}(a)|$ and $D_{j}’=|\overline{\omega}_{\dot{f}}|/$ $\inf_{a\in\varpi}|c_{j}(a)|$ . Hence, it suffices to find an
upper bound of the remaining part $\sum g_{q\mathrm{P}\mathrm{q}}^{-1}++1D_{\mathrm{j}}’$. By the choice of $\nu_{q}$ , there is no return,
essential escape nor inessential escape (substantial escapes possibly exist). Hence we have
$a\in \mathrm{i}\mathrm{n}_{\frac{\mathrm{f}}{w}}|c_{j}(a)|\geq a\in u\mathrm{I}\mathrm{n}\mathrm{f}|c_{\mathrm{j}}$ ($a1$ $\mathit{2}$ $\delta^{\iota}$ - 2 $\cdot|I_{r_{g+}}|[r’+>\delta^{\iota}/2$.
Meanwhile, ca survives as an element of $\mathcal{P}^{(l-1)}$ due to absence of a chopping time between $n$
and $l-$ l, and as a result, $\omega$ and its subset $\overline{\omega}$ satisfy $BR(\alpha,\delta)_{l-1}$ . Then, by Corollary 5.2.1,




We may set $\overline{D}=e^{8\Theta}$D. Cl
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9.3 Uniform binding estimate
We are prepared to prove the following key ingredient on uniform parameter dependence
of the derivative recovery. This is essentially the same as (4), (5) of Lemma 5.3. But, we
need to take into account the variation of the binding period $p(a, k)$ as $a$ varies in $\omega$ . This
variation can be treated by the bounded distortion property given above.
Lemma 9.3. Let $\omega$ $\in \mathcal{P}^{(k)}$ , $k$ an essential return or an essential escape of $\omega$ , and let $p$ be
the corresponding binding period. Then
$|$!J$k+p+1$ $|\geq|$ )$k|$”.
Proof. Suppose that $a_{0}\in$ ca gives the minimum of $p(a,k)$ . That is to say, we have $p=$
$\mathrm{p}(\mathrm{a}\mathrm{o},k)$ $\leq p(a,k)$ for any $a\in\omega$ .
Sublemma 9.3.1. For any $a\in\omega$ , we have
$|(f\mathrm{r}^{1})’(c_{k}(a)1$ a $\frac{1}{16DD_{\alpha}^{2}}|(f_{a\mathrm{o}}^{r+1})’(c_{k}(a_{0}))|$ .
Proof of the claim. The chain rule $\mathrm{g}$\dot vae
$\frac{|(f_{a}^{p+1})’(c_{k}(a))|}{|(f_{a_{0}}^{\mathrm{p}+1})(c_{k}(a_{\mathrm{O}}))|},=\frac{|(f_{a}^{\mathrm{p}})’(c_{k+1}(a))|}{|(f_{a_{\mathrm{O}}}^{\mathrm{p}})(c_{k+1}(\infty))|},\frac{|c_{k}(a)|}{|c_{k}(a_{0})|}$












Putting these three inequalities together, we obtain
$\frac{|(f_{a}^{\mathrm{p}})’(c_{k+1}(a))|}{|(f_{ao}^{\mathrm{p}})(c_{k+1}(a_{0}))|}>\frac{1}{4DD_{\alpha}^{2}}$ .
The rmnining term can be easily estimated by $|\mathrm{c}\mathrm{o}(\mathrm{a})|/|c_{*}(a_{0})|>1/4,$ since $k$ is an essential
return or an essential escape for $\omega$ . Hence we get the desired inequality. $\square$
Returning to the proof of the lemma, recall that ca satisfies up to ER$(5\mathrm{a}, \delta)_{k+\mathrm{p}}$ by Lemma




Concerning the right hand side, the following holds.
$\frac{1}{64DD_{\alpha}^{2}}|(f_{a_{0}}^{\mathrm{p}+1})’(c_{k}(\infty))||\omega_{k}|>\frac{1}{64DD_{\alpha}^{2}}|\omega_{k}||c_{k}(a_{0})|^{6\beta-1}\geq\frac{1}{64DD_{\alpha}^{2}}|\omega_{k}|e^{-(r+1)(5\beta-1)}$,




Proof of the claim. This is trivial when $k$ is not a boundary essential escape, due to
$\omega_{k}\subset[e^{-(r+1)},e^{-}(r-1)]$. Otherwise we have $|\mathrm{u}_{*}|\leq\delta^{\iota}=e^{-r_{s+}}<e^{-r_{s+}}(e-e^{-1})$. $\square$




$(5 \beta-1)\geq\frac{1}{64DD_{\alpha}^{2}}|$ ’k $|$ ’
$\beta$ . $(e^{2}-1)^{-f\beta+1}$
$>|\mathrm{c}\mathrm{v}_{k}|8\beta$ .
Thus it turns out that the target inequality $|\mathrm{C}\mathrm{i}*+\mathrm{p}$ $1|>|\mathrm{y}k|^{8\beta}$ holds as long as a is taken
sufficiently $\mathrm{m}\mathrm{a}\mathrm{A}$ so that
$\frac{(e^{2}-1)^{-5\beta+1}}{64DD_{\alpha}^{2}}\geq(e^{-r+1}-e^{-r-1})^{3\beta}$ .
It is possible to hold the last inequffity because the distortion constant $D$ stays bounded as
$\delta$ tends to 0. $\square$
10 Metric Estimate, Conclusion
This section combines the previously discussed analytic estimate with the combinatorial
argument. In terms of the probability theory, we regard $e^{\mathcal{E}^{\{\mathrm{n})}/2}$ as a random variable of
the suitable probability space. For the conclusion, we need to estimate the conditional
probability $|11^{(n-1)}|-|\Omega^{()}$” $|$ . By definition, we have
$|$
Jn(n-i) $|-|\mathrm{g}(n)$ $|=|\cup\{\omega\in\hat{p}\mathfrak{l}n) : \mathcal{E}(n)(\omega) : \alpha n[16\}|\leq e^{-\alpha n}$” $\int_{\Omega^{[\mathrm{n}-}}1$
}
$e$
’$\hslash$ ) $(a)/2d$ ,
where the inequality follows from
Tchebichev inequality. Let $(\Omega, \mathrm{F},\mu)$ be a probability space and $X$ be a random variable.
Then for $x>0$ we have
$\mu(|X|\geq x)$ $\leq\frac{E[|X|]}{x}$ .
Therefore we need to estimate the expectation $E[e^{\mathcal{E}^{(\mathrm{n})}/2}]= \int_{\Omega^{(*-1\}}}e^{\mathrm{C}^{(\mathrm{n}\}}(a)/2}\$ . In fact,
this quantity is not too big, because members of such $\omega$ $\in\hat{\mathcal{P}}^{(n)}$ that takae on big value of
$\mathcal{E}^{(n)}(\omega)$ constitute small portions of $\Omega^{(n-1)}$ . More precisely, elements of $\hat{\mathcal{P}}^{(n)}$ with strong
recurrence (hence big $\mathcal{E}^{(n)}(\omega)$ ) are not too many (Lemma 8.1) and are not too large in size
(Lemma 10.1). hdoed, the following holds.
Proposition 10.
$\int_{\Omega^{(*-1)}}e^{\mathcal{E}^{\{}}$”a)/2da $\leq e^{3n[rs}|0\epsilon|$ .
Suppose that this proposition is true. Then we have




$\mathrm{r}\mathrm{t}$ prove that $a=2$ is the density point of $\Omega_{\epsilon}$ , let us recall the definition of the first chopping
time no(c) $\in$ N. By definition, $\Omega^{\{0)}=\Omega^{(1)}=\cdots=\Omega^{(n\mathrm{o}-1)}$ . Therefore we have
$|\Omega^{(n)}|\geq(1 $ $\sum n$ $e^{-}$”/”) $|\Omega\epsilon|$ ,
$\dot{*}=n_{0}-1$
and hence
$|\Omega_{\epsilon}^{*}|=1{\rm Im}|narrow\infty 0^{(n)}$ $|\geq(1-$ $\sum_{=n0-1}^{n}e^{-}*:/\{\mathrm{Q}$) $|\Omega\epsilon|>0$.
Note that $n_{0}(\epsilon)$ \prec $\infty$ as $\epsilon$ tends to zero, which shows the desired density result
$\epsilon.arrow 0\mathrm{f}\mathrm{f}\mathrm{i}\frac{|\Omega_{\epsilon}^{*}|}{|\Omega_{\epsilon}|}=1.$
For the moment we postpone the proof of Proposition 10, since it requires an intricate
analytic estimate to be developed below.
10.1 Preliminaries
Lemma 10.1. For all $0\leq:\leq n-1,$ $\omega\in Q_{n}^{(\cdot)}.,$ $R\geq 0$ and $\tilde{\omega}\in Q_{n}^{(\dot{|}+1)}(\omega,R)$ , we have
$|\tilde{\omega}|\leq e^{(9\beta-1)R}|\omega|$ .
Combining Lemmas 8.1 and 10.1 yields the following
Lemma 10.2. For all $0\leq:\leq n$ -1, $\omega$ $\in Q_{n}^{(\dot{*})}$ and $R\geq 0$ we have
$, \sum_{\mathrm{t}v’\in Q^{(:+1\}}(\omega,R)}|"|\leq e^{(10\beta-1)R}|\omega|$
,
where $10\beta-1<0.$
Proof of Lemma 1O.L Let $\omega$ $=\omega^{(\mathrm{r})}$ . There are two possibilities. Either there exists a
nested sequence
$\tilde{\omega}\subset$ \mbox{\boldmath $\omega$}(yr) $\subset\cdots\subset\omega(\nu_{1})$ $\subset\omega^{(\nu_{\mathrm{O}})}=\omega$
such that each $\omega^{(\nu g)}$ $(j=1, \cdots, \epsilon)$ is an essential return at $\nu_{\dot{f}}$ , or there is not an essential
return at $\mathrm{a}\mathbb{I}$ . In the second case, due to the property of time history, $\omega^{(\mathrm{r})}$ experiences
no ineswntial return until the next chopping time [CoroUaies 7.1.1.1, 7.1.1.2]. There are
possibly some $\mathrm{i}\cdot\infty\alpha \mathrm{l}\mathrm{t}\mathrm{i}\mathrm{a}\mathrm{l}$ escapes, but one alredy knows no bound return follows them
[Sublemma 7.1.3]. As a result the inequality of the assertion trivially follows with $R=0.$
Thus we consider the other case. It suffices to show the next
Sublemma 10.1.1. For $j=0$, $\cdots$ , $s$ $-1,$ we have
$\frac{|\omega^{\mathrm{t}^{\nu_{J+1}})}|}{|\omega^{(\nu_{j})}|}\leq e^{-r_{j+1}+9\beta r_{i}}$
there $f_{0}:=r\delta$ and $r_{}$ is the depth at $\nu$ .
Proof of Sublemma lO.l.L For the moment we postpone the exceptional case where $j=0$
and $\nu_{0}$ is a suktantid escape of $\omega$ . By Lemma 5.4, $\omega^{(\nu_{\dot{g}})}$ satisfies up to $B\mathrm{R}(5\alpha,\delta)_{\nu g+\mathrm{P}J}$ .
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Then, Lemma 5.2 claims that $c_{\nu_{j}+\mathrm{p}}$, } $1$ is a diffeomorphism on $\omega^{(\nu_{i})}$ , and hence there exists
some $a\in\omega^{(}$’$j$ ) such that
$|’ \mathrm{p}_{j\mathrm{P}j}^{\nu_{\mathrm{j}})}++1|=|\mathrm{c};_{+p_{\mathrm{j}}+1}(a)||\omega^{(\nu_{l})}|$ .
On the other hand, $\omega^{(\mathrm{j}}$’ $+1$ ) satisfies $\mathrm{f}\mathrm{f}\mathrm{l}(\alpha, \delta)_{\nu_{\mathrm{j}}+\mathrm{p}_{\dot{f}}}$ because $\nu j+1>\nu \mathrm{j}+p_{j}$ . Thus for some
$)$ $\in\omega^{(\nu_{f+1}})$ we have
$|$’p:j$+$p$d$)$+1|=|d_{\nu_{i}+\mathrm{p}_{\mathrm{j}}+1}(b)||$’(’j $+1$ ) $|$ .
Combining these equalities and by virtue of Lemma 9.1 we obtain
$\frac{|\omega^{(\nu_{\mathit{3}+1}})|}{|\omega^{(\nu_{j})}|}=\frac{|d_{\nu_{J}+\mathrm{p}_{j}+1}(a)|}{|d_{\nu+_{\mathrm{P}\mathrm{J}}+1}(b)|}\cdot\frac{|\omega_{\nu_{j}+\mathrm{p}_{j}\dagger 1}^{(\nu_{\mathrm{z}+1})}|}{|\omega_{\nu_{f}+\mathrm{p}_{j}+1}^{(\nu_{f})}|}<D\frac{|\omega_{\nu_{\mathrm{j}}+\mathrm{p}_{\dot{\mathit{9}}}+1}^{()}|\nu_{d+1}}{|\omega_{\nu_{i}+\mathrm{p}_{j}\dagger 1}^{(\nu g)}|}$.
The upper estimate of the numerator of the right hand side in terms of $|\omega_{\nu_{\mathit{3}+1}}^{(\nu_{J+1})}|$ is not
trivial, due to possible existence of a sequence of inessential returns $\mu_{1},\mu_{2}$ , $\cdots$ , $\mu_{m}$ between
$\nu_{j}+p_{j}$ and $\nu_{\mathrm{j}+1}$ . Let $q$: and $\rho$: denote the corresponding binding period and return depth





For details, the reader should consult with the proof of Sublemma 7.1.1 using the binding
estimate. In particular, we apply (3) of Lemma 5.1 instead of (2), in order to ded with
possible overlaps between $\omega^{(\nu}$j $+1$ ) a $\mathrm{d}$ $\omega_{\mu_{m}+q_{\mathrm{r}}+1}^{\mathrm{t}^{\nu_{\mathit{3}+1}})}$ . On the other hand, Lemma 9.3 $\mathrm{f}\dot{1}^{\mathrm{V}\mathrm{e}\mathrm{s}}$ a
lower estimate of the denominator. Namely we have
$|_{\mathrm{W}}\mathrm{s}\mathrm{j}’\dotplus_{\mathrm{p}_{j}+1}^{)}\cdot|\geq|(\omega \mathrm{p}_{\mathrm{j}}j)$
$|^{8\beta} \geq\frac{e^{-8\beta r_{f}}}{\mathrm{f}_{j}^{16\beta}}$ .
As a result we obtain
$\frac{|\omega^{(\nu_{J+1}}|)}{|\omega^{(\nu_{\dot{g}})}|}\leq 256De^{-r_{\mathrm{J}+1}+}$9r7rj’9 $<e^{-r_{\dot{\mathit{9}}+1}+9\beta r_{\dot{\partial}}}$
where it is possible to hold the last inequality by choosing sufficiently small $\delta$, because $D$
stays bounded as $\mathit{6}arrow 0.$
The exceptional case needs different analysis. A similar argument is invalid since a binding
period is not associated with $\epsilon \mathrm{u}\mathrm{b}\mathrm{s}\mathrm{t}\mathrm{a}\mathrm{n}\mathrm{t}\mathrm{i}\mathrm{d}$ escapes. There re further two possibilities to be
considered according to the position of $\omega_{\nu_{1}}^{(\nu_{0})}$ , namely, whether $\omega_{\nu_{1}}^{(1\eta)}\subset\Delta^{+}$ or otherwise.
The distinction arises when applying Lemma 9.2. In the first case, we can take $\overline{\omega}$ in the
statement ae the whole $\omega^{(\nu_{0})}$ . In the second case, $\overline{\omega}$ is taken as the maJimd subinterval of
$\omega^{(\nu_{0})}$ whose image via $c_{\nu_{1}}$ is contained in $\Delta^{+}$ .
First, we treat the case $\omega_{\nu_{1}}^{(\nu 0)}\subset\Delta^{+}$ . There is no chopping time of $\omega^{(\nu_{0})}$ between $\nu_{0}$
and $\nu_{1}$ , and hence $\omega^{(\nu_{0})}$ survives as an element of $\mathcal{P}^{(\nu_{1}-1)}$ a $\mathrm{d}$ satisfies $B\mathrm{R}(\alpha,\delta)_{\nu_{1}-1}$ . Then,
Lemma 5.2 claims that $c_{\nu_{1}}$ is a diffeomorphism on $\omega^{(\nu 0)}$ . By using the mean value theorem
and Lemma 9.2, we have
$\frac{|\omega^{(\nu_{1})}|}{|\omega^{(\nu_{0})}|}=\frac{|d_{\nu_{1}}(a)|}{|d_{\nu_{1}}(b)|}\cdot\frac{|\omega_{\nu_{1}}^{(\nu_{1})}|}{|\omega_{\nu_{1}}^{(\nu_{0})}|}<\overline{D}\frac{|\omega_{\nu_{1}}^{(\nu_{1})}|}{|\omega_{\nu_{1}}^{(\mathrm{m})}|}$
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for some $a\in\omega^{(\nu_{0})}$ a $\mathrm{d}$ $b\in\omega^{(\nu_{1})}$ . Corollary 5.2.1 gives a lower estimate of the denominator
in the form of $|$’$\nu$(7) $| \geq\frac{1}{4}|$’$\nu_{0}(\nu_{0})$ $|\geq$ 5\iota /4, and therefore
$\frac{|\omega^{(\nu_{1})}|}{|\omega^{(\nu 0)}|}<4\overline{D}\frac{|\omega_{\nu_{1}}^{(\nu_{1})}|}{|\omega_{\nu_{0}}^{(\nu_{\mathrm{O}})}|}<\overline{D}$ e-,6-, $<\overline{D}e^{-r_{1}}\delta^{-4\beta}<e^{-r_{1}}e^{9\beta r_{\delta}}$ ,
as long as $\iota$ $<4\beta.$ The last inequality follows by taking 6 sufficiently small so that $\overline{D}<e^{5\beta rs}$ ,
which is possible because $\overline{D}$ stays bounded as 6 tends to 0.
Next we consider the case $\omega_{\nu_{1}}^{(\nu_{0})}X$ $\Delta^{+}$ , which includes the case $\nu_{0}=0.$ With a similar
argument and applying Le ma 9.2 with $\overline{\omega}=\overline{\omega}^{(\nu 0)}:=c_{\nu_{1}}^{-1}(\Delta^{+}\cap\omega_{\nu_{1}}^{(\nu_{0})})$ , we obtain
$\frac{|\omega^{(\nu_{1})}|}{|\omega^{(\iota \mathrm{n})}|}\leq\frac{|\omega^{(\nu_{1})}|}{|\overline{\omega}^{(\nu 0)}|}=\frac{|d_{\nu_{1}}(a)|}{|d_{\nu_{1}}(b)|}\frac{|\omega_{\nu_{1}}^{(\nu_{1})}|}{|\overline{\omega}_{\nu_{1}}^{(\mathrm{m})}|}<\overline{D}\frac{|\omega_{\nu_{1}}^{(\nu_{1})}|}{|\overline{\omega}_{\nu_{1}}^{(\eta)}|}$ .
By definition, $\overline{\omega}\mathrm{v}_{1}^{\nu_{0}}$) intersects both $\partial\Delta^{+}$ and ab. Thus $|\varpi_{\nu_{1}}^{(\nu_{0})}|>\delta^{\iota}$ - $\delta>\delta^{\iota}/2$ holds and
we can proceed an estimate similar to the above. This completes the proof of Sublemma
10.1.1. cl$\square$
10.2 Proof of Proposition 10.
By definition, we have
$\int_{\Omega^{(\mathrm{n}-1)}}e^{\mathrm{g}}(’)(a)/2\mathrm{d}\mathrm{a}$ $=$ $\sum e^{\mathcal{E}}(")(\omega)/2$ $|\mathrm{c}\omega \mathrm{t}\mathrm{l}$
$\mathrm{t}d\in \mathrm{e}_{n}^{(n)}$
and hence
$\sum_{\omega\in Q_{n}^{(*)}}e^{\mathcal{E}^{(\mathrm{n})}(\omega)/2}|\omega|=.\overline{\prod_{\subset 0_{\omega^{(2+1)}\in}}^{n1}}\sum_{(\mathrm{a}_{*}^{(+1)}\omega^{(:)})}e^{\Delta \mathcal{E}^{\{*)}(\omega^{()}\mu^{(:+1)})/2}.‘|\omega^{(t+1)}|$
,
where $\omega^{(0)}:=[2-\epsilon, 2]$ . Applying Lemma 10.2 to each factor yields
$\omega^{(:+1)}\sum_{\in Q_{\mathrm{n}}^{(+1)}(\omega^{(:))(\omega^{(:)},0)}}‘ e^{\Delta \mathcal{E}^{(:\}}(\omega^{(:)},\omega^{(i+1)})/2}|\omega^{(+1)}|=\sum_{\omega^{(\mathrm{s}+11\in Q_{*}^{(+1\}}}}|\mathrm{c}\omega(\mathrm{i}+1)$
$|$
$+ \sum_{R\geq r\iota}e^{R/2}\sum_{\omega^{\mathrm{t}:+1)}\in Q_{*}^{\{t+1l_{(w\mathrm{t}:),R)}}}|\omega^{(\cdot+1)}.|$
ga^{(:+1)}\sum_{\in\Omega_{\mathrm{B} ^{(+1)}}‘ e^{\Delta \mathcal{E} (:\}}(\omega^{(:)},\omega^{(i+1)} /2}|\omega^{(+1 }|=\sum_{\omega^{(9+11\in 9_{*}^{(+1\}}}(\omega^{(:)})(\omega^{(:)0)}},|\omega^{(\dot{*}+1)}|$
um_{R\geq r\iota}e^{R/2}\sum_{(\omega^{(:+1)}\in Q_{*}^{\{\ma hrm{s}+1l_{(w}}:),R)}|\omega^{(\cdot+1)}.|$
$<(1+$
$1_{\delta}$
$e^{(10\beta-1/2)R}$) $|$’ (i) $|\leq(1+e^{-r\iota/3})|$’(i) $|\leq e^{3/r\iota}|(\omega(\mathrm{i})$ $|$
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