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Introduction.
La the´orie de Galois diffe´rentielle connaˆıt un nouvel essor, devenant source
d’inspiration et d’applications dans des domaines de plus en plus varie´s: nombres
transcendants, me´canique ce´leste, calcul formel, rigidite´ de reveˆtements, sommes
exponentielles... Par ailleurs, la the´orie des groupes quantiques, la q-combinatoire
et le de´veloppement de l’analyse des e´quations aux diffe´rences suscitent un re-
nouveau d’inte´reˆt pour la the´orie de Galois aux (q-)diffe´rences. En amont, ce
foisonnement d’ouvertures fait naˆıtre un besoin de re´novation des fondements de
la the´orie, comme l’illustre le proble`me concret suivant.
Conside´rons la se´rie q-hyperge´ome´trique de Heine
∑
n≥0
(qα1 ;q)n...(q
αr ;q)n
(qβ1 ;q)n...(q
βr−1 ;q)n.(q;q)n
zn .
Elle satisfait une e´quation aux q-diffe´rences d’ordre r. Lorsque q tend vers 1,
cette e´quation “conflue” vers l’e´quation diffe´rentielle ordinaire satisfaite par la
se´rie hyperge´ome´trique de Gauss-Barnes rFr−1(
α1 . . . , αr
β1 . . . βr−1
; z). On peut se
poser les questions suivantes:
i) comment comprendre la confluence du point de vue galoisien?
ii) A cette de´formation d’e´quation diffe´rentielle correspond-il de manie`re na-
turelle des groupes quantiques comme q-de´formation du groupe de Galois diffe´rentiel
hyperge´ome´trique?
Aborder ce type de questions requiert clairement une description uniforme
des e´quations aux (q-)diffe´rences et des e´quations diffe´rentielles.
Notre point de vue sera celui des connexions. Rappelons qu’en alge`bre, une
connexion sur un A-module est une application additive ∇ : M → Ω1 ⊗A M
ve´rifiant la re`gle de Leibniz ∇(am) = da ⊗ m + a∇(m), ou` d : A → Ω1
est une de´rivation convenable. La recette pour traduire e´quations diffe´rentielles
line´aires en termes de connexions est bien connue. Il s’ave`re tout aussi possi-
ble d’interpre´ter e´quations aux diffe´rences line´aires en termes de connexions,
en conside´rant des A-A-bimodules de diffe´rentielles Ω1 non-commutatifs, i.e. ou`
l’action de A n’est pas la meˆme a` gauche et a` droite. Cela fournit un cadre
commode pour e´tudier des proble`mes mixtes diffe´rentiels-aux diffe´rences comme
ci-dessus. Il y a donc lieu de se placer d’emble´e dans le cadre du calcul diffe´rentiel
non-commutatif, meˆme si nos applications se limitent au cas “semi-classique” ou`
l’anneau de fonctions A est commutatif.
Un autre avantage du point de vue des connexions est de faire le lien avec la
ge´ome´trie diffe´rentielle, et de prendre en compte certaines analogies frappantes
entre la the´orie de l’holonomie et la the´orie de Picard-Vessiot. En particulier,
la possibilite´ de conside´rer des connexions a` courbure quelconque sugge`re la
question:
iii) peut-on conside´rer un groupe d’holonomie comme groupe de Galois diffe´rentiel?
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Pour baˆtir une the´orie du groupe de Galois diffe´rentiel suffisamment souple,
nous aurons recours a` la the´orie tannakienne sur les anneaux (et a` un usage
massif de la notion de platitude).
La premie`re taˆche est de de´finir le produit tensoriel de deux connexions,
l’anneau de base A e´tant suppose´ commutatif. Lorsque le bimodule Ω1 est com-
mutatif, la re`gle est bien connue: ∇(m1⊗m2) = ∇(m1)⊗m2+m1⊗∇(m2), ou`
l’on permute tacitement Ω1 et M1 dans le second terme. Pour e´tendre cette re`gle
au cas d’un bimodule Ω1 non commutatif, on a donc besoin d’une application
“volte” M1 ⊗ Ω1 → Ω1 ⊗M1. Notre point de de´part est l’existence d’une telle
volte biline´aire canonique (II.4.1.1). Elle permet de munir la cate´gorie des con-
nexions d’une structure mono¨ıdale. En outre, l’e´change des facteurs M1⊗M2 →
M2 ⊗ M1 est une contrainte de commutativite´ syme´trique. Cela donne une
re´ponse ne´gative a` la question ii) ci-dessus (si, en modifiant la contrainte de com-
mutativite´, on trouvait un groupe quantique, il y aurait lieu d’apre`s [Bru94] de
le conside´rer comme classique puisque sa cate´gorie de repre´sentations le serait).
On peut alors donner des crite`res ge´ne´raux qui garantissent que cette cate´gorie
est tannakienne (II.5.3.2, III.2.1.3). Un des corollaires est que si X est une varie´te´
alge´brique lisse sur un corps de caracte´ristique nulle ou une varie´te´ analytique
lisse (re´elle, complexe ou p-adique rigide), alors tout OX -module cohe´rent muni
d’une connexion - non ne´cessairement inte´grable - est localement libre (II.5.2.2).
On donne aussi une re´ponse essentiellement positive a` la question iii).
Dans une situation a` parame`tres comme ci-dessus (parame`tre q), le groupe
de Galois diffe´rentiel obtenu est un sche´ma en groupes affine plat sur l’anneau
des constantes, qui commute au passage aux fibres (mais ge´ne´ralement pas de
type fini). Ceci fournit une re´ponse, dans un cadre ge´ne´ral, a` la question i).
On peut alors de´duire de la connaissance des groupes de Galois diffe´rentiels
hyperge´ome´triques des informations sur les groupes de Galois aux q-diffe´rences
hyperge´ome´triques pour q ge´ne´rique (III.3.3).
On de´veloppe ensuite la “the´orie de Picard-Vessiot” sans aucune hypothe`se
d’inte´grabilite´ (i.e. d’annulation de courbure). Elle montre, en termes figure´s,
qu’on peut toujours inte´grer symboliquement un syste`me diffe´rentiel ou aux
diffe´rences line´aire, meˆme non inte´grable.
Passons en revue les diffe´rentes parties de ce travail.
Le premier chapitre expose cinq situations concre`tes qui ont motive´ la the´orie,
et l’illustrent. Les seuls re´sultats originaux se trouvent en I.4. On y explique
comment interpre´ter un endomorphisme semi-line´aire comme connexion non-
commutative, et comment la recherche de solutions d’e´quations aux diffe´rences se
rame`ne a` celle de sections horizontales de telles connexions. Cette interpre´tation
a e´te´ sugge´re´e par un aspect du calcul diffe´rentiel quantique d’A. Connes esquisse´
en I.5.
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Dans I.1, on rappelle quelques points de ge´ome´trie diffe´rentielle classique: the´ore`me
de Frobenius, connexions sur des fibre´s principaux ou vectoriels et groupes d’holonomie,
en insistant sur l’alge`bre du calcul diffe´rentiel exte´rieur. Outre le roˆle d’exemples
pour les groupes de Galois diffe´rentiels de´finis ulte´rieurement, ces groupes d’holonomie
fourniront une interpre´tation ge´ome´trique suggestive des constructions alge´briques
abstraites de la the´orie (III.4.2.2).
En I.2, on traite dans le meˆme esprit la situation alge´brique en caracte´ristique
non nulle: the´ore`me de Cartier-Ekedahl, calcul diffe´rentiel a` puissances divise´es...
Le paragraphe I.3 rappelle brie`vement la the´orie de Picard-Vessiot-Kolchin et sa
reformulation tannakienne.
Le second chapitre traite du calcul diffe´rentiel non-commutatif et des connex-
ions, et re´sout le proble`me du produit tensoriel. L’alge`bre diffe´rentielle exte´rieure
est remplace´e par une alge`bre diffe´rentielle gradue´e Ω∗ arbitraire. En tronquant
en degre´ ≤ 1, on obtient une de´rivation d de A = Ω0 a` valeurs dans le A-
A-bimodule Ω1. Ceci fournit une vaste ge´ne´ralisation de la notion classique
d’anneau diffe´rentiel, et un cadre commun aux situations de I. On de´finit dans
ce contexte les notions d’ide´al diffe´rentiel, d’extension diffe´rentielle, d’anneau
diffe´rentiel simple...
En II.2, on traite des connexions non-commutatives. On y examine particulie`rement
le cas ou` le module sous-jacent M est un A-A-bimodule et ou` la connexion ∇
ve´rifie la re`gle de Leibniz a` gauche. Motive´ par les travaux de J. Mourad [Mou95],
M. Dubois-Violette et T. Masson [DubM96] en ge´ome´trie non-commutative, on
s’inte´resse au cas ou` le de´faut de suje´tion a` la re`gle de Leibniz a` droite est donne´
par un homomorphisme de bimodule φ(∇) : M ⊗ Ω1 → Ω1 ⊗M . On dira dans
ce cas que ∇ est une biconnexion, de volte φ(∇). On calcule cette volte dans le
cas particulier non trivial des e´quations aux diffe´rences.
En II.3, on de´finit le produit tensoriel de deux biconnexions: ∇ = ∇1 ⊗ id2 +
(φ(∇1) ⊗ id2) ◦ (id1 ⊗ ∇2). On obtient ainsi une structure mono¨ıdale sur la
cate´gorie des biconnexions, et on discute la dualite´. Dans ce contexte ge´ne´ral,
on peut s’attendre a` ce que certaines sous-cate´gories soient ⊗-e´quivalentes a` des
cate´gories de repre´sentations de groupes quantiques non classiques.
A partir de II.4, on se place dans la situation “semi-classique” ou` A est commu-
tatif mais ou` le bimodule Ω1 n’est pas ne´cessairement commutatif. On prouve
qu’alors toute connexion est une biconnexion, et que l’e´change na¨ıf des facteurs
est une contrainte de commutativite´ (syme´trique). Le paragraphe le plus sub-
stantiel de ce chapitre est II.5: on y donne un crite`re sur (A, d) (dont l’hypothe`se
principale est la simplicite´) pour que la cate´gorie des modules a` connexion de
type fini sur A a` volte inversible soit tannakienne sur le corps des constantes.
Le troisie`me chapitre traite des aspects galoisiens dans la situation semi-
classique. Il commence par une e´tude de´taille´e de la notion de solubilite´ d’une
connexion dans une extension diffe´rentielle, nourrie de nombreux exemples. On
y montre en particulier que solubilite´ et inte´grabilite´ (i.e. nullite´ de la courbure)
sont des notions inde´pendantes.
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En II.2, on conside`re, pour un module a` connexion M = (M,∇) projectif de
type fini sur A a` volte inversible, la cate´gorie abe´lienne mono¨ıdale <M>⊗ forme´e
des sous-quotients des sommes de tenseurs mixtes sur M; puis on introduit de
manie`re semi-axiomatique le groupe de Galois diffe´rentiel Gal(M, ω) de M at-
tache´ a` un “foncteur fibre” ω. C’est un sche´ma en groupes affine et plat sur
l’anneau des constantes k, de type fini si k est un corps, mais pas en ge´ne´ral.
L’exemple principal est celui ou` ω est le foncteur solution dans une extension
diffe´rentielle convenable d’anneau de constantes k. On introduit aussi le torseur
des solutions, et le groupe de Galois diffe´rentiel intrinse`que (correspondant au
foncteur oubli de la connexion), qu’on de´crit en caracte´ristique p lorsque Ω1
est commutatif. On e´tablit ensuite diverses fonctorialite´s des groupes de Ga-
lois diffe´rentiels; on en de´duit, en II.3, le the´ore`me de spe´cialisation, qui e´claire
les phe´nome`nes de confluence, en particulier la confluence d’e´quations aux (q-
)diffe´rences vers une e´quation diffe´rentielle.
Les deux derniers paragraphes ge´ne´ralisent la the´orie de Picard-Vessiot. Une
extension diffe´rentielle (A′, d′) de (A, d) est dite de Picard-Vessiot pour M si A′
est fide`lement plate sur A, (A′, d′) est simple de corps de constantes k, M est
soluble dans (A′, d′), et A′ est engendre´e comme A-alge`bre par 〈M, (Mˇ ⊗A′)∇〉
et 〈Mˇ, (M⊗A′)∇〉. Le the´ore`me III.4.2.3 e´tablit une e´quivalence entre extensions
de Picard-Vessiot et foncteurs fibres sur <M>⊗. On donne ensuite des crite`res
d’existence et d’unicite´ pour les extensions de Picard-Vessiot (elles apparaissent
comme alge`bres de fonctions des torseurs de solutions).
Etant donne´e une extension de Picard-Vessiot (A′, d′)/(A, d) pourM, on identifie
en III.5.1 le groupe des automorphismes de (A′, d′)/(A, d) au groupe de Galois
diffe´rentiel de M attache´ au foncteur solution dans (A′, d′).
Pour formuler la correspondance galoisienne, il y a lieu de supposer A semi-simple
(i.e. produit fini de corps) et d’introduire la notion voisine et “birationnelle”
d’extension de Picard-Vessiot fractionnaire; il s’agit essentiellement de l’anneau
total des fractions d’une extension de Picard-Vessiot lorsque cet anneau est semi-
simple. Si le corps des constantes est alge´briquement clos de caracte´ristique
nulle, la correspondance galoisienne pour les extensions de Picard-Vessiot frac-
tionnaires a lieu sans surprise (III.5.2). Elle unifie la correspondance de Picard-
Vessiot diffe´rentielle classique et son analogue aux diffe´rences, et englobe le cas
de syste`mes mixtes a` plusieurs variables, e´ventuellement non inte´grables.
Remerciements. Cet article est l’aboutissement d’un projet commence´ avec [An87],[An89],
et dont diverses phases ont e´te´ expose´es au Se´minaire d’Alge`bre de Paris 86, au Colloque
diffe´rentiel de Plovdiv 93, au Colloque Galois diffe´rentiel de Luminy 99 et a` l’Atelier
diffe´rentiel de Strasbourg 99; je remercie les organisateurs de m’en avoir donne´ l’occasion.
Je remercie M. Dubois-Violette et C. Kassel de m’avoir fait connaˆıtre les articles [DubM96]
et [N97] respectivement.
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§ I. Calcul diffe´rentiel, connexions et groupes de Galois.
Cinq situations concre`tes.
1. En ge´ome´trie diffe´rentielle classique.
1.1. Calcul diffe´rentiel exte´rieur de Cartan-De Rham-Ka¨hler et
the´ore`me de Frobenius.
Soient X une varie´te´ diffe´rentiable C∞ de dimension m, T (X) son fibre´ tangent,
Λ∗(X) l’alge`bre exte´rieure sur le fibre´ cotangent T∨(X). L’existence du crochet
de Lie [ , ] sur T (X) permet de de´finir la diffe´rentiation exte´rieure d : Λp(X)→
Λp+1(X) par la formule bien connue:
dω(D1, ..., Dp+1) =
p+1∑
1
(−)iDi(ω(..., Dˆi, ...))+
∑
i<j
(−)i+jω([Di, Dj ], ...Dˆi, ...Dˆj, ...Dp+1).
Graˆce a` l’identite´ de Jacobi satisfaite par [ , ], on a d2 = 0, ce qui fait de Λ∗(X)
un fibre´ en alge`bres diffe´rentielles gradue´es (commutatives au sens gradue´). Le
lemme de Poincare´ dit qu’au niveau des faisceaux de sections, le complexe obtenu
est acyclique en degre´ > 0.
Un champ de p-plans Σ sur X est dit involutif si chaque fibre Σx est stable
sous [ , ]. Sous cette condition, le the´ore`me de Frobenius affirme que Σ est le
fibre´ tangent d’un feuilletage: par tout point x ∈ X passe une (unique) varie´te´
inte´grale connexe maximale XΣ,x pour Σ (de dimension e´gale a` p).
Traduction en calcul diffe´rentiel exte´rieur: l’application qui associe a` Σ son or-
thogonal Σ⊥ dans Λ∗(X) est une bijection entre champs de p-plans et ide´aux de
Λ∗(X) localement engendre´s par m− p 1-formes inde´pendantes. De plus, Σ⊥ est
stable sous d si et seulement si Σ est involutif (cf. [W71] p.73). La condition
que XΣ,x est une varie´te´ inte´grale se traduit par (Σ
⊥)|XΣ,x = 0.
1.2. Connexions et holonomie.
Soient G un groupe de Lie et π : P → X un fibre´ principal a` droite sous G. On
note tg la translation par g ∈ G sur P . Pour tout p ∈ P , on note Vp(P ) l’espace
(“vertical”) des vecteurs tangents a` la fibre en p, c’est-a`-dire Ker π∗p. Rappelons
qu’une connexion ℵ sur P est la donne´e pour tout p ∈ P , d’un supple´mentaire
(“horizontal”) Hp(P ) de Vp(P ) dans Tp(P ), variant de manie`re C
∞ avec p, tel
que tg∗(Hp(P )) = Hpg(P ). Elle induit un isomorphisme Hp(P )
∼= Tpi(p)(X). Si
C est une courbe C∞ par morceaux sur X , et x un point de cette courbe, la
connexion permet de relever C en une courbe “horizontale” C˜p sur P passant
par un point p ∈ P fixe´ au-dessus de x: tout vecteur tangent a` C˜p est horizontal
(on dit aussi “paralle`le”). On a C˜pg = tg(C˜p).
Si C est un lacet base´ en x = π(p), l’extre´mite´ de C˜p est un point de la fibre
π−1(x); c’est donc le translate´ tg(C)(p) de p par un e´le´ment bien de´fini g(C) de
G. Lorsque C varie, les g(C) forment un sous-groupe de Lie Holp(ℵ) de G, le
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groupe d’holonomie pointe´ en p. Sa composante neutre Hol0p(ℵ) est forme´ des
g(C) avec C contractile. Lorsque p varie, les Holp(ℵ) sont conjugue´s dans G, si
X est connexe. On montre que le fibre´ principal π : P → X provient en fait d’un
fibre´ principal π′ : P ′ → X de groupe Holp(ℵ) (cf. [Li55], [KN63]).
Soit g l’alge`bre de Lie de G. Pour tout a ∈ g, notons Da le champ de vecteurs
de P ge´ne´rateur infinite´simal du groupe a` un parame`tre s 7→ texp sa. C’est un
champ de vecteur vertical, et lorsque a varie, (Da)p engendre Vp(P ). On de´finit
une 1-forme ω a` valeurs dans g par:
pour tout a ∈ g, ωp((Da)p) = a ; ωp(Hp(P )) = 0.
Elle ve´rifie t∗g(ω) = ad(g
−1)ω. Dans tout ouvert U trivialisant P (P|U ∼= U ×G),
elle s’e´crit sous la forme ω|U = g
−1dg − ad(g−1)π∗θU , ou` θU est une 1-forme a`
valeurs dans g sur U . Il est clair que la donne´e de ω e´quivaut a` celle de ℵ.
La 2-forme de courbure Ω (a` valeurs dans g) est caracte´rise´e par
Ω(D,D′) = 0 si D ou D′ est vertical,
Ω(D,D′) = ω([D,D′]) si D et D′ sont horizontaux.
On voit donc que la courbure est identiquement nulle si et seulement si pour
tout p, Hp(P ) est un champ de m-plans involutif sur P , ou encore, d’apre`s le
the´ore`me de Frobenius, si et seulement si ℵ est plate, i.e. (P,ℵ) est localement du
type produit (X ×G, pr∗1T (X)). Ceci e´quivaut aussi a` la trivialite´ de Hol0p(ℵ).
Plus ge´ne´ralement, le the´ore`me d’Ambrose-Singer affirme que Lie Hol0p(ℵ) est
le sous-espace de g engendre´ par les Ωq(D,D
′), ou` q de´crit tous les points de P
qu’on peut joindre a` p par une courbe horizontale (loc. cit.).
1.3. Connexions sur un fibre´ vectoriel.
Lorsque G = GLn, une connexion sur P induit une “connexion” sur le fibre´
vectoriel standard E sur X associe´ a` P , c’est-a`-dire un ope´rateur additif
∇ : Γ(E)→ Γ(T∨(X)⊗E)
ve´rifiant la re`gle de Leibniz. Dans tout ouvert U trivialisant P (donc aussi E),
il est donne´ par ∇(e|U ) = de|U − θU ⊗ e|U . On peut voir ∇ comme une re`gle
associant a` tout champ de vecteur D sur X un endomorphisme ∇D de E. Il est
clair que la donne´e de ∇ e´quivaut a` celle de ℵ.
Le principe d’holonomie affirme qu’un champ d’objets paralle`les de´finit en
chaque point un objet invariant par le groupe d’holonomie et re´ciproquement.
Par exemple si X posse`de une me´trique riemannienne g, et E = T (X) muni de
la connexion de Levi-Civita, Holp(ℵ) est un sous-groupe du groupe orthogonal
O(Tpi(p)(X), g) (Hol
0
p(ℵ) est un sous-groupe compact de SO(Tpi(p)(X), g) ) (cf.
[Bry99] pour un re´cent survol).
La courbure de ∇ est la 2-forme sur X a` valeurs dans End E de´finie par
R∇(D,D
′) = [∇D,∇D′ ] − ∇[D,D′]. Elle s’annule si et seulement si ℵ est plate;
on dit alors que ∇ est plate ou inte´grable. Il revient au meˆme de demander que
l’action de Holp(∇) sur Ex se factorise a` travers π1(X, x) (repre´sentation de
monodromie en x = π(p)).
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2. En caracte´ristique p.
2.1. Calcul diffe´rentiel exte´rieur, puissance p-ie`me, et variantes du
the´ore`me de Frobenius.
Soient X une varie´te´ affine lisse de dimension m sur un corps k parfait de car-
acte´ristique p > 0, T (X) l’alge`bre de Lie des champs de vecteurs, Ω∗(X) l’alge`bre
exte´rieure sur T∨(X) (formes de Ka¨hler). T (X) est munie d’une p-structure
(l’application puissance p-ie`me). Cette structure supple´mentaire se refle`te en
calcul diffe´rentiel exte´rieur par l’existence de l’ope´ration de Cartier: un isomor-
phisme d’anneaux gradue´s C : H∗DR(X) := H
∗(Ω∗(X)) → Ω∗(X), d’inverse
de´fini par C−1(f) = [fp], C−1(df) = [fp−1df ].
L’analogue du the´ore`me de Frobenius en caracte´ristique p est proble´matique
(les feuilletages ne sont pas de´termine´s par leur partie d’ordre un...) On peut
toutefois obtenir un e´nonce´ net en faisant intervenir la p-structure ([E87] 2.4):
Proposition 2.1.1. Il y a une correspondance bijective entre sous-fibre´s involu-
tifs Σ de T (X) stables par puissance p-ie`me, et morphismes finis plats h : X → X ′
de hauteur 1, donne´e par Σ = T (X/X ′) (fibre´ tangent relatif).
Soit E un fibre´ vectoriel sur X muni d’une connexion alge´brique ∇. Outre la
courbure R∇, il y a une autre obstruction a` l’existence de sections horizontales:
la p-courbure R∇,p, de´finie par R∇,p(D) = (∇D)p − ∇(Dp). Ce sont les seules
obstructions, d’apre`s le re´sultat suivant de Cartier:
Proposition 2.1.2. Soit F : X → X ′ = X ×k,x7→xp k le Frobenius relatif
(e´le´vation des coordonne´es de X a` la puissance p-ie`me). Il y a une e´quivalence de
cate´gories entre fibre´s E sur X munis d’une connexion inte´grable ∇ a` p-courbure
nulle, et fibre´s E′ sur X ′, donne´e par (E,∇) 7→ E′ = F∗(E∇), E = F ∗(E′).
Voir [Kat70] 5.1.1. Le lien avec 2.1.1 est le suivant: soient P ′ un fibre´ prin-
cipal sous GLn associe´ a` E
′, P son image inverse sur X via F , et h : P → P ′
le morphisme fini plat induit par F . La connexion ∇ provient d’un sous-fibre´ de
T (P ), involutif et stable par puissance p-ie`me.
2.2. Puissances divise´es et lemme de Poincare´.
Pour disposer d’un analogue du lemme de Poincare´ formel en caracte´ristique
p, on est conduit a` introduire des anneaux de se´ries de puissances divise´es (cf.
[Bou81] IV 5, [BeO78] app.). Soient x un point k-rationnel de X , et t1, . . . , tm des
coordonne´es locales en x. Le comple´te´ formel Oˆx de l’anneau local en x s’identifie
a` k[[t1, . . . , tm]] ∼= S(Tx(X))∧, ou` S de´signe l’alge`bre syme´trique. Le comple´te´ a`
puissances divise´es Opdx de Ox est l’alge`bre topologique (S(Tx(X)∨))∨.
On lui associe un complexe de De Rham Opdx d−→ (Ω1)pdx d−→ (Ω2)pdx d−→ . . .
qui est acyclique en degre´ > 0. L’homomorphisme naturel Ox → Opdx a pour
noyau l’ide´al engendre´ par les tpi . On note O¯x →֒ Opdx l’anneau quotient de Ox,
et X¯x = Spec O¯x. Bien que X¯x soit non-re´duit, le calcul diffe´rentiel exte´rieur
8
se comporte bien: Ω∗(X¯x) ∼= O¯x⊗k Λ∗(T∨x (X)), H∗DR(X¯x) ∼= Λ∗(⊕k.tp−1i dti), et
Ωpair(X¯x) admet des puissances divise´es.
T (X¯x) est une p-alge`bre de Lie simple sur k non classique (analogue en
caracte´ristique p de l’alge`bre des champs de vecteurs sur un tore); la sous-alge`bre
de Lie forme´e des champs de vecteurs qui respectent l’ide´al maximal s’identifie
a` Lie Aut(X¯x), cf. [Mat99].
Proposition 2.2.1. Toute connexion inte´grable ∇ sur X¯x est soluble dans Opdx .
Elle est soluble dans O¯x si et seulement si sa p-courbure est nulle.
Ceci se de´montre par le “te´lescopage” habituel: pour toute section e de E,
Σ(n1,...,nm) Π(−ti)[ni] Π(∇( ddti ))ni(e)
est une section horizontale de E⊗Opdx ( [n] de´signe une puissance divise´e); pour
la seconde assertion, on note que R∇,p = 0 si et seulement si tous les (∇( ddti ))p
s’annulent.
3. The´orie de Picard-Vessiot.
3.1. Re´sume´.
Soit K un corps diffe´rentiel de caracte´ristique 0, muni d’une de´rivation ∂. On
suppose le corps des constantes k := K∂ alge´briquement clos (e.g.K = C(z), ∂ =
d
dz ). On conside`re une e´quation diffe´rentielle line´aire
(∗) ∂µy + a1∂µ−1y + . . .+ aµy = 0
a` coefficients ai dans K.
Une extension diffe´rentielle (L, ∂) de (K, ∂) est dite de Picard-Vessiot si
i) k = L∂ ,
ii) L est engendre´ par µ solutions k-inde´pendantes de (∗) et leurs de´rive´es.
D’apre`s Kolchin, il existe une extension de Picard-Vessiot, unique a` isomorphisme
pre`s. Le groupe de Galois diffe´rentiel Gal(∗) := Aut∂(L/K) est un sous-groupe
alge´brique du groupe des automorphismes du k-espace Sol(∗) des solutions de
(∗) dans L. On a une correspondance galoisienne entre sous-groupes ferme´s de
Gal(∗) et extensions diffe´rentielles interme´diaires K ⊂ F ⊂ L. Voir [Le90] pour
un expose´ concis et de´cante´ de la the´orie.
3.2. Point de vue tannakien.
Conside´rons l’anneau de polynoˆmes torduK[∂], et posons Ω1 = (K∂)∨. L’e´quation
diffe´rentielle (∗) donne lieu a` un K[∂]-module:
Homk(K[∂]/K[∂](∂
µ+ a1∂
µ−1 + . . .+ aµ), K).
On note M le K-espace de dimension µ sous-jacent. L’action de ∂ sur M se
de´crit encore comme connexion: application additive ∇ :M → Ω⊗kM ve´rifiant
la re`gle de Leibniz.
L’espace des solutions de (∗) dans toute extension diffe´rentielle F de K s’identifie
a` l’espace (M ⊗ F )∇ des sections horizontales de M ⊗ F .
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Le produit tensoriel d’espaces vectoriels a` connexion est de´fini par la re`gle
habituelle
∇(m1 ⊗m2) = (∇(m1))⊗m2 +m1 ⊗ (∇(m2)).
Le foncteur “solutions dans L” e´tablit alors une e´quivalence de cate´gories ten-
sorielles entre la cate´gorie tensorielle engendre´e par (M,∇) et la cate´gorie des
repre´sentations de dimension finie de Gal(∗) sur k (cf. [De90]9, [An89[). Nous
renvoyons a` [Se93] pour une introduction e´le´mentaire a` la dualite´ de Tannaka
alge´brique, et a` [Ber92] pour un expose´ de techniques de calcul du groupe de
Galois diffe´rentiel.
4. Calcul aux diffe´rences.
4.1. Diffe´rences finies et polynoˆmes tordus d’Ore.
Le calcul aux diffe´rences au sens large fait intervenir un endomorphisme σ d’un
anneau de fonctions A, et s’inte´resse a` l’ope´rateur de diffe´rence
δσ : a 7→ γ(aσ − a),
ou` γ est un e´lement convenable de A. La proprie´te´ fondamentale d’un tel ope´rateur
est d’eˆtre une σ-de´rivation, i.e. d’eˆtre additif et de ve´rifier la re`gle
δσ(ab) = δσ(a)b+ a
σδσ(b).
Exemples de σ-de´rivations: • σ = translation de pas h, (δσ(f))(z) = f(z+h)−f(z)h ,
• σ = dilatation de module q, (δσ(f))(z) = f(qz)−f(z)(q−1)z ,
• σ = identite´, δσ(f) = dfdz (correspondant au passage a` la limite h → 0 ou
q → 1).
La the´orie des σ-de´rivations a e´te´ de´veloppe´e dans cette optique par Ore et
d’autres (cf. [Coh77]; citons aussi le calcul diffe´rentiel galoisien [He92] qui s’y rat-
tache). Dans cette approche, on conside`re l’anneau de polynoˆmes tordu A[X ]σ,δ
(avec la loi de commutation Xa = aσX + δ(a), ou` δ est une σ-de´rivation). On
associe alors a` tout syste`me line´aire aux diffe´rences attache´ a` σ un A-module
(de type fini) M muni d’endomorphisme θ pseudo-line´aire (i.e. ve´rifiant la re`gle
θ(am) = δ(a)m + aσθ(m)), qu’on interpre`te comme un (A[X ]σ,δ)-module; on
tire alors parti, lorsque A est un corps, du fait que A[X ]σ,δ est euclidien, et
que tout (A[X ]σ,δ)-module de type fini est somme directe de sous-modules cy-
cliques [Coh71]. C’est ainsi, par exemple, que Praagman e´tablit, en prouvant
un lemme de Hensel pour les polynoˆmes tordus, la classification formelle des
syste`mes line´aires aux diffe´rences [Pr83] (voir aussi [Duv83]).
C’est un point de vue dual, en un certain sens, que nous adopterons: dans
le cas σ = identite´, il s’agirait du calcul diffe´rentiel exte´rieur de Cartan- Ka¨hler-
Koszul; dans le cas ge´ne´ral, il s’agira de ses ge´ne´ralisations non-commutatives.
L’ide´e de base est d’interpre´ter les σ-de´rivations comme de vraies de´rivations a`
valeurs dans des bimodules non-commutatifs.
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4.2. σ-de´rivations et sesquimodules.
Soient k un anneau commutatif unitaire et A une k-alge`bre commutative uni-
taire munie d’un k-endomorphisme σ. Rappelons qu’une k-de´rivation δ de A a`
valeurs dans un A-A-bimodule U est une application k-line´aire ve´rifiant la re`gle
de Leibniz
δ(ab) = δ(a)b+ aδ(b).
Comme A est suppose´ commutatif, ces applications forment un A-A-bimodule
note´ Derk(A,U).
Soit T un A-module a` droite. Conside´rons-le comme un A-A-bimodule avec la
re`gle
a.t = t.aσ pour tout a ∈ A et tout t ∈ T.
Nous appellerons sesquimodule un tel bimodule. Les homomorphismes de sesquimod-
ules co¨ıncident bien entendu avec les homomorphismes de A-modules a` droite
sous-jacents, et forment eux-meˆmes des sesquimodules.
En particulier, soit Asesq le sesquimodule provenant du A-module a` droite A.
AlorsDerk(A,Asesq) n’est autre que le sesquimodule des σ-de´rivations k-line´aires
de A.
Proposition 4.2.1. Il existe un sesquimodule Ω1σ et une de´rivation d ∈ Derk(A,Ω1σ)
tels que pour tout sesquimodule T , l’application
Hom(Ω1σ, T )→ Derk(A, T ) : h 7→ h ◦ d
est un isomorphisme (de sesquimodules). En particulier, les σ-de´rivations k-
line´aires de A s’identifient aux formes A-line´aires (a` droite) sur Ω1σ.
Preuve. Soit I = Ker(A ⊗k A → A) le noyau de la multiplication. On sait
que l’application d : x 7→ 1 ⊗ x − x ⊗ 1 est une k-de´rivation de A dans I, et
que I = A.dA; de plus f 7→ f ◦ d de´finit un isomorphisme Hom(A,A)(I, T ) ∼=
Derk(A, T ) (cf.[Bou81] III,10, p.132). Comme A est commutatif, I est un ide´al de
A⊗kA. Utilisons maintenant le fait que T est un sesquimodule. Soit J l’ide´al de
A⊗kA engendre´ par les e´le´ments 1⊗xσ−x⊗1. Modulo l’identification entre A-A-
bimodules et A⊗kA-modules, on a donc JT = 0. Compte tenu de l’identification
de I ⊗k (A⊗k A/J) et de I/JI, on obtient Hom(I/JI, T ) ∼= Derk(A, T ), et on
voit que Ω1σ = I/IJ convient.
4.2.2. Exemples. i) A = k[z], k(z), k[[z]] ou k((z)). Si zσ 6= z, A est stable par
f 7→ δσ(f) = f
σ−f
zσ−z ; δσ est une base du A-module des σ-de´rivations k-line´aires
de A (a` remplacer par ddz si z
σ = z.). Ω1σ est le A-module libre de rang un dz.A,
et la de´rivation d : A→ dz.A est donne´e par d(f(z)) = dz.δσ(f).
ii) k est un corps, A = k[z1, z2], z
σ
i = qizi, avec qi ∈ k. En de´veloppant
l’e´galite´ d(z1z2) = d(z2z1), on trouve la relation dz2(q1 − 1)z1 = dz1(q2 − 1)z2.
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Il y a lieu de distinguer trois cas:
a) q1 = q2 = 1 : Ω
1
σ = dz1A⊕ dz2A,
b) q1 6= 1, q2 = 1 : Ω1σ = dz1A,
c) q1 6= 1, q2 6= 1 : Ω1σ est libre de rang un sur A. Une base δσ du A-module
des σ-de´rivations k-line´aires de A est donne´e par δσ(z1) = (q1 − 1)z1, δσ(z2) =
(q2 − 1)z2.
4.3. Syste`mes line´aires aux diffe´rences et connexions.
4.3.1. Dans la situation de l’exemple 4.2.2 i), conside´rons un syste`me line´aire
aux diffe´rences
(∗∗) σ(Y ) = AY
ou` A ∈ GLµ(A).
Pour une pre´sentation plus intrinse`que, [vdPS97] introduit l’anneau de polynoˆmes
de Laurent tordu A[X,X−1]σ : Xa = a
σX (anneau des ope´rateurs aux σ-
diffe´rences), et associe a` (∗∗) le A[X,X−1]σ-module M = Aµ, ou` X agit via
un endomorphisme σ-line´aire Φ repre´sente´ par A−1 dans la base canonique
(m1, . . . , mµ). Le syste`me (∗∗) e´quivaut a` dire que les
∑
i Yijmi constituent une
base forme´e de points fixes de Φ.
Supposons que A−1zσ−z soit a` coefficients dans A. Le syste`me (∗∗) s’e´crit encore
sous la forme
δσ(Y ) = −A
−1 − 1
zσ − z Y
σ.
En termes plus intrinse`ques, on munit M de la connexion ∇ : M → Ω1σ ⊗A M
de´finie par
∇(m) = dz ⊗ Φ− id
zσ − z (m).
En vertu de la structure de sesquimodule de Ω1σ, elle ve´rifie la re`gle de Leibniz
∇(am) = a∇(m) + da⊗m.
Re´ciproquement, la donne´e de ∇ permet de retrouver Φ; le noyau de ∇ est
constitue´ des points fixes de Φ.
Ce formalisme des connexions fournit non seulement un cadre alge´brique
unifie´ pour l’e´tude des e´quations diffe´rentielles et des e´quations aux diffe´rences,
mais encore un cadre alge´brique commode pour e´tudier la “confluence” des
e´quations aux q-diffe´rences vers une e´quation diffe´rentielle lorsque q tend vers 1:
prendre par exemple k = C[[q − 1]], A = k[[z]][ 1z ].
4.3.2. Dans un cadre plus ge´ne´ral, soient A une k-alge`bre commutative unitaire
munie d’un k-endomorphisme σ, γ un e´le´ment de A, δσ,γ la σ-de´rivation a 7→
γ(aσ − a), vue comme un de´rivation A→ Asesq.
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Soit M un A-module muni d’un endomorphisme σ-line´aire Φ. On lui associe la
connexion ∇ : M → Asesq ⊗A M de´finie par
∇(m) = 1⊗ γ(Φ− id)(m).
Elle ve´rifie la re`gle de Leibniz
∇(am) = a∇(m) + δσ,γ(a)⊗m.
4.3.3. Exemple: F -isocristaux. Soient k0 un corps parfait de caracte´ristique p,
A le corps des fractions de l’anneau des vecteurs de Witt de k0, σ l’endomorphisme
de Frobenius de A. Un F -isocristal sur k0 est un A-espace vectoriel de dimension
finie M muni d’un automorphisme σ-line´aire Φ. Ils forment une cate´gorie tan-
nakienne sur Qp. On peut les interpre´ter comme connexions non-commutatives,
et conside´rer les re´sultats de [Saa72]VI, 3.2, 3.4, comme des calculs de groupes
de Galois diffe´rentiels.
4.4. Equations line´aires mixtes (diffe´rentielles-aux diffe´rences).
4.4.1.On conside`re une k-alge`bre A (commutative unitaire), munie d’endomorphismes
σ1, . . . , σm. Pour tout i ∈ {1, . . . , m}, on se donne un A-A-bimodule quotient de
Ω1σi . On a donc un homomorphisme canonique de A-A-bimodules
I = Ker(A⊗k A→ A) −→ ⊕ Ω1σi
dont on notera simplement Ω1 l’image, et une de´rivation canonique
d : A −→ Ω1
telle que Ω1 = dA.A (= A.dA).
Cette situation correspond a` la situation e´tudie´e par Bialynicki-Birula [Bi62],
qui se limite au cas ou` A est un corps de caracte´ristique 0 (outre des endo-
morphismes de A, cet auteur se donne aussi une famille de de´rivations; elles
sont prises en compte ici dans Ω1id). Elle recouvre, semble-t-il, toutes celles ou`
interviennent des syste`mes line´aires mixtes diffe´rentiels-aux diffe´rences, qu’on
interpre´tera en termes de connexions ∇ :M → Ω1 ⊗AM en ge´ne´ralisant la con-
struction ci-dessus. On a donc code´ une famille d’endomorphismes ou de´rivations
de A en une seule de´rivation d (mais a` valeurs dans un bimodule qui n’est pas
force´ment A).
4.4.2. Exemples. i) A = k[z1, z2, . . . , zm] (ou un localise´/comple´te´ convenable),
σi(zj) = zj si i 6= j, σi(zi) est fonction de la variable zi seule. Alors les δi : f 7→
fσi−f
zσi−z (resp.
∂f
∂zi
si σi = id) commutent deux a` deux. On prend Ω
1 = ⊕ Ω1σi ∼=⊕ dzi.A, et d est donne´e par df =
∑
dzi.δi(f).
Comme cas particulier de cet exemple, en choisissant A = Q(a, b, c, z), σ1 : a 7→
a + 1, σ2 : b 7→ b + 1, σ3 : c 7→ c + 1, σ4 = id, δi = σi − id (i ≤ 3), δ4 = ddz , on
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traitera de manie`re uniforme les relations de contigu¨ıte´ et l’e´quation diffe´rentielle
pour la fonction hyperge´ome´trique de Gauss 2F1(a, b; c; z).
ii) Ge´ne´ralisant 4.3.2, les F -isocristaux sur une base affine lisse, ou (dans un
langage diffe´rent mais a` peu pre`s e´quivalent) les e´quations diffe´rentielles line´aires
p-adiques munies d’une structure de Frobenius forte, s’interpre`tent comme des
exemples de telles connexions “mixtes”.
5. Aperc¸u sur le calcul diffe´rentiel quantique d’A. Connes.
5.1. L’ide´e ge´ne´rale ([Con94] IV) est de “quantifier” le calcul diffe´rentiel
en remplac¸ant la diffe´rentielle classique df par une diffe´rentielle ope´ratorielle
df = i[F, f ]. Ici, f est un e´le´ment arbitraire d’une C-alge`bre involutive (A, ∗)
d’ope´rateurs d’un espace de Hilbert H, et F est un ope´rateur auto-adjoint de
carre´ nul de H. On impose aux df d’eˆtre compacts (ou seulement, suivant la
situation, p-sommables). Variante Z/2-gradue´e: H=H±, F est impair et [ , ]
est un supercommutateur.
L’alge`bre diffe´rentielle gradue´e Ω∗ du calcul diffe´rentiel quantique s’obtient
en posant Ωn = {∑ a0da1 . . . dan, ai ∈ A}. La trace (re´gularise´e) des ope´rateurs
remplace l’inte´gration des formes.
L’exemple de base est celui ou`A = C∞(X) est l’alge`bre des fonctions sur une
varie´te´ spinorielle X , H est l’espace L2(X,S) des sections de carre´ inte´grable du
fibre´ des spineurs surX , et F est le signeD|D|−1 de l’ope´rateur de DiracD (auto-
adjoint et non borne´). On rappelle que la distance ge´ode´sique riemannienne sur
X s’obtient par la formule d(x, x′) = sup{|x(f)−x′(f)|, f ∈ A, ||[D, f ]|| ≤ 1}, x
et x′ e´tant vus comme caracte`res de A.
5.2. Dans cet ordre d’ide´es, Connes a donne´ une pre´sentation ge´ome´trique
du mode`le de Weinberg-Salam des interactions e´lectro-faibles ([Con90] V). L’espace
X choisi est somme disjointe de deux copies M et M ′ d’une varie´te´ spinorielle
compacte de dimension 4, place´es a` tre`s courte distance ℓ. L’ope´rateur de Dirac
est modifie´ en sorte que
i[D, (a, a′)] = (
d(a, a′) i(a′ − a)/ℓ
i(a− a′)/ℓ d(a, a′) );
ainsi la condition ||[D, (a, a′)]|| ≤ 1 e´quivaut, a` une constante pre`s, a` |a(x) −
a(x′)| ≤ d(x, x′), |a′(x) − a′(x′)| ≤ d(x, x′), |a(x)− a′(x)| ≤ ℓ pour tous x, x′ ∈
M .
Nous avons la` une situation “semi-classique” ou` A = C∞(X) = C∞(M)2 est
commutative, mais ou` le bimodule Ω1 ne l’est pas; l’apparition de diffe´rentielles
discre`tes i(a′ − a)/ℓ a inspire´ l’interpre´tation des diffe´rences finies propose´e ci-
dessus (§4) comme diffe´rentielles non-commutatives.
Dans loc. cit., les objets ge´ome´triques primordiaux sont le fibre´ E non trivial
de fibre C sur M et C2 sur M ′, l’espace des connexions unitaires sur E de
“trace” nulle sur M ′ (le groupe U(1)×SU(2) de Weinberg-Salam apparaˆıt alors
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comme groupe de syme´trie de ces connexions), et une fonctionnelle d’action sur
ces connexions construite a` partir de leur courbure. En collaboration avec Lott
([Con94] VI), Connes est ensuite parvenu a` une pre´sentation ge´ome´trique du
mode`le standard (groupe de syme´trie U(1) × SU(2) × SU(3)), ou` l’alge`bre A
n’est toutefois plus commutative.
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§ II Calcul diffe´rentiel non-commutatif et connexions.
1. Alge`bres diffe´rentielles gradue´es et anneaux diffe´rentiels ge´ne´ralise´s.
1.1. A.d.g. Le calcul diffe´rentiel non-commutatif s’est beaucoup de´veloppe´
re´cemment a` partir de trois sources: topologie alge´brique [Kar87][Kar95], ge´ome´trie
non-commutative [Con90][Con94] - en particulier a` propos du mode`le de Connes-
Lott du mode`le standard (Dubois-Violette [Dub97], Kastler, Kerner, Madore,
Masson, Michor, Mourad [Mou95], Testard...) - et groupes quantiques (Cartier,
Klimyk, Maltsiniotis, Schmu¨dgen...).
Le cadre ge´ne´ral est celui des alge`bres diffe´rentielles gradue´es (a.d.g.). On
part d’une k-alge`bre associative unitaire A, non ne´cessairement commutative,
et on conside`re une a.d.g. Ω∗ = ⊕n≥0Ωn, avec Ω0 = A. Il est sous-entendu
que la diffe´rentielle d est de degre´ 1 (et bien entendu d(k.1) = 0, d2 = 0 et
d(ω.ω′) = dω.ω′ + (−1)deg ωω.dω′). Le noyau C de d dans A est une sous-k-
alge`bre, l’alge`bre des constantes.
1.1.1. Exemples. i) Il existe une a.d.g. universelle Ω∗
univ
= Ω∗
univ
(A/C) avec
Ω0 = A, KerΩ0(d) = C : c’est l’alge`bre tensorielle sur le A-A-bimodule Ω
1
univ
=
I = Ker(A⊗CA→ A) noyau de la multiplication (avec d : x ∈ A 7→ 1⊗x−x⊗1).
Comme A-module a` gauche, Ωn
univ
s’identifie a` A⊗C (A/C)⊗C . . .⊗C (A/C) par
l’application a0da1 . . . dan 7→ a0 ⊗ (a1 mod C)⊗ . . .⊗ (an mod C) (cf. [Kar87]I).
Par exemple, si A est l’anneau des fonctions sur une k-varie´te´ alge´brique affine
X , et C = k, alors les e´le´ments de Ω1univ s’identifient aux fonctions f(x, x
′) sur
X×X qui s’annulent sur la diagonale:∑ adb correspond a` la fonction f(x, x′) =∑
a(x)(b(x′)− b(x)); on peut ainsi voir Ω∗
univ
comme un “calcul aux diffe´rences
universel”.
ii) Si A est commutative, il existe une a.d.g. commutative (au sens gradue´) uni-
verselle avec Ω0 = A, KerΩ0(d) = C : c’est le quotient de Ω
∗
univ
par l’ide´al
bilate`re diffe´rentiel engendre´ par I2 ⊂ I, qui n’est autre que l’alge`bre anti-
syme´trique sur le module des diffe´rentielles de Ka¨hler Ω1A/C = I/I
2 (au niveau
de Ω1A/C , l’antisyme´trie re´sulte de l’application de d a` la formule a.db = db.a).
En caracte´ristique 6= 2, c’est donc l’a.d.g. de De Rham Ω∗DR(A/C) = Λ∗Ω1A/C .
iii) Dans la situation de I.4.2, il est naturel d’introduire l’a.d.g. Ω∗σ quotient de
Ω∗
univ
par l’ide´al bilate`re diffe´rentiel engendre´ par JI; son terme de degre´ 1 est le
sesquimodule Ω1σ conside´re´ en I.4.2.1. Remarquons que Ω
n
σ est un sesquimodule
relativement a` l’endomorphisme σn de A (point de vue proche de celui des ǫ-
diffe´rentielles de [LT99]; voir aussi [Su99]).
Dans le cas “a` une variable” I.4.2.2.i), le calcul dz.dz = d(z.dz) = d(dz.zσ) =
−dz.dz.δσ(zσ) montre qu’en caracte´ristique 6= 2, et si σ(z) 6= −z, alors Ω>1 = 0.
iv) De meˆme, dans le cas “a` plusieurs variables” I.4.4.2, on prend pour Ω∗ le quo-
tient de Ω∗
univ
par l’ide´al bilate`re diffe´rentiel engendre´ par Ker(Ω1
univ
→ ⊕Ω1σi).
Dans Ω2, on observe alors que dzi.dzj = d(zi.dzj) = d(dzj .z
σj
i ) = −dzj .dzi si
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i 6= j, et 2dzi.dzi = 0 si σi(zi) 6= −zi; on en tire alors aise´ment, en caracte´ristique
6= 2, que si σi(zi) 6= −zi pour tout i, Ω2 ∼= ⊕i<j dzi.dzj .A (comme A-module a`
droite).
1.1.2. On dit qu’une a.d.g. Ω∗ est re´duite ou engendre´e par Ω0 si c’est la plus
petite sous-a.d.g. de cran 0 e´gal a` Ω0. Il revient au meˆme de dire que Ω∗ est
quotient de Ω∗univ.
1.2. Anneaux diffe´rentiels (ge´ne´ralise´s).
1.2.1. La recherche d’un cadre unifie´ ou` inscrire les exemples de I incite a`
ge´ne´raliser la notion d’anneau diffe´rentiel. Nous appellerons anneau diffe´rentiel
(ge´ne´ralise´) la donne´e d’une de´rivation
d : A −→ Ω1
d’une k-alge`bre associative unitaire A a` valeurs dans un A-A-bimodule Ω1 (il est
sous-entendu que le k-k-bimodule sous-jacent a` Ω1 est commutatif; autrement
dit, Ω1 est un A⊗kAop-module a` gauche). La notion usuelle d’anneau diffe´rentiel
correspond au cas Ω1 = A.
Par abre´viation abusive, nous parlerons quelquefois de l’anneau diffe´rentiel (A, d),
ou meˆme A. Nous noterons couramment C la k-alge`bre des constantes Ker(d).
1.2.2. On dit que l’anneau diffe´rentiel (A
d→Ω1) est re´duit si l’image de d
engendre Ω1 comme A-module a` droite. Par la re`gle de Leibniz d(ab) = d(a)b+
ad(b), on voit qu’elle l’engendre aussi Ω1 comme A-module a` gauche, i.e.
Ω1 = dA.A = A.dA = A.dA.A.
1.2.3. Un morphisme d’anneaux diffe´rentiels (A
d→Ω1) → (A′ d′→Ω′1) est un cou-
ple u = (u0, u1) forme´ d’un morphisme de k-alge`bres unitaires A
u0→A′ et d’une
application Ω1
u1→Ω′1 ve´rifiant
u1 ◦ d = d′ ◦ u0, u1(aωb) = u0(a)u1(ω)u0(b)
pour tous a, b ∈ A, ω ∈ Ω1.
L’un des objets de la the´orie de Galois diffe´rentielle (ge´ne´ralise´e) est l’e´tude des
automorphismes de certains anneaux diffe´rentiels, cf. infra III.3.2.
Toute a.d.g. fournit, par restriction a` ses termes de degre´ 0 et 1, un anneau
diffe´rentiel au sens ci-dessus. Ceci de´finit un foncteur “d’oubli”.
Lemme 1.2.4. Le foncteur d’oubli {a.d.g. re´duites} → {anneaux diffe´rentiels re´duits}
admet un adjoint a` gauche “a.d.g”, qui associe a` l’anneau diffe´rentiel A
d→Ω1
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l’alge`bre diffe´rentielle gradue´e Ω∗ = “a.d.g”(A
d→Ω1) quotient de Ω∗
univ
(A/k)
par l’ide´al bilate`re diffe´rentiel engendre´ par Ker(Ω1
univ
→ Ω1).
En effet, pour toute a.d.g. Ω′∗, la surjectivite´ de
Homa.d.g.(“a.d.g”(A
d→Ω1),Ω′∗) −→ Mor(A d→Ω1, A′ d
′
→Ω′1)
re´sulte aise´ment de la proprie´te´ universelle de Ω∗
univ
(A/k), et l’injectivite´ de
ce qu’un morphisme “a.d.g”(A
d→Ω1) → Ω′∗ est de´termine´ par sa valeur sur
Ω0 = A et sur Ω1 = A.dA.A. Noter qu’on aurait pu remplacer Ω∗
univ
(A/k) par
Ω∗
univ
(A/C).
1.2.5. Une extension diffe´rentielle est un morphisme d’anneaux diffe´rentiels u =
(u0, u1) avec u0 injectif, et ou` Ω′1 ∼= Ω1 ⊗A A′ comme A′-module a` droite (la
dissyme´trie est lie´e a` notre choix de privile´gier, ulte´rieurement, les connexions a`
gauche).
1.3. Ide´aux diffe´rentiels.
1.3.1. Le lemme pre´ce´dent sugge`re de de´finir la notion d’ide´al diffe´rentiel ge´ne´ralise´
de (A
d→Ω1) comme trace en degre´ ≤ 1 d’un ide´al diffe´rentiel (bilate`re) de
“a.d.g”(A
d→Ω1),Ω′∗), ou ce qui revient au meˆme, comme noyau d’un morphisme
d’anneaux diffe´rentiels (A
d→Ω1)→ (A′ d′→Ω′1). Explicitement, c’est donc la donne´e
d’un ide´al bilate`re I de A et d’un sous-A-A-bimodule I1 de Ω1 tel que dI ⊂ I1.
1.3.2. Cette notion naturelle du point de vue cate´gorique semble peu utile en
pratique. Aussi re´serverons-nous le nom d’ide´al diffe´rentiel (au sens strict) aux
ide´aux diffe´rentiels ge´ne´ralise´s (I
d→I1) qui ve´rifient I1 = Ω1.I, l’image de Ω1⊗ I
dans Ω1 (noter la dissyme´trie droite-gauche). C’est donc le noyau d’un mor-
phisme d’anneaux diffe´rentiels u = (u0, u1) avec u1 ⊗ 1 : Ω1 ⊗A′ → Ω′1 bijectif.
Comme l’ide´al diffe´rentiel est alors de´termine´ par I, nous dirons aussi, par abus,
que I est un ide´al diffe´rentiel de A.
Conside´rons le cas particulier ou` le A-module a` droite Ω1 est projectif de
type fini (c’est le cas dans tous les exemples inte´ressants). Il admet donc un “dual
a` gauche” ∨Ω1, qui est un A-A-bimodule. On dispose des homomorphismes de
A-A-bimodules habituels (cf. [Bru94]1)
ǫ : ∨Ω1 ⊗A Ω1 → A (e´valuation, note´e aussi 〈 , 〉)
η : A→ Ω1 ⊗A ∨Ω1 (coe´valuation)
ve´rifiant (id⊗ ǫ)(η ⊗ id) = idΩ1 , (ǫ⊗ id)(id⊗ η) = id(∨Ω1).
Lemme 1.3.3. Supposons Ω1 fide`le et projectif de type fini a` droite sur A. Un
ide´al bilate`re I de A est un ide´al diffe´rentiel si et seulement si 〈∨Ω1, dI〉 ⊂ I,
ou encore si et seulement si 〈∨Ω1, dI.A〉 = I.
Il suffit de prouver la seconde assertion. Remarquons que J = 〈∨Ω1, dI.A〉 =
ǫ(∨Ω1⊗A.dI.A) est un ide´al bilate`re de A. On aAdI.A = (ǫ⊗id)(id⊗η)(AdI.A) ⊂
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Ω1 ⊗ J ∼= Ω1J . Il reste a` de´montrer que J contient I. Puisque Ω1 est fide`le et
projectif de type fini a` droite sur A, il suffit de faire voir que Ω1 ⊗ I ⊂ Ω1 ⊗ J .
Or pour tous a, b ∈ A, i ∈ I, adb.i = ad(bi)− ab.di ∈ Ω1 ⊗ J .
Dans le cas classique ou` A et Ω1 sont commutatifs, les e´le´ments de ∨Ω1
s’interpre`tent comme des de´rivations de A, et on retrouve une notion familie`re
d’ide´al diffe´rentiel: ide´al stable sous ∨Ω1 ⊂ Der(A).
1.3.4. Un anneau diffe´rentiel (A, d) est dit simple si ses seuls ide´aux diffe´rentiels
sont 0 et A.
Exemples. • Les anneaux diffe´rentiels de fonctions analytiques sur une varie´te´
analytique lisse (re´elle ou complexe, voire p-adique rigide) sont simples, mais pas
les anneaux diffe´rentiels de fonctions C∞ (les fonctions infiniment plates en un
point forment un ide´al diffe´rentiel).
• De meˆme, les anneaux locaux d’une varie´te´ alge´brique X sur un corps k de
caracte´ristique nulle sont diffe´rentiellement simples (Ω1 e´tant pris e´gal au module
des diffe´rentielles de Ka¨hler) si X est lisse, mais pas en ge´ne´ral.
• Les anneaux diffe´rentiels (de caracte´ristique p) O¯x et Opdx conside´re´s en I.2.2
sont simples.
• Dans la situation d’un anneau aux diffe´rences (A, σ) (I.4.2), on prendra garde
que la simplicite´ de A→ Ω1σ n’e´quivaut pas a` ce que les seuls ide´aux de A stables
par σ sont 0 et A. Par exemple, cet anneau diffe´rentiel est simple dans le cas de
A = k[z] muni de la dilatation σz = qz, bien que zA soit un ide´al stable sous σ.
• Si (A′, d′) est extension d’un anneau diffe´rentiel simple (A, d) (cf. 1.2.5), tout
ide´al diffe´rentiel de (A′, d′) distinct de A′ e´vite A prive´ de 0; en particulier (A′, d′)
est simple si A′ est une localisation de A.
• Soit k = C[[x, y]], A = k[z1, z2]/(xz1 + yz2 − 1), Ω1 = Ω1A/k. Alors C = k et
l’ide´al maximal p de k ve´rifie pA = A. On a toutefois le re´sultat suivant:
Lemme 1.3.5. Supposons A est commutatif.
i) Si (A, d) est simple, alors C est un corps.
ii) Soit Q(A) l’anneau total des fractions de A (i.e. le localise´ de A par le
mono¨ıde de tous ses e´le´ments non-diviseurs de 0). Alors d admet un unique
prolongement en une de´rivation d : Q(A) → Q(A) ⊗ Ω1 ⊗ Q(A). Supposons
en outre que Ω1 soit un A-module a` droite sans torsion, que Ω1 ⊗A Q(A) →
Q(A)⊗A Ω1 ⊗A Q(A) soit surjectif, et que (A, d) soit simple. Alors (Q(A), d)
est simple, et son corps de constantes est C.
Preuve. i) Si c est un e´le´ment non nul de C, la simplicite´ de (A, d) entraˆıne
que cA = A, donc c a un inverse, qui est ne´cessairement une constante.
ii) On peut voir A comme sous-k-alge`bre de Q(A). L’existence et l’unicite´ du
prolongement de d a`Q(A) sont claires: pour a inversible, on a la formule d(a−1) =
−a−1 ⊗ da ⊗ a−1. Sous les hypothe`ses que Ω1 soit un A-module a` droite sans
torsion et que Ω1⊗AQ(A)→ Q(A)⊗AΩ1⊗AQ(A) soit surjectif, on a d : Q(A)→
Ω1⊗AQ(A), et Ω1 →֒ Ω1⊗AQ(A). On voit alors que l’intersection de tout ide´al
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diffe´rentiel de Q(A) avec A est un ide´al diffe´rentiel de A. Si (A, d) est simple, on
en de´duit qu’il en est de meˆme de (Q(A), d). Par ailleurs, soit c une constante
non nulle de Q(A). Alors cA∩A est un ide´al diffe´rentiel non nul de A, donc e´gal
a` A; on en de´duit 1/c ∈ A, d’ou` 1/c ∈ C et c ∈ C.
1.3.6. Pour traiter du cas ou` A est commutatif mais ou` C n’est pas un corps
(c’est-a`-dire, en pratique, du cas de familles d’e´quations diffe´rentielles ou aux
diffe´rences), il y a lieu de remplacer la notion d’anneau diffe´rentiel simple par
celle d’anneau diffe´rentiel “simple par couches”. Pour tout ide´al premier p de C,
notons κ(p) le corps de fractions de C/p.
Nous dirons que (A, d) est simple par couches si A est fide`lement plat sur C, et si
pour tout ide´al premier p de C, l’anneau diffe´rentiel κ(p)⊗CA→ κ(p)⊗CA.dA
induit est simple, et l’anneau des constantes de κ(p)⊗CA est κ(p).
Exemples. • Tout anneau diffe´rentiel simple est simple par couches.
• Si (A, d) est simple par couches, il en est de meˆme de l’anneau diffe´rentiel
(A, d)⊗C′ obtenu par changement d’anneau de constantes C → C′, de`s lors que
C′ est une localisation ou un quotient de C; en effet tout ide´al premier de C′
provient alors d’un ide´al premier de C.
• Soit A = (C[[q− 1]])[z] (ou un localise´), σ = dilatation de module q, Ω1 = Ω1σ
(cf. I.4.2.2 i), 4.3; situation correspondant a` la confluence des e´quations aux q-
diffe´rences vers une e´quation diffe´rentielle). C’est un anneau diffe´rentiel simple
par couches: le point est que δσ(z
n) = nq.z
n−1 et nq = 1+ q+ . . .+ q
n−1 est une
unite´ dans C[[q − 1]]).
• Les anneaux diffe´rentiels dont l’anneau des constantes est de caracte´ristique
mixte ne sont ge´ne´ralement pas simples par couches, e.g. Z[z]
d→Z[z]dz (l’anneau
des constantes de (Z/pZ)[z] est (Z/pZ)[zp]).
1.3.7. Remarque. Toutes ces notions se faisceautisent sans difficulte´. En fait,
la plupart des constructions qui suivent gardent un sens dans tout topos.
2. Connexions.
2.1. De´finition. Soient A
d→Ω1 un anneau diffe´rentiel (ge´ne´ralise´), C son
anneau de constantes. Soit M un A-module a` gauche. Une connexion sur M est
une application k-line´aire
∇ : M −→ Ω1 ⊗A M
ve´rifiant la re`gle de Leibniz
∇(am) = a∇(m) + da⊗m.
On peut aussi, selon Atiyah, de´finir une connexion en introduisant le module
P1(M) des jets a` gauche d’ordre un [Kar87]1.8: comme C-module, P1(M) n’est
autre que M ⊕ (Ω1 ⊗A M); on le munit d’une structure de A-module a` gauche
en posant
a(m,ω ⊗ n) = (am, da⊗m+ aω ⊗ n).
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La donne´e d’une connexion ∇ e´quivaut alors a` celle d’un scindage D = (id,∇)
de la suite naturelle de A-modules
0→ Ω1 ⊗A M → P1(M) pr1→ M → 0.
Un morphisme de A-modules a` connexion est un homomorphisme de A-modules
horizontal, i.e. compatible aux connexions. Les A-modules a` connexion forment
une cate´gorie abe´lienne k-line´aire (et meˆme C-line´aire a` gauche).
2.1.1. Exemples. • A d→Ω1 de´finit une connexion sur A, appele´e connexion
triviale. Plus ge´ne´ralement, on qualifie de triviale toute connexion isomorphe a`
une connexion de la forme d⊗ idN sur A⊗C N , ou` N est un C-module a` gauche
quelconque.
Pour tout A-module a` connexion (M,∇), on peut identifier Mor((A, d), (M,∇))
au C-module M∇ := Ker∇. Les e´le´ments de M∇ sont dits horizontaux (en
souvenir de la situation ge´ome´trique rappele´e en I.1.2).
• Si Ω1 est projectif de type fini a` droite, alors les ide´aux diffe´rentiels de A d→Ω1
(1.3.2) correspondent exactement aux sous-modules a` connexion de la connexion
triviale (A, d).
• Si Ω1 = A, la notion de connexion se spe´cialise en la notion usuelle de module
diffe´rentiel: un endomorphisme k-line´aire ∇ de M ve´rifiant ∇(am) = da.m +
a∇(m).
2.1.2. Remarque. Lorsque Ω1 est projectif de type fini a` droite (de dual a`
gauche ∨Ω1), la donne´e d’une connexion ∇ e´quivaut a` celle d’une application
k-line´aire ∨Ω1 → Endk M, D 7→ ∇D ve´rifiant
∇D(am) = ∇D.a(m) + 〈D, da〉.m (en posant ∇D(m) = 〈D,∇(m)〉 ∈M).
En ge´ne´ral les ope´rateurs∇D ne ve´rifient pas la re`gle de Leibniz, d’ou` la supe´riorite´
de la formulation en termes de connexions.
Rappelons, pour me´moire des signes, le lemme bien connu suivant:
Lemme 2.1.3. Pour toute a.d.g. Ω∗ “prolongeant” A
d→Ω1, ∇ s’e´tend en une
unique application C-line´aire Ω∗ ⊗A M −→ Ω∗+1 ⊗A M, encore note´e ∇,
ve´rifiant pour tout ω, ω′ ∈ Ω∗, et tout m ∈M l’identite´
∇(ω.(ω′ ⊗m)) = dω.(ω′ ⊗m) + (−1)deg ωω.∇(ω′ ⊗m).
L’existence se de´duit facilement du calcul ∇(ω.(ω′⊗m)) = ∇((ω.ω′)⊗m) =
d(ω.ω′) ⊗ m + (−1)deg ω+deg ω′ω.ω′∇(m) = dω.ω′ ⊗ m + (−1)deg ωdω′ ⊗ m +
(−1)deg ω+deg ω′ω.ω′∇(m) = dω.(ω′ ⊗m) + (−1)deg ωω.∇(ω′ ⊗m).
2.1.4. Remarque.Dans le cas des connexions sur les modules a` droite ([Kar87]1.10,
[N97].2), la re`gle des signes de´finissant l’extension M ⊗A Ω∗ −→M ⊗A Ω∗+1 est
∇((m⊗ ω).ω′) = ∇(m⊗ ω).ω′ + (−1)deg ω(m⊗ ω).dω′.
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Il y a donc lieu de prendre garde, meˆme dans le cas classique ou` Ω∗ est gradue´e
commutative, aux changements de signe lorsqu’on e´crit les connexions comme
applications a` valeurs dans Ω1 ⊗M ou dans M ⊗ Ω1.
2.2. Fonctorialite´.
Conside´rons un morphisme d’anneaux diffe´rentiels u = (u0, u1) : (A
d→Ω1) →
(A′
d′→Ω′1) (cf. 1.2.2). A tout A-module a` connexion (M,∇), on associe un A′-
module a` connexion u∗(M,∇) = (A′ ⊗A M,∇′), ou` ∇′ est de´finie par
∇′(a′ ⊗m) = a′.(u1 ⊗ idM )(∇(m)) + da′ ⊗m.
On le note aussi (MA′ ,∇A′).
Le scindage correspondant (id,∇′) de la suite naturelle de A-modules
0→ Ω′1 ⊗A M → P1(A′ ⊗A M) pr1→ A′ ⊗A M → 0
n’est autre que le prolongement A′-line´aire de l’application A-line´aire compose´e
M
(id,∇)−→ P1(M)→ P1(A′ ⊗A M).
2.3. Courbure, inte´grabilite´, descente.
Le lemme suivant ([Kar87]1.13, [N97]2.5) est bien connu, surtout dans le cas
commutatif
Lemme 2.3.1. La composition ∇2 de ∇ par elle-meˆme
Ω∗ ⊗A M −→ Ω∗+2 ⊗A M
est un homomorphisme de Ω∗-module a` gauche, uniquement de´termine´ par sa
restriction M −→ Ω2 ⊗A M .
Lorsque Ω∗ est l’a.d.g. canonique attache´e a` A
d→Ω1 (1.2.3.), on appelle cet
homomorphisme M → Ω2 ⊗A M (la courbure de ∇).
Le lemme suivant est imme´diat
Lemme 2.3.2. Soit u = (u0, u1) : (A
d→Ω1) → (A′ d′→Ω′1) un morphisme
d’anneaux diffe´rentiels. La courbure de u∗(M,∇) est l’homomorphisme com-
pose´ de idA′ ⊗ ∇2 : A′ ⊗M → A′ ⊗ Ω2 ⊗A M et de l’homomorphisme naturel
A′ ⊗ Ω2 ⊗A M → Ω′2 ⊗A M .
On dit que ∇ est plate ou inte´grable si sa courbure est nulle.
2.3.3. Exemples. • Une connexion triviale, i.e. de la forme d⊗ idN sur A⊗CN ,
ou` N est un C-module a` gauche quelconque, est toujours inte´grable.
• Si A est commutatif de caracte´ristique 6= 2 (cf. 1.1.1), et si Ω1 est un bimodule
commutatif projectif de type fini, l’inte´grabilite´ d’une connexion ∇ e´quivaut a`
ce que l’application k-line´aire ∨Ω1 → Endk M, D 7→ ∇D commute au crochet
de Lie.
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• Examinons la situation de 1.1.1.iv): calcul aux diffe´rences a` plusieurs variables,
en caracte´ristique 6= 2, avec σi(zi) 6= ±zi, de sorte que Ω2 ∼= ⊕i<j dzi.dzj .A.
Conside´rons un syste`me line´aire aux diffe´rences
(∗ ∗ ∗) σi(Y ) = A(i).Y
ou`A(i) ∈ GLµ(A). Suivant II.4.3, 4.4, associons-lui le module libreM = ⊕k=µk=1A.mk
muni de la connexion suivante (cf. I.4.3):
∇(mk) = ⊕i,l dzi ⊗
A−1
(i)lk
−δlk
z
σi
i
−zi
ml.
Un calcul direct montre que sa courbure est donne´e par
∇2(mk) = ⊕i<j, l dzi.dzj ⊗ R(ij)lk
(z
σi
i
−zi)(z
σj
j
−zj)
ml,
ou` R(ij) = A−1(i)A−1(j)
σi −A−1(j)A−1(i)
σj
, i < j.
La connexion est donc inte´grable si et seulement si A(j)σiA(i) = A(i)σjA(j), ∀i, j.
2.3.4. Dans le cas inte´grable, on dispose d’un complexe de C-modules Ω∗⊗AM ,
appele´ complexe de De Rham non-commutatif de (M,∇). Sa cohomologie ap-
paraˆıt par exemple dans les travaux d’Aomoto sur les syste`mes hyperge´ome´triques
ou q-hyperge´ome´triques, cf. e.g. [Ao90] (voir aussi [TV97]).
2.3.5. Dans [N97]3.12, on trouve un dictionnaire entre donne´es de recollement
pour un A-module M relativement a` A/C, et connexions ∇ sur M (avec Ω1 =
Ω1
univ
(A/C)). La condition de cocycle pour la donne´e de recollement correspond a`
l’inte´grabilite´ de∇; on obtient alors une donne´e de descente effective:M provient
d’un C-module.
2.4. Biconnexions et voltes. Supposons maintenant que M soit un A-A-
bimodule, tel que le k-k-bimodule sous-jacent soit commutatif. Rappelons qu’un
ope´rateur d’ordre un de M vers un autre A-A-bimodule N est une application
k-line´aire D : M → N telle que pour tout a ∈ A, m 7→ D(am) − aD(m) est
un homomorphisme de A-modules a` droite; il revient au meˆme de dire que pour
tout b ∈ A, m 7→ D(mb) − D(m)b est un homomorphisme de A-modules a`
gauche ([DubM96], lemma 1; le point est qu’une translation a` droite arbitraire .b
commute a` toute translation a` gauche a., de sorte que [[D, a.], .b] = [[D, .b], a.]).
Le re´sultat suivant est un cas particulier de [DubM96], theorem 1:
Proposition 2.4.1. Il existe un unique homomorphisme de bimodules ϕs(D) :
Ω1
univ
⊗A M → N (resp. ϕd(D) : M ⊗A Ω1univ → N) tel que l’on ait
D(amb) = aD(m)b+ ϕs(D)(duniva⊗m)b+ aϕd(D)(m⊗ dunivb).
Par exemple, ϕd(D) est induit par l’homomorphisme de bimodulesM⊗kΩ1univ →
N de´fini par m⊗ db.a 7→ D(mb)a−D(m)ba.
Il est clair que toute connexion (a` gauche) sur M est un ope´rateur d’ordre 1
de M vers N = Ω1 ⊗A M , avec ϕs(∇) = π ⊗ idM , ou` π est l’homomorphisme
canonique Ω1
univ
→ Ω1.
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Preuve de 2.4.1: abre´geons provisoirement l’expression D(am) − aD(m)
(resp. D(mb) − D(m)b) en a • m (resp. m • b). Puisque D est un ope´rateur
d’ordre un, on a
D(amb)−D(am)b− aD(mb) + aD(m)b = 0, c’est-a`-dire
D(amb) = D(am)b+ (a •m)b+ a(m • b).
Rappelons que Ω1
univ
∼= A/k ⊗k A comme A-module a` droite. Puisque
l’application m 7→ (m • b) est A-line´aire a` gauche et nulle pour b ∈ k, on peut
de´finir un homomorphisme de bimodules ψd(D) : M ⊗k Ω1univ → N en posant
ψd(D)(m⊗dunivb⊗c) = (m•b)c. Pour tout a ∈ A, on a ψd(D)(m⊗a dunivb⊗c) =
ψd(D)(m ⊗ duniv(ab) ⊗ c − duniva ⊗ bc) = (m • ab)c − (m • a)bc = (ma • b)c =
ψd(D)(ma⊗ dunivb⊗ c). Donc ψd(D) de´finit bien un homomorphisme de bimod-
ules ϕd(D) :M ⊗AΩ1univ → N . On proce`de de meˆme de l’autre coˆte´ pour de´finir
ϕs(D), et on a bien D(amb) = D(am)b + ϕs(D)(duniva ⊗ m)b + aϕd(D)(m ⊗
dunivb). L’unicite´ de ϕs(D) (resp. ϕd(D)) se voit en posant b = 1 (resp. a = 1)
dans cette formule).
A la suite du travail de J. Mourad [Mou95] sur l’adaptation en ge´ome´trie
non-commutative du concept de connexion line´aire en ge´ome´trie diffe´rentielle
(connexion sur le fibre´ tangent), M. Dubois-Violette et T. Masson [DubM96] ont
de´gage´ la notion de “bimodule Ω-connection”. Nous reprendrons cette notion
dans une tout autre perspective, en la rebaptisant simplement biconnexion:
Definition 2.4.2. On suppose que l’anneau diffe´rentiel (A
d→Ω1) est re´duit, i.e.
Ω1 = dA.A (ainsi π est surjective). Une biconnexion (a` gauche) est une connexion
∇ pour laquelle ϕd(∇) se factorise a` travers idM ⊗ π. Il donne alors lieu a` un
homomorphisme canonique de bimodules
φ(∇) = φD(∇) :M ⊗A Ω1 −→ Ω1 ⊗A M
que nous appellerons la volte (droite-gauche) de la biconnexion ∇.
2.4.3. Exemples. i) La connexion triviale d : A → Ω1: la volte est l’unique
prolongement biline´aire de l’application 1A ⊗ ω → ω ⊗ 1A (en particulier, c’est
un isomorphisme).
ii) Le cas classique ou` Ω∗ est gradue´e commutative, et M est un bimodule
commutatif; la volte est alors l’isomorphisme na¨ıf d’e´change des facteurs M ⊗A
Ω1 −→ Ω1 ⊗A M .
iii) Si (A′, d′) est une extension diffe´rentielle de (A, d) (cf. 1.2.5), on peut con-
side´rer (A′, d′) comme un A-A-bimodule a` biconnexion; sa volte est l’unique
prolongement biline´aire de l’application 1A′ ⊗ ω → ω ⊗ 1A′ .
iv) Syste`mes aux diffe´rences (I.4.3): A = k(z), σ = endomorphisme de A avec
zσ 6= z. On peut e´crire toute connexion sous la forme ∇(m) = dz⊗ Φ−idzσ−z (m), ou`
Φ :M →M est σ-line´aire. C’est toujours une biconnexion, dont la volte s’e´crit
φ(∇)(m⊗ da) = da⊗ Φ(m).
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Dans le cas trivial M = A,Φ = σ, on observe que c’est bien un isomorphisme,
meˆme si σ n’est pas injectif.
Revenons au cas ge´ne´ral.
Lemme 2.4.4. Soit f : (M1,∇1) → (M2,∇2) un morphisme de biconnexions
(i.e. homomorphisme de A-A-bimodules horizontal, ∇1 et ∇2 e´tant des bicon-
nexions). On a φ(∇2)(f ⊗ idΩ1) = (idΩ1 ⊗ f)φ(∇1).
Cela re´sulte imme´diatement de la de´finition ϕd(∇)(m ⊗ db.a) = D(mb)a −
D(m)ba.
Lemme 2.4.5. Soit (M ′,∇′) f→(M,∇) g→(M”,∇”) une suite exacte de A-A-
bimodules a` connexion. On suppose que ∇ est une biconnexion. Alors
i) si g est surjective, ∇” est une biconnexion. De plus si ∇′ est une biconnexion,
et si les voltes de ∇ et ∇′ sont inversibles, il en est de meˆme de ∇”.
ii) Si f est injective, et fait du bimodule M ′ un facteur direct de M , alors ∇′
est une biconnexion. De plus si ∇” est une biconnexion, et si les voltes de ∇ et
∇” sont inversibles, il en est de meˆme de ∇′.
iii) Si Ω1 est plat a` droite sur A, les A-A-bimodules a` biconnexion forment une
cate´gorie abe´lienne k-line´aire.
iv) Si Ω1 est plat aussi a` gauche, alors la sous-cate´gorie pleine forme´e des bicon-
nexions a` volte inversible est stable par sous-quotients.
Preuve. Via ϕd , on obtient un morphisme de suites exactes de bimodules
M ′ ⊗ Ω1
univ
→ M ⊗ Ω1
univ
→ M”⊗ Ω1
univ
↓ ↓ ↓
Ω1 ⊗M ′ → Ω1 ⊗M → Ω1 ⊗M”
Si g est surjective, il se comple`te en
M ′ ⊗ Ω1
univ
→ M ⊗ Ω1
univ
→ M”⊗ Ω1
univ
→ 0
↓ ↓ ↓ ↓
Ω1 ⊗M ′ → Ω1 ⊗M → Ω1 ⊗M” → 0
Comme ∇ est une biconnexion, ce morphisme se factorise parM ′⊗Ω1
univ
→M⊗
Ω1 →M”⊗Ω1 → 0 (resp. par M ′⊗Ω1 →M⊗Ω1 →M”⊗Ω1 → 0 si Ω1 est plat
a` droite et f est injective, puisqu’alors 0→ Ω1⊗M ′ → Ω1⊗M → Ω1⊗M”→ 0
est exacte). Une chasse au diagramme aise´e prouve alors i) et iii).
Si f est injective, et si f fait du bimodule M ′ un facteur direct de M (ou si Ω1
est plat a` droite et a` gauche), on a un morphisme de suites exactes
0 → M ′ ⊗ Ω1
univ
→ M ⊗ Ω1
univ
→ M”⊗ Ω1
univ
↓ ↓ ↓ ↓
0 → Ω1 ⊗M ′ → Ω1 ⊗M → Ω1 ⊗M”
Comme ∇ est une biconnexion, on voit imme´diatement qu’il en est de meˆme de
∇′, et que si ∇” est une biconnexion, le morphisme de suites exactes pre´ce´dent
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se factorise par 0→M ′⊗Ω1 →M ⊗Ω1 →M”⊗Ω1. Une chasse au diagramme
aise´e prouve alors ii) et iv).
2.4.6. Remarque. Voici un le´ger raffinement, utile plus bas (4.5.5). Supposons
que ∇,∇′,∇” sont des biconnexions. Supposons Ω1 plat a` droite sur A, f injec-
tive, g surjective. On alors un morphisme de suites exactes
M ′ ⊗ Ω1 → M ⊗ Ω1 → M”⊗ Ω1 → 0
↓ ↓ ↓ ↓
0 → Ω1 ⊗M ′ → Ω1 ⊗M → Ω1 ⊗M” → 0
Supposons φ(∇) inversible. Alors pour que φ(∇”) soit inversible, il faut et il
suffit que l’homomorphisme Im(M ′ ⊗ Ω1 → M ⊗ Ω1) → Ω1 ⊗M ′ induit par
φ(∇′) soit inversible.
3. Produit tensoriel.
3.1. De´finition. Dans le cas classique commutatif, la connexion canonique
sur le produit tensoriel de deux modules a` connexion est donne´e par la re`gle bien
connue ∇1⊗id+id⊗∇2, l’isomorphisme na¨ıf d’e´change M1⊗AΩ1 → Ω1⊗AM1
e´tant sous-entendu dans le second terme id⊗∇2.
Dans le cas ou` Ω1 est un bimodule non-commutatif, il n’y a plus d’isomorphisme
d’e´change et la formule perd son sens. On peut toutefois la “sauver”, dans le cas
des biconnexions, en remplac¸ant l’isomorphisme na¨ıf d’e´change par φ(∇1).
Soient donc (M1,∇1) et (M2,∇2) deux A-A-bimodules a` biconnexion.
Lemme 3.1.1. Il existe une (unique) connexion (a` gauche) ∇ sur M1 ⊗A M2
telle que ∇(m1 ⊗m2) = ∇1(m1)⊗m2 + (φ(∇1)⊗ id2)(m1 ⊗∇2(m2))
(en d’autres termes, ∇ = ∇1 ⊗ id2 + (φ(∇1)⊗ id2) ◦ (id1 ⊗∇2)).
C’est une biconnexion, dont la volte est φ(∇) = (φ(∇1)⊗ id2) ◦ (id1 ⊗φ(∇2)).
Preuve. Pour prouver la premie`re assertion, il est commode d’utiliser la
de´finition des connexions en termes de jets: conside´rons les homomorphismes de
A-module a` gauche
D1 = (id,∇1) :M1 → P1(M1) et P1(M1)⊗M2
∼=→ P1(M1 ⊗M2).
Alors D = (id,∇) n’est autre que la composition
M1 ⊗M2 (D1,∇2)→ (P1(M1)⊗M2)⊕ (M1 ⊗ Ω1 ⊗M2) (id, φ(∇1)⊗id2)→
→ (P1(M1)⊗M2)⊕ (Ω1 ⊗M1 ⊗M2) +→ P1(M1)⊗M2
∼=→ P1(M1 ⊗M2)
qui est clairement une section A-line´aire de P1(M1⊗M2)→M1⊗M2. On obtient
donc une connexion bien de´finie ∇. La seconde assertion re´sulte du calcul
∇((m1 ⊗m2)a)−∇(m1 ⊗m2).a = ∇1(m1)⊗m2a+ (φ(∇1)⊗ id2)(m1 ⊗∇2(m2a))
−∇1(m1)⊗m2a− (φ(∇1)⊗ id2)(m1 ⊗∇2(m2)a)
ou` deux termes se compensent.
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Lemme 3.1.2. Le produit tensoriel ainsi de´fini est un bifoncteur sur les A-A-
bimodules a` biconnexion.
Cela re´sulte imme´diatement de la de´finition du produit tensoriel et de 2.4.4.
3.1.3. Exemples. • Dans la situation de 2.4.3.iii), et si (M,∇) est un A-A-
bimodule a` biconnexion, l’image inverse u∗(M,∇) peut eˆtre vue comme produit
tensoriel de biconnexions (A′, d′)⊗ (M,∇).
• Syste`mes aux diffe´rences (I.4.3): si ∇1 et ∇2 sont deux connexions corre-
spondant aux endomorphismes σ-line´aires Φ1 et Φ2 respectivement, leur produit
tensoriel est la connexion correspondant a` Φ1 ⊗ Φ2.
J’ignore si, en ge´ne´ral, le produit tensoriel de deux connexions inte´grables
est inte´grable.
3.2. Contraintes d’unite´ et d’associativite´. Ce sont celles induites par
celles des A-A-bimodules.
• L’unite´ est la connexion triviale 1 = (A, d). On a End 1 = C∩Z(A) ⊃ k,
ou` Z(A) de´signe le centre de A.
Le End 1-End 1-bimodule sous-jacent a` Ω1 est commutatif, en vertu du calcul
c.da = d(ca) = d(ac) = da.c, c ∈ C ∩ Z(A).
• Pour l’associativite´, on remarque que ∇1 ⊗ id23 + (φ(∇1) ⊗ id23)(id1 ⊗
(∇2⊗id3+(φ(∇2)⊗id3)(id2⊗∇3)) = ∇1⊗id23+(φ(∇1)⊗id2)(id1⊗∇2)⊗id3)+
(φ(∇12)⊗id3)(id12⊗∇3), compte tenu de φ(∇12) = (φ(∇1)⊗id2)◦(id1⊗φ(∇2)).
On re´sume ces re´sultats comme suit:
Proposition 3.2.1. Les A-A-bimodules a` biconnexion (a` gauche) forment une
cate´gorie k-line´aire mono¨ıdale.
3.3. Dualite´. Ce point est un peu plus de´licat. Il y a lieu de distinguer
entre duaux a` gauche et a` droite (cf. [Bru94] pour une discussion ge´ne´rale des
duaux).
3.3.1. Pre´duaux. Soit (Md,∇d) un A-module a` connexion a` droite avec M
projectif de type fini. Le A-module a` gauche ∗Ms = HomA(Md, A) est muni
d’une connexion (a` gauche) ∗∇s de la manie`re suivante. Identifiant les A-modules
a` gauche Ω1⊗∗Ms et HomA(Md,Ω1d) (homomorphismes de A-modules a` droite),
on de´finit ∗∇s(∗m) ∈ Ω1 ⊗ ∗M s par
〈∗∇s(∗m), m〉 = d〈∗m,m〉 − 〈∗m,∇d(m)〉 ∈ Ω1.
Plus pre´cise´ment, (idΩ1 ⊗ ǫ)(∗∇s(∗m) ⊗m) = d(ǫ(∗m ⊗m)) − (ǫ ⊗ idΩ1)(∗m ⊗
∇d(m)), ou` ǫ est l’homomorphisme d’e´valuation.
On ve´rifie imme´diatement que c’est une connexion a` gauche; (∗Ms,
∗∇s) est le
pre´dual de (Md,∇d).
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De plus, si Md est sous-jacent a` un A-A-bimodule et si ∇d est une biconnex-
ion, alors ∇s est une biconnexion a` gauche, dont la volte ve´rifie 〈φd(∇s)(∗m ⊗
da), m〉 = 〈∗m,φs(∇d)(da⊗m)〉.
Partant d’un A-module a` connexion a` gauche (Ms,∇s), on de´finit de meˆme
son pre´dual (M∗d ,∇∗d); ∇∗d est une connexion sur le A-module a` droite M∗d =
HomA(Ms, A).
3.3.2. Des biconnexions a` gauche aux biconnexions a` droite. Conside´rons
a` pre´sent un bimodule a` biconnexion (a` gauche) (M,∇s) dont la volte φd(∇s)
est inversible. On peut alors munir M d’une connexion a` droite ∇d de´finie par
∇d = (φd(∇s))−1 ◦ ∇s
C’est bien une connexion (a` droite):∇d(ma)−∇d(m)a = (φd(∇s))−1(∇s((ma)−
∇s(m)a) = m ⊗ da, et meˆme une biconnexion (a` droite), de volte φs(∇d) =
(φd(∇s))−1.
Partant d’un bimodule a` biconnexion a` droite (M,∇d) dont la volte φs(∇d)
est inversible, on construit de meˆme une biconnexion a` gauche ∇s sur M .
3.3.3. Duaux. Soit (M,∇) un A-A-bimodule a` biconnexion a` gauche. On sup-
pose que le A-module a` droite Md sous-jacent a` M est projectif de type fini. Soit
∨M son dual; c’est un A-A-bimodule, projectif de type fini a` gauche.
Une connexion a` gauche ∨∇ = ∨∇s sur ∨M est dite duale a` gauche de ∇ si
c’est une biconnexion, et si les homomorphismes d’e´valuation
ǫ : ∨M ⊗A M → A
et de coe´valuation
η : A→M ⊗A ∨M
sont horizontaux, i.e. induisent des morphismes de connexion.
Lemme 3.3.4. Une connexion duale a` gauche ∨∇ existe si et seulement si la
volte φ(∇) est inversible. Elle est donne´e par la formule ∨∇ = ∗∇s
ou` ∗∇s est la pre´duale de la biconnexion a` droite ∇d sur M attache´e a` la bicon-
nexion a` gauche ∇. On a donc
〈∨∇(mˇ), m〉 = d〈mˇ,m〉 − 〈mˇ, φ(∇)−1∇(m)〉 ∈ Ω1.
Sa volte ve´rifie
〈φ(∨∇)(mˇ⊗ da), m〉 = 〈mˇ, φ(∇)−1(da⊗m)〉.
Preuve. Supposons d’abord φ(∇) inversible, et de´finissons ∨∇ par la formule
ci-dessus. Un calcul direct montre que c’est une biconnexion, de volte donne´e par
la formule indique´e. Il s’agit de faire voir que ǫ et η sont horizontaux. Posons
∇(m) =∑ωj ⊗mj . On a:
(id⊗ ǫ)(∇∨M⊗M (mˇ⊗m)) = (id⊗ ǫ)(∨∇(mˇ)⊗m)+ (id⊗ ǫ)((φ(∨∇)⊗ idM )(mˇ⊗
∇(m))) = d〈mˇ,m〉 − 〈mˇ, (φ(∇))−1(∑ωj ⊗ mj)〉 + 〈(∑φ(∨∇)(mˇ ⊗ ωj), mj〉 =
d〈mˇ,m〉.
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Il s’agit d’autre part de faire voir que η(1) =
∑
mi ⊗ mˇi est horizontal. Or
∇M⊗∨M (
∑
mi ⊗ mˇi) =
∑∇(mi) ⊗ mˇi + (φ(∇) ⊗ id)(∑mi ⊗ ∨∇(mˇi)). En
“e´valuant” contre un e´le´ment quelconque m ∈M , on trouve∑∇(mi)〈mˇi, m〉+φ(∇)(∑mi⊗d〈mˇi, m〉)−φ(∇)(∑mi⊗〈mˇi, φ(∇)−1∇(m)〉 =∑∇(mi)〈mˇi, m〉+∑∇(mi.〈mˇi, m〉)−∑∇(mi).〈mˇi, m〉−∇(m) = 0. On conclut
que la connexion ∨∇ est bien duale a` gauche de ∇.
Re´ciproquement, supposons que la biconnexion duale a` gauche ∨∇ existe. Soit∑
ni ⊗ ωi un e´le´ment de M ⊗ Ω1 tel que φ(∇)(
∑
ni ⊗ ωi) = 0, et soit mˇ un
e´le´ment quelconque de ∨M . On a∑〈mˇ, ni〉ωi = (idΩ1 ⊗ ǫ) ◦ ((φ(∨∇)⊗ idM ) ◦ (id∨M ⊗ φ(∇))(
∑
mˇ⊗ ni ⊗ωi) = 0;
on en tire que
∑
ni ⊗ ωi = 0, et l’injectivite´ de φ(∇).
D’autre part, en e´crivant comme ci-dessus η(1) =
∑
mi ⊗ mˇi, on a pour tout
m ∈M , ω⊗m =∑〈ω⊗mi⊗mˇi, m〉 = 〈(idΩ1⊗η)(ω), m〉 = 〈(idΩ1⊗η)(ω), m〉 =
〈(φ(∇)⊗ id∨M ) ◦ (idM ⊗ φ(∨∇))(η(1)⊗ ω), m〉 ∈ φ(∇)(M ⊗ Ω1),
ce qui montre la surjectivite´ de φ(∇). Ainsi φ(∇) est inversible. Or la biconnexion
duale a` gauche ∨∇ est unique, elle est donc donne´e par la formule du lemme.
Une construction syme´trique associe a` tout bimodule a` biconnexion a` gauche
(M,∇) tel queM soit projectif de type fini comme A-module a` gauche et tel que
la volte du pre´dual ∇∗ soit inversible, une biconnexion a` gauche duale a` droite
∇∨ sur le dual a` droite M∨ = Hom(Ms, A).
Exemple 3.3.5. Syste`mes aux diffe´rences (I.4.3): supposons pour simplifier que
σ soit un automorphisme de A. Un module a` connexion (M,∇) admet un dual si
et seulement si l’endomorphisme σ-line´aire Φ de M correspondant est inversible.
Dans ce cas, ∨∇ = ∇∨ correspond a` tΦ−1.
4. La situation semi-classique.
4.1. Nous appellerons situation semi-classique celle ou` l’on conside`re un an-
neau diffe´rentiel re´duit A→ Ω1 = dA.A avec A commutatif, et ou` les A-modules
a` gauche munis d’une connexion sont toujours conside´re´s comme A-A-bimodules
commutatifs; le A-A-bimodule Ω1 n’est toutefois pas suppose´ commutatif. En
termes image´s, on a un espace de base classique, la “quantification” ne portant
que sur l’espace cotangent.
Proposition 4.1.1. Dans la situation semi-classique, toute connexion est une
biconnexion.
Preuve. Par de´finition de φ(∇), il s’agit de montrer que si ∑imi ⊗ dai =
0, alors
∑
i∇(mi.ai) = ∇(mi).ai. Tout A-module a` connexion e´tant quotient
d’un A-module libre a` connexion, on peut, d’apre`s le lemme 2.4.5, se limiter
au cas ou` M est libre. On peut alors remplacer la condition
∑
imi ⊗ dai = 0
par
∑
i bi.dai = 0, avec bi ∈ A, et il s’agit de montrer que pour tout m ∈
M,
∑
i∇(m.bi.ai) =
∑
i∇(m.bi).ai. Or
∑
i bi.dai = 0 entraˆıne que pour tout
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c ∈ A, ∑i biaidc =
∑
i bid(aic) =
∑
i bid(cai) =
∑
i bidc.ai, d’ou`
∑
i biaiω =∑
i biωai pour tout ω ∈ Ω1, et en particulier
∑
i biai∇(m) =
∑
i bi∇(m)ai.
En combinant ceci aux e´galite´s
∑
i∇(m.bi.ai) =
∑
i∇(bi.ai.m) =
∑
i dbi.ai.m+∑
i bi.ai∇(m) et
∑
i∇(m.bi).ai =
∑
i∇(bi.m).ai =
∑
i dbi.ai.m+
∑
i bi∇(m).ai,
on obtient le re´sultat voulu.
4.2. Contrainte de commutativite´. C’est celle induite par l’e´change des
facteurs. Pour ve´rifier la cohe´rence, e´crivons
∇1(m1) =
∑
i dai ⊗mi1, ∇2(m2) =
∑
j dbj ⊗mj2; alors
∇(m1⊗m2) =
∑
i dai⊗mi1⊗ (m2−
∑
j bjm
j
2)+
∑
ij bjdai⊗mi1⊗mj2+
∑
j dbj⊗
m1 ⊗mj2 =
∑
ij [bj , dai]⊗mi1 ⊗mj2 +
∑
i dai ⊗mi1 ⊗m2 +
∑
j dbj ⊗m1 ⊗mj2.
La syme´trie voulue re´sulte de la formule [bj , dai] = [ai, dbj] (qu’on obtient en
de´veloppant d(aibj) = d(bjai)).
Notons d’autre part que End 1 = C.
Du fait de la contrainte de commutativite´, les duaux a` gauche sont aussi des
duaux a` droite (lorsqu’ils existent). Plus pre´cise´ment, l’isomorphisme canonique
de A-modules ∨M ∼= M∨ est horizontal. Compte tenu de cette identification,
nous noterons (Mˇ, ∇ˇ) plutoˆt que (∨M, ∨∇) ou (M∨,∇∨), et nous l’appellerons
alors simplement “dual” de (M,∇) (lorsqu’il existe, cf. 3.3.3).
Un objet est dit rigide s’il admet un dual(1). Il de´coule alors de 3.3.4 que
Lemme 4.2.1. Un A-module a` connexion (M,∇) est rigide si et seulement si
M est projectif de type fini et la volte φ(∇) est inversible.
Rappelons que la volte est automatiquement inversible si Ω1 est un bimodule
commutatif (cf. 2.4.3.ii)).
Le the´ore`me suivant re´sume nos re´sultats:
The´ore`me 4.2.2. Dans la situation semi-classique, les A-modules a` connexion
forment une cate´gorie abe´lienne C-line´aire mono¨ıdale syme´trique (C-tensorielle,
dans la terminologie de [Bru94]). La sous-cate´gorie forme´e des objets rigides est
autonome.
4.3. Puissances syme´triques et alterne´es. Compte tenu de la contrainte
de commutativite´, elles s’obtiennent a` partir du produit tensoriel par les con-
structions quotients standard. Dans le cas d’un syste`me aux diffe´rences de´crit
par une matrice σ-line´aire Φ inversible (cf. I.4.3), elles correspondent aux puis-
sances syme´triques et alterne´es de Φ.
(1) il s’agit de la notion usuelle d’objet rigide dans une cate´gorie mono¨ıdale
syme´trique. Cette notion n’a bien entendu rien a` voir une notion homonyme
classique en the´orie des e´quations diffe´rentielles line´aires, lie´e a` l’absence de
“parame`tre accessoire”.
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Examinons le cas particulier de la puissance alterne´e µ-ie`me d’une connexion ∇
sur Aµ correspondant a` une e´quation aux diffe´rences
σµy + aµ−1σ
µ−1y + . . .+ a0y = 0, ai ∈ A
mise sous forme de syste`me
(∗∗) σ(Y ) = AY, A =


0 1 . . .
0 0 1
. . .
−a0 −a1 . . . −aµ

.
Soit ~y = (y1, . . . , yµ) la premie`re ligne de Y . Le de´terminant de Casorati de ~y est
Cas(~y) = det Y =


y1 y2 . . . yµ
yσ1 y
σ
2 . . . y
σ
µ
. . .
yσ
µ−1
1 y
σµ−1
2 . . . y
σµ−1
µ

.
Si k est l’anneau des constantes (suppose´ inte`gre), Cas(~y) s’annule si et seulement
si les yi sont line´airement de´pendants sur k. Il ve´rifie l’e´quation aux diffe´rences
d’ordre un
σ(Cas(~y)) = (−1)µa0.Cas(~y)
qui correspond a` Λµ∇.
4.4. Hom interne. Soient M′ = (M ′,∇′) et M” = (M”,∇”) deux A-
modules a` connexion. On suppose que Ω1 est plat sur A a` droite, que M ′ est de
pre´sentation finie, et que la volte de ∇′ est inversible. On peut alors identifier les
A-A-bimodules Ω1⊗HomA(M ′,M”) et HomA(M ′,Ω1⊗M”) (cf. [Bou85]I.2.9).
On de´finit une connexion surHomA(M
′,M”) en posant, pour tout f ∈ HomA(M ′,M”)
et tout m ∈M ′ :
∇(f)(m) = ∇”(f(m))− φ(∇”)(f ⊗ 1Ω1)φ(∇′)−1(∇′(m)).
Ve´rifions la re`gle de Leibniz:∇(af)(m) = ∇”(af(m))−φ(∇”)(af⊗1Ω1)φ(∇′)−1(∇′(m))
= a∇”(f(m)) + da ⊗ f(m) − aφ(∇”)(f ⊗ 1Ω1)φ(∇′)−1(∇′(m)) = a∇(f)(m) +
da⊗ f(m).
On note ce module a` connexion Ihom(M′,M”). Lorsque M” = (A, d), on le
note aussi par abus Mˇ′ = (Mˇ ′, ∇ˇ′) (meˆme si M ′ n’est pas projectif de type fini).
Dans le cas ou` M ′ est projectif de type fini, l’isomorphisme canonique de A-
modules HomA(M
′,M”)→M”⊗Mˇ ′ est horizontal, i.e. induit un isomorphisme
Ihom(M′,M”) ∼=M”⊗ Mˇ′.
Il de´coule de 2.4.4 que tout homomorphisme horizontal M′ → M” de´finit un
e´le´ment de Ihom(M′,M”)∇.
4.5. Changement d’anneau diffe´rentiel.
Conside´rons un morphisme d’anneaux diffe´rentiels re´duits u = (u0, u1) : (A
d→Ω1)→
(A′
d′→Ω′1), A et A′ e´tant suppose´s commutatifs.
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Lemme 4.5.1.
{
A−modules a` connexion
}
u∗−→
{
A′ −modules a` connexion
}
est un foncteur mono¨ıdal.
En effet, soient (M1,∇1) et (M2,∇2) deux A-modules a` connexion. Soient
a′1 ⊗m1 ∈ u∗M1, a′2 ⊗m2 ∈ u∗M2. Notons ∇ (resp. ∇”) la connexion produit
tensoriel de ∇1 et ∇2 (resp. de ∇′1 = u∗(∇1) et ∇′2 = u∗(∇2)), et posons
∇′ = u∗(∇). Comparons ∇′ et ∇” sous les identifications
Ω′1 ⊗A′ u∗(Mi) = (u1 ⊗ idi)(Ω1 ⊗A Mi) et
u∗(M1)⊗A′ u∗(M2) = u∗(M1 ⊗A M2).
On a: ∇”((a′1 ⊗ m1) ⊗A′ (a′2 ⊗ m2)) = ∇”(∇)((a′1a′2 ⊗ m1) ⊗ (1 ⊗ m2)) =
∇′1(a′1a′2⊗m1)⊗m2+a′1a′2(u1⊗id12)(φ(∇′1)⊗id2)(m1⊗∇′2(1⊗m2)) = a′1a′2(u1⊗
id12)∇1(m1)⊗m2 + d′(a′1a′2)⊗ (m1 ⊗m2) + a′1a′2(u1 ⊗ id12)(φ(∇1)⊗ id2)(m1 ⊗
∇2(m2)) = a′1a′2.(u1 ⊗ id12)(∇(m1 ⊗ m2)) + d(a′1a′2) ⊗ (m1 ⊗ m2) = ∇′((a′1 ⊗
m1)⊗A′ (a′2 ⊗m2)).
Par ailleurs, il est clair que u∗ est compatible aux contraintes d’unite´, d’associativite´
et de commutativite´.
Il de´coule du lemme que u∗ transforme A-modules a` connexion rigides en
A′-modules a` connexion rigides. Si l’application (A′ ⊗ Ω1 ⊗ A′) → Ω′1 induite
par u1 est surjective (ce qui st le cas lorsque Ω1 est un bimodule commutatif, ou,
plus ge´ne´ralement, un sesquimodule), il est facile de calculer la volte de u∗(∇)
en fonction de la volte de ∇, et de voir que φ(u∗(∇)) est inversible si φ(∇) l’est;
en particulier, u∗ commute a` la formation de Ihom.
5. Localisation et rigidite´.
5.1. Passage a` l’anneau total de fractions. Soit (A, d) un anneau
diffe´rentiel, A e´tant commutatif. On note Q(A) comme en 1.3.5 l’anneau total
de fractions de A.
Proposition 5.1.1. On suppose que
i) l’anneau diffe´rentiel (A, d) est simple,
ii) Ω1 = dA.A est fide`le et projectif de type fini a` droite,
iii) d(Q(A)) ⊂ dA.Q(A).
Soit M′ = (M ′,∇′) un A-module de pre´sentation finie muni d’une connexion de
volte φ(∇′) inversible. Alors pour tout A-module a` connexion M” = (M”,∇”),
l’application naturelle Mor(M′,M”)→Mor(M′Q(A),M”Q(A)) est un isomor-
phisme.
Preuve. Commenc¸ons par quelques remarques. L’hypothe`se ii) entraˆıne que
Ω1 est sans torsion a` droite. L’hypothe`se d(Q(A)) ⊂ dA.Q(A) e´quivaut a` dire que
l’homomorphisme naturel de A-A-bimodules Ω1⊗AQ(A)→ Q(A)⊗AΩ1⊗AQ(A)
est surjectif (elle est trivialement satisfaite si Ω1 est un bimodule commutatif,
ou, plus ge´ne´ralement, un sesquimodule). Comme Ω1 est sans torsion a` droite,
on a finalement d(Q(A)).Q(A) ∼= Ω1 ⊗A Q(A), i.e. (Q(A), d) est une extension
diffe´rentielle de (A, d).
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Prouvons l’injectivite´ de Mor(M′,M”)→ Mor(M′Q(A),M”Q(A)). Conside´rons
pour cela le A-module a` connexion Ihom(M′,M”). On a Mor(M′,M”) ⊂
Ihom(M′,M”)∇. D’autre part, commeM ′ est de pre´sentation finie, l’application
naturelle Q(A)⊗AHomA(M ′,M”)→ HomQ(A)(M ′Q(A),M”Q(A)) est bijective. Il
suffit donc de faire voir que l’application Ihom(M′,M”)∇ → Q(A)⊗AIhom(M′,M”)
est injective, c’est-a`-dire que l’annulateur I ⊂ A de tout e´le´ment f ∈ Ihom(M′,M”)∇
⊂ Ihom(M′,M”) est 0 ou A. Soit D ∈ ∨Ω1 et i ∈ I. On a 0 = ∇D(if) =
〈D, di〉f + ∇D.i(f) = 〈D, di〉f , ce qui montre que I est un ide´al diffe´rentiel
(1.3.3). On conclut par la simplicite´ de (A, d).
Passons a` la surjectivite´. Soit f ∈ Mor(M′Q(A),M”Q(A)). Soit 1⊗M′ l’image de
M′ dansM′Q(A). Alors f(1⊗M′) est un sous-A-module a` connexion deM”Q(A)
(vu comme (Q(A), d)⊗M”), de meˆme que l’image 1⊗M” de M”, et f induit
un morphisme de A-modules a` connexion
f¯ : M′ → N := f(1⊗M′)/(f(1⊗M′) ∩ (1⊗M”)).
Or NQ(A) = 0, donc l’image de f¯ dans Mor(M′Q(A),NQ(A)) est nulle. D’apre`s ce
qui pre´ce`de, ceci entraˆıne que f¯ = 0, donc que f ∈ Mor(M′,M”).
Corollaire 5.1.2. Sous les hypothe`ses de 5.1.1, le foncteur de localisation
{
A−modules a` connexion
rigides
}
−→
{
Q(A)−modules a` connexion
rigides
}
est pleinement fide`le.
Le foncteur est bien de´fini compte tenu de la remarque suivant 4.5.1. L’assertion
est une conse´quence imme´diate de 5.1.1, puisque tout A-module projectif de type
fini est de pre´sentation finie.
5.2. Le the´ore`me de rigidite´.
The´ore`me 5.2.1. Ajoutons aux hypothe`ses de 5.1.1 que Q(A) est semi-simple
(i.e. produit fini de corps). Soit (M,∇) un A-module de pre´sentation finie muni
d’une connexion de volte inversible. Alors M est projectif (et (M,∇) est donc
rigide).
Preuve. Soit Mˇ le dual de M = (M,∇) au sens de 4.4. On dispose du
morphisme d’e´valuation ǫ : Mˇ ⊗M→ (A, d).
D’autre part, comme Q(A) est suppose´ semi-simple, tout Q(A)-module est pro-
jectif. D’apre`s la remarque suivant 4.5.1, la volte de MQ(A) est inversible. On
en conclut que MQ(A) est rigide et que (Mˇ)Q(A) = ˇMQ(A). En particulier,
on dispose de la coe´valuation ηQ(A) : (Q(A), d) → MQ(A) ⊗ MˇQ(A) ve´rifiant
(id⊗ ǫQ(A))(ηQ(A) ⊗ id) = idMQ(A) .
Selon 5.1.1, ηQ(A) provient d’un homomorphisme η : (A, d)→M⊗Mˇ ve´rifiant
(id⊗ ǫ)(η⊗ id) = idM . D’apre`s le lemme classique de la base duale, ceci entraˆıne
que M est projectif.
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Conside´rer des anneaux A avecQ(A) semi-simple plutoˆt que des anneaux inte`gres
n’est pas un luxe: de tels anneaux (diffe´rentiels) sont ine´vitables dans la the´orie
de Picard-Vessiot pour les e´quations aux diffe´rences (cf. [vdPS97]1).
Corollaire 5.2.2. Soit X une varie´te´ alge´brique lisse sur un corps k de car-
acte´ristique nulle ou une varie´te´ analytique lisse (re´elle ou complexe, voire p-
adique rigide). ToutOX -module cohe´rent muni d’une connexion (non ne´cessairement
inte´grable) est localement libre.
Il est bien connu que, re´ciproquement, tout OX -module localement libre de
type fini peut eˆtre muni d’une connexion.
5.3. Le the´ore`me tannakien.
Proposition 5.3.1. Ajoutons aux hypothe`ses de 5.2.1 que Ω1⊗Q(A) ∼= Q(A)⊗
Ω1. SoitM = (M,∇) un A-module a` connexion rigide etM′ = (M ′,∇′) un sous-
objet. Soit M” = (M”,∇”) le sous-objet de M de´fini par M” =M ∩M ′Q(A) ⊂
MQ(A), et supposons M” de pre´sentation finie. AlorsM
′ =M”, etM′ est rigide.
Preuve. Ecrivons Q(A) = Πr1Ki comme produit fini de corps. La donne´e
d’un Q(A)-module de type fini e´quivaut a` celle d’une famille d’espaces vectoriels
Vi de dimension finie (un sur chaque Ki). On peut donc de´finir sa dimension
comme le r-uplet des dimensions des Vi.
L’hypothe`se que Ω1 ⊗A Q(A) ∼= Q(A) ⊗A Ω1 est plus forte que d(Q(A)) ⊂
dA.Q(A) (elle est trivialement satisfaite si Ω1 est un sesquimodule relatif a` un
automorphisme σ); elle implique que pour tout A-module de type fini N , Ω1⊗A
(Q(A)⊗A N) et (Q(A)⊗A N) ⊗A Ω1 sont des Q(A)-modules a` droite de meˆme
dimension (finie).
Par ailleurs, on a M ′ ⊂M” etM′Q(A) =M”Q(A). Puisque φ(∇) est inversible, il
en est de meˆme de φ(∇Q(A)), donc φ(∇”Q(A)) est injective. Comme application
entre Q(A)-modules a` droite de meˆme dimension, elle est donc inversible. Puisque
Ω1 est plat a` droite, on a Ω1 ⊗M” ∼= (Ω1 ⊗M) ∩ (Ω1 ⊗M”Q(A)); puisque M
est fide`le et projectif, M ⊗ Ω1 ⊂ MQ(A) ⊗ Ω1, et Im(M” ⊗ Ω1 → M ⊗ Ω1) ∼=
(M ⊗ Ω1) ∩ (M”Q(A) ⊗ Ω1). On de´duit alors de ce qui pre´ce`de que φ(∇”) se
factorise a` travers un isomorphisme φ” : Im(M”⊗Ω1 →M ⊗Ω1)→ Ω1 ⊗M”.
D’apre`s 2.4.6, ceci entraˆıne que la volte de M/M” est inversible. Comme M
est projectif de type fini et M” de type fini, M/M” est de pre´sentation finie,
et on conclut de 5.2.1 que M” est rigide. En particulier, M” est facteur direct
de M , et 2.4.5.ii) entraˆıne que φ(∇”) est inversible. Comme M” est suppose´
de pre´sentation finie, 5.2.1 implique derechef que M” est rigide. En appliquant
5.1.1 a` l’isomorphisme M”Q(A) →M′Q(A), on conclut que M” =M′.
The´ore`me 5.3.2. On suppose que
i) l’anneau commutatif A est noethe´rien, d’anneau total de fractions Q(A)
semi-simple,
ii) Ω1 = dA.A est fide`le et projectif de type fini a` droite, et Ω1 ⊗A Q(A) ∼=
34
Q(A)⊗A Ω1,
iii) l’anneau diffe´rentiel (A, d) est simple.
Alors tout sous-quotient d’un A-module a` connexion rigide est rigide. La cate´gorie
des A-modules a` connexion rigides est tannakienne sur le corps des constantes
C.
Preuve. Pour la premie`re assertion, le point est, en vertu de 5.2.1, de faire
voir que tout sous-quotient d’un objet rigide est a` volte inversible; 2.4.5.i) rame`ne
la question au cas d’un sous-objet. L’assertion re´sulte alors de la proposition
pre´ce´dente. De ceci et de 4.2.2, il de´coule que la cate´gorie des A-modules a`
connexion rigides est tensorielle sur C et autonome. Pour montrer qu’elle est
tannakienne, il suffit d’exhiber un foncteur fibre (i.e. un foncteur mono¨ıdal C-
line´aire exact et fide`le) a` valeurs dans les B-modules projectifs de type fini, pour
une C-alge`bre B fide`le convenable ([De90]). Le foncteur d’oubli de la connexion
convient avec B = A, d’apre`s 5.2.1.
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§ III Groupes de Galois diffe´rentiels et extensions de Picard-Vessiot
en situation semi-classique.
Dans tout le reste de l’article, nous nous plac¸ons dans la situation semi-
classique: on travaille avec un anneau diffe´rentiel (A
d→Ω1) ou` A est un anneau
commutatif, mais ou` le bimodule des 1-formes diffe´rentielles Ω1 = A.dA.A n’est
pas ne´cessairement commutatif.
1. Solubilite´.
1.1. Connexions triviales.
Rappelons qu’un A-module a` connexion (M,∇) est dit trivial (II.2.3.3) s’il est
isomorphe a` un module a` connexion de la forme (A⊗C N, d⊗ idN ), ou` N est un
module a` gauche quelconque sur l’anneau des constantes C. Remarquons que sa
volte est alors induite par l’application 1N ⊗ ω → ω ⊗ 1N (compte tenu de ce
que le C-C-bimodule sous-jacent a` Ω1 est commutatif, cf. II.3.2); c’est donc un
isomorphisme.
La notion de connexion triviale est toutefois plus subtile qu’il ne paraˆıt:
• la fle`che naturelle N →M ∼= A⊗C N se factorise a` travers M∇ := KerM (∇),
mais N →M∇ n’est ni injective ni surjective en ge´ne´ral.
Elle est injective si A est fide`lement plat sur C (ce qui e´quivaut a` dire que dA
est un C-module plat, cf. [Bou85]1.3.5). Elle est surjective si N est plat sur C
(si A est fide`lement plat sur C, ceci e´quivaut a` dire que M est un A-module
plat). L’exemple A = Ω1 = Z[z] muni de d/dz, N = Z/pZ ( (A ⊗C N)∇ =
Z/pZ[zp]) montre qu’on n’a pas toujours surjectivite´. Plus pre´cise´ment, la chasse
au diagramme de suite exactes
N → A⊗C N → dA⊗C N → 0
↓ ↓∼= ↓
0 → M∇ → M → Ω1 ⊗A M ∼= Ω1 ⊗C N
montre que N →M∇ est surjective si et seulement si dA⊗C N → Ω1 ⊗AM est
injective.
• Des exemples de meˆme farine montrent que
Hom((A⊗C N, d⊗ idN ), (A⊗C N ′, d⊗ idN ′))
n’est en ge´ne´ral e´gal ni a` HomC(N,N
′), ni a` HomC((A⊗C N)∇, (A⊗C N ′)∇′).
• Le conoyau d’un morphisme de connexions triviales n’est pas ne´cessairement
une connexion triviale: dans l’exemple pre´ce´dent, conside´rer le morphisme Z[z]→
Z/pZ[z] donne´ par 1 7→ zp.
• Pour toute connexion triviale (M,∇), l’homomorphisme naturel de A-modules
(a` connexion, si l’on veut)
A⊗C M∇ →M
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est surjectif (en fait, si A est fide`lement plat sur C, M est meˆme un re´tracte de
A⊗C M∇), mais pas ne´cessairement injectif.
Tous ces proble`mes disparaissent lorsque C est un corps. Toutefois, l’exemple
de A = Ω1 = k[z], d = zd/dz et de l’ide´al diffe´rentiel zA montre que meˆme si C
est un corps, une sous-connexion d’une connexion triviale n’est pas ne´cessairement
triviale.
Lemme 1.1.1. i) La cate´gorie des A-modules a` connexion triviaux est stable
par ⊕,⊗.
ii) Supposons A fide`lement plat sur C, et M plat sur A. Alors (M,∇) est trivial
si et seulement si A⊗C M∇ ∼=M . Dans ce cas, (M,∇) est rigide si et seulement
si M∇ est projectif de type fini sur C, et alors (Mˇ)∇ˇ est le C-dual de M∇.
Preuve. On a
(A⊗C N1, d⊗ idN1)⊕ (A⊗C N2, d⊗ idN2) = (A⊗C (N1 ⊕N2), d⊗ idN1⊕N2)),
(A⊗C N1, d⊗ idN1)⊗ (A⊗C N2, d⊗ idN2) = (A⊗C (N1 ⊗C N2), d⊗ idN1⊗N2)),
Supposons (M,∇) trivial, ∼= (A ⊗C N, d ⊗ idN ). Sous les hypothe`ses de ii),
N est plat sur C, donc N ∼= M∇, et A ⊗C M∇ ∼= M . Le reste est aise´
((∨(A⊗C N), ∨(d⊗ idN )) = (A⊗ Nˇ , d⊗ idNˇ )).
1.1.2. Remarque. Supposons A plat sur C. Alors HomC(N1, N2) s’envoie in-
jectivement vers Mor((A⊗C N1, d⊗ idN1), (A⊗C N2, d⊗ idN2)). Appelons ad-
missibles les morphismes de connexions triviales qui se trouvent dans l’image.
Si on ne conside`re que les morphismes admissibles, la cate´gorie des connexions
triviales qu’on obtient est abe´lienne.
1.2. Crite`res d’injectivite´ de A⊗C M∇ →M .
Proposition 1.2.1. Supposons (A, d) simple, et Ω1 fide`le et projectif de type
fini a` droite sur A. Alors pour tout module a` connexion (M,∇), l’homomorphisme
naturel A⊗C M∇ →M est injectif.
Preuve. On a vu (II.1.3.4) que sous l’hypothe`se de simplicite´, C est un
corps. Soit {m1, . . . , mi, . . .} une famille finie d’e´le´ments de M∇ line´airement
inde´pendants sur C. Supposons qu’il existe une combinaison A-line´aire
∑
αi.mi
nulle dans M , avec α1 6= 0. Quitte a` omettre certains mi, on peut supposer cette
combinaison line´aire de longueur minimale, avec αi 6= 0 pour tout i. Conside´rons
alors toutes les combinaisons A-line´aires
∑
ai.mi nulles. L’ensemble des coeffi-
cients a1 intervenant dans une telle combinaison forment un ide´al non nul I ⊂ A.
Si I 6= A, alors d’apre`s II.1.3.3 et puisque (A, d) est simple, il existe D ∈ ∨Ω1
et a1 ∈ I tels que 〈D, da1〉 /∈ I. On a ∇D(
∑
ai.mi) =
∑ 〈D, dai〉.mi = 0 (cf.
II.2.1.2), d’ou` 〈D, dai〉 ∈ I: contradiction. Si I = A, on peut choisir a1 = 1, et
∇D(
∑
ai.mi) =
∑
i>1 〈D, dai〉.mi = 0 contredit la minimalite´ de la combinai-
son originale
∑
αi.mi = 0. On conclut qu’une telle combinaison
∑
αi.mi = 0
n’existe pas.
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Proposition 1.2.2. Supposons (A, d) simple par couches (cf. II.1.3.6), Ω1 fide`le
et projectif de type fini a` droite sur A, et C noethe´rien. Alors pour tout module a`
connexion (M,∇) noethe´rien (en tant que module a` connexion), l’homomorphisme
naturel A⊗C M∇ →M est injectif.
Preuve. On peut supposer M non nul. Par re´currence, on construit une
filtration croissante Fn(M,∇) comme suit:
• F0 = 0,
• Fn−1(M,∇) e´tant suppose´ construit, on choisit un ide´al pn de C maximal
parmi les annulateurs de sous-objets non nuls de (M,∇)/Fn−1(M,∇) (un tel
ide´al existe puisque C est noethe´rien);
• on pose alors Fn(M) = {m ∈ M, pn.m ⊂ Fn−1(M)}; il est clair que ce mod-
ule est sous-jacent a` un sous-objet Fn(M,∇) de (M,∇). Comme ce dernier est
noethe´rien, la filtration F. est finie et exhaustive.
Les ide´aux pn sont premiers. En effet, soit (N,∇) un sous-objet non nul de
(M,∇)/Fn−1(M,∇) d’annulateur pn. Soient c1, c2 ∈ C tels que c1.c2 ∈ pn mais
c2 /∈ pn (s’il en est). On a c2.N 6= 0, l’annulateur de c2.(N,∇) contient pn, donc
co¨ıncide avec pn par maximalite´. Puisque c1.c2.(N,∇) = 0, on voit que c1 ∈ pn,
ce qui montre que pn est premier (c’est l’argument assassin familier). En outre,
du fait de la maximalite´ des pn, les gradue´s associe´s Grn(M) sont des C/pn sans
torsion.
Tirons alors parti de ce que (A, d) est simple par couches, et notons (comme en
II.1.3.6) κ(pn) le corps de fractions de C/pn. Il de´coule alors de la proposition
pre´ce´dente applique´e a` κ(pn)⊗Grn(M) que l’homomorphisme
(κ(pn)⊗ A)⊗C/pn (Grn(M))∇ →֒ κ(pn)⊗Grn(M)
est injectif. D’ou` l’injectivite´ de
(A/pnA)⊗C/pn (Grn(M))∇ →֒ Grn(M).
On a d’autre part un diagramme de suites exactes
(A/pnA)⊗C/pn (Grn(M))∇↓∼=
0 → A⊗ (Grn(M))∇ → A⊗ (M/Fn−1(M))∇ → A⊗ (M/Fn(M))∇
↓ ↓ιn−1 ↓ιn
0 → Grn(M) → M/Fn−1(M) → M/Fn(M)→ 0
Une chasse e´le´mentaire permet de conclure, par re´currence descendante, que
ι0 : A⊗C M∇ →M est injectif.
Corollaire 1.2.3. Sous les hypothe`ses de 1.2.1 (resp. 1.2.2), tout sous-quotient
d’un module a` connexion trivial (resp. et de type fini sur A) est trivial. Sur la
cate´gorie de ces connexions, le foncteur C-line´aire (M,∇) 7→ M∇ est fide`le et
exact.
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Preuve. Sous les hypothe`ses de 1.2.1 ou 1.2.2, A est fide`lement plat sur C
noethe´rien; donc le A-module M est noethe´rien si et seulement si M∇ est de
type fini sur C. Conside´rons une suite exacte
0→ (M ′,∇′)→ (M,∇)→ (M”,∇”)→ 0.
On en de´duit un diagramme de suites exactes
0 → A⊗C M ′∇′ → A⊗C M∇ → A⊗C M”∇”
↓ ↓ ↓
0 → M ′ → M → M” → 0
D’apre`s les propositions pre´ce´dentes, les fle`ches verticales sont injectives. Si
(M,∇) est trivial, celle du milieu est alors bijective, et on de´duit du lemme
des cinq qu’elles sont toutes trois bijectives. La seconde assertion en de´coule.
1.3. Connexions solubles dans une extension diffe´rentielle.
Soit (A
d→Ω1) u−→(A′ d
′
→Ω′1) une extension diffe´rentielle (II.1.2.5); rappelons que
Ω′1 ∼= Ω1 ⊗ A′ comme A′-module a` droite. Soit M = (M,∇) un A-module a`
connexion.
Definition 1.3.1. On dit queM est soluble dans l’extension diffe´rentielle (A′, d′)
(ou simplement: dans A′ ) si u∗M = (MA′ ,∇A′) est trivial.
Proposition 1.3.2. Supposons que A′ soit fide`lement plat sur A et sur C′, et
que Ω1 soit fide`le et projectif de type fini a` droite sur A. Alors
i) si M est soluble dans A′, sa volte est inversible.
ii) si (A′, d′) est simple (resp. simple par couches, avec C′ noethe´rien), alors
pour tout module a` connexion M soluble dans A′ (resp. et noethe´rien), on a
A′ ⊗C′ M∇A′A′ ≃→MA′ . Tout sous-quotient de M est soluble dans A′ (resp. et
noethe´rien). La cate´gorie des modules a` connexions solubles dans A′ (resp.
et noethe´riens) est abe´lienne mono¨ıdale, et le foncteur “solutions dans A′”
ωA′ : M 7→M∇A′A′ est fide`le et exact.
iii) Si (A′, d′) est simple, tout A-module M de type fini muni d’une connexion
soluble dans A′ est projectif.
iv) Si (A′, d′) est simple par couches, alors pour tout ide´al premier p de C′ et
tout module a` connexion soluble dans A′ et noethe´rien M, on a M∇A′A′ ⊗ κ(p) ∼=
(MA′⊗κ(p))
∇A′⊗κ(p) .
v) supposons C′ est re´gulier de dimension ≤ 1 (par exemple un corps). Soit
(M ′,∇′) →֒ (M,∇) un monomorphisme d’objets solubles. Alors si M est plat
sur A (resp. rigide, i.e. projectif de type fini d’apre`s i)), il en est de meˆme de
M ′.
Preuve. i) re´sulte par descente fide`lement plate de A′ a` A du fait que la
volte de ∇A′ , qui est inversible, est l’unique prolongement A′-line´aire a` droite de
la volte de ∇.
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ii) suit de 1.1.1 et 1.2.3.
iii): SiM est soluble dans (A′, d′) simple, C′ est un corps et A′⊗C′ M∇A′A′ ; si M
est de type fini sur A, M
∇A′
A′ est donc un espace vectoriel de dimension finie sur
C′. Donc MA′ est libre de type fini sur A
′ et on conclut par descente fide`lement
plate.
iv): comme (A′, d′)⊗κ(p) est simple par hypothe`se, on aA′⊗C′(MA′⊗κ(p))∇A′⊗κ(p)
→֒MA′⊗κ(p). Par ailleurs, A′ ⊗C′ M∇A′A′ ≃→MA′ . Par conse´quent, le compose´
A′ ⊗C′ M∇A′A′ ⊗ κ(p)→ A′ ⊗C′ (MA′⊗κ(p))∇A′⊗κ(p) → (MA′⊗κ(p)) est un isomor-
phisme, et il en est donc de meˆme de M
∇A′
A′ ⊗ κ(p)→ (MA′⊗κ(p))∇A′⊗κ(p) .
v): M est A-plat (resp. projectif de type fini) si et seulement si MA′ est A
′-
plat. Pour (M,∇) soluble dans A′, cela revient a` dire que (MA′)∇A′ est C′-plat
(resp. projectif de type fini). Or, si C′ est re´gulier de dimension ≤ 1 (i.e. produit
fini d’anneaux de Dedekind et de corps), un C′-module N quelconque est plat
(resp. projectif de type fini) si et seulement si pour tout ide´al premier p de C′,
le C′p−module Np est sans torsion (resp. et de type fini); ceci se propage donc a`
tout C′-sous-module. D’ou` le re´sultat. (De meˆme, on observe que les hypothe`ses
C′ re´gulier de dimension ≤ 1 et Ω′1 fide`le et projectif sur A′ entraˆınent que dA′
est C′-plat, donc que A′ est fide`lement plat sur C′).
1.3.3. Solubilite´ et inte´grabilite´. Une connexion soluble dans une extension
diffe´rentielle n’est pas ne´cessairement inte´grable, meˆme dans la situation clas-
sique ou` Ω1 est un bimodule commutatif (en de´pit de II.2.3.2 et de l’inte´grabilite´
des connexions triviales).
Soit par exemple A = k[z1, z2] conside´re´ comme anneau diffe´rentiel ge´ne´ralise´
via les de´rivations d/dz1, d/dz2; nous prenons donc Ω
1 = Ω1A/k = dz1.A⊕dz2.A,
le module de Ka¨hler usuel.
Conside´rons le module a` connexion (A,∇) correspondant au syste`me diffe´rentiel
∇(d/dz1)y = 0, ∇(d/dz2)y = z1y.
Ce syste`me n’est pas inte´grable.
Conside´rons d’autre part l’anneauA′ = k[z1, z2, z3,
1
z3
] comme anneau diffe´rentiel
via les de´rivations d/dz1, d/dz2 + z1d/dz3, et comme extension diffe´rentielle de
(A, d) (noter que (d/dz2+z1d/dz3)|A = d/dz2); le crochet [d/dz1, d/dz2+z1d/dz3]
n’est pas nul (c’est d/dz3), mais sa restriction a` A l’est. L’anneau des constantes
de A′ est k.
Pour calculer Ω′1, remarquons que la base duale de (d/dz1, d/dz2+z1d/dz3, d/dz3)
dans le module de Ka¨hler Ω1A′/k est (dz1, dz2, dz3 − z1dz2); on a donc Ω′1 =
Ω1A′/k/A
′.(dz3 − z1dz2) (∼= Ω1A/k ⊗A A′).
Il est facile de voir que (A,∇) est soluble dans A′: y = z3 est une base de
solutions. On a Ω2 = Ω2A/k = (dz1 ∧ dz2).A (du moins si car k 6= 2, cf. II.1.1).
L’image de dz1 ∧ dz2 dans Ω2A′/k s’e´crit d(dz3 − z1.dz2), donc s’annule dans le
quotient Ω′2 (en fait, on montre facilement que Ω′2 = 0).
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On prendra garde a` la confusion que peut cre´er le mot d’inte´grabilite´, un syste`me
non-inte´grable pouvant eˆtre “inte´gre´” symboliquement. En fait, nous verrons
qu’on peut de´velopper la the´orie de Picard-Vessiot sans hypothe`se sur la cour-
bure.
Toutefois, on a un carre´ commutatif
M → Ω2 ⊗A M
↓ ↓
M ′ → Ω′2 ⊗A′ M ′ ∼= Ω′2 ⊗A M
ou` les fle`ches horizontales sont les courbures de ∇ et ∇′ respectivement. Si la
fle`che canonique Ω2 → Ω′2 est injective, et si M est plat sur A, la solubilite´ de
∇ dans A′ implique l’inte´grabilite´ de ∇.
1.3.4. Remarque. Pour travailler sans aucune hypothe`se de simplicite´ diffe´rentielle
(par exemple en caracte´ristique mixte), on est amene´ a` ne conside´rer que les mor-
phismes “admissibles” de connexions solubles (i.e. admissibles au sens de 1.1.2
apre`s extension a` A′). Si A′ est fide`lement plat sur A et sur C′, on obtient une
cate´gorie abe´lienne mono¨ıdale. Nous ne de´velopperons pas ce point de vue ici.
1.4. Exemples fondamentaux (cas inte´grables).
1.4.1. Soit X une varie´te´ alge´brique lisse sur un corps k de caracte´ristique
nulle ou une varie´te´ analytique lisse sur k = R ou C (voire une varie´te´ ana-
lytique p-adique rigide lisse). On note m sa dimension. Soient x un k-point de
X , OX,x l’anneau local de X au point (de´fini par) x, et z1, . . . , zm des coor-
donne´es locales autour de x. Alors le comple´te´ Aˆ = OˆX,x ∼= k[[z1, . . . , zm]] est
une extension fide`lement plate de A. On conside`re A (resp. Aˆ) comme anneau
diffe´rentiel ge´ne´ralise´, graˆce a` la de´rivation d vers le module de diffe´rentielles
usuelles Ω1 = Ω1X/k,x (resp. Ω
1⊗A Aˆ). On obtient ainsi une extension d’anneaux
diffe´rentiels simples, de corps de constantes k. D’apre`s le the´ore`me de Frobe-
nius formel, tout OX,x-module de pre´sentation finie M muni d’une connexion
inte´grable ∇ est soluble dans OˆX,x. En particulier, il est libre de type fini sur
l’anneau local OX,x. On a Mˆ ∼= OˆX,x ⊗M , et Mˆ∇ s’identifie a` la fibre de M en
x.
Dans la situation alge´brique, on peut plus ge´ne´ralement remplacer k par une Q-
alge`bre commutative inte`gre noethe´rienne quelconque, pourvu que les fibres de X
soient ge´ome´triquement connexes. La meˆme construction fournit une extension
fide`lement plate d’anneaux diffe´rentiels simples par couches.
On en de´duit que l’objet (M,∇) est rigide (cf. II.4.2.1) si et seulement si Mˆ∇
est plat sur k. En particulier, lorsque k est l’anneau de fonctions d’une courbe
affine lisse, un OX,x-module de type fini M muni d’une connexion inte´grable
∇ (relativement a` k) s’interpre`te comme famille a` un parame`tre de syste`mes
diffe´rentiels line´aires inte´grables. Il est rigide si et seulement s’il est sans torsion
sur k.
On en de´duit aussi que le foncteur “tige en x”
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{OX -modules cohe´rents
a` connexion inte´grable
}
−→
{OX,x-module de type fini
a` connexion inte´grable
}
est exact et pleinement fide`le, et que le foncteur “fibre en x”
{OX -modules cohe´rents
a` connexion inte´grable
}
−→ {k-modules de type fini}
est exact et fide`le.
1.4.2. Dans la situation I.2.2, O¯x →֒ Opdx donne lieu a` une extension fide`lement
plate d’anneaux diffe´rentiels simples, de corps des constantes le corps k de car-
acte´ristique p. On a vu que toute connexion inte´grable ∇ sur X¯x est soluble dans
l’alge`bre a` puissances divise´es comple´te´e Opdx .
La` encore, on a une variante “relative” (remplacer k par une Fp-alge`bre com-
mutative inte`gre noethe´rienne quelconque).
1.4.3. Equations aux diffe´rences.On part d’un anneau k quotient deC[[h1, . . . , hm]].
On note h¯i l’image de hi dans k. On fixe un k-point a = (a1, . . . , am) de l’espace
affineAmk , et on note a¯ le point ferme´ correspondant. On conside`re l’anneau local
A = OAm,a¯ muni des endomorphismes σi : zj 7→ zj si i 6= j, zi 7→ zi + h¯i, ainsi
que son comple´te´ Aˆ ∼= k[[z1 − a1, . . . , zm − am]]. Noter que Aˆ est fide`lement plat
sur A et sur k. On fait de A et Aˆ des anneaux diffe´rentiels comme en I.4.4.2:
Ω1 = ⊕ Ω1σi ∼= ⊕ dzi.A, , Ωˆ1 = Ω1 ⊗ Aˆ ∼= ⊕ dzi.Aˆ, et d est donne´e par
df =
∑
dzi.δi(f). Les anneaux de constantes co¨ıncident avec k.
Ve´rifions que l’anneau diffe´rentiel Aˆ est simple par couches. Pour cela, on
remarque que tout e´le´ment de Aˆ s’e´crit, de manie`re unique, comme se´rie
f = Σ(n1,...,nm) αn1,...,nmΠiΠ
j=ni
j=0 (zi − ai + jh¯i)
a` coefficients αn1,...,nm ∈ k, et que
δi[Π
j=ni
j=0 (zi − ai + jh¯i)] = niΠj=ni−1j=0 (zi − ai + jh¯i) pour n > 0.
(De cette dernie`re e´galite´, on de´duit par ailleurs le calcul des coefficients:
αn1,...,nm = [(Πi
1
ni!
δnii )(f)]|a .)
On conclut en conside´rant, dans un ide´al diffe´rentiel I non nul, un e´le´ment f de
plus bas degre´ total en z1 − a1, . . . , zm − am; comme ni est inversible dans k, on
voit que le premier coefficient de f est dans I.
Conside´rons un syste`me line´aire aux diffe´rences
σi(Y ) = A(i).Y
ou` A(i) ∈ GLµ(A). On suppose de plus:
i) que le syste`me est inte´grable: A(j)σiA(i) = A(i)σjA(j) (II.2.3.3);
ii) qu’une fois re´crit sous la forme
δi(Y ) = G(i).Y
les matrices G(i) sont encore a` coefficients dans A; sous cette hypothe`se, on a
alors confluence vers un syste`me diffe´rentiel sans singularite´ en a¯ lorsque h¯i → 0.
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On peut re´crire ce syste`me sous forme de A-module libre M = ⊕A.mk a` con-
nexion:
∇(mk) = ⊕i,l dzih¯i ⊗ (A
−1
(i)lk − δlk) ml (loc. cit.).
Une telle connexion est toujours soluble dans Aˆ (c’est l’analogue pour les e´quations
aux diffe´rences du the´ore`me de Frobenius formel). Pour le voir, il suffit de trouver
une solution Y ∈ GLµ(Aˆ) du syste`me δi(Y ) = G(i).Y, i = 1, . . .m. En ite´rant
l’action des δi, on de´finit formellement pour tout multi-indice n = (n1, . . . , nm)
une matrice G(n) ∈Mµ(A) de´finie par
(Πi
1
ni!
δnii )(Y ) = G(n).Y
(l’ordre dans le produit Πi est sans conse´quence en vertu de l’hypothe`se d’inte´grabilite´).
Il de´coule alors des calculs pre´ce´dents sur les se´ries en Πj=ni−1j=0 (zi − ai + jh¯i)
qu’il existe une unique solution Y ∈ GLµ(Aˆ) de
δi(Y ) = G(i).Y, (i = 1, . . .m), Y (a) = id.
Elle est donne´e par
Y =
∑
n=(n1,...,nm)
G(n)(a).Πi[Πj=nij=0 (zi − ai + jh¯i)].
On a Mˆ ∼= Aˆ⊗M , et Mˆ∇ s’identifie au k-module fibre de M en a.
Il re´sulte de ce qui pre´ce`de et de 1.3.2 que tout sous-quotient de (M,∇) est
soluble dans Aˆ, et que pour tout sous-objet (N,∇) de (M,∇), N est libre de
type fini sur A.
1.4.4. Equations aux q-diffe´rences. La situation est analogue a` la pre´ce´dente,
avec les changements suivants:
i) changer hi en qi − 1,
ii) σi : zj 7→ zj si i 6= j, zi 7→ qizi,
iii) tout e´le´ment de Aˆ s’e´crit comme se´rie
f = Σ(n1,...,nm) αn1,...,nmΠiΠ
j=ni
j=0 (zi − qji ai)
a` coefficients αn1,...,nm = [(Πi
1
[ni]!qi
δnii )(f)]|a ∈ k, et on a
δi[Π
j=ni
j=0 (zi − qji ai)] = (ni)qiΠj=ni−1j=0 (zi − qji ai) pour n > 0,
avec (ni)qi = 1 + qi + . . .+ q
ni−1
i , [ni]!qi = Π
j=ni
j=1 (j)qi ,
iv) ∇(mk) = ⊕i,l dzi ⊗
A−1
(i)lk
−δlk
(qi−1)zi
ml,
v) (Πi
1
[ni]!qi
δnii )(Y ) = G(n).Y, Y =
∑
n=(n1,...,nm)
G(n)(a).Πi[Πj=nij=0 (zi − qji ai)].
L’exemple typique est celui des e´quations q-hyperge´ome´triques confluant vers
une e´quation diffe´rentielle hyperge´ome´trique (on prend a¯ 6= 0, 1).
Dans tous ces exemples, on peut ve´rifier que l’inte´grabilite´ est pre´serve´e par
produit tensoriel et passage au dual.
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2. Groupes de Galois diffe´rentiels.
Dans toute la suite, on conside`re un anneau diffe´rentiel (A, d) (avec A com-
mutatif, bien suˆr), d’anneau de constantes C = k noethe´rien, et on suppose que
Ω1 = dA.A est fide`le et projectif de type fini comme A-module a` droite (ou, ce
qui revient au meˆme, fide`lement plat et de pre´sentation finie).
2.1. Definition et exemples. SoitM = (M,∇) un A-module a` connexion
rigide (i.e. M est projectif de type fini et la volte de ∇ est un isomorphisme, cf.
II.4.2.1). Pour tout couple d’entiers naturels (i, j), on pose T i,j(M) = M⊗i ⊗
Mˇ⊗j .
On note <M>⊗ la sous-cate´gorie strictement pleine (k-line´aire, abe´lienne, mono¨ıdale
syme´trique) de la cate´gorie des A-modules a` connexion forme´e des sous-quotients
des sommes finies ⊕ T i,j(M).
Theore`me 2.1.1. Supposons donne´e une sous-cate´gorie C pleine mono¨ıdale
abe´lienne de <M>⊗ contenant M . On suppose que dans C , tout objet est
quotient d’un objet rigide, et que le dual d’un objet rigide est encore un objet
de C. Supposons donne´ en outre un foncteur mono¨ıdal, k-line´aire, exact et fide`le
ω : C −→ (k-modules de type fini) qui envoie objets rigides sur k-modules
projectifs de type fini. Alors
i) il existe un k-groupe affine (fide`lement) plat G(C, ω), muni d’un monomor-
phisme naturel ι : G(C, ω)→ GL(ω(M)), tel que ω induise une ⊗-e´quivalence
de cate´gories entre C et la cate´gorie des repre´sentations de type fini sur k de
G(C, ω).
ii) Si k est un corps, le monomorphisme ι est une immersion ferme´e et son
image s’identifie au sous-groupe ferme´ de GL(ω(M)) qui stabilise les ω(N ),
pour tout sous-objet N d’une somme finie quelconque ⊕ T i,j(M).
2.1.2. Notation et de´finition. Si C = <M>⊗ , on e´crira Gal(M, ω) au lieu
de G(C, ω) . C’est le groupe de Galois diffe´rentiel de M pointe´ en ω.
Preuve de 2.1.1. La premie`re assertion de 2.1.1. est une application directe
du lemme tannakien 8.1.2 de [An96]; G(C, ω) = Aut⊗ω repre´sente le foncteur
Aut⊗ω sur les k-alge`bres commutatives unitaires (dans loc. cit., on demande
que ω commute a` la dualite´ sur les objets rigides, mais c’est automatique, cf.
[Bru94]2.2).
Si k est un corps, le foncteur Stab{ω(N )} qui a` toute k-alge`bre commutative uni-
taire k′ associe le stabilisateur dans GL(ω(M))(k′) des ω(N )⊗k′ (pour tout sous-
objet N dans C d’une somme finie quelconque ⊕ T i,j(M) ) est repre´sentable par
un sous-sche´ma ferme´ Stab{ω(N )} deGL(ω(M)) ([DG70]II.1.3.6); c’est le stabil-
isateur dont il s’agit dans ii). On a clairement Aut⊗ω ⊂ Stab{ω(N )}, ce qui sig-
nifie que le monomorphisme ι se factorise a` travers Stab{ω(N )}. Re´ciproquement,
toute repre´sentation de type fini sur k de G(C, ω) (c’est-a`-dire l’image par ω de
tout objet de C) est quotient de l’image par ω d’un sous-objet de ⊕ T i,j(M);
elle de´finit donc une repre´sentation de type fini sur k de Stab{ω(N )}. D’apre`s
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[Saa72]II.3.3 (apre`s passage aux cate´gories des ind-objets, cf. loc. cit 2.2.3.1),
cette correspondance fonctorielle mono¨ıdale entre cate´gories de repre´sentations
provient d’un homomorphisme Stab{ω(N )} → G(C, ω), qui est inverse de
G(C, ω) →֒ Stab{ω(N )}.
2.1.3. Exemples ge´ne´raux. i) Soit (A′, d′) une extension diffe´rentielle de
(A, d), avec C′ = k re´gulier de dimension ≤ 1, et A′ fide`lement plat sur A.
On suppose de plus (A′, d′) simple ou simple par couches, etM soluble dans A′.
On prend pour ω le foncteur ωA′ : N 7→ (NA′)∇A′ sur C = <M>⊗.
Il re´sulte de la proposition 1.3.2 que les hypothe`ses de 2.1.1 sont satisfaites.
Ceci s’applique aux exemples de 1.4. En 1.4.3 (resp. 1.4.4), on prendra pour k un
quotient re´gulier de dimension un deC[[h1, . . . , hm]] (resp.C[[q1−1, . . . , qm−1]]),
par exemple celui de´fini par h1 = . . . = hm (resp. q1 = . . . = qm).
ii) Si (A, d) ve´rifie les hypothe`ses de II.5.3.2, <M>⊗ est tannakienne. Si elle
admet un foncteur fibre ω sur k, Gal(M, ω) est le groupe tannakien associe´.
iii) Les groupes de Galois diffe´rentiels de la the´orie de Picard-Vessiot (I.3),
les groupes de Galois aux diffe´rences e´tudie´s dans [vdP95], et les groupes “mixtes”
de [Bi62] sont des exemples de groupes Gal(M, ω); ce sont du reste des cas par-
ticuliers de i) ou ii), ou` A est un corps.
iv) Les enveloppes alge´briques des groupes d’holonomie (I.1.3) sont aussi des
incarnations de groupes G(C, ω). En effet, soit P → X un fibre´ principal a` droite
sous GLn, muni d’une connexion ℵ, et soit (E,∇) le fibre´ vectoriel a` connexion
sur X associe´. On peut prendre pour C la cate´gorie des fibre´s a` connexion de
la forme V/W , ou` W , resp. V , sont des champs de p-plans, resp.q-plans, stables
sous connexion dans les ⊕ T i,j(E) (pour p ≤ q arbitraires). Le foncteur fibre
en x induit une e´quivalence ω entre C et la cate´gorie des repe´sentations re´elles
de dimension finie de l’enveloppe alge´brique G(C, ω) de Holx(∇): en effet, d’une
part toute repe´sentation re´elle de dimension finie de G(C, ω) est sous-quotient
d’un ⊕ T i,j(Ex), d’autre part P provient d’un fibre´ principal sous Holx(∇), donc
aussi d’un fibre´ principal sous G(C, ω); la construction du fibre´ vectoriel associe´ a`
toute repe´sentation re´elle de dimension finie de G(C, ω) fournit un inverse de ω.
Si X est riemannienne simplement connexe et si E est le fibre´ tangent muni de
la connexion de Levi-Civita, le groupe compact connexe Holx(∇) s’identifie au
groupe des points re´els de G(C, ω).
A l’autre extreˆme, si la connexion ∇ sur E est inte´grable, G(C, ω) est l’enveloppe
alge´brique du groupe de monodromie, ce qui exprime l’e´quivalence bien connue
entre fibre´s a` connexion inte´grable et syste`mes locaux.
Lemme 2.1.4. Supposons que les hypothe`ses de 2.1.1 sont satisfaites avec C =
<M>⊗ . Alors Gal(M, ω) est le groupe trivial si et seulement si M est un
module a` connexion trivial.
En effet, si Gal(M, ω) est trivial, on a M∇ ∼= Mor((A, d),M) ∼= ω(M). En
particulier,M∇ est projectif de type fini sur k, donc facteur d’un kn; ainsiM′ =
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(A⊗M∇, d⊗ idM∇) est facteur direct de (A, d)n, donc est un objet de <M>⊗.
Le morphisme naturel M′ →M est un isomorphisme, puisqu’il en est ainsi de
son image par ω. Re´ciproquement, si M est un module a` connexion trivial, il
est quotient d’un (A, d)n. Ainsi <M>⊗ n’est autre que la cate´gorie mono¨ıdale
des sous-quotients des (A, d)n, e´quivalente via ω a` la cate´gorie mono¨ıdale des
k-modules de type fini. Donc Gal(M, ω) est le groupe trivial.
2.1.5. Question de finitude. Conside´rons l’exemple k = C[[h]], A = le localise´
de k[z] en z = 0, d : A → Adz la diffe´rentielle de Ka¨hler standard. Si nous
munissons A de la connexion ∇(1) = dz, et prenons pour ω le foncteur fibre
en z = 0, le groupe de Galois diffe´rentiel est simplement Gm = Spec k[z,
1
z ]
∼=
Spec k[x, y]/(xy+ x+ y) (avec x = z − 1, y = 1
z
− 1).
L’objet M obtenu en munissant A de la connexion ∇(1) = h.dz est plus de´licat.
Remarquons que pour tout N>0, (k/hNk)⊗M est trivial: une base de solutions
est donne´e par
∑n=N−1
n=0
(−hz)n
n!
. Le groupe de Galois diffe´rentiel est
Gal(M, ω) = lim←− Spec k[x, y]/(hnxy + x+ y)
(les morphismes de transition e´tant donne´s par la multiplication de x et y par
h). Ce sche´ma en groupes plat n’est pas de type fini sur k, et le monomorphisme
ι : Gal(M, ω) → Gm n’est pas une immersion ferme´e. Si k′ est une C((h))-
alge`bre, on a Gal(M, ω)(k′) = k′∗, tandis que si k′ = C est le quotient de k,
on a Gal(M, ω)(k′) = {1}.
L’apparition de sche´mas en groupes non de type fini est un trait caracte´ristique
de la the´orie tannakienne sur des bases qui ne sont pas des corps.
2.2. Torseur des solutions et groupe de Galois diffe´rentiel intrinse`que.
2.2.1.Nous revenons a` la situation de 2.1.2. en faisant l’hypothe`se supple´mentaire
que tout objet de <M>⊗ est rigide et que l’anneau k des constantes est un corps.
Cette hypothe`se est ve´rifie´e en particulier si M est soluble dans une extension
diffe´rentielle simple (A′, d′) de (A, d), avec A′ fide`lement plat sur A.
Sous cette hypothe`se, on dispose du foncteur “oubli de la connexion”
oubli : <M>⊗ → {A−modules projectifs de type fini}
Le foncteur Isom⊗(ω ⊗ 1A, oubli) sur les A-alge`bres commutatives unitaires est
alors repre´sentable par un A-sche´ma affine Σ(M, ω). C’est un torseur sous
Gal(M, ω)⊗kA (agissant a` droite par composition); en particulier, il est fide`lement
plat sur A [Saa72]II.4.2.
Dans la situation e´voque´e ci-dessus ou` est M est soluble dans (A′, d′) simple, et
ou` ω est le foncteur ωA′ : N 7→ N∇A′A′ , ce torseur est appele´ torseur des solutions
de M dans A′; en effet, on verra plus loin que lorsque M est libre, l’alge`bre des
fonctions sur Σ(M, ω) est engendre´e par les coefficients d’une “matrice fonda-
mentale de solutions” (4.2).
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2.2.2. De meˆme, le foncteur Aut⊗(oubli) sur les A-alge`bres commutatives unitaires
est repre´sentable par un A-sche´ma en groupes affine plat Gal(M, oubli), appele´
groupe de Galois diffe´rentiel intrinse`que (ou encore ge´ne´rique si A est un corps)
de M.
Ce sche´ma en groupes agit a` gauche par composition sur Σ(M, ω), qui est en
fait un bitorseur sous Gal(M, oubli) et Gal(M, ω)⊗k A .
Le sche´ma en groupes Gal(M, oubli) n’est autre que le sous-groupe ferme´ de
GL(M) qui stabilise les sous-objets N = (N,∇) des sommes finies ⊕ T i,j(M)
(noter que les sous-A-modules sous-jacents sont par hypothe`se facteurs directs,
de sorte que le stabilisateur Stab{N} en question est bien de´fini: il repre´sente le
foncteur associant a` toute A-alge`bre commutative unitaire R le stabilisateur
dans GL(MR) des NR). Ceci peut se voir en utilisant la proprie´te´ corre-
spondante pour Gal(M, ω) ⊗k A (cf. 2.1.1.ii)), et la formule Gal(M, oubli) =
Aut(Gal(M,ω)⊗kA)Σ(M, ω).
Il faut toutefois prendre garde a` la re´ciproque: il n’est pas vrai en ge´ne´ral que
tout sous-A-module de M stable sous Gal(M, oubli) = Stab{N} soit stable sous
la connexion.
2.2.3. Il re´sulte de ce qui pre´ce`de (en prenant R = A[ǫ]/(ǫ2)) que l’alge`bre de Lie
de Gal(M, oubli) est la sous-A-alge`bre de Lie LieStab{N} de gl(M) qui stabilise
les sous-objets des sommes finies ⊕ T i,j(M), pour l’action de Lie naturelle sur
les puissances tensorielles mixtes.
Remarquons que gl(M) s’identifie au A-module sous-jacent au module a` connex-
ion T 1,1(M) =M⊗Mˇ.
Proposition 2.2.4. LieGal(M, oubli) est (sous-jacent a`) un sous-module a` con-
nexion de T 1,1(M). Tout sous-module a` connexion de LieGal(M, oubli) est un
ide´al de Lie.
Preuve. Pour prouver la premie`re assertion, il s’agit de faire voir que pour
tout ℓ ∈ LieStab{N}, et tout sous-objet N = (N,∇) d’une somme finie M′ :=
⊕ T i,j(M), (∇ℓ)N ⊂ Ω1 ⊗ N . Pour tout n ∈ N, (∇ℓ)n se calcule via l’action
de Lie naturelle
L: T 1,1(M)⊗M′ →M′
qui est un morphisme de modules a` connexion:
∇(ℓ)n = (1Ω1 ⊗ L)[∇(ℓ)⊗ n].
On a L(ℓ⊗n) = ℓ.n ∈ N , d’ou` ∇(ℓ.n) ∈ Ω1⊗N . Calculons ce dernier en faisant
intervenir la contrainte de commutativite´ c = c(T 1,1(M), M′) (l’e´change des
facteurs, qui est un morphisme de modules a` connexion):
∇(ℓ.n) = ∇(L(c(n⊗ ℓ))) = (1Ω1 ⊗ (L ◦ c))∇(n⊗ ℓ)
= (1Ω1 ⊗ (L ◦ c))[∇(n)⊗ ℓ+ (φ(∇M′)⊗ 1T 1,1(M))(n⊗∇(ℓ))]
= (1Ω1 ⊗ (L ◦ c))[∇(n)⊗ ℓ+ (φ(∇N )⊗ 1T 1,1(M))(n⊗∇(ℓ))].
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On en de´duit que (1Ω1⊗(L◦c))(φ(∇N )⊗1T 1,1(M))(n⊗∇(ℓ)) ∈ Ω1⊗N . Comme
Ω1 est suppose´ fide`lement plat a` droite sur A, et comme n est arbitraire, ceci
entraˆıne que (φ(∇N ) ⊗ 1T 1,1(M))(N ⊗ ∇(ℓ)) ⊂ Ω1 ⊗ N ⊗ LieStabT 1,1(M)(N),
ou` LieStabT 1,1(M)(N) de´signe la plus grande sous-A-alge`bre de Lie de T
1,1(M)
telle que L(LieStabT 1,1(M)(N)⊗N) ⊂ N .
Or φ(∇N ) est un isomorphisme (puisque N est rigide), donc N ⊗ ∇(ℓ) ⊂
N ⊗ Ω1 ⊗ LieStabT 1,1(M)(N), d’ou` finalement ∇(ℓ) ∈ Ω1 ⊗ LieStabT 1,1(M)(N)
et (∇ℓ)N ⊂ Ω1 ⊗N .
La seconde assertion en de´coule, car tout sous-module a` connexion de LieStab{N}
⊂ T 1,1(M) est stable sous l’action adjointe de LieStab{N}.
2.2.5. Le cas ou` A est de caracte´ristique p > 0, et ou` Ω1 est un bimodule
commutatif. Dans ce cas, l’anneau des constantes k - qu’on suppose eˆtre un
corps - contient Ap (la commutativite´ de Ω1 est essentielle ici). De plus, ∨Ω1 est
muni d’une p-structure. On peut de´finir l’ope´rateur de p-courbure R∇,p: pour
tout D ∈ ∨Ω1, R∇,p(D) = (∇D)p −∇(Dp), un endomorphisme A-line´aire de M .
Supposons ∇ inte´grable. Alors R∇,p est additif et p-line´aire en D. Plac¸ons-nous
dans la situation de I.2.1.1 ou I.2.2.1: plus pre´cise´ment, A est le corps de fonctions
de X lisse sur k0 parfait (auquel cas le corps des constantes est A
p), ou bien A
est de la forme O¯x (auquel cas le corps des constantes est k = k0). Les calculs
de [Kat70]5.2 montrent alors qu’on a R∇,p(D) ∈ EndM, et que la p-alge`bre de
Lie engendre´e sur A par les R∇,p(D) et leurs puissances p
n-ie`mes est abe´lienne.
Le cas de la situation I.2.1.1 e´tant traite´ dans [vdP95] (voir loc. cit. 6.6 pour
le cas de dimension supe´rieure), nous nous limiterons au cas A = O¯x. Un foncteur
fibre ω est alors donne´ par N 7→ (NA′)∇A′ sur <M>⊗, avec A′ = Opdx (cf.1.4.2.),
et tout objet de <M>⊗ est rigide (cf. 1.3.2.i), iii)). La p-alge`bre de Lie abe´lienne
L engendre´e sur k par les endomorphismes horizontaux R∇,p(D) (et leurs puis-
sances pn-ie`mes) peut eˆtre vue comme sous-alge`bre de Lie de LieGal(M, ω); elle
est invariante sous l’action adjointe de Gal(M, ω). Notons G(L) le sous-sche´ma
en groupes ferme´ infinite´simal de hauteur 1 (i.e. annule´ par Frobenius relatif a`
k) de Gal(M, ω) de p-alge`bre de Lie L (cf [DG70]7, nos 3 et 4). On peut aussi
voir L⊗k A comme sous-alge`bre de Lie de LieGal(M, oubli).
The´ore`me 2.2.6. i) Gal(M, ω) = G(L); en particulier, Gal(M, ω) est abe´lien
infinite´simal de hauteur 1.
ii) LieGal(M, oubli) est la A-alge`bre de Lie engendre´e par les R∇,p(D).
iii) Le torseur des solutions Σ(M, ω) est un torseur trivial; en particulier,
Gal(M, oubli) ∼= Gal(M, ω)⊗k A.
Preuve. D’apre`s le crite`re de Chevalley, il suffit de montrer que toute droite
k.ℓ dans une somme finie⊕ ω(T i,j(M)) stable sousG(L) l’est aussi sousGal(M, ω).
On peut du reste remplacer k.ℓ par une quelconque puissance tensorielle non
nulle; en particulier, par sa puissance p-ie`me. Comme G(L) est de hauteur 1,
on peut donc supposer ℓ fixe sous G(L). Alors ℓ est annule´ par L. Il en est de
meˆme du Gal(M, ω)-sous-espace de ⊕ ω(T i,j(M)) engendre´ par ℓ, puisque L
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est invariante sous l’action adjointe de Gal(M, ω). Le sous-module a` connexion
N ⊂ ⊕ T i,j(M) correspondant est donc annule´ par les R∇,p(D). D’apre`s I.2.2.1,
N est par suite trivial. On conclut que ℓ est fixe´ par Gal(M, ω), ce qui e´tablit
i). Les points ii) et iii) en re´sultent aise´ment, et sont laisse´s au lecteur.
On peut voir 2.2.6.ii) comme un analogue du the´ore`me d’Ambrose-Singer (I.1.2)
en caracte´ristique p (I.2.2).
2.3. Fonctorialite´s.
2.3.1. Commenc¸ons par quelques pre´liminaires sur la cate´gorie Ind<M>⊗ des
ind-objets de <M>⊗. Elle admet les descriptions e´quivalentes suivantes:
i) c’est la cate´gorie des (petits) syste`mes inductifs filtrants (Mα) de <M>⊗,
avec Mor((Mα), (Nβ)) = lim←−
α
lim−→
β
Mor(Mα,Nβ),
ii) c’est la cate´gorie des foncteurs contravariants <M>⊗ → Ens qui sont la
(petite) limite inductive filtrante de foncteurs repre´sentables hMα .
Le passage de i) a` ii) est (Mα) 7→ lim−→hMα (cf.[De89] 4).
Comme <M>⊗ est k-line´aire abe´lienne mono¨ıdale, il en est de meˆme de
Ind<M>⊗, et <M>⊗ s’identifie a` une sous-cate´gorie strictement pleine de Ind<M>⊗.
Par ailleurs, la cate´gorie des A-modules a` connexion posse`de de manie`re e´vidente
des (petites) limites inductives filtrantes, et on a h lim−→Mα = lim−→hMα . On en
de´duit que le foncteur
lim−→ : Ind<M>⊗ → {A−modules a` connexion}
est pleinement fide`le (et d’ailleurs mono¨ıdal), ce qui nous permet d’identifier
dore´navant les ind-objets de <M>⊗ a` des A-modules a` connexion.
Dans la situation 2.1.1-2.1.2, tout objet de C = <M>⊗ est noethe´rien, et on en
de´duit ([De89] 4.2.1) que tout ind-objet de <M>⊗ est (petite) limite ordonne´e
filtrante de sous-objets qui sont objets de <M>⊗. Les objets de <M>⊗ sont les
objets noethe´riens de Ind<M>⊗.
2.3.2. Fonctorialite´ enM. Dans la situation 2.1.2, conside´rons un objet rigide
N de <M>⊗. Supposons que tout objet de <N>⊗ soit quotient d’un objet rigide.
On peut appliquer 2.1.1.i) a` la sous-cate´gorie pleine <N>⊗ de <M>⊗. On obtient
alors un homomorphisme canonique
Gal(M, ω)→ Gal(N , ω).
Lemme 2.3.3. Si k est re´gulier de dimension ≤ 1, l’homomorphisme de bige`bres
O(Gal(N , ω)) → O(Gal(M, ω)) est injectif. Si k est un corps, Gal(M, ω) →
Gal(N , ω) est fide`lement plat.
Preuve. On e´tend ω a` la cate´gorie des ind-objets de <M ou N>⊗, en con-
side´rant des repre´sentations non ne´cessairement de type fini de Gal(M ou N , ω),
cf. [Saa72]II.2.3.4. Alors le foncteur X ∈ Ind<M>⊗ 7→ Homk(ω(X), k) (resp.
X ∈ Ind<N>⊗ 7→ Homk(ω(X), k)) est repre´sentable par un objet BM (resp.
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BN ), et on a un morphisme naturel BN → BM dans Ind<M>⊗; l’image de
ce dernier par ω n’est autre que O(Gal(N , ω)) → O(Gal(M, ω)), cf. loc. cit.
2.3.2.1.
SoitX un sous-objet (dans Ind<N>⊗) du noyau de BN → BM, tel que ω(X) soit
de type fini sur k; on peut voir X comme un objet de <N>⊗. Les identifications
Homk(ω(X), k) = MorInd<N>⊗(X,BN ) = MorInd<M>⊗(X,BM) montrent
que Homk(ω(X), k) = 0. Comme BN est k-plat, on en de´duit que X = 0 si k
est re´gulier de dimension ≤ 1. Or ω(Ker(BN → BM)) est limite inductive de
tels ω(X) (cf. [Se93]1.4), donc BN →֒ BM.
La seconde assertion du lemme de´coule de la premie`re (qui, dans le cas ou` k est
un corps, s’obtient directement a` partir de 2.1.1. ii); voir aussi [Saa72]II.4.3.2.).
2.3.4. Changement d’anneau diffe´rentiel. Soit (A, d) → (A˜, d˜) un mor-
phisme d’anneaux diffe´rentiels (cf.II.4.5.). On ne suppose pas que la k-alge`bre C˜
des constantes de A˜ soit e´gale a` k.
Nous aurons besoin de la cate´gorie C˜-line´aire abe´lienne mono¨ıdale Ind<M>⊗
(C˜)
forme´e des ind-objets de <M>⊗ munis d’une action de C˜; sous les hypothe`ses
de 2.1.1 (avec C = <M>⊗), cette cate´gorie est ⊗-e´quivalente a` la cate´gorie des
repre´sentations sur C˜ de Gal(M, ω)⊗k C˜, cf. [Saa72]II.1.5, 2.0, III.1.1.
Pour simplifier, nous supposerons que C˜⊗k C˜ ∼= C˜; c’est le cas si C˜ est une local-
isation ou bien un quotient de k. On peut alors conside´rer Ind<M>⊗
(C˜)
comme
une sous-cate´gorie pleine de Ind<M>⊗, et meˆme comme une sous-cate´gorie
mono¨ıdale en vertu des isomorphismes canoniques M ′ ⊗A⊗C˜ M” ∼= M ′ ⊗A M”.
On dispose d’autre part d’un foncteur mono¨ıdal
u : Ind<M>⊗
(C˜)
−→ Ind<MA˜>⊗, N 7→ A˜⊗A⊗kC˜ N ∼= NA˜.
Supposons de plus A˜ fide`lement plat sur A ⊗k C˜, de sorte que u est fide`le et
exact.
Notons u−1<MA˜>⊗ la sous-cate´gorie pleine de Ind<M>⊗(C˜) forme´e des objets
dont l’image par u est dans <MA˜>⊗. C’est la sous-cate´gorie pleine des objets
noethe´riens; elle est ⊗-e´quivalente a` la cate´gorie des repre´sentations de type fini
sur C˜ de Gal(M, ω)⊗k C˜.
Supposons donne´ en outre un foncteur mono¨ıdal ω˜ sur <MA˜>⊗ comme en 2.1.1,
tel que ω˜ ◦ u soit isomorphe a` la restriction de ω ⊗k idC˜ a` u−1<MA˜>⊗. Le
foncteur mono¨ıdal
u : u−1<MA˜>⊗ −→ <MA˜>⊗, N 7→ NA˜
induit un homomorphisme
Gal(MA˜, ω˜)→ Gal(M, ω)⊗k C˜.
Lemme 2.3.5. Cet homomorphisme est un monomorphisme (en particulier,
c’est une immersion ferme´e si C˜ est un corps). C’est un isomorphisme si (A˜, d˜) =
(A, d)⊗k C˜ (localisation ou spe´cialisation des constantes).
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Preuve. On a clairement Aut⊗((ω ⊗k idC˜)|u−1<MA˜>⊗) = Aut
⊗(ω˜ ◦ u) ←֓
Aut⊗(ω˜)|<MA˜>⊗
, puisque tout objet de <MA˜>⊗ est sous-quotient d’un objet
de u(u−1<MA˜>⊗); d’ou` la premie`re assertion. La seconde provient de ce que si
(A˜, d˜) = (A, d)⊗k C˜, alors u : N 7→ NA˜ ∼= N est une e´quivalence de cate´gories
mono¨ıdales.
Lemme 2.3.6. Supposons A noethe´rien d’anneau total de fractions Q(A) semi-
simple, Ω1 fide`le et projectif de type fini a` droite et tel que Ω1 ⊗A Q(A) ∼=
Q(A) ⊗A Ω1, et (A, d) simple. Alors le foncteur de localisation <M>⊗ →
<MQ(A)>⊗, N 7→ NQ(A) est une e´quivalence de cate´gories mono¨ıdales. Si l’on
dispose d’un foncteur ω comme en 2.1.1, cela donne lieu a` un isomorphisme
Gal(MQ(A), ω) ∼= Gal(M, ω).
Preuve. Sous ces hypothe`ses, tout objet de <M>⊗ est rigide (II.5.3.2), et
la pleine fide´lite´ re´sulte de II.5.2.2. Pour la surjectivite´ essentielle, il suffit de
montrer que tout sous-objet N˜ d’une somme finie ⊕ T i,j(M)Q(A) est de la
forme NQ(A), pour un sous-objet N convenable de ⊕ T i,j(M). Il suffit de prendre
N = N˜ ∩ (⊕ T i,j(M)).
2.3.7. Changement de constantes. Soit k → k˜ un homomorphisme d’anneaux.
Un A⊗ k˜-module a` connexion (relativement a` l’anneau diffe´rentiel (A, d)⊗k k˜ )
n’est rien d’autre qu’un A-module a` connexion N muni de k˜ → End(N ), ce
qui fournit une e´quivalence tautologique de cate´gories mono¨ıdales k˜-line´aires
Ind<M>⊗
(k˜)
∼= Ind<M⊗k k˜>⊗.
Le foncteur ω s’e´tend en un foncteur mono¨ıdal k-line´aire, fide`le et exact, encore
note´ ω : Ind<M>⊗ → {k−modules}. Il induit un foncteur mono¨ıdal k˜-line´aire
ω˜ : Ind<M>⊗
(k˜)
∼= Ind<M⊗k k˜>⊗ → {k˜ −modules}, encore exact et fide`le.
On en de´duit:
Lemme 2.3.8. Sous ces hypothe`ses, Gal(M⊗k k˜, ω˜) ∼= Gal(M, ω)⊗k k˜.
(Voir l’exemple 2.1.5.)
Par ailleurs le diagramme suivant de foncteurs est commutatif
<M>⊗ ω−→ {k −modules}
⊗kk˜ ↓ ↓ ⊗kk˜
Ind<M>⊗
(k˜)
ω˜−→ {k˜ −modules}
3. Le the´ore`me de spe´cialisation.
3.1. Dans ce paragraphe, nous de´taillons un cas particulier des foncto-
rialite´s pre´ce´dentes. Comme dans l’exemple 2.1.3, conside´rons une extension
diffe´rentielle (A′, d′) de (A, d), simple par couches. On suppose C′ = C = k
de Dedekind (par exemple un anneau de valuation discre`te), et A′ fide`lement
plat sur A.
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On se donne un A-module a` connexion M projectif de type fini sur A, soluble
dans A′. On conside`re le foncteur ωA′ : N 7→ (NA′)∇A′ sur <M>⊗, et le
groupe de Galois diffe´rentiel Gal(M, ωA′) (un k-sche´ma en groupes plat, non
ne´cessairement de type fini).
Si k˜ est une localisation de k (par exemple son corps de fractions κ(k)) ou bien
le quotient de k par un ide´al maximal, alors les hypothe`ses de 2.1.1. sont encore
ve´rifie´es si l’on remplace (A, d) par (A, d)⊗ k˜, (A′, d′) par (A′, d′) ⊗ k˜, etc..., et
ωA′ par ωA′⊗1 ∼= ωA′⊗k˜ (cf. 1.3.2.iv)). On dispose donc du k˜-sche´ma en groupes
de Galois diffe´rentiel Gal(M⊗k k˜, ωA′⊗k˜).
The´ore`me 3.1.1. On a un isomorphisme canonique
Gal(M⊗k κ(k), ωA′⊗κ(k)) ∼→ Gal(M, ωA′)⊗k κ(k).
De plus, pour tout ide´al maximal p de k, on a un isomorphisme canonique
Gal(M⊗k k/p, ωA′⊗k/p) ∼→ Gal(M, ωA′)⊗k k/p.
Cela de´coule tant de 2.3.5 (seconde assertion) que de 2.3.8, avec C˜ = k˜ = κ(k),
resp. C˜ = k˜ = k/p.
3.2. Pour e´viter les k-sche´mas en groupes non de type fini et rendre l’e´nonce´
plus tangible, introduisons le sous-groupe ferme´ de GL(ωA′(M)) adhe´rence de
Zariski de Gal(M⊗k κ(k), ωA′⊗κ(k)). C’est un sche´ma en groupes plat de type
fini sur k e´gal au stabilisateur Stab{ωA′(N )} des ωA′(N ), pour tout sous-objet
N d’une somme finie quelconque ⊕ T i,j(M) tels que ωA′(N ) soit facteur
direct dans le k-module ⊕ ωA′(T i,j(M)) (cf. [DG70]II.1.3.6). Sa fibre ge´ne´rique
est Gal(M⊗k κ(k), ωA′⊗κ(k)). On a alors
Corollaire 3.2.1. Pour tout ide´al maximal p de k, on a un immersion ferme´e
canonique Gal(M⊗k k/p, ωA′⊗k/p) →֒ Stab{ωA′(N )}⊗k k/p. En particulier,
dim Gal(M⊗k k/p, ωA′⊗k/p) ≤ dim Gal(M⊗k κ(k), ωA′⊗κ(k)).
3.2.2. Remarque. Cet e´nonce´ ne fournit pas exactement un the´ore`me de semi-
continuite´ du fait que la fonction p 7→ dim Gal(M⊗k k/p, ωA′⊗k/p) n’est pas
alge´briquement constructible en ge´ne´ral. On peut ne´anmoins montrer la con-
structibilite´ - et partant la semicontinuite´ - pour la topologie classique, dans la
situation analytique de 1.4.1.
Dans la situation alge´brique de 1.4.1, on obtient l’e´nonce´ suivant, duˆ a` O.
Gabber (cf. [Kat90]2.4), par une autre voie:
Corollaire 3.2.3. Soient X un sche´ma lisse se´pare´ de type fini a` fibres
ge´ome´triquement connexes sur C[[h]], x un k-point de X , E un OX -module
localement libre de rang fini, muni d’une connexion inte´grable relative E →
Ω1X/C[[h]] ⊗OX E. Alors le groupe de Galois diffe´rentiel de E/hE (pointe´ en x)
est contenu dans la fibre spe´ciale de la C[[h]]-adhe´rence de Zariski du groupe de
Galois diffe´rentiel de E ⊗C((h)) (pointe´ en x).
52
Le corollaire 3.2.1 s’applique aussi bien a` la situation de confluence d’e´quations
aux (q-)diffe´rences e´tudie´e en 1.4.3, 1.4.4, lorsque k est de dimension un:
Corollaire 3.2.4. Dans cette situation, le groupe de Galois diffe´rentiel du
syste`me diffe´rentiel obtenu par confluence est contenu dans la fibre spe´ciale
de la k-adhe´rence de Zariski du groupe de Galois diffe´rentiel du syste`me aux
(q-)diffe´rences sur le corps de fractions de k.
D’apre`s 2.3.6, on peut aussi bien conside´rer l’e´quation aux (q-)diffe´rences
comme de´finie sur A ou sur le corps de fractions de A.
3.3. Une application. Ce dernier re´sultat permet de “calculer” le groupe
de Galois diffe´rentiel de certaines e´quations q-hyperge´ome´triques. A titre d’illustration,
conside´rons l’e´quation aux q-diffe´rences d’ordre r > 1
(∗)α,β,q Πj=rj=1(qβj−1zδq + q
βj−1−1
q−1 )y = zΠ
i=r
i=1(q
αizδq +
qαi−1
q−1 )y , (αi, βj ∈ C, βr = 1)
satisfaite par la se´rie q-hyperge´ome´trique (cf. [GR90], p.27)
rφr−1(
qα1 . . . , qαr
qβ1 . . . qβr−1
; q; z) =
∑
n≥0
(qα1 ;q)n...(q
αr ;q)n
(qβ1 ;q)n...(q
βr−1 ;q)n.(q;q)n
zn .
Ici, une expression comme qα est a` interpre´ter comme l’e´le´ment (1 + (q − 1))α
de C[[q − 1]], et (qα; q)n = (1− qα)(1− qα+1) . . . (1− qα+n−1).
Cette e´quation aux q-diffe´rences conflue vers l’e´quation diffe´rentielle ordinaire
(∗)α,β Πj=rj=1(z ddz + βj − 1)y = zΠi=ri=1(z ddz + αi)y
satisfaite par la se´rie hyperge´ome´trique rFr−1(
α1 . . . , αr
β1 . . . βr−1
; z).
On connaˆıt pre´cise´ment les conditions sur les parame`tres αi, βj qui entraˆınent
que le groupe de Galois diffe´rentiel de (∗)α,β contient SLr,C (cf. [Beu92]4). C’est
par exemple le cas lorsque les conditions suivantes sont simultane´ment satisfaites
(toutes sauf la dernie`re sont d’ailleurs ne´cessaires):
Conditions. • Pour tout i 6= j, αi 6≡ βj mod.Z,
• pour aucun entier naturel d > 1, on n’a
{α1+ 1d , . . . , αr+ 1d} ≡ {α1, . . . , αr}, {β1+ 1d , . . . , βr+ 1d} ≡ {β1, . . . , βr} mod.Z,
• pour aucun entier naturel d < r, et aucun couple (x, y) ∈ C2, on n’a
{x, x+ 1
d
, . . . , x+ d−1
d
, y, y+ 1
r−d , . . . , y+
r−d−1
r−d } ≡ {...αi, ...} (resp. {...βi, ...}),
{ax+bya+b , ax+bya+b + 1r , . . . , ax+bya+b + r−1r } ≡ {...βi, ...} (resp. {...αi, ...} ) mod.Z,
• s’il existe x ∈ C tel que les αi + x et βi + x soient tous rationnels, alors il
existe un entier n premier au de´nominateur commun de ces nombres, tel que les
ensembles {e2piin(αi+x)} et {e2piin(βi+x)} ne s’entrelacent pas sur le cercle unite´,
• Σ(αi − βi) n’est pas demi-entier.
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The´ore`me 3.3.1. Sous ces conditions, le groupe de Galois diffe´rentiel de l’e´quation
q-hyperge´ome´trique (∗)α,β,q sur C((q − 1))(z) est GLr,C((q−1)).
En effet, d’apre`s 3.2.4 (comple´te´ par 2.3.6), ce groupe de Galois diffe´rentiel
contient SLr,C((q−1)). Il reste donc a` examiner l’e´quation aux q-diffe´rences
d’ordre un satisfaite par le de´terminant de Casorati (cf. II.4.3). C’est
Cas(~y)(qz) = (−1)
rqΣ(1−βj)(1−z)
1−qΣ(1+αj−βj )z
Cas(~y)(z)
En testant la re´gularite´ en 0 et a` l’infini (cf. [vdPS97]12.19), on ve´rifie qu’elle
correspond a` une connexion triviale si et seulement si r est pair et Σ(1− βj) =
Σαj = 0; or ces e´galite´s sont exclues puisque Σ(αi − βi) n’est pas demi-entier.
Lorsque les parame`tres α, β sont tous rationnels, de de´nominateur commun
N , on peut voir (∗)α,β,q comme de´finie sur Q(q1/N , z), qu’on peut plonger
dans C en donnant a` q une valeur complexe transcendante arbitraire. On
de´duit a fortiori du the´ore`me, joint a` 2.3.8, que le groupe de Galois diffe´rentiel
de (∗)α,β,q sur C(z) est GLr,C. Je ne connais pas de de´monstration directe de
ce re´sultat: l’outil essentiel dans la de´termination du groupe de Galois diffe´rentiel
hyperge´ome´trique, a` savoir la pseudo-re´flexion donne´e par la monodromie locale
au point 1, ne se transporte pas au cas q-hyperge´ome´trique. Pour une approche
analytique de ce type de confluence, voir [Sau99].
4. Extensions de Picard-Vessiot.
Nous supposons de´sormais que l’anneau des constantes k est un corps.
4.1. De´finition.
On conside`re un A-module a` connexion M = (M,∇) rigide au sens de II.4.2:
M est projectif de type fini et la volte φ(∇) est un isomorphisme. Il admet un
dual Mˇ. On rappelle que <M>⊗ de´signe la sous-cate´gorie strictement pleine de
la cate´gorie des A-modules a` connexion forme´e des sous-quotients des sommes
finies ⊕M⊗i ⊗ Mˇ⊗j .
Soit A′
d′→Ω′1 ∼= Ω1⊗A′ une extension diffe´rentielle. On dispose des A′-modules a`
connexionMA′ et MˇA′ . On note ωA′ le foncteur N 7→ N∇A′A′ = KerNA′ (∇A′) sur
<M>⊗. On dispose des sous-A-modules de type fini 〈M,ωA′(Mˇ)〉 et 〈Mˇ, ωA′(M)〉
de A′.
De´finition 4.1.1. On dit que (A′, d′) est une extension de Picard-Vessiot (entie`re)
de (A, d) pour M si
i) A′ est fide`lement plate sur A,
ii) (A′, d′) est simple,
iii) l’anneau des constantes de (A′, d′) est le corps k,
iv) M est soluble dans (A′, d′),
v) A′ est engendre´e comme A-alge`bre par 〈M,ωA′(Mˇ)〉 et 〈Mˇ, ωA′(M)〉.
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De´finition 4.1.2. Supposons que A soit semi-simple (i.e. produit fini de corps).
On dit que (A′, d′) est une extension de Picard-Vessiot fractionnaire de (A, d) si
i) A′ est semi-simple,
ii) (A′, d′) est simple,
iii) l’anneau des constantes de (A′, d′) est le corps k,
iv) M est soluble dans (A′, d′),
v)A′ est une localisation de laA-alge`bre engendre´e par 〈M,ωA′(Mˇ)〉 et 〈Mˇ, ωA′(M)〉.
4.1.3. Remarques. a) Il semble impossible de trouver une terminologie compat-
ible a` toutes celles de la litte´rature. Nous avons privile´gie´, comme dans [vdPS97]
les extensions de type fini par rapport a` leurs contreparties “birationnelles”;
les extensions de la the´orie de Picard-Vessiot classique (cf. I.3.1) sont, dans
la terminologie ci-dessus, des extensions de Picard-Vessiot fractionnaires avec
A = Ω1 et A′ = Ω′1. Nous verrons ulte´rieurement que toute extension de Picard-
Vessiot fractionnaire apparaˆıt comme anneau total de fractions d’une extension
de Picard-Vessiot entie`re.
b) Toute extension de Picard-Vessiot est de type fini en tant qu’extension d’anneaux.
c) Toute extension de Picard-Vessiot fractionnaire A′/A est fide`lement plate (en
tant que module sur le produit fini de corps ΠKi, A
′ ∼= ΠVi, ou` Vi est un espace
vectoriel non nul sur Ki).
d) Supposons qu’il existe une extension de Picard-Vessiot fractionnaire A′/A
pourM. Soit J/A une extension diffe´rentielle interme´diaire, avec J semi-simple.
Alors A”/J est une extension de Picard-Vessiot fractionnaire pour MJ (c’est
clair).
Lemme 4.1.4. S’il existe une extension de Picard-Vessiot A′/A pour M (resp.
de Picard-Vessiot fractionnaire), alors <M>⊗ est une cate´gorie tannakienne
neutre sur k: tout objet est rigide et le foncteur “solutions dans A′ ” est un
foncteur fibre (i.e. un foncteur mono¨ıdal k-line´aire fide`le et exact) a` valeurs dans
les k-espaces vectoriels de dimension finie.
Cela re´sulte de 1.3.2 (resp. et de 4.1.3.c) ).
4.2. Foncteurs fibres, torseurs de solutions et extensions de Picard-
Vessiot.
Ce paragraphe est inspire´ de [De90]9. On suppose que <M>⊗ est une cate´gorie
tannakienne neutre sur k. On fixe un foncteur fibre ω. Ce foncteur fibre rend
<M>⊗ e´quivalente a` la cate´gorie mono¨ıdale des repre´sentations de dimension
finie de Gal(M, ω).
Pour tout sous-objet N d’un ⊕ M⊗i ⊗ Mˇ⊗j , notons <N>⊕ la sous-cate´gorie
abe´lienne strictement pleine de <M>⊗ forme´e des sous-quotients des sommes
directes finies de copies de N . Ordonnons les objets N par la relation “eˆtre
facteur direct”.
Soit O(Gal(M, ω)) la k-alge`bre des fonctions sur Gal(M, ω), vue comme
repre´sentation de Gal(M, ω) (repre´sentation re´gulie`re gauche: f(x) 7→ f(g−1x)).
On a la formule
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O(Gal(M, ω)) = lim−→
N
(End(ω | <N>⊕))∨
ou` ∨ de´signe un k-dual (cf. [Saa72]II.3.2.6, [DeMi82]2.14).
Observons que End(ω | <N>⊕) est un sous-k-espace (et meˆme une sous-k-
alge`bre) de End(ω(N )). Si l’on fait agir Gal(M, ω) par composition a` gauche sur
End(ω(N )), ce sous-espace est stable. En conside`rant End(ω | <N>⊕)∨ comme
k-repre´sentation quotient de (End(ω(N )))∨, on voit que la formuleO(Gal(M, ω))
= lim−→ (End(ω | <N>⊕))∨ est compatible a` l’action de Gal(M, ω).
Conside´rons d’autre part la A-alge`bre O(Σ(M, ω)) des fonctions sur le
torseur Σ(M, ω) (cf. 2.2.1). On a la formule
O(Σ(M, ω)) = lim−→
N
(Hom(ω ⊗ 1A, oubli | <N>⊕))∨
ou` ∨ de´signe ici un A-dual.
Observons que Hom(ω⊗1A, oubli | <N>⊕)) est un sous-A-module de Ihom(A⊗k
ω(N ),N ). La connexion sur ce dernier (ou` A ⊗k ω(N ) est muni de la connex-
ion triviale) laisse stable Hom(ω ⊗ 1A, oubli | <N>⊕)). Ainsi, la connexion sur
Ihom((A ⊗k ω(N ),N )∨ ∼= Nˇ ⊗k ω(N ) passe au quotient (Hom(ω ⊗ 1A, oubli |
<N>⊕))∨ et induit une connexion d′ sur O(Σ(M, ω)).
On peut donc conside´rer (O(Σ(M, ω)), d′) comme une extension diffe´rentielle
de (A, d).
Lemme 4.2.1. i) Le prolongement de ω a` Ind<M>⊗ envoie (O(Σ(M, ω)), d′)
sur O(Gal(M, ω)) muni de la repre´sentation re´gulie`re gauche.
ii) (O(Σ(M, ω)), d′) est une extension de Picard-Vessiot de (A, d) pour M.
Preuve. i) ω envoie Ihom(A ⊗k ω(N ),N )∨ est (End(ω(N )))∨ muni de
l’action a` gauche de Gal(M, ω), et l’objet quotient (Hom(ω⊗1A, oubli | <N>⊕))∨
sur la repre´sentation quotient (End(ω | <N>⊕))∨, d’ou` le re´sultat en passant a`
la limite.
ii) A′ = O(Σ(M, ω)) est fide`lement plate sur A, cf. 2.2.1. Tout ide´al diffe´rentiel
de´finissant un sous-objet de (A′, d′) dans Ind<M>⊗, la simplicite´ de (A′, d′)
e´quivaut au fait que les seuls sous-sche´mas ferme´s de G = Gal(M, ω) invariants
par translation a` gauche sont ∅ etG (c’est ici qu’intervient le fait que l’on travaille
avec <M>⊗ et non une quelconque sous-cate´gorie abe´lienne mono¨ıdale pleine C
comme en 2.1.1). Les constantes de (A′, d′) s’identifient aux e´lements de O(G)
invariants par translation, c’est-a`-dire aux e´le´ments de k.
Montrons que tout objet N de <M>⊗ est soluble dans A′: A′⊗k (NA′)∇A′ ≃→NA′ .
Via ω, il s’agit d’e´tablir que la fle`che naturelle de G-comodules
O(G)⊗k (O(G)⊗k ω(N ))G → O(G)⊗k ω(N )
est un isomorphisme. Si E est le fibre´ vectoriel trivial de fibre ω(N ), cela traduit
le fait que le morphisme G-e´quivariant
G×E → G× ((G×E)/G), (g, e) 7→ (g, (g, e))
est un isomorphisme. Cet argument fournit de meˆme un isomorphisme naturel
ω(N ) ∼= ωA′(N ) = (NA′)∇A′
fonctoriel en N .
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Enfin, soitA” la sous-A-alge`bre de A′ engendre´e par 〈M,ωA′(Mˇ)〉 et 〈Mˇ, ωA′(M)〉.
C’est aussi la re´union des 〈N, ωA′(Nˇ )〉 pour tout objet rigide N de <M>⊗.
Il est clair que A” est stable sous tout D ∈ ∨Ω1, donc fournit une extension
diffe´rentielle interme´diaire entre A et A′. De plus, comme tout objet de <M>⊗
est soluble dans A”, on a un A”-point canonique de Σ(M, ω), i.e. un homo-
morphisme d’alge`bres A′ → A”, compatible aux connexions, et dont l’inclusion
A” ⊂ A′ est une section. Comme (A′, d′) est simple, on a donc A′ = A”, ce qui
ache`ve la de´monstration.
4.2.2. Remarque. Ce lemme traduit alge´briquement l’ide´e ge´ome´trique suiv-
ante. La conside´ration du fibre´ principal a` droite P = Σ(M, ω), de groupe
G = Gal(M, ω), de base X = Spec A, e´tablit une analogie avec la situation
I.1.2, I.1.3. Pre´cisons en nous plac¸ant dans cette situation: on a un fibre´ a` con-
nexion E sur X , associe´ a` un GLn-fibre´ principal a` connexion sur X . Ce dernier
se re´duit a` un fibre´ principal P
pi→X sous le groupe d’holonomie G muni d’une
connexion ℵ.
L’analogue de l’extension de Picard-Vessiot (O(Σ(M, ω)), d′) est l’anneau C∞(P )
des fonctions de P , muni de la diffe´rentielle longitudinale d′ : C∞(P ) →
Γ(T∨(X)) (en conside´rant ℵ comme un “feuilletage non-inte´grable” F de P ).
La connexion “le long des feuilles” sur l’image inverse de E sur P : Γ(EP ) →
Γ(T∨(F) ⊗ EP ) est alors triviale. Ceci exprime le fait suivant. Conside´rons
l’image inverse du fibre´ π : P → X sur P lui-meˆme. L’application θ : P × G →
P ×X P, (p, g) 7→ (p, tg(p)) est un isomorphisme G-e´quivariant (action a` droite
sur les facteurs de droite). On a: (θ∗)p,tg(p)(Hp(P ), 0g) = Im((id, tg)∗Hp(P )) ⊂
Tp,tg(p)(P ×X P ), qui s’envoie isomorphiquement sur Htg(p)(P ) par la seconde
projection.
The´ore`me 4.2.3. Sous l’hypothe`se que <M>⊗ soit une cate´gorie tannakienne
neutre sur k, on a des e´quivalences de cate´gories quasi-inverses
{
foncteurs fibres
sur <M>⊗
}
←→
{
extensions de
Picard-Vessiot pourM
}
donne´es par ω 7→ (O(Σ(M, ω)), d′), (A′, d′) 7→ ωA′ .
En outre, si ω est un quelconque foncteur fibre, ces cate´gories sont e´quivalentes
a` la cate´gorie des Gal(M, ω)-torseurs.
Preuve. On remarque que les morphismes de ces cate´gories sont des isomor-
phismes (du coˆte´ extensions de Picard-Vessiot, cela vient de leur simplicite´). On
voit ainsi que ω 7→ (O(Σ(M, ω)), d′), et (A′, d′) 7→ ωA′ de´finissent bien des
foncteurs. Qu’ils soient quasi-inverses re´sulte de l’isomorphisme ω ∼= ωA′ observe´
ci-dessus, avec A′ = O(Σ(M, ω)). La seconde assertion est une ge´ne´ralite´ dans
les cate´gories tannakiennes neutres, cf.[Saa72]II.3.2.3.3.
Corollaire 4.2.4. Il existe une extension de Picard-Vessiot de (A, d) pour M
si et seulement si <M>⊗ est une cate´gorie tannakienne neutre sur k.
Cela re´sulte de 4.1.4 et 4.2.3.
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Corollaire 4.2.5. Soit k¯ une cloˆture alge´brique de k. Le k¯-groupe alge´brique
Gal(M, ω)⊗k¯ ne de´pend pas, a` isomorphisme pre`s, du foncteur fibre ω (suppose´
exister). Les classes d’isomorphie d’extensions de Picard-Vessiot sont en bijec-
tion avec H1(k¯/k, Gal(M, ω)⊗ k¯). Deux extensions de Picard-Vessiot pour M
quelconques deviennent isomorphes apre`s extension finie du corps des constantes
k.
4.2.6. Exemple. Pour la connexion correspondant a` l’e´quation diffe´rentielle
d
dz
y = 1
2z
y sur R(z), on a deux extensions de Picard-Vessiot non-isomorphes:
R(z,
√
z) etR(z,
√−z); elles donnent lieu a` des torseurs de solutions non-triviaux.
4.3. Existence d’extensions de Picard-Vessiot.
The´ore`me 4.3.1. On suppose que
i) l’anneau commutatif A est noethe´rien, et son anneau total de fractions Q(A)
est semi-simple,
ii) Ω1 = dA.A est fide`le et projectif de type fini a` droite, et Ω1 ⊗A Q(A) ∼=
Q(A)⊗A Ω1,
iii) l’anneau diffe´rentiel (A, d) est simple de corps de constantes k.
Alors quitte a` remplacer k par une extension finie, il existe une extension de
Picard-Vessiot de (A, d) pour M.
En particulier, si k est alge´briquement clos, il existe une extension de Picard-
Vessiot de (A, d) pour M, qui est unique a` isomorphisme non unique pre`s.
Preuve. Il suit de II.5.3.2 que <M>⊗ est tannakienne. Comme elle admet
un ge´ne´rateur tensoriel (par exempleM⊕Mˇ), il existe une extension finie k′/k′
et un foncteur fibre ω′ a` valeurs dans les k′-espaces vectoriels de dimension
finie ([De90]6.17,[Saa72]III.3.3). Ce foncteur fibre fait de <M>⊗(k′) une cate´gorie
tannakienne neutre ([DeMi82]3.11). D’autre part, un A⊗k′-module a` connexion
(relativement a` l’anneau diffe´rentiel (A, d) ⊗k k′ ) n’est rien d’autre qu’un A-
module a` connexion N muni de k′ → End(N ), ce qui, du fait que k′ est fini
sur k, fournit une e´quivalence tautologique de cate´gories mono¨ıdales k′-line´aires
<M>⊗(k′) ∼= <Mk′>⊗. D’apre`s 4.2.4, il existe donc une extension de Picard-
Vessiot de (A, d)⊗k k′ pour Mk′ . L’unicite´ lorsque k = k′ = k¯ suit de 4.2.5.
4.3.2. Remarquons encore qu’il n’a e´te´ fait aucune hypothe`se sur la courbure
de ∇. En termes figure´s, 4.3.1 est un the´ore`me d’inte´grabilite´ symbolique des
syste`mes diffe´rentiels (ou aux diffe´rences) non ne´cessairement inte´grables. Pour
un exemple concret, voir 1.3.3; pour une interpre´tation ge´ome´trique, voir 4.2.2.
4.3.3. La condition supple´mentaire que le corps des constantes k est alge´briquement
clos, qui garantit l’unicite´ de l’extension de Picard-Vessiot, est innocente en car-
acte´ristique 0. Elle n’est en revanche jamais remplie en caracte´ristique p > 0 sous
les hypothe`ses ge´ne´rales du the´ore`me: en effet, elle entraˆıne Q(A)p ⊂ k, et comme
Q(A) est suppose´ semi-simple, on voit Q(A) = k; mais alors Ω1 = AdA = 0 n’est
pas fide`le.
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4.4. Quelques proprie´te´s des extensions de Picard-Vessiot (frac-
tionnaires).
Proposition 4.4.1. Soit (A′, d′) une extension de Picard-Vessiot pour M. Soit
N un objet de <M>⊗. Alors la sous-A-alge`bre A” de A′ engendre´e par 〈N, ωA′(Nˇ )〉
et 〈Nˇ , ωA′(N )〉 fournit une extension diffe´rentielle interme´diaire entre A et A′.
C’est une extension de Picard-Vessiot pour N .
Preuve. D’apre`s 4.2.3, on peut supposer (A′, d′) = (O(Σ(M, ωA”)), d′). Con-
side´rons l’homomorphisme fide`lement plat φ : Gal(N , ωA′) → Gal(M, ωA′)
(2.3.2). Il induit un φ-morphisme fide`lement plat φ′ du Gal(M, ωA′)A-torseur
Σ(M, ωA′) vers le Gal(N , ωA′)A-torseur Σ(N , ωA′), d’ou` une inclusion d’alge`bres
compatible aux connexions O(Σ(N , ωA′)) →֒ O(Σ(M, ωA′)). On conclut en ap-
pliquant 4.2.1.ii) a` (O(Σ(N , ωA”)), d′).
Proposition 4.4.2. Supposons que A soit semi-simple et qu’il existe une ex-
tension de Picard-Vessiot fractionnaire (A”, d”) de (A, d) pourM. Alors il existe
une unique extension diffe´rentielle interme´diaire (A′, d′) qui est de Picard-Vessiot
pour M; on a A” = Q(A′).
Preuve. A” est l’anneau total de fractions de la sous-A-alge`bre A′ de A” en-
gendre´e par 〈M,ωA”(Mˇ)〉 et 〈Mˇ, ωA”(M)〉. D’apre`s 4.2.3, il existe une extension
de Picard-Vessiot A˜/A (qu’on peut prendre e´gale a` O(Σ(M, ωA”) telle que ωA”
s’identifie a` ωA˜. L’homomorphisme canonique (O(Σ(M, ωA”)), d′) = A˜ → A”
est compatible aux diffe´rentielles, donc injectif puisque (A˜, d˜) est simple. On en
de´duit que (A˜, d˜) s’identifie a` (A′, d′).
Prendre garde a` la re´ciproque: si A est semi-simple, et si (A′, d′) est une
extension de Picard-Vessiot avec Q(A′) semi-simple, il n’est pas clair en ge´ne´ral
que d′(Q(A′)).Q(A′) ∼= d′A′.Q(A′), et donc que la structure naturelle d’anneau
diffe´rentiel sur Q(A′) en fasse une extension diffe´rentielle de (A, d) au sens de
II.1.2.5 (voir aussi II.1.3.5). C’est toutefois le cas si d′A′.A′ est un sesquimodule.
Corollaire 4.4.3. S’il existe une extension de Picard-Vessiot fractionnaire (A”, d”)
pour M, alors Σ(M, ωA”) est lisse, et A” est le produit des corps de fonctions
Ki de ses composantes connexes.
En effet, on a vu que l’anneau semi-simple A” s’identifie a` l’anneau total de
fractions de O(Σ(M, ωA”), donc Σ(M, ωA”) est re´duit. Etant un torseur sur un
anneau semi-simple, il est lisse.
Proposition 4.4.4. Si A est inte`gre de caracte´ristique nulle, toute extension de
Picard-Vessiot A′ est lisse. Elle est inte`gre si Ω1 est un bimodule commutatif.
En particulier, si A est un corps, si le corps de constantes est alge´briquement
clos de caracte´ristique nulle, et si Ω1 est un bimodule commutatif, il existe un
corps extension de Picard-Vessiot fractionnaire pour tout A-espace vectoriel de
dimension finie a` connexion (non ne´cessairement inte´grable).
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Preuve. En effet, si A est inte`gre de caracte´ristique nulle, tout A-groupe
alge´brique, et tout torseur sous un tel groupe, est lisse. Or on a vu que A′ ∼=
O(Σ(M, ωA′)). Si en outre Ω1 est un bimodule commutatif, il en est de meˆme
de Ω′1; tout idempotent de A′ est ne´cessairement une constante, e´gale a` 0 ou
1, d’ou` l’assertion. Si A est un corps, on obtient une extension de Picard-Vessiot
fractionnaire en passant au corps de fractions de A′.
Dans le cas d’une connexion attache´e a` une e´quation aux diffe´rences sur un
corps de caracte´ristique nulle, les extensions de Picard-Vessiot sont lisses mais
non ne´cessairement inte`gres (conside´rer l’e´quation yσ = −y).
Proposition 4.4.5. Soit (A′, d′) un corps extension de Picard-Vessiot fraction-
naire de (A, d) pour M. Alors le degre´ de transcendance de A′ sur A est e´gal a`
la dimension de Gal(M, ωA′).
Preuve. D’apre`s 4.4.2 et 4.2.3, A′ est isomorphe au corps de fonctions de la
A-varie´te´ Σ(M, ωA′) qui est un torseur sous Gal(M, ωA′)⊗kA. D’ou` le re´sultat.
5. Correspondance galoisienne.
5.1. Le groupe alge´brique affine Aut((A′, d′)/(A, d)).
Soit (A′, d′) une extension diffe´rentielle de (A, d). On note Aut((A′, d′)/(A, d))
le foncteur qui associe a` toute k-alge`bre k′ (commutative unitaire) le groupe
des automorphismes de l’anneau diffe´rentiel (A′, d′)⊗k k′ induisant l’identite´ sur
A⊗k k′ (et donc aussi sur Ω1 ⊗k k′).
The´ore`me 5.1.1. Soit (A′, d′) est une extension de Picard-Vessiot ou une exten-
sion de Picard-Vessiot fractionnaire pourM. Alors le foncteur Aut((A′, d′)/(A, d))
est repre´sente´ par Gal(M, ωA′).
Dans ce roˆle, ce k-groupe alge´brique affine est aussi note´Aut((A′, d′)/(A, d))
ou simplement Autd(A
′/A), et appele´ groupe de Galois diffe´rentiel de A′ sur A.
Preuve de 5.1.1. Traitons d’abord le cas d’une extension de Picard-Vessiot.
D’apre`s 4.2.3, on peut supposer (A′, d′) = (O(Σ(M, ωA′)), d′). Via ωA′ , le fonc-
teur Aut((A′, d′)/(A, d)) s’identifie au foncteur AutGal(M,ωA′ )(O(Gal(M, ωA′))),
qui n’est autre que le foncteur que repre´sente Gal(M, ωA′). Le cas d’une exten-
sion de Picard-Vessiot fractionnaire s’en de´duit graˆce a` 4.4.2 (Dans la situa-
tion de 4.4.2, il est clair que le groupe de Galois diffe´rentiel de l’extension de
Picard-Vessiot fractionnaire A”/A s’identifie au groupe de Galois diffe´rentiel de
l’extension de Picard-Vessiot associe´e A′/A).
5.2. La correspondance galoisienne pour les extensions de Picard-
Vessiot fractionnaires.
Dans la suite, on se limite au cas ou` le corps des constantes k est alge´briquement
clos de caracte´ristique nulle. La donne´e du sche´ma en groupes Autd(A
′/A)
e´quivaut alors a` celle du groupe de ses k-points vu comme sous-groupe de
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GL(ωA′(M)); c’est le groupe G = Autd(A′/A) des A-automorphismes de A′
commutant a` d (en revanche, il n’y a pas d’action alge´brique de Autd(A
′/A) sur
A′ en ge´ne´ral).
Lemme 5.2.1. Supposons que A = K = ΠKi soit semi-simple et qu’il existe
une extension de Picard-Vessiot fractionnaire L pour M. Soit H un sous-groupe
Zariski-ferme´ de G = Autd(L/K). Alors
i) l’anneau des invariants LG est K,
ii) si LH = K, alors H = G.
Preuve. D’apre`s 4.4.2, L = Q(K ′) pour une extension de Picard-Vessiot
“entie`re” K ′ de K. Posons G = Gal(M, ωK′) = Autd(L/K) (5.1.1), et notons
H ⊂ G le sous-sche´ma en groupes de groupe de k-points H. On peut identifier
K ′ a` O(Σ(M, ωK′)) (4.2.3), donc tout e´le´ment de L a` un K-morphisme f :
Σ(M, ωK′) → P1K (i.e. a` une famille de Ki-morphismes Σ(M, ωK′) ⊗K Ki →
P1Ki). D’apre`s 2.2.1, Σ(M, ωK′) est un torseur a` droite sous GK = G ⊗k K. Il
est e´quivalent de dire qu’un e´lement de L est invariant sous G (resp. sous H)
ou que le morphisme correspondant f est invariant sous GK (resp. sous HK).
Comme GK agit transitivement sur Σ(M, ωK′), un tel f invariant sous GK est
constant, ce qui implique i). Pour ii), il s’agit de montrer que si H 6= G, il existe
un fonction rationnelle HK-invariante non constante. C’est une conse´quence de
l’existence du K-sche´ma Σ(M, ωK′)/HK (qui se de´duit par descente e´tale de
l’existence de la k-varie´te´ alge´brique G/H).
LorsqueG etH sont re´ductifs,G/H est affine, de meˆme que Σ(M, ωK′)/HK ,
et on peut alors remplacer P1 par A1, et extensions de Picard-Vessiot fraction-
naires par extensions de Picard-Vessiot “entie`res”.
The´ore`me 5.2.2. Supposons que A = K soit semi-simple et qu’il existe une ex-
tension de Picard-Vessiot fractionnaire L pourM. AlorsH 7→ (LH , d) et (J, d) 7→
Autd(L/J) sont des bijections re´ciproques entre l’ensemble des sous-groupes
Zariski-ferme´s de G = Autd(L/K) et l’ensemble des extensions diffe´rentielles
interme´diaires (J, d) entre K et L, avec J semi-simple. En outre, si H est normal
dans G, LH est une extension de Picard-Vessiot fractionnaire L pour un objet
convenable N de <M>⊗.
Preuve. L/J e´tant une extension de Picard-Vessiot fractionnaire (4.1.3.d),
il de´coule de 5.1.1 que Autd(L/J) est un sous-groupe Zariski-ferme´ de G =
Autd(L/K). Montrons, inversement, que L
H de´finit une extension diffe´rentielle
interme´diaire. Il s’agit de voir que pour tout D ∈ ∨Ω1, 〈D, d(LH)〉 ⊂ LH . Cela
vient de ce que l’action de G sur L commute a` d donc a` l’endomorphisme k-
line´aire x 7→ 〈D, dx〉 de L. Qu’on ait des bijections re´ciproques re´sulte alors du
lemme pre´ce´dent.
Enfin, si H est normal dans G, H est normal dansG = Gal(M, ωL), et le groupe
quotient G/H est k-groupe associe´ a` une sous-cate´gorie tannakienne de <M>⊗.
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Une telle sous-cate´gorie tannakienne admet ne´cessairement un ge´ne´rateur ten-
soriel N , et on a alors G/H = Gal(N , ωL). Comme H = Gal(MJ , ωL) agit
trivialement sur ωL(N ), N est soluble dans J . La K-alge`bre engendre´e par
〈M,ωJ(Mˇ)〉 et 〈Mˇ, ωJ(M)〉 fournit donc une extension de Picard-Vessiot K ′
de K pour N (4.4.1). Son anneau total de fractions Q(K ′) est contenu dans
l’anneau semi-simple. Il est donc semi-simple (et diffe´rentiellement simple d’apre`s
II.1.3.5). On a G/H = Gal(N , ωL) = Autd(Q(K ′)/K) (5.1.1), et on conclut de
la correspondance galoisienne que Q(K ′) = J . Ceci montre que J/K est une
extension de Picard-Vessiot fractionnaire pour N .
Ce re´sultat contient et unifie la correspondance de Picard-Vessiot classique
(cf. [Le90]3), son analogue aux diffe´rences (cf. [vdPS97]1.29,1.30), ainsi que les
situations mixtes e´tudie´es par Bialynicki-Birula [Bi62]. Il englobe le cas des
syste`mes a` plusieurs variables, e´ventuellement non inte´grables.
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