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Abstract
The desparsified lasso is a high-dimensional estimation method which provides uniformly
valid inference. We extend this method to a time series setting under Near-Epoch Dependence
(NED) assumptions allowing for non-Gaussian, serially correlated and heteroskedastic processes,
where the number of regressors can possibly grow faster than the time dimension. We first
derive an oracle inequality for the (regular) lasso, relaxing the commonly made exact sparsity
assumption to a weaker alternative, which permits many small but non-zero parameters. The
weak sparsity coupled with the NED assumption means this inequality can also be applied
to the (inherently misspecified) nodewise regressions performed in the desparsified lasso. This
allows us to establish the uniform asymptotic normality of the desparsified lasso under general
conditions. Additionally, we show consistency of a long-run variance estimator, thus providing
a complete set of tools for performing inference in high-dimensional linear time series models.
Finally, we perform a simulation exercise to demonstrate the small sample properties of the
desparsified lasso in common time series settings.
Keywords: honest inference, lasso, time series, high-dimensional data
JEL codes: C22, C55
1 Introduction
In this paper we propose methods for performing uniformly valid inference on high-dimensional
time series regression models. Specifically, we establish the uniform asymptotic normality of the
desparsified lasso method (van de Geer et al., 2014) under very general conditions, thereby allowing
for inference in high-dimensional time series settings that encompass many of the settings typically
encountered in econometric applications. That is, we establish validity for potentially misspecified
time series models, where the regressors and errors may exhibit serial dependence, heteroskedasticity
∗The first and second author were financially supported by the Netherlands Organization for Scientific Research
(NWO) under grant number 452-17-010. The third author was supported by the European Union’s Horizon 2020
research and innovation programme under the Marie Sk lodowska-Curie grant agreement No 832671. Previous versions
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and fat tails. In addition, as part of our analysis we derive new oracle inequalities for the lasso
(Tibshirani, 1996), on which the desparsified lasso is based.
Although traditionally, approaches to high-dimensionality in econometric time series have been
dominated by factor models (Bai and Ng, 2008; Stock and Watson, 2011, cf.), shrinkage methods
have rapidly been gaining ground. Unlike factor models where dimensionality is reduced by as-
suming common structures underlying regressors, shrinkage methods assume a certain structure
on the parameter vector. Typically, sparsity is assumed, where only a small, unknown, subset of
the variables is thought to have “significantly non-zero” coefficients, and all the other variables
have negligible – or even exactly zero – coefficients. The most prominent among shrinkage methods
exploiting sparsity is the lasso proposed by Tibshirani (1996), which adds a penalty on the absolute
value of the parameters to the least squares objective function. This penalty ensures that many of
the coefficients will be set to zero and thus variable selection is performed, an attractive feature
that helps to make the results of a high-dimensional analysis interpretable. Due to this feature,
the lasso and its many extensions are now standard tools for high-dimensional analysis (see e.g.,
Hesterberg et al., 2008; Vidaurre et al., 2013; Hastie et al., 2015, for reviews).
Much effort has been devoted to establish oracle inequalities for lasso-based methods to guaran-
tee consistency for prediction (e.g., Greenshtein and Ritov, 2004; Bu¨hlmann, 2006) and estimation
of a high-dimensional parameter (e.g., Bunea et al., 2007; Zhang and Huang, 2008; Bickel et al.,
2009; Meinshausen and Yu, 2009; Huang et al., 2008). While most of these advances have been
made in the IID framework, early extensions of lasso-based methods to the time series case can
be found in Wang et al. (2007), Hsu et al. (2008). These authors, however, only consider the case
where the number of variables is smaller than the sample size. Various papers (e.g., Nardi and
Rinaldo, 2011; Kock and Callot, 2015 and Basu and Michailidis, 2015) let the number of variables
increase with the sample size, but often require restrictive assumptions (for instance, Gaussianity)
on the error process when investigating theoretical properties of lasso-based estimators in time
series models.
Exceptions are Medeiros and Mendes (2016) Masini et al. (2019) and Wong et al. (2020).
Medeiros and Mendes (2016) consider the adaptive lasso for sparse, high-dimensional time series
models and show that it is model selection consistent and has the oracle property, even when the
errors are non-Gaussian and conditionally heteroskedastic. Masini et al. (2019) derive consistency
properties of lasso estimation of high-dimensional approximately sparse vector autoregressions for
a class of potentially fat tailed and serially dependent errors, which encompass many multivariate
volatility models. Wong et al. (2020) consider sparse, potentially misspecified, vector autoregres-
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sions estimated by the lasso and rely on mixing assumptions to derive nonasymptotic inequalities
for estimation error and prediction error of the lasso for sub-Weibull random vectors.
While one of the attractive feature of lasso-type methods is their ability to perform variable
selection, this also causes serious issues when performing inference on the estimated parameters.
In particular, performing inference on a (data-driven) selected model, while ignoring the selection,
causes the inference to be invalid. This has been discussed by, among others, Leeb and Po¨tscher
(2005) in the general context of model selection and Leeb and Po¨tscher (2008) for shrinkage es-
timators. As a consequence, recent statistical literature has seen a surge in the development of
so-called post-selection inference methods that circumvent the problem induced by model selec-
tion. In particular, many articles on selective inference have appeared in recent years (see e.g.,
Fithian et al., 2015; Lockhart et al., 1996; Lee et al., 2016; Taylor and Tibshirani, 2018) where in-
ference is performed conditional on the selected model. However, while conceptually appealing, the
derivation of conditional probabilities requires “well-behaved”, typically IID, data and extensions
to econometric time series settings appear difficult. Recently, Tian and Taylor (2017); Tibshirani
et al. (2018) have considered asymptotic and bootstrap extensions of the selective approach which
alleviates some strict conditions such as membership of the exponential family, but still requires
IIDness.
An alternative approach is developed by Berk et al. (2013), who consider inference simultaneous
over all possible models. Bachoc et al. (2016, 2019) extend their approach to allow for more general
processes, but the approach is computationally very demanding. Moreover, both the selective and
simultaneous approach share the feature that their inference target is model-dependent; in linear
models, the target is the best linear prediction coefficients given only the selected coefficients. As
such, these methods “assume away” omitted variable bias, which is one of the most important
sources of invalidity of inference after selection (Leeb et al., 2015). This means that no structural
interpretation can be given to the inferential results, which limits its use for many econometric
applications.
On the other hand, methods have been developed that do allow for inference on true, struc-
tural, parameter based on the idea of orthogonalizing the estimation of the parameter of interest
to the estimation (and potential incorrect selection) of the other parameters. Belloni et al. (2014);
Chernozhukov et al. (2015) propose a post-double-selection approach that uses a Frisch-Waugh par-
tialling out strategy to achieve this orthogonalization by selecting important covariates in initial
selection steps on both the dependent variable and the variable of interest, and show this approach
yields uniformly valid and standard normal inference for independent data. In a related approach,
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Javanmard and Montanari (2014), van de Geer et al. (2014) and Zhang and Zhang (2014) intro-
duce debiased or desparsified versions of the lasso that achieve uniform validity based on similar
principles for IID Gaussian data. Extensions to the time series case include Chernozhukov et al.
(2019) who provide desparsified simultaneous inference on the parameters in a high-dimensional
regression model allowing for temporal and cross-sectional dependency in covariates and error pro-
cesses; Krampe et al. (2018), who introduce bootstrap-based inference for autoregressive time series
models based on the desparsification idea, and Hecq et al. (2019) who use the post-double-selection
procedure of Belloni et al. (2014) for constructing uniformly valid Granger causality test in high-
dimensional VAR models.
In this paper, we contribute to the literature on shrinkage methods for high-dimensional time
series models by providing novel theoretical results for both point estimation and inference via
the desparsified lasso. We consider a very general time series-framework where the regressors and
errors terms are allowed to be non-Gaussian, serially correlated and heteroskedastic and the number
of variables can grow faster than the time dimension. Moreover, our assumptions allow for both
correctly and miss-specified models, thus providing results relevant for structural interpretations if
the overall model is specified correctly, but not limited to this.
We derive oracle inequalities for the lasso in high-dimensional, linear time series models under
mixingale assumptions and a weak sparsity assumption on the parameter vector. Our setting gen-
eralizes the one from Medeiros and Mendes (2016), who require a martingale difference sequence
assumption – and hence correct specification – on the error process. Moreover, we relax the tradi-
tional sparsity assumption to allow for weak sparsity, thereby recognizing that the true parameters
are likely not exactly zero. The oracle inequalities are used to establish estimation and prediction
consistency even when the number of parameters grows faster than the sample size.
We extend the oracle inequalities to the nodewise regressions performed in the desparsified lasso,
where each regressor (on which inference is performed) is regressed on all other regressors. Note
that, contrary to the setting with independence over time, these nodewise regressions are inherently
misspecified in dynamic models with temporal dependence. As such our oracle inequalities are
specifically derived under potential misspecification. We then establish the asymptotic normality
of the desparsified lasso under general conditions. As such, we ensure uniformly valid inference
over the class of weakly sparse models. This result is accompanied by a consistent estimator
for the long run variance, thereby providing a complete set of tools for performing inference in
high-dimensional, linear time series models. As such, our theoretical results accommodate various
financial and macro-economic applications encountered by applied researchers.
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The remainder of this paper is structured as follows. Section 2 introduces the time series setting
and assumptions thereof. In Section 3, we derive an oracle inequality for the lasso (Theorem 1).
In Section 4, we introduce further assumptions, derive a central limit theorem for the desparsified
lasso estimator (Theorem 2) and present a consistent long-run covariance estimator (Theorem 3).
Section 5 contains a simulation study examining the small sample performance of the desparsified
lasso, and Section 6 concludes. The main proofs and preliminary lemmas needed for section 3 are
contained in Appendix A, while Appendix B contains the results and proofs on section 4. Appendix
C contains supplementary material.
A word on notation. For any N dimensional vector x, ‖x‖r =
(
N∑
i=1
|xi|r
)1/r
denotes the Lr-
norm. The L∞-vector norm will be denoted by ‖x‖∞ = maxi |xi|, for any matrix X, we denote
‖X‖∞ = maxi,j |Xi,j |. We use
p→ and d→ to denote convergence in probability and distribution
respectively. Depending on the context, ∼ denotes equivalence in order of magnitude of sequences,
or equivalence in distribution. We frequently make use of arbitrary positive finite constants C (or
its sub-indexed version Ci) whose values may change from line to line throughout the paper, but
they are always independent of the time and cross-sectional dimension. Similarly, generic sequences
converging to zero as T →∞ are denoted by ηT (or its sub-indexed version ηT,i). We say a sequence
ηT is of size −x if ηT = O (T−x−ε) for some ε > 0.
2 The High-Dimensional Linear Model
Consider the linear model
yt = x
′
tβ
0 + ut, t = 1, . . . , T, (1)
where xt = (x1,t, . . . , xN,t)
′ is a N × 1 vector of explanatory variables, β0 is a N × 1 parameter
vector and ut is an error term. Throughout the paper, we examine the high-dimensional time series
model where N can be larger than T .
We impose the following assumptions on the processes {xt} and {ut}.
Assumption 1. Let zt = (x
′
t, ut)
′. For some m > 2 and c > 0, assume that
(a) zt is a weakly stationary process with E [ut] = 0, E [utxj,t] = 0, and E |zj,t|2(m+c) ≤ C for all
j = 1, . . . , p+ 1.
(b) Let sT,t denote a k(T )-dimensional triangular array that is α-mixing of size −m(m + c)/c
with σ-field Fst := σ {sT,t, sT,t−1, . . . } such that zt is Fst -measurable. For all j = 1, . . . , p+ 1,
the process {zj,t} is L2m-near-epoch-dependent (NED) on sT,t of size −1.
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Assumption 1(a) ensures that the error terms are contemporaneously uncorrelated with each
of the regressors, and that the process has finite and constant unconditional moments. One can
think of sT,t in Assumption 1(b) as an underlying shock process driving the regressors and errors
in zt, where we assume zt to depend almost entirely on the “near epoch” of sT,t. Since zt grows
asymptotically in dimension, it is natural to let the dimension of sT,t grow with T , though this is
not theoretically required. Assumption 1 allows for very general forms of dependence including, but
not limited to, mixingales, strong mixing processes (McLeish, 1975) and linear processes (Davidson,
2002, Section 14.3).
Under Assumption 1, Model (1) encompasses many time series models that are often encoun-
tered in econometric applications, allowing for general forms of serial dependence, conditional
heteroskedasticity and dependence among regressors. The NED assumption on ut, allows for mis-
specified models as well. In particular, it allows one to view (1) as simply the linear projection
of yt on xt with β
0 in that case representing the corresponding best linear projection coefficients.
In such a case E [ut] = 0 and E [utxj,t] = 0 hold by construction, and the additional conditions of
Assumption 1 can be shown to hold under weak further assumptions. On the other hand, ut is
not likely to be an m.d.s. in that case, such that typical m.d.s. assumptions as used for instance in
Medeiros and Mendes (2016) and Masini et al. (2019) do not allow for dynamic miss-specification.
Wong et al. (2020) also allow for miss-specification by allowing for mixing errors, which is a subset
of the error processes allowed here. As will be explained later, allowing for miss-specified dynamics
is crucial for developing the theory for the desparsified lasso.
We further elaborate on miss-specification in Example 3, after we present two examples of
correctly specified common econometric time series DGPs.
Example 1 (ARDL model with GARCH errors). Consider the autoregressive distributed lag
(ARDL) model with GARCH errors
yt =
p∑
i=1
ρiyt−i +
q∑
i=0
θ′iwt−i + ut = x
′
tβ
0 + ut,
ut =
√
htεt, εt ∼ IID(0, 1),
ht = pi0 + pi1ht−1 + pi2u2t−1,
where the roots of the lag polynomial ρ(z) = 1 −
p∑
i=1
ρiz
i are outside the unit circle. Take εt, pi1
and pi2 such that E
[
ln(pi1ε
2
t + pi2)
]
< 0, then ut is a strictly stationary geometrically β-mixing
process (Francq and Zako¨ıan, 2010, Theorem 3.4), and additionally such that E
[
|ut|2m
]
< ∞ (cf.
Francq and Zako¨ıan, 2010, Example 2.3). Also assume that wt is stationary and geometrically
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β-mixing as well with finite 2m moments. Given the invertibility of the lag polynomial, we may
then write yt = ρ
−1(L)vt, where vt =
∑q
i=0 θ
′
iwt−i + ut and the inverse lag polynomial ρ−1(z)
has geometrically decaying coefficients. Then it follows directly that yt is NED on vt, where vt is
strong mixing of size −∞ as its components are geometrically β-mixing, and the sum inherits the
mixing properties. Furthermore, if ‖θi‖1 ≤ C for all i = 0, . . . , q, it follows directly from Minkowski
that E |vt|2m ≤ C and consequently E |yt|2m ≤ C. Then yt is NED of size −∞ on (wt, ut), and
consequently zt = (yt−1,wt, ut) as well.
Example 2 (Equation-by-equation VAR). Consider the vector autoregressive model
yt =
p∑
i=1
Φiyt−i + ut,
where yt is a K × 1 vector of dependent variables, and the K ×K matrices Φi satisfy appropriate
stationarity conditions. The equivalent equation-by-equation representation is
yk,t =
p∑
i=1
[Φk,1,i, . . . ,Φk,K,i]yt−i + uk,t =
[
y′t−1, . . . ,y
′
t−p
]
βk + uk,t, k ∈ (1, . . . ,K).
Assuming a well-specified model with E
[
ut|yt−1, . . . ,yt−p
]
= 0, the conditions of Assumption 1
are satisfied trivially.
Example 3 (Misspecified AR model). Consider an autoregressive (AR) model of order 2
yt = ρ1yt−1 + ρ2yt−2 + vt, vt ∼ IID(0, 1),
where E|vt|2m ≤ C and the roots of 1−ρ1L−ρ2L2 are outside the unit circle. Define the misspecified
model
yt = ρ˜yt−1 + ut,
where ρ˜ = arg min
ρ
E
[
(yt − ρyt−1)2
]
= E[ytyt−1]
E[y2t−1]
= ρ11−ρ2 and ut is autocorrelated. An m.d.s. assump-
tion would be inappropriate in this case as
E [ut|σ {yt−1, yt−2, . . . }] = E [yt − ρ˜yt−1|σ {yt−1, yt−2, . . . }] = − ρ1ρ2
1− ρ2 yt−1 + ρ2yt−2 6= 0.
However, it can be shown that (yt−1, ut)′ satisfies Assumption 1(b) by considering the moving
average representation of yt and by extension, of ut = yt−ρ˜yt−1. As the coefficients are geometrically
decaying, ut is clearly NED on vt and Assumption 1(b) is clearly satisfied.
The key condition to apply the lasso successfully, is that the parameter vector β0 is (at least
approximately) sparse. We formulate this in 2 below.
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Assumption 2. For some 0 ≤ r < 1 and sparsity level sr, define the N -dimensional sparse compact
parameter space
BN (r, sr) := {β ∈ RN : ‖β‖rr ≤ sr, ‖β‖∞ ≤ C, ∃C <∞} ,
and assume that β0 ∈ BN (r, sr).
Assumption 2 implies that β0 is sparse with the degree of sparsity governed by both r and sr.
Without further assumptions on r and sr, Assumption 2 is not binding, but as will be seen later, the
allowed rates will interact with other DGP parameters creating binding conditions. Assumption 2
generalizes the common assumption of exact sparsity taking r = 0 (see e.g., Medeiros and Mendes,
2016; van de Geer et al., 2014), which assumes that there are only a few (at most s0) non-zero
components in β0, to weak sparsity (see e.g., van de Geer, 2019). This allows us to have many
non-zero elements in the parameter vector, as long as they are sufficiently small. It follows directly
from the formulation in Assumption 2 that, given the compactness of the parameter space, exact
sparsity of order s0 implies weak sparsity with r > 0 of the same order (up to a fixed constant).
In general, the smaller r is, the more restrictive the assumption. The smaller r, the tighter the
restrictions on sr, and s0 can be seen as a special case of sr when r = 0.
1
Example 4 (Infinite order AR). Consider an infinite order autoregressive model
yt =
∞∑
j=1
ρjyt−j + εt,
where εt is a stationary m.d.s. with sufficient moments existing, and the lag polynomial 1 −∑∞
j=1 ρjL
j is invertible and satisfies the summability condition
∑∞
j=1 j |ρj | < ∞. One might con-
sider fitting an autoregressive approximation of order P to yt,
yt =
P∑
j=1
βjyt−j + ut,
as it is well known that if P is sufficiently large, the best linear predictors βj will be close to the
true coefficients ρj (see e.g. Kreiss et al., 2011, Lemma 2.2). To relate the summability condition
above to the weak sparsity condition, note that by Ho¨lder’s inequality we have that
‖β‖rr =
P∑
j=1
(ja |βj |)r j−ar ≤
 P∑
j=1
ja |βj |
r P∑
j=1
j−
ar
1−r
1−r ≤ C max{P 1−(a+1)r, 1}.
The constant comes from bounding the first term by the convergence of βj to ρj plus the summa-
bility of the latter, while the second term involving P follows from Lemma 5.1 of Phillips and
1Assume 00 = 0 in this case.
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Solo (1992).2 As such, summability conditions on lag polynomials imply weak sparsity conditions,
where the strength of the summability condition (measured through a) and the required strict-
ness of the sparsity (measured through r) determine the order sr of the sparsity. Therefore, weak
sparsity – unlike exact sparsity – can accommodate sparse sieve estimation of infinite-order, appro-
priately summable, processes, providing an alternative to least-squares estimation of lower order
approximations.
Remark 1. Another common generalization of exact sparsity is approximate sparsity (Belloni
et al., 2014), where it is assumed that the true functional form can accurately be approximated
by a sparse linear model. As we allow for misspecified models, this is implicitly encompassed in
our setup as well. Approximate sparsity essentially states that the amount of misspecification by
considering a sparse linear model is sufficiently small to be ignored, whereas we allow for ‘sub-
stantial’ misspecification, but with the consequence that the interpretation of the coefficients must
be changed. In that sense, to be able to attach a structural meaning to the parameters β0, one
must make the additional assumption that (1) is sufficiently well specified, which then roughly
corresponds to the approximate sparsity assumption. We do not make that assumption here, as we
will need to deal explicitly with misspecified models in the development of the desparsified lasso,
and in itself this assumption is not needed for development of the statistical theory.
For λ ≥ 0, define the weak sparsity index set
Sλ :=
{
j :
∣∣β0j ∣∣ > λ} with cardinality sλ := |Sλ|, (2)
and complement set Scλ = {1, . . . , N} \ Sλ. With an appropriate choice of λ, this set contains
all ‘sufficiently large’ coefficients; for λ = 0 it contains all non-zero parameters. We need this
set in the following conditions, which formulate the standard compatibility conditions needed for
lasso consistency (see e.g., Bu¨hlmann and van De Geer, 2011, Chapter 6). Let Σ := E [xtx′t]
and its sample counterpart Σˆ := X ′X/T . For clarity, we choose to formulate the compatibility
condition on the population covariance matrix Σ rather than the sample covariance matrix Σˆ; as a
consequence though we then need an additional assumption on the closeness between the population
and sample covariance matrix. These two assumptions are stated below.
Assumption 3. For a general index set S with cardinality |S|, define the compatibility constant
φ2Σ(S) := min{z∈RN\0:‖zSc‖1≤3‖zS‖1}
{ |S|z′Σz
‖zS‖21
}
.
2As the same lemma shows, one should in fact treat the case r = 1/(a+ 1) separately, in which a bound of order
(lnP )
a
a+1 holds.
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Assume that φ2Σ(Sλ) > 0, which implies that
‖zSλ‖21 ≤
sλz
′Σz
φ2Σ(Sλ)
,
for all z satisfying ‖zScλ‖1 ≤ 3‖zSλ‖1 6= 0.
Assumption 4. Let CCT (Sλ) :=
{
‖Σˆ−Σ‖∞ ≤ C φ
2
Σ(Sλ)
sλ
}
. Assume that lim
T→∞
P (CCT (Sλ)) = 1.
The compatibility constant in Assumption 3 is an upper bound on the minimum eigenvalue of
Σ, so this condition is considerably weaker than assuming Σ to be positive definite. Furthermore,
if the restricted eigenvalue condition (Bickel et al., 2009) is satisfied, Bu¨hlmann and van De Geer
(2011, Figure 6.1) show that the compatibility condition holds.
We prefer to formulate the compatibility condition in Assumption 3 on the population covariance
matrix in conjunction with Assumption 4 which links it to the sample covariance by stating that
the differences between both asymptotically disappear at a certain rate, rather than directly on
the sample covariance matrix, see e.g. the restricted eigenvalue condition in Medeiros and Mendes
(2016) or Assumption (A2) in Chernozhukov et al. (2019). The direct assumption is satisfied by
the two assumptions considered here, but the indirect way we consider allows for easier verification
of the compatibility condition. For an example of conditions under which this is satisfied, see
Lemma C.1. Finally, note that the compatibility assumption for the weak sparsity index set Sλ is
weaker than (and implied by) its equivalent for S0, see Lemma A.4.
3 Oracle inequality and consistency for the lasso
In this section, we derive new oracle inequalities for the lasso in a high-dimensional time series
model. The lasso estimator (Tibshirani, 1996) of the parameter vector β0 in Model (1) is given by
βˆ := arg min
β∈RN
{‖y −Xβ‖22
T
+ 2λ‖β‖1
}
, (3)
where y = (y1, . . . , yT )
′ is the T × 1 response vector, X = (x1, . . . ,xT )′ the T ×N design matrix
and λ > 0 a tuning parameter. Optimization problem (3) adds a penalty term to the least squares
objective to penalize parameters that are different from zero.
Theorem 1 presents a new oracle inequality for the lasso in high-dimensional time series models
under the model and assumptions formulated in Section 2. Next, we use this oracle inequality to
establish estimation and prediction consistency in Corollary 1.
Theorem 1. Let ET (x) :=
{
max
j≤N,l≤T
∣∣∣∣ l∑
t=1
utxj,t
∣∣∣∣ ≤ x : x > 0}. Under Assumptions 2 and 3, on the
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set PT,las := ET (T λ4 )
⋂ CCT (Sλ), we have
‖X(βˆ − β0)‖22
T
+ λ‖βˆ − β0‖1 ≤
[
C1 + C2φ
2
Σ(Sλ)
] λ2−rsr
φ2Σ(Sλ)
,
for some constants 0 < C1, C2 <∞.
Note that Theorem 1 is a deterministic result holding on a stochastic set PT,las = ET (T λ4 )
⋂ CCT (Sλ).
In order for this inequality to lead to consistency, we need that P
(ET (T λ4 )⋂ CCT (Sλ)) → 1, in
which case the oracle inequality holds with probability one asymptotically. For ET (·) this is shown
in Lemma A.5, while CCT (·) is covered by Assumption 4. The oracle inequality gives an upper
bound on the deviation of estimated quantities from their true counterparts. By letting this upper
bound asymptotically converge to zero, consistency results can be established.
Corollary 1 provides estimation and prediction consistency of the lasso.
Corollary 1. Let Assumptions 1-4 hold. Furthermore, assume that N = O(T a) for a ≥ 0, 1
φ2Σ(Sλ)
=
O(1), sr = O
(
N b/a
)
for b ≥ 0, and λ ∼ T−` for ` > 0. Then, if b1−r < ` < 12 − am , 1− r − 2b > 0,
and m > 2a(1−r)1−r−2b , we have that
(a) Prediction consistency: 1T
∥∥∥X(βˆ − β0)∥∥∥2
2
= Op
(
T b−`(2−r)
)
,
(b) Estimation consistency:
∥∥∥βˆ − β0∥∥∥
1
= Op
(
T b−`(1−r)
)
.
Under the conditions of Corollary 1, the convergence rates of (a) and (b) could be further refined
to Op
(
T 1−ε
)
and Op
(
T 1/2−ε
)
. While Theorem 1 is a useful result in its own right, it is vital to
derive the theoretical results for the desparsified lasso, which will be elaborated on below.
4 Uniformly valid inference via the desparsified lasso
We use the desparsified lasso to perform uniformly valid inference in general high-dimensional time
series settings. After briefly reviewing the desparsified lasso, we formulate the assumptions needed
in Section 4.1. The asymptotic theory is then derived in Section 4.2.
The desparsified lasso (van de Geer et al., 2014) is defined as
bˆ := βˆ +
ΘˆX ′(y −Xβˆ)
T
, (4)
where βˆ is the lasso estimator from eq. (3) and Θˆ := Υˆ
−2
Γˆ is a reasonable approximation for the
inverse of Σˆ. By de-sparsifying the initial lasso, the bias in the lasso estimator is removed and
uniformly valid inference can be obtained. The matrix Γˆ is constructed using nodewise regressions;
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regressing each column of X on all other explanatory variables using the lasso. Let the lasso
estimates of the j = 1, . . . , N nodewise regressions be
γˆj := arg min
γj∈RN−1
{
‖xj −X−jγj‖22
T
+ 2λj‖γj‖1
}
, (5)
where the T × (N −1) matrix X−j is X with its jth column removed. Their components are given
by γˆj = {γˆj,k : k = {1, . . . , N} \ j}. Stacking these estimated parameter vectors row-wise with ones
on the diagonal gives the matrix
Γˆ :=

1 −γˆ1,2 . . . −γˆ1,N
−γˆ2,1 1 . . . −γˆ2,N
...
...
. . .
...
−γˆN,1 −γˆN,2 . . . 1

.
The matrix Υˆ
−2
:= diag
(
1/τˆ21 , . . . , 1/τˆ
2
N
)
, where
τˆ2j :=
‖xj −X−jγˆj‖22
T
+ 2λj‖γˆj‖1.
4.1 Assumptions
The nodewise regressions are viewed as linear projections of one explanatory variable on all the
others with
γ0j := arg min
γ
{
E
[(
xj,t − x′−j,tγ
)2]}
(6)
presenting the best linear regression coefficients. Still, to work with familiar notation as in section 2,
consider the corresponding “nodewise regression model”
xj,t = x
′
−j,tγ
0
j + vj,t,
with E
[
v2j,t
]
= τ2j , Υ = diag(1/τ
2
1 , . . . , 1/τ
2
N ). Note that by construction, it holds that E [vj,t] =
0, ∀j and E [vj,txk,t] = 0, ∀k 6= j. We first present Assumptions 5 and 6, which allows us to extend
Theorem 1 to the nodewise lasso regressions.
Assumption 5.
(a) Assume that {zt} is stationary of order 4.
(b) Let E |vj,t|2(m+c) ≤ C for all j = 1, . . . , N .
Assumption 6.
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(a) For some 0 ≤ r < 1 and sparsity levels s(j)r , let γ0j ∈ BN−1(r, s(j)r ).
(b) Define Λmin and Λmax as the smallest and largest eigenvalues of Σ respectively. Assume that
1/C ≤ Λmin ≤ Λmax ≤ C.
(c) Take the weak sparsity index sets Sλ,j :=
{
k : |γ0j,k| > λ
}
with cardinality sλ,j := |Sλ,j |, and
s¯λ := max
j
{sλ,j}. Let CCT,nw(x) :=
{
‖Σˆ−Σ‖∞ ≤ C Λminx
}
. Then lim
T→∞
P (CCT,nw(s¯λ)) = 1.
Assumption 5 requires {zt} to be fourth-order stationary (item (a)), and the errors vj,t from
the nodewise linear projections to have bounded moments (item (b)). By the properties of NED
processes, we use Assumptions 1 and 5 to establish mixingale properties of the products vj,tut =: wj,t
and wj,twk,t−l in Lemma B.2, which are used extensively in the derivation of the desparsified lasso’s
asymptotic distribution.
Assumption 6(a), similar to Assumption 2, requires weak sparsity of the nodewise regressions,
not exact sparsity. The latter could be problematic, as it would imply many of the regressors to be
uncorrelated. In contrast, weak sparsity is a plausible alternative, see e.g. Example 4.
Assumption 6(b) requires the population covariance matrix to be positive definite, with its
smallest eigenvalue bounded away from zero, and to have finite variances. Assumption 6(b) replaces
Assumption 3 in section 3, with Λmin fulfilling the role of φ
2
Σ. It also implies that the explanatory
variables, including the irrelevant ones, cannot be linear combinations of each other even as we let
the number of variables tends to infinity.
Finally, Assumption 6(c) replaces Assumption 4 for the nodewise regressions. For a more direct
comparison, one could make the marginally more general assumption of the form
lim
T→∞
P
(
N⋂
j=1
{
‖Σ−j −Σ−j‖∞ ≤ C Λminsλ,j
})
= 1, exploiting potential variations in asymptotic spar-
sity over the nodewise regressions.
These assumptions allows us to apply Theorem 1 to the nodewise regressions. Let E(j)T (x) :={
max
k 6=j,l≤T
[
|
l∑
t=1
vj,txk,t|
]
≤ x : x > 0
}
denote the set bounding the empirical process for the j-th
nodewise regression. Then on the set E(j)T (T λj4 )
⋂ CCT,nw(sλ,j) we have
‖X−j(γˆj − γ0j )‖22
T
+ λj‖γˆj − γ0j‖1 ≤ [C1 + C2Λmin]
λ2−rj s
(j)
r
Λmin
≤ C3λ¯2−rs¯r, (7)
where λ¯ := maxj λj and s¯r := maxj s
(j)
r . As we generally need (7) to hold uniformly over all node-
wise regressions, we show that the set PT,nw :=
⋂N
j=1 E(j)T (T λj4 )
⋂ CCT,nw(s¯λ) holds with probability
converging to 1. In the remainder of the theory, instead of λ¯ and s¯r, we consider the more general
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upper bounds
λmax = max{λ, λ1, . . . , λN} = max{λ, λ¯}
sr,max = max{sr, s(1)r , . . . , s(N)r } = max{sr, s¯r},
(8)
as this simplifies many of the final expressions. If we want to allow for full generality, occasionally
conditions could be weakened to have them in terms of λ¯ or s¯r explicitly. However, this would be
at the expense of more conditions, which will not benefit readability, and therefore we opt against
it.
We make one final assumption to establish our theoretical results.
Assumption 7. Define the set LT :=
{
max
1≤j≤N
∣∣∣∣ 1T T∑
t=1
v2j,t − τ2j
∣∣∣∣ ≤ NδT
}
. Then there exists a sequence
ηT → 0 such that for some δT ≥ NηT , limT→∞P (LT ) = 1.
Assumption 7 gives us a Law of Large Numbers for the squared error terms from the nodewise
regressions. The N term follows from taking the maximum over all j = 1, . . . , N , while the term δT
is affected by the dependence and tail behaviour in v2j,t. Explicit values can be derived by assuming
a more specific stochastic process for vj,t, and then deriving a bound by for instance the Triplex
inequality (Jiang, 2009), in a fashion similar to Lemma C.1.
4.2 Inference by the desparsified lasso
We establish the uniform asymptotic normality of the desparsified lasso. To this end, write
√
T
(
bˆ− β0
)
=
√
T
(
βˆ − β0 + ΘˆX
′(y −Xβˆ)
T
)
=
ΘˆX ′u√
T
+ ∆,
where ∆ =
√
T (I − ΘˆΣˆ)(βˆ − β0). Roughly speaking, the proof of asymptotic normality consists
of showing that ∆ is uniformly asymptotically negligible (Lemma B.6) and applying a mixingale
central limit theorem (De Jong, 1997) to the first term after establishing the consistency of Θˆ.
As the parameter vector asymptotically grows in dimension, care must be taken in characterizing
limit distributions. While one could derive high-dimensional limit distributions for the maximum
of the parameter vector in the spirit of for example Chernozhukov et al. (2013) and Zhang and Wu
(2017), we abstract from these complications by deriving results for linear combinations of finite
subsets of parameters in Theorem 2. Our approach allows for testing P joint hypotheses of the
form RNβ
0 = q, where RN is an appropriate P ×N matrix whose non-zero columns are indexed
by the set H :=
{
j :
∑P
p=1 |RN,p,j | > 0
}
of cardinality h := |H| <∞. By focusing on inference for
a finite subset of parameters, computational gains can be obtained with respect to the nodewise
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regressions. Define the reduced desparsified lasso estimator
bˆH := βˆH + ΘˆHXH(y −Xβˆ),
with inverse covariance matrix ΘˆH whose rows and columns not in H are replaced by zero, and
analogously for βˆH and XH . The reduced estimator only requires one to compute h+ 1 nodewise
regression as opposed to N + 1 regressions, which can be a considerable reduction for small h
relative to large N .
Given our time series setting, the long-run covariance matrix ΩN,T = E
[
1
T
(
T∑
t=1
wt
)(
T∑
t=1
w′t
)]
,
wherewt = (v1,tut, . . . , vN,tut)
′, enters the asymptotic distribution in Theorem 2. Under the fourth-
order stationarity of Assumption 5, ΩN,T can equivalently be written as ΩN,T = Ξ(0)+
T−1∑
l=1
(Ξ(l)+
Ξ′(l)), where Ξ(l) = E
[
wtw
′
t−l
]
.
Theorem 2. Let Assumptions 1 to 7 hold, and assume that the smallest eigenvalue of ΩN,T is
bounded away from 0. Furthermore, as T → ∞, assume Nλ−mT−m/2 → 0, N2λ−mminT−m/2 → 0,√
Tλ2−rmaxsr,max → 0 where λmin := min
j
λj. Then we have that
√
TRN (bˆ− β0) d→ N (0,Ψ) ,
uniformly in β0 ∈ B(sr), where Ψ := lim
N,T→∞
RNΥ
−2ΩN,TΥ−2R′N and Υ
−2 := diag(1/τ21 , . . . , 1/τ2N ).
Remark 2. Unlike van de Geer et al. (2014), we do not require the regularization parameters λj to
have a uniform growth rate. We only control the slowest and fastest converging λj (covered by λmax
and λmin respectively) through convergence rates that also involve N,T , and the sparsity sr,max.
We provide a specific example of a joint asymptotic setup for these quantities in Corollary 2.
In order to estimate the asymptotic variance Ψ, we suggest to estimate ΩN,T with the long-run
variance kernel estimator
Ωˆ = Ξˆ(0) +
QT−1∑
l=1
K
(
l
QT
)(
Ξˆ(l) + Ξˆ
′
(l)
)
, (9)
where Ξˆ(l) = 1T−l
T∑
t=l+1
wˆtwˆ
′
t−l with wˆj,t = vˆj,tuˆt, the kernel K(·) can be taken as the Bartlett
kernel K(l/QT ) =
(
1− lQT
)
(Newey and West, 1987) and the bandwidth QT should increase with
the sample size at an appropriate rate. In Theorem 3, we show that Ψˆ = RN (Υˆ
−2
ΩˆΥˆ
−2
)R′N is
consistent for Ψ.
Theorem 3. Take Ωˆ with QT such that
1/QT + QT /min
{
T−1λ2(r−2)max s−2max,r, T
− 1
mλr−2maxs−1max,r, T
m−3
2m λ
r−2
2
maxs
−1/2
max,r, T
m−2
2(s+1)m−4
}
→ 0 as T →
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∞. Assume that the following convergence rates hold as T →∞: Nλ−mmaxT 1−m → 0, N2λ−mminT−m/2 →
0. For RN with P, h <∞, under Assumptions 1 to 7∣∣∣RN (Υˆ−2ΩˆΥˆ−2)R′N −Ψ∣∣∣ p→ 0,
uniformly in β0 ∈ B(sr).
Theorem 3 provides a consistent estimator for any finite submatrix of Ω as is required for
Theorem 2.
As a natural implication of Theorems 2 and 3, Corollary 2 gives an asymptotic distribution
result for a quantity composed exclusively of estimated components:
Corollary 2. Let Assumptions 1 to 7 hold, and assume that the smallest eigenvalue of ΩN,T
is bounded away from 0. As T → ∞, take the asymptotic growth rates: N = O (T a) , sr,max =
O
(
TB
)
= O
(
NB/a
)
, λmax ∼ T−L, λ ∼ T−`, λmin ∼ T−`¯ with `
¯
≥ ` ≥ L > 0, and QT = O(T δQ).
Consider the following conditions:
δQ+1+2B
2(2−r) < L ≤ `¯ <
1
2 − 2am , 1 − r − δQ − 2B > 0, m >
4a(2−r)
1−r−δQ−2B , and 0 < δQ <
m−2
4m−4 . Under these conditions, for a 1×N RN with h <∞
sup
β0∈B(sr)
∣∣∣∣∣∣P
√T RN (bˆ− β0)√
RN (Υˆ
−2
ΩˆΥˆ
−2
)R′N
≤ z
−Φ(z)
∣∣∣∣∣∣ = op(1), ∀z ∈ R,
where Φ(·) is the CDF of N(0, 1).
Corollary 2 allows one to perform a variety of hypothesis tests. For a significance test on a
single variable j, for instance, take R′N as the jth basis vector. Then, inference on β0j of the form
P
√T (bˆj − β0j )√
ωˆj,j/τˆ4j
≤ z
−Φ(z) = op(1), ∀z ∈ R, (10)
can be obtained where Φ(·) is the standard normal CDF. One can obtain standard confidence
intervals
CI(α) :=
bˆj − zα/2
√
ωˆj,j/τˆ4j
T
, bˆj + zα/2
√
ωˆj,j/τˆ4j
T
 , (11)
where zα/2 := Φ
−1(1− α/2), with the property that
sup
β0∈B(sr)
∣∣P (β0j ∈ CI(α))− (1− α)∣∣ = op(1).
For a joint test with P restrictions on N variables of interest of the form RNβ
0 = q, one can
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construct a Wald type test statistic of the form
(
RN bˆH − q
)′(Υˆ−2ΩˆΥˆ−2
T
)−1 (
RN bˆH − q
)
d→ χ2h. (12)
Note that these results can also be used to test for nonlinear restrictions of parameters via the
Delta method (e.g. Casella and Berger, 2002, Theorems 5.5.23,28).
5 Simulations
We analyze the finite sample performance of the desparsified lasso by means of simulations. We
consider three simulation settings: a high-dimensinal autoregressive model with exogenous variables
(in section 5.1), a factor model (in section 5.2), and a weakly sparse VAR model (in section 5.3). In
section 5.1 and section 5.2, we compute coverage rates of confidence intervals for single hypothesis
tests. In section 5.3, we perform a multiple hypothesis test for Granger causality.
Across all settings, we take different values of the time series length T = {100, 200, 500, 1000}
and number of regressors N = {101, 201, 501, 1001}. The number of regressors is rounded up when
an even number is required, as in section 5.3. The number of lags in the long-run covariance
estimator is chosen as QT =
⌈
(2T )δQ
⌉
with δQ = 0.1. In practice, this means QT = 2 for T =
100, 200, 500, and QT = 3 for T = 1000.
All lasso estimates are obtained through the coordinate descent algorithm (Friedman et al.,
2010). In Tables 1 to 3, we select the tuning parameter λ from a grid of 200 values by minimizing the
Bayesian Information Criterion. Note that we are only considering values of the tuning parameter
that result in T/2 or fewer non-zero parameter estimates. These results are obtained based on
10,000 replications.
5.1 Autoregressive model with exogenous variables
Inspired by the simulation studies in Kock and Callot (2015) (Experiment B) and Medeiros and
Mendes (2016), we take the following DGP
yt = ρyt−1 + β′xt−1 + ut,
xt = A1xt−1 +A4xt−4 + νt,
where xt is a (N − 1) × 1 vector of exogenous variables. We take ρ = 0.6, βj = 1√s(−1)j for
j = 1, . . . , s, and zero otherwise. For N = 101, 201 we set s = 5 and s = 10 for N = 501, 1001. The
autoregressive parameter matricesA1 andA4 are block-diagonal with each block of dimension 5×5.
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Table 1: Autoregressive model with exogenous variables: 95% confidence interval coverage. The
mean interval widths are reported in parentheses.
ρ β1
Model N\T 100 200 500 1000 100 200 500 1000
A
101 0.801
(0.212)
0.865
(0.142)
0.927
(0.089)
0.943
(0.063)
0.674
(0.282)
0.730
(0.191)
0.815
(0.127)
0.851
(0.094)
201 0.795
(0.230)
0.846
(0.146)
0.915
(0.090)
0.932
(0.063)
0.638
(0.298)
0.653
(0.192)
0.753
(0.125)
0.825
(0.093)
501 0.837
(0.273)
0.877
(0.179)
0.875
(0.092)
0.921
(0.065)
0.743
(0.342)
0.674
(0.226)
0.680
(0.125)
0.775
(0.092)
1001 0.828
(0.281)
0.884
(0.187)
0.862
(0.095)
0.917
(0.066)
0.736
(0.347)
0.661
(0.232)
0.619
(0.126)
0.721
(0.091)
B
101 0.967
(0.335)
0.948
(0.196)
0.939
(0.099)
0.942
(0.065)
0.832
(0.398)
0.591
(0.239)
0.738
(0.137)
0.853
(0.095)
201 0.961
(0.333)
0.940
(0.195)
0.933
(0.099)
0.939
(0.065)
0.818
(0.398)
0.585
(0.239)
0.703
(0.134)
0.824
(0.093)
501 0.948
(0.339)
0.927
(0.202)
0.913
(0.105)
0.921
(0.066)
0.855
(0.389)
0.728
(0.243)
0.656
(0.140)
0.773
(0.093)
1001 0.934
(0.338)
0.918
(0.201)
0.909
(0.105)
0.917
(0.067)
0.846
(0.388)
0.705
(0.242)
0.596
(0.137)
0.745
(0.092)
Within each matrix, all blocks are identical with typical elements of 0.15 and -0.1 for A1 and A4
respectively. Due to the misspecification of nodewise regressions, there is induced autocorrelation
in the nodewise errors vj,t. However, the block diagonal structure of A1 and A4 keeps the sparsity
of nodewise regressions constant asymptotically.
We consider different processes for the error terms ut and νt
A) IID errors: νt ∼ IID N(0, 1), zt ∼ IID N(0, I). Since all moments of the Normal distribu-
tion are finite, all moment conditions are satisfied.
B) GARCH(1,1) errors: ut =
√
htεt, ht = 5 × 10−4 + 0.9ht−1 + 0.05u2t−1, εt ∼ IID N(0, 1),
νj,t ∼ ut for j = 1, . . . , N − 1. Under this choice of GARCH parameters, not all moments of
ut are guaranteed to exist, but E
[
u24t
]
<∞.
For both choices, we evaluate whether the 95% confidence intervals corresponding to ρ and β1 cover
their true values at the correct rates. The intervals are constructed as in eq. (11), namely[
ρˆ± z0.025
√
ωˆ1,1/τˆ41
T
]
and
[
βˆ1 ± z0.025
√
ωˆ2,2/τˆ42
T
]
with z0.025 ≈ 1.96, and ρˆ, βˆ1 obtained by regressing yt on
(
yt−1,x′t−1
)′
. The rates at which these
intervals contain the true values are reported in Table 1.
We start by discussing the results for the model with Gaussian errors (Model A). In line with our
theoretical setup, we are mainly interested in the finite sample performance as N and T increase
jointly. We expect to see an improvement in coverage rates as we move along the diagonals of
Table 1, where N and T remain approximately proportional. The coverage rates in Table 1 support
our expectation. Furthermore, by inspecting the results row-by-row and column-by-column, we
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observe a trade-off between the number of regressors N and the sample size T . For fixed N the
coverage rates improve as T increases, for fixed T , the curse of dimensionality leads to lower coverage
rates as N increases. Comparing the results across the parameters, we see that the coverage rates
for ρ are closer to the nominal value of 95% than for β1.
When turning to the results for the model with GARCH errors (Model B), the finite sample
coverage rates do not worsen. Coverage is overall better for Model B, especially when T is small.
Comparing the coverage of ρ, the intervals are overly conservative for small N and T , but still
closer to their nominal level than for Model A. We observe a similar pattern in the coverage of
β1, with coverage rates for low T being better for Model B. Models A and B perform similarly for
T = 1000, and this for both parameters, indicating convergence to a common limit.
While a detailed examination of selection methods for the tuning parameters is outside the
scope of our work, Figures 1 to 4 do provide some initial insight. In addition to selection by the
BIC (blue), we indicate selection by the AIC (red), and the EBIC (yellow) as in Chen and Chen
(2012), with γ = 1. Similarly to the BIC, the AIC and EBIC are restricted to select models with
at most T/2 nonzero parameters. First, notice that there are regions with coverage close to the
nominal level (white contours) in nearly all scenarios and combinations of N and T , suggesting that
good coverage could be achieved by selecting the tuning parameters well. Second, as expected, the
AIC produces, overall, the least sparse solutions, the EBIC the sparsest and BIC lies in between.
Across all scenarios, either BIC or EBIC generally tend to result in coverage rates closest to the
nominal coverage of 95%. Third, there is a region of relatively low coverage in the top right of
these plots, especially for T = 1000, which is larger for β1 than for ρ. Since the BIC tends to select
near this region, it partly explains why its coverage is worse for β1. Given that the regions of good
coverage are in different places for ρ and β1, using the AIC or EBIC for generally smaller or larger
λ would not lead to consistently better coverage across scenarios.
5.2 Factor model
We take the following factor model
yt = β
′xt + ut, ut ∼ IID N(0, 1)
xt = Λft + νt, νt ∼ IID N(0, I),
ft = 0.5ft−1 + εt, εt ∼ IID N(0, 1),
where xt is a N × 1 vector generated by the AR(1) factor ft. We draw the values of the N × 1
vector of factor loadings Λ from a Uniform(0,1) once at the beginning of the simulation experiment.
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Figure 1: Model A, ρ heat map coverage: Contours mark the coverage thresholds at 5% intervals,
from 75% to the nominal 95%, from dark green to white respectively. Units on the axes are not
proportional to the λ-value but rather its position in the grid. The value of λ is (10T )−1 at 0, and
increases exponentially to a value that sets all parameters to zero at 50. Plots are based on 100
replications, with colored dots representing combinations of λ’s selected by AIC (red), BIC (blue),
EBIC (yellow).
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Figure 2: Model A, β1 heat map coverage: Contours mark the coverage thresholds at 5% intervals,
from 75% to the nominal 95%, from dark green to white respectively. Units on the axes are not
proportional to the λ-value but rather its position in the grid. The value of λ is (10T )−1 at 0, and
increases exponentially to a value that sets all parameters to zero at 50. Plots are based on 100
replications, with colored dots representing combinations of λ’s selected by AIC (red), BIC (blue),
EBIC (yellow).
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Figure 3: Model B, ρ heat map coverage: Contours mark the coverage thresholds at 5% intervals,
from 75% to the nominal 95%, from dark green to white respectively. Units on the axes are not
proportional to the λ-value but rather its position in the grid. The value of λ is (10T )−1 at 0, and
increases exponentially to a value that sets all parameters to zero at 50. Plots are based on 100
replications, with colored dots representing combinations of λ’s selected by AIC (red), BIC (blue),
EBIC (yellow).
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Figure 4: Model B, β1 heat map coverage: Contours mark the coverage thresholds at 5% intervals,
from 75% to the nominal 95%, from dark green to white respectively. Units on the axes are not
proportional to the λ-value but rather its position in the grid. The value of λ is (10T )−1 at 0, and
increases exponentially to a value that sets all parameters to zero at 50. Plots are based on 100
replications, with colored dots representing combinations of λ’s selected by AIC (red), BIC (blue),
EBIC (yellow).
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Table 2: Factor model: 95% confidence interval coverage for β1. The mean interval widths are
reported in parentheses.
N\T 100 200 500 1000
101 0.888
(0.414)
0.894
(0.265)
0.805
(0.144)
0.853
(0.099)
201 0.640
(0.297)
0.660
(0.198)
0.904
(0.162)
0.948
(0.126)
501 0.772
(0.373)
0.903
(0.302)
0.894
(0.173)
0.940
(0.126)
1001 0.921
(0.466)
0.443
(0.233)
0.889
(0.167)
0.851
(0.106)
We take β as in section 5.1 with s increased by one to match the number of non-zero parameters.
While the sparsity assumption is not violated in the regression of yt on xt, it is in the nodewise
regressions.
We investigate whether the confidence interval corresponding to β1 covers the true value at the
correct rate. Following eq. (11), we use the interval[
βˆ1 ± z0.025
√
ωˆ1,1/τˆ42
T
]
with z0.025 ≈ 1.96. Results are reported in Table 2.
Coverage rates are generally around 85-90%, with some exceptions reaching the nominal cov-
erage (for T = 1000), or producing severe under coverage (for small T ). For T = 100 and 200,
the performance fluctuates for different N without an apparent pattern, but it appears to stabilize
somewhat for T = 500 and 1000. At T = 1000, coverage reaches close to the nominal level for
N = 200 and 500, but falls short at at only around 85% for N = 101 and 1001.
5.3 Weakly sparse VAR(1)
Inspired by Kock and Callot (2015) (Experiment D), we consider the VAR(1) model
zt =

yt
xt
wt
 = A1zt−1 + ut, ut ∼ IID N(0, 1),
with zt a (N/2)×1 vector. We focus on testing whether xt Granger causes yt. The (j, k)-th element
of the autoregressive matrix A
(j,k)
1 = (−1)|j−k|ρ|j−k|+1, with ρ = 0.4. To measure the size of the
test, we set A
(1,2)
1 = 0; to measure the power of the test, we keep its regular value of −ρ2. Weak
sparsity holds3 under our choice of the autoregressive parameters, but exact sparsity is violated by
having half of the parameters non-zero. Note that the desparsified lasso is convenient for estimating
3The weak sparsity measure is
N∑
j=1
|ρj |r with asymptotic limit ρr
1−ρr <∞, trivially satisfying B = 0.
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Table 3: Weakly sparse VAR: Joint test rejection rates for a nominal size of α = 5%.
Size Power
N\T 100 200 500 1000 100 200 500 1000
102 0.080 0.080 0.080 0.069 0.507 0.784 0.987 1.000
202 0.084 0.088 0.089 0.078 0.514 0.801 0.990 1.000
502 0.082 0.096 0.102 0.090 0.536 0.832 0.994 1.000
1002 0.091 0.104 0.109 0.102 0.533 0.847 0.995 1.000
the full VAR equation-by-equation, since all equations share the same regressors, and Θˆ needs to
be computed only once. For our Granger causality test, however, only a single equation needs to
be estimated.
We test whether xt Granger causes yt by regressing yt on the first and second lag of zt. To this
end, we test the null hypothesis A
(1,2)
1 = A
(1,2)
2 = 0 by using the Wald test statistic in eq. (12), with
bˆH =
(
0, Aˆ
(1,2)
1 , 0 . . . 0, Aˆ
(1,2)
2 , 0 . . . 0
)′
, H = {2, N/2 + 1}, and Aˆ(1,2)1 , Aˆ(1,2)2 obtained by regressing
yt on
(
z′t−1, z′t−2
)′
. We reject the null hypothesis when the statistic exceeds χ22,0.05 ≈ 5.99.
We start by discussing the size of the test in Table 3. Overall, the empirical sizes exceed the
nominal size of 5%. The discrepancy between both increases as N increases. We see the that
performance is generally worse (i.e. rejection rate further from 5%) for larger N , and that growing
T does not appear to improve it. In fact, performance decreases with T for all values until T = 1000
where a small improvement occurs. However, the changes in performance are rather small, with
most rejection rates laying around 8-10%. The power of the test displays near uniform behaviour,
increasing with both N and T , reaching the maximum at T = 1000 and this regardless of the value
for N .
6 Conclusion
We provide a complete set of tools for uniformly valid inference in high-dimensional stationary time
series settings, where the number of regressors N can possibly grow at a faster rate than the time
dimension T . Our main results include (i) an oracle inequality for the lasso under a weak sparsity
assumption on the parameter vector, thereby establishing parameter and prediction consistency;
(ii) the asymptotic normality of the desparsified lasso, leading to uniformly valid inference for
finite subsets of parameters; and (iii) a consistent Bartlett kernel Newey-West long-run covariance
estimator to conduct inference in practice.
These results are established under very general conditions, thereby allowing for typical settings
encountered in many econometric applications where the errors may be non-Gaussian, autocorre-
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lated, heteroskedastic and weakly dependent. Crucially, this allows for certain types of misspecified
time series models, such as omitted lags in an AR model.
Through a small simulation study, we examine the finite sample performance of the desparsified
lasso in popular types of time series models. We perform both single and joint hypothesis tests and
examine the desparsified lasso’s robustness to, amongst others, regressors and error terms exhibiting
serial dependence and conditional heteroskedasticity, and a violation of the sparsity assumption in
the nodewise regressions. Overall our results show that good coverate rates are obtained even when
N and T increase jointly. Coverage rates slightly fall back to around 85-90% for factor models where
the sparsity assumption of the nodewise regressions is violated. Finally, Granger causality tests in
the VAR are slightly oversized, but empirical sizes generally remain close to the nominal sizes, and
the test’s power increases with both N and T .
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Appendix A Proofs for Section 3
A.1 Prelimininary results
Lemma A.1. Under Assumption 1, for every j = 1, . . . , N , {utxj,t} is an Lm-Mixingale with
respect to Ft = σ {zt, zt−1, . . . }, with non-negative mixingale constants ct ≤ C and sequence ψq
satisfying
∞∑
q=1
ψq <∞.
Proof of Lemma A.1. Lm+c-boundedness of {xj,tut} follows directly from the L2(m+c)-boundedness
of {zt} and the Cauchy-Schwartz inequality. By Theorem 17.9 in Davidson (1994) it follows that
{xj,tut} is Lm-NED on {sT,t} of size −1. We then apply Theorem 17.5 in Davidson (1994) to
conclude that {xj,tut} is an Lm-mixingale of size −min{1, m(m+c)c (1/m− 1/(m+ c))} = −1, with
respect to Fst = σ{sT,t, sT,t−1, . . . }; the Fst -measurability of zt implies σ{zt, zt−1, . . . } ⊂ Fst , which
in turn implies that {xj,tut} it is also an Lm-mixingale with respect to Ft = σ{zt, zt−1, . . . }. The
summability condition
∞∑
q=1
ψq <∞ is satisfied by the convergence property of p-series:
∞∑
q=1
q−p <∞
for any p > 1.
Lemma A.2. Take an index set S with cardinality |S|. Assuming that ‖βS‖21 ≤ |S|β
′Σβ
φ2Σ(S)
holds for{
β ∈ RN : ‖βSc‖1 ≤ 3‖βS‖1
}
, then on the set CCT (S) :=
{
‖Σˆ−Σ‖∞ ≤ C φ
2
Σ(S)
|S|
}
‖βS‖1 ≤
√
2|S|β′Σˆβ
φΣ(S)
,
for
{
β ∈ RN : ‖βSc‖1 ≤ 3‖βS‖1
}
.
Proof of Lemma A.2. This result follows directly by Corollary 6.8 in Bu¨hlmann and van De Geer
(2011).
Lemma A.3. For index set S with cardinality |S|, assume that Assumption 3 and Assumption 4
hold. Recall the sets ET (x) =
{
max
j≤N,l≤T
[∣∣∣∣ l∑
t=1
utxj,t
∣∣∣∣] ≤ x : x > 0} and CCT (S) = {‖Σˆ−Σ‖∞ ≤ C φ2Σ(S)|S| }.
On the set ET (T λ4 )
⋂ CCT (S):
‖X(βˆ − β0)‖22
T
+
λ
4
‖βˆ − β0‖1 ≤32
3
λ2|S|
φ2Σ(S)
+
8
3
λ‖β0Sc‖1.
Proof of Lemma A.3. The proof largely follows Theorem 2.2 of van de Geer (2016) applied to
β = β0 with some modifications. For the sake of clarity and readability, we include the full proof
here.
Consider two cases. First, consider the case where
‖X(βˆ−β0)‖22
T < −λ4‖βˆ − β0‖1 + 2λ‖β0Sc‖1.
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Then
‖X(βˆ − β0)‖22
T
+
λ
4
‖βˆ − β0‖1 < 2λ‖β0Sc‖1 <
8
3
λ‖β0Sc‖1 +
32
3
λ2|S|
φ2Σ(S)
,
which satisfies Lemma A.3.
Next, consider the case where
‖X(βˆ−β0)‖22
T ≥ −λ4‖βˆ − β0‖1 + 2λ‖β0Sc‖1. From the Lasso opti-
mization problem in eq. (3), we have the Karush-Kuhn-Tucker conditions X
′(y−Xβˆ)
T = λκˆ, where
κˆ is the subdifferential of ‖βˆ‖1. Premultiplying by (β0 − βˆ)′, we get
(β0 − βˆ)′X ′(y −Xβˆ)
T
=λ(β0 − βˆ)′κˆ = λβ0′κˆ− λ‖βˆ‖1 ≤ λ‖β0‖1 − λ‖βˆ‖1.
By plugging in y = Xβ0 +u, the left-hand-side can be re-written as
‖X(βˆ−β0)‖22
T +
u′X(β0−βˆ)
T , and
therefore
‖X(βˆ − β0)‖22
T
≤ u
′X(βˆ − β0)
T
+ λ‖β0‖1 − λ‖βˆ‖1 ≤
(1)
1
T
∥∥u′X∥∥∞ ‖βˆ − β0‖1 + λ‖β0‖1 − λ‖βˆ‖1
≤
(2)
λ
4
‖βˆ − β0‖1 + λ‖β0‖1 − λ‖βˆ‖1 ≤
(3)
5λ
4
‖βˆS − β0S‖1 −
3λ
4
‖βˆSc‖1 +
5λ
4
‖β0Sc‖1
≤
(4)
5λ
4
‖βˆS − β0S‖1 −
3λ
4
‖‖βˆSc − β0Sc‖1 + 2λ‖β0Sc‖1,
where (1) follows from the dual norm inequality, (2) from the bound on the empirical process
given by ET (T λ4 ), (3) from the property ‖β‖1 = ‖βS‖1 + ‖βSc‖1 with βj,S = βj1{j∈S}, as well
as several applications of the triangle inequality, and (4) follows from the fact that ‖βˆSc‖1 ≤[
‖βˆSc − β0Sc‖1 − ‖β0Sc‖1
]
. Note that it follows from the condition
‖X(βˆ−β0)‖22
T ≥ −λ4‖βˆ − β0‖1 +
2λ‖β0Sc‖1 combined with the previous inequality that ‖βˆSc − β0Sc‖1 ≤ 3‖βˆS − β0S‖1 such that
Lemma A.2 can be applied. Adding 3λ4 ‖βˆS − β0S‖1 to both sides and re-arranging, we get by
applying Lemma A.2
4
3
‖X(βˆ − β0)‖22
T
+ λ‖βˆ − β0‖1 ≤8
3
λ‖βˆS − β0S‖1 +
8
3
λ‖β0Sc‖1
≤8
3
λ
√
2|S|(βˆ − β0)′Σˆ(βˆ − β0)
φΣ(S)
+
8
3
λ‖β0Sc‖1.
Using that 2uv ≤ u2 + v2 with u =
√
1
3(βˆ − β0)′Σˆ(βˆ − β0), v = 4
√
2√
3
λ
√
|S|
φΣ(S)
, we further bound the
right-hand-side to arrive at
4
3
‖X(βˆ − β0)‖22
T
+ λ‖βˆ − β0‖1 ≤1
3
‖X(βˆ − β0)‖22
T
+
32
3
λ2|S|
φ2Σ(S)
+
8
3
λ‖β0Sc‖1,
from which the result follows.
Lemma A.4. For Sλ ⊂ S0 6= ∅, we have thst φ
2
Σ(S0)
s0
≤ φ2Σ(Sλ)sλ .
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Proof of Lemma A.4. See Lemma 6.19 in Bu¨hlmann and van De Geer (2011).
Lemma A.5. Under Assumption 1, we have that
P (ET (x)) ≥ 1− CN
(√
T
x
)m
.
Proof of Lemma A.5. By the union bound, Markov’s inequality and the mixingale concentration
inequality of Hansen (1991, Lemma 2), it follows that
P
(
max
j≤N,l≤T
[∣∣∣∣∣
l∑
t=1
utxj,t
∣∣∣∣∣
]
> x
)
≤
N∑
j=1
P
(
max
l≤T
[∣∣∣∣∣
l∑
t=1
utxj,t
∣∣∣∣∣
]
> x
)
≤x−m
N∑
j=1
E
[
max
l≤T
∣∣∣∣∣
l∑
t=1
utxj,t
∣∣∣∣∣
m]
≤ x−m
N∑
j=1
Cm1
(
T∑
t=1
c2t
)m/2
≤ CNTm/2x−m,
as {xj,tut} is a mixingale of appropriate size by Lemma A.1.
A.2 Proofs of the main results
Proof of Theorem 1. By Assumption 3 and Lemma A.3, we have on the set ET (T λ4 )
⋂ CCT (Sλ)
‖X(βˆ − β0)‖22
T
+
λ
4
‖βˆ − β0‖1 ≤32
3
λ2sλ
φ2Σ(Sλ)
+
8
3
λ‖β0Scλ‖1.
It follows directly from Assumption 2 that
sλ ≤
N∑
j=1
1{|β0j |>λ}

∣∣∣β0j ∣∣∣
λ
r ≤ λ−r N∑
j=1
∣∣β0j ∣∣r = λ−rsr.
∥∥∥β0Scλ∥∥∥1 =
N∑
j=1
1{|β0j |≤λ}
∣∣β0j ∣∣ ≤ N∑
j=1
 λ∣∣∣β0j ∣∣∣
1−r ∣∣β0j ∣∣ = λ1−r N∑
j=1
∣∣β0j ∣∣r ≤ λ1−rsr.
Plugging these in, we obtain
‖X(βˆ − β0)‖22
T
+
λ
4
‖βˆ − β0‖1 ≤32
3
λ2λ−rsr
φ2Σ(Sλ)
+
8
3
λλ1−rsr =
[
C1 + C2φ
2
Σ(Sλ)
] λ2−rsr
φ2Σ(Sλ)
.
Proof of Corollary 1. By Theorem 1, we can bound the expressions in (a) and (b) as
‖X(βˆ − β0)‖22
T
≤ [C1 + C2φ2Σ(Sλ)] λ2−rsrφ2Σ(Sλ) = O
(
T b−`(2−r)
)
,
‖βˆ − β0‖1 ≤
[
C1 + C2φ
2
Σ(Sλ)
] λ1−rsr
φ2Σ(Sλ)
= O
(
T b−`(1−r)
)
.
Both upper bounds therefore converge to 0 when −`(1− r) + b < 0.
Further, Theorem 1 holds on the set ET (T λ4 )
⋂ CCT (Sλ). CCT (Sλ) asymptotically holds by Assump-
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tion 4, and by Lemma A.5
P(ET (Tλ/4)) ≥ 1− C N
Tm/2λm
= 1−O
(
T a−m/2+m`
)
,
and this probability converges to 1 when a −m/2 + m` < 0. The intersection of these sets holds
with probability converging to 1 by Boole’s inequality. Combining both bounds gives
 a−m/2 +m` < 0,−`(1− r) + b < 0. =⇒

b
1−r < ` <
1
2 − am ,
1− r − 2b > 0,
m > 2a(1−r)1−r−2b .
Appendix B Proofs for Section 4
B.1 Preliminary results
Lemma B.1. Under Assumptions 1 and 5, the following holds:
(a) {vj,t} is a weakly stationary process with E [vj,t] = 0, ∀j, E [vj,txk,t] = 0, ∀k 6= j, t.
(b) E [|vj,txj,t|m] ≤ C, ∀j, t.
(c) {vj,txk,t} is an Lm-Mixingale with respect to F (j)t = σ {vj,t,x−j,t, vj,t−1,x−j,t−1, . . . }, ∀k 6= j,
with non-negative mixingale constants ct ≤ C and sequences ψq satisfying
∞∑
q=1
ψq ≤ C.
Proof of Lemma B.1. As vj,t are the projection errors from projecting xj,t on all other xk,t, it
follows directly that E [vj,t] = 0 and E [vj,txk,t] = 0. Lm+c-boundedness of {vj,txk,t}, ∀j, k follows
from Assumption 1(a), Assumption 5(b), and the Cauchy-Schwarz inequality. Weak stationarity
follows directly as vj,t is a time-constant function of xt (which 4
th-order stationary by Assump-
tion 5(a)) and following the derivations in Wecker (1978), the product of 4th-order stationary
sequences is weakly stationary. By Theorem 17.8 of Davidson (2002), {vj,t} is L2m-NED on {vT,t}
of size -1, {vj,t} is L2m-NED on {vT,t} of size -1. The remainder of the proof follows as in the proof
of Lemma A.1.
Lemma B.2. Let wt = (w1,t, . . . , wN,t)
′ with wj,t = vj,tut. Under Assumptions 1 and 5 the
following holds:
(a) Let sup
‖h‖1=1
∑∞
l=−∞
∣∣h′Ξ(l)h∣∣ <∞, where Ξ(l) = Ewtw′t−l.
(b) For all j, wj,t is Lm+c-bounded and an Lm-Mixingale of size -1/2 with respect to Ft =
σ {ut,vt, ut−1,vt−1, . . . }, with non-negative mixingale constants C1 ≤ ct ≤ C2.
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(c) For all j, k, l, wj,twk,t−l − E [wj,twk,t−l] is Lm/2-bounded and an L1-Mixingale with respect
to Ft, with non-negative mixingale constants ct ≤ C, and sequences ψq = O(q−s) for some
s ≥ 1.
Proof of Lemma B.2. It follows by the Cauchy-Schwarz inequality that {wj,t} is Lm+c-bounded
for all j = 1, . . . , p, and from the properties of {vj,t} by Theorem 17.9 of Davidson (2002) that
{wj,t} is Lm-NED of size -1. Consequently, Theorem 17.7 (with r - as used in this Theorem - equal
to m+ c) ensures the summability of the autocovariances in (a). Note that the formulation of Ξ(l)
follows from weak stationarity of {wt}, which in turn follows from 4th-order stationarity of {zt}
Part (b) follows again by Theorem 17.5 in the same way as the first part of the proof, while (c)
follows by repeated application of Corollary 17.11 and Theorem 17.5, noting that E(wj,twk,t−l) is
a time-constant function, so trivially NED.
Lemma B.3. Under Assumption 6(a)-(b),on the set PT,nw
⋂LT , we have
max
1≤j≤N
∣∣τˆ2j − τ2j ∣∣ ≤ NδT + C1λ2−rmaxs¯r + C2
√
λ2−rmaxs¯r,
and
max
1≤j≤N
∣∣∣∣∣ 1τˆ2j − 1τ2j
∣∣∣∣∣ ≤
N
δT
+ C1λ
2−r
maxs¯r + C2
√
λ2−rmaxs¯r
C3 − C4
(
N
δT
+ C1λ
2−r
maxs¯r + C2
√
λ2−rmaxs¯r
) .
Proof. Note that τˆ2j can be rewritten as follows
τˆ2j =
∥∥∥xj −X−jγ0j∥∥∥2
2
T
+
∥∥∥X−j (γˆj − γ0j)∥∥∥2
2
T
−
2
(
xj −X−jγ0j
)′
X−j
(
γˆj − γ0j
)
T
+ λj‖γˆj‖1
=
1
T
T∑
t=1
v2j,t +
∥∥∥X−j (γˆj − γ0j)∥∥∥2
2
T
−
2
(
xj −X−jγ0j
)′
X−j
(
γˆj − γ0j
)
T
+ λj‖γˆj‖1.
(B.1)
Then
|τˆ2j − τ2j | ≤
∣∣∣∣∣ 1T
T∑
t=1
v2j,t − τ2j
∣∣∣∣∣+
∥∥∥X−j (γˆj − γ0j)∥∥∥2
2
T
+
2
∣∣∣∣(xj −X−jγ0j)′X−j (γˆj − γ0j)∣∣∣∣
T
+ λj‖γˆj‖1
=:R(i) +R(ii) +R(iii) +R(iv).
By the set LT , we have R(i) ≤ max
j
∣∣∣∣ 1T T∑
t=1
v2j,t − τ2j
∣∣∣∣ ≤ NδT . By eq. (7), it holds that R(ii) ≤
C1λ
2−r
j s
(j)
r ≤ C1λ2−rmaxs¯r. By the set
N⋂
j=1
{E(j)T (T λj4 )} and eq. (7), we have
R(iii) =
2
∣∣∣v′jX−j (γˆj − γ0j)∣∣∣
T
≤ C2λj
∥∥γˆj − γ0j∥∥1 ≤ C2λ2−rmaxs¯r.
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By the triangle inequality R(iv) ≤ λj‖γ0j‖1 + λj‖γˆj − γ0j‖1. Using the weak sparsity index for the
nodewise regressions Sλ,j = {k 6= j : |γj,k| > λj}, write ‖γ0j‖1 =
∥∥∥(γ0j )Scλ,j∥∥∥1 + ∥∥∥(γ0j )Sλ,j∥∥∥1 . These
terms can then be bounded as follows∥∥∥(γ0j )Scλ,j∥∥∥1 =∑
k 6=j
1{|γ0j,k|≤λj}|γ
0
j,k| ≤ λ1−rj s(j)r ≤ λ1−rmaxs¯r.
Bounding the L1 norm by the L2 norm, we get
∥∥(γ0j )Sλ,j∥∥21 ≤sλ,j‖γ0j‖22 ≤ λ−rmaxs¯r‖γ0j‖22,
To further bound ‖γ0j‖22, consider the matrix Θ = Σ−1 = (E [xtx′t])−1 and the partitioning
Σ =
 E
(
x2j,t
)
E
(
xj,tx
′
−j,t
)
E (x−j,txj,t) E
(
x−j,tx′−j,t
)
 .
By blockwise matrix inversion, we can write the jth row of Θ as
Θj =
[
1
τ2j
,− 1
τ2j
E
(
xj,tx
′
−j,t
)
E
(
x−j,tx′−j,t
)−1]
=
1
τ2j
[
1, (γ0j )
′] . (B.2)
It then follows that
‖γ0j‖22 =
∑
k 6=j
(γ0j,k)
2 ≤ 1 +
∑
k 6=j
(γ0j,k)
2 = τ4j ΘjΘ
′
j ≤
τ4j
Λ2min
,
as 1Λmin is the largest eigenvalue of Θ. For a bound on τ
2
j , by the definition of γ
0
j from eq. (6) it
follows that
τ2j = minγj
{
E
[(
xj,t − x′−j,tγj
)2]} ≤ E [(xj,t − x′−j,t0)2] = E [x2j,t] = Σj,j ≤ Λmax.
Similar arguments can be used to bound τ2j from below. By the proof of Lemma 5.3 in van de Geer
et al. (2014), τ2j =
1
Θj,j
, and therefore τ2j ≥ Λmin. It then follows from Assumption 6(b) that
1
C
≤ τ2j ≤ C. (B.3)
We therefore have ‖γ0j‖2 ≤
τ2j
Λmin
≤ C2, such that we can bound the fourth term as
R(iv) ≤ λ2−rmaxs¯r + λ1−r/2max s¯1/2r C23 + C4λ2−rmaxs¯r.
Combining all bounds, we have
|τˆ2j − τ2j | ≤
N
δT
+ C1λ
2−r
maxs¯r + C2λ
2−r
maxs¯r + λ
2−r
maxs¯r +
√
λ2−rmaxs¯rC23 + C4λ
2−r
maxs¯r
=
N
δT
+ C5λ
2−r
maxs¯r + C6
√
λ2−rmaxs¯r.
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For the second statement in Lemma B.3, we have by the triangle inequality and Lemma eq. (B.3)
that∣∣∣∣∣ 1τˆ2j − 1τ2j
∣∣∣∣∣ ≤ |τˆ2j − τ2j |τ4j − τ2j |τˆ2j − τ2j | ≤ |τˆ
2
j − τ2j |
1
C2
− C|τˆ2j − τ2j |
≤
N
δT
+ C5λ
2−r
maxs¯r + C6
√
λ2−rmaxs¯r
C7 − C8
(
N
δT
+ C5λ
2−r
maxs¯r + C6
√
λ2−rmaxs¯r
) .
Lemma B.4. Under Assumption 6(a)-(b), it holds for a sufficiently large T that on the set
N⋂
j=1
E(j)T (T λj4 )
⋂LT ,
‖I − ΘˆΣˆ‖∞ ≤ λmax
C1 − NδT − C2λ
2−r
maxs¯r
.
Proof of Lemma B.4. First, note that since Σˆ is a symmetric matrix
‖I − ΘˆΣˆ‖∞ = ‖ΘˆΣˆ− I‖∞ = ‖ΣˆΘˆ′ − I‖∞ = max
j
{
‖ΣˆΘˆ′j − ej‖∞
}
.
By the extended KKT conditions (see Section 2.1.1 of van de Geer et al., 2014), we have that
max
j
{
‖ΣˆΘˆ′j − ej‖∞
}
≤ max
j
{
λj
τˆ2j
}
≤ λmax
min
j
{τˆ2j } . For a lower bound on minj
{
τˆ2j
}
, note that by
eq. (B.1), τˆ2j can be rewritten as
τˆ2j =
‖xj −X−jγ0j‖22
T
+
‖X−j
(
γˆj − γ0j
)
‖22
T
−
2
(
xj −X−jγ0j
)′
X−j
(
γˆj − γ0j
)
T
+ λj‖γˆj‖1.
With
‖X−j(γˆj−γ0j)‖22
T ≥ 0 and λj‖γˆj‖1 ≥ 0 by definition for all j, we have
τˆ2j ≥
‖xj −X−jγ0j‖22
T
−
2
(
xj −X−jγ0j
)′
X−j
(
γˆj − γ0j
)
T
=
T∑
t=1
v2j,t
T
−
2v′jX−j
(
γˆj − γ0j
)
T
.
The dual norm inequality in combination with the triangle inequality then gives
τˆ2j ≥ τ2j −
∣∣∣∣∣ 1T
T∑
t=1
v2j,t − τ2j
∣∣∣∣∣− 2T maxk 6=j {|v′jxk|} ‖γˆj − γ0j‖1,
≥ 1
C
−max
j
{∣∣∣∣∣ 1T
T∑
t=1
v2j,t − τ2j
∣∣∣∣∣
}
− 2
T
max
k 6=j
{|v′jxk|} ‖γˆj − γ0j‖1,
where the second line follows from eq. (B.3). Then, on the sets LT and E(j)T (T λj4 )
τˆ2j ≥ C1 −
N
δT
− λj
2
‖γˆj − γ0j‖1 ≥ C1 −
N
δT
− C2λ2−rj s(j)r ≥ C1 −
N
δT
− C2λ2−rmaxs¯r,
where we applied Theorem 1 for the second inequality. As λ2−rmaxs¯r → 0, for a large enough T we
have that
min
j
1
τˆ2j
≤ 1
C1 − NδT − C2λ
2−r
maxs¯r
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from which the result follows.
Lemma B.5. Under Assumptions 1 and 5, the following holds
P
 N⋂
j=1
E(j)T (xj)
 ≥ 1− C N2Tm/2
min
1≤j≤N
xmj
.
Proof of Lemma B.5. By Lemmas A.5 and B.1, we have P
(
E(j)T (xj)
)
≤ CN(√T/xj)m. Then
P
 N⋂
j=1
E(j)T (xj)
 ≥ 1− N∑
j=1
P
({
E(j)T xj
}c) ≥ 1− N2Tm/2
min
1≤j≤N
xmj
.
Lemma B.6. Under Assumptions 1, 2 and 6(a)-(b), on the set PT,las
⋂PT,nw⋂LT we have that
‖∆‖∞ ≤
√
Tλ1−rsr
λmax
C1 − NδT − C2λ
2−r
maxs¯r
.
Proof of Lemma B.6. Plugging in the definition of ∆, we have
‖∆‖∞ ≤
√
T‖I − ΘˆΣˆ‖∞‖βˆ − β0‖∞ ≤
√
T‖I − ΘˆΣˆ‖∞‖βˆ − β0‖1.
Under Assumption 6(a) and (b), on the sets ET (T λ4 )
⋂ CCT (Sλ), we have
‖X(βˆ − β0)‖22
T
+ λ‖βˆ − β0‖1 ≤ [C1 + C2Λmin] λ
2−rsr
Λmin
= Cλ2−rsr, (B.4)
from which it follows that ‖βˆ − β0‖1 ≤ Cλ1−rsr. Combining this bound with Lemma B.4 gives
‖∆‖∞ ≤
√
Tλ1−rsr
λmax
C1 − NδT − C2λ
2−r
maxs¯r
.
Lemma B.7. Under Assumption 6(a)-(b), on the set ET (Tλ)
⋂PT,nw,
max
1≤j≤N
1√
T
∣∣vˆ′ju− v′ju∣∣ ≤ C√Tλ2−rmaxs¯r.
Proof of Lemma B.7. Starting from the nodewise regression model, write
1√
T
∣∣vˆ′ju− v′ju∣∣ = 1√
T
∣∣u′X−j (γ0j − γˆj)∣∣ ≤ 1√
T
∥∥u′X∥∥∞ ∥∥γˆj − γ0j∥∥1 .
By the set ET (Tλ) and eq. (7),
√
T
max
j
{|u′Xj |}
T
∥∥γˆj − γ0j∥∥1 ≤√Tλ∥∥γˆj − γ0j∥∥1 ≤ C√Tλλ1−rj s(j)r ≤ C√Tλ2−rmaxs¯r,
where the upper bound is uniform in j.
Lemma B.8. Define the set E(j)T,uv(x) :=
{
max
s≤T
∣∣∣∣ s∑
t=1
vj,tut
∣∣∣∣ ≤ x : x > 0}. Under Assumptions 1
and 5, it follows that P
(
E(j)T,uv(x)
)
≥ 1− CTm/2xm .
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Proof of Lemma B.8. By the Markov inequality, Lemma B.2 and the mixingale concentration
inequality of Hansen (1991, Lemma 2),
P
(
max
s≤T
∣∣∣∣∣
s∑
t=1
vj,tut
∣∣∣∣∣ > x
)
≤
E
(
max
s≤T
∣∣∣∣ s∑
t=1
vj,tut
∣∣∣∣m)
xm
≤
Cm1
(
T∑
t=1
(
c
(j)
t
)2)m/2
xm
=
CTm/2
xm
,
from which the result follows.
Lemma B.9. Under Assumptions 1, 3, 5 and 6(a)-(b), on the set ET (Tλ)
⋂PT,nw⋂LT ⋂ E(j)T,uv(T 1/2η−1T )
with η−1T ≤ C
√
T , we have∣∣∣∣∣ 1√T vˆ
′
ju
τˆ2j
− 1√
T
v′ju
τ2j
∣∣∣∣∣ ≤ η−1T /δT + C1
√
Tλ2−rmaxs¯r + C2η
−1
T
√
λ2−rmaxs¯r
C3 − C4
(
1/δT + C1λ
2−r
maxs¯r + C2
√
λ2−rmaxs¯r
) .
Proof of Lemma B.9. Start by writing∣∣∣∣∣ 1√T vˆ
′
ju
τˆ2j
− 1√
T
v′ju
τ2j
∣∣∣∣∣ ≤ 1√T
∣∣∣∣∣∣
(
vˆ′ju− v′ju
)
τˆ2j
∣∣∣∣∣∣+
∣∣∣∣∣ 1τˆ2j − 1τ2j
∣∣∣∣∣
∣∣∣∣v′ju√T
∣∣∣∣ =: R(i) +R(ii).
For the first term, we can bound from above using Lemmas B.3 and B.7, where the factor N is not
needed as we consider pointwise bounds here. We then get
R(i) ≤
|vˆ′ju− v′ju|√
T
1
|τ2j | − |τˆ2j − τ2j |
≤ C5
√
Tλ2−rmaxs¯r
1/C6 −
(
1
δT
+ C1λ
2−r
maxs¯r + C2
√
λ2−rmaxs¯r
) .
For the second term, we can bound from above using the pointwise version of Lemma B.3 and the
set E(j)T,uv(T 1/2η−1T ) to get
R(ii) ≤
η−1T /δT + C7λ
2−r
maxs¯rη
−1
T + C8
√
λ2−rmaxs¯rη−1T
C9 − C10
(
1/δT + C1λ
2−r
maxs¯r + C2
√
λ2−rmaxs¯r
) .
Combining both bounds gives
R(i) +R(ii) ≤
η−1T /δT + C1
√
Tλ2−rmaxs¯r + C2η
−1
T
√
λ2−rmaxs¯r
C3 − C4
(
1/δT + C1λ
2−r
maxs¯r + C2
√
λ2−rmaxs¯r
)
from which the result follows.
Lemma B.10. For any process {dt}Tt=1 and constant x > 0, define the set ET,d(x) := {‖d‖∞ ≤ x} .
Let maxt E |dt|p ≤ C <∞. Then P (ET,d(x)) ≤ Cx−pT .
Proof. The result follows directly from the Markov inequality
P (‖d‖∞ > x) ≤ x−pE
[
max
t
|dt|p
]
≤ x−pT max
t
E |dt|p ≤ Cx−pT.
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Lemma B.11. Under Assumptions 1, 2, 5 and 6(a)-(b), on the set
P(j,k)T,uv := PT,las
⋂
PT,nw
⋂
LT
⋂
E(j)l,uv(l1/2η−1T )
⋂
E(k)l,uv(l1/2η−1T )
⋂
El(lλ)
⋂
ET,uvw,
where ET,uvw is a set, defined within the proof, with probability at least 1−CT−c/m for some c > 0,
the following holds∣∣∣∣∣ 1T − l
T∑
t=l+1
(wˆj,twˆk,t−l − wj,twk,t−l)
∣∣∣∣∣ ≤ C1 [T 1/2λ2−rmaxsmax,r]2
+ C2T
1
mλ2−rmaxsmax,r + C3
√
T
3−m
m λ2−rmaxsmax,r.
Proof. We can write∣∣∣∣∣ 1T − l
T∑
t=l+1
(wˆj,twˆk,t−l − wj,twk,t−l)
∣∣∣∣∣ ≤
∣∣∣∣∣ 1T − l
T∑
t=l+1
(wˆj,t − wj,t) (wˆk,t−l − wk,t−l)
∣∣∣∣∣
+
∣∣∣∣∣ 1T − l
T∑
t=l+1
(wˆj,t − wj,t)wk,t−l
∣∣∣∣∣+
∣∣∣∣∣ 1T − l
T∑
t=l+1
wj,t (wˆk,t−l − wk,t−l)
∣∣∣∣∣
=:
1
T − l
[
R(i) +R(ii) +R(iii)
]
.
Take R(i) first. Using that wˆj,t−q = uˆt−qvˆj,t−q, straightforward but tedious calculations show
that
R(i) ≤
∣∣∣∣∣
T∑
t=l+1
(uˆt − ut) (uˆt−l − ut−l) (vˆj,t − vj,t) (vˆk,t−l − vk,t−l)
∣∣∣∣∣
+
∣∣∣∣∣
T∑
t=l+1
(uˆt − ut) (uˆt−l − ut−l) (vˆj,t − vj,t) vk,t−l
∣∣∣∣∣+
∣∣∣∣∣
T∑
t=l+1
(uˆt − ut)ut−l (vˆj,t − vj,t) (vˆk,t−l − vk,t−l)
∣∣∣∣∣
+
∣∣∣∣∣
T∑
t=l+1
(uˆt − ut) (uˆt−l − ut−l) vj,t (vˆk,t−l − vk,t−l)
∣∣∣∣∣+
∣∣∣∣∣
T∑
t=l+1
(uˆt − ut) (uˆt−l − ut−l) vj,tvk,t−l
∣∣∣∣∣
+
∣∣∣∣∣
T∑
t=l+1
(uˆt − ut)ut−lvj,t (vˆk,t−l − vk,t−l)
∣∣∣∣∣+
∣∣∣∣∣
T∑
t=l+1
ut (uˆt−l − ut−l) (vˆj,t − vj,t) (vˆk,t−l − vk,t−l)
∣∣∣∣∣
+
∣∣∣∣∣
T∑
t=l+1
ut (uˆt−l − ut−l) (vˆj,t − vj,t) vk,t−l
∣∣∣∣∣+
∣∣∣∣∣
T∑
t=l+1
utut−l (vˆj,t − vj,t) (vˆk,t−l − vk,t−l)
∣∣∣∣∣ =:
9∑
i=1
R(i),i.
Using that ‖vˆj − vj‖2 =
∥∥∥X−j (γˆ0 − γ0j)∥∥∥
2
≤ C
√
Tλ2−rmaxs¯r and ‖uˆj − uj‖2 =
∥∥∥X (βˆ − β0)∥∥∥
2
≤
C
√
Tλ2−rsr, we can use the Cauchy-Schwarz inequality to conclude that
R(i),1 ≤ ‖uˆ− u‖22 ‖vˆj − vj‖2 ‖vˆk − vk‖2 ≤ C1T 2λ2−rsrλ2−rmaxs¯r ≤ C1T 2
[
λ2−rmaxsmax,r
]2
.
On the set ET,u(T 1/2m))
⋂ ET,vj (T 1/2m))⋂ ET,vk(T 1/2m), we have that ‖u‖∞ , ‖vj‖∞ , ‖vk‖∞ ≤
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CT 1/2m. Then we can use this, plus the previous results to find that
R(i),2 ≤ ‖vk‖∞
T∑
t=l+1
|uˆt − ut| |uˆt−l − ut−l| |vˆj,t − vj,t|
≤ ‖vk‖∞ ‖uˆ− u‖22 ‖vˆj − vj‖2 ≤ CT
1
2mT 3/2
[
λ2−rmaxsmax,r
]3/2
.
We then find in the same way that
R(i),3 ≤ ‖u‖∞ ‖uˆ− u‖2 ‖vˆj − vj‖2 ‖vˆk − vk‖2 ≤ CT
1
2mT 3/2
[
λ2−rmaxsmax,r
]3/2
,
R(i),4 ≤ ‖uˆ− u‖22 ‖vj‖∞ ‖vˆk − vk‖2 ≤ CT
1
2mT 3/2
[
λ2−rmaxsmax,r
]3/2
.
For R(i),5, let v˜j,k,l = (vj,l+1vk,1, . . . , vj,T vk,T−l)′ where we know that v˜j,k,l has bounded m + c
moments. Then, on the set ET,v˜j,k,l(T 1/m), we have that
R(i),5 ≤ ‖uˆ− u‖22 ‖v˜j,k,l‖∞ ≤ CT
1
mTλ2−rmaxsmax,r.
Similarly defining w˜j,l = (u1vk,l+1, . . . , uT−lvj,T )′, w˜k,−l = (ul+1vk,1, . . . , uT vk,T−l)′ and u˜l =
(u1ul+1, . . . , uT−luT )′, all with m+ c bounded moments, we find on the set
ET,u(T 1/2m)
⋂
ET,u˜(T 1/m)
⋂
ET,w˜j,l(T 1/m)
⋂
ET,w˜k,−l(T 1/m)
that
R(i),6 ≤ ‖w˜j,l‖∞ ‖uˆ− u‖2 ‖vˆk − vk‖2 ≤ CT
1
mTλ2−rmaxsmax,r,
R(i),7 ≤ ‖u‖∞ ‖uˆ− u‖2 ‖vˆj − vj‖2 ‖vˆk − vk‖2 ≤ CT
1
2mT
[
λ2−rmaxsmax,r
]3/2
,
R(i),8 ≤ ‖w˜k,−l‖∞ ‖uˆ− u‖2 ‖vˆj − vj‖2 ≤ CT
1
mTλ2−rmaxsmax,r,
R(i),9 ≤ ‖u˜l‖22 ‖vˆj − vj‖2 ‖vˆk − vk‖2 ≤ CT
1
mTλ2−rmaxsmax,r.
It then follows that 1T−lR(i) ≤ C1T
[
λ2−rmaxsmax,r
]2
+ C2T
1/mλ2−rmaxsmax,r.
For R(ii) we get analogously on the set ET,u(T 1/2m)
⋂ ET,vj (T 1/2m)⋂ ET,wj (T 1/m)
R(ii) ≤
∣∣∣∣∣ 1T − l
T∑
t=l+1
(uˆt − ut) (vˆj,t − vj,t)wk,t−l
∣∣∣∣∣
+
∣∣∣∣∣ 1T − l
T∑
t=l+1
(uˆt − ut) vj,twk,t−l
∣∣∣∣∣+
∣∣∣∣∣ 1T − l
T∑
t=l+1
ut (vˆj,t − vj,t)wk,t−l
∣∣∣∣∣
≤ ‖uˆ− u‖2 ‖vˆj − vj‖2 ‖wk‖∞ + ‖uˆ− u‖2 ‖vj‖∞ ‖wk‖∞ + ‖u‖∞ ‖vˆj − vj‖2 ‖wk‖∞ ,
≤ C1T 1mTλ2−rmaxsmax,r + C2T
3
2mT 1/2
√
λ2−rmaxsmax,r + C3T
3
2mT 1/2
√
λ2−rmaxsmax,r.
Finally, R(iii) follows identically to R(ii).
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Collect all sets in the set
E(j,k)T,uvw := ET,u(T 1/2m)
⋂
ET,vj (T 1/2m)
⋂
ET,vk(T 1/2m)
⋂
ET,v˜j,k,l(T 1/m)⋂
ET,u˜(T 1/m)
⋂
ET,w˜j,l(T 1/m)
⋂
ET,w˜k,−l(T 1/m).
Now note that by application of Lemma B.10, we can show that all sets, and by extension their
intersection, have a probability of at least 1 − CT−c/m for some c > 0. Take for instance the sets
with x = T 1/m. In that case we can apply Lemma B.10 with p = m + c moments to obtain a
probability of 1− C (T 1/m)−m−c T = 1− CT 1−(m+c)/m = 1− CT−c/m. The sets for p = 2(m+ c)
moments can be treated similarly.
Lemma B.12. Define
ET,ww(x) :=
{∣∣∣∣∣ 1T − l
T∑
t=l+1
wj,twk,t−l − ξj,k(l)
∣∣∣∣∣ ≤ x
}
.
Under Assumptions 1 and 5, it holds that
P
[
ET,ww
(
T
2−m
2(s+1)−4
)]
≥ 1− η−1T .
Proof. Consider the set
{∣∣∣∣∣ 1T−l T∑t=l+1wj,twk,t−l − ξj,k(l)
∣∣∣∣∣ ≤ κT
}
. We can use the Triplex inequality
(Jiang, 2009) to show under which conditions this set holds with probability converging to 1. Let
zt = wj,twk,t−l:
P
(∣∣∣∣∣
T∑
t=l+1
[zt − Ezt]
∣∣∣∣∣ > κT (T − l)
)
≤ 2q × exp
(−(T − l)κ2T
288q2χ2T
)
+
6
κT (T − l)
T−l∑
t=1
E |E (zt |Ft−q )− E(zt)|+ 15
κT (T − l)
T−l∑
t=1
E
[|zt|1{|zt|>χT }]
=: R(i) +R(ii) +R(iii).
We treat the first term last, as we first need to establish the restrictions put on κT , q and χT
from R(ii) and R(iii). For the second term, by Lemma B.2(c)
E |E (zt |Ft−q )− E(zt)| ≤ ctψq ≤ Cψq ≤ C1q−s,
such that R(ii) ≤ Cκ−1T q−s. Hence we need that κ−1T q−s → 0 as T →∞.
For the third term, we have by Ho¨lder’s and Markov’s inequalities
E
[|zi|1{|zi|>χT }] ≤ E
[
|zt|
( |zt|
χT
)m/2−1
1{|zi|>χT }
]
≤ χ1−m/2T E |zt|m/2
so R(iii) ≤ Cκ−1T χ1−m/2T . Hence we know that we need to take χT and κT such that χm/2−1T κT →∞
42
as T →∞.
Our goal is to minimize κT while ensuring all conditions are satisfied. For R(ii) we need that
κT ≥ q−sη−1T,1, where ηT,1 is a sequence that decreases to 0 arbitrarily slowly. For R(iii) we need
that κT ≥ η−1T,1χ1−m/2T . Finally, consider R(i). For R(i) we need that
2q exp
(
−C Tκ
2
T
q2χ2T
)
≤ ηT,2 ⇒ κT ≥ C qχT√
T
ln q,
where we take ηT,2 ≥ Cq−1. Hence, we can set
κT = C max
{
qχT√
T
ln q, η−1T q
−s, η−1T χ
1−m/2
T
}
,
where we minimize this expression by solving for the (q, χT ) pair that sets all three terms equal.
This calculation yields that choosing
κT = CT
2−m
2(s+1)m−4
is the lowest rate possible.
B.2 Proofs of main results
Proof of Theorem 2. Using eq. (4), we can write
√
TRN
(
bˆ− β0
)
=
√
TRN
(
βˆ − β0 + ΘˆX
′(y −Xβˆ)
T
)
= RN
(
ΘˆX ′u√
T
+ ∆
)
,
Furthermore, note that by the definition of Θˆ, it follows directly that ΘˆX ′ = Υˆ
−2
Vˆ
′
, where
Vˆ = (vˆ1, . . . , vˆN ), such that ΘˆX
′u/
√
T = Υˆ
−2
Vˆ
′
u/
√
T .
Regarding RN , we may without loss of generality consider the case with P = 1. In the multi-
variate setting, let R∗N be a P ×N matrix with 1 < P <∞, and non-zero columns indexed by the
set H of cardinality h = |H| < ∞. By the Crame´r-Wold theorem, √TR∗N (bˆ − β0) d→ N(0,Ψ∗) if
and only if
√
Tα′R∗N (bˆ− β0) d→ N(0,α′Ψ∗α) for all α 6= 0. We show this directly by letting the
1×N vector RN = α′R∗N and the scalar ψ = lim
N,T→∞
α′R∗N (Υ
−2ΩN,TΥ−2)R∗′Nα.
The proof will now proceed by showing that RN∆
p−→ 0 and
∥∥∥ΘˆX ′u−Υ−2V ′u∥∥∥
∞
/
√
T
p−→ 0.
By Lemma B.6, it holds that
‖∆‖∞ ≤
√
Tλ1−rsr
λmax
C1 − ηT − C2λ2−rmaxs¯r
=: U∆,T ,
on the set PT,las
⋂PT,nw⋂LT . First note that U∆,T → 0 as by assumption √Tλmaxλ1−rsr → 0
and λ2−rmaxs¯r → 0. Regarding PT,las
⋂PT,nw⋂LT , it follows from Lemma A.5 that P (ET (Tλ/4)) ≥
1−C N
Tm/2λm
→ 1 under the assumption that N
Tm/2λm
→ 0 as T →∞. Similarly, Lemma B.5 shows
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that P
(
N⋂
j=1
{
E(j)T (T λj4 )
})
≥ 1 − C N2
Tm/2λmmin
→ 1. The probabilities of sets CCT (Sλ), CCT,nw(s¯λ),
and LT converge to 1 by Assumptions 4, 6(c), and 7 respectively. It then directly follows that
|RN∆| ≤ ‖RN‖1 ‖∆‖∞ → 0.
By Lemma B.9, on the set
EV,T := ET (Tλ/4)
⋂
PT,nw
⋂
LT
⋂
E(j)T,uv(T 1/2η−1T )
it holds that
1√
T
∣∣∣∣∣ vˆ′juτˆ2j − v
′
ju
τ2j
∣∣∣∣∣ ≤ η−1T /δT + C1
√
Tλs¯r + C2η
−1
T
√
λ2−rmaxs¯r
C3 − C4
(
1/δT + C1λ
2−r
maxs¯r + C2
√
λ2−rmaxs¯r
) =: UV,T .
By Assumption 7, η−1T /δT ≤ 1/N → 0, and letting ηT such that η−1T ≤ T 1/4 gives η−1T
√
λ2−rmaxs¯r ≤[√
Tλ2−rmaxs¯r
]1/2
. As
√
Tλ2−rmaxs¯r ≤
√
Tλ2−rmaxsr,max → 0 by assumption, it follows directly that UV,T →
0. The only new set appearing in EV,T is E(j)T,uv(T 1/2η−1T ), whose probability converges to 1 by
Lemma B.8.
As RN has only finitely many non-zero elements, the pointwise convergence established above
allows us to conclude that
∥∥∥ΘˆX ′u−Υ−2V ′u∥∥∥
∞
/
√
T
p−→ 0.
The final part of the proof is then devoted to establishing the central limit theorem. This result
can be shown by applying Theorem 24.6 and Corollary 24.7 of Davidson (2002). Following the
notation therein, let XT,t =
1√
PN,TψT
RNΥ
−2wt, where PN,T =
RNΥ
−2ΩN,TΥ−2R′N
ψ ; note that by
definition of ψ, PN,T → 1 as N,T → ∞. Further, left F tT,−∞ = σ {sT,t, sT,t−1, . . . }, the positive
constant array {cT,t} = 1√
PN,TψT
, and r = m+ c. We show that the requirements of this Theorem
are satisfied.
Part (a), F tT,−∞-measurability of XT,t, follows from the measurability of zt in Assumption 1(b),
E [XT,t] = 1√
PN,TψT
RNΥ
−2E [wt] = 0 follows from the rewriting wj,t =
(
xj,t − x′−j,tγ0j
)
ut and
noting that E [xj,tut] = 0, ∀j by Assumption 1(a), and
E
( T∑
t=1
XT,t
)2 = 1
PN,Tψ
RNΥ
−2E
[
1
T
(
T∑
t=1
wt
)(
T∑
t=1
w′t
)]
Υ−2R′N
=
1
PN,Tψ
RNΥ
−2ΩN,TΥ−2R′N = 1.
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For part (b) we get that
sup
T,t
{(
E|RNΥ−2wt|m+c
)1/(m+c)}
= sup
T,t

E
∣∣∣∣∣∣
∑
j∈H
RN,j
τ2j
wj,t
∣∣∣∣∣∣
m+c1/(m+c)

≤
(1)
∑
j∈H
|RN,j |
τ2j
sup
T,t
{(
E|wj,t|m+c
)1/(m+c)} ≤
(2)
C,
where (1) is due to Minkowski’s inequality, and (2) follows from h < 0, τ2j ≤ C by eq. (B.3), and
wj,t is Lm+c-bounded by Lemma B.2(b).
For part (c’), by the arguments in the proof of Lemma B.2, wj,t is Lm-NED of size -1 on sT,t,
which is α-mixing of size −m(m+ c)/c < −(m+ c)/(m+ c− 2).
Finally, for (d’), we letMT = max
t
{cT,t} = 1√
PN,TψT
, such that sup
T
TM2T = sup
T
1
RNΥ
−2ΩN,TΥ−2R′N
≤
C, where the inequality follows from 1
τ2j
≥ 1C by eq. (B.3), and RNΥ−2ΩN,TΥ−2R′N is bounded
from below by the minimum eigenvalue of ΩN,T (assumed to be bounded away from 0), via the
Min-max theorem.
Finally, Theorem 2 states that this convergence is uniform in β0 ∈ B(sr). This follows by
noting that eq. (B.4) holds uniformly in β0 ∈ B(sr).
Proof of Theorem 3. As in the proof of Theorem 2, without loss of generality, take RN to be a
1 × N vector with non-zero elements indexed by the set H of cardinality h = |H| < ∞. We can
write ∣∣∣RNΥˆ−2ΩˆΥˆ−2R′N −Ψ∣∣∣ ≤ ∣∣∣RN [Υˆ−2ΩˆΥˆ−2 −Υ−2ΩˆΥ−2]R′N ∣∣∣
+
∣∣∣RNΥ−2ΩˆΥ−2R′N −Ψ∣∣∣ =: R(a) +R(b).
For R(a) we get that
R(a) ≤
∣∣∣RN [Υˆ−2 −Υ−2] Ωˆ [Υˆ−2 −Υ−2]R′N ∣∣∣+ 2 ∣∣∣RN [Υˆ−2 −Υ−2] ΩˆΥ−2R′N ∣∣∣
≤
∣∣∣RN [Υˆ−2 −Υ−2] [Ωˆ−ΩN,QT ] [Υˆ−2 −Υ−2]R′N ∣∣∣+ ∣∣∣RN [Υˆ−2 −Υ−2]ΩN,QT [Υˆ−2 −Υ−2]R′N ∣∣∣
+ 2
∣∣∣RN [Υˆ−2 −Υ−2] [Ωˆ−ΩN,QT ]Υ−2R′N ∣∣∣+ 2 ∣∣∣RN [Υˆ−2 −Υ−2]ΩN,QTΥ−2R′N ∣∣∣ ,
where
ΩN,QT := E
[
1
T
(
QT∑
t=1
wt
)(
QT∑
t=1
w′t
)]
=
QT−1∑
l=1−QT
(
1− |l|
QT
)
Ξ(l).
As RN only contains finitely many arguments, it suffices to consider |τˆj − τj | for any j = 1, . . . , N
and
∣∣∣ωˆj,k − ωN,QTj,k ∣∣∣ for all j, k = 1, . . . , N , where ωN,QTj,k is the (j, k)-th element of ΩN,QT . The first
result follows directly from Lemma B.3.
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We now show the second result. First note that∣∣∣ωˆj,k − ωN,QTj,k ∣∣∣ ≤ QT−1∑
l=1−QT
(
1− |l|
QT
) ∣∣∣ξˆj,k(l)− ξj,k(l)∣∣∣
≤
QT−1∑
l=1−QT
(
1− |l|
QT
) ∣∣∣ξˆj,k(l)− ξ˜j,k(l)∣∣∣+ QT−1∑
l=1−QT
(
1− |l|
QT
) ∣∣∣ξ˜j,k(l)− ξj,k(l)∣∣∣
where we define ξ˜j,k(l) :=
1
T−l
T∑
t=l+1
wj,twk,t−l. It follows from Lemmas B.11 and B.12 that
∣∣∣ξˆj,k(l)− ξ˜j,k(l)∣∣∣ ≤ C1 [T 1/2λ2−rmaxsmax,r]2 + C2T 1mλ2−rmaxsmax,r + C3√T 3−mm λ2−rmaxsmax,r∣∣∣ξ˜j,k(l)− ξj,k(l)∣∣∣ ≤ C4T 2−m2(s+1)m−4 .
on the set P(j,k)T,uv
⋂ ET,ww (T 2−m2(s+1)m−4), and it also follows directly from these lemmas that this set
holds with probability converging to 1. The set
P(j,k)T,uv := PT,las
⋂
PT,nw
⋂
LT
⋂
E(j)l,uv(l1/2η−1T )
⋂
E(k)l,uv(l1/2η−1T )
⋂
El(lλ)
⋂
ET,uvw
holds with probability converging to 1. This can be shown by the arguments in the proof of
Theorem 2 for PT,las
⋂PT,nw⋂LT , by Lemma B.8 for E(j)l,uv(l1/2η−1T ), by Lemma A.5 for El(lλ), and
ET,uvw follows from Lemma B.11. Similarly ET,ww
(
T
2−m
2(s+1)m−4
)
holds with probability converging
to 1 by Lemma B.12. Plugging the upper bounds in, we find that∣∣∣ωˆj,k − ωN,QTj,k ∣∣∣ ≤ (2QT + 1) [C1 [T 1/2λ2−rmaxsmax,r]2
+C2T
1
mλ2−rmaxsmax,r + C3
√
T
3−m
m λ2−rmaxsmax,r + C4T
2−m
2(s+1)m−4
]
.
Hence,
∣∣∣ωˆj,k − ωN,QTj,k ∣∣∣ p−→ 0 if we take
QT ≤ CηT min
{
T−1λ2(r−2)max s
−2
max,r, T
− 1
mλr−2maxs
−1
max,r, T
m−3
2m λ
r−2
2
maxs
−1/2
max,r, T
m−2
2(s+1)m−4
}
.
This concludes the part of R(a). With the results above, it remains to be shown for R(b) that∣∣RNΥ−2 (ΩN,QT −ΩN,T ) Υ−2R′N ∣∣ → 0. Given the characteristics of RN , it suffices to show that∣∣∣ωN,QTj,k − ωj,k∣∣∣→ 0. Note that
∣∣∣ωN,QTj,k − ωj,k∣∣∣ ≤
∣∣∣∣∣∣
T∑
l=QT
[ξj,k(l) + ξk,j(l)]
∣∣∣∣∣∣+
∣∣∣∣∣∣
QT−1∑
l=1−QT
l
QT
ξj,k(l)
∣∣∣∣∣∣
≤ 2
T∑
l=QT
|ξj,k(l)|+
QT−1∑
l=1−QT
l
QT
|ξj,k(l)| .
The first part converges to 0 as
∑T
l=0 |ξj,k(l)| ≤ C by Lemma B.2(a) and QT →∞. For the second
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part we have, for an arbitrary δ > 0, that
QT−1∑
l=1−QT
l
QT
|ξj,k(l)| ≤
QT−1∑
l=1−QT
l1−δ
QT
lδ |ξj,k(l)| ≤ 1
QδT
QT−1∑
l=1−QT
lδ |ξj,k(l)| ≤ Q−δT C,
where the summability of ξj,j(l) follows from the NED property of wj,t by Theorem 17.7 of Davidson
(2002). In particular, it follows from eq. (17.26) therein that |ξj,k(l)| is smaller in order of magnitude
than Cψl = O(l
−1−) for some  > 0, and therefore summable. It is then clear that for any  > δ > 0,
lδ |ξj,k(l)| ≤ O(l−1−+δ), which is also summable.
This shows that R(b)
p−→ 0. Finally, this result holding uniformly in β0 ∈ B(sr) follows the same
logic as the proof of Theorem 2, namely that eq. (B.4) holds uniformly in β0 ∈ B(sr).
Proof of Corollary 2. The result follows by applying Theorems 2 and 3, so the assumed rates
from both must be satisfied:
Nλ−mT−m/2 → 0,
N2λ−mminT
−m/2 → 0,
√
Tλ2−rmaxsr,max → 0,
QTTλ
2(2−r)
max s2r,max → 0
QTT
1/mλ2−rmaxsr,max → 0
QTT
3−m
2m λ
(2−r)/2
max s
1/2
r,max → 0
QTT
2−m
2(s+1)m−4 → 0
=⇒

a+ `m−m/2 < 0
2a+ `
¯
m−m/2 < 0
1/2− L(2− r) +B < 0
δQ + 1− L2(2− r) + 2B < 0
δQ + 1/m− L(2− r) +B < 0
δQ +
3−m
2m − L(2− r) +B/2 < 0
δQ +
2−m
2(s+1)m−4 < 0
=⇒

δQ+1+2B
2(2−r) < L ≤ `¯ <
1
2 − 2am
1− r − δQ − 2B > 0
m > 4a(2−r)1−r−δQ−2B
0 < δQ <
m−2
4m−4 .
By implication of Theorem 2
√
TRN (bˆ− β0) d→ N(0,ψ),
uniformly in β0 ∈ B(sr). Then, by Theorem 3
RN (Υˆ
−2
ΩˆΥˆ
−2
)R′N
p→ ψ,
also uniformly in β0 ∈ B(sr). By Slutsky’s Theorem, it is then the case that
√
TRN (bˆ− β0) d→ N(0,ψ),
uniformly in β0 ∈ B(sr). As a consequence,
sup
β0∈B(sr)
∣∣∣∣∣∣P
√T RN (bˆ− β0)√
RN (Υˆ
−2
ΩˆΥˆ
−2
)R′N
≤ z
−Φ(z)
∣∣∣∣∣∣ = op(1), ∀z ∈ R.
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Appendix C Supplementary Results
Lemma C.1. Assume xt admits the following VMA(∞) decomposition
xt =
∞∑
s=0
Φst−s,
where Φs = diag(φ1,s, . . . , φN,s) and t is a Martingale difference sequence with respect to F,t =
σ {t, t−1, . . . }. Furthermore, assume
(a) E [t′t|F,t−1] = Σt with [Σt]i,i = σ2i,t and [Σt]i,j = ρt.
(b) E [|j,t|ν ] ≤ C, ∀j, t, and some ν > 2.
(c) max
s≤r
E [|i,t−sj,t−r − E (i,t−sj,t−r) |] = ci,j(t) ≤ C ∀i, j, t,
(d)
∞∑
s=q
|φj,s| ≤ ψj,q = O (q−pi) ∀j, q ∈ N0, and some pi > 0.
Take the following asymptotic growth rates N ∼ T a, a ≥ 1, and sλ
φ2Σ(Sλ)
= O
(
T b
)
= O
(
N b/a
)
, 0 <
b < 12 . If the following relation holds
1
ν/2− 1 +
1
2pi
<
1/2− b
2a+ b
,
then Assumption 4 is satisfied.
Proof of Lemma C.1. By the union bound
P
(
‖Σˆ−Σ‖∞ > ηT
)
≤
N∑
i=1
N∑
j=1
P
(∣∣∣∣∣
T∑
t=1
(xitxj,t − E [xitxj,t])
∣∣∣∣∣ > TηT
)
.
Now apply the Triplex inequality (Jiang, 2009)
P
(∣∣∣∣∣
T∑
t=1
(xitxj,t − E [xitxj,t])
∣∣∣∣∣ > TηT
)
≤ 2q × exp
( −Tη2T
288× q2κ2T
)
+
6
TηT
T∑
t=1
E [|E (xitxj,t|F,t−q)− E (xitxj,t)|] + 15
TηT
T∑
t=1
E
[
|xitxj,t|1{|xitxj,t|>κT }
]
= R(i) +R(ii) +R(iii).
Let ηT =
φ2Σ(Sλ)
sλ
= O(T−b), q ∼ T δq , δq > 0 and κT ∼ T δK , δK > 0. If we can show that all three
terms go to zero as T →∞, then the proof is complete.
N∑
i=1
N∑
j=1
R(i) = 2N
2q × exp
( −Tη2T
288× q2κ2T
)
.
Due to the exponent, this term converges when
Tη2T
288×q2κ2T
→ ∞. Plugging in the chosen growth
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rates:
Tη2T
288× q2κ2T
=
C21 × T (1−2b)
288× q2κ2T
= O
(
T (1−2b−2δq−2δK)
)
,
and we need 1− 2b− 2δq − 2δK > 0.
By Lemma 12(1) of Medeiros and Mendes (2016), R(ii) ≤ 6TηT
T∑
t=1
ci,j(t)φi,qφj,q, so
N∑
i=1
N∑
j=1
R(ii) ≤
N∑
i=1
N∑
j=1
(
6
TηT
T∑
t=1
Cψ2q
)
= C
N2
ηT
ψ2q = O
(
T (2a+b−2piδq)
)
,
and we need 2a+ b− 2piδq < 0.
By Minkowski’s inequality, it follows that
E [|xi,t|ν ] = E
[∣∣∣∣∣
∞∑
s=0
φi,si,t−s
∣∣∣∣∣
ν]
≤ max
s
{E [|i,t−s|ν ]}
( ∞∑
s=0
|φi,s|
)ν
≤ Cψνi,0 <∞,
and by Cauchy-Schwarz E
[|xi,txj,t|ν/2] <∞. By Lemma 10 of Medeiros and Mendes (2016),
R(iii) ≤
C
ηTκ
ν/2−1
T
,
so
N∑
i=1
N∑
j=1
R(iii) ≤
CN2
ηTκ
ν/2−1
T
= O
(
T 2a+b−δK(ν/2−1)
)
,
and we need 2a+ b− δk(ν/2− 1) < 0.
To satisfy all bounds, we need to take
1− 2b− 2δq − 2δK > 0
2a+ b− 2piδq < 0
2a+ b− δK(ν/2− 1) < 0
=⇒
 2a+ b < pi (1− 2b− 2δK)2a+ b− δK(ν/2− 1) < 0
=⇒ 1
ν/2− 1 +
1
2pi
<
1/2− b
2a+ b
.
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