Abstract. While deep convolutional neural networks have led to great progress in image semantic segmentation, they typically require collecting a large number of densely-annotated images for training. Moreover, once trained, the model can only make predictions in a pre-defined set of categories. Therefore, few-shot image semantic segmentation has been explored to learn to segment from only a few annotated examples. In this paper, we tackle the challenging one-shot semantic segmentation problem by taking advantage of objectness. In order to capture prior knowledge of object and background, we first train an objectness segmentation module which generalizes well to unseen categories. Then we use the objectness module to predict the objects present in the query image, and train an objectness-aware few-shot segmentation model that takes advantage of both the object information and limited annotations of the unseen category to perform segmentation in the query image. Our method achieves a mIoU score of 57.9% and 22.6% given only one annotated example of an unseen category in PASCAL-5 i and COCO-20 i , outperforming related baselines overall.
Introduction
Semantic segmentation aims at predicting a category label for every pixel in an image. Deep neural networks have significantly advanced the development of semantic segmentation with numerous CNN-based architectures and mechanisms [23, 5, 47, 4, 41, 22, 39, 48, 12, 11, 32] . However, it typically requires a large number of images with pixel-wise annotations to train these models. Dense annotations are expensive to obtain. Moreover, once trained, these models are limited to make predictions in a pre-defined set of categories. To address these challenges, few-shot semantic segmentation is actively explored with the goal of quickly adapting to new concepts with a few annotated examples. We target this challenging few-shot semantic segmentation problem in this paper, especially the most challenging scenario, one-shot semantic segmentation, where only a single annotated example is provided.
Prior works have explored many ways to solve few-shot segmentation, for example network parameter imprinting [28, 30] , meta-learning [34] , prototype learning [7, 36] , etc. Recently, many works [25, 16, 46, 44, 43, 24] tackle the problem by measuring feature similarity between the annotated example and every . From left to right we show: the support image with annotated mask of the target category, the query image with ground truth segmentation mask for the target category, the objects predicted by our objectness module, the predicted segmentation of our method with and without objectness.
spatial location of the query image. These methods typically extract a representative feature from the annotated example, and compare it to the query image feature to determine which pixels in the query image belong to the same object category. However, the feature comparison often fails when either the target object category has large appearance variance or the query image has a cluttered background. For example, in row 1 in Figure 1 , the annotated chair in the support image (column 1) only matches part of the chair in the query image through feature comparison (column 5), because the chair in the query image has significantly different appearance from the annotated chair in the support image. On the other hand, in row 2 in Figure 1 , the annotated sheep (column 1) match not only the sheep region in the query image, but also a background region which shares similar texture with the target sheep category (column 5). It is hard to predict an accurate segmentation for the target category in the query image through only feature comparison.
Foreground objects, even from different semantic categories, share some common features that differentiate themselves from background. If we can learn and take advantage of general prior knowledge about objects and backgrounds, we can fill the missing regions for the chair (row 1 column 4 in Figure 1 ) and remove the cluttered background for the sheep (row 2 column 4 in Figure 1 ) in the predicted segmentation mask.
In this paper, we introduce a method to tackle few-shot semantic segmentation that relies on learning prior knowledge about objects and backgrounds. We first train an objectness module to learn object and background priors. Then we introduce a simple objectness-aware dense comparison module to match features between the query image and the annotated images, while being aware of the query objectness map predicted by our pretrained objectness module. This proposed pipeline is illustrated in Figure 1 . For the chair example (row 1), our objectness module predicts both the chair and person regions to be objects in the query image (column 3). The objectness-aware comparison module removes the person and keeps most of the chair region after observing features from the annotated chair in the support image (column 4). The objectness-aware segmentation (column 4) is more accurate than segmentation with only feature comparison (column 5). Similarly for the sheep example (row 2), our objectness module predicts an accurate object map for the sheep in the query image (column 3). The objectness-aware comparison module transfers this object prior knowledge to the final prediction so that the misclassified background regions (column 5) are correctly regarded as background in the predicted segmentation mask (column 4).
We conduct experiments on two datasets to validate the benefits of leveraging objectness in few-shot semantic segmentation. We use a simple network structure with standard network backbones to fully focus on the effect that objectness has on few-shot segmentation. By taking advantage of objectness information, even with a simple architecture and objectness-aware comparison module, our proposed method outperforms the related baselines in one-shot semantic segmentation on both datasets.
Related Work
Semantic Segmentation. This task of assigning class labels to every pixel in an image has long been a fundamental problem in computer vision. Since FCN [23] was introduced, deep convolutional neural networks have been the dominant solutions over earlier systems that rely on hand-crafted features [15, 29, 20] . Following FCN [23] , numerous architectures and mechanisms were introduced to capture contextual information [5, 47, 4, 41, 22, 39, 48, 12] and generate high-resolution representations [11, 32] . These works typically require a large number of densely annotated images for training. Unlike such works, we focus on the few-shot scenario where there are limited annotations for an object category.
Few-Shot Learning. The aim of this problem is to learn general knowledge that can easily transfer to new classes with a small amount of training data. A representative study is few-shot classification. Researchers have explored network parameter prediction [2, 37] , optimization model learning [10, 26] and metric learning [17, 31, 33, 35] to tackle this problem. Our objectness-aware dense comparison module is most related to metric learning based approaches, but we use its extension in dense form to target semantic segmentation.
Few-Shot Semantic Segmentation. For this task, the aim is to label pixels of the target object category in the query image, given only a few images with ground truth segmentation annotation for the target category. Shaban et al. [28] first introduced few-shot learning in semantic segmentation, and trained a conditional branch to predict the parameters of the final segmentation layer from the few annotated examples. Siam et al. [30] proposed an AMP module to imprint weights of the final segmentation layer. Yang et al. [40] established a local transformation module between the query image and annotated images. Tian et al. [34] proposed MetaSegNet from a meta-learning perspective. Other works [7, 36] tackle the problem by adopting prototypical networks [31] . Recently, a few works [25, 16, 46, 44, 43, 24] fuse the information from the query image and the few annotated images to predict the segmentation mask. Like such methods, our method also fuses the information for feature comparison between the query image and annotated images. Unlike prior work, we introduce objectness to few-shot segmentation. We demonstrate how to perform feature comparison in a objectness-aware manner. Our experiments show that the object prior learned by our objectness module can improve the segmentation mask prediction given only one annotated example of an unobserved category (Section 4).
Foreground Object Segmentation. The task of predicting a binary mask of object regions in an image in a category-independent manner is a fundamental problem facilitating a wide range of vision applications. Earlier approaches rely on low-level hand-crafted features [27, 8, 49, 1, 3, 18] for foreground object segmentation. More recently, deep convolutional neural network (CNN) based approaches [19, 38, 42, 45] have been the status quo in generic foreground object detection and segmentation as well. Our work extends prior work in demonstrating an additional advantage of this task for tackling the few-shot semantic segmentation problem. We pre-train an objectness module for generic object segmentation, and use its predicted objectness map for few-shot semantic segmentation. We adopt HRNet [32] , which has shown success in pixelwise labeling tasks, as the backbone of our objectness module. Experiments demonstrate the advantage of this approach, which we attribute to it being better able to capture the general object and background prior for few-shot semantic segmentation.
Method
We propose a method to tackle few-shot semantic segmentation. We begin by introducing the problem definition, including the notations and formulations for few-shot semantic segmentation in Section 3.1. Then we describe our solution to solve this problem in Section 3.2, with the key novelty being the introduction of objectness. Finally, we provide implementation details in Section 3.3.
Problem Definition
Given K images with annotated segmentation masks for a new object category, our goal is to predict the segmentation mask of the same object category in the query image. The problem is typically named K-shot semantic segmentation and the K images are typically called support images.
We follow the training and testing protocols in prior work [28, 25, 7, 30, 46, 36, 44, 43, 24, 40] . Suppose we are provided with two image sets D train and D test that are constructed from two non-overlapping category sets C train and C test (C train ∩ C test = ∅). Both the training set D train and test set D test consist of episodes. Each episode is composed of a query image Q and a set S of support images. Namely
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. Each support image set S has K support images together with their annotated foreground masks of an object category. Namely,
is an RGB image and M k ∈ R H k ×W k is a binary mask denoting the annotation for the object category. We randomly sample episodes from D train to train a model and evaluate the trained model on D test across all the testing episodes. The main challenge is how to make the knowledge learned from D train generalize to D test which is constructed from a disjoint category set C test .
Proposed Framework
An overview of our framework is shown in Figure 2 . It consists of three modules: a feature extraction module, objectness module, and objectness-aware dense comparison module. We first use the feature extractor to extract representations for the query image and support images respectively. Then we introduce the objectness module to produce an objectness map for the query image. Finally we propose an objectness-aware comparison module to compare each spatial location of the query image feature to the support image feature, while being aware of the query objectness map. Next we describe details about each module.
Feature Extraction. The feature extractor aims to extract representations for feature matching between the query image and support images. We aim to extract a compact feature for the target object category in the support image, and then compare it to the query image features to recognize objects belonging to the same category. The main challenge of feature extraction in few-shot scenario is to learn features that can generalize to unseen categories even if they are never observed in training.
We adopt ResNet [14] as the backbone of the feature extractor. The backbone model is pretrained on ImageNet [6] , as done in prior work [36, 44, 40] . ResNet typically has 4 blocks, capturing features from low-level cues such as edge and color, to high-level concepts such as object category. In order to extract features that can generalize to unseen categories, we focus on middle-level features rather than high-level features. Middle-level features may constitute object parts that are shared between the training categories and unseen testing categories. Therefore, we take the features produced by block2 and block3, and concatenate them together to generate a 1,536-dimensional feature for each spatial location. We further apply a linear transformation to project the 1,536-dimensional feature to a 256-dimensional feature space in order to reduce redundant dimensions. The linear transformation can be implemented as a 1 × 1 convolutional layer. We apply the same feature extractor to both the query image and support images, and get 256-channel feature maps respectively. The obtained feature map is 1/8 of the input image resolution. We use the 256-channel feature map as the representative features for the query image in the following comparison module.
In order to acquire a representative feature for the target object category while excluding other categories and background in the support image, we employ the following masked average pooling operation [46, 44, 36] to extract a global vector for the target category:
(h, w) indexes the spatial locations. K is the number of support images. Objectness. In order to capture the general object and background prior, we design an objectness module F to produce an object map for the query image. Namely, given a query image I Q , it produces an objectness mapÔ I Q = F(I Q ) ∈ R Hi×Wi where each value denotes the probability for each spatial location to be part of an object. We adopt HRNetV2-W48 [32] as the backbone of the objectness module. HRNet [32] produces strong high-resolution representations by connecting high-to-low resolution in parallel, and has shown success in semantic segmentation, object detection, human pose estimation and facial landmark detection. It consists of several convolutional layers decreasing the resolution to 1/4 of the query image. The query image feature we use is 1/8 resolution of the query image. Therefore we further downsample the objectness map by 1/2 to make it have the same resolution as the query image feature.
We train the objectness module to detect all objects in the image. Suppose
H×W is the ground truth object mask for a query image I Q . O I Q is a binary mask with 1 denoting object and 0 denoting background. We train our objectness module F by the standard cross-entropy loss Loss(O I Q , F(I Q )) between the ground truth binary mask O I Q and our predicted objectness map F(I Q ). We derive the training set for objectness D object train from the training set for semantic segmentation D train . Specifically, D train consists of images with semantic segmentation annotations. We derive D object train by ignoring the semantic category information in D train and treat all semantic categories except background as the foreground object class. Note that D object train contains no objects from C test . Therefore, the objectness module has never observed any testing category in training. We will demonstrate in Section 4 that our objectness module generalizes reasonably well to unseen categories C test and it is valuable for boosting the performance of few-shot semantic segmentation.
Objectness-Aware Dense Comparison. With the objectness map of the query image, the objectness-aware dense comparison module aims to predict the mask for the target category in the query image by conducting dense objectnessaware comparison between each location of the query image features and the representative feature of the target category in the support image. It takes as input a concatenation of the objectness map produced by our pretrained objectness module, query image features extracted by the feature extractor, and the representative feature of the target category in the support image. We pass the concatenated input to an Atrous Spatial Pyramid Pooling (ASPP) module [4] to produce a multi-scale representation. Specifically, ASPP module consists of four parallel branches, each producing a different representation for each scale. The output feature maps from the four scales are concatenated together and processed by two additional convolution layers to predict the segmentation of the target category. The comparison module is trained using standard cross-entropy loss between the predicted segmentation mask and ground truth segmentation for the target category.
Implementation
During training, all images are resized to 328 × 328. We first train the objectness module to select all objects in the image. Then we use the pretrained weights and fix the objectness module when training the objectness-aware dense comparison module. We also fix the feature extractor when training for comparison. We tried finetuning the feature extractor when training the comparison module, but the feature extractor failed to learn features that can generalize to unseen categories by overfitting to the training categories.
We use SGD optimizer for all experiments. We train the objectness module for 300,000 iterations with batch size 4, which takes about 50 hours on GeForce GTX 1080Ti. The training for the comparison module takes about 102 hours for 600,000 iterations with batch size 4, when each training episode contains one support image.
In testing, both the query image and support images are resized to 328 × 328 before being fed to the model. The segmentation mask output is then resized to the original image resolution for evaluation.
Experiments
We now evaluate the power of our proposed method in few-shot semantic segmentation. We conduct experiments on two few-shot segmentation datasets in Section 4.1 and 4.2 to evaluate our method and compare it to related baselines.
PASCAL-5
is a dataset for few-shot semantic segmentation, built from PASCAL VOC 2012 [9] with extended annotations [13] . We follow the division in [28] such that 20 object categories are evenly divided into four folds, each with five categories. We take three folds for training and use the remaining one fold for evaluation in the cross-validation manner. In this way, the train and test set belong to disjoint categories. At test time, we randomly sample 1,000 episodes in the test fold for evaluation. When training either the objectness module or the comparison module, our model has never observed any object from the testing categories. The category split in each fold is as follows. fold1:aeroplane, bicycle, bird, boat, bottle; fold2: bus, car, cat, chair, cow; fold3: dining table, dog, horse, motorbike, person; fold4: potted plant, sheep, sofa, train, tv/monitor. More details of the dataset can be found in [28] .
Baselines: We evaluate 5 variants of our approach and compare them to 11 existing methods for few-shot semantic segmentation. For the 11 existing baselines (OSLSM [28] , co-FCN [25] , PL [7] , A-MCG [16] , AMP [30] , SG-One [46] , PANet [36] , CANet [44] , PGNet [43] , FWB [24] and LTM [40] ), we report the numbers provided in the original papers. In what follows, we provide details of the 5 variants of our approach.
-Res50 : It does not use the objectness module and uses ResNet-50 as the feature extractor. This is valuable for assessing the benefit of objectness in few-shot segmentation. 
Few-Shot Semantic Segmentation Results:
We show 1-shot segmentation results in Table 1 . Overall, our method outperforms the 11 related baselines with respect to both metrics. Specifically, our method (Res101+Objectness) results in a 0.9 percentage point and 1.6 percentage point improvement over the next best baseline in terms of mIoU and FB-IoU respectively. We evaluate 5 variants of our approach to illustrate the benefits of our design choices. The gains of Res50+Objectness over Res50 and Res101+Objectness over Res101 demonstrate the advantage of introducing objectness in few-shot segmentation; e.g., we observe more than a 6 percentage boost in mIoU. The slight gain of Res101+Objectness over Res50+Objectness shows that Res101
Dining projects images into a better feature space than Res50 when taking advantage of objectness. The better performance of Res101+Objectness versus Objectness illustrates the benefit of training our objectness-aware dense comparison module. Objectness alone achieves 56.3% in mIoU, indicating our objectness module generalizes reasonably well to unseen categories. We observe for one fold that Objectness outperforms Res101+Objectness with respect to one metric (i.e., mIoU ). We conduct further analysis on this fold (i.e., fold3) to better understand why. We show the IoU for each of the 5 testing categories on this fold in Table 2 . Res101+Objectness outperforms Objectness in dining table, dog, horse and motorbike, but is much worse for person. This indicates that the features learned by the objectness-aware comparison module cannot generalize to the person category. This occurs probably because person has a different shape and object part configuration from all the training categories, while the other four categories have "similar" category in the other three folds used in training. For example, dog is "similar" to cat in fold2, and motorbike shares similar shape and part configuration with bicycle in fold1.
We show qualitative results in Figure 4 . As shown in the top 5 rows, our objectness module first predicts objects and our objectness-aware dense comparison module can remove irrelevant object regions by fusing the target category information from the support image. For example in row 1, our objectness module predicts both the monitor and cat regions to be objects (column 3). Given two annotated monitors in the support image (column 1), our objectness-aware comparison module removes most of the cat region in the final prediction (column 4). In row 2, the comparison module removes the person and keeps the cat region since cat is annotated in the support image. In the bottom 4 rows, we demonstrate how introducing objectness may result in more accurate segmentation. In row 6 and 7, Res101 (column 5) predicts some background pixels to be part of the target category, because those background pixels share similar middlelevel features, such as texture, with the annotated regions in the support image. The feature extractor focuses on middle-level features to alleviate overfitting. Therefore it cannot differentiate those background pixels by only comparing the support image and the query image. However, our objectness module can rely on the general object and background prior learned during training to recognize them as background (column 3), and our objectness-aware comparison module can transfer this knowledge to the final prediction (column 4). In rows 8 and 9, only part of the target object is segmented when only comparing the query image feature and the support image feature (column 5). However, when leveraging the object prior learned by the objectness module, our approach generates more accurate segmentation for the train and car respectively (column 4). In row 9, note that only a small region of an occluded car is annotated at the bottom Table 3 . mIoU and FB-IoU of 11 baselines and 2 variants of our approach on the task of 5-shot semantic segmentation in PASCAL-5
i .
right of the support image (column 1). Our method can still predict a reasonable segmentation for this challenging episode by taking advantage of objectness. We also show 5-shot segmentation results in Table 3 . Our approach is comparable to the best baseline LTM [40] in mIoU and outperforms the next best baseline by 1 percentage point in FB-IoU. The gain of our 5-shot results over 1-shot results shows that our method benefits from more support information. Res101+Objectness is slightly better than Res50+Objectness, reinforcing that ResNet-101 provides a better feature space for feature matching.
COCO-20
i Dataset: i [36, 24] , created from MSCOCO [21] , is a more challenging dataset than PASCAL-5
i . Similar to PASCAL-5 i , the 80 object categories are evenly divided into four folds, yet in this dataset each fold contains 20 categories. We follow the same splits as [36] . We also follow the same protocol for training and testing as in PASCAL-5 i .
Baselines: We evaluate 3 variants of our approach and compare them to 2 existing methods (PANet [36] , FWB [24] ) for few-shot semantic segmentation. For PANet [36] , FWB [24] , we report the numbers provided in the original papers. Details of the three variants of our approach (Res101, Objectness, Res101+Objectness) are provided in Section 4.1.
Evaluation Metrics: We use the same two metrics in Section 4.1.
Few-Shot Semantic Segmentation Results:
We show 1-shot segmentation results in Table 4 . Overall, our method outperforms the two related baselines with respect to both metrics. Specifically, our method (Res101+Objectness) results Table 4 . mIoU and FB-IoU of 2 baselines and 3 variants of our approach on the task of 1-shot semantic segmentation in i .
in a 1.4 percentage point and 1.6 percentage point improvement over the next best baseline in terms of mIoU and FB-IoU respectively. The performance is generally lower than that in PASCAL-5 i since COCO-20 i is more challenging containing more diverse content.
We also evaluate three variants of our approach to examine the impact of our design choices. The qualitative results are shown in Figure 3 . The gains of Res101+Objectness over Res101 reinforce the advantage of introducing objectness in few-shot segmentation; i.e., we observe a 1.3 and 1 percentage point boost in mIoU and FB-IoU respectively. Res101+Objectness improves over Objectness on three folds in terms of mIoU. Also it achieves 60.8%, outperforming Objectness considerably by 14.3 percentage points in FB-IoU. These improvements illustrate the benefit of training the objectness-aware comparison module.
We observe for one fold (i.e., fold1) that Objectness outperforms Res101+Objectness and Res101 with respect to mIoU. As we saw in the previous experiment for fold3 in PASCAL-20 i , this occurs because the objectness-aware comparison module is learning class-specific features that cannot generalize to some of the unseen testing categories in this specific fold. Some of the categories with poor generalization on this fold include person, car, bus, train, truck, etc. Among these categories, car, bus and truck are similar, but they are in the same testing fold and there is no "similar" category in the other three folds used for training. Therefore, our model has poor generalization on these categories at the same time. Still, the improvements on the other three folds and mean FB-IoU highlights the general advantage of the comparison module.
We also show 5-shot results in Table 5 . The gain of our 5-shot results over 1-shot reinforces that our method benefits from more support information; i.e. we observe a 5.3 percentage point improvement in mIoU. Our approach outperforms both baselines in terms of FB-IoU while PANet [36] , a non-parametric metric learning based baseline, outperforms our approach in mIoU. As reported in their paper, one advantage of PANet [36] is that it learns more effectively given more support images, which is demonstrated by the large gain from 1-shot to 5-shot. Our approach is still valuable in the more challenging 1-shot scenario, illustrated by the improvements over related baselines in two datasets with respect to both metrics. Given more support images, it is valuable future work to investigate how to more effectively fuse support information while being aware of objectness. i . From left to right we show the support image with the target mask, the query image with ground truth segmentation for the target category, the prediction of our objectness module, the prediction of our method with objectness and our method without objectness. Table 5 . mIoU and FB-IoU of 2 baselines and our approach on the task of 5-shot semantic segmentation in COCO-20 i .
Conclusions
We propose to tackle one-shot semantic segmentation by taking advantage of objectness. The key novelty of our work lies in relying on the object and background prior learned by our objectness module. Experiments demonstrate that our proposed method achieves state-of-the-art one-shot semantic segmentation results on two datasets: PASCAL-5 i and COCO-20 i . We offer this work as a valuable foundation for beginning to explore richer algorithmic architectures that better leverage objectness to tackle few-shot semantic segmentation. One promising direction is to investigate how to train the comparison module to learn objectness-aware features with better generalization, to address our observation that the objectness-aware comparison module occasionally failed to learn class-agnostic features. Another direction is to investigate how to more effectively fuse support information when given more support images. Our work shows both the benefit of objectness and opportunities to better leverage it going forward. i . From left to right we show the support image with the mask of the target category, the query image with ground truth segmentation for the target category, the prediction of our objectness module, the prediction of our method with objectness and our method without objectness.
B Qualitative Results in PASCAL-5 i
We show more qualitative 1-shot semantic segmentation results to demonstrate how introducing objectness may result in more accurate segmentation in PASCAL-5 i in Figures 5, 6 , 7, and 8. Typically our objectness module better captures the object and background prior and our objectness-aware dense comparison module can transfer the prior knowledge to the final segmentation prediction. We also show some failure cases in the bottom four rows of Figure 8 . In row 5-6, we show failure cases where our objectness module fails to recognize all the objects, i.e. an aeroplane in row 5 and a boat in row 6. Our objectness-aware comparison module cannot recover the missing recognized objects in these two cases. In row 7-8, we show failure cases where our objectness-aware comparison module fails to remove irrelevant objects. This occurs probably because the irrelevant object shares similar middle-level features with the target object. By taking advantage of objectness, our approach may remove background regions which share similar features with the target object. However, it is still hard for our approach to remove irrelevant foreground objects regions which share similar features. It is valuable future work to learn more discriminative features to differentiate such irrelevant object regions from the target object.
C Qualitative Results in COCO-20 i
We show more qualitative 1-shot semantic segmentation results in i in Figure 9 . The top 6 rows demonstrate how introducing objectness may result in more accurate segmentation. Similar to PASCAL-5 i , we also show failture cases in the bottom 2 rows, where row 7 shows a failure case of the objectness module and row 8 shows a failure case of the objectness-aware comparison module. i . From left to right we show the support image with the mask of the target category, the query image with ground truth segmentation for the target category, the prediction of our objectness module, the prediction of our method with objectness and our method without objectness. i . From left to right we show the support image with the mask of the target category, the query image with ground truth segmentation for the target category, the prediction of our objectness module, the prediction of our method with objectness and our method without objectness. i . From left to right we show the support image with the mask of the target category, the query image with ground truth segmentation for the target category, the prediction of our objectness module, the prediction of our method with objectness and our method without objectness. i . From left to right we show the support image with the mask of the target category, the query image with ground truth segmentation for the target category, the prediction of our objectness module, the prediction of our method with objectness and our method without objectness. i . From left to right we show the support image with the mask of the target category, the query image with ground truth segmentation for the target category, the prediction of our objectness module, the prediction of our method with objectness and our method without objectness.
