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We calculate the static longitudinal polarizability of single-wall carbon nanotubes in the long
wavelength limit taking into account spin-orbit effects. We use a four-orbital orthogonal tight-
binding formalism to describe the electronic states and the random phase approximation to calculate
the dielectric function. We study the role of both the Rashba as well as the intrinsic spin-orbit
interactions on the longitudinal dielectric response, i.e. when the probing electric field is parallel
to the nanotube axis. The spin-orbit interaction modifies the nanotube electronic band dispersions,
which may especially result in a small gap opening in otherwise metallic tubes. The bandgap size
and state features, the result of competition between Rashba and intrinsic spin-orbit interactions,
result in drastic changes in the longitudinal static polarizability of the system. We discuss results
for different nanotube types, and the dependence on nanotube radius and spin-orbit couplings.
PACS numbers: 73.22.-f, 78.67.Ch, 71.70.Ej, 71.45.Gm
I. INTRODUCTION
Carbon nanotubes (CNTs) have been a subject of
intense research since their discovery in 1992 and
subsequent systematic synthesis by different growth
techniques.1 These quasi 1D-systems exhibit interesting
physical properties that makes them ideal building blocks
for nanodevices with a variety of proposed optoelectronic
and sensor functionalities. Among the different proper-
ties of CNTs, electronic transport is of special interest,
as different structural details of the nanotubes (wrap-
ping angle and diameter) result in qualitatively different
electronic characteristics, including metallic and semi-
conducting behavior.1
The electronic properties of nanostructured devices are
strongly influenced by the dielectric properties of the host
material, and this is especially true of CNTs. Size and
chirality dependence of the dielectric constant in CNTs
have been studied previously, and shown to result in dif-
ferent behavior, depending on the electronic character,
size and the external electric field configuration applied
on the nanotube.2 The zero frequency dielectric response
of carbon nanotubes not only affects the charge carrier
transport in nanoelectronics devices based on CNT, but
can also be a tool to determine their interaction with ad-
sorbed molecules and external fields. The different dielec-
tric response of metallic and semiconducting CNTs has
been shown to be an essential ingredient in sorting CNTs
according to their electronic properties (as related to the
different polarizabilities),3 and to strongly affect the force
microscope measurements on individual CNTs.4,5
Interestingly, however, the effect of spin-orbit inter-
actions (SOIs) has not been analyzed in the context of
the polarizability of these structures. The existence of
spin-orbit coupling in CNTs has been theoretically stud-
ied in previous works,6–8 and observed in transport ex-
periments to have sizable effects,9 including breaking the
four-fold degeneracy and electron-hole symmetry induced
by the coupling of the electron orbital and spin degrees of
freedom.10 SOIs provide further fascinating opportunities
in the design of qubits and novel spintronic devices.11,12
In this work we explore the consequences of SOI on the
polarizability of single walled CNTs. The measure to
which SOI effects may be tunable via applied fields may
provide in principle a useful manipulation scheme of the
dielectric function of such nanoscale system. This ap-
proach may also yield additional controls on the opti-
mization of this material for electronic devices.
To this end, the aim of this paper is to present calcu-
lations of the longitudinal static polarizability of CNTs
in the long wavelength limit in the presence of SOI. We
consider SOI contributions known as the intrinsic spin-
orbit (ISO),13 as well as the Rashba spin-orbit (RSO)
interactions.7,14 Our results are analyzed for different
nanotube chiralities, and as function of radius and SOI
parameters. As we will describe in detail, ISO interac-
tions induce the appearance or enhancement of an energy
gap in the spectrum near the Fermi level of undoped
nanotubes (for metallic or semiconductor tubes, respec-
tively). This change is shown to be responsible for dra-
matic changes in the static polarizability, as the intrinsic
character of the CNT is modified. In contrast, RSO inter-
actions tend to reduce the gap and produce electron-hole
asymmetries in the spectrum, which also affect the dielec-
tric response, opening the possibility of a tunable dielec-
tric function for nanoelectronic device implementation,15
metallicity characterization,16 and molecular detection.17
Effects of SOIs on the transport properties have also been
studied recently.18
In what follows, we describe the four-orbital tight-
binding model used, and the effect of including spin-orbit
couplings on the electronic band structure of different
CNTs. Similarly, we present the random phase approxi-
mation (RPA) formalism used to calculate the dielectric
function, and explore the dependence of the polarizabil-
ity on SOI parameters and CNT characteristics.
2II. THEORETICAL MODEL
FIG. 1: (color online) Hexagonal lattice showing the two car-
bon atoms (red and blue circles, lower right) of the unit cell of
graphene. Shaded region represents unit cell of the single-wall
CNT, as determined by the chiral vector ~Ch = n~a1 + m~a2,
which defines the edge of the rolled up CNT, and ~T , which
defines the axis of the tube. In the zone-folding approxima-
tion, CNTs have different electronic properties depending on
the chirality indices (n,m), as indicated.
Single-wall carbon nanotubes can be seen as sections
of a graphene sheet rolled up into a tube. Depending on
the chiral vector that defines the edge of the rolled CNT,
given by the indices (n,m) as shown in Fig. 1, one can
have metallic or semiconductor behavior.19 Nanotubes
with (n,m = n) are called armchair for their edge profile
and have always metallic behavior; those with (n,m = 0)
have zigzag edges, and can be both metallic or semicon-
ducting. As this classification follows the symmetries of
flat graphene, it ignores effects of curvature and the con-
comitant orbital mixing that gives rise to sizable spin-
orbit coupling of even the π-manifold.6,20 To model the
carbon nanotube we use a four-orbital orthogonal tight-
binding basis set, considering nearest neighbors hopping
and include SOI via two different terms in the Hamilto-
nian
H = H0 +HISO +HRSO, (1)
where H0 is the graphene-like (no-SOI) Hamiltonian,
with appropriate boundary conditions. HISO is the in-
trinsic spin-orbit term, and HRSO is the Rashba spin-
orbit term, both present in a lattice system with broken
mirror symmetry. The first term can be written as
H0 =
∑
i,σ,α
ǫiσαc
†
iσαciσα +
∑
〈i,j〉,σ,α,β
tijα,βc
†
iσαcjσβ +H.c.,
(2)
where c†iσα/ciσα creates/annihilates an electron, ǫiσα is
the on-site energy in different sites i for different orbitals
(α = 2s, 2px, 2py, and 2pz) and spin, σ =↑ (↓). The pa-
rameter tijα,β is the hopping parameter for different atomic
orbitals, obeying the underlying graphene symmetries as
well as the periodic boundary conditions intrinsic to the
CNT.19 This Hamiltonian results in a 16 × 16 matrix,
and its diagonalization gives spin up/down degenerate
spectra as reported in previous work.19
The spin-orbit interactions on the Hamiltonian are in-
cluded only for the π-orbital subbands. This approxima-
tion is excellent, as most of the contributions to the static
dielectric function for undoped CNTs comes from these
subbands, given their close proximity to the Fermi level.
The intrinsic spin-orbit term is given by13
HISO = iλISO
∑
〈〈i,j〉〉
νijc
†
is
zcj +H.c., (3)
where λISO is the intrinsic spin-orbit interaction, s
z is
the Pauli matrix and νij = (2/
√
3)|dˆ1 × dˆ2| = ±1, with
dˆ1 and dˆ2 the two unit vectors defining the bonds that an
electron chooses in going from site i to j (next-nearest-
neighbors in the lattice).13 In k-space this ISO Hamilto-
nian can be written as,
HISO = λISO
∫
d2kΨ†(k)M ISOπ Ψ(k), (4)
where M ISOπ is a diagonal matrix in the basis of the π-
orbitals, ΨT = (ak↑ bk↑ ak↓ bk↓), given by
M ISOπ =


fk 0 0 0
0 −fk 0 0
0 0 −fk 0
0 0 0 fk

 , (5)
with fk = 2 sin(
√
3acky)− 4 cos(3ackx/2), ac = 0.142nm
is the nearest neighbor separation, and k’s are measured
from the Γ point.
The third term in Eq. (1) is the Rashba interaction,
which arises as one considers extrinsic or built-in sources
of electric field, typically assumed to be either in the
radial direction of the nanotube (due to curvature), or
transverse to the CNT if arising from interaction with
the substrate.20 One can write
HRSO = iλR
∑
〈i,j〉
c†i (~uij · ~s) cj +H.c., (6)
where ~s are the Pauli matrices. For a radial electric
field (defined as the rˆ-direction),7 one has ~uij = rˆ × ~δij ,
where the vectors ~δij connect an atom A (or B) to the
three first-neighbors. The Rashba strength λR is ex-
pected to be a few meV for graphene and related carbon
systems,6 although recent experiments demonstrate that
this value can be greatly increased to about 200 meV
when graphene is deposited on a Ni substrate.21 Experi-
ments in CNTs also point to sizable λR values (of a few
meV).9,10 In k-space, the Rashba coupling can be written
as
HR = λR
∫
d2kΨ†(k)MRπ Ψ(k), (7)
3where, in the π-orbital basis one has
MRπ =


0 0 0 iA+B
0 0 −iA∗ −B∗ 0
0 iA−B 0 0
−iA∗ +B∗ 0 0 0

 ,(8)
with A = −√3ieiackx/2 sin(√3acky/2) and B = eiackx −
e−iackx/2 cos(
√
3acky/2).
The static polarizability is calculated using the random
phase approximation, ignoring local field effects.2 The
real part of the static dielectric function is given by
ǫ(~q, ω = 0) = 1 + νq
∑
p,n1,n2,s1,s2
| 〈p, n1, s1 | e−i~q·~r | s2, n2, p+ q〉 |2
En1s1(p)− En2s2(p+ q)
[fn2s2(p+ q)− fn1s1(p)], (9)
where νq = 4πe
2/q2Ω is the 3D Fourier transform of the
Coulomb interaction, Ω is the volume, n1 and n2 refer to
the quantized transverse momenta of the nanotube state
(also known as the subband index in CNTs), p is the
continuous momentum variable along the nanotube axis,
fn1s1(p) is the Fermi function for the state En1s1(p), and
q is the longitudinal component of ~q. Notice that as the
states are mixed by the spin-orbit interaction, they are
not pure spin states and we sum over the two values of
the ‘helicity’ index si = ±. We now use Bloch expansions
in the atomic orbitals of the carbon atoms,
| p, n1, s1〉 =
∑
µσ′ c
n1,s1
µ,σ′ (p)Φ1χσ′
| p+ q, n2, s2〉 =
∑
νσ c
n2,s2
ν,σ (p+ q)Φ2χσ, (10)
where the functions
Φ1 =
1√
N
∑
~R′,τµ
ei~p·(
~R′+τµ)φµ(~r − τµ − ~R′)
and
Φ2 =
1√
N
∑
~R,τν
ei(~p+~q)·(
~R+τν)φν(~r − τν − ~R), (11)
are written in terms of atomic orbitals µ (or ν) at differ-
ent lattice sites ~R; τµ = 0, ~δ, identifies the atomic basis in
the unit cell, and χσ are the ↑ and ↓ spinors. The matrix
elements in Eq. (9) are proportional to the orbital matrix
elements
〈φµ(~r − τµ − ~R′) | e−i~q·~r | φν(~r − τν − ~R)〉 ∝
〈φµ(~r) | e−i~q·~r | φν(~r − ~d)〉, (12)
with ~d = ~R− ~R′ + τν − τµ. In the long wavelength limit,
e−i~q·~r ≈ 1− i~q · ~r, so that
lim
~q→0
〈φµ(~r) | e−i~q·~r | φν(~r − ~d)〉 ≈ δµν δ(~d)− i~q · ~Rµν .(13)
The term ~Rµν(~d) is the matrix element between the lo-
calized orbitals φµ and φν centered at positions separated
by ~d. The dipole matrix elements Rµν(~d) are vanishing
small for non-zero ~d, so that the calculation can proceed
by considering only the ~d = 0 on-site terms, as off-site
elements do not appreciably change the results.2,20 The
orbitals that contribute appreciably to the dipole matrix
element are those formed by the combination of the 2s
and the {2p}manifold. The dipole matrix integral can be
estimated by assuming hydrogenic wave functions for the
second shell of the carbon atoms and yield Rsp = 0.5A˚.
2
We focus on the longitudinal dielectric response paral-
lel to the CNT axis, with ~q ‖ ~p. The transverse dielectric
response for ~q ⊥ ~p, has small differences for metallic and
semiconductor nanotubes, which by general arguments
can be shown to depend quadratically on the radius.2
The transverse polarizabililty is then dominated by the
finite size of the nanotube cross section and is anticipated
to be less sensitive to SOI effects.
The static longitudinal polarizability in the long wave-
length limit, ignoring local field corrections, is then given
by
α =
Ω
4π
lim
~q‖→0
(
ǫ(~q‖, ω = 0)− 1
)
. (14)
The next section presents calculations of the polarizabil-
ity for different CNTs and the sensitivity to SOI effects.
III. RESULTS
The hopping parameters we have used for these calcu-
lations are based on the Toma´nek-Louie parametrization
for graphite;22 we measure the SOI parameters in terms
of the hybridization constant tppπ = −2.66 eV.
In Fig. 2, we plot the electronic spectrum of the (9,0)
zigzag nanotube for energies close to the Fermi level (set
at energy zero and indicated by the red dashed line). In
the absence of SO interactions this nanotube is metallic,
as can be seen in panel 2(a), showing a spin-degenerate
subband with linear dispersion near the Fermi level. Fig-
ure 2(b) shows the effect of a sizable ISO interaction
4FIG. 2: Electronic structure for the zigzag nanotube (9,0)
close to the Fermi level (dashed line at zero energy) for
different spin-orbit parameters. (a) In the absence of SO
interactions, the CNT displays linear dispersion near the
Fermi energy and metallic behavior. (b) With only ISO
with λISO=0.06tpppi ≃ 160meV, the spectrum exhibits a
gap, but it does not lift the spin-double degeneracy nor the
particle-hole symmetry. (c) Rashba and ISO contributions
with λISO=0.06tpppi and λR=0.02tpppi break both electron-
hole symmetry and spin-degeneracy of the spectrum. (d) A
larger Rashba coupling, λR = λISO = 0.06tpppi , reduces the
gap and enhances spin splitting.
(λISO = 0.06tppπ ≃ 160meV), which is responsible for
a clear gap opening, but preserves particle-hole symme-
try and spin-degeneracy of the spectrum. In Fig. 2(c)
we have included the RSO interaction (λR/tppπ = 0.02),
together with the ISO term (λISO/tppπ = 0.06). In ad-
dition to the gap opening, we see splitting of the various
levels due to the broken spin-degeneracy, resulting as well
in a particle-hole asymmetric spectrum; this behavior
has been noted in previous work that includes both SOI
interactions.23 In Fig. 2(d) we consider both mechanisms,
but with a stronger Rashba parameter, λR/tppπ = 0.06.
The larger λR emphasizes the competition taking place
between both interactions: while ISO opens a gap near
the Fermi level, the RSO term tends to reduce it. This
behavior will have a clear signature on the static polar-
izability, as we will see below. One can in fact obtain
an analytical expression for this gap as function of both
Rashba and ISO couplings, so that the difference between
the conduction and valence subbands gives an energy gap
Eg = 6
√
3λISO−3λR. It is clear that the RSO competes
with the ISO interaction, reducing the gap when both
are present.
We should mention that for an originally semiconduct-
ing CNT the presence of SOI also affects the band struc-
ture in similar ways, with competing Rashba and ISO
interactions changing the value of the energy gap and
symmetries of the subbands. These changes, however,
are not nearly as qualitatively drastic as the strength of
SOI is much smaller than typical original gaps.
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FIG. 3: Longitudinal static polarizability as function of
wavenumber q for different CNTs. (a) For metallic armchair
(5,5), α diverges as q → 0, as one expects for perfect screen-
ing. Inset shows the same tube but with non-zero SOI present,
λISO = 0.02tpppi . The opening of a gap in the spectrum is re-
flected in the saturation of α(q = 0). Similar behavior is
seen in (b) for the semiconductor zigzag tube (10,0). Notice
different vertical scales.
Figure 3 shows the static polarizability as function
of the reciprocal wavenumber near q ≃ 0, for different
CNTs, with either metallic or semiconducting behavior.
For metallic nanotubes the static polarizability diverges
as we approach the q → 0 limit, as seen in Fig. 3(a)
for a (5,5) CNT. This ‘perfect screening’ behavior is ex-
pected from the static Drude response for metallic sys-
tems (ǫ (q) ∼ q−1) with non-zero density of states at the
charge neutrality point.24 On the other hand, for semi-
conductor nanotubes such as the zigzag (10,0), the static
polarizability in the long wavelength limit is in fact fi-
nite, as can be seen in Fig. 3(b). This behavior is under-
standable from the existence of a gapped spectrum in the
system at the neutrality point. In the presence of SOI,
however, the generic opening of a gap in metallic tubes
results in a finite value for the polarizability, as shown
explicitly in the inset of Fig. 3(a)–notice the different
vertical scale–for the (5,5) CNT with λISO/tppπ = 0.02.
This behavior is in general agreement with the expected
linear response results for a gapped system (and opposed
to the Drude divergence for metallic systems). We ex-
plore this in a more quantitative fashion in what follows.
To set the framework for the discussion, Fig. 4
shows our results for the longitudinal static polarizabil-
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FIG. 4: (color online) Longitudinal static polarizability
of zigzag (semiconducting) carbon nanotubes with different
(n, 0) indices at q = 0. The circles represent the tubes (n, 0),
with n = 8, 10, 11, 13, 14, and 16. The polarizability α de-
pends nearly linearly on the variable R/E2g , as one expects
from linear response theory for a CNT with gap Eg and ra-
dius R; the straight line is a simple fit to the data to guide
the eye.
ity when no SOIs are considered; this figure shows dif-
ferent semiconductor zigzag nanotubes (n, 0), with n =
8, 10, 11, 13, 14, and 16. Clearly, this picture does not
consider armchair or metallic zigzag tubes, as they all
show perfect screening in the long wavelength limit, as
discussed above. There is a nearly linear dependence
of the longitudinal static polarizability on the variable
∼ R/E2g , as expected from linear response theory.2 These
results are also in agreement with explicit DFT calcula-
tions of the static polarizability,25 and with the general
behavior seen in experiments.26
We now turn our attention to the effects of spin-orbit
interaction on the static polarizability. As noticed before,
the inclusion of ISO interaction is responsible for a gap
opening in the electronic spectra. Once this energy gap
is present, the perfect screening in the metallic nanotube
is transformed into a finite polarizability, which exhibits
a similar linear dependence on the R/E2g variable, as can
be seen in Fig. 5(a) and (b). These graphs show the
longitudinal static polarizability of different CNTs with
λISO = 0.04tppπ. Panel (a) shows the armchair nan-
otubes (4,4), (5,5) and (6,6) while (b) shows the zigzag
tubes (9,0), (12,0) and (15,0). The important feature in
these graphs is the finite value of α. Notice that although
the nature of the gap is due to ISO, the linear dependence
on R/E2g is still valid here, if only with different slopes
for the different families of CNTs.
We have also studied the behavior of the longitudi-
nal static polarizability when both SOI contributions
are present. As an example of a semiconducting CNT,
we have calculated α for the (10,0) zigzag nanotube.
Figure 6(a) shows α as a function of λR for different
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FIG. 5: (color online) Longitudinal static polarizability for
different CNTs with ISO interactions, λISO = 0.04tpppi and
q = 0. (a) For armchair nanotubes (4,4), (5,5) and (6,6), λISO
opens a gap, resulting in a finite α(q = 0), which follows the
linear dependence on R/E2g . (b) For zigzag nanotubes (9,0),
(12,0) and (15,0), the linear dependence is also followed, if
with a different slope.
λISO/tppπ = 0.0, 0.02 and 0.04. In the absence of SOI
this nanotube is semiconductor and the value of α is fi-
nite, as expected; once λISO is included, it produces a
reduction in α, which is counterbalanced by an increas-
ing RSO interaction, as one would expect from the de-
pendence of the fundamental electronic gap on SOI cou-
plings. We should stress that this behavior is in agree-
ment with simple gap considerations, as the spin-mixed
character of the relevant states does not manifest itself
in the polarization (which would relate to screening of
charges).
To analyze α when both SOI contributions are present
in an otherwise metallic system such as the armchair (5,5)
CNT, we show the longitudinal static polarizability vs.
λISO for two different values of λR/tppπ = 0.0 and 0.02.
We notice that as λISO increases, α is suppressed for a
fixed λR, associated with the larger Eg as λISO increases.
In contrast, one sees an enhancement of α when λR in-
creases. This agrees with the expected behavior discussed
in the previous figures.
IV. CONCLUSION
We have studied the longitudinal static polarizability
in the long wavelength limit for different CNTs in the
presence of different types of spin orbit interaction. We
used the random phase approximation to calculate the
dielectric response, modeling the CNT electronic spectra
using a four-orbital orthogonal tight-binding formulation
and the Toma´nek-Louie parametrization.22 Our results
show that the metallic-semiconductor transition at neu-
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FIG. 6: (color online) Longitudinal static polarizability at
q = 0 for different CNTs and SOI. (a) α for semiconducting
zigzag (10,0) nanotube as a function of λR for different val-
ues of λISO/tpppi = 0.0, 0.02, and 0.04. Increasing λR reduces
the gap opened by λISO, increasing α. (b) The armchair
nanotube (5,5) as a function of λISO for different RSO pa-
rameters, λR/tpppi = 0.0 and 0.02, shows the dominance of
λISO in defining the gap and polarizability.
trality that occurs when ISO interactions are present, has
a clear signature on the static polarizability, bringing the
screening characterized by α to finite values for the case
of metallic nanotubes or typically reducing it for semi-
conductor nanotubes. As the RSO interaction produces
a spin splitting/mixing of the bands, it would be inter-
esting to see whether this has consequences on the spin
susceptibility or the screening of magnetic impurities.
The drastic changes in polarizability as SOI are present
suggest that perhaps one could use this effect to mod-
ulate the dielectric response of the system via applied
fields that enhance the Rashba coupling, for example. It
would be interesting to investigate whether this effect can
be used to enhance the response to molecular adhesion
selectivity or sensitivity.
The results presented here may be useful in differ-
ent applications: (i) in carbon nanotube separation pro-
cesses, as the use of applied strong electric fields will in-
trinsically change the dielectric response; (ii) in molecular
detectors, as a molecule attached to the walls of a carbon
nanotube is responsible for strong local and likely radial
electric fields, hence inducing a RSO-like interaction that
can change the dielectric function; (iii) in electric-field en-
gineering of the dielectric response to provide desirable
spin-dependent functionalities, including the possible po-
larization of current through CNTs.18
Acknowledgments
We thank fruitful discussions with Liwei Chen, Mahdi
Zarea, and Nancy Sandler. The authors acknowledge
financial support from Fulbright, CAPES (Brazil) and
DMR/MWN (0710581 and 1108285) and PIRE NSF
(0730257) grants. SEU thanks the Dahlem Center for
Complex Systems, FU Berlin, where parts of this work
were completed, and the support of the AvH Foundation.
∗ Electronic address: ginetom@gmail.com
† Current address: Institute of Physics, University of
Bras´ılia, 70919-970, Bras´ılia-DF, Brazil
1 J.-C. Charlier, X. Blase, and S. Roche, Rev. Mod. Phys.
79, 677 (2007).
2 L. X. Benedict, S. G. Louie, and M. L. Cohen, Phys. Rev.
B 52, 8541 (1995).
3 M. Zheng, A. Jagota, M. S. Strano, A. P. Santos, P.
Barone, S. G. Chou, B. A. Diner, M. S. Dresselhaus, R.
S. Mclean, G. B. Onoa, G. G. Samsonidze, E. D. Semke,
M. Usrey, and D. J. Walls, Science 302, 1545 (2003).
4 W. Lu, D. Wang, and L. Chen, Nano Lett. 7, 2729 (2007).
5 W. Lu, Y. Xiong, A. Hassanien, W. Zhao, M. Zheng, and
L. Chen, Nano Lett. 9, 1668 (2009).
6 D. Huertas-Hernando, F. Guinea and A. Brataas, Phys.
Rev. B 74, 155426 (2006).
7 A. De Martino, R. Egger, K. Hallberg, and C. A. Balseiro,
Phys. Rev. Lett. 88, 206402 (2002).
8 M. S. Rudner and E. I. Rashba, Phys. Rev. B 81, 125426
(2010).
9 T. S. Jespersen, K. Grove-Rasmussen, J. Paaske, K. Mu-
raki, T. Fujisawa, J. Nygard, and K. Flensberg, Nature
Phys. 7, 348 (2011).
10 F. Kuemmeth, S Ilani, D. C. Ralph and P. L. McEuen,
Nature 452, 448 (2008).
11 K. Flensberg and C. M. Marcus, Phys. Rev. B 81, 195418
(2010).
12 E. A. Laird, F. Pei, and L. P. Kouwenhoven, Nature Nan-
otech. 8, 565 (2013).
13 C. L. Kane and E. J. Mele, Phys. Rev. Lett. 95, 146802
(2005).
14 M. Zarea and N. Sandler, Phys. Rev. B 79, 165442 (2009).
715 M. E. Itkis, F. Borondics, A. Yu, and R. C. Haddon, Sci-
ence 312, 413 (2006).
16 R. Krupke, F. Hennrich, H. v. Lo¨hneysen, and M. M.
Kappes, Science 301, 344 (2003).
17 D. A. Heller, E. S. Jeng, T.-K. Yeung, B. M. Martinez, A.
E. Moll, J. B. Gastala, and M. S. Strano, Science 311, 508
(2006).
18 G. S. Diniz, A. Latge´, and S. E. Ulloa, Phys. Rev. Lett.
108, 126601 (2012).
19 R. Saito, M. Fujita, G. Dresselhaus, and M. S. Dresselhaus,
Phys. Rev. B 46, 1804 (1992).
20 J. Klinovaja, M. J. Schmidt, B. Braunecker, and D. Loss,
Phys. Rev. Lett. 106, 156809 (2011), and Phys. Rev. B
84, 085452 (2011).
21 Y. S. Dedkov, M. Fonin, U. Ru¨diger, and C. Laubschat,
Phys. Rev. Lett. 100, 107602 (2008).
22 D. Toma´nek and S. G. Louie, Phys. Rev. B 37, 8327 (1988).
23 R. van Gelderen and C. Morais Smith, Phys. Rev. B 81,
125435 (2010).
24 Shengjun Yuan, T. O. Wehling, A. I. Lichtenstein, and M.
I. Katsnelson, Phys. Rev. Lett. 109, 156601 (2012).
25 B. Kozinsky and N. Marzari, Phys. Rev. Lett. 96, 166801
(2006).
26 J. A. Fagan, J. R. Simpson, B. J. Landi, L. J. Richter,
I. Mandelbaum, V. Bajpai, D. L. Ho, R. Raffaelle, A. R.
Hight Walker, B. J. Bauer, and E. K. Hobbie. Phys. Rev.
Lett. 98, 147402 (2007).
