To the memory of Andrei Muchnik

Contents
Preface
The notion of algorithmic complexity (also sometimes called algorithmic entropy) appeared in the 1960s in between the theory of computation, probability theory, and information theory.
The idea of A. N. Kolmogorov was to measure the amount of information in finite objects (and not in random variables, as it is done in classical Shannon information theory). His famous paper [78] , published in 1965, explains how this can be done (up to a bounded additive term) using the algorithmic approach.
Similar ideas were suggested a few years earlier by R. Solomonoff (see [187] and his other papers; the historical account and reference can be found in [103] ).
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The motivation of Solomonoff was quite different. He tried to define the notion of a priori probability. Imagine there is some experiment (random process) and we know nothing about its internal structure. Can we say something about the probabilities of different outcomes in this situation? One can relate this to the complexity measures saying that simple objects have greater a priori probability than complex ones. (Unfortunately, Solomonoff's work become popular only after Kolmogorov mentioned it in his paper.)
In 1965 G. Chaitin (then an 18-year-old undergraduate student) submitted two papers [28] and [29] ; they were published in 1966 and 1969, respectively. In the second paper he proposed the same definition of algorithmic complexity as Kolmogorov.
The basic properties of Kolmogorov complexity were established in the 1970s. Working independently, C. P. Schnorr and L. Levin (who was a student of Kolmogorov) found a link between complexity and the notion of algorithmic randomness (introduced in 1966 by P. Martin-Löf [115] ). To achieve this, they introduced a slightly different version of complexity, the so-called monotone complexity. Also Solomonoff's ideas about a priori probability were formalized in the form of prefix complexity, introduced by Levin and later by Chaitin. The notions of complexity turned out to be useful both for theory of computation and probability theory.
Kolmogorov complexity became popular (and for a good reason: it is a basic and philosophically important notion of algorithm theory) after M. Li and P. Vitányi published a book on the subject [103] (first edition appeared in 1993). Almost everything about Kolmogorov complexity that was known at the moment was covered in the book or at least mentioned as an exercise. This book also provided a detailed historical account, references to first publications, etc. Then the books of C. Calude [25] and A. Nies [147] appeared, as well as the book of R. Downey and D. Hirschfeldt [49] . These books cover many interesting results obtained recently (in particular, the results that relate complexity and randomness with classical recursion theory).
Our book does not try to be comprehensive (in particular, we do not say much about the recent results mentioned above). Instead, we tried to select the most important topics and results (both from the technical and philosophical viewpoints) and to explain them clearly. We do not say much about the history of the topic: as is usually done in textbooks, we formulate most statements without references, but this does not mean (of course) any authorship claim.
We start the book with a section "What is this book about?" where we try to give a brief overview of the main ideas and topics related to Kolmogorov complexity and algorithmic randomness so the reader can browse this section to decide whether the book is worth reading.
As an appendix we reproduce the (English translation) of a small brochure written by one of the authors (V.U.), based on his talk for high school students and undergraduates (July 23, 2005 ) delivered during the "Modern Mathematics" Summer School (Dubna near Moscow); the brochure was published in 2006 by MCCME publishing house (Moscow). The lecture was devoted to different notions of algorithmic randomness, and the reader who has no time or incentive to study the corresponding chapters of the book in detail can still get some acquaintance with this topic.
Unfortunately, the notation and terminology related to Kolmogorov complexity is not very logical (and different people often use different notation). Even the same authors use different notation in different papers. For example, Kolmogorov used both the letters K and H in his two basic publications [78, 79] . In [78] he used the term "complexity" and denoted the complexity of a string x by K(x). Later in [79] he used the term "entropy" (borrowed from Shannon information theory) for the same notion that was called "complexity" in [78] . Shannon information theory is based on probability theory; Kolmogorov had an ambitious plan to construct a parallel theory that does not depend on the notion of probability. In [79] Kolmogorov wrote, using the same word entropy in this new sense:
The ordinary definition of entropy uses probability concepts, and thus does not pertain to individual values, but to random values, i.e., to probability distributions within a group of values. [. . .] By far, not all applications of information theory fit rationally into such an interpretation of its basic concepts. I believe that the need for attaching definite meanings to the expressions H(x|y) and I(x|y), in the case of individual values x and y that are not viewed as a result of random tests with a definite law of distribution, was realized long ago by many who dealt with information theory.
As far as I know, the first paper published on the idea of revising information theory so as to satisfy the above conditions was the article of Solomonoff [187] . I came to similar conclusions, before becoming aware of Solomonoff's work in [1963] [1964] , and published my first article on the subject [78] 
This concept is supported by the general theory of "computable" (partially recursive) functions, i.e., by theory of algorithms in general.
[. . .] The preceding rather superficial discourse should prove two general theses.
1) Basic information theory concepts must and can be founded without recourse to the probability theory, and in such a manner that "entropy" and "mutual information" concepts are applicable to individual values.
2) Thus introduced, information theory concepts can form the basis of the term random, which naturally suggests that randomness is the absence of regularities. So the two problems arise sequentially:
1. Is it possible to free the information theory (and the notion of the "amount of information") from probabilities?
2. It is possible to develop the intuitive idea of randomness as incompressibility (the law describing the object cannot be shortened)?
(The transcript of his talk was published in [85] on p. 126).
So Kolmogorov uses the term "entropy" for the same notion that was named "complexity" in his first paper, and denotes it by letter H instead of K.
Later the same notion was denoted by C (see, e.g., [103] ) while the letter K is used for prefix complexity (denoted by KP(x) in Levin's papers where prefix complexity was introduced).
Unfortunately, attempts to unify the terminology and notation made by different people (including the authors) have lead mostly to increasing confusion. In the English version of this book we follow the terminology that is most used nowadays, with few exceptions, and we mention the other notation used. For the reader's convenience, a list of notation used (p. xv) and index (p. 505) are provided. We are thankful to American Mathematical Society (in particular, Sergei Gelfand) for the suggestion to submit the book for publication in their book program and for the kind permission to keep the book available freely in electronic form at our homepages. We thank the (anonymous) referees for their attention and suggestions, and Jennifer Wright Sharp for correcting our (numerous) English language errors.
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This section is intended for people who are already familiar with some notions of Kolmogorov complexity and algorithmic randomness theory and want to take a quick look at the terminology and notation used throughout this book. Other readers can (and probably should) skip it and look back only when needed.
The set of all integer numbers is denoted by Z, the notation N refers to the set of all non-negative integers (i.e., natural numbers), R stands for the set of all reals. The set of all rational numbers is denoted by Q. Dyadic rationals are those rationals having the form m/2 n for some integer m and n. The cardinality of a set A is denoted by |A|. When the base of the logarithmic function is omitted, it is assumed that the base equals 2, thus log x means the same as log 2 x (as usual, ln x denotes the natural logarithm).
We use the notation x for the integer part of a real number x (the largest integer number that is less than or equal to x). Similarly, x denotes the smallest integer number that is larger than or equal to x.
Orders of magnitude. The notation f g+O (1) , where f and g are expressions containing variables, means that for some c the inequality f g + c holds for all values of variables. In a similar way we understand the expression f g + O(h) (where h is non-negative): it means that for some c for all values of variables, the inequality f g + ch holds. The notation f = g + O(h) (where h is non-negative) means that for some c for all values of variables we have |f − g| ch. In particular, f = O(h) holds if |f | ch for some constant c; the notation f = Ω(h) means that |f | ch for some constant c > 0 (usually f is positive). The notation f = Θ(h) means that c 1 h |f | c 2 h (again, usually f is positive).
B denotes the set {0, 1}. Finite sequences of zeros and ones are called binary strings. The set of all binary strings is denoted by Ξ. If A is a finite set (an alphabet), then A n denotes the set of all strings of length n over the alphabet A, that is, the set of all sequences of length n, whose terms belong to A. We denote by A * the set of all strings over the alphabet A (including the empty string Λ of length 0). For instance, Ξ = B * . The length of a string x is denoted by l(x). The notation ab refers to the concatenation of strings a and b, that is, the result of appending b to a. We say that a string a is a prefix of a string b if b = ax for some string x. We say that a is a suffix of a string b if b = xa for some string x. We say that a is a substring of b, if b = xay for some strings x and y (in other words, a is a suffix of a prefix of b or the other way around).
We also consider infinite sequences of zeros and ones, and Ω denotes the set of all such sequences. The set of infinite sequences of elements of a set A is denoted by A ∞ , thus Ω = B ∞ . For a finite sequence x we use the notation Ω x for the set of all infinite sequences that start with x (i.e., have x as a prefix). Sets of this form are called intervals. The concatenation xω of a finite sequence x and an infinite sequence ω is defined in a natural way.
In some contexts it is convenient to consider finite and infinite sequences together. We use the notation Σ for the set of all finite and infinite sequences of zeros and ones, i.e., Σ = Ξ ∪ Ω, and Σ x denotes the set of all finite and infinite extensions of a string x.
We consider computable functions whose arguments and values are binary strings. Unless stated otherwise, functions are partial (not necessarily total). A function f is called computable if there is a machine (a program, an algorithm) that for all x, such that f (x) is defined, halts on input x and outputs the result f (x) and does not halt on all inputs x outside the domain of f . We also consider computable functions whose arguments and values are finite objects of different type, like natural numbers, integer numbers, finite graphs, etc. We assume that finite objects are encoded by binary strings. The choice of an encoding is not important provided different encodings can be translated to each other. The latter means that we can algorithmically decide whether a string is an encoding of an object and, if this is the case, we can find an encoding of the same object with respect to the other encoding.
Sometimes we consider computable functions of infinite objects, like real numbers or measures. Such considerations require rigorous definitions of the notion of computability, which are provided when needed (see below).
A set of finite objects (binary strings, natural numbers, etc.) is called computably enumerable, or just enumerable, if there is a machine (a program, an algorithm) without input that prints all elements from the set (and no other elements) with arbitrary delays between printing consecutive elements. The algorithm is not required to halt even when the set is finite. The order in which the elements are printed can be arbitrary.
A real number α is computable if there exists an algorithm that computes α with any given precision: for any given rational ε > 0, the algorithm must produce a rational number at distance at most ε from α (in this case we say that the algorithm computes the number). A real number α is lower semicomputable if it can be represented as a limit of a non-decreasing computable sequence of rational numbers. An equivalent definition: α is lower semicomputable if the set of rational numbers that are less than α is enumerable. A sequence of real numbers is computable if all its terms are computable, and given any n we are able to find an algorithm computing the nth number in the sequence. The notion of a lower semicomputable sequence of reals is defined in an entirely similar way (for any given n we have to find an algorithm that lower semicomputes the nth number).
We consider measures (more specifically, probability measures, or probability distributions) on Ω. Every measure can be identified by its values on intervals Ω x . So measures are identified with non-negative functions p on strings which satisfy the following two conditions: p(Λ) = 1 and p(x) = p(x0) + p(x1) for all x. Such measures are called measures on the binary tree. We consider also semimeasures on the binary tree, which are probability measures on the space Σ of all finite and infinite binary sequences. They correspond to functions p such that p(Λ) = 1 and p(x) p(x0)+p(x1). We consider also semimeasures on natural numbers, which are defined as sequences {p i } of non-negative reals with i∈N p i 1. It is natural to identify such sequences with probability distributions on the set N ⊥ , which consists of natural numbers and of the special symbol ⊥ (undefined value).
Among all semimeasures (on the tree or on natural numbers) we distinguish lower semicomputable ones. Both the class of lower semicomputable semimeasures on the tree and the class of lower semicomputable semimeasures on natural numbers have a maximal semimeasure (up to a multiplicative constant). Any maximal lower semicomputable semimeasure is called an a priori probability (on the tree or on natural numbers). The a priori probability of a natural number n is denoted by m(n); the a priori probability of a node x in the binary tree (that is, of the string x) is denoted by a(x). We use also the notation m(x) for a binary string x, which means an a priori probability of the number of x with respect to some fixed computable one-to-one correspondence between strings and natural numbers.
The plain Kolmogorov complexity is denoted by C(x), the prefix Kolmogorov complexity is denoted by K(x) (and by K (x) when we want to stress that we are using prefix-free description modes). The same letters are used to denote complexities of pairs, triples, etc., and to denote conditional complexity. For instance, C(x | y) stands for the plain conditional complexity of x when y is known, and m(x, y | z) denotes the a priori probability of the pair (x, y) (that is, of the corresponding number) when z is known. The monotone Kolmogorov complexity is denoted by KM , and the a priori complexity (negative logarithm of the a priori probability on the tree) is denoted by KA . (In the literature monotone complexity is sometimes denoted by Km and K m and the a priori complexity is denoted by KM.) Finally, the decision complexity is denoted by KR . BB (n) denotes the maximal halting time of the optimal decompressor on inputs of length at most n (if the optimal prefix decompressor is meant, then we use the notation BP (n)). The function BB (n) is closely related to the function B(n) defined as the maximal natural number of Kolmogorov complexity at most n.
We use also several topological notions. The space N ⊥ consists of natural numbers and of a special element ⊥ (undefined value); the family of open sets consists of the whole space and of all sets that do not contain ⊥. This topological space, as well as the space Σ (where the family of open sets consists of all unions of sets of the form Σ x ), is used for the general classification of complexities. For the spaces Ω and Σ and for the space of real numbers, we call a set effectively open if it is a union of a computably enumerable family of intervals (sets of the form Σ x for the second space and intervals with rational endpoints for the space of reals).
Most notions of computability theory (including Kolmogorov complexity) can be relativized, which means that all involved algorithms are supplied by an external procedure, called an oracle. That procedure can be asked whether any given number belongs to a set A. That set is also called an oracle. Thus we get the notions of "decidability relative to an oracle A", "computability relative to A", etc. In the corresponding notation we use the superscript A, for example, C A (x). In the chapter on classical information theory, we use the notion of Shannon entropy of a random variable ξ. If the variable has k possible outcomes and p 1 , . . . , p k are their probabilities, then its Shannon entropy H(ξ) is defined as − k p k log p k . This definition makes sense also for pairs of jointly distributed random variables.
For such a pair the conditional entropy of a random variable ξ when η is known is defined as H(ξ, η)−H(η). The difference H(ξ)+H(η)−H(ξ, η) is called the mutual information in random variables ξ and η and is denoted by I(ξ : η).
A similar notation I(x : y) is used in algorithmic information theory. As I(x : y) is commutative only up to a small error term, we usually say "the information in x about y" and define this notion as C(y) − C(y | x). 
