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A priori error estimates in the H1- and L2-norms are established for the finite element
method applied to the exterior Helmholtz problem, with modified Dirichlet-to-Neumann
(MDtN) boundary condition. The error estimates include the effect of truncation of the
MDtN boundary condition as well as that of discretization of the finite element method.
The error estimate in the L2-norm is sharper than that obtained by the author [D. Koyama,
Error estimates of the DtN finite element method for the exterior Helmholtz problem, J.
Comput. Appl. Math. 200 (1) (2007) 21–31] for the truncated DtN boundary condition.
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1. Introduction
We consider the exterior Helmholtz problem:
−∆u− k2u = f inΩ,
u = 0 on γ ,
lim
r−→+∞ r
1
2
(
∂u
∂r
− iku
)
= 0 (the outgoing radiation condition),
(1.1)
where k, called the wave number, is a positive constant, Ω ⊂ R2 is an exterior domain with boundary γ , and f is a given
datum. Assume that f has a compact support, and that γ is of class C∞. Problem (1.1) arises in models of acoustic scattering
by a sound-soft obstacle O := R2 \Ω embedded in a homogeneous medium.
As a numerical method for solving problem (1.1), the Dirichlet-to-Neumann (DtN) finite element method is well known.
The DtN finite element method has the following procedure: An artificial boundary is first introduced to make the
computational domain finite. A boundary condition using the DtN operator, which is often called the DtN boundary
condition, is next imposed on the artificial boundary to get a well-posed problem on the bounded domain surrounded with
the artificial boundary and the surface of the obstacle O. The finite element method is finally applied to the problem on the
bounded domain. The artificial boundary is often chosen as a circle or ellipse because the DtN boundary condition can then
be represented analytically by an infinite Fourier series. This infinite series must be truncated at some finite number N in
practical computations. When N is not sufficiently large, the unique solvability of the problem is not generally validated.
Harari–Hughes [24] introduced an examplewhen the unique solvability does not hold. Moreover they presented a sufficient
condition: N ≥ ka for ensuring the unique solvability of the problem, when the computational domain is an annulus. Here a
is the radius of the circular artificial boundary. Grote–Keller [16] have proposed themodifiedDtN (MDtN) boundary condition
to ensure the unique solvability for allN . TheMDtN boundary condition is obtained as follows: One represents, by an infinite
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Fourier series, the operatorwhichmaps theDirichlet data to the data, corresponding to a local absorbing boundary condition,
as proposed in [6,2,7], and truncates such an infinite series at some finite number N (see (2.5)). In the problem imposing
the MDtN boundary condition, lower Fourier modes of the solution on the artificial boundary satisfy the DtN boundary
condition, and higher Fourier modes satisfy the corresponding absorbing boundary condition. In this paper, we consider the
MDtN boundary condition associated with the first order absorbing boundary condition:
∂u
∂n
+
(
−ik+ 1
2a
)
u = 0 (1.2)
only, where n is the outward normal on the circular artificial boundary. Such an MDtN boundary condition is effective with
small task, and is employed in practical computations [35,36]. Also, theMDtN boundary condition has been applied to other
problems [17,10,18].
In this paper, we establish a priori error estimates in the H1- and L2- norms of the finite element method with the MDtN
boundary condition. These error estimates include estimations of the errors due to the truncation of the infinite series, as
well as those due to the discretization of the finite element method. The author has established a priori error estimates for
the truncated DtN (TDtN) boundary condition in [28]. In the present paper, we can obtain a little sharper error estimate in
the L2-norm than that obtained in [28] for the TDtN boundary condition, though the error estimates in the H1-norm for the
MDtN and TDtN boundary conditions are the same. In acoustics, we are interested in the solution itself, which represents the
acoustic pressure, rather than its derivatives. So it is important to derive a more sophisticate error estimate in the L2-norm.
To establish such an error estimate, we adopt a different approach from that taken in [28]. The approach of the present paper
uses the method of proof of Schatz [39] and Goldstein [15] twice, to estimate each of the errors: ‖u − uN‖ and ‖uN − uNh ‖,
where u, uN , and uNh are the solutions of problem (1.1), of the (continuous) problem imposing theMDtN boundary condition,
and of its discrete problem, respectively, while in [28] such a method is used only once to estimate ‖u − uNh ‖ directly. In
the approach of the present paper, it is important to estimate ‖uN − uNh ‖ with a quantity independent of N . To do so, we
need to demonstrate the following two issues: (A) the MDtN boundary condition does not ruin the regularity of uN near the
artificial boundary; (B)uN is boundeduniformlywith respect toN in theH2-norm.We can show (A) by regarding the problem
imposing the MDtN boundary condition as a problem imposing the Robin boundary condition (1.2) with inhomogeneous
data of class C∞. The proof of (B) is based on the fact that the problem imposing the Robin boundary condition (1.2) is
uniquely solvable. This means that the proof cannot be extended to the case of the TDtN boundary condition. Because, in
such a case, the Robin boundary conditionmust be replaced by theNeumann boundary condition, and the problem imposing
the Neumann boundary condition is ill-posed when k2 equals one of the eigenvalues of the negative Laplacian with the
Neumann boundary condition.
In the case of indefinite problems like the Helmholtz problem, we generally have a threshold with respect to the mesh
size h that ensures the well-posedness of discrete problems (cf. [39]). Although there are such thresholds with respect to
h and N in the case of the TDtN boundary condition (cf. [28]), we can prove, in the case of the MDtN boundary condition,
that there is no threshold with respect to N , which is a property inherited from the continuous problem, and moreover the
threshold with respect to h is independent of N .
The DtN finite element method for the exterior Helmholtz problem has been investigated from various points of view
by many authors [32,33,25,16,35,18,28]. Further, the DtN finite element method has been applied to other problems, for
example, the under-water acoustic problem [9], the Helmholtz problem on unbounded waveguides [15], the water wave
radiation problem [40,30], the Laplace problem [8,22,43], the linear elastic problem [22,23,21], the linear elastic wave
problem [12,10], the Stokes problem [44,46], the diffraction problem on some inhomogeneous material with a periodic
surface [3], the Laplace and Helmholtz problems with corner singularities [42,13,14,41], and the sloshing problem with
corner singularities [29] (see also [11,45,19,27] for a review).
Error estimates of the finite element method with the TDtN boundary condition were established for other problems,
e.g., in [15,30,3,41,29,20,21]. Goldstein [15] first derived such error estimates for the Helmholtz problem on unbounded
waveguides. His error estimates are very sharp and give one typical form of estimation of the truncation error. Wu–Han [41]
and Han–Bao [20,21] established more sophisticated error estimates for a certain class of the linear elliptic second order
boundary value problem in exterior domains and in semi-infinite strips, for the linear elastic problem in exterior domains,
and for the Laplace and the Helmholtz problems with boundary singularities. Their error estimates depend not only on the
mesh size and the number of terms used in TDtN boundary condition but also on the position of the artificial boundary. All
of the problems they considered are positive definite. At present we do not know whether such type of an error estimate
can be derived for indefinite problems, such as problems treated in [15,30,3,28].
The remainder of this paper is organized as follows. In Section 2, we introduce the problem imposing theMDtN boundary
condition, and present a proposition concerning thewell-posedness of the problemand the regularity of its solution. Further,
we introduce the discrete problem by finite element method, and state the main theorem of this paper. In Section 3, we
describe several facts which are needed to prove the main theorem. We establish estimates of ‖u − uN‖ and ‖uN − uNh ‖
in Sections 4 and 5, respectively. We present a proof of the main theorem at the end of Section 5. In Section 6, we make
concluding remarks.
We close this sectionwith the introduction of several notations whichwill be used throughout this paper. For every open
subset Ω of R2, we denote by L2(Ω) and Hm(Ω)(m ∈ N) the usual space of complex-valued square integrable functions
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on Ω and the complex Sobolev space on Ω , respectively (see, e.g., [31]). Further we denote by ‖ · ‖0,Ωa and ‖ · ‖m,Ωa the
standard norms of L2(Ω) and Hm(Ω), respectively.
2. The MDtN formulation and the main theorem
We first introduce a theorem concerning the well-posedness of problem (1.1).
Theorem 2.1. For every compactly supported f ∈ L2(Ω), problem (1.1) has a unique solution in H2loc(Ω) := {u | u ∈
H2(B) for all bounded open set B ⊂ Ω}.
Proof. See [37,38]. 
To seek finite element solutions of problem (1.1), we introduce an artificial boundary Γa := {x ∈ R2 | |x| = a}, where
a is a positive number such that O ∪ suppf ⊂ Ba := {x ∈ R2 | |x| < a}. Then problem (1.1) is reduced equivalently to the
following problem on the bounded computational domainΩa := Ω ∩ Ba:
−∆u− k2u = f inΩa,
u = 0 on γ ,
∂u
∂r
= −Su on Γa,
(2.1)
where S is the DtN operator corresponding to the outgoing radiation condition. The DtN operator S is analytically
represented as follows:
Sϕ(θ) =
∞∑
n=−∞
σnϕnYn(θ) with σn := −kH
(1)′
n (ka)
H(1)n (ka)
, (2.2)
where θ denotes the angular variable of an (r, θ) polar coordinate system, H(1)n are the cylindrical Hankel functions of the
first kind of order n, Yn are the circumference functions defined by
Yn(θ) = e
inθ
√
2pi
,
and ϕn are the Fourier coefficients defined by
ϕn =
∫ 2pi
0
ϕ(θ)Yn(θ)dθ.
Note that the DtN operator S is a bounded linear operator from H1/2(Γa) into H−1/2(Γa) (see [33]), where for every s > 0,
Hs(Γa) is the Sobolev space defined by
Hs(Γa) =
{
ϕ ∈ L2(Γa) | ‖ϕ‖s,Γa <∞
}
with norm:
‖ϕ‖2s,Γa = a
∞∑
n=−∞
(1+ |n|2s)|ϕn|2,
and H−s(Γa) is the set of all bounded semilinear forms on Hs(Γa).
A weak form of (2.1) is written as follows: find u ∈ V such that
b(u, v) = (f , v) (2.3)
for all v ∈ V , where
b(u, v) = a(u, v)+ s(u, v) for u, v ∈ H1(Ωa),
a(u, v) =
∫
Ωa
(∇u · ∇v − k2uv) dx,
s(u, v) = 〈Su, v〉H−1/2(Γa)×H1/2(Γa)
= a
∞∑
n=−∞
σnun(a)vn(a) with un(a) =
∫ 2pi
0
u(a, θ)Yn(θ)dθ,
(u, v) =
∫
Ωa
uvdx for u, v ∈ L2(Ωa),
V = {v ∈ H1(Ωa) | v = 0 on γ } .
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For every f ∈ L2(Ωa), problem (2.3) has a unique solution which is the restriction to Ωa of the solution of problem (1.1)
(see [33]). Thus, we can see from Theorem 2.1 that, for every f ∈ L2(Ωa), the solution u of problem (2.3) belongs to H2(Ωa).
Therefore, from the closed graph theorem, we get the following a priori estimate:
‖u‖2,Ωa ≤ C‖f ‖0,Ωa , (2.4)
where C is a positive constant that is independent of f , but depends on k andΩa.
Throughout this paper, C is a generic constant with different values on different places.
Since the sesquilinear form s is represented by the infinite series, it has to be truncated at a finite number in practice.
However, the truncation ruins the unique solvability of the problem. To overcome this difficulty, Grote–Keller [16] has
proposed the MDtN boundary condition:
∂u
∂r
+ ζu =
∑
|n|<N
(−σn + ζ )un(a)Yn(θ) on Γa, (2.5)
where ζ = −ik + 1/(2a). Note that this MDtN boundary condition is associated with the absorbing boundary condition
(1.2). Imposing the MDtN boundary condition (2.5) on Γa, we can obtain the following problem: find uN ∈ V such that
bN(uN , v) = (f , v) for all v ∈ V , (2.6)
where
bN(u, v) = a(u, v)+ ζ 〈u, v〉 + tN(u, v) for u, v ∈ H1(Ωa),
〈φ,ψ〉 =
∫
Γa
φψ dγ for φ,ψ ∈ L2(Γa),
tN(u, v) = a
∑
|n|<N
τnun(a)vn(a) with τn := σn − ζ .
Proposition 2.2. For each N ∈ N, problem (2.6) has a unique solution belonging to H2(Ωa) for every f ∈ L2(Ωa).
Proof. Uniqueness is proved in [16, Theorem 3.1], where the condition: Imζ < 0 plays an essential role. Existence follows
from the uniqueness and the Fredholm alternative (cf. [5, Section 3.2]).
Let us next show that the solution belongs to H2(Ωa). Since γ is assumed to be of class C∞, we can see from the usual
regularity argument (see, e.g., [34, Theorems 3.22 and 3.24]) that the solution belongs to H2 except for a neighborhood of
Γa. At the neighborhood of Γa, we need to study the regularity of the solution, because the MDtN boundary condition is a
nonstandard boundary condition. However, theMDtN boundary condition can be regarded as the Robin boundary condition
with inhomogeneous data of class C∞. In other words, problem (2.6) can be regarded as a weak problem of the following
one: 
−∆Φ − k2Φ = f inΩa,
Φ = 0 on γ ,
∂Φ
∂r
+ ζΦ = g on Γa
(2.7)
with
g = −
∑
|n|<N
τnuNn (a)Yn.
So, since g ∈ C∞(Γa), it follows from [34, Theorem 3.25] that the solution belongs to H2 in the neighborhood of Γa. Thus,
we can conclude that the solution belongs to H2(Ωa). 
Remark 2.3. The weak problem of (2.7) is the following: findΦ ∈ V such that
a(Φ, v)+ ζ 〈Φ, v〉 = (f v)+ 〈g, v〉 (2.8)
for all v ∈ V . This problem has a unique solution for every f ∈ L2(Ωa) and for every g ∈ L2(Γa). This fact is proved in a
similar way to the proof of Proposition 2.2.
From Proposition 2.2 and the closed graph theorem, we can see that for each N ∈ N, there exists a positive constant CN
such that
‖uNf ‖2,Ωa ≤ CN‖f ‖0,Ωa (2.9)
for every f ∈ L2(Ωa), where uNf is the solution of problem (2.6). We note that in fact CN is uniformly bounded with respect
to N , which will be shown in Lemma 4.2.
We discretize problem (2.6) by the finite elementmethod. Sowe introduce a family {Vh | h ∈ (0, h¯]} of finite dimensional
subspaces of V , and assume that this family satisfies the following assumption:
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Assumption 2.4. There exist an integer p ≥ 2 and a constant C > 0 such that for all 0 < h ≤ h¯ and for every
u ∈ V ∩ Hp′(Ωa)(2 ≤ p′ ≤ p),
inf
vh∈Vh
‖u− vh‖1,Ωa ≤ Chp′−1‖u‖p′,Ωa , (2.10)
where C is independent of h and u.
For examples of such a family, see [4,47].
The discretization problem of (2.6) associated with Vh is as follows: find uNh ∈ Vh such that
bN(uNh , vh) = (f , vh) for all vh ∈ Vh. (2.11)
The main theorem of this paper is the following:
Theorem 2.5. Let k be an arbitrary positive number and f an arbitrary function of L2(Ω) with compact support. Assume that
O∪ suppf ⊂ Ba0(a0 ≤ a). Let u be the solution of problem (1.1). Assume that there exists an integer l ≥ 2 such that u ∈ H l(Ωa).
Suppose that the family {Vh ⊂ V | h ∈ (0, h¯]} satisfies Assumption 2.4. Then there exists an h0 ∈ (0, h¯] such that for every
h ∈ (0, h0] and for every N ∈ N, problem (2.11) has a unique solution uNh . Moreover, there exists an N0 ∈ N such that for every
h ∈ (0, h0], for every N ≥ N0, and for each µ = 0, 1, we have
‖u− uNh ‖µ,Ωa ≤ C
(
hm−µ‖u‖m,Ωa + N−s−1/2+µ
∣∣∣∣∣ H(1)N (ka)H(1)N (ka0)
∣∣∣∣∣ RN(u; s, a0)
)
, (2.12)
where m = min{p, l}, s is an arbitrary real number ≥ 1/2,
RN(u; s, a0) =
(
a0
∑
|n|≥N
|n|2s|un(a0)|2
)2
,
and C is a positive constant independent of h, N, s, f , u, and uNh , but depending on k, a, a0, andΩa.
Remark 2.6. From the assumption that supp f ⊂ Ba0(a0 ≤ a) and the interior regularity argument [34, Theorem 3.22] for
the solution u of (1.1), we can see that u belongs to C∞(R2 \ Ba0). This implies that for every r ≥ a0, u|Γr ∈ Hs(Γr) for all
s ≥ 0.
Further, the solution u can be analytically represented as follows:
u(r, θ) =
∞∑
n=−∞
H(1)n (kr)
H(1)n (ka0)
un(a0)Yn(θ) on R2 \ Ba0 ,
and hence we have
un(a) = H
(1)
n (ka)
H(1)n (ka0)
un(a0) (2.13)
for all n ∈ Z. This relation yields the term
∣∣∣H(1)N (ka)/H(1)N (ka0)∣∣∣ on the right-hand side of (2.12).
Remark 2.7. It follows from Lemma 3.3 (see Section 3) that
∣∣∣H(1)N (ka)/H(1)N (ka0)∣∣∣ decreases as N increases. Moreover, since
we have, for each x > 0,
H(1)N (x) ∼ −i
√
2
piN
( ex
2N
)−N
(N −→ +∞)
(see [1]), we obtain∣∣∣∣∣ H(1)N (ka)H(1)N (ka0)
∣∣∣∣∣ ∼ (a0a )N (N −→ +∞). (2.14)
This behavior is shown in Fig. 1. The error estimate (2.12) and the asymptotic behavior (2.14) imply that, for sufficiently
large N , the truncation error exponentially decreases as N increases. Furthermore, Fig. 1 suggests that we must take many
terms in the MDtN boundary condition for large wave number k. Such a tendency is observed in the numerical examples of
Grote–Keller [16].
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Fig. 1. (a0/a)N and
∣∣∣H(1)N (ka)/H(1)N (ka0)∣∣∣ for k = 10, 20, 30, 40, when a = 1.0 and a0 = 0.5.
We will describe a proof of Theorem 2.5 in the end of Section 5. Now we roughly describe the method of the proof. We
have the following trivial inequality:
‖u− uNh ‖µ,Ωa ≤ ‖uN − uNh ‖µ,Ωa + ‖u− uN‖µ,Ωa , (2.15)
where uN is the solution of (2.6). We can bound ‖uN − uNh ‖µ,Ωa and ‖u − uN‖µ,Ωa with the first and second terms on the
right-hand side of (2.12), respectively. The most important point of the proof is to show that ‖uN − uNh ‖µ,Ωa is bounded by
the quantity independent of N like the first term on the right-hand side of (2.12).
3. Preliminary to the proof of Theorem 2.5
In this section, we describe several facts that are needed to prove Theorem 2.5.
Introducing the following sesquilinear form:
rN(u, v) = a
∑
|n|≥N
τnun(a)vn(a),
we have
b(u, v) = bN(u, v)+ rN(u, v) for u, v ∈ H1(Ωa). (3.1)
We state three lemmas concerning properties of the Hankel functions.
Lemma 3.1. For each x > 0, there exists a positive constant C such that∣∣∣∣∣ 11+ |n| H
(1)′
n (x)
H(1)n (x)
∣∣∣∣∣ ≤ C for all n ∈ Z,
where C is independent of n, but depends on x.
Proof. See [33]. 
Lemma 3.2. For all x > 0, we have
Re
{
H(1)
′
ν (x)
H(1)ν (x)
}
< 0 for all ν ∈ R.
Proof. See [26]. 
Lemma 3.3. For any r1 > r2 > 0,
∣∣H(1)ν (r1)/H(1)ν (r2)∣∣ is a decreasing function of ν on [0,∞).
Proof. See [28]. 
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Wewill often use the following inequalities associated with the trace theorem (see, e.g., [31, Theorem 8.3 of Chapter 1]):
‖v‖m−1/2,Γa ≤ C‖v‖m,Ωa for all v ∈ Hm(Ωa) (m ∈ N), (3.2)
where C is a positive constant independent of v, but depending onΩa andm.
We can see from Lemma 3.1 and the trace inequality (3.2) that we have
|bN(u, v)| ≤ C‖u‖1,Ωa‖v‖1,Ωa (3.3)
for all u, v ∈ H1(Ωa), where C is a positive constant independent of N , u, and v, but depending on k, a, andΩa.
4. Estimation of ‖u− uN‖
Proposition 4.1. Let k be an arbitrary positive number and f an arbitrary function of L2(Ω)with compact support. Assume that
O∪suppf ⊂ Ba0(a0 ≤ a). Let u and uN be the solutions of problems (1.1) and (2.6), respectively. Then we have u−uN ∈ Hm(Ωa)
for all m ∈ N. Moreover there exists an N0 ∈ N such that for each m ∈ N ∪ {0} and for every N ≥ N0, we have
‖u− uN‖m,Ωa ≤ CN−s−1/2+m
∣∣∣∣∣ H(1)N (ka)H(1)N (ka0)
∣∣∣∣∣ RN(u; s, a0), (4.1)
where s is an arbitrary real number ≥ max{1/2,m − 1/2}, and C is a positive constant independent of N, f , u, and uN , but
depending on k, a, a0, andΩa.
Proof. Put eN = u − uN . It is obvious that eN ∈ Hm(Ωa)(m = 0, 1). We will prove that eN ∈ Hm(Ωa)(m ≥ 2) in Step 4
described below.
From (2.3), (2.6) and (3.1), we can easily get, for all v ∈ V ,
bN(eN , v)+ rN(u, v) = 0. (4.2)
Step 1. We show that for an arbitrary ε > 0, there exists a positive constant C1(ε) such that, for any s ≥ 1/2,
a(eN , eN) ≤ ε‖eN‖21,Ωa + C1(ε)N−2s+1
∣∣∣∣∣ H(1)N (ka)H(1)N (ka0)
∣∣∣∣∣
2 [
RN(u; s, a0)
]2
, (4.3)
where C1(ε) is independent of N , s, u, and uN , but depends on k, a, a0, andΩa.
Taking the real part of (4.2) with v = eN , we can get
a(eN , eN)+ a
∑
|n|<N
Re(σn)|eNn (a)|2 + Re(ζ )a
∑
|n|≥N
|eNn (a)|2 = −Re
[
rN(u, eN)
]
.
Thus, by Lemma 3.2 and Re(ζ ) ≥ 0, we have
a(eN , eN) ≤ −Re [rN(u, eN)] . (4.4)
Using the Schwarz inequality, (2.13), Lemmas 3.1 and 3.3, and the trace inequality (3.2), we have, for every s ≥ 1/2,∣∣rN(u, eN)∣∣ ≤ a∑
|n|≥N
|τn| |un(a)|
∣∣eNn (a)∣∣
= a
∑
|n|≥N
|n|−s+1/2
∣∣∣τn
n
∣∣∣ |n|s ∣∣∣∣∣ H(1)n (ka)H(1)n (ka0)
∣∣∣∣∣ |un(a0)| |n|1/2 ∣∣eNn (a)∣∣
≤ CN−s+1/2
∣∣∣∣∣ H(1)N (ka)H(1)N (ka0)
∣∣∣∣∣ RN(u; s, a0)‖eN‖1/2,Γa
≤ CN−s+1/2
∣∣∣∣∣ H(1)N (ka)H(1)N (ka0)
∣∣∣∣∣ RN(u; s, a0)‖eN‖1,Ωa , (4.5)
where C is independent of N , s, u, and uN , but depends on k, a, a0, andΩa.
From (4.4) and (4.5), we have
a(eN , eN) ≤ C(k, a, a0,Ωa)N−s+1/2
∣∣∣∣∣ H(1)N (ka)H(1)N (ka0)
∣∣∣∣∣ RN(u; s, a0)‖eN‖1,Ωa .
Applying the arithmetic-geometric mean inequality to the right-hand side of the above inequality, we obtain (4.3).
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Step 2. We show that there exists a positive constant C2 such that
‖eN‖0,Ωa ≤ C2
[
N−1‖eN‖1,Ωa + N−s−1/2
∣∣∣∣∣ H(1)N (ka)H(1)N (ka0)
∣∣∣∣∣ RN(u; s, a0)
]
, (4.6)
where s is an arbitrary positive number, and C2 is independent of N , s, u, and uN , but depends on k, a, a0, andΩa.
Suppose thatw ∈ V satisfies
b(v,w) = (v, eN) (4.7)
for all v ∈ V . Then w is the incoming solution, that is, w is the restriction toΩa of the solution of problem (1.1) where the
outgoing radiation condition is replaced by the incoming radiation condition:
lim
r−→+∞ r
1
2
(
∂u
∂r
+ iku
)
= 0
and f = eN . Note that the DtN operator corresponding to the incoming radiation condition is represented by replacing H(1)n
by H(2)n (the Hankel function of the second kind) in (2.2). Thus,w ∈ H2(Ωa) and moreover a priori estimate (2.4) also holds
for the incoming solution. Hence, we have
‖w‖2,Ωa ≤ C‖eN‖0,Ωa . (4.8)
Taking v = eN in (4.7) and using (3.1), we obtain
‖eN‖20,Ωa = b(eN , w) = bN(eN , w)+ rN(eN , w). (4.9)
Subtracting (4.2) with v = w from (4.9) gives
‖eN‖20,Ωa = rN(eN , w)− rN(u, w). (4.10)
Employing an argument similar to the one for obtaining (4.5), we can get
|rN(eN , w)| ≤ a
∑
|n|≥N
|τn| |eNn (a)||wn(a)|
= a
∑
|n|≥N
|n|−1
∣∣∣τn
n
∣∣∣ |n|1/2|eNn (a)||n|3/2|wn(a)|
≤ C(k, a)N−1‖eN‖1/2,Γa‖w‖3/2,Γa
≤ C(k, a,Ωa)N−1‖eN‖1,Ωa‖w‖2,Ωa , (4.11)∣∣rN(u, w)∣∣ ≤ C(k, a, a0,Ωa)N−s−1/2
∣∣∣∣∣ H(1)N (ka)H(1)N (ka0)
∣∣∣∣∣ RN(u; s, a0)‖w‖2,Ωa , (4.12)
where s is an arbitrary positive number. Using (4.10)–(4.12) and (4.8), we get
‖eN‖20,Ωa ≤ C(k, a, a0,Ωa)
[
N−1‖eN‖1,Ωa‖eN‖0,Ωa + N−s−1/2
∣∣∣∣∣ H(1)N (ka)H(1)N (ka0)
∣∣∣∣∣ RN(u; s, a0)‖eN‖0,Ωa
]
,
and further dividing by ‖eN‖0,Ωa , we attain (4.6).
Step 3. Let us collect the results above to get (4.1) form = 0, 1.
We first note the following identical equation:
‖eN‖21,Ωa = a(eN , eN)+ (k2 + 1)‖eN‖20,Ωa . (4.13)
Squaring both sides of (4.6) and using the Schwarz inequality, we have
‖eN‖20,Ωa ≤ 2C22
N−2‖eN‖21,Ωa + N−2s−1
∣∣∣∣∣ H(1)N (ka)H(1)N (ka0)
∣∣∣∣∣
2 [
RN(u; s, a0)
]2 . (4.14)
Combining (4.13), (4.3) and (4.14), we get
‖eN‖21,Ωa ≤
(
ε + C3N−2
) ‖eN‖21,Ωa + C4(ε)N−2s+1
∣∣∣∣∣ H(1)N (ka)H(1)N (ka0)
∣∣∣∣∣
2 [
RN(u; s, a0)
]2
,
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where C3 = 2C22 (k2 + 1) and C4(ε) = C1(ε)+ 2C22 (k2 + 1). This implies{
1− ε − C3N−2
} ‖eN‖21,Ωa ≤ C4(ε)N−2s+1
∣∣∣∣∣ H(1)N (ka)H(1)N (ka0)
∣∣∣∣∣
2 [
RN(u; s, a0)
]2
,
and further, by taking ε = 1/2,{
1
2
− C3N−2
}
‖eN‖21,Ωa ≤ C4(1/2)N−2s+1
∣∣∣∣∣ H(1)N (ka)H(1)N (ka0)
∣∣∣∣∣
2 [
RN(u; s, a0)
]2
.
Therefore, if
1
2
− C3N−2 ≥ 14 ,
that is, if N ≥ N0 := max{N ∈ N | N ≤ 2√C3}, then (4.1) holds form = 1. Further, from (4.6) and (4.1)withm = 1, we can
derive (4.1) withm = 0.
Step 4. We inductively show (4.1) form ≥ 2, that is, we assume that (4.1) holds form− 1 and show that (4.1) holds form.
Since boundary γ is assumed to be of class C∞, we can see from the usual regularity argument [34] and the trace
theorem [31] that the solutionΦg of problem (2.8) with f = 0 belongs toHm(Ωa) for every g ∈ Hm−3/2(Γa). Moreover, from
the unique solvability of (2.8) (cf. Remark 2.3) and the closed graph theorem, we can get the following a priori estimate:
‖Φg‖m,Ωa ≤ C‖g‖m−3/2,Γa , (4.15)
where C is a positive constant independent of g , but depending on k,Ωa, and m. Whereas we see that eN is the solution of
problem (2.8) with f = 0 and
g = −
∑
|n|<N
τneNn (a)Yn −
∑
|n|≥N
τnun(a)Yn =: gN . (4.16)
Note that gN ∈ Hs(Γa) for every s ≥ 0 because u|Γa ∈ Hs(Γa) for every s ≥ 0 (see Remark 2.6). Hence eN ∈ Hm(Ωa), and
further, from (4.15),
‖eN‖m,Ωa ≤ C‖gN‖m−3/2,Γa . (4.17)
Form (4.16), we have
‖gN‖m−3/2,Γa ≤
∥∥∥∥∥∑|n|<N τneNn (a)Yn
∥∥∥∥∥
m−3/2,Γa
+
∥∥∥∥∥∑|n|≥N τnun(a)Yn
∥∥∥∥∥
m−3/2,Γa
=: I+ II (4.18)
By Lemma 3.1 and the trace inequality (3.2), we have
I2 = a
∑
|n|<N
(1+ |n|2m−3)|τn|2|eNn (a)|2
≤ C(k, a)N2
(
a
∑
|n|<N
(1+ |n|2m−3)|eNn (a)|2
)
≤ C(k, a)N2‖eN‖2m−3/2,Γa
≤ C(k, a,Ωa)N2‖eN‖2m−1,Ωa .
Thus, by the assumption of the induction, we can obtain
I ≤ C(k, a, a0,Ωa)N−s−1/2+m
∣∣∣∣∣ H(1)N (ka)H(1)N (ka0)
∣∣∣∣∣ RN(u; s, a0) (4.19)
for every N ≥ N0 and for every s ≥ m− 3/2.
We can also see from (2.13) and Lemmas 3.1 and 3.3 that for every s ≥ m− 1/2,
II2 = a
∑
|n|≥N
(1+ |n|2m−3)|τn|2|un(a)|2
≤ 2a
∑
|n|≥N
|n|2m−3|τn|2|un(a)|2
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= 2a
∑
|n|≥N
|n|−2s−1+2m
∣∣∣τn
n
∣∣∣2 |n|2s ∣∣∣∣∣ H(1)N (ka)H(1)N (ka0)
∣∣∣∣∣
2
|un(a0)|2
≤ C(k, a, a0)N−2s−1+2m
∣∣∣∣∣ H(1)N (ka)H(1)N (ka0)
∣∣∣∣∣
2 [
RN(u; s, a0)
]2
.
This yields
II ≤ C(k, a, a0)N−s−1/2+m
∣∣∣∣∣ H(1)N (ka)H(1)N (ka0)
∣∣∣∣∣ RN(u; s, a0) (4.20)
for every s ≥ m− 1/2.
Combining (4.17)–(4.20), we can conclude that (4.1) withm holds for every N ≥ N0 and for every s ≥ m− 1/2. 
Lemma 4.2. For each N ∈ N and for every f ∈ L2(Ωa), let uNf be the solution of problem (2.6). There exists a positive constant C
independent of N and f such that
‖uNf ‖2,Ωa ≤ C‖f ‖0,Ωa . (4.21)
Proof. Let uf be the solution of (2.3), and letN0 be the positive integer introduced in Proposition 4.1. Takingm = 2, s = 3/2,
and a0 = a in (4.1) yields
‖uf − uNf ‖2,Ωa ≤ C (1)‖uf ‖3/2,Γa
for all N ≥ N0. From this inequality, (3.2) and (2.4), we get
‖uNf ‖2,Ωa ≤ ‖uf ‖2,Ωa + ‖uf − uNf ‖2,Ωa ≤ C (2)‖uf ‖2,Ωa ≤ C (3)‖f ‖0,Ωa
for every N ≥ N0. We put C (4) := max{CN | 1 ≤ N < N0}, where CN are the constants in (2.9). So (4.21) holds with
C := max{C (3), C (4)}. Note that C is independent of N ∈ N. 
5. Estimation of ‖uN − uNh ‖
Proposition 5.1. Let k be an arbitrary positive number and f an arbitrary function of L2(Ω)with compact support. Assume that
O ∪ suppf ⊂ Ba0(a0 ≤ a). Let uN be the solution of problem (2.6). Suppose that the family {Vh ⊂ V | h ∈ (0, h¯]} satisfies
Assumption 2.4. Assume that there exists an integer l ≥ 2 such that uN ∈ H l(Ωa). Then there exists an h0 > 0 independently of
N ∈ N such that for every h ∈ (0, h0] and for every N ∈ N, problem (2.11) has a unique solution uNh , and moreover we have
‖uN − uNh ‖µ,Ωa ≤ Chm−µ‖uN‖m,Ωa (µ = 0, 1), (5.1)
where m = min{p, l}, and C is a positive constant independent of h, N, f , uN , and uNh , but depending on k, a, andΩa.
Proof. We first assume that problem (2.11) has a solution uNh . We postpone proving the well-posedness of problem (2.11)
until completion of the derivation of (5.1).
Set eNh = uN − uNh . Then we have
bN(eNh , vh) = 0 (5.2)
for all vh ∈ Vh.
We now note the following identical equation:
‖eNh ‖21,Ωa = bN(eNh , eNh )+ (k2 + 1)‖eNh ‖20,Ωa − ζ 〈eNh , eNh 〉 − tN(eNh , eNh ).
Taking the real part of this identity, we can get
‖eNh ‖21,Ωa = Re
{
bN(eNh , e
N
h )
}+ (k2 + 1)‖eNh ‖20,Ωa
− a
∑
|n|<N
Re(σn)|eNh,n(a)|2 − Re(ζ )a
∑
|n|≥N
|eNh,n(a)|2.
By Lemma 3.2 and Reζ ≥ 0, we have
‖eNh ‖21,Ωa ≤ Re
{
bN(eNh , e
N
h )
}+ (k2 + 1)‖eNh ‖20,Ωa . (5.3)
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Step 1. We show that for an arbitrary ε > 0, there exists a positive constant C1(ε) such that
|bN(eNh , eNh )| ≤ ε‖eNh ‖21,Ωa + C1(ε)h2m−2‖uN‖2m,Ωa , (5.4)
wherem = min{p, l}, and C1(ε) is independent of h, N , uN , and uNh , but depends on k, a, andΩa.
By (5.2), we have
bN(eNh , e
N
h ) = bN(eNh , uN − vh) (5.5)
for all vh ∈ Vh. Further, from (3.3), we get
|bN(eNh , uN − vh)| ≤ C(k, a,Ωa)‖eNh ‖1,Ωa‖uN − vh‖1,Ωa . (5.6)
Combining (5.5) and (5.6) yields
|bN(eNh , eNh )| ≤ C(k, a,Ωa)‖eNh ‖1,Ωa‖uN − vh‖1,Ωa .
Applying the arithmetic-geometric mean inequality to the right-hand side of the above inequality and using (2.10) with
p′ = m := min{p, l}, we obtain (5.4).
Step 2. We show that there exists a positive constant C2 such that
‖eNh ‖0,Ωa ≤ C2h‖eNh ‖1,Ωa , (5.7)
where C2 is independent of h, N , uN , and uNh , but depends on k, a, andΩa.
Suppose thatw ∈ V satisfies
bN(v,w) = (v, eNh ) (5.8)
for all v ∈ V . As mentioned in the proof of Proposition 4.1, w is the solution of the problem imposing the incoming MDtN
boundary condition, and hencew ∈ H2(Ωa). Moreover Lemma 4.2 also holds for the incoming solution. Thus we have
‖w‖2,Ωa ≤ C‖eNh ‖0,Ωa , (5.9)
where we wish to emphasize that C is independent of N .
Taking v = eNh in (5.8), we obtain
‖eNh ‖20,Ωa = bN(eNh , w). (5.10)
Subtracting (5.2) from (5.10) gives
‖eNh ‖20,Ωa = bN(eNh , w − vh)
for any vh ∈ Vh, and further, by (3.3),
‖eNh ‖20,Ωa ≤ C(k, a,Ωa)‖w − vh‖1,Ωa‖eNh ‖1,Ωa .
Thus, using (2.10) with p′ = 2 and (5.9), we get
‖eNh ‖20,Ωa ≤ C(k, a,Ωa)h‖eNh ‖0,Ωa‖eNh ‖1,Ωa ,
and further dividing by ‖eNh ‖0,Ωa , we obtain (5.7).
Step 3. Let us collect the results above to get (5.1).
Squaring both sides of (5.7) yields
‖eNh ‖20,Ωa ≤ C22h2‖eNh ‖21,Ωa . (5.11)
Combining (5.3), (5.4) and (5.11) leads us to
‖eNh ‖21,Ωa ≤
(
ε + C3h2
) ‖eNh ‖21,Ωa + C1(ε)h2m−2‖uN‖2m,Ωa ,
where C3 = C22 (k2 + 1). This implies{
1− ε − C3h2
} ‖eNh ‖21,Ωa ≤ C1(ε)h2m−2‖uN‖2m,Ωa ,
and further, by taking ε = 1/2,{
1
2
− C3h2
}
‖eNh ‖21,Ωa ≤ C1(1/2)h2m−2‖uN‖2m,Ωa .
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For every h ∈ (0, h¯] satisfying
1
2
− C3h2 ≥ 14 ,
which is equivalent to
h ≤ 1
2
√
C3
=: h0,
we have (5.1) with µ = 1. Note that h0 is independent of N . Further, from (5.7) and (5.1)with µ = 1, we can deduce (5.1)
with µ = 0.
Step 4. We finally show the well-posedness of problem (2.11). For this purpose, it is sufficient to prove uniqueness of the
solution of problem (2.11) since Vh is finite dimensional. Thus, assume now that uNh ∈ Vh is a solution of problem (2.11) with
f = 0. Since the solution uN of problem (2.6) with f = 0 is identically zero, it follows from (5.1) that uNh = 0. Therefore we
can conclude that problem (2.11) is well-posed when h ≤ h0. 
Proof of Theorem 2.5. We can see from Proposition 5.1 that for every h ∈ (0, h0] and for every N ∈ N, problem (2.11) has
a unique solution uNh .
We next show that for every h ∈ (0, h0], for every N ≥ N0, and for each µ = 0, 1, the estimation (2.12) holds. Let uN
be the solution of (2.6). It follows from Proposition 4.1 that for every m ∈ N, if u ∈ Hm(Ωa) then uN ∈ Hm(Ωa). Using (4.1)
with s = m− 1/2 and with a = a0 and the trace inequality (3.2), we get, for all N ≥ N0,
‖uN‖m,Ωa ≤ ‖u− uN‖m,Ωa + ‖u‖m,Ωa
≤ C‖u‖m−1/2,Γa + ‖u‖m,Ωa
≤ C‖u‖m,Ωa , (5.12)
where C is a positive constant independent of N ≥ N0. Combining (2.15), (4.1), (5.1) and (5.12) leads us to (2.12) for each
µ = 0, 1. 
6. Concluding remarks
All the results hold for general ζ ∈ C satisfying Im ζ < 0 and Re ζ ≥ 0; this condition is satisfied in the casewhen ζ = ik,
i.e., an absorbing boundary condition generating the MDtN boundary condition is the Sommerfeld one. Furthermore, all the
results can be easily extended to the 3D case.
Themethod of the proof of the present paper cannot be applied to the case of the TDtN boundary condition. The reason is
the following. In the case of the TDtN boundary condition, the Robin boundary condition in problem (2.7) must be replaced
by the Neumann boundary condition. Then problem (2.7) is not uniquely solvable if k2 coincides with one of the eigenvalues
of the negative Laplacian with the Neumann boundary condition, and hence the a priori estimate (4.15) does not hold for
such wave numbers. So, at present, we do not know whether the error estimate in the L2-norm like (2.12) is established or
not in the case of the TDtN boundary condition.
We can apply the approach used in [28] to the MDtN case as well, and can then obtain the same results as in [28]. But
such results are worse than those obtained in the present paper. The approach of [28] cannot make the most of the property
that the problem imposing the MDtN boundary condition is well-posed for all N .
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