nature neurOSCIenCe a r t I C l e S The limits of visual acuity and contrast sensitivity are set by the eye, but what we perceive is determined by the visual cortex 1 . In healthy, mature people and animals, the visual acuities of the retina and the cortex are well-matched 2 , but this match is neither automatic nor unbreakable. Differences between cortical and retinal acuity are most apparent during development, when cortical acuity continues to rise after retinal development is completed 3 , and during aging, when behavioral acuity falls even without obvious changes in the eye or the thalamus 4 . Differences also occur as a result of cortical injury or erroneous development. This is the case with amblyopia, the most prevalent (2-4%) visual impairment in young people. Amblyopia is a reduced psychophysical acuity in one or both eyes. It is believed to be caused by deficient processing in the visual cortex 5 , but the mechanisms underlying the dissociations of retinal and cortical acuity in amblyopia and in the healthy aging and developing brain are unclear. Notably, there is a good match between changes in the cortical expression level of BDNF and changes in visual acuity. During development, acuity and BDNF levels rise 6 , whereas both slowly decrease with age 4,7 . This relationship between BDNF and acuity also holds for experimentally induced amblyopia. BDNF mRNA and protein levels 8, 9 and acuity 10 in the primary visual cortex (V1) responding to a monocularly deprived eye are all below normal. In amblyopic rats receiving environmental enrichment 11 or antidepressant treatment 12 , increased BDNF expression in the cortex was seen in parallel with the restoration of visual acuity. Moreover, transgenic mice overexpressing BDNF in the forebrain have a faster rise of cortical acuity 6 even when reared in darkness 13 .
a r t I C l e S
The limits of visual acuity and contrast sensitivity are set by the eye, but what we perceive is determined by the visual cortex 1 . In healthy, mature people and animals, the visual acuities of the retina and the cortex are well-matched 2 , but this match is neither automatic nor unbreakable. Differences between cortical and retinal acuity are most apparent during development, when cortical acuity continues to rise after retinal development is completed 3 , and during aging, when behavioral acuity falls even without obvious changes in the eye or the thalamus 4 . Differences also occur as a result of cortical injury or erroneous development. This is the case with amblyopia, the most prevalent (2-4%) visual impairment in young people. Amblyopia is a reduced psychophysical acuity in one or both eyes. It is believed to be caused by deficient processing in the visual cortex 5 , but the mechanisms underlying the dissociations of retinal and cortical acuity in amblyopia and in the healthy aging and developing brain are unclear. Notably, there is a good match between changes in the cortical expression level of BDNF and changes in visual acuity. During development, acuity and BDNF levels rise 6 , whereas both slowly decrease with age 4, 7 . This relationship between BDNF and acuity also holds for experimentally induced amblyopia. BDNF mRNA and protein levels 8, 9 and acuity 10 in the primary visual cortex (V1) responding to a monocularly deprived eye are all below normal. In amblyopic rats receiving environmental enrichment 11 or antidepressant treatment 12 , increased BDNF expression in the cortex was seen in parallel with the restoration of visual acuity. Moreover, transgenic mice overexpressing BDNF in the forebrain have a faster rise of cortical acuity 6 even when reared in darkness 13 .
Although there is a wealth of data on the involvement of BDNF and its main receptor TrkB in neuronal development 14 , synaptic efficacy 15 , morphology 16 and plasticity 17, 18 , it not known how BDNF promotes visual acuity at the coding level and whether BDNF signaling is involved in acuity in the mature cortex. We studied visual acuity in adult transgenic mice in which, after normal development is completed, cortical TrkB/BDNF signaling is impaired. We found a loss of acuity in these mice that was caused by a reduction in apparent contrast. Using a combination of experiments and modeling, we found that cortical gain control is involved in the selective loss of responses to visual stimuli with high spatial frequencies and the maintenance of responses to low spatial frequencies.
RESULTS

Synaptic efficacy is reduced by genetic inhibition of TrkB
To investigate the role of TrkB signaling in cortical acuity in the mature mouse, we overexpressed a dominant-negative TrkB protein (TrkB.T1) fused to enhanced green fluorescent protein (EGFP) 19 in a large proportion of pyramidal cells after the maturation of cortical acuity. This was achieved by crossing mice carrying a Cre-dependent TrkB.T1-EGFP transgene under the control of the Thy1 promoter 16 with G35-3-cre transgenic mice 20 ( Supplementary Fig. 1 ). In G35-3-cre mice, Cre recombination is restricted to excitatory neurons in the neocortex, hippocampus and amygdala 20 , whereas the retina 21 , thalamus and superior colliculus are unaffected. In TrkB.T1-EGFP; G35-3 double transgenic mice (referred to as TrkB.T1-EGFP mice), TrkB.T1-EGFP was expressed in excitatory neurons of the hippocampus and pyramidal neurons of the neocortex (Fig. 1a) . Expression was absent in layer 4 of the neocortex (Fig. 1b) , probably because the Thy1 promoter is not active in this layer. No transgene expression was detected in the locus coeruleus or basal forebrain neuromodulatory regions. Transgene expression started around 5 weeks after birth, after the end of the critical period for ocular dominance plasticity 22 and after maturation of visual acuity 6, 10 .
Before investigating the effects of impaired TrkB signaling on visual processing in vivo, we assessed its effects at the synapse level. a r t I C l e S BDNF signaling is known to modulate synaptic transmission 15, 18 and overexpression of TrkB.T1 inhibits BDNF-induced enhancement of excitatory transmission 23 . To determine whether interfering with TrkB signaling in pyramidal neurons of adult V1 alters synaptic transmission, we measured the response of pyramidal cells to electrical stimulation in slices of adult visual cortex of wild-type and TrkB.T1-EGFP mice. Because there was no transgene expression in layer 4 and TrkB/BDNF signaling has been implicated in both pre-and postsynaptic modulation of synaptic strength, we first studied the intralaminar connections of layer 2/3 to layer 2/3 neurons, which are the most abundant synapses in layer 2/3 (ref. 24) . We recorded intracellular responses in layer 2/3 pyramidal neurons to extracellular stimulation by an electrode displaced 200 µm horizontally from the recording electrode in the same layer (Fig. 1c,d ). These evoked responses were lower in TrkB.T1-EGFP mice than in wild-type mice (response to 200 µA: TrkB.T1-EGFP, 0.97 ± 0.07 nA, 13 cells; wild type, 1.9 ± 0.2 nA, 6 cells; P = 0.003, t test; Fig. 1e ) confirming that there was a reduction in synaptic strength. Spike initiation thresholds were not different (TrkB.T1-EGFP, −35.1 ± 0.9 mV; wild type, −34.2 ± 0.5 mV; P = 0.5, t test), nor was paired-pulse facilitation, a predominantly presynaptic phenomenon (TrkB.T1-EGFP, 1.18 ± 0.04; wild type, 1.19 ± 0.03; P = 0.9, t test). Although the unchanged paired-pulse ratio did not fully exclude a presynaptic cause of the reduced synaptic strength, it did suggest a primarily postsynaptic phenotype. If so, we would expect a change in layer 4 to 2/3 connections as well. Therefore, we also recorded the local field potential (LFP) in layer 2/3 in response to extracellular stimulation by an electrode positioned in layer 4 ( Fig. 1f,g ). Evoked LFP responses are an indication of combined synaptic activity in the recording electrode's vicinity. In TrkB.T1-EGFP mice, responses were well below those in wild-type mice (response to 260 µA: TrkB.T1-EGFP, 1.50 ± 0.14 mV, 14 slices, 6 mice; wild type, 1.93 ± 0.12 mV, 12 slices, 5 mice; P = 0.03, t test; Fig. 1h ). The paired-pulse ratio was again unchanged (TrkB.T1-EGFP, 0.89 ± 0.04; wild type, 0.98 ± 0.09; P = 0.33, t test). Together, these results strongly suggest that synaptic transmission to layer 2/3 neurons was reduced through a postsynaptic mechanism in the TrkB.T1-EGFP mice.
Evoked LFPs are dominated by excitatory synaptic transmission, but contain the combination of excitatory and inhibitory postsynaptic potentials. As chronic changes in BDNF signaling have been shown to positively correlate with the amount of perisomatic inhibition 6, 25 by parvalbumin-expressing interneurons, we also determined whether the TrkB.T1-EGFP mice showed changes in inhibitory inputs using immunohistochemistry. We examined the parvalbuminpositive boutons around pyramidal cell bodies, which provide the major source of inhibition in the cortex. Perisomatic inhibitory synapses were decreased in TrkB.T1-EGFP mice ( Supplementary  Fig. 2 ), both in bouton number (TrkB.T1-EGFP, 2,707 puncta in 418 cells, 3 mice; wild type, 9,048 puncta in 874 cells, 3 mice; P < 0.001, t test) and average bouton diameter (TrkB.T1-EGFP, 0.623 ± 0.008 µm; wild type, 0.715 ± 0.005 µm; P < 0.001, t test). This finding suggests that the observed decrease in the evoked responses in layer 2/3 neurons was caused by an even larger decrease in excitatory transmission that was partially compensated for by reduced inhibitory input.
Acuity loss after inhibition of TrkB signaling
We next addressed the question of whether the changes in synaptic transmission in adult TrkB.T1-EGFP mice were accompanied by a reduction in visual acuity by using optical imaging of intrinsic signal. We measured the responses of wild-type mice to high-contrast phase-reversing sinusoidal gratings (Fig. 2a,b) . Acuity was defined as the null response point of a threshold-linear curve fitted to the data (Fig. 2b) . TrkB.T1-EGFP mice had a strongly reduced acuity (TrkB.T1-EGFP, 0.40 ± 0.05 cycles per degree, n = 7; wild type, 0.54 ± 0.03 cpd, n = 18; P = 0.01, t test; Fig. 2c ).
Closer inspection of the average response curves revealed that responses to the lowest tested spatial frequency (0.1 cpd) were not reduced (P = 0.6, t test; Fig. 2d ). Because increasing BDNF levels not only induce the increase in visual acuity during development, but also the onset of the critical period 6 , we tested the possibility that TrkB.T1-EGFP expression in the adult visual cortex would affect ocular dominance plasticity. However, we found no difference in ocular dominance plasticity between wild-type and TrkB.T1-EGFP mice (Supplementary Fig. 3 ).
Acuity loss is caused by a reduction of apparent contrast
There are three functional mechanisms through which the excitatory and inhibitory synaptic changes could cause reduced acuity Fig. 4 ). The first mechanism is the enlargement of receptive field centers of neurons in the visual cortex. Sampling input from a larger retinal area would reduce the response to a high spatialfrequency grating, as both dark and light areas will fall in single ON/OFF subfields of a neuron. The second mechanism is a reduction of the signal-to-noise ratio (SNR), which may occur as a result of the reduction of inhibition and excitation. A reduced SNR would affect signal processing of high spatial-frequency information more than that of low spatial frequency, as the response, and therefore the SNR, at high spatial frequencies, is already smaller. The third mechanism is a reduction in perceived contrast. A reduction in synaptic transmission in TrkB.T1-EGFP mice would reduce the response to visual stimulation, as would a reduction of stimulus contrast. This abates the visibility of high spatial-frequency stimuli more than that of lower spatial frequency because contrast sensitivity is already lower for high spatial-frequency stimuli. We asked which of these mechanisms caused the reduction in cortical acuity using extracellular single-unit recordings. Receptive fields were computed by reverse correlation of the response to high-contrast sparse checkerboard stimulation. The receptive field sizes were not different between TrkB.T1-EGFP and wild-type mice (TrkB.T1-EGFP, 21 ± 1 degrees, 72 cells; wild type, 22 ± 1 degrees, 86 cells; P = 0.5, t test; Supplementary Fig. 5 ), excluding the first mechanism.
We next assessed the second mechanism, a reduction in the SNR (Supplementary Fig. 6 ). We first considered the spontaneous rate to be related to the noise and the peak response amplitude related to the signal. Peak rates were not significantly different between transgenic and control mice (TrkB.T1-EGFP, 13 ± 1 Hz; wild type, 14 ± 1 Hz; P = 0.5, t test) and spontaneous rates were even lower in TrkB.T1-EGFP mice (TrkB.T1-EGFP, 4.0 ± 0.6; wild type, 6.3 ± 0.8 Hz; P = 0.02, t test). The response index (that is, (peak rate − spontaneous rate)/peak rate) also showed no difference between mice (TrkB.T1-EGFP, 0.67 ± 0.04; wild type, 0.62 ± 0.03; P = 0.3, t test). A more sophisticated measurement for SNR is the probability that one can correctly determine the onset of a light patch in a neuron's receptive field center on the basis of its response amplitude. We determined this by assessing the area under the receiver operating characteristic curve 26 but found no difference between transgenic and control mice (TrkB.T1-EGFP, 0.945 ± 0.008; wild type, 0.942 ± 0.008; P = 0.8, t test). Also, neither the variation in the response amplitude to drifting gratings (response s.d.: TrkB.T1-EGFP, 2.5 ± 0.5 Hz; wild type, 3.3 ± 0.8 Hz; P = 0.4, t test) nor the linear relationship 26 between log response and log response variance (slope: TrkB.T1-EGFP, 1.2; wild type, 1.3) was different. Thus, there was no indication of a change in SNR in TrkB.T1-EGFP mice.
To test whether the third mechanism, a reduction in apparent contrast, was responsible for the lower visual acuity, we measured contrast tuning in individual neurons (Fig. 3a) . The mean C 50 (the contrast at which a cell responds at half of its maximal response) was markedly higher in TrkB.T1-EGFP mice (TrkB.T1-EGFP, 65 ± 4%, 13 units, 4 mice; wild type, 50 ± 4%, 17 units, 4 mice; P = 0.007, t test; Fig. 3b ), suggesting that there was reduced apparent contrast in TrkB.T1-EGFP mice. Normally, latency increases as contrast decreases, often without a proportional loss in response strength 27 . We therefore examined whether the latency of the peak response to the highest contrast gratings was increased in TrkB.T1-EGFP mice. This was indeed the case (TrkB.T1-EGFP, 0.51 ± 0.06 s; wild type, 0.35 ± 0.05 s; P = 0.03, one-tailed t test; Fig. 3c) . Moreover, the average latency of the peak response to a stimulus in a cell's receptive field center was higher in TrkB.T1-EGFP mice (TrkB.T1-EGFP, 0.164 ± 0.007 s; wild type, 0.138 ± 0.004 s; P = 0.001, t test; Supplementary  Fig. 7) . The average contrast response curve of the TrkB.T1-EGFP mice was below that of the wild-type mice (Fig. 3d) . To confirm that this indicated a reduction in apparent contrast instead of a reduction in response, we fitted the wild-type response curve to the TrkB.T1-EGFP mice measurements by scaling its response or contrast (Fig. 3e) . Reducing contrast by a factor of 1.5 provided the best fit (least squared error: contrast scaling, 0.006; response scaling, 0.02). This confirmed that the increased average C 50 was caused by a reduction of the apparent contrast. a r t I C l e S the contrast response curve confirmed this. The imaged C 50 was reduced (TrkB.T1-EGFP, 40 ± 3%; wild type, 29 ± 3%; P = 0.03, t test; Supplementary Fig. 8 ) and the contrast response curve in TrkB.T1-EGFP mice was better fit by a reduced apparent contrast than by a reduced response (least squared error: contrast scaling, 0.003; response scaling, 0.03; Fig. 4a) .
We then tested whether the amount of reduction of apparent contrast measured in TrkB.T1-EGFP mice is sufficient to explain all of the observed loss of acuity and whether a contrast reduction would also preserve responses to low spatial-frequency stimuli. We reduced the stimulus contrast for wild-type mice by a factor of 1.5 (from 90% to 60%); acuity at 60% contrast in wild-type mice was reduced to 0.39 cpd versus 0.52 cpd at 90% contrast (P = 0.01, paired t test; Fig. 4b) , a similar reduction in acuity as observed in TrkB.T1-EGFP mice at 90% contrast. Just as with the TrkB.T1-EGFP mice, there was no significant reduction in the response at 0.1 cpd, whereas there was a significant reduction in responses to gratings of 0.3 and 0.4 cpd (P = 0.008 and P = 0.004, paired t test; Fig. 4c,d) . We conclude that the loss of acuity is a result of a loss of apparent contrast and that no additional cause is needed to explain the phenotype.
Normalization explains interaction of contrast and acuity
Although they provide a mechanistic explanation for the loss of visual acuity in TrkB.T1-EGFP mice, these results did not explain how the reduction of overall synaptic strength in TrkB.T1-EGFP mice or the contrast reduction in wild-type mice could leave visual responses to low spatial-frequency stimuli unaffected. A possible explanation is that contrast normalization occurs in the cortex. For this reason, we employed Heeger's normalization model 28 , the standard phenomenological model of V1 responses. It was introduced to describe nonlinear response phenomena in V1, such as response suppression by a superimposed additional stimulus and, especially relevant in our context, contrast saturation 29 . We used the model to describe how contrast affects the spatial frequency tuning curve (and vice versa) and to test whether these predictions would explain our experimental data.
In describing the model, we confined ourselves to stimuli that are single sinusoidal gratings of contrast c and spatial frequency f. The unnormalized response A i of a neuron i is a function that grows linearly with contrast followed by a power law half-rectification, A i = max(0, cL i ) n (Fig. 5a) . The cell's firing rate, R i , is given by dividing this response A i by a normalization factor, R i = A i /N. This normalization factor N reflects the total incoming or local activity and is given by a constant σ n plus the sum of the unnormalized responses of all local neurons, N c f
We assume here that the intrinsic signal response P is proportional to the population firing response
∑ , but our conclusions will be valid for any invertible relationship between the two.
At this point, the model already allows a qualitative understanding of why a reduction of contrast or input only reduces high spatial-frequency responses. For high contrasts, there is strong local activity at low spatial frequencies and thus strong normalization reducing the responses, whereas local activity and normalization are weak at high spatial frequencies. At low contrast, the feedforward drive to the cortex is less at both spatial frequencies, but because the concomitant decrease in normalization is far a r t I C l e S greater for low spatial-frequency responses, these are less reduced than high spatial-frequency responses (Fig. 5b-e) .
Derivation of model predictions
To test whether the model would also provide an accurate quantitative fit to our intrinsic optical imaging data, we needed to derive an expression for the intrinsic signal response as a function of contrast c and spatial frequency f. To this end, we separated contrast and spatial frequency by defining a function S as the contrast-independent part of the summed in terms of the experimentally measured parameters σ and n and the
acuity at high contrast is given in the Supplementary Equations, but is unnecessary for testing the match of model and data.
Normalization model reliably matches experimental data
The model predicts that population contrast tuning curves at different spatial frequencies are identical to the contrast tuning curve at 0.05 cpd when the contrast is rescaled appropriately. We confirmed this experimentally (Fig. 6) . The fit of data and model was clearest in the data of individual mice (Fig. 6a) . Small variations in the shape of the contrast response curves of different mice make the average contrast response curves more linear than the separate curves of individual mice. This effect reduces the difference in scaling fitness of a response and contrast reduction, but the optimal contrast scaling still fit the data much better than an optimal scaling of the response (least squared error, 9 × 10 −6 versus 3 × 10 −5 , 6 mice; Fig. 6b-d ). This scaling relationship can be used to construct the spatial frequency tuning curve for any contrast graphically (Fig. 7a,b) . Through this construction, the model provides a markedly exact prediction of the spatial frequency tuning curve data obtained in wild-type mice at 60% contrast (χ 2 (3) = 0.42, P = 0.9, χ 2 test; Fig. 7c ). Because 60% was also the perceived contrast of the highcontrast stimuli in TrkB.T1-EGFP mice, we could compare the spatial frequency tuning curve measured in these transgenic mice directly with those modeled in control mice. The model also gives an accurate prediction of the TrkB.T1-EGFP phenotype at high contrast (χ 2 (3) = 0.42, P = 0.9, χ 2 test; Fig. 7d) , showing that it offers a good quantitative understanding of the relationship of contrast and acuity. a r t I C l e S DISCUSSION To study the role of TrkB/BDNF in cortical visual acuity, we investigated synaptic transmission and visual responses in the visual cortex of adult mice with a postdevelopmental genetic impairment of TrkB signaling that was restricted to cortical pyramidal cells. TrkB/BDNF signaling is a well-known regulator of synaptic strength in many brain areas 15, 18 , including V1 (ref. 30) . We examined whether synaptic strength was reduced in TrkB.T1-EGFP mice using intracellular and local field responses in layer 2/3 to extracellular stimulation in layer 2/3 and layer 4, respectively. Total synaptic strength was indeed reduced for both connection types. In addition to a reduction of the stimulated responses, which reflects the balance between excitation and inhibition, we found that there was an anatomical loss of perisomatic inhibition. The reduction in excitatory transmission was therefore larger than the response losses alone suggested. Chronic reduction of postsynaptic release of BDNF is known to reduce perisomatic inhibition 25 . If this is mediated by a postsynaptic effect on inhibitory synapses, a similar mechanism could be at work in the transgenic mice. Alternatively, the reduction of inhibition could be caused by a homeostatic compensatory mechanism in response to the decreased excitatory transmission. At first glance, the transgenic mice had a normal visual system despite these synaptic changes. Consistent with previous reports in young mice with deficient TrkB/BDNF signaling 31, 32 we found that ocular dominance and its plasticity were unaffected. Responses to low spatial-frequency stimuli were also unaltered. However, responses to high spatial-frequency stimuli were severely reduced or lost. Extracellular recordings indicated that this was not a result of changes in SNRs or receptive field sizes. The latter finding is consistent with studies in heterozygous BDNF-deficient mice 31 and mice in which TrkB kinase activity was inhibited by a chemical-genetic approach 32 . Single-unit and intrinsic signal measurements, however, revealed that the average contrast tuning curve in TrkB.T1-EGFP mice could be matched to the wild-type curve by scaling the contrast. Moreover, the selective loss of high spatial-frequency responses observed in TrkB.T1-EGFP mice could be replicated in wild-type animals when stimuli were presented at a reduced contrast. We conclude that reduced apparent contrast caused this selective deficit. As stimulus contrast correlates with synaptic input amplitude, this provides a logical connection between the effect of reduced TrkB signaling at the cellular level and reduced contrast perception at the systems level. Our results are interesting in the context of previous studies, which found that forebrain overexpression of BDNF induces an earlier rise of acuity during development 6 that does not require visual experience 13 . It is possible that a BDNF-mediated increase in synaptic strength and contrast gain explains part of this experienceindependent increase in acuity in addition to the observed reduction of receptive field sizes in these mice.
Why would reduced apparent contrast selectively affect high spatialfrequency responses, leaving those to low spatial frequencies unaffected? Heeger's normalization model describing the effects of gain control in V1 (ref. 28) , such as contrast saturation, provides the answer. The model prescribes that responses of individual neurons are normalized by local activity, causing responses to strong stimuli to be diminished more by normalization than those to weak stimuli. When we implemented the natural assumption that the normalization pool displays the same spatial-frequency tuning as the general population, the model explained the contrast-induced acuity loss and accurately fit the phenotype of TrkB.T1-EGFP mice (Fig. 7d) and lowcontrast measurements in wild-type mice (Fig. 7c) . A contrast reduction decreases the visual input for high and low spatial-frequency stimuli in the same proportion. The reduced feed-forward drive for low spatial frequencies, however, will be masked by a concomitant reduction in the normalization. At high spatial frequencies, there is little normalization to begin with and a reduction of input leads to a drop in response.
Our data support an implementation of the normalization model that predicts spatial-frequency tuning to be contrast dependent. How can this be reconciled with previous studies of carnivores and primates that imply that spatial frequency tuning in individual neurons is contrast invariant 29 ? The explanation for the discrepancy lies in the fact that the mouse population tuning curve (Fig. 4c) already slopes at the lowest spatial frequencies where we measured. The level of normalization thus diminishes at increasing spatial frequencies. In species with a high acuity, however, the population tuning at intermediate spatial frequencies is relatively flat compared with that of most individual neurons 33 . This means that neurons tuned to this spatial-frequency range will have contrast-invariant spatial frequency tuning. This effect will be augmented by the presence of a cortical spatial-frequency map 34 . At high spatial frequencies, however, the population tuning curve slopes similarly to the measured mouse curve. For neurons tuned to these high spatial frequencies, the normalization model predicts a departure from contrast invariance. This has been shown experimentally 35,36 but had not been considered as a logical consequence of normalization. The normalization model thus correctly predicts the contrast invariance of intermediate spatial frequency-preferring cells of cats and primates and fits the contrast dependence of high spatial frequency-preferring cells (Supplementary Fig. 9 and Supplementary Equations). We expect that impairment of TrkB/BDNF signaling would also reduce apparent contrast in these species. Primate and cat contrast sensitivity curves, which give the minimum contrast necessary to detect a specific spatial frequency, are steeper at the high spatial-frequency limit than those of the mouse. A similar loss in contrast would thus translate into a milder loss of acuity.
Heeger's model is among the most influential concepts in the field of vision research. Our data provide further support for its validity, but its biological implementation remains unknown. Response normalization has been hypothesized to be implemented by intracortical GABAergic inhibition [37] [38] [39] [40] , short-term depression in the thalamocortical synapse 41, 42 , intracortical synaptic depression 43, 44 or to be caused by contrast saturation in LGN responses 45, 46 . It is likely that a combination of these mechanisms is responsible for the normalization of cortical responses. Our results indicate that normalization is not complete at the stage of the thalamocortical synapse. Normalization of information arriving in the pyramidal layers certainly occurs, as we found that the specific reduction of synaptic transmission in layer 2/3 in TrkB.T1-EGFP mice was not accompanied by a concomitant reduction in the response to salient stimuli. The normalization mechanism itself, whatever its nature, was unaffected in the TrkB.T1-EGFP mice, as their contrast response curve was fitted with the same saturation level and rectification exponent as was used for wild-type mice.
Our findings may have implications for cortical acuity loss in amblyopia or aging. Similar to our observations in TrkB.T1-EGFP mice, acuity loss in aging humans or animals often occurs in the absence of changes in the eye or thalamus and is associated with a specific loss of response amplitude to high spatial-frequency stimuli and a rise in the latencies of visually evoked potentials 4 . In addition, the loss of contrast sensitivity in amblyopia 5, 47 is reminiscent of our observations in TrkB.T1-EGFP mice. Notably, reduction of TrkB/BDNF-signaling [7] [8] [9] and reduced synaptic strength 48 have also been observed under these conditions and may have a causal role. This suggests that the search for therapeutic strategies for these deficiencies a r t I C l e S should include strategies that increase TrkB/BDNF signaling in the visual cortex. Indeed, antidepressants 12 and environmental enrichment 11, 49 both lead to an increase in BDNF signaling in the rodent cortex and positively affect visual acuity. It will be interesting to examine the effects of environmental enrichment or antidepressant treatment on visual acuity in an aged population.
METHODS
Methods and any associated references are available in the online version of the paper at http://www.nature.com/natureneuroscience/.
Note: Supplementary information is available on the Nature Neuroscience website. layer 4 to 2/3 synaptic strength. We filled glass microelectrodes with the extracellular solution and placed them in the middle of layer 2/3. A bipolar stimulating electrode (25 µm platinum/iridium CE2C55 FHC,) was positioned in layer 4, such that a detectable response to 15-µA stimulation was recorded. For paired pulse ratio recordings, we used a stimulus intensity that caused half the maximum response obtained in the response curve measurement. Electrical stimulation and analysis were otherwise identical to the protocol used to assess layer 2/3 to 2/3 connectivity.
Statistical analysis and contrast tuning curve fitting. Two-tailed unpaired Student's t tests were used for all comparisons unless otherwise stated. Contrast-tuning curves were fit with a Naka-Rushton curve by minimizing the least squared error using a Nelder-Mead procedure in Matlab. A nullresponse point at 1% contrast was added to constrain the fit. Minimization was initiated with semisaturation constant σ = 0.4 and exponent n = 2. C 50 , the contrast at which the response is half its maximum, was determined from the fit.
