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StabilityAbstract It is known that the matrix square root has a significant role in linear algebra computa-
tions arisen in engineering and sciences. Any matrix with no eigenvalues in R has a unique square
root for which every eigenvalue lies in the open right half-plane. In this research article, a relation-
ship between a scalar root finding method and matrix computations is exploited to derive new iter-
ations to the matrix square root. First, two algorithms that are cubically convergent with
conditional stability will be proposed. Then, for solving the stability issue, we will introduce coupled
stable schemes that can compute the square root of a matrix with very acceptable accuracy.
Furthermore, the convergence and stability properties of the proposed recursions will be analyzed
in details. Numerical experiments are included to illustrate the properties of the modified methods.
 2016 Faculty of Engineering, Ain Shams University. Production and hosting by Elsevier B.V. This is an
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Let A 2 Cnn has no eigenvalues in R, and then the matrix
square root may be defined as following integral representation
[10]:
A1=2 ¼ 2
p
A
Z 1
0
ðt2In þ AÞ1 dt: ð1:1Þ
We will almost exclusively be concerned with the principal
square root, A1=2. Recall that for A with no eigenvalues on
R;A1=2 is the unique square root X of A whose spectrum lies
in the open right half-plane. The matrix
ﬃﬃﬃﬃ
A
p
denotes anarbitrary, possibly non-principal square root of A. However,
matrix equations particularly the equation X2  A ¼ 0, often
appear in mathematical models not only in applied mathemat-
ics but also in some other scientific disciplines. For this reason,
this problem has been studied by many authors during the past
decades, especially from the computational point of view. In
general, there are four main approaches to the computation
of matrix square root: series approximation (using a proper
constituent matrix) [4,19], Schur decomposition methods
[3,23], integral representation estimation [13,20], and iterative
methods [2,6–9,12,14,15,17,18,21]. In this paper, we restrict
our attention to the iterative methods.
Matrix iterations Xkþ1 ¼ wðXkÞ, where w is a polynomial or
a rational function, are attractive alternatives for computing
square roots for two reasons: they are readily implemented
in terms of standard ‘‘building block”, and they are potentially
well suited to parallel computation. One of the most popular
families of recursion is Newton’s iteration. The classical full
Newton’s iteration is in the following form [7]:J (2016),
2 A. SadeghiXkHk þHkXk ¼ A X2k;
Hkþ1 ¼ Hk þ Xk
(
; k ¼ 1; 2; . . . ð1:2Þ
for suitable initial values X0, provides a sequence fXkg1k¼1
which converges to A1=2. This method has good properties of
convergence and stability, but it is too expensive in terms of
arithmetic operations. The large cost of this computation
makes Newton’s iteration useful only as an iterative refine-
ment. The Newton’s iteration [7]:
X0 ¼ A; Xkþ1 ¼ 1
2
Xk þ X1k A
 
; k ¼ 1; 2; . . . ð1:3Þ
has good theoretical properties. If the matrix A be symmetric
positive definite, provided all the iterates in (1.3) are defined,
then fXkg1k¼1 converges quadratically to A1=2 [7,8]. Unfortu-
nately, this iteration has such poor numerical stability that it
is useless for practical computation. An alternative iteration
was derived by Denman and Be´avers [6] as a special case of
a method for solving the algebraic Riccati equation:
X0 ¼ In; M0 ¼ A;
Xkþ1 ¼ 12 Xk þM1k
 
;
Mkþ1 ¼ 12 Mk þ X1k
 
:
8><>: k ¼ 1; 2; . . . ð1:4Þ
For a general matrix, if we implement the iterations using LU
factorization then the iteration (1.4) requires fifty percent more
arithmetic operations per iteration than the Newton’s iteration
(1.3), but for symmetric positive definite matrices the operation
counts are the same if we make use of Cholesky factorizations.
These iterations require more storage than the Newton’s itera-
tion, but this is not a major drawback since k is not usually
very large in practice. The crucial property of the Denman
and Be´avers iteration is that it propagates errors in a stable
fashion. Lakic´ [15] proposed iterative methods for finding
the matrix square root that possesses a high computational
efficiency. Properties of this sequence are the basis for the con-
struction of the third order algorithm for computing the
matrix square root of A,
X0¼ In; Xkþ1¼3
8
Xkþ3
4
AX1k In
1
6
AX2k
 
; k¼1;2; . . . ð1:5Þ
An analysis of its numerical stability shows that the algorithm
is conditionally stable under some restrictions on the eigenval-
ues of A. An alternative method for computing A1=2, which
does not suffer from numerical instability as follows [15]:
X0 ¼ In; M0 ¼ A;
Xkþ1 ¼ Xk 38 In þ 34Mk In  16Mk
  
;
Mkþ1 ¼Mk 38 In þ 34Mk In  16Mk
  2
:
8><>: k ¼ 1; 2; . . . ð1:6Þ
More recently, Soleymani et al. [22] proposed an iterative
methods to the matrix square root. They have analytically
shown that their scheme is asymptotically stable. In addition,
convergence analysis along with the error bounds of the main
proposed method is established in their article. Moreover, Li
and Shen [16] proposed two new algorithms to compute the
nonsingular square root of a matrix A by applying Newton’s
method. Convergence theorems and stability analysis have
been explored in depth for the new algorithms.
In this paper, we will introduce some iterative approaches
for computing square root of matrix A which does not have
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gence and then under some particular conditions the matrix
case also is cubically convergence. Furthermore, convergence
and stability of the proposed iteration are studied in detail
by proving some theorems. For solving instability of the algo-
rithm, utilizing axillary variable, a new coupled iterative
method is introduced which is stable. The numerical experi-
ments established that the results will be very feasible for
matrices with eigenvalues less that one. For this purpose, nor-
malization of the matrices has been used for getting better
accuracy. Numerical implementations have been carried out
to reveal the properties of the modified theory. Throughout
this research article, the following notation will be appeared.
If W 2 Cnn with eigenvalues k1; . . . ; kn, then the spectrum of
W is defined by rðWÞ ¼ fk1; . . . ; kng, and the spectral radius
of W is defined by qðWÞ ¼ maxijkij.
2. New iterative methods
In this section, we provide some conditions to introduce new
iterative method to evaluate the principal matrix square root.
First the principal square root of scalar a is defined.
Definition 1. Let a 2 R and aP 0. The principal square root
of scalar a is defined as unique real number
ﬃﬃﬃ
a
p
, where
ﬃﬃﬃ
a
p
P 0.
In next step, we first apply the following iterative scheme
introduced in [1]:
xkþ1 ¼ xk  LfðxkÞ fðxkÞ
f0ðxkÞ ; k ¼ 1; 2; . . . ð2:1Þ
wherein
LfðxkÞ ¼ 1þ 1
2
f00ðxkÞfðxkÞ
f02ðxkÞ
þ 1
2
f002ðxkÞf2ðxkÞ
f04ðxkÞ
; ð2:2Þ
to the function fðxÞ ¼ x2  a. Therefore, we obtain the follow-
ing iterations:
x0¼1; xkþ1¼ 5
16
xkþ 15a
16xk
 5a
2
16x3k
þ a
3
16x5k
; k¼1;2; . . . ð2:3Þ
for finding the square root of a. This iterative scheme plays a
major role for proposing a new cubically convergent iterative
method to the matrix square root, which is the aim of this
paper. Thus, we present the following theorem.
Theorem 2.1. Assume a 2 R, and 0 < a  1. For the sequence
fxkg1k¼1 defined by (2.1), the following items are hold:
1. xkþ1 
ﬃﬃﬃ
a
p ¼ 10x3k2
ﬃﬃ
a
p
x2k6axk2a
ﬃﬃ
a
p
32x5
k
xk 
ﬃﬃﬃ
a
pð Þ3;
2.
ﬃﬃﬃ
a
p
< xk 6 1;
3. limk!1xk ¼
ﬃﬃﬃ
a
p
;If a ¼ 0, then we have
4. 0 < xk < 1;
5. limk!1xk ¼ 0.
Proof. First part can be easily proved by elementary calcula-
tions. We prove the second part by induction over k. Letﬃﬃﬃ
a
p
< xk 6 1. Then from part (1), it follows xk 
ﬃﬃﬃ
a
p
> 0.
Now, consider the scalar functionre root using some novel third-order iterative methods, Ain Shams Eng J (2016),
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16
þ 15a
16t
 5a
2
16t3
þ a
3
16t5
: ð2:4Þ
It is apparent that for a 2 ð0; 1 we have
x1 ¼ fðx0Þ ¼ fð1Þ ¼ 1
16
5þ 15a 5a2 þ a3 
¼ gðaÞ 2 ðgð0Þ; gð1Þ ¼ 5
16
; 1
 
:
which means that x1  1 ¼ x0. On the other hand, using the
elementary inequality we attain gðaÞ ¼ 1
16
5þ 15að
5a2 þ a3ÞP ﬃﬃﬃap for a 2 ð0; 1, and thus x1 ¼ gðaÞP ﬃﬃﬃap .
Moreover, since
f0ðtÞ ¼ 5
16
 15a
16t2
þ 15a
2
16t4
 5a
3
16t6
¼ 5
16
1 a
t2
 	3
< 0;
it can be concluded that f is monotonously decreasing. This
gives the upper bound in part (2) becauseﬃﬃﬃ
a
p
6 xkþ1 ¼ fðxkÞ 6 fð1Þ ¼ fðx0Þ ¼ x1 6 1:
From part (2) and the monocity, it follows that the sequence xk
is convergent. Setting limk!1xk ¼ ‘, we obtain the following
equation
11‘6  15a‘4 þ 5a2‘2  a3 ¼ 0; ð2:5Þ
which has the solutions  ﬃﬃﬃap ;  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2i ﬃﬃ7p a
11
q
, and 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2þi ﬃﬃ7p a
11
q
. Since
only
ﬃﬃﬃ
a
p
belongs to the interval
ﬃﬃﬃ
a
p
; 1½ ; therefore, it follows
that ‘ ¼ limk!1xk ¼
ﬃﬃﬃ
a
p
. In particular case a ¼ 0, we have
0 < xkþ1 ¼ 5
16
xk 6
5
16
< 1
which implies part (4) and part (5). h
Theorem 2.1 shows that the sequence xk is cubically conver-
gent for a > 0, and only linearly with the rate 5
16
for a ¼ 0.
Now, we ready to generalize the iterations from the scalar case
to matrix version. First, the principal matrix square root is
defined in the following more precisely.
Definition 2. Let A 2 Cnn has no eigenvalues on R. There is
a unique square root X of A which all of its eigenvalues lie in
the right half-plane, is the solution of the matrix equation
X2  A ¼ 0, and it is a primary function of A. The matrix
X ¼ A1=2 is called the principal matrix square root.
It should be pointed out that in Definition 2, if A is real
then X also is real, and then each eigenvalue of X is the prin-
cipal square root of ki. Now, let X0 ¼ aIn or X0 ¼ bA denote
initial approximation, whenever a and b are appropriate
parameters to ensure convergence, and In is the identity matrix
of order n. Consequently, new iterative method based on real
sequence (2.1) will propose in the following algorithm.
Algorithm 2.1. Let A be an n n matrix. The new iterative
method for computing the square root of A is expressed by:
X0 ¼ aIn; or X0 ¼ bA;
Xkþ1¼ 5
16
Xkþ 1
16
AX1k 15In5AX2k þA2X4k
 
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eigenvalues on R. If AX0 ¼ X0A is valid, then for the sequence
fXkg1k¼0 in Algorithm 2.1, one has that
AXk ¼ XkA ð2:6Þ
holds for all k ¼ 1; 2; . . ..
Proof. By using a similar strategy that is mentioned in [7],
lemma can be easily proven. h
In the following theorem, we establish the cubically conver-
gence of the sequence fXkg1k¼1.
Theorem 2.2. Let A 2 Cnn is a diagonalizable matrix, then for
the matrix sequence fXkg1k¼1 defined by Algorithm 2.1, we have
limk!1Xk ¼ A1=2, where A1=2 is the principal square root of A,
and for ki > 0 we have the following upper boundkXkþ1  A1=2k 6 1
32
kX1k k5
 10X3k  2A1=2Xk  6AXk  2AA1=2


 


 Xk  A1=2


 

3: ð2:7Þ
Proof. From diagonalizability of the matrix A, it follows that
if A is singular then 0 is at most a simple zero of the minimal
polynomial of A which means that there exist A1=2 in the singu-
lar case. Hence, consider A is a regular matrix such that
W1AW ¼ K ¼ diagfk1; . . . ; kng; ð2:8Þ
where W is a nonsingular matrix. Define Dk ¼W1XkW.
According to iterative scheme in Algorithm 2.1, we then have
D0 ¼ In;
Dkþ1 ¼ 5
16
Dk þ 1
16
KD1k 15In  5KD2k þ K2D4k
 
;
where fDkg1k¼1 is the sequence of real block diagonal matrices
Dk ¼ diag dðkÞ1 ; . . . ; dðkÞn
n o
. Thus, the recursive relation
fDkþ1g1k¼1 is equivalent to n scalar iterative scheme
d
ðkÞ
0 ¼ 1;
d
ðkþ1Þ
i ¼
5
16
d
ðkÞ
i
 	
þ 15ki
16 d
ðkÞ
i
 	 5k2i
16 d
ðkÞ
i
 	3 þ k3i
16 d
ðkÞ
i
 	5 :
Since fDkg1k¼1 is a real sequence, employing Theorem 2.1,
we obtain
lim
k!1
Dk ¼ K1=2 ¼ diag
ﬃﬃﬃﬃ
k1
p
; . . . ;
ﬃﬃﬃﬃ
kn
pn o
:
Consequently, it can be yielded that
limk!1Xk ¼ VK1=2V1 ¼ A1=2. According to first part of
Theorem 2.1, we have
Dkþ1  K1=2 ¼ 1
32
10D3k  2K1=2Dk  6KDk  2KK1=2
 
 D5k
 
Dk  K1=2
 3
:
Performing similarity transformation by W gives usre root using some novel third-order iterative methods, Ain Shams Eng J (2016),
Figure 1 Fractal behavior of iterations (2.3) for a ¼ 1.
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32
10X3k  2A1=2Xk  6KXk  2AA1=2
 
 X5k
 
Dk  A1=2
 3
:
Subsequently, taking any subordinate norms in the last rela-
tion we get
kXkþ1  A1=2k 6 1
32
X1k


 

5  10X3k  2A1=2Xk  6AXk


2AA1=2

  Xk  A1=2

 

3:
This ends the proof. h
Theorem 2.2 is illustrated that the order of convergence of
the matrix sequence fXkg1k¼1 given by Algorithm 2.1 is equal to
3, provided that A is a nonsingular matrix. It must be empha-
sized that if A is singular matrix, according to Theorem 2.1,
fXkg1k¼1 converges only linearly with the rate 516. Now we are
interested to apply normalization of the matrix as follows.
Remark 1. If qðAÞ > 1, then we substitute B ¼ A=kAk. In this
case, it is clear that qðBÞ 6 1. Subsequently, the matrix
sequence fRkg1k¼1 can be computed as following.
Algorithm 2.2. Let A 2 Cnn and B ¼ A=kAk. The iterative
method for computing the square root of A with qðAÞ > 1 is
expressed as:
R0 ¼ In;
Rkþ1 ¼ 5
16
Rk þ 1
16
BR1k 15In  5BR2k þ B2R4k
 
;
Xk ¼
ﬃﬃﬃﬃﬃﬃﬃﬃ
kAk
p
Rk:
In Algorithm 2.2, it is apparent that limk!1Rk ¼ B1=2, and
limk!1Xk ¼ A1=2. We then havekXkþ1  A1=2k ¼
ﬃﬃﬃﬃﬃﬃﬃﬃ
kAk
p
 Rkþ1  B1=2


 


¼ O Xk  A1=2


 

3 	; ð2:9Þ
where O denotes big O. Notice that the matrix B could also be
proposed by B ¼ A=qðAÞ if qðAÞ is available. Since
qðAÞ 6 kAk, it is more appropriate that the upper bound
kAk will be considered. It should be pointed out that when
A is nonsingular, since limk!1Xk ¼ A1=2, this concludes that
limk!1X
1
k ¼ A1=2, that is called the principal inverse matrix
square root.
Remark 2. It is straightforward that even the scalar iterations
of (2.3) has a fractal behavior. It leads us to explore the
existence of regions where the iterates converge to fixed points
of the function. We utilized MATLAB (2014Ra) with a square
of 250,000 points to generate plots of the set of points for
which the iteration converges to a specific root and also their
boundary points of the iterates. The associated picture for
a ¼ 1 is shown in Fig. 1. It must be pointed out that we would
like to obtain the principal root. As can be seen for any point
belongs to nonnegative real axis, the iteration (2.3) converge to
the principal square root. Thus, for positive definite matrix, the
iterations (2.3) converges to the unique positive definite square
root of A where the initial guess matrix is positive definite. ThePlease cite this article in press as: Sadeghi A, Approximating the principal matrix squa
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root by Newton’s iterations.
Now, we are interested to know that whether the iterations
in Algorithm 2.1 are stable or not? First we give the following
theorem.
Theorem 2.3. The sequence fXkg1k¼1 introduced in Algorithm
2.1 is conditionally stable.
Proof. The proof of this theorem is based on strategy that has
been applied in [7,15]. It is hence omitted. h
As can be seen in Remark 2, the proposed iterations in
Algorithm 2.1 may have fractal behavior. Moreover, according
to Theorem 2.3, it was seen that the proposed scheme has turn
out to be stable whenever A is ill-conditioned or the size of the
input matrix A is large. Hence, the condition on the matrix A is
very restrictive and consequently the proposed iteration is not
much practical use for calculating the principal matrix square
root. For solving this issue, two alternative stable and conver-
gent iterations will be proposed by employing matrix auxiliary
variables in the next section.
3. New stable iterative schemes
In this section, new stable variant of iterative method for com-
puting the principal matrix square root will be introduced. For
this purpose, we first consider an auxiliary variable in the form
Mk ¼ AX2k . It can be easily shown that limk!1Xk ¼ In and
limk!1Mk ¼ A. Furthermore, the set of the matrices
fXk;Mk;Ag commuting set. Now, the new variant of the
matrix iterations is obtained as following:
Xkþ1 ¼ 5
16
Xk þ 1
16
AX1k 15In  5AX2k þ A2X4k
 
¼ Xk 5
16
In þ 1
16
AX2k 15In  5AX2k þ A2X4k
  
¼ Xk 5
16
In þ 1
16
Mk 15In  5Mk þM2k
  
;re root using some novel third-order iterative methods, Ain Shams Eng J (2016),
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Mkþ1¼AX2kþ1
¼AX2k
5
16
Inþ 1
16
AX2k 15In5AX2k þA2X4k
  2
¼Mk 5
16
Inþ 1
16
Mk 15In5MkþM2k
  2
:
Consequently, the following algorithm will be given.
Algorithm 3.1. Let A 2 Cnn. The coupled iterative method for
computing the square root of A is defined by the recursive
relations
X0 ¼ In; M0 ¼ A
Xkþ1 ¼ Xk 5
16
In þ 1
16
Mk 15In  5Mk þM2k
  
;
Mkþ1 ¼Mk 5
16
In þ 1
16
Mk 15In  5Mk þM2k
  2
:
In Algorithm 3.1, it is straightforward that whenever
limk!1Xk ¼ A1=2, then limk!1Mk ¼ In. In this part, we present
stability analysis of the coupled iteration for computing matrix
square roots. According to [5], an iteration Xkþ1 ¼ wðXkÞ is
stable in a neighborhood of a solution X ¼ wðXÞ, if the error
matrices Ek ¼ Xk  X satisfy
Ekþ1 ¼ LðEkÞ þO Ekk k2
 	
; ð3:1Þ
where L is a linear operator with bounded powers. In other
words, there exists a constant e > 0 such that for all k > 0
and an arbitrary unit norm, we have LkðEÞ < e. This means
small perturbation introduced in a certain step will not be
amplified in the subsequent iterations. Thus, we give the fol-
lowing theorem.
Theorem 3.1. The iterations fXkþ1g1k¼1 and fMkþ1g1k¼1 in
Algorithm 3.1 are stable.
Proof. Consider the iterations in Algorithm 3.1 and introduce
the error matrices Ek ¼ Xk  A1=2, and Fk ¼Mk  In. For the
sake of simplicity, perform a first order error analysis and
remove all the terms that are quadratic in the errors. Assume
equality up to second order terms are denoted with the symbol
u. Thus, from Mk ¼ In þ Fk, one has
Ekþ1¼Xkþ1A1=2¼Xk 5
16
Inþ 1
16
Mk 15In5MkþM2k
  A1=2
¼Xk 5
16
Inþ 1
16
IþFkð Þ 15In5ðInþFkÞþðInþFkÞ2
 	 
A1=2uXk 5
16
Inþ 1
16
ðInþFkÞð3Fkþ11InÞ
 
A1=2uXk 5
16
Inþ11
16
Inþ1
2
Fk
 
A1=2¼EkþXk
2
Fk:Please cite this article in press as: Sadeghi A, Approximating the principal matrix squa
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Fkþ1 ¼Mkþ1  In
¼Mk 5
16
In þ 1
16
Mk 15In  5Mk þM2k
  2
 In u ðIn þ FkÞ 5
16
In þ 11
16
In þ 1
2
Fk
 
 In ¼ ðIn þ FkÞðIn  FkÞ  In u 0:
In conclusion, it can be written as
Ekþ1
Fkþ1
 
¼ In
Xk
2
0 0
 !
Ek
Fk
 
¼ L Ek
Fk
 
: ð3:2Þ
The coefficient matrix L is idempotent ðL2 ¼ LÞ and hence has
bounded powers. Thus the proposed iterations are stable. h
Once again if qðAÞ > 1, therefore the substitution
B ¼ A=kAk can be applied. Hence, we propose the following
algorithm.
Algorithm 3.2. Let A 2 Cnn and B ¼ A=kAk. The stable
coupled iterative method for computing the principal square
root of A is expressed as follows:
R0 ¼ In; M0 ¼ A
Rkþ1 ¼ Rk 5
16
In þ 1
16
Mk 15In  5Mk þM2k
  
;
Mkþ1 ¼Mk 5
16
In þ 1
16
Mk 15In  5Mk þM2k
  2
:
Xk ¼
ﬃﬃﬃﬃﬃﬃﬃﬃ
kAk
p
Rk:
In Algorithm 3.2, it is apparent that
limk!1Rk ¼ B1=2; limk!1Xk ¼ A1=2. Thus, the principal
matrix square root can be computed efficiently.4. Numerical experiments and application
In this section, we support the theory which has been devel-
oped so far with several numerical implementations. All com-
putations have been carried out by using MATLAB (2014Ra).
Matrices that were used are either well-conditioned or
ill-conditioned. We also used Higham’s Matrix Function
Toolbox [11] which is a collection of programs to implement
matrix computation methods. In addition, the accuracy is mea-
sured by means of the size of:
Ek bX 	 ¼ bX2k  A



 



F
kAkF
; ð4:1Þ
whenever bX is the computed square root of A, and k  kF is
Frobenius norm.
Test 1. In this example, three matrices A;B and C that have
been utilized in [15] are considered as follows:re root using some novel third-order iterative methods, Ain Shams Eng J (2016),
Figure 2 Comparison residual error in Test 2.
6 A. SadeghiA ¼
1 1 1
1 2 3
1 3 6
0B@
1CA; B ¼ 5þ i 2þ i 3i2þ i 5þ i 4þ 1i
1 2i 3 2i 6 2i
0B@
1CA;
C ¼
4 1 1
2 4 1
0 1 4
0B@
1CA:
The square root of these matrices that have the condition
number jðAÞ ¼ 61:9839; jðBÞ ¼ 9:6468 and jðCÞ ¼ 2:4642 is
evaluated by numerous methods. We have compared the num-
ber of iterations, residual errors and also CPU time in second
by performing our proposed iterations and other schemes. The
result has been reported in Table 1. It should be noted that in
spite of we have used double precision arithmetic precision, we
present error by short form. According to the results, we can
see that Algorithm 3.2 has very accurate advantage with less
number of iterations (and consequently less time consuming
in most cases) in comparison with other methods.
Test 2 (An application). The quadratic matrix equation
AX2 þ BXþ C ¼ 0, whenever all matrices are n n arisen in
various applications. Unfortunately, there is no closed-form
expression for X generally, and the theory of such equations is
nontrivial (For more information refer to [8,10]). A special case
in which the usual quadratic formula generalizes is whenever we
put A ¼ In;B commutes with C, and also B2  4C has a square
root. Then the solution can be obtained as following:
X ¼  1
2
Bþ 1
2
ðB2  4CÞ1=2: ð4:2Þ
Now, assume n n following tridiagonal matrices as
B ¼
4 2
2 4 2
. .
. . .
. . .
.
2 4 2
2 4
0BBBBBB@
1CCCCCCA
nn
;
C ¼
10 1
1 10 1
. .
. . .
. . .
.
1 10 1
1 10
0BBBBBB@
1CCCCCCA
nn
:
Notice that BC ¼ CB. We have computed the solution of
the matrix equation X2 þ BXþ C ¼ 0 by using (4.2). In our
implementations, we apply Algorithm 3.2 and well-knownTable 1 Comparison errors and iterations number in Test 1.
Method Iter. Err. for A CPU time Iter.
Algorithm 2.2 5 1:0637 1013 0.007562 4
Algorithm 3.2 5 3:3100 1016 0.006792 4
Full Newton’s iteration 7 4:4232 1017 0.014478 7
Newton’s iteration (1.3) – Not converge – –
Lakic iteration (1.5) 5 2:4779 1015 0.007585 5
Lakic iteration (1.6) 5 2:7552 1016 0.007958 4
DB iteration 5 2:2204 1016 0.006816 5
Schur method (MATLAB) – 2:4064 1016 0.009965 –
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ing the matrix ðB2  4CÞ1=2. The residual error for both algo-
rithms has been measured by increasing dimension of the
matrices. Results are reported in Fig. 2. It is clear that
Algorithm 3.2 can compute square root of a matrix with very
feasible accuracy. It must be mentioned that in our implemen-
tation, some well-known methods such as Newton’s iteration,
full Newton’s method and DB method have been broke down.
Finally, for the special case n ¼ 6, we attain:
X ¼
0:9735 0:3142 0:0792 0:0231 0:0074 0:0023
0:3142 1:0527 0:3373 0:0866 0:0254 0:0074
0:0792 0:3373 1:0601 0:3396 0:0866 0:0231
0:0231 0:0866 0:3396 1:0601 0:3373 0:0792
0:0074 0:0254 0:0866 0:3373 1:0527 0:3142
0:0023 0:0074 0:0231 0:0792 0:3142 0:9735
0BBBBBBBB@
1CCCCCCCCA
:
Test 3. This example made considering 20 20 matrices
Ann ¼ n  eyeðnÞ þ hilbðnÞ; and
Bnn ¼ 1ﬃﬃﬃ
n
p  randðnÞ þ 3  eyeðnÞ:
We have computed the square root of these matrices by the
proposed algorithms and we compared the results by Newton’s
and Schur methods. The number of iterations, residual error
and CPU time in second is given in Table 2. Once again, it
is clear that the proposed iterations can compute matrix square
root by less step with very feasible accuracy.Err. for B CPU time Iter. Err. for C CPU time
1:5384 1015 0.008056 3 3:0013 1016 0.005954
5:5801 1016 0.006824 3 1:4983 1016 0.007523
1:7287 1016 0.011903 7 8:3924 1017 0.018647
Not converge – 5 1:5131 1016 0.006523
4:7399 1016 0.008133 3 2:8149 1016 0.007395
4:4074 1016 0.007116 5 2:7552 1016 0.007540
4:8942 1016 0.008036 4 2:1807 1016 0.007145
2:3540 1016 0.009939 – 6:8853 1016 0.013713
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Table 2 Comparison error and iterations number in Test 3.
Method Iter Err for matrix A CPU time Iter Err for matrix B CPU time
Algorithm 2.2 4 3:4411 1016 0.006858 4 3:8333 1016 0.034201
Algorithm 3.2 3 2:9010 1016 0.005970 3 4:6231 1016 0.006304
Newton’s iteration (1.3) 5 1:9861 1016 0.006892 5 2:2644 1016 0.018014
Schur method (MATLAB) – 5:6446 1015 0.009111 – 5:4266 1015 0.017298
Approximating the principal matrix square root 75. Conclusions
In this work, we have developed the root finding approach to
obtain some iterative methods to the square root of matrices
that have no eigenvalues on R. Numerical experiments indi-
cate that the coupled method which has been proposed give
an accurate solution with less number of iterations in compar-
ison with other schemes. Nevertheless, in spite of doing numer-
ous experiments, the flop comparisons between the presented
methods cannot give a reliable and definitive answer: which
method is the best for general n n matrices? It depends on
many features such as the structure and order of a given
matrix, the wanted accuracy, and perturbations arising from
rounding errors.
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