In this paper we study the use of the generalized polynomial chaos method when the differential equations describing the model depend on more than one random input, whether parameters or initial or boundary conditions. We study the effect of the choice of density distribution functions of the inputs on the output stochastic processes. Specifically we study the effect on the solutions of Airy's equation which is good test case since the solutions are highly oscillatory and errors develop both in the amplitude and the phase. Several different cases are considered and conclusions are presented.
Introduction and motivation

1
Traditionally mathematical models based on deterministic differential Beta, Gamma, gPC allows the variables to be expanded with respect to suit-37 able orthogonal polynomial bases, that in the previous list correspond to 38 Krawtchouk, Meixner, Hahn, Charlier, Hermite, Jacobi, Laguerre, respec- 
As a consequence, the solution X(t) = X(t; ω) to 88 problem (1) is a s.p.
89
The polynomial chaos method was firstly introduced by N. 
95
(where · denotes the expectation operator), and, as a consequence, also has 96 finite variance, then every χ ∈ L 2 can be represented in the form 
103
For convenience, this representation can be arranged using a given poly-
since there is a one-to-one correspondence between Φ j (·) and Γ i (· 
W (ξ) is the weighting function corresponding to the Wiener-Askey polyno-110 mial chaos basis B = {Φ j } and δ ik is Kronecker delta function. In addition,
111
for j ≥ 1 these polynomials are centered at the origin, i.e., Φ j = 0, j ≥ 1,
112
and Φ 0 = 1. As a consequence, from (3)-(4) the expectation and variance of 113 r.v. χ can be computed in terms of coefficients χ i in the following way
respectively, see [18] for further details.
115
In the operational practice, the infinite summation (3) needs to be trun- at the number n, called the dimension of the chaos, i.e., ξ = (ξ 1 , . . . , ξ n ). In 118 our case, this leads to the following expansion of solution s.p. X(t; ω) and
In these expansions, the total number of terms is P + 1. This value is 121 fixed by the relationship P + 1 = (n + p)!/(n!p!), where n is the dimension of A, Y 0 and Y 1 as the input r.v.'s in problem (1), we will take n = 3, so
126
For the sake of clarity in the presentation, we illustrate the notation above 127 for p = 2. In this case, the polynomial basis can be chosen as (see for example
128
[18])
where independence between r.v.'s ξ 1 , ξ 2 and ξ 3 has been considered. (2), after truncation we obtain
, and the orthogonal basis, in accordance with expression (7), is
). Now, we are ready to explain how the polynomial chaos operational 136 methodology works in model (1). Firstly, we impose that the truncated 137 polynomial chaos series given by (6) satisfies the random Airy differential
A Galerkin projection of previous equation onto each polynomial basis 140 B = {Φ i } is then conducted in order to ensure the error is orthogonal to the 141 functional space spanned by the finite-dimensional basis
Now, taking advantage of orthogonality properties of polynomial basis B = {Φ i }, one obtains the following coupled second-order system of deter-
where
In the significant case where A is a r. A and ξ to the same uniformly distributed r.v. U by using the inverse 152 transformation method [24] . This can be done as follows of the data. Namely in Table 1 , the parameters {a, b}, {c, d} and {e, f }, 
To study whether there is dependence on the chosen basis when the gPC 185 is applied for each of the eight cases collected in will denoted by Hermite-gPC. In Figure 1 , we show the calculated results for the case under study according to the notation introduced in Table 1 In Figure 4 we have represented, in semi-logarithmic scale, the relative Figure 4 are greater, so we conclude that the probability distribution of r.v.
247
A has a significant influence on the approximations constructed by Hermite- Table 1 with respect to the so-called reference solution constructed by Hermite-gPC. First part of the plot labels indicates the probability distribution of each one of the random model parameters A, Y 0 and Y 1 , respectively, according to Cases 5-8, while the second part stands for the orthogonal polynomial basis used to represent them, respectively. In this case, we have just used Hermite (H) polynomial basis.
To confirm that conclusions drawn by Hermite-gPC do not depend on the 250 chosen orthogonal polynomial basis, in Figure 5 we show an analogous study 251 to that one we have performed in Figures 2 and 4 Table 1 with respect to the so-called reference solution constructed by Legendre-gPC. First part of the plot labels indicates the probability distribution of each one of the random model parameters A, Y 0 and Y 1 , respectively, according to Cases 1-8, while the second part stands for the orthogonal polynomial basis used to represent them, respectively. In this case, we have just used Legendre (L) polynomial basis.
So far we have discussed how to influence the probability distributions of 
286
In this context, polynomials Φ i and Φ α are used indifferently according to:
where P k (ξ) denotes the k-th (Hermite or Legendre) univariate orthogonal Table 2 we collect Sobol's indices 
310
Thus, this conclusion drawn by Sobol' indices agrees with that one we have 311 obtained previously. In the following, we analyze the role that the chosen polynomial basis This motivates the subsequent analysis of the results obtained when ap- In Figure 9 we have represented, in semi-logarithmic scale, the relative 
355
By comparing the numerical values of the errors represented in Figure   356 9, we observe that the approximations provided by Legendre-gPC are bet- Table 1 (UNN). 
379
Our study shows that setting correctly the distributions of the random model 
384
This conclusion has also been supported by gPC-based Sobol' indices.
385
The application of gPC entails implicitly the trial choice of an orthog- Legendre orthogonal polynomial bases.
391
In dealing with random models containing just one single random input, 
