Abstract-Mobile Ad Hoc Network (MANET) is a selforganized, quickly configurable network, which does not have fixed infrastructure. Mobility is one of the most characteristic in MANET, but it may cause the failure of a valid link. There are two repair mechanisms-local repair and source repair in Ad hoc on demand distance vector protocol (AODV). The source repair mechanisms will bring higher overhead and packet loss ratio. Local Repair is an effective way to rebuild a route to destination, but its performance decline when the destination is unreachable from local repair node. This paper proposes an improved repair mechanism (RE-AODV) based on the local repair scheme, which distinguishes different route request messages and route reply messages with Local_Repair and Dst_Answer flags, and process them with different priorities. The simulation results demonstrate that the network delivery ratio can be significantly improved by using the proposed repair scheme.
I. INTRODUCTION
Mobile Ad Hoc Network [1] is a self-organized, quickly configurable dynamic network, which has the characteristics of multi-hop, dynamic topology, limited link bandwidth, limited node energy, poor security and so on. With these characteristics, the design of routing protocol in MANET will be one of the most important issues in current study.
AODV is one of the most common reactive protocols used in MANET [2] . Different from table-driven routing protocols, AODV routing protocol initiates route discovery process only when the source node wants to send a packet to the destination node. AODV routing protocol consists of two phases: route discovery and route maintenance. The former is to establish reliable paths to the destination nodes. And route maintenance phase is to maintain and update the route information.
In AODV, source node communicates with destination node via an existing valid route. Once a node in a valid link detect the broken link, route repair scheme will be initiated to keep the logical connectivity in network. But sometimes the route repair scheme of AODV is not able to repair the route successfully, which would not only increase the probability of delivery failure but also bring a lot of overhead. This paper analyses the reason of repairing failure, and proposes an improved AODV routing protocol, which could increase the ratio of packet delivery with a reasonable overhead in a great scale.
II. RELATED WORKS
Many algorithms on route repair schemes have been already proposed, which are mainly divided into two ways: one is Pre-repair, and the other is Post-repair.
Pre-repair is a methods of repair before link broken. The link information is detected by each node [3] . When a node predicts a link is invalid, it will broadcast a message to its neighbors to inform them, so that to avoid the imminent broken link. However, the Pre-repair scheme has a high requirement to accurate knowledge of link status. Therefore, an extra auxiliary calculation mechanism has to be added in Pre-repair algorithm [4] . The import of extra auxiliary calculation mechanism will increases the complexity of protocols.
Post-repair algorithm is generally activated after link breakage. In Ref. [5] , a novel AODV repair method was proposed that would repair the route within the next twohop node. Author believed that the broken of link occurred mainly in a small range [6] , so initiating the process of route repair in the next two-hop nodes could reduce the restoration delay and packet overhead. The algorithm added the next two-hop node information in Route Request (RREQ) and Route Reply (RREP) packet in the process of route discovery. If the link was broken, it firstly initiated the repair process in the next two-hop nodes until found a new route, or repaired the route by AODV local repair scheme. The extra information added for repairing the route would bring much overhead in network. Once the broken link occurred beyond the range of two-hops, the repair scheme didn't work. In Ref. [7] , a recursive route repair algorithm was proposed. When link breakage happened, the repairing node repaired the route locally at first. If unsuccessful, the cached data packet was transmitted back to the pioneer node, and then the pioneer node tried to repair the route locally; if still unsuccessful, the cached data packet was returned to the upstream node again, until the repair was successful or the data packet was returned back to the source node. The deficiency in the algorithm is obvious that it might bring much overhead in network. In Ref. [8] , when the link was detected to be about to break, a HANDOFF packet which included the information of the pioneer node and the next hop node of broken link was broadcasted to the network. And if the node which received a HANDOFF packet had valid routes to both the pioneer node and the next hop node, would send a reply to notify that there existed a valid route to the next hop. However, the applying condition of the algorithm is extremely strict. Otherwise, through simulations in the denser network cases, the sparse network and low traffic scenarios, author considered that the source repair had better performance in the sparse network, and the local repair mechanism behaved better in the denser network cases [9] . Therefore, author suggested that either one or another recovering mechanism may be used depending on the network parameters and user application information, instead of adopting a hybrid recovery implementation of both mechanisms based only on the number of hops between the link break and the destination as described in the AODV protocol Request for Comments (RFC). That sounds reasonable but the local repair mechanism still has merit in sparse network and the source repair mechanism is also valuable in denser network cases. Only one repair mechanism is not able to adapt the variety network well.
The improved algorithms mentioned above showed that they were indeed able to improve the network performance in some scenarios, but not all scenarios.
III. AODV REPAIR SCHEMES AND PROBLEM DESCRIPTION
There are two mechanisms in AODV route repair: source repair mechanism and local repair mechanism.
A. Source Repair Mechanism
When link breakage occurs, source repair mechanism will be activated if the number of hops at the broken node to the destination node is greater than that to the source node. The upstream node at broken link broadcasts a route error packet (RERR) firstly to inform that the destination node is unreachable in the whole network. Nodes that received the RERR packet will delete the corresponding route entries in its own routing table, and continue to forward the RERR packet, until the source node receives it. Then the source node will re-broadcast RREQ to discover route when it still wants to send data packets to the target node.
There are two problems in source repair algorithm: First, during the phase that the source node re-established the route discovery, the data packets that had been already delivered to the destination node would be discarded which might reduce the delivery ratio; Secondly, the behaviors of broadcasting RERR and RREQ packets for re-establishing the route would increase the overhead of network.
B. Local Repair Mechanism
Compared with source repair mechanism, the upstream node at broken link initiates local repair mechanism if the number of hops to the destination node is less than that to the source node. The upstream node at broken link starts to initiate restoration process by broadcasting RREQ, and then waits for a new RREP. If the repairing node has not received RREP packet after the route request timer expires, which means local repair has failed, a RERR will be sent to the source node. Or the repairing node updates the routing table, and continues to communicate with the destination node by using the new route.
There are also two problems in local repair mechanism. First, if the local repair was unsuccessful, it would bring an increasing repair time. What is more, a large number of RREQ and RERR packets would also increase the overhead of network. Second, if local repair was unsuccessful, the packets has been already transferred to the repairing nodes would be discarded, which increased the failure probability of packet delivery.
C. Problem Discrible
One example is given to analysis the reasons of repairing failure in this section. The process of AODV route repair is shown in Fig. 1 . There is a valid route S-A-B-C-D from the source node S to the destination node D. When node D moves into D', which is not in the range of node C, node C can detect the broken link and will initiate local repair mechanism.
The process of AODV local repair is showed in Fig. 2 . Node C broadcasts a RREQ packet to its neighbors to discover the route to the destination node D'. The RREQ packet will be received by node B. The node B will reply a RREP packet to node C, because it has a route to destination D although it is not valid. The node C compares the sequence and knows the route is not valid when it receives the RREP packet, then it will drop the RREP. The source S will send data packets persistently because it has a route to destination right now. The data packets will be cached in the node C until the local repair fail. Node C will drop all the packets that had been cached in its buffer, which not only reduces the delivery ratio, but also increases the average delay of transmission. There are deficiencies in both source repair mechanism and local repair mechanism:
 AODV local repair scheme cannot repair the break link successfully in the network topology like Fig.  1 . On the contrary, it will cause great loss of data packets, and bring higher transmission delay and control overhead.  Though source repair scheme can repair the failed scenery shown as Fig. 1 , data packets that had arrived at the broken node have to be discarded, which increase the failure probability of packet delivery. Only when source node sends data packets to the destination node again, the route discovery process will be re-initiated, and this will also increase the average delay of transmission.
IV. RE-AODV
This section presented an improved algorithm-RE-AODV based on local repair mechanism of AODV, which was able to increase the successful repairing probability effectively. RE-AODV distinguishes different RREQ and RREP with Local_Repair and Dst_Answer flags, and processes them with different priorities.
A. Modified RREQ and RREP Formats
RREQ and RREP packet formats had been modified in the proposed algorithm.
The RREQ packet could be initiated by source node or intermediate nodes. Source node initiates the RREQ to find the route to the destination. Intermediate node initiates the RREQ to repair the broken link. The modified RREQ packet format is shown in Fig. 3 to distinguish these two kinds of RREQ by using a Local_Repair flag (blue field in Fig. 3 RREP packet can either be replied by the intermediate node which has a valid route to the destination node, or replied by the destination node. Accordingly, the modified RREP packet format is shown in Fig. 4 to distinguish these two kinds of RREP by using a Dst_Answer flag (blue field in Fig. 4) .
When the destination node receives a RREQ packet, it replies a RREP packet with Dst_Answer set to TRUE, which denotes the RREP packet is replied by the destination node.
The RREP replied by the destination node is more reliable than that replied by the intermediate node, because the intermediate nodes might be on the broken link. When a node receives the RREP with Dst_Answer flag, it updates the routing tables immediately, which means a newer route.
B. RE-AODV Route Discovery Process
RE-AODV route discovery process is similar to that of AODV. When the source node wants to communicate with a destination node in network, it will find the route in its own routing table firstly. When a valid route to the destination node is not found, the source node will broadcast RREQ with Local_repair field set to FALSE to initiate route discovery phase. The destination node or the intermediate node that has a valid route to the destination node will reply RREP packet. The Dst_Answer flag in RREP replied by the intermediate node is set to FALSE, or it is set to TRUE.
C. RE-AODV Route Repair Process
The process of route repair in RE-AODV is improved based on the local repair mechanism of AODV. RE-AODV activates the process of repairing mechanism when a broken link is detected. The repairing node caches the arriving data packets firstly, and then broadcasts RREQ with Local_Repair field set to TRUE. When an intermediate node receives the RREQ, it doesn't reply even it has the route to destination, it just forwards the RREQ until the destination node receives. The destination node replies RREP with Dst_Answer field set to TRUE. The node which receives the RREP updates their routing tables.
As shown in Fig. 5 , the link between C and D in former valid route S-A-B-C-D is invalid due to the mobility of node D. Node C will repair the route locally. Firstly, the node C caches the arriving packet P, and broadcasts RREQ locally. In the RREQ packet, source address is the IP of node C, destination address is the IP of node D, and the Local_Repair flag is TRUE. Any node receives the RREQ with this repair flag aren't allowed to reply. They just forward the RREQ. At the end, the destination node D' will receive the RREQ packet through path The repair mechanism in RE-AODV has a better performance than local repair mechanism in AODV.
The mobility of node in wireless ad hoc network is a vital factor that caused broken link. As shown in Fig. 6 , the path S-A-B-C-D was invalid due to the mobility of node D. Node D is in any position within the coverage of node C (the green area in Fig. 6 ), and move to any position that out of the coverage of node C in the next time interval. The velocity and direction of node D's movement is uncertain. Divide the continuous time into fineness time intervals. The link connected at time t will be broken in the next time t+Δ. As analyzed in section IV, the local repair algorithm in traditional AODV could not repair the route when node D moves into area II (the blue area in Fig. 6 ), but the RE-AODV can. The probability that node D moves into area II in the next time is the improved probability in RE-AODV. 
We can calculate   according to (1):
Node D can move in a circle. RE-AODV can repair successfully when D moves into the range of 2  . So the probability p of improvement compared with AODV is as follow:
The value of d, which refers the density of network, is range from 0 to r. There are two limiting case: When the value of d in (3) is 0, the result of p is 1/2. When the value of d is r, the value of p is 1/3. It means that the proportion which RE-AODV repair had improved than AODV is in the range of 1/3 and 1/2. In another word, the RE-AODV repair efficiency can be increased by 1/2 at most.
VI. SIMULATION AND PERFORMANCE ANALYSIS
This section focuses on network performance comparisons among the proposed RE-AODV, AODV local repair scheme and AODV source repair scheme in aspects of packet delivery ratio and average delay.
A. Simulation Environment and Parameters
Simulation uses NS2 network simulator. The lower layer is 802. 11. Use cbrgen tool in NS2 to generate cbr stream with 512-byte data packets. Wireless nodes are randomly distributed in a 1000×1000m2 plane rectangular area. Once nodes reach the position, they select another position without a delay. Simulation time is 120s. Set the following 2 environments, to compare the performance of local repair 、source repair in AODV and RE-AODV. The nodes' speed reflects the changes of network topology. The number of node stands for the network's density. Simulation compare the delivery ratio and load overhead of this three repairing mechanisms.
B. Performance Analysis 1) Packet Delivery Ratio
Packet delivery ratio is the ratio of the data packets delivered to the destination, which responses the reliability in network. Fig. 7 shows the different delivery ratio with different speeds. With the increasing speed of network nodes, the chance of link change in the network increases, and the probability of packet delivery decreases. The route repair mechanism in RE-AODV has higher repair efficiency than AODV local repair scheme and source repair scheme as the analysis in section V. The delivery ratio in RE-AODV is higher than source repair and local repair schemes in AODV. Fig. 8 shows the packet delivery ratio with different network density. As the number of nodes increases in wireless environment, the packet delivery ratio will decrease caused by the collision of nodes. The repair algorithm in RE-AODV has a higher packet delivery ratio because it distinguishes the different RREQ and RREP.
2) Control Overhead
Control overhead is the ratio of control packet and data packet, which reflects the degree of network congestion and the efficiency of protocols. Fig. 9 shows the network control overhead with different speeds. With the mobility of nodes increasing, the chance of broken link increases, so the control overhead for maintaining the network connectivity will increase. RE-AODV allows RREQ packets which are broadcasted for repairing route locally to be forwarded unconditionally, which might increase the network control overhead. However, RE-AODV also rejects the flooding of mounts of RERR packets, which reduces the network control overhead in some extent. It can be seen that the network control overhead in RE-AODV has a slightly increase compares with other repairing mechanisms in AODV from Fig. 9 . forward the RREQ, which may increase control overhead in a certain extent. However, RE-AODV reduces amounts of RERR packets, which will reduces control overhead. In conclude RE-AODV doesn't cause too much overhead compares with other repairing mechanisms.
VII. CONCLUSION
In this paper, an effective repair algorithm based on local repair mechanism in AODV is proposed (RE-AODV). The local repair node sets the Local_Repair flag of RREQ to distinguish the RREQ from source node. RREQ sent by local repair node must be replied by destination node, so that to improve the reliability. The RREP replied by destination is identified by the flag Dst_Answer. Each node receives the RREP from destination will update their route tables, so that to build a new route to destination. As the simulation results show, RE-AODV have a very good improvement in packet delivery than the original AODV repairing mechanism with a tolerated overhead. 
