Abstract-A learning automaton (LA) is an automaton that interacts with a random environment, having as its goal the task of learning the optimal action based on its acquired experience. Many learning automata (LAs) have been proposed, with the class of estimator algorithms being among the fastest ones. Thathachar and Sastry, through the pursuit algorithm, introduced the concept of learning algorithms that pursue the current optimal action, following a reward-penalty learning philosophy. Later, Oommen and Lanctôt extended the pursuit algorithm into the discretized world by presenting the discretized pursuit algorithm, based on a reward-inaction learning philosophy. In this paper we argue that the reward-penalty and reward-inaction learning paradigms in conjunction with the continuous and discrete models of computation, lead to four versions of pursuit learning automata. We contend that a scheme that merges the pursuit concept with the most recent response of the environment, permits the algorithm to utilize the LAs long-term and short-term perspectives of the environment. In this paper, we present all four resultant pursuit algorithms, prove the -optimality of the newly introduced algorithms, and present a quantitative comparison between them.
I. INTRODUCTION
T HE goal of many intelligent problem-solving systems is to be able to make decisions without a complete knowledge of the consequences of the various choices available. In order for a system to perform well under conditions of uncertainty, it has to be able to acquire some knowledge about the consequences of different choices. This acquisition of the relevant knowledge can be expressed as a learning problem. In the quest to solve the stochastic learning problem, Tsetlin, a Russian mathematician, created a new model of computer learning in 1961, now known as a learning automaton (LA). The goal of such an automaton is to determine the optimal action out of a set of allowable actions, where the optimal action is defined as the action that maximizes the probability of being rewarded. The functionality of the learning automaton can be described in terms of a sequence of repetitive feedback cycles in which the automaton interacts with the environment. During a cycle, the automaton chooses an action, which triggers a response from the environment, a response that can be either a reward or a penalty. The automaton uses this response and the knowledge acquired in the past actions to determine which is the next action. By learning to choose the optimal action, the automaton adapts itself to the environment.
Learning automata (LAs) have found applications in systems that posses incomplete knowledge about the environment in which they operate, such as game playing [1] - [3] , pattern recognition [10] , [20] , and object partitioning [17] , [18] . They also have been applied to systems that have time varying environments, such as telephony routing [11] , [12] , and priority assignments in a queuing system [7] . The varieties of LAs and their applications have been reviewed by Lakshmivarahan [2] , and by Narendra and Thathachar [9] . Consequently, in this paper only a brief classification will be presented.
In the first LA designs, the transition and the output functions were time invariant, and for this reason these LA were considered "fixed structure stochastic automata" (FSSA). Tsetlin et al. [24] , [25] presented notable examples of this type of automata. Later, Varshavskii and Vorontsova in [26] introduced a class of stochastic automata known in the literature as variable structure stochastic automata (VSSA). These automata are characterized by the fact that the state transition probabilities or the action selecting probabilities are updated with time. For such an automaton, there is a bidirectional correspondence between the set of states and the set of actions of the automaton, each state corresponding to a particular action. Consequently, the set of states becomes redundant in the definition of a VSSA, and hence, the learning automaton is completely defined by a set of actions (which is the output of the automata), a set of inputs (which is usually the response of the environment) and a learning algorithm . The learning algorithm operates on a probability vector where ( is the probability that the automaton will select the action at the time Pr and it satisfies, for all .
This vector is known in the literature as the action probability vector. Moreover, VSSA are completely defined by a set of action probability updating rules operating on the action probability vector [2] , [4] , [9] . Definition 1: The VSSA is a 4-tuple , where is the set of actions, is the set of inputs of the automaton (the set of outputs of the environment), and is an updating scheme such that In general, FSSA and VSSA can be analyzed using the theory of Markov chains. For the VSSA, if the mapping is independent of time, the probability is determined completely by , which implies that is a discrete-homogenous Markov process. From this perspective, different mappings can identify different types of learning algorithms. If the mapping is chosen in such a manner that the Markov process has absorbing states, the algorithm is referred to as an absorbing algorithm. Families of VSSA that posses absorbing barriers have been studied in [4] , [8] , and [10] . Ergodic VSSA have also been investigated [2] , [10] , [13] . These VSSA converge in distribution and thus the asymptotic distribution of the action probability vector has a value that is independent of the corresponding initial vector. Because of this independence property, the ergodic VSSA are suitable for nonstationary environments. In stationary environments, automata with absorbing barriers may be preferred because they can be made to converge to the optimal action with a probability as close to unity as desired.
In practice, the relatively slow rate of convergence of these algorithms constituted a limiting factor in their applicability. In order to increase their speed of convergence, the concept of discretizing the probability space was introduced in [21] . This concept is implemented by restricting the probability of choosing an action to a finite number of values in the interval [0, 1] . If the values allowed are equally spaced in this interval, the discretization is said to be linear, otherwise, the discretization is called nonlinear. Following the discretization concept, many of the continuous VSSA have been discretized; indeed, various discrete automata have been presented in the literature [13] , [15] .
In attempting to design faster converging learning algorithms, Thathachar and Sastry [22] opened another avenue by introducing a new class of algorithms, called "estimator" algorithms. The main feature of these algorithms is that they maintain running estimates for the reward probability of each possible action, and use them in the probability updating equations. Typically, in the first step of the functional (reinforcement) cycle, the automaton chooses an action and the environment generates a response to this action. Based on this response, the estimator algorithm updates the estimate of the reward probability for that action. However, as we clarify later, estimator-type algorithms in the purest form make changes on the action probability vector based only on the running estimates of the reward probabilities-they ignore the feedback received from the environment, except to update the reward estimates themselves. A detailed description of the estimator algorithms can be found in [5] , [6] , [16] , [22] , and [23] .
A. Contribution of this Paper
Pursuit algorithms are a subset of the estimator algorithms. As their names suggest, these algorithms are characterized by the fact that the action probability vector "pursues" the action that is currently estimated to be the optimal action. This is achieved by increasing the probability of the action whose current estimate of being rewarded is maximal [16] , [23] .
The estimator algorithms presented thus far update the probability vector based on the long-term properties of the environment, and no consideration is given to a short-term perspective. In contrast, the VSSA and the FSSA rely only on the short-term (most recent responses) properties of the environment for updating the probability vector . Besides these methods of incorporating the acquired knowledge into the probability vector, another important characteristic of learning automata is the philosophy of the learning paradigm. For example, giving more importance to rewards than to penalties in the probability updating rules, can considerably improve the convergence properties of LA. Linear VSSA schemes obtained when the probability vector is updated only if the environment rewards the chosen action, leads to the L scheme which is -optimal; whereas the symmetric linear reward-penalty scheme L is at most expedient. Also, by considerably increasing the value of probability changes on reward in comparison to changes made on penalty, one obtains the resultant linear L -scheme, which is -optimal. The same behavior can be observed in the case of the FSSA. The difference between the Krinsky automaton and the Tsetlin automaton is that the Krinsky automaton gives more importance to the rewards than to the penalties. This modification improves the performance of the Krinsky automaton, making it -optimal in all stationary environments, whereas the Tsetlin automaton is -optimal only in the environments where min [24] . In this paper we argue that the automaton can model the long-term behavior of the environment by maintaining running estimates of the reward probabilities. Additionally, we contend that the short-term perspective of the environment is also valuable, and we maintain that this information resides in the most recent responses that are obtained by the automaton. The paper presents schemes by which both the short-term and long-term perspectives of the environment can be incorporated in the learning process-the long term information crystallized in terms of the running reward-probability estimates, and the short term information used by considering whether the most recent response was a reward or a penalty. Thus, when short-term perspectives are considered, the reward-inaction and the reward-penalty learning paradigms become pertinent in the context of the estimator algorithms.
The reader should observe that if the long-term properties of the environment are ignored and only the most recent responses are considered, the algorithm reduces to a traditional VSSA scheme, for example a reward-penalty or a reward-inaction scheme. Conversely, if the short-term responses of the environment are ignored, the algorithm reduces to the pursuit algorithm introduced in [23] .
Historically, the pursuit algorithm presented by Thathachar and Sastry in [23] considered only the long-term estimates in the probability updating rules. Later, Oommen and Lanctôt [16] presented a discretized version of a pursuit algorithm which considered both the short-term and the long-term perspectives and embraced the reward-inaction learning paradigm. In this paper, we shall present these two pursuit algorithms and new versions of pursuit algorithms, which basically emerge from the combination of these learning "philosophies" and paradigms. Apart from proving the -optimality of the newly introduced algorithms, we also submit a comprehensive quantitative comparison between the various algorithms.
II. PURSUIT ALGORITHMS
In this section we shall describe the two existing pursuit algorithms, a continuous version introduced by Thathachar and Sastry and a discretized version, presented by Oommen and Lanctôt.
A. Continuous Pursuit Reward-Penalty (CP ) Algorithm
The pioneering pursuit algorithm, the continuous pursuit algorithm, was introduced by Thathachar and Sastry [23] . We present it here in all brevity. As alluded to earlier, the algorithm is based on the long-term estimates. In other words, it did not take into account the short-term information (the most recent response), and thus modified the action probability vector at every time instant, yielding a pursuit algorithm operating on a reward-penalty learning paradigm. For this reason, we shall refer to it as the continuous pursuit reward-penalty (CP ) algorithm. The CP algorithm involves three steps [23] . The first step consists of choosing an action based on the probability distribution . Whether the automaton is rewarded or penalized, the second step is to increase the component of whose reward estimate is maximal (the current optimal action), and to decrease the probability of all the other actions. Vectorially, the probability updating rules can be expressed as follows: (2) where is the action which is currently estimated to be the "best" action.
This equation shows that the action probability vector is moved in the direction of the action with the current maximal reward estimate.
The last step is to update the running estimates for the probability of being rewarded. For calculating the vector with the reward estimates denoted by , two more vectors are introduced:
and , where is the number of times the th action has been chosen and ) is the number of times the action has been rewarded. Formally, the algorithm can be described as follows.
ALGORITHM CP
Parameters speed of learning parameter where ; index of the maximal component of the reward estimate vector . unit -vector with 1 in the th coordinate; number of times the th action has been rewarded up to time , for ; number of times the th action has been chosen up to time , for .
Method Initialize , for Initialize by choosing each action a number of times.
Repeat
Step 1) At time pick according to probability distribution . Let .
Step 2) If is the action with the current highest reward estimate, update as
Step 3) Update according to the following equations for the action chosen (4)
End Repeat END ALGORITHM CP
The CP algorithm is similar in design to the L algorithm, in the sense that both algorithms modify the action probability vector if the response from the environment is a reward or a penalty. The difference occurs in the way they approach the solution; whereas the L algorithm moves in the direction of the most recently rewarded action or in the direction of all the actions not penalized, the CP algorithm moves in the direction of the action which has the highest reward estimate.
Thathachar and Sastry [23] proved that this algorithm is -optimal in any stationary random environment. In the context of this paper, we shall merely outline the proof of the convergence of this algorithm. Indeed, they proved the convergence in two stages. First, they showed that using a sufficiently small value for the learning parameter , all actions are chosen enough number of times so that will remain the maximum element of the estimate vector after a finite time. This is stated in Theorem 1 below. The detailed proof for this result can be found in [23] . The second stage of the proof of convergence of the CP algorithm consists of showing that if there is such an action , for which the reward estimate remains maximal after a finite number of iterations, then the th component of the action probability vector converges to 1 with probability 1.
Theorem 2: Suppose that there exists an index and a time instant such that Then with probability 1 as .
Sketch of Proof:
To prove this result, we define the following interval Using the assumptions of the theorem, this quantity becomes for all which implies that is a submartingale. By the submartingale convergence theorem [9] , converges as , with probability 1. This is equivalent to with probability 1 and implies that with probability 1. The final theorem that shows the -optimal convergence of the CP algorithm can be stated as the following. 
B. Discretized Pursuit Reward-Inaction (DPRI) Algorithm
In 1990, Oommen and Lanctôt introduced [16] a discretized version of a pursuit algorithm. Apart from the long-term perspective of the environment (recorded in the estimates of the reward probabilities), it also utilized the short-term perspective of the environment that was modeled in terms of the most recent environment response. This pursuit algorithm was based on the reward-inaction learning paradigm. In the context of this paper, we shall refer to this algorithm as the discretized pursuit reward-inaction (DP ) scheme. The differences between the discrete and continuous versions of the pursuit algorithms occur only in the updating rules for the action probabilities, the second step of the algorithm. The discrete pursuit algorithms make changes to the probability vector in discrete steps, whereas the continuous versions use a continuous function to update . In the DP algorithm, when an action is rewarded, all the actions that do not correspond to the highest estimate are decreased by a step , where , and is a resolution parameter. In order to keep the sum of the components of the vector equal to unity, the probability of the action with the highest estimate has to be increased by an integral multiple of the smallest step size . When the action chosen is penalized, there is no update in the action probabilities, and it is thus of the reward-inaction paradigm. This, in principle, fully describes the algorithm, given formally below. 
Else for all
Step 3) Update exactly as in the CP Algorithm End Repeat END ALGORITHM DP Oommen and Lanctôt proved that this algorithm satisfies both the properties of moderation and monotonicity [16] required for any discretized "Estimator" algorithm to converge. They also showed that the algorithm is -optimal in every stationary random environment.
The proof of the convergence of this algorithm follows the same trend as the proof for the Pursuit algorithm, with the necessary adjustments made to accommodate for the discretization of the probability space [0,1]. Thus, Oommen and Lanctôt proved that if the th action is rewarded more than any action from time onward then the action probability vector for the DP will converge to the unit vector . These results are stated below. . Then, based on the submartingale convergence theorem [9] converges, and so Indeed, the authors of [16] The proof of this theorem is similar to the proof of the Theorem 1, and can be found in [16] . These two theorems lead to the result that the DP scheme is -optimal in all stationary random environments.
III. NEW ALGORITHMS
Applying different learning paradigms to the principle of pursuing the action with the best reward estimate leads to four learning algorithms. These are listed as follows.
Algorithm DP: Discretized pursuit reward-inaction scheme.
Paradigm: Reward-inaction; Probability Space: Discretized.
Algorithm DP:
Discretized pursuit reward-penalty scheme.
Paradigm: Reward-penalty; Probability Space: Discretized.
Algorithm CP:
Continuous pursuit reward-inaction scheme.
Paradigm: Reward-inaction; Probability Space: Continuous. Algorithm CR : Continuous pursuit reward-penalty scheme.
Paradigm: Reward-penalty; Probability Space: Continuous. Observe that of the above four, algorithms CP and DP were already presented in the literature and were described in the previous section. The algorithms that are now new to the field of Pursuit schemes are the CP and DP mentioned above. We shall discuss these briefly below.
A. Continuous Pursuit Reward-Inaction (CP ) Algorithm
The continuous Pursuit algorithm based on the reward-inaction learning "philosophy" represents a continuous version of the discretized algorithm of Oommen and Lanctôt in [16] . The algorithm differs from the CP algorithm only in its updating probability rules. As before, the long-term perspective of the environment is recorded in the estimates of the reward probabilities, but it utilizes the short-term perspective of the environment by updating the probability vector based on the most recent environment response. Being a reward-inaction algorithm, it updates the action probability vector only if the current action is rewarded by the environment. If the action is penalized, the action probability vector remains unchanged. The algorithm follows.
ALGORITHM CP
Parameters : Same as in the CP algorithm. Method Initialize , for Initialize by choosing each action a number of times.
Repeat
Step 2) If is the action with the current highest reward estimate, update as If Then (6)
Else
Step 3) Update exactly as in the CP Algorithm.
End Repeat END ALGORITHM CP
Like the CP , the CP algorithm can be proved -optimal in any stationary environment. The proof for the -optimality of the CP follows the same idea as the other pursuit algorithms. First, it can be shown that using a sufficiently small value for the learning parameter , all actions are chosen enough number of times so that will remain the maximum element of the estimate vector after a finite time. Mathematically, this can be expressed with the following result. Proof: Let us define the random variable as the number of times the th action is chosen up to time in any specific realization. From the updating equation (6) , at any step in the algorithm, we have (7) which implies that during any of the first iterations of the algorithm Pr is chosen (8) With the above clarified, the reminder of the proof is identical to the proof of the CP algorithm and is omitted here to avoid repitition. Analogous to the other Pursuit algorithms, it can be shown (Theorem 7) that if there is an action , for which the reward estimate remains maximal after a finite number of iterations, then the th component of the action probability vector converges (w.p.i) to 1. Finally, Theorem 8 expresses the -optimality convergence for the CP algorithm, and can be directly deducted from the two previous results.
Theorem 7: Suppose that there exists an index and a time instant such that
Then with probability 1 as . Proof: To prove this result, we shall demonstrate that the sequence of random variables is a submartingale. The strong convergence result will follow from the submartingale convergence theorem [9] .
Based on the assumptions of the theorem, can be expressed as if (i.e., with probability (10) if (i.e., with probability (11) where is defined as , and is the penalty probability for the action . To prove that is a submartingale, we first prove that .
Since every term on the right-hand side of the equation is smaller than unity, it implies that . Based on (10) and (11), the quantity (12) becomes for all (13) implying that is a submartingale.
By the submartingale convergence theorem [9] , converges as , and thus with probability 1.
This is equivalent to with probability 1 which, in turn, means that with probability 1, and the theorem is proven. 
B. Discretized Pursuit Reward-Penalty (DP ) Algorithm
By combining the strategy of discretizing the probability space and the reward-penalty learning paradigm in the context of a pursuit "philosophy," we shall present another version of the discrete pursuit algorithm, denoted by DP above. As in any discrete algorithm, the DP algorithm makes changes to the action probability vector in discrete steps. If is a resolution parameter, the quantity that the components of can change by is given by multiples of , where , is the number of actions, and is a resolution parameter. Formally, the algorithm can be expressed as follows.
ALGORITHM DP
Parameters , , , and : Same as in the DP algorithm.
Method Initialize
, for Initialize by choosing each action a number of times.
Repeat
Step 2) Update according to the following equations: If Then (14)
Step 3) Update exactly as in the DP Algorithm.
End Repeat END ALGORITHM DP
Similar to the DP algorithm, it is possible to show that DP algorithm is -optimal in every stationary environment. To prove this, we shall prove that the DP algorithm possesses both the moderation and the monotonicity properties. As a consequence of this, the -optimality of this algorithm follows from the theorem presented in [5] , which states that any discretized estimator algorithm that possesses both these properties is -optimal in every stationary environment.
Theorem 9: The DP algorithm possesses the monotone property. That is, if there exists an index m and a time instant such that for all , and all ; then there exists an integer such that for all resolution parameters , with probability 1 as . Proof: The proof for this theorem aims to show that is a submartingale satisfying . Then, based on the submartingale convergence theorem [9] we can show that there exists a random variable to which converges with probability 1, which implies
We will show then that this leads us to the conclusion of this theorem.
We shall prove first that is bounded by showing that . Assuming that the algorithm has not converged to the th action, there exists at least one nonzero component of , say with . Based on the premise of this theorem and the updating equations of the algorithm (14) , the component of the vector decreases, leading us to
Because the th component is the one with the maximum estimate, increases, and we have If denotes the number of values greater than 0 at time , we can quantify the increase in the value of the component as follows:
where is the smallest step size and . Therefore, we have Since all the terms on the right-hand of the equation are bounded, this implies that (15) Also for all (16) implying that is a submartingale. By the submartingale convergence theorem [9] and based on (15) and (16), converges with probability 1 as , hence w. p. 1.
This implies that w.p. 1, i.e., the number of components (other than ) greater than 0 of the probability vector converges to 0 with probability 1. Thus w.p. 1 and hence w.p. 1. This proves the theorem. We will show next that the DP algorithm possesses the property of moderation.
Theorem 10: The DP algorithm possesses the moderation property.
Proof: To prove this theorem, we see that the magnitude by which an action probability can decrease per iteration is bounded by . Indeed, from the updating equations (14), we have which implies that , or equivalently . This means that in the worst case, when a probability decreases, it decreases by , which is . The -optimal property of the algorithm follows. Theorem 11: The DP is -optimal in all random environments.
Proof: The theorem follows in a straightforward manner from the moderation and monotone properties proved above, and the fundamental result stating the necessary and sufficient conditions required for an estimator algorithm to be -optimal [5] .
IV. EXPERIMENTAL RESULTS
Having introduced the various possible forms of continuous and discretized Pursuit algorithms, we shall now compare them experimentally. Indeed, in order to compare their relative performances, we performed simulations to accurately characterize their respective rates of convergence. In all the tests performed, an algorithm was considered to have converged if the probability of choosing an action was greater or equal to a threshold . If the automaton converged to the best action (i.e., the one with the highest probability of being rewarded), it was considered to have converged correctly.
Before comparing the performance of the automata, innumerable multiple tests were executed to determine the "best" value of the respective learning parameters for each individual algorithm. The value was reckoned as the "best" value if it yielded the fastest convergence and the automaton converged to the correct action in a sequence of NE experiments. These best parameters were then chosen as the final parameter values used for the respective algorithms to compare their rates of convergence.
When the simulations were performed considering the same threshold and number of experiments NE as Oommen and Lanctôt did in [16] , (i.e., and ), the learning parameters obtained for the DP algorithm in the (0.8 0.6) environment had a variance coefficient of 0.275 666 5 in 40 tests performed. This variance coefficient was not considered satisfactory for comparing the performance of the Pursuit algorithms. Subsequent simulations were performed imposing stricter convergence requirements by increasing the threshold , and proportionally, the number of experiments NE, which yielded learning parameters with smaller variance coefficients. For example, the learning parameter ( ) for DP algorithm in the (0.8 0.6) environment, when and , exhibits a variance coefficient of 0.070 689 3, which represents a much smaller variance. Therefore, in this paper the simulation results for and NE equal to 500 and 750 experiments shall be presented.
The simulations were performed for different existing benchmark environments with two and ten actions. These environments have been used also to compare a variety of continuous and discretized schemes, and in particular, the DP in [16] and to compare the performance of the CP against other traditional VSSA in [23] . Furthermore, to keep the conditions identical, each estimator algorithm sampled all actions one times each in order to initialize the estimate vector. These extra iterations are also included in the results presented in the following tables. Tables I and II contain the simulation results for these four algorithms in two action environments. The probability of reward for one action was fixed at 0.8 for all simulations and the probability of reward for the second action was increased from 0.5 to 0.7. 1 In each case, the reported results correspond to the results obtained using the above-described "best" parameter.
Since the advantages that the "RI" schemes possess could be potentially overshadowed in environments when the penalty probabilities are large (i.e., when most of the responses obtained by the LA are penalties) we also compared the various pursuit LA in such environments. 2 As can be seen from the experimental results, these environments are more "challenging" to learn from because the penalties obtained far overshadow the effect of the rewards. In one sense, these environments can be seen to be "mirror reflections"of the environments mentioned above and studied in [16] and [23] , because the penalty probabilities of the inferior action was kept at 0.8 and the penalty probability of the other action was varied. Again, to keep the conditions identical, each estimator algorithm sampled all actions ten times each in order to initialize the estimate vector. These extra iterations are also included in the results presented in the following tables. Table III contains the simulation results for these four algorithms in two action environments. The probability of reward for one action was fixed at 0.2 for all simulations and the probability of reward for the second action was increased from 0.3 to 0.5. As in the above case, in each row, the reported results correspond to the results obtained using the above-described "best" parameter over the entire spectrum of parameters which yielded exact convergence in all experiments.
The simulations suggest that as the difference in the reward probabilities decreases (i.e., as the environment gets more difficult to learn from), the discretized pursuit algorithms exhibit a performance superior to the continuous algorithms. Also, comparing the pursuit algorithms based on the reward-inaction paradigm with the pursuit algorithms based on the reward-penalty paradigm, one can notice that, in general, the pursuit reward-inaction algorithms are up to 30% faster than the reward-penalty pursuit algorithms. For example, when and , 2 As mentioned in the initial acknowledgment, we are very grateful to Prof. M. A. L. Thathachar for his help in preparing this paper. In particular, we are grateful to him for suggesting these sets of experiments involving both twoaction and multi-action environments. Although the conclusions are identical, these simulations were very time consuming. Since in every case, we ran the experiments for correct convergence in all NE experiments over the entire spectrum of potential parameters, the experiments for the ten action case took days of dedicated computing on a Pentium 200 processor. We have therefore reported the results only for one value of NE, which is 750. the DP converges to the correct action in an average of 105.64 iterations, and the DP algorithm converges in an average of 118.24 iterations. In the same environment, the CP algorithm takes an average of 198.32 iterations and the CP requires 258.60 iterations, indicating that it is about 30% slower than the CP algorithm. Amazingly enough, the superiority of the DP over the CP is more marked in the "more difficult" environments when the penalty probabilities are larger. Indeed, in the case of the environment with reward probabilities and , the DP needed only 403.59 iterations while the CP needed 1321.11-more than three times the former.
To render the suite complete, similar experiments were also performed in the benchmark ten-action environments [16] , [23] . The following tables, Tables IV and V, present the results obtained in these environments for the scenarios when the criterion for choosing the parameter demanded an exact convergence of 750 and 500 experiments respectively. Further, to also consider the case when the penalty probabilities were large 3 , a mirror environment of , a ten action environment, was devised. Here, the reward probability of the best action was kept at 0.3 and the reward probabilities of the other actions were scaled to have values between 0 and 0.3 so as to be of the same proportions as those in . The results are reported in Table VI . As in the previous two-action environments, in ten-action environments, the DP algorithm proved to have the best performance, converging to the correct action almost 25% faster than the DP algorithm, and almost 50% faster than the CP algorithm. If we analyze the behavior of these automata in the first environment when , the average number of iterations required by the DP to converge is 752.7, whereas the DP requires 1126.8, which implies that the DP algorithm is almost 30% faster than the DP . In the same environment, the CP requires an average of 1230.3 iterations for convergence and the CP requires 2427.3, which shows that the CP is 50% faster than CP , and the DP is almost 70% faster than the CP . The results for are identical. Notice that the DP algorithm, which requires only 3399.2 iterations on the average, is almost three times faster than the CR in this difficult environment, which requires 9094.28 iterations on the average.
Based on these experimental results, we can rank the various pursuit algorithms in terms of their relative efficiencies-the number of iterations required to attain the same accuracy of convergence. The ranking is as follows: discretized pursuit reward-inaction (DP -discretized pursuit reward-penalty (DP -continuous pursuit reward-inaction (CP -continuous pursuit reward-penalty (CR Indeed, if we compare the algorithms quantitatively, we observe that the discretized versions are up to 30% faster than their continuous counterparts. Furthermore, if we compare the reward-inaction pursuit algorithms against the reward-penalty algorithms, we see that the reward-inaction algorithms are superior in the rate of convergence, being up to 25% faster than their reward-penalty counterparts, and in some cases even three times faster. Fig. 1 shows a graphical representation of the performance of these four algorithms in benchmark two-action environments. The performance comparison for the ten-action environments is analogous.
V. CONCLUSION
Over the last decade, many new families of learning automata have emerged, with the class of estimator algorithms being among the fastest ones. Thathachar and Sastry [23] , through the pursuit algorithm, introduced the concept of algorithms that pursue the current optimal action, following a reward-penalty learning philosophy. Later, Oommen and Lanctôt [16] extended Fig. 1 . Performance of the pursuit algorithms relative to the CP algorithm in two-action environments for which exact convergence was required in 750 experiments. Reward probability for the first action was considered 0.8 and the reward probability for the second action is represented on the environment axis. Performance comparison for the ten-action environments is identical.
the pursuit algorithm into the discretized world by presenting the discretized pursuit algorithm, based on a reward-inaction learning philosophy. In this paper we argued that a scheme that merges the pursuit concept with the most recent response of the environment, permits the algorithm to utilize the LAs long-term and short-term perspectives of the environment. Thus, we have demonstrated that the combination of the reward-penalty and reward-inaction learning paradigms in conjunction with the continuous and discrete models of computation, can lead to four versions of pursuit LAs. In this paper, we presented them all, (DP , DP , CP , CP ) and also presented a quantitative comparison between them. Overall, the discrete pursuit reward-inaction algorithm surpasses the performance of all the other versions of pursuit algorithms. Also, the reward-inaction schemes are superior to their reward-penalty counterparts. Although the present comparison is solely based on rigorous experimental results involving benchmark random environments (and other "difficult" environments), it opens the door to various open problems including a formal convergence analysis of the various pursuit schemes. Such an analysis is currently being undertaken.
