Abstract-Network based attacks are the major threat to security on the Internet. The volume of traffic and the high variability of the attacks place threat detection squarely in the domain of big data. Conventional approaches are mostly based on signatures. While these are relatively inexpensive computationally, they are inflexible and insensitive to small variations in the attack vector. Therefore we explored the use of machine learning techniques on real flow data. We found that benign traffic could be identified with high accuracy.
I. INTRODUCTION
Big data problems are characterized by five Vs: Volume, Velocity, Variety, Veracity, and Value [1] . Reliable estimation of the threat from a network attack requires rapid (Velocity) and accurate (Veracity, Value) estimation of a non-homogeneous threat (Variety) in the presence of terabytes of data (Volume).
Forecasts on both the Volume and Velocity of network traffic show a doubling in the next three years [2] . Estimating a variety of attacks at increasing scale is critical to network security.
Many toolkits exist to aid in launching attacks. Examples include network scanners, botnets, and data injection tools, to name a few. When coupled with certain protocols and services, attacks become particularly effective. Attackers rely on the connectionless user datagram protocol (UDP) to hide themselves. Such attacks exploit UDP by spoofing the packet's source Internet protocol (IP) address. Modern attacks use the simple network management protocol (SNMP) or the network time protocol (NTP). When queried, these protocols return a response payload larger than the query size. Thus, attacks are "amplified" to devastating effect. A recent attack utilizing the Memcached service crossed the terabit per second scale [3] .
In this paper, we explore the use of conventional machine learning approaches on experimental network flow data in order to determine baseline performance as the first step to developing better approaches. In particular, we analyze the Intrusion Detection Evaluation Dataset published by Sharafaldin et al in [4] . This dataset consists of 15 different attacks over a week of collection. The dataset also includes benign background traffic which mimics typical user behavior. The Intrusion Detection Evaluation Dataset is hereafter referred to as the CIC-IDS dataset.
We also examined the KDD '99 network intrusion dataset [5] . This dataset is often used for machine learning applications. The KDD and CIC-IDS dataset differ in several important ways:
• The KDD data consists of connections between endpoints and not whole flows • Much of the KDD data has connections with a duration of zero • The KDD data has no source or destination Internet Protocol (IP) addresses • The KDD data has no source ports • The KDD data has destination ports, but they are the nominal service names instead of numeric values The most glaring difference between the datasets is that the KDD dataset is much older. There is a well known truism that "Attacks always get better; they never get worse." [6] Modern attacks and attack methods have evolved since the publishing of the KDD dataset. It is possible that the KDD dataset may no longer represent common attacks. We include this dataset to show how well machine learning methods work for attack classification in disparate datasets.
The contributions of this paper are as follows. After showing that conventional machine learning algorithms converge to high accuracy on both datasets, we break the CIC-IDS data into non-overlapping sets based on the time of collection. The accuracy significantly deteriorates when attacks are present in the test data but not the training data which demonstrates that the system is non-stationary. Since conventional machine learning algorithms converge poorly on this non-stationary dataset, we conclude that generalizing on network flow data requires more advanced machine learning algorithms.
II. RELATED WORK
Existing research into network intrusion detection falls into two categories. The first is misuse detection and the second is anomaly detection [7] . Misuse detection uses an attack signature database to recognize a potential attack. Anomaly (a) A sample set of decisions that discriminate between normal and smurf traffic.
(b) A sample set of decisions that discriminate between normal and warezclient traffic. detection relies on a model of normal system behavior to detect an attack. Both techniques have been well researched and each has its own disadvantages. Misuse detection cannot detect new attacks since it relies on known attack signatures. Anomaly detection does not rely on attack signatures. Instead, a profile of "normal" behavior must be built to detect anomalous behavior. Building such a profile is difficult.
Several previous approaches use machine learning models for misuse detection and anomaly detection. Accuracy and speed improvements in anomaly detection have come from supervised learning methods such as k-Nearest Neighbor (kNN) [8] , Support Vector Machines (SVM) [9] and decision trees [10] . Unsupervised learning methods such as K-means [11] have improved malicious behavior detection. If the training and testing datasets come from the same unknown distribution, supervised methods in general outperform unsupervised methods [12] . Decision trees can yield accuracy as high as 95% [12] . This justifies our use of decision trees on the CIC-IDS dataset in this paper.
Hybrid intrusion detection combines misuse and anomaly detection. It has been suggested as a way to resolve the disadvantages in traditional intrusion detection techniques. In [13] , a decision tree is used to decompose the data into subsets. Support vector machines (SVMs) are trained on the subsets. Training and testing times are substantially reduced and high accuracy is obtained. In [14] , Rai et el. modified the C4.5 decision tree algorithm to perform more granular feature splitting. The splitting function is augmented to average the values for each feature. The information gain ratio is then the information gain divided by the result of the splitting function. The result is that any bias towards frequent values in attributes is removed.
Dimensionality reduction is crucial to applying machine learning to intrusion detection. In [15] , Zhang et el. use a Bayesian Network classifier to iteratively arrive at an optimal feature set. Their technique uses the wrapper approach to feature selection. In the wrapper approach, feature selection is based on classification accuracy improvements. Another dimensionality reduction technique is the filter approach. The filter approach evaluates and ranks each feature independent of the classifier. The result is a feature subset that best approximates the original dataset.
In [16] , Mukherjee, et el. make use of Correlation-based Feature Selection (CFS), Information Gain (IG), and Gain Ratio (GR) for feature selection. The authors compare these techniques to their proposed Feature-Vitality Based Reduction Method (FVBRM). FVBRM functions like the Bayesian Network described in [15] with the addition of feature vitality. Feature vitality includes classification accuracy, true-positive rate (TPR), and false-positive rate (FPR). Feature vitality thus defines the subset of features used in the reduced dataset.
III. USING DECISION TREES TO CLASSIFY ATTACKS
Decision trees are a machine learning model used for classification and regression tasks. Decision trees work by creating rules for splitting nodes based on the features in the data. These rules are analogous to asking a series of yes/no questions on the data. The predicted class of the input data is that of the leaf node once reached.
Several algorithms exist for constructing a decision tree (e.g. ID3, C4.5, CART, etc...). In this paper we use the CART algorithm [17] . CART runs in logarithmic time and uses Gini impurity on features to split nodes. Gini impurity is the probability of obtaining two different output predictions for a given input. The Gini impurity of node t for j = {1, · · · , k} possible classes is given by Equation 1:
The tree generated by the decision tree algorithm is easy to understand (for example Figures 1a and 1b) . This simplicity makes decision trees very popular for many machine learning tasks. Effective attack classification requires that the machine learning model generalize on the data. We explore how well decision trees generalize by measuring accuracy on an expanding dataset.
IV. FEATURE REDUCTION
Raw network data are quite verbose. Reducing the data to relevant features is critical for obtaining high classification accuracy. This process comprises feature reduction techniques. The idea is to drop features which do not provide adequate variance in the data. The remaining features then provide enough variance to achieve reasonable classification accuracy.
There are benefits and drawbacks to feature reduction. Benefits include simpler models, improved accuracy, and a reduction of the effects of high dimension data. High dimension data suffers from the so-called "curse of dimensionality" [18] . This problem affects machine learning when the data lacks enough samples for combinations of all the features. Removing unnecessary features eases the effects of an insufficient amount of samples. Feature reduction can also enable the use of other machine learning models. Removing unnecessary features can remove the noise from data, but can remove the signal as well. This can cause a close grouping of the data, destroying the variance and reducing accuracy.
Reducing the size of the dataset is a practical advantage of feature reduction. Network flow data can easily exceed gigabytes per day, and threat detection requires rapid and accurate response to be useful. Therefore, minimizing the size of the data has important practical effects.
We applied Principal Components Analysis (PCA) [19] and the entropy and information gain metrics from the ID3 algorithm [20] to both datasets and were able to significantly reduce the number of features while retaining the same level of accuracy. Applying PCA can obscure the connection between the reduced dataset and the original. PCA can also "load" the first principal component with the highest variance which makes the reduced dataset non-optimal. The remaining com- ponents thus no longer provide an accurate interpretation of the original data. Measuring information gain is useful for working around these limitations. In doing so, we can arrive at a set of features that are the most characteristic of attacks.
V. RESULTS
We applied machine learning to both the CIC-IDS data and the KDD data and found excellent cross-validated accuracy when we looked at the entire data set. When the data set was segmented by time to study the effect of novel attacks the results were less impressive. We also looked at the effects of removing various features from the data to determine the minimal set of features needed to achieve high accuracy. Table I shows the performance of the decision tree for both datasets. We removed the IP addresses from the CIC-IDS data for two important reasons. First, attackers spoof IP addresses to hide themselves and defeat IP filtering systems. Second, the high variance of the IP addresses "crowded out" the other attributes when applying feature reduction. This complicates efforts to find a set of features that best characterize attacks. We applied k-fold cross-validation with k = 3 in all cases. The accuracy scores shown are averages taken over the folds. Table  II shows the running time of the decision tree. The running times shown are averages taken over the folds.
A. Accuracy of Machine Learning
Though the results in Table 1 and Table 2 are appealing, they obscure a problem we found with the data. Because the amount and type of traffic varies by day (for the CIC-IDS data) and by connection (for the KDD data) the data are not stationary. This lack of stationarity means that generalizing on the data is difficult. Traditional machine learning algorithms such as decision trees, support vector machines, and so on will not work without modifications because they expect the underlying data to have a stationary distribution.
To test this, we first trained a decision tree on the CIC-IDS Monday dataset. We then checked its accuracy on the rest of the week. We obtained scores of 96.897, 63.524, 99.517, and 71.172 for Tuesday, Wednesday, Thursday, and Friday, respectively. We tested retrospective learning by training on Friday's data. We then checked accuracy on Thursday, Wednesday, Tuesday, and Monday and obtained scores of 95.264, 64.117, 96.811, 99.714, respectively. We obtained similar results when we tested using a random forest with 10 estimators.
We further tested decision tree and random forest generalization on a power set of the days of the CIC-IDS data. The decision tree result is shown in Table IV . The random forest result is shown in Table VI . The average score is 84.407% and the standard deviation is 8.530% for the decision tree. The average score is 85.289% and the standard deviation is 9.541% for the random forest.
We also tested classification using the kNN algorithm. Figure 2 provides a comparison between the three models we tested. The left side of the figure shows how the decision tree and random forest compare as a function of kNN. The right side of the figure shows how random forest and kNN compare as a function of the decision tree. Random forest showed better generalization than the decision tree and kNN. The decision tree performed better than random forest. kNN had the worst run time at over 660 seconds on average. This run time is over 9 times longer than the decision tree, which was almost 4 times longer than random forest. Table III shows the results of applying the ID3 entropy and information gain metrics to varying sample sizes for both datasets. The KDD data does not show an interesting result since the initial feature chosen is the same for all three sample sizes. Both algorithms select the same initial feature for the first split. The CIC-IDS result varies as the sample size increases until the initial feature is ultimately the same for all datasets. Figure 3 shows the per-feature variance for all five days of the CIC-IDS data. All features have been scaled to the range [0,1] so that the largest value of each feature is scaled to unit size. It is obvious that many features have a small variance Table III. We retrained the decision tree on both reduced datasets. Table V shows the results in a format comparable to Table I . The accuracy on the CIC-IDS dataset increased by an average of 0.097% while the accuracy on the KDD dataset decreased by an average of 2.79%.
B. Feature Reduction
We then tested generalization on the reduced per-day CIC-IDS dataset for the decision tree and random forest. The rightmost column in Table IV shows the decision tree results. Accuracy decreased by an average of 0.72% with a standard deviation of 9.541%. The rightmost column in Table VI shows the random forest results. Accuracy decreased once again, this time by an average of 0.74% and a standard deviation of 8.728%.
VI. CONCLUSIONS
We showed that decision trees provide good performance in estimating attacks. The lack of stationarity in the data means that traditional machine learning models will not generalize well. This presents a problem when an attack signal is present only in certain features. When using a decision tree, the result is that features near the top of the tree for one day are lower down for other days. There are two possible approaches to fixing this. The first is to increase the size of the training set TABLE IV: Generalization on the power set of per-day full and feature-reduced CIC-IDS datasets using the decision tree. IP addresses are excluded from the full dataset. All scores are percentages.
to more than a day and retrain the model after some time. This way, the model is aware of malicious traffic and the structure of the tree can adapt. We observed this lack of awareness when the accuracy on the model trained on the Monday data dropped from 96.897% for Tuesday to 63.524% for Wednesday. The cause of this was the fact that Monday's data were all benign and no traffic for Wednesday was benign. We intend to explore ways of determining the optimal size of this training set. The second is to explore models that do generalize well. Based on our previous work in [21] , the Restricted Boltzmann Machine (RBM) is a good choice.
Feature reduction provides a powerful means of reducing the data to the features that are most characteristic of attacks. 85 features were reduced to 5 significant ones with this data, which suggests that the data are highly redundant. This process must be applied iteratively to the data. Doing so systematically eliminates high-variance features that do not contribute to the discrimination between benign and malicious traffic.
The results shown in Table V suggest two possible findings related to our feature reduction efforts. First, the reduced CIC-IDS dataset features are close to those most characteristic of attacks. Second, the reduction in features for the KDD dataset was too aggressive. It is obvious that both reduced datasets need further feature engineering. For this paper, our goal was to show the effects of feature reduction. We intend to explore ways of adding useful features without adding redundancy and retaining the performance improvement that comes with feature reduction.
The overall decrease in accuracy shown in Tables IV and VI compared to the increase for cross-validated training on the entire data set (shown in Table V ) strongly suggests that the non-stationarity affects the accuracy of the results. The changes of the accuracy in the power set data between the reduced and full data sets are not uniform, sometimes increas- TABLE VI: Generalization on the power set of per-day full and feature-reduced CIC-IDS datasets using a random forest with 10 estimators. IP addresses are excluded from the full dataset. All scores are percentages.
ing and sometimes decreasing. This suggests a complicated interaction between feature selection and stationarity. It may be interesting to explore this effect on larger and more complete data sets in future work.
