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МЕТОД АВТОМАТИЧНОГО ВИЗНАЧЕННЯ СЕМАНТИЧНО БЛИЗЬКИХ ФРАГМЕНТІВ 
НОВИННИХ ТЕКСТІВ 
Складність семантичного аналізу текстової інформації, що міститься в новинних повідомленнях, визначається багатозначністю і 
синонімічністю, які властиві мові на всіх рівнях її представлення, що, перш за все, впливає на визначення смислової близькості мовних 
одиниць. Виявлення семантично близьких фрагментів текстів або перефразувань є актуальною проблемою у таких наукових напрямках як 
семантичний пошук інформації, видобування інформації, машинний переклад, визначення порушень авторських прав і т.п. , крім того 
широко використовується при рерайтингу. У статті проаналізовано основні проблеми рерайтинга, зокрема перефразування синтаксичних 
одиниць тексту зі збереженням смислового навантаження. Розглянуто сучасні методи визначення семантичної близькості слів, вказано 
основні переваги та недоліки. Запропоновано метод автоматичного виявлення синонімічних фрагментів новинних текстів на основі 
використання WordNet та розроблених синтаксичних правил, які зберігають інформацію про граматичні характеристики слів. Перевагою 
даного методу є те, що аналізується як граматична структура мови, так і смисл слів. Досліджуваний корпус представлено новинними 
текстами інформаційного агентства Reuters, служб CNN і BBC World News. Запропонований метод ідентифікації семантично зв’язних  
фрагментів тексту дозволяє виявити спільний інформаційний простір актуальних новин та може використовуватися для ефективного 
визначення близьких за змістом текстів в інформаційно-пошукових, експертних, аналітичних інформаційних системах. Вирішення завдання 
автоматичного визначення семантичної близькості може застосовуватися при автоматизованій побудові онтологій по тексту, для 
розширення існуючих і створення нових тезаурусів. 
Ключові слова: рерайтинг, перефразування, семантична близькість, синтаксичні правила, WordNet, корпус новинних текстів.  
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МЕТОД АВТОМАТИЧЕСКОГО ОПРЕДЕЛЕНИЯ СЕМАНТИЧЕСКИ БЛИЗКИХ  
ФРАГМЕНТОВ НОВОСТНЫХ ТЕКСТОВ 
Сложность семантического анализа текстовой информации, содержащейся в новостных сообщениях, определяется многозначностью и 
синонимичностью, свойственные языку на всех уровнях его представления, что, прежде всего, влияет на определение смысловой близости 
языковых единиц. Выявление семантически близких фрагментов текстов или перефразирований является актуальной проблемой в таких  
научных направлениях как семантический поиск информации, извлечение информации, машинный перевод, определение нарушений 
авторских прав и т.п., кроме того широко используется в рерайтинге. В статье проанализированы основные проблемы рерайтинга, в  
частности перефразирование синтаксических единиц текста с сохранением смысловой нагрузки. Рассмотрены современные методы 
определения семантической близости слов, указаны основные преимущества и недостатки. Предложен метод автоматического выявления 
синонимических фрагментов новостных текстов на основе использования WordNet и разработанных синтаксических правил, которые хранят 
информацию о грамматических характеристиках слов. Преимуществом данного метода является то, что анализируется как грамматическая 
структура языка, так и смысл слов. Исследуемый корпус представлен новостными текстами информационного агентства Reuters, служб 
CNN и BBC World News. Предложенный метод идентификации семантически связных фрагментов текста позволяет определить общее 
информационное пространство актуальных новостей и может быть использован для эффективного выявления близких по смыслу текстов в 
информационно-поисковых, экспертных, аналитических информационных системах. Решение задачи автоматического определения 
семантической близости может применяться при автоматизированном построении онтологий по тексту, для расширения существующих и 
создание новых тезаурусов. 
Ключевые слова: рерайтинг, перефразирование, семантическая близость, синтаксические правила, WordNet, корпус новостных 
текстов. 
S. V. PETRASOVA, YA. R. GALKINA, I. O. MANUILOV, O. R. BORODINA, S. I. SHVETS 
METHOD FOR AUTOMATIC IDENTIFICATION OF SEMANTICALLY SIMILAR  
FRAGMENTS OF NEWS TEXTS 
Depending on the ambiguity and synonymy at all language levels, the identification of semantic similarity of linguistic units is the challenging task of 
semantic analysis of text information contained in news reports. The extraction of semantically similar fragments of texts or paraphrases is an up-to-
date problem in fields of science such as semantic information retrieval, information extraction, machine translation, detection of copyright 
infringements, etc. and is widely used in rewriting. The article analyzes the main problems of rewriting, in particular, the paraphrasing of syntactic text 
units keeping the sense load. The modern methods for identification of semantic similarity of words, their advantages and disadvantages are 
considered. Based on the use of WordNet and the developed syntactic rules that store information about the grammatical characteristics of words, a 
method for automatic identification of synonymous fragments of news texts is proposed. The advantage of this method is that both the grammatical 
structure of the language and the meaning of words (using WordNet) are analyzed. The experimental corpus is represented by news texts from Reuters 
news agency, BBC World News and CNN services. The proposed method for identifying semantically similar text fragments allows defining the 
common information space of current news and can be used to effectively identify related texts in information retrieval, expert, analytical information 
and rewriting systems. The automatic identification of semantic similarity could be implemented in automated construction of ontologies, in expansion 
of existing and creation of new thesauri. 
Keywords: rewriting, paraphrasing, semantic similarity, syntactic rules, WordNet, corpus of news texts.  
Вступ. Кожного дня мережа Інтернет 
поповнюється великою кількістю нової інформації 
різної направленості. У той же час багато сайтів, 
особливо новинних, створюють подібний за смислом 
текстовий контент. Проблема формування 
унікального тексту на основі вже існуючих статей 
залишається актуальною, зокрема, при ідентифікації 
інформаційного простору актуальних новин та 
подальшому їх просуванні в пошукових системах. 
Одним з інструментів вирішення цієї проблеми є 
рерайтинг – ретельна переробка тексту, результатом 
якої є новий текст, що має з оригіналом спільний 
смисл та відрізняється лексичними засобами, 
семантично близькими словами та стилем написання. 
Існуючі програмні реалізації, зазвичай, нездатні 
виконувати рерайтинг цілого тексту чи дискурсу. 
Зокрема, складність організації пошуку семантично 
близьких слів визначається рядом причин. По-перше, 
автору невідомо загальноприйнятої кількісної міри 
для визначення ступеня синонімічності значень слів.  
По-друге, поняття синонімії визначено не для 
слів, а для значень слів, тобто синонімія нерозривно 
пов’язана з контекстом. 
По-третє, мова – це постійно змінна субстанція, 
відкрита система. Слова можуть застарівати або 
отримувати нові значення. Тому в напрямках науки, 
що активно розвиваються, спостерігається особливо 
активний словотвір і присвоєння нових значень 
словами.  
Використання методу визначення семантично 
близьких фрагментів новинних текстів дозволить 
виділяти спільний простір актуальних новин, що 
забезпечить релевантний пошук та написання 
(рерайтинг) статей за схожими темами. 
Аналіз останніх досліджень і публікацій. 
У сучасній лінгвістиці у зв’язку із зростаючим 
інтересом до дослідження смислу мовних одиниць 
широко застосовуються технології встановлення 
змістової подібності між одиницями. Формально 
такий механізм зводиться до синонімічної заміни 
елементів, розгортання структури (додавання 
елементів) або згортання структури (опущення 
елементів). 
При перетворенні складного тексту в більш 
простий та, як результат, написанні унікальних текстів 
у рерайтингу використовуються наступні методики 
роботи. 
Трансформація прямої мови у непряму. Ця 
техніка дозволяє залишити необхідний смисл у тексті, 
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але у той же час робить інформацію для пошукових 
систем унікальною.  
Зменшення розміру тексту для його спрощення 
та кращого розуміння контенту.  
Переробка структури тексту: переміщення 
абзаців тексту, зміна граматичних конструкцій речень, 
що крім унікальності додає до нового тексту новий 
стиль написання, не змінюючи його смисл [1]. 
При рерайтингу широко використовуються 
перефразування (або парафрази). В залежності від 
того, на якому рівні мови ведеться перефразування, в 
його процесі змінюється лексика, синтаксична 
структура, морфологічні характеристики слів, їх число 
і порядок. При цьому може замінюватися одне слово 
при збереженні всієї структури або вся структура при 
збереженні лексичних одиниць. 
Існує декілька способів перефразування 
синтаксичних одиниць тексту: 
- зміна граматичної структури речення, 
наприклад, заміна підмета і додатка; 
- заміна слів з однієї частини мови в іншу, 
наприклад, з дієслова зробити іменник або 
прикметник; 
- збільшення структури (додавання елементів) і 
навпаки; 
- розбиття довгих речень на кілька менших та 
навпаки; 
- синонімічні заміни слів/словосполучень [2]. 
Серед існуючих методів виявлення семантично 
близьких слів виділяють дві групи: статистичні 
методи [3–8] (табл. 1) і методи, що основані на 
використанні онтологій і тезаурусів [9–10]. 
На сьогоднішній день для визначення 
відношення семантичної близькості широко 
використовуються онтології – формальний опис 
термінів предметної області і відношень між ними. До 
достоїнств онтологій відноситься їх висока 
ефективність при інтеграції різнорідних джерел 
інформації та знань, які можуть бути розмічені за 
допомогою термінів онтології, незалежно від їх 
форматів і представлень.  
Однак для вирішення багатьох практичних 
завдань необхідні гібридні знання, що включають не 
тільки понятійні, а й процедурні, евристичні знання. 
Тому при ідентифікації смислової близькості опис 
предметної області, створений за допомогою 
онтологій, не є вичерпним. 
На ряду з онтологією часто використовують і 
тезаурус, як особливий різновид словників загальної 
або спеціальної лексики, в яких вказані семантичні 
відношення (синоніми, антоніми, гіпоніми, гіпероніми 
тощо) між лексичними одиницями.  
Тезаурус дозволяє виявити смисл не тільки за 
допомогою визначення, але і за допомогою 
співвіднесення слова з іншими поняттями та їх 
групами. 
Таблиця 1 – Статистичні методи виявлення семантичної 
близькості слів 




Два слова вважаються 
«майже синонімами» (near 
synonyms), якщо в 
тлумачному словнику, де 
вони визначені:  
- вживаються у 
визначенні одного і того 
ж слова; 


























Між окремими словами і 
узагальненим контекстом 
(реченнями, абзацами і 
цілими текстами), в яких 
вони зустрічаються, 






На сторінку x 
посилаються хаб-
сторінки, які можуть мати 
посилання на авторитетні 
сторінки. На сторінку x 
будуть схожі ті з 
авторитетних сторінок, на 
які посилаються ті самі 
хаб-сторінки, які, в свою 
















семантично близьких слів, 
ґрунтуючись на близькі за 





Одним з найбільш успішних проектів, пов’язаних 
з тезаурусом, є WordNet – тезаурус або семантична 
мережа англійської мови, яка представляє склад і 
структуру лексичної мови в цілому. WordNet містить 
понад 150 тис. слів, організованих в більш ніж 
115 тис. сінсетів. Словник складається з 4 мереж, що 
відповідають таким частинам мови як: іменник, 
дієслово, прикметник і прислівник. 
WordNet групує набори слів зі схожим значенням 
в сінсети. WordNet містить сінсети, короткі загальні 
визначення до сінсетів (глоси), приклади вживань і 
кілька типів семантичних відношень між сінсетами.  
Сінсети кожної частини мови мають власний 
набір семантичних відношень. Найбільш часто 
використовуваним відношенням між сінсетами 
іменників є відношення гіпонім–гіперонім, яке 
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встановлюється між родовими і видовими словами. 
Відношення між іменниками включають також 
відношення частини-цілого. 
Між якісними прикметниками описуються 
відношення антонімії і подібності. 
Дієслова в WordNet зв’язані відношенням 
гіпонім–гіперонім. Крім того, вони мають свій 
власний набір відношень, які не використовуються 
для опису іменників або прикметників, наприклад, 
відношення наслідку і відношення каузації [11]. 
Отже, аналіз методів і підходів до вирішення 
завдання виявлення семантичних зв’язків між словами 
показав, що найбільш продуктивною є комбінація 
формальних і неформальних методів. 
Метою дослідження є розробка метода 
автоматичного виявлення семантично близьких 
фрагментів у корпусі новинних текстів для 
формування спільного простору актуальних новин. 
Матеріали і результати дослідження. В роботі 
пропонується використовувати розроблені 
синтаксичні правила [12] для визначення 
словосполучень та WordNet для виявлення 
синонімічних слів у корпусі текстів. 
Джерелом текстової інформації для корпусу є 
статті інформаційного агентства Reuters [13], служб 
CNN [14] і BBC World News [15]. 
Для морфологічної обробки текстів пропонується 
застосувати POS-тегування засобами бібліотеки NLTK 
мови Python.  
На початковому етапі відбувається пошук 
кандидатів у синонімічні словосполучення в 
WordNet (рис. 1). 
 
 
Рис. 1 – Приклад сінсета у WordNet 
 
Далі виконується пошук синонімічних пар у 
словосполученнях. Перевіряється відповідність 
граматичних характеристик колокатів (слів 
словосполучень) потенційно синонімічних слово-
сполучень синтаксичним правилам: 
 
 NObjPacVTr   
 NObjAttofNSubAgNSubAgNObjAtt  |  
 NSubAgAAttANSubAg  |Pr  
 
Таким чином, словосполучення, граматичні 
характеристики яких відповідають правилам, 
вважаються синонімічними.  
Висновки. В результаті проведеного аналізу 
методів виявлення семантичної близькості слів було 
запропоновано метод автоматичного визначення 
синонімічних конструкцій у корпусі новинних текстів, 
що дозволяє виявити спільний інформаційний простір 
актуальних новин. Результати дослідження можуть 
використовуватися для ефективного визначення 
близьких за змістом текстів в інформаційно-
пошукових системах. 
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