We study the distance on the Bruhat-Tits building of the group SL d (Qp) (and its other combinatorial properties). Coding its vertices by certain matrix representatives, we introduce a way how to build formulas with combinatorial meanings. In Theorem 1, we give an explicit formula for the graph distance δ(α, β) of two vertices α and β (without having to specify their common apartment).Our main result, Theorem 2, then extends the distance formula to a formula for the smallest total distance of a vertex from a given finite set of vertices. In the appendix we consider the case of SL2(Qp) and give a formula for the number of edges shared by two given apartments. * dominik.lachman01@upol.cz
Introduction
We call Bruhat-Tits building any simplicial complexes B satisfying axioms:
(i) B is a union of subcomplexes called apartments, which are all copies of one affine coxeter complex (certain triangulation of Euclidean space).
(ii) Each pair of simplices have a common apartment.
(iii) Whenever two apartments A 1 , A 2 intersect in two simplices, there is a simplicial isomorphism sending A 1 to A 2 , which fixes the two simplices point-wise.
These buildings were designed to study algebraic reductive groups over local non-Archimedean fields. F. Bruhat and J. Tits in [BT72] and [BT84] associated to each such group G a "building" B(G) (yet their original concept was a bit different from the axioms (i-iii)) on which G acts by simplicial automorphisms (so called strong transitivity condition holds) and hence they provided geometric representations to a vast class of groups. We can view B(G) as a geometric parametrisation of certain important subgroups of G: there are one-to-one correspondences between the simplices of B(G) and the parahoric subgroups of G and between the apartments and the maximal split tori of G.
Historically, the Bruhat-Tits theory is based on the work of Iwahori and Matsumoto [IM65] who investigated Lie groups over local non-Archimedean fields and on the concept of spherical buildings already introduced by Tits in 1950s -the original motivation was to study exceptional groups over a general field.
The basic application of the theory is simplifying some proofs -buildings provide a way to visualize steps in proofs in geometric figures (e.g., Bruhat decomposition). The Bruhat-Tits theory has classical applications in the field of p-adic representation theory [MP94] , S-aritmetic groups, non-Archimedean generalizations of super-rigidity theorem [Gro92] and others. See [Liz06] for overview of applications of (general) buildings after half of a century of the existence of the concept.
In the case of (classical) semisimple linear groups G = SL n+1 , SO 2n+1 , Sp 2n , etc., (over some non-Archimedean local field) the buildings B(G)'s are divided into families (Ã n ,B n ,C n , etc.) according to the structure of their apartments. These families correspond to the root systems of G's. The concrete choice of the base field affects only branching -the way how the apartments are glued into the building. It is visible on the two basic cases: B(SL 2 (Q p )) is a regular (p + 1)-ary tree where the apartments are infinite lines and B(SL 3 (Q p )) is a 2-dimensional simplicial complex (which is actually hard to visualize), where each vertex has 2p 2 + 2p + 2 neighbours and the apartments are (natural) tilings of the plane with equilateral triangles.
In the article we study some combinatorial properties of B(SL d (Q p )) (or rather of its 1-dimensional skeleton) where d ≥ 2 and Q p is the field of p-adic rationales. We deal only with the case of p-adic fields Q p in order to slightly simplify our notations and proofs, although it is likely that the results generalize also to the case of arbitrary local non-Archimedean field.
We use the standard lattice construction of B(SL d (Q p )) (described in Section 3). We treat Bruhat-Tits buildings as abstract simplicial complexes which fits our aim which is to study combinatorial properties. In Section 4 we establish matrices representatives of vertices in a trivial way: a matrix A ∈ GL d (Q p ) represents a vertex A v given by the lattice Row Zp (A). The group SL d then acts simply by SL d ∋ g :
In Section 5 we consider following invariants: given two matrices A, B ∈ Having the m d−i i 's in hand we prove (in Section 6):
Further examples of formulas with combinatorial meaning are mentioned below the proof of Theorem 1.
Given a matrix A ∈ GL d (Q p ), some essential information about relative position of the vertex A v with respect to I v (e.g. distance) is readable from Smith normal form D of A (which is a diagonal matrix defined via relation A = XDY for some X, Y ∈ GL(Z p ), it always exists and is almost unique, see [Smi61] ). There are the well known explicit formulas computing the diagonal entries of D, namely D i,i = di(A) di−1(A) where d i is the greatest common divisor of all i × i minors of A. We can think of m d−i i 's as generalizations of these formulas (Remark 30).
The Section 7 is a natural generalization of the foregoing section: we ask whether some Z-linear combination of m d−i i 's computed for three or more matrices has a geometric meaning. The situation become much more challenging, since in the case of two vertices the axiom (ii) guarantees that we can choose (after change of base) diagonal matrix representatives of the vertices. Having diagonal representatives, to compute the m d−i i 's is rather easy. But the case when axiom (ii) holds for three vertices is uncommon. Our main result provides one such non-trivial formula, which gives (lower bound of) the smallest total distance of a vertex from a given finite set of vertices:
Theorem 2. Given any collection of vertices α 1 , . . . , α n ∈ B(SL d (Q p ) we have
(2)
Equality in (2) holds whenever all α i 's lie on a common apartment.
In the proof, an essential trick is a use of the well known Hall's marriage theorem. The author strongly believe the equality holds in the general case as well, he consider it would be better to leave results in this direction (together with some other results) to a further article because of the length of the proofs.
We also observe (in the case of one apartment) that every local minimum of the left hand side of (2) is already a global minimum. In the case n = 3 the Theorem 2 gives us a formula (lower bound) of the length of a minimal tree connecting three given vertices.
In the appendix we consider the case of SL 2 (Q p ) and give another formula of different kind, counting number of edges shared by two given apartments.
Preliminaries
Through the whole article we assume the knowledge of basic facts about the field of p-adic numbers Q p , which we will use without reference. We give a very quick overview to p-adic numbers here. We can think of the elements of Q p as the infinite power series: Each 0 = a ∈ Q p can be uniquely written in the form
where n ∈ Z, a i 's are taken from {0, . . . , p−1} and a n = 0. The field is equipped with an additive valuation ν p : Q p → Z defined by
For every a 1 , . . . , a n ∈ Q p the valuation ν p satisfies these two conditions:
ν p (a 1 · · · · · a n ) = ν p (a 1 ) + · · · + ν p (a n ), ν p (a 1 + · · · + a n ) ≥ min{ν p (a 1 ), . . . , ν p (a n )}.
We call the second one triangular inequality. The ring of p-adic integers Z p ⊆ Q p consists of the elements of Q p with non-negative valuation. Z p is a local ring with the maximal ideal (p). The invertible elements in Z p are exactly those with zero valuation. Next define others basic algebraic concepts, used in the article: By Z p -lattice we mean a Z p -submodule L of some Q p -vector space V, such that L is finitely generated and generate whole V. A key fact is that every Z p -lattice L has Z pbasis. This is consequence of the well-known Theorem of elementary divisors.
Let R be a ring, then by GL d (R) we denote the group of all invertible (d×d)matrices over R. For example, GL d (Z p ) are those matrices having determinant in Z × p . By SL d (R) we denote all (d×d)-matrices over ring R having determinant equal to 1. We will also use group of diagonal (d × d)-matrices denoted by Diag d (R). Given matrix A we will refer to its element at the position (i, j) by A i,j .
We also assume the knowledge of the concept of abstract simplicial complexes. Given any abstract simplicial complex ∆, by ∆ i , i ∈ N 0 , we denote it's i-dimensional substructure. Hence ∆ 1 is essentially a graph and we will treat it as a graph. Finally, we will arrive at a slight distinction between a walk and a path in a graph, the second is assumed to avoid repetition in its vertices.
3 Construction of the Bruhat-Tits building for group SL d (Q p )
In the section we describe a standard construction of the Bruhat-Tits building for group SL d (Q p ). We follow the Garrett's book [Gar97] , section 19.1. We will not verify the axioms (i-iii), for this see the section 19.2 in [Gar97] . More precisely stated axiom (i) could be found in the book as well. Through the whole article p and d will always refer to some fixed prime and some integer d ≥ 2. Hence, we can freely leave reference to p and d from our notion. We will use ν instead of ν p and by B we denote building for SL d (Q p ), which we are going to define.
By the well-known Theorem of elementary divisors all torsion-free modules over a discrete valuation ring are free (see [Lan02] , Theorem 7.3.). Hence, each Z p -lattice L ⊂ Q d p has some Z p -basis. Definition 3. The building of the group SL d (Q p ), denoted by B ≡ B(SL d (Q p )), is an abstract simplicial complex constructed as follows: for the set of vertices we take
We call lattices equivalent in this fashion homothetic. And for each
we add the k-simplex, whose vertices are that given by Z p -lattices L i 's.
Although for d ≥ 3 it is hard to visualize the building, the local picture is quite simple to describe: the k-simplices containing [L 0 ] are in one-to-one correspondence with chains of F p -vector spaces F d p V 1 · · · V k 0. Just factorize (5) by pL 0 and identify Z/pZ p ≡ F p . Easily follows:
Lemma 4. Every maximal simplex of B is of dimension d − 1. Specially, the whole building has dimension d − 1.
Remark 5. The action of SL d (Q p ) on B is that induced by the standard action on the vector space Q d p . It is easy to see that SL d (Q p ) acts by simplicial automorphisms.
Definition 6. For each basis F = {u 1 , . . . , u d } of Q d p call an apartment the simplicial sub-simplex A generated by the vertices having following lattice representatives
where e ′ i s are integers. We call F a splitting basis for the apartment A . Note that Theorem of elementary divisors assures a weak version of the axiom (ii) for pair of vertices.
Matrix representatives
In computations it will be useful to have in hand some matrix data coding the vertices and the apartments. For this purpose we introduce matrix representatives. Working with matrix representatives we always assume we have some basis F of Q d p . The geometric meaning of all coordinates data is always related to the basis F . Moreover, denote by E the canonical basis of Q d p .
And by A a:F we denote the apartment, whose splitting basis is that from (6).
That is, the vertices of A a:F are exactly
The following lemma concerns the ambiguity of just defined matrix representatives of vertices.
Proof. The matrix X corresponds to the ambiguity in choosing Z p -basis of Row Zp (A) and power of p treats the ambiguity in choosing a concrete representative of the homothety class.
Working with coordinates, a common trick is choosing a suitable basis F . For example, investigating an apartment A we choose basis F to be a splitting basis for A , hence A = I a:F . We have to describe how the skipping between bases affects the matrix representatives.
Lemma 9. Let F 1 and F 2 be two bases of Q d p and T be the matrix of transition between them (i.e., rows of T are coordinates of vectors of F 1 with respect to F 2 ). For any A ∈ GL d (Q p ) we have
Proof. Proving this is just an easy exercise from linear algebra.
In most of cases it will be clear with respect to which basis we use the matrix representatives. Hence, we will usually leave the reference to basis from the notion (e.g., vertices will be defined as A v ).
Remark 10. Notice that matrix representatives of vertices are unique up to multiplication by certain matrices from left and skipping between two bases F 1 and F 2 affects the matrix representatives by multiplication by the transition matrix from right. Hence, from associativity of matrix multiplication follows:
Definition 11. Define a relation of equivalence ∼ v on the set of matrices in
The essential knowledge we gain from the following lemma, is that, never mind which basis we choose, the GL d (Q p ) acts on the matrix representatives by matrix multiplication from right.
Lemma 12. Let ρ be the action from Definition 5. Given g ∈ GL d (Q p ), with respect to the canonic basis E the action of g on the vertices of B is this:
If basis F arises from E by transition matrix T (i.e., F is given by rows of T ) then g acts on the vertices of B as follows:
Proof. An easy exercise from linear algebra.
Lemma 13. Vertices α 0 , . . . , α k form an k-simplex if and only if there are
Proof. There has to be a chain of lattices like in (5) witnessing the k-simplex.
We take for the matrices A i 's the matrices whose rows generates the lattices in the sense of Definition 7.
Localized form and distance-formulas
In the section we introduce a concept of distance formulas, which is key to the article. In most of the definitions and theorems we will work with matrix representatives of vertices and apartments, so any matrix occurring in this and further sections, which is not specified, is intended to be an element of GL d (Q p ). We will work in coordinates, hence all coordinate-like data will be expressed with respect to some basis F . If there will be no danger of confusion, we will leave the reference to F from the notion of matrix representatives. Since the choice of F is arbitrary we will often chose the one suitable to the situation. For each square matrix X over Q p define |X| p = ν(det(X)).
Definition 14. Let A and B be two matrices from GL d (Q p ) and i an integer,
In the following lemma we will need this fact: each matrix from GL d (Z p ) can be decomposed into a product of elementary matrices with integral elements. It is proved for any local ring in [HK06] , Corollary 13.1.4.
Proof. We prove that m A:k,B:d−k is invariant under multiplying A by the elementary matrices (i.e., those which correspond to elementary row transformations). Directly from definition, permuting rows and multiplying any row by an If X does not contain row A ′ i, * , it is also (A:i,B:d-i)-candidate, and hence the inequality is trivial. Assume that X contains A ′ i, * . According to the well known rules for computing determinant we have 
where a i 's are elements of Z, and investigate when they have some geometric meanings.
Proposition 16. Let a 0 , . . . , a d ∈ Z, for each A,
Fix concrete pair A, B. The following two conditions are equivalent:
(ii) the following equations hold:
Furthermore, these three conditions are equivalent:
If any two of the equations (10), (11) and (12) hold, all of them hold and (9) well-defines function γ :
Proof. According to Definition 11 we can go through all A ′ with A ′ ∼ v A by multiplying A from left by r · Q, where Q ∈ GL d (Z p ) and r ∈ Q × p . Lemma 15 states that multiplying by Q causes no change: γ(A, B) = γ(Q ·A, B). Next, every (rA:i,B:d-i)-candidate Y is just (A:i,B:d-i)-candidate X with i rows multiplied by r, so |Y | p = |X| p + i · ν(r). It easily follows Using this formula, all equivalences (iii) ⇔ (iv) ⇔ (v) are quite clear. Finaly the last part: The irrelevance of one of the conditions is easy to see. According to Lemma 8 the conditions (10) and (11) assure the γ is well defined on vertices. The Lemma 9 states that change of basis F effects the matrix representatives by right multiplication by certain matrix T , this is treated by condition (12).
We will call the equations (10), (11) and (12) from the previous lemma invariance conditions. And we call any formula (8) satisfying invariance conditions distance formula. Let us extend the notion:
The economical one on the right will be used when the pair (A, B) is fixed.
There is a natural way how to using elementary row Z p -operations transform A into A ′ being in so called localized form, where we can easily compute m A ′ :i,I:d−i (hence m A:i,I:d−i as well by Lemma 15). The term localized form is not standard, it is used only in this article.
Definition 17. We say that a matrix A ∈ GL d (Q p ) is in localized form if there is a permutation π ∈ S d , so that for each i = 1, . . . , d, we have:
Example 18. Following matrix is in localized form with π = (1, 2, 3):
The elements on positions (i, π(i)), i = 1, 2, 3 are stressed by bold font. Note that |A| p = 1 + 3 + 5.
Lemma 19. For each matrix A ∈ GL d (Q p ) there is a matrix A ′ in localized form and X ∈ GL d (Z p ), such that A ′ = XA.
Proof. We will transform A to A ′ using elementary row transformations. The algorithm is similar to the classical one for making a matrix up triangular. We will rewrite A in d − 1 steps. At i-th step (for i ≥ 1) we find a row A j, * , j ≥ i, which contains an element A j,k so that ν(A j,k ) ≤ ν(A l,m ) for all l ≥ i and all m; we may have freedom in choosing A j,k , if we chose in row A j, * the one with minimal k, the last condition (iii) will hold. Now we can make zero each A l,k , j = l ≥ i by adding (−A l,k /A j,k ) · A j, * to A l, * . Note that −A l,k /A j,k is an element of Z p , since we have chosen A j,k so that ν(A j,k ) ≤ ν(A l,k ), hence the operations cannot decrease valuation of any element on effected position under ν(A j,k ). Finally, we interject rows A i, * and A j, * (there will be π(i) = k).
At the end we multiply each row by an invertible element in Z p to make all A i,π(i) 's powers of p.
Lemma 20. Let A be in localized form with α i = |A i,π(i) | p , where π is the permutation from Definition 17. Then for each i = 0, . . . , d we have
Proof. Let X be some (A:i,I:d-i)-candidate. Every summand s in
is a product of i elements A i,j 's and some 1's and 0's (entries of I), hence ν(s) ≥ ν(a 1,π(1) · · · · · a i,π(i) ) = i j=1 α j , that follows from condition (i) in Definition 17. By the triangular inequality |X| p ≥ i j=1 α j . On the other hand, if we take the first i rows of A and d − i rows of I having 1's not at positions π(1), . . . , π(i), then we get a (A:i,I:d-i)candidate X, whose determinant has by condition (ii) in Definition 17 only one non-vanishing summand a 1,π(1) · · · · · a i,π(i) (respective 1 if i = 0).
Next corollary provides an insight in what the m d−i
i 's could possibly bethey form concave sequence. That is, having some fixed A,
That directly follows from inequality (15), which we are going to prove.
Corollary 21 (concavity). Let A, B ∈ GL d (K) and i, j, k be integers such that 0 ≤ j ≤ k ≤ l ≤ d. Then following inequality holds and satisfies invariance conditions 
The α j 's are defined in Lemma 20. In both parentheses is a sum of (k−j)×(l−k) α i 's and each α i in the first parentheses is greater than any α i in the second one. Hence the inequality holds.
The relative position of two vertices
In the section we introduce some formulas describing relative positions of two given vertices. The strategy will be as follows: having two vertices α and β we choose a basis F so that β = I v:F and then we find a matrix A in localized form such that α = A v:F . In this situation we can compute m A:i,I:d−i and investigate if there is a geometric meaning of some given formula satisfying invariance conditions. Once we have a matrix A in localized form (with permutation π), we can easily construct an apartment containing A v and I v and a walk connecting them. We show this fact on an example, but the construction works in the general case, hence we will formulate some observations in general setting. Express the matrix A in localized form from Example 18 as a product DA ′ , A ′ ∈ GL d (Z p ):
We have α 1 = 1, α 2 = 3, α 3 = 5 and |A| p = 6. See that A ′ v = I v and A v ∈ A ′ a , hence both vertices I v and A v lie in the apartment A ′ a . Because we can make I v an arbitrary vertex (by choosing suitable basis F ), we observe a weak version of axiom (ii):
Observation 22. Every two vertices have some common apartment. Furthermore, in the apartment A ′ a we have following walk from I v to A v :
Notice that the length of the walk is α 3 − α 1 = 5 − 1 = 4.
Observation 23. If A is in localized form and α i 's are as in Definition 19, then there is a walk from I v to A v of length α d − α 1 .
We will later observe (in Remark 25) that the walk is a path (it has no repetition in edges neither in vertices). The fact that we can "localize" the vertex A ′ v , with respect to the origin I v , is the motivation for the term localized form.
Observation 24. If vertices α and β are connected by some edge and F is a basis, we can choose matrix representatives α = A v:F and β = B v:F such that B comes from A by multiplying some (but not all) rows by p.
Proof. If the edge belongs to the apartment I a , there are diagonal representatives A, B such that Row Zp (A) ⊃ Row Zp (B) ⊃ p · Row Zp (A). After multiplying rows of B by convenient units of Z p , we are done. In the general case we can use Observation 22 to arrive at the foregoing case. Skipping between bases corresponds to multiplying matrix representatives by some matrix from right (Lemma 9), which does not affect the desired relation between A and B. Now we are ready to prove one of our main results: Theorem 1.
Proof of Theorem 1. Equation (1) respects the invariance conditions from Proposition 16, hence we can choose the basis F so that α and β have matrix representatives α = A v and β = I v , where A is in localized form. Using Lemma 20 we obtain m d 0 − m d−1 1 = −α 1 and m 0 d − m 1 d−1 = α d . By Observation 23 there is a walk of the length given by formula (1). It remains to prove there is no shorter path, which is an easy consequence of the following claim:
Claim: The value of formula (1) can change by replacing β by some its neighbour β ′ only by ±1. finishing of the proof: If A v = B v formula (1) clearly equals zero. And if A v = B v , following any path from α to β we need at least as many steps as the value of formula (1), because of the Claim.
Remark 25. The value of the formula (1) gives us the length of the walk from Observation 23 (as is clear form just finished proof), hence the walk is a path.
Remark 26. The minimal path from Observation 23 lies on one apartment. Hence, there is no shortcut passing throuht several apartments, the obvious path from Observation 23 is the shortest one. Example 28. Consider subgraph B{1} ⊆ B 1 where we take only edges
That is, for each edge we can take matrices representatives of the two vertices in such a way, that one arises from the other by multiplying one of its row by p ±1 . Distance in this graph equals
The strategy of the proof follows the one of Theorem 1. Quick sketch: suppose B = I, A is in localized form and moreover α ⌈ d 2 ⌉ = 0 (use the relation A ∼ v p j ·A for convenient j). Then there is in B{1} a path from
It remains to prove the variant of the Claim fitting in our situation.
Example 29. Consider even more restricted graph B[1], with directed edges
We see again that in the situation B = I, A is in localized form with α 1 = 0 we can get from I v to A v in |A| p steps. Since 0 = α 1 = m A:1 I:d−1 and m A:0
The last formula satisfies the invariance conditions and similarly as in the case of Theorem 1 we observe that each path from B v to A v has at least this length (hence equality holds in (17)).
Remark 30. Well-known Principal divisors theorem says that every square matrix A over PID (Z p is PID) can be written as a product XDY where X, Y are invertible and D diagonal. Moreover, diagonal entries of D are unique up to permuting rows and multiplying rows by units. We also have explicit formulas of them: 
Consequently, the relative coordinates of the α to the β are sorted by size.
Proof. The equality follows directly from the definition of λ i,α:β 's and the inequality follows from inequality (15) for 0 ≤ j := (i−1) ≤ k := i ≤ l := (i+1) ≤ d.
If we are interested only in vertices in one fixed apartment (hence we need only diagonal representatives), the formula of distance is quite simple:
Consequently
Proof. The formulas follows from this computation: If we take only the odd summands (emphasized by the bold font), we get a "mixed" formula:
which satisfies the invariance conditions in all three components (i.e., well defines function, which may has geometric meaning). This example had motivated this section, where we shall investigate distance formulas for more than two vertices. The following lemma is for the section crucial. Later we will see (through its applications), that it has triangle inequality-like meaning. 
Proof. One can directly ensure, that the expression in equation (20) satisfies the invariance conditions so it is representatives-free. Hence it is enough to proof the inequality for any special choice of the basis and matrix representatives.
Chose the basis so that β = I v . Further, by Lemma 19 we can assume A and C are in localized form. Let π A (π C , resp.) be the permutation from Definition 17 for A (C, resp.) and α i = ν(A i,πA(i) ) (γ i = ν(C i,πC (i) ), resp.). Let X be sgn(π)X 1,π(1) · · · · · X d,π(d) .
(21)
Since the valuation of every element in row A ι, * (C ι, * , resp.) is at least α ι (γ ι , resp.), there is a lower bound for summands in (21):
The second inequality in (22) where i = 0, . . . , d. This is just special case (n = 2, π = (1, 2)) of the following lemma:
Proposition 35. For each pair of vertices A v , B v and integer i = 0, . . . , d
Then for each n-tuple of vertices α = (α 1 , . . . , α n ), where α s = (A s ) v , and any permutation π ∈ S n and a vertex β = B v we have The inequality follows by applying inequality (34) to all summands in the second summation. At the last step we used m B:0 As:d = |A s | p = m A π(s) :0
As:d . Notice that during the calculation we preserved the invariance conditions of first formula, hence the last formula satisfies invariance conditions as well.
An essential knowledge in the proof of Theorem 37 is the well-known Hall's condition for existence of perfect matching (Theorem 2.1.2 in [Die10] ).
Theorem 36 (Hall's condition). Let X = {x 1 , . . . , x m } be any set and ⊲ be binary relation on X. Then there is a permutation π ∈ S m such that x i ⊲ x π(i) for each i = 1, . . . , d, if and only if for each Y ⊆ X |{x ∈ X|x ⊲ y, for some y ∈ Y }| ≥ |Y |.
Theorem 37. Let all vertices of n-tupleᾱ = (α 1 , . . . , α n ) have common apartment A and β be some vertex laying in A minimalizing
among all the vertices of the apartment A . Then there is a permutation π ∈ S n such that in inequality (23) (for i = 1) equality holds. Moreover any local minimum of δᾱ in A is also a global minimum (meaning on A ).
Proof. We can assume β = I v and every α r has diagonal representative A r (the index is placed up in order to avoid double lower index), having entries in Z p and at least one of zero valuation. Hence A r = diag(A r 1,1 , . . . , A r d,d ) and for α r i := ν(A r i,i ) we have min 1≤i≤d {α r i } = 0. For every r = 1, . . . , n define I r max , I r min ⊆ {1, . . . , d} such that:
j ∈ I r max ⇔ α r j = max i {α r i } and j ∈ I r min ⇔ α r j = 0 = min i {α r i }.
Notice that by the formulas from Proposition 33 we have δ(α r , β) = δ(α r , I v ) = α r j , for each j ∈ I r max .
Next define a binary relation ⊲ on A r 's by prescription 
Now choose any S ⊆ {1, . . . , n} and define I = s∈S I s max . According to (27) there has to be at least |S| indices r's such that I r min satisfies I r min ∩ I = ∅. According to (26) that means there are at least |S| matrices A r 's being in relation A r ⊲ {A s |s ∈ S}. That is exactly the Hall's condition for the existence of permutation π satisfying A r ⊲ A π(r) for all r's. From (26) using π we achieve the equality in (23).
Since we have used only local minimality of δᾱ(−) at β and we already get on the button of the lower bound (23), at β the global minimum occurs as well.
Putting i = 1, a geometric interpretation of the LH'S of (23) is clear. We can also provide a geometric interpretation of the RH'S. Recall Example 29 where we were investigated the distance formula in the restricted directed graph B[1]. In B[1] let us consider any collection of cycles, which union pass through all vertices α 1 , . . . , α n and hence naturally defines permutation π ∈ S n . If it connects each pair of consecutive vertices α i , α π(i) by a minimal path, the length of the cycle equals according to (17) (where actually equality holds) Because of this geometric interpretation we realize, that we can always find a permutation π maximalizing RH'S of (23) for i = 1 without fixed points. Since by incorporating a fixed point of π into any cycle of π, the RH'S for the resulting permutation can't decrease by the triangular inequality for − → δ . Specially, in the case n = 3, only cycles matter:
Corollary 38. The length of a minimal tree connecting three vertices A v , B v and C v is greater or equal to max{Λ 1 , Λ 2 } where 10 Acknowledgment
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