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Glaucoma is an eye disease that leads to irreversible damage and
vision loss. Progression of glaucoma is slow, and many patients re-
main unaware of their condition. As the leading cause of blindness
around the world, it is essential to be able to detect and diagnose
glaucoma at the early stages.
This thesis presents different approaches to perform feature detec-
tion and analysis for two different types of retinal images. The im-
ages used are fundus photograph and optical coherence tomography
(OCT) scans. The results can subsequently be used to perform clas-
sification and detection of pathogenic eyes. These methods help in
detection of glaucoma, as the features used for each type of image
are common indicators of glaucoma.
The first framework performs notch detection in color fundus pho-
tographs. The photographs depict the optic disc and cup in two-
dimension (2-D). The presence of a notch in the optic cup is a com-
mon sign of glaucoma. Detection and classification of notching are
done automatically. The method uses image features such as the
local gradient around the key regions and amount of vessel bend-
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ing at the cup boundary to determine the presence of notching. The
advantage of the system is that it provides a new benchmark and
parameter for comparison, which is not used in previously available
detection techniques. Hence, it can serve to reinforce other diagno-
sis methods to confirm the results. Moreover, the framework is able
to provide information about overall thinning of the rim boundary
in the optic disc, which is not addressed by many existing methods.
The second contribution of the thesis concerns feature detection
and selection in OCT images. The location of the anterior lamina
cribrosa (LC) is identified in the OCT image. The properties and
changes in the LC are possible indicators of glaucoma. The pro-
posed framework provides an objective and quantifiable measure
of the LC, as opposed to current methods of manual segmentation.
We use local properties such as the image gradient to extract fea-
tures like the Bruch’s membrane opening, and predict the changes
in alignment and shadows between frames. We also make use of the
level set method to develop a segmentation framework. This allows
a better benchmark for comparison across frames by overcoming
inaccuracies due to shadows, and reduces the inter-user variability
when performing manual labeling.
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1.1 Glaucoma: An Overview
1.1.1 What is Glaucoma?
Glaucoma refers to a group of ocular diseases that leads to optic nerve damage.
It is chronic and recurring. Glaucoma usually persists for a long time. It is often
caused by the increase in fluid pressure in the eye. This fluid pressure is known
as intra-ocular pressure (IOP).
1.1.2 Anatomy of the Eye
The general anatomy of the eye is shown in Fig. 1.1 and its main components
are described below [2].
• Cornea: The cornea is the transparent window of the eye. It focuses the
image and has high refractive power. Refractive power refers to the ability
of an optical system to converge or diverge light.
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Figure 1.1: Structure of the eye
• Retina: The retina comprises transparent, sensory and nervous tissues that
carry blood vessels, nerve cells and nerve fibers. The nerve fibers combine
to form the optic nerve at the back of the retina. The nerve endings on the
inside of the wall of the retina terminate with light-sensitive cells called
rods and cones. Rods are used for peripheral vision and night vision, while
cones provide fine detail and colour vision. The optic disc or blind spot is
the location where the nerve fibers form the optic nerve.
• Lens: The lens is a transparent, biconvex structure that helps to refract the
light that is focused on the retina.The shape of the lens can be changed to
adjust its focal length.
• Iris: The iris is a flat, coloured, ring-shaped membrane behind the cornea
of the eye.
• Pupil: The pupil is an adjustable circular opening located at the center of
2
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the iris of the eye. Light enters the eye through the pupil.
• Vitreous humour: The vitreous humour is a jelly-like, transparent fluid in
the inner chamber of the eye.
• Optic nerve: The optic nerve links the retina to the lateral geniculate nu-
cleus (LGN) in the brain. The LGN is the primary processing center for
visual information received from the retina of the eye.
• Sclera: The sclera is the opaque, fibrous, protective, outer layer of the eye
containing collagen and elastic fiber. It is known as the white of the eye.
• Anterior chamber The anterior chamber is the region behind the cornea
and in front of the iris and lens.
• Aqueous humour: The aqueous humour is a clear, watery fluid that fills
the space in the anterior chamber.
1.1.3 Types of Glaucoma
There are two types of glaucoma, namely primary open-angle glaucoma (POAG)
and acute angle-closure glaucoma (AACG).
POAG is characterized by the gradual increase in IOP [3]. It is caused by an
imbalance in the production and drainage of aqueous humour in the anterior
chamber. The drainage channels may be blocked, leading to accumulation of
fluid in the anterior chamber. As IOP increases, the pressure on the nerve fibers
of the optic nerve also increases. This deprives the optic nerve of nutrients and
oxygen. The transmission of visual signals via the optic nerve to the brain would
3
INTRODUCTION
be hampered, eventually leading to irreversible nerve damage and vision loss.
POAG is usually painless and develops over time. It does not show symptoms
until the later stages. The only noticeable indicator is the progressive loss of
visual field. It is the most common form of glaucoma.
AACG refers to a rapid or sudden increase in IOP, often causing intense eye
pain [4]. It is due to imbalance in production and drainage of aqueous humour
in the eye. This leads to an increased amount of fluid in the eye, and hence
increase in IOP. The symptoms are sudden eye pain, red eye, and seeing halos.
Nausea and vomiting are also common.
In the context of the thesis, all references to glaucoma is taken as POAG. AACG
is not studied.
1.1.4 Prevalence of Glaucoma
Glaucoma is the leading cause of blindness globally. The worldwide prevalence
of glaucoma among those between 40 and 80 years old is 3.54% [5]. The number
of people affected by glaucoma is projected to be 111.8 million in 2040. In
addition, the progression of glaucoma is slow and often undetected until it is
more severe. As many as 90% of patients in Singapore do not realize they have
glaucoma [6].
4
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1.1.5 Causes of Glaucoma
Glaucoma is generally caused by the increase in IOP or ocular hypertension.
However, this is not the only indicator for glaucoma as there are patients who
do not show signs of increased IOP.
Glaucoma can also be caused by the use of steroids, which tend to restrict the
flow of blood to the eye. Those with severe diabetes may also suffer from glau-
coma. This type of glaucoma is referred to as neovasular glaucoma.
1.1.6 Significance of Early Diagnosis
The damage cause by glaucoma is irreversible, and currently there is no cure.
Peripheral vision is reduced and will lead to blindness if untreated. However, if
measures are taken to reduce the IOP, then the progression of the diseases can
be retarded. Therefore, it is important to be able to diagnose glaucoma in the
early stages to prevent further progression.
1.2 Thesis Contributions and Organization
The work-flow of the thesis is shown in Fig. 1.2. This thesis is organized as
follows. Chapter 2 describes the glaucoma detection problem in more detail,
and reviews the current methods of glaucoma detection and the commonly used
features.
In Chapter 3, we propose a novel framework to perform automatic feature detec-
5
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Figure 1.2: Organization of Thesis
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tion and segmentation of notching of the optic cup. The basic idea is to identify
the location of vessel bending in fundus images, and make use of the charac-
teristics to determine if notching is present. The results can be used to perform
classification of the optic cup. Cup notching had not been explored before in
previous studies. We were the first to introduce the use of cup notch, and to
develop the notch detection method.
In Chapter 4, we further extend our framework to consider other features for
notch classification. The extended framework will determine if an image has a
notch, and also check whether the optic disc shows signs of neural rim thinning.
The detection and classification of such features are essential as these properties
are often used in glaucoma diagnosis. With our proposed method, the classifi-
cation is performed automatically. The results can be compared across different
image sets, and reduces the variability of manual classification. The new method
also reduces the need for large sets of training data and full segmentation of the
optic cup, making it superior to existing methods. The differentiation between
notching and thinning is also a new benchmark that was not presented in previ-
ous works for classification or detection.
In Chapter 5, we present another approach to assist in glaucoma detection. Here,
instead of using 2-D fundus images, we work with 3-D OCT scans. Our aim is
to perform automatic feature detection in the OCT, and subsequently segmenta-
tion of the anterior lamina cribrosa (LC). The properties of the LC can be used
to determine if the patient suffers from glaucoma. One of the main challenges
in determining the LC properties is the difficulty in locating the anterior LC.
7
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In most current studies, the segmentation is done manually. This is especially
prevalent for in-vivo experiments, as the image quality is greatly limited by the
resolution of the camera. As such, an automatic algorithm for feature detection
and segmentation is developed to provide a benchmark for comparison. We are
able to detect features such as the Bruch’s membrane opening automatically, and
the segmentation is performed with such features as anchors. Our method is the
first of its kind in the study of LC and the detection of features in OCT images.
Our algorithm can automatically detect the Bruch’s membrane opening, which
was not used in current methods for LC segmentation.
In Chapter 6, we develop a segmentation framework based on the level set
method. We are able to overcome the problem of shadows, where the features
may not be detected due to obstruction or an abrupt change in image gradient.
Our proposed method provides a novel approach to LC detection, as such an
approach had not been previously used in LC segmentation.





This chapter describes the current clinical methods available for glaucoma di-
agnosis and detection. We also introduce the image types that are used in our
study and experiments.
2.1 Current Methods of Glaucoma Diagnosis
There are currently five different methods of glaucoma diagnosis and detection.
They are tonometry, ophthalmoscopy, perimetry, gonioscopy and pachymetry.
2.1.1 Tonometry
Tonometry refers to diagnosis of glaucoma by measuring the IOP [7]. The eye
pressure is measured in millimeters of mercury (mmHg) with normal pressure
in the range of 10 to 21 mm Hg. Devices used to measure the IOP are called
tonometers. Such methods of IOP are not just restricted to the diagnosis of glau-
coma, but have other applications such as evaluating suitability for laser-assisted
9
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in situ keratomileusis (LASIK) surgery.
The general procedure of tonometry is to measure the IOP of a flattened area
of the cornea. The surface of the eye must first be numbed with eye drops. A
slit-lamp is placed in front of the eye and adjusted until the tip of the tonome-
ter touches the eye. The clinician will then obtain the pressure reading. The
tonometer used is often the Goldmann Tonometer.
A hand-held tonometer, known as the Diaton Transpalpebral Tonometer, can
also be used. The devices will record the pressure once it touches the cornea.
The disadvantage of tonometry is that it is a non-invasive procedure, and hence
the results are inherently subjected to inaccuracies. In addition, the thickness of
the cornea will affect the measurement.
2.1.2 Ophthalmoscopy
Ophthalmoscopy, also known as funduscopy, is a test to study the fundus of the
eye and determine the fundus structure [8] [9]. The fundus of the eye is the
interior surface of the eye, opposite the lens, and includes the retina, optic disc,
macula and fovea, and posterior pole. The macula or macula lutea is an oval-
shaped pigmented area near the center of the retina of the human eye. The fovea
centralis is a small, central pit composed of closely packed cones in the eye. It is
located in the center of the macula lutea of the retina. The macula and fovea are
required to achieve sharp central vision. An example of a fundus photograph is
10
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Figure 2.1: Example of fundus photograph
shown in Figure 2.1. Ophthalmoscopy can also determine the condition of the
retina and vitreous humour. It is used in glaucoma diagnosis to determine the
shape and colour of the optic nerve.
There are two methods of ophthalmoscopy- direct or indirect. For direct oph-
thalmoscopy, the image obtained is an upright, unreversed image of 15 times
magnification. For indirect ophthalmoscopy, the image is inverted and of mag-
nification 2 to 5 times the original size.
The pupil is first dilated by eye drops. In direct ophthalmoscopy, a small hand-
held ophthalmoscope is used to obtain the image. For the indirect method, a
light will be attached to the headband before the image is captured. This pro-
vides a wider view of the interior eye. Indirect ophthalmoscopy can overcome
the obstruction due to cataracts. In addition, the results are not affected by the
refractive power of the eye.
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The disadvantage of ophthalmoscopy is that the clarity and size can be affected
by small movement, and hence affecting the accuracy.
2.1.3 Perimetry
Perimetry, or campimetry, refers to the test of a patient’s complete field of vi-
sion [10]. It involves keeping the patient’s gazed fixed while presenting objects
at different locations within the visual field.
There are many ways to test the visual field. The most objective and direct
method is to use a systematic measurement of the differential light sensitivity in
the visual field by detecting the presence of test targets in a fixed background.
This can map the patient’s actual visual field. A white screen is used as the back-
ground, while pins of different sizes are attached to a black wand and moved
around.
Another method to determine the visual field is automated perimetry, which
employs a mobile stimulus moved by a perimetry machine. The patient will re-
spond by pushing a button when the patient sees the light. This method uses a
white background with lights of increasing brightness.
The disadvantage of perimetry is the low sensitivity and high variability. It
requires 25% to 50% of photoreceptor cell damage or degeneration before any
significant changes or results can be determined.
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2.1.4 Gonioscopy
Gonioscopy refers to the measurement of angle of the eye where the iris meets
the cornea [11]. The device used to measure the angle is called the goniolens or
gonioscope. It is used with a slit lamp or operating microscope.
The angle can be viewed through a mirror or prism. The Goldmann indirect
goniolens is commonly used. It employs mirrors to reflect light from the iris
and cornea (also known as the iridocorneal angle) to the observer. The obser-
vation of the angle via a slit lamp is reliable and accurate in general. Another
device, known as the Zeiss indirect goniolens, uses prisms instead of mirrors.
The main disadvantage of gonioscopy is its general inconvenience, as the pro-
cess is tedious. The patient must remain in a supine, often uncomfortable posi-
tion when the measurements are taken.
2.1.5 Pachymetry
Pachymetry refers to the measurement of the cornea thickness. The device used
is called pachymeter. The advantage is that the process is non-invasive, simple
and painless.
The disadvantage of the method is that it has to be combined with the IOP results
from tonometry to do a complete diagnosis, as pachymeter itself is inconclusive.
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2.2 Image-based Glaucoma Classification
Often, the progression of glaucoma is tracked by the change in optic nerve fea-
tures. These can be achieved using various types of images, and tracking several
perimeters.
2.2.1 Fundus Photograph
Color fundus retinal photography uses a fundus camera to record color images
of the interior surface of the eye. A fundus camera is a specialized low power
microscope with an attached camera. Some of the features captured in the fun-
dus camera include the retina, retinal vasculature, optic disc, macula, and poste-
rior pole. Two image features, namely optic cup notching, and cup-to-disc ratio
(CDR) are derived from fundus photographs to perform glaucoma diagnosis.
2.2.1.1 Optic Cup Notching
A common method for evaluating the amount of optic nerve head damage is
based on the presence of a notch in the optic cup [12]. The optic cup is a two-
walled cup-like depression, formed by invagination of the optic vesicle, that
develops into pigmented and sensory layers of the retina [13]. Glaucoma causes
axons in the eye to be destroyed, resulting in the thinning of neural rim tissues.
Such thinning mainly occurs in the inferior temporal region of the optic nerve
head, often resulting in enlargement of the optic disc in a vertical or oblique
direction. The inferior temporal rim is thinner than the superior temporal rim.
The cup appears sharper and closer to the disc margin. This defect is known as
notching. An example of a notch is shown in Fig. 2.2.
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Figure 2.2: Example of cup notching in the optic disc
2.2.1.2 Cup-to-Disc Ratio
The cup-to-disc ratio (CDR) compares the diameter of the cup of the optic disc
to the diameter of the optic disc [14]. The heights of the optic cup and disc used
to compute CDR are shown in Fig. 2.3a for a glaucomatous eye. The cup and
disc heights for a normal eye are shown in Fig. 2.3b. A normal CDR is 0.3,
while a large CDR may imply the presence of notching or rim thinning. A pro-
gressive increase in CDR is a sign of glaucoma and a large CDR is associated
with a risk for glaucoma [15].
Many current studies make use of the CDR to perform classification and de-
tection of glaucoma. These methods are based on cup and disc segmentation,
followed by the computation of the CDR.
2.2.1.3 ISNT Rule
The ISNT rule is used to describe the neural rim tissues [16]. In the normal




Figure 2.3: Optic cup and disc height (a) Glaucomatous eye (b) Normal eye
(a) (b)
Figure 2.4: (a) Notch in cup violating ISNT rule (b) Normal cup complying with
ISNT rule
thinnest is: inferior (I), superior (S), nasal (N) and temporal (T). Healthy neural
rim tissue often follows the ISNT rule, whereas in the cases with notching, the
ISNT rule is violated as the change in cup shape causes the inferior rim to be
thinner than normal. This is shown in Fig. 2.4a for a cup with notching and Fig.
2.4b for a normal cup.
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Thinning can be identified by the relative rim thickness with respect to the over-
all size of the disc. From Fig. 2.3, the cup and disc boundaries are outlined in
blue dotted lines as shown below. The difference in rim thickness in the two
examples are evident. The image with glaucoma have a significantly thinner
rim than the normal eye when the disc sizes are both normalized to make the
comparison on the same scale.
2.2.2 Optical Coherence Tomography
Optical Coherence Tomography (OCT) is a noninvasive imaging method used
to obtain high resolution cross-sectional images of the retina. The layers within
the retina can be differentiated and retinal thickness is measured to aid in the
early detection and diagnosis of retinal diseases and conditions. One of the
features that is used for glaucoma diagnosis is the lamina cribrosa (LC), which
is captured in OCT images.
2.2.2.1 Lamina Cribrosa and Glaucoma
The LC is a thin, sieve-like portion of the sclera at the base of the optic disc
through which the retinal nerve fibers leave the eye to form the optic nerve.
Retinal ganglion cells (RGCs) transmit information from photoreceptor cells in
the retina to the brain’s visual cortex via the optic nerve. The axons projecting
from the RGCs merge at the optic nerve head and disc. Hence, the axons leave
the eye via the LC. The LC helps to maintain the gradient between the inside
of the eye and the surrounding tissues. It bulges slightly outwards due to the IOP.
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Figure 2.5: Comparison of LC for normal and glaucomatous eyes [1]
It has been shown that defects and changes in the LC are possible indicators
of glaucoma progression, as the LC may be displaced. The idea was first pro-
posed in 1981 [17] [18]. The visual field suffers loss due to optic nerve damage.
When the LC is compressed with an increase in IOP, the RGCs will deteriorate
and die.
The pattern and degree of visual field loss has a correlation with glaucoma.
Other studies also indicate that the biomechanics of the sclera and strain in the
LC are signs of glaucoma [19].
Comprehensive studies have been conducted on the monkey retina to determine
the characteristics and changes in LC structure and shape to determine and clas-
sify glaucoma. The depression in the LC is illustrated in Fig. 2.5.
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(a) (b)
Figure 2.6: Shadow removal and compensation by Reflectivity (a) Before removal
(b) After removal
2.2.2.2 Challenges for Lamina Cribrosa Detection
For human subjects, the progression of glaucoma should be studied over a pe-
riod of time. Hence, the analysis of the LC must be conducted in-vivo. This is
particularly challenging due to the image capturing techniques. With the current
state of the art, OCT is the most common method for in-vivo studies of the retina.
OCT images are captured with cameras such as SPECTRALIS®[20], DRI [21]
or Cirrus [22]. SPECTRALIS® offers the best resolution and hence is the most
suitable camera to be used for the study of LC.
Image quality is often affected by the presence of shadows and artifacts due
to the presence of blood vessels. They are unpredictable and unavoidable. Soft-
ware such as Reflectivity have been successful in removing most of the shadows
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Figure 2.7: Example of HRT image
and artifacts present in SPECTRALIS® OCT [23]. This helps in the visualiza-
tion of the LC, as shown in Fig. 2.6 where the features are much more prominent
and visible after shadow compensation.
2.2.3 Heidelberg Retinal Tomography
Heidelberg Retinal Tomography (HRT) is a diagnostic procedure for precise
observation and documentation of the optic nerve head [24]. The HRT uses a
special laser to take 3-D photographs of the optic nerve and surrounding retina.
The HRT can be used to observe the depth and width of the optic cup, and the
changes over time. An example of a HRT image is shown in Fig. 2.7 [25].
HRT is not included in the scope of this thesis.
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Chapter 3
Automatic Notch Detection in
Fundus Images
Optic cup notching is an important feature in differentiating normal from glau-
comatous eyes. The increase in IOP often causes the cup to form a depression
known as a notch. The change in cup shape over time can be monitored to track
glaucoma progression. Therefore, the detection and identification of the severity
of notching in retinal images can potentially help to identify patients with glau-
coma at various stages. Previous work on glaucoma diagnosis focused mainly
on optic disc and cup segmentation. The detection of notching in the optic cup
is performed manually in clinical studies and there is no reported work on auto-
matic detection before our paper was published in 2013 [26].
A new framework to detect notching in the optic cup using retinal fundus im-
ages is proposed. Our contribution is twofold. First, we design a new criterion
to classify notching based on the existing ISNT rule. Second, we develop an
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automatic algorithm to detect the feature points from the vessel bends and local
image gradients. Our method requires only one point in the six o’clock region
and another in the three or nine o’clock region to detect notching. Fore current
methods of glaucoma diagnosis from other similar studies, cup segmentation
is required. In addition, a large amount of data is required for training. Our
proposed criterion is effective in performing accurate and automatic notch de-
tection, without the requirements for cup segmentation and training data. The
use of this newly proposed benchmark of notch classification offers an improved
way to identify glaucomatous eyes based on fundus photographs.
The proposed algorithm was tested on a set of 100 color digital fundus images
from the SNEC. The notching detection rate is 89%, and the false alarm rate is
4%. The overall accuracy is 95.4%. The results of this study were presented at
the IEEE International Symposium on Biomedical Imaging 2013 (ISBI 2013) in
San Francisco, California, USA [27]. Subsequently, there has been more atten-
tion and awareness on the use of notch detection in computer-aided diagnosis of
glaucoma [28] [29] [30] [31].
3.1 Introduction
A common method for evaluating the amount of optic nerve head damage is
based on the presence of a notch in the optic cup. The optic cup is formed by
the folding of the optic vesicle that develops into the pigmented and sensory
layers of the retina [12] [13]. Axons in the eye are destroyed over time for
glaucoma patients, resulting in the thinning of neural rim tissues. Such thinning
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Figure 3.1: Notch and vessel bend in optic disc of a fundus photograph
mainly occurs in the inferior temporal region of the optic nerve head. This of-
ten causes enlargement of the optic cup in a vertical or oblique direction. The
inferior temporal rim is thinner than the superior temporal rim. The cup appears
sharper and closer to the disc margin. This defect is known as notching.
The depression of the optic cup usually leads to bending of blood vessels at
the cup margin due to increased pressure. This is shown in Fig. 3.1, where the
notch and vessel bend near the disc boundary are indicated.
The ISNT rule [16] is frequently used as a measure to determine whether notch-
ing is present in the cup. For a normal eye, the rim width varies from thickest to
thinnest according to its position: inferior (I), superior (S), nasal (N) and tem-
poral (T). This is shown in Fig. 3.2a. For cups without notching, it adheres to
the rule such that
I ≥ S ≥ N ≥ T (3.1)
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(a) (b)
Figure 3.2: Comparison of normal cup and cup with notching (a) Normal cup with
ISNT rule valid (b) Notch in cup violating ISNT
However, in the case where notching is present, such as a typical case shown in
Fig. 3.2b, the rule is violated and this leads to
N > S > T > I. (3.2)
Another parameter used to determine the presence of notching is the CDR [14].
Often, the vertical CDR is used to assess whether notching is present. A large
CDR is associated with a risk for glaucoma, indicating that the optic cup is en-
larged. However, in our proposed framework, the CDR is not used as a criterion
as the actual cup location and size are not determined. Only the rim thickness
in the inferior region and the vessel properties are essential to perform analysis
and classification, without the need to compute the actual size or height of the
cup. Analysis of the cup shape is done in the six o’clock region, and not in the
24
3.1 Introduction
12 o’clock region since notching occurs most frequently in the former and not
the latter. In our algorithm, segmentation of the entire cup is thus not required
unlike methods that use the CDR to perform classification.
A shortcoming of using CDR is that it cannot differentiate between thinning
and notching in many cases, as overall rim thinning and notching give similar
values of I
T
. Both notching and thinning will cause the height of the optic cup
to be larger than normal cases. This makes the ISNT rule preferable to CDR to
determine and differentiate between notching and thinning. Hence, we base our
algorithm on the ISNT rule.
Previous methods for glaucoma diagnosis generally require segmentation of the
entire cup boundary [32]. Some studies also require large amounts of training
data [33]. In most clinical studies, the detection of notching is conducted man-
ually.
We were the first to propose an automatic notch detection method. Our method
is efficient as it only requires two points to be detected in a fundus photograph.
It does not require segmentation of the entire cup boundary, or determination of
the cup size. Moreover, the point detection and classification algorithm is fully
automatic given the vessel and disc masks. We are able to perform segmenta-
tion of the disc and vessel masks accurately based on local image properties.
The disc and vessel masks are essential in the subsequent steps to determine the
vessel bend. This helps to build the framework for performing local gradient
comparison and computation for classification.
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For the ISNT rule, only the extreme values I and T are used for classification.
This follows the case where in normal eyes, I > S > N > T . For glaucomatous
eyes, N > S > T > I . N is generally not used as it is difficult to determine
the location of N accurately due to blood vessels in the region, causing much
obstruction.
In our study, we focus on the notching in the 6 o’clock region, hence we com-
pare I and T. S is not used as for very few and rare cases, notching does occur
at the 12 o’clock region as well. Hence if S is selected, the results may be inac-
curate. In our selection of 100 images, 3 images exhibit signs of notching in the
12 o’clock region.
It is to note that notching does occur at the superior regions, but based on the
statistical analysis that it rarely occurs in the region, we did not explore the
detection in that region extensively in this thesis.
3.2 Proposed Algorithm
The proposed algorithm consists of five major steps as shown in Fig. 3.3: disc
segmentation, vessel segmentation, vessel bend computation, gray level com-
parison and classification of the images using I and T values.
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Figure 3.3: Proposed algorithm for notch detection and classification
3.2.1 Disc Segmentation
A fundus photograph is an image of the retina [34]. The retina is the neurosen-
sory tissue in the eye that transmits optical images to the brain as electrical
pulses. The fundus camera is a specialized low power microscope with an at-
tached camera. It captures the region of the retina shown in Fig. 3.4. The fundus
color image can be split into red, green and blue channel as shown in Fig. 3.5.
The disc mask is obtained from the red channel of the color digital fundus image
[35]. The red channel is more saturated with mostly bright pixels in the disc, and
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Figure 3.4: Region captured by fundus camera for retinal images
thus appears with a strong contrast against the background [36]. The vessels are
less prominent and appear with low contrast.
Global thresholding using Otsu’s thresholding algorithm is performed on the red
channel [37]. After thresholding, basic morphological operations are applied to
remove noise, tiny random vessels and other artifacts. The red channel is suffi-
cient to obtain the disc mask accurately for most images. In this study, the blue
channel is not used for any detail extraction as the vessel and disc structure are
not visible in the channel as shown in Fig. 3.5d.
3.2.2 Vessel Segmentation
The vessel structure of the fundus image is obtained from the green channel of
the coloured fundus photograph. The main feature visible in the green chan-
nel is the blood vessels. A multi-scale vessel enhancement filter [38] is applied
to obtain an outline of the blood vessels. The filter, known as the Frangi fil-







Figure 3.5: Example of fundus photograph (a) Original coloured photograph (b)
Red channel (c) Green channel (d) Blue channel
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(a) (b)
Figure 3.6: Segmentation results of disc and vessel (a) Original fundus image (b)
Disc and vessel mask outline
makes use of the multi-scale second order local structure of an image to detect
the blood vessels. This is achieved through the Taylor expansion of an image L
in the neighborhood of a point xo to obtain the Hessian matrix of the image at
scale s. The Hessian matrix L serves as the scale-space maxima for differential
blob detection. A blob is a region where the image properties are approximately
constant, and in the context of our study it represents a blood vessel. The Frangi
filter was selected as opposed to other existing methods for detecting blood ves-
sels in the retinal images [39]. The Frangi filter is fast and efficient. In addition,
the thickness of the vessel to be detected can be adjusted so that only the thicker
blood vessels are filtered. This is more robust than gradient-based and thresh-
olding methods.
The vessel filter parameters are defined by the eigenvalues of the Hessian matrix.
The eignevalues describe the likelihood of an image region to contain vessels or




Figure 3.7: Frangi filter for vssel mask (a) Mask obtained (b) After noise removal.
λ1 and λ2. They can be adjusted to select the blood vessels of different sizes
based on blob detection in the differential scale-space. An example of the vessel
mask obtained is shown in Fig. 3.7a.
Extremely thin blood vessels are removed after filtering out noise. This is shown
in Fig. 3.7b. An accurate vessel mask includes all the thick blood vessels and
most of the thinner blood vessels. An outline of a vessel mask is shown in Fig.
3.6b. Vessels that are too thin or resembling noise are ignored, and would not
have major impact on the results since, in general, only prominent vessels ex-
hibit kinking at the notch.
The Frangi filter parameters used for each image are chosen based on the image
properties of the fundus image such as the gradient, overall contrast, and thick-
ness of the blood vessels within the disc. The default value for the Frangi filter
was used as an initialization, and more values were tested based on adjusting the
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parameters. The number of branches of vessels in each image was computed,
and masks with more than 50 branches were discarded. These mask would have
excessive noise. After a subset of candidate masks were obtained, the masks
were denoised by morphological operations. Masks that had excessive branches
in the 6 o’clock region were again discarded. Subsequently, after narrowing
down to less than 10 masks, the ideal one is picked by visual inspection and
choosing the one that includes all of the major vessels.
The parameters for each image can also be optimized individually, but using
a set of default values for our dataset makes the process more efficient. It is not
necessary to calculate the parameters for each fundus image as most of the im-
ages in our dataset have similar properties. The images were captured using the
same camera by the same clinician, hence the vessel thickness of most images
fall within a small range of values.
Using a set of 100 images, we tested a range of values to obtain the optimal
vessel parameters for each image. The optimal set of values was determined
empirically to allow most of the larger vessels to be detected. If there are more
than 100 branches within the vessel mask, the set of values would be discarded
as the mask would likely to be noisy. Subsequently, the range is narrowed down
by manually inspecting the results to ensure that the mask selected includes all
the major blood vessels. Based on the optimal value selected for each of the 100
images, the range of filter parameters can be categorized into nine sets. These
nine sets of parameter values are fixed as the default set of parameters and can
be applied to the entire database. For each image, the best vessel mask will be
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selected based on minimizing the amount of noise. The values are unique to our
data, but the same methodology can be applied to other data sets to obtain the
optimal parameters for the Frangi filter experimentally.
3.2.3 Calculation of Vessel Bend
The use of quadrants to describe regions in the optic disc is a common technique
applied in clinical studies. The inferior region refers to the six o’clock quadrant,
while the superior region refers to the twelve o’clock quadrant. The nasal region
is the side closer to the nose. It is the nine o’clock quadrant for the left eye and
three o’clock region for the right eye. The temporal region is mirrored– it is the
nine o’clock quadrant for the left eye and three o’clock quadrant for the right
eye. The respective quadrants are shown in Fig. 3.8.
We divide the disc into quadrants and only the six o’clock and either three or
nine o’clock quadrants are considered. Based on the ISNT rule, I and T are the
largest and smallest measurements for normal eyes. If the rule is violated, then I
will be smaller than T. As such, I and T are sufficient to determine the presence
of a notch.
Of the three and nine o’clock quadrants, the one with fewer vessel pixels present
will be picked and used to determine T. The region with T will be found at the
three or nine o’clock region depending on whether the image represents the right
or left eye. For each eye, the side with more vessels is the nasal region. Hence
the amount of vessels in the three o’clock and nine o’clock region can help to
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(a) (b)
Figure 3.8: Location of ISNT quadrants in fundus images (a) Left eye with N on
the nine o’clock quadrant (b) Right eye with N on the three o’clock.
determine if each image is the left or right eye. Based on the ISNT rule, not
all four measurements are required to determine the presence of notching. We
merely need to compare the T and I values, which are respectively the smallest
and largest values. If the images have been labelled as right or left prior to the
experiment, this step can be skipped.
The degree of bending for every vessel point in the skeleton at the six o’clock
quadrant is calculated based on the ‘angle’ of vessel bend [40], which is the an-
gle between the lines joining the point and the center of mass for the arms on
each side of the candidate vessel point as shown in Fig. 3.9. The skeleton refers
to the post-processed, thinned version of the blood vessel mask. The centroids
are represented by green crosses while the point on the vessel is represented
by the blue cross. This angle is denoted as θ. For each vessel segment, the
point with the highest θ is chosen as the candidate point. In most cases where
the vessel segment is reasonably long, there are more than two candidate points
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Figure 3.9: Determining θ at a point on the vessel.
among all the vessel segments available for ranking. There are insufficient can-
didate points for comparison only in rare instances, e.g., when the vessel is too
short. The bending in these vessels are not computed. The proposed method for
calculating the vessel bend allows comparison of the degree of bending among
different vessel branches.
Among the candidate points, the point representing the location of the rim bound-
ary is selected by studying the change in gray level in the local neighborhood
of the candidate points. There would be an abrupt change in gray level when
transiting between the cup and the boundary. The gray level will decrease as we
move away from the centroid. As such, the gradient is a good indicator of where
the transition boundary is.
The change in local gradient is computed as follows. First, two regions repre-
sented by semicircles are obtained as seen in Fig. 3.10. Region 1 (R1) refers
to the region in the semicircle further away from the centroid of the disc mask,
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Figure 3.10: Determining location of Regions 1 and 2 to compute gradient change
while Region 2 (R2) is the point that is nearer to the centroid. The region se-
lected is based on the distance with respect to the centroid of the disc mask to
provide direction context for the gradient.
The diameter of both semicircles are perpendicular to the line connecting the
center of the diameter to the centroid of the disc mask. The average gray level in
R1, m1 and average gray level in R2, m2 are computed with pixels in the vessel
mask excluded, thus ensuring that there is sufficient coverage of the non-vessel
pixels, even in the cases where there are thick vessels in the neighbourhood. This
can be checked against the value of the maximum vessel thickness in Chapter
3.2.1. For other data sets, the radius may be adjusted according to the image
characteristics such as the scale factor and vessel thickness.









Figure 3.11: Gradient change towards centroid of disc mask
where f represents the image and x and y refer to the horizontal and vertical
axis of the image. x and y are based on the Cartesian coordinates.
Our method provides contextual directional information. The use of the mask
with respect to the location of the centroid indicates the direction of change.
This serves as a more accurate measure as opposed to gradient computation
which only accounts for the gradient in the direction of greatest change. We
also take into account of the reference point, which is always the centroid of
the disc mask. This can be illustrated in Fig. 3.11, where the tangent of the
boundary at two different points are identified and the direction of gradient can
be mapped to the centroid of the disc mask.
In addition, our formulation excludes areas that are obscured by vessels. This
allows the gradient to be determined within the optic disc, making the value ob-
tained more meaningful. Regions around the blood vessel tend to have higher
gradient, and hence they may affect the detection of the actual rim boundary if
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not accounted for.
Next, we compare values of m1 and m2, the mean gray level values in R1 and
R2. The gray level is expected to be lower for pixels that are further away from
the centroid of the disc. The rim boundary between the cup and disc is expected
to have the largest difference in gray level. Based on this knowledge, the candi-
date point with the greatest value of change of mean value can be selected. This





The point on the rim boundary is selected and used to determine the value of I.
A positive value of α indicates that the gray level is decreasing in the centripetal
direction. As we move from the centroid outwards, α is expected to decrease.
3.2.4 Feature Point Selection
The next step is to determine the location of the rim boundary between the optic
cup and disc in the three or nine o’clock quadrant. This information is needed
to calculate T.
The change in gray level is computed with the same method as the six o’clock
quadrant in Fig. 3.10. The candidate points in this case are pixels that are hori-
zontal in relation to the centroid of the disc mask, up to the boundary.
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Figure 3.12: Candidate points for feature point selection
The average gray levels of R1 and R2 are computed, and the radius of the local
neighborhood is set to 50 pixels unless the maximum possible vessel thickness
exceeds this value. If the value of the local neighborhood is set too large, the
gradient calculated will not be accurate as it will includes changes in further
areas of the image. The point with the maximum α is taken as the rim bound-
ary between the cup and disc is used to determine T. An example is shown in
Fig. 3.12. The candidate points detected from the vessel bending are marked in
black, while the final point selected is marked in blue. This point was selected
based on the largest α value computed among the candidate points.
For our data set, a radius of 50 pixels is sufficient. However, if other datasets are
used, the value of the mask size can be adjusted according to properties such as
the average thickness of the vessels. The radius of the mask should be at least
larger than then thickest vessel in the image to ensure that there are sufficient
pixels to compute the gradient even in areas with blood vessels.
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3.2.5 Classification of notching using I and T
Two parameters are proposed to determine whether there is notching present in





A small value of Iˆ is an indicator of notching. Normalizing the value by the
disc height allows the values of Iˆ to be compared across different image inputs.
Notching is highly likely when the value is small, as the rim boundary will be
thin and the cup is very close to the disc. Hence, below a certain threshold of Iˆ ,
the cup will be classified as notched.





For cups without notching, I is expected to be smaller than T, and hence γ will
be a small value. For cups without notching, I is expected to be very close to, or
larger than T. γ will be large in these cases. Based on this property, a threshold
can be obtained to separate the cases with and without notching. The threshold
is optimized and determined based on a test set of images, and minimizes the




T × h (3.7)
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3.3 Experiments and Results
The algorithm is tested on a set of data from SNEC. 109 digital color fundus
images acquired in 2009 are used, with 9 of them having a notch in the optical
cup and 100 having no notch in the optic cup. The images were captured by the
Topcon Fundus Camera. The set of images contain fundus photographs from
both the left and right eyes, which were not differentiated. The labeling was
done by an experienced clinician from SNEC.
Based on the samples given, classification is performed using γˆ. The prelim-
inary detection rate for notching is 77.78% (7 out of 9) and the false alarm rate
is 4% (4 out of 100).
For the two false negative cases, based on the value of Iˆ , one of them can be
correctly classified. For this particular case the cup is larger than average in the
dataset, so Iˆ would account for the small I. In this case, the T value is very small,
hence it is not sufficient to determine notching just based using the ratio of I to T.
Next, we use both parameters Iˆ and γˆ. An image is only classified as notch-
ing if both Iˆ and γˆ indicate so; otherwise, the image is classified as normal. The
overall detection rate for notching is 88.89% (8 out of 9) and the false alarm rate
is 4% (4 out of 100).
The receiver operating characteristics (ROC) curve (Fig. 3.13) indicates that the
performance for the method is good with a low false positive rate. The perfor-
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Figure 3.13: ROC for the proposed method
mance of using γˆ can be compared with using only γ = I
T
. The false alarm is
higher when only γ is considered. The normalized ratio will account for the ef-
fect of the disc height, allowing comparison between images with different disc
sizes. Even with the same γ value, the true proximity of the rim boundary to the
disc margin may differ greatly if the disc size changes drastically.
3.4 Discussion
For the notching case that cannot be classified correctly based on Iˆ and γˆ, the
reason is because the location identified as the vessel bend is not accurate (Fig.
3.14c). The vessel point with the highest bending is correctly determined at the
location of the branching. However, the actual point where the notching is, as
shown in white, does not display as much bending as the branch point. This is





Figure 3.14: Examples of wrong boundary point detected. Points detected are
marked in black, correct points are marked in white. (a) and (b) have poor con-
trast while (c) has sharp vessel bending not at the cup boundary. (d) shows an
irregularly-shaped cup
infrequent.
The algorithm is generally robust as illustrated by the successful classification in
Fig. 3.15. In most images with normal illumination and cup shapes, the results
are acceptable and the automatic classification matches the manual labels.
For cases without notching, the four that failed have anomalies. One of them
has an irregularly shaped disc (Fig. 3.14d). The correct points of the rim bound-
ary to calculate I and T are determined, but due to the unusual shape of the
43
AUTOMATIC NOTCH DETECTION IN FUNDUS IMAGES
(a) (b)
Figure 3.15: Examples of cases with correct I and T points detected (a) With notch-
ing (b) Without notching
disc, the ISNT rule does not hold. Most normal cups will not have such irregu-
lar shapes, as normal cups and discs are generally round. The deviation of cup
shape is due to other issues with the disc, such as the patients having implants
in the eye. This will cause the disc to be “tilted”.
The other false positives were due to the uniform gray level in the optic cup
(Figs. 3.14a and 3.14b). In these cases, the transition of gray value at the cup
boundary is not distinct and very gradual. As such, the point selected at the six-
o’clock region is incorrect. The correct location is shown in white. The reason
for such misclassification is due to the general poor quality of the fundus im-
ages. The issue can be resolved if multiple fundus images are available for each
patient. However, in this study such data is not available.
One of the issues not addressed by the framework is the differentiation between
notching and thinning cases. For thinning, the entire optic cup is enlarged, in-
stead of very localized thinning. The framework does not take into account the
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notch shape in the six o’clock region, but only the value of I. Further work is
needed to identify images with overall rim thinning.
3.5 Conclusion
In this chapter, we introduced a new method for detecting notching in images
based on the vessel bend and gray level changes. The method is able to deter-
mine the presence of notching in the optic cup from color digital fundus photo-
graph by simply detecting two points in the disc. This method is the first of its
kind and inspired other research groups to explore the use of optic cup notch.
However, the poor contrast and gradual change in gray level complicates the
computation of the change in gray level. In addition, the location of the smallest
angle of vessel bending might not be the location of the actual notch position.
In cases with unusual cup shape, despite having the correct points identified,
the ISNT rule does not hold. These misclassification cases are common among
images with very poor contrast, or for images with other problems on top of
glaucoma.
In the next chapter, we will build upon the algorithm to develop a more com-
prehensive framework that is able to differentiate between overall thinning and
notching cases.
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Chapter 4
Detection and Classification of
Notching and Thinning in Fundus
Images
In Chapter 3, we introduced a framework for notch detection in color fundus
images, which was the first of its kind. In this chapter, we extend the framework
to handle cases of overall rim thinning. This helps to reinforce the results and
offers a more comprehensive framework for color fundus image classification.
Rim thinning is an indicator of glaucoma [41] [42], thus it is also important to
be able to identify cases with overall rim thinning. Clinical studies had been
conducted on neural rim thinning, but there had been little work on develop-
ing computer-aided diagnosis of rim thinning. The existing frameworks that
quantified rim thinning mainly focused on macula detection [43] [44] and not
glaucoma.
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The improved framework comprises two major parts: (1) vessel bend computa-
tion and classification of fundus photographs by I and T values and (2) classi-
fication by contour. The disc mask and vessel are determined from the original
fundus image as described in Chapter 3, and subsequently used in the frame-
work. The overall process flow is shown in Figure 4.1.
The second part of the framework uses the shape and contour of a selected region
of the cup to improve the classification results. It is important to differentiate
images that have overall thinning from those with notching. Uniform overall
thinning will give a rim thickness that is smaller all around the cup perimeter,
compared to notching which is highly localized thinning. Overall neural rim
thinning indicates a generally enlarged cup, which is not always a sign of glau-
coma. It may indicate other issues with the patient, hence it is crucial to be able
to identify overall rim thinning.
4.1.1 Cup Border Tracing
First, the contour of the cup in the six o’clock region is obtained. There is no
need to perform a complete cup segmentation as only a small section is required
for an accurate classification of the presence of a notch. The region of interest
is in the inferior section. The seed point for the contour tracing would be at the
point of maximum vessel bending. This was determined in Chapter 3.2.3.
The region of search is limited within the six o’clock quadrant. For every inter-
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Figure 4.2: Contour points at the 6 o’clock region





where m1 and m2 refers to the mean gray level values for the region further
away from the centroid and nearer to the centroid respectively.
Regions that are heavily obscured by blood vessels are excluded as the value
of α cannot be accurately determined. The point with the greatest α is selected
as the point on the contour. An example of the contour points identified is shown
in Fig. 4.2.
Based on the detected contour points, a smoothing spline is fitted [45]. The
spline represents the cup boundary in the six o’clock region. A smoothing spline
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is chosen over other curve fitting methods as it provides a good fit and allows
the smoothness constraint to be controlled based on the data. In this context,
the weights are enforced by the vessel location and local gradient. It optimizes
the roughness of the curve and the least square of the fitted spline. The contour
of the cup around the six o’clock region may take different forms depending on
whether a notch is present, hence it cannot be represented by a fixed equation
such as quadratic and cubic curves. The smoothing spline is able to optimally
represent the contour based on the seed points. The spline is implemented effi-
ciently with the MATLAB function csaps [46].
4.1.2 Shape Classification
After obtaining the contour with a smoothing spline, we have to differentiate
between thinning and notching. The shortest distance for each contour point to
the disc mask outline can be computed, and the results are plotted. The shortest
distance d is also normalized by dividing it by the disc height h so that the value





Another parameter that is used to differentiate between normal cups from those
with notching is the change in gradient of dˆ. Cups with notching will mostly
have a large maximum gradient of dˆ, whereas normal cups with have a gen-
erally low and uniform gradient. The mean of dˆ for normal cups is generally
higher than that of notching and thinning, while the variance of dˆ for normal
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and thinning cups is lower than that of notching cases. These statistics are also
used as a benchmark for comparison and classification.
4.2 Experiment and Results
200 fundus images from 100 patients were used. The images were captured by
the Topcon Fundus Camera. These images contain fundus photographs from
both the left and right eyes. The images were acquired between January and
April 2009.
The data were labelled by two experienced clinicians from the SNEC to indi-
cate whether an image shows signs of notching. The opinion of each clinician
was independent of each other, and the labeling was done without knowledge of
the patient’s medical conditions. Of the 200 images, both clinicians labelled 74
images as notched. 33 images had different labels by each clinician, while 93
images had no signs of notching according to both clinicians. The difference in
the labels of the 33 images can be attributed to poor image quality and artifacts
in the images and hence those 33 images were excluded from the study. Such
inter-observer variability in classification is common when classifying notching
[47].
In the experiment, images of exceptionally poor quality were also excluded. In
these images, the contrast is very low and vessels are not clearly distinguished.
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Table 4.1: Summary of results using vessel bend detection
Type of optic cup (total no.) No. detected correctly Percentage
Notch (74) 62 83.8%
No notch (93) 86 92.5%
Total (167) 148 88.6%
4.2.1 Classification by Vessel Bending
Based on using vessel bend to determine I and T as defined in Chapter 3, the
overall classification accuracy is 88.6%. This is slightly lower than the accu-
racy in the previous study of 95.4%. The detection rate of notching is 88.9%
previously, but based on only 9 images. For this study, 74 notched images were
used and the accuracy is 83.8%. The drop in accuracy is acceptable given the
larger selection of images, which makes the accuracy more balanced to include
more notch cases. The detection rate for the no notch case sees a slightly lower
decrease, from 96.0% to 92.5%. It is evident that for both the old and improved
framework, the algorithm is more robust in determining images with no notch.
The false positive remains low at 7.5%.
The use of the vessel bend detection is sufficient to detect most of the cases
without notching accurately. For the cases classified as notching using the vessel
bend method, contour tracing is applied to identify cases with overall thinning.
4.2.2 Classification by Contour
Classification by contour is subsequently applied to the images that were earlier
identified with notching. This can separate the thinning cases, as well as identify
53
DETECTION AND CLASSIFICATION OF NOTCHING AND
THINNING IN FUNDUS IMAGES
Table 4.2: Summary of results using contour tracing
Type of optic cup (total no.) No. detected correctly Percentage
No notch (7) 5 71.4%
Notch (54) 50 92.6%
Thinning (8) 7 87.5%
Total (69) 62 89.9%
false positives. After the smoothing spline is fitted, the shortest distance of each
point of the fitted spline to the disc mask is obtained. The overlay of the contour
on the fundus photograph is shown in Fig. 4.3. The values can be plotted as in
Figure4.4a. The normalized distance plot will give a better comparison between
different fundus images, as it accounts for the difference in disc size. Fig. 4.4
illustrates the trends in the value of d and dˆ in typical examples of normal, notch
and thinning cases.
In the plot of d in Fig. 4.4a, the trends in the shape can be clearly seen. Typical
cups with no notching have a higher value of d, while those with notching and
thinning have comparatively lower values of d. The mean value of d for images
without notch, with notch and with thinning are 86.7 pixels, 43.5 pixels, and
28.7 pixels, respectively.
The variance of d is also compared. The variance for images without notch,
with notch and with thinning are 5.5, 104.5, and 4.6, respectively. Based on the
trend, it can be concluded that images with high mean d and low d variance are
normal. Both thinning and notching cases have low d, but those with overall
thinning often have a low variance of d as compared to notching cases, which
show a higher d variance. Such trends can be used to differentiate the images.
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Figure 4.3: Contour tracing (a) Normal cup (b) Notching (c) Thinning
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(a)
(b)
Figure 4.4: Comparing normal, notched, thinning and oval disc (a) Plot of d (b)
Plot of dˆ
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Figure 4.5: Normalized rim distance with respect to same origin
Images with notching show the greatest variance due to the abrupt changes in
net distance across the rim boundary. For cases without notching and thinning,
the variance are actually very close as the general shape is very similar. The
shape of the cup in thinning and normal fundus images are mostly rounded and
little variation to the rim boundary, hence the variance is very low. This can be
mapped in Fig. 4.5 to illustrate the closeness in shape when comparing the rim
distance normalized to the same origin.
The same pattern can also be seen for dˆ, as defined earlier in Equation 4.2. The
mean dˆ for no notch, notch and thinning cases are 0.44, 0.23, and 0.21, respec-
tively. The variance is 1.4× 10−4, 2.8× 10−3 and 2.5× 10−4 respectively.
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Table 4.3: Mean and variance of d
Type of optic cup (total no.) Mean/ pixels Variance
No notch 86.7 5.5
Notch 43.5 104.5
Thinning 28.7 4.6
Table 4.4: Mean and variance of dˆ
Type of optic cup (total no.) Mean/ pixels Variance
No notch 0.44 1.4× 10−4
Notch 0.23 2.8× 10−3
Thinning 0.21 2.5× 10−4
With the contour method, most of the notch cases that were misclassified previ-
ously are correctly classified. Only one image remains with the wrong classifi-
cation. This increases the overall specificity to 97.8%. The thinning cases have
been identified with an accuracy of 87.5%, while the notching cases have an ac-
curacy of 92.6%. The use of contour classification is useful to identify thinning
cases from the notching cases, as well as picking out the false positives.
The images that cannot be classified correctly tend to have a disc shape that
is less circular and more oval. An example is shown in Fig. 4.6a, where the disc
is more oval for an image with no notch. The overlay between a typical round
disc and the oval disc mask is shown in Fig. 4.6b. This affects the trend of d,
where it resembles overall thinning as shown in Fig. 4.4. The mean value of d




Contour classification can identify the images with no notching from the false
positives, as well as highlight most of the cases that have thinning. For the cases
with notching, five of them are not detected and are wrongly classified as thin-
ning. This can be attributed to the shape of the disc being more elongated, thus
the value of the gradient of d is smaller and more uniform. Similarly, in the case
where thinning was not identified, it was due to the irregularity in the disc shape
that causes d to be larger than most thinning cases, hence it was classified as
normal instead. The trend in contour shape and the change in gradient can be
seen by examples in Fig. 4.4.
The classification results are also dependent on the initial vessel bend compu-
tation. In cases where the notch images were misclassified as no notch (false
negative), their contour will not be evaluated. Of the 74 images with notching,
12 were classified as no notch. This is due to the wrong point picked as the
location with the greatest bend. This is a false positive in the notch detection
whereby the notch identified by the algorithm was not the actual location of the
notch, but of another vessel bend close by leading to wrong classification. In
addition, if the contrast is too low, the results tend to be incorrect.
Moreover, if the fitted spline is not accurate, it will affect the results for the gra-
dient classification. The disc mask has been determined very accurately. Hence,
any irregularities in the gradient values will be due to a poorly fitted curve. The
implementation of the smoothing spline and use of weights aim to minimize
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(a)
(b)
Figure 4.6: Oval disc (a) Fundus image with contour traced (b) Overlay of normal





Figure 4.7: Comparing normal, notched, thinning and tilted disc (a) Plot of d (b)
Plot of dˆ
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such irregularities. However, it may pose as a problem if there are many blood
vessels in the six o’clock region. In those cases, the contour detected may not
have sufficient points to fit a good curve due to obstruction by vessels.
In addition, false points with large changes in contrast may be detected along
the vessel edges and mistaken for the border. These are difficult to avoid in the
processing step, and can only be prevented if better images with good contrast
are captured during data acquisition.
The framework cannot handle cases with a tilted disc, in which the disc mask
is an odd, elongated shape. For these cases, the images tend to be classified as
thinning. This is shown in Fig. 4.7 where the values of d and dˆ can be compared.
The disc mask of the tilted disc overlaid with a normal disc is shown in Fig. 4.6.
The framework is sensitive to the disc shape. The tilted disc cases have been
excluded from our study as they are not common. It may imply other compli-
cations such as peripapillary atrophy[48]. The symptoms and complications are
possible indicators of glaucoma, but are not in the scope of our study.
The framework has been tested on a reasonably large set of data. However,
the data used were all acquired with the same camera by one clinician under the
same calibration conditions. The framework parameters may not be applicable
to all other data sets and need to be determined experimentally. A more com-
prehensive study can potentially be done with a larger data set to obtain optimal
parameters for fundus images captured under different conditions, as well as




In this chapter, we present a new method of determining the presence of notch-
ing in fundus photographs. The framework provides an alternative way of deter-
mining the possibility of glaucoma in patients based on the fundus photograph.
Our framework does not require the complete segmentation of the cup, and we
propose new parameters to classify notching. We make use of the local gradient
near the cup boundary, as well as the presence of vessel bending to determine
the lowest point of the cup. This will be subsequently used to calculate I and T
values and the respective ratio, which gives an initial classification result.
Next, images with notching will have the contour of the cup traced in the six
o’clock region. The tracing is done based on the location of the vessel bend
as the seed point, as well as points with large gradient changes. The points are
taken at regular intervals, and a smoothing spline is fitted. The shortest distance
d between points on the spline and the disc mask boundary are computed. This
distance is also normalized with respect to the disc height to allow comparison
among different fundus images with varying disc size. The normalized distance
dˆ can be used to separate cases that are normal from those that have notching
or thinning. Thinning is present when the rim is small for most points around
the cup, whereas notching is localized thinning at a particular point. As such,
the maximum gradient will be an indicator of notching as well. Cups without
notching will have a high mean and low variance for dˆ. Thinning cases will
often have low mean and low variance for dˆ. Notching will have high variance
in dˆ, and the mean will vary.
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Based on our data set, the first main step of vessel bend detection has an overall
accuracy of 88.6%, with accuracy for notch being 83.8% and accuracy for no
notch at 92.5%. The shape and contour classification method is then applied to
notch images, and the accuracy is 89.9%. 87.5% of the thinning cases can be
correctly identified, while the false positives are also rectified with an accuracy
of 83.3%.
From the experiments, we have shown that the new parameters proposed in our
framework provide a possible new benchmark to identify and classify notching.
Our framework is also different from existing methods as we do not require a
complete segmentation of the cup to perform classification. We make use of
information in the six o’clock quadrant for the main parts of our processing.
In addition, we are able to identify the exact location of the notching base on
the vessel bend. The algorithm can potentially be further improved with testing
done on a wider range of data sets, as well as more notch images from different
types of fundus cameras.
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Chapter 5
Automatic Feature Detection in
Optical Coherence Tomography
In the previous chapters, we presented two approaches to perform classification
of color fundus images based on the presence of notching in the optic cup. This
can be used as a baseline for progressive comparison to track a patient’s con-
dition and detect glaucoma. However, with fundus images, the classification
is limited to 2-D. In cases where the image is unusable due to poor contrast
or presence of artifacts, the results for notch detection may not be accurate. A
more robust approach to detect symptoms of glaucoma is required. We develop
a framework for feature detection in 3-D optical coherence tomography (OCT)
scans to analyze the Bruch’s membrane opening and anterior lamina cribrosa
(LC). The LC is the region of the optic nerve affected in glaucomatous optic
neuropathy. Detection of the LC aids in understanding pathogenesis and detec-
tion of glaucoma. Automatic segmentation allows a quick and objective way of
identifying the LC.
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(a) (b)
Figure 5.1: Location of LC in the optic nerve (a) Horizontal section of the eye
(b) Location of LC
The proposed detection method consists of three steps: automatic detection of
the Bruch’s membrane opening, definition of LC region of interest (ROI), and
feature detection in the ROI using local and inter-frame information. The best
fit curve representing the anterior LC was obtained by optimizing parameters to
minimize the inter-frame gradient and local gradient change. The algorithm was
applied to OCT images captured by SPECTRALIS® OCTs machine. OCT is
not invasive and provides high resolution in-vivo images [49]. The results were
compared and verified against manual segmentation of the key features, with a
root-mean-square error of 9.89 pixels and Dice coefficient of 0.74. The results
indicate that the approach is highly promising as the automatic detection is close




The LC is a thin, sieve-like portion of the sclera at the base of the optic disc
through which retinal nerve fibers leave the eye to form the optic nerve (Fig.
5.1). It helps to maintain the pressure gradient between the inside of the eye and
the surrounding tissues. It bulges slightly outwards due to intraocular pressure
(IOP).
It has been shown that changes in the LC is a possible indicator of glaucoma
progression [17] [18], as the LC may be displaced with increased IOP. The vi-
sual field suffers loss due to optic nerve damage with the pattern and degree of
visual field damage correlated with the severity of glaucoma [50].
Other studies on the LC also indicate that the biomechanics of the sclera and
strain in the LC are signs of glaucoma [19]. It has been suggested that the optic
nerve head (ONH) connective tissues, namely the LC and sclera, may indicate
the IOP level that can be sustained safely. Above a certain IOP, which may vary
for each individual, the IOP can cause the LC to exhibit non-homeostatic defor-
mations. This potentially leads to a change in blood supply and axonal transport,
lower oxygen levels and reduced nutrient flow. The increase in IOP also causes
negative mechanotransduction, which is the mechanism whereby cells convert
mechanical stimuli to chemical signals. This leads to potential vision loss. The
biomechanics associated with ONH include LC elastin and collagen fiber orga-
nization, LC morphology and change in LC stiffness.
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We propose a framework to perform automatic feature detection using OCT
images, and segmentation of the anterior LC. In previous studies of the LC, the
identification is done manually [51] [52] [1]. In our method, segmentation is
done automatically based on image properties and features. One of the main
challenges is the general lack of details and landmarks in OCT images. The vi-
sualization of LC is often difficult due to artifacts, shadows and low contrast of
the images. We perform shadow removal and contrast enhancement to improve
the image quality [23].
5.2 Proposed Algorithm
The proposed algorithm consists of three main steps, as shown in Fig. 5.2: (1)
automatic detection of Bruch’s membrane opening; (2) ROI identification; and
(3) anterior LC detection.
Figure 5.2: Proposed framework for LC detection
5.2.1 Automatic Detection of Bruch’s Membrane Opening
The LC lies at the Bruch’s membrane opening which is the innermost region
of the choroid, and comprises five layers [53]. In the OCT image, the layers
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of the Bruch’s membrane are identified from their gray levels. Among the five
layers, one particular layer appears distinctly brighter. This is shown in Fig. 5.4.
There is a break in this layer at the location of the Bruch’s membrane open-
ing for frames in the OCT where the membrane opening is visible. This is an
important feature to determine the location of the Bruch’s membrane. In some
frames, there is no opening and the layers of the Bruch’s membrane are contin-
uous. Across a series of scans as shown in Fig. 5.3, the Bruch’s membrane can
be seen to be closed, then opening before closing up again.
For each layer in the Bruch’s membrane, the gray level and texture are generally
homogeneous. Hence, the vertical mean gray level for each column across the
Bruch’s membrane would yield similar values. The region within the Bruch’s
membrane opening shows a significant change in texture and gray level, and
hence the mean gray level computed vertically would yield a different value
with respect to the Bruch’s membrane.
First, the dark and uniform region above the Bruch’s membrane is discarded
from the original image. This can be done automatically by obtaining the aver-
age gray level across rows of the image, and excluding rows with very low mean
gray level. Subsequently,mi, the mean gray level of each column i is calculated.
The plot of m1 is shown in Fig. 5.5a. The change in consecutive mean column
value is calculated by
∆mi = |mi+1 −mi| (5.1)
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Figure 5.4: Layers in the Bruch’s membrane (a) OCT scan (b) Brightest layer
highlighted
∆mi measures the gradient of the mean. The greatest change in ∆mi is detected
from two directions– one from the left and one from the right. The first major
peaks from the left and right of the plot represent the Bruch’s membrane open-
ing point. This is shown in Fig. 5.5b. The selected peaks are marked in the
diagram. The corresponding columns are highlighted in Fig. 5.6.
The use of ∆mi is a simple and fast way to determine the location for the Bruch’s
membrane opening. For frames that do not have a visible opening, the values
for ∆mi across the horizontal axis of the frame will not show significant peaks.
Hence, ∆mi can also be used to determine the presence of the Bruch’s mem-
brane opening.
The location of the peaks and the width between the peaks can be used to se-
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Figure 5.5: (a) Plot of mi (b) Plot of ∆mi with selected peaks indicated
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Figure 5.6: Bruch’s membrane opening in an OCT image
lect frames in the scan that are suitable for detecting the LC. The detection of
the LC will proceed for frames that have a larger Bruch’s membrane openings.
Frames with small membrane openings may not contain sufficient information
to perform segmentation.
5.2.2 Defining Region of Interest
The next goal is to define the ROI. There are three major anatomical structures
present in the ROI– the nerve fiber, LC and optic nerve. The ROI, bounded be-
tween the two columns representing Bruch’s membrane opening, will be used
in subsequent analysis of the tissues.
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Figure 5.7: Determining R1 and R2
The first step is to separate the regions outside the nerve fiber, and the com-
bined areas comprising the nerve fiber, LC and optic nerve. Noise and artifacts
are removed by smoothing and down-sampling. K-means clustering is then ap-
plied to the ROI with k = 4 to give four main clusters. The four clusters can be
approximated to represent the background, nerve fiber, LC and optic nerve. The
regions are also labelled manually. The clustering results based on k-means are
compared to the manual labels. Basic morphological operations are applied to
remove small clusters and noise, ensuring smoothness and continuity. The result
obtained using k-means is sufficient to differentiate the layers and each cluster
gives a good estimate of the respective anatomical structure. K-means clustering
is used as opposed to other clustering methods as it is fast, efficient and accurate.
The initialization of the k-means is based on the cropped frame where the border
of the image has been removed. This will exclude any of the excessive black re-
gions that are not part of the frame. The amount to be cropped (for the ROI) has
been computed experimentally by going through all the frames in the sample
image set to determine the minimum border to be removed. The initialization is
critical and it cannot include excessive unnecessary out-of-frame areas.
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5.2.3 Anterior Lamina Cribrosa Detection
An seed curve is initialized to estimate the location of the anterior LC. It is se-
lected based on the boundary of the clustering results. The local gradient for





R1 and R2 are regions above and below the tangent line with respect to the point
on the curve (Fig. 5.7) and
NR = N1 ∪N2 (5.3)
N1 and N2 refers to the number of pixels that are in R1 and R2 respectively. The
radius of the mask for R1 and R2 is fixed at 10 pixels to ensure that the gradient
computed is for a small neighbourhood. The gradient is computed for points
with horizontal intervals of 15 pixels in Equation 5.2. NR refers to the total
number of pixels in regions R1 and R2, with the number of pixels in each region
being N1 and N2 respectively. a is the average gray value in the region. If the
value of g is close to 0, the point is discarded as it may indicate that the region is
homogeneous and does not provide much information on the LC. Lack of gradi-
ent change will occur at regions of low contrast or in areas obscured by shadows.
The use of the tangent to the point of the curve for gradient computation provides
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more accurate directional information, as opposed to a local gradient value. It
describes the direction for the change in gradient, which can vary for different
points along the anterior LC boundary. Based on the new points obtained, a best
fit curve is plotted. The initial curve is fitted as a smoothing spline.
Subsequently the curve is optimized by considering changes in gray level in the
neighbourhood and between frames. Let the weight be w, and distance change
between iterations, gradient change between iterations and gradient change be-




w1∆dx + w2∆cx + w3∆fx (5.4)
The neighborhood to be evaluated is within 15 pixels from the reference point.
For our experiment, the image used is 384 pixels by 496 pixels with an axial
resolution of 10µm. Axial resolution, also known as longitudinal or azimuthal
resolution is resolution in the direction parallel to the light beam [54]. A search
of 15 pixels is reasonable to include sufficient local details, yet not too big such
that the information becomes irrelevant. α will be minimized for the set of all
detected points x. ∆dx, which is the change in distance from the current point
to the updated point, ensures that the proximity of the updated point is not too
far from the previous point. ∆cx, given by
∆cx = |gt − gt+1| (5.5)
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is the change in gradient between the current point x and the updated point. t in
Equation 5.5 refers to the iteration number. ∆fx, given by
∆fx = |gi − gi+1| (5.6)
is the change in gradient between the current point x in the reference frame i
and the current point in the next frame i+ 1.
The value of w1 and w2 are set as 0.45, while w3 is set at 0.1 such that
w1 + w2 + w3 = 1 (5.7)
w1, w2 and w3 are selected experimentally based on the test set of images, the
weights are adjusted to minimize the least square error based on the distance
of curve to manual labels (ground truth). During the selection process, normal
frames with good contrast were selected to use as the benchmark. The initial
weights selected were derived from the image properties such as contrast and
interframe difference.
The inter-frame comparison in Equation 5.6 is given a lower weight as the ori-
entation and scaling factors between frames may sometimes cause the value of
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Figure 5.8: Comparison of manual labels and segmentation results between frames
f to be higher. This can be seen in Fig. 5.8 where the best fit curve of the current
frame and next frame are slightly different.
5.3 Experiments and Results
The data used was from the Singapore Eye Research Institute (SERI). ONH
raster scans were performed on the right and left eyes of twenty subjects on the
SPECTRALIS® OCT machine (Heidelberg Engineering GmbH, Heidelberg,
Germany). The Enhanced Depth Imaging (EDI) feature was chosen to improve
image contrast and visualization of deep ONH structures [55] [56]. EDI-OCT
is an additional, innovative diagnostic imaging modality implemented in the
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(a)
(b)
Figure 5.9: Comparison of OCT quality (a) Without EDI-OCT (b) With EDI-OCT
(a) (b)
Figure 5.10: Shadow removal by Reflectivity (a) Before removal (b) After removal
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SPECTRALIS® OCT. The high resolution of 3.5µm per pixel is able to image
the external retinal layers, the choroid and lamina cribrosa. The use of EDI-
OCT is preferred over the usual SPECTRALIS® OCT as it provides a better
visualization of the deep layer tissues, which is especially important as the LC
is not clearly visible. The effect of the enhancement is shown in Fig. 5.9.
Two scans were performed per eye for two visits. Each set of images com-
prised 72 serial horizontal sectional scans covering a rectangular region of 15
by 15 degrees centered on the ONH. The scan is performed for frames taken
radially with respect to the ONH, such that the entire block of frames can be
used to reconstruct a 3-D image. Each sectional scan was also averaged over 20
captured frames to reduce speckle noise.
The entire EDI-OCT dataset was manually labeled by two experienced clini-
cians, with the Bruch’s membrane opening and points along the anterior LC
identified. These labels were taken as the ground truth for comparison. For
images without the Bruch’s membrane opening, the LC is not labelled as it is
generally not visible. In every frame, the clinician would identify the location
of the Bruchs membrane opening, as well as several points along the lamina
cribrosa if the details are visible. If there are insufficient information in the
frame, the image is not labelled. Points on the lamina cribrosa are labelled at
regular intervals, and at locations that were not obscured by shadows. The points
were marked in each respective frame by hand.
In addition, shadow removal and image contrast improvement was performed
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on the SPECTRALIS data set using Reflectivity [57]. Reflectivity is a post-
processing software that can improve the quality of OCT images. Often, the
OCT images have parts of the ROI occluded by shadow, and Reflectivity suc-
cessfully removed most of the shadows. The parameters used for shadow re-
moval and compensation were fixed at default values for all images processed
to ensure image comparability. An example of successful shadow removal is
shown in Fig. 5.10.
Reflectivity allows the parameters to be adjusted based on the frame properties.
In our experiment, we make use of the default values which are sufficient to pro-
vide a good compensation of most of the shadows present. It is not necessary to
adjust and optimize the parameters for each individual frame.
Not every frame contains details of the LC and Bruch’s membrane opening.
For this experiment, only two consecutive frames in a scan were selected for
segmentation. These frames can be selected automatically based on the detec-
tion of the Bruch’s membrane opening.
The average of the shortest distance between the final fitted curve to the ground
truth was 8.52 pixels. The root-mean-square (RMS) error for all points con-
sidered was 9.89 pixels. An example of a good detection result is shown in
Fig. 5.11a. The red crosses represent the points identified manually, while the
green crosses are the points detected in our algorithm. The RMS error and mean
distance is within acceptable range for an accurate detection of the major land-
marks required to trace the anterior LC. The distance indicates the accuracy of
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Figure 5.11: Results of automatic segmentation
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Figure 5.12: Separating ROI into 3 sections
Figure 5.13: Green area representing region of overlap in Dice Coefficient compu-
tation
the fitted curve as the manual labelling is taken as the ground truth, and is the
benchmark of the accuracy.
The results were further analyzed by considering ROI as three sections (Fig.
5.12). The ROI was divided into three equal columns for each image, represent-
ing the left (L), center (C) and right (R) regions. The average distance of the
detected point from the ground truth for each region was computed. The mean
distance were 8.32, 13.18 and 5.62 pixels for the left, center and right regions
83
AUTOMATIC FEATURE DETECTION IN OPTICAL COHERENCE
TOMOGRAPHY
respectively. A larger distance indicates a less accurate detection result. This is
due to the presence of shadows mainly occurring close to the center region, and
hence there was more ambiguity in the detected points due to poor contrast and
shadows. In addition, some of the discrepancies were due to the detection of
the change in gradient close to the edge of a vertical shadow (Fig. 5.11b). For
image samples that do not have major artifacts or shadows present, the results
were close to the ground truth.
The Dice coefficient was also computed. The Dice coefficient is a similarity
coefficient to quantify the similarity between two overlapping areas based on





where A and B are the two regions to be compared.
The regions A and B were derived based on the areas within 10 pixels from
the manual best fit curve and the anterior LC obtained. The overlap between A
andB can be visualized on the EDI-OCT as shown in Fig. 5.13. The blue region
represents the area for manual segmentation, while the red area is the area for
automatic detection. The green region is the overlap between the two regions.
The overall Dice coefficient within the ROI was 0.74. Furthermore, the Dice
coefficients of the left, center and right regions of the ROI were determined to
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be 0.73, 0.68 and 0.75 respectively.
The Dice coefficient provides an indicator of the performance of segmentation.
It follows the same trend with the RMS error, such that the agreement was lower
in the center region than the left and right regions.
5.4 Discussion
Our algorithm is able to handle images with reasonable contrast. After shadow
removal and image compensation by using Reflectivity, most of the major arti-
facts in the frames can be removed. Poor detection performance often occurs in
frames where large patches of shadows that have not been removed. Detection
of the anterior LC is especially tricky for cases where the vertical shadows occur
at regular intervals. The presence of such shadows greatly affect the clustering
when determining the initialization layers, hence leading to a poor curve fitting.
In this framework, we do not consider frames that have a small Bruch’s mem-
brane opening. Our algorithm is not able to fit a trace of the anterior LC if the
width of the ROI is small. These frames still contain too little gradient infor-
mation about the LC. Improved performance may be obtained by making use
of more information in these neighboring frames to perform the segmentation,
instead of just using frames with large amount of information.
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5.5 Conclusion
In this chapter, we present a method to detect the Bruch’s membrane opening in
OCT. We make use of gradient information and local gray values to determine
the location of the Bruch’s membrane opening, and also decide whether the im-
age is suitable for performing segmentation of the LC. The width of the Bruch’s
membrane opening can be evaluated after the feature points are detected auto-
matically.
Subsequently, for frames that have the Bruch’s membrane opening visible and
with sufficient information, segmentation of the LC can be performed. This is
done by first doing k-means clustering to separate the ROI into distinct layers,
then perform contour tracing and detection based on the layers obtained. Our
proposed method is able to detect the LC in images with good contrast and in
images without large amounts of shadow. With an objective method of segmen-
tation, the results can be compared with manual segmentation. The segmenta-
tion outcome based on the RMS error and Dice coefficient is promising. It is
shown that the curve obtained is in close agreement with the manual curve.
The framework can be further extended to make use of more information in
the neighboring frames to perform the detection and segmentation. In our cur-
rent framework, the details used is largely local, with only minor references to
the next frame. 3-D segmentation can potentially provide a more robust result,
hence it will be explored in the next chapter.
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Chapter 6
Level Set Segmentation of Anterior
Lamina Cribrosa
In Chapter 5, we introduced the use of EDI-OCT images to perform feature
detection. The anterior LC can be estimated based on landmarks such as the
Bruch’s membrane opening. In our proposed method, the detection is done on
individual frames of the OCT scan. A shortcoming of the method is the lack
of information in regions with shadows or artifacts. Even though shadow com-
pensation has been done using Reflectivity, for cases where the shadow is too
prominent and cannot be removed, the amount of information available in the
frame becomes a limiting factor when determining the anterior LC.
To address the problem of having limited information in individual frames, we
propose a level set method to perform segmentation of the anterior LC. Seg-
menting the region by a closed contour will give more information and details
that will lead to better results and visualization. This provides a new benchmark
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for analyzing the anterior LC structure. The overall segmentation can be visu-
alized as a closed contour in 2-D and a volume in 3-D, as opposed to a curve
in 2-D (presented in Chapter 5). This helps to overcome the problem of shad-
ows as the segmentation will be based on a higher dimension in the Cartesian
coordinate system.
6.1 Introduction
6.1.1 Image Segmentation: An Overview
In the field of computer vision and image processing, image segmentation refers
to the process of partitioning an image into segments, or sets of pixels [58]. Seg-
mentation changes the image representation, so that the digital pixels become
more meaningful and the visual elements are easier to analyze. Image segmen-
tation includes the detection of contours, objects, boundaries, curves and lines.
The main aim of segmentation is to label pixels in the image, with those of the
same label having a certain shared property. These characteristics can include
color, intensity and texture.
Image segmentation has a wide range of applications. It can be used for ob-
ject detection, such as face detection, object location in satellite images and
video surveillance. An important application is in the field of medical imaging.
Image segmentation is performed to locate tumours and other pathologies. It
can be used to measure tissue volumes, assist in intra-surgery navigation and
computer-aided diagnosis of diseases. Detailed surveys and overviews on appli-
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cations of image segmentation can be found in [58 - 62]. A detailed study on
image segmentation methods for medical imaging is presented in [59].
Manual segmentation is often tedious and time-consuming. In previous stud-
ies, automatic segmentation of features in OCT was performed in 2-D [60]. For
3-D segmentation, most studies did not consider the segmentation of the ante-
rior LC [65 - 68]. These studies focused on features such as the macula, blood
vessel structure or neural canal opening. They used contour-based detection or
gradient-based segmentation [61].
We aim to develop a new framework for performing segmentation of the an-
terior LC based on level set methods. This will provide a new benchmark for
comparison as opposed to manual segmentation. Level set methods are com-
monly used for segmentation of CT and MR images, and have not been applied
to OCT scans to detect the LC.
6.1.2 Level Set Segmentation
Level set segmentation was first proposed in 1988 as a method to describe mov-
ing image fronts [62]. It is often challenging to represent surfaces that evolve
over time. Osher and Sethian introduced the idea of representing the interface
of a surface implicitly by using a higher dimension function. A 2-D interface
would be represented by a 3-D level set function as
φ(x, y, t) (6.1)
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where x and y represent the horizontal and vertical coordinates in the Cartesian
plane and t represents the additional dimension of time. At any given time step,
the evolving surface can be represented as a closed curve by the boundary of the
level set at that time step. The zero-level set is defined as the set of points where
the level set is zero. This is represented as
Γ(x, y, t) = {φ(x, y, t) = 0}. (6.2)
The initial curve is on the xy-plane, such that t = 0 and is defined as φ(x, y, 0).
Assuming that the zero-level set moves in a direction normal to the speed func-




which is used to update the level set at each time step. |5φ| represents the gra-
dient of φ while the speed function F describes how each point in the boundary
of the surface evolves. φ takes on negative values within the zero level contour
and positive values outside. The speed function can be defined according to the
segmentation problem.
The advantage of using the level set method is the ability to perform segmen-
tation of curves and surfaces on a fixed Cartesian grid without having to pa-
rameterize the higher-dimension surface or change the coordinate system. The
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level set also allows tracking of shapes that change in topology, and is suitable
for modeling time-varying objects. For the segmentation of the anterior LC, the
change in contour between frames of the OCR scan can be seen as an active
contour. The use of an adapted level set segmentation allows a better visualiza-
tion of the anterior LC as a surface as opposed to 2-D methods. It will overcome
the problem of the presence of shadows as the optimization of the gradient and
intensity is performed on the closed contour as opposed to points along a curve.
6.2 Proposed Algorithm
The segmentation problem can be broken down as follows (Fig. 6.1). Before
segmentation, the pre-processing steps include defining the ROI and the zero-
level set. The segmentation iterations to search for the boundary of the area will
take place after the initialization steps.
Figure 6.1: Proposed framework for segmentation
6.2.1 Region of Interest
The ROI for the deformation of φ is bounded by the two vertical lines enclos-
ing the Bruch’s membrane opening, and below the line connecting the Bruch’s
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Figure 6.2: ROI bounding the deformation of φ
membrane opening (Fig. 6.2). The vertical lines are both parallel to the y-axis
of the image. The ROI is hence a trapezium. Regardless of the direction of
the search normal to φ, the resulting contour must remain within this boundary.
Defining the search region reduces the possibility of segmenting the wrong area.
Figure 6.3: Closed contour bounded by the nerve fiber and anterior LC
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Figure 6.4: Initialization of φ
6.2.2 Initialization of Zero Level Set
In our formulation, we consider the region bounded by the nerve fiber and the
anterior LC as a surface. A manual segmentation of the closed contour is shown
in Fig. 6.3, where the ideal segmentation results are shown in red. We define
this closed contour as
C(t) = {(x, y) ∈ Ω|φ(t, x, y) = 0} (6.4)
where Ω is the set of pixels in the ROI. The region bounded between the nerve
fibre and lamina cribrosa is
Ω = {(x, y) ∈ Ω : φ(x, y) ≤ 0} (6.5)
For t = 0, φ is initialized as a rectangle bounded within the ROI. Let the coordi-
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nates of the ROI be (0, 0), (0, Y ), (X, 0) and (X, Y ) where (X, Y ) ∈ R|X, Y >
0 with respect to the origin defined at (0,0) (Fig. 6.4). The coordinates are
denoted by x(t)i and y
(t)
i where i indicates the reference point and (t) is the it-
eration number..The zero level set, φ, is outlined in green and defined by the
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2 = 0.8Y. (6.7)
The search is limited to about half of the area in the ROI for efficiency. The
values of 0.3Y and 0.8Y were determined experimentally based on the data set
used. The layers were segmented when detecting the Bruch’s membrane, and
the lower bounds for each frame is determined. The values were finally selected
empirically to ensure that φ will be initialized with an overestimate of the actual
perimeter of the region required.
The values of y(0)1 and y
(0)
2 were determined experimentally by going through
the image series, and manually identifying the points where the ROI will be
bounded to exclude excessive black areas out of frame. 0.3 and 0.8 are obtained
as the upper and lower bound based on the image set used in the experiment.
94
6.2 Proposed Algorithm
6.2.2.1 Direction of Search
Based on the initialization of φ, the search for the anterior LC will only be
inwards with respect to φ. This is with prior knowledge of the anatomy of
the tissues and that the initialization is an over-estimation of the surface to be
detected. This normal direction is defined as
N = − 5φ|5φ| (6.8)
6.2.3 Energy Function
The implementation of the level set segmentation aims to minimize the energy
function with three energy terms. φ : Ω→ R for a level set function on domain
Ω. The energy function also includes optimization based on the shape constraint
of the prior and intensity of the image.
The overall energy function is defined as
ε(φ) = λ1E1(φ) + λ2E2(φ) + λ3E3(φ) (6.9)
where E1(φ) is the penalizing energy term for level set regularization, E2(φ) is
the intensity-based energy term and E3(φ) is the shape prior energy term. λi
refers to the weight of the respective energy term Ei.
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6.2.3.1 Distance Regularization





where p is the potential function, or energy density function. Based on distance




This ensures that the signed distance property can be maintained, and also to
enforce smoothness. The signed distance function is defined by
f(x) =
 d(x, δΩ) if x ∈ Ω−d(x, δΩ) if x ∈ Ωc (6.12)







(|5φ| − 1)2dx (6.13)
6.2.3.2 Intensity Regularization
The second energy term E2 term is based on image intensity. In the image space




Figure 6.5: K-means to identify background (a) φ in an intermediate step
(b) Background in green
that is outside the section. We define the region within the section as Ωs and the
region outside as Ωb. This ensures that Ω = Ωs∪Ωb and Ωs∩Ωb = ∅. The closed
contour φ will evolve such that the area within the contour will be maximized to
contain the actual section to be segmented, and minimize the background.
Let the gray level of a pixel at (x, y) be denoted as i(x,y). The average local
gray level in the local neighbourhood of the pixel is denoted by A(x,y). In the
segmentation problem, the optimal curve to be maximized can be described by
the joint probability function
E(φ) = p(i|φ,As, Ab) (6.14)
where As and Ab are the average gray level values within the section to be seg-
mented and the background respectively. Assuming that the regions are statisti-
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(a) (b)
Figure 6.6: Comparison of results based on various segmentation methods. Red
refers to the manual results, yellow is based on Chapter 5 and green is based on
level set
cally independent, the equation becomes
E(φ) = ps(is|φ)pb(ib|φ) (6.15)
The probability can be determined at each iteration based on the number of
pixels inside φ that are part of the background, and the number of pixels outside
φ that is part of the actual background. This can be estimated by applying k-
means clustering to the areas within the closed contour and outside the closed
contour. k is set to 2 such that each region is separated into two classes. The
two classes approximately represent the background and the section required.
This is shown in Fig. 6.5, with the background highlighted in green both inside
and outside the closed contour φ. The probabilities are estimated using the pixel
count in the respective region.
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6.2.3.3 Shape Regularization
Let the curve representing the anterior LC after t iterations be lLC . Based on
the anatomy of the anterior LC, the shape of the anterior LC is expected to be
convex and this is ensured by a positive second derivative of lLC . The energy
term based on the shape constraint with weights 0 > ω ≥ 1 is defined as




6.3 Experiments and Results
The algorithm was tested on the same set of images as Chapter 5. First, as
a preprocessing step, Gaussian smoothing was applied to the scans to remove
noise and artifacts. The radius of the Gaussian filter was selected to be 3 pixels.
We empirically set the values for λ1, λ2 and λ3 as defined in Equation (6.9) to
be 0.04, 0.5 and 0.25 respectively such that the sum of all the weights is 0.79.
ω in Equation (6.16) is set at 1. The values were selected to account for the
speed function and provide a smooth boundary. The initialization value for the
optimization were obtained from the default parameters for the level set segmen-
tation formulation. These weights were determined experimentally by testing on
a set of images, to determine the parameters that yield the best segmentation re-
sult bounded by the energy function.
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Based on the technical and hardware specifications of SPECTRALIS® OCT,
1 pixel is equivalent to 3.5 µm
After the surface has been obtained by segmentation, the curve representing
the anterior LC, lLC , is extracted from the final φ. In Fig. 6.6, the red crosses
indicate the manual segmentation. The blue cross marks the Bruch’s membrane
opening. The green line represents lLC extracted from φ. The yellow crosses
indicate the results based on the gradient-based method in Chapter 5. The abso-
lute distance between the manual segmentation points and lLC is calculated. The
mean distance between points on lLC and the manual points is 3.22 pixels, and
the root-mean-square distance is 4.69 pixels. This is a big improvement from
the method in Chapter 5, where the mean distance was 8.52 and the root-mean-
square error is 9.89. The results can be compared between the improved method
and previous method.
The Dice coefficient was also computed for the segmentation results. The Dice




whereA andB represents the manual segmentation whileB represents the level
set segmentation.
The overlap between A and B can be visualized on the EDI-OCT as shown
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in Fig. 6.7. The blue region represents the area for manual segmentation, while
the red area is the area for automatic detection. The green region is the overlap
between the two regions.
The overall Dice coefficient within the ROI was 0.8. The Dice coefficient does
not vary across different segments of the curve. The Dice coefficient provides
an indicator of the closeness of the manual and automatic segmentation results.
The Dice coefficient using level set is higher than that from using region-based
segmentation in Chapter 5. This is indicative of the improvement in accuracy
using the proposed level set method.
One of the main advantages of level set segmentation compared to region-based
segmentation is that is is insensitive to the edge boundaries of the Bruch’s mem-
brane opening. For the previous algorithm in Chapter 5, segmentation results
tend to be more sensitive and inaccurate along the boundaries near the ROI edges
and more accurate in the center region of the ROI. However, the new algorithm
is able to compensate for the discontinuities along the ROI edges and thus gives
a smoother segmentation result as shown in Fig. 6.6.
A key feature of the proposed algorithm is the ability to obtain a good estimate of
the anterior LC even with the presence of large patches of shadows. In Fig. 6.8,
a large portion of the area between the Bruch’s membrane opening is shadow
that has not been removed by Reflectivity. In the gradient-based algorithm, the
intensity change is observed across the horizontal axis. As such, the gray levels
in the regions with shadows do not change by much, and the method is unable
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Figure 6.7: Green area representing region of overlap in Dice Coefficient compu-
tation
to determine a point on the anterior LC due to the lack of information. However,
with level set segmentation, the closed contour will overcome this issue as the
entire boundary is considered in a higher dimension. The optimization is based
on the entire φ, with the energy terms optimized based on distance regulariza-
tion, intensity and shape.
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Figure 6.8: Segmentation not affected by shadows along the anterior LC
6.4 Discussion
Our proposed method uses the level set to perform segmentation of the anterior
LC by considering a closed contour instead of a curve. By representing the seg-
mentation as a higher dimension in the Cartesian coordinate, the challenges in
the previous algorithm introduced in Chapter 5 can be overcome. This is espe-
cially useful to reduce the effect of shadows. The previous method is unable to
provide a good result if the frame has large areas obscured by shadows.
The initialization of φ for the zero level set is extremely important as it deter-
mines how the final closed contour would converge. In our experiment, we are
able to predict the location of the region to be segmented due to the anatomical
features such as the Bruch’s membrane opening, as well as the location of the
tissue layers. If other sets of images with different resolutions or features are
used, the parameters used to determine φ shall be adjusted accordingly to en-
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Figure 6.9: Failed segmentation with wrong φ initialized
sure that the segmentation converges. A wrong initializations may lead to the
wrong feature being segmented (Fig. 6.9).
A challenge remains in the case where there is little information present be-
tween the Bruch’s membrane. In the case where the ROI is very narrow, the
segmentation result may not be accurate as the final level set function might not
converge, causing the results are unpredictable.
6.5 Conclusion
In this chapter, we present a method to detect the anterior LC in OCT scans
based on the level set method. We make use of the anatomical properties in the
frame such as shape constraints based on the convex nature of the anterior LC.
We also consider regional intensity during the iterations of the level set method
to detect the anterior LC. The zero level set is determined based on the Bruch’s
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membrane opening as identified by our method in Chapter 5. The segmentation
results can be compared with the manual segmentation. The RMS error and
Dice coefficient are also used to quantify the closeness of the results, and it is
validated to be accurate.
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Chapter 7
Conclusion and Future Work
In this chapter, we conclude the thesis with an overview of the achievements and
possible future work.
7.1 Notch Detection Framework
In Chapter 3, we presented a novel framework to perform notch detection in
colored fundus photographs. First, we proposed the use of two parameters to
determine if notching is present in the optic cup. The method is adapted based
on the ISNT rule and evaluates the optic disc and cup at key locations.
We also introduced a new method to determine vessel bending and directional
gradient in gray-level images. We make use of these image properties to present
a new feature and benchmark to differentiate between thinning based on the par-
tial contour of the optic cup. This feature has not been explored in prior works,
and is robust in providing a better comparison especially in determining over-
all thinning. The algorithm was tested on a set of data fundus photographs and
shown to be robust.
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Future studies can include testing the algorithm on other image types that in-
clude the optic cup, such as HRT. The results can be compared across different
image modalities.
In addition, the study does not include the comparison of a particular patient’s
data over time. The framework can potentially be applied to a set of data that
tracks the patient’s retina condition. This can provide information on how the
new parameters proposed will change over time with the progression of glau-
coma. In our current study, we cannot compare the severity or progression in
the change of notch over time as only one set of data was available for each
patient.
7.2 Feature Detection and Selection in
Optical Coherence Tomography
Since the use of colored fundus photographs restrict the amount of information
and visualization to 2-D, we also explored feature detection in 3-D OCT scans
to aid in glaucoma diagnosis. We propose a method to determine the structure of
the anterior LC in OCT. In particular, we make use of high resolution EDI-OCT
to provide more visual details on the tissue structure.
We developed a method to automatically identify the Bruch’s membrane open-
ing in EDI-OCT. Our algorithm is able to determine the location of the Bruch’s
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membrane opening, and whether the particular frame has any opening in the
Bruch’s membrane. Based on this information, we proceeded to perform seg-
mentation and determine the contour of the anterior LC. We tested the frame-
work on a set of labelled data from SNEC and verified the results based on the
ground truth provided by trained clinicians.
In future work, we can explore the possibility of performing segmentation on
frames with a small membrane opening. In our framework, we only pick frames
with larger Bruch’s membrane opening so as to ensure the ROI is of a reasonable
size.
7.3 Segmentation of Anterior Lamina Cribrosa
We also improve on the framework to perform a more comprehensive segmenta-
tion of the anterior LC. Initially, the segmentation was done based on landmarks
and neighbourhood information. In this improved framework, we perform seg-
mentation based on level-set. This will make use of the information available to
overcome the problems with shadows and artifacts, as the segmentation is per-
formed as a closed contour instead of a curve.
Further studies can include a more comprehensive study on segmentation of
the posterior LC as well. For our dataset, most images do not have a clear view
of the posterior LC. Parts of the posterior LC are visible in some frames. If more
data is available, segmentation of the posterior LC can potentially be achieved.
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