Abstract: In this work, a Nadaraya-Watson kernel based learning system which owns general regression neural network topology is adapted to Q learning method to evaluate a quick and efficient action selection policy for reinforcement learning problems. By means of the proposed method Q value function is generalized and learning speed of Q agent is accelerated. The training data of the developed neural network are obtained by a standard Q learning agent on closed-loop simulation system. The efficiency of the proposed method is tested on popular reinforcement learning benchmarks and its performance is compared with other popular regression methods and Q-learning utilized methods. QLRNN increased the learning performance and it learns faster than other methods on selected benchmarks. Test results showed the efficiency and the importance of the proposed network.
Introduction
Reinforcement learning is a branch of machine learning that is interested in finding an optimal policy that must be followed in transitions on certain states to maximize the total amount of rewards as a result of the selected actions [1] . Q-Learning is one of the most popular and successful reinforcement learning methods [2] . Since the large state space problems have a huge amount of state-action pairs, Q learning is not so effective in this kind real-world problems. This is called as "curse of dimensionality" by Sutton [3] . In the mentioned case regression-based approaches have been utilized. This led many regression methods to be adapted in reinforcement learning.
The most common methods used for generalization are artificial neural networks. Neural networks have a wide range of uses such as modeling network traffic [4, 5] , predictive control for burning zone temperature [6] , wind speed prediction [7] , modeling time series [8] and even modeling of flue aimed temperature of coke oven [9] . These structures have also been successfully used in the field of reinforcement learning. Anderson used one-layer and two-layer networks with error backpropagation to generalize value function and showed his own two-layer network was able to solve pole-balancing task for TD learning [10] . Boyan and Moore concerned about the hardness of robust generalization of value function with a function approximator such as a neural network [11] . They proposed Grow-Support to prevent bad convergence in Dynamic Programming. Sutton suggested sparse-coarsecoded function approximators (CMACs) to avoid poor performance [3] . Bradke and Barto defined Least Square TD and Recursive Least Square TD algorithms and they also defined a recursive version of LS TD algorithm [12] . They also provided convergence proofs of the algorithms. Boyan updated LSTD algorithm in a way giving the ability to work with eligibility traces and named it as LSTD(λ) [13] . Brafman and Tennenholtz proposed a model based algorithm called RMAX [14] . Lagoudakis and Parr proposed Least Squares Policy Iteration method which able to learn state-action value function for Q learning [15] . Ernst et al. suggested offline working Fitted Q Iteration algorithm [16] . After completing each episode, obtained values are used in the regression algorithm. State-action values obtained by experience are kept in four-tuples form as (s, a, r, s t+1 ), where, s is the transition state, a is the selected action, r is reward and s t+1 is the resulting state of action a. Riedmiller, taking the inheritance of Fitted Q algorithm, proposed NFQ algorithm representing Q-value function with a multilayer perceptron network [17] . In this algorithm experienced values are kept in triple form as (s, a, s t+1 ), where, s is the transition state, a is the selected action and s t+1 is the resulting state of action a. Bonarini et al. proposed LEAP algorithm [18] . Puddle-world, mountain-car and cart-pole problems were solved by using LEAP algorithm as given in Dutech et al. [19] . XAI (eXplore and Allocate, Incrementally) is also a kernel based regression method proposed by Langlois to be used in reinforcement learning [19] . Whiteson and Stone proposed NeuroEvoulotion of Augmenting Topologies (NEAT) to approximate Q value function. NEAT-Q involves backpropagation to estimate the value function [20] . Heinen and Engel suggested supposed IPNN(Incremental Probabilistic Neural Network) by inspiring PNN and GRNN [21] . They applied it for regression on reinforcement learning problems [22] . Recently, the use of artificial neural networks in this area has increased even more as the popularity of deep learning structures has increased [23, 24] .
In this paper, proposed QLRNN is a Q learning adaptation approach with Nadaraya-Watson kernel regression method on GRNN topology. Recently it has become very popular to use artificial neural networks as a function approximator with reinforcement learning methods. GRNN is a well-known and highly effective neural network structure. QLRNN has been developed to use this success for reinforcement learning problems. It is aimed to find an effective action selection policy rapidly for reinforcement learning problems. A standard Q agent runs on the environment and collects expected values of state-action pairs. While obtaining target values according to the existing experience of Q-agent, recent target values are stored in the neurons of the pattern layer of the network. After a number of episodes efficiency of the network is measured with the same problem. As QL-RNN is an instance-based learning system, it can learn incrementally without an extra training phase. Test results show that QLRNN is able to find an appropriate action selection policy quickly. Performance of QLRNN is compared with the popular methods such as LEAP(Learning Entities Adaptive Partitioning), NEAT-Q (NeuroEvolution of Augmenting Topologies), RMAX, LSPI (Least Squares Policy Iteration), XAI (eXplore and Allocate, Incrementally) and NFQ (Neural Fitted Q Iteration) on the selected benchmarks. QLRNN contains major differences according to the compared algorithms. LEAP algorithm divides the state-action space into pieces called macrostates. Each macrostate is responsible for a particular area and these areas do not overlap. In QLRNN, each neuron has a central point. The effect of a neuron at a point in the space is determined by the kernel function. The fields can be overlapped. This led to a better generalization over the state-action space. The NEAT-Q algorithm is suitable for network learning with back-propagation. QLRNN uses a kernel-based approach with one-pass learning which is a much faster approach then repetitive way. However, RMAX is a resultoriented successful algorithm, but it is not possible to use it for large-scale problems because of probability computation complexity for all states. Since QLRNN can represent many states in space with a single neuron, it can be offered as a solution to more complicated problems. LSPI offers an iterative learning approach by using policy iteration. LSPI trains a number of basis functions with sample data generated by following a specific policy. The type and number of functions are determined intuitively according to the problem. Even in the iterations, the type and function of the functions can be changed. This makes the use of LSPI more complicated. On the contrary, the kernel structure of QLRNN is specific. When QLRNN is used, the number of neurons in the network is first determined and no changes are needed throughout the training period. XAI is also a kernel-based method uses gradient descent to train Gaussian kernels. XAI does not have a predefined structure like QLRNN and needs an extra training procedure. QLRNN has also one-pass learning advantage over XAI. NFQ uses a multi-layer perceptron neural network trained with Rprop algorithm, a version of back-propagation. QLRNN is different from NFQ in structure and training. Also, QLRNN has one-pass learning advantage with respect to NFQ. QLRNN accelerates learning performance and it learns faster than other popular methods on selected benchmarks. Test results prove the efficiency and show the importance of the proposed network.
In the second part, fundamental approaches for QLRNN are explained in detail. QLRNN topology and QLRNN algorithm are given in the third part. The fourth section which is devoted to the test results and discussion is followed by the last part, conclusion.
Fundamental approaches for QLRNN
QLRNN is a Q learning adaptation method using Nadaraya-Watson kernel on GRNN topology to find an efficient action selection policy rapidly. Q learning algorithm is updated to be able to establish the pattern layer of the proposed neural network to be used generalizing Q value function.
Q-Learning
One of the most important breakthroughs in reinforcement learning was the development of Q-learning by Watkins [2] . In Q learning, the updating process is done on the action values. Best action of the following state is used as the return expectation in the update process. The update process of one-step Q-learning is done according to the Eq. 1.
where Q(s t , a t ) is value of the current action. max a Q(s t+1 , a) is value of the following best action. r t+1 is the reward obtained in transition from s t to s t+1 . α is a constant that specifies action value changing rate. γ is another constant specifying the effect of the next best action value on that of the previous one.
Algorithm 1 Q-learning algoritm. Set all Q(s, a) randomly Repeat (for each episode): Set s as one of the initial states Repeat (for each step of an episode) Select action a according to state s using policy derived from Q Take action a, observe r, next state s t+1
In Q-learning algorithm for each episode, selected action values are updated according to Eq. 1. After finding a successful policy, the evolution process is completed. Q learning algorithm is given in Algorithm 1. The weakness of the algorithm is the need of Q-values storage for every state-action pair. This could reason a huge amount of memory to be required for large dimensional real-world problems. Also, large state-action space could be required a huge number of episodes to find a successful policy. In this case, a generalization method is needed to suit a successful policy for the problem.
General Regression Neural Network
GRNN was proposed by Specht [25] is a memory-based neural network which does not require an iterative training. It simply keeps all training data as a pattern and forecasts the value of an input data with help of them.
GRNN is a four-layered network. The first layer is the input layer containing a neuron for each input value. The second layer is the pattern layer that keeps all training data as a pattern by holding a neuron containing a vector of data for each training data. When a new input data is entered into GRNN, it is subtracted for each stored data in pattern neurons. Then squares of differences are summed and the resulting value is passed through the Gaussian activation function. The third layer which is called summation layer has two neurons named as numerator and denominator. Numerator calculates a dot product between outputs of the pattern layer and a vector which contains the expected values of each training data. Denominator calculates the sum of the outputs of the pattern layer. Finally, the output layer calculates the quotient of numerator and denominator values and finds the estimated value. Structure of the network is shown in Fig. 1 . Equations of GRNN are shown with Eq. 2 and 3.
where x is the input vector, x i is the data vector kept in the i-th pattern layer neuron, D i is the distance between these two vectors. Y i is the expected value of the i-th pattern layer neuron's data and Y (s) is the expected value for the input vector given to the network. 
Q Learning Regression Neural Network
QLRNN is a generalized regression neural network for reinforcement learning problems. It is designed to be used for generalizing Q value function with the instance based working without an extra training phase. Other kernel-based regression methods use a predefined learning algorithm to be able to converge the kernel function parameters to be able to generalize the value function with it. On the contrary QLRNN only needs as accurate as possible data in the pattern layer to be able to predict the expected return of a state-action pair successfully. Firstly, an agent is executed for a number episodes with standard Q-learning algorithm to collect learning data. While the Q-Learning algorithm is producing data, QLRNN is established with the selected state-action pairs and target values of them as shown in Eq. 4.
where r is reward of the current state, γ is discount factor, max at+1 Q(s t+1 , a t+1 ) is the value of next state's best action. To limit the pattern layer size of the network, state-action space is divided into a finite number of pieces and then each piece of the space is represented by a pattern neuron. The Q agent which collects training data also uses the same neurons as a look-up table. Only recent Q values of the pairs are also stored in an array. There is no need for any extra storage for the values of the standard Q learning algorithm. After each step of the training episode, observed triples (s, a, target) are replaced on the pattern layer of the network. This process is shown in Fig. 2 . Agent decides its action with a predefined policy independent from the network and it runs the selected action on the environment. QLRNN algorithm can be called as an off-policy method for this reason. After a bunch of episodes is experienced, Q agent is run on the same environment with the QLRNN network for a number of different variance values to test the efficiency of the network. Current state parameters are passed through the QLRNN and action with the highest return expectation is selected for each step. This process is shown in Fig. 2. 
QLRNN topology
In Fig. 3 QLRNN structure which is the same with that of GRNN is shown. All state and action parameters are input parameters of the network. State parame- ter(s) is/are p dimensional and action parameter/s is/are q dimensional. a action parameter/s is/are shown as state parameters on the figure. Calculation through network for n dimensional state space are given in Eq. 5 and 6 to simplify the projection.
where s is a vector that keeps all features of a state and action. σ is the bandwidth of the kernels. The output of the neural network is the reward expectation for action a on state s. D 2 i is the square value of the weighted differences between the current state and states kept in the pattern layer. Y i is the target value of the ith pattern layer node. Y (s) is the expected return of the given state-action pair.
QLRNN is a four-layered network. Input layer includes a neuron for each state and action parameter. Pattern layer keeps all training data as a pattern. It contains a neuron containing state action values for each training data. When a state action pair is entered into QLRNN, it is subtracted from each stored pair in pattern neurons. After squares of differences are collected, the resulting value is passed through the Gaussian activation function. Summation layer has two neurons named as numerator and denominator. Numerator calculates a dot product between outputs of the pattern layer and a vector which contains expected return values for each training state-action pair. Denominator calculates the sum of the outputs of the pattern layer. Finally, the output layer calculates the quotient of numerator and denominator values and finds the estimated return value.
QLRNN learning algorithm
In QLRNN algorithm, the pattern layer is empty before the training phase and the maximum number of nodes in the pattern layer must be decided by dividing the state-action space into a finite number of pieces. Each piece will be represented by a neuron on the pattern layer. If pieces are small-sized, the number of neurons will increase and the pace of the QLRNN will slow down. On the other hand, if pieces are large-sized, the number of neurons will decrease, the pace of the QLRNN will rise up, however, this time QLRNN may not be able to converge a good solution. Number of the pattern layer neurons must be decided carefully due to this fact. After the decision of neuron numbers, Q agent uses a predefined policy such as ε-greedy. This policy proposes selecting the best action with 1 − ε possibility or to select a random action with ε possibility where 0 < ε ≤ 1. Q-agent is run on the environment for a decided number of episodes. While these episodes are run, lookup table values are updated with equation given in Eq. 1 and target values are calculated according to Eq. 4. Standard Q agent generating training data uses the pattern layer as a lookup table for state-action values. If state action pair is chosen for the first time value of the pair will be taken zero. After each step of an episode a neuron representing an unexisting state is added or existing representing neuron is updated according to recent values of the state action pair. In other words, the relevant neuron is added or updated on the pattern layer for each step of the episode. A pattern layer neuron keeps a tuple containing state, action and target values. Calculation of target value is shown in Eq. 4. After a number of episodes, QLRNN efficiency is measured on the problem directly. Agent starts from an initial state. Reward expectation is calculated through QLRNN according to Eq. 5 and 6 for each possible action. The action owns the highest return expectation is chosen. This process is repeated till episode is completed. The test is done with a sufficient number of episodes. If QLRNN is efficient enough according to the measuring criteria, all process will be completed otherwise Q agent will run on the environment for another number of episodes to update the QLRNN. The whole process is shown in Algorithm 2.
Algorithm 2 QLRNN algorithm. Set all Q(s, a) = 0 Repeat forever: Repeat (for n episode): Set s as one of the initial states Repeat (for each step of the episode) Select action a according to s using policy derived from Q Take action a, observe r, next state s t+1 Normalization process can be needed due to the range of the state and action values. If normalization is done pattern layer neurons will keep the normalized values. All state and action values must also be normalized before the value passes over the QLRNN for estimating process. In this paper, min-max normalization is implemented for all benchmarks.
In the Q learning algorithm, the Q function approaches optimality with each iteration. Q t+1 will generate more accurate values than Q t . Convergence of Q learning is showed with a method called ARP(action-replay process) in the original article [2] . Since QLRNN is a representation of the current Q function, g(Q), it will also approach optimality over time. g(Q t+1 ) will have a better solution than g(Q t )) for the problem to be solved. In addition, the QLRNN output function is defined within the entire space, even with a single neuron as it seen in Eq. 6. Thus, for all possible input values, output value is defined, and QLRNN produces a valid value at any point in the space.
The outermost loop used for testing purposes can be ignored, so the complexity of the algorithm is computed as O(n 2 ). The space complexity of the algorithm grows to be equivalent to the space complexity of the problem to be solved. To give an example, three different values are needed to determine a point in a 3D world. In a QLRNN to be used for such an environment, each neuron will hold 3 different values for a point.
Test results and discussion
Three different popular benchmarks were used for measuring the quality of QL-RNN generalization. These benchmarks are the pole-balancing task, mountaincar benchmark, and puddle-world which are commonly used for measuring the performance of reinforcement learning algorithms. All training and testing operations were done on Closed Loop Simulation System which was supported by Riedmiller [26] and also used for testing NFQ algorithm.
The pole-balancing task
In the two-dimensional world, a cart with a pole onto is placed on a track. There exist three actions with different forces (−50 N, 0 N, +50 N). The goal is to prevent the pole to fall. There is only one negative reward (−1) which is gained when the pole falls. There are two parameters associated with the problem: θ is the position of the pole in radian, θ v is the angular velocity of the pole. Value range of the parameters are θ [− [27] and each action changes acceleration of the pole according to Eq. 7
.
(7) g = 9.8 m/s 2 is the gravity, l = 0.5 m is the half-pole length, F (t) = F + η is the force where η is the noise term valued in the range of [−10, 10] . m = 2 Kg and m c = 8 Kg are the masses of the pole and the cart respectively. Position and velocity the pole is changed by the Eqs. 8 and 9 after each time step which is τ = 0.1 s. Benchmark parameters are completely the same as the benchmark used for measuring NFQ and LSTD regression performances 25 different experiments have been done. It was obtained that QLRNN needs averagely 23 episodes to learn a successful policy that keeps the pole balanced for more than 300 seconds. Mean and standard deviation of successful results are shown in Tab. I. It was presented by Lagoudakis and Parr [15] , LSPI can balance the pole about 285 seconds after 1000 episodes. Q learning with experience replay, suggested in the same paper, requires averagely 700 episodes to learn a successful policy. It was reported by Riedmiller NFQ algorithm needs averagely 200 episodes to find a successful policy [17] . However, each episode was repeated over the network 50 times to train with backpropagation. In this case, training of the network takes 10000 passes. Since QLRNN is not a type of backpropagation network. After averagely 23 training episodes are run, neuron organization of the neural network is done and ready to use. The comparison between the performance of algorithms is shown in Tab. II.
Training Lenght for Successful Policy
Episodes Cycles Mean Std. Dev. Mean Std. Dev.
22.840
7.284 289.040 128.723
Tab. I Pole-balancing task results.
Mountain car benchmark
The mountain car problem was firstly defined by Moore [28] . When Singh and Sutton added the problem into "Reinforcement Learning: An Introduction" book [1] , it became more popular. The problem is about a powerless car must overcome a hill. Since the gravity is stronger than the car's engine; the car can not speed up and reach the peak. The car is settled on a valley and must learn to keep potential energy by driving up the opposite hill. After that, the car becomes able to reach the peak of the rightmost hill. Tab. II Pole-balancing task results.
There are two parameters associated with the problem: V is the velocity of the car and P is the position of the car. Value range of the parameters are V (−2.5, +2.5) and P (−1.0, 0.7) for V and P respectively. There exist two different actions −4 and +4 which change position and velocity of the car according to Eqs. 10 and 11. All parameters in the equations are kept the same with NFQ test benchmark. In the case of a failure, the episode 5is terminated and rewarded by −1. This occurs when the position of the car calculated less than −1.0. Otherwise, each step is rewarded by −1 unless reaching the goal state
At the initial condition, a position is chosen randomly and velocity is set to 0. When the position becomes higher than 0.7, the episode is terminated with a reward of 0. 
Results
State-action space was defined in the size of (17 · 10 · 2). 17 different interval for the position parameter and 10 different intervals for the velocity parameter were determined. The maximum number of pattern nodes become 396 for 2 discrete actions. Some of the nodes were not created because of unvisited or irrational state-action pairs during the episodes. Therefore the number of nodes in the pattern layer became at most 300. Training episodes start with a random position and zero velocity. The maximum step size of a training episode was limited to 50. After each episode, QLRNN performance was measured with different variance values between 0.001 and 0.5 for random 1000 initial states on the benchmark. α = 0.5 and γ = 1 was set for the Q agent. ε-greedy exploration was chosen as ε = 0.2. All parameters were normalized with min-max normalization with a range of [−11] .
QLRNN was trained and performance of QLRNN was measured with given parameters for 25 times. Test episodes were limited with the maximum number of 300 steps. 500 training episode was used for each experiment. All successful policies were determined. First and best Q-agent policies are shown in Tab. III. Tab. IV Mountain car benchmark results.
First Successful Policy
The Same benchmark was also run with the same parameters given by Dutech et al. [19] . In this experiment 3 different actions (−1, 0, 1) and position range between (−1.1, 0.5) were used. QLRNN was run for 500 training episodes. In this case, QLRNN was able to find a successful policy with 53.05 episodes with a cost of 111.21 averagely. Best policy found by QLRNN had an average cost of 85.47. LEAP is not able to decrease the average cost under 100 within 10000 training episodes. RMAX is able to find a policy with an average cost of 85.59 after more than 1000 training episodes.
Mountain-car benchmark was also run with the same parameters given by Whiteson and Stone [20] . This time 3 different actions (−1, 0, 1) and position range between (−1.2, 0.5) were used. QLRNN was able to find a successful policy with an average of 48.35 episode with an average cost of 116.11. Best policy found by QLRNN had an average cost of 81.24 with 5.52 standard derivation which was near to the optimal cost. NEAT-Q algorithm converges slower and not able to decrease the cost under 100 in the cited paper. LSPI is also able to find nearly the optimal policy, however, LSPI averagely needs 200 episodes to generate a policy with a cost of less than 100 while QLRNN needs averagely just 118 episodes. QLRNN was also able to find an appropriate solution faster than XAI. Comparison of the three algorithms can be seen in Fig. 6 . Cost values of QLRNN were calculated by averaging cost values of the best policy found till the end of the episodes. 
Puddle-world problem
This problem was defined by Sutton [3] . The aim of the task is to move a robot in a continuous 2D area to a goal which is unknown by the robot with minimum cost. The area is defined as [0, 1]
2 . There are two puddles located in the area as shown in Fig. 7 . The axes indicate the position on the 2D world on the figure. QLRNN was trained and performance of QLRNN was measured with given parameters for 20 times. Test episodes were limited with a maximum number of 500 steps. 500 training episode was used for each experiment. All successful policies were determined. Tab. V Puddle world results.
QLRNN was able to find a successful policy which can lead the robot to the goal with an average of 154.75 episodes with an average cost of 42.98. Average best cost result of all trials was 22.86 which is nearly the optimal cost for the benchmark. LEAP algorithm needs more than 1000 episodes to get the average cost under 50. LSPI converges a solution with an average cost of 35.54 after 500 episodes. RMAX can also able to find the optimal solution with an average cost of 22.85 but after 1000 training episodes averagely. XAI converges a solution with an average cost of 30 after more than 1000 training episodes. QLRNN can find a quick appropriate solution and it is also able to find the optimal solution faster than other algorithms for the puddle-world benchmark.
Conclusion
In this paper, a Nadaraya-Watson kernelled regression method with GRNN topology is adapted to Q learning algorithm to generalize the value function and to generate a successful action selection policy. Along the methodology, a roadmap is also given about how to organize the pattern layer of the instance based working network. The high efficiency of regression is obtained by the utilization of GRNN inherited network topology. On the other hand, the main drawbacks of GRNN are also contained by QLRNN. These are mainly problematic of the selection of the efficient variance value for the corresponding data set and relatively high throughput time for a new data due to the complex calculation. Estimated time consumption is decreased by limiting the number of pattern layer nodes of the QLRNN.
Under a limited number of pattern layer neurons, QLRNN is also effective with real-time learning. It is formed while Q agent is running on the environment with a predetermined policy. After that its performance is tested on the same problem directly. QLRNN does not require an extra training time due to its instance based structure. In error-minimizing networks, a bunch of episodes must be stored as training data and then they must be passed through the network for many epochs. If the learning process is unsuccessful, a new or bigger data set must be tried for the network. In contrast, QLRNN evolution process can be done by growing the states kept in pattern layer. After a number of episodes used for establishing QLRNN, additional episodes can also be used for improving the performance of the network. Through this work, QLRNN is applied to solve popular problems of reinforcement learning that are mountain car, pole balance, and puddle-world problems. Regression performance of QLRNN is compared with that of LSPI, NFQ, XAI, LEAP, RMAX, NEAT-Q algorithms on the test benches. QLRNN learns faster than other algorithms on selected problems. Comparisons are done by considering the number of learning steps. In mountain car problem the learning is accelerated more than 2 times against NFQ algorithm. QLRNN learns much faster and more efficient than LEAP, NEAT-Q, and RMAX on the same problem. While LSPI and XAI are able to find better policies over the long run, QLRNN is able to find an appropriate policy much faster than them on the mountain-car benchmark. In pole balance problem QLRNN is faster approximately 30 times than LSPI and it is also faster approximately 4 times than NFQ. In the puddle-world benchmark, QLRNN's performance and efficiency are much better than all compared algorithms. These test results prove the efficiency and show the importance of the proposed network.
