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Introduction
Social scientists often face the problem of nonresponse when analysing survey data. Not only is it common for individuals to fail to participate in a survey at all, either because of refusal or non-contact, leading to 'unit-nonresponse', but it is also common for values of specific variables to be missing, i.e. 'item-nonresponse', for example because respondents may regard questions about income or beliefs as unduly intrusive. A wide range of statistical methods have been developed to deal with nonresponse, but the choice between these methods can application and the purpose of the analysis, as illustrated in an example from the social sciences.
The article is structured as follows. Definitions and basic assumptions about missing data patterns are introduced in section 2. In section 3, various imputation methods of relevance to social science applications are reviewed. A case study is discussed in section 4. Some concluding remarks are made in section 5.
Notation and Typology of Item-Nonresponse
Item-nonresponse in surveys occurs primarily if the sample member refuses to answer a question or does not know the answer. Different types of itemnonresponse can be distinguished. The missing-data pattern can be univariate, meaning that the missing values only occur in a single response variable, or multivariate, when the missing values occur in more than one variable, as illustrated in Figure 1 . Since the most appropriate choice of imputation method may depend on the underlying missing data pattern it is important to investigate the missing data structure and possible reasons for nonresponse.
[ Figure 1 about here]
To describe these different types of missingness more formally and to facilitate the discussion the following notation is introduced. 
, as illustrated in Figure 1 (ii).
One problem with missing data is that it is usually not known how the nonresponse for each variable is generated, i.e. the distribution ( | ) f R X , referred to as the nonresponse mechanism, where f denotes the probability density function, is unknown. It is usually necessary to make assumptions about this distribution (Rubin, 1987) , which often cannot be verified.
One simple assumption is that the data are missing completely at random (MCAR), 
Imputation Methods
Imputation is a method to fill in missing data with plausible values to produce a complete data set, such that procedures used for analysing complete data may be applied. The main reason for carrying out imputation is to reduce nonresponse bias, which occurs because the distribution of the missing values, assuming it was known, generally differs from the distribution of the observed items. Rather than deleting cases that are subject to item-nonresponse the sample size is maintained resulting in a potentially higher efficiency than for case deletion. Deterministic imputation methods produce the same imputed value for units with the same characteristics, whereas random imputation methods may produce a different imputed value for each case. Usually, imputation makes use of a number of auxiliary variables that are statistically related to the variable in which itemnonresponse occurs by means of an imputation model (Lessler and Kalsbeek, 1992 Another potential disadvantage of such a parametric approach is its sensitivity to model misspecification. If the regression model is not a good fit the predictive power of the model might be poor (Schenker and Taylor, 1996) , which is of concern since the method strongly relies on the estimation of suitable predicted values.
Hot Deck Imputation Methods
Many approaches have been developed that assign the value from a unit with an observed item, the donor, to a unit with a missing value on that item, the recipient. Such imputation methods are referred to as hot deck methods, replacing the missing value jk x with the imputed value
for some donor respondent i ′ for whom (Rubin, 1987) . For a hot deck method to work well a reasonably large sample size may be required.
Nearest-Neighbour and Predictive Mean Matching Imputation
Nearest-neighbour imputation is a hot deck method where the donor is selected by minimising a distance defined as a function of auxiliary variables (Lessler and Kalsbeek, 1992) . The observed unit with the smallest distance to the nonrespondent unit is identified and its value is substituted for the missing item.
Predictive mean matching imputation extends the idea of nearest neighbour imputation
by incorporating the imputation model outlined in section 3.1 (Heitjan and Little, 1991; Little, 1988) . In its simplest form it is nearest neighbour imputation where the distance is defined based on the predicted values of ik x from an imputation model, denoted ˆi k x . Randomisation can be introduced by defining a set of values that are closest to the predicted value and choosing one value out of that set at random for imputation (Little, 1988; Schenker and Taylor, 1996 The method of predictive mean matching is an example of a composite method, combining elements of regression, nearest-neighbour and hot deck imputation.
Since it is a semi-parametric method, which makes use of the imputation model but does not fully rely on it, it is assumed or suggested by some authors to be less sensitive to misspecifications of the underlying model than, for example, regression imputation (Schenker and Taylor, 1996).
Repeated Imputation: Multiple and Fractional Imputation
Instead of imputing one value for each missing item repeated imputation may be used, in the sense that M , for example 
Multiple Imputation
The basic idea of multiple imputation is as follows: impute the missing values using an appropriate imputation model that incorporates random imputation, repeat this M times, carry out the analysis of interest in each of the M resulting datasets and combine the estimates using Rubin's rules (Rubin, 1987) . A combined estimate of θ is obtained as the average of the complete-data point 
Fractional Imputation
Under fractional imputation the estimator ˆ. θ can be expressed in the same way as under multiple imputation in ( In this application, the parameter θ , a function of the distribution of iK x in the population of employees U , may be expressed as the proportion of employees earning below a certain pay threshold y , such as the National Minimum Wage.
The parameter can then be expressed as 
Imputation Approaches for LFS Application
Methods such as mean imputation do not seem suitable for this application, when applied to LFS data can be seen in Table 1 [ Table 1 about here] 
Conclusions
Based on an example from the social sciences the paper illustrates basic 
