Abstract. Differentials are introduced to the method of generating functions for generalized power series with exponents in a totally ordered Abelian group. Logarithmic analogue of cohomology residues is defined to equate coefficients.
Introduction
The goal of this paper is to provide an algebraic framework for a combinatorial phenomenon arising from a resemblance of variables changes. It is motivated by a well-known formula of Jacobi [13] stated and generalized in this paper as Theorem 4.7 in its modern guise. Our central idea is to find a new notion of differential and a generalization of variable, with which Jacobians appear naturally. To obtain combinatorial information from this algebraic framework, we define an analogue of cohomology residue map [9] . The new residue map also fits our philosophy that a residue comes from a differential. Another recent interpretation of Jacobi's formula can be found in [16] , where differentials are lacking.
To gain a perspective of this paper, it is helpful to look at the method of generating functions whose foundation is built up by rings of formal power series and the operation of equating coefficients. While elegant and easy to implement, the effect of variable changes is not clear in the method without the notion of Kähler differentials. For instance, the role of the Jacobian occurring in a variables change is not transparent. The situation can be improved by meromorphic differentials, with which contour integrations give an alternative way to take coefficients [5] . In the analytic procedure of the method of generating functions, extra attentions are paid to conditions without combinatorial significance such as convergence of sequences and paths for integrations.
Removing unnecessary analytic constraints, the author arrives at certain cohomology classes of separated differentials [9] . The process of integration is replaced by cohomology residue maps, which play a significant role in Grothendieck duality theory. Our new algebraic framework is supported by the fact that formal power series rings are in fact a notion free from variables. From this point of view, Lagrange inversion formulae are simply a phenomenon of variables changes [10] ; and pairs of inverse relations are a phenomenon of Schauder bases changes [12] . The cohomology residues come in as an amenable tool for realizing these phenomena.
The formalism of cohomology residues is simple. For instance, res ΦdX 1 ∧ · · · ∧ dX n X 1 , · · · , X n = the constant term of Φ for a power series Φ ∈ κ[[X 1 , · · · , X n ]] with coefficients in a field κ. Although working well on wide range of problems in combinatorial analysis [11] , a variable change from X i to X
−1 i
is not available. In this paper, we work on a field κ[[e G ]] of generalized power series with exponents in a totally ordered Abelian group G and coefficients in κ (see Section 2 for a review). The notion of variables is extended to include their inverses. The logarithmic analogue
of residues is defined, even for a field of positive characteristic. The framework consists of differentials (Section 3), parameters, generalized fractions and residue maps (Section 4). The useful Jacobi's formula (Theorem 4.7) and Dyson's conjecture (Section 5) are in fact a phenomenon of parameters changes. These interpretations are seen naturally in our framework.
Generalized power series
We recall the definition and basic properties of generalized power series. For details of proofs, the reader is referred to [14, Chapter 13, §2] . Generalized power series are called Malcev-Neumann series in [16] . See [1, 2] for historical remarks on choices of these names.
Let G be an Abelian group and κ be a field, whose elements are called scalars. Recall that a subset A of G is well-ordered if every non-empty subset of A has a smallest element. Lemma 2.2. Let I 1 , · · · , I n be well-ordered subsets of G and g ∈ G. The equation Let Φ = a g e g be a generalized power series. There are no strictly decreasing infinite sequences in supp Φ. If Φ is positive, for a fixed g ∈ G, there are only finitely many i such that
Given scalars c i , we can define a generalized power series c 0 + c 1 
If the characteristic of κ is zero, we define
A non-zero generalized power series Ψ can be factorized uniquely as
where a is a scalar,Ψ is a positive generalized power series and Y = e g for some g ∈ G. Indeed, g is the smallest element of supp Ψ, a is the κ-coefficient of Ψ at e g andΨ = a −1 e −g Ψ − 1. We call a the leading κ-coefficient of Ψ. In this paper, the factorization of a non-zero generalized power series refers to the representation of the above form. Ψ is invertible with the inverse a 
Let H be a subgroup of G with the induced order. In the rest of this paper, we assume that the quotient group G/H is a free Abelian group of rank n. In other words, there exist u 1 , · · · , u n ∈ G such that every element in G can be written uniquely as h + s 1 u 1 + · · · + s n u n with h ∈ H and s i ∈ Z. We say also that G is generated freely by H and u 1 , · · · , u n . 
Definition 2.6 (variable
3. Differentials
given by
Definition 3.2 (compatibility with partial derivations
). Let Y 1 , · · · , Y n be a set of variables of κ[[e G ]] over κ[[e H ]]. A κ[[e H ]]-derivation D on κ[[e G ]] is compatible with partial derivations ∂/∂Y 1 , · · · , ∂/∂Y n , if (2) D(Φ) = n i=1 ∂Φ ∂Y i D(Y i ) for any Φ ∈ κ[[e G ]]
. D is compatible with partial derivations if it is compatible with
A partial derivation is compatible with partial derivations.
Note that the matrix (t ij ) is the inverse of (s ij ). To show that ∂/∂X j is compatible with partial derivations, we check first the relation (2) for Φ = X k :
For the general case, it suffices to prove that the coefficients of both sides of (2) at any fixed g ∈ G are the same. Since the coefficients involve only finitely many
]-coefficients at monomials in X 1 , · · · , X n , the general case is reduced to the special case that Φ equals to a finite sum of elements of the form ϕX
. From the defining properties of derivations, the special case is further reduced to the case Φ = X k that we just proved.
Proposition 3.4 (criterion of compatibility
. The proposition follows from the straightforward computations: Let Φ be a positive generalized power series and c i be scalars. For the special case that there are only finitely many non-zero c i , clearly
Proposition 3.6 (existence of differentials). The vector space of differentials of G over H exists (with our assumption that G/H is free of rank n). The differentials
For arbitrary c i , note that the κ-coefficients of the generalized power series on both sides of the above equation at any g ∈ G involve only finitely many c i . By reduction to the special case, we see that the above equation always holds. In
, if the characteristic of κ is zero. Even though logarithmic functions are not defined for a field with positive characteristic, we still use the notation dlog Φ := dΦ Φ for a non-zero generalized power series Φ with coefficients in an arbitrary field. The operator dlog transforms the multiplication of non-zero generalized power series to an addition:
, we define their Jacobian with respect to X 1 , · · · , X n to be
One is often interested in the κ[[e H ]]-coefficient of
at X −1 with the conventions Φ := Φ 1 · · · Φ n and X := X 1 · · · X n . Since a Jacobian appears in the generalized power series, it is more natural to work on the nth 
Proof. The proposition is equivalent to that the κ-coefficient c h of dΦ/Φ i at e h dlog X is zero for any h ∈ H. Since c h involves only finitely many non-zero κ-coefficients of Φ i , we may assume that Φ 1 , · · · , Φ n has only finitely many non-zero κ-coefficients
So we may assume that κ = Q(T 1 , · · · , T m ). In particular, κ has characteristic zero. Following the idea of [3, Section 1], we treat first the special case that all i are zero. The derivation d is κ-linear, so we may assume furthermore that Φ i has only one non-zero κ-coefficient, that is,
for some a i ∈ κ, h i ∈ H and s ij ∈ Z. Under these assumptions,
In order to have non-zero coefficients, det s ij can not vanish in κ. But this would imply that the power of some X i in the right hand side of the above equation is not −1. Hence the κ[[e H ]]-coefficient of dΦ/Φ i at dlog X is zero. For the general case, we may assume that i = 1 for greater than some fixed j and i = 1 for ≤ j. Since the characteristic of κ is assumed to be zero, 1 − i is invertible in κ for ≤ j. The general case is reduced to the special case from the following straightforward computation.
Proposition 3.8 (determinant of exponents). Let X 1 , · · · , X n be a set of variables and Φ 1 , · · · , Φ n be non-zero generalized power series with the factorizations
Proof. As the proof of Proposition 3.7, we may assume that κ has characteristic zero. The element log(1 +Φ i ) can be defined, with which
By Proposition 3.7, the κ[[e
which is clearly det s ij .
We would like to define a map independent of the choice of variables with the effect of taking κ [ 3 ∧· · ·∧dX n is −1. In the next section, we will introduce parameters and generalized fractions to achieve our goal.
Residues
Recall that G is a totally ordered Abelian group generated freely by a subgroup H and n elements. Definition 4.1 (multiplicity). Let Φ be a non-zero generalized power series with the factorization Φ = aY (1 +Φ). The multiplicities of Φ with respect to a set of variables
Definition 4.2 (parameter). Non-zero generalized power series Φ 1 , · · · , Φ n form a system of parameters (or simply parameters) of κ[[e G ]] over κ[[e H ]] if the determinant of their multiplicities (with respect to a set of variables) is not zero in κ.
The definition is independent of the choice of variables. The determinant of the multiplicities of a system of parameters is not zero in Z. 
Proof. Since ∧ n Ω G/H has dimension one, we need to check that dlog Φ = 0. Let X 1 , · · · , X n be variables. Replacing X i by its inverse if log X i < 0, we may assume that log X i > 0 for all i. With the factorizations
. Note that, from our convention of positivity ofΦ i , the support of Ψ consists of only elements greater than − log X. Since Φ 1 , · · · , Φ n are parameters, the leading coefficient det s ij of Ψ + (det s ij )X −1 is not zero. Therefore dlog Φ = 0.
Let V be a κ[[e
G ]]-vector space. In the set
we define an equivalence relation:
where s ij (resp. t ij ) are multiplicities of Φ i (resp. Ψ i ) with respect to a set of variables
The equivalence relation is independent of the choices of variables.
Definition 4.4 (generalized fraction). A generalized fraction
α log Φ := α log Φ 1 , · · · , log Φ n is the equivalence class containing (α, Φ 1 , · · · , Φ n ). We
call α the numerator of the generalized fraction. The set of generalized fractions with numerators in V is denoted by H(V ).
We choose the notation H(V ), because it might relate to some cohomology object as the case of the theory of local cohomology residues for formal power series rings.
Definition 4.5 (residue).
. We define the residue map
with respect to X 1 , · · · , X n by
where
Proposition 4.6 (invariance of residues). res X1,··· ,Xn = res Y1,··· ,Yn for any two sets of variables
Proof.
only finitely many ϕ i1,··· ,in , so we may assume that only finitely many ϕ i1,··· ,in are not zero. From linearity, we may assume furthermore that
The theorem in such a special case was proved in Propositions 3.7 and 3.8.
Another interpretation and generalization of Jacobi's formula in characteristic zero can be found in [16, Theorem 3.7] . While [16] investigates the interplay of two fields, we work on one vector space of differentials. In our approach, combinatorial information appears naturally through a residue map with Jacobians resulted from parameters changes. In [16] , Jacobi's formula is called a residue theorem. However, residue theorem usually refers to Cauchy's theorem, which counts residues of a meromorphic function in a region. As a global result relating the poles of a meromorphic function, Cauchy's residue theorem is considered in a very general context by Grothendieck in algebraic geometry. Jacobi's formula, exploring parameters changes of one point, is merely a local property! Formulae of the Lagrange inversion type can be studied in the field of generalized power series. Along this direction, one needs to know whether or not every generalized power series can be represented by a system of parameters and in what sense a representation is unique. Let
The following uniqueness property is obvious: If
Definition 4.8 (regular parameter). A system of parameters
Clearly, variables are regular parameters. 
Proposition 4.9 (characterization of regularity
Assume that the determinant of their multiplicities is invertible in Z. This assumption is equivalent to that Y 1 , · · · , Y n are variables. We need to find the κ-coefficient a g of a generalized power series
n at e g for each g ∈ G to represent a given generalized power series Ψ = b g e g . Let
iA be the sum of i copies of A for i > 0, and 0A := {0}. The well-ordered setĀ :
Let B be a well-ordered set containing supp Ψ. If g ∈Ā + B, we define a g = 0. For g ∈Ā + B, we consider the equation x+y = g subject to the constraints x ∈Ā+B and y ∈ supp(1+Φ 1 ) i1 · · · (1+Φ n ) in , where i 1 , · · · , i n are integers satisfy x = h+i 1 log Y 1 +· · ·+i n log Y n for some h ∈ H. By Lemma 2.2, the equation with the constraints has finitely many solutions. If (x, y) = (g, 0) is the only solution, for instance if g is the smallest element ofĀ + B, we define a g := b g . If it has other solutions, say (g 11 , g 21 ), ... , (g 1m , g 2m ) besides (g, 0), we would like to define
inductively in terms of a g 1 , where
To see the inductive process working, we observe that g 1 < g, since g 2 > 0. Moreover, if the equation x + y = g := g 1 subject to the constraints above has only one solution, a g 1 has been defined. Let (g (2) 11 , g (2) 21 ), (g (2) 12 , g (2) 22 ), (g (2) 13 , g (2) 23 ) ... be solutions of other equations if any. We repeat the process for the equations
with the same constraints. If these equations have more than one solution, we continue the process. The process has to stopped in finitely many steps, since the elements g
1 obtained are contained inĀ+B, which consists of no strictly decreasing infinite sequences. Therefore a g is defined. From the construction, Ψ is represented by Φ 1 , · · · , Φ n with ϕ i1,··· ,in , where
Assume that there are two representations
In the above process, we may take B = supp Ψ ∪ supp Ψ 1 ∪ supp Ψ 2 , which contains both supp Ψ 1 and supp Ψ 2 . As a g is determined by b g for g ∈Ā + B, the representations must be the same. Now we assume that Φ 1 , · · · , Φ n are regular parameters. Let X 1 , · · · , X n be a set of variables. There exist Ψ = ϕ
for some h ∈ H and i 1 , · · · , i n ∈ Z. Therefore the determinant of the multiplicities of Φ 1 , · · · , Φ n is invertible in Z.
The theme of Lagrange inversions in the context of generalized power series is the interrelations between two systems of regular parameters. Let Φ 1 , · · · , Φ n be a system of regular parameters represented by another system of regular parameters
Properties of generalized fraction and residues can be used to compute the coefficient in terms of κ [ 
Dyson's conjecture
Let a 1 , · · · , a n be non-negative integers. Dyson's conjecture [4] that the constant term of 1≤i =j≤n
was confirmed by Wilson [15] and Gunson [6] independently of each other. We interpret two known proofs of the Dyson's conjecture in terms of generalized power series with coefficients in Q and exponents in Z n , which has a total order compatible with the group structure (for instance, the lexicographic order). Let
]. In the first proof, we assume that the variables satisfy log
Wilson's proof to the Dyson's conjecture is based on the parameters X 1 , Φ 2 , · · · , Φ n , whose multiplicities with respect to
Wilson's computation [15, Proof of Lemma 3] carried over to our context shows By Theorem 4.7, the constant term of Ψ(X 1 , Φ 2 , · · · , Φ n ) is the same as that of
which is c −1 a 1 + · · · + a n a 1 a 2 + · · · + a n a 2 , · · · , a n = c −1 (a 1 + · · · + a n )! a 1 ! · · · a n ! occurring when k = a 2 + · · · + a n . Now Dyson's conjecture for the trivial case a 0 = · · · = a n = 0 shows c = 1.
In the second proof, we assume that log X 1 < · · · < log X n . Following Egorychev Applying the derivation, we obtain
. Exterior products of the above elements give rise to
Since
the combinatorial number n!(n − 1)/2 is exactly compensated in the identity dlog Υ = n!(n − 1) 2 dlog X.
As [16] , we condiser Ψ(
we need to show res Ψ(Υ) dlog X log X = (a 1 + · · · + a n )! a 1 ! · · · a n ! .
This is a special case of Theorem 4.7, since Ψ(Υ) dlog X log X = Ψ(Υ) dlog Υ log Υ and the constant term of Ψ(X 1 , · · · , X n ) is (a 1 + · · · + a n )!/(a 1 ! · · · a n !). One more proof by local cohomology residues is available. See [11, Identity 14] .
