Light Detection and Ranging (LiDAR) data are widely used for high-resolution land cover mapping, which can provide very valuable information about the height of the surveyed area for the discrimination of classes. In order to utilize the advantages of deep models for the classification of LiDAR-derived features, a new classification algorithm combined Octave Convolution (OctConv) with Capsule Network (CapsNet), is proposed here to hierarchically extract robust and discriminant features of the input data, called as OctConv-CapsNet. In the proposed approach, CapsNet captures the spatial information of the data, and OctConv processes separately for high-and low-frequency feature. OctConv is embedded in the primary capsule layer of CapsNet so that the proposed approach can make the most of both the spatial information and the high-and low-frequency information simultaneously. The proposed framework performs experiments on two LiDAR-DSM datasets (i.e. Bayview Park and Recology datasets). The results show that, compared with the traditional deep convolution model, OctConv-CapsNet can improve the classification accuracy of LiDAR-DSM data, and when the number of training samples of the experiment is 800, the classification accuracies reached 96.12% and 96.79% on Bayview Park and Recology datasets, respectively. INDEX TERMS Classification, light detection and ranging (LiDAR), capsule network, octave convolution, deep learning.
I. INTRODUCTION
LiDAR is a remote sensing technology that has been widely used in many fields, e.g. canopy cover estimations [1] , doppler measurements [2] , oceanological monitoring of fishing areas [3] , city planning and disaster management [4] . The data collected by LiDAR system could be processed into the LiDAR-digital surface model (DSM) [5] . This paper focuses on the classification of LiDAR-DSM data. DSM contains not only Digital Elevation Model (DEM) information but also all the objects lying on the Earth's surface [6] . The elevation information helps to classify different objects of with different heights, such as trees, buildings and so on. LiDAR has been shown to be a very useful tool for classification purposes [7] - [11] .
In the literature, many techniques have been developed for LiDAR data classification purposes. Among various supervised classification approached, k-nearest-neighbor, and
The associate editor coordinating the review of this manuscript and approving it for publication was Wenming Cao . support vector machine (SVM) have demonstrated acceptable performance. Nima et al. [12] used SVM to classify singlereturn points of the airbone LiDAR and achieved an overall accuracy of 94.3% [12] . Perdram and Hofle [13] proposed a method that combined extended multiextinction profiles and a composite kernel support vector machine to classify LiDAR data [13] . Mahdi et al. [14] integrated multiple features extracted from LiDAR data and Hyperspectral image, and then used MLR sub classifiers to complete classification task [14] . Marpu and Martinez [15] proposed an object-based fusion of hyperspectral and LiDAR data to classify urban areas [15] . Xiran and Li [16] proposed a geographic objectbased image analysis approach to enable semiautomatic land classification and mapping by using LiDAR elevation and intensity data. [16] Recently, deep learning-based methods have aroused wide attention for their capability to extract high-level features, and the convolutional neural network (CNN) is coming into the mainstream for image analysis. CNNs have shown its great superiority in various image processing, e.g. optical VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ images [17] , medical images [18] , [19] , synthetic aperture radar (SAR) images [20] , etc. Therefore, researchers begin to apply deep learning methods to the classification task of LiDAR data. Wang et al. [21] investigated morphological profiles and multi-attribute profiles to enrich the input of CNN for improving the ultimate classification performance of LiDAR data [21] . Salman and Yüksel [22] used AlexNet as a filter combined with morphological profiles to classify LiDAR data and achieved the best results among the competing methods [22] . Wang et al. [23] proposed a model named STN-DenseNet and improved the accuracy of LiDAR data classification [23] . Zhang et al. [24] integrated hidden layers of the deep CNN and applied image-to-image CNN in Hyperspectral and LiDAR data classification task [24] . The research work above confirm the feasibility of CNN to deal with the classification task of the LiDAR data. Since the traditional CNNs use neurons as the unit for processing data, each neuron can only recognize one pattern. So traditional CNNs are insensitive to the direction and position information of the image. To overcome this shortcoming of CNN, Sabour et al. [25] proposed a new network, named Capsule Network (CapsNet) [25] . CapsNet shows good feature representation and robustness due to the use of capsules as a unit for data processing in its inner hierarchical structure.
Anupama et al. [26] introduced CapsNet into the breast cancer classification task and obtained the best results compared to different CNN architectures [26] . Nguyen et al. [27] combined VGG with CapsNet to detect various kinds of forged images and videos [27] . Gumusbas and Yildirim [28] used CapsNet in the signature identification task [28] . Ha and Jeong [29] proposed a novel method based on CapsNet to classify two-class motor imagery signals [29] . Sreelakshmi et al. [30] used CapsNet to detect the separation of plastic and non-plastic solid waste [30] . Yao et al. [31] utilized CapsNet to eliminate the process of manually selecting traffic features in the context of traffic classification [31] . Although CapsNet can better capture the spatial location characteristics of the images, the ability to capture the total features of the images remains to be improved due to the fact that only a simple convolutional layer is used to capture the features in its network structure.
Octave Convolution was proposed by Yunpeng Chen in 2019. It is formulated as a plug-and-play convolutional unit that stores and processes feature maps according to frequency information distribution [32] . The traditional CNN captures and processes the high-and low-frequency information of the image without difference, which increases the redundancy of the image in some degree. Unlike the traditional CNN, OctConv processes the high-and low-frequency information separately and has its advantage in image classification tasks.
In order to extract both the spatial information and frequency information of LiDAR data efficiently, a new approach called OctConv-CapsNet that combines OctConv with CapsNet is proposed in this paper. OctConv is embedded in the primary capsule layer of CapsNet to play the role of feature extractor, while the resulting feature maps will be put into the PrimaryCaps of the CapsNet. And the experimental results indicate that the OctConv-CapsNet obtained better classification accuracy for LiDAR data.
II. BACKGROUND INTRODUCTION A. CAPSULE NETWORK
A capsule consists of a group of neurons that contain all the information about the various properties of a particular pattern presented in the image. Therefore, the input and output of the capsules are vectors that contain characteristic information of each property. Compared to traditional CNNs, which can only output scalars, the ability to capture information such as direction and position is stronger by capsule network.
In the traditional CNNs, the parameters transfer between the two convolutional layers is performed by pooling layer, which selects the information to be propagated backwards. CapsNet avoids this loss by using dynamic routing to update the parameters of the network. Dynamic routing makes data propagation between the PrimaryCaps and the DigitCaps by a particular routing agreement. The routing agreement requires routing based on the distance between the output vectors and the input vectors of each capsule [25] . CNNs can translate information about good weight values acquired at one position in an image to other positions by using translated replicas of learned feature detectors.
The structure of CapsNet is shown in Figure 1 . The convolutional layer before the PrimaryCaps is designed to capture the characters of the input data, and there are two network structures of ''Conv-BN-ReLU'' in the convolutional layer to achieve this goal in this paper. Then the PrimaryCaps convolve the output feature maps of the convolutional layer and transfer the resulting scalars into capsules. There is a structure of ''Conv-BN-Swish'' designed in the PrimaryCaps layer, and then follows the reshape layer and the output layer. Swish [33] is a kind of activation function shown in (1) and improved by the classic activation function Sigmod. Sigmod function is shown in (2) . The parameter β is adjustable and set to 1.0 in the LiDAR data classification task.
In the process of dynamic routing, a non-linear function named ''squashing'' is used to obtain the output vector v which is shown in (3) [25] . The part s j 2 / (1+ s j 2 ) in the squashing function is actually a weight value that measures the length of the input s j . And this ensures that the bigger the norm of input vectors are, the closer v j and s j are. When the input vector s j is too small and even approaches 0, the output vector v j and s j will be almost unrelated. The remaining part s j / s j represents the direction of s j , so that the vector's direction will be preserved.
where v j is the output vector of the j-th capsule and represents the weighted sum of all the input vectors u i , the weight matrix W ij of which is obtained by dynamic routing. c ij is the coupling coefficient of s j and W ij u ij , representing the probability of b ij . b ij is initialized to be the same at the beginning and is updated during the dynamic routing. The traditional CNNs use the softmax function to obtain the classification results in the output layer. Each capsule that consists of v ij in the DigitCaps layer represents one class. The length of v ij represents the existence of the corresponding pattern. Therefore, CapsNet uses the length of the output vectors to determine the final classification results in the output layer. The length of the output vector is computed by Euclidean distance.
For digital images, the frequency magnitude represents the severity of the signal change. The high-frequency part often refers to the edge and the noise signal in the image, and the low-frequency part contains the contour of the object and the background information in the image. The feature maps are considered to have a corresponding frequency domain map in OctConv. Octave convolution operation stores and processes feature maps that vary spatially ''slower'' at a lower spatial resolution while reducing memory and computation cost [32] . OctConv processes low-frequency information with corresponding (low-frequency) convolutions and effectively enlarges the receptive field in the original pixel space and thus can improve recognition performance.
Obviously, there is a large amount of redundancy in lowfrequency signals. To reduce this redundancy, all the feature maps are factorized into groups X H and X L according to parameters α in and α out . α in refers to the proportion of input low-frequency feature maps, while α out refers to the proportion of output low-frequency feature maps. Both of them vary in [0,1]. In the proposed method, α in and α out are both set to α.
The structure of OctConv is shown in Figure 2 . The output Y H and Y L come from two ways. Data update in the branch and exchange between two branches. To achieve the exchange of information between two branches, the high-frequency feature map tensors are pooled to low-frequency tensors and grouped with the low-frequency feature map tensors. Similarly, the low-frequency feature map tensors are upsampled to high-frequency ones and grouped with the low-frequency feature map tensors.
In order to complete the convolution operation, the convolution kernel is also spilt into two groups W H and W L , which are responsible for convolving X H and X L respectively [32] . W H and W L are also composed of two components:
, which ensures X H →H and X L→H (X L→L and X H →L ) could be convolved differently. W H →H and W L→H are the kernels of the traditional convolution. The OctConv Kernel is shown in Figure 3 .
There are one initial octave convolution block, two normal octave convolution blocks and one final octave convolution block designed in the OctConv. The initial octave convolution block separates the feature map tensors into X H and X L firstly. In the normal octave convolution blocks, the feature maps are processed separately in frequency domain. In the final OctConv, Y H and Y L are contacted into one branch as the output of the whole OctConv network.
III. OctConv-CapsNet FOR LiDAR DATA CLASSIFICATION
The aim of the present work is to classify LiDAR data with high accuracy and good robustness. To achieve this goal, a new network combined CapsNet with OctConv is proposed, called as OctConv-CapsNet. CapsNet works as the subject frame of OctConv-CapsNet, and OctConv strengthens the feature extraction ability of OctConv-CapsNet. The structure of OctConv-CapsNet is shown in Figure 4 . There are mainly three layers in OctConv-CapsNet, one convolutional layer (Conv layer), one PrimaryCaps layer with four OctConv blocks embedded and a DigitCpas layer. And the OctConv block consists of an Initial OctConv, two normal OctConv blocks and a final OctConv.
The input data is extracted in patches. After applying normalization, the extracted patches with size of 32 are convolved by the convolutional layer firstly. In the convolutional layer, there are two designed blocks of ''Conv-BN-ReLU'', in which the convolution kernel is set to 3 × 3. The resulting feature maps of the convolutional layer are put into the Prima-ryCaps Layer. The convolution operation in the PrimaryCaps is replaced by OctConv. The feature maps are divided highand low-frequency branch firstly by initial OctConv, where the parameter α is set to 0.2. The Average Pooling is used to extract the low-frequency information of the feature maps. Therefore, as long as the feature map with a proportion of α is average pooled, the high-and low-frequency feature maps can be divided.
In the Initial OctConv layer, 20% of the feature maps will be pooled and processed as low-frequency feature maps, and the remaining feature maps are divided into high-and lowfrequency branches, too. In the two normal octave convolutions, the high-and low-frequency branches will be separated into other two branches according to α, which is set to 0.5. And the low-frequency feature maps that extracted from the high-frequency branch are up-sampled and then merged into the new high-frequency branch, which accomplishes information exchange between the high-and low-frequency branches. Finally, the high-and low-frequency branches are contacted into one branch by the final OctConv to give the output feature maps of the whole OctConv block.
In both the normal ocatave convolution blocks and the final octave convolution block, the kernel size of the convolutional layer is set to 3 × 3. The output scalars of OctConv block will be reshaped into vectors and then form the primary capsules. Through the iterations of dynamic routing between PrimaryCaps layer and DigitCaps layer, the weight matrix is updated and then the digit capsules are available. The number of iterations of dynamic routing is set to 3.
The number of the digit capsules represents the number of the classes. There are 7 classes in Bayview Park dataset and 11 in Recology dataset, so the numbers of digit capsules are set to 7 and 11 when training them respectively in the following experiments part. The length of the output of DigitCaps refers the existed patterns. If the length is big, the corresponding pattern will be detected out. Otherwise, if the length is too small and even close to 0, then the network detects that the corresponding pattern doesn't exist. Finally, the classification results are obtained.
The parameters of the neural network model are derived by gradient descent and error back propagation. When the gradient is decreasing, some optimization algorithms are usually used in order to speed up the convergence. The optimizer used in this paper is RMSprop, which is an adaptive learning rate method proposed by Geoff Hinton. The updated parameter θ is obtained by γ and the cumulative mean square value of gradient g. RMSprop uses an exponentially weighted average to correct the swing amplitude so that only the gradient of a given window size in the past will be calculated, enabling it to converge quickly after finding a convex bowl-like structure. 
where x (i) refers to the i-th training data, y (i) refers to the corresponding targets; ε refers to the global learning rate; ρ refers to the decay rate; δ refers to a small constant, which is used to stabilize division by small numbers.
IV. EXPERIMENTAL RESULTS AND ANALYSIS A. DATA DESCRIPTION
This article conducted experiments on two different datasets, Bayview Park and Recology, to evaluate the performance of the proposed classification algorithm based on OctConv-CapsNet. They are the public datasets of the 2012 IEEE International Remote Sensing Image Convergence Competition and collected in the city of San Francisco, CA, USA. The Bayview Park dataset has 300 × 200 pixels, the spatial resolution of 1.8 meters and marks 7 land classes. The Recology dataset consists of 200 × 250 pixels with a spatial resolution of 1.8 meters and contains 11 land classes. The groundtruth values are obtained from the artificial mark, which works as the labels of classes. This paper uses grayscale and false color maps to visualize DSM and groundtruth data, respectively. Figure 5 shows the DSM maps and the groundtruth maps, respectively, for Bayview Park and Recology datasets.
B. EXPERIMENTAL SET-UP
In this section, some general setup configurations are explained in details. All the networks used for experiments are implemented using Keras framework with GPU enabled TensorFlow under the windows as the backend. All the experiments are implemented on a 3.2 GHz CPU with a GTX 1060 GPU graphic card and programmed in Python. For all experiments, this article uses the batch method for network training. The size of each batch is set to 32. It was found that in all comparison experiments, the networks reached stable convergence after training up to 250 epochs. To make sure that all the methods achieve their best classification results, the maximum number of training epoch is set to 300 in this paper, and the early stop method is used to avoid overfitting. The Bayview Park and Recology datasets are randomly divided into training and test datasets, respectively. This reduces the subjective factors of training set division, thereby improving the reliability of the network. Since the elevation information contained in DSM is highly effective on LiDAR data classification, high classification accuracy can be achieved even with few training samples. The total number of samples is 5000 and they are sampled from the original data in random to ensure the credibility of the experiment. Through amounts of experiments, it was found that when the number of training samples is bigger than 400, the proposed method could achieve better classification results. Therefore, the numbers of training set samples are set to 500, 600, 700, and 800. To reduce the calculation, the size of the input data is set to 32 × 32.
In this paper, RMSprop is used as the optimizer. The momentum is set to 0.9, and the initial learning rate for Bayview Park dataset is set to 0.0001 in OctConv-CapsNet, CNN and CapsNet, respectively, and 0.001 in OctConv. The initial learning rate for Recology dataset is set to 0.0005 in all the networks. The random state was set to 20 in the Decision Tree, and the penalty parameter for error terms of the SVM is set to 100. For the experiments on CapsNet and OctConv-CapsNet, the numbers of digit capsules are both equal to the number of classes of interest in the dataset, and it is 7 for Bayview Park dataset and 11 for Recology dataset. The number of routing iterations between the Pri-maryCaps layer and the DigitCaps layer is set to 7 in Cap-sNet and 3 in OctConv-CapsNet. To prove the effectiveness of the proposed approach, the experiment of Wang et al. [23] is cited in this paper. DenseNet with 4 dense blocks and STN-DenseNet are used as comparative experiments here.
To select the optimal α, experiments on a set of α on the structure of OctConv-CapsNet are performed, α ∈ {0.6, 0.5, 0.4, 0.3, 0.2}. The number of training samples is 800 here. When different α are selected, the experimental results of the proposed method on two data sets are shown in the Table 1 . It is clear that with the decrease of α, OA, AA, and Kappa coefficients generally showed an upward trend, and the best classification results were obtained when α is chosen as 0.2. Figure 6 shows the trend line of OA, AA and Kappa with the decreasing of α.
In both OctConv and OctConv-CapsNet, 3 octave convolution blocks are used where the parameter α is set to 0.2, 0.5 and 0.5, respectively. This article uses the overall accuracy (OA), average accuracy (AA), and Kappa coefficient (K) of classification to evaluate the 6 classification models. Kappa coefficient is an index to measure the accuracy of classification and it is calculated based on the confusion matrix. Usually Kappa coefficient is a number in the range of [0,1]. The higher the Kappa coefficient, the higher the classification accuracy.
C. BAYVIEW PARK DATASET
The experiments were performed with the training samples were 500, 600, 700, and 800 respectively. It was found through experiments that when the number of training samples was 800, the classification accuracy of each method was the highest, and the classification accuracy didn't increase obviously when increasing the number of training samples.
Obviously, compared with the traditional classification methods like Decision Tree and SVM, the classification accuracies of the Deep Learning methods have been greatly improved. Due to the dynamic routing mechanism, the classification effect of CapsNet is also improved compared to the traditional CNN. This is because that there are only two convolutional layers in the convolutional block of CapsNet, and its ability to capture features is limited. Because of its separate processing of high-and low-frequency information of the feature maps, OctConv has a stronger feature capture ability than the basic CNN and CapsNet. OctConv-CapsNet combines high-and low-frequency feature maps processing of OctConv and the dynamic routing of CapsNet to obtain a stronger feature expression and classification accuracy.
When the number of training samples is 800, the OA of OctConv-CapsNet reached 96.12%, compared with Oct-Conv, CapsNet, CNN, SVM, and Decision Tree, increased by 2.01%, 4.68%, 6.01%, 17.27% and 17.88% respectively. The improvement in classification accuracy of OctConv-CapsNet confirms the reliability of the proposed method. Figure 7 shows more intuitively the overall classification accuracy of the six methods on Bayview Park dataset as the number of training samples increases. Obviously, OctConv-CapsNet has the best classification results. Table 3 shows the classification accuracy of each class for the six methods in details with the number of training samples is 800. According to Table 3 , it can be seen that OctConv-CapsNet has obtained the best results of 5 classes among 7 classes. The classification accuracy of Building2 is 99.86%, which is comparable to the highest value. The classification accuracy of Seawater also reaches 90.53 %, which is the second highest classification accuracy among the following six methods. OctConv-CapsNet also obtained the highest OA, AA, and K, compared to the other five methods. The OA of OctConv-CapsNet ups to 96.12%. Figure 9 shows the false color maps of the ground truth and the classification results on Bayview Park dataset. As a subjective evaluation indicator, the false color map shows the classification results more intuitively.
D. RECOLOGY DATASET
The classification overall accuracies on Recology dataset are shown in Table 4 . The OctConv-CapsNet obtained the best results. The highest OA was obtained when the number of training samples is 800. The OA of OctConv-CapsNet ups to 96.79%, increased by 1.69%, 4.41%, 4.49%, 18.16% and 20.41%, compared to OctConv, CapsNet, CNN, SVM, and Decision Tree, respectively. From Table 4 and Figure 8 , it is can be seen that the proposed method based on OctConv-CapsNet performs better than other five models.
According to Table 5 , it is clear that OctConv-CapsNet has obtained the best results of 6 classes among 11 classes.
Furthermore, the classification accuracies of OctConv-CapsNet are comparable to other classification methods on Building1, Building3 and Building5, respectively. OctConv-CapsNet also obtained the highest OA, AA, and K, compared to the other five methods. The OA of OctConv-CapsNet reaches to 96.79%. Figure 10 shows the false color maps of the ground truth and the classification results on Recology dataset. These false color maps show intuitively that OctConv-CapsNet obtained the best classification results.
The experimental results on both Bayview Park dataset and Recology dataset confirms the good robustness and universality of OctConv-CapsNet.
The training and testing time as well as the required memory on different methods are important evaluation indexes for LiDAR data classification. As is shown in Table 6 , the number of trainable parameters of the proposed method is moderate in all comparative experiments, as is the model size and training time, but its overall classification accuracy is the highest. Compared with DenseNet and STN-DenseNet, the proposed method saved lots of time and memory, and in the meantime, the classification effect improved.
V. CONCLUSION
In this paper, we have developed a novel efficient strategy for classification of LiDAR data. Our approach effectively integrates Octave Convolution with Capsule Network to improve the classification accuracy of LiDAR data.
The replacement of the convolution of the PrimaryCpas layer in the CapsNet using OctConv has a significant effect on improving the network performance. The octave convolution divides the feature maps into high-and low-frequency feature maps and performs different convolution and upsampling, pooling and other operations on them separately, and finally combines them to enhance the feature expression of the output feature maps. The feature maps are better than the feature maps obtained by traditional convolution operations. Capsules reshaped by such feature maps can also better represent the features of each class after dynamic routing. As a result, future work will be directed toward looking for a more efficient routing algorithm to improve the performance of the dynamic routing between PrimaryCaps layer and DigitCaps layer in CapsNet. Although our experiments have been reported for a data set that has been widely used in the recent literature as part of 2012 IEEE International Remote Sensing Image Convergence Competition, in the future, we will also conduct further experiments using additional LiDAR data and perform comparisons of our approach with regard to other techniques recently presented for LiDAR data. MINHUI WANG was born in Linkou, Mudanjiang, Heilongjiang, China, in 1995. She received the bachelor's degree in aerospace engineering from the Harbin University of Science and Technology, in 2017, where she is currently pursuing the master's degree in electronics and communication engineering. She has published a conference paper and journal article (SCI indexed) in the field of LiDAR research. Her research direction is classification of LiDAR. VOLUME 8, 2020 
