Detection of Hard Exudates in Color Fundus Images of the Human Retina  by JayaKumari, C. & Maruthi, R.
Procedia Engineering 30 (2012) 297 – 302
1877-7058 © 2011 Published by Elsevier Ltd.
doi:10.1016/j.proeng.2012.01.864
Available online at www.sciencedirect.com
 
 
Procedia 
Engineering 
Procedia Engineering  00 (2011) 000–000 
www.elsevier.com/locate/procedia 
 
International Conference on Communication Technology and System Design 2011 
Detection of Hard Exudates in Color Fundus Images of the Human 
Retina 
C.JayaKumaria ,R.Maruthib a* 
 a,bSSN College of Engineering, Chennai,Tamilnadu,India 
  
Abstract 
Diabetic Retinopathy is a progressive ocular disease. The disease may advance from mild to severe non-proliferative diabetic 
retinopathy and it is one of the most significant factors contributing to blindness. Therefore, it is necessary everyone with 
diabetes should get a comprehensive dilated eye exam at least once in a year. In this study, a state-of-art image processing 
techniques to automatically detect the presence of hard exudates in the fundus images are presented. After the contrast adaptive 
histogram equalization as preprocessing stage, contextual clustering algorithms have been applied to segment the exudates. The 
key features are like the standard deviation, mean, intensity, edge strength and compactness of the segmented regions are 
extracted and fed as inputs into Echo State Neural Network (ESNN) to discriminate between the normal and pathological image. 
A total of 50 images have been used to find the exudates out of which 35 images consisting of both normal and abnormal are 
used to train the ESSN and the remaining 15 images are used to test the neural network. Furthermore, it confirms 93.0% 
sensitivity and 100% specificity in terms of exudates based classification.   
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1. Introduction 
 
Diabetic retinopathy is a severe complication of diabetes mellitus and a most important cause of blindness. Early 
recognition and timely management can arrest or reverse the development of the disease and prevent blindness. 
Therefore it will be appropriate that almost all diabetic patients must have their retina in both eyes examined at least 
once a year although they have no visual symptom [1]. Digital image processing techniques can help to extract the 
location and size or the level of abnormalities in retinal images [2,3]. The sample images are shown in the figure 1. 
 
 
                                                 
 
* C.JayaKumaria. Tel.: +91-9884790867. 
E-mail address: jayakumaric@gmail.com. 
Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
298  C. JayaKumari and R. Maruthi / Procedia Engineering 30 (2012) 297 – 302
  C.Jayakumari,R.Maruthi/ Procedia Engineering 00 (2011) 000–000 
       
 
Figure 1 (a) Sample Normal Image (b) Hard Exudates Image 
 
The flow diagram for the identification of hard exudates is depicted in figure 2. 
 
 
Figure 2 Block diagram of Hard Exudates Detection 
 
2. Preprocessing 
 
Pre-processing is a common name for operations with images at the lowest level of abstraction and it is used to 
improve both the quality and accuracy of an image by suppressing the unwanted distortions appearing in the image. 
This enhances some image features that are significant for further processing. Contrast Limited Adaptive histogram 
Equalization (CLAHE) steps are used as preprocessing steps before initiating the detection of hard exudates and the 
result is depicted in figure 3. CLAHE seems to be much more effective at raising local contrast without actually 
blowing up the noise [9]. 
 
   
Figure3 (a) Original image     Normalized Image (b) Original image    Normalized Image 
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3 contextual clustering (CC) 
 
Contextual Clustering (CC) is a technique is used to segment an image into two classes, a background class W0 
(black pixels) and an alternative class W1 (white pixels) using hypothesis testing and simultaneously utilizing 
neighborhood information [4]. The classification can be a one-sided hypothesis test, accepting null hypothesis that 
the pixel belongs to W0 whenever the pixel intensity zi is smaller than a predefined threshold value Tc, and otherwise 
rejecting the null hypothesis and thus classifying pixel to class W1.The formula for contextual clustering is shown as 
equation 1.  
 
       (1) 
3.1 Experimental result – CC 
 
The figure 4 shows the result of contextual clustering algorithm segmentation for hard exudates. 
 
 
 
Figure 4 (a) Input Image         (b) Segmented Image using CC 
4 Post processing 
 
Once the image is segmented each image is represented by the segmented candidates. However, it is necessary to be 
identified in terms of exudates or non exudates. This has been done by a bottom-up approach, by extracting a set of 
features for each region and classifying the regions based on the generated feature vectors. In order to extract the 
features segmented regions are labeled using bwlabel function using Matlab then the features of the corresponding 
regions like standard deviation, intensity, edge strength and compactness are estimated using the region props 
function and classified using an echo state neural network. 
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4.1 Echo State Neural Network 
 
The Echo State Neural Network (ESNN) is a recurrent neural network which provides a novel and easier-to-manage 
approach to supervised training of RNNs (Recurrent Neural Network). ESNN are a special form of RNNs recently 
proposed for modeling complex dynamic systems. It possesses a highly interconnected and recurrent topology of 
nonlinear Processing Elements (PE) that constitutes a ”reservoir of rich dynamics” (hidden layer) and contains 
information about the history of input and output patterns. The figure 5 shows the general architecture of ESNN [5, 
6]. 
 
 
Figure 5 Architecture of Echo State Neural Network 
The echo state condition is defined in terms of the spectral radius denoted by (|| || ) of the reservoir’s weight matrix 
(|| W|| < 1). This condition states that the dynamics of the ESNN is uniquely controlled by the input, and the effect 
of the initial states vanishes. The current design of ESNN parameters relies on the selection of spectral radius.  
 
Determining the reservoir weight Matrix 
1. Generate a sparse random matrix. 
2. Scale the matrix by its highest eigen value. 
3.  Multiply the matrix by α, known as the spectral radius, [∞ € 0,1] 
    (2) 
ESNN is composed of two parts, a fixed weight (k W k < 1) recurrent network and a linear readout 
The value of the input unit at time n is 
 (3) 
The internal units are 
       (4) 
and Output units are 
      
The connection weights are given by 
 NXM weight matrix Win = Winij for connections between the input and the internal PE, 
 NXN matrix W = Wij for connections between the internal PE 
 LXN matrix Wout = Woutij for connections from PE to the output units and 
 NXL matrix Wback =Wbackij for the connections that project back from the output to the internal PE. 
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The activation of the internal PE is updated by using hyperbolic tangent functions 
 
 
  (5) 
5 RESULT OF ECHO STATE NEURAL NETWORK 
 
Once the retinal images are segmented, each image is characterized by its corresponding segmented region. It is 
necessary to discriminate the extracted region as exudates or non exudates. This is accomplished by extracting a set 
of features for each region and then the regions are classified based on the generated feature vectors. The selected 
sets of features are standard deviation of the intensity, mean, intensity, size, edge strength and compactness [7]. 
 
Each image was classified as normal or abnormal according to the presence or absence of exudates. A patient was 
classified as abnormal if the presence of exudates is found else it is classified as normal. 70% of the images are used 
to train the neural network and the remaining images are used to evaluate the performance of the system. The results 
are shown through an ROC curve by taking the true-positive, true-negative, false-positive false-negative and by 
calculating the sensitivity and specificity [8], 
 
The various results obtained by using CC and ESNN for hard exudates are described here. The performance of the 
result is exhibited through ROC curve and it is depicted in the following figure. Figure 4 shows the exudates 
superimposed on the original image and figure 5 shows the corresponding ROC curve. 
 
  
 
  
 
Figure 6 Exudates Superimposed on the original image 
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Figure 7 ROC curve for hard exudates segmentation 
Conclusion 
Contextual clustering algorithm has been explored in this paper for the segmentation of the hard exudates and ESSN 
have been attempted to classify the lesions.  An alternate approach has been explored in this paper using echo state 
neural network for hard exudates classification. The outcome generated is found to be very encouraging. One of the 
advantages of the method tried out here is that a recurrent neural network has been used to classify the lesion which 
produced very good result. The use of other networks, any other image processing algorithms or any other 
symptoms of diabetic retinopathy may be detected as the direction of future work.  
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