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RRBF : Recurrent Radial Basis Function neural network (idem RRFR)
RRFR : Re´seau de neurones Re´currents a` Fonction de base Radiale (idem RRBF)
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Notations spe´cifiques au chapitre III
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Re´seau de neurone dynamique - RRFR :
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xv
xvi
si : Sortie du neurone i de la couche d’entre´e
ai : Activation du neurone i de la couche d’entre´e
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S0 : Seuil d’oubli pour la phase d’apprentissage de la couche d’entre´e
δ : Coefficient de me´moire de la couche d’entre´e
∆ : Pre´cision de δ
rj : Centre de la gaussienne du neurone j de la couche cache´e
σj : Rayon d’influence de la gaussienne du neurone j de la couche cache´e
Rj : Activation du neurone j de couche cache´e
Acj : Poids reliant le neurone j de la couche cache´e au neurone de sortie c
m : Nombre de neurones dans la couche cache´e
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”If anything can go wrong, it will”
Capt. Edward A. Murphy (1949)

Introduction ge´ne´rale
La complexite´ croissante des processus industriels et leur mise en oeuvre sur la base
des nouvelles technologies de l’information et de la communication ont pour conse´quence
essentielle, lors de l’exploitation de ces syste`mes, que leur couˆt d’arreˆt ou d’indisponi-
bilite´ est sans commune mesure avec le couˆt de leur re´paration. Un des de´fis a` re´soudre
relativement a` ces syste`mes est donc de chercher a` maˆıtriser au mieux les couˆts de pos-
session en cohe´rence avec les objectifs de se´curite´ et de disponibilite´ de l’ensemble de
l’entreprise de plus en plus e´tendue et ne´cessairement flexible.
En ce sens, une des solutions est d’implanter au sein de ces syste`mes, des proces-
sus de maintenance principalement de type surveillance, diagnostic (aide au diagnostic),
pronostic (aide au pronostic), compensation dont la finalite´ est de contribuer a` garantir
une disponibilite´ maximale des composants, compatible avec un maintien en exploita-
tion. Ces processus n’ont pas pour vocation de remplacer l’homme mais bien de l’aider
dans sa prise de de´cision finale. En effet, l’aide au diagnostic a pour objet de proposer,
le plus rapidement possible et par un principe de causalite´ directe, la cause initiale du
dysfonctionnement, alors que l’aide au pronostic a pour objet d’e´valuer par propagation
l’impact d’une de´faillance sur le syste`me en termes de se´curite´, de disponibilite´ mais
aussi de couˆt.
La mode´lisation pre´cise et de´taille´e des syste`mes de production e´tendus et flexibles
devient de plus en plus difficile vu le nombre important de parame`tres, d’ale´as et de re-
structurations impose´es par un environnement de plus en plus concurrentiel et exigeant.
L’essor des syste`mes d’aide a` la de´cision dans ce contexte industriel soule`ve le proble`me
de leur flexibilite´, adaptabilite´ et de leur fiabilite´, condition ne´cessaire a` leur implanta-
tion dans des syste`mes ope´rationnels. Il devient donc impe´ratif pour les responsables de
maintenance de pouvoir disposer d’un outil d’aide a` la de´cision rapide, efficace et suˆr
de fonctionnement, capable d’inte´grer des contraintes de production et de maintenance
ainsi que de capitaliser un savoir-faire de plus en plus pre´cieux.
Depuis l’e´mergence des premiers syste`mes experts, l’automatisation du diagnostic a
inspire´ de nombreux travaux en intelligence artificielle. Vu la complexite´ croissante des
syste`mes : installations industrielles complique´es ne´cessitant un me´lange de compe´tences
(me´canique, automatique, e´lectronique. . . ), l’apparition de grands re´seaux et l’augmen-
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2tation des risques (centrales nucle´aires), il est de plus en plus crucial d’assister l’homme
dans les ope´rations de surveillance. Cette aide au diagnostic implique d’automatiser un
ensemble de taˆches : de´tecter un fonctionnement anormal du syste`me, puis a` partir des
observations anormales, de´terminer la cause du dysfonctionnement du syste`me, afin de
proposer e´ventuellement des actions a` effectuer. Dans le cadre de ce me´moire, nous nous
inte´ressons a` la de´tection de de´faillances et au diagnostic, c’est-a`-dire a` la recherche
d’explication(s) et de cause(s) pour un ensemble de phe´nome`nes anormaux observe´s.
Les premiers syste`mes d’aide au diagnostic s’appuient sur la mode´lisation du rai-
sonnement de l’expert pour re´soudre le proble`me, souvent sous forme d’associations1
si symptoˆme1 et symptoˆme2 et . . . symptoˆmeN alors panne, ou sur l’utilisation par
analogie de cas de´ja` re´solus. Ces premie`res approches, bien que tre`s efficaces – certaines
se sont montre´es aussi efficaces que des experts humains – ont e´te´ critique´es de´s le de´-
but des anne´es 80. Les principales reproches portent sur les difficulte´s d’acquisition et
de validation du mode`le, sur la ne´cessite´ de connaˆıtre a` l’avance les pannes pouvant
survenir, sur la difficulte´ a` traiter les cas de pannes multiples, sur l’absence de justifica-
tion des re´ponses propose´es, ainsi que sur les proble`mes de maintenance de la base de
connaissances lorsque le syste`me e´volue.
Notre travail se situe dans le cadre des me´thodes dites « sans mode`le » par opposi-
tion aux me´thodes « a` base de mode`le » qui reposent sur une mode´lisation « profonde »
du comportement ou du fonctionnement du syste`me. Au sein de ces approches « sans
mode`le », deux grands courants se dessinent : Les me´thodes a` base d’outils statistiques
et celles a` base d’outils symboliques. Notre approche consiste en l’utilisation des outils
symboliques et plus pre´cisant de me´thodes de reconnaissance de forme et des mode`les
explicatifs pour l’e´tude d’un syste`me dynamique d’aide a` la surveillance. Ce choix est
justifie´ par les qualite´s requises pour un syste`me d’aide a` la surveillance permettant ainsi
l’inte´gration d’un apprentissage dynamique et d’une approche permettant la mode´lisa-
tion de l’incertitude et de l’impre´cision.
Ce me´moire est organise´ en quatre chapitres.
Le premier chapitre traite de la proble´matique de la surveillance dans l’environne-
ment industriel. La surveillance industrielle est une partie inte´grante de la suˆrete´ de
fonctionnement des syste`mes et en constituant une fonction de plus en plus importante
dans le pilotage des syste`mes. Les besoins dans ces deux domaines e´voluent constamment
notemment en intelligence artificielle pour exploiter et pre´server un savoir-faire et pour
amener une intelligence re´partie vers les niveaux ope´rationnels les plus vas. Les me´tho-
dologies de surveillance se divisent en deux groupes : me´thodologies de surveillance avec
et sans mode`le. Les premie`res se basent sur l’existence d’un mode`le formel de l’e´quipe-
ment et utilisent ge´ne´ralement les techniques de l’automatique et de l’industrie. Pour la
deuxie`me cate´gorie de me´thodologies, les techniques utilise´es sont celles de traitement
1Ce qui vaut a` ces mode`les le nom de mode`les associatifs.
3du signal et celles de l’intelligence artificielle. De nombreux travaux ont e´te´ entrepris
dans chacune de ces cate´gories. Nous en feront un e´tat de l’art de ces travaux dans ce
chapitre.
L’objet du deuxie`me chapitre est la pre´sentation des diffe´rents outils de l’Intelligence
Artificielle pour la surveillance. Ces me´thodes se partagent en trois grandes familles :
les me´thodes a` base de mode`les comportementaux, les me´thodes de reconnaissance de
formes et les me´thodes a` base de mode`les explicatifs. Parmi les diffe´rentes modalite´s
de de´finition du concept de surveillance, nous avons mis en e´vidence deux e´tapes essen-
tielles : la de´tection de de´fauts et le diagnostic de pannes. Le diagnostic peut lui meˆme
eˆtre de´compose´ en une localisation et une identification des causes. Cette de´finition nous
ame`ne au fait que toutes les me´thodes dites de surveillance ne remplissent pas entie`re-
ment la fonction de recherche de cause qui nous parait primordiale. Selon la classification
que nous avons effectue´e, seules les techniques a` base de mode`les explicatifs re´pondent
a` ce crite`re. Ainsi, en respectant les fonctions naturelles de la surveillance, notre outil se
de´composera en deux outils : un outil pour la de´tection et un autre pour le diagnostic.
Le troisie`me chapitre pre´sente les deux outils que nous utilisons pour effectuer une
aide a` la surveillance. Pour chaque e´tape de la surveillance, nous avons de´fini un outil.
L’outil de de´tection, devant prendre en compte le temps, est un re´seau re´current a`
fonction de base radiale, RRFR, tandis que l’outil de diagnostic est un re´seau neuro-flou
qui est de´veloppe´ spe´cialement pour cette action. Nous de´veloppons dans ce chapitre
les techniques d’apprentissage des re´seaux qui permettront de les configurer et de les
initialiser.
Enfin, le dernier chapitre pre´sente l’inte´gration du syste`me d’aide au diagnostic dans
un ordinateur industriel graˆce au langage de programmation LabVIEW. Pour de´termi-
ner les diffe´rentes utilisations du syste`me ainsi que ses interactions avec des outils, des
me´thodes et des ope´rateurs, nous utilisons le formalisme fourni par UML. Enfin, nous
montrerons l’application de notre syste`me d’aide a` la surveillance sur un syste`me flexible
de production.
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Chapitre I
Proble´matique de la surveillance
dans l’environnement industriel
Les besoins de l’automatique et de la suˆrete´ de fonctionnement en matie`re
d’intelligence artificielle e´voluent. En automatique, c’est la pre´servation et
l’exploitation rationnelle du savoir-faire ne´cessaire a` l’e´laboration de sys-
te`mes complexes qui cre´e ce besoin. En suˆrete´ de fonctionnement c’est la
sous-utilisation des diffe´rentes me´thodes d’analyse fonctionnelle et pre´vision-
nelle qui le cre´e. De plus, la surveillance, partie inte´grante de la suˆrete´ de
fonctionnement, est de plus en plus utilise´e en automatique. En effet, mal-
gre´ la conception de commandes pre´cises et e´volue´es, celles-ci n’e´voluent pas
en meˆme temps que le proce´de´. On assiste alors a` une lente de´gradation
des performances de la commande. Ceci impose quel que soit le degre´ de so-
phistication de la partie commande, un module de surveillance. Dans cette
optique, les liens entre la surveillance et l’intelligence artificielle sont re´els
et de nombreux travaux ont de´ja` e´te´ entrepris. Dans ce sens, une classifica-
tion des diffe´rentes techniques utilise´es en surveillance a e´te´ e´tabli afin de
positionner et de mettre en e´vidence les techniques en intelligence artificielle.
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I.1 Introduction
La surveillance industrielle est une partie inte´grante de la suˆrete´ de fonctionnement
et en constituant une fonction de plus en plus importante en pilotage des syste`mes.
Les besoins dans ces deux domaines e´voluent constamment. Ces besoins s’expriment
principalement en intelligence artificielle soit pour exploiter et pre´server un savoir-faire,
soit pour amener une intelligence re´partie vers les niveaux ope´rationnels les plus bas. Ce
chapitre de´bute par une vue ge´ne´rique des e´volutions technologiques et des tendances
dans l’automatique pour e´tablir une vue globale sur la suˆrete´ de fonctionnement, et pour
terminer par un e´tat de l’art des diffe´rentes techniques de surveillance.
I.2 E´volutions technologiques et tendances dans l’au-
tomatique
L’automatique concerne les taˆches de commande et de surveillance des syste`mes
physiques. Elle est par nature une discipline transversale, qui s’inte´resse a` deux grands
types de proce´de´s : les syste`mes continus (c’est-a`-dire de´crits en temps continu) et les
syste`mes a` e´ve´nements discrets. Ses objectifs sont multiples : d’une part faire mieux, ce
qui peut signifier ame´liorer la qualite´ ou la quantite´ du produit fabrique´, mais ce qui
implique aussi et avant tout de garantir la se´curite´ de l’installation, des hommes et de
l’environnement ; d’autre part faire moins cher, cet objectif e´tant parfois combine´ avec
le pre´ce´dant pour aboutir au concept de conduite optimale ; enfin innover, puisqu’un
certain nombre de syste`mes ne peuvent plus se concevoir sans leur automatisation, qui
en est une partie inte´grante.
Les outils de base de cette discipline sont doubles. D’abord, une formalisation ma-
the´matique pousse´e permet de repre´senter le syste`me a` automatiser et sa commande par
un(des) mode`le(s). Les e´tapes habituelles d’une automatisation sont l’analyse, la mode´-
lisation, la simulation et la commande du syste`me. Pour cela, on est amene´ a` e´laborer
plusieurs mode`les de nature diffe´rente (par exemple statique continu pour optimiser et
dynamique e´chantillonne´ pour commander autour d’un point de fonctionnement). Un
mode`le mathe´matique est en fait un outil de compression des donne´es puisqu’il re´sume
en peu de parame`tres tous les comportements possibles du proce´de´.
Ensuite, les techniques informatiques permettent de mettre en œuvre ces mode`les,
de synthe´tiser des commandes, de ve´rifier leurs effets en simulation puis de les implanter
a` travers un syste`me d’exploitation temps re´el. L’automatisation comple`te d’une instal-
lation complexe passe par l’utilisation d’autres disciplines fortement connexes, comme
le traitement du signal, la recherche ope´rationnelle et l’analyse nume´rique.
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La conception de l’automatisation d’une installation et ses essais peuvent prendre de
nombreux mois de travail d’inge´nieurs. L’implantation temps re´el s’organise autour de
diffe´rents modules. Un module d’acquisition-traitement des signaux physiques issus de
l’instrumentation du proce´de´ en donne une image a` chaque pe´riode d’e´chantillonnage.
Un module de commande en temps re´el e´labore a` chaque pe´riode d’e´chantillonnage les
valeurs des signaux a` appliquer sur les entre´es du syste`me pour assurer, malgre´ les per-
turbations, les valeurs choisies aux sorties (valeurs pre´cises ou gamme de valeurs). Un
module de visualisation-stockage permet d’obtenir, de mettre a` la disposition des ope´-
rateurs humains et de conserver un historique du fonctionnement. Enfin, un module de
controˆle permet de surveiller en permanence le proce´de´, de de´tecter des situations anor-
males, et s’il y a lieu d’activer des automatismes d’urgence (mise en route d’un organe
de secours, arreˆt automatique . . . ) ou de laisser les ope´rateurs reprendre la conduite en
manuel si leur savoir-faire s’ave`re indispensable.
Les progre`s de l’automatique, ces dernie`res anne´es, ont porte´ essentiellement sur la
partie commande. Les commandes classiques supposent le syste`me stationnaire autour
d’un point de fonctionnement, descriptible par des e´quations aux diffe´rences ou diffe´-
rentielles line´aires. Elles e´voluent, graˆce a` l’effort des laboratoires de recherche, vers des
commandes adaptatives (parame`tres des e´quations variables), des commandes robustes
(tenant compte des incertitudes des mode`les) ou des commandes non-line´aires (pour
tenir compte des plages de fonctionnement plus larges).
Soulignons l’existence, en ce qui concerne l’automatisation des proce´de´s complexes,
de deux situations qui, pour eˆtre caricaturales, n’en sont pas moins fre´quentes. L’auto-
matisation d’un proce´de´ devrait e´voluer en meˆme temps que celui-ci est modifie´, ce qui
est rarement le cas dans l’industrie, compte-tenu de la longueur des e´tudes ne´cessaires
et du manque de compe´tences sur site. On assiste alors a` une lente de´gradation des
performances de la commande, a` une ne´cessite´ de plus en plus fre´quente de la reprise
en manuel par les ope´rateurs, ce qui laisse croire a` l’existence d’une ne´cessaire « exper-
tise » humaine pour re´gler les proble`mes de commande pourtant classiques. Les avance´es
des me´thodes permettant d’englober des fonctionnements complexes dans des mode`les
mathe´matiques peuvent faire oublier que toutes ces repre´sentations sont base´es sur des
hypothe`ses force´ment restrictives et que de toutes fac¸ons, toutes les sources de pannes et
de dysfonctionnements ne sont pas mode´lisables de fac¸on exhaustive ; ceci impose, quel
que soit le degre´ de sophistication de la partie commande, un module de surveillance, de
de´tection de de´faut et de prise de de´cision en cas de de´faillance (A˚stro¨m et al., 1986).
Par « de´faut » on entend ici non seulement une panne franche, mais aussi une de´grada-
tion des performances (par exemple un e´cart transitoire par rapport a` une trajectoire
nominale, duˆ a` une perturbation).
Sur un proce´de´ industriel, la supervision peut recouvrir l’analyse de plusieurs cen-
taines d’informations en moins d’une minute. Par exemple, une plate-forme pe´trolie`re est
surveille´e par l’interme´diaire de 500 variables analogiques et 2500 variables logiques, une
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avalanche d’alarmes peut mettre en jeu 500 variables en 1 minute et les ope´rateurs ont
a` re´gler un proble`me mineur toutes les demi-heures et un proble`me majeur par semaine.
Compte tenu du couˆt de l’arreˆt d’une telle installation, les industriels pre´fe`rent investir
actuellement dans un bon syste`me de controˆle que dans une commande sophistique´e.
Si l’automatique fait appel a` un arsenal mathe´matique parfois complexe, sa mise
en application ne´cessite aussi un grand savoir-faire. Pour pre´server et exploiter ration-
nellement un tel savoir-faire l’automaticien peut penser que l’intelligence artificielle lui
sera utile (Boullart et al., 1992). Les besoins de l’Automatique en matie`re d’Intelli-
gence Artificielle semblent bien re´els, notamment en conception assiste´e de syste`mes de
commande, et en supervision, mais aussi en re´gulation comme semble le sugge´rer l’ef-
fervescence actuelle autour de la commande floue, des re´seaux neuro-mime´tiques et des
« smart-controllers » (re´gulateurs inte´grant toute une logique de de´cision qui conduit
a` leur auto-re´glage). En CAO, on assiste a` une e´volution des outils vers des progi-
ciels inte´grant le savoir-faire de l’automaticien dans des bases de connaissances couple´es
aux produits algorithmiques classiques. Ces outils commencent a` e´voluer a` leur tour
vers des syste`mes expliquant ce savoir-faire, dans un souci de formation. En matie`re
de supervision, la se´curite´ des hommes et de leur environnement dans les installations
industrielles requiert une surveillance tre`s pousse´e du proce´de´ physique et de son sys-
te`me de controˆle-commande. Une mode´lisation purement quantitative et exhaustive de
toutes les situations possibles est pratiquement infaisable. Le raisonnement qualitatif
est envisage´ pour proposer des me´thodes de simulation ou de diagnostic a` un niveau de
pre´cision ade´quat.
En synthe`se, les besoins de l’automatique e´voluent vers une intelligence re´partie
embarque´e de plus en plus vers les niveaux ope´rationnels les plus bas. Les besoins en
supervision et donc en surveillance en matie`re d’Intelligence Artificielle sont par conse´-
quent bien pre´sents. S’il est vrai que la surveillance est un domaine de l’Automatique,
il appartient essentiellement au domaine de la Suˆrete´ de Fonctionnement que nous nous
proposons d’e´tudier brie`vement par la suite.
I.3 E´le´ments de base de la suˆrete´ de fonctionnement
La suˆrete´ de fonctionnement a acquis sa notorie´te´ et sa forme actuelle principalement
au cours du dernier demi-sie`cle et dans les secteurs de la de´fense, de l’ae´ronautique, de
l’espace, du nucle´aire, puis des te´le´communications et des transports. Ce domaine se
montre de plus en plus indispensable a` tous les secteurs de l’industrie.
Par de´finition, la suˆrete´ de fonctionnement consiste a` connaˆıtre, e´valuer, pre´voir,
mesurer et maˆıtriser les de´faillances des syste`mes technologiques et les de´faillances hu-
maines. Nous allons pre´senter dans ce qui suit les notions fondamentales a` la maˆıtrise
de cette discipline et les outils et de´marches associe´es.
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I.3.1 Notions fondamentales
La de´marche, le raisonnement « suˆrete´ de fonctionnement » s’appuient sur quelques
notions de base. Parcourir ce vocabulaire de base est donc une introduction classique a`
la suˆrete´ de fonctionnement.
I.3.1.1 Suˆrete´ de fonctionnement
La suˆrete´ de fonctionnement est l’aptitude d’une entite´ a` satisfaire une ou plusieurs
fonctions requises dans des conditions donne´es. On notera que ce concept peut englober
la fiabilite´, la disponibilite´, la maintenabilite´, la se´curite´, la durabilite´ . . . ou des com-
binaisons de ces aptitudes. Au sens large, la Suˆrete´ de fonctionnement est conside´re´e
comme la science des de´faillances et des pannes. (Villemeur, 1988)
La suˆrete´ de fonctionnement est souvent de´finie comme :
– FMDS (Fiabilite´, Maintenabilite´, Disponibilite´ et Se´curite´) ;
– Science des de´faillances ;
– Analyse de risque.
Elle se caracte´rise a` la fois par les e´tudes structurelles statiques et dynamiques des
syste`mes, du point de vue pre´visionnel mais aussi ope´rationnel et expe´rimental (essais,
accidents), en tenant compte des aspects probabilite´s et des conse´quences induites par
les de´faillances techniques et humaines. Cette discipline intervient non seulement au
niveau de syste`mes de´ja` construits mais aussi au niveau conceptuel pour la re´alisation
des syste`mes.
I.3.1.2 De´faillance, De´gradation, Panne
Suivant l’AFNOR, une de´faillance est l’alte´ration ou la cessation de l’aptitude d’un
ensemble a` accomplir sa ou ses fonction(s) requise(s) avec les performances de´finies dans
les spe´cifications techniques. L’ensemble est indisponible suite a` la de´faillance.
La cessation de l’aptitude conduit l’entite´ a` eˆtre dans un e´tat appele´ panne.
Un ensemble est de´faillant si ses capacite´s fonctionnelles sont interrompues (panne
ou arreˆt volontaire par action d’un syste`me interne de protection ou une proce´dure
manuelle e´quivalente). Dans le cas d’une de´gradation sans perte totale de la fonction,
on conside`re qu’il s’agit d’une de´faillance si sa performance tombe au dessous d’un seuil
de´fini, lorsqu’un tel seuil minimal est contenu dans les spe´cifications fonctionnelles du
mate´riel.
Il s’ensuit qu’un ensemble est de´faillant s’il est conside´re´ ou de´clare´ incapable d’as-
surer les fonctions requises par l’exploitant utilisant des crite`res fonctionnels simples.
Toute e´tude de fiabilite´ implique l’acceptation de deux e´tats totalement exclusifs : le
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fonctionnement normal et le fonctionnement de´faillant. Les passages d’un e´tat de fonc-
tionnement normal a` un e´tat de´faillant pouvant se manifester en fonction du temps de
manie`re progressive, soudaine ou de fac¸on ale´atoire, la fiabilite´ ne connaˆıt pas la notion
de de´faillance partielle ou progressive. La figure I.1 repre´sente trois cas conduisant tous
a` une de´faillance.
Fig. I.1 – Cas de figure conduisant a` une de´faillance
I.3.1.3 Maintenance
Suivant la norme AFNOR NF X 60010, la maintenance est de´finie comme toutes les
activite´s destine´es a` maintenir ou a` re´tablir un bien dans un e´tat ou dans des conditions
donne´es de suˆrete´ de fonctionnement pour accomplir une fonction requise. Ces activite´s
sont une combinaison d’activite´s techniques, administratives et de management.
On peut citer trois types de maintenance :
– la maintenance corrective qui est exe´cute´e apre`s la de´tection d’une panne et qui
est destine´e a` remettre un bien dans un e´tat dans lequel il peut accomplir une
fonction requise. On peut trouver la maintenance corrective diffe´re´e qui est retarde´e
en accord avec des re`gles de maintenance donne´es, et la maintenance corrective
d’urgence qui est exe´cute´e sans de´lai afin d’e´viter des conse´quences inacceptables.
– la maintenance pre´ventive qui est destine´e a` re´duire la probabilite´ de de´faillance
d’un bien ou la de´gradation d’un service rendu. C’est une intervention de mainte-
nance pre´vue, pre´pare´e et programme´e avant la date probable d’apparition d’une
de´faillance. Elle peut eˆtre programme´e ou syste´matique, c’est-a`-dire une mainte-
nance pre´ventive effectue´e selon un calendrier pre´e´tabli ou selon un nombre de´fini
d’unite´s d’usage (sans controˆle pre´alable pour une maintenance pre´ventive syste´-
matique).
– la maintenance conditionnelle fait l’objet d’une demande croissante dans un grand
nombre d’applications industrielles. Cette maintenance est base´e sur la surveillance
en continu de l’e´volution du syste`me, afin de pre´venir un dysfonctionnement avant
qu’il n’arrive. Elle n’implique pas la connaissance de la loi de de´gradation. La
de´cision d’intervention pre´ventive est prise lorsqu’il y a e´vidence expe´rimentale de
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de´faut imminent, ou approche d’un seuil de de´gradation pre´de´termine´. Elle impose
donc des traitements en ligne, au moins en partie.
I.3.1.4 Risque
Un risque est un e´ve´nement redoute´ e´value´ en terme de fre´quence et de gravite´.
Le diagramme fre´quence-gravite´, aussi appele´ diagramme de Farmer (figure I.2), est
la fac¸on la plus pratique d’illustrer et de communiquer sur le risque. On y trouve la
limite d’acceptation des risques qui relie les points a` la frontie`re entre l’acceptable et
l’inacceptable. Son trace´, sa forme, est l’expression tre`s lisible des crite`res d’acceptation
des risques. Un risque place´ au-dessus d’elle doit eˆtre re´duit pour devenir acceptable :
– soit on en re´duit la fre´quence, c’est faire de la pre´vention ;
– soit on en re´duit la gravite´, c’est faire de la protection.
Fig. I.2 – Diagramme de Farmer
I.3.1.5 Fiabilite´ (Reliability)
La norme AFNOR NF X 60-500 de´finit la fiabilite´ comme l’aptitude d’une entite´ a`
accomplir une fonction requise, dans des conditions donne´es, pendant un intervalle de
temps donne´.
La notion de fiabilite´ s’interpre`te comme la probabilite´ R (t) que l’entite´ conside´re´e
soit non de´faillante sur la dure´e [0, t] sachant qu’elle n’est pas de´faillante a` l’instant 0.
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Un exemple de mesure de fiabilite´ est le taux de de´faillance, inverse du MTTF (Mean
Time To Failure : temps moyen jusqu’a` la premie`re de´faillance)
I.3.1.6 Maintenabilite´ (Maintenability)
Dans les conditions donne´es d’utilisation, l’AFNOR de´finit la maintenabilite´ comme
e´tant l’aptitude d’une entite´ a` eˆtre maintenue ou re´tablie, sur un intervalle de temps
donne´, dans un e´tat dans lequel elle peut accomplir une fonction requise, lorsque la
maintenance est accomplie dans des conditions donne´es, avec des proce´dures et des
moyens prescrits.
On notera que la norme ame´ricaine MIL-STD-721C est presque identique dans sa for-
mulation mais inclut le niveau requis de qualification des personnels : « La maintenabilite´
est la mesure de l’aptitude d’un dispositif (« item ») a` eˆtre maintenu ou remis dans des
conditions spe´cifie´es lorsque la maintenance de celui-ci est re´alise´e par des agents ayant
les niveaux spe´cifie´s de compe´tence, utilisant les proce´dures et les ressources prescrites,
a` tous les niveaux prescrits de maintenance et de re´paration ».
Elle se caracte´rise par la probabilite´ M (t) que la maintenance de l’entite´ conside´re´e
accomplie dans des conditions donne´es, avec des proce´dures et des moyens prescrits, soit
effectue´e sur la dure´e [0, t] sachant qu’elle est de´faillante a` l’instant 0.
Un exemple de mesure de maintenabilite´ est le MTTR (Mean Time To Recover :
temps moyen de re´paration ou de restauration du syste`me dans l’e´tat de bon fonction-
nement)
I.3.1.7 Disponibilite´ (Availability)
La norme AFNOR X 60-500 de´finit la disponibilite´ comme « l’aptitude d’une entite´ a`
eˆtre en e´tat d’accomplir une fonction requise dans des conditions donne´es, a` un instant
donne´ ou pendant un intervalle de temps donne´, en supposant que la fourniture des
moyens exte´rieurs ne´cessaires de maintenance soit assure´e ».
Elle se caracte´rise par la probabilite´ A(t) d’eˆtre, a` l’instant t, en e´tat d’accomplir les
fonctions requises.
I.3.1.8 Se´curite´ (Safety)
«Aptitude d’une entite´ a` e´viter de faire apparaˆıtre, dans des conditions donne´es, des
e´ve´nements critiques ou catastrophiques. » (Villemeur, 1988)
Il est important de noter qu’en franc¸ais, la terminologie ne fait pas la diffe´rence entre
« security » et « safety ». Le terme « security » concerne les aspects re´glementaires de la
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se´curite´ (respects des normes, controˆle des acce`s a` des locaux ou a` des syste`mes informa-
tiques) tandis que le terme « safety » enseigne´ aux E´tats-Unis sous le nom « d’industrial
safety » recouvre les aspects techniques de la se´curite´. En suˆrete´ de fonctionnement, nous
sommes plus proches de « safety ».
I.3.1.9 E´tudes de suˆrete´ de fonctionnement
Les e´tudes de suˆrete´ visent essentiellement a` e´valuer la probabilite´ de l’occurrence
d’un e´ve´nement inde´sirable en prenant en compte de`s la conception tous les facteurs
initiateurs :
– facteurs techniques : mate´riels et produits manipule´s (incluant les proble`mes de
conception, de fabrication, d’assurance qualite´, de conduite et de maintenance) ;
– facteurs humains : qualite´ de la formation, ergonomie, proce´dures ;
– facteurs environnementaux : risques naturels, milieux ambiants (poussie`res, gaz,
e´lectricite´ statique . . . ).
Les e´tudes de se´curite´, ou` la maintenance joue un roˆle non ne´gligeable dans la mesure
ou` de nombreux accidents sont lie´s a` des de´faillances techniques ou humaines, couvrent
un spectre technique e´tendu. Les me´thodes utilise´es en se´curite´ doivent en particulier :
– identifier les modes de fonctionnement anormaux pouvant conduire a` une situation
dangereuse ;
– analyser la combinaison et l’enchaˆınement d’e´ve´nements peu probables, pris isole´-
ment, qui conduisent a` des accidents. L’expe´rience montre, en effet, que de nom-
breuses catastrophes ont e´te´ le re´sultat de se´quences de de´faillances mineures (tech-
niques ou humaines) ;
– e´valuer la probabilite´ d’occurrence d’un accident et lui assigner une gravite´ sur
une e´chelle approprie´e pour juger si le risque est acceptable e´conomiquement ou
e´cologiquement compte tenu des enjeux de la mission ;
– maintenir le risque a` son niveau acceptable graˆce, par exemple, a` la maˆıtrise de la
fiabilite´ des mate´riels obtenue par des politiques efficaces de maintenance.
La maˆıtrise des risques repre´sente une discipline a` part entie`re et fait l’objet d’ou-
vrages spe´cialise´s et de techniques spe´cifiques des industries concerne´es (transport, chi-
mie, nucle´aire . . . ).
La figure I.3 re´sume les liens entre fiabilite´, maintenabilite´, disponibilite´ et se´curite´.
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Fig. I.3 – Relations entre fiabilite´, maintenabilite´, disponibilite´ et se´curite´
I.3.2 De´marches et me´thodes d’une approche Suˆrete´ de Fonc-
tionnement
Ces me´thodes s’encadrent dans l’analyse pre´visionnelle des dysfonctionnements des
syste`mes qui consiste a` identifier les conditions qui peuvent conduire a` des de´faillances
et a` pre´voir leurs conse´quences sur la fiabilite´, la maintenabilite´, la disponibilite´ et la
se´curite´ des syste`mes en cours de conception ou de´ja` ope´rationnels. Elle est re´alise´e a`
partir d’informations diverses dont le tri et l’analyse permettent de concevoir un mode`le
du syste`me.
Les informations ne´cessaires a` l’analyse sont :
– la description du syste`me re´el : structures physiques et fonctionnelles ;
– les caracte´ristiques des composants du syste`me et leurs interactions (modes de
de´faillance et leurs conse´quences . . . ) ;
– les relations entre le syste`me et son environnement ;
– la prise en compte des erreurs humaines en phase d’exploitation.
I.3.2.1 Me´thodes d’analyse fonctionnelle
Les me´thodes d’analyse fonctionnelle sont indispensables pour re´aliser une de´com-
position fonctionnelle et mate´rielle d’une installation industrielle en cours de conception
ou en fonctionnement. L’utilisation de ces me´thodes, par leurs caracte`res syste´matiques
et exhaustifs, repre´sente une garantie formelle pour de´composer une installation indus-
trielle en niveaux fonctionnels et mate´riels ne´cessaires pour identifier les modes de de´-
faillances et leurs conse´quences sur les objectifs ope´rationnels retenus pour l’installation
ou l’e´quipement concerne´.
Les me´thodes d’analyse fonctionnelle permettent :
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– de de´crire le besoin d’un utilisateur en termes de fonctions, en faisant abstraction
des solutions pouvant les re´aliser ;
– de de´crire les choix technologiques que l’on impose au concepteur, en termes de
contraintes ;
– de s’assurer, pour chaque fonction, de sa bonne expression en termes d’objectifs
et de sa stabilite´ dans le temps ;
– de de´crire le produit envisage´ comme solution, en termes de fonctions de services
et en termes de fonctions techniques ou de conceptions ;
– d’initialiser l’optimisation du produit aussi bien du point de vue couˆt que du point
de vue fiabilite´.
Les re´sultats des analyses fonctionnelles sont mate´rialise´s par trois e´le´ments :
– le cahier des charges fonctionnel (CdCF), pour l’expression des besoins ;
– le bloc diagramme fonctionnel (BdF), pour la relation fonctions / solutions ;
– le tableau d’analyse fonctionnelle (TAF), qui sert de trame pour la re´alisation
d’analyses des modes de de´faillance, de leurs effets et de leurs criticite´ (AMDEC).
Les principales me´thodes d’analyse fonctionnelle sont :
– La me´thode FAST :
– Principe ge´ne´ral : Instrument graphique de communication entre les interve-
nants, FAST porte sur les relations entre produits et fonctions. Cet instrument
permet de repre´senter la logique des relations entre les fonctions par re´pe´ti-
tion des trois questions « Pourquoi ? », « Comment ? » et « Quand ? » pose´s a`
chaque e´tape de l’analyse. FAST pre´sente les relations existant entre produits
et fonctions a` l’inte´rieur d’un domaine strictement de´limite´.
– Originalite´s : FAST produit un diagramme qui permet au concepteur d’expliquer
et de justifier les solutions techniques.
– la me´thode RELIASEP r© :
– Principe ge´ne´ral : A partir du besoin exprime´ en terme de fonctions, rechercher
les sous-fonctions ne´cessaires a` la satisfaction de ce besoin (arbre fonctionnel).
Cette recherche est progressive et adapte´e aux phases de de´veloppement.
– Originalite´s : Tre`s oriente´e Suˆrete´ de Fonctionnement, cette me´thode inte`gre les
exigences de SDF a` toutes les e´tapes de la vie d’un produit. L’arbre fonctionnel
sert de base a` l’Analyse des Modes de De´faillance, de leurs Effets et leur Criticite´
(AMDEC). Cette me´thode permet de visualiser le cheminement fonctionnel des
de´gradations. RELIASEP se re´ve`le efficace pour l’e´tude de syste`mes complexes
plutoˆt « mate´riels » que « logiciels ».
– la me´thode SADT r© :
– Principe ge´ne´ral : Mode´lise des syste`mes existants ou futurs pour en comprendre
le fonctionnement et envisager des solutions. Cette mode´lisation porte sur les
actions du syste`me analyse´ (actigrammes), et sur les donne´es que ce syste`me
doit traiter (datagrammes) dans une structure arborescente de ce syste`me.
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– Originalite´s : Plutoˆt oriente´e syste`mes d’information, logiciels et automatismes.
SADT met en jeu deux types d’acteurs : un « auteur » qui conc¸oit le syste`me
et un « lecteur » qui le « critique ». Ces travaux permettent de pre´ciser et
d’optimiser le syste`me par approche ite´rative.
– la me´thode APTE r© :
– Principe ge´ne´ral : Ensemble d’outils me´thodologiques mis a` disposition des
e´quipes de projets pour maˆıtriser la cohe´rence entre les diffe´rents e´le´ments d’un
projet, choisir les technologies performantes et fiables pour satisfaire les besoins
au moindre couˆt. Cette me´thode propose des logiques de formalisation com-
munes pour les phases conceptuelles de projets complexes.
– Originalite´s : Tre`s syste´mique dans le sens ou` le produit est conc¸u a` partir
de son milieu environnant en privile´giant le point de vue du concepteur et de
l’utilisateur, la me´thode APTE comporte ses propres outils internes de validation
(besoin, fonctions, contraintes . . . ). APTE propose une me´thode d’animation de
groupes efficace. L’emploi de cette me´thode est tre`s re´pandu dans la DGA.
D’autres me´thodes de description des syste`mes peuvent eˆtre e´galement mises en
œuvre :
– MERISE : pour de´crire et concevoir des syste`mes d’informations ;
– ASA, langage LSA : utilise´e pour la formalisation de spe´cifications et le maquettage
de syste`mes temps re´el industriels) ;
– re´seaux de PETRI adapte´s a` la me´thode des espaces des e´tats, pour les arbres
d’e´ve´nements et les diagrammes causes-conse´quences ;
– me´thode MIL-STD-1629 pour la re´alisation des AMDEC ;
– me´thode des flux pour la re´alisation de blocs-diagrammes fonctionnels et de ta-
bleaux d’analyse fonctionnelle ;
– me´thode SA (structured analysis) ou me´thode de Yourdon-De Marco pour les
syste`mes de traitement de l’information.
I.3.2.2 Me´thodes d’analyse pre´visionnelle
Les me´thodes d’analyse pre´visionnelle se re´partissent en deux grandes familles qui
se diffe´rencient par les techniques de raisonnement :
– les me´thodes inductives (bottom to top) partent des causes des de´faillances et
remontent jusqu’aux conse´quences que l’on souhaite e´viter ;
– les me´thodes de´ductives sont au contraire des me´thodes descendantes (top to bot-
tom) : on part de l’e´ve´nement inde´sirable et on recherche toutes les causes suscep-
tibles d’entraˆıner cet e´ve´nement.
Une famille est exclusive de l’autre, mais une approche par une me´thode inductive
est judicieusement comple´te´e par une me´thode de´ductive et re´ciproquement.
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Il n’y a pas de recherche de quantification sans analyse qualitative. Par contre, il peut
y avoir analyse qualitative sans quantification. Nous avons donc qualifie´ de quantitatives
les me´thodes qui offraient une possibilite´ importante de quantification (de fre´quence) et
de qualitatives les me´thodes qui l’excluaient ou dans lesquelles cet aspect est marginal.
Le tableau I.1 regroupe les principales me´thodes d’analyse pre´visionnelle en indiquant
leur technique de raisonnement (inductive ou de´ductive), si elles sont quantitatives ou
qualitatives et leurs fonction. Cette dernie`re peut eˆtre tre`s re´ductrice.
Tab. I.1 – Me´thodes d’analyse pre´visionnelles
Me´thodes Inductive/
De´ductive
Quantitative/
Qualitative
Fonction
Analyse des Modes de
De´faillance et de leurs
Effets (AMDE)
Inductive Qualitative Recenser les conse´-
quences des de´faillances
Analyse des Modes de
De´faillance et de leurs
Effets (AMDEC)
Inductive Quantitative E´valuer les conse´-
quences des de´faillances
Analyse Pre´liminaire
des Risques (APR)
Inductive Qualitative Repe´rer a priori les
risques a` e´tudier
Arbre de causes De´ductive Qualitative Organiser les e´le´ments
ayant contribue´ a` un ac-
cident
Arbre d’e´ve´nements Inductive Quantitative E´valuer les conse´-
quences possibles d’un
e´ve´nement
Arbre de De´faillances De´ductive Quantitative E´valuer les sce´narios
d’un accident potentiel
Graphes d’e´tat Inductive Quantitative E´valuer les e´tats pos-
sibles d’un syste`me re´-
parable
Il n’y a pas de re`gle qui fabrique la me´thode universellement ide´ale en assemblant
ces me´thodes, mais leurs caracte´ristiques majeures leur assignent des roˆles privile´gie´s.
– L’APR est une de´marche introductive qui permet de mieux focaliser ses efforts
d’analyse de risque. Elle est pre´cieuse en se´curite´ quand la pre´occupation d’eˆtre
exhaustif dans l’identification des risques est forte et difficile a` satisfaire.
– L’AMDEC est la de´marche qui permet de re´unir et d’exploiter des connaissances
disponibles sur les de´faillances des e´le´ments composant le syste`me e´tudie´. Elle a
la re´putation d’eˆtre exhaustive, ce qui est justifie´ si la connaissance des modes de
I.4 Me´thodes de surveillance industrielle 19
de´faillance au niveau ou` l’analyse est conduite est elle-meˆme exhaustive et si la
prise en compte des modes de de´faillance suffit a` atteindre les objectifs de l’e´tude.
– L’arbre de causes est la me´thode la plus propre a` re´unir l’ensemble des e´le´ments
explicatifs d’un accident (sans se limiter a` ce qui peut eˆtre qualifie´ de causes).
– L’arbre d’e´ve´nements est adapte´ pour traiter la question « que peut-il arriver si
. . . ? ».
– L’arbre de de´faillances est une repre´sentation synthe´tique des sce´narii d’accidents.
Contrairement a` l’AMDEC, il rend bien compte des combinaisons de pannes ou
d’e´ve´nements. Comme l’AMDEC il ne rend pas compte des aspects temporels. Il
ne peut eˆtre construit que si on sait re´pondre aux questions : « qu’est ce qui peut
conduire a` . . . ? ».
– Les graphes d’e´tats sont particulie`rement adapte´s a` l’e´valuation de la disponibi-
lite´ d’un syste`me re´parable ; les me´thodes pre´ce´dentes, prenant difficilement en
compte les re´parations, sont plus adapte´es a` l’e´valuation de la fiabilite´ (ou de la
maintenabilite´) ou a` une approche se´curite´.
En synthe`se, nous pouvons dire que les me´thodes de la suˆrete´ de fonctionnement
repre´sentent bien le syste`me meˆme si elles repre´sentent de nombreuses heures de travail.
Pourtant, leur utilisation est de´licate et fastidieuse pour les ope´rateurs. Ne´anmoins, elles
peuvent apporter une aide pre´cieuse a` leur de´duction dans la recherche de causes d’une
de´faillance, et meˆme pour la surveillance d’un syste`me.
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Dans un grand nombre d’applications industrielles, une demande croissante est appa-
rue en matie`re de remplacement des politiques de maintenance curative par des strate´gies
de maintenance pre´ventive. Cette mutation d’une situation ou` on « subit les pannes »
a` une situation ou` on «maˆıtrise les pannes », ne´cessite quelques moyens technologiques
ainsi que la connaissance de techniques d’analyse approprie´es. La fonction surveillance
en continu de l’e´volution de l’e´quipement a` travers des donne´es quantifiables et quali-
fiables, permet ainsi de pre´venir un dysfonctionnement avant qu’il n’arrive et d’e´carter
les fausses alarmes qui peuvent ralentir la production (Basseville et al., 1996).
Suivant (Lefebvre, 2000), la surveillance est un dispositif passif, informationnel qui
analyse l’e´tat du syste`me et fournit des indicateurs. La surveillance consiste notam-
ment a` de´tecter et classer les de´faillances en observant l’e´volution du syste`me puis a` les
diagnostiquer en localisant les e´le´ments de´faillants et en identifiant les causes premie`res.
Nous pre´sentons ci-apre`s et sur la figure I.4, les techniques les plus courantes en
surveillance d’e´quipements industriels.
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Fig. I.4 – Classification des me´thodes de surveillance industrielle
L’existence d’un mode`le formel ou mathe´matique de l’e´quipement de´termine la me´-
thode de surveillance utilise´e (Dash et al., 2000; Monnin, 2004; Zemouri, 2003). La
surveillance avec mode`le se compose essentiellement de deux types : me´thodes par mo-
de´lisation fonctionnelle et mate´rielle, et les me´thodes par mode´lisation physique. Mais,
nombreuses sont les applications industrielles dont le mode`le est difficile, voire impossible
a` obtenir suite a` une complexite´ accrue ou a` de nombreuses reconfigurations intervenants
durant le processus de production. Pour ce type d’applications industrielles, les seules
me´thodes de surveillance ope´rationnelles sont celles sans mode`le (Dubuisson, 2001). Ces
me´thodes se divisent en deux cate´gories : me´thodes utilisant des outils statistiques et
me´thodes symboliques de l’Intelligence Artificielle.
I.4.1 Me´thodes par mode´lisation fonctionnelle et mate´rielle
Le principe de ces me´thodes consiste a` e´tablir a priori et de la manie`re la plus
comple`te possible, les liens entre les causes initiales des de´faillances et leurs effets me-
surables. Les me´thodes les plus couramment rencontre´es sont l’Analyse des Modes de
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De´faillance, de leurs Effets et de leurs Criticite´ (AMDEC) et les Arbres de De´faillances
(AdD). Nous les avons de´ja` vu comme des me´thodes d’analyse pre´visionnelle de suˆrete´
de fonctionnement (Chapitre I.3.2.2).
I.4.2 Me´thodes par mode´lisation physique
Les me´thodes a` base de mode`le sont les plus familie`res aux automaticiens. Elles sup-
posent une connaissance approfondie du proce´de´ sous forme de mode`le nume´rique. Elles
ont pour principe de comparer les mesures effectue´es sur le syste`me aux informations
fournies par le mode`le (Frank, 1990). Tout e´cart est alors synonyme d’une de´faillance.
Les outils de la the´orie de la de´cision sont ensuite utilise´s pour de´terminer si cet e´cart
est duˆ a` des ale´as normaux comme, par exemple, le bruit de mesure ou s’il traduit une
de´faillance du syste`me. Ces me´thodes peuvent eˆtre se´pare´es en deux techniques : tech-
niques de redondance physique et analytique et techniques d’estimation parame´trique
(Zemouri, 2003). Ces deux techniques seront pre´sente´es brie`vement.
I.4.2.1 Redondances physiques et analytiques
La redondance physique permet de distinguer les de´faillances capteurs des de´faillances
syste`me afin de rendre fiable la de´tection des de´faillances a` partir des signaux mesure´s.
Physiquement, il s’agit de doubler ou tripler des composantes de mesure du syste`me. Si
ces composantes identiques place´es dans le meˆme environnement e´mettent des signaux
identiques, on conside`re que ces composants sont dans un e´tat de fonctionnement no-
minal et, dans le cas contraire, on conside`re qu’une de´faillance capteur s’est produite
dans au moins une des composantes (Zhang, 1999). Si cette me´thode est simple, elle a
un inconve´nient certain, c’est son couˆt de mise en œuvre.
Par opposition la redondance analytique utilise les mesures disponibles sur le syste`me.
Ces algorithmes sont ou non base´s sur un mode`le du syste`me. Ces me´thodes fournissent
une estimation de l’e´tat du syste`me. La comparaison avec son e´tat re´el fournit alors une
quantite´ appele´e re´sidu qui va servir a` de´terminer si le syste`me est dans un e´tat de´faillant
ou non. Elles doivent bien suˆr tenir compte de variations normales du comportement
du syste`me, des bruits de mesures, de perturbations externes ainsi que des erreurs de
mode´lisation, pour e´viter les fausses alarmes ou les manques a` la de´tection.
I.4.2.2 Me´thodes d’estimation parame´trique
Les me´thodes d’estimation parame´trique supposent l’existence d’un mode`le para-
me´trique de´crivant le comportement du syste`me et la connaissance des valeurs de ces
parame`tres en fonctionnement nominal. Elles consistent alors a` identifier les parame`tres
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caracte´risant le fonctionnement re´el, a` partir de mesures des entre´es et des sorties du
syste`me (Willsky, 1976). On dispose ainsi d’une estimation des parame`tres du mode`le,
effectue´e a` partir des mesures prises sur le syste`me et de leurs valeurs the´oriques. La
diffe´rence entre les me´thodes de redondance analytique et les me´thodes d’estimation pa-
rame´trique se situe au niveau de la comparaison entre les estimations et la the´orie. Dans
les premie`res me´thodes, on compare les e´tats tandis que dans les secondes, on e´tudie
la diffe´rence entre les parame`tres. Les me´thodes d’estimation parame´trique requie`rent
donc l’e´laboration d’un mode`le dynamique pre´cis du syste`me a` surveiller. Ceci restreint
leur utilisation a` des proce´de´s bien de´finis.
I.4.3 Me´thodes par outils statistiques
Les outils statistiques de de´tection de de´faillances consistent a` supposer que les si-
gnaux fournis par les capteurs posse`dent certaines proprie´te´s statistiques. On effectue
alors quelques tests qui permettent de ve´rifier si ces proprie´te´s sont pre´sentes dans un
e´chantillon des signaux mesure´s de taille n (appele´ feneˆtre d’observation glissante). Nous
ne pre´sentons que trois tests statistiques, mais une grande varie´te´ de tests, applicables
sur un e´chantillon de mesures, peut eˆtre trouve´e dans (Basseville, 1988).(Zemouri, 2003)
I.4.3.1 Test de franchissement de seuil
Le test le plus simple est de comparer ponctuellement les signaux avec des seuils
pre´e´tablis. Le franchissement de ce seuil par un des signaux capteurs ge´ne`re une alarme.
I.4.3.2 Test de moyenne
Contrairement a` la me´thode pre´ce´dente, le test de comparaison est effectue´ sur la
moyenne du signal contenu dans une feneˆtre de n valeurs plutoˆt que sur une valeur
ponctuelle.
I.4.3.3 Test de variance
On peut e´galement calculer la variance d’un signal. Tant que cette variance se situe
dans une bande situe´e autour de sa valeur nominale, l’e´volution du syste`me est suppose´e
normale.
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I.4.4 Me´thodes par outils symboliques
Ces me´thodes s’appuient largement sur les techniques de l’Intelligence Artificielle
(IA) et font appel a` des connaissances symboliques, familie`res ou au moins partageables
par l’ope´rateur (Basseville et al., 1996). En effet, l’utilisation de l’Intelligence Artificielle
permet de pallier a` la complexite´ des syste`mes a` surveiller. De plus, d’une manie`re ge´ne´-
rale, l’Intelligence Artificielle de part ces caracte´ristiques est relativement bien adapte´e
aux proble`mes de surveillance. En effet, l’IA peut se caracte´riser par la capacite´ de
traiter (Monnin, 2004) :
– une grande quantite´ d’information,
– des donne´es non homoge`nes (nume´riques/symboliques),
– des donne´es de´pendant du contexte,
– des donne´es incomple`tes.
Globalement, ces me´thodes seront regroupe´es sous l’expression : « Me´thodes par mo-
de´lisation symbolique ». Elles sont caracte´rise´es par des mots cle´s qui rendent mieux
compte de leurs objectifs et leurs particularite´s respectifs. On distingue donc parmi les
mode`les symboliques, les me´thodes de reconnaissance, les me´thodes a` base de mode`les
comportementaux et les me´thodes a` base de mode`les explicatifs. (Monnin, 2004)
I.4.4.1 Me´thodes a` base de mode`les comportementaux
Ces me´thodes se caracte´risent par la possibilite´ notamment de simuler le comporte-
ment du syste`me, a` partir d’une mode´lisation de son comportement. Le plus souvent il
s’agit de mode`les « de bon fonctionnement » qui contrairement aux mode`les nume´riques
ne sont pas base´s sur la physique du syste`me mais sur une conside´ration en terme de
mode de fonctionnement. Ces me´thodes se caracte´risent par les termes mode´lisation et
simulation. Elles regroupent notamment des outils tels que :
– les re´seaux de Petri,
– les automates d’e´tats finis.
I.4.4.2 Me´thodes de reconnaissance
Ces me´thodes regroupent les mode`les associatifs et les me´thodes de reconnaissance
dans le sens ou` elles sont caracte´rise´es par les termes apprentissage et reconnaissance
qui s’appliquent aussi bien aux syste`mes de reconnaissance de formes qu’aux syste`mes
a` base de re`gles tels que les syste`mes experts. Dans ces me´thodes on conside´rera parti-
culie`rement les outils suivants :
– les re´seaux neuronaux,
– la logique floue,
– les re´seaux neuro-flous,
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– les syste`mes experts,
– le raisonnement a` partir de cas,
– les outils statistiques.
I.4.4.3 Me´thodes a` base de mode`les explicatifs
Ces me´thodes reprennent le terme de mode`les explicatifs introduit dans (Basseville
et al., 1996), et englobent de part leur de´finition meˆme les notions de mode`les de pannes
de (Aghasaryan et al., 1997). Il s’agit donc ici des me´thodes qui permettent de fournir
une repre´sentation de l’analyse causale des liens entre les de´faillances et leurs causes. On
retrouve principalement dans ces me´thodes des applications base´es sur des outils tels
que :
– les graphes d’influence,
– les graphes causaux,
– les graphes contextuels,
– les Bond Graph,
– la logique floue.
En synthe`se, nous avons choisi de de´finir que le classement des techniques de sur-
veillance est fonction de l’existence ou non d’un mode`le formel de l’e´quipement a` sur-
veiller. Nous avons donc pre´sente´, d’une part, les me´thodes qui ne se basent pas sur l’exis-
tence de ce mode`le, c’est-a`-dire les outils statistiques et les techniques de l’intelligence
artificielle et, d’autre part, celles qui l’utilisent, a` savoir les me´thodes de mode´lisation
fonctionnelle et mate´rielle et les me´thodes de mode´lisation physique. Ces dernie`res tech-
niques ont pour principe de comparer l’e´tat the´orique du syste`me fourni par le mode`le
avec son e´tat courant donne´ par les observations. Ces techniques sont pourtant difficiles
a` mettre en œuvre et ont des proble`mes d’incertitudes dus a` la complexite´ des syste`mes
et de l’influence de l’exte´rieur sur ceux-ci. Les techniques de l’Intelligence Artificielle ne
se basent pas sur le mode`le de l’e´quipement et prennent en compte les perturbations
ainsi que les bruits de mesure, d’une manie`re implicite. La surveillance a` base de mode`le
est souvent ope´re´e hors ligne, empeˆchant ainsi des traitements temps re´el. En revanche,
l’Intelligence Artificielle offre des outils totalement de´couple´s de la structure du sys-
te`me, permettant un suivi temps re´el de l’e´volution de celui-ci. Le raisonnement en ligne
fait que l’approche de l’Intelligence Artificielle est plus robuste a` des changements de
modes ope´ratoires comme pour les syste`mes ayant plusieurs configurations. Elle est donc
e´volutive.
Les syste`mes de surveillance par outils de l’Intelligence Artificielle peuvent donc
repre´senter d’excellents syste`mes d’aide a` la de´cision pour l’expert humain.
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I.5 Conclusion
Dans ce chapitre, nous avons pu voir dans un premier temps l’e´volution dans l’Auto-
matique qui conduit a` concevoir des syste`mes de surveillances performants. Ces syste`mes
de surveillances doivent traiter un nombre important de donne´es, et doivent pouvoir
exploiter le savoir-faire des automaticiens. Nous en avons conclu que les besoins en In-
telligence Artificielle e´taient bien pre´sents. Puis nous avons aborde´ le point de vue de la
suˆrete´ de fonctionnement ou` nous avons pre´sente´ divers outils ne´cessaires pour ame´liorer
ses quatre caracte´ristiques, la fiabilite´, la maintenabilite´, la disponibilite´ et la se´curite´.
Ces techniques ont les de´savantages d’eˆtre couˆteuses en temps, et de ne pas eˆtre souvent
utilise´es par les ope´rateurs de maintenance, d’ou` la question de savoir quels sont les outils
utilise´s en surveillance. Cette partie a e´te´ aborde´e dans la dernie`re section de ce cha-
pitre. Nous en avons conclu que les syste`mes d’intelligence artificielle e´taient la meilleure
solution pour l’aide a` la de´cision pour l’ope´rateur de maintenance. Donc, nous avons un
besoin d’outils en Intelligence Artificielle qui devront exploiter aussi bien le savoir-faire
des automaticiens que les donne´es des me´thodes de suˆrete´ de fonctionnement, dans un
cadre de surveillance industrielle.
Dans ce sens, le chapitre suivant sera consacre´ a` la pre´sentation de diffe´rentes tech-
niques d’intelligence artificielle rencontre´es dans le domaine de la surveillance. Ceci en
vue d’en extraire les points forts et les points faibles de chacune de ces techniques et
d’e´valuer dans quelle mesure elles re´pondent aux exigences de la surveillance.
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Chapitre II
Outils de l’Intelligence Artificielle
pour la surveillance
De nombreuses techniques d’Intelligence Artificielle sont utilise´es en sur-
veillance. Nous en avons extrait trois grandes familles : les me´thodes a` base
de mode`les comportementaux, les me´thodes de reconnaissance de formes et
les me´thodes a` base de mode`les explicatifs. La surveillance peut eˆtre de´finie
de plusieurs manie`res. Nous avons fait le choix de la de´crire en deux e´tapes :
la de´tection de de´faut et le diagnostic de pannes. Le diagnostic peut lui meˆme
eˆtre de´fini par une localisation et une identification des causes. Cette de´fi-
nition nous ame`ne au fait que toutes les me´thodes dites de surveillance ne
remplissent pas entie`rement la fonction de recherche de causes qui nous pa-
rait primordiale. Selon la classification que nous avons effectue´e, seules les
techniques a` base de mode`les explicatifs re´pondent a` ce crite`re. Ainsi, en res-
pectant les fonctions naturelles de la surveillance, notre outil se de´composera
en deux outils : un outil pour la de´tection et un autre pour le diagnostic.
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II.1 Introduction
La diversite´ des outils de l’Intelligence Artificielle rencontre´s dans des applications
de diagnostic ne permet pas a` priori de se faire une ide´e claire sur les avantages et les
inconve´nients de chacun de ces outils. Apre`s avoir pre´sente´ quelques pre´cisions sur la
surveillance, nous donnons donc dans ce chapitre une pre´sentation des diffe´rents outils
de l’intelligence artificielle suivant la classification des me´thodes de surveillance propose´e
au chapitre pre´ce´dant. Dans un premier temps, nous pre´sentons les me´thodes a` base de
mode`les comportementaux, puis les me´thodes de reconnaissance de formes et enfin les
me´thodes a` base de mode`les explicatifs.
II.2 Pre´cision sur la surveillance
Dans cette partie nous inte´grons un nouveau niveau dans la de´finition de la sur-
veillance, c´est l´inte´gration des notions de de´tection, de diagnostic, de localisation de
de´faut et d´identification des causes. Nous avons vu dans la partie pre´ce´dente la de´fini-
tion suivante de la surveillance :
La surveillance est un dispositif passif, informationnel qui analyse l’e´tat du syste`me
et fournit des indicateurs. La surveillance consiste notamment a` de´tecter et classer les
de´faillances en observant l’e´volution du syste`me puis a` les diagnostiquer en localisant
les e´le´ments de´faillants et en identifiant les causes premie`res. (Lefebvre, 2000)
La surveillance peut aussi se de´finir par deux fonctions qui rejoignent la de´finition
propose´e par Lefebvre. Ces fonctions sont « Voir » et « Comprendre ». La premie`re, la
fonction de perception et donc de de´tection, s’appuie sur les donne´es acquises par les
capteurs du syste`me a` surveiller et transmet a` l’ope´rateur des informations plus ou moins
e´labore´es. L’analyse de ces informations rec¸ues constitue la fonction « Comprendre » et
donc le diagnostic.
L’architecture d´un syste`me de surveillance peut ainsi se re´sumer par la figure II.1.
Nous allons donc de´finir les diffe´rentes notions de la surveillance.
II.2.1 De´tection
Pour de´tecter les de´faillances du syste`me, il faut eˆtre capable de classer les situations
observables comme e´tant normales ou anormales. . . . (Lefebvre, 2000)
Cette classification n’est pas triviale, e´tant donne´ le manque d’information qui carac-
te´rise ge´ne´ralement les situations anormales. Une simplification commune´ment adopte´e
consiste a` conside´rer comme anormale toute situation qui n’est pas normale.
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Fig. II.1 – Architecture d´un syste`me de surveillance
II.2.2 Diagnostic
Une premie`re de´finition donne´e dans (Dubuisson, 2001) conside`re le diagnostic de la
manie`re suivante :
Un proble`me de diagnostic peut se de´finir comme un proble`me de reconnaissance de
formes. L’ensemble des e´tats est homologue a` un ensemble de classes et le vecteur forme
est le vecteur composantes des parame`tres observe´s sur le syste`me. Cette de´finition
s’applique a` de nombreuses applications de diagnostic dans lesquelles le diagnostic est
re´alise´ par des me´thodes de reconnaissance de formes.
Il existe cependant d’autres approches du diagnostic, en effet, e´tymologiquement
diagnostic vient du grecque et signifie (dia : par , Gnosis : connaissance). La de´finition
donne´e par (Peng et al., 1990), s’en inspire et se formule ainsi :
E´tant donne´ un ensemble de manifestations observe´es (symptoˆmes, constatations,
etc), il s’agit d’expliquer leur pre´sence, de remonter aux causes, en utilisant un savoir
sur le syste`me conside´re´.
Nous conside´rerons cette de´finition pour la suite du travail, elle semble mieux adapte´e
aux proble`mes de diagnostic dans la mesure ou` elle met en e´vidence le raisonnement qui
doit eˆtre suivi pour re´aliser la fonction « Comprendre » et l’approche conside´re´e est
largement reprise par d’autres auteurs, on peut citer notamment (Zwingelstein, 1995;
Grosclaude, 2001; Bouchon-Meunier et al., 2003).
De plus, la de´composition du diagnostic en deux fonctions que sont la localisation
qui permet de de´terminer le sous-ensemble fonctionnel de´faillant et l’identification qui
doit de´terminer les causes qui ont mene´es a` une situation anormale s’applique e´galement
a` cette de´finition. Enfin, dans cette de´finition, le diagnostic est re´alise´ a` partir d’obser-
vations, ce qui revient bien a` conside´rer la de´tection comme ne faisant pas partie de la
phase de diagnostic.
Au regard de ces de´finitions, comme la surveillance, le diagnostic traite a` la fois de
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donne´es nume´riques (exploitation des observations s’il s’agit de capteurs par exemple)
et de donne´es symboliques (connaissances sur le syste`me conside´re´). Dans (Dubuisson,
1990), ces deux types de donne´es sont conside´re´s comme des connaissances ne´cessaires
a` l’ope´ration de diagnostic. L’auteur de´finit deux types de connaissances :
– la connaissance globale que l’on peut qualifier de connaissance a priori sur le
syste`me, cette connaissance reposant sur le passe´ du syste`me,
– la connaissance instantane´e qui correspond a` l’ensemble des e´le´ments dont on dis-
pose a` un instant donne´ pour prendre une de´cision et l’exploiter ; cette connaissance
repose donc sur les observations qui peuvent eˆtre nume´riques ou symboliques.
Une autre notion se de´gage e´galement de la de´finition propose´e dans (Peng et al.,
1990). Elle rend compte de l’exploitation des connaissances causales sur le syste`me.
En effet, un « dysfonctionnement » peut eˆtre de´crit de fac¸on simple par des relations
associant ses causes initiales (de´faillances de composants, etc.) a` ses manifestations ob-
servables, les symptoˆmes. Si on dispose d’une the´orie mode´lisant de telles relations, un
proble`me de diagnostic consiste a` rechercher a` l’aide de cette the´orie des explications
satisfaisantes aux symptoˆmes observe´s. L’infe´rence de base mise en jeu dans ce type de
raisonnement qui « remonte des effets aux causes » est appele´e abductive1. On peut la
sche´matiser ainsi :
E´tant donne´ le fait «B » et l’association (la relation de causalite´) «A→ B » («A »
cause « B »), infe´rer « A possible ».
Le diagnostic ainsi re´alise´ sera qualifie´ de Diagnostic Abductif.
Un point tre`s important pour le diagnostic est souleve´ ici, en effet dans quelle mesure
peut-on conside´rer que les connaissances sur le syste`me qu’elles soient causales, globales
ou instantane´es sont suffisantes ?, et comment les acque´rir et les valider ?
Compte tenu de la complexite´ de la taˆche, de nombreuses me´thodes existent pour
re´aliser une surveillance faisant appel a` des techniques varie´es. Nous avons vu dans le
chapitre pre´ce´dent une classification de ces diffe´rentes me´thodes. Nous allons mainte-
nant approfondir ces me´thodes en mettant en e´vidence les me´thodes de de´tection et les
1Les principaux types de raisonnement sont : inductif, de´ductif ou abductif. L’induction infe`re
quelque chose de diffe´rent que ce qui est observe´ ; ce raisonnement qui va des cas particuliers a` la
re`gle permet ainsi en quelque sorte de de´couvrir des lois ou re´gularite´s. La de´duction s’inscrit dans
un processus de de´monstration ou` on conclut des propositions prises pour pre´misses, de´ja` de´montre´es
ou autopose´es, d’autres propositions. Quant a` l’abduction, elle est de´finie comme « . . . une me´thode
pour former une pre´diction ge´ne´rale sans assurance positive qu’elle re´ussira dans un cas particulier
ou d’ordinaire, sa justification e´tant qu’elle est le seul espoir possible de re´gler rationnellement notre
conduite future, et que l’induction fonde´e sur l’expe´rience peste´e nous encourage fort a` espe´rer qu’elle
re´ussira. » (Peirce, 1978) L’abduction qui est pre´sente´e peut eˆtre vue comme une synthe`se ordonne´e
des deux autres types de raisonnements qui prend en compte le de´calage entre les objets et les re`gles
que l’on pourrait en tirer. Il sugge`re les hypothe`ses ou ide´es ge´ne´rales que la de´duction de´veloppe et
que l’induction met a` l’e´preuve (Deledalle, 1990).
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me´thodes de diagnostic c’est-a`-dire les me´thodes accomplissant la fonction de recherche
de causes.
II.3 Les me´thodes a` base de mode`les comportemen-
taux
Il existe deux approches principales pour la construction de ces mode`les qui utilisent
soit les automates d’e´tats finis, soit les re´seaux de Petri.
II.3.1 Les automates d’e´tats finis
Ils permettent de mode´liser directement le fonctionnement du syste`me, graˆce a` un
automate global. Ce dernier est obtenu par composition d’automates e´le´mentaires corres-
pondant a` des syste`mes locaux (composants du syste`me). Cette repre´sentation est donc
directement adapte´e a` la simulation et a` la de´tection. Il existe cependant des syste`mes
pour lesquels cette repre´sentation est e´galement utilise´e pour le diagnostic.
Dans (Sampath et al., 1996), les auteurs de´veloppent une me´thode de diagnostic
qui se caracte´rise par deux e´tapes. Dans un premier temps, il s’agit de de´velopper le
mode`le du syste`me a` l’aide des automates d’e´tats finis, puis dans un deuxie`me temps,
un outil de diagnostic correspondant e´galement a` un automate d’e´tats finis est construit
a` partir du mode`le global. Ce dernier effectue un diagnostic en observant en ligne une
se´quence d’e´ve´nements. Pour chaque e´ve´nement conse´cutif, l’outil fournit une estimation
de l’e´tat du syste`me et des e´ve´nements non observe´s, d’ou` les occurrences des pannes
sont de´duites.
En ge´ne´ral, les utilisations des automates d’e´tats finis en diagnostic sont de´die´es au
diagnostic des re´seaux de te´le´communications.
II.3.2 Les re´seaux de Petri
La deuxie`me grande approche utilisant les me´thodes a` base de mode`les ope´rationnels
est base´e sur le formalisme des re´seaux de Petri. Les re´seaux de Petri sont des outils
mathe´matiques et graphiques qui s’appliquent a` un grand nombre d’applications ou` les
notions d’e´ve´nements et d’e´volutions simultane´es sont importantes. Ils constituent les
mode`les les plus utilise´s lorsqu’il s’agit de syste`mes a` e´ve´nements discrets. Ils ont toute-
fois e´te´ enrichis sous plusieurs aspects (RdP temporise´s, stochastiques, flous), de manie`re
a` mieux rendre compte de la dynamique des syste`mes a` e´ve´nements discrets. Utilise´s
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dans un premier temps comme mode`les ge´ne´rateurs, ils permettent la re´alisation de si-
mulation ainsi que la de´tection dans une optique d’utilisation en diagnostic de syste`mes.
Dans ce cadre, les re´seaux de Petri peuvent eˆtre qualifie´s de mode`le de bon fonction-
nement. Dans (Anglano et al., 1994), un raisonnement de type chaˆınage arrie`re sur les
re´seaux de Petri est de´fini. Les re´seaux de Petri conside´re´s (BPN – Behavioral Petri
Net) constituent un mode`le de comportement du syste`me a` diagnostiquer. Les auteurs
introduisent 2 types de jetons (normal et inhibiteur). Ces 2 types de jetons permettent
d’introduire 3 types de marquages, a` savoir : true, false, unknown. Les BPN sont des
re´seaux saufs et de´terministes. Des re`gles de tirage arrie`re sont de´finies et permettent de
rendre compte d’e´ventuelles incohe´rences dans le raisonnement de recherche de causes.
Dans cette approche le diagnostic est re´alise´ par un tirage arrie`re du re´seaux qui permet
de remonter au marquage source (causes) a` partir du marquage correspondant a` l’e´tat
observe´.
II.3.2.1 Re`gles de chaˆınage arrie`re
La figure II.2 donne une repre´sentation graphique des diffe´rentes re`gles de tirage
arrie`re pour chaque type de transitions conside´re´. Ces re`gles donnent les diffe´rents mar-
quages qu’il est possible d’obtenir pour la ou les places amonts apre`s le tirage arrie`re
d’une transition en fonction de son architecture et du marquage de la ou des places
avales.
Fig. II.2 – Re`gles de chaˆınage arrie`re.
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II.3.2.2 Exemple de diagnostic
Un exemple d’application au diagnostic de pannes d’un moteur de voiture est pre´-
sente´. Le BPN correspondant est celui repre´sente´ sur la figure II.3, les places de´finissent
des e´ve´nements avec des attributs qui conditionnent le marquage.
Fig. II.3 – Re´seau de Petri comportemental.
Conside´rons un ensemble d’observations correspondant a` des places du RdP soit par
exemple, OBS={ex smoke(normal), oil light(red), temp ind(red)}. On cherche ensuite
l’ensemble des places pouvant eˆtre les causes initiales des observations de manie`re a` avoir
un ensemble de causes possibles.
Se pose ensuite le proble`me du marquage initial pour re´aliser l’analyse par chaˆınage
arrie`re du re´seau. Les auteurs de´finissent le marquage de la fac¸on suivante :
– marquage « true » note´ b (black) si l’observation est cohe´rente avec la place cor-
respondante, ensemble des places note´es P+,
– marquage « unknown » note´ w (white) si l’observation est incohe´rente avec la place
correspondante, ensemble de places note´es P−,
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– marquage « false » partout ailleurs.
Le diagnostic obtenu par chaˆınage arrie`re est le marquage initial qui conduit au
marquage final suivant :
– 1 pour les places de l’ensemble P+,
– 0 pour les places de l’ensemble P−,
Dans l’exemple conside´re´, le chaˆınage arrie`re est donne´ par le graphe de la figure
II.4.
Fig. II.4 – Graphe du tirage arrie`re.
Ce graphe re´sume les transitions franchies a` partir du marquage des observations et
les diffe´rents marquages correspondants. Les trois marquages possibles ainsi que les re`gles
de tirage arrie`re permettent d’e´liminer certaines branches contradictoires du re´seau dans
la phase d’analyse et fournissent le marquage qui permet de revenir au marquage des
observations. On obtient donc les e´tats qui ont pre´ce´de´s aux e´tats observe´s en fonction
des diffe´rentes e´volutions possibles prises en compte par l’architecture du re´seau.
Le raisonnement de type chaˆınage arrie`re sur les re´seaux de Petri pre´sente´ ici est
particulie`rement inte´ressant puisqu’il permet a` priori de re´aliser une re´elle recherche de
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causes graˆce au chaˆınage arrie`re. Cependant, le me´canisme pre´sente´ ne l’est qu’a` titre
illustratif, et ne re´git aucune application re´elle. En ce sens, les contraintes lie´es a` une
application re´elle ne sont pas prises en compte et la validite´ du diagnostic n’est pas
e´value´e. De plus, l’approche pour le diagnostic est comple`tement de´terministe. Il serait
donc inte´ressant d’apporter de la finesse au diagnostic re´alise´ afin d’apporter une aide
au diagnostic en prenant en compte les impre´cisions et les incertitudes inhe´rentes a` la
re´alite´ industrielle.
II.3.3 Autres formalismes
Il existent e´galement d’autres formalismes a` rattacher aux me´thodes a` base de mo-
de`les ope´rationnels tels les mode`les de la physique qualitative qui permettent d’obtenir
un mode`le par abstraction du mode`le nume´rique (Basseville et al., 1996), ou les ap-
proches en logique classique ou line´aire (utilise´es e´galement avec le re´seaux de Petri
(Valette et al., 1994)).
II.3.4 Synthe`se sur les me´thodes a` base de mode`les comporte-
mentaux
Les automates d’e´tats finis et les re´seaux de Petri constituent donc des outils relati-
vement bien adapte´s pour construire des me´canismes de de´tection lorsque le fonctionne-
ment normal du syste`me est de´crit par ces formalismes. En revanche, leurs utilisations
en diagnostic sont encore limite´es. Pour les automates, les principales difficulte´s e´tant
lie´es a` la taille importante de l’espace d’e´tat, ceci conduit donc a` des proble`mes de me´-
moire et de vitesse d’exe´cution du diagnostic. Cependant, comme il est souligne´ dans
(Valette et al., 1994), les re´seaux de Petri constituent un outil puissant de mode´lisation
et peuvent eˆtre conside´re´s comme un outil parmi d’autres pour de´crire la connaissance
ne´cessaire au diagnostic.
Nous allons donc maintenant aborder les me´thodes de reconnaissance afin de mettre
en avant quelles techniques de l’IA sont utilise´es en surveillance.
II.4 Les me´thodes de reconnaissance de formes
Ces me´thodes supposent qu’aucun mode`le n’est disponible pour de´crire les relations
de cause a` effet. La seule connaissance repose sur l’expertise humaine conforte´e par un
solide retour d’expe´rience (Zwingelstein, 1995). La plupart de ces me´thodes sont base´es
sur l’Intelligence Artificielle avec en particulier des outils tels que les syste`mes experts,
les outils statistiques, le raisonnement a` partir de cas (Ra`PC), les re´seaux neuronaux,
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la logique floue et les re´seaux neuro-flous. Nous reviendrons donc sur leur utilisation et
en particulier nous aborderons : le Ra`PC, les re´seaux neuronaux, la logique floue, les
re´seaux neuro-flous.
II.4.1 Le raisonnement a` partir de cas
Le raisonnement a` partir de cas est une approche re´cente pour re´soudre et apprendre
des proble`mes. Il signifie : « re´soudre un nouveau proble`me en se rappelant une situa-
tion pre´ce´dente similaire et en re´utilisant les informations et les connaissances de cette
situation » (Aamodt et al., 1994). Il constitue donc une me´thodologie pour mode´liser le
raisonnement et la pense´e humaine ou pour de´velopper des syste`mes intelligents.
Le Ra`PC recouvre un ensemble de me´thodes de re´solution de proble`mes a` partir d’ex-
pe´riences passe´es plutoˆt qu’a` partir de connaissances ge´ne´rales comme le raisonnement
a` partir de re`gles. (Malek, 1996).
II.4.1.1 Principes de fonctionnement du Ra`PC
Globalement, le Ra`PC fonctionne de la manie`re suivante : il stocke les expe´riences
pre´ce´dentes (cas) dans une me´moire afin de re´soudre un nouveau proble`me, puis lors
d’un nouveau cas :
– il retrouve l’expe´rience similaire au nouveau proble`me dans la me´moire,
– il re´utilise cette expe´rience dans le contexte de la nouvelle situation (comple`tement,
partiellement ou en l’adaptant selon les diffe´rences),
– il me´morise la nouvelle expe´rience dans la me´moire (apprentissage).
Le raisonnement a` partir de cas constitue donc un processus cyclique pour la re´so-
lution de proble`mes, (Aamodt et al., 1994; Malek, 1996; Lamontagne et al., 2002). On
identifie dans ce processus les phases suivantes (figure II.5) :
Reme´moration : elle consiste en la recherche des cas les plus similaires au proble`me
en cours de traitement. Elle est base´e sur un calcul de similarite´ qui rend compte
de l’appariement (de la ressemblance) entre les cas.
Re´utilisation : elle correspond a` l’utilisation de la connaissance du (ou des) cas reme´-
more´(s) pour la re´solution du proble`me. Deux me´thodes existent pour cette phase :
on peut « copier » la solution du cas re´utilise´ sans la modifier ou « adapter » la
solution du cas re´utilise´ (l’adaptation pouvant eˆtre re´alise´e soit par l’utilisateur,
soit automatiquement).
Re´vision : il s’agit ici d’une e´valuation de la solution afin de faire un bilan du cas
avant la me´morisation. A ce niveau, si le re´sultat de l’e´valuation n’est pas bon, la
solution est re´pare´e en utilisant des connaissances sur le domaine si elles existent
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Fig. II.5 – Cycle du Raisonnement a` Partir de Cas.
ou en se re´fe´rant a` l’expert du domaine. Les crite`res utilise´s pour la re´vision sont
ge´ne´ralement la justesse et la qualite´ de la solution auxquelles peuvent eˆtre ajoute´es
par exemple des pre´fe´rences de l’utilisateur.
Me´morisation : elle consiste a` extraire et me´moriser la partie utile (nouvelle) de cette
expe´rience. Elle doit donc de´cider quelles informations sont a` retenir et sous quelle
forme, mais e´galement comment indexer le nouveau cas dans la base pour une
utilisation future.
Un nouveau proble`me ou cas est re´solu en se rappelant (pendant la reme´moration)
des cas similaires de´ja` pre´-analyse´s et stocke´s dans la me´moire. La solution trouve´e est
ensuite adapte´e (re´utilise´e) au nouveau proble`me. Le nouveau cas est ensuite re´vise´ ou
re´pare´ (par l’expert ou par l’utilisation de la connaissance ge´ne´rale du syste`me). Ce
nouveau cas peut aussi eˆtre appris au syste`me comme nouvelle expe´rience.
Le Ra`PC s’articule donc autour d’une base de connaissance qui contient deux parties :
– La connaissance ge´ne´rale, souvent repre´sente´e par une base de re`gles et qui peut
intervenir dans toutes les phases du Ra`PC.
– La me´moire, qui contient les cas et les structures ne´cessaires qui constituent l’ex-
pe´rience du syste`me ; elle est utilise´e lors des phases de reme´moration et de me´-
morisation.
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II.4.1.2 Les caracte´ristiques
Un syste`me de Ra`PC se caracte´rise donc par : la structure des cas utilise´s, la structure
de la base de cas (indexation des cas) et l’organisation de la me´moire.
a) Structure des cas
La structure des cas va de´pendre des domaines d’utilisation et des taˆches a` accom-
plir, mais d’une manie`re ge´ne´rale, les cas sont de´finis pas trois champs qui donnent la
structure du cas.
Structure du cas :
Proble`me ↔ description
Solution ↔ re´solution du proble`me (plusieurs solutions possibles)
Conclusion ↔ e´valuation de la solution, conse´quences, commentaires
Un cas de´crit donc une situation particulie`re et contient plusieurs attributs de´finis
par leurs valeurs, propres a` la situation.
Tab. II.1 – Exemple de structure d’un cas (Bergmann, 1998-2000)
Cas 1 Proble`me (Symptoˆme)
- Proble`me : feu avant en panne
- Voiture : VW Golf II 1.6L
- Anne´e : 1996
- Batterie : 13.6V
- E´tat des feux : OK
- E´tat de l’interrupteur : OK
Solution
- Diagnostic : fusible des feux avant de´fectueux
- Action : changer de fusible
b) Structure de la base de cas (indexation des cas)
Plusieurs me´thodes sont disponibles pour l’indexation des cas, on trouve principale-
ment des me´thodes :
– selon les attributs,
– base´es sur la diffe´rence,
– base´es sur la similarite´,
– base´es sur l’explication,
– par apprentissage inductive.
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c) Organisation de la me´moire
La me´moire peut eˆtre soit une me´moire plate, soit une me´moire hie´rarchique, cette
dernie`re e´tant utilise´e pour les domaines dans lesquels on utilise une repre´sentation
oriente´e objet, ou` les cas correspondent a` un ensemble d’objets.
II.4.1.3 Ra`PC et diagnostic
L’utilisation du Ra`PC en diagnostic remonte a` une quinzaine d’anne´es, on peut citer
a` titre d’exemple les syste`mes MOLTKE et PATDEX (1988-1991), (Bergmann, 1998-
2000). Pour une application en diagnostic, la principale singularite´ du Ra`PC tient a` la
de´finition de la structure des cas. En effet, le me´canisme est identique a` celui pre´sente´
plus haut, et permet a` partir de la description d’une panne d’en retrouver la ou les causes
et de proposer une action pour une e´ventuelle intervention de maintenance. Adapte´e au
diagnostic, la structure des cas est donc la suivante :
Structure du cas :
Proble`me ↔ Symptoˆmes (description de la situation particulie`re de diagnostic)
Solution ↔ Origines (plusieurs origines possibles)
Conclusion ↔ Actions (strate´gie de maintenance).
Le Ra`PC constitue donc une technique pour re´soudre des proble`mes base´s sur l’ex-
pe´rience et est donc relativement bien adapte´ au proble`me de diagnostic pour lesquels
la notion d’expe´rience est relativement importante. Pour ce faire, la re´solution s’orga-
nise en quatre phases pour proposer une solution. Dans le cadre du Ra`PC, plusieurs
techniques sont e´galement disponibles d’une part pour repre´senter les connaissances,
en particulier pour repre´senter les cas en fonction du domaine d’utilisation, et d’autre
part pour re´aliser les diffe´rentes phases du cycle. Enfin, le Ra`PC, pre´sente e´galement les
avantages suivants :
– il re´duit les efforts d’acquisition de connaissances,
– il est relativement facile a` maintenir,
– l’efficacite´ de la re´solution des proble`mes augmente a` mesure qu’il est utilise´,
– il permet d’utiliser des donne´es existantes comme des bases de donne´es,
– il peut s’adapter aux changements de son environnement.
Son utilisation en diagnostic apparaˆıt donc comme relativement aise´e, avec comme
proprie´te´, une structure de cas adapte´e. Cependant, la difficulte´ tient justement a` cette
structure de cas et aux informations qu’elle doit contenir. En effet, l’extraction des
connaissances et leurs repre´sentations sont primordiales dans ce type d’application.
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II.4.2 Les re´seaux neuronaux
Les re´seaux de neurones artificiels sont un outil bien adapte´ pour les proble`mes de
perception, de classification et de pre´diction. Leur utilisation s’inscrit particulie`rement
dans les me´thodologies de surveillance en l’absence de mode`le du proce´de´. Leur utilisa-
tion est principalement guide´e par leurs proprie´te´s suivantes :
– capacite´ d’apprentissage,
– paralle´lisme dans le traitement,
– adapte´s aux non-line´arite´s des syste`mes,
– rapidite´ de traitement.
Nous verrons donc ici les architectures les plus couramment utilise´es pour ces pro-
ble`mes de surveillance des syste`mes industriels et dans quelle mesure ils peuvent re´aliser
un diagnostic.
II.4.2.1 Ge´ne´ralite´s
Deux e´le´ments principaux constituent un re´seau de neurones artificiels, tout d’abord
le(les) mode`le(s) de neurones utilise´s pour constituer le re´seau et ensuite, l’architecture
du re´seau. Chaque neurone artificiel est un processus e´le´mentaire qui rec¸oit un certain
nombre d’entre´es de neurones amonts. A chacune de ces entre´es est associe´ un poids
repre´sentatif de la force de connexion entre les neurones correspondants. Ceci met donc
en avant deux caracte´ristiques propres a` chaque neurone (voir figure II.6) :
– un « potentiel » ou « activation » e´gal(e) a` la somme ponde´re´e des entre´es
– une fonction de transfert qui donne la sortie du neurone en fonction de son « ac-
tivation ».
Fig. II.6 – Mode`le de neurone.
Les calculs du potentiel pk et de la sortie sk s’expriment par les relations suivantes :
pk =
∑
iwki · xi k : nume´ro d’ordre du neurone cible
et : i : nume´ro d’ordre du neurone e´metteur
sk = N (pk) ou` N est la fonction d’activation du neurone, ou fonc-
tion neurone, line´aire ou non.
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Les principales fonctions d’activation que l’on retrouve dans les diffe´rentes architec-
tures sont repre´sente´es sur la figure II.7.
Fig. II.7 – Les diffe´rentes fonctions d’activation.
Chaque neurone re´alise donc une fonction simple, les proprie´te´s globales de l’outil
e´mergent de sa structure. L’architecture des diffe´rents re´seaux de neurones s’organise en
couches, lesquelles sont interconnecte´es. Les principaux types de connexions sont donne´s
dans la figure II.8.
Fig. II.8 – Architectures des connexions entre les couches.
Toutes les caracte´ristiques des re´seaux de neurones sont ensuite exploite´es a` tra-
vers la proprie´te´ principale des re´seaux de neurones qu’est l’apprentissage. En effet, les
me´canismes d’apprentissage sont a` l’origine des capacite´s de re´solution de proble`mes
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des re´seaux neuronaux. Cet apprentissage permet de configurer les poids synaptiques
ainsi que les fonctions d’activation afin d’adopter un comportement de´sire´. Deux types
d’apprentissage sont utilise´s :
– Apprentissage supervise´ : l’apprentissage supervise´ permet de de´terminer les poids
synaptiques a` partir d’exemples e´tiquete´s auxquels un expert a associe´ des re´ponses
du re´seau. Les parame`tres du re´seau sont donc modifie´s de manie`re a` minimiser
l’erreur entre la sortie cible (fournie par l’expert) et la sortie re´elle du re´seau.
– Apprentissage non-supervise´ : les donne´es fournies en entre´e ne contiennent pas
d’information sur la sortie de´sire´e. L’apprentissage est re´alise´ a` l’aide de re`gles qui
modifient les parame`tres du re´seau en fonction des exemples fournis en entre´e.
II.4.2.2 Le mode`le de Hopfield
Le mode`le de Hopfield introduit en 1982, est constitue´ de processeurs e´le´mentaires
qui effectuent une somme ponde´re´e de toutes les entre´es et d’une fonction d’activation
a` seuil qui fournit une re´ponse e´gale a` 0 ou a` 1. Chaque neurone est connecte´ avec tous
les autres de fac¸on bidirectionnelle, sauf avec lui meˆme, (Zwingelstein, 1995). Ce mode`le
est base´ sur le concept de me´moire adresse´e par le contenu : la me´moire associative.
L’architecture du re´seau est syme´trique, c’est-a`-dire le poids wij de la connexion entre le
neurone i et le neurone j est identique a` wji, poids de la connexion entre les neurones j
et i. On utilise une repre´sentation matricielle pour donner les poids des connexions entre
les neurones d’un re´seau a` n cellules, par exemple, la matrice n× n des connexions :
w =

0 w12 · · · w1n
w21 0 · · · w2n
...
...
. . .
...
wn1 wn2 · · · 0

Il existe deux me´thodes de mise a` jour du re´seau : une e´volution synchrone qui
conduit a` calculer l’e´tat de tous les neurones du re´seau a` chaque unite´ de temps, une
e´volution asynchrone qui consiste a` mettre a` jour un seul neurone a` la fois.
Chaque information me´morise´e dans le re´seau repre´sente un point stable de l’espace
d’e´tat vers lequel l’e´volution du syste`me aboutit a` partir d’un point voisin, correspondant
a` une version de´forme´e de l’information me´morise´e. L’espace d’e´tat comporte donc des
attracteurs qui correspondent aux informations me´morise´es. L’e´volution du re´seau de
Hopfield vers un e´tat stable est caracte´rise´e par une fonction d’e´nergie qui de´pend a`
la fois du vecteur d’e´tat et de la matrice w. Pour obtenir les e´tats stables me´morise´s
par le re´seau, il faut donc trouver la matrice w qui minimise cette fonction d’e´nergie
(Zemouri, 2003).
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Fig. II.9 – Architecture du re´seau de Hopfield.
II.4.2.3 Le re´seau de Kohonen
Il existe des zones du cerveau (dans le cortex visuel par exemple) qui pre´sentent
la meˆme topologie que les capteurs sensoriels. C’est a` dire deux zones proches dans le
cortex visuel correspondent a` deux zones proches dans la re´tine, comme l’ont de´montre´
Hubel et Wiesel en 1959. Ces proprie´te´s se retrouvent avec le bulbe olfactif, ou l’appareil
auditif.
Il est inte´ressant de souligner que ces dispositions au sein du cerveau ne sont pas
ge´ne´tiques, mais sont dues a` un apprentissage. A la suite de ces observations, Kohonen
proposa un mode`le de carte topologique auto-adaptative ou` seules les entre´es modifient
le processus, il s’agit donc d’un apprentissage non-supervise´. Une repre´sentation d’une
carte auto-adaptative est donne´e dans la figure II.10.
Fig. II.10 – Carte topologique auto-adaptative de Kohonen.
Chaque neurone de la couche d’entre´e est relie´ a` tous les neurones de la carte, dans la
plupart des applications, les cartes sont a` deux dimensions. A chaque cellule est associe´
un voisinage qui de´pend de la ge´ome´trie du maillage de la carte et auquel correspondent
des me´canismes d’interaction late´rale. Cette interaction late´rale, souvent choisie sous
la forme d’un « chapeau mexicain » (figure II.11), montre que les neurones proches
apportent une activation, alors que les neurones plus e´loigne´s ont une action inhibitrice.
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Fig. II.11 – Liaison late´rale de type « chapeau mexicain » ou DOG (Difference of Gaus-
sians).
Le fonctionnement du re´seau de Kohonen s’effectue en deux e´tapes. Dans la premie`re,
on identifie la cellule Ii la plus sensible a` l’entre´e pre´sente´e et dans la deuxie`me e´tape,
on modifie les poids des cellules pour obtenir a` la fin de l’apprentissage une partition
des cellules en zones particulie`res sensibles a` un sous-espace donne´ de l’ensemble des
formes pre´sente´es a` l’entre´e. Apre`s un long temps de convergence, le re´seau e´volue donc
de manie`re a` repre´senter au mieux la topologie de l’espace de de´part.
Les re´seaux de Kohonen ont trouve´ de nombreuses applications pour la classification
de signatures vibratoires de machines. Ils pre´sentent cependant l’inconve´nient majeur
d’exiger un temps relativement long pendant la phase d’apprentissage (Zwingelstein,
1995).
Dans (Zemouri, 2003), deux architectures sont mises en avant pour la surveillance
des syste`mes, il s’agit du Perceptron Multicouche (PMC ou MLP pour Multi Layer
Perceptron) et du Re´seau a` Fonctions de base Radiales (RFR ou RBF pour Radial
Basis Function).
II.4.2.4 Le Perceptron Multicouche
Le perceptron multicouche est un re´seau oriente´ de neurones artificiels organise´ en
couches et ou` l’information voyage dans un seul sens, de la couche d’entre´e vers la couche
de sortie. La figure II.12 donne l’exemple d’un re´seau contenant une couche d’entre´e,
deux couches cache´es et une couche de sortie. La couche d’entre´e repre´sente toujours une
couche virtuelle associe´e aux entre´es du syste`me. Elle ne contient aucun neurone. Les
couches suivantes sont des couches de neurones. Les sorties des neurones de la dernie`re
couche correspondent toujours aux sorties du syste`me. Dans le cas ge´ne´ral, un perceptron
multicouche peut posse´der un nombre de couches quelconque et un nombre de neurones
(ou d’entre´es) par couche e´galement quelconque.
Les neurones sont relie´s entre eux par des connexions ponde´re´es. Ce sont les poids
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de ces connexions qui gouvernent le fonctionnement du re´seau et « programment » une
application de l’espace des entre´es vers l’espace des sorties a` l’aide d’une transforma-
tion non line´aire. La cre´ation d’un perceptron multicouche pour re´soudre un proble`me
donne´ passe donc par l’infe´rence de la meilleure application possible telle que de´finie
par un ensemble de donne´es d’apprentissage constitue´es de paires de vecteurs d’entre´es
et de sorties de´sire´es. Cette infe´rence peut se faire, entre autre, par l’algorithme dit de
re´tropropagation, (Parizeau, 2004).
Fig. II.12 – Architecture du Perceptron Multicouche.
L’algorithme de re´tropropagation, va donc re´aliser l’apprentissage du re´seau en mo-
difiant les poids des connexions neurone par neurone en commenc¸ant par la couche de
sortie. Le crite`re d’apprentissage e´tant la minimisation de la racine de l’erreur quadra-
tique moyenne.
Le mode`le perceptron multicouche se caracte´rise donc par une architecture globale
(tous les neurones participent a` la sortie apre`s la phase d’apprentissage), qui lui confe`re
de mauvaises proprie´te´s en classification et donc le rend moins inte´ressant pour une
utilisation en surveillance (Zemouri, 2003). Cependant il existe un nombre non ne´gli-
geable de travaux en surveillance et diagnostic qui utilise cette architecture (Keller et
al., 1994; Meador et al., 1991; Wu et al., 1994). D’autres re´fe´rences pourront eˆtre re-
trouve´es dans (Zemouri, 2003).
II.4.2.5 Les re´seaux a` fonction de base radiale (RFR)
Les re´seaux de neurones a` fonction de base radiales sont e´galement des re´seaux a`
propagation avant. Ils posse`dent une seule couche cache´e compose´e de fonctions noyaux
Gaussiennes (figure II.13). La principale particularite´ de ces re´seaux re´side dans le fait
qu’ils sont capables de fournir une repre´sentation locale de l’espace graˆce aux fonctions
noyaux Gaussiennes. L’influence de ces fonctions noyaux est restreinte a` certaines zones
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de cet espace, elles ne fournissent une re´ponse utile que pour un domaine de valeurs
restreint, leur champ re´cepteur. Deux parame`tres caracte´risent ces fonctions noyaux :
un vecteur de re´fe´rence µj appele´ centre ou prototype et la dimension σi du champ
d’influence appele´ rayon d’influence. Chaque neurone de la couche cache´e est donc ca-
racte´rise´ par les e´quations suivantes :
Distance du vecteur d’entre x au vecteur prototype µi : ri (x) = ‖x− µi‖
Fonction gaussienne d’activation : Φi (x) = exp
(
−ri(x)2
σ2i
)
Fig. II.13 – Architecture du RFR.
L’apprentissage des re´seaux RFR permet donc de de´terminer la position et le nombre
des prototypes µi, ainsi que la taille du champ re´cepteur σi.
Pour une utilisation en classification, l’espace des entre´es est divise´ en diffe´rentes
classes, chaque classe posse´dant un ou plusieurs prototypes. La classification consiste
ensuite a` e´valuer la distance entre le vecteur d’entre´e et les prototypes et a` de´terminer
a` quel champ re´cepteur appartient le vecteur d’entre´e.
Applique´ au diagnostic, cet outil s’inscrit dans les me´thodes de reconnaissance de
formes. Plus ge´ne´ralement, leur utilisation en surveillance ne permet pas en l’e´tat de trai-
ter des donne´es dynamiques, il existe donc des architectures qui permettent de prendre
en compte la notion temporelle (Chappelier, 1996; Chappelier et al., 2001; Zemouri et
al., 2001; Palluat et al., 2005b), et donc la re´alisation d’applications industrielles telles
que la de´tection dynamique, le diagnostic et le pronostic.
II.4.2.6 Les re´seaux de neurones temporels
On trouve principalement deux familles de re´seaux de neurones temporels (Chappelier,
1996; Chappelier et al., 2001) : les re´seaux de neurones temporels avec une repre´sentation
externe du temps, et ceux avec une repre´sentation interne.
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La repre´sentation externe du temps transforme les informations temporelles que
contiennent les donne´es en information spatiale ; on parle alors de repre´sentation spa-
tiale du temps. Un me´canisme externe est donc charge´ de retarder ou de retenir les
donne´es jusqu’au moment de leur utilisation dans le re´seau. Les re´seaux de neurones qui
utilisent cette repre´sentation du temps sont principalement utilise´s dans le domaine de
le reconnaissance de la parole.
Dans la repre´sentation interne du temps, le temps est pris en compte par les ef-
fets qu’il produit, le re´seau posse`de alors des proprie´te´s dynamiques, on parle alors de
repre´sentation dynamique du temps. De tels re´seaux ont la capacite´ de me´moriser des in-
formations temporelles. Nous y trouvons les repre´sentations internes explicite du temps
et les repre´sentations internes implicite du temps (re´seaux de neurones dynamiques).
La prise en compte implicite du temps est re´alise´e en re´introduisant en entre´e du
re´seau l’e´tat pre´ce´dent du re´seau (ou une partie de celui-ci). C’est le cas des re´seaux
re´currents d’Elman (Elman, 1990) et de Jordan (Jordan, 1986).
Repre´senter explicitement le temps dans le mode`le neuromime´tique employe´ peut se
faire au seul niveau des liaisons du re´seau ou au niveau du neurone lui-meˆme. Comme
exemples d’architectures introduisant le temps au niveau des retards synaptiques, nous
pouvons citer entre autres les travaux suivants : (Be´roule, 1987; Amit, 1988; Jacquemin,
1994). Pour des architectures introduisant le temps au niveau du neurone, nous pouvons
nous inte´resser aux travaux re´alise´s sur les cartes auto-organisatrices de Kohonen, dont
une vue d’ensemble est donne´e dans (Barreto et al., 2001).
Dans (Palluat et al., 2005b), nous avons montre´ que les architectures a` repre´senta-
tion interne implicite du temps, appele´es commune´ment re´seaux de neurones re´currents,
sont les mieux adapte´es pour la surveillance et le diagnostic. Afin d’affiner cette premie`re
classification de re´seaux de neurones temporels, nous avons ajoute´ un crite`re architec-
tural, le type local ou global de la re´ponse du neurone. Par exemple, on trouve une
re´ponse globale pour les neurones utilisant une fonction d’activation sigmo¨ıdale, et une
fonction d’activation gaussienne pour les re´ponses locales. Le choix d’une re´ponse locale
ou d’une re´ponse globale de´terminera les caracte´ristiques principales du re´seau. En ef-
fet, un re´seau temporel a` repre´sentation externe du temps donnant une re´ponse globale,
comme le NETtalk (Sejnowski et al., 1986), posse`de une tre`s bonne capacite´ de ge´ne´ra-
lisation. Toutefois, lors d’un nouvel apprentissage, tous les parame`tres du re´seau doivent
eˆtre recalcule´s. On utilisera de pre´fe´rence ce type de re´seaux pour les proble`mes d’in-
terpolation. Par contre, pour un re´seau donnant une re´ponse locale, comme le TDRBF
(Berthold, 1994), la sortie du re´seau est non nulle si le vecteur d’entre´e est proche d’un
vecteur appris, et nulle sinon. Lors d’un nouvel apprentissage, seule une partie des para-
me`tres du re´seau est ge´ne´re´e, car seuls quelques neurones ont une re´ponse non nulle. Ces
re´seaux pourront eˆtre utilise´s pour re´soudre les proble`mes d’extrapolation. A noter la
possibilite´ de re´ponses mixtes pour les re´seaux posse´dant a` la fois des neurones a` re´ponses
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globales et des neurones a` re´ponses locales, tels que les re´seaux RRBF (Zemouri, 2003)
et DGNN (Ferariu et al., 2002).
Nous retrouvons cette classification dans la figure II.14.
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Fig. II.14 – Classification des re´seaux de neurones temporels a` l’aide de deux crite`res
(temporel et architectural)
Une e´tude de surveillance, correspondant a` un proble`me d’extrapolation, nous nous
sommes attarde´s sur les re´seaux a` re´ponses locales et mixtes. Nous avons montre´ dans
(Palluat et al., 2005b), a` travers un exemple de classification et un de pre´diction, que le
re´seau re´current a` fonction de base radiale (RRFR) est le plus adapte´.
Dans le RRFR, l’architecture de base est celle du RFR a` laquelle sont ajoute´es des
connexions re´currentes au niveau de la couche d’entre´e pour la prise en compte du temps.
La figure II.15 pre´sente les deux architectures.
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Fig. II.15 – Re´seaux RFR et RRFR.
L’auto-connexion au niveau de la couche d’entre´e a pour effet la prise en compte d’un
certain passe´ des donne´es en entre´e. Le RRFR peut donc eˆtre vu comme comportant
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deux types de me´moire : la me´moire statique de la couche cache´e qui comprend les pro-
totypes et les champs d’influence et une me´moire dynamique constitue´e par l’ensemble
des neurones boucle´s. De plus, l’algorithme d’apprentissage est extreˆmement flexible.
Cet algorithme permet un temps d’entraˆınement relativement court et posse`de tre`s peu
de parame`tres a` optimiser, (Palluat et al., 2005b). D’autres proprie´te´s du RRFR sont
pre´sente´es a` travers une application de surveillance dynamique d’un processus dans
(Zemouri, 2003).
II.4.2.7 Analyse des diffe´rents types de re´seaux de neurones
Au regard de ces diffe´rents travaux, l’architecture RRFR semble donc la mieux adap-
te´e pour des applications de pronostic et de surveillance dynamique. De plus graˆce a` son
architecture simple (se´paration de la me´moire dynamique et de la me´moire statique)
et des temps d’apprentissage relativement courts, elle autorise l’apprentissage en ligne,
ce qui la rend particulie`rement inte´ressante dans le cadre de la surveillance dynamique.
Applique´e au diagnostic, ses capacite´s de classification seront mises en avant. En effet,
les re´seaux neuronaux appartiennent aux me´thodes de diagnostic par reconnaissance de
formes. Cependant, meˆme si l’outil neuronal est capable d’identifier des modes de de´-
faillances d’un syste`me, il n’explique pas re´ellement les causes a` l’origine de ces modes
de de´faillances.
Pour une application de surveillance, les re´seaux de neurones et en particulier le
re´seau RRFR semble plutoˆt s’inscrire dans la phase de de´tection qui vient en amont du
diagnostic dans la surveillance des syste`mes.
Les diffe´rents re´sultats obtenus avec les re´seaux de neurones temporels en font des
outils particulie`rement inte´ressants pour des applications de surveillance industrielle.
Leurs capacite´s de de´tection et de classification permettraient de les utiliser dans le cadre
d’une application de diagnostic pour la ge´ne´ration d’alarmes intelligentes dans le sens ou`
la de´tection qu’ils re´alisent est suivi d’un traitement et permet une classification. En effet,
ils pourraient constituer un bon outil qui permettrait d’obtenir des symptoˆmes associe´s
a` une de´faillance qu’un syste`me de diagnostic utiliserait pour re´aliser la localisation et
l’identification des causes de cette de´faillance.
II.4.3 La logique floue
Introduite par Zadeh en 1965, la logique floue permet de formaliser la repre´sentation
et le traitement de connaissances impre´cises ou approximatives. Elle offre la possibilite´
de traiter des syste`mes d’une grande complexite´ dans lesquels sont, par exemple pre´sents
des facteurs humains. Elle intervient dans la manipulation de connaissances imparfaites.
Son utilisation dans des domaines tels que l’aide a` la de´cision ou le diagnostic semble
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donc naturel dans la mesure ou` elle fournit un outil puissant pour assister de fac¸on
automatique des actions humaines, naturellement empreintes d’impre´cisions (Bouchon-
Meunier, 1995).
La logique floue est conside´re´e dans (Bouchon-Meunier, 1995), comme le seul cadre
dans lequel on peut traiter des impre´visions et des incertitudes et qui autorise e´galement
le traitement de certaines incomple´tudes. C’est e´galement le seul cadre dans lequel on
peut traiter des connaissances nume´riques et des connaissances exprime´es symbolique-
ment par des qualifications du langage naturel.
II.4.3.1 Ge´ne´ralite´s
Nous donnons ici rapidement les principes de la logique floue. Le premier point a`
introduire en logique floue est celui de sous-ensemble flou. En effet le concept de sous-
ensemble flou permet d’e´viter le passage brusque d’une classe a` une autre (de classe
noire a` classe blanche par exemple). Un e´le´ment peut eˆtre ni comple`tement blanc ni
comple`tement noir ou encore eˆtre a` la fois partiellement noir et partiellement blanc. Un
sous-ensemble flou sera donc de´fini de la fac¸on suivante :
a) De´finition
Un sous-ensemble flou A de X est de´fini par une fonction d’appartenance qui associe
a` chaque e´le´ment x de X, le degre´ µA (x), compris entre 0 et 1, pour lequel x appartient
a` A :
µA : X → [0, 1]
De la meˆme manie`re, on de´finit des ope´rations sur les sous-ensembles flous qui ca-
racte´risent l’e´galite´, l’inclusion, l’intersection et l’union de deux sous-ensembles flous.
1- e´galite´ : Soit deux sous-ensembles flous A et B dans un univers X, A et B sont
e´gaux (A = B) si leurs fonctions d’appartenance prennent la meˆme valeur en tout point
x de X :
µA (x) = µB (x) ∀x ∈ X
2- Inclusion : Soit deux sous-ensembles flous A et B dans un univers X, A est inclus
dans B note´ A ⊆ B si leurs fonctions d’appartenance sont telles que :
µA (x) 6 µB (x) ∀x ∈ X
3- Intersection : L’intersection de deux sous-ensembles flous A et B de X est le sous-
ensemble flou constitue´ des e´le´ments de X affecte´s du plus petit de leurs deux degre´s
d’appartenance, donne´s par µA et µB. Elle est de´finie comme l’e´le´ment C = A ∪ B de
µ (x) tel que :
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µC (x) = min (µA (x) , µB (x)) ∀x ∈ X
min de´signant l’ope´rateur de minimisation. Intuitivement, un e´le´ment x ne peut
appartenir a` A et a` B a` la fois, c’est-a`-dire a` A∩B, moins fortement qu’il n’appartient
a` chacun d’eux.
4- Union : l’union de deux sous-ensembles flous A et B de X est le sous-ensemble flou
constitue´ des e´le´ments de X affecte´s du plus grand de leurs deux degre´s d’appartenance,
donne´s par µA et µB. Elle est de´finie comme l’e´le´ment D = A ∩B de µ (x) tel que :
µD (x) = max (µA (x) , µB (x)) ∀x ∈ X
D’autres ope´rateurs sont e´galement disponibles pour les ope´rations d’intersection,
d’union et de comple´mentation ; il s’agit des normes et conormes triangulaires (tableau
II.2).
Tab. II.2 – Normes et conormes triangulaires
T-norme T-conorme Ne´gation Noms
min (x, y) max (x, y) 1− x Zadeh
x · y x+ y − x · y 1− x Probabiliste
max (x+ y − 1, 0) max (x+ y, 1) 1− x Lukasiewicz
x·y
γ+(1−γ)(x+y−x·y)
x+y−x·y−(1−γ)·x·y
1−(1−γ)·x·y 1− x Hamacher (γ > 0) x si y = 1y si x = 1
0 sinon
 x si y = 0y si x = 0
1 sinon
1− x Weber
b) Implication floue et Modus Ponens
Implication floue :
L’implication floue entre deux propositions floues e´le´mentaire « V est A » et «W est
B » est une proposition floue concernant le couple de variables (V,W ), dont la valeur
de ve´rite´ est donne´e par la fonction d’appartenance µR d’une relation floue R entre X
et Y de´finie pour tout (x, y) de X × Y par :
V est A
µR−→ W est B
Avec :
µR (x, y) = Φ (µA (x) , µB (y)) pour une fonction Φ de [0, 1]× [0, 1]→ [0, 1]
Modus Ponens :
Pour une re`gle de la forme « Si V est A alors W est B », une conclusion doit eˆtre
obtenue relativement a`W lorsque la donne´e disponible est de la forme « V est A′ », pour
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A′ plus ou moins diffe´rent de A (fonctions d’appartenances de A et A′ peu diffe´rentes).
Le raisonnement approximatif introduit par Zadeh permet donc de tenir compte de l’as-
pect graduel des caracte´risations floues : si la donne´e est tre`s proche de la pre´misse de
la re`gle, la conclusion sera tre`s proche de la conclusion de la re`gle. Le modus ponens
ge´ne´ralise´ est donc de´fini de la fac¸on suivante :
Re`gle floue : si V est A alors W est B
Fonctions d’appartenance : µA µB
Fait observe´ : V est A′
Fonction d’appartenance : µA′
Conclusion : W est B′
Fonction d’appartenance : µB′
La fonction d’appartenance de B′ est donc calcule´e comme une combinaison de µR
et de µA′ de la forme :
µB′ (y) = supx∈X > (µA′ (x) , µR (x, y)) ∀y ∈ Y
pour une t-norme > appele´e ope´rateur de modus ponens ge´ne´ralise´.
II.4.3.2 Aide au diagnostic et aide a` la de´cision
Les applications de la logique floue sont extreˆmement nombreuses et varie´es. Les
plus courantes sont la commande floue, les syste`mes experts flous, le raisonnement a`
partir de cas et la reconnaissance floue de formes. Dans le cadre de la surveillance et du
diagnostic, on trouve principalement les syste`mes experts, le raisonnement a` partir de cas
et la reconnaissance de formes. Dans ces diffe´rents contextes (aide au diagnostic, aide a`
la de´cision), l’expert humain exprime des connaissances ou des donne´es dans un langage
naturel fondamentalement impre´cis ; la logique floue permet donc d’une part de prendre
en compte les impre´cisions inhe´rentes aux donne´es et d’autre part de rendre compte de
l’expression des re`gles qui permettent de formuler un diagnostic ou de de´terminer une
action. On trouve par exemple dans (Rahnamai et al., 1998) le sche´ma de l’architecture
d’un outil de de´tection/diagnostic d’antennes, dans lequel la logique floue intervient a`
trois niveaux diffe´rents pour re´aliser le diagnostic.
Dans le cadre de la surveillance des syste`mes industriels, la logique floue se trouve
e´galement associe´e a` d’autres outils et techniques d’analyses. Dans (Minca et al., 2002;
Minca, 2004), la logique floue est utilise´e en association avec les re´seaux de Petri pour
la conception d’un outil de surveillance temps re´el. Le re´seau de Petri est utilise´ pour
mode´liser un arbre de de´faillance et la logique floue est utilise´e pour traduire sous forme
d’une base de re`gles floues l’expression logique que repre´sente l’arbre de de´faillance.
Le mode`le RdPFS (Re´seau de Petri Flou pour la Surveillance) ainsi construit permet la
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propagation d’un marquage flou repre´sentatif de symptoˆmes a` travers le re´seau qui donne
une connaissance avance´e sur les de´gradations du syste`me durant le fonctionnement
et fournit une analyse dynamique permanente de son e´tat de de´gradation. Dans une
certaine mesure, cet outil permet donc de re´aliser un pronostic sur l’e´tat du syste`me.
La logique floue a trouve´ e´galement d’autres applications avec les arbres de de´faillances
dans lesquelles elle est utilise´e pour e´valuer l’apparition de l’e´ve´nement sommet de l’arbre
(Cheng, 2000).
Dans ces diverses applications, l’utilisation de la logique floue est assez naturelle
dans la mesure ou` elle permet de traiter l’impre´cision, l’incertitude et l’incomple´tude
lie´es aux connaissances du domaine. Cependant meˆme si la logique floue fournit dans
tous ces exemples, des re´sultats satisfaisants, on ne peut conside´rer ces applications
comme de re´elles applications de la logique floue pour le diagnostic dans la mesure
ou` ces diffe´rents outils ne s’appliquent pas a` la localisation et a` l’identification des
causes expliquant un de´faut. Utilise´e avec les arbres de de´faillances, cette dernie`re devrait
fournir une e´valuation sur l’occurrence ou la pre´sence des e´ve´nements de base de l’arbre
de de´faillances qui sont eux a` l’origine de l’e´ve´nement sommet. On obtiendrait ainsi
l’e´valuation des causes a` l’origine d’un dysfonctionnement.
II.4.4 Les re´seaux neuro-flous
Les re´seaux neuro-flous sont ne´s de l’association des re´seaux de neurones avec la
logique floue, de manie`re a` tirer profit des avantages de chacune de ces deux techniques.
La principale proprie´te´ des re´seaux neuro-flous est leur capacite´ a` traiter dans un meˆme
outil des connaissances nume´riques et symboliques d’un syste`me (Uppal et al., 2002).
Ils permettent donc d’exploiter les capacite´s d’apprentissage des re´seaux de neurones
d’une part et les capacite´s de raisonnement de la logique floue d’autre part. Diffe´rentes
combinaisons de ces deux techniques d’intelligence artificielle existent et mettent en
avant des proprie´te´s diffe´rentes. On peut identifier les combinaisons suivantes (Ould
Abdeslam, 2002) :
– Re´seau flou neuronal
– Syste`me neuronal/flou simultane´ment
– Mode`les neuro-flous coope´ratifs
– Mode`les neuro-flous hybrides
Des structures neuro-floues pour la mode´lisation, la pre´diction, le controˆle ou le diag-
nostic peuvent eˆtre re´alise´es par une grande varie´te´ d’architectures pour un meˆme type
de combinaison donne´e (Dourado et al., 1999). On trouve par exemple dans (Wang et
al., 2002) une utilisation d’un syste`me neuro-flou R-SANFIS (Recurrent Self-Adaptative
Neuro-Fuzzy Inference System) pour la commande d’un ve´hicule sous-marin autonome.
Une autre utilisation des re´seaux neuro-flous est pre´sente´e dans (Nauck et al., 1998)
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ou` l’architecture NEFPROX (NEuro Fuzzy function apPROXimator) est utilise´e pour
l’approximation de fonctions.
Dans des applications de diagnostic, on trouve principalement des mode`les neuro-
flous hybrides, pour lesquels re´seau de neurones et syste`me flou sont combine´s de manie`re
homoge`ne. Une de´finition d’un tel syste`me neuro-flou est donne´e dans (Palade et al.,
2002) :
Un syste`me neuro-flou est un re´seau de neurones qui est topologiquement e´quivalent
a` la structure d’un syste`me flou. Les entre´es/sorties du re´seau ainsi que les poids sont
des nombres re´els, mais les nœuds imple´mentent des ope´rations spe´cifiques aux sys-
te`mes flous : fuzzyfication, ope´rateurs flous (conjonction, disjonction), de´fuzzyfication.
En d’autres termes, un syste`me neuro-flou peut eˆtre vu comme un syste`me flou pour
lequel les ope´rations sont imple´mente´es de fac¸on paralle`le par un re´seau de neurones.
Applications des re´seaux neuro-flous au diagnostic
On retrouve principalement deux utilisations des re´seaux neuro-flous en diagnostic.
Ces utilisations en diagnostic reposent la plupart du temps sur la structure de diagnostic
suivante (Palade et al., 2002; Uppal et al., 2002).
Fig. II.16 – Structure ge´ne´rale d’un syste`me de diagnostic.
Dans cette structure de diagnostic, le diagnostic est base´ sur l’e´tude des re´sidus qui
sont ge´ne´re´s par diffe´rence d’un signal estime´ donne´ par un observateur avec les valeurs
re´elles du signal. Ces re´sidus sont ensuite classe´s et e´value´s. Le neuro-flou intervient donc
dans ces deux e´tapes du diagnostic, l’ide´e e´tant d’obtenir un classificateur de de´fauts
interpre´table.
Une premie`re application est de´crite dans (Palade et al., 2002), il s’agit du diagnostic
d’une turbine a` gaz industrielle. Dans cette application, les re´sidus sont ge´ne´re´s graˆce a`
un observateur neuro-flou TSK. Les re´sidus sont choisis en fonction de leur repre´senta-
tion des dysfonctionnements possible de la turbine. Dans l’exemple deux de´fauts de la
turbine sont conside´re´s un pour l’actionneur et un pour le compresseur. Compte tenu
de la sensibilite´ des re´sidus, deux mode`les TSK sont utilise´s. Un exemple de sche´ma
correspondant a` la ge´ne´ration de re´sidus est donne´ par la figure II.17.
Les relations entre les re´sidus et les de´fauts a` diagnostiquer sont donne´es par la table
II.3.
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Fig. II.17 – Observateur neuro-flou pour la ge´ne´ration de re´sidus.
Tab. II.3 – Identification/localisation des de´fauts.
De´faut de De´faut du
l’actionneur compresseur
R1 1 1
R2 0 1
Comme le montre la table II.3, pour e´tablir formellement un diagnostic, il faut in-
terpre´ter les re´sidus pour remonter jusqu’au de´faut concerne´, les re´sidus permettant la
de´tection de l’e´tat de panne. Pour ce faire, les auteurs proposent l’utilisation d’un clas-
sificateur neuro-flou qui doit permettre d’identifier sans ambigu¨ıte´ compte tenu de la
valeur des re´sidus, s’il s’agit d’un de´faut de l’actionneur ou du compresseur. Il s’agit
donc d’une architecture NEFCLASS qui permet a` son utilisateur d’obtenir de manie`re
interactive un classificateur flou avec un bon compromis entre pre´cision et interpre´ta-
tion. Dans cet exemple, l’apprentissage du re´seau neuro-flou est re´alise´ avec 150 motifs
des re´sidus pour chaque de´faut.
Une autre application des re´seaux neuro-flous est de´crite dans (Uppal et al., 2002),
il s’agit du diagnostic d’une vanne e´le´ctro-pneumatique. Le principe est exactement
identique au pre´ce´dent : des mode`les TSK et Mamdani sont utilise´s pour la ge´ne´ration
de re´sidus et un autre re´seau neuro-flou est utilise´ pour la classification des re´sidus. En
raison de sa plus grande interpre`tabilite´, c’est un mode`le Mamdani qui est utilise´ pour
la classification.
Les re´seaux neuro-flous apparaissent donc comme des outils puissants combinant des
grandes capacite´s d’approximation pour la mode´lisation des syste`mes dynamiques non-
line´aires pour lesquels le mode`le mathe´matique est inconnu avec la possibilite´ d’obtenir
des re´sultats posse´dant un certain niveau d’interpre´tation.
Plusieurs me´thodes sont disponibles pour de´velopper de tels syste`mes mais quelques
points ne´gatifs sont tout de meˆme a` souligner.
Tout d’abord au niveau de la conception de l’outil, il est ne´cessaire d’avoir des
connaissances suffisantes sur le syste`me a` diagnostiquer pour de´terminer les variables
d’entre´es, les fonctions d’appartenances, ainsi que les re`gles. De plus les syste`mes flous
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sont relativement gourmands en ressources, meˆme si les re´seaux de neurones viennent
ame´liorer leurs performances, il serait inte´ressant d’avoir des pre´cisions sur la possibilite´
d’effectuer un diagnostic en ligne.
La plupart des applications rencontre´es sont base´es sur l’e´tablissement d’un diag-
nostic a` partir de la classification de re´sidus, elles ne´cessitent donc de pouvoir e´tablir
un mode`le du syste`me. Des possibilite´s d’e´tablir des mode`les avec des techniques neuro-
floues sont pre´sente´es ici mais les applications restent toutefois limite´es. Il serait donc
inte´ressant d’employer ces techniques compte tenu de leurs capacite´s en s’affranchissant
comple`tement d’un mode`le du syste`me a` diagnostiquer.
II.4.5 Synthe`se sur les me´thodes de reconnaissances de formes
Nous avons aborde´ dans cette partie les diffe´rentes techniques de l’Intelligence Arti-
ficielle qui permettent de re´aliser un diagnostic base´ sur les me´thodes de reconnaissances
de formes. Leurs applications sont nombreuses et pour certaines, les re´sultats sont glo-
balement satisfaisant. Cependant, ces me´thodes sont pour la plupart des me´thodes qui
effectuent une classification par reconnaissance de forme. Le diagnostic revient donc a`
identifier un mode de fonctionnement du processus qui refle`te l’e´tat de panne. En ce
sens, le diagnostic re´alise´ ne permet pas d’identifier formellement les causes du dysfonc-
tionnement a` moins que celles si soient explicitement de´crites dans le mode identifie´ ;
ce que re´alise le raisonnement a` partir de cas. Pour les autres outils, les applications
s’apparentent plus a` de la « de´tection intelligente », pour laquelle la sortie du syste`me
de diagnostic est porteuse d’information sur l’e´tat du syste`me, mais n’en donne pas les
causes. Ces outils semblent donc mieux adapte´s a` la re´alisation d’un module de de´tection
dans une architecture comple`te de surveillance.
Il existent encore une autre classe de me´thodes de diagnostic sans mode`le nume´rique
du syste`me, base´e sur des me´thodes a` base de mode`les explicatifs. Nous verrons dans
la section suivante les principaux outils de l’Intelligence Artificielle qui s’inte`grent dans
ces me´thodes a` base de mode`les explicatifs, et dans quelle mesure ces derniers re´alisent
un diagnostic.
II.5 Les me´thodes a` base de mode`les explicatifs
Ces me´thodes sont principalement base´es sur la repre´sentation des relations entre les
diffe´rents e´tats de pannes et leurs effets (e´ventuellement observables). Elles reposent donc
sur une analyse profonde du syste`me, de manie`re a` avoir les connaissances suffisantes a`
l’expression de ces relations de cause a` effet. Les mode`les ainsi obtenus permettent pour
certains une approche abductive qui consiste a` remonter aux causes des pannes a` partir
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des observations correspondant aux symptoˆmes. Plusieurs outils de l’Intelligence Artifi-
cielle permettent une telle formalisation des connaissances disponibles sur un syste`me. Il
s’agit notamment des graphes causaux, des graphes contextuels, on retrouve e´galement
des approches base´es sur la logique floue ou les re´seaux de Petri. Nous verrons donc
dans cette partie comment ces outils par leurs capacite´s de mode´lisation et d’expression
permettent de fournir des mode`les explicatifs dans le cadre d’applications au diagnostic.
II.5.1 Les graphes causaux
L’exploitation de connaissances causales est assez naturelle pour le diagnostic. En
effet, un « dysfonctionnement » peut eˆtre assez simplement de´crit par les relations as-
sociant ses causes a` ses manifestations observables. Les graphes causaux constituent un
formalisme bien adapte´ a` la repre´sentation de ces liens causaux.
II.5.1.1 Ge´ne´ralite´s et principes
Dans une utilisation de diagnostic ils permettent d’exprimer les enchaˆınements cau-
saux re´gissant le fonctionnement du syste`me a` surveiller en cas de panne. Il s’agit de
graphes oriente´s acycliques. Les nœuds du graphe correspondent aux causes et effets et
sont relie´s par des arcs oriente´s. (Grosclaude, 2001)
Cet outil appartient donc aux me´thodes a` base de mode`les explicatifs leur but e´tant
de fournir une explication a` des observations d’un fonctionnement anormal d’un syste`me.
Ils repre´sentent des connaissances profondes du syste`me capable de donner les relations
causales entre les diffe´rents e´tats de pannes (Grosclaude et al., 2001). La construction
du mode`le repose sur une expertise telle que des catalogues de pannes, des AMDEC,
ou des arbres de de´faillances (Basseville et al., 1996), qui expriment pour une panne
l’ensemble des symptoˆmes observables.
Leur principale utilisation en diagnostic consiste en un diagnostic abductif. Le graphe
causal est utilise´ abductivement, « a` partir des symptoˆmes, on recherche les causes » de
manie`re a` relier les symptoˆmes observe´s a` un ensemble de causes possibles (Grosclaude
et al., 2000). Pour ce faire, plusieurs extensions des graphes causaux existent.
La premie`re extension repose sur l’introduction de contraintes temporelles, on parle
alors de « diagnostic abductif temporel » (Brusoni et al., 1995). Une relation causale relie
alors une occurrence de la cause a` une occurrence de l’effet, des contraintes temporelles
de´crivent la dure´e de la cause, le de´lai entre l’occurrence de la cause et celle de l’effet,
ou encore la dure´e de l’effet (Grosclaude, 2001). Des algorithmes existent pour retrouver
dans le graphe les causes expliquant des observations (Brusoni et al., 1995; Brusoni et
al., 1997).
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Une autre approche des graphes causaux repose sur l’introduction de probabilite´s.
On parle alors de re´seaux baye´siens pour lesquels les nœuds repre´sentent des variables
ale´atoires et les arcs, les de´pendances causales et probabilistes entre les variables ale´a-
toires.
Fig. II.18 – Graphe causal temporel (Brusoni et al., 1995).
Fig. II.19 – Exemple de re´seau baye´sien.
II.5.1.2 Graphes causaux et diagnostic
On trouve plusieurs applications des graphes causaux en diagnostic : dans le domaine
me´dical ainsi que dans le domaine industriel.
Une application dans le domaine industriel re´alise le diagnostic de moto-pompe pri-
maire d’une centrale nucle´aire EDF. Le graphe causal utilise´ compte 500 nœuds et 1000
arcs. Les algorithmes de diagnostic abductif temporel ainsi que les interfaces ont e´te´ im-
ple´mente´s sous le langage JAVA (Grosclaude, 2001; Grosclaude et al., 2001). Dans cette
application, d’autres extensions ont e´te´ apporte´es aux graphes causaux notamment par
la prise en compte de pannes interagissant et l’expression d’effets contradictoires (qui
permettent de rendre compte d’action de maintenance par exemple).
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Dans (Grosclaude, 2001), les graphes causaux servent de base pour compiler des
sce´narii utilise´s pour le diagnostic. L’abduction sur le graphe causal n’est utilise´e que
lorsque la reconnaissance de sce´narii a e´choue´ pour le diagnostic. Cette approche permet
de limiter l’utilisation du mode`le causal qui est plus lourd a` ge´rer.
Le graphe causal est un outil particulie`rement inte´ressant pour le diagnostic dans
le sens ou` il peut apporter une justification du diagnostic propose´ par le syste`me au
travers du chemin causal suivi dans le graphe. De plus, les algorithmes de diagnostic
abductif permettent a` partir de l’observation de symptoˆmes de rechercher un ensemble
de causes possibles qui expliquent par le biais de relations causales les observations.
Enfin, l’introduction de contraintes temporelles, d’effets contradictoires et la prise en
compte des interactions entre les pannes rend compte de manie`re plus juste la re´alite´
physique du syste`me a` diagnostiquer.
Les graphes causaux reposent donc sur la formalisation des liens causaux qui re´gissent
les e´tats de pannes et ne´cessitent de ce fait une grande connaissance du syste`me pour
e´tablir ces liens causaux ainsi que les contraintes temporelles. De plus, les algorithmes de
diagnostic abductif temporel sont relativement complexes et imposent des longs temps
de calculs. Un diagnostic en ligne est donc difficilement re´alisable en utilisant le mode`le
causal directement.
Dans (Grosclaude, 2001), des possibilite´s de pronostic sont envisage´es : l’objectif
e´tant de de´terminer a` partir du diagnostic de l’e´tat courant les e´volutions possibles
du syste`me. Une possibilite´ d’obtenir des arbres de de´cision a` partir du mode`le causal
est e´galement e´tudie´e afin d’orienter le diagnostic au fur et a` mesure de l’apparition
des symptoˆmes. Dans (Grosclaude et al., 2001), on envisage e´galement l’introduction
d’heuristiques de manie`re a` re´duire le temps de calcul.
II.5.2 Les graphes contextuels
Dans un contexte d’aide a` la de´cision, les outils cre´e´s doivent assister un ope´rateur
dans ses activite´s quotidiennes, sans toutefois prendre de de´cision a` sa place. Pour ce
faire, l’analyse de l’activite´ des ope´rateurs permet de mettre en e´vidence la structure
des raisonnements suivis ainsi que l’organisation des sous-taˆches et des actions. Cette
structure peut eˆtre mode´lise´e par des graphes. Les graphes ainsi cre´e´s donnent les dif-
fe´rentes me´thodes pour atteindre un but et ces me´thodes se distinguent par le contexte
dans lequel elles s’appliquent ; on parle alors de graphes contextuels. Il s’agit en effet
d’un formalisme bien adapte´ car il est base´ sur une expression du raisonnement que
suivent les ope´rateurs en pratique. De nombreux travaux ont e´te´ re´alise´s sur l’utilisation
du contexte et des graphes contextuels en vue de la cre´ation d’un Syste`me d’Aide a`
la Gestion d’Incidents dans le Me´tro. Les graphes contextuels et leur utilisation seront
donc pre´sente´s au travers de cette application.
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II.5.2.1 Principes
Les graphes contextuels ont e´te´ introduits a` partir des arbres de de´cision pour lesquels
on passe d’une repre´sentation base´e sur le contexte de l’incident a` une repre´sentation
base´e sur le contexte de re´solution de l’incident. Les branches de l’arbre qui conduisent a`
la meˆme action terminale sont rassemble´es dans le graphe et un branchement temporel
est introduit dans le graphe pour rendre compte des actions et des de´cisions qui peuvent
eˆtre re´alise´es en paralle`le.
Le graphe est constitue´ des e´le´ments suivants :
Des actions e´le´mentaires : Elles correspondent aux plus simples actions pouvant
eˆtre identifie´es dans le domaine concerne´. Leur organisation dans le graphe contex-
tuel de´crit des taˆches plus complexes.
Des activite´s : Ces activite´s sont similaires aux actions e´le´mentaires si ce n’est que
leur re´alisation est de´taille´e et induit une planification.
Des nœuds contextuels : Les nœuds contextuels correspondent a` des e´le´ments re-
pre´sentant les choix.
Des nœuds de recombinaisons : La re´alisation des actions re´duit l’e´cart entre les
strate´gies, si bien que plus ou moins rapidement, les strate´gies sont similaires. Les
nœuds de recombinaisons permettent ainsi de repre´senter cette convergence de
strate´gie guide´e par la politique globale des ope´rateurs.
Des branchements temporels : Les branchements temporels repre´sentent des groupes
d’actions/de´cisions pouvant eˆtre mene´s en paralle`le.
Ces e´le´ments conduisent a` la de´finition suivante :
Un graphe contextuel est un graphe oriente´ acyclique ayant une unique source et un
unique puits. Les sommets du graphe sont des instances des e´le´ments de´crits plus hauts.
Ils sont relie´s par des arcs montrant la pre´ce´dence temporelle.
Remarque : Le fait que le graphe soit acyclique garantit la finitude de l’algorithme
de parcours du graphe.
Un graphe contextuel repre´sente ainsi un raisonnement contextuel local construisant
une strate´gie pour la re´alisation d’un but en fonction de la situation et de son e´volution.
En effet les graphes contextuels sont conc¸us pour e´voluer au cours de leur utilisation.
II.5.2.2 Application des graphes contextuels
Une application des graphes contextuels est de´crite dans (Pasquier, 2002). Ils sont
utilise´s dans la conception d’un Syste`me d’Aide a` la Gestion d’Incidents dans le Me´tro
(SAGIM). L’expe´rience dans ce domaine montre que les conse´quences d’un incident sont
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Fig. II.20 – Graphe contextuel.
fortement de´pendantes du contexte dans lequel l’incident se produit (e.g. heure de pointe
ou non) (Bre´zillon, 2003). Pour ce faire, les graphes contextuels permettent d’organiser
les taˆches ne´cessaires a` la re´solution d’un incident autour de la notion de contexte. Ceci
permet donc de choisir la me´thode la plus approprie´e en fonction de la situation courante.
Les me´thodes sont organise´es dans une structure montrant l’ordonnancement des actions
et des activite´s secondaires, mais aussi les e´le´ments contextuels sur lesquels se basent les
choix strate´giques. Un autre inte´reˆt des graphes contextuels concernant cette application
est de permettre l’introduction aise´e des nouvelles pratiques d’ope´rateurs. Ge´ne´ralement,
une nouvelle pratique correspond a` une pratique connue avec quelques changements
introduits par des nœuds contextuels. Ainsi, un syste`me base´ sur les graphes contextuels
comprend des pratiques utilise´es par les ope´rateurs ou les acquie`re si besoin. Il n’est donc
plus ne´cessaire de de´velopper a priori une repre´sentation exhaustive de la re´solution d’un
incident (Bre´zillon, 2003). L’algorithme d’acquisition des connaissances est au cœur du
syste`me, ce dernier est donc capable de faire e´voluer ses connaissances sur les pratiques
des ope´rateurs (Pasquier, 2002). Dans SAGIM, les graphes contextuels sont associe´s au
raisonnement a` partir de cas de manie`re a` former un syste`me hybride. Les deux modes
de raisonnement utilise´s se comple`tent et permettent de produire des connaissances plus
pertinentes.
Une description de l’imple´mentation du syste`me est donne´e dans (Pasquier, 2002)
dans laquelle on retrouve les diffe´rentes interfaces et la fonction du syste`me de gestion
des incidents. Le prototype ainsi cre´e´ a e´te´ teste´ dans des conditions re´elles d’exploitation
du me´tro.
Les graphes contextuels permettent donc la repre´sentation d’actions multiples de´-
pendantes du contexte. De plus cette repre´sentation prend en compte la dynamique
du contexte dans son e´volution. Ils pre´sentent e´galement l’avantage de pouvoir traiter
des grandes structures telles que les applications industrielles. Leur repre´sentation est
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compre´hensible par des ope´rateurs puisqu’elle est similaire a` leur mode de raisonne-
ment. Enfin, leur flexibilite´ et leur modularite´ permettent l’acquisition incre´mentale de
connaissances de manie`re a` inte´grer des nouvelles pratiques.
Les graphes contextuels apparaissent donc comme un outil adapte´ pour la mode´li-
sation d’activite´s comportant une dualite´ proce´dure/pratique. Ils sont donc applicables
dans des domaines ou` une interpre´tation ou une adaptation de re`gles ge´ne´rales est ne´-
cessaire pour prendre en compte la richesse du contexte re´el d’application.
Dans le cadre d’une application de supervision, ils pourraient s’appliquer dans des
cas ou` le contexte prend une place importante dans le lien entre diagnostic de de´fauts
et les actions de reprise.
II.5.3 Les re´seaux de Petri
Les re´seaux de Petri permettent e´galement dans le cadre du diagnostic une approche
en terme de mode`les de pannes. Les places constituent alors des e´tats de pannes et
l’architecture du re´seau permet de rendre compte des relations existant entre ces pannes.
Plusieurs techniques se basant sur un mode`le de pannes ont e´te´ de´veloppe´es, avec en
particulier, l’utilisation de re´seaux de Petri stochastiques.
Dans (Aghasaryan et al., 1997; Aghasaryan, 1998; Tromp, 2000; Benveniste et al.,
2001), une approche par re´seaux de Petri aux proble`mes de de´tection de pannes et de
diagnostic est propose´e. Dans cette approche, le diagnostic est pre´sente´ de la manie`re
suivante :
Les alarmes ge´ne´re´es par le processus de de´tection souvent n’identifient pas les pannes
et ne de´terminent pas exactement leur localisation. Le proble`me de diagnostic consiste
donc a` trouver une explication a` la pre´sence de symptoˆmes en utilisant les connais-
sances du domaines (Aghasaryan, 1998). Les re´seaux de Petri partiellement stochastiques
seront pre´sente´s a` travers deux approches originales pour le diagnostic. La premie`re
concerne une application a` la gestion des pannes dans les re´seaux de te´le´communica-
tion, la deuxie`me traite des syste`mes industriels complexes.
Les re´seaux de Petri sont des mode`les puissants pour l’expression de la concurrence ;
des e´ve´nements concurrents pouvant apparaˆıtre sur l’axe du temps dans n’importe quel
ordre, ou simultane´ment. Dans un RdP, les e´ve´nements sont seulement partiellement
ordonne´s, ce qui de´finit une se´mantique d’ordre partiel. Cette se´mantique d’ordre par-
tiel est particulie`rement bien adapte´e pour les environnements re´partis comme le sont
les re´seaux de te´le´communication. De plus, l’approche est fonde´e sur une description
explicite de la propagation des alarmes et des de´fauts en utilisant les re´seaux de Petri
saufs. Cette approche peut donc eˆtre vue comme appartenant aux me´thodes a` base de
mode`les explicatifs, (Aghasaryan, 1998).
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Dans (Tromp, 2000), l’approche pour la construction du mode`le est un peu diffe´-
rente, les re´seaux de Petri utilise´s pour le diagnostic sont e´tablis a` partir des arbres
de de´faillances du syste`me conside´re´. De plus, l’approche globale du travail est hybride
puisqu’elle utilise aussi les re´sidus issus d’un mode`le continu du syste`me.
II.5.3.1 Expression du non-de´terminisme
L’outil propose´ ici est probabiliste, les re´seaux de Petri ayant une bonne capacite´
d’expression du non-de´terminisme. Le mode`le propose´ utilise les re´seaux de Petri par-
tiellement stochastiques (PSPN). Une vraisemblance est associe´e aux ordres partiels,
le temps est partiellement ordonne´, ce qui est approprie´ aux grands syste`mes re´partis
comme les re´seaux de te´le´communication. Les deux inte´reˆts des PSPN sont :
– ils conservent l’inde´pendance probabiliste entre les e´ve´nements concurrents,
– ils e´vitent l’exploration explicite de l’espace d’e´tat car seuls les contextes locaux
sont de´cisifs pour la propagation d’e´ve´nements ou l’e´valuation de vraisemblance.
Dans (Tromp, 2000), l’auteur s’inspire de ces PSPN pour construire des PSPN hy-
brides qui permettent de conside´rer des e´ve´nements de´terministes, ce mode`le e´tant mieux
adapte´ aux syste`mes industriels.
II.5.3.2 Mode´lisation
Les re´seaux de Petri permettent de mode´liser les diffe´rentes de´pendances entre les
de´fauts (figure II.21).
Fig. II.21 – Configurations e´le´mentaires de causalite´ entre pannes.
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Dans l’utilisation qui est faite des re´seaux de Petri, les alarmes sont associe´es aux
transitions, les places qui correspondent aux e´tats de pannes ont une capacite´ de 1, avec
une fonction d’e´tiquetage.
Ces descriptions e´le´mentaires sont la base pour la construction d’un « re´seau de
de´fauts » (FAULT NET), pour lequel les places sont borne´es a` un jeton et les arcs ont
un poids de 1. Un franchissement exprime donc une propagation e´le´mentaire de panne
et est accompagne´ par l’observation d’une alarme choisie dans une e´tiquette.
On trouve e´galement une construction des RdP a` partir des arbres de de´faillances,
dans (Tromp, 2000) (figure II.22).
Fig. II.22 – Conversion des portes logique de l’arbre de de´faillance.
II.5.3.3 Trajectoire de re´seaux de Petri
Le re´seau de Petri de´finit donc une relation de causalite´ base´e sur le passage de
ressource dans une se´quence de franchissement. Cette relation de causalite´ de´finit un
graphe oriente´ acyclique (graphe de causalite´).
Le graphe de causalite´ (a` droite sur la figure II.23) est obtenu a` partir de la se´quence
S={t0,t1,t2,t3,t4,t1}. La se´mantique d’ordre partiel du RdP est obtenue a` partir de ce
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Fig. II.23 – RdP et graphe de causalite´.
graphe de causalite´. La trajectoire du RdP est un ordre partiel obtenu par fermeture
transitive de la relation de causalite´ a` partir du graphe de causalite´.
Pour repre´senter une trajectoire du re´seau partiellement stochastique et pour calculer
sa vraisemblance, une technique de de´pliage du temps est utilise´e (figure II.24). Sur ce
re´seau de´plie´, le graphe de causalite´ est obtenu en ne gardant que les connexions qui
correspondent aux transitions tire´es.
Fig. II.24 – De´pliage du temps et trajectoire de RdP.
Cette me´thode de diagnostic offre plusieurs aspects inte´ressants, tout d’abord les
travaux ont e´te´ e´tendus au diagnostic de´centralise´. Dans ce cas, les solutions locales sont
vues comme des alarmes intelligentes puis mises ensembles au niveau d’un superviseur
central.
L’outil de´veloppe´ permet d’exprimer trois notions essentielles pour le diagnostic :
– la concurrence,
– la causalite´,
– le non-de´terminisme
L’utilisation d’un mode`le de re´seaux de Petri partiellement stochastique permet de
conserver l’inde´pendance probabiliste des e´ve´nements concurrents, et ne ne´cessite pas
l’exploration de tout l’espace d’e´tat car seul les contextes locaux sont ne´cessaires a` la
propagation des e´ve´nements ou a` l’estimation de vraisemblance. De plus cet aspect de
contexte local rend la me´thode plus robuste aux changements de configuration du re´seau,
l’outil est dans une certaine mesure relativement bien e´volutif.
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En revanche, les aspects de l’approche locale posent des proble`mes quant aux re´sul-
tats dans (Tromp, 2000) et conduisent a` des re´sultats expe´rimentaux qui ne sont pas
satisfaisants.
Une perspective pour l’application aux re´seaux de te´le´communication serait la cre´a-
tion d’un RdP de haut niveau dans lequel les places et les transitions seraient des abstrac-
tions de sous-re´seaux plus de´taille´s, ceci permettrait de rendre compte de l’organisation
hie´rarchique dans le syste`me de diagnostic.
En ce qui concerne l’application industrielle de (Tromp, 2000), plusieurs modifica-
tions sont propose´es de manie`re a` ame´liorer les re´sultats du syste`me de diagnostic.
II.5.4 La logique Floue
Une autre utilisation de la logique floue en diagnostic est de´crite dans (Bouchon-
Meunier et al., 2003). Il s’agit ici d’un diagnostic oriente´ explication qui permet d’expli-
quer la pre´sence d’un ensemble de symptoˆmes et de remonter aux causes a` l’origine de
ces observations.
Pour ce faire on utilise la mode´lisation d’une re`gle graduelle (R) de causes a` effets
entre les dysfonctionnements et les symptoˆmes. De la meˆme fac¸on, il sera aussi plus juste
de prendre en compte l’incertitude ou le caracte`re vague de l’observation de certains
symptoˆmes.
Selon cette approche, le diagnostic est re´alise´ graˆce a` la confrontation entre les
connaissances et les observations. Le diagnostic est re´alise´ en deux e´tapes : il utilise
un indice de cohe´rence raffine´ ensuite par un indice de pertinence.
II.5.4.1 Diagnostic par cohe´rence
Le diagnostic par cohe´rence permet de rejeter tous les dysfonctionnements incohe´-
rents avec les observations. Ce premier principe se base sur le modus tollens qui s’e´nonce
comme suit : si d =⇒ s et ¬s, alors ¬d. Ainsi, seuls les dysfonctionnements pour lesquels
les observations ne contredisent aucun de leurs symptoˆmes sont garde´s. Le diagnostic
par cohe´rence est permis par un indice de cohe´rence (coh) qui e´value le degre´ d’intersec-
tion entre deux ensembles flous, au sens du maximum de cohe´rence entre les e´le´ments
communs a` ces deux ensembles flous :
∀d ∈ D, coh (d) = nmin
i=1
sup
u∈Ui
min
(
pioi (u) , pi
d
i (u)
)
avec :
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D = {d1, . . . , dp}, un ensemble de p dysfonctionnements possibles,
A = {X1, . . . , Xn}, un ensemble de n attributs observables,
Ui, le domaine associe´ a` l’attribut Xi,
pidi : Ui → [0, 1], la distribution de possibilite´ qui exprime les valeurs plus ou moins
possibles de l’attribut Xi lorsque le dysfonctionnement d (seul) est pre´sent,
pidi repre´sente ainsi l’effet de d sur Xi.
Ainsi, avec l’indice de cohe´rence, un dysfonctionnement sera d’autant plus rejete´
que son indice de cohe´rence sera petit. Ensuite, pour orienter le diagnostic vers les
dysfonctionnements les plus plausibles, on met en œuvre un test abductif.
II.5.4.2 Diagnostic abductif
L’approche abductive permet la se´lection des dysfonctionnements qui expliquent ef-
fectivement les observations. Elle peut se formuler de la fac¸on suivante : sachant d =⇒ S
et ayant observe´ l’ensemble de symptoˆmes S, on conclut que d est une explication per-
tinente des observations. Ainsi, parmi les dysfonctionnements se´lectionne´s par la co-
he´rence, l’abduction met l’accent sur les seuls dysfonctionnements qui sont pertinents.
Pour ce faire, on utilise un indice d’inclusion flou. Ces indices ont e´te´ largement e´tudie´s ;
ils sontge´ne´ralement de´finis a` partir d’un indice d’implication flou (Dubois et al., 2000).
Le diagnostic abductif est alors possible avec l’indice per (pertinence des observations) :
∀d ∈ D, per (d) = nmin
i=1
inf
u∈Ui
pioi (u)→ pidi (u)
ou` → est une implication floue telle que l’implication forte de Dienes :
a→
D
b = max (1− a, b)
Le diagnostic est alors e´tabli de la manie`re suivante : coh permet tout d’abord de
rejeter les dysfonctionnements incohe´rents avec les observations. Puis per vient affiner le
diagnostic afin de se´lectionner et de classer par ordre de suspicion les dysfonctionnements
restants.
Lors d’une phase courante de diagnostic, nous pouvons conside´rer des attributs bi-
naires : ils ne peuvent prendre que deux valeurs ai et pi, pour l’absence et la pre´sence
du symptoˆme i. Nous avons ainsi : Ui = {ai, pi}.
L’indice de cohe´rence et l’indice abductif s’e´crivent alors :
coh (d) =
n
min
i=1
max
(
min
(
pioi (ai) , pi
d
i (ai)
)
,min
(
pioi (pi) , pi
d
i (pi)
))
;
per (d) =
n
min
i=1
min
(
pioi (ai)→ pidi (ai) , pioi (pi)→ pidi (pi)
)
.
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Si ces e´quations s’appuient sur les possibilite´s, elles peuvent eˆtre transforme´es en
s’appuyant sur les ne´cessite´s ou certitudes (Cayrac et al., 1996; Dubois et al., 1995).
Notons Γ+d (si) et Γ
−
d (si) les degre´s de certitude (respectifs de pre´sence et d’absence du
symptoˆme i lorsque le dysfonctionnement d est pre´sent. Notons γ+d (si) et γ
−
d (si) les
degre´s de certitude (respectifs) d’avoir observe´ la pre´sence ou l’absence du symptoˆme i.
Ces degre´s sont lie´s aux distributions de possibilite´s par le syste`me suivant :

pidi (pi) = 1− Γ−d (si)
pidi (ai) = 1− Γ+d (si)
pioi (pi) = 1− γ− (si)
pioi (pi) = 1− γ+ (si)
Par distributivite´ de min sur max et en appliquant les conditions de normalisation,
on obtient :
coh (d) = 1−max (coh (γ+,Γ−d ) , coh (Γ+d , γ−)),
ou` coh (F,G) est le degre´ max-min de cohe´rence entre les ensembles flous F et G.
coh (F,G) = max
i
min (F (si) , G (si)).
En ce qui concerne l’indice abductif, on obtient l’e´criture suivante :
per (d) = min
(
incl
(
Γ+d , γ
+
)
, incl
(
Γ−d , γ
−)),
ou` incl (F,G) est le degre´ d’inclusion floue de l’ensemble flou F dans l’ensemble flou G.
incl (F,G) = min
i
(F (si)→ G (Si)).
A travers les diffe´rents exemples de´crits, la logique floue apparaˆıt donc comme un
outil puissant pour traiter de l’impre´cision, de l’incertitude, et du raisonnement. Les
possibilite´s qu’elle offre de traiter a` la fois des donne´es symboliques et nume´riques en
font un outil tout indique´ pour le diagnostic. En effet, le diagnostic ne´cessite de traiter
avec des connaissances et des raisonnements humains exprime´s de ce fait sous forme
linguistique. L’utilisation de ces connaissances a` travers les raisonnements doit se faire de
fac¸on qualitative mais aussi quantitative pour fournir une aide au diagnostic pertinente
et efficace.
D’autres travaux sur la logique floue s’inte´ressent e´galement a` la re´alisation d’un
raisonnement abductif par l’inversion du modus ponens. E´tant donne´ une re`gle floue du
type « si U est A alors V est B », et une observation de type V est B′, les auteurs
cherchent a` caracte´riser les hypothe`ses de type U est A′ re´pondant a` la question « pour-
quoi V est-il B′ ? » Cette approche abductive base´e sur l’inversion du modus ponens
ge´ne´ralise´ doit permettre de retrouver les hypothe`ses satisfaisant une observation don-
ne´e. Si la re`gle de de´part mode´lise une relation causale pour laquelle la pre´misse A est
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une cause et la conclusion B est un effet. L’approche abductive partant de l’observa-
tion B′ de l’effet, permet de caracte´riser la cause par l’hypothe`se A′ et re´alise donc un
diagnostic, (Mellouli et al., 2000a; Mellouli et al., 2000b; Mellouli et al., 2003).
II.6 Conclusion
Pour conclure ce chapitre de pre´sentation des diffe´rents outils de l’IA applique´s a`
la surveillance rencontre´s dans la litte´rature, nous avons pu constater que la plupart
des techniques rencontre´es effectuaient soit une de´tection (plus ou moins intelligente),
soit un diagnostic (tel qu’il est de´fini dans (Peng et al., 1990)). Nous allons revenir sur
quatre points essentiels e´nonce´s dans (Basseville et al., 1996) pour e´valuer et comparer les
diffe´rentes solutions propose´es. En effet, ces quatre points cle´s reviennent dans quasiment
tous les outils pre´sente´s dans ce chapitre et permettent de mettre en avant les avantages
et les inconve´nients des diffe´rentes me´thodes de surveillance rencontre´es. Ils peuvent eˆtre
e´nonce´s de la fac¸on suivante :
1. les difficulte´s lie´es a` l’acquisition des informations ne´cessaires et en particulier des
mode`les,
2. la capacite´ a` prendre en compte l’incertain et l’impre´cision,
3. la ge´ne´ricite´ des outils et leur capacite´ a` e´voluer avec le syste`me,
4. la validation (ou l’e´valuation) des re´sultats obtenus.
– Acquisition des mode`les
Les proble`mes lie´s a` l’acquisition des mode`les sont donc communs a` toutes les me´-
thodes de surveillances rencontre´es.
Plus particulie`rement, pour les me´thodes a` base de mode`les ope´rationnels, les mo-
de`les de´crivent le syste`me dans son fonctionnement normal (avec e´ventuellement des
e´tats de panne) qui est donc le mieux connu, ce qui rend l’acquisition du mode`le un peu
moins de´licate et notamment pour la comple´tude du mode`le. En revanche la pertinence
du mode`le de´pend fortement du niveau d’abstraction donne´ a` ce mode`le.
Pour les me´thodes de reconnaissance telles que celles base´es sur les re´seaux de neu-
rones, la logique floue ou les re´seaux neuro-flous, la de´finition du vecteur forme est un
point crucial qui ne´cessite des connaissances suffisantes pour de´finir les e´le´ments les plus
pertinents qui constitueront les composantes du vecteur. De plus, pour les structures
a` couches comme les re´seaux de neurones ou les re´seaux neuro-flous, le nombre d’e´le´-
ments par couche entre e´galement dans les difficulte´s rencontre´es lors de l’acquisition
du mode`le. Pour ces me´thodes, du mode`le va e´galement de´pendre l’interpre´tabilite´ des
re´sultats de diagnostic. Pour exemple, pour un syste`me de Ra`PC, dans la structure
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des cas, la de´finition des symptoˆmes et des origines est fortement lie´e au niveau d’ana-
lyse auquel on se place pour les de´finir et de cette de´finition va e´galement de´pendre
l’efficacite´ du syste`me. En effet, la de´finition des cas est primordiale et conditionne com-
ple`tement le syste`me, elle ne´cessite donc une tre`s bonne expertise du syste`me et de ces
dysfonctionnements. En revanche, un point fort pour toutes ces me´thodes est la notion
d’apprentissage qui permet de garantir une meilleure comple´tude du syste`me puisque
les cas non rencontre´s peuvent eˆtre appris au cours de l’utilisation.
Les me´thodes a` base de mode`les explicatifs reposent sur l’expression des relations
causes-effets entre les dysfonctionnements, les pannes et leurs effets observables. Le diag-
nostic re´alise´ par le mode`le de´pend donc directement de l’expression de ces relations.
Un des proble`mes sera donc de trouver le bon formalisme pour traduire de fac¸on efficace
et exploitable la connaissance de ces relations. Cependant il apparaˆıt que meˆme si le
mode`le de´pend uniquement des connaissances de son comportement en cas de dysfonc-
tionnement, des outils tels que l’AMDEC, les arbres de de´faillances ou les catalogues de
pannes facilitent son acquisition et garantissent une certaine comple´tude. Le proble`me
se complique en revanche lorsqu’on y ajoute des contraintes temporelles qui elles, ne
sont pas fre´quemment explicite´es dans les outils cite´s plus haut.
L’extraction de la connaissance disponible sur un syste`me et sa formalisation consti-
tue donc une e´tape tre`s importante dans la conception d’un syste`me de surveillance. De
cette e´tape va de´pendre l’efficacite´ du syste`me, et surtout son interpre`tabilite´.
– Prise en compte de l’incertain
Dans les activite´s de surveillance, les impre´cisions et les incertitudes interviennent
a` diffe´rents niveaux. Un syste`me de surveillance qui se veut efficace se doit donc de
les prendre en compte. Nous avons vu que plusieurs solutions sont propose´es dans la
litte´rature. Les re´seaux neuronaux par exemple de part leur nature meˆme permettent
de traiter des donne´es bruite´es ou incomple`tes. De plus, la plupart des re´seaux rendent
e´galement compte des incertitudes part la valeur de la sortie du re´seau qui correspond
a` une valeur qui peut eˆtre comprise entre 0 et 1 en fonction de l’appartenance du
vecteur d’entre´e a` une classe. Avec les re´seaux de Petri partiellement stochastiques, on
trouve des algorithmes qui permettent d’associer une vraisemblance a` une trajectoire
du re´seau et constituent donc un mode`le probabiliste. Associe´es aux graphes causaux,
les probabilite´s constituent les re´seaux Baye´siens, ce qui permet la prise en compte des
incertitudes. Cependant, comme pour les re´seaux de Petri stochastiques, les algorithmes
associe´s aux re´seaux Baye´siens sont souvent couˆteux en terme de ressources et donc
difficilement applicables a` la surveillance.
La logique floue tient une place un peu particulie`re en ce qui concerne la prise en
compte de l’incertain. En effet, en plus des syste`mes base´s uniquement sur la logique
floue comme la reconnaissance floue de forme, il est fre´quent qu’elle soit associe´e a`
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d’autres outils pour introduire la prise en compte des incertitudes et des impre´cisions
sur le syste`me a` surveiller. On trouve par exemple les re´seaux neuro-flous pour lesquels
elle fournit une meilleure interpre`tabilite´ des re´sultats tout comme pour les syste`mes
d’aide a` la de´cision utilisant la logique floue. Elle est e´galement introduite en extension
des re´seaux de Petri pour la prise en compte de l’incertitude et enfin, dans les me´thodes
a` base de mode`les explicatifs, elle permet d’introduire des niveaux de certitude sur
les liens entre des dysfonctionnements et leurs symptoˆmes associe´s introduisant ainsi
l’impre´cision sur les donne´es au cœur meˆme du raisonnement a` la base du diagnostic.
Elle apparaˆıt donc comme indispensable a` tout syste`me de diagnostic.
– Ge´ne´ricite´ des outils
Comme nous l’avons vu, l’acquisition du mode`le est une taˆche complexe, de plus la
surveillance ne´cessite des connaissances qui sont le plus souvent propres aux syste`mes
conside´re´s et ne´cessite donc une bonne expertise du syste`me en particulier pour les me´-
thodes de reconnaissance. En effet, pour ces me´thodes, il est difficile de mesurer l’impact
d’une modification du syste`me sur l’ensemble de l’expertise. Ce proble`me se retrouve e´ga-
lement pour les me´thodes a` base de mode`les explicatifs. A plusieurs reprises, les re´seaux
de neurones sont mis en avant pour leur capacite´ de mode´lisation et d’apprentissage.
Ils permettent par exemple d’obtenir un mode`le global du syste`me par composition de
mode`les e´le´mentaires et limitent ainsi les re´percussions d’une modification du syste`me.
– Validation des re´sultats
Le diagnostic doit fournir une explication aux diffe´rents e´tats de pannes du syste`me,
une premie`re solution consiste donc a` confronter le diagnostic avec un retour d’expe´-
rience s’il est disponible. Se pose alors le proble`me des pannes e´ventuelles qui ne sont
encore jamais survenues sur le syste`me. En effet, il peut eˆtre dangereux de fournir une
explication dans tous les cas, si les pannes sont encore inconnues dans l’historique du
syste`me, et que les connaissances lie´es a` ces pannes sont trop incomple`tes. La confron-
tation des diagnostics a` ceux e´mis par les experts et les ope´rateurs de conduite est une
des solutions les plus couramment employe´es (Basseville et al., 1996).
La surveillance d’un syste`me industriel se de´compose en deux parties, la de´tection et
le diagnostic. Nous avons pu constater au cours de nos recherches qu’aucun outil n’e´tait
capable de tout faire a` part dans quelque cas tre`s particulier, mais nous nous classons
plus dans un cas de de´tection intelligente que dans le cas d’une de´tection suivi d’un
diagnostic (c’est-a`-dire une localisation et une recherche de causes). Nous en avons donc
de´duit qu’il ne devait pas y avoir qu’un seul outil pour faire toute la surveillance, mais
deux.
Pour la partie de´tection, ou` le temps est tre`s important, nous nous sommes inte´resse´s
aux re´seaux de neurones temporels et plus particulie`rement aux re´seaux de neurones
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re´currents pour leur capacite´ d’apprentissage, leur paralle´lisme dans le traitement, leur
capacite´ de faire face a` des proble`mes inhe´rents a` la non-line´arite´ des syste`mes, et leur
rapidite´ de traitement quand ils sont imple´mente´s en circuit inte´gre´.
Pour la partie diagnostic, deux outils semblent donc eˆtre particulie`rement inte´res-
sants. Les re´seaux de neurones d’une part et la logique floue d’autre part qui semble
indispensable pour fournir une aide au diagnostic pertinente par ses capacite´s a` forma-
liser les connaissances ne´cessaires aux syste`mes de diagnostic et a` prendre en compte
l’impre´cision et l’incertitude.
Le chapitre suivant pre´sente quelques perspectives de ces outils a` travers la proposi-
tion d’un outil de surveillance base´ sur une utilisation conjointe des re´seaux de neurones
re´currents et des re´seaux neuro-flous. Nous verrons dans quelle mesure il est possible de
re´aliser une aide au diagnostic.
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Chapitre III
Utilisation des re´seaux neuro-flous
pour la surveillance
La surveillance industrielle se de´compose en deux actions distinctes : la de´-
tection de de´fauts et le diagnostic de pannes. Pour chaque action, nous avons
de´fini un outil approprie´. L’outil de de´tection devant prendre en compte le
temps est un re´seau re´current a` fonction de base radiale, RRFR, tandis que
l’outil de diagnostic est un re´seau neuro-flou qui est de´veloppe´ spe´cialement
pour cette action. Le re´seau RRFR ge`re le temps via sa premie`re couche
constitue´e de neurones a` fonction de base sigmo¨ıdale et a` retour local de la
sortie. Elle agit en temps que me´moire dynamique. La couche cache´e consti-
tue´e de neurones gaussiens repre´sente la me´moire statique du re´seau. Les
algorithmes d’apprentissage que nous avons e´tabli permettent de configurer
et d’initialiser le re´seau a` l’aide de deux parame`tres (un degre´ d’oubli et
un degre´ de pertinence) et d’une base d’apprentissage. Cette base d’appren-
tissage contient l’ensemble des modes de fonctionnement du syste`me a` sur-
veiller ainsi que les se´quences de mesure des diffe´rents capteurs permettant
d’obtenir les modes de fonctionnement. L’apprentissage du re´seau neuro-flou
utilise quant a` lui l’arbre de de´faillance et l’AMDEC du syste`me.
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III.1 Introduction
Dans de nombreuses applications de surveillance industrielle avec des outils de l’in-
telligence artificielle, nous retrouvons souvent la meˆme erreur : conside´rer une situation
de surveillance comme une action de diagnostic, voire meˆme comme une action de de´-
tection. Pour notre part, nous avons fait le choix de conside´rer qu’une surveillance se
de´compose en une phase de de´tection et une phase de diagnostic. Dans ce chapitre, nous
pre´sentons dans un premier temps notre outil d’aide a` la surveillance compose´ de deux
outils : un outil de de´tection et un outil de diagnostic. L’outil de de´tection occupe la
deuxie`me section de ce chapitre dans laquelle nous pre´sentons son architecture base´e
sur le re´seau re´current RRBF, ainsi que ses algorithmes d’apprentissage. Enfin, nous
pre´sentons notre outil d’aide au diagnostic base´ sur une architecture neuro-floue, son
architecture, les principes d’apprentissage ainsi que ses liaisons avec l’outil de de´tection.
III.2 Pre´sentation de l’outil
La surveillance industrielle se de´compose en deux taˆches : la de´tection et le diagnostic
de de´faillances/de´gradations (localisation et identification des causes) (Wan et al., 1999;
Pencole´, 2002; Tromp, 2000). Un outil de surveillance efficace doit pouvoir eˆtre facilement
mis a` jour afin de suivre l’e´volution du syste`me et inte´grer le retour d’expe´rience des
ope´rateurs.
Afin de cre´er notre outil de surveillance, nous utilisons les informations de la main-
tenance et de la production. Ces informations sont fournies par :
– l’analyse des modes de de´faillances, de leurs effets et de leur criticite´ – AMDEC,
– l’arbre de de´faillances – AdD,
– l’analyse fonctionnelle,
– le retour d’expe´rience des ope´rateurs et responsables production et maintenance,
– la gestion de la maintenance assiste´e par ordinateur – GMAO,
– les syste`mes d’acquisition et de controˆle de donne´es – SCADA,
– . . .
La me´thode propose´e concerne toutes les phases de la fonction de surveillance : la
de´tection et le diagnostic de de´faut.
– L’outil de de´tection dynamique. En entre´e de l’outil de de´tection, nous trouvons les
informations donne´es par les capteurs. Ces donne´es sont traite´es dynamiquement.
Les sorties donnent les modes ope´ratoires (symptoˆmes) de l’e´quipement surveille´.
Conforme´ment a` nos conclusions du chapitre pre´ce´dent, nous utilisons les re´seaux
de neurones re´currents.
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– L’outil de diagnostic. L’entre´e de l’outil de diagnostic reprend les sorties du syste`me
de de´tection : les modes ope´ratoires. Nous trouvons aussi en entre´e des donne´es de
type qualitative ou quantitative que l’ope´rateur pourra ajouter pour ame´liorer le
diagnostic. En sortie, nous trouverons les diffe´rentes causes possibles associe´es a` un
degre´ de cre´dibilite´ et un degre´ de se´ve´rite´ pour chacune d’elles. Ces degre´s aideront
le responsable maintenant a` e´valuer et planifier les actions de maintenance. En
suivant les conclusions du chapitre pre´ce´dent nous utilisons les re´seaux de neurones
ainsi que la logique floue dans un seul et meˆme outil appele´ re´seau neuro-flou.
La figure suivante repre´sente de fac¸on sche´matique notre outil de surveillance.
Fig. III.1 – Sche´ma du syste`me d’aide a` la surveillance
En fonctionnement, le syste`me de de´tection scrute en permanence le syste`me. Lors-
qu’une panne ou une de´faillance se produit, une alarme est de´clenche´e et un diagnostic
est lance´. En utilisant les informations provenant du syste`me de de´tection, le syste`me
d’aide au diagnostic propose a` l’ope´rateur les causes possibles de ce proble`me, ainsi que
les interpre´tations floues de ces causes.
Nous allons voir par la suite la description des outils pour chaque phase. Dans un
premier temps, nous nous inte´ressons a` la phase de de´tection, puis dans un deuxie`me
temps a` la phase de diagnostic.
III.3 Phase de De´tection
Suite a` notre e´tude sur les re´seaux de neurones temporels (Palluat et al., 2005b),
brie`vement pre´sente´e au chapitre II.4.2.6, nous appliquerons, pour cette phase, un re´seau
de neurones dynamiques en l’occurrence le re´seau de neurones RRFR (Zemouri, 2003)
utilise´ en classification.
Le re´seau RRBF est un re´seau RBF dont on a modifie´ la couche d’entre´e afin d’in-
troduire la notion dynamique. En effet, les neurones d’entre´e ne sont plus line´aires mais
boucle´s avec une sigmo¨ıde comme fonction d’activation (figure III.2).
Le re´seau de neurones RRBF (Zemouri et al., 2001) utilise une repre´sentation interne
implicite du temps. Cet aspect dynamique est obtenu par une re´currence des connexions
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Fig. III.2 – Du re´seau RFR au re´seau RRBF
au niveau des neurones de la couche d’entre´e. Ces auto-connexions procurent aux neu-
rones d’entre´e une capacite´ de prise en compte d’un certain passe´ des donne´es en entre´e.
Nous pouvons ainsi qualifier l’ensemble de ces neurones boucle´s de me´moire dynamique
du re´seau de neurones. Le re´seau RRFR est donc dote´ de deux types de me´moires : une
me´moire dynamique (couche d’entre´e) pour la prise en compte de la dynamique des don-
ne´es en entre´e, et une me´moire statique (couche cache´e) pour me´moriser les prototypes.
La couche de sortie repre´sente la couche de de´cision. (Zemouri et al., 2002)
L’avantage principal de cette repre´sentation est la se´paration de la me´moire statique
et de la me´moire dynamique, nous pouvons donc partager l’apprentissage en deux par-
ties et utiliser pour l’apprentissage de la me´moire statique et de la couche de de´cision
les techniques classiques d’apprentissage pour les re´seaux de neurones statiques. Nous
verrons par la suite que ces techniques ne sont pas optimales. Nous introduirons alors
un nouvel algorithme.
III.3.1 Me´moire dynamique
La couche dynamique est constitue´e de neurones a` fonction d’activation sigmo¨ıdale
et retour local de la sortie (figure III.3).
Fig. III.3 – Neurone Boucle´
L’activation du neurone boucle´ i a` l’instant t est la somme de son entre´e ei (t) avec
sa sortie a` l’instant pre´ce´dent si (t− 1) ponde´re´e par le poids de l’auto-connexion wi.
ai (t) = ei (t) + wi · si (t− 1)
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La sortie du neurone i est de´finie par :
si (t) = f (ai (t))
La fonction d’activation f (.) est la sigmo¨ıde (Figure III.4) de´finie par :
f (x) =
1− exp (−k · x)
1 + exp (−k · x)
Fig. III.4 – Fonction d’activation du neurone boucle´
Donc le neurone boucle´ i est re´gi par l’e´quation suivante :
si (t) =
1− exp (−ki · ei (t)− ki · wi · si (t− 1))
1 + exp (−ki · ei (t)− ki · wi · si (t− 1))
Les parame`tres ki et wi de´finissent la dynamique du syste`me. Dans (Zemouri, 2003),
l’auteur de´finit que le produit ki · wi correspond a` la me´moire du syste`me avec un
phe´nome`ne d’oubli pour ki · wi < 2 et un phe´nome`ne de me´morisation sinon.
La phase d’apprentissage de cette couche consistera donc en la de´termination de
ces deux parame`tres pour chaque entre´e du re´seau. Avec cette base, nous avons de´ve-
loppe´ une me´thode d’apprentissage de ces parame`tres dans le cadre d’une utilisation en
classification dynamique.
Les hypothe`ses que nous utilisons pour ce type d’applications sont les suivantes.
Le re´seau est construit a` partir d’une base d’apprentissage qui est constitue´ d’un en-
semble de se´quences auxquelles sont associe´es des classes, repre´sentant les modes de
fonctionnement, que nous pourrons regrouper en deux grandes familles : les classes de
bon fonctionnement et les classes de mauvais fonctionnement. Ces classes s’excluent
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mutuellement. Une se´quence est constitue´e d’un ensemble de vecteurs. Chaque vecteur
est constitue´ de points repre´sentant les valeurs nume´riques de chaque entre´e du re´seau.
Les donne´es pouvant eˆtre de diffe´rentes natures, nous nous proposons de les normaliser.
Cette normalisation se justifie aussi par le fait de la nature de la fonction d’activation,
la sigmo¨ıde. L’utilisation d’une telle fonction suppose que les variations des entre´es se
situent autour de 0. La re´fe´rence qui nous servira pour la normalisation des donne´es pro-
vient des se´quences de bon fonctionnement. Les donne´es sont normalise´es en supposant
que toutes les valeurs de bon fonctionnement se situent dans un rayon de 0,1 autour de
0 (algorithme III.1).
Fonction Normalise ei( ei : matrice de re´els ; nBF , N : entiers) :
matrice de re´els
[ei entre´e i a` normaliser, nBF le nombre de se´quences de bon fonc-
tionnement, et N , le nombre de vecteurs dans une se´quence.]
[De´finition des variables locales]
enormi : matrice de re´els ; [entre´e i normalise´e]
emaxi , e
moy
i , e
min
i : re´els ;
[initialisation des valeurs de la re´fe´rence]
emaxi ← max
l∈BF, v=1,...N
(
eliv
)
;
emini ← min
l∈BF, v=1,...N
(
eliv
)
;
emoyi =
1
nBF ·N
nBF∑
l=1
N∑
v=1
eliv ;
[Boucle de calcul]
Si (emaxi − emoyi > emoyi − emini ) Alors
enormi ←
0,1 · (ei − emoyi )
emaxi − emoyi
;
Sinon
enormi ←
0,1 · (ei − emoyi )
emoyi − emini
;
Fin Si
Retourner enormi ;
Fin
Alg III.1: Normalisation de la base d’apprentissage
Apre`s cette premie`re e´tape de normalisation, nous de´terminons les parame`tres de la
me´moire dynamique. Le premier e´le´ment important a` connaˆıtre est la taille de la me´-
moire, c’est-a`-dire la dure´e du souvenir d’un e´ve´nement. Classiquement, un re´seau de
neurones artificiels comme celui que nous utilisons fonctionne en temps discret, le temps
est e´chantillonne´. Donc si nous pouvons connaˆıtre le temps entre deux e´chantillons et en
connaissant le nombre d’e´chantillons nous pouvons de´terminer la dure´e du « souvenir ».
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Le temps entre deux e´chantillons de´pendant de l’implantation du re´seau, nous nous pen-
cherons sur le proble`me du nombre d’e´chantillons. Sachant que la base d’apprentissage
est constitue´e de se´quences, il est suppose´ que la longueur de la se´quence est suffisante
pour reconnaˆıtre un mode de fonctionnement, nous conside´rerons donc que le nombre de
vecteurs dans une se´quence correspondra au nombre d’e´chantillons. Pourtant la dure´e
du souvenir est fonction d’une autre variable : l’oubli. En effet, il est ne´cessaire de de´finir
un niveau pour lequel l’information devient inutilisable. Nous utilisons pour cela le seuil
d’oubli.
Pour simuler un comportement simple d’oubli, nous faisons les hypothe`ses suivantes :
– a` l’instant t = −1, nous produisons un e´ve´nement en entre´e tel que s (0) = 1 ;
– pour les instants t > 0, e (t) = 0
L’e´quation re´gissant le neurone boucle´ i s’e´crit alors :
si (t) =
1− exp (−ki · wi · si (t− 1))
1 + exp (−ki · wi · si (t− 1))
Sachant que la taille de la se´quence ne varie pas suivant l’entre´e, nous posons :
δ = ki · wi, pour tout i
L’e´quation de sortie s’e´crit alors :
s (t) =
1− exp (−δ · s (t− 1))
1 + exp (−δ · s (t− 1))
Fig. III.5 – Evolution de la sortie du neurone boucle´ en fonction de δ et du temps
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Sur la figure III.5, nous pouvons observer l’e´volution de la sortie du neurone boucle´
en fonction de δ et du temps. La valeur de´sire´e de δ re´pondra a` l’e´quation :
s (N) = So
avec N le nombre de vecteurs dans une se´quence, et So le seuil d’oubli.
Pour de´terminer δ, nous avons mis au point deux me´thodes, une me´thode par re´cur-
rence (algorithme III.2), et une me´thode par approximation en de´terminant la fonction
δ = f (So, N).
Cette fonction peut eˆtre e´tablie en effectuant un de´veloppement limite´ de :
f (x) =
1− exp (−δ · x)
1 + exp (−δ · x)
Pour cela, on utilise la formule de Taylor :
f (x) = f (x0) +
+∞∑
p=1
(x− x0)p
p!
f (p) (x0)
Pour δ < 2, nous avons un comportement d’oubli, lim
t→+∞
(s (t)) = 0. Nous posons
donc x0 = 0 et la formule de Taylor devient celle de Mac-Laurin :
f (x) = f (0) +
+∞∑
p=1
(x)p
p!
f (p) (0)
Nous allons de´terminer les de´rive´es successives de f (x) jusqu’a` l’ordre 2 :
f (x) =
1− exp (−δ · x)
1 + exp (−δ · x)
f (1) (x) =
2 · δ · exp (−δ · x)
(1 + exp (−δ · x))2
f (2) (x) =
−2 · δ2 · (1− exp (−δ · x)) · exp (−δ · x)
(1 + exp (−δ · x))3
. . .
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Fonction Calcul δ( N : entier ; So : re´el) : re´el
[De´finition des variables locales]
δ, δnew, δmax, δnewmax, δmin, δ
new
min, sn−1, sn, ∆ : re´el ;
[initialisation des variables locales]
δ ← 1 ;
δmax ← 2 ;
δmin ← 0 ;
sn−1 ← 1 ; [initialisation de la sortie]
∆← 0,01 ; [Pre´cision de δ]
[Boucle de calcul]
Re´pe´ter
Pour i de 1 a` N faire
sn ← 1− exp (−δ · sn−1)1 + exp (−δ · sn−1) ;
sn−1 ← sn ;
Fin Pour
[ajustement des valeurs de δ, δmax et δmin]
Si (sn−1 ≤ So) Alors
δnewmax ← δ ;
δnew ← δmax + δ
2
;
δ ← δnew ;
δmax ← δnewmax ;
Sinon
δnewmin ← δ ;
δnew ← δ + δmin
2
;
δ ← δnew ;
δmin ← δnewmin ;
Fin Si
jusqu’a` ce que (δmax − δmin ≤ ∆)
Retourner δ ;
Fin
Alg III.2: Calcul de δ en fonction de N et So
Pour x = x0 = 0, nous avons :
f (0) = 0
f (1) (0) =
δ
2
f (2) (0) = 0
. . .
III.3 Phase de De´tection 87
D’ou` :
f (x) ∼= δ
2
· x
Donc l’e´quation peut eˆtre simplifie´e en une suite ge´ome´trique de raison
δ
2
. D’ou` :
s (t) =
(
δ
2
)t
· s (0)
Or puisque s (0) = 1 et s (N) = So, nous pouvons de´terminer δ par l’expression
suivante :
δ = 2 · N
√
So
La figure III.6(a) montre le cas ou` N = 15 et So = 0,1. Dans cette situation, nous
trouvons δ = 1,79 avec notre algorithme, et δ = 1,72 avec l’e´quation. Si la valeur de
l’approximation est proche de celle de l’algorithme (erreur de 4 % environ), l’erreur au
niveau de la me´moire effective est beaucoup plus importante (pour notre exempleNreel =
12 soit une erreur de 20 %). En faisant varier le N de´sire´, nous nous sommes apperc¸us que
plus le N de´sire´ augmente plus l’erreur vis a` vis du N obtenu augmente (figure III.6(b)),
l’erreur entre les deux deltas restant faible (figure III.6(c)). Pour diminuer cette erreur, il
faudrait augmenter l’ordre dans la formule de Mac Laurin, mais cela ne nous permet pas
de trouver une solution du type δ = f (So, N). Nous utiliserons donc l’algorithme III.2
pour de´terminer δ.
(a) Sortie du neurone
boucle´ en fonction du
temps et de δ
(b) N effectif en fonction
du N voulu et de la me´-
thode utilise´e
(c) δ en fonction de N et
de la me´thode utilise´e
Fig. III.6 – Simulation du comportement d’oubli avec les deux me´thodes
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Une fois la taille de la me´moire de´finie, nous devons de´terminer la sensibilite´ de notre
syste`me. Pour cela, il est ne´cessaire de spe´cifier l’influence de l’entre´e sur la sortie du
neurone boucle´.
Les hypothe`ses sont les suivantes :
– A l’instant t < 0, nous nous trouvons dans un e´tat ide´al de bon fonctionnement
(s (t− 1) = 0).
– A l’instant t = 0, une entre´e d’amplitude ei est pre´sente´e.
L’e´quation re´gissant la sortie si s’e´crit alors :
si =
1− exp (−ki · ei)
1 + exp (−ki · ei)
La sensibilite´ du neurone i est donc de´termine´e par le parame`tre ki. La figure III.7
repre´sente la sortie si en fonction de l’entre´e ei et du parame`tre ki.
Fig. III.7 – Simulation de la sortie si pour la sensibilite´ du neurone
Pour de´terminer le parame`tre ki, nous faisons l’hypothe`se que quelque soit la varia-
tion que nous pouvons avoir en entre´e, nous nous trouvons dans la partie line´aire de la
sigmo¨ıde. Nous de´terminons ainsi les limites de la partie line´aire ainsi que la variation
maximale de la base d’entre´e.
Les limites de la partie line´aire de la sigmo¨ıde seront de´termine´es graˆce aux de´rive´es
successives de si en fonction de l’entre´e ei (figure III.8).
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dsi
dei
=
2 · ki · exp (−ki · ei)
(1 + exp (−ki · ei))2
d2si
de2i
=
−2 · k2i · exp (−ki · ei) · (1− exp (−ki · ei))
(1 + exp (−ki · ei))3
d3si
de3i
=
2 · k3i · exp (−ki · ei) · (1− 4 · exp (−ki · ei) + exp (−2 · ki · ei))
(1 + exp (−ki · ei))4
. . .
(a) De´rive´e d’ordre 1 (b) De´rive´e d’ordre 2 (c) De´rive´e d’ordre 3
Fig. III.8 – De´rive´es successives de la sortie si
La de´rive´e premie`re (figure III.8(a)) nous permet de de´terminer le point d’inflexion
de si. L’e´tude de la de´rive´e seconde (figure III.8(b)) nous permet d’obtenir les points
d’inflexion de la de´rive´e premie`re, c’est-a`-dire les limites de la zone line´aire de la sigmo¨ıde.
Sachant que les points qui nous inte´ressent sont les extreˆma de la de´rive´e seconde, ils
peuvent eˆtre de´termine´s graˆce a` la de´rive´e troisie`me (figure III.8(c)) en de´terminant les
points l’annulant.
d3si
de3i
= 0⇔ 2 · k
3
i · exp
(−ki · elimi ) · (1− 4 · exp (−ki · elimi )+ exp (−2 · ki · elimi ))(
1 + exp
(−ki · elimi ))4 = 0
Or exp
(−ki · elimi ) > 0, d’ou` :
1− 4 · exp (−ki · elimi )+ exp (−2 · ki · elimi ) = 0
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En posant X = exp
(−ki · elimi ), on obtient :
1− 4 ·X +X2 = 0
D’ou` :
X = 2±
√
3
Donc, les limites valent :
elimi =
ln
(
2±√3)
ki
Or :
ln
(
2 +
√
3
)
+ ln
(
2−
√
3
)
= 0
Donc les limites sont syme´triques et valent :
elimi = ±
ln
(
2 +
√
3
)
ki
Sachant que ces limites sont syme´triques, la variation maximale peut aise´ment eˆtre
de´termine´e en parcourant la base d’entre´e normalise´e et en de´terminant le maximum
absolu sur chaque entre´e.
eMi = max
l∈F, v=1,...N
∣∣eliv∣∣
avec F , l’ensemble des se´quences et N le nombre de vecteurs dans une se´quence.
En utilisant l’hypothe`se que nous avons pose´e pre´ce´demment, elimi vaut e
M
i donc le
parame`tre ki est donne´ par la relation suivante :
ki =
ln
(
2 +
√
3
)
max
l∈F, v=1,...N
∣∣eliv∣∣
Pour terminer l’apprentissage de la me´moire dynamique, il nous reste a` de´terminer
le parame`tre wi qui est aise´ment de´termine´ par la relation suivante :
wi =
δ
ki
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Une fois les parame`tres de la me´moire dynamique de´finie, nous pouvons passer a`
la me´moire statique. Pour cela nous cre´ons une nouvelle base d’apprentissage qui est
de´termine´e a` partir de la base d’apprentissage statique. Chaque se´quence est pre´sente´e a`
la couche d’entre´e, cre´ant ainsi un ensemble de vecteurs que nous qualifions de statiques.
III.3.2 Me´moire statique et couche de de´cision
La me´moire statique est constitue´e de neurones a` fonction d’activation gaussienne.
Cette fonction d’activation est de´finie par :
R (x) = exp
(
−‖x− r‖2
2 · σ2
)
avec r le centre de la gaussienne, et σ son rayon d’influence.
En ce qui concerne la couche de de´cision, la sortie e´tant la classe, nous avons :
sc (x) =
m∑
j=1
Acj ·Rj (x)
m∑
j=1
Acj
avec m le nombre de gaussiennes et Acj le poids de la gaussienne j pour la classe c.
De nombreux algorithmes sont utilise´s pour entraˆıner ce type de re´seau, cependant,
ils ne´cessitent une architecture fixe´e, pour laquelle le nombre de neurones dans la couche
cache´e doit eˆtre de´termine´ avant le de´but de l’apprentissage. L’algorithme d’apprentis-
sage RCE, introduit par Reilly, Cooper et Elbaum (Reilly et al., 1982), et son extension
probabiliste, l’algorithme P-RCE, utilise l’avantage d’une structure e´volutive qui permet
l’ajout d’un neurone dans la couche cache´e uniquement lorsque c’est ne´cessaire. De part
sa nature, cet algorithme permet d’atteindre une stabilite´ plus rapidement que dans
l’algorithme de re´tropropagation du gradient. Malheureusement les re´seaux P-RCE ne
peuvent adapter le rayon d’influence de chaque prototype individuellement. Ils utilisent
une seule valeur globale pour ce parame`tre. Le choix de l’algorithme DDA (Berthold et
al., 1995) (algorithme III.3) se justifie par l’utilisation conjointe de la structure e´volutive
du P-RCE et de la possibilite´ de ge´rer le rayon de chaque prototype individuellement.
Ce rayon est fonction des neurones les plus proches et de leurs classes.
Cet algorithme ne´cessite la de´finition de deux parame`tres : θ+ et θ− qui permettent de
re´duire les zones de conflits entre prototypes. Pour assurer la convergence de l’algorithme,
le re´seau devra ve´rifier les deux ine´galite´s ci-dessous pour chaque vecteur d’apprentissage
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Re´pe´ter
[Initialisation des poids de sortie]
Pour tout prototype j de classe b pbj faire
Abj ← 0 ;
Fin Pour
[Ite´ration d’apprentissage]
Pour tout vecteur d’apprentissage x de classe c faire
Si (∃pcj : Rcj (x) ≥ θ+) Alors
Acj ← Acj + 1 ;
Sinon
[Cre´ation d’un nouveau prototype]
ajouter un nouveau prototype pcmc+1 avec :
rcmc+1 ← x ;
σcmc+1 ← maxb6=c∧16d6mb
{
σ : Rcmc+1
(
rbd
)
< θ−
}
;
[A noter pour un premier neurone, le rayon aura la
valeur qui permet de couvrir le maximum l’espace ad-
missible]
Acmc+1 ← 1 ;
mc ← mc + 1 ;
Fin Si
[Ajustement des zones de conflits]
Pour tout b 6= c, 1 6 d 6 mb faire
σbd ← max
{
σ : Rbd (x) < θ
−} ;
Fin Pour
Fin Pour
jusqu’a` ce que (plus de modifications du re´seau (ajout de prototype
et/ou modification des rayons d’influences))
Alg III.3: Algorithme DDA
x de classe c.
∃j : Rcj (x) > θ+
∀b 6= c, 1 6 d 6 mk : Rbd (x) < θ−
Ainsi, sur la figure III.9, nous pouvons observer que l’algorithme ne cre´era pas un
nouveau prototype pour le vecteur x (RB0 (x) > θ
+). Le seuil θ− permet de re´duire les
zones de conflits par les relations suivantes : RB0
(
pA0
)
< θ−, RA0 (x) < θ
−, RA0
(
pB0
)
< θ−
Pourtant l’utilisation de l’algorithme DDA est particulie`rement efficace lorsque les
classes sont distinctes, or nous pouvons trouver des cas ou` cette condition n’est pas
ve´rifie´e.
Prenons l’exemple de l’apprentissage d’une de´gradation. La figure III.10 montre deux
III.3 Phase de De´tection 93
Fig. III.9 – Ajustement des rayons d’influence avec deux seuils θ+ et θ−
se´quences, une de bon fonctionnement et une repre´sentant une de´gradation, avant le
neurone boucle´ (figure III.10(a)) et apre`s le neurone boucle´ (figure III.10(b)). Nous
pouvons voir que certains points statiques sont tre`s proches, voire identiques, les uns
des autres mais de classes diffe´rentes. Cela s’explique par le fait que les deux se´quences
de´butent par un mode de bon fonctionnement.
(a) Entre´e du neurone
boucle´e en fonction du
temps
(b) Sortie du neurone bou-
cle´
Fig. III.10 – Exemple d’une se´quence de de´gradation
L’utilisation de l’algorithme DDA sur cette base de donne´es donnera lieu a` la cre´ation
de nombreux neurones gaussiens ayant un rayon d’influence faible voire nul. Dans le cas
extreˆme du rayon d’influence nul (points identiques mais classes diffe´rentes), l’algorithme
ne se termine jamais.
Nous proposons de modifier l’algorithme DDA sur trois points importants :
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La premie`re modification se situe au niveau de la ve´rification d’un prototype existant
reconnaissant le vecteur d’apprentissage. Dans l’algorithme original, le prototype devait
avoir la meˆme classe que le vecteur d’apprentissage. Cette ve´rification ne se fait plus
dans le nouvel algorithme.
La seconde consiste a` ajouter un rayon initial, ce rayon est important car trop grand
il risque de couvrir deux classes distinctes. Comment de´terminer le rayon maximal ? Une
re´ponse pourrait eˆtre dans l’e´tude de la base d’entre´e. En effet, graˆce a` la normalisation
de la base d’entre´e, nous savons que tous les points correspondant a` du bon fonctionne-
ment se trouvent centre´s en 0 dans un rayon de 0,1. Donc, on peut de´terminer le rayon
d’influence maximal par la relation suivante :
σmax =
√
− (0,1)2
2 · ln (θ+)
Enfin, l’ajustement des zones de conflits ne s’effectuent que lors de la cre´ation d’un
nouveau prototype.
L’algorithme obtenu (algorithme III.4) est compare´ a` l’algorithme DDA sur l’exemple
de la figure III.10. Les re´sultats sont pre´sente´s sur la figure III.11.
(a) Re´sultat de l’algo-
rithme DDA
(b) Re´sultat de l’algo-
rithme DDA modifie´
Fig. III.11 – Apprentissage d’une se´quence de de´gradation a` l’aide des algorithmes DDA
et DDA modifie´
L’utilisation de l’algorithme DDA cre´e 14 prototypes (7 pour le bon fonctionnement
et 7 pour la de´gradation), tandis que l’algorithme DDA modifie´ cre´e 5 prototypes seule-
ment (1 pour le bon fonctionnement et 4 pour la de´gradation). Donc, l’utilisation de cet
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Re´pe´ter
[Initialisation des poids de sortie]
Pour tout prototype i de classe k pki faire
Aki ← 0 ;
Fin Pour
[Ite´ration d’apprentissage]
Pour tout vecteur d’apprentissage x de classe c faire
Si (∃pki : Rki (x) ≥ θ+) Alors
Aki ← Aki + 1 ;
Sinon
[Cre´ation d’un nouveau prototype]
ajouter un nouveau prototype pcmc+1 avec :
rcmc+1 ← x ;
[A noter pour un premier neurone, le rayon aura une
valeur initiale : σmax]
σcmc+1 ← min
{
σmax, max
k 6=c∧16j6mk
{
σ : Rcmc+1
(
rkj
)
6 θ−
}}
;
Acmc+1 ← 1 ;
mc ← mc+1 ; [Ajustement des zones de conflits]
Pour tout k 6= c, 1 6 j 6 mk faire
σkj ← min
{
σmax,max
{
σ : Rkj (x) < θ
−
}}
;
Fin Pour
Fin Si
Fin Pour
jusqu’a` ce que (plus de modifications du re´seau (ajout de prototype
et/ou modification des rayons d’influences))
Alg III.4: Algorithme DDA modifie´
algorithme re´duit de fac¸on satisfaisante le nombre de prototypes et e´vite les prototypes
de tre`s petites tailles.
Le principal proble`me de ce nouvel algorithme est l’importance dans l’ordre d’ap-
parition des points d’apprentissage. Ce de´faut est duˆ a` la premie`re modification de
l’algorithme DDA : la suppression de la ve´rification des classes. En supprimant cette
capacite´ les premie`res classes apprises seront « favorise´es » par rapport aux suivantes.
Il est donc ne´cessaire de « classer » ces points d’apprentissage. Pour cela nous utilisons
une technique qui de´terminera les centres des zones de points (les classes) : la technique
Fuzzy Min-Max (Simpson, 1992; Simpson, 1993; Chang et al., 2001; Zemouri, 2003).
Cette technique permet de de´terminer le nombre de centres et leur valeur initiale
d’une manie`re ite´rative. Durant cette phase d’initialisation, des hyper-cubes a` n dimen-
sions sont cre´e´s. Les limites d’un hyper-cube sont de´finies par les coordonne´es maximales
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et minimales de chaque dimension des points appartenant a` cet hyper-cube. Le degre´
d’appartenance d’un point a` chaque hyper-cube est de´termine´ par la fonction d’appar-
tenance ci-dessous :
Hj (x, γj, βj) =
1
n
·
n∑
i=1
[1− f (xi − βji)− f (γji − xi)]
avec :Hj le degre´ d’appartenance d’un point x a` l’hyper-cube j. Ce degre´ d’appartenance
est compris dans l’intervalle [0, 1] ; xi la i
e`me dimension du vecteur d’entre´e x ; βji et γji
la valeur de la ie`me dimension des points maximums et minimums respectivement du
j e`me hyper-cube ; f e´tant la fonction floue de´finie par :
f (x) =

1, si x > η
x/η, si 0 6 x 6 η
0, si x < 0
avec η la sensibilite´ de l’hyper-cube.
La valeur de η de´termine la pente de la de´croissance du degre´ d’appartenance Hj
d’un point en fonction de son e´loignement par rapport a` l’hyper-cube j (figure III.12).
Les auteurs de cet algorithme ne donnent aucune me´thode formelle pour initialiser ce
parame`tre de sensibilite´ du degre´ d’appartenance. Par de´faut, nous utiliserons η = 0,25,
ce parame`tre n’a que peu d’importance par rapport au parame`tre de gestion de la
cre´ation d’un hyper-cube que nous verrons dans l’algorithme III.5.
Fig. III.12 – Technique Fuzzy Min-Max - Sensibilite´ de l’hyper-cube
L’algorithme Fuzzy Min-Max posse`de trois phases : extension de l’hyper-cube, test
de recouvrement et phase de redimensionnement de l’hyper-cube. Pour la phase d’ini-
tialisation des centres, nous n’avons utilise´ que la partie extension pour former les dif-
fe´rents nuages de points. Les diffe´rentes e´tapes de l’algorithme sont pre´sente´es dans
l’algorithme III.5.
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1. Initialisation des valeurs maximales et minimales du premier
hyper-cube par le premier point pre´sente´ au re´seau.
2. Calcul du degre´ d’appartenance de chaque point d’entre´e.
3. Extension de l’hyper-cube ayant la plus grande fonction d’appar-
tenance selon la condition suivante :
1
n
·
n∑
i=1
(max (uji, xi)−min (vji, xi)) 6 θ
avec θ le parame`tre de l’algorithme controˆlant la cre´ation des
nouveaux hyper-cubes. θ repre´sente la norme entre deux points
extreˆmes de l’hyper-cube, il est directement de´duit du rayon d’in-
fluence maximal par la relation suivante :
θ = 2 · σmax
4. Si aucun hyper-cube ne peut eˆtre e´largi, un nouvel hyper-cube
contenant le nouveau point est cre´e´. Apre`s avoir pre´sente´ au re´-
seau l’ensemble des donne´es d’apprentissage, un certain nombre
d’hyper-cubes sont cre´e´s en fonction de la valeur du parame`tre θ.
Alg III.5: Etapes de l’algorithme Fuzzy Min-Max
On calcule alors les centres de chaque hyper-cube. Ces centres seront les premiers
points appris par l’algorithme DDA modifie´.
Suivant les proble`mes rencontre´s, nous pouvons nous apercevoir que l’algorithme
DDA malgre´ les points extreˆmement positifs que nous lui avons donne´ au de´but de cette
partie apporte de nombreux proble`mes notamment par l’utilisation de deux seuils. En
effet ces seuils sont particulie`rement utiles lorsque les zones de points sont distinctes,
mais nous sommes dans un cas ou` des points de classes diffe´rentes peuvent se chevaucher.
Pour retrouver ces zones de conflits qui sont des zones de doutes ne´cessaires, nous faisons
la simplification suivante :
θ+ = θ− = θ
En appliquant ce nouvel algorithme sur l’exemple d’une se´quence de de´gradation
(figure III.10), nous obtenons les re´sultats de la figure III.13. Ce nouvel algorithme cre´e 4
prototypes seulement (1 prototype pour le bon fonctionnement et 3 pour la de´gradation).
Nous avons teste´ cet algorithme sur un second benchmark de surveillance de bras de
robot1.
1Luis Seabra Lopes and Luis M. Camarinha-Matos, Universidade Nova de Lisboa, Monte da Capa-
rica, Portugal, 23 avril 1999 (Benchmark disponible sur le site de l’Universite´ de Californie a` Irvine :
98 Chapitre III
Fig. III.13 – Apprentissage d’une se´quence de de´gradation avec l’algorithme DDA mo-
difie´
Cette base de donne´es contient des mesures de forces et de couples sur un robot apre`s
de´tection de l’erreur. Chaque erreur est caracte´rise´e par 15 releve´s sur les capteurs de
force et de couple re´cupe´re´s a` intervalles re´guliers de´bute´s juste apre`s la de´tection de
l’erreur.
Les auteurs ont propose´ 5 bases de donne´es, chacune de´finissant un proble`me d’ap-
prentissage diffe´rent :
LP1 : Proble`me dans l’approche du bras pour une prise de pie`ce ;
LP2 : Proble`me dans le transfert d’une pie`ce ;
LP3 : Position de la pie`ce apre`s un proble`me durant le transfert ;
LP4 : Proble`me dans l’approche du bras pour un de´poˆt de pie`ce ;
LP5 : Proble`me dans le mouvement du bras avec la pie`ce.
Nous nous inte´ressons au proble`me LP2, qui concerne la collision du bras de robot
lors du transfert de la pie`ce. Cette base de donne´es propose 5 classes de sortie avec les
re´partitions suivantes :
– Fonctionnement normal 42,6 %
– Collision avant 12,8 %
– Collision arrie`re 14,9 %
– Collision a` droite 10,6 %
– Collision a` gauche 19,1 %
De plus, parmi les informations fournies par les auteurs, nous nous limitons aux
informations capteurs de force pour simplifier l’e´tude des diffe´rents re´seaux.
http://kdd.ics.uci.edu/databases/robotfailure/robotfailure.html )
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Fig. III.14 – Diffe´rents types de collision de la pince
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Fig. III.15 – Application de surveillance d’un bras de robot (Manipulateur pneumatique
Schrader)
Les figures III.14 et III.15 pre´sentent de fac¸on sche´matique l’application de sur-
veillance d’un bras de robot et les quatre types de de´faillances pouvant se produire (le
releve´ des valeurs s’effectue toutes les 21 ms).
Nous effectuons l’apprentissage des 47 se´quences avec les deux algorithmes. Nous
trouvons a` l’aide de l’algorithme DDA 239 prototypes sachant que l’algorithme a e´te´
arreˆte´ pour cause de conflits entre prototypes. Le conflit cre´e des prototypes inutiles que
nous avons enleve´s. Les 239 prototypes sont obtenus de`s la 4e`me ite´ration. L’algorithme
DDA modifie´ donne 28 prototypes.
III.3.3 Synthe`se sur l’outil de de´tection
Suite a` une e´tude pre´sente´e dans (Palluat et al., 2005b), nous utilisons pour la phase
de de´tection le re´seau RRFR. Son fonctionnement est dynamique et ses entre´es sont re-
lie´es aux diffe´rents capteurs du syste`me a` surveiller. En sortie, nous trouvons les modes
ope´ratoires de ce syste`me. Son apprentissage s’effectue en deux e´tapes. Une phase d’ap-
prentissage de la partie dynamique graˆce a` sa premie`re couche constitue´e de neurones a`
fonction d’activation sigmo¨ıdale et retour local de la sortie. A partir du travail pre´sente´
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dans (Zemouri, 2003), nous avons de´veloppe´ des algorithmes permettant d’effectuer l’ap-
prentissage de cette couche. L’utilisateur n’a qu’un seul parame`tre a` indiquer : le seuil
d’oubli qui repre´sente la valeur entre 0 et 1 pour laquelle la donne´e est conside´re´e comme
ne´gligeable. Un second parame`tre est ne´cessaire pour faire fonctionner les algorithmes,
mais il est directement de´duit de la base d’apprentissage et qui correspond a` la du-
re´e a` me´moriser. La seconde phase d’apprentissage correspond a` la partie statique des
donne´es constitue´e de la couche cache´e (neurones gaussiens) et de la couche de sortie
(neurones line´aires). A partir des travaux de (Berthold et al., 1995) pour l’algorithme
DDA et (Simpson, 1992; Simpson, 1993; Chang et al., 2001; Zemouri, 2003) pour l’al-
gorithme Fuzzy Min-Max, nous avons de´veloppe´ les algorithmes d’apprentissage de ces
deux couches. La donne´e ne´cessaire a` l’apprentissage est un seuil d’apprentissage qui
fixe le degre´ a` partir duquel l’information est pertinente.
III.4 Phase de Diagnostic
Le diagnostic doit permettre a` partir de l’observation de symptoˆmes de remonter
jusqu’aux causes expliquant ces symptoˆmes. On conside`re donc qu’il existe une relation
causale d’implication entre les causes et les effets observe´s : causes⇒ effets (symptoˆmes)
(Mellouli et al., 2000a). Cependant, la logique ne permet pas de fournir une information
sur l’impliquant a` partir de l’implique´. L’ide´e de base de´veloppe´e ici est donc d’e´mettre
une hypothe`se explicative sur l’impliquant au regard des observations relatives a` l’impli-
que´ (Mellouli et al., 2000a; Mellouli et al., 2000b). Applique´e au diagnostic, cela revient
a` e´mettre une hypothe`se sur les causes en fonction de l’observation de symptoˆmes.
La re´alisation d’un diagnostic est de plus rendue de´licate dans la mesure ou` les
informations disponibles sont le plus souvent incomple`tes, impre´cises et incertaines. Le
syste`me de diagnostic doit donc impe´rativement prendre en compte ces incertitudes de
manie`re a` rendre pertinentes les informations qu’il fournit.
Compte tenu des ces exigences pour le diagnostic, nous orientons notre re´flexion vers
les me´thodes a` bases de mode`les explicatifs. Celles-ci sont effectivement les mieux adap-
te´es pour la mode´lisation des relations de cause a` effet indispensables au diagnostic.
Un mode`le de type mode`le de panne semble donc le plus adapte´ pour un syste`me de
diagnostic. Le chapitre pre´ce´dent nous a permis de mettre en avant les capacite´s d’ap-
proximation de mode´lisation des re´seaux neuro-flous mais que ceux-ci e´taient quasiment
non exploite´s dans les me´thodes a` base de mode`le explicatif. Nous choisirons cet outil
pour la construction d’un mode`le de pannes.
E´tant donne´ les difficulte´s rencontre´es pour l’acquisition des mode`les, les expertises
de´ja` disponibles en entreprise constituent des sources pre´cieuses d’informations, le mo-
de`le de panne re´alise´ avec les re´seaux neuro-flous s’appuie sur les outils courants de
diagnostic que sont les arbres de de´faillances (AdD) et les AMDECs.
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L’incertain est pris en compte par la partie floue ce qui permet de donner des degre´s
de cre´dibilite´ flous associe´s aux e´tats de pannes.
Enfin, nous utilisons une approche abductive qui permet de « remonter aux causes
des pannes » a` partir des observations. L’algorithme de recherche des causes correspond
a` une approche descendante dans l’arbre de de´faillances.
III.4.1 AMDEC et Arbres de de´faillances
III.4.1.1 AMDEC
C’est une me´thode d’analyse pre´ventive de la suˆrete´ de fonctionnement qui permet
une analyse syste´matique, composant par composant, de tous les modes de de´faillance
possibles et qui pre´cise leurs effets sur le syste`me global. Elle a pour but d’analyser
les conse´quences des de´faillances et d’identifier les pannes dont les re´percussions sur la
se´curite´ sont importantes. L’analyse de criticite´ permet de classer les risques afin de
s’attacher a` re´duire, en priorite´ les plus importants qui sont juge´s inacceptables.
L’AMDEC pre´sente l’avantage de pouvoir eˆtre mis en œuvre tout au long du cycle
de vie d’un syste`me. Cependant, elle est principalement utilise´e en tant que technique
d’analyse pre´ventive pour de´tecter les de´faillances potentielles, e´valuer les risques et
susciter des actions de pre´vention. (Pross, 2001)
Trois types d’AMDEC ont e´te´ de´veloppe´s :
– L’AMDEC Produit a pour but d’assurer la fiabilite´ d’un produit en ame´liorant la
conception de celui-ci.
– L’AMDEC Processus a pour but d’assurer la qualite´ d’un produit en ame´liorant
les ope´rations de production de celui-ci.
– L’AMDEC Machine a pour but d’assurer la disponibilite´ et la se´curite´ d’un moyen
de production en ame´liorant la conception, l’exploitation et/ou la maintenance de
celui-ci.
L’AMDEC peut se pre´senter sous forme de tableaux (tableau III.1).
Fonction E´le´ment De´faillance Causes Effets De´tection Criticite´
Tab. III.1 – Pre´sentation de l’AMDEC sous forme d’un tableau
En fonction du syste`me et des e´ve´nements a` conside´rer, d’autres champs peuvent
eˆtre introduits dans l’AMDEC comme par exemple la fre´quence ou la gravite´.
L’AMDEC constitue donc un outil comprenant une analyse pre´cise et relativement
exhaustive2 des relations de cause a` effet entre les modes de de´faillance des composants
2On peut remarquer que c’est justement cette analyse exhaustive qui constitue le principal inconve´-
nient de cette me´thode, qui la rend lourde et fastidieuse.
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du syste`mes et leurs effets observables, avec en plus une e´valuation de ces relations.
III.4.1.2 Les arbres de de´faillances
La me´thode de l’arbre de de´faillances (AdD) est tre`s largement utilise´e dans le do-
maine de la suˆrete´ de fonctionnement. Elle offre un cadre privile´gie´ a` l’analyse de´ductive
qui consiste a` rechercher les diverses combinaisons possibles d’e´ve´nements conduisant
a` la re´alisation d’un e´ve´nement inde´sirable, et permet de repre´senter simplement ces
combinaisons sous forme graphique au moyen d’une structure arborescente de portes
logiques.
Les diffe´rentes portes logiques utilisables, leurs symboles graphiques ainsi que leurs
significations sont donne´s dans la table III.2, (Limnios, 1991).
Symbole graphique Nom Signification
OU
La sortie est ge´ne´re´e si et seulement
si au moins une des entre´es existe
ET
La sortie est ge´ne´re´e si et seulement
si toutes les entre´es existent
OU Exclusif
La sortie est ge´ne´re´e si une entre´e et
une seule existe
ET Prioritaire ou
Se´quentiel
La sortie est ge´ne´re´e si et seulement
si toutes les entre´es existent avec un
ordre d’apparition donne´
SI
La sortie est ge´ne´re´e si l’entre´e
existe et si la condition C est ve´rifie´e
k-sur-n
Combinaison
La sortie est ge´ne´re´e si k parmi les
n entre´es existent
Tab. III.2 – Symboles graphiques des portes logiques utilise´es dans les AdD
Dans la pratique, on retrouve essentiellement les portes « ET », les portes «OU » et
les portes «NON ». Il existe diffe´rents types d’Arbres de De´faillance selon les types et la
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complexite´ des syste`mes, nous les citerons a` titre d’information : les arbres de de´faillances
cohe´rents, non-cohe´rents et a` de´lai qui s’appliquent a` des syste`mes a` variables binaires,
ainsi que les arbres de de´faillances avec restriction et multiperformants qui s’appliquent
quant a` eux aux syste`mes multiperformants c’est-a`-dire pour lesquels les variables ne
sont plus binaires mais discre`tes ou continues.
Globalement, la construction d’un arbre de de´faillances s’organise en trois phases que
sont : l’analyse pre´liminaire, les spe´cifications et la construction proprement dite. L’ana-
lyse pre´liminaire a pour but de fournir la bonne de´composition du syste`me, d’identifier
les diffe´rents modes de de´faillance des composants. La spe´cification comprend une e´tape
primordiale qui est la de´finition de l’e´ve´nement inde´sirable qui doit eˆtre de´finie sans am-
bigu¨ıte´ et de fac¸on cohe´rente avec les autres spe´cifications (modes de fonctionnement du
syste`me, conditions initiales, conditions aux limites). La construction de l’arbre se fait
en partant de l’e´ve´nement inde´sirable. Cet e´ve´nement-sommet est ensuite de´compose´ en
ses e´ve´nements-causes imme´diats, eux-meˆmes de´compose´s en leurs e´ve´nements-causes
respectifs et ainsi de suite jusqu’a` ce que tous les e´ve´nements-causes non de´compose´s
soient des modes de de´faillance des composants du syste`me ou de son environnement.
Un exemple d’arbre de de´faillances est donne´ par la figure III.16.
Fig. III.16 – Exemple d’arbre de de´faillances
Le principale avantage de cette me´thode re´side donc dans sa repre´sentation sous
forme d’arbre, qui permet d’une part une meilleure lisibilite´ de la propagation des causes
d’une de´faillance et d’autre part d’effectuer plus facilement des traitements et calculs.
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III.4.2 Principe du syste`me de diagnostic neuro-flou
Comme nous l’avons vu au chapitre pre´ce´dent, l’introduction des probabilite´s au ni-
veau des graphes causaux revient a` travailler avec les re´seaux baye´siens. Ces derniers sont
couramment utilise´s pour l’aide a` la de´cision. Le raisonnement est alors base´ sur la mise
a` jour des probabilite´s des diffe´rents nœuds graˆce aux diffe´rentes probabilite´s condition-
nelles a` partir de l’observation de certains nœuds ; les influences entre les nœuds pouvant
eˆtre bilate´rales. Si le re´seau correspond a` un mode`le de panne d’un syste`me, ou` les in-
fluences entre les nœuds correspondent a` des relations de cause a` effet, on peut obtenir
des probabilite´s relatives a` certains e´tats de pannes. Cependant, l’inconve´nient majeur
de ces re´seaux Baye´siens tient a` la complexite´ NP-Hard des calculs et a` l’obtention des
diffe´rentes probabilite´s conditionnelles.
Dans (Looney et al., 2002), Looney introduit une approche par re´seaux baye´siens
pour l’aide a` la de´cision. Une suite en a e´te´ donne´e dans (Looney et al., 2003) pour
un de´veloppement avec les re´seaux de Petri. Les informations relatives a` chaque nœud
correspondent alors a` un marquage flou du re´seau donnant un degre´ de cre´dibilite´ pour
la place conside´re´e. Comme pour les re´seaux baye´siens, il de´finit une mise a` jour des
degre´s a` partir de l’observation de certaines places avec une propagation bilate´rale.
Nous avons donc adapte´ cette approche au proble`me de diagnostic en conside´rant
des relations de cause a` effet en mode´lisant un arbre de de´faillances avec un re´seau
neuro-flou.
III.4.2.1 Re´seau neuro-flou et diagnostic
Le re´seau neuro-flou propose´ permet de propager un degre´ de cre´dibilite´ flou a` tra-
vers des neurones. Ces degre´s sont e´tablis a` travers des observations et seront propage´s
jusqu’aux causes. La propagation du degre´ refle`te un raisonnement abductif qui per-
met de remonter aux causes expliquant l’observation. Les diffe´rentes causes possibles de
l’e´ve´nement observe´ seront donc affecte´es d’un degre´ de cre´dibilite´ flou.
Conside´rons une relation de causalite´ tel qu’un e´ve´nement A implique un e´ve´nement
B, A ⇒ B. On suppose une observation de B avec un degre´ de cre´dibilite´ fB. Cette
relation sera mode´lise´e par le re´seau neuro-flou de la figure III.17.
Fig. III.17 – Exemple de la mode´lisation d’une relation de causalite´
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Le neurone N1 permet de de´terminer le degre´ de cre´dibilite´ fA en fonction du degre´ de
cre´dibilite´ fB. Les neurones utilise´s dans le re´seau neuro-flou posse`de les caracte´ristiques
suivantes :
– un « potentiel » ou « activation » e´gal(e) au maximum des entre´es.
– une fonction de transfert qui donne la sortie du neurone en fonction de son « ac-
tivation ».
Quatre fonctions de transfert seront utilise´es dans le re´seau neuro-flou :
– line´aire (fonction f0 - figure III.18) : f (x, α) = x, ∀x ∈ [0, 1]
– line´aire (fonction f1 - figure III.18) : f (x, α) = 1− x, ∀x ∈ [0, 1]
– sigmo¨ıdale (fonction f2 - figure III.18) : f (x, α) =
1− exp (−α · x)
1 + exp (−α · x) ,∀x ∈ [0, 1]
– logarithmique (fonction f3 - figure III.18) qui est en partie la fonction inverse de la
fonction sigmo¨ıdale pre´ce´dente : f (x, α) = min
(
1,
−1
α
· ln
(
1− x
1 + x
))
,∀x ∈ [0, 1]
La fonction de transfert sigmo¨ıdale est une adaptation de la fonction de transfert de
Tsukamoto utilise´e dans (Looney et al., 2002).
Fig. III.18 – Fonctions de transfert du re´seau neuro-flou
III.4.2.2 Mode´lisation de l’arbre de de´faillances
L’arbre de de´faillances permet de repre´senter la combinaison logique de causes condui-
sant a` l’e´ve´nement inde´sirable. Nous avons cre´e´ les re`gles permettant la transformation
des trois principales portes :
– NON
– ET
– OU
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A partir de ces portes, il est possible de construire les autres portes. Par exemple, la
porte « OU EXCLUSIF » est une combinaison de ces trois portes :
A = B ⊕ C = B · C +B · C
Le tableau III.3 indique les trois transformations associe´es.
Symbole graphique
Re´seau FNN
correspondant
Formule mathe´matique associe´e
fB = 1− fA
fB =
1− exp (−αB · fA)
1 + exp (−αB · fA)
fC =
1− exp (−αC · fA)
1 + exp (−αC · fA)
fB = fC =
1− exp (−αA · fA)
1 + exp (−αA · fA)
Tab. III.3 – Transformation des portes logiques de l’AdD en re´seau neuro-flou
En plus de ces adaptations, nous ajoutons pour chaque e´ve´nement terminal, un
neurone line´aire. Cet ajout est particulie`rement utile lorsqu’un meˆme e´ve´nement conduit
a` deux portes ce qui permet de diffuser l’information aux deux portes. Un exemple de
cet ajout est donne´ sur la figure III.19. Nous verrons par la suite que l’ajout du neurone
line´aire est aussi utile pour la liaison avec le syste`me de de´tection.
III.4.2.3 Parame´trage des fonctions
La pertinence du diagnostic de´pend des parame`tres utilise´s dans le re´seau. Pour les
de´terminer, nous utilisons l’AMDEC. En effet, les e´ve´nements conside´re´s dans l’AdD sont
les causes associe´es aux composants du syste`me conside´re´. Les fre´quences de´duites dans
l’AMDEC nous permettent de de´terminer les coefficients α en partant de l’hypothe`se
suivante : « plus une fre´quence est e´leve´e, plus les causes associe´es seront suspecte´es, et
inversement. »
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Fig. III.19 – Transformation d’une porte « OU Exclusif »
Seulement tous les α ne peuvent eˆtre directement de´duits de l’AMDEC, seuls les α
lie´s aux causes primaires peuvent eˆtre ainsi de´termine´s.
Dans un AMDEC, les fre´quences sont de´duites du MTBF par fuzzyfication. Le
nombre de sous-ensembles flous est de´terminant pour connaˆıtre les coefficients α. Ainsi,
en posant s le nombre de sous-ensembles flous, nous pourrons obtenir s α (α1 . . . αs).
Pourtant toutes les causes ne sont pas pre´sentes dans l’AMDEC. Pour les autres causes,
nous posons un nouvel α : α0 qui repre´sente le cas ou` la panne n’est jamais arrive´e.
Afin de de´terminer les diffe´rents αi lie´s aux causes, nous posons les conditions sui-
vantes :
– α0 est de´termine´ tel que : f (0,5 ;α0) = 0,2
– αs est de´termine´ tel que : f (0,5 ;αs) = 0,8
– les valeurs de f (0,5;αi) sont distribue´es line´airement : f (0,5 ;αi) = a · i+ b
Connaissant α0 et αs, nous avons : a =
0,6
s
; b = 0,2
Ainsi, αi sera de´termine´ par l’e´quation suivante :
f (0,5 ;αi) =
1− exp (−αi · 0,5)
1 + exp (−αi · 0,5) =
0,6
s
· i+ 0,2
D’ou` :
αi = 2 · ln
(
6 · s+ 3 · i
4 · s− 3 · i
)
pour ∀ i ∈ [0, s]
Pour les autres α, nous effectuons une mise a` jour du voisinage des neurones de
sortie. Dans (Looney et al., 2002), les auteurs de´veloppent cette notion de mise a` jour
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du voisinage dans le cas d’un re´seau baye´sien. Les voisins d’un neurone N sont les
neurones directement ou indirectement lie´s a` celui-ci. Les voisins se distinguent par leur
niveau et par le fait qu’ils soient parents ou enfants. Un voisin de niveau 1 du neurone
N est un neurone directement lie´ au neurone N . Un voisin de niveau 2 est un neurone
directement lie´ a` un voisin de niveau 1. Un parent est un voisin de niveau 1 dont la
connexion se fait vers le neurone N , tandis qu’un enfant est un voisin dont la connexion
se fait depuis le neurone N .
Dans l’exemple de la figure III.19, le neurone N5 a comme voisin de niveau 1 les
neurones N3 (parent) et N9 (enfant), comme voisin de niveau 2 les neurones N1, N6 et
N11, etc. . .
Afin de diffuser l’information a` tous les neurones, nous de´finissons quelques principes
pour la modification du re´seau :
1. chaque neurone posse`de trois e´tats (« non teste´ », « test en cours » et « teste´ ») ;
2. chaque neurone n’ayant pas d’enfant est en e´tat « teste´ », tous les autres sont en
e´tat « non teste´ » ;
3. pour chaque neurone n’ayant pas d’enfant, le α associe´ est de´termine´ en fonction de
l’AMDEC graˆce a` l’e´quation de´termine´e pre´ce´demment : α = 2 · ln
(
6 · s+ 3 · i
4 · s− 3 · i
)
avec s le nombre de sous-ensembles flous et i la fre´quence associe´e a` la cause (i = 0
si aucune fre´quence) ;
4. tout voisin de niveau 1 « non teste´ » et parent d’un neurone « teste´ » passe en
e´tat « test en cours » ;
5. pour tout neurone dont l’e´tat est « test en cours », le α associe´ est e´gal au maxi-
mum du α de chacun de ses enfants, le neurone passe ensuite en e´tat « teste´ » ;
6. parmi les neurones « teste´s », si deux neurones ou plus ont un α dont le nom est
identique alors la valeur finale du α est la valeur maximale de tous les α posse´dant
le meˆme nom. (Rappel : la transformation d’une porte ET a` deux entre´es donne
deux neurones a` fonction sigmo¨ıdale dont les α portent le meˆme nom.)
Dans l’exemple de la figure III.19, les neurones N11 et N12 n’ont pas d’enfant et donc
sont en e´tat « teste´s » (condition 2). Les α sont de´termine´s par l’AMDEC (condition 3).
Les neurones N6, N7, N9 et N10 passe en e´tat « test en cours » (condition 4). Les
neurones N6 et N10 ont leur α identique a` celui de N12, tandis que N7 et N9 ont un α
identique a` celui de N11. Ces neurones passent ensuite en e´tat « teste´s » (condition 5). La
condition 6 s’appliquera a` l’e´tape suivante, lorsque N5 et N8 passeront en e´tat « teste´s ».
Les neurones N5 et N6 ont un α dont le nom est identique αD. Seul le plus grand des
deux sera conserve´ et sera applique´ au deux neurones. Le meˆme cas se produit avec les
neurones N7 et N8 avec αE.
III.4 Phase de Diagnostic 109
III.4.2.4 Liaison avec l’outil de de´tection
Comme nous l’avons vu dans la partie pre´ce´dente, l’outil de de´tection, le re´seau
RRFR, est utilise´ pour classifier les signaux d’entre´es. Ces classes sont les modes de
fonctionnement que nous pouvons trouver dans l’AMDEC. La liaison avec l’arbre de
de´faillance s’effectue graˆce a` l’AMDEC. En effet, les modes de fonctionnement sont lie´s
a` des causes et ces causes sont pre´sentes dans l’arbre de de´faillances. La liaison s’effectue
alors avec l’e´ve´nement ayant comme « enfant » toutes les causes trouve´es dans l’AM-
DEC. Dans l’exemple III.20(a), si C et E sont les causes du mode M alors l’e´ve´nement
lie´ a` ce mode sera B. Chacune des sorties du re´seau de neurones RRFR est ainsi re-
lie´e a` un neurone du re´seau neuro-flou. Cette liaison sera conside´re´e comme l’entre´e du
re´seau neuro-flou. Cette entre´e pouvant se trouver a` diffe´rents niveaux dans le re´seau
neuro-flou, il est ne´cessaire de modifier le re´seau afin de faire parvenir l’information a`
tous les neurones du re´seau et donc donner un degre´ de cre´dibilite´ a` chaque cause. Ainsi
le sens de propagation peut eˆtre inverse´ dans certains cas et des neurones peuvent voir
leur fonction de transfert alte´re´e.
Comme dans la partie pre´ce´dente, nous effectuons une mise a` jour du voisinage des
neurones d’entre´e. Nous de´finissons ainsi quelques principes pour la modification du
re´seau, afin de diffuser l’information a` tous les neurones :
1. chaque neurone posse`de trois e´tats (« non teste´ », « test en cours », et « teste´ ») ;
2. chaque neurone est a` l’origine en e´tat « non teste´ » ;
3. chaque neurone lie´ a` l’outil de de´tection ou a` un e´ve´nement exte´rieur est un neurone
a` fonction de transfert line´aire et passe en e´tat « teste´ » ;
4. tout voisin de niveau 1 « non teste´ » d’un neurone « teste´ » devient l’enfant de
celui-ci (modification du sens de propagation si ne´cessaire) et passe en e´tat « test
en cours » ;
5. pour tout neurone dont l’e´tat est « test en cours » : si tous ses parents sont
« teste´s » le neurone passe en e´tat « teste´ ». Sinon, le neurone passe en e´tat
« teste´ » apre`s avoir eu sa fonction de transfert inverse´e (aucun changement pour
les fonctions line´aires, par contre la fonction sigmo¨ıdale devient logarithmique, et
lors d’une mise a` jour, une fonction logarithmique devient sigmo¨ıdale).
Dans l’exemple de la figure III.20, l’e´ve´nement D est lie´ au syste`me de de´tection par
le degre´ fD. Le neurone N7 passe alors en e´tat « teste´ » (condition 3). Les neurones N5,
N8 et N9 passent en e´tat « test en cours » et le sens de propagation est inverse´ entre N7
et N5 (condition 4). N8 et N9 passent en e´tat « teste´s » sans modification, tandis que
N5 voit sa fonction de transfert inverse´e car il est aussi l’enfant de N3 qui est en e´tat
« non teste´ » (condition 5). La modification du re´seau se poursuit jusqu’a` ce que tous
les neurones passent en e´tat « teste´ ». Le re´sultat de ces modifications est illustre´ sur la
figure III.20(c).
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(a) AdD (b) re´seau neuro-flou
sans entre´e exte´rieure
(c) re´seau neuro-flou
lie´ a` l’outil de de´tec-
tion
(d) re´seau neuro-flou
lie´ a` l’outil de de´tec-
tion et avec entre´e ex-
te´rieure
Fig. III.20 – Exemple de transformation de l’AdD en RNF puis lien avec RRBF et ajout
d’une entre´e
III.4.2.5 Informations externes
L’outil de diagnostic doit pouvoir prendre en compte des informations supple´men-
taires non fournies par le syste`me de de´tection. Typiquement, ce sont des informations
que l’ope´rateur souhaiterait apporter afin d’ame´liorer le diagnostic. Ces informations
doivent donc eˆtre prises en compte lors de l’apprentissage. Elles peuvent eˆtre tire´es de
l’AMDEC dans le cas ou` aucun capteur pre´sent sur le syste`me ne peut de´celer une cause.
Vu l’architecture que nous avons e´tablie pre´ce´demment il paraˆıt difficile d’inte´grer une
nouvelle entre´e dans le syste`me sans la modifier. C’est pourquoi nous avons fait le choix
d’utiliser un re´seau spe´cifique lorsque nous souhaitons utiliser ce type d’entre´e. En pra-
tique, l’ope´rateur pourra choisir entre un diagnostic simple (toutes les informations sont
fournies par le syste`me de de´tection) et un diagnostic avance´ (les informations sont a` la
fois fournies par le syste`me de de´tection et par l’ope´rateur). Le re´seau utilise´ sera conc¸u
exactement de la meˆme manie`re que pre´ce´demment, seulement les neurones d’entre´e
seront plus nombreux.
Dans l’exemple de la figure III.20, le mode D est toujours lie´ au syste`me de de´tection
par le degre´ fD. Nous ajoutons le degre´ fEx lie´ au mode A qui peut repre´senter l’e´tat
ge´ne´ral du syste`me. Nous obtenons ainsi le re´seau repre´sente´ sur la figure III.20(d).
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III.4.2.6 Illustration de la mise en oeuvre de l’outil de diagnostic sur un
exemple industriel
Devant l’inexistence de benchmark de syste`mes posse´dant a` la fois un arbre de de´-
faillance et un AMDEC du syste`me, nous avons utilise´ le syste`me industriel disponible a`
l’institut de productique de Besanc¸on. Nous reviendrons plus en de´tail sur la description
du mate´riel au chapitre IV.3.2. Pour cette application, nous avons extrait une partie de
l’AdD (figure III.21) ainsi qu’une partie de l’AMDEC (table III.4).
Fig. III.21 – Arbre de de´faillance de la zone surveille´e
Modes de de´faillances Cause Fre´quence Gravite´
Palette bloque´e sur
l’anneau inte´rieur
De´tecteur D1 est en
panne
4 2
Palette bloque´e sur
l’anneau inte´rieur
Stoppeur S1 bloque´
en position basse
3 4
Palette bloque´e sur
l’anneau inte´rieur
Le pousseur est en
panne
1 2
Tab. III.4 – AMDEC de la zone surveille´e
A partir de ces informations nous allons appliquer nos techniques de transformation
d’arbre de de´faillances en un re´seau neuro-flou.
Dans un premier temps, nous transformons l’AdD (figure III.21) graˆce aux donne´es
de la table III.3. Nous obtenons ainsi le re´seau de la figure III.22.
Dans un deuxie`me temps, on parame`tre les fonctions en de´terminant les diffe´rents
α. A partir de l’AMDEC, nous de´terminons les α des causes primaires. Sachant que les
fre´quences ont e´te´ fuzzifie´es en 5 fre´quences, et en utilisant les re`gles pre´sente´es dans la
section III.4.2.3, nous obtenons les α des tables III.5 et III.6.
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Fig. III.22 – Re´seau neuro-flou de la zone surveille´e
Cause Fre´quence α
Balogh en panne 0 αR = α0 = 0,81
Etiquette en panne 0 αS = α0 = 0,81
De´tecteur D1 en panne 4 αE = α4 = 3,31
Pousseur en panne 1 αF = α1 = 1,27
Stoppeur S1 bloque´ en position basse 3 αG = α3 = 2,53
Stoppeur S1 bloque´ en position haute 0 αH = α0 = 0,81
De´tecteur D3 en panne 0 αN = α0 = 0,81
Palette sur D3 0 αO = α0 = 0,81
De´tecteur D4 en panne 0 αP = α0 = 0,81
Palette sur D4 0 αQ = α0 = 0,81
Tab. III.5 – α des causes primaires
Apre`s avoir de´termine´ les diffe´rents α, la troisie`me e´tape consiste en la liaison avec
le syste`me de de´tection. Nous admettons dans cette application que le syste`me est plei-
nement fonctionnel et fournit l’information lie´e a` la cause « palette bloque´e sur l’anneau
inte´rieur » (neurone N3 - figure III.22) via le degre´ fD. En utilisant les principes que
nous avons de´finis dans la section III.4.2.4, nous modifions la fonction de transfert du
neurone N1 et les neurones N1 et N0 deviennent « enfants » de N3 et N1 respectivement.
Le re´seau obtenu est repre´sente´ sur la figure III.23.
Pour tester notre re´seau, nous faisons varier le degre´ fD entre 0 et 1. Le re´sultat
est repre´sente´ sur la figure III.24. En plus des causes principales, nous avons ajoute´
l’e´ve´nement inde´sirable de l’arbre de de´faillance : fA → Palette bloque´e au pousseur.
Les diffe´rentes causes sont :
– fE → De´tecteur D1 en panne ;
– fF → Pousseur en panne ;
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Cause α
αK = max (αR, αS) = 0,81
αD = max (αK , αE) = 3,31
Palette bloque´e sur l’anneau inte´rieur αB = max (αD, αE , αF , αG, αH) = 3,31
αI = max (αN , αO) = 0,81
αJ = max (αP , αQ) = 0,81
Palette bloque´e sur l’anneau exte´rieur αC = max (αI , αJ) = 0,81
Palette bloque´e au pousseur αA = max (αB, αC) = 3,31
Tab. III.6 – α des causes
Fig. III.23 – Re´seau neuro-flou de la zone surveille´e avec liaison avec l’outil de de´tection
– fG → Stoppeur S1 bloque´ en position basse ;
– fH → Stoppeur S1 bloque´ en position haute ;
– fN → De´tecteur D3 en panne ;
– fO → Palette sur D3 ;
– fP → De´tecteur D4 en panne ;
– fQ → Palette sur D4 ;
– fR → Balogh en panne ;
– fS → Etiquette en panne ;
Nous pouvons remarquer que quel que soit la valeur du degre´ fD, le classement des
causes les plus pertinentes est toujours le meˆme :
1. fE ;
2. fG ;
3. fF ;
4. fH ;
5. fR, fS ;
6. fN , fO, fP , fQ ;
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Ce re´sultat est valide´ par l’e´tude de l’AMDEC et de l’arbre de de´faillance : il apparaˆıt
comme industrialement viable de suspecter en priorite´ l’e´le´ment qui est tombe´ le plus
souvent en panne. C’est notamment le cas pour l’exemple pratique e´tudie´ qui met en
e´vidence le de´faut effectif du capteur D1.
Fig. III.24 – Degre´ des diffe´rentes causes en fonction de fD
III.4.3 Synthe`se sur l’outil de diagnostic
Dans la phase de diagnostic, nous utilisons un re´seau neuro-flou. En partant de
l’arbre de de´faillance, des informations disponibles a` la fois par le syste`me de de´tection
et l’ope´rateur, nous avons e´tabli des re`gles qui permettent d’obtenir un re´seau neuro-flou
pour le diagnostic.
Ce re´seau est conc¸u en quatre phases. La premie`re consiste en la transformation de
l’AdD en re´seau neuro-flou graˆce a` des re`gles de transformation que nous avons e´tablies.
Ces re`gles au nombre de trois, permettent la transformation des trois portes principales
(ET, OU et NON). Toute autre porte peut eˆtre de´finie a` partir de ces trois portes, telle
que la porte OU EXCLUSIF que nous avons transforme´e dans ce chapitre. La seconde
phase consiste en l’apprentissage des parame`tres des neurones du re´seau a` l’aide de
l’AMDEC. A chaque cause pre´sente dans l’AMDEC est associe´e une fre´quence, nous
avons cre´e´ des conditions permettant de de´finir a` partir de ces fre´quences les parame`tres
de tous les neurones du re´seau. La troisie`me phase repre´sente la liaison avec l’outil
de de´tection. L’outil de de´tection posse`de en sortie des modes de fonctionnement que
nous pouvons associer a` certaines causes de l’AdD. A partir de cette hypothe`se, nous
avons pre´sente´ diverses re`gles permettant d’inte´grer cette information dans le re´seau en
le modifiant. Ainsi, a` partir des informations, du syste`me de de´tection, chaque cause
posse`de un degre´ de pertinence. De meˆme, nous avons inte´gre´ la possibilite´ d’ajouter
des informations externes donne´es par l’ope´rateur. Cette dernie`re phase ne´cessite la
cre´ation d’un nouveau re´seau en utilisant les re`gles utilise´es pour la liaison avec l’outil
de de´tection.
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III.5 Conclusion
Nous avons pre´sente´ dans ce chapitre les outils utilise´s pour effectuer une aide a`
la surveillance. Ces outils au nombre de deux sont associe´s a` chacune des fonctions
principales de la fonction surveillance a` savoir la de´tection de de´faillance et le diagnostic
de de´faut. Nous avons fait le choix d’utiliser un re´seau re´current, le RRBF, pour effectuer
l’e´tape de de´tection, et un re´seau neuro-flou pour l’e´tape de diagnostic.
Pour la phase de de´tection, nous avons e´tabli qu’il e´tait ne´cessaire d’effectuer l’ap-
prentissage du re´seau en deux e´tapes, une e´tape pour l’apprentissage de la me´moire
dynamique et une e´tape pour l’apprentissage de la me´moire statique. A partir de me´-
thodes existantes, nous les avons modifie´es et optimise´es pour l’application de de´tection
dynamique.
Pour la phase de diagnostic, nous avons pre´sente´ diverses re`gles que nous avons
e´tablies afin de de´terminer l’architecture et les caracte´ristiques du re´seau en fonction
des informations tire´es de l’AMDEC et de l’arbre de de´faillances.
Nous allons voir par la suite, l’implantation de ces outils dans un ordinateur industriel
et leur utilisation sur une plateforme flexible de production.
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Chapitre IV
Spe´cifications de l’outil surveillance
intelligent
L’utilisation de l’outil de surveillance intelligent base´ sur un re´seau re´current
a` fonction de base radiale et le re´seau neuro-flou peut se de´crire en plusieurs
cas en suivant une approche UML : Cre´er un nouvel outil, configurer l’ou-
til, initialiser l’outil, e´mettre une alarme, demander une aide au diagnostic,
mettre a` jour la configuration de l’outil et mettre a` jour le mode`le de l’outil.
A partir de ces cas, des sce´narii sont e´tablis ainsi que des diagrammes de
se´quences. Enfin, nous les appliquons sur un cas pratique : une plate-forme
flexible de production ou` nous de´velopperons un outil d’aide a` la surveillance
sur une zone critique de cette plate-forme.
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IV.1 Introduction
Nous avons pre´sente´ dans le chapitre pre´ce´dent, le syste`me de surveillance dynamique
base´ sur deux outils : le re´seau re´current a` fonction de base radiale, et le re´seau neuro-flou.
Dans le cadre du projet europe´en PROTEUS1, et afin de l’inte´grer dans un module d’aide
d’une plate-forme globale de e-maintenance, nous avons de´veloppe´ l’outil global d’aide
a` la surveillance en utilisant la de´marche UML (Unified Modelling Language) (Larman,
2002; Rumbaugh et al., 1998). Plusieurs raisons ont conduit a` ce choix. La premie`re est
sa normalisation par l’OMG2 (OMG, 2003). L’historique a montre´ que la profusion des
notations est pre´judiciable aux entreprises et a` leurs fournisseurs. Toute norme doit donc
eˆtre conside´re´e avec le plus grand se´rieux, en particulier les normes du domaine public
comme l’est l’UML. Les spe´cifications d’UML sont accessibles gratuitement. La deuxie`me
raison est l’inte´reˆt montre´ par les informaticiens pour ce langage de mode´lisation. Il est
inte´ressant de disposer d’un ensemble de mode`les communs. La troisie`me raison est la
possibilite´ d’utiliser le meˆme atelier de ge´nie logiciel, depuis l’expression des besoins
jusqu’a` la ge´ne´ration de tout ou partie de l’application. La dernie`re raison, mais non
la moindre, est d’utiliser les principes et concepts objet pour enrichir la de´marche de
conception de syste`mes d’aide a` la de´cision. On en attend des ame´liorations dans le sens
de la richesse mais aussi d’une modularite´, d’une cohe´rence et d’une rigueur accrues.
(Morley et al., 2003)
Les caracte´ristiques du syste`me d’aide a` la surveillance sont :
– utilisation simple ;
– interfac¸age avec les outils industriels d’acquisition de donne´es (SCADA - Supervi-
sory Control And Data Acquisition - Te´le´surveillance et Acquisition de Donne´es,
Ethernet . . . ) ;
– utilisation en l’absence d’une base de donne´es et de connaissances comple`tes, avec
la possibilite´ de prendre en compte les nouvelles expe´riences (si possible en ligne) ;
– capacite´ d’identifier les fausses alarmes ;
– interfac¸age avec les outils industriels de gestion de la maintenance (GMAO) et
compre´hension des re´sultats par un professionnel de la maintenance (parame´trage
similaire aux me´thodes industrielles de type AMDEC, AdD) ;
– possibilite´ d’interfac¸age avec des interfaces Homme-Machine sur des clients le´gers
(PDA, ordinateurs portables . . . ) ;
– inte´gration de l’outil dans un ordinateur industriel.
1projet europe´en ITEA (Information Technology for European Advancement) – PROTEUS – a
generic platform for e-maintenance. Site : http ://www.proteus-iteaproject.com/
2 Site internet de l’OMG : http ://www.omg.org/,
site internet de l’OMG lie´ a` l’UML : http ://www.uml.org/
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IV.2 UML
UML s’articule autour de plusieurs types de diagrammes, chacun d’eux e´tant de´die´ a`
la repre´sentation des concepts particuliers d’un syste`me logiciel. Le sche´ma IV.1 montre
comment, en partant des besoins utilisateurs formalise´s par des cas d’utilisation et une
maquette, et avec l’apport du mode`le du domaine, on peut aboutir a` des diagrammes
de conception qui permettent de de´river du code assez directement. (Roques, 2002)
Fig. IV.1 – Sche´ma du processus de mode´lisation
Nous nous centrerons sur les diagrammes des cas d’utilisation et d’interaction.
IV.2.1 Les cas d’utilisation
Ils permettent de de´finir les limites du syste`me et les relations entre le syste`me et son
environnement. Un cas d’utilisation est une manie`re spe´cifique d’utiliser le syste`me. Pour
aboutir aux cas d’utilisation il est ne´cessaire de suivre une de´marche de mode´lisation
telle que celle pre´sente´e dans (Roques, 2002) :
– identifier les acteurs ;
– identifier les cas d’utilisation ;
– structurer les cas d’utilisation en paquetages ;
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IV.2.1.1 Acteurs
Dans notre cas, les acteurs humains sont :
– Le responsable maintenance
– L’expert de l’outil
– L’ope´rateur de maintenance
Nous prenons aussi en compte les acteurs non humains :
– SCADA ;
– AdD ;
– GMAO ;
– AMDEC.
IV.2.1.2 Cas d’utilisation
Pour chaque acteur identifie´ pre´ce´demment, il convient de rechercher les diffe´rentes
intentions « me´tier » selon lesquelles il utilise le syste`me.
En ce qui concerne le Responsable Maintenance, ses cas d’utilisation principaux ont
e´te´ mis en e´vidence par l’expression des besoins, a` savoir :
– Cre´er un nouvel outil, qui permet d’envoyer a` l’expert de l’outil toutes les donne´es
ne´cessaires a` la cre´ation de l’outil (Configuration et initialisation) ;
– Mettre a` jour la configuration de l’outil, qui permet au responsable maintenance
d’ajouter un capteur a` l’outil de de´tection ;
– Mettre a` jour le mode`le de l’outil, qui permet de mettre a` jour les re´glages de l’outil
lorsqu’une nouvelle information de maintenance provient de la GMAO ;
– E´mettre une alarme, qui apparaˆıt lorsque le syste`me d’aide a` la surveillance de´tecte
ou pre´dit une de´faillance.
En ce qui concerne l’Ope´rateur de Maintenance, il ne posse`de qu’un seul cas d’utili-
sation, a` savoir :
– Demander une aide au diagnostic, qui permet a` l’ope´rateur de maintenance de
demander l’assistance du syste`me d’aide a` la surveillance.
Enfin, pour l’acteur Expert de l’Outil, nous pouvons trouver les cas d’utilisation
suivant :
– Cre´er un nouvel outil, de´ja` pre´sente´ dans les cas d’utilisation du responsable main-
tenance ;
– Configurer l’outil, qui permet a` l’expert de l’outil de configurer le syste`me d’aide
a` la surveillance a` l’aide des donne´es extraites du SCADA et de l’AdD ;
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– Initialiser l’outil, qui permet a` l’expert de l’outil d’initialiser le syste`me d’aide a` la
surveillance configure´ a` l’aide des donne´es extraites de l’AMDEC et de la GMAO,
et de lancer l’acquisition des donne´es provenant du SCADA ;
– Mettre a` jour la configuration de l’outil, de´ja` pre´sente´ dans les cas d’utilisation du
responsable maintenance.
IV.2.1.3 Paquetages
Pour ame´liorer notre syste`me, nous organisons les cas d’utilisation et les regroupons
en ensembles fonctionnels cohe´rents. Nous cre´ons ainsi trois paquetages :
– le paquetage des acteurs regroupant tous les acteurs
– le paquetage « off-line » regroupant tous les cas d’utilisation qui sont actifs lorsque
le syste`me d’aide a` la surveillance ne fonctionne pas : Cre´er un nouveau syste`me,
Configurer le syste`me, Initialiser le syste`me.
– le paquetage « on-line » regroupant tous les cas d’utilisation qui sont actifs lorsque
le syste`me est en fonctionnement : Mettre a` jour la configuration du syste`me,
Mettre a` jour le mode`le du syste`me, E´mettre une alerte, et Demander une aide au
diagnostic.
Dans ces paquetages, certains cas d’utilisation sont de´pendants d’autres. Ainsi, la
cre´ation d’un nouveau syste`me ne´cessite la configuration et l’initialisation de l’outil, qui
ne´cessite elle-meˆme la configuration. Ces liens sont des relations d’inclusion.
Nous regroupons toutes ces informations dans les deux figures IV.2(a) et IV.2(b). Ces
figures repre´sentent les deux paquetages « off-line » et « on-line » auxquels nous avons
ajoute´ les liaisons avec les acteurs. Le paquetage des acteurs n’est donc pas repre´sente´
afin d’alle´ger les figures.
IV.2.2 Spe´cification de´taille´e des besoins
A partir des cas d’utilisation que nous avons e´tablis pre´ce´demment, nous allons
maintenant les de´crire de fac¸on de´taille´e afin d’obtenir une expression des besoins pre´cise.
La fiche de description textuelle d’un cas d’utilisation n’est pas normalise´e par UML,
nous utiliserons une formalisation inspire´e de l’ouvrage de Cockburn (2001).
Nous pre´sentons trois cas d’utilisation importants : Configurer l’outil, Initialiser l’ou-
til et Demander une aide au diagnostic. Ces cas d’utilisation de´finissent les principales
caracte´ristiques de notre syste`me d’aide a` la surveillance.
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(a) Paquetage Off-line (b) Paquetage On-line
Fig. IV.2 – Paquetages
IV.2.2.1 Configurer l’outil
Nous supposons que le mate´riel et les logiciels sont installe´s et fonctionnent et que
le responsable maintenance connaˆıt le syste`me a` surveiller. Le sce´nario nominal de la
configuration de l’outil de diagnostic commence par la demande de l’arbre de de´faillances.
L’expert de l’outil traduit l’arbre en outil de diagnostic. L’architecture de l’outil tiendra
compte e´galement de la disponibilite´ des capteurs du SCADA.
Acteur principal : l’expert de l’outil.
Acteurs secondaires : les deux syste`mes « AdD » et « SCADA ».
Objectif : Configuration de l’outil.
Pre´condition : Le Responsable Maintenance a fait appel a` l’expert de l’Outil pour
cre´er un nouvel Outil.
Postcondition : L’outil est configure´.
Sce´nario nominal :
1. Le syste`me « AdD » fournit l’Arbre de De´faillance a` l’Expert de l’Outil ;
2. L’Expert de l’Outil configure l’outil de diagnostic graˆce a` l’Arbre de De´-
faillance ;
3. L’Expert de l’Outil configure l’outil de de´tection afin qu’il soit abonne´ aux
variables utiles du syste`me « SCADA ».
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IV.2.2.2 Initialiser l’outil
L’initialisation du syste`me d’aide a` la surveillance consiste a` re´gler les parame`tres a`
l’aide des donne´es extraites de l’AMDEC et de la GMAO. Ce processus tiendra compte
de la criticite´ (fre´quence, gravite´) des de´fauts et du triplet associe´ Symptoˆme, Origine,
Actions fourni par la GMAO.
Acteur principal : L’expert de l’outil.
Acteurs secondaires : Les trois syste`mes « AMDEC », « GMAO » et « SCADA ».
Objectif : Initialisation de l’outil.
Pre´condition : L’outil est configure´.
Postcondition : L’outil est initialise´.
Main scenario :
1. Le syste`me « AMDEC » fournit l’AMDEC a` l’Expert de l’Outil ;
2. L’Expert de l’Outil analyse l’AMDEC et extrait les donne´es utiles (Mode de
fonctionnement, cause, fre´quence et gravite´) ;
3. L’Expert de l’Outil initialise les outils de de´tection et de diagnostic avec les
donne´es extraites ;
4. L’Expert de l’Outil initialise l’outil de diagnostic afin qu’il soit abonne´ aux
e´ve´nements maintenance du syste`me « GMAO » ;
5. L’outil de de´tection rec¸oit les valeurs des capteurs du syste`me « SCADA ».
IV.2.2.3 Demander une aide au diagnostic
Un de´faut a e´te´ de´tecte´ ou pre´dit et/ou l’ope´rateur de maintenance a besoin d’aide
pour effectuer un diagnostic. Le point de de´part du diagnostic est la demande d’assis-
tance de l’ope´rateur de maintenance. Le syste`me sugge´rera alors un diagnostic et, en
conclusion, l’ope´rateur de diagnostic validera le diagnostic.
Acteur principal : L’ope´rateur de maintenance.
Objectif : L’outil fournit une aide au diagnostic.
Pre´condition : L’Outil est en fonctionnement (Configure´ et Initialise´). Une panne a
e´te´ de´tecte´e / pre´dite et / ou l’Ope´rateur de Maintenance a besoin de l’aide de
l’Outil.
Sce´nario nominal :
1. L’Ope´rateur de Maintenance requiert une aide au diagnostic ;
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2. L’Outil fournit un ensemble de causes possibles classe´es par degre´ de perti-
nence et par degre´ de gravite´ ;
3. L’Ope´rateur de Maintenance valide le diagnostic.
Exceptions :
1a. L’Ope´rateur de Maintenance choisit un diagnostic plus pre´cis.
1. L’Ope´rateur de Maintenance acce`de a` un formulaire spe´cialise´ lui permettant
d’ajouter des informations qui ne sont pas donne´es par l’outil de de´tection
(fume´e, odeurs . . . ) et le cas d’utilisation continue a` l’e´tape 2 du sce´nario
nominal.
3a. L’Ope´rateur de Maintenance n’est pas satisfait par les re´sultats.
1. L’Ope´rateur de Maintenance revient a` l’e´tape 1 du sce´nario nominal pour
lancer une nouvelle demande.
1. L’Ope´rateur de Maintenance abandonne la demande. Le cas d’utilisation se
termine (e´chec).
IV.2.3 Diagrammes d’interaction
Les diagrammes d’interaction englobe deux types de diagrammes UML spe´cialise´s :
– Les diagrammes de se´quence ;
– Les diagrammes de collaboration.
Les deux diagrammes donnent une repre´sentation d’interactions entre les objets.
Nous n’utilisons que les diagrammes de se´quence pour repre´senter ces interactions avec
trois types de classes d’analyse pour repre´senter notre syste`me d’aide a` la surveillance :
les « dialogues », les « controˆles » et les « entite´s ». Les cas d’utilisation repre´sente´s
sont :
– Configurer l’outil (figure IV.3) ;
– Initialiser l’outil (figure IV.4) ;
– Demander une aide au diagnostic (figure IV.5).
IV.2.4 Liens avec les outils
Nous avons pre´sente´ dans le chapitre pre´ce´dant, les outils qui nous paraissent les plus
adapte´s a` cette application. Nous avons aussi pre´sente´ les me´thodes afin de concevoir
ces outils a` partir d’une base de donne´es. Nous allons voir maintenant le lien entre les
sce´narii de configuration et d’initialisation de l’outil avec ces me´thodes.
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Fig. IV.3 – Diagramme de se´quences pour la configuration de l’outil
IV.2.4.1 Sce´nario de configuration de l’outil
Nous avons e´tabli pre´ce´demment que l’outil de de´tection est un re´seau re´current
a` fonction de base radiale. Dans le sce´nario de configuration, nous avons spe´cifie´ au
point 3 du sce´nario nominal : « L’Expert de l’Outil configure l’outil de de´tection afin
qu’il soit abonne´ aux variables utiles du syste`me ». Cette action permet de de´terminer
l’architecture de la couche d’entre´e du re´seau. Chaque neurone d’entre´e e´tant lie´ a` chaque
capteur fourni par le SCADA. Nous pouvons aussi e´tablir les parame`tres de la couche
d’entre´e en e´tudiant les variables d’entre´e. Un historique est ne´cessaire afin d’effectuer la
normalisation des donne´es d’entre´e. Si cet historique est indisponible, il est ne´cessaire de
connaˆıtre les variations conside´re´es comme « normales » pour chaque capteur, ainsi que
la longueur de la se´quence ne´cessaire pour une bonne me´morisation des signaux d’entre´es.
Une seule sortie est ajoute´e, c’est la sortie correspondant au bon fonctionnement du
syste`me.
Pour l’outil de diagnostic, nous avons utilise´ un re´seau neuro-flou. Au point 2 du sce´-
nario principal, nous avons spe´cifie´ : « L’Expert de l’Outil configure l’outil de diagnostic
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Fig. IV.4 – Diagramme de se´quences pour l’initialisation de l’outil
graˆce a` l’arbre de de´faillances ». Pour cela nous utilisons les re`gles que nous avons de´fini
pre´ce´demment pour transformer un arbre de de´faillances en un re´seau neuro flou.
IV.2.4.2 Sce´nario d’initialisation de l’outil
Au point 3 du sce´nario, « L’Expert de l’Outil initialise les outils de de´tection et de
diagnostic avec les donne´es extraites ». Ces donne´es sont les informations extraites de
l’AMDEC. L’initialisation de l’outil de de´tection consiste a` cre´er les sorties correspon-
dant a` chacun des modes de fonctionnement. Lors de l’initialisation, les neurones de
la couche cache´e sont cre´e´s en utilisant l’algorithme DDA modifie´ pre´sente´ au chapitre
pre´ce´dant. Les se´quences d’apprentissage sont tire´es de l’historique. En cas d’absence
d’historique, une simulation du mode normale peut eˆtre pre´sente´e au syste`me. Si les
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Fig. IV.5 – Diagramme de se´quences pour le diagnostic
fonctionnements anormaux ne peuvent eˆtre simule´s, les neurones de sorties ne seront
pas connecte´s et seront donc retire´s des modes identifiables par le syste`me de de´tection.
Ces modes pourront eˆtre ajoute´s ulte´rieurement (sce´nario de la mise a` jour du mode`le
du syste`me). L’initialisation de l’outil de diagnostic s’effectue par les re`gles que nous
avons de´finies au chapitre pre´ce´dant en utilisant les modes de fonctionnement (liaison
entre les deux outils) et les fre´quences et les gravite´s des causes.
Au point 4, « L’Expert de l’Outil initialise l’outil de diagnostic afin qu’il soit abonne´
aux e´ve´nements maintenance du syste`me » ce qui permettra de mettre a` jour le re´seau
neuro-flou au niveau des gravite´s des causes, d’ajouter de nouvelles causes, ou de cre´er
de nouveaux liens avec le syste`me de de´tection.
IV.2.5 Synthe`se sur l’UML
Apre`s avoir pre´sente´ dans les chapitres pre´ce´dents les diffe´rents outils qui seront uti-
lise´s pour la conception de l’outil d’aide a` la surveillance. Nous avons vu, via l’utilisation
d’une me´thodologie UML, les interactions que cet outil aura avec diffe´rents syste`mes exis-
tants. Cette me´thodologie nous aura permis de concevoir les diffe´rents diagrammes de
se´quences associe´s aux cas d’utilisation. Ces diagrammes regroupent toutes les fonctions
que nous devons trouver dans l’application. Nous allons voir comment cette application
a e´te´ conc¸ue avec quel logiciel et sur quelle plate-forme il a e´te´ teste´.
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IV.3 Application
Dans le cadre d’un projet OSE´O anvar3 (Palluat et al., 2004b), nous avons effectue´
un prototypage a` l’aide du logiciel LabVIEW en mettant au point un syste`me d’aide a`
la surveillance dans un module temps re´el de type PXI (national Instrument).
Notre choix de logiciels s’est porte´ sur LabVIEW de National Instrument car c’est
un environnement permettant de combiner acquisition, traitement et pre´sentation des
donne´es, e´vitant ainsi le stockage interme´diaire de celles-ci, une caracte´ristique bien
utile pour une analyse en temps re´el par exemple. De plus, son implantation dans un
environnement industriel est facilite´e car il permet d’eˆtre inte´gre´ aise´ment dans un or-
dinateur industriel extreˆmement compact. Enfin, ce logiciel s’adapte a` de nombreuses
plates-formes et peut eˆtre aise´ment inte´gre´ dans un PDA qui faisait l’objet d’un des
objectifs du projet.
IV.3.1 Pre´sentation de LabView
LabVIEW (Laboratory Virtual Instrument Engineering Workbench) est un logiciel
de de´veloppement d’applications d’instrumentation. Bien que tout a` fait utilisable dans
un grand nombre de domaines, LabVIEW est plus particulie`rement destine´ a` l’acquisi-
tion de donne´es et au traitement du signal. En effet, ce logiciel offre de larges possibilite´s
de communication entre l’ordinateur et le monde physique (par cartes d’acquisitions ana-
logiques ou nume´riques, cartes GPIB, re´seau, liaisons se´rie et paralle`les, etc.) ainsi que
d’importantes bibliothe`ques mathe´matiques permettant de traiter les signaux mesure´s.
L’ide´e de LabVIEW est de remplacer les instruments de mesure et d’analyse d’un labo-
ratoire par un ordinateur muni de cartes spe´cifiques et d’un logiciel approprie´, au meˆme
titre qu’un ordinateur muni d’une carte son et d’un logiciel de musique peut rempla-
cer n’importe quel instrument de musique ou bien encore une table de mixage. Dans le
cadre de la mesure, les cartes permettent de convertir des signaux e´lectriques (prove-
nant de capteurs mesurant des grandeurs physiques) en donne´es nume´riques. Ainsi, un
seul ordinateur muni d’une carte d’acquisition analogique et de LabVIEW est capable
de remplacer un voltme`tre, un fre´quenceme`tre ou un oscilloscope. De plus, on pourra
traiter, analyser et archiver sur disque automatiquement les mesures effectue´es.
IV.3.2 Plate-forme flexible
Ce syste`me a e´te´ applique´ sur un syste`me industriel, une plate-forme flexible, dis-
ponible a` l’Institut de Productique4 de Besanc¸on. Cette plate-forme est e´quipe´e de cinq
3Site : http ://www.anvar.fr/agenaccoaideaide.htm
4Site : http ://www.institutdeproductique.com/
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automates industriels communiquant entre eux via un re´seau industriel local. Le syste`me
flexible permet de de´placer des palettes pouvant recevoir des composants a` assembler.
Le re´seau permet d’e´changer les informations rec¸ues par les automates concernant
les changements d’e´tat des capteurs, les se´quences de GRAFCET, et le de´roulement des
ope´rations re´alise´es sur les palettes.
La plate-forme est divise´e en cinq stations. Chacune de ces stations dispose de son
automate. Elles fonctionnent donc inde´pendamment les unes des autres.
IV.3.2.1 Vision d’ensemble de la plate-forme
La plate-forme est constitue´e de deux anneaux (cf figure IV.6). Un anneau inte´rieur
et un exte´rieur.
(a) Photo de la plate-forme (b) Sche´ma de la plate-forme
Fig. IV.6 – Vue de la plate-forme
L’anneau inte´rieur permet de faire circuler les palettes entre toutes les stations. Cet
anneau doit donc toujours eˆtre libre pour laisser circuler les palettes.
L’anneau exte´rieur est de´die´ au traitement des taˆches a` effectuer sur les palettes.
C’est sur cet anneau que sont installe´s les robots et le manipulateur. L’architecture de
l’installation permet de faire transiter une palette d’une station a` la suivante sans la
faire revenir sur l’anneau inte´rieur. Ceci est valable pour toutes les stations sauf pour le
passage de la station n°2 a` la station n°5.
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Les palettes circulent sur la plate-forme graˆce a` des courroies plates. Chaque station
dispose d’un moteur e´lectrique, entraˆınant les courroies.
Les palettes sont munies d’une e´tiquette magne´tique qui leur sert de « me´moire
embarque´e ». Ces me´moires peuvent eˆtre lues dans chaque station graˆce a` des teˆtes
magne´tiques de lecture / e´criture (BALOGH). Ces e´tiquettes permettent de me´moriser
la gamme d’assemblage des produits, pour savoir par quel(s) poste(s), les palettes doivent
passer.
IV.3.2.2 De´tail d’une station
Toutes les stations sont identiques. Chacune d’elles est compose´e d’un pousseur, d’un
tireur, d’un indexeur, de 9 de´tecteurs, de 6 stoppeurs et de 2 BALOGH.
(a) Photo d’une station (b) Sche´ma d’une station
Fig. IV.7 – De´tail d’une station
IV.3.2.3 Application de notre outil
Nous avons donc de´veloppe´ notre outil a` l’aide du logiciel LabVIEW et l’avons inte´gre´
dans un ordinateur industriel PXI de National Instrument. Le choix de cet automate
est de´rive´ du choix du logiciel de de´veloppement puisque LabVIEW est de´veloppe´ par
National Instrument.
La liaison se fait actuellement via un ordinateur fixe mais des de´veloppements fu-
turs sont pre´vus pour une communication par ondes radio graˆce a` la technologie WiFi.
Pour cela, nous avons fait l’acquisition de deux boˆıtiers convertisseurs Ethernet - WiFi,
132 Chapitre IV
l’un permettant de relier le PXI et l’autre l’ordinateur fixe. Enfin, des tests avec un
PDA seront effectue´s afin de faciliter l’utilisation de notre outil pour un ope´rateur de
maintenance. Tous les e´le´ments de´crits ci-dessus sont repris sur la figure IV.8.
Fig. IV.8 – Vue d’ensemble du prototype de syste`me d’aide a` la surveillance
a) Extraction des donne´es pertinentes
Nous limitons pour cet exemple l’e´tude sur l’entre´e d’une station. Nous trouvons sur
la figure IV.9 l’extrait du sche´ma d’une station repre´sentant la zone surveille´e et l’extrait
de l’arbre de de´faillance.
Nous avons aussi extrait de l’AMDEC les donne´es lie´es a` l’entre´e du poste (table IV.1).
Modes de de´faillances Cause Fre´quence Gravite´
Palette bloque´e sur
l’anneau inte´rieur
De´tecteur D1 est en
panne
4 2
Palette bloque´e sur
l’anneau inte´rieur
Stoppeur S1 bloque´
en position basse
3 4
Palette bloque´e sur
l’anneau inte´rieur
Le pousseur est en
panne
1 2
Tab. IV.1 – AMDEC de la zone surveille´e
Il est ne´cessaire aussi d’e´tablir la liste des variables utiles du SCADA ne´cessaire a` la
phase de configuration. Ces variables sont lie´es aux diffe´rents e´le´ments pre´sents sur la
figure IV.9(a). Nous retrouvons ces diffe´rentes valeurs sur le tableau IV.2.
A partir de ces informations, nous allons e´tablir la configuration et l’initialisation
des outils de de´tection et de diagnostic. Reprenons chaque sce´nario et voyons comment
nous l’avons adapte´ dans un programme LabView.
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(a) Vue extraite de l’entre´e
de poste
(b) Arbre de de´faillance de la zone surveille´e
Fig. IV.9 – Donne´es extraites de la zone a` surveiller
Composant Mne´monique Commentaires
Balogh 0 Plot de lecture a` la vole´e
Balogh 0 Crlectv Lecture a` la vole´e valide´e
Balogh 0 Crpostc Poste concerne´ par l’ope´ration
Balogh 0 Pretiqu0 Pre´sence e´tiquette sur le balogh 0
D1 Prpouss Pre´sence palette au pousseur
D2 Prpstop2 Pre´sence palette au stoppeur S2
D3 Prextere Palette engage´e sur l’anneau exte´rieur au niveau du pousseur
D4 Prexterd Palette de´gage´e sur l’anneau exte´rieur au niveau du pousseur
Pousseur Cdpoussa Commande avancer le pousseur
Pousseur Cdpoussr Commande reculer le pousseur
Pousseur Crpoussa Pousseur avance´
Pousseur Crpoussr Pousseur recule´
S1 Cdstop1 Commande baisser le stoppeur S1
S2 Cdstop2 Commande baisser le stoppeur S2
Tab. IV.2 – Liste des variables utiles
b) Configuration de l’outil
Dans ce sce´nario, nous avons 3 e´tapes :
– Re´cupe´ration de l’arbre de de´faillances ;
– Transformation de l’arbre de de´faillances en re´seau neuro-flou ;
– Abonnement du re´seau RRBF au variables du SCADA.
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La premie`re e´tape consiste a` re´cupe´rer l’arbre de de´faillances. Nous avons fait le
choix que cet arbre de de´faillances se trouvait sous la forme d’un fichier image. Pour
simplifier les choses, nous avons spe´cifie´ que le format de ce fichier image serait du
JPEG. La premie`re e´tape consiste donc en l’affichage de l’image repre´sentant l’arbre de
de´faillances (figure IV.10).
Fig. IV.10 – Capture de LabVIEW : re´cupe´ration de l’arbre de de´faillance
La deuxie`me e´tape consiste en la transformation de l’arbre de de´faillance en re´seau
neuro-flou. Pour cela, nous demandons a` l’expert de transformer l’arbre de de´faillance
en un ensemble de clusters compose´s :
– de la re´fe´rence du cluster,
– du type de cluster (Porte ET, Porte OU, Porte Non, e´ve´nement e´le´mentaire),
– du nom de l’e´ve`nement inde´sirable en sortie de la porte,
– de la re´fe´rence de la (des) porte(s) amont,
– du nombre de clusters en aval.
Pour simplifier le travail de l’expert, la re´fe´rence du cluster est e´tablie automatique-
ment en fonction de sa position dans l’arbre de de´faillance. En effet, nous avons fait le
choix de de´finir l’arbre de de´faillances comme un tableau a` deux dimensions dont chaque
e´le´ment correspondrait a` une porte et chaque ligne correspondrait a` un « e´tage » dans
l’arbre de de´faillance.
Ainsi l’arbre de de´faillances de notre exemple (figure IV.9(b)) peut eˆtre repre´sente´
par le tableau de la figure IV.11.
Par exemple le cluster (1,1) aura comme information :
– re´fe´rence : (1,1),
– type : Porte OU,
– e´ve´nement : Palette bloque´e lors du transfert,
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Fig. IV.11 – Modification de l’arbre de de´faillance
– re´fe´rence(s) amont : 0 (et non (0,0) car l’e´tage sera force´ment celui directement
infe´rieur),
– nombre de clusters en aval : 2.
A noter que nous ajoutons un type de cluster supple´mentaire, le cluster « ligne ». Ce
cluster est utilise´ dans le cas ou` nous n’avons ni une porte ni un e´ve´nement e´le´mentaire.
Dans l’exemple, le cluster (2,1) est un cluster « ligne ». Sur la figure IV.12, nous pouvons
voir la seconde phase de la configuration avec la cre´ation d’un cluster.
Afin de ve´rifier les informations entre´es, nous ajoutons un tableau re´capitulatif avec
le nombre de clusters par « e´tage » et par « type » (figure IV.13).
Enfin, dans la dernie`re e´tape, l’expert de l’outil doit abonner l’outil de de´tection
aux variables du SCADA. Pour cela, nous faisons l’hypothe`se que ces donne´es sont
accessibles via un serveur OPC. Pour cela l’expert indiquera l’adresse IP du serveur
ainsi que le port sur lequel les donne´es sont accessibles. Enfin, il donnera les re´fe´rences
des capteurs qu’il souhaite observer (colonne « Mne´monique » du tableau IV.2). Pour
simplifier l’inte´gration de ces re´fe´rences, l’expert devra entrer l’adresse du serveur et le
port sur lequel ces donne´es sont accessibles. La liste des capteurs utilisables est ainsi
re´fe´rence´ automatiquement. Il ne restera plus qu’a` cocher les re´fe´rences de´sire´es. Un
compteur indiquera en temps re´el, le nombre de variables abonne´es (figure IV.14).
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Fig. IV.12 – Capture de LabVIEW : transformation de l’arbre de de´faillance en re´seau
neuro-flou
Fig. IV.13 – Capture de LabVIEW : Re´capitulatif transformation de l’ADD en RNF
c) initialisation de l’outil
Dans ce sce´nario, nous avons 5 e´tapes :
– Re´cupe´ration de l’AMDEC ;
– Extraction des donne´es utiles de l’AMDEC ;
– Apprentissage de ces donne´es par le RRBF et le re´seau neuro-flou ;
– Abonnement du re´seau NF aux e´ve´nements maintenance de la GMAO ;
– De´marrage de l’acquisition par le RRBF.
La premie`re e´tape consiste en la re´cupe´ration de l’AMDEC. L’AMDEC pouvant
se trouver sous diffe´rentes formes, nous supposons que l’expert de l’outil posse`de le
programme permettant la lecture de l’AMDEC. Nous passons ainsi directement a` la
seconde e´tape : l’extraction des donne´es utiles de l’AMDEC. L’expert de l’outil doit
IV.3 Application 137
Fig. IV.14 – Capture de LabVIEW : Abonnement du re´seau RRBF aux variables du
SCADA
retranscrire les diffe´rents modes de fonctionnement, les causes, les fre´quences et gravite´s
de l’AMDEC. Pour cela, a` chaque ajout, l’expert de l’outil aura le choix sur diffe´rentes
causes de´finies par les e´ve´nements primaires de l’arbre de de´faillances. Si ceux-ci ne
correspondent pas a` ce qu’il de´sire alors tous les e´ve´nements du reste de l’arbre de
de´faillances seront propose´s. Pour le mode de fonctionnement, seuls les modes de´ja` entre´s
par l’expert seront pre´sente´s. Si aucun ne correspond l’expert peut entrer un nouveau
mode de fonctionnement. (figure IV.15)
Fig. IV.15 – Capture de LabVIEW : Extraction de l’AMDEC
La troisie`me e´tape consiste en l’apprentissage des donne´es. L’expert peut visionner les
diffe´rents modes de fonctionnement que pourra reconnaˆıtre le syste`me de de´tection. S’il
posse`de une base d’apprentissage, l’expert peut indiquer le fichier correspondant. Sinon,
l’apprentissage sera effectue´ lors de la mise a` jour du mode`le de l’outil. (figure IV.16)
Dans la quatrie`me e´tape, l’expert de l’outil doit abonner le re´seau neuro-flou aux
e´ve´nements maintenance. Pour cela nous utilisons les web-services afin d’obtenir les
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Fig. IV.16 – Capture de LabVIEW : Apprentissage des re´seaux
informations de´sire´es. L’expert de l’outil doit donc spe´cifier le fichier contenant ces in-
formations. (figure IV.17)
Fig. IV.17 – Capture de LabVIEW : Abonnement du re´seau NF aux e´ve´nements main-
tenance de la GMAO
Enfin, dans le dernier point, l’expert de l’outil n’a aucune action a` exe´cuter. Le pro-
gramme lance simplement l’acquisition des valeurs graˆce aux parame`tres fournis lors de
la dernie`re e´tape de la configuration. Apre`s cette e´tape, l’outil d’aide a` la surveillance est
ope´rationnel. Nous allons maintenant voir le cas ou` l’ope´rateur de maintenance demande
une aide au diagnostic.
d) Demander une aide au diagnostic
Dans ce sce´nario, l’ope´rateur de´cide de demander une aide au diagnostic suite au
blocage d’une palette sur le syste`me de transfert (figure IV.18).
Il lance alors une demande d’aide au diagnostic, la re´ponse doit comporter les diffe´-
rentes causes possibles classe´es par degre´ de pertinence et par gravite´. Nous avons fait
le choix de repre´senter le re´sultat sous forme d’un tableau regroupant ces informations.
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Fig. IV.18 – Exemple du blocage d’une palette
Pour ame´liorer le confort visuel, nous avons associe´ un code couleur a` chaque gravite´
(du vert – gravite´ nulle, au rouge – gravite´ maximale). Le re´sultat de la demande de
diagnostic est repre´sente´ sur la figure IV.19.
Fig. IV.19 – Capture de LabVIEW : Exemple du blocage d’une palette
Graˆce a` l’outil, l’ope´rateur de l’outil devra suspecter en priorite´ le de´tecteur D1 mais
devra faire attention stoppeur S1 qui posse`de a` la fois un fort degre´ de pertinence et
une forte gravite´. A l’aide de cet outil, l’ope´rateur pourra cibler plus facilement cibler
les e´le´ments a` regarder.
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IV.4 Conclusion
Nous avons pre´sente´ dans ce chapitre l’inte´gration de l’outil d’aide a` la surveillance.
En partant de besoins simples (interfac¸age avec outils et me´thodes existants, inte´gra-
tion dans un ordinateur industriel . . . ), nous avons conc¸u un outil permettant de mettre
en œuvre une surveillance dynamique d’un syste`me industriel, capable de pre´venir le
responsable de maintenance en cas de de´faillances et d’aider l’ope´rateur lors d’un diag-
nostic. Nous avons de´finis les outils dans les chapitres pre´ce´dants. Dans ce chapitre,
nous avons spe´cifie´ comment ces outils fonctionnaient, comment ils interagissaient entre
eux mais aussi avec le reste du syste`me ainsi qu’avec les ope´rateurs. Pour cela, nous
avons suivi une de´marche UML. Nous avons ainsi de´fini les diffe´rents cas d’utilisation
de l’outil ainsi que ses diagrammes d’interaction. Par la suite, nous avons de´veloppe´
les programmes dans un langage pouvant aise´ment eˆtre inte´gre´ dans un ordinateur in-
dustriel. Notre choix s’est porte´ sur LabVIEW avec une inte´gration dans un ordinateur
industriel PXI. Nous avons enfin pre´sente´ une application pratique d’un syste`me flexible
de production par la cre´ation d’un outil d’aide a` la surveillance sur une zone cible´e du
syste`me.
Conclusion ge´ne´rale
Les travaux de recherche pre´sente´s dans ce me´moire portent sur l’e´tude d’un syste`me
d’aide a` la surveillance avec des techniques de l’intelligence artificielle. Dans le cadre de
la surveillance, notre e´tude concerne la de´tection de de´faillances et le diagnostic de de´-
fauts. Nous avons ainsi propose´ de nouveaux algorithmes d’apprentissage pour la partie
de´tection qui sera un re´seau re´current a` fonctions de base radiales (RRFR) ainsi qu’une
nouvelle architecture de re´seau neuro-flou pour la partie diagnostic. Le re´seau RRFR
ge`re le temps via sa premie`re couche constitue´e de neurones a` fonction de base sigmo¨ı-
dale et a` retour local de la sortie. Elle agit en tant que me´moire dynamique. La couche
cache´e constitue´e de neurones gaussiens repre´sente la me´moire statique du re´seau. Les
algorithmes d’apprentissage que nous avons e´tablis permettent de configurer et d’initia-
liser le re´seau a` l’aide de deux parame`tres (un degre´ d’oubli et un degre´ de pertinence) et
d’une base d’apprentissage. Cette base d’apprentissage contient l’ensemble des modes de
fonctionnement du syste`me a` surveiller ainsi que les se´quences de mesures des diffe´rents
capteurs permettant d’obtenir les modes de fonctionnement. L’apprentissage du re´seau
neuro-flou utilise quand a` lui l’arbre de de´faillance pour de´terminer son architecture et
l’AMDEC du syste`me pour de´terminer les parame`tres de ses fonctions d’activation.
Les principales contributions de cette e´tude sont regroupe´es en trois parties. Une
premie`re partie regroupe l’e´tat de l’art sur les diffe´rentes me´thodologies de surveillance
des syste`mes de production. La deuxie`me partie de notre travail correspond a` l’essentiel
de notre contribution scientifique. Nous avons ainsi propose´ une nouvelle technique d’ap-
prentissage pour le re´seau RRBF lorsqu’il est utilise´ comme outil de de´tection. Cette
nouvelle technique est base´e sur deux algorithmes existants : le DDA et le Fuzzy Min-
Max. Concernant le diagnostic, une nouvelle architecture de re´seaux neuro-flous a e´te´
propose´e, a` partir de l’arbre de de´faillance et de l’AMDEC du syste`me a` surveiller. La
troisie`me partie concerne l’exploitation industrielle de cette e´tude. Cette dernie`re s’est
effectue´e graˆce au logiciel de programmation LabVIEW dans le cadre d’un projet OSE´O
anvar, sur une base e´labore´e dans le cadre du projet europe´en PROTEUS, en suivant
une de´marche UML.
Ce me´moire de´bute par un e´tat de l’art exhaustif sur les techniques utilise´es dans le
domaine de la surveillance industrielle. La premie`re e´tape a consiste´ en la de´finition des
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principaux concepts de ce domaine et a` les placer dans des domaines plus ge´ne´riques
que sont l’automatique et la suˆrete´ de fonctionnement. Cet e´tat de l’art nous a amene´ a`
faire des choix dans certaines de´finitions devant le nombre important de points de vue
divergeants. La seconde e´tape a consiste´ a` e´tablir un e´tat de l’art sur les travaux de
surveillance.
Nous avons ainsi effectue´ une classification de ces me´thodes a` partir de deux notions
simples, l’existence ou non d’un mode`le formel de l’e´quipement a` surveiller. Nous avons
donc pre´sente´, d’une part, les me´thodes sans mode`le : les outils statistiques et les tech-
niques de l’intelligence artificielle, et d’autre part, les me´thodes avec mode`le, a` savoir les
me´thodes de mode´lisation fonctionnelle et mate´rielle et les me´thodes de mode´lisation
physique. Les techniques avec mode`les ont pour principe de comparer l’e´tat the´orique
du syste`me fourni par le mode`le avec son e´tat courant donne´ par les observations. Elles
sont toutefois difficiles a` mettre en œuvre et se montre peu robuste par rapport aux
d’incertitudes lie´es a` la complexite´ des syste`mes et a` l’influence de l’environnement ex-
te´rieur. Les techniques de l’Intelligence Artificielle ne se basent pas sur le mode`le de
l’e´quipement et prennent en compte les perturbations ainsi que les bruits de mesure,
d’une manie`re implicite. La surveillance a` base de mode`le est souvent ope´re´e hors ligne,
empeˆchant ainsi des traitements temps re´el. En revanche, l’Intelligence Artificielle offre
des outils totalement de´couple´s de la structure du syste`me, permettant un suivi temps
re´el de l’e´volution de celui-ci. Le raisonnement en ligne fait que l’approche de l’Intelli-
gence Artificielle est plus robuste a` des changements de modes ope´ratoires comme pour
les syste`mes ayant plusieurs configurations. Elle est donc e´volutive. Les syste`mes de
surveillance par outils de l’Intelligence Artificielle peuvent donc repre´senter d’excellents
syste`mes d’aide a` la de´cision pour l’expert humain.
La conclusion qui ressort de cette e´tude met en e´vidence quatre points essentiels a`
prendre en compte lors de la conception d’un outil d’aide a` la surveillance. Ces quatre
points cle´s permettent de mettre en avant les avantages et les inconve´nients des diffe´-
rentes me´thodes de surveillance. Ils peuvent eˆtre e´nonce´s de la manie`re suivante :
1. les difficulte´s lie´es a` l’acquisition des informations ne´cessaires et en particulier des
mode`les,
2. la capacite´ a` prendre en compte l’incertain et l’impre´cision,
3. la ge´ne´ricite´ des outils et leur capacite´ a` e´voluer avec le syste`me,
4. la validation (ou l’e´valuation) des re´sultats obtenus.
Dans ce contexte, nous avons pu constater qu’un seul outil ne pouvait a` la fois
effectuer la partie de´tection et la partie diagnostic dans un syste`me de surveillance.
Ainsi nous avons fait le choix d’un outil diffe´rent adapte´ a` chacune des parties.
Pour la partie de´tection, ou` le temps est tre`s important, nous nous sommes inte´resse´s
aux re´seaux de neurones temporels pour leur capacite´ d’apprentissage, leur paralle´lisme
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dans le traitement, leur capacite´ de faire face a` des proble`mes inhe´rents a` la non-line´arite´
des syste`mes, et leur rapidite´ de traitement quand ils sont imple´mente´s en circuit inte´gre´.
Pour la partie diagnostic, deux outils semblent eˆtre particulie`rement inte´ressants. Les
re´seaux de neurones permettent de conserver les capacite´s d’apprentissage. Par ailleurs
la logique floue semble indispensable pour fournir une aide au diagnostic pertinente, par
ses capacite´s a` formaliser les connaissances ne´cessaires aux syste`mes de diagnostic et a`
prendre en compte l’impre´cision et l’incertitude.
La classification des re´seaux de neurones temporels se base sur deux concepts : l’in-
te´gration de la notion temporelle et la nature de la re´ponse. D’un point de vue temporel,
nous retrouvons une repre´sentation externe et interne (implicite ou explicite) du temps.
Concernant la nature de la re´ponse, le choix se situe par rapport a` son aspect local et
global. Nous avons ainsi montre´ que les architectures a` repre´sentation interne implicite
du temps, appele´s commune´ment re´seaux de neurones re´currents, sont les mieux adap-
te´s pour la surveillance et le diagnostic. L’apport de la nature de la re´ponse nous a
permis de limiter le nombre de re´seaux puisque la phase de de´tection correspond a` un
proble`me d’extrapolation. Nous avons donc montre´ a` travers des applications de classi-
fication et de pre´diction, que le re´seau re´current a` fonction de base radiale est le plus
adapte´. Les algorithmes de base existants ne sont pas optimise´s pour une application de
de´tection dynamique. Nous avons ainsi propose´ une de´marche permettant la construc-
tion de l’outil de de´tection. La premie`re e´tape consiste en l’apprentissage de la me´moire
dynamique du re´seau RRFR. La seconde e´tape consiste en l’apprentissage de la me´moire
statique. Nous nous sommes ainsi base´s sur l’algorithme DDA que nous avons modifie´
sur quatre points : suppression d’un point de ve´rification, ajout d’un rayon d’influence
initial, ajustement des zones de conflits ne s’effectuant qu’en certaines conditions, et
utilisation d’un seul seuil de ve´rification. Ces modifications ont induit l’utilisation d’un
second algorithme permettant une initialisation du re´seau. Nous avons utilise´ pour cela
une technique de type Fuzzy Min-Max.
Les re´seaux neuro-flous permettent d’exploiter les capacite´s d’apprentissage des re´-
seaux de neurones d’une part et les capacite´s de raisonnement de la logique floue d’autre
part. Diffe´rentes combinaisons de ces deux techniques existent et mettent en avant des
proprie´te´s diffe´rentes :
– re´seau flou neuronal,
– syste`me neuronal / flou simultane´ment,
– mode`les neuro-flous coope´ratifs,
– mode`les neuro-flous hybrides.
Dans des applications de diagnostic, on trouve principalement des mode`les neuro-
flous hybrides, pour lesquels re´seau de neurones et syste`me flou sont combine´s de manie`re
homoge`ne.
En partant de l’arbre de de´faillance et des informations fournies a` la fois par le
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syste`me de de´tection et l’ope´rateur, nous avons e´tabli des re`gles qui permettent d’obtenir
un re´seau neuro-flou pour le diagnostic.
Ce re´seau est conc¸u en quatre phases. La premie`re consiste en la transformation de
l’AdD en re´seau neuro-flou graˆce a` des re`gles de transformation que nous avons e´tablies.
La seconde phase consiste en l’apprentissage des parame`tres des neurones du re´seau a`
l’aide de l’AMDEC. A chaque cause pre´sente dans l’AMDEC est associe´e une fre´quence,
nous avons cre´e´ des conditions permettant de de´finir a` partir de ces fre´quences les pa-
rame`tres de tous les neurones du re´seau. La troisie`me phase repre´sente la liaison avec
l’outil de de´tection. L’outil de de´tection posse`de en sortie des modes de fonctionnement
que nous pouvons associer a` certaines causes de l’AdD. A partir de cette hypothe`se,
nous avons pre´sente´ diverses re`gles permettant d’inte´grer cette information dans le re´-
seau, en le modifiant. Ainsi, a` partir des informations du syste`me de de´tection, chaque
cause posse`de un degre´ de pertinence. De meˆme, nous avons inte´gre´ la possibilite´ d’ajou-
ter des informations externes donne´es par l’ope´rateur. Cette dernie`re phase ne´cessite la
cre´ation d’un nouveau re´seau en utilisant les re`gles utilise´es pour la liaison avec l’outil
de de´tection.
Enfin, nous avons pre´sente´ la partie exploitation industrielle qui s’est de´roule´e en
deux e´tapes.
La premie`re a e´te´ de formaliser les e´le´ments expose´s dans les parties pre´ce´dentes.
Cette e´tape a e´te´ re´alise´e dans le cadre du projet europe´en PROTEUS a` l’aide du
formalisme UML. Nous en avons extrait sept cas d’utilisations :
1. Cre´er un nouvel outil ;
2. Configurer l’outil ;
3. Initialiser l’outil ;
4. E´mettre une alarme ;
5. Demander une aide au diagnostic ;
6. Mettre a` jour la configuration de l’outil ;
7. Mettre a` jour le mode`le de l’outil.
Les trois premiers cas se font hors ligne et repre´sentent la mise en place de l’outil dans
son environnement. C’est dans ces cas d’utilisation que nous trouvons les algorithmes
que nous avons de´veloppe´s. Les quatre cas d’utilisations qui suivent se pre´sentent lors du
fonctionnement de l’outil. Le cas d’utilisation « E´mettre une alarme » est directement
relie´ a` l’outil de de´tection permettant de pre´venir en temps re´el l’ope´rateur d’un proble`me
sur l’e´quipement. Cet outil dynamique est capable d’effectuer une pre´diction. En cas de
panne, l’ope´rateur pourra faire appel a` l’outil pour lui demander une aide au diagnostic.
Dans ce cas, ce sera a` l’outil de diagnostic d’agir. Les deux cas de mise a` jour permettent
la prise en compte de l’inte´gration d’un nouvel e´le´ment dans l’e´quipement a` surveiller
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ainsi que la prise en compte des diffe´rents diagnostics et re´parations effectue´s depuis la
mise en fonctionnement de l’outil.
Ces cas d’utilisation nous ont conduits a` cre´er des diagrammes d’interaction qui
permettent de repre´senter les liens qui associent les acteurs aux outils. Dans ce me´-
moire, nous avons de´veloppe´ trois cas d’utilisation : Configurer l’outil, Initialiser l’outil
et Demander une aide au diagnostic.
La deuxie`me e´tape s’inscrit dans le cadre du projet OSE´O anvar avec le prototy-
page de l’outil. Il s’est effectue´ en LabVIEW qui est un environnement permettant de
combiner acquisition, traitement et pre´sentation des donne´es, e´vitant ainsi le stockage
interme´diaire de celles-ci, caracte´ristique tre`s utile pour une analyse en temps re´el. De
plus, son implantation dans un environnement industriel est facilite´e car il permet d’eˆtre
inte´gre´ aise´ment dans un ordinateur industriel extreˆmement compact.
Nous avons ainsi mis au point un syste`me d’aide a` la surveillance embarque´ dans un
module temps re´el de type PXI (National Instrument). Les outils et leur re´sultat sont
accessibles via une connexion ethernet permettant l’acce`s a` distance (a` l’inte´rieur ou a`
l’exte´rieur de l’entreprise). Cette application ouvre des perspectives tre`s inte´ressantes
pour l’externalisation de la maintenance, en permettant aux ope´rateurs de se focaliser
de manie`re plus efficace sur leur me´tier de base.
Cet outil ouvre la voie a` de nombreuses perspectives. En effet, nous avons pu mon-
trer que nous pouvions inte´grer les outils industriels tels que l’AMDEC et l’AdD pour la
conception d’un outil flexible permettant d’effectuer une aide au diagnostic. Nous avons
aussi montre´ que graˆce a` cet outil nous pouvons prendre en compte des informations
qu’actuellement seul l’ope´rateur peut donner (bruit anormal de la machine, odeur de
bruˆle´ . . . ) De nombreux de´veloppements comple´mentaires sont ainsi a` envisager, no-
tamment les cas d’utilisation de mise a` jour qui n’ont pas e´te´ de´veloppe´s.
Un autre point devant eˆtre aborde´ se situe au niveau du traitement dynamique.
En effet, nous avons suppose´ que les donne´es e´voluaient dans des gammes de temps
communes. A l’avenir, il faudra donc pre´voir la gestion de variables e´voluant a` des
rythmes diffe´rents comme par exemple, une tempe´rature qui n’aura pas le meˆme taux
d’e´chantillonage qu’une vitesse de rotation d’un arbre. Enfin, la me´moire dynamique du
re´seau RRBF n’e´tant pas infinie il faudra prendre en compte la gestion de tre`s longues
se´quences. Au niveau logiciel, le de´veloppement est a` comple´ter au niveau de la configu-
ration du re´seau : l’acquisition de l’arbre de de´faillance est relativement laborieuse ; un
syste`me qui permettrait la reconnaissance des portes a` partir du fichier image est envi-
sageable. Apre`s avoir inte´gre´ les derniers cas d’utilisation, il faudrait de´velopper l’outil
au format serveur-client ou le serveur contiendrait l’outil et serait inte´gre´ au PXI et ou`
les clients pourraient eˆtre de petits logiciels a` inte´grer dans un PDA par exemple.
Cet outil ouvre la porte a` de futurs outils d’aide a` la surveillance ou` chaque action
entreprise par un ope´rateur de maintenance serait apprise afin de pre´server et d’exploiter
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tout le savoir faire et l’expe´rience de ces ope´rateurs. Nous pouvons penser aussi que les
recherches doivent s’orienter non pas sur une seule technique de l’IA par proble`me mais
un ensemble de techniques comple´mentaires. Ainsi un travail collaboratif entre un re´seau
neuro-flou tel que nous l’avons spe´cifie´ dans ce rapport, associe´ a` un raisonnement a` base
de cas pourrait ame´liorer le re´sultat d’un diagnostic.
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The`se de Monsieur Nicolas PALLUAT
Me´thodologie de surveillance dynamique a` l’aide des re´seaux neuro-flous temporels
Re´sume´ : Notre travail porte sur la surveillance industrielle, processus couramment
de´compose´ en deux phases : la de´tection et le diagnostic. Nous proposons ainsi un sys-
te`me dynamique d’aide a` la surveillance, sous la forme de deux outils exploitant les
techniques de l’intelligence artificielle. Le premier re´alise une de´tection dynamique intel-
ligente a` l’aide des re´seaux de neurones re´currents a` fonction de base radiale. Le second,
base´ sur un re´seau neuro-flou, effectue une aide au diagnostic.
A partir de l’observation de donne´es capteurs, l’outil de de´tection de´termine l’e´tat du
syste`me en associant un degre´ de possibilite´ a` chacun des modes de fonctionnement. A
partir de ces informations, l’outil de diagnostic recherche les causes les plus probables
(diagnostic abductif) ponde´re´es par un degre´ de confiance. En comple´ment et dans une
optique d’aide a` la de´cision, nous avons veille´ a` ce que l’ope´rateur puisse ajouter des
informations supple´mentaires. Notons que la configuration et l’initialisation des outils
implique de connaˆıtre l’historique et les donne´es de maintenance du syste`me. Nous ex-
ploitons pour cela les AMDEC et Arbres de De´faillance des e´quipements surveille´s.
La partie applicative de cette the`se se de´compose en deux points : l’inte´gration logicielle
de l’ensemble du travail sur un ordinateur industriel (de´marche UML + imple´mentation)
ainsi que l’application sur un syste`me de transfert flexible de production.
Mots-cle´s : re´seau de neurone dynamique, re´seau neuro-flou, diagnostic, surveillance,
maintenance, SCADA, GMAO, AMDEC, Arbre de de´faillance, UML.
Methodology of dynamic monitoring using temporal neuro-fuzzy networks
Abstract: Our work concerns the industrial monitoring, process usually parse into
two phases: the detection and the diagnosis. We thus propose a dynamic monitoring aid
system based on two tools of Artificial Intelligence technics. The first one used for the
dynamic detection is a recurrent radial basis function network. The second one, based
on a neuro-fuzzy network, perform the diagnosis aid.
With the sensor data, the detection tool determine the degree of possibility of each op-
erating mode of the system. Given these information, the diagnosis tool searchs causes
by an abductive approach, and classify them by a degree of credibility. For the config-
uration and the initialization of the tools, we used some historic and maintenance data
of the system like AMDEC and Fault Tree.
The development part of this thesis is divided into two points: a software integration
on an industrial computer (UML approach + implementation) and the application on a
flexible production system.
Keywords: dynamic neural network, neuro-fuzzy network, diagnosis, monitoring,
maintenance, SCADA, CMMS, FMECA, Fault tree, UML.
