We say a representation V of a group G has stability if its multiplicities m G V (λ) is dependent only on some equivalence class of λ for a sufficiently large parameter λ.
Introduction
Let G be a simple Lie group of Hermitian type with finite center, θ be a Cartan involution of G. Put K = G θ . Suppose g = k ⊕ p is the Cartan decomposition determined by θ. Let τ be an involutive automorphism of G commuting with θ that fixes any elements of the center of k, and H be the identity component of the fixed point subgroup G τ . The pair (G, H) is called a holomorphic symmetric pair.
Suppose H is a holomorphic discrete series representation of G. The purpose of this paper is to describe the behavior of the branching law of H| H . In [10, Theorem 7.4] , it was shown that H| H is decomposed into the direct sum of holomorphic discrete series representations of H with finite multiplicities. By this result, we can decompose H| H as
where t τ is a Cartan subalgebra of k τ and V H λ is a holomorphic discrete series representation of H with highest weight λ. In [12, Theorem 18, Theorem 38] and [14] , T. Kobayashi showed that the multiplicity function m H H (λ) is uniformly bounded with respect to λ, and gave the sufficient condition for multiplicityfreeness of H| H using the theory of visible actions.
The main theorem of this paper says that the sufficient condition on multiplicityfreeness given by visible actions is also a necessary condition for holomorphic discrete series representations and holomorphic symmetric pairs. More precisely, the branching laws have a good property called stability. Our main theorem is as follows (see Theorem 5.12). Theorem 1.1. Suppose a ⊂ p −τ is a maximal abelian subspace that is determined by a positive root system of (g for any λ ∈ √ −1(t τ ) * satisfying m H H (λ) = 0. This theorem asserts two things: the multiplicity function m H H (λ) is periodic for sufficiently large parameter λ, and the multiplicities in sufficiently large parameters can be described by the decomposition of H p+ with respect to Z K∩H (a). The first phenomenon is called stability.
Stability was appeared in [9, Lemma 3.4] for example. In [24] , F. Satō formulated and generalized it for reductive spherical homogeneous spaces. To prove Theorem 1.1, we generalize Satō's stability theorem for multiplicity-free spaces.
We will state the stability theorem for multiplicity-free spaces. Let G be a connected reductive complex algebraic group. Fix a Borel subgroup B of G. Let X be an irreducible quasi-projective G-variety satisfying the following conditions:
(1.1.1) X is a spherical G-variety (i.e. a Borel subgroup of G has an open dense orbit in X), and (1.1.2) the quotient field of C[X] is naturally isomorphic to the rational function field of X. Note that we do not assume normality for spherical varieties in this paper. By definition, there exists a point x 0 ∈ X such that Bx 0 is open dense in X. The details of the following theorem is in Section 4.2. for any λ ∈ Λ + (M ).
Here, we denote by Λ + (V ) the set of the highest weights of the irreducible representations with respect to B which appear in the irreducible decomposition of V , denote by G x0 the stabilizer at x 0 in G, and denote by m(x 0 ) the maximal ideal of C[X] corresponding to x 0 . The proof of Satō's stability theorem is based on duality settings such as Schur-Weyl duality and Peter-Weyl theorem. Our proof is based on a simple observation: images of B-eigenvectors by the evaluation map ev x0 : M → M/m(x 0 )M are also B x0 -eigenvectors.
The subgroup L in Theorem 1.2 can be represented as
L is the unique subgroup of G that contains B x0 as a 'Borel subgroup' (see Proposition 4.3). The reductivity and other properties of L was studied by Brion, Luna and Vust in [1] . For some concrete settings, we can determine the explicit form of L. In the setting of Theorem 1.1, L is the complexification of Z K∩H (a). We apply Theorem 1.2 to the following three cases:
i) X = G/H and M = Ind The first case corresponds to Satō's theorem. These examples are dealt in Section 5.
As a corollary of Theorem 1.2, we can obtain a necessary and sufficient condition for multiplicity-freeness of M : M is multiplicity-free as a representation of G if and only if M/m(x 0 )M is multiplicity-free as a representation of L. This result can be considered as an analogue of a propagation theorem of multiplicity-freeness in the theory of visible actions. The concept of visible actions first appeared in [11] , and the propagation theorem was proved in [15] . For some spherical G-varieties, it was shown that a compact real form of G acts on them strongly visibly. (see e.g. [13] , [23] and [26] )
In Section 6, we treat similarity of branching laws of holomorphic discrete series representations with respect to two holomorphic symmetric pairs. Let (g, h) be a holomorphic symmetric pair. Suppose (g, h ǫ ) is an element of the ǫ-family of (g, h), and (g, h ǫ ) is a holomorphic symmetric pair. ǫ-family of a symmetric pair is defined by T.Ōshima and J. Sekiguchi in [18, 19] . For example, if (g, h) = (sp(n, R), u(n, R)), its ǫ-family is {(sp(n, R), u(n − i, i)) : 0 ≤ i ≤ n} ∪ {(sp(n, R), gl(n, R))}.
Let H and H ǫ be analytic subgroups of G with their Lie algebra h and h ǫ . We note that the complexifications of h and h ǫ are conjugate by inner automorphism of the complexification of g. Our concern is the similarity between two branching laws of H| H and H| Hǫ for a holomorphic discrete series representation H. This is motivated by the fact that the theta correspondence of infinitesimal characters is independent of any choices of real forms of a dual pair, which is due to R. Howe [5] , T. Przebinda [21] and J-S Li [16] , and also motivated by Weyl's unitary trick. The main theorem in Section 6 is as follows. Theorem 1.3. Suppose H is a holomorphic discrete series representation of G. Then, for sufficiently large parameter λ, we have
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Preliminaries: Some algebraic results
In this section, we set up some notations and results of representations of algebraic groups. For a Lie group G, we write its Lie algebra by a German letter as g := Lie(G), and we write its complexification by a subscript (·) C as g C := g ⊗ R C.
G-algebra and (A, G)-module
Let G be a connected reductive complex algebraic group. Fix a Borel subgroup B of G. Let B = T N be its Levi decomposition, where T is a maximal torus of G and N is the unipotent radical of B. Let Λ + = Λ + G ⊂ t * be the set of dominant integral weights with respect to B. For each λ ∈ Λ + , we denote by V λ = V λ,G the irreducible representation of G with highest weight λ.
For any algebraic group H, we say a representation V of H over C is a rational representation if span C {gv : g ∈ H} is a finite dimensional and algebraic representation of H for any v ∈ V . This implies that any rational representation of G is completely reducible. Given a rational representation V of G, we can decompose V into the direct sum of irreducible representations:
If the group G is obvious, we write m V (λ) := m G V (λ). We set
We say a C-algebra A is G-algebra if A is a rational representation of G and G acts on A by C-algebra automorphisms.
Definition 2.1. Let A be a G-algebra, and M be an A-module and rational representation of G. Then, M is said to be an (A, G)-module if g(am) = (ga)(gm) for any g ∈ G, a ∈ A and m ∈ M . Moreover, we will say that an (A, G)-module M is finitely generated if M is finitely generated as an A-module.
Let X be a quasi-projective variety over C. We denote by C[X] the ring of regular functions on X. Suppose G acts on X rationally. The action of G on X induces a rational representation of G on C[X] as follows:
We write Λ + (X) = Λ + (C[X]) for short.
Some finiteness results
We prepare some finiteness results. Let G be a connected reductive algebraic group over C, and B = T N be a Borel subgroup of G. The following result is due to Dž. Hadžiev and F. D. Grosshans [2] .
N as a C-algebra. Moreover if A is finitely generated, A N is finitely generated.
Remark 2.3. For the following lemmas, we only define the isomorphism. Since A is a rational representation of G, ϕ a (g) := ga is well-defined as a element
gives the inverse of ϕ. By the definition of a G-algebra, it is obvious that ϕ is homomorphism of a C-algebra.
Lemma 2.4. Let A be a Noetherian G-algebra, and M be a finitely generated
G is also a finitely generated A G -module.
Proof. Since A is a Noetherian algebra and M is finitely generated, M is a Noetherian A-module. Then, AM G is finitely generated. Let {m 1 , m 2 , · · · , m r } be a finite generating set of AM G . We can assume {m 1 , m 2 , . . . , m r } ⊂ M G . Let us show that {m 1 , m 2 , . . . , m r } is also a generating set of
The following lemma is a key result for the proof of Theorem 4.1. If A is finitely generated, this result (for arbitrary characteristics) was appeared in [3] .
Lemma 2.5. Let A be a Noetherian G-algebra, and M be an (A, G)-module.
is also a finitely generated A N -module.
Proof. Since C[G/N ] is finitely generated, A ⊗ C[G/N ] is a Noetherian algebra from Hilbert's basis theorem. Then, the second argument is followed from the first argument and Lemma 2.4. For the first argument, it is suffices to define the isomorphism between M
G are isomorphic as vector spaces. By the definition of the isomorphism between A N and (
G is also an A N -module isomorphism. Then, this completes the proof.
Preliminaries: Highest weight modules
Let G be a real reductive Lie group, and K be a maximal compact subgroup of G. Let g = k ⊕ p be the Cartan decomposition of g determined by K. Since K is a compact Lie group, there exists a complexification K C of K, and K C has a complex reductive algebraic group structure. Moreover, any locally finite representations of K can be extended to rational representations of K C .
Associated variety and isotropy representation
Let V be a finitely generated (g, K)-module. Since V is finitely generated, we can take a K-invariant finite dimensional subspace W ⊂ V which generates V . We put V i := U i (g C )W and V −1 := 0, where {U i (g C )} is the canonical filtration of the universal enveloping algebra U(g C ). Taking the associated graded module, we have an (S(g C ),
An affine variety determined by Ann S(g C ) (gr(V )) is called the associated variety of V , and denoted by AV(V ) ⊂ g * C . It is well-known that AV(V ) is independent of the choice of W . Since the filtration is K C -stable, AV(V ) is K C -stable variety contained in (g C /k C ) * . We identify g * C and g C by some invariant bilinear form of g C . By this identification, (g C /k C ) * corresponds to p C , and AV(V ) becomes a subvariety in the nilpotent cone in p C . It is known that the the number of K Corbits in the nilpotent cone in p C is finite. Then, there exists an open K C -orbit in AV(V ).
After here, we assume that AV(V ) is irreducible for convenience. Let us define the isotropy representation of V introduced by D. Vogan [28] (see also [29] ). Let I be the defining ideal of AV(V ). By the Hilbert Nullstellensatz, I n is contained in Ann S(g C ) (gr(V )) for some positive integer n.
We denote by m(x 0 ) ⊂ S(g) the maximal ideal corresponding to x 0 . We set
W becomes a finite dimensional rational representation of (K C ) x0 , where (K C ) x0 is the isotropy subgroup of K C at x 0 . The representation W is called the isotropy representation of V . Note that the isotropy representation is dependent on the filtration of V and the point x 0 .
Highest weight modules
Suppose G is a connected non-compact simple Lie group with finite center. Though the assumption 'finite center' is not essential, we assume this for convenience. We assume that (g, k) is a Hermitian symmetric pair (i.e. the center Z(k) of k is one-dimensional). We fix a characteristic element Z ∈ Z(k C ) such that the eigenvalues of ad(Z) are 0, ±1, and we write its eigenspace decomposition as
with the eigenvalues 1, 0, −1, respectively. For an irreducible (g, K)-module V , we will say V is a highest weight module About the annihilators of unitary highest weight modules, A. Joseph showed the following result in [7] : Proposition 3.1. Let H be a unitary highest weight module. Then, the annihilator Ann S(p−) (H) is a prime ideal in S(p − ), and Ann S(p−) (v) = Ann S(p−) (H) for any v ∈ H.
By this proposition, the isotropy representation of a highest weight module at x 0 ∈ AV(H) is simply written as W = H/m(x 0 )H.
Since H p+ generates H, we have a canonical surjective homomorphism as (g, K)-module:
Definition 3.2. Let H be a unitary highest weight module. We will say H is a holomorphic discrete series representation if the completion of H with respect to its Hermitian inner product is a discrete series of G.
It is known that if H is a holomorphic discrete series representation, the homomorphism (3.1.1) is a (g, K)-module isomorphism. Then, for a holomorphic discrete series representation H, the associated variety AV(H) is equal to p + .
Strongly orthogonal roots
We will describe some structures of highest weight modules. We take a Cartan subalgebra t ⊂ k. Since g is Hermitian type, t is also a Cartan subalgebra of g. Let ∆ := ∆(g C , t C ) be the root system determined by t C , and fix a positive system ∆ + such that ∆ + ⊃ ∆(p + , t C ). We write ∆
Two roots α, β are said to be strongly orthogonal if neither of α+ β nor α− β is a root. We take a maximal set of strongly orthogonal roots {γ 1 , γ 2 , . . . , γ r } ⊂ ∆(p + , t C ) as follows:
ii) for i > 1, γ i is the lowest root in the roots that are strongly orthogonal to γ 1 , γ 2 , . . . , γ i−1 .
Fix root vectors
. We set
where · is a complex conjugate of g C with respect to g. It is known that a becomes a maximal abelian subspace of p. Then, we have r = R-rank(g).
We introduce some facts to describe the restricted roots of G. For i, j (1 ≤ i < j ≤ r), we put 
Moreover, the map γ → γ + γ i gives bijections from C ij to P ij , from −C ji to P ji , and from C i to P i .
It is known that K C -orbits in p + can be described by strongly orthogonal roots. Put X i = X γ1 + X γ2 + · · ·+ X γi . We set O i := Ad(K C )X i , and O 0 = {0}. Proposition 3.4. p + is decomposed into K C -orbits as follows:
Moreover, for any 1 ≤ m ≤ r, the Zariski closure of O m is decomposed into K C -orbits as follows:
By this proposition, for any highest weight module H there exists an m ∈ {1, 2, · · · , r} such that [6] and W. Schmid [25] .
Proposition 3.5. The ring of regular functions on O m is decomposed as a K C -representation as follows:
Especially, O m is a spherical affine K C -variety.
Holomorphic symmetric pairs
Suppose θ is a Cartan involution of G such that its fixed point subgroup G θ = K, and τ is an involutive automorphism of G commuting with θ. Since τ (k) = k and τ is an automorphism, the following two cases are possible:
We will say (g, g τ ) is a holomorphic symmetric pair if the equation (3.5.2) holds, otherwise we will say (g, g τ ) is an anti-holomorphic symmetric pair.
h i is the direct sum decomposition into simple or abelian ideals. Then, h i is contained in k if h i is a compact or abelian Lie algebra, and h i is a Hermitian type Lie algebra if h i is a non-compact Lie algebra. Moreover, if h i is a Hermitian type Lie algebra, h i has a decomposition:
and each summand is nonzero. The following two facts about branching laws of the restriction with respect to holomorphic symmetric pairs are known (see e.g. [9, 10] ). Proposition 3.6. Let H be a unitary highest weight module of G, and (g, g τ ) be a holomorphic symmetric pair. Then, H is g τ -admissible, especially H is discretely decomposable as (g τ , k τ )-module. Moreover, any irreducible components of H| g τ are outer tensor products of highest weight modules and finite dimensional representations.
Proposition 3.7. Let H be a holomorphic discrete series representation of G, and (g, g τ ) be a holomorphic symmetric pair. Suppose S(p
as follows:
Then, H| g τ is decomposed as
Here, k τ denotes the set of equivalent classes of finite dimensional representations of k τ . Each summand is also a holomorphic discrete series representation of (G τ ) 0 . 14) so(10) + so(2) e 6(−14) so * (10) + so(2) e 6(− 14) so(8, 2) + so(2) e 6(− 14) su(5, 1) + sl(2, R) e 6(− 14) su(4, 2) + su(2) e 7(−25) e 6(−78) + so(2) e 7(−25) e 6(−14) + so(2) e 7(−25) so(10, 2) + sl(2, R) e 7(−25) so * (12) + su(2) e 7 (−25) su(6, 2)
Stability theorem
In this section, we will show a general stability theorem.
Stability theorem for general settings
Let X be an irreducible quasi-projective variety over C. We assume the following two conditions: 
Then, there exists a weight λ 0 ∈ Λ + (X) such that
This theorem says that the multiplicity function m M is periodic for sufficiently large parameter λ. This property of the multiplicity function is called stability.
Proof. For the proof of the stability, we will show the uniformly boundedness of
From [14, Proposition 5.4.1], the number of the irreducible constituents of V λ ⊗ F * is bounded by dim(F ). Then, since C[X] is multiplicity-free, m M (λ) is uniformly bounded by dim(F ). This result will be also proved in the proof of Theorem 4.5.
Let us show the stability. Since C[X] has no zero divisors in M , the mul-
where V (λ) denotes the weight space of weight λ in T -representation V . Then, we have
N is a finitely generated C[X] N -module. Then, we can take a finite subset {λ 1 , λ 2 , . . . , λ r } ⊂ Λ + (M ) such that
By the uniformly boundedness of m M , for each λ i we can find a λ 0,i ∈ Λ + (X) such that
We put λ 0 := λ 0,1 + λ 0,2 + . . . + λ 0,r . Let us show that λ 0 satisfies the required condition. Take λ ∈ Λ + (M ) and µ ∈ Λ + (X). By (4.1.5), there exists an i ∈ {1, 2, . . . , r} such that λ ∈ λ i + Λ + (X). From (4.1.4) and (4.1.6), we have
This shows the theorem.
Description of multiplicities for large parameters
We describe the multiplicities for sufficiently large parameters by the isotropic representation. Let G and X be as in the previous section. Take a Borel subgroup B of G, and write B = T N as the product of the maximal torus and the unipotent radical. From the assumption (4.0.1), there exists a point x 0 ∈ X such that B-orbit Bx 0 is open dense in X. Put P = {g ∈ G : gBx 0 ⊂ Bx 0 }. Then, P is a parabolic subgroup of G contains B. The following proposition is due to M. Brion, D. Luna and T. Vust [1] . Proposition 4.2. In the above settings, i) P x0 is a reductive subgroup of G, ii) P x0 contains the derived group of some Levi subgroup of P .
The following proposition says that B x0 is a 'Borel subgroup' of P x0 in some sense.
Proposition 4.3. P x0 satisfies the following four conditions:
meets every connected components of P x0 , L-4) the identity component of B x0 is a Borel subgroup of the identity component of P x0 .
Conversely, if a reductive subgroup L of G satisfies the above four conditions instead of P x0 , then we have L = P x0 . is one-dimensional for any irreducible representation V of L. In fact, since we have the natural injection B x0 /N x0 ֒→ B/N ≃ T , we can take a weight vector
Proof. For the first argument, put L := P x0 . By definition, L-1) and L-2) are clear. From Proposition 4.2, we can take a Levi subgroup Q of P such that For the second argument, suppose L is a reductive subgroup of G that satisfies the conditions. From Remark 4.4, we have
For a reductive subgroup H of G, H can be reconstructed from C [G] H by the following equation:
Here, e is the identity of G. From this fact and (4.4.7), we have L = P x0 . This completes the proof.
We set L = P x0 . We denote by ev x0 the natural quotient map
Theorem 4.5. Let M be a finitely generated (C[X], G)-module with no zero divisors (see (4.1.3)). We take a weight λ 0 ∈ Λ + (X) described in Theorem 4.1.
Here, we identify characters of T and characters of B by letting their values be 1 on N . 
Proof. This lemma is essentially same as [24, Lemma 2.2]. It is clear that the left hand side contains the right hand side. We will show the converse inclusion. We take a function f ∈ C[Bx 0 ]. Define an ideal as
Since B acts rationally on
. Since B acts rationally on I, there exists a nonzero B-eigenvector g ∈ I. Then, we have
This shows the converse inclusion.
Proof. If M is finitely generated, this lemma is in [29, Corollary 2.1]. Put N = y∈Bx0 (m(y)M ). We assume N = 0. Since N is B-invariant subspace, there exists a nonzero B-eigenvector m ∈ N . By definition, m can be written as 
Nx 0 (λ| Bx 0 ). We denote the restriction of ev x0 to M N (λ + λ 0 ) by same notation ev x0 . Then, it suffices to show that ev x0 is bijection between M N (λ + λ 0 ) and (M/m(x 0 )M ) Nx 0 (λ| Bx 0 ).
(surjectivity). First, we show the surjectivity for the case that M is a free
Then, ϕ is well-defined as an element of
Next, we show the surjectivity for general cases. Since M is finitely generated as a C[X]-module, there exists a finite dimensional 
Since G and L are reductive, the vertical arrows are surjective. From the free module case, the above horizontal arrow is surjective. Then, ev x0 :
Remark 4.9. The injectivity is true in more general settings. For example, suppose X is a projective G-variety that has an open dense Borel orbit Bx 0 , and π : V → X is a G-equivariant algebraic vector bundle over X. Then, the global sections Γ(X, V) and the evaluation map ev x0 : Γ(X, V) → π −1 (x 0 ) satisfy the injectivity as in the above proof. This implies that the multiplicity with respect to G can be bounded by the multiplicity with respect to L as in Theorem 4.5. See Section 5.2 for examples.
We can remove the finiteness of M if we admit that the conclusion becomes weaker.
Corollary 4.10. Let M be a (C[X] , G)-module with no zero divisors. Then, we have
Proof. Take a weight λ ∈ Λ + (M ). By the same proof as the injectivity in Theorem 4.5, we have 
Especially, M is multiplicity-free as a representation of G if and only if M x0 is multiplicity-free as a representation of L. There exists a character λ
satisfies the desired conditions. This completes the proof.
Examples of stability theorems
In this section, we will show some stability theorems for some examples.
Stability theorem for quasi-affine spherical homogeneous spaces
Let G be a connected reductive algebraic group and H be a closed subgroup of G. We assume that (G, H) is a spherical pair (i.e. there exists a Borel subgroup of G such that BH is open dense in G), and assume that G/H is a quasi-affine variety. Put L := {g ∈ H : gBH ⊂ BH}. For a finite dimensional rational representation W of H, we define the induced representation of W by 
Ind
Proof. First, we show that X = G/H and M = Ind 
Some examples for projective varieties
In this section, we treat flag varieties. Let G be a connected reductive algebraic group, and P be a parabolic subgroup of G. Take a close subgroup H of G such that G/P is a spherical H-variety. Note that if H is a Levi subgroup of G, such pairs (G, H, P ) were classified in [13, 26] .
Fix a Borel subgroup B of H. Since G/P is a spherical H-variety, there exists a point x 0 ∈ G such that Bx 0 P is open dense in G. Put L := {g ∈ H x0P : gBx 0 P ⊂ Bx 0 P }. The same result as Theorem 5.2 is not true for G/P since G/P is projective (see Example 5.5). However, we have the following weaker theorem.
Theorem 5.3. Let W be a irreducible representation of P . Then, there exists a character λ 0 of P such that
for any character λ of P satisfying Ind Lemma 5.4. We set
Then, there exists a homomorphism ϕ : L → A such that
Proof. First, we define the homomorphism ϕ. Take g ∈ L. By definition, we have gBx 0 P ⊂ Bx 0 P and gx 0 P = x 0 P . From gx 0 P ′ ⊂ x 0 P = ⊔ l∈A x 0 lP ′ , there exists a unique element ϕ(g) ∈ A such that gx 0 P ′ = xϕ(g)P ′ . It is obvious that ϕ is a homomorphism from L to A.
Next, we show that ϕ satisfies the condition. By the definition of L and
For the converse inclusion, we take
we have ϕ(g) = h. This shows the lemma.
Proof of Theorem 5.3. We apply Corollary 4.11 to X = G/P ′ and M = Ind G P ′ (W ). Here, we replace G in the corollary by H × A, and then L in the corollary is equal to L ′ in the above lemma. We will determine the action of
We write λ ′ = −λ 0 + λ 1 , where λ 0 is a character of P and λ 1 is a character of B.
Let us show that λ 0 satisfies the desired condition. There exist the following isomorphisms of representations of H:
Again, from the above isomorphisms for W = C, Ind We introduce an example that Ind G P (W ) is nonzero and we can not take λ 0 = 0. Example 5.5. Let G = GL(8, C), H = GL(4, C) × GL(4, C). H is block diagonal in G. Let P be a maximal parabolic subgroup of G containing H and all lower triangular matrices, and B be a Borel subgroup of H containing all upper triangular matrices in H. We take a point
where J is a anti-diagonal matrix with any anti-diagonal entries 1. Then, Bx 0 P is open dense in G. (This is essential same as the case of Hermitian symmetric spaces.) In this case, L is of the following form:
Note that L commutes with x 0 . We consider a representation W = S 2 ( 2 (C 4 ))/ 4 (C 4 ) of H, where the first factor of GL(4, C) × GL(4, C) acts on W in standard way and the second factor acts on W trivially. W is a irreducible representation of H with highest weight (2, 2, 0, . . . , 0) in standard coordinates. We extend the representation W to P by letting the unipotent radical of P act trivially. Then, the induced representation Ind G P (W ) is a irreducible representation of G with highest weight (2, 2, 0, . . . , 0) . By using Littlewood-Richardson rule, Ind G P (W )| H is multiplicity-free, and then C H (Ind G P (W )) = 1. However, W | L is not multiplicity-free. In fact, we can take two weight vectors with same weight (1, 1, 1, 1, 0, 0, 0, 0) such as e 1 ∧ e 2 · e 3 ∧ e 4 , e 1 ∧ e 3 · e 2 ∧ e 4 .
Then, we have
C H (Ind G P (W )) = 1 < 2 = C L (W ).
Stability theorem for highest weight modules
Here, we will show the stability theorem for unitary highest weight modules. Let G be a connected simple real Lie group of Hermitian type with finite center. Fix a positive root system ∆ + and strongly orthogonal roots {γ 1 , γ 2 , . . . , γ r } as in Section 3.3.
Before we state our theorem, we prepare some lemmas relevant to Lemma 5.7. Let B be the same as the above lemma. Then, B Xm has the semidirect product decomposition: B Xm = (T C ) Xm N Xm . Here, N is a unipotent radical of B.
For converse inclusion, we take b ∈ B Xm , and write b = tn for t ∈ T C and n ∈ N . By Kostant-Hua-Schmid Theorem (Proposition 3.5), B Xm is contained in
Xm . Therefore, we have t ∈ (T C ) Xm and then n ∈ N Xm . This shows the lemma. Proof. By definition, the condition L-1) is clear.
First, we compute the triangular decomposition of l. For any g ∈ L and i (1 ≤ i ≤ m), we have
Since Ad(g)(X γi ) ∈ p + and Ad(g)(X γi ) ∈ p − , g stabilizes X γi and X γi . This imply that
Since the right hand side is stable under ad(t C )-action, so is l. Then, we have
We will show that the Lie algebra b Xm of B Xm is a Borel subalgebra of l.
By Proposition 3.3, for any
This implies that b Xm has the following decomposition:
where t ⊥ m is the orthogonal complement of t m in t C with respect to the Killing form. Then, we have Xm . This shows that (T C ) Xm meets every connected components of L, and so does B Xm . Then, we have shown the condition L-3).
By the proof in Lemma 5.7, (T C ) Xm is equal to 
Proof. By Kostant-Hua-Schmid Theorem (Proposition 3.5), O m is a spherical affine K C -variety, and
We have shown that L satisfies the conditions L-1) ∼ L-4) in Lemma 5.8. Then, this completes the proof.
The following corollary is direct consequence of Corollary 4.11 and Theorem 5.9.
Corollary 5.10. Let H be a unitary highest weight module of G with the associated variety O m . Then, we have
Moreover, H| K is multiplicity-free if and only if H Xm | L is multiplicity-free.
Remark 5.11. In the proof of Theorem 5.9 and Corollary 5.10, we did not use the assumption that H is irreducible. Then, we can apply the theorem in the assumption that H is the finite direct sum of unitary highest weight modules with same associated varieties.
Stability theorem for holomorphic symmetric pairs
Let G be a connected simple real Lie group of Hermitian type with finite center, and τ be an involutive automorphism of G commuting with a Cartan involution θ of G. We put H = (G τ ) 0 , the identity component of the fixed point group of τ . We assume that (g, h) is a holomorphic symmetric pair. Suppose H is a holomorphic discrete series representation of G.
Before we state the theorem, we set up some notations. We fix a Cartan subalgebra t τ of k τ , and fix a positive system ∆ + (g τ θ
We will take strongly orthogonal roots {γ 1 , γ 2 , . . . , γ r } in ∆(p −τ + , t τ C ) by similar way in Section 3.3. However, it may be possible that g τ θ is not a simple Lie algebra. Suppose
Here, we write X < Y if x < y for any x ∈ X and y ∈ Y . Replacing the term 'lowest root' by 'minimum root' in the definition of Section 3.3, we can take strongly orthogonal roots {γ 1 , γ 2 , . . . , γ r } in ∆(p
Then, a is a maximal abelian subspace of p −τ , and r = dim R (a) = R-rank(g τ θ ).
Theorem 5.12. Let H be a holomorphic discrete series representation of G. We put L = Z H∩K (a). Then, there exists a λ 0 ∈ Λ
for any λ ∈ Λ + (H). Here, we denote by m H H (λ) the multiplicity of the unitary highest weight module with highest weight λ with respect to p τ + ⊕ b.
Proof. By Proposition 3.7, the decomposition of H| H is reduced to the decomposition of (S(p
There exists a canonical isomorphism as H ∩ K-representation:
This implies that S(p −τ − ) ⊗ H p+ is isomorphic to the finite direct sum of some holomorphic discrete series representations of (G θτ ) 0 as H ∩ K-representation. Then, applying Theorem 5.9 to N g τ θ (H p+ ), we prove the theorem.
Corollary 5.13. Let H be a holomorphic discrete series representation of G.
Moreover, H| H is multiplicity-free if and only if H p+ | L is multiplicity-free.
Branching laws and ǫ-family
In this section, we discuss the relation between branching laws and ǫ-family.
Motivation
Our main problem is the following: Question. Let H, H ′ be reductive subgroups of a real reductive Lie group G, and π be an irreducible unitary representation of G. We assume that their complexifications are conjugate by an inner automorphism (i.e. there exists a g ∈ G C such that
Then, what properties of branching laws of π| H and π| H ′ are preserved?
In simpler terms, it says whether there exists a method analogous to Weyl's unitary trick for branching problems.
The following fact about upper bounds of multiplicities is known (see [20, Theorem 4.3 
.]).
Fact 6.1. Let g be a complex Lie algebra, and h be a reductive complex Lie subalgebra in g. Suppose M and N are irreducible representations of g C , and the action of h on M and N is locally finite and completely decomposable. If
We rewrite this fact in terms of our settings. On the other hand, if (G, H, H ′ ) = (Sp(n, R), U(n), GL(n, R)) and π is a unitary highest weight module of Sp(n, R), π| GL(nR) has continuous spectra although π| U(n) has no continuous spectra. This example implies that discrete decomposability is not preserved.
Our main result in this section is to show that the branching laws for holomorphic discrete series representations with respect to two similar holomorphic symmetric pairs are similar (see Theorem 6.12).
At the end, we state an interesting example.
) and π be a minimal representation of SO(2p, 2q), and ( C) ). The annihilators of π and π ′ in U(o(2(p+q), C)) are same ideal called the Joseph ideal J , although the representations π and π ′ are not equivalent as g C -modules. Here, we write same notation π for Harish-Chandra module of π.
In [17] , M. Moriwaki showed that π| H is multiplicity-free. Then, π ′ | H ′ is also multiplicity-free by Fact 6.1 (we can obtain this by a straightforward computation using Howe duality).
ǫ-family
The following definition of ǫ-family is due to T.Ōshima and J. Sekiguchi [19] . Let g be a real semisimple Lie algebra, and τ be an involutive automorphism commuting with a Cartan involution θ of g. Take a maximal abelian subspace a of p −τ . We put g(a; λ) := {X ∈ g : [H, X] = λ(H)X for any H ∈ a} and Σ(a) := {λ ∈ a * \{0} : g(a; λ) = 0}. By Rossmann (see [22] ), Σ(a) becomes a root system.
We will say a map ǫ : Σ(a)∪{0} → {1, −1} is a signature of Σ(a) if ǫ(α+β) = ǫ(α)ǫ(β) for any α, β ∈ Σ(a) ∪ {0}. For a signature ǫ, we define an involutive automorphism τ ǫ of g as follows:
ǫ is a signature of Σ(a)}, and call it an ǫ-family of symmetric pairs. If τ = θ, we call F ((g, k) ) a k ǫ -family of symmetric pairs.
We have the following proposition.
Proposition 6.4. Let τ be an involutive automorphism of g. Then, for any signature ǫ of Σ(a),
are conjugate by an inner automorphism of g C , ii) τ ǫ commutes with θ,
Proof. i) is proved in [18] . We give only the explicit form of the automorphism. Let {α 1 , α 2 , · · · , α r } ⊂ Σ(a) be the set of simple roots of Σ(a), and {H 1 , H 2 , . . . , H r } ⊂ a be the dual basis of {α 1 , α 2 , · · · , α r }. Then, the automorphism is given by
For the proof of ii), take α ∈ Σ(a) ∪ {0} and X ∈ g(a; α). Then, we have
Since θ(g(a; α)) = g(a; −α), we have
This shows ii).
Since
Hereafter, we assume that g is a simple real Lie algebra of Hermitian type, and (g, g τ ) is a holomorphic symmetric pair (see Section 3.4). We rewrite an ǫ-family in terms of strongly orthogonal roots. Fix t τ , ∆ + and strongly orthogonal roots {γ 1 , γ 2 , . . . , γ r } in p −τ as in Section 5.4. We can take root vectors
We define a Cayley transform c by
It is known that c(t τ 0 ) = a C (see [8] ). We set Σ(t
Proof. We recall that the characteristic element for (g, g θ ) is τ and τ ǫ invariant.
Then, X γi − X γi is τ τ ǫ -invariant. This implies that c commutes with τ τ ǫ . Thus, (i) and (ii) are proved. Since X γi + X γi and X γi − X γi are τ τ ǫ -invariant, X γi is τ τ ǫ -invariant. By ii), we have ǫ(γ i • c −1 ) = 1.
Upper bounds and ǫ-family
Let G be a connected simple real Lie group of Hermitian type with finite center, and τ be an involutive automorphism of G such that (g, g τ ) is holomorphic symmetric pair. We fix a maximal abelian subspace a of p −τ , and fix a signature ǫ of Σ(a) such that (g, g τǫ ) is holomorphic symmetric pair. Suppose H and H ′ are analytic subgroups with Lie algebra g τ and g τǫ . Applying Theorem 5.13, we have the following theorem. Theorem 6.6. Let H be a holomorphic discrete series representation of G.
Proof. From Theorem 5.12, it suffices to show that 'L's for H and H ′ in Section 5.4 are conjugate under K-action. We take a Cartan subalgebra t τ of k τ , positive system ∆ + (g τ θ C , t τ C ) and strongly orthogonal roots {γ 1 , γ 2 , . . . , γ r } as in Section 5.4. We put
Let us show that L and Z K∩H∩H ′ (a) is conjugate under K ∩ H-action. Since a and a ′ are maximal abelian subspaces of p −τ , there exists a
As we stated in the proof of Lemma 5.8, the connected components of L can be controlled by Z T τ (a ′ ). Here, we denote by T τ a maximal torus of K ∩ H corresponding to t τ . Since a is contained in p −τ,−τǫ , we have
This implies that Ad(k)t 0 is contained in k τ,τǫ . Moreover, since t
Replacing τ by τ ǫ , we can show the same argument for H ′ . This completes the proof.
k ǫ -family case
We can describe the similarity of branching laws of H| H and H| H ′ more precisely. In this section, we assume that H is a maximal compact subgroup of G.
We consider the case that τ = θ, and fix a signature ǫ of Σ(a) such that (g, g θǫ ) is a holomorphic symmetric pair. In this case, we write t := t θ and t 0 := t θ 0 since t θ is a Cartan subalgebra of k. Note that t is contained in k θǫ since c(t) commutes with a C = c(t 0 ). Then, ∆(k
By Proposition 3.3, the restricted root system Σ(a) is type BC r or C r . We divide strongly orthogonal roots {γ 1 , γ 2 , . . . , γ r } into two parts Γ 1 and Γ 2 as follows. If Σ(a) is type BC r , we put
If Σ(a) is type C r , we put
Here, we identify Σ(a) and Σ(t 0 ) by c * . If necessary, replacing the positive system, we can assume
Lemma 6.7. We put
Then, we have
is determined by the restriction to t 0 . Explicit forms of the restrictions of the roots to t 0 is given by Proposition 3.3:
From the assumption (6.6.1), we have
.
Recall that we took X γi satisfying γ i ([X γi , X γi ]) = 2. Then, we have
This shows the lemma.
We show the following key lemma. This lemma can be considered as the scalar type case of the main theorem.
Lemma 6.8. In the above settings, we have the following equations:
For the first equation, we show that g θθǫ has at most two non-compact simple factors determined by Γ 1 and Γ 2 . We define two subsets Σ 1 and Σ 2 of Σ(a) as follows:
By definition of Γ i and Proposition 6.5, Σ i is a subroot system of Σ(a), and if α ∈ Σ(a) satisfies ǫ(α) = 1, α is an element of either of Σ 1 or Σ 2 . This implies that Σ 1 ∪ Σ 2 is the restricted root system of g θθǫ with respect to a. Since Σ 1 and Σ 2 are irreducible root systems, g θθǫ has at most two non-compact simple factors. By Kostant-Hua-Schmid Theorem (Proposition 3.5), the first equation is proved.
By Kostant-Hua-Schmid Theorem again, the left hand side of the second equation is contained in the right hand side. If r 1 = r, we have nothing to prove. Then, we assume r 1 < r. We take
Especially, we can choose α such that α| t0 = (γ r1+1 − γ r1 )/2. Then, we have
Therefore, c r1 ≥ c r1+1 . This shows the second equation.
Let H be the analytic subgroup with Lie algebra g θǫ .
Theorem 6.9. Let H be a holomorphic discrete series representation of G.
Suppose (H p+ ) * has the following formal character with respect to t:
We put V := {ν ∈ √ −1t
Proof. By Proposition 3.7, we consider a branching law of S(p
From the Weyl character formula, we have
Here, we write the Weyl group for (K, T ) by W K , half the sum of the positive roots by ρ K , and the Weyl denominator for (K, T ) by D K . For the third equality, we used W K -invariance of m(ν). We have the similar equations for K ∩ H by replacing W K by W K∩H , and ρ K by ρ K∩H .
We put
By Lemma 6.7, we have σ(
Then, we can replace ρ K∩H by ρ K in the above definitions. Note that if (ν, σ 1 ), (ν, σ 2 ) ∈ I · (λ), then σ 1 = σ 2 . From (6.9.3), we can write the multiplicity by this notation:
Then, it suffices to show I K (λ) = I K∩H (λ) if λ satisfies the condition. We assume (λ + ν, α) ≥ 0 for any α ∈ ∆ + (k −θǫ C , t C ) and ν ∈ V. First, we will show I K (λ) ⊃ I K∩H (λ). Take (ν, σ) ∈ I K∩H (λ). By definition, we have σ(λ + ν + ρ K ) − ρ K ∈ Λ + (p −θǫ + ). From Lemma 6.7, ∆ + (k −θǫ C , t C ) is stable under σ. Take a lowest root α ∈ ∆ + (k −θǫ C , t C ) with respect to ∆ + (k C , t C ). Since α is a lowest root, σ −1 (α) − α is a sum of elements of ∆ + (k θǫ , t C ) with positive coefficients. Then, we have (σ(λ + ν + ρ K ) − ρ K , α) = (σ(λ + ν + ρ K ), α) − (ρ K , α) = (λ + ν + ρ K , σ −1 (α)) − (ρ K , α) = (λ + ν, α) + (ρ K , σ −1 (α) − α) ≥ 0.
Thus, σ(λ + ν + ρ K ) − ρ K is dominant with respect to ∆ + (k C , t C ). By Lemma 6.8, we have σ(λ + ν + ρ K ) − ρ K ∈ Λ + (p + ). This implies the desired inclusion. Next, we show the converse inclusion. Take (ν, σ) ∈ I K (λ). Since σ(λ + ν + ρ K ) − ρ K ∈ Λ + (p + ), λ + ν + ρ K is regular for W K , especially for W K∩H . Then, there exist a σ ′ ∈ W K∩H such that σ ′ (λ + ν + ρ K ) is strictly dominant with respect to ∆ + (t C , k θǫ C ). Since ∆ + (k −θǫ C , t C ) is W K∩H -invariant, σ ′ (λ + ν + ρ K ) is also strictly dominant with respect to ∆ + (k C , t C ). Then, we have σ = σ ′ . This completes the proof.
Remark 6.10. Note that the irreducibility of H is not used in the above proof. Then, the assumption that H is a holomorphic discrete series representation can be replaced by the assumption that H is the finite direct sum of holomorphic discrete series representations.
Non-compact case
The aim of this section is to show an analogous theorem of Theorem 6.9 for non-compact symmetric pairs. We use the notation in Section 6.3.
We can apply two types of transformations to the branching law of H| H : i) the branching law of H| H coincides with the branching law of (U(g θτ )H p+ )| g θ,τ in the sense of Proposition 3.7, and ii) if H is a maximal compact subgroup of G, the branching law of H| H coincides with the branching law of H| H ′ in the sense of Theorem 6.9.
Then, if we ignore the assumption (6.6.1) in Theorem 6.9, the branching laws of H| H and H| H ′ are reduced to the same branching law as follows.
(g, g τ )
( ( P P P P P P P P P P P P (g θτ,θτǫ , g θ,τ,τǫ )
Let us show the existence of a compatible ordering of (t τ ) * with respect to the pairs (g θτ , g θτ,τǫ ) and (g θτǫ , g θτǫ,τ ) satisfying (6.6.1).
Lemma 6.11. In the above settings, there exists an ordering of √ −1(t τ ) * that satisfies the following conditions: , t τ C )}. Proof. We put a lexicographical order on √ −1(t τ ) * as follows. Let {s 1 , s 2 , . . . , s n } be the set of the non-compact simple factors of g θτ,θτǫ . We can assume that if s i is of tube type and s j is of non-tube type, then i < j. We reorder {X 1 , X 2 , . . . , X r } (see Section 6.2) such that if X i ∈ s ni , X j ∈ s nj and n i < n j , then i < j. We also reorder {γ 1 , γ 2 , . . . , γ r } according to the order of {X 1 , X 2 , . . . , X r }. Based on this ordering, we take an ordered generating set of √ −1t τ as Let us show that the ordering satisfies the desired conditions. The condition i) is clear from the definition of B. We take a maximal set of strongly orthogonal roots {γ For each non-compact simple factor of g τ θ , the assumption (6.6.1) of Lemma 6.7 is satisfied. Then, the condition ii) is proved from Lemma 6.8. Since the condition iii) can be proved in the same way as ii), then Lemma 6.11 is proved. By Lemma 6.11 and the reduction (6.10.4), we have the following theorem.
Theorem 6.12. Let H be a holomorphic discrete series representation of G. We put an ordering on √ −1t τ as in Lemma 6.11. Suppose (H p+ ) * has the following formal character with respect to t τ :
We put V := {ν ∈ √ −1(t τ ) * : m(ν) = 0}. Then, for λ ∈ √ −1(t τ ) * such that (λ + ν, α) ≥ 0 for any α ∈ ∆ + (k su(p, q) i, j {s(u(i − k, j + k) + u(p − i + k, q − j − k))} su(n, n) {so * (2n)} su(n, n) {sp(n, R)} so * (2n) {u(2i, n − 2i) : 0 ≤ 2i ≤ n} so * (2n) {u(2i + 1, n − 2i − 1) : 0 ≤ 2i + 1 ≤ n} so * (2n) i {so * (2i) + so * (2(n − i))} so(2, n) i {so(2, n − i) + so(i), so(n − i + 2) + so(2, i − 2)} so (2, 2n) {u(1, n)} sp(n, R) {u(i, n − i) : 0 ≤ i ≤ n} sp(n, R) i {sp(i, R) + sp(n − i, R)} e 6(− 14) {so(10) + so(2), so * (10) + so(2), so(8, 2) + so(2)} e 6(−14) {su(5, 1) + sl(2, R), su(4, 2) + su(2)} e 7(−25) {e 6(−78) + so(2), e 6(−14) + so(2)} e 7(−25) {so(10, 2) + sl(2, R), so * (12) + su(2)} e 7(−25) {su(6, 2)}
