Despite recent interest in continuous prediction of dimensional emotions, the dynamical aspect of emotions has received less attention in automated systems. This paper investigates how emotion change can be effectively incorporated to improve continuous prediction of arousal and valence from speech. Significant correlations were found between emotion ratings and their dynamics during investigations on the RECOLA database, and here we examine how to best exploit them using a Kalman filter. In particular, we investigate the correlation between predicted arousal and valence dynamics with arousal and valence ground truth; the Kalman filter internal delay for estimating the state transition matrix; the use of emotion dynamics as a measurement input to a Kalman filter; and how multiple probabilistic Kalman filter outputs can be effectively fused. Evaluation results show that correct dynamics estimation and internal delay settings allow up to 5% and 58% relative improvement in arousal and valence prediction respectively over existing Kalman filter implementations. Fusion based on probabilistic Kalman filter outputs yields further gains.
Introduction
The last few years have marked an emerging trend concerning continuous prediction of emotion dimensions such as arousal and valence within the affective computing community. This is motivated by the need for tracking users' emotional states during Human Computer Interaction [1] , [2] . Emotions are dynamic in nature and evolve across time, which when taken into account may be critical for advancing both psychological theories and automatic emotion recognition systems. In affective science, research into emotion dynamics has become a key topic in understanding emotions as well as their effects on social interaction [3] - [6] . For example, arousal/valence dynamics are co-influenced by an internal process that relates to personality and dispositions of emotions [6] , as well as an external process driven by the content of discussion and in turn determines how the discussion proceeds [5] .
However, in automatic analysis of emotions using behavioral signals, systems considering emotion dynamics have been relatively less explored. At a high level, all previous investigations of emotion dynamics [7] - [15] share the same view: it is not appropriate to assume that emotional states are static. Their approaches to this end involve utilizing dynamic features [15] , applying dynamic models [10] , and analyzing dynamic patterns from classifiers [7] , [8] or regressors [11] . In continuous emotion prediction, some recent work has derived emotion dynamic estimates from arousal and valence ratings using first-order differences [12] , [15] , [16] .
An attractive framework for exploiting emotion dynamics is Kalman filtering (KF), which has long been used for capturing the relationship between position, velocity and acceleration [17] . In [16] , KF was used to exploit temporal evolution of emotions and to model relationships between emotions and emotion dynamics. However, no improvement was observed with inclusion of emotion dynamic modeling, which may be because emotion dynamics and their relationship with static emotions was not studied in detail.
In this paper, we investigate whether there exist correlations between emotion and emotion dynamics, and how this information can be further exploited for emotion prediction using the Kalman filter framework.
Related Work
In affective science, computational models rooted in psychological theories for emotion dynamics commonly contain an internal process that underlies emotion dynamics, and an external process that influences how emotion evolves [5] , [6] . Take [6] as an example, the internal process (i.e. latent true emotion dynamics of arousal/valence) was modeled using a transition equation, whereas the external process was modeled as a measurement equation with treating the observed emotions as an error-corrupted version of true emotions. This is nearly identical to the Kalman filter (Section 4.1).
Emotion recognition systems have benefited from inclusion of emotion dynamics [7] , [8] , [10] . For instance, by processing outputs from emotion classifiers, it is noted that global dynamic patterns [7] or aggregation of local dynamics [8] can be used to differentiate emotions at utterance level. However, such attempts towards utilizing emotion dynamics in continuous emotion prediction remain relatively rare.
It is shown in [12] that speech segments containing emotion changes are more salient and useful for predicting emotion dimensions, especially for valence. Explicit modeling of emotion dynamics has recently been investigated, e.g. [15] , [16] , where first-order (Δ) and second-order differences (ΔΔ) of ground truth emotion ratings were calculated as emotion dynamics and used for modeling. In [15] , a Gaussian mixture model-based regression method was proposed to jointly model dynamic features and emotion dynamics for predicting arousal, valence and dominance. One other study [16] adopted Kalman filtering in facial-based emotion prediction, however despite significant improvements obtained using KF, modeling emotion dynamics (i.e. Δ and ΔΔ) yielded no further gains.
A natural starting point for emotion dynamics is to calculate a ∆arousal/∆valence and a ∆Δarousal/∆Δvalence from arousal/valence ratings using a first-order and secondorder difference [6] , [16] . However at the typical sample rate of continuous ratings (e.g. 40ms for RECOLA), this leads to noisy ∆arousal/∆valence ratings [12] and it is shown that smoothing the ratings prior to calculating the deltas could be helpful. Furthermore, the importance of correlations between emotion and emotion dynamics may need more attention (e.g. the off-diagonal elements in the state transition matrix in [16] have small magnitudes). These correlations are the premise for Kalman filter exploiting emotion dynamics in the optimization of covariance matrices. In other words, large correlations between static and dynamic predicted emotions would imply that a Kalman filter could predict one variable from others.
Correlations Between Static and Dynamic Emotions in Ground Truth
Given the importance of correlation to Kalman filtering, this section aims to assess the extent of correlation between static and dynamic emotions (i.e. Δ and ΔΔ) based on ground truth emotion ratings. The hypothesis was that static emotions can be correlated with shifted versions of emotion dynamics. This kind of correlation is clearly exemplified by the relationship between 'position', 'velocity' and 'acceleration' for purely sinusoidal signals, for which a position signal is perfectly correlated with its T/4-shifted velocity and T/2-shifted acceleration signals, where T is the period of the sinusoid.
To calculate emotion dynamics, it is crucial to smooth the original emotion ratings for less noisy and more reasonable dynamic ratings [12] . Following this, static emotions are smoothed and used to calculate Δemotions using first-order difference. Similarly, Δemotions are smoothed to calculate ΔΔemotions. A moving average filter of length W = 6 seconds was applied for smoothing empirically. Then a temporal shift in seconds DTS was applied to shift the emotion dynamics back in time. Correlations among pairs of static, ∆ and ∆∆ emotions for different shifts DTS are compared in Fig. 1 . Fig. 1 (a) shows the shift DTS is optimized at around three seconds. Fig. 1 (b) has nearly the largest negative correlation between static and ΔΔ when no shift is applied, suggesting that there is no need to shift ΔΔ. Accordingly, in Fig. 1 (c), temporal shift was only applied to Δ where around three seconds provides the highest negative correlation.
The small correlations between unprocessed ratings and their emotion dynamics highlight the importance of smoothing and temporal shifts. With the higher correlation from smoothing and shifting, one could expect that a Kalman filter can better model emotion dynamics compared with systems using unprocessed emotion dynamics, thereby leading to performance gains. The strong correlations shown in Fig. 1 also suggests future potential for integrating emotion dynamics into systems. It is, for the first time, temporal shifts have been applied to emotion dynamics, to the best of our knowledge. It is worth noting that there exist similar trends for arousal and valence, which is expected due to the correlation between the two emotion dimensions [1] . (1)
Kalman
As seen in Fig. 2 and Eq. (1), a KF can be characterized by its state transition probabilities ( | −1 ) and measurement transition probabilities ( | ) , with initial state 0 and covariance matrix 0 . The KF assumes state transitions and measurement transitions are continuous and Gaussian distributed.
where and are the state and measurement transition matrices, and are noise covariance matrices, and and are bias terms in states and measurements respectively. The and are important for capturing correlations between multiple states, and are used to exploit the correlations between emotion and emotion dynamics. Training a Kalman filter mainly concerns estimating the above parameters. In this study, we adapted the Kalman filter implementation from [16] for speech, where estimation of the state transition matrix and measurement transition matrix was addressed with regularized least squares (i.e. linear regression) solution. Let = ( 1: −1− ) and = ( 2+ : ) and F and Q can be obtained using Eq. (4) and (5): Figure 1 : Overview of Kalman filtering for arousal ( ) prediction, adapted from [18] , showing prediction and update.
, the Kalman Gain, controls the update stage. is a regularization term for preventing overfitting.
In the KF implementation, we introduced an internal delay DKF during estimation of the state transition matrix F, which plays a vital role in adjusting the KF for continuous emotion prediction. In [16] , no internal delay was used, i.e. DKF = 0. This resulted in F being approximately an identity matrix, suggesting that emotion dynamics provided no contributions to arousal/valence tracking. Introducing DKF, on the other hand, not only enables KF to fit the real transition rate of emotions, but also indirectly increases dependencies of arousal and valence prediction on emotion dynamics (Section 6.2).
Another important property KF offers in the emotion prediction context is its probabilistic output. That is, the KF not only predicts hidden states , but also generates a covariance matrix which reflects the predicted uncertainty in the diagonal elements as well as how different states are correlated in the off-diagonal elements. This motivates us to investigate probabilistic fusion techniques, which consider the uncertainties in prediction.
Fusion of Kalman Filter Probabilistic Outputs
The previous section treated emotions and emotion dynamics as hidden states in the state-transition matrix. An alternative approach is to train multiple Kalman filters for predicting arousal and valence using 1: = ( 1 , … , ) , where represents measurements (outputs from regression models) of arousal (k=1), valence (k=2), Δarousal (k=3), Δvalence (k=4), ΔΔarousal (k=5) and ΔΔvalence (k=6) at time t. Each KF makes predictions alongside the predicted variance for arousal or valence, and the final prediction is obtained using the product of Gaussians.
where represents arousal and valence prediction at time t, and ∈ (1, … , ) represents measurements of arousal and valence and their Δ and ΔΔ. ( | 1: ) ~( , ( ) 2 ) characterizes the predicted distribution for the t-th frames from the k-th Kalman filter for arousal or valence.
Experimental Methods

Database
The AVEC 2016 database [2] contains recordings of 5-minute length of 27 subjects from the Remote Collaboration and Affective Interaction (RECOLA) corpus [19] . RECOLA is a spontaneous multimodal corpus collected in scenarios where two French speakers complete a survival task together through a video conference. It was chosen because it is large and has been widely used, allowing comparisons with other work for predictions of arousal and valence. The 27 recordings were evenly divided into training, development and test partitions. Frame-level annotations of arousal and valence are provided at every 40 milliseconds per recording. However, since we did not have direct access to ground truth ratings for the test set data, only the training and development partition were used.
Experimental Settings
Whereas ground truth from all partitions was used in Section 3, only the ground truth for training data was used for training in the following experiments. To attain emotion dynamics on training data, W and DTS were set to 6 seconds and 3 seconds. The AVEC baseline 88-dimensional eGeMAPS features [20] were used. Since annotation delay compensation is important for continuous emotion prediction [21] , we performed this by shifting the features forward in time by 3.6 seconds for arousal and valence. In addition, the features were scaled into [0, 1] on the training set, from which scaling coefficients were learned and further applied on the development set.
To prevent over-optimistic results, the development set (9 speakers) was further divided into validation set (8 speakers) and test set (1 speaker) in a leave-one-speaker-out (LOSO) manner, as per [22] . For regression modeling, Relevance Vector Machine (RVM) was selected due to its effectiveness for emotion prediction [21] . The iteration number for RVM was optimized on the validation data with maximum 200 iterations. The parameter for estimating F and H in KF was also optimized from [10 -5 , 10 -4 , …, 10 2 ] on the validation set and tested on the held-out speaker. Also bias compensation was performed, which was found useful for the continuous emotion prediction task [22] , [23] . Performances are measured in concordance correlation coefficients (CCC) [24] , [2] .
Results
Predicted Emotion Dynamics vs Ground Truth
This section aims to evaluate the correlations between predicted emotion dynamics and ground truth of emotions, which indicates whether the Kalman filter could benefit from emotion dynamics predictions. Six independent RVM regression models were trained using the eGeMAPS features and static, Δ, and ΔΔ arousal/valence ground truth on the training data for predicting static, Δ, and ΔΔ arousal/valence respectively. Then six sets of predictions on the development set were generated using a leave-one-speaker-out approach from the six regression modes and used to compare with ground truth of arousal and valence (Table 1) in CC.
Since the application of smoothing and temporal shifts has no impact on predictions of absolute arousal and valence, the CC remained the same in both cases. As they were applied to Δ and ΔΔ, more significant correlations were found. It can also be seen that not only predicted emotion dynamics are correlated with arousal and valence ground truth, but also there exist inter-correlations between predicted arousal (valence) dynamics and valence (arousal) ground truth. Note that with smoothing and temporal shift, the performances of emotion dynamic regression systems were found to be much higher than systems trained based on unprocessed ratings (results not shown -out of scope). Given the high correlation, we investigated two ways to incorporate the predicted emotion dynamics using KF to facilitate emotion prediction, i.e. joint modeling (Section 6.2) and probabilistic fusion (Section 6.3).
The results are compared with previous Kalman filtering implementation [16] and a RVM baseline.
Delay in Joint Modeling using Kalman Filter
This section investigates joint modeling of emotions and emotion dynamics for prediction of arousal and valence using Kalman filtering. First, predictions were generated on training and development sets using the six trained regression models in Section 6.1. The predictions on the training set were treated as measurements, i.e. 1: , and the ground truth on the training set were treated as 1: for training one KF using Eq. (4) and Eq. (5), i.e. , , , , as per [16] . 0 was set to zeros and 0 was a matrix with all entries equal to 1. For testing, predictions on the development set were treated as measurements and the trained KF tracked arousal and valence. For the application of the KF, it is always important to tune the parameters to satisfy the application context. To this end, we introduced an internal delay DKF (Section 4.1) in estimating the state-transition matrix (Eq. 2) in the KF, which we found to have a vital effect on system performance (Fig.  3) . The motivation behind this is because the sample rate (40 ms) is considerably faster than the inherent emotion ratings characteristics, which was not considered in [16] . Adjacent ratings are very similar or nearly identical, which poses an issue in being nearly an identity matrix in [16] and has very small errors, i.e. small . The introduction of DKF resolves these by increasing the dependencies of arousal and valence on emotion dynamics in the transition matrix and enforcing errors in so that the KF will trust the measurement more.
In Fig. 3 , the RVM baseline system has CCCs of 0.718 for arousal and 0.387 for valence, whereas an implementation of [16] with 2 states (which slightly outperformed 4 states and 6 states) for speech gives 0.693 for arousal and 0.297 for valence in CCC. It can be seen in Fig. 3 that including the internal delay yielded considerable improvements over both baselines, providing up to 5% and 58% relative improvements over the existing implementation of [16] for DKF=10s, above which little change in CCC was observed.
Probabilistic Fusion using Kalman Filter
This section investigates an alternative way to incorporate the correlations shown in Section 6.1, via probabilistic fusion. As in Section 6.2, predictions were firstly generated on the training and development sets. Each set of predictions on the training set was treated as measurements, i.e. 1: , and the ground truth on the training set were treated as 1: for training a Kalman filter for arousal or valence prediction using Eq. (4) and Eq. (5), i.e. , , , , alongside with same initial 0 and 0 in Section 6.2. During testing, predictions on the development set were treated as measurements, given which each trained Kalman filter produced a probabilistic output ( | 1: ) ~( , ( ) 2 ) at frame t, which were then fused using Eq. (6). Post-processing including smoothing, centering and scaling was applied as per [2] in all systems in Table 2 .
The RVM-KF (joint modeling) was performed with the best settings found in Fig. 3, i. e. 4 states with DKF = 10s for arousal and 3 states with DKF = 4s for valence. As for probabilistic fusion, DKF was set to 6s for arousal and 2s for valence. With probabilistic fusion, while arousal was outperformed by the single RVM system and RVM-KF with joint modeling, the highest valence result was achieved, 0.488 in CCC. Compared with the AVEC challenge audio baseline on the development set, 1.8% and 7.3% relative improvement were obtained for arousal (with joint modeling) and valence (with probabilistic fusion).
Conclusion
In conclusion, this paper has investigated correlations between emotions and emotion dynamics, and how emotion dynamics can be effectively incorporated in a Kalman filter. Applying smoothing and temporal shifts in calculation of emotion dynamics presents a novel way to assess the relationship between emotions and emotion dynamics, resulting in significantly higher correlations than unprocessed ratings. To exploit these correlations, two approaches, i.e. joint modeling and probabilistic fusion, were investigated in a Kalman filter, outperforming single regression systems as well as the AVEC 2016 audio baseline by 1.8% and 7.3% in CCC for predicting arousal and valence. Even though a Kalman filter has been implemented for facial continuous emotion prediction before, some key concepts and settings, e.g. how well emotion dynamics correlate with emotions, and introduction of internal delay DKF, were not given the treatment they deserve and this paper has helped explain why they are important. 
