We propose a new method for assessing agents' influence in financial network structures, which takes into consideration the intensity of interactions. A distinctive feature of this approach is that it considers not only direct interactions of agents of the first level and indirect interactions of the second level, but also long-range indirect interactions. At the same time we take into account the attributes of agents as well as the possibility of impact to a single agent from a group of other agents. This approach helps us to identify systemically important elements which cannot be detected by classical centrality measures or other indices. The proposed method was used to analyze the banking foreign claims for the end of 1Q 2015. Under the approach, two types of key borrowers were detected: a) major players with high ratings and positive credit history; b) intermediary players, which have a great scale of financial activities through the organization of favorable investment conditions and positive business climate.
Introduction
The financial crisis has reminded how important it is to look at the links and connections inside the financial system. We saw that major disruptions such as failure or a near failure of certain financial institutions rapidly spilled over to the whole system. In other words, there is a need to detect systemically important financial institutions or countries that require more careful investigations and observations. This issue has significant implications for macro-prudential surveillance, and hence for financial stability in terms of systemic risk identification.
Pivotal agent identification recently has received particular attention in the context of the risk allocation problem. Existing studies use different approaches to identify key players in financial markets. Most of them are based on quantitative statistical analysis of indicators for each element or on the analysis of the sustainability of networks.
The most traditional approach related to systemic importance assessment is an indicatorbased approach. It is usually based on the system of financial indicators, estimated by a regulator and relied on measuring the banks involvement in certain activities. Another common approach in the literature, which is focused on the evaluation of the contribution of financial institutions to cumulative systemic risk, is called a structural approach. It is based on the micro-founded, general equilibrium theoretical framework, which indicates that financial instability can arise either through systemic shocks, contagion after idiosyncratic shocks or through a combination of both.
Another approach of estimating the degree of systemic risk is to apply a network theory.
In that case a network can be represented as the system of nodes (financial institutions) and links (flows of capital) among them. For the purpose of measuring the degree of importance in networks many centrality indices were proposed.
We use the network analysis, and try to take into consideration all the drawbacks of existing indices and centrality measures and to design a new method for assessing the significance of elements of financial systems based on the intensities of long-range interactions.
In fact, our methodology is an attempt to improve the approach proposed in (Aleskerov et al., 2014 ), which does not take into account long-range interactions between elements of the network.
The paper is organized as follows. In Section 1, we present a detailed review of the literature related to different approaches of systemic risk assessment. In Section 2we emphasize the drawbacks of existing approaches and provide a small example to describe the basic idea of our methodology. In Section 3, we formally describe the proposed model and present more complicated example. Finally, we demonstrate the empirical application of our model to the data of international lending activities of banks' head offices of different countries.
Literature review
In this Section let us briefly review quantitative models of systemic risk assessment which have been proposed in the literature.
In most contemporary studies, systemic risk is understood in two different but related ways. First, the "systemic risk contribution" is associated with a large and complex financial institutions which correspond to a negative externality of the risk for other economic agents. On the other hand, systemic risk is often understood as financial system risk. We follow the second idea which is the analogue of the assessment of the total risk measure, its composition and the development of systemic risk assessment for monitoring purposes.
Systemic risk can be measured for markets as a whole or at the financial institutions level to identify systemically important elements. For both markets and institutions, these measures may be direct, using analytical models, or indirect, using indicators that are considered to relate to systemic risk.
An example of the indirect measure for markets is an indicator-based approach, which usually used in cases when we do not have an exogenous measure of systemic risk and have to rely on expert judgments and priors to validate the model-based measures. For example, the (ECB, 2015), (IMF, 2015) , (BCBS, 2013) proposed indicators for size, interconnectedness, and substitutability to measure the systemic importance of a financial institution. In (Thomson, 2009) the use of size and the four C's (contagion, concentration, correlation, and conditions) as criteria to determine the systemic importance was p. Similarly, (Patro et al., 2013) proposed that stock return correlation is a useful indicator of systemic risk for markets as a whole: while holding the firm level probability of default constant, a higher correlation implies a higher joint probability of default for the system, such that correlation can serve as a useful indicator of systemic risk.
There is also a considerable amount of literature that has investigated more complex models for systemic risk, so called structural approach. It develops the ideas of (Gray et al., 2008 ) who propose the use of contingent claims analysis to evaluate the sensitivity of an economic system's balance sheets to external shock. Similarly, a direct model-based measure of the systemic importance was presented in (Segoviano and Goodhart, 2009) , in which joint probability of distress as well as a banking stability index for the financial sector was estimated and in (Adrian, Brunnermeier, 2009 ) with CoVaR measure. Other examples of works under this approach include (Allenspach and Monnin, 2006) , (Goodhart et al. 2006 ), (Hartmann et al., 2005) , (Huang et al., 2009 ), (Zhou, 2010) , (Chan-Lau, 2010).
As we have mentioned in previous Sections, there is a third strand of the literature investigating systemic risk allocation. There is a broad range of works employing the network theory. Network analysis of economic and financial structures has already been applied in the context of stock ownership networks (Garlaschelli et al., 2005) , emergence of contagion and systemic risk in the interbank market and in payment systems (Angelini et al., 1996; Furfine, 2003; Iori et al., 2006) and also in terms of how interconnected a financial system can be at the national and international level (Allen, Babus, 2009; Allen, Gale, 2000) . We extend this part of literature with our current study.
For the purposes of measuring the degree of importance in networks many centrality indices were proposed (Bonacich, 1972) , (Barrat et al., 2004) , (von Peter, 2007) , (Newman, 2010) . The three most widely used centrality measures are degree, closeness, and betweenness (Freeman 1977 (Freeman , 1979 . Some measures differ in their use of undirected and directed graphs.
Degree centrality refers to the number of ties a node has to other nodes. Nodes have higher centrality to the extent it can gain access to and/or influence over others. A central node occupies a structural position (network location) that serves as a source or a channel for larger volumes of information exchange or other resource transactions with other nodes.
Degree centrality ( )of node i in network g is calculated as
where ( ) is the degree of i in adjacency matrix = [ ] and ( ) is the set of neighbors of i in g, n is the number of vertices.
Degree centrality for a directed graph has one of two forms: in-degree centrality and outdegree centrality. Accordingly, in-degree centrality is evaluated using the number of in-coming links to the node, and out-degree uses the number of out-going links from the node.
For systemic risk analysis and risk allocation in lending activities weighted in-degree centrality (WInDeg) indicates the most active borrowers on the market. It is important to emphasize that this measure lacks information on the number of links of the neighbors of each borrower. Two borrowers can take the same amount of money, but if one borrower is connected to more lenders, the contagion effect from the failure of this borrower would be higher compared to the failure of the other borrower.
Weighted out-degree centrality (WOutDeg) indicates the most active lender, and for risk analysis represents borrowers with the largest financial resources and attractive financial instruments to invest. As a previous measure, this one do not take into consideration information about the number of links. Weighted degree centrality is simply the number of other nodes connected directly to a node taking into account the weights on the edges. It is an indicator of a lender's financial activity and shows the level of its involvement in all types of financial transactions.
The value of weighted degree difference, which could be calculated as Weighted outdegree centrality -weighted in-degree centrality, shows the aggregated role of a particular node in the system. As a result for systemic risk analysis, all elements could be divided into two groups: net creditors (when WInDeg>WOutDeg) or net borrower (WInDeg<WOutDeg). Low values of this measure in case of banking foreign claims analysis can be explained by two factors: attractive conditions for direct foreign investments or the realization of government financial assistance programs. In both cases, the incoming flow will be significantly higher than outgoing flows.
Betweenness centrality show often the vertex is placed on the shortest path between any two nodes in the network. Betweenness centrality for node i is the sum of the proportions for all pairs of actors j and k, in which actor i is involved in a pair's geodesic(s), i.e.
where ( ) is the number of geodesics between k and j containing ∉ { , }, is the total number of geodesics between k and j.
In our work it will be constructed in a way that maximizes the total sum on the edges on the shortest path. In terms of loans it could be interpreted as a measure of how often the borrower is on the most popular capital transition channel (the path with the largest capital flow between any pairs of borrowers).
The level of closeness shows how close the node is located to other nodes or how easy we can reach other nodes in the network from a particular one. It could be defined as the inverse of farness, which in turn is the sum of distances to all other nodes in undirected graph
where ( ) is the geodesic distance between i and j in g.
Thus, the more central a node is the lower its total distance from all other nodes. Note that taking distances from or to all other nodes is irrelevant in undirected graphs, whereas in directed graphs distances to a node are considered a more meaningful measure of centrality.
In our work it will be constructed in a way that maximizes total capital flow on the path and shows how easy it is to reach the particular node in a network from the other nodes. In terms of loans it shows the most efficient financial intermediaries, which attract high volume of resources.
Eigenvector centrality is a measure of the influence of a node in a network. It assigns relative scores to all nodes in the network based on the concept that connections to high-scoring nodes contribute more to the score of the node in question than equal connections to low-scoring nodes. The value is obtained by solving the linear system = ′ , where v is the vector of the importance scores for i and adjacency matrix = [ ]. The solution is represented by the eigenvector corresponding to the eigenvalue 1.
PageRank is a version of the eigenvector centrality measure. There are different versions of the measure. In one version, the value of a network node centrality is calculated by the following formula
where ( ) is the value of the node centrality i, αis so-called damping factor (usually set at 0,85), ( → ) is the value of the central node j, which has a direct link with the node i, ( ) is the number of links of a node j. In other words, PageRank for node i is determined by the PageRank of each node j, which has a direct link with the node i.
Thus, we can see that some centrality measures are based on the number of links to other nodes with/without respect to their importance (e.g. degree, eigenvector measures). Other techniques consider how close each node is located to other nodes in terms of the distance (e.g., the closeness measure) or how many times it is on the shortest paths connecting different nodepairs (e.g., the betweenness measure), etc.
Other attempts to evaluate the degree of importance of elements in networks are based on simulation mechanism. For example, a method of firm dynamics simulations was developed by applying game theory to a stochastic agent model in order to analyze the uncertainty in the business environment (Ikeda et al, 2007) , (Giovanetti, 2012) . Also simulation procedure is widely used to assess the industrial transactions networks, property relations, and the dynamics of industrial and innovation clusters as well as modeling the financial risks in the interbank market and payment systems.
In (Leonidov, Rumjanzev, 2013 ) the authors analyze the Russian interbank network structure based on such characteristics as borrowers and lenders distribution, assets and liabilities distribution and the relationship between the ant of claims with a number of counterparties. Their methodology of the analysis of systemic risk is based on a study of the consequences of default of one of the banks considered as a result of simulation of cascade defaults on interbank network similar to the process of contagion effect.
Many attempts of key nodes detection in networks came from cooperative game theory.
In that case, the network is interpreted as a set of interacting individuals that contribute to a total productive value of the network and the problem is how to share generated value among them. In (Myerson, 1977) there was proposed a measure which is based on the Shapley-Shubik index (Shapley, Shubik, 1954) for communication games. The Myerson value is an allocation rule in the context of network games where the value of each individual depends on the value generated by the network with and without that individual. Several attempts to employ power indices to find systemically important financial institutions were accomplished (Tarashev et al, 2010) , (Drehmann, Tarashev, 2011) , (Garratt, 2012) . Нowever, the above-described techniques do not fully consider the intensity of connections among individuals.
In (Aleskerov, 2006 ) a novel approach for estimating the intensities of agents' interactions was proposed. This method is based on the power index analysis and it was used to find the most pivotal fractions in Russian Parliament (1999) (2000) (2001) (2002) (2003) . Later, this method has been adapted to analyze the effects of the network and used in (Aleskerov et al., 2014) . In that work only short-range interactions were taken into account and we will solve this problem in next Sections.
Numerical Example 1
In this Section we demonstrate some shortages of the existing methods of systemic risk assessment in details and propose a new method to solve them.
Consider a hypothetical Numerical Example 1 of agents' lending activities (graphical representation is shown on Figure 1 ) with a complex system of interconnections. There are 10 agents in the system, one of them is a pure lender, six of them are both lenders and borrowers while three remaining elements are pure borrowers. In this case, the network structure is chosen such that the ratio of elements that play different roles (pure lenders, pure borrowers, both lenders and borrowers) was in line with the so-called "bow-tie picture" (Strogatz et al., 2001;
Leonidov, Rumyantsev, 2013), which allows to display a general structure of a directed graph.
This structure allows studying the quantitative composition of the components and the connections between them in terms of emergence of cascade defaults and contagion effects.
The values on the edges represent the amount of loan (in USD) that one agent gave to another one. Arrows in the network indicate the direction of the money flows. For instance, the agent 2 borrows $500 from the agent 1 and at the same time lends $40 to the agent 3, $100 to the agent 6 and $60 to the agent 9.
Figure1. Numerical Example 1
The standard approach for key elements detection in the network is to calculate different centrality measures. In Table 1 we provide the topological importance of each element by classical centrality measures that reveal the most pivotal borrower in the system. The definition of centrality measures is given in the last Section of the paper. As it is shown in Table 1 , centrality measures give results, which are very dissimilar in comparison to each other. Analyzing the measures, we can conclude that classical centrality indices consider borrowers 6 and 9 as the most powerful. However, none of these measures except PageRank considers the lender 10 as the key borrower, whereas in fact, its bankruptcy can start a chain reaction that could lead to bankruptcy of the lenders 5 and 1. Look at the results from Table 2 . Here we provide the consequences for individual bankruptcies of elements 1-10 for 3 levels. On each step we are moving along the chain of borrowers checking the bankruptcy condition (in this case it is equivalent to losing more than 25% of their assets) . Step 1
Step 2
Step 3
Step 1
Step 3 * -the value represents total losses from element i bankruptcy divided by total amount of loans granted by each of i's direct creditors. Number of element indicated in the "Bankrupted elements" column.
One of the reason why centrality indices do not reveal the lender 10 as pivotal is that they take into account the number of direct interactions between agents, but at the same time ignore information about indirect links. Moreover, it is not always reasonable to consider all links in the particular network. Next, we will show that some borrowers may affect the financial stability of the lender only in conjunction with others, forming a so-called critical groups.
In (Aleskerov et al., 2014) a novel method for estimating the intensities of agents' interactions was proposed. This method is based on the power index analysis that was worked out in (Aleskerov, 2006) and adjusted for the network theory. The index is called a Key Borrower Index (KBI) and is employed to find the most pivotal borrower in a loan market in order to take into account some specific characteristics of financial interactions. An important feature of the KBI is that it uses the parameter q which varies with agent and represents its critical amount of loan.
For the "one lender, many borrowers" case the KBI is calculated for each lender individually in order to determine the influence of each borrower to him. The distinct feature of the proposed index is that it takes into account short-range interactions between each lender and its borrowers. In other words, only direct neighbors are considered to estimate the direct and indirect influence to a specific lender. The intensity of direct connections between the lender L and the borrower is calculated as After the intensity of connections between the lender L and its borrowers is calculated, a set of all possible critical groups of borrowers for the lender L is constructed. A group of borrowers is critical if the total loan taken by these borrowers from the lender L is more than or equal to some pre-defined threshold . The critical group is interpreted as a group whose default may lead to the default of the lender (while the lender is able to cover its losses from the distress of members outside the critical group). Thus, the group is "critical" if the total amount of its members' borrowings is greater than or equal to a predefined threshold .
After a set of critical groups for the lender L is defined, we can identify a total number of groups where each borrower plays a pivotal role. A borrower is pivotal in the group if his/her exclusion from the critical group makes it non-critical. The value of the index for each borrower reflects the magnitude of his/her pivotal role in the group. The higher the value, the more pivotal the agent is. The most pivotal borrower will be the one that becomes pivotal in more critical groups than any other borrower does.
The total intensity of connection between the lender L and the borrower is aggregated over the intensities of all groups where the borrower is pivotal with respect to the size of the group. The influence of each borrower to the lender L is equal to the normalized value of the final intensity measure.
For the "many lenders, many borrowers" case the KBI is aggregated over all lenders taking into account the size of each lender's total loans.
For our hypothetical example suppose that the threshold value q is equal to 25% of all outgoing links for each element. Then, using the above-mentioned methodology, we obtain the values of the intensities of interaction taking into account direct and indirect components (see Table 3 ). A more detailed information on index calculation is provided in Appendix 1.
As a result, the KBI that takes into consideration only short-range interactions as well as classical centrality measures considers borrowers 6 and 9 as the most pivotal. The importance of the borrower 10 is still underestimated which can be explained by the following reasons. all three channels of influence, including the third, which has not considered yet.
Second, different centrality measures and KBI very poorly estimate the characteristics of the system elements in terms of stocks. In other words, they took into account only flows between borrowers and creditors disregarding their size.
Moreover, for the case of many lenders the idea of aggregation the KBI over all lenders does not take into account on how closely connected different lenders are. Moreover, it does not fully take into account chain reactions in the whole system.
Thus, the existing methods for assessing the impact of networks have three major drawbacks: 1) many of them do not take into account the intensity of the interaction of agents in networks; 2) they do not consider multistep interaction of agents; 3) they do not take into account the size of the vertex relative to those with whom they interact.
We have provided a simple example that allows visualizing all of these drawbacks. In
Numerical Example 1, one can find a key vertex not captured by existing methods as a guesstimate. However, in the case of real financial and other types of networks detection such vertices approximately is not always possible.
We propose a new method for assessing of the agents' influence in the network, longrange interaction centrality (LRIC) (Aleskerov et. al., 2016 ). Our approach is based on a very simple observation. When we consider the network of interconnected lenders and borrowers, each creditor's sustainability will be affected by its direct borrowers. In addition, bankruptcy of any of direct borrowers may occur due to the bankruptcy of those ones to whom they were given loans, i.e. both direct and indirect borrowers are in relation to the original creditor.
In other words, our methodology allows us to consider the interaction between a lender and a borrower not just on the first level, but also on some levels beyond. For example, the agent 6 is not a direct borrower of the agent 1. However, it does not mean that he has no effect on him as it is assumed in the KBI (we can see it on Figure The results of the proposed methods for our Numerical Example are shown in Table 4 . A more detailed information on indices calculation is provided in Appendix 1. As it is shown above, the results of our method differ from those that were obtained by classical centrality indices and the KBI. If long-range interactions are taken into account, agents 6, 9 and 10 will be considered as the most pivotal in the system. In our opinion, these results represent the actual power distribution in the network.
In the next Section we describe in details a new model for assessing the agents' influence in the network.
The model
The aim of this Section is to explain in details our approach and demonstrate how it works for the Numerical Example 2 (see Figure 2) . As for Numerical Example 1, we consider a complex system of interconnections for agent's lending activities. The values on the edges as in previous Section represent the amount of loan that one agent gave to another one, and network structure corresponds to the bow-tie representation. Moreover, this network is structurally closer to the actually existing network of financial interactions, as links between the agents are more diversified, and comparing to the Numerical Example 1 there are less strongly connected components. As it was mentioned before, we propose two methods to find key pivotal borrowers in the system.
The main difference from the KBI is that our model takes into account s-long-range borrowers for each lender. In many problems interactions of indirect neighbors play a significant role in the whole system, hence, there is a need to consider these links. The parameter s defines how many "layers" are examined for each lender, it depends on the problem and in general case can be unspecified so all possible direct and indirect neighbors are taken into account.
Figure 2. Numerical Example 2
To describe the proposed approach some definitions are given below.
Consider a set of members , = {1, … , }, and a matrix = [ ], where , ∈ and is the loan from the member i to the member j. For simplicity suppose the matrix being already transformed, i.e., if ≠ 0then = 0.
Denote by a set of direct neighbors of the i-th member, i.e., = { ∈ : ≠ 0}.
Obviously, the total number of possible groups of direct neighbors for the member iis equal to 2 | | .
Definition 1. The group of direct neighbors of the i-th memberΩ( ) ⊆ is critical if
where is a predefined threshold of the i-th member.
For our Numerical Example 2 there are 11 agents in the system (n=11): 9 of them are both lenders and borrowers while 2 remaining elements are pure borrowers. So, we could form the matrix of the size of 11 × 11. The sets of direct neighbors and critical groups when = 25% for each element are shown in Table 5 . Pivotal members for the element 1 when 1 = 25% is provided in Table 6 . Table 6 . Critical groups and pivotal member for the element 1
Critical groups, Ω(1) Pivotal members, Ω (1)  {2}  {2}  {2,3}  {2}  {2,4}  {2}  {3,4} {3, 4} {2,3,4} ∅
S-long-range interactions index based on paths
Let us construct a matrix = [ ] with respect to the matrix A and predefined threshold as The construction of matrix is highly related to (Aleskerov et al., 2014) because it requires to consider separately each element of the system as a lender while other participants of the system are assumed as borrowers. The only difference here is that in our approach only groups of direct neighbors are considered.
The interpretation of matrix C is rather simple. If = 1 then the borrower j has a maximal influence to the lender i, i.e., the loan amount to the borrower j is critical for the lender i. On the contrary, if = 0 then the borrower j does not directly influence the lender i. Finally, the value 0 < < 1 indicates the impact level of the borrower j to the bankruptcy of the lender i.
Let us construct a matrix = [ ] for Numerical Example 2 with threshold value q=25%
according to the approach based on paths. For example, when we want to estimate the direct influence of borrowers for the element 1, we search for a minimal critical group, i.e. a critical group with the lowest total loan from the element 1, where a particular borrower is pivotal and then estimate the direct influence 1 . According to Table 4 , the element 1 has 3 direct borrowers, hence, the minimal critical group for the element 2 is {2} and 12 = In addition, we can see on Figure 3 that the element 10 does not influence any other element in the system.
Thus, we evaluated the direct influence of the first level of each element in the system. To define the indirect influence between two elements let us give a definition of the ρ-path.
Denote by ρ a binary relation which is constructed as
A pair (i, j) such that iρj is called a ρ-step. A path from i to j is an ordered sequence of steps starting at i and ending at j, such that the second element in each step coincides with the first element of the next step. If all steps in a path belong to the same relation ρ, we call it ρ-path, Denote by = { 1 , 2 , … , }a set of unique ρ-paths from i to j, where m is the total number of paths and denote by ( ) = | |, where = 1, ̅̅̅̅̅̅ , a length of the k-th path. Then we can define the indirect influence ( ) between elements i and j via the k-th ρ-path as
where ( , ), = 1, ( ) ̅̅̅̅̅̅̅̅̅ is the l-th element which occurs on k-thρ-path from i to j.
The interpretation of formulae (1) and (2) is the following. According to the formula (1) the total influence of the element j to the element i via the k-th ρ-path is calculated as the aggregated value of direct influences between elements which are on the k-th ρ-path between i and j while the formula (2) defines the total influence as the minimal direct influence between any elements from the k-th ρ-path.
A simple example of indirect influence estimation between two elements is provided on Figure 5 . In the first case the influence is proportional to the losses (risks) from bankruptcy of each borrower on the path while in the second case the influence is equal to the minimal risk of bankruptcy of the borrower which is on the path between elements 1 and 2. It is necessary to mention that in some cases there is no need to consider all possible paths between elements i and j, i.e. we can assume that starting from some path's length s indirect interactions does not influence the initial member. Thus, we designed the parameter s that defines how many layers (path's length) are taken into account.
For example, consider all paths between elements 11 and 1 from Numerical Example 2 (see Figure 3 ). There are four paths between these elements: 11ρ8ρ2ρ1, 11ρ9ρ4ρ1, 11ρ8ρ2ρ3ρ1
and 11ρ9ρ4ρ3ρ1. If parameter = 3, so we will be interested only in first two paths, whereas the others will not be taken into account.
Since there can be many paths between two elements of the system, there is a problem of aggregating the influence of different paths. To estimate the aggregated indirect influence several methods are proposed.
The aggregated results will form a new matrix * ( ) = [ * ( )].
The indirect influence: sum of paths influences
2. The indirect influence: maximal path influence * ( ) = max : ( )≤ ( ).
The indirect influence: the threshold rule
The threshold aggregation was proposed in (Aleskerov et al., 2007) Considering the threshold rule as one of possible ways on how the indirect influence can be evaluated, we propose the following aggregation procedure * ( ) = ( ),
and
The formula (6) is identical to the threshold rule (Aleskerov et al., 2010) .
Note that if there is no path between elements i and j, then * ( ) = 0.
For example, consider that paths between elements 11 and 1. According to the formula If s=3, only two paths are taken into account. Thus, the total influence of the element 11 to the element 1 will be equal to 1 according to the sum of paths influences (min {1, (0.8 + 0.56)}) or will be equal to 0.8 according to the maximal path influence (max {0.8, 0.56}). For the threshold rule calculations are not so obvious since they depend on the system of grades which will be described later.
The interpretation of formulae (3)- (5) in term of borrowers is the following. The sum of paths influences is equivalent to the most pessimistic case of the indirect influence where we take into account all possible channels of risk from a particular borrower to the creditor. The maximal path influence and the influence assessment by the threshold rule help us to find the most vulnerable risk transmission channel.
Thus, we can define the indirect influence between elements i and j via all possible paths between these elements. The paths influences can be evaluated by formulae (1)- (2) and aggregated into a single value by formulae (3)-(5). Thus, 6 combinations are possible for matrix * ( ) construction (see Table 7 ). In our opinion, all possible combinations of formulae have a sense except the combination of formulae (2) and (3). For instance, let us calculate the influence of the element 5 to the element 1. Consider all possible paths from the element 5 to the element 1. They are shown in Table 8 . Now we can define the path between the elements 5 and 1 according to the threshold rule.
Note that for the threshold rule the values on the edges are equal to the grades which was proposed above. The results are provided in Table 9 . The overall results are provided in Table 10 . The aggregation of matrix * ( )into a single vector that shows the total influence of each element of the system can be done with respect to the weights (importance) of each element as it is done in (Aleskerov et al., 2014) .
As a result, we can see that elements 6, 7 and 11 are considered as the most pivotal in the system while the influence of the element 5 is more than the influence of the elements 1 and 10. Now let us consider the second approach based on simulations.
S-Long-Range Interactions Centrality index based on simulations
Another approach of estimating the power of each element in the system is based on the following idea. Suppose that some borrowers are not capable to return the loan. Will they form critical group? Will it lead to the fact that their creditors in turn will not cover the loans to other Similarly, let us say that the group ( ) ⊆ is critical if ∑ ∈ ( ) ≥ 1, and any element in group ( ) is not capable to return the loan. If the group ( )exists, then i is not capable to return the loan to his own creditor.
Assume now that some borrowers (total number is k 0 ) are not capable to return a loan.
Then, we can define a list of borrowers (total number is k 1 ) for which k 0 borrowers form a critical groups. Similarly, we can define a list of borrowers (total number is k 2 ) for which k 0 + k 1 borrowers form the critical group. The procedure continues until the predefined limit in the number of stages s is reached or there is a stage r (in the worst case when the parameter s is undefined r is less than or equal the diameter of the network) such that = 0. Thus, we derived a list of borrowers (total number is ∑ min ( , ) =1
) that are not capable to return their loans if we assume that k 0 borrowers cannot return their loans. For instance, suppose that elements 5, 6, 9 are not capable to return their loans. Then we can define which elements in turn will not be able to cover their loans (see Table 16 ). 
Thus, the bankruptcy of elements 5, 6 and 9 will lead to the bankruptcy of other five elements.
Similarly, we can assume any other combination of borrowers that cannot return their loans and define a list of all bankrupted borrowers. The results will form a new matrix * ( ) = [ * ( )], which shows in what percentage of cases the borrower i could not return its loans if we assume that the borrower j is not capable to return his own loans.
The interpretation of the matrix * ( ) is rather simple. If the value * is close to 1, then borrower j is very critical for the borrower i. On the contrary, if the value * is close to 0, then the borrower j hardly influences the borrower i. The results can be aggregated into a single vector that shows the total influence of each element in the system. Thus, we can construct the matrix * ( ) = [ * ( )] for the Numerical Example 2 (see Table 17 ). One of the key advantages of this approach is that it accurately takes into account all chain reactions of the system, so-called domino or contagion effect.
One of the key questions of this approach is which borrowers should be chosen on the first stage. For the general case, we can choose each borrower the same number of times.
However, in real-life problems this is not always the case since different elements have different probability of default. It means that these probabilities can be taken into account at the simulation stage.
Another important issue of this approach is how we should define pivotal borrowers for each lender. Obviously, it is possible that for the lender i there is a group of borrowers of size k * <<k 0 that will form a critical group and, consequently, lead to bankruptcy of the lender i. In other words, not all k 0 borrowers equally influence a specific lender. Thus, there is a need to find a minimal set of pivotal borrowers ( ) for each lender i on each simulation stage. Currently, there is no solution for this problem except considering all possible subsets from the set of k 0 elements, which is one of the drawbacks of our approach.
A list of pivotal borrowers for each bankrupted element due to the bankruptcy of elements 5, 6 and 9 is provided in Table 18 . {2}, {2, 3}, {2, 4}, {3, 4}, {2, 3, 4} {5, 6, 9}  {2}  {6}, {5, 6}  {6}  {3}  {4}, {2, 4}, {2, 5}, {4, 5}, {2, 4, 5} {5, 6, 9}  {4}  {5, 9}  {5, 9}  {10} {1} {5, 6, 9}
Another drawback of the proposed idea is the high computational complexity since on the simulation stage we should consider a large amount of combinations of borrowers, which are assumed of not being capable to return their loans. It leads to the fact that the value k 0 should be somehow constrained which actually sounds reasonable since the probability that large number of borrowers will not be able to return their loans at the same time is very small. One of the solutions that allow to decrease the computational complexity is to set some limits on the number of combinations, chain reactions or to add some probabilities of bankruptcy of each borrower.
Finally, we try to compare the results according to our model with centrality measures and the Key Borrower Index proposed in (Aleskerov et al., 2014) .
Let us calculate the centrality measures and the Key Borrower Index. The results are shown in Table 19 . More information on calculations of these indices is provided in Appendix 2. As it is shown above, most centrality measures as well as the Key Borrower Index consider elements 1 and 11 as pivotal. The influence of the element 1 can be explained by the fact that it directly influences the element 10, which is highly interconnected with other elements of the system. However, if we accurately analyze the element 10, we will see that this borrower does not influence any lender since his loan is less than the critical threshold value for each lender and this element is not pivotal in any groups of borrowers. Thus, the influence of the element 1 is overestimated by all indices while the influence of the element 10 should be equal to zero. On the contrary, the influence of the element 5 is underestimated; however, this element directly and indirectly influences elements 1, 2, 3, 4 and 10. Another important issue is that none of these indices except eigenvector centrality considers elements 6 and 7 as pivotal. However, these elements directly influence elements 2 and 4 and indirectly influence elements 1,3,10.
Both our proposed approaches take into account these observations and consider elements 6, 7 and 11 as the most pivotal in the system. The results are similar to the results of the eigenvector centrality, however, the eigenvector centrality also highly evaluates the power of elements 1 and 10 while according to our methods their influence is rather small (it is 0 for the element 10).
It is also important to note that the key element does not necessarily should be at the end of the chain, i.e. play a role of pure borrower. The most pivotal element can also be located in the center of the network.
Empirical application -country assessment
In this Section the model outlined so far will be applied for evaluation of the level of banking systems interconnectedness. We try to detect countries with the most interconnected this paper the nominal GDP is used. However, GDP measure can be replaced by the total banking system assets or capital estimations. So, suppose that the threshold q be 10% of the nominal GDP.
Another important issue here is to assign grades to the direct influence values for the threshold procedure. In Table 20 we propose the following system of grades which in our opinion is reasonable for this case. Thus, we can calculate the influence value of each borrower according to our methodology. Table 21 contains a list of countries that were in the TOP-10 by one of LRIC indices. Graphical representation of the modeling network shown on Figure 7 . We have also calculated the Key Borrower Index and compared the results with our methods. The results allowed us to obtain two types of countries.
First of all, the highest ratings are typical for large and strong economies such as USA, UK and China. They have developed financial systems with high level of trustworthiness and sovereign ratings. As a result, their financial products (banking deposits or securities) attract a large number of investors. These results are in the line with findings of (IMF, 2015) and could be a good basis for "too big to fail" policy, when financial sectors of these countries could be a source of global systemic risk and should be more closely monitored. well-developed infrastructure, human capital and positive reputation, these countries stimulate investors place their assets in their financial systems, which makes these countries important borrowers. The appearance of these countries in the top ranking does not look normal at first sight, but it is in line with our initial hypothesis that the greatest influence must have not only the largest market participants, but also the most interconnected ones. In other words, for these countries each individual cash flow is not so significant, but their combination can be critical for the stability of the financial system as a whole. For example, in the case of the elimination of a country from the network, we will most likely not see a chain of cascading failures (because of volumes of interaction to each country are not so great), but it will lead to redirecting financial flows on the other countries that will affect the overall financial stability.
In this regard, there is an interesting question about the sensitivity of the results to changes in the network structure. According to our estimates, LRIC method allows determining the key elements in networks of any configuration, and can also be used to analyze the dynamics of the network configuration as well.
We have also estimated the level of country interconnectedness using a broad range of existing centrality measures: weighted degree centrality, closeness centrality, betweenness centrality, PageRank and eigenvector centrality. These measures are described in (von Peter, 2007) , (Barrat et al., 2004 ) and we follow a very similar logic. More detailed description of the methodology is presented in the Section 2.
The results of the centrality indices calculations are shown in Table 22 .
In order to compare rankings, we used a correlation analysis. Since the position in the ranking is a rank variable, to assess the consistency of different orderings other than traditional Pearson coefficient rank correlation coefficients should be used. In our work it is applied the idea of Kendall metrics (Kendall, 1970) , that counts the number of pairwise disagreements between two ranking lists.
Also we used Goodman and Kruskal γ rank coefficient, which shows the similarity of the orderings of the data when ranked by each of the quantities (Goodman, Kruskal, 1954 ). This coefficient is calculated as γ = The results are provided below (Tables 22-23 ). We can see that according to our estimations, the rankings of LRIC indices are highly related to the results of the PageRank. This fact is confirmed by both our correlation coefficients (Kendall and Goodman, Kruskal -coefficient). It should be noted that the weighted degree centrality also gives us a similar rankings. As for other centrality measures, their correlation coefficients are relatively high except the betweenness centrality and weighted out-degree centrality measures for which the correlation coefficients is less than 0,5 (Kendall ) or less than 0,4 ( -coefficient).
However, although the correlation coefficients of most centralities measures and LRIC indices are quite high, it was shown in Table 22 that in contrast to LRIC indices classical centrality measures are worse in detecting systemically important countries of the second group (e.g. Cayman
Island, Luxembourg, Hong Kong). 
Conclusion
Network approach can be applied to different segments of the financial system in order to characterize a systemic risk. In our work network models of systemic risk have been applied to a specific section of the financial market -international credit market.
We explore two approaches to measure systemic importance: measurement of long-range interactions' intensities based on paths, and measurement of long-range interactions' intensities based on simulations. This network model aims to help regulators identify the financial elements that are too big or too interconnected to fail during any specific crisis. The proposed methodology allows to identify countries, which at first sight do not have high level of systemic importance, but have a significant impact on the stability of the system as a whole. Also LRIC index based on simulations could be a useful instrument for identification of regional financial clusters.
We carried out estimations for hypothetical examples and presented an empirical analysis of cross-border country exposures to demonstrate the feasibility of the proposed methodology. The empirical results based on our methodology are in line with the conclusions made by IMF and other international financial institutions. In addition, these results draw our attention to the importance of countries, which due to their intermediation role in the global finances can have a strong influence on the stability of the entire system. Appendix 1. Calculation of centrality measures, Key Borrower Index and long-range interaction indices for the Numerical Example 1.
Calculation of centrality measures
The calculation of classical centrality measures was performed in R 3.2.2 software package with the use of embedded functions (see Table 25 ). Table 25 . List of functions for centrality measures (g is an input graph)
Centrality measure Function Weighted In-degree strength(g,mode="in") Weighted Out-degree strength(g,mode="out") Weighted Degree Difference strength(g,mode="out")-strength(g,mode="in")
Weighted Degree strength(g,mode="total") Closeness, in closeness(g,mode="in") Closeness, out closeness(g,mode="out") Betweenness betweenness(g) Eigenvector evcent(g, directed=TRUE) PageRank page.rank(g, directed=TRUE)
Calculation of Key Borrower Index
According to (Aleskerov et 
Calculation of Long-Range Interaction Centrality indices
For Numerical Example 1 we consider all possible groups of borrowers of size less or equal to 5 while the parameter s that defines how many "layers" are examined for each lender is undefined.
Long-Range Interaction Centrality indices based on paths
Firstly, let us construct a matrix = [ ] for threshold value q=25% according to Section 3.1. The corresponding network is shown on Figure 8 . The matrix C is used to evaluate the long-range influence between elements of the system.
To do it, several methods of indirect influence evaluation was proposed. Thus, for each method we can construct the matrix * which represents the influence and is used for the aggregation of influences into a single vector with respect to the weights. For the Numerical Example 1 the matrix * is the same for all methods. The results are provided in Table 27 . shows in what percentage of cases the borrower i could not return its loans if we assume that the borrower j is not capable to return his own loans, was constructed. The results can be aggregated into a single vector with respect to the weights (see Table 28 ). 
Calculation of centrality measures
The calculation of classical centrality measures for the Numerical Example 2 was performed in R 3.2.2 software package as it was done for Numerical Example 1 (see Appendix 1).
Calculation of Key Borrower Index
According to (Aleskerov et al., 2014) we consider each lender separately, calculate the influence of each borrower to the particular lender and aggregate the results over all lenders with respect to the size of the loans. For example, the lender 1 gave $100 ($60+$16+$24), total sum of money which was borrowed in the system is equal to $900 ($100+$100+$100+$100+ +$100+$100+$100+$100+$100), so the lender 1 weight is equal to 0.11 
