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Abstract: Occupancy models are used in statistical ecology to estimate species dis-
persion. The two components of an occupancy model are the detection and occupancy
probabilities, with the main interest being in the occupancy probabilities. We show that for
the homogeneous occupancy model there is an orthogonal transformation of the parameters
that gives a natural two-stage inference procedure based on a conditional likelihood. We
then extend this to a partial likelihood that gives explicit estimators of the model parame-
ters. By allowing the separate modelling of the detection and occupancy probabilities, the
extension of the two-stage approach to more general models has the potential to simplify the
computational routines used there.
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1 Introduction
The importance of occupancy studies in conservation planning, biodiversity monitoring, and
invasive species biology, is well known (Hoffman et al., 2010) and a complete description of
hierarchical occupancy models is contained in Royle and Dorazio (2008). These data consist
of observations on whether a site is occupied and are collected over repeated visits to a
number of sites. They require less survey effort and are cheaper than studies that estimate
abundance (Pollock, 2002; MacKenzie et al., 2002; Wintle et al., 2005). The full likelihood
(MacKenzie et al., 2002) involves both the probability a site is occupied and the probability
of detection of a species at a site if it is occupied.
As the full likelihood involves both the detection and occupancy probabilities, in general
inference requires the joint modelling of these quantities and can quickly become quite com-
plicated. For example if there are 10 covariates then there are 220 = 1048576 possible joint
models for detection and occupancy. However, if the modelling can be done separately for
each of detection and occupancy there are 210 + 210 = 2048 models. Even with a smaller
number of covariates, if one fits non-parametric functions of the covariates rather than sim-
ple linear models the number of parameters to be estimated can become large. Moreover,
computer algorithms to fit models with large numbers of parameters can be unstable and
finding global rather than local maxima can be difficult. As a first step towards simplify-
ing the likelihood with the aim of eventually alleviating these computational difficulties we
consider the simple homogeneous model for both occupancy and detection probabilities.
In statistics there are several ways of simplifying complex likelihoods. One is through
parameter orthogonalization (e.g. Cox and Reid, 1987). We consider a simple transformation
of the parameters that yields two orthogonal parameters. We show that the resulting estimate
of the detection probability arises from a conditional likelihood and that of the constructed
parameter arises from a simple binomial likelihood, giving a natural two stage procedure
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to compute the maximum likelihood estimates. Partial likelihood is also used to simplify
complex likelihoods and it’s theory is well developed (e.g. Cox, 1975; Wong, 1986; Gill,
1992). We consider a partial likelihood approach that yields the equivalent of two binomial
likelihoods and simple analytic estimates of both parameters.
In Section 2 we give our notation and the likelihood of MacKenzie et al. (2002). In
Section 3 we give the orthogonal transformation and show this yields a conditional likelihood
to estimate the detection probabilities. In Section 4 we give a partial likelihood approach
that further simplifies estimation. In Section 5 we conduct some simulations to examine
the efficiency of the resulting occupancy estimator. In Section 6 we apply the estimators to
several data sets. Some technical results are given in the Appendices.
2 Notation and Likelihood
Consider S sites labelled s = 1, . . . , S where each site is visited on τ occasions. We suppose
the occupancy status of each site is constant over the visits. Let ψ be the probability a site
is occupied and p be the probability the species is observed at a site on a given occasion
given it is present. Then θ = 1− (1− p)τ is the probability of at least one detection at a site
given the site is occupied. Let ys denote the number of occasions upon which the species
was detected at site s and let y =
∑S
s=1 ys be the total number of detections, let f0 be the
number of sites where none of the species was detected and let O = S− f0 be the number of
sites where they were. Reorder the S sites s = 1, . . . , O,O + 1, . . . S, where 1, . . . , O denote
the sites at which at least one detection occurred and O + 1, . . . S the remaining sites at
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which no sightings occurred. The full likelihood (MacKenzie et al., 2006) is then
L(ψ, p) ∝ (1− ψθ)f0ψS−f0
O∏
s=1
(
τ
ys
)
pys(1− p)τ−ys
∝ (1− ψθ)f0ψS−f0py(1− p)Oτ−y. (1)
This likelihood may be maximised numerically and the maximum likelihood estimates ψ̂ and
p̂ found, for example using the R package unmarked (Fiske and Chandler, 2015).
3 Orthogonal Transformation and Conditional Likeli-
hood
For the homogeneous occupancy model there is a natural transformation that yields orthog-
onal parameters. Let η = ψθ be the probability that occupancy is detected at a site and
now consider the parameters η, p. The full likelihood (1) is then proportional to
L(η, p) = (1− η)f0ηS−f0
∏O
s=1 p
ys(1− p)τ−ys
θS−f0
.
= (1− η)f0ηS−f0 p
y(1− p)Oτ−y
θO
(2)
To determine orthogonality of η and p we need to examine the resulting information matrix
(Cox and Reid, 1987). The log-likelihood is
`(η, p) = f0 log(1− η) + (S − f0) log(η) (3)
+ y log(p) + (Oτ − y) log(1− p)−O log(θ). (4)
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Hence
∂`(η, p)
∂η
= − f0
(1− η) +
(S − f0)
η
, (5)
∂`(η, p)
∂p
=
y
p
− (Oτ − y)
(1− p) −
Oτ(1− θ)
(1− p)θ (6)
so that ∂2`(η, p)/∂η∂p = ∂2`(η, p)/∂p∂η = 0, and the transformed parameters η and p are
orthogonal.
From (5) it is seen that the mle of η is η̂ = (S − f0)/S = O/S. The maximum likelihood
estimator of p maximises (4), which is the log-likelihood conditional on at least one detection
at each site. It can be computed using the VGAM package in R (Yee, 2010). Let p̂ be the
resulting estimator of p and let θ̂ = 1 − (1 − p̂)τ . The invariance property of maximum
likelihood estimates yields that the mle of ψ is ψ̂ = η̂/θ̂. As these are the maximum likelihood
estimates the usual estimates of their variances may be used. Thus for the homogeneous
model maximum likelihood estimation for the occupancy model may be naturally conducted
as a two-stage procedure.
Remark A direct verification of the equivalence of the maximum likelihood and con-
ditional likelihood estimates is possible. Note that logL(ψ, p) = f0 log(1 − ψθ) + (S −
f0) log(ψ) + y log(p) + (Oτ − y) log(1− p) and
∂L(ψ, p)
∂ψ
=
S(1− ψθ)− f0
ψ(1− ψθ) (7)
∂L(ψ, p)
∂p
=
y
p
− Oτ − y
1− p −
f0ψτ(1− θ)
(1− p)(1− ψθ)
=
y
p
− Oτ − y
1− p −
f0ψθ
(1− ψθ)O
Oτ(1− θ)
(1− p)θ . (8)
Now, setting (7) equal to 0 and solving for ψ yields ψ = O/Sθ and substituting this into
f0ψθ/{(1− ψθ)O} yields f0Oθ/{θS(1− O/S)O} = f0/(S −O) = f0f0 = 1. Thus, setting (7)
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and (8) to zero are equivalent to setting (5) and (6) to zero.
4 Partial Likelihood
We have seen the conditional likelihood can be fitted in the VGAM package in R. However,
this package is not yet as sophisticated as the glm function in R. Hence, to further simplify
estimation we exploit that for occupancy models there are repeated observations at each
site so that there is more information on the detection probabilities than on the occupancy
probabilities. Let bs be the number of occasions remaining after the first detection at site s
and let b =
∑S
s=1 bs. The number of re-detections at site s is just ys − 1 so that the total
number of re-detections is y − O. Let a = Oτ − O − b be the total over the sites where
occupancy was detected of the number of occasions before the first detection. Then (2) may
be written as
L(η, p) = (1− η)f0ηS−f0 (9)
× p
O(1− p)a
θO
(10)
× py−O(1− p)b−(y−O). (11)
In this decomposition (9) and (11) are proportional to simple binomial likelihoods and we
base inference on these two components. The component (10) is proportional to the product
of the probabilities of an individuals first detection time given they are detected at least
once. In our partial likelihood approach we ignore this component. That is, this partial
likelihood approach ignores the information up to and including the first occasion at which
a sighting was made at each site.
Using the partial likelihood (11) to estimate p yields that the partial likelihood estimator
of p is p˜ = (y−O)/b and the usual Binomial variance Var(p˜) = p˜(1− p˜)/b. To estimate ψ we
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then estimate η from (9) as in Section 3 then back transform to yield ψ˜ = η̂/θ˜ = (S−f0)/Sθ˜,
where θ˜ = 1− (1− p˜)τ . In Appendix B we show that
Var
(
ψ˜
)
≈
(
ψ(1− ψθ)
Sθ
+ ψ2
)
τ 2(1− p)2(τ−1)
θ2
p(1− p)
b
+
ψ(1− ψθ)
Sθ
. (12)
Partial Full Partial Full
p̂ ψ̂ p̂ ψ̂ p̂ ψ̂ p̂ ψ̂
S = 1000, τ = 5 0.100 0.400 0.100 0.400 0.050 0.400 0.050 0.400
Median estimate 0.100 0.401 0.100 0.402 0.049 0.407 0.049 0.407
Median SE 0.016 0.058 0.015 0.057 0.016 0.124 0.015 0.120
MAD 0.015 0.060 0.015 0.057 0.016 0.127 0.015 0.123
Efficiency 0.915 0.925 1.021 0.988
S = 100, τ = 5 0.200 0.400 0.200 0.400 0.200 0.600 0.200 0.600
Median estimate 0.199 0.405 0.197 0.411 0.198 0.609 0.197 0.609
Median SE 0.049 0.091 0.045 0.088 0.040 0.106 0.037 0.101
MAD 0.051 0.093 0.045 0.089 0.039 0.103 0.036 0.101
Efficiency 0.801 0.914 0.843 0.909
Table 1: Simulation results to compare our partial likelihood and full likelihood approaches.
We report the median of the estimated values, the median of the estimated standard errors,
the median absolute deviation of the estimates and efficiency computed from the robust
measures as ratio of variances.
5 Simulations
As the conditional likelihood approach to estimating the detection probabilities that arose
from the orthogonal transformation yields the mle’s there is no need to evaluate it in sim-
ulations. To examine the efficiency of the partial likelihood approach, we simulate an ex-
periment and compute the full and partial likelihood estimates. The standard errors of the
full maximum likelihood estimates were computed using a numerically computed observed
information matrix. We conducted 1000 simulations for each parameter combination and
considered S = 1000 and 100, ψ = 0.4 and 0.6, and p = 0.05, 0.1 and 0.2. In Table 1 we
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report the medians of the estimates, the associated standard errors and the median absolute
deviation1 (MAD) of the partial and full likelihood estimators for τ = 5. We report the
median, rather than the mean, so our results were not unduly influenced by the occasional
outlying estimate. However, in line with convention the efficiency was computed using the
variances of the estimates. There is no indication of bias in either method, both estimated
standard errors appear reliable and the efficiency of our method for ψ is above 90%. Further,
simulations to examine the effects of small probabilities, and different numbers of occasions,
and the performance of the partial likelihood estimator, in a setting similar to that in our
example, are in Appendix A. In the first instance, there was evidence of some bias for small
values of p and small τ and the estimated standard errors appear slightly too large. In the
latter setting, the partial likelihood estimator performs well, the estimated standard errors
appear quite reasonable and the estimator of ψ, is quite efficient.
6 Application
The application consists of detections of the Growling Grass Frog (Litoria raniformis) that
were collected at S = 27 sites with τ = 4 occasions during the 2002–2003 season, as part of
a larger study (Heard et al., 2006). For these data, f0 = 12 and y = 47. Here the method
of Section 4 yielded p˜ = 0.889 with estimated standard error 0.052 and ψ˜ = 0.556 with
estimated standard error 0.096. The full likelihood, with these estimates used as starting
values, yielded p̂ = 0.780 with estimated standard error 0.054 and ψ̂ = 0.557 with estimated
standard error 0.096. The method of Section 3 yielded the same values. The difference be-
tween the two estimates of the detection probability may be of interest. One interpretation
is that there is some difference between the initial detection probability and that on subse-
quent occasions, as the full likelihood includes information from the first captures whereas
1The MAD is corrected by R for asymptotically normal consistency by a factor of 1.4826.
7
the partial likelihood does not.
7 Discussion
Two stage procedures are not new in statistical inference. For example in other contexts
Sanathanan (1972, 1977) developed two-stage procedures that she termed conditional like-
lihood and Huggins (1989) has employed a two-stage procedure to estimate population size
using capture-recapture data where the first stage employed a conditional likelihood to esti-
mate the capture probabilities. We have focused on estimating the occupancy and detection
probabilities in the simple homogeneous case. Firstly, after using an orthogonal transfor-
mation we have a natural two-stage method to compute the maximum likelihood estimates.
This also provides an interesting example where the maximum likelihood estimator of the
detection probability p is also a conditional maximum likelihood estimator. This may also
be useful to illustrate parameter orthogonality and conditional and partial likelihood ap-
proaches to inference. The orthogonality of η and p implies that: the mle’s η̂ and p̂ are
asymptotically independent, the asymptotic standard error of η̂ is the same whether p is
known or unknown, there may be simplifications in the numerical derivation of the esti-
mates and the mle η̂(p) of ψ when p is given varies slowly as a function of p (Cox and
Reid, 1987). In our case, the last three points are emphasised as η̂ does not depend on p.
The resulting sensitivity of ψ̂ to changes in p̂ is examined in Appendix C. Both two-stage
procedures offer some simplifications. The conditional likelihood approach allows separate
estimation of the detection probability and the occupancy probability. However, it requires
a relatively non-standard conditional likelihood to estimate the detection probabilities. This
can be implemented in the R package VGAM. The two-stage partial likelihood approach further
simplifies the derivation of the estimates giving explicit estimators of both the occupancy
and detection probabilities. The cost is a small loss of efficiency. The difference between
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the partial and conditional likelihood approaches is in how the detection probability p is
estimated. We have restricted ourselves to the homogeneous case, but the extension to more
complex models where occupancy and detection probabilities both depend on covariates has
potential to reduce the computational burden and increase the computational efficiency of
maximum likelihood estimation there. This will be examined elsewhere.
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A Simulation Results
To examine the effects of small probabilities and different numbers of occasions in our
method, we took S = 100, p = 0.05, ψ = 0.6 and considered both τ = 5 and τ = 10.
The results are summarized in Table 2 where we only report simulations with ψ̂ < 1. Next,
we took S = 27, τ = 4, ψ = 0.6 and p = 0.6, which is similar to the values in the Growling
Grass Frog application. The results are reported in Table 3 along with those for the full
likelihood.
τ = 5 τ = 10
p ψ p ψ
True value 0.050 0.600 0.050 0.600
Median estimate 0.067 0.475 0.052 0.587
Median SE 0.046 0.326 0.020 0.208
MAD 0.031 0.227 0.017 0.182
Table 2: Simulations in the homogeneous case for the two-stage estimator with a moderate
number (S = 100) of sites, small (τ = 4) and large (τ = 10) numbers of occasions and small
values of p. We give the true values of the parameters, the median of the estimated values,
the median of the estimated standard errors and the median absolute deviation (MAD) of
the estimates.
Partial Full
p ψ p ψ
True Value 0.600 0.600 0.600 0.600
Median estimate 0.600 0.604 0.600 0.604
Median SE 0.078 0.097 0.066 0.097
MAD 0.078 0.104 0.065 0.105
Efficiency 0.709 0.991
Table 3: Comparisons of the two-stage (partial likelihood) and the full maximum likelihood
estimates in the homogeneous case for a small number of sites (S = 27), small number of
occasions (τ = 4) and large values of p. We give the true values of the parameters, the
median of the estimated values, the median of the estimated standard errors and the median
absolute deviation (MAD) of the estimates.
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B Variance of ψ˜
Firstly the variance of pˆ is relatively straightforward. Given b, y − O ∼ Bin(b, p) so that
E(p˜|b) = p and Var(p˜|b) = p(1 − p)/b. Hence Var(p˜) = p(1 − p)E(1/b), which we estimate
by S2p = p˜(1 − p˜)/b. To determine the variance of ψ˜ let ψ = (S − f0)/(Sθ) be the mle
for known p. Now, f0 ∼ Bin(S, 1 − ψθ) so that ψ is unbiased and has variance V =
ψ(1 − ψθ)/(Sθ). To find the variance of ψ˜, write ψ˜ = ψθ/θ˜ and a Taylor expansion yields
θ˜ ≈ θ+ τ(1− p)τ−1(p˜− p). Then ψ˜ ≈ ψ {1− τ(1− p)τ−1(p˜− p)/θ} . Thus, E
(
ψ˜
∣∣b, f0) ≈ ψ,
E
(
ψ
2
)
= ψ(1 − ψθ)/(Sθ) + ψ2, so that Var
(
ψ˜
∣∣b, f0) ≈ ψ2τ 2(1− p)2(τ−1)θ−2Var (p˜∣∣b, n0).
This yields (12).
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
5
1.
0
1.
5
2.
0
2.
5
3.
0
p~
Va
lu
es
 o
f ψ~
Figure 1: Values of ψ̂p plotted against p from the partial likelihood score equations for an
example with S = 77 and τ = 3. The vertical dashed line indicates p̂ = 0.54. The horizontal
dashed line shows minimum value for ψ̂p, at 0.415.
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C Sensitivity
Small differences in the estimated detection probabilities had little effect on the estimated
occupancies. Let ψp be the estimated value of ψ for given p. Then, ∂ψp/∂p = (S − f0)(1−
p)(τ−1)τ/((S(1 − (1 − p)τ )) which is usually small and when multiplied by the difference in
the estimated probabilities is even smaller still. To illustrate this suppose S = 77 and τ = 3,
f0 = 45 and y = 57. This gave p˜ = 0.54. In Figure 1 we give a plot of ψp against or p ∈ (0, 1).
It is clear that when p is small (i.e. p ≤ 0.15) values for ψp are greater than 1. For values of
p ≥ 0.3 there is little change in ψp and for p ≥ 0.5 practically no change in ψ̂p. Hence, when
estimates for p, p̂, are obtained from our method that differ to estimates given by the full
likelihood, there is little to no change in ψp.
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