We discuss how the spatial fluctuation affects the density of state D(ω) of the mean-field models of amorphous solids. We empirically introduce the effect of the spatial fluctuation by considering the distribution function of the distance to the critical point at which the minimal eigenvalue of the Hessian matrix vanishes. We show that the density of state follows D(ω) ∼ A4ω 4 in the lowfrequency regime, as a natural consequence of the fluctuation. Using this formalism, we first discuss how the prefactor A4 evolves with the pressure p near the jamming point. We show that the prefactor scales as A4 ∼ p −2 as approaching the jamming point. Next, we discuss how A4 is affected by the initial temperature of supercooled liquid before quenching to glass at zero temperature. We show that A4 is suppressed significantly when the initial temperature is lower than the mode coupling transition point.
We discuss how the spatial fluctuation affects the density of state D(ω) of the mean-field models of amorphous solids. We empirically introduce the effect of the spatial fluctuation by considering the distribution function of the distance to the critical point at which the minimal eigenvalue of the Hessian matrix vanishes. We show that the density of state follows D(ω) ∼ A4ω 4 in the lowfrequency regime, as a natural consequence of the fluctuation. Using this formalism, we first discuss how the prefactor A4 evolves with the pressure p near the jamming point. We show that the prefactor scales as A4 ∼ p −2 as approaching the jamming point. Next, we discuss how A4 is affected by the initial temperature of supercooled liquid before quenching to glass at zero temperature. We show that A4 is suppressed significantly when the initial temperature is lower than the mode coupling transition point. Introduction.-The vibrational density of state D(ω) of amorphous solid differs dramatically from that of crystal. The low-frequency modes of crystal are phonons that follow the Debye law D(ω) ∼ ω d−1 , where d denotes the spatial dimension [1] . Contrary, D(ω)/ω d−1 of amorphous solid exhibits a sharp peak at a characteristic frequency ω = ω BP , suggesting the existence of the excess soft modes over that predicted by the Debye law and referred to as the Boson peak (BP) [2] [3] [4] . For ω < ω BP , the excess modes are spatially localized [5] [6] [7] [8] [9] . This lowfrequency localized mode (LLM) plays the central role to determine the various physical properties of the lowtemperature amorphous solids, such as the specific heat, thermal conduction, sound attenuation [2, [10] [11] [12] . Furthermore, the LLM facilitates the structural relaxation of supercooled liquid at finite temperature [13] [14] [15] , and local rearrangements of sheared amorphous solid [16] [17] [18] [19] [20] .
The detailed statistical properties of the LLM have been investigated only recently with numerical simulations. The LLM can be separated from the background phonon modes, by using the finite size scaling [21] , observing the participation ratio [22] , or introducing the impurities [23, 24] . Remarkably, after successfully removing the phonon, the LLM follows the universal law D(ω) = A 4 ω 4 for ω ≪ ω BP , independently of the interaction potentials, preparation protocols and dimensions [21, 25, 26] . Considering the relationship with other physical quantities, it is important to understand the mechanism that yields the D(ω) = A 4 ω 4 law and controls the prefactor A 4 .
A useful way to understand the amorphous solids is first to construct mean-field theories, and then consider finite-dimensional effects. Notably, two mean-field theories, the replica theory [27] [28] [29] [30] and effective medium theory [31, 32] , are now considerably advancing. In particular, near the (un) jamming transition point at which the constituent particles lose their contact and the pressure vanishes [9, 33] , the two theories can predict the exact critical exponents of the contact number and shear modulus [30, 32] . Furthermore, the theoretical result of D(ω) agrees very well with numerical simulations in two and three dimensions for ω > ω BP [32, 34] . However, for ω ≪ ω BP , the theories give a wrong prediction D(ω) ∼ ω 2 , in contrast with the numerical result
The mean-field replica calculation predicts another source of a singularity that causes the excess soft modes, in addition to the trivial phonon modes. This singularity is related to the quenching rate, or from a theoretical point of view, the initial temperature T ini of equilibrium supercooled liquid before quenching to glass at zero temperature. When T ini is sufficiently low, the supercooled liquid becomes sluggish by the complex structure of the free-energy landscape containing multiple minima [35] . After quenching, the system is trapped in one of the minima. The minima become gradually unstable with increasing the temperature and eventually disappear above the so-called the mode coupling transition point T mct [27, 29] . This instability affects the vibrational properties of the zero temperature amorphous solids and creates excess soft modes [36] . This view seems to be consistent with the numerical result that the excess soft modes around ω ∼ ω BP are indeed enhanced for the samples quenched from higher temperatures [37] . However, for ω ≪ ω BP , the mean-field theory predicts D(ω) ∼ ω 2 at T ini = T mct , which is again inconsistent with the numerical result where D(ω) ∼ ω 4 is robustly observed irrespective of T ini [25] .
In this Letter, we reconcile the above discrepancies between the mean-field theories and the numerical simulations. This is possible by considering the effect of the spatial fluctuations of the physical quantities, which are neglected in the mean-field theories. Those fluctuations are the intrinsic object of the amorphous solids in finite dimensions [38] , and referred to as the self-generated randomness in the terminology of the replica theory [39] [40] [41] .
We introduce the effect of the fluctuation by considering the distribution function of the proximity to the instability point at which the minimal eigenvalue of the Hessian matrix vanishes. Using this formalism, we show that (i) D(ω) = A 4 ω 4 arises as a natural consequence of the fluctuation, (ii) the correct scaling behavior of the prefactor, A 4 , near the jamming transition point is reproduced, and (iii) the theoretical prediction of the T ini dependence of A 4 is consistent with the numerical results.
Effect of the spatial fluctuation.-The mean-field theories predict several instability points at which the minimal eigenvalue of the Hessian matrix vanishes. Before going into the specific origins to cause the instabilities, we first briefly explain that the D(ω) ∼ ω 4 law naturally appears if one introduces the fluctuation of the distance to the instability point.
Near the instability point, both the mean-field replica calculation [27, 29, 42] and effective medium theory [32] predict that the eigenvalue distribution function of the Hessian matrix for the small eigenvalue can be written as
where θ(x) is the Heaviside step function, λ is the eigenvalue, and ε is the distance to the instability point. When
However, this is inconsistent with the numerical results as mentioned in the introduction.
In order to reconcile the above discrepancy, we shall introduce the effect of the spatial fluctuation. The numerical simulations of amorphous solid prove that the eigenvectors for small λ are spatially localized [5] [6] [7] [8] [9] , which allows us to separate the system into several subcomponents. For each sub-components, ε can take different values due to the intrinsic randomness of the amorphous solid [39] [40] [41] . This is what the mean-field models do not take into account: the fluctuation of ε of the meanfield models decreases with increasing the system size and can be negligible in the thermodynamic limit. In order to discuss the effect of the fluctuation of ε, here we empirically introduce the distribution function P(ε) which is defined for ε ∈ [0, ∞) and normalized as ∞ 0 dεP(ε) = 1. Then, the mean value of the eigenvalue distribution function can be calculated as ρ(λ) ≡ ∞ 0 dεP(ε)ρ(λ, ε). Substituting Eq. (1) into this expression, we obtain for λ ≪ 1
4 law naturally appears if P(0) > 0. Note that in Eq. (2), only the sub-components satisfying ε < λ can contribute to ρ(λ), and the fraction f ω of those subcomponents decreases as
with decreasing ω. The participation ratio P ω , which is the typical fraction of the particles involved in an eigenmode of the eigenfrequency ω, should be bounded by f ω , which is the fraction of particles involved in any of the eigenmode of the eigenfrequency ω: P ω f ω ∼ ω 2 . This is indeed consistent with the results of the finite size scaling in Ref. [21] , where the minimal eigenfrequency scales as ω min ∼ N −1/5 and P ωmin ∼ N −1 with increasing the system size N , suggesting that P ω ∼ ω 5 < ω 2 for small ω.
The D(ω) ∼ ω 4 law is also obtained by a seemingly different approach: the so-called soft-potential model where the localized modes are modeled by the collection of anharmonic oscillators of different stiffnesses [43] [44] [45] . The advantage of our approach over the soft-potential model is that we can discuss how the control parameters and preparation protocols affect the prefactor A 4 by relying on the mature mean-field theories, as shown below.
Pressure dependence near the jamming transition.-Here we investigate the pressure dependence of the density of state D(ω) near the jamming transition point. In this purpose, we study the negative perceptron model, a mean-field model of the jamming transition [34] . The model is simple enough to analytically determine the critical exponents of several physical quantities such as the contact number and gap distribution functions. The predicted exponents are the same as those of the hard spheres in the large dimension limit and also reasonably close to those of the numerical results in finite dimensions [46] . The simplicity of the model also allows us to analytically calculate the eigenvalue distribution function of the Hessian matrix [42] . Near the jamming point, the model predicts for λ ≪ 1 [42] 
where
p is the pressure and δz = z − z iso is the deviation of the contact number z from the isostatic value z iso . c 1 , c 2 and c 3 are constants. Essentially the same result as Eq. (3) is obtained by the effective medium theory, except the trivial Debye modes [32] . The replica calculation of the model proves that the system shows the Gardner transition near the jamming point [34] , which belongs to the same universality class as the continuous replica symmetric breaking observed in the mean-field spin glasses [47, 48] . In the Gardner phase, the system is marginally stable λ min = 0, or equivalently p = c 2 δz 2 /c 3 . From Eq. (3), the scaling behavior of the density of state D(ω) = 2ωρ(λ = ω 2 ) near the jamming point is
However, this is inconsistent with the numerical result in three dimensions. The numerical result shows that if one carefully removes the phonon modes that follows the Debye law, one obtains [22] 
where ω 0 ∼ δz but the proportional constant is much smaller than that of ω * .
A reason behind the discrepancy between the meanfield and three-dimensional result is the absence of the marginal stability in three dimensions [49] : the pre-stress is smaller than that required by the marginal stability, p < p * ≡ c 2 δz 2 /c 3 [32, 50] . We introduce the distance to the marginal stability as
As before, in order to express the spatial fluctuation of ε, we define the distribution function of ε, P(ε). We set the small cutoff ∆ G ≪ 1 and assume that P(ε) = O(∆ −1 G ) for ε ∆ G and P(ε) ∼ 0 for ε ≫ ∆ G . The mean value of the eigenvalue distribution is calculated as ρ(λ) = ∞ 0 dεP(ε)ρ(λ, ε). We first discuss the scaling behavior in the small λ limit, λ/p * ≪ ∆ G . Substituting p = (1−ε)p * into Eq. (3), and averaging over ε, we obtain
By defining ω 0 ≡ √ ∆ G p * , one can see that the above scaling is the same as the last line of Eq. (6) . With the similar calculations, one can confirm that the scaling for ω ≫ ω 0 is unchanged from the mean-field result, Eq. (5). Thus, we reproduced the same scaling behaviors as the numerical result, Eq. (6). Finally, for concreteness, in Fig. 1 , we show D(ω) calculated by assuming P(ε) = ∆ Initial temperature dependence.-Here, we discuss how T ini affects the vibrational properties of the amorphous solids at zero temperature. For this purpose, we study the p-spin spherical model (PSM), which is a prototypical mean-field model of the glass transition to discuss the connection between the glassy slow dynamics and complex free energy landscape [27, 29] . The mean-field replica calculation of the PSM shows that there are many metastable states on the free energy landscape below T mct . After quenching, the system is trapped in one of the minima. The eigenvalue distribution function on the minima can be calculated as [29, 51] 
with λ min = E th − E and λ max = −E th − E. Here E denotes the typical value of the energy in the minima at zero temperature, and E th is referred to as the threshold energy. E = E(T ini ) is an increasing function of T ini . When T ini is sufficiently low, E < E th and λ min > 0, meaning that all the eigenvalues are positive. With increasing T ini , λ min decreases and eventually vanishes at T ini = T mct where E(T mct ) = E th . When T ini > T mct , there arise the negative eigenvalues and the harmonic description breaks down [27, 29] . Since it is unlikely that the glass stability increases at higher T ini , we assume that λ min = 0 when T ini > T mct . Slightly below T mct , one can expand E(T ini ) as E th − E ∼ (T mct − T ini )∂ T E. Substituting this into Eq. (9), we obtain for λ ≪ 1,
where ε = c(T mct − T ini ) and c is a constant. As in the cases of the previous sections, now we introduce the fluctuation of ε. The distribution function of ε, P(ε), may have a sharp peak at ε = 0 when T ini ≥ T mct and at ε = c(T mct − T ini ) when T ini < T mct . A possible choice is
where ∆ mct and α are constants. The average value of the eigenvalue distribution function for small λ is Using the above equation, one can infer the functional form of D(ω) for ω ≪ 1 as
where the prefactor is
A is a constant and∆ mct = ∆ mct /c ≪ 1. The above equation shows that A 4 rapidly decreases for T mct − T ini ≫∆ mct .
To demonstrate the validity of our theory, we fit a numerical result of soft-spheres in three dimensions in Ref. [25] by using Eq. (14), see Fig. 2 . The MCT point is determined from the numerical simulation of the equilibrium dynamics of supercooled liquids and it is reported as T mct = 0.108 [25] . A is determined from the high temperature data, T ini > T mct . For the remaining parameters, the best fit is obtained when∆ mct = 0.021 and α = 1.22. The result of our fitting is shown in Fig. 2 with the black line, which demonstrates that the theory give a reasonable fit.
Conclusions and discussions.-In summary, we discussed how the spatial fluctuation of the proximity to the instability point ε alters the mean-field prediction of the density of state D(ω) of amorphous solids, by empirically introducing the distribution function of ε, P(ε). Our theory successfully captures the novel D(ω) ∼ A 4 ω 4 law previously observed in the numerical simulations. We first applied the theory to discuss the pressure dependence of the prefactor, A 4 , near the jamming point. Next, we discussed how A 4 is affected by the initial temperature of supercooled liquid before quench. In both cases, the theoretical results are in good agreement with the previous numerical results. Note, the argument in Eq. (2) does not depend on the precise form of P(ε). If P(ε) is a finite and continuous function at ε = 0, one always obtains D(ω) ∼ ω 4 for small ω. This may explain the robustness of the ω 4 scaling against the different interaction potentials and dimensions [21, 22, 25, 26, 52] .
In the jamming case, the cutoff ∆ G is related to the average value of the distance to the marginally stable point ε, as ∆ G ∼ ∞ 0 dεP(ε)ε ≡ ε . It is reported that ε ≈ 0.04 for amorphous packing near the jamming point in two and three dimensions [32, 50] . We expect ε decreases with increasing the dimension since the localized modes are suppressed in high dimensions [53] . Its dimensional dependence deserves further investigation.
We assumed that the system can be divided into several sub-components. The length scale of them should be larger than the correlation length of the system, in particular, the typical size of the localized excitations, ξ c , recently investigated by Shimada et al. [52] . Near jamming, the effective medium theory and numerical simulations prove that ξ c diverges as ξ c ∼ p −1/4 ε −ν with ν = 1/4, where ε is the distance to the marginally stable point [32, 50] . Interestingly, the mean-field theory of the glass transition predicts a correlation length which diverges at the MCT point with the same critical exponent [54, 55] . Using Eq. (11), one can show that ξ mct ∼ dεP(ε)ε −ν ∼ ∆ −ν mct for T ini ≥ T mct , and ξ mct decreases with decreasing T ini as ξ mct ∼ ε −1/4 mct for T ini < T mct . This theoretical prediction is consistent with the numerical result that the localized modes become more localized with decreasing T ini [25, 56] .
So far, the Gardner transition has been observed only near the jamming transition point [49, 57, 58] . At this stage, it is plausible to say that for the systems which do not show the jamming transition, such as soft-spheres and particles interacting with the Lennard-Jones potential, only the relevant mechanism to yield the D(ω) ∼ ω 4 law is the MCT singularity. For the system near the jamming point p ≪ 1, on the contrary, the singularity caused by the Gardner transition may play the dominant role since the correlation length related to the Gardner transition is much larger than that of the MCT, ξ c ≫ ξ mct , due to the prefactor p −1/4 . For the intermediate value of p, the situation is more complicated, and it is still unclear which mechanism controls the excess soft modes.
The D(ω) ∼ ω 4 law is changed only if P(ε) is not finite at ε = 0. For instance, if P(ε) ∼ Aε −α for small ε, a similar calculation as in Eq. (2) leads to ρ(λ) ∼ Aλ 3/2−α , or equivalently D(ω) ∼ Aω 4−2α . Interestingly, for the amorphous solids prepared by the instantaneous quench without inertia, Lerner and Bouchbinder [56] observed D(ω) ∼ ω β with β < 4 suggesting that α > 0. Also, some spring models for the amorphous solids on the scalefree network [59] and random graph [60] show that β can change depending on the spatial dimension and distribu-tion of the coordination number. Further investigations are needed to clarify what physical mechanisms control α and β.
