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It is shown by a simple counting argument that, in a projective space P,_ l, any 
set of [$::I distinct (d- 1)-subspaces of P,-,, d/n, contains a d-spread. A weight 
function on P, _ i is a real-valued function on the set I,, of points of P,- i such that 
the sum of the values on all points of I, is nonnegative. The weight of any subset of 
I, is the sum of the weights of all the points in it. It is shown that the number of 
(d- 1)-subspaces in P,-, with nonnegative weights is at least [$::I. The case of 
equality is characterized by using the Erdos-Ko-Rado theorem. These results are 
then applied to study the first distribution invariant of J&n, d). Analogues of these 
results are proved for sets and affme spaces when n > 2d. In the case of affine spaces 
the problem is essentially solved. 0 1988 Academic Press, Inc. 
1. INTRODUCTION 
Let X=(x, {gi}O<i<d) b e a symmetric association scheme and 
RX= V,l VI 1 .. . I V, be the orthogonal decomposition of the vector 
space RX with each Vi being the maximal common eigenspace of the 
adjacency matrices of X. A vector w E RX is said to be a general vector if 
and only if (w, x) # 0 for all x in X. For i, 1 < i< d, we define the ith- 
distribution invariant vti(X) as 
vti(X)=min~(x~w~Vi, (w,x)>Oand w general}l. 
w 
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The distribution invariants were first introduced by Thomas Bier [2] 
while attempting to answer certain problems in topology. He also proposed 
PROBLEM 1.1. Find all the distribution invariants for all the known 
classical association schemes. 
For a generalized version of distribution invariants see Bier and Delsarte 
[3]. The following conjecture is motivated by results of Bier and 
Manickam [4]. 
Conjecture 1.2. (a) For the Johnson scheme Z(n, d) 
if n 3 4d. 
(b) For the q-analogue Johnson scheme J&n, d) 
if n>4d 
Y 
where [;::I, = [(q”-1-l)(q”~2-l)~~‘(q~-~+‘-1)]/[(q~-1)~~~(q-1)] 
is the Guession q-ary binomial coefficient. 
Throughout this paper q will denote the order of a given field GF(q). We 
will write [;I:] for [;zf],. 
Part (a) of Conjecture 1.2 was shown to be true in [4] when d divides n 
or when n 3 d3d. We also note that part (a) is not true when n < 4d, in par- 
ticular it was shown in [4] that the conjecture is not true when n = 3d + 1. 
Similar examples show that part (a) of Conjecture 1.2 is not true whenever 
2d < n d 3d + Ld/2] and n # 3d. No such examples are known for part (b), 
to the authors. In Section 2, it is shown that Conjecture 1.2 follows from a 
conjecture on a combinatorial problem stated as Conjecture 1.4. 
Let Z, be any of the following: 
(i) the set of all points of a projective space P,- I ,of dimension 
n- 1, 
(ii) the set of all points of an affine space A,- 1 of dimension n - 1, 
(iii) elements of an n-set. 
A function a: Z,, + R is called a weight function on Z, if C,, In a(v) > 0. We 
will write a, for a(u) and a = (aO)vc,,. The weight a(W) of any subspace 
(subset) W is the sum of the weights of all points in it. 
EXAMPLE 1.3. Let ZL be a fixed point in Z,, . Define a weight function ap: 
Z,-+Rbya,(o)=(Z,I-lifu=pand -1otherwise. 
Clearly a, > 0 for a (d- 1)-subspace (d-subset) W if and only if p E W. 
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Thus the number of (d- 1 )-subspaces (d- subsets) W with nonnegative 
weights is iV(Z,, d), where 
N(Z,,d)=[~::]ifZ,isthesetofpointsofA,-,orP,-,and 
is equal to (;I f ) if Z, is an n - set. 
For a weight function a defined on Z,, we let d(a, d) = 1 {WI a(W) 2 O}l, 
where IV’s are (d- 1)-subspaces or d-subsets according to the case under 
consideration. Note that d(a,, d) = N(Z,,, d). We can now state conjecture 
1.4. 
Conjecture 1.4. For all n 3 4d and for all weight functions a: Z, --f R, 
d(a, 4 3 NU,, d). 
Again from the example in [4] one can easily see that Conjecture 1.4 is 
not true for all pairs (n, d) in the case of sets. In particular it is not true for 
n = 3d + 1. Though no such example is known to the authors in the case of 
projective spaces. We believe that the conjecture may be true when n 3 4d. 
In this paper we will show that Conjecture 14 is true for all pairs (n, d) in 
the case of the afline spaces. Thus condition n > 4d is not needed in this 
case. We also show that conjecture is true if d 1 n in the case of projective 
spaces and sets. These results will be proved in Section 3 (Theorems 3.1, 
3.2, and 3.3). We first prove the result in the case of projective spaces and 
then show how the proof can be modified in the other cases. The main tool 
is Theorem 3.5 (and its analogues) which shows that any set of d-subspaces 
of a vector space of sufficiently large size contains a d-spread. Theorem 3.5 
is proved by a simple counting argument. 
We also characterize in these cases the extremal case, i.e., when 
#(a, d) = N(Zn,d). The main tool is the Erdds-Ko-Rado theorem (see [7]) 
for sets and vector spaces. Infact proving that conjecture 1.4 is true is in 
some sense dual to the Erdos-Ko-Rado theorem (see Section 4). 
In Section 4 we also prove that in the case of projective space or sets if 
Conjecture 1.4 is true for (n, d), then it is also true for (kn, d) for any 
positive integer k. 
Finally we remark that all our proofs are essentially based on one simple 
fact that for P,, A, or sets, all d- 1 subspaces (or d-subsets) behave in the 
same manner. Infact almost all results and conjectures of this paper can be 
easily generalized to any matroid of rank n whose automorphisms group 
acts transitively in flats of rank d. Examples of such matroids can be 
constructed from geometric groups of sharp sets of permutations (see [IS]). 
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2. STRUCTURE OF THE FIRST EIGENSPACE 
Let us assume that V is a vector space of dimension n over GF(q) and 
that the vertices of J&n, d) are the set of all d-subspaces of I/. In this sec- 
tion we will establish an algebraic expresssion for the eigenspace I/,. 
Let M, denote the [;I x [;I matrix whose rows and columns are 
indexed by i-dimensional and d-dimensional subspaces of V, respectively, 
and (A, B)th entry is 1 if A E B and 0 otherwise. Let Ui denote the row 
space of M,. It is easy to prove: 
LEMMA 2.1. Ui-l~Ujfor ldi<danddimUi=[~]. 
LEMMA 2.2. Let U, W be i and d subspace of V, respectively. If UC W, 
;hde~ ; f ere exists Cd; j] [“TV] q d-subspaces of V containing U and having 
as the dimension of the intersection space with w. If 
dim( Un W) = i- 1, then there exists [“-f”] d-subspaces of V containing 
U and having (d - 1) as the dimension of the intersection space with W. 
ProoJ Straightforward. 
LEMMA 2.3. Ui = Vi I Uip 1 for 1 d id d. 
Let W, be the orthogonal complement of Uip 1 in Ui. Any vector v E Ui 
can be written as v=v,+v, where vie W, and v,~lJ-~. Let 17: Ui-+ Wi 
be the projection map. To prove the lemma, we need to show Wj= Vi. 
Claim. Aw = Aiw, for all w E Wi, where %, is the eigenvalue of A, the 
adjacency matrix of the graph J&n, d), on Vi. &= [“ri][“id]q - 
[;I[“-;+‘I (see Cl]). 
Let Xi denote the collection of j-subspaces of V for 1 6 j 6 d. Let u E Xi. 
To prove the claim. We need to show A(IZu) = A,(17u), where u denotes the 
row of u in M,. By the definition of U, 
Au=A c x cx E xd) 
ucx 
= 1 Ax 
UC.% 
(by the definition of adjacency) 
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Since C,,, VE Uiwl and Ai= [“ri][“;d]q- [~][d-~+l], we obtain 
A(k) = 17(Au) = n(u1,) = A,(&) and hence the claim. Therefore Wi c Vi. 
Also since W,l W,-, I...1 W,=U,=V,l V,-, i...lV, follows 
that Wi= Vi. This proves the lemma. 
Let I,, be the set of all projective points of I/. It can be easily seen that 
the map f: Rrn + U, defined by f((a,),,,~)=C,..a,m,, where 
ml, m2, . . . . m I21 are the row vectors of Mid, is an isomorphism. From 
Lemma2.3 Ul=V, I UO=V, I I’, and V,,=((l, l,..., l))cRC;I. Now 
from the fact that 
(mi, (1, 1, . . . . 1)) = [ 1 “,I: for all 1 6 if 1 , [1 
it follows that 
Since f is an isomorphism, we conclude that 
v, = ((U”)“,,. / ,,,=,). 
Remark 2.4. We will identify V, with { (u~)~~~, 1 C,, 1n a, = O}. Thus a 
vector a = (a,), c G is a general vector if and only if it satisfies 
(i) LEIn a,=0 and 
(ii) C, 5 w a, f 0 for every d-subspace W of V. 
Clearly by condition (i) w is a weight function. The second condition 
says that the weight of each d-subspace is non-zero. It is now clear that 
First distribution invariant = min,{ 1 {B 1 u(B) > 0) I}, where the minimum 
582a/48/1-7 
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is taken over all the weight functions a with a(B) # 0 for any d-subspace B. 
The weight function a, in Example 1 clearly corresponds to a general 
vector. The following remark is now clear. 
Remark 2.5. Let I, be the set of all points of projective P, _ 1 or n-set. 
Let min qS(a, d) denote the minimum value over all weight functions 4 on 
I,. Then min #(a, d) = N(I,, d) implies Vt,(J,(n, d) = N(Z,, d). 
3. FIRST DISTRIBUTION INVARIANTS AND d-SPREADS 
The aim of this section is to prove the following theorems. 
THEOREM 3.1. Let I,, be the set of all points in a projective space P, _ I. 
Let d be a positive integer such that d/n. Let a: I,, + R be any weight 
function then 
(i) 4(a, 43 [:::I, 
(i) equality holds in (i) if and only if there exists u E I, such that for 
any (d - 1 )-subspace W of P, _ 1, a( W) > 0 zf and onZy zf ,u E W. 
THEOREM 3.2. Let I, be the set of all points in an affine space A,- 1. Let 
d be positive integer. Let a: I, + R be any weight function, then 
0) c&a, 4 2 [;I iI, 
(ii) when n > 2d equality holds in (i) zf and only zf there exists ,u E I, 
such that for any (d- 1 )-subspace W of A, _, , a( W) > 0 zf and only zfp E W. 
THEOREM 3.3. Let I, be the set of order n. Let d be a positive integer 
such that dl n. Let a: Z, -+ R be any weight functions, then 
0) 4(a, 42(::!) 
(ii) equality holds in (i) if and only if ,u E Z, such that for any d-subset 
WofI,, a(W)>0 ifandonly zfu~~ W. 
The following corollaries are immediate. 
COROLLARY 3.4. Let d be positive integer such that dl n. Then 
(i) VtlJ,(n, d) = [“,:!I; 
(ii) zf a is a general vector then the number of vertices x of J&n, d) 
with (a, x) > 0 is precisely [2x i] if and only if there exists a p in V such 
that (a, x) >O zfand only zfu~ X. 
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COROLLARY 3.5. Let d be positive integer such that dl n. Then 
(i) VtlJ(n, d) = (:I :); 
(ii) tfa is a general vector then the number of vertices x of J(n, d) with 
(a, x) > 0 is precisely (:I i) zf and only if there exists a u in the vertex-set 
such that (a, x) 2 0 zf and only if p E X. 
We continue to assume that V is a vector space of dimension n over 
GF(q). A projective points is a subspace of dimension one in V. A d-spread 
r of I/ is a set of d-subspaces of V such that each projective point is 
contained in one and only one d-subspace in < (see [6]). 
LEMMA 3.4. Ifs denotes the total number of d-spreads and tfr is the total 
number of d-spreads containing a fixed d-subspace, then 
s/r = 
[i 
& C(4d-M~n-1H= ;I; . [ 1 
Proof Observe that 
s/r = 
total number of d-subspaces 
total number of d-subspaces in a spread 
THEOREM 3.5. If dl n and if D is a collection of d-subspaces of an n- 
dimensional vector space V over GF(q) with IDI > [“,I - [;::I, then D 
contains a d-spread of V. 
Proof Let us assume that D is a collection of d-subspaces of V which 
does not contain any d-spread of V. Now we count in two ways the 
number of pairs (t, A), where 5 is a d-spread and A is an element of D 
which is contained in t. Let r and s be as in Lemma 3.4. Clearly, 
total number of pairs (5, A) = IDI (r). (1) 
On the other hand, since we assumed that there does not exist a d-spread 
consisting of d-subspaces only from D, any given d-spread i; contains at the 
most { (q” - 1 )/(qd - 1) } - 1 elements from D. Therefore 
the total number of pairs (5, A) < s( [(q” - l)/(qd-- l)] - 1). (2) 
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Using (1) and (2) we see that 
From Lemma 3.4, we know that 
s/r = L I!’ ; {W- wf- l)>. 
Therefore, IDI d [;]/(q” - l/qd- l)[q” - l/qd-- 1 - l] = [$I - [;I j]. This 
proves the theorem. 
Proof of Theorem 3.1. We will take Z, to be the set of all projective 
points of V. Let (u~)“~ b be a weight function. For any d-subspace W of I’ 
the weight a(W) of W is defined to be the sum of an the weights of projec- 
tive points contained in W. Let D = {negatively weighted d-subspaces of 
V}. Then we must have IDI d [;I - [;::I. Otherwise, if IDI > [z] - [;:j], 
then by the above theorem, D contains a d-spread 5. Since each d-subspace 
in this spread is negatively weighted, 0 > C VE e a, = C, E r, a, contradicting 
(i). Hence the number of d-subspaces of V with nonnegative weight must 
be 2 [z] - [ID] = [$::I. This proves the first part of the theorem. 
When IDI = [z] - [$::I we must have equality in Eq. (2) which clearly 
implies that each d-spread contains precisely one d-subspace not from D, 
i.e., with non-negative weight. This implies that for any two d-subspaces 
W, and W, of nonnegative weights dim( W, n W,) 3 1, since otherwise they 
would be contained in a spread. Thus the set of all d-subspaces with non- 
negative weights is an intersecting family in the sense of the 
Erdos-Ko-Rado (see [7]). Now the last part of the theorem follows from 
the Erdiis-Ko-Rado theorem for vector spaces (case t = 1). This completes 
the proof of Theorem 3.1. 
We now consider the cases of sets and afline spaces. In the case of sets it 
can be easily seen that if we take V to be an n-set, then the corresponding 
statements of Lemma 3.4 and Theorem 3.5 can be obtained by replacing 
the words “subspace” by “subsets, ” “spreads” by “partition” and “Guession 
integers” by usual “binomial numbers” (e.g., the equation in Lemma 3.4 
will change to s/r - (;)(d/n) = (;I i)). Proofs are also essentially the same 
with similar modifications. Proof of Theorem 3.3 can also be obtained in 
the same way. 
We now consider the afline case. We fix a subspace H of V, of dimension 
n - 1, and take the set r” of points of the affine space A,- 1 to be the set of 
all projective points of V not contained in H. Each subspace IV’ of V 
corresponds to a unique (d- I)-subspace W of A, _ i consisting of all pro- 
jective points of IV’ not contained in H. A (d- 1 )-spread 5 in A, ~ 1 is a set 
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of mutually disjoint (d- l)-subspaces of A,- 1 such that each element of Z, 
is contained in exactly one (d- 1 )-subspace in 5. 
One can easily prove Lemma 3.4 and .Theorem 3.5 with similar 
modifications (e.g., in Lemma 3.4 s/r = ([;I - [“; ‘1) qd/q” = [.Jr i].) 
The proof of the first part of Theorem 3.2 can also be obtained as in the 
projective case. For the last part of the theorem suppose that the number of 
(d- l)-subspaces of A,- i with nonnegative weights is equal to [;r :I. As 
in the projective case this implies that each (d- l)-spread of A,- i contains 
precisely one (d- 1)-subspace of A,- i with nonnegative weight. 
Remark 3.6 given below shows that in this case for any two (d- l)-sub- 
spaces of A,- i with nonnegative weights the corresponding d-subspaces of 
V must intersect. Since ~12 2d, this implies, using Erdbs-Ko-Rado theorem 
for vector spaces (see [7]), that there exists a projective point p of V con- 
tained in each of these d-subspaces of V. It is clear that necessarily p is not 
contained in H. This proves the last part of the theorem. 
Remark 3.6. Let W, and W, be two (d- 1 )-subspaces of A, _ I such 
that the intersection of the corresponding subspaces W; and IV; is (0). 
Then there exists a d-spread < of A,_ I containing W, and W,. One con- 
struction for 5 is as follows. Let S’ be the subspace of IJ generated by W; 
and W;. The dimension of S’ is 2d. Now for each (2d - 1 )-subspace U of 
the unique parallel class P, of (2d- 1)-subspaces of A,- i containing S, we 
choose a d-spread cc/ of U’, where spread 15. is chosen to be { W;, Wl}. 
Now it can be easily seen that 
i~=u {WI WIELD, UEP~} is the required spread ofA,-,. 
We now give another very simple proof of the first part of Theorem 3.2. 
The proof is essentially similar to the one given for the set case in [4]. 
Alternative proof of part (i) of Theorem 3.2 
From Example 1 it is clear that &a, d) < N(I,, d). Let P,, . . . . P,, where 
m = [:I i], be the parallel classes of d-subspaces of A,- 1. Let ‘(av)vs L be a 
weight function. Now clearly for each Pi, 1 6 id [;I i], 
c WEP,aW- EVEIn a, 3 0. This implies each Pi contains at least one 
d-subspace with nonnegative weight. This proves the theorem. 
4. CERTAIN TRANSITIVITIES 
In this section we obtain a lower bound for #(a, d) and hence for the first 
distribution invariant of J&n, d). We also prove that if d(a, d) > [;I:] for 
all weight functions a: 1, + R, then $(a, d) b [?:/I for all weight functions 
a: I,, + R where k is any positive integer. 
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LEMMA 4.1. Let a = (a,,)vtl, be a weightfunction on I,,, the set of allpro- 
jective points of V. Then for any s with 1 <s < n there exists subspace W of 
V of dimension s such that a(W) 3 0. 
Proof For any non-zero vector u in V, there exist [;I:] s-dimensional 
subspaces containing the projective point (u). 
Therefore, Cwa(W)= [;I:I(C,,~, a,) 3 0, where the first sum on the 
left-hand side varies over the set of all s-subspaces of V. This implies that 
there exists at least one s-subspace W with a(W) 3 0. 
LEMMA 4.2. &a,d)>[“;:;l] ifn=pd+r with O<r<d, where a is a 
weight function on I,,, the set of points of a projective space P,- 1, 
Proof. Let a = (aa)vtl, be any weight function on I,. Let s = n - r. By 
Lemma 4.1 there exists a subspace W of V of dimension s satisfying 
a(W) 3 0. Since d divides s, by Theorem 3.1, there exist at least [;I t] d- 
subspaces of W having positive weights. These are also d-subspaces of V 
having the same weight, hence &a, d) 3 [;;::I = [“;r;‘]. 
COROLLARY 4.3. Vt,(J,(n, d)) 3 [*;:; ‘1. 
THEOREM 4.4. Conjecture 1.4 is true for Ikn for all positive integers k tf it 
is true for I,. 
Proof: We shall give the proof for P,,- r . For sets the result follows 
similarly. Let a = (av)US,k, be a weight function. 
Let JV = { WI W is a d-subspace of V and a(W) < 0}, where V is a vector 
space of dimension kn over GF(q). 
Claim. INI < [y] - [?:,‘I. 
Count the number of pairs (5, A) where 5 is an n-spread of V, A is a d- 
subspace in .M, and A is contained in one of the n-dimensional subspaces 
in r. For any fixed d-subspace A, the number of pairs of (5, A) is exactly 
equal to 
{number of n-spreads containing a fixed n-subspace}. 
Therefore, by varying A over the elements of JV we conclude that in 
total we have 
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e number of n-spreads containing a fixed n-subspace} (1) 
such pairs. 
On the other hand, suppose we fix an n-spread 5 and count the number 
of pairs (5, A). 5 contains (4“” - 1 )/(q” - 1) = r (say) n-dimensional 
subspaces of V. Let W,, . . . . W, be all of them and let 
&= N n { d-subspaces of Wj}. 
As C1<i<ra(Wi)=CoEV a, > 0, there exists at least one j such that 
a( W,) b 0. Hence a is a weight function on Wj. Now from the hypothesis, 
we have at least [:I:] positively weighted d-subspaces of W,. Hence the 
cardinality of A$ is at most [z] - [:I i]. Therefore, for any fixed n-spread 
5, wehaveatmost {(qkn-l)/(q”-l)-l}[;]+[;]-[;:f]pairs(<,A), 
which is equal to ((qk” - l)/(q”- l)}[“,] - [;I:]. Now, by varying 5 over 
the set of all n-spreads of V, we conclude that 
total number of pairs (t, A ) 
< (total number of n-spreads)[(qk” - l)/(q” - l)] 
[:I-[:1-:I- 
(2) 
Let s= the total number of n-spreads and t = the total number of 
n-spreads containing a fixed n-subspace. 
By comparing (1) and (2) we see that 
By Lemma 3.4, 
the total number of n-sureads 
the total number of n-spreads containing a fixed n-subspace 
the total number of n-subspace 
= the total number of n-subspaces in a spread 
kn 
= [ 1 n (4” - 1 Mqk” - 1 (4) 
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Substituting (4) in (3) we get that 
INId “,” [ 1 (4” - 1 Mqk” - 1 )I 
and hence the claim that IJV < [y] - [?:/I is settled. 
Finally we note some relationships with Erdiis-Ko-Rado inequalities. 
We first note an equivalent statement of Theorem 3.4. 
THEOREM 4.5. If din and if D is a collection of d-subspaces of an 
n-dimensional vector space V over GF(q) such that each d-spread contains at 
least one element of D, then IDI 3 [;I:]. 
By reversing all the inequalities in the proof of Theorem 3.5 and making 
similar other necessary changes one can easily prove the following 
inequality “dual” to Theorem 4.5. 
THEOREM 4.6. If d I n and if D is a collection of d-subspaces of an n- 
dimensional vector space V over GF(q) such that each d-spread contains at 
most one element of D, then IDI 6 [$::I. 
Note that since any intersecting family D of d-subspaces of V clearly 
satisfies the conditions of Theorem 4.6, the above theorem implies the 
Erdos-Ko-Rado inequality for vector spaces when dl n and t = 1. Similar 
analogies for sets and afline spaces also be easily seen. Note that the con- 
dition dl n is not needed in the case of affine spaces. It may be interesting to 
search for a proper analogue of d-spreads, when A does not divide n, for 
which an analogue of Theorem 4.5 or 4.6 is valid. This will help in proving 
conjecture 1.2 and 1.4 and possibly will give a new proof for 
Erdos-Ko-Rado inequality at least for t = 1 or even more generally. 
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