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Abstract
An elliptic system is considered in a smooth bounded domain, subject to Dirichlet boundary conditions
of three different types. Based on the construction of certain upper and sub-solutions, we obtain some
conditions on the parameters ai , bi , ci (i = 1,2) and the exponents m,n,p,q to ensure the existence of
positive solutions. Furthermore, uniqueness and boundary behavior of positive solutions is also discussed.
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1. Introduction and main results
In this paper, we are concerned with a system of semilinear elliptic equations:
{−u = u(a1 − b1um − c1vn), x ∈ Ω,
−v = v(a2 − b2up − c2vq), x ∈ Ω, (1.1)
where Ω ⊂ RN is a bounded domain of class C2,η for some 0 < η < 1. The constants ai  0,
bi and ci (i = 1,2) are positive, m,q > 0 and n,p  0. This system will be studied under
Dirichlet boundary conditions of three different types: both components of (u, v) are bounded
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H. Li, M. Wang / J. Differential Equations 234 (2007) 246–266 247on ∂Ω (finite case); one of them is bounded while the other blows up (semilinear case); or both
components blow up simultaneously (infinite case). More precisely,
u = λ, v = μ, x ∈ ∂Ω, (FF)
u = ∞, v = μ, x ∈ ∂Ω, (IF)
u = ∞, v = ∞, x ∈ ∂Ω, (II)
where λ,μ > 0. The condition u = ∞ on ∂Ω is to be understood as u(x) → ∞ as d(x) :=
dist(x, ∂Ω) → 0+. It is worthy to point out that more general continuous positive functions
λ(x),μ(x) can be prescribed on ∂Ω , but we prefer to consider only the constant case for simplic-
ity. Also, according to the symmetric property of the system (1.1), the condition u = λ,v = ∞
on ∂Ω can be considered in (IF), with some modifications of all the results below.
A single equation related to boundary blow-up elliptic problems is of the general form
−u = f (x,u), x ∈ Ω; u = ∞, x ∈ ∂Ω. (1.2)
Singular boundary value problems as (1.2) go back to the pioneering work [1] with f (x,u) =
−eu in the plane, and were later studied in the papers [15] and [19] with the general form
f (x,u) = −f (u) in N -dimensional domains. The more subtle blow-up rate estimates near the
boundary ∂Ω and uniqueness of positive solutions are the goal of more recent literature.
A particular example is the “logistic” equation
{−u = a(x)u − b(x)u1+r , x ∈ Ω,
u = ∞, x ∈ ∂Ω, (1.3)
where Ω ⊂ RN is a C2 bounded domain, r > 0, the weight functions a(x) is continuous on Ω¯
and b(x) is continuous and positive in Ω . This problem arises in popular dynamics, where the
equation
{−u = au − b(x)u1+r , x ∈ Ω0,
u = 0, x ∈ ∂Ω0
(1.4)
is discussed, here a ∈ R,Ω0 is a C2 bounded domain, the function b(x) is assumed to satisfy
b(x) > 0 in Ω ⊂ Ω¯ ⊂ Ω0 and b(x) = 0 in Ω0\Ω¯ . In this case, the papers [5,9,16] have proved
that the problem (1.3) determines the asymptotic profile of solutions to the problem (1.4) in the
domain Ω .
This kind of phenomenology has been studied recently for Lotka–Volterra systems of compet-
itive type in [7,8,17] and predator–prey type in [3]. A little effort has been directed to the study
of positive solutions to systems with singular boundary conditions as in (1.3), see for example,
[11–13].
In the paper [13], García-Melián and Suárez considered positive solutions to cooperative
Lotka–Volterra systems of the form
⎧⎨
⎩
−u = a1u − u2 + b1uv, x ∈ Ω,
−v = a2v − v2 + b2uv, x ∈ Ω, (1.5)
u = v = ∞, x ∈ ∂Ω,
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(i) if b1b2  1, the problem (1.5) has no positive solutions, while if b1b2 < 1, there exists at
least one positive solution. Moreover, all positive solutions (u, v) satisfy
lim
x→x0
d2(x)u(x) = 6(b1 + 1)
1 − b1b2 , limx→x0 d
2(x)v(x) = 6(b2 + 1)
1 − b1b2
uniformly for every x0 ∈ ∂Ω ;
(ii) assume that every positive solution (u, v) to the problem (1.5) satisfies
sup
Ω
(
u
v
)
sup
Ω
(
v
u
)
 1
b1b2
,
then the problem (1.5) has a unique positive solution.
In addition, they also treated the equations in (1.5) coupled with the boundary condition (IF),
and gave a nonexistence result of positive solutions.
The main purpose of the present paper is to investigate the influence of the parameters ai, bi, ci
(i = 1,2) and the exponents m,n,p,q on the existence, uniqueness and asymptotic behavior of
positive solutions to the system (1.1) under boundary conditions of three different types pre-
scribed as above.
Before stating our main results, we introduce a notation. Put
L := max
{
μ,
(
a2
c2
)1/q}
. (1.6)
In the following, except additional explanation, the function Um,0 is always denoted as the
unique positive solution to the problem (1.3) with a(x) = a1, b(x) = b1 and r = m, and Uq,0
always means the unique positive solution to the problem (1.3) with a(x) = a2, b(x) = c2 and
r = q . The existence and the uniqueness of Um,0 and Uq,0 are guaranteed by Lemma 1. The
constants Am,0 and Bm,0 are given by (2.3) corresponding to the solution Um,0, the constants
Aq,0 and Bq,0 are given by (2.3) corresponding to the solution Uq,0.
We now state our main results. The first three are related to the existence of positive solutions.
Theorem 1. The system (1.1) has a positive solution with the boundary condition (FF).
Theorem 2.
(a) If p < m and
c1
b1
<
Bmm,0
Ln‖Ω‖2 . (1.7)
Then the system (1.1) admits a positive solution with the boundary condition (IF), where
‖Ω‖ := maxx∈Ω d(x) and d(x) := dist(x, ∂Ω), the constant L is determined by (1.6);
(b) if p m, then the system (1.1) with the boundary condition (IF) has no positive solution.
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c1
b1
<
Bmm,0
Anq,0‖Ω‖2−2n/q
,
b2
c2
<
B
q
q,0
A
p
m,0‖Ω‖2−2p/m
. (1.8)
Then the system (1.1) has a positive solution with the boundary condition (II).
The next presents some conditions on the uniqueness of positive solutions for ai = 0, i = 1,2.
Theorem 4. Let ai = 0 for i = 1,2. Assume that p m and n q .
(i) If there exist some constants i > 0, i = 1,2, such that
b2c1
b1c2

m1 
q
2
λpμn
. (1.9)
Then for the system (1.1) with the boundary condition (FF), the positive solution (u, v)
satisfying (u, v) (1, 2) is unique, if such solution exists. Where (u, v) (1, 2) means
that u 1 and v  2;
(ii) if
b2c1
b1c2
<
qB˜mm,0
μnA
p
m,0‖Ω‖2−2p/m
(1.10)
for some constant  > 0. Then for the system (1.1) with the boundary condition (IF), the
positive solution (u, v) satisfying v   is unique, if such solution exists. Where the constant
B˜m,0 is determined by (3.16);
(iii) if there exist some constants 0 < δi < 1 (i = 1,2) such that
b2c1
b1c2

δm1 δ
q
2B
m
m,0B
q
q,0
A
p
m,0A
n
q,0‖Ω‖4−2p/m−2n/q
, (1.11)
then for the system (1.1) with the boundary condition (II), the positive solution (u, v) satis-
fying (u, v) (δ1Um,0, δ2Uq,0) is unique, if such solution exists.
Remark 1. We claim that if p m,n q , and
c1
b1

Bmm,0
2Anq,0‖Ω‖2−2n/q
,
b2
c2

B
q
q,0
2Apm,0‖Ω‖2−2p/m
, (1.12)
then the system (1.1) with the boundary condition (II) has a unique positive solution (u, v) satis-
fying (u, v) (δ1Um,0, δ2Uq,0), where
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n
q,0‖Ω‖2−2n/q
b1B
m
m,0
 δm1  1 −
c1A
n
q,0‖Ω‖2−2n/q
b1B
m
m,0
,
b2A
p
m,0‖Ω‖2−2m/p
c2B
q
q,0
 δq2  1 −
b2A
p
m,0‖Ω‖2−2m/p
c2B
q
q,0
.
Indeed, from the proof of Theorem 3 it is easy to see that the definitions of δi and the assumption
(1.12) guarantee the existence of positive solution (u, v) satisfying (u, v)  (δ1Um,0, δ2Uq,0),
and the uniqueness follows from Theorem 4(iii).
Theorem 5. Suppose that p < m. Let (u, v) be any positive solution to the system (1.1) with the
boundary condition (IF). Then for every x0 ∈ ∂Ω ,
lim
x→x0
dα(x)u(x) =
(
α(α + 1)
b1
)1/m
, lim
x→x0
d1+α(x)∇u(x) · ν(x0) = α
(
α(α + 1)
b1
)1/m
,
where ν(x0) is the exterior unit normal to ∂Ω at x0, and α = 2/m. If in addition m < 2p, then
lim
x→x0
d−τ (x)
(
μ − v(x))= μb2
τ(1 − τ)
(
α(α + 1)
b1
)p/m
,
lim
x→x0
d1−τ (x)∇v(x) · ν(x0) = μb21 − τ
(
α(α + 1)
b1
)p/m
,
where τ = 2 − αp. Particularly, v is never C1 up to ∂Ω .
Theorem 6. Assume that p < m and n < q . Let (u, v) be any positive solution to the system (1.1)
with the boundary condition (II). Then for every x0 ∈ ∂Ω ,
lim
x→x0
dα(x)u(x) =
(
α(α + 1)
b1
)1/m
, lim
x→x0
d1+α(x)∇u(x) · ν(x0) = α
(
α(α + 1)
b1
)1/m
,
lim
x→x0
dβ(x)v(x) =
(
β(β + 1)
c2
)1/q
, lim
x→x0
d1+β(x)∇v(x) · ν(x0) = β
(
β(β + 1)
c2
)1/q
,
where ν(x0) is defined as in Theorem 5, α = 2/m,β = 2/q .
2. Preliminaries
The main results of this paper are established by applying the method of sub- and super-
solutions and by making use of some results on a single equation with singular boundary
conditions.
2.1. Some results on a single equation with singular boundary conditions
To understand our problem more clearly, we consider the problem (1.3) and cite some results
from the paper [6].
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(H1) C∗1d−γ (x) b(x) C∗2d−γ (x), ∀x ∈ Ω.
Then the problem (1.3) has a unique positive solution Ur,γ (x) ∈ C2(Ω). Furthermore, any posi-
tive solution Ur,γ (x) to the problem (1.3) satisfies
C1d
−ϑ(x)Ur,γ (x) C2d−ϑ(x), x ∈ Ω, (2.1)
where ϑ = (2 − γ )/r , C1 and C2 are positive constants independent of Ur,γ .
Remark 2. The above assertion on existence and uniqueness of positive solutions to the problem
(1.3) is also valid for unbounded domains, as long as we have estimates like (2.1) for all positive
solutions.
To discuss the boundary behavior of positive solutions to the problem (1.3), the following
lemma is needed.
Lemma 2. [12] Let u ∈ C2(D) satisfies u Cx−γ1 u1+r (respectively u Cx−γ1 u1+r ) in D,
together with uKx−ϑ1 (respectively, uKx−ϑ1 ), where D := {x ∈RN | x1 > 0},K and C are
positive constants and ϑ = (2 − γ )/r . Then
u
(
ϑ(ϑ + 1)
C
)1/r
x−ϑ1
(
respectively, u
(
ϑ(ϑ + 1)
C
)1/r
x−ϑ1
)
in D.
Lemma 3. Let ∂Ω ∈ C2,μ for some 0 < μ < 1. Assume that a(x) ∈ Cμ(Ω¯) and b(x) ∈ Cμ(Ω)
satisfies the condition (H1). Then the problem (1.3) has no positive solutions if γ  2, and it
has a unique positive solution Ur,γ (x) ∈ C2,μ(Ω) when 0  γ < 2. Moreover, there exist two
positive constants C1 and C2 independent of Ur,γ , such that
C1d
−ϑ(x)Ur,γ (x) C2d−ϑ(x), x ∈ Ω,
where ϑ = (2 − γ )/r . If in addition, the function b(x) satisfies the following condition:
(H2) there exists a bounded and positive function C0 defined on ∂Ω , such that for every
x0 ∈ ∂Ω ,
lim
x→x0
dγ (x)b(x) = C0(x0).
Then
lim
x→x0
dϑ(x)Ur,γ (x) =
(
ϑ(ϑ + 1)
C0(x0)
)1/r
,
lim
x→x0
d1+ϑ(x)∇Ur,γ (x) · ν(x0) = ϑ
(
ϑ(ϑ + 1)
C0(x0)
)1/r
,
lim
x→x d
2+ϑ(x)Hess(Ur,γ )
[
ν(x0), ν(x0)
]= ϑ(ϑ + 1)(ϑ(ϑ + 1))1/r (2.2)
0 C0(x0)
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normal to ∂Ω .
Proof. From Lemma 1, it is not difficult to see that to prove this lemma, we only need to establish
the estimate (2.2). Let x0 ∈ ∂Ω and {xk} ⊂ Ω such that xk → x0. Choose an open neighborhood
U of x0 such that ∂Ω admits C2,μ local coordinates ξ :U → RN , and x ∈ U ∩ Ω if and only if
ξ1(x) > 0 (ξ = (ξ1, ξ2, . . . , ξN )). We can moreover assume ξ(x0) = 0. Set Ur,γ (x) = u¯(ξ(x)),
then u¯ satisfies the equation
−
N∑
i,j=1
aij (ξ)
∂2u¯
∂ξi∂ξj
−
N∑
i=1
bi(ξ)
∂u¯
∂ξi
= a¯(ξ)u¯ − b¯(ξ)u¯1+r in ξ(U ∩ Ω),
where a¯(ξ(x)) = a(x), b¯(ξ(x)) = b(x), aij , bi are (at least) Cμ, and aij (0) = δij . Denote by ηk ,
the projections onto ξ(U ∩ ∂Ω) of ξ(xk), and introduce the function
uk(y) = dϑk u¯(ηk + dky),
where dk = d(ξ(xk)). Notice that ξ(xk) = ηk + dk(1,0, . . . ,0). The function uk satisfies the
equation
−
N∑
i,j=1
aij (ηk + dky) ∂
2uk
∂yi∂yj
− dk
N∑
i=1
bi(ηk + dky)∂uk
∂yi
= d2k a¯(ηk + dky)uk − b¯(ηk + dky)dγk u1+rk .
On the other hand, the estimate (2.1) implies that, for y in compact subsets Σ of D := {y ∈
R
N | y1 > 0}, there exists k0 = k0(Σ) such that C1y−ϑ1  uk(y)  C2y−ϑ1 for k  k0, here C1
and C2 are positive constants independently of Σ . These estimates, together with the equation, a
bootstrap argument and a diagonal procedure, allow us to obtain a subsequence (still denoted by
{uk}) such that uk → u0 in C2loc(D). In particular, we deduce that{
u0 = C0(x0)y−γ1 u1+r0 , y ∈ D,
C1y
−ϑ
1  u0(y)C2y
−ϑ
1 , y ∈ D.
Thanks to Lemma 2 and Remark 2, we find that this problem has a unique positive solution,
which can be checked to be
u0(y) =
(
ϑ(ϑ + 1)
C0(x0)
)1/r
y−ϑ1 .
Thus, taking y = (1,0, . . . ,0), we arrive at
dϑk Ur,γ (xk) −→
(
ϑ(ϑ + 1)
C0(x0)
)1/r
, d1+ϑk
∂Ur,γ
∂ξ1
(xk) −→ −ϑ
(
ϑ(ϑ + 1)
C0(x0)
)1/r
,
d2+ϑk
∂2Ur,γ
∂ξ2
(xk) −→ ϑ(ϑ + 1)
(
ϑ(ϑ + 1)
C (x )
)1/r
,1 0 0
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Finally, note that if a(x), b(x) ∈ Cj,μ(Ω) and ∂Ω ∈ Cj+2,μ for some j ∈ N, we may obtain
uk → u0 in Cj+2loc (Ω), so we can establish estimates for the derivations up to the order j +2. 
Define
Ar,γ = sup
x∈Ω
dϑ(x)Ur,γ (x), Br,γ = inf
x∈Ω d
ϑ(x)Ur,γ (x), (2.3)
then Lemma 3 shows that Ar,γ and Br,γ are finite and positive. For the purpose of global esti-
mates in Section 3.3, it is necessary to analyze them in more detail for varying γ . To this aim,
we quote a comparison result.
Lemma 4. Assume that b(x) ∈ C(Ω) satisfies the condition (H1) with 0 γ < 2. Let u ∈ C2(Ω)
satisfies −u  a(x)u − Cb(x)u1+r in Ω for some positive constant C, and u = ∞ on
∂Ω . Then u(x)  C−1/rUr,γ (x). Similarly, if −u  a(x)u − Cb(x)u1+r in Ω , then u(x) 
C−1/rUr,γ (x), regardless of the value of u on the boundary ∂Ω .
Proof. By the comparison principle [4,18], it is not difficult to prove the above assertions, since
the uniqueness of the positive solution to the problem (1.3) is guaranteed by Lemma 3. 
Lemma 5. The quantities Ar,γ and Br,γ are bounded and bounded away from zero when γ is
bounded and bounded away from 2. If further there exists a constant C > 0 such that a(x) Cϑ
for all x ∈ Ω , then
lim
γ→2−
Ar,γ = lim
γ→2−
Br,γ = 0,
in particular, Ur,γ (x) → 0 uniformly on compact subsets of Ω when γ → 2−.
Proof. We proceed our discussion as in [12], and we claim that (supΩ d(x))−γ /rUr,γ is a de-
creasing function of γ for 0 γ < 2. Just observe that if σ > γ , then Ur,γ satisfies
−Ur,γ = a(x)Ur,γ − b(x)U1+rr,γ = a(x)Ur,γ − b(x)dγ−σ (x)dσ−γ (x)U1+rr,γ
 a(x)Ur,γ −
(
sup
Ω
d(x)
)σ−γ (
b(x)dγ−σ (x)
)
U1+rr,γ .
Hence, by Lemma 4 we find that Ur,γ  (supΩ d(x))
γ−σ
r Ur,σ , and the claim follows. Particularly,
if σ1 < γ < σ2 < 2, then
Ar,σ2 Ar,γ Ar,σ1 .
A similar calculation for Br,γ shows that the first part of this lemma is valid.
To verify the second part, it suffices to illustrate that limγ→2− Ar,γ = 0. Let Wγ = dϑ(x)Ur,γ
with ϑ = (2 − γ )/r → 0 as γ → 2−. Then Wγ is continuous on Ω¯ , and we can assert that there
exists xγ ∈ Ω¯ such that Wγ (xγ ) = Ar,γ . There are two possibilities: if xγ ∈ ∂Ω , then Ar,γ =
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Wγ (xγ ) 0. It is easy to see that W = Wγ satisfies
d2(x)W − 2ϑd(x)∇d(x)∇W + ϑ(ϑ + 1)∣∣∇d(x)∣∣2W − ϑd(x)Wd(x)
= b(x)dϑ+2(x)U1+rr,γ − a(x)d2(x)W = b(x)dγ (x)W 1+r − a(x)d2(x)W
 C∗1W 1+r − Cϑd2(x)W.
Setting x = xγ , we find that C∗1Arr,γ  ϑ(ϑ + 1)|∇d(xγ )|2 + Cϑd2(xγ ) − ϑd(xγ )d(xγ ) =
O(ϑ) as ϑ → 0+. Therefore, in either case we obtain that Ar,γ → 0 as γ → 2−. 
2.2. Sub- and super-solutions
This subsection collects some results about the method of sub- and super-solution for the
system (1.1).
Definition 1. (u, v) ∈ (C2(Ω))2 is called a sub-solution to the system (1.1), provided that −u
u(a1 − b1um − c1vn) and −v  v(a2 − b2up − c2vq) in Ω . As always, a super-solution (u¯, v¯)
is defined by revising these inequalities. In addition, all sub- and super-solution are assumed to
be nonnegative, since the exponents m,n,p and q need not be integers.
We begin with the case of finite boundary conditions for the system (1.1), that is, u = f (x)
and v = g(x) on ∂Ω , where f and g are continuous and positive functions defined on ∂Ω . Since
this case is rather standard, we omit the proof, please refer to [20] for more details.
Proposition 1. Let (u, v) be a sub-solution and (u¯, v¯) be a super-solution to the system (1.1) with
u f (x) u¯, v  g(x) v¯ on ∂Ω and u u¯, v  v¯ in Ω . Then the system (1.1) has at least a
solution (u, v) satisfying u u u¯, v  v  v¯ in Ω .
We now come to the case of the infinite boundary condition (II). The next result is a conse-
quence of Proposition 1, with the procedure used in [10].
Proposition 2. Let (u, v) be a sub-solution and (u¯, v¯) be a super-solution to the system (1.1) with
u = u¯ = v = v¯ = ∞ on ∂Ω and u u¯, v  v¯ in Ω . Then the system (1.1) has at least a solution
(u, v) satisfying u u u¯, v  v  v¯ in Ω . In particular, u = v = ∞ on ∂Ω .
Proof. Let δ > 0 and Ωδ := {x ∈ Ω | dist(x, ∂Ω) > δ}. Consider the problem
⎧⎨
⎩
−u = u(a1 − b1um − c1vn), x ∈ Ωδ,
−v = v(a2 − b2up − c2vq), x ∈ Ωδ,
u = u, v = v, x ∈ ∂Ωδ.
Then by Proposition 1, there exists a solution (uδ, vδ) such that u uδ  u¯, v  vδ  v¯ in Ωδ .
This in turn gives bounds for uδ and vδ , and it is standard to conclude the existence of a sequence
δk → 0 such that uδk → u, vδk → v uniformly in C2loc(Ω). It follows that (u, v) is a solution to
the system (1.1) satisfying u u u¯, v  v  v¯ in Ω and u = v = ∞ on ∂Ω . 
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that in this situation, unlike the previous case, an estimate on the behavior of the super-solution
near ∂Ω is essential. The existence proof will be based on a “nonlinear version” of the method
of sub- and super-solutions, and be guaranteed by the following result from [14].
Proposition 3. [14] Let Ω ⊂ RN be a C2 bounded domain, and u ∈ C2(Ω) a solution to the
problem u = f in Ω with u = 0 on ∂Ω , where f ∈ C(Ω) is such that supΩ dγ (x)|f (x)| < ∞
for some 1 < γ < 2. Then there exists a positive constant C depending only upon Ω and γ such
that
sup
Ω
dγ−2(x)
∣∣u(x)∣∣ C sup
Ω
dγ (x)
∣∣f (x)∣∣.
Remark 3. Note that if supΩ dγ (x)|f (x)| < ∞, one also have supΩ dγ ∗(x)|f (x)| < ∞ for
γ ∗ > γ . And thus, when 0 γ  1, Proposition 3 is still valid for γ ∗ with 1 < γ ∗ < 2, however,
the estimate obtained now is |u(x)|Cd2−γ ∗(x) for x ∈ Ω .
Proposition 4. Assume that (u, v) is a sub-solution and (u¯, v¯) is a super-solution to the system
(1.1) with u = u¯ = ∞, v  μ  v¯ on ∂Ω and u
¯
 u¯, v  v¯ in Ω . Suppose moreover that u¯ 
Cd−γ (x) for some positive constant C and γ < 2/p. Then the system (1.1) has at least a solution
(u, v) with u u u¯, v  v  v¯ in Ω and u = ∞, v = μ on ∂Ω .
Proof. Since v is a bounded and positive function in Ω¯ , it follows that the problem
{−u = u(a1 − b1um − c1vn), x ∈ Ω,
u = ∞, x ∈ ∂Ω
has a unique positive solution, denoted by u1. Moreover, −u u(a1 − b1um − c1vn) in Ω , so
by the comparison principle [4,18], u u1. Likewise,
−u¯ u¯(a1 − b1u¯m − c1v¯n) u¯(a1 − b1u¯m − c1vn), x ∈ Ω,
and so, u¯ u1. We now define v1 as the unique positive solution to{−v = v(a2 − b2up1 − c2vq), x ∈ Ω,
v = μ, x ∈ ∂Ω, (2.4)
since 0 < up1  Cd−γp(x) in Ω with γp < 2. It is not hard to see that v  v1  v¯ in Ω .
We continue this procedure and define u2 as the unique positive solution to{−u = u(a1 − b1um − c1vn1 ), x ∈ Ω,
u = ∞, x ∈ ∂Ω. (2.5)
Then it follows as before that u u2  u¯ in Ω . In addition,
−u1 = u1
(
a1 − b1um1 − c1vn
)
 u1
(
a1 − b1um1 − c1vn1
)
,
and thus, u1  u2.
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u1 by uk , and uk as the unique positive solution to the problem (2.5) replacing v1 by vk−1. In
this way, we obtain two sequences {uk} and {vk}, such that uk is increasing, vk is decreasing,
u  uk  u¯ and v  vk  v¯ in Ω . It is standard to conclude that there exists a subsequence
(labelled again by {uk} and {vk}) such that uk → u and vk → v in C2loc(Ω), where (u, v) is a
solution to the system (1.1) with u u u¯, v  v  v¯ in Ω . As a consequence, u = ∞ on ∂Ω .
We now apply Proposition 3 and Remark 3 to illustrate that v = μ on ∂Ω . Set wk = μ − vk ,
then wk = −vk = vk(a1 − b2upk − c2vqk ) in Ω , and wk = 0 on ∂Ω . Since upk  Cd−γp(x)
in Ω with 0  γp < 2 and vk is uniformly bounded, Proposition 3 and Remark 3 imply that
|wk| C′dδ(x) for some 0 < δ  2 − γp. This inequality also holds for w = μ − v, and hence
w = 0 on ∂Ω . That is, v = μ on ∂Ω . 
Remark 4.
(1) Proposition 4 continues to be valid if a more general boundary condition v = μ(x), with
μ(x) continuous and positive on ∂Ω , is posed. Indeed, we only have to notice that if z is the
unique harmonic such that z = μ(x) on ∂Ω , and we set w = z − v, then it follows as above
that w = 0 on ∂Ω , and thus v = μ(x) on ∂Ω .
(2) Proposition 4 (respectively, Proposition 3) does not hold if the condition γ < 2/p (respec-
tively, γ < 2) is violated.
3. Proof of theorems
Based on the above results and the method of sub- and super-solutions, we now can establish
the main results of the present paper.
3.1. Proof of Theorems 1–3
This subsection discusses the existence of positive solutions to the system (1.1).
Proof of Theorem 1. Take (u¯, v¯) = (M,0) and (u, v) = (0,M) as super- and sub-solution, re-
spectively, where
M max
{
λ,μ,
(
a1
b1
)1/m
,
(
a2
c2
)1/q}
.
Then, Proposition 1 asserts the existence of a positive solution. 
Proof of Theorem 2(a). Construct a sub-solution of the form (u, v) = (εUm,0,L), where the
constant L is introduced by (1.6) and Um,0 is the unique positive solution to the problem (1.3)
with a(x) = a1, b(x) = b1 and r = m. By the definition of sub-solution, (u, v) is a sub-solution
to the system (1.1), if
(
1 − εm)b1Umm,0  c1Ln. (3.1)
In view of (1.6) and (2.3), from Lemma 5 it follows that (3.1) holds provided that
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1 − εm)b1Bmm,0  c1Ln‖Ω‖2. (3.2)
The existence of such ε satisfying (3.2) is guaranteed by the assumption (1.7).
On the other hand, it is not difficult to check that (u¯, v¯) = (Um,0,0) is a super-solution.
Since Um,0  Am,0d−2/m(x) in Ω and p < m, Proposition 4 shows that there exists a posi-
tive solution (u, v) to the system (1.1) with u = ∞ and v = μ on ∂Ω . Therefore, we complete
Theorem 2(a). 
Proof of Theorem 3. We look for an ordered sub- and super-solution of the form (u, v) =
(ε1Um,0,Uq,0), (u¯, v¯) = (Um,0, ε2Uq,0), where Um,0 is defined as above, and Uq,0 is the unique
positive solution to the problem (1.3) with a(x) = a2, b(x) = c2 and r = q , the constants 0 <
ε1, ε2 < 1 are to be determined. A direct calculation gives
−u = a1u− b1ε−m1 u1+m, −v = a2v − c2v1+q  v
(
a2 − b2up − c2vq
)
,
−v¯ = a2v¯ − c2ε−q2 v¯1+q, −u¯ = a1u¯− b1u¯1+m  u¯
(
a1 − b1u¯m − c1v¯n
)
.
Therefore, (u, v) and (u¯, v¯) are the ordered sub- and super-solution, if
(
1 − εm1
)
b1U
m
m,0  c1Unq,0, c2
(
1 − εq2
)
U
q
q,0  b2U
p
m,0. (3.3)
By virtue of (2.3) and Lemma 5, (3.3) holds if
(
1 − εm1
)
b1B
m
m,0d
−2(x) c1Anq,0d−2n/q(x),
c2
(
1 − εq2
)
B
q
q,0d
−2(x) b2Apm,0d
−2p/m(x). (3.4)
Note that n q and p m, the assumption (1.8) shows that (3.4) is valid. As a result, we arrive
at the conclusion of Theorem 3. 
We now focus on the nonexistence of the positive solution (u, v) to the system (1.1) subject
to the boundary condition (IF) with p m.
Proof of Theorem 2(b). Note that u satisfies
{−u = u(a1 − b1um − c1vn), x ∈ Ω,
u = ∞, x ∈ ∂Ω,
where vn is bounded and bounded away form zero. Then, by Lemma 3 we know that u ∼
Cd−2/m(x) as d(x) → 0+. Going along with the ideas of Theorem 7 in [2], we will illustrate
that this gives rise to a contradiction with v = μ on ∂Ω when p m.
As a matter of fact, fix x0 ∈ ∂Ω . In a small neighborhood of x0 (relative to Ω), we see that
for ε > 0 small, K > 0 and γ = 2p/m 2, there holds:
v(x) μ + ε, up(x)Kd−γ (x).
Choose an arbitrary sequence {xk} ⊂ Ω with xk → x0. Then B(xk, dk) ⊂ Ω , where dk = d(xk).
Since d(x) 2dk in B(xk, dk), it follows that, for all large k,
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v  μ + ε, x ∈ ∂B(xk, dk),
(3.5)
where c = infΩ v. Denoting vk(x) = v(xk + dkx) we find that
{−vk −2−γ−1Kb2cd2−γk , x ∈ B(0,1),
vk  μ + ε, x ∈ ∂B(0,1).
(3.6)
Let ϕ be the unique solution ϕ = 1 in B(0,1) with ϕ = 0 on ∂B(0,1) (observe that ϕ < 0 in
B(0,1)). The maximum principle asserts that vk  μ + ε + 2−γ−1Kb2cd2−γk ϕ in B(0,1), and
we infer that
v(xk) = vk(0) μ + ε + 2−γ−1Kb2cd2−γk ϕ(0). (3.7)
If γ > 2, then limk→∞ v(xk) = −∞, which is impossible. If γ = 2, letting k → ∞ and then
ε → 0, we have μ μ + 2−γ−1Kb2cϕ(0) which is also impossible, since ϕ(0) < 0. Therefore,
we conclude Theorem 2(b). 
3.2. Proof of Theorem 4
In this subsection, we study the uniqueness of positive solution to the system (1.1) for ai = 0
(i = 1,2). According to the boundary conditions, we prove the assertions of Theorem 4 in three
cases separately.
Proof of Theorem 4(i). Let (u1, v1) and (u2, v2) be two positive solutions to the system (1.1)
satisfying (ui, vi)  (1, 2) in Ω¯ and ui = λ, vi = μ for x ∈ ∂Ω . Set w = u1/u2 and assume
k := supΩ w > 1. Then, since w = 1 on ∂Ω , there exists x0 ∈ Ω such that w(x0) = k, and hence
∇w(x0) = 0,w(x0) 0. In particular, u2u1 − u1u2  0 at x0. It follows that
vn2 (x0) vn1 (x0) +
b1
c1
(
1 − k−m)um1 (x0) = (1 + θ)vn1 (x0),
where
θ = b1(1 − k
−m)um1 (x0)
c1v
n
1 (x0)
. (3.8)
Namely,
v2(x0) (1 + θ)1/nv1(x0). (3.9)
We claim that v2 < (1 + θ)1/qv1 in Ω . It is easy to see that if v2  (1 + θ)1/qv1 holds in Ω ,
then the assertion that v2 < (1 + θ)1/qv1 for all x ∈ Ω follows immediately from the strong
maximum principle. So, the major work for us is to demonstrate that v2  (1 + θ)1/qv1 in Ω .
Suppose on the contrary that Ω0 := {v2 > (1 + θ)1/qv1} is nonempty. From θ > 0 and v1/v2 = 1
on ∂Ω it follows that ∂Ω0 ⊂ Ω , and so, v2 = (1 + θ)1/qv1 on ∂Ω0. Set
z = v2 − (1 + θ)1/qv1,
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−z = v2
(−b2up2 − c2vq2 )− (1 + θ)1/qv1(−b2up1 − c2vq1 )
= −b2up2 v2 + (1 + θ)1/qb2up1 v1 − c2
[
z + (1 + θ)1/qv1
]1+q + c2(1 + θ)1/qv1+q1
−(1 + θ)1/qb2k−pup1 v1 + (1 + θ)1/qb2up1 v1 − c2z1+q
− c2(1 + θ)(1+q)/qv1+q1 + c2(1 + θ)1/qv1+q1
= b2
(
1 − k−p)(1 + θ)1/qup1 v1 − c2z1+q − c2θ(1 + θ)1/qv1+q1
= −c2z1+q + (1 + θ)1/qv1
[
b2
(
1 − k−p)up1 − c2θvq1 ], x ∈ Ω0. (3.10)
We next illustrate the last term of (3.10) is nonpositive. First by the comparison principle it is
easy to see that for every positive solution (u, v) to the system (1.1) with the boundary condition
(FF) and ai = 0 (i = 1,2),
u λ, v  μ. (3.11)
Recalling the definition of θ and the fact that (ui, vi) (1, 2), by (1.9) and (3.11) we deduce
b2
(
1 − k−p)up1 − c2θvq1  c2(1 − k−m)um1 (x0)
(
b2u
p
1
c2u
m
1 (x0)
− b1v
q
1
c1v
n
1 (x0)
)
 c2
(
1 − k−m)um1 (x0)
(
b2λp
c2
m
1
− b1
q
2
c1μn
)
 0. (3.12)
As a consequence, joining (3.10) with (3.12), it yields
{−z−c2z1+q, x ∈ Ω0,
z = 0, x ∈ ∂Ω0.
(3.13)
Then the comparison principle assets that
z 0, i.e., v2  (1 + θ)1/qv1, ∀x ∈ Ω0,
which is impossible. Hence, v2  (1 + θ)1/qv1 in Ω , and by the strong maximum principle it
follows that v2 < (1 + θ)1/qv1 in Ω .
Combining the above two assertions we obtain (1+θ)1/nv1(x0) v2(x0) < (1+θ)1/qv1(x0),
that is, (1 + θ)1/n−1/q < 1. If n = q , this is a contradiction. If n < q , we have θ < 0, and this
is also a contradiction. To summarize, we conclude that k  1, namely, u1  u2. The symmetric
arguments show that u1 = u2, and by making use of the equations of u1 and u2, we infer that
v1 = v2. Therefore, we complete Theorem 4(i). 
We now turn to the system (1.1) with the boundary condition (IF). Let U˜m,0(x) be the unique
positive solution to the problem
{−w = w(−b1wm − c1μn), x ∈ Ω, (3.14)
w = ∞, x ∈ ∂Ω,
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Lemma 1. Then by the comparison principle, noticing that this time a1 = a2 = 0 in the system
(1.1), we obtain
U˜m,0(x) u(x)Um,0(x), ∀x ∈ Ω, (3.15)
where Um,0 is the unique positive solution to the problem (1.3) with a(x) = a1 = 0, b(x) = b1
and r = m.
Put
B˜m,0 = inf
Ω
dα(x)U˜m,0(x), (3.16)
where α = 2/m. Applying the arguments of Um,0(x) to U˜m,0(x), we know that B˜m,0 is bounded
and bounded away form 0.
Proof of Theorem 4(ii). Let (u1, v1) and (u2, v2) be two positive solutions to the system (1.1)
satisfying vi   in Ω¯ and ui = ∞, vi = μ on ∂Ω . Then by (3.15),
U˜m,0(x) ui(x)Um,0(x), vi(x) μ, x ∈ Ω, i = 1,2. (3.17)
We now adopt the ideas similar as in the proof of Theorem 4(i). Note that in this time, the fact
that p m,n q combined with the assumption (1.10) and (3.17), shows that
b2
(
1 − k−p)up1 − c2θvq1  c2(1 − k−m)um1 (x0)
(
b2u
p
1
c2u
m
1 (x0)
− b1v
q
1
c1v
n
1 (x0)
)
 c2
(
1 − k−m)um1 (x0)
(
b2A
p
m,0‖Ω‖2−2p/m
c2B˜
m
m,0
− b1
q
c1μn
)
 0.
Therefore, by applying the arguments as in the proof of Theorem 4(i), we arrive at the desired
conclusion. 
Next, we pay attention to the problem (1.1) with the boundary condition (II).
Proof of Theorem 4(iii). The proof is also similar as that of Theorem 4(i). Notice that in this
time, if (u1, v1) and (u2, v2) are two positive solutions to the system (1.1) satisfying (ui, vi)
(δ1Um,0, δ2Uq,0) in Ω and ui = vi = ∞ on ∂Ω , then by the comparison principle it is easy to
see that
ui(x)Um,0(x), vi(x)Uq,0(x), x ∈ Ω, i = 1,2.
And thus, the fact that p m,n q , in conjunction with the assumption (1.11), assets that
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(
1 − k−p)up1 − c2θvq1  c2(1 − k−m)um1 (x0)
(
b2u
p
1
c2u
m
1 (x0)
− b1v
q
1
c1v
n
1 (x0)
)
 c2
(
1 − k−m)um1 (x0)
(
b2A
p
m,0‖Ω‖2−2p/m
c2δ
m
1 B
m
m,0
− b1δ
q
2B
q
q,0
c1A
n
q,0‖Ω‖2−2n/q
)
 0.
Therefore, the arguments in the proof of Theorem 4(i) enable us to draw the desired conclu-
sion. 
3.3. Proof of Theorems 5–6
This subsection deals with the asymptotic behavior of positive solutions to the system (1.1)
either with the boundary condition (IF) or with the boundary condition (II).
Proof of Theorem 5. Assume that p < m and let (u, v) be any positive solution to the system
(1.1) with the boundary condition (IF). Since v is bounded in Ω¯ , v = μ on ∂Ω and u is the
positive solution to
{−u = u(a1 − b1um − c1vm), x ∈ Ω,
u = ∞, x ∈ ∂Ω,
it follows from Lemma 3 that for every x0 ∈ ∂Ω ,
lim
x→x0
dα(x)u(x) =
(
α(α + 1)
b1
)1/m
,
lim
x→x0
d1+α(x)∇u · ν(x0) = α
(
α(α + 1)
b1
)1/m
, (3.18)
where α = 2/m.
To infer the corresponding limits for v, we notice that by the comparison principle v  L with
the constant L defined by (1.6). Set w = μ − v, then w satisfied
{
w = v(a2 − b2up − c2vq), x ∈ Ω,
w = 0, x ∈ ∂Ω.
Hence, when p < m < 2p, Proposition 3 and Remark 3 imply the existence of a positive con-
stant K such that |w(x)|Kdτ (x), where 0 < τ = 2 − αp < 1 and α is given as above.
Taking an arbitrary point x0 ∈ ∂Ω and a sequence {xk} ⊂ Ω with xk → x0. Choose an open
neighborhood U of x0 such that ∂Ω admits C2,η local coordinates ξ :U → RN , and x ∈ U ∩ Ω
if and only if ξ1(x) > 0 (ξ = (ξ1, ξ2, . . . , ξN )). Also, assume ξ(x0) = 0. Introduce the functions
uk(y) = dαk u¯(tk + dky), wk(y) = d−τk w¯(tk + dky),
where dk = d(ξ(xk)), tk are the projections of ξ(xk) to ξ(U ∩ ∂Ω) and u¯(ξ(x)) = u(x),
w¯(ξ(x)) = w(x). Then the functions (uk,wk) satisfy for y ∈ D,
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⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
−∑Ni,j=1 aij (tk + dky) ∂2uk∂yi∂yj − dk∑Ni=1 bi(tk + dky) ∂uk∂yi
= uk[a1d2k − b1umk − c1d2k (μ − dτk wk)n],∑N
i,j=1 aij (tk + dky) ∂
2wk
∂yi∂yj
+ dk∑Ni=1 bi(tk + dky) ∂wk∂yi
= d2−τk (μ − dτk wk)[a2 − b2d−αpk upk − c2(μ − dτk wk)q ],
where D := {y ∈ RN | y1 > 0}, and
aij (ξ) =
N∑
=1
∂ξi
∂x
∂ξj
∂x
, bi(ξ) = ξi, 1 i, j N.
Since Ay−α1  uk(y) By
−α
1 and −Byτ1 wk  Byτ1 for some positive constants A and B , we
obtain that (passing to a subsequence) uk → u0,wk → w0 in C2loc(D), and (u0,w0) satisfies
−u0 = −b1u1+m0 , w0 = −μb2up0 , x ∈ D,
and Ay−α1  u0(y) By
−α
1 , −Byτ1 w0(y) Byτ1 in D. Then Lemma 2 readily asserts that
u0 =
(
α(α + 1)
b1
)1/m
y−α1 ,
and thus, w0 = −μb2Cp0 y−αp1 with C0 = (α(α + 1)/b1)1/m. Let
z = w0 − μb2C
p
0
τ(1 − τ)y
τ
1 ,
then z = 0 in D and |z|Kyτ1 for some positive constant K . Observe that z = 0 on ∂D, and
hence we can extend z by reflection to a harmonic function in RN such that |z|K|y1|τ . Since
τ < 1, the interior derivatives for harmonic functions imply that z is constant and hence z ≡ 0.
In conclusion,
w0 = μb2C
p
0
τ(1 − τ)y
τ
1 .
Therefore, by taking y = e1 = (1,0, . . . ,0) and noticing that ∇z ≡ 0, we have, for every x0 ∈
∂Ω ,
lim
x→x0
d−τ (x)
(
μ − v(x))= μb2
τ(1 − τ)
(
α(α + 1)
b1
)p/m
,
lim
x→x0
d1−τ (x)∇v(x) · ν(x0) = μb21 − τ
(
α(α + 1)
b1
)p/m
.
Therefore, Theorem 5 is finished. 
To prove Theorem 6, we need to know global estimates for positive solutions to the system
(1.1) with the boundary condition (II).
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Ad−α(x) u(x) Bd−α(x), Ad−β(x) v(x) Bd−β(x), x ∈ Ω, (3.19)
where α and β are defined by Theorem 6.
Proof. We assume without loss of generality that u,v  1 for all x ∈ Ω¯ . Since (u, v) are
positive solution to the system (1.1) with the boundary condition (II), it follows that −u 
a1u − b1u1+m and −v  a2v − c2v1+q in Ω , and hence, Lemma 4 guarantees that u Um,0,
v Uq,0 in Ω , where the function Um,0 is the unique positive solution to the problem (1.3) with
a(x) = a1, b(x) = b1 and r = m, and Uq,0 is the unique positive solution to the problem (1.3)
with a(x) = a2, b(x) = c2 and r = q . Hence,
u(x)Am,0d−α(x), v(x)Aq,0d−β(x), x ∈ Ω. (3.20)
Inserting the second inequality of (3.20) into the first equation of (1.1),
−u u(a1 − b1um − c1Anq,0d−nβ(x)), x ∈ Ω. (3.21)
Since the first inequality of (3.20) and nβ < 2 = mα shows that
um = unβα um− nβα A
nβ
α
m,0d
−nβ(x)u
2−nβ
α , x ∈ Ω,
combining the above with (3.21) and u,v  1 for all x ∈ Ω¯ , it can be deduced that
−u u(a1 − b1Anβαm,0d−nβ(x)u 2−nβα − c1Anq,0d−nβ(x))
 u
(
a1 − A∗b1d−nβ(x)u 2−nβα
)
, x ∈ Ω, (3.22)
with
A∗ = 2 max
{
1,A
nβ
α
m,0, c1b
−1
1 A
n
q,0
}
.
Then by Lemma 4 and (3.22),
u(x)A∗−
α
2−nβ B 2−nβ
α
,nβ
d−α(x), x ∈ Ω, (3.23)
where B 2−nβ
α
,nβ
= infΩ U 2−nβ
α
,nβ
(x)dα(x) and the function U 2−nβ
α
,nβ
(x) is the unique positive
solution to the following problem
−u = u(a1 − b1d−nβ(x)u 2−nβα ), x ∈ Ω; u = ∞, x ∈ ∂Ω,
the existence and the uniqueness of the positive solution U 2−nβ
α
,nβ
(x) are guaranteed by
Lemma 1, since nβ = 2n/q < 2. In addition, we may think without loss of generality that
A∗−
α
2−nβ B 2−nβ  Am,0. If not, one can take A∗ so large that this relation holds. Furthermore,α
,nβ
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with such A∗.
Similarly, one can infer that
v(x) B
− β2−αp∗ B 2−αp
β
,αp
d−β(x), x ∈ Ω, (3.24)
with
B∗ = 2 max
{
1,A
αp
β
q,0, b2c
−1
2 A
p
m,0
}
,
where B 2−αp
β
,αp
= infΩ U 2−αp
β
,αp
(x)dβ(x) and the function U 2−αp
β
,αp
(x) is the unique positive
solution to the following problem
−v = v(a2 − c2d−αp(x)v 2−αpβ ), x ∈ Ω; v = ∞, x ∈ ∂Ω.
Here, we remark again that the fact αp = 2p/m < 2 and Lemma 1 asset the existence and the
uniqueness of such positive solution U 2−αp
β
,αp
(x).
Therefore, in view of (3.20) and (3.23)–(3.24), we have proved that
Ad−α(x) u(x) Bd−α(x), Ad−β(x) v(x) Bd−β(x), x ∈ Ω,
for some positive constants A and B . 
Proof of Theorem 6. Assume p < m and n < q and let (u, v) be any positive solution to the
system (1.1) with the boundary condition (II), i.e., u = v = ∞ on ∂Ω . Take any arbitrary point
x0 ∈ ∂Ω and a sequence {xk} with xk → x0. We straighten the boundary as in the proof of
Theorem 5 with a local change of coordinate ξ , and define functions
uk(y) = dαk u¯(tk + dky), vk(y) = dβk v¯(tk + dky),
where dk = d(ξ(xk)), tk are the projections of ξ(xk) to ξ(U ∩ ∂Ω) and u¯(ξ(x)) = u(x),
v¯(ξ(x)) = w(x). Then the functions (uk, vk) satisfies, for y ∈ D,
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
−∑Ni,j=1 aij (tk + dky) ∂2uk∂yi∂yj − dk∑Ni=1 bi(tk + dky) ∂uk∂yi
= uk(a1d2k − b1umk − c1d2−nβk vnk ),
−∑Ni,j=1 aij (tk + dky) ∂2vk∂yi∂yj − dk∑Ni=1 bi(tk + dky) ∂vk∂yi
= vk(a2d2k − b2d2−αpk upk − c2vqk ),
(3.25)
where D := {y ∈ RN | y1 > 0}, the functions aij (ξ) and bi(ξ) (1  i, j  N) are defined as in
the proof of Theorem 5. Lemma 6 implies
Ay−α  uk(y) By−α, Ay−β  vk(y) By−β.1 1 1 1
H. Li, M. Wang / J. Differential Equations 234 (2007) 246–266 265In particular, we have estimates for uk and vk in compact subsets of D. As a result, it is standard
to conclude that (for a subsequence) uk → u0 and vk → v0 in C2loc(D), where (u0, v0) is a
positive solution to the problem
{
u0 = b1u1+m0 , v0 = c2v1+q0 , y ∈ D,
Ay−α1  u0(y) By
−α
1 , Ay
−β
1  v0(y) By
−β
1 , y ∈ D.
By Lemma 2 we find that
u0(y) = C1y−α1 , v0(y) = C2y−β1 ,
where
C1 =
(
α(α + 1)
b1
)1/m
, C2 =
(
β(β + 1)
c2
)1/q
.
To summarize, we have shown that uk → C1y−α1 and vk → C2y−β1 in C2loc(D). Remembering
that ξ(xk) = tk + dky, the limits in the conclusion of Theorem 6 are obtained by setting y = e1 =
(1,0, . . . ,0) in the above convergence. 
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