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Abstract. Characterizing the grain structure of polycrystalline material is an important task in
material science. The present paper introduces the concept of generalized balanced power diagrams
as a concise alternative to voxelated mappings. Here, each grain is represented by (measured approx-
imations of) its center-of-mass position, its volume and, if available, by its second-order moments (in
the non-equiaxed case). Such parameters may be obtained from 3D x-ray diffraction. As the exact
global optimum of our model results from the solution of a suitable linear program it can be computed
quite efficiently. Based on verified real-world measurements we show that from the few parameters
per grain (3, respectively 6 in 2D and 4, respectively 10 in 3D) we obtain excellent representations
of both equiaxed and non-equiaxed structures. Hence our approach seems to capture the physical
principles governing the forming of such polycrystals in the underlying process quite well.
1. Introduction
During the last decade, the field of 3D materials science has emerged and matured [39]. A prime
objective is to relate experimental 3D grain maps with 3D simulations, e.g. in the field of phase
transformations, plasticity or grain growth. Coupling serial sectioning strategies with electron mi-
croscopy, 3D maps of grain orientations can be acquired with a resolution as good as 20 nm [42, 40].
For nanoncrystalline materials, 3D grain mapping of thin foils at the 1 nm scale has been reported
using a transmission electron microscope (TEM) [21]. On the other hand, synchrotron based x-ray
diffraction methods such as 3-dimensional x-ray diffraction (3DXRD) [32, 14, 29], diffraction contrast
tomography (DCT) [22, 16, 33], differential-aperture x-ray microscopy (DAXM) [19, 20, 15] and scan-
ning diffraction tomography [3] are non-destructive and allow for an acquisition of 3D movies of grain
and sub-grain evolution. Using a map of the initial state of the sample as input to 3D simulations,
one may compare the evolution in the simulated movie to the experimental one point-by-point and
time-step by time-step [26]. This is seen as a new and powerful route to elucidate the underlying
materials physics and to verify materials models.
The conventional representation of such 3D grain maps is by their individual voxels; see [13, 12] for
a simulation tool. This representation is heavy in terms of computing and, more importantly, often
out of reach experimentally. In particular for the time resolved x-ray studies a compromise is often
required between time and spatial resolution. Frequently, the exact grain shape is not measured, e.g.
due to asymmetric (3DXRD) or poor spatial resolution (use of far-field detectors) or use of mapping
strategies involving integration over more than one spatial dimension—so-called boxscans [24, 23]. In
these cases what can be measured with high fidelity is typically the center-of-mass (CMS) position
and the volume of each grain as well as information about grain breadths in some directions. In the
following we will focus on information about second-order moments, which are readily available, e.g.,
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through boxscan methods taken from several directions as the images contain the elongation in the
correspondingly projected grain; see [23, Section 3]. Our method is, however, flexible in terms of using
other kinds of information.
This situation motivates a revisit of the suitability of tessellations as a way of representing grain
maps. Previous studies have focused on heuristics for computing Laguerre tessellations, also known
as power diagrams, where grains are characterized by seed points and volumes [17, 25, 35, 38, 1] (see
also [10] for the inverse task). Such tessellations have been used in connection with models of grain
growth [34, 36, 37, 41] and in connection with mechanical models where it is sufficient to know which
grains are neighbors [27]. Tessellations may also be relevant in connection with topological descriptions
of grains [9, 31]. (We emphasize that in case of access to accurate voxelated data, these evidently
contain more information, and typically will provide better statistics of misorientation neighbor number
distributions and boundary normals. The topic at hand is how far one can go with the much condensed
description of a tessellation.)
As power diagram tessellations are composed of convex cells, more general tessellations have long
been considered; see [2] for a comprehensive treatment of Voronoi diagrams and their generalizations.
In particular, the effect of the use of local metrics has been studied in [18] and [4]. Recently (and
independently of the present paper), [1] examined the effect of various types of local metrics for deriving
stochastic models for microstructures. In fact, [1] consider three different models, the most relevant
for the present paper being the anisotropic growth model using ellipsoidal norms.
As its main contribution, the present paper introduces a general linear programming model, based
on [7], for computing (globally) optimal tessellations very efficiently. In particular, it allows to set
parameters that encode arbitrary local distance measures including local metrics. Further, the derived
tessellations comply with measured grain volume information up to any required accuracy. To the best
of our knowledge, this cannot be guaranteed by any other standard grain map model. We describe
our approach in its most elementary form with a particular focus on ellipsoidal norms to allow at least
a rough comparison with the results of [1]. This special way of setting parameters will be referred to
as generalized balanced power diagrams (GBPDs). GBPDs allow to utilize CMS, volume, and second-
order information in a rigorous way. Our algorithm can, of course, easily been extended using global
techniques from [6] or local variants of [5].
We will demonstrate the method’s very favorable performance on experimentally determined grain
structures in 2D and 3D, and for equiaxed and non-equiaxed structures. As it turns out, the quality
of fit is so high that it might be seen as an indication that our mathematical minimization model may
indeed capture the dominating physical principles governing the forming of such polycrystals in the
underlying processes.
2. Mathematical Background
In the following, let Rd denote the d-dimensional Euclidean space (most relevant for our purposes
is d ∈ {2, 3}). Further, for k ∈ N let [k] := {1, . . . , k}. For a positive definite matrix A we denote by
|| · ||A the ellipsoidal norm, defined by
(1) ||x||A :=
√
xTAx.
Note that for A being the identity matrix I we obtain the Euclidean norm.
Our aim is to reconstruct what we call generalized balanced power diagrams. These diagrams
generalize power diagrams, which in turn generalize Voronoi diagrams (as we discuss further be-
low); see also [2, Chapter 6.2]. A generalized balanced power diagram is specified by a set of dis-
tinct sites S := {s1, . . . , sk} ⊆ Rd, parameters (σ1, . . . , σk)T ∈ Rk, and positive definite matrices
A1, . . . , Ak ∈ Rd×d. The i-th generalized balanced power cell Pi is then defined by
(2) Pi := {x ∈ Rd : ||x− si||2Ai − σi ≤ ||x− sj ||2Aj − σj , ∀j 6= i}.
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The generalized balanced power diagram P is the k-tuple P := (P1, . . . , Pk). Let us point out that the
method given will be able to find optimal σ1, . . . , σk that guarantee that the volumes of the cell are
within prescribed ranges.
Somewhat surprising at first glance, generalized balanced power diagrams are closely related to
optimal clusterings; see [7]. For this we introduce a particular clustering method that is based on solving
a weight-balanced least-squares assignment problem. This particular assignment problem is specified
by a set of points X := {x1, . . . ,xm} ⊆ Rd, sites S := {s1, . . . , sk} ⊆ Rd, weights ω1, . . . , ωm ∈ ]0,∞[,
positive definite matrices A1, . . . , Ak ∈ Rd×d, and cluster size bounds κ− := (κ−1 , . . . , κ−k )T , κ+ :=
(κ+1 , . . . , κ
+
k )
T with 0 < κ−i ≤ κ+i and
k∑
i=1
κ−i ≤
m∑
j=1
ωj ≤
k∑
i=1
κ+i .
The (fractional) weight-balanced least-squares assignment problem is the following linear optimization
problem:
(3)
(LP) min
∑k
i=1
∑m
j=1 γi,jξi,j
subject to
∑k
i=1 ξi,j = 1 (j ∈ [m]),
κ−i ≤
∑m
j=1 ξi,jωj ≤ κ+i (i ∈ [k]),
ξi,j ≥ 0 (i ∈ [k]; j ∈ [m]),
with γi,j := ωj ||xj − si||2Ai for all i, j. The ξi,j are the variables; they specify the fraction of point xj
that is assigned to site si. Any optimal solution C := (C1, . . . , Ck) of (3) where Ci := (ξi,1, . . . , ξi,m) is
called a (fractional) weight-balanced least-squares assignment for X with sites {s1, . . . , sk}. We remark
that the parameters γi,j are the only elements that depend on the particular norms. Hence (LP) can
be easily adapted to use other distance measures and incoporate other information on the grains. We
will further comment on this point at the end of the paper.
In the particular case of unit weights (ω1, . . . , ωm) = (1, . . . , 1) =: 1
T we have a totally unimodular
constraint matrix, which implies that 0/1-solutions can be found as basic feasible solutions (for a
definition see, e.g., [30, Def. 2.4]) in polynomial time. We remark that voxelized maps can be obtained
with this approach if the xj represent voxels (see Section 3 for further details). In fact, ξi,j = 1 in
a solution of (3) means that xj belongs to the ith grain. These voxelized maps, in fact, represent
generalized balanced power diagrams.
Generalized balanced power diagrams generalize Voronoi and power diagrams; the latter are also
known as Laguerre or Dirichlet tessellations. Both Voronoi and power diagrams are convex cell decom-
positions where the cells are given by (2). For power diagrams we have the restriction A1 = · · · = Ak
while the classical Voronoi diagrams are obtained with A1 = · · · = Ak = I and σ1 = · · · = σk. For
arbitrary positive definite matrices, however, the generalized balanced power cell i.e. the Pi of (2) need
not be convex.
3. Approach
In the model introduced above, we optimize the objective function in (3), with fixed sites s1, . . . , sk
(representing the measured CMS of the grains), and fixed values for the second-order moments, which
define the metric for each grain, (1). The area or volume κi of each grain is allowed to vary within a
certain range κi ± ε. Accordingly in (3) we set κ−i := κi − ε and κ+i := κi + ε. In our implementation
we choose ε := 2, i.e., the grain volumes (resp. areas) are allowed to vary by ±2 voxels (resp. pixels).
Further, we choose (ω1, . . . , ωm) = 1
T as this leads to solutions where each voxel is associated with
exactly one grain.
For our test cases, the ellipsoidal norms are derived from a principal component analysis of the
grains in the following way: suppose for a set of points {g1, . . . , gl} ⊆ Rd of a grain we are given
the principal components u1, . . . ,ud and corresponding eigenvalues λ1, . . . , λd of the d× d covariance
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matrix of G = (g1, . . . , gl). The norm || · ||A, where
(4) A := UΛ−1UT
with U := (u1, . . . ,ud) orthogonal and Λ := diag(λ1, . . . , λd) is an ellipsoidal norm for which {x ∈
Rd : ||x||A = 1} defines an ellipsoid with semi-axes ui of lengths
√
λi, i = 1, . . . , d.
It is worth noting that our approach generates by design (generalized balanced) power cells whose
volumes (resp. areas) lie in the prescribed range. The centers of the cells, however, are not automatically
guaranteed to coincide with s1, . . . , sk. The implications of this is discussed below.
4. Samples
We consider two data sets, in the following referred to as Data Set I and Data Set II. Data Set I
exemplifies the “isotropic” case which can be represented very accurately already by the centers and
volumes (resp. areas) of the grains. (In the formulation (3) this means, of course, that A1 = · · · =
Ak = I.) The “anisotropic” Data Set II, however, requires moment information and makes use of the
enriched concept of generalized balanced power diagrams as here the matrices Ai of the individual
grains are quite different. The following two paragraphs give more details.
Data Set I is taken from [25] and represents a real equiaxed 3D grain structure obtained by a
synchrotron micro-tomography experiment conducted on a meta-stable beta titanium alloy (Ti β21S).
This data set has been used for validation of 3DXRD and DCT data since the grain boundaries were
decorated by precipitation of a second phase that allowed a direct 3D imaging of the grain shapes using
propagation based phase contrast tomography [8]. For the data set a 300 µm cylinder-shaped sample
was scanned with a resolution resulting in a voxel size of 0.7 µm in the final 3D reconstruction (we refer
to this resolution as full resolution). A subvolume of size 240 µm× 240 µm× 420 µm was extracted
from the reconstruction for analysis resulting in a 339 × 339 × 599 voxel volume. The subvolume has
591 grains with 211 interior grains. The ratio between the average lengths of the largest and smallest
semiaxes of the ellipsoids obtained from a principal component analysis of the grains is 1.6; the grains
are rather equiaxed. The grains have an average width of 73.6 voxels in the longest and 47.6 voxels in
the smallest semiaxis direction; on average, interior grains consist of 130,156.8 voxels.
Data Set II represents a real non-equiaxed 2D grain structure measured by electron backscatter
diffraction (EBSD) in a thick plate of commercial purity aluminum (AA 1050) heavily deformed by 8
passes of equal channel angular extrusion (ECAE) with sequential 90◦ rotations about the plate normal
direction [28]. The EBSD map used in the present work has a size of 8.5µm× 8.5 µm and we aim at
a final 2D reconstruction with a pixel resolution of 25 nm resulting in a 339 × 339 pixel image. The
EBSD map contains 206 grains (they are in fact subgrains of an initial 50µm sized grain) with 140
interior grains. The ratio between the average lengths of the two semiaxes of the ellipsoids obtained
from a principal component analysis of the grains is 2.93. The grains in the 339 × 339 discretization
have an average width of 43.3 pixels in the longer and 16.2 pixels in the smaller semiaxis direction; on
average, interior grains consist of 600 pixels. For the power diagrams we set A1 = · · · = Ak with A1
obtained as (area-) weighted average of the individual A matrices as in (4); the resulting matrix A1
has eigenvalues 0.0546 and 0.0119.
For both data sets we computed representations based on the known heuristic (H) of [25] that
produces a power diagram, on optimal power diagrams (PD) according to (3), and on generalized
balanced power diagrams (GBPD). For Data Set I, PD was produced without any moment information
i.e., we simply used the Euclidean distance while for Data Set II a uniform matrix A was employed for
each grain. Hence for PD (3) produces an optimal power diagram for both data sets where each grain
is represented by a convex polyhedral cell.
5. Results
In this section we present 2D, lower resolution, and 3D tessellations of the data sets. We focus
on the power diagram and the general approach. Approximations for the power diagrams obtained
by the heuristic from [25] are included for comparison. All axes labels of the presented images are
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given in voxel (resp. pixel) units. We give several statistical parameters to compare the quality of
different tessellations. Repeatedly, we shall present the parameters in the form E = (e1, . . . , e6), with
e1 denoting the percentage of correctly labeled voxels, e2 denoting the percentage of grains with all
neighbors correctly reconstructed, e3 giving the percentage of grains that have at most one incorrectly
reconstructed neighbor, e4 representing the number of erroneous extra neighbors per grain, e5 giving the
number of erroneous missing neighbors per grain, and with e6 denoting the total number of erroneous
neighbors per grain. The computations were performed on a standard laptop (Intel Core i5-2520M 2.3
GHz with 4 GByte RAM). As a linear programming solver we used Xpress version 7.5; see [11].
5.1. 2D tessellations. Table 1 and 2 give several statistical parameters for the 2D tessellation results.
Table 1 focuses on the general reconstruction quality and grain topology (the data columns present
the above mentioned parameters E = (e1, . . . , e6)), while Table 2 lists the average error (and standard
deviation) of the reconstructed areas and the Euclidean distance between CMS and the reconstructed
CMS.
In all cases we see an improvement in the statistical parameters while we move from the heuristic
(H), over the power diagram (PD), to the generalized balanced power diagram (GBPD). The largest
improvement of GBPD over H and PD can be found for Data Set II (non-equiaxed grains). For Data
Set I we remark that the average CMS displacement in the PD and GBPD approach at full resolution
is not larger than 2.3 µm; this is of the same order as the average measurement error on the CMS in the
data (which for typical grains in this sample is about 2.6 µm). The average errors of the reconstructed
grain areas in the PD and GBPD approach are very small as is enforced by the constraints in (3).
Table 1. Statistical parameters for a comparison of the tessellation results. The H,
PD, GBPD columns refer to the heuristic from [25], the power diagram approach
(A1 = · · · = Ak), and the generalized balanced power diagram approach, respectively.
Data Set I Data Set II
H PD GBPD H PD GBPD
% Correctly labeled voxels 90.51 91.08 96.12 61.96 76.71 93.89
% Grains with all neighbors correct 61.33 62.52 74.04 3.40 39.32 79.61
% Grains with ≤ 1 incorrect neighbor 90.40 92.44 96.34 16.02 70.87 96.12
# Erroneous extra neighbors/grain 0.21 0.20 0.11 1.47 0.60 0.12
# Erroneous missing neighbors/grain 0.30 0.27 0.19 2.17 0.56 0.13
# Erroneous neighbors/grain 0.51 0.47 0.30 3.64 1.16 0.25
In Figs. 1-4 we show tessellations for several particular slices at full resolution. Note that the maps
of the k grains are characterized by a total of 3k and 3k + 3 parameters for PD in Data Set I and II,
respectively, whereas GBPD uses 6k parameters. Since PD produces convex polyhedral cells, it should
not come as a surprise that in the anisotropic case of Data Set II the largest deviations from the real
grain map appear near non-convex grain boundaries.
As the numbers of used parameters are small, the extremely good fit for GBPD on Data Set II and
even of PD on Data Set I suggests that our model does indeed capture the underlying physics of the
forming process of polycrystals. This, however, requires further investigation.
In an additional numerical experiment, we reconstructed slices of Data Set II by varying the ε
in the cluster size bounds κ−i := κi − ε and κ+i = κi + ε. In particular, we performed 10 GBPD
reconstructions with ε := ε(t) := 2 + 10t in the t-th reconstruction. While for ε(1) we have E =
(93.72, 76.21, 96.60, 0.12, 0.16, 0.28), we obtain for increasing ε only slightly poorer reconstructions; the
result for ε(10), for instance, is E = (93.34, 76.70, 96.12, 0.13, 0.15, 0.28). This indicates a rather stable
behavior of the reconstruction problem for this data set under uniform changes of the cluster size
bounds. It is expected that the cluster size bounds have a larger effect for irregular structures.
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Table 2. The average area error and the average CMS displacement (i.e., average
Euclidean distance between CMS and reconstructed CMS). Standard deviations are
given in parentheses. All values are given in pixel units. The H, PD, GBPD columns
refer to the heuristic from [25], the power diagram approach, and the generalized
balanced power diagram approach, respectively.
H PD GBPD
Data Set I
Average area error 178.77 (155.39) 1.98 (0.15) 1.92 (0.33)
Average CMS displacement 4.70 (19.70) 3.28 (2.51) 0.68 (0.66)
Data Set II
Average area error 152.69 (159.65) 1.98 (0.14) 1.81 (0.53)
Average CMS displacement 35.70 (91.45) 4.16 (3.91) 0.50 (0.53)
Slice 50
50 100 150 200 250 300
50
100
150
200
250
300
(a)
Slice 50
50 100 150 200 250 300
50
100
150
200
250
300
(b)
Figure 1. Tessellations for a typical slice (here, precisely slice 50) that contains sev-
eral non-convex grains. Real grain boundaries are shown in black, (a) the power
diagram reconstruction is given in red, (b) the generalized balanced power diagram
reconstruction is shown in blue.
Clearly, the possibility of a comparison of the results given above with those of [1] is rather lim-
ited. However, it may be fair to say that the deviations found on our data set with our method are
significantly better than those reported by [1] for their data sets.
5.2. Lower resolution tessellations. To test the stability of the obtained solutions and the possi-
bility of speed-ups we performed independent reconstructions with PD and GBPD at half resolution
(1.4 µm voxel size for Data Set I and 50 nm pixel size for Data Set II).
While a typical problem instance for a full resolution reconstruction of a slice for Data Set I with 60
grains contains 6,895,260 variables and 7,010,301 constrains (including the non-negativity constraints),
the half resolution reconstruction in 2D involves only 1/4 of the full resolution variables. Running
times for typical problem instances at full resolution amount to 5–7 min, while running times for half
resolution instances amount to about 30 s.
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Slice 320
50 100 150 200 250 300
50
100
150
200
250
300
(a)
Slice 320
50 100 150 200 250 300
50
100
150
200
250
300
(b)
Figure 2. Tessellations for a typical slice (here, precisely slice 320) that contains
mainly convex grains. Real grain boundaries are shown in black, (a) the power di-
agram reconstruction is given in red, (b) the generalized balanced power diagram
reconstruction is shown in blue.
Slice 320
160 180 200 220 240
240
260
280
300
(a)
Slice 320
160 180 200 220 240
240
260
280
300
(b)
Figure 3. Magnifications of central parts of Fig. 2.
The reconstructions obtained at half resolution seem not to deviate much from the reconstructions
at full resolution. Fig. 5 shows a typical slice and reconstruction for Data Set I with GBPD at full and
half resolution. Results for Data Set II and, respectively, PD are similar. For PD on Data Set I with
half resolution we obtain E = (90.69, 60.86, 91.98, 0.15, 0.33, 0.48). We remark that the numbers for E
are obtained here by comparing the full resolution original map with the half resolution reconstruction
transformed to full resolution (replacing individual pixels by single-colored 2× 2× 2 voxel blocks).
5.3. 3D tessellations. Instead of solving multiple linear programs, one for each slice (possibly in
parallel), we now solve for d = 3 a single linear program that involves typically far more variables and
constraints.
For demonstration purposes we reconstruct with GBPD a 240 µm× 240 µm× 35 µm subvolume of
Data Set I at half resolution (1.4 µm voxel size). This subvolume contains 109 grains. The result-
ing linear program has 77,828,725 variables and 78,542,968 constraints (including the non-negativity
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50 100 150 200 250 300
50
100
150
200
250
300
(b)
Figure 4. Tessellations for Data Set II that contains many non-equiaxed grains. Real
grain boundaries are shown in black, (a) the power diagram reconstruction is given in
red, (b) the generalized balanced power diagram reconstruction is shown in blue.
Slice 320
50 100 150 200 250 300
50
100
150
200
250
300
(a)
Slice 320
50 100 150 200 250 300
50
100
150
200
250
300
(b)
Figure 5. Generalized balanced power diagrams for slice 320 obtained at (a) full
resolution and (b) half resolution. The real grain boundaries at full resolution are
depicted in black color.
constraints); a solution is found in around 6 h of computation time on a similar machine but with 70
GByte of RAM.
We find that 93.78 percent of the voxels are correctly labeled and that the number of erroneously
reconstructed neighbors per grain is 0.70 (in fact, E = (93.78, 46.79, 84.40, 0.17, 0.53, 0.70)). Fig. 6
shows the reconstruction for slice 50.
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The GBPD approach for Data Set I in 3D is seen to be inferior to its slice-by-slice counterpart.
This reflects in part the much fewer input parameters used in the 3D case: for a grain which is present
in 100 layers, in the 2D case we provide 600 input parameters (CMS (x, y), area, moments for each
layer) while in the 3D case we provide only 10 parameters (CMS (x, y, z), volume, six moments). In
addition it may partly be explained by the fact that the assumption of 3D convexity is stronger than
slice-by-slice 2D convexity.
Slice 50
50 100 150 200 250 300
50
100
150
200
250
300
(a)
Slice 50
50 100 150 200 250 300
50
100
150
200
250
300
(b)
Figure 6. Generalized balanced power diagrams for slice 50 obtained at full resolu-
tion. (a) Reconstruction in 2D depicted in blue color, (b) reconstruction in 3D depicted
in green color. The real grain boundaries are shown in black.
6. Discussion
It is remarkable that the GBPD provides such excellent tessellations on our data sets. The physics
underlying the two data sets (coarsening of Ti and plastic deformation and dynamical recovery of
Al) is quite different and yet in both cases the parameterization seems adequate to obtain grains
maps of a quality that is useful for a range of simulation tasks. Actually, with the layer-by-layer
type of characterization—typical of 3DXRD—the quality is even sufficient to be used for statistics of
grain topologies. Hence our experimental findings suggest that the physical principles that govern the
forming of grain structures may comprise only a small number of degrees of freedom. Clearly, the
long-term goal is to better understand this forming process.
The quality of the tessellations is also remarkable in view of the fact that the input sites si in (3)
are in close correspondence to the CMS of the reconstructed cells (see Table 2). Power diagrams with
this property are called centroidal [7]. The physical processes behind the formation of our data sets
seem to favor the generation of such centroidal power diagrams. For more irregular grains, the relative
distance between sites and CMS points may be larger. In such cases, we propose to globally optimize
the sizes according to [6] or to run the LP algorithm in a loop, where new site positions are defined
iteratively from the old CMS points as in [5, Alg. 2] for a local optimization; this is also similar to the
iterative step in the heuristic from [25].
The linear programming formalism provides an optimal solution, something that is not guaranteed
by heuristics. However, the processing time is not negligible and the development of faster approximate
solution methods may be relevant.
In outlook, the GBPD approach can be generalized in several ways, including:
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• more complex shapes: the ellipsoidal norms || · ||A can be replaced by other gauge functions,
representing more complex shapes that may incorporate a priori knowledge or other measured
information. This results only in a different objective function of the linear program that has
to be solved. In fact, the parameters γi,j in (LP) have to be adjusted.
• weights: While we only used unit weights in our computations, the parameters ωj in (3) may
in principle take arbitrary values. This can be used to speed up the algorithm by basing the
computations on (virtual) adaptive resolutions.
7. Conclusions
By introducing the concept of generalized balanced power diagrams, we have demonstrated that a
large class of grain structures can be represented remarkably well by tessellations that incorporate center
of mass, volume (resp. areas), and second-order moments of the grains. An exact yet computationally
feasible method for generating such tessellations was presented.
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