Abstract: Sequences of algebraic upper and lower bounds on the Wallis ratio Γ(x + 1)/Γ(x + 1 2 ) are given with the relative errors that converge to 0 geometrically and uniformly on any interval of the form [x 0 , ∞) for
Summary and discussion

My interest to the
was stimulated by recent work [12, 11] on exact bounds involving Student's probability distribution, with the density function f p defined by the formula
for all real x; here p is a positive parameter referred to as the number of degrees of freedom. Let us extend this definition by continuity to p = ∞, so that f ∞ is the probability density function of the standard normal distribution:
2 /2 for all real x. Thus,
for all p ∈ (0, ∞); equivalently,
for all x ∈ (− 1 2 , ∞). Therefore, bounding the Wallis ratio W (x) is equivalent to bounding the ratio r(p), which is what we shall do, as the bounds on r(p) are slightly simpler to express and easier to operate with. The ratio r(p) may also be slightly more natural, since r(p) → 1 as p → ∞. , (1.6) and k ∈ {0, 1, . . . , ∞}; the series ∞ m=1 2 −1−m σ p,m converges uniformly in p ∈ [p 0 , ∞), for any p 0 ∈ (0, ∞). As usual, the sum of an empty family is defined to be 0; so, U 0 (p) = 1.
Moreover, for all k ∈ {0, 1, . . . } the bracketing inequalities
hold. For the relative errors
of the upper and lower approximations one has
which converges to 0 as k → ∞ (no slower than geometrically) uniformly in p ∈ [p 0 , ∞), for any p 0 ∈ (0, ∞), and also converges, for each k ∈ {0, 1, . . . }, to 0 as p → ∞.
The necessary proofs are deferred to Section 2. Note that the definition (1.6) of the lower bound L k (p) originates in the identity r(p)r(p + 1) = p p + 1 (1.10) for all p > 0, which easily follows from Γ(x + 1) = xΓ(x). Equivalently,
for all x > − 1 2 . Thus, given an upper bound on W (x) or on r(p) , one automatically has a corresponding lower bound -and vice versa; this is a well-known trick.
An important feature of the lower and upper bounds L k (p) and U k (p) is that they are all algebraic. Therefore, as is done in [11] , one can use the well-known result by Tarski [17, 4] to solve, in a completely algorithmic manner, systems of equalities/inequalities involving such bounds. Let us list here the initial 5 upper bounds on r(p):
, U 4 (p) = (1 + 2a) 16 (1 + 4a)
(1 + a) 26 (1 + 3a) 6 
1/32
, where a stands for 1/p. Recall that the corresponding lower bounds can be obtained by (1.6).
Recalling also (1.2) and assuming the correspondence
Then one immediately has the following corollary of Theorem 1.1:
for all x ∈ (− 
Theorem 1.1 is based on the following proposition, which provides geometrically convergent sequences of rational upper and lower bounds on ψ(x + 1) − ψ(x + 1 2 ) and thus may be of independent interest. Here, as usual, ψ denotes the digamma function, that is, the logarithmic derivative of Γ:
where, for k ∈ {0, 1, . . . , ∞},
and
is the Pochhammer symbol, with y (0) = 1, corresponding to the general convention that the product of an empty family is defined as 1. Equivalently, again assuming the correspondence (1.12). Moreover, one has the following bounds on the errors:
Let us now go back to the bounds U k (p) and L k (p), defined in (1.4) and (1.6). It is not hard to see that they follow some simple recursive relations:
where
One possible way to apply Proposition 1.4 is to use the first recursive relation in (1.21) to compute V k (p), and then get U k (p) and L k (p) by (1.22) and (1.6).
In view of (1.4) and (1.5), one can also rewrite U k (p) as 
for nonnegative integers j and k such that j k; here, as usual, I{A} denotes the indicator of an assertion A, so that I{A} equals 1 if A is true and equals 0 otherwise. Recalling also the known recursive relation (2.1) for the binomial coefficients, one sees that the calculation of the bound U k (p) takes O(k 2 ) operations such as addition and multiplication, followed by raising the result to the power 1/2 k+1 ; here we used the fact that is takes O(log N ) multiplications to raise a given real number to the power of a natural number N . Since the relative errors δ lo,k (p) and
ε ) operations to make the relative errors less than ε ∈ (0, 1). Moreover, observe that the integers H j,k do not depend on p. Therefore, in rather typical situations (such as plotting or numerically integrating) when one would need to compute the bounds U k (p) and L k (p) for the same k but many different values of p, the H j,k 's need to be computed just once, and then they can be saved and used for all the different values of p. So, using (1.23) to compute U k (p) for each of the many values of p, one will need to perform just O(k) operations -raising p, . . . , p + k to the powers H 0,k , . .
There are a very large number of upper and lower bounds on the Wallis ratio and on the more general ratios of the form Γ(x + s)/Γ(x), as well as related bounds for the digamma function ψ, as in (1.15). The survey by Qi [13] lists 204 sources (only a rather small minority of which concern just background information). See e.g. [2, 3, 5, 6, 7, 10, 16, 18] . However, there appear to be very few known convergent sequences of upper and lower bounds such as those presented in Theorem 1.1 and Proposition 1.3 here.
A convergent sequence of lower bounds on the Wallis ratio (and, hence, by the identity (1.11), a convergent sequence of upper bounds) can be obtained immediately from the identity W (x) = 2 F 1 (− 1 2 , − 1 2 ; x; 1) x due to Watson [18] , which is in turn a corollary of a theorem by Gauss [1, Theorem 2.2.2] for the hypergeometric function. However, the hypergeometric series converges rather slowly, so that the number of operations it takes to make the relative errors less than ε ∈ (0, 1) using the Gauss-Watson identity is on the order of 
Γ(x+s) for any s ∈ (0, 1) given in [15] (the same bounds, in different notation, were given also in [9] ); however,
x+k as k → ∞, so that at least one of the two relative errors when using this result is on the order of 1 k and hence the required number of operations is very large, on the order of 1 ε . In [16, 8] , asymptotic expansions for W (x) are given, with the relative errors diverging in k, but converging to 0 as x → ∞. Also, the sequences of bounds given in [14] are shown in [15] to diverge monotonically in k away from the target.
Sequences of upper and lower bounds on ψ(x) were given in [9, (36) ], where the difference between the kth upper bound and the kth lower bound is on the 
Using methods similar to the ones presented here, one can obtain sequences of upper and lower bounds on the more general expressions of the forms Γ(x + s)/Γ(x) and ψ(x + s) − ψ(x) for s ∈ (0, 1), which converge faster to the target than the ones in the existing literature briefly reviewed here, but not as fast as geometrically. These results will be given elsewhere.
Graphs of the (signed) relative errors
cf. (1.13) and (1.14) for k ∈ {1, 2, 3} and x ∈ (− It is seen that the relative errors decrease fast in k and in x; moreover, they are rather decent even for k = 1 and x ∈ (− 1 2 , 2]. Note also that, in view of the identity
for all natural m and all x ∈ (− 1 2 , ∞), without loss of generality one may assume x to be large.
Proofs
Here we shall prove Proposition 1.4, Proposition 1.3, and Theorem 1.1 -in this order.
Proof of Proposition 1.4. Using the identity
(with the usual conventions that 
for all natural k, where S p,k := ln U k (p) = k m=1 2 −1−m σ p,m , with S p,0 = 0. The identity (2.2) can be rewritten as
which is obviously equivalent to the first identity in (1.21). Also, in view of (1.6), (2.3) can be rewritten as the first identity in (1.20). Using the latter identity with p+1 instead of p to replace . Thus, to complete the proof of Proposition 1.3, it suffices to verify the inequalities (1.19) which will, in particular, imply the equalities in (1.16) .
Using the Dirichlet formula [1, Theorem 1.6.1] and then the substitution v := 1 1+z , one has
for any positive x and δ. Now the substitution t := v 1/2 followed by an integration by parts yields 2p d ln r(p) dp
Here and subsequently, it is assumed that p ∈ (0, ∞) and k ∈ {0, 1, . . . }, unless otherwise indicated. Further integrating by parts, one obtains the recurrence relation
whence, by induction,
where ℓ k (p) is as in (1.17) and
So, by (2.5), one has d ln r(p) dp
For any t ∈ (0, 1) and k 0, the integrand
, so that one has the first equality in (1.16). On the other hand, (1.10) implies
Therefore and because ℓ k (p + 1) → d ln r(p+1) dp , the definition of u k (p) in (1.17) yields u k (p) → d ln r(p) dp , as k → ∞. In turn, this implies the second equality in (1.16). The first inequality in (1.19) follows immediately from (1.16).
Next, observe that, by (2.6), J p,k is decreasing in p. Since the denominator of the fraction in (2.7) is positive and increasing in p > 0, one sees that the imsart-generic ver. 2009/05/21 file: arxiv_wallis_ratio.tex date: January 18, 2011 "remainder" R p,k is decreasing in p > 0. So, in view of the definition of u k (p) in (1.17) and the identities (2.9) and (2.8),
whence the second inequality in (1.19) follows. The last inequality in (1.19) is obvious. Finally, introduce a m :=
and note that
which proves the third, penultimate inequality in (1.19) and thus completes the proof of Proposition 1.3. So, the inequalities (1.7) follow by integrating those in (1.16) in view of (2.10), (2.11), and (2.12). Similarly integrating inequalities (1.19), one sees that
where ρ * p,k is as in (1.9). This yields (1.8) and also implies that L k (p) and U k (p) both converge to r(p) as k → ∞, so that the identities (1.3) follow as well. Thus, Theorem 1.1 is proved.
