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ABSTRACT 
Necessary and sufficient conditions are provided for minimum discrepancy meth- 
ods, intended for covariance structures, to retain their asymptotic properties in the 
analysis of correlation structures. Examples of correlation structures satisfying these 
conditions are considered, and alternative discrepancy functions, which are always 
appropriate for correlation structures under normality assumptions, are discussed. 
1. INTRODUCTION 
If data have a multivariate normal distribution, the likelihood function for 
the sample covariance matrix is the tractable Wishart density. The method of 
maximum likelihood can consequently be applied without difficulty to obtain 
parameter estimates and a test of fit with known asymptotic properties. In 
many practical applications, particularly in the social sciences, correlation 
matrices tend to be of greater interest than covariance matrices. While the 
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density of a correlation matrix is known (Fisher 1962), it cannot be expressed 
in closed form and is consequently not amenable to the method of maximum 
likelihood. A correlation structure can, however, be expressed as a covariance 
structure by incorporating additional parameters representing standard devi- 
ations so that the tractable Wishart likelihood function can be employed. 
These standard deviations are not of any interest, so that it is tempting to 
disregard them, analyse the correlation structure as if it were a covariance 
structure, and treat the sample correlation matrix as if it had a Wishart 
distribution. In the case of the widely employed unrestricted factor analysis 
model this happens to be permissible. Analysing a correlation matrix as if it 
had a Wishart distribution still yields maximum likelihood estimators of 
parameters in the correlation structure and the correct likelihood ratio test of 
fit. 
Not all correlation structures lead to this convenient simplification, how- 
ever. Bartlett and Rajalakshman (1953, p. 118) employed the likelihood ratio 
test statistic for a specified covariance matrix for testing the fit of a specified 
correlation matrix by merely replacing covariance matrices with correlation 
matrices. Bartlett (1954, p. 297) pointed out that this procedure is not 
entirely correct, but suggested that it could be employed with caution. 
Subsequently Kullback (1967) proposed the same test statistic. Aitkin, Nelson, 
and Reinfurt (1968) and Aitkin (1969) investigated the asymptotic distribu- 
tion of this test statistic and showed that it is not chi-squared in general. It 
will be shown here that it is chi-squared if and only iJf the specified 
correlation matrix is the identity matrix. 
Similar inadequate procedures continue to be proposed, however. Re- 
cently, Lee (1985) claimed that maximum Wishart likelihood procedures can 
be applied for the analysis of correlation structure provided that the model 
for the correlation matrix is required to have unit diagonal elements. His 
approach can be shown to incorporate the faulty test for a specified correla- 
tion matrix as a special case. Also, in many practical applications, standard 
computer programs intended for covariance matrices are applied to correla- 
tion matrices and the results interpreted. In these applications there fre- 
quently is another inconsistency in that the reproduced matrix may not have 
unit diagonal elements (cf. Krane and McDonald, 1978). 
This paper will investigate conditions under which methods intended for 
the analysis of covariance structures result in correct statistical conclusions 
when employed for the analysis of correlation structures. A general class of 
minimum discrepancy approaches that includes maximum Wishart likelihood 
as a special case will be considered. In particular we give necessary and 
sufficient conditions for the asymptotic chi-squaredness of the minimum 
discrepancy function (MDF) test statistics and the asymptotic efficiency of 
the corresponding MDF estimators. Technically our investigation is based on 
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a general robustness theory of the MDF analysis of moment structures 
(Shapiro, 1986, 1987) and on a matrix expression for the asymptotic covari- 
ante matrix of the correlation coefficients (Nel, 1985; Browne and Shapiro, 
1986). 
Section 2 will define discrepancy functions appropriate for covariance 
matrices under normality assumptions and describe how they are misapplied 
to correlation matrices. A necessary and sufficient condition for a discrepancy 
function that is appropriate for covariance matrices to be also applicable to 
correlation matrices is obtained in Section 3. Section 4 shows that this 
condition is asymptotically equivalent to the condition that the variances 
estimated under the model are asymptotically equivalent to the sample 
variances. Under slightly stronger assumptions this asymptotic equivalence 
becomes the easily verified condition of equality in the special case of the 
maximum likelihood solution. Section 5 obtains the asymptotic distribution of 
the test statistic when the condition of Section 3 is not satisfied and shows 
that it leads to too frequent rejections when the null hypothesis is true. 
Examples of correlation structures where discrepancy functions appropriate 
for covariance matrices are applicable are given in Section 6. Section 7 
provides discrepancy functions that may be employed for the analysis of 
correlation structures when the requirements of Sections 3 and 4 are not met. 
2. BACKGROUND AND PRELIMINARY DISCUSSION 
Let P represent a p X p correlation matrix. A structural model for P is a 
symmetric matrix valued function P(8) that relates the o x 1 parameter 
vector 8, from a specified parameter set Y, to P: 
P=P(B). (2.1) 
It is required that for all tl E Y, P(B) should be positive definite and have 
unit diagonal elements. The correlation structure (2.1) may be regarded as a 
system of equations 
Pij = &j(e), i-c j = l,..., p, 
for the nondiagonal nonduplicated elements pij of P. If the parameter set Y 
is an open subset of Iw 9, then the model (2.1) is considered to be uncon- 
strained. Alternatively 9 can be defined by a number of equality constraints 
y= {0:c,(tl)=O,l=l,...,k, and P(B) ispositivedefinite}. (2.2) 
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Two basic statistical problems involved in the analysis of (2.1) are testing 
the fit of the model and the estimation of parameters. More specifically, let P, 
be the population (true) value of the correlation matrix. One requires a test of 
the null hypothesis that Pa = P($) f or some 0, E 9”, against the unrestricted 
alternative that Pa can be any positive definite matrix with unit diagonal 
elements. A way of dealing with this problem is to consider the covariance 
structure 
Z = X(0,6) = AP(8)A (2.3) 
associated with (2.1). Here A is a diagonal matrix formed from a vector 
iti=@,,..., 6,)’ = Diag( A) 
of additional (nuisance) parameters representing standard deviations. Then 
(2.3) may be investigated by means of an MDF analysis as follows. 
Let S be a sample covariance matrix based on a sample of size n ;t 1. The 
fit of the model (2.3) is tested by means of the MDF test statistic nF, where 
F=min{F(S,Z(B,6)):tlEY, Si>O, i=I,...,p} 
and F(S, 2) is the chosen discrepancy function. The associated minimizer 6 
is taken as the MDF estimator of the true (population) value $ of the 
parameter vector 8. Two discrepancy functions, commonly in use in the 
analysis of covariance structures, are 
F(S, Z) = loglZ1 - loglSl+tr(SZ-‘) - p, (2.4 
which yields maximum Wishart likelihood (MWL) estimates, and the general- 
ized least squares (GLS) discrepancy function 
F(S,Z) =+tr[(S-Z)S-‘]~. (2.5) 
In general it will be assumed that F(S, Z) is a nonnegative, twice continu- 
ously differentiable function of two matrix variables S and Z such that 
F(S, 2) = 0 iff S = 2. Also it will be assumed that F is scale invariant; that is 
F(ASA, AZA) = F(S, 2) for any positive definite diagonal matrix A. It is 
known that if certain regularity conditions are satisfied and if the sample is 
drawn from a normally distributed population, then the MDF test statistic 
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nfi, based on the discrepancy function (2.4) or (2.5), is asymptotically 
chi-squared and the estimator e^ is asymptotically efficient (cf. Browne, 1974). 
This procedure involves p parameters a,, . . . , S,,, in addition to those of 
the correlation structure (2.1). Therefore it is computationally attractive (cf. 
Lee, 1985) to analyse (2.1) by simply replacing S by the sample correlation 
matrix 
R = (DiagS) -?S(DiagS) -1’2 
and X(8,0) with P(8) in the discrepancy function F(S, Z). It then is 
tempting to replace the MDF test statistic n@ and estimator e^ with n$* and 
8^*, respectively, where 
g* = min{ F(R,P(B)): 0 E 9’) (2.6) 
and e^* is the corresponding minimizer (Lee, 1985). In general, however, the 
statistic n@* need not be asymptotically chi-squared and b* need not be 
asymptotically efficient. 
The main purpose of this article is to investigate asymptotic properties of 
nP* and e^* when the discrepancy function F belongs to a class that 
incorporates (2.4) and (2.5) as special cases. Let us consider the parameter set 
B of correlation matrices 
9= {G:G=P@),~EY} (2.7) 
associated with the model (2.1). Notice that the null hypothesis implies that 
P,, E 9’. We retain the same notation 9 for the set of p2 x 1 vectors 
g = vec{P(B)}, 8 E 9, where vet(G) denotes the p2 x 1 vector formed by 
stacking columns of a p x p matrix G. It will be assumed throughout the 
paper that 9 is a smooth manifold in a neighborhood of pa = vec(P,) and 
hence has a tangent space (at pa), denoted subsequently by TO. The tangent 
space TO is a linear space such that p,, + TO gives a “first order” local 
approximation of the manifold (surface) 9 near the point p,,. For a precise 
definition of tangent spaces and their basic properties the interested reader is 
referred to any standard textbook on differential geometry (e.g. Hirsch, 
1976). 
Let J = (a/atl’)p($) be the p2 x 9 Jacobian matrix corresponding to the 
correlation model p(O) = vec{P(B)}, and Z = (a/iM)c($) be the 9 x k Jaco- 
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bian matrix of the constraints c(O) = (c,(0), . . . , c,(8)). The tangent space TO 
is generated by the column vectors of J in the unconstrained case, and 
To= {CT= Jf3,Z'f3=0, f3aW) (2.8) 
if P’ is given by (2.2). A detailed discussion of the regularity conditions 
involved and of statistical implications may be found in Shapiro (1986). As 
we shall see, the asymptotic behavior of nE’* and e^* is closely related to 
properties of the tangent space TO. 
Transition and pattern matrices (cf. Browne, 1974; Nel, 1985; Browne 
and Shapiro, 1986) will be employed. A transition matrix, K, is a matrix that 
is employed to select specified elements from vet(S). Thus, for example, the 
p2 x p transition matrix for diagonal elements, K,, yields 
diag(S) = Ki vet(S). 
The p2 X p( p + 1)/2 transition matrix for nonduplicated (i.e. above and 
including the diagonal) elements of S will be represented by K,, and the 
p2 X p( p - 1)/2 transition matrix for nonduplicated and nondiagonal ele- 
ments (i.e. above the diagonal) by K,. Corresponding to each transition 
matrix K, is a p2 x p2 pattern matrix M, defined by M,= K,(K&K,)-‘K&. 
Here # stands for any one of the subscripts d, a, or c. We also need the 
pattern matrix M, = I - M, for all nondiagonal elements. Notice that a 
pattern matrix M, is a symmetric idempotent matrix giving the orthogonal 
projection onto the column space .&!(K,) of the corresponding transition 
matrix K, Here and subsequently, &(A) represents the linear space gener- 
ated by the column vectors of a matrix A. 
Finally, we write @ and * to denote the Kronecker and term by term 
(Hadamard) product of two matrices. 
3. ASYMPTOTIC PROPERTIES OF n@* AND 6* 
In this section we study asymptotic properties of the statistic r&* and 
estimator 6*. We write s, o,r and p for the p2 x 1 vectors formed by stacking 
columns of the matrices S, Z,R and P, respectively [e.g. s = vet(S)]. If the 
sample is drawn from a normally distributed population, then n’12(r - po) is 
asymptotically normal with a null mean vector and a certain p2 x p2 covari- 
ante matrix denoted subsequently by C. Scalar expressions for the elements 
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of C are well known (e.g. Olkin and Siotani, 1976). Matrix expressions for C 
are given in Nel (1985) and in Browne and Shapiro (1986). 
Consider the p2 x p2 matrix 
I = 2M,(P,,@Pa) (3.1) 
representing the asymptotic covariance matrix of the standardized dispersion 
deviation vector nil2 vet{ Ai ‘(S - Z,)A,’ }. Then 
C=l?-AB’-BA’+AGA, 
where A = M.(P,@ I)K,, B = PK, = 2(P,@ P,)K,, and G = 2(P, *PO). Alter- 
natively C may be expressed as follows: 
C = I* +EG-‘E’, (3.2) 
where P* = l? - BG-‘8’ and E = AG - B [see Browne and Shapiro, 1986, 
Equations (3.2) and (3.7)]. The matrix E is of order p2 X p. Let [E]ij,k 
represent the element of E in row (j - 1)~ + i and column k. Then using 
expressions for the typical elements of A,B, and G (Browne and Shapiro, 
1986, Corollary 2) it can easily be shown that 
) - 2PikPjk, iz j, 
i=j 
forall k=l,...,p. 
The matrix P* has the following interpretation. We have that 
n’/2vec{ A;‘(S - &)A;‘} is asymptotically normal with covariance matrix 
P. The associated asymptotic covariance matrix conditional on the diagonal 
elements of A;‘(S - Z,)A,’ is P*. Consequently r* is a nonnegative 
definite matrix, generally of rank 
rank( I’) - p = p( p + 1)/2 - p = p( p - 1)/2. 
A discrepancy function F(R,P) may be considered as a function of two 
vector variables r and p. The second order Taylor approximation of F at the 
point ( pO, pO) is given by the quadratic function (r - p)‘V,(r - p). where V,, is 
a p2 x p2 weight matrix given by V, = i( a”/apap’)F(p,, pa) (see Shapiro, 
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1985). We shall consider the class of normal theory discrepancy functions 
whose weight matrix is 
v,= +(P,-‘@P,-‘). 
This class of discrepancy functions includes (2.4) and (2.5) (cf. Browne, 1974) 
as well as a number of alternative discrepancy functions proposed by Swain 
(1975). 
LEMMA 3.1. The weight matrix V, is a generalized inverse of the matrix 
I-*. 
Proof. It is easy to verify that V, is a generalized inverse of the matrix 
P. Let us rearrange the elements of vet(R) in such a way that the diagonal 
elements of R wiIl be the last p elements of vet(R). Then I and V,, can be 
partitioned accordingly: 
where I?, is the p X p asymptotic covariance matrix of 
n’12diag { A;‘(S - Z,)A;l}. 
We have that r, = G and (r,,, I’,) = B’. It follows that 
where I?ii,s = Ill - I?,,I’2;11’2,. Then since V, is a generalized inverse of I’, 
we obtain that Vi, is a generalized inverse of r11,2. This result goes back to 
Rhode (1965) and can be found, for example, in Searle [1971, p. 27, 
Equations (47) and (49)]. It follows that r*V,,r* = I* and hence V, is a 
generalized inverse of I’*. n 
Since V, is a generalized inverse of I?*, the discrepancy function F is 
currectly specified with respect to P* (cf. Browne, 1984; Shapiro, 1987). 
Together with the expression (3.2) for the asymptotic covariance matrix C, 
this fact allows us to apply the general robustness theory of moment struc- 
tures in a straightforward manner. We suppose that the matrix Pa is positive 
definite and therefore r has the maximal rank p( p + 1)/2. Consequently r* 
is of the maximal rank p(p - 1)/2. One can verify that KAE = 0, so that 
CORRELATION STRUCTURES 575 
M,E = E. Also, M,lT* = r* and, since I’* has the maximal rank p(p - 1)/2, 
d(E) C A’(I’*). Therefore the matrix C is also of the maximal rank 
p(p - 1)/2. Since the matrix G-’ is positive definite, it follows that under 
the null hypothesis the statistic ,I?* is asymptotically chi-squared if and only 
if 
A(E) c To. (3.4) 
This is implied by the general necessary and sufficient conditions for the 
asymptotic chi-squaredness of MDF test statistics (see Shapiro, 1986, Proposi- 
tion 3.2; Shapiro, 1987, Theorem 3.1). The corresponding degrees of freedom 
are given by p( p - 1)/2 - d, where d is the dimension of the tangent space 
TO and p( p - 1)/2 is the rank of P*. In the unconstrained case TO = A!(J) 
and hence the condition (3.4) becomes 
A(E) = d(J). (3.5) 
Under a sequence of local alternatives a similar result holds with n@* 
having an asymptotic noncentral chisquared distribution. Let {Pa, n } repre- 
sent a sequence of population correlation matrices converging to a matrix 
Pa E 9 satisfying the model (population drift). Suppose that the limit 
6= lim 12 aminrF(P,,,,P(fl))) 
n-cc ( (3.6) 
exists. Then the following result holds. 
THEOREM 3.1. Under a sequence of local alternatives the statistic 
n6* is asymptotically chi-squared, with noncentrality parameter 6 and 
p(p - 1)/2 - d degrees of freedom, if and only if the condition (3.4) holds. 
The noncentrality parameter 6 in the form (3.6) has been suggested by 
Satorra and Saris (1985) and by Steiger et al. (1985). 
Now let us discuss asymptotic properties of the estimator b*. In the 
remainder of this section we shall consider the unconstrained case. We 
suppose that the null hypothesis holds and the Jacobian matrix J is of full 
rank q. Then the result of Lemma 3.1 and (3.2) imply that b* is asymptoti- 
cally efficient, within the class of MDF estimators based on R, essentially 
under the same condition (3.4), which in the unconstrained case is equivalent 
to (3.5) (see Shapiro, 1986, Section 5; Shapiro, 1987, Theorem 5.1 and 
Corollary 5.2). 
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THEOREM 3.2. The unconstrained estimator e^* is asymptotically effi- 
cient if and only if the condition (3.5) holds. 
We see that in the particular situation considered here, conditions for 
asymptotic chi-squaredness and asymptotic efficiency are the same. It should 
be mentioned that this is not always true. 
4. INTERRELATIONSHIP BETWEEN CORRELATION AND 
COVARIANCE STRUCTURES 
In this section we study the condition (3.4), which is a necessary and 
sufficient condition for asymtotic chi-squaredness of n$* and asymptotic 
efficiency of 6*. In particular we show that this condition is necessary and 
sufficient for asymptotic equivalence of the diagonal elements of S and 2, 
where 2 is the covariance matrix reproduced according to the model (2.3). 
We emphasize that the diagonal elements of the matrix A in (2.3) are free 
parameters; that is, the variances in the covariance structure (2.3) are 
unpatterned. 
First let us consider a covariance structure Z = Z(y), yap 9, and let 2 be 
the corresponding reproduced covariance matrix. That is, Z is the minimizer 
of F(S, .) over the parameter set 
associated with the model. We suppose that the null hypothesis Z, E .@ holds 
and that 3 is a smooth manifold in a neighborhood of a, = vec(Z,). The 
corresponding tangent space to 3 at a, will be denoted by 7,. Then the 
following result holds. 
LEMMA 4.1. Under the null hypothesis the diagonal elements of S and 2 
are asymptotically equivalent, i.e. 
diag(S) = diag( 2) + op( n- 1’2), (4.1) 
if and only if 
(4.2) 
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Proof. Consider 8 = vet(2). It can be shown that 
6 = a0 +Q(s - uo)+ o~(.-~/~), 
where Q denotes the orthogonal projection matrix onto the tangent space To 
in the inner pr?duct (x,y) = x’Uy, U = Z,‘@,Z,’ (see Shapiro, 1986). We 
have that diag(Z) = KA8 and consequently 
diag(e) = K~uo+K~Q(s- uo)+ ~,(n~r/~). 
It follows that (4.1) holds if and only if 
K;(s - uo) = K;Q(s - uo). 
Since s can be arbitrary, the last equation is equivalent to 
K$(I - Q) = 0. (4.3) 
The mat_rix I - Q represents the orthogonal projection onto the space orthog- 
onal to To in the inner product defined above. Therefore (4.3) means that the 
column vectors of K, belong to the space UFO and hence 
M(U-‘K,) c 7,. 
Since U- ’ = X0@ Z,, (4.2) follows. 
Now let us consider the covariance structure (2.3) associated with the 
correlation structure (2.1). We suppose that the population covariance matrix 
Z, is standardized Z, = PO, and hence A, = I. The diagonal elements of the 
reproduced covariance matrix 2 are given by the diagonal elements of A2. 
Here A = diag( 6) is the diagonal matrix corresponding to the minimizer (6, b) 
of F(S, Z(. , .)) over the parameter set Y X Iw "+ associated with the model 
(2.3). Then it follows from Lemma 4.1 that 
diag(S) = diag( A2) + op( n- ‘12) (4.4) 
if and only if the column space of (PO@ P,)K, is included in the tangent space 
corresponding to the model (2.3). This tangent space can be written as the 
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direct sum of two linear spaces. The direct sum LB M of linear spaces 
LcR” and McR” isdefinedby 
L@M= {x+y:x~L,y~M}. 
The first space comes from the mapping p(O) = vec(P( fl)) and is given by the 
tangent space TO. The second space is associated with the parameter vector 
6 = diag(A) and is equal to the column space of the matrix 
(P@I)K, + (I@P,)K, = 2M,(P,@I)K,. 
Therefore we have that (4.4) holds if and only if 
By the definition of matrices A and B this is equivalent to 
M(B) c T&k(A). (4.5) 
The condition (4.5) means that for every p X 1 vector x there exists a p X 1 
vector y such that 
Bx-AYET,. (4.6) 
Premultiplying (4.6) from both sides by K$ and using the identity 
K;(P@P)K, = P*P 
(Browne, 1974) and the fact that K&Z’, is zero, we obtain that 
Gx = KiAy. 
Now K,‘A = K$(P,@ I)K, = I and hence 
Gx = y. 
Consequently (4.6) becomes 
(B - AG)x E TO 
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and hence (4.5) is equivalent to (3.4). We summarize our discussion in the 
following theorem. 
THEOREM 4.1. The conditions (3.4), (4.4), and (4.5) are equivalent to 
each other and are necessary and sujjkient for asymptotic chi-squaredness of 
nfi* and asymptotic efficiency of 6*. 
We have that if e^* is asymptotically efficient, then the diagonal equiva- 
lence (4.4) holds. Since 
F(S, 2) = F(A-‘sA-‘, A-‘28-l), (4.7) 
it follows that in this case the MDF estimator 6 associated with the model 
(2.3) is asymptotically equivalent to e^*. Consequently n1/‘(8* - $) ’ is asymp- 
totically normal with zero mean and a covariance matrix that coincides with 
the asymptotic covariance matrix of n”‘(6 - $). Notice that standard errors 
provided by computer programs intended for covariance matrices would be 
incorrect in this situation. 
When the discrepancy function F is taken to be the ML discrepancy 
function (2.4), a result stronger than the one of Theorem 4.1 holds. In this 
case, if conditions for asymptotic chi-squaredness (asymptotic efficiency) hold 
at every P E 9, then diag(S) is equal to diag(A2) and hence 6* = 6. In order 
to prove this result let us consider a covariance structure Z = Z(y) with the 
associated notation and assumptions of Lemma 4.1. 
LEMMA 4.2. Suppose that the condition (4.2) holds for every Z, in a 
certain subset gO of 3, and let F be the MWL discrepancy function (2.4). 
Then whenever the reproduced covariance matrix f: is in go, 
diag(S) = diag( 2). (4-B) 
Proof. Let us consider the MWL discrepancy function F(S, Z) as a 
function of Z for fixed S. Then the differential dF of F can be calculated: 
dF = tr Z-‘dZ - tr Z-‘SZ-‘dZ. 
Since 2 is a minimizer of F over g, it follows from the standard first order 
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optimality conditions that dF(S, 2) = 0 for all dZ E T,. In vector form this 
means that the corresponding gradient 
is orthogonal to T, [in the usual inner product (x, y) = x’y]. 
On the other hand, the property (4.8) means that Ki(6 - s) = 0, which 
can be written as 
K;(%%%)(&1@.e-1)(t5 - s) = 0. (4.9) 
Because of the condition (4.2), applied at Z, = 2, Equation (4.9) will be 
satisfied if (Z -‘@X- ‘)( 6 - s) is orthogonal to T,. As we have seen, this is 
ensured by the first order optima&y conditions, and hence the proof is 
complete. II 
Applying the result of Lemma 4.2 to the covariance structure (2.3) and 
using (4.7) we obtain the following result for the MWL discrepancy func- 
tion F. 
THEOREM 4.2. Zf any one of equivalent conditicns (3.4) (4.4) or (4.5) 
holds for every P, in a certain subset ~3’~ of S and P = P(8) E go, then 
diag(S) = diag( A’“) (4.10) 
and 6* = 4. 
5. ASYMPTOTIC DISTRIBUTION OF THE STATISTIC n$* 
For the sake of simplicity let us consider the unconstrained case, and 
suppose that the model holds, so that the null hypothesis is true. The 
asymptotic distribution of the test statistic r&* may be obtained in the 
following manner. It is known that nP* is asymptotically equivalent to the 
quadratic form F’UF, where r = n ‘i2K’(r - po) and U is the symmetric c 
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nonnegative definite matrix 
with & representing an orthogonal complement of K: J and 
(cf. Shapiro, 1986, Section 3). Since r is asymptotically normal with a null 
mean vector and KiCK, as covariance matrix, ne* is distributed asymptoti- 
cally as a weighted sum, ZX iX”, of v = p( p - 1)/2 - rank(J) independent 
chi-squared variables, Xf, with one degree of freedom (cf. Johnson and Katz, 
1970, Section 29.2; Aitkin, 1969, p. 444). The weights, Xi, are given by the 
nonzero eigenvalues of the matrix UKiCK,, or equivalently by the nonzero 
eigenvalues of the matrix 
We have from (3.2) that 
and, since KAr*K, = vO- ‘, the matrix of (5.1) may be expressed in the form 
Consequently the eigenvalues hi can be represented in the form Xi = 1+ ni, 
where the ni are eigenvalues of the matrix 
(@V(y ‘G) - ‘Q,‘EG-‘E’@, (5.2) 
where Q = K,&. Notice that the matrix Q is an orthogonal complement of 
the Jacobian matrix J. The eigenvalues qi are all nonnegative and will all be 
zero if and only if the matrix of (5.2) is null. This is equivalent to (P’E = 0, 
which is the same as the condition (3.5). 
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Since Ai > 1, i = 1,. . , v, it follows that ZhiXy > XX:, and therefore 
lim Pr{ng*>c} >,Pr{Xf>c) 
n+‘x 
Note that this inequality is asymptotic and may not hold for small sample 
sizes. Asymptotically, use of the chi-squared distribution with v degrees of 
freedom to obtain critical values for the test statistic &* will lead to a too 
frequent rejection of the null hypothesis unless the requirements of Theorem 
4.1 are satisfied. 
6. EXAMPLES OF MODELS THAT SATISFY THE REQUIREMENTS 
OF THEOREM 4.1 
There are some models in general use where the requirements of Theorem 
4.1 apply, so that application of minimum discrepancy methods intended for 
covariance structures to correlation structures will still yield asymptotically 
efficient estimates and test statistics with asymptotic chi-squared distributions 
under the null hypothesis. 
One should not, however, expect this to hold for any arbitrary model. In 
both the examples given by Lee (1985, Section 3), maximum likelihood 
estimates were obtained and the condition (4.10) did not hold. This invali- 
dates his assertion of an asymptotic chi-squared distribution for his “BSCML” 
test statistic for both the models that he considered. 
As an illustration of the application of Theorem 4.1 we consider the 
situation where the hypothesis to be tested is that P is equal to a specified 
correlation matrix Pa; that is, the function P(6) giving the model (2.1) is 
constant with P(0) = Pa for all 8 E ~7’. The parameter set 9 then is g = {Pa }, 
and T, is the null space T, = (0). In this case the condition (3.4) becomes 
E = 0. Using the expression (3.3) for a typical element of E, we obtain that 
E = 0 means that 
Pij( Pf/c +PT/c I- 2PikPjk = O 
for all i z j and k. In particular for k = j this becomes 
pij(l+ pTj) - 2pij= 0. 
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This implies that pi. = 0 or pij = + 1. If pij is equal to + 1 or - 1 for some 
i # j, then the corre ation matrix P,, is singular. Therefore the only nonsingu- i 
lar specified correlation matrix PO for which the corresponding test statistic 
nl?* is asymptotically chisquared is the identity matrix, Pa = I. 
Now consider the overparametrized class of correlation structures 
P = TA@A’T - Diag(TAiPA’T) + I, (6.1) 
where T is a diagonal matrix with positive diagonal elements forming the 
p x 1 vector 7, A is a p X m parameter matrix, and 0 is a symmetric m X m 
parameter matrix. 
The parameter vector 8 in P(8) is given by 8’ = (r’, X’, cp’), where 
X = vec( A) and ‘p is a vector formed from the nonduplicated elements of ip. 
Then the Jacobian J may be partitioned into J = (Jr, JA, J,) where 
J,=$=M,(TA)@(TA)K.(K:K,)-‘. 
The columns of 
E=M,E= J,TG+J,{ -2K;(cPA’T)@(@A’T)K,} 
are seen to be linear combinations of the columns of J excluding Jx. 
Consequently, the condition (3.4) is satisfied if any restrictions on the model 
involve the elements of A alone. Equality constraints may involve elements 
of r and i9 if they represent identification conditions that do not change the 
associated tangent space, rather than restrictions on the model. 
In particular the elements of A may all be fixed, yielding a components of 
covariance model proposed by Wiley, Schmidt, and Bramble [1973, Model 
(S)]. Other models in the general class defined by (6.1) that satisfy (3.4) are 
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the usual unrestricted factor analysis model and a restricted factor analysis 
model with some factor loadings restricted to be zero but with no restrictions 
on factor intercorrelations. 
It follows that the maximum likelihood estimators for these models satisfy 
the diagonal equality (4.10). This is already known in the case of the last two 
models [cf. Anderson and Rubin, 1956, Equations (7.5), (7.28)]. 
7. MINIMUM DISCREPANCY METHODS FOR ARBITRARY 
CORRELATION STRUCTURES 
Not all correlation structures satisfy the requirements of Theorem 4.1. For 
other structures, it is, however, still possible to avoid estimating the nuisance 
parameter A in (2.3) and obtain an asymptotically efficient estimator of f3, 
directly from the sample correlation matrix R. A discrepancy function 
specified correctly for a correlation matrix should then be used. 
Although the method of maximum likelihood is intractable in this situa- 
tion, appropriate generalized least squares discrepancy functions may be 
based on a quadratc form test statistic for a specified correlation matrix 
obtained by Jennrich (1970, Section 7). Let 
F(R,P(e)lP) = +tr[ {R - P(CJ)}kp’]2 
- diag’[ {R - P(B)}~‘] (I+k*kl) -’ 
xdiag[ {R - P(e)}P-‘1, (74 
where P is a consistent estimator of P, = P(8,). Under normality assumptions 
the minimizer e^ of F(R,P(B)I@ will be an asymptotically efficient estimator 
of tl,, and nF(R,P(h)@‘) will have an asymptotic chi-squared distribution with 
+p(p - 1) - rank(J) d e g rees of freedom (Browne, 1977). When P(8) is linear 
in 6, a two stage procedure in which P = P(6) and e” is an ordinary least 
squares estimator of $ has been found to yield similar results to MWL based 
on (2.3) (Browne, 1977). Both 6 and e^ may be expressed in closed form. 
If P(8) is non linear, a two stage procedure would be wasteful, as an 
iterative process would be involved at each stage. Instead of requiring P to be 
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a separately obtained estimate of Pa = P(flc,), one may replace P in (7.1) by 
P(B), a function of the unknown 8, and employ the discrepancy function 
-diag’[RP(B)-‘-I] (I+p(e)*p(e)-l)-l 
xdiag[RP(B)-‘-I]. (7.2) 
Since F(R,P(fl)) = F(P(tl), RIP = R), and F(R,P(fl)]P = R) in (7.1) is cor- 
rectly specified, and since a discrepancy function remains correctly specified 
if its arguments are interchanged (Shapiro, 1985, p. 80) it follows that 
F(R,P(fl)) in (7.2) is correctly specified for a correlation matrix under 
normality assumptions. The discrepancy function F(R, P(8)) will then also 
yield asymptotically efficient estimators and a test statistic with an asymp- 
totic chi-squared distribution. In the particular situation where P(B) = P,, is a 
fully specified correlation matrix, nF(R,P,) becomes Jennrich’s (1970, Sec- 
tion 7) test statistic. 
The minimum of F(R,P(fl)) may be found using a pseudoNewton 
algorithm analogous to the Fisher scoring algorithm employing 
8F 
-= -$tr {RP-l-I]~~-i~P-r 
2 aei ( I i 
+diag’[RP-‘-- I](I+P*P-‘) -‘diag RP-‘apP-l 
[ aei ] 
-$diag’[RP-i- I] (I+P*P-l)-l g *P-i 
i 1 
- P* (P-q)) 
x (I+P*P-‘)diag[RP-‘- I] 
to obtain elements of the gradient of iF(R,P(B)), and 
1 a2F 
-~ 
2 aei aej 
(I+P*P-‘) -‘diag P-‘g 
I 
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to obtain elements of an approximation, H, to the Hessian- of iF(R,P)(B)) 
that is analogous to the information matrix. The minimizer 0 of F(R,P(O)) is 
asymptotically efficient, and the covariance matrix of the asymptotic distribu- 
tion of n112(4 - $) ’ g’ 1s lven by H- ’ evaluated at $. Under the null hypothe- 
sis that the model holds, the asymptotic distribution of nF(R,P(G)) is 
chi-squared with ip( p - 1) - rank(J) degrees of freedom. 
Notice that F(R,P(O)) in (7.2) is the correlation structure analogue of one 
of the discrepancy functions suggested by Swain (1975, p. 325, F,) for the 
analysis of covariance structures. 
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