



Современное состояние математической науки характеризуется огром-
ным расширением поля ее приложений. К математике как науке, имеющей 
важные применения, относились с почетом и уважением во все времена, но еще 
несколько десятков лет назад эти приложения ограничивались главным образом 
механикой, физикой, астрономией и геодезией. В настоящее время почти в ка-
ждой области высокоорганизованной человеческой деятельности математика 
применяется с большим успехом. 
Процесс математизации затронул и гуманитарные науки. В последнее 
время математические методы исследования во все более значительной мере 
привлекаются к историческим исследованиям, особенно в археологии. Стати-
стический подход систематически и уже давно используется для расшифровки 
подписей на языках давно уже умерших. Другие направления изучения стати-
стических закономерностей языка связаны с изучением повторяемости слов и 
букв, распределения ударений в словах, вычислением информативности языка 
конкретных писателей и поэтов. Необходим статистический подход и к иссле-
дованию педагогического процесса и обработке результатов педагогического 
эксперимента, так как по своему существу педагогический процесс связан с не-
обходимостью учета огромного разнообразия характеров, способностей, воз-
можностей восприятия, быстроты и прочности запоминания и т.д. 
Таким образом, математика должна прочно занять место в учебных пла-
нах нематематических специальностей высших учебных заведений. 
В данном пособии изложены основы высшей математики в объеме необ-
ходимом каждому специалисту гуманитарного профиля, при этом особое вни-
мание уделено базовым понятиям математики, даны основы дискретной мате-
матики. Важное место отводится прикладным аспектам математики: математи-
ке случайного мира. 
Пособие имеет следующую структуру: в каждом параграфе приводятся 
теоретические сведения, примеры решения типовых примеров и задач, предла-
гаются упражнения для самостоятельного решения. 
Данное пособие позволит организовать эффективное обучение студентов 
по курсу «Основы высшей математики», что будет способствовать повышению 











1. Введение в теорию множеств 
1.1. Понятие множества 
Мы постоянно встречаемся с множествами. Мы говорим о множестве 
студентов в группе, о множестве точек на прямой линии, о множестве целых 
чисел. Можно рассматривать также множество букв на данной странице, мно-
жество страусов в Африке, множество планет солнечной системы. 
Возникает вопрос: что такое множество? 
В математике нет определения понятия множества. Дело в том, что любое 
определение можно дать только на основании других, введенных ранее поня-
тий. Таким образом, для построения теории необходимы исходные, первичные 
понятия. Понятие множества является одним из основных первичных понятий 
современной математики. 
Под множеством понимают совокупность каких-нибудь предметов (объ-
ектов). 
Объекты или предметы, из которых состоят множества, называются его 
элементами. Таким образом, каждое множество состоит из элементов. 
Множества обычно обозначаются большими буквами латинского алфави-
та: А, В, С, …, а их элементы — малыми: а, b, с, …. 
Для некоторых числовых множеств используются специальные обозначе-
ния. Так, множество всех натуральных чисел обозначают буквой N, множество 
целых неотрицательных чисел — буквой Z0, множество всех целых чисел — 
буквой Z, множество всех рациональных чисел — буквой Q и множество всех 
действительных чисел — буквой R. 
Если A  есть множество, а x  какой–нибудь объект, то запись Ax∈  озна-
чает, что х является элементом множества А (принадлежит множеству А, со-
держится в А), если же х множеству А не принадлежит, то пишут: Ax∉  (или 
Ax ∈ ). 
Например, если A  — множество всех четных чисел, то A∈2 , A∈4 , 
A∉3 , A∉7 . 
Множества бывают конечными и бесконечными. Множество называется 
конечным, если есть смысл ставить вопрос о том, сколько элементов содержит-
ся в этом множестве, т.е. когда существует число, которым можно выразить ко-
личество элементов данного множества, при этом не важно, известно или нет 
это число, важно только, чтобы это число существовало. 
Когда данное множество не является конечным, т.е. взяв любое натураль-
ное число n, можно в данном множестве найти элементов больше, чем n, то 
данное множество называется бесконечным. 
Так множество букв алфавита конечное, а множество точек прямой бес-
конечное. 
Рассматривают в математике и множество, которое не содержит ни одно-
го элемента. Его называют пустым множеством и обозначают символом Æ. 
Примерами пустого множества могут служить: множество действительных 











Элементами множества могут быть множества. Рассмотрим, например, 
множество студенческих групп на первом курсе. Его элементами являются 
группы. Каждая группа в свою очередь — множество студентов. 
 
Упражнения 
1. Как можно назвать следующие множества:  
а) множество артистов, работающих в одном театре;  
б) учеников, которые учатся в одном классе;  
в) людей в Республике Беларусь? 
2. М –– множество музыкальных инструментов эстрадного оркестра. При-
надлежат ли этому множеству: 
а) барабан;  
б) гитара;  
в) струна гитары; 
г) балалайка? 
3. Назовите элементы множества электроприборов, имеющихся в вашем 
доме. 
4. Приведите примеры множеств, состоящих из:  
а) чисел;  
б) четырехугольников;  
в) животных. 
5. Прочитайте разными способами предложения:  
 а) A∈10 ;  
 б) A∉13 . 
6. А — множество нечетных чисел. Запишите при помощи символов сле-
дующие предложения:  
 а) число 15 нечетное;  
 б) число 30 не является нечетным. 
7. Прочитайте следующие утверждения: 
а) 2 Î  N;  
б) 2 Î  Z;  
в) –7 Î  Z;  
г) 3,21 Î  Q;  
д) 
4
3  Î  N;  
е) 
4
3  Î  R;  
ж) 0 Î  N;  
з) 0 Î  Z;  
и) –8 Î  Q;  
к) 0 Î  Z0.  











8. Даны множества: М — множество натуральных чисел, больших 5; Р — 
множество целых чисел, больших –1 и меньших 10. Определите, принад-
лежат ли этим множествам числа  –2, –1, 3, 6, 8, 11. 
Ответ запишите, используя знаки Î  и Ï . 
9. Даны числа: 11; –3; 
4
1 ; –2,8; 4 ; 
2
5 ; 0. 
Какие из них принадлежат множеству:  
а) натуральных чисел;  
б) целых чисел;  
в) рациональных чисел;  
г) действительных чисел?  
Ответ запишите с помощью знаков Î , Ï . 
10. Какое множество задано в каждом из следующих случаев: 
 а) множество городов на Луне; 
 б) множество динозавров в минском зоопарке? 
11. Известно, что ∈x  R. Найдите множества решений каждого из уравнений. 
 Какие из них пустые? 
 а) ( )1838 +=+ xx ; 
 б) ( ) xx 223 =− ; 
 в) 892 =+x . 
12. Какие из перечисленных множеств являются конечными, а какие — бес-
конечными:  
 а) множество букв, входящих в слово «число»;  
 б) множество городов Республики Беларусь;  
 в) множество целых чисел;  
 г) множество рыб в озере Нарочь;  
 д) множество книг в библиотеке;  
 е) множество точек пересечения синусоиды siny x=  с прямой 1
2
y = ? 
13. Элементами множества Y являются множества букв: Y = {{а, б}, {к, с, н}, 
{о, п, р, ю.}}. Верно ли, что 
 а) {к, с, н} Î  Y, 
 б) а Î  Y; 
 в) {о, п} Ï  Y; 
 г) {а, б} Î  Y? 
 
1.2. Способы задания множества 
Множество можно считать заданным, если указано каким–нибудь спосо-
бом, из каких элементов это множество состоит, т.е. когда о любом объекте 
можно сказать, принадлежит он этому множеству или не принадлежит. 












Если множество А состоит из элементов а, b, с, d, то этот факт записыва-
ют так: 
{ }dcbaA ,,,=  
и читают: «А — множество, элементы которого а, b, с, d». 
Отмеченным способом задания множества пользуются только в том слу-
чае, когда множество является конечным и содержит небольшое число элемен-
тов. 
Множество (конечное и бесконечное) можно задать и другим способом: 
указанием характеристического свойства элементов множества, т.е. свойства, 
которым владеют все элементы этого множества и только они. Например, мно-
жество М = {1, 2, 3, 4, 5, 6, 7} можно задать характеристическим свойством как 
множество натуральных чисел, меньших 8. Свойство, которым владеет любой 
элемент данного множества, –– «быть натуральным числом, меньшим 8». 
Множество, определяемое некоторым характеристическим свойством, 
обозначают так: в фигурных скобках пишут обозначение элемента, затем про-
водят вертикальную черту, после которой записывают характеристическое 
свойство элементов данного множества. Например, множество М натуральных 
чисел, меньших 8, записывают так: М = {x|x Î  N, x < 8}. 
Отметим, что другой способ задания множества в сравнении с первым 
более общий, так как его можно использовать для задания множеств, которые 
содержат как конечное, так и бесконечное число элементов. Необходимо также 
отметить, что в ряде случае одно и то же множество можно задать и первым и 
другим способом. 
Рассмотрим следующие чи-
словые множества, называемые чи-
словыми промежутками: 
{x|x Î  R, a £ x £ b}, 
{x|x Î  R, a < x < b}, 
{x|x Î  R, a < x £ b} 
{x|x Î  R, a £ x < b}, 
{x|x Î  R, x ³  a}, {x Î  R, x £ a}, 
{x|x Î  R, x > a}, {x|x Î  R, x < a}. 
Эти числовые множества со-
ответственно называются отрезком, 
интервалом, полуинтервалом, полу-
прямой, открытой полупрямой и 
обозначаются [a, b], (a, b), (a, b], 
[a, b), [a, +¥ ), (–¥ , a], (a, +¥ ), 
(–¥ , a). 
На рис. 1 показано, как число-



































1. Запишите следующие множества, перечислив их элементы:  
А — множество разных букв в слове «математика»;  
В — множество цветов спектра;  
С — множество одноцветных шахматных фигур;  
D — множество всех целых положительных степеней числа 3,  
меньших 250;  
М — множество всех положительных простых чисел, меньших 40. 
2. Запишите следующие множества с помощью перечисления элементов: 
М1 = {x|x Î  N, x < 11}; М2 = {x|x  5, x < 23, x Î  N}; 
М3 = {x|x Î  Z, |x| £ 3}; М4 = {x|x3 + 5x2 + 6x = 0, x Î  R};  
М5 = {x|x Î  R, x2 – 5|x| + 6 = 0}; М6 = {x|x  Î  Z, x2  £ 16}. 
3. Даны множества: 
А — множество частей света;  
В — множество океанов на земном шаре;  
С — множество месяцев в году;  
D — множество букв в слове «параллелограмм». 
а) Сформулируйте характеристическое свойство элементов каждого из 
данных множеств. 
б) Задайте данные множества, перечислив их элементы. 
4. Укажите характеристическое свойство элементов множества: 
а) {9, 16, 25, 36, 49};   
б) {33, 66, 99}. 
5. Запишите множества, используя разные формы записи множества: 
а) множество всех четных чисел;  
б) множество всех целых чисел от 7 до 100;  
в) множество всех целых чисел, меньших 5;  
г) множество корней уравнения х3 – 8х = 0;  
д) множество корней уравнения 
2
1sin =x ;  
е) множество точек плоскости, лежащих на биссектрисе первого и 
третьего координатных углов. 
6. Покажите на числовой прямой множество А, если: 
а) А = {x| –2 £ х £ 5, х Î  R};  
б) А = {x| x > –2, х Î  R};  
в) А = {x| х £ 3, х Î  R};  
г) А = {x| 1 < x < 3, х Î  R};  
д) А = {x| –1 < x < 7, х Î  Z}. 
7. Укажите среди следующих утверждений истинные:  
а) 6 Î  {x| х Î  N, x  5}; 
б) 6 Î  {x| х Î  N, x > 5};  
в) 2 Î  {1, 2, 3};  











д) {2} Î  {{1}, {2}, {3}}. 
8. Найдите множество точек плоскости, координаты которых удовлетворя-
ют следующим уравнениям:  
а) ( )( ) 0259 22 =−− yx ; 
б) ( ) ( ) 012 22 =−++ yx ; 
в) ( ) ( ) 131 22 −=−+− yx . 
 
1.3. Подмножество. Равенство множеств 
Рассмотрим множество В = {1, 2, 3, 4, 5} и множество А = {1, 3, 4}. Если 
сравнить эти множества, то можно заметить, что каждый элемент множества А 
является элементом множества В. В этом случае говорят, что множество А 
включается в В, или А — подмножество множества В. 
Определение 1. Если каждый элемент множества А содержится и в мно-
жестве В, то А называется подмножеством В. Это записывают следующим об-
разом: BA ⊂  или AB ⊃ . Читают: «А подмножество В», «А включается в В». 
Необходимо заметить, что, как вытекает из определения 1, само множест-
во всегда является своим подмножеством, т.е. BB ⊂ . 
Из определения 1 также следует, что пустое множество Æ является под-
множеством любого множества: Æ B⊂ . 
Докажем это утверждение. Допустим обратное, т.е. полагаем, что утвер-
ждение Æ B⊂  ложное. Это значит, что существует некоторый элемент множе-
ства Æ, который не принадлежит В. Однако это невозможно, так как пустое 
множество не содержит элементов. Таким образом, утверждение Æ B⊂  истин-
ное. 
Всякое множество В, которое состоит из n элементов, имеет 2n подмно-
жеств. Пустое множество и само множество В называются несобственными 
подмножествами множества В, а все остальные подмножества множества В — 
его собственными подмножествами. 
Рассмотрим два множества {1, 2, 3, 4} и {4, 1, 3, 2}. Они состоят из одних 
и тех же элементов, записанных в разном порядке. 
Обычно, когда говорят о множествах, например, о множестве студентов в 
группе, деревьев в лесу, книг в библиотеке, то интересуются только тем, из ка-
ких элементов оно состоит, а не думают о порядке расположения элементов. 
Это обстоятельство находит свое отображение в определении равенства двух 
множеств. 
Определение 2. Два множества А и В называются равными, когда каждый 
элемент множества А является элементом множества В, и наоборот, каждый 
элемент множества В является элементом множества А. 
Иными словами, два множества равны, когда они состоят из одних и тех 
же элементов. Таким образом, множества {1, 2, 3, 4} и {4, 1, 3, 2} равны. 
Понятия множества и подмножества используются при определении мно-











Определение 3. Всякое множество точек называется геометрической фи-
гурой. 
Таким образом, отрезок, луч, прямая, треугольник, окружность, круг, 
квадрат, шар, куб и т.д. — всё это геометрические фигуры. 
Для того чтобы отношения между множествами сделать более наглядны-
ми, используются специальные чертежи, называемые диаграммами Эйлера–
Венна. Множества, сколько бы они не содержали элементов, изображаются при 
помощи кругов или любых других геометрических фигур. Например, когда 
множество А является собственным подмножеством множества В, то рисуем 





Часто в теории множеств (и других разделах математики и естествозна-
ния) используется понятие универсального множества  
U — множества элементов всех множеств, рассматриваемых в ходе какого–
либо рассуждения. На диаграммах Эйлера–Венна универсальное множество U 




1. Найдите все подмножества множества М = {тетрадь, ручка, карандаш}. 
2. Какие из следующих утверждений являются истинными, какие лживыми:  
а) множество всех ромбов является подмножеством множества всех 
  параллелограммов;  
б) множество всех ромбов является подмножеством множества всех 
  прямоугольников;  
в) множество всех квадратов является подмножеством множества всех 
  прямоугольников;  
г) множество всех квадратов является подмножеством всех ромбов;  
д) множество всех прямоугольников является подмножеством  
  множества всех трапеций? 
3. Дано множество А = {1, 2, 3, 4}. Образуйте все подмножества множества 
 А, какие содержат:  
 а) два элемента;  











4. Даны множества: А = {3, 13, 25, 125, 501}; В = {1, 14, 27};  
 С = {3, 125, 501}; D = {13, 3, 25}; E = {125, 501}; F = {3, 12, 127};  
 Q = {501}; K = {501, 25, 13, 125}. 
 Какие из данных множеств являются подмножествами множества А? 
 Выясните, какие из следующих утверждений истинные, а какие  ложные:  
 а) B Ì  A;  
 б) C Ì  A;  
 в) D Ì  A;  
 г) E É Q;  
 д) E Ì  K;  
 е) D Ì  K? 
5. Пусть А — множество корней уравнения ( ) 513 +=− xx , В — множество 
 корней уравнения ( )( )( ) 0453 =−+− xxx . Какое из этих множеств  яв-
ляется подмножеством другого? 
6. При помощи диаграмм Эйлера–Венна убедитесь, что если A É B и B É С, 
 то А É С. 
7. Даны множества: А = {a, b, c, d}; В = {a, b, 4}; 
 С = {4, 2, c}; D = {a, b, 3}; E = {1, b}.  
 Найдите a, b, c, d, зная, что B Ì  A, C Ì  A, D Ì  A, E Ì  В. 
8. Найдите среди данных множеств равные: 
 а) А = {x| х Î  N, 1< х < 5};  
 б) B = {x| х Î  Z, 0< х < 5}; 
 в) C = {x| х Î  N, 1 £ х £ 5};   
 г) D = {1, 2, 3, 4};  
 д) E = {2, 3, 4}. 
9. Будут ли равными следующие пары множеств? 
 а) A = {1, 3}; В — множество корней квадратного уравнения 
  0342 =+− xx ; 
 б) А — множество всех сторон треугольника, В — множество всех 
   биссектрис треугольника; 
 в) А — множество решений уравнения 6235 −=+ xx , а  













 г) A = {1, 2, 3}; В — множество корней уравнения 0232 =+− xx ; 
 д) А — множество точек промежутка ( )+∞;0 , В — множество решений 
  неравенства 2x + 3 > 0; 
 е) А — множество всех вершин куба, В — множество всех букв слова 
  «Смоленск». 
10. Даны множества: А –– множество автобусов в гараже; В — множество 
легковых машин в этом гараже; С — множество легковых машин черного 
цвета в этом гараже; D — множество грузовых машин в гараже. 











Обозначьте универсальное множество буквой U и изобразите множества 
U, А, В, С и D при помощи диаграммы Эйлера–Вейна. 
 
1.4. Объединение множеств 
Допустим, что необходимо составить группу студентов, знающих немец-
кий или французский язык. Понятно, что в эту группу входят те, кто знает не-
мецкий язык, и те, кто знает французский язык. Конечно, в нее войдут и сту-
денты, знающие оба языка. 
Пусть А — множество букв, входящих в слово «цифра», В — множество 
букв, входящих в слово «три»: 
А = {ц, и, ф, р, а}; В = {т, р, и}. 
Запишем теперь выражение «цифра три». Оно состоит из букв ц, и, ф, р, 
а, т. 
Множество {ц, и, ф, р, а, т} состоит из букв, входящих или в множество 
А, или в множество В (или в оба множества). Множество, полученное таким об-
разом из множества А и В, называется объединением этих множеств. 
Определение. Множество элементов, которые принадлежат А или В, т.е. 
принадлежат или А, или В, или А и В одновременно, называется объединением 
множеств А и В. 
Объединение множеств А и В обозначают А È  В. 





Прежде, чем рассмотреть примеры объединения множеств, заметим, что 
согласно определению объединения 
х Î  А È  В Û  х Î  А или х Î  В. 
Пример 1. Пусть А = {1, 2, 5, 8}, В = {2, 4, 8, 10}. Тогда А È  В =  
= {1, 2, 4, 5, 8, 10}. В самом деле, число 1 входит в объединение А È  В, так как 
оно входит в А: 1 Î  А È  В, так как 1 Î  А. По той же причине числа 2, 5, 8 входят 
в А È  В. Числа 4 и 10 входят в А È  В, т.к. они входят в В. 
Пример 2. Пусть А = {1, 4, 7, 9}. Какие элементы входят в объединение  
А È  А? 
Из определения следует, что в А È  А входят те же самые числа, т.е.  
А È  А = {1, 4, 7, 9}. Значит, А È  А = А. Вообще, когда B Ì  A, то А È  В = А.  











Операция объединения подчиняется переместительному закону:  
А È  В = В È  А. 
Операцию объединения можно распространить на любое число множеств. 
Когда А, В, С — три произвольные множества, то (А È  В) È  С есть множество 
элементов, каждый из которых принадлежит хотя бы одному из множеств  
А, В, С. 






 и состоит из элементов, принадлежащих хотя бы одному из 
множеств iA . 
Операция объединения подчиняется сочетательному закону: 
(А È  В) È  С = А È  (В È  С). 
Надо доказать, что множество (А È  В) È  С равно множеству  
А È  (В È  С). Значит, необходимо доказать, что каждый элемент множества  
(А È  В) È  С принадлежит множеству А È  (В È  С) и, наоборот, каждый элемент 
множества А È  (В È  С) принадлежит множеству (А È  В) È  С. 
Пусть х Î  (А È  В) È  С. Значит, х Î  А È  В или х Î  С. Отсюда следует, что 
х Î  А, или х Î  В, или х Î  C. Когда х Î  А, то х Î  А È  (В È  С). Из того, что х Î  В 
или х Î  С следует, что х Î  В È  С, но тогда х Î  А È  (В È  С). 
Пусть теперь х Î  А È  (В È  С), тогда х Î  А или х Î  В È  С. Значит, х Î  А 
или х Î  В, или х Î  С. Когда х Î  А или х Î  В, то х Î  А È  В, и тогда  
х Î  (А È  В) È  С. Из того, что х Î  С вытекает, что х Î  (А È  В) È  С. 
Таким образом, доказали, что  
(А È  В) È  С = А È  (В È  С). 
На основании сочетательного закона в выражениях (А È  В) È  С,  
А È  (В È  С) скобки можно опустить и писать: А È  В È  С.  
Приведем еще примеры объединения множеств. 
Пример 3. А –– множество всех четных натуральных чисел, т.е.  
А = {2, 4, 6, …}, В –– множество всех натуральных чисел, делящихся на 3, т.е.  
В = {3, 6, 9, …}, С –– множество всех нечетных натуральных чисел, которые не 
делятся на 3, т.е. С = {1, 5, 7, …}. Объединение множеств А, В и С совпадает с 
множеством натуральных чисел. 
Пример 4. А –– множество корней уравнения х2 – 2х + 1 = 0,  
В –– множество решений уравнения х2 – 2х – 3 = 0. Тогда А È  В –– множество 




1. Известно, что а Î  А È  В. Верно ли, что  
 а) а Î  А;  
 б) а Î  В;  
 в)  а Î  А или а Î  В;  











2. Найдите объединение множеств А и В, если: 
а) А = {11, 13, 15, 27}, В = {11, 26, 27, 101}; 
б) А = {11, 27, 35, 100}, В = {11, 27, 35, 100, 101, 121}; 
в) А = {23, 43, 53, 63}, В = Æ; 
г) А = {102, 203, 305, 400, 435},  В = {203, 400}. 
3. Найдите объединение множеств А и В, если: 
а) А = {н, о, с}, В = {к, о, н, у, с};  
б) А — множество цифр числа 5673579, В — множество цифр числа 
  1756537; 
в) А = {x| х Î  N, х ³  5};  В = {x| х Î  N, х < 3}; 
г) А = {x| х Î  R, 0 £ х £ 2}; В = {x| х Î  R, 1 £ х £ 5}; 
д) А = {x| х Î  R, 0 £ х £ 2}; В = {0, 4, 6}; 
е) А — множество чисел, кратных 2, В — множество чисел,  
  кратных 3; 
ж) А = {x| х – 2 = 0};  В = {x| х2 – 5х + 6 = 0}. 
4. Изобразите на числовой прямой элементы объединения множеств: 
а) А = {x| х Î  R, –1 £ х < 3}; В = {x| х Î  R, х < –1}; 
б) А = {x| х Î  R, 0 £ х £ 5}; В = {x| х Î  R, –2 £ х £ 5}; 
в) А = {x| х Î  R, х < 7};  В = {x| х Î  R, 0 < х £ 8}. 
5. Пусть А — множество решений уравнения ( ) 0f x = , В — множество ре-
шений уравнения g(x) = 0. Выразить через А и В множество решений 
уравнения f(x)g(x) = 0. 
6. Докажите с помощью диаграмм Эйлера–Венна, что операция объедине-
ния множеств подчиняется сочетательному закону. 
7. Какая фигура является объединением двух смежных углов? 
8. Приведите примеры объединения трёх, четырёх множеств. 
9. Найдите объединение А È  В È  С множеств А, В и С, если: 
а) A = (1; 5), B = [4, 6), C = [0; 2]; 
б) А — множество всех целых чисел, В — множество всех правильных 
обыкновенных дробей (положительных и отрицательных),  
С — множество всех неправильных обыкновенных дробей. 
10. Cформулируйте характеристическое свойство элементов объединения 
следующих множеств: 
 а) К –– множество девушек в группе, Р –– множество участников  ху-
дожественной самодеятельности в группе; 
 б)  К –– множество учащихся десятых классов некоторой школы,  
 Р ––  множество отличников школы. 
 
1.5. Пересечение множеств 
Пусть А — множество букв, входящих в слово «цифра», В — множество 
букв, входящих в слово «три». Сформулируем вопрос: какие буквы входят и в 











кие входят и в множество А, и в множество В. Множество, полученное таким 
образом из множеств А и В, называется пересечением множеств А и В. 
Определение. Множество всех элементов, принадлежащих одновременно 
А и В, называется пересечением множеств А и В. 
Пересечение множеств А и В обозначается А Ç В. Пересечение множеств  





Пример 1. Пусть А = {1, 5, 7, 8}, В = {2, 5, 7, 9, 10}, тогда  
А Ç В = {5, 7}. 
Пример 2. Пусть А = {1, 5, 10, 13}, В = {2, 7, 8}. Видим, что нет элемен-
тов, принадлежащих одновременно множеству А и множеству В. 
В таком случае, когда множества А и В не имеют общих элементов, гово-
рят, что А и В не пересекаются или что их пересечение есть пустое множество: 
А Ç В = Æ. 
Значит, для образования пересечения А Ç В двух множеств А и В надо 
взять только те элементы, которые входят в оба множества. Таким образом, со-
гласно определению пресечения 
х Î  А Ç В Û  х Î  А и х Î  В. 
Рассмотрим еще примеры пресечения. 
Пример 3. Пересечение множества прямоугольников и множества ромбов 
есть множество квадратов. 
Пример 4. Пересечение множества А = {1, 2, 3, 4, 6, 8, 12, 16, 24, 48} на-
туральных делителей числа 48 с множеством В = {1, 2, 4, 7, 8, 14, 28, 56} нату-
ральных делителей числа 56 является множество {1, 2, 4, 8}. Элементы этого 
множества являются общими делителями чисел 48 и 56. 
Очевидно, что А Ç А = А; вообще, когда В Ì  А, то В Ç А = В. Из опреде-
ления пересечения следует: А Ç В = В Ç А,  т.е. операция пересечения коммута-
тивна. 
Имеет место и следующее равенство: А Ç Æ = Æ. 
Операцию пересечения легко распространить и на случай больше двух 
множеств. Рассмотри три множества А, В, С. Пересечение А Ç В есть множест-
во общих элементов множеств А и В, поэтому (А Ç В) Ç С есть множество эле-
ментов, принадлежащих одновременно трём множествам А, В, С. 
Аналогично определяется и операция пересечения любого числа мно-











рация пересечения ассоциативна: (А Ç В) Ç С = А Ç (В Ç С). Поэтому исполь-
зуется запись А Ç В Ç С. В общем случае пересечение совокупности множеств 





 и состоит из элементов, принадлежащих 
сразу всем множествам 1A , nAA ,...,2 . 
Заметим, что относительно двух операций пересечения и объединения 
множеств выполняются два дистрибутивных (распределительных) закона: 
1) (А Ç В) È  С = (А È  С) Ç (В È  С); 
2) (А È  В) Ç С = (А Ç С) È  (В Ç С). 
Докажем второй из этих законов (первый доказывается аналогично). 
Пусть х Î  (А È  В) Ç С. Значит, х Î  А È  В и х Î  С. Из того, что х Î  А È  В, 
следует, что обязательно выполняется по крайней мере одно из двух утвержде-
ний: х Î  А или х Î  В. Когда х Î  А, то из того, что х Î  С, следует, что  
х Î  А Ç С. Значит, х Î  (А Ç С) È  (В Ç С). Когда же х Î  В, то из того, что х Î  С, 
следует, что х Î  В Ç С, но тогда х Î  (А Ç С) È  (В Ç С). 
Таким образом, любой элемент множества (А È  В) Ç С является элемен-
том и множества (А Ç С) È  (В Ç С). 
Докажем теперь обратное. Пусть х Î  (А Ç С) È  (В Ç С). Возможен один 
из случаев: х Î  А Ç С или х Î  В Ç С, т.е. х Î  А и х Î  С, или х Î  В и х Î  С. От-
сюда получаем, что х Î  С и х Î  А È  В, а это свидетельствует о том, что  





1. Известно, что а Î  А Ç В. Можно ли на основании этого утверждать, что: 
 а) а Î  А;  
б) а Î  В;  
в) а Î  А и а Ï  В;  
г) а Î  А и а Î  В? 
2. Найдите пересечение множеств А и В: 
а) А = {а, в, с, к, п}, В = {п, е, в, с, р};   
б) А = {а, в, с, к, п},  В = {а, с, к}; 
в) А = {а, в, с, к, п}, В = {а, с, к, в, п};   
г) А — множество четных натуральных чисел, В — множество целых 
  чисел, делящихся на 3; 
д) А — множество корней уравнения х2 – 4х + 3 = 0, В — множество 
  корней уравнения х2 – 3х + 2 = 0. 
3. Отметьте на числовой прямой элементы пересечения множеств (х Î  R): 
а) А = {x| –3 < х < 4}; В = {x| –2,5 < х < 5,5}; 
б) А = {x| 1 < х < 6};  В = {x| –2 £ х < 1}; 
в) А = {x| –2,5 £ х < 2}; В = {x| 0 < х £ 2,7}; 











д) А = {x| –1 £ х £ 5}; В = {x| 0 £ х £ 3}. 
4. Расположите два угла так, чтобы их пересечением был:  
а) треугольник;  
б) луч;  
в) точка;  
г) отрезок;  
д) четырехугольник. 
5. А — множество светловолосых девушек в классе, В — множество 
 учащихся класса, сидящих за первыми партами. Сформулируйте условия 
 при которых: 
а) А Ç В = Æ; 
б) А Ç В ¹  Æ; 
в) А Ç В = В; 
г) А Ç В = А. 
6. Пусть А — множество решений уравнения ( ) 0=xf , В — множество ре-













7. Докажите при помощи диаграмм Эйлера–Венна ассоциативность пересе-
чения множеств. 
8. Найдите пересечение:  
а) множество точек параболы у = х2 – 4х + 5 и гиперболы 2xy = ;   
б) множеств точек окружности х2 + у2 = 8 и параболы 2
2
1 xy = . 

































10. Найдите область допустимых значений для уравнений: 
а) 111 =−++ xx ;   
б) 254 =++− xx ;  
в) 2925 =++− xx . 
11. При помощи диаграмм Эйлера–Венна проиллюстрируйте справедливость 
 распределительного закона пересечения относительно объединения. 
12. Найдите пересечение А Ç В Ç С множеств А, В и С, если: 
а) А — множество двузначных чисел, В — множество нечетных чисел,  











б) А — множество треугольников с углом в 45о, В — множество рав-
нобедренных треугольников, С — множество прямоугольных рав-
нобедренных треугольников. 
 
1.6. Разность множеств. Дополнение подмножества 
Пусть А и В — некоторые множества. 
Определение 1. Разностью множеств А и В называется множество, эле-
менты которого принадлежат множеству А, но не принадлежат  
множеству В. 
Разность множеств А и В обозначают А \ В. 
Согласно определению разности 
х Î  А \ В Û  х Î  А и х Ï  В. 
Пример 1. Пусть А = {1, 2, 3, 4, 5, 6, 7, 8}, В = {2, 4, 6, 8, 9, 10}. Тогда  
А \ В = {1, 3, 5, 7}. 
Графическое изображение разности А \ В множеств А и В показано на ри-





Из определения разности следует, в частности, что А \ А = Æ;  
А \ В ¹  В \ А. 
Определение 2. Когда множество В является подмножеством множества 
А, то разность А \ В называют дополнение множества В до множества А и обо-
значают AB . 
Графическое изображение дополнения AB  множества В до множества А 
показано на рис. 6. 
 
Рис. 6 
Пример 2. Пусть А — множество натуральных чисел, В — множество на-
туральных четных чисел. Тогда дополнением множества В до множества А яв-











Дополнение множества А до универсального множества U обозначается 
A , т.е. A  –– это множество, состоящее из тех и только тех элементов универ-
сального множества, которые не входят в А. 
Нетрудно заметить следующие свойства: 
1) A È  U = U, A Ç U = A; 
2) A È  A  = U, A Ç A  = Æ; 
3) A  = A (дополнение к множеству A  равно А); 
4) BABA ∩=∪ , BABA ∪=∩ . 
Докажем, например, что множества BA∪  и BA ∩  равны. 
1. Пусть BAx ∪∈ , докажем, что BAx ∩∈ . BAx ∩∈ , значит, 
BAx ∪∉ . Отсюда следует, что Ax∉  и Bx∉ . 
Из того, что Ax∉  и Bx∉  следует, что Ax∈  и Bx∈ , а значит, 
BAx ∩∈ , что и требовалось доказать. 
2. Пусть BAx ∩∈ , докажем, что BAx ∪∈ . BAx ∩∈ , значит, 
Ax∈  и Bx∈ . Поэтому Ax∉  и Bx∉ . Так как х не принадлежит ни А, ни В, 
то х не принадлежит и объединению BA∪ . Тогда BAx ∪∈ , что и требова-
лось доказать. 
Графически дополнение к объединению изображено на рис. 7. Весь пря-
моугольник изображает универсальное множество, заштрихованная  






1. Известно, что \x A B∈ . Какие из следующих высказываний истины:  
а) х Î  А;   
б) х Ï  А;   
в) x B∈ ;   
г) х Ï  В;   
д) х Ï  А и х Î  В;   
е) х Ï  А и х Ï  В;   
ж) х Î  А и х Ï  В. 











а) А = {1, 5, 7, 9, 10},  В = {5, 7, 11, 12, 13};   
б) А = {a, b, c, d, e, f},  В = {а, f, k, m, n}; 
в) А = {f, m, n, h};   В = {h, n, f, m}; 
г) А = {10, 20, 30, 50};  В = Æ; 
д) А = {x| х – 2 = 0};   В = {x| х2 – 4 = 0}; 
e) А = {x| х Î  Z, –5 £ x £ 5}; В = {x| х Î  N, 4 £ x £ 12}. 
3. Укажите характеристическое свойство элементов множества А \ В, если: 
а) А — множество учащихся в школе старше 15 лет, В — множество 
шахматистов этой школы; 
б) А — множество спортсменов в школе, В — множество отличников 
в этой школе; 
в) А — множество натуральных чисел, В — множество натуральных 
нечетных чисел;  
г) А — множество чисел, кратных 2, В — множество чисел,  
кратных 3;   
д) А — множество окружностей, радиус которых не больше, чем 7 см, 
В — множество окружностей, радиус которых меньше, чем 4 см. 
4. Пусть А — множество решений уравнения ( ) 0=xf , В — множество ре-





5. Найдите дополнение множества В до множества А, если: 
а) А = {11, 12, 43, 54, 7},  В = {7, 12};   
б) А = {x| х Î  N, x £ 10};  В = {x| х Î  N, x < 5}; 
в) А — множество учеников некоторого класса, В — множество 
  отличников в этом классе;  
г) А = {x| х Î  R, x £ 7};  В = {x| х Î  R, 1 £ x £ 5}; 
д) А — множество действительных чисел, В = {x| х Î  R, 1 < x < 5};  
е) А — множество действительных чисел, В = {x| х Î  R, x > 1};  
ж) А — множество действительных чисел, В — множество 
  рациональных чисел. 
6. Каким условиям должны удовлетворять множества А и В, чтобы:  
а)  (А \ В) È  B = А;  
б) (A È  B) \ В = A? 
8. Покажите при помощи диаграмм Эйлера–Венна, что для любых множеств 
А, В и С, таких что В Ì  А, С Ì  А, справедливы равенства: 
а) А \ (В È  С) = (А \ В) Ç (А \ С); 
б) А \ (В Ç С) = (А \ В) È  (А \ С). 
1.7. Разбиение множества на классы 
Определение. Разбиением множества А на подмножества (классы) назы-












1) объединение всех подмножеств этой системы равно множеству А; 
2) никакие два различные подмножества не содержат общих элемен-
тов. 





Множество А разбито на пять классов А1, А2, А3, А4, А5. 
Первое условие, накладываемое на систему подмножеств, которая явля-
ется разбиением множества А, означает, что каждый элемент из множества А 
входит в какое–нибудь подмножество системы; другое условие означает, что 
каждый элемент из А входит только в одно подмножество системы. 
Пример 1. Будем рассматривать множество учеников школы. Школа со-
стоит из классов: 1, 2, 3, …, 11. Совокупность классов является разбиением, так 
как объединение учеников всех классов дает множество учеников школы, и ни-
какие два класса не пересекаются: один и тот же ученик не может учиться в 
двух разных классах. 
Пример 2. Будем рассматривать множество людей данного города. Это 
множество можем разбить на классы по фамилиям (людей, имеющих две фами-
лии, исключаем), это значит относим к одному классу всех однофамильцев. То-
гда это будет разбиением множества людей данного города. 
Отметим, что не всякая система подмножеств данного множества пред-
ставляет собой разбиение этого множества. 
Пример 3. Рассмотрим множество параллелограммов и выделим в нём 
следующие подмножества: а) прямоугольников, б) ромбов,  
в) параллелограммов с неравными сторонками и непрямыми углами. Будет ли 
это разбиением? Нет, потому что квадраты попадают в множество а) и в  
множество б). 
Таким образом, разбиение связано с выделением из множества его под-
множеств. Но, чтобы выделить подмножества, достаточно указать характери-
стическое свойство его элементов. 
Рассмотрим, например, множество целых чисел. Его элементы обладают 
разными свойствами. Пусть нас интересуют целые числа, которые обладают 
свойством делиться на 5. Это свойство позволяет выделить из множества целых 
чисел подмножество чисел, которые делятся на 5. Тогда про остальные целые 
числа можно сказать, что они не делятся на 5. Таким образом, получаем ещё 
одно подмножество множества целых чисел. Выделенные подмножества не пе-











ного свойства элементов множества целых чисел привело к разбиению этого 
множества на два класса. 
При помощи одного свойства осуществляется разбиение множества, во-
обще, на 2 класса, при помощи двух свойств — на 4 класса, при помощи трех 
свойств — на 8 классов, при помощи n  свойств — на 2n  классов. В частных 





1. Выделить из множества A = {0, 4, 10, 15, 20, 25} два множества. В одно 
включить числа, кратные 2, а во второе — кратные 5. Получилось ли раз-
биение множества А на класс чисел, кратных 2, и класс чисел,  
кратных 5? Можно ли разбить данное множество на три класса? 
2. Из множества М = {a, b, c, d, e, f, g, h, k} выделили подмножества X, Y, Z. 
В каком случае эти подмножества определяют разбиение множества М на 
классы: 
а) X = {a, c, e}, Y = {b, d},  Z = {f, g, h, k}; 
б) X = {a, c, d}, Y = {b, f},  Z = {g, h, k}; 
в) X = {a, c, e}, Y = {b, d, f}, Z = {f, g, h, k}; 
г) X = {a, d, g}, Y = {b, c, e, f}, Z = {h, k}; 
д) X = {a, b},  Y = Æ,  Z = {c, d, e, f, g, h, k}. 
3. Пусть А — множество всех прямоугольных треугольников,  
В — множество равнобедренных треугольников. Запишите и назовите 
классы, на которые разбивается множество М всех треугольников при 
помощи данных двух свойств. Изобразите это разбиение при помощи 
диаграммы Эйлера–Венна. 
4. Определите классы разбиения множества студентов первого курса, если 
оно осуществляется при помощи свойств «быть отличником», «быть 
спортсменом», «быть участником художественной самодеятельности». 
Покажите полученные классы с помощью диаграммы Эйлера–Венна. 
5. Изобразите на диаграмме, запишите и назовите классы, на какие разбива-
ется множество действительных чисел при помощи свойств «быть нату-
ральными», «быть рациональными», «быть отрицательными». 
 
1.8. Задачи, связанные с операциями над конечными множествами 
Часто требуется определить число элементов или в множестве, или в объ-
единении множеств, или в дополнении подмножеств. Для решения таких задач 
существуют определенные приемы. 
Условимся число элементов конечного множества А обозначать  
через n(A). 
Рассмотрим два множества A = {a, b, c, d, e}, и B = {m, b, k, a}.  
В множестве А содержится 5 элементов: n(A) = 5, а множество В — 4 элемента: 











A È  B = {a, b, c, d, e, m, k}. 
В его входят все элементы множества А и элементы m, k множества В, не 
принадлежащие пересечению A Ç B множества А и В. Значит, n(A È  B) = 7. 
Вообще, число элементов объединения двух множеств равно сумме чисел 
элементов в каждом из них, уменьшенной на число элементов пересечения этих 
множеств, т.е. для любых множеств А и B справедливо равенство: 
n(A È  B) = n(A) + n(B) – n(A Ç B). 
Если же множества А и В не пересекаются, т.е. A Ç B = Æ, то  
n(A È  B) = n(A) + n(B). 
Аналогично, число элементов трех пересекающихся множеств А, В, С вы-
числяется по формуле 
n(A È  B È  С) = n(A) + n(B) + n(С) – n(A Ç B) – n(A Ç С) –  
– n(B Ç С) + n(A Ç B Ç С), 
а если множества А, В и С не пересекаются, то по формуле  
n(A È  B È  С) = n(A) + n(B) + n(С). 
Рассмотрим теперь разность множеств А и В. По определению разности 
имеем А \ В = {x| х Î  А, x Ï  В}, откуда следует, что если множества А и В пере-
секающиеся, то (см. рис. 5) 
n (А \ В) = n(A) – n(A Ç B). 
Если же В Ì  А (В — подмножество множества А), то (см. рис. 6) 
n (А \ В) = ( )ABn  = n(A) – n(B). 
Рассмотрим задачу: «Из 40 студентов группы 35 человек успешно сдали 
экзамен по математике, а 37 — по белорусскому языку. Два студента получили 
неудовлетворительные оценки по двум предметам. Сколько студентов имеют 
академическую задолженность?» 
Пусть С — множество студентов группы, М — множество студентов, ус-
пешно сдавших математику, В — множество студентов, успешно сдавших бе-
лорусский язык. 
Тогда 
n(С) = 40, n(М) = 35, n(В) = 37.  
М È  В— множество студентов, успешно сдавших хотя бы один экзамен. 
n (М È  В) = 40 – 2 = 38,  
так как 2 студента не сдали ни одного экзамена. 
Получаем: 
n (М È  В) = n(М) + n(В) – n (М Ç В), 
38 = 35 + 37 – n (М Ç В), 
отсюда 
n (М Ç В) = 35 + 37 – 38 = 34, 
т.е. 34 студента успешно сдали оба экзамена и не имеют академическую задол-
женность. Тогда 6 (40 – 34 = 6) имеют академическую задолженность. 
Данную задачу удобно решать при помощи диаграммы Эйлера–Венна. 















Множество С разбилось на 4 класса (I, II, III, IV) с помощью двух свойств 
М и В. Теперь достаточно вписать число элементов каждого из классов разбие-
ния и получим наглядную картину. 
В классе IV — 2 элемента (студенты, которые получили неудовлетвори-
тельную оценку по двум предметам). Тогда на все остальные классы I, II, IV ос-
тается 38 человек. В I и II классах вместе 35 человек, тогда в классе III остается 
3 человека (38 – 35 = 3). В I и III классах вместе 37 человек, тогда в I классе 34 
человека (37 – 3 = 34). Во II классе 1 человек (35 – 34 = 1). 
Итак студенты, имеющие академическую задолженность, — это элемен-
ты классов II, III, IV: 




1. Сколько учеников в классе, если известно, что 15 из них посещают мате-
матический кружок, 10 — кружок белорусского языка, 5 — оба кружка? 
2. Во время опроса в одном городе выяснилось, что из опрошенных жителей 
720 читают газету «Республика», 412 — газету «Звезда», 210 читают обе 
газеты. Сколько человек было опрошено? Сколько человек из опрошен-
ных читают только газету «Республика»? 
3. В группе учатся 25 девушек, из которых 12 занимаются аэробикой,  
10 — бадминтоном, 4 — аэробикой и бадминтоном. Сколько девушек из 
этой группы не занимаются ни аэробикой, ни бадминтоном? 
4. Из 40 подростков, живущих в одном доме, 25 занимаются боксом,  
22 — боксом и плаванием одновременно. Сколько подростков занимают-
ся только боксом? Сколько подростков занимаются только плаванием? 
Сколько всего подростков занимаются плаванием? 
5. Из 100 студентов первого курса английский язык изучают 28 человек, не-
мецкий — 30, французский — 42, английский и немецкий — 8, англий-
ский и французский — 10, немецкий и французский — 5, все три языка 
изучают 3 студента.  
а) Сколько студентов изучают только английский язык?  











в) Сколько студентов изучают только французский язык?  
г) Сколько студентов изучают только один язык?  
д) Сколько студентов изучают два языка?  
е) Сколько студентов не изучают ни одного языка? 
6. В классе 30 человек. Из них 17 увлекаются литературой, а 21 — матема-
тикой. Каким может быть число учеников, которые:  
а) увлекаются двумя предметами;  
б) увлекаются хотя бы одним предметом;  
в) увлекаются только математикой;  
г) не увлекаются ни одним из предметов? 
7. Из 35 школьников 15 занимаются в фотокружке, 12 –– в радиокружке. 
Каким может быть число школьников, которые: 
а) не занимаются ни в одном кружке;  
б) занимаются хотя бы в одном кружке;  
в) занимаются только в одном кружке;  
г) занимаются в двух кружках; 
д) занимаются только в фотокружке; 
е) занимаются только в радиокружке. 
 
1.9. Декартово произведение множеств 
В повседневных разговорах мы часто употребляем понятие пары: пара 
обуви, танцевальная пара, «сладкая парочка» (Twiks) и т.д. 
Рассмотрим, например, число 68. Это число записывается при помощи 
двух цифр 6 и 8, которые необходимо записывать в определенном порядке: 
сначала 6, а затем 8. Если эти цифры переставить, то получаем другое число 86. 
В таком случае, когда важен порядок расположения элементов множест-
ва, в математике говорят об упорядоченных наборах элементов.  
В данном примере мы имеем дело с упорядоченными парами. 
Пусть дано некоторое множество Х. Упорядоченной парой называют два 
элемента множества, взятые в определенном порядке. 
Упорядоченную пару, образованную из элементов х и у множества Х, 
обозначают (х, у); элемент x  называют первой компонентой (координатой), а 
элемент y  — второй компонентой (координатой) этой пары. 
В упорядоченной паре может быть, что х = у. Например, число 55 можно 
рассматривать, как упорядоченную пару (5, 5). 
Две упорядоченные пары называются равными, если их соответствующие 
компоненты равны, т.е. (х, у) = (z, t), если х = z и y = t. Отсюда следует, что если 
x ¹  y, то (х, у) ¹  (y, x). 
Можно образовывать упорядоченные пары и из элементов двух разных 
множеств. 
Рассмотрим два множества X = {1, 2, 3}, Y = {2, 5}. Найдем всевозможные 











ва Х, а второй компонентой — элемент множества Y. Получим следующее 
множество упорядоченных пар: 
{(1,2), (1,5), (2,2), (2,5), (3,2), (3,5)}. 
Это множество называют декартовым (прямым) произведением множеств 
Х и Y. 
Определение. Пусть Х и Y — два множества. Декартовым (или прямым) 
произведением множеств Х и Y называется множество Х  ´  Y, состоящие из всех 
упорядоченных пар (x, y), в которых первая компонента х принадлежит Х, а 
вторая компонента у принадлежит Y. 
Таким образом, ( ){ }YyXxyxYX ∈∈=× ,, . 
Пример 1. Составить всевозможные маршруты от Минска и Киева до 
Варшавы, Будапешта, Праги. 
Для этого введем множество Х = { Минск, Киев}  и Y = { Варшава, Буда-
пешт, Прага} . Задача будет решена, если найдем декартовое произведение 
множеств Х и Y: 
Х ´  Y = { (Минск, Варшава), (Минск, Будапешт), (Минск, Прага),  
(Киев, Варшава), (Киев, Будапешт), (Киев, Прага)} . 
Пример 2. Пусть Х = {1, 2, 3}, Y = {k, l}. Декартовое произведение Х ´  Y 
состоит из шести элементов:  
Х ´  Y = { (1, k), (2, k), (3, k), (1, l), (2, l), (3, l)} . 
Выпишем теперь декартовое произведение 
Y ´  Х = { (k, 1), (k, 2), (k, 3), (l, 1), (l, 2), (l, 3)} . 
 
Таким образом, Х ´  Y ¹  Y ´  Х. Результат декартового произведения зави-
сит от порядка сомножителей. 
С помощью примера легко показать, что для операции декартового про-
изведения не выполняется ассоциативный закон 
Х ´  (Y ´  Z) ¹  (Х ´  Y) ´  Z. 
Для операции декартового произведения относительно операции объеди-
нения множеств справедлив дистрибутивный закон: 
Х ´  (Y È  Z) = Х ´  Y È  Х ´  Z. 
Доказательство равенства двух множеств, как известно, состоит из двух 
частей. 
1. Пусть х Î  Х ´  (Y È  Z). Докажем, что х Î  Х ´  Y È  X ´  Z.  
По определению декартового произведения, х является упорядоченной парой 
( )nmx ,= , где Xm∈ , Yn∈  или Zn∈ . 
Если Xm∈ , Yn∈ , то пара ( ) YXnm ×∈,  и, следовательно,  
х Î  Х ´  Y È  X ´  Z. Аналогично, если Xm∈ , Zn∈ , то ( ) YXnm ×∈,  и, следо-
вательно, ZXYXx ×∪×∈ . 
2. Пусть ZXYXx ×∪×∈ . Нужно доказать, что ( )ZYXx ∪×∈ . Дока-
зательство предоставляем читателю. 
Для операции декартова произведения относительно операции вычитания 











( ) ( ) ( ) ( ) ( ) ( )ZXYXZYXZXYXZYX ×∩×=∩×××=× ;\\ . 
Доказательство этих равенств предлагаем читателю. 
Элементы декартового произведения двух конечных множеств Х, Y удоб-
но записывать в виде прямоугольной таблицы, где по вертикали записывают 
элементы множества Х, а по горизонтали — элементы множества Y. На пересе-
чении соответствующих строк и столбиков записываются элементы множества 
Х ´  Y. 
Пример 3. Найдем декартовое произведение множеств Х и Y, если  
Х = { 1, 2, 3, 4}  и Y = { а, b, c} . 
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1 (1, а) (1, b) (1, с) 
2 (2, а) (2, b) (2, с) 
3 (3, а) (3, b) (3, с) 
4 (4, а) (4, b) (4, с) 
 
Таким образом, 
Х ´  Y = { (1, a), (2, a), (3, a), (4, a), (1, b), (2, b), (3, b), (4, b),  
(1, c), (2, c), (3, c), (4, c)} . 
В математике рассматривают также упорядоченные наборы из трех, че-
тырех и т.д. элементов. 
Пусть даны множества Х1, Х2, …, Хn . Возьмем элемент х1 Î  Х1, х2 Î  Х2, …, 
хn Î  Хn,  и образуем упорядоченную систему из n  элементов  
(х1, х2, …, хn) которую называют кортежем длины n . Кортежи длины 2 называ-
ются парами, длины 3 — тройками и т.д., длины n  — энками ( n –ками). Два 
кортежа называются равными, если они имеют одинаковую длину и одинако-
вые компоненты с одинаковыми номерами. 
При помощи понятия кортежа можно определить понятие декартового 
произведения n  множеств. 
Определение. Декартовым произведением n  множеств Х1, Х2, …, Хn на-
зывается множество всевозможных кортежей (х1, х2 , …, хn) длины n таких, что 
х1 Î  Х1, х2 Î  Х2, …, хn Î  Хn. 
( ){ }nnnn XxXxXxxxxXXX ∈∈∈=××× ,...,,,...,,... 22112121 . 
Так, например, декартовым произведением Х ´  Y ´  Z множеств Х = { 1, 2} , 
Y = { 3, 4, 5}  и Z = { 4, 6}  является множество 
Х ´  Y ´  Z = { (1, 3, 4), (1, 3, 6), (1, 4, 4), (1, 4, 6), (1, 5, 4), (1, 5, 6),  
        (2, 3, 4), (2, 3, 6), (2, 4, 4), (2, 4, 6), (2, 5, 4), (2, 5, 6)} . 
 
Упражнения 
1. Пусть А={а, о, у}, В={к, н}. Перечислите элементы множеств А ´  В и  











2. Даны множества А = {м, а, в}, В = {л, о}. Является ли множество С декар-
товым произведением множеств А и В, если: 
а) С={(м, л), (м, о), (а, л), (а, о), (л, в), (в, о)}; 
б) С={(м, л), (м, о), (а, л), (а, о), (в, л), (в, о)}; 
в) С={(м, о), (а, о), (в, о), (м, л), (а, л)}? 
3. Известно, что Х ´  Y = {(1,2), (2,1), (3,1), (4,1), (5,1), (6,1), (7,1), (7,2), (4,2), 
(6,2), (3,3), (6,3), (1,1), (1,3), (2,3), (3,2), (4,3), (5,2), (5,3), (7,2), (7,3)}. 
Запишите множества Х, Y, Y ´  X. 
4. Выпишите все двузначные числа, у которых число десятков четное, а 
число единиц кратно 3. Сколько чисел получилось? 
5. Составьте все дроби, числитель и знаменатель которых — однозначное 
число из множества {5, 6, 7, 8}. Сколько дробей получилось? 
6. Что можно сказать про множество А ´  В, если А = Æ? 
7. Завтрак состоит из двух блюд. На второе предлагается: рыба, сосиски, 
пельмени, оладьи. На третье можно выбирать чай, кофе, молоко. Какие 
завтраки можно составить из этих блюд? 
8. Даны множества А = {а, b, с}, В = {3, 4}, С = {4, 5, 6}. 
а) Запишите множества  А ´  В, А ´  С, В ´  С; 
б) Верно ли, что (А ´  В) Ç (А ´  С) = А ´  (В Ç С)? 
9. Пусть А = {а, b, с}, В = {1, 3}, С = {5, 6}. 
Найдите А ´  (В ´  С) и (А ´  В) ´  С и сделайте вывод об ассоциативности 
 декартового произведения. 
10. Чем отличается множество букв в слове «геометрия» от кортежа букв в 
его записи? 
11. Докажите равенства: 
а) А ´  (В Ç С) = (А ´  В) Ç (А ´  С); 
б) А ´  (В \ С) = (А ´  В) \ (А ´  С). 
 
1.10. Изображение декартового произведения  
двух числовых множеств на координатной плоскости 
Выберем на плоскости две взаимно перпендикулярные прямые Ох и Оу с 
указанными на них положительными направлениями. Прямые Ох и Оу называ-
ются координатными осями, точка их пересечения О — началом координат. 
Обычно полагают, что ось Ох горизон-
тальна, а ось Оу вертикальна относительно 
наблюдателя; положительное направление 
на оси Ох слева направо, на оси Оу — 
снизу вверх (рис. 10). 
Возьмем теперь некоторую единицу 
масштаба, с помощью которой будут про-





















Совокупность координатных осей Ох, Оу и выбранной единицы масштаба 
называется декартовой прямоугольной системой координат на плоскости. 
Произвольной точке М плоскости поставим в соответствие два числа 
(рис. 10): 
а) абсциссу х, равную расстоянию точки М от оси Оу, взятому со зна-
ком «+», если М лежит правее Оу, и со знаком «–», если М лежит 
левее Оу; 
б) ординату у, равную расстоянию точки М от оси Ох, взятому со зна-
ком «+», если М лежит выше Ох, и со знаком «–», если М лежит 
ниже Ох. 
Абсцисса х и ордината у называются декартовыми прямоугольными ко-
ординатами точки М. Обозначение М(х,у) означает: точка с абсциссой, равной 
х, и ординатой, равной у. 
Отметим, что каждой точке плоскости соответствует одна пара действи-
тельных чисел х и у (ее координат). Верно и обратное: каждой паре действи-
тельных чисел х и у соответствует одна точка плоскости. Это значит, что на 
плоскости положение произвольной точки М полностью определяется её коор-
динатами х и у. 
Выясним как можно использовать прямоугольную систему координат для 
наглядного представления декартового произведения двух числовых множеств. 
Пусть Х и Y — числовые множества. На оси абсцисс откладываем элемен-
ты множества Х, а через каждый из них проводим вертикальную линию. На оси 
ординат откладываем элементы множества Y, через каждый из них проводим 
горизонтальную линию. Точки пересечения проведенных таких образом гори-
зонтальных и вертикальных линий, очевидно, изображают элементы декартово-
го произведения X ´  Y. 
Покажем на координатной плоскости, как изображается декартовое про-
изведение множеств А и В, если 
а) А = {2, 5, 6}, В = {3, 4};   
б) А = {1, 3, 5}, В = [1, 5];  
в) А = [1, 3],  В = [2, 5];  
г) А = R,  В = [1, 2]. 
В случае а) полученная фигура из шести точек (рис. 11) и будет наглядно 
изображать декартово произведение множеств А и В; в случае б) декартово 
произведение множеств А и В на координатной плоскости изображается в виде 
отрезков FK, LP, SD (рис. 12); точки, передающие элементы декартового произ-
ведения множеств А и В в случае в) образуют прямоугольник FKLE  
(рис. 13), в случае г) декартово произведение множеств А и В изображается в 
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1. Изобразите на координатной плоскости декартово произведение A B×  
множеств А и В, если: 
а) А = {1, 2, 5},  В = {–1, 2};    
б) { }4x,1 ≤≤∈= RxxA , { }6y,2 ≤≤∈= RyyB ; 
в) А = {–1, –2, –3, 0, 5}; { }3y1, ≤≤−∈= RyyB ; 
г) { }1≥∈= ,xxxA R , { }2y, ≤∈= RyyB ; 
д) { }20 <≤∈= x,xxA R , R=B ; 
е) { }64 ≤≤∈= x,xxA R , { }3y,1 ≤≤∈= RyyB . 
ж) R=A ,   В = {2}. 
2. Все элементы декартового произведения множеств Х и Y изображены на 
координатной плоскости. 




































































3. На координатной плоскости постройте прямоугольник с вершинами  
A (–1; –2), B (–1; 1), C (3; 1), D (3; –2). Множество точек этого прямо-
угольника запишите в виде декартового произведения двух множеств. 
4. Докажите, что при любых X, Y, Z 












1.11. Понятие соответствия между множествами. 
Способы задания соответствий 
Пусть заданы два множества X и Y. Если для каждого элемента х Î  Х ука-
зан элемент y Î  Y, с которым сопоставляется х, то говорят, что между множест-
вами X и Y установлено соответствие. 
Иначе говоря, соответствием между элементами множеств X и Y называ-
ется любое подмножество G декартова произведения X ´  Y этих множеств. Если 
(х, у) Î  G, то множество первых компонентов (Пр1G) называется областью оп-
ределения соответствия G, множество вторых компонентов (Пр2G) –– областью 
значений этого соответствия. 
Множество всех y Î  Y, которые сопоставляются элементу х Î  Х, называ-
ется образом х в Y. Множество же всех х Î  Х, которым сопоставляют элемент y 
Î  Y, называется прообразом y в Х. 
Поскольку соответствие — это множество, то его можно задать теми же 
способами, что и любое множество: перечислением всех пар (х, у), где элемен-
ты х Î  Х и y Î  Y связаны данным соответствием; указанием характеристическо-
го свойства всех пар (х, у) элементов х Î  Х, y Î  Y, находящихся в рассматри-
ваемом соответствии. 
Когда множества X и Y  конечные, то соответствие между элементами 
можно задать таблицей, где в левом столбце записывают элементы множества 
Х, а в верхней строке — элементы множества Y. Пары элементов, находящихся 
в соответствии G, будут находиться на пересечении соответствующих столбцов 
и строк. 
Соответствие между двумя конечными множествами можно показать и 
при помощи графа. Множества X и Y показывают оваломи, элементы множеств 
X и Y обозначают точками, а стрелками соединяют соответствующие элементы 
так, что если имеет место (х, у) Î  G, то стрелку проводят из точки х в точку у. 
Например, граф, изображенный на рисунке 16, задает соответствие «Пи-
сатель х написал произведение у». Здесь Х = {Я. Колос, В. Быков,  
И. Науменко}, а Y = {«Знак беды», «Сосна при дороге», «На росстанях»,  


















Когда множества Х и Y числовые, то можно построить график соответст-











Построим, например, график соответствия «меньше» между элементами 
множеств Х = {1, 3, 4, 6} и Y = {2, 5, 7}. Выпишем пары элементов, находящих-
ся в данном соответствии: (1, 2), (1, 5), (1, 7), (3, 5), (3, 7), (4, 5),  
(4, 7), (6, 7). Если изобразить элементы множества Х на оси Ох, а элементы 
множества Y на оси Оу, а выписанные пары отметить точками на координатной 
плоскости, то получим график рассматриваемого соответствия между элемен-



















1. Даны множества Х = {3, 5, 7} и Y = {6, 8, 10, 12}. Между ними установле-
но соответствие «Число х меньше числа у», х Î  Х, y Î  Y. Постройте граф и 
график этого соответствия. 
2. Вычислите периметры фигур, данных на рисунке 18. Соответствие между 
какими множествами установлено? Обозначая каждую фигуру точками 



























3. На рисунке 19 дан граф соответствия Р. Запишите все пары чисел, кото-
рые находятся в этом соответствии. Постройте график соответствия Р. 














4. Элементы множества С = {7, 20, 16, 35} и множества  
D = {16, 21, 28, 35} находятся в соответствии P : «Число с меньше или 
равно числу d », с Î  С, D Î  d. Найдите:  
 а) с каким числами находится число 16 в соответствии P ;  
 б) какие числа находятся в соответствии P  с числом 28;  
 в) график соответствия P ;  
 г) граф соответствия P . 
5. Соответствие S между множествами Х = {1, 3, 4, 6} и Y = {2, 4, 6, 8} зада-
но  перечислением пар (1, 2), (1, 4), (1, 6), (1, 8), (3, 6), (4, 8),  
(4, 4), (6, 6)  элементов,  находящихся в соответствии S. 
 а) Назовите характеристическое свойство данного соответствия.  
 б) Постройте граф соответствия S. 
 в) На координатной плоскости постройте график соответствия. 
6. Графиком соответствия S , заданного между множествами Х и Y, является 
квадрат ABCD (рис. 20). Назовите координаты пяти точек, принадлежа-
щих  этому графику. Укажите характеристическое свойство чисел, кото-









1.12. Соответствие, обратное данному. Взаимно однозначные соответствия 
Пусть G соответствие между элементами множеств X и Y. 
Соответствие называется всюду определенным, если множество 











ективным, или накрывающим. На рис. 21 а и 21 б представлено всюду опреде-
ленное сюръективное соответствие. Соответствия , представленные на рис. 21 в 






































а б в г
Рис. 21 
Соответствие G Ì  Х ´  Y называется функциональным, если образом лю-
бого элемента из Пр1G является единственный элемент из Пр2G. Это означает, 
что в нем нет пар с одинаковыми первыми и различными вторыми компонен-
тами. Например, соответствие, представленное на рис. 21 б не функционально. 
Соответствие называется инъективным, если любому элементу из Пр2G 
соответствует единственный элемент из Пр1G. На рис. 21 а изображено инъек-
тивное соответствие. 
Пусть R — соответствие «Число х в пять раз меньше числа у» между эле-
ментами множеств Х = {1, 2, 4, 5, 6} и Y = {10, 5, 20, 13, 25}. 
Граф этого соответствия будет таким, как на рис. 22. 
Если изменить направление стрелок этого графа на обратное, то получим 
граф (рис. 23) нового соответствия «Число у в пять раз больше числа х», рас-
сматриваемого между множествами Y и Х. 






























  Рис. 22        Рис. 23 
 
Определение. Пусть R — соответствие между элементами множеств Х и 
Y. Соответствие R–1 между элементами множеств Y и Х называется обратным 
данному, когда (у, х) Î  R–1 тогда и только тогда, когда (х, у) Î  R. 











Если множества Х и Y числовые, то график соответствия R–1, обратного 
соответствию R, состоит из точек, симметричных точкам графика соответствия 
R относительно биссектрисы первого и третьего координатных углов. 
Действительно, условимся первую компоненту пары любого соответствия 
R, в том числе и обратного ему соответствия R–1, считать абсциссой, а вторую 
— ординатой. Пусть (а, b) Î  R, тогда (b, а) Î  R–1. Но точки с координатами (а, 
b) и (b, а) симметричны относительно биссектрисы первого и третьего коорди-










Определение. Если графики соответствий Р Ì  Х ´  Y и S Ì  Х ´  Y дополни-
тельные множества в Х ´  Y (т.е. они не пересекаются, а их объединение являет-
ся Х ´  Y), то такие соответствия называются противоположными. 
Пусть перед началом сеанса в фойе кинотеатра собираются зрители.  
У каждого зрителя есть билет, на котором указано его место в зрительном зале.  
С математической точки зрения явление, которое нас интересует, можно сфор-
мулировать так: каждому зрителю соответствует место в зрительном зале, или 
— при помощи билетов устанавливается соответствие между множеством зри-
телей и множеством мест в зрительном зале. 
Пусть после звонка, когда расселись все зрители, оказалось, что все места 
в зале заняты и никто не сидит на подставном кресле, т.е. на каждом месте си-
дит зритель и для каждого зрителя нашлось место. В этом случае говорят, что 
между множеством мест в зрительном зале и множеством зрителей установлено 
взаимно однозначное соответствие. 
Определение. Пусть даны два множества Х и Y. Соответствие между 
элементами множеств Х и Y, при котором каждому элементу множества Х соот-
ветствует единственный элемент множества Y, и каждый элемент множества Y 
соответствует только одному элементу из множества Х, называется взаимно од-
нозначным. 
Таким образом, соответствие между X и Y называется взаимно однознач-
ным (или биективным), если оно всюду определено, сюръективно, функцио-
нально и инъективно.  
Рассмотрим примеры взаимно однозначных соответствий. 
Пример 1. В каждой школе каждому классу соответствует классный жур-











Пример 2. Дан треугольник АВС (рис. 25). А1С1 — средняя линия тре-








Произвольную точку х отрезка А1С1 соединим с вершиной В треугольника 
отрезком прямой линии и продолжим его до пересечения с АС в точке y. Поста-
вим в соответствие точке х точку у, построенную таким образом. При этом ме-
жду множествами Х и Y будет установлено взаимно однозначное соответствие. 
Действительно, нетрудно убедиться в том, что каждой точке отрезка А1С1 
соответствует одна и только одна точка отрезка АС и, наоборот, каждая точка 
отрезка АС поставлена в соответствие одной и только одной точке отрезка А1С1. 
Определение. Множества Х и Y называются эквивалентными, или равно-
мощными, если между ними каким–либо способом можно установить взаимно 
однозначное соответствие. 
Эквивалентность двух множеств обозначается так: X ~ Y. 
Пример, приведенный выше, показывает, что множество классов школы и 
множество классных журналов являются равномощными. 
Если Х и Y — равномощные множества, то говорят также, что множества 
Х и Y имеют одинаковую мощность. Понятие мощности является обобщением 
понятия количества. Это распространение понятия количества на бесконечные 
множества. 
Множество, имеющее ту же мощность, что и множество N натуральных 
чисел, называется счетным. Его элементы можно пронумеровать, поставить во 
взаимно однозначное соответствие с числами натурального ряда. Например, 
множество натуральных чётных чисел счетно. Установить взаимно однознач-
ное соответствие между этим множеством и множеством N всех натуральных 




Вообще, любое бесконечное подмножество множества N счетно. 



















Множество точек отрезка эквивалентно множеству точек полупрямой. 
Грубо говоря, в отрезке столько же точек, сколько их в луче. 
Числовая разметка рисунка показывает, что оба эти точечные множества 
эквивалентны множеству всех действительных чисел между нулем и единицей 
включительно. 
У последнего множества есть особо название: континуум. Всякое эквива-
лентное ему множество называется континуальным (говорят также, что оно 
имеет мощность континуума). 
Тот же рисунок показывает, что множество всех положительных действи-
тельных чисел континуально. Небольшим усложнением схемы нетрудно обос-
новать, что таким будет и множество всех действительных чисел вообще. 
Может возникнуть вопрос: как соотносятся между собой множество всех 
действительных чисел между нулем и единицей включительно и множество N 
всех натуральных чисел? 
Оказывается, хотя оба множества и бесконечны, но эти бесконечности 
разные. Эти множества неэквивалентны. 
На числовой оси легко показать (рис. 27), как из множества всех действи-
тельных чисел между нулем и единицей включительно можно выделить под-
множество, эквивалентное множеству N натуральных чисел: пусть единице со-
ответствует единица, двойке — одна вторая, тройке — одна третья и т.д. Про-













Соотношение между этими бесконечными множествами — множество 
натуральных чисел и множеством всех действительных чисел между нулем и 
единицей включительно — примерно такое же, как между двумя конечными 
множествами, например, с шестью и десятью элементами. Из десяти всегда 
можно выделить шесть, а из шести десять — никогда. Мощность счетного 












1. Пусть Х — множество рек Беларуси, Y — множество городов Беларуси. 
Соответствие R между элементами Х  и Y задано так: «Река х протекает 
через город у»; х Î  Х, y Î  Y. Назовите соответствие R–1, обратное R. 
2. Между элементами множеств Х = {1, 3, 7, 9, 10} и Y = {1, 2, 4, 5, 8} зада-
но соответствие R = {(1, 1), (1, 4), (3, 2), (3, 4), (7, 5), (9, 4), (9, 8),  
(10, 1), (10, 8)}. 
  Задайте соответствие R–1, обратное R и постройте в одной системе 
координат графики соответствий R и R–1. 
3. Даны графики соответствий Р и S (рис. 28). Можно ли утверждать, что 




































5. Между множествами А = {а, b, с, d} и В = {1, 3, 4, 5} установили разные 




















































6. Даны два произвольные неравные отрезки АВ и СD. Показать, что меж-
ду множествами точек отрезка АВ и множеством точек отрезка CD мож-
но установить взаимно однозначное соответствие. 
7. Приведите примеры трех множеств, равномощных множеству  
X = {m, n, k}. 
8. Докажите, что множество точек полуокружности равномощное множе-
ству точек ее диаметра. 
9. Докажите, что множество точек двух концентрических окружностей 
разных радиусов равномощные. 
10. Докажите, что множество натуральных чисел и множество положитель-
ных четных чисел равномощные. 




На практике мы часто встречаемся с зависимостями между разными ве-
личинами. 
Изучение зависимости между объектами состоит в том, что между ними 
устанавливается соответствие. Так, например, путь тела зависит от времени, т.е. 
каждому моменту времени соответствует определенное значение пройденного 
пути; площадь круга зависит от его радиуса, т.е. каждому кругу радиуса r соот-
ветствует определенное число pr2, равное площади круга. 
Рассмотрим несколько соответствий, заданных графами (рис. 31), между 






















































Можно заметить, что первые два соответствия обладают следующей осо-
бенностью: каждому элементу множества Х соответствует единственный эле-
мент множества Y. 
Определение. Соответствие между множествами X и Y, при котором ка-
ждому элементу х множества Х соответствует единственный элемент у множе-
ства Y, называется функцией, заданной на множестве X со значением в множе-
стве Y. 
Пусть, например, X –– множество людей на земном шаре, Y –– множество 
целых чисел. Каждому человеку поставим в соответствие его возраст. При этом 











функцию, заданную на множестве всех людей со значениями в множестве це-
лых чисел. 
Функция обозначается при помощи латинской (а иногда греческой) бук-
вы, например, буквы f. 
Элемент х Î  Х называется аргументом или независимой переменной 
функции f, а элемент y Î  Y, соответствующий элементу х, называется значением 
функции f и обозначается f(х). 
Множество Х называют областью определения функции f и обозначают 
D(f). 
Множество, состоящее из всех значений функции f, называют областью 
(множеством) значений функции f и обозначают Е(f). 
Заметим, что если у Î  Е(f), то существует по крайней мере один такой  
х Î  D(f), что f(х) = у. 
Функцию f, заданную на множестве X со значениями в множестве Y, обо-
значают также следующим образом: 
( ) .,:, YXYXfxfy f→→=  
Две функции f и g называют равными (пишут f = g), если f и g равны как 
множества, т.е. для любых х, у (х, у) Î  f тогда и только тогда, когда (х, у) Î  g. 
Следовательно, функции f и g равны тогда и только тогда, когда D(f) = D(g) и  
f(х) = g(х) для каждого х из D(f). 
Функции называются также отображениями. Если функция f задана на 
паре множеств Х и Y, т.е. f Ì  Х ´  Y, то говорят, что f есть отображение из Х в Y. 
Если при этом X = D(f) и Е(f) Ì  Y, то говорят, что f есть отображение множества 
Х в Y. 
Если X = D(f) и Y = Е(f), то говорят, что f есть отображение множества  
Х на Y. 
Функции, заданные на некотором числовом множестве Х и принимающие 
числовые значения, называют числовыми функциями числового аргумента. 
Функция считается заданной, если выполнены следующие два условия: 
1) заданы два числовых множества Х и Y; 
2) задан способ (правило), при помощи которого каждому числу х Î  Х 
ставится в соответствие единственное число y Î  Y. 
В зависимости от того, каким способом это возможно сделать, существу-
ют различные способы задания функции. 
Чаще всего функцию задают формулой, которая показывает, какие мате-
матические действия необходимо выполнить над каждым значением аргумента, 
чтобы получить соответствующее значение функции. 
Например, если длина ребра куба равна х см, а объем куба у см3, то фор-
мула у = х3 задает функцию, областью определения которой будет множество 
положительных действительных чисел. 
Способ задания функции с помощью формулы называется аналитиче-
ским. Этот способ задания функции является наиболее важным в математике, 
поскольку при таком способе задания функции можно вычислить любые значе-











Необходимо отметить, что в некоторых случаях функция задается в об-
ласти определения не одной формулой, а некоторыми разными формулами для 



















задана аналитическим способом на множестве действительных чисел при по-
мощи трех разных формул. 
Если функция задана формулой и не дано дополнительных ограничений, 
то областью определения функции считают множество всех значений перемен-
ной, при которых эта формула имеет смысл. 
Пусть функция задана формулой 7+= xy . Область определения дан-
ной функции состоит из тех значений х, при которых имеет смысл выражения 
7+x , т.е. областью определения является промежуток [ )+∞− ;7 . 
Функцию можно задать и табличным способом, который заключается в 
том, что функциональная зависимость описывается при помощи таблицы, со-
держащей некоторые значения аргумента и соответствующие значения функ-
ции. Табличный способ широко используется при экспериментальных исследо-
ваниях. Однако табличный способ задания функции имеет свои недостатки. По 
таблице можно найти значения функции только для тех значений аргумента, 




1. На рис. 32 изображены соответствия между элементами множеств  
X = {a, b, c, d} и Y = {1, 2, 3, 4}. Какие из этих соответствий являются 





















































a б в г  
Рис. 32 
2. Соответствие f задано следующим образом: «Каждому двузначному чис-
лу соответствует сумма его цифр». Убедитесь, что это соответствие явля-
ется функцией. Укажите область определения и множество значений 
функции. Вычислите значение функции f(43), f(56), f(83). При каких зна-











3. Рассмотрите таблицы: 
а)  
х –2 –1 0 1 2 
у 2 1 0 1 2 
 
б)  
х –2 –1 0 1 2 
у 4 1 0 1 4 
 
 Являются ли заданные таблицами соответствия функциями? Если 
да, то попробуйте задать эти функции формулами и укажите их область 
определения. 


















Найдите f(–3), f(1), f(2). 




















xy ;  е) ( )( )xxy 511 +−= . 
6. Совпадают ли области определения функций: 








xxf   и ( ) 1+= xxh ; 










xxf ;  и ( ) 12 −= xxh ? 
7. Задайте функцию так, чтобы ее областью определения было множество: 
а) всех действительных положительных чисел; 
б) всех действительных чисел, меньших 1; 
в) отрезок [–2; 6]; 
г) множество всех действительных чисел. 
8. Находится ли площадь квадрата в функциональной зависимости от длины 
 его диагонали? 
9. Из квадрата со стороной а вырезали квадратики со стороной х, и из полу-











мость между объемом V коробки и стороной x вырезанного квадратика. 







1.14. График функции. Свойства и  
графики основных элементарных функций 
Пусть дана функция ( )xfy =  с областью определения Х. 
Введем понятие графика функции. На плоскости рассмотрим прямо-
угольную систему координат и построим точку ( )( )xfxM , , абсцисса которой 
есть значение аргумента х Î  Х, а ордината соответствующее х значение  данной 













Если такие построения осуществить для всех значений аргумента х из об-
ласти определения функции ( )xfy = , то получим множество точек плоскости, 
которое и будет графиком функции. 
Определение 1. Графиком функции ( )xfy = , заданной на множестве Х, 
называется множество всех точек плоскости с координатами ( )( )xfx, , где  
х Î  Х. 
Заметим, для того чтобы некоторое множество точек плоскости являлось 
графиком какой–нибудь функции, необходимо, чтобы это множество имело не 
более одной общей точки с любой прямой, параллельной оси Оу. 
Например, множество точек плоскости, показанное на рисунке 35, не яв-
ляется графиком функции, поскольку оно содержит две точки с одной и той же 
абсциссой х1, но разными ординатами у1 и у2. Если бы мы посчитали это множе-











тать, что эта функция имеет при х = х1 сразу два значения у1 и у2, что противо-
речит определению функции. 
В предыдущем параграфе мы познакомились с некоторыми способами 
задания функции. Существует еще один способ задания функции, именно, гра-
фический способ. 
Пусть в прямоугольной декартовой системе координат задана некоторая 
кривая АВ, которая имеет не более одной общей точки с любой прямой, парал-
лельной оси Оу. При помощи этой кривой АВ для любого числа х из некоторого 
















  Рис. 35      Рис. 36 
 
Таким образом, на множестве Х мы зададим функцию, графиком которой 
и будет кривая АВ. 
Такой способ задания функции называется графическим. Значит, графи-
ческий способ задания функции заключается в том, что функция задается при 
помощи своего графика. 
Одним из преимуществ графического представления функциональной за-
висимости является наглядность. 
Недостаток графического способа задания функции заключается в огра-
ниченной точности определяемых значений у. 
Рассмотрим основные свойства функций. 
Определение 2. Пусть функция ( )xfy =  задана на некотором множестве 
Х. Данная функция называется возрастающей (убывающей) на множестве Е Ì  
Х, если для любых х1 и х2 из множества Е, таких что х1 < х2, выполняется нера-
венство 
( ) ( ) ( ) ( )( )2121 xfxfxfxf >< . 
Иначе: функция f называется возрастающей (убывающей) на множестве 
Е, если большему значению аргумента из этого множества соответствует боль-



























Если же для любых значений х1, х2, взятых из некоторого множества  
Е Ì  Х и удовлетворяющих условию х1 < х2, вытекает некоторое неравенство f(х1) 
£ f(х2) (или f(х1) ³  f(х2)), то функция называется неубывающей (невозрастающей) 
на множестве Е. 
Определение 3. Функция ( )xfy =  называется четной (нечетной), если 
при изменении знака у любого значения аргумента, взятого из области опреде-
ления функции, значения функции не изменяются (изменяют только знак), т.е. 
( ) ( ) ( ) ( )( )xfxfxfxf −=−=− .  
График четной функции симметричен относительно оси ординат, а гра-
фик нечетной функции симметричен относительно начала координат. 
Определение 4. Функция ( )xfy =  называется периодической, если су-
ществует такое число l ¹  0 (называемое периодом), что в каждой точке области 
определения функции выполняется условие ( ) ( )xflxf =+ . 
Определение 5. Пусть функция ( )xfy =  определена и возрастает (убы-
вает) на промежутке Х, а область значений функции есть промежуток Y. Каж-
дому значению у0 из промежутка Y будет соответствовать одно значение х0 Î  Х 
такое, что ( )00 xfy =  (рис. 38). Следовательно, на промежутке Y определена 
функция ( )yx ϕ= . Функция ( )yx ϕ=  называется обратной для функции 
( )xfy =  и, наоборот, функция ( )xfy =  является обратной для функции 





















Переход от функции ( )xfy =  к обратной функции ( )yx ϕ=  сводится 
только к изменению роли множеств Х и Y. Поэтому графики функций ( )xfy =  
и ( )yx ϕ=  (как множества точек плоскости хОу) совпадают. Однако обычно и 
для обратной функции аргумент обозначают через х, а значения функции –– че-
рез у, то есть вместо ( )yx ϕ=  пишут ( )xy ϕ= . Графики функции ( )xfy =  и 
обратной функции ( )xy ϕ=  в этом случае будут симметричны относительно 









Определение 6. Пусть y является функцией переменной u, а переменная 
u, в свою очередь, является функцией от переменной х, то есть ( )ufy =  и 
( )xu ϕ= . Тогда функция ( )( )xfy ϕ=  называется функцией от функции (или 
сложной функцией), если область определения функции f содержит множество 
значений функции . Переменная и в этом случае называется промежуточной 
переменной. 
Дадим краткий обзор основных элементарных функций. 
Основными элементарными функциями называются следующие: степен-
ная функция αxy = , где  –– любое действительное число; показательная 
функция xay = , где а –– положительное число, отличное от единицы; лога-
рифмическая функция xy alog= , где а –– положительное число, отличное от 
единицы; тригонометрические функции y = sinx, y = cosx, y = tgx, y = ctgx; об-
ратные тригонометрические функции y = arcsinx, y = arccosx, y = arctgx, y = 
arcctgx. 
Степенная функция. Область определения степенной функции αxy =  за-
висит от показателя . Эта функция при любом  определена в интервале  
0 < х < +¥ , то есть для всех положительных значений х. При  натуральном об-











будет интервал 0 < у < +¥  при  четном и промежуток –¥  < у < +¥  при  не-











Показательная функция. Областью определения показательной функции 
( )0>= aay x  является вся числовая ось, то есть промежуток (–¥ ; + ¥ ), а мно-
















Логарифмическая функция. Областью определения логарифмической 
функции ( )1,0log ≠>= aaxy a  является промежуток ( )+∞,0 , а множеством 




























Тригонометрические функции. Областью определения функций y = sinx и  
y = cosx является промежуток ( )+∞∞− , , а множеством значений функций –– 































Функция tgxy =  определена на всей числовой оси, кроме точек 
( ) ( ),...2,1,0
2








































 −− ππππππ  . 
Функция ctgxy =  определена на всей числовой оси, кроме точек 
( ),...2,1,0 ±±== kkx π , т.е. область определения этой функции состоит из ин-
тервалов 
( ) ( ) ( ) ( ) ( )...2;,;0,0;,;2,2;3..., ππππππππ −−−−−  . 
Множеством значений функций tgxy =  и ctgxy =  является промежуток 

























   Рис. 45      Рис. 46 
 
Обратные тригонометрические функции. Областью определения функ-
ций y = arcsinx и y = arccosx является отрезок [– 1; 1]. Множеством значений 








, а функции y = arccosx –– отре-



































Областью определения функций y = arctgx и y = arcсtgx является проме-






































1. Определите, какие из точек А(2; 15), В(– 2,5; 5,25), С(–113; 520),  
D(320; 150) принадлежат графику функции у = 4,5х + 6. 
2. Каждому числу, принадлежащему множеству Х = { 1, 2, 3} , поставлен в 
соответствие его факториал. Покажите, что данная зависимость –– функ-
ция и постройте ее график. (Факториал числа n обозначается n! и опреде-
ляется следующим образом: n! = 1 2×3×4×…×n. Например, 5! = 1 2×3×4×5 = 
120). 






















заданной на множестве Х = { –3, –1, 0, 1, 2} . 






а б  
 
Рис. 51 
5. Найдите область определения и множество значений функций, графики 































6. Ломаная АВС –– график некоторой функции, причем А(–3; 1), В(1; –1) и  
С(3; 3). Начертите график и с его помощью найдите: а) значения функ-
ции, соответствующие х = –2,5; –1,5; 0; 1,5; 2; б) значения аргумента, ко-
торым соответствует у = –0,5; 1; 2,5. 
7. Постройте график функции у = х2 – 2х – 3, если областью определения яв-
ляется множество: 
а) { –1, –2, 0, 3} ; б) [– 1; 2]; в) множество действительных чисел. 
8. Определите промежутки возрастания и убывания функций, графики ко-




































y  возрастает на множестве ( )0,∞− . 
10. Докажите, что если функции у = (х) и у = (х) возрастают на множестве 











11. Докажите, что если функция ( )xfy =  возрастает (убывает) на множестве 
Х, то функция ( )xfy −=  убывает (возрастает) на этом множестве. 
12. Найдите области определения следующих функций: 
а) xy 27 −= ;  б) 82 2 ++= xxy ; 







д) ( )28lg xxy −= ;  е) ( )9log 23 −= xy ; 
ж) 
3
2arcsin −= xy ;  з) 
3
2arccos3 −+−= xxy ; 
и) 1121 2 ++−+−= xxxy . 
13. Найдите множества значений функций: 
а) 462 −+−= xxy ;  б) xy cos21+= ; 
в) 151 ++= xy ;  г) 22 +−−= xxy . 
14. Постройте графики функций: 
а) 52 += xy ;  б) 2
4
1 2 += xy ;  в) у = 9 – 9х2; 
г) 
x
y 3= ;  д) 23 += xy ;   е) у = sin2х. 
15. Установите, какие из следующих функций являются четными, нечетными 
и какие –– функциями общего вида: 
а) xy −= 5 ; б) xxy += 23 ;  








16. Найдите основные периоды функций: 
а) xy 6sin= ;  б) xtgxy 412cos += . 
17. Найдите функции, обратные данным: 
а) 32 −= xy ;  б) ( )1lg −= xy ;  







18. Сложную функцию, заданную цепочкой равенств 
xvvuuy cos,,lg 5 === , запишите в виде одного равенства. 
 
1.15. Понятие бинарного отношения между элементами  
одного множества 
 
В обычной жизни мы постоянно говорим об отношениях между двумя 
объектами. Например, х работает под руководством у, х является отцом у, х и у 











лится на у, числа х и у при делении на 3 дают одинаковый остаток — это отно-
шения между числами.  
Всякая математическая теория имеет дело с множеством каких–нибудь 
объектов или элементов. В алгебре, например, такими элементами могут быть 
многочлены, уравнения; в геометрии рассматриваются разные множества то-
чек: прямые, окружности, многоугольники и так далее. Рассматриваются в ма-
тематике и разные множества чисел: натуральных, рациональных, действитель-
ных, комплексных. 
Чтобы построить математическую теорию нужны не только сами элемен-
ты, но и отношения между ними. Для чисел имеет смысл понятие равенства: а 
= b. Если числа а и b разные, а ¹  b, тогда возможно или а > b, или а < b. Две 
прямые плоскости могут быть перпендикулярными, параллельными, пересе-
каться под некоторым углом. 
Все эти отношения касаются двух объектов. Поэтому они называются би-
нарными отношениями. 
Для изучения отношений между объектами в математике создана теория 
бинарных отношений. 
Когда мы рассматриваем те или иные отношения, мы всегда имеем дело с 
упорядоченными парами, образованными из элементов данного множества. 
Например, для отношения «больше на 4», которое рассматривается на множе-
стве Х = { 2, 6, 10, 14} , это будут упорядоченные пары (2, 6), (6, 10),  
(10, 14), а для отношения «делится» — (6, 2), (10, 2), (14, 2). 
Можно заметить, что множество пар, которые определяют отношения 
«больше на 4», «делится», являются подмножествами декартова произведения 
Х ´  Х = {(2, 2), (2, 6), (2, 10), (2, 14), (6, 2), (6, 6), (6, 10),  
  (6, 14), (10, 2), (10, 6), (10, 10), (10, 14), (14, 2), 
  (14, 6), (14, 10), (14, 24)}. 
Определение. Бинарным отношением между элементами множества Х 
или отношением на множестве Х называется всякое подмножество декартова 
произведения Х ´  Х. 
Бинарные отношения обычно обозначают заглавными буквами латинско-
го алфавита: P, T, S, R, Q и т. д. Итак, если Р–отношение на множестве Х, то Р Ì  
Х ´  Х. Часто для записи отношений используются разные специальные симво-
лы, например, =, >, ~, ½½, ^  и т. д. Множество всех первых элементов пар из Р 
называется областью определения отношения Р. Множеством значений отно-
шения Р называется множество всех вторых элементов пар из Р. 
Во многих случаях удобно использовать графическое изображение би-
нарного отношения. 
Элементы множества Х изображают точками, а стрелками соединяют со-
ответствующие элементы так, что если имеет место (х, у) Î  Р(хРу), то стрелку 
проводят из точки х в точку у. Полученный чертеж называют графом отноше-
ния Р, а точки, изображающие элементы множества Х, вершинами графа. 
Например, граф отношения Р: «число х — делитель числа у», заданного 
















Стрелки графа, у которых началом и концом является одна и та же точка, 
называются петлями. Если на графе отношения Р изменить направления всех 
стрелок на противоположные, то получится новое отношение, которое называ-




1. Запишите какие–нибудь 8 отношений, что имеют место между целыми 
числами 9 и 3. 
2. Если А — на север от В, а С — на юг от В, то какое отношение между  
С и А? 
3. Анна говорит: «Мама Саши — единственный ребенок моего отца». Ка-
кое отношение между Анной и Сашей? 
4. Для каждого из следующих отношений укажите множество, пары эле-
ментов которого оно может связывать:  
а) «x имеет столько же букв, сколько у»;  
б) «х по званию старше, чем у»;   
в) «х является мужем у»;  
г) «х имеет ту же температуру, что и у»;  
д) «х легче, чем у». 
5. Какое из следующих множеств является отношением между элементами 
множества Х = { 1, 5, 6, 7, 8} : 
а) Р = { (1, 5), (5, 5), (5, 6), (7, 8), (7, 7)} ;  
б) S = { (6, 8), (8, 8), (5, 1), (7, 9)} ? 
6. Постройте граф отношения Т: «Число х равно у2», заданное на множест-
ве Х = { 1, 2, 3, 4, 7, 9, 15, 16} . 
7. На множестве Х = { 8, 15, 35, 10, 33, 13}  задано отношение S. Постройте 
граф этого отношения, если S — отношение «х – у = 2». 
8. На множестве Х = { 2, 10, 12, 5, 6}  задано отношение «х делится на у». 






































9. А –– множество членов семьи Васильевых, которая состоит из матери 
Веры Андреевны, отца Николая Алексеевича и детей: Наташи, Славы, 
Володи и Ольги. Между членами семьи существуют различные отноше-
ния: «быть матерью», «быть отцом», «быть дочерью»,  
«быть сыном», «быть сестрой», «быть братом». Постройте графы этих 
отношений на множестве А. 
10. Докажите, что для любых отношений R и S на множестве Х: 
 а) (R È  S)–1 = R–1 È  S–1; 
 б) (R Ç S)–1 = R–1 Ç S–1; 
 в) (R \ S)–1 = R–1 \ S–1. 
 
1.16. Способы задания бинарных отношений, их свойства 
 
Поскольку отношение R между элементами множества Х — это множест-
во, элементами которого являются упорядоченные пары, то его можно задать 
теми же способами, что и любое множество. 
Чаще всего отношение R на множестве Х задают при помощи характери-
стического свойства пар элементов, находящихся в отношении R. Это свойство 
формулируют в виде предложения с двумя переменными. Например, среди от-
ношений на множестве Х = { 1, 2, 3, 4, 5, 6, 7, 8, 9, 10} , можно рассматривать 
следующие: «число х меньше числа у в 2 раза», «число х — делитель числа у», 
«число х больше, чем число у» и другие. 
Отношение R на множестве Х можно задать и путем перечисления всех 
пар элементов, взятых из множества Х и связанных отношением R. 
Например, если записать множество пар (1, 2), (1, 3), (1, 4), (2, 3), (2, 4),  
(3, 4), то на множестве Х = { 1, 2, 3, 4}  мы зададим некоторое отношение R. Это 




















Выделим важнейшие свойства бинарных отношений. 
Определение 1. Отношение R на множестве Х называется рефлексив-
ным, если каждый элемент из множества Х сам с собой находится в этом отно-
шении. 
Короче данное определение можно записать так: R рефлексивно на  
Х Û  хRx для любого x Î  X. 
Очевидно, что если отношение R на множестве Х является рефлексивным, 
то в каждой вершине графа отношения есть петля. Справедливым является и 
обратное утверждение. 
Примерами рефлексивных отношений являются отношения: «быть рав-
ными на множестве всех треугольников плоскости», «³  и £ на множестве всех 
действительных чисел». 
Отметим, что существуют отношения, которые не обладают свойством 
рефлексивности. 
Определение 2. Бинарное отношение R на множестве Х называется  
антирефлексивным на Х, если для каждого х из Х (х, х) Ï  R, т.е. для каждого х из 
Х не выполняется условие хRх. 
Если отношение R антирефлексивно, то ни одна вершина его графа не 
имеет петли. Обратно: если ни одна вершина графа не имеет петли, то граф 
представляет антирефлексивное отношение. 
Примеры антирефлексивных отношений: «быть старше», «быть меньше», 
«быть дочерью» и др. 
Определение 3. Отношение R на множестве Х называется симметрич-
ным, если для любых элементов х, y  Î  X выполняется условие: если х и у нахо-
дятся в отношении R, то у и х тоже находятся в этом отношении. 
Короче: R симметрично на Х Û  хRу Û  уRх. 
Граф симметричного отношения обладает свойством: если есть стрелка, 
соединяющая пару элементов, то обязательно есть вторая, которая соединяет 
эти же элементы, но идет в противоположно направлении. Верно и обратное 
утверждение. 
Примерами симметричных отношений являются отношения: «быть вза-
имно перпендикулярными на множестве всех прямых плоскости», «быть по-
добными на множестве всех прямоугольников плоскости». 
Определение 4. Если ни для каких элементов х и у из множества Х не 











Х называется асимметричным. Пример асимметричного отношения: «быть от-
цом» (если х –– отец у, то у не может быть отцом х). 
Определение 5. Отношение R на множестве Х называется антисим-
метричным, если для разных элементов х, у Î  Х из того, что элемент х находит-
ся в отношении R с элементом у, следует, что элемент у не находится в отноше-
нии R с элементом х. 
Короче: R антисимметрично на Х Û  хRу и х ¹  у Þ  yRx . 
Например, отношение «меньше» на множестве целых чисел, является ан-
тисимметричным. 
Граф антисимметричного отношения обладает особенностью: если две 
вершины графа соединены стрелкой, то эта стрелка только одна. Справедливым 
является и обратное утверждение. 
Заметим, что существуют отношения, которые не обладают ни свойством 
симметричности, ни свойством антисимметричности. 
Определение 6. Отношение R на множестве Х называется транзитив-
ным, если для любых элементов х, у, z Î  Х выполняется условие: если х нахо-
дится в отношении R с у и у находится в отношении R с z, то элемент х находит-
ся в отношении R с элементом z. 
Короче: R транзитивно на Х Û  хRу и уRz Þ  хRz. 
Например, отношение «прямая х параллельна прямой у», заданное на 
множестве прямых плоскости, является транзитивным. 
Граф транзитивного отношения обладает особенностью: с каждой парой 
стрелок, идущих от х к у и от у к z, он содержит и стрелку, идущую от х к z. 
Верно и обратное утверждение. 
Заметим, что существуют отношения, которые не обладают свойством 
транзитивности. Например, отношение «стоять рядом на полке» не транзитив-
но. 
Все общие свойства отношений можно разбить на три группы: рефлек-
сивности (каждое отношение рефлексивно или антирефлексивно), симметрич-
ности (отношение всегда или симметрично или асимметрично, или антисим-
метрично), транзитивности (каждое отношение транзитивно или не транзитив-
























1. Бинарное отношение Р задано на множестве {7, 8, 9, 10, 11, 12, 13} гра-















2. Разными способами задайте на множестве Х = { 5, 10, 25, 30, 45}  какое–
нибудь отношение. 
3. На множестве {2, 4, 6, 8, 10, 20} задано отношение Р: «Число а в два раза 
больше числа b». Задайте это отношение при помощи графа. 
4. Постройте граф отношения «меньше или равно», заданного на множестве 
{1, 5, 8, 11, 12}. Задайте это отношение при помощи неравенства с двумя 
переменными. 
5. Отношение R задано на множестве {3, 5, 7, 9}. Является ли это отношение 
рефлексивным, если: 
а) R = { (3, 5), (3, 9), (5, 5), (7, 9), (9, 9), (5, 9), (3, 3)} ; 
б) R = { (3, 3), (3, 9), (9, 7), (9, 9), (5, 7), (5, 5), (7, 7)} ? 
6. Отношение R = { (1, 2), (1, 3), (1, 1), (2, 1), (2, 3), (3, 4), (4, 4)}  задано на 
множестве Х = { 1, 2, 3, 4} . Изобразите граф этого отношения. Какими па-
рами следует пополнить это отношение, чтобы оно стало рефлексивным? 





























9. Отношение R задано на множестве Х = { 7, 9, 10, 12} . Симметричным, ан-
тисимметричным или ни тем, ни другим является это отношение, если: 
а) R = { (7, 12), (9, 10), (9, 9), (12, 7), (7, 10), (10, 9), (10, 7)} ; 
б) R = { (9, 12), (7, 10), (12, 7), (9, 10)} ; 
в) R = { (7, 9), (9, 12), (10, 12), (9, 7), (12, 7), (12, 9)} ? 
10. На рисунке 59 показаны графы четырех отношений. Какие из них явля-
ются симметричными? Какие антисимметричными? 
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11. Нарисуйте граф с шестью вершинами, чтобы он задавал отношение:  
а) симметричное; б) антисимметричное; в) не симметричное и не анти-
симметричное. 
12. Отношение задано на множестве S = { 1, 3, 5, 8, 9} . Является ли это отно-
шение транзитивным, если: 
а) S = { (1, 5), (1, 8), (9, 5), (5, 8), (9, 8)} ; 
б) S = { (3, 9), (3, 1), (9, 1), (1, 5), (8, 9), (9, 5)} . 
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Рис. 60 
14. Укажите, какими свойствами (рефлексивностью, симметричностью, анти-
симметричностью, транзитивностью) обладает каждое из следующих от-
ношений: 
а) «½½» на множестве прямых плоскости; 
б) «^ » на множестве прямых плоскости; 
в) «=» на множестве действительных чисел; 
г) «<» на множестве действительных чисел; 
д) «пересечения» на множестве прямых плоскости; 
е) «подобия» на множестве треугольников плоскости; 
ж) «Ì » на множестве подмножеств универсального множества. 
15. На множестве N для каждого из следующих отношений найдите область 
определения и область значений и укажите, какими свойствами (рефлек-
сивностью, симметричностью, антисимметричностью, транзитивностью) 
оно обладает: 
а) S = { (3, 3)} .;             
б) S = { (1, 7)} ;             
в) S = { (7, 9), (9, 7), (7, 7), (9, 9)} ;             
г) S = { (5, 8), (8, 5)} ;             
д) хSу Û  у = 2х;             
е) хSу Û  х = у2;             
ж) хSу Û  у – х = 12;             
з) хSу Û  (х – у)  3;             
и) хSу Û  ху = 20;             
к) хSу Û  х < у + 1. 
16. Что можно сказать об отношении S–1, если S: а) рефлексивно;  
б) симметрично; в) антисимметрично; г) транзитивно? 
17. Докажите, что при любом отношении Р на множестве X  Р Ç Р–1 и  
Р È  Р–1 симметричны. 
 
1.17. Отношение эквивалентности и его связь  
с разбиением множества на классы. Отношение толерантности 
 
Пусть Х — множество людей. На этом множестве зададим бинарное от-











Легко убедиться в том, что отношение R обладает свойствами рефлексив-
ности, симметричности и транзитивности. Говорят, что отношение R —
отношение эквивалентности. 
Определение 1. Бинарное отношение R на множестве Х называется от-
ношением эквивалентности, если оно рефлексивно, симметрично и транзитив-
но. 
Снова вернемся к отношению R, заданному на множестве людей законом: 
аRb, если а и b родились в один и тот же год. 
Вместе с каждым человеком а рассмотрим множество людей Ka, которые 
родились в один год с а. Например, если а родились в 1958 году, то Ka — мно-
жество людей, родившихся в 1958 г. Если b родился в 1979 г., то Kb — множе-
ство людей родившихся в 1979 г. Причем, если с родился в 1979 г., то  
Kc = Kb. Итак, ясно, что два множества Ka и Kb либо не имеют общих элементов, 
либо совпадают полностью. 
Совокупность множеств Ka представляет собой разбиение множества всех 
людей на классы, поскольку из её построения следует, что выполняются два ус-
ловия: каждый человек входит в какой–нибудь класс и каждый человек входит 
только в один класс. Заметим, что каждый класс состоит из родившихся в один 
год людей. 
Таким образом, отношение эквивалентности R порождает разбиение 
множества Х на классы (классы эквивалентности). 
Допустим теперь, что множество всех людей разбито на классы следую-
щим образом: в каждый класс входят люди, родившиеся в одном и том же году. 
Введём бинарное отношение R: аRb, если а и b родились в одном и том 
же году. Легко убедиться, что R — отношение эквивалентности. 
Следовательно, разбиение множества на классы порождает отношение 
эквивалентности. 
Это неслучайно. Имеет место теорема. 
Теорема. Каждому отношению эквивалентности на множестве Х соответ-
ствует разбиение множества Х на классы (классы эквивалентности). Каждому 
разбиению множества Х соответствует отношение эквивалентности на множе-
стве Х. 
Эту теорему примем без доказательства. 
Из теоремы следует, что каждый класс, полученный в результате разбие-
ния множества на классы, определяется любым (одним) своим представителем, 
что дает возможность вместо изучения всех элементов данного множества изу-
чать только совокупность отдельных представителей каждого класса. 
Определение 2. Отношение Т, заданное на множестве Х называется  от-
ношением толерантности, если оно рефлексивно, симметрично и не транзитив-
но. 
Очевидно, что если потребовать транзитивность всех пар элементов из Х, 
то получим эквивалентное отношение. Эквивалентность в смысле равенства, 
толерантность в смысле сходства, похожести. Содержательно толерантность 
означает следующее. Предполагается, что объект находится в данном  отноше-











ка сравнения (симметричность), но если первый объект сходен со вторым, а 
второй сходен с третьим, то не обязательно, что первый был сходен с третьим. 
Толерантность позволяет формализовать интуитивные представления о 
сходстве объектов, их похожести в чем–то. Например, отношение Т «быть на 
расстоянии не более r», заданное на множестве точек на плоскости. Рис. 61 ил-
люстрирует этот пример. Точка А отстоит от В и С, а точка В от D и С не более 
чем на r. В то время как точка А находится от D на расстоянии значительно 
большем r. Другие примеры толерантности: «отличаться не более чем одной 
буквой» на множестве слов из четырех букв (например: арка, река, рака), «сов-
падать по количеству цветов» (белый + синий + красный, зеленый +  

















1. Какие из следующих множеств задают отношение эквивалентности на 
множестве А = {1, 5, 7, 9}:  
а) {(1, 1), (5, 5), (7, 7), (9, 9), (5, 7), (1, 9)}; 
б) {(1, 1), (5, 5), (7, 7), (9, 9), (7, 9), (9, 7)}; 
в) {(5, 7), (7, 5), (7, 1), (1, 7), (5, 1), (1, 5), (9, 9)}. 
2. Почему графы на рисунке 62 не соответствуют отношению эквивалентно-


























3. В множестве треугольников выделите подмножество пар подобных тре-
угольников. Будет ли отношение подобия отношением эквивалентности? 
4. Какие из следующих отношений на множестве целых чисел являются от-
ношениями эквивалентности? 
а) xPy, если x – y четно;  
б) xPy, если x – y нечетно;  
в) xPy, если ½x – y½ < 1? 
5. На множестве Х = { 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12}  задано отношение 
«иметь один и тот же остаток при делении на 5». Покажите, что данное 
отношение есть отношение эквивалентности. Запишите все классы экви-
валентности, на которые разбивается множество Х, Сколько таких клас-
сов получилось? 
6. На множестве целых чисел от 0 до 9999 задано отношение R —  
«иметь в записи одно и то же число цифр». Докажите, что R — отноше-
ние эквивалентности. На сколько классов оно разбивает множество чисел. 
Назовите наименьший и наибольший элементы каждого класса разбие-
ния. 
7. Пусть R и S — отношения эквивалентности на множестве Х. Докажите 
или опровергните, что R Ç S, R È  S являются отношениями эквивалент-
ности. 
8. Докажите, что если R рефлексивное и транзитивное отношение на множе-
стве Х, то R Ç R–1 — отношение эквивалентности. 
 
1.18. Отношение порядка 
 
Отношениями порядка мы постоянно пользуемся в повседневной жизни. 
Младенец, впервые увидевший матрешек, быстро понимает: если одну из 
них можно вложить в другую, то вторая никак не войдет в первую. Так выясня-
ется порядок, в котором составляются матрешки. Таким образом, отношение «х 











«Каждый Охотник Желает Знать, Где Сидят Фазаны». Эту фразу, вероят-
но, помнит каждый, кто имел дело с красками или цветными карандашами. Она 
помогает запомнить последовательность цветов в спектре. Их названия зашиф-
рованы первыми буквами слов мнемонической фразы: К — красный, О — 
оранжевый, Ж — желтый, З — зеленый, Г — голубой, С — синий, Ф — фиоле-
товый. 
Отношение предшествования цветов в спектральной последовательности 
также антисимметрично (если один цвет предшествует второму, то второй не 
предшествует первому). 
Итак, все перечисленные отношения, каждое из которых наводит порядок 
в своем множестве, обладают антисимметричностью. 
Продолжим их рассмотрение далее. Если в одну матрешку входит другая, 
а в эту другую –– третья, то третья войдет и в первую. Если один цвет предше-
ствует другому, а тот –– третьему, то первый предшествует третьему. Во всем 
это мы узнаем знакомое нам свойство транзитивности. 
 
Определение 1. Всякое антисимметричное и транзитивное отношение R 
на некотором множестве Х называется отношением порядка. 
Множество Х, на котором задано отношение порядка, называется упоря-
доченным. 
Возьмем множество Х = { 2, 4, 10, 24} . Его упорядочивает отношение  








        Рис. 63 
 





















Результат рассмотрения может показаться странным. Отношения «х 
больше у» и «х делит у» упорядочивают множество Х по–разному. Отношение  
«х больше у» позволяет сравнивать любые два числа из множества Х. Что каса-
ется отношения «х делит у», то оно таким свойством не обладает. Так пара чи-
сел 10 и 24 этим отношением не связана. 
Определение 2. Отношение порядка R на некотором множестве Х назы-
вается отношением линейного порядка, если оно обладает следующим свойст-
вом: для любых элементов х и у  множества Х либо xRy, либо yRх. 
Множество X , на котором задано отношение линейного порядка, назы-
вается линейно упорядоченным. 
Линейно упорядоченные множества обладают рядом свойств. 
Пусть а, b, с — элементы множества Х, на котором задано отношение ли-
нейного порядка R. Если aRb и bRc, то говорят, что элемент b лежит между 
элементами а и с. 
Линейно упорядоченное множество Х называется дискретным, если меж-
ду любыми двумя его элементами лежит лишь конечное множество элементов. 
Если для любых двух различных элементов линейно упорядоченного 
множества Х существует элемент множества, лежащий между ними, то множе-




1. На множестве учеников школы заданы следующие отношения:  
 а) «х ровесник у»;  
 б) «х старше у»;  
 в) «х младше за у на 2 года»;  
 г) «х старше у в 2 раза».  
 Какие из них являются отношениями порядка? 
2. Докажите, что отношение включения множеств является отношением по-
рядка. 
3. Пусть М — множество фигур плоскости. Рассмотрим на нем отношение 
вложения (такого, что контур вложенной фигуры нигде не касается кон-
тура объемлющей). Упорядочивает ли данное отношение множество М ? 
4. Упорядочивает ли множество натуральных чисел отношение «следует 
за»? 
5. Пусть Р и S — отношения порядка на множестве Х. Докажите или опро-




















Понятие «высказывание» первично. 
Под высказываниями мы будем понимать такие повествовательные пред-
ложения, о которых имеет смысл говорить, что они истинны или ложны (но не 
то и другое вместе). 
Логическими значениями высказываний являются «истина» и «ложь». 
Приведем примеры высказываний. 
1) Минск – столица Республики Беларусь. 
2) Рим – столица Англии. 
3) Карп не рыба. 
4) Число 10 делится на 2 и на 5. 
5) Число 5 является корнем уравнения х2 + 5х – 50 = 0. 
Высказывания 1), 4), 5) истинны, а высказывания 2) и 3) ложны. 
Вопросительные и восклицательные предложения не являются высказы-
ваниями. Очевидно, предложение «Который час ?» не является высказыванием. 
Определения не являются высказываниями. Например, определение «целое 
число называется четным, если оно делится на 2» не является высказыванием. 
Однако повествовательное предложение «если целое число делится на 2, то оно 
четное» есть высказывание, и притом истинное. 
Высказывание, представляющее собой одно утверждение, принято назы-
вать простым или элементарным. 
Высказывания будем обозначать большими латинскими буквами  
А, В, С, …, а их значения, т.е. «истина» или «ложь» –– соответственно буквами 
«И» и «Л». Эти значения называются значениями истинности высказывания. 
Вместо обозначения «И» используют также обозначения: «1», «+», а вместо 




1. Определите, какие из следующих предложений являются  высказыва-
ниями: 
 а) Эта книга интересна. 
 б) 8 –– целое число. 
 в) 42 при делении на 5 дает остаток 3. 
 г) Какой чудесный день! 
 д) А.С. Пушкин родился в 1799 году. 
 е) Вы любите математику? 
 ж) Сосна –– лиственное дерево. 
 з) Существуют ядовитые грибы. 
2. Среди следующих предложений выделите высказывания и установите их 
значения истинности: 
 а) При умножении нуля на любое число получается нуль. 
 б) 32 × 11 = 321. 
 в) Существуют целые нечетные числа. 











 д) х – 5 < 14. 
 е) У всякого натурального числа имеется предшествующее. 
 ж) 3 + 2 < 2 × 4 – 5 : 5. 
3. Выделите среди следующих записей высказывания: 
 а) х = 2 является решением неравенства х + 5 < 3. 
 б) 2х – 3 = 8. 
 в) х + 5у = 1. 
 г) х – у = 11. 
 д) 2 + 54 : 3 = 8 + 12 : 3. 
 е) Существует такое число х, х + 1 = 8. 
 ж) 26 : 2 = 17 × 3. 
 з) 23 – 2 > 65 – 41. 
 
2.2. Логические операции над высказываниями 
 
В математических и других рассуждениях постоянно приходится из дан-
ных высказываний составлять новые высказывания с помощью слов или ком-
бинаций слов: «не», «или», «если …, то», «тогда и только тогда, когда». 
Определение 1. Отрицанием высказывания А называется высказывание 
«не А», истинное, когда А ложно, и ложное, когда А истинно. 
Отрицание высказывания А обозначается символом A . 
Логические значения высказывания A  можно описывать с помощью таб-
лицы 
 




Таблицы такого вида принято называть таблицами истинности. 
Пусть А –– высказывание. Отрицание высказывания A , т.е. высказывание 
A , называется двойным отрицанием высказывания А. Очевидно, что логиче-
ские значения высказываний A  и А совпадают. 
Определение 2. Конъюнкцией (логическим произведением) высказыва-
ний А и В называется высказывание «А и В» истинное, когда истинны оба вы-
сказывания А и В, и ложное во всех остальных случаях. 
Конъюнкцией высказываний А и В обозначается символом BA∧ . Тер-
мин «конъюнкция» происходит от латинского слова «conjunctio» –– союз, связь. 
Логические значения конъюнкции описываются следующей таблицей ис-
тинности: 
А В BA∧  
И И И 
И Л Л 











Л Л Л 
 
Например, для высказываний «10 делится на 2», «10 делится на 5» их 
конъюнкцией будет высказывание «10 делится на 2 и 10 делится на 5», которое, 
очевидно, истинно. 
Из определения операции конъюнкции и отрицания ясно, что высказыва-
ние AA∧  всегда ложно. 
Определение 3. Дизъюнкция (логической суммой) высказываний А и В 
называется высказывание «А или В» истинное, если хотя бы одно из высказы-
ваний А, В истинно, и ложное, если они оба ложны. 
Дизъюнкция высказываний А и В обозначается символом BA∨ . Термин 
«дизъюнкция» происходит от латинского слова «disjunctio» –– разобщение, 
различие. 
Логические значения дизъюнкции описываются следующей таблицей ис-
тинности: 
 
А В BA∨  
И И И 
И Л И 
Л И И 
Л Л Л 
 
Например, если высказывание А –– «5 < 7», а высказывание В ––  
«5 = 7», то BA∨  –– «5 £ 7» (истинное высказывание). 
Из определения операции дизъюнкции и отрицания ясно, что высказыва-
ние AA∨  всегда истинно. 
Теорема 1 (закон де Моргана). При любых высказываниях А и В выска-
зывания BA∨  и BA∧  одновременно истинны (или ложны). 
Доказательство. Составим истинностные таблицы для высказываний 
BA∨  и BA∧ . 
 
А В A  B  BA∨  BA∨  BA∧  
И И Л Л И Л Л 
И Л Л И И Л Л 
Л И И Л И Л Л 
Л Л И И Л И И 
 
Ясно, что совпадение этих таблиц устанавливает справедливость утвер-
ждения теоремы. 
Определение 4. Импликацией высказываний А и В называется высказы-
вание «если А, то В», которое считается ложным, когда А истинно, а В –– лож-











Импликация высказываний А и В обозначается символом А Þ  В. Выска-
зывание А называется условием или посылкой (или антецендентом), высказы-
вание В –– следствием или заключением (или консеквентом). 
Термин «импликация» происходит от латинского слова «implico» –– тес-
но связываю. 
Истинностная таблица для импликации такова: 
 
А В А Þ  В 
И И И 
И Л Л 
Л И И 
Л Л И 
 
Заметим, что между посылкой и заключением может отсутствовать при-
чинно–следственные связи, но это не может повлиять на истинность или лож-
ность импликации. Например, высказывание «если 7 –– простое число, то бис-
сектриса равностороннего треугольника является медианой» будет истинным, 
хотя в обычном понимании второе высказывание не следует из первого. 
Отметим, что в том случае, когда ложна посылка, импликация будет ис-
тинна независимо от истинностного значения заключения. Этот факт кратко 
формулируют так: «истина следует из чего угодно». 
Теорема 2 (закон силлогизма). Для любых высказываний А, В и С выска-
зывание 
((А Þ  В) Ù (В Þ  С)) Þ  (А Þ  С)   (1) 
истинно. 
Доказательство. По определению импликация (1) истинна во всех слу-
чаях, когда истинно ее заключение А Þ  С. Поэтому будем рассматривать лишь 
случай ложного А Þ  С, т.е. истинного А и ложного С. Если В истинно, то В Þ  
С ложно. Если же В ложно, то ложно и А Þ  В. 
Таким образом, при любом В высказывание 
(А Þ  В) Ù (В Þ  С) 
ложно, а, значит, импликация (1) истинна. 
Импликация играет важную роль в математических доказательствах, т.к. 
многие теоремы формулируются в условной форме «Если А, то В». Если при 
этом известно, что А истинно и доказана истинность импликации  
А Þ  В, то мы вправе сделать вывод об истинности заключения В.  
Определение 5. Эквивалентностью (эквиваленцией) высказываний А и В 
называется высказывание «А тогда и только тогда, когда В», которое считается 
истинным, когда оба высказывания А, В либо одновременно истинны, либо од-
новременно ложны, и ложным во всех остальных случаях. 
Эквивалентность высказываний А, В обозначается символом А Û  В. 
Истинностная таблица для эквивалентности имеет вид 
 











И И И 
И Л Л 
Л И Л 
Л Л И 
 
Например, высказывание «3 > 9 тогда и только тогда, когда 3 + 0 = 5» ис-
тинно, как эквивалентность двух ложных высказываний. 
Если эквивалентность BA⇔  истинна, то высказывания А и В называют 
эквивалентными. Другими словами, два высказывания эквивалентны, когда они 
одновременно истинны (или ложны). Используя введенный термин, закон де 
Моргана можно сформулировать, например, так: «При любых высказываниях А 
и В высказывания 
BA∨  и BA∧  
эквивалентны». 
Теорема 3. При любых высказываниях А и В высказывания А Û  В и  
(А Þ  В) Ù (В Þ  А) эквивалентны. 
Таким образом, чтобы установить эквивалентность высказываний  
А и В, можно доказать истинность двух импликаций: А Þ  В и В Þ  А. 
Договорились считать, что сильнее всех связывает знак отрицания, за ним 
следуют знаки конъюнкции, дизъюнкции и импликации, а слабее всех связыва-




1. Сформулируйте отрицания следующих высказываний и укажите, что  ис-
тинно –– само высказывание или его отрицание: 
 а) Сумма цифр числа 315 равна 9. 
 б) Число 29 кратно 8. 
 в) Число 3 является корнем уравнения х + 2 = 7. 
2. Выясните, какие из высказываний каждой пары являются отрицаниями 
 друг друга: 
 а) В книге более 100 страниц. 
  В книге не более 100 страниц. 
 б) Эта гвоздика красная. 
  Эта гвоздика розовая. 
 в) Эта гвоздика красная. 
  Эта гвоздика не красная. 
 г) Данное слово –– существительное. 
  Данное слово –– прилагательное. 
3. Даны высказывания: 
 А: «Мурзилка» –– детский журнал, 
 В: «К.И. Чуковский –– зарубежный писатель», 
 С: «Калина –– тропическое растение». 











 б) Сформулируйте отрицания высказываний CBA ,, . 
4. Дано высказывание С: «М.Ю. Лермонтов –– русский поэт». Можно ли 
 привести пример такого высказывания D, чтобы дизъюнкция  высказы-
ваний С и D была: а) истинной; б) ложной. Ответ поясните. 
5. Дано высказывание А: «0 –– целое число». Приведите пример  высказы-
вания В такого, чтобы конъюнкция высказываний А и В была:  а) истинной; б) 
ложной. 
6. Из каких пар высказываний можно образовать ложную импликацию:  
 а) А: «В в квадрате АВСD все стороны равны», В: «В в квадрате  
  АВСD диагонали не равны»; 
 б) С: «Лук и чеснок –– овощи», D: «Яблоко и дыня –– фрукты»; 
 в) Е: «2 «3», F: «2 = 3»? Ответ поясните. 
7. Выясните, какие данные и в каких случаях являются лишними для  на-
хождения значения истинности импликации А Ú В Þ  С: 
 а) А –– «И», В –– «И», С –– «Л», 
 б) А –– «И», В –– «Л», С –– «И», 
 в) А –– «Л», В –– «Л», С –– «Л», 
 г) А –– «Л», В –– «Л», С –– «И». 
8. Известно, что А и С –– истинные, а В, D –– ложные высказывания. 
 Найдите значение истинности следующих формул: 
 а) А Ù (В Ú С); 
 б) ( ) ( )DCBA ∨∧⇔ ; 
 в) BADC ⇒⇔∧ ; 
 г) ( )DACBA ∨⇔⇒∧ . 
9. Составьте таблицы истинности для следующих формул: 
 а) ( ) ( )( )ABABA ⇒⇒⇒⇒ ; 
 б) ( )( ) BABA ⇒⇒⇒ ; 
 в) ( )( ) ( )( )BABABA ∨⇒∧∨∧ ; 
 г) ( )CBA ∧⇒ ; 
 д) CBA ⇔∧ ; 
 е) ( ( )( ) ( ) ( )( )CABACBA ⇒⇒⇒⇒⇒⇒ . 
 
2.3. Логические законы 
 
Всякую формулу логики высказываний можно рассматривать как некото-
рую функцию: каждая буква (высказывание) может принимать одно из двух 
значений «истина» или «ложь», при этом сложное высказывание, заданное этой 
формулой, также может быть истинным или ложным. Так, формула 
( ) ( ) ( )CBAfABCBA ,,=∧∨⇔⇒  
выражает функцию от переменных А, В и С. 












Аргументы булевых функций могут представлять собой сокращенные 
обозначения некоторых конкретных высказываний. 
Буквы в булевых функциях могут выступать в качестве переменных. 
Подставляя вместо них любые высказывания, можно по формуле вычислить 
соответствующее значение функции. Так, например, если в формуле 
( ) ( ) ( )ZXYXZYXf ∧⇒∨=,,  Х –– «истина», Y –– «ложь», Z –– «истина», то 
( )ZYXf ,,  –– «истина». 
Определение. Логические законы или логические тавтологии –– это та-
кие выражения, построенные из букв А, В, С, … и логических связок, что если 
буквы А, В, С, … произвольным образом заменить высказываниями, то в ре-
зультате всегда получится истинное высказывание. 
Примером логического закона может служить закон силлогизма (§ 2.2). 
Приведем основные логические законы без доказательства, т.к. справед-
ливость каждого из них можно доказать, построив для левой и правой части со-
ответствующие таблицы истинности. 
1. Коммутативность: 
 ( ) ( )ABBA ∧⇔∧ ; 
 ( ) ( )ABBA ∨⇔∨ . 
2. Ассоциативность: 
 ( )( ) ( )( )CBACBA ∧∧⇔∧∧ , 
 ( )( ) ( )( )CBACBA ∨∨⇔∨∨ . 
3. Дистрибутивность: 
 ( )( ) ( ) ( )( )CABACBA ∧∨∧⇔∨∧ , 
 ( )( ) ( ) ( )( )CABACBA ∨∧∨⇔∧∨ . 
4. Законы де Моргана: 
 BABA ∨⇔∧ , 
 BABA ∧⇔∨ . 
5. Законы поглощения: 
 ( )( ) ABAA ⇔∧∨ , 
 ( )( ) ABAA ⇔∨∧ . 
6. Законы идемпотентности: 
 ( ) AAA ⇔∧ , 
 ( ) AAA ⇔∨ . 
7. (А Ù «истина») Û  А,  
 (А Ú «ложь») Û  А. 
8. Закон противоречия: 
 ( )⇔∧ AA  «ложь». 
9. Закон исключения третьего: 
 ( )⇔∨ AA  «истина». 
10. Закон двойного отрицания: 
 AA⇔ . 











 ( ) ( )ABBA ⇒⇔⇒ . 




1. Докажите приведенные в этом параграфе логические законы. 
 
2.4. Методы доказательства 
 
При построении любой теории выделяется некоторый набор высказыва-
ний, истинность которых постулируется. Такие высказывания называются ак-
сиомами. Последовательность высказываний рассматриваемой теории, каждое 
из которых либо является аксиомой, либо выводится из одного или более пре-
дыдущих высказываний этой последовательности по логическим правилам вы-
вода, называется доказательством. 
Теоремой называется высказывание, которое можно доказать. Формально 
большинство теорем могут быть представлены в форме импликации А Þ  В. 
Посылка А называется условием теоремы, а следствие  
В –– заключением. Теорема верна, если выражающая ее импликация является 
тавтологией, т.е. тождественно истинна. 
Рассмотрим наиболее известные методы доказательства. 
1. Метод цепочек импликаций. Этот метод доказательства заключает-
ся в том, что из посылки А выстраивается цепочка из n импликаций (А Þ  А1 Þ  
А2 Þ … Þ  Аn–1 Þ  В), последним высказыванием в которой будет заключение 
теоремы В. В основе этого метода лежит закон силлогизма. 
2. Метод доказательства от противного. Вспомним, например, схе-
му доказательства известной теоремы: «Не существует рационального числа, 
квадрат которого равен 2». Обозначим это высказывание через А. 
Предположим, что A  –– истинно, т.е. существует такое рациональное 









. Это высказывание обозначим С. Отсюда довольно быстро получаем, 
что а делится на 2 и b делится на 2, т.е. дробь  
b
a  –– сократимая ( )C . 
Таким образом, вместо истинности высказывания А мы доказываем ис-
тинность высказывания CCA ∧⇒ . Обоснованием этого является следующая 
теорема. 












Доказательство. Если А истинно, то A  ложно, и CCA ∧⇒  истинно 
(при ложной посылке импликация всегда истинна). Наоборот, если CCA ∧⇒  
истинно, но так как CC ∧  ложно (закон противоречия), A  может быть лишь 
ложным. Значит, А истинно. 
3. Метод необходимого и достаточно. Пусть теорема формулируется 
так: «Чтобы имело место А, необходимо и достаточно выполнение В». Доказа-
тельство такого вида теоремы распадается на две части: 
а) доказывается, что если имеет место А, то справедливо В  
(В необходимо для А); 
б) если имеет место В, то имеет место и А (В достаточно для А). 
Доказательство таким методом базируется на законе тавтологии: 






1. Приведите примеры доказательства методом от противного. 
2. Докажите, что при любых высказываниях А, В и С высказывания  
А Þ  В и А Ù B  Þ  С Ù C  эквивалентны. (Это тоже обоснование метода 
доказательства от противного, когда доказывается истинность имплика-
ции). 
3. Докажите закон тавтологии 
( ) ( ) ( )( )ABBABA ⇒∧⇒⇔⇔ , 
на котором базируется метод необходимого и достаточного. 
4. Докажите теоремы методом от противного: 
 а) Если ba ||  и cb || , то ca || . 
 б) Если произведение двух целых чисел делится на 6, то хотя бы 
 один из множителей делится на 2. 
 в) Если прямая пересекает один из параллельных прямых, то она  пе-
ресекает и другую. 
 
2.5. Алгебра предикатов. Логические операции  
над предикатами 
 
Рассмотрим выражение «х –– простое число». Подставляя вместо х числа 
3, 4, получаем высказывания, причем в первом случае оно будет истинным, а во 
втором –– ложным. Таким образом, каждому натуральному числу соответству-
ет значение «И» и «Л» в зависимости от того, является оно простым или нет. 
Следовательно, выражение «х –– простое число» определяет функцию одной 
переменной (одноместную), заданную на множестве натуральных чисел со зна-
чениями в множестве { И, Л} . 
Аналогично, подставляя в выражение «х < у» вместо х и у конкретные 











мер, при х = 3, у = 5 получаем истинное высказывание, а при х = 5,  
у = 3 –– ложное высказывание. Следовательно, выражение «х < у» определяет 
функцию двух переменных (двухместную) на множестве действительных чисел 
со значениями в множестве { И, Л} . 
Подобным образом выражение «х и у –– родители z» определяет функцию 
трех переменных (трехместную) на множестве людей со значениями в множе-
стве { И, Л} . Выражение х1 + х2 + … + хn = 0 определяет функцию n переменных 
(n–местную), заданную на множестве действительных чисел со значениями в 














Такие функции называются предикатами. 
Определение 1. n–Местным предикатом на множестве М называется n–
местная функция, аргументы которой принимают значения из множества М, а 
область значений есть множество { И, Л} . 
Короче, n–местным предикатом на множестве М называется функция ти-
па Мn →  { И, Л} . 
Для обозначения предикатов используют либо большие латинские буквы, 
либо символы: А(х, у), В(х), Р(х1, х2,…, хn) и т.д. (к предикантным символам А, 
В, Р добавляют в скобках символы переменных, от которых зависят данные 
предикаты). При этом, например, выражение А(10, 8) служит для обозначения 
(постоянного) высказывания, которое получается, если переменным х, и у пре-
диката А(х, у) придать соответственно значения 10 и 8. Некоторые предикаты 
записывают с помощью тех или иных знаков, имеющих в теории определенный 
смысл, например: х = у, х > у, х + у = z и т.д. 
При n = 1 n–местный предикат называют унарным, при n = 2 –– бинар-
ным, а при n = 3 –– тернарным. 
Определение 2. Пусть Р(х1, х2,…, хn) –– n–местный предикат, определен-
ный на множестве М. Множеством истинности этого предиката называется со-
вокупность таких упорядоченных n–ок (х1, …, хn), для которых Р(х1, х2,…, хn) 
принимает значение И. 
Определение 3. Два предиката Р(х1, …, хn) и Q(х1, …, хn), определенные 
на одном и том же множестве М, называются равносильными на множестве М, 
если они принимают одинаковые значения И или Л при любых значениях х1, 
…, хn   из множества М. 
Таким образом, два предиката Р(х1, …, хn) и Q(х1, …, хn) на множестве М 
называются равносильными на множестве М, если множества истинности этих 
предикатов совпадают. 
Определение 4. Предикат Р(х1, …, хn), определенный на множестве М, 
называется тождественно–истинным (тождественно–ложным) на М, если при 
подстановке вместо х1, …, хn любых элементов из множества М он принимает 











Предикаты, как и высказывания, принимают значения И и Л, поэтому над 
ними можно производить логические операции, аналогичные операциям логики 
высказываний. 
Начнем с простого частного случая –– одноместных предикатов. Пусть 
Р(х) и Q(х) –– два одноместных предиката, определенных на множестве М. То-
гда Р(х) Ù Q(х) –– предикат на множестве М. Он является истинным для тех и 
только тех элементов из М, для которых оба предиката Р(х) и Q(х) истинны. 
Другими словами, множество истинности предиката Р(х) Ù Q(х) равно пересе-
чению множеств истинности предикатов Р(х) и Q(х). 
Аналогично определяется Р(х) Ú Q(х). Предикат Р(х) Ú Q(х) задан на том 
же множестве М и является истинным для тех и только тех элементов х из М, 
для которых истинен хотя бы один из предикатов Р(х) и Q(х), т.е. множество 
истинности предиката Р(х) Ú Q(х) равна объединению множеств истинности 
предикатов Р(х) и Q(х). 
Предикат ( )xP  определен на множестве М и истинен для тех и только тех 
элементов х из М, для которых Р(х) ложен. Другими словами, множество ис-
тинности предиката ( )xP  –– дополнение в М множества истинности предиката 
Р(х). 
Подобным образом вводятся предикаты Р(х) Þ  Q(х), Р(х) Û  Q(х). 
Операции логики высказываний над многоместными предикатами опре-
деляются аналогично. Необходимо только следить за тем, какие переменные 
обозначены одинаковыми буквами, а какие –– различными. Поясним это на 
примерах. 
Пусть Р(х, у) и Q(х, у) –– два двухместных предиката, определенных на 
множестве М. Тогда Р(х, у) Ù Q(y, z) –– трехместный предикат на множестве М, 
он принимает значение И для тех и только тех упорядоченных троек  
(х, у, z) множества М, для которых Р(х, у) и Q(y, z) одновременно принимают 
значения И. 
Отметим еще, что Р(х, у) Ù Q(х, у) –– двухместный, а Р(х, у) Ù Q(z, v) –– 
четырехместный предикаты, определенные на множестве М.  
Если Р(х) и Q(х) –– два одноместных предиката, то не следует смешивать 
предикаты Р(х) Ù Q(х) и Р(х) Ù Q(у). Первый из них –– одноместный, а второй –
– двухместный предикаты. 
В логике предикатов есть еще операции, называемые кванторами, кото-
рые характерны для логики предикатов и делают ее более богатой, чем логика 
высказываний. 
Определение 5. Пусть Р(х) –– одноместный предикат, определенный на 
множестве М. Символом ( )xxP∀  обозначим высказывание, которое истинно, 
если Р(х) принимает значение И для любого элемента х множества М, и ложное 
в противоположном случае. 
Другими словами, ( )xxP∀  –– истинное высказывание, если множество 











предикат, тождественно–истинный на множестве М; в противоположном слу-
чае ( )xxP∀  –– ложное высказывание. 
Часть x∀  в выражении ( )xxP∀  называется квантором общности (всеобщ-
ности). Выражение ( )xxP∀  читается «для любого х Р(х)». Символ  
∀  –– перевернутая первая буква слова all (англ.), allе (нем.). 
Пусть Р(х) –– предикат «х –– простое число», определенный на множест-
ве натуральных чисел. Тогда высказывание x∀  (х –– простое число) ложно на 
множестве натуральных чисел. Это же высказывание  
x∀  (х –– простое число) истинно на множестве простых чисел. 
Определение 6. Пусть Р(х) –– одноместный предикат, определенный на 
множестве М. Символом $ ( )xxP  обозначим высказывание, которое истинно, 
когда в множестве М существует такой элемент х0, что Р(х0) = И, и ложно в 
противоположном случае. 
Другими словами, $ ( )xxP  –– истинное высказывание, если множество 
истинности предиката Р(х) непустое; в противном случае $ ( )xxP  –– ложное 
высказывание. 
Выражение $ ( )xxP  читается «существует х такое, что Р(х)», а часть $х в 
выражении $ ( )xxP  называют квантором существования. Например, высказы-
вание $х (х –– простое число) на множестве натуральных чисел истинно, выска-
зывание $ ( )0<xx  на множестве действительных чисел ложно. 
Символ $ –– перевернутая первая буква слова exist (англ.), existieren 
(нем.), exister (фр.). 
Подчеркнем, что применение квантора превращает одноместные преди-
каты в высказывания (не зависящие от х). 
Совершенно аналогично применяются кванторы к любому предикату с 
большим числом переменных. В результате применения квантора к n –– мест-
ному предикату (при n > 0) получается (n – 1) –– местный предикат. 
К одному и тому же  предикату можно применять кванторы несколько 
раз. Например, применив к предикату Р(х, у) квантор существования по х, мы 
получим одноместный предикат $ ( )yxxP , , к которому опять можем применить 
квантор существования или квантор общности по переменной у. В результате 
получим высказывание 
$у($ )),( yxxP  или ∀у($ )),( yxxP . 
Скобки обычно опускают, получая при этом выражения 
$у$ ),( yxxP  или ∀у$ ),( yxxP . 
Отметим, что одинаковые кванторы можно переставлять, получая при 
этом эквивалентные высказывания, т.е. истинные эквиваленции: 
∀х∀у ),( yxP  Û  ∀у∀х ),( yxP ; 
$х$у ),( yxP  Û  $у$х ),( yxP . 
Рассмотрим четыре часто встречающихся основных типа высказываний. 
В символической записи этих высказываний (записи на языке логики предика-











Пусть Р(х) –– обозначение предиката «х –– нечетное число», а Q(х) –– 
обозначение предиката «х –– простое число», где х –– целочисленная перемен-
ная. 
1. Высказывание «Всякое нечетное число является простым числом» 
можно переформулировать следующим образом: «Для всякого х, если х –– не-
четное, то х –– простое число». Это высказывание на языке предикатов запи-
шется так: ∀х(Р(х) Þ  Q(х)). 
2. Высказывание «Никакое нечетное число не является простым чис-
лом» или «Для всякого х, если х –– нечетное, то х не является простым», в сим-
волической форме запишется так: 
( ) ( )( )xQxPx ⇒∀ . 
Заметим, что истинное значение высказывания в наших рассуждениях не 
играет роли. 
3. Следующий тип высказывания: «Некоторые нечетные числа –– 
простые». Суть его в том, что существует такое х, которое одновременно явля-
ется и нечетным числом, и простым. Высказывание третьего типа на языке ло-
гики предикатов запишется в виде 
$х ( ) ( )( )xQxP ∧ . 
4. К четвертому типу относится высказывание «Некоторые нечетные 
числа не являются простыми». Это высказывание записывается так: 
$х ( ) ( )( )xQxP ∧ . 
Рассмотренные примеры показывают, как любое высказывание, относя-
щееся к одному из четырех основных типов, можно записать в  символической 
форме. 
Теорема. Высказывания  
( )xxP∀  и ( )xPx∃  
эквивалентны. 
Доказательство. Пусть высказывание ( )xxP∀  истинно. Тогда высказы-
вание ( )xxP∀  ложно. Это значит, что не все х обладают свойством Р, т.е. ка-
кой–то этим свойством не обладает. Другими словами, существует х, не обла-
дающий свойством Р, т.е. высказывание ( )xPx∃  истинно. 
Пусть теперь высказывание ( )xPx∃  истинно. Это значит, что существует 
х, не обладающий свойством Р, т.е. высказывание ( )xxP∀  ложно, но тогда 
( )xxP∀  истинно. 
Имеют место следующие законы логики: 
( )xxP∀  Û  ( )xPx∃ ; 
( )xxP∃  Û  ( )xPx∀ ; 
( )xxP∀  Û  ( )xPx∃ ; 
( )xxP∃  Û  ( )xPx∀ ; 















1. Какие из данных предложений являются высказываниями, а какие –– 
предикатами? 
 а) Город Могилев находится на территории Республики Беларусь. 
 б) Город х стоит на берегу Днепра. 
 в) Тов. … зачислен в вуз. 
 г) Разность чисел 5 и 3 равна 2. 
 д) х = 3 является корнем уравнения 2х + 1 = 7. 
 е) Разность чисел х и 2 больше 5. 
2. На множестве целых чисел задан предикат В(х, у): «х кратно у». Прочи-
тайте следующие высказывания и определить их значения истинности: 
В(3, 4), В(12, 6), В(17, 17), В(0, 8), В(7, 0). 
3. Какие из слов: лампа, стол, пить, лаять, утюг, книга, шить, сумка, зеркало 
–– принадлежат множеству истинности предиката Е(у): «В слове у –– че-
тыре буквы», рассматриваемого: 
 а) на множестве существительных; 
 б) на множестве глаголов; 
 в) на множестве прилагательных? 
4. Найдите множества истинности каждого из следующих предикатов: 
 А(х): «х –– однозначное число» (заданного на множестве N); 
 В(х): «х –– гласная» (заданного на множестве букв русского алфавита); 
 С(у): «Река у вытекает из озера Байкал» (заданного на множестве рек Си-
бири). 
5. На множестве N –– натуральных чисел задан предикат А(х):  
«–8 < х £ 3». 
 а) Найдите множество истинности (Т) предиката А(х). 
 б) В каком отношении находятся множества Т и N? 
6. Запишите следующие высказывания, используя кванторы: 
 а) существует такое число х, что для любого числа а имеет место  ра-
венство ха = а; 
 б) для всяких чисел а и b существует число х такое, что а + b = х. 
 в) не существует рационального числа х такого, что х2 = 3. 
7. Пусть Р(х) обозначает «х –– простое число», Q(х) –– «х –– четное число», 
R(х) –– «х ––целое число», D(х, у) –– «х делит у». Сформулируйте словами 
следующие высказываниями, записанных на языке логики предикатов. 
Отметьте, какие из них истинные и какие ложные: 
 а) ( )xxP∀  Þ  ( )xQ ; 
 б) ( ) ( ) ( )( )( )yxDyPyxPx ,⇒∀⇒∀ ; 
 в) ( ) ( ) ( )( )( )yQyxDyxQx ⇒∀⇒∀ , ; 











 д) ( ) ( ) ( )( )yxDyRxRxy ,⇒∧∃∀ ; 
 е) ( ) ( ) ( )( )yxDyRxRyx ,⇒∧∀∃ . 
8. Докажите или опровергните эквивалентность следующих пар высказыва-
ний: 
 1) ( )xxP∃  и ( )xPx∀ ; 
 2) ( ) ( )( )xSxPx ∧∀  и ( ) ( )xxSxxP ∀∧∀ ; 
 3) ( ) ( )( )xSxPx ∨∀  и ( ) ( )xxSxxP ∀∨∀ ; 
 4) ( ) ( )( )xSxPx ∧∃  и ( ) ( )xxSxxP ∃∨∃ ; 
 5) ( ) ( )( )xSxPx ∨∃  и ( ) ( )xxSxxP ∃∨∃ ; 
 6) ( ) ( )( )xSxPx ⇒∀  и ( ) ( )xxSxxP ∀⇒∀ ; 
 7) ( ) ( )( )xSxPx ⇒∃  и ( ) ( )xxSxxP ∃⇒∃ ; 
 8) ( ) ( )( )xSxPx ⇒∀  и ( ) ( )( )xPxSx ⇒∀ ; 




Первой научной работой посвященной графам считается статья  
Л. Эйлера, посвященная задаче о кенигсбергских мостах и опубликованная в 
1736 году. Суть задачи следующая. Четыре части города Кенигсберга (a, b, c, d 
на рис. 65) были соединены семью мостами. Требовалось определить, можно 
ли, выйдя из любой части города и проходя по каждому мосту ровно один раз, 










Дадим строгое определение графа. Пусть задано некоторое непустое 
множество V и множество Е пар различных элементов из V. Элементы множе-
ства V называются вершинами графа, элементы множества Е называются реб-
рами графа, а пара (V, Е), т.е. множество вершин и множество ребер, называет-
ся графом. 
Граф, как правило, обозначают прописными латинскими буквами, напри-
мер, G, H. 
Несложные графы удобно изображать в виде графических схем, где вер-











их толщина и форма, а также взаиморасположение вершин не имеют никакого 
значения. Например, на рис. 66 изображен один и тот же граф  
G = (V, Е), заданный множеством вершин V = { х1, х2, х3, х4}  и множеством ребер 















Если вершины хi и хj принадлежат некоторому ребру (хi, хj), то говорят, 
что это ребро инцидентно вершинам хi и хj, которые в свою очередь называются 
смежными. 
Если ребро инцидентно одной и той же вершине, то оно называется пет-
лей. Вершина не индидентная никакому ребру называется изолированной. Если 
в графе есть вершины, соединенные с двумя или большим числом вершин, то 
такой граф называется мультиграфом. 
Число ребер, инцидентных данной вершине называется степенью (крат-
ностью) данной вершины. 
Граф без петель и кратных ребер называется простым или обыкновенным. 
Граф может быть задан и в виде квадратной таблицы –– матрицы смежности 
графа. Номера строк и столбцов этой матрицы совпадают с номерами вершин 
графа, а ее элемент cij   есть число ребер, соединяющих вершины xi и xj. 
















































Графы, отличающиеся только нумерацией вершин и сохраняющие отно-
шения их инцидентности, могут отличаться лишь начертанием. Такие графы 
называются изоморфными. 
Граф называется планарным (плоским), если он может быть изображен на 
плоскости так, что все пересечения ребер есть его вершины. Так, граф, пред-

















В ряде задач принципиальную важность имеет ориентация отношений 
между вершинами. Характерным являются отношения порядка. Такие отноше-
ния могут быть формализованы ориентированным графом. 
Ориентированный граф G или орграф состоит из конечного непустого 
множества V и множества Е упорядоченных пар элементов из V. Элементы 
множества V называются вершинами орграфа, элементы множества Е –– дугами 
орграфа. Если (xi, xj) –– дуга, то первая вершина xi называется началом дуги, а 
вторая xj –– концом дуги. На рисунках дуги изображаются стрелками. 
Чтобы лучше понять отличие ориентированного графа от неориентиро-











описывает систему улиц города с односторонним движением, то неориентиро-
ванный граф –– с двусторонним движением.  
Граф Gb = (Vb, Еb) называется частичным графом (суграфом) граф  
G = (V, Е), если он содержит все вершины исходного графа и лишь часть ребер 
исходного графа, т.е. Vb = V и Еb Ì  Е. 
Подграфом Gа = (Vа, Еа) графа G = (V, Е) называется граф, в который вхо-
дит подмножество вершин исходного графа (Vа Ì  V) и все ребра, соединяющие 
вершины Vа этого графа (Еа Ì  Е). 
На рис. 70 представлены частичный граф и подграф для данного исходно-




























Пусть G = (V, Е) –– неориентированный граф. Маршрутом длины m назы-
вается некоторая последовательность m ребер графа G, такая, что вершины 
двух соседних ребер последовательности совпадают. 
Вершина первого ребра, которая не является общей с вершиной второго 
ребра, называется начальной вершиной маршрута. Аналогично вводится поня-
тие конечной вершины маршрута. 
Примерами маршрутов на графе, изображенном на рис. 71, могут служить 
следующие последовательности ребер (1, 6, 5, 1, 3) и  
(2, 1, 4, 6). Первый из них проходит последовательно через вершины  
х1, х2, х3, х2, х1, х3, соединяя х1 с х3. Второй, проходя через вершины  
х2, х1, х2, х3, х2, образует замкнутый маршрут, т.к. приводит в ту же вершину, из 
которой и начался. 
 

























Нуль–маршрутом называется маршрут, не содержащий ребер. 
Вершина xj называется достижимой из вершины xi, если существует мар-
шрут из хi в хj. 
Граф называется связным, если все его вершины попарно достижимы. 
Маршрут, все ребра которого различны, называется цепью. Цепь, прохо-
дящая через различные вершины, называется простой (элементарной) цепью. 
Цепь называется циклом, если начальная и конечная вершины цепи равны. 
Цикл называется простым, если все его вершины различны. Так в графе, изо-
браженном на рис. 71, маршрут (1, 5, 8) является простой цепью, маршрут 
(2, 5, 6, 1) –– циклом. 
На ориентированном графе аналогично понятию цепи вводится понятие 
пути, а аналогично понятию цикла –– понятие контура. Путь –– это ориентиро-
ванная цепь. Контур –– это замкнутый путь. 
Для практики большое значение имеют задачи о нахождении различного 
рода маршрутов. Наиболее известные из них два: эйлеров цикл и гамильтонов 
цикл. 
Цикл, который содержит все ребра графа, называется эйлеровым, а граф, 
имеющий эйлеров цикл, называется эйлеровым графом. 
Если эйлеров граф плоский, то его можно изобразить одним росчерком 
пера (не отрывая пера от бумаги), причем начальная и конечная вершины сов-
падают. 
Вопрос о существовании эйлерова графа разрешается следующей теоре-
мой. 
Теорема. Конечный граф G является эйлеровым графом тогда и только 
тогда, когда он связан и все степени его вершин четны. 
Простой цикл, который проходит через все вершины графа, называется 
гамильтоновым (У.Р. Гамильтон, 1805–1865). 
Укажем некоторые задачи, интерпретация которых состоит в необходи-
мости построения гамильтоновых циклов. 
Задача о шахматном коне. Можно ли, начиная с произвольного поля на 
шахматной доске, ходить конем в такой последовательности, чтобы пройти че-
рез все поле и вернуться в исходное? 
Задача о званом обеде. Обед накрыт на круглом столе. Среди приглашен-
ных некоторые являются друзьями. При каких условиях можно рассадить всех 
так, чтобы по обе стороны каждого из присутствующих сидели его друзья? 
Задача о коммивояжере. Коммивояжер должен объездить все п городов. 
Для того чтобы сократить свои расходы, он хочет построить такой маршрут, 
чтобы объездить все города точно по одному разу и вернуться в исходной с ми-
нимум затрат. 
В настоящее время условий, гарантирующих существование в графе га-











Связный граф называется деревом, если он не имеет циклов, а ребра де-
рева называются ветвями. 
Дерево с п вершинами содержит п–1 ветку (ребро) (рис.72 а). 
Действительно, если добавить лишь одно ребро, соединяющее две вер-
шины дерева, то в графе появится цикл (рис.72 б). Если же убрать хотя бы одно 
ребро, то граф станет несвязным (рис.72 в). Таким образом, для связи  











Несвязный граф без циклов называется лесом (рис.73). При этом любая 
связная часть леса является деревом. Могут рассматриваться и деревья с ориен-
тированными ребрами. Ориентированное дерево называется прадеревом с кор-





Пусть задан неориентированный граф G = (V, Е). Дерево D = (Y, I) назы-
вается покрывающим деревом графа G, если V = Y и I Ì  Е. Таким образом, по-
крывающее дерево связывает все вершины данного графа, но не обязательно 
при этом включает все его ребра. На рисунке 74 а показан граф, для которого на 
рис. 74 б построено покрывающее дерево. Любой связанный граф содержит хо-





















1. Спортивное соревнование проводится по круговой системе. Это означает, 
что каждая пара игроков встречается между собой ровно один раз. Дока-
жите, что в любой момент времени найдутся хотя бы два игрока, провед-
шие одинаковое число встреч. 
2. В шахматном турнире по круговой системе участвуют семь школьников. 
Известно, что Ваня сыграл шесть партий, Толя –– пять, Леша и Дима по 
три, Семен и Илья –– по две, Женя –– одну. С кем сыграл Леша? 
3. В компании, состоящей из пяти человек, среди любых трех человек най-
дутся двое знакомых и двое незнакомых друг с другом. Докажите, что 
компанию можно рассадить за круглым столом так, чтобы по обе стороны 
от каждого человека сидели его знакомые. 
4. В некотором государстве система авиалиний устроена так, что любой го-
род соединен авиалиниями не более чем с тремя другими и из любого го-
рода в любой другой можно перелететь, сделав не более одной пересадки. 
Какое наибольшее число городов может быть в этом государстве? 
5. Летом Иван отдыхал в молодежном лагере «Восход», где вместе с ним 
находилось 53 школьника. Поле окончания отдыха некоторые пары об-
менялись адресами, причем у каждого из отдыхающих оказалось не менее 
26 адресов. Через некоторое время Ивану понадобился адрес Николая, с 
которым он адресом не обменивался. Докажите, что Иван может узнать 
адрес Николая, т.е. существует цепочка из школьников, которая начина-
ется с Ивана и оканчивается Николаем и в которой каждая пара соседей 
обменялись адресами. 
6. Докажите, что в группе из шести человек всегда найдутся три человека, 
знакомые между собой, или три человека, не знакомые между собой. 
7. Группа, в составе которой Петр совершил туристическую поездку состоя-
ла из пятнадцати человек. Вернувшись из путешествия, Петр рассказал, 
что каждый участник группы был ранее знаком ровно с пятью другими 











8. Может ли в государстве, в котором из каждого города выходит ровно три 
дороги, быть ровно 100 дорог между городами? 
 
2.7. Основные правила комбинаторики. Перестановки, 
размещения и сочетания без повторений 
 
Часто приходится составлять из конечного числа элементов различные 
комбинации и производить подсчет числа всех возможных комбинаций, со-
ставленных по некоторому правилу. Такие задачи называются комбинаторны-
ми, а раздел математики, занимающийся их решением, называется комбинато-
рикой. 
Рассмотрим два основных правила, с помощью которых решается боль-
шинство задач комбинаторики.  
Допустим, что n  разноцветных шариков распределены по двум ящикам: в 
первом –– m  шаров, во втором –– k . Произвольно из какого–нибудь ящика вы-
нимаем один шарик. Сколькими разными способами можно это сделать? Из 
первого ящика шарик можно вынуть m  разными способами, из второго –– k  
разными способами. Всего kmn +=  способами. 
Пришли к так называемому правилу суммы: если некоторый объект А 
можно выбрать m  способами, а объект В –– k  способами, причем любой спо-
соб выбора объекта А отличен от любого способа выбора В, то выбор  
«А или В» можно сделать km +  способами. 
Задачи, которые можно решить применением одного лишь правила сум-
мы, по большей части тривиальны. Обычно правило суммы используют с пра-
вилом произведения. 
Рассмотрим следующую задачу. 
Задача. Сколько можно записать двузначных чисел в десятичной системе 
счисления? 
Решение. Число десятков двузначного числа может принимать одно из 
девяти значений: 1, 2, 3, 4, 5, 6, 7, 8, 9. Число единиц может принимать одно из 
десяти значений: 0, 1, 2, 3, 4, 5, 6, 7, 8, 9. 
Если цифра десятков 1, цифра единиц может быть 0, 1, 2, 3, 4, 5, 6, 7, 8, 9 
–– всего 10 значений. Если цифра десятков 2, то вновь, цифра единиц может 
быть равна 0, 1, 2, …, 9. Всего получим 90 ( 90109 =⋅ ) двузначных чисел. 
Пришли к так называемому правилу произведения: пусть объект А можно 
выбрать m  способами, а после каждого такого выбора другой объект В можно 
выбрать (независимо от объекта А) k  способами, то пары объектов  А и В мож-
но выбрать mk  способами. 
Тридцать три буквы русского алфавита принято располагать в таком по-
рядке: А, Б, В, Г, Д, Е, Ё, Ж, З, И, Й, К, Л, М, Н, О, П, Р, С, Т, У, Ф, Х, Ц, Ч, Ш, 
Щ, Ъ, Ы, Ь, Э, Ю, Я. 
При этом порядке расположения букв, буква А является первой,  
Б –– второй, В –– третьей, и т.д. вплоть до тридцать третьей буквы Я. Мы име-











Определение 1. Множество называется упорядоченным, если каждому 
элементу этого множества поставлено в соответствие некоторое натуральное 
число (номер элемента) от 1 до n , где n  –– число элементов множества, так что 
различным элементам соответствуют различные числа. 
Очевидно, что каждое множество, содержащее более одного элемента, 
можно упорядочить не единственным способом. 
Определение 2. Различные упорядоченные множества, которые отлича-
ются лишь порядком элементов (т.е. могут быть получены из того же самого 
множества), называются перестановками этого множества. 
Множество из одного элемента можно упорядочить одним–единственным 
образом: единственный элемент множества приходится считать первым. Возь-
мем множество из двух элементов, для примера, из двух букв А и Б. Очевидно, 
что их можно расположить по порядку двумя способами: 
АБ или БА. 
Три буквы А, Б, В можно расположить по порядку шестью способами: 
АБВ, АВБ, БАВ, БВА, ВАБ, ВБА. 
Число перестановок из n  элементов обозначают nP . Мы нашли, что 
.6  ,2  ,1 321 === PPP  
Докажем, что, вообще, nP  (число перестановок из n элементов) равно 
произведению первых n  натуральных чисел: 
!...321 nnPn =⋅⋅⋅⋅= . 
Будем последовательно выбирать элементы данного множества и разме-
щать их в определенном порядке на n  местах. На первое место можно поста-
вить любой из n  элементов. После того как заполнится первое место, на второе 
место можно поставить любой из оставшихся n–1 элементов. После того как 
заполнятся первое и второе места, на третье место можно поставить любой из 
оставшихся 2−n  элементов и т.д. По правилу умножения все n  мест можно 
заполнить 
!12...)2)(1( nnnn =⋅⋅⋅−−  
способами. Таким образом, !nPn = . 
Пример 1. Сколькими способами можно расположить на шахматной дос-















Ясно, что в этом случае на каждой горизонтали и каждой вертикали шах-
матной доски может быть расположено только по одной ладье. Число возмож-
ных позиций –– число перестановок из 8 элементов: 
.40320!88 ==P  
Рассмотрим теперь упорядоченные подмножества данного множества. 
Определение 3. Конечные упорядоченные подмножества данного мно-
жества называются размещениями данного множества. 
Число упорядоченных k–элементных подмножеств множества, состояще-
го из n  элементов, т.е. число размещений из n  по k обозначают knА . 







Итак, пусть задано n –элементное множество X. Упорядоченное  
k –элементное подмножество можно получить, выбирая из Х поочередно эле-
менты . ...,, , 21 kххх  Но в качестве первого элемента х1 можно выбрать любой из 
n  элементов множества Х. Поэтому такой выбор может быть произведен n  
способами. После того как первый элемент выбран, второй элемент можно вы-
брать лишь 1−n способами (можно взять любой элемент, исключая уже вы-
бранный). После выбора первых двух элементов остаются лишь 2−n  возмож-
ности выбрать третий элемент и т.д. Последний k –й элемент можно выбрать 
1+− kn  способами, так как до него уже выбраны 1−k  элемент, а , значит, ос-
талось лишь 1)1( +−=−− knkn  элементов. 
По правилу произведения получаем, что число упорядоченных  
k –элементных подмножеств n –элементного множества Х равно произведению 
чисел   ,1 ,...,1  , +−− knnn т.е. ).1)...(1( +−− knnn  Мы доказали таким образом, 
что  
).1)...(1( +−−= knnnАkn  





















Пример 2. Сколькими способами можно выбрать четырех человек на че-



















Если задано некоторое множество Х, то можно рассматривать новое мно-
жество М(Х) –– множество всех его подмножеств. 
Рассмотрим все подмножества множества {А; Б; В}; их восемь:  
Æ –– пустое множество; {А}, {Б}, {В} –– три множества по одному элементу в 
каждом; {А; В}, {А; Б}, {Б; В} –– три множества по два элемента в каждом; {А; 
Б; В} –– одно множество из трех элементов. 
Естественно задать вопрос: сколько различных k –элементных подмно-
жеств имеет множество из n  элементов? 
Определение 4. Произвольное k –элементное подмножество  
n –элементного множества называется сочетанием из n элементов по k . 








Чтобы образовать упорядоченное подмножество, содержащее k  элемен-
тов из данных n , надо: 
1) выделить какие–либо k  из этих n  элементов, что можно сделать 
 knС  способами; 
2) выделенные k  элементов упорядочить, что можно сделать kР  спо-
собами . 
Всего получится knС kР  способов (упорядоченных подмножеств), т.е. 
=knА
k















Пример 3. В девятом классе 35 учащихся. Из них нужно выбрать четыре 


















1. Из элементов множества А составьте всевозможные перестановки, если: 
а) А={1};      в) А={а; b; с}; 
б) А={5; 6}   г) А= {m; n; p; q}. 
2. Сколькими способами можно составить список из 9 учеников? 
3. Сколько можно составить пятизначных чисел так, чтобы любые две сосед-
ние цифры числа были различны? 
4. Сколько различных хорд определяют 5 точек, лежащих на одной  ок-
ружности? 
5. Сколько диагоналей имеет: 











б) выпуклый двенадцатиугольник; 
в) выпуклый двадцатипятиугольник; 
г) выпуклый −n угольник, если ?3>n  
6. В кружке юных математиков 25 членов. Необходимо избрать председателя 
кружка, его заместителя, редактора стенгазеты и секретаря. Сколькими 
способами можно образовать эту руководящую четверку, если одно лицо 
может занимать только один пост? 
7. В высшей лиге по футболу 18 команд. Борьба идет за золотые, серебряные 
и бронзовые медали. Сколькими способами медали могут быть распреде-
лены между командами? 
8. Сколько разных трехзначных чисел можно составить из цифр 1, 2, 3, 4, 5 
при условии, что ни одна цифра не повторяется? 
9. 13 учеников обменялись рукопожатиями. Сколько всего произведено ру-
копожатий? 
10. В пассажирском поезде 9 вагонов. Сколькими способами можно рассадить 
в поезде 9 человек, при условии, что все они должны ехать в разных ваго-
нах? 
11. В пассажирском поезде 14 вагонов. Сколькими способами можно распре-
делить по вагонам 14 проводников, если за каждым вагоном закрепляется 
один проводник? 
12. Сколько человек участвовало в шахматном турнире, если известно, что 
каждый участник сыграл с каждым из остальных по одной партии, а всего 
было сыграно 210 партий? 
13. Некто забыл последние 4 цифры телефонного номера. Помнит, что все 
цифры разные и среди них есть 9. Какое максимальное число номеров ему 
придется перебрать, чтобы дозвониться до абонента? 
14. Для полета на Марс необходимо укомплектовать следующий экипаж кос-
мического корабля: командир корабля, первый его помощник, второй по-
мощник, два бортинженера и один врач. Командующая тройка может быть 
выбрана из 25 готовящихся к полету летчиков, два бортинженера – из чис-
ла 20 специалистов, в совершенстве знающих устройство космического 
корабля, и врач –– из числа 8 медиков. Сколькими способами можно уком-
плектовать экипаж исследователей космоса? 
 
2.8. Перестановки, размещения и сочетания  
с повторениями 
 
Из букв з, а, м, о, к можно образовать 120!55 ==Р  различных слов  
(не все они имеют смысл). Сколько разных слов можно образовать из букв сло-
ва «ротор». Столько же?  Оказывается, нет! Только 30. Известная формула чис-
ла перестановок в рассматриваемом случае бессильна, так как элементы в «пе-
рестановках» повторяются. При перестановке в слове «ротор» местами букв о и 
р никаких изменений не происходит, остается то же самое слово. 











Пусть даны k элементов. Пусть первый элемент повторяется 1n  раз, вто-












Если все элементы были бы различными, то мы имели бы n! перестано-
вок. 
Элементы а можно переставить )!( 11 nPn =  способами, элементы  
b –– )!( 22 nPn =  способами,…, элементы l – )!( kn nP k =  способами. Но от этого 
не изменится число перестановок с повторениями. Следовательно, число пере-
становок с повторениями меньше числа перестановок без повторения в 














Пример 1. Сколькими способами можно поставить на книжной полке три 
экземпляра учебника по алгебре, два экземпляра учебника по геометрии  и один 












Пусть данное множество содержит n элементов. Попытаемся образовать 
размещения по k элементов с повторениями, т.е. в одном размещении тот же 
самый элемент может повториться 2, 3, …, k раз. Найдем число размещений с 
повторениями, которое обозначим knА . 
Первый элемент какого–нибудь из отмеченных размещений мы можем 
выбрать n способами. Второй элемент тоже n способами, тогда пару элементов 
можно образовать 2nnn =⋅  способами. Третий элемент опять можем выбрать n 
способами, четвертый также и т.д. Таким образом, размещения из n элементов 
можем образовать knnnn =⋅⋅⋅ ...  способами. Значит, 
kk
n nА = . 
Пример 2. Сколько разных пятизначных чисел можно составить из цифр 
0, 2, если одна и та же цифра может повторяться несколько раз? 
Решение. Из цифр 0, 2 можем получить 552 2=А  пятизначных чисел.  
Но числа, записанные пятью цифрами, первая из которых нуль, не являются пя-
тизначными.  
Их столько, сколько четырехзначных чисел можно составить из цифр  
0, 2 при повторении цифр, т.е .2442 =А  Поэтому ответ: 
.16163222 45 =−=−  
Рассмотрим следующую задачу: сколькими способами можно составить 











Нам необходимо установить число выборок, составленных из 8 элементов 
и отличающихся хотя бы одним элементом. Очевидно, что в составе каждой 
выборки будут повторяться элементы.  
Каждый набор пирожных зашифруем нулями и единицами. Сначала за-
пишем столько единиц, сколько включили в набор пирожных первого сорта. 
Потом напишем нуль. Дальше напишем столько единиц, сколько в набор вклю-
чили пирожных второго сорта. После этого опять напишем нуль. Снова напи-
шем столько единиц, сколько включили в набор пирожных третьего сорта. По-
сле этого опять нуль и столько единиц, сколько включили в набор пирожных 
четвертого сорта. Если пирожных второго сорта не включили в набор, то этот 
факт в нашей шифровке окажется отмечен двумя нулями. Если не включили в 
набор пирожные первого или четвертого сорта, то пишем один нуль. 
Например, событие «в набор включили 2 пирожных первого сорта, 3 –– 
второго сорта, 1 –– третьего сорта и 2 –– четвертого сорта» зашифруем так: 
11011101011, 
Событие «в наборе 2 пирожных первого сорта, 4 –– третьего и  
2 –– четвертого сорта» зашифруем так: 
11001111011, 
событие «в набор включили 3 пирожных второго сорта, 5 –– третьего сорта» 
зашифруем так: 
01110111110. 
Легко заметить, что каждый зашифрованный набор представляет комби-
нацию 8 единиц и трех нулей. Мы получили перестановки с повторениями, где 




















Значит, существует 165 различных наборов. 
Выборки, встретившиеся в рассмотренной задаче, составлены из элемен-
тов одного и того же множества и не отличаются по своему объему, но отлича-
ются по составу (хотя бы одним элементом). Такие выборки называются соче-
таниями с повторениями.  
Число сочетаний с повторениями, если объем каждой выборки равен k, а 
множество, из которого строятся выборки, содержит n элементов, будем обо-
значать knС . Имеем: 
( )
( )













































1. Сколькими способами можно расставить белые фигуры (2 коня,  
2 слона, 2 ладьи, ферзя и короля) на первой линии шахматной доски? 
2. Сколько различных слов можно получить из всех букв слова «переста-
новка»? 
3. Сколько шестизначных натуральных чисел можно образовать из трех 
цифр 4, двух цифр 2 и одной цифры 3? 
4. Пятнадцать занумерованных биллиардных шаров разложены по шести 
лузам. Сколькими способами можно это сделать? 
5. Сколькими способами можно выбрать четырехзначное число, в десяти-
значной записи которого нет нуля? 
6. Для несения почетного караула из 10 человек могут быть приглашены 
офицеры авиации, погранвойск, артиллерии, офицеры морского флота, 
ракетных войск и воздушно–десантных войск. Сколькими способами 
можно избрать состав почетного караула? 
7. Сколькими способами 6 пассажиров могут распределиться по 12 вагонам, 
если для каждого пассажира существенным является только номер ваго-
на, а не занимаемое им в вагоне место? 
8. Из пункта А в пункт В ведут два шоссе, пересекаемые пятью поперечны-
ми дорогами. Сколькими способами можно проехать из А в В, не проез-
жая дважды одно и то же место? 
9. Сколькими способами можно отослать 6 писем разным адресатам, если 
их будут разносить 3 курьера и заранее неизвестно, какому курьеру дос-
танется какое письмо? 
10. В некотором государстве (сказочном) не было двух жителей с одинако-
вым набором зубов. Какова может быть наибольшая численность населе-
ния государства (максимальное число зубов  
равно 32)? 
11. Группу из 20 человек можно разделить на 3 бригады, причем в первую 
бригаду должны входить 3 человека, во вторую –– 5 и в третью –– 12. 
Сколькими способами можно это сделать? 
12. В продажу поступили открытки 10 разных видов. Сколькими способами 
можно образовать набор из 12 открыток? 
 
3. Элементы теории вероятностей и  
математической статистики 
3.1. Случайные события и предмет теории вероятностей 
 
Будем называть опытом, или испытанием, всякое осуществление опреде-
ленного комплекса условий или действий, при которых наблюдается соответст-
вующее явление. 
Для большей ясности приведем некоторые примеры. Так, например, опы-











(кубик с нанесенным на каждую грань числом очков –– от одного  
до шести). 
Возможный результат, исход опыта называется событием. Так при 
стрельбе по мишени событиями будут попадание и промах, при бросании моне-
ты –– герб или цифра на ее стороне, выпадение того или иного числа очков (на-
пример, шестерки) при бросании игральной кости. 
Для обозначения событий используются большие буквы латинского ал-
фавита: A, B, C, D и т.д. 
Проведем (мысленно) следующий опыт: открытый стакан с водой пере-
вернем вверх дном. Если этот опыт осуществлять не в космосе, а, например, 
дома, то вода выльется. Это достоверное событие. 
Событие называется достоверным в данном опыте, если оно обязательно 
произойдет в этом опыте. Так, достоверным является выпадение не более шести 
очков при бросании игральной кости, извлечение белого шара из урны, содер-
жащей только белые шары, и т.д. Достоверное событие будем  
обозначать U . 
Наоборот, событие называется невозможным, если в данном опыте оно не 
может произойти. 
Произведено два выстрела по мишени. «Произошло три попадания» –– 
невозможное событие.  
Бросаем камень вверх. Камень остался висеть в воздухе –– невозможное 
событие. 
Невозможное событие будем обозначать V . 
Событие называется случайным по отношению к данному опыту, если 
при осуществлении этого опыта оно может наступить, а может и не наступить. 
Охотник стреляет в зайца. Попал. Но мог и не попасть. Попадание – слу-
чайное событие.  
Теперь мы можем ответить на вопрос, с которого, собственно, и должно 
начинаться знакомство с теорией вероятностей: какие задачи ставит перед со-
бой эта дисциплина? 
Теория вероятностей есть раздел математики, в котором изучаются слу-
чайные события и выявляются закономерности при массовом их повторении. 
 
Упражнения 
1. Какие из следующих событий достоверные: 
А –– «наугад выбранное двухзначное число не больше 100», 
В –– «три попадания при четырех выстрелах», 
C –– извлечение белого шара из урны  с 10 шарами, среди которых  
 5 белых шаров», 
D –– «наугад выбранное число, составленное из цифр 2, 5, 6 без  повторе-
ний, меньше 700»?    
2. Какие из следующих событий невозможные: 
А –– «появление 7 очков при однократном бросании игральной кости», 
B –– «появление 5 очков при однократном бросании игральной кости», 











D –– «извлечение черного шара из урны, в которой все шары белые»? 
3. Укажите достоверные и невозможные события: 
А –– «появление в окошке счетчика трехзначного числа, составленного из 
чисел 1, 4, 6 и кратного 5», 
B –– «совпадение дней рождения у двух наугад выбранных людей», 
C –– «получение двух выигрышей по одному лотерейному билету», 
D –– «появление целого числа очков при однократном бросании играль-
ной кости»,  
Е –– «выбранное наугад слово из данной книги содержит не более 60 
букв». 
 
3.2. Операции над событиями 
Определение 1. Суммой событий А и В называется третье событие  
А + В, которое наступает тогда и только тогда, когда наступает хотя бы одно из 
событий: А или В. 
Пусть, например, испытание заключается в стрельбе двух стрелков по 
мишени (каждый стрелок делает по одному выстрелу). Событие А –– попадание 
в мишень первым стрелком, событие В –– попадание в мишень вторым стрел-
ком. Суммой событий А и В будет событие А + В, состоящее в попадании в ми-
шень по крайней мере одним стрелком. 
Если мы условимся наступление события обозначать знаком «+», а  
ненаступление –– знаком «–», то полную характеристику события А + В будет 
давать следующая таблица: 
Аналогично определяется сумма трех, четырех и т.д. событий. Вообще, 
сумма любого множества событий есть событие, которое наступает в тех и 
только тех случаях, когда наступает хотя бы одно из событий данного множе-
ства. 
Рассмотрим пример: 
А –– «входящий в подъезд человек –– мужчина», 
B –– «входящий в подъезд человек темноволосый», 
C –– «входящий в подъезд человек –– темноволосый мужчина». 
Очевидно, что событие С происходит только при одновременном исполнении 
событий А и В. 
Определение 2. Произведением событий А и В называется третье собы-
тие АВ, которое наступает тогда и только тогда, когда наступают оба события А 
и В.  






















Аналогично определяется произведение любого множества событий. 
Определение 3. Событием, противоположным событию А  называется 
событие А , которое наступает тогда и только тогда, когда не наступает А . 
Противоположное событие можно определить следующей таблицей: 
 
 
В дальнейшем мы будем часто использовать запись А = В, означающую 
равенство между событиями А и В. Уточним смысл этой записи. 
Определение 4. События А и В называются равными, если всякий раз, ко-
гда наступает одно из них, наступает другое. 
Равные события могут иметь различные по форме словесные описания. 
Например, событие «не все учащиеся данного класса успешно написали кон-
трольную работу по математике» и «по крайней мере один из учащихся данно-
го класса не написал контрольную работу по математике» равны, хотя выраже-
ны различными оборотами речи. 
Для наглядного истолкования соотношений между событиями удобно ис-
пользовать, так называемые диаграммы Эйлера–Венна. Каждое событие в этом 
случае рассматривается как попадание случайно брошенной точки в некоторую 
область на плоскости, т.е. каждое событие задается некоторой фигурой на 
плоскости. 
При таком толковании, событие А + В будет не что иное, как попадание 
точки в объединение фигур А и В (рис. 76), событие АВ –– попадание в область, 
являющуюся пересечением фигур А и В, а событие А  –– попадание  





























Пример. С помощью таблиц докажите равенство .АВВА =+  
Решение. Составим таблицы, дающие все случаи наступления и не насту-
пления левой и правой частей доказываемого равенства: 
 
 
Последние столбцы этих таблиц одинаковы, это и означает справедли-




1. Событие А –– «попадание в мишень первым выстрелом», событие В ––  
«попадание в мишень вторым выстрелом». В чем состоят события  
А + В, А × В? 
2. Событие А –– «лотерейный выигрыш автомобиля», 
 Событие В –– «лотерейный выигрыш стиральной машины», 
 Событие С –– «лотерейный выигрыш телевизора», 
 В чем состоит событие А + В + С ? 
3. Событие А1 –– «поражение мишени одним выстрелом», событие А2 –– 
«поражение мишени двумя выстрелами», событие А3 –– «поражение ми-
шени тремя выстрелами», 
……………………………………………………………….. 
событие А100 –– «поражение мишени сотней выстрелов», 
 В чем состоит событие А1 + А2 + А3 … + А100? 
4. Событие А –– «появление 3 очков при бросании игральной кости»; собы-
тие В –– «появление 2 очков при бросании игральной кости»; событие С –
– «появление 1 очка при бросании игральной кости». В чем состоит собы-
тие А + В + С? 
5. Событие А –– «появление нечетного числа очков при бросании игральной 
кости», событие В –– «не появление 3 очков при бросании игральной кос-
ти», событие С –– «не появление 5 очков при бросании игральной кости». 
В чем состоят события АВС, АВ, АС и ВС ? 
АВ






































6. Наудачу отобранная деталь может оказаться или первого сорта (событие 
А), или второго сорта (событие В), или третьего (событие С). В чем состо-
ят события А + В, ВА + , АС, АВ + С ? 
7. Опыт состоит в том, что стрелок произвел 3 выстрела по мишени. Собы-
тие Аi –– попадание в мишень при i – ом выстреле. Выразите через А1, А2, 
А3 следующие события: 
А –– хотя бы одно попадание, 
В –– 3 промаха, 
С –– 3 попадания, 
D –– хотя бы один промах, 
Е –– не меньше 2 попаданий, 
F –– не более одного попадания, 
G –– попадание в мишень после первого выстрела. 
8. Перечислите все случаи наступления и ненаступления следующих собы-
тий в зависимости от наступления или ненаступления входящих в них со-
бытий А, В и С: 
а) ;СВА +  б) ;САВ +  в) ;ВСА +  г) ;)( СВА +  д) ).( СВА +  
9. Докажите достоверность события: 
 ).)(())(( ВАВАВАВА +++++  
10.  Докажите равенство: 
 .СВААВС ++=  
 
3.3. Классическое определение вероятности 
 
Рассмотрим следующие события: поражение и не поражение мишени в 
результате произведенного выстрела (испытания); частые и редкие звуковые 
сигналы в слуховой части телефонной трубки в результате набора на диске не-
которого номера; выигрыш, ничейный исход и проигрыш при игре в шахматы; 
зеленый, желтый и красный цвета светофора к моменту прибытия пешехода к 
перекрестку. 
Определение 1. События А, В, С называются несовместными, если ника-
кие два из них не могут произойти в данном опыте вместе. 
Этому определению отвечают события в каждом из приведенных приме-
ров. 
Определение 2. События А, В, С называются совместными, если в дан-
ных условиях появление одного из этих событий не исключает появления дру-
гого при этом же испытании. 
Так, например, если в урне имеются белые и черные шары, причем шары 
каждого цвета имеют свою нумерацию, то, вынимая один шар из урны, мы ре-
гистрируем совместные события: цвет шара и его номер. 
Пусть имеем события: 
А1 –– появление 1 очка при бросании игральной кости, 
А2 –– появление 2 очков при бросании игральной кости, 











А4 –– появление 4 очков при бросании игральной кости, 
А5 –– появление 5 очков при бросании игральной кости, 
А6 –– появление 6 очков при бросании игральной кости. 
Ясно, что при бросании игральной кости хотя бы одно из упомянутых со-
бытий непременно произойдет, т.е. А1 + А2 + А3 + А4 + А5 + А6 = U. Введем поня-
тие «полная группа событий». 
Определение 3. Если сумма событий А1, А2, …, Аn –– достоверное собы-
тие 
А1 + А2 + … + Аn = U, 
то говорят, что события А1, А2 , А3,…, Аn образуют полную группу событий для 
данного испытания. 
Таким образом, рассмотренные выше события А1, А2, А3, А4, А5, А6 обра-
зуют полную группу событий, ибо А1 + А2 + А3 + А4 + А5 + А6 = U. 
Но кроме этого свойства они обладают еще одним: эти события попарно 
несовместные, т.е.  
А1А2 = V, А1А3 = V, A1A4 = V, A1A5 = V, A1A6 = V, A2A3 = V, A2A4 = V, A2A5 = = 
V, A2A6 = V, A3A4 = V, …, A5A6 = V. 
Определение 4. Если события А1, А2, …, Аn обладают следующими двумя 
свойствами:  
1) А1 + А2 + … + Аn = U; 2) АiAk = V при ki ≠ , то говорят, что они образуют 
полную группу попарно несовместных событий. 
Рассмотрим полную группу попарно несовместных событий А1, А2, …, Аn, 
связанных с некоторым испытанием. Предполагаем, что в этом испытании 
осуществление каждого из событий Аi (i = 1, 2, …, n) равновозможно, т.е. испы-
тания не создают преимущества в появлении какого–либо события перед дру-
гими возможными. 
Если А1, А2, …, Аn –– полная группа попарно несовместных событий, свя-
занных с некоторым испытанием, то события А1, А2, …, Аn называют элемен-
тарными событиями. 
Определение 5. Событие А называется благоприятствующим событию В, 
если наступление события А влечет за собой событие В. 
Пусть при бросании игральной кости события А2, А4, А6 –– появление со-
ответственно двух, четырех и шести очков, А –– событие, состоящее в появле-
нии четного числа очков. События А2, А4 и А6 благоприятствуют событию А. 
Исторически первым было классическое определение вероятности. 
Определение 6 (классическое определение вероятности). 
Вероятностью события А называется отношение числа элементарных со-
бытий, благоприятствующих событию А, к числу всех равновозможных эле-
ментарных событий опыта, в котором может появиться событие А. 
Вероятность события А обозначают через Р(А) (здесь Р –– первая буква 
французского слова probabilite –– вероятность). 
В соответствии с определением 
,)(
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где m  –– число элементарных событий, благоприятствующих событию А, 
n  –– число элементарных событий, образующих полную группу равновозмож-
ных и попарно несовместных событий. 
Пример 1. Найти вероятность появления верхней грани с числом очков, 
делящимся на 3, при бросании игральной кости. 
Решение. Благоприятствующими данному событию А будут элементар-






2)( ==AP  
Из приведенного классического определения вероятности вытекают сле-
дующие ее свойства. 
1. Вероятность любого события А подчинена условиям 
.1)(0 ≤≤ АР  
Прежде всего легко заметить, что для любого события А число благопри-
ятствующих событий m  удовлетворяет неравенствам nm ≤≤0  и, значит, 
.10 ≤≤
n
m  Следовательно, .1)(0 ≤≤ АР  
2. Вероятность достоверного события равна единице: 
.1)( =UР  
Действительно, достоверному событию должны благоприятствовать все 






3. Вероятность невозможного события равна нулю: 
.0)( =VP  
В самом деле, невозможному событию не может благоприятствовать ни 






1. Какие из следующих пар событий являются несовместными: 
1) а) попадание, б) промах при одном выстреле; 2)  нарушение в работе: 
а) первого, б) второго мотора летящего самолета;  
3) а) выигрыш, б) проигрыш шахматиста в шахматной партии;  
4) наудачу выбранное натуральное число от 1 до 25 включительно явля-
ется: а) четным, б) кратным трем; 5) выигрыш по одному билету денеж-
но–вещевой лотереи: а) мотоцикла, б) фотоаппарата ? 
2. Парашютист совершил прыжок. Это испытание имеет два исхода: пара-
шют раскрылся; парашют не раскрылся. Являются ли эти события 
равновозможными ? 











а) равновозможными, б) неравновозможными. 
4. Образуют ли полные группы событий следующие события: 
а) в цель произведено два выстрела. Известно, что: 
А0 –– попаданий нет; 
А1 –– попадание одно; 
А2 –– попаданий два; 
б) в цель произведено два выстрела. Известно, что: 
С1 –– попадания не менее одного, 
С2 –– промаха не менее одного? 
5. Придумайте три события, которые образовали бы полную группу несо-
вместных событий. 
6. В ящике имеется 100 яиц, их них 5 некачественных. Наудачу вынимают 
одно яйцо. Найти вероятность того, что вынутое яйцо некачественное. 
7. Участники жеребьевки тянут из ящика жетоны с номерами от 1 до 100.  
Найти вероятность того, что номер первого наудачу извлеченного жетона 
не содержит цифры 5. 
8. Набирая номер телефона, абонент забыл последнюю цифру и набрал ее  
наудачу. Какова вероятность того, что номер набран правильно? 
9. В урне находятся три синих, восемь красных и девять белых шаров оди-
накового размера и веса, неразличимых на ощупь. Шары тщательно 
перемешаны. Какова вероятность появления синего, красного и белого  
шаров при одном вынимании шара из урны? 
10. В книге 500 страниц. Чему равна вероятность того, что наугад открытая 
страница имеет порядковый номер, кратный 7? 
11. Одновременно бросаются две игральные кости, на гранях которых нане-
сены очки 1, 2, 3, 4, 5, 6. Какова вероятность того, что сумма очков, вы-
павших на двух костях, равна восьми ? 
12. Одновременно брошены две монеты. Какова вероятность появления m   
гербов ( =m 0, 1, 2)? 
13.  Какова вероятность того, что число на вырванном наудачу листе нового 
календаря: 
а) соответствуют 29 числу месяца; 
б) кратно пяти; 
в) менее восьми, если в году 365 дней ? 
 
3.4. Геометрические вероятности 
 
Классическое определение вероятности предполагает, что число всех 
элементарных событий конечно. Но на практике часто встречаются опыты, для 
которых множество таких событий бесконечно. 
Например, отрезок длиною в метр делится на три части. Какова вероят-
ность того, что можно построить треугольник из получившихся трех отрезков. 
Теоретически длины получившихся трех отрезков могут быть любыми неотри-
цательными числами, сумма которых равна 1. В данном случае мы имеем дело 











При решении задач подобного рода большую роль играет геометрическая 
модель. В рассматриваемом примере модель заключается в том, что на отрезок 
[ ]1;0  числовой прямой наудачу бросаются две точки  
(они разбивают этот отрезок на три части). Выясним смысл выражения «броса-
ют наудачу точки». 
Начнем с одной точки. Поскольку точка бросается наудачу, то события 
«точка попала на правую половину отрезка» и «точка попала на левую полови-
ну отрезка» естественно считать равновероятными –– вероятность каждого 0,5. 
Если же мы разделим отрезок на 10 конгруэнтных отрезков и рассмотрим собы-
тия «точка попала на левый отрезок», «точка попала на второй слева отрезок», 
… «точка попала на правый отрезок», то это опять равновероятные события. 
Вероятность каждого из них придется считать  
по 0,1. 
Найдем теперь вероятность попадания брошенной точки на отрезок [0,3; 
0,7]. Этому событию благоприятствуют четыре из отмеченных выше исходов, 
поэтому искомая вероятность равна 0,4, т.е. длине отмеченного отрезка. Таким 
образом, смысл выражения «точка брошена наудачу на отрезок длины 1» со-
стоит в том, что вероятность попадания точки на часть этого отрезка длины l  
равна этому числу l . 
Аналогично понимается смысл выражения «точка брошена наудачу в 
квадрат со стороной 1 (или в прямоугольник площади 1)». Это значит, что ве-
роятность попадания точки на любую часть этого квадрата (прямоугольника) 
равна площади этой части. 
Вернемся к решению сформулированной в начале параграфа задаче. 
Будем рассматривать заданный отрезок как отрезок [0;1] числовой пря-
мой. Наудачу брошенные точки имеют координаты –– числа х  и у  из отрезка 
[0;1]. Но любую пару чисел можно рассматривать как координаты точки плос-
кости (рис. 77). 
Поскольку 10 ≤≤ х , ,10 ≤≤ у  то эта точка );( ух  наугад брошена в квад-
рат со стороной 1. Выясним, какую фигуру образуют точки, координаты  




















которых удовлетворяют условию задачи. Как известно, из трех отрезков можно 
построить треугольник, когда выполняется неравенство треугольника для длин 
его сторон. 
При ух ≤  (рис. 78) мы получаем неравенства (длина стороны меньше 
суммы двух других сторон) 
 
),1(),1()( yxxyyxyx −+<−−+−<  
).(1 xyxy −+<−  
 
После преобразования приходим к системе неравенств: 
.,5,05,05,0 yxyxyx ≤<+<<  
Эта система неравенств определяет на плоскости верхний треугольник 
(рис. 79). 
 Рис. 79       Рис. 80 
 
При yx >  (рис. 80) получается система неравенств,  
,5,05,05,0 yxxyyx >−><>  
которая на плоскости определяет второй (нижний) треугольник (рис. 79). 
Площадь, заштрихованной на рис. 79 фигуры равна 0,25. Значит, вероят-
ность получить треугольник равна 0,25. 
В более сложных случаях может получиться такая картина: имеется об-
ласть G , в нее наудачу бросается точка. Тогда вероятность попадания точки в 
часть g  области G  выражается формулой  
Gmes
gmes
AP =)( , 





















1. На стержне длины l  наугад наносится тонкая риска. Какова вероятность 
того, что меньший из двух образовавшихся при этом отрезков стержня 
будет иметь длину, превосходящую ?
4
l  
2. В круг радиуса R  наудачу брошена точка. Найдите вероятность того, что 
эта точка окажется внутри данного вписанного правильного треугольни-
ка. 
3. В равносторонний треугольник, сторона которого равна а , вписан круг. 
Какова вероятность того, что наудачу взятая точка окажется внутри кру-
га? 
4. На плоскости начерчены две концентрические окружности, радиусы ко-
торых 6 и 12 см соответственно. Какова вероятность того, что точка, 
брошенная наудачу в большой круг, попадет в кольцо, образованное ука-
занными окружностями? 











Какова вероятность того, что наугад выбранные числа, удовлетворяющие 











6. Два действительных числа х  и у  выбираются наугад так, что сумма их  
квадратов меньше 100. Какова вероятность того, что сумма квадратов х  и 
у  окажется больше 64? 
7. В квадрат с вершинами О(0; 0), К(0; 1), L(1; 1), M(1; 0) наудачу брошена 
точка Q( ух; ). Какова вероятность того, что координаты этой точки удов-
летворяют неравенству ?2xy >  
8. Два парохода должны подойти к одному и тому же причалу. Время при-
хода обоих пароходов неизвестно и равновозможно в течение данных су-
ток. Определить вероятность того, что одному из пароходов придется 
ожидать освобождения причала, если время стоянки первого равно одно-
му часу, а второго –– двум часам. 
 
3.5. Применение комбинаторики к подсчету вероятности 
 
В настоящем параграфе мы разберем несколько примеров вычисления 
вероятностей. В большинстве случаев потребуется прямой подсчет числа раз-
личных возможностей, основанный на известных формулах комбинаторики. 
Пример 1. На пяти одинаковых по форме и размеру карточках написаны 
буквы слова «Минск» –– по одной букве на каждой карточке. Карточки тща-
тельно перемешаны. Их вынимают наудачу и располагают на столе одна за дру-











Решение. Из пяти различных элементов можно составить 5Р  перестано-
вок: 120543215 =⋅⋅⋅⋅=Р . Значит, всего равновозможных элементарных собы-
тий будет 120, а благоприятствующих данному  





Пример 2. Из букв слова «ротор», составленного с помощью разрезной 
азбуки, наудачу извлекаются последовательно 3 буквы и складываются в ряд. 
Какова вероятность того, что получится слово «тор»? 
Решение. Чтобы отличать одинаковые буквы друг от друга, снабдим их 
номерами: р1, р2, о1, о2. Общее число элементарных исходов равно: .6035 =А  
Слово «тор» получится в 4221 =⋅⋅  случаях (то1р1, то2р1, то1р2, то2р2). 







Пример 3. На библиотечной полке расставлены «как попало» 10 книг, в 
числе которых есть нужные вам 3 книги. Какова вероятность того, что эти 3 
книги оказались поставленными рядом? 
Решение. Существует 10! способов упорядочить расположение 10 книг 
на полке. Все 10! способов возможно считать равновозможными элементарны-
ми событиями. Есть 3! способов расставить рядом 3 избранные книги. Для раз-
мещения каждой из этих упорядоченных троек книг есть 8 мест: по одному 
слева и справа от комплекта оставшихся 7 книг и 6 мест в промежутках между 
этими 7 книгами. 
Таким образом, число элементарных событий, благоприятствующих за-









Пример 4. В играх на первенство страны по баскетболу участвуют 16 
команд, которые будут распределены по жребию на две группы по 8 команд. 
Какова вероятность того, что две команды –– победительницы в прошлогодних 
состязаниях войдут в одну группу? 
Решение. Число всех способов распределения 16 команд на две группы 
по 8 команд ровно 816С . Пусть обе команды –– победительницы вошли в одну 
группу. К ним следует присоединить еще 6 любых команд из оставшихся 14. 
Это можно сделать 614С  способами.  
Отобранные 8 команд можно объявить группой № 1, оставшиеся –– 
группой № 2, и наоборот. Следовательно, требованию задачи удовлетворяют 
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Пример 5. В семье капитана дальнего плавания есть дети голубоглазые и 
кареглазые. Всякий раз, когда он после очередного рейса возвращается домой, 
первыми его встречают какие–либо двое из детей. Кто именно –– чистая слу-
чайность. 
Но в силу той же случайности в 50 % всех случаев это оказываются го-
лубоглазые дети. Сколько же всего голубоглазых детей в семье капитана? 
Решение. Пусть в семье капитана n детей, из них m голубоглазых. Веро-















По условию задачи эта вероятность равна 
2
1
, поэтому задача сводится к 











Наименьшими из таких значений являются 4=n  и 3=m . Ближайшие 
последующие значения 21=n  и 15=m . Так что, по–видимому, у капитана 
дальнего плавания четверо детей и трое из них –– голубоглазые. 
Упражнения 
 
1. На шести одинаковых по форме и размеру карточках написаны буквы 
слова «талант» –– по одной букве на каждой карточке. Карточки тща-
тельно перемешаны. Их вынимают наудачу и раскладывают на столе одна 
за другой. Какова вероятность снова получить слово «талант»? 
2. Из пяти букв разрезной азбуки составлено слово «книга». Неграмотный 
мальчик перемешал буквы, а потом их наугад собрал. Какова вероятность 
того, что он опять составил слово «книга»? 
3. В классе 17 девочек и 14 мальчиков. Определить вероятность того, что 
оба вызванных ученика окажутся: а) мальчиками; б) девочками.  
4. В коробке находятся 6 новых и 2 израсходованные батарейки для кар-
манного фонарика. Какова вероятность того, что две вынутые из коробки 
наудачу батарейки окажутся новыми? 
5. Таня и Ваня договорились встретить Новый год в компании из 10 чело-
век. Они оба очень хотели сидеть за праздничным столом рядом. Какова 
вероятность исполнения их желания, если среди их друзей принято места 
распределять путем жребия? 
6. Даны 5 точек, никакие три из которых не лежат на одной прямой. Найти 
вероятность того, что выбрав наугад две точки, учащийся получит нуж-
ную прямую. 
7. Номер телефона состоит из пяти цифр. Какова вероятность того, что все 
цифры наугад выбранного номера разные? 
8. Какова вероятность того, что наудачу выбранное четырехзначное число 











9. В классе 40 учеников, из которых 10 отличников. Класс наудачу раздели-
ли на две равные части. Какова вероятность того, что в каждой части по 5 
отличников? 
10. Два ученика независимо друг от друга одновременно записывают на лис-
тах бумаги любое число от 1 до 9 включительно. Выигрывает первый, ес-
ли сумма записанных ими одновременно чисел окажется четной, в про-
тивном случае выигрывает второй. Найти вероятность выигрыша первого 
ученика. 
11. Для выполнения упражнения по перетягиванию каната на уроке физкуль-
туры 12 мальчиков должны разделиться по жребию на две группы, по 6 
человек в каждой. Какова вероятность того, что два наиболее сильных 
ученика окажутся в одной группе? 
12. В коробке находятся 4 красных и 6 зеленых карандашей. Из нее случайно 
выпали 3 карандаша. Какова вероятность того, что два из них окажутся 
красными? 
13. Из колоды в 36 карт наудачу извлекаются 3 карты. Определите вероят-
ность того, что сумма очков у этих карт равна 21, если валет составляет 2 
очка, дама –– 3, король –– 4, туз –– 11, а остальные карты –– соответст-
венно 6, 7, 8, 9, 10 очков? 
14. Слово «керамит» составлено из букв разрезной азбуки. Затем карточки с 
буквами перемешиваются и из них извлекаются по очереди четыре кар-
точки. Какова вероятность, что эти четыре карточки в порядке выхода со-
ставят слово «река»? 
15. Какова вероятность того, что в компании из r человек хотя бы у двоих 
совпадут дни рождения? (Для простоты предполагается, что 29 февраля 
не является днем рождения). 
 
3.6. Правила сложения вероятностей 
 
Теорема 1. Вероятность суммы двух несовместных событий А и В равна 
сумме вероятностей этих событий: 
Р(А+В)=Р(А)+Р(В) 
Доказательство. Будем использовать классическое определение вероят-
ности. Предположим, что в данном опыте число всех элементарных событий 
равно n, событию А благоприятствуют k элементарных событий, событию В –– l 
элементарных событий. Так как А и В – несовместные события, то ни одно из 
элементарных событий не может одновременно благоприятствовать и событию 
А, и событию В. Следовательно, событию  
























Доказанную теорему с помощью метода математической индукции мож-
но распространить на случай нахождения вероятности суммы попарно несовме-
стных событий А1, А2,…, Ак: 
Р(А1 + А2 + … + Ак)=Р(А1) + Р(А2) + … + Р(Ак). 
Следствие 1. Если события А, В, С,…, М образуют полную группу несо-
вместных событий, то сумма вероятностей этих событий равна единице. 
Действительно, по теореме о вероятности суммы несовместных событий 
имеем: 
Р(А + В + С + … + М) = Р(А) + Р(В) + Р(С) + … + Р(М). 
Так как эти события образуют полную группу, то их сумма представляет собой 
достоверное событие (т.е наступит хотя бы одно из них); но вероятность досто-
верного события равна 1, т.е. 
Р(А) + Р(В) + Р(С) + … + Р(М) = 1. 
Следствие 2. Сумма вероятностей противоположных событий А и А  рав-
на единице: 
.1)()( =+ АРАР  
Так как события А и А  несовместны, то по доказанной выше теореме 
имеем: )()()( ААРАРАР +=+ . Событие А + А  есть достоверное событие, по-
этому 1)( =+ ААР , что и приводит к соотношению .1)()( =+ АРАР  
С помощью доказанной теоремы мы можем справиться со многими зада-
чами. 
Пример 1. На клумбе растут 20 красных, 30 синих и 40 белых астр. Како-
ва вероятность сорвать в темноте окрашенную астру, если рвется одна астра? 
Решение. Обозначим события: 
А –– «сорвана окрашенная астра»; 
А1 –– «сорвана красная астра»; 
А2 –– «сорвана синяя астра»; 
Имеем: 
А = А1 + А2; 









Пример 2. В отдел уголовного розыска поступило сообщение, что 5 неиз-
вестных лиц взломали сейф кассы колхоза и похитили крупную сумму денег. 
Свидетели успели заметить, что грабители сели в автобус, следующий по мар-
шруту в соседний город. Об этом была поставлена в известность милиция. Как 
только автобус остановился на автовокзале, к его дверям подошел инспектор 
уголовного розыска и запретил водителю открывать двери. Тот сообщил води-
телю, что в автобусе 40 пассажиров. Обыск может привести к значительной за-
держке автобуса. Инспектор успокоил водителя, сказав: «Мне достаточно про-
верить 6 пассажиров и можете ехать дальше!» Он предложил шестерым наугад 
выбранным пассажирам пройти в кабинет начальника вокзала.  
Один преступник был сразу обнаружен. Он назвал сообщников.  











Решение. Обозначим события: 
А –– «среди случайно вызванных 6 пассажиров есть хотя бы один пре-
ступник»; 
Аi –– «среди случайно вызванных 6 пассажиров есть i преступников» 
(i=1, 2, 3, 4, 5). Тогда: 
А = А1 + А2 + А3 + А4 + А5. 
Ясно, что  






























































Значит, .5734,0)( ≈АР  Вероятность того, что среди 6 пассажиров окажет-
ся по крайней мере один преступник, оказывается больше 
2
1 .  
По–видимому, инспектор умел пользоваться теорией вероятностей. 
Теорема 2. Вероятность суммы двух совместных событий А и В равна 
сумме вероятностей этих событий минус вероятность их произведения: 
Р(А + В) = Р(А) + Р(В) – Р(АВ). 
Доказательство. Пусть из всего числа n элементарных событий k благо-
приятствуют событию А, l – событию B и m –– одновременно событиям А и В. 














Пример 3. Бросают две игральные кости. Какова вероятность появления 
хотя бы одной шестерки? 
Решение. Обозначим события: 
А –– «появление шестерки при бросании первой кости»; 
В –– «появление шестерки при бросании второй кости»; 
Нам надо найти вероятность события С = А + В. 











Ясно, что  
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1)(   ,
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1)(   ,
6
1)( === АВРВРАР  тогда 












1. При стрельбе по мишени вероятность сделать отличный выстрел 
равна 0,3, а вероятность сделать выстрел на оценку «хорошо» равна 0,4. Какова 
вероятность получить за сделанный выстрел оценку не ниже «хорошо»? 
2. В денежно–вещевой лотерее на серию в 1000 билетов приходится 
120 денежных и 80 вещевых выигрышей. Какова вероятность какого–либо вы-
игрыша на один лотерейный билет? 
3. На тридцати жетонах написаны цифры от 11 до 40. Какова вероят-
ность того, что наудачу взятый жетон будет занумерован числом, сумма цифр 
которого равна 5 или 9? 
4. Подбрасываем две монеты. Какова вероятность выпадания хотя бы 
одного герба? 
5. Военный летчик получил задание уничтожить 3 рядом расположен-
ных склада боеприпасов противника. На борту самолета одна бомба. Вероят-
ность попадания в первый склад 0,01 , во второй –– 0,008 , в третий –– 0,025. 
Любое попадание в результате детонации вызывает взрыв и остальных 





3.7. Условные вероятности.  
Вероятность произведения независимых событий 
 
Познакомимся с новым важным понятием –– понятием условной вероят-
ности. Для этой цели мы начнем с рассмотрения следующего примера. 
Пусть из ящика, в котором a белых и b черных шаров, наугад последова-
тельно один за другим вынимаются два шара. Рассмотрим события: А –– «пер-





=)( . Какова 
же вероятность события В?  















aAР  Мы столкнулись с ситуацией, когда вероятность появления 











Определение 1. Пусть А и В –– два случайных события по отношению к 




АВР  называется вероятностью 
события В при условии, что наступило событие А, или просто условной вероят-
ностью события В и обозначается ( )ABР / . 





АВРABР = .    (1) 
Из равенства (1), являющегося определением условной вероятности, сле-
дует: 
( ) )(/)( АРABРАВР = ,    (2) 
т.е. вероятность произведения двух событий равна вероятности одного из этих 
событий при условии другого, умноженной на вероятность самого условия.  
Если 0)( ≠ВР , то наряду с равенством (2) имеет место 
( ) )(/)( ВРABРАВР = .    (3) 
Формулы (2) и (3) имеют смысл в том случае, если имеют смысл события 
BA /  и AB / , а они имеют смысл тогда, когда события А и В совместны. 
Пример 1. Все грани игральной кости покрашены краской: грани 1, 2, 3 –– 
красной, грани 4, 5, 6 –– черной. При бросании кости выпала черная грань. Ка-
кова вероятность того, что на этой грани стоит четное число очков? 
Решение. Мы должны найти условную вероятность ( )BAР / , где событие 
А есть выпадение четного числа очков, а событие В –– выпадение числа очков, 












Пример 2. Слово «папаха» составлено из букв разрезной азбуки. Карточ-
ки с буквами тщательно перемешиваются. Четыре карточки извлекаются по 
очереди и раскладываются в ряд. Какова вероятность получить таким путем 
слово «папа»? 
Решение. Введем обозначение для событий: 
А1 –– первой извлечена буква «п»; 
А2 –– второй извлечена буква «а»; 
А3 –– третьей извлечена буква «п»; 
А4 –– четвертой извлечена буква «а»; 
А –– получилось слово «папа». 



































2)(/)( 12312341234 =⋅== АААРАААAРААААР  
Итак, .
30
1)( =АР  
Определение 2. Два события А и В называются независимыми, если веро-
ятность появления каждого из них не зависит от того, появилось другое собы-
тие или нет. В противном случае А и В называются зависимыми. 
Пусть в урне находятся 3 белых и 3 черных шара. Событие А –– вынут 
белый шар. Очевидно, .
2
1)( =АР  После первого испытания вынутый шар кла-
дется обратно в урну, шары перемешиваются и снова вынимается шар. Событие 
В – во втором испытании вынут белый шар –– также имеется вероятность 
,
2
1)( =ВР  т.е события А и В –– независимые. 
Если события А и В –– независимые, то  
( ) ),(/ ВРABР =  
тогда из формулы (2) получим: 
Р(АВ) = Р(А)Р(В). 
Вероятность произведения двух независимых событий равна произведе-
нию вероятностей этих событий. 
Пример 3. В мастерской работают два мотора, независимо друг от друга. 
Вероятность того, что в течение часа первый мотор не потребует внимания 
мастера, равна 0,85, а для второго мотора эта вероятность равна 0,8. Найти ве-
роятность того, что в течение часа ни один из моторов не потребует внимания 
мастера. 
Решение. Введем обозначения: 
А –– «первый мотор не потребует к себе внимания мастера в течение ча-
са», 
В –– «второй мотор не потребует внимания мастера в течение часа», 
Найдем вероятность события АВ: 




1. Из колоды в 32 карты наугад одну за другой вынимают две карты. Найти 
вероятность того, что: 
а) вынуты два валета; 
б) вынуты две карты пиковой масти; 
в) вынуты валет и дама. 
2. Найти вероятность одновременного поражения цели двумя орудиями, ес-












3. Три стрелка стреляют в мишень; при этом известно, что вероятность по-
падания с одного выстрела: 0,8 –– у первого стрелка, 0,7 –– у второго 
стрелка, 0,6 –– у третьего стрелка. Найти вероятность появления в мише-
ни одной пробоины в результате одновременного выстрела всех трех 
стрелков. 
4. Разрыв электрической цепи происходит в том случае, когда выходит из 
строя хотя бы один из трех последовательно соединенных элементов. Оп-
ределить вероятность того, что не будет разрыва цепи, если элементы вы-
ходят из строя с вероятностями 0,3; 0,4; 0,6 соответственно. 
5. Рабочий обслуживает 3 станка. Известно, что вероятность бесперебойной 
работы на протяжении одного часа после наладки равна: для первого 
станка –– 0,9 , для второго –– 0,8 и для третьего –– 0,7. Найти вероятность 
того, что за этот час лишь один станок потребует вмешательства рабоче-
го. 
6. В турнире встречаются 10 шахматистов, имеющих одинаковые шансы на 
любой исход в каждой встрече (только одной для каждых двух участни-
ков). Найти вероятность того, что какой–либо один из участников прове-
дет все встречи с выигрышем. 
7. Студент успел подготовить к экзаменам 20 вопросов из 25. Какова веро-
ятность того, что из 3 наудачу выбранных вопросов он знает не менее 2? 
8. Вероятность хотя бы одного попадания в цель при 4 независимых вы-
стрелах равна 0,9984. Найдите вероятность попадания при одном выстре-
ле. 
9. 150 студентов одного курса сдавали экзамены по истории Беларуси и 
геометрии. 15 из них не сдали экзамен по геометрии, 10 не сдали экзамен 
по истории Беларуси, а 5 человек не сдали оба экзамена.  Найти вероят-
ность того, что случайно выбранный студент не сдал экзамен по истории 
и сдал экзамен по геометрии; что он сдал экзамен по истории и не сдал по 
геометрии. 
3.8. Формула полной вероятности. Формула Байеса 
 
Предположим, что событие А может наступить только вместе с одним из 
попарно несовместных событий Н1, Н2, …, Нn, называемых гипотезами. Тогда 
справедлива следующая формула полной вероятности: 
( ) ( ) ( ) ).(/...)(/)(/)( 2211 nn HPHAPHPHAPHPHAPAP +++=  
Формула читается так: вероятность события А равна сумме произведений 
условных вероятностей этого события по каждой из гипотез на вероятности са-
мих гипотез. 
Докажем формулу полной вероятности. По условию, событие А может 
произойти лишь вместе с одним из событий Н1, Н2, …, Нn. Следовательно, 
А = АН1 + АН2 + … + АНn. 
Так как события Н1, …, Нn попарно несовместны, то несовместны и собы-
тия АН1, АН2, …, АНn. Поэтому, применяя теорему сложения, находим: 











Заменив каждое слагаемое Р(АНi) на ( ) ),(/ ii HPHAР  получим требуемое 
равенство. 
Пример 1. Имеется пять винтовок, три из которых с оптическим прице-
лом. Вероятность попадания в цель при одном выстреле из винтовки с оптиче-
ским прицелом равна 0,95; без оптического прицела 0,8. Найти вероятность по-
падания в цель, если стрелок сделает один выстрел из наудачу взятой винтовки. 
Решение. Введем обозначения: 
А –– «стрелок попал цель из наудачу взятой винтовки»; 
Н1 –– «стрелок сделал выстрел из винтовки с оптическим прицелом»; 
Н2 –– «стрелок сделал выстрел из винтовки без оптического прицела». 
Согласно формуле полной вероятности: 
( ) ( ) ).(/)(/)( 2211 HPHAPHPHAPAP +=  
Отсюда, учитывая, что 
( ) ( ) ,
5
2)(   ; 
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395,0)( =⋅+⋅=АР  
С помощью формулы полной вероятности легко находим так называемую 
формулу Байеса 







=   при 
ni 3... ,2 ,1= . 
Вывод формулы Байеса весьма прост. Мы имеем: 
( ) ),(/)( iii HPHAPAHP =  
а также 
( ) ).(/)( APAHPAHP ii =  
Приравнивая правые части, получим: 
( ) ( ) ),(/)(/ iii HPHAPAPAHP =  
откуда следует: 




HAPHPAHР iii = . 
Подставляя значение Р(А) из формулы полной вероятности, получаем 
формулу Байеса. 
Пример 2. Один из трех стрелков вызывается на линию огня и производит 
два выстрела. Вероятность попадания в мишень при одном выстреле для перво-
го стрелка равна 0,3 , для второго –– 0,5 , для третьего –– 0,8. Мишень не пора-
жена. Найти вероятность того, что выстрелы произведены первым стрелком. 
Решение. Возможны три гипотезы: Н1 –– на линию огня вызван первый 
стрелок, Н2 –– на линию огня вызван второй стрелок, Н3 –– на линию огня вы-













1)()()( 321 === НРНРНР  
В результате опыта наблюдалось событие А –– после двух выстрелов ми-
шень не поражена. 
Условные вероятности этого события при гипотезах Н1, Н2, Н3 равны со-
ответственно: 
( ) ;49,07,07,0/ 1 =⋅=НAР  
( ) ;25,05,05,0/ 2 =⋅=НAР  
( ) .04,02,02,0/ 3 =⋅=НAР  










1. Имеется три партии ламп по 20, 30, 50 штук в каждой. Вероятность того, 
что лампы проработают заданное время, равна для каждой партии соот-
ветственно 0,7; 0,8 и 0,9. Какова вероятность того, что выбранная наудачу 
лампа из ста данных ламп проработает заданное время? 
2. Стрельбу в цель ведут 10 солдат. Для пяти из них вероятность попадания 
0,6 , для трех –– 0,5 и для остальных –– 0,3. Какова вероятность пораже-
ния цели? 
3. У рыбака есть три излюбленных места рыбалки. Эти места он посещает с 




, во втором –– 
2
1
, в третьем –– .
4
1  Известно, что рыбак забросил 
удочку три раза, а вытащил только одну рыбу. Какова вероятность того, 
что он рыбачил в первом из его излюбленных мест? 
4. Для приема зачета преподаватель заготовил 50 задач: 20 задач по триго-
нометрии, 20 задач по планиметрии и 10 по стереометрии. Для сдачи за-
чета ученик должен решить первую доставшуюся наугад задачу. Какова 
вероятность для ученика сдать зачет, если он умеет решать 18 задач по 
тригонометрии, 15 задач по планиметрии и 5 задач по стереометрии? 
5. Охотник сделал три выстрела по кабану. Вероятность попадания первым 
выстрелом 0,4, вторым –– 0,5 , третьим –– 0,7. Одним попаданием кабана 
можно убить с вероятностью 0,2 , двумя попаданиями с вероятностью 0,6 
а тремя –– наверняка. Найти вероятность того, что кабан будет убит. 
6. Из 20 учеников, пришедших на экзамен, 8 подготовлены отлично, 6 –– 
хорошо, 4 –– посредственно и 2 –– плохо. В экзаменационных билетах 
имеется 40 вопросов. Ученик, подготовленный отлично, знает все вопро-
сы, хорошо –– 35, посредственно –– 25 и плохо –– 10 вопросов. Некото-
рый ученик ответил на все 3 вопроса билета. Найдите вероятность того, 











7. При обследовании больного имеется подозрение на одно из двух заболе-
ваний Н1 и Н2. Их вероятности в данных условиях: Р(Н1) = 0,6, Р(Н2) = 
0,4. Для уточнения диагноза назначается анализ, результатом которого 
является положительная или отрицательная реакция. В случае болезни Н1 
вероятность положительной реакции равна 0,9 , отрицательной –– 0,1; в 
случае Н2 положительная и отрицательная реакции равновероятны. Ана-
лиз произвели дважды, и оба раза реакция оказалась отрицательной (со-
бытие А). Требуется найти вероятность каждого заболевания после про-
деланных анализов. 
 
3.9. Формула Бернулли 
 
Рассмотрим следующую задачу. 
При проведении некоторого однократного испытания вероятность появ-
ления события А равна р, а непоявления –– q = 1 – p. Требуется найти вероят-
ность того, что при n повторных испытаниях событие А произойдет  
m раз.  
Искомую вероятность обозначим Pn(m). 
Рассмотрим события: 
А1 –– «появление события А при первом испытании», 
А2 –– «появление события А при втором испытании», 
…………………………………………………………… 
Аn –– «появление события А при n – м испытании», 
Событие, вероятность которого Pn(m), можно представить так: 
+++ ++−−++ ............... 21212121321 nmmmmmnmmm AAAAAAAAAAAAААА  
....... 2121 nmnmnmn AAAAAA +−+−−+  
В силу независимости событий А1, А2, А3, …, Аn и в силу 
несовместности событий ,...,...... 211221 nmmmmm AAAAAAAA ++−−  
,...... 2121 nmnmnmn AAAAAA +−+−−  имеем: 
++= ++−−++ nmmmmmnmmmn AAAAAAAAAAAAAAAPmP ............()( 21122121321
+=++ +++−+−− )......()......... 213212121 nmmmnmnmnmn AAAAAAAPAAAAAA  
++ ++−− )......( 211221 nmmmmm AAAAAAAAP  
..................)......(... 2121 qqqpqpqqppqpqqppAAAAAAP nmnmnmn +++=++ +−+−−  
....... pqpp  
Каждое слагаемое этой суммы содержит m множителей p и n–m множите-









−−−− =+++     
Таким образом, 
Pn(m) = .mnmmn qpС











Эта формула называется формулой Бернулли. Проиллюстрируем теперь 
полученную формулу двумя примерами. 
Пример 1. Играются шесть партий между двумя шахматистками Аней и 
Лизой. Считаются только победы и поражения. В случае ничьей, партия не 
имеет порядкового номера и переигрывается. Вероятность выигрыша каждой 
отдельной партии Аней равна 
3
2
. Вероятность выигрыша каждой отдельной 
партии Лизой равна 
3
1
. Чему равна вероятность выигрыша всей игры Аней, Ли-
зой и ничейного результата? 
Решение. Победит в матче Аня, если она выиграет 4, 5 или 6 партий. 














































































































Пример 2. Вероятность того, что лампа останется неисправной после 1000 
ч работы, равна 0,2. Какова вероятность того, что из пяти ламп не менее трех 
останутся исправными после 1000 ч работы? 
Решение. Будем рассматривать горение каждой лампы в течение 1000 ч 
как отдельный опыт. Тогда можно сказать, что произведено 5 опытов. Нас ин-
тересуют события «горят 3 лампы из 5», «горят 4 лампы из 5», «горят 5 ламп из 
5», т.е. мы можем найти вероятность каждого из этих событий по формуле Бер-



























Тогда искомая вероятность составит .0579,000032,00084,00512,0 =++  
Пусть n  фиксировано. Тогда )(kPn  превращается в некоторую функцию 











нии аргумента эта функция достигает максимума, т.е. какое из чисел 
)( ),...,2( ),1( ),0( nPPPP nnnn  является наибольшим. 














































kn  откуда qnpk −>  и )()1( kPkP nn <+  –– 
следует: 
если qnpk −< , т.е. при увеличении k  от 0 до qnp − , функция )(kPn  возраста-
ет, 
при qnpk −=  (если qnp −  целое неотрицательное) ),()1( kPkP nn =+  
если qnpk −> , т.е. при дальнейшем увеличении k , функция )(kPn  убывает. 
Целое число 0k , при котором вероятность )(kPn  достигает наибольшего 
значения, называется наивероятнейшим числом успехов. 
Возможны два случая: 
а) qnpk −=  –– целое число, тогда целым числом будет и 1+k ;   
pnpqnpk +=+−=+ 11 ; оба эти числа qnpk −=  и pnpk +=+1  равноправно 
представляют наивероятнейшее число успехов, причем  
)()( bnpPqnpP nn +=− ; 
б) qnp −  –– нецелое, тогда нецелым числом будет и bnpqnp +=+− 1 . 
Между этими нецелыми числами имеется лишь одно целое значение 0k  аргу-
мента, большее, чем qnp −  и меньшее, чем pnp + , т.е. имеется единственное 
значение k , являющееся наивероятнейшим числом успехов; число 0k  есть це-
лый корень двойного неравенства 
pnpkqnp +<<− 0 . 
Пример 3. При автоматической наводке орудия вероятность попадания по 
быстро движущейся цели равна 0,9. Найти наивероятнейшее число попаданий 
при 50 выстрелах.  
Решение. Здесь 9,0 ,50 == pn  и 1,01 =−= pq , 
,9,459,09,050    ,9,441,09,050 =+⋅=+=−⋅=− pnpqnp  следовательно, 0k =45. 
Докажем сейчас, что число np  можно рассматривать в определенном 
смысле как среднее число успехов в n  опытах. Условимся называть n  кратное 
повторение данного опыта серией. Допустим, что произведено N  серий. Пусть 
в первой серии было получено 1k  успехов, во второй –– 2k ,…, в N –й –– Nk . 




















Записанная выше дробь со знаменателем nN ⋅  есть не что иное, как отношение 
общего числа успехов в этих nN ⋅  опытах к числу опытов.  
С увеличением N  (а значит и nN ⋅ ) эта дробь будет приближаться к числу р  –




+++ ...21  будет прибли-
жаться к np , что и требовалось получить. 
Пример 4. В условиях данного предприятия вероятность брака равна 0,03. 
Чему равно среднее число бракованных изделий на тысячу? 




1. Монета бросается 10 раз. Какова вероятность того, что герб выпадает  
при этом ровно 3 раза? 
2. В урне находятся 6 белых и 9 черных шаров. Из урны извлекают шар, 
фиксируют его цвет, после чего возвращают обратно в урну. Указанный 
опыт повторяют трижды. Какова вероятность того, что из трех вытащен-
ных при этом шаров ровно два окажутся белыми? 
3. Какова вероятность того, что при 10 бросаниях игральной кости два раза 
выпадут три очка? 
4. В телевизоре 10 ламп. Для любой из них вероятность, что она остаться 
исправной в течение года, равна p . Какова вероятность того, что: 
а) в течение года хотя бы одна лампа выйдет из строя; 
б) в течение года выйдет из строя ровно одна лампа; 
в) в течение года выйдут из строя две лампы? 
5. Известно, что при каждом взвешивании равновозможна как положитель-
ная, так и отрицательная ошибка. Какова вероятность того, что при вось-
ми взвешиваниях получится: 
а) 3 положительные ошибки; 
б) 3 или 4 положительные ошибки? 




, быть уверенным, что в мишени окажется три 
пробоины, если вероятность поражения при каждом выстреле равна ?
3
2  
7. Всхожесть семян данного сорта растений составляет 80%. Какова вероят-
ность того, что из 5 посеянных семян взойдет не меньше 4? 
8. По данным ОТК на сотню металлических брусков, заготовленных для об-
работки, приходится 30 с зазубринами. Какова вероятность, что из слу-
чайно взятых 7 брусков окажется без дефектов не более двух? 
9. Производится 5 независимых выстрелов по цели. Вероятность попадания 











трех пуль равна 
3
1
. Какова вероятность попадания в цель при одном вы-
стреле? 
10. Подводная лодка атакует крейсер, выпуская по нему одну за другой 4 
торпеды. Вероятность попадания каждой торпедой равна .
4
3  Любая из 
торпед с одинаковой вероятностью может пробить один из 10 отсеков 
крейсера, которые в результате попадания наполняются водой. При за-
полнении хотя бы двух отсеков крейсер тонет. Вычислить вероятность 
гибели крейсера. 
11. Вы играете в шахматы с равным по силе партнером. Чего следует больше 
ожидать: трех побед в 4 партиях или пяти побед в 8 партиях? 
12. Десять человек одновременно идут обедать в две столовые с одинаковым 
числом мест. Каждый из них выбирает любую из этих столовых с вероят-
ностью 
2
1  независимо от выбора остальных. Сколько мест надо иметь в 
каждой столовой, чтобы с вероятностью, большей 0,8 посетитель не стоял 
в очереди? 
13. Пускают вверх одну за другой 50 тарелочек и по каждой из них спорт-
смен делает 1 выстрел из охотничьего ружья. Вероятность попадания в 
тарелочку для стрелка равна 0,95. Вычислить наиболее вероятное число 
тарелочек, пораженных спортсменом. 
14. Баскетболист всякий раз забрасывает мяч в корзину с вероятностью 
9,07,0 ÷ . Найти наивероятнейшее число попаданий при 15 бросках. 
(Символ ÷  означает «от» и «до».) 
15. Чему равно наивероятнейшее число ясных дней в сентябре этого года в 
данной местности, если наблюдения многих лет показывают, что в сред-
нем 11 дней сентября здесь пасмурны? 
16. Сколько раз придется бросать игральную кость, чтобы наивероятнейшее 
число появления шестерки было бы 32? 
 
 
3.10. Дискретные случайные величины и  
их характеристики 
 
Понятие случайной величины является одним из центральных понятий 
теории вероятностей. 
Определение 1.  Случайной величиной называется переменная величина, 
которая в зависимости от исхода испытания случайно принимает одно значение 
из множества возможных значений. 
Случайная величина, принимающая конечное число или бесконечную по-
следовательность различных значений, называется дискретной величиной. 











1. Число очков, выпавших при однократном бросании игральной кос-
ти. Эта случайная величина может принимать одно из значений 1, 2, 3, 4, 5, 6. 
2. Число родившихся мальчиков среди четырех новорожденных. Эта 
случайная величина может принимать значения 0, 1, 2, 3, 4. 
Определение 2. Случайная величина, которая может принимать все зна-
чения из некоторого числового промежутка, называется непрерывной случай-
ной величиной. 
Например, прирост веса домашнего животного за месяц есть непрерывная 
случайная величина, которая может принять значение из некоторого числового 
промежутка. 
Случайные величины будем обозначать прописными буквами X, Y, Z, а их 
возможные значения –– соответствующими строчными буквами x, y, z. 
Рассмотрим дискретную случайную величину X с конечным множеством 
возможных значений. Величина X считается заданной, если перечислены все ее 
возможные значения, а также вероятности, с которыми величина X может при-
нимать эти значения. 
Соотношение, устанавливающее связь между значениями случайной ве-
личины и вероятностями этих значений, называют законом распределения слу-
чайной величины. Для дискретной случайной величины закон распределения 
удобно записывать в виде таблицы: 
 
Х х1 х2 … хn 
р p1 p2 … pn 
 
В верхней строке вписываются все возможные значения х1, х2, …, хn вели-
чины X, в нижней строке выписываются вероятности р1, р2, …, рn значений х1, 
х2, …, хn. Поскольку в результате испытания величина Х принимает одно из 
значений х1, х2, …, хn, то р1 + р2 + … + рn = 1. 
Пример 1. В денежной лотерее разыгрывается 1 выигрыш в 5 000 000 бел. 
руб., 10 выигрышей по 1 000 000 бел. руб. и 100 выигрышей по 10 000 бел. руб. 
при общем числе билетов 10 000. Найти закон распределения случайного выиг-
рыша Х для владельца одного лотерейного билета. 
Решение. Здесь возможные значения для Х есть: х1 = 0, х2 = 10 000,  
х3 = 1 000 000, х4 = 5 000 000. Их вероятности будут р2 = 0,01; р3 = 0,001;  
р4 = 0,0001; р1 = 1 – 0,01 – 0,001 – 0,0001 = 0,9889. Таким образом, закон рас-
пределения выигрыша X может быть задан таблицей: 
 
Х 0 10 000  1 000 000  5 000 000 
р 0,9889 0,01 0,001 0,0001 
 
Закон распределения дискретной случайной величины можно изобразить 
графически, для чего в прямоугольной системе координат строят точки М1(х1; 











щие вероятности) и соединяют их отрезками прямых. Полученную фигуру на-
зывают многоугольником распределения. 
Часто встречаются случаи, когда закон распределения случайной величи-
ны неизвестен. В таких случаях случайную величину изучают по ее числовым 
характеристикам. Одной из таких характеристик является математическое ожи-
дание. 
Определение 3. Математическим ожиданием М(Х) дискретной случайной 
величины Х называется сумма произведений всех возможных значений величи-
ны Х на соответствующие вероятности: 
М(Х) = х1р1 + х2р2  + … + + хnрn. 
Пример 2. Найти математическое ожидание выигрыша Х в примере 1. 
Решение. Используя полученную там таблицу, имеем: 
М(Х) = 0 × 0,9889 + 10 000   0,01 + 1 000 000 × 0,001 +  
+ 5 000 000 × 0,0001 = 1600. 
Математическое ожидание дискретной случайной величины Х 
приближению равно среднему арифметическому всех ее значений (при 
достаточно большом числе испытаний). 
Допустим, что произведено n испытаний, в которых дискретная случай-
ная величины Х приняла значения х1, …, хk соответственно т1, …, тk раз, так, 
что т1 + т2  +… + тk = n. Среднее арифметическое всех значений, принятых ве-















≈  (і = 1, …, k). Поэтому 
)(...2211 XMpxpxpxx kk =+++≈cp. . 
Определение 4. Случайные величины X и Y называются независимыми, 
если закон распределения каждой из них не зависит от того, какое возможное 
значение приняла другая величина. 
Математическое ожидание обладает следующими свойствами. 
1. Математическое ожидание постоянной величины С равно этой ве-
личине: 
М(С) = С. 
2. Постоянный множитель можно выносить за знак математического 
ожидания: 
М(СХ) = СМ(Х). 
3. Математическое ожидание произведения двух независимых слу-
чайных величин равно произведению их математических ожиданий: 
М(ХY) = М(Х)М(Y). 
4. Математическое ожидание суммы двух случайных величин равно 
сумме математических ожиданий слагаемых: 
М(Х + Y) = М(Х) + М(Y). 













Х 1 2 
р 0,2 0,8 
 
Х 2 4 
р 0,3 0,7 
 
Найти математическое ожидание случайной величины ХY. 
Решение. Найдем математические ожидания каждой из данных величин: 
М(Х) = 1 × 0,2 + 2 × 0,8 = 0,2 + 1,6 = 1,8. 
М(Y) = 2 × 0,3 + 4 × 0,7 = 0,6 + 2,8 = 3,4. 
Случайные величины Х и Y независимы, поэтому искомое математиче-
ское ожидание 
М(ХY) = М(Х)М(Y) = 6,12. 
Математическое ожидание не дает полной характеристики закона распре-
деления случайной величины. Покажем это на примере. Пусть заданы две дис-
кретные случайные величины Х и Y своими законами распределения: 
 
Х –2 0 2 
р 0,3 0,4 0,3 
 
Y –100 0 100 
р 0,4 0,2 0,4 
 
Несмотря на то что математические ожидания величин Х и Y одинаковы: 
М(Х) = –2 × 0,3 + 0 × 0,4 + 2 × 0,3 = 0, 
М(Y) = –100 × 0,4 + 0 × 0,2 + 100 × 0,4 = 0, 
однако возможные значения случайных величин Х и Y «разбросаны» или «рас-
сеяны» около своих математических ожиданий по–разному: возможные значе-
ния величины Х расположены гораздо ближе к своему математическому ожи-
данию, чем значения величины Y. 
Характеристиками рассеяния возможных значений случайной величины 
вокруг математического ожидания служат, в частности, дисперсия и среднее 
квадратическое отклонение. 
Определение 5. Дисперсией D(X) случайной величины Х называют мате-
матическое ожидание квадрата отклонения случайной величины от ее матема-
тического ожидания: 
D(X) = М(Х – М(Х))2. 
Дисперсию удобно вычислять по формуле 
D(X) = М(Х2) – (М(Х))2. 
Дисперсия обладает следующими свойствами. 
1. Дисперсия постоянной равна нулю: 











2. Постоянный множитель можно выносить за знак дисперсии, возво-
дя его в квадрат: 
D(СX) = С2D(X). 
3. Дисперсия суммы двух независимых случайных величин равна 
сумме дисперсий этих величин: 
D(Х + Y) = D(Х) + D(Y). 
4. Дисперсия разности двух независимых случайных величин Х и Y 
равна сумме их дисперсий: 
D(Х – Y) = D(Х) + D(Y). 
Пример 4. Найти  дисперсию случайной величины Х, имеющей следую-
щий закон распределения: 
 
Х 1 2 3 4 5 
р 0,1 0,2 0,3 0,3 0,1 
 
Решение. Находим математические ожидания случайной величины Х и 
квадрата ее:  
М(Х) = 1 × 0,1 + 2 × 0,2 + 3 × 0,3 + 4 × 0,3 + 5 × 0,1 = 3,1; 
М(Х2) = 12 × 0,1 + 22 × 0,2 + 32 × 0,3 + 42 × 0,3 + 52 × 0,1 = 10,9. 
Отсюда 
D(X) = М(Х2) – (М(Х))2 = 10,9 – (3,1)2 = 1,29. 
Определение 6. Средним квадратическим отклонением ( )Xσ  случайной 
величины Х называется корень квадратный из ее дисперсии: 
( ) ( )XDX =σ . 
Биномиальным называют закон распределения дискретной случайной ве-
личины Х–числа появлений события в n независимых испытаниях, в каждом из 
которых вероятность появления события равна р; вероятность возможного зна-
чения Х = k (числа k появлений события) вычисляют по формуле Бернули: 
( ) knkknn qpCkP −= . 
Математическое ожидание биномиального распределения равно произве-
дению числа испытаний на вероятность появления события в одном испытании: 
( ) .npXM =  
Дисперсия биномиального распределения равна произведению числа ис-
пытаний на вероятности появления и непоявления события в одном испытании: 
( ) .npqXD =  
Будем говорить, что случайная величина Х распределена по закону Пуас-








где k –– число появлений события в n независимых испытаниях, вероятность р 











Математическое ожидание дискретной случайной величины Х, распреде-
ленной по закону Пуассона, равно параметру этого распределения np=λ : 
( ) .npXM == λ  
Дисперсия распределения Пуассона равна параметру :  




1. Дискретная случайная величина Х задана законом распределения: 
 
Х 1 4 6 8 
р 0,2 0,1 0,4 0,3 
 Построить многоугольник распределения. 
2. Дискретная случайная величина Х задана законом распределения: 
 
Х 2 4 10 15 
р 0,1 0,5 0,3 0,1 
 Построить многоугольник распределения. 
3. По мишеням производится 3 выстрела, причем вероятность попадания 
 при каждом выстреле равна 0,6. Рассматривается случайная величина   
 Х–число попаданий в мишень. Найти ее закон распределения. 
4. Найти математическое ожидание дискретной случайной величины Х,  за-
данной законом распределения: 
 







5. У охотника 4 патрона. Он стреляет по зайцу, пока не попадает или пока 
 не кончатся патроны. Найти математическое ожидание количества 
 выстрелов, если вероятность попадания 0,25. 
6. Монета подбрасывается три раза. Рассматривается случайная величина 
 Х –– число появлений герба. Найти закон распределения случайной  ве-
личины Х. 
7. Найти дисперсию и среднее квадратическое отклонение дискретной 
 случайной величины Х, заданной законом распределения: 
 
 а)   
 
 
 б)  
Х –3 5 10 
р 0,2 0,3 0,5 
Х 0,21 0,54 0,61 
р 0,5 0,1 0,4 
Х –5 2 3 4 



























Найти математическое ожидание случайных величин Х + Y, Х – Y, ХY, где 
Х и Y независимые случайные величины. 
9. Рабочий обслуживает 4 станка. Вероятность того, что в течение часа 
 первый станок не требует регулировки –– 0,9, второй –– 0,8, третий –– 
 0,75, четвертый –– 0,7. Найти математическое ожидание числа  станков, 
 которые в течение часа не потребуют регулировки. 
10. Найти а) математическое ожидание и б) дисперсию числа бракованных 
 изделий в партии из 5000 изделий, если каждое изделие может  оказаться 
 бракованным с вероятностью 0,02. 
11. В урне 7 шаров, из которых 4 белых, а остальные черные. Из этой урны 
 наудачу извлекаются 3 шара; Х –– число извлеченных белых шаров. 
 Найдите закон распределения дискретной случайной величины Х и  ве-
роятность события Х ³  2. 
12. Дискретная случайная величина Х –– число мальчиков в семьях с 5 
 детьми. Предполагая равновероятными рождения мальчика и девочки: 
 а) найдите закон распределения Х; б) постройте многоугольник  распре-
деления; в) найдите вероятности событий: А –– в семье не менее  2, но не 
более 3 мальчиков; В –– не более 3 мальчиков; С –– более  одного мальчика. 
 
3.11. Вариационные ряды. Таблицы частот. 
Полигон и гистограмма 
 
Пусть требуется изучить множество однородных объектов (это множест-
во называется статистической совокупностью) относительно некоторого каче-
ственного и количественного признака, характеризующего эти объекты. Лучше 
всего произвести сплошное обследование, т.е. изучить каждый объект. Однако 
в большинстве случаев по разными причинам это сделать невозможно. Если 
сплошное обследование невозможно, то из всей совокупности выбирают для 
изучения часть объектов. 
Х 4,3 5,1 10,6 
р 0,2 0,3 0,5 





























































Статистическая совокупность, из которой отбирают часть объектов, на-
зывается генеральной совокупностью. Множество объектов, случайно отобран-
ных из генеральной совокупности, называется выборкой. 
Число объектов генеральной совокупности и выборки называется соот-
ветственно объемом генеральной совокупности и объемом выборки. 
Если выборку отбирают по одному объекту, который обследуют и снова 
возвращают в генеральную совокупность, то выборка называется повторной. 
Если объекты выборки уже не возвращаются в генеральную совокупность, то 
выборка называется бесповторной. На практике чаще используется бесповтор-
ная выборка. 
Свойства объектов выборки должны правильно отражать свойства объек-
тов генеральной совокупности, или, как говорят, выборка должна быть репре-
зентативной (представительной). Считается, что выборка репрезентативна, если 
все объекты генеральной совокупности имеют одинаковую вероятность по-
пасть в выборку, т.е. выбор производится случайно. 
Пусть некоторый признак генеральной совокупности описывается слу-
чайной величиной Х. Рассмотрим выборку х1, х2, …, хn объема n из генеральной 
совокупности. Элементы этой выборки представляют собой значения случай-
ной величины Х. 
Различные элементы выборки называются вариантами. 
Первый этап статистической обработки –– составление так называемого 
вариационного ряда. Его получают следующим образом: среди чисел х1, х2, …, 
хn отбирают все различные и располагают их в порядке возрастания: 
1, 2, …, k, 
где 1 < 2 < …< k. 
Следующий этап статистической обработки –– составление эмпирическо-
го закона распределения. 
Число nі, показывающее, сколько раз варианта хі встречается в выборке, 
называется частотой варианты хі. Частостью, относительной частотой или 
долей варианты называется число 
n
nw ii = . 
Частоты и частости называются весами. 
Форма записи эмпирического закона распределения зависит от характера 
изучаемой случайной величины Х. 
Пусть Х –– дискретная случайная величина. Наиболее естественной фор-
мой эмпирического закона распределения является так называемая таблица 
частот (относительных частот), в первой строке которой записываются числа 
вариационного ряда, а во второй –– соответствующие им частоты nі (относи-
тельные частоты wі). Сумма всех частот равна объему выборки п, а сумма всех 
относительных частот равна единице. 
Пример 1. С помощью журнала посещаемости собраны данные о числе 
пропущенных занятий по математике (за один семестр) у 25 студентов 1 курса. 











2, 5, 0, 1, 6, 3, 0, 1, 5, 4, 0, 3, 3, 2, 1, 4, 0, 0, 2, 3, 6, 0, 3, 0, 1.  (1) 
Требуется: а) составить вариационный ряд; б) составить таблицу частот; 
в) составить таблицу относительных частот. 
Решение.  
а) Выбирая различные варианты из выборки и располагая их в возрас-
тающем порядке, получим вариационный ряд: 
0, 1, 2, 3, 4, 5, 6. 
 б) Просматривая исходный статистический ряд (1), находим частоту по-
явления каждого из чисел 0, 1, 2, 3, 4, 5, 6 (чисел вариационного ряда). Напри-
мер, число 0 встречается 7 раз, значит, его частота равна 7. Найдя таким же об-
разом остальные частоты, получим следующую таблицу частот: 
 
Варианта хі 0 1 2 3 4 5 6 
Варианта nі 7 4 3 5 2 2 2 
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Рассмотрим теперь другой случай –– когда величина Х является непре-
рывной случайной величиной. Вместо обычного (дискретного) вариационного 
ряда составляют интервальный вариационный ряд: находят минимальную и 
максимальную варианты выборки и весь промежуток между ними разбивают на 
полуинтервалы [ )1; +ii cc . Рекомендуется количество полуинтервалов k выбирать 
по формуле Стерджерса 
k = 1 + 1,4 lnn. 
Длина полуинтервала равна  
k
xx minmax −=∆ . 
Получается интервальный вариационный ряд: 
[ ) [ ),;,; 3221 cccc  … [ )1; +ii cc  
(і = 1, …, k). 
Затем подсчитывают число вариант выборки, попавших в каждый из 











полуинтервале. Если при этом некоторое хk выборки совпадает с граничной 
точкой между промежутками, то его относят к правому промежутку. 
Таблица, в которой дана система полуинтервалов, указаны частоты или 
относительные частоты –– числа вариант в каждом полуинтервале, называется 
интервальной таблицей частот или относительных частот. 
Для графического изображения статистического распределения исполь-
зуются полигоны и гистограммы. 
Полигоном частот называют ломаную, отрезки которой соединяют точки 
( ) ( ) ( )kk nxnxnx ;...,,;,; 2211 , где хі –– варианты выборки, nі –– 
соответствующие им частоты. Полигоном относительных частот называют 
ломаную, отрезки которой соединяют точки ( ) ( ) ( )kk wxwxwx ;...,,;,; 2211 , 
где хі –– варианты выборки и wі –– соответствующие им относительные 
частоты. 
Пример 2. Построить полигон относительных частот по данному 
распределению выборки: 
 
Варианта хі 1 2 3 5 
Относительная  
частота wі 
0,4 0,2 0,3 0,1 
Решение. Отложим на оси абсцисс варианты хі, а по оси ординат –– 
соответствующие им относительные частоты wі. Соединив точки ( )ii wx ;  отрез-













Гистограммой частот называют ступенчатую фигуру, состоящую из пря-
моугольников, основаниями которых служат частичные полуинтервалы длины 
∆ , а высоты равны отношению 
∆
in  (плотность частоты). Площадь частичного 















полуинтервал. Площадь гистограммы частот равна сумме всех частот, т.е. 
объему выборки п. 
Гистограммой относительных частот называют ступенчатую фигуру, 
состоящую из прямоугольников, основаниями которых служат частичные 
полуинтервалы длины ∆ , а высоты равны отношению 
∆
iw  (плотность относи-





– относительной частоте вариант, попавших в і–й полуинтервал. Площадь 
гистограммы относительных частот равна сумме всех относительных частот, 
т.е. единице. 















0 – 2 
2 – 4 
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Найдем плотности относительных частот, учитывая, что длина полуин-














Построим на оси абсцисс данные частичные полуинтервалы. Проведем 
над этими полуинтервалами отрезки, параллельные оси абсцисс и находящиеся 
от нее на расстояниях, равных соответствующим плотностям относительной 
частоты. Например, над полуинтервалом [ )2;0  проведем отрезок, параллельный 
оси абсцисс и находящийся от нее на расстоянии, равном 0,1; аналогично стро-
ят остальные отрезки. 


























1. Заданы выборки из генеральной совокупности значений дискретной слу-
чайной величины Х. Требуется: а) составить вариационный ряд;  
б) составить таблицу частот; в) построить полигон частот. 
 1) 2, 1, 3, 3, 4, 3, 3, 3, 2, 3, 1, 1, 2, 3, 3, 4, 2, 2, 3, 3; 
 2) 3, 3, 1, 2, 4, 1, 2, 4, 2, 3, 4, 1, 2, 4, 3, 1, 3, 4, 2, 1; 
 3) 4, 4, 1, 2, 1, 4, 4, 1, 4, 3, 4, 3, 2, 4, 4, 1, 1, 2, 4, 4; 
 4) 4, 3, 4, 4, 1, 2, 4, 4, 3, 3, 1, 2, 4, 4, 3, 2, 4, 4, 3, 4. 
2. Построить полигон частот следующего распределения: 
 
хі 1 3 5 7 9 
ni 10 15 30 33 12 
 
3. В магазине за день продано 45 пар мужской обуви. Имеется выборка зна-
чений случайной величины Х –– размера обуви: 
 39, 41, 40, 42, 41, 40, 42, 44, 40, 43, 42, 41, 43, 39, 42, 41, 42, 39, 41, 37, 43, 
41, 38, 43, 42, 41, 40, 41, 38, 44, 40, 39, 41, 40, 42, 40, 41, 42, 40, 43, 38, 39, 
41, 41, 42. 
Составить вариационный ряд, таблицу частот и построить полигон час-
тот. 
4. Выборка задана в виде распределения частот: 
 
хі 4 7 8 12 
ni 5 2 3 10 
 












5. Для изучения распределения веса новорожденных были собраны данные 
для 100 детей и составлена следующая интервальная таблица относитель-
ных частот: 
 
Интервалы веса (кг) Частота (wi) 
1,0 – 1,5 
1,5 – 2,0 
2,0 – 2,5 
2,5 – 3,0 
3,0 – 3,5 
3,5 – 4,0 
4,0 –4,5 










Построить гистограмму полученной интервальной таблицы относитель-
ных частот. 
6. В результате 50 независимых измерений некоторой величины получены 
данные: 
 2,2; 5,3; 3,4; 4,5; 5,1; 3,4; 4,3; 2,7; 3,5; 5,8; 
 2,3; 4,4; 4,7; 2,1; 4,8; 3,6; 3,5; 4,2; 5,7; 3,7; 
 4,2; 3,4; 4,3; 3,4; 4,3; 4,1; 5,3; 4,8; 5,1; 2,4; 
 3,7; 4,3; 5,6; 4,5; 3,4; 3,2; 4,6; 3,6; 4,2; 4,1; 
 5,5; 4,6; 4,8; 4,5; 4,3; 4,8; 3,9; 3,8; 5,9; 5,1. 
Требуется: а) выбрав интервалы 2 – 3; 3 – 4; 4 – 5 и 5 – 6, составить ин-
тервальную таблицу относительных частот; б) построить гистограмму. 
7. Построить гистограмму распределения коров по проценту жирности мо-
лока по данным следующей таблицы: 
 
Жирность молока, % Число коров 
3,45 – 3,55 
3,55 – 3,65 
3,65 – 3,75 
3,75 – 3,85 
3,85 – 3,95 
3,95 – 4,05 
4,05 – 4,15 
4,15 – 4,25 





































10 – 15 
15 – 20 
20 – 25 
25 – 30 




























8 14 20 32 12 8 4 2 
 
а) Преобразовать данную таблицу в интервальную таблицу  относи-
тельных частот. 
б) Выбрав середины интервалов за значения роста, составить дискрет-
ную таблицу относительных частот. 
10. Результаты измерений отклонений от номинала диаметров 50 подшипни-











   1,531 
– 0,058 
   0,415 
– 0,329 
   0,318 





   1,701 
– 0,433 
   0,248 
– 1,382 




   0,318 
 
– 0,933 
   0,634 
   1,409 
– 0,095 
   0,129 
   0,130 
   0,899 
– 0,883 
– 0,078 
   0,367 
– 0,450 
   0,720 




   1,028 
– 0,056 
   0,229 
– 0,992 
   0,512 























3.12. Оценки параметров распределения 
 
По виду таблицы относительных частот или гистограммы можно строить 
гипотезу об истинном характере распределения величины Х. На практике, од-
нако, редко встречается такое положение, когда изучаемый закон распределе-
ния неизвестен полностью. Чаще всего дело обстоит так, что вид закона рас-
пределения ясен заранее (из каких–либо теоретических соображений), а требу-
ется найти только некоторые параметры, от которых он зависит. 
Итак, допустим, что закон распределения случайной величины Х содер-
жит некоторый параметр . Численное значение этого параметра не указано 
(хотя оно и является вполне определенным числом). В связи с эти возникает 
следующая задача: исходя из набора значений х1, х2, …, хn величины Х, полу-
ченного в результате п независимых опытов, оценить значение параметра . 
Любая оценка для  –– обозначим ее θ~  –– будет представлять собой, ес-
тественно, некоторое выражение, составленное из х1, х2, …, хn: 
( )nxxx ,...,,
~~
21θθ = . 
Тем самым θ~  будет случайной величиной (принимающей свои значения 
в результате п опытов над Х). 
Любой параметр θ~  найденный по выборке, извлеченной из генеральной 
совокупности Х, является подходящей оценкой параметра  
этой совокупности, если: 
   1) ( ) θθ =~M ; 
   2) ( ) 1~ =<− εθθP ; 
   3) дисперсия ( )θ~D  является минимальной. 
Параметр θ~ , удовлетворяющий условиям 1–3, называется соответственно 
несмещенной, состоятельной и эффективной оценкой параметра  генеральной 
совокупности признака Х. 
Пусть х1, х2, …, хn –– выборка из генеральной совокупности. 









1 .     (1) 

















1 .     (2) 
Выборочная средняя является несмещенной, состоятельной и эффектив-











Пример 1. Выборочным путем были получены следующие данные о массе 
20 морских свинок при рождении (в г): 30, 30, 25, 32, 30, 25, 33, 32, 29, 28, 27, 







Итак, 30=x  г. 
Если варианты хі –– большие числа, то для облегчения вычисления 





















Константу С (так называемый ложный нуль) берут такой, чтобы разности 
ui=xi – C (условные варианты) были небольшими. В качестве С выгодно при-
нять число близкое к выборочной средней. Поскольку выборочная средняя не-
известна, число С выбирают на «глаз». 
Пример 2. Найти выборочную среднюю по данному распределению вы-
борки объема п = 10: 
 
хі 1250 1270 1280 
ni 2 5 3 
 
Решение. Первоначальные варианты –– большие числа, поэтому перейдем 
к условным вариантам иі = хі – 1270. 
В итоге получим распределение условных вариант: 
 
 
иі – 20 0 10 
ni 2 5 3 
 




103052021270 =−=⋅+⋅+−⋅+=x  
Выборочной дисперсией BD  называется среднее арифметическое квадра-
тов отклонений наблюдаемых значений признака Х от выборочной средней x . 









D      (3) 
Если же значение признака х1, х2, …, хk имеют соответственно частоты п1, 




















































Если первоначальные варианты хі –– большие числа, то целесообразно 
вычесть из всех вариант одно и то же число С, равное выборочной средней или 
близкое к ней, т.е. перейти к условным вариантам  

































Если первоначальные варианты являются десятичными дробями с k деся-
тичными знаками после запятой, то, чтобы избежать действий с дробями, ум-
ножают первоначальные варианты на постоянное число С = 10k, т.е. переходят 
к условным вариантам ui= Cxi. При этом дисперсия увеличится в С2 раз. Поэто-
му 2/)()( CUDXD BB = . 
Выборочная дисперсия BD  является состоятельной, но смещенной оцен-
кой дисперсии D . Несмещенной и состоятельной оценкой D  является исправ-






































Величина S называется исправленным средним квадратичным отклоне-
нием. 








































































причем если Cxu ii −= , то 
22




SS uX = . При малом 
объеме выборки (п £ 30) пользуются исправленной выборочной дисперсией S2; 
при больших же п (п > 30) практически безразлично, какой из двух оценок 
(DB или S2) пользоваться. 
Пример 2. Получена таблица частот пятибалльных оценок по контроль-
ной работе у 40 учащихся класса: 
 











Найти: а) выборочное среднее значение оценки; б) выборочную диспер-
сию; в) исправленную выборочную дисперсию; г) выборочное среднее квадра-


























г) ;73,0≈= BB Dσ  
д) .74,02 ≈= SS  
Пример 3. С плодового дерева случайным образом отобрано 10 плодов. 
Их веса х1, х2, …, х10 (в граммах) записаны в первой колонке приведенной ниже 
таблицы. Обработаем статистические данные выборки. Для вычисления x  и S 
введем ложный нуль С = 250 и все необходимые при этом вычисления сведем в 
указанную таблицу: 
 

































































ixx  (г); 
( ) ( )

























S  (г). 
Итак, оценка генеральной средней веса плода равна 243 г со средней 
квадратической ошибкой 9 г. 
Оценка генерального среднего квадратического отклонения веса плода 
равна 28 г. 
Пусть проведено п опытов, в результате которых получены следующие 
значения системы величин (X, Y) : (xi, yi), i = 1, 2, …, n. За приближенные значе-



























































Выборочный коэффициент корреляции r служит основной оценкой для тесноты 
связи между Х и Y. 
Свойства выборочного коэффициента корреляции аналогичные свойст-











Коэффициент корреляции принимает значения на отрезке [– 1; 1], т.е.  
–1 £ r £ 1. 
В зависимости от того, насколько ½r½ приближается к 1, различают сла-
бую, умеренную и сильную связь, т.е. чем ближе ½r½ к 1, тем связь теснее. 
Если r = ± 1, то корреляционная связь между Х и Y представляет собой 
линейную зависимость. 
Пример 5. Вычислить выборочный коэффициент корреляции по данным 
следующей таблицы: 
xi 71 72 73 74 75 76 77 78 79 80 
yi 8,6 8,9 8,9 9,0 9,1 9,2 9,2 9,2 9,3 9,4 
Решение. Результаты наблюдений и нужные вычисления собраны в таб-
лице. С = 70 и С¢ = 9,0 –– ложные нули. 
 
xi yi xi – С yi – С xxi −
 





















































































































r µ . 
Так как модуль коэффициента корреляции близок к 1, то зависимость ме-




1. Найти выборочную среднюю по данным следующей таблицы: 
 

















2. Выборочная совокупность задана таблицей распределения: 
 
xi 4 7 10 15 
пi 10 15 20 5 
 
 Найти выборочные среднюю x  и дисперсию DB. 
3. Выборочным путем были получены следующие данные об урожайности 
 ржи в совхозе: 
 








Определить выборочную среднюю x  и исправленное среднее  квадра-
тическое отклонение S. 
4. Ниже приведены результаты измерения роста (в см) случайно  отобран-





















10 14 26 28 12 8 2 
 
Найти выборочную среднюю и выборочную дисперсию роста  обследо-
ванных студентов. 
Указание. Найти середины интервалов и принять их в качестве вариант.  
5. Найти выборочную дисперсию по данному распределению выборки 
 объема п = 100: 
 
xi 340 360 375 380 
пi 20 50 18 12 
 
Указание. Перейти к условным вариантам иi = xi – 360. 
6. Найти исправленную выборочную дисперсию по данному распределению 
выборки объема п = 100: 
 
xi 1250 1275 1280 1300 
пi 20 25 50 5 
 











7. Вычислить выборочный коэффициент корреляции по данным следующей 
 таблицы: 
 
xi 92 91 90 86 85 85 85 83 80 78 80 83 
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