On the average case solvability of III-posed problems  by Kon, Mark A et al.
JOURNAL OF COMPLEXITY 7, 220-224 (19%) 
On the Average Case Solvability of 
Ill-Posed Problems*‘t 
MARK A. KON 
Department of Mathematics, Boston University, Boston, Massachusetts 02215; and 
Department of Computer Science, Columbia University, New York, New York 10027 
KLAUSRITTER 
Mathematisches Institut, Bismarckstraje I 112, D-8520 Erlangen, Germany 
AND 
ARTHURG. WERSCHULZ 
Division of Science and Mathematics, Fordham UniversitylCollege at Lincoln Center, 
New York, New York 10023; and Department of Computer Science, 
Columbia University, New York, New York 10027 
Received April 19, 1991 
We wish to solve an ill-posed problem whose solution operator S is a measur- 
able unbounded linear transformation of a Banach space into a Hilbert space. Let 
E > 0. It is known that the e-complexity of this problem is infinite in the worst case 
setting. Suppose we turn to an average case or probabilistic setting, the domain of 
S being equipped with a zero-mean Gaussian measure /.L. It is known that the 
problem has finite e-complexity ilf S E L&), and optimal information and algo- 
rithms are essentially the same as if S were bounded. We show that any such 
unbounded operator S belongs to L&s). Hence, the s-complexity of any such ill- 
posed problem is finite in the average case and probabilistic settings. e 1%~ 
Academic Press, Inc. 
1. 1~TRoDucT10N 
We are interested in the complexity of approximating the solution to a 
linear ill-posed problem. This is a problem whose solution operator does 
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not depend continuously on the data; see Hadamard (1952). Hence, our 
solution operator S: D C Fr + G is an unbounded linear transformation of 
normed linear spaces. The permissible information consists of bounded 
linear functionals on Fr . 
Suppose first that we want a solution in the worst cast setting, our 
problem elements being the intersection of D with the unit ball of Fr . Then 
there is no algorithm using information of finite cardinality whose error is 
finite; see Werschulz (1987). Hence the e-complexity of our ill-posed 
problem is infinite, no matter how large we choose E to be. 
Hence, if we wish to solve ill-posed problems, we must abandon the 
worst case setting. Instead, we turn to either the average case or the 
probabilistic setting. (See Chapters 6 and 8 of Traub et al. (1988) for a 
detailed discussion of these settings.) Here, we suppose that Fr is a sepa- 
rable Banach space equipped with a zero-mean Gaussian measure p, and 
that G is a separable Hilbert space. We also assume that our solution 
operator S is a measurable linear transformation. 
For p E [ 1, m), let L,(p) denote the space of all measurable mappings T: 
D(T) c Fr + G whose domain D(T) is measurable and for which 
IDdTfllpPG?f < ~0. It is known that if S E L&A), then the a-complexity 
of the ill-posed problem is finite. Moreover, the results that hold for 
bounded S in these settings also hold for S E L&L). In particular, adaptive 
information is no stronger than nonadaptive information, and optimal 
information and algorithms are essentially the same for S E L.&A) as for 
bounded S. 
The original proofs of these results required S to be a closed linear 
transformation of Hilbert spaces (see Werschulz (1987) for the average 
case setting and Traub et al. (1988, p. 362) for the probabilistic setting). 
However, these results have recently been extended to the case of a 
measurable linear operator from a Banach space to a Hilbert space, the 
details being found in Werschulz (1991). 
Hence, we want to show that if S satisfies the conditions above, then S 
E L&). We will actually prove a somewhat stronger result, namely that if 
S is a measurable linear transformation of Banach spaces, then S E Lp(k) 
for all p E [l, CQ), whether S is bounded or unbounded. It immediately 
follows that the e-complexity of any linear ill-posed problem is finite in the 
average case and probabilistic settings, and that the usual results for 
bounded S also hold for unbounded S. 
2. THE MAIN RESULT 
In this section, we show that any measurable linear transformation 
belongs to L&A). Before we do this, we first recall some terminology. 
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Let X be a real separable Banach space. The Bore1 a-jeld B(X) is the 
smallest family of subsets of X containing all open subsets of X that is 
closed under complements and countable unions. A Bore1 probability 
measure r) on X is a countably additive mapping v: 93(X) +- R such that 
~(0) = 0 and r)(X) = 1. We say that the Bore1 probability measure q is a 
zero-mean Gaussian measure if any continuous linear functional on X is 
normally distributed with respect to 7 and if these distributions have 
mean zero. For any zero-mean Gaussian measure r), there exists a 
uniquely determined symmetric positive operator 
v: x* --, x, 
called the couariance operator of r), such that 
see Vakhania et al. (1987, p. 212). Since V: X* --, X is a symmetric 
positive operator, there exists a uniquely determined Hilbert space 
(H, (-, -)) such that the following holds: 
(1) H C X, the embedding of H into X being continuous. 
(2) V(X*) is a dense subset of H. 
(3) (VA,, VA3 = Ar(VA2) for any A,, A2 E X*. 
The space H is separable, and is called the Hilbert subspace associated 
with V; see Vakhania et al. (1987, pp. 149, 152). 
Let Fr and G be two real separable Banach spaces. A mapping S: D C 
F1 -+ G is called a (weakly) measurable linear operator if the following 
holds: 
(1) D is a vector subspace of FI and S is linear on D. 
(2) D E !8(F,) with p(D) = 1. 
(3) S-‘(B) E !13(F1) for any B E B(G). 
THEOREM 1. Let S: D C F, + G be a measurable linear operator and 
let ,U be a zero-mean Gaussian measure on F1 . Then 
holds for any 1 zs p < CQ. 
Proof. Let H be the Hilbert subspace associated with the covariance 
operator V: Fr+ F1 of cc. Since ,x(D) = 1 holds for the vector subspace D 
E 93(X) we get 
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H G D: 
see Cattinger (1978, p. 243). 
We take a sequence {hk E FT)kEI with Z = { 1, . . . , m} if dim H = m and 2 
= N otherwise, such that {Vkk}kEI is an orthonormal basis of H. Then for 
each n E I, we define a continuous linear operator Sn: FI + G by 
&If= $, Mf)SVb Vf E F,. 
If dim H = m, then the measure p is concentrated on H = V( FT), see 
Vakhania et al. (1987, p. 182), and therefore 
s = s, 
holds p-a.e. In the case dim H = 01, the representation theorem of Gat- 
tinger (1978, p. 246) says that S, converges p-a.e. and that 
S = lim S, ll-+m 
holds p-a.e. This implies the weak convergence of the image measures 
ps,’ to /A-‘. 
The zero-mean Gaussian measures on the separable Banach space G 
form a closed subset within the set of all Bore1 probability measures on G 
with respect to the weak topology; see Linde (1983, p. 67). Since continu- 
ous linear images of Gaussian measures are Gaussian, we conclude that v 
= Z.&I is also a Gaussian measure. Furthermore, any Gaussian measure 
on G has finite pth moment; see Vakhania et al. (1987, p. 330). Hence 
j-, INflIP CLMf) = I, llsllp 443 < m 
holds for 1 5 p < 03. m 
Hence the E-complexity of an ill-posed problem is finite, provided only 
that said problem is given by a measurable linear solution transformation 
of a separable Banach space into a separable Hilbert space. Moreover, 
adaptive information is no stronger than nonadaptive information, and 
optimal information and algorithms are essentially the same as for 
bounded solution operators. 
3. ELLIPTICALLYCONTOUREDMEASURES 
We say that a zero-mean measure p on FI is elliptically contoured (in 
the sense of Crawford, 1977) iff 
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Here, (r is a measure, defined on Bore1 sets of the positive real axis, for 
which .jYj a(&) = Jo” ta(dt) = 1, and po is a zero-mean Gaussian measure. 
In particular, any Gaussian measure is elliptically contoured. 
In Werschulz (1987, 1991), we actually showed that ifp is elliptically 
contoured and S E L&), then the E-complexity of the problem with 
solution operator S is finite in the average case setting. Moreover, infor- 
mation and algorithms defined as for bounded S are essentially optimal, 
and adaptive information is no better than nonadaptive. 
It is fairly straightforward to check that Theorem 1 holds for elliptically 
contoured Al. iff Jr t~‘/~~~(dt) < 03. In particular, if p is elliptically contoured, 
we have S E L&.4 for all measurable S. This means that ill-posed prob- 
lems are solvable in the average case setting with an elliptically contoured 
measure. 
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