Natural language recognition techniques can be applied not only to speech signals, but to other signals that represent natural language units (e.g., words and sentences). This is the case of sign language recognition, which is usually employed by deaf people to communicate. The use of recognition techniques may allow this language users to communicate more independently with non-signal users. Several works have been done for different variants of sign languages, but in most cases their vocabulary is quite limited and they only recognise gestures corresponding to isolated words. In this work, we propose gesture recognisers which make use of typical Continuous Density Hidden Markov Model. They solve not only the isolated word problem, but also the recognition of basic sentences using the Spanish Sign Language with a higher vocabulary than in other approximations. Different topologies and Gaussian mixtures are studied. Results show that our proposal provides promising results that are the first step to obtain a general automatic recognition of Spanish Sign Language.
Introduction
Natural language technologies have been used in the last decades to provide solutions for many language related problems, such as speech recognition [1] , machine translation [2] , dialogue systems [3] , or sentiment analysis [4] , among others. All these tools have as final aim to provide easier communication between people or to obtain valuable information from language resources.
In the case of people with functional diversity, the use of language technologies could make their life easier when they communicate with other people. This is the case of deaf people, where the communication must be done by using visual means such as written language and sign language, which is the most common and natural used.
Sign language uses a combination of hand shapes with different orientations and movements, although they may include arms and body movements and facial expressions. Words are encoded in different combinations of their corresponding hand features, and sentences are formed by the concatenation of these features. This is quite similar to what happens in speech: single words are concatenated to form sentences.
As spoken languages have different implementations, sign languages present differences according to geographical distribution. Sign languages are not comparable to spoken grammar because they only express concepts and ideas (e.g., "He has a yellow shirt" would be in sign language "He yellow shirt").
In any case, sign language communication requires participants to know the sign code. In case one participant does not know the code, human interpreters can provide the service. Of course, this is a limitation because it is not always possible to access to this service. The possibility of obtaining an automatic method that could recognise the sequence of hands features and obtain its corresponding words (although not in the usual spoken grammar) would be a great value for sign language users.
In this paper, we propose the use of Hidden Markov Models (HMM) to recognise Spanish Sign Language (LSE, from Lengua de Signos Española), at both word and sentence level. Section 2 presents related work on the matter, Section 3 details the data acquisition and features, Section 4 features the experimental framework and results, and Section 5 offers the conclusions and the possible future work lines.
Related work
The idea of having automatic recognition of sign language is not new. There have been many approaches about this task and an overview of them is given in this section.
Sign language recognition can be restricted to sign languages where each sign represents a static single character. This is the case of [5] , where video capture and Multilayer Perceptron (MLP) neural networks are used to recognise 23 static signs from the Colombian Sign Language, with an error of 1.85%. Another example is [6] , where a Gaussian Mixture Model (GMM) allows to recognise 5 static signs obtained from image captures with an error rate of 5.8%
When dynamic features are taken into account, recognition can be restricted to single signs or to whole words. The former approach is followed in [7] , that employs Microsoft Kinect features to identify 8 different signs using weighted Dynamic Time Warping (DTW) with an error rate of 3.3%. The latter approach is considered in [8] , where a combination of k-Nearest Neighbour classifiers and DTW allows to recognise 18 signs extracted by using the Leap Motion 1 sensor with an error rate of 55.6%. Several works have employed Hidden Markov Models (HMM) to exploit the temporal nature of dynamic features in recognition. HMM have been applied in both single word recognition and sentence recognition. For example, [9] employs HMM to recognise a set of 262 gestures obtained from coloured video images with recognition errors from 52.4% to 5.7% in different conditions. [10] presents the recognition of 40 words from American Sign Language, including the recognition of sentences with some fixed length formed by those words; features were extracted from video images obtained by two different recording systems; recognition errors vary from 25.5% to 8.1% for single words, and from 3.2% to 2.2% for fixed length sentences, in different conditions. A more sophisticated approach was taken in [11] , where HMM output distributions were modelled by using Self Organising Features Maps (SOFM). Data were extracted by using tracking gloves and it is collected from a vocabulary composed of 5113 signs. In this case, the isolated word task has an average recognition error of 9.5%, and the sentence recognition task has errors between 27.6% and 8.7% in different conditions.
With respect to employing HMM for LSE, a first approach was taken in [12] , that employed a dataset to recognise 91 single words and sentences combining a subset of 68 words of those 91. Acquisition was performed by using the Leap Motion sensor (which makes acquisition cheaper and simpler comparing to other works). Reported results are a 12.6% of error in single word recognition and 13.0% of Word Error Rate (WER) in sentence recognition. In this work, we employ the same dataset than in [12] , but we explore how different HMM topologies influence the system performance.
Data acquisition and features
Data acquisition for sign language was done by using the Leap Motion sensor. Leap Motion is a sensor optimised to extract information on the hands position. Among their advantadges, Leap Motion is optimised for extracting hand three-dimensional information with high precision, has a small size, a complete API for its programming, and a good quality/price relation. Among their limitations, it has problems for overlapping hands gestures and it is sensitive to sunlight. The limitation on overlapping gestures led us to define a slightly modified set of gestures for some words of LSE.
Data acquisition was done with the software described in [8] , modified to allow the acquisition with both hands and not only one hand. For each hand and finger 3 features are generated, and for each hand 3 more extra features are acquired, giving 21 features for each hand, 42 feature for each sample.
Some issues had to be solved in order to prevent training problems. The first one happens with single-hand movements; in that case, the features for the other hand remain null, and this could cause training errors because of the null variability of that part of data; to avoid that, in those cases the features for one hand are copied for the other. The second issue appears with very short gestures, that cannot be used to estimate HMM with more states than samples; in that case, the number of samples was artificially incremented by interpolation between samples.
The resulting dataset is publicly available 2 . The dataset is composed of a set of isolated word gestures and another set of sentences. Isolated word subcorpus is formed by samples corresponding to 91 words, with 40 examples performed by 4 different people for each word (3640 acquisitions). The words were taken from an on-line LSE course 3 and allow to form some meaningful sentences.Continuous (sentence) subcorpus was acquired by a single person. The number of acquisitions is of 274 sentences, using a subset of the vocabulary of the isolated corpus (68 words).
Experiments and results
For training and decoding, HTK [13] was used. A cross validation approach using 4 partitions was used in the different experiments. Confidence intervals of 95% for the error rates were calculated by using bootstrapping [14] with 10,000 repetitions. 
Isolated word classification
The 91 different words were modelled with 91 HMM. Two options for the HMM topology were selected: uniform number of states for each word (fixed topology), and variable number of states according words lengths and transitions (variable topology). Our hypothesis is that using variable topology must give better results since the length of the samples is quite different depending on the words that are employed; this is in contrast with the usual use of HMM in speech recognition, where all phones are usually modelled with the same topology.
For the fixed topology, number of states selected were from 1 to 7 (longer HMM provided training errors because lack of data). For the variable topology, the following process was adopted: features' values for each word were normalised between 0 and 1 (scaling between the minimum and maximum value for each feature in the acquired samples), Euclidean distance from sample i to sample i + 1 (di) was calculated, and average distance value for all n samples in the word (d) was computed. After that, the number of states was equal to
with k ∈ R + . In our case with used k ∈ {1, 1.5, 2, 2.5, 3}. Lower k values were disregarded because of training problems (many samples were not long enough to contribute to training). Figure 1 shows HMM number of states distribution for each k.
In both types of topologies, cross validation with 3 partitions for training and 1 partition for test was performed. All HMM followed a left-to-right without skips transition topology. Initial prototypes were initialised to average mean and covariance for the data on the training partitions (by using HCOMPV HTK tool). After initialisation, several training iterations (by using HEREST HTK tool) were performed (up to 9 iterations). The best average iteration (according to the cross validation test) set of models was employed to duplicate gaussian numbers (by using HHED HTK tool), and a new set of reestimation iterations was performed. The process continued until 8 gaussian per state models were obtained. Recognition tests were performed on the different sets of HMM (by using HVITE HTK tool) with a parallel word language model. Table 1 for fixed topologies and in Table 2 for variable topologies.
Test classification error results (corresponding to best training iteration for each number of gaussians) are presented in
As was expected, recognition errors with variable topologies are slightly better than those obtained using fixed topologies. Results are coherent since for lower k number, higher number of average states, which coincides with the results tendency for fixed topology. However, differences between best results in the two options are not significant. Table 3 presents the most confused signs using best topology. These signs present some similarities in shape of hands or trajectory during gesture performance. Figure 2 4 shows the representation for signs "hello" and "five". The two signs have the same shape of hand, although the "hello" sign implies a swinging movement not present in "five". 
Sentence recognition
The amount of data for continuous subcorpus (274 sentences) is not enough to use it alone for training tasks. Thus, all results for sentence recognition employ as initial step the models trained with the isolated words. A first approach is to employ isolated words models to directly recognise sentences. In that case, all isolated corpus is employed to train the HMM (including several training iterations and gaussian duplication). For all sentence decoding experiments, the language model was a manual grammar and recognition error was computed with WER. Table 4 presents the WER for the different models of fixed topology, and Table 5 for those of variable topology. In this approach, results are really bad, which was expected since isolated word models do not model transitions between each word. In any case, the effect of the variable topology in this case is quite beneficial with respect to the use of fixed topology. Anyway, in both cases recognition errors are so high that would prevent to employ the system in a real environment.
Another approach is to use continuous sentence data to reestimate the HMM. With this approach, transitions between words would be properly modelled. A cross validation approach with 4 partitions was used in order to obtain more reliable average results. Thus, for each best isolated set of models corresponding to each topology and number of gaussians, iterative training reestimations with the sentence data was performed. Best iteration results with this approach and fixed topology are shown in Table 6 , and in Table 7 for variable topology.
As can be seen, error rates decrease dramatically, making feasible the potential use as real system. Apart from that, in this approach fixed topologies behave better than variable topologies, although differences are not significant. Thus, retraining with continuous data seems suitable to obtain good results.
Anyway, the continuous data is not fully used since it does not participate in gaussian increment. Final approach will train from scratch the HMM using the whole set of isolated data and the corresponding cross validation partitions of sentence data. This process includes initialisation, single gaussian estimation and retraining, and gaussian duplication and retraining. Decoding results (best training iteration) for fixed topologies can be seen in Table 8 and for variable topologies in Table 9 .
With this last option, variable topologies present a better recognition result than fixed topologies, although results are not significantly better. However, in general the tendency is that topologies fitted to the length of signs work better than using the same topology for all of them.
As happened with isolated words, most confused signs in sentence recognition have similar hand shapes or similar trajectories during gesture. In fact, most of confused signs are the same, as can be seen in the confusion matrix for sentence recognition presented in Table 10 .
Conclusions and future work
In this work we have presented a sign language recognition system for Spanish Sign Language (LSE). The acquisition system is the Leap Motion sensor, a cheap and versatile hardware that makes data acquisition feasible for a wide range of users. The covered vocabulary size is higher than in many other works that employ Hidden Markov Model recognition for this task, and both isolated word and sentence recognition is performed with promising error rates (about 10% for isolated words and about 12% WER for sentences). The proposal of using variable topologies obtains better results than fixed lenght topologies, although statistical significant improvements are not obtained. Future work will be directed to the use of separated recognition for each hand and posterior integration of the recognised posibilities using output combination techniques like ROVER [15] or Lattice Rescoring [16] . The use of more sophisticated models based on Deep Neural Networks [17] is another option, although for that case we think that a more massive acquisition would be needed. This extended acquisition, including more words and a less restricted language model for sentences, will be explored in another task. 
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