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a b s t r a c t
We study the perfect matchings in the dual of the square–octagon lattice graph, which
can be considered as domino tilings with impurities in some sense. In particular, we show
the local move connectedness, that is, if G is a vertex induced finite subgraph which is
simply connected, then any perfectmatching inG can be transformed into any other perfect
matching inGby applying a sequence of localmoves each ofwhich involves only two edges.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The dimer model is a statistical mechanical model on a graph, where configurations consist of perfect matchings of
the vertices. Dimer models on planar bipartite lattice graphs have greatly advanced over the last decade (see e.g., [2]),
but much less is known about non-bipartite cases. This paper deals with the dual of the square–octagon lattice graph
which is non-bipartite. In particular, we show the local move connectedness, that is, if a vertex induced subgraph G of the
dual square–octagon lattice graph is simply connected, then any perfect matching in G can be transformed into any other
perfect matching in G by applying a sequence of local transformations each of which involves only two edges. Thurston [7]
introduced the so-called height functions, which have been extensively used to prove the local move connectedness for
various systems (see e.g., [1,4,6]). The authors have not found a height function argument and are uncertain whether there
is such an argument or not. Therefore we employ an elementary combinatorial argument in this paper.
Throughout the paper,VG denotes the set of vertices of a graph G, and EG denotes the set of edges. The graph Γ is defined
as follows: The setVΓ of vertices of Γ is Z2, which is divided into two disjoint subsets B = {(x, y) ∈ VΓ | x+ y is even} and
W = VΓ \B. We say that a vertex is black (resp. white) if it is in B (resp.W ). There is an edge between v and v′ ∈ VΓ if and
only if
v − v′ ∈ {±(1, 0),±(0, 1)}
or
v, v′ ∈ B and v − v′ ∈ {±(1, 1),±(1,−1)}.
Thus, Γ is the dual graph of the square–octagon lattice graph. (See Fig. 1.) We call an edge connecting two black vertices a
diagonal edge. Hence, without diagonal edges, Γ would be the ordinary square lattice graph. A path in G is a sequence of
vertices (v0, v1, . . . , vl) where {vi, vi+1} ∈ EG for 0 ≤ i < l. A cycle is a path of the form (v0, v1, . . . , vl−1, v0). A (simple)
loop is a cycle (v0, v1, . . . , vl−1, v0) where vi 6= vj for 0 ≤ i < j < l. We define the length of a loop (v0, v1, . . . , vl−1, v0) to
be l. Later we need to consider directions of edges and a directed edge from v tow is denoted by (v,w).
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Fig. 1. Square–octagon graph (dashed) and its dual Γ .
Fig. 2. Prototypes of the local moves.
A perfect matching (or dimer configuration) M of a graph G is a subset of EG such that each element of VG is incident
to exactly one element of M . We say a subgraph G of Γ is simply connected, if G and Γ \G are both connected. We say a
subgraph of Γ is normal, if it is simply connected and induced by a finite subset of VΓ . We study the perfect matchings in
normal subgraphs of Γ .
LetM be a perfect matching of a normal graph G and let k be the number of diagonal edges inM . Then
](VG ∩ B)− ](VG ∩W ) = 2k. (1)
Hence, the number of diagonal edges in a perfect matching M of G is an invariant of G, not depending on the choice of M .
According to (1), the fraction of diagonal edges is generically small in a matching of a large graph G. Moreover, if a perfect
matching in G contains no diagonal edges, then it is a perfect matching of the ordinary square lattice graph, i.e., the domino
tiling. Therefore, we consider diagonal edges in a perfect matching as impurities in a domino tiling.
Let a, b, c, d ∈ VG be four distinct vertices which satisfy one of the followings,
S a, b, c, d are the four vertices of a unit square.
T {a, b} and {b, c} are diagonal edges, and {c, d} and {d, a} are horizontal or vertical edges.
and let {{a, b}, {c, d}} be contained in a perfect matchingM of G. In case of S (resp. T), a local movewhich is a transformation
replacing {{a, b}, {c, d}}with {{b, c}, {d, a}} is a square move (resp. triangle move), which is shown in Fig. 2. Our main result
in this paper is the local move connectedness:
Theorem 1. Given two perfect matchings in a normal graph G, there is a sequence of square and triangle moves which transforms
one to the other. (See Fig. 3 for an example.) Moreover, the number of local moves required to transform a matching to the other
is at most 76n
2 where n is the number of the vertices of G.
Related works
Kenyon and Rémila [3] is the first to closely analyze perfect matchings in a non-bipartite lattice graph, the triangular
lattice. They showed an efficient algorithm which tells the existence of the perfect matchings on given subgraphs of the
lattice and proved the local move connectedness. Our method of the proof looks similar to that of [3] in the sense that we
consider loops obtained by superimposing two perfect matchings, and eliminate them by local moves. However, there are
some significant differences. In order to capture the global structure without using the height function, we use a notion of
angles concerning the loops.
James Propp [5] proposed a problem of counting the perfect matchings of so-called Aztec rectangles with extra edges,
which are certain normal subgraphs of the lattice graph Γ . This problem still remains open. By Theorem 1, we can construct
an ergodic Markov chain whose state space is the set of all perfect matchings, so that its stationary distribution is uniform.
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Fig. 3. Example of local move connectedness.
Fig. 4 shows a simulations on the 40 by 60 Aztec rectangle and a rectangle with different boundary condition, where is
the diagonal edges in thematching. Some interesting properties of the randommatchings can be observed in the simulation,
which should be explored in the future.
2. Proof
Superimposing twoperfectmatchings in a graphG, we obtain a subgraph ofG consisting of disjoint loops and single edges.
(See Fig. 5.)We say twomatchingsM1 andM2 generate a loop C if C is obtained by superimposingM1 andM2. Loops appear at
the vertices where two matchings differ. Thus, to prove Theorem 1, it suffices to show that such loops can be eliminated by
local moves. The outline of the proof is as follows. Proposition 1 shows the theorem for the slim loops, i.e., loops surrounding
no vertices inside. We complete the proof by showing that non-slim loops can be transformed into slim loops. Lemma 3 is
the key to proving it.
2.1. Slim loops
Let v be a vertex of Γ . We define the neighbor N(v) of v to be the set of the vertices which are adjacent to v. We define
the neighbor N(S) of a set S to be ∪v∈S N(v). A vertex v ∈ VG is an inner vertex of a graph G if N(v) ⊂ VG.
Let C be a loop in a normal graph G. We define the diameter d(C) of C in the following way: We denote by Γ ′ the dual
graph ofΓ . The loop C cutsΓ ′ into two connected components, one of which is surrounded by C and the other one is outside
C . We denote by TC the component surrounded by C . We define d(C) to be the diameter of TC .
We say a loop C is slim if C surrounds no vertices inside. We say a loop is even if it has even length. A loop in TC surrounds
inner vertices of C and hence if a loop C is slim, then TC is a tree. Conversely, a tree T in Γ ′ corresponds to a slim loop, if T
does not contain any almost loop, i.e., a path which would become a loop with one more additional edge.
We first study the slim loops. Let C1 and C2 be two loops in Gwhich have disjoint interiors and share exactly one edge e.
Then the set of edges (EC1∪EC2)\{e} forms a larger loop,whichwe call the concatenation of C1 and C2. If C is the concatenation
of two slim loops C1 and C2, then the concatenation of C and another slim loop C3 is an yet another slim loop, which we call
the concatenation of C1, C2 and C3. In this way, we can define the concatenation of a sequence of n slim loops C1, C2, . . . , Cn.
Lemma 1. Let C be an even slim loop. Then C is a concatenation of loops of the forms shown in Fig. 6 and their 90° rotations.
Proof. For the loops with diameter less than or equal to 3, we check the statement by exhaustive case analysis. Fig. 7 shows
all of the even slim loops of diameter less than or equal to 3, up to 90° rotations, which are all concatenation of at most two
loops in Fig. 6.
Then we prove the statement by induction on the diameter of C . Suppose C has the diameter d > 3. Then there exists at
least one path p = (w0, w1, . . . , wd) in TC which gives the diameter of TC . We denote the edge {wi, wi+1} by ei.
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Fig. 4. MCMC experiments on the 40 by 60 Aztec rectangle (top) and another rectangle (bottom), 45° rotated.
1. If the vertexw1 is incident to no edges other than e0 = {w0, w1} and e1 = {w1, w2}, then we remove the edge e1 from TC
and obtain a graph consisting of two connected components {e0} and the rest. We can associate these two components
{e0} and the rest with even slim loops A and R respectively. The loop A has the diameter 1 and R has the diameter at most
d. The concatenation of A and R is equal to C .
2. If the vertex w1 is incident to edges other than e0 and e1, and w2 is incident to no edges other than e1 and e2, then we
remove the edge e2 from TC and obtain a graph consisting of two connected components. We can associate these two
components with two even loops A and R respectively, such that, A has the diameter 2 and R has the diameter at most d.
The concatenation of A and R is equal to C .
3. If the vertexw1 is incident to an edge other than e0 or e1 andw2 is incident to an edge other than e1 and e2, then, since TC
is a tree without almost loop, there are only two possible patterns up to 90° rotations and reflections, which are shown
in Fig. 8. In case of the pattern shown in the left side of Fig. 8, by removing the edge e3 from TC , we have a graph with
two connected components, one of which has the diameter 3 and the other has the diameter at most d. Thus we have an
expression of C as the concatenation of two cycles A and R, whose diameters are 3 and at most d respectively.
In case of the pattern shown in the right side of Fig. 8, by removing e2 and the edge ex which is incident to w2 and
other than e1 and e2, we have a graph with the three connected components, A, B and R. Thus, we have an expression of
C as the concatenation of A, B and R, whose diameters are 1, 2 and at most d respectively.
There may be more than one paths in TC which give the diameter and the diameter of the loop R obtained by the procedure
above may not be strictly less than that of C . However, R encloses the area strictly smaller than the area enclosed by C .
Therefore, repeatedly applying this procedure to the resulting loops R, we obtain a loop with strictly smaller diameter. Thus
we obtain an expression of C as the concatenation of even slim loops of diameter smaller than 4. 
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Fig. 5. Superimposing two perfect matchings.
Fig. 6. Prototypes of slim loops.
Fig. 7. Even slim loops with small diameters.
Lemma 2. If a loop C generated by two perfect matchings is the concatenation of loops C1 and C2 where C1 is an even slim loop
of diameter smaller than 4, then C can be transformed into C2 by a sequence of square and triangle moves which keeps the edges
outside C unchanged.
Proof. We introduce twonew localmoves, the leafmove and the butterflymove,which are shown in Fig. 9. A leaf or butterfly
move can be performed by a sequence of square and triangle moves. (See Fig. 10 for the relation among the local moves.) Let
M1 andM2 be the matchings which generate C . Let C1 = (v0, v1, . . . , v2k−1, v0), denote the edge {vi, vi+1} by ei, and assume
e0 is shared by C1 and C2. Then the edges e1, e3, . . . , e2k−1 are in the same matching, sayM1, and the edges e2, . . . , e2k−2 are
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Fig. 8. Case 3.
Fig. 9. Leaf move and butterfly move.
Fig. 10. Relations among local moves.
in the other matching M2. A square, triangle, leaf, or butterfly move replace e1, e3, . . . , e2k−1 in M1 with e0, e2, . . . , e2k−2,
which transforms C into C2. 
Proposition 1. If a loop C generated by two perfect matchings is a concatenation of an even slim loop C1 and an even loop C2,
then C can be transformed into C2 by a sequence of the square and triangle moves which keeps the edges outside C unchanged. In
particular, if C is slim, then C can be eliminated by a sequence of the square and triangle moves, which keeps the edges outside C
unchanged. Moreover, the number of square and triangle moves required to eliminate the slim loop C is at most 56n where n is the
number of vertices of C.
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Fig. 11. Eliminating a simple loop by local moves.
Fig. 12. Exposed cycle.
Proof. By Lemma 1, C1 is the concatenation of the loops of types S, T , L and B in Fig. 6. Lemma 2 implies that, by applying
the square, triangle, leaf or butterfly moves, we can transform C into C2. (See Fig. 11 for an example.) One square or triangle
move removes two vertices from a loop. A leaf move is composed of three square and triangle moves, and removes four
vertices from C . A butterfly is composed of five square and triangle moves and remove six vertices, and the last statement
follows. (See Fig. 10.) 
2.2. Fat loops
Let H be a normal graph and {v0, v1} an edge of H . We say a directed edge (v0, v1) is an exposed edge of H if there is a
vertex w1 6∈ VH such that v0 and v1 are both adjacent to w1, and the sequence v0, v1, w1 is in anti-clockwise order. There
is a vertex v2 ∈ N(v1) ∩ VH such that the angle 6 v0v1v2 is the smallest measured in clockwise direction. Then the edge
(v1, v2) is also an exposed edge. Applying the same procedure to the edge (v1, v2) we obtain an exposed edge (v2, v3). In
this way, we obtain a path C = (v0, v1, v2, . . .) which consists of exposed edges only. Denote ei = (vi, vi+1) for i ≥ 0.
Then the sequence e0, e1, e2, . . . forms a cycle, since ei has a unique successor edge defined in the procedure and a unique
predecessor edge. (See Fig. 12.) Further, since H is connected, C is uniquely determined for H not depending on the choice
of the starting edge e0. We call C the exposed cycle of H .
Lemma 3. Suppose C is a loop in a normal graph G, H a connected component of the graph induced by the vertices surrounded by
C, and M a perfect matching of H. Let L = (v0, v1, . . . , vl−1, v0) be the exposed cycle of H. Then, there are at least two distinct
modulo l integers k = k1, k2 each of which satisfies the following two conditions:
a: The edge {vk, vk+1} is in a perfect matching Mk obtained by applying at most two local moves to M.
b: There are mutually adjacent vertices c and d on the loop C, such that, vk, vk+1, c, d are four vertices of the shape S or T and
the edge {c, d} is not a diagonal edge.
(See Fig. 13.)
Remark 1. The existence of at least two k’s with the desired properties plays crucial role in the proof of the main
theorem.
Remark 2. Assume {vk, vk+1} ∈ Mk. If (vk, vk+1) is diagonal exposed edge ofH , then there is a vertex c on C which is adjacent
to both of vk and vk+1. Thus two edges incident to c and not incident to vk and vk+1 are on C . Let {c, d} be one of these two
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Fig. 13. Two types of edges on an exposed cycle.
edges. Then the vertices vk, vk+1, c and d form a triangle shape T . But the same is not true for horizontal or vertical exposed
edges. Even if (vk, vk+1) is a horizontal or vertical exposed edge of H which forms the square shape S with the vertices c, d
on C , the edge {c, d} does not necessarily lies on C . (See Fig. 13.)
Proof. We denote xi = 6 vi−1vivi+1 − 180°, which is the angle of the right turn at the vertex vi, and we denote zi =
x0 + x1 + · · · + xi. Here, the subscripts i of vi and xi are taken modulo l, but the subscripts of zi are not taken modulo l.
Thus we obtain an infinite periodic sequence x0x1x2 · · ·. By the definition of the exposed cycle, xi can not take the value
−180° or −135°. We denote the possible values of xi, −90°,−45°, 0°, 45°, 90°, 135°, and 180° by 2¯, 1¯, 0, 1, 2, 3 and 4
respectively. So the sequence x0x1 · · · xl−1 is a word over the alphabetA = {2¯, 1¯, 0, 1, 2, 3, 4}. We use the notations in the
formal language theory: The empty word is denoted by , which is the word of length zero. We denote by a∗ the set of words
{, a, aa, aaa, . . .}, each element of which is a repetition of some letter a ∈ A. If zi ≤ 0 for some i, then take the largest m
for which zm is minimized and change the indices of the exposed cycle so that it starts at the position previously indexed by
m+ 1. Hence, we may assume that zi > 0 for all i ≥ 0 and hence x0 ∈ {1, 2, 3, 4}.
First we show, by case-by-case analysis of the leading patterns of x0x1x2 · · ·, that there exists at least one integer k such
that k satisfies the condition a, b, and
k ≥ −1 and zi ≤ 180° for 0 ≤ i ≤ k. (2)
x0 = 4.
x0 = 4 implies {v0, v1} ∈ M . If {v0, v1} is a diagonal edge, then, as we have seen in Remark 2, {v0, v1} and an
edge on C form a triangle shape T . Thus we can take k = 0 satisfying the required conditions.
Therefore, we only need to check the case when {v0, v1} is not a diagonal edge. Suppose x0x1 = 42¯. Then
we have v0 ∈ W = {(x, y) | x + y is not even} since otherwise (v0, v2) would be an exposed edge and
6 v−1v0v1 > 6 v−1v0v2. Hence v2 ∈ W and the sequences like 42¯1¯, 42¯1 or 42¯3 are not possible. The leading
sequence 42¯2¯ is not possible since zi > 0 for i ≥ 0. The leading sequence 42¯4 allows no perfect matching in H .
Thus we prove the existence of k with the conditions a, b and (2) for the following leading patterns of
x0x1x2 · · · xl−1:
4
{
1¯, 0, 1, 2, 3, 4
}
.
As mentioned above, we only need to study the case when {v0, v1} ∈ M is horizontal or vertical. It is clear
that the edge {v0, v1} and two vertices on C form a unit square. The gray line in Fig. 14 is the exposed cycle and
the small squares are the vertices on the loop.
42¯0 {0, 1, 2, 3, 4}.
We first consider the sequence 42¯00. Consider the possible dimer configuration around v2 and v3. If
{v2, v3} ∈ M or {v3, v4} ∈ M then each of them would make the square shape S with two vertices on C .
Otherwise, there are two possible configurations at v3, each of which can be transformed to have an edge
{v2, v3} by applying local moves. (See Fig. 15.) For 42¯0 {1, 2, 3, 4}, we can prove the statement in the same
manner.
42¯01¯.
Since zi > 0 for i ≥ 0, this leading sequence can be extended only in the form 42¯01¯0 ∗ {1, 2, 3, 4}. Let
x0x1 . . . xm = 42¯01¯0 ∗ d,




Fig. 17. 42¯2{1¯, 0, 1, 2, 3, 4}.
where d ∈ {1, 2, 3, 4}. Then any possible dimer configurations around the vertices v0, . . . , vm can be
transformed into the one such that there exists an integer k ≤ mwhich satisfies a, b and (2). (See Fig. 16.)
42¯2(2¯2) ∗ {1¯, 0, 1, 2, 3, 4}.
Let x0x1 · · · x2m = 42¯22¯2 · · · 2¯2dwithd ∈ {1¯, 0, 1, 2, 3, 4}. This implies {v0, v1}, {v2, v3}, . . . , {v2m−2, v2m−1}
∈ M , and we can take k = 2m− 2 which satisfies condition a, b, and (2). (See Fig. 17.)
42¯(22¯) ∗ {0, 4}.
Let x0x1x2 · · · xm = 42¯22¯ · · · 22¯d with d ∈ {0, 4}. Then we have {v0, v1}, {v2, v3}, . . . , {vm−2, vm−1} ∈ M . If
d = 4, then we have no matching of H . If d = 0 we can choose k = m which satisfies the conditions a, b and
(2). (See Fig. 18.)
x0 = 3.
x0 = 3 implies {xk, xk+1} ∈ M with k = −1 or 0. (See Fig. 19.) There are two mutually adjacent vertices c and d
on the loop C , such that vk, vk+1, c, d are the four vertices of the shape S or T .
F. Nakano et al. / Discrete Mathematics 310 (2010) 1918–1931 1927
Fig. 18. 42¯22¯0.
Fig. 19. x0 = 3.
Fig. 20. 20 ∗ 1¯.
x0 = 2.
20 ∗ 1¯.
This leading sequence can be extended only in the form 20 ∗ 1¯0 ∗ {1, 2, 3, 4}. Let x0x1 · · · xm =
200 · · · 01¯00 · · · 0dwhere d ∈ {1, 2, 3, 4}. The existence of an integer k ≤ mwhich satisfies a, b and (2) can be
checked as shown in Fig. 20.
20 ∗ {1, 2, 3, 4}.
Let x0x1 · · · xm = 200 · · · 0d where d ∈ {1, 2, 3, 4}. The existence of an integer k ≤ m which satisfies a, b
and (2) can be checked as shown in Fig. 21.
x0 = 1.
x0 = 1 implies that the leading sequence is of the form 10 ∗ {1, 2, 3, 4}. Let x0x1 · · · xm = 100 · · · 0d where
d ∈ {1, 2, 3, 4}. The existence of the integer k ≤ mwhich satisfies a, b and (2) can be checked as shown in Fig. 22.
In each case above, at most two local moves suffice to transform the matching M into Mk which contains the edge
{vk, vk+1} in the condition a.
To complete the proof, we have to show that there are at least two distinct modulo l integers k each of which satisfies the
conditions a and b. In the above we have already shown that there exists at least one such k,which we denote by k1. Note
that k1 ≥ −1 and zi ≤ 180° for 0 ≤ i ≤ k1.
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Fig. 21. 20 ∗ {1, 2, 3, 4}.
Fig. 22. 10 ∗ 1.
Fig. 23. C as the concatenation of loops (top) and adjacency of fat loops (bottom).
Fig. 24. Digging an inner edge out.
First assume that k1 = −1. Then we have xk1+1 (=x0) = 45° or 135°. We set m to be the largest integer satisfying
0 < m < l− 1 and zm−1 = min{zi | 0 ≤ i < l− 1}. Then
zi − zm−1 = xm + xm+1 + · · · + xi > 0
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Fig. 25. There are at least two positions around Hi where the square {a, b, c, d} can be found.
for i ≥ m, and since zl−1 = 360° and zm−1 ≤ 135°,
zl−1 − zm−1 ≥ 360°− 135° > 180°.
Therefore we can prove the existence of an integer k which satisfies 0 ≤ k < l− 1 and the conditions a and b, in the same
manner as the above proof of the existence of k1.
Then assume that k1 ≥ 0 and hence zk1 > 0. Let n be the largest integer satisfying k1 < n < l and zn−1 = min{zi | k1 ≤
i < l}. Then we have
zi − zn−1 = xn + xn+1 + · · · + xi > 0
for all i ≥ n, and, since zl > 360° and zn−1 ≤ zk1 ,
zl − zn−1 > 360°− zk1 ≥ 180°.
Thus, we can prove the existence of k such that n − 1 ≤ k ≤ l − 1, in the same manner as the proof of the existence of k1.
However, it is possible that k = k1 (=n− 1). In that case, xk1+1 (=xk2+1) = 45° or 135° and the same argument of the case
when k1 = −1 proves the existence of k 6≡ k1 (mod l)which satisfies the conditions a and b. 
Proof of Theorem 1. Let C be a loop in the graph generated by two perfect matchings M1 and M2. We assume that C is
the innermost loop, that is, C contains no other loops generated by M1 and M2 inside and so M1 and M2 coincide inside C .
We show that, if C surrounds vertices inside, then the loop C can be transformed into a loop surrounding less number of
vertices inside by local moves which keep edges outside C unchanged. Repeating these transformations, we obtain a slim
loop, which we have shown to be eliminated by using local moves by Proposition 1. We repeatedly apply this procedure to
the remaining innermost loops and finally all loops are eliminated.
LetH1,H2, . . . ,Hm be the connected components of the graph induced by the vertices surrounded by C . We say an edge e
is a separation edge of C if it connects non-consecutive vertices of C and each of the two loops induced by C and e surrounds at
least one vertex. It can be easily confirmed that there exists a separation edge of a loop C if and only if the graph H induced
by the vertices surrounded by C is not connected. If C has a separation edge e then C is the concatenation of two loops
(sharing e) with smaller interiors for which the process can be repeated, and finally C is expressed as the concatenation of
loops C1, C2, . . . , Cm which have connected interiors H1,H2, . . . ,Hm respectively. (See top of Fig. 23.)
We say Ci is adjacent to Cj if they share an separation edge of C . There is a loop Ci which has only one adjacent loop, since
otherwise C would not be simple. (C1 in Fig. 23 is an example of such loops.) We remark that the adjacency of these loops
does not depend on the choice of separation edges, which can be proved by induction on the number m of the connected
components. By Lemma 3, wemay assume that there is a square S or a triangle T which consists of vertices {a, b, c, d}where
c and d are vertices of C and the edge {a, b} is contained in a matching of Hi (obtained by applying a sequence of local moves
to M1 inside C). Moreover, the edge {c, d} is not an diagonal edge and there are at least two positions where such c and d
are found.
We first consider the case where the edge {c, d} is on C . In this case a triangle move or a square move deforms the loop
C into a smaller loop which contains the edge {a, b}. (See Fig. 24.)
Next, we assume that the edge {c, d} is not on C , that is, c and d are not consecutive on C . Then, as we have seen in
Remark 2, the edge {a, b} is not diagonal and therefore {a, b, c, d} constitutes the square shape S. Recall that there are at
least two positions around Hi where such a, b, c and d can be found. If the edge {c, d} is a separation edge, then we can take
the other position where the edge {c, d} is not a separation edge, since otherwise Ci has two adjacent loops. Then the edge
{c, d} and C induce two loops L1 and L2 either of which is slim. We assume L1 is slim. (See Fig. 25.)
If L1 is an even loop, then, by Proposition 1, a sequence of local moves transforms C into L2. If L1 is not an even loop, L1
can be expressed as the concatenation of a unit cell triangle cdf and an even slim loop. (See left side of Fig. 26.) Therefore a
sequence of local moves deform C into a smaller loop containing the path (c, f , d). (The second from right of Fig. 26.) Finally
a leaf move deforms C into a smaller loop which contains {a, b}. (Right side of Fig. 26.)
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Fig. 26. When the edge {c, d} is not on C and Tj is an odd loop, Tj is the concatenation of an even slim loop and the unit cell triangle cdf . Local moves
deforms C into a smaller loop and finally the edge {a, b} becomes a part of C .
Fig. 27. Hexagonal lattice with extra edges.
Fig. 28. local moves.
Finally, we consider the bound of the number of local moves required to transform a matching to other matchings. Let n
be the number of vertices ofG. It is obvious that there are atmost n vertices on or inside a loop C generated by twomatchings
of G. As we have seen above, by Lemma 3, if C surrounds vertices inside, then a square, triangle, or leaf move τ preceded
by at most two square and triangle moves transforms C into a loop C ′ with less number of vertices inside. If τ is a square
or triangle move, the number of the vertices inside the loop decreases by two. If τ is a leaf move, then the decrease is four.
A leaf move is composed of three square and triangle moves. (See Fig. 10.) Therefore, C can be transformed into a slim loop
by a sequence of square and triangle moves of length at most 32n. By the last statement of Proposition 1, a slim loop can be
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Fig. 29. A perfect matching of the hexagonal lattice with extra edges.
eliminated by at most 56n square and triangle moves. Two matchings generate at most n/2 loops and the last statement of
the theorem follows. 
3. Concluding comments
Our argument above may not be very concise and some simplifications could be possible, but it can be easily modified
to apply to other lattices. It gives another proof of the local move connectedness theorems for the triangular lattice [3] and
for the pure domino tilings [7]. Here we give another nice example of the application.
















. The vertices VΛ is divided into two subsets,
B = Ze1 + Ze2,
andW = (1, 0)t + B. There exists a edge between two vertices v1 and v2 if and only if,
‖v1 − v2‖ = 1,
or
‖v1 − v2‖ =
√
3 and v1, v2 ∈ B.
J. Propp [5] proposed a problem of counting the perfect matchings of the subgraph ofΛ like shown in Fig. 27. This problem
itself also still remains open, but our argument proves that the local moves of three types shown in Fig. 28 connect all
matchings. The proof will be shown in detail in our forthcoming paper. Fig. 29 shows a simulation of Markov chain using
the local moves.
References
[1] C. Kenyon, R. Kenyon, Tiling a polygon with rectangles, in: Proceedings of 33-rd IEEE Symposium on Foundations of Computer Science, FOCS, IEEE,
1992, pp. 1149–1178.
[2] R. Kenyon, A. Okounkov, S. Sheffield, Dimers and amoebae, Ann. Math. 3 (2006) 1019–1056.
[3] C. Kenyon, E. Rémila, Perfect matchings in the triangular lattice, Discrete Math. 152 (1996) 192–210.
[4] M. Korn, I. Pak, Tilings of rectangles with T -tetrominoes, Theoret. Comput. Sci. 319 (2004) 3–27.
[5] J. Propp, Enumeration ofmatchings: Problems and progress, in: Billera, et al. (Eds.), New Perspectives in Algebraic Combinatorics, Cambridge University
Press, 2000.
[6] S. Sheffield, Ribbon tilings and multidimensional height functions, Trans. Amer. Math. Soc. 354 (12) (2002) 4789–4813.
[7] W.P. Thurston, Conway’s tiling groups, Amer. Math. Monthly 97 (1990) 757–773.
