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ABSTRACT
Bifurcation problems in which periodic boundary conditions or Neumann boundary con-
ditions are imposed often involve partial differential equations that have Euclidean symmetry.
As a result the normal form equations for the bifurcation may be constrained by the “hid-
den” Euclidean symmetry of the equations, even though this symmetry is broken by the
boundary conditions. The effects of such hidden rotation symmetry on D4+˙T
2 mode inter-
actions are studied by analyzing when a D4+˙T
2 symmetric normal form F˜ can be extended
to a vector field F with Euclidean symmetry. The fundamental case of binary mode inter-
actions between two irreducible representations of D4+˙T
2 is treated in detail. Necessary
and sufficient conditions are given that permit F˜ to be extended when the Euclidean group
E(2) acts irreducibly. When the Euclidean action is reducible, the rotations do not impose
any constraints on the normal form of the binary mode interaction. In applications, this
dependence on the representation of E(2) implies that the effects of hidden rotations are
not present if the critical eigenvalues are imaginary. Generalization of these results to more
complicated mode interactions is discussed.
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1 Introduction
When the governing equations for a system have Euclidean symmetry then bifurcations can
reflect this symmetry even when the boundary conditions for the system are defined for
a domain that is invariant only under a subgroup Γ ⊂ E(n) of the Euclidean group. In
particular, the normal form describing bifurcation from a Γ-invariant equilibrium may have
extra symmetry or special structure not typically associated with a Γ-symmetric bifurcation.
These “non-generic” features of the normal form can be explained by appropriately incor-
porating the “hidden” Euclidean symmetry into the normal form construction. Bifurcation
with hidden symmetry in this sense has been investigated in reaction-diffusion systems,[1]-
[4] the Kuramoto-Shivashinsky equation,[5] and fluid dynamical models of convection and
surface waves.[6]-[8] In addition, Field et al discuss the occurrence of hidden symmetries in
more general settings.[9]
Recent research has concentrated on the effects of hidden translation symmetry for sys-
tems with Neumann or Dirichlet boundary conditions at rigid sidewalls. The effects of
hidden rotation symmetry are less well understood and have not been systematically studied
either theoretically or experimentally. This paper analyzes such hidden rotation symmetry
in a specific context that occurs often in applications: bifurcation from a D4+˙T
2-symmetric
equilibrium described by a D4+˙T
2-symmetric normal form. For systems described by Eu-
clidean symmetric equations on R2, this type of bifurcation can arise in at least two ways:
• a symmetry breaking bifurcation from an E(2)-invariant equilibrium often leads to
spatially periodic states and one can analyze such patterns and their dynamics by
posing the problem on a periodic lattice in the plane.[10] For a square lattice, the
symmetry of the bifurcation problem is D4+˙T
2 and one would like to understand the
effect of hidden rotation symmetry on the D4+˙T
2 normal form;
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• the physical system (e.g. a fluid) may occupy a volume of square cross section with
boundary conditions at the sidewalls that allow mathematical extension of solutions to
a larger square domain such that the extended solutions are spatially periodic.[7] The
bifurcation problem for the extended solutions then has D4+˙T
2 symmetry. In typical
examples, it is often the presence of Neumann or Dirichlet boundary conditions in
the original problem that allows the extension to a bifurcation problem with periodic
boundary conditions and D4+˙T
2 symmetry. If the normal form for the extended
problem is constrained by hidden rotation symmetry this can in turn modify the normal
form for the original problem.
In such examples, one studies bifurcations described by an E(2)-equivariant evolution
equation
∂ψ
∂t
= G(ψ) (1)
subject to periodic boundary conditions (PBC):
ψ(−π, y, t) = ψ(π, y, t)
ψ(x,−π, t) = ψ(x, π, t) (2)
on a square domain Ω˜ = [−π, π]× [−π, π] in R2. Here ψ(~r, t) represents the field or multiplet
of fields that describes the physical state. Any dependence of ψ on additional spatial coordi-
nates is suppressed. In some cases, the dynamics (1) may be given by a map ψj+1 = G(ψj)
describing the state of the system at discrete times; our discussion of hidden symmetry
applies to such systems as well.
The Euclidean group E(2) : R2 → R2 is generated by rotations R(θ), reflection γ2, and
translations T(a,b) which we denote by
R(θ) · (x, y)→ (x′, y′) (3)
3
where (
x′
y′
)
=
(
cos θ − sin θ
sin θ cos θ
)(
x
y
)
, (4)
and
γ2 · (x, y) → (y, x), (5)
T(a,b) · (x, y) → (x+ a, y + b). (6)
A transformation γ ∈ E(2) acts on the state ψ in the usual way:
(γ · ψ)(~r) = ψ(γ−1 · ~r); (7)
in systems described by a multiplet of fields this action may involve a prefactor on the
right hand side that rearranges the members of the multiplet. For simplicity of notation we
focus on the case without this prefactor; if it is present the transformation in (7) is more
complicated but the analysis of normal forms and hidden symmetry is not affected.
The governing equation (1) commutes with this E(2) action: γ · G(ψ) = G(γ · ψ). In
addition, we assume that solutions satisfying PBC (2) may be extended to solutions of (1)
on all of R2 by periodic replication. In this case, the PBC solutions form a subset of the
solutions on R2 and can be precisely identified by their invariance under the subgroup1
BP = {T(±2π,0), T(0,±2π)}. It follows easily from the Euclidean symmetry of G(ψ) that this
subset of PBC solutions is dynamically invariant.
The subgroup of E(2) that maps the set of BP -invariant solutions into itself is the semi-
direct product D4+˙T
2 where T 2 denotes the translations T(a,b) with (a, b) taken to be 2π-
periodic variables and D4 = {γ1, γ2} is generated by reflection in x:
γ1 : (x, y)→ (−x, y), (8)
1The subgroup is specified by listing its generators.
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and diagonal reflection γ2 (5).
We assume an E(2)-invariant equilibrium G(ψ0) = 0 which provides a solution for the
PBC problem on Ω˜ with full D4+˙T
2 symmetry. The linear stability of ψ0 is determined by
the spectrum of DG(ψ0):
DG(ψ0)Φ~k = λ(|
~k|)Φ~k. (9)
The eigenvector
Φ~k(~r) = φ(|
~k|) ei
~k·~r (10)
satisfies PBC on Ω˜ if ~k has integer components: (kx, ky) ∈ Z
2. The Euclidean invariance of
the equilibrium ψ0 implies that DG(ψ0) commutes with the action of E(2), γ · DG(ψ0) =
DG(γ · ψ0); hence the eigenspaces for PBC define representations of D4+˙T
2.
At a bifurcation from ψ0, the normal form, F˜ : E
c(Ω˜) → Ec(Ω˜), commutes with the
D4+˙T
2 representation carried by Ec(Ω˜), the center subspace defined by the critical modes.
The D4+˙T
2 equivariance of F˜ is the most readily noted consequence of the E(2) symmetry
of G(ψ) and ψ0. In addition, F˜ may be further constrained by symmetries in E(2)−D4+˙T
2
that do not leave Ec(Ω˜) invariant. Our problem is to characterize these these constraints.
The nature of these more subtle constraints appears when we consider the form of E(2)-
equivariant vector fields, F : Ec(R2) → Ec(R2), on the infinite-dimensional space Ec(R2)
defined by the critical modes Φ~k(~r) without regard to PBC. This space carries a represen-
tation of E(2) induced from the action (7) on functions. The space Ec(Ω˜) of the critical
modes subject to PBC is a subspace of Ec(R2). The normal form F˜ for the PBC bifurcation
problem is defined on Ec(Ω˜); the consistency requirement that F˜ reflect all constraints on
the PBC problem due to the E(2) symmetry of G(ψ) is formalized by requiring that F˜ arise
as the restriction of a Euclidean symmetric vector field. More precisely, there should exist
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an E(2)-symmetric F : Ec(R2)→ Ec(R2) such that
F˜ = F|Ec(Ω˜). (11)
This requirement ensures that F˜ is D4+˙T
2-equivariant, but it can impose further constraints
on F˜ . These additional constraints, if present, are said to reflect hidden rotation symmetry in
F˜ arising from the manifest rotation symmetry of F . Because the effect of the D4+˙T
2 sym-
metry depends on the representation carried by Ec(Ω˜), the role of hidden rotation symmetry
depends on the specific representations of E(2) and D4+˙T
2 under consideration.
For D4+˙T
2, the irreducible representations V˜(l,n) may be classified by two mode numbers
l ≥ n ≥ 0 physically representing the wave vector components of ~k = (l, n) for an eigenvector.
Thus each representation is characterized in part by κ = |~k|, the length of the associated
wave vectors,
κ2 = l2 + n2. (12)
The center subspace for PBC decomposes into a finite direct sum of these irreducible repre-
sentations,
Ec(Ω˜) = V˜(l1,n1) ⊕ V˜(l2,n2) · · · ⊕ V˜(lj ,nj); (13)
in the simplest bifurcations Ec(Ω˜) is D4+˙T
2-irreducible and there is only one term in this
sum. In these cases, it is known that the rotations do not constrain the form of F˜ .[12]
Theorem 1.1 Assume Ec(Ω˜) carries an irreducible representation of D4+˙T
2, and F˜ :
Ec(Ω˜)→ Ec(Ω˜) is a D4+˙T
2-equivariant vector field, then there is an E(2)-equivariant vector
field F : Ec(R2)→ Ec(R2) such that F˜ = F|Ec(Ω˜).
The goal of this paper is to generalize this theorem to bifurcations in which the D4+˙T
2
representation carried by Ec(Ω˜) is reducible, i.e. when there is a mode interaction.[13] There
are many possible mode interactions involving different representations (13), however to
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characterize the influence of the hidden rotation symmetry we need only focus on the set
of values {κ1, κ2, . . . , κj} defined by (12) - (13) and the structure of the E(2) representation
on Ec(R2). For a mode interaction (13) defined by a specific reducible representation of
D4+˙T
2, let
Ec(R2) = Eκ1(R
2)⊕ Eκ2(R
2) · · · ⊕ Eκν(R
2) (14)
give the corresponding decomposition of Ec(R2) into E(2)-irreducible subspaces, each of
which is labeled by a value of κ appearing the decomposition of Ec(Ω˜). In general, this
decomposition of Ec(R2) cannot contain more subspaces than occurred in the original mode
interaction (13); i.e.
ν ≤ j. (15)
There are several possibilities:
1. Ec(R2) is irreducible so that ν = 1. This can only happen if κ1 = κ2 = · · · = κj in
(13), and the critical modes must correspond to a real eigenvalue.
2. Ec(R2) is reducible so that ν > 1; then there are two sub-cases:
(a) The case ν = j so that the decomposition of Ec(R2) parallels the decomposition
of Ec(Ω˜); in this circumstance the eigenvalues of the critical modes may be real
or complex. When ν = j the decomposition of Ec(Ω˜) is “forced” by the decom-
position of Ec(R2). A particular example occurs when all of the κi in (13) are
distinct: κi = κm if and only if i = m.
(b) The case ν < j which can be analyzed as a hybrid of cases (1) and (2a).
The normal form F˜ is modified by the hidden rotation symmetry in cases (1) and (2b); in
case (2a) there is no effect. This situation may be summarized by saying that the hidden
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rotations are important whenever the decomposition of Ec(Ω˜) in (13) is not completely forced
by the decomposition of Ec(R2) in (14).
When the hidden symmetries constrain F˜ the mechanism is always the same: the occur-
rence of hidden rotational symmetries on subspaces of Ec(Ω˜). Since Ec(Ω˜) is a subspace of
Ec(R2), for a given rotationR(θ) ∈ E(2) we may consider the rotated subspace [R(θ)Ec(Ω˜)];
if R(θ) 6∈ D4+˙T
2 and [R(θ)Ec(Ω˜)] intersects Ec(Ω˜) in a nontrivial subspace and then R(θ)
is a hidden symmetry on a subspace of Ec(Ω˜). The E(2) symmetry of F implies that F˜ in
(11) must commute with R(θ) on the subspace Ec(Ω˜) ∩ [R(−θ)Ec(Ω˜)]. Our main results
show that all the constraints imposed on F˜ due to hidden rotation symmetry are of this
kind.
In normal form theory F˜ is a formal power series, and the terms at any finite order define
a homogeneous vector field. Thus without loss of generality we can assume F˜ is a smooth
homogeneous vector field on Ec(Ω˜). Section II summarizes our notation for the irreducible
representations of E(2) andD4+˙T
2 and characterizes E(2)-equivariant vector fields on Ec(Ω˜).
Section III forms the main part of the paper; the case of a binary D4+˙T
2 mode interaction
with E(2) acting irreducibly on Ec(Ω˜) is treated in detail. Necessary and sufficient conditions
for F˜ to extend to F are obtained. Section IV analyzes binary mode interactions with a
reducible E(2) representation.
2 Representations of E(2) and D4+˙T
2
2.1 E(2) on Ec(R2)
We first define the irreducible representations Eκ(R
2) of E(2) associated with a given irre-
ducible representation of D4+˙T
2. For V˜(l,n) we have ~k = (l, n) and κ
2 = l2 + n2. Let Φ~k(~r)
denote a PBC eigenvector in V˜(l,n) with wave vector ~k; the Euclidean action (7) acts on such
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modes (10) by
(T(a,b) · Φ~k)(~r) = e
−i(akx+bky)Φ~k(~r), (16)
(R(θ) · Φ~k)(~r) = Φ~k′(~r) (17)
where ~k′ = R(θ) · ~k from (3),
(γ2 · Φ~k)(~r) = Φ~k′(~r) where
~k′ = (ky, kx). (18)
The Euclidean symmetry of the problem implies that all of the modes Φ~k′(~r) obtained from
Φ~k(~r) under E(2) are also eigenvectors for the same eigenvalue, although they may not satisfy
PBC. The wave vectors ~k′ obtained in this way cover A(κ), the circle in ~k-space of radius κ,
A(κ) = {~k ∈ R2 | κ = |~k|}. (19)
Sums of these E(2)-related modes
Φ(~r) =
∑
~k∈A(κ)
a(~k) Φ~k(~r) (20)
define Eκ(R
2); more precisely we introduce a norm
‖ Φ(~r) ‖≡
∑
~k∈A(κ)
|a(~k)|, (21)
and assume in (20) that a(~k) = 0 for all but a finite set of points in A(κ) to assure conver-
gence. The finite sums in (20) form a linear vector space whose closure with respect to (21)
gives us an infinite-dimensional space Eκ(R
2) such that V˜(l,n) ⊂ Eκ(R
2).
The action of E(2) on the basic modes (16) - (18) defines a representation of E(2) on
Eκ(R
2). Melbourne has shown that these representations are absolutely irreducible.
Theorem 2.1 (Melbourne) Let L : Eκ(R
2) → Eκ(R
2) be a linear map which commutes
with the representation of E(2) in (16) - (18), then L must be a scalar multiple of the identity
L = σ(κ) I.
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Proof.
See the Appendix. ✷
This construction extends easily to a mode interaction (13) involving multiple irreducible
representations. We replace (20) by
Φ(~r) =
j∑
i=1
∑
~k∈A(κi)
ai(~k) Φ~k(~r) (22)
where each Φ~k(~r) is a critical mode. The collection of all such finite sums forms a linear
vector space whose closure with respect to
‖ Φ(~r) ‖≡
j∑
i=1
∑
~ki∈A(κ)
|ai(~k)| (23)
defines the space Ec(R2). In general the representation of E(2) on Ec(R2) will not be
irreducible and Ec(R2) is a direct sum of the irreducible representations Eκ(R
2):
Ec(R2) = Eκ1(R
2)⊕Eκ2(R
2) · · · ⊕Eκν (R
2). (24)
Here each irreducible representation is labeled by a value of κ appearing in the initial de-
composition of Ec(Ω˜) into D4+˙T
2-irreducibles. If l2 + n2 = l′2 + n′2 = κ2, then different
representations of D4+˙T
2 in (13), V˜(l,n) and V˜(l′,n′), corresponding to a single eigenvalue may
both be subspaces of Eκ(R
2). Hence the number of E(2) irreducibles in Ec(R2) can be
smaller than the number of D4+˙T
2-irreducibles in Ec(Ω˜): ν ≤ j.
2.2 D4+˙T
2 on Ec(Ω˜)
The center subspace Ec(Ω˜) for PBC is a subspace of Ec(R2) and corresponds to the fixed
point subspace for BP . Since the intersection of the circle A(κ) with the integer lattice Z
2,
A˜(κ) = A(κ) ∩ Z2, (25)
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contains a finite number of points, Ec(Ω˜) will always be finite-dimensional.
The (non-trivial) irreducible representations V˜(l,n) of D4+˙T
2 have dimension four or eight
and may be classified by two mode numbers ~k = (l, n) with l ≥ n ≥ 0 giving the components
of a specific wave vector in A˜(κ).
1. There are two sets of distinct four-dimensional irreducible representations:
(a) For l = n > 0, A˜(κ) = {±~k1,±~k2} where ~k1 = (l, l) and ~k2 = (l,−l). Then
κ2 = 2l2 and
V˜(l,l) = {z1Φ ~k1(~r) + z2Φ ~k2(~r) + cc)| (z1, z2) ∈ C
2}, (26)
carries the representation of D4+˙T
2 generated by
γ1 · (z1, z2) = (z2, z1) (27)
γ2 · (z1, z2) = (z1, z2) (28)
T(a,b) · (z1, z2) = (e
−il(a+b)z1, e
−il(a−b)z2). (29)
(b) For l > n = 0, A˜(κ) = {±~k1,±~k2} where ~k1 = (l, 0) and ~k2 = (0, l). Then κ
2 = l2
and
V˜(l,0) = {z1Φ ~k1(~r) + z2Φ ~k2(~r) + cc)| (z1, z2) ∈ C
2}, (30)
carries the representation of D4+˙T
2 generated by
γ1 · (z1, z2) = (z1, z2) (31)
γ2 · (z1, z2) = (z2, z1) (32)
T(a,b) · (z1, z2) = (e
−ilaz1, e
−ilbz2). (33)
Note that T(π/l,π/l) is in the kernel of type 1 representations but not type 2 representa-
tions, hence they must be inequivalent.
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2. The eight-dimensional representations correspond to l > n > 0 with A˜(κ) = {±~k1,±~k2,±~k3,±~k4}
where ~k1 = (l, n), ~k2 = (l,−n), ~k3 = (n, l), and ~k4 = (n,−l). Now κ
2 = l2 + n2 and
V˜(l,n) = {(z1Φ ~k1(~r) + z2Φ ~k2(~r) + z3Φ ~k3(~r) + z4Φ ~k4(~r) + cc)| (z1, z2, z3, z4) ∈ C
4} (34)
transforms under the following representation of D4+˙T
2:
γ1 · z = (z2, z1, z4, z3) (35)
γ2 · z = (z3, z4, z1, z2) (36)
T(a,b) · z = (e
−i(la+nb)z1, e
−i(la−nb)z2, e
−i(na+lb)z3, e
−i(na−lb)z4). (37)
where z = (z1, z2, z3, z4).
2.3 E(2)-equivariant vector fields on Ec(R2)
Next we describe a result that characterizes the nonlinear E(2)-equivariant vector fields on
Ec(R2) = Eκ1(R
2)⊕Eκ2(R
2) · · · ⊕Eκν (R
2). For a given representation of E(2) we define
Ac = A(κ1) ∪A(κ2) ∪ . . . ∪ A(κν), (38)
and let
F : Ec(R2)→ Ec(R2) (39)
be a Euclidean-symmetric polynomial vector field of degree p. That is we assume
F(αΦ) = αpF(Φ) for any α ∈ R (40)
and
γ · F(Φ) = F(γ · Φ) for any γ ∈ E(2). (41)
When Ec(R2) is reducible (ν > 1), then F has multiple components
F = F1 + F2 . . .+ Fν (42)
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where Fi : E
c(R2) → Eκi(R
2) for i = 1, . . . , ν. If we represent Φ as in (22), then the
homogeneity of F (40) implies Fi must have the form
Fi(Φ) =
∑
~k∈A(κi)
a′i(
~k) Φ~k(~r) (43)
where
a′i(
~k) =
∑
l1≤...≤lp

 ∑
~k1∈A(κl1 )
∑
~k2∈A(κl2 )
. . .
∑
~kp∈A(κlp )
al1(
~k1) al2(
~k2) . . . alp(
~kp)Pi(~k, ~k1, . . . , ~kp)

 .
(44)
Theorem 2.2 F will have Euclidean symmetry (41) if each Pi(~k, ~k1, ~k2, . . . , ~kp) satisfies
two conditions. Given p+ 1 vectors, {~k, ~k1, ~k2, . . . , ~kp}, such that ~k ∈ A(κi) and ~kj ∈ Ac for
j = 1, . . . , p then
Pi(γ · ~k, γ · ~k1, γ · ~k2, . . . , γ · ~kp) = Pi(~k, ~k1, ~k2, . . . , ~kp) for all γ ∈ O(2); (45)
and
Pi(~k, ~k1, ~k2, . . . , ~kp) = 0 if ~k 6= ~k1 + ~k2 + . . .+ ~kp. (46)
In addition, if Fi is real-valued then Pi must be real-valued.
Proof.
The proof is an easy generalization of Melbourne’s result for the case ν = 1; see
the Appendix.✷
3 Binary Mode interactions with Ec(R2) irreducible
Irreducibility of Ec(R2) means that Ec(R2) = Eκ(R
2), so the critical modes correspond to a
single eigenvalue σ(κ) in Theorem II.1. If the original problem is described by real fields, so
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that complex eigenvalues must come in conjugate pairs, then σ(κ) must be real. In addition,
Ec(R2) = Eκ(R
2) implies that in the decomposition
Ec(Ω˜) = V˜(l1,n1) ⊕ V˜(l2,n2) · · · ⊕ V˜(lj ,nj) (47)
we will find κ2 = l21 + n
2
1 = l
2
2 + n
2
2 = · · · = l
2
j + n
2
j . In (47) a given representation V˜(l,n)
appears at most once; a so-called “accidental” degeneracy cannot occur. This feature allows
us to order the mode indices l1 > l2 > · · · > lj and n1 < n2 < · · · < nj in (47) without loss
of generality.
The form of an E(2)-symmetric vector field F of degree p is given by (39)-(44); for a
vector
Φ(~r) =
∑
~k∈A(κ)
a(~k) Φ~k(~r) (48)
in Ec(R2), F(Φ) is given by
F(Φ) =
∑
~k∈A(κ)
a′(~k) Φ~k(~r) (49)
with
a′(~k) =
∑
~k1∈A(κ)
∑
~k2∈A(κ)
. . .
∑
~kp∈A(κ)
a(~k1) a(~k2) . . . a(~kp)P (~k, ~k1, . . . , ~kp). (50)
The function P satisfies
P (~k, ~k1, ~k2, . . . , ~kp) = 0 if ~k 6= ~k1 + ~k2 + . . .+ ~kp; (51)
P (γ · ~k, γ · ~k1, γ · ~k2, . . . , γ · ~kp) = P (~k, ~k1, ~k2, . . . , ~kp) for all γ ∈ O(2) (52)
where ~k ∈ A(κ) and ~kj ∈ A(κ) for j = 1, . . . , p. The restriction of F to E
c(Ω˜)
F˜ = F|Ec(Ω˜) (53)
is accomplished by choosing a(~k) in (48) so that Φ ∈ Ec(Ω˜); the appropriate form of a(~k)
depends on the specific mode interaction.
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Table 1. Examples of Binary Mode Interactions
κ2 (l1, n1) (l2, n2) Type
25 (5,0) (4, 3) [4,8]
50 (7,1) (5,5) [8,4]
65 (8,1) (7,4) [8,8]
We consider binary mode interactions comprised of two irreducible representations of
D4+˙T
2, V˜(l1,n1) and V˜(l2,n2), such that
κ2 = l21 + n
2
1 = l
2
2 + n
2
2 (54)
and l1 > l2. For simplicity write V˜i for V˜(li,ni) so that
Ec(Ω˜) = V˜1 ⊕ V˜2. (55)
There are three possibilities in (55) which we refer to as the [4, 8] mode interaction, the
[8, 8] mode interaction, and the [8, 4] mode interaction. The first integer gives the dimension
of V˜1 and the second integer gives the dimension of V˜2. Table 1 gives an example of each
type. Note that the condition (54) does not allow a [4, 4] mode interaction between two
four-dimensional representations.
The relevant hidden rotations connect the representations V˜1 and V˜2. For example, in
terms of the angles tan θ1 = n1/l1 and tan θ2 = n2/l2 characterizing the two representations,
we define φ ≡ θ2 − θ1. The rotation R(φ) is not an element of D4+˙T
2 and it matches our
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earlier description of a hidden symmetry on a subspace:
Ec(Ω˜) ∩ [R(φ)Ec(Ω˜)] 6= {0}. (56)
Thus there are non-zero vectors Φ ∈ Ec(Ω˜) such that R(φ) · Φ ∈ Ec(Ω˜). It turns out
that for the binary mode interactions considered here, the subspace in (56) is the fixed
point subspace for an isotropy subgroup of D4+˙T
2 and therefore any D4+˙T
2-equivariant
vector field F˜ leaves Ec(Ω˜) ∩ [R(φ)Ec(Ω˜)] invariant. Our main result is that the necessary
and sufficient condition for F˜ to extend to a Euclidean symmetric vector field is simply
that F˜ commutes with R(θ) on the subspace Ec(Ω˜) ∩ [R(−θ)Ec(Ω˜)] for all R(θ) ∈ E(2).
Obviously this requirement is nontrivial only for those rotations not in D4+˙T
2 for which
Ec(Ω˜) ∩ [R(−θ)Ec(Ω˜)] 6= {0}.
Theorem 3.1 Assume Ec(R2) is E(2)-irreducible and Ec(Ω˜) = V˜1⊕ V˜2 carries an reducible
representation of D4+˙T
2 with l1 > l2 and κ
2 = l21 + n
2
1 = l
2
2 + n
2
2. For a homogeneous
D4+˙T
2-equivariant vector field F˜ : Ec(Ω˜) → Ec(Ω˜), there exists an E(2)-equivariant vector
field, F : Ec(R2)→ Ec(R2), such that
F˜ = F|Ec(Ω˜) (57)
if and only if, for all R(θ) ∈ E(2), F˜ satisfies
R(θ) · F˜ (Φ) = F˜ (R(θ) · Φ) (58)
for Φ ∈ Ec(Ω˜) ∩ [R(−θ)Ec(Ω˜)].
Proof.
The necessity of (58) will be proved here. Sufficiency follows by analyzing the
three types of mode interaction separately. This is done in the following sub-
sections; see Lemmas III.3, III.6, and III.9. Since γ · F(Φ) = F(γ · Φ) for all
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γ ∈ E(2) and Φ ∈ Ec(R2), then
R(θ) · F(Φ) = F(R(θ) · Φ). (59)
For Φ ∈ Ec(Ω˜) ∩ [R(−θ)Ec(Ω˜)] then R(θ) · Φ ∈ Ec(Ω˜) so if F˜ denotes the
restriction of F to Ec(Ω˜) we can write:
F(Φ) = F˜ (Φ) (60)
F(R(θ) · Φ) = F˜ (R(θ) · Φ), (61)
and substitute in (59). Hence (59) becomes (58). ✷
3.1 The [4, 8]-mode interaction
In the notation of section II.B, the four-dimensional representation (l1, n1) = (l1, 0)
V˜1 = {z1Φ~q1(~r) + z2Φ~q2(~r) + cc)| (z1, z2) ∈ C
2}, (62)
has wave vectors ~q1 = (l1, 0) and ~q2 = (0, l1). The eight-dimensional representation (l2, n2)
V˜2 = {(w1Φ ~p1(~r) + w2Φ ~p2(~r) + w3Φ ~p3(~r) + w4Φ ~p4(~r) + cc)| (w1, w2, w3, w4) ∈ C
4} (63)
has wave vectors ~p1 = (l2, n2), ~p2 = (l2,−n2), ~p3 = (n2, l2) and ~p4 = (n2,−l2). The reducible
representation of D4+˙T
2 on the twelve-dimensional space V˜1 ⊕ V˜2 is generated by
γ1 · (z, w) = (z1, z2, w2, w1, w4, w3) (64)
γ2 · (z, w) = (z2, z1, w3, w4, w1, w2) (65)
T(a,b) · (z, w) = (e
−il1az1, e
−il1bz2,
e−i(l2a+n2b)w1, e
−i(l2a−n2b)w2, e
−i(n2a+l2b)w3, e
−i(n2a−l2b)w4) (66)
where z ≡ (z1, z2) and w ≡ (w1, w2, w3, w4). We will also refer to the reflection γ3 ≡ γ2γ1γ2
which acts by
γ3 · (z1, z2, w1, w2, w3, w4) = (z1, z2, w2, w1, w4, w3). (67)
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Our discussion is based on a convenient representation for vector fields that commute
with this representation.
Proposition 3.1 F˜ is D4+˙T
2-equivariant if and only if it has the form
F˜ (z, w) =


f(z, w)
f(γ2 · (z, w))
h(z, w)
h(γ3 · (z, w))
h(γ2 · (z, w))
h(γ2γ1 · (z, w))


=


f(z1, z2, w1, w2, w3, w4)
f(z2, z1, w3, w4, w1, w2)
h(z1, z2, w1, w2, w3, w4)
h(z1, z2, w2, w1, w4, w3)
h(z2, z1, w3, w4, w1, w2)
h(z2, z1, w4, w3, w2, w1)


(68)
where f(z, w) and h(z, w) are complex-valued functions satisfying following conditions:
1. f(z, w) = f(z, w) and h(z, w) = h(z, w)
2. f(z, w) is γ3-invariant:
f(z1, z2, w1, w2, w3, w4) = f(z1, z2, w2, w1, w4, w3) (69)
3. z1 f(z, w) and w1 h(z, w) are invariant under the translations T
2.
Proof.
See the appendix. ✷
If f(z, w) and h(z, w) are functions satisfying the conditions of this theorem, we write
F˜ = [f, h] (70)
to indicate the corresponding D4+˙T
2 symmetric vector field (68).
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For D4+˙T
2-symmetric vector fields F˜ = [f, h], we can assume f and h are homogeneous
functions with no essential loss of generality. A {T 2, γ3}-invariant function such as z1f can
always be written in the form M(z, w) +M(γ3 · (z, w)) where M(z, w) is T
2-invariant. For
homogeneous f we can reduce to the case where M(z, w) = z1m(z, w) is a monomial and
f(z, w) = m(z, w) +m(γ3 · (z, w)). (71)
Similarly when h is homogeneous, then we can reduce to the case of single monomial
h(z, w) = m′(z, w) (72)
where M(z, w) = w1m
′(z, w) is a T 2-invariant monomial. Henceforth we shall assume f and
h have the simple forms given in (71) and (72) respectively.
The T 2-invariant monomials are important in characterizing the vector field F˜ . For the
representation (66) there are the elementary quadratic invariants given by
σi = |zi|
2 (73)
ρi = |wi|
2. (74)
For the general case it is convenient to introduce the notation
Ωµii ≡
{
zµii if µi ≥ 0
zi
|µi| if µi < 0
(75)
ωνii ≡
{
wνii if νi ≥ 0
wi
|νi| if νi < 0.
(76)
Proposition 3.2 A T 2-invariant monomial M(z, w) can always be written in the form
M(z, w) = (σ
µ′
1
1 σ
µ′
2
2 ρ
ν′
1
1 ρ
ν′
2
2 ρ
ν′
3
3 ρ
ν′
4
4 ) Ω
µ1
1 Ω
µ2
2 ω
ν1
1 ω
ν2
2 ω
ν3
3 ω
ν4
4 (77)
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where (µ1, µ2, ν1, ν2, ν3, ν4) are integers satisfying
l1µ1 + l2(ν1 + ν2) + n2(ν3 + ν4) = 0 (78)
l1µ2 + n2(ν1 − ν2) + l2(ν3 − ν4) = 0 (79)
and the integers (µ′1, µ
′
2, ν
′
1, ν
′
2, ν
′
3, ν
′
4) are non-negative.
Proof.
See the Appendix. ✷
The geometry of the wave vector set (25)
A˜(κ) = {±~q1,±~q2,±~p1,±~p2,±~p3,±~p4} (80)
is important for our analysis, see Fig. 1. Since θ1 = 0 in this case, we have φ = θ2 =
arctan(n2/l2); for this mode interaction it is sufficient to restrict attention to φ. Let α
denote the angle between ~p3 and ~p1, a notable feature of Fig. 1 is that α and φ are unequal.
Since cosφ = l2/κ and cosα = 2l2n2/κ
2, these angles are only equal when 2n2 = κ which
would imply 3n22 = l
2
2. Since l2 and n2 are integers, this is impossible. Because φ and α are
unequal, the set A˜(κ) satisfies
A˜(κ) ∩ [R(φ)A˜(κ)] = {±~q1,±~q2,±~p1,±~p4} (81)
A˜(κ) ∩ [R(−φ)A˜(κ)] = {±~q1,±~q2,±~p2,±~p3}. (82)
The non-zero intersections (81) and (82) imply that R(±φ)Ec intersects Ec along eight-
dimensional subspaces2:
Ec(Ω˜) ∩ [R(φ)Ec(Ω˜)] = (z1, z2, w1, 0, 0, w4) (83)
Ec(Ω˜) ∩ [R(−φ)Ec(Ω˜)] = (z1, z2, 0, w2, w3, 0). (84)
2The abbreviated notation (z1, z2, w1, 0, 0, w4) denotes the subspace {(z1Φ~q1(~r) + z2Φ~q2(~r) +w1Φ ~p1(~r) +
w4Φ ~p4(~r) + cc) | (z1, z2, w1, w4) ∈ C
4}.
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These subspaces are related by reflection symmetry; for example since γ3·(z1, z2, w1, 0, 0, w4) =
(z1, z2, 0, w1, w4, 0) we have
γ3 : E
c(Ω˜) ∩ [R(φ)Ec(Ω˜)]→ Ec(Ω˜) ∩ [R(−φ)Ec(Ω˜)]. (85)
Proposition 3.3 For the representation (64)-(66), the subspaces Ec(Ω˜) ∩ [R(φ)Ec(Ω˜)] and
Ec(Ω˜) ∩ [R(−φ)Ec(Ω˜)] are fixed point subspaces for isotropy subgroups of D4+˙T
2; hence
they are invariant under any D4+˙T
2 symmetric vector field F˜ = [f, h]. This invariance
implies
h(z1, z2, 0, w2, w3, 0) = 0. (86)
Proof.
Since Ec(Ω˜) ∩ [R(φ)Ec(Ω˜)] and Ec(Ω˜) ∩ [R(−φ)Ec(Ω˜)] are related by reflection,
if Ec(Ω˜) ∩ [R(−φ)Ec(Ω˜)] is the fixed point subspace Fix(Σ) for an isotropy sub-
group Σ then Ec(Ω˜) ∩ [R(φ)Ec(Ω˜)] is the fixed point subspace for γ3Σγ3. Thus it
is sufficient to consider (84) with Σ the isotropy subgroup for (z1, z2, 0, w2, w3, 0).
Let T(a,b) ∈ Σ, then T(a,b) · (z1, z2, 0, w2, w3, 0) = (z1, z2, 0, w2, w3, 0), or
e−il1a = 1 e−il1b = 1 (87)
e−i(l2a−n2b) = 1 e−i(n2a+l2b) = 1. (88)
The (z1, z2) equations require
(a, b) = (
2πa′
l1
,
2πb′
l1
) (89)
where (a′, b′) are arbitrary integers, and the (w2, w3) equations require
(l2a
′ − n2b
′)
l1
= s1 (90)
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n2a
′ + l2b
′
l1
= s2 (91)
where (s1, s2) are integers. Since l1
2 = κ2 and (cosφ, sinφ) = (l2/κ, n2/κ), if
we regard (a′, b′) and (s1, s2) as vectors then (90)-(91) are equivalent to R(φ) ·
(a′, b′) = (s1, s2). If we seek solutions in A˜(κ) then (a
′, b′) ∈ A˜(κ) ∩ [R(−φ)A˜(κ)]
or
(a′, b′) ∈ {±~q1,±~q2,±~p2,±~p3} (92)
from (82). The translation corresponding to (a′, b′) = ~p2 provides a necessary
condition for (z, w) ∈ Fix(Σ): T(2πl2/l1,−2πn2/l1) · (z, w) = (z, w) or
e−i2π(l2
2−n22)/l1w1 = w1 e
−i2π(2l2n2)/l1w4 = w4. (93)
Since neither (l2
2 − n2
2)/l1 nor (2l2n2)/l1 can be an integer, the necessary con-
dition (93) implies w1 = 0 and w4 = 0. By definition this is also a sufficient
condition for (z, w) ∈ Fix(Σ) so Fix(Σ) = (z1, z2, 0, w2, w3, 0) or equivalently
Fix(Σ) = Ec(Ω˜) ∩ [R(−φ)Ec(Ω˜)]. (94)
The invariance of fixed point subspaces is a well known property and for Ec(Ω˜) ∩
[R(−φ)Ec(Ω˜)] = (z1, z2, 0, w2, w3, 0) this invariance implies (86) from (84) and
(68).✷
When F˜ is obtained by restriction from F there are additional conditions on f and h.
For example we know from (58) that F˜ commutes with R(φ) on Ec(Ω˜) ∩ [R(−φ)Ec(Ω˜)].
This implies a crucial relationship between f and h.
Proposition 3.4 For a D4+˙T
2-equivariant vector field F˜ = [f, h], the condition
R(φ) · F˜ (Φ) = F˜ (R(φ) · Φ) (95)
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for all Φ ∈ Ec(Ω˜) ∩ [R(−φ)Ec(Ω˜)] is satisfied if and only if
f(z1, z2, 0, w2, w3, 0) = h(w2, w3, z1, 0, 0, z2), (96)
or equivalently
h(z1, z2, w1, 0, 0, w4) = f(w1, w4, 0, z1, z2, 0). (97)
Proof.
We will verify that (96) is necessary and sufficient; condition (97) follows from
(96) by relabeling arguments. In coordinates, Φ ∈ Ec(Ω˜) ∩ [R(−φ)Ec(Ω˜)] is
represented as Φ = (z1, z2, 0, w2, w3, 0) and R(φ) · Φ = (w2, w3, z1, 0, 0, z2). Since
h(z1, z2, 0, w2, w3, 0) = 0 from (86) we have
R(φ) · F˜ (Φ) =


h(z1, z2, w2, 0, 0, w3)
h(z2, z1, w3, 0, 0, w2)
f(z1, z2, 0, w2, w3, 0)
0
0
f(z2, z1, w3, 0, 0, w2)


(98)
and
F˜ (R(φ) · Φ) =


f(w2, w3, z1, 0, 0, z2)
f(w3, w2, 0, z2, z1, 0)
h(w2, w3, z1, 0, 0, z2)
0
0
h(w3, w2, z2, 0, 0, z1)


(99)
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from Propositions III.1 and III.3. Comparing (98) and (99) we find equality if
and only if
h(z1, z2, w2, 0, 0, w3) = f(w2, w3, z1, 0, 0, z2) (100)
h(z2, z1, w3, 0, 0, w2) = f(w3, w2, 0, z2, z1, 0) (101)
f(z1, z2, 0, w2, w3, 0) = h(w2, w3, z1, 0, 0, z2) (102)
f(z2, z1, w3, 0, 0, w2) = h(w3, w2, z2, 0, 0, z1). (103)
These four conditions are not independent: (103) is obtained from (100) by simply
relabeling arguments, similarly (101) is obtained from (102). Furthermore (100)
is equivalent to (102); this follows from the γ3-invariance of f (69) and a relabeling
of arguments. Thus (102) is a necessary and sufficient condition for (95). ✷
From (48)-(50) we can represent those homogeneous D4+˙T
2-symmetric vector fields that
arise by restricting E(2)-symmetric vector fields F . The restriction in (53) is accomplished
by choosing a(~k) in (48) so that Φ ∈ Ec(Ω˜):
a(~k) = z1 δ~k, ~q1 + z1 δ~k, ~−q1 + z2 δ~k, ~q2 + z2 δ~k, ~−q2 + w1 δ~k, ~p1 + w1 δ~k, ~−p1
+w2 δ~k, ~p2 + w2 δ~k, ~−p2 + w3 δ~k, ~p3 + w3 δ~k, ~−p3 + w4 δ~k, ~p4 + w4 δ~k, ~−p4 (104)
where δ~k,~q equals one if
~k = ~q and zero otherwise (the two-dimensional Kronecker delta).
This determines a D4+˙T
2-equivariant vector field F˜ = [f, h] on Ec(Ω˜) such that f and h are
homogeneous functions of degree p:
f(z, w) =
∑
~k1∈A˜(κ)
∑
~k2∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) a(~k2) . . . a(~kp)P (~q1, ~k1, . . . , ~kp) (105)
h(z, w) =
∑
~k1∈A˜(κ)
∑
~k2∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) a(~k2) . . . a(~kp)P (~p1, ~k1, . . . , ~kp) (106)
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where A˜(κ) is given in (80). When f and h are determined by monomials as in (71) and
(72) then these expressions become
m(z, w) +m(γ3 · (z, w)) =
∑
~k1∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) . . . a(~kp)P (~q1, ~k1, . . . , ~kp) (107)
m′(z, w) =
∑
~k1∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) . . . a(~kp)P (~p1, ~k1, . . . , ~kp). (108)
The essential problem of extension from F˜ to F is formulated in terms of these equations:
if we choose monomials m and m′ in (71) and (72), does there exist a function P , satisfying
conditions (51)-(52), such that (107) and (108) will hold? We answer this by analyzing a
specific procedure for constructing P .
As a motivating example, consider the case of extending a linear vector field F˜ . For
arbitrary real constants λ and λ′ let m(z, w) = λz1/2 and m
′(z, w) = λ′w1 so that z1m(z, w)
and w1m
′(z, w) are T 2-invariant, and from (71) and (72), we have f(z, w) = λz1 and
h(z, w) = λ′w1. This determines F˜ = [f, h] the most general linear D4+˙T
2-equivariant
vector field:
F˜ (z, w) =


λz1
λz2
λ′w1
λ′w2
λ′w3
λ′w4


. (109)
Note that the condition (96) is not satisfied unless we impose λ = λ′; in which case it is
possible to extend F˜ to F by taking
P (~k, ~k1) = λ δ~k· ~k1,κ2. (110)
This choice clearly satisfies the conditions (51)-(52) since ~k·~k1 is O(2)-invariant and P (~k, ~k1) =
0 unless ~k = ~k1. It is also straightforward to verify that we recover f and h:
∑
~k1∈A˜(κ)
a(~k1)P (~q1, ~k1) = λ
∑
~k1∈A˜(κ)
a(~k1)δ~q1· ~k1,κ2
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= λa(~q1) = λz1 = f(z, w) (111)
and
∑
~k1∈A˜(κ)
a(~k1)P (~p1, ~k1) = λ
∑
~k1∈A˜(κ)
a(~k1)δ ~p1· ~k1,κ2
= λa(~p1) = λw1 = h(z, w). (112)
In this example the necessary condition (96) is also sufficient; this turns out to be true for
the nonlinear case as well.
The procedure of constructing P as in (110) can be generalized and formalized. The
technique is to identify the set of wave vectors characteristic of a monomial m(z, w) and
then use inner products between the wave vectors to obtain an O(2)-invariant description of
the monomial. This O(2)-invariant description is formalized in the function P . In (104) each
mode amplitude (z1, z2, w1, w2, w3, w4) and its complex conjugate is associated with a distinct
wave vector in A˜(κ), so the amplitudes in a monomial m(z, w) determine an associated wave
vector set for that monomial. For example m(z, w) = z1z2w3 is associated with {~q1, ~q2,−~p3}
and m(z, w) = z1|z1|
2 z2w3 is associated with {±~q1, ~q2,−~p3}. Note that we list each vector
only once. Thus for an arbitrary monomial m(z, w) of degree p the associated wave vector
set {~c1, ~c2, . . . , ~cn} is a subset of A˜(κ) with n ≤ p.
We shall establish that (107) and (108) can be satisfied separately using different functions
Pf and Ph. Then we show that it is possible to satisfy (107) and (108) simultaneously with
a single function P only when f and h satisfy the condition (96).
The inner products amongst the vectors in A˜(κ) are used below to specify subsets of
A˜(κ). Given a vector ~ci ∈ A˜(κ) denote the reflection in E(2) that fixes ~ci by γ~ci, i.e.
γ~ci · ~ci = ~ci. (113)
For example, γ~q1 = γ3, γ~q2 = γ˜1, and γ ~p1 = R(φ)γ3R(−φ). Thus γ~q1 and γ~q2 leave A˜(κ)
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invariant, but for ~pi, i = 1, 2, 3, 4 we have:
A˜(κ) ∩ [γ ~p1A˜(κ)] = A˜(κ) ∩ [γ ~p4A˜(κ)] = {±~p1,±~p4} (114)
A˜(κ) ∩ [γ ~p2A˜(κ)] = A˜(κ) ∩ [γ ~p3A˜(κ)] = {±~p2,±~p3}. (115)
Proposition 3.5 Let {~c1, ~c2, . . . , ~cn} denote a fixed subset of A˜(κ). Given (~k, ~k′), let {~k1, ~k2, . . . , ~kn}
denote a second set of n vectors in A˜(κ) required to satisfy the conditions:
~k · ~ki = ~k′ · ~ci for i = 1, . . . n (116)
~ki · ~kj = ~ci · ~cj for i, j = 1, . . . n. (117)
1. If (~k, ~k′) = (~p1, ~p1), then the conditions (116)-(117) can be satisfied in only one way:
{~k1, ~k2, . . . , ~kn} = {~c1, ~c2, . . . , ~cn} (118)
unless
{~c1, ~c2, . . . , ~cn} ⊆ A˜(κ) ∩ [γ ~p1A˜(κ)] (119)
in which case there is a second (not necessarily distinct) solution:
{~k1, ~k2, . . . , ~kn} = γ ~p1 · {~c1, ~c2, . . . , ~cn}. (120)
2. If (~k, ~k′) = (~q1, ~q1), then the conditions (116)-(117) have only two (not necessarily
distinct) solutions:
{~k1, ~k2, . . . , ~kn} = {~c1, ~c2, . . . , ~cn} (121)
and
{~k1, ~k2, . . . , ~kn} = γ~q1 · {~c1, ~c2, . . . , ~cn}. (122)
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3. If (~k, ~k′) = (~q1, ~p1), then the conditions (116)-(117) have no solutions unless
{~c1, ~c2, . . . , ~cn} ⊆ A˜(κ) ∩ [R(φ)A˜(κ)]. (123)
When (123) holds then there are two (not necessarily distinct) solutions:
{~k1, ~k2, . . . , ~kn} = R(−φ){~c1, ~c2, . . . , ~cn} (124)
and
{~k1, ~k2, . . . , ~kn} = γ3R(−φ) · {~c1, ~c2, . . . , ~cn}. (125)
4. If (~k, ~k′) = (~p1, ~q1), then the conditions (116)-(117) have only two (not necessarily
distinct) solutions:
{~k1, ~k2, . . . , ~kn} =


R(φ) · {~c1, ~c2, . . . , ~cn} if {~c1, . . . , ~cn} ⊆ A˜(κ) ∩ [R(−φ)A˜(κ)]
γ3R(−φ) · {~c1, ~c2, . . . , ~cn} if {~c1, . . . , ~cn} ⊆ A˜(κ) ∩ [R(φ)A˜(κ)].
(126)
Otherwise there are no solutions.
Proof.
See the appendix. ✷
Corollary 3.1 If the monomial w1m
′(z, w) is T 2-invariant and the wave vector set {~c1, ~c2, . . . , ~cn}
for m′(z, w) satisfies
{~c1, ~c2, . . . , ~cn} ⊆ A˜(κ) ∩ [γ ~p1A˜(κ)], (127)
then m′(z, w) must have the form
m′(z, w) = w1|w1|
2ν′
1 |w4|
2ν′
4. (128)
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This implies
m′(z1, z2, w1, w2, w3, w4) = m
′(z1, z2, w1, 0, 0, w4)
= m′(0, 0, w1, 0, 0, w4) (129)
= m′(0, 0, w1, 0, 0, w4).
Proof.
Since A˜(κ) ∩ [γ ~p1A˜(κ)] = {±~p1,±~p4}, the assumption in (127) implies that
w1m
′(z, w) depends only on the amplitudes (w1, w1, w4, w4). Then Proposition
III.2 asserts that (ν ′1, ν
′
4) are the only possible non-zero exponents so that
w1m
′(z, w) = |w1|
2ν′
1 |w4|
2ν′
4 (130)
with ν ′1 ≥ 1 and ν
′
4 ≥ 0. Relabeling ν
′
1 → ν
′
1 + 1 gives (128). ✷
Corollary 3.2 If the monomial z1m(z, w) is T
2-invariant. Then f(z, w) = m(z, w)+m(γ3 ·
(z, w)) satisfies
f(z1, z2, 0, w2, w3, 0) =


2m(z, 0) if m(z, 0) 6= 0
m(z1, z2, 0, w2, w3, 0) if m(z, 0) = 0 and
{~c1, . . . , ~cn} ⊆ A˜(κ) ∩ [R(−φ)A˜(κ)]
m(γ3 · (z1, z2, 0, w2, w3, 0)) if m(z, 0) = 0 and
{~c1, . . . , ~cn} ⊆ A˜(κ) ∩ [R(φ)A˜(κ)]
0 otherwise
(131)
where {~c1, . . . , ~cn} is the wave vector set for m(z, w).
Proof.
By definition
f(z1, z2, 0, w2, w3, 0) = m(z1, z2, 0, w2, w3, 0) +m(γ3 · (z1, z2, 0, w2, w3, 0)). (132)
The first term vanishes unless {~c1, . . . , ~cn} ⊆ A˜(κ)∩ [R(−φ)A˜(κ)] and the second
term vanishes unless {~c1, . . . , ~cn} ⊆ A˜(κ) ∩ [R(φ)A˜(κ)]. Both terms can be non-
zero only if m(z, w) is independent of w or equivalently m(z, 0) 6= 0; in this case
m(z, 0) = m(γ3 · (z, 0)) so (132) yields 2m(z, 0). ✷
Lemma 3.1 Let z1m(z, w) and w1m
′(z, w) be T 2-invariant monomials of degree p such that
f(z, w) = m(z, w)+m(γ3 · (z, w)) and h(z, w) = m
′(z, w) meet the conditions of Proposition
III.1. There exist functions Pf and Ph satisfying (51)-(52) such that
f(z, w) =
∑
~k1∈A˜(κ)
∑
~k2∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) a(~k2) . . . a(~kp)Pf(~q1, ~k1, . . . , ~kp) (133)
h(z, w) =
∑
~k1∈A˜(κ)
∑
~k2∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) a(~k2) . . . a(~kp)Ph(~p1, ~k1, . . . , ~kp) (134)
and
∑
~k1∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) . . . a(~kp)Pf(~p1, ~k1, . . . , ~kp) = f(w1, w4, 0, z1, z2, 0) (135)
∑
~k1∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) . . . a(~kp)Ph(~q1, ~k1, . . . , ~kp)
=
{
h(w2, w3, z1, 0, 0, z2) if h(0, w) 6= 0
h(w2, w3, z1, 0, 0, z2) + h(w1, w4, z1, 0, 0, z2) if h(0, w) = 0
(136)
where a(~k) is given by (104).
Proof.
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The procedure for constructing Pf and Ph is essentially the same so we present
it in detail only for Ph.
1. Let {~c1, ~c2, . . . , ~cn} denote the wave vector set associated with the monomial
m′(z, w) used to define h(z, w); note that n ≤ p since m′(z, w) has degree
p. In order to allow for monomials satisfying the special condition (119),
define the numerical factor
ǫ =


1
2
if {~c1, . . . , ~cn} ⊆ A˜(κ) ∩ [γ ~p1A˜(κ)] and
{~c1, . . . , ~cn} 6= γ ~p1{~c1, . . . , ~cn}
1 otherwise;
(137)
the ǫ = 1/2 monomials are described in Corollary III.1. First we define Ph
when n = p, then m′(z, w) is entirely specified by its wave vector set:
m′(z, w) = a(~c1) a(~c2) . . . a(~cn) (n = p). (138)
The inner product relations for {~c1, ~c2, . . . , ~cn},
~k · ~ki = ~p1 · ~ci for i = 1, . . . n (139)
~ki · ~kj = ~ci · ~cj for i, j = 1, . . . n, (140)
determine our choice for Ph(~k, ~k1, . . . , ~kp):
Ph(~k, ~k1, . . . , ~kp) = ǫ
p∏
i=1
p∏
j=1
δ~k·~ki, ~p1·~ci δ~ki· ~kj ,~ci·~cj (n = p). (141)
The O(2)-invariance of Ph required by (52) is assured by the O(2)-invariance
of the inner product. Translation symmetry required by (51) is discussed
below. By Proposition III.5, if ǫ = 1/2 then
Ph(~p1, ~k1, . . . , ~kp) =


1
2
if {~k1, ~k2, . . . , ~kn} = {~c1, ~c2, . . . , ~cn}
1
2
if {~k1, ~k2, . . . , ~kn} = γ ~p1 · {~c1, ~c2, . . . , ~cn}
0 otherwise
(142)
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and if ǫ = 1 then
Ph(~p1, ~k1, . . . , ~kp) =


1 if {~k1, ~k2, . . . , ~kn} = {~c1, ~c2, . . . , ~cn}
0 otherwise.
(143)
Thus for ǫ = 1 we find
∑
~k1∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) . . . a(~kp)Ph(~p1, ~k1, . . . , ~kp)
= a(~c1) a(~c2) . . . a(~cn)
= m′(z, w)
= h(z, w), (144)
and for ǫ = 1/2 the same sum can be evaluated using Corollary III.1 to give
the same result
∑
~k1∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) . . . a(~kp)Ph(~p1, ~k1, . . . , ~kp)
=
1
2
[a(~c1) a(~c2) . . . a(~cn) + a(γ ~p1 · ~c1) a(γ ~p1 · ~c2) . . . a(γ ~p1 · ~cn)]
=
1
2
[m′(0, 0, w1, 0, 0, w4) +m
′(0, 0, w1, 0, 0, w4)]
=
1
2
[m′(z, w) +m′(z, w)]
= h(z, w). (145)
This verifies (134) for the case n = p. From Proposition III.5 we can evaluate
Ph(~q1, ~k1, . . . , ~kp) similarly.
Ph(~q1, ~k1, . . . , ~kp) =


ǫ if {~k1, ~k2, . . . , ~kn} = R(−φ){~c1, ~c2, . . . , ~cn} and
{~c1, ~c2, . . . , ~cn} ⊆ A˜(κ) ∩ [R(φ)A˜(κ)]
ǫ if {~k1, ~k2, . . . , ~kn} = γ3R(−φ) · {~c1, ~c2, . . . , ~cn} and
{~c1, ~c2, . . . , ~cn} ⊆ A˜(κ) ∩ [R(φ)A˜(κ)]
0 otherwise.
(146)
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When
{~c1, ~c2, . . . , ~cn} 6⊆ A˜(κ) ∩ [R(φ)A˜(κ)], (147)
then Ph(~q1, ~k1, . . . , ~kp) = 0 in (146) and the left hand side of (136) is zero.
The right hand side is also zero since (147) implies h(z1, z2, w1, 0, 0, w4) = 0.
Now consider (136) when
{~c1, ~c2, . . . , ~cn} ⊆ A˜(κ) ∩ [R(φ)A˜(κ)]. (148)
If h(0, w) = m′(0, w) = 0, then ǫ = 1 and γ ~p1{~c1, ~c2, . . . , ~cn} 6= {~c1, ~c2, . . . , ~cn};
in this case we find
∑
~k1∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) . . . a(~kp)Ph(~q1, ~k1, . . . , ~kp)
= [a(R(−φ) · ~c1) a(R(−φ) · ~c2) . . . a(R(−φ) · ~cn)+
a(γ3R(−φ) · ~c1) a(γ3R(−φ) · ~c2) . . . a(γ3R(−φ) · ~cn)]
= [m′(w2, w3, z1, 0, 0, z2) +m
′(w1, w4, z1, 0, 0, z2)]
= [h(w2, w3, z1, 0, 0, z2) + h(w1, w4, z1, 0, 0, z2)] . (149)
If h(0, w) = m′(0, w) 6= 0, then m′ is described in Corollary III.1, and the
two terms in (149) are equal. If ǫ = 1, then the sets {~k1, ~k2, . . . , ~kn} in (146)
are identical and we get only one term from the sum in (149). If ǫ = 1/2 the
sets {~k1, ~k2, . . . , ~kn} in (146) are distinct and we get both terms in (149).
Either way the result is the same:
∑
~k1∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) . . . a(~kp)Ph(~q1, ~k1, . . . , ~kp)
=


m′(w2, w3, z1, 0, 0, z2) if ǫ = 1
1
2
[m′(w2, w3, z1, 0, 0, z2) +m
′(w1, w4, z1, 0, 0, z2)] if ǫ = 1/2
= m′(w2, w3, z1, 0, 0, z2)
= h(w2, w3, z1, 0, 0, z2). (150)
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This verifies (136) for the case n = p.
2. This construction of Ph easily extends to the general case with n ≤ p. For
these monomials the expression (138) for m′(z, w) becomes
m′(z, w) = a(~c1) a(~c2) . . . a(~cn)a(~cln+1) . . . a(~clp) (151)
where the subscripts {ln+1, . . . , lp} depend on the monomial m
′ considered.
Noting that the inner product relations ~kj · ~clj = κ
2 for j = n + 1, . . . , p
require ~kj = ~clj we replace (141) by
Ph(~k, ~k1, . . . , ~kp) = ǫ

 n∏
i=1
n∏
j=1
δ~k·~ki, ~p1·~ci δ~ki· ~kj ,~ci·~cj



 p∏
j=n+1
δ ~kj ·~clj ,κ2

 . (152)
Then the previous calculations generalize immediately by making the obvi-
ous changes. For example for ǫ = 1 (143) becomes
Ph(~p1, ~k1, . . . , ~kp) =


1 if {~k1, ~k2, . . . , ~kp} = {~c1, ~c2, . . . , ~cn,~cln+1 , . . . ,~clp}
0 otherwise;
(153)
so when we evaluate the sum in (144) we still find
∑
~k1∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) . . . a(~kp)Ph(~p1, ~k1, . . . , ~kp)
= a(~c1) a(~c2) . . . a(~cn)
∑
~kn+1∈A˜(κ)
...
∑
~kp∈A˜(κ)
a(~kn+1) . . . a(~kp)

 p∏
j=n+1
δ ~kj ·~clj ,κ2


= a(~c1) . . . a(~cn)a(~cln+1) . . . a(~clp)
= m′(z, w)
= h(z, w). (154)
3. It remains to verify that Ph(~k, ~k1, . . . , ~kp) in (152) satisfies the requirement
of translation symmetry in (51). It suffices to prove that
~k = ~k1 + ~k2 + · · ·+ ~kp (155)
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holds whenever Ph(~k, ~k1, . . . , ~kp) 6= 0. Note that since |~k| = κ = |~p1| in
(155) we can always rotate the arguments of Ph so that ~k = ~p1 using the
O(2)-invariance of Ph:
Ph(~k, ~k1, . . . , ~kp) = Ph(~p1,R(θ) · ~k1, . . . ,R(θ) · ~kp). (156)
where ~k = R(−θ) · ~p1. Thus we need only verify (51) for the specific case
~k = ~p1. By Proposition III.5 Ph(~p1, ~k1, . . . , ~kp) 6= 0 can only occur if
{~k1, ~k2, . . . , ~kp} = {~c1, ~c2, . . . , ~cn,~cln+1, . . . ,~clp} (157)
or
{~k1, ~k2, . . . , ~kp} = γ ~p1 · {~c1, ~c2, . . . , ~cn,~cln+1, . . . ,~clp}. (158)
If we express w1m
′(z, w) in the notation of Proposition III.2, then
m′(z, w) =
σ
µ′
1
1 σ
µ′
2
2 ρ
ν′
1
1 ρ
ν′
2
2 ρ
ν′
3
3 ρ
ν′
4
4 Ω
µ1
1 Ω
µ2
2 ω
ν1
1 ω
ν2
2 ω
ν3
3 ω
ν4
4
w1
(159)
and from (151) and (78)-(79)
~c1 + ~c2 + · · ·+ ~cn + ~cln+1 + · · ·+ ~clp = µ1 ~q1 + µ2 ~q2 + (ν1 + 1)~p1 + ν2 ~p2 + ν3 ~p3 + ν4 ~p4
= µ1 (l1, 0) + µ2 (0, l1) + (ν1 + 1)(l2, n2) +
ν2(l2,−n2) + ν3(n2, l2) + ν4 (n2,−l2)
= (l2, n2) = ~p1. (160)
Since γ ~p1 · ~p1 = ~p1 this implies
γ ~p1 · (~c1 + ~c2 + · · ·+ ~cn + ~cln+1 + · · ·+ ~clp) = ~p1. (161)
Thus for ~k = ~p1, both possible solutions (157)-(158) satisfy the condition
(155). This proves that Ph(~k, ~k1, . . . , ~kp) satisfies the condition (51).
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4. For Pf(~k, ~k1, . . . , ~kp) we let {~c1, ~c2, . . . , ~cn} denote the wave vector set as-
sociated with the monomial m(z, w) used to define f(z, w) = m(z, w) +
m(γ3 · (z, w)). Since f is defined to have two terms even when m(z, w) and
m(γ3 · (z, w)) are identical, no numerical factor ǫ is required in this case.
The monomial m(z, w) can be written as
m(z, w) = a(~c1) a(~c2) . . . a(~cn)a(~cln+1) . . . a(~clp) (162)
in analogy with (151), and using the inner product relations,
~k · ~ki = ~q1 · ~ci for i = 1, . . . n (163)
~ki · ~kj = ~ci · ~cj for i, j = 1, . . . n, (164)
we define Pf :
Pf(~k, ~k1, . . . , ~kp) =

 n∏
i=1
n∏
j=1
δ~k·~ki, ~q1·~ci δ~ki· ~kj ,~ci·~cj



 p∏
j=n+1
δ ~kj ·~clj ,κ2

 . (165)
It then follows from Proposition III.5 that for ~k = ~q1 and ~k = ~p1 we have
Pf (~q1, ~k1, . . . , ~kp) =


1 if {~k1, ~k2, . . . , ~kp} = {~c1, ~c2, . . . , ~cn,~cln+1, . . . ,~clp}
1 if {~k1, ~k2, . . . , ~kp} = γ~q1 · {~c1, ~c2, . . . , ~cn,~cln+1, . . . ,~clp}
0 otherwise;
(166)
and
Pf (~p1, ~k1, . . . , ~kp) =


1 if {~c1, . . . , ~cn} ⊆ A˜(κ) ∩ [R(−φ)A˜(κ)] and
{~k1, ~k2, . . . , ~kp} = R(φ) · {~c1, ~c2, . . . , ~cn,~cln+1 , . . . ,~clp}
1 if {~c1, . . . , ~cn} ⊆ A˜(κ) ∩ [R(φ)A˜(κ)] and
{~k1, ~k2, . . . , ~kp} = γ3R(−φ) · {~c1, ~c2, . . . , ~cn,~cln+1 , . . . ,~clp}
0 otherwise;
(167)
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respectively. Note that both contributions in (167) arise for the same mono-
mial when {~c1, . . . , ~cn} ⊆ {±~q1,±~q2} or equivalently m(z, 0) 6= 0. From
(166) the relation in (133) follows immediately, and we evaluate the sum in
(135) using (167) and Corollary III.2:
∑
~k1∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) . . . a(~kp)Pf(~p1, ~k1, . . . , ~kp)
=


m(w1, w4, 0, 0, 0, 0)+ if m(z, 0) 6= 0
m(w1, w4, 0, 0, 0, 0)
m(w1, w4, 0, z1, z2, 0) if m(z, 0) = 0 and
{~c1, . . . , ~cn} ⊆ A˜(κ) ∩ [R(−φ)A˜(κ)]
m(w1, w4, z1, 0, 0, z2) if m(z, 0) = 0 and
{~c1, . . . , ~cn} ⊆ A˜(κ) ∩ [R(φ)A˜(κ)]
0 otherwise
=


m(w1, w4, 0, 0, 0, 0)+ if m(z, 0) 6= 0
m(γ3 · (w1, w4, 0, 0, 0, 0))
m(w1, w4, 0, z1, z2, 0) if m(z, 0) = 0 and
{~c1, . . . , ~cn} ⊆ A˜(κ) ∩ [R(−φ)A˜(κ)]
m(γ3 · (w1, w4, 0, z1, z2, 0)) if m(z, 0) = 0 and
{~c1, . . . , ~cn} ⊆ A˜(κ) ∩ [R(φ)A˜(κ)]
0 otherwise
= f(w1, w4, 0, z1, z2, 0). (168)
Finally the translation symmetry (51) of Pf can be proved as in the case of
Ph. ✷
Lemma 3.2 Let z1m(z, w) and w1m
′(z, w) be T 2-invariant monomials of degree p such that
f(z, w) = m(z, w)+m(γ3 · (z, w)) and h(z, w) = m
′(z, w) meet the conditions of Proposition
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III.1. There exists a single function P satisfying (51)-(52) such that
f(z, w) =
∑
~k1∈A˜(κ)
∑
~k2∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) a(~k2) . . . a(~kp)P (~q1, ~k1, . . . , ~kp) (169)
h(z, w) =
∑
~k1∈A˜(κ)
∑
~k2∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) a(~k2) . . . a(~kp)P (~p1, ~k1, . . . , ~kp) (170)
if and only if
f(z1, z2, 0, w2, w3, 0) = h(w2, w3, z1, 0, 0, z2). (171)
Proof.
The necessity of (171) is established by Proposition III.4 and the proof of ne-
cessity in Theorem III.1. Assume that (171) holds and let Pf(~k, ~k1, . . . , ~kp) and
Ph(~k, ~k1, . . . , ~kp) be the functions of Lemma III.1 for f and h respectively.
1. If f(z1, z2, 0, w2, w3, 0) = 0 then h(w2, w3, z1, 0, 0, z2) = 0 and
0 =
∑
~k1∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) . . . a(~kp)Pf(~p1, ~k1, . . . , ~kp) (172)
0 =
∑
~k1∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) . . . a(~kp)Ph(~q1, ~k1, . . . , ~kp) (173)
from (135)-(136). In this case we can define
P (~k, ~k1, . . . , ~kp) ≡ Pf(~k, ~k1, . . . , ~kp) + Ph(~k, ~k1, . . . , ~kp); (174)
the equations (169)-(170) then follow from (133)-(134) and (172)-(173).
2. If instead f(z1, z2, 0, w2, w3, 0) 6= 0 then h(w2, w3, z1, 0, 0, z2) 6= 0 and the
monomial m′(z, w) must be independent of (w2, w3, w2, w3):
m′(z1, z2, w1, w2, w3, w4) = m
′(z1, z2, w1, 0, 0, w4) 6= 0. (175)
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In this case we define P (~k, ~k1, . . . , ~kp) ≡ Pf (~k, ~k1, . . . , ~kp); this gives (169) by
construction, and the right hand side of (170) can be evaluated using (135):
∑
~k1∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) . . . a(~kp)P (~p1, ~k1, . . . , ~kp) = f(w1, w4, 0, z1, z2, 0)
= h(z1, z2, w1, 0, 0, w4)
= h(z, w). (176)
This verifies (170). ✷
Lemma 3.3 For a homogeneous vector field F˜ , equivariant with respect to the representation
of D4+˙T
2 in (64)-(66), there exists a E(2)-symmetric vector field F on Ec(R2) such that
F˜ = F|Ec(Ω˜) (177)
if and only if for all R(θ) ∈ E(2)
R(θ) · F˜ (Φ) = F˜ (R(θ) · Φ) (178)
for Φ ∈ Ec(Ω˜) ∩ [R(−θ)Ec(Ω˜)].
Proof.
The proof that (178) is a necessary condition was given after Theorem III.1. The
sufficiency of (178) follows from the observation that F˜ is a sum of the elementary
vector fields [f, h]
f(z, w) = m(z, w) +m(γ3 · (z, w)) (179)
h(z, w) = m′(z, w) (180)
considered in Lemma III.2. The general vector field F˜ can be extended to F if
each of the elementary vector fields extends as in Lemma III.2. By Proposition
III.4 the necessary and sufficient condition of Lemma III.2 for these extensions
is given by (178) with θ = φ. ✷
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3.2 The [8, 8]-mode interaction
For the binary mode interaction between two eight-dimensional representations we have for
(l1, n1)
V˜1 = {(z1Φ~q1(~r) + z2Φ~q2(~r) + z3Φ~q3(~r) + z4Φ~q4(~r) + cc)| (z1, z2, z3, z4) ∈ C
4}, (181)
with wave vectors ~q1 = (l1, n1), ~q2 = (l1,−n1), ~q3 = (n1, l1) and ~q4 = (n1,−l1), and for
(l2, n2)
V˜2 = {(w1Φ ~p1(~r) + w2Φ ~p2(~r) + w3Φ ~p3(~r) + w4Φ ~p4(~r) + cc)| (w1, w2, w3, w4) ∈ C
4} (182)
with wave vectors ~p1 = (l2, n2), ~p2 = (l2,−n2), ~p3 = (n2, l2) and ~p4 = (n2,−l2). The reducible
representation of D4+˙T
2 on the sixteen-dimensional space V˜1 ⊕ V˜2 is generated by
γ1 · (z, w) = (z2, z1, z4, z3, w2, w1, w4, w3) (183)
γ2 · (z, w) = (z3, z4, z1, z2, w3, w4, w1, w2) (184)
T(a,b) · (z, w) = (e
−i(l1a+n1b)z1, e
−i(l1a−n1b)z2, e
−i(n1a+l1b)z3, e
−i(n1a−l1b)z4,
e−i(l2a+n2b)w1, e
−i(l2a−n2b)w2, e
−i(n2a+l2b)w3, e
−i(n2a−l2b)w4) (185)
where z ≡ (z1, z2, z3, z4) and w ≡ (w1, w2, w3, w4).
We adopt the following notation for vector fields that commute with this representation.
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Proposition 3.6 F˜ is D4+˙T
2-equivariant if and only if it has the form
F˜ (z, w) =


f(z, w)
f(γ3 · (z, w))
f(γ2 · (z, w))
f(γ2γ1 · (z, w))
h(z, w)
h(γ3 · (z, w))
h(γ2 · (z, w))
h(γ2γ1 · (z, w))


=


f(z1, z2, z3, z4, w1, w2, w3, w4)
f(z2, z1, z4, z3, w2, w1, w4, w3)
f(z3, z4, z1, z2, w3, w4, w1, w2)
f(z4, z3, z2, z1, w4, w3, w2, w1)
h(z1, z2, z3, z4, w1, w2, w3, w4)
h(z2, z1, z4, z3, w2, w1, w4, w3)
h(z3, z4, z1, z2, w3, w4, w1, w2)
h(z4, z3, z2, z1, w4, w3, w2, w1)


(186)
where f(z, w) and h(z, w) are complex-valued functions satisfying following conditions:
1. f(z, w) = f(z, w) and h(z, w) = h(z, w)
2. z1 f(z, w) and w1 h(z, w) are invariant under the translations T
2.
Proof.
The proof follows that for Proposition III.1. ✷
We continue to use the notation F˜ = [f, h] to indicate the vector field (186).
For D4+˙T
2-symmetric vector fields F˜ = [f, h] such that f and h are homogeneous func-
tions, we can reduce to the case where each function is a single monomial
f(z, w) = m(z, w) (187)
h(z, w) = m′(z, w) (188)
where z1m(z, w) and w1m
′(z, w) are T 2-invariant. With the previous notation for the
quadratic invariants (73)-(74), these monomials are easily described.
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Proposition 3.7 A T 2-invariant monomial M(z, w) can always be written in the form
M(z, w) =
(
4∏
i=1
σ
µ′
i
i ρ
ν′
i
i
)
Ωµ11 . . .Ω
µ4
4 ω
ν1
1 . . . ω
ν4
4 (189)
where (µ1, . . . , µ4, ν1, . . . , ν4) are integers satisfying
l1(µ1 + µ2) + n1(µ3 + µ4) + l2(ν1 + ν2) + n2(ν3 + ν4) = 0 (190)
n1(µ1 − µ2) + l1(µ3 − µ4) + n2(ν1 − ν2) + l2(ν3 − ν4) = 0. (191)
The geometry of the wave vector set (25)
A˜(κ) = {±~q1,±~q2,±~q3,±~q4,±~p1,±~p2,±~p3,±~p4} (192)
is shown in Fig. 2. For this mode interaction there are two independent rotations R(φ)
and R(α + φ) that must be taken into account. One can verify that φ 6= α, 2θ1 and α 6=
2θ1, 2θ1 + φ, 2θ1 − φ, and this implies that the set A˜(κ) satisfies
A˜(κ) ∩ [R(φ)A˜(κ)] = {±~q2,±~q3,±~p1,±~p4} (193)
A˜(κ) ∩ [R(−φ)A˜(κ)] = {±~q1,±~q4,±~p2,±~p3} (194)
A˜(κ) ∩ [R(α + φ)A˜(κ)] = {±~q2,±~q3,±~p2,±~p3} (195)
A˜(κ) ∩ [R(−α − φ)A˜(κ)] = {±~q1,±~q4,±~p1,±~p4}. (196)
These non-zero intersections show that R(±φ)Ec and R(±(α + φ))Ec intersect Ec along
eight-dimensional subspaces,
Ec(Ω˜) ∩ [R(φ)Ec(Ω˜)] = (0, z2, z3, 0, w1, 0, 0, w4) (197)
Ec(Ω˜) ∩ [R(−φ)Ec(Ω˜)] = (z1, 0, 0, z4, 0, w2, w3, 0) (198)
Ec(Ω˜) ∩ [R(α + φ)Ec(Ω˜)] = (0, z2, z3, 0, w2, w3, 0) (199)
Ec(Ω˜) ∩ [R(−α − φ)Ec(Ω˜)] = (z1, 0, 0, z4, w1, 0, 0, w4), (200)
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that are related by reflection symmetry:
γ3 : E
c(Ω˜) ∩ [R(φ)Ec(Ω˜)] → Ec(Ω˜) ∩ [R(−φ)Ec(Ω˜)] (201)
γ3 : E
c(Ω˜) ∩ [R(α + φ)Ec(Ω˜)] → Ec(Ω˜) ∩ [R(−α − φ)Ec(Ω˜)]. (202)
Proposition 3.8 For the representation (183)-(185), the subspaces (197)-(200) are fixed
point subspaces for isotropy subgroups of D4+˙T
2; hence they are invariant under any D4+˙T
2
symmetric vector field F˜ = [f, h]. This invariance implies
f(0, z2, z3, 0, w1, 0, 0, w4) = f(0, z2, z3, 0, w2, w3, 0) = 0 (203)
h(z1, 0, 0, z4, 0, w2, w3, 0) = h(0, z2, z3, 0, w2, w3, 0) = 0. (204)
Proof.
The proof follows that of Proposition III.3. The isotropy subgroup Σ for (0, z2, z3, 0, w1, 0, 0, w4)
contains the translation T(a,b) where
(a, b) =
2π
κ2
(l1 l2 + n1 n2, l1n2 − n1l2). (205)
Thus T(a,b) · (z, w) = (z, w) is a necessary condition for (z, w) ∈ Fix(Σ); this
condition implies
e−i(l1a+n1b)z1 = z1 e
−i(n1a−l1b)z4 = z4 (206)
e−i(l2a−n2b)w2 = w2 e
−i(n2a+l2b)w3 = w3. (207)
If z1 6= 0, then the z1 equation requires (l1a+ n1b) = 2π (integer) or equivalently
l2
κ
(l21 − n
2
1)
κ
−
2l1n1
κ
n2
κ
= integer. (208)
43
However since cos θ2 = l2/κ, cos 2θ1 = (l
2
1 − n
2
1)/κ, sin θ2 = n2/κ, and sin 2θ1 =
2l1n1/κ, this becomes cos(θ2 + 2θ1) = integer which is impossible. Therefore we
must set z1 = 0. In a similar fashion the remaining conditions require z4 = w2 =
w3 = 0 which proves that
Fix(Σ) = (0, z2, z3, 0, w1, 0, 0, w4). (209)
The proof for (0, z2, z3, 0, w2, w3, 0) is the same with
(a, b) =
2π
κ2
(l1n2 + n1, l2, l1 l2 − n1 n2) (210)
replacing (205). ✷
When F˜ is obtained by restriction from F there are additional conditions on f and
h. For this mode interaction one finds two independent conditions arising from R(φ) on
Ec(Ω˜) ∩ [R(−φ)Ec(Ω˜)] and R((α + φ)) on Ec(Ω˜) ∩ [R(α + φ)Ec(Ω˜)].
Proposition 3.9 For θ = φ and θ = α + φ, the condition
R(θ) · F˜ (Φ) = F˜ (R(θ) · Φ) (211)
for all Φ ∈ Ec(Ω˜) ∩ [R(−θ)Ec(Ω˜)] is satisfied if and only if
f(z1, 0, 0, z4, 0, w2, w3, 0) = h(0, w2, w3, 0, z1, 0, 0, z4) (212)
f(z1, 0, 0, z4, w1, 0, 0, w4) = h(w1, 0, 0, w4, z1, 0, 0, z4), (213)
or equivalently
h(0, z2, z3, 0, w1, 0, 0, w4) = f(w1, 0, 0, w4, 0, z2, z3, 0) (214)
h(z1, 0, 0, z4, w1, 0, 0, w4) = f(w1, 0, 0, w4, z1, 0, 0, z4). (215)
Proof.
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The proof follows that for Proposition III.4. ✷
The restriction in (53) is accomplished by choosing a(~k) in (48) so that Φ ∈ Ec(Ω˜):
a(~k) =
4∑
i=1
[
zi δ~k,~qi + zi δ~k, ~−qi + wi δ~k,~pi + wi δ~k, ~−pi
]
. (216)
This determines a D4+˙T
2-equivariant vector field F˜ = [f, h] on Ec(Ω˜) such that f and h are
homogeneous functions of degree p; when f and h are determined by monomials as in (187)
and (188) then
m(z, w) =
∑
~k1∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) . . . a(~kp)P (~q1, ~k1, . . . , ~kp) (217)
m′(z, w) =
∑
~k1∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) . . . a(~kp)P (~p1, ~k1, . . . , ~kp). (218)
Given monomials m and m′ in (187) and (188), the essential question is whether there exists
a function P , satisfying conditions (51)-(52), such that (217) and (218) hold. We answer
this as before by constructing P ; the procedure is the same as in the [4,8] mode interaction.
The inner products amongst the vectors in A˜(κ) are used to specify subsets of A˜(κ).
Given a vector ~ci ∈ A˜(κ) denote the reflection in E(2) that fixes ~ci by γ~ci, i.e. γ~ci · ~ci = ~ci.
For example, γ~q1 = R(θ1)γ3R(−θ1). One can check that:
A˜(κ) ∩ [γ~q1A˜(κ)] = A˜(κ) ∩ [γ~q4A˜(κ)] = {±~q1,±~q4} (219)
A˜(κ) ∩ [γ~q2A˜(κ)] = A˜(κ) ∩ [γ~q3A˜(κ)] = {±~q2,±~q3}, (220)
and
A˜(κ) ∩ [γ ~p1A˜(κ)] = A˜(κ) ∩ [γ ~p4A˜(κ)] = {±~p1,±~p4} (221)
A˜(κ) ∩ [γ ~p2A˜(κ)] = A˜(κ) ∩ [γ ~p3A˜(κ)] = {±~p2,±~p3}. (222)
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Proposition 3.10 Let {~c1, ~c2, . . . , ~cn} denote a fixed subset of A˜(κ). Given (~k, ~k′), let
{~k1, ~k2, . . . , ~kn} denote a second set of n vectors in A˜(κ) required to satisfy the conditions:
~k · ~ki = ~k′ · ~ci for i = 1, . . . n (223)
~ki · ~kj = ~ci · ~cj for i, j = 1, . . . n. (224)
1. If (~k, ~k′) = (~p1, ~p1), then the conditions (223)-(224) can be satisfied in only one way:
{~k1, ~k2, . . . , ~kn} = {~c1, ~c2, . . . , ~cn} (225)
unless
{~c1, ~c2, . . . , ~cn} ⊆ A˜(κ) ∩ [γ ~p1A˜(κ)] (226)
in which case there is a second (not necessarily distinct) solution:
{~k1, ~k2, . . . , ~kn} = γ ~p1 · {~c1, ~c2, . . . , ~cn}. (227)
2. If (~k, ~k′) = (~q1, ~q1), then the conditions (223)-(224) can be satisfied in only one way:
{~k1, ~k2, . . . , ~kn} = {~c1, ~c2, . . . , ~cn} (228)
unless
{~c1, ~c2, . . . , ~cn} ⊆ A˜(κ) ∩ [γ~q1A˜(κ)] (229)
in which case there is a second (not necessarily distinct) solution:
{~k1, ~k2, . . . , ~kn} = γ~q1 · {~c1, ~c2, . . . , ~cn}. (230)
3. If (~k, ~k′) = (~q1, ~p1), then the conditions (223)-(224) have no solutions unless
{~c1, ~c2, . . . , ~cn} ⊆ A˜(κ) ∩ [R(φ)A˜(κ)], (231)
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or
{~c1, ~c2, . . . , ~cn} ⊆ A˜(κ) ∩ [R(φ)γ~q1A˜(κ)]. (232)
When (231) holds then
{~k1, ~k2, . . . , ~kn} = R(−φ){~c1, ~c2, . . . , ~cn} (233)
and when (232) holds then
{~k1, ~k2, . . . , ~kn} = R(−φ)γ ~p1 · {~c1, ~c2, . . . , ~cn} = γ~q1R(−φ) · {~c1, ~c2, . . . , ~cn}. (234)
4. If (~k, ~k′) = (~p1, ~q1), then the conditions (223)-(224) have no solutions unless
{~c1, ~c2, . . . , ~cn} ⊆ A˜(κ) ∩ [R(−φ)A˜(κ)], (235)
or
{~c1, ~c2, . . . , ~cn} ⊆ A˜(κ) ∩ [γ~q1R(−φ)A˜(κ)]. (236)
When (235) holds then
{~k1, ~k2, . . . , ~kn} = R(φ){~c1, ~c2, . . . , ~cn} (237)
and when (236) holds then
{~k1, ~k2, . . . , ~kn} = R(φ)γ~q1 · {~c1, ~c2, . . . , ~cn}. (238)
Proof.
The proof follows that for Proposition III.5. ✷
Lemma 3.4 Let z1m(z, w) and w1m
′(z, w) be T 2-invariant monomials of degree p such that
f(z, w) = m(z, w) and h(z, w) = m′(z, w) meet the conditions of Proposition III.6. There
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exist functions Pf and Ph satisfying (51)-(52) such that
f(z, w) =
∑
~k1∈A˜(κ)
∑
~k2∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) a(~k2) . . . a(~kp)Pf(~q1, ~k1, . . . , ~kp) (239)
h(z, w) =
∑
~k1∈A˜(κ)
∑
~k2∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) a(~k2) . . . a(~kp)Ph(~p1, ~k1, . . . , ~kp) (240)
and
∑
~k1∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) . . . a(~kp)Pf(~p1, ~k1, . . . , ~kp)
=


f(w1, 0, 0, w4, 0, z2, z3, 0) if f(w1, 0, 0, w4, 0, z2, z3, 0) 6= 0
f(w1, 0, 0, w4, z1, 0, 0, z4) if f(w1, 0, 0, w4, z1, 0, 0, z4) 6= 0
0 otherwise
(241)
∑
~k1∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) . . . a(~kp)Ph(~q1, ~k1, . . . , ~kp)
=


h(0, w2, w3, 0, z1, 0, 0, z4) if h(0, w2, w3, 0, z1, 0, 0, z4) 6= 0
h(w1, 0, 0, w4, z1, 0, 0, z4) if h(w1, 0, 0, w4, z1, 0, 0, z4) 6= 0
0 otherwise.
(242)
where a(~k) is given by (216).
Proof
The proof follows that for Lemma III.1.
1. Let {~c1, ~c2, . . . , ~cn} denote the wave vector set associated with the monomial
m(z, w) used to define f(z, w). The monomial m(z, w) can be written as
m(z, w) = a(~c1) a(~c2) . . . a(~cn)a(~cln+1) . . . a(~clp) (243)
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in analogy with (162). For Pf we introduce the numerical factor
ǫ =


1
2
if {~c1, . . . , ~cn} ⊆ A˜(κ) ∩ [γ~q1A˜(κ)] and
{~c1, . . . , ~cn} 6= γ~q1{~c1, . . . , ~cn}
1 otherwise,
(244)
and define Pf as
Pf(~k, ~k1, . . . , ~kp) = ǫ

 n∏
i=1
n∏
j=1
δ~k·~ki, ~q1·~ci δ~ki· ~kj ,~ci·~cj



 p∏
j=n+1
δ ~kj ·~clj ,κ2

 . (245)
From Proposition III.10 we then have
Pf(~q1, ~k1, . . . , ~kp) =


ǫ if {~k1, . . . , ~kp} = {~c1, . . . , ~cn,~cln+1, . . . ,~clp}
ǫ if {~c1, . . . , ~cn} ⊆ A˜(κ) ∩ [γ~q1A˜(κ)] and
{~k1, . . . , ~kp} = γ~q1 · {~c1, . . . , ~cn,~cln+1, . . . ,~clp}
0 otherwise;
(246)
and
Pf (~p1, ~k1, . . . , ~kp) =


ǫ if {~c1, . . . , ~cn} ⊆ A˜(κ) ∩ [R(−φ)A˜(κ)] and
{~k1, . . . , ~kp} = R(φ) · {~c1, . . . , ~cn,~cln+1 , . . . ,~clp}
ǫ if {~c1, . . . , ~cn} ⊆ A˜(κ) ∩ [γ~q1R(−φ)A˜(κ)] and
{~k1, . . . , ~kp} = R(φ)γ~q1 · {~c1, . . . , ~cn,~cln+1, . . . ,~clp}
0 otherwise;
(247)
The calculations to verify (239) and (241) are now straightforward.
2. Let {~c1, ~c2, . . . , ~cn} denote the wave vector set associated with the monomial
m′(z, w) used to define h(z, w). The monomial m′(z, w) can be written as
m′(z, w) = a(~c1) a(~c2) . . . a(~cn)a(~cln+1) . . . a(~clp). (248)
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For Ph we require the numerical factor
ǫ =


1
2
if {~c1, . . . , ~cn} ⊆ A˜(κ) ∩ [γ ~p1A˜(κ)] and
{~c1, . . . , ~cn} 6= γ ~p1{~c1, . . . , ~cn}
1 otherwise,
(249)
and Ph is defined as
Ph(~k, ~k1, . . . , ~kp) = ǫ

 n∏
i=1
n∏
j=1
δ~k·~ki, ~p1·~ci δ~ki· ~kj,~ci·~cj



 p∏
j=n+1
δ ~kj ·~clj ,κ2

 . (250)
The verification of (240) and (242) proceeds as for Pf .
✷
Lemma 3.5 Let z1m(z, w) and w1m
′(z, w) be T 2-invariant monomials of degree p such that
f(z, w) = m(z, w) and h(z, w) = m′(z, w) meet the conditions of Proposition III.6. There
exists a single function P satisfying (51)-(52) such that
f(z, w) =
∑
~k1∈A˜(κ)
∑
~k2∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) a(~k2) . . . a(~kp)P (~q1, ~k1, . . . , ~kp) (251)
h(z, w) =
∑
~k1∈A˜(κ)
∑
~k2∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) a(~k2) . . . a(~kp)P (~p1, ~k1, . . . , ~kp) (252)
if and only if
f(z1, 0, 0, z4, 0, w2, w3, 0) = h(0, w2, w3, 0, z1, 0, 0, z4) (253)
f(z1, 0, 0, z4, w1, 0, 0, w4) = h(w1, 0, 0, w4, z1, 0, 0, z4). (254)
Proof.
The proof follows that for Lemma II.2. The necessity of (253) and (254) is
established by Proposition III.9 and the proof of necessity in Theorem III.1.
Assume that (253) and (254) hold and let Pf(~k, ~k1, . . . , ~kp) and Ph(~k, ~k1, . . . , ~kp)
be the functions of Lemma III.4 for f and h respectively.
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1. If f(z1, 0, 0, z4, 0, w2, w3, 0) = f(z1, 0, 0, z4, w1, 0, 0, w4) = 0 then define
P (~k, ~k1, . . . , ~kp) ≡ Pf(~k, ~k1, . . . , ~kp) + Ph(~k, ~k1, . . . , ~kp). (255)
The equations (251) and (252) follow from the previous Lemma.
2. If f(z1, 0, 0, z4, 0, w2, w3, 0) 6= 0 or f(z1, 0, 0, z4, w1, 0, 0, w4) 6= 0 then define
P (~k, ~k1, . . . , ~kp) ≡ Pf (~k, ~k1, . . . , ~kp). (256)
Again (251) and (252) can be verified using the previous Lemma.✷
These results imply the analogue of Lemma III.3 for this mode interaction.
Lemma 3.6 For a homogeneous vector field F˜ , equivariant with respect to the representation
of D4+˙T
2 in (183)-(185), there exists a E(2)-symmetric vector field F on Ec(R2) such that
F˜ = F|Ec(Ω˜) (257)
if and only if for all R(θ) ∈ E(2),
R(θ) · F˜ (Φ) = F˜ (R(θ) · Φ) (258)
for all Φ ∈ Ec(Ω˜) ∩ [R(−θ)Ec(Ω˜)].
3.3 The [8, 4]-mode interaction
In the notation of section II.B, the eight-dimensional representation (l1, n1) is
V˜1 = {(z1Φ~q1(~r) + z2Φ~q2(~r) + z3Φ~q3(~r) + z4Φ~q4(~r) + cc)| (z1, z2, z3, z4) ∈ C
4}, (259)
with wave vectors ~q1 = (l1, n1), ~q2 = (l1,−n1), ~q3 = (n1, l1) and ~q4 = (n1,−l1) and the
four-dimensional representation (l2, l2) is
V˜2 = {w1Φ ~p1(~r) + w2Φ ~p1(~r) + cc)| (w1, w2) ∈ C
2} (260)
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has wave vectors ~p1 = (l2, l2) and ~p2 = (l2,−l2). The reducible representation of D4+˙T
2 on
the twelve-dimensional space V˜1 ⊕ V˜2 is generated by
γ1 · (z, w) = (z2, z1, z4, z3, w2, w1) (261)
γ2 · (z, w) = (z3, z4, z1, z2, w1, w2) (262)
T(a,b) · (z, w) = (e
−i(l1a+n1b)z1, e
−i(l1a−n1b)z2, e
−i(n1a+l1b)z3, e
−i(n1a−l1b)z4,
e−il2(a+b)w1, e
−il2(a−b)w2) (263)
where z ≡ (z1, z2, z3, z4) and w ≡ (w1, w2).
We adopt the following notation for vector fields that commute with this representation.
Proposition 3.11 F˜ is D4+˙T
2-equivariant if and only if it has the form
F˜ (z, w) =


f(z, w)
f(γ3 · (z, w))
f(γ2 · (z, w))
f(γ2γ1 · (z, w))
h(z, w)
h(γ3 · (z, w))


=


f(z1, z2, z3, z4, w1, w2)
f(z2, z1, z4, z3, w2, w1)
f(z3, z4, z1, z2, w1, w2)
f(z4, z3, z2, z1, w2, w1)
h(z1, z2, z3, z4, w1, w2)
h(z2, z1, z4, z3, w2, w1)


(264)
where f(z, w) and h(z, w) are complex-valued functions satisfying following conditions:
1. f(z, w) = f(z, w) and h(z, w) = h(z, w)
2. h(z, w) is γ2-invariant:
h(z1, z2, z3, z4, w1, w2) = h(z3, z4, z1, z2, w1, w2) (265)
3. z1 f(z, w) and w1 h(z, w) are invariant under the translations T
2.
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Proof.
The proof follows that for Proposition III.1 ✷
We write F˜ = [f, h] to indicate the map (264) corresponding to f and h.
For D4+˙T
2-symmetric vector fields F˜ = [f, h], we assume f and h are homogeneous
functions and reduce to the case with each function determined by a single monomial
f(z, w) = m(z, w) (266)
h(z, w) = m′(z, w) +m′(γ2 · (z, w)) (267)
where z1m(z, w) and w1m
′(z, w) are T 2-invariant. With the same notation for the quadratic
invariants (73)-(74), these monomials are readily characterized.
Proposition 3.12 A T 2-invariant monomial M(z, w) can always be written in the form
M(z, w) = (σ
µ′
1
1 σ
µ′
2
2 σ
µ′
3
3 σ
µ′
4
4 ρ
ν′
1
1 ρ
ν′
2
2 ) Ω
µ1
1 Ω
µ2
2 Ω
µ3
3 Ω
µ4
4 ω
ν1
1 ω
ν2
2 (268)
where (µ1, µ2, µ3, µ4, ν1, ν2) are integers satisfying
l1(µ1 + µ2) + n1(µ3 + µ4) + l2(ν1 + ν2) = 0 (269)
n1(µ1 − µ2) + l1(µ3 − µ4) + n2(ν1 − ν2) = 0. (270)
The geometry of the wave vector set (25)
A˜(κ) = {±~q1,±~q2,±~q3,±~q4,±~p1,±~p2} (271)
is shown in Fig. 3. For this mode interaction, as for the [4,8] interaction, it is sufficient to
consider a single rotation R(φ). One can verify that φ 6= 2θ1, and this implies that the set
A˜(κ) satisfies
A˜(κ) ∩ [R(φ)A˜(κ)] = {±~q2,±~q3,±~p1,±~p2} (272)
A˜(κ) ∩ [R(−φ)A˜(κ)] = {±~q1,±~q4,±~p1,±~p2}. (273)
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These non-zero intersections show that R(φ)Ec and R(−φ)Ec intersect Ec along eight-
dimensional subspaces,
Ec(Ω˜) ∩ [R(φ)Ec(Ω˜)] = (0, z2, z3, 0, w1, w2) (274)
Ec(Ω˜) ∩ [R(−φ)Ec(Ω˜)] = (z1, 0, 0, z4, w1, w2), (275)
that are related by reflection symmetry:
γ2 : E
c(Ω˜) ∩ [R(φ)Ec(Ω˜)]→ Ec(Ω˜) ∩ [R(−φ)Ec(Ω˜)]. (276)
Proposition 3.13 For the representation (261)-(263), the subspaces (274)-(275) are fixed
point subspaces for isotropy subgroups of D4+˙T
2; hence they are invariant under any D4+˙T
2
symmetric vector field F˜ = [f, h]. This invariance implies
f(0, z2, z3, 0, w1, w2) = 0. (277)
Proof.
The proof follows that of Proposition III.3. The isotropy subgroup Σ for (0, z2, z3, 0, w1, w2)
contains the translations T(a,b) where
(a, b) =
2π
κ2
(l2 (l1 + n1), l2(l1 − n1)) = 2π(cos φ , sinφ) (278)
and
(a, b) =
2π
κ2
(−l2(l1 − n1), l2 (l1 + n1)) = 2π(− sinφ, cosφ). (279)
Thus T(a,b) · (z, w) = (z, w) is a necessary condition for (z, w) ∈ Fix(Σ), and this
condition implies
e−i(l1a+n1b)z1 = z1 (280)
e−i(n1a−l1b)z4 = z4. (281)
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If z1 6= 0, then for (278) - (279) the z1 equation requires
l1 cosφ+ n1 sin φ = integer (282)
−l1 sinφ+ n1 cosφ = integer, (283)
or equivalently R(−φ) · ~q1 ∈ A˜(κ) which is impossible since φ 6= 2θ1. Hence
(z, w) ∈ Fix(Σ) requires z1 = 0. A similar discussion of (281) shows that z4 = 0.
✷
When F˜ is obtained by restriction from F there are additional conditions on f and h.
Proposition 3.14 For a D4+˙T
2-equivariant vector field F˜ = [f, h], the condition
R(φ) · F˜ (Φ) = F˜ (R(φ) · Φ) (284)
for all Φ ∈ Ec(Ω˜) ∩ [R(−φ)Ec(Ω˜)] is satisfied if and only if
f(z1, 0, 0, z4, w1, w2) = h(0, w2, w1, 0, z1, z4), (285)
or equivalently
h(0, z2, z3, 0, w1, w2) = f(w1, 0, 0, w2, z3, z2). (286)
Proof.
The proof follows that of Proposition III.4. ✷
The restriction in (53) is accomplished by choosing a(~k) in (48) so that Φ ∈ Ec(Ω˜):
a(~k) = z1 δ~k, ~q1 + z1 δ~k, ~−q1 + z2 δ~k, ~q2 + z2 δ~k, ~−q2 + z3 δ~k, ~q3 + z3 δ~k, ~−q3 + z4 δ~k, ~q4 + z4 δ~k, ~−q4
+w1 δ~k, ~p1 + w1 δ~k, ~−p1 + w2 δ~k, ~p2 + w2 δ~k, ~−p2. (287)
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This determines a D4+˙T
2-equivariant vector field F˜ = [f, h] on Ec(Ω˜) such that f and h are
homogeneous functions of degree p; when f and h are determined by monomials as in (266)
and (267) then
m(z, w) =
∑
~k1∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) . . . a(~kp)P (~q1, ~k1, . . . , ~kp) (288)
m′(z, w) +m′(γ2 · (z, w)) =
∑
~k1∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) . . . a(~kp)P (~p1, ~k1, . . . , ~kp). (289)
Given monomials m and m′ in (266) and (267), the essential question is whether there exists
a function P , satisfying conditions (51)-(52), such that (288) and (289) hold. We answer
this by constructing P ; the procedure is the same as in the [4,8] mode interaction.
The inner products amongst the vectors in A˜(κ) are used to specify subsets of A˜(κ).
Given a vector ~ci ∈ A˜(κ) denote the reflection in E(2) that fixes ~ci by γ~ci, i.e. γ~ci · ~ci = ~ci.
For example, γ ~p1 = γ2, γ ~p2 = γ2γ˜1, and γ~q1 = R(−φ)γ2R(φ). Thus γ ~p1 and γ ~p2 leave A˜(κ)
invariant, but for ~qi, i = 1, 2, 3, 4 we have:
A˜(κ) ∩ [γ~q1A˜(κ)] = A˜(κ) ∩ [γ~q4A˜(κ)] = {±~q1,±~q4} (290)
A˜(κ) ∩ [γ~q2A˜(κ)] = A˜(κ) ∩ [γ~q3A˜(κ)] = {±~q2,±~q3}. (291)
Proposition 3.15 Let {~c1, ~c2, . . . , ~cn} denote a fixed subset of A˜(κ). Given (~k, ~k′), let
{~k1, ~k2, . . . , ~kn} denote a second set of n vectors in A˜(κ) required to satisfy the conditions:
~k · ~ki = ~k′ · ~ci for i = 1, . . . n (292)
~ki · ~kj = ~ci · ~cj for i, j = 1, . . . n. (293)
1. If (~k, ~k′) = (~p1, ~p1), then the conditions (292)-(293) have only two (not necessarily
distinct) solutions:
{~k1, ~k2, . . . , ~kn} = {~c1, ~c2, . . . , ~cn} (294)
56
and
{~k1, ~k2, . . . , ~kn} = γ ~p1 · {~c1, ~c2, . . . , ~cn}. (295)
2. If (~k, ~k′) = (~q1, ~q1), then the conditions (292)-(293) can be satisfied in only one way:
{~k1, ~k2, . . . , ~kn} = {~c1, ~c2, . . . , ~cn} (296)
unless
{~c1, ~c2, . . . , ~cn} ⊆ A˜(κ) ∩ [γ~q1A˜(κ)] (297)
in which case there is a second (not necessarily distinct) solution:
{~k1, ~k2, . . . , ~kn} = γ~q1 · {~c1, ~c2, . . . , ~cn}. (298)
3. If (~k, ~k′) = (~q1, ~p1), then the conditions (292)-(293) have no solutions unless
{~c1, ~c2, . . . , ~cn} ⊆ A˜(κ) ∩ [R(φ)A˜(κ)], (299)
or
{~c1, ~c2, . . . , ~cn} ⊆ A˜(κ) ∩ [γ ~p1R(φ)A˜(κ)]. (300)
When (299) holds then
{~k1, ~k2, . . . , ~kn} = R(−φ){~c1, ~c2, . . . , ~cn} (301)
and when (300) holds then
{~k1, ~k2, . . . , ~kn} = R(−φ)γ ~p1 · {~c1, ~c2, . . . , ~cn}. (302)
4. If (~k, ~k′) = (~p1, ~q1), then the conditions (223)-(224) have no solutions unless
{~c1, ~c2, . . . , ~cn} ⊆ A˜(κ) ∩ [R(−φ)A˜(κ)], (303)
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or
{~c1, ~c2, . . . , ~cn} ⊆ A˜(κ) ∩ [γ~q1R(−φ)A˜(κ)]. (304)
When (303) holds then
{~k1, ~k2, . . . , ~kn} = R(φ){~c1, ~c2, . . . , ~cn} (305)
and when (304) holds then
{~k1, ~k2, . . . , ~kn} = R(φ)γ~q1 · {~c1, ~c2, . . . , ~cn}. (306)
Proof.
The proof follows that of Proposition III.5. ✷
Lemma 3.7 Let z1m(z, w) and w1m
′(z, w) be T 2-invariant monomials of degree p such that
f(z, w) = m(z, w) and h(z, w) = m′(z, w)+m′(γ2 · (z, w)) meet the conditions of Proposition
III.11. There exist functions Pf and Ph satisfying (51)-(52) such that
f(z, w) =
∑
~k1∈A˜(κ)
∑
~k2∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) a(~k2) . . . a(~kp)Pf(~q1, ~k1, . . . , ~kp) (307)
h(z, w) =
∑
~k1∈A˜(κ)
∑
~k2∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) a(~k2) . . . a(~kp)Ph(~p1, ~k1, . . . , ~kp) (308)
and
∑
~k1∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) . . . a(~kp)Pf(~p1, ~k1, . . . , ~kp)
=


f(w1, 0, 0, w2, 0, 0) if f(z1, 0, 0, z4, 0, 0) 6= 0
f(w1, 0, 0, w2, z3, z2) if f(z1, 0, 0, z4, 0, 0) = 0 and
+f(w1, 0, 0, w2, z1, z4) f(z1, 0, 0, z4, w1, w2) 6= 0
0 otherwise
(309)
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∑
~k1∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) . . . a(~kp)Ph(~q1, ~k1, . . . , ~kp) = h(w1, 0, 0, w2, z1, z4) (310)
where a(~k) is given by (287).
Proof
The proof follows that of Lemma III.1.
1. Let {~c1, ~c2, . . . , ~cn} denote the wave vector set associated with the monomial
m(z, w) used to define f(z, w). Then m(z, w) can be written as
m(z, w) = a(~c1) a(~c2) . . . a(~cn)a(~cln+1) . . . a(~clp) (311)
in analogy with (162). For Pf we introduce the numerical factor
ǫ =


1
2
if {~c1, . . . , ~cn} ⊆ A˜(κ) ∩ [γ~q1A˜(κ)] and
{~c1, . . . , ~cn} 6= γ~q1{~c1, . . . , ~cn}
1 otherwise,
(312)
and define Pf as
Pf(~k, ~k1, . . . , ~kp) = ǫ

 n∏
i=1
n∏
j=1
δ~k·~ki, ~q1·~ci δ~ki· ~kj ,~ci·~cj



 p∏
j=n+1
δ ~kj ·~clj ,κ2

 . (313)
From Proposition III.15 we then have
Pf(~q1, ~k1, . . . , ~kp) =


ǫ if {~k1, . . . , ~kp} = {~c1, . . . , ~cn,~cln+1, . . . ,~clp}
ǫ if {~c1, . . . , ~cn} ⊆ A˜(κ) ∩ [γ~q1A˜(κ)] and
{~k1, . . . , ~kp} = γ~q1 · {~c1, . . . , ~cn,~cln+1, . . . ,~clp}
0 otherwise;
(314)
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and
Pf (~p1, ~k1, . . . , ~kp) =


ǫ if {~c1, . . . , ~cn} ⊆ A˜(κ) ∩ [R(−φ)A˜(κ)] and
{~k1, . . . , ~kp} = R(φ) · {~c1, . . . , ~cn,~cln+1 , . . . ,~clp}
ǫ if {~c1, . . . , ~cn} ⊆ A˜(κ) ∩ [γ~q1R(−φ)A˜(κ)] and
{~k1, . . . , ~kp} = R(φ)γ~q1 · {~c1, . . . , ~cn,~cln+1, . . . ,~clp}
0 otherwise;
(315)
The calculations to verify (307) and (309) are now straightforward.
2. Let {~c1, ~c2, . . . , ~cn} denote the wave vector set associated with the monomial
m′(z, w) used to define h(z, w). Then m′(z, w) can be written as
m′(z, w) = a(~c1) a(~c2) . . . a(~cn)a(~cln+1) . . . a(~clp). (316)
Ph is defined as
Ph(~k, ~k1, . . . , ~kp) =

 n∏
i=1
n∏
j=1
δ~k·~ki, ~p1·~ci δ~ki· ~kj,~ci·~cj



 p∏
j=n+1
δ ~kj ·~clj ,κ2

 . (317)
The verification of (308) and (310) proceeds as for Pf .
✷
Lemma 3.8 Let z1m(z, w) and w1m
′(z, w) be T 2-invariant monomials of degree p such that
f(z, w) = m(z, w) and h(z, w) = m′(z, w)+m′(γ2 · (z, w)) meet the conditions of Proposition
III.11. There exists a single function P satisfying (51)-(52) such that
f(z, w) =
∑
~k1∈A˜(κ)
∑
~k2∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) a(~k2) . . . a(~kp)P (~q1, ~k1, . . . , ~kp) (318)
h(z, w) =
∑
~k1∈A˜(κ)
∑
~k2∈A˜(κ)
. . .
∑
~kp∈A˜(κ)
a(~k1) a(~k2) . . . a(~kp)P (~p1, ~k1, . . . , ~kp) (319)
if and only if
f(z1, 0, 0, z4, w1, w2) = h(0, w2, w1, 0, z1, z4). (320)
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Proof.
The proof follows that for Lemma II.2. The necessity of (320) is established by
Proposition III.14 and the proof of necessity in Theorem III.1. Assume that (320)
holds and let Pf (~k, ~k1, . . . , ~kp) and Ph(~k, ~k1, . . . , ~kp) be the functions of Lemma
III.7 for f and h respectively.
1. If f(z1, 0, 0, z4, w1, w2) = 0 then define
P (~k, ~k1, . . . , ~kp) ≡ Pf(~k, ~k1, . . . , ~kp) + Ph(~k, ~k1, . . . , ~kp). (321)
The equations (318) and (319) follow from the previous Lemma.
2. If f(z1, 0, 0, z4, w1, w2) 6= 0 or then define
P (~k, ~k1, . . . , ~kp) ≡ Pf (~k, ~k1, . . . , ~kp). (322)
Again (318) and (319) can be verified using the previous Lemma.✷
For this mode interaction, these results imply the analogue of Lemmas III.3 and III.6.
Lemma 3.9 For a homogeneous vector field F˜ , equivariant with respect to the representation
of D4+˙T
2 in (261)-(263), there exists a E(2)-symmetric vector field F on Ec(R2) such that
F˜ = F|Ec(Ω˜) (323)
if and only if for all R(θ) ∈ E(2)
R(θ) · F˜ (Φ) = F˜ (R(θ) · Φ) (324)
for all Φ ∈ Ec(Ω˜) ∩ [R(−θ)Ec(Ω˜)].
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4 Binary Mode interactions with Ec(R2) reducible
For these mode interactions we still assume the decomposition
Ec(Ω˜) = V˜1 ⊕ V˜2, (325)
but the irreducible form Ec(R2) = Eκ(R
2) is replaced by
Ec(R2) = Eκ1(R
2)⊕Eκ2(R
2) (326)
where V˜i ⊂ Eκi(R
2). No relationship is assumed between κ21 = l
2
1 + n
2
1 and κ
2
2 = l
2
2 + n
2
2;
they may be equal or unequal. In (325) any pair of irreducible representations is allowed; in
particular [4,4] mode interactions are now possible.
We denote the wave vector sets A˜(κ1) = {±~q1, . . . ,±~qj1} and A˜(κ2) = {±~p1, . . . ,±~pj2}
as before, and write the D4+˙T
2 representations in the usual way
V˜1 = {z1Φ~q1(~r) + · · ·+ zj1Φ ~qj1 (~r) + cc)| (z1, . . . , zj1) ∈ C
j1}, (327)
V˜2 = {(w1Φ ~p1(~r) + · · ·+ wj2Φ ~pj2 (~r) + cc)| (w1, . . . , wj2) ∈ C
j2}. (328)
In these expressions ji = (dim V˜i)/2.
As in the E(2)-irreducible examples, a vector field F˜ , equivariant with respect to the
representation (325), is uniquely specified by giving two functions F˜ = [f, h] where f(z, w)
is the z1 component of F˜ and determines the other V˜1 components and h(z, w) is the w1
component of F˜ and determines the other V˜2 components. The specific properties required
of f and h depend on the representations considered.
There are several ways that this type of mode interaction arises in applications. Since all
the irreducible representations of D4+˙T
2 are absolutely irreducible, a theorem of Golubitsky
and Stewart implies that the critical eigenvalues can be imaginary only if the representa-
tions in (325) are equivalent.[15] Thus Hopf bifurcation with D4+˙T
2 symmetry leads to mode
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interactions of this type. The Hopf bifurcation for the (l1, n1) = (l, 0) and (l2, n2) = (l, 0)
mode interaction has been analyzed by Swift, Pismen, and Silber and Knobloch.[16]-[18] One
subtlety in the case of imaginary eigenvalues is that the eigenvectors are complex linear com-
binations of the vectors Φ~k(~r) in (327)-(328); see Silber and Knobloch for an example.[18] For
real eigenvalues, the mode interaction with equivalent representations occurs at the Takens-
Bogdanov bifurcation when the Hopf frequency vanishes. If V˜1 and V˜2 are inequivalent, then
the critical eigenvalues must be real. This situation arises naturally in codimension-two
mode interactions. For example these bifurcations may be seen in the parameter space of
the Faraday experiment with square geometry.[8, 11]
In light of the reducible structure of Ec(R2) in (326), there are no hidden rotations acting
on Ec(Ω˜) to connect the two D4+˙T
2 representations. Consequently for all mode interactions
of this type, the E(2) symmetry of F imposes no requirements on the normal form F˜ beyond
the constraints of D4+˙T
2-equivariance. Recall our notation (39)-(44) for the E(2)-reducible
case; F is given by F = F1 + F2 where Fi : E
c(R2) → Eκi(R
2) for i = 1, 2. We assume F
is homogeneous of degree p. For a vector in Ec(R2),
Φ(~r) =
2∑
i=1
∑
~k∈A(κi)
ai(~k) Φ~k(~r), (329)
the components Fi must have the form
Fi(Φ) =
∑
~k∈A(κi)
a′i(
~k) Φ~k(~r) (330)
where
a′i(
~k) =
∑
l1≤...≤lp=1,2

 ∑
~k1∈A(κl1 )
· · ·
∑
~kp∈A(κlp)
al1(
~k1) . . . alp(~kp)Pi(~k, ~k1, . . . , ~kp)

 . (331)
Note that for Pi(~k, ~k1, . . . , ~kp) the argument ~k only takes values in A(κi).
The restriction of F to Ec(Ω˜)
F˜ = F|Ec(Ω˜) (332)
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is accomplished by specifying a1(~k) and a2(~k) appropriately in (329):
a1(~k) = z1 δ~k, ~q1 + z1 δ~k, ~−q1 + · · ·+ zj1 δ~k, ~qj1
+ zj1 δ~k, ~−qj1
(333)
a2(~k) = w1 δ~k, ~p1 + w1 δ~k, ~−p1 + · · ·+ wj2 δ~k, ~pj2
+ wj2 δ~k, ~−pj2
. (334)
The D4+˙T
2-equivariant vector field F˜ = [f, h] on Ec(Ω˜) defined in this way is determined
by
f(z, w) =
∑
l1≤...≤lp=1,2

 ∑
~k1∈A˜(κl1 )
. . .
∑
~kp∈A˜(κlp)
al1(
~k1) . . . alp(~kp)P1(~q1, ~k1, . . . , ~kp)

 (335)
h(z, w) =
∑
l1≤...≤lp=1,2

 ∑
~k1∈A˜(κl1 )
. . .
∑
~kp∈A˜(κlp)
al1(
~k1) . . . alp(~kp)P2(~p1, ~k1, . . . , ~kp)

 . (336)
The crucial point is that now, because E(2) is reducible, f and h are determined from
different functions P1 and P2, respectively.
Theorem 4.1 Assume Ec(Ω˜) carries a reducible representation of D4+˙T
2 as in (325), and
Ec(R2) carries a reducible representation of E(2) as in (326). Let F˜ : Ec(Ω˜)→ Ec(Ω˜) denote
a homogeneous D4+˙T
2-equivariant vector field F˜ = [f, h], then there is a E(2)-equivariant
vector field F : Ec(R2)→ Ec(R2) such that
F˜ = F|Ec(Ω˜). (337)
Proof.
The construction of functions Pf(~k, ~k1, . . . , ~kp) and Ph(~k, ~k1, . . . , ~kp) satisfying
(45) - (46) and
f(z, w) =
∑
l1≤...≤lp=1,2

 ∑
~k1∈A˜(κl1 )
. . .
∑
~kp∈A˜(κlp )
al1(
~k1) . . . alp(~kp)Pf(~q1, ~k1, . . . , ~kp)

(338)
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h(z, w) =
∑
l1≤...≤lp=1,2

 ∑
~k1∈A˜(κl1 )
. . .
∑
~kp∈A˜(κlp )
al1(
~k1) . . . alp(~kp)Ph(~p1, ~k1, . . . , ~kp)

(339)
follows the same procedure as in the mode interactions with irreducible Ec(Ω˜).
See Lemmas III.1, III.4, and III.7. Set P1(~k, ~k1, . . . , ~kp) = Pf(~k, ~k1, . . . , ~kp) and
P2(~k, ~k1, . . . , ~kp) = Ph(~k, ~k1, . . . , ~kp) and define F = F1 + F2 where each Fi is
defined as in (330) - (331). This gives an E(2)-equivariant vector field which
restricts to F˜ on Ec(Ω˜). ✷
5 Conclusions
The analysis of binary mode interactions shows that the Euclidean symmetry of the dynam-
ical equations will constrain the D4+˙T
2-symmetric normal form only if the representation
of E(2) is irreducible. This is our main qualitative conclusion and it implies that the effects
of hidden rotation symmetry on such binary mode interactions are only important when the
neutral eigenvalue is real. A practical result of this study are the explicit formulas indicating
how the standard D4+˙T
2-symmetric normal form must be modified to reflect the hidden
rotations; these results are stated as constraints on the functions [f, h] in (171), (253) -
(254), and (320) for the [4, 8], [8, 8], and [8, 4] mode interactions respectively. The approach
used here for the binary mode interactions may be used to construct normal forms for more
complex interactions involving additional representations of D4+˙T
2 as in (47),
Ec(Ω˜) = V˜(l1,n1) ⊕ V˜(l2,n2) · · · ⊕ V˜(lj ,nj). (340)
In this case F˜ would have j component functions and the hidden rotations connecting the
representations would induce relations between the functions. For mode interactions (340)
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with reducible representations of E(2),
Ec(R2) = Eκ1(R
2)⊕ Eκ2(R
2) · · · ⊕ Eκν (R
2), (341)
the analysis of Section IV generalizes immediately when ν = j. Then there are no hidden
rotations connecting the representations ofD4+˙T
2 and no relations between the ν component
functions of F˜ . In the case ν < j then two or more of the D4+˙T
2 representations in (340) are
contained in a single E(2) representation of (341). These representations will be connected
by hidden rotations and there will be constraints on the corresponding component functions
of F˜ .
An application of these results to construct normal forms for the bifurcation of surface
waves in the Faraday experiment will be published elsewhere. In this experiment parametric
forcing of a fluid layer excites waves through period-doubling bifurcations. Under suitable
conditions the moving fluid approximately obeys a Neumann boundary condition at the
sidewalls and in square containers this boundary condition allows the corresponding fluid
model to be extended to a larger square with periodic boundary conditions and D4+˙T
2
symmetry. Thus the hidden rotations are two steps removed from the actual equations
describing the fluid behavior, nevertheless their effects on the normal form for the experiment
may be quite significant.
6 Appendix
6.1 Proof of Theorem II.1
Let
LΦ~k(~r) =
∑
~k′∈A(κ)
c~k(
~k′) Φ~k′(~r) (342)
describe the action of L on Φ~k(~r). When applied to Φ~k(~r) the assumption that L commutes
with an arbitrary translation T~p requires e
−i~k·~p c~k(
~k′) = e−i
~k′·~p c~k(
~k′) for arbitrary ~p. Thus
c~k(
~k′) must vanish unless ~k = ~k′: c~k(
~k′) ≡ δ~k,~k′ C(
~k). When L is applied to a general element
of Eκ(R
2), this simplification implies
LΦ(~r) =
∑
~k′∈A(κ)
a(~k′)LΦ~k′(~r)
=
∑
~k′∈A(κ)
a(~k′)C(~k′) Φ~k′ (343)
where Φ(~r) is given by (20). Acting alone, the remaining generators R(φ) and γ2 generate
the subgroup O(2), and the assumption that γ LΦ(~r) = Lγ Φ(~r) for γ ∈ O(2) implies C(~k′)
must be an O(2) invariant function C(γ · ~k′) = C(~k′). The O(2) invariance of C means that
is only depends on the magnitude of ~k′ and hence is a κ-dependent constant C(~k′) = σ(κ).
Thus our linear operator is simply L = σ(κ) I.
6.2 Proof of Theorem II.2
The Euclidean group E(2) = O(2)+˙T (2) is the semi-direct product of O(2) and the group of
translations T (2), and the conditions (45) - (46) correspond to these two components.
1. The effect of an arbitrary translation T~x on
Φ =
ν∑
i=1
∑
~k∈A(κi)
ai(~k) Φ~k(~r) (344)
is to replace ai(~k) by ai(~k) e
−i~k·~x. Thus T~x · F(Φ) = F(T~x · Φ) requires
[e−i~x·(
~k1+ ~k2+···+ ~kp−~k) − 1]Pi(~k, ~k1, ~k2, . . . , ~kp) = 0 (345)
for i = 1, . . . , ν and arbitrary ~x; hence if ~k 6= ~k1 + ~k2 + . . .+ ~kp, then
Pi(~k, ~k1, ~k2, . . . , ~kp) = 0. (346)
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2. For γ ∈ O(2), we evaluate γ·F using the invariance of the inner product ~k·~r = (γ~k)·(γ~r)
γ · Fi(Φ) =
∑
~k∈A(κi)
Φ~k(γ
−1~r) a′i(
~k′)
=
∑
~k∈A(κi)
Φ~k(~r) a
′
i(γ
−1 · ~k′), (347)
where
a′i(γ
−1·~k) =
∑
l1≤...≤lp

 ∑
~k′
1
∈A(κl1 )
∑
~k′
2
∈A(κl2 )
. . .
∑
~k′p∈A(κlp)
al1(
~k′1) al2(
~k′2) . . . alp(~k
′
p)Pi(γ
−1 · ~k, ~k′1, . . . , ~k
′
p)

 .
(348)
Now from
(γ · Φ)(~r) =
ν∑
i=1
∑
~k∈A(κi)
ai(~k) Φ~k(γ
−1~r)
=
ν∑
i=1
∑
~k∈A(κi)
ai(γ
−1 · ~k) Φ~k(~r), (349)
we obtain
Fi(γ · Φ) =
∑
~k∈A(κi)
a′i(
~k) Φ~k(~r) (350)
where
a′i(
~k) =
∑
l1≤...≤lp

 ∑
~k′
1
∈A(κl1 )
∑
~k′
2
∈A(κl2 )
. . .
∑
~k′p∈A(κlp)
al1(γ
−1 · ~k′1) . . . alp(γ
−1 · ~k′p)Pi(
~k, ~k′1, . . . , ~k
′
p)


=
∑
l1≤...≤lp

 ∑
~k′
1
∈A(κl1 )
. . .
∑
~k′p∈A(κlp)
al1(
~k′1) . . . alp(~k
′
p)Pi(
~k, γ · ~k′1, . . . , γ · ~k
′
p)

 .
Thus γ · F(Φ) = F(γ · Φ) requires that each Pi is an O(2)-invariant function:
Pi(γ · ~k, γ · ~k1, γ · ~k2, . . . , γ · ~kp) = Pi(~k, ~k1, ~k2, . . . , ~kp) (351)
for i = 1, . . . , ν.
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3. Note that for the reflection ~r → −~r, this gives
Pi(−~k,−~k1,−~k2, . . . ,−~kp) = Pi(~k, ~k1, ~k2, . . . , ~kp); (352)
if F is real-valued then F∗ = F requires
Pi(−~k,−~k1,−~k2, . . . ,−~kp)
∗ = Pi(~k, ~k1, ~k2, . . . , ~kp) (353)
and the reflection symmetry (352) then implies Pi is real-valued.
6.3 Proof of Proposition III.1
Let
F˜ (z, w) =


f1(z, w)
f2(z, w)
h1(z, w)
h2(z, w)
h3(z, w)
h4(z, w)


(354)
denote an arbitrary vector field F˜ : Ec(Ω˜) → Ec(Ω˜). This vector field will be D4+˙T
2-
equivariant if and only if it commutes with γ1, γ2 and T(a,b) for arbitrary (a, b). The first
condition γ1 · F˜ (z, w) = F˜ (γ1 · (z, w)) requires
f1(z, w) = f1(γ1 · (z, w)) (355)
f2(z, w) = f2(γ1 · (z, w)) (356)
h2(z, w) = h1(γ1 · (z, w)) (357)
h4(z, w) = h3(γ1 · (z, w)) (358)
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so we can write F˜ as
F˜ (z, w) =


f1(z, w)
f2(z, w)
h1(z, w)
h1(γ1 · (z, w))
h3(z, w)
h3(γ1 · (z, w))


(359)
where f1 and f2 satisfy (355)-(356). The second condition γ2 ·F˜ (z, w) = F˜ (γ2 ·(z, w)) applied
to (359) requires
f2(z, w) = f1(γ2 · (z, w)) (360)
h3(z, w) = h1(γ2 · (z, w)) (361)
h3(γ1 · (z, w)) = h1(γ1γ2 · (z, w)). (362)
By eliminating f2 and h3 using (360)-(361), the remaining conditions (355)-(356) and (362)
become
f1(z, w) = f1(γ1 · (z, w)) (363)
f1(γ2 · (z, w)) = f1(γ2γ1 · (z, w)) (364)
h1(γ2γ1 · (z, w)) = h1(γ1γ2 · (z, w)), (365)
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and (359) becomes
F˜ (z, w) =


f1(z, w)
f1(γ2 · (z, w))
h1(z, w)
h1(γ1 · (z, w))
h1(γ2 · (z, w))
h1(γ2γ1 · (z, w))


. (366)
Since γ3 = γ2γ1γ2 the second condition (364) on f1 is equivalent to
f1(z, w) = f1(γ3 · (z, w)); (367)
thus f1 is γ3-invariant. Since γ1γ3 · (z, w) = (z, w), using (367) the remaining condition (363)
on f1 becomes f1(z, w) = f1(z, w). Similarly the remaining condition (365) on h1 can be
rewritten as
h1(z, w) = h1(γ2γ1γ2γ1 · (z, w)) = h1(z, w). (368)
This property of h1 allows the vector field (366) to be re-expressed as
F˜ (z, w) =


f1(z, w)
f1(γ2 · (z, w))
h1(z, w)
h1(γ3 · (z, w))
h1(γ2 · (z, w))
h1(γ2γ1 · (z, w))


(369)
where the identity γ3γ1γ2γ1 = γ2γ1 has been applied. This vector field satisfies the require-
ments of {γ1, γ2}-equivariance and, after dropping subscripts on f and h, agrees with the
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form shown in (68). Finally the translation symmetry T(a,b) · F˜ (z, w) = F˜ (T(a,b) · (z, w))
requires
e−il1af1(z, w) = f1(T(a,b) · (z, w)) (370)
e−i(l2a+n2b)h1(z, w) = h1(T(a,b) · (z, w)). (371)
This is equivalent to assuming that z1f1(z, w) and w1h1(z, w) are T
2-invariant functions.
This completes the characterization of F˜ .
6.4 Proof of Proposition III.2
Any monomial
M(z) = zα11 z1
α′
1zα22 z2
α′
2wβ11 w1
β′
1wβ22 w2
β′
2wβ33 w3
β′
3wβ44 w4
β′
4, (372)
can be written in the form (77); this reduction only requires extracting all factors of |z1|
2,
|z2|
2, |w1|
2, |w2|
2, |w3|
2, and |w4|
2. The result will be T 2-invariant however only if the
remaining factor Ωµ11 Ω
µ2
2 ω
ν1
1 ω
ν2
2 ω
ν3
3 ω
ν4
4 is T
2-invariant. From the representation (66), this
requires the conditions (78)-(79).
6.5 Proof of Proposition III.5
1. For (~k, ~k′) = (~p1, ~p1), the vectors {~k1, ~k2, . . . , ~kn} must satisfy
~p1 · ~ki = ~p1 · ~ci for i = 1, . . . n (373)
~ki · ~kj = ~ci · ~cj for i, j = 1, . . . n (374)
and obviously the set (118) is a solution. The n conditions (373) require that either
~ki = ~ci or ~ki = γ ~p1 · ~ci where the reflection γ ~p1 is defined in (113). If γ ~p1 · ~ci 6∈ A˜(κ) for
all i, then (118) is the unique solution and there is nothing to prove. Assume this is
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not the case. Note first that γ ~p1 · ~ci ∈ A˜(κ) requires ~ci ∈ A˜(κ) ∩ [γ ~p1A˜(κ)] so we have
γ ~p1 · ~ci ∈ A˜(κ) for all i only if (119) holds. In this event the entire set of vectors
{~k1, ~k2, . . . , ~kn} = γ ~p1 · {~c1, ~c2, . . . , ~cn} (375)
is contained in A˜(κ) and provides a second solution. A third solution distinct from
(118) and (120) is not possible. For such a solution we need to find two vectors ~cl and
~cl′ in {~c1, ~c2, . . . , ~cn} such that ~cl 6= γ ~p1 · ~cl, ~cl′ 6= γ ~p1 · ~cl′ , and γ ~p1 · ~cl ∈ A˜(κ). From (114)
these assumptions require ~cl = ~p4 or ~cl = −~p4. Now we try to modify the set (118) by
substituting ~kl = γ ~p1 · ~cl for
~kl = ~cl but leave ~kl′ = ~cl′ unchanged. Condition (374) then
implies
(γ ~p1 ·
~kl′) · ~cl = ~cl′ · ~cl. (376)
There are two choices in (376): γ ~p1 ·
~kl′ = ~cl′, or γ ~p1 ·
~kl′ = γ~cl · ~cl′. The first choice
means ~kl′ = γ ~p1 · ~cl′ which contradicts our assumption that
~kl′ = ~cl′ 6= γ ~p1 · ~cl′. The
second choice means ~kl′ = γ ~p1γ~cl · ~cl′. This is consistent with
~kl′ = ~cl′ only if
~cl′ = γ ~p1γ~cl · ~cl′; (377)
however γ~cl = γ ~p4 and γ ~p1γ ~p4 ·
~k = −~k so (377) cannot hold. Thus (376) leads to a
contradiction and the attempted substitution fails; there are no additional solutions.
This proves the first assertion.
2. For the second assertion, recall that γ~q1 = γ3 so that both (121) and (122) are subsets
of A˜(κ) and clearly satisfy the required conditions
~q1 · ~ki = ~q1 · ~ci for i = 1, . . . n (378)
~ki · ~kj = ~ci · ~cj for i, j = 1, . . . n. (379)
The first n conditions (378) require that either ~ki = ~ci or ~ki = γ3 · ~ci. If ~ci = γ3 · ~ci for
all i then there is nothing to prove. Suppose ~ci 6= γ3 · ~ci for at least two values i = l, l
′
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which requires that ~cl 6= ±~q1 and ~cl′ 6= ±~q1. We attempt to find a third solution by
replacing ~kl = ~cl in (121) by ~kl = γ3 · ~cl but leaving ~kl′ = ~cl′. Clearly (378) is still
satisfied, but for (i, j) = (l, l′) (379) now implies
(γ3 · ~kl′) · ~cl = ~cl′ · ~cl. (380)
This requires ~kl′ = γ3 · ~cl′ or ~kl′ = γ3γ~cl · ~cl′ where the reflection γ~cl is defined in (113);
both possibilities lead to contradictions. The first choice contradicts ~kl′ = ~cl′ and the
second choice is only consistent if
~cl′ = γ3γ~cl · ~cl′. (381)
Note that if ~cl = ~q2 or ~cl = −~q2, then γ~cl = γ~q2 = γ1 in (381); since γ3γ1 ·
~k = −~k this
is a contradiction. Thus we must restrict ~cl to the values
~cl ∈ {±~p1,±~p2,±~p3,±~p4}. (382)
In addition (381) implies ~cl′ ∈ A˜(κ) ∩ [γ~clA˜(κ)]. In light of (382) and (114)-(115), this
requires
~cl′ 6= ±~q1,±~q2, (383)
and implies that ~cl′ is either equal to ±~cl or ~cl′ is perpendicular to ~cl. The first possi-
bility implies ~cl′ = γ3 · ~cl′ from (381) which is a contradiction. The second possibility
yields γ~cl · ~cl′ = −~cl′ so that (381) implies ~cl′ = −γ3 · ~cl′; this in turn requires ~cl′ to be
equal to ~q2 or −~q2 which contradicts (383). Thus condition (380) cannot be satisfied
and the sets (121) and (122) are the only solutions. This proves the second assertion.
3. The third assertion can be reduced to the first case. Since ~q1 = R(−φ) · ~p1, the
conditions (116)-(117) for (~k, ~k′) = (~q1, ~p1) can be re-written as
~p1 · (R(φ) · ~ki) = ~p1 · ~ci for i = 1, . . . n (384)
(R(φ) · ~ki) · (R(φ) · ~kj) = ~ci · ~cj for i, j = 1, . . . n. (385)
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Thus by our first assertion we have only two possibilities for solutions: R(φ)·{~k1, ~k2, . . . , ~kn} =
{~c1, ~c2, . . . , ~cn} and R(φ) · {~k1, ~k2, . . . , ~kn} = γ ~p1 · {~c1, ~c2, . . . , ~cn}. Since R(−φ)γ ~p1 =
γ3R(−φ), these possibilities can be re-expressed as
{~k1, ~k2, . . . , ~kn} = R(−φ) · {~c1, ~c2, . . . , ~cn} (386)
and
{~k1, ~k2, . . . , ~kn} = γ3R(−φ) · {~c1, ~c2, . . . , ~cn}. (387)
The final requirement that the vectors {~k1, ~k2, . . . , ~kn} belong to A˜(κ) is only met if
condition (123) holds.
4. The fourth assertion can be reduced to the second case. Since ~p1 = R(φ) · ~q1, the
conditions (116)-(117) for (~k, ~k′) = (~p1, ~q1) can be re-written as
~q1 · (R(−φ) · ~ki) = ~q1 · ~ci for i = 1, . . . n (388)
(R(−φ) · ~ki) ·~(R(−φ) · ~kj) = ~ci · ~cj for i, j = 1, . . . n. (389)
Thus by our second assertion we have only two possibilities for solutions:
R(−φ) · {~k1, ~k2, . . . , ~kn} = {~c1, ~c2, . . . , ~cn} (390)
and
R(−φ) · {~k1, ~k2, . . . , ~kn} = γ~q1 · {~c1, ~c2, . . . , ~cn}. (391)
Since γ~q1 = γ3 and R(φ)γ3 = γ3R(−φ), these possibilities can be re-expressed as
{~k1, ~k2, . . . , ~kn} = R(φ) · {~c1, ~c2, . . . , ~cn} (392)
and
{~k1, ~k2, . . . , ~kn} = γ3R(−φ) · {~c1, ~c2, . . . , ~cn}. (393)
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The additional requirement that the vectors {~k1, ~k2, . . . , ~kn} in (392) belong to A˜(κ)
is only met if {~c1, . . . , ~cn} ⊆ A˜(κ) ∩ [R(−φ)A˜(κ)]; this requirement is only satisfied in
(393) if {~c1, . . . , ~cn} ⊆ A˜(κ) ∩ [R(φ)A˜(κ)].
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