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In this thesis, we established a cellular CDMA reverse channel model, which  
incorporates a time-invariant discrete multipath Nakagami-fading channel in a multiple-
cell system. The effects of intra and inter-cell interference, perfect power control, 
lognormal shadowing and RAKE receiver with varying number of taps are investigated. 
For performance improvement forward error correction and smart antenna techniques are 
incorporated into the model. Expressions for probability of bit error are developed under 
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The third generation mobile communication systems (3G) will provide high-speed 
Internet access to mobile users. In order to implement 3G with required high data rates in 
any given cell site and also to find ways to improve established systems to meet the ever 
growing demand, system designers will need to design tools and models that reflect the 
mobile radio channel precisely. In this thesis we develop models and tools for predicting 
and enhancing the performance of cellular systems such as 3G. 
 This thesis specifically models the reverse channel of a DS-CDMA cellular 
system. The reverse channel carries traffic from mobile users to the base stations. It is 
important since for the applications that originate from mobile users such as video 
conferencing and sharing multimedia files, the capacity of the link is limited with the 
performance of the reverse channel. We model the mobile radio channel as a slow flat 
Nakagami fading channel. By using Nakagami-m distribution for modeling the received 
signal strength, we develop a model that can be used in both line of sight (LOS) and non-
line of sight (N-LOS) propagation environments. We assume a uniform user distribution 
and develop the reverse channel model incrementally beginning with a simple model for 
a single-cell system and then improve this simple model by incorporating a multiple-cell 
structure. The fluctuations of the path loss, also called shadowing, are incorporated to the 
model as a lognormal random variable. Power control can mitigate the effects of large-
scale fading and the shadowing. While the implementation of power control reduces the 
intracell interference, it increases the variance of user power in other cells as seen from 
reference base station and increases the intercell interference. We assume perfect power 
control in this thesis.  
Due to the different location of each user, the response of the propagation channel 
to each user's transmitted signal is considered to be different from the others. 
Additionally, the various multipath components of a user’s signal have distinct fading 
statistics due to the different propagation paths over which they travel. In this model it is 
assumed that the majority of scattering points are situated close to the mobile with the 
 xvii
density of scattering points decreasing as the distance from the mobile is increased and a 
relationship is established between the positions of the scattering points and the fading 
statistics of the multipath components using exponential and Gaussian temporal fading 
models. The average signal power is also modeled with exponential multipath intensity 
profile model. Using Gaussian approximation and RAKE receiver in the base station, 
decision variables and the expressions for probability of bit error are derived.  
In order to reduce the bit error rate, forward error correction is incorporated to the 
reverse channel model. Using a 1/2 rate convolutional encoder in the mobile user's 
transmitter and Viterbi soft decision decoder in base station receiver, an upper bound for 
probability of error is calculated. 
Since the performance improvement achieved by using forward error correction 
techniques will not be enough to satisfy the demand for high capacity and high data rates 
expected from 3G, additional techniques to reduce the bit error rates are considered. In 
our model, we use an adaptive antenna array consisting of M isotropic antenna receivers 
whose weights are adjusted to maximize the carrier-to-interferences-plus-noise ratio and 
provide the maximum discrimination against interfering signals. We assume that the 
AOA of the desired and interfering users are known a priori and the location of the 
scatterers are distributed around the mobile users according to the Gaussian scattering 
model. System performance with the adaptive antenna array is compared with the cases 
of 120° and 60° sectoring. Our results show that using a combination of FEC and 
sectoring increases the system capacity. By using adaptive antenna arrays instead of 
sectoring, better bit error rates can be achieved. We also analyze the system performance 
for different cases of changing power decay factors and number of taps of the RAKE 
receiver. The results show that the determination of the correct power decay factor and 
accordingly the number of taps needed in the RAKE receiver can change the system 
performance drastically. The number of users that can be accommodated by the system 
must also be limited as determined by the fading parameters related to the user 
distribution in the cell and other parameters such as average power decay factor, 
shadowing, and path loss exponent. 
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I. INTRODUCTION  
 
The third generation mobile communication systems (3G, also called IMT-2000) 
will provide mobile access to wideband services like video conferencing and multi-media 
streaming. Mobile users will be able to access to all kinds of digital information such as 
music, photos, video and television transmissions as well as voice communication and 
fax services. The immediate goal is to raise transmission speeds from 9.5 kilobits to 2 
megabits per second. Proposed standards are developed to support circuit and packet data 
transmission at 144 kilobits/second or higher in high mobility (vehicular) traffic, 384 
kilobits/ second for pedestrian traffic and 2 Megabits/second or higher for indoor traffic 
[Ref 1].  
In order to implement 3G with given data rates in any given cell site and also to 
find ways to improve the already established systems as to meet the ever growing 
demand, system designers will need to design tools and models that reflect the mobile 
radio channel environment precisely. In this thesis we develop a model for the reverse 
channel of a Direct Sequence CDMA cellular system operating in fading and shadowing 
environments. We model the mobile radio channel as a slow flat Nakagami fading 
channel. By using Nakagami-m distribution for modeling the received signal strength, we 
develop a model that can be used in both line of sight (LOS) and non-line of sight (N-
LOS) propagation environments. In the performance analysis, the effects of lognormal 
shadowing, RAKE receiver, convolutional coding with soft decision decoding and 
adaptive antenna arrays are also taken in to account. 
In Chapter II, we develop the reverse channel model incrementally beginning with 
a simple model for a single-cell system and then improve this simple model by 
incorporating a multiple-cell structure, forward error correction and smart antenna 
techniques. In each step, we test our model using Monte Carlo simulation and derive the 
expressions for Probability of Bit Error. In Chapter III, we analyze our reverse channel 
model under a wide range of signal-to-noise-ratio per bit values for various numbers of 






































II. REVERSE CHANNEL MODEL 
 
The reverse channel in a DS-CDMA cellular system is the channel that carries 
traffic from mobile users to the base stations. The modulated and spread user signal 
undergoes amplitude, phase and frequency fluctuations due to the changes in atmospheric 
conditions and terrain. Changes in transmission media give rise to fluctuations in the 
mean received signal strength, called large-scale fading. Scattering, refraction and 
diffraction caused by the obstacles around and between a mobile user and the base station 
produce multiple versions of transmitted signal at the receiver, which result in 
instantaneous random fluctuations called small-scale or multipath fading. Power control 
can mitigate the effects of large-scale fading and the shadowing caused by large obstacles 
in the signal path, like hills and buildings. We will assume perfect power control in this 
thesis. 
In this chapter, a basic reverse channel model incorporating a time-invariant 
discrete multipath Nakagami-fading channel in a single-cell system is established.  The 
basic model is then improved by the addition of multiple-cell structure, forward error 
correction and smart antennas. Expressions for probability of bit error are developed and 
both the basic and the improved reverse channel models are tested using Monte Carlo 
Simulation. 
 
A. TRANSMITTED SIGNAL 
The transmitted signal for a given user is generated by the phase modulation of 
spreaded data waveform. The transmitted signal for the kth user can be expressed as [Ref 
2],  
 ( ) ( ) ( ) ( ) ( ) ( ) ( )( )2 cosk k k cs t Pa t b t tω θ= k+ , (2.1) 
where P is average transmitted power; the user data signal ( ) ( )kb t  is a sequence of 
positive and negative unit-amplitude rectangular pulses of duration T; the user pseudo-
noise (PN) code sequence ( ) ( )ka t  is a sequence of positive and negative unit amplitude 
3 
rectangular pulses of duration ; ωc is the common carrier frequency and cT ( )kθ  represents 
the phase of the kth carrier. The ratio of the data bit duration T to the PN bit duration T  









B. THE EFFECTS OF TRANSMISSION CHANNEL 
Due to the different location of each user, the response of the propagation channel 
to each user’s transmitted signal is considered to be different from the others. 
Additionally, the various multipath components of a user’s signal have distinct fading 
statistics due to the different propagation paths over which they travel.  The propagation 
channel can be modeled as a Nakagami-fading time-invariant discrete multipath channel 
with equivalent low-pass impulse response [Ref 3], 















 = − ∑  (2.2) 
where ( )klψ  is a uniformly distributed random variable over [0, 2π), denoting the phase 
shift of path l from user k; is a uniformly distributed random variable over [0,T) 
denoting the propagation delay of path l from user k; Lp(k) is the number of multipath 
components.  Each multipath component is characterized by the parameter , which is 
a Nakagami-distributed random variable denoting the strength of path l for user k with a 
probability density function (PDF) given by [Ref 4], 








−  −=  Ω Γ Ω 
 (2.3) 
where  ( )xΓ is the gamma function defined as  
 ( ) ( )1
0
exp ,xx t t
∞ −Γ = −∫ dt  (2.4) 






Ω=   −Ω 
≥  (2.5) 
4 
and, ( 2E )βΩ =  with E(~) denoting the expected value. 
Multipath components originate from the scattering elements around the mobile 
unit and the base station. The only unknown term in (2.2), β, determines the fading 
statistics of each multipath and, in order to develop an accurate model, the parameters of 
β must be related to the distribution of the scattering elements. The scattering elements 
can be modeled as a ring or a disc of scatterers around the mobile.  It is shown, however, 
that a Gaussian bell shape can best describe scattering elements [Ref 5]. In this model it 
is assumed that the majority of scattering points are situated close to the mobile with the 
density of scattering points decreasing as the distance from the mobile is increased. If we 
define the angle θb to be the difference between the angle of arrival (AOA) from the 
scattering element and the users angle with respect to the base station, then the density of 
the scattering elements around the mobile at a distance rb from the base station can be 
described by the bivariate Gaussian distribution [Ref 5], 




 −=  
.b   (2.6) 
We take bθ to be a random variable between –π and π, with the probability density 
function as follows, 
( ) 2 222 2cos sin cos1 exp exp erfc ,2 2 22 2 2b b bb s ss s
D D DDp θ θθ π σ σπσ σΘ
    = − + − −         
bθ   (2.7) 
 where D is the distance of the scatterer to the mobile user, 2α is antenna beam width, 
erfc(~) is the well known complementary error function defined as, 
 ( ) ( )2
0
2erfc 1 exp ,
x
x t dtπ= − −∫  (2.8) 
and σs is the standard deviation of the local scattering elements as given in Table 2.1. 
5 
  Cell Radius (R) Standard Deviation (σs) 
LOS Micro Cell 0.4-2 km 0.2 R 
N-LOS Micro Cell 0.4-2 km 0.34 R 
Macro Cell 2-20 km 0.1 R 
Table 2.1. Local Scattering Element Standard Deviations [From: Ref 3]. 
Two alternative models are proposed by [Ref 3] to create a relationship between 
the fading experienced by the multipath signals and AOA. The first model is based on a 
generalized exponential function that determines the m parameter of the Nakagami-m 
random variable β in terms of the AOA according to  
 ( ) ( ) ( )0 0exp , 0.5,b m b bm m mθ δ θ φ θ = − − ≥   (2.9) 
and the second model is based on a Gaussian fading distribution given by 
 ( ) ( ) ( )
2
0






 − −=     b
θ ≥  (2.10) 
where m0 denotes the Nakagami parameter of the main received path, which has the AOA 
of φ0; θb is the AOA of the multipath signal; δm and σm depend on the local scattering 
environment and determine the severity of fading. Taking δm to be 0 for the exponential 
model or taking σm to be infinite for the Gaussian fading model results in constant-m 
Nakagami fading channel. The values for these parameters are given in Table 2.2. 
Environment Temporal Fading Model m0 Fading Decay 
N-LOS Urban  Gaussian 1 σm = 0.6 
LOS Urban  Exponential ≈ 6 δm = 1 
Macro Cell Exponential > 6 δm < 1 
Table 2.2. Parameters for Temporal Fading Models [From: Ref 3]. 
6 
The second parameter of Nakagami-m random variable β, the average signal 
power Ω, is assumed to have an exponential distribution as defined in [Ref 6] and [Ref 7] 
by  
 ( )0 exp , 0,l lδ δΩ = Ω − ≥  (2.11) 
where Ω0 is the average signal strength of the first incoming signal path; Ωl is the average 
signal strength of the lth incoming signal path and δ is the rate of average power decay.   
 
C. THE RAKE RECEIVER  
By combining the channel effects given in Section II.B, the input signal plus noise 
to the receiver for a one-cell structure can be written as  
 ( ) ( ) ( ) ( )
( )




k k k k k k
l l l c l
k l
r t P a t b t t n tβ τ τ ω ϕ
−
= =
   = − − +   ∑ ∑ ,+  (2.12) 
where n(t) is the additive white Gaussian noise term with two-sided power spectral 
density of η0/2 and ( )klϕ  is the phase of the lth multipath component of the kth user 
signal, defined by  
 ( ) ( ) ( ) ( ).k k kl l kc lϕ θ ψ ω τ= + −  (2.13) 
In Figure 2.1 the coherent RAKE receiver structure is shown for kth user with a 
variable number of taps Lr. The matched filter is matched to the kth user’s CDMA code 
and is assumed to have achieved synchronization with the initial path of the kth user 
signal. Also the tap weights and phases are assumed to be the perfect estimates of the 











( ) ( )( )k 1Lrk 1Lr jexp −− ψ−β ( ) ( )( )k 2Lrk 2Lr jexp −− ψ−β ( ) ( )( )k0k0 jexp ψ−β
 
Figure 2.1. RAKE Receiver Model [From: Ref 7]. 
Every multipath of the reference user signal that has the same CDMA code with 
the matched filter contributes to the signal component. The interference noise associated 
with this signal component originates from the cross correlation of the matched filter 
response with the codes of the other users, the cross correlation with the rest of the signal 
paths of the first user and the gaussian noise term. Assuming user number 1 to be the 
referenced user, the output of the RAKE receiver can be written as [Ref 7],  
 
( ) ( ) ( ) ( )( )
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where, ( )nS  is the signal term given by 
 ( ) ( ) ( ){ }21 10 .2n nPS b T β=  (2.15) 
( )n
maiI  is multiple access interference term resulting from other K-1 users in the system and 
given by  
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n k k k k k
mai n l k nl k nl nl
k l
PI b R b Rβ β τ τ ϕ− −
= =
   = +   ∑ ∑ } )k  (2.16) 
where ( )0kb  is the information bit transmitted by the kth user in the same time interval the 
information bit to be detected is transmitted by the reference user; ( )1
kb−  is the preceding 
bit, ( ) ( ) ( )1k kl nnlτ τ τ= − , and ( ) ( ) ( )1k knl l nϕ ϕ ϕ= − . [ ]1kR τ  and [ ]1ˆkR τ  are the partial 
autocorrelation functions given by  
 ( ) ( ) ( ) ( ) ( )11 0 ,kk nl 1R a t a t dtττ τ  = −  ∫  (2.17) 
and 
 ( ) ( ) ( ) ( ) ( )11ˆ .T kk nl 1R a t a t dtττ τ  = −  ∫  (2.18)  
( )n
siI  is self-interference term due to the side lobes of the autocorrelation function of the 
spread spectrum code assigned to the reference user and given by  






si n l nl nl nl
l
l n
PI b R b Rβ β τ τ ϕ− −
=≠
   = +   ∑ } )  (2.19) 
where ( )10b  is the information bit to be detected; ( )
1
1b−  is the preceding bit. The last term, 
( )n
niI is the Gaussian random variable due to noise and can be expressed as  
 ( ) ( ) ( ) ( ) ( ) ( )( )1 1 1cos ,c
c
T nTn
ni n c c nnT
I n t a t nT t dtβ ω+= −∫ ϕ+  (2.20) 
 
D. THE DECISION VARIABLE 
The interference terms given by (2.16), (2.19) and (2.20), for large number of 
users, can be approximated as conditional, zero-mean, circularly-symmetric, Gaussian 
random variables [Ref 6]. Using Gaussian approximation the variance of interference 
terms, as well as the mean of the receiver output U is given in [Ref 7] as 













= ∑ ∑ Ω  (2.21) 
9 













≈ ∑ Ω  (2.22) 
 ( ){ }212 0, ,4ni n nTησ β=  (2.23) 
and 










= ∑ n  (2.24) 
Interference terms can be combined to give the total variance of the output of the 
receiver under the assumption that all the users’ initial path signals have the same average 



























 − −  = Ω + + Ω   
∑ ∑ ∑ ∑  (2.25) 
As a result of Gaussian assumption of interference terms the output of the receiver can 
also be modeled as a Gaussian random variable with a mean of Us and a standard 
deviation of σtotal given by (2.23) and (2.24) respectively. The conditional bit error 















 Γ  =
=
 (2.26) 
where Г(a,x) is the incomplete gamma function defined as 
  (2.27) ( ) ( )1, expa
x
a x t t dt
∞ −Γ = −∫ ,
Q(x) is the Gaussian integral defined as  
 ( ) 21Q exp
22 x
y ,x dyπ
∞  −=   ∫  (2.28) 
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 and the parameter of the Gaussian integral is the signal to interference plus noise ratio 






USINR σ=  (2.29) 
Assuming all the user signals have the same number of multipath components Lp, SNIR 
can be simplified and expressed as a product of two terms S and γ given by 
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 (2.31) 





q L l )δ δ−
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 Γ  =
= .
 (2.32) 
The unconditional error probability can be calculated by averaging the conditional 
error probability over the PDF of random variable S as follows: ( )Pe S
  (2.33) ( ) ( )
0
.Pe Pe S p S dS
∞= ∫
Since the random variable S is the summation of squares of Lp Nakagami random 
variables, the characteristic function of S can be expressed as [Ref 7],  









 = −  ∏ .  (2.34) 




























       =
  +     
∑
∏
  (2.35) 
where l lm lλ = Ω . The PDF of S is obtained by taking inverse Laplace transform of 






























   −    =
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 E. TEST OF BASIC REVERSE CHANNEL MODEL 
In previous sections, a basic reverse channel model incorporating a CDMA 
system over a Nakagami fading time-invariant discrete multipath channel in a single-cell 
environment is established and an expression for the bit error probability is calculated. In 
order to validate the accuracy of (2.38), we estimated the integral in (2.33) using Monte 
Carlo Simulation. The parameters used in this simulation are given in Table 2.3. 
Number of users in the cell K 25 
Number of multipath components Lp 10 
Number of branches of the RAKE receiver Lr 10 
Rate of average power decay δ 0.2 
Processing gain N 64 
Radius of the cell R 1000m 
Table 2.3. Parameters Used for Testing the Basic Reverse Channel Model. 
 In order to use the Monte Carlo Simulation, samples of random variable S, given 
in (2.30), must be generated. Since Matlab does not have a build-in Nakagami random 
number generator, a transformation of Gamma random variables is used to create 
Nakagami distributed random numbers as follow: 
 ,
m
β ϒ=  (2.39) 
where  is the underlying Gamma R.V. The histogram of the generated samples is 
compared to the PDF of the Nakagami distribution for m=1, Ω=1 in Figure 2.2.  
ϒ
Using the transformation of variables, samples of the random variable S are 
generated. Then the probability of bit error given by (2.33) is estimated for a range of 




Ω ) by substituting the created samples into (2.32) and averaging over 
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the number of samples. The parameters in Table 2.3 are also used to calculate the analytic 
probability of bit error using (2.38). The comparison of these results is plotted in Figure 
2.3. As seen from the figure, analytic results are identical with the simulated results using 
10000 samples to estimate the integral. 







The PDF of Nakagami r.v. as given by (2.3)
Histogram of samples generated by the transformation of r.v. 
s 
 
Figure 2.2. Comparison of Generated Samples with Nakagami Distribution. 
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Analytic Result  ( Equation 2.38)










Figure 2.3. Test of Basic Reverse Channel Model. 
 
F. EFFECTS OF MULTICELL STRUCTURE 
Since the CDMA cellular systems are interference-limited systems, the 
interference due to the other users in the adjacent cells must be taken in to account for the 
model to be realistic.  In a multiple-cell CDMA system, the same set of frequencies is 
used in every cell throughout the coverage area.  As a result of this frequency reuse 
pattern, every user becomes an interference source for every other user. The lack of 
synchronization between users results in the imperfect orthogonality of Walsh codes and 
creates the intracell interference. While the implementation of power control reduces the 
intracell interference, it can increase the variance of user power in other cells as seen 
from reference base station and increases the intercell interference. 
In the previous subsection, as a result of perfect power control, all users are 
assumed to have same average power level Ω0 for their first incoming signal path in the 
base station.  In a multiple-cell CDMA system, this assumption is valid for every cell.  
Each user’s output power level is adjusted to achieve a constant receive power level at 
15 
their own base stations. The received power level of a user located outside of the 
reference base station coverage area will be a random variable due to the effects of 
shadowing in the paths to the reference base station and the effects of perfect power 
control employed by the servicing base station.  The effect of adjacent cell users on the 
reference base station’s reception is similar to increasing the number of users in the 
reference cell, except for the randomness of the received interference power from the 
adjacent cell users.  Accordingly, the received signal by the reference base station in a 
multicell system can be written as,  
 ( ) ( )
( ) ( ) ( )
( ) ( ) ( )( )
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  − ⋅  = +    − +  
∑∑ ∑  (2.40) 
where J+1 is the number of cells in the system and (j,k) denotes the kth user in the jth 
cell. Even though there are a great number of cells in a CDMA system, most of the 
interference power originates from the cells that border the reference cell. Taking into 
account a cluster of 7 cells with the reference cell (j=0) stationed in the middle, the output 
of the RAKE receiver is given by,  
 
( ) ( ) ( ) ( ) ( )( )
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where other cell interference term Ioci , can be defined by  





n j k j k j k j k j k j
oci n l k nl k nl nl
j k l
P R b Rβ β τ τ ϕ− −
= = =
   = +   ∑∑∑ )kI b  (2.42) 
The contribution of this term to the total noise plus interference power can be 
generalized from the single-cell result in [Ref 7] as fallows:  








E T E P l
N
)σ β − Ω
= = =
= ∑∑∑ δ−  (2.43) 
where ( ),j kPΩ is the received power by the reference base station from the kth user initial 













ℑ= ΩΛl  (2.44) 
where ( ),j kℑ  is the power control factor determined by the base station in cell j in order to 
make the average received power from user k to be equal to Ω0; is the distance of the 
user k in cell j to the reference base station; 
0r





j kΛ  is a zero-mean lognormal random variable with parameters , which are 
the mean and the standard deviation of the underlying Gaussian R.V., due to the 
shadowing between user k in cell j and reference base station. Using the power control 
factor, the base station in cell j can compensate the effects of shadowing and the path loss 
due to the distance  between user k and base station j. Incorporating the power control 
















 Λ= Ω Λ  
 (2.45) 
where Λ1 and Λ2 are lognormal random variables representing the shadowing; and 
depend on the user distribution, and n is the path loss exponent. The expected value of 
r
0r
( ),j kPΩ  is given by,   




j k j k
j k
rE P E E E
rΩ
      = Λ    Λ       
 (2.46) 
As shown in [Ref 10] ( ),1
j kΛ1 is also a lognormal random variable with 
parameters . The expected value of the lognormal random variables of (2.46) is 
given by [Ref 10],  
(0, dBσ )
 ( ){ } ( ){ } 2, ,1 2 exp ,2j k j k xE E σ Λ = Λ =     (2.47) 
where ( )ln 10 10x dBσ σ=    . 
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The distance between the user k in cell j and the reference base station can be 
expressed in terms of the distance r, and angle θ of user k from the base station in cell j 
as,  
 2 20 2 cosr d r dr ,θ= + +  (2.48) 
where d is the distance between two neighboring base stations. The general geometry of 
the interfering cell j and the reference cell is given in Figure 2.4, where each cell is 
represented by a circular area with radius R rather than 2cR R= 3  [Ref 11]. 
 
Figure 2.4. Geometry of Reverse Link Interference [From: Ref 11]. 
The expected value of the distance related path loss term in (2.45) can be 
computed by  
 ( ) ( ) ( )2 20 ,2 cos
nn
r rE
r d r dr
p r p drdθ θθ
      =    + +     
∫ ∫  (2.49) 
where p(r) and p(θ) are the probability distribution functions (PDF) of random variables r 
and θ. Assuming a uniform user density, PDF’s of r and θ are given by [Ref 10]  
 ( ) 22 , 0 ,rp r R r R= < ≤  (2.50) 
and 
 ( ) 1 , 0 2
2
p .θ θ ππ= < ≤  (2.51) 
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By substituting (2.50) and (2.51) in to (2.49) and assuming 4n = ,  
 ( )( )
52






r R d r dr
π
drθπ θ
    =    + +   ∫ ∫  (2.52) 
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      − +   = = −     −   −    
 (2.53) 
where d Rκ = , d and R as shown in Figure 2.4. 
Assuming the same user density is valid for every cell and each base station 
adjusts its user powers to the same level Ω0, by substituting (2.47) and (2.53) in to (2.43), 
the interference power received from first tier of neighboring cells by the reference base 
station is given by  









σ β κ σ
−
= =
Ω= Α ∑ ∑ δ−  (2.54) 
where  is defined in (2.53). By including the other cells the total noise plus 














































Accordingly, the bit error probability (2.38) is still valid for the multicell system   
with a revised parameter γ given by  
( ) ( ) ( ) ( ) ( ) 12 0
0 0




Kq LK q L q L
N N N E
κ σ δδ δ ηγ
− Α− − = + + + Ω Ω  
(2.56) 
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q L l )δ δ−
=
= −∑ , and ( )A κ  is defined in (2.53). With sectoring, the 
number of interfering cells for 120° and 60° is 2 and 1 respectively. In addition, the 
number of intracell interfering users will be reduced by a factor of 3 and 6 for 120° and 
60° sectoring, respectively. 
 
G. FORWARD ERROR CORRECTION 
Introduction of interfering cells to our basic single-cell CDMA system degrades 
the system performance drastically.  In order to reduce the bit error rate, forward error 
correction is used.  Using an (n,k) convolutional encoder in the mobile user’s transmitter 
and Viterbi soft decision decoder in base station receiver, the first-event error probability 
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In a (n,k) convolutional encoder, n coded bits are transmitted for every k 
information bits.  In order to keep the bit rate constant, the bit duration T is replaced by 
codedT T k= n  [Ref 10]. By using the same procedure as in uncoded case, the equation for 





















where γ is as defined in (2.56) and Sc is given by,  









The unconditional first-event error probability can be computed by averaging the 
conditional first-event error probability ( )2 , cP d S  over the PDF of random variable Sc in 
a manner similar to (2.33).  Since in (2.61) the inner summation is independent of the 
outer summation the characteristic function of Sc can be expressed by modifying (2.34) as 
follows:  







r l ll l
jt jtt dϕ λ λ
− −− −
= = =
   = − = −      ∏∏ ∏ ,
m
 (2.62) 





























       =
  +     
∑
∏
  (2.63) 
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By averaging conditional first-event error probability over the PDF of the random 

























































  +     







    
 (2.65) 
The analytical expression for ( )2P d  in (2.65) is validated using Monte Carlo 
Simulation, as in section II-E, using the parameters given in Table 2.4.  As shown in 
Figure 2.5, for the computation of first-event error probability, the analytic results are 
identical with the simulated results.  Here the system is assumed to have 1  
convolutional FEC with constraint length of 8.  The upper bound for probability of error 
can be calculated from (2.65) as [Ref 10],  
2
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≤ ∑  (2.66) 
where dB is the total number of information bit errors associated with selecting a path of 
distance d from all zero path for the specific convolutional code employed. 
Number of users in the cell K 25 
Number of cells in the system C 7 
Number of multipath components Lp 10 
Number of branches of the RAKE receiver Lr 10 
Rate of average power decay δ 0.2 
Processing gain N 64 
Variance of the lognormal r.v. for Shadowing σdB 7 
Number of bits used in decision variable d 10 
Radius of the cell R 1000m 
Table 2.4. Parameters Used for Testing the Improved Reverse Channel Model. 
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Analytic Result  ( Equation 2.65)

















Figure 2.5. Test of Improved Reverse Channel Model. 
 
H. INTEGRATION OF ADAPTIVE ANTENNAS 
The performance improvement achieved by using forward error correction 
techniques will not be enough to satisfy the demand for high capacity and high data rates 
expected from third generation mobile systems. Since the system performance in mobile 
communications is often limited by interference when the average carrier power to 
interference power ratio is less than 20 dB, additional techniques should be used for 
interference rejection [Ref 13]. Adaptive antenna array is one of the smart antenna 
techniques that can be used for interference rejection.  In our model, we use an adaptive 
antenna array consists of M isotropic antenna receivers whose weights are adjusted to 
maximize the carrier-to-interference-plus-noise ratio and provide the maximum 
discrimination against interfering signals. We assume that the AOA of the desired and 
interfering users are known a priori and the location of the scatterers are distributed 
around the mobile users according to the Gaussian model as mentioned in Section II B. 
With these assumptions the optimum weights are calculated and incorporated in to the 
24 
BER equations and using the Monte Carlo simulation the system performance is 
evaluated. 
Assuming isotropic antenna elements and ignoring the effects of mutual coupling, 
the steering vector of the array as a function of incident wave angle is given by [Ref 13]  
( ) ( ) ( ) ( )( )0 0 01,exp cos ,exp 2 cos ,..., exp 1 cos ,jk d j k d j M k dφ φ φ = − ψ φ  (2.67) 
where 0 2k π λ=  , d is the spacing between two adjacent antenna elements and M is the 
number of antenna elements in the array. 
The coefficients that will maximize the SINR can be calculated by [Ref 13]  
  (2.68) 1 1,
−=ω Φ υ
where [ ]1 2, ,..., Mω ω ω= Tω  ,  is the short-term noise-plus-interference correlation 
matrix which, assuming uncorrelated propagation vectors for different multipath 
components can be expressed as,  
Φ









= + +∑ ∑∑ NΦ υ υ υ υ I2  (2.69) 
where  denotes Hermitian conjugate (transpose and complex conjugate) , † 2σ  is the 
noise power,  is an  identity matrix, and  is the propagation vector of the lth 
multipath of the user k given by,   
NI N N× ,k lυ
 ( ), ,2k l k l k lP ,φ θ=υ ψ −  (2.70) 
where  is the average power for the lth multipath of the kth user,  ,k lP kφ  is the known 
AOA of the main received signal from user k, and θ  is the difference between the AOA 
of the multipath component and the main received signal. By substitution of (2.70) and 
the average power terms given in (2.56), equation (2.69) can be rewritten as,  
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As defined in section II B, θ  is random variable with PDF given by equation 
(2.7). In order to remove the dependency of θ  from equation (2.71),  must be 
integrated over the PDF of 
Φ
θ . Since the only term depends on the θ is the correlation of 
the steering vectors, the expected value of (2.71) can be written as,  
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and as given in [Ref 13]  
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 = + − −  




where σs is the standard deviation of the local scattering elements as given in Table 2.1, 
Jv(~) is the Bessel function of the first kind of integer order v, and Iµ(~) is the modified 
Bessel function of the first kind of order µ given by,  















= − ,Γ + +∑  (2.75) 
 ( )I exp J exp .
2 2
z j jµ µ
π µ    = −       z
π   (2.76) 
A plot of equation (2.74) is given in Figure 2.6 for different values of η and 
different numbers of terms for summation. 






























Figure 2.6. Evaluation of Equation (2.74). 
As seen from the Figure 2.6, using 30 terms for the infinite summation gives a 
good approximation for equation (2.74). 
As a result of the implementation of adaptive antenna array, the optimum SINR 
can be expressed by [Ref  13],  
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SINR −= Ω υ Φ υ  (2.77) 
As we have done in section II D, SNIR can be expressed as a product of two terms 
S, with the same definition given in (2.30), and with the help of (2.70) γ given by 
 ( ) ( )† 11
0
1 .1γ φ −= Ω ψ Φ ψ φ  (2.78) 
Since our S term has not changed the bit error probability (2.38) is still valid for 
adaptive antenna array case. When both forward error correction and adaptive antenna 
array are implemented, as explained in section II G, the bit error probability can be found 
by using equation (2.65) with the new γ parameter given in (2.78). 
In order to test our model, we considered a special case where 25 users in each 
cell are placed on a circle of radius of 3 2R  around their base stations as shown in 
Figure 2.7. The reason for using a circle of radius 3 2R  instead of R is to avoid hand-
off between neighboring cells. For this simulation we assumed that a 10 element antenna 
array with a element spacing of half the wave length of the carrier frequency is used in 
the base station and the rest of the parameters are as given in Table 2.4. 
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 Figure 2.7. Position of Users and The Antenna Beam Pattern. 
For the set of  users of our special case, first we calculate the probability of 
error by using equations (2.67) through (2.78). Then for the same set of users we 
generated 5 multipath components for each user, and taking each multipath component as 
an independent interference source, we calculated the probability of bit error. Repeating 
the last step for 10000 times and taking the average over the values of probability of 
error, we plot the results in Figure 2.8. As seen from the figure analytic results follow the 
simulation results closely. This shows that the steps taken to remove the dependency of 
25 7×
θ  from total interference term are accurate. 
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 Figure 2.8. Results of the Test of Model with Adaptive Antenna   Array. 
We can test our model more accurately by removing the effects of user 
distribution from the results. For this purpose we repeat the previous test for 100 times 
and take the average. In order to simplify the computation we reduce the number of 
samples for the second part of the simulation from 10000 to 1000 and use 3-element 
antenna array for 10 users per cell. As seen from Figure 2.9, even with a small sample 
space, when the effects of the user distribution are removed from the results the 
difference between the analytic and the simulated results is negligible. 
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III. NUMERICAL ANALYSIS 
 
In this chapter, using the models and the equations derived in Chapter II, we 
evaluate the performance of the reverse channel of a Direct Sequence CDMA cellular 
system consisting of a 7-cell cluster, operating in a time-invariant discrete multipath 
Nakagami-fading channel. Assuming that the scatterers around the mobile are to be 
distributed according to the bivariate Gaussian distribution as described in Section II B, 
the m parameters of the Nakagami random variables, which denotes the strength of each 
multipath component of the reference signal is calculated using the models given by 
equations (2.9) and (2.10) with parameters given in Table 2.2.  Averaged over 10000 
multipath component sets for 10000 different uniformly distributed user positions; 
average m values for 5 multipath components are given in Figure 3.1.  
 
Figure 3.1. Values of m for Nakagami Random Variable. 
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As seen from Figure 3.1, the Gaussian model simulates a more severe fading 
environment than the exponential model [Ref 3] and for this reason we choose to use the 
Gaussian model in N-LOS urban areas and the exponential model for LOS urban areas.  
 System performance with forward error correction is evaluated by using 
1 2  convolutional encoder with a constraint length of 8 as described in Section II G.  The 
upper bound for probability of error is calculated by evaluation of equation (2.66), using 
the values of  for d =10 through 14, where dfree=10 and β10 = 2, β10 = 22, β10 = 60, 
β10 = 148, β10 = 340 [Ref 10]. Results for 120˚ and 60˚ sectoring as well as adaptive 
antenna arrays with different number of antenna elements (M) are also presented. As 
shown in [Ref 14] in order to have the optimal performance from the antenna array, 
element spacing of the array is taken to be α/2 where α is the wavelength of the carrier 




Number of users in the cell K Variable 
SNR per bit SNR Variable 
Number of cells in the system C 7 
Number of multipath components Lp 5 
Number of branches of the RAKE receiver Lr 3 or 5 
Rate of average power decay δ 0 or 1 
Processing gain N 64 
Variance of the lognormal r.v. for Shadowing σdB 7 
Radius of the cell R 1000m 






Figure 3.2. BER for DS-CDMA using FEC for 20 users per cell  (δ = 1). 
In Figure 3.2 the bit error probability is given for 20 users per cell with an average 
power decay factor of 1 and convolutional FEC. As seen from the figure increasing SNR 
per bit value reduces BER. Above 15 dB, however, the system is in the interference-
limited region and increasing the SNR does not improve the system performance. This is 
due to the fact that when the thermal noise is negligible, system performance is limited 
with the amount of multi-user interference and increasing signal power also increases the 
interference power. In the LOS conditions better BER can be achieved than in the N-LOS 







Figure 3.3. BER for DS-CDMA using 120˚ Sectoring and FEC for 50 users per cell  













Figure 3.4. BER for DS-CDMA using 60˚ Sectoring and FEC for 100 users per cell  
(δ = 1). 
As seen from Figure 3.3 and Figure 3.4 the same BER as in Figure 3.2 can be 
achieved with 50 users per cell by employing 120˚ sectoring as with 100 users under 60˚ 
sectoring. Using adaptive antenna arrays instead of sectoring further improves the system 
capacity as shown in Figure 3.5 where BER is given for 150 users per cell using a 5 









Figure 3.5. BER for DS-CDMA using Antenna Array and FEC for 150 users per cell  












Figure 3.6. BER vs. Number of Users per Cell for DS-CDMA using FEC 
(sSNRs=s15dB and δ = 1 ). 
The same results can also be observed from Figure 3.6 through 3.8 where Pe is 
given as a function of number of users per cell with a constant SNR per bit value of 15 
dB. As seen from Figure 3.6 through 3.8 , in order to achieve a BER less than 10 3− , 
number of users per cell must be limited to about 20 users per cell for the case of FEC 
only, 60 users per cell for the case of 120˚ sectoring plus FEC, and 120 users per cell for 







Figure 3.7. BER vs. Number of Users per Cell for DS-CDMA using 120˚ Sectoring 












Figure 3.8. BER vs. Number of Users per Cell for DS-CDMA using 60˚ Sectoring and 












Figure 3.9. BER for DS-CDMA using Antenna Array for 20 users per cell  
(sδs=s1sand Lr  =  5 ). 
The effect of changing number of elements in the antenna array is shown in 
Figure 3.9 where Pe vs. SNR is shown for 20 users per cell with antenna array only. 
Increasing the number of elements in the antenna array increases the directivity of the 









Figure 3.10. BER for DS-CDMA using FEC for 20 users per cell  (Lr  = 5). 
In Figure 3.10 through 3.13 system performance is given for varying values of 
exponential decaying factors by keeping the number of taps in the RAKE receiver the 
same. Taking δ = 0 results in a constant multipath model which may be used to 
approximate bad urban scenarios [Ref 3]. In constant multipath model since all multipath 
components are assumed to have the same power level with the initial user signal, the 








Figure 3.11. BER for DS-CDMA using 120˚ Sectoring and FEC for 50 users per cell  
(Lr  = 5). 
From Figure 3.10 through 3.13, we can also see that even though better BER is 
achieved in the LOS case than the N-LOS case, multiple user interference has more effect 
on the system performance in the LOS case than it has in the N-LOS case. In LOS case, 
while the increased reference user power increases the system performance, increased 








Figure 3.12. BER for DS-CDMA using 60˚ Sectoring and FEC for 100 users per cell  












Figure 3.13. BER for DS-CDMA using Antenna Array and FEC for 150 users per cell  












Figure 3.14. BER vs. Number of Users per Cell for DS-CDMA using FEC 
(SSNRS=s15dB and Lr  = 5 ). 
The same results can be observed from the Figure 3.14 thorough 3.16 where 
system performance is given as a function of number of users per cell with a constant 
SNR per bit value of 15 dB. The RAKE receiver is assumed to have the same number of 
taps as with the number of multipath components. In both cases of LOS and N-LOS, with 
an average power decaying factor of greater than zero, more users can be accommodated 







Figure 3.15. BER vs. Number of Users per Cell for DS-CDMA using 120˚ Sectoring 












Figure 3.16. BER vs. Number of Users per Cell for DS-CDMA using 60˚ Sectoring and 












Figure 3.17. BER for DS-CDMA using FEC for 20 users per cell  ( LOS ). 
In Figure 3.17 through 3.20 the effects of varying number of taps in RAKE 
receiver on the system performance is given for different multipath intensity profile 
models. When we recover the entire dominant multipath components ( ), better 
BER is achieved when δ = 0 because the sum of the signal powers of the different paths 
affects the BER more favorably than the increase of the interference noise. If the entire 
dominant multipath components are not recovered (
rL L= p
prL L< ), better system performance 
can be achieved when δ = 1 because the reduced multiple-access interference noise has 






Figure 3.18. BER for DS-CDMA using 120˚ Sectoring and FEC for 50 users per cell  
(sLOS ). 
Also from Figure 3.17 through 3.20, we can see that when the number of taps in 
the RAKE receiver is less than the number of multipath components, the difference in the 
system performance for the two cases of the average power decay factors is quite large. 
This difference in BER shows the importance of choosing the correct values of the 








Figure 3.19.  BER for DS-CDMA using 60˚ Sectoring and FEC for 100 users per cell  












Figure 3.20. BER for DS-CDMA using Antenna Array and FEC for 140 users per cell  
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IV. CONCLUSIONS AND FUTURE WORK 
 
A. CONCLUSIONS 
Developing a cellular system, which works with high data rates and 
accommodates large number of users requires additional tools to reduce the interference 
power and bit error rates. The tools to be used and their parameters should be chosen 
according to the condition of the wireless channel, which can be determined with 
extensive measurements in the cell sites. 
In this thesis a model for the reverse channel of a DS-CDMA system operating in 
a Nakagami fading and lognormal shadowing environment is established. In Chapter II, 
the transmitted signal and the effects of the channel on the signal is analyzed. We used 
Nakagami model for fading and, in doing so the effects of the transmission channel in N-
LOS conditions as well as in LOS conditions are modeled by the same equations. The m 
parameter of the Nakagami distribution, which determines the severity of the fading of 
the signal, is related to the user position and the distribution of the scatterers around the 
mobile user by exponential and Gaussian models. Also the average power received from 
the multipath components is modeled by exponential multipath intensity profile. These 
models gave us the opportunity to model the multipath signals more realistically. Using 
RAKE receiver in the base station, equations for probability of bit error for each cases of 
single-cell structure, multiple-cell structure, forward error correction in the form of 1  
rate convolutional coding with a constraint length of 8, and finally adaptive antenna 
arrays are derived. In Chapter III, the system performance is analyzed using the analytic 
results derived in Chapter II and Monte Carlo Simulation techniques together. The effects 
of changing the number of taps of RAKE receiver and the number of elements in 
adaptive antenna array on the system performance for a range of SNR values are 
investigated. Comparisons are made between exponential and constant models for 
multipath intensity profile for the cases of varying number of taps in RAKE receiver.  
The results showed that using a combination of FEC and sectoring increases the system 
capacity. By using adaptive antenna arrays instead of sectoring, better bit error rates can 
be achieved. Also we have seen that the determination of the correct power decay factor 
2
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and accordingly the number of taps needed in the RAKE receiver can change the system 
performance drastically, highlighting the importance of determining  the wireless channel 
parameters accurately. Also the number of users which can be accommodated by system 
must be limited to a number, which in turn is determined by the fading parameters related 
to the user distribution in the cell and other parameters such as average power decay 
factor, shadowing, and path loss exponent.  
 
B. FUTURE WORK 
As a future research subject, the reverse channel model developed in this thesis 
can be extended to the forward channel of a DS-CDMA cellular system operating in a 
Nakagami fading and lognormal shadowing environment. Equations for different types of 
forward error correction codes should be derived and the uniform user distribution used 
in our model should be replaced with more realistic user distributions, which may better 
reflect the user distribution in practice. Also an analysis of the effects of imperfect power 













Figure A.1. BER for DS-CDMA using FEC for 15 users per cell  (δ = 1). 
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 Figure A.2. BER for DS-CDMA using FEC for 15 users per cell  ( Lr  =  5 ). 
 
Figure A.3. 2BER for DS-CDMA using FEC for 15 users per cell  (sLOS ). 
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 Figure A.4. BER for DS-CDMA using FEC for 25 users per cell  (δ = 1). 
 
Figure A.5. BER for DS-CDMA using FEC for 25 users per cell  (Lr  = 5). 
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 Figure A.6. BER for DS-CDMA using FEC for 25 users per cell  (sLOS ). 
 
Figure A.7. BER vs. Number of Users per Cell for DS-CDMA using FEC 
(sSNRs=s5dB and δ = 1 ). 
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 Figure A.8. BER vs. Number of Users per Cell for DS-CDMA using FEC 
(sSNRs=s5dB and Lr  =  5  ). 
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Figure A.9. BER vs. Number of Users per Cell for DS-CDMA using FEC 
(sSNRs=s10dB and δ = 1 ). 
 Figure A.10. BER vs. Number of Users per Cell for DS-CDMA using FEC 
(sSNRs=s10dB and Lr  =  5  ). 
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Figure A.11. BER for DS-CDMA using 120˚ Sectoring and FEC for 40 users per cell  
(δ = 1). 
 Figure A.12. BER for DS-CDMA using 120˚ Sectoring and FEC for 40 users per cell  
(Lr  =  5 ). 
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Figure A.13. BER for DS-CDMA using 120˚ Sectoring and FEC for 40 users per cell  
(sLOS ). 
 Figure A.14. BER for DS-CDMA using 120˚ Sectoring and FEC for 60 users per cell  
(δ = 1). 
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Figure A.15. BER for DS-CDMA using 120˚ Sectoring and FEC for 60 users per cell  
(Lr  =  5 ). 




Figure A.17. BER vs. Number of Users per Cell for DS-CDMA using 120˚ Sectoring 
and FEC ( SNR = 5dB and δ = 1). 
 Figure A.18. BER vs. Number of Users per Cell for DS-CDMA using 120˚ Sectoring 
and FEC ( SNR = 5dB and Lr  =  5 ). 
 
66 
Figure A.19. BER vs. Number of Users per Cell for DS-CDMA using 120˚ Sectoring 
and FEC ( SNR = 10dB and δ = 1). 
 Figure A.20. BER vs. Number of Users per Cell for DS-CDMA using 120˚ Sectoring 
and FEC ( SNR = 10dB and Lr  =  5 ). 
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Figure A.21. BER for DS-CDMA using 60˚ Sectoring and FEC for 80 users per cell  
(δs= 1). 
 Figure A.22. BER for DS-CDMA using 60˚ Sectoring and FEC for 80 users per cell  
(Lrs =  5 ). 
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Figure A.23. BER for DS-CDMA using 60˚ Sectoring and FEC for 80 users per cell  
(sLOS ). 




Figure A.25. BER for DS-CDMA using 60˚ Sectoring and FEC for 90 users per cell  
(Lrs=  5 ). 




Figure A.27. BER vs. Number of Users per Cell for DS-CDMA using 60˚ Sectoring and 
FEC ( SNR = 5dB and δ = 1). 
 Figure A.28. BER vs. Number of Users per Cell for DS-CDMA using 60˚ Sectoring and 
FEC ( SNR = 5dB and Lr  =  5 ). 
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Figure A.29. BER vs. Number of Users per Cell for DS-CDMA using 60˚ Sectoring and 
FEC ( SNR = 10dB and δ = 1). 
 Figure A.30. BER vs. Number of Users per Cell for DS-CDMA using 60˚ Sectoring and 
FEC ( SNR = 10dB and Lr  =  5 ). 
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Figure A.31. BER for DS-CDMA using Antenna Array and FEC for 150 users per cell  
(sδs=s1sand Lr  =  5 ). 
 Figure A.32. BER for DS-CDMA using Antenna Array and FEC for 130 users per cell  
( δs=s1 and M = 6 ). 
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Figure A.33. BER for DS-CDMA using Antenna Array and FEC for 130 users per cell  
( Lr  =  5 and M = 6 ). 
 Figure A.34. BER for DS-CDMA using Antenna Array and FEC for 130 users per cell  
( LOS with M = 6 ). 
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Figure A.35. BER for DS-CDMA using Antenna Array and FEC for 130 users per cell  
( N-LOS with M = 6 ). 
 Figure A.36. BER for DS-CDMA using Antenna Array and FEC for 140 users per cell  
( δs=s1 and M = 6 ). 
 
75 
Figure A.37. BER for DS-CDMA using Antenna Array and FEC for 140 users per cell  







Figure A.38. BER for DS-CDMA using Antenna Array and FEC for 140 users per cell  
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