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ABSTRACT 
 
Mapping landscape patterns and dynamics is essential to various scientific domains and 
many practical applications. The availability of large-scale and high-resolution light detection 
and ranging (LiDAR) remote sensing data provides tremendous opportunities to unveil complex 
landscape patterns and better understand landscape dynamics from a 3D perspective. LiDAR 
data have been applied to diverse remote sensing applications where large-scale landscape 
mapping is among the most important topics. While researchers have used LiDAR for 
understanding landscape patterns and dynamics in many fields, to fully reap the benefits and 
potential of LiDAR is increasingly dependent on advanced cyberGIS and deep learning 
approaches. In this context, the central goal of this dissertation is to develop a suite of innovative 
cyberGIS-enabled deep-learning frameworks for combining LiDAR and optical remote sensing 
data to analyze landscape patterns and dynamics with four interrelated studies. The first study 
demonstrates a high-accuracy land-cover mapping method by integrating 3D information from 
LiDAR with multi-temporal remote sensing data using a 3D deep-learning model. The second 
study combines a point-based classification algorithm and an object-oriented change detection 
strategy for urban building change detection using deep learning. The third study develops a 
deep learning model for accurate hydrological streamline detection using LiDAR, which has 
paved a new way of harnessing LiDAR data to map landscape patterns and dynamics at 
unprecedented computational and spatiotemporal scales. The fourth study resolves computational 
challenges in handling remote sensing big data and deep learning of landscape feature extraction 
and classification through a cutting-edge cyberGIS approach. 
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CHAPTER 1: INTRODUCTION AND BACKGROUND 
1.1 Motivation and vision 
 Land cover and land uses greatly impact various climatic and land surface processes on 
Earth. These processes, including energy balance, carbon and hydrological cycles, and land-
atmosphere interactions, depend on the physical and/or biogeochemical properties (e.g., albedo, 
emissivity, and photosynthetic capacity) of different land cover types (Foley et al., 2005; 
Brovkin et al., 2013; Bagley et al., 2014; Zhu and Woodcock, 2014; Costa et al., 2016). Land 
cover information has also been widely used by policy makers and practitioners for land 
management, environmental stewardship, and risk and disease controls (Homer et al., 2015). The 
accurate mapping of land cover is one of the most important tasks for the U.S. Geological Survey 
(USGS) in the past several decades (Homer et al., 2007).  
Land use and land cover change detection is equally important compared to land cover 
mapping since it helps a broad spectrum of scientific, economic and governmental applications 
to understand the mechanism of human social development, project transportation and utility 
demand, identify future development pressure points and areas, and implement effective plans 
for regional development (Anderson, 1976). In recent years, considerably more attention is being 
directed towards monitoring changes in urban environments (Stow and Chen, 2002). Urban 
changes can affect various social, environmental, and economic conditions, including population 
migration, urban air quality, city infrastructure planning, business site locating, and urban 
greening. To better understand urban dynamics and urbanization often requires data-intensive 
change detection methods (Harrison and Hoyler, 2015). Data-driven characterization of urban 
building and building change information is beneficial to policy makers and city managers for 
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their decision making, but also important to urban habitants for better understanding their living 
environments (Coutard and Rutherford, 2015; Venerandi et al., 2017; Scott, 2017).  
 
1.1.1 Landscape patterns and dynamics 
The knowledge about land use and land cover has become increasingly important as the 
U.S. plans to overcome the problems of haphazard, uncontrolled development, deteriorating 
environmental quality, loss of prime agricultural lands, destruction of important wetlands, and 
loss of fish and wildlife habitat (McDermid et al., 2009; Wang et al., 2018; Aghsaei et al., 2020). 
Land use data are needed in the analysis of environmental processes and problems that must be 
understood if living conditions and standards are to be improved or maintained at current levels. 
One of the major prerequisites for better use of land is information on existing landscape patterns 
and changes through time. Knowledge of the present distribution and areas of agricultural, 
recreational, and urban lands, as well as information about their changing proportions, is needed 
by scientists, legislators, planners, and state and local governmental officials to determine 
optimal land use scenarios and policies, project transportation and utility demand, identify future 
development pressure points and areas, and implement effective plans for further development.  
 
1.1.2 Artificial Intelligence for geospatial research  
 The recent advancement of Artificial Intelligence (AI) has provided tremendous 
opportunities for various scientific and application domains to tackle complex, and computation- 
and data-intensive problems (Russell and Norvig, 2016). As a branch of science that seeks to 
understand natural and human related phenomena according to location, geospatial research 
benefits from the recent development of AI by utilizing advanced machine learning algorithms 
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and analytical methods to extract important information from geospatial big data (VoPham et al., 
2018; Hu et al., 2019a). There have already been a large number geospatial studies 
demonstrating the superiority of machine learning approaches to addressing research problems or 
questions that were previously difficult or impossible. In the domain of environmental health, for 
example, AI has been used to conduct accurate modelling of environmental exposures using 
geospatial data like Google Street View panorama images (Larkin and Hystad, 2019; Boulos et 
al., 2019). Also, AI has helped enabled autonomous vehicles and intelligent transport systems by 
incorporating a great amount of geospatial information gathered by traffic cameras and sensors 
(Toth and Paska, 2007; Toth et al., 2018; Hipps et al., 2017). As one of the most cutting-edge AI 
approaches, deep learning has been frequently applied to enable the extraction, understanding, 
and prediction of geospatial information including feature extraction from unstructured and 
geotagged text data across different languages (Hu et al., 2019b; Li et al., 2015; Paul et al., 
2016), urban sprawl prediction (Ou et al., 2019; Liu et al., 2019; Poghosyan, 2018), study of 
diffusions models of disease and invasive species (Teng et al., 2018; Santosuosso and Papini, 
2018; Wang et al., 2018), indoor navigation (Salamah et al., 2016; Bozkurt et al., 2015; Mo et 
al., 2016), and landscape feature extraction from remote sensing data (Xu et al., 2018; Xu et al., 
2017; Valero et al., 2010). 
 
1.1.3 Remote sensing data analytics and cyberGIS  
During the past several decades, rapid development of remote sensing technologies have 
taken place, and as a result remote sensing big data have become widely available for scientific 
research and the general public. While a large quantity of large-scale optical data has been 
collected by earth orbiting satellites and aircrafts for decades, the advancement of airborne 
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LiDAR technology has enabled the collection of large-scale and high-accuracy LiDAR data in 
recent years. However, LiDAR data store densely distributed 3D points accompanied with a 
series of point attributes, requiring significant storage space and sophisticated techniques for data 
access and management. Also, the 3D structure of LiDAR makes related analysis much more 
complex and computationally intensive than optical data. For example, such data structures as 
octree or kd-tree are often needed for conducting geospatial analyses and queries of LiDAR data 
(Barber et al., 2008; Richter et al., 2013; Xu et al., 2015). 
CyberGIS, defined as geographic information science and systems (GIS) based on 
advanced computing and cyberinfrastructure (Wang 2010; Wang 2016; Wang and Goodchild 
2019), provides a desirable framework to resolve the analytical and computational challenges in 
the context of remote sensing big data by seamlessly integrating highly interactive spatial 
analysis tools, computationally intensive deep learning methods, and streamlined access to 
advanced cyberinfrastructure capabilities. CyberGIS holds great potential for overcoming the 
difficulties of large computational workloads of remote sensing data processing and analytics 
that exceed the capacity of conventional GIS approaches (Wang et al., 2013).  
 
1.2 Research problems and questions 
This dissertation research develops several deep learning models and cyberGIS 
capabilities for remote sensing data analytics applied to land cover classification, urban change 
detection, and hydrological streamline detection with the following questions addressed: 
 
Land cover classification: 
1. How to extract complex 3D features from LiDAR for land cover mapping? 
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2. How to use the full geometric and intensity information from LiDAR and effectively 
fuse such information with multi-temporal imagery for generating high-accuracy land cover 
maps? 
 
Urban change detection: 
1. How to conduct urban building change detection at individual building level using 
multi-temporal LiDAR?  
2. How to classify different change types (e.g., demolition, construction) and quantify the 
volume of changes? 
3. What is the difference of model performance in different urban environments (e.g., 
commercial, industrial, and residential areas)? 
 
Hydrological streamline detection: 
1. How to extract streamlines automatically using deep learning? 
2. What are the pros and cons of using deep learning over traditional machine learning 
and flow accumulation methods? 
 
CyberGIS-enabled remote sensing data analytics: 
1. What is the performance of deep learning models when applied to larger geographic 
areas? 
2. What are optimal ways of doing data processing and model training based on large 
reference datasets (>90,000 samples)? 
3. What are the effects of imbalanced training data on modeling performance? 
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In order to answer these questions, the following research objectives have been pursued.  
 
Chapter 2: 
1. Investigate deep learning methods with a particular focus on a convolutional neural 
network algorithm for landscape feature extraction based on the distribution of 3D points from 
LiDAR. 
2. Integrate LiDAR extracted features with multi-temporal optical data to generate high-
accuracy land cover maps. 
 
Chapter 3: 
1. Develop an object-oriented classification strategy for change detection analysis at an 
individual building level. 
2. Conduct spatial clustering and construct an alpha shape model for 3D building model 
construction and volume estimation, and classify different types of changes by forming building 
pairs and conduct volume and footprint change analysis. 
3. Separately conduct accuracy evaluation over three types of building locations (e.g., 
commercial, industrial, and residential buildings). 
 
Chapter 4: 
1. Develop an attention U-net model for hydrological streamline extraction using 
LiDAR derived feature maps.  
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2. Compare the extraction results with traditional machine learning methods including 
SVM and ANN, and results generated from two flow accumulation models. 
 
Chapter 5: 
1. Develop a scalable land cover classification model by optimizing data processing and 
model training through the use of high-performance computing. 
2. Conduct accuracy evaluation between imbalanced and balanced training scenarios, and 
compare the overall, user’s, and producer’s accuracies among different classes. 
 
1.3 Remote sensing and deep learning methods 
Remote sensing can be understood as a process of collecting data and information from 
interested targets by measuring the energy that is emitted or reflected from the targets (Campbell 
and Wynne, 2011). Remote sensing data can be collected by various carriers including satellites 
and aircrafts, and can be further categorized into active and passive data based on the two types 
of sensors. Passive remote sensing mainly includes data collected from optical sensors and 
represents the majority part of remote sensing data collected to date. During the past several 
decades, the rapid development of optical sensors and aerospace technologies has generated 
massive data and thus provided tremendous research opportunities in many research domains 
including for example environmental science, geomorphology, hydrology, urban planning, and 
social sciences (Reiche et al., 2016; Alvioli et al., 2018; Biancamaria et al., 2016; Albert et al., 
2017; Bennett and Smith, 2017). On the other hand, active remote sensing has also experienced 
its rapid development since about two decades ago, and is capable of acquiring detailed 
information of the Earth surface through sensors with high accuracy and fine spatial and 
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temporal scales, and relatively low cost in the applications of forestry, landscape dynamics, 
archaeology, and atmospheric science (Liu et al., 2017; Devaney et al., 2015; Sinha et al., 2015; 
Rawat and Kumar, 2015; Golden et al., 2016; Guo et al., 2018).  
 
1.3.1 Optical remote sensing 
 During the past several decades, optical remote sensing has provided an efficient way for 
large-scale monitoring of the Earth dynamics by measuring solar radiation reflection from the 
Earth’s surface (Slater, 1980). Optical sensors are designed to measure a certain portion of the 
electromagnetic spectrum, which normally includes visible (400-700nm), near infrared (800-
1100nm) and shortwave-infrared bands (1100-2500nm) (Asra, 1989). Since different targets 
would absorb and reflect energy differently at various wavelengths, this information is organized 
as optical imagery to capture their different spectral reflectance signatures. Based on the number 
of spectral bands, optical imagery can be categorized as panchromatic, multispectral, and 
hyperspectral imagery depending on the number of spectral bands used in the imaging process. 
Based on the spatial resolution, optical imagery can be classified as hyperspatial (<2m), medium 
(2-30m), and coarse resolution (>30m).  
 The high temporal resolution of optical remote sensing data has provided tremendous 
opportunities for various applications. Many studies in the context of optical remote sensing have 
demonstrated the effectiveness and feasibility of using multispectral satellite data for high 
accuracy land cover mapping (Kussul et al., 2017; Kim et al., 2018; Xu et al., 2018), 
environmental and socioeconomic monitoring (Shen et al., 2016; Bennett and Smith, 2017; 
Huang et al., 2017), change detection (Wang et al., 2015; Wang et al., 2017; Clement et al., 
2018), and climatic or crop yield prediction (Firozjaei et al., 2018; Tuia et al., 2018; Zhou et al., 
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2017; Singla et al., 2018). Among all the available sources of multitemporal data, the Landsat 
mission provides the archives of data since 1972 with near-global coverage (Wulder et al., 2016). 
Additionally, Landsat has relatively fine spatial resolution (30m pixel size) compared to other 
free data sources such as the Moderate Resolution Imaging Spectrometer (Xu et al., 2017). 
 
1.3.2 LiDAR remote sensing 
Conventional remote sensing methods based on optical data (e.g., visible and near-infrared 
bands) are capable of capturing horizontally distributed features, but are inherently limited in 
deriving sophisticated 3D information. Light detection and ranging (LiDAR) remote sensing, 
which utilizes near infrared light in the form of laser pulses to measure reflectance distance of 
targets (Schwarz, 2010). Laser pulses of LiDAR can penetrate many obstacles and provide 
multiple returns, which can generate precise, three-dimensional information of Earth surface 
characteristics. For example, small footprint airborne LiDAR can achieve the highest measurement 
accuracy of terrain features compared to other remote sensing modalities, even in wet regions or 
dense forests (Popescu et al., 2011). LiDAR remote sensing has now evolved as one of the most 
important tools to study landscape dynamics with its powerful capability to acquire extraordinarily 
high-accuracy 3D information at unprecedentedly high resolutions (Yan et al., 2015). While we 
are collecting a large amount of LiDAR data using advanced technologies, effective methods to 
extract critical and useful information from such data becomes equally important and increasingly 
challenging based on traditional remote sensing data analysis methods.  
Extensive research has been done in using geometric components of LiDAR data to 
improve land cover classifications. Many researchers used LiDAR derived information, including 
digital surface model (DSM), digital terrain model (DTM), point density and spatial statistics 
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calculated from LiDAR data for distinguishing land cover types. Various classification methods 
are also used when including LiDAR data, such as maximum likelihood estimation (Bartels and 
Wei, 2006), object-oriented modeling (Brennan and Webster, 2006; Carlberg et al., 2009), neural 
networks (Nguyen et al., 2005), SVMs (Lodha et al., 2006), and other machine learning algorithms 
(Charaniya et al., 2004; Zhu and Toutin, 2011; Chen et al., 2017). Extensive findings suggest that 
statistical features derived from intensity values of LiDAR are also useful for distinguishing some 
classes that have little morphological variation (Brennan and Webster, 2006; Antonarakis et al., 
2008; Bretar et al., 2008; Zhou, 2013; Morsy et al., 2016). More importantly, there has been an 
increasing interest in combining both optical data (e.g., multispectral imagery (Guo et al., 2011; 
Syed et al., 2005; Singh et al., 2012; Wulder et al., 2007; Lee and Jie, 2003), RGB imagery (Chen 
et al., 2009), high spatial resolution near-infrared imagery (Sasaki et al., 2012; Arroyo et al., 2010), 
and hyperspectral imagery (Dalponte et al., 2008) and LiDAR data to significantly improve the 
accuracy of land cover maps.  
On the other hand, multitemporal LiDAR is superiorly important to capture urban 
dynamics in the vertical direction with a higher level of details and accuracy compared to optical 
data (Yan et al., 2015), as many urban changes take place vertically (e.g., building construction 
and demolition, infrastructure construction, and vegetation change). Extensive research has been 
done by transferring LiDAR points to rasters and conducting urban change analysis by calculating 
the difference between rasters (Teo and Shih, 2013). A better strategy is developed by constructing 
voxel grids to synthesize LiDAR points and detecting changes by checking the status of existence 
of points within voxels since changed voxels would have a change of status during multi-temporal 
periods (Xu et al., 2015). However, the relationship among points is often implicit and difficult to 
be fully represented using traditional 2D features (Du et al., 2016) and voxel-based features (Papon 
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et al., 2013; Maturana and Scherer, 2015a). These methods are not resilient to false and incomplete 
detection of changes because of misalignment of multitemporal datasets, inaccurate registration, 
moving objects issue, etc. (Xiao et al., 2015).  
 
1.3.3 Deep learning 
Deep learning, which is also called deep structured learning or hierarchical learning, 
represents a class of algorithms that conduct supervised learning in a hierarchical way from 
different levels of feature abstraction (Goodfellow et al., 2016). Different statistical models are 
incorporated in deep learning algorithms for extracting knowledge and constructing concepts 
from lower to higher levels, which at the same time reduce redundant information to the largest 
possible degree (LeCun et al., 2015; Schmidhuber, 2015). As the most important advancement of 
artificial intelligence during the past decade, deep learning still has a fast-growing pace and has 
been proven to be applicable to many domains of science, business and government (Zhu et al., 
2017).  
 Deep learning algorithms usually consist of neural networks with more than two hidden 
layers in contrast to traditional Artificial Neural networks (ANNs) (Deng and Yu., 2014). The 
biggest advantage of deep learning over traditional ANNs is that it eliminates the traditional 
feature-crafting process that requires specific domain knowledge, by directly using raw data as 
input for different applications, and achieves better performance through hierarchical feature 
learning. In recent years, deep learning research has been extensively pursued by numerous 
research agencies and also large industrial cooperation, and it has dominated various research 
areas that rely on machine learning including image recognition, motion planning in autonomous 
systems, speech recognition, diseases diagnosis and prediction, biomedical analysis, natural 
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language processing, and so on. Deep learning is expected to continue to advance with the 
development of more new architectures and have many more successes in the near future by 
requiring minimal engineering efforts, and taking advantage of increases in the amount of 
available computational power and big data (LeCun et al., 2015).  
The emergence of deep learning technologies has also paved a new way for remote 
sensing data analysis. The low-level features (e.g., spectral, texture, and geospatial information) 
from remote sensing data can be directly fed into the deep nets for transformation into higher 
level of feature representations for further analysis. Based on the different output requirements of 
specific remote sensing questions, deep learning algorithms can be adapted at layer-level in 
flexible ways. Currently, deep learning algorithms have been used in various remote sensing data 
analysis: from the traditional topics of image preprocessing, pixel-based classification, and target 
recognition, to the recent challenging tasks of high-level semantic feature extraction and remote 
sensing scene understanding (Zhang et al., 2016). Among a large variety of deep learning 
algorithms, one of the most successful types is called Convolutional Neural Networks (CNNs). 
During the training process, CNNs learn hierarchical features by applying convolutional filters, 
and unimportant information is gradually reduced during the convolutional processes. CNNs 
have proven to be effective in various remote sensing image classification tasks (Maggiori et al., 
2017; Nogueira et al., 2017; Xu et al., 2018), and also tasks such as ground object recognition 
(Kampffmeyer et al., 2016; Long et al., 2017) and high-resolution aerial image segmentation 
(Sun et al., 2018).  
The recent development of 3D deep learning algorithms provides researchers new 
opportunities to solve problems from 3D perspectives. For example, depth image is a source for 
the third dimension that is combined with normal RGB image to form RGBD for 3D CNN 
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applications including 3D object recognition (Gupta et al., 2014; Wu et al., 2015; Alexandre, 
2016), and semantic segmentation (Hoft et al., 2014). The work by Prokhorov (2010) developed 
a 3D CNN with LiDAR data applied to a binary object classification problem. After that, 
Maturana and Scherer (2015a, 2015b) designed a generalized 3D CNN method called Voxnet for 
object classification using the full volumetric point cloud information from LiDAR, which was 
proven to be superior to other 3D CNNs. They also pointed out the future of using intensity 
attributes for classifying more complex scenes (Maturana and Scherer, 2015b).  
In order to preserve point cloud information to the largest extent, several point-based 
deep learning models have been proposed. The pioneer one is called PointNet (Qi et al., 2017a), 
which takes raw point cloud as input. It not only accelerates the computation but also notably 
improves the accuracy of many point-based classification tasks (Qi et al., 2017a; Yousefhussien 
et al., 2018). Pointnet++ is an advanced version of Pointnet, which incorporates a hierarchical 
structure of point neighborhood learning through points downsampling and interpolation (Qi et 
al., 2017b). However, both Pointnet and Pointnet++ are limited in their ability to capture 
complex shape patterns based on a simple design of orientation-encoding (k-nearest neighbor 
searching) and less scale awareness for feature calculation (Jiang et al., 2018). The scale-
invariant feature transform (SIFT) excels over many other feature encoding methods by using a 
strategy of multi-orientation feature encoding and a scale-aware design (Furuya and Ohbuchi, 
2009; Darom and Keller, 2012). PointSIFT, which incorporates this idea to treat 3D point clouds, 
has shown its robustness by outperforming the state-of-the-art methods including Pointnet and 
Pointnet++ on S3DIS (Armeni et al., 2016) and ScanNet (Cohen et al., 2018) datasets (Jiang et 
al., 2018). The PointSIFT architecture incorporates 8-direction orientation-encoding (OE) units 
from multiple spatial scales into deep neural networks. In this way, the neurons in different 
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stacked OE units can perceive different scales. The scheme is to put these OE units together by 
shortcut connections and let neural network (after training) select the appropriate scale. Like 
Pointnet++, PointSIFT also utilizes the two-stage (i.e., encoding (downsampling) and decoding 
(upsampling)) for feature learning, which significantly improves the presentation capacity of the 
network.  
 
1.4 Structure of the dissertation 
 This dissertation contains six chapters in total. Chapter 1 is an overview chapter that 
introduces the background, motivation, and contributions of the research. From Chapter 2 to 
Chapter 5, each chapter is an individual piece of research focusing on different research 
questions posed in Section 1.2 and is a peer-reviewed article under the condition of published, 
under review, or to be submitted.  
Chapter 2 develops a novel deep learning framework for land cover classification by 
utilizing LiDAR and multitemporal Landsat images. Landscape has complex 3D structures. 
Previous research conducted analysis solely using traditional LiDAR metrics (e.g., variance, 
entropy, skewness, kurtosis). There has been little work on using deep learning feature extraction 
to help understand and extract features by harnessing the full 3D point cloud and intensity data 
that LiDAR collects. In this research, we adapt a 3D deep learning architecture specifically to 
solve the problem for land cover classification using both LiDAR and imagery data. During the 
training, the fully connected layer in the last epoch is removed and the last dense layer is 
extracted as the output. Then these features are combined with multitemporal spectral data for 
the final classification using a multi-class SVM classifier. We are also the first to develop the 
intensity grid for more complete LiDAR feature learning than previous studies (Brennan and 
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Webster, 2006; Zhou, 2013). The major contributions of this research are two-fold: (1) a novel 
model for land cover classification by using full geometric and intensity information extracted 
from LiDAR data and multitemporal imagery, and (2) an effective 3D buffering method for 
resolving edge issues in the training data augmentation process while achieving high accuracy by 
using a post-voting strategy. 
Chapter 3 shifts the subject to urban change detection. Urbanization has intensified across 
the globe at an unprecedented pace during the past several decades. Consequently, the demand 
for accurately acquiring urban building and building change information is expected to continue 
its increasing trend in the foreseeable future. LiDAR data contain full 3D information in the form 
of point clouds and are especially advantageous in detecting urban building changes. Previous 
research using LiDAR was significantly restricted by its rigid requirement of registration rate, 
rule-based removal of non-building objects, and high sensitivity due to comparison with mixed 
classes of points. In this research, we use a deep learning method to conduct a point-based urban 
building classification by adapting the PointSIFT algorithm to airborne LiDAR. Then we use an 
Euclidean-distance based clustering method to separate individual buildings and estimate 
building footprints. Finally, we infer building changes and classify change types by estimating 
the change of building volume and footprint from 3D alpha shapes, which is a generalization of 
the 3D convex hull and a subgraph of the Delaunay triangulation over a set of 3D points. Four 
types of changes including demolition, new construction, reduction, and expansion are extracted 
based on their different patterns. A reference dataset which is created by visual interpretation 
from both a multitemporal aerial photography and LiDAR data are used to separately evaluate 
the recall (completeness), precision (correctness), and F1 score of building classification and 
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change detection results. The estimated volumes in 2014 are also validated from 3D building 
survey data from the government data portal of Boston. 
Chapter 4 investigates an important topic in hydrography-streamline detection. The 
accurate delineation of hydrological streamlines, which is one of the major forms of land surface 
water, is critically important in various scientific disciplines, such as the assessment of present 
and future water resources, climate models, agriculture suitability, river dynamics, wetland 
inventory, watershed analysis, surface water survey and management, flood mapping, and 
environmental monitoring. Traditional hydrological models generate streamlines solely based on 
topological information, which inevitably contain errors. For example, dried out drainage lines 
would always be falsely recognized as streamlines. Traditional methods also ignore the 
information from the complex 3D environment of streamlines and surface reflectance 
information, which would potentially be helpful to accurately delineate streamlines. In recent 
years, the availability of high accuracy LiDAR data provides us a promising method to capture 
both 3D information of the environment and also surface reflectance information of land cover. 
LiDAR sensor uses NIR light in the form of a pulsed laser to measure ranges (variable distances) 
to the ground and also reflectance information at multiple returns. These light pulses generate 
precise, three-dimensional information about the shape of the surface characteristics. In this 
research, multiple LiDAR features maps are generated, and we developed an attention U-net 
model for doing the streamline detection and we also tested several traditional machine learning 
methods as our baseline for comparison. 
Chapter 5 focuses on the computational scalability of the workflow for land cover 
classification using LiDAR and multitemporal Landsat imagery and expands the research area to 
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characteristics of various landscape types, the 3D feature extraction of a large amount of LiDAR 
data are often challenging mainly due to the complexity of such data and computational 
intensity. This research mainly tackles the computational challenges by utilizing cyberGIS-
enabled cyberinfrastructure. To be specific, we utilize high throughput computing for LiDAR 
data preprocessing using 17 computing nodes (200+ CPU cores). Data reprojection and noise 
removal functions are applied in parallel for each tile of LiDAR. We also optimize the LiDAR 
sample points queries using spatial indexing in the process of training, validation, and prediction 
sample preparation. After that, we conduct data augmentation and voxelization in parallel for the 
data samples and use the GPU resource from Chameleon cloud service for a 3D CNN model 
training. In the classification stage, we optimize the RBF kernel calculation by using a GPU for 
the classification of seven land cover types. As the last step, we utilize a multi-GPU architecture 
to do model prediction over the research area to generate the final classified map.  
Chapter 6 is the last chapter that summarizes the contributions of the dissertation, 
describes the limitations, and points out future work and potential research directions. 
 
1.5 Synthesis and contribution  
Most of current deep learning models in remote sensing data analysis are designed based 
on 2D learning or with limited expression of 3D information at a small scale. There are limited 
progress on 3D deep learning frameworks that are specifically designed for analyzing geospatial 
big data in 3D. The major contribution of this research is to develop and apply 3D deep learning 
frameworks to 3D geospatial big data in terms of landscape feature extraction and change 
detection. The primary goal of this research is to establish a cyberGIS-enabled deep learning 
framework to perform landscape feature extraction and classification using LiDAR data and 
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optical remote sensing data. The proposed methods in this framework not only pave a new way 
for understanding landscape patterns and dynamics in 3D, but also demonstrate its large-scale 
applications. The major conclusions from the four interrelated research investigations highlight 
the importance of advancing cyberGIS-enabled deep learning for mapping land cover patterns 
and dynamics using remote sensing big data. 
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CHAPTER 2: A 3D CONVOLUTIONAL NEURAL NETWORK METHOD FOR LAND 
COVER CLASSIFICATION USING LIDAR AND MULTI-TEMPORAL LANDSAT 
IMAGERY 
Abstract 
 The terrestrial landscape has complex three-dimensional (3D) features that are difficult to 
extract using traditional methods based on 2D representations. These methods often relegate 
such features to raster or metric-based (two-dimensional) representations based on Digital 
Surface Models (DSM) or Digital Elevation Models (DEM), and thus are not suitable for 
resolving morphological and intensity features for fine-scale land cover mapping. Small-
footprint LiDAR provides an ideal way for capturing these 3D features. This research develops a 
novel method of integrating airborne LiDAR derived features and multi-temporal Landsat 
images to classify land cover types. We tested our approach in Williamson County, Illinois, 
which has diverse and mixed landscape features. Specifically, our method applied a 3D 
convolutional neural network (CNN) method to extract features from LiDAR point clouds by (1) 
creating an occupancy grid, an intensity grid at 1-meter resolution, and then (2) normalizing and 
incorporating data into the 3D CNN. The extracted features (e.g., morphological and intensity 
features) from the 3D CNN were finally combined with multi-temporal spectral data to enhance 
the performance of land cover classification based on a Support Vector Machine classifier. 
Visual interpretation from both hyper-resolution photos and point clouds was used for training 
and preparation of testing data. The classification results show that our method outperforms a 
traditional method by 2.65% (from 81.52% to 84.17%) when solely using LiDAR and 2.19% 
(from 90.20% to 92.57%) when combining all available images. We demonstrate that our 
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method can effectively extract LiDAR features and improve fine-scale land cover mapping 
through fusion of complementary types of remote sensing data.     
 
2.1 Introduction and background 
Land cover and land uses greatly impact various climatic and land surface processes. These 
processes, including energy balance, carbon and hydrological cycles, and land-atmosphere 
interactions, depend on the physical and/or biogeochemical properties (e.g., albedo, emissivity, 
photosynthetic capacity) of different land cover types (Foley et al., 2005; Brovkin et al., 2013; 
Bagley et al., 2014; Zhu and Woodcock, 2014; Costa et al., 2016). Land cover information has 
also been widely used by policy makers for land management, environmental stewardship, and 
risk and disease controls (Homer et al., 2015).  
Satellite remote sensing has been widely used as an effective and efficient means to 
monitor land cover patterns at a large geographic extent. However, traditional remote sensing 
methods based on optical data (i.e. visible and near-infrared) are only suitable for capturing 
horizontally distributed features including shapes, structures, and areas. Because of the complexity 
of land cover types, Light Detection and Ranging (LiDAR) data becomes more frequently used to 
provide more information about land cover and enable the use of 3D characteristics of various 
landscape types to generate high quality land cover maps. Much research has been done in using 
geometric components of LiDAR data to improve land cover classifications. Many researchers 
used LiDAR derived information, including digital surface models (DSM), digital terrain models 
(DTM), and point density and spatial statistics calculated from LiDAR data for distinguishing land 
cover types. Various classification methods are also used when including LiDAR data, such as 
maximum likelihood algorithms (Bartels and Wei, 2006), object-oriented modeling (Brennan and 
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Webster, 2006; Carlberg et al., 2009), neural networks (Nguyen et al., 2005), SVMs (Lodha et al., 
2006), and other machine learning algorithms (Charaniya et al., 2004; Zhu and Toutin, 2011; Chen 
et al., 2017). Extensive findings suggest that statistical features derived from intensity value of 
LiDAR are also helpful in distinguishing some classes that have little morphological variation 
(Brennan and Webster, 2006; Antonarakis et al., 2008; Bretar et al., 2008; Zhou, 2013; Morsy et 
al., 2016). More importantly, there has been an increasing interest in combining both optical data 
including multispectral imagery (Guo et al., 2011; Syed et al., 2005; Singh et al., 2012; Wulder et 
al., 2007; Lee and Jie, 2003), RGB imagery (Chen et al., 2009), high spatial resolution near-
infrared imagery (Sasaki et al., 2012; Arroyo et al., 2010), hyperspectral imagery (Dalponte et al., 
2008) and LiDAR data to achieve improved accuracy of land cover maps. In these processes, 
LiDAR derived metrics and spectral bands are combined and fit into various algorithms for 
classification. These algorithms include random forest (Guo et al., 2011), Support Vector 
Machines (SVMs) (Bretar et al., 2008; García-Gutiérrez et al., 2015), object-oriented classifiers 
(Syed et al., 2005; Sasaki et al., 2012; Arroyo, 2010; Chen et al., 2009), rule-based model (Huang 
et al., 2008), and structural and intensity surface models (Singh et al., 2012). While these analyses 
have provided key insights into high-resolution land cover mapping, they all conducted analysis 
based on traditional LiDAR metrics (e.g., variance, entropy, skewness, kurtosis), and there has 
been little work on using deep learning feature extraction framework to help understand and extract 
features at a much more complex and abstract level by using the full three-dimensional point cloud 
and intensity data that LiDAR collects. 
 During recent years, biologically inspired Convolutional Neural Networks (CNNs) have 
emerged and proven to be effective in various pattern recognition and object classification tasks 
(Krizhevsky et al., 2012; Razavian et al., 2014). During the training process, CNNs learn 
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hierarchical features, corresponding to different levels of abstraction. Novel architecture of 
CNNs have been widely acknowledged as the most successful deep learning approach, and used 
as dominant methods in many recognition and detection tasks (Krizhevsky et al., 2012; 
Simonyan and Zisserman, 2015; Jia et al., 2014; Razavian et al., 2014; Oquab et al., 2014). 
However, the majority of CNNs are constructed based on 2D layers, which makes it difficult in 
solving classification tasks in 3D contexts. The recent development of 3D CNNs provides 
researchers new opportunities to solve classification problems in 3D space.  Researchers can use 
different information for the third dimension. Temporal information is commonly used in video-
based human action recognition (Ji et al., 2013). Some data have unique 3D information that is 
used for object recognition, such as tomography imagery with height information (Flitton et al., 
2012), medical profile images from three dimensions as inputs (Kamnitsas et al., 2017). Hyper-
spatial, multi-band imagery, which has different bands as the third dimension, is also used for 3D 
CNN model training in several land cover classification studies (Chen et al., 2016; Audebert et 
al., 2017; Ji et al., 2018). A depth image is another source for the third dimension that is 
combined with normal RGB images to form RGBD for 3D CNN applications including 3D 
object recognition (Socher et al., 2012; Gupta et al., 2014; Wu et al., 2015; Alexandre, 2016), 
and semantic segmentation (Hoft et al., 2014). The work by Prokhorov (2010) developed a 3D 
CNN with LiDAR data applied to a binary object classification problem. After that, Maturana 
and Scherer (2015a, 2015b) designed a generalized 3D CNN method called Voxnet for object 
classification using the full volumetric point cloud information from LiDAR, which was proven 
to be superior to other 3D CNNs. They also pointed out the future of using intensity attributes for 
classifying more complex scenes (Maturana and Scherer, 2015b). In addition, voxelization of 
intensity data is a solid way for data normalization (Reymann and Lacroix, 2015). 
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 In this research, we have developed a novel method for complex feature learning from 
LiDAR data to improve land cover classification. The Voxnet architecture has several 
advantages that make it suitable for our research problem. First, the architecture is able to learn 
local spatial filters useful to the classification task. In our case, we use activation maps from 
filters to encode structures such as planes and corners at different scales. Second, the hierarchy 
of more complex features can be extracted based on the stacking of multiple CNN layers over the 
entire feature space. Third, our new method is trained fully from the raw volumetric data based 
on the activations of each sub volume of data, where probabilities are finally calculated for class 
prediction. However, Voxnet is a 3D CNN classifier, which only allows the input of single type 
of data. Thus we adapt the architecture specifically to solve our problem for classification using 
both LiDAR and imagery data. During the training, the fully connected layer in the last epoch is 
removed and the last dense layer is extracted as the output. Then these features are combined 
with multitemporal spectral data for the final classification using a multi-class SVM classifier. 
The major contributions of this research are two-fold: (1) a novel method for land cover feature 
extraction by using full geometric and intensity information from LiDAR data, and (2) an 
effective data fusion model of using 3D features from LiDAR and multi-temporal images to 
achieve high accuracy in land cover classification. 
 
2.2 Study area and dataset  
2.2.1 Study area 
 Our study area includes the majority of Williamson County, Illinois, USA (Figure 2-1). 
This area has 1,138 km2 with a population of 66,357. It has a mix of humid continental and 
subtropical climatic types with four distinct seasons. Spring is the wettest with extreme weather 
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including tornadoes and winter storms. Summer is humid with warm temperature sometimes 
reaching 100 °F (38 °C). Fall is mild with heavy rainfall. Winter has periodic snow when the 
temperature reaches around 32 °F (0 °C). This area contains a complex composition and 
heterogeneous distribution of forest, shrub land, wetland, grassland and various types of 
agricultural land, water body, and developed land.  
 
Figure 2-1. Research area (Williamson County, Illinois; Landsat 5 TM image: bands 
composition 5, 4, 3 and taken on July 22, 2011) 
 
2.2.2 Dataset  
Regarding the spectral data side, this study uses twelve cloud-free Landsat 5 surface 
reflectance scenes downloaded from the USGS Earth Explorer Data Portal 
(https://earthexplorer.usgs.gov/). These images were separately acquired on August 20, August 
27, September 5, September 12, September 21, October 7, October 14, October 30, 2010 and 
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January 2, April 17, June 4, July 22, 2011. Six TM bands (blue, green, red, near IR, and two mid 
IR bands) from each image are utilized to provide the spectral information for the classifications.  
520 tiles of LiDAR data were flown from April 6-17, 2011 covering the research region 
and downloaded from the Illinois Geospatial Clearing House 
(https://clearinghouse.isgs.illinois.edu). The data were collected by Federal Emergency 
Management Agency and rectified by multiple companies to ensure both vertical and horizontal 
accuracy. The vertical accuracy is 8.53 cm RMSE and horizontal accuracy of 0.2 meter with a 
point spacing of 1.4 meters. The instrument collected up to 4 discrete returns per pulse, with 
intensity readings of 12-bit dynamic range per measurement, at around 1045nm. The delivered 
data had an average density of 2 points per m2 and ranged from 1-5 points per m2 among 
different tiles.  
The Illinois Department of Transportation (IDOT) Orthophotography that was flown in 
April, 2011, using a Z/I Imaging Digital Mapping Camera (DMC) with RGB at a resolution of 1 
feet, was downloaded from the Illinois Geospatial Clearing House 
(https://clearinghouse.isgs.illinois.edu) and used as the source to generate reference data through 
visual interpretation. Because the twelve images, LiDAR, and reference source are all within a 
12-month period, the land cover is assumed to be consistent and thus the same reference data can 
be used for classification of all images and LiDAR. 
 
2.3 Methods  
2.3.1 Method overview 
The new method consists of data preparation, 3D CNN-based LiDAR feature extraction 
and classification. The feature extractor is adapted from Voxnet, which contains four types of 
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layers: convolutional, pooling, dropout and fully connected. The primary purpose of the 
convolutional layer is to extract features from original images. The convolutional process 
preserves the spatial relationship between pixels by learning image features using predefined 
multidirectional kernels to filter small squares of input data. The dropout layer is designed to 
randomly drop out neurons in order to avoid overfitting. The pooling layer conducts spatial down 
sampling by reducing the dimensionality of each feature map while retaining important 
spatial information. The fully connected layer is a traditional multi-layer perceptron that uses a 
softmax function to produce categorical probability distribution of a certain number of classes to 
the output layer. The fully connected layer conducts different classification tasks based on these 
features and training labels. In our study, we revised Voxnet as a feature extractor by abandoning 
fully connected layers during the last training epoch. Also, the standard input of Voxnet is cubic 
data volume. We instead use rectangular cuboid (30×30×50 m3), where the first and second 
dimensions correspond to the resolution of the spectral data and the third dimension corresponds 
to height dimension. In the training process, we adjusted the batch size to fit our memory and set 
the maximum training epochs to 800.  
 
2.3.2 Sampling design 
 In order to collect representative samples of each class in the population, it is important to 
keep the inclusion probability the same for each pixel (Xu et al., 2017). Thus, we selected 9000 
pixels randomly on a 999×1282 fishnet grid (30 m) based on the Landsat imagery and overlaid 
on the orthophotography. On-screen interpretation of both LiDAR and photography and 
digitization are utilized to generate reference data. Finally, 8297 of them are useful and 703 are 
abandoned either because of cloud coverage or image registration errors. The general 
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interpretation principle is that a sample is assigned a class label if that class has a dominant 
coverage (>50%). One exception is that any sample contains more than 30% of developed type 
would be classified as developed to consider the connectivity of roads. Explicitly, we define 
herbaceous as dominant vegetation coverage lower than 1 meter; shrub as dominant vegetation 
coverage higher than or equal to 1 meter and lower than 5 meters; forest as dominant vegetation 
coverage higher than or equal to 5 meters. Both LiDAR and orthophotography were flown in 
April, which is the most humid season in the research area, so wetlands are defined as any 
vegetated area that is saturated with water. Among the 8297 samples, 70% (5808) are adopted as 
training data and 30% (2489) are adopted as testing for accuracy evaluation. Details of the 
reference data are listed in Table 2-1. 
Table 2-1. Training and testing data number 
 
 
2.3.3 Data preprocessing 
Twelve multi-temporal land surface reflectance images are georeferenced with 
orthophotography and reprojected from WGS84/UTM 16N to NAD83/UTM 16N. They are also 
cropped based on the boundary of Williamson County using ArcGIS 10.4 data management 
toolbox (ESRI, 2016). Six bands (blue, green, red, near IR, and two shortwave IR bands) from 
each image are extracted, and the normalized difference vegetation index (NDVI) (Carlson and 
Ripley, 1997) is calculated for each image using red and near-infrared bands of the TM imagery. 
Additionally, five texture-based statistics are calculated using grey level co-occurrence matrices 
(GLCMs) of each image. These layers are stacked as the spectral data for classification. The 
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texture features include contrast, dissimilarity, homogeneity, energy and correlation and their 
formulas are shown below (Chen et al., 1998).   𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = ∑ ∑ (𝑖 − 𝑗)/0 𝑃2(𝑖, 𝑗)4                                                                                          (2.1)  𝐷𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 = ∑ ∑ 𝑃2(𝑖, 𝑗)|𝑖 − 𝑗|04                                                                                     (2.2) 𝐻𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦 = ∑ ∑ =>(4,0)?@|4A0|04                                                                                                 (2.3) 𝐸𝑛𝑒𝑟𝑔𝑦 = ∑ ∑ 𝑃2(𝑖, 𝑗)/04                                                                                                        (2.4) 𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 = ∑ ∑ [(4ADE)(0A	DG)H(IEJ)(IGJ) ]04                                                                                          (2.5) 
where Pd is the co-occurrence matrix in a rectangle neighborhood (7x7) of a center pixel, i is the 
row number and j is the column number in Pd. σ2 and µ are separately the variance and mean of a 
row or column of values in Pd.  
 Point data abstraction library (Pdal), a C++ based open source point cloud processing 
library, is used for LiDAR data preprocessing. LiDAR data are initially reprojected from the 
State Plane Illinois East US feet (2011) to NAD83 UTM 16N to keep it consistent with spectral 
data. A statistics-based outlier filter was used to get rid of isolated noisy points including birds, 
powerlines, etc. We first calculated mean distance of each point to its twelve neighbors. Any 
point falls below or above two standard deviations of the mean distance of all the points in 3D 
space would be treated as an outlier and removed. The pipeline of LiDAR data preprocessing is 
shown in Figure 2-2 below. 
 
Figure 2-2. Pipeline of LiDAR data preprocessing 
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2.3.4 Benchmark method 
The benchmark method consists of the following three components: data preparation, 2D-
CNN-based LiDAR feature extraction, and classification. Data preparation includes ground/non-
ground classification, generation of feature maps from ground/non-ground returns, and LiDAR 
statistics calculation. In this process, the raw LiDAR data are reclassified into ground and non-
ground classes using LAStools (Isenburg, 2011). Then ground/non-ground points are separately 
used to generate DSM, DEM, ground and non-ground intensity maps  at a resolution of 1m using 
blast2dem function in LAStools (Isenburg, 2011). The four feature maps are then stacked and 
feature map patches with the dimension of 32×32×4 are extracted for each sample. Five types of 
LiDAR statistical features (kurtosis, variance, coefficient of variation, skewness, and entropy) 
are separately calculated from the elevation and intensity distribution of points of each sample. 
In the second stage, a 2D CNN model is constructed as shown in Figure 2-3. This model consists 
of three convolutional layers with 32 filters at the size of (3, 3) and a step of (1,1), three 
maximum pooling layers with a step 2, a dropout layer with dropping rate of 0.45, a fully 
connected layer, and an output layer. The model is trained 800 epochs, and the last dense vector 
is extracted after the training is done. Different dimensions of dense vector (32, 64, and 128) are 
tested and 32 is finally selected because of its superiority. In the classification stage, the five 
types of statistical features are combined with the dense vector extracted from the 2D CNN 
model and LSR data for the final classification using a multi-class SVM classifier. The 
parameter tuning is conducted based on a three-level grid search and ten-fold cross-validation 
strategy. The best combination of parameters is used on the testing data for accuracy evaluation.  
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Figure 2-3. Flow chart of a 2D-CNN-based benchmark method 
 A standardized processing chain for DSM generation is utilized to map the above-ground 
height information in the study area using LAStools (Isenburg, 2011) and Pdal 
(https://www.pdal.io). To avoid edge artifacts in the following image processing procedures, 
non-overlapping LiDAR tiles are retiled with a 60-meter buffer around each of them. First, 
LiDAR points are classified into ground points and non-ground points, and the digital terrain 
model is generated with the ground points using the triangular irregular network (TIN) (Isenburg 
et al., 2006). Raw LiDAR points are then height-normalized by subtracting the digital terrain 
model from the orthometric heights at the corresponding locations. Finally, DSM is generated at 
a resolution of 1m from the filtered points.  
Table 2-2. LiDAR statistics 
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 Table 2-2 shows the five types of LiDAR statistics that are used in the benchmark 
method. These statistical features are calculated separately from the elevation and intensity of 
LiDAR point cloud including variance, the coefficient of variation, kurtosis, skewness, entropy, 
that describes elevation and intensity characteristics of the point cloud. The entropy formula is 
specified below: 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = −M (𝑃(𝑖) ∗ log	(𝑃(𝑖)))R4S?                                                      (2.6) 
where P(i) is the elevation or intensity value of point i. 
 In the classification stage, we use a radial basis function (RBF) kernel for SVM because 
of its superiority of mapping feature vector in high dimensional feature space and enable better 
class separability (Schölkopf and Smola, 2002). During training, two parameters are optimized: 
the penalty parameter, C, and the kernel width, s. C provides a trade-off between the margin 
among classes and the number of target objects rejected. Kernel width resolves the complexity of 
the delineation of margins between classes (Lo and Wang, 2012). A 2D grid search method is 
adopted three times to find the best parameter combination. The initial searching range is a 
logarithmic grid from 10-5 to 105 with 1600 combinations. After using this first round of 
optimization to narrow the potential value for C and s, another two rounds of searching in linear 
space each with 1600 combinations are used in secondary and tertiary searches to find the best 
parameter combination. 
 
2.3.5 3D CNN-based multi-stage classification 
The flowchart of the new method is shown in Figure 2-4. Data preparation includes data 
alignment of LiDAR tiles with Landsat pixels and LiDAR tiles augmentation to standardize 
LiDAR for feature learning. In the process of LiDAR feature extraction, voxelization is 
conducted to separately create the occupancy and intensity grids. The 3D CNN feature extractor 
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is trained based on the two types of grids. After feature extraction, extracted features are 
combined with spectral data for the final classification using a multi-class SVM. The same 
parameter tuning and accuracy assessment strategy as the benchmark method is used. The only 
difference is that a majority vote of sample rotations is conducted as the final step to yield the 
classified map. The details of major steps are described below. 
 
Figure 2-4. Flow chart of 3D CNN-based multi-stage classification 
The same noise removal process is conducted for the new method to get rid of outlier 
points. After noise removal, data alignment is conducted by cropping LiDAR tiles corresponding 
to Landsat pixels. The point cloud cropping tool in the Pdal Library is used to extract points 
aligned with each Landsat pixel in the study area. In this process, boundary areas without LiDAR 
coverage are removed. To ensure the spatial invariant property (the ability to correctly classify 
samples wherever it appears in a defined space) and thus enhance the robustness of the model, 
data augmentation is done by rotating each training sample 9 angles around their z-axis. So for 
two neighboring samples, their rotation difference is 40 degrees (Figure 2-5). To avoid edge 
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point missing issues when rotating, we create 10-meter buffers for each sample in x and y 
direction and crop them using the sample mask after rotations. 
After data augmentation, a grid size of 30×30×50 m3 is used to standardize each tile of 
LiDAR at a resolution of 1 m3. This size is chosen to ensure a balance between data quality (1 – 
5 points/m2) and computational intensity. The 1 m3 resolution does not lead to loss of useful 
details since the land cover features of interest usually are larger than 1 m3. In 3D space of each 
tile, x and y have the same dimension of 30 m that also equals to the size of its corresponding 
image pixel. The height dimension is chosen to be 50 m.  Those tiles with points higher than 50 
m are normalized to fit the grid. The bottom of a grid is set as the height of the lowest point 
within its LiDAR tile. In the model, we constructed two types of grids: occupancy and intensity 
grids. Figure 2-6 shows a voxelization example by constructing a grid of voxels (small unit 
cubes) overlaid with LiDAR points. Occupancy grid only counts the existence of LiDAR point 
(1 or 0) within a 1 m3 voxel. This means no matter how many points falling within the unit, the 
occupancy voxel always has the value 1 and the opposite has the value 0. An intensity grid is 
created by calculating the average intensity values of all the points falling within the voxel, and 
the average value is assigned to it. If there is no point in a voxel, its value is set to 0.   
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Figure 2-5. LiDAR sample rotations with 10-meter buffers in x and y (40 degrees each and 
totally nine directions counter clockwise) 
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Figure 2-6. Example of the data voxelization 
The structure of the 3D Convolutional Neural Network (CNN) feature extractor is shown 
in Figure 2-7, adapted from the Voxnet developed by Maturana and Scherer for an object 
classification task (Maturana and Scherer, 2015a, 2015b). The network contains two 
convolutional layers, one pooling layer, three dropout layers and a fully connected layer. We 
change this network into a feature extractor by removing the fully connected layer during the last 
epoch of training and extract the last dense layer as output. We also adjust the input data format 
and a series of model parameters in order to serve our experimentation. In Figure 2-7, the input 
layer accepts two fixed-size grids of x(32m)×y(32m)×z(52m) voxels and are created by adding 
two 1m paddings to each dimension of origin grids (30m×30m×50m). The two convolutional 
Layers (a, b, c) accept four-dimensional input volumes in which three of the dimensions are 
spatial, and the fourth contains the activation maps. These layers create c feature maps by 
convolving the input with c learned filters of shape d×d×d×c, where d is the spatial dimension 
and c is the number of input activation maps. In this network, the convolutional layer also uses a 
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spatial stride to reduce redundant spatial details. The first convolution layer uses 32 filters with a 
window size of 5×5, a stride of 2 and produce activations maps with the dimension of 14×14×24. 
Then the output is passed through a dropout layer with parameter 0.1. The second convolution 
layer accepts these and produces activation maps with the dimension of 12×12×22. The pooling 
Layer is used to down sample the input volume by a factor of m along the spatial dimensions by 
replacing each m×m×m non-overlapping block of voxels with their maximum. In our case, the 
dimension of output layer from pooling is 6×6×11. Then two dropout layers are used separately 
with dropout rate of 0.3 and 0.4 to avoid overfitting. The fully connected layer comes the last to 
conduct a prediction on labels based on the combination of outputs from the previous layer (128 
features).  
 
Figure 2-7. Structure of 3D CNN feature extractor 
Figure 2-8 illustrates the 3D profile images of the intermediate layers generated from the 
network in a forest area. We can see that as the data goes through the different layers in the 
model, data volume reduces as tree crown features become more evident and synthesized, which 
is finally represented by 128 features.  
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Figure 2-8. Layers in the 3D convolutional feature extractor: the input layer (point cloud of a 
forest sample); the intensity grid (52×32×32); the convolutional layer 1 (24×14×14); the 
convolutional layer 2 (22×12×12); the pooling layer (11×6×6); the layer of 128 features. 
       To ensure the weights of neurons in the training process are updated timely, we divide the 
training data into five batches within every epoch. After each training on a single batch, 
backpropagation is utilized to update the weights. Our model is trained 800 epochs, and the last 
dense layer is extracted as output instead of fitting into the fully connected layer. The reason we 
pick up this layer is that the 128 features are both qualitatively and quantitatively effective to aid 
in the classification. After feature learning, features extracted from occupancy and intensity grids 
are combined with spectral data for the final round of classification using SVM. Final results are 
achieved from a majority voting based on the votes from the nine rotation samples. 
To compare the results when different numbers of images are included, four scenarios 
using solely LiDAR, single time image plus LiDAR, flush and senescence image pair plus 
LiDAR, and all images plus LiDAR are constructed. Both the benchmark method and our new 
model are tested, trained and evaluated using the same training, testing dataset and parameter 
tuning strategy with each scenario. The basic structures of these scenarios are listed in Table 2-3. 
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Table 2-3. Structure of classification scenarios 
 
 
2.4 Results 
2.4.1 Overall performance 
Figure 2-9 shows overall accuracies and kappa values of the four scenarios with different 
feature combinations. The incorporation of CNN extracted features enhances the overall 
accuracy to a considerable extent. Features extracted from the new method (F3) outperform 
features from the benchmark (F2) method. The benchmark method performs better than using 
only image and image features (F1). Accuracy increase from scenario 1 to 4 also indicates that 
the more images incorporated, the higher overall accuracy is achieved. Specifically, the new 
method (F3) outperforms the benchmark method (F2) separately by 2.65%, 3.58%, 2.45%, 
2.37% in overall accuracy and 0.0332, 0.0455, 0.0313, 0.0273 in kappa values from scenario 1 to 
4. The benchmark method (F2) outperforms using only images (F1) from scenario 2 and 4 by the 
range from 2% to 6% in overall accuracy. The accuracy increases of combining benchmark 
features with the single image,  the flush and senescence image pair, and all the images are in the 
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range from 2% to 4%; The increases of using IG&OG features combined with the same image 
combinations are in the range from 2% to 5%. 
  
 (a)                                                                         (b) 
Figure 2-9. The changes of overall accuracies (a) and kappa values (b) among different feature 
combinations 
Figure 2-10 compares the new method and the benchmark method among the four 
scenarios. Scenario 1 compares the classification results solely generated from LiDAR features 
and the increase attributes to agriculture, developed, wetlands, shrub and water classes. Scenario 
2 combines LiDAR features with a single image and the increase attributes to agriculture, 
developed, wetlands, herbaceous and shrub classes contribute. Scenario 3 uses a pair of flush and 
senescence images combined with LiDAR features and the increase attributes to wetlands, 
herbaceous, shrub and water classes. Scenario 4 combines all images and LiDAR features and 
the increase attributes to agriculture, developed, wetlands, herbaceous, shrub, and water classes. 
In order to test the significance of the accuracy increase, McNemar’s test is used and the 
testing result is shown in Table 2-4. The null hypothesis of the testing is that there is no 
significant difference between the overall accuracy of the new method and benchmark method. 
All of the four p-values are less than 0.05, which strongly rejects the null hypothesis and 
indicates that the increases are significant. 
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  (a)                                                                        (b) 
Figure 2-10. Comparison of overall accuracies (a) and kappa values (b) between the new method 
(F3) and the benchmark method (F2) 
Table 2-4. McNemar’s test of the difference in overall accuracies between the new and 
benchmark method 
 
 
2.4.2 Classification accuracy on different classes 
 Figure 2-11 compares user’s and producer’s accuracies between the new and benchmark 
methods among the four scenarios. User’s accuracy reflects how often the samples classified are 
correct and producer’s accuracy reflects how often samples from the reference are correctly 
classified. 
In general, the new method has higher accuracies than the benchmark method. In 
scenario 1, the highest increases in user’s accuracy are developed (14.35%), wetlands (5.19%), 
herbaceous (4.88%), shrub (4.03%), and water (2.26%). The increases of agriculture and forest 
are about 1%. For producer’s accuracy, agriculture, forest, herbaceous, and shrub separately 
increase by 7.93%, 1.28%, 0.87%, and 11.64%. Developed and wetlands decrease about 1% and 
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water decreases 3.24%. In scenario 2, the highest increases of user’s accuracies are developed 
(11.09%), shrub (7.56%), agriculture (6.97%), herbaceous (4.42%), wetlands (3.29%), and forest 
(0.16%). Water has a decrease of 0.66%. Meanwhile, producer’s accuracies have increases in 
agriculture (3.84%), developed (6.67%), wetlands (2.84%), herbaceous (7.78%), shrub (7.76%) 
and forest (0.95%). Water drops 0.65%. In scenario 3, the increases of user’s accuracies from the 
new method are mainly developed (12.09%), wetlands (4.76%), shrub (4.76%), agriculture 
(3.71%). The increases of forest and water are about 1%. Herbaceous decreases (0.32%). 
Meanwhile, the increases of producer’s accuracies are mainly in shrub (7.33%), wetlands 
(4.54%), developed (4.44%), herbaceous (4.04%), and forest (1.06%). The increases of water is 
about 1%. Agriculture remains the same.  In scenario 4, user’s accuracy mainly increases in 
shrub (7.86%), developed (6.20%), wetlands (5.74%) and herbaceous (3.19%). Agriculture and 
forest increase about 1% and water drops 0.55%. For producer’s accuracy, the increases mainly 
are in developed (8.39%), shrub (7.76%), water (2.60%), agriculture (2.39%), and wetlands 
(1.70%). The increases of forest and herbaceous are about 1%.  
Figure 2-12 shows the average classification errors of scenario 4 that has the highest 
overall accuracies among four scenarios. The errors of benchmark method in wetlands, shrub, 
developed, and herbaceous range from 10% to 24%. Agriculture, forest, and water range from 
3% to 7%. Errors of the new method in agriculture, developed, wetlands, forest, herbaceous, 
shrub and water range from 2% to 20%. Compared to the benchmark method, the error rates of 
the new method separately drop by 1.23%, 7.29%, 3.72%, 0.73%, 1.88%, 7.81%, and 1.02% in 
agriculture, developed, wetlands, forest, herbaceous, shrub and water.  
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Figure 2-11. Comparison of user’s and producer’s accuracies between the new methods (F3) and 
benchmarks (F2) 
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Figure 2-12. Comparison of error rates among classes between the new method (F3) and 
benchmark (F2) in scenario 4 (error rate: the average of commission and omission errors) 
 
2.4.3 Characteristics of spatial distribution of classified land cover types 
The final maps generated from the benchmark and new methods from scenario 1 to 4 are 
shown in Figure 2-14. We zoom-in four typical locations (Figure 2-13) to demonstrate our 
improved performance compared with the benchmark method. Areas of difference are separately 
extracted from the benchmark and new method and shown as colored polygons in Figure 2-13 
(scenario 4) and Figure 2-15 (scenario 1). Since the four scenarios show a similar pattern, we 
only discuss scenario 4 (Figure 2-13) which has the highest overall accuracy. At location 1, the 
new method correctly extracts shrub and herbaceous in forest gaps that the benchmark wrong 
classifies as forest. Developed land scattered in the northeastern forest is correctly classified by 
the new method but is wrongly recognized as shrub or forest by the benchmark. Location 2 is an 
urban area. In contrast to the benchmark method, the new method can correctly classify the 
majority of urban pixels that the benchmark method misclassifies as herbaceous, shrub, or forest. 
The new method is also able to recognize urban herbaceous pixels that the benchmark method 
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wrongly classifies as developed class. In location 3, the new method performs better in 
classifying agriculture, shrub and herbaceous compared with the benchmark method that 
misclassifies many agriculture pixels as herbaceous and many shrub and herbaceous pixels as 
developed.  At location 4, the benchmark method misclassifies many water pixels as developed 
in the center of the map. The new method can extract wetlands pixels along a river in the dense 
forest compared with the benchmark method which wrongly classifies them as forest. 
Overall, the benchmark tends to overestimate certain classes, for example, developed and 
forest classes in scenario 4 and herbaceous and forest in scenario 1, by its ability of taking into 
account complex structural compositions of land cover. The new method can extract more 
complex features and thus detect reasonable patterns on classified maps. 
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Figure 2-13. Classification difference between the best models of the benchmark method and 
new method (L1-1, L2-1, L3-1, L4-1: benchmark maps of location 1-4; L1-2, L2-2, L3-2, L4-2: 
maps from the new method of location 1-4; center map: the classified map of research area 
generated from the new method) 
2.5 Conclusions and discussion  
 This paper describes a novel land cover classification method based on a 3D 
convolutional neural network feature extractor using comprehensive 3D geometric and intensity 
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information from LiDAR data, and develops a methodological framework for the fusion of 
extracted LiDAR features with multi-temporal images to achieve the high accuracy. We use 
reference data generated from both orthophotography and LiDAR for model training and testing. 
Specifically, four scenarios with the different feature combinations of features are constructed to 
evaluate the new method. In general, overall accuracies increase by 2.65%, 3.58%, 2.45%, 
2.37% respectively for scenario 1, 2, 3, and 4. By testing on 2489 randomly selected samples, the 
best model achieves an overall accuracy of 92.57% and a kappa value of 0.9153. By solely using 
LiDAR derived features, our method can still achieve an overall accuracy of 84.17% with a 
kappa value of 0.7971, where the benchmark method can only reach 81.52% with a kappa of 
0.7639.  
After comparing the results between the new and benchmark methods, we find that the 
features derived from our method perform better than benchmark method based on a 2D 
convolutional neural network and are promising for capturing extensive complex features of 
various land cover types in three dimensions that traditional methods are not designed to resolve. 
For example, the benchmark method fails to classify many wetlands pixels located along rivers 
or lakes in a dense forest, developed regions that are shaded by surrounding vegetation, shrub 
and herbaceous pixels that share similar spectral information and growing patterns and turbid 
water pixels, but they are correctly classified by our method. Our validation process using 
orthophotography and LiDAR further proves that the new method can achieve high-accuracy 
land cover mapping. 
Our current implementation has the following limitations. A large training dataset is 
necessary in order to ensure the effectiveness of the method and errors might come from those 
classes with a limited number of training samples. Errors might also come from reference 
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imagery and LiDAR data. From the imagery perspective, limited quality of the aerial 
photography could cause errors. Since the airborne photography was acquired at different times 
of a day, the variation of flight angles could be a reason that leads to distortion of the imagery 
and further adds errors in visual interpretation. From the data side, LiDAR points can be missing 
for some places caused by occlusion from physical obstacles or large flight angles. In these 
cases, real features of underneath objects cannot be learned and correctly extracted, which in turn 
could cause errors in the results. In areas where vegetation or other coverage is dense, ground 
returns may also miss from detection and raise errors. Besides, misalignment between LiDAR 
and Landsat imagery could also cause errors.  
From the landscape context perspective, our method reveals the complexity of different 
landscape types in 3D and provides a synthesis approach to enabling mathematical modeling of 
LiDAR-based voxels. Our method departs from traditional metric-oriented analysis using 
LiDAR and focuses on the 3D information that can be characterized by LiDAR, which enables 
applications at various spatial scales. Future work will focus on exploring the optimal spatial 
resolution of voxels, understanding the deep features extracted and testing areas with more 
complex landscapes.   
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2.6 Supplementary 
 
  (a) (b) (c) (d) 
Figure 2-14. Final classified maps (a, b, c, d: separately are the benchmarks (upper) and new 
methods (lower) in scenarios 1, 2, 3, 4) 
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Figure 2-15. Classification difference between the best models in scenario 1 of the benchmark 
method and new method (L1-1, L2-1, L3-1, L4-1: benchmark maps of location 1-4; L1-2, L2-2, 
L3-2, L4-2: maps from the new method of location 1-4; center map: the classified map of 
research area generated from the new method) 
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Table 2-5. Accuracy assessment of benchmark scenario 1 
 
Table 2-6. Accuracy assessment of new method scenario 1 
 
Table 2-7. Accuracy assessment of benchmark scenario 4 
 
Table 2-8. Accuracy assessment of new method scenario 4 
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CHAPTER 3: URBAN BUILDING EXTRACTION AND CHANGE DETECTION USING 
MULTITEMPORAL LIDAR DATA BASED ON A DEEP LEARNING AND RULE-
BASED METHOD 
Abstract 
 Urbanization has intensified across the globe at an unprecedented pace during the past 
several decades. Consequently, the demand for accurately acquiring urban building and building 
change information is expected to continue its increasing trend in the foreseeable future. 
Traditional methods using optical remote sensing data are limited due to image perspective 
variation and illumination discrepancies. The use of LiDAR data can avoid such limitations and 
provide fine-scale classification and change detection results. However, previous research using 
LiDAR was significantly restricted by its rigid requirement of registration rate, rule-based 
removal of non-building objects, and high sensitivity due to comparison with mixed classes of 
points. This research therefore develops a novel method for urban building classification and 
change detection through an object-based (at the level of individual buildings) approach to 
deriving building volume and footprint information. Two LiDAR datasets collected during 2002 
and 2014 respectively in the City of Boston, Massachusetts, USA were used to evaluate the 
method. From the classification perspective, we established a framework by adapting a state-of-
the-art point labeling algorithm (PointSIFT) to the process of building classification and 
achieved high accuracy for both datasets. From the perspective of change detection, our method 
is able to avoid typical errors and restrictions in traditional methods and achieve change 
detection with high accuracy in a rule-based method. 
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3.1 Introduction  
To understand urban dynamics and urbanization often requires data-intensive change 
detection methods (Thakuriah et al., 2016). Urban changes affect various social, environmental, 
and economic conditions, including for example population migration, urban air quality, city 
infrastructure planning, business site locating, and urban greening. Timely characterization of 
urban buildings and their changes is not only beneficial to policy makers and land managers for 
their decision making, but also important to urban habitants for better understanding their living 
environments (Donihue and Lambert, 2015; Song et al., 2016; Venerandi et al., 2017). During 
the past several decades, remote sensing technologies have been advanced to provide an efficient 
and effective way for urban change monitoring.  Extensive research has been conducted using 
optical remote sensing data to measure spectral reflectance of urban objects (Yuan et al., 2005; 
Bouziani et al., 2010; Resta et al., 2011; Ban and Yousif, 2012; Xu et al., 2017). The data 
acquired during different time periods often needs to be corrected for radiation differences 
caused by different sun angles, weather, and sensor conditions (Deng et al., 2017).  
However, optical remote sensing data are not straightforward to capture urban 
information in the vertical direction, which represents an important part of urban changes taking 
place vertically (e.g., building construction and demolition, infrastructure construction, 
vegetation change). In contrast to the optical data, airborne LiDAR sensors can obtain 3D 
information in urban environments with fine accuracy and details (Yan et al., 2015). 
Consequently, in recent years, airborne LiDAR technology has gained rapid progress and 
enabled many urban applications (Zelener and Stamos et al., 2016; Alonzo et al., 2015; Hata and 
Wolf, 2016). Thus, such LiDAR data provide a new avenue for urban change detection.  
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LiDAR data consist of irregularly-distributed points which contain not only 3D 
coordinates (x, y ,z), but also a series of attributes including reflectance intensity, incidental 
angle, GPS time stamp, scan angle, number of returns, etc. Since LiDAR points are often dense, 
and irregularly distributed in space, it is difficult to use traditional spatial data structures for 
supporting analytics (Barber et al. 2008; Richter et al. 2013; Xu et al., 2015). This challenge calls 
for cutting-edge research to fully exploit the advantages of LiDAR (Qi et al., 2017a). A 
straightforward strategy is to transfer points to rasters and conduct change detection analysis by 
calculating the difference between rasters (Teo and Shih, 2013). Another way is to construct 
voxel grids to synthesize irregularly distributed points and detect changes by checking the status 
of existence of points within voxels since changed voxels would have a status change during 
multi-temporal periods (Xu et al., 2015). However, the relationship among points is often 
implicit and difficult to be fully represented using traditional 2D features (Du et al., 2016) and 
voxel-based features (Papon et al., 2013; Maturana and Scherer, 2015a; Xu et al., 2018). A 
recent study (Xiao et al., 2015) combines an occupancy grid and distance-based method for a 
general-level 3D change detection using terrestrial LiDAR point clouds and achieve good 
accuracy. However, this method fails to distinguish static changes like buildings from temporary 
changes including moving cars, pedestrian, bikers, etc. Furthermore, since the accurate 
calculation of distance and angles are required, this method is not resilient to noises of 
measurements and misalignment of multitemporal datasets.  
In order to harness point cloud information to the best degree possible, several point-
based deep learning models have been developed. One pioneer approach is called PointNet (Qi et 
al., 2017a), which takes raw point cloud as input instead of voxels or mesh to extract features 
directly. It not only accelerates computation but also notably improves the accuracy of many 
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point-based classification tasks (Qi et al., 2017a; Yousefhussien et al., 2018). PointNet++ is an 
advanced version of PointNet, which incorporates a hierarchical structure of point neighborhood 
learning through downsampling and interpolation (Qi et al., 2017a). However, both PointNet and 
PointNet++ are limited in their ability to capture complex shape patterns based on their simple 
design of orientation-encoding (k-nearest neighbour searching) and weak scale awareness for 
feature calculation (Jiang et al., 2018).  
 The scale-invariant feature transform (SIFT) excels over many other feature encoding 
methods by using the strategy of multi-orientation feature encoding and a scale-aware design 
(Furuya and Ohbuchi, 2009; Darom and Keller, 2012). PointSIFT, which applies SIFT to 3D 
point clouds, has shown its robustness by outperforming the state-of-the-art methods including 
PointNet and PointNet++ on S3DIS (Armeni et al., 2016) and ScanNet (Cohen et al., 2018) 
datasets (Jiang et al., 2018). PointSIFT architecture incorporates 8-direction orientation-encoding 
(OE) units from multiple spatial scales into deep neural networks. In this way, the neurons in the 
stacked OE units can perceive different scales. These OE units are closely connected in the 
neural network and the appropriate scale would be automatically selected during model training 
(Jiang et al., 2018). Like PointNet++, PointSIFT also utilizes the two-stage (i.e., encoding 
(downsampling) and decoding (upsampling)) for feature learning. It significantly improves the 
feature extraction ability of the network (Jiang et al., 2018). 
 In this research, we develop a deep learning method to do a point-based urban building 
classification by adapting the PointSIFT algorithm to airborne LiDAR. Then we use an 
Euclidean-distance based clustering method to separate individual buildings and estimate 
building footprints. Finally, we infer building changes and classify change types by estimating 
the change of building volume and footprint from 3D alpha shapes, which is a generalization of 
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the 3D convex hull and a subgraph of the Delaunay triangulation over a set of 3D points. Four 
types of changes including demolition, new construction, reduction, and expansion are extracted 
based on their different patterns. A reference dataset which is created by visual interpretation 
from a multitemporal aerial photography and LiDAR data are used to separately evaluate the 
recall (completeness), precision (correctness), and the F1 score of building classification and 
change detection results. Two LiDAR datasets collected during 2002 and 2014 respectively in 
the City of Boston, Massachusetts, USA were used to evaluate the method. The estimated 
volumes in 2014 are also validated from a 3D building surveying data from the government data 
portal of Boston. The central contributions of this research are summarized as follows. 
1. This research adapts the cutting-edge PointSIFT deep learning algorithm (PointSIFT) 
for point labeling to airborne LiDAR classification by integrating the iterative farthest point 
algorithm for training sample standardization, a multi-patch-based classification strategy, and a 
point-based voting based on different sizes of training patches to achieve high accuracy of 
classification. 
2. Our research conducts building change detection by estimating the change of building 
volumes and footprints. It provides a new way for quantitatively estimating urban changes in 3D 
at a fine spatial scale.  
3. Our method eliminates the computation-intensive point cloud registration in previous 
studies, by directly working on individual buildings, where the footprints of individual buildings 
are delineated and overlapping ones are formed into pairs for comparison of changes. This 
design avoids the difficulty of distinguishing between non-building and building changes, which 
many previous studies struggled with. 
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4. Although high quality (+20 pts/m2, <0.1 RMSE) multitemporal LiDAR data have been 
proven to be effective for 3D urban modeling and change detection (Qin et al., 2016), this 
research demonstrates that it is still possible to get high accuracy results by using readily 
available LiDAR data (3 pts/m2) with a large error rate (0.5 RMSE).   
 
3.2 Background  
3.2.1 Study area  
Our study area covers 9 km2 and contains the central part of eastern Boston downtown 
and part of southern Boston consisting of industrial and residential areas. This area has an 
elevation ranging from 0 to 32 m above sea level. This area is ideal to perform this research due 
to significant land cover changes from 2002 to 2014 with available multi-temporal LiDAR data. 
This area also has a complex urban building composition and there is a pressing need for 
improved characterization of urban dynamics to accurately measure the locations and amount of 
changes (Glaeser and Ward, 2009). There were multiple large construction projects carried out in 
this area from 2002 to 2014, including the Central Artery/Tunnel Project (the “big dip”: 
https://en.wikipedia.org/wiki/Big_Dig) and the Boston Convention and Exhibition Center Project 
(https://en.wikipedia.org/wiki/Boston_Convention_and_Exhibition_Center). 
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Figure 3-1. Study area (The orthophotography is collected by USGS in 2013/2014: 1: 
commercial area; 2: industrial area; 3: residential area).  
 
3.2.2 Multi-temporal LiDAR dataset  
There are two separate LiDAR acquisitions (2002 and 2014). The 2002 LiDAR data are 
provided by the Massachusetts Executive Office of Technology Services and Security 
(EOTSS:https://www.mass.gov/orgs/executive-office-of-technology-services-and-security). 
They were collected by 3Di Technologies, Inc. (Now Spectrum Mapping LLC) using 3Di's 
Digital Airborne Topographic Imaging System II (DATIS II) at the height of 2000m in the date 
range between April 7th and June 25th in 2002. The point density is 3 pts/m2 with a horizontal 
RMSE of 0.5m and vertical RMSE of 0.15m. The 2014 LiDAR data are from the NOAA Digital 
Coast Data Access Viewer (https://coast.noaa.gov/dataviewer/#/lidar/search/).  They are from the 
New England CMGP Lidar Processing Project for the United States Geological Survey (USGS). 
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The 2014 LiDAR data were collected using a Leica ALS70 sensor and an Optech ALTM Gemini 
LiDAR sensor. Both sensors collect up to four returns (echo) per pulse, as well as intensity data 
at an average height of 1753m on April 7th in 2014. The point density is 3pts/m2 with a 
horizontal RMSE of 0.21m and vertical RMSE of 0.024m.   
 
3.2.3 Reference dataset  
  Four areas (red squares in Figure 3-2) are selected as reference locations for model 
training. The 3D LiDAR points in these four different areas are manually labelled by using 
ArcGIS Las dataset tool box (profile and 3D visualization functions), where building points are 
labeled as 1 and non-building points as 0. Considering the data quality variation between 2002 
and 2014 datasets, training data were generated separately for 2002 and 2014. 
For the purpose of validating detected building and changes, two sets of 
orthophotography are downloaded from the MassGIS website using the OLIVER: MassGIS's 
Online Mapping Tool. The 2001 orthophotography was collected by the MassGIS and the 
Massachusetts Department of Transportation and includes a set of true color imagery (composed 
of red, green, and blue band) with a resolution of 0.5m. The 2013/2014 orthophotography was 
collected by USGS and contains a set of color-infrared (CIR) imagery (composed of red, green, 
blue, and near-infrared (NIR) band) with a resolution of 0.3m. A cross-checking process is 
conducted to delineate changed building locations. These locations are further verified based on 
the multitemporal orthophotography from Google Earth Engine Historical Imagery Archive 
(https://earthengine.google.com/) (Gorelick et al., 2017).   
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Figure 3-2. Training data for building extraction (1: downtown area; 2: coastal area;3: warehouse 
area; 4: residential area). 
 
3.3 Methods  
3.3.1 Data preprocessing 
 The 2002 LiDAR dataset was provided with the original format of .csv with x, y, z 
coordinates, intensity, and return number as the attributes. The 2014 LiDAR dataset was 
provided with the standard format of .las with the same attributes. Since the intensity information 
of the 2002 dataset comes in a raster format, a bilinear interpolation is used to interpolate 
intensity values for each point based their x and y coordinates. Return number from the 2002 
LiDAR is disrupted so we did not include it in the classification. Apart from this, we also 
calculate the local surface curvature and coefficient variation of each point with its surrounding 
points. Firstly, we estimate covariance matrix C considering the point and its neighboring points 
within a distance of 20m, which allows the points to form a reasonable surface structure. Then, 
we calculate the three eigenvalues from the covariance as 𝜆U, 𝜆?, 𝜆/. Finally, the curvature value 
 61 
is calculated based on the eigenvector calculated. The formula for calculating covariance and 
curvature is listed below: 𝐶𝑜𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 = 	 ?R 	∑ 	X𝑃4	 − 	𝑃Y⃗ [X𝑃4	–	𝑃Y⃗ [],			𝐶	 ∙ 	𝑉Y⃗0 =	R4S? 𝜆0 ∙ 	𝑉Y⃗0 , 𝑗	 ∈ {0, 1, 2}	                        (3.1) 	𝐶𝑢𝑟𝑣𝑎𝑡𝑢𝑟𝑒 = 	 𝜆g𝜆g@	𝜆h@	𝜆J                                                                                                            (3.2) 
where n is the number of point neighbors considered in the neighborhood of 𝑃4.	𝑃Y⃗  represents the 
3D centroid of the nearest neighbors within the distance of 20m, 𝜆0 is the j-th eigenvalue of the 
covariance matrix, and 	𝑉Y⃗0	 is the j-th eigenvector. 𝜆U, 𝜆?, 𝜆/ are the three eigenvalues of the 
covariance matrix.  
 Coefficient of variance (𝐶𝑉) is calculated from the angle difference of the eigenvector 
between the center point and its neighbors. Six bins (0°-30°, 30°-60°, 60°-90°, 90°-120°,120°-
150°, 150°-180°) are created to count the frequency of neighboring points falling in each of the 
bins. 𝐶𝑉 is then estimated from the variance and mean values.  
 After transferring LiDAR into standard .las format, Lastools (Isenburg, 2011) is used for 
ground/non-ground classification and height normalization. A standardized processing chain for 
filtering ground points was developed for the study area. Raw LiDAR points were first classified 
into ground points and non-ground points, and then height-normalized by subtracting the ground 
heights from the orthometric heights at the corresponding locations. The normalized LiDAR 
points with above-ground heights were then noise-filtered by removing outlier points with 
suggested parameters from the PDAL library (https://pdal.io/).  
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3.3.2 Point-based classification  
The point-based classification aims to label all the points in 3D space. In this paper, we 
utilize PointSIFT (Jiang et al., 2018), which is shown in the middle part of Figure 3-4 as our 
classifier for extraction of building points. PointSIFT is a local feature description method that 
models various orientations and is invariant to scale. In the model, the PointSIFT module is used 
to extract abstract point features among a series of set abstraction (SA) and feature propagation 
(FP) modules. The set abstraction (SA) modules are used to shrink the size of the point set to 
1024, 256, 64 respectively. Then the feature propagation (FP) modules are used to upsample 
points to the size of 256, 1024, and 8192 respectively. Finally, point features from the last FP 
module are fed to the fully connected layer for label prediction of points (Jiang et al., 2018). 
Unlike indoor scanning dataset including S3DIS (Armeni et al., 2016) and ScanNet (Cohen et al., 
2018), remote sensing data are collected continuously over large geographic areas. Thus, 
PointSIFT is not directly applicable to the data. We split the continuously collected data into 
different sizes (20m, 25m, 30m) of tiles at a certain buffer size (4m, 5m, 6m) because this range 
covers the majority of building sizes in our study area after testing. Since each tile needs to have 
the same number of points as inputs, we utilize the iterative farthest point sampling (IFPS) 
method to resample each tile to the average point number among tiles (Moenning and Dodgson, 
2003). Compared with random sampling, IFPS is able to identify those points that best preserve 
shape features of ground objects. The average point numbers for the patch size of 20m, 25m, and 
30m are 1468, 1929, 2391 for 2002 and 1538, 2403, 3461 for 2014. The pseudo code for the 
IFPS algorithm is provided as follows. 
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1. Create an empty list of selected points S and append a randomly selected point from the 
total point set R, at the same time, remove it from the total point set; initialize the count 
number C as 1 to indicate when to stop the loop as C reaches the desired point number K.  
2. Calculate the distances from the picked point in S to every point Pi ∈ T and store them in 
a list called D. 
3. For every point Pi ∈ T: 
a. For every point pj ∈ S: 
i.   Calculate the distance between pj and Pi, assign it to a variable called m, and 
update the Di with the minimum value between Di and m. 
4. Remove the point with the index that has the maximum value in D from R and append the 
point to S. 
      5.   C equals C+1. 
 6.    If C equals K:  
a. End loop and return S;  
            else:  
                  b.   Go back to step 2.
 
 For model training, we get 1343, 892, 612 patches for 2002 and 1348, 896, 616 patches 
for 2014. The data are evenly split into five portions and four of them are used as training and 
one for validation. Python 3.5, Cuda 8.0, and Tensorflow 1.4.0 are used in a Linux environment 
for running the experiment. Each epoch of training takes about 1 minutes and it takes 12 hours in 
total. 
 64 
3.3.3 Euclidean clustering and 3D building model construction 
 An Euclidean clustering method from the Point Cloud Library (http://pointclouds.org/) is 
used to isolate individual buildings or building groups (Rusu et al., 2011). In a densely 
distributed residential area, buildings or houses that have a distance of smaller than 3m are 
grouped together and treated as the same building unit. The clustering is conducted over 3D 
space and then the x and y coordinates of each cluster are used to generate individual building 
footprints by calculating their 2D concave hulls.. The building footprints from 2002 and 2014 are 
then separately merged and saved as two polygon shapefiles for further comparison. Overlapping 
footprints are then dissolved into one with island polygons removed. Then, building units from 
the two time periods are formed into overlapping pairs for further detection of area and volume 
changes. Finally, 889 pairs are formed by comparing 2002 and 2014 datasets.  
 Within each group of pairs, 3D alpha shapes are formed for each of the building units and 
volumes are estimated for each of them. Due to the limited point density of both LiDAR datasets, 
most facade points of buildings are missing, which would cause an inaccurate construction of the 
3D alpha shapes of buildings. We develop a method to compensate this artefact, which is shown 
in Figure 3-3. We first project all the points in 3D to a 2D plane with relative elevation of 0 
(ground), then we create artificial points from each ground point to its highest building points 
with a step size of 1m. Finally, the 3D alpha shape is constructed based on the compensated 
points and the volume is calculated based on the 3D alpha shape. 
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 Figure 3-3. 3D alpha shape model of building (a: model generated from original points; b: 
model generated from vertically compensated points).  
 
3.3.4 Building change detection and 3D change volume estimation    
After deriving the 3D alpha shape for every pair of building groups, the volumes are 
calculated from the 3D alpha shapes. Then, the calculated values from 2002 and 2014 are 
compared with each other. Since we do not have a volume estimation reference for 2002 LiDAR 
and the accuracy of 2002 LiDAR is relatively lower, we calculate a volume normalization factor 
to normalize 2002 data based on 18 randomly picked buildings (6 from each of the three areas) 
that have no change between 2002 and 2014. The calculated normalization factor is 0.91 and the 
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2002 building volumes are normalized by multiplying with this factor before compared to the 
2014 volumes.  
After evaluating ten randomly selected pairs of changed buildings over the reference 
data, a 20% threshold for the volume difference and 30% for the footprint area mismatch are 
used as the standard for identifying changed buildings to avoid over-estimation caused by small 
and temporary changes of buildings (temporary goods or decorations). If any building pair has 
more than 20% change in volume or 30% change in its footprint area, the pair is defined as 
change. Different change types are classified based on the following standard: 
1. If the building volume or footprint area increases from 2002 to 2014, the change type is 
classified as “expansion”. 
2. If the building volume or footprint area decreases from 2002 to 2014, the change type is 
classified as “reduction”. 
3. If the volume of 2002 building is 0, the change type is classified as “new construction”. 
4. If the volume of 2014 building is 0, the change type is classified as “demolition”. 
The flowchart of all the steps is shown in Figure 3-4 below: 
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Figure 3-4. Workflow of the new method for building classification and change detection. 
 
3.3.5 Validation 
  Reference data for 2002 and 2014 are visually interpreted and separately delineated 
through visual interpretation according to the multitemporal orthophotography and point cloud 
visualization tool in ArcGIS. Then, changed buildings are specifically labeled by comparing the 
orthophotography and LiDAR datasets from the two time periods. In this research, we define 
building as any human construction (except high-rise bridge) that has a footprint area of larger 
than 20m2. High-rise bridge and railway construction areas are specifically filtered from the 
datasets through visual interpretation.  
 
3.4 Results 
 Through visual interpretation, there are totally 950 buildings delineated from 2002, 1010 
buildings from 2014, and 334 changed building locations found as the reference data. 
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3.4.1 Accuracy evaluation of building classification 
 Through visual interpretation, there are totally 950 buildings delineated from 2002, 1010 
buildings from 2014, and 334 changed building locations found as the reference data. Figure 3-5 
shows building points extracted by the classifier in both 2002 (green) and 2014 (blue). A zoom-
in window is used to show the details of the classified points from nadir and 3D views, where 
building points are labeled with yellow color and non-building points with gray color. Figure 3-6 
shows an example of the training and validation accuracies with epochs. We can see that the two 
accuracies converge and saturated at around the 800th epoch.  
 
Figure 3-5. Extracted building points using patch-based PointSIFT method. 
Accuracy assessment is conducted in two ways: one is for all the buildings with the area 
of footprint larger than 20m2; and the other one is for buildings that have the area of footprint 
larger than 100m2. The accuracy assessment of building extraction results is separately shown in 
 69 
Table 3-1 and 3-2. There are 950 buildings with the area of footprint larger than 20m2 and 810 
buildings larger than 100m2 in 2002; and our method successfully extracts 872 of them in the 
former group and 767 in the latter group (Table 3-1). In the group of buildings with the area of 
footprint larger than 20m2, the overall recalls (completeness), precision (correctness), and F1-
score are 91.79%, 98.64%, and 95.09% respectively. In terms of accuracy of the three classes of 
buildings, commercial building has the highest recall value (96.47%), followed by industrial 
building (90.86%), and residential building (89.81%). 
 
Figure 3-6. Training and validation accuracies of patch size 20 (a: 2002; b: 2014). 
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Table 3-1. Accuracy assessment of building extraction from the 2002 LiDAR dataset. 
 
Table 3-2. Accuracy assessment of building extraction from the 2014 LiDAR dataset. 
 
 Regarding precision, industrial building is the highest (100%), followed by residential 
building (98.52%), and commercial building (98.01%). Commercial building has the highest F1 
score (97.23%), then industrial building (95.21%) and residential building (93.96%). In contrary, 
the group of buildings with the area of footprint larger than 100m2 generally provides higher 
accuracies. To be specific, the increase of overall recall, precision, and F1-score are 2.9%, 
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0.97%, and 2.0% respectively. In terms of different building classes, the increases of recall are 
0.21%, 4.7%, and 3.51% for commercial, industrial, and residential buildings. The increases of 
precision are 1.14%, 0.0%, and 1.23% for commercial, industrial, and residential buildings. The 
increases of F1 score are 0.67%, 2.52%, and 2.46% for commercial, industrial, and residential 
buildings. 
 A similar trend is also observed in the case of the 2014 dataset. There are 1010 buildings 
with the area of footprint larger than 20m2 and 882 buildings larger than 100m2; and the method 
successfully extracts 955 out of them in the former group and 872 in the latter group (Table 3-2). 
In the group of buildings with the area of footprint larger than 20m2, the overall recalls 
(completeness), precision (correctness), and F1-score are 94.55%, 99.38%, and 96.91% 
respectively. In terms of accuracy of the three classes of buildings, residential has the highest 
recall value (95.58%), followed by commercial (95.49%), and industrial (89.94%). As for 
precision, residential is the highest (99.45%), followed by industrial (99.38%) and commercial 
(99.22%). Residential has the highest F1 score (97.47%), then commercial (97.32%) and 
industrial (94.43%). In contrary, the group of buildings with the area of footprint larger than 
100m2 generally achieves higher accuracies. Specifically, the increase of overall recall, 
precision, and F1-score are 4.31%, 0.28%, and 2.35% respectively. In terms of different building 
classes, the increases of recall are 3.69%, 8.02%, and 3.40% for commercial, industrial, and 
residential buildings respectively. The precisions of commercial and industrial buildings drop 
0.04% and 0.07% respectively while residential buildings increase 0.55%. The increases of F1 
score are 1.87%, 4.2%, and 2.01% for commercial, industrial, and residential buildings 
respectively. 
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3.4.2 Accuracy assessment of building volume estimation 
 The reference data for volume estimation were downloaded from the website of the 
Boston Planning and Development Agency (http://www.bostonplans.org/). The data are in the 
format of 3D shapefile and were surveyed in the years of 2012 and 2017. Considering the time 
mismatch between the reference year and the LiDAR data, we randomly chose 10 samples from 
each of the building types that have no change through the years of 2012 to 2017. The volume of 
each sample of buildings is calculated using ArcGIS 3D analyst tool. The estimated volumes 
calculated from 3D alpha shapes are then compared with the reference volume for accuracy 
assessment. The results are shown in Table 3-3. Among the three different classes, industrial 
buildings achieve the lowest error rate (3.24%), followed by commercial building (3.47%), while 
residential has the largest error rate (12.45%).  
Table 3-3. Error rate of volume estimation 
 
 
3.4.3 Accuracy evaluation of building change detection   
 Changed buildings are extracted based on the change of volumes and footprint 
mismatches. Figure 3-7 shows the distribution of different types of building changes including 
demolition, new construction, expansion, and reduction. According to Table 3-4, the changes in 
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the commercial area are mostly expansion (21) and new construction (20). There are also some 
cases of demolition (11) and reduction (8). In industrial areas, the number of demolition (34) and 
new construction (29) is most significant. Expansion is 17 and reduction is 7. In the residential 
area, there are many expansion cases (63), a decent number of reduction (40) and demolition 
(35) cases while new construction (30) comes the last. 
Table 3-4. Distribution of different types of changes (area of building footprint > 20m2). 
 
 Table 3-5 shows the number of changed buildings among the three types of buildings. 
There are separately 313 and 262 detected changes of buildings with the areas of footprint larger 
than 20m2 and 100m2. In the group of buildings with the area of footprint larger than 20m2, the 
largest number of changes is building expansion, which is 99. Building demolition comes the 
second with the number of 80. New construction has a number of 79 and reduction is the lowest 
with the number of 55. In the group of buildings with the area of footprint larger than 100m2, the 
largest number of changes is also building expansion, which has the number of 98. New 
construction comes the second with the number of 61. Building reduction has the number of 52 
and demolition is the lowest with the number of 51. 
Table 3-5. Distribution of changed buildings. 
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Figure 3-7. Distribution of different types of building changes (1: commercial area; 2: industrial 
area; 3: residential area). 
According to Table 3-6, in the group of changed buildings with the area of footprint 
larger than 20m2, the overall recall (completeness), precision (correctness), and F1-score are 
93.71%, 86.94%, and 90.20%, respectively. In terms of the change detection accuracy for the 
three types of buildings, commercial building has the highest recall value (95.24%), followed by 
residential building (94.92%), and industrial building (90.43%). Regarding precision, industrial 
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building is the highest (92.39%), followed by commercial building (81.08%), and residential 
building (86.60%). Industrial building has the highest F1 score (91.40%), followed by residential 
building (90.57%) and commercial building (87.59%). For the group of buildings with the area 
of footprint larger than 100m2, the method achieves higher change detection accuracies. 
Specifically, the increase of overall recall, precision, and F1-score are 2.26%, 4.99%, and 3.71% 
respectively. In terms of different building types, the increases of recall are 1.13%, 2.43%, and 
2.38% for commercial, industrial, and residential buildings. The increases of precision and F1 
score are separately 5.80%, 1.81%, 6.31%, and 3.79%, 2.13%, 4.48% for commercial, industrial, 
and residential buildings. 
Table 3-6. Accuracy assessment of building change detection. 
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Figure 3-8. Omission and commission errors of different building types. 
 
3.4.4 Visualization of different change types and wrong detections 
 Visualization is effective to show the four different change types (Figure 3-9). The first 
and second columns display the 3D points of a changed location in 2002 and 2014 respectively. 
The third and fourth columns show the corresponding multi-temporal imagery and the extracted 
building footprints.  
The overall omission and commission errors of the change detection results are 6.29% 
and 13.06% for buildings with the area of footprint larger than 20m2, and 4.03% and 8.07% for 
those larger than 100m2 (Figure 3-8). The first row of Figure 3-10 shows a typical omission error 
case and the second, third, and fourth rows show three typical commission errors cases. Case one 
shows an irregular shaped building that the building extraction algorithm fails to extract and 
recognize the change. Case two shows a building that has some internal change without any 
obvious volume or footprint change, which causes the method wrongly recognizes it as no 
change. Case three shows a wrongly detected building change in the downtown area that has 
shadow issues in 2002 data caused by large scan angles and high-rise buildings nearby.  Case 
four is a structurally complicated building that makes the method wrongly recognize it as a 
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change because of measurement inaccuracy and data quality variation of the 2002 (poorer) and 
2014 (better) LiDAR datasets. 
 
Figure 3-9. Different building change types (green: detected 2002 building footprint; blue: 
detected 2014 building footprint). 
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Figure 3-10. Erroneous cases of building change detection. 
 
3.5 Discussions 
While urban building extraction and change detection have long been an important 
research topic, limited research has been done to monitor building changes at individual building 
level with multitemporal LiDAR data that have become increasingly available. Our research fills 
this gap by developing a framework using deep learning of a state-of-the-art point labeling 
algorithm (PointSIFT) and a rule-based method for individual-building based change detection 
using multitemporal LiDAR data. As the first step, reference data generated from raw LiDAR 
point cloud is used for the classification of building and non-building points. Then we use 
Euclidean clustering to isolate individual buildings, register building pairs, calculate the 3D 
alpha shape of each building pairs, estimate building volume, and finally extract changed 
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buildings. For accuracy assessment, we use reference data generated by visual interpretation 
based on a set of multitemporal orthophotography and LiDAR; and overall recall, precision, and 
F1 score are calculated and organized for the three different building areas. The overall recall, 
precision, and F1 score of 2002 building classification separately reaches 91.79%, 98.64%, and 
95.09% for buildings with footprint areas larger than 20m2 and 94.69%, 99.61%, and 97.09% for 
buildings with footprint areas larger than 100m2.  The overall recall, precision, and F1 score of 
2014 building classification separately reaches 94.55%, 99.38%, and 96.91% for buildings with 
footprint areas larger than 20m2 and 98.87%, 99.66%, and 99.26% for buildings with footprint 
areas larger than 100m2. For change detection, our method successfully extracts most changes by 
achieving decent overall recall, precision, and F1 score as 93.71%, 86.94%, and 90.20% for 
buildings with footprint areas larger than 20m2 and 95.97%, 91.93%, and 93.91% for buildings 
with footprint area larger than 100m2.  
The high classification accuracy proves the effectiveness of the method for the 
classification of various types of urban buildings at individual building level even with the 
datasets of limited point accuracy, density, and a low horizontal and vertical accuracy. From the 
change detection perspective, our method is able to not only avoid detecting changes of non-
building objects and wrong or incomplete detection of building changes, but also achieve a high 
level of completeness and correctness, and reliable and accurate estimation of different types of 
urban changes. In previous studies, point cloud registration is often the first step for conducting 
change detection. In our method, we eliminate this computationally intensive process by directly 
working on individual buildings, where the footprints of individual buildings are delineated and 
overlapping ones are formed into pairs for comparison of changes. Our method conducts change 
detection by estimating the change of building volume and footprint, which provides a new way 
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for quantitatively estimating the amount of building change volume at the level of individual 
buildings.  
Although our method is designed to be generalizable and has weak dependence on high 
point density and accuracy of LiDAR, there are still several aspects that need to be considered in 
order to extend it to broader applications. First, in order to utilize the deep learning model, a 
representative collection of training samples need to be acquired by conducting a point-level 
labeling. This can sometimes be challenging for locations where points from different classes 
closely mingle together. Second, an optimal combination of patch sizes for training data needs to 
be determined based on the building sizes of a study area. Third, the deep-learning algorithm is 
computationally intensive. Thus, GPU was used in this research to speed up the training process 
that took about 50 hours.  
Based on the workflow (Figure 3-4), the errors of our method can be summarized from 
three sources. The first one is from the building classification process. The method misses a 
number of temporarily constructed prefabricated houses that are similar (size, shape, and color) 
to the large containers (non-building) in the residential and industrial area. The method also fails 
to recognize some irregularly shaped buildings in the commercial area. Because of the abundant 
noise in the 2002 data, the algorithm failed to isolate a few adjacent buildings in the residential 
area. The second is from the change detection process. The method makes some false change 
detections on several small buildings near high-rise ones, where their points are partially blocked 
and vary due to different flight angles. Also, some non-building objects closely attached to 
buildings that change over time are wrongly recognized as changes. The third aspect comes from 
the data quality. The data collection standards and flight parameters have a large variation 
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between 2002 and 2014, where the 2002 LiDAR dataset has a much lower accuracy and higher 
noise rate compared to the 2014 one. This discrepancy leads to part of the false cases.   
 According to the error assessment, we need to further refine the method to make it more 
resilient to the aforementioned error sources. Specifically, training data needs to be improved by 
including additional building types, such as prefabricated houses and irregularly shaped 
buildings. Regarding change detection, our method is built on the pair-wise comparison of 
building volumes and footprints. In future, we plan to study pair-wise individual building 
registration in order to extract more details of the changed buildings. Furthermore, we are 
committed to testing our method over other study sites and various qualities of datasets for 
sensitivity analysis to verify its stability and generality.   
 
3.6 Conclusion 
 Multitemporal LiDAR data have been widely utilized in 3D urban modeling and change 
detection research. However, limited research has been conducted to examine individual building 
level changes that are important to urban dynamics research at fine scale. Previous related 
studies utilize high quality multitemporal LiDAR (+20 pts/m2) collected for small areas, and 
built their models on such specific data. This practice has inherent limitations for large 
geographic areas especially considering that large coverage LiDAR is often available at a much 
coarser resolution with inconsistent accuracy. This research therefore develops a deep learning 
method for urban building extraction and change detection at the level of individual buildings 
using the multitemporal LiDAR data that are readily available with a relatively coarse point 
density (3 pts/m2) and a large accuracy difference. Our method also enables the elimination of 
computationally intensive LiDAR data registration. The evaluation and validation using 
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multitemporal orthophotography and LiDAR show that the method can achieve high-accuracy 
individual building extraction and change detection results based on 3D building volume and 
footprint analysis. The accuracy assessment demonstrates that our method is able to not only 
achieve high accuracy of individual building extraction, but also provide a high completeness, 
correctness, reliable and accurate estimation of different types of urban changes.  
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CHAPTER 4: HYDROLOGICAL STREAMLINE DETECTION USING A U-NET 
MODEL 
Abstract 
Surface water is an irreplaceable resource for human survival and environmental 
sustainability. Accurate, finely-detailed cartographic representations of hydrologic streamlines 
are critically important in various scientific domains, such as assessing the quantity and quality 
of present and future water resources, modeling climate changes, evaluating agricultural 
suitability, mapping flood inundation, and monitoring environmental changes. Conventional 
approaches to detecting such streamlines cannot adequately incorporate information from the 
complex three-dimensional (3D) environment of streams and land surface features. Such 
information is vital to accurately delineate streamlines. In recent years, high accuracy lidar data 
has become increasingly available for deriving both 3D information and terrestrial surface 
reflectance. This study develops an attention U-net model to take advantage of high-accuracy 
lidar data for finely-detailed streamline detection and evaluates model results against a baseline 
of multiple traditional machine learning methods. The evaluation shows that the attention U-net 
model outperforms the best baseline machine learning method by an average F1-score of 11.25% 
and achieves significantly better smoothness and connectivity between classified streamline 
channels. These findings suggest that our deep learning approach can harness high-accuracy lidar 
data for fine-scale hydrologic streamline detection, and in turn produce desirable benefits for 
many scientific domains. 
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4.1 Introduction 
Water is a life-sustaining limited resource on Earth. Less than 0.01 percent of the Earth’s 
water is freshwater stored in lakes and streams that is easily accessible for human use 
(Shiklomanov, 1991). Growing population and resource consumption have spurred a nearly six-
fold increase in global use of freshwater since 1900 (Flörke et al., 2013). Interactions of water 
within Earth’s systems have been studied extensively, yet increased demand for this vital 
resource has expanded interest in monitoring and management of water resources. Accurate, 
finely-detailed delineation of surface hydrologic features is crucial for various scientific 
investigations and water resource applications, such as agricultural suitability, river dynamics, 
flood mapping, landslide risk analysis, wetland inventory, watershed analysis, environmental 
monitoring, and climate modeling, to name just a few (Maidment, 2017; Poppenga and Gesch, 
2013; Schultz et al., 2017; Simley and Carswell, 2009; Terziotti, 2018; Wright and Nielsen, 
2012). The spatial pattern of a surface water drainage network is largely a reflection of the type 
and arrangement of subsurface bedrock, which can assist with classification and management of 
land resources (Clubb and Bookhagen, 2019; Muller and Oberlander, 1976). Therefore, the key 
objective of this research is to understand how to advance machine intelligence for automatic 
extraction of detailed hydrologic features from high-resolution elevation data and other open 
geospatial datasets, yielding important data that can be used for this type of scientific work. 
The National Hydrography Dataset (NHD) is a digital database of surface water features 
of the United States that is managed by the U.S. Geological Survey (USGS) and partner 
organizations (Sheng and Wilson, 2007; Simley and Carswell, 2009). It provides a common 
reference for regulation, research and modeling (NOAA, 2016). The NHD High Resolution (HR) 
is a multi-scale dataset comprised from the best available data sources having scales of 1:24,000 
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or larger (finer detail), except in Alaska where 1:63,360 or finer scales are used. However, the 
quality of hydrographic data that has been compiled from topographic maps, which include the 
NHD, is not suitable for certain hydrologic, regulatory, and engineering purposes because of 
inconsistent drainage density and some missing headwater content (Caruso, 2014; Chorley and 
Dale, 1972; Colson and Gregory, 2008; Colson, 2006; Fritz et al., 2013; Russell, 2008). 
Headwaters are small streams formed at the upstream extent of a watershed and comprise more 
than 50 percent of the stream network by length in the United States (Nadeau and Rains, 2007). 
To overcome these issues, since 2009 NHD HR is being updated with more detailed 
hydrography derived from finer-scale source information, up to 1:2,400 (Simley and Carswell, 
2009; Stanislawski, 2009). Economically, these enhanced hydrographic data are expected to 
generate over 600 million dollars per year in potential benefits, in addition to the 500 million 
dollars in annual benefits already being generated from the existing program (Hoegberg, 2016). 
Updating the NHD HR applies the best available digital elevation model (DEM) data, 
which should use Quality Level 2 (QL2) LiDAR data or better. Since 2014, the USGS 3D 
Elevation Program (3DEP) has been coordinating the collection of QL2 or better LiDAR point 
cloud data for the United States, except for Alaska where cloud-penetrating interferometric 
synthetic aperture radar (ifsar) is being acquired to simplify collection in remote areas (Lukas et 
al., 2015). QL2 LiDAR provides a nominal pulse spacing of less than 1-meter (m) for ground 
return points (Heidemann, 2018), which adequately supports derivation of a 1-m resolution 
DEM. The detail inherent to this high-resolution DEM data enables modeling of surface water 
dynamics from the continental scale to the headwater and catchment scales.  
Although some methods to improve the NHD HR have been studied (Lopez-Torrijos, 
2018; Poppenga et al., 2013; Sheng et al., 2007; Stanislawski and Survila, 2018), extracting 
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accurate and fine-scale hydrography from high-resolution DEM data using traditional flow 
accumulation methods is a costly and laborious process. Depending on the selected workflow, 
various sophisticated issues must be handled, which include conditioning the DEM for flow 
modeling, estimating flow accumulation weights and a minimum contributing area for stream 
formation, along with tailoring solutions to diverse environmental conditions. Coupled with the 
fact that multiple methods are available, solutions can vary, and assessing the accuracy of 
extracted drainage lines is further complicated by temporal environmental variations. Procedures 
generally involve well-known automated methods to derive drainage lines from DEMs 
(Anderson, 2012; Jenson and Domingue, 1988; Maidment and Morehouse, 2002; Metz and 
Mitasova, 2011; Montgomery and Foufoula-Georgiou, 1993; O'Callaghan and Mark, 1984; 
Passalacqua and Belmont, 2012; Poppenga et al., 2013; Tarboton and Bras, 1991), with 
subsequent manual editing to adjust drainage lines and collect waterbodies from high-resolution 
orthorectified images.  
Remotely sensed information at high spatial and temporal resolutions, such as LiDAR big 
data, can facilitate automated analysis and extraction of hydrographic features, saving time and 
increasing the accuracy and consistency of extracted features (Sharma and Xu, 2016). Advanced 
computationally-intensive machine learning approaches integrated with cyberGIS (cyber 
geospatial information science and systems) for the resolution of computational and data 
intensive geospatial analysis (Wang, 2010; Wang and Goodchild, 2019; Wang and Liu, 2016), 
represent an exciting frontier for extracting accurate and fine-scale hydrography from LiDAR to 
improve the NHD HR.  
Recent rapid advances in deep learning have been widely acknowledged and adopted in 
many challenging pattern recognition and object detection tasks (Kampffmeyer and Salberg, 
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2016; LeCun and Bengio, 2015; Maggiori and Tarabalka, 2017; Reichstein et al., 2019; 
Schmidhuber, 2015; Sun and Zhang, 2018; Xu and Guan, 2018; Zhu et al., 2017). Compared to 
the traditional or hand-crafted feature engineering, deep learning has demonstrated advances in 
accuracy and efficiency for complex feature learning in various application domains (Liang and 
Sun, 2017; Lin and Tegmark, 2017; Lin and Nie, 2017; Xu and Mountrakis, 2017). While such 
strategies promise a new way for hydrologic feature extraction from geospatial big data, limited 
effort has taken advantage of deep learning for accurate, efficient, and fine-scale delineation of 
hydrologic features. Moreover, the full utilization of the most recent technology of Geiger-mode 
LiDAR could significantly improve high-quality delineation of natural features (Clifton et al., 
2015; Stoker and Abdullah, 2016).  
This research develops a deep learning model based on the U-net structure (Ronneberger 
and Fischer, 2015) and attention mechanism (Oktay et al., 2018; Vaswani et al., 2017), which 
consists of a contractive path and an expanding path for segmenting streamlines from input 
feature maps. The contractive path is comprised of six triple convolutional layers plus five 
pooling layers for accurate extraction of global features and reduction of spatial redundancy, 
while the expanding path is comprised of five transposed convolutional layers plus five triple 
convolutional layers for projecting the extracted global feature content to original locations in the 
prediction map. The number of layers is chosen to reduce (contractive path) and upsample 
(expanding path) the x-y dimension of feature maps from 224-by-224 to 7-by-7 or from 7-by-7 
to 224-by-224 with a stride of two. The patch size of 224 influences the model accuracy and 
efficiency. Small patch sizes cause poor accuracies due to the lack of context information while 
large patch sizes add extra computational burden without particular benefits to model 
performance. In this research, patch sizes of 64, 112, 224, 448, 512 were tested and 224 was 
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chosen over smaller or larger ones based on evaluation of model accuracy and efficiency. 
Meanwhile, feature concatenation is used to combine the extracted local and global information 
at different levels from the contractive path to its corresponding locations in the expanding path, 
to enhance the expressivity of the model during the convolution and transposed convolutional 
processes.  
Computationally, we use GPU processing to speed up model training which is based on 
Keras and TensorFlow. Two types of benchmark methods are adopted for model comparisons. 
The first type includes two traditional pixel-based classification methods – a Support Vector 
Machine (SVM) and an Artificial Neural Network (ANN) model. The other types include the 
NHD HR data compiled from topographic maps and orthophotography, and elevation-derived 
drainage lines generated from Geonet tools (Sangireddy and Stark, 2016). The comparison shows 
that our method based on the attention U-net model outperforms the best benchmark method by 
8.61%, 9.39%, 13.68%, and 13.31% in four different scenarios. The resulting streamline map 
also indicates that the attention U-net model generates smoother and more topologically 
connected features than the benchmark methods, which is significant for hydrologic applications. 
The major contributions of this research are two-fold: (1) a novel application of the attention U-
net for accurate and fine-scale hydrologic streamline detection, and (2) an effective streamline 
detection method that fully utilizes the geometric and intensity information from high-resolution 
LiDAR data. 
 
4.2 Study area and dataset 
 Our study area is a watershed in Rowan county, which is located in central western North 
Carolina (Figure 4-1). This area encompasses a set of tributaries that flow into Second Creek, 
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which is the primary flowline feature of 12-digit NHD watershed 030401020504.  The study area 
is 6.07 km2 and has a humid, subtropical climate. Winters are short and mild, while summers are 
usually sultry. Spring and fall are distinct and refreshing periods of transition. Temperature 
ranges between 100F (38C) to 10F (-12C) within a year. It lies in the Central Interior and 
Appalachian ecological division (Comer et al., 2003). In terms of land cover types, forest 
dominates a majority of the area and most of the stream channels are underneath closed-canopy 
forest. The LiDAR dataset used in this research is small-footprint, discrete-return, Geiger-mode 
LiDAR that was collected by the state government of North Carolina in the fall of 2016. The 
LiDAR dataset requires about 21 GB of disk storage, and the projection coordinate system is the 
2011 State Plane of North Carolina. This area has elevations ranging from 669 to 820 meters. 
Because a Geiger-mode LiDAR sensor was used, the point density of all returns reaches 43 
returns per square meter. A field validated set of intermittent stream heads surveyed between 
2013 and 2014 along with on-screen editing is used to generate reference data (Shavers and 
Stanislawski, 2018). A 3-meter buffer is generated along the reference streamline in order to take 
into account the width of stream channels. 
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Figure 4-1. Research area (Left: boundary of North Carolina state; middle: a 1-meter resolution 
image from the National Agriculture Imagery Program; right: reference data). 
 Eight co-registered 1-m resolution raster data layers were derived from the LiDAR point 
cloud data and were used for training, validation, and testing in the research. The layers were 
selected through extensive comparison of elevation derivatives and optical imagery having 
national coverage with validated surface hydrography in diverse landscapes. The raster layers 
include: (1) a 1-m resolution digital elevation model (DEM) derived from the ground return 
points; (2) geometric curvature determined from the DEM; (3) a topographic position index 
(TPI) derived from the DEM using a 3-cell by 3-cell window; (4) a TPI derived from the DEM 
using a 21-cell by 21-cell window; (5) zenith angle openness derived from the DEM using a 10-
cell radius with 32 directions (Doneus, 2013);  (6) return intensity determined from the LiDAR 
ground points averaged with inverse distance weighting using 10 nearest points; (7) point density 
for return points between zero and 1 foot above ground; and (8) point density for return points 
between 0 and 3 feet above ground. Geometric curvature is determined using GeoNet software 
(Sangireddy et al., 2016). The software applies the non-linear diffusion Perona-Malik filter on 
the DEM to remove noise and sharpen the localization of channels (Passalacqua and Do Trung, 
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2010). Geometric curvature, which sums curvature in the x and y directions, is then determined 
for the filtered DEM. The TPI value of a cell is the difference between the cell elevation and the 
local average elevation within a specific radius or within a surrounding window of cells (De Reu 
et al., 2013). As noted, average values for TPI layer (3) and (4) are computed based on 3x3 and 
21x21 surrounding cell windows, respectively. The TPI exaggerates local lows and highs in a 
DEM relative to the nearby topographic features, accentuating ridges and valleys. Return point 
density layers (7) and (8) respectively estimate the density of land surface features up such as 
shrubs and tree limbs to 1 and 3 feet above ground, which is most likely vegetation under the 
forest canopy. Shavers and Stanislawski (2018) suggest vegetation density structure in the 
riparian zones may be reflected in these layers. The eight raster layers are shown in Figure 4-2 
with summary statistics presented in Table 4-1. 
 Inputs to our model are individual image patches sampled from the eight different feature 
maps derived from the LiDAR data at a resolution of 1m. The feature maps are normalized 
versions of the eight raster data layers, normalizing each of the floating point datasets within the 
study area to a corresponding unsigned integer feature map. In order to effectively test our 
method, we created four different classification scenarios by splitting the research area into 
upper/lower and left/right portions. When conducting our experiments, we used one of the 
portions for generating training/validation patches, and the other portion to generate testing 
patches for accuracy assessment in order to evaluate model generalizability. Sample patches for 
training and validation are generated based on a random process that ensures no overlap between 
training and validation patches. A visualization of the locations of our generated training and 
validation patches is shown in Figure 4-3.  To further enhance our training data, we apply image 
augmentation by randomly rotating each training patch by 30-150 and 210-330 degrees, 
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rescaling each sample by 0.5-0.8 and 1.5-2.0, shearing each sample by random ranges from -30 
to 30 degrees, and mirroring each sample horizontally to finally create six augmented samples 
for each training sample. Finally, 200 training (1400 after data augmentation) and 30 validation 
patches are selected. 
Table 4-1. Summary statistics for 1-meter resolution raster datasets derived from LiDAR point 
cloud data collected for Rowan County watershed. 
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Figure 4-2. LiDAR feature maps: (a) Digital Elevation Model (DEM); (b) Digital Surface Model 
(DSM) 1 feet below; (c) Digital Surface Model (DSM) 3 feet below; (d) LiDAR Reflectance; (e) 
Geomorphon openness; (f) TPI with moving window size 3; (g) TPI with moving window size 
21; (h) Topological Curvature. 
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Figure 4-3. Distribution of training and validation patches in the four scenarios (gray area: 
locations of training patches; white area: locations of validation patches). 
 
4.3 Methods 
4.3.1 Benchmark methods 
 To evaluate the performance of our method, it is compared to existing hydrography data, 
elevation-derived drainage lines, and hydrography predicted from two machine learning 
methods. We set up four baseline benchmarks, which include NHD HR, elevation-derived 
drainage lines from Geonet, Support Vector Machine (SVM), and an Artificial Neural Network 
(ANN) model. The high resolution NHD HR was retrieved from the USGS NHD website 
(https://www.usgs.gov/core-science-systems/ngp/national-hydrography). NHD data for the study 
area were compiled from 1:24,000-scale digital line graph data in 2001, with waterbodies and 
associated features manually adjusted in 2013 to fit National Agriculture Imagery Program 
(NAIP) 1-m resolution color-infrared digital orthophotography. The Geonet lines are extracted 
from the DEM using a least-cost path-tracing technique that is guided by a minimum threshold 
flow accumulation skeleton (Sangireddy et al., 2016). In our case, the flow accumulation 
skeleton is generated using a minimum threshold of 1000 cells, which is expected to over extract 
water flow network and fully define the drainage paths. 
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 We use an SVM classifier based on a radial basis function (RBF) kernel with a kernel 
approximation strategy for speeding up the training process (Rahimi and Recht, 2008). The 
parameters of kernel degree (g) and penalty (C) are tuned using a two-level grid search in the 
range of 10-5 to 105 and 10-5 to 1, respectively. For the benchmark neural network model, we 
construct a model with two hidden layers and a sigmoid activation function as the output layer. 
The parameters of number of hidden layers, learning rate, momentum, decaying rate are also 
tuned using grid search. The reference data including training, validation, and testing data are the 
same between different models for model training, parameter tuning and generating the final 
feature maps. 
 
4.3.2 The U-net model 
 The U-net model is a special type of Fully Convolutional Networks (FCNs). Unlike 
normal CNNs, the last fully connected layer from FCNs are substituted by a series of transposed 
convolutional layers with larger and larger receptive fields. FCNs are built only by locally 
connected layers including convolution, pooling and upsampling layers without using any dense 
connected layer. This practice greatly reduces the number of parameters for model tuning and 
thus reduces redundant computation compared to traditional convolutional neural networks. A 
typical FCN has two parts: a contractive path and an upsampling path, where the former is used 
to extract important information and reduce spatial redundancy, and the latter is used to project 
the extracted information to specific locations in the original image (Ronneberger et al., 2015). 
The U-net model is a state-of-the-art FCN that achieves high accuracy for solving image 
segmentation problems (Ronneberger et al., 2015). Based on the fundamental structure of an 
FCN, it further applies feature concatenations to recover and fully utilize the information 
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extracted at different resolution levels in the contractive path to the corresponding locations in 
the expanding path. 
Convolutional layer: the convolutional layer is the major workforce for extracting 
important features from images (Krizhevsky and Sutskever, 2012). It conducts image filtering by 
using kernel filters. In this process, image features with strong signals are extracted.  
Pooling layer: Pooling layer is used to conduct downsampling on activation maps. 
Downsampling reduces the sampling rate of a raster by decreasing the raster resolution (i.e., 
increasing pixel size). The max function is often used to filter out redundant information and 
preserve the strongest feature signals.  
Relu layer: Relu layer is short for rectified linear unit layer, which is one of the most 
commonly used activation functions in convolutional neural networks (Agarap, 2018). It consists 
of a linear function for all positive input values, and zero for all negative values. It truncates 
unimportant features generated from the convolutional layer and only reserves the important 
ones.  
Transposed convolutional layer: This layer projects the extracted dense features from the 
coarse resolution to its precise location in the original image by using upsampling (i.e., 
increasing pixel resolution) or spatial interpolation.  
 The attention module is a technique that is originally designed for sequence dependency 
modeling, and has recently been adopted for modeling feature dependencies in image analysis 
(Oktay et al., 2018; Vaswani et al., 2017). It can progressively suppress feature responses in 
irrelevant background regions and make the model focus on important features. In this research, 
we integrate five attention gates (AGs) into the U-net model and thus create an attention U-net 
model for achieving high accuracy results. As shown in Figure 4-4a, the vanilla attention module 
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maps query pixels and their key-value pairs to the output. The output is a set of weighted values 
and the attention weight matrix is calculated by a compatibility function of the query with the 
corresponding key (Vaswani et al., 2017). Finally, the weighted inputs are multiplied by a 
scaling hyperparameter a (initialized as 1) and added to the original input to produce the final 
output. Since the original attention weight matrixes at shallower layers are too large to fit in the 
memory, we used a second attention module (Figure 4-4b) adapted from (Oktay et al., 2018) in 
our model. The only difference is the second one directly combines the convolutional results 
from the feature maps and the gating signal to a Relu layer to remove negative values, and 
utilizes a bottleneck convolutional layer to reduce the channel dimension for memory saving and 
a sigmoid function to calculate the final attention weight matrix. 
 The architecture of the attention U-net model is shown in Figure 4-5, it applies six triple 
convolutional layers to the contractive path and five in the expanding path. Five pooling layers 
are used between each of the triple convolutional layers for downsampling. In the expanding 
path, five transposed convolutional layers (size 2´2 and stride 2) are used for feature upsampling. 
In each horizontal level of the two paths, the network uses attention gates to filter the features 
propagated through the skip connections based on the gating signal of the  
contextual information from coarser scales to achieve high accuracy in segmentation results. We 
utilize an “Adam” optimizer for calculating the change direction of loss and adjust the weights in 
the back-propagation process (Kingma and Ba, 2014). 
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Figure 4-4. Attention gates of the U-net model (a: attention gate 1; b: attention gate 2). 
 
 
Figure 4-5. The architecture of the attention U-net model. 
 We use Python 2.7 and keras 2.0 with backend of tensorflow 1.0 for the model 
construction. We also utilize python libraries including sklearn 0.18.1, scikit-image 0.16.2, gdal 
3.0.2, numpy 1.17.3 supported by Anaconda 2.0. The model is tested using both GPU and CPU 
devices. It takes 15 hours using a state-of-the-art CPU and 2 hours for a Tesla M80 GPU to 
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finish model training for our 6.07 km2 study area. In this paper, we run the attention U-net and 
the U-net model separately five times and the average statistics are reported for evaluation.  
 The attention U-net model uses Dice’s coefficient (4.1) as the loss function. The 
coefficient is the quotient of similarity and ranges between 0 and 1. Dice’s coefficient value 
equals twice true positive (TP) divided by the sum of twice true positive (TP), false positive 
(FP), and false negative (FN) as shown in the equation (4.1). We use precision, recall, and F1 
score to evaluate the model performance against testing data. Because of the difficulty in 
correctly labeling all streamline pixels, relaxed methods are adopted to calculate precisions and 
recalls (Mnih and Hinton, 2010). The relaxed precision is defined as the fraction of number of 
pixels predicted as stream within a range of ρ pixels from pixels labeled as stream. The relaxed 
recall is the fraction of number of pixels labeled as stream that are within a range of ρ pixels 
from pixels predicted as stream pixels. In our experiments, the slack parameter ρ is set to 3 
according to previous research (Mnih and Hinton, 2010). 𝐷𝑖𝑐𝑒i𝑠	𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 = 	 /kl/]=@m=@mn                                                                                           (4.1) 
 We used a grid search for hyperparameter tuning of the learning rate, filter size, dropout 
rate, and decaying factor. In this process, the “Adam” optimizer is used to calculate and adjust 
the weights during training (Zhang, 2018). Figure 4-6 shows the change of training accuracy 
from different learning rates against the number of training epochs using vanilla U-net model. 
We can see that the learning rate of 3.59e-05 achieves a good convergence and accuracy. The 
plot of training and validation losses using the selected learning rate is shown in Figure 4-7. 
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Figure 4-6.  Training accuracies with different learning rates. 
 
Figure 4-7. Loss of the training and validation against epochs. 
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4.4 Result 
 We evaluate our method against multiple benchmark methods in four scenarios. For the 
first two scenarios, we split the study area horizontally and use the lower portion as testing data 
in scenario one, and the upper portion as testing data in scenario two. For scenarios three and 
four, we split the study area vertically and use the right portion as testing data in scenario three, 
and the left portion as testing data in scenario four. Three metrics, precision (4.2), recall (4.3), 
and F1 score (4.4) are used to evaluate the performance of the methods and are defined as 
follows (TP: True Positive; FP: False Positive; FN: False Negative).  𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 	 ]=]=@m=                                                                                                                  (4.2) 𝑅𝑒𝑐𝑎𝑙𝑙 = 	 ]=]=@mn                                                                                                                        (4.3) 𝐹1	𝑠𝑐𝑜𝑟𝑒 = 2 ∗	 =qrs4t4uR	∗	vrswxx=qrs4t4uR	@	vrswxx                                                                                              (4.4) 
In this research, we focus on the F1 score because it is the harmonic mean of precision 
and recall. The highest F1 score means the model has an optimal balance of recall and precision. 
While recall expresses the model’s ability to find all streamline pixels in the input data, precision 
expresses the portion of pixels that a model classifies as streamline correctly. Therefore, there is 
a trade-off between these two metrics. 
The F1 score, precision, and recall of test accuracies for the attention U-net, U-net, and 
benchmark methods among the four scenarios are shown in Table 4-2, 4-3, and 4-4 respectively. 
Table 4-2 shows that both the attention U-net and U-net models outperform all of the benchmark 
methods for the four scenarios in overall F1 score. Also, the attention U-net slightly outperforms 
the U-net model in terms of the average F1 score. Among the four benchmark methods, ANN 
achieves the highest accuracy and NHD has the lowest accuracy. The attention U-net model 
outperforms ANN by 8.61%, 9.39%, 13.68%, and 13.31%; SVM by 12.12%, 12.98%, 22.69%, 
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and 13.54%; NHD by 45.51% and Geonet by 23.61% on average. For precision, SVM achieves 
the best and outperforms the attention U-net model by 12.04%, 7.64%, 1.99%, and 9.51% from 
scenario 1 to 4. The attention U-net model outperforms the U-net model by 4.73%, 3.23%, 
3.18%, and 2.84% from scenario 1 to 4. For recall, the Geonet model has the highest accuracy of 
92.66%, which is 1.78% higher than the attention U-net model. Apart from that, the attention U-
net model achieves the next highest recalls and outperforms the U-net model by 0.64%, SVM by 
32.15%, ANN by 17.62%, and NHD by 54.92% on average in scenario 1 to 4. Overall, the 
attention U-net model outperforms the U-net and all of the benchmark methods according to the 
average F1-score. Although one of the benchmark methods generates better precision values, 
errors reflected by recall values are large and makes it worse in terms of general performance 
compared to both the attention U-net and U-net model.  
Table 4-2. Comparison of the F1 scores between the attention U-net, the U-net and benchmarks. 
 
Table 4-3. Comparison of the precisions between the attention U-net, the U-net and benchmarks. 
 
triple	convolutions	32	filters
U-net	model
78.94%
87.94%
90.61%
79.82%
Scenario	3
Scenario	4
Attention	U-net	model
83.02%
90.53%
91.91%
80.79%
Scenarios	(F1	score)
Scenario	1
Scenario	2
Geonet
41.05% 62.95%
69.22%
67.25%
ANN NHDSVM
70.90%
77.55%
74.41%
81.14%
78.23%
67.48%
Average 86.56% 84.33% 71.23% 75.32%
precision
U-net	model
69.80%
84.73%
87.88%
Geonet
Scenario	1 74.53% 86.57% 80.90%
47.84% 47.67%
Scenario	2 87.96%
Scenarios	(Precision) Attention	U-net	model SVM ANN NHD
95.60% 82.40%
75.32%
Scenario	3 91.06% 93.05% 82.34%
Scenario	4 78.16% 87.67% 65.38%
Average 82.92% 79.43% 90.72% 77.76%
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Table 4-4. Comparison of the recalls between the attention U-net, the U-net and benchmarks. 
 
 We visualize two large-extent locations (Figure 4-8) and two further zoomed-in contexts 
(Figure 4-9) in scenario 1 to demonstrate the improved performance compared with the 
benchmark methods. Both the attention U-net and U-net model generate better streamline 
delineations with better connectivity and smoother shapes following channels compared to ANN 
and SVM, which generates fragmented channels. The NHD vector features are smooth and well-
connected, as are the Geonet drainage lines, which are generated from a least-cost path model 
guided by flow accumulation (Sangireddy et al., 2016). However, Geonet lines overestimate 
channels by false recognition of the dry drainage lines as stream channels. As expected from 
1:24,000-scale data the NHD is sparse and only contains the several major channels in the study 
area. The U-net and attention U-net model also perform better in extracting most water-related 
features including water bodies in the two locations, where all the automated benchmark 
methods fail to do so. NHD includes the small lakes interpreted from orthophotography. When 
the attention U-net model is compared to the U-net model, the former eliminates many 
overestimated streamlines in the middle part of location 1 and 2, and better extracts water bodies. 
From Figure 4-9, we can see that the attention U-net model is superior to traditional machine 
learning methods in extracting smooth streamlines and water bodies and avoids a majority of 
overestimated streamline pixels in NHD HR and the Geonet flow accumulation model. The U-
recall
84.93%
91.10%
91.41%
93.53%
NHDU-net	model Geonet
Scenario	1 93.80% 60.04% 68.88%
35.96% 92.66%
Scenario	2
Scenario	4 83.66% 54.55% 69.73%
93.27% 65.24% 79.92%
Scenario	3
Scenarios	(Recall) Attention	U-net	model SVM ANN
Average 90.88% 90.24% 58.73% 73.26%
92.78% 55.10% 74.50%
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net model performs similarly to the attention U-net model, but the latter has a better delineation 
of the streamlines in the north and middle parts (less overestimations) of location 1 and better 
delineation of water bodies of location 2. 
 
Figure 4-8. Comparison of classification results from the attention U-net, U-net, and different 
benchmark methods 
 
 
 
 
1
2
Attention U-net
SVMANN
NHD Geonet
Reference data U-net Attention U-net
SVMANN
NHD Geonet
Reference data U-net
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Figure 4-9. Visualization of the feature differences between the attention U-net model versus the 
Geonet and ANN models for two zoomed-in contexts: (a) and (f): Ground reflectance maps from 
LiDAR; (b) and (g): the reference data; (c) and (h): the difference map of the attention U-net 
model and the ANN model; (d) and (i): the difference map of the attention U-net model and the 
Geonet model; (e) and (j): the difference map of the attention U-net model and the U-net model. 
Red areas are the pixels labeled as the stream feature by the attention U-net model and 
recognized as the non-stream feature by the benchmark models or the U-net model. The yellow 
areas are the pixels labeled as stream feature by the benchmark models or the U-net model and 
recognized as non-stream feature by the attention U-net model. 
 
4.5 Conclusion and Discussion 
 This research developed an attention U-net model for hydrologic streamline extraction 
using LiDAR-derived feature maps. Specifically, we have solved an image segmentation 
problem (segmentation of streamlines) based on the binary classification of stream versus non-
stream pixels. This problem is difficult because hydrologic streamlines are formed by complex 
processes and occupy only a small portion of diverse land cover types while extracted 
(a) (b) (c) (d)
(f) (g) (h) (i)
(e)
(j)
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streamlines need to be well-connected. Furthermore, surface water features (e.g., clear/turbid 
rivers, swamps, ponds, and lakes) are spatially heterogeneous, and thus are difficult to extract 
using traditional machine learning methods (e.g., ANN and SVM) that cannot effectively handle 
multi-scale context information (e.g., topology, land cover distribution, topography).  
The U-net model is a special type of fully convolutional neural networks using skip 
connections to combine local content from the contractive path to global content in the 
expanding path, which ensures adequate connectivity of segmentation results because it enables 
the model to take both of the global and local context information into consideration while 
extracting streamlines. The attention module is added to the U-net model to progressively 
suppress feature responses in irrelevant background regions and make the model focus on 
important streamline features according to the reference data. Addition of the attention module 
further enhances the accuracy for difficult instances such as the boundary of lakes, river bends, 
and dried channels.  
 A comprehensive evaluation of the model shows that our method outperforms multiple 
machine learning models and conventional flow accumulation methods by providing smoother 
and better-connected streamline and waterbody features. In order to evaluate the model 
thoroughly, we created four different scenarios by splitting our research area into upper/lower 
and left/right portions for generating training/validation and testing patches respectively. The 
attention U-net model generates F1-scores of 83.02%, 90.53%, 91.91%, and 80.79% across the 
four scenarios, which outperforms the best benchmark by 8.61%, 9.39%, 13.68%, and 13.31%.  
Streamlines extracted using ANN and SVM are fragmented with missing parts mainly 
because these pixel-based classification methods fail to consider the global context. SVM 
achieves a high-precision result but a poor recall. This indicates that it underestimates the stream 
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class pixels but provides good confidence of those extracted. Since the reference data are highly 
imbalanced (1:100 between stream and non-stream), we also conducted additional experiments 
that artificially upsample the stream samples. Although the imbalanced issue is resolved, the 
model has heavy overestimation of the stream class and the accuracy is not comparable to the 
imbalanced case. Compared to the manually verified reference data, the elevation-derived 
Geonet drainage lines and features furnish higher recall scores than precision scores, which 
indicates that this method overestimates the stream class in general and performs better in terms 
of completeness than precision. These overestimations appear mainly related to local climate 
variations that cause more dry tributaries and drainage lines than collected in the reference data. 
The 1:24,000-scale NHD only contains major stream channels and lake features and ignores the 
smaller tributaries, so the accuracy is much lower than the other datasets. Only the NHD 
benchmark data includes the water bodies in the study area, and the attention U-net model 
performs much better in terms of water body extraction than the other benchmark methods.  
 The attention U-net model utilizes its special feature concatenation design and a fully 
convolutional neural network to achieve high accuracy, adequate connectivity, and efficient 
streamline detection. Conventional machine learning models produce less optimal results 
primarily because they employ a pixel-based classification strategy. The attention U-net model 
also departs from traditional flow accumulation models that heavily rely on expert inputs, which 
in this case includes over-extracted drainage lines and no water body extraction leading to large 
errors. This research utilizes Geiger-mode LiDAR, which provides high-density point clouds and 
precise measurements for enabling transformative discovery and innovative opportunities in 
many scientific domains (McManamon et al., 2017). 
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 The following set of principles distilled from this research are important for guiding the 
application of the method to other areas of study or solving similar problems. 
• Ensure a balanced number of convolutional layers at each horizontal level in both the 
contractive and expanding paths. We find triple convolutional layers achieved adequate 
results and adding more convolutional layers would not benefit the model but increase 
computational intensity.  
• Training patches should be randomly generated and have no overlap with validation and 
testing data. Training patches can overlap with themselves (effect of data augmentation). 
• Use data augmentation by randomly rotating, mirroring, shearing, and rescaling training 
samples to ensure the expressivity of the model.  
• A dropout layer and a proper dropping rate (hyperparameter) are necessary in the final 
convolutional process for the model regularization. 
• Use early stopping to enhance the training efficiency and prevent overfitting of the 
model. 
Future work will focus on applying the method to more study areas, and scale up the model to 
regional and national scopes. 
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CHAPTER 5: AN INTEGRATED CYBERGIS AND DEEP-LEARNING FRAMEWORK 
FOR SCALABLE LAND COVER MAPPING USING LIDAR AND LANDSAT REMOTE 
SENSING 
Abstract 
 Large-scale land cover mapping is challenging for its high computational intensity and 
complexity of data processing pipelines and classification models. Traditional methods are 
mostly focused on relatively small spatial extents and are limited by sequential computing 
approaches and related computational models. In order to effectively integrate 3D information 
from LiDAR with multi-temporal imagery for accurate land cover mapping, an scalable 
computational framework needs to be developed to process multiple types of geospatial big data 
with optimal computational workflows. This chapter describes an integrated cyberGIS and deep-
learning framework for scalable land cover mapping by seamlessly incorporating a cutting-edge 
data processing pipeline and classification model with cyberGIS functionalities supported by 
cyberinfrastructure including the Virtual Roger and Chameleon Cloud services. Specifically, we 
optimized the process of LiDAR big data processing and analysis using high throughput 
computing and spatial indexing. The classification model is optimized by adopting a GPU-based 
SVM algorithm to resolve computational intensity of handling large training datasets using an 
RBF kernel. We evaluated our framework in a 34-county region in southeast Illinois as a case 
study and the overall accuracies of 89.33% and 87.29% for original training and class-balanced 
training scenarios prove the effectiveness of the framework.  
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5.1 Introduction 
Knowledge of spatial distributions of land cover and land use is essential for a variety of 
scientific fields and societal needs, ranging from environmental and social sciences to natural 
resource management and urban planning (Chen et al., 2015). Satellite remote sensing has been 
widely recognized as the most efficient way for mapping land cover and use at different spatial 
scales and resolutions (Homer et al., 2015). Extensive research has shown the efficiency of using 
optical imagery (i.e. visible, near and shortwave infrared) for land cover mapping based on 2D 
features extracted including land surface reflectance, spectral and texture statistics (Almeida et 
al., 2016; Zhao et al., 2016; Ma et al., 2017). However, land cover and use have complex 3D 
patterns and optical data can only effectively capture the features distributed horizontally. While 
a large quantity of large-scale optical data have been collected by Earth orbiting satellites and 
aircrafts for decades, rapid advancement of airborne Light Detection and Ranging (LiDAR) 
remote sensing has enabled the collection of large-scale and high-accuracy 3D data opening up a 
brand new horizon for large-scale mapping of land cover and use from a 3D perspective (Evans 
et al., 2019). While LiDAR data can be harnessed to obtain rich information about 3D 
characteristics of various landscape types, 3D feature extraction from LiDAR data is often 
challenging mainly due to the complexity of such data and computational intensity of related 
data processing and analysis.  
To tackle this challenge, while recent progress on deep learning is promising to achieve 
high-fidelity 3D feature extraction (Xu et al., 2018), computational research is urgently needed to 
understand how to enable such approaches to scalable land cover mapping by resolving data and 
computational intensity (LeCun et al., 2015). Specifically, LiDAR data capture densely 
distributed 3D points accompanied with sophisticated point attributes (e.g., 3D coordinates, 
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intensity, return number, scan and incidence angle), which needs tremendous storage space and 
diverse techniques for data processing and management. Also, the typical large volume and 
structural complexity of LiDAR data often make related analysis computationally intensive 
(Papon et al., 2013; Xu et al., 2015; Qi et al., 2017a). Spatial data structures (e.g., octree or 
kdtree) and related spatial algorithms need to be innovated to achieve desirable computational 
scalability for handling small footprint and discrete return LiDAR data (Barber et al., 2008; 
Richter et al., 2013; Xu et al., 2015). How to combine innovative computational and spatial 
strategies with cutting-edge deep learning methods for 3D feature extraction from LiDAR in the 
context of large-scale land cover classification is the primary research question of this study. 
The recent advance of cyberGIS that is defined as cyber geographic information science 
and systems based on advanced cyberinfrastructure has enabled solving a variety of data- and 
computation-intensive geospatial problems across a number of fields including for example 
agriculture, bioenergy, emergency management, and public health (Wang, 2010; Padmanabhan 
et al., 2014; Wang, 2016; Hu et al., 2017; Yin et al., 2019; Zhang et al., 2019).  
CyberGIS resolves computational challenges by seamlessly integrating interactive spatial 
analytics, computationally scalable strategies, and straightforward cyberinfrastructure access. 
Friendly access to cyberGIS capabilities can be gained to overcome the difficulties of intensive 
computational workloads that exceed the limit of GIS based on sequential computing approaches 
(Wang et al., 2016). To harness remote sensing data using machine learning approaches, 
cyberGIS is advantageous to exploit massive data parallelism inherent in such big data (Evans et 
al., 2019). For example, parameter tuning of machine learning models for analyzing remote 
sensing data can be extremely computationally intensive since it involves testing hundreds of 
thousands of parameter combinations. This process can take a long time (e.g., weeks or months) 
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if only using a personal computer. However, it can be handled effectively and efficiently by 
using cyberGIS approaches, where computational tasks are divided and conquered 
simultaneously using many computing elements on cyberinfrastructure. Therefore, this research 
employs advanced cyberinfrastructure resources - a cyberGIS supercomputer called Virtual 
ROGER and a GPU resource from the Chameleon cloud to achieve computationally intensive 
remote sensing data analytics based on an integrated cyberGIS and deep learning framework.  
By taking advantage of cyberGIS, we are able to conduct a large-scale land cover 
classification of a 34-county area of Illinois. First, we conduct LiDAR data preprocessing by 
splitting the 34 counties of LiDAR data to 17 computing nodes, where each node gets two-
county tiles of LiDAR. The individual processors are then used to run data reprojection and noise 
removal function in parallel for each tile of LiDAR. In total, we processed 89,314 tiles of 
LiDAR. Second, based on the sample locations and the extents of all the LiDAR tiles, we use a 
spatial indexing model for efficient sample points queries. Third, we again use the 17 computing 
nodes for doing data augmentation and voxelization in parallel. Fourth, we extract the training, 
validation, testing, and prediction data from the generated 3D intensity & occupancy grids and 
use the GPU resource from the Chameleon cloud for a 3D CNN model training. Fifth, we 
conduct hyperparameter tuning for model selection based on the training and validation data, and 
use the model to extract important LiDAR features. Sixth, we combine the extracted LiDAR 
features with the multispectral imagery to apply an SVM classifier for the classification of seven 
land cover types. As the last step, we feed the prediction data to the model and generate the 
classified land cover map in parallel using the 17 computing nodes.  
Our earlier research conducted a case study showing the superiority of 3D deep learning 
for LiDAR feature extraction over previous methods in land cover mapping (Xu et al., 2018). 
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This research, as a further step, establishes a scalable cyberGIS and deep learning framework for 
large-scale land cover mapping with high accuracy. As a result, our framework produces an 
overall accuracy of 89.33% and a kappa value of 0.8859 with proportional class samples and an 
overall accuracy of 87.29% and a kappa value of 0.8636 with balanced class samples. The 
experiment result shows the efficiency and scalability of the framework for resolving intensive 
data and computation in large scale land cover classification. The major contributions of this 
research are three-fold: (1) This research develops a scalable cyberGIS and deep learning 
framework for large scale land cover classification using LiDAR big data and multitemporal 
optical imagery and explore the representative issue of samples with imbalanced distribution 
over different classes; (2) the framework utilizes high throughput computing for scalable LiDAR 
data preprocessing (reprojection, denoising, and normalization), processing (point cloud 
extraction, rotation, cropping, and voxelization), and spatial indexing for efficient spatial queries 
with large quantities of LiDAR samples; and (3) the framework speedups the classification and 
prediction processed by taking advantage of a GPU-based SVM algorithm and a multi-GPU 
computing respectively. 
 
5.2 Study area and dataset 
5.2.1 Study area 
Our study area covers 34 counties of southeastern Illinois, USA (Figure 5-1). This area 
has 39,023.63 km2. It has a mix of humid continental in the northern part and subtropical 
climatic types in the southern part. Spring is the wettest with extreme weather including 
tornadoes and winter storms. Summer is humid with warm temperature sometimes reaching 
above 100 °F (38 °C). Fall is mild with moderate to heavy rainfall. Winter has periodic snow and 
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it ranges from 0.97m to 0.36m from north to south respectively. In terms of land cover types, 
agricultural land dominates the majority of the area and concentrates in the northern part. The 
rest of them are forest, herbaceous, developed, shrubland, wetlands, and water, which are 
heterogeneously distributed in the middle and southern parts of the study area. 
 
Figure 5-1. Research area 
 
5.2.2 Dataset 
89,314 tiles of LiDAR data were flown from 2010 to 2012 covering the research region 
and downloaded from the Illinois Geospatial Clearing House 
(https://clearinghouse.isgs.illinois.edu). The data were collected by the Federal Emergency 
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Management Agency and rectified by multiple companies to ensure both vertical and horizontal 
accuracy. The average vertical accuracy is 8.53 cm RMSE and average horizontal accuracy is 0.2 
meter with a point spacing of 1.4 meters. The instrument collected up to four discrete returns per 
pulse, with intensity readings of 12-bit dynamic range per measurement, at around 1045nm. The 
delivered data had an average density of 2 points per m2 and ranged from 1-5 points per m2 
among different tiles.  
The National Agriculture Imagery Program (NAIP) that was flown in 2010 - 2011 with 
RGB and NIR bands at a resolution of 1 meter, was downloaded from the USGS Earthexplorer 
data portal (https://earthexplorer.usgs.gov/) and used as the source to generate reference data 
through visual interpretation. 
This study also collected Landsat 5 images of the study area without cloud and ice 
coverage, and successfully mosaiced two images shown in Figure 5-2. These two mosaiced 
images include Thematic Mapper (TM) scenes acquired on August 20, August 27, September 5,  
September 12, September 28, October 7, October 14 in 2010 with path number from 22 to 23 and 
row number from 32 to 34. Because all of the images and LiDAR were taken within a two-year 
period, the land cover was assumed to remain unchanged and thus the same reference data could 
be used for classification of the dataset. Six bands (blue, green, red, near infrared (IR), and two 
short wave IR) from each TM image were utilized to provide the spectral information for the 
classifications. In addition, two indices were calculated – the normalized difference vegetation 
index (NDVI) (Carlson and Ripley, 1997), and the normalized difference water index (NDWI) 
(Gao, 1996) – using the following equations:  𝑁𝐷𝑉𝐼 = 	 v{|}	A	v}~	v{|}@	v}~                                                (5.1) 𝑁𝐷𝑊𝐼 =	 v}~	A	v|}	v}~@	v|}                                                               (5.2)    
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where RRED is the reflectance of the red band, RNIR is the near IR band reflectance, and 
RSWIR is the shortwave infrared band 5 (1.55–1.75 µm) reflectance of the TM imagery. In 
addition to spectral content, texture information has long been found effective in the 
classification process (Haralick et al., 1973). In this study, we calculated five different texture 
indices including contrast, dissimilarity, homogeneity, energy, and correlation. To summarize, all 
classifications used the six spectral bands, two indices (NDVI, NDWI), and five texture inputs 
derived from the spectral information within a 7 × 7 pixel window for a total of 13 inputs per 
image. 
 
(a)     (b) 
Figure 5-2. Multitemporal mosaiced Landsat images covering the research area 
Mosaiced Landsat imagery 1;  (b) Mosaiced Landsat imagery 2. 
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5.3 Methods 
5.3.1 Overview  
The framework developed in this research synergistically integrates cyberGIS, 
cyberinfrastructure, and deep learning. As shown in Figure 5-3, cyberGIS provides application-
driven and user-centric functionalities of deep learning through virtual environments built 
through Anaconda and powered by GPU-based high-performance and cloud computing. It also 
provides functionalities of data processing with various geospatial toolsets based on cyberGIS 
software, geospatial big data management through a Linux's EXT4 file system, and a computer 
cluster with hundreds of CPUs for high throughput computing. All of these functionalities are 
integrated into a user friendly environment supported by cutting-edge cyberinfrastructure 
capabilities including Virtual ROGER and Chameleon Cloud.  
 
Figure 5-3. The cyberGIS-enabled computational framework 
GeoAI Geospatial dataprocessing
Virtual
Roger
Chameleon
Services
CyberGIS
Cyberinfrastructure
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5.3.2 Sampling design 
In order to collect representative samples of each class, it is important to keep the 
inclusion probability the same for each pixel (Xu et al., 2017). Thus, we selected 95,000 pixels 
randomly over the study area overlaid on the orthophotography. On-screen interpretation of both 
LiDAR and photography and digitization are utilized to generate reference data. Finally, 93,250 
of them are useful and 1,750 are abandoned because of the errors in the aerial photography. The 
general interpretation principle is that a sample is assigned a class label if that class has a 
dominant coverage (>50%). One exception is that any sample contains more than 30% of 
developed type would be classified as developed to consider the connectivity of roads. 
Explicitly, we define herbaceous as dominant vegetation coverage lower than 1 meter; shrub as 
dominant vegetation coverage higher than or equal to 1 meter and lower than 5 meters; forest as 
dominant vegetation coverage higher than or equal to 5 meters. Wetlands are defined as any 
vegetated area that is saturated with water. Among the 93,250 samples, 60% (55,949) are 
adopted as training data, 10% (9,325) are used as validation for parameter tuning of deep 
learning models and 30% (27,976) are adopted as testing for accuracy evaluation. As is shown in 
Table 5-1, the sample size among different classes are highly imbalanced, in order to explore the 
influence of imbalanced training samples among different classes, we create two classification 
scenarios, where the first one utilizes the original imbalanced training samples and the other one 
utilizes an upsampled version where all the classes are upsampled to have the same number of 
training data after sample rotation. The validation and testing data sizes remain the same.  
Table 5-1. Distribution of training, validation, and testing data among different land cover types 
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5.3.3 Data preprocessing 
Additionally, five texture-based statistics are calculated using grey level co-occurrence 
matrices (GLCMs) of each image. These layers are stacked as the spectral data for classification. 
The texture features include contrast, dissimilarity, homogeneity, energy and correlation (Chen et 
al., 1998).  Their formulas are shown in 2.2.3 of this dissertation. 
Point data abstraction library (Pdal), a C++ based open source point cloud processing 
library, is used for LiDAR data preprocessing. LiDAR data are initially reprojected to NAD83 
UTM 16N to keep it consistent with spectral data. Statistics-based outlier filter was used to get 
rid of isolated noisy points including birds, powerlines, etc. We first calculated mean distance of 
each point to its twelve neighbors. Any point falls below or above two standard deviations of the 
mean distance of all the points in 3D space would be treated as an outlier and removed. The 
pipeline of LiDAR data preprocessing is shown in Figure 5-4 below.  
 
5.3.4 Computational framework 
Our framework consists of data preprocessing, model training, and testing parts (Figure 
5-4). We have a computational bar (red to blue) attached to each operation to indicate the level of 
computational intensity of each step. In the data preprocessing part, data reprojection has a time 
complexity of O(n) by constant number of calculations for each point. The noise removal is more 
computationally challenging for conducting neighborhood searching and has a time complexity 
of O(nlog(n)). In both of these processes, we use a high-performance computing cluster to run 
the jobs in parallel on 204 cores. For the spatial queries of samples, we construct a two-level R-
tree structure based on the bounding boxes of the counties and their LiDAR tiles for efficient 
extraction of 78,000,000 samples from the study area. This strategy reduces the time complexity 
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of this operation from O(n) to O(log(n)). The extracted LiDAR samples are then mapped to the 
same computer cluster for doing 9 rotations (40 degrees each) to each sample along their z-axis 
(data augmentation) and voxelization (intensity and occupancy grid creation) in parallel. We did 
not include agriculture class for sample augmentation since it takes up the majority (62%) of 
training samples. This process has a time complexity of O(n). In terms of the optical data, we 
calculated five texture statistics for each image and include them with the spectral information 
for the final classification and this process has a time complexity of O(n). In model training and 
testing, we utilize a Tesla M40 GPU for the 3D CNN model training. However, since we have a 
large number of training samples, the training of the kernel-based SVM classifier becomes 
computationally challenging because the time complexity ranges between O(n2) to O(n3). In our 
model, we adopted a GPU-based SVM library, ThunderSVM (Wen et al., 2018) to speedup the 
training and efficiently reduce the training time by 10 times. As the last step, we applied the 
well-tuned model to the prediction data to generate the final classified map in a voting process by 
using the same computer cluster for high-throughput computing. 
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Figure 5-4. The scalable workflow of land cover classification 
 
5.4 Results 
5.4.1 Overall performance 
 Figure 5-5 shows the overall accuracies and kappa values of the two scenarios. The use of 
original training data provides an overall accuracy and kappa value of 89.33% and 0.8859, while 
the use of balanced training data yields a 2.05% and 0.0223 lower overall accuracy and kappa 
respectively. Specifically, the producer’s accuracy from the original training data are 75.23%, 
72.89%, 75.29%, 85.16%, 69.94%, 71.67%, and 88.96% in agriculture, developed, forest, 
herbaceous, shrub, water, and wetlands classes and the balanced training data produced higher 
accuracies in shrub (6.14%) and wetlands (1.8%), and lower accuracies in agriculture (1.95%), 
developed (0.28%), forest (4.97%), herbaceous (3.39%), and water (1.45%) (Figure 5-6). For the 
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user’s accuracy, the two scenarios produce the same accuracies in agriculture (75.23%), 
developed (72.89%), forest (75.29%), herbaceous (85.16%), shrub (69.94%), water (71.67%), 
and wetlands (88.96%) (Figure 5-7).  
 
Figure 5-5. Overall accuracies and kappa values from original training data and balanced training 
data 
 
Figure 5-6. Producer’s accuracy of original training and balanced training scenarios 
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Figure 5-7. User’s accuracy of original training and balanced training scenarios 
 
5.4.2 Characteristics of spatial distributions of classified land cover types 
The final maps generated from both of the original training and balanced training 
scenarios are shown in Figure 5-8. Since the two scenarios show a similar pattern, we only 
discuss the original training scenario which has a higher overall accuracy. We zoom-in four 
typical locations (Figure 5-9) from north to south to show the details of the classification result.  
Figure 5-9 (a) shows Danville city of Vermilion county. This area contains highly 
developed land of downtown Danville, a mix of forest, lakes, and wetlands to the west of the 
city, and corn fields in the rural area. We can clearly see the spatial pattern of the dense 
developed area in red and also the extracted road network. The map also reveals the spatial 
pattern of the natural area to the west of the city, where the forest and wetlands are flourished 
along the river branches. Figure 5-9 (b) shows the Lake Shelbyvillle located at Shelby county. 
The boundaries of the lake are accurately extracted and the water pixels enclosed by the 
boundary are classified smoothly. This area has little dense developed land and is mostly 
dominated by agricultural land except for the two small towns, one is in the upper left called 
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Findlay and the other one in the lower right is called Windsor. Most of the roads are country road 
and they are extracted not as good as the wider roads near cities making some of them 
disconnected in the rural area. Figure 5-9 (c) shows is natural conservative of Saline county, 
where the only city, Harrisburg city is located at the upper right corner. This area is rich in 
surface water and there are many wetlands, riparian herbaceous and shrub growing close to the 
rivers and lakes. However, the mix of forest and wetlands makes it difficult to distinguish the 
two. Therefore, the map shows an underestimation of wetlands in the upper left area where most 
of the pixels are classified as forest class. Figure 5-9 (d) is located at the south boundary of 
Heron Pond Preserve area at the intersection of Pulaski and Johnson county. This area shows the 
transition of land cover from forest and wetlands (north) to agricultural land (south). The map 
shows that shrub and herbaceous are flourished in this transition area, especially along the water 
area. 
 125 
 
                                      (a)                                                              (b) 
Figure 5-8. Classified land cover map using original and balanced reference data (a: result 
generated using original reference data; b: result generated using balanced reference data; 1,2,3,4 
are the four zoom-in locations shown in Figure 5-9) 
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                                      (a)                                                                       (b) 
 
  (c)                                                                     (d) 
Figure 5-9. Zoom-in locations of the original training scenario 
 
5.5 Conclusions and Discussion 
 This chapter describes a scalable framework for land cover classification based on 
integration of cyberGIS and deep learning using LiDAR data and multi-temporal images. 
Specifically, this framework utilizes high-throughput computing for scalable LiDAR data 
processing and spatial indexing for efficient spatial queries with massive LiDAR samples. By 
utilizing multiple GPUs, the framework further speeds up the classification process 10 times 
compared to using CPUs. We use reference data generated from both orthophotography and 
LiDAR for model training, validation and testing. Two scenarios with different training 
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strategies are constructed to evaluate the framework. In general, we reach an overall accuracy of 
89.33% and a kappa value of 0.8859 for the original training data and an overall accuracy of 
87.29% and a kappa value of 0.8636 for the balanced training data respectively.  
From the computational perspective, the framework seamlessly integrates machine 
learning and deep learning methods, GPU and HTC computing, and big data management from a 
user-friendly virtual environment through cyberGIS and supported by cutting-edge 
cyberinfrastructure capabilities (Virtual ROGER and Chameleon Cloud). From the classification 
perspective, we compare the results generated from the original training data adopting a random 
selection strategy and also the balanced training data where training samples from all the classes 
are upsampled to the same number. Compared to the original training sample scenario, the 
balanced training sample scenario would compromise on the overall accuracy by 2.04%, but 
achieve increases of producer’s accuracy from the minor classes of wetlands and shrub by 6.14% 
and 1.8%, respectively. However, the performance on shrub and wetlands classes is still not ideal 
compared to other classes, which is reflected by the lower producer’s accuracy where omission 
errors dominate.  
Our current implementation has the following limitations. The representativeness of the 
minor classes (shrub and wetlands) is limited. This limitation is reflected from the error matrixes 
of Table 5-2 and 5-3 that our method underestimated a number of wetlands and shrub samples by 
wrongly classified them as forest samples. Thus, larger training sizes of the shrub and wetlands 
classes are necessary in order to ensure the representativeness and expressivity of these two 
classes in the machine learning and deep learning models. Since the reference data are generated 
from a large spatial scale based on the aerial photography and LiDAR data collected from 
different time periods between 2010 to 2012, the variation of seasonality, flight angles, and 
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different times of a day would add uncertainties to the visual interpretation process and leads to 
errors in the reference data. For example, when interpreting wetlands samples, we find it 
sometimes difficult to distinguish it from the forest samples, where the two have similar 
morphology and spectral reflectance and they are often mingled together. 
This research has achieved a novel framework for solving the complex computation, data 
fusion, and machine learning/deep learning challenges, and produce high quality land cover 
maps at a large spatial scale through the integration of cyberGIS, cyberinfrastructure, and 
advanced machine learning and deep learning techniques. Our framework also reveals the 
performance of the scale-up model on an imbalanced dataset, and potential strategy for 
improving the accuracy of the underrepresented classes. Future work will focus on exploring 
effective sampling methods to further enhance the classification accuracy of underrepresented 
classes, testing the model on more complex landscapes, and potentially applying it to the 
continental level. 
 
5.6 Supplementary 
Table 5-2. Accuracy assessment of classification with original training data 
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Table 5-3. Accuracy assessment of classification with balanced training data 
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CHAPTER 6: CONCLUDING DISCUSSION 
6.1 Summary of contributions  
 In this dissertation, we demonstrate four a cyberGIS-enabled deep learning framework 
for remote sensing data analytics for mapping landscape patterns and dynamics (Figure 6-1) 
through the following four interrelated studies.  
 
 
Figure 6-1. CyberGIS-enabled landscape patterns and dynamics studies 
 
6.1.1 Land cover classification 
The classification results show that our method outperforms the traditional method by 
4.23% (from 78.87% to 83.71%) when solely using LiDAR and 1.84% (from 90.54% to 92.37%) 
when combining all available images. We demonstrate that our method can effectively extract 
LiDAR features and improve fine-scale land cover mapping through fusion of complementary 
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types of remote sensing data.  To be specific, we find that the features derived from our method 
are promising for capturing extensive complex features of various land cover types in three 
dimensions that traditional methods are not designed to resolve. For example, the benchmark 
method fails to classify many wetlands pixels located along rivers or lakes in a dense forest, 
developed regions that are shaded by surrounding vegetation, shrub and herbaceous pixels that 
share similar spectral information and growing patterns and turbid water pixels, but they are 
correctly classified by our method. Our validation process using orthophotography and LiDAR 
further proves that the new method can achieve high-accuracy land cover mapping. 
 
6.1.2 Urban building change detection 
The high classification accuracy proves the effectiveness of the method for the 
classification of various types of urban buildings at individual building level even with the 
datasets of limited point accuracy, density, and a low horizontal and vertical accuracy. From the 
change detection perspective, our method avoids detecting changes of non-building objects, 
wrong or incomplete detection of building changes and achieves a high level of completeness 
and correctness, and reliable and accurate estimation of different types of urban changes. In 
previous studies, point cloud registration is often the first step for conducting change detection. 
In our method, we eliminate this computationally intensive process by directly working on 
individual buildings, where the footprints of individual buildings are delineated and overlapping 
ones are formed into pairs for comparison of changes. Our method conducts change detection by 
estimating the change of building volume and footprint, which provides a new way for 
quantitatively estimating the amount of building change volume at the level of individual 
buildings. 
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6.1.3 Hydrological streamline detection 
 In this research, we proposed to use an attention U-net model for hydrological streamline 
detection using eight different LiDAR-derived feature maps. The result shows that our method 
outperforms traditional machine learning models and flow accumulation methods by providing a 
smoother and better connectivity of streamline and water body features. In order to test the 
model thoroughly, we create four different scenarios by splitting our research area into 
upper/lower and left/right portions for generating training/validation and testing patches 
respectively. The attention U-net model used in our research generates F1-scores of 83.02%, 
90.53%, 91.91%, and 80.79% across the four scenarios, which outperforms the best benchmark 
by 8.61%, 9.39%, 13.68%, and 13.31%. 
 
6.1.4 Scaling up of land cover classification 
This research develops a scalable land cover classification method for solving the 
complex computation, data fusion, and deep learning challenges, and produce high quality land 
cover maps at a large spatial scale through the integration of cyberGIS, cyberinfrastructure, and 
advanced machine learning and deep learning techniques.  Our method also reveals the 
performance of the scale-up model on an imbalanced dataset, and potential strategy for 
improving the accuracy of the underrepresented classes. In general, we reach an overall accuracy 
of 89.33% and a kappa value of 0.8859 for the original training data and an overall accuracy of 
87.29% and a kappa value of 0.8636 for the balanced training data respectively.  
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6.1.5 Summary 
The major contributions of these studies are highlighted as follows. The first study delves 
into land cover classification by developing a deep learning framework for the extraction of 
LiDAR features and fusing with multitemporal optical imagery to generate a high accuracy a 
land cover map at the county level. The major contributions of this research are two-fold: (1) a 
novel method for land cover feature extraction by using full geometric and intensity information 
from LiDAR data, and (2) an effective data fusion model for using 3D features from LiDAR and 
multi-temporal imagery to achieve high accuracy in land cover classification.  
The second study centers on using 3D deep learning and a rule-based method to extract 
individual buildings, detect different types of changes, and estimate the amount of changes. The 
central contributions of this research are summarized as follows: (1) This research adapts the 
cutting-edge PointSIFT deep learning algorithm (PointSIFT) for point labeling to airborne 
LiDAR classification by integrating the iterative farthest point algorithm for training sample 
standardization, a multi-patch-based classification strategy, and a point-based voting based on 
different sizes of training patches to achieve high accuracy of classification. (2) Our research 
conducts building change detection by estimating the change of building volumes and footprints. 
It provides a new way for quantitatively estimating urban changes in 3D at a fine spatial scale. 
(3) Our method eliminates the computation-intensive point cloud registration in previous studies, 
by directly working on individual buildings, where the footprints of individual buildings are 
delineated and overlapping ones are formed into pairs for comparison of changes. This design 
avoids the difficulty of distinguishing between non-building and building changes, which many 
previous studies struggled with. (4) Although high quality (+20 pts/m2, <0.1 RMSE) 
multitemporal LiDAR data have been proven to be effective for 3D urban modeling and change 
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detection, this research demonstrates that it is still possible to get high accuracy results by using 
readily available LiDAR data (3 pts/m2) with a large error rate (0.5 RMSE).  
The third study focuses on generating high accuracy streamline maps using deep 
learning. In this research, we construct a fully convolutional neural network model with attention 
module for hydrological feature extraction and utilize the feature concatenation structure in the 
U-net model to generate high accuracy streamline maps. The contributions of our research are 
two-fold: (1) This research constructs a novel model for automatic hydrological streamline 
detection using deep learning; (2) The model outperforms both traditional machine learning 
methods and two hydrological flow accumulation models by generating topologically smooth 
and connected results and overcomes the overestimation over dried drainage lines of low 
accumulation models. 
The fourth study develops a computationally scalable model for large-scale land cover 
classification over 34 counties of southeast Illinois. The major contributions of this research are 
three-fold: (1) This research is the first to develop a scalable deep learning method for large scale 
land-cover classification using LiDAR big data and multitemporal optical imagery and explore 
the representative issue of samples with imbalanced distribution over different classes; (2) This 
research utilizes high-throughput computing for scalable LiDAR data preprocessing 
(reprojection, denoising, and normalization), processing (point cloud extraction, rotation, 
cropping, and voxelization), and spatial indexing for efficient spatial queries with large quantities 
of LiDAR samples; and (3) This research speeds up the classification and prediction processes 
by adopting a GPU-based SVM algorithm and a multi-GPU approach. 
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6.2 Limitations and future work 
In the first study in terms of land cover classification, errors in the reference imagery and 
LiDAR data limit the performance of our model for the land cover classification research. From 
the imagery perspective, errors are introduced by clouds and shadows in the imagery due to 
various acquisition times and dates. Errors in LiDAR data come from the missing data of some 
places caused by occlusion from physical obstacles or large flight angles. In these cases, real 
features of underneath objects cannot be learned and correctly extracted, which in turn could 
cause errors in the results. In areas where vegetation or other coverage is dense, ground returns 
may also miss from detection and raise errors. Furthermore, misalignment between LiDAR and 
Landsat imagery could also cause errors. Our future work will focus on exploring the optimal 
spatial resolution of voxels, understanding the deep features extracted and testing areas with 
more complex landscapes. 
In the second study of urban building extraction and change detection, errors of our 
model come from two primary aspects: the classification and change detection process. In the 
process of classification, our method misses a number of temporarily constructed prefabricated 
houses that are similar (size, shape, and color) to the large containers (non-building) in the 
residential and industrial areas. The method also fails to recognize some irregularly shaped 
buildings in the commercial area. Because of the abundant noise in the 2002 data, the algorithm 
failed to isolate a few adjacent buildings in the residential area. From the perspective of change 
detection, our method makes some false change detections on several small buildings near high-
rise ones, where their points are partially blocked and vary due to different flight angles. Also, 
some non-building objects closely attached to buildings that change over time are wrongly 
recognized as changes. The third aspect comes from the data quality. The data collection 
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standards and flight parameters have a large variation between 2002 and 2014, where the 2002 
LiDAR dataset has a much lower accuracy and higher noise rate compared to the 2014 one. This 
discrepancy leads to part of the false cases. In the future, we need to further refine the method to 
make it more resilient to the aforementioned error sources. Specifically, training data need to be 
improved by including additional building types, such as prefabricated houses and irregularly 
shaped buildings. For change detection, we plan to study pairwise individual building 
registration in order to extract more details of the changed buildings. Furthermore, we plan to 
test our method over other study sites and various qualities of datasets for sensitivity analysis to 
verify its stability and generality.  
In the third study of hydrological streamline detection, our experiments of streamline 
mapping are conducted using the reference data generated from ground surveying of head waters 
and visual delineation of streamline channels based on the LiDAR feature maps. We utilize a 
fixed buffer size for streamline channels - 3m in order to include enough information for the 
streamline class, which would introduce pixels from non-stream classes as errors of the narrower 
stream channels to the stream class. Considering the width of streamlines would change over 
time during a year, so in this study we focus on more of the topological result instead of the exact 
width of stream channels by using a compensated accuracy evaluation method over our model 
and benchmark methods. In the future, we need to focus on extracting more details and classify 
different types of stream channels using multi-temporal datasets. On the other hand, our model is 
applied at a study area with high quality LiDAR available – 43 pts/m2 at county level, which 
would need to be further verified at other locations and applied to a larger spatial scale in the 
future.  
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 As the fourth study of the scaleup of land cover classification, we find that the 
performance of our model on minor classes (shrub and wetlands) is not as good because of 
limited number of reference samples. In the future, we need to further refine our sample 
generation strategy by specifically generating more samples for the minor classes (shrub and 
wetlands) to ensure representation in the deep learning model. Moreover, since it is generated 
from a large spatial scale based on the aerial photography and LiDAR data collected from 
different time periods between 2010 to 2012, the variation of seasonality, flight angles, and 
different times of a day would add uncertainties to the visual interpretation process and leads to 
errors in the reference data. For example, when interpreting wetlands samples, we find it 
sometimes difficult to distinguish from the forest samples, where the two have similar 
morphology and spectral reflectance and they are often mingled together. In the future, we need 
to combine multiple reliable reference sources including ground surveying or GIS databases to 
refine our reference dataset.  We also need to test the model on more complex landscapes, and 
potentially applying it to the continental level. 
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