Generalized simple noncommutative Jordan algebras of degree two  by Goldman, Jerry I & Kokoris, Louis A
JOURNAL OF ALGEBRA 42, 472-482 (1976) 
Generalized Simple Noncommutative Jordan Algebras of 
Degree Two 
JERRY I. GOLDMAN 
Department of Mathematics, De Paul University, Chicago, Illinois 
AND 
LOUIS A. KOKORIS 
Department of Mathematics, lllinois Institute of Technology, Chicago, Illinois 60616 
Communicated by Erwin Kleinfeld 
Received February 10, 1975; revised September 12, 1975 
1. INTRODUCTION AND PRELIMINARY RESULTS 
Let SS! be an algebra over the field F. Define &+, the attached algebra 
of &, to be the same vector space as & but equipped with the product 
a . b = ab + ba, 
where the products of the right-hand side are taken in &. For any a, b, c 
in ~2, write (a, 6, c) = (&)c - a(&). The principal purpose of this paper 
is to prove the following theorem. 
MAIN THEOREM. If & is a simple finite-dimensional power-associative 
algebra of degree 2 over a field F of characteristic diperent from 2, 3, or 5 
satisfying 
x 1 (a, x, b) = (a, 9, b), 
then ,CZI is a noncommutative Jordan algebra. 
The linearized version of the identity in the Main Theorem is 
(a, x . Y, b) = x . (a, Y, b) + Y * (a, 5, b), (1) 
for all a, b, x, and y  in Se. Identity (1) is equivalent to the identity in the 
Main Theorem over F of characteristic f2. Further, (1) simply states the 
fact that the mappings x - (a, x, b) are derivations of &+ for all a, b E &. 
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Our Main Theorem settles a question left open in [4]. In [4], Florey 
shows that a semisimple strictly power-associative algebra over a field of 
characteristic #2 which satisfies (1) has a unity element and equals the 
direct sum of simple algebras (uniquely). Further, he shows that the simple 
such algebras of degree 23 are noncommutative Jordan algebras. 
The results of [4] are based quite heavily upon the work of Anderson [2], 
who classified algebras satisfying a stronger condition than (l), namely, 
that the mappings x ---f (a, X, b) were derivations of &‘. Some related condi- 
tions are studied in work of Kosier [6] in connection with the study of 
generalized alternative algebras. In [4], it is shown that every noncommuta- 
tive Jordan algebra satisfies (l), and in [3], Anderson demonstrates that not 
every algebra satisfying (1) is flexible. Thus, with the result of this paper 
it is known that the class of degree 22 simple algebras satisfying (1) is 
coextensive with the class of simple degree 22 noncommutative Jordan 
algebras and through [3], that the characteristic zero degree 1 algebras 
satisfying (1) are antiflexible. The present authors are studying the open 
case of simple degree 1 algebras of characteristic p which satisfy (1). 
FOP the remainder of this paper, &’ will denote a simple finite-dimensional 
power-associative algebra of degree 2 over a field F of characteristic #2, 3, 
or 5. Then Albert has shown [I] that & has unity element 1 = u + n, 
where u and v  are orthogonal primitive idempotents of .d. The algebra & 
has a Pierce decomposition with respect to u 
.Qf = 4 + 4,z t 4, 
where &‘i = {a E &’ 1 u . a = 2&z} for i = 0, 1, +. Albert has further shown 
that &r and d0 are orthogonal subalgebras of &’ and that u is a unity element 
for S& . Florey [4] has shown that Se is stable, viz., 
4412 c 4P2 and Jd- ,+q c dl,2 for i=O,l. 
Moreover, from [1, 41, one can write 
dl =Fu +Ju; and do =Fw +Jtro, 
where &+ is the radical of the Jordan algebra s&+ for i = 0, 1. 
We use [l, Lemma lo] as an important tool in our work: Let x and y  be 
in dl,, ; then 
(2) 
We also need a result which follows from [5] to the effect that for x and y  
in &riZ and n in either <;V; or X0, we have 
(x*n)-yENl+Mo. (3) 
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In the event that .~&,a has a nonnilpotent element, it is determined in [5] 
(in an argument valid for arbitrary characteristic) that 9 = X1 + M0 + 
4/2 . (4 + 4) is an ideal of &‘+. Hence, (x * n) . y  E g n (~$a + J$) = 
Jur + X1 . On the other hand, if every element in &,,a is nilpotent then 
ZE4/2 implies z2 is nilpotent, say of index k. Write 9 = a, + a, . So 
(z~)~ = agk + air = 0 which forces a, E Ju;; and a1 E Jv; . Consequently 
squares of elements of ,Pe,,, belong to Jr + Jr/-, ; thus if w E &1,2 , 
z * w = [(z + 011)~ - z2 - w2] is in Jr/; + J$ . This, together with stability 
establishes (3) d irectly in this case. 
The identities listed below for later use are the multilinear form of third- 
power associativity (4) and the Teichmiiller identity (5). 
(Y, % 4 + (Y, 4 4 + ( x7 *, Y) + (x3 z> Y) + (z, Y, x) + (4 y, 4 = 0. (4) 
(wx, y, 4 - (w, v, 4 + (w, x, Y4 - 4% y, 4 - (w, x, Y)X = 0. (5) 
Substitution of u for both x and y  in (1) shows immediately that 
(Je u, 4 c 4,2 * (6) 
Further, for a in either &I or d0 it is clear that (ua)u = I. So let x E dl,, . 
Then u(m) = u(x - ux) = ux - u(ux) = ux - [ux - (UX) U] = (ux)u. This 
establishes 
(24, d, 24) = 0. (7) 
Replacing y  and z in (4) by u and using (7) results in 
(u, % x) + (x, u, u) = 0, (8) 
for any x E &. 
2. SUBALGEBRAS OF -pl; AND -Ce,. 
LEMMA 1. With the notation of Section 1, if x, y E dl,2 , then 
xy = (18u + al) + 0112 + (aa + a,), 
yx = (au + b,) - aI/2 + (flu + bo). 
Proof. Write xy = (/Iu + a,) + u1,2 + (6~ + a,). I f  we set yx = 
(*/‘c + 4) + b,,, + (EW + b,), then xy + yx = x * y  and (2) imply that 
b,,, = -ur,s and that 
p+y=a+c. 
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From (l), (u, x, y) = (u, x . u, y) = x . (u, u, y) + u . (u, x, y). Thus, letting 
(u, x, y) = t, + tl12 + t,, , we have tl + tl12 + 4, = x * (u, u, Y> + 5~2 + % 
Applying (2) and (6), x . (24, u, y) = t, - t, = or1 + n,’ + 12a’. Consequently, 
(24, x,y) = (-au + %) + h/2 + G-J + 4 
and similarly, 
Now consider (u, x, y) + (y, x, u) = (u, x . u, y) + (y, x * u, u) = 
x . (u, u, y) + I.4 . (u, x, y) + x . (y, u, u) + u * (y, x, 4 = u . (u, x, Y) + 
u * ( y, x, u) where we have applied (1) and (8). Therefore (u, x, y) + ( y, x, U) = 
u * [(u, x, y) + (y, x, u)] implying (u, x, y) + (y, x, u) is in -QfL2. Comparing 
with the two equations displayed immediately above, we get 
7j = -cY and mi = -n. z > i = 0,l. 
Since (u, x, y) = (ux)y - u(xy), compute 
(ux)y = [(-a + B)u + (a, + %)I + (t1,2 + f%2) + (“V + %I)- 
In a similar fashion from (y, x, u), one computes 
y(xu) = [(y - a)u + (b, - ml)] + (-au,u - 612) + (au - %). 
Employing x = xu + ux, deduce (xu)y = xy - (ux)y, so 
(xu)y = (au + ml) + (-t,,, + %24 + [(S - + + @cl + %)I* 
Finally, from (2) and stability (xu)y + y(xu) = (xu) . y  implies that 
y  = 6. We already have /3 + y  = 6 + E, so p = E, which proves Lemma 1. 
LEMMA 2. In the notation of the Introduction, if x and y are in dli2, then 
(4 . Y = (Y41 + (“Yh 
and 
Proof. We squeeze the proof of Lemma 1 a little harder. The last para- 
graph of the proof of Lemma 1 yields rr12 = -t,,, . Thus, (XU) ‘y = 
(Su + 4) + (Sv + %). c om p arison of this with the statement of Lemma 1 
yields the first part of Lemma 2; the second part of Lemma 2 follows from 
x=xu+uxandx~y=(x~y),+(x~y),. 
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LEMMA 3. In the notation of the Introduction, ;f n, E &I and x E G&, 
then 
U(xnl) = (nlx)u. 
Proof. Since J& and d0 are orthogonal, (1) yields (x, n, . o, U) = 0 = 
(x, 711 , 24) + n, . (x, w, 24) = (xn& - xn, + 711 . [(xv) u] = (xnl)u - xn, + 
n, - [xw - u(xo)] = (xn& - xn, + n, . (x - xu - us + uxu) (we have used 
(7) here) = (xnr)u - xn, + n, . (uxu). Consequently, 
u(xnJ = n1 . (uxu). 
Similarly, (11, n, . z), X) = 0 = 71r . (u, D, X) + (u, n, , X) = n, * [( -u)(vx)] + 
( u, 121 ) x) = 111 . [-ux + u(ux)] + n,x - u(nlx) = n1 . (-24x24) + (nlx)u. 
Transposing gives 
(nlx)u = n, . (uxu) = u(xn,), 
which proves Lemma 3. 
Each of the preceding three lemmas comes into play in establishing the 
next result. 
LEMMA 4. Let x and y be in &I 12 and ni be in 4 for i = 0, 1. Then (x . y) ni 
is in xfor i = 0, 1. 
Proof. We detail the proof for the case i = 1. For the instance i = 0, 
a similar proof works after easy modification of Lemmas 2 and 3. Hence, 
write n, = n E A< . 
By stability, xn E &riz . Substitution in Lemma 1 gives 
WY = (Bu + 4 + all2 + (60 + 4 
and (9) 
~(4 = (8~ + b,) - ~2 + (Isw + 6,). 
Now apply Lemmas 2 and 3 to see that 
Kx-4 ~1~ + [yb% = bb41 * y = [W 4 * y = Eyk411 + k4 ylo - 
Equating componentwise we find 
&Nrll = [yWII and [yWllo = CW ylo . 
These relations, together with another use of Lemma 1, provide 
and 
(nx)r = (F + 4 + ~1, + (Pu + bd 
r(m) = (b + 4 - Cl/2 + (w + 44. 
(10) 
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Making use of (3), (x * n) . y  E JtT + JV~ , or (xn)y + (nx)y + y(m) + 
y(nx) E XI + .&s . Tak ing account of this and adding Eqs. (9) and (10) we 
have 
2/3+y+6=0. (11) 
A comparison with the relations (9) to (11) allows us to state 
(yn)x = (EU + 8,) + 4/z + (5v + A%>, 
x( yn) = (b + A,) - 4,, + (,v + hl), 
(ny)x = (vu + k,) S.&i2 + (@J + bJ), 
x(ny) = (,u + 8,) -i/z + (7u + 4, 
2E+5+7j=o. 
(12) 
Substitution in (4) produces 
(x . ?z)y - y(x . n) + (y . n)x - x(y . n) + (x . y)n - n(x . y) = 0. (13) 
Another use of (3), together with (2) and the fact that NI+ is an ideal of dI+, 
allows us to conclude that (x . n) . y, (y . rz) . x, and (x . y) . n are all in 
MI + NO. Therefore we see the relation 
(x * n)y + y(x .n) + (y * n>x + 4Y .n> + (x *r>n + 4x * y) E 4 + -4. 
(14) 
Combine (13) and (14) to arrive at 
(~.n)Y+(y.n)x+(x.y)nEJV;+J1To. 
Apply this last relation to the relevant portions of (9) (lo), and (12) to 
deduce 
From (2) and the fact that JG’~ and J& are orthogonal subalgebras, we know 
that (x * y)n E -Q1; ; this, together with the prior relation, gives 
p+s+~+t=o. 
It follows that (x . y)n + (/3 + y  + E + 7)~ E Nr . Now add the equations 
2~+.~+7=O=213+6+~ to get 2(8+~)+[+6+7+y=O. 
Subtract /3 + E + 6 + 6 = 0 from this to find that /I + y  + E + 7 = 0. 
Thus, (x . y)n E Jur and Lemma 4 is proved. Moreover, for later use, we 
observe that 
8+t=7+Y, 
since both sides are equal to -(/3 + c). 
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The next three theorems will incorporate the notations and relations 
introduced in Section 1 and in the proof of Lemma 4. 
THEOREM 1. Let x and y  be in &I 12 and n be in either Ju; or MO . Then the 
products (m)x, x(m), ( n Y) x, and x(ny) are aZZ in Jl + A& + NO . 
Proof. We supply the proof for n = n, in X1 . The details are similar 
for n E Ma. First observe that 2(x, n, y) = (x, n . u, y) = n . (x, u, y) + 
u * (x, n, y). But u * (x, n, y) is in s4,,, + &‘i, so (x, n, y) E& + zzZl,, . 
Using this together with (9) and (12) implies that 7 = 6. The remark fol- 
lowing the proof of Lemma 4 yields t = y. Now subtract (11) from the 
last equation in (12) to see that j3 = E. Replacing scalars in (12) produces 
(Y+ = (PJ + 81) + 4,s + (P + go>, 
x(m) = (YU + hd - 4,, + (Bv + ho), 
(nr)x = (6~ + h) +h + (P + ho), 
x(v) = CPU + gd - j,h + (6~ + kA 
2/3+s+y=o. 
(15) 
Set(x,y,n)=t,+t,,,+t,.Then(x,y,n)=(x,y.u,n)=y.(x,u,n)+ 
u.(x,y,n)=y.(x,u,n)+2t,+t,,,.Thusy.(x,u,n)=t,-tt,=oll+g, 
g E Xi + X0 from (2). We conclude the coefficient of v  in t, is minus the 
coefficient of u in t, . So, (x, y, n) = +u - +u (mod Jv; + .M& + JVJ for 
some d EF. Hence 
(xr)n = (+ + Yb + c-+ + & (4 + 412 + 4) (16) 
follows from (15). In a similar fashion, write (n, y, x) E #u - +u 
(Jv; + z&a + JVJ for # EF to conclude that 
n(rx> = (6 - #)u + (B + #>v (4 + 412 + 4). 
Since Xi+ is an ideal of dl+, we know that n . (yx) = 0 (Ji + &i,a + &). 
Apply this to the last congruence to see that 
(rx)n = (# - S)u + (4 - $1~ (4 + 4,2 + Jr/-,>- (17) 
Add (16) and (17) and apply Lemma 4 to find that $ + 4 + y  - 6 = 0, 
-4 - 4 = 0. Thus y  = 6. Using (15) 
+=y=s. (18) 
At this point replace y  by yn in Lemma 2 and make use of (15) to obtain 
(4 . (Y4 = [4Y411 + [(Y4”lo = YU + YV C-4 + 4,2 + JG)- 
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This last congruence, together with (18) and comparison with (15), allows 
us to write 
(m)(ux) = (Y - X)u + h 
(ux)(yn) E Au + (y - X)v, 
(nybx) = (--2r + + + (Y - 474 
(19) 
(ux)(ny) = (Y - h)u + (--2r + 474 
1 + Za C u-‘( 1) C c F 2. 
all congruences modulo Jv; + &i,, + J, . 
Finally observe that for any x, y E &i,2 , (9) (lo), and (18) imply 
(x . n)y = 0 (Mi + &ij2 + A$). In particular, 
(y * n)(ux) = 0, 
which together with (19) implies -yu = 0 = p or y = 0. From (18), 
S = p = 0 and Theorem 1 is proved. 
THEOREM 2. For i = 0, 1, if A$ is not a subalgebra then dl,2 = 
4,24 + 44,2 * 
Proof. We prove the theorem for i = 1. Let x E &1,2 . If Jv; is not a 
subalgebra, there exist elements a, b E X1 such that ab = u + n, n E Xl . 
Then (1) implies (x, a . u, b) = a . (x, u, b) + u . (x, a, b). Note that 
(x9 a, 4 E 41, , so (x, a, b) = a * (x, u, b). Expand the associator to see 
that (xa)b - x(ab) = a 7 (x, u, b). Since ab = u + n, it follows that 
xu = (xa)b - xn - a * (x, u, b) is in &i,,Mi + A’&&, . Substitution in 
(a, b * u, x) in the same manner gives ux in J;e,,,Jr/-, + JV&~,~ . Thus 
x E 424 + 44,2 and JJ~,~ C &1,2N1 + “v;z~&~. Stability yields the 
reverse containment. Theorem 2 is proved. 
THEOREM 3. Jv; and No are subalgebras of d. 
Proof. Suppose one of these sets, say Jv; , is not a subalgebra of ~4. 
For i = 0, 1, define 
Vi = the vector subspace generated by {(xy), 1 x, y E S;e,,,}. 
We now show that %? = V, + &i/a + %7,, is an ideal of &. 
Observe initially that (U, + g,,) &i,, C s4,,, by stability and that 
~Ji,~.z&~ C V by definition. Thus %?J&~ and similarly &i12%? are in %. Next, 
consider %7&i . This will be in V if g,Jlr, C V, . To show this it suffices to 
show that (xy), n E V, for arbitrary x, y E .G&, and n E Mi . Toward this end, 
let x, y E ,Pe,,, and n E Jv; . Consider (x, y, n) = (x, y * II, n) = y * (x, u, n) + 
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u. (x,y, n). Note that y  * (x, u, n) is in &r,s .&r,s CV. Set (x,y, n) = 
6 + b2 + to . Then t, + b2 + to = Y * (x, u, n) + 2, + t,l, , so to - t, = 
y  . (x, u, n) is in V. Thus -t, , the &r component of y  . (x, U, n) is in V, , 
or t, , the &I component of (x, y, n), is in V, . But (x, y, n) = (xy)n - I 
with ~(yn)~54~,a~~Zr,~ C V. Thus (xy)n E%? and (~y)r n E%?~ as desired. 
Consequently %‘dl C%‘, and in a like manner &rV C%?. By symmetry 
%?S, C +? and do% C V, V is an ideal of &. 
Since & is simple, V = & or q = 0. But V f  d, because by Theorems 1 
and 2 if Jv; is not a subalgebra then V, C ~4’; and u $ %?. On the other hand 
9 # 0 since 9? = 0 forces .5&s = 0 which contradicts simplicity or degree 2. 
We conclude that Jr is a subalgebra of &. This proves Theorem 3. 
3. PROOF OF THE MAIN THEOREM 
We now introduce a trace functional t: $2 -+ F as follows. Let a E &. Then 
a = (au + 111) + q/2 + (8u + %J>, 
for 01, /3 E F, ni E JV~ , and ur,s E zZ12 . Define 
t(a) = a + p. 
It is clear that t is well defined by unique representation and that t is a 
linear functional on JZZ. Further t(&r,,) = 0 = t(JrTi) and t(u) = 1. The next 
two lemmas will show t to be commutative and associative. Write 
[a, b] = ub - bu for all a, b E &‘. Also, write t[u, b] and t(u, b, c) for t([u, b]) 
and t((a, b, c)), etc. 
LEMMA 5. t[d,d]=O. 
Proof. Let a = a, + u1,2 + a, and b = b, + b,,, + b, be elements 
of &. Because & is stable, t(ub) = t(u,b, + u,~&,~, + uobo) and @a) = 
@,a, + 4,,a,,, + boa,). Thus tb, bl = G, > 41 + 4%,2 v b,,zl + +o 9 bol. 
Write u,=au+n, and b,=@+m, for ar,/3~F, n,,m,EMl. Then 
t[a, , b,] = t[n, , m,] = 0 by Theorem 3, X1 is a subalgebra of zzZ1 . Similarly 
t[uo , b,] = 0. 
From Lemma 1, a,,2b,12 = (r?l + rr) + r112 + (6~ + ro) and b1,2a,,2 = 
(6~ + 4 - rl12 + (v + so>. Therefore t[w, b21 = (Y + 6) - (6 + r> = 0, 
which proves the lemma. 
LEMMA 6. t(d, J&f, d) = 0. 
Proof. First consider the case when the middle element of the associator 
is in &r . Then it is easy to see from the Pierce subspace multiplication that 
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t(&‘, dI, &‘) = 0 except for t(x,,, , a, , yr,a) and t(a, , 6, , cl). For the first 
of these, t(x,,s , a, , yr,s), write a, = OIU + n, . Then t(x,,a , a, , yr,a) = 
t(x,,, , n, , yllz) = 0 because of (6) and Theorem 1. For proof in the second 
eventuality, write a, = (YU + n, , b, = flu + m, , and cr = yu + s1 . Then 
t(a, , b, ,4 = tb-5 , ml , sr) = 0 since u is an identity for &‘r and MI is a 
subalgebra of&r . 
The case when the middle element of the associator is in zZ,, is clear from 
the above argument by symmetry. So t(&, dO, &) = 0. 
Now consider the remaining case of t(&‘, &‘r,a , &). For a E &‘I or a E &a , 
examine r(u, b,,, , cm). Observe that (a, b,,, , c& = (a, b,,, . u, cl,a) = 
b2 * (a, u, ~1~) + * . (a, 41, , GIN)- Represent (a, h,, , ~1~) = tl + tl12 + to 
and compute t, + t,,, + to = b,,, . (a, u, c,:,) + 2t, + tl,, . Consequently, 
b,,, . (a, u, cm) = t, - t, = au + 01~ + n, + no , 
from (2) and (6). Hence t, = --OLU - n, , to = ol=u + no, and t(u, b,,, , q,.J = 
--01 + 01 = 0. Similarly t(uliz , b,,, , c) = 0 for c in SQ; or do. 
The final interesting case of t(u r/a, b,,, , +a) is handled as above by 
studying h2 , hi2 . u, cr,a). Lemma 6 is proved. 
We are now in a position to attack our principal theorem. 
Proof of the Main Theorem. Apply the function t to (5) recalling that t 
vanishes on associators. Thus 
t[w(x, y, z)l = -t[(w, x, y) xl, (20) 
for all w, X, y, z in &. Set z = x in (20). Then t[w(x, y, x)] = -t[(w, x, y) x] = 
-$t[(w, ~,y) . X] since t is commutative. From (I), t[(w, x, y) . x] = 
t[(w, x2, y)] = 0. so 
t[w(x, y, x)] = 0. 
Now set z = x2 in (20). Then t[w(x, y, x2)] = -t[(w, x, y) x2] = 
-$t[(w, x,y) . x2] = -&t[(w, x,y) . x.21 = -(l/12) t[(w, X, y) . 3x.21 = 
-(l/12) t[(w, x.3, y)] = 0. 
Therefore both (x, y, x) and (x, y, x2) are members of B = 
{a E .,G’ 1 t(du) = O}. The associativity and commutativity of t imply that 9 
is an ideal of d. Since t(u) = t(uu) = 1, u $ B’, ,9? = 0 by the simplicity of &. 
Thus (x, y, X) = (x, y, x2) = 0 and & is a noncommutative Jordan algebra. 
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