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The main requirements of 5G are emerging through the efforts of diverse groups such as
4G America in United States, IMT-2020 (5G) promotion group in China and the 5G Private
Public Partnership (5G PPP) in Europe. The 5G requirements will tremendously increase
the network complexity which requires auto-integration and self-management capabilities
that are well beyond todays self-organising network features. Additionally, ultra-reliable
communications put very stringent latency and reliability requirements on the architecture.
The main challenges for 5G networks are the continued evolution of mobile broadband and
the addition of new services and requirements, e.g., anything-to-anything communication,
very low latency (¡ 1 ms), as well as reduced signalling overhead and energy consumption
(greener network). Future mobile networks will have significantly increased traffic volumes
and data transmissions rates, but also many more use cases. They include not only traffic
between humans and between humans and the cloud, but also between humans, sensors, and
actuators in their environment, as well as between sensors and actuators themselves.
Small access nodes, with low transmit power and no planning requirements, are conceived
to be densely deployed, resulting in an Ultra-Dense Network (UDN). UDNs are also called
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Heterogeneous Networks (HetNets), i.e., multi-layered network with high power macrocells
and very dense small cells with low power. This approach improves spectral efficiency per
area by reducing the distance between transmitters and receivers, and improves macrocell
service by offloading wireless traffic. UDNs are a step further towards low cost, plug and
play, self-configuring and self-optimizing networks. 5G will need to deal with many more
base stations, deployed dynamically and in a heterogeneous manner, combining different ra-
dio technologies that need to be flexibly integrated. Moreover, a massive deployment of small
access nodes introduces several challenges such as additional backhaul and mobility manage-
ment requirements, which 5G needs to address [CROWD project http://www.ictcrowd.eu/].
The Mobile and Wireless Communications Enablers for the Twenty-Twenty Information
Society, METIS, provides a consolidated 5G vision. According to this vision, the most
prominent requirements of 5G are: 1) total capacity should be increased a 1000 fold, 2)
10-100 times more connected devices, 3) end user data rates expected to increase by 10-100
times, 4) latency should be reduced by five times, 5) all of the above at todays cost or less.
The road map towards 5G is gradual. But perhaps, a key 5G qualification that dominates
all of the above is network flexibility and reliability. These qualifications can be achieved by
integrating Self Organizing Networks (SON) in upcoming 5G networks.
The purpose of this chapter is to cover the topic of self-healing in 5G networks. Self-healing
is an important functionality of self-organizing networks (SONs), and it means that networks
migrate from manual operation to automated operation (minimize human interaction). SON
defines three areas: self-configuration (plug and play network elements), self-optimization
(automatically optimize network elements and parameters) and self-healing (automatically
detect and mitigate failures in network elements).
This chapter is structured as follows: section 1 captures SON and address it before 5G
and within the 5G networks. Section 2 presents a detailed introduction to self-healing and
its two main categories; cell outage detection and compensation and then state of the art
in self-healing is illustrated. Section 4 presents in details backhaul self-healing case study.
Section 5 concludes the chapter.
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1.1 Introduction to SONs
The self-organizing network (SON) is a paradigm defined under the auspices of the Third
Generation Partnership Project (3GPP) and the Next Generation Mobile Networks (NGMN)
Alliance aiming to automate mobile network operation, administration, and management
(OAM). Via SON, operators seek to achieve optimum performance at minimum cost. Fig.
1.1 gives a comparison between network operation with SON functions and the conven-
tional OAM, which relies on human intervention or service tools. SON aims to leapfrog the
performance of future networks to a higher level of automated operation by self managing
the planning, configuration, optimization and healing of networks., which act in three main
areas:
Self-configuration: the plug and play capabilities of network elements including self-
planning where the selection of the new site location is determined automatically depending
on dead coverage zones and/or dense mobile users area. Also, the authentication, verification
of each new site are done automatically.
Self-optimization: the adjustment and auto-tune of parameters during the operational
life of the system making use of the measurements and performance indicators collected by
the User Equipment (UEs) and the Network Elements (NEs).
Self-healing: failure detection, diagnosis, compensation, and recovery of the network.
This is done by execution of certain actions that force the network to work in normal or near
normal conditions even in the presence of failures.
SON Architecture
There are three different architectures for SON functionality:
(1) Centralized SON: In Centralized SON, optimization algorithms are executed in the
OAM System. In such solutions SON functionality resides in a small number of locations,
at a high level in the architecture. So all SON functions are located in OAM(s), so it is easy
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Figure 1.1: : Network operation a) without; b) with SON function
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to deploy them. But this architecture add latency to simple optimization cases due to the
centralized processing so it is not suitable for the UDN, thus not suitable for 5G networks.
(2) Distributed SON: In Distributed SON, optimization algorithms are executed in macro-
cell (eNB in LTE). In such solutions, SON functionalities are found in many locations at
a relatively low level in the architecture. So all SON functions are located in macrocells.
This adds overhead to deployment. It is also difficult to support complex optimization
schemes which require coordination among many BSs. However, it is easy to support quick
optimization responses between a small number of BSs.
(3) Hybrid SON: In Hybrid SON, part of the optimization algorithms are executed in the
centralized OAM system, while others are executed in macrocells. Thus, simple and quick
optimization schemes are implemented in macrocells and complex optimization schemes are
implemented in OAM. So it is very flexible to support different kinds of optimization cases.
1.1.1 SON before 5G
SON in GSM and UMTS
Deploying and operating conventional cellular networks (GSM and UMTS) was a complex
task that comprises many activities, such as planning, dimensioning, deployment, testing,
launching and operating optimization, performance monitoring, failure mitigation, failure
correction and general maintenance. The GSM network was much simpler than nowadays
networks and had a low degree of automation and operational efficiency. This is why the SON
trend was developed parallel to the evolution and increased complexity of cellular networks.
When GSM was deployed, it required a large deal of manual operational effort, which was
then gradually reduced in the evolved systems, such as UMTS and LTE, which became more
sophisticated and needed more automation to operate with high performance.
The Next Generation Mobile Networks (NGMN) Alliance (reader is referred to www.ngmn.org
for more details) identified excessive reliance on manual operational effort as a main problem
in conventional mobile networks and defined operational efficiency as a key target. A project
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started in 2006 by the NGMN with its main focus on SON. The project main objective was to
solve the manual operation problem of the conventional mobile networks (GSM and UMTS).
The deliverables of this project were adopted during the development of the Third Genera-
tion Partnership Project (3GPP). At that time, the 3GPP implemented some functions for
the SON such as minimization of drive test, energy saving, handover optimization and load
balancing.
SON in 3GPP
The 3GPP mandate is the development of 3G and 4G networks based on the GSM standards.
The 3GPP was concerned with technical requirements and specifications for 3G systems and
then the maintenance and development of GSM system was added to its responsibility and
currently it is responsible of the evolution of LTE and LTE-Advanced. The structure of
3GPP consists of four Technical Specification Groups (TSGs), and each one of them is
divided into several Working Groups (WGs). The WGs responsible for the evolution of SON
are mainly RAN WG3 and SA WG5.
The SON has been defined by 3GPP in different releases starting from Release 8. In
release 9, the main self-configuration functionalities are standardized where a framework
was described that covers all necessary steps to put a new eNodeB in operational state (self-
configuration). Also manual configuration was still a choice. Self-optimization in Release
9 included the following use cases: neighbor list optimization with 2G and 3G neighbors,
mobility load balancing, mobility robustness optimization, and interference control. Finally,
self-healing has a few use cases standardized in Release 9 which are: self recovery of network
elements software failures, self-healing of board failures, and self-healing of cell outage.
In Release 10, more and more SON functions are standardized such as management
aspects of interference control, capacity and coverage optimization, interworking and co-
ordination between different SON functions, definition of inputs and outputs of self-healing.
In 3GPP Release 10, SON for HetNets was recommended for technical requirement study, and
the working items related standard. In each of the releases after Release 10, more functions
are added to each SON categories. Also, white papers from vendors and deliverables from
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different projects added new functions and solutions to the SON. The SOCRATES project
was one of the major projects dealing with self-configuration and self-optimization aspects.
It started in January 2008 for three years. The project’s main objectives were to validate
the developed concepts through extensive simulations, and to evaluate the implementation
and the impact of the proposed and standardized schemes [7].
SON in 4G
As explosive growth in mobile broadband services has stimulated great demands on wire-
less radio networks, heterogeneous network (HetNet) technology was developed for LTE-
Advanced systems in order to overlay low power nodes within a macrocell to improve capac-
ity and extend coverage. In HetNets, SON is a critical technology. On the one hand, the use
of SON in HetNets allows operators to streamline their operations, not only reducing the
complexity of managing co-channel interference in HetNets, but also saving operational costs
for all macro and heterogeneous communication entities, to harmonize the whole network
management approach and improve the overall operational efficiency. The availability of
SON solutions for HetNets leads to identification of more powerful optimization strategies
that are able to suppress interference and improve energy efficiency. Unfortunately, most
HetNets still do not offer SON features due to the fact that the architectures of SON specified
in 3GPP were designed primarily for a homogeneous network topology.
This latter problem, SON incompatibility with HetNets, stimulated the standardization
and research efforts to mainly focus on the extension of the scope of SON paradigm to
also include GSM, GPRS, EDGE, UMTS and HSPA radio access technologies besides LTE.
The availability of a multi-RAN SON solution enables more complex optimization strategies
that deal with several functionalities simultaneously. Such multi-RAN SON is crucial in
case there is a cross-layer restriction in the optimization processes. Also the multi-RAN
SON will leapfrog the performance of the smart load balancing strategies between different
technologies which therefore will increase the overall network grade of service and capacity.
However, for implementing the multi-RAN SON, one must take into consideration that SON
is not a native technology in 2G and 3G networks, and an external centralized entity will be
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needed to provide the SON functionalities to all multi-RAN technologies.
1.1.2 SON for 5G
A candidate future technology of the 5G network is one that requires a major revolution
at different layers, starting with migration towards Software Defined Wireless Networking
(SDWN), C-RAN and others while equipping network elements with SON capabilities, where
required. The SON in 5G networks will be different from that proposed to be implemented
in 4G networks because those candidate technologies have new features which will affect
directly the application of SON functionalities. Most of the new technologies will facilitate
the implementation of the SON such as C-RAN and SDWNC. Both of them will collect a
lot of parameters and information, needed by the SON controller, in a centralized entity.
C-RAN in 5G
Centralized Radio Access Network (C-RAN) is a cloud computing based new mobile network
architecture that supports current and future wireless communication standards. C-RAN is
the split of the conventional BS into two parts: 1) the antennas and Radio Frequency (RF)
units will be located on site, and 2) all other BS functions will be migrated to the cloud and
between them is the high bandwidth and low latency fronthaul links. The focal concept is to
redistribute functions, that are traditionally found in BSs, towards a cloud-operated central
processor. So the architecture has three main components: 1) Remote Radio Heads (RRHs)
2) Baseband Unit (BBU) pool 3) Fronthaul links (can be wired or wireless).
Such intelligent centralization would consequently enable cooperative operation among
cells for more efficient spectrum utilization and for greener communication. A fully central-
ized RAN consists of taking most of the BSs functionalities to the cloud and leaving the
RRHs only for the cells. The main function of the RRHs is to transmit the RF signals to
the users in the DL or forward the baseband signals to the BBU pool for further processing
in the UL. Consequently, the BBU or the virtual BS, which is traditionally located in the
BS equipment, is relocated to the cloud or central processor, hence forming a shared pool to
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all connected RRHs. The BBU process baseband signals and optimize the network resource
allocation. Implementing the C-RAN will leapfrog the performance of data rate boosting
radio features such as eICIC, massive MIMO, and CoMP which require tight and fast coor-
dination between various cells, hence SON would benefit from centralized processing in 5G
networks.
Software Defined Wireless Networking (SDWN) in 5G
Software defined networking (SDN), characterized by a clear separation of the control and
data planes, is being adopted as a novel paradigm for wired networking. By implementing
SDN, network operators can run their infrastructure more efficiently with faster deployment
of new services while enabling key features such as virtualization.
In SDN paradigm has many advantages, including a global optimal routing function im-
plementation, simplification of networking, enabling programmability and easy deployment
of new functions, applications and protocols which will make the 5G network much more
flexible and efficient. All these changes are triggering the need for modification in the way
of thinking toward the standardization of 5G networks, as they need to significantly reduce
the costs incurred in deploying a new service and operating it.
SDN is currently being considered as an alternative to classic approaches based on highly
specialized hardware executing standardized protocols. Until recently, most of the key use
cases used to present the benefits of the SDN paradigm have been limited to wired networks
such as google data centers. The adoption of SDN concept for wireless access and backhaul
environments can be even more beneficial than wired. Indeed, the control plane of wireless
networks is more complex than that of wired networks, and therefore higher gains can be
achieved from the increased flexibility provided by SDN. The use of an SDWN architecture
would allow the network to offer the service provider an Application Programming Interface
(API) to control how the networks behave to serve traffic that matches a certain set of rules.
By using SDWN, an API could be offered to external parties (e.g., service providers) so they
can participate in the decision of which access technology is used to deliver each type of
traffic to a specific mobile user or group of users.
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Figure 1.2: : Control/data split networks versus conventional networks
UDN will achieve a significant benefit from the decoupling of the user data and control
plane. 5G users cross cell borders frequently, hence generating signalling load from han-
dovers and cell reselections. The concept of decoupling of the user data and control plane
between macrocell and small cells is often referred to as soft cell or phantom cell. Fig. 1.2
shows the conventional cellular network versus the 5G network implementing the concept of
control/data plane split. As it is shown, the phantom cell sends and receives data from and
to the user (data offloading from the macrocell) while the macrocell sends and receives all
radio resource control and signalling information to and from the user. The ultra dense small
cells/phantom cells in the figure are omitted for clarification and figure simplicity. This split
will collect all information needed for SON decisions at the macrocell or the central entity
which will result in reducing the complexity of the SON functionalities in the 5G networks.
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New Path Loss Models in 5G
By the implementation of UDN the BSs (small cells) will communicate and exchange infor-
mation between each other. This will introduce a new pathloss models for different commu-
nication scenarios. The conventional communications scenarios such as outdoor-to-outdoor
communications or indoor-to-indoor communications or even outdoor to indoor communica-
tions will be the same. But a new case that will be introduced due to the implementation
of UDN in 5G networks is the indoor-to-outdoor-to-indoor communications.
An example of this scenario is a femtocell in a certain building that communicates with
another femtocell in a different building. In this case a new pathloss equation is proposed
by modifying the conventional equation of the outdoor-to-indoor communication. PLI2O2I
is the path loss from indoor-to-outdoor-to-indoor between two femtocells in two different
buildings. Here, there are two outdoor-indoor penetration loss at each side and the indoor
distance in the two buildings are considered equal. This is equivalent to dividing the total
distance between the two femtocells into (din1 + dout1) and din2 . For simplicity, considering
din1 = din2 = din, dout1 = dout and Low1 = Low2 = Low, then the pathloss equation is given
by [6]
PLI2O2I,dB = max(38.46 + 20 log10 dout, κ+ ν log10 dout + 0.3(2din) + qLiw + 2Low,
Here κ and ν correspond to the pathloss constant and pathloss exponent, respectively.
dout is the distance traveled outdoor between the two buildings, din is the indoor traveled
distance between the building external wall and femtocell. The maximum in the first term is
for considering the worst case. The loss due to internal walls is modeled as a log-linear value
equal to 0.3dB per meter, Liw is the penetration loss of the building internal walls, q is the
number of walls and Low is an outdoor-indoor penetration loss (loss incurred by the outdoor
signal to penetrate the building). All distances are in meters and it is assumed that all the
aforementioned formulas are generalized for the frequency range 2–6 GHz (for more details
refer to [6]). This equation can be used to model the millimeter Waves (mmWs) pathloss
but after some modifications.
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1.2 Self-Healing
Wireless cellular systems are prone to faults and failures due to several reasons. These
failures could be software related or hardware oriented. In conventional systems, failures
were mainly detected by the centralized OAM software. When the causes of alarms cannot
be cleared remotely, maintenance engineers must visit the failure location. This process
could take days before the system returns to normal operation. In some cases, some failures
are even undetected by the OAM and cannot be addressed except when an unsatisfied user
files a formal complaint, thus resulting in salient degradation in the network performance.
In future SON systems, this process needs to be improved by incorporating self healing
functionality.
Self-healing is the execution of actions that keep the network operational and/or prevent
disruptive problems from arising. In response of failure, self-healing procedures smoothly
mitigate the failure and the network works near normal conditions, even in the presence
of failure. Self-healing is done in two steps: 1)cell outage detection, and 2)cell outage
compensation.
Cell outage detection and compensation provide automatic mitigation of BS failures espe-
cially in the case where the BS equipment is unable to recognize being out of service and has
therefore failed to notify OAM of the outage. Detection and Compensation are two distinct
cases that cooperate to completely mitigate the failure or at least alleviate the failure.
Both detection and compensation provide many benefits to the network operator. Con-
ventional cellular networks have experienced failures of which operators had no knowledge
until such time as receiving notification from customer support of problems in the field. Cell
outage detection ensures that the operator knows about the fault before the end user does so
it detects and classifies failures, while minimizing detection time. Cell outage compensation
provides temporary alleviation of the main failure problems such as cell power outage. The
cell outage compensation executes actions to solve or, at least, alleviate the effect of the
problem. If the failure time exceeds a certain threshold, it is considered as a permanent
failure and a site visit by the operator is needed to recover the site from failure. Hence
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automatic detection and compensation of failures in 5G networks is mandatory.
In Fig. 1.3, the normal operation of the network means that it is operating without any
failures in any BS in the network. The system is monitored for detection of any failure.
In the case of failure, the self-healing functions are activated and are implemented in the
failure region only and the rest of the network operates in the normal mode. As mentioned
before, the neighboring cells may increase their power and/or change their antenna tilt to
overcome the coverage problem in the failure region. When the failure is repaired, the normal
operation mode is recovered again and the neighboring cells restore their original power and
antenna tilt configuration.
From a timing perspective, Fig. 1.3 shows that normal operation continues for hours or
days without any failure or error interruption. In the case of failure, the system will detect
and activate the self-healing strategy within a few milliseconds. System repair, which is
done by the operator maintenance personnel if the failure is not repaired automatically, can
typically be done within 24 hours at most, and in this case the self-healing strategy will
provide recovery that satisfies the minimum system requirements in the failure region, even
in the worst case (multiple failures). Switching back to normal operation is performed in
multiple of milliseconds after system repair.
1.2.1 Sources of Failure
Wireless cellular systems, as most other systems, are prone to failures. The failures can be
classified as software or hardware failures. Software failures can be mitigated automatically
by restarting or reloading the failed node software while most hardware failures have to be
manually repaired through a cell site visit which may take a few hours (up to 24 hours).
During the repair time, the network must operate near normal conditions with acceptable
quality of experience

























Figure 1.3: : Self-healing procedures
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1.2.2 Cell Outage Detection
Cell Outage Detection (COD) uses a collection of local and/or global information to deter-
mine that a BS is not operating probably. Detection includes active notification to cover
the generalized case in which OAM is aware of the fault. In the case of complete BS failure,
OAM will be unable to communicate with the failed BS to determine if its cell is in service.
Lack of communication could be a symptom of failure on the OAM Backhaul rather than
an indication that the site is down. In this case, the Network Manager needs to have other
evidence to determine the nature of the problem. If the cell is still in service, it will continue
to interact with the core network, so the Network Manager should be able to determine from
core network metrics whether there is ongoing interaction with a specific BS.
Latent fault determination is the term used when the fault detection is based on evidence,
such as anomaly statistics, rather than an alarm or state change. This is the most challeng-
ing of the COD scenarios since OAM indications will suggest that it continues to operate
normally. This type of detection may be achieved with a combination of statistics and activ-
ity watchdog timers. The operator will typically have a set of generic policies defined where
each policy describes the combination of events that are deemed to indicate a cell outage.
This may be enhanced using a set of Cell Type specific rules where all cells of a specific type
use a separate or additional policy (macrocells, picocells and/or femtocells). Perhaps the
most valuable of the evidence based detection mechanisms, is the use of time/day profiling
on a per cell basis. This is achieved by collecting stats over a period of time and gradually
building a statistical picture of expected performance for a given time of day, weekday, or
weekend. When stats collected for a cell deviate significantly from values normally seen for
that cell, then there is a likelihood of a latent fault.
1.2.3 Cell Outage Compensation
The Cell Outage Compensation (COC) actions are entirely based on detection done by
the COD described in the above subsection. Some software failures can be automatically
mitigated while other software and hardware failures have to be manually cleared by network
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engineering. Compensation actions are triggered immediately after the detection of failure.
If the whole BS failed, the compensation action(s) in this case is done by neighbouring BSs.
They initiate a reconfiguration actions such as changing their antenna tilt and increasing
transmission power to extend their cell coverage to cover the failed BS footprint.
Transmit power has an immediate impact on the BS coverage, however, conventional
cellular systems makes maximum use of available power, without leaving headroom to enable
a BS to increase its coverage in the direction of a neighboring outage. This issue must be
considered in planning future networks.
Changing of antenna pattern to achieve the additional coverage for the neighbor is an
effective way to cover the footprint of the failed BS. In most cases, changes are achieved
with antenna tilt. However, newer antenna technology, such as massive MIMO, enables
many complex adjustments of the coverage pattern on demand. The real challenge with
use of antenna tilt change in support of any SON functions, is ensuring there is a control
loop to guarantee that antenna adjustment to improve coverage in the failure area is not
affecting the coverage of the BS itself. SON needs to collect sufficient measurements to profile
the impact of antenna pattern adjustment. Increasing the BS power and/or changing the
antenna tilt are not the only ways used to do the COC process but they maybe considered
as the conventional techniques for failure compensation.
1.3 State of the art in Self-healing
SON is a rapidly growing area of research and development, and in the last decade a plethora
of diverse efforts, from different research bodies, have been exerted in this field. In [8], the
authors did a wide survey which covers all three categories of SON including self-healing.
They provided a comprehensive survey which aimed to present a clear understanding of this
research area. They compared strengths and weaknesses of exiting solutions and highlighted
the key research areas for future development. Imran and Zoha [9] explore the challenges in
5G from the SON and big data point of view. They identified what challenges hinder the
current SON paradigm from meeting the requirements of 5G networks. They then proposed
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a framework for empowering SONs with big data to address the requirements of 5G.
Self-healing has been extensively studied in ad-hoc and wireless sensor networks. Recently
few researches addressed self-healing in 4G and 5G networks. Most work done in the self-
healing field addressed COD and COC. In COD, a cell is said to be in outage if it is still
operating but sub optimally, still operating with a major fault or complete outage, i.e.,
system failure. In [10], the authors presented a novel COD algorithm based on statistic
performance metrics which enable a BS to detect a failure of a neighbor cell. Their simulation
results indicated that the proposed algorithm can detect the outage problem reliably in real
time. The authors in [11] and [12] focused on COD in the emerging femtocell networks.
They proposed a cooperative femtocell outage detection architecture which consists of a
trigger stage and a detection stage. They formulated the detection problem as a sequential
hypothesis testing problem. They achieved improvements in both communication overhead
and detection accuracy.
In [13], the authors employed a classification algorithm, K-nearest neighbor (KNN), in
a two-tier macro-pico network to achieve automatic anomaly detection. They proved the
efficiency of the proposed algorithm. The authors in [14] considered the software defined
networking paradigm where they proposed a data cell outage detection scheme for HetNets
with separate control and data planes. Then they categorized their data COD scheme into
the trigger phase and detection phase. Their simulation results indicated that the proposed
scheme can detect the data cell outage problem in a reliable manner.
COC received a little bit more attention from the researchers than COD. In [15], Amirijoo
presented a cell outage management description for LTE systems. Unlike previous works they
give a total overview of both COD and COC schemes highlighting the role of the operator
policies and performance objectives in design and choice of compensation algorithms. The
possibilities of false detection were also highlighted. In another work by the same research
group [16], they proposed concrete compensation algorithms and assessed the achieved per-
formance effects in various scenarios. Their simulation results showed that the proposed
compensation algorithm is able to serve a significant percentage of the users that would
otherwise be dropped, while still providing sufficient service quality in the compensating
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cells.
In [17], the authors proposed to compensate cells in failure by neighboring cells optimiz-
ing their coverage with antenna reconfiguration and power compensation resulting in filling
the coverage gap and improving the QoS for users. The right choice of their reconfigured
parameters is determined through a process involving fuzzy logic control and reinforcement
learning. Results show an improvement in the network performance for the area under
outage as perceived by each user in the system. Moysen and Giupponi [18] also used the
reinforcement learning for reconfiguring parameters. They proposed that a COC module is
implemented in a distributed manner in eNBs in the scenario and intervenes when a fault is
detected and so the associated outage. The eNBs surrounding the outage zone automatically
and continually adjust their downlink transmission power levels and find the optimal antenna
tilt value, in order to fill the coverage and capacity gap. Their results demonstrated that
this approach outperforms state of the art resource allocation schemes in terms of number
of users recovered from outage.
In [19], the authors presented a novel cell outage management framework for HetNets
with split control and data planes. In their architecture, the control and data functionalities
are not necessarily handled by the same node. The control BSs manage the transmission of
control information and UE mobility, while the data BSs handle UE data. An implication of
this split architecture is that, an outage to a BS in one plane has to be compensated by other
BSs in the same plane. They addressed both COD and COC. They used two COD algorithms
to cope with the idiosyncrasies of both the data and control planes. They integrated these two
COD algorithms with a cell outage compensation (COC) algorithm which can be applied to
both planes. The COC algorithm is reinforcement learning based algorithm which optimizes
the capacity and coverage of the identified outage zone in a plane. Their results showed that
the proposed framework can detect both data and control cell outage, and also compensate
for the detected outage in a reliable manner. Fan and Tian [20] proposed a coalition game
based resource allocation algorithm to enable self-healing and compensate abrupt cell outage
in small cell networks. In their proposed algorithm, small cells play coalition games to form
a set of coalitions which determines the allocation of subchannels, and each coalition of small
cells serves a user cooperatively with optimized power allocation. Their results proved that
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the proposed algorithm can effectively solve network failure problem.
1.4 A Case Study: Backhaul Self-Healing
Backhaul connections in 5G networks are expected to carry more than 1000x traffic than
today’s networks. So the question is, how to forward hundreds of gigabits per second back-
haul traffic in ultra dense cell networks with guaranteed Quality of Service (QoS). A wide
range of data rates has to be supported in 5G networks, which can be as high as multiple
gigabits per second, and tens of megabits per second need to be guaranteed with very high
reliability in the presence of failures. In high speed networks (like 5G networks), if the back-
haul connectivity is lost even only for a few seconds, the data loss will be on the order of
hundreds of gigabits To solve the above problem, we proposed a novel pre-planned reactive
Self-Healing approach using new added Self-Healing Radios (SHRs) to each BS in the 5G
network. These SHRs operate only in case of backhaul failures in any BS in the network. A
new controller is introduced to handle the self-healing procedures.
1.4.1 Backhaul requirements in 5G Networks
The backhaul solutions for 5G networks need to be more cost-efficient, scalable as well
as easily installed with respect to conventional backhaul solutions. To achieve high data
rates and low latency in 5G networks, backhaul transport has to provide a native support
for this by enabling ultra-high capacity data transfer between end point and core-network.
Traditionally, copper and fiber have been considered as cost efficient transport alternatives
for locations with wired infrastructure. However, for locations without wired infrastructure,
the building of wired transport may be an infeasible approach in terms of cost, as well as
scalability. Therefore, there is a need to develop very high capacity, very low latency (less
than 1 ms), and scalable as well as cost efficient wireless backhaul transport solutions for 5G
mobile broadband networks.
To enable cost efficient deployment of very high capacity backhaul links, mm-wave radio
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at 30-80 GHz frequency range can provide an attractive alternative with respect existing
technologies. Naturally, there are several research topics to be addressed for mm-wave tech-
nology based wireless backhauling, e.g. impact of backhaul network topologies, impact of
mobility for backhauling, spectrum sharing between access and backhaul, and the impact
of different duplexing schemes are under investigation. However, the co-existence of mmW
with other HetNet Layers is not easy. To guarantee coexistence with other HetNet layer,
potentially non mmW, efficient inter-working between different HetNet layers should be en-
abled. Therefore, there is a need to design coexistence methods for mmW communication
to be integral part of overall 5G system.
1.4.2 The Proposed Backhaul Self-healing Architecture for 5G Networks
The 5G proposed heterogeneous network architecture consists of macrocells, and within a
macrocell footprint there is a number of small cells, as shown in Fig. 1.4. The small cells are
categorized into picocells and femtocells. The picocells are backhauled from the macrocell
via mmW and microwave connections, depending on the distance between the macrocell
and the picocell assuming that LOS is available, otherwise the picocell can be connect using
NLOS connection. There are two types of femtocells in this architecture. The first type is
called pre-planned femtocells (PFs) and they are owned and controlled by the 5G network
operator and they are deployed in large enterprises such as universities, malls, airports, and
other public places. They play a vital role in the self-healing process. They are always
backhauled using fiber connection to guarantee the high speed connectivity to its users and
to the BS that it will heal. The second type is the random femtocells (RFs). These are
owned by users and are installed in homes or small offices, hence the deployment of this type
of femtocells is totally random. Users are free to purchase regular femtocells (which does
not contain SHRs) or self-healing femtocells. In the latter case, users are involved in the
self-healing process and the 5G network operator must use some means of compensation or
incentives to such users.
In this proposed network architecture two 5G candidate technologies are included, mm-
waves and SDWN.
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Millimeter Waves (mmW) Communications
Recently, mmW band in 5G networks has been proposed in the literature. It is already used
in short range LOS links, where for example between a macrocell and a nearby picocell to
provide the gigabits per second backhaul connection within a limited range. This is due to
the high attenuation and oxygen absorption of these waves [22, 23, 24].
Using the millimeter waves with small cells will provide the target data rates for 5G users,
and small cells in this case will rely on high-gain beamforming to mitigate pathloss [25].
The macrocell situation is more complicated due to the wide area that it covers (up to
2 km). Using mmW with macrocell is still under intensive research because of the high
attenuation associated with large coverage distance and the high penetration loss. As it is
well known from 4G networks, 80% of network traffic is used indoor and only 20% is used
outdoor [26]. The 20% outdoor traffic will be served by the macrocell and the outdoor small
cells (picocells). This trend is expected to continue in 5G which means that the traffic served
by the macrocell in 5G networks is much lower than that carried by the indoor and outdoor
SCs.
In our proposed solution, mmW is used only in short range LOS communications (back-
hauling between different BSs) and in NLOS communications between SCs and the users
equipment (UEs). However the macrocell will use the traditional cellular band (2 - 6 GHz)
for NLOS communications with the UEs. The motivations behind using traditional cellular
bands for macrocells are better coverage, lower penetration loss and eliminating the inter-
ference issue between small cells tier and the macrocell tier. This elimination will avoid
the complex and sophisticated interference cancellation schemes. The only limitation of
the traditional cellular band is its bandwidth limitation but using massive MIMO, carrier
aggregation/channel bonding [27] and other technologies, can facilitate the achievement of
macrocell gigabits per second throughput.





























Figure 1.4: : The System Model
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Software Defined Wireless Network Controller (SDWNC)
The Software Defined Networking (SDN) concept separates the network control plane from
the forwarding plane. This enables the network controller to become directly programmable.
SDN is an emerging architecture that is manageable, dynamic and cost effective. These
advantages of SDN make it ideal for use in the upcoming 5G network [28].
The concept of SDN has been recently introduced in wireless networks defining what is
called Software Defined Wireless Networking (SDWN). The reader is referred to [28] for more
detailed and exact implementation of the SDWN. Using the SDWN concept, heterogeneous
radio access networks implement the access, forwarding and routing functions, and support
multiple functionality levels at layers 2 and 3. The proposed SDWNC is logically connected
to all the network BSs through TCP connections. In our 5G architecture, the SDWNC is
a required component as it acts as the supervisor, decision maker and administrator for all
self-healing procedures applied to all network BSs.
The Novel Self-Healing Radios (SHRs)
W proposed to add Self-Healing Radios (SHRs) to the 5G BSs, including macrocells, picocells
and femtocells.The SHRs are activated only in the case of backhaul failure. Each BS can
have one or more SHR and the number of the SHRs is determined by the operator or by
optimizing the number of SHRs for each type of BS (macrocell and small cells). The SHRs
can be integrated within the BSs antennas or it can be stand alone, depending on the
vendor’s/operator’s point of view. Also it can operate in the same band of the BS access
antennas or in another band as discussed below.
Self-Healing Radios (SHRs) Band
The SHRs can use 1)mmW band, 2)the traditional cellular band (2-6 GHz), or 3)a new
dedicated band. For the mmW band, there are limitations on the distance between NLOS
SHRs and it also suffers from high penetration loss. Dedicating a portion of the 2-6 GHz
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band, which is also used by the macrocell, to the SHRs communication will affect the band
utilization because SHRs are only activated if backhaul failures occur; otherwise this portion
of the band will not be used. Finally, using a dedicated band (purchased for self-healing
communication only) will dramatically increase the Capital Expenditure (CAPEX) and also
this band will not be fully utilized.
Our proposed solution is to use the 2-6 GHz band, as in the second solution above, but
utilize the Cognitive Radio (CR) concept for SHRs communications in order to optimize the
use of the available spectrum. The band used is the same as the second solution where a
portion of the traditional cellular band (i.e., 20%) will be dedicated to the SHRs.
The main difference is that when SHRs are inactive, i.e., absence of failure, this portion
will be available for the macrocell to use as a secondary user, using the CR concept. There-
fore, if the macrocell is starved for bandwidth, it will sense the SHRs portion (channels) and
if it is free then the macrocell (i.e., the secondary user) will use the vacant channels until the
primary users (SHRs) are activated. Once the primary user (the SHR) is active (this means
that a failure has occurred), the macrocell will vacate this channel to be used by the failed
BS (the primary user).
Furthermore, in our model, the macrocell can avoid wasting time in spectrum sensing by
simply knowing the failure status of the network elements from the SDWNC. If there is no
failure, the macrocell will use the reserved portion of the band without sensing. If a failure
happens, the SDWNC will immediately request the macrocell to vacate the used channels
to be used by the primary users (SHRs).
Self-Healing Radios (SHRs) Range
The SHRs in the small cells are omnidirectional but they are directional in three sectoral
macrocells, where there is one or more SHR in each sector of the macrocell. The coverage
range of the SHRs in the small cells is larger than the access radios range. This will allow
the small cells to find other SHRs in other cells in its vicinity. The SHRs coverage of small
cells is shown in Fig. ??. It is clear from the figure that RF 4 activated its SHR(s) and its





























Figure 1.5: : Small cells SHRs range
coverage is much larger than the access radios coverage. If the SHRs coverage is the same as
the coverage of access radios, then it will not find any other SHRs from other BSs to connect
to. In the former case, RF 4 can connect to the macrocell, RF 5 and/or RF 6 depending on
the number of SHRs in RF 4.
1.4.3 The Novel Self-Healing Approach
The network architecture shown above shows the BSs under normal operation, i.e., without
any backhaul failure. The SDWNC main functions are to monitor the whole network status,
detect failures and apply appropriate procedures to mitigate these failures. When any BS
backhaul fails, the BS will automatically activate its SHRs but it will not be able to inform
the SDWNC because it is totally disconnected from it, in this case, backhaul service provider
(other BS, ISP or Core network) will report the failure to the SDWNC. The SDWNC will
then activate the SHRs of all neighboring BSs.
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After activating the SHRs of the failed BS and the nearby BSs, the failed BS will try to
connect to these BSs via its SHRs according to a certain priority order, available resources
and the Received Signal Strength (RSS).
The backhaul connection failure may be permanent or transient. Our self-healing ap-
proach works with both, and the only difference is that in the case of a permanent failure
the SDWNC, after a certain threshold time, will inform the network operator that there is
a permanent failure which requires maintenance personnel to visit the failed site.
Algorithm 1: Small Cell (SC) Backhaul Algorithm
Input: SC backhaul status, K (number of SC SHRs)
1 if SC backhaul status is failed then
2 SDWNC activates SHRs for all BSs
3 end
4 while Backhaul status is failed do
5 Recover communications for picocell SC measures RSS from macrocell SHRs
6 SC connects to M macrocell SHRs with: RSS> RSSth
7 K=K-M (SC remaining unconnected SHRs)
8 if K!=0 (not all SC SHRs connected) then
9 SC measures RSS from all in range PFs’ SHRs
10 SC connects to N PFs’ SHRs with: RSS> RSSth
11 K=K-N (SC remaining unconnected SHRs)
12 end
13 if K!=0 (not all SC SHRs connected) then
14 SC measures RSS from all in range picocells SHRs
15 SC connects to P picocells SHRs with: RSS> RSSth
16 K=K-P (SC remaining unconnected SHRs)
17 end
18 if K!=0 (not all SC SHRs connected) then
19 SC measures RSS from all in range RFs SHRs
20 SC connects to L RFs SHRs with: RSS> RSSth
21 K=K-L (SC remaining unconnected SHRs)
22 end
23 if other SCs didn’t receive backhaul request for 200 ms then
24 SDWNC deactivates these SCs SHRs
25 end
26 SDWNC collects the status of all BSs
27 end
28 SDWNC deactivates SHRs for all BSs
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Single Failure Scenario
Single failure means that only one BS backhaul failed in a certain region (macrocell region
in our model), e.g., a small cell (femtocell or picocell). In this case, the small cell will enter
the self-healing mode where it will activate its own SHRs and then try to connect to other
BSs SHRs which are activated by SDWNC. Following priority order, the small cell will first
search for a macrocell SHRs, then PFs SHRs, then picocell SHRs and finally RFs SHRs.
RFs are assigned the lowest priority because they are user owned and the operator will have
to compensate the owners of the RFs.
Algorithm 1 shows the procedures followed by the failed SC (picocell or femtocell) to
mitigate its backhaul failure. In the first three lines of Algorithm 1, the SDWNC monitors
the status of the SC backhauling. Line 4 is the beginning of our self-healing procedure and
the while loop terminates when the backhaul failure has been repaired. From line 5 to 22,
the SC will try to connect up to K SHRs (K is the number of SHRs in the failed SC). As
mentioned earlier, it will try first to connect to macrocell SHRs. If it succeeded, it will
update K as follows: K=K-M where M is the number of macrocell SHRs connected to the
SC SHRs and M is less than or equal K. If the new updated K is not equal to zero then the
same process will be done for PFs and also K will be updated by N where N is the number
of PFs that the SHRs is connected to the SC SHRs. With K still not equal to zero and
using priorities in selecting the BS type, this process is repeated with picocells and RFs,
respectively. As shown in lines 23-26, the SDWNC deactivates any SC not participating in
the self-healing process. This step is done to minimize the power wasted by the unconnected
SHRs. In line 26, the SDWNC collects the status of all BSs and if the failed SC backhaul
has been repaired, it will terminate the self-healing process and deactivate all SHRs of all
BSs as shown in line 28.
An example of failure scenario is shown in Fig. 1.5, where the wired backhaul connection
of RF 10 fails. Then RF 10 will try to connect to the neighboring BSs SHRs using priorities
as described in Algorithm 1, but because it is out of the SHRs coverage of the macrocell, PFs
and nearby picocells, it will connect to the SHRs of RF 8 and RF 12 to mitigate the failure.
Once the failure is repaired (RF 10 backhauling returns to work properly), the SHRs will be
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deactivated by the SDWNC and the network will return to operate in normal operation.
The failure of the macrocell backhaul is not considered as a single failure because this
failure will immediately cause the failure of all picocells backhauled through the macrocell
causing a multiple failure scenario in the network.
Multiple Failures Scenario
Multiple failures refers to the situation where two or more backhaul failures occur at the
same time, except for the macrocell backhaul failure explained above, where the macrocell
backhaul failure causes multiple failures in the network. The first case can be seen as the
failure of two or more small cells, e.g., two femtocells or one femtocell and one picocell in
the same region. Algorithm 1 can be used to mitigate these failures when implemented it for
each failed BS, and as the number of failures increases the probability of healing each failed
BS will depend on the nearby BSs which can provide temporary backhauling using their
SHRs. Thus, as expected in 5G networks, the dense deployment of small cells will enhance
the performance of our self-healing approach especially in the multiple failures case.
Macrocell Backhaul Failure
The macrocell plays a vital role in HetNets where in addition to its main function, coverage
for outdoor users, it provides wireless backhaul links to other SCs (picocells in our model).
Fig. 1.6, Fig. 1.7 and Fig. 1.8 show step-by-step the macrocell backhaul failure and the
mitigation process. As mentioned earlier, the backhaul of the macrocell is optical fiber based
and it may fail due to a hardware or a software problem with the interfaces at any of the
two ends. The fiber may even damage or cut due to digging or any other reason. The SHRs
coverage area is shown only for the macrocell and picocell 1 for the sake of simplicity.
Fig. 1.6 shows the first step where the backhaul failure has just happened which is
indicated in the figure by the red color on the base of the macrocell. This failure will cause
an immediate failure to all BSs backhauled from the macrocell. This is why the macrowave




























Figure 1.6: : Macrocell backhaul failure mitigation step 1




























Figure 1.7: : Macrocell backhaul failure mitigation step 1
connections from the macrocell to picocell 1, picocell 2 and picocell 3 are indicated in red to
show that those link also failed.
Fig. 1.7 shows the second step where the macrocell and the three failed picocells will
activate there SHRs and the SDWNC will activate the SHRs of all nearby BSs. At this
point the failed BSs SHRs will search for their temporary backhaul connections from the
neighboring BSs. The macrocell will connect to PF 4, PF 5, PF 6, RF 4 and RF 7, as it is
shown in the figure. Picocell 1 will find 3 neighboring BSs to aquire its temporary backhaul
connection from, which are PF 1, RF 1 and RF 3. Picocell 2 will connect to PF 2 and RF
11 and finally picocell 3 will connect only to PF 3 because it is the only BS which is located
in its SHRs coverage.
Fig. 1.8 shows the third and final step where after recovering the macrocell and picocells
from the nearby BSs, the picocells will use also temporary packhaul the macrocell, if needed,
using the LOS microwave links. This step is done because the macrocell traffic is much




























Figure 1.8: : Macrocell backhaul failure mitigation step 1
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larger than any small cell traffic and it needs many sources of recovery to operate near
normal operation. After the third step, all the failed BSs are now able to serve their users or
at least will be able to deliver the minimum rate requirements to its users until the failure
is repaired, regardless how long the backhaul failure will remain. A heuristic algorithm for
the detailed macrocell self-healing procedures can be found in [21].
1.4.4 Results and discussion
This section presents the simulation results obtained by implementing the proposed self-
healing approach in the macrocell coverage area considering single and multiple failures of
BSs backhauling connections.
Extensive simulations for different failure scenarios have been conducted for the macrocell,
picocells, and femtocells. The RF input rate is heterogeneous (20, 60, 100 Mbps) and is
distributed between these RFs with ratios 50%, 40% and 10%, respectively in macrocell and
picocells failure scenarios. But it is fixed to 100 Mbps in femtocell failure scenario to evaluate
the results in the worst case.
We evaluate our self healing approach in terms of Degree of Recovery (DoR) from failure.
The DoR of a certain BS is defined, in terms of self-healing as:
DoR =
Summation of recovered rates from other BSs
Original input rate of the failed BS
Macrocell Failure
As mentioned before, the macrocell failure is a special case. Therefore, we have one failure
which implicitly causes multiple failures (all picocells back-hauled from macrocell will fail).
Hence, the DoR of the macrocell is assessed with respect to the number of SHRs of the
macrocell and the other picocells involved in the self-healing process.
As shown in Fig. 1.9 when increasing the number of macrocell SHRs, the DoR increases
but not as much as when increasing the number of picocell SHRs. Using 1 picocell SHR
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and increasing macrocell SHRs from 1 to 4 can improve the DoR by 26%. However, using
1 macrocell SHR and increasing picocell SHRs from 1 to 4 can improve the DoR by 60%.
This means that investing in picocell SHRs will enhance the self-healing performance than
investing in macrocell SHRs. In the next two scenarios, the macrocell SHRs will be fixed to
3 SHRs.
Picocell Failure
Fig. 1.10 evaluates the DoR of picocell when increasing the picocell SHRs from 1 to 7 under
single and multiple failure scenarios. In case of single failure, the DoR increases rapidly from
10% to 20% by increasing the SHRs from 1 to 4. Further increase in the SHRs results in
negligible increase in the DoR which proves that the recommended number of SHRs to be





















Figure 1.9: : DoR of macrocell
vs. number of SHRs.




















Figure 1.10: : DoR of picocells
vs. number of SHRs.
Also we can see in Fig. 1.10 in the case of multiple failure that all failed picocells can
recover their rates by 10% using 1 SHR. This is because, as mentioned before, each picocell
has a dedicated PF in its SHRs range. Therefore, under multiple failures each failed picocell
can find at least 1 PF to connect to. As the number of SHRs increases the DoR of the
2 failure case and 3 failure case decreases. This is because by adding more SHRs in each
picocell, the network resources will be consumed and not all SHRs in each failed picocell
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will succeed to get enough resources. Also it can be seen that further increase than 4 SHRs
per picocell introduces negligible improvement and the DoR is almost constant. In the next
scenario, the picocells SHRs will be fixed to 4 SHRs.
1.5 Conclusions
5G networks are expected to be much more complex than 4G networks. This complexity
will need more automation and self-X functionalities to be involved in 5G networks. SON
paradigm is one of the candidate technologies that are strongly expected to be integrated
in 5G networks standard. Self-healing is mandatory in 5G networks to guarantee reliability
and service continuity even in the prsence of failure. Self-healing state of the art shows that
there are a continues contribution to cell outage management but this contribution is still not
sufficient and more investigation need to be addressed in this area. Progress from the research
community is reducing the gap between 5G backhaul requirements and backhaul capabilities,
however major challenges remain along the way. In the investigated case study, we addressed
the problem of backhaul failure in 5G networks and then we proposed a new back-haul self-
healing approach to address the unexpected back-haul failures in 4G/5G HetNets. Our
approach adds to the network BSs SHRs, whose cost is negligible compared to the cost of
the BS, which used CR concept to utilize the network spectrum and mitigate interference.
Simulation results show that our approach can immediately recover the failed BS partially
from failure until it returns to its normal operation and this is done under single and multiple
failures. Our approach recovers at least 10% DoR for all failed BSs under multiple failures
using only 1 SHR in each type of BSs. To employ our approach in future 5G networks or
the upcoming 3GPP releases to achieve a better DoR, it is recommended to imbed 3 SHRs
in each macrocell sector, 4 SHRs in picocells and 2 SHRs in femtocells.
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