Abstract: This paper reports a method for high-accuracy protein structural refinement, which is a direct extension of the method in our recent publication (Zang, J Chem Phys 2018; 149:072319). It combines a parallel continuous simulated tempering (PCST) method with a temperature-dependent restraint and a blind model selection scheme. In this work, a single-reference-based restraint in previous work was changed to an ensemble-based model (EBM), in which the non-bonded Lennard-Jones term for each contacting atomic pair in previous restraining potential was replaced by a multiGaussian function whose parameters are derived from an ensemble of structures such as the ones from various CASP participating groups. The purpose of EBM is to take advantage of partial "correctness" distributed among members of the structural ensemble. Totally 18 targets were refined from the refinement category of CASP10, CASP11 and CASP12. In Top-1 group, 11 out of 18 targets had better models (greater GDT_TS scores) than the CASPR participants. In Top-5 group, nine out of 18 were better. Our results show that PCST-EBM method can considerably improve the low-accuracy structures.
Introduction
A very important goal in modern computational biology is to determine the three-dimensional structure of a protein solely from its primary sequence. Currently, the state-of-the-art methods [1] [2] [3] [4] [5] [6] [7] can generate models that are 3-5 Å main chain root-mean-square deviation (RMSD) from their native structures. [8] [9] [10] Improving these lowaccuracy models to high-accuracy ones (with 1-2 Å RMSD) is a monumentally difficult task. This can be seen from biennial event of Critical Assessment of Structure Prediction (CASP). 11, 12 Particularly, CASPR, the refinement category of CASP, progresses much slower than other CASP categories in past few decades. [13] [14] [15] [16] In our previous paper, 17 in order to improve the low-accuracy protein structural models, the parallel continuous simulated tempering (PCST) 18 was combined with a temperature-dependent restraint using structure-based model (SBM). 17, 19, 20 In fully solvated molecular dynamics simulation for refinement, it was shown that PCST-SBM method was able to achieve a more thorough sampling in the configurational space. Furthermore, a novel blind selection method was also introduced to select final models from very long simulation trajectories.
A distinct weakness of SBM restraint, 17 which is derived from a single reference structure, is that the reference structure may itself carry large errors either partially or entirely. These errors can hinder the refinement accuracy. However, in the case that an ensemble of predicted structures is available, such as in CASP competition in which multiple groups generate an ensemble of predicted structures, "correct" structural information may be distributed among various members in the ensemble. For example, this member may have a particularly "correct" structural region while the other may carry a different "correct" region. Therefore, we want to design a restraining scheme such that the distributed structural "correctness" can be taken into account simultaneously. This is the purpose of developing the ensemble-based model (EBM) as a restraint in this paper. In EBM restraint, the non-bonded Lennard-Jones term for each contacting atomic pair in SBM restraint 17 is replaced by a multi-Gaussian function.
The parameters for the multi-Gaussian function are determined by fitting the radial distribution function of the contact distance in an ensemble of structures. In this work, we used the predicted structures provided by various CASP participating groups as the structural ensemble for computing the radial distribution function. In actual implementation, for each target, the starting model of our refinement simulation and the high-temperature reference structure for restraint is the structure provided by CASP organizer, which is in general more accurate than models provided by individual participating groups. We thus weighted the distance information from this reference model in the multi-Gaussian function more than that taken from various participating groups. But the latter may still carry useful information or local "correctness" that is why they are included but weighted differently. The effectiveness of PCST-EBM scheme is demonstrated on 18 targets selected from the refinement category of CASP10, CASP11, and CASP12 (four from CASP10, six from CASP11, and eight from CASP12). Judged by the global distance test total score, or GDT_TS, [21] [22] [23] the final models generated by the simulation and blind selection scheme are significantly better than the initial models. In Top-1 group, 11 out of 18 cases, and in Top-5 group, nine out of 18 cases, are better than those of the CASPR participants. The results show that the low-accuracy models can be significantly improved by PCST-EBM method despite the large errors in current force fields.
Methods

PCST simulation method and simulation parameters
We apply PCST simulation method in this work. 18 It uses generalized ensemble, 24 which changes the traditional Boltzmann distribution to other mathematical forms W(X, β). For example, multicanonical ensembles [25] [26] [27] [28] [29] [30] [31] generates flat potential energy histo-
, while tempering methods [32] [33] [34] [35] [36] can create a flat temperature histogram with W(T) = const. There are discussions about the efficiencies of these methods. 37 The PCST method combines the idea of simulated tempering (ST) 32, 38, 39 and parallel tempering (PT). [33] [34] [35] [36] We use multiple copies with different temperature distributions and perform random walk in temperature space. In PCST method, we update the temperature via the following equation:
where the reciprocal temperature β is defined in a large range (β min , β max ) and dW t is the Wiener process. The average potential energy E β ð Þ is the current average potential energy calculated during the simu-
is the canonical partition function at reciprocal temperature β. A probability distribution with three
2 will be generated by the random walk process. We can treat the probability distribution as the sum of Boltzmann distributions at different temperatures with a polynomial-like weight function β −γ as well as a Gaussian-like weight function with the mean value of β 0 i and width of σ i . More details can be found in PCST paper. 18 Besides, we introduce a specific parameter exchange protocol between copies to help the simulation process cross the energy barrier. We define the acceptance ratio for copy exchange between the ith copy and the jth copy as min 1,e
satisfy the detailed balance condition, where
The acceptance ratio is only related to the parameters in the temperature space, and it dependent on the extensive quantities implicitly, that is the potential energy E. Therefore, when the system size increases, the exchange rate will not decrease in PCST, this is different from parallel tempering, which usually employs more than 20 copies. [40] [41] [42] [43] [44] [45] In practice, only 2-3 copies are enough to maintain a high rate of exchange between neighboring copies. In PCST, there are three important time parameters: the simulation time step dt CE , the Langevin equation integration time step dt walk and exchange time interval dt ex . In our simulation, we set the "initial model" provided by the CASP organizers as the starting point of each simulation. The temperature range for our simulation was 293-500 K. Two copies were employed in PCST, with the parameters {β 0 , σ} set of {0.38, 0.05} for the low temperature copy and {0.27, 0.13} for the high temperature copy (the peaks of Gaussian temperature distribution are at 316 K and 445 K, respectively). The time step for MD integration dt CE was 0.002 ps. The time step for integrating the Langevin equation dt walk was 0.04 ps, which was the same as the neighbor-list refreshing interval. For our PCST method, the time interval of exchange attempt dt ex was 10 ns (5 × 10 6 steps). We conducted the simulation on Stampede2. 46 
Structure-based model (SBM) restraints
The basis of our restraint is the SBM. 19, 20 It can increase the sampling efficiency around an important conformation. The mathematical form of the SBM restraining potential is
where
, σ ij and all the ϵs are pre-set SBM parameters; r, θ, χ, and φ are derived from the current protein coordinates, r 0 , θ 0 , χ 0 , and φ 0 are parameters derived from the reference state or initial model in our refinement. The "shadow map" scheme is used to select the contacts, which only counts the atom pairs that are in each other's "first coordination shell." To be more specific, when the distance between two atoms is in a certain range (e.g. 4-8 Å) and there are no other atoms between them, we consider this atom pairs are considered as contacts. The details can be found in our previous PCST-SBM paper. 17 
Ensemble-based model (EBM) restraints
In EBM restraint, we replace the Lennard-Jones term in SBM potential 19, 20 with a multi-Gaussian function. For a particular contact pair, based on its contact distance in different member of the ensemble, we calculate its radial distribution function (RDF) and fit this distribution function with a multi-Gaussian function. We then construct the non-bounded EBM restraining potential term as
Three parameters are determined for the ith Gaussian peak in the RDF: the distance r i , the width σ i and the height h i .
In this work, we focus on CASP systems, so we used the predicted structures provided by the CASP organizer from various participants as the structural ensemble for training the RDFs. We show the schematic procedure in Figure 1 .
In our actual implementation on CASP systems, we weighted the initial model (provided by CASPR) more than the other models from various groups. Specifically, the restraint function can be rewritten as
where w i is the weight of the ith Gaussian peak. We only considered Gaussian peaks whose r i is no more than three peaks away from the peak of r 0 in the RDF. The rational of our doing so is that the initial model we used in refinement provided by CASPR organizer is in general more accurate than models by individual participating groups. However, the models taken from various participating groups may still carry useful information or local "correctness" in their structures. That is why they are included but weighted differently.
Temperature-dependent restraining protocol
In SBM 17 and EBM, the amplitude of restraint is temperature dependent. 47 The restraining strength is set to zero at room temperature for recovering original energy landscape. The restraining strength reaches its maximum at the highest temperature for holding the system near the reference state during the simulation. In practice, a biased potential function V(X) is used, depending on molecular coordinates X, as a restraint and it is added to the generalized ensemble without disturbing room-temperature properties. In other word, the Hamiltonian is changed to H(X) = H 0 (X) + λ(T)V(X) where H 0 (X) is the original Hamiltonian and λ(T) is a linear function of temperature T. Two parameters {λ min , λ max } define the shape of λ(T) and the value of λ at T min (0 in our case) and the value at T max , respectively. The function λ(T) is a linear function, and the equation is now
where E 0 ≡ E(X) − V(X) denotes the difference between the original potential energy and the biased energy. Therefore, the desired probability distribution is
This temperature-dependent restraining scheme helps the simulation specifically in high temperature, because it stops the system from drifting too far away in high temperature.
Model selection methods
The model selection scheme in this paper is the same as that in PCST-SBM. 17 The structures are usually not stable at high temperature so, in
Step I, a temperature threshold of 300 K is used to eliminate candidates of models. In this step, all models with temperature higher than the threshold are eliminated, and the number of candidate models can be reduced to 10 3 -10 4
, which is 5-10% of the total number of states in the beginning. In Step II, GOAP potential 48 is used to score the models. The clusters are ranked by the average GOAP scores among the members inside the clusters. In the last step (Step III), an averaged structure for each cluster is generated to represent the cluster.
Refinement of CASPR targets using PCST-EBM method
PCST-EBM method was used to refine 18 targets selected from the refinement category of CASP10, CASP11, and CASP12 (four from CASP10, six from CASP11, and eight from CASP12). The targets have a great variety of sizes, ranging from 62 to 251 residues, and contain different secondary structure components. The Cα-RMSD and the GDT_TS of the initial models, compared to the native structures, are in the range of 1.97-12.36 Å and 38.94-90.24, respectively. For each target, a 1000 ns all-atom MD simulation in explicit solvent was performed using the molecular simulation package GROMACS 4.5.
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TIP3P
53 model was used for explicit solvent, AMBER99SB-ILDN 54 was used as the force field, and explicit ions were used for eliminating net charges.
For each target, the initial model provided by the CASP organizers was used both as the "reference state" of EBM restraint and the "starting point" of the refinement simulation. These structures are also the starting points of CASPR. The SMOG server at Rice University 55 was used to extract the SBM parameters from the reference state. Then, using the predicted structures provided by CASP participating groups as the ensemble of structures, the parameters for multi-Gaussian function for non-bonded term was calculated so as to construct the EBM restraint.
Results
Best models in the refinement of CASPR targets using PCST-EBM method
In Table I , the best model in the refinement of each target, identified by the native structure, is compared with the initial model. The average GDT_TS enhancement is 11.23 over the initial models while the greatest GDT_TS enhancement reaches 30.16 for TR705. The best models from PCST-EBM also have much smaller Cα-RMSD from the native structures. The average improvement in Cα-RMSD is 1.33 Å, with the highest being 3.35 Å for TR705. Clearly, the results suggest that PCST-EBM can "sense" the "correct fragments" from an ensemble of predicted models and improve the refinement simulation. It is worth noting that the results in Table I are the best models from trajectories identified by the corresponding native structures, while the results after blind selection will be discussed in next section.
Blind selection of high-quality models from trajectories
In CASPR competition, the results are selected without any knowledge of native structure, and only five candidates are allowed. Thus the final results are presented in terms of five candidates and one candidate group. In Table II , we present the results after blind selection by the same rule. The blind model selection procedure is the same as the procedure in PCST-SBM. 17 Overall, in terms of GDT_TS improvement, nine out of 18 targets from PCST-EBM Table II . GDT_TS Scores in the Refinement (TR663 to TR705 are CASP10 Targets, TR780 to TR857 are CASP11 Targets, and TR862 to TR922 are CASP12 Targets group. These results are consistently better than the CASPR results, which are 5.34 and 4.31, respectively. We show the superpositions of some targets in Figure 2 . For the targets that were refined by both PCST-SBM 17 method and PCST-EBM method (totally nine of them in Table III) , we can see direct comparison of the two methods. In both Top-5 and Top-1 groups, the performance of EBM is only slightly worse than that of SBM for TR704 and TR870.
A very important fact is that the result of PCST-EBM listed in Table III are the results by our single group, but the results of CASPR (ΔCSPR5 and ΔCSPR1) are the best results among ALL CASPR participants. This indicates that our results are more significant than what the numbers indicate alone.
Concluding Discussion
The PCST-EBM method described in this paper is a direct extension of our previous PCST-SBM method. 17 It combined an enhanced sampling method, parallel continuous simulated tempering (PCST), 18 with a temperature-dependent coordinatebased restraint, the ensemble-based model (EBM), to conduct thorough search of configurational space in the process of protein structural refinement. The EBM restraint was constructed in such a way that the non-bonded Lennard-Jones term for each contacting atomic pair, in single-reference-based SBM potential 19, 20 used in previous paper, 17 was replaced by a multi-Gaussian function for including the contributions of partial structural "correctness" distributed among an ensemble of predicted structures. In this work, we used the predicted structures provided by various CASP participating groups as the structural ensemble. Finally, a blind selection scheme, also developed in our previous paper, 17 was used to pick out models from the long trajectory. We applied PCST-EBM refinement protocol to 18 targets from the refinement category of CASP10, CASP11, and CASP12. In Top-5 group, nine out of 18 targets had better final models (greater GDT_TS scores) than the CASPR participants. In Top-1 group, 11 out of 18 were better. The results seem to suggest that PCST-EBM method can considerably improve the low-accuracy structures.
Although the only difference between PCST-EBM method in this paper and PCST-SBM method in the previous paper 17 is that the non-bonded term in the restraining potential in EBM takes a form that contains contributions from an ensemble of structures, rather than those from a single structure in SBM. EBM restraint, however, seems to deliver much better performance than that of SBM. It seems to allow the system to explore more basins in the free energy landscape than SBM. We found that such a Table II is shown in red. Thus, the closer the green and red models, the better our refinement performance is.
scheme is very effective in letting system explore distributed "correctness" among difference sources. We also wish to point out that, from Figure 2 , even for the systems with the largest improvement, for example, a small helix seems to be flipped in its orientation in Figure 2 (D) and large loop movement can be seen in Figure 2 (C), the shifts of structural elements are in general not dramatic in terms of the refolding of local features such as either secondary or tertiary structural elements. The reason for that could be that the restraints used in refinement simulation limited the sampling near the reference structure even though the EBM restraints offered greater flexibility in sampling distributed "correctness" from a structural ensemble. Another fact is that larger GDT_TS improvements usually happen in the systems with relatively large GDT_TS scores to begin with, that is, the initial model quality dependence. That seems to suggest that the choice of restraints play a very important role in achieving good refinement outcome. However, the results also suggest that if the overall topology of a polypeptide is reasonable, then the errors in local regions can be refined by PCST-EBM method. This makes the method very attractive to the refinement of structural models that are built for example against cryo-EM density maps at intermediate resolutions. 
