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The minimum mean square estimator of integrable variables under
sublinear operators
Shaolin Ji∗ Chuiliu Kong† Chuanfeng Sun‡
Abstract. In this paper, we study the minimum mean square estimator for non-bounded random
variables under sublinear operators. The existence and uniqueness of the minimum mean square estimator
are obtained. Several properties of the minimum mean square estimator for non-bounded random variables
are proved under some mild assumptions.
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1 Introduction
In recent decades, nonlinear risk measures and nonlinear expectations have been proposed and developed
rapidly. For example, Artzner et al.[5] introduced coherent risk measure theory; Peng studied g-expectation
in [7] and Related conditional nonlinear expectations have also been proposed.
It is well-known that, for the classical linear expectation case, the conditional expectation coincide with
the minimum mean square estimator. From another view point, the minimum mean square estimator can also
be used as an alternative definition of the conditional expectation. However, for the nonlinear expectation
cases, we do not know the relation between the conditional nonlinear expectations and the minimum mean
square estimator. Recently, Ji and Sun [8] introduced a new conditional nonlinear expectation for bounded
random variables which is based on the minimum mean square estimator for sublinear operators. In their
paper, they proved the existence and uniqueness of the minimum mean square estimator and give the basic
properties of the minimum mean square estimator. The relationship between the minimum mean square
estimator and the conditional coherent risk measure and conditional g-expectation was explored.
However, the boundedness assumption for random variables in [8] has great limitations. In this paper,
our goal is to delete the boundedness assumption in [8] and generalize the corresponding results to the case
in which the random variables fall in the space L2+ǫF (Ω, P0) where ǫ is a constant such that ǫ ∈ (0, 1). To
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solve the minimum mean square estimate problem, we formulate it as a minimax problem due to that the
sublinear operator can be represented as a supremum of a family of linear expectations. In more details,
for the existence result we prove Proposition 3.2 and Proposition 3.3 which are necessary to construct a
sequence of the optimal estimators in bounded integrable spaces L2+ǫ,MF (Ω, P0) where M <∞ is a constant.
Based on the existence result, we obtain the form of the optimal estimator by the minimax theorem and use
a construction method to deduce the uniqueness result. Comparing with some fundamental properties of
the classical linear expectation, we prove that these properties for the minimum mean square estimators are
also reasonable. At last, we illustrate the differences among the minimum square estimator, the conditional
coherent risk measure and the conditional g-expectation by three examples.
This paper is organized as follows. In section 2, we give some basic definitions and results and formulate
our problem. In section 3, under some mild assumptions, the existence and uniqueness of the optimal
estimator are established. In the last section, we prove the basic properties of the minimum mean square
estimator and also explore the relationship between the minimum mean square estimator and the conditional
coherent risk measure and conditional g-expectation.
2 Preliminary
For a given complete probability space (Ω,F , P0), we denote the class of all F -measurable (2 + ǫ) integrable
random variables by L2+ǫF (Ω, P0). Sometimes L
2+ǫ
F (P0) for short.
Definition 2.1 A sublinear operator is an operator ρ : L2+ǫF (Ω, P0)→ R satisfying
(i)Monotonicity: ρ(ξ1) ≥ ρ(ξ2) if ξ1 ≥ ξ2;
(ii)Constant preserving: ρ(c) = c for c ∈ R;
(iii)Sub-additivity: For each ξ1, ξ2 ∈ L
2+ǫ
F (Ω, P0), ρ(ξ1 + ξ2) ≤ ρ(ξ1) + ρ(ξ2);
(iv)Positive homogeneity: ρ(λξ) = λρ(ξ) for every constant λ ≥ 0.
Theorem 2.2 If ρ is a sublinear operator and P is the family of all linear operators dominated by ρ, then
ρ(ξ) = max
P∈P
EP [ξ], ∀ξ ∈ L
2+ǫ
F (Ω, P0).
Proof. By Corollary 2.4 of Chapter I in [10], for any ξ ∈ L2+ǫF (Ω, P0), there exists a linear operator L such
that L < ρ and L(ξ) = ρ(ξ). If we take all linear expectations dominated by ρ, then
ρ(ξ) = max
P∈P
EP [ξ], ∀ξ ∈ L
2+ǫ
F (Ω, P0).

Note that L2+ǫF (Ω, P0) is a Reflexive space. Denote the dual space of L
2+ǫ
F (Ω, P0) by
(
L2+ǫF (Ω, P0)
)∗
. By
Theorem 2.2, ρ can be represented by the family of linear operators dominated by ρ. We also denote by P
all linear operators dominated by ρ. The set P is called the representation set of ρ.
We need the following two assumptions. Unless indicated, this two assumptions are required throughout
this paper.
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Assumption 2.3 The sublinear operator ρ is proper, that is, all the elements in P are equivalent to P0.
Recall that two probability measures P and P0 are said to be equivalent if for A ∈ F , P (A) = 0 if and only
if P0(A) = 0.
Assumption 2.4 D := { dP
dP0
, P ∈ P} is normed uniformly bounded in L
1+ 2
ǫ
F (P0) and σ(L
1+ 2
ǫ (P0), L
1+ ǫ
2 (P0))-
compact.
In the sequel, for convenience, we will use fP to denote the Radon-Nikodym derivative dP
dP0
.
Definition 2.5 (Stability) We say that the set P is stable, if for each element P ∈ P with associated
fPC , gC =
fP
fP
C
still lies in D, where fPC := EP0 [
dP
dP0
|C] and C is a sub-σ-algebra of F .
We call the sublinear operator ρ is stable, if its representation P is stable.
Proposition 2.6 If a sublinear operator ρ is stable and proper, then for any P ∈ P and ξ which is a
integrable random variable, there exists a P¯ ∈ P such that EP¯ [ξ] = EP0 [EP [ξ|C]].
Proof. Since
EP0 [EP [ξ|C]] = EP0
[EP0 [ξfP |C]
EP0 [f
P |C]
]
= EP0
[
EP0 [ξ
fP
fPC
|C]
]
= EP0 [ξ
fP
fPC
].
Because of ρ is stable, there exists P¯ ∈ P such that dP¯
dP0
= f
P
fP
C
. This implies EP¯ [ξ] = EP0 [EP [ξ|C]].

Let C be a sub-σ-algebra of F . For a given ξ ∈ L4+2ǫF (P0), our problem is to find its minimum square
estimator for the sublinear operator ρ when “the only information C” is known for us, that is, to solve the
following optimization problem.
Problem Find a ηˆ ∈ L2+ǫC (P0) such that
ρ(ξ − ηˆ)2 = inf
η∈L2+ǫ
C
(P0)
ρ(ξ − η)2 (2.1)
The optimal solution ηˆ of (2.1) is called the minimum mean square estimator. It is also regarded as a
minimax estimator in statistical decision theory.
3 Existence and Uniqueness Results
In this section, we will study the existence and uniqueness of the minimum mean square estimator.
3.1 Existence Result
Lemma 3.1 For ξ ∈ L2+ǫF (Ω, P0), we have sup
P∈P
EP [ξ
2] <∞.
Proof. Since {fP : P ∈ P} ∈ D is normed uniformly bounded in L
1+ 2
ǫ
F (P0), it results
sup
P∈P
EP [ξ
2] = sup
P∈P
EP0 [f
P ξ2] ≤ sup
P∈P
‖fP ‖Lq
F
‖ξ2‖Lp
F
<∞
where p = 2+ǫ2 and q =
2+ǫ
ǫ
.

3
Proposition 3.2 If ξ ∈ L4+2ǫF (Ω, P0) and the sublinear operator ρ is stable, then there exists a constant M
such that for any P ∈ P
inf
η∈L2+ǫ
C
(P0)
EP [(ξ − η)
2] = inf
η∈L2+ǫ,M
C
(P0)
EP [(ξ − η)
2]
where L2+ǫ,MC (P0) denotes all the elements in L
2+ǫ
C (P0) normed bounded by constant M .
Proof. Denote G := {EP [ξ|C];P ∈ P}. For any P ∈ P , the following relations hold
EP0 [(EP [ξ|C])
2+ǫ] = EP0
[(
EP [ξ
∣∣C]2) 2+ǫ2 ] ≤ EP0[(EP [ξ2∣∣C])
2+ǫ
2
]
≤ EP0
[
EP [ξ
2· 2+ǫ
2
∣∣C]] = EP0[EP [ξ2+ǫ∣∣C]]
where the second ′ ≤′ comes from Jensen’s inequality and the function (x)1+
ǫ
2 is convex about x when x ≥ 0.
By Proposition 2.6, there exists a P¯ ∈ P such that EP¯ [ξ
2+ǫ] = EP0 [EP [ξ
2+ǫ|C]]. By Lemma 3.1, there exists
a constant M1 such that supP∈P EP [ξ
2+ǫ] ≤M1. Then G ⊂ L
2+ǫ,M
C (P0), where M = M
1
2+ǫ
1 . Since
G ⊂ L2+ǫ,MC (P0) ⊂ L
2+ǫ
C (P0)
and
EP [(ξ − EP [ξ|C])
2] ≤ EP [(ξ − η)
2], ∀η ∈ L2+ǫC (P0),
it results
sup
P∈P
inf
η∈L2+ǫ
C
(P0)
[
EP [(ξ − η)
2]
]
≥ sup
P∈P
inf
η′∈G
[
EP [(ξ − η
′)2]
]
.
On the other hand, since G ⊂ L2+ǫC (P0), the inverse inequality is obviously true. Then the following equality
holds
sup
P∈P
inf
η∈L2+ǫ
C
(P0)
[
EP [(ξ − η)
2]
]
= sup
P∈P
inf
η′∈G
[
EP [(ξ − η
′)2]
]
.
Hence, it follows that
sup
P∈P
inf
η∈L2+ǫ
C
(P0)
[
EP [(ξ − η)
2]
]
= sup
P∈P
inf
η′∈L2+ǫ,M
C
(P0)
[
EP [(ξ − η
′)2]
]
.

Proposition 3.3 For a given ξ ∈ L4+2ǫF (Ω, P0), the following equality holds
sup
P∈P
inf
η∈L2+ǫ,M
C
(P0)
[
EP [(ξ − η)
2]
]
= max
P∈P
inf
η∈L2+ǫ,M
C
(P0)
[
EP [(ξ − η)
2]
]
.
Proof. Let
β := sup
P∈P
inf
η∈L2+ǫ,M
C
(P0)
[
EP [(ξ − η)
2]
]
= sup
fP∈D
inf
η∈L2+ǫ,M
C
(P0)
[
EP0 [f
P (ξ − η)2]
]
.
Take a sequence {fPn ;Pn ∈ P}n≥1 such that
inf
η∈L2+ǫ,M
C
(P0)
[
EP0 [f
Pn(ξ − η)2]
]
≥ β −
1
2n
.
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Since the set D is a weakly compact set, we can take a subsequence{fPni}i≥1 of {f
Pn ;Pn ∈ P}n≥1 which
weakly converges to some f Pˆ ∈ L1+
2
ǫ (P0). Therefore, thanks to a separation Hahn-Banach standard result,
there exists a sequence {f P˜i ∈ conv(f
Pni , fPni+1 , ...)}i≥1 such that f
P˜
i converges to f
Pˆ in L1+
2
ǫ (P0)-norm.
This shows that Pˆ ∈ P .
On the other hand, for any η ∈ L2+ǫ,MC (P0) and i ∈ N, the following inequality holds
EP0 [f
P˜
i (ξ − η)
2] ≥ inf
η˜∈L2+ǫ,M
C
(P0)
EP0 [f
P˜
i (ξ − η˜)
2].
Then for any η ∈ L2+ǫ,MC (P0), it follows that
lim
i→∞
EP0 [f
P˜
i (ξ − η)
2] ≥ lim sup
i→∞
inf
η˜∈L2+ǫ,M
C
(P0)
EP0 [f
P˜
i (ξ − η)
2].
Thus
inf
η∈L2+ǫ,M
C
(P0)
lim
i→∞
EP0 [f
P˜
i (ξ − η)
2] ≥ lim sup
i→∞
inf
η˜∈L2+ǫ,M
C
(P0)
EP0 [f
P˜
i (ξ − η)
2]. (3.1)
Since ||(ξ − η)2||
L
1+ ǫ
2 (P0)
<∞, it results that
lim
i→∞
EP0 |f
P˜
i (ξ − η)
2 − f Pˆ (ξ − η)2| ≤ lim
i→∞
||(f P˜i − f
Pˆ )||
L
1+ 2
ǫ (P0)
||(ξ − η)2||
L
1+ ǫ
2 (P0)
= 0.
Then
EP0 [f
Pˆ (ξ − η)2] = lim
i→∞
EP0 [f
P˜
i (ξ − η)
2].
It results
inf
η∈L2+ǫ,M
C
(P0)
EP0 [f
Pˆ (ξ − η)2] = inf
η∈L2+ǫ,M
C
(P0)
lim
i→∞
EP0 [f
P˜
i (ξ − η)
2]. (3.2)
By (3.1) and (3.2), the following relations hold
inf
η∈L2+ǫ,M
C
(P0)
EP0 [f
Pˆ (ξ − η)2] ≥ lim sup
i→∞
inf
η˜∈L2+ǫ,M
C
(P0)
EP0 [f
P˜
i (ξ − η)
2] ≥ β.
Since Pˆ ∈ P , we get
inf
η∈L2+ǫ,M
C
(P0)
EP0 [f
Pˆ (ξ − η)2] = sup
P∈P
inf
η∈L2+ǫ,M
C
(P0)
[
EP [(ξ − η)
2]
]
.

Corollary 3.4 If the sublinear operator ρ is stable, then for a given ξ ∈ L4+2ǫF (Ω, P0), the following equality
holds
sup
P∈P
inf
η∈L2+ǫ
C
(P0)
EP [(ξ − η)
2] = max
P∈P
inf
η∈L2+ǫ
C
(P0)
EP [(ξ − η)
2].
Proof. Choose Pˆ as in Proposition 3.3. By Propositions 3.2 and 3.3, the following relations hold
sup
P∈P
inf
η∈L2+ǫ
C
(P0)
EP [(ξ − η)
2] = sup
P∈P
inf
η∈L2+ǫ,M
C
(P0)
EP [(ξ − η)
2] = inf
η∈L2+ǫ,M
C
(P0)
E
Pˆ
[(ξ − η)2]
= inf
η∈L2+ǫ
C
(P0)
E
Pˆ
[(ξ − η)2].
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Since Pˆ ∈ P , one obtains
sup
P∈P
inf
η∈L2+ǫ
C
(P0)
EP [(ξ − η)
2] = max
P∈P
inf
η∈L2+ǫ
C
(P0)
EP [(ξ − η)
2].

Theorem 3.5 (Fan.K [2](1953)) Let X be a compact Hausdorff space and Y be an arbitrary set. Let F be
a real valued function defined on X ×Y such that, for every y ∈ Y, F (x, y) is a l.s.c(lower-semicontinuous)
on X . If F is convex on X and concave on Y, then
min
x∈X
sup
y∈Y
F (x, y) = sup
y∈Y
min
x∈X
F (x, y).
Proof. Refer to Theorem 2 in [2].

Theorem 3.6 (Existence Theorem) If ξ ∈ L4+2ǫF (Ω, P0) and the sublinear operator ρ is stable, then there
exists an optimal solution ηˆ ∈ L2+ǫC (Ω, P0) for the Problem (2.1).
Proof. Since ξ ∈ L4+2ǫF (P0) and η ∈ L
2+ǫ
F (P0), then (ξ − η)
2 ∈ L
1+ ǫ
2
F (P0). This means EP0 [f
P (ξ −
η)2] is a continuous function on topology space (L1+
2
ǫ (P0), σ(L
1+ 2
ǫ (P0), L
1+ ǫ
2 (P0))). Because the set D is
σ(L1+
2
ǫ (P0), L
1+ ǫ
2 (P0))-compact, then by Theorem 3.5 and Corollary 3.4, the following equality holds
max
P∈P
inf
η∈L2+ǫ
C
(P0)
EP [(ξ − η)
2] = inf
η∈L2+ǫ
C
(P0)
max
P∈P
EP [(ξ − η)
2].
Moreover, with the help of Proposition 3.2, we derive
max
P∈P
inf
η′∈L2+ǫ,M
C
(P0)
EP [(ξ − η
′)2] = inf
η′∈L2+ǫ,M
C
(P0)
max
P∈P
EP [(ξ − η
′)2].
Therefore, it results
inf
η′∈L2+ǫ,M
C
(P0)
max
P∈P
EP [(ξ − η
′)2] = inf
η∈L2+ǫ
C
(P0)
max
P∈P
EP [(ξ − η)
2].
Hence, we can take a sequence {ηn;n ∈ N} ⊂ L
2+ǫ,M
C (P0) such that
ρ(ξ − ηn)
2 < α+
1
2n
where α := inf
η∈L2+ǫ
C
(P0)
ρ(ξ − η)2. Since L2+ǫ,MC (P0) is a weakly compact set, we can take a subsequence
{ηni}i∈N of {ηn}n∈N which weakly converges to some ηˆ ∈ L
2+ǫ,M
C (P0). Using a separation of convex sets
Hahn-Banach result, there exists a sequence {η˜i ∈ conv(ηni , ηni+1 , ...)}i∈N such that η˜i converges to ηˆ in
L2+ǫC (P0)-norm. Since
ρ(ξ − ηˆ)2 = ρ(ξ − η˜i + η˜i − ηˆ)
2
= sup
P∈P
EP [(ξ − η˜i)
2 + (η˜i − ηˆ)
2 + 2(ξ − η˜i)(η˜i − ηˆ)]
≤ sup
P∈P
EP [(ξ − η˜i)
2] + sup
P∈P
EP [(η˜i − ηˆ)
2 + 2(ξ − η˜i)(η˜i − ηˆ)]
= ρ(ξ − η˜i)
2 + sup
P∈P
EP [−(η˜i − ηˆ)
2 + 2(ξ − ηˆ)(η˜i − ηˆ)]
≤ α+
1
2i−1
+ 2 sup
P∈P
‖fP ‖
L
1+2
ǫ (P0)
‖(ξ − ηˆ)‖L2+ǫ(P0)‖(η˜i − ηˆ)‖L2+ǫ(P0).
(3.3)
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Since (3.3) holds for any i ≥ 1, one obtains ρ(ξ − ηˆ)2 = α.

3.2 Uniqueness Theorem
In this sequel, we prove that the optimal solution of Problem (2.1) is unique.
Theorem 3.7 (Z˘alinescu [9] (2002)) Let A and B be two nonempty sets and f from A× B to R ∪ {∞}.
Then f has saddle points,i.e.there exists (x¯, y¯) ∈ A×B, such that
∀x ∈ A, ∀y ∈ B : f(x, y¯) ≤ f(x¯, y¯) ≤ f(x¯, y)
if and only if
inf
y∈B
f(x¯, y) = max
x∈A
inf
y∈B
f(x, y) = min
y∈B
sup
x∈A
f(x, y) = sup
x∈A
f(x, y¯).
Proof. Refer to Theorem 2.10.1 of Chapter 2 in [9].

Theorem 3.8 If the sublinear operator ρ is stable, then the optimal solution of problem (2.1) is unique.
Proof. From Theorem 3.6, the optimal solution exists. In the rest, we prove the optimal solution is unique.
By Theorem 3.5 and Corollary 3.4, the following equality holds
max
P∈P
inf
η∈L2+ǫ
C
(P0)
EP [(ξ − η)
2] = inf
η∈L2+ǫ
C
(P0)
max
P∈P
EP [(ξ − η)
2].
Since the optimal solution exists, it results
max
P∈P
min
η∈L2+ǫ
C
(P0)
EP [(ξ − η)
2] = min
η∈L2+ǫ
C
(P0)
max
P∈P
EP [(ξ − η)
2].
Denote the optimal solution by ηˆ. By Corollary 3.4, there exists Pˆ ∈ P such that
inf
η∈L2+ǫ
C
(P0)
EP0 [f
Pˆ (ξ − η)2] = max
P∈P
inf
η∈L2+ǫ
C
(P0)
EP0 [f
P (ξ − η)2].
By Theorem 3.7, the (ηˆ, Pˆ ) is the saddle point, i.e.
EP0 [f
P (ξ − ηˆ)]2 ≤ EP0 [f
Pˆ (ξ − ηˆ)]2 ≤ EP0 [f
Pˆ (ξ − η)]2.
This shows that if ηˆ is the optimal solution, then there exists a Pˆ ∈ P such that ηˆ = E
Pˆ
[ξ|C].
Suppose that there exist two optimal solutions ηˆ1 and ηˆ2. Denote the accompanying probabilities by Pˆ1
and Pˆ2 respectively. Then we have ηˆ1 = EPˆ1 [ξ|C] and ηˆ2 = EPˆ2 [ξ|C]. Set P
λ = λPˆ1 + (1 − λ)Pˆ2, λ ∈ (0, 1).
Let λ
Pˆ1
= λEPλ
[
dPˆ1
dPλ
|C
]
and λ
Pˆ2
= (1−λ)EPλ
[
dPˆ2
dPλ
|C
]
such that λ
Pˆ1
+λ
Pˆ2
= 1. Then we have the following
7
inequality (Details of the calculation can be found in Lemma A.1 in Appendix A):
EPλ [(ξ − EPλ [ξ|C])
2] =EPλ [(ξ − λPˆ1 ηˆ1 − λPˆ2 ηˆ2)
2]
=EPλ
[(
λ
Pˆ1
(ξ − ηˆ1) + λPˆ2(ξ − ηˆ2)
)2]
=EPλ
[
λ2
Pˆ1
(ξ − ηˆ1)
2 + λ2
Pˆ2
(ξ − ηˆ2)
2 + 2λ
Pˆ1
λ
Pˆ2
(ξ − ηˆ1)(ξ − ηˆ1)
]
=EPλ
[
λ
Pˆ1
(ξ − ηˆ1)
2 + λ
Pˆ2
(ξ − ηˆ2)
2 − λ
Pˆ1
λ
Pˆ2
(ηˆ1 − ηˆ2)
2
]
=λE
Pˆ1
[
(ξ − ηˆ1)
2
]
+ (1 − λ)E
Pˆ2
[
(ξ − ηˆ2)
2
]
+ λE
Pˆ1
[
λ2
Pˆ2
(ηˆ1 − ηˆ2)
2
]
+ (1 − λ)E
Pˆ2
[
λ2
Pˆ1
(ηˆ1 − ηˆ2)
2
]
≥α
(3.4)
where α := inf
η∈L2+ǫ
C
(P0)
ρ(ξ − η)2.
Since ρ is proper, then EPλ [(ξ − EPλ [ξ|C])
2] = α if and only if ηˆ1 = ηˆ2, P0-a.s., i.e., P0({ω : ηˆ1(ω) =
ηˆ2(ω)}) = 1.
On the other hand, since (ηˆ1, Pˆ1) is a saddle point, the following relations hold
EPλ
[
(ξ − EPλ [ξ|C])
2
]
≤ EPλ
[
(ξ − ηˆ1)
2
]
≤ E
Pˆ1
[
(ξ − ηˆ1)
2
]
= α.
It yields that EPλ
[
(ξ−EPλ [ξ|C])
2
]
= α. Thus, we deduce ηˆ1 = ηˆ2, P0-a.s., i.e., P0({ω : ηˆ1(ω) = ηˆ2(ω)}) =
1.

Remark. We can also characterize the minimum mean square estimator like Ji and Sun in [8], and give out
the equivalent condition of optimal solution. So we omit this part in this paper.
4 Properties of the Minimum Mean Square Estimator
In this section, we will give some basic properties of the minimum mean square estimator. Then we explore
the relationship between the minimum mean square estimator and the conditional coherent risk measure
and conditional g-expectation.
For a given ξ ∈ L4+2ǫF (P0), we denote the minimum mean square estimator with respect to C by ρ(ξ|C).
Then ρ(ξ|C) satisfies the following properties.
Proposition 4.1 If the sublinear operator ρ is stable and proper, then for any ξ ∈ L4+2ǫF (P0), we obtain
i)If C1 ≤ ξ ≤ C2 for two constants C1 and C2, then C1 ≤ ρ(ξ|C) ≤ C2.
ii)ρ(λξ|C) = λρ(ξ|C) for any λ ∈ R.
iii)For each η0 ∈ L
2+ǫ
C (P0), then ρ(ξ + η0|C) = ρ(ξ|C) + η0.
iv)If under each P ∈ P, ξ is independent of the sub σ-algebra C, then ρ(ξ|C) is a constant.
Proof. i) If C1 ≤ ξ ≤ C2, then for any P ∈ P , we have C1 ≤ EP [ξ|C] ≤ C2. Since ρ(ξ|C) ∈ {EP [ξ|C];P ∈ P},
then ρ(ξ|C) lies in [C1, C2].
ii)If λ = 0, the result is obvious. If λ 6= 0, it follows that
λ2ρ(ξ −
ρ(λξ|C)
λ
)2 = ρ(λξ − ρ(λξ|C))2 = inf
η∈L2+ǫ
C
(P0)
ρ(λξ − η)2 = λ2 inf
η∈L2+ǫ
C
(P0)
ρ(ξ − η)2.
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It results that
ρ(ξ −
ρ(λξ|C)
λ
)2 = inf
η∈L2+ǫ
C
(P0)
ρ(ξ − η)2.
Thus
ρ(λξ|C)
λ
= ρ(ξ|C).
iii) Note that
ρ(ξ + η0 − (η0 + ρ(ξ|C)))
2 = ρ(ξ − ρ(ξ|C))2 = inf
η∈L2+ǫ
C
(P0)
ρ(ξ − η)2 = inf
η∈L2+ǫ
C
(P0)
ρ(ξ + η0 − η)
2.
By the uniqueness of the minimum mean square estimator, the following equality holds
ρ(ξ + η0|C) = η0 + ρ(ξ|C).
iv) If under each P ∈ P , ξ is independent of the sub σ-algebra C, then EP [ξ|C] is a constant for each P ∈ P .
Since ρ(ξ|C) ∈ {EP [ξ|C];P ∈ P}, we know that ρ(ξ|C) is a constant.

The conditional coherent risk measure and some special conditional g-expectations which were introduced
by Artzner et al. [5] and Peng [7] respectively can be defined by ess sup
P∈P
EP [ξ|C]. In the next three examples,
we will show that the minimum mean square estimator is different from the conditional coherent risk measure
and the conditional g-expectation.
Example 4.2 Let Ω = {ω1, ω2}, F = {φ, {ω1}, {ω2},Ω} and C = {φ,Ω}. Set P1 =
1
3Iω1 +
2
3Iω2 , P2 =
2
3Iω1 +
1
3Iω2 and P = {λP1 + (1 − λ)P2;λ ∈ [0, 1]}. For each ξ ∈ L
4+2ǫ
F (P0), define
ρ(ξ) = sup
P∈P
EP [ξ].
Set ξ = 2Iω1 + 6Iω2 . It is easy to see that
sup
P∈P
EP [ξ] =
14
3
and ρ(ξ|C) = E
Pˆ
[ξ|C] = 4
where Pˆ = 12Iω1 +
1
2Iω2 .
Example 4.3 Let Ω = {1, 2, 3, ...}, F be the power set of Ω and C = {φ,Ω}. Set
P1 =


1
2
, ω = 1
1
22
, ω = 2
...
...
1
2n
, ω = n
...
...
, P2 =


2
3
, ω = 1
2
32
, ω = 2
...
...
2
3n
, ω = n
...
...
and ξ =


1, ω = 1
1
4
, ω = 2
...
...
2n
n4
, ω = n
...
...
(4.1)
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and
P = {λP1 + (1− λ)P2;λ ∈ [0, 1]} =


λ
2
+
2(1− λ)
3
, ω = 1,
λ
22
+
2(1− λ)
32
, ω = 2,
...
...
λ
2n
+
2(1− λ)
3n
, ω = n,
...
...
(4.2)
Define
ρ(ξ) = sup
P∈P
EP [ξ].
EP [ξ] = [
λ
2
+
2(1− λ)
3
] + [
λ
22
+
2(1− λ)
32
] ·
1
22
+ · · ·+ [
λ
2n
+
2(1− λ)
3n
] ·
2n
n4
+ · · ·
=
2
3
+
∞∑
n=2
2
3n
·
2n
n4
+ [−
1
6
+
∞∑
n=2
(
1
n4
−
2n+1
3n · n4
)]λ.
(4.3)
By
∑∞
n=1
1
n4
= π
4
90 , we have that −
1
6 +
∑∞
n=2(
1
n4
− 2
n+1
3n·n4 ) < 0 which leads to
sup
P∈P
EP [ξ] =
2
3
+
∞∑
n=2
2
3n
·
2n
n4
.
Then, we calculate the optimal mean square estimator. For pn ≥ 0, n ≥ 2, let Pˆ = (1−
∑∞
n=2 pn)Iω=1+∑
n≥2 pnIω=n. The optimal estimator
ηˆ = E
Pˆ
[ξ|C] = E
Pˆ
[ξ] = (1−
∞∑
n=2
pn) +
∞∑
n=2
2n
n4
pn = 1 +
∞∑
n=2
(
2n
n4
− 1)pn, (4.4)
and
EP [ξ − ηˆ]
2 = [
λ
2
+
2(1− λ)
3
][
∞∑
n=2
(
2n
n4
− 1)pn]
2 +
∞∑
n=2
[
λ
2n
+
2(1− λ)
3n
][(
2n
n4
− 1)−
∞∑
m=2
(
2m
m4
− 1)pm]
2. (4.5)
By the optimal conditions ∂EP [ξ−ηˆ]
2
∂pi
= 0 and ∂EP [ξ−ηˆ]
2
∂λ
= 0, we deduce that


pi =
λ
2i
+
2(1− λ)
3i
, i ≥ 2,
λ =
F (n)−
∑∞
m=2
2
3m (
2m
m4
− 1)∑∞
m=2(
2m
m4
− 1)( 12m −
2
3m )
(4.6)
where F (n) =
∑
∞
n=2
( 1
2n
− 2
3n
)( 2
n
n4
−1)2
2
∑
∞
n=2
( 1
2n
− 2
3n
)( 2
n
n4
−1)
.

Example 4.4 Given a complete filtered probability space (Ω,F , {Ft}0≤t≤T , P0), W (·) is a standard one
dimensional Brownian motion defined on this space where Ft = σ{W (s), 0 ≤ s ≤ t} and F = FT . The space
L4+2ǫF (0, T ;R) denotes all the Ft-progressively measurable processes ht such that EP0
∫ T
0
|ht|
4+2ǫdt < ∞
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for given constant ǫ ∈ (0, 1). Let us introduce g-expectation defined by the following backward stochastic
differential equation:
yt = ξ +
∫ T
0
|zs|ds+
∫ T
0
zsdW (s) (4.7)
where ξ is a FT -measurable (4 + 2ǫ) integrable random variable. Here g(y, z) = |z|. According to the results
in [4], there exists a unique adapted pair {yt, zt}t∈0,T which solves (4.7). We call the solution {yt}0≤t≤T the
conditional g-expectation with respect to Ft and denote it by E|z|(ξ|Ft).
Consider the following linear case:
y˜t = ξ +
∫ T
t
µszsds+
∫ T
t
zsdW (s) (4.8)
where |µs| ≤ 1, P0− a.s.. By Girsanov transform, there exists a probability P
µ such that {yt}0≤t≤T of (4.8)
is a martingale under Pµ. Let P := {Pµ
∣∣|µs| ≤ 1, P0 − a.s.}. By Theorem 2.1 in [3],
E|z|(ξ) = sup
Pµ∈P
EPµ [ξ], ∀ξ ∈ L
4+2ǫ
FT
(P0)
and
E|z|(ξ|Ft) = ess sup
Pµ∈P
EPµ [ξ|Ft], ∀ξ ∈ L
4+2ǫ
FT
(P0).
It is easy to see that E|z|(·) is a sublinear operator. Denote the corresponding minimum mean square
estimator by ρ|z|(ξ|Ft). We claim that the minimum mean square estimator ρ|z|(ξ|Ft) does not coincide with
E|z|(ξ|Ft). Otherwise, If not, i.e.ρ|z|(ξ|Ft) = E|z|(ξ|Ft), as the result of Proposition 4.1, we have
ess sup
Pµ∈P
EPµ [ξ|Ft] = ρ|z|(ξ|Ft) = −ρ|z|(−ξ|Ft) = ess inf
Pµ∈P
EPµ [ξ|Ft].
Since P contains more than one probability measures, the above equation can not be true for all the (4 + 2ǫ)
integrable ξ ∈ FT . Thus, our claim holds.

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Appendices
Appendix A
In this section, we give the following lemma which is used to prove Theorem 3.8.
Lemma A.1 Let ηˆ1 = EPˆ1 [ξ|C], ηˆ2 = EPˆ2 [ξ|C], P
λ = λPˆ1 + (1 − λ)Pˆ2, λPˆ1 = λEPλ
[
dPˆ1
dPλ
]
, λ
Pˆ2
= (1 −
λ)EPλ
[
dPˆ2
dPλ
]
. Then we have
EPλ [(ξ − λPˆ1 ηˆ1 − λPˆ2 ηˆ2)
2] ≥ α.
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Proof.
EPλ [(ξ − λPˆ1 ηˆ1 − λPˆ2 ηˆ2)
2]
=EPλ
[(
λ
Pˆ1
(ξ − ηˆ1) + λPˆ2(ξ − ηˆ2)
)2]
=EPλ
[
λ2
Pˆ1
(ξ − ηˆ1)
2 + λ2
Pˆ2
(ξ − ηˆ2)
2 + 2λ
Pˆ1
λ
Pˆ2
(ξ − ηˆ1)(ξ − ηˆ1)
]
=EPλ
[
λ
Pˆ1
(ξ − ηˆ1)
2 + λ
Pˆ2
(ξ − ηˆ2)
2 − λ
Pˆ1
λ
Pˆ2
(ηˆ1 − ηˆ2)
2
]
=λE
Pˆ1
[λ
Pˆ1
(ξ − ηˆ1)
2] + (1− λ)E
Pˆ2
[λ
Pˆ1
(ξ − ηˆ1)
2] + λE
Pˆ1
[λ
Pˆ2
(ξ − ηˆ2)
2] + (1 − λ)E
Pˆ2
[λ
Pˆ2
(ξ − ηˆ2)
2]
− λE
Pˆ1
[λ
Pˆ1
λ
Pˆ2
(ηˆ1 − ηˆ2)
2]− (1− λ)E
Pˆ2
[λ
Pˆ1
λ
Pˆ2
(ηˆ1 − ηˆ2)
2]
=λE
Pˆ1
[(ξ − ηˆ1)
2]− λE
Pˆ1
[λ
Pˆ2
(ξ − ηˆ1)
2] + (1− λ)E
Pˆ2
[(ξ − ηˆ1)
2]− (1− λ)E
Pˆ2
[λ
Pˆ2
(ξ − ηˆ1)
2]
+ λE
Pˆ1
[(ξ − ηˆ2)
2]− λE
Pˆ1
[λ
Pˆ1
(ξ − ηˆ2)
2] + (1− λ)E
Pˆ2
[(ξ − ηˆ2)
2]− (1 − λ)E
Pˆ2
[λ
Pˆ1
(ξ − ηˆ2)
2]
− λE
Pˆ1
[λ
Pˆ1
λ
Pˆ2
(ηˆ1 − ηˆ2)
2]− (1− λ)E
Pˆ2
[λ
Pˆ1
λ
Pˆ2
(ηˆ1 − ηˆ2)
2].
(A.1)
Because
(1− λ)E
Pˆ2
[(ξ − ηˆ1)
2] = (1− λ)E
Pˆ2
[(λ
Pˆ1
+ λ
Pˆ2
)(ξ − ηˆ1)
2]
and
λE
Pˆ1
[(ξ − ηˆ2)
2] = λE
Pˆ1
[(λ
Pˆ1
+ λ
Pˆ2
)(ξ − ηˆ2)
2],
then equation (6.1) becomes
(6.1) = λE
Pˆ1
[λ
Pˆ2
(ξ − ηˆ2)
2 − λ
Pˆ2
(ξ − ηˆ1)
2] + (1 − λ)E
Pˆ2
[λ
Pˆ1
(ξ − ηˆ1)
2 − λ
Pˆ1
(ξ − ηˆ2)
2]
− λE
Pˆ1
[λ
Pˆ1
λ
Pˆ2
(ηˆ1 − ηˆ2)
2]− (1− λ)E
Pˆ2
[λ
Pˆ1
λ
Pˆ2
(ηˆ1 − ηˆ2)
2] + λE
Pˆ1
[(ξ − ηˆ1)
2]
+ (1− λ)E
Pˆ2
[(ξ − ηˆ2)
2].
Firstly, we calculate the items in the expectation operator λE
Pˆ1
[·]
λ
Pˆ2
(ξ2 − ηˆ22 − 2ξηˆ2)− λPˆ2(ξ
2 − ηˆ21 − 2ξηˆ1)− λPˆ1λPˆ2(ηˆ1 − ηˆ2)
2
=λ
Pˆ2
[2ηˆ21(ηˆ2 − ηˆ1) + 2ξ(ηˆ1 − ηˆ2)] + λ
2
Pˆ2
(ηˆ1 − ηˆ2)
2
=λ
Pˆ2
[2(ξ − ηˆ1)(ηˆ1 − ηˆ2)] + λ
2
Pˆ2
(ηˆ1 − ηˆ2)
2.
Because λ
Pˆ2
(ηˆ1 − ηˆ2) is C− measurable and (ξ − ηˆ1) is orthogonal with σ- algebra C under probability
measure Pˆ1, it results that
λE
Pˆ1
[λ
Pˆ2
2(ξ − ηˆ1)(ηˆ1 − ηˆ2)] = λEPˆ1 [λPˆ2(ηˆ1 − ηˆ2)]EPˆ1 [2(ξ − ηˆ1)] = 0.
Similarly, we can also calculate the items in the expectation operator (1−λ)E
Pˆ2
[·]. Then equation (A.1)
becomes
EPλ [(ξ − λPˆ1 ηˆ1 − λPˆ2 ηˆ2)
2]
=λE
Pˆ1
[
(ξ − ηˆ1)
2
]
+ (1− λ)E
Pˆ2
[
(ξ − ηˆ2)
2
]
+ λE
Pˆ1
[
λ2
Pˆ2
(ηˆ1 − ηˆ2)
2
]
+ (1− λ)E
Pˆ2
[
λ2ηˆ1(ηˆ1 − ηˆ2)
2
]
.

12
Definition A.2 For a given probability space (Ω,F , P0), {Fn}n≥1 is the filtration satisfying F :=
∨
n=1 Fn.
We say that the set P is stable if for elements Q0, Q ∈ Pe with associated martingales Z0n, Zn and for
each stopping time τ , the martingale L defined as Ln = Z
0
n for n ≤ τ and Ln = Z
0
τ
Zn
Zτ
for n ≥ τ defines an
element of P, where Pe denotes the elements in P which is equivalent to P0 and Z
Q
n := EP0 [
dQ
dP0
|Fn].
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