Abstract. The problem of reconstructing an unknown electric conductivity from boundary measurements has applications in medical imaging, geophysics, and nondestructive testing. A. Nachman [Ann. of Math. (2), 143 (1996), pp. 71-96.] proved global uniqueness for the two-dimensional inverse conductivity problem using a constructive method of proof. Based on this proof, Siltanen, Mueller, and Isaacson [Inverse Problems, 16 (2000), pp. 681-699] presented a new numerical reconstruction method that solves the nonlinear problem directly without iteration. The method was verified with nonnoisy rotationally symmetric examples. In this paper the method is extended by introducing a new regularization scheme, which is analyzed theoretically and tested on symmetric and nonsymmetric numerical examples containing computer simulated noise.
Introduction.
The two-dimensional (2-D) inverse conductivity problem consists of determining an unknown conductivity distribution inside a bounded region Ω ⊂ R 2 from knowledge of the Dirichlet-to-Neumann, or voltage-to-current, map. The inverse conductivity problem has applications in subsurface flow monitoring and remediation [25, 27, 56, 64] , underground contaminant detection [26, 57] , nondestructive evaluation [30, 77, 78] , and a medical imaging technique known as electrical impedance tomography (EIT) (see [24] for a review article on EIT). In EIT the domain Ω is often a cross-section of the body, such as a patient's chest. The tissues and organs in the body have different conductivities, a fact which enables one to form an image from the conductivity distribution γ(x). By applying a basis of current patterns on electrodes attached around the patient's chest and measuring the resulting voltages on the electrodes, the solution to the inverse conductivity problem yields a 2-D image of a cross-section of the chest. In this geometry, several of the clinical applications include monitoring heart and lung function, diagnosis of pulmonary embolis (a blood clot in the lung), diagnosis of pulmonary edema, monitoring for internal bleeding, and the early detection of breast cancer.
The inverse conductivity problem is modeled by the generalized Laplace equation
where u(x) represents the electric potential and γ(x) represents the conductivity. Applying a known voltage on the boundary of the region Ω ⊂ R n , n ≥ 2, corresponds to the Dirichlet boundary condition u = f on ∂Ω, (2) and knowledge of the resulting current density distribution gives rise to the Neumann boundary condition γ ∂u ∂ν = g on ∂Ω.
Thus, the physical interpretation of the Dirichlet-to-Neumann map Λ γ is knowledge of the resulting current distributions on the boundary of Ω corresponding to all possible voltage distributions on the boundary.
The uniqueness question is to determine whether γ is uniquely determined by Λ γ . The reconstruction problem is how to obtain γ from the knowledge of Λ γ . This is a difficult problem partly because the map Λ γ → γ is nonlinear. Moreover, the reconstruction problem is ill-posed in the sense that large changes in the conductivity can correspond to small changes in the boundary data. Furthermore, the problem is more difficult in dimension n = 2 than n ≥ 3. One way to see this formally is simply to count degrees of freedom. In R n , the Dirichlet-to-Neumann data contain 2(n − 1) variables, while the conductivity consists of n unknowns. Hence in n = 2 the problem is formally determined, while in n ≥ 3 it is overdetermined.
We briefly review theoretical results on the inverse conductivity problem. Motivated by geophysical applications, in 1980 Calderón [20] showed how to determine nearly constant conductivities from the Dirichlet-to-Neumann map. His proof made use of the complex exponential harmonic functions u = e x·ρ and v = e −x·ρ , where ρ ∈ C n and ρ · ρ = 0 (here and throughout · denotes the vector dot product). This approach motivated the use of special complex exponentially growing solutions in later work on the inverse conductivity problem.
A uniqueness result on the boundary was proved by Kohn and Vogelius [44] in 1984. They showed that the Dirichlet-to-Neumann map Λ γ uniquely determines
∂ν | ∂Ω for all k ≥ 0 and γ ∈ C ∞ (Ω). In [45] they proved the interior result that if ∂Ω is C ∞ and γ is piecewise analytic, then Λ γ determines γ uniquely in dimensions n ≥ 2. The continuous dependence of γ| ∂Ω on Λ γ is given in [73] . In [72] Sylvester and Uhlmann showed that if ∂Ω is C ∞ , then Λ γ uniquely determines γ ∈ C ∞ (Ω) in dimensions n ≥ 3. Their smoothness assumption on γ was relaxed to γ ∈ W 2,∞ (Ω) in [54] , and ∂Ω ∈ C 1,1 in [51] , and ∂Ω Lipschitz in [4] . A logarithmic continuous dependence result of γ on Λ γ is given in [3] . The global uniqueness result in R n , n ≥ 3, was then extended to a larger class of PDEs in [36] . Nachman gave a reconstruction method in [51] in dimensions n ≥ 3 for γ ∈ C 1,1 with ∂Ω ∈ C 1,1 . For generalizations of the above results to more general spaces and other related work, see the references given in [74, 52, 38] .
Local uniqueness results in two dimensions for nearly constant conductivities are found in [65, 67, 71] . The global uniqueness question in two dimensions remained open until 1996, when it was resolved for ∂Ω Lipschitz and γ ∈ W 2,p (Ω), p > 1, by Nachman [52] . This result was sharpened in 1997 to W 1,p (Ω), p > 2, conductivities by Brown and Uhlmann [19] . Stability analysis for these global uniqueness proofs are given in [47, 9] . Global uniqueness results under more restrictive hypotheses are found in [67, 70, 66] . For uniqueness results on Schrödinger operators, see [39, 21, 50] .
In addition to the theoretical research, much work has been done in designing practical reconstruction algorithms for the inverse conductivity problem in R 2 and R 3 . Existing algorithms can be categorized as follows:
1. noniterative linearization-based algorithms, 2. iterative algorithms solving the full nonlinear problem, 3. layer-stripping algorithms. Linearization-based algorithms are based on the premise that the conductivity distribution is a small perturbation from a known, often constant, conductivity. Examples of linearization-based algorithms include backprojection methods [7, 8, 14, 58 ], Calderón's approach [20, 22, 35] , moment methods [5] , and one-step Newton methods [15, 48, 49, 23] , which linearize about the constant conductivity determined to be the best fit to the measured data. However, the basic premise that the conductivity variations are small is often incorrect in applications. For example, the average conductivity of the lungs is 0.4 mS/cm during inspiration and 1 mS/cm during expiration-a significant difference. Breast tumors are known to be two to four times more conductive than healthy breast tissue [68, 69] , and accurate conductivity values are needed to distinguish between benign and malignant lesions.
Algorithms solving the full nonlinear problem have been iterative in nature, with the exception of layer-stripping [63, 70] . These iterative algorithms have been based on output least-squares [16, 17, 28, 29, 41, 42, 79] , the equation-error formulation [43, 46, 76] , high contrast asymptotic theory [18] , or statistical inversion [40] . While these approaches are promising for obtaining accurate reconstructed conductivity values, they may be slow to converge. All rely on regularization, either in the minimization functional or in the grid, since without regularization the reconstructed values will have large oscillations. This results in smoothing of the approximation, which may blur features and boundaries.
The theoretical and practical research traditions described above have seldom borrowed ideas from each other. However, the 2-D global uniqueness proof of Nachman [52] outlines a direct method for reconstructing γ without iteration. A practical algorithm based on Nachman's proof was introduced in [59] under the assumptions that ∂Ω is smooth, γ ∈ C 2 (Ω), and γ ≡ 1 near the boundary. This method represents a new class of algorithm for EIT. It solves the full nonlinear problem, so it has the potential of reconstructing the conductivity values with high accuracy.
In this paper we present a regularized version of the reconstruction method given in [59] , extend the method to more complicated conductivity distributions, and study the reconstructions from truncated scattering transforms.
Nachman's proof is divided into two steps:
where the intermediate object t : C → C is called the (nonphysical ) scattering transform, not directly measurable in experiments. It is remarkable that both steps consist of solving a linear integral equation although the full problem is nonlinear. This is possible since the proof is based on the∂ method of inverse scattering [13, 55] . The∂ method was first used by Beals and Coifman [10, 11] for the quantum inverse scattering problem in one dimension and was extended to 2-D problems in [1] . In the context of inverse scattering, the method leads to linear integral equations for reconstructing the eigenfunctions and the potential and also provides necessary conditions which the scattering data must satisfy. See also the references [12, 32, 53] for applications to multidimensional problems. The paper is organized as follows. Section 2 gives an outline of Nachman's proof and the numerical reconstruction algorithm. In section 3 we present three numerical algorithms for the scattering transform. One of these is a new fast algorithm for the direct problem (i.e., when γ is known) and the others are for computing t approxi-mately from boundary data. Combining either of these approximate algorithms with truncation of t leads to a regularized inversion algorithm for electrical impedance tomography. In section 4 we present new results about properties of∂ inversion: we derive an improved algorithm for solving the∂ equation numerically, show how symmetries in the (approximate) scattering transform show up in reconstructed conductivities, and prove a convergence theorem for truncating the scattering transform before∂ inversion. Section 5 contains numerical examples: radial ones containing computer simulated noise and nonsymmetric ones without noise.
The reconstruction method.
We give a brief introduction to Nachman's proof and its numerical implementation; for more details see [52, 59, 60, 61, 62] .
Let Ω ⊂ R 2 be the unit disc. According to section 6 of [52], we do not essentially lose generality with this assumption. Let γ ∈ C 2 (Ω). We assume that 0 < c ≤ γ(x) for all x ∈ Ω and that γ ≡ 1 in a neighborhood of ∂Ω.
The weak-form definition of the Dirichlet-to-Neumann map is given by
where v is any H 1 (Ω) function with trace g on the boundary and u is the unique H 1 (Ω) solution of the Dirichlet problem (1), (2) . The change of variables q = γ −1/2 ∆γ 1/2 andũ = γ 1/2 u transforms the conductivity equation (1) to the Schrödinger equation (−∆ + q)ũ = 0 in Ω. Our assumption that γ be one near ∂Ω allows us to smoothly extend γ = 1 and q = 0 outside Ω. Special solutions ψ of the equation
first introduced by Faddeev [31] are the key to the reconstruction. By Theorem 1.1 of [52] for any k ∈ C \ 0, there is a unique solution ψ of (5) satisfying
for any 2 < p < ∞. We use the complex notation kx = (k 1 +ik 2 )(x 1 +ix 2 ). The space [2] . The solutions ψ of (5) are constructed via the definition
The functions µ are the unique solutions of the Lippmann-Schwinger-type equation 
where∂ = (∂/∂x 1 + i∂/∂x 2 )/2. Accurate numerical algorithm for g k (x) is described in [59, 62, 34] . In section 3.1 of this paper we present a new fast method for numerical solution of µ from (8) . 
where the exponential function e k satisfying |e k (x)| = 1 is defined by
Note that since µ is asymptotically close to 1, the scattering transform t is approximately the Fourier transform of q. Indeed, by the proof of Lemma 2.6 of [52] we have for some −1 < s < 0 and large |k| the inequality
In addition to (12) , there are qualitative similarities between t andq. It was proved in Theorem 3.3 of [59] that, roughly, (i) t is radial if and only if γ is radial, (ii) dilating the conductivity by γ(λx) for some λ > 0 corresponds to dilating the scattering transform by t(k/λ), (iii) reflectional symmetry in γ corresponds to reflectional symmetry in t, and (iv) translating γ corresponds to multiplication of t by certain exponential function of modulus one. Moreover, it was proved in Theorem 3.2 of [59] that extra smoothness in γ allows stronger decay estimates for t at infinity.
We present the two main steps of Nachman's proof.
Step 1 (from Λ γ to t). Define a single-layer operator
where g k is given by (9) . Denote the Dirichlet-to-Neumann map of the homogeneous conductivity 1 by Λ 1 . By Theorem 5 of [52] the integral equation
is a Fredholm equation of the second kind and uniquely solvable in H 1/2 (∂Ω) for any k ∈ C \ 0. Furthermore, t can be recovered from the formula
The numerical solution of (15) is not stable if the data are noisy. We present in section 3 two alternative methods for computing the scattering transform from boundary data. The methods are robust for small and moderately large |k|. In method (a) we make (15) less sensitive to errors in Λ γ by replacing S k by S 0 . The resulting approximations to ψ on ∂Ω are then used in (16) . In method (b) we replace ψ on ∂Ω by its asymptotic limit e ikx in (16) . In either case, we truncate the numerical approximation to t(k) at some radius |k| = R > 0 before using it in the∂ inversion of Step 2. In Theorem 4.2 of this paper we show that reconstructions from truncations of the exact scattering transform converge pointwise to the true conductivity.
Truncating either of the approximations can be viewed as a regularization scheme in the sense that it provides stable approximate computation of t.
Step 2 (from t to γ). Theorem 2.1 of [52] implies that the∂ equation
holds where e −k (x) is defined in (11) , and Theorem 4.1 of [52] shows that (17) is uniquely solvable. Note that differentiation in (17) is carried out with respect to the complex spectral parameter k. For any fixed x ∈ R 2 , the solution satisfies
for all k ∈ C \ 0. Note that the integral is taken over the k-plane, so to solve (18) µ(x, k) is needed for all values of k ∈ C \ 0. Once solved from (18) , the functions µ(x, k) can be used to recover γ [52, section 3]:
The stability analysis of Liu [47] shows that Step 2 has linear stability whereas
Step 1 has only logarithmic stability. Inspired by Liu's results, we choose not to regularize Step 2. We discuss the numerical solution of (18) in section 4.1.
In Theorem 4.1 we show that certain symmetries in the approximate scattering transform used in (18) result in symmetries in the reconstruction.
3. Numerical approximations to the scattering transform. We compute t for given conductivities by solving the Lippmann-Schwinger equation (8) for µ and substituting the result into the definition of t, to which we then apply a numerical quadrature technique. We call the result of this computation t LS and present the details in section 3.1.
Ultimately we wish to reconstruct conductivities from noisy boundary data. In section 3.2 we explain how we simulate noisy measurements in this study.
We present two methods for computing t from Λ γ . Method (a): Solve the (regularized) boundary integral equation (15) (8) is a modification of the method introduced by Vainikko in section 2 of [75] for the Lippmann-Schwinger equation related to the Helmholtz equation. A slightly more general version of the algorithm for exponentially growing solutions will be given in [34] . Vainikko's method and its modifications have computational complexity M 2 log M when the solutions are computed on a M × M grid. The complexity of the earlier scattering transform computation described in [59] is M 4 . Fix k ∈ C \ 0. Following Vainikko, write (8) in the form
We verify that Vainikko's assumptions hold. By [52] we have unique solvability of (20) for all k = 0. All functions (apart from g k ) that we evaluate on the grid are continuous. Finally, Vainikko treats (20) with a fundamental solution for the Helmholtz equation as the kernel. The fundamental solution g k that we use has a logarithmic singularity at the origin and is otherwise smooth. Thus replacing the fundamental solution by g k is justified.
Let us describe the algorithm. Choose such an S > 0 that supp
Choose a positive integer m, denote M := 2 m , and set h := 2S/M . We define the grid approximation for a continuous function ϕ by
Continuous functions are thus represented by 2 m × 2 m matrices of function values on the grid points.
We require a discretized version of the convolution operator
where
2 . For this, set
and consider ϕ ,h as defined in (21) . The discrete counterpart T h of T is defined by
Formula (25) evaluates the continuous function T ϕ at the grid points approximately; the approximation comes from implementing the integral in (23) as a simple quadrature and ignoring the integrable singularity of g k (x) at x = 0. The practical value of formula (25) is that application of T h can be implemented using the FFT. Namely, introduce the zero-padded version of ϕ k,h as
where this product is taken pointwise). Note that the FFT is applied to matrices of size 2 m+1 × 2 m+1 = 2M × 2M , and thus the complexity of one application of T h is O(M 2 log M ). We can now write (20) in the form
where q j,h · denotes componentwise multiplication by q j,h . Then, using an iterative solver (such as GMRES), we can solve (26) .
The scattering transform t is computed with the midpoint rule:
Simulation of measurement noise.
We introduce noise into the numerically simulated data by roughly modeling practical EIT measurements. In this study we consider radial examples for which we have Λ γ available with great accuracy. We modify this accurate operator by simulating measurements. Note that in practice one works with the Neumann-to-Dirichlet map-currents are applied and voltages measured for stability reasons.
Assume that γ is radial. It is shown in [70] that
Thus Λ γ can be represented in the trigonometric basis by the collection {λ n } ∞ n=−∞ of its (nonnegative) eigenvalues. The numerical approximation of the eigenvalues is described in [59] .
We use a very crude electrode model by applying trigonometric voltage functions φ n (θ j ) at 32 equidistant points θ 0 , . . . , θ 31 on the unit circle for n = −16, . . . , 15. The number of evaluation points is the same as the number of electrodes in the ACT3 impedance imaging system at Rensselaer Polytechnic Institute [24] . We simulate the current measurement corresponding to the voltage φ n (θ j ) by
where λ n is an accurate numerical approximation to the nth eigenvalue of Λ γ and ε j are independent Gaussian random variables with zero mean and standard deviation 0.0001. This is approximately the noise level of the ACT3 system. Using these noisy current values, we build a matrix representation of Λ γ in the trigonometric basis.
Method (a) for computation of t from boundary data: t
−1 log |x| be the standard Green's function for −∆. It was shown in [59, 60] that the Fredholm operator appearing in (15) can be written in the form (29) where S 0 is the standard single-layer operator with kernel G 0 and H k is an integral operator with smooth but exponentially growing kernel:
s Green function and the standard one. We drop the term in (29) containing H k and solve for ψ B from
This is possible since the operator
is invertible in H 1/2 (∂Ω) [60] . We compute the approximation t B for t from the formula
We explain how to compute t B in practice. We assume that Λ γ is available as a possibly noisy matrix acting on the Fourier basis. The Dirichlet-to-Neumann map Λ 1 and Neumann-to-Dirichlet map R 1 corresponding to the homogeneous conductivity 1 have the following form in the trigonometric basis:
In addition, Λ 1 φ 0 = 0, and R 1 φ 0 is not defined. When Ω is the unit disc we have the identity 2S 0 = R 1 ; see [60] . We thus have a representation of the operator A γ in the Fourier basis. Equation (31) can be solved with an iterative solver (such as GMRES).
It is possible to implement the operator (30) numerically and solve the original equation (15) . However, with noisy data this computation is instable except for very small |k|. Numerical solution of (31) is feasible with noisy data for moderately large |k| as will be demonstrated in section 5.
Is the approximation t B close to t? Numerical examples presented in section 5 suggest so. Moreover, for k near zero we prove a pointwise estimate (Theorem 3.1) and as qualitative evidence we derive a symmetry result (Lemma 3.2) analogous to Theorem 3.3 in [59] . 
Proof. The following integral equations hold in H 1/2 (∂Ω):
Moreover, since γ ≡ 1 near ∂Ω, the operator Λ γ − Λ 1 is infinitely smoothing and in particular bounded from H 1/2 (∂Ω) to itself. For k near zero we have A /2) ) < 1 and we can write
.
We can bound |t(k) − t B (k)| for k near zero using the inequality (33) . Denote rotation of a complex number z by angle ϕ ∈ R by z ϕ := e iϕ z. Then 
and we can calculate
Denote by R the operator (Rf )(x) = f (−x) and note that f, Rg = Rf, g . Assume that γ 2 (x) = γ 1 (−x). Then Λ γ2 = RΛ γ1 R and S 0 commutes with R so we can compute as above to get (37).
Method (b) for computation of t from boundary data: t
exp and t exp . In [59] the following approximation to t was introduced:
This approximation comes from substituting the approximation ψ ≈ e ikx into formula (16) . It is simpler to use t exp than t B : We need only to apply the noisy boundary measurements once in (38) instead of twice in (31) and (33) .
Is t exp close to t? The method of proof of Theorem 3.1 leads only to an estimate |t(k) − t exp (k)| ≤ C|k| 2 for k near zero, which is not very useful since both t and t exp are bounded by C|k| 2 for k near zero. However, numerical experiments show that t exp is often close to t and that it is possible to get reasonable reconstructions of conductivities from t exp . In addition we have the following result on symmetries of
Proof. Assume that γ 2 (x) = γ 1 (x −ϕ ). Analogously to the proof of Lemma 3.2, we compute
As in the proof of Lemma 3.2, identity (40) is proved similarly to (39) . It is simple to compute t exp numerically for rotationally symmetric conductivities with and without composition by a conformal map. We present formulas for both cases below. 
Substituting this series into formula (38) gives
Identify C = R 2 and define a map Ψ in a neighborhood of the closed unit disc Ω by
−1 e iθ | a ∈ C, |a| < 1, θ ∈ R}, the well-known class of conformal bijections Ω → Ω mapping ∂Ω onto itself. Therefore Ψ(Ω) = Ω. Moreover, Ψ is a Möbius transformation and maps circles in the interior of Ω to other such circles. The nonsymmetric conductivityγ is then defined byγ := γ • Ψ −1 . To obtain the approximation t exp to t for these nonsymmetric examples, we proceed as in [33] . Write the conformal map Ψ as
Then the approximate scattering transform corresponding to the conductivityγ can be computed from
where the functions a n (z) are given for complex z recursively by
4. From the scattering transform to the conductivity. To obtain the conductivity from the scattering transform, one must solve the∂ equation (17) . In section 4.1 we present an improved numerical algorithm. However, in practical situations we are not given the actual scattering transform, but only a numerical approximation. In section 4.2 we discuss how symmetries in the approximate scattering transform manifest themselves in the reconstructed conductivities. In section 4.3 we prove that reconstructions from truncated (exact) scattering transforms converge pointwise to the correct conductivity when the cutoff radius grows.
Numerical solution of the∂ equation.
To solve the∂ equation (17), we solve the weakly singular Fredholm integral equation of the second kind (18) for k in a bounded subset R ⊂ C. In our implementation, R is a rectangle. The fact that the∂ equation must be solved independently for each x in the region of interest to obtain γ(x) suggests the use of parallelization in a numerical method. We used the method developed in [59] with some small improvements, which we describe here.
Our∂-solver in [59] is a 2-D adaptation of the method of product integrals presented in [6] . The idea of the method is to factor the integrand into its smooth part and its singular part and approximate the smooth part with a simple function, such as an interpolatory polynomial. The new integrand is then computed analytically where possible. We stress that in the numerical solution of the∂ equation, no radial symmetry of γ or t was assumed.
Here we define a mesh M = {(u j , v i ) : i, j = 0, . . . , N + 1} on the rectangle R in such a way that k = 0 is not a mesh point. We approximate the function
e −x (k)µ(x, k) using bilinear interpolation, except on the mesh square Q 0 containing k = 0, and on the outermost squares in the mesh M , we set µ ≡ 1, using the fact that µ ∼ 1. On the square Q 0 , we use the fact that This leads to the discretized form of (18):
, N − 1}}, the outermost squares in the mesh. The special treatment of Q 0 is the first modification to thē ∂-solver introduced in [59] . Formerly, bilinear interpolation was used on all squares.
To obtain a linear system, we choose s to be the nodes of the inner mesh elements {s = (u j , v i )} 
The factors of k in the numerator arise from the bilinear interpolant of f . On Q 0 we must evaluate
Note that when s lies on a corner of the mesh element over which we are integrating, an integrable singularity will be present in the integrand. When s does not coincide with a corner of the mesh element over which we are integrating, the above integrals are not singular, and they can be computed using a numerical quadrature method such as a 2-D Gauss-Legendre quadrature. The singular integrals in (48) and (49) can be evaluated analytically. Note that there are 16 singular integrals in (48) and 8 in (49). We omit their solutions for brevity.
Denote µ ji (x) := µ(x, (u j , v i )). Note that k = 0 is not a node. Now by regrouping terms, one can write
where A ji (x) is a linear combination of the J ji αβ 's and the four integrals in (49) . Thus, we have the linear system Iµ(x) − Aμ(x) = g(x), (51) where A(x) is the N 2 by N 2 matrix A(x) = (A ji (x)) and I is the N 2 by N 2 identity matrix. This system can be solved by equating the real and imaginary parts to obtain two linear systems in real variables with two vectors of unknowns.
Note that the factors J ji α (s) in the matrix A are independent of x, so they need only be computed once and stored. Then in parallel, the matrix A is assembled and the resulting systems (51) are solved.
To test our computed values of µ from the∂ equation, we used the LippmannSchwinger solver described in section 3.1 to find numerical µ for test conductivities.
The solution of the system (51) results in a set of values of µ(x, k) for k ∈ M and some discrete set of x-values in Ω. Recall that the conductivity is given by
The value of µ(x, 0) was approximated in this implementation using bicubic interpolation on the 16 values of µ(x, k) nearest k = 0 in the mesh M . This is the second modification from the method described in [59] .
Qualitative properties of the∂ inversion.
In this section we discuss how various properties of the (approximate) scattering transform t are related to properties of reconstructed conductivities.
for all p ∈ (2 − ε, 2 + ε) for some ε > 0 and j = 1, 2. Let γ j ∈ C(R 2 ) be given by∂ inversion from the functions t j as described in Theorem 4.1 of [52] . Let ϕ ∈ R, λ > 0, and x ∈ R 2 ; denote
Remark. Assume that γ j ∈ C 2 (R 2 ) have a positive lower bound and that γ j − 1 is compactly supported for j = 1, 2. Further, let t j be the scattering transforms corresponding to γ j . Then equivalence holds in (i)-(iv) by Theorem 3.3 of [59] .
Proof. Define ρ ϕ by the operator ρ ϕ µ(x, s) := µ(x, s ϕ ). Definẽ
Write the integral equation (18) in operator form as
Since the operator
Assume that t 2 (k) = t 1 (k ϕ ). By (18) and the change of variables
Taking the limit as s → 0, by (19) we have that γ 2 (x) = γ 1 (x ϕ ). The cases (ii), (iii), and (iv) can be proved similarly to case (i).
Reconstruction from truncated scattering transform.
Let γ be a C 4 conductivity and t its scattering transform. We present a new result: The conductivities γ R reconstructed from t truncated at |k| = R converge pointwise to γ when R → ∞.
For any radius R > 0, define a function t R : C → C by
Since t satisfies the assumptions of Theorem 4.1 in [52] , so will t R . Let (56) then the solutions of the following integral equations exist:
This γ R is thought of as an approximation to the actual conductivity. By [52] we know that γ R is Hölder continuous, bounded away from zero, and asymptotically equal to 1 when |x| grows. Theorem 4.2.
Let Ω ⊂ R 2 be the unit disc and γ ∈ C 2+m (Ω) with m > 1. Assume that γ ≡ 1 near ∂Ω and 0 < c ≤ γ(x) for all x ∈ Ω. Let t be the corresponding scattering transform defined by (10) , and define t R , µ R , and γ R as above for any R > 0. Then the following estimate holds for large R:
For the proof of the theorem, we need a result analogous to Lemma 2.2.1 [47] .
with C M independent of x and k; here r > p with 1/p + 1/p = 1. (60) or, by the definition of A R ,
Proof. Define operators A and A R by
From the proof of Theorem 4.1 in [52] we know that I−A is invertible on L r . Moreover, the proof of Lemma 2.2.1 in [47] shows that
for the adjoint operator. Consider inequality (4.6) of [52] :
and note that
By Theorem 3.2 of [59] we can choose R so large that
for |k| > R, so for such R we have
is open, the operator I − A R will be invertible for all large enough R and satisfy
By (63), Lemma 1.2 of [52] , and (61) we have for fixed [52] and |e −x (k)| = 1, the lemma is proved.
Proof of Theorem 4.2. For fixed (64) and from (60) 
We will bound each of the three terms in the right-hand side of (65) .
Consider the first term in the right-hand side of (65) . Recall that
where w = w 1 + iw 2 and z = z 1 + iz 2 . Note that |e −x (k)| = 1. So by (62) 
Consider the second term in the right-hand side of (65) . By Theorem 4.1 of [52] there exists such a constant C 2 > 0 that
Hence by (67) and (62) 
Consider the third term in the right-hand side of (65) . By Hölder's inequality and Lemma 4.3 
+2 .
By Theorem 3.1 of [59] (see also [60] ) we can choose 0 < < R sufficiently small so that for |w| < 
Since 2 < r < ∞ we have 1 < r < 2 and, using (64),
Numerical examples.
We present seven examples divided into three groups. The example conductivities have varying degrees of smoothness and different qualitative features such as dips or hills near the boundary.
The first group of examples, presented in section 5.1, consists of radial conductivities γ 1 , γ 2 , and γ 3 . Of these, we have already treated γ 3 in [59] and γ 2 in [61] with nonnoisy boundary data. We show here new reconstructions of these radial conductivities from noisy and nonnoisy boundary data by implementing both steps of Nachman's method. We demonstrate the differences of the reconstructions done with t LS , t B ,t B , t exp , andt exp . We also study the nature of the pointwise convergence proved in Theorem 4.2 by reconstructing from truncated (exact) scattering transform.
The second group of examples presented in section 5.2 contains one nonsymmetric conductivity γ 4 . We study the pointwise convergence of reconstructions from truncated t LS 4 with growing cutoff radius. The third group of examples is presented in section 5.3 and consists of nonradial conductivities γ 5 , γ 6 , and γ 7 obtained by composing the radial conductivities γ 3 , γ 2 , and γ 1 , respectively, with a conformal map. For these conductivities it is possible to compute t exp with good accuracy, and we are able to compare reconstructions of these conductivities from good-quality t LS and t exp . We summarize properties of the examples we treat in this paper in Table 1 . For plots of all the example conductivities, see Figure 2 . We present all numerical parameters and computational details for Example 1. Unless otherwise stated, the parameters are the same for Examples 2-7. symmetric conductivities γ 1 , γ 2 , γ 3 . From symmetry Theorem 3.3 of [59] and Lemmas 3.2 and 3.3 of this paper, we know that t i , t B i , and t exp i are radial and real-valued for i = 1, 2, 3. Thus it is enough to compute them for real and positive k only.
First group: Radially
We list in Table 2 some approximate eigenvalue differences λ n − n corresponding to Dirichlet-to-Neumann maps Λ γ1 , Λ γ2 , Λ γ3 . Define a radially symmetric conductivity γ ∈ C m (R 2 ) by
where F ρ is a C m 0 (R), m ≥ 2, function satisfying F ρ (t) = F ρ (−t) and having support in the interval [−ρ, ρ]. Moreover, α ∈ R is such a constant that αF ρ (|x|) > −1 for all x ∈ R 2 . The Schrödinger potential q corresponding to γ is the C m−2 0 (R 2 ) function given outside the origin by
Note that we always have γ ≡ 1 and q ≡ 0 for |x| ≥ ρ. We present three radial conductivities for our numerical examples with different choices of F ρ and α.
and F ρ (x) = 0 for |x| > ρ. We define γ 1 by formula (69) with α = 5 and ρ = 3/4. Then max |γ 1 (x)| ≈ 2.2. Plots of γ 1 and the corresponding potential q 1 are found in Figure 2 .
The exact scattering transform t Eigenvalues of Λ γ1 were computed for n = 1, . . . , 75 with the method described in [59] . See Table 2 for few first eigenvalues.
We verified our computational scheme for t
LS
1 by comparing it to the numerical scattering transform t 1 achieved by solving (15) numerically using exact data without regularization. The relative difference |t Figure 3 . Noisy EIT measurements on electrodes were simulated as described in section 3.2, and we obtained a matrix representation of Λ γ1 from whicht Figure 3 . Note from Figure 3 that the noisy approximations blow up as |k| → ∞. For that reason, they were truncated in the reconstructions using the∂ equation. In practice,t B 1 was set to zero for |k| > 6, giving a maximum value of (t To study reconstructions from truncated scattering transforms, t LS 1 (k) was set to 0 for values of |k| > R for a sequence of R values. In Figure 5 we include plots of reconstructions from truncated t LS 1 with R = 7, 6, 5.5, 4, 2. From these plots it is evident that significant information about γ 1 is found in t 1 (k) for small values of k since the reconstructions do not lose significant qualitative information about γ 1 until R < 6. These results are very encouraging since noise in the measurement data leads to truncated approximations to the scattering transform (see, for example, the plots oft Figure 3) .
and F ρ (x) = 0 for |x| > ρ. We define γ 2 by formula (69) with α = 10 and ρ = 3/4. Then max |γ 2 (x)| ≈ 4. Plots of γ 2 and the corresponding potential q 2 are found in Figure 2 . Figure 7 . In this examplet B 2 was set to zero for |k| > 7.2, andt exp 2 was set to zero for |k| > 7.25.
Reconstructions of γ 2 from the truncated t LS 2 with R = 7, 6.5, 6, 5, 4 are plotted in Figure 8 . Note that significant qualitative information is retained about the conductivity until R < 5.
Example 3. Fix 0 < ρ < 1 and let F ρ ∈ C ∞ 0 (R) for −ρ ≤ x ≤ ρ be given by
and F ρ (x) = 0 for |x| > ρ. We define γ 3 by formula (69) with α = e 8 and ρ = 1/2. were computed similarly to Example 1. See Figure 9 for a plot.
This example was considered in [59] , where reconstructions of γ 3 from t were set to zero for |k| > 3.5. From the plots one observes that the reconstructions from noisy data have much lower amplitude and larger support than the actual γ 3 . This may be due to the fact that these scattering transforms were truncated at a very small |k| value such that the minimum value of t 3 is not captured in the noisy approximation (as it was in the previous two examples).
We consider reconstructions of γ 3 from truncated t LS 3 with R = 13, 11, 9, 7 and include the plots in Figure 11 . The potential q 4 is difficult for numerical computations. It has sharp peaks that require fine sampling to be represented efficiently. This becomes evident in the computation of t LS 4 : we use the choice M = 64 (see section 3.1) in the square [−35, 35] 2 ⊂ C. The accuracy is poor near k = 0 since t LS 4 (0) = 0. We refine the computation near the origin by using the choice M = 256 in the square [−4, 4] 2 ⊂ C resulting in more accurate computation. However, as evident in Figure 12 , there is a visible jump between t LS 4 values inside and outside the square [−4, 4] 2 , indicating that the computation with M = 64 is not very accurate for |k| = 4.
In spite of these difficulties, the reconstructions are surprisingly accurate. Figure  13 Figure 14 with the actual conductivity found in Figure 15 . Cross-sectional plots of the reconstructions along the real axis are found in Figure 17 . It is curious that in this example the reconstruction from t exp 5 is more accurate than that from t LS 5 . We consider reconstructions from truncated t LS 5 (|k|) with R = 15, 11, 9, 7 and include the plots in Figure 18 .
Example 6. Define γ 6 := γ 2 • Ψ −1 . See Figure 2 for a plot of γ 6 and q 6 . We computed t LS 6 (k) similarly to Example 4. We chose M = 64 in the square [−35, 35] 2 and M = 256 in the square [−3, 3] 2 . Moreover, we computed t exp 6 (k) in the square [−35, 35] 2 as explained in section 3.4 using the 75 computed eigenvalues of Λ γ2 . See Figure 19 for plots of real parts of t LS 6 , t exp 6 , andq 6 . Reconstructions of γ 6 were obtained as above. Cross-sectional plots of the reconstructions along the real axis are found in Figure 20 and reconstructions from truncated t LS 6 (|k|) with R = 9, 7, 5 are found in Figure 21 . found in Figure 26 . Although an R slightly larger than in Example 1 is needed to reconstruct the dip in the conductivity in this example (R = 9 as opposed to R = 6), significant information about the conductivity is recovered even when R = 3. This bodes well for the use of noisy data, since in our simulations the noisy scattering transforms were accurate for small k values.
Conclusion.
We have shown by proofs and numerical experiments that Nachman's method can be used to reconstruct complicated features of conductivities from boundary data. We have presented two practical methods of computing the scat- tering transform from the Dirichlet-to-Neumann data. Both methods can be viewed as a regularization technique for the reconstruction algorithm. Reconstructions using the two regularized scattering transforms were computed for various symmetric and nonsymmetric examples for noisy and nonnoisy data and compared to reconstructions from the scattering transform computed from a known conductivity via the Lippmann-Schwinger-type equation. Both approximations led to reasonable reconstructions. The experiments give encouraging results for the practical use of this algorithm in EIT.
