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Ahstraet-In a paper by Melcher[6] the stabilization of a vibrating string has been studied from a 
theoretical point of view. The purposes of this paper are to study the same problem from both mathematical 
and numerical points of view and, furthermore, to look at stabilization and control problems. The main 
mathematical and numerical interests of this problem lie in the presence of a Dirac measure in the wave 
equation. 
INTRODUCTION 
The stabilization of a vibrating string by a lumped feedback has been studied by Melcher [6,7] 
and Heller[2]. The purpose of this paper is to study the same problem enlarged in several 
aspects such as: mathematical nd numerical analysis. 
The physical system consists of a conducting elastic string stressed by a uniform transverse 
electric field. 
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Fig. 0.1. The vibrating string. 
If y(x, t) denotes the displacement of the point x of the string at time t and if these 
displacements are sufficiently small, the equation of motion is: 
(0.1) 
with: c, the speed of sound in the string; R, a ‘given constant which depends on physical 
characteristics of the system. 
The term - Ry in equation (0.1) being destabilizing, the problem is to stabilize such a system 
by an additional device. Three types of stabilizing feedback can be considered: 
(i) A distributed feedback which consists in adding, along the string a force, -My, 
proportional to the displacement. 
Equation (0.1) becomes 
3 k t) - c2 $$ (x, t) - Ry(x, t) + My(x, t) = 0. 
Unfortunately the practical realization of such a feedback is not easy. 
(0.2) 
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(ii) .A lumped feedback can be realized by a set of m fixed structures which sample the 
transverse displacement of the string and induce a feedback field, tending to retain the static 
equilibrium. 
The equation of the system is now 
3 (x, t) - c2$ (x, t) - Ry(x, t) + M 2 y(b;, r)s(x - bi) = 0 (0.3) 
i=l 
where bi is the abscissa of the station number i. 
(iii) Instead of using fixed stations, a third possibility of stabilizing the string is to move a 
single station which at time t is placed at point x = y(t). 
In this case the system is governed by the equation 
$(x9 t)- c2$(x, t)-Ry(x, t)+ My(y(t), t)s(x - y(f)) = 0 1 
A particular case is the scanning where 
(0.4) 
II, being a constant (‘speed’ of scanning). 
The first part of this paper deals with the mathematical study of equation (0.4). An existence 
and uniqueness theorem for a solution is given. 
Then the stability analysis is presented. Two types of feedback are considered. The first one 
is realized by fixed stations. The second one is purely theoretical and consists in feedback 
sampled in time and distributed in space. 
An optimai control problem is presented in Section 3 and the numerical analysis is done in 
Section 4. In particular two stable numerical schemes are presented in the case of a scanning of 
the system. 
Numerical results, related to the various problems previously studied, are presented in 
Section 5. 
1.1. The model 
1. THE STATE EQUATION OF THE SYSTEM 
In this section we consider the closed loop system with one moving station. Let y:[O, T]+ 
[0, L] be a given function and R and M two non-negative constants. The system is governed by 
the following equation: 
$- c2$- RY + My(y(t), t)s(x - y(t)) = 0. (1.1) 
The ends of the string are fixed: 
y(O,1) = y(L, r) = 0 (1.2) 
and the initial conditions are: 
Y (4 0) = Yobk OSXSL 
2 (x, 0) = Y 1(x); OSXSL. 
(1.3) 
This section is concerned with the proof of an existence and uniqueness theorem of a 
solution of equations (1. iHi .3). 
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1.2 Hypothesis and notations 
The following notations will be used: 
H = L.‘(O, 12); (0, .) scalar product in H, 
V = Ho’(O, L) = { 4 E H Ig E H; 4(O) = 4(L) = 0). 
We define on V two bilinear forms: 
at4 ti) = c2 I Ldb dlCI o dx 6) jy 6) dx, 
We denote: 
btt, 4, JI) = M~trtWtr(t)) for t E LO, Tl. 
Q = IO, U x IO, T[ 
I- = {(y(t), tY)t E LO, Tl) 
and we suppose that y is piecewise continuously differentiable. 
Remark 1.1 
To simplify we assume that R = 0 in (1.1). Acually existence will be proved by a fixed point 
argument which can be applied even in the case R# 0. 
Definition 1.1 
A function y(r): [0, T] + V is said to be a weak solution of equation (1.1) . . . (1.3) if it 
satisfies: 
+ a(y, 2) + b(t, y, *)‘= 0, VT E V (1.4) 
and the initial conditions (1.3). 
Remark 1.2 
We cannot apply the classical results of existence for second order hyperbolic equations (cf. 
Lions [4]) to (1.4) because the bilinear form (cp, 4) + b’(t ; Q, $1 is not continuous on V X V. 
1.3. Existence and uniqueness of a weak solution 
Now we state the main result of this section: 
THEOREM 1.1 
Assume that the function y satisfies: 
I+(t) - c( 2 Tt > 0 Vt E [O, T] (1.5) 
(except for a finite number of discontinuity points for y). 
Then, under the hypothesis: 
YoEV; Y,EH (1.6) 
there exists an unique weak solution to problem (1.1) . . . (1.3) such that: 
Y E C"(O, T: VI, dt ik E C'(O, T; H). (1.7) 
Moreover, the following estimate holds : 
dx 6 KtT, ~)U(yoll:+ Iytl~?l; Vt E [O, Tl (1.8) 
with K(T, q)++m when 17 -+O. 
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Sketch of the proof 
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The method of demonstration consists in applying a fixed point argument to the mapping 
G:z+ y defined by: 
-jp- c22 = z(y(t), tmx - y(t)). a2Y 
Remark 1.3 
Theorem 1.1 shows that the solution {y(t); dy/dt(t)} has at any time the same regularity as 
{yO, y,}. Consequently we can reduce the study to an arbitrary small interval of time: existence 
on the whole interval [0, T] follows by iteration. 
1.4 Proof of theorem 1.1 
The main step of the proof is the following: 
LEMMA 1.1 
Under hypothesis (1.5) and f gioen in L”(0, T), the system: 
a2j 2 89 -g- c jg = fW(x - y(t)), (1.9) 
y^(O, t) = j(L, t) = 0 (1.10) 
,. 
j(x, 0) = 0 $-$X, 0) = 0, (1.11) 
has an unique solution j such that: 
j E CO(O, T; V), g E co(0, T; H) (1.12) 
and the following inequality holds: 
Proof of Lemma 1.1 
(i) A transmission problem. 
As r is smooth, it divides Q in two subdomains, Q”’ and Q”’ defined by: 
Q"' = {(x, t) E QlO < x < y(t)} 
Qt2' = {(x, t) E Q]?(t) c x < L} . 
If 9”’ and jt2’ denotes respectively the restrictions of j to Q(‘) and Q”‘, system 
(1.9)(1.10)(1.11) may be rewritten, 
aZj(i) 2 a2j(i) 
at2-c x=0 in Qti’ i=1,2 (1.14) 
Y 
,+(I) = 3’2’ on r (1.15) 
, ajc2) aj”) + c2 ajt2) aj(') 
y at at ( > ( ax-x +f=O onr > 
with boundary and initial conditions (1.10) (1.11). Now by introducing new variables: 
(1.16) 
” 
’ = at 
dy+cg 
ag aj 
v=x-cax I (1.17) 
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one gets the following system of equations: 
au(i) au(i) 
--c-=0 
at ax 
au(i) au(i) I in Qti) i= 1,2 at+c-=0 ax 
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(1.18) 
where @), I)(~) are the restrictions of U, u to Q”‘, i = 1,2, with transmission conditions: 
3 p) _ p - 
y'+C 
onr . (1.19) 
y(2) _ y(l) - f 
Y ‘-c 
Equations (1.10) (1.11) are replaced by: 
u”‘(0 9 t) + V”‘(0 I C) = 0 
P(L 
(1.20) 
, C) + u@)(L 9 C) = 0 
u’“(x, 0) = 0 
V’“(X, 0) = 0 
i= 1,2 . (1.21) 
(ii) Energy estimate 
In order to simplify the proof it is possible to divide the interval [0, T] in sub-intervals with 
length: 
L 
7’5, 
then in IO, L[ x IO, T[ there is at most one reflection of a characteristic on boundaries. 
By looking at equations (1.20) (1.21) it is clear that the main dilkulty of the problem lies in 
the case when a characteristic passing through M(x, t) crosses I. There are mainly two cases 
illustrated by Fig. 1.1. 
For instance let us consider the case y’(t) < c. Let t-(x, t) and t+(x, t) be defined by: 
t-(x, t) intersection of I with characteristic (- c) 
t+(x, t) intersection of I with characteristic (+ c) 
then t- and t+ satisfy (cf. Fig. 1.1). 
Case y’(t) > c Case y’(t) c c 
Fii. 1.1. Case y’(t) < c, case y’(t) > c. 
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x+ c(t-t_(x,t))= r(t-(x.t)) 
Ct+(X, t ) - Y(f +(x, t)) = x + cr - 2L. 
It follows from (1.22) and (1.23) that: 
5 (x7 r) = $) + c 
5 (x7 r) = c _ &) 
(1.22) 
(1.23) 
(1.24) 
(1.25) 
Now it is possible to show explicitly the solution u(x, r) by using equations (1.18) and 
conditions (1.19), (1.20), (1.21) 
U(X, r) = f(r-) f(r+) 
y’(r-) + c - f(r+) - c 
or, by integration, 
14x9 01 d IlfllL-~ooT~ ’ Ir’(r--) + cl+ lu’(r !) - cl I 
This last inequality and (1.24) and (1.25) yield: 
I ,‘ luk Ol*dx =WllhO.~~ 1‘ [ly’(si + cl + lu,tsi _ cl] ds. 
(1.26) 
(1.27) 
The same method can be applied for o; then (1.13) is verified on [0, r]. By repeating the 
argument on [T, 211. . . , the same inequality is valid on [0, T]. The Lemma is thus established. 
Now let us consider the mapping: 
(1.28) 
where y is a (weak) solution of equations: 
3- 22 = -Mz(r(r), rp(x - y(r)) 
~(0, t)= Y(L, 0=0 
ykO)= Ye(X), +I)= YdX). 
(1.29) 
LEMMA 1.2 
Under the hypothesis of Theorem 1.1, the mapping defined by (1.28) (1.29) is ajine 
continuous in C’(O, T; V) x C’(O, T; H) and contracting for T sujicienrly small. 
Proof of Lemma 1.2 
The continuity of G is a consequence of Lemma 1.1. The constant erm of affinity is given 
by the solution of: 
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440, t) = 445, C) = 0 
4(&O) = yo, $(x,0) = y, 
which is defined in p(O, T; V) x c(O, T; H) (see for instance Lions[4]). 
Furthermore by choosing T sufficiently small, formula (1.13) shows that G is contracting. 
Application of LEMMA 1.2 shows existence and uniqueness of a solution to equations 
(1.1)-(1.3) on [0, r] where T depends only on y(m). Global existence on [0, T] follows by 
iteration. 
Remark 1.4 
In the case y’ > c the solution of equations (1.1) (1.3) coincides with the solution of the same 
equation with M = 0 in the hachured part of Fig. 1.2. 
In the case y’ = c, the system has again a solution with a discontinuity on I. This solution is 
not physically acceptable. 
1.5 Saw-toothed scanning 
We deal now with a particular scanning, called saw-toothed scanning, which is defined by, 
y(t) = 70(f) = i (t - no) for n8 < t <(n + 1)0 n = 0, 1,2. . . 
where B is the period of scanning. 
Let us denote by ye the solution of (1 .l), (1.2), (1.3) corresponding to ye and introduce the 
solution y of: 
jqo, 2) = jyL, t) = 0 (1.30) 
l(x, 0) = y&x); 5 (XV 0) = Yl(X) 
When the period of scanning 8+0, the solution ye of the system with the saw-toothed 
feedback converges to the solution F of the system with a distributed feedback. More precisely 
38 
28 
co.5e Y’C c 
Fig. 1.2. Case y’(r) < C. Fig. 1.3. Saw-toothed scanning. 
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one can prove (see Jaffre[3]) the following: 
THEOREM 1.2 
When B+O, we have: 
ye + j in Co(o) and L”(0, T; V) weak* 
%+s in L”(0, T; H) weak* 
Proof of Theorem 1.2 
(i) Energy estimate 
The same argument as in proof of Lemma 1.1 shows that: 
where ue and vg are the corresponding u, v for y = ye. 
A consequence of (1.31) is: 
I oL @b(z tf + Ivdx, t,fj dx c K,, Vt E [O, T] 
where K. depends only on data but is independant of 8. 
(ii) A uniform Lipshitz property 
Now we want to show that: 
‘lye(x + 6, t + 7) - ye(x, 01 c KICISI”*+ I ‘*). 
First of all, one has 
On the other hand the difference: 
Y&9 t + 7) - YdX, t) 
can be computed explicitly. 
For instance, in the case: 
CrsxCL-CT, 
we have 
ydx, t + T) = ;[ys(x - CT, t) + ydx + CT, t)] +& j-y0 2 (6, t) dt 
X CT 
M 
-z , I r~~~.r) yet s) ds 
R 
+z II 
D(s,:r, Y& ~1 dt da 
(1.31) 
(1.32) 
(1.33) 
where D(x, t; T) is the intersection of the cone of backward waves associated to the point 
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(x, t + T) with [0, L] x [t, t +T]. Then using estimation (1.32) we obtain: 
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Inequality (1.29) by easy calculations, yields: 
lydx, l + 7) - YdX, 01 s Iw*, (1.35) 
,then (1.33) is established. 
(iii) Convergence of ye 
The theorem is thus proven by Ascoli’s theorem and the following: 
LEMMA 1.3 
Let 2 be given in Co(Q) and: 
then 
T 
IO = ~e(‘~e(t), t)z(~eU), 1) dt (1.36) 
y(x,t)z(x,t)dxdt 
The proof of the lemma is given in Jaffre[3]. 
2. STABILITY ANALYSIS 
2.1 Stabilization by fixed stations 
In this section, we study the stabilization of the system by fixed stations. There are two 
ways to do so: 
In one way, the number m of the station is fixed and the value of M must be adjusted. 
In another way, M is fixed and the number m of stations is to be determined. 
The results are stated in Theorem 2.1. 
Let us recall that the displacement of the string y(x, t) is governed by the variational 
equality: 
( > $,d +ady,4)-RY94)=0 VfpEV (2.1) 
y(O) = yo, 2 (0) = Yl (2.2) 
where: 
a&, 4) = ah 4) + My, 4). 
b(Y, 4) = M( 2 Y(biM(bi)) 
bi denoting the abscissa of the station number i. 
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The solution of (2.1), (2.2) is stable, i.e. 
if the smallest eigenvalue of a M, denoted by AM, is strictly greater than R. 
Let W be the following set: 
W = (4 E VI (,’ Id(x){* dx = I]. 
it is well known that hM verifies: 
Now let us introduce: 
W~={C$E WI 4(bi)=O i=l,...,m) 
(2.3) 
(2.4) 
One can prove the following lemma (see[l]): 
LEMMA 2.1 
The mapping M + AM is strictly increasing, satisfies a Lipschitz condition and: 
lim AM = A, (2.5) 
M-Bm 
where A verifies: 
2 
(bO = 0 and b,+, = L) . 
With this lemma it is possible to prove the following theorem stated in Melcher[6]. 
THEOREM 2.1 
(i) Assume that m stations are given. It is possible to stabilize the system if: 
R<$(m+l)‘. (2.6) 
For this purpose, it is suficient to set the stations equidistant and to choose M large enough. 
(ii) If M is fixed, the system is stabilized by taking a number of stations large enough. 
Remark 2.1 
Note that the condition (2.6) means that, at most, m modes are unstable in the system 
without feedback. 
2.2 Stabilization by a distributed feedback, sampled in time 
We did not succeed in studying the stability of the system with a saw-toothed feedback. 
In[2] Heller does the change of variable 5 = y(t), T = t and thus gets a system with a sampled in 
time distributed feedback, but the method he studied it with is not correct. 
This fact suggest studying the system with a sampled in time distributed feedback. 
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In this case, equation (1.1) can be written: 
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~-C’&?y+A!f 8% 
c 
- y(x, kB)S(f - ke) = 0, (2.7) 
=I 
with boundary and initial conditions: 
Y(O, t) = Y(L t) = 0, (2.8) 
Y(X, 0) = Yo(Xh $ (x, 0) = Ylh). (2.9) 
The stability of system (2.7), (2.8), (2.9) is analysed by means of the basis of eigenfunctions 
of the operator -(d2/dx2) with boundary conditions (2.8): 
We sin 5, 
with associated eigenvalues k2p2/L2, k = 1,2,. . . . 
In absence of feedback one has to distinguish between: 
The unstable modes defined by: 
k2m2 
czF-R=-wt2s0 k=1,2 ,..., kO. (2.10) 
The stable modes defined by: 
c’q-R= wk2>0 k=k,+l,k,,+2,... . (2.11) 
The problem now is to see if it is possible to stabilize the unstable modes and if the stable 
modes are preserved by this stabilization. 
Case (i) k c ko. 
The mode k is stable if 
I 
chcw,e,-g Sh(W#) d 1. 
k I 
The condition (2.12) is illustrated in Fig. 2.1. If we denote: 
(2.12) 
a=- 
2 ’ 
the dark lines of Fig. 2.1 indicate the instability intervals for Q. 
- Instability Intervals 
(2.13) 
Fig. 2.1. Stability results for the stable modes in absence of feedback 
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The condition (2.12) leads to the following: 
THEOREM 2.2 [l] 
It is possible to stabilize the unstable modes (2.10) by a feedback as in (2.7) by choosing: 
8 suflciently small, 
c2w2 
Mequal toMo=R--LT. 
Remark 2.2 
The value MO in Theorem 2.2 is precisely the value of M which stabilizes the system with a 
distributed feedback. 
Case (ii) k > kO. 
The mode k is unstable iff: 
I cos (WI@)-& sin (wke) s 1. (2.14) 
The condition (2.14) is illustrated in Fig. 2.2 in which (a is still defined by (2.13)) the dark 
lines indicate the intervals of instability. 
Conclusion 
The stable modes (2.1) are not preserved by the sampled feedback. Nevertheless, by 
choosing Mt9 sufficiently small, it is possible to stabilize an arbitrary number of modes. 
3. ANOPTIMALCONTROLPROBLEM 
A quite natural control problem for the system governed by equations (1.1). . . (1.3) may be 
constructed by considering the function y : [O, T] + [0, L] as a control variable. Because of 
assumption (1.5) of Theorem 1.1 the value y’(t) = c is forbidden; mathematically the ‘string’ 
becomes discontinuous. So the following feasible sets have been considered: 
U$ = (7 E H’(0, T); 0 Q y(t) d L; 0s y’(t) d p < c a.e.} 
UL = {yf(y is piecewise in H’(0, T); if y is not continuous 
(3.1) 
att=7thenY(r+O)=OY(T-O)=L; 
0 < n G y’(t) b &}. 
In the sequel, T.Jd will be one of these sets. 
(3.2) 
-. 
! a 
- Instob~hty mtervols 
Fig. 2.2.’ Stability results for the unstable modes in absence of feedback. 
Remark 3.1 
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The convex UL,, corresponds to ‘slow’ controls and I& corresponds to perturbation of the 
saw-toothed scanning. The set U 5 is a subset of the set of function: ‘[0, T]+ T where 
T = R/[O, L]. 
The following cost function has been used: 
J(Y) = I,L (tuk T; r)l’+ 12 (x, T; y)12} dx (3.3) 
where y(*, ., y) is the solution of equations (1.1) . . . (1.3) defined in Section 1. 
The cost function (3.3) corresponds to a ‘stability’ purpose. 
Remark 3.2 
It would have been simpler to consider the following feasible set 
{y E L2(0, T)JO d y(t) G L a.e.}, 
but existence of an optimal control in this set has not been proved. 
THEOREM 3.1 
The optimal control problem : 
Find y * E U, 
J(r*) d J(r) VY E Uad 
(3.4) 
has a solution if U, is defined by (3.1) or (3.2) and J is given by (3.3). 
Sketch of the proof 
Let +y,, be a minimizing sequence in U, and y, = y(y,) the corresponding state of the 
system. Using estimates of Theorem 1.1 it is quite easy to show that: 
d2yn I I dt2 L3O.T: v’) c kz, 
(3.5) 
where k,, k2 are constants independent of n. Then the main point of this proof is the following: 
LEMMA 3.1 
Let yn be a sequence in Uad. Then it is possible to extract a subsequence yy which converges 
almost everywhere in [0, T]. 
The proof of this lemma is given in Jaffre[3]. 
Using standard technique (see Lions [9]), one may extract subsequences (y,,, yy) which 
converge to (y*, y(y*)) where y* is an optimal control. 
Remark 3.3 
Obtaining necessary conditions for optimality is not obvious because the mapping: 
r+J(r) 
is not differentiable (neither admits any directional derivative). 
4. DISCRETIZATION 
In this section y’ is assumed to be a constant V,. 
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4.1 A first explicit scheme 
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To study theoretically the problem in Section 1, we actually transformed the equation (1.1) 
in a system of equations by introducing the functions: 
_aY+p_. 
‘- at 
ay ay ay 
ax’ u=z-cz. 
The equations (l.l), (1.2), (1.3) are transformed in the following system: 
au 
~-C$pY+m(x-y(t))=O, (4.2) 
$+c$- RY + My&x - y(t)) = o, (4.3) 
with the boundary and initial conditions: 
u(0, t) + u(0, t) = 0, 
u(L, t) + u(L, t) = 0, 1 
dx, O) = &tx) = 95 + cy,(x), dx I - 
Relations (4.1) yield: 
Y(X, t) = & 
I 
’ (~(7, r) - u(vt)) dv . 
0 
Then it is natural to introduce the following scheme: 
au au ~.~+l- 
at-ax= 
Ui" Uy+:i - U: 
‘k -’ k 
$+cax= k 
au u~+l-~~+cu:-u~_, 
k 
with k = L/N; k = TIP; N and P are given. 
Let us set: 
N-l 
- uo”)+ Z (U: - u;)+$Upj’- UN~) , 
i=l I 
(4.1) 
(4.4) 
(4.5) 
(4.7) 
One has: S”” = S”; n = 0, 1, . . . 
One can always choose S” such that s” = 0, in order to satisfy the approximate condition: 
S” = I ‘dy”,-Jx=O o ax 
This leads to approximate y” by: 
Y)fiz = &jc uo 1, “-uo”), 
y7+,/2= Y:_ln+&(ui” - uin); i= 1, 
Y?I-l/2 = Yb-3/2 + 4, h (u;;_, - uy+_,). 
N-2 
(4.8) 
(4.9) 
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The following notation will be used: 
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The discretization 
M&x - 7(tNY(7(t), t)l 
Case 1 
the discretization is: 
Case 2 
the discretization is: 
yo” = 0 
1 
Yl” =j’Yh+Y;/z) 
I 
(4.10) 
Yi” =j(YL_l/l+Y?*:I/2) i= 1,2,...N-I 
yNn = 0. 
of the term - Ry will be taken as - Ry:, and the approximation of 
will be given by the following rule: 
h 
k = y’(t) = v, and 7(tn)=Xifl: 
x Yi”&“. 
h V, - = 7, Y integer; 
k 
f$S& for i = i., in+,, . . . in+v-l . 
The scheme, for Y = 1, is given by: 
u.“+l- Ui” U~+:,-Ui” 
‘k -’ h 
- Ryi” + X y:&ii, = 0 i=O,l,...N-1, 
y.“+) _ ” (4.11) 
’ k 
vi + c uin 
i=1,2,...N, 
UO 
n+l+ Von+l = 0; u ;y, + tr nN+:, = 0, (4.12) 
0 
Ui = UjO, 
0 
Ui = UiO* (4.13) 
STUDY OF THE STABILITY 
THEOREM 4.1 
Zf we assume that, the scanning is regular (saw-toothed) and c k/h d 1 then the scheme 
(4.1 l), (4.12), (4.13), is stable i.e. 
h $o(~ui”12+l~i”12FK~, 
0 
K, and K2 being independent of k and h. 
case 2.v=3 
k 
‘nt2 ‘II*3 
Fig. 4.1. The moving station crosses Y intervals of length h during the time k. 
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In order to simplify the demonstration only the case Y = 1 will be considered. 
Let f/’ be: 
fi” = Ryi” - F yi” sic 
First a priori estimate 
The method of demonstration is analogous to the continuous case. From equation (4.11) we 
have 
ui”+’ = u:+c+'+,+kf,". 
vi”+’ = v:+c$&+kf/‘, 
then it becomes 
k 
C--d1 
h 
These inequalities imply: 
N-l N-l 
2 +“+“~+~vjn+‘!Js 2 (Ju:l+Iz$+,J)+2k 2 If;‘/ 
1-O r=O r=O 
Let us denote: 
N-l 
In = h z. h”l+ ld’+:,B, 
we have from the definition (4.9), (4.10) of y(“): 
Rk(h ~,‘ly:l)bR1Nhl.r~kl.. (4.16) 
and for the same reason, 
The inequalities (4.13, (4.16), and (4.17) imply 
I,,, s I. + (LR + M)kZ,, n=O,l,...P-1 
(4.14) 
(4.15) 
(4.17) 
and 
Z. s exp (( LR + M) T). 
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Under the assumption (4.14) we have obtained two estimates: 
lu~lsK. n=O,l,...P-1 
129 
(4.18) 
Second a priori estimate 
The estimate (4.18) permits us to consider the terms 
as a right hand side member of the discrete equations and in fact we have only to study the 
following equations: 
uin+’ = ( > l_Ci ll~+CjfU~+l-iUf_Y:Siim i=O,l,...N-1, 
k k 
Vin+C-V~-‘_l-M-yinS~e 
h h 
i=l,2,...N, 
with: 
up = 00 for i = 0, 1, . . ., N, and 
UO n+1_ - 00 n+l. , UN "+'= uNn+' n = 0, 1,. , ., P - 1 
For the sake of simplicity, let us consider the case where: 
!!,L<! 
k V, c’ 
In region 1 (points quoted .) one has, because of (4.20): 
u.n = p” , =o i=n,n+l,..., N. 
In region 2 (points quoted x): 
t 
Rqmn 3 
(4.19) 
(4.20) 
(4.21) 
Fig. 4.2. The grid of discretization. 
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the last inequality implies: 
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Iu”“+‘lsK (I-$‘. 
In region 3 (points quoted Cl), using inequalities (4.21) and (4.22) we have: 
(The derivation of the first estimate is valid in any case but the proof of the second must be 
slightly modified in the following cases: 
!!,L<l 
k v, c Y = 2,3.. . 
4.2. Another discretization scheme 
The scheme presented in the previous section corresponds to the analysis of the continuous 
time problem. Nevertheless it is interesting to give another scheme which is classical in 
discretization of the wave equation (cf. for instance, Ritchmeyer[9], Raviart[8]). 
We consider the case, which is the most interesting, where: 
y’(t) = v, > c (4.22) 
Let us define: 
and assume that 
K* h_ 
k Y’ 
Y integer. 
The scheme, in the case Y = 1, is defined by: 
yi”+t_ 2yi” + y:-’ 
k2 
_cY7+,-2Yi”+YL 
h2 
+M n 3;- yi 8i* = 0 
(4.23) 
(4.24) 
L=l,2,...N-1; n=l,2,...P 
with boundary and intial conditions 
yen = yN? = 0 
YP = YOi 
yi = &yli + y? 
n=O,l,...P (4.25) 
i = 1,2,. . ., iV - 1 (4.27) 
I=1 2 9 ,..., N- 1. (4.27) 
Remark 4.1 
The term - Ry has been dropped in (4.24) for the sake of simplicity but there is no particular 
difficulty to keep it. 
THEOREM 4.2 
Under assumpfions (4.22), (4.23), the solution {y:} of equations (4.24H4.27) uerifies: 
(4.28) 
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and also 
(4.29) 
where K and K’ depend only on the initial condition (yO, y’). 
Remark 4.2 
The scheme (4.24) is explicit but, in spite of this, the value of M is irrelevant for the stability 
condition (4.23). That case (V, > c) is different from the case of fixed stations for which the 
stability condition is: 
e>O 
Proof of Theorem 4.2 
(1) Estimate on y on r 
The method is analogous to the continuous time case that is, to multiply the equation (1.1) 
by aylat and to integrate over T (see Fig. 1.2). Thus let us multiply (4.24),by (y:” - y:) and 
addfor i=n+l,...N; 
The equality can be transformed in: 
N-l 
x {JY:+;-Y:~2_lYi7-‘12}+C2i~tY:+‘;Yi’ Yz’;Y: 
i-n+1 
-“,zn h 
N-’ Y L’ - y:-’ . Y 7+, - y: + c2 y :+, - y.” y ::; - y/-’ = o 
h h h * 
The next step consists in summing these equalities from n = 1 to P - 1. Let us denote: 
We obtain: 
P-l 
’ 2 + c2 i IA/l2 + c2; ‘$ At”A,” + c2; 5 A,R-‘A,” ) 
II=’ n I n-1 
(4.30) 
Finally assumptions (4.22) (4.23) and (4.30) imply 
k {x (A”‘12+ c2”$, )Ax”~2}W~o, YI). 
.s 
(4.31) 
where K is a constant which depends only on y. and y,. 
We deduce from (4.31) in particular, that 
lu.“l c K(Yo, YI); n=l,2,...P, (4.32) 
this last inequality will be used to prove the stability of the scheme. 
(2) Estimate on y in Q 
As in the proof of Theorem 4.1 we are reduced to assume that the initial data are equal to 
132 A. BAMBERGER et 01. 
zero and to consider the term M/h yi”6i.n as a given right hand side of the equation (4.24), so 
that: 
y;+’ - 2Yi” + y:-’ yy+, - 2yi” + yy_, 
k2 - hZ 
(4.33) 
Now multiplying (4.33) by (y:” - yin-‘) and adding for i = 1, . . . P - 1 and n = 1, . . . N - 1 
we obtain: 
From (4.32) we know that ‘ly.“‘l is bounded. Using equation (4.33) for i = n and the nullity of 
the solution in T we obtain: 
ly,,“+“jsKk n=l,...P-1. 
5. NUMERICAL RESULTS 
This section is devoted to the presentation of numerical results related to the: 
1. Stabilization by one fixed station. 
2. Stabilization by one moving station. 
3. Optimal control problem. 
Numerical experiments have been carried out by using the scheme (4.24H4.27). 
In all examples the physical constants are: 
c=l; L=l 
and the initial conditions are: 
y&) = 0.1 sin ?rx; Y r(x) = 0. 
5.1. Fixed sfations 
We choose R = 20 and for this value the first mode of the system without station is unstable. 
Then only one fixed station is needed to stabilize the system (see Theorem 2.1). 
Therefore we use one station located at the middle of the string. 
The parameters of discretization are: 
1 1 
h=%; kzE 
We have computed the smallest value of M for which the system is stable and we have 
found it between 6.8 and 7.0 (the theoretical value corresponding to the continuous problem is 
7.017. .). The figures 5.1,5.2 represent the state of the string at different imes for M = 10 and 
M = 50. 
YA YA t =3.42 M=IO t = 1.75 
t =I.52 t ao.7 
Fig. 5.1. Fixed station: states of the string at different imes. Fig. 5.2. Fixed station: states of the string at diierent times. 
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Figures 5.3 and 5.4 represent he transverse displacement of the mid-point of the string as a 
function of time, for the same values of M. 
5.2 Moving stations 
We consider now the ‘saw-toothed’ scanning and the ‘zig-zag’ scanning (see Figs. 5.5,5.6). 
As we have noticed in subsection 1.3 the behavior of the string is different according to if 
the speed of scanning y’ is greater or smaller than c. 
(1) IY’l<C 
The parameters of the numerical tests are now: 
Iy’l= 0.5, R = 15; 
1 
h=z, k=& 
M = IO 
Fig. 5.3. Fixed station: displacement of the mid-point of the string. 
0 IO 
t 
oosi 
1 \. 0 bw, 
i 
d 
-005 
-0 IO I 
Ml=50 
Fig. 5.4. Fixed station: displacement of the mid-point of the string. 
38 
28 
8 
28 
8 
Fig. 5.5. Saw-toothed scanning. Fig. 5.6. Zig-zag scanning. 
I34 A. BAMBERGER et aI. 
We study the stability of the system for different values of h4. Figure 5.7 shows the energy 
f(t) as a function of time (we have: 
We observe that for every value of h4 the energy Z(r) increases with time on the average 
and that the increase is minimal for M = 100. 
Figure 5.8 represents the displacement of the middle of the string for M = 100. 
As a comparison, Fig. 5.9 shows the behavior of the middle of the string in the case of 
‘zig-zag’ scanning, for the same value of h4. 
I 
I50 - 
100 - 
6 
8 
5 
50 - 
I I 
1 I 
. . . . . . . . . . . Me80 
- M=iOO 
; I 
I 
-- - --- ~120 I I 
I I 
I 
2 4 6 6 IO 
Time 
Fig. 5.7. Saw-toothed scanning (y’ < C): the energy the system as a function of time. 
Fig. 5.8. Saw-toothed scanning (y’ < C): displacement of the mid-point of the string. 
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Y 
0.20 
135 
015 
0 IO 
no 05 
0 
d 
-0.05 
-0.15 
-0.20 
1 
Fig. 5.9. Zig-zag scanning (Iy’l< C): displacement of the mid-point of the string. 
(2) IY’I’C 
The parameters are here: 
R = 10 M=lOO 
1 
h=% k=&. 
We illustrate the result of subsection 1.5: when the speed of scanning becomes infinite, the 
system with the ‘saw-toothed’ feedback is equivalent to the system with the distributed 
feedback. 
In Fig. 5.10 (5.11) we compare the functions ~(4, t) for y’ = 10 (y’= 20) and for y’= +m. 
In Fig. 5.12 we compare the function ~(4, t) for the ‘zig-zag’ feedback with Iy’l= 20 and the 
distributed feedback. 
The fit between the two functions is good, but not as good as with the saw-toothed 
feedback. 
5.3. The optimal control problem 
The numerical results of this section deal with the optimal control problem presented in 
Section 4. As it has been pointed out in that section, the cost function is not differentiable with 
respect o the variable y, nevertheless, in finite dimension, (i.e. for the discretized problem) this 
is no longer true and it is possible to use gradient methods. 
Fig. 5.10. Saw-toothed scanning (y’ > C) and distributed feedback: displacement of the mid-point of the string. 
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- y’=20 
----- Y’= m 
Fig. 5.11. Saw-toothed scanning (y’> C) and distributed feedback: displacement of the mid-point of the string. 
Fig. 5.12. Zig-zag scanning (Ir’l> C) and distributed feedback: displacement of the mid-point of the string. 
08 - 
- Control before opttmlzotlon 
------- Optlmol control computed after 251 lterotlons 
06 - 
20 40 60 80 100 
Ttme 
Fig. 5.13. The optimal control problem in Uz: the computed control. 
J 
12 0 
Numerical data are: 
R= 1, M=5, T= 12 
h =O.l; k = 0.04. 
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The first case considered corresponds to: 
137 
%$ = {y E H’(0, TNJO d y(t) s 1 ;IvV)l d 0.9). 
Figures (5.13) and (5.14) show the results obtained after 250 iteration. It must be noticed that 
there is no guarantee that the computed control is optimal: but the stabilization effect of the 
control is evident. 
The second case corresponds to: 
%L = {y piecewise in H’(0, T); 0 c y(t) < 1; 1.2 c y’(t) < 10; 
at discontinuity points 7 we have ~(7 + 0) = 0 ~(7 - 0) = L}. 
0 IO 
E 
6 005 
0” 
E 
_? 
i; 0 
E 
E 
E 
_o 
%-0 05 
d 
-0 IO 
i- 
----- State computed after 2.51 iterations 
- State before optlmuotlon 
Fig. 5.14. The optimal control problem in U$: the computed state. 
08 - 
60 70 60 90 IO.0 II 0 12.0 
Tme 
----- Ophmol control computed after 420 lterotlons 
-0ptlmol control before opttmlzotton 
Fig. 5.15 The optimal control problem in Uf: the computed control. 
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0 IO 
ro 
2: 
,I 0 05 
x 
E 
g 
E 0 
z 
E 
i -0 05 
H 
5: 
0 
-0 IO 
t 
---- State computed after 420 uerattons 
- State computed before optlmlzotlon 
,1,.. 
<’ 
-* Time 
I2 0 
Fig. 5.16. The optimal control problem in Llf.,: the computed state. 
The control computed after 410 iterations and the corresponding state y( l/4, t) are presented 
in Figs. (5.15) and (5.16). 
6. CONCLUSION 
This study gives some answers to the problem of stabilization of vibrating strings. 
It has been shown that it is possible to stabilize the system by a set of fixed stations under 
condition that the number or the feedback coefficient is sufficiently large. 
The scanning leaves always highest modes unstable but its interest has been shown 
numerically. The use of a control to stabilize the system seems to be disappointing. It does not 
improve appreciably the stability of the system in comparison with saw-toothed scanning for 
instance. 
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