Year-to-year variations in the cumulative distributions of rain rate or rain attenuation are evident in any of the published measurements for a single propagation path that span a period of several years of observation. These variations must be described by models for the prediction of rain attenuation statistics.
Now that a large measurement data base has been assembled by the International Radio Consultative Committee (CCIR), the information needed to assess variability is available.
On the basis of 252 sample cumulative distribution functions for the occurrence of attenuation by rain (ACDFs), the expected year-toyear variation in attenuation at a fixed probability level in the 0.1 to 0.001 percent of a year range is estimated to be 27%. The expected deviation from an attenuation model prediction for a single year of observations is estimated to exceed 33% when any of the available global rain climate models are employed to estimate the rain rate statistics.
The probability distribution for the variation in attenuation or rain rate at a fixed fraction of a year is lognormal. The lognormal behavior of the variate was used to compile the statistics for variability and to establish hypothesis tests for identifying outliers -the observed sample cumulative distribution function (CDF) that deviates significantly from the expected (modeled) ACDF.
INTRODUCTION
A number of the published or proposed models for the prediction of the statistical distributions of attenuation by rain depend upon parameters which must be set from the measured cumulative distributions of attenuation (ACDFs).
The accuracy of such a model is then dependent on the quality of the data employed for parameter estimation.
In recent years, it has been fashionable to test old and new attenuation prediction procedures against measured distributions stored in one or more data banks. The question arises as to how the data entered into a data bank may be examined or tested to detect bad data, data that could cause errors in the parameters needed for the models and data that could invalidate the use of a data bank for model evaluation.
In this paper, a statistical test is presented for assessing the quality of rain attenuation distribution data. It was applied to the 1988 edition of the International Radio Consultative Committee (CCIR) data banks for slant path and terrestrial path propagation [CCIR, 1988] . The results show that 47 of the 252 ACDFs in the data banks are of questionable quality.
Any statistical hypothesis test for data quality assessment requires the use of a known probability distribution for the property to be tested and a standard or expected value for the property against which the observations may be compared. The reference standard must be a [COST 205, 1985b] ).
On the basis of Chi Square tests of goodness-of-fit, the use of either percent normal distribution could be rejected at the 20 percent significance level (and at the 0.5 % significance level) and, at the 20% level, the lognormal hypothesis could not be rejected [Crane and Shieh, 1989] Figure  2 are from 12 GHz satellite beacon observations made in Europe [COST 205, 1985a] . This subset of the data in the CCIR data bank was chosen because the COST 205 Project subjected their data to a strict regimen of data quality control.
The observations reveal the natural variability of the attenuation and rain rate deviations from the model (geometric mean) predictions. (Figure 1 ). For the D2 climateregion, the observedstandarddeviationvalues spanall but the D3 value identified as an outlier. The simplestmodel,therefore,is to assumea constantvariability over all climateregions. For rain attenuation, the modeledvariability is the largestvaluethatkeepsall theobservations abovethe5% bound. Takingthe onesite asanoutlier for both attenuationand rain rate, the rain rate variability value is the smallestthat keepsthe remainder of the observationswithin the 90% bounds (5% to 95% Table 2 as opposed to the 90% bounds on the variability model given in Table 1 ). To assist in interpreting the data, the standard deviation values were transformed to percentage by:
(1)
The observed composite variability in rain attenuation is 37% at 0.01% of a year. For the simultaneous rain rate observations, the standard deviation of DR was 0.24 (27%). The DA and DR variations were partially correlated ( Figure  2 and Table  2 The CDFs displayed in Figure 3 are for 0.01 percent of a year. The data in the CCIR data banks have attenuation levels listed for other percentages of a year. Older versions of the data bank had entries at only a few probability levels (fractions of a year). The current edition of the data banks includes observations at more probability levels but, in some cases, the entries were obtained by interpolation from the values in the earlier editions (using straight line segments on a plot of the logarithm of the value vs the logarithm of the percentage of the year).
To avoid any errors from interpolation over large differences in probability level or from the generation of correlations between values of the sampled ACDF at different probability levels, the CDFs for the reported attenuation deviations were calculated for the probability levels common to all versions of the data bank: 0.1%, 0.01% and 0.001% of a year. The resulting CDFs are displayed in Figure 4 .
Again, the measured deviations from the geometric mean are plotted vs the expected deviations for a lognormal process with a variability equivalent to 33%. The 90% bounds were plotted for the number of observations in the 0.01% data set (the same as for Figure  3 ). The deviation distribution values for the 0.1% and 0.001% probability levels all fall within the 90% bounds (see also Figure 5 .
The observations were for frequencies in the 11.6 to 17.8 GHz range. The standard deviations were 0.31 (36%) for DA and 0.29 (34%) for DR. The DA value lies within the 10% confidence limits for the 27 path-years of data used to generate Figure 2 and the 9 path-years of data from the USA ( the rain rate measurements, not the rain climate models, produce the bias evident in Figure 5 . 
Single-year data from all locations and types of measurements

DATA QUALITY ASSESSMENT
The model for the site-to-site and year-to-year variability for a path is based on the lognormal distribution for the deviations of measurements from the reference ACDF for a path. The deviation model is assumed to hold for all climate regions, path geometries and probability levels within the Figure 7 , or Chi Square, Figure 9 ). Consistency is indicated by approximate straight line segments such as would better fit the CCIR & CCIR model displayed in Figures 7 and   11 or the approximate straight line segment through the origin that would better fit the 3 DoF curve in Figure 13 . These self consistent deviation models can then be used to establish the variability value needed for the hypothesis tests.
The quality assessment procedure based on the T-C & Global model was applied to the satellite beacon observations from the USA in the CCIR data banks. Fifteen of 58 ACDFs were judged to be questionable (Table 5 ). One of these was identified as being caused by a transcription error when assembling the data bank [Crane, 1989] • Includes a known transcription error [Crane, 1989] , the following line is for the same site and path but with the error corrected. 
