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Introduction
We contribute to the literature on volatility modeling and return density forecasting by introducing a new semiparametric observation-driven time-varying volatility model. We estimate the error density using kernel density estimation techniques and use the resulting estimate to drive the volatility dynamics using the generalized autoregressive score dynamics of Creal, Koopman, and Lucas (2011, 2012) . Unlike familiar semiparametric GARCH models, the new model provides a direct link between the form of the error distribution and the volatility dynamics. We show that this enhances the forecasting stability of the model. Volatility clustering in financial return data is a well-established empirical fact. Starting with the seminal (G)ARCH papers by Engle (1982) and Bollerslev (1986) , many variations and extensions of the GARCH class of models have been proposed in the literature, such as the GARCH-M model of Engle, Lilien, and Robins (1987) , the EGARCH model of Nelson (1991) , the GJR-GARCH model of Glosten, Jagannathan, and Runkle (1993) , and the Threshold GARCH (TGARCH) model by Zakoian (1994) . Interestingly, Quasi Maximum Likelihood Estimation (QMLE) of these models based on the (possibly incorrect) assumption of conditional normality for the error terms still yields √ n-consistent estimators in many cases, with n denoting the sample size; see Weiss (1986) , Lee and Hansen (1994) , and Lumsdaine (1989) .
This is important, as the conditional normality assumption is often refuted for empirical data.
The statistical efficiency loss, however, can be considerable. Therefore, many empirical studies assume non-Gaussian conditional distributions, for example a (skewed) Student t, see Baillie and Bollerslev (1989) and Bauwens and Laurent (2005) .
To simultaneously avoid the potential efficiency loss and the risk of assuming a wrong parametric family of conditional distributions, semiparametric GARCH models have been proposed. Engle and Gonzalez-Rivera (1991) show that more efficient parameter estimates can be obtained by estimating the error density nonparametrically, though some efficiency loss remains. Drost and Klaassen (1997) and Sun and Stengos (2006) develop kernel-based estimators and establish the semiparametric efficiency bounds for parameter estimation. They characterize the conditions under which one can adaptively estimate a subset of the model's parameters, i.e., one can achieve the same asymptotic efficiency as if the true error density were known.
In all of the above models, the form of the conditional distribution has no impact on the specification of volatility dynamics. Creal, Koopman, and Lucas (2011) argue that if, for example, the error distribution is fat-tailed, we expect to see large (squared) observations from time to time. The occurrence of such observations should not automatically be attributed to an increase in volatility, as would be the case when the standard GARCH dynamics are used for volatility. Similarly, if the data are drawn from a skewed conditional distribution, one expects a large negative observations to convey a different signal about current volatility levels than large positive observations. Again, this implies a link between the shape of the error distribution and the specification of the volatility dynamics. No such direct link is embedded in standard GARCH or semiparametric GARCH models.
Our main contribution in this paper is to provide a semiparametric model for time-varying volatility in which the form of the error distribution is directly linked to the volatility dynamics.
We do so by extending the current semiparametric GARCH framework to the Generalized Autoregressive Score (GAS) framework of Creal, Koopman, and Lucas (2011, 2012) . At the same time, we extend the class of GAS models to the semiparametric context. A second important contribution is that we use our semiparametric volatility model to perform outof-sample forecasting. Most of the literature on semiparametric volatility modeling focuses on the in-sample behavior of the estimators. The out-of-sample forecasting performance of semiparametric methods, however, is equally important in most economic settings.
Within the class of GAS models, the volatility dynamics are driven by the score of the observation density with respect to the (log) volatility parameter. The interpretation is straightforward: at each time point the local likelihood fit of the model is improved using a Newton or gradient step. For the normal distribution, the GAS framework reduces to the standard GARCH model under appropriate parameterization and scaling choices. The GAS framework is, however, much more generally applicable. For example, under fat-tailed error distributions the GAS framework results in a model with interesting robustness properties, see the discussion in Creal, Koopman, and Lucas (2011) . It is useful at this stage to note that the semiparametric nature of our model relates to the nonparametric estimation of the error distribution as in Drost and Klaassen (1997) and Sun and Stengos (2006) , and not the nonparametric estimation of the volatility dynamics as in Pagan and Schwert (1990) , Linton and Mammen (2005) and Yang (2006) . The latter would be interesting in its own right, but is not pursued in the present paper.
Parameter estimation for our model is straightforward, since the model is defined in conditional terms similar to standard GARCH models. This implies that the likelihood function can be specified in closed form. Parameter estimation is carried out in two steps. First, we estimate the model by QMLE using a normal or Student's t quasi-likelihood. From this we obtain the standardized residuals and the kernel density estimate of the error density. Second, the kernel density estimate is used to re-estimate the model's parameters, resulting in the Semiparametric Maximum Likelihood Estimator (SMLE).
We investigate the new model's performance in an extensive simulation study using a variety of error distributions and volatility patterns. We find that the SMLE regains a substantial part of the efficiency loss due to the use of the QMLE. If the volatility transition dynamics are possibly mis-specified, we also find that the SMLE produces large improvements in in-sample estimation accuracy and out-of-sample forecast accuracy of the volatilities compared to QMLE.
We also make a comparison between our semiparametric model and the semiparametric GARCH model in volatility forecasting.
In our empirical application, we estimate a model for IBM daily equity returns. We use the density forecast evaluation methods proposed by Diebold, Gunther, and Tay (1998) to evaluate the model's performance. The density forecast results show that our model satisfies all relevant adequacy criteria, whereas the models based on other densities and volatility dynamics have more trouble in attaining statistical adquacy of the density forecasts. We conclude that the semiparametric GAS model provides a useful alternative to standard semiparametric GARCH models for in-sample fit and out-of-sample forecast accuracy.
The remainder of this paper is organized as follows. Section 2 introduces the model. Section 3 provides Monte Carlo evidence of the new model's performance. Section 4 presents our empirical application to equity return data and density forecast evaluation. Section 5 concludes.
2 The semiparametric volatility model
Semiparametric GARCH models
Let y t ∈ R denote a time series of financial returns. The standard GARCH(1,1) model is given
with µ ∈ R the conditional mean, q(·) the density of the standardized error term ε t , and h t ∈ R + the condiational variance satisfying the recursion
with parameters ω ∈ R + , and α, β > 0, and α + β < 1. The standardized density q(·) does not depend on h t . Note that we can easily replace the conditional mean µ by a non-constant conditional mean involving exogenous regressors or autoregressive moving average components.
Moreover, we can include lags of ξ t and h t in (2).
If the distribution q(·) of ε t is unknown and needs to be estimated, model (1)- (2) is called a semiparametric GARCH(1,1) model. Estimation is usually performed in two steps. First, one uses a Quasi Maximum Likelihood estimator (QMLE) based on a standard normality assumption for ε t to estimate (µ, ω, α, β). Using the standardized residuals and nonparametric density estimation techniques, one can then obtain an estimateq(·) of the error density. The estimated density is used to estimate the parameters in a second stage by semiparametric ML, assuming the density estimateq(·) is the true density. Engle and Gonzalez-Rivera (1991) uses the discrete maximum penalized likelihood estimator (DMPLE) of Tapia and Thompson (1978) for density estimation, followed by a BHHH algorithm to maximize the semiparametric likelihood. Drost and Klaassen (1997) and Sun and Stengos (2006) use standard kernel density methods to estimate the error density and develop a Newton-Raphson algorithm to maximize the semiparametric likelihood. Their estimator achieves the same asymptotic efficiency for (α, β) as the true MLE.
The semiparametric Generalized Autoregressive Score model
In model (1)- (2), the form of the error density has no impact on the volatility dynamics (2).
Whatever the form of the error density q(·), future volatility levels h t+1 always react to the squared errors ξ 2 t . The reaction pattern can be extended to allow for asymmetric reactions as in Nelson (1991) or Glosten, Jagannathan, and Runkle (1993) , but this would still leave the volatility dynamics unrelated to the form of the error density. Following the arguments in Creal, Koopman, and Lucas (2011) as discussed in the introduction, such a strict delinkage may be counterintuitive.
In order to build a natural link between the error density and the volatility dynamics, we use the generalized autoregressive score (GAS) framework of Creal, Koopman, and Lucas (2011, 2012) . The GAS framework nests many other successful time series models, such as the GARCH model, the autoregressive conditonal duration (ACD) model of Engle and Russell (1998) , and the multiplicative error model (MEM) of Engle and Gallo (2006) . The GAS(1,1) specification that we use in our current volatility context is given by equation (1) and
where h t = exp(f t ),ω,α ∈ R, |β| < 1, and
Further lags of s t and f t can easily be included. Equation (2 ) has two main differences compared to (2): the use of the density score s t rather than ξ t , and the parameterization of the log-variance f t rather than h t itself. We discuss each of these in turn.
The use of the score s t rather than ξ 2 t is the main distinguishing feature of the GAS framework. As explained in Creal, Koopman, and Lucas (2012) , the intuition is that a local steepest ascent step is taken in the time varying parameter f t to improve the local log-density fit p(y t |h t ) of the model at time t, where p(·) denotes the observation density. As a result, the time-varying parameter automatically adapts to the most recent model mis-fit as measured by the score of the density. For example, if q(·) is the Gaussian density, this implies that f t reacts to a linear function of ξ 2 t as expected. If q(·) is the Student t distribution with ν degrees of freedom, Creal, Koopman, and Lucas (2011) show that (2 ) reduces to
which clearly shows that large standardized squared errors ξ 2 t /h t for fat-tailed (ν < ∞) densities automatically have less impact on the volatility dynamics due to the weight factor (1 + ν)/(ν − 2 + ξ 2 t /h t ), which is decreasing in ξ 2 t /h t . As argued before, this is intuitive: under fat-tailed densities we expect to see large values of ξ 2 t /h t more often, and they should therefore not automatically be taken as a signal that the volatility has increased.
The second difference between (2) and (2 ) is the parameterization of the log variance f t = log(h t ). Though this parameterization is not crucial and other parameterizations (such as f t = h t ) are also possible, the current parameterization has a number of advantages. First, we need not to worry about the signs of the coefficientsω,α, andβ, as the variance h t is positive by construction. This brings the current specification close to the familiar EGARCH model of Nelson (1991) . Second, the GAS specification in (2 ) only uses the score or gradient. Creal, Koopman, and Lucas (2012) argue that it is useful to scale the score by some function of the local curvature of the log-density in order to enhance model stability. Under the current parameterization, however, we obtain
with q (·) denoting the derivative of q(·), such that
where E t−1 [·] denotes a conditional expection given all the data up to time t−1.
for a correctly specified model, (5) equals the Fisher information matrix. Equation (5) then shows that the information is static and only depends on the (standardized) error density q(·).
As a result, under the log parameterization f t = log(h t ), information on the time-varying parameter is constant over time and scaling by (a function of) the Fisher information can be omitted or assumed to be included in the parameterα.
Parameter estimation for the GAS model is straightforward. Given the observation driven nature of the GAS model, the likelihood can be expressed in closed form and can be computed efficiently through a prediction error decomposition. In particular, we obtain parameter estimates by maximizing the function
where h t is defined recursively through (2 ). If the error density is assumed to be of a certain parametric form such as the standard normal or (skewed) Student's t distribution, we obtain a parametric model as in Creal, Koopman, and Lucas (2011) . However, to avoid the introduction an incorrect parametric specification, we estimate q(·) nonparametrically using a kernel density estimator as in Drost and Klaassen (1997) and Sun and Stengos (2006) . To do so, we first estimate the model's parameters by assuming a specific parametric family for q(·) and interpret the estimator based on (6) as a Quasi Maximum Likelihood estimator (QMLE). The QMLE allows us to compute standardized residualsε t = (y t −μ)/ĥ 1/2 t , which are the input of a kernel density estimator to estimate q(·). In particular, we use a standard kernel density estimator
where n is the sample size, b n is a bandwidth or smoothing parameter, and k(·) is a kernel function. We use the standard normal kernel
We rescale and relocateq(·) such that it has mean zero and unit variance and use it in (6) to estimate the parameters (µ, ω, α, β). The resulting estimator is labeled the Semiparametric Maximum Likelihood Estimator (SMLE) for the semiparametric GAS volatility model. It is denoted as SMLE(1).
Once SMLE(1) is obtained, we can recalculate the standardized residuals and obtain a new kernel density estimate of q(·) to be used in (6). Maximizing this new loglikelihood function we get new estimates, which are denoted as SMLE(2). Similarly, SMLE(i) can be obtained for i = 3, 4, . . . , by repeating this process. In our simulation study below, we restrict out attention to i = 1, 2, 3. Further iterations typically did not produce valuable improvements in performance.
Monte carlo evidence
To study the model's behavior, we carry out two sets of simulation experiments. In the first set of simulation experiments, we use the model in Section 2.2 as the data generating process (DGP). We simulate return series and investigate the estimation efficiency and volatility forecast accuracy of the semiparametric approach compared to the MLE and the (Gaussian) QMLE model. In the second set of simulation experiments, we allow the model to be mis-specified by simulating return series with deterministic as well as stochastic volatility patterns. This allows us to investigate whether the model's performance is also robust. The reported simulation results are a subset of a more elaborate set of (unreported) simulation experiments, the output of which is available as an online companion appendix to this paper.
Results under correct specification
We use the DGP (1)-(2 ) for four different choices of q(·), namely the standard normal, the Student's t distribution with ν = 3 and ν = 5 degrees of freedom, and a mixture of normals.
The mixture of normals is chosen such that it is close (in a Kulback-Leibler sense) to a chi- For each simulated sample, we compute the parameter estimates using four different statistical models: MLE, QMLE, QMLE-t(ν) and SMLE(1). We also iterate the semiparametric approach to obtain SMLE(2) and SMLE(3). As the simulation results for SMLE(2)-(3) are comparable to those of SMLE (1), we do not report them here. QMLE uses the normal distribution as a quasi-likelihood, while QMLE-t(ν) uses the Student's t density with ν degrees of freedom as a quasi-likelihood, where ν is estimated together with the other parameters.
The semiparametric estimators require the choice of the bandwitdth parameter b n . In our current setting, we use b n = 0.5 as in Drost and Klaassen (1997) . Other reasonable choices 0.3 ≤ b n ≤ 0.8 do not alter our conclusions. Note that the choice of the (quasi)-density does not only matter for the likelihood, but also for the volatility dynamics in (2 ).
The simulations allow us to investigate two dimensions of performance of the different statistical models and estimators. First, we evaluate the small-sample properties of the estimators for the parameters (µ,ω,α,β). We are particularly intestested to see which parameters are adaptively estimable in the sense that their finite-sample behavior in terms of bias and root mean squared error (RMSE) resembles that of the MLE. Second, we can evaluate and compare the forecast accuracy of the different models by comparing the simulated value of h 1/2 t with its fitted valueĥ 1/2 t . The RMSE for the volatility estimate can be used to distinguish the forecasting performance of the different models. We can do this in-sample based on the first 1000 simulated observations, as well as out-of-sample using the last 1000 observations. For the semiparametric estimator SMLE(1), we use the QMLE-t(ν) estimate as our starting value. We do not use the MLE estimate, as ML estimation is not feasible in practice. Table 1 reports the results.
We concentrate our discussion onα andβ, asμ andω cannot be estimated adaptively, see Drost and Klaassen (1997) . The RMSE obtained with the MLE serves as our efficiency bound for each parameter. For the normal distribution (N), the MLE equals the QMLE. The RMSE values for the (Q)MLE are close to those of the QMLE-t(ν) estimator. The largest (relative) efficiency loss appears forα and equals 10% relative to a benchmark RMSE of 0.046 for (Q)MLE. The relative RMSE of SMLE (1) forβ is also small. A larger increase in relative RMSE is seen forα. We also note that though the relative increase of RMSE for SMLE(1) for α appears substantial, this relative increase is with respect to a low absolute level of the RMSE for the QMLE in this case. The RMSEs of the QMLE for the non-Gaussian distributions that are discussed next are considerably higher and show an advantage of the SMLE(1) compared to the QMLE.
For the fat-tailed distributions t(3) and t(5), the (Gaussian) QMLE performs poorly in terms of RMSE compared to the MLE. Forβ, the RMSE of the QMLE is about 6 and 3 times as high as that of the MLE for the t(3) and t(5) case, respectively. Forα the factors are 3 and 2, respectively. The Student's t based QMLE does considerably better and almost attains the same level of efficiency as the MLE. The SMLE(1) also performs well. Though it is not as efficient as the MLE, it performs considerably better than the Gaussian QMLE. In particular, a large part of the RMSE increase in the QMLE compared to the MLE is recovered by the use of SMLE(1). The inferior performance of the QMLE should not come as a surprise: the QMLE model is doubly mis-specified in our case. Not only does it impose the incorrect conditionally Gaussian distributional assumption on ε t . It also assumes the incorrect specification for the volatility dynamics in (2 ). In particular, large values of (y t − µ) 2 receive a higher impact in the QMLE model than warranted under the true data generating process as specified by the volatility dynamics (4).
The simulation results for the mixture of normals is interesting due to the distribution's substantial skewness. The QMLE is inferior to the MLE for bothα andβ. Compared to the QMLE-t(ν) and SMLE(1), the results are mixed. The RMSEs forβ of the QMLE are higher, while those forα are lower.
We shed some more light on the differences between the different models by comparing their forecast accuraries. Except for the normal density, we see that the SMLE reduces part of the efficiency loss incurred by the QMLE compared to the MLE. The reductions in efficiency loss of the SMLE(1) compared to the QMLE range from around 55% for t(3) and M N (χ 2 (6)) to around 80% for t(5). Similar improvements are seen in-sample and out-of-sample.
Results under mis-specification: deterministic volatility
In Section 3.1, the set of statistical models embedded the true Data Generating Process (DGP).
In reality, however, we do not know whether the statistical model encompasses the DGP. To see how the different models perform if the DGP lies outside the set of all statistical models considered, we conduct a second simulation experiment similar to Engle (2002) . We choose a number of deterministic volatility patterns and estimate each of the statistical models discussed earlier.
As our performance metric, we only choose the in-sample and out-of-sample RMSEs of the volatility. The RMSEs of the parameters are less useful here, as the statistical model never encompasses the DGP. The specific deterministic volatility patterns are presented in Figure 1 .
They include slowly moving paterns of volatility (sine), long-lived and short-lived structural changes in volatility, and regular bursts of volatility that gradually taper off.
The simulation results are presented in Table 2 . We normalize each RMSE with respect to the in-sample RMSE of QMLE. Also note that even the MLE entry is mis-specified here: though it uses the correct distributional assumptions, the volatility dynamics in (2 ) are incorrect uder the deterministic volatility patters in Figure 1 .
The general picture emerging from Table 2 is that for each density and most volatility patterns, the RMSEs of SMLE(1) are close to those of MLE. This reveals that in terms of in-sample fit and out-of-sample forecast accuracy, SMLE performs well. We particularly note that if the difference between QMLE and MLE is large, then SMLE(1) also performs considerably better than QMLE. Examples of this are provided by the fat-tailed t(3) and t(5) distributions. We conclude that the SMLE also performs well under possible model mis-specification: volatilities are estimated and forecast more accurately than using the standard QMLE approach for a variety of deterministic volatility patterns and error distributions.
Results under mis-specification: stochastic volatility
To conclude our simulations, we investigate the performance of the semiparametric GAS model if the data is generated by a stochastic volatility process. This may appear more reasonable than the deterministic volatility patterns form Section 3.2. In addition, we benchmark the performance of the semiparametric GAS model to that of the semiparametric GARCH model. This allows us to obtain a better perspective on the value-added of the altered dynamics of volatility in equation (2 ).
The stochastic volatility (SV) DGP is specified as y t ∼ p(0, σ 2 t ) with σ 2 t = exp(α t ) and α t = 0.01 + 0.98α t−1 + η t , where η t ∼ N (0, 0.1 2 ), for t = 1, · · ·, n. The distribution p can be any of the four distributions used in 3.1. We also performed simulations with a less persistent SV process, but the results are qualitatively similar and not reported here. They are available in the online appendix.
The results are reported in Table 3 . For each distribution and estimator, we compute a test statistic to see whether over the 100 Monte Carlo simulations the average RMSE of the GAS specification is significantly lower than that of the GARCH specification. Note that even under the normal distribution the GAS and GARCH specifications do not coincide, as the former parameterizes the log volatility, whereas the latter parameterizes the variance itself.
The table shows that for the normal distribution, the performance of QMLE, MLE, and SMLE(1) are very similar, both in-sample and out-of-sample. Also the performance of the different dynamic specifications for the volatility does not seem to matter much. The GAS and GARCH models behave similarly. In particular, looking at the test whether GAS significantly outperforms GARCH, we see that none of the p-values indicate a rejection of the null that the two specifications have equal performance.
The picture changes substantially if we consider the fat-tailed distributions t(3) and t(5).
We see that the QMLE-t(ν) and SMLE(1) improve upon QMLE for the GAS specification, but not so much for the GARCH specification. This is due to the fact that under the SV specification, the volatility is a smoothly evolving Gaussian process. The data, however, are drawn from a fat-tailed distribution. This implies that from time to time a large value is drawn, even though the volatility has not changed considerably. The volatility in the GARCH specification directly reacts to this through its dependence on squared lagged observations.
This explains the limited improvement of the forecast accuracy for the GARCH specification.
The GAS model, by contrast, accounts for the fat-tailed nature of the observation density and results in more moderate changes in the variance. This results in a better overall performance in-sample and out-of-sample compared to the QMLE. The improvement in RMSE is significant for both the QMLE-t(ν) and SMLE, as can be seen from the reported p-values.
A similar result is seen for the mixture of normals, particularly for SMLE. Though the semiparametric GARCH model improves on the QMLE here, the improvement is more substantial for the GAS SMLE. The reason for this is that the GAS SMLE exploits the fact that left and right-hand tail observations convey different information about the changes in volatility. The GARCH approach, however, exploits the asymmetric density properties for the likelihood, but not for the volatility dynamics. The latter still only depend on squared lagged observations.
The result is a significant difference in in-sample and out-of-sample fit of the semiparametric GAS and GARCH specifications.
We conclude that our semiparametric volatility model also performs well under stochastic volatility DGPs: volatilities are still estimated comparatively well compared to the competing semiparametric GARCH models. The results are further corroborated in an (unreported) more comprehensive set of simulation experiments with more densities: if the true underlying density has fatter tails or more skewness, and if the underlying stochastic volatility process is more persistent, the gains of the semiparametric GAS specification over the semiparametric GARCH model are larger. 4 Empirical application and density forecast evaluation
Estimation results
We apply the new semiparametric GAS volatility model to IBM daily returns from Jan 2, 1986
to Dec 30, 2011. We split the sample into an in-sample estimation period containing the data up to Dec 31, 2005 and a subsequent out-of-sample forecasting period. The latter is used for density forecast evaluation. The in-sample and out-of-sample periods period contain 5047 and 1511 observations, respectively. Figure 2 presents the data.
The estimation results are presented in Table 4 . We report the resuls for the score driven GAS models as well as for a number of GARCH models. For comparison, we report the results in terms of persistence parameterβ of the GAS specification and α + β of the GARCH specification; see also Creal, Koopman, and Lucas (2011) .
The volatility is highly persistent across all specifications. All values ofβ and α + β are close to one. The estimate ofω for the GAS models is the result of a slight reparameterization:
we estimate the model by replacingω byω(1 −β), such thatω is 2 times the unconditional expectation of the log daily volatility. A value ofω ≈ −8 then corresponds to annualized volatility levels of around 28%.
The degrees of freedom parameter for the QMLE-t(ν) is estimated at about ν = 5, indicating a substantial degree of (conditional) fat-tailedness of the returns. The small value of ν have a double impact: it changes the likelihood, and it changes the impact of incidental large observations on the volatility dynamics through equation (2 ). As a result, the likelihood value increases by more than 424 points from QMLE-normal to QMLE-t(ν). To decompose this effect into its two components, we also estimate the model QMLE * − t(ν). This model has the Student's t likelihood, but the volatility dynamics from the QMLE-normal model. We see that the biggest effect (more than 369 points) is due to the change of the likelihood. A substantial part (of about 55 points), however, is due to the altered volatility dynamics. In terms of likelihood value, the switch from t(ν) to a non-parametrically estimated density is relatively small (about 6 points). Interestingly, however, the likelihood values of both QMLEt(ν) and SMLE(1) are substantially higher than their GARCH counterparts GARCH-t(ν) and and semiparametric-GARCH, respectively, the differences being around 23 to 25 points. As the models are non-nested, however, a strict likelihood comparison is unwarranted. Table 4 only presents the estimates for the parametric part of the model. In particular, the estimateq(·) of the error density is not shown. Note that in contrast to the semiparametric GARCH model, the error density is not a nuisance parameter in the GAS model any more.
Rather, it is a crucial part of the model through its impact on the volatility dynamics in (2 ).
A different estimate of the error density results in a different news impact curve, i.e., a different functional relationship between values of ε t and values of f t+1 . To obtain some more insight, we plot the estimated score functions. The results are presented in Figure 3 . Figure 3 shows that for the QMLE the impact has its familiar quadratic shape. Large positive and negative standardized residuals result in an identically large increase in the (log) volatility level f t . For the QMLE-t(ν), the score function has an entirely different shape; see also Creal, Koopman, and Lucas (2011) . In particular, large positive and negative standardized residuals have a bounded impact on future log volatility levels. This is due to the downweighting effect for the Student's t distribution in (4) as explained earlier.
The curves for the SMLE estimator look more like those of the Student't t than those of the Gaussian distribution. For standardized residuals between -2.5 and 2.5, the score functions behave like that of QMLE-t(ν). For larger absolute values of the standardized residuals, however, the values of the score functions remain at a finite level or even decrease. This means that large absolute innovations in the semiparametric model are more likely to be attributed to a draw from the tail area rather than to an increase in volatility. It is also interesting to see that the Plots of the score steps s t in equations (2 ) and (3) as a function ofε t = (y t −μ)/σ t .
news impact curve decreases in |ε t | for large negative ε t , whereas it appears to level off for large positive values. This indicates that the semiparametric approach recognizes the error density to be left-skewed. As a result, the volatility dynamics attribute less of the left-tail observations to local volatility increases and more to the skewed nature of the error distribution.
Density forecast evaluation
So far, we have concentrated on the models' performance in-sample. We now proceed to evaluate the performance of the different models out-of-sample. Our main tool to compare the different methods is the density forecast evaluation methods as proposed by Diebold, Gunther, and Tay (1998). Assume we have series of true densities {p(y t |h t )} m t=1 as well as density forecasts {p(y t |h t )} m t=1 , where m is the number of observations used in the evaluation. Although {p(y t |h t )} m t=1 is never observed, Diebold, Gunther, and Tay (1998) show that we can evaluate density forecasts by assessing the probability integral transforms z t , with
They prove that if a sequence of density forecasts {p(y t |h t )} m t=1 coincides with {p(y t |h t )} m t=1 , then under usual mild conditions the sequence of probability integral transforms z t is independently and identically distributed (i.i.d.), each z t being standard uniform between 0 and 1, i.e.,
We can thus evaluate a density forecast by assessing whether the probability integral transforms z t are i.i.d. U[0, 1]. Diebold, Gunther, and Tay (1998) suggest to test this using a histogram plot with confidence bounds for each of the bins underlying the histogram.
They also suggest the use of correlograms of (z t −z) i for i = 1, . . . , 4, wherez is the timeseries average of z t . Diebold, Gunther, and Tay and Figure 5 presents the correlograms of (z −z) 2 based on the out-of-sample part of the data only. We do not present correlograms of (z −z) i for i = 1, 3, because there is almost no significant serial correlation in both (z −z) and (z −z) 3 for any of the models considered, whereas the correlograms for (z −z) 4 look very much like those of (z −z) 2 . We present the results for QMLE-normal, QMLE-t(ν), SMLE(1) and semiparametric-
GARCH.
For the Gaussian model, the upper-left panel in Figure 4 shows that the histogram of the probability integral transforms has a distinct, nonuniform 'butterfly' shape. There is a hump in The upper-left graph of Figure 5 shows the correlogram of (z −z) 2 . The dashed lines are Bartlett's approximate 95% confidence intervals under the null that z t is i.i.d. There is some small but significant serial correlation in (z −z) 2 for QMLE-normal. This means that the Gaussian GAS model does not succeed in capturing the second order dynamics of the data, or that the volatility dynamics might still be mis-specified.
The upper-right graph of Figure 4 shows the histogram for the Student's t based model.
The histogram in this case is much closer to the uniform distribution, except for a slight peak in the right tail. In particular, the butterfly pattern has disappeared because we allow for fat tails and leptokurtosis. The peak in the right tail signals that the symmetric Student's t model assigns too much tail mass to the right-hand tail. Put differently, the left tail should be fatter than the right-hand tail, which is commensurate with the left skew found in the impact curves 
The different panels plot the density estimates of the probabilitity integral transforms z t for four different statistical models: QMLE-normal(upper left), QMLE-t(ν)(upper right), SMLE(1)(lower left), and semiparametric-GARCH(lower right).
shown earlier. The upper-right graph of Figure 5 shows the correlogram for the Student's t based model. Interestingly, the correlogram of (z t −z) 2 no longer shows any evidence of mis-specification in the volatility dynamics after accounting for the reduced impact of large observations on volatility levels through equation (4).
For the semiparametric model, the lower-left graph in Figure 4 reveals that the histogram of the probability integral transform remains entirely inside the pointwise confidence 95% band.
As the nonparametric estimate of the error density accommodates both the fat tails and the skewness prevalent in the empirical data, we no longer detect any mis-specification here. Also the lower-left graph in Figure 5 shows no evidence of mis-specified conditional volatility dynamics.
For the semiparametric GARCH model, the lower-right graph in Figure 4 shows that the density of the probability integral transforms is close to the uniform distribution, except for a small peak in the middle. We expect some violations in the center of the distribution for the semiparametric-GARCH model under fat-tailed innovations. Due to the GARCH dynamics, a large observation increases volatility for a few periods, while such observations are from time to time due to the fat-tailedness rather than to local increases in volatility. As a result, the volatility will be too large for a few periods, resulting in an (unduely) higher number of probability integral transforms z t near the center. This is corroborated by the lower-right graph in Figure 5 , which is similar to that of QMLE-normal. There is small but significant correlation in (z t −z) 2 , resulting from the volatility dynamics. We therefore conclude that the semiparametric volatility model proposed in this paper provides an improvement over the QMLE method as well as over the semiparametric-GARCH model, both in terms of in-sample model fit and out-of-sample density forcast evaluation.
Conclusion
We have proposed a new semiparametric observation-driven volatility model. As in the standard semiparametric GARCH models, we use kernel density estmation methods to estimate the error density. Unlike the semiparametric GARCH models, however, the density estimate also enters the volatility dynamics directly via a Generalized Autoregressive Score (GAS) structure of the model. As a result, the volatility dynamics in the new model are much less sensitive to incidental influential observations and outliers.
We showed that it is easy to estimate the model by standard maximum likelihood methods. We conducted three simulation experiments. In the first one, we showed that the model regains parts of the estimation inefficiency of the standard (Gaussian) QMLE. In the second and third experiment, we used deterministic and stochastic volatility dynamics, respectively, to investigate the effect of model mis-specification on the performance of the different statistical models. We demonstrated that the new model gives in-sample estimation and out-of-sample forecasts of volatility levels of similar accuracy as when we would know the true error density.
For stochastic volatilities, we also made a comparison of our model with the semiparametric-GARCH model. This revealed that our model outperforms the semiparametric-GARCH model when the density is fat-tailed and/or skewed.
In our empirical example, we illustrated the performance of the new model for stock return data. By plotting the score function, we saw that the new model has moderate increase in volatility following large absolute innovations. Volatility levels also reacted differently to large positive versus large negative innovations due to the estimated skewness of the distribution. When evaluating the model using density forecast evaluation, we showed that the model performs better than its competitors, both in terms of in-sample model fit and out-of-sample density forecast evaluation.
The new semiparametric volatility model with generalized autoregressive score dynamics thus performs well both in-sample and out-of-sample, and both for empirical and simulated data. It provides a useful alternative to standard semiparametric GARCH models. Moreover, the model is also easily extended to allow for more complicated dynamics, such as higher order or even fractional dynamics in either the mean or the volatility specification. and 1,000 out-of-sample). The underlying data generating process is given by equations (1)- (2 ). We consider four distributions: the standard normal (N), Student's t(3), t (5), and a mixture of normals resembling a χ 2 (6) distribution (MN(χ 2 (6))). The statistical models are the based on the true distribution (MLE), the normal distribution (QMLE), the Student's t distribution with estimated degrees of freedom (QMLE-t(ν)), and on the semiparametric approach (SMLE (1)). The SMLE (1) This table presents the relative median of Root Mean Square Error of in-sample volatility estimates (RMSE in) and out-of-sample volatility forecasts (RMSE out) with respect to in-sample RMSE of the QMLE estimates over 100 Monte Carlo replications and 2,000 time series observations (1,000 in-sample and 1,000 out-of-sample).
There are four distributions: normal, Student's t(3), t(5), and a mixture of normals M N (χ 2 (6)). The initial starting values for SMLE(1) are the QMLE estimates. (RMSE in) and out-of-sample volatility forecasts (RMSE out) with respect to the GAS model's in-sample RMSE of QMLE. For each density we use 100 Monte Carlo replications and 2,000 time series observations
(1,000 in-sample and 1,000 out-of-sample). The stochastic volatility DGP SV is specified as y t ∼ p(0, σ 2 t ) with σ 2 t = exp(α t ) and α t = 0.01 + 0.98α t−1 + η t , where η t ∼ N (0, 0.1 2 ), for t = 1, . . . , n. Four distributions are used to generate y t : normal, Student's t(3), t(5), and a mixture of normals M N (χ 2 (6)). The estimation methods are QMLE, QMLE-t(v) and SMLE(1) for both GAS and GARCH specifications of the volatility dynamics, see
equations (2) and (2 ). A one-side test is carried out for the average RMSE for the GAS model being smaller than that of the GARCH specification using the 100 simulations. The p-values are reported. Significance is denoted as * * * (1%), * * (5%), and * (10%). Empirical results based on IBM daily stock return series between January 1986 and December 2011. We estimate seven different models: QMLE-norm(al), QMLE-t(ν), QMLE * -t(ν), SMLE(1), GARCH, GARCH-t(ν) and semi(parametric)-GARCH. The model QMLE * − t(ν) has the same likelihood as QMLE-t(ν), but the same volatility dynamics as QMLE-normal to isolate the effect of a change in likelihood and a change in volatility dynamics. The starting values for SMLE(1) and semiparametric-GARCH are QMLE-t(ν) and GARCH-t(ν), respectively. Table A1 : Simulation results(QMLE as the initial starting value for SMLE(1))
This table presents the average parameter estimates (Mean), the Root Mean Square Error (RMSE) of parameter estimates and the median of Root Mean Square Error of in-sample volatility estimation (RMSE in) and outof-sample volatility forecast (RMSE out) over 100 Monte Carlo replications and 2,000 time series observations (1,000 in-sample and 1,000 out-of-sample) for seven distributions and six different estimation methods. The distributions used are standard normal, a balanced mixture of two standard normals with means 2 and -2, Student's t(3), t(5), t(8), χ 2 (6) and χ 2 (12). The estimation methods are QMLE, QMLE-t(ν), MLE, SMLE (1) Table A3 : Simulation results: deterministic volatility patterns(continue)
burst (1) burst (2) burst ( (1,000 in-sample and 1,000 out-of-sample) for two stochastic volatility models. The first stochastic volatility DGP SV(1) is specified as: y t ∼ p(0, σ 2 t ) with σ 2 t = exp(α t ) and α t = 0.01+0.98α t−1 +η t , where η t ∼ N (0, 0.1 2 ), for t = 1, · · ·, n. The second stochastic volatility DGP SV(2) is specified as: y t ∼ p(0, σ 2 t ) with σ 2 t = exp(α t ) and α t = 0.05 + 0.9α t−1 + η t , where η t ∼ N (0, 0.1 2 ), for t = 1, · · ·, n. For both models, seven distributions are used to generate y t . They are normal, a balanced mixture of two standard normals with means 2 and -2, Student's t(3), t(5), t(8), χ 2 (6) and χ 2 (12). The estimation methods are QMLE, QMLE-t(v) and SMLE(1)-(3) for both GAS and GARCH models, respectively. The initial starting values for SMLE(1) are QMLE estimates. A one-side test is carried out and p-values are given. The H 0 is RM SE GAS ≥ RM SE GARCH . * * * means the null is rejected at 95% significance level; and * * means the null is rejected at 90% significance level.
SV (1) p-value GAS GARCH one-side test 
