Let (R, Λ) be a commutative form ring, and let ( J, Γ ) be a form ideal of (R, Λ). We obtain a complete description of all subgroups of the unitary groups U 2n (R, Λ) which are normalized by relative elementary subgroup EU 2n ( J, Γ ) for all n ≥ 4.
Introduction
Let R be a commutative ring with identity, GL n (R) be the group of invertible n by n matrices over R, E n (R) be the subgroup of GL n (R) generated by all elementary matrices e ij (a) = 1 n + aE ij , where a ∈ R, E ij is a matrix with 1 in position (i, j) and zeros elsewhere. For any ideal I of R, let C n (R, I) denote the full pre-image of the center of GL n (R/I). Let E n (I) be the subgroup of GL n (R) generated by all e ij (a), where a ∈ I, and let E n (R, I) denote the normal closure of E n (I) in E n (R).
A subgroup H ⊂ G is called subnormal if there is a chain The classification of the subnormal subgroups of GL n (R) is related to the description of the subgroups of GL n (R) normalized by E n (R, J) (i.e., generalized sandwich classification). Namely, if G is a subgroup of GL n (R) containing E n (R) in (1.1), where R is commutative, n ≥ 3, then H ▹ d G implies that
for some ideal I of R, where m = f (d, n) is a function of d and n (see [12, 13] ) and I From the theorem above we obtain that m = f (d, n) = (4 d − 1)/3 for n ≥ 3 (see (1.2) ).
In [2] , Bak conjectured that the generalized sandwich classification theorem holds as well for certain 'unitary' groups over rings with stable rank conditions. Habdank [5] settled Bak's conjecture positively with quadratic stable conditions and 2 invertible on the commutative ring. Zhang [17] proved the conjecture for stable unitary group U(R, Λ) = lim n→∞ U 2n (R, Λ) over commutative rings. Recently, Zhang [18] studied the non-stable case of unitary groups over a commutative ring with 2 invertible. In this paper, we answer Bak's conjecture positively for unitary groups U 2n (R, Λ) with n ≥ 4 without any assumption regarding the commutative ring with identity.
Notation and main result
Let R be an associative ring with identity 1, and assume that an anti-automorphism of order 2, i.e., an involution * : x → x * is defined on R such that (x + y) * = x * + y * , (xy) * = y * x * , and (x * ) * = x for all x, y in R. Clearly, * also determines an anti-automorphism of the ring M n (R) of all n by n matrices (x ij ) by (x ij ) * = (x * ji ). Fix an element λ ∈ Cent(R) such that λλ * = 1. Set Λ min = {x − x * λ | x ∈ R} and Λ max = {x ∈ R | x = −x * λ}. A form parameter Λ is an additive subgroup of R such that (1) Λ min ⊆ Λ ⊆ Λ max , (2) r * Λr ⊆ Λ for all r ∈ R.
The pair (R, Λ) is called a form ring. For an involution invariant ideal I of R, i.e., I = I * , define Γ max = I ∩ Λ and Γ min = {x − x * λ | x ∈ I} + {x * ξ x | ξ ∈ Λ, x ∈ I}. A relative form parameter Γ in (R, Λ) of level I is an additive subgroup of I such that
(2) r * Γ r ⊆ Γ for all r ∈ R.
The pair (I, Γ ) is called a form ideal of the form ring (R, Λ). We denote the set of Λ-anti-Hermitian matrices by AH n (R, Λ) = {(a ij ) ∈ M n (R) | a ij = −a * ji λ for i ̸ = j and a ii ∈ Λ, i = 1, . . . , n}.
Following Bak [1] (see also [14] ), we define the unitary (or quadratic or generalized unitary) groups
example, any column of an invertible matrix is unimodular. Let R × denote the group of invertible elements in R.
Fix an n, and for any 1
Furthermore, ϵ(i) denotes the sign of an integer i defined as ϵ(i) = 1 if i ≤ n and ϵ(i) = −1 if i > n. We define two types of elementary matrices in unitary group as follows:
with a ∈ λ −(ϵ(i)+1)/2 Λ, i.e., a ∈ λ * Λ when i ≤ n and a ∈ Λ when i > n, which are called long root elements;
with a ∈ R, j ̸ = i, σ i, which are called short root elements. We denote the subgroup of U 2n (R, Λ) generated by all elementary unitary matrices as EU 2n (R, Λ). For a form ideal (I, Γ ) of (R, Λ), an elementary matrix ρ ij (a) is called elementary of level (I, Γ ) if a ∈ I when j ̸ = i, σ i, and a ∈ λ −(ϵ(i)+1)/2 Γ when j = σ i. The subgroup of U 2n (R, Λ) generated by elementary matrices of level (I, Γ ) is denoted by FU 2n (I, Γ ), and the normal subgroup of EU 2n (R, Λ) generated by FU 2n (I, Γ ) is denoted by EU 2n (I, Γ ).
whereas the full congruence subgroup CU 2n (I, Γ ) is defined as
It can be shown (see [4] ) that CU 2n (I, Γ max ) is the full pre-image of the center of U 2n (R/I, Λ/Γ max ), i.e.,
, where ϕ I denotes the canonical projection: R → R/I. Lemma 3.4. Let H be a subgroup of U 2n (R, Λ), n ≥ 3, normalized by EU 2n ( J, Γ ), and let g ∈ H. Let t ∈ U 2n (R, Λ) and
, and the term in the parentheses belongs to H, we obtain the conclusion. 
The length |v| q of v is defined as
Denote the length of the kth column and the kth row of a matrix g ∈ U 2n (R, Λ) 
, which is a contradiction. Conjugating g by t = ρ ij (1), we obtain the matrix t g, whose entry in the position (i, j) equals g ij +(g ii −g jj ) and does not belong to (I : J k ). Now, suppose that there is a non-diagonal entry g ij in t g satisfying ag ij / ∈ (I : J k−1 ) for some a ∈ J. Then, taking ρ = ρ jl (a) where l ̸ = i, σ i, σ j and comparing the entries of t gρ and ρ t g in the position (i, l), we have that
Remark 3.7.
(1) In Lemma 3.6, we showed that
proof is quite similar to that of Lemma 24 in [13] ; thus, we omit it. 
, we may obtain a contradiction.
Localization
Denote the subring of R generated by all rr * with r ∈ R as R 0 . In the following sections, all multiplicative systems considered will be in R 0 . Meanwhile, we will mostly use localization with respect to the following two types of multiplicative systems.
(i) Principal localization: take s ∈ R 0 , and set multiplicative system coincides with ⟨s⟩ = {1, s, s 2 , . . . , }. The localization of the form ring (R, Λ) with respect to multiplicative system ⟨s⟩ is denoted by (R s , Λ s ).
(ii) Maximal localization: take M ∈ Max(R 0 ), the set of maximal ideals in R 0 , and let S = R 0 \M. Localization of the form ring (R, Λ) with respect to multiplicative system S is denoted by 
where j is fixed.
The following lemma will be used in the proof of Proposition 6.3 which in turn is the key step in the proof of our main theorem. 
Lemma 4.1. Suppose R is a semi-local ring with at most two maximal ideals and let g ∈ U 2n (R, Λ).
=  2n i=2 ρ i1 ( * ), h
is a unitary matrix of the parabolic type, i.e., the first column of h is of the form
where F 1 and F 2 are fields. An element α in R is invertible if and only if α ≡ (a, b) (mod J(R)) with a, b ̸ = 0. Now, suppose that the first diagonal entry g 11 of g is not invertible. The proof can be subdivided into two cases: (i) g 11 ̸ ∈ J(R), (ii) g 11 ∈ J(R). Below, we consider the first case; the second one is similar.
In case (i), we may assume that g 11 ≡ (a, 0) (mod J(R)) with a ̸ = 0. Because the rows and columns of an invertible matrix are unimodular, there is an entry g 1i (i ̸ = 1) in the first row of g such that
. On the other hand, if i = n + 1 and all other entries in the first row lie in the same maximal ideal M 2 as g 11 
The second conclusion of the lemma can be obtained easily by the first one.
The proof is similar to Lemma 5 in [11] and Lemma 9 in [9] ; thus, we omit it.
In general, the group homomorphisms F s :
However, for principal localization of Noetherian rings, the restrictions of these homomorphisms to some sufficiently small congruence subgroups are injective.
Lemma 4.3 (See [7, Lemma 5.1] and [3, Lemma 4.10]). Let R be a Noetherian ring, s ∈ R. Then there exists a non-negative integer p such that the homomorphism F s
For ζ ∈ R s , there exists a non-negative integer N ζ such that s N ζ ζ ∈ F s (R). It follows that for a finite subset L one can find a non-negative integer N such that s 
. This simple argument reduces most questions regarding Noetherian rings. Similarly, instead of localizations with respect to arbitrary multiplicative systems, we can consider only principal localizations. 
Extraction of short root elements
. . .
Note that g ij is in fact an entry in 
where s p ad ̸ ∈ (I : J k−1 ). 
Proof. By Proposition 3.2 and Lemma 3.4,
, where d 1 ∈ J, and i ̸ = 1, n + 1, r, σ r, 3, n + 3 for case (i); i ̸ = 1, n + 1, r, σ r, 2, n + 2 for case (ii). Because
shows that
Thus,
In the following, we will show the conclusion only for case (i) because the arguments are the same for case (ii). Again, ), and r 2 ̸ = r 1 , σ r 1 . Thus, there is at least one of the indices r 1 , r 2 that does not take a value from {3, n + 3} and another that does not take a value from {2, n + 2}. That is, t 3 t 2 t 1 F s (H) contains a short root element ρ 1r 1 (a) with r 1 ̸ = 3, n + 3, and a short root element ρ 1r 2 (a) with r 2 ̸ = 2, n + 2. Thus, applying Lemma 5.4, we obtain the conclusion that H contains 2n − 3 short root elements ρ i1 (b), where b ̸ ∈ (I : J k−6 ), and i takes values from {2, . . . , 2n} except for n + 1, 3 or 2.
The core of the proof
The main step in proving the 'generalized sandwich theorem' (see 
Proof. It is known that EU 2n (aJ
Without loss of generality, we assume that all short root elements ρ i1 (a) with i ̸ = 3 are contained in H. By Lemma 3.1 the following elementary matrices of level (aJ
Now, it is easy to show that FU 2n (aJ
) ⊆ H by applying Lemma 3.1 and the above four formulas. For instance, ρ 1i (ad 1 
The rest of the proof involves showing that EU 2n (aJ
We do so only for short root elements because the proof for long root elements is similar. [17, 18] ). However, in general, the lower the exponent k of the ideal J is, the better the final result will be. Proof. When {(R i , Λ i )} i∈I is an inductive system of all finitely generated form subrings of (R, Λ) with respect to the embeddings, one has U 2n (R, Λ) = lim − → U 2n (R i , Λ i ). Thus, one may assume that R is Noetherian (replace R by the ring generated by s ∈ R 0 \M, d ∈ J, and some matrix entries).
For
induces the following homomorphisms:
By Lemma 4.2, we have that
) for some M ∈ Max(R 0 ). Moreover, by Lemma 4.1, we can assume that
invertible. Thus,
h is a matrix over R M of the following form:
Now, we may reduce the problem to the case R s , where s ∈ R 0 \M; that is,
, and h is a matrix of form (6.5) over R s . We subdivide the proof into two cases. ); thus, we have that
by Lemma 3.6 and that the first column of g 1 is of the form (1, g
T . Note that the matrix ρ 1 hρ
, and the entry g As shown above, factorize g 1 as g 1 = u 1 h 1 , where 
Because the elements at the first row of 
where
) and the first column of g 1 has the form (1, 0, . . . , 0, g
Proof of main theorem
Applying Proposition 6.3 and Lemma 6.1, we can obtain the following theorem, called the weak structure theorem. 
This is a contradiction.
To prove the main theorem, we need the following lemma. 
Lemma 7.2. Under the assumptions of Theorem
 . where d 1 ∈ J, j ̸ = n + 1, 2 (note that the length of the (n + 2)th column of t F s (g 1 ) may be not in Γ 
