We prove that a two sided sub-Gaussian estimate of the heat kernel on an in nite weighted graph takes place if and only if the volume growth of the graph is uniformly polynomial and the Green kernel admits a uniform polynomial decay.
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Introduction
Consider the heat equation @f @t = f ; (1.1) where f = f(t; x) is a function of t > 0 and x 2 R n , and is the Laplace operator in R n . The fundamental solution to (1.1) is given by the classical Gauss-Weierstrass formula f(t; x) = 1 (4 64] ). These are parabolic equations with variable coe cients, the heat equation on Riemannian manifolds, the discrete heat equation on graphs, and the heat semigroups on general metric measure spaces including fractal-like sets. Despite of the high diversity of the underlying spaces and equations, in many important cases the heat kernel is naturally de ned and, moreover, admits the so-called Gaussian estimates.
For any metric measure space M with distance d and measure , denote by B(x; r) the open metric ball of radius r centered at x, and by V (x; r) its measure . Suppose rst that M is either a discrete group or a Lie group, with properly de ned d; and the heat kernel p t (x; y). Assume that the volume growth of M is polynomial, that is, for some > 0, V (x; r) ' r (1.2) (here the sign ' means that the ratio of both sides of (1.2) stays between two positive constants). Then the heat kernel on M admits the following Gaussian estimate (see 62] , 36]) p t (x; y) ' t ? =2 exp ? d 2 (x; y) ct (1.3) (where the positive constant c may be di erent for the upper and lower bounds). The heat kernel in R n obviously satis es (1.3) with = n. Suppose now that M is a complete manifold with non-negative Ricci curvature. (1.4) In particular, if V (x; r) ' r then the heat kernel satis es again the estimate (1.3).
As we see, for groups of the polynomial growth and for non-negatively curved manifolds, the heat kernel is fully determined (up to constant factors) by the volume growth function. In other words, the potential theory on such spaces is characterized by a single parameter -the exponent of the volume growth.
The presence of the Gaussian estimates (1.3) or (1.4) re ects certain properties of the space M. In particular, (1.4) implies that the Markov process X t with the transition density p t (x; y) has the di usion speed of the order t 1 2 . The latter means that the process X t started at a point x rst exits the ball B(x; R) at the time t ' R 2 .
The development of Markov processes on fractals and the fractal like graphs ( 10] (1.5) Here is the exponent of the volume growth as in (1.2) . The Gaussian estimate (1.3) is a particular case of (1.5) for = 2.
Barlow and Bass 7] showed that the sub-Gaussian estimates (1.5) with > 2 can take place not only on singular spaces such as fractals but also on smooth Riemannian manifolds, for a certain range of time. Similar estimates hold for random walks on certain fractal-like graphs 8], 38] . It has become apparent that a large and interesting class of homogeneous spaces features sub-Gaussian estimates of the heat kernel. The potential theory on such spaces is determined by the two parameters and hence, cannot be recovered only from the volume growth 1 . A natural question arises:
How to characterize those spaces which admit sub-Gaussian estimates (1.5) of the heat kernel?
If M is a complete non-compact Riemannian manifold then the validity of the Gaussian estimate (1.3) is known to be equivalent to the following two conditions: the volume growth (1.2) and the Poincar e inequality . It may be tempting to conjecture that by replacing in (1.6) r 2 by r , one obtains equivalent conditions for sub-Gaussian estimates. However, this conjecture is false. At the present time, no similar characterization of the spaces with sub-Gaussian estimates seems to be known. All examples of spaces where (1.5) is proved are fractal-like spaces featuring a self-similarity structure. The purpose of this paper is to provide a new approach to obtaining sub-Gaussian estimates of the heat kernel. Our point of departure is the understanding that, apart from the uniform volume growth V (x; r) ' r , we have to introduce additional hypotheses, which would contain the second parameter and provide the necessary homogeneity of the space (just the uniform volume growth is not enough for the latter).
Let g(x; y) be the Green kernel on M, that is g(x; y) = Z 1 0 p t (x; y)dt:
Recall that, in R n , g(x; y) = c n jx ? yj ?(n?2) if n > 2 and g 1 if n 2.
Our general result says the following:
Given the parameters > 2, the two-sided sub-Gaussian estimate p t (x; y) ' t ? = exp ? d (x; y) ct (1.8)
We do not specify here the ranges of the variables x; y; t; r because they are di erent for di erent settings. In the present paper, we treat the case when the underlying space is a graph, and the time is also discrete. However, the graph case contains already all di culties. We present the proof in the way that only minimal changes are required to pass to a general setting of abstract metric spaces, which will be dealt with elsewhere. The exact statements are given in the next section. Note that our result is new even for the Gaussian case = 2. The hypothesis (1.8) consists of two conditions of di erent nature. The rst one is a geometric condition of the volume growth whereas the second is an estimate of a fundamental solution to an elliptic equation. Neither of them separately implies the heat kernel bounds (1.7). Surprisingly enough, the exponent which provides the scaling of the space and time variables for a parabolic equation, can be recovered from an elliptic equation, although combined with the volume growth.
The paper is arranged as follows. In Section 2, we state the main result -Theorem 2.1. In Section 3, we introduce the necessary tools such as the discrete Laplace operator, its eigenvalues, the mean exit time, etc. In Section 4 we describe the scheme of the proof of Theorem 2.1 as well as some consequences. In particular, we mention some other conditions equivalent to (1.7). The actual proof of Theorem 2.1 consists of many steps which are considered in details in the rest The letters c; C are reserved for positive constants not depending on the variables in question.
They may be di erent on di erent occurrences, even within the same formula. All results of the paper are quantitative in the sense that the constants in conclusions depends only on the constants in hypotheses.
The relation f ' g means that the ratio of the functions f and g is bounded from above and 1.7) ).
We use a number of lettered formulas such as (UE), (LE) etc., to refer to the most important and frequently used conditions. In Appendix, we provide a complete list of all such formulas.
2 Statement of the main result Throughout the paper, ? denotes an in nite, connected, locally nite graph. If x; y 2 ? then we write x y provided x and y are connected by an edge. The graph is always assumed non-oriented, that is x y is equivalent to y x. We do not exclude loops so that x x is possible. If x y then xy denotes the edge connecting x and y. The P(x; y) = 1 (2.2) and P(x; y) (x) = P(y; x) (y):
For the Markov operator P, there is an associated random walk X n , jumping at each time n 2 N from a current vertex x to a neighboring vertex y with probability P(x; y). The process X n is Markov and reversible with respect to measure . If is the standard weight on ? then X n is called a simple random walk on ?.
Conversely, given a countable set ? with a measure and a Markov operator P(x; y) on ? satisfying (2.3), the identity (2.1) uniquely determines a symmetric weight xy on ? ?. Then one de nes edges xy as those pairs of vertices for which xy 6 = 0, and obtains a weighted graph (?; ): One has to assume in addition that the resulting graph ? is connected and locally nite.
Let P n denote the n-th convolution power of the operator P. Alternatively, P n (x; y) is the transition function of the random walk X n , i.e. P n (x; y) = P x (X n = y) :
De ne also the transition density of X n , or the heat kernel, by p n (x; y) := P n (x; y) (y) : As obviously follows from (2.3), p n (x; y) = p n (y; x):
The only a priori assumption which we normally make about the transition probability is the following: P(x; y) p 0 ; 8x y; (p 0 ) where p 0 is a positive constant. Due to (2.2), the hypothesis (p 0 ) implies that the degree of each vertex x 2 ? is uniformly bounded from above. The latter is in fact equivalent to (p 0 ), provided X n is a simple random walk.
By sub-Gaussian heat kernel estimates on graphs we will mean the following inequalities: p n (x; y) Cn ? = exp ? d(x; y) Cn Let us comment on the di erences between (UE) and (LE). First observe that p n (x; y) = 0 whenever n < d(x; y) (indeed, the random walk cannot get from x to y in a number of steps smaller than d(x; y)). Therefore, the restriction n d(x; y) in (LE) is necessary. We could assume the same restriction in (UE) but if p n (x; y) = 0 then (UE) is true anyway. Another di erence -using p n + p n+1 in (LE) in place of p n in (UE) -is due to the parity problem. Indeed, if the graph ? is bipartite (for example, Z D ) then p n (x; y) = 0 whenever n and d(x; y) have di erent parities. Therefore, the lower bound for p n cannot hold in general, and we state it for p n + p n+1 instead. Alternatively, one could say that the lower bound holds either for p n or for p n+1 . The structure of the graph may cause one of p n , p n+1 to be small (or even vanish) but it is not possible to decide a priori which of these two terms admits the lower bound (see Section 14 for more details).
Denote by B(x; R) a ball on ? of radius R centered at x, and by V (x; R) its measure, that is B(x; R) := fy 2 ? : d(x; y) < Rg ; V (x; R) := (B(x; R)):
We say that the graph (?; ) has the regular volume growth of degree if V (x; R) ' R ; 8x 2 ?; R 1: The sub-Gaussian estimates for di erent and are related as follows. Consider the right hand side of (UE) and (LE) as a function of and . It is easy to see that it decreases as and = simultaneously increase (assuming d(x; y) n). In particular, (UE) gets stronger (and (LE) gets weaker) on increasing of (while keeping the same ) whereas in general there is no monotonicity in .
The estimates (UE) and (LE) were proved by Jones 38] for the graphical Sierpinski gasket. The latter is a graph which is obtained from an equilateral triangle by a fractal-like construction (see Fig. 1 ). The reason for a subdi usive behaviour of the random walk on such graphs is that they contain plenty of \holes" of all sizes, which causes the random walk to spend more time on circumventing the obstacles rather than on moving away from the origin. The question of nding equivalent conditions for the sub-Gaussian estimates (UE) and (LE) is equally interesting for recurrent graphs. By the way, the graph on Fig. 1 The operator A is symmetric with respect to the measure and is non-positive de nite. otherwise.
The transition function P A n (x; y) of X A n is de ned inductively: P A 0 (x; y) = xy and P A n+1 (x; y) = X z2? P A n (x; z)P A (z; y) = X z2? P A (x; z)P A n (z; y):
As easily follows from (3.4), the function u n (x) = P A n (x; y) satis es in A N the discrete heat equation u n+1 ? u n = A u n :
The heat kernel p A n (x; y) of X A n is de ned by p A n (x; y) := P A n (x; y) (y) : As follows from (2.1), p A is symmetric in x and y. In particular, the kernel p A n (x; y) satis es the heat equation (3.5) both in (n; x) and (n; y). The alternative de nition is that the function G A (x; y) is the in mum of all positive fundamental solutions of the Laplace equation in A. If the Green function is nite then, for any y 2 A, we have A G A ( ; y) = ? y . The opposite case, when G A (x; y) +1, is equivalent to the recurrence of the process X A n .
The Green kernel g A (x; y) is de ned by g A (x; y) = G A (x; y)
Clearly, the Green kernel is symmetric in x, y. Therefore, if g A is nite then g A is superharmonic in A with respect to both x and y, and is harmonic away from the diagonal x = y. Observe that if (x) ' 1 (which in particular follows from (V )) then G A (x; y) ' g A (x; y) and p A n (x; y) ' P A n (x; y).
It is easy to see that the kernels p A n (x; y) and g A (x; y) increase on enlarging of A and tend to the global kernels p n (x; y) and g(x; y) (de ned in Section 2) as an increasing sequence of sets A exhausts ?.
If A is nite and non-empty then it makes sense to consider the Dirichlet problem in A u = f in A; u = h in A n A; (3.6) where f and h are given function on A and A n A respectively. As follows easily from the maximum principle, the solution u exists and is unique. As follows from the above discussion, the function E A (x) solves the following boundary value problem in A: u = ?1 in A; u = 0 outside A:
Denote by T A the rst exit time from set A for the process X n , that is, T A := minfk : X k = 2 Ag: We claim that E A (x) = E x (T A ), which justi es the term \mean exit time" for E A . Indeed, T A coincides with the cardinality of all n = 0; 1; 2; ::: for which X A n is in A, that is,
If A = B(x; R) then we use a shorter notation E(x; R) := E B(x;R) (x):
Another function associated with the exit time is the exit probability de ned by A n (x) := P x fX k = 2 A for some k ng = P x fT A ng : (3.10) In other words, A n (x) is the probability that the random walk X k started at x will at least once exit A by time n. Alternatively, A n (x) can be de ned as the solution u n (x) to the following initial boundary value problem in A N 8 < :
u n+1 ? u n = u n ; u 0 (x) = 0; x 2 A; u n (x) = 1; x = 2 A and n 0:
If A = B(x; R) then we will use the shorter notation n (x; R) := B(x;R) n (x):
In conclusion of this section, we prove two useful consequences of the condition (p 0 ):
P(x; y) p 0 ; 8x y: Another consequence of (p 0 ) is that any point x has at most p ?1 0 neighbors. Therefore, any ball B(x; R) has at most C R vertices inside. By (3.13), any point y 2 B(x; R) has measure at most p ?R 0 (x), whence (3.12) follows. 
Outline of the proof and its consequences
The proof of Theorem 2.1 consists of many steps. Here we describe the logical order of these steps. The rest of the paper is arranged in the way that each section treats a certain topic corresponding to one or more steps in the proof of Theorem 2.1. Apart from the conditions (V ), (G), (UE) and (UE) described in Section 2, we introduce here some more lettered conditions which will be widely used in the proof.
We say that the Faber-Krahn inequality holds on (?; ) An easy consequence of (UE) is the diagonal upper estimate p n (x; x) Cn ? = ; (DUE) for all x 2 ? and n 1.
Consider the following estimates for the mean exit time and the exit probability:
for all x 2 ?; R 1, and n (x; R) C exp ? R Cn The relations between the exponents ; ; and involved in all conditions are as follows: ? = and = = :
Given (DUE) and ( ); one obtains easily the full upper bound (UE) using the approach of Barlow and Bass 6] (see Section 8) . The method of obtaining the Faber-Krahn inequality (FK) from (V ) and (G) is based on ideas of Carron 14] . The implication (FK) =) (DUE) is a discrete modi cation of the approach of the rst author 31]. The implication (V )+(G) =) (E) was originally proved by the second author 57], and here we give a simpler proof for that.
The crucial part of the proof of the upper estimate (UE) is the implication (E) =) ( ):
The following nearly Gaussian estimate is true always, without assuming (E) or anything else:
n (x; R) C V (x; R) ( V (x; R) in front of the exponential. Indeed, the range of n for which we will apply ( ), is n > R (see the proof of Proposition 8.1). Assuming > 2; we have in this range R n 1 ?1 > R 2 n ;
so that ( ) is stronger than (4.1).
We provide here an entirely new argument for (E) =) ( ), which is based on investigation of solutions of the equation v = v: The function v can be estimated by comparing it to u = ?1 (and the latter is related to the mean exit time). On the other hand, the function (1 + ) n v(x) satis es the discrete heat equation and, hence, can be compared to A n (x) by using the parabolic comparison principle (see Section 7 for details). Another proof of (E) =) ( ) can be obtained by using the probabilistic method of Barlow For example, it holds for Z D with the standard weight but fails on the connected sum of two copies of Z D as well as on a binary tree.
The scheme of the proof of (V ) + (G) =) (LE) is shown on the diagram below. From the previous diagram, we know already that the conditions (FK) and (E) follow from (V ) + (G), as well as the implications (FK) =) (DUE) and (E) =) ( ). (p n + p n+1 ) = f; where f = p n+2 ? p n : The elliptic Harnack inequality and the upper bound for E(x; r) allow to estimate the oscillation of p n + p n+1 via f (in the continuous setting, this argument is classical and is due to Moser 48] ). On the other hand, the on-diagonal upper bound for p n implies a suitable estimate for the discrete time derivative p n+2 ?p n (the fact that estimates of the time derivatives of the heat kernel can be obtained from (DUE) is well-known in the context of manifolds and goes back to Cheng { Li { Yau 17] and Davies 25] , 26]; see also 33]). Having an upper bound for the oscillation of p n + p n+1 and the on-diagonal lower bound for p n + p n+1 , one gets (NLE). The chaining argument for the implication (NLE) + (V ) =) (LE) is nowadays standard and goes back to Aronson 1] .
The method of obtaining (DLE) from ( ) and (V ) used in Proposition 9. Stroock 28] . However, this claim becomes rather non-trivial for arbitrary graphs (and manifolds) because of topological di culties. We provide here a new, simple and general proof of the implication (G) =) (H), which is based on a potential theoretic approach of Boukricha 12] .
Finally, the converse implication (UE)+ (LE) =) (V ) + (G) is quite straightforward and is proved in Proposition 15.1.
As a consequence of the above diagrams, we see that the following equivalence takes places:
It is possible to show that this equivalence is true also for recurrent manifolds. Furthermore, the Faber-Krahn inequality (FK) turns out to follow from (V ) + (E) + (H) so that
The condition (H) ensures here a necessary homogeneity of the graph whereas (V ) and (E) provide the exponents and , respectively.
Another consequence of the proof is that
(see Remark 15.1). There is a number of conditions given in terms of capacities, eigenvalues etc., which can replace (E) or (UE) in (4.2) and (4.3), respectively. In the presence of (V ) and (H), the purpose of the other condition is to recover the exponent in (UE) and (LE). Note that if = 2 then (UE) in (4.3) can be replaced by (DUE) (cf. 37]). The complete proofs of (4.2), (4.3) and other related statements will be given elsewhere.
The Faber-Krahn inequality and on-diagonal upper bounds
Recall that a Faber-Krahn inequality holds on (?; ) if there are constants c > 0 and > 0 such that, for all non-empty nite sets A ?,
We discuss here relationships between eigenvalues estimates like (FK) and estimates of the Green kernel, heat kernel and volume growth. The outcome will be the following implications The analogue of Proposition 5.1 for manifolds was proved by Carron 14] . The equivalence (a) () (b) was proved also in 31] for heat kernels on manifolds, and in 20, Proposition V.1] for random walks satisfying in addition the condition inf x P(x; x) > 0.
We will provide detailed proof only for the implications (a) =) (b) and (c) =) (a) which we use in this paper. The implication (b) =) (c) can be proved in the following way. By theorem of Varopoulos 61] , (DUE) implies a Sobolev inequality. Then one applies argument of 14, Proposition 1.14] (adapted to the discrete setting) to show that (5.1) follows from the Sobolev inequality.
Note that our proof of (a) =) (b) goes through for any > 0. If > 1 then one could apply the approach of 14] using a Sobolev inequality as an intermediate step between (a) and (b) . In general, we use instead a Nash type inequality which will be obtained in the following lemma. Proof of (a) =) (b) in Proposition 5. (r xy f n ) 2 xy :
The graph (? ; ) satis es (FK) so that Lemma 5.2 can be applied. Since Summing up this inequality in n, we conclude b ?1= n cn and b n Cn ? :
Since b n = p 2n (y; y), we have proved that, for all y 2 ? and n 1, p 2n (y; y) Cn ? ; (5.14) which is (DUE) for all even times. E(x; R) CR : (6. 2)
The lower bound in (E) implies E(x; R) cR : (6. 3) Consequently, (E) implies (E) and E(x; R) ' R : (6.4) Proof. To show (6.2), let us observe that, for any point y 2 B(x; R), we The lower bound (6.3) is obvious by E E. Finally, (E) follows from (E) and (6.4) if R 1, and (E) holds trivially if R < 1. Observe that, by Lemma 5.4, we know already that > . For the lower bound of E(x; R), let us prove that g A (x; y) c d(x; y) ? ; 8y 2 B(x; "R) n fxg (6.6) provided " > 0 is small enough. Consider the function u(y) = g(x; y) ? g A (x; y) which is harmonic in A. By the maximum principle, its maximum is attained at the boundary of A whence, by (G), 0 u(y) CR ? :
Therefore, g A (x; y) = g(x; y) ? u(y) c d(x; y) ? ? CR ? :
If R is large enough and if d(x; y) "R with a small enough " then the second term in (6.7) is absorbed by the rst one whence (6.6) follows. (7.3) where " > 0 depends on the constants in the condition (E) (see Fig. 3 ). Figure 3 The value of the function v at the point x 0 does not exceed 1 ? ".
Proof. Denote for simplicity u(x) = E A (x) and recall that u 2 c 0 (A) and u = ?1 in A (cf. (3.9) ). Denote also Here is an arbitrary constant, C is some constant depending on the condition (E), and c > 0 is some constant depending on and on the condition (E).
Proof. The hypothesis (E) implies (E) and E(x; R) ' R (see Proposition 6.1). Choose the constant C in (7.4) so big that the lower bound in (7.4) implies E(x; R) ?1 . Then, by Lemma 7.2, we obtain v(x 0 ) 1 ? ": If we have in addition 1= R const (7.6) then (7.5) is trivially satis ed. In particular, if R is in the bounded range then (7.6) is true because is bounded from above by (7.4) . Hence, we may assume in the sequel that R > C 0 and > C 00 R ? ; (7.7) with large enough constants C 0 and C 00 (in particular, C 00 C). The point of the present lemma is that it improves the previous one for this range of R and . Choose a number r from the equation = Cr ? , where C is the same constant as in (7.4 Figure 5 The value of the function w at the point (x 0 ; n) is a ected by the initial value w = 0 and by the boundary condition w 1.
Proof. Consider rst two trivial cases. If R Cn then (7.10) is true just by w 1 provided c is small enough. Since w(x) depends only on the immediate neighbors of x, one gets by induction that w k (x) = 0 for all x 2 B(x 0 ; R ? k): Therefore, if R > n then w n (x 0 ) = 0; and (7.10) is true again.
Hence, we may assume in the sequel that, for a large enough C, Cn 1= < R n: To prove (8.2), let us x some points x; y 2 ? and denote r = d(x; y)=2. Since the balls B(x; r) and B(y; r) do not intersect, the semi-group identity (5.15) As follows from (5.17), the diagonal upper bound (DUE) implies, for all x; y 2 ?, p n (x; y) Cn ? = ; (8.5) provided n is even. Using inequality (5.18), we see that (8.5) holds also for odd n. Assuming n 2, choosing k ' m ' n=2 and applying (8.5) and ( ) to estimate the right-hand side of (8.4), we obtain (UE). If n = 1 then (UE) follows trivially from (8.5) and the fact that p n (x; y) = 0 whenever d(x; y) > n.
9 On-diagonal lower bound
In this section, we prove the part ( ) + (V ) =) (DLE) of Theorem 2.1. p B n ( ; z) (z) + B n ( ) = 1:
Indeed, the rst term in (9.3) is the probability that the random walk X k stays in B up to the time k = n whereas B n is the probability of the opposite event.
By the hypothesis ( ), we have Since the implication (G) =) (HG) is obvious, we need to prove only the second implication. The main part of the proof is contained in the following lemma.
Lemma 10.2 Let U 0 U 1 U 2 U 3 be a sequence of nite sets in ? such that U i U i+1 , i = 0; 1; 2. Denote A = U 2 n U 1 , B = U 0 and U = U 3 . Then, for any function u which is non-negative in U 2 and harmonic in U 2 , we have max B u H min B u ; (10.1) where H := max x2B max y2B max z2A G U (y; z) G U (x; z) (10.2) (see Fig. 6 ). Clearly, w 2 S u . Since the function u itself is also in S u , we have w u in U. On the other hand, by de nition of S u , w u in U 1 , whence we see that u = w in U 1 (see Fig. 7 ). In particular, it su ces to prove (10.1) for w instead of u.
U1 U U1
_ Figure 7 The function u, a function v 2 S u and the function w = min Su v. The latter is harmonic in U 1 and in U n U 1 . Let us show that w 2 c 0 (U). Indeed, let v(x) = E U (x). Then, by (3.9) and the strong minimum principle, v is superharmonic and strictly positive in U. Hence, for a large enough constant C, we have Cv u in U 1 whence Cv 2 S u and w Cv. Since v = 0 in U n U, this implies w = 0 in U n U and w 2 c 0 (U).
Denote f := ? w and observe that f 0 in U. Since w 2 c 0 (U), we have, for any x 2 U, w(x) = X z2U G U (x; z)f(z):
Next we will prove that f = 0 outside A so that the summation in (10.4) can be restricted to z 2 A. Given that much, we obtain, for all x; y 2 B, w(y)
whence (10.1) follows.
We are left to verify that w is harmonic in U 1 and outside U 1 . Indeed, if x 2 U 1 then w(x) = u(x) = 0; because w = u in U 1 . Let w(x) 6 = 0 for some x 2 U n U 1 . Since w is superharmonic, we have w(x) < 0 and w(x) > Pw(x) = X y x P(x; y)w(y):
Consider the function w 0 which is equal to w everywhere in U except for the point x, and w 0 at x is de ned to satisfy w 0 (x) = X y x P(x; y)w 0 (y):
Clearly, w 0 (x) < w(x), and w 0 is superharmonic in U. Since w 0 = w = u in U 1 , we have w 0 2 S u . Hence, by the de nition (10.3) of w, w w 0 in U which contradicts w(x) > w 0 (x).
Proof of Proposition 10.1. Now we assume (HG) and prove (H). Given any ball B(x 0 ; 2R) of radius R > 4 and a non-negative harmonic function u in B(x 0 ; 2R); de ne the sequence of radii R 0 = R, R 1 = 3 2 R and R 2 = 2R and denote U i = B(x 0 ; R i ) for i = 0; 1; 2 and U 3 = ?. By Lemma 10.2, we have the inequality (10.1) which will imply (H) provided we can show that the Harnack constant H from (10.2) is bounded from above, uniformly in x 0 and R. Indeed, if x; y 2 B(x 0 ; R) and z 2 A = B(x 0 ; 2R) n B(x 0 ; 3 2 R) then both distances d(z; x) and d(z; y) are between R=2 and 7R=2. By iterating (HG) in the annuli centered at z, we obtain G(y; z) G(x; z) = g(z; y) g(z;
Oscillation inequalities
For any non-empty nite set U and a function u on U, denote osc U u := max U u ? min U u
The purpose of this section is to prove the estimate (11.7) below which will provide the step u : (11.5) Proof. Fix a ball B(x; R) and denote for simplicity B r = B(x; r). Let ? E(x; r) + "E(x; R) max jfj; (11.7) where and " are the same as in Proposition 11.1.
Proof. Denote for simplicity B r = B(x; r). By de nition of the Green function, we have
whence, using (3.8), we obtain max juj E(x; R) maxjfj : Let v 2 c 0 (B r ) solve the Dirichlet problem v = f in B r (see Fig. 8 ). In the same way, we ? E(x; r) + "E(x; R) max jfj ; which was to be proved.
Time derivative of the heat kernel
The purpose of this section is to show that an on-diagonal upper bound of the heat kernel implies a certain upper bound of its time derivative. Given a function u n (x) on ? N, by \the time derivative" of u we mean the di erence @ n u := u n+2 ? u n :
Let us emphasize that this is not u n+1 ? u n .
The main result of this section is Proposition 12.3 which constitutes the part (DUE) =) deriv] of the proof of Theorem 2.1. If n 3 then (12.5) follows from the trivial inequality j@ n pj p n + p n+2 and the fact that (12.4) implies a similar bound for p n (x; y) (cf. 5.17) and (5.18)).
The phenomenon that the time derivative of the heat kernel decays as n ! 1 faster than the heat kernel itself is well known in the context of manifolds (see, for example, 25], 26], 33]). The analogue of the time derivative in the setting of graphs is @ n p rather than p n+1 ? p n . Indeed, in Z D (as well as in any bipartite graph) p n (x; x) = 0 if n is odd. Therefore, the di erence p n+1 (x; x) ? p n (x; x) is equal either to p n+1 (x; x) or to ?p n (x; x), and, hence, decays as n ! 1 at the same rate as p n (x; x).
O -diagonal lower bound
An important intermediate step in proving the lower estimate (LE) is a near-diagonal lower estimate p n (x; y) + p n+1 (x; y) cn ? = ; (NLE) for all x; y 2 ? and n 1 such that d(x; y) n 1= : (13.1) In this section, we will nish the prove of the lower bound (LE) in Theorem 2.1 as on the following diagram:
The rst implication here is given by Propositions 5.5, 6.3 and 10.1 whereas the other two will be proved below. Proof. Let us rst show how the second claim follows from the rst one. Recall that, by Proposition 5.1, (FK) =) (DUE), by Proposition 7.1, (E) =) ( ) and, by Proposition 9.1, ( ) + (V ) =) (DLE). Hence, the hypotheses of (13.3) imply the hypotheses of (13.2).
To prove (13.2), x x 2 ?, n 1 and set R = n " 1= ; (13.4) for a small enough positive ". So far we assume only that " satis es (DLE) but later, one more upper bound on " will be imposed. Denote A = B(x; R) and introduce the function u(y) := p A n (x; y) + p A n+1 (x; y):
By the hypothesis (DLE), we have u(x) cn ? = . Let us show that ju(x) ? u(y)j c 2 n ? = ; (13.5) for all y such that d(x; y) n 1= , which would imply u(y) c 2 n ? = , hence proving (NLE). The function u(y) is in the class c 0 (A) and solves the equation u(y) = f(y) where f(y) := p A n+2 (x; y) ? p A n (x; y):
The on-diagonal upper bound (DUE) implies, by Proposition 12.3, max y jf(y)j C n = +1 : (13.6) By (H) and Proposition 11.2, we have, for any 0 < r < R and for some 2 (0; 1), osc B(x; r) u 2 ? E(x; r) + " 2 E(x; R) max jfj: (13.7) By Proposition 6.1, (E ) implies a similar upper bound for E. Estimating max jfj by (13.6), we obtain from (13.7) osc B(x; r) u C r + " 2 R n = +1 : Choosing r to satisfy r = " 2 R and substituting from (13.4) n = "R , we obtain osc B(x; r) u C " 2 R n = +1 = C"n ? = ;
which implies osc B(x; r) u c 2 n ? = ; (13.8) provided " is small enough.
Note that r = " 2= R = " 2= n " 1= = " 1= n 1= = n 1=
where := " 1= . Hence, (13.8) implies (13.5) provided d(x; y) n 1= , which was to be proved. We precede the proof with the following lemmas. Denote for simplicitỹ P n = P n + P n+1 ; (13.10) where P n is the n-convolution power of the Markov operator P. In particular, we have P n P m = P n+m :
(13.11) We need a replacement for this property for the operatorP n , which is stated below in Lemma 13.5. Lemma 13.3 Assume that (p 0 ) holds on (?; ), Then, for all integers n l 1 such that n l(mod 2); (13.12) we have P l (x; y) C n?l P n (x; y) ; (13.13) for all x; y 2 ?, with a constant C = C(p 0 ).
Proof. By the semigroup property (5.15), we have P k+2 (x; y) = X z2? P k (x; z)P 2 (z; y) P k (x; y)P 2 (y; y):
Using (p 0 ); we obtain P 2 (y; y) = X z y P(y; z)P(z; y) p 0 X z y P(y; z) = p 0 whence P k+2 (x; y) p 0 P k (x; y). Iterating this inequality, we obtain (13.13) with C = p ?1=2 0 .
Lemma 13.4 Assume that (?; ) satis es (p 0 ). Then, for all integers n l 1 and all x; y 2 ?, P l (x; y) C n?lP n (x; y); (13.14) where C = C(p 0 ).
Remark 13.1 Note that no parity condition is required here in contrast to the condition (13.12) of Lemma 13.3. Proof. This is an immediate consequence of Lemma 13.3 because both P l (x; y) and P l+1 (x; y) can be estimated from above via either P n (x; y) or P n+1 (x; y) depending on the parity of n and l.
Lemma 13.5 Assume that (?; ) satis es (p 0 ). Then, for all n; m 2 N and x; y 2 ?, we have the following inequalityP nPm (x; y) CP n+m+1 (x; y); (13.15) where C = C(p 0 ):
Proof. Observe that, by (13.10) and (13.11), P nPm = (P n + P n+1 )(P m + P m+1 ) = P n+m + 2P n+m+1 + P n+m+2 : By Lemma 13.3, P n+m (x; y) CP n+m+2 whencẽ P nPm (x; y) C(P n+m+1 + P n+m+2 ) = CP n+m+1 :
Lemma 13.6 Assume that (?; ) satis es (p 0 ). Then, for all x; y 2 ? and k; m; n 2 N such that n km + k ? 1, we have the following inequality P m k (x; y) C n?kmP n (x; y): (13.16) Proof. By induction, (13.15) implies P m k (x; y) C k?1P km+k?1 (x; y):
From inequality (13.14) with l = km + k ? 1, we obtaiñ P km+k?1 (x; y) C n?km?(k?1)P n (x; y) To prove (13.18), x x; y 2 ?, n d(x; y) and consider the following cases: Case 1. d(x; y) n 1= ; Case 2. n 1= < d(x; y) "n; Case 3. "n < d(x; y) n.
Here is the constant from (13.17) and " > 0 is a small constant to be chosen later. In the rst case, (13.18) coincides with (13.17) . In the third case, (13.18) becomes P n (x; y) cn ? = (y) exp(?Cn); (13.19) which can be deduced directly from (p 0 ). Indeed, depending on the parity of n, there is a path from x to y of length either n or n + 1. The P x -probability that the random walk will follow this path is at least p ?(n+1) where we have used the fact that n ? mk + k 3k which follows from (13.21). Before we go further, let us specify the choice of k to ensure that both (13.20) 14 Parity matters Let us recall that (LE) contains the estimate for p n + p n+1 rather than for p n . In this section, we discuss to what extent it is possible to estimate p n from below. In general, there is no lower bound for p n (x; y) for the parity reason. Indeed, on any bipartite graph, the length of any path from x to y has the same parity as d(x; y). Therefore, p n (x; y) = 0 if n 6 d(x; y)(mod2).
We immediately obtain the following result for bipartite graphs. The condition (p 0 ) and Proposition 3.1 imply V (x; m + 1) C m+1 (x) whence P 2m (x; x) = p 2m (x; x) (x) C ?m?1 : Since we will use this lower estimate only for bounded range of m m 0 , we can rewrite it as P 2m (x; x) c; p n?n 0 (x; z)P n 0 (z; y) p n?n 0 (x; y)P n 0 (y; y) (14.5) and in the same way p n (x; y) p n?n 0 +1 P n 0 ?1 (y; y): (14.6) By the hypothesis (14.3), we can estimate P n 0 (y; y) from below by a positive constant. Also P n 0 ?1 (y; y) is bounded below by a constant as in (14.4) . Hence, adding up (14.5) and (14.6), we obtain p n (x; y) c(p n?n 0 (x; y) + p n?n 0 +1 (x; y)): (14. 7) The right-hand side of (14.7) can be estimated from below by (LE) whence (14.1) follows.
Finally, let us show an example which explains why in general one cannot replace in (LE) p n + p n+1 by p n even assuming the parity condition n d(x; y)(mod2). Let us show that (? 0 ; 0 ) does not satisfy (14.9). Fix some (large) odd integer m and consider points x = (m; m; 0; 0; :::; 0) and y = ?x (see Fig. 10 ).
The distance d(x; y) on ? is equal to 4m, whereas the distance d 0 (x; y) on ? 0 is 4m ? 1, due to the shortcut . Denote n = m 2 . Then n d 0 (x; y)(mod2) and n > d 0 (x; y). Let us estimate from above p n (x; y) on (? 0 ; 0 ) and show that it does not satisfy the lower bound (14.9). Since n is odd and all odd paths from x to y have to go through the edge , the strong Markov property yields p n (x; y) = n X k=0 P x ( = k)p n?k (o; y) ; (14.10) where is the rst time the random walk hits the point o. If so that the lower bound (14.9) cannot hold.
A more careful argument shows that, in fact, p n (x; y) ' n ?(D?1) .
for any x 2 ? and R 1. Indeed, for any n 2 N, we have Finally, choosing n = "R ] and using the upper bound p n (x; y) Cn ? = , we obtain (V ).
This argument works only if "R 1. Let us now prove (V ) for the opposite case when "R < 1. To that end, de ne R 0 by "R 0 = 1. Then we have R < R o . By the hypothesis (p 0 ) and Proposition 3.1, we have V (x; R 0 ) C (x). Combining with the lower bound (V ) for V (x; R 0 ), we obtain (x) c > 0. In particular, for any R > 0, we have V (x; R) c, which implies (V ) for the bounded range of R. From this estimate, one gets (DLE) (see 54]; the argument is similar to the proof of (6.6)). Also, (DUE) follows trivially from (UE). Hence, having (DUE), (DLE), (E ) and (H), we obtain (NLE) by Proposition 13.1 and then deduce (LE) from (NLE) + (V ) by Proposition 13.2. The implication (15.6) yields that (V ) + (UE) + (H) is equivalent to either of our main conditions (V ) + (G) and (UE) + (LE). Indeed, we have E(x; R) CE(x; R) (E) p n (x; x) Cn ?1=
