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a b s t r a c t
High-throughput techniques allow measurement of hundreds of cell components
simultaneously. The inference of interactions between cell components from these
experimental data facilitates the understanding of complex regulatory processes.
Differential equations have been established to model the dynamic behavior of these
regulatory networks quantitatively. Usually traditional regression methods for estimating
model parameters fail in this setting, since they overfit the data. This is even the case, if
the focus is on modeling subnetworks of, at most, a few tens of components. In a Bayesian
learning approach, this problem is avoided by a restriction of the search space with prior
probability distributions over model parameters.
This paper combines both differential equation models and a Bayesian approach. We
model the periodic behavior of proteins involved in the cell cycle of the budding yeast
Saccharomyces cerevisiae, with differential equations, which are based on chemical reaction
kinetics. One property of these systems is that they usually converge to a steady state, and
lots of efforts have been made to explain the observed periodic behavior. We introduce an
approach to infer an oscillating network from experimental data. First, an oscillating core
network is learned. This is extended by further components by using a Bayesian approach
in a second step. A specifically designed hierarchical prior distribution over interaction
strengths prevents overfitting, and drives the solutions to sparse networks with only a few
significant interactions.
Weapply ourmethod to a simulated and a realworld dataset and revealmain regulatory
interactions. Moreover, we are able to reconstruct the dynamic behavior of the network.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Recent advances in experimental techniques allow the study of the concentrations ofmany cell components like proteins
or metabolites at the same time. The large amount of data provides new insights into regulatory mechanisms in a cell at a
molecular level. Amain goal in systems biology is the inference of interactions between cell components from experimental
data. Here, we start with a short excursion into the main mechanisms that regulate the production of proteins within a
cell. Proteins are essential for the cell to survive. They participate in almost all regulatory processes, such as cell growth
and division, differentiation and apoptosis, and function as transporters or signaling molecules in the cell membrane, or
as enzymes in metabolic reactions. Which kinds of proteins a cell can produce is encoded in the DNA. Roughly speaking,
each gene encodes one single protein. The production of proteins consists of two steps: First, during transcription, a gene is
transcribed into an intermediate product, calledmessengerRNA (mRNA). ThismRNA serves as a template for the production of
a protein during translation. The whole process is called gene expression and is highly regulated by proteins. These regulation
processes make the cell flexible to react to external stimuli, and to adapt to its environment. For example, proteins can bind
to specific binding sites at the DNA and thus activate or inhibit transcription initiation. Two proteins can also influence one
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another directly by chemical modifications, which alter their activities. Microarrays measure several hundred or thousand
different mRNAs in a cell simultaneously. These data reflect the regulatory processes at the transcriptional level, and the
inferred networks are called gene regulatory networks.
In order to infer regulations between cell components such as mRNAs and proteins, first of all a model is needed.
Gene regulatory networks have been described at different qualitative and quantitative levels ranging from simple Boolean
networks to stochastic models, such as Bayesian networks and differential equations [8,15,19]. All models have their merits
and disadvantages. We use ordinary differential equations (ODEs), which provide a detailed quantitative description of the
system’s temporal behavior. The model is built on chemical reaction kinetics. Binding of a transcription factor to a specific
binding site is described as a reversible chemical reaction in equilibrium,which leads to a sigmoidal regulation: The influence
on the transcription of the regulated gene increases moderately for low concentrations of the regulator. It rises rapidly
around a threshold concentration and converges to a constant value for large concentrations.
In general, parameters of models based on reaction kinetics are directly related to reaction rates of binding processes
or chemical reactions. This is advantageous to interpret the inference results, and to restrict the parameter space. On the
other hand, network inference is difficult, because a lot of parameters have to be estimated. At the same time, only short
time series are available for that purpose. This leads to sparse data in a high dimensional search space, even for networks of
only few components. Here, traditional regression methods often tend to overfit the data. A restriction of the search space
is necessary in order to get biologically meaningful results. In a Bayesian learning approach, this is achieved by suitable
prior distributions over model parameters, which reflect our expectation of outcome. Bayesian methods have already been
shown to succeed in this field. Beal et al. [4], for example, use linear state space models, a class of dynamic Bayesian
networks which includes hidden variables, to reverse engineer gene regulatory networks from time series data. They use
a variational Bayesian EM algorithm and applied their method to infer regulations during apoptosis and proliferation.
Rogers and Girolami [23] simulated knockout experiments and inferred interactions between network components using a
Bayesian regression algorithm with prior distributions which restrict the number of regulators for each gene. Bernard and
Hartemink [5] introduced a Bayesian learning approach that includes multiple data sources. Transcription factor binding
location data were used to specify prior distributions, and expression data were included into the likelihood function. In all
these publications, interactions were modeled with Bayesian networks.
In this paper, we introduce a Bayesian approach to learn an oscillating ODE model from time series data. In contrast to
Bayesian networks, ODEs are particularly suited to model the dynamic behavior of a system. Thus, we are not only able to
reveal interactions between network components, but also learn their dynamic behavior. To account for the probabilistic
nature of gene regulation and the noise in the measurement process, our ODE model is embedded into a probabilistic
framework. Then, network inference is formulated as an optimization problem of the posterior distribution. This method is
able to reconstruct main regulatory interactions and outperformsmaximum likelihood estimation (MLE), as we have shown
in [22]. However, there is one problem with differential equations that are based on chemical reaction kinetics: The region
in the parameter space corresponding to periodic behavior is usually rather small, and the system tends to converge to a
globally stable fixed point for most parameter sets [11]. Several two component models have been proposed to explain the
periodic expression of genes involved in the cell cycle (see, e.g. [6,26]). It is assumed that a relatively independently acting
core mechanism of only a few components is responsible for this oscillating behavior. We include such a core model into
our learning process and proceed in two steps: Parameters for the core network are learned in advance. For this, we use
the Generalized Reduced Gradient (GRG2) algorithm, a non-linear optimization algorithm, which is implemented in the
Microsoft Excel program [16]. Subsequently, this core network is extended by further components and interactions with
a Bayesian learning approach. Here, the optimization problem was solved using conjugate gradient descent as described
in [20]. Details of the implementation can be found in [13,14]. A specifically designed prior distribution over interaction
strengths favors sparse networks and thus restricts the search space drastically. Our method was applied to a simulated
network of seven components and to a realworld dataset of the yeast cell cycle.Wewere able to reconstructmany regulatory
interactions and to model the periodic behavior of the system.
This paper is structured as follows: Our methods are explained in Section 2: We introduce a differential equation model
for gene regulatory networks, which is embedded into a probabilistic framework. A Bayesian approach to infer model
parameters is presented. Periodic behavior is assumed to originate from a specific core mechanism, which is learned in
advance. Section 3 shows results for simulated data and a dataset of the yeast cell cycle. The last Section 4 concludes with a
discussion of the results and an outlook.
2. Methods
2.1. An ODE model for gene regulatory networks
Let n genes be given, then the vector x(t) ∈ Rn+ corresponds to the concentrations of the gene products (mRNAs or
proteins) at time t ∈ R. We assume that the flow of the system in the state space can be described by first order differential
equations of the form
x˙i(t) = si − γixi(t)+
n∑
j=1
fij(xj(t)) i = 1, . . . , n, (1)
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where si ∈ R+ is the basic synthesis rate of gene product i, and γi ∈ R+ specifies a first order degradation process. That is,
degradation is assumed to be proportional to the concentration xi(t). The regulation function fij(xj(t)) describes the influence
of gene j on xi. Note that this model assumes that all genes act independently upon one another. Considering the underlying
binding reaction a reversible chemical reaction in equilibrium, fij(xj(t)) can be derived from Michaelis Menten kinetics (see,
e.g. [2]). Taking furthermore cooperative effects between regulators into account, we use
fij(xj(t)) = kij xj(t)
mij
xj(t)mij + θmijij
, (2)
with Hill coefficient mij ∈ R+ accounting for cooperativity, a threshold value θij ∈ R+, which is related to the reaction
constant of the chemical reaction, and regulation strength kij ∈ R. A positive kij indicates an activating regulatory effect
of xj on xi, whereas a negative value corresponds to inhibitory regulation. The function fij(xj(t)) has a sigmoidal shape for
mij > 1, corresponding to the fact that regulation requires a certain concentration of regulatingmolecules to commence and
will saturate at some point for increasing xj(t). To our knowledge, Eq. (2) has first been proposed by Jacob and Monod [12]
in 1961. The theory has experimentally been supported by Yagil and Yagil [27] in 1971. We will graphically represent gene
regulatory networks in this article as directed graphswith vertices corresponding to genes, and an arc from gene v to genew
indicating regulation of the expression rate ofw by the product of gene v. Edges are labeled ‘‘+’’ or ‘‘−’’ to indicate positive
or negative regulation. More details about the model can be found in [21].
2.2. Bayesian regularized learning of model parameters
Now we will come to the problem of inferring the network topology and differential equation parameters from given
experimental measurements. Let time series data D = (y(0), y(1), . . . , y(T )), y(t) ∈ Rn, be given. Writing s = (s1, . . . , sn),
γ = (γ1, . . . , γn), 2 = (θij)i,j=1,...,n, M = (mij)i,j=1,...,n and K = (kij)i,j=1,...,n, our objective is the inference of the model
parametersω = (s, γ,K,2,M) from the dataD . We assume that the network is fully connected, and irrelevant regulations
are characterized by small regulation strengths kij, hence topology learning is inherently solved through the learning of K.
We discretize our model with a simple Euler discretization and embed it into a probabilistic framework by adding a noise
term ξ , such that the observed data is described as
yi(t +∆t) = xi(t)+∆t
(
si − γixi(t)+
n∑
j=1
fij(xj(t))
)
︸ ︷︷ ︸
xi(t+∆t)
+ξ, (3)
where ξ is a mean-zero normally distributed random variable with variance σ 2noise and xi(0) = y(0)i . This distribution is
motivated by the assumption that the noise stems from several different, independent sources. Using this framework and
assuming equidistant time intervals for the measurements y(t), we can write the likelihoodLD(ω) of the dataD given the
model parameters ω as
LD(ω) = p(D|ω) = p(x(0))
T∏
t=1
n∏
i=1
1√
2piσ 2noise
exp
−
(
xi(t, ω)− y(t)i
)2
2σ 2noise
 , (4)
with a probability distribution p(x(0)) over the initial concentration vector x(0), which is assumed to be a delta function
with peak at y(0).
To counter overfitting and to make the learning more stable on small datasets, we use a Bayesian approach for the
parameter learning. Instead of maximizing the likelihood LD(ω) with respect to the parameters ω (MLE), we consider the
posterior distribution
p(ω|D) ∝ LD(ω)p(ω). (5)
The prior distribution p(ω) is chosen to reflect our expectation on ODE parameters. We assume independent prior
distributions for all parameters, hence the prior decomposes into a product of distributions over the individual parameters.
The synthesis rates si and degradation rates γi must be positive and should not become too large. We model these using
independent gamma distributions. The parameters M and 2 are numerically hard to learn if only few data points are
available. Therefore, we use delta prior distributions for these parameters, effectively fixing the mij and θij to constant
values mˆ and θˆ . If larger time series are available, other distributions could be used for these parameters to make them
part of the optimization process. The parameters K determine the connections between network components. Biologically,
it is reasonable to expect a sparse network, thus most kij should be close to zero, and only few edges should have weights
significantly distinct from zero. This property of the network is also important to avoid overfitting of the learning process
by penalizing overly complex models. We achieve this Bayesian regularization using independent mean-zero normal
distributions on the parameters kij. Furthermore, we want most of these normal distributions to be strongly concentrated
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Fig. 1. One dimensional plot of the prior p(K) for n = 1 (left) and 3D-plot of the two-dimensional prior (right). Shape and rate parameters where set to
a = 1 and r = 1.001, respectively. The prior favors sparse networks with many of the kij in the proximity of zero.
around zero, and want them to become wider only if the data warrants it. This is achieved using a second-level prior
distribution on the standard deviation ρ of the normal distributions, specified by a gamma distribution g(ρ|a, r)with shape
parameter 1 < r < 1+  and rate parameter a > 0. We then marginalize over the standard deviation, to obtain the prior
p(K) =
n∏
i,j=1
∫ ∞
0
N (kij|µ = 0, σ 2 = ρ2)g(ρ|a, r)dρ. (6)
Fig. 1 shows the distribution for n = 1 (left), and a 3D-plot of a two-dimensional distribution (right). The plot clearly shows
how the prior drives the learning process to solutions corresponding to sparse networks.
2.3. An oscillating core network
In the following, our model is specifically adapted to the yeast cell cycle. We introduce a biologically motivated core
network, which is assumed to cause the periodic expression of genes involved in the cell cycle. For parameter sets, for
which a limit cycle exists, the corresponding oscillations are extremely stable, since all trajectories converge to this limit
cycle.
We start considering themain regulations in the cell cycle of eukaryotic organisms, which consists of four phases: During
the S-phase, the DNA is duplicated, and in the M-phase the cell divides into two daughter cells. Between these phases, the
cell stays in the genetically resting phases G1 and G2. In the phase G1, cells increase in size and producemRNA and proteins.
The G1 checkpoint, a cell cycle control mechanism, is activated during G1 to ensure that the cell can enter the S-phase.
During G2, the cell continues to grow and produces new proteins. At the end of this phase, initiation of cell division is
regulated via a second control mechanism, the G2 checkpoint. Thus, the two checkpoints coordinate cell growth with the
DNA cycle. Themechanisms are organized in a complicated regulatory network of cyclin dependent kinases (CDKs) and their
cyclin partners. Binding of a cyclin to a CDK activates the kinase and leads to phosphorylation of proteins that participate in
different phases of the cell cycle. CDKs are permanently present within a cell, whereas their cyclin partners are periodically
expressed. Cyclins drive the transition between different stages of the cell cycle and are thus included into themodel. For an
overview about the cell cycle mechanism see [1]. A description of gene and transcription factor names, which are included
in our model, is provided in Table B.1 in the appendix. There is only one class of CDKs in budding yeast, in the following
denoted Cdc28. Cdc28 initiates entry into the S- or M-phase, depending on the class of cyclins bound to it. Expression of
the G1-specific cyclins Cln1, Cln2 and Cln3 (CLNs) peaks during G1, and the CLN/Cdc28 complex provides activation of
G1-specific transcription factor complexes MBF and SBF. These complexes in turn regulate genes which act during the S-
phase. As SBF also promotes transcription of the cyclins Cln1 and Cln2, CLN regulates itself auto-catalytically. Furthermore,
CLN/Cdc28 inhibits the proteolytic enzyme Cdh1, which accelerates degradation of the cyclins Clb1 and Clb2 by activation of
the anaphase promoting complex (APC). Themytotic cyclins Clb1 and Clb2 (CLB) are specifically expressed during transition
from the G2 to the M-phase and form active heterodimers with Cdc28. SBF is down-regulated by the CLB/Cdc28 complex. A
scheme of the regulations is shown in Fig. 2. A detailed description of regulation processes during the cell cycle in budding
yeast can be found in [3,7].We simplify these regulatory processes in a network of two components, the cyclins CLN, denoted
x1 in the model, and CLB, denoted x2 (Fig. 3). CLN regulates itself positively via activation of its own transcription factor SBF.
As both, CLN and CLB, compete for the same binding site on SBF, we slightly extend our model (1) by introducing a term that
accounts for this competitive interaction between the two cyclins. The subsequent negative regulations from CLN to Cdh1
via phosphorylation and from Cdh1 to CLB via degradation control are summarized into one single positive influence from
CLN to CLB. As this is a regulation at the posttranscriptional level, the effect is modeled proportional to the concentration of
CLB itself. The system of differential equations describing these regulations is given by the following equations:
x˙1(t) = s1 + k11 x1(t)
2
(x1(t)2 + θ211)(1+ x2(t))
− γ1x1(t), s1, k11, θ11, γ1 ∈ R+
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Fig. 2. A scheme of the regulatorymechanisms during the cell cycle in budding yeast: During G1, the active CLN/Cdc28 complex activates the transcription
factor complexes SBF andMBF and inhibits Cdh1. In the G2/M phase, the CLB/Cdc28 complex inhibits SBF. This results in a decreased expression of S-phase
genes.
Fig. 3. A simplified model that represents the core mechanism of the yeast cell cycle. It includes the two cyclin classes CLN and CLB. CLN activates itself
auto-catalytically by activating its own transcription factor SBF, and it is inhibited by CLB due to the negative regulation of CLB on SBF. CLB in turn is
indirectly activated by CLN due to the negative regulations of CLN/Cdc28 on Cdh1 and Cdh1 on CLB.
Table 1
A parameter set that causes system (7) to show sustained oscillations
Model parameters s1 s2 γ1 γ2 k11 θ11 θ21 ∆t
Values 0.038 0.072 0.38 0.0072 3.8 1.0 0.1 1.0
Fig. 4. System (7) shows periodic behavior for the parameters given in Table 1 and all initial conditions. Left: Courses of x1(t) and x2(t) for initial
concentrations x1(0) = 2.8 and x2(0) = 3.8. Right: Nullclines in the state space. The interior or the stable limit cycle contains an unstable fixed point S.
x˙2(t) = s2 − γ2 1x1(t)2 + θ221
x2(t), s2, θ21, γ2 ∈ R+. (7)
The second term in the first equation describes binding of CLN to SBF, which is hampered by increasing CLB concentration.
Degradation of CLB depends on CLN, as described in the second term in the second equation. All other terms correspond to
themodel introduced in Section 2.1. System (7) can showperiodic behavior for certain sets ofmodel parameters. An example
is shown in Table 1. The corresponding courses for the two components x1 and x2 are shown in Fig. 4 (left). The origin of
these oscillations is intuitively clear. Component x1 increases auto-catalytically when x2 is small. Abundant x1 stimulates
accumulation of x2, which in turn inhibits the production of x1. Thus x1 disappears and hence also x2 decreases. This enables
x1 to make a comeback. A similar model can be found in [26], where it is called an Activator–Inhibitor Oscillator. A necessary
condition for such a system to oscillate is the negative feedback loop between the two components, which can also be seen
in the interaction graph in Fig. 3. This is a result from Thomas [25] which holds for all first order differential equations of
the form x˙ = f (x) defined on an open and convex domainD ∈ Rn with a continuously differentiable function f : D → Rn
and a Jacobian matrix with constant signs. According to that, a necessary condition for the existence of a limit cycle in the
phase space is a negative feedback loop containing at least two elements in the undirected interaction graph. A formal proof
of this theorem can be found in Gouzé [9].
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Fig. 5. Network structure for simulated data and the yeast cell cycle. Detailed descriptions of interactions can be found in [17].
To understand the underlying mechanism that causes these oscillations mathematically, we consider the nullclines of
the system, which are shown in Fig. 4. These are obtained by setting x˙1 = 0 and x˙2 = 0, respectively, and resolving for x2:
x12(x1) =
k11
γ1x1 − s1
x21
x21 + θ211
− 1 x1-nullcline (8)
x22(x1) =
s2
γ2
(
θ221 + x21
)
x2-nullcline. (9)
The steady state of x2 as a function of x1 (x2-nullcline) is a monotonically increasing function due to the positive regulation
of x1 on x2. The steady states of x1 in dependence of x2 (x1-nullcline) show hysteresis between the points A and B in
Fig. 4. Intersections of both curves are fixed points of the system. Their stability is determined by the eigenvalues of
the corresponding Jacobian matrix (see, e.g. [18]). In our example, the system has a single unstable fixed point S. The
Poincaré–Bendixson Theorem [10] can be used to verify the existence of a stable limit cycle around S in our model.
3. Results
We infer oscillating regulatory networks in a two step process. In the first step, we estimate parameters for the two
component core network model (7) with predefined structure. This is done by maximizing the corresponding likelihood
function (4) for x1 and x2 with respect to the model parameters ωcore = (s1, s2, γ1, γ2, k11, θ11, θ21) with constraint
ωcore ∈ R7+:
ωˆcore = argmax
ωcore
LDcore(ωcore) with respect to ωcore ∈ R7+. (10)
Here, the subset Dcore ∈ D contains the experimental data of the core network, that is, concentration time courses of
CLN (variable x1) and CLB (variable x2). For the optimization, we use the Generalized Reduced Gradient (GRG2) algorithm,
a nonlinear optimization code which is implemented in Excel and Matlab. This algorithm was developed by Lasdon and
Waren [16] and has been proven to solve constrained nonlinear optimization problems robustly and efficiently. Derivatives
with respect to model parameters are numerically estimated by slightly varying each parameter and calculating finite
differences in the objective function. The vector ωˆcore is used as a starting point to extend the core network by further
components and interactions in a second step. The structure of the extended interaction graph is unknown and should
be learned from the data. Here, we use a Bayesian approach and restrict the parameter space in advance, as explained in
Section 2.2. The posterior distribution (5) ismaximizedwith a conjugate gradient descent to get a parameter vector ωˆ for the
extended network. This approach is denoted ‘‘MAP’’ (maximum a posteriori estimation) and compared with the maximum
likelihood solution (MLE) in the following.
More details about the optimization process can be found in the appendix. The following subsections present results for
simulated and real world data.
3.1. Simulated data
We simulated a network with core components x1 and x2 according to Eq. (7), with parameters listed in Table 1 and
further components x3, . . . , x7 according to Eq. (1). The network structure is shown in Fig. 5. An edge ei,j in this network is
positively labeled if the corresponding interaction is activating and kij > 0, and it is negatively labeled in case of an inhibition
and kij < 0. Parameters were set to si = 0 and γi = 1.9 for i = 3, . . . , 6, s7 = 3.8 and γ7 = 0.38. Regulation strengths, Hill
coefficients and threshold values were set to kij = ±3.8 for j = {1, 2} and i 6∈ {1, 2}, that is, for edges from core network
components to remaining nodes, and kij = ±0.38 for the remaining regulations. Hill-coefficients and thresholds were set
to mij = 2 and θij = 1. The network in Fig. 5 is a modification of the network in Li et al. [17] and is also used as a reference
network for the yeast cell cycle. The noise level σnoise was set to 0.1 and 0.5, respectively.
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(a) 50 time points, σnoise = 0.1. (b) 70 time points, σnoise = 0.1.
(c) 50 time points, σnoise = 0.5. (d) 70 time points, σnoise = 0.5.
Fig. 6. Courses of inferred core network and the simulated data used for learning. Continuous lines and ‘‘+’’ correspond to component x1 , dashed lines and
‘‘×’’ to component x2 .
Core network:
We started the optimization process with ωcore,initial = (0.1, 0.1, 0.1, 0.1, 0, 1, 1). For this set of parameters, the system
converges quickly to a steady state (x1,s, x2,s) = (1, 2). We used 50 and 70 time points for network learning. Resulting
time courses, which are simulated with inferred network parameters, are shown in Fig. 6 for two different noise levels. The
oscillating behavior is learned in all four cases. The inferredmodels show significant differences in the oscillation amplitudes
of both components. For low noise levels (upper figures), the inferredmodel has a stable limit cycle around an unstable fixed
point and shows sustained oscillations, whereas for higher noise levels (lower figures), the fixed point becomes stable and
the oscillations are damped.
Extended network:
For learning the structure of the extended network, we simulated 50 and 200 time series consisting of two time points
each. Initial concentrations xi(0)were randomly chosen from a uniformdistribution over the interval [0, 5]. Many short time
series with different initial conditions often lead to significantly better results than one single time series with many time
points, as the data provides information about the system’s behavior for a larger part of the state space. Thus, the inferred
network structure fits the original structure very well. As a starting point for the optimization of the posterior distribution,
for the parameters of the core network, we used the maximum likelihood estimator ωˆcore, which was obtained using the
dataset with 70 time points and a noise level σnoise = 0.1 (Fig. 6). Starting points for the remaining parameters are given in
Appendix A. Prior distributions were defined for all remaining network parameters ω \ ωcore as described in Appendix A.
Fig. 7 shows a comparison between the MAP and the MLE approach for different noise levels and number of time points
used for learning. The upper figures show the inferred course of x1 for the MLE (dashed line) and the MAP approach (dotted
line)with the undisturbed original time course (‘‘+’’). A projection of the trajectory onto the x1–x2-plane is shown in the lower
graphs. There is no significant difference between both approaches for low noise and 100 time points used for learning, but
the MAP approach outperformsMLE in the case of higher noise, as both oscillation period and amplitudes better fit the time
course of the original model. Courses of other network components show similar behavior.
3.2. The yeast cell cycle
For parameter estimation of the yeast cell cycle the alpha-synchronization experiments of the publicly available dataset
described in Spellman et al. [24] were used. The dataset consists of 18 time points, measured every seven minutes over
two cell cycles. Concentrations for mRNAs are given as normalized log ratios of synchronized cells and control experiments.
We included measurements of the nine genes shown in the reference network in Fig. 5 into our analysis. Time courses of
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Fig. 7. Behavior of the simulated network shown in Fig. 5. Shown is the course of the model (+) without noise, the course with parameters derived with
MLE (dashed line) and the corresponding course with the Bayesian approach (dotted line). Top: Course of x1 . Bottom: Projection of the trajectory onto the
x1–x2-plane.
Fig. 8. Course of inferred core network of the yeast cell cycle along with experimental data. Experimental measurements of CLN are shown as ‘‘+’’, a cross
(×) was used for CLB. The continuous line corresponds to the course of CLN using inferred parameters, the dashed one to CLB, respectively.
both pairs, Cln1–Cln2 and Clb1–Clb2, respectively, correlate very well, and we took the means of their expression values
to represent CLN and CLB in our model. Missing values were replaced by means of expression values of precedent and
subsequent time points. We interpolated linearly between two time points to obtain an ‘‘experimental’’ value every minute
and to avoid numerical problems caused by too large step sizes.
Core network:
We started the optimization again with a converging model ωcore,initial = (0.01, 0.01, 0.001, 0.001, 0, 1, 1) with stable
steady state (CLN, CLB) = (10, 10.1). A simulation with the inferred model along with the experimental data is shown in
Fig. 8. Plus symbols (+) represent the experimental CLN concentration, ‘‘×’’ represents the experimental CLB concentration.
The dashed line shows the course of CLBwith inferredmodel parameters, and the continuous line refers to CLN, respectively.
The MLE approach was able to infer a core model that shows sustained oscillations.
Extended network:
Again, we use the estimated core network parameters as a starting point for the optimization of the posterior distribution
to learn parameters for the extended network. Initial values for the remaining parameters are listed in Appendix B. Fig. 9
shows the inferred network structure. The 21 edgeswith strongest interaction strengths aremarked in bold. Bold continuous
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Fig. 9. Network structure for the yeast cell cycle inferred with the Bayesian approach. The 21 regulations with the strongest interaction strengths are
marked in bold. 15 of them are true positives (bold continuous lines), 6 are false positives (bold dashed lines) and thin lines appear in the reference network,
but are not revealed in our approach.
Fig. 10. Simulated courses (lines) with inferred model parameters of all seven genes included in our model and experimental values which were used for
learning (+).
lines correspond to true positives, bold dashed lines to false positives. Thin lines indicate false negatives. 15 of 21 true
regulations are revealed. Fig. 10 shows inferred courses (dashed lines) for all seven network components, together with the
linearly interpolated experimental data (+). Our inferred model fits the amplitudes of most genes very well, whereas the
oscillation periods of the experimental data is approximately 10–20 min longer than the period of the inferred model. The
reason for this requires further investigation.
4. Discussion and concluding remarks
We have presented a method to infer regulatory interactions of the yeast cell cycle. The dynamic behavior of the
systemwasmodeled using ordinary differential equationswith sigmoidal regulation functions, which are based on chemical
reaction kinetics, and a stochastic noise term, which accounts for the noise in the data. Parameters of a core network, which
is specifically designed to explain the periodic expression of cell cycle genes in budding yeast, were estimated in advance by
optimization of the likelihood function. Subsequently, the network was extended using a Bayesian learning approach. Here,
a hierarchical prior distribution over interaction strengths prevents overfitting and drives the solution to sparse networks.
Results on simulated data show that the method is able to reveal the underlying network structure and at the same time to
simulate the periodic temporal behavior of the system.
Once a parameter vector ωˆcore, which causes the core network to oscillate, has been estimated, these oscillations are
extremely stable in the state space. This means, using ωˆcore to simulate time courses with different initial conditions, all
trajectories eventually converge to this limit cycle. In other words: The basin of attraction for the limit cycle is the whole
Rn+. However, structural instabilities of the model can lead to problems for the parameter estimation procedure. A model is
structurally unstable, if small variations of model parameters can easily change the qualitative behavior of the system. Thus,
structural stability refers to the parameter space and affects the inference problem, in which values for model parameters
are estimated. In ourmodel, the region of the parameter space inwhich themodel does not converge to a steady state is very
limited. Thus, oscillations are difficult to learn, and many time points as well as a low noise level are required. Interpolation
between measurement points can be helpful in this context. On the other hand, this observation leads to an interesting
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question: How does a cell stabilize the regulation of its cell cycle? Binding of proteins to DNA and modification of proteins
and enzymes is a stochastic process and underlies considerable fluctuations, but the cell cycle works in a constant rhythm
and seems to be robust against perturbations. Stabilization of the oscillations via time delays in a similar model have already
been investigated by Chen et al. [6]. Time delays could also play a role in stabilizing the cell cycle mechanisms. This is also
a possible explanation for the difference between the observed oscillation period and the inferred one, and is an interesting
topic for future work.
We also presented results of an application of our method to experimental data on the yeast cell cycle. Here again,
we revealed main regulatory interactions, which have already been found in experiments, and were able to describe the
oscillating behavior of genes included in the model. However, these real world data are much harder to analyze for several
reasons. The main problem is that our network does not only contain regulations at the transcriptional level, but also direct
interactions between proteins. These are not always visible in the concentrations of mRNAs. Here, the results can only be
improved by an inclusion of information about protein concentrations or activities. But protein interactions happen at a
much faster time scale than the regulation of gene expression, so that the corresponding system of differential equations
including both processes is stiff. This can cause additional problems concerning for example the discretization method.
To conclude, we think that a combination of the theory of differential equations with Bayesian methods can highly
facilitate our understanding of the dynamic of complex cell processes.
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Appendix A. Simulated network
Optimization of the core network was done with the Microsoft Excel program. Inference of the extended simulated
network was started with the already optimized vector
ωˆcore = (0.0178, 0.0850, 0.3957, 0.0088, 4.2356, 0.9770, 0.0)
and si = 0.01, γi = 0.1, kij = 0, θˆij = 1 and mˆij = 2 for the remaining regulations. Synthesis- and degradation rates
were learned without prior distribution. Parameters for the prior distributions over regulation strengths (Eq. (6)) were set
to r = 1.3 and a = 10. In the first two steps of the optimization process, the prior distribution was not taken into account
to avoid local optima at the origin for the kij. The gradient descent stops when the error change is three times in sequence
smaller than 10−5 or when a maximum number of 300 iterations is reached. The noise level for the optimization was set to
σnoise = 0.1.
Appendix B. The yeast cell cycle network
Inference of the extended cell cycle network was started with
ωˆcore = (0.0, 0.0544, 0.3636, 0.0399, 2.1032, 1.1703, 0.0)
and si = 0.01, γi = 0.1, kij = 0, θˆij = 1 and mˆij = 2. Synthesis- and degradation rates were learned without prior
distribution. Parameters for the prior distributions over regulation strengths (Eq. (6)) were set to r = 1.3 and a = 5. In the
first two steps of the optimization process, the prior distribution was not taken into account. Gradient descent stops when
the error change is three times in sequence smaller than 10−3 or when amaximum number of 300 iterations is reached. The
noise level for the optimization was set to σnoise = 0.2.
Table B.1
Genes (G) and transcription factor complexes (TFC) included in our analysis
G/TF Syst. name Name description G/TF Syst. name Name description
Cdc14 YFR028C Cell division cycle Cln2 YPL256C Cyclin
Cdc20 YGL116W Cell division cycle Cln3 YAL040C Cyclin
Cdc28 YBR160W Cell division cycle Mcm1 YMR043W Minichromosomemaintenance
Cdh1 YGL003C Cdc20 homolog Swi4 YER111C Switching deficient
Clb1 YGR108W Cyclin B Swi5 YDR146C Switching deficient
Clb2 YPR119W Cyclin B Swi6 YLR182W Switching deficient
Clb5 YPR120C Cyclin B Mbp1 YDL056W MIuI-box binding protein
Clb6 YGR109C Cyclin B MBF TFC (Mbp1-Swi6)
Cln1 YMR199W Cyclin SBF TFC (Swi4-Swi6)
Information is copied from the Saccharomyes genome database SGD (http://www.yeastgenome.org).
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