because slicing is based on the PDG, which provides an abstraction that ignores arbitrary sequencing choices made by the programmer, and instead captures the important dependences among program components. In contrast, most previous approaches to clone detection use the program text, its control-flow graph, or its abstract-syntax tree, all of which are more closely tied to the (sometimes irrelevant) lexical structure.
Example Clones Found by Our Tool
Non-contiguous clones: Shown below are three fragments of code from the Unix utility bison that contain a group of three clones identified by our tool. The clones (which were found by slicing back from the statement "*p++ = c;") are indicated by "++" signs. The function of the clones is to grow the buffer pointed to by p if needed, append the current character c to the buffer and then read the next character. The clone in Fragment 3 is contiguous, but the corresponding clones in Fragments 1 and 2 are non-contiguous. Although two of the three clones are non-contiguous, they can still be extracted into a procedure: in both cases the statement in the middle of the clone can be moved out of the way without affecting semantics. We have observed that non-contiguous clones that are good candidates for extraction (as in the example above) occur frequently in real programs. Therefore, the fact that our approach can find such clones is a significant advantage over most previous approaches to clone detection.
Reordered clones: Non-contiguous clones are a kind of near duplication. Another kind of near duplication occurs when the ordering of matching nodes is different in the different clones, as illustrated below by two code fragments from bison. Both clones modify a portion of a bit array (lookaheadset / base) by performing a bit-wise or with the contents of another array (LA / F). The clones are identified by slicing back from the statement inside the while loop. Fragment 2 differs from Fragment 1 in two ways: the variables have been renamed (including renaming fp1 to fp2 and vice versa), and the order of the first and second lines has been reversed. Since this renaming and reordering does not affect the data or control dependences, the first and second statements of Fragment 1 are matched with the second and first statements of Fragment 2 by our approach (and the two while loops are matched with each other).
Fragment 1:
Fragment 2: ++ fp1 = LA + i * tokensetsize; ++ fp1 = base; ++ fp2 = lookaheadset; ++ fp2 = F + j * tokensetsize; ++ while (fp2 < fp3) ++ while (fp1 < fp3) ++ *fp2++ |= *fp1++; ++ *fp1++ |= *fp2++;
Intertwined clones: The use of backward slicing is also effective in finding intertwined clones. An example from the Unix utility sort is given below. In this example, one clone is indicated by "++" signs while the other clone is indicated by "xx" signs. The clones take a character pointer (a/b) and advance the pointer past all blank characters, also setting a temporary variable (tmp1/tmpb) to point to the first non-blank character. The final component of each clone is an if predicate that uses the temporary. Those predicates were the roots of the slices used to find the two clones (the second one -the last line shown below -occurs 43 lines further down in the code). ... xx else if (tmpb == '-') ...
Experimental Results
We have performed several studies in which we compared the output of our tool to the clone groups identified by a programmer. We found that the tool is quite effective at identifying interesting clones; in particular, it found at least one clone group for every human-identified group of clones. Furthermore, many of the clones were non-contiguous and involved variable renaming; some also involved reordering and intertwining; this is an indication that our approach is capable of finding interesting clones that would be missed by other approaches.
A limitation of the tool is that the clones that it finds are often not "ideal", i.e., are not exactly those that a human would have identified. Instead, they contain some extra statements, or fail to contain some statements that should be part of the clones. Because of this, the tool often identifies several overlapping groups of clones that are variants of each other rather than identifying a single group of ideal clones (i.e., the clones in each group found by the tool have many statements in common with the clones in the other groups, but are not exactly the same). For example, in one study the programmer identified 4 ideal clone groups in one file, while the tool identified 17 clone groups that were variations on the 4 ideal groups. Future work includes finding heuristics that will help the tool to identify clones that are as close as possible to ideal.
