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1 Introduction
Biane [1] は,対称群の漸近的表現論において,Young 図形の自由キュムラントと呼ば
れる量 \{R_{j}(\lambda)\}_{j=2,3},\ldots が重要であることを指摘した.その後 Kerov は,対称群の既約指
標を正規化して定まる関数  Ch_{k}(k=1,2, \ldots) が,自由キュムラントを変数とする多項
式として表されることを見抜いた (Biane の論文 [2] で初めて出版された) . それは現在
Kerov 多項式と呼ばれており,例1.1のようになる.その係数は非負整数となり,組合せ
解釈をもつことが知られている ([3], 後述の §4.2も参照) .







 Ch_{7}=R_{8}+70R_{6}+84R_{4}R_{2}+56R_{3}^{2} 十 垣  R_{2}^{3}+469R_{4}+224R_{2}^{2}+180R_{2},






本稿の目的は Kerov 多項式の 「スピン版」 を導入することである.対称群のスピン既約
指標から定まる関数  Ch_{k}^{spin}(k=1,3,5, \ldots) が,  \{R_{j}\} を変形した量  \{\mathfrak{R}_{j}\}_{j=2,4},\ldots を用い
 *1 shom@sci.kagoshima‐u.ac.jp 本研究は基盤研究 (C) No.  17K05281 の助成を受けたものです.
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て多項式で表せることを示す.この多項式をスピン Kerov 多項式と名付ける.













これらの具体例から,Kerov 多項式とスピン Kerov 多項式はとても似た形であることが
観察できる.実際い  \langle つかの係数も一致している.
本稿の内容は以下のようである.第2章で  C煽と自由キュムラント瑞の定義を述べ,
Kerov 多項式の復習をする.第3章で  Ch_{2k-1}^{spin} と自由キュムラント  \mathfrak{R}_{2j} の定義を述べ,ス
ピン Kerov 多項式を定める.最後に,第4章で関連する研究について補足をする.
注意1.3. 本稿は [11] の解説であるが,記号を一部変更した.[11] で  \mathfrak{p}_{\nu} と書いたものは,
スピン既約指標であることを強調するために本稿では  Ch_{\nu}^{spin} と表した.また [11] と本稿
では記号  \mathfrak{R}_{2k} の定義が少し異なり,[11] のものは本稿のものの   \frac{1}{2} 倍である (この修正は
P.  \acute{S}niady からの指摘 (2018年5月) を反映させた) . この影響で,スピン Kerov 多項式
の定義および例1.2の式が [11] と若干異なっている.
2 Kerov 多項式
この章では Kerov 多項式について解説する.洞による著書 [13] がより詳しい.
2.1 対称群の既約指標
非負整数  n の整数分割全体を  \mathcal{P}_{n} で表し,   \mathcal{P}=\bigcup_{n=0}^{\infty}\mathcal{P}_{n} とお  \langle . よ  \langle 知られているよ
うに,対称群  \mathfrak{S}_{n} の既約表現は  \mathcal{P}_{n} でパラメトライズされる.分割  \lambda\in \mathcal{P}_{n} に対応する
 \mathfrak{S}_{n} の既約指標を  \chi^{\lambda} で表す.また  \mathfrak{S}_{n} の共役類も  \mathcal{P}_{n} でパラメトライズされる.既約指
標  \chi^{\lambda} の,  \nu\in \mathcal{P}_{n} に対応する共役類での値を  \chi_{\nu}^{\lambda} で表す.このようにしていわゆる指標表
 [\chi_{\nu}^{\lambda}]_{\nu}^{\lambda}鮒が定まる.
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指標表は対称関数を用いて抽出することもできる.べき和対称関数  p_{\nu} をSchur 関数  s_{\lambda}
で展開したときの係数として現れる  ( [10, Chapter  I,  (7.8)]) :
(2.1)  p_{\nu}= \sum_{\lambda\in \mathcal{P}_{n}}\chi_{\nu}^{\lambda}s_{\lambda} 
(\nu\in \mathcal{P}_{n}) .
定義2.1.  k を非負整数とし,  \nu c\mathcal{P}_{k} とする.次で定まる関数  Ch_{\nu} :  \mathcal{P}arrow \mathbb{Q} を正規化さ
れた指標という :
 \bullet  n\geq k で  \lambda\in \mathcal{P}_{n} のとき,
  Ch_{\nu}(\lambda)=n(n-1)\cdots(n-k+1)\frac{\chi_{\nu\cup(1^{n-k})}^{\lambda}}{
\chi_{(1^{n})}^{\lambda}}
とお  \langle . ここで  \nu\cup(1^{n-k}) は,分割  \nu に成分1を  n-k 個付け加えてできる  n の
分割である.
 \bullet  n<k で  \lambda\in \mathcal{P}_{n} のとき,  Ch_{\nu}(\lambda)=0 とお  \langle.
 \nu が一行分割  \nu=(k) のとき,  Ch_{k}:=Ch_{(k)} と書  \langle.
注意2.2. 通常の対称群の表現論では,指標は  \chi_{\nu}^{\lambda} は表現  \lambda を固定して共役類  \nu を変数と
して扱う.一方,  Ch_{\nu}(\lambda) は共役類  \nu を固定して表現  \lambda を変数と見るので,いわば逆の見方
(dual approach) をしている.このような考え方は漸近的表現論において基本かつ重要で,
 \lambda のサイズが大きいとき (つまり  |\lambda|arrow\infty とする) 際に有用なのである.
2.2 Kerov 推移測度
分割  \lambda\in \mathcal{P} に対して,Kerov 推移測度と呼ばれる  \mathbb{R} 上の確率測度  m_{\lambda} が定まる.これを
構成しよう.
まず  \lambda のYoung 図形を図1のようにロシア式で描  \langle . このときYoung 図形の境界は折
れ線グラフになるが,この境界の定める関数  Y=\omega_{\lambda}(X) が極小,極大をとる点を,図のよ
うに  x_{i},  yj で表す.Young 図形の箱の一辺を長さ而にすることで,  x_{i} , yj は整数値をと
る.このようにして定まる列
(2.2)  x_{1}<y_{1}<x_{2}<y_{2}< <x_{r-1}<y_{r-1}<x_{r}
を,Kerov’s interlacing coordinates という.図1の例では,  \lambda=(8,7,6,6,4,2,1) に
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図1 分割  \lambda=(8,7,6,6,4,2,1) のYoung 図形 (ロシア式) と Kerov’s interlacing
coordinates.
対し,
 x_{1}=-7, x_{2}=-5, x_{3}=-3, x_{4}=0, x_{5}=4, x_{6}=6, x_{7}=8,
 y_{1}=-6, y_{2}=-4, y_{3}=-1, y_{4}=2, y_{5}=5, y_{6}=7,
となる.
定義2.3.  \lambda\in \mathcal{P} のKerov’s interlacing coordinates が(2.2) で与えられているとする.
このとき,
(2.3)   \int_{\mathbb{R}}\frac{1}{z-x}m_{\lambda}(dx)=\frac{\prod_{j=1}^{r-1}(z-y_{j})
}{\prod_{i=1}^{r}(z-x_{i})}, z\in \mathbb{C}\backslash \mathbb{R}
で特徴付けられる  \mathbb{R} 上の確率測度  m_{\lambda} をKerov 推移測度という.(一般に (2.3) の左辺
の積分を,確率測度  m_{\lambda} のCauchy 変換という.)
注意2.4. Kerov 推移測度  m_{\lambda} は次のような形をしている :
  m_{\lambda}=\sum_{i=1}^{r}\mu_{i}\delta_{x_{i}}, \sum_{i=1}^{r}\mu_{i}=1.
ここで錫  i は点  x_{i} にmass をもつ Dirac 測度である.ランダム Young 図形  \lambda\in \mathcal{P}_{n} が対
称群の Plancherel 測度にしたがって与えらたとき,Young 図形に箱  \square を1個増やす操作
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  \blacksquare \prod_{1}  \blacksquare
 1 2 3 4
 \ovalbox{\tt\small REJECT} \blacksquare \ovalbox{\tt\small REJECT} 
\overline{||||} \overline{||||}
 \ulcorner T\neg \blacksquare \blacksquare   
図2  P(4) は15個の元からなる.最上段左の図は  \{\{1\}, \{2\}, \{3\}, \{4\}\} を表し,その
横の図は  \{\{1,2\}, \{3\}, \{4\}\} である.
は,  x_{i} の位置に  \square を置  \langle ことを意味する.  x_{i} の位置に箱が増える確率が  \mu_{i} である.[13,
注意6.17]
2.3 自由キュムラントの組合せ的定義
例1.1に登場する Rj は  \mathcal{P} 上の関数であり,Rj  (\lambda)(\lambda\in \mathcal{P}) は「Kerov 推移測度  m_{\lambda} の
 j 番目の自由キュムラント Rj  [m_{\lambda}] 」として定まる.まずは一般の  \mathbb{R} 上の確率測度  m の自
由キュムラントを復習する.自由キュムラントというのは自由確率論の用語である.
 P(n) で,  \{ 1, 2, .  n\} の集合分割全体とする.すなわち,
 \pi=\{\pi_{1}, . . . , \pi_{r}\}, \pi_{i}\neq\emptyset, \pi_{1}\sqcup\pi_{2}
u\cdot\cdot\cdot \blacksquare\pi_{r}=\{1,2, . n\}
となるような  \pi たちである.例えば  P(4) は図2のように与えられる.
集合分割  \pi\in P(n) の二つのブロック  \pi_{i},  \pi_{\dot{j}} は,  \pi_{i} に属する元  a,  b と  \pi j に属する元  c,  d
で  a<c<b<d を満たすものが存在するとき,交差するという.集合分割  \pi\in P(n) が非
交差 (non‐crossing) であるとは,  \pi のどの異なる二つのブロックも交差しないときをいう.
これは図2のような図を考えるとき,線が交わらない (ように描ける) ことを意味する.
 P(n) の中の非交差分割全体を NC  (n) で表す.例えば  P(4) においては,  \{\{1,3\}, \{2,4\}\}
(図2下段,右から3番目) を除  \langle 全てが非交差であり,  |NC(4)|=14 となる.一般に
 |NC(n)| はCatalan 数Cat  (n)= \frac{(2n)!}{(n+1)!n!} に等しいことがよ  \langle 知られている.
さて,  m をコンパクトな台をもつ  \mathbb{R} 上の確率測度とする.確率測度  m のモーメントは
 M_{k}[ m]=\int_{\mathbb{R}}x^{k}m(dx) ,  k=1,2 , . . .
で定まる.このとき,  m の自由キュムラント  R_{k}[m](k=1,2, \ldots) は,以下の自由キュム
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ラントモーメント公式によって帰納的に定義される.
(2.4)  M_{n}= \sum_{\pi=\{\pi_{1},\ldots,\pi_{T}\}\in NC(n)}R_{|\pi_{1}|}R_{|\pi_{2}|}
\cdots R_{|\pi_{r}|}.













 R_{n}= \sum_{\pi=\{\pi_{1},\ldots,\pi_{r}\}\in NC(n)}Moeb_{NC(n)}(\pi)
M_{|\pi_{1}|}M_{|\pi_{2}|}\cdots M_{|\pi_{r}|}.




ここで,  G_{\mathfrak{m}}(z) は  m のCauchy 変換   G_{m}(z)=\int_{\mathbb{R}}\frac{1}{z-x}\mathfrak{m}(dx) であり,  [z^{-1}]L(z) はLaurent
級数  L(z) の  z=0 における留数を表す.
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2.4 Kerov 多項式の定義
定義2.6.  k=1,2 , . . . とする.関数  R_{k} :  \mathcal{P}arrow \mathbb{Q} を
 R_{k}(\lambda)=R_{k}[m_{\lambda}]
で定義する.(同じ記号塩を用いる.) すなわち  R_{k}(\lambda) はKerov 推移測度  m_{\lambda} の  k 番目
の自由キュムラントである.
 R_{1}(\lambda)=M_{1}[\mathfrak{m}_{\lambda}]=0 であることは容易に分かる.Kerov は次のことを示した.
定理2.7 (Kerov).  \nu\in \mathcal{P} とする.このとき  Ch_{\nu} は  R_{2},  R_{3} , . . . ,  R_{|\nu|+1} の整数係数多項
式として一意的に表すことができる.
特に  \nu=(k) のときに注目する.
定義2.8.  Ch_{k} を  R_{2},  R_{3} , .  R_{k+1} の多項式で表す:
 Ch_{k}=K_{k}(R_{2}, R_{3}, \ldots, R_{k+1}) .
この  k 変数多項式  K_{k} をKerov 多項式という.
具体的な形は既に例1.1で見た.Kerov は,Kerov 多項式の係数がすべて非負であるこ
とを予想した (Kerov’s positivity conjecture). この予想は Féray によって肯定的に解決
された.
定理2.9 (Féray [5]). Kerov 多項式の係数はすべて非負整数である.
注意2.10. 一般の分割  \nu に対し,  Ch_{\nu} は  R_{2} , .  R_{|\nu|+1} の整数多項式として表されるが,
係数は負の値を取りうる.例えば
 Ch_{(2,2)}=R_{3}^{2}-4R_{4}-2R_{2}^{2}-2R_{2}
となる.しかし,  Ch_{\nu} たちを用い,ある決まった規則で定まる関数  Ch_{\rho}' は,やはり非負整
数係数の多項式となることが知られている [5].
Kerov 多項式は対称群の漸近的表現論で重要な役割を果たす.大雑把に言うと,  Ch_{k}(\lambda)




 R_{k+1} を調べることに繋がり,(自由) 確率論の様々な手法が適用できる.詳し  \langle は [13,
第7章] などを参照されたい.
3 スピン Kerov 多項式
この章では本稿のメインを展開する.Kerov 多項式のスピン版を定義する.
3.1 対称群のスピン既約指標
まずは既約指標  \chi_{\nu}^{\lambda} のスピン版を考える.
整数分割  \lambda\in \mathcal{P} は通常,正の整数の有限減少列として表す :
 \lambda=(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{l}) , \lambda_{1}
\geq\lambda_{2}\geq \geq\lambda_{l}>0.
この列が狭義減少であるとき,すなわち  \lambda_{1}>\lambda_{2}>  >\lambda_{l} であるとき,分割  \lambda
はストリクト (strict) であるという.  \mathcal{P}_{n} 内のストリクトな分割全体を  \mathcal{S}\mathcal{P}_{n} で表し,
  \mathcal{S}\mathcal{P}=\bigcup_{n=0}^{\infty}\mathcal{S}\mathcal{P}_{n} とお  \langle.
次の3つの図のうち,左は分割  (5, 4, 2,  1)\in S\mathcal{P}_{12} のYoung 図形 (イギリス式) である.
ストリクトな分割の場合は,通常の Young 図形の行をシフトして定まるシフト図形を好ん
で用いる (図の真ん中) . またシフト図形とそれを折り返したものを貼り合わせてできる,
図の右のものを,  \lambda のダブル図形という.
ストリクトな分割  \lambda に対し,  \lambda のダブル図形を (元の) Young 図形とする分割  \mu のことを
 \lambda のダブル (double) といい,   D(\lambda)=\mu で表す.例えば上の分割  \lambda=(5,4,2,1)\in \mathcal{S}\mathcal{P}_{12}
に対し,  D(\lambda)=(6,6,5,5,2)\in \mathcal{P}_{24} である.
分割  \lambda=(\lambda_{1}, \ldots, \lambda_{l})\in \mathcal{P} は,全ての成分  \lambda_{i} が奇数であるとき,奇数分割であるとい




 \lambda\in \mathcal{S}\mathcal{P}_{n} と  \nu\in \mathcal{O}\mathcal{P}_{n} に対し,有理数  X_{\nu}^{\lambda} を以下の式で定義する :
(3.1)   p_{\nu}=\sum_{\lambda\in \mathcal{S}\mathcal{P}_{n}}X_{\nu}^{\lambda}
P_{\lambda} (\nu\in \mathcal{O}\mathcal{P}_{n}) .
ここで  p_{\nu} はべき和対称関数であり,  P_{\lambda} はSchur の  P 関数である ([10, III‐8]) . 式(3.1)
は (2.1) のスピン類似と見なされる.実際,対称群のスピン表現 (射影表現) の既約指標値
は,  X_{\nu}^{\lambda} に適当に2のべきを掛けた値に等しいことが知られている.ここでは表現論には
立ち入らずに,単に  X_{\nu}^{\lambda} をスピン既約指標 (値) と呼ぶことにする.対称群のスピン表現の
現代的理論については,例えば [12] を参照されたい.
定義2.1のスピン対応物は次のように定義される.基本的には  \chi_{\nu}^{\lambda} を  X_{\nu}^{\lambda}\ovalbox{\tt\small REJECT}こ置き換える
だけである.
定義3.1 (Ivanov [7]).  k を非負整数とし,  \nu\in \mathcal{O}\mathcal{P}_{k} とする.次で定まる関数  Ch_{\nu}^{spin} :
 \mathcal{S}\mathcal{P}arrow \mathbb{Q} を正規化されたスピン指標という :




 \bullet  n<k で  \lambda\in \mathcal{S}\mathcal{P}_{n} のとき,  Ch_{\nu}^{spin}(\lambda)=0 とお  \langle.
 \nu が一行奇数分割  \nu=(2k-1) のとき,  Ch_{2k-1}^{sp\dot{{\imath}}n}  :=Ch_{(2k-1)}^{sp\dot{{\imath}}n} と書  \langle.
3.2 スピン Kerov 多項式の定義
Kerov 多項式は  Ch_{k} を自由キュムラント Rj を用いて表す多項式である.それのスピン
対応物は,  Ch_{k}^{spin} を《自由キュムラントの類似物》 で表す多項式であろう.では,《自由
キュムラントの類似物》 としてどのようなものを考えれば良いだろうか.我々は次を提案
する.
定義3.2.  j=2,3 , . . . とする.関数  \mathfrak{R}_{j} :  \mathcal{S}\mathcal{P}arrow \mathbb{Q} を
 \mathfrak{R}_{j}(\lambda)=R_{j}(D(\lambda))
で定義する.すなわち  \mathfrak{R}_{j}(\lambda) は,  \lambda のダブル  D(\lambda) に対応する Kerov 推移測度  m_{D(\lambda)} の  j
番目の自由キュムラントである.
59
スピン Kerov 多項式に用いるものは偶数番目の自由キュムラント  \{\mathfrak{R}_{2k}\}_{k=1,2},\ldots で
ある.
定理3.3 (主定理1).  \nu\in \mathcal{O}\mathcal{P} とする.このとき  Ch_{\nu}^{spin} は  \mathfrak{R}_{2},  \mathfrak{R}_{4} , . . . の有理数係数多項
式として一意的に表すことができる.
定義3.4.  2Ch_{2k-1}^{spin}(k=1,2, \ldots) を  \mathfrak{R}_{2},  \mathfrak{R}_{4} , .  \mathfrak{R}_{2k} の多項式で表す:
 2 Ch_{2k-1}=K_{2k-1}^{spin}(\mathfrak{R}_{2}, \mathfrak{R}_{4}, \ldots, 
\mathfrak{R}_{2k}) .
この  k 変数多項式  K_{2k-1}^{sp\dot{{\imath}}n} をスピン Kerov 多項式という.
定理3.5 (主定理2).スピン Kerov 多項式  K_{2k-1}^{spin}(\mathfrak{R}_{2}, \mathfrak{R}_{4}, . . , , \mathfrak{R}_{2k}) は
















3.3.1 対称関数部分環  \Gamma
べき和対称関数  p_{k}(x_{1}, x_{2}, \ldots)=x_{1}^{k}+x_{2}^{k}+\cdots(k=1,2, \ldots) は対称関数環  A を生
成する :  A=\mathbb{Q}[p_{1},p_{2},p_{3}, . . .] . 代数  A には標準的に  \deg p_{k}=k により次数が定まる.こ
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の部分代数  \Gamma=\mathbb{Q}[p_{1},p_{3},p_{5}, . . .] を考える.代数  \Gamma はSchur の  P‐関数,  Q‐関数が住むと
ころであり,対称群のスピン表現論で重要である.
対称関数   f\in\Gamma に対し,  \mathcal{S}\mathcal{P} 上の関数  \overline{f} を
 \overline{f}(\lambda)=f(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{l}, 0,0, 
\ldots) , \lambda=(\lambda_{1}>\lambda_{2}> >\lambda_{l}>0)\in \mathcal{S}
\mathcal{P}
によって定義する.例えば函  (\lambda)=\lambda_{1}+  +\lambda_{l}=|\lambda| である.  f,   g\in\Gamma に対し,
 \overline{f}(\lambda)=\overline{g}(\lambda)(\lambda\in \mathcal{S}\mathcal{P}) となるのは  f=g のときに限られる ([7, Proposition 6.2]) . こ
のことに注意して,以下  \overline{f} を単に  f と表すことにする.すなわち  \Gamma は,関数
  \mathcal{S}\mathcal{P}\ni\lambda= (\lambda_{1}>\lambda_{2}> >\lambda_{l}>0) 
\mapsto P2k-1(\lambda)=\sum_{i=1}^{l}\lambda_{\dot{i}}^{2k-1}
 (k=1,2, \ldots) で生成される代数と自然にみなす.
3.3.2 正規化されたスピン指標
次が成り立つ.
命題3.7 (Ivanov [7]). 任意の  \nu\in \mathcal{O}\mathcal{P} に対し,  Ch_{\nu}^{spin}\in\Gamma が成り立つ.さらに,
 k=1,2 , . . . に対し







3.3.3 スピン Kerov 多項式の存在
次の主張が定理3.3の鍵となる.定義3.2で定めた  \mathfrak{R}_{j} について,次が言える.
命題3.9.  j=2,3 , . . . に対し,  \mathfrak{R}_{j}\in\Gamma が成り立つ.さらに各  k=1,2 , . . . に対し,
 \mathfrak{R}_{2k}=2p_{2k-1}+ (a function in  \Gamma of degree  <2k-1 ),
 \mathfrak{R}_{2k+1}=2kp_{2k-1}+ (a function in  \Gamma of degree  <2k-1 ),
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定理3.5の証明.  k=1,2 , . . . を固定し,
 H=2Ch_{2k-1}^{spin}-\mathfrak{R}_{2k},  H_{1}=2Ch_{2k-1}^{spin}-2p_{2k-1},  H_{2}=\mathfrak{R}_{2k}-2p_{2k-1}
とお  \langle . すでに見たようにこれらは  \Gamma に属す.  H=H_{1}-H_{2} である.命題3.7の後半の
主張より  \deg H_{1}<2k-1 であって,また命題3.9より  \deg H_{2}<2k-1 である.よって
 \deg H<2k-1 が成り立ち,特に  H は  p_{1},p_{3} , . . . ,  p_{2k-3} の多項式として表される.命題
3.9より  \deg R_{2j}=2j-1 であることに注意すると,  H は  \mathfrak{R}_{2},  \mathfrak{R}_{4} , . . , ,  \mathfrak{R}_{2k-2} の多項式と
して表される.口











(i) [8, Proposition 3.3]  k=1,2 , . . . に対し,次が成り立つ.
  Ch_{2k-1}^{spin}(\lambda)=-\frac{1}{4(2k-1)}[z^{-1}]\{(2z-2k+1)\prod_{\dot{j}=
1}^{2k-2}(z-j)\cdot\frac{\Phi(z;\lambda)}{\Phi(z-2k+1;\lambda)}\}.
(ii) [11, Proposition 3.9]  k=1,2 , . . . に対し,次が成り立つ.
  \mathfrak{R}_{2k}(\lambda)=-\frac{1}{2k-1}[z^{-2k}](\frac{\Phi(z;\lambda)}
{\Phi(z-1;\lambda)})^{2k-1}
この命題とコンピューターを用いることで,  Ch_{2k-1}^{spin} や  \mathfrak{R}_{2k} を  p_{2j-1} たちの多項式とし




4.1 Kerov 多項式とスピン Kerov 多項式の類似性
例1.1と例1.2を眺めていると気付  \langle ように,Kerov 多項式とスピン Kerov 多項式の係
数は,い  \langle つかの場合に一致している.この現象に関する報告は別の機会に譲ろう.
4.2 Kerov 多項式の係数の組合せ的解釈
置換  \sigma\in \mathfrak{S}_{k} に対し  C(\sigma) で  \sigma のサイクル全体とする.例えば  \sigma=(143)(26)(5)\in \mathfrak{S}_{6}




niady [3]).  k\geq 1 とし,s2,  s_{3} , . . . を非負整数の列で
  \sum_{j\geq 2}  jsj\leq k+1 を満たすとする.このとき,Kerov 多項式  K_{k} における項   R_{2}^{s_{2}}R_{3}^{s_{3}}\cdots
の係数は,次の条件  (i)-(v) を満たす三つ組  (\sigma_{1}, \sigma_{2}, q) の個数に等しい :
(i)  \sigma_{1},  \sigma_{2}\in \mathfrak{S}_{k} で,  \sigma_{1}\sigma_{2}=(12 k) (長さ  k のサイクル) となる.
(ii)  |C(\sigma_{2})|=s_{2}+s_{3}+\cdots.
(iii)  |C( \sigma_{1})|+|C(\sigma_{2})|=\sum_{j\geq 2} jsj.
(iv) 写像  q :  C(\sigma_{2})arrow\{2,3, . . . \} は,  |q^{-1}(i)|=s_{i}(i\geq 2) を満たす.
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(v)  \emptyset\subset<G\subset<C(\sigma_{2}) となる任意の集合  G に対し,次の不等式が成立する:









(strict Plancherel measure, もし  \langle は Plancherel measure on  \mathcal{S}\mathcal{P}_{n} などとも呼ばれる) .
例えば講究録 [14] を参考にされたい.スピン Kerov 多項式と shifted Plancherel 測度と
の関連についても,別の機会に報告したい.
4.4 奇数次の自由キュムラントによる展開
スピン Kerov 多項式は,正規化されたスピン指標  Ch_{2k-1}^{spin} を偶数番目の自由キュムラ






我々は元の Kerov 多項式との類似性を鑑みて,定義3.4をスピン Kerov 多項式として採
用している.
4.5 その他の Kerov 多項式の変種
対称群の (スピン) 表現論を考えると,Kerov 多項式 スピン Kerov 多項式はそれぞれ
対称関数の Schur 関数 Schur の  Q‐関数を考えることに相当する.それ以外の対称関数
に対応する Kerov 多項式も Dolgga, Féray,  \acute{S}niady らを中心に研究が進んでいる.
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Zonal polynomials に対応する Kerov 多項式は [6] で研究された.いわば「zonal Kerov
多項式」 ’symplectic zonal Kerov 多項式」であり,定理4.1の類似の結果が得られている.
Jack 関数  J_{\lambda}^{(\alpha)} に対応する Kerov 多項式,いわば ’Jack‐Kerov 多項式」 は,Lassalle [9]
により導入された.Jack parameter  \alpha を含み,  \alpha=1 のときが元の Kerov 多項式であり,
 \alpha=2,   \frac{1}{2} のときがそれぞれ zonal Kerov 多項式,symplectic zonal Kerov 多項式である.
Jack 多項式に関連する表現論が乏しいこともあり,Jack‐Kerov 多項式の詳しい研究は難
し  \langle , 部分的な結果が例えば [4] で得られている.Jack‐Kerov 多項式の今後の研究では,
Jack 多項式の組合せ的構造のより深い理解が必要であろう.
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