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Abstract
The collection of open sets of a topological space forms a Heyting algebra, which leads to the idea of a
Heyting algebra as a generalized topological space. In fact, a sober topological space may be reconstructed
from its locale of open sets. This has given rise to a good theory of presheaves and sheaves over locales. At
the same time, several ring like properties of Heyting algebras have also been studied. The purpose of this
paper is to study a non-abelian homological theory for modules over Heyting algebras.
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1 Introduction
The essence of an abelian category is the fact that every morphism may be factored uniquely as a cokernel
followed by a kernel. However, several difficulties arise when one tries to adapt this axiom to non-abelian or
even non-additive settings. This is the reason the study of homological algebra has been dominated by that of
abelian categories.
Over the years, many efforts have been made to develop homological algebra with categories that are not
additive. One of the earliest appears to be a series of papers by Fro¨hlich [20, 21, 22] which gave a theory of
derived functors for non-abelian groups. The work of Eckmann and Hilton [12], [13], [14] was motivated by
the category of topological spaces while Gerstenhaber gave a theory of Baer extensions in [23]. We also refer
the reader to the study of Barr-exact categories (see [4]), modular categories (see Carboni [8]), protomodular
categories (see Bourn [7]), Mal’cev categories (see Carboni, Lambek and Pedicchio [9]) semi-abelian categories
(see Janelidze, Ma´rki and Tholen[29]) and homological categories (see Grandis [25]) for other instances of work
in this area.
More recently, Connes and Consani [11] have presented a comprehensive theory of “Homological Algebra in
characteristic one” over the Boolean semifield B = {0,1}. Their motivation was to develop a theory that would
be suitable for treating certain non-additive categories of sheaves over a topos. In this paper, our objective is
to develop a homological theory similar to [11] for modules over a Heyting algebra.
We recall that a Heyting algebra H is a lattice such that for each x ∈H , the functor ∧x ∶H Ð→H has a right
adjoint. In other words, for each x, y ∈H , there is an element (x→ y)H ∈ H such that z ≤ (x→ y)H if and only
if z ∧ x ≤ y. Here the partially ordered set underlying the lattice H is treated as a category. For each element
x ∈H , we may consider ⌝x ∶= (x→ 0)H . Then, if ⌝ ⌝ x = x for every x ∈H , then H becomes a Boolean algebra.
In general, the collection of Heyting algebras contains the collection of Boolean algebras.
The significance of Heyting algebras lies in the fact that they may be treated as generalized topological spaces,
a deep idea that was first advanced by Ehresmann [15] and Be´nabou [5]. If X is a topological space, the
1
collection ΩX of open sets of X is a Heyting algebra : the joins are given by unions, the finite meets are given
by interesection and (U → V )ΩX ∶= int(U c ∪ V )
for any open subsets U , V ∈ ΩX . We observe that ΩX need not be a Boolean algebra. For instance, if X = R
with the usual topology, the open set U = R/{0} satisfies ⌝U = int(U c ∪ φ) = φ and hence ⌝ ⌝ U ≠ U . For any
topological space X , the Heyting algebra ΩX forms a locale and there is an equivalence of categories between
spatial locales and sober topological spaces (see [30, Chapter II]). We recall that a topological space is said to
be sober if every irreducible closed subset is the closure of a unique generic point. This applies in particular to
the Zariski spectrum of a commutative ring.
This treatment of Heyting algebras as generalized topological spaces has led to a well-developed theory of sheaves
over locales, for which we again refer the reader to Johnstone’s book [30, Chapter V]. At the same time, several
“ring like properties” have also been studied for Heyting algebras, such as prime ideals, filters and maximal
ideal theorem (see [30, Chapter I]). Therefore, it is only natural to study a theory of modules over Heyting
algebras, which is the purpose of this paper.
We now describe the paper in more detail. We begin by introducing Boolean modules in Section 2. A Boolean
module over a Boolean algebra B is a join semilattice M equipped with an action B ×M Ð→ M that is
distributive and an operator ⌝M ∶ M Ð→ B satisfying certain conditions described in Definition 2.3. A key
fact proved in this section is that when B is a finite Boolean algebra, any distributive module over the lattice
underlying B is canonically equipped with such an operator ⌝M ∶M Ð→ B. This is in preparation for the notion
of a Heyting module, which we introduce in Section 3.
Let H be a Heyting algebra. A Heyting module M over H is a join semilattice M with an action H ×M Ð→M
such that for each m ∈M , the functor ∧m ∶H Ð→M has a right adjoint (see Definition 3.2). In other words,
for every m, n ∈M , there is an element (m→ n)M ∈H such that
x ∧m ≤ n ⇔ x ≤ (m → n)M
for any x ∈ H . We denote by HeymodH the category of Heyting modules over a Heyting algebra H . The
basic properties of the operation ( → )M as well as those of morphisms of Heyting modules are established in
Section 3. In particular, if H is a finite Heyting algebra, we show that any module M over the underlying lattice
H is canonically equipped with the structure of a Heyting module. We recall that for any Heyting algebra,
the collection H⌝⌝ of elements x ∈ H satisfying ⌝ ⌝ x = x forms a Boolean algebra. If H⌝⌝ is a sublattice of H
and M ∈ HeymodH , we show that the collection M⌝⌝ of all elements of M such that (m → 0)M ∈ H⌝⌝ forms a
Boolean module over the Boolean algebra H⌝⌝.
In Section 4, we begin studying the dual M☀ = HeymodH(M,H) of a Heyting module M ∈ HeymodH .
In order to understand a morphism φ ∶ M Ð→ H in HeymodH , we need to consider the submodules Kc ∶={m ∈M ∣ φ(m) ≤ c } as c varies over all elements of H . The relations between the objects {Kc}c∈H are then
formalized to define “hereditary systems of submodules” (see Definition 4.3). If H is a finite Heyting alge-
bra, we obtain a one-one correspondence between elements φ ∈ M☀ and hereditary systems of submodules of
M . Further, if H is a Boolean algebra, hereditary systems of submodules correspond to ordinary hereditary
submodules of the join semilattice M . In the latter case, we are able to obtain an analogue of Hahn-Banach
Theorem, which shows that the morphisms in the dual M☀ are able to separate elements of M .
It is easy to show that HeymodH is a semiadditive category, i.e., finite products and finite coproducts coincide.
However, we would like to know the extent to which HeymodH satisfies a non-additive version of the (AB2)
axiom for abelian categories. In other words, we would like to compare coimages and images in HeymodH .
This is done in Section 5 by considering “kernel pairs” and “cokernel pairs” in a manner analogous to [11].
Additionally, for a submodule K ⊆ N , we set
K̃ = {n ∈ N ∣ t1(n) = t2(n) ∀ Q ∈HeymodH ∀ t1, t2 ∶ N Ð→ Q such that t1(k) = t2(k) ∀ k ∈K }
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Then, if H is a finite Heyting algebra and f ∶M Ð→ N is a morphism in HeymodH , we show that ̃Coim(f) =
Im(f). If H is finite and Boolean, this reduces to give Coim(f) = Im(f).
We continue in Section 6 with H being a finite Heyting algebra. We show that HeymodH is a tensor category,
with the functor ⊗H N ∶ HeymodH Ð→ HeymodH being left adjoint to HeymodH(N, ) ∶ HeymodH Ð→
HeymodH . This gives rise to a good theory of ‘extension and restriction of scalars’ for Heyting modules.
We now consider the endofunctor ⊥ ∶ HeymodH Ð→ HeymodH given by taking each M ∈ HeymodH to M2
and each morphism f ∶M Ð→ N to (f, f) ∶M2 Ð→ N2. This defines a comonad on HeymodH and we consider
the corresponding Kleisli category Heymod2H in Section 7 whereas the corresponding Eilenberg-Moore category
HeymodsH is studied in Section 8. For modules over the semifield {0,1}, the Kleisli and Eilenberg-Moore
categories of the squaring endofunctor have been studied by Connes and Consani [11]. The category Heymod2H
has the same objects as HeymodH . A morphism M Ð→ N in Heymod2H consists of a pair (f, g) ∶M Ð→ N of
morphisms in HeymodH , with composition given by (see (7.2))
(f ′, g′) ○ (f, g) = (f ′ ○ f + g′ ○ g, f ′ ○ g + g′ ○ f)
On the other hand, an object of HeymodsH is a pair (M,σM ) consisting of M ∈HeymodH and σM an H-linear
involution of M . The conditions describing monomorphisms, epimorphisms and strict exactness for sequences
in Heymod2H and Heymod
s
H are studied respectively in Sections 7 and 8. Further, we show in Section 9 that
HeymodsH is a semiexact category in the sense of Grandis [25] (see Theorem 9.6). Finally, when H is a finite
Boolean algebra, we show in Section 10 that HeymodsH also becomes a homological category in the sense of
Grandis [25] (see Theorem 10.10).
We return to the case of an arbitrary (not necessarily finite) Heyting algebraH in Section 11. Using an ultrafilter
criterion of Finocchiaro [17] and some recent methods of Finocchiaro, Fontana and Spirito [18], we show that the
collection Sub(M) of Heyting submodules of a Heyting module M carries the structure of a spectral space. In
other words, Sub(M) is homeomorphic to the Zariski spectrum of a commutative ring. We show more generally
that any Subc(M) is a spectral space, where Subc(M) is the collection of submodules fixed by a closure operator
c of finite type on Sub(M) (see Definition 11.2 and Proposition 11.4). In particular, it follows that the collection
of hereditary submodules of a Heyting module M is equipped with the structure of a spectral space.
2 Boolean modules
By definition, a lattice L is a partially ordered set (L,≤) such that every finite subset S ⊆ L of elements of L has
a supremum (called the join ∨S ∶= ∨
s∈S
s) and an infimum (called the meet ∧S ∶= ∧
s∈S
s). Considering respectively
the join and the meet of the empty subset, it follows that L contains two distinguished elements 0 and 1 such
that every x ∈ L satisfies 0 ≤ x ≤ 1.
A lattice is said to be distributive if it satisfies the following two conditions:
(1) For any x, y, z ∈ L, we have x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z).
(2) For any x, y, z ∈ L, we have x ∨ (y ∧ z) = (x ∨ y) ∧ (x ∨ z).
In fact, it may be shown (see [30, Lemma I.1.5]) that a lattice L satisfies condition (1) if and only if it satisfies
condition (2). Further, in a distributive lattice, it may be verified that given an element x ∈ L, there exists
at most one element y ∈ L such that x ∨ y = 1 and x ∧ y = 0. Such an element (if it exists) is referred to as a
complement of x.
Definition 2.1. Let L be a distributive lattice. A module over L consists of the following data:
(1) A join semilattice M , i.e., a partially ordered set M such that every finite subset of M has a join in M .
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(2) An action f ∶ L ×M Ð→M that is order preserving in both variables and such that
f(1L,m) =m f(0L,m) = 0M f(x ∧ y,m) = f(x, f(y,m))
for any x, y ∈ L and m ∈M . Here 0L and 1L are respectively the least element and largest element of L, while
0M is the least element of the join semilattice M . For x ∈ L and m ∈M , we will typically denote by x ∧m the
element f(x,m) ∈M .
Further, we will say that M is a distributive module over L if it satisfies
f(x ∨ y,m) = f(x,m) ∨ f(y,m) f(x,m ∨ n) = f(x,m) ∨ f(x,n)
for any x, y ∈ L and m, n ∈M .
A morphism g ∶M Ð→M ′ of modules over L is a morphism of join semilattices such that g(x ∧m) = x ∧ g(m)
for each x ∈ L, m ∈M .
Definition 2.2. (see [30, § I.1.6]) A Boolean algebra B is a distributive lattice such that every element x ∈ B
has a complement in B. This gives a unary operation on B, which we will denote by ⌝B ∶ B Ð→ B.
It is clear that ⌝B ○ ⌝B = id and ⌝B(0) = 1. It can also be checked easily that ⌝B ∶ B Ð→ B is order-reversing
and satisfies De Morgan’s laws:
⌝B (x ∨ y) = ⌝B(x) ∧ ⌝B(y) ⌝B (x ∧ y) = ⌝B(x) ∨ ⌝B(y) (2.1)
If (B,⌝B) and (B′,⌝B′) are Boolean algebras, the uniqueness of complements shows that a lattice morphism
f ∶ B Ð→ B′ automatically satisfies f(⌝B(x)) = ⌝B′(f(x)) for each x ∈ B. We should also mention (see [30, §
1.9]) that the category of Boolean algebras is isomorphic to the category of Boolean rings.
We will now introduce the concept of a Boolean module over a Boolean algebra.
Definition 2.3. Let (B,⌝B) be a Boolean algebra. A Boolean module over (B,⌝B) consists of the following
data:
(1) A distributive module M over the distributive lattice underlying B.
(2) An operation ⌝M ∶M Ð→ B satisfying the following conditions:
⌝M (0M) = 1B ⌝M (x ∧m) = ⌝B(x) ∨ ⌝M(m) ⌝M (m ∨ n) = ⌝M(m) ∧ ⌝M(n) (2.2)
for any x ∈ B and m, n ∈M .
A morphism g ∶ (M,⌝M)Ð→ (M ′,⌝M ′) of (B,⌝B)-modules is simply a morphism of modules over the distribu-
tive lattice underlying B.
In Section 3, we will give one way of constructing Boolean modules by considering Heyting algebras that satisfy
certain conditions.
Throughout this section and the rest of this paper, we try to minimize the use of subscripts whenever the
meaning is clear from context. As such, we will write 0 for the least elements, 1 for the largest elements and ⌝
for the unary operators wherever applicable.
Lemma 2.4. Let M be a Boolean module over a Boolean algebra B. Then, the operation ⌝M ∶ M Ð→ B is
order reversing.
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Proof. We consider m, n ∈M such that m ≤ n, i.e., m ∨ n = n. It follows that:
⌝ (n) = ⌝(m ∨ n) = ⌝(m) ∧ ⌝(n) ≤ ⌝(m) (2.3)
This proves the result.
The next result shows that when we restrict to finite Boolean algebras, every distributive module is already a
Boolean module.
Proposition 2.5. Suppose that (B,⌝B) is a finite Boolean algebra and let M be a distributive module over B.
Then, there is a canonical map ⌝M ∶M Ð→ B making (M,⌝M) a Boolean module over (B,⌝B).
Proof. Since B is finite, for any m ∈M , we can set ⌝M(m) to be the finite join:
⌝M (m) ∶=⋁{x ∈ B ∣ x ∧m = 0 } ∈ B (2.4)
Since ∧m ∶ B Ð→M preserves finite joins, it is clear that ⌝(m) ∧m = 0. As such, we see that
x ∧m = 0 ⇔ x ≤ ⌝(m) (2.5)
for any x ∈ B. It now follows that for any y ∈ B we have:
y ≤ ⌝(x ∧m) ⇔ y ∧ x ∧m = 0 ⇔ y ∧ x ≤ ⌝(m) (2.6)
For any elements p, q, r in a Boolean algebra, it may be verified easily that p∧q ≤ r is equivalent to p ≤ ⌝(q)∨r.
Applying this in (2.6) we get
y ≤ ⌝(x ∧m) ⇔ y ≤ ⌝(x) ∨ ⌝(m) (2.7)
for any y ∈ B. This gives ⌝(x ∧m) = ⌝(x) ∨ ⌝(m). On the other hand, for m, n ∈M , we have:
y ≤ ⌝(m ∨ n) ⇔ y ∧ (m ∨ n) = 0
⇔ (y ∧m) = 0 and (y ∧ n = 0)
⇔ (y ≤ ⌝(m)) and (y ≤ ⌝(n))
⇔ y ≤ ⌝(m) ∧ ⌝(n)
(2.8)
Hence, we have ⌝(m ∨ n) = ⌝(m) ∧ ⌝(n). This proves the result.
3 Heyting Modules
We begin by recalling the notion of a Heyting algebra, which generalizes the concept of a Boolean algebra. A
partially ordered set (L,≤) may be viewed as a category L whose objects are the elements of L and such that
there is a single morphism x Ð→ y in L whenever x ≤ y ∈ L. When L is a lattice, for each fixed y ∈ L, the
association x↦ x ∧ y, ∀ x ∈ L defines a functor from L to L.
Definition 3.1. (see [30, § I.1.10]) A Heyting algebra H is a lattice such that for each fixed y ∈H, the functor
defined by the association x ↦ x ∧ y, ∀ x ∈ H has a right adjoint. In other words, for any elements y, z ∈ H,
there is an element (y → z)H ∈H such that
x ∧ y ≤ z ⇔ x ≤ (y → z)H
for any x ∈H.
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In general, every Heyting algebra is distributive. For y ∈ H , the element ⌝H(y) ∶= (y → 0)H ∈ H is referred to
as the negation of y. If the operation ⌝H satisfies ⌝H ⌝H (y) = y for every y ∈ H , then H becomes a Boolean
algebra (see [30, Lemma I.1.11]).
We are now ready to introduce the concept of a Heyting module.
Definition 3.2. Let H be a Heyting algebra. A Heyting module over H consists of the following data:
(1) A distributive module M over the distributive lattice underlying H.
(2) For each m ∈ M , the functor H Ð→ M defined by the association x ↦ x ∧m has a right adjoint. In other
words, for any m, n ∈M , there is an element (m→ n)M ∈ H such that
x ∧m ≤ n ⇔ x ≤ (m→ n)M
for any x ∈H.
A morphism of Heyting modules is simply a morphism of modules over the distributive lattice underlying H.
We denote by HeymodH the category of Heyting modules over a Heyting algebra H.
Given a Heyting module M and an element m ∈ M , we define the negation ⌝M(m) ∶= (m → 0)M . Again, we
will generally omit the subscripts whenever the meaning is clear from context.
Proposition 3.3. Let f ∶M Ð→ N be a morphism of Heyting modules over a Heyting algebra H. Suppose that
f ∶M Ð→ N has a right adjoint g ∶ N Ð→M . Then, for any m ∈M and n ∈ N , we have (f(m) → n)N = (m →
g(n))M in H.
Proof. Since f ∶ M Ð→ N is a morphism of Heyting modules, we know that for any m ∈ M , the functor∧ f(m) ∶H Ð→ N can be expressed as the composition
∧ f(m) = f ○ ( ∧m) ∶H Ð→ N (3.1)
As such, the right adjoint of ∧f(m) is equal to the right adjoint g ∶ N Ð→M composed with the right adjoint(m→ )M ∶M Ð→H .
Lemma 3.4. Let M be a Heyting module over a Heyting algebra H. Then:
(a) For m, m′, n ∈M we have
(m→ n) ∧ (m′ → n) = ((m ∨m′) → n) (3.2)
In particular, we know that ⌝(m ∨m′) = ⌝(m) ∧ ⌝(m′).
(b) For x ∈H and m, n ∈M we have
((x ∧m) → n) = (x→ (m→ n)) (3.3)
In particular, we know that ⌝(x ∧m) = (x→ ⌝(m)).
(c) For each n ∈M , the association ( → n) ∶M Ð→ H is order reversing.
(d) ⌝M(0M) = 1H .
Proof. (a) For any x ∈H , we see that
x ≤ ((m ∨m′)→ n) ⇔ (x ∧m) ∨ (x ∧m′) ≤ n
⇔ (x ∧m) ≤ n & (x ∧m′) ≤ n
⇔ (x ≤ (m→ n)) & (x ≤ (m′ → n))
⇔ x ≤ (m→ n) ∧ (m′ → n)
(3.4)
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(b) For any y ∈ H , we see that
y ≤ ((x ∧m)→ n) ⇔ (y ∧ x ∧m) ≤ n ⇔ y ∧ x ≤ (m→ n) ⇔ y ≤ (x→ (m→ n)) (3.5)
The result of (c) is an immediate consequence of (a). The result of (d) is clear from the fact that 1H ∧0M = 0M .
Proposition 3.5. Let M be a Heyting module over a Heyting algebra H. Then, if (H,⌝H) is a Boolean algebra,(M,⌝M) is a Boolean module over H.
Proof. Since the Heyting algebra H is actually Boolean, we know (see [30, § I.1.10]) that (x→ y)H = ⌝H(x) ∨ y
for any elements x, y ∈H . From Lemma 3.4(b) it now follows that for x ∈H , m ∈M , we have:
⌝M (x ∧m) = (x ∧m→ 0) = (x→ ⌝M(m)) = ⌝H(x) ∨ ⌝M(m) (3.6)
The other conditions mentioned in (2.2) that (M,⌝M) must satisfy in order to be a Boolean module are also
clear from Lemma 3.4.
We will now show that when H is a finite Heyting algebra, every distributive module is already a Heyting
module.
Proposition 3.6. Suppose that H is a finite Heyting algebra and let M be a distributive module over H. Then,
there is a canonical map ( → )M ∶M ×M Ð→H making M a Heyting module over H.
Proof. We fix some m ∈M . Then, the right adjoint of the functor ∧m ∶H Ð→M is given by setting
(m→ n)M ∶=⋁{x ∈H ∣ x ∧m ≤ n} (3.7)
for each n ∈M . This gives M the canonical structure of a Heyting module.
Corollary 3.7. Suppose that H is a finite Heyting algebra and g ∶M Ð→ N is a morphism in HeymodH . Then,
for any m, m′ ∈M , we have (m→m′)M ≤ (g(m)→ g(m′))M ′ ∈H.
Proof. From (3.7), we know that (m →m′)M is the join of all the elements x ∈ H such that x ∧m ≤ m′. Since
g is a morphism in HeymodH , x ∧m ≤m′ ⇒ x ∧ g(m) = g(x ∧m) ≤ g(m′). The result is now clear.
Remark 3.8. (1) The proof of Proposition 3.6 is a special case of the more general Adjoint Functor Theorem
for join semilattices (see, for instance, [30, § I.4.2]).
(2) It is known (see, for instance, [30, Exercise I.1.12(ii)]) that every finite distributive lattice is a Heyting
algebra. Conversely, we know that every Heyting algebra is distributive and a lattice. As such, a finite Heyting
algebra is simply a finite distributive lattice.
(3) It is easy to give examples of finite Heyting algebras which are not finite Boolean algebras. For instance,
we may consider any finite totally ordered set H = {0 = x1 < x2 < x3.... < xk = 1}. Then, H becomes a Heyting
algebra (see [30, § I.1.12]) by setting
(xm → xn)H ∶= { 1 if m ≤ nxn otherwise (3.8)
Then, we see that every xm ≠ 0 satisfies ⌝ ⌝ xm = 1. As such, H cannot be a Boolean algebra for any k ≥ 3.
We record here the following fact.
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Proposition 3.9. (a) In the category HeymodH of Heyting modules over a Heyting algebra H, a morphism
g ∶M Ð→ N is a monomorphism ⇔ the underlying map is injective.
(b) If g ∶M Ð→ N is a monomorphism in HeymodH , then for any m, m′ ∈M , we have (m→m′)M = (g(m)→
g(m′))N ∈ H.
Proof. (a) The ⇐ implication is obvious. On the other hand, for any element m ∈ M , we can consider the
morphism gm ∶ H Ð→ M in HeymodH taking each c ∈ H to c ∧ m ∈ M . Then, if m, m′ ∈ M are such
that g(m) = g(m′) ∈ N , then g ○ gm = g ○ gm′ . If g is a monomorphism, this implies gm = gm′ and hence
m = gm(1H) = gm′(1H) =m′.
(b) From part (a), it follows that M ⊆ N . As such, for m, m′ ∈ M , we have x ∧ m ≤ m′ if and only if
x ∧ g(m) ≤ g(m′). The result now follows from the definitions.
Proposition 3.10. Let M be a Heyting module over a Heyting algebra H. Let N ⊆ M be a distributive
submodule of M over the lattice H. Then, N is a Heyting module over H and (n → n′)N = (n → n′)M for n,
n′ ∈ N .
Proof. We set (n → n′)N ∶= (n → n′)M for n, n′ ∈ N . Since the partial ordering on N ⊆ M is induced by the
partial ordering on M , we get c ∧ n ≤ n′ ⇔ c ≤ (n→ n′)M = (n → n′)N . This proves the result.
Definition 3.11. (see [30, § 1.13]) An element x in a Heyting algebra H is said to be regular if it satisfies⌝ ⌝ (x) = x. The collection of regular elements of H is denoted by H⌝⌝.
The regular elements H⌝⌝ of a Heyting algebra H form a Boolean algebra. The complementation in H⌝⌝
coincides with the negation on H . While meets in H⌝⌝ always coincide with meets in H , the same is not
necessarily true for joins in H⌝⌝. In fact, H⌝⌝ is a sublattice of H if and only if the negation operator satisfies⌝(x ∧ y) = ⌝(x) ∨ ⌝(y) for every x, y ∈ H . We recall that the dual of this relation, i.e., ⌝(x ∨ y) = ⌝(x) ∧ ⌝(y)
for x, y ∈ H holds in every Heyting algebra.
We now suppose that H⌝⌝ is a sublattice of H . Given a Heyting module M over H , we consider
M⌝⌝ ∶= {m ∈M ∣ ⌝(m) ∈H is regular, i.e., ⌝(m) ∈H⌝⌝} (3.9)
We will say that the elements of M⌝⌝ are the regular elements of M over H . We will show that M⌝⌝ is actually
a Boolean module over H⌝⌝. For this, we need the following simple result.
Lemma 3.12. Let H be a Heyting algebra such that the Boolean algebra H⌝⌝ is a sublattice of H. Then, given
any regular elements a, b ∈H⌝⌝, we have (a→ b)H = ⌝(a) ∨ b. In particular, (a → b)H is regular.
Proof. For any elements a, b in a Heyting algebra H , we know (see, for instance, [27]) that ⌝(a → b) =(⌝ ⌝ (a)) ∧ (⌝(b)). If a and b are regular, this implies that
⌝ (a→ b) = a ∧ ⌝(b) (3.10)
Since H⌝⌝ is a sublattice of H , it follows that ⌝ ⌝ (a → b) = ⌝(a ∧ ⌝(b)) = ⌝(a) ∨ ⌝ ⌝ (b) = ⌝(a) ∨ b. For any
element x in a Heyting algebra, it is clear that x ≤ ⌝ ⌝ (x) (since ⌝(x) ≤ ⌝(x) which gives x ∧ ⌝(x) = 0). It
follows that ⌝ ⌝(a→ b) ≤ ⌝(a) ∨ b ⇒ (a→ b) ≤ ⌝(a) ∨ b (3.11)
Conversely, we have
a ∧ b ≤ b ⇒ a ∧ (⌝(a) ∨ b) ≤ b ⇒ (⌝(a) ∨ b) ≤ (a→ b) (3.12)
From (3.11) and (3.12) the result follows.
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Proposition 3.13. Let H be a Heyting algebra such that the Boolean algebra H⌝⌝ is a sublattice of H. Suppose
that M is a Heyting module over H. Then, M⌝⌝ is a Boolean module over the Boolean algebra H⌝⌝.
Proof. If m, n ∈M⌝⌝, we know from Lemma 3.4(a) that ⌝(m ∨ n) = ⌝(m) ∧ ⌝(n). It follows that m ∨ n ∈M⌝⌝.
For x ∈ H⌝⌝ and m ∈ M⌝⌝, it follows from Lemma 3.4(b) that ⌝(x ∧m) = (x → ⌝(m)). Since x ∈ H⌝⌝ and
m ∈M⌝⌝, we can apply Lemma 3.12 to see that
⌝ (x ∧m) = (x→ ⌝(m)) = ⌝(x) ∨ ⌝(m) ∈H⌝⌝ (3.13)
Hence, x ∧m ∈M⌝⌝. The map M⌝⌝ Ð→ H⌝⌝ is obtained by restricting the map ⌝ ∶M Ð→ H . From the above,
it is clear that this map satisfies the conditions for making M into a Boolean module over the Boolean algebra
H⌝⌝.
An application of Proposition 3.13 gives us a simple way of constructing examples of Boolean modules.
Corollary 3.14. Let H be a Heyting algebra such that the Boolean algebra H⌝⌝ is a sublattice of H. Then, H
is canonically equipped with the structure of a Boolean module over the Boolean algebra H⌝⌝.
Proof. It is clear that H is a Heyting module over itself. To prove the result, it suffices to show that every
element x ∈ H is regular over H in the sense of (3.9), i.e., ⌝(x) ∈ H⌝⌝ for any x ∈ H . For this, we notice that
x ≤ ⌝ ⌝ (x), ∀ x ∈ H as mentioned in the proof of Lemma 3.12. This gives ⌝(x) ≤ ⌝ ⌝ ⌝(x). However, since ⌝
is order reversing, the relation x ≤ ⌝ ⌝ (x) gives ⌝(x) ≥ ⌝ ⌝ ⌝(x). Hence, ⌝(x) = ⌝ ⌝ ⌝(x) for every x ∈ H , i.e.,⌝(x) ∈H⌝⌝.
4 Duals of Heyting modules and hereditary systems
We continue with H being a Heyting algebra and M being a Heyting module over it. By a Heyting submodule
of M , we will mean a distributive submodule N of M over the lattice underlying H . From Proposition 3.10, it
is clear that N is canonically equipped with the structure of a Heyting module, with (n1 → n2)N = (n1 → n2)M
for any n1, n2 ∈ N .
The following simple observation will be very useful to us: by definition, the element 1H in the lattice H is the
largest element in H , i.e., every c ∈H satisfies c ≤ 1. Hence, for any m ∈M , we have
c ∧m ≤ 1H ∧m =m (4.1)
For a Heyting module M , we will now consider two different “dual objects” : the first is the collection
HeymodH(M,H) of Heyting module morphisms from M to H which we will denote by M☀. The second
dual object, which we shall denote by M⋆, is the collection of join semilattice homomorphisms φ ∶M Ð→ {0,1}.
Since any φ ∈M⋆ is order preserving, we notice that
φ(m) = 0 ⇒ φ(c ∧m) ≤ φ(m) = 0 ⇒ φ(c ∧m) = 0 ∀ c ∈H (4.2)
It is clear that a morphism M1 Ð→M2 of Heyting modules induces morphisms M
☀
2
Ð→M
☀
1
and M⋆2 Ð→M
⋆
1
between their respective duals.
Definition 4.1. Let M be a Heyting module over a Heyting algebra H. A subjoin semilattice N ⊆ M will be
called a hereditary Heyting submodule if it satisfies the following condition
n ∈ N & n′ ≤ n ⇒ n′ ∈ N
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From the observation in (4.1), it is immediate that any hereditary Heyting submodule of M is automatically a
Heyting submodule. As such, a hereditary Heyting submodule of M ∈ HeymodH in the sense of Definition 4.1
is simply a hereditary submodule of the underlying join semilattice M in the sense of [11, Definition 2.2].
For each element m ∈M , we now consider:
IMm = Im ∶= {n ∈M ∣ n ≤m } (4.3)
It is easily seen that each Im is a hereditary Heyting submodule.
Proposition 4.2. Let M be a Heyting module over a Heyting algebra H. Then,
(a) There is a one-one correspondence between elements of M⋆ and hereditary Heyting submodules of M .
(b) A distributive submodule of M over H is hereditary if and only if it is a filtering union of hereditary Heyting
submodules of the form {Im}m∈M .
(c) If m, m′ ∈M are such that φ(m) = φ(m′) for every φ ∈M⋆, then m =m′.
Proof. As mentioned before, N ⊆M is a hereditary Heyting submodule if and only if it is a hereditary submodule
of the join semilattice M in the sense of [11, Definition 2.2]. As such, all three parts (a), (b) and (c) follow
directly from [11, Proposition 2.3]. Explicitly, an element φ ∈ M⋆ corresponds to the hereditary submodule
φ−1(0) ⊆M .
We now introduce the notion of a “hereditary system of submodules” which will be used to describe elements
of the dual M☀. First of all, for a given hereditary submodule K ⊆M we set
(K ∶ c) ∶= {m ∈M ∣ c ∧m ∈K} (4.4)
for each c ∈K. It is clear that (K ∶ c) ⊆M is also a hereditary Heyting submodule.
Definition 4.3. Let M be a Heyting module over a Heyting algebra H. A hereditary system K = {Kc}c∈H of
submodules of M consists of the following data:
(a) For each c ∈H, Kc is a hereditary submodule of the Heyting module M .
(b) Given any elements c, d ∈H, we have Kc ∩Kd =Kc∧d.
(c) Given any elements c, d ∈H, we have (Kd ∶ c) =K(c→d).
In particular, if c ≤ d in H, we have Kc ⊆Kd.
Lemma 4.4. Let M be a Heyting module and let φ ∶ M Ð→ H be an element of M☀. Then, setting Kc ∶={m ∈M ∣ φ(m) ≤ c} for each c ∈H gives a hereditary system Kφ on M .
Proof. Since φ ∈ M☀ is order preserving and preserves joins, we see that each Kc = {m ∈M ∣ φ(m) ≤ c} is
hereditary. Since φ ∶M Ð→ H is H-linear, for c, d ∈ H and any m ∈M , we have:
m ∈Kc ∩Kd ⇔ φ(m) ≤ c & φ(m) ≤ d ⇔ φ(m) ≤ c ∧ d ⇔ m ∈Kc∧d
m ∈ (Kd ∶ c) ⇔ c ∧m ∈Kd ⇔ φ(c ∧m) ≤ d ⇔ c ∧ φ(m) ≤ d ⇔ φ(m) ≤ (c → d) ⇔ m ∈K(c→d)
This proves the result.
Proposition 4.5. Let H be a finite Heyting algebra and let M be a Heyting module over H. Then, there is a
one-one correspondence between M☀ and hereditary systems of submodules of M .
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Proof. Given φ ∈M☀, we have already constructed a hereditary system Kφ of submodules of M in Lemma 4.4.
Conversely, given a hereditary system K = {Kc}c∈H , we define φK ∶M Ð→H by setting
φK(m) ∶= ⋀
m∈Kd
d (4.5)
We begin by showing that φK ∶M Ð→H preserves joins. We pickm1,m2 ∈M and set d1 = φK(m1), d2 = φK(m2).
Since H is finite, it follows from condition (b) in Definition 4.3 that d1 (resp. d2) is the smallest element of H
such that m1 ∈Kd1 (resp. m2 ∈Kd2).
Since Kd1 , Kd2 ⊆ Kd1∨d2 , we have m1 ∨m2 ∈ Kd1∨d2 . On the other hand, if e ∈ H is such that m1 ∨m2 ∈ Ke,
then m1,m2 ≤m1 ∨m2 ⇒ m1, m2 ∈Ke (since Ke is hereditary). Then, e ≥ d1 and e ≥ d2 which gives e ≥ d1 ∨d2.
From (4.5), it now follows that φK(m1 ∨m2) = d1 ∨ d2 = φK(m1) ∨ φK(m2).
For c ∈ H and m ∈M , we know that
c ∧ φK(m) = c ∧ ( ⋀
m∈Kd
d) = ⋀
m∈Kd
(c ∧ d) φK(c ∧m) = ⋀
c∧m∈Kd
d = ⋀
m∈K(c→d)
d (4.6)
Since d ≤ (c→ c ∧ d), we notice that if m ∈Kd, then m ∈K(c→c∧d) = (Kc∧d ∶ c). Hence c ∧m ∈Kc∧d. From (4.6),
it now follows that c ∧ φK(m) ≥ φK(c ∧m). Conversely, for any d ∈ H such that m ∈ K(c→d) it follows from the
definition in (4.5) that φK(m) ≤ (c → d). Then
φK(m) ≤ ⋀
m∈K(c→d)
(c → d) = ⎛⎝c→
⎛
⎝ ⋀m∈K(c→d)d
⎞
⎠
⎞
⎠ = (c→ φK(c ∧m)) ⇒ c ∧ φK(m) ≤ φK(c ∧m) (4.7)
Hence, we have c ∧ φK(m) = φK(c ∧m) and it follows that φK ∈M☀.
It remains to show that the two associations are inverse to each other. First of all, it is clear that φ = φKφ
for any φ ∈ M☀. On the other hand, it follows from the above that m ∈ KφK(m) for each m ∈ M and hence
KφK = K.
The next result shows that when the Heyting algebra H is actually Boolean, the hereditary systems take a
particularly simple form.
Proposition 4.6. Let M be a Heyting module over a Heyting algebra H. If H is a Boolean algebra, then there
is a one-one correspondence between hereditary systems of submodules of M and hereditary submodules of M .
Proof. Let K = {Kc}c∈H be a hereditary system of submodules of M . If H is Boolean, we claim that K is
determined completely by the hereditary submodule K0. This is because condition (c) in Definition 4.3 reduces
to
Kc =K(⌝c→0) = (K0 ∶ ⌝c) (4.8)
To complete the proof, it remains to show that for any hereditary submodule K ⊆M , the collection Kc ∶= (K ∶⌝c), c ∈H gives a hereditary system of submodules ofM . We have noted before that each (K ∶ ⌝c) is hereditary.
Further, for any m ∈M and c, d ∈H , we have:
m ∈ (Kd ∶ c) ⇔ c ∧m ∈Kd = (K ∶ ⌝d) ⇔ m ∈ (K ∶ c ∧ ⌝d) = (K ∶ ⌝(⌝c ∨ d)) = (K ∶ ⌝(c → d)) =K(c→d)
Here we have used the fact that since H is Boolean, we must have (c → d) = ⌝c∨d. Finally, since K is hereditary,
we know that for c, d ∈ H and m ∈M , (⌝c ∨⌝d) ∧m ∈K if and only if both ⌝c ∧m, ⌝d ∧m ∈K. It follows that
m ∈Kc ∩Kd ⇔ ⌝ c ∧m & ⌝ d ∧m ∈K ⇔ (⌝c ∨ ⌝d) ∧m ∈K ⇔ m ∈ (K ∶ ⌝(c ∧ d)) =Kc∧d
This proves the result.
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Proposition 4.7. Let M be a Heyting module over H. If H is a finite Boolean algebra, then there is a one-one
correspondence between the duals M☀ and M∗.
Proof. This result follows directly as a consequence of Propositions 4.2, 4.5 and 4.6. This correspondence may
be made explicit as follows : given φ ∶ M Ð→ H in M☀, we can define ψ ∶ M Ð→ {0,1} in M∗ by setting
ψ(m) = 0 if φ(m) = 0 and ψ(m) = 1 otherwise.
Conversely, given ψ ∶M Ð→ {0,1} in M∗ , we can obtain a corresponding φ ∶M Ð→H in M☀ by setting
φ(m) =⋀{c ∈ H ∣ ψ(⌝c ∧m) = 0} (4.9)
Proposition 4.8. Let H be a finite Boolean algebra, M be a Heyting module over H and let N ⊆ M be a
Heyting submodule. Then, the induced map M☀ Ð→ N☀ is surjective.
Proof. From Proposition 4.7, we know that there are bijectionsM☀ ≃M∗ and N☀ ≃ N∗. From [11, Proposition
2.3], we know that the induced morphism M∗ Ð→ N∗ on the duals of the join semilattices is surjective. The
result is now clear.
Proposition 4.9. Let H be a finite Boolean algebra and let M be a Heyting module over H. Then, the duality
between M and M☀ is separating, i.e., if m1, m2 ∈ M are such that φ(m1) = φ(m2) for every φ ∈ M☀, then
m1 =m2.
Proof. We consider the hereditary submodule Im1 ⊆M as defined in (4.3). Then, {(Im1 ∶ ⌝c)}c∈H is a hereditary
system of submodules of M and let φ be the corresponding element in M☀. Then, φ(m) = 0 for some m ∈M if
and only if m ∈ Im1 . Then, φ(m2) = φ(m1) = 0 and hence m2 ∈ Im1 , i.e., m2 ≤m1. Similarly, we can show that
m1 ≤m2. Hence, m1 =m2.
We now obtain the following version of Hahn-Banach Theorem for modules over a finite Boolean algebra (com-
pare [11, Lemma 2.6] and also [10]).
Proposition 4.10. Let H be a finite Boolean algebra, M be a Heyting module over H and i ∶ N ↪ M be a
Heyting submodule. Then, if m ∈M is such that φ1(m) = φ2(m) for every pair (φ1, φ2) ∈M☀ ×M☀ such that
φ1 ○ i = φ2 ○ i, then m ∈ N .
Proof. We consider a pair (ψ1, ψ2) ∈M∗ ×M∗ such that ψ1 ○ i = ψ2 ○ i. Using the bijection M☀ ≃M∗, we take
φ1, φ2 ∈ M☀ corresponding respectively to ψ1, ψ2 ∈ M∗. For any fixed n ∈ N and any c ∈ H , we know that⌝c ∧ n ∈ N . Since ψ1 ○ i = ψ2 ○ i, it follows that
ψ1(⌝c ∧ n) = 0 ⇔ ψ2(⌝c ∧ n) = 0 (4.10)
From (4.9) and (4.10), it follows that φ1(n) = φ2(n) for every n ∈ N , i.e., φ1 ○ i = φ2 ○ i. By assumption, we must
therefore have φ1(m) = φ2(m). Again, from the proof of Proposition 4.7, we obtain
ψ1(m) = 0 ⇔ φ1(m) = 0 ⇔ φ2(m) = 0 ⇔ ψ2(m) = 0 (4.11)
Hence, any maps ψ1, ψ2 ∶M Ð→ {0,1} in M∗ such that ψ1 ○ i = ψ2 ○ i must satisfy ψ1(m) = ψ2(m). Applying
[11, Lemma 2.6], we get m ∈ N .
In Proposition 3.9, we showed that a morphism f ∶M Ð→ N in HeymodH is a monomorphism if and only if it
is injective on underlying sets. For epimorphisms, we have a somewhat less general result.
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Proposition 4.11. Let H be a finite Boolean algebra and let f ∶M Ð→ N be a morphism of Heyting modules
over H. Then, f is an epimorphism if and only if f is surjective on underlying sets.
Proof. The “if part” is obvious. On the other hand, consider a morphism f ∶M Ð→ N in HeymodH . It is clear
that the image of f (as a subset of N) is already a Heyting submodule, which we will denote by E.
Suppose that f is an epimorphism in HeymodH . We now consider a pair (φ1, φ2) ∈ N☀ × N☀ such that
φ1∣E = φ2∣E . Then, φ1 ○ f = φ2 ○ f . Since φ1, φ2 ∶ N Ð→ H are morphisms of Heyting modules and f is an
epimorphism, we obtain φ1 = φ2. In particular, φ1(n) = φ2(n) for every n ∈ N . Using Proposition 4.10, we get
n ∈ E for every n ∈ N , i.e., f is surjective.
We conclude this section with the following result.
Proposition 4.12. Let M be a Heyting module over a finite Heyting algebra H. Then, the dual M☀ is a
Heyting module over H and there is a canonical morphism of Heyting modules M Ð→M☀☀.
Proof. For c ∈ H and φ ∈ M☀, we set (c ∧ φ)(m) ∶= φ(c ∧m) for any m ∈ M . It may be easily verified that
this makes M☀ into a distributive module over the lattice underlying H . Similarly, we see that M☀☀ is a
distributive module over H and there is a canonical map M Ð→ M☀☀ of distributive modules given by the
association m ↦ ⟨ ,m⟩ ∶M☀ Ð→ H for each m ∈M . Finally, since H is a finite Heyting algebra, it follows from
Proposition 3.6 that M☀ becomes a Heyting module over H and the canonical map M Ð→M☀☀ becomes a
morphism of Heyting modules.
5 Coequalizers and Equalizers in HeymodH
Throughout this section, we let H be a finite Heyting algebra. In other words (see Remark 3.8), this means
that H is a finite distributive lattice. We also recall from Proposition 3.6 that any distributive module over a
finite Heyting algebra H is canonically equipped with the structure of a Heyting module. In this section, we
will study products, coproducts, coequalizers and equalizers in HeymodH in a manner analogous to [11, § 3].
It is clear that the object 0 is both initial and final in HeymodH . Our first aim is to show that HeymodH is a
semiadditive category, i.e., HeymodH has all finite biproducts (see [32, VII.2]).
Lemma 5.1. (a) The category HeymodH contains all finite products.
(b) In the category HeymodH , finite products are isomorphic to finite coproducts.
Proof. (a) We consider Heyting modules M , N . Then, M ×N = {(m,n) ∣ m ∈M , n ∈ N} becomes a Heyting
module with the operations
(m,n) ∨ (m′, n′) = (m ∨m′, n ∨ n′) c ∧ (m,n) = (c ∧m,c ∧ n) (5.1)
for (m,n), (m′, n′) ∈ M × N and c ∈ H . We also notice that the canonical projections p1 ∶ M × N Ð→ M ,
p2 ∶ M × N Ð→ N as well as the inclusions e1 ∶ M Ð→ M × N , e1(m) = (m,0) and e2 ∶ N Ð→ M × N ,
e2(n) = (0, n) are morphisms of Heyting modules.
Given morphisms f ∶ X Ð→ M , g ∶ X Ð→ N in HeymodH , it is clear that (f, g) ∶ X Ð→ M × N given by(f, g)(x) = (f(x), g(x)) for each x ∈ X is the unique morphism in HeymodH such that p1 ○ (f, g) = f and
p2 ○ (f, g) = g. Hence, HeymodH contains all finite products.
(b) We now suppose that we are given morphisms f ∶M Ð→ Y and g ∶ N Ð→ Y in HeymodH . Then, we define
h ∶ M × N Ð→ Y by setting h(m,n) = f(m) ∨ g(n). Since (m,n) = (m,0) ∨ (0, n), it is clear that h is the
unique morphism from M ×N to Y such that h ○ e1 = f and h ○ e2 = g. Hence, M ×N is also the coproduct in
HeymodH .
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Proposition 5.2. Let H be a finite Heyting algebra. Then, HeymodH is a semiadditive category.
Proof. This follows immediately from Lemma 5.1 and the definition of a semi-additive category.
Remark 5.3. If C is any category with zero objects and finite products, given objects c1, c2 ∈ C, there are
canonical morphisms (id,0) ∶ c1 Ð→ c1 × c2 and (0, id) ∶ c2 Ð→ c1 × c2. If C also has finite coproducts, these
morphisms together induce a canonical morphism γ12 ∶ c1∐ c2 Ð→ c1 × c2. Classically, a category is said to be
semiadditive if every such canonical morphism γ12 ∶ c1∐ c2 Ð→ c1 × c2 is an isomorphism. However, a result of
Lack [31, Theorem 5] shows that giving any family of isomorphisms c1∐ c2
≅
Ð→ c1 × c2 that is natural in c1, c2
is enough to show that C is semiadditive.
Our next aim is to construct the coequalizer and equalizer of morphisms in HeymodH . By definition, a con-
gruence relation on some M ∈HeymodH will be a Heyting submodule R ⊆M ×M which satisfies the following
three conditions:
(1) For each m ∈M , we have (m,m) ∈ R.
(2) For m, m′ ∈M such that (m,m′) ∈ R, we must have (m′,m) ∈ R.
(3) If m, m′ and m′′ ∈M are such that (m,m′), (m′,m′′) ∈M , then (m,m′′) ∈M .
Lemma 5.4. If R ⊆M ×M is a congruence relation on M , then M/R is a Heyting module.
Proof. By definition, M/R is the set of equivalence classes inM , where m ∼m′ if and only if (m,m′) ∈ R. Given
elements [m], [n] ∈M/R corresponding respectively to elements m, n ∈M , we set
[m] ∨ [n] ∶= [m ∨ n] c ∧ [m] ∶= [c ∧m] (5.2)
for each c ∈ H . Say m ∼ m′ and n ∼ n′ in M . Then, (m,m′), (n,n′) ∈ R and since R is a submodule, we must
have (m ∨n,m′ ∨n′) = (m,m′) ∨ (n,n′) ∈ R. It follows that [m ∨n] = [m′ ∨n′]. Since R is a submodule, it also
follows that (c∧m,c∧m′) ∈ R for any c ∈ H and hence [c∧m] = [c∧m′]. Hence, the Heyting module structure
on M/R given in (5.2) is well-defined.
Given morphisms f, g ∶ LÐ→M in HeymodH , we now set R(f,g) to be the intersection of all congruence relations
on M containing the collection {(f(x), g(x))}x∈L.
Proposition 5.5. (a) The canonical morphism r ∶ M Ð→ M/R(f,g) is the coequalizer of the morphisms f, g ∶
LÐ→M in HeymodH .
(b) The coequalizer of f, g ∶ LÐ→M is the quotient of M over the congruence relation given by
R′(f,g) = {(m,n) ∈M ×M ∣ t(m) = t(n) for every t ∶M Ð→ Q in HeymodH with t ○ f = t ○ g} (5.3)
Proof. (a) From the definition of R(f,g), it is clear that r ○ f = r ○ g. Further, if s ∶M Ð→ P is a morphism such
that s ○ f = s ○ g, we set
Rs ∶= {(m,n) ∈M ×M ∣ s(m) = s(n)} (5.4)
It is clear that Rs ⊆ M ×M gives a congruence relation on M and that (f(x), g(x)) ∈ Rs for every x ∈ L. It
follows that R(f,g) ⊆ Rs. Then, for any m, n ∈M :
r(m) = r(n) ⇒ (m,n) ∈ R(f,g) ⇒ (m,n) ∈ Rs ⇒ s(m) = s(n) (5.5)
As such, (5.5) shows that the morphism s ∶M Ð→ P factors uniquely through M/R(f,g).
(b) Since R′(f,g) is a congruence relation containing all the elements {(f(x), g(x))}x∈L, it follows from the
definition of R(f,g) that R(f,g) ⊆ R′(f,g). Conversely, consider some (m,n) ∈ R′(f,g). From part (a), we know that
the canonical morphism r ∶ M Ð→ M/R(f,g) satisfies r ○ f = r ○ g. From (5.3) it follows that r(m) = r(n), i.e.,(m,n) ∈ R(f,g). Hence, R(f,g) = R′(f,g) and the result follows.
14
We also see that the equalizer L′ ↪ L of morphisms f, g ∶ LÐ→M in HeymodH is given by
L′ ∶= {x ∈ L ∣ f(x) = g(x)} (5.6)
It is easily verified that L′ is a Heyting submodule of L.
The next step is to consider coimages and images in the category HeymodH . This will be done in a manner
analogous to [11, § 3], by considering “kernel pairs” and “cokernel pairs.”
We begin with a morphism f ∶ M Ð→ N in HeymodH . Considering M2 ∶= M ×M along with the canonical
projections p1, p2 ∶ M2 Ð→ M , we have morphisms f ○ p1, f ○ p2 ∶ M2 Ð→ N in HeymodH . The kernel pair
Kerp(f) is now defined to be the equalizer
Kerp(f) ∶= Eq ⎛⎝ M2 f○p2 //
f○p1
//
N
⎞
⎠ (5.7)
From the definition in (5.6), we know that Kerp(f) ⊆M2. The coimage Coim(f) is taken to be the coequalizer
Coim(f) ∶= Coeq (Kerp(f)↪ M2
p2
//
p1
//
M ) (5.8)
The next result describes the coimage more explicitly.
Proposition 5.6. (a) The submodule Kerp(f) ⊆M defines a congruence relation on M .
(b) The coimage Coim(f) is the quotient of M over the equivalence relation m ∼m′ ⇔ f(m) = f(m′).
(c) The coimage Coim(f) is isomorphic to the Heyting submodule If ∶= {f(m) ∣ m ∈M} of N .
Proof. Using (5.6), we see that an element (m,m′) ∈M ×M lies in Kerp(f) if and only if f(m) = f ○p1(m,m′) =
f ○p2(m,m′) = f(m′). It is clear that this gives a congruence relation on M . This proves (a). By definition, the
coequalizer Coim(f) in (5.8) is the quotient of M over the smallest congruence relation containing Kerp(f).
SinceKerp(f) is already a congruence relation, it follows that Coim(f) is the quotient ofM over the equivalence
relation
m ∼m′ ⇔ (m,m′) ∈Kerp(f) ⇔ f(m) = f(m′) (5.9)
This proves (b). The result of (c) is clear from (5.9).
We now consider N2 = N × N along with the canonical inclusions e1, e2 ∶ N Ð→ N2. Proceeding in a dual
manner, the cokernel pair Cokerp(f) is taken to be the coequalizer
Cokerp(f) ∶= Coeq ⎛⎝ M e2○f //
e1○f
//
N2
⎞
⎠ (5.10)
Further, the image Im(f) is taken to be the equalizer
Im(f) ∶= Eq ( N
e2
//
e1
//
N2 Ð→ Cokerp(f)) (5.11)
The next result gives an explicit description of the image of a morphism in HeymodH .
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Proposition 5.7. Let H be a finite Heyting algebra and f ∶M Ð→ N be a morphism in HeymodH . Then, the
image of f is given by
Im(f) = {n ∈ N ∣ t1(n) = t2(n) ∀ Q ∈HeymodH , ∀ t1, t2 ∶ N Ð→ Q such that t1(f(m)) = t2(f(m)) ∀ m ∈M }
In particular, if i ∶K ↪ N is a monomorphism in HeymodH , the image K̃ = Im(i) is given by the submodule
K̃ = {n ∈ N ∣ t1(n) = t2(n) ∀ Q ∈HeymodH ∀ t1, t2 ∶ N Ð→ Q such that t1(k) = t2(k) ∀ k ∈K }
Proof. From Proposition 5.5 and the definition in (5.10), we see that Cokerp(f) is the quotient of N2 over
the equivalence relation (n1, n2) ∼ (n′1, n′2) if t(n1, n2) = t(n′1, n′2) for every t ∶ N2 Ð→ Q in HeymodH such
that t(f(m),0) = t(0, f(m)) ∀ m ∈ M . Then, (5.11) shows that Im(f) consists of all n ∈ N such that(n,0) ∼ (0, n) ∈ N2.
Unpacking this definition, we see that Im(f) consists of all n ∈ N such that t(n,0) = t(0, n) for every t ∶ N2 Ð→ Q
such that t(f(m),0) = t(0, f(m)) for every m ∈ M . We see that a morphism t ∶ N2 Ð→ Q corresponds to two
separate morphisms t1, t2 ∶ N Ð→ Q such that t1(n) = t(n,0) and t2(n) = t(0, n). The result is now clear.
For modules over a finite Heyting algebra, the following result replaces the usual (AB2) property (isomorphism
of coimage and image) for abelian categories.
Proposition 5.8. Let H be a finite Heyting algebra and let f ∶M Ð→ N be a morphism in HeymodH . Then,
we have ̃Coim(f) = Im(f).
Proof. From Proposition 5.7, we see that Im(f) = Ĩf , where If = {f(m) ∣ m ∈M}. From Proposition 5.6, we
know that Coim(f) = If and hence the result follows.
In the case where H is a finite Boolean algebra, we have an isomorphism between the coimage and the image.
Proposition 5.9. Suppose that H is a finite Boolean algebra and let f ∶M Ð→ N be a morphism in HeymodH .
Then, we have Coim(f) = Im(f).
Proof. From Proposition 4.10, it follows that K̃ =K for any submodule K ⊆ N . Hence, Ĩf = If ⊆N and we get
Im(f) = Ĩf = If = Coim(f).
6 Tensor products of Heyting modules and change of base
We continue with H being a finite Heyting algebra. In this section, we construct the tensor product M ⊗H N of
Heyting modules over H . For a study of tensor products of lattices and semilattices in the literature, we refer
the reader to [1], [19], [26] and [34].
For any set S, we define FreeH(S) to be the collection of all functions f ∶ S Ð→H of finite support, i.e., there
are only finitely many elements in S such that f(s) ≠ 0. It is easily seen that FreeH(S) is a distributive module
over H : (f ∨ g)(s) ∶= f(s) ∨ g(s) (c ∧ f)(s) ∶= c ∧ f(s) ∀ s ∈ S, ∀ f, g ∈ FreeH(S) (6.1)
Since H is finite, this makes FreeH(S) a Heyting module. For the sake of convenience, an element of FreeH(S)
will be denoted by a formal sum ∑ ci ∧ si, where si ∈ S and ci = f(si) ∈H .
In particular, if M , N ∈HeymodH , then FreeH(M ×N) consists of sums of the form ∑ ci∧(mi, ni), where each(mi, ni) ∈M ×N and each ci ∈H .
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As a set, we now define M ⊗H N to be the quotient of FreeH(M ×N) over the equivalence relation generated
by the following:
∑ ci ∧ (mi, ni) + c ∧ (0, n) = ∑ ci ∧ (mi, ni) = ∑ ci ∧ (mi, ni) + c ∧ (m,0)
∑ ci ∧ (mi, ni) + c ∧ (m,n) + c ∧ (m′, n) = ∑ ci ∧ (mi, ni) + c ∧ (m ∨m′, n)
∑ ci ∧ (mi, ni) + c ∧ (m,n) + c ∧ (m,n′) = ∑ ci ∧ (mi, ni) + c ∧ (m,n ∨ n′)
∑ ci ∧ (mi, ni) + c ∧ (d ∧m,n) = ∑ ci ∧ (mi, ni) + (c ∧ d) ∧ (m,n) = ∑ ci ∧ (mi, ni) + c ∧ (m,d ∧ n)
(6.2)
where c, d, ci ∈ H , m, mi ∈M and n, ni ∈ N . From the relations in (6.2), it is evident that the ∨ operation on
FreeH(M ×N) as well as c ∧ operation for each c ∈H descends to M ⊗H N , making it a distributive module
over H and hence a Heyting module. Given m ∈M , n ∈ N , we will denote by m⊗n the equivalence class of the
element (m,n) ∈ FreeH(M ×N) in M ⊗H N .
Definition 6.1. Let H be a finite Heyting algebra and let M , N , P be Heyting modules. A bimorphism
f ∶M ×N Ð→ P is a map such that for fixed m ∈M and n ∈ N , the maps
gm ∶= f(m, ) ∶N Ð→ P hn ∶= f( , n) ∶M Ð→ P
are morphisms of Heyting modules.
Analogous to ordinary tensor products of modules, we will now see that M ⊗H N represents bimorphisms from
M ×N to P . For the similar notion of bimorphisms of join semilattices, see [26].
Proposition 6.2. Let M , N and P be Heyting modules. Then, for each bimorphism f ∶M ×N Ð→ P , there is
a unique morphism f ′ ∶M ⊗H N Ð→ P in HeymodH such that f ′(m⊗ n) = f(m,n).
Proof. We consider a bimorphism f ∶M ×N Ð→ P . The morphism f ′ ∶M ⊗H N Ð→ P is defined by taking the
equivalence class of the element ∑ ci ∧ (mi, ni) to ∑ ci ∧ f(mi, ni) ∈ P . From the relations in (6.2) and the fact
that f is a bimorphism, we see that f ′ is well-defined. It is also clear that f ′ is a morphism of Heyting modules.
Since m ⊗ n is the equivalence class of the element (m,n) ∈ FreeH(M ×N) in M ⊗H N , the definition gives
f ′(m⊗ n) = f(m,n). In general, if g ∶M ⊗H N Ð→ P is a morphism of Heyting modules such that g(m⊗ n) =
f(m,n), then g must take the equivalence class of ∑ ci ∧ (mi, ni) to ∑ ci ∧ f(mi, ni). Hence, f ′ must be
unique.
Corollary 6.3. Given Heyting modules M , N and P , we have isomorphisms:
(M ⊗H N) ≅ (N ⊗H M)(M ⊗H N)⊗H P ≅M ⊗H (N ⊗H P ) (6.3)
Proof. Using the description of morphisms from the tensor product in Proposition 6.2 and applying Yoneda
lemma to the category HeymodH , the result follows.
Given morphisms f , g ∶M Ð→ N in HeymodH and any c ∈H , we define
(f ∨ g)(m) ∶= f(m) ∨ g(m) (c ∧ f)(m) ∶= c ∧ f(m) ∀ m ∈M (6.4)
It is easily verified that this makes HeymodH(M,N) into a distributive module over H . Since H is finite, we
get HeymodH(M,N) ∈HeymodH . We will often write f ∨ g as f + g.
Proposition 6.4. For any N ∈HeymodH , the functor ⊗H N ∶HeymodH Ð→HeymodH is left adjoint to the
functor HeymodH(N, ) ∶HeymodH Ð→HeymodH .
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Proof. We consider M , N , P ∈ HeymodH and a morphism f ∶M Ð→HeymodH(N,P ) in HeymodH . We define
g ∶M ×N Ð→ P by setting g(m,n) ∶= f(m)(n). Then, for each fixed m ∈M , g(m, ) = f(m) is a morphism of
Heyting modules from N to P . If we fix n ∈ N , it follows from the definitions in (6.4) and the fact that f is a
morphism of Heyting modules that
g(m′, n) ∨ g(m′′, n) = f(m′)(n) ∨ f(m′′)(n) = (f(m′) ∨ f(m′′))(n) = f(m′ ∨m′′)(n) = g(m′ ∨m′′, n)
g(c ∧m′, n) = f(c ∧m′)(n) = (c ∧ f(m′))(n) = c ∧ f(m′)(n) = c ∧ g(m′, n)
for any m′, m′′ ∈ M and c ∈ H . It follows that g ∶ M ×N Ð→ P is a bimorphism. Since f and g completely
determine each other, it now follows from Proposition 6.2 that we have an isomorphismHeymodH(M⊗HN,P ) ≅
HeymodH(M,HeymodH(N,P )).
We are now ready to consider base extensions of Heyting modules.
Proposition 6.5. Let f ∶ H Ð→ H ′ be a morphism between finite Heyting algebras, i.e., f is a morphism of
the underlying distributive lattices. Then, there is an ‘extension of scalars’ along f , i.e., f induces a functor⊗H H ′ ∶HeymodH Ð→HeymodH′ .
Proof. If f ∶ H Ð→ H ′ is a morphism of Heyting algebras, then H ′ ∈ HeymodH . Accordingly, for any M ∈
HeymodH , we can form the tensor productM⊗HH ′. For any element inM⊗HH ′ represented by ∑ ci∧(mi, h′i)
and any h′ ∈H ′, we set (∑ ci ∧ (mi, h′i)) ∧ h′ ∶= ∑ ci ∧ (mi, h′i ∧ h′). It may be verified easily that this operation
gives M ⊗H H ′ ∈HeymodH′ .
On the other hand, given a morphism f ∶ H Ð→ H ′ between finite Heyting algebras, there is an obvious
restriction functor ResH
′
H ∶HeymodH′ Ð→HeymodH . We record the following observation.
Proposition 6.6. Let f ∶ H Ð→ H ′ be a morphism between finite Heyting algebras. Let N ′ ∈ HeymodH′ and
set N ∶= ResH′H (N ′). Then, we have f((n1 → n2)N) ≤ (n1 → n2)N ′ for all n1, n2 ∈ N ′.
Proof. The H-module structure on N = ResH′H (N ′) is given by (c, n) ↦ f(c)∧n for every c ∈ H and n ∈ N . From
the construction in Proposition 3.6, we now see that (n1 → n2)N ∈ H is the supremum of all elements c ∈ H
such that f(c) ∧ n1 ≤ n2. Also, (n1 → n2)N ′ ∈H ′ is the supremum of all elements c′ ∈H ′ such that c′ ∧ n1 ≤ n2.
In particular, this means that if c ∈ H is such that f(c) ∧ n1 ≤ n2, we will have f(c) ≤ (n1 → n2)N ′ . Since H is
finite and f preserves finite joins, it is now clear that f((n1 → n2)N) ≤ (n1 → n2)N ′ for all n1, n2 ∈ N ′.
Proposition 6.7. Let f ∶H Ð→H ′ be a morphism between finite Heyting algebras. Then, the functor ⊗HH ′ ∶
HeymodH Ð→HeymodH′ is left adjoint to the restriction ResH
′
H ∶HeymodH′ Ð→HeymodH .
Proof. We consider M ∈HeymodH , N ∈HeymodH′ and a morphism g1 ∶M ⊗H H ′ Ð→ N in HeymodH′ . Then,
ResH
′
H (g1) is a morphism in HeymodH and we compose it with 1M ⊗H f ∶M ⊗H H Ð→M ⊗H H ′ to obtain a
morphism M =M ⊗H H Ð→ ResH′H (N) in HeymodH .
Conversely, suppose that we are given a morphism g2 ∶ M Ð→ ResH′H (N) in HeymodH . Then, g2 induces a
morphism g2 ⊗H H ′ ∶M ⊗H H ′ Ð→ ResH′H (N)⊗H H ′ in HeymodH′ . Since N ∈HeymodH′ , we have a canonical
morphism ResH
′
H (N) ⊗H H ′ Ð→ N in HeymodH′ . Composing this with g2 ⊗H H ′, we obtain a morphism
M ⊗H H ′ Ð→ N in HeymodH′ . It is clear that these two associations are inverse to each other and this proves
the result.
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7 The Kleisli category Heymod2
H
We continue with H being a finite Heyting algebra. From Section 5, we see that the sequence
Kerp(f) //// M fÐ→ N // // Cokp(f) (7.1)
replaces the usual exact sequence involving the kernel and the cokernel in an abelian category. In a manner
similar to [11, § 3,4], the sequence in (7.1) suggests that we study the category Heymod2H which has the same
objects as HeymodH , but each morphism M Ð→ N in Heymod2H is a pair (f, g) ∶ M Ð→ N of morphisms in
HeymodH . The composition of morphisms in Heymod
2
H follows from the intuition that the pair (f, g) should
play the role of “f − g.” As such, the composition law for morphisms in Heymod2H is given by:
(f ′, g′) ○ (f, g) = (f ′ ○ f + g′ ○ g, f ′ ○ g + g′ ○ f) (7.2)
The category HeymodH is canonically embedded in Heymod
2
H by taking any morphism f to the pair (f,0),
giving a functor κH ∶HeymodH ↪Heymod2H .
The construction of Heymod2H may be understood more categorically as follows: we recall the notion of a
comonad on a category C.
Definition 7.1. (see, for instance, [6, p 219] Given a category C, the composition of functors determines a
monoidal (but not necessarily symmetric monoidal) structure on the category Fun(C,C) of endofunctors C Ð→ C.
A comonad on C is a comonoid in the monoidal category Fun(C,C).
More explicitly, a comonad on C is a triple (⊥, δ, ǫ) consisting of a functor ⊥ ∶ C Ð→ C and natural transforma-
tions
δ ∶ ⊥Ð→ ⊥○⊥ ǫ ∶ ⊥Ð→ id (7.3)
satisfying the conditions for coassociativity and counity respectively.
Proposition 7.2. Let H be a finite Heyting algebra. Then, the endofunctor ⊥ ∶ HeymodH Ð→ HeymodH
defined by taking any object M ∈ HeymodH to M2 and any morphism f ∶ M Ð→ N to (f, f) ∶ M2 Ð→ N2
determines a comonad on HeymodH .
Proof. The natural transformations ǫ ∶ ⊥ Ð→ id and δ ∶ ⊥ Ð→ ⊥○⊥ are defined by setting for each M ∈
HeymodH :
ǫ(M) ∶⊥M =M2 Ð→M (m,n) ↦m
δ(M) ∶⊥M =M2 Ð→⊥ ○⊥M = (M2)2 (m,n)↦ (m,n,n,m) (7.4)
It is clear that the morphisms in (7.4) lie in HeymodH . The counit property of ǫ follows from the commutativity
of the following diagram
(m,n) ∈⊥M δ(M)ÐÐÐÐ→ ⊥(⊥M) ∋ (m,n,n,m)
δ(M)
×××Ö
×××Öǫ(⊥M)
(m,n,n,m) ∈⊥(⊥M) ⊥(ǫ(M))ÐÐÐÐÐ→ ⊥M ∋ (m,n)
The coassociativity property of δ follows from the commutativity of the following diagram
(m,n) ∈⊥M δ(M)ÐÐÐÐ→ ⊥(⊥M) ∋ ((m,n), (n,m))
δ(M)
×××Ö
×××Öδ(⊥M)
((m,n), (n,m)) ∈⊥(⊥M) ⊥(δ(M))ÐÐÐÐÐ→ ⊥⊥⊥M ∋ ((m,n), (n,m), (n,m), (m,n)) = ((m,n,n,m), (n,m,m,n)))
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By definition, the Kleisli category Kl⊥(C) of a comonad ⊥ (see [6, p 192]) on a category C is constructed as
follows: the objects of Kl⊥(C) are the same as those of C and the morphism sets are defined by setting:
Kl⊥(C1,C2) ∶= C(⊥C1,C2) ∀ C1,C2 ∈ Ob(C) (7.5)
Given morphisms f ∈ Kl⊥(C1,C2) = C(⊥C1,C2) and g ∈ Kl⊥(C2,C3) = C(⊥C2,C3), the composition is given
by
(⊥C1 δ(C1)ÐÐÐÐ→ ⊥(⊥C1) ⊥fÐÐÐÐ→ ⊥C2 gÐÐÐÐ→ C3) ∈ C(⊥C1,C3) =Kl⊥(C1,C3) (7.6)
Proposition 7.3. For a finite Heyting algebra H, the Kleisli category of the comonad ⊥ is given by Heymod2H .
Proof. By definition, a morphism from M to N in Kl⊥(HeymodH) consists of a morphism M2 Ð→ N in
HeymodH , i.e., a pair (f, g) of morphisms fromM to N in HeymodH . We consider a pair (f ′, g′) of morphisms
from N to P in HeymodH . We calculate (f ′, g′) ○ (f, g) as per the composition law for the Kleisli category in
(7.6).
For this, we choose (m,n) ∈ M2 = ⊥M . Then, we know that δ(M)(m,n) = (m,n,n,m) ∈ (M2)2. From the
morphism (f, g) ∶M2 Ð→ N which takes (m,n) ↦ f(m) ∨ g(n), we obtain
⊥(f, g)((m,n), (n,m)) = ((f, g), (f, g))((m,n), (n,m)) = (f(m)∨ g(n), f(n)∨ g(m)) ∈ N2 = ⊥N (7.7)
Finally, the pair (f ′, g′) takes (f(m)∨ g(n), f(n)∨ g(m)) ∈ N2 =⊥N to (f ′ ○ f)(m)∨ (f ′ ○ g)(n)∨ (g′ ○ f)(n)∨(g′ ○ g)(m) ∈ P . It is now clear that the composition in the Kleisli category Kl⊥(HeymodH) is identical to the
composition in the category Heymod2H described in (7.2).
The kernel pair of a morphism M
g
//
f
//
N in Heymod2H is now defined by setting
Kerp(f, g) ∶= {(m1,m2) ∈M ×M ∣ f(m1) ∨ g(m2) = f(m2) ∨ g(m1) } (7.8)
If g = 0, it is clear that (7.8) recovers the notion of the kernel pair in (5.7).
Lemma 7.4. Given a morphism M
g
//
f
//
N in Heymod2H , Kerp(f, g) ⊆M ×M is a Heyting submodule.
Proof. Given (m1,m2), (m′1,m′2) ∈Kerp(f, g) we see that
f(m1 ∨m′1) ∨ g(m2 ∨m′2) = (f(m1) ∨ g(m2)) ∨ (f(m′1) ∨ g(m′2))= (f(m2) ∨ g(m1)) ∨ (f(m′2) ∨ g(m′1))= f(m2 ∨m′2) ∨ g(m1 ∨m′1)
(7.9)
It follows that (m1,m2) ∨ (m′1,m′2) ∈Kerp(f, g). Also, for any c ∈H , we see that
f(c ∧m1) ∨ g(c ∧m2) = c ∧ (f(m1) ∨ g(m2)) = c ∧ (f(m2) ∨ g(m1)) = f(c ∧m2) ∨ g(c ∧m1) (7.10)
and hence (c ∧m1, c ∧m2) ∈Kerp(f, g).
While Lemma 7.4 shows that Kerp(f, g) is a Heyting submodule of M ×M , it should be pointed out that unlike
the case of Kerp(f) in Proposition 5.6, Kerp(f, g) ⊆M ×M does not define a congruence relation on M . Also,
Kerp(f, g) defined in (7.8) is not an equalizer unlike (5.7).
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Being a submodule of M ×M , Kerp(f, g) is equipped with two canonical morphisms to M , which determine
a morphism Kerp(f, g)
k2
//
k1
//
M in Heymod2H . The next result gives us something resembling a universal
property for Kerp(f, g). For this, we note that the intuition of a morphism (f, g) in Heymod2H corresponding
to “f−g” suggests that a composition (f ′, g′)○(f, g) inHeymod2H “corresponds to zero” if and only if f ′○f+g′○g =
f ′ ○ g + g′ ○ f .
Proposition 7.5. Let M
g
//
f
//
N be a morphism in Heymod2H . Then the morphisms
Kerp(f, g)
k2
//
k1
//
M
g
//
f
//
N (7.11)
in Heymod2H satisfy f ○k1+g ○k2 = g ○k1+f ○k2. Further, if there exists a morphism L
h2
//
h1
//
M in Heymod2H
satisfying f ○ h1 + g ○ h2 = g ○ h1 + f ○ h2, then (h1, h2) factors through (k1, k2).
Proof. If (m,m′) ∈ Kerp(f, g), then k1(m,m′) = m and k2(m,m′) = m′. It follows from the definition in (7.8)
that f(m) ∨ g(m′) = f(m′) ∨ g(m) and hence f ○ k1 + g ○ k2 = g ○ k1 + f ○ k2.
From the definition in (7.8), it is also clear that for any l ∈ L, the element (h1(l), h2(l)) ∈ M ×M actu-
ally lies in Kerp(f, g). This gives us a morphism L Ð→ Kerp(f, g) in HeymodH and hence a morphism
L
0
//
(h1,h2)
//
Kerp(f, g) in Heymod2H . We now have the composition
(k1, k2) ○ ((h1, h2),0) = (k1 ○ (h1, h2), k2 ○ (h1, h2)) = (h1, h2) (7.12)
in Heymod2H , which proves the result.
Given a morphism L
f2
//
f1
//
M in Heymod2H , we now set
I(f1, f2) ∶= {(f1(x) ∨ f2(y), f1(y) ∨ f2(x)) ∣ x, y ∈ L} ⊆M ×M (7.13)
It is evident that I(f1, f2) is a Heyting submodule of M ×M .
Lemma 7.6. Consider a composition of morphisms in Heymod2H as follows:
L
f2
//
f1
//
M
g2
//
g1
//
N (7.14)
Then, we have:
I(f1, f2) ⊆Kerp(g1, g2) ⇔ g1 ○ f1 + g2 ○ f2 = g1 ○ f2 + g2 ○ f1 (7.15)
Proof. We see that
I(f1, f2) ⊆Kerp(g1, g2)
⇔ (f1(x) ∨ f2(y), f1(y) ∨ f2(x)) ∈Kerp(g1, g2)
⇔ g1(f1(x) ∨ f2(y)) ∨ g2(f1(y) ∨ f2(x)) = g1(f1(y) ∨ f2(x)) ∨ g2(f1(x) ∨ f2(y))
⇔ (g1 ○ f1 + g2 ○ f2)(x) ∨ (g1 ○ f2 + g2 ○ f1)(y) = (g1 ○ f2 + g2 ○ f1)(x) ∨ (g1 ○ f1 + g2 ○ f2)(y)
(7.16)
for all x, y ∈ L. Then, I(f1, f2) ⊆ Kerp(g1, g2) ⇒ g1 ○ f1 + g2 ○ f2 = g1 ○ f2 + g2 ○ f1 follows by setting y = 0 in
(7.16). The other implication is also clear from (7.16).
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We notice here that with a composition as in (7.14) both Kerp(g1, g2) ⊆ M ×M and I(f1, f2) ⊆ M ×M are
symmetric submodules of M ×M , i.e., they contain an ordered pair (m,m′) if and only if they also contain(m′,m). We are now ready to define strict exactness in Heymod2H in a manner parallel to [11, Definition 4.4].
Definition 7.7. A sequence of morphisms L
f2
//
f1
//
M
g2
//
g1
//
N in Heymod2H is strict exact at M if I(f1, f2)+
∆M =Kerp(g1, g2). Here, ∆M = {(m,m) ∣ m ∈M} ⊆M ×M is the diagonal submodule of M ×M .
Proposition 7.8. (a) A morphism L
f2
//
f1
//
M in Heymod2H is a monomorphism if and only if the induced
map L2 Ð→M2 given by (x, y) ↦ (f1(x) ∨ f2(y), f1(y) ∨ f2(x)) is injective.
(b) A monomorphism L
f2
//
f1
//
M in Heymod2H induces a strict exact sequence 0
0
//
0
//
L
f2
//
f1
//
M in Heymod2H .
(c) A sequence 0
0
//
0
//
L
f2
//
f1
//
M in Heymod2H is strict exact at L if and only if
f1(x) ∨ f2(y) = f1(y) ∨ f2(x) ⇔ x = y (7.17)
Proof. If L is any Heyting module, each element l ∈ L determines a morphism H Ð→ L, x↦ x∧ l in HeymodH .
The rest of the proof is analogous to that of [11, Proposition 4.6] and [11, Proposition 4.10].
We now come to the epimorphisms in Heymod2H and the corresponding strict exact sequences.
Proposition 7.9. Let M
φ=(f,g)
ÐÐÐÐ→ N ÐÐÐÐ→ 0 be a sequence of morphisms in Heymod
2
H .
(a) The following are equivalent:
(1) The sequence M
φ=(f,g)
ÐÐÐÐ→ N ÐÐÐÐ→ 0 is strictly exact at N .
(2) {f(x) ∨ g(y) ∣ f(y)∨ g(x) = 0, x, y ∈M} = N .
(3) I(f, g) = N ×N .
(b) If the sequence M
φ=(f,g)
ÐÐÐÐ→ N ÐÐÐÐ→ 0 is strictly exact at N , then the morphism φ = (f, g) is an epimor-
phism in Heymod2H .
Proof. The proof of (a) is analogous to that of [11, Proposition 4.5]. For (b), we proceed as follows: if the
sequence M
φ=(f,g)
ÐÐÐÐ→ N ÐÐÐÐ→ 0 is strictly exact at N , we have I(f, g) = N ×N . Explicitly speaking, this
means that
I(f, g) ∶= {(f(x) ∨ g(y), f(y)∨ g(x)) ∣ x, y ∈M} = N ×N (7.18)
Let ψ = (ψ1, ψ2) ∶ N Ð→ P and ψ′ = (ψ′1, ψ′2) ∶ N Ð→ P be morphisms in Heymod2H such that ψ ○ φ = ψ′ ○ φ.
Writing this out explicitly, we get
ψ1 ○ f +ψ2 ○ g = ψ′1 ○ f + ψ′2 ○ g ψ1 ○ g +ψ2 ○ f = ψ′1 ○ g + ψ′2 ○ f (7.19)
The morphisms ψ and ψ′ induce morphisms ψ˜ = (ψ1, ψ2) ∶ N2 Ð→ P and ψ˜′ = (ψ′1, ψ′2) ∶ N2 Ð→ P in HeymodH
given by
ψ˜(z,w) = ψ1(z)∨ψ2(w) ψ˜′(z,w) = ψ′1(z)∨ψ′2(w) ∀ z,w ∈ N (7.20)
For elements x, y ∈M , (7.20) now gives
ψ˜(f(x) ∨ g(y), f(y)∨ g(x)) = ψ1(f(x) ∨ g(y)) ∨ψ2(f(y) ∨ g(x))
ψ˜′(f(x) ∨ g(y), f(y)∨ g(x)) = ψ′1(f(x) ∨ g(y)) ∨ψ′2(f(y) ∨ g(x)) (7.21)
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Applying (7.19), we obtain ψ˜∣I(f, g) = ψ˜′∣I(f, g). Since I(f, g) = N ×N , this gives ψ˜ = ψ˜′ ∶ N ×N Ð→ P . In
particular, ψ1(z) = ψ˜(z,0) = ψ˜′(z,0) = ψ′1(z) and ψ2(w) = ψ˜(0,w) = ψ˜′(0,w) = ψ′2(w) for z, w ∈ N , i.e., ψ = ψ′.
Hence, φ is an epimorphism in Heymod2H .
Proposition 7.10. Let H be a finite Boolean algebra. Then, the sequenceM
φ=(f,g)
ÐÐÐÐ→ N ÐÐÐÐ→ 0 in Heymod
2
H
is strictly exact at N if and only if the morphism φ = (f, g) is an epimorphism in Heymod2H .
Proof. The “only if part” of this result already follows from Proposition 7.9. For the “if part,” we maintain
the notation from the proof of Proposition 7.9. Let ψ˜ = (ψ1, ψ2) ∶ N2 Ð→ P and ψ˜′ = (ψ′1, ψ′2) ∶ N2 Ð→ P be
morphisms in HeymodH satisfying ψ˜∣I(f, g) = ψ˜′∣I(f, g). Putting y = 0 in (7.21), we get
(ψ1 ○ f +ψ2 ○ g)(x) = ψ˜(f(x), g(x)) = ψ˜′(f(x), g(x)) = (ψ′1 ○ f +ψ′2 ○ g)(x) (7.22)
Similarly, putting x = 0 in (7.21) gives ψ1 ○g+ψ2 ○f = ψ′1 ○g+ψ′2 ○f . This means that ψ ○φ = ψ′ ○φ in Heymod2H ,
where ψ is given by the pair (ψ1, ψ2) and ψ′ by the pair (ψ′1, ψ′2). Since φ is an epimorphism in Heymod2H , we
obtain ψ = ψ′. Then, ψ1 = ψ′1 and ψ2 = ψ′2 and hence ψ˜ = ψ˜′. Since H is a finite Boolean algebra, we may now
apply Proposition 4.10 to prove that I(f, g) = N ×N .
After monomorphisms and epimorphisms, we have to treat the isomorphisms in Heymod2H .
Proposition 7.11. A sequence 0
0
//
0
//
M
g
//
f
//
N
0
//
0
// 0 is strict exact in Heymod2H if and only if M g
//
f
//
N
is an isomorphism in Heymod2H . Further, such a strict exact sequence corresponds to an isomorphism h ∶M ≅Ð→
N in HeymodH and a unique decomposition N = N1 ×N2 such that f and g are induced respectively by the
canonical projections N1 ×N2 Ð→ N1 and N1 ×N2 Ð→ N1 as follows
f ∶M hÐ→ N = N1 ×N2 Ð→ N1 ↪ N g ∶M hÐ→ N =N1 ×N2 Ð→ N2 ↪ N (7.23)
Proof. This may be proved in a manner similar to [11, Proposition 4.11 & Proposition 4.12].
From the definition in (6.4), we know that for any M , M ′ ∈ HeymodH , the morphisms in HeymodH from M to
M ′ form a Heyting module. Fix M ∈HeymodH . Considering products in HeymodH , it follows that the functor
given by the association
N ↦Heymod2H(M,N) =HeymodH(M,N) ×HeymodH(M,N) (7.24)
for each N ∈Heymod2H determines a covariant functor Heymod2H(M, ) ∶Heymod2H Ð→HeymodH .
Given N ⊆M in HeymodH , we now define
(M/N) ∶Heymod2H Ð→HeymodH P ↦ {(f, g) ∈Heymod2H(M,P ) ∣ f(x) = g(x) for all x ∈ N} (7.25)
Lemma 7.12. (a) For N ⊆M in HeymodH , the association in (7.25) defines a functor (M/N) ∶Heymod2H Ð→
HeymodH .
(b) For each P ∈ Heymod2H , the involution σ(P ) ∶ (M/N)(P ) Ð→ (M/N)(P ) given by (f, g) ↦ (g, f) deter-
mines an involutive natural transformation of functors σ ∶ (M/N)Ð→ (M/N).
Proof. We consider a morphism (f ′, g′) ∈ Heymod2H(P,P ′) and some (f, g) ∈ (M/N)(P ). By definition, the
composition (f ′, g′)○(f, g) is given by (f ′○f+g′○g, f ′○g+g′○f). Since f ∣N = g∣N , it is clear that (f ′○f+g′○g)∣N =(f ′ ○ g + g′ ○ f)∣N . This proves (a). The result of (b) is also clear from the definitions.
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Proposition 7.13. Let N ⊆M in HeymodH .
(a) The cokernel pair of the inclusion i ∶ N ↪M is given by the quotient of M ×M over the equivalence relation
(x, y) ∼ (x′, y′) ⇔ f(x) ∨ g(y) = f(x′) ∨ g(y′), ∀ P ∈ Heymod2H , (f, g) ∈ (M/N)(P ) (7.26)
(b) Set Q ∶= Cokerp(i). Then, there is a canonical isomorphism of functors (M/N) ○ κH ≅Ð→HeymodH(Q, ),
where κH is the canonical embedding κH ∶HeymodH ↪Heymod2H .
Proof. Let e1, e2 ∶M ↪M2 be the canonical inclusions. From Proposition 5.5 and from the definition in (5.10),
we know that the cokernel pair of i ∶ N ↪ M is given by taking the quotient of M ×M over the equivalence
relation (x, y) ∼ (x′, y′) if t(x, y) = t(x′, y′) for every t ∶M×M Ð→ P in HeymodH such that t○(e1○i) = t○(e2○i).
Each t ∶ M ×M Ð→ P corresponds to an ordered pair (f, g) of morphisms from M to P such that t(x, y) =
f(x) ∨ g(y) for each (x, y) ∈ M ×M . Further t ∶ M ×M Ð→ P satisfies t ○ (e1 ○ i) = t ○ (e2 ○ i) if and only if
f(n) = g(n) for each n ∈ N . The result of (a) is now clear.
As such, any morphism in HeymodH(Q,P ) corresponds to a morphism t ∶M ×M Ð→ P in HeymodH such that
t(x, y) = t(x′, y′) whenever (x, y) ∼ (x′, y′). Suppose that t is given by the ordered pair (f1, f2) of morphisms
M Ð→ P . If n ∈ N , we notice that (n,0) ∼ (0, n) for the equivalence relation in (7.26). Then, f1(n) = t(n,0) =
t(0, n) = f2(n), i.e., (f1, f2) ∈ ((M/N) ○ κH)(P ).
Conversely, we consider (g1, g2) ∈ ((M/N) ○ κH)(P ), i.e., morphisms g1, g2 ∶ M Ð→ P such that g1∣N = g2∣N .
Then, if (x, y) ∼ (x′, y′) as in (7.26), we must have g1(x) ∨ g2(y) = g1(x′) ∨ g2(y′). Then, the morphism
t ∶M ×M Ð→ P given by the ordered pair (g1, g2) satisfies t(x, y) = t(x′, y′) whenever (x, y) ∼ (x′, y′). Hence,(g1, g2) induces a morphism Q Ð→ P in HeymodH . This proves (b).
We conclude this section by explaining when the involution σ in Lemma 7.12 is an identity. This will require
an application of Proposition 4.10, which is our analogue of Hahn-Banach theorem. As such, we will have to
assume that H is a finite Boolean algebra.
Proposition 7.14. Let H be a finite Boolean algebra and consider N ⊆M in HeymodH . Then, the involutive
natural transformation of functors σ ∶ (M/N) Ð→ (M/N) described in Lemma 7.12 is the identity if and only
if N =M .
Proof. If σ ∶ (M/N)Ð→ (M/N) is the identity, it follows in particular that σ(H) ∶ (M/N)(H)Ð→ (M/N)(H)
is an identity. This means that φ1 = φ2 for any maps φ1, φ2 ∈M☀ such that φ1∣N = φ2∣N . Applying Proposition
4.10, we get N =M .
8 The Eilenberg-Moore category Heymods
H
In Proposition 7.2, we have observed that the endofunctor ⊥ ∶HeymodH Ð→HeymodH defined by taking any
object M ∈ HeymodH to M2 and any morphism f ∶M Ð→ N to (f, f) ∶M2 Ð→ N2 determines a comonad on
HeymodH .
Definition 8.1. (see, for instance, [6, p 189]) Let C be a category along with a triple (⊥, δ, ǫ) determining a
comonad on C. A coalgebra over the comonad (⊥, δ, ǫ) is a pair (A, ξ) consisting of an object A ∈ C and a
morphism ξ ∶ AÐ→⊥A such that
ǫ(A) ○ ξ = idA ⊥(ξ) ○ ξ = δ(A) ○ ξ ∶ AÐ→ ⊥⊥A (8.1)
The category of such coalgebras is said to be the Eilenberg-Moore category of the comonad (⊥, δ, ǫ).
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For the categoryHeymodH and the comonad⊥, a coalgebra consists of someM ∈ HeymodH and ξ ∶M Ð→⊥M
satisfying the conditions in (8.1). In particular, ǫ(M) ○ ξ = id and hence ξ is of the form x↦ (x,σ(x)) ∈M ×M
for each x ∈M . It may be verified in a manner similar to [11, Proposition 3.12] that σ ∶M Ð→M is actually an
involution and that the Eilenberg-Moore category of the comonad⊥ on HeymodH is equivalent to the category
of Heyting modules equipped with an (H-linear) involution.
In this section, we will study this Eilenberg-Moore category, which we call HeymodsH by extending the terminol-
ogy from [11, § 5]. A morphism f ∶ (M,σ) Ð→ (M ′, σ′) in HeymodsH is a morphism f ∶M Ð→M ′ in HeymodH
that commutes with the involutions, i.e., f ○ σ = σ′ ○ f .
For any Heyting module N , we notice that HeymodH(H,N) = N , i.e., each n ∈ N corresponds to the morphism
fn ∶H Ð→ N which takes c ∈H to c ∧ n. We now consider the functor:
yH ∶=Heymod2H(H, ) ∶Heymod2H Ð→HeymodH N ↦Heymod2H(H,N) = N ×N (8.2)
Further, the Heyting module N ×N is equipped with an obvious involution τN that takes (n1, n2) ∈ N ×N to(n2, n1). This involution may also be obtained by considering the morphism (0, id) ∶ N Ð→ N in Heymod2H
and applying the functor yH in (8.2). Hence, yH may be rewritten as a functor yH ∶= Heymod2H(H, ) ∶
Heymod2H Ð→Heymod
s
H .
In general, if g˜ = (g1, g2) ∶ N Ð→ N ′ is a morphism in Heymod2H , the corresponding morphism yH(g˜) ∶N ×N Ð→
N ′ ×N ′ is given by
(n1, n2) ∈ N ×N ↦ (fn1 , fn2) ∈ Heymod2H(H,N) ↦(g1, g2) ○ (fn1 , fn2) ∈Heymod2H(H,N ′) ↦ (g1(n1) ∨ g2(n2), g1(n2) ∨ g2(n1)) ∈ N ′ ×N ′ (8.3)
We also notice that the morphism in (8.3) is compatible with the respective involutions on N ×N and N ′ ×N ′.
Comparing (8.3) and the definition in (7.8), it follows that the kernel pair of a morphism g˜ = (g1, g2) ∶ N Ð→ N ′
in Heymod2H is given by
Kerp(g˜) ∶= {(n1, n2) ∈ N ×N ∣ g1(n1) ∨ g2(n2) = g1(n2) ∨ g2(n1) } = yH(g˜)−1(∆N ′) (8.4)
where ∆N ′ ⊆N ′ ×N ′ is the diagonal. Using (8.3), the definition in (7.13) may also be recast as
I(g˜) ∶= {(g1(n1) ∨ g2(n2), g1(n2) ∨ g2(n1)) ∣ n1, n2 ∈ N} = Range(yH(g˜)) (8.5)
It may be verified in a way analogous to [11, Lemma 5.1] that yH ∶Heymod2H Ð→HeymodsH embeds Heymod2H
as a full subcategory of HeymodsH . The result of Lemma 7.6 may now be adapted to the category Heymod
s
H
as follows.
Proposition 8.2. Let
L
f˜=(f1,f2)
ÐÐÐÐÐ→ M
g˜=(g1,g2)
ÐÐÐÐÐ→ N be morphisms in Heymod
2
H . Then, the following are equiv-
alent
(a) I(f˜) ⊆Kerp(g˜)
(b) g1 ○ f1 + g2 ○ f2 = g1 ○ f2 + g2 ○ f1
(c) Range(yH(f˜)) ⊆ yH(g˜)−1(∆N).
(d) Range(yH(g˜ ○ f˜)) ⊆∆N .
Proof. The fact that (a) ⇔ (b) already follows from Lemma 7.6. Using (8.4) and (8.5), it is clear that (c) ⇔
(a). Using (8.4), we also see that Range(yH(g˜ ○ f˜)) ⊆∆N is equivalent to the saying that Kerp(g˜ ○ f˜) = L ×L.
Since g˜ ○ f˜ = (g1f1 + g2f2, g1f2 + g2f1), it follows that Kerp(g˜ ○ f˜) = L ×L is further equivalent to the condition
that (g1f1 + g2f2)(l1) ∨ (g1f2 + g2f1)(l2) = (g1f1 + g2f2)(l2) ∨ (g1f2 + g2f1)(l1) (8.6)
for every l1, l2 ∈ L. Hence, (b) ⇒ (d). Putting l2 = 0 in (8.6), we get (d) ⇒ (b).
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Proposition 8.3. Let g˜ = (g1, g2) ∶M Ð→ N be a morphism in Heymod2H . Then:
(a) g˜ is a monomorphism in Heymod2H if and only if yH(g˜) is injective.
(b) If yH(g˜) is surjective, then g˜ is an epimorphism in Heymod2H .
(c) Let H be a finite Boolean algebra. Then, yH(g˜) is surjective if and only if g˜ is an epimorphism in Heymod2H .
Proof. From Proposition 7.8(a), we know that g˜ is a monomorphism if and only if the induced map M2 Ð→ N2
given by (m1,m2) ↦ (g1(m1) ∨ g2(m2), g1(m2) ∨ g2(m1)) is injective. From (8.3), this is equivalent to yH(g˜)
being injective. This proves (a).
From Proposition 7.9, we know that yH(g˜) being surjective, i.e., I(g˜) = Range(yH(g˜)) = N ×N , is equivalent
to the sequence M
g˜
Ð→ N Ð→ 0 being strictly exact at N . In particular, Proposition 7.9 also says that this
makes g˜ an epimorphism in Heymod2H . This proves (b). Additionally, if H is a finite Boolean algebra, it follows
from Proposition 7.10 that the sequence M
g˜
Ð→ N Ð→ 0 being strictly exact at N is equivalent to g˜ being an
epimorphism in Heymod2H . This proves (c).
Let us denote by s the squaring functor
s ∶HeymodH κHÐÐÐÐ→ Heymod2H yHÐÐÐÐ→ HeymodsH (8.7)
Then, s(N) = (N × N,τN ) for any N ∈ HeymodH , where τN(n1, n2) = (n2, n1) for each (n1, n2) ∈ N × N .
For a morphism f ∶ N Ð→ N ′ in HeymodH , the induced morphism s(f) is given by (f, f) ∶ (N ×N,τN ) Ð→(N ′ ×N ′, τN ′). We consider a morphism φ ∶ (M,σ) Ð→ s(N) = (N ×N,τN) in HeymodsH . If φ ∶M Ð→ N ×N
is given by (f, g), the following diagram must be commutative
M
φ=(f,g)
ÐÐÐÐ→ N2
σ
×××Ö τN
×××Ö
M
φ=(f,g)
ÐÐÐÐ→ N2
(8.8)
From (8.8), we obtain (g(m), f(m)) = (f(σ(m)), g(σ(m))) for each m ∈M and hence g(m) = f(σ(m)). Hence,
given the object (M,σ) ∈ HeymodsH , the morphism φ = (f, g) ∶ (M,σ) Ð→ s(N) = (N ×N,τN ) is determined
completely by the morphism f ∶M Ð→ N in HeymodH . This gives us an adjunction of functors
HeymodsH((M,σ), s(N)) ≅HeymodH(f(M,σ),N) (8.9)
Here f ∶ HeymodsH Ð→ HeymodH is the forgetful functor. We observe that (8.9) is actually an isomorphism of
Heyting modules.
Suppose now that N is a Heyting module and M ⊆ N a Heyting submodule. From Proposition 7.13, we know
that the cokernel pair Q = Cokerp(i) of the inclusion i ∶ M ↪ N is given by the quotient of N ×N over the
equivalence relation
(x, y) ∼ (x′, y′) ⇔ f(x) ∨ g(y) = f(x′) ∨ g(y′), ∀ P ∈Heymod2H , (f, g) ∈ (N/M)(P ) (8.10)
From the definition in (7.25), it is clear that (f, g) ∈ (N/M)(P ) if and only if (g, f) ∈ (N/M)(P ). Then, if(x, y) ∼ (x′, y′) according to the eqivalence relation in 8.10, we must also have g(x)∨f(y) = g(x′)∨f(y′), ∀ P ∈
Heymod2H , (f, g) ∈ (N/M)(P ). In other words, if (x, y) ∼ (x′, y′) in N ×N , we must also have (y, x) ∼ (y′, x′).
This means that the cokernel pair Q is equipped with a canonical involution σ, making it an object ofHeymodsH .
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The adjunction in (8.9) now gives us an isomorphism
HeymodsH((Q,σ), s(P )) ≅HeymodH(f(Q,σ), P ) (8.11)
for any object P ∈ HeymodH . Since f(Q,σ) is simply Q considered again as an object of HeymodH , it follows
from Proposition 7.13(b) that (N/M)(κH(P )) ≅Ð→ HeymodH(f(Q,σ), P ). Combining with (8.11), we get
HeymodsH((Q,σ), yH(κH(P ))) =HeymodsH((Q,σ), s(P )) ≅HeymodH(f(Q,σ), P ) = (N/M)(κH(P )) (8.12)
It follows from (8.12) that the functors HeymodsH((Q,σ), yH( )), (N/M)( ) ∶Heymod2H Ð→ HeymodH coin-
cide when restricted to κH ∶HeymodH ↪ Heymod2H . It may be easily verified that the isomorphisms in (8.12)
are well-behaved with respect to morphisms in Heymod2H and we obtain
HeymodsH((Q,σ), yH(P )) ≅ (N/M)(P ) (8.13)
for every P ∈Heymod2H .
For an object (M,σ) in HeymodsH , we will always denote by Mσ the collection of fixed points of the involution
σ. Since σ is H-linear, it is clear that Mσ ∈HeymodH .
We now consider a sequence
L
f˜=(f1,f2)
ÐÐÐÐÐ→ M
g˜=(g1,g2)
ÐÐÐÐÐ→ N of morphisms in Heymod
2
H and the corresponding
sequence
L2
yH(f˜)
ÐÐÐÐ→ M2
yH(g˜)
ÐÐÐÐ→ N2 in Heymod
s
H . We know from Proposition 8.2 that I(f˜) ⊆ Kerp(g˜) if
and only if Range(yH(f˜)) ⊆ yH(g˜)−1(∆N). Expressing the diagonal ∆N ⊆ N × N as the collection of fixed
points of the involution τN ∶ N ×N Ð→ N ×N on yH(N), we can rewrite this condition as Range(yH(f˜)) ⊆
yH(g˜)−1(yH(N)τN ).
This motivates the idea that a composition of morphisms (L,σL) fÐÐÐÐ→ (M,σM) gÐÐÐÐ→ (N,σN ) inHeymodsH
should be treated as “zero” if Range(f) ⊆ g−1(NσN ).
Definition 8.4. A sequence (L,σL) fÐÐÐÐ→ (M,σM ) gÐÐÐÐ→ (N,σN) in HeymodsH is strictly exact at M if
Range(f)+MσM = g−1(NσN ).
Proposition 8.5. Let
L
f˜=(f1,f2)
ÐÐÐÐÐ→ M
g˜=(g1,g2)
ÐÐÐÐÐ→ N be a sequence of morphisms in Heymod
2
H . Then, the
following are equivalent:
(a) In Heymod2H , the sequence L
f˜
ÐÐÐÐ→ M
g˜
ÐÐÐÐ→ N is strictly exact at M .
(b) In HeymodsH , the sequence yH(L) yH(f˜)ÐÐÐÐ→ yH(M) yH(g˜)ÐÐÐÐ→ yH(N) is strictly exact at yH(M).
Proof. From (8.2), we know that yH(L), yH(M) and yH(N) are given respectively by (L×L, τL), (M ×M,τM),(N ×N,τN ), each equipped with the canonical involution that swaps the two components. From Definition 7.7,
L
f˜=(f1,f2)
ÐÐÐÐÐ→ M
g˜=(g1,g2)
ÐÐÐÐÐ→ N is strictly exact at M if and only if I(f˜) +∆M = Kerp(g˜). It is clear that the
diagonal ∆M = (M ×M)τM = yH(M)τM .
From (8.4), we see that Kerp(g˜) = yH(g˜)−1(∆N) = yH(g˜)−1((N ×N)τN ) = yH(g˜)−1(yH(N)τN ). On the other
hand, (8.5) gives us I(f˜) = Range(yH(f˜)). The result is now clear from Definition 8.4.
We now return to the adjunction
HeymodH(f(M,σM),N) =HeymodsH((M,σM), s(N)) (8.14)
explained in (8.9), where (M,σM ) ∈ HeymodsH and N ∈ HeymodH . By definition, (s ○ f)(M,σM ) = (M2, τM),
where τM ∶M×M Ð→M×M is the involution that interchanges the components. The unit map of this adjunction
1Heymods
H
Ð→ (s ○ f) corresponds to the identity map f(M,σM) =M Ð→M = f(M,σM) in HeymodH .
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Using the explicit description of this adjunction in (8.8), we conclude that the morphism η(M,σM) ∶ (M,σM)Ð→(s○ f)(M,σM) = (M2, τM) in HeymodsH given by the unit 1HeymodsH Ð→ (s○ f) corresponds to (1M , σM) ∶M Ð→
M2. Further, if we put T = s ○ f, there is a retraction
ξ(M,σM) ∶ T(M,σM) Ð→ (M,σM) (x, y) ↦ x ∨ σM(y) (8.15)
satisfying ξ(M,σM) ○ η(M,σM) = id.
Proposition 8.6. For a morphism f ∶ (L,σL) Ð→ (M,σM) in HeymodsH , the following are equivalent:
(a) f is a monomorphism in HeymodsH .
(b) f ∶ LÐ→M is injective.
(c) The sequence 0 ÐÐÐÐ→ T(L) T(f)ÐÐÐÐ→ T(M) is strictly exact at T(L).
Proof. It is clear that (b) ⇒ (a). For any element x ∈ L, there exists a canonical morphism ξx ∶ (H ×H,τH)Ð→(L,σL) given by ξx(a, b) = (a ∧ x) ∨ (b ∧ σL(x)). Then, f(x) = f(y) for x, y ∈ L gives f ○ ξx = f ○ ξy. If f is a
monomorphism, then ξx = ξy and hence x = ξx(1,0) = ξy(1,0) = y. Hence, (a) ⇒ (b).
By definition, T = yH○κH○f. Hence, using Proposition 8.5, we see that the sequence 0 ÐÐÐÐ→ T(L) T(f)ÐÐÐÐ→ T(M)
being strictly exact at T(L) is equivalent to the sequence 0 ÐÐÐÐ→ κH(f(L)) κH(f(f))ÐÐÐÐÐ→ κH(f(M)) being strictly
exact at κH(f(L)). Applying Proposition 7.8(c), the latter is equivalent to the statement that
f(x) = f(y) ⇔ x = y (8.16)
In other words, f is injective. This proves the result.
Proposition 8.7. For a morphism f ∶ (L,σL) Ð→ (M,σM) in HeymodsH , the following are equivalent:
(a) f ∶ LÐ→M is surjective.
(b) The sequence T(L) T(f)ÐÐÐÐ→ T(M) ÐÐÐÐ→ 0 is strictly exact at T(M).
In particular, either of these conditions implies that f is an epimorphism in HeymodsH .
Proof. Again since T = yH ○ κH ○ f, it follows from Proposition 8.5 that (b) is equivalent to the sequence
κH(f(L)) κH(f(f))ÐÐÐÐÐ→ κH(f(M)) ÐÐÐÐ→ 0 being strictly exact at κH(f(M)). Applying Proposition 7.9(a), the
latter is equivalent to the statement that {f(x) ∣ f(y) = 0, x, y ∈ L} =M . Hence, (a) ⇔ (b).
As in other sections, the best results for epimorphisms are obtained when H is a finite Boolean algebra.
Proposition 8.8. Let H be a finite Boolean algebra. For a morphism f ∶ (L,σL) Ð→ (M,σM ) in HeymodsH ,
the following are equivalent:
(a) f is an epimorphism in HeymodsH .
(b) f ∶ LÐ→M is surjective.
(c) The sequence T(L) T(f)ÐÐÐÐ→ T(M) ÐÐÐÐ→ 0 is strictly exact at T(M).
Proof. From Proposition 8.7, we know that (b)⇔ (c) ⇒ (a) for any finite Heyting algebra H . We now suppose
(a), i.e., f is an epimorphism in HeymodsH . The range N ∶= Range(f) of f is a Heyting submodule of M .
If N ≠ M , it follows from Proposition 4.10 that we can choose morphisms φ1 ≠ φ2 ∶ M = f(M,σM) Ð→ H in
HeymodH such that φ1○f = φ2○f . The adjunction in (8.9) then gives φ˜1 ≠ φ˜2 ∈HeymodsH((M,σM), (H×H,τH))
corresponding respectively to φ1 and φ2. For any x ∈ L, we now have
(φ˜1 ○f)(x) = (φ1(f(x)), φ1σM(f(x))) = (φ1(f(x)), (φ1 ○f)(σL(x))) = (φ2(f(x)), (φ2 ○f)(σL(x))) = (φ˜2 ○f)(x)
Since f is an epimorphism in HeymodsH , this gives φ˜1 = φ˜2 and hence φ1 = φ2, which is a contradiction.
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9 HeymodsH as a semiexact category
For a finite Heyting algebra H , we will show in this section that HeymodsH is a semiexact category in the sense
of Grandis [24], [25, § 1.3.3]. For this, we will first recall several notions from [25, Chapter 1].
Let C be a category. A collection N of morphisms of C is said to be an ideal if f ∈ N implies that g ○ f ○h ∈ N
for all morphisms g, h in C such that the composition g ○ f ○ h is legitimate. Further, N is said to be a closed
ideal if every morphism in N factorizes through some identity morphism also in N .
An N -category is a pair (C,N ) consisting of a category C and an ideal N of morphisms of C. The ideal N
is referred to as the ideal of null morphisms of C. An object X of C is said to be null if the identity morphism
idX ∈ N . A functor F ∶ (C,N ) Ð→ (C′,N ′) of N -categories is a functor F ∶ C Ð→ C′ that preserves null
morphisms.
Definition 9.1. Let (C,N ) be an N -category and let f ∶ AÐ→ B be a morphism in C.
A morphism k ∶K Ð→ A is said to be a kernel for f if it satisfies the following two conditions:
(1) f ○ k ∈ N .
(2) If h is a morphism in C such that f ○ h ∈ N , then h factorizes uniquely through k.
A morphism c ∶ B Ð→ C is said to be a cokernel for f if it satisfies the following two conditions:
(1) c ○ f ∈ N .
(2) If h is a morphism in C such that h ○ f ∈ N , then h factorizes uniquely through c.
Definition 9.2. A semiexact category is an N -category (C,N ) such that
(a) N is a closed ideal.
(b) Every morphism in C has a kernel and a cokernel with respect to N .
We now consider the category HeymodsH . We will say that a morphism f ∶ (L,σL) Ð→ (M,σM) in HeymodsH
is null if f(x) = σM(f(x)) for each x ∈ L. The collection of null morphisms of HeymodsH will be denoted by N .
Lemma 9.3. The collection of null morphisms is a closed ideal in HeymodsH .
Proof. We consider f ∶ (L,σL)Ð→ (M,σM) in N and morphisms h ∶ (L′, σL′) Ð→ (L,σL) and g ∶ (M,σM )Ð→(M ′, σM ′) in HeymodsH . For x′ ∈ L′, we have
gfh(x′) = g(σM(fh(x′))) = σM ′(gfh(x′))
This shows thatb gfh ∈ N , i.e., N is an ideal.
We consider the object (MσM , id) ∈HeymodsH . It is clear that the identity on (MσM , id) is a null morphism in
HeymodsH . Given f ∶ (L,σL) Ð→ (M,σM) in N , the condition f = σM ○ f ensures that f factorizes through(MσM , id). This proves that N is a closed ideal.
Proposition 9.4. Let f ∶ (L,σL) Ð→ (M,σM) be a morphism in HeymodsH . Then, the canonical morphism(f−1(MσM ), σL∣f−1(MσM ))Ð→ (L,σL) is the kernel for f with respect to N .
Proof. First, we notice that σL ∶ LÐ→ L does restrict to an involution on f−1(MσM ). Indeed, if x ∈ f−1(MσM ),
then σMf(σL(x)) = σ2Mf(x) = f(x) = σMf(x) = f(σL(x)), i.e., σL(x) ∈ f−1(MσM ). Also, the composition
(f−1(MσM ), σL∣f−1(MσM ))Ð→ (L,σL) fÐ→ (M,σM) factors through the null object (MσM , id).
By definition, a composition (L′, σL′) hÐ→ (L,σL) fÐ→ (M,σM) is null if and only if h(y) ∈ f−1(MσM ) for
every y ∈ L′. Hence, any such null composition in HeymodsH factors uniquely through the canonical morphism(f−1(MσM ), σL∣f−1(MσM ))Ð→ (L,σL). This proves the result.
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Accordingly, the canonical morphism described in Proposition 9.4 will be written as the kernel Ker(f) of
f ∶ (L,σL)Ð→ (M,σM ). We now define an equivalence relation ∼ on M as follows:
x1∼x2 ⇔ g(x1) = g(x2) ∀g ∈HeymodsH((M,σM ), (N,σN )) such that g ○ f ∈ N (9.1)
It is easily seen that M/ ∼ is a Heyting module. Further, if x1 ∼ x2 and g ∈ HeymodsH((M,σM), (N,σN )) is
such that g ○ f ∈ N , we see that g(σM(x1)) = σNg(x1) = σNg(x2) = g(σM(x2)). It follows from (9.1) that
σM(x1) ∼ σM(x2), i.e., the involution σM descends to an involution on M/ ∼ that we continue to denote by σM .
Proposition 9.5. Let f ∶ (L,σL) Ð→ (M,σM) be a morphism in HeymodsH . Then, the canonical morphism(M,σM) Ð→ (M/ ∼, σM ) is the cokernel for f with respect to N .
Proof. For any g ∈ HeymodsH((M,σM), (N,σN )) such that g○f ∈N , we note that gσMf(x) = σNgf(x) = gf(x).
It follows from (9.1) that f(x) ∼ σMf(x) and hence the composition (L,σL) fÐ→ (M,σM) Ð→ (M/ ∼, σM) is
null. The definition in (9.1) also shows that any g ∈ HeymodsH((M,σM), (N,σN )) such that g ○ f ∈ N must
factor throughM/ ∼. Since the involution onM/ ∼ is induced by σM , it is clear that any such g factors uniquely
through (M,σM) Ð→ (M/ ∼, σM ) in HeymodsH . This proves the result.
Accordingly, the canonical morphism described in Proposition 9.5 will be written as the kernel Coker(f) of
f ∶ (L,σL)Ð→ (M,σM ).
Theorem 9.6. Let H be a finite Heyting algebra. Then, HeymodsH is a semiexact category.
Proof. This follows from the definition of a semiexact category and by applying Lemma 9.3, Proposition 9.4
and Proposition 9.5.
10 Finite Boolean algebras and semiexact homological categories
We begin this section by recalling some more general facts for semiexact categories. In a semiexact category(C,N ), a morphism of the form Ker(f) Ð→ L corresponding to some morphism f ∈ C(L,M) is referred to as
a normal monomorphism (see [25, § 1.3.3]). Similarly, a morphism of the form M Ð→ Coker(f) corresponding
to some f ∈ C(L,M) is referred to as a normal epimorphism.
Every morphism f ∶ L Ð→M in a semiexact category (C,N ) admits a unique and natural factorization of the
form (see [25, § 1.5.5])
Ker(f) ÐÐÐÐ→ L fÐÐÐÐ→ M ÐÐÐÐ→ Coker(f)
p
×××Ö m
uparrow×××
Coker(Ker(f)) f˜ÐÐÐÐ→ Ker(Coker(f))
(10.1)
It is clear that p ∶ L Ð→ Coker(Ker(f)) is a normal epimorphism and m ∶ Ker(Coker(f)) Ð→M is a normal
monomorphism.
The morphism f is said to be exact if f˜ as defined in (10.1) is an isomorphism. A morphism f in a semiexact
category (C,N ) is exact if and only if it can be factored as k ○ h, where h is a normal epimorphism and k is a
normal monomorphism.
In this section, we will always assume that H is a finite Boolean algebra. In particular, this assumption will
allow us to use Proposition 4.8 and Proposition 4.9. We recall from Section 4 that if M is a Heyting module,
then the dual M☀ denotes the collection HeymodH(M,H) of all Heyting module morphisms from M to H .
Our purpose in this section is to show that HeymodsH is actually a “semiexact homological category” in the
sense of [25, § 1.3], which we will do in a manner analogous to [11, § 6].
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Lemma 10.1. Let H be a finite Boolean algebra.
(a) For any indexing set I, the product HI of copies of H is an injective object in HeymodH .
(b) Every Heyting module M can be embedded as a submodule of a product of copies of H.
Proof. (a) Let M ∈HeymodH and let N ⊆M be a Heyting submodule. By definition, any morphism φ ∶ N Ð→
HI in HeymodH corresponds to a family of morphisms {φi ∶N Ð→H}i∈I . Since H is a finite Boolean algebra, it
follows from Proposition 4.8 that the induced morphism M☀ Ð→ N☀ is surjective, i.e., we can choose for each
φi ∶ N Ð→ H a morphism ψi ∶M Ð→ H extending φi. The {ψi}i∈I combine to yield a morphism ψ ∶M Ð→ HI
extending φ.
(b) Given M ∈ HeymodH , we define a morphism iM ∶ M Ð→ HM☀ by setting iM(m) = {φ(m)}φ∈M☀ . Using
Proposition 4.9, we see that iM is an injective map. It now follows from Proposition 3.9 that M is a Heyting
submodule of HM
☀
.
Lemma 10.2. Let H be a finite Boolean algebra. Then, (E,σE) is an injective object in HeymodsH if and only
if f(E,σE) = E is injective in HeymodH .
Proof. We suppose that E ∈ HeymodH is injective. Let i ∶ (L,σL) Ð→ (M,σM ) be a monomorphism in
HeymodsH and let f ∶ (L,σL) Ð→ (E,σE) be a morphism in HeymodsH . By Proposition 8.6, we know the
underlying map i ∶ LÐ→M is injective and hence a monomorphism in HeymodH (by Proposition 3.9). Hence,
there is a morphism g ∶M Ð→ E in HeymodH such that g ○ i = f . Setting h = g +σE ○ g ○ σM , it may be verified
easily that h ○ σM = σE ○ h and that h ○ i = f . This shows that (E,σE) ∈HeymodsH is injective.
Conversely, suppose that (E,σE) is an injective object in HeymodsH . Using Lemma 10.1, we can find an
embedding i ∶ E Ð→ HI in HeymodH for some indexing set I. Then, the map E Ð→ HI × HI given by
x ↦ (i(x), i(σE(x))) is injective and it is easily verified that this gives a morphism u ∶ (E,σE) Ð→ s(HI)
in HeymodsH . Since (E,σE) ∈ HeymodsH is injective, we have a retraction v ∶ s(HI) Ð→ (E,σE) such that
v ○ u = id(E,σE). It follows that f(v) ∶ HI × HI Ð→ E is a retraction of the map f(u) ∶ E Ð→ HI × HI in
HeymodH . By Lemma 10.1, we know that H
I × HI is injective and hence it follows that E is injective in
HeymodH .
Lemma 10.3. Let f ∶ (L,σL) Ð→ (M,σM) be a normal monomorphism in HeymodsH , corresponding to the
kernel of g ∶ (M,σM)Ð→ (N,σN). Then, there is a morphism h ∶ (N,σN )Ð→ (E,σE) such that:
(1) (E,σE) is injective in HeymodsH ,
(2) h ∶ N Ð→ E an injective map and
(3) Ker(g) = ((L,σL) fÐ→ (M,σM)) =Ker(h ○ g).
Proof. We recall from Section 8 the morphism η(N,σN ) ∶ (N,σN) Ð→ (N2, τN ) corresponding to the unit of
the adjunction between the functors f ∶ HeymodsH Ð→ HeymodH and s ∶ HeymodH Ð→ HeymodsH . The map
underlying η(N,σN ) is given by (1N , σN ) ∶ N Ð→ N2. Using the expression for the kernel of a morphism in
HeymodsH obtained in Proposition 9.4, we notice that
Ker(η(N,σN ) ○ g) = (η(N,σN ) ○ g)−1((N2)τN ) = g−1(NσN ) =Ker(g) (10.2)
Applying Lemma 10.1, we can find an embedding i ∶N Ð→ E′ into an injective E′ in HeymodH . It is clear that
s(i) ∶ s(N)Ð→ s(E′) satisfies (s(i))−1((E′2)τE′ ) = (N2)τN . It follows that
Ker(s(i) ○ η(N,σN ) ○ g) = (s(i) ○ η(N,σN ) ○ g)−1((E′2)τE′ ) =Ker(η(N,σN ) ○ g) =Ker(g) (10.3)
Finally, since f(s(E′)) = E′2 is injective in HeymodH , it follows from Lemma 10.2 that (E,σE) ∶= s(E′) is
injective in HeymodsH . It is clear from the constructions that the map N Ð→ E underlying s(i) ○ η(N,σN ) is
injective. This proves the result.
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Proposition 10.4. Let H be a finite Boolean algebra. Then, the normal monomorphisms in HeymodsH are
stable under composition.
Proof. We consider normal monomorphisms i ∶ (L,σL) Ð→ (M,σM ) and j ∶ (M,σM) Ð→ (N,σN ). Using
Lemma 10.3, we can find a morphism f ∶ (M,σM) Ð→ (E,σE) with (E,σE) injective in HeymodsH such that(L,σL) =Ker(f) = (f−1(EσE ), σL). Then, there exists a morphism g ∶ (N,σN )Ð→ (E,σE) such that g ○ j = f .
Since j is a normal monomorphism, we can write (M,σM ) =Ker(h) for some morphism h ∶ (N,σN )Ð→ (P,σP ).
Then, we have an induced morphism (g, h) ∶ (N,σN ) Ð→ (E,σE)× (P,σP ) and we claim that j ○ i =Ker(g, h).
By definition, we know that Ker(g, h) = (g, h)−1(EσE × P σP ). As such, an element n ∈ N lies in Ker(g, h) if
and only if g(n) ∈ EσE and h(n) ∈ P σP . Since j = Ker(h), the fact that h(n) ∈ P σP shows that n = j(m) for
some m ∈ M . Then, f(m) = g(j(m)) = g(n) ∈ EσE and since i = Ker(f), we obtain m = i(l) for some l ∈ L.
This gives us (j ○ i ∶ (L,σL)Ð→ (N,σN )) =Ker(g, h) and the result follows.
The next aim is to show that the normal epimorphisms in HeymodsH are stable under composition.
Lemma 10.5. Let (C,N ) be a semiexact category. Then, e ∶M Ð→ N is a normal epimorphism in (C,N ) if
and only if e is equivalent to the morphism M Ð→ Coker(Ker(e)).
Proof. Suppose that e is a normal epimorphism. Then, e automatically factorizes as the composition of a normal
epimorphism followed by a normal monomorphism, i.e., e is exact (see [25, § 1.5.5]). Then, the morphism e˜
appearing in the factorization of e as in (10.1):
Ker(e) jÐÐÐÐ→ M eÐÐÐÐ→ N qÐÐÐÐ→ Coker(e)
p
×××Ö m
uparrow×××
Coker(j) = Coker(Ker(e)) e˜ÐÐÐÐ→ Ker(Coker(e)) =Ker(q)
(10.4)
must be an isomorphism. Further since q ○ e ∈ N and e is a normal epimorphism, it follows from [25, Lemma
1.5.3(g)] that q ∈ N . From the definitions, it is evident that the kernel of a null morphism must be the
identity and hence m = 1N ∶ Ker(q) Ð→ N . It is now clear from (10.4) that e ∶ M Ð→ N is equivalent to
p ∶M Ð→ Coker(Ker(e) jÐ→M). The converse is obvious.
From Theorem 9.6, we know that HeymodsH is a semiexact category. Applying Lemma 10.5 and the definition
of the cokernel given in Proposition 9.5, we see that a morphism f ∶ (M,σM) Ð→ (N,σN ) in HeymodsH is a
normal epimorphism if and only if f ∶M Ð→ N is surjective and
f(m) = f(m′) ⇔ g(m) = g(m′) for all g ∈HeymodsH((M,σM ), (P,σP )) s.t. Ker(f) ⊆Ker(g) (10.5)
for any m, m′ ∈M .
Proposition 10.6. Let H be a finite Boolean algebra. Then, the normal epimorphisms in HeymodsH are stable
under composition.
Proof. We consider normal epimorphisms p ∶ (L,σL) Ð→ (M,σM) and q ∶ (M,σM ) Ð→ (N,σN). Since q is a
normal epimorphism, it follows from the criterion in (10.5) that for l, l′ ∈ L, we have qp(l) = qp(l′) if and only
if g(p(l)) = g(p(l′)) for each g ∈ HeymodsH((M,σM), (Y,σY )) such that Ker(g) ⊇Ker(q).
Since p is a normal epimorphism, it follows from the explicit description of cokernels in Proposition 9.5 that
p ∶ LÐ→M is surjective. As such, for a morphism g ∈HeymodsH((M,σM), (Y,σY )), we have Ker(g) ⊇Ker(q)
⇔ Ker(g ○ p) ⊇ Ker(q ○ p). Setting f ∶= g ○ p, any such g gives us a morphism f ∈ HeymodsH((L,σL), (Y,σY ))
such that Ker(f) ⊇Ker(q ○ p).
32
Conversely, suppose that we have a morphism f ∈ HeymodsH((L,σL), (Y,σY )) such that Ker(f) ⊇Ker(q ○p) ⊇
Ker(p). Applying Lemma 10.5 to the normal epimorphism p, we know that (M,σM ) = Coker(Ker(p) Ð→ L)
and hence f factors uniquely through some g ∶ (M,σM )Ð→ (Y,σY ) as f = g ○ p.
Combining these facts, we have shown that qp(l) = qp(l′) for l, l′ ∈ L if and only if f(l) = f(l′) for any
f ∈ HeymodsH((L,σL), (Y,σY )) such that Ker(f) ⊇ Ker(q ○ p). Since q and p are both surjective, so is q ○ p.
The result now follows from the criterion in (10.5).
Definition 10.7. (see [25, § 1.3.6]) Let (C,N ) be a semiexact category. Then, (C,N ) is said to be a homo-
logical category if it satisfies the following conditions:
(1) The normal monomorphisms in (C,N ) are stable under composition.
(2) The normal epimorphisms in (C,N ) are stable under composition.
(3) Given a normal monomorphism i ∶ M Ð→ N and a normal epimorphism q ∶ N Ð→ Q in (C,N ) such that
Ker(q) ≤M in the lattice of subobjects of M , the composition q ○ i is exact.
Lemma 10.8. Let i ∶ (M,σM) Ð→ (N,σN) be a normal monomorphism in HeymodsH . Then, for any f ∶(L,σL)Ð→ (M,σM ) in HeymodsH , we have Ker(i ○ f) =Ker(f).
Proof. Since i ∶ (M,σM) Ð→ (N,σN ) is a normal monomorphism, we can choose some g ∶ (N,σN ) Ð→ (P,σP )
such that (M,σM ) = Ker(g). From the definition of the kernel in Proposition 9.4, it is clear that i−1(NσN ) =
MσM . Then, Ker(i ○ f) = f−1(i−1(NσN )) = f−1(MσM ) =Ker(f).
Proposition 10.9. Let H be a finite Boolean algebra. Let i ∶ (M,σM) Ð→ (N,σN ) (resp. q ∶ (N,σN ) Ð→(Q,σQ)) be a normal monomorphism (resp. a normal epimorphism) in HeymodsH . Suppose that Ker(q) ⊆(M,σM). Then, the composition q ○ i is an exact morphism in HeymodsH .
Proof. Since i ∶ (M,σM ) Ð→ (N,σN ) is a normal monomorphism, we may choose f ∶ (N,σN ) Ð→ (T,σT )
such that Ker(f) = (M,σM). By assumption, Ker(q) ⊆ Ker(f). Since q is a normal epimorphism, it follows
from (10.5) that q(n) = q(n′) for n, n′ ∈ N implies that f(n) = f(n′). Accordingly, there is a morphism
g ∶ (Q,σQ) Ð→ (T,σT ) such that f = g ○ q. We now set (P,σP ) ∶= Ker(g). Since g ○ q ○ i = f ○ i ∈ N , there is a
unique morphism p ∶ (M,σM) Ð→Ker(g) = (P,σP ) which makes the following diagram commutative
(M,σM) iÐÐÐÐ→ (N,σN )
p
×××Ö q
×××Ö
(P,σP ) jÐÐÐÐ→ (Q,σQ)
(10.6)
Since (P,σP ) =Ker(g), the morphism j is a normal monomorphism. In order to show that q ○ i = j ○ p is exact,
it suffices therefore to show that p is a normal epimorphism. In other words, we need to show that p coincides
with the canonical morphism p′ ∶ (M,σM) Ð→ Coker(Ker(p) Ð→ (M,σM)). Since q is a normal epimorphism
in HeymodsH , it follows from Proposition 9.5 that q is surjective. We notice that this implies that p is surjective.
We now consider m1, m2 ∈ M such that p′(m1) = p′(m2). Let x ∶ (N,σN ) Ð→ (X,σX) be a morphism in
HeymodsH such that Ker(q) ⊆Ker(x). Then, Ker(j ○ p) =Ker(q ○ i) ⊆Ker(x ○ i) and it follows from Lemma
10.8 that Ker(p) =Ker(j○p) ⊆Ker(x○i). Since p′ is the canonical morphism to the cokernel of Ker(p)Ð→M ,
the fact that p′(m1) = p′(m2) now implies that x(i(m1)) = x(i(m2)). Since q is a normal epimorphism, it follows
from (10.5) that q(i(m1)) = q(i(m2)).
Conversely, suppose that m1, m2 ∈M are such that p′(m1) ≠ p′(m2). Then, there exists some y ∶ (M,σM ) Ð→(Y,σY ) with Ker(p) ⊆ Ker(y) such that y(m1) ≠ y(m2). From the construction in Lemma 10.3, we see that(Y,σY ) may be assumed to be injective in HeymodsH . From Proposition 8.6 and Proposition 9.4, it is clear that
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a normal monomorphism in HeymodsH is also a monomorphism in Heymod
s
H . Hence, y ∶ (M,σM ) Ð→ (Y,σY )
extends to some z ∶ (N,σN) Ð→ (Y,σY ) such that z ○ i = y. It follows that z(i(m1)) ≠ z(i(m2)).
We now claim that Ker(z) ⊇ Ker(q). Indeed, if n ∈ N is such that n ∈ Ker(q), we know from the assumption
Ker(q) ⊆ (M,σM) that n = i(m) for some m ∈M . Then, m ∈Ker(q ○ i). But Ker(q ○ i) =Ker(j ○p) =Ker(p) ⊆
Ker(y). Hence, m ∈Ker(y). Since y = z ○ i, this shows that n = i(m) ∈Ker(z).
Since q is a normal epimorphism and Ker(z) ⊇ Ker(q), the fact that z(i(m1)) ≠ z(i(m2)) implies that
q(i(m1)) ≠ q(i(m2)). Since j is an injective map, we now have an equivalence
p′(m1) = p′(m2) ⇔ q(i(m1)) = q(i(m2)) ⇔ p(m1) = p(m2) (10.7)
for all m1, m2 ∈M . Since p and p′ are both surjective, it is clear from (10.7) that p = p′.
Theorem 10.10. Let H be a finite Boolean algebra. Then, HeymodsH is a semiexact homological category.
Proof. We know from Theorem 9.6 that HeymodsH is a semiexact category. The result now follows from
Definition 10.7 along with Propositions 10.4, 10.6 and 10.9
11 Spectral spaces and Heyting submodules
In this final section, we let H be an arbitrary (not necessarily finite) Heyting algebra. We will show that the
collection of Heyting submodules of a given Heyting module M can be given the structure of a spectral space.
We will do this by using a criterion of Finocchiaro [17] in a manner similar to [18], where it was shown that
the collection of submodules of a given module over a commutative ring forms a spectral space. In [2], it was
shown that these techniques apply more generally to abelian categories that satisfy the (AB5) axiom (see also
[3], [33]).
We recall that a topological space is said to be spectral if it is homeomorphic to the Zariski spectrum of a
commutative ring. A famous result of Hochster [28] shows that a topological space X is spectral if and only
if satisfies: (a) X is quasi-compact (b) the quasi-compact opens in X are closed under intersection and form a
basis (c) every non-empty irreducible closed subset has a unique generic point. In other words, the property of
being spectral can be characterized in purely topological terms, without any reference to commutative rings.
For a Heyting module M over the given Heyting algebra H , we denote by Sub(M) the collection of Heyting
submodules ofM . From Proposition 3.9 and Proposition 3.10, we know that a Heyting submodule N ∈ Sub(M)
is simply a distributive submodule ofM over the latticeH . For any finite collection of elements {m1, ...,mn} ∈M ,
we set
V (m1, ...,mn) ∶= {N ∈ Sub(M) ∣ m1, ...,mn ∈ N} (11.1)
We let the V (m1, ...,mn) be a subbasis of closed sets for the topology on Sub(M). In other words, a subbasis
of open sets for the topology on Sub(M) is given by subsets of the form
D(m1, ...,mn) ∶= Sub(M)/V (m1, ...,mn) (11.2)
We will now show that this topology makes Sub(M) into a spectral space. We recall here that a filter F on a
set S is a collection of subsets of S such that (a) φ ∉ S, (b) Y , Z ∈ F ⇒ Y ∩Z ∈ F and (c) Y ⊆ Z ⊆ S and Y ∈ F
implies Z ∈ F. An ultrafilter on S (see, for instance, [17, § 1]) is a maximal element in the collection of filters
on S ordered by inclusion. In particular, if F is an ultrafilter, then for any subset T ⊆ S, exactly one of T and(S/T ) lies in F.
Proposition 11.1. Let H be a Heyting algebra and M be a Heyting module over H. Then, the collec-
tion Sub(M) of Heyting submodules of M is a spectral space having the collection S of subsets of the form
D(m1, ...,mn) as a subbasis of quasi-compact open sets.
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Proof. We consider N , N ′ ∈ Sub(M) with N ≠ N ′. Then, we can pick some m ∈M such that m lies in exactly
one of the two submodules N , N ′. Then, V (m) is a closed subset of Sub(M) containing exactly one of the two
points N , N ′ ∈ Sub(M). Hence, Sub(M) is a T0-space.
We now consider an ultrafilter F on Sub(M) and set
N(F) ∶= {m ∈M ∣ V (m) ∈ F} (11.3)
We claim that N(F) is a Heyting submodule ofM . By Proposition 3.10, we need to check that it is a distributive
submodule of M . We consider therefore m1, m2 ∈ N(F) and some c ∈ H . Then, V (m1), V (m2) ∈ F. From the
definition of a filter and from (11.1), we obtain
V (m1 ∨m2) ⊇ V (m1) ∩ V (m2) ⇒ V (m1 ∨m2) ∈ F V (c ∧m1) ⊇ V (m1) ⇒ V (c ∧m1) ∈ F (11.4)
Hence, N(F) ∈ Sub(M). We now claim that
D(m1, ...,mn) ∈ F ⇔ N(F) ∈ D(m1, ...,mn) (11.5)
First, we suppose that N(F) ∈ D(m1, ...,mn), i.e., there is some mk ∈ {m1, ...,mn} such that mk ∉ N(F).
Applying (11.3), we get V (mk) ∉ F. Since F is an ultrafilter, this means that the complement D(mk) ∈ F. It is
clear that D(mk) ⊆D(m1, ...,mn) and F being a filter, this means that D(m1, ...,mn) ∈ F.
On the other hand, if N(F) ∉ D(m1, ...,mn), then N(F) ∈ V (m1, ...,mn). Hence, V (mi) ∈ F for each 1 ≤ i ≤ n.
Since F is a filter, we get V (m1, ...,mn) = n⋂
i=1
V (mi) ∈ F. Hence, D(m1, ...,mn) ∉ F. This proves the equivalence
in (11.5).
Since Sub(M) is a T0-space, it now follows from the criterion in [17, Corollary 3.3] that Sub(M) is spectral
with subsets of the form D(m1, ...,mn) being a basis of quasi-compact opens.
We can refine the result of Proposition 11.1 by considering closure operators on Heyting submodules in a manner
similar to [2, § 3] and [18, § 3]. These are inspired by closure operations on ideals in commutative algebra, such
as taking the radical closure, the integral closure, plus closure or Frobenius closure in certain special classes of
rings (see [16] for a detailed survey).
We will say that a Heyting submodule N ∈ Sub(M) is finitely generated if there is a finite collection {m1, ...,mn}
of elements of M such that N is the smallest Heyting submodule containing all of them. For N ∈ Sub(M), we
will denote by fg(N) the collection of finitely generated Heyting submodules of N .
Definition 11.2. Let H be a Heyting algebra and let M be a Heyting module over H. A closure operation c
on Heyting submodules of M is an operator c ∶ Sub(M)Ð→ Sub(M) such that:
(a) c is extensive, i.e., N ⊆ c(N) for each N ∈ Sub(M).
(b) c is order preserving, i.e., N ⊆N ′ for N , N ′ ∈ Sub(M) implies c(N) ⊆ c(N ′).
(c) c is idempotent, i.e., c(c(N)) = c(N) for each N ∈ Sub(M).
We will say that a closure operator c ∶ Sub(M)Ð→ Sub(M) is of finite type if it satisfies c(N) = ⋃
N ′∈fg(N)
c(N ′)
for every N ∈ Sub(M).
Lemma 11.3. Let c ∶ Sub(M) Ð→ Sub(M) be a closure operator on Heyting submodules of M . Then, the
operator defined by setting
cf (N) ∶= ⋃
N ′∈fg(N)
c(N ′) ∀ N ∈ Sub(M) (11.6)
is a closure operator of finite type.
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Proof. It is evident that cf is extensive and order-preserving. If N ∈ Sub(M) is finitely generated, it is clear from
(11.6) that cf(N) = c(N). Hence, cf(N) = ⋃
N ′∈fg(N)
c(N ′) = ⋃
N ′∈fg(N)
cf (N ′), i.e., cf is of finite type. It remains
to show that cf is idempotent. For this, we consider some N
′′ ∈ fg(cf(N)) having a generating set {n1, ..., nk}.
For each ni, we can choose N
′
i ∈ fg(N) such that ni ∈ c(N ′i). Then, N ′1 ∨ ...∨N ′k is a finitely generated Heyting
submodule of N and N ′′ ⊆ c(N ′1 ∨ ... ∨N ′k). Since c is idempotent, we get c(N ′′) ⊆ c(N ′1 ∨ ... ∨N ′k) for each
N ′′ ∈ fg(cf(N)). We now have
cf (cf(N)) = ⋃
N ′′∈fg(cf (N))
c(N ′′) ⊆ ⋃
N ′∈fg(N)
c(N ′) = cf(N) (11.7)
Since cf is extensive, (11.7) implies that cf(cf (N)) = cf (N). This proves the result.
Proposition 11.4. Let H be a Heyting algebra andM be a Heyting module over H. Let c ∶ Sub(M)Ð→ Sub(M)
be a closure operator of finite type.Then, the collection Subc(M) of Heyting submodules of M fixed by c is a
spectral space having the collection Sc of subsets of the form D(m1, ...,mn) ∩ Subc(M) as a subbasis of quasi-
compact open sets.
Proof. Since Subc(M) is equipped with the subspace topology induced by Sub(M), it must be a T0-space.
Given an ultrafilter F on Subc(M), we now set
N(F) ∶= {m ∈M ∣ V (m) ∩ Subc(M) ∈ F} (11.8)
The order relations between subsets in (11.4) continue to hold when intersected with Subc(M) and hence it
follows that N(F) ∈ Sub(M). We claim that N(F) ∈ Subc(M), i.e., it is fixed by c.
We consider an elementm ∈ c(N(F)). Since c is of finite type, there is a finitely generated submodule N ′ ⊆ N(F)
such that m ∈ c(N ′). Suppose that N ′ is generated by {m1, ...,mk}. Then, if N ′′ ∈ Subc(M) is such that
N ′′ ⊇ N ′, we obtain N ′′ = c(N ′′) ⊇ c(N ′), i.e., m ∈ N ′′. In other words, we have V (m1, ...,mk) ∩ Subc(M) ⊆
V (m) ∩ Subc(M). Since m1, m2, ..., mk ∈ N ′ ⊆ N(F), we get V (mi) ∩ Subc(M) ∈ F for each 1 ≤ i ≤ k. Then,
V (m)∩Subc(M) ⊇ V (m1, ...,mk)∩Subc(M) = k⋂
i=1
(V (mi)∩Subc(M)) ∈ F and hence V (m)∩Subc(M) ∈ F. By
(11.8), it follows that m ∈ N(F), i.e., N(F) ∈ Subc(M).
In a manner similar to the proof of Proposition 11.1, it may be verified that
D(m1, ...,mn) ∩ Subc(M) ∈ F ⇔ N(F) ∈ D(m1, ...,mn) ∩ Subc(M) (11.9)
Since Subc(M) is a T0-space, it now follows from the criterion in [17, Corollary 3.3] that Subc(M) is a spectral
space with the collection Sc as a subbasis of quasi-compact open sets.
For each Heyting submodule N ⊆M , we now define
N ∶= {m ∈M ∣ m ≤ n for some n ∈ N} (11.10)
It is clear that N is a hereditary submodule and in fact the smallest hereditary submodule of M containing N .
Corollary 11.5. Let H be a Heyting algebra and M be a Heyting module over H. Then, the collection of
hereditary submodules of M , equipped with the subspace topology induced by Sub(M), forms a spectral space.
Proof. It is clear that the operation N ↦ N in (11.10) is a closure operator of finite type. The result now follows
from Proposition 11.4.
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