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Abstract--A two-semester calculus course and associated microcomputer laboratory are described. It is 
noted that even software specially designed for instruction is not enough to yield a successful experience. 
Software, hardware, auxiliary materials and instructional personnel need to function as a totality. This 
paper discusses how this was managed in a successful course that has enrolled over 1500 students. 
1. INTRODUCTION 
The University of Southern California offers a novel two-semester calculus sequence (Calculus I
and II) utilizing a multi-user, networked microcomputer system with graphics terminals. The 
students run user-friendly, menu-driven software which illustrates calculus concepts and helps them 
to solve calculus problems. The mathematical content of our courses is virtually the same as that 
of traditional calculus courses. The hours of instruction are also unchanged, even with the 
enhancement of the microcomputer system. 
The software is a cohesive set of numerical and utility routines. Each numerical routine is 
designed to be highly interactive. This keeps the student from becoming a passive observer. The 
student defines the function to be studied, specifies the input parameters, and guides the routine 
through its calculations. The computer responds with an integrated text and graphics display that 
attracts the student's attention and stimulates his imagination. 
The development of our microcomputer laboratory began in the spring of 1983, and the lab has 
been in operation since that summer. Approximately 1500 students have taken Calculus I or II with 
computer-assisted instruction in the past 2 years. The conception, design, implementation, and 
evaluation of Calculus I with computer was described in an earlier paper [1]. This article describes 
the present state of our significantly improved microcomputer laboratory. 
3 Recently there has been a wide interest in using microcomputers to teach calculus. Many colleges 
and universities are at some stage of developing computer-assisted calculus instruction. They are 
considering the various possibilities, planning a microcomputer laboratory, or perhaps already 
using computers in calculus courses. This article is addressed to those who are at any one of these 
stages of development. An attempt has been made to isolate and discuss the key issues involved 
in undertaking such a project successfully. 
Our experience indicates that instructional considerations should dominate the design of a 
calculus course using computers. The fundamental question to ask is this. With microcomputer 
technology at our disposal, how can one create the best environment to help a student learn 
calculus? The answer to this question affects the design of software, the choice of hardware, the 
development of auxiliary materials, and the preparation of instructional personnel. 
Some of the particular questions pertinent to software design are the following. How easily can 
the student use the software? How fast is it? How visible to the student are the algorithms employed 
in the software? How meaningful is the output displayed on the terminal's creen? How well does 
the software stimulate the student's thinking? What quality of involvement does it require from 
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the student? Section 2 describes how these instructional concerns have influenced the design and 
implementation f our software. 
During 1984 several routines were added to the software to help students learn certain concepts 
covered in Calculus II: volumes of solids of revolution, improper integration, Taylor polynomials, 
infinite series, polar coordinates, and parametric curve plotting. The new routines are described 
in Section 3. 
Creating a microcomputer laboratory involves certain technical considerations. What kind of 
microcomputers and peripherals should be procured? How many are needed and how should they 
be linked with each other? How does one insure that the laboratory runs smoothly? How does one 
develop software in-house? These issues are discussed in Section 4. 
A calculus course using microcomputers requires two kinds of personnel: instructional (such as 
faculty, teaching assistants, and consultants) and support (such as software developers, ystem 
programmers, hardware technicians, and project supervisors). Section 5 discusses our organization 
of these personnel and their job descriptions. 
Although many believe that computers are good educational tools, some have been disappointed 
by their past experiences with computer-assisted instruction. Well-designed computer software, by 
itself, is of little instructional value. Supporting materials for the student and the instructor are 
necessary. There should be a handbook that describes how to use the microcomputer laboratory 
and problem .sets for the student to solve using the computer. In designing the problems one faces 
the following questions. What mathematical concepts are the problems teaching? How clearly do 
the problems demonstrate these concepts? How do the problems fit with the computer's 
capabilities? How does a problem done with the computer differ from one done without the 
computer? What mathematical concepts need to be reviewed for the student before they begin a 
problem? What numerical lgorithms need to be explained? In Section 6 we attempt to answer these 
questions, and indicate how to maximize the instructional value of a microcomputer 
2. IMPROVED DESIGN 
Most numerical software packages (such as subroutine libraries) that are designed for research 
are inappropriate for an instructional setting. They are not sufficiently easy for a novice to use. 
They require some programming on the part of the user. The programs in a package are focused 
on a specific solution method rather than on a particular subject of study. Furthermore, the 
programs' algorithms are hidden from the user. 
Our software is designed especially for instructional purposes. It is user-friendly, i.e. simple to 
use, and it requires no programming tobe done by the student. All routines are arranged by topic 
on the main menu. Commands and input/output format are standardized throughout the system. 
Rather than being restricted to continuous functions defined by a single expression, the system 
allows functions defined by different expressions on disjoint intervals. The student uses the routine 
DEF FUNCTION to define whatever (one or two) functions he wishes to study. (Here and later, 
a word in capital letters denotes the name of one of our software routines.) These function 
definitions are global; once a function is defined it can be used by any numerical routine. Graphical 
and numerical output are designed to make the algorithm visible to (or even depend on) the student. 
In order to understand the improvements that have been made in our software, one must recall 
the previous tages of development [1]. Our first routines were entirely numerical and the results 
were obtained automatically without he student's interaction. Later we added graphical versions 
that ran independently of the numerical ones. The third stage was to merge the best of both 
versions: some numerical output was added to the significantly redesigned graphical option. Each 
stage of software development has been influenced by our experience and feedback from students 
and instructors. 
The early versions of the software had the following weaknesses. First, too little attention was 
demanded from the student. At the beginning of a run the student was required to input the correct 
parameter values. At the end of the run he had to interpret the output. In the midst of the run, 
however, no student input was required. Second, the sequence of questions that asked for the input 
parameters and choice of options was sometimes too long. Third, the graphical i lustrations were 
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redrawn automatically after the parameters were changed, regardless of the amount of new 
information that could be extracted from them. 
In order to correct hese flaws several modifications were made to the software. The most recent 
version (third stage) has the following new features: integration of text and graphics, a mini-menu 
for commands and parameters, and redesign of the logic to enhance student participation. All of 
these are described below. 
2. I. Integrated text and graphics 
The terminal's screen is divided into three fields: graphical output (usually in the left, and slightly 
larger part of the screen), numerical output (usually in the upper right corner), and mini-menu 
(usually in the lower right corner). The bottom line is used to input the choice of commands and 
parameters. 
The graphical window displays a plot of the function(s), plus any information relevant to the 
particular algorithm; e.g. secant and tangent lines (in DERIVATIVE), and shaded rectangles 
approximating the area under a curve (in RIEMANN). Because of hardware limitations, graphical 
output is much slower than text output, and very fine detail cannot be resolved. Therefore, the 
graphics are usually drawn for only the first few (coarser) iterations. This is sufficient o illustrate 
the algorithm or calculus concept in question without boring the student. 
In the numerical window the computed values are presented in a compact table with the newer 
results eventually scrolling over the older ones in a continuous manner. All numerical values are 
stored in a file on disk so that they can be printed later at  the student's discretion. 
Retaining both the graphical and numerical fields on the same screen allows the student to enjoy 
the advantages of both. The graph illustrates the algorithm geometrically and gives a qualitative, 
overall view. The numerical values give precise, quantitative information. 
Within the limitations of pencil and paper, it is usually quicker, if not easier, to use the 
arithmetical pproach to calculus. However, the geometrical pproach often serves the pedagogical 
purpose better because it is easier for the student to grasp intuitively. Both approaches are enhanced 
by using microcomputers, but the gain is especially apparent for the geometrical one. This can be 
illustrated by the following example of a practical application of the Mean Value Theorem. 
Example 1. The charge on a capacitor in a certain electrical circuit is 
Q(t) = exp(-t)cos(nt)mC, where t measures the time in milliseconds (ms). At what 
time does the instantaneous rate of change of charge (i.e. the current) equal the 
average rate of charge over the first 2 ms. 
The arithmetic way to solve this problem is to find the derivative, Q'(t), evaluate Q(0) and Q(2), 
and then set up the equation which follows from the Mean Value Theorem: 
Q'(t) = (Q(2) - Q (0))/2. 
This leads to a nonlinear equation for t: 
- exp(-/)(cos(~zt) + n sin(~zt)) =(exp( - 2) - 1)/2. 
It can be solved by using a root-finding routine such as BISECTION. Finally the student needs 
to check that the root is in the interval (0, 2). 
The geometric approach is enhanced by the use of the MEAN VALUE routine. This routine 
displays a graph of the charge, the chord through the points (0, 1) and (2, exp( - 2)), and the 
tangent line to the graph at any chosen point (t, Q(t)) for t in the interval (0, 2). The slope of the 
secant chord represents he average rate of change of charge whereas the slope of the tangent to 
the curve represents he instantaneous rate of change of charge. By a succession of conjectures the 
student approximates the point in the interval (0, 2) where the tangent line has the same slope as 
the secant chord (see Fig. 1). This procedure does not take long because with each iteration the 
student is guided by the graphical and numerical comparisons of the slopes of the tangent line and 
secant chord. When a satisfactory approximation is obtained, its mathematical meaning is more 
apparent han in the arithmetical pproach. The instructional advantage of this approach is 
obvious because it engages the student's inductive mode of thinking. 
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Fig. 1. Application of the Mean Value Theorem. 
2.2. Mini-menu 
Instead of having a complicated tree of options within a routine which forces the student o 
answer (often superfluous) questions about the choice of parameters a "mini-menu" was designed. 
The student drives the routine by choosing any command listed on the mini-menu. All commands 
are represented by a single letter. Some of them execute a program. For example, R runs the 
routine, E exits to MENU, H gives help, V views the function(s) that have been defined by DEF 
FUNCTION. Other commands change the values of parameters needed to run the procedure. For 
example, I specifies the interval of integration, and N specifies the number of subintervals. The 
parameters are given suitable default initial values so that the routines can often be run even 
without the parameters having to be changed by the student. 
Iterative processes are used in most of the numerical routines. BISECTION converges to the root 
of an equation by successive interval-halvings, TRAPEZOIDAL approximates the integral with 
successively arger numbers of trapezoids, etc. In our routines essentially all automatic stopping 
criteria have been eliminated. After each iteration the student must decide whether to iterate again, 
choose different parameter values, or stop the routine. This is done through the mini-menu 
commands. 
Some parameters have natural restrictions. For example, N, the number of subintervals or terms 
of a series has an upper bound in order not to extend computations beyond reason. In some cases 
the increments of N are also limited. In TRAPEZOIDAL the initial value of N must be less than 
15. Each successive choice of N must be no more than twice the previous one. This feature forces 
the student o actually observe the sequence of approximations. From this sequence the student 
can infer the rate of convergence and once again his inductive reasoning is engaged. In order to 
eliminate unnecessary keystrokes, a routine automatically offers a new default value of N (such 
as twice the previous value) after each iteration. In this way the student need only press R to 
continue the iterations (provided the new value of N is satisfactory). 
An example of the benefits of the mini-menu can be seen in the routine RIEMANN. The interval 
of integration and the number of subintervals must be specified. The student has the option of 
choosing subintervals of uniform or random widths. The function can be evaluated at the left 
endpoint, right endpoint, or midpoint of the subinterval, or it can be evaluated at a random point 
inside the interval. This wealth of choices is appealing to the more experienced student who wants 
to experiment, but it can be confusing to someone just learning about integrals. The novice can 
input the interval of integration and run the routine without bothering to change the (default) 
values of the other parameters: initially 10 subdivisions, uniform subinterval widths, and the 
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function evaluated at the midpoint. The more advanced student has the power to change all these 
parameters as he pleases with a few simple keystrokes. 
2.3. Enhanced student participation 
If only the final product of a calculation isof interest, hen the speed of computation is of utmost 
importance and any user's interference simply slows down the computation. That is the situation 
in most application-oriented software for research and production. This should not be the case with 
software for teaching. Here it is desirable that the student understands the mathematical ideas 
behind the simple algorithms. The student should be encouraged toalter the path of events, make 
his own interpretation of the results, and draw proper conclusions. The following example 
illustrates these concepts. 
Suppose one wanted to investigate the derivative of f (x)  at a. One could implement a routine 
that utilizes a high order difference scheme for the sake of accuracy. The routine could compute 
approximations for a predetermined number of successively smaller values of Ax, extrapolate to 
improve the approximation, and then display these values. 
This algorithm would be fast, but what would the student gain from it? It would not move the 
student's imagination. He would sit waiting for the microcomputer to spit columns of numbers, 
and then just print them out and turn them in. The student would not see nor understand what 
the computer isdoing. Moreover, after only a few iterations the results may already be as accurate 
as possible, and further approximations may only be worse due to the round-off error caused by 
limited machine precision. An example of this is the derivative of the functionf(x) =(1 - cos(x))/x 
(for x ~ 0) and f(0) = 0. (The difference quotient approximation f the derivative is poor for very 
small values of Ax because of cancellation i the numerator.) Another possibility is that the iterates 
might start to blow up to infinity in an evident way making further approximations unnecessary 
(e.g. the derivative of x 2/3 at x = 0). For these reasons the student should see, understand, and direct 
the algorithm. 
Graphical i lustrations are used to attract he student and let him view what the routine is doing. 
This is why virtually all of our numerical routines include graphics. By visualizing the algorithm 
the student can better understand it and therefore better direct it. 
The algorithms implemented in our software have been chosen for their simplicity and their close 
tie to fundamental calculus definitions and theorems. RIEMANN is not an efficient method of 
integration, but it illustrates the definition of the definite integral. TRAPEZOIDAL and SIMPSON 
are extensions of the idea behind RIEMANN. They are fairly simple to understand, and they show 
how a clever modification can improve accuracy significantly. Nevertheless, all three of these 
routines are crude when compared to the commercially available quadrature software. In the same 
manner, BISECTION is not the fastest root-finder, but its idea follows naturally from the 
Intermediate Value Theorem. 
The numerical routines are designed to place as many decisions as possible in the hands of the 
student. It is the student who makes the (proper) choice of the next step: either accept he result 
and exit, continue with further iterations, or revise the parameter values and start again. This is 
why the automatic stopping criteria have been eliminated. In BISECTION even more is demanded 
of the student. He is asked to demonstrate some understanding of the underlying algorithm by 
deciding in which half of the current interval the search should continue. After three correct choices 
have been made, the further iterations are computed without his question. 
In summary, the software features discussed above allow the student to participate actively. This 
requires ome additional time in running the routines, but does not mean that nothing can be done 
to avoid slowness. Almost all of the time required to complete an assignment should be the time 
the student spends observing and thinking, not time spent waiting for the computer to finish a 
calculation. This is the reason that repetitious graphs are avoided, especially where the detail is 
excessive or too fine to be seen clearly. This is also the reason that default values of the parameters 
are provided and automatically updated after each iteration. 
3. CALCULUS II ROUTINES 
Our routines for the first semester calculus course have been described [1]. During the 1984/1985 
academic year, several new routines were added to the software for the second semester calculus 
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course. To accommodate the increased number of numerical routines available the MENU was 
redesigned to display the routines by thematical groups. The Calculus I routines (listed by topic) 
are: limits of functions (EPSIDEL, LIMIT, INFLIMIT), root finding (NEWTON, BISECTION), 
derivatives of functions (DERIVATIVE, DIFFERENTIALS, MEAN VALUE), integration 
(RIEMANN, TRAPEZOIDAL, SIMPSON), and plotting and tabulation (PLOT-XY, 
TABULATION). Two new groups of routines have been added: volumes of revolution (DISKS, 
WASHERS, SHELLS) and series (SERIES, TAYLOR). Four new routines have been added to 
the existing roups: integration (AREA, IMPROPER) and plotting (POLAR, PARAMETRIC). 
Also PLOT-XY has been extensively modified. In this section the new routines are described. 
Some of the calculus routines use only the first function that the student defines with DEF 
FUNCTION, while others use both the first and second functions. The paragraphs below follow 
the convention that the first function alone is denoted simply f whereas the first and second 
functions together are denoted f~ and f2 respectively. 
3.1. Plotting 
PLOT-XY is the basic plotting routine of the system. This routine displays the graph(s) in 
cartesian coordinates of either one or both of the functions defined using DEF FUNCTION. An 
example of a graph generated by this routine is shown on Fig. 2. PLOT-XY has the following 
features: 
(i) A function can be defined piecewise on one or more non-overlapping intervals. Discontinuous 
functions are correctly plotted if the points of discontinuity lie at the endpoints of these intervals. 
A function need not be defined over the entire real line. 
(ii) The frame and labelled tick marks are automatically drawn. There are a minimum of five 
and a maximum of nine tick marks. 
(iii) Included (closed) endpoints are indicated by solid (shaded) circles, while excluded (open) 
endpoints are indicated by open (empty) circles. 
(iv) Windowing of the plot can be either manual or automatic. The window is the portion of 
the xy-plane that is actually viewed. The student must specify the horizontal dimensions of the 
window by specifying the values of x = a and x = b. For manual windowing the student also 
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Fig. 2. Graph ~nerated by the main plotting routine. 
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Fig. 3. Graph in polar coordinates. 
specifies the values y = c and y = d,  the vertical size of the window. For automatic windowing 
PLOT-XY chooses the interval [c, d] to barely contain both the minimum and maximum values 
of the function for x in the interval [a, b]. 
The routine POLAR plots a single function f in polar coordinates, r =f (0 ) ,  where I rl is the 
radius, and 0 is the angle of inclination relative to the polar axis (see Fig. 3). The function f must 
be continuous. 
The routine PARAMETRIC plots the graph of a curve defined parametrically. The coordinate 
positions are defined as x =f~(t)  and y =f~(t)  (Fig. 4). 
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Fig. 4. Graph of a curve defined parametrically. 
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Fig. 5. Approximation of an area bounded by two functions. 
3.2. Integration 
The routine AREA approximates 
ff Ifl(x) --rE(x)I dx, 
the area bounded between the graphs of  two functions. The graphical output displays this area 
shaded appropriately (see Fig. 5). For our routine the number of  subdivisions must be even 
(because Simpson's rule is used) and not greater than 70. 
The routine IMPROPER computes the approximate values of  the improper integrals 
f f(x) dx, 
where either (but not both) a or b is infinite, or f(x) is singular at either (but not both) a or b. 
This means that the improper integral has one of  four possible definitions. It is the limit as T ~ oo 
of  
or  
or it is the limit as 5 --* 0 of  
; rf(x) dx 
brf(X) dx, 
f j  f(x)dx 
+6 
or 
ff -6f(x) dx. 
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Depending on the case studied, the student chooses successively larger positive numbers T or 
successively smaller positive numbers 6. The routine computes the approximate value of the integral 
over the interval [a, T], [ - T, b], [a + 6, b], or [a, b - 61. To avoid the numerical difficulties of 
integrating over increasingly larger intervals, the integrals 
and 
s 
b 
_Tf (xl dx 
are transformed in terms of a new variable z, where z = l/(x - a + 1) and z = l/(x - b - l), 
respectively, before the quadrature is performed. IMPROPER makes this transformation auto- 
matically (and invisibly for the student), and this guarantees that the lengths of the intervals of 
integration are then less than unity. The quadrature algorithm used in IMPROPER is QUAD [2]. 
This is an adaptive algorithm that employs a ten point Newton-Cotes formula (a generalization 
of the trapezoidal and Simpson’s rules). The choice of QUAD makes the computations very 
efficient. Moreover, the student is not required to input neither the number of subdivisions nor the 
desired accuracy (its default is set to 0.0001). An example of the output from IMPROPER is shown 
in Fig. 6. 
3.3. Series 
The routine SERIES provides information about the partial sum 
jMfW 
which helps the student determine whether the corresponding series converges or not. The routine 
displays a table of numerical values (see Fig. 7) consisting of the following six columns: (1) ZV, the 
upper limit of the partial sum; (2)f(N), the Nth term of the series; (3) If(N + 1)/f(N) I, the absolute 
value of the ratio of the (N + 1)st term to the Nth term; (4) If(N) 1 ‘IN, the Nth root of the absolute 
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Fig. 6. Approximation of an improper integral. 
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Fig. 7. Numerical information about an infinite series. 
value of the Nth term; (5) If(N)/N-el, the ratio of the absolute value of the Nth term to the Nth 
term of a P-series; and (6) 
N 
E f(k), 
k=M 
the Nth partial sum. Each successive run of the routine adds a row to the table for the new value 
of N. The partial sum is not evaluated for N larger than 1280 in order to save computation time. 
The data presented in columns (2)-(5) help the student to determine which standard tests for 
convergence of divergence are most likely to work. If the entries in column (2) do not appear to 
be approaching zero as N approaches infinity, then perhaps the Nth term test for divergence might 
be successfully applied. If the entries in column (3) appear to approach some limit other than one, 
then the ratio test can probably be used. Similarly the data in columns (4) and (5) indicate the 
applicability of the root test and the comparison (or limit comparison) test, respectively. The value 
of P for the data in column (5) is specified by the student and can be modified at any time. When 
it is changed, all the values in column 5 are updated automatically. The routine SERIES can also 
perform similar analysis for series of the form 
f(k). 
k=M 
The routine TAYLOR approximates functions using polynomials of degree less than ten. The 
student inputs degree of the polynomial, the values of its coefficients, and the point around which 
the polynomial is to be expanded. The routine displays the graphs of both the function and the 
polynomial approximation (see Fig. 8) so that the student can see how well they match. The 
accuracy of the approximation can also be checked by evaluating the function and the polynomial 
and specified points. 
3.4. Volumes of solids of revolution 
There are three routines which compute the approximate volume of a solid generated by 
revolving an area about an axis: DISKS, WASHERS, and SHELLS. The area is defined by the 
boundaries x = a, x = b, y =f~ (x), and either y = 0 (for DISKS) or y =f2 (x) (for WASHERS and 
SHELLS). In DISKS and WASHERS the area is revolved around the x-axis, and in SHELLS the 
area is revolved around v-axis. 
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Fig. 8. Approximation of a function by a polynomial. 
The integral which gives the volume of revolution is approximated by the trapezoidal rule for 
the number of subintervals chosen by the student. Initially, the students must choose between N -- 5 
and 15 subintervals. In each subsequent computation the student can increase this number up to 
a maximum of two times the previous value of N. For these routines the maximum number of 
subdivisions is N = 70. 
For values of N between 5 and 15 a picture is drawn showing the solid and a typical volume 
element (disk, washer, or shell). Examples of this output are shown in Figs 9 and 10. These 
three-dimensional graphical images help the student visualize what the solid looks like and how 
its volume can be approximated by summing up the volumes of many small pieces. Students often 
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Fig. 9. Approximate volume of a revolving solid: DISKS.  
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Fig. 10. Approximate volume of a revolving solid: WASHERS. 
struggle with a volume problem because it is essentially geometrical in nature, but it is posed in 
terms of sterile arithmetic equations on a piece of paper. They must translate these quations into 
a geometrical image in order to set up the correct integral. This is why a geometrical tool, such 
as microcomputer g aphics, can be helpful. 
4. TECHNICAL CONSIDERATIONS 
A successful microcomputer laboratory for calculus requires both capable hardware (terminals, 
microprocessors, magnetic disks, and printers) and well-written educational software. It is possible, 
and perhaps desirable to purchase both hardware and software in a ready-to-use form. When we 
began planning our microcomputer laboratory in the spring of 1983, we could not find software 
that met our expectations or a hardware system that fitted our budget. As a consequence we 
decided to develop our own software and piece together different hardware components. This 
section describes ome important issues to consider in either choosing or developing a micro- 
computer system and setting up the laboratory. 
4. I. The hardware and physical ayout 
Our hardware is a networked system of 8-bit microprocessors running a multi-user operating 
system. Each microprocessor has its own 64K of random access memory and is connected 
to a graphics terminal. The microcomputers are networked in four groups of sixteen (fifteen 
for the students, one for the operator), and each group has its own text printer and graphics 
printer. The groups run independently of the other, but there is some communication possible 
between them. Each terminal is placed in a carpeted carrel to dampen the noise made by 
people working and talking. The total space occupied by the microcomputer laboratory is about 
1500 ft 2. 
It is important hat microcomputers be available for student use at convenient times. Our 
laboratory isopen approx. 50 h per week. This combination provides 3000 terminal hours per week 
for students to use. Student assignments take an average of 1 or 2 h per week. Thus the laboratory 
accommodates 1000 students comfortably (allowing for uneven demand throughout the week). The 
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hours of operation are chosen to satisfy the needs of both students and technical staff. The 
laboratory is open certain weekday evenings and on Saturday mornings to fit the schedules of 
working students. The laboratory doses early Friday afternoon so that the staff can perform any 
necessary maintenance. Student usage of the computer system is continually monitored and 
laboratory hours are adjusted in response to student demand. 
Hardware maintenance is crucial to ensure smooth, uninterrupted operation of the laboratory. 
Without maintenance the system will eventually crash, and this could happen when the laboratory 
is full of students trying to finish assignments that are due the following day. Students value 
reliability and ease of use (perhaps even more than sophistication). Proper maintenance toprevent 
system failures and hardware upgrades for improved performance both serve to ensure student 
satisfaction. 
Our hardware was fairly reliable for the first year, but some problems arose during the second 
year. Because the laboratory was expanded and our original terminals were discontinued by the 
manufacturer, a different brand of graphics terminals had to be purchased. These proved to be less 
reliable. Also several components, uch as microprocessor boards, disk controllers, and hard disks, 
failed at one time or another, disabling up to sixteen stations. In the process of upgrading and 
repairing the hardware and system software, incompatibilities were discovered between the new and 
the old. The hardware vendor failed to offer substantial support. 
Certain steps can be taken to minimize the adverse impact of hardware problems. The 
importance of any single component should be reduced as much as possible to minimize the damage 
caused by its failure. For example, having a few independent etworks of microcomputers which 
are connected to each other may be preferable to having all microcomputers in a single network. 
If the hard disk serving one network crashes, then only part of the entire system will be disabled. 
Replacements for essential components hould be readily available. A good measure of the 
importance of a component is the severity of the consequences if it fails. The microprocessor may 
seem crucial, but its failure only disables one station. On the other hand, if a simple hard disk 
controller board fails, it disables many stations. 
Some of the particulars of our architecture are not essential but offer definite advantages. 
Because hard disks (rather than floppy disks) are used to store the software, there is no fear of 
insufficient non-volatile memory. Since our microcomputers have no floppy drives within the reach 
of students, there is no security problem. Networking of microcomputers and peripherals allows 
students to share printers, plotters, and hard-disk storage. This reduces hardware costs. Having 
the software centrally located on a hard disk makes it easy to maintain and upgrade. On the other 
hand, the language we have used for software development is not meant for a multi-user 
environment, and this has caused some programming problems. Another difficulty with shared 
peripherals i that although the text output has been fairly easy to queue, such has not been the 
case with graphical output. Purchasing hardware from different small companies has given us 
flexibility in designing our system and helped to minimize hardware costs. In the past few years, 
however, large manufacturers have begun offering substantial educational discounts and more 
capable machines. For these reasons plus the consideration ofmanufacturer support it may be wiser 
now to purchase a name brand system. 
4.2. Software 
The obvious advantage of developing one's own software is that it can be tailored to one's own 
preferences, tudents, and hardware. The obvious disadvantage is that the development process 
takes a lot of money, time, and energy. Before deciding whether to purchase or develop software, 
one should review what is commercially available. Particular attention should be paid to 
pedagogical concerns uch as those discussed in Section 2. If one decides to develop one's own 
software here are some things to keep in mind. 
The development language must be chosen. It must be able to handle numerical calculations, 
graphic output, and some text manipulation. When we began developing the calculus software, 
Microsoft BASIC was chosen as the development language. It is easy to find programmers who 
are familiar with BASIC. The fact that the language is interpretive facilitates oftware development, 
especially on microcomputers, since compilation takes time. BASIC's main disadvantages are that 
it lacks structure and it is slow. This last limitation can be overcome somewhat by compiling the 
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code, which we have done. If we were to choose a development language now, however, we might 
prefer the language C. 
The performance of the software is constrained by the memory of the microcomputer. The 64K 
RAM of our microcomputers has become a significant limitation. The sophistication of our 
software requires even single numerical routines to be split into separate modules. The time taken 
to load these modules is noticeable and sometimes annoying. By acquiring a single 128K RAM 
board we have been able to link larger modules which can still be loaded in 64K RAM. If each 
microcomputer was given a larger amount of RAM (say 128K), then the maximum size of a module 
could be increased even more, thereby reducing load times and offering significant time savings for 
the students. 
The task of maintaining and improving software can become more difficult with time. In the 
course of our development process the calculus oftware has grown, and software developers have 
come and gone. Programmers must now decipher and modify programs that they did not write. 
Proper documentation is necessary to facilitate maintenance and improvement. This must be 
conscientiously enforced because programmers are reluctant to comply. They would rather develop 
new programs. 
5. THE PEOPLE INVOLVED 
Although the microcomputer laboratory is technologically advanced, the human factor is very 
important. Each semester there are up to 1000 students enrolled in first-year calculus. The 
instructional personnel consists of about 15 instructors, 15 graduate teaching assistants, and 20 
undergraduate consultants. The support personnel consists of a software development group 
(about five graduate student programmers and two faculty members) and a hardware maintenance 
group (the equivalent of two full-time staff). 
To achieve high quality instructional time with microcomputers there must be a coordinated 
effort by the students, the instructional personnel, and the support personnel. Each group must 
perform certain well-defined tasks. In addition, there must be a free-flow of communication 
between the groups. Because the instructional use of microcomputers is relatively recent, any 
microcomputer laboratory is a pioneering effort and bound to be in a state of flux. Students and 
instructors need to be informed of how to use the computer system in a meaningful way. They 
should be made aware of both its capabilities and limitations. Hardware and software malfunctions 
must be quickly identified and corrected by the support personnel. Improvements should be 
suggested to the support personnel and then implemented by them. The following paragraphs 
describe the organization of the people involved, their tasks, and the relationships between them. 
5.1. The students and the instructional personnel 
Students are introduced to the features of the computer system during the first week of class. 
During the time allotted for one of their discussion sessions, they come to the laboratory and are 
given a 40-min test-drive. This covers the fundamentals: how to log on and off, how to define a 
function and plot it, and how to get hard-copy output. An experienced instructor or teaching 
assistant guides the group of students through each procedure. The guide is assisted by several 
others, and each student has a copy of the script in front to follow. Each student receives a copy 
of our User's Handbook [3] which describes the system in detail. Initially a student has 
under-privileged status which means that he has no access to the numerical routines. To gain full 
access to the calculus oftware a student must pass the PRETEST. This is an on-line, open-book 
test covering the essentials of how to use the computer system. This material is covered uring the 
test-drive and also in the first half of the Users' Handbook. When a student passes the PRETEST, 
he is automatically upgraded to normal status by the computer. 
Instructors and teaching assistants who are unfamiliar with the computer system are encouraged 
to spent some time using it before the term starts. Instructors are advised of the number of problems 
which constitute a reasonable assignment. They do not have to create their own problems, but may 
select whichever ones they wish from our Problem Set Book [4]. This book is available to each 
student, and it contains problems designed to exploit he computer system's capabilities. Examples 
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of these problems are presented in Section 6.2. Teaching assistants hold their office hours in the 
computer lab, which makes them easily accessible to their students. 
During the times that the lab is open, there are one or two (undergraduate) consultants present. 
Together with the teaching assistants hey answer students' questions about both calculus and the 
computer system. There are about 20 students who serve as consultants. Each one works about 
5 h per week. The hiring and supervising of the consultants i  coordinated by one of the faculty 
members. Each applicant for the job is carefully screened on the basis of his transcript, a 15-min 
personal interview, and faculty recommendations. The necessary qualifications are: a strong 
mathematical background, a familiarity with computers, and an ability to explain. Most consul- 
tants have completed a minimum of 2 years of mathematics (calculus and above) with an A average 
and have interacted with computers as a hobby or through programming courses. In our experience 
the instructors and teaching assistants who are assigned to teach calculus change from term to term, 
but the consultants ypically stay for a year or two. Because of this continuity there are few new 
consultants o be trained each term. A major asset of our laboratory is the wealth of knowledge, 
communication skills, and enthusiasm displayed by the consultants. At the beginning of the term 
the calculus tudents are full of questions about calculus and the computer system. Receiving an 
immediate answer and a helping hand from a consultant makes their experience more profitable 
and enjoyable. 
5.2. The support personnel 
Creating and running a microcomputer laboratory requires a dedicated support eam of people 
with diverse abilities. Sometimes problems arise that do not have quick and easy solutions. The 
support personnel, therefore, needs trong motivation and willingness to persevere. Diverse abilities 
are required to perform many different asks. Hardware must be procured, installed, and 
maintained. Software must be conceived, designed, implemented, installed, and maintained. 
Because of the number of people involved, the support personnel must be able to communicate 
and cooperate with one another. The software development group meets together weekly with one 
or two members of the hardware maintenance group. These meetings give us the opportunity to 
learn how each other's work is progressing and to apply our collective knowledge to solve any 
problems that may have arisen. 
Our software development group consists of two faculty members (the authors), and between 
four and six programmers ata time. Our programmers have all been graduate students, and over 
a 2-year period there have been more than a dozen of them who have worked on software 
development a  one time or another. Calculus oftware is written, installed, and maintained by the 
programmers, and they also contribute to the User's Handbook and Problem Set Book. This work 
requires diverse types of programming: systems, graphical, and numerical. Programmers are hired 
on according to: (i) their overall programming skill, (ii) our need for their particular type of 
programming expertise, and (iii) their ability to work in a team. These criteria are evaluated on 
the basis of personal interviews, resumrs, and faculty recommendations. The two faculty members 
supervise the software development and are involved primarily in the conception, design, and 
testing stages. They are also responsible for the preparation of the printed materials that 
accompany the software. 
Most of our software development is done during the summer (May-August), when the 
programmers are able to work 40 h per week. During the school year the programmers receive the 
same stipend as teaching assistants. Software development serves as a substitute for teaching duties. 
The hardware maintenance group consists of four full-time staff. Their efforts are divided among 
our calculus lab, the computer lab for the Mathematics Department's remedial course, and the 
office computer system. The staff manages and maintains the hardware, the operating system 
software, and the physical condition of the laboratory. 
There are several day-to-day responsibilities involved in running our microcomputer laboratory. 
The condition of the lab needs to be monitored. If there is a software or hardware malfunction, 
it should be tended to as quickly as possible. If the laboratory becomes crowded, the instructors 
need to be asked to stagger the due dates of their assignments. The consultants require some 
supervision. New faculty, teaching assistants, consultants, and students must be introduced to the 
laboratory. At the present hese responsibilities are split among some of the faculty and staff in 
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addition to their regular duties. The overall operation of the laboratory should be directed by a 
single person. Either a laboratory director could be hired, or faculty member could be given release 
time to handle these responsibilities. 
6. INSTRUCTIONAL USE 
The instructional use of the calculus microcomputer laboratory is analogous to the instructional 
use of experimental laboratories in other scientific disciplines. The "laboratory equipment" is a 
computer system with graphics terminals and tailor-made software. The "objects of study" are 
functions. The "experiments" are problems to be solved. The two-fold goal is to see abstract 
mathematical concepts come alive and to solve physically interesting (though perhaps complicated) 
problems. 
Setting up laboratory equipment and staffing the lab with knowledgeable p rsonnel are essential 
preliminaries. The ultimate purpose is not achieved, however, until the student uses the laboratory 
to learn calculus. This learning takes place as the student solves assigned problems. Therefore, such 
problems must be carefully formulated in advance, keeping in mind the mathematical concepts to 
be taught. Section 6.1 describes ome of the mathematical concepts that a microcomputer can be 
used to teach. Section 6.2 presents and discusses ome examples of the problems assigned to our 
students. 
6.1. The mathematical concepts taught 
Calculus introduces everal abstract concepts uch as limit, derivative, integral, and infinite 
series. These concepts are difficult for many students to understand. Such students are inclined 
to become proficient in performing straightforward calculations by hand and to mistake this 
proficiency for understanding. Thus, many students have difficulty formulating the equations 
necessary to solve word problems. They cannot determine qualitative behavior (such as existence, 
convergence, or bounds) in cases where a quantitative answer is impossible. They cannot explain 
how and why a certain concept is defined. 
Abstract mathematical concepts often have both an algebraic interpretation and a geometric 
interpretation. Consider, for example, the concept of the derivative of a function. Algebraically, 
it can be construed as the limit of a difference quotient. Geometrically, it can be understood as 
the slope of the line that is tangent o the graph of the function. A complete understanding of such 
a concept necessitates knowing both the algebraic and geometric interpretations. 
The computer can help the student o understand a concept both algebraically and geometrically 
by performing operations that the student cannot do quickly or efficiently. The computer can easily 
perform arithmetic operations. It can reinforce the algebraic notion of the derivative by tabulating 
the values of a difference quotient for successively smaller increments in the independent variable. 
This demonstrates how such a quotient approaches a limit and what limit it approaches. The 
computer can also quickly draw the graphs of an arbitrary function. It can reinforce the geometric 
notion of the derivative by drawing successive secant lines to show how they approach the tangent 
line of the given function. 
In addition to introducing the student o abstract concepts, the calculus syllabus contains a 
certain amount of calculation by hand. The student learns to evaluate limits, derivatives, and 
integrals and to determine the convergence of series. Some of these calculations demonstrate he 
importance of calculus in solving realistic problems that the student is likely to face in other 
disciplines. 
The computer can be used as a numerical and graphical aid for solving calculational problems. 
Lengthy calculations with pencil and paper (such as certain definite integrals) are susceptible to 
errors, especially when the student is just learning the techniques involved. The student can verify 
his calculation by comparing it with the computer's numerical approximation. Many calculus 
problems of physical interest cannot be solved by analytical means alone. For example, the solution 
may require finding the roots of a transcendental equation or integrating a function whose 
anti-derivative cannot be expressed in terms of elementary functions. Because of these difficulties 
many standard texts avoid such problems. With the aid of a computer, however, the solution can 
often be approximated satisfactorily. 
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Because computer hardware and software have developed so rapidly over the past few decades, 
the computer has quickly become an important numerical tool for scientists and engineers. 
Numerical algorithms for integration (quadrature ules) and for finding roots (interval-halving and 
Newton's method) are likely to be used by calculus tudents in later courses or in their professions. 
Most calculus texts have sections describing these procedures. The calculus microcomputer lab can 
be used to help a student become familiar with the algorithms and their underlying ideas. 
Although computer software is by nature calculational, this does not mean that it is useless for 
solving abstract problems. Sometimes the student is unsure of the direction to take in solving a 
theoretical problem (such as determining whether or not a series converges). Computer-generated 
plots and numerical calculations for concrete xamples can serve to test the student's conjectures 
and suggest a method of proof. 
6.2. Some sample  prob lems 
A student comes to our laboratory to solve problems assigned by the instructor or to solve 
problems of his own interest. This lab session is more beneficial when the student has prepared 
in advance. Adequate preparation i volves: (i) studying the underlying mathematical ideas as 
explained in the text or lecture notes, (ii) reading the User's Handbook to become familiar with 
the relevant numerical routines, and (iii) performing any prerequisite s t-up of the problem or hand 
calculation. After logging onto the computer student defines the function(s) of interest and then 
runs one or more numerical routines (as suggested in the statement of the problem). Any desired 
numerical output can be saved and then printed at the end of the session. 
Faculty and graduate students at USC have developed a Problem Set Book which contains 
problems that a student can solve with the help of the computer. The content of this book has 
evolved over the past 2 years as the computer system has increased in sophistication and as our 
understanding of how to use it has grown. The following paragraphs describe some examples from 
the Problem Set Book and explain the specific concepts that these problems help teach. 
Early in the term the student is asked to define a function (using DEF FUNCTION) and then 
graph it in cartesian coordinates (using PLOT-XY). 
Example  2. Sometimes the domain of a function cannot be the whole real line. The 
largest subset of the real line that can be the domain of a function is called its natural 
domain. Find the natural domain of the function 
f (x )  = (2x  z --  x - -  3)/(x 2 + x -- 2) I/2 
and then PLOT-XY this function. 
This exercise provides the student with a good introduction to the computer system. Defining 
functions and plotting them are two fairly simple tasks that a student often performs throughout 
the semester. Another feature of this example is that it reinforces the concept of function's domain. 
A function on our system consists of one or more expressions together with the corresponding 
intervals over which they apply. When defining the function above, a student must enter the 
expression, 
(2*x*x - x - 3 ) / sqr (x*x  4- x - 2), 
and also the intervals 
( -  *, -2)  and (1,*). 
(Our terminals do not have the oe character, and so * is used instead.) If the student defines the 
domain of f (x)  to include points for which the function is undefined, then an error message will 
appear on the screen when the computer tries to evaluate the function there. 
While using the system the student learns to distinguish the difference between the function's 
domain and range and the plotting window. The plotting window is a cartesian product of two 
closed intervals, say [a, b] and [c, d]. PLOT-XY displays the portion of the function's graph which 
intersects the rectangle [a, b] x [c, d]. The interval [a, b] is not required to be a subset of the 
function's domain, nor is it required to contain the function's domain. Once the function in 
Example 2 has been properly defined, it may be plotted over any interval [a, b]. If this interval 
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contains points where the function is not defined, then PLOT-XY leaves the graph blank there. 
Although PLOT-XY has the option of automatically scaling the y-axis to contain the absolute 
extrema of the function, manual scaling has the advantage of highlighting certain features of the 
graph. 
The natural domain of a function studied is often the whole real line. The function exp( - x 2) 
is a typical example. Because the terminal screen is finite, it is impossible to plot such a function 
over its entire domain (on a linear scale). Sometimes, however, a student has tried to do just that. 
At other times a student has realized that a function cannot be plotted over an infinite interval 
and has decided to restrict he domain of the function when defining it to say the interval ( -  5, 5). 
This practice, however, is unnecessary and may lead to undesirable results. For example, if a 
student plots the function for values x in the interval [ -10,  10] then the graph shows only his 
restricted version of exp( -  x 2) and is blank outside the interval ( -5 ,  5). An even worse situation 
occurs when the student ries to integrate this function over the interval [ -5 ,  5]. Since the points 
- 5 and 5 are not included in the domain of the function, the quadrature routine generates an error 
message when it tries to evaluate the function there. 
In the cases mentioned above the computer attempts to follow the student's directions. When 
the student does not understand a concept clearly, an error message may result, thereby forcing 
the student o rethink the concept. 
Certain functions are defined by different expressions over different intervals. 
Example 3. A certain electronic ircuit has a power source which supplies an applied 
voltage E(t). Until time t = 0 the power source is turned off. At time t = 0 the 
scientist switches on an oscillating voltage of 5 sin (t). At t = 4 the scientist switches 
the power to a constant voltage of 3 and leaves it there. Formulate the definition of 
E(t) and PLOT-XY this function. By hand and by using LIMIT determine if the 
function is continuous at t = 0 and at t = 4. 
The calculus oftware allows a student to define the plot functions uch as those described above 
as well as investigate their limits, derivatives, and integrals. A student solving Example 3 must 
realize that it does not describe multiple functions (a common misconception) but a single function 
defined by multiple expressions as follows. 
E(t)= sin(t) fo r0~<t<4,  
fo r4~<t<+oo.  
Problems like the one above extend the student's notions about how functions can be defined. 
As Example 3 illustrates, a broader notion of function has physical interest as well as mathematical 
interest. 
The meaning and the order of the quantifiers "for every" and "there exists" are crucial in the 
study of mathematics and logic. Their importance is evident in the definition of limit. When asked 
to define "limit", many students will forget the quantifiers, write them incorrectly, or write them 
without understanding. The following example helps the student to learn the meaning of 
quantifiers.. 
Example 4, Consider the function f (x )= x 2. By using EPSIDEL find 6 such that 
Ix - 21 < 6 implies that If(x) - 4.1] < E for the case of E -- 0.5. Does this prove that 
the limit o f f (x )  is 4.1 as x approaches 2? Explain why or why not. 
The routine EPSIDEL displays a picture of what occurs in this problem. It shows the graph of 
the function and the intervals (2 - 6, 2 + 6) and (4.1 - ~, 4.1 + E). The student can easily determine 
graphically and numerically which values of 6 are valid for E = 0.5. Since the student probably 
realizes that the limit in question is not 4.1, he is forced to discover how the statement of the 
problem differs from the definition of limit. Specifically, he must realize the significance of the 
phrase "for every E". 
The notions of limit, derivative, integral, and infinite series are initially rather vague to most 
students. The calculus oftware generates graphs and tables of numbers that give explicit physical 
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meaning to these concepts. The epsilon-delta definition of a limit, for example, has a physical 
interpretation i terms of error tolerances. The existence of a limit means that any finite error 
tolerance E in the dependent variable can be met by specifying an allowable error ~ in the 
independent variable. For all but the simplest functions, finding 6 given E by hand is tedious. Rather 
than emphasize the algebraic details, the routine EPSIDEL simplifies the task of finding 6. This 
gives a student more time to study the meaning of the definition. Here is an example of the use 
of EPSIDEL. 
Example 5. The simple pendulum of a clock has length L. The period of the 
pendulum is T = 2n(L/g) 1/2. Suppose you want the pendulum to have a period of 
1 s. What value should L have? In practice you cannot specify the length of a 
pendulum exactly. Use EPSIDEL to estimate the allowable error in L that will 
guarantee that T has an error of no more than +0.01 s. 
Students often confuse the existence of a solution with the ability to write it in closed form in 
terms of elementary functions. Such confusion is enhanced by the fact that virtually all the 
problems that they are asked to solve in calculus courses actually do have solutions which can be 
written in terms of elementary functions. The first time a student is asked to integrate xp( -x  2) 
he will likely try to find the answer in terms of elementary functions. Once he is convinced that 
this is not possible, he may incorrectly assume that the integral does not exist. A problem such 
as the following can clarify the issue. 
Example 6. The integral 
2n -1/2 exp( -  t 2) dt 
plays an important role in probability and statistics. Unfortunately, it cannot be 
evaluated in closed form in terms of elementary functions. 
(a) Approximate the integral for x = 1 by hand by using the trapezoidal rule with 
5 subintervals. 
(b) Use TRAPEZOIDAL to evaluate this integral to four significant digits for x = 1 
and x = 5. How many subintervals are required for this accuracy? 
The routine TRAPEZOIDAL displays the graph of the function, the relevant rapezoids, and 
the sum of their combined area. This output convinces the student hat the integral actually does 
exist and also provides an estimate of the integral's value. At the same time the student learns the 
idea underlying the trapezoidal rule by observing the graphical output and by doing a calculation 
by hand. In the process the student is introduced to a simple and effective numerical method that 
should be useful in the future. 
Derivatives of functions are often used to locate extrema nd sketch graphs. The critical points 
are solutions of the equationf'(x) = 0 (or points wheref ' (x)  is undefined). Solving this equation 
analytically usually requires reducing it to a low degree polynomial equation. If this cannot be 
done, the student is stymied unless he can resort to a numerical method for finding roots. 
Example 7. From the principles of optics one finds that the function I(x) = [sin(x)/x] 2
gives the intensity of light shining through a diffraction grating and onto a plate as 
a function of position on the plate. 
(a) How should the function I(x) be defined at x = 0 so that it is continuous there? 
(b) Locate three local extrema nd three inflection points of the graph of I(x). (If 
the position of a critical point cannot be found exactly, use a root finder such as 
BISECTION to approximate it.) 
(c) Find the intervals where the graph is increasing, decreasing, concave up, and 
concave down. 
(d) Identify any horizontal or vertical asymptotes. 
(e) Sketch the graph of I(x) by hand. Compare it with a PLOT-XY of the function. 
The critical points satisfy the equation x cos(x) - sin(x) = 0. There are infinitely many solutions 
to this equation but only the trivial one can be found analytically. In this example the computer 
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does not replace the thinking process. The student must understand the procedures for sketching 
graphs and for finding extrema nd inflection points. The computer just helps to complete the 
answer and then verify it. 
The truthfulness and the proof of a mathematical statement can sometimes be suggested by 
concrete calculations, in essence an experiment. The computer system makes it possible to perform 
such experiments, as in the following example. 
Example 8. Use SERIES to conjecture whether the sum 
+oo 
(-- 1)" In (n + 1)/(n + 2) 2 
n=0 
is absolutely convergent, conditionally convergent, or divergent. Prove your conjec- 
ture by using valid convergence t sts. If the series is convergent, estimate its sum from 
the output of SERIES. 
Calculus lectures on the subject of infinite series tend to stress proofs of convergence b cause 
so few series can be summed analytically. This emphasis on theory may be the reason many students 
find the subject difficult. The routine SERIES displays various values of N (chosen by the student), 
the Nth term au, the ratio l au+t/aN[, the root [aul~/u, the ratio JaN~N-el, and the Nth partial sum. 
The student is free to choose N and P. This data helps the student determine the behavior of the 
sum and whether a term test, ratio test, root test, or comparison test might establish convergence 
or divergence. If one value of P does not appear to work, other values can be tried very easily. 
It might seem natural at first to show convergence of the series above by comparing it with a 
P-series for P = 2, but in fact only a P-series with 1 < P < 2 can be used because of the logarithm 
in the numerator. The student can discover this by observing that the column of numbers lau/N-el 
generated by SERIES do not appear to approach a finite limit when P is chosen to be 2 but do 
appear to do so when P is chosen to be say 1.5. By experimenting, the student gains a better 
understanding of how to test for convergence or divergence. 
As the examples above indicate, there are several types of problems that can be solved with the 
aid of the computer that are not as accessible without it. Just as an experimental l b offers great 
advantages in a natural science class, so does the computer lab in a calculus course. In fact, the 
computer lab has the additional advantage that the pertinent variables are easier to control. 
Numbers and functions are not influenced by friction, fluctuations in temperature and pressure, 
sample impurities, or metabolic rates. Just as well designed experiments are needed for science 
classes, so are well designed computer exercises needed for calculus classes. 
It has recently become apparent that the Problem Set Book should contain some mathematical 
background material as a context for the problems. At the beginning of each section of problems 
there should be a summary of the mathematical concepts that the student needs to know and an 
explanation of any numerical algorithms used. This material is necessary because our calculus 
software is intended for use with any standard calculus text. Therefore, it cannot be assumed that 
the student's textbook adequately explains the algorithms used by the software (such as 
interval-halving to find roots). Also, since the intention of the Problem Set Book is to go beyond 
the standard textbook problems, the mathematical preparation offered by the text might be 
insufficient in a few places. 
7. CONCLUSIONS 
Who in the younger generation remembers logarithmic tables and the slide rule that dominated 
our calculations in the pre-calculator e a? Now it is the time for microcomputers to replace the 
old tools. Computers are wonderful devices, but only if used wisely. They are not a panacea for 
all our educational problems. Computers are good for certain tasks and should be used to perform 
them. They can rapidly perform complicated calculations, and they can display graphically even 
sophisticated functions. These capabilities allow one to study the subject from a geometrical 
viewpoint and in a more experimental way. Instructional software should be designed to exploit 
these possibilities. On the other hand, computers should not be used to perform tasks for which 
they are mediocre or poor. Computers are not intelligent instructors and they cannot replace the 
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student's thinking process. Large quantities of text are easier to read on paper than on a terminal's 
screen. 
One can expect hat the greatest instructional impact of the computer use will be on the syllabus 
and textbooks although this may be slow. The calculus yllabus has already begun to include some 
numerical methods: interval halving and Newton algorithms to find zeros of transcendental 
equations, and quadrature rules to compute definite integrals. The terminal and calculator logo 
are appearing in the margins of some textbooks indicating that a microcomputer o calculator is 
needed to solve a problem. A recent article [5] discusses how the emergence of calculus software 
should affect our teaching of techniques of integration. The next logical step is to introduce more 
calculus exercises that focus on problems whose answers cannot be computed by hand such as 
Examples 6 and 7 of the previous section. In the near future we hope that students will use the 
microcomputer as an experimental tool to motivate the proofs of certain qualitative properties, 
such as existence of integrals or convergence of infinite series. 
The question is not whether to use microcomputers in education but how to use them in an 
instructionally optimal way. There are different types of software available that one could 
conceivably use in a calculus course. Research-oriented application software mphasizes flexibility 
and speed, but it tends to require a mathematically and computationally sophisticated user. 
Educational application software is geared towards the novice and attempts to be user-friendly, 
but its capabilities tend to be limited. Much could be done to combine the advantages of both of 
these types of application software. Our software is an example of this kind of endeavor although 
design considerations have been entirely subordinated to instructional goals. Another example, on 
a larger scale, is MATLAB, the matrix laboratory [6]. Symbolic manipulation software has the 
potential for being very useful in a calculus course. On the other hand, it demands a large amount 
of memory and processing power in view of the microcomputers presently available. Therefore, 
we have taken a cautiously critical stance as represented by Squire [7]. Drill and tutorial are 
beneficial for calculus students, but these exercises can be accomplished alternatively with printed 
materials. Thus, we have not stressed microcomputer usage for this type of activity. 
Based on our experience, here are some brief practical suggestions, for designing a calculus 
microcomputer laboratory. The lab should be devoted to the instructional purposes. Hardware 
must be reliable and fast, and there should always be a back-up (Murphy's law!). Good support 
personnel is necessary. Experienced consultants should be available for the benefit of the students. 
The instructional team must become familiar with the idea of teaching in a computer environment 
and using the system efficiently. A sense of continuity from one semester to another in such a team 
is always helpful. The software must be a cohesive entity. It must be user-friendly and 
well-documented. Software must be designed to encourage the student's active participation. It
should draw the student into the process of solving assigned problems even at some expense of 
the speed of computations. Problem sets are an integral part of the instructional process. These 
exercises hould focus on calculus concepts not just on numerical algorithms. Designing a fruitful 
calculus experiment requires identifying the concept o be taught and then creatively and elegantly 
presenting it. Problems must be simple and clear because the student will undoubtedly find them 
more difficult and obtuse than intended. All this presents quite a challenge, and given the relative 
novelty of this endeavor, much remains to be done. 
Currently we are converting our software so that it runs on IBM PCs. This will make it much 
more portable than it is at the present. Our tentative future plans for the microcomputer laboratory 
are to extend its use to other courses offered by the department. A course in multi-variable calculus 
could use three-dimensional plotting routines. These routines would, for example, help students 
visualize the different types of behavior that are possible at critical points. An ordinary differential 
equations course could benefit from numerical routines that find approximate solutions. A student 
could employ such a routine to run experiments that would motivate proofs of qualitative 
properties (such as existence of a solution or blow-up in finite time). A linear algebra course might 
use the MATLAB software to facilitate matrix computations. 
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