Explicit MDS Codes with Complementary Duals by Beelen, Peter & Jin, Lingfei
 
 
General rights 
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright 
owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights. 
 
 Users may download and print one copy of any publication from the public portal for the purpose of private study or research. 
 You may not further distribute the material or use it for any profit-making activity or commercial gain 
 You may freely distribute the URL identifying the publication in the public portal 
 
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately 
and investigate your claim. 
  
 
   
 
 
Downloaded from orbit.dtu.dk on: Oct 23, 2019
Explicit MDS Codes with Complementary Duals
Beelen, Peter; Jin, Lingfei
Published in:
IEEE Transactions on Information Theory
Link to article, DOI:
10.1109/TIT.2018.2816934
Publication date:
2018
Document Version
Peer reviewed version
Link back to DTU Orbit
Citation (APA):
Beelen, P., & Jin, L. (2018). Explicit MDS Codes with Complementary Duals. IEEE Transactions on Information
Theory, 64(11), 7188-7193. https://doi.org/10.1109/TIT.2018.2816934
0018-9448 (c) 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TIT.2018.2816934, IEEE
Transactions on Information Theory
1
Explicit MDS Codes with Complementary
Duals
Peter Beelen and Lingfei Jin
Abstract—In 1964, Massey introduced a class of
codes with complementary duals which are called
Linear Complimentary Dual (LCD for short) codes.
He showed that LCD codes have applications in
communication system, side-channel attack (SCA)
and so on. LCD codes have been extensively studied
in literature. On the other hand, MDS codes form
an optimal family of classical codes which have wide
applications in both theory and practice. The main
purpose of this paper is to give an explicit construc-
tion of several classes of LCD MDS codes, using tools
from algebraic function fields. We exemplify this
construction and obtain several classes of explicit
LCD MDS codes for the odd characteristic case.
Index Terms—Generalized Reed-Solomon codes,
MDS codes, Linear complementary dual, Algebraic
geometry codes.
I. INTRODUCTION
Linear Complementary Dual (LCD) cyclic
codes over finite fields were first introduced and
studied by Massey in 1964 and they were called
reversible codes in [11]. LCD codes have been
used in many applications. Besides the appli-
cations in communication systems, data storage,
Carlet and Guilley [2] showed that LCD codes
can be used against side-channel attack (SCA).
It was shown that the distance of a code with
linear complementary dual represents the security
degree against SCA. Hence, for application in
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SCA, larger minimum distance is preferred. MDS
codes form an optimal family of classical codes
in the sense that the minimum distance achieves
the Singleton bound.
In [12], Massey showed that there exist asymp-
totically good LCD codes by establishing a re-
lationship between LCD codes and linear codes
and raised a question on whether LCD codes
can achieve the Gilbert-Varshamov bound. Later,
Sendrier showed that LCD codes meet the asymp-
totic Gilbert-Varshamov bound using the hull di-
mension spectra of linear codes [16]. In the litera-
ture, LCD codes have been studied extensively and
many results and properties for LCD cyclic codes
were found [6], [7], [10], [14], [19], [13], [20]. In
[8], the problem of constructing LCD MDS codes
over finite fields of even characteristic was solved.
For the case where the field characteristic is odd,
several results were presented in [5], [8], [13],
[18]. After this work was completed, we became
aware that there is a contemporaneous paper on
LCD MDS codes by Carlet et al. [3]. A few days
later, it was further showed by them that any linear
code is equivalent to an LCD code [4]. As a result,
the problem of classifying LCD MDS codes was
settled completely in [3], [4]. While the landmark
result in [3] cleverly employs techniques from lin-
ear algebra, the current work uses the language of
function fields and algebraic geometry codes. This
enables us to describe and obtain some LCD MDS
codes in a very different way. Because of this, we
feel that the current work is still of independent
interest and may facilitate future investigations of
(some) LCD MDS codes, since the full machinery
of function fields is available for these codes. We
explicitly construct several classes of LCD MDS
codes over finite fields of odd characteristic. The
algebraic geometry framework gives rise to a finer
analysis as to when a generalized Reed-Solomon
code is an LCD code as well. Summarizing, we
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obtain the following result.
Theorem I.1 Let q = pr for an odd prime power
q. Then there exist explicit q-ary [n, k]-LCD MDS
codes for the following ranges of n and k.
(1) Set n = pt, with 1 ≤ t < r and 0 ≤ k ≤ pt
(see Construction III.7 (i)).
(2) Set n < q a positive integer such that p|n
and (n − 1)|(q − 1) and 0 ≤ k ≤ n (see
Construction III.7 (ii)).
(3) Set n = p`, with ` a divisor of q − 1 such
that p` < q. If ` is even, then k = 2` − 2m
for any m satisfying 0 ≤ m ≤ ` − 1. If ` is
odd, then k = 2`− 2m for any m such that
0 ≤ m ≤ ` (see Construction III.8).
(4) Suppose that q ≥ 5 is an odd square and let
n < q such that n − 1 is an odd divisor of
q− 1. Then k = n− 2m for any m such that
0 ≤ m ≤ n/2 (see Construction III.9).
(5) Set n to be a divisor of (q − 1)/2. If n is
even (resp. odd) k = n − 2m (resp. k =
n−2m−1) for any m such that 1 ≤ m ≤ n/2
(see Construction III.10).
(6) Let r > 1 and write Nt = (pt − 1)/(p− 1).
Then we set n = pNr−1 and k any integer
such that 0 ≤ k ≤ pNr−1 (see Construction
III.11).
(7) Let t < r and choose 1 ≤ d ≤ pr−t such
that gcd(d, p) = 1. Then we can set n = dpt
and k = dpt − 2m for any m such that 2 ≤
m ≤ pt/2 (see Construction III.12).
Remark I.2 (i) Note that part (1) of Theo-
rem I.1 was obtained in [5, Theorem 3.5]
using generalized Reed-Solomon codes as
well. The parameters in part (5) of Theorem
I.1 were also obtained in [18, Theorem 9],
though using a different construction involv-
ing negacyclic codes. Finally, as mentioned
before, in [3] linear algebra techniques were
used to construct LCD MDS codes for all
feasible parameters, hence also the above.
(ii) The paper [13] presented a construction of
LCD algebraic geometry codes from arbitrary
curves. Some strict conditions were proposed
in [13] in order to obtain LCD algebraic
geometry codes. In our paper, we make use
of good properties of rational function fields
to get LCD algebraic geometry codes under
the conditions that are much easier to satisfy.
The paper is organized as follows. We first pro-
vide the relevant backgrounds on rational function
fields and algebraic geometry codes in Section II.
In Section III, we consider the construction of
LCD MDS codes from algebraic geometry codes
over the rational function field. Sufficient condi-
tions are given for two algebraic geometry codes
to be disjoint. This gives rise to Theorem III.2
describing how to construct LCD MDS codes. We
then give several constructions that provide the
parameters mentioned in Theorem I.1.
II. PRELIMINARIES
A. LCD MDS codes
Throughout this paper, denote by Fq the finite
field of q elements with characteristic p. We define
the Euclidean inner product of two vectors u =
(u1, . . . , un) and v = (v1, . . . , vn) of Fnq by u ·
v =
∑n
i=1 uivi. A q-ary linear code C of length n
is a subspace of Fnq . The dual code of C is defined
by C⊥ = {x ∈ Fnq : x · c = 0 for all c ∈ C}.
C is called linear complementary dual (LCD for
short) if C ∩ C⊥ = {0}.
A linear code with length n, dimension k and
minimum distance d is called maximum distance
separable (MDS for short) if k + d = n + 1. In
this article we study codes that are both LCD and
MDS, that is to say, LCD MDS codes.
B. Rational function field
In this subsection, we briefly review some basic
results on function field (in particular, on rational
function field). For the details on the theory of
function field, the reader may refer to the book
[17].
Denote by F the rational function field Fq(x)
with a transcendental element x over Fq . For an
element α ∈ Fq , the zero place of x − α is
denoted by Pα and its pole place by P∞. These
are all rational places (or places of degree 1).
Furthermore, every place R 6= P∞ corresponds
to a monic irreducible polynomial r(x) ∈ Fq[x].
The degree of R, denoted by deg(R), is defined
to be the degree of r(x). Let PF denote the set of
places of F .
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A divisor G of F is a formal sum∑R∈PF mRR
with only finitely many nonzero mR. The support
of G is defined to be {R ∈ PF : mR 6= 0}. The
degree of G is defined to be
∑
R∈PF mR deg(R).
A divisor G =
∑
R∈PF mRR is said to be bigger
than or equal to other divisor D =
∑
R∈PF nRR
if mR ≥ nR for all R ∈ PF . A divisor G =∑
R∈PF mRR is said to be effective, denoted by
G ≥ 0 if mP ≥ 0 for all R ∈ PF . For two divisors
G =
∑
R∈PF mRR and D =
∑
R∈PF nRR, we
define
G ∨D :=
∑
R∈PF
max{mR, nR}R,
G ∧D :=
∑
R∈PF
min{mR, nR}R.
It is clear that
deg(G ∧D) + deg(G ∨D) = deg(G) + deg(D).
Assume that a nonzero polynomial
f(x) ∈ Fq[x] has the canonical factorization
α
∏t
i=1 ri(x)
ei with α ∈ F∗q and pairwise
distinct monic irreducible polynomials
ri(s), the principal divisor (f) of f(x) is∑t
i=1 ei deg(Ri) − deg(f)P∞, where Ri are
places corresponding to ri(x). Now for a
rational function f(x)/g(x) ∈ F with g(x) 6= 0
and f(x) 6= 0, the principal divisor (f/g)
of f(x)/g(x) is defined to be (f) − (g).
For a nonzero function u ∈ F , we write
(u) =
∑
P∈PmPP −
∑
R∈RmRR, where P and
R are two disjoint subsets of PF and mP > 0,
mR > 0 for all P ∈ P and R ∈ R. The divisors∑
P∈PmPP (denoted by (u)0) and
∑
R∈RmRR
(denoted by (u)∞) are called zero divisor and
pole divisor of (u), respectively. It is well known
that deg((u)0) = deg((u)∞). In particular any
principal divisor has degree zero. For the rational
function field F the converse holds: for any
divisor G of degree zero, one can find a function
y ∈ F such that (y) = G.
For a divisor G, we define the Riemann-Roch
space
L(G) := {u ∈ F \ {0} : (u) +G ≥ 0} ∪ {0}.
Then L(G) is an Fq-subspace of dimension
deg(G)+1 for any divisor of nonnegative degree.
If for example G = mP∞, then L(G) is the
(m + 1)-dimensional space of polynomials of
degree at most m. It is straightforward to verify
that
L(G) ∩ L(H) = L(G ∧H) and
L(G) + L(H) ⊆ L(G ∨H).
C. Algebraic geometry codes on the rational func-
tion field
Let us first define generalized Reed-Solomon
codes. Let a = (α1, . . . , αn) with α1, . . . , αn
being n distinct elements of Fq . Let v =
(v1, . . . , vn) ∈ (F∗q)n be a vector. For 1 ≤ k ≤ n,
we define
GRSk(a,v) := {(v1f(α1), . . . , vnf(αn)) :
f(x) ∈ Fq[x], deg(f) ≤ k − 1}. (1)
GRSk(a,v) is called a generalized Reed-Solomon
code. It is an [n, k]-MDS code over Fq .
For convenience, we write Pi := Pαi and let D
be the divisor
∑n
i=1 Pi. Further let G be a divisor
such that Supp(D) ∩ Supp(G) = ∅. Define the
following functional algebraic geometry code
CL(D,G) := {(f(P1), . . . , f(Pn)) : f ∈ L(G)}.
It is easy to see that CL(D, (k−1)P∞) is the same
as GRSk(a,v) with v = (1, . . . , 1). More gener-
ally [17, Proposition 2.3.3] implies the following
lemma.
Lemma II.1 If 1 ≤ k ≤ n and G is a divisor
such that deg(G) = k − 1 and Supp(G) ∩
Supp(D) = ∅, then CL(D,G) is equal to the
generalized Reed-Solomon code GRSk(a,u) for
some u ∈ (F∗q)n. Conversely, any generalized
Reed-Solomon code GRSk(a,v) can be realized
as a functional code CL(D,H) for some divisor
H of degree k−1 with Supp(H)∩Supp(D) = ∅.
To define the dual code of an algebraic geom-
etry code, we need to introduce differentials. For
a place R corresponding to a monic irreducible
polynomial r(x) ∈ Fq[x] and a nonzero poly-
nomial f(x) ∈ Fq[x], we denote k by νR(f),
where r(x)k||f(x). This evaluation can be ex-
tended to any nonzero function f(x)/g(x) ∈ F
with f(x), g(x) ∈ Fq[x] by defining νR(f/g) =
νR(f)−νR(g). In particular, we set νR(0) = +∞.
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If R is the place P∞, we define νP∞(f/g) =
deg(g)− deg(f).
The differential space of F is defined to be
ΩF := {fdx : f ∈ F}.
This is a one-dimensional space over F . For any
place R 6= P∞, we define νR(fdx) = νR(f).
Furthermore, we define νP∞(fdx) = νP∞(f)−2.
For a nonzero function f , the divisor (fdx) =∑
R∈PF νR(fdx)R is called a canonical divisor.
It is clear that a canonical divisor has degree −2.
For a divisor G, we define the space
Ω(G) := {ω ∈ ΩF \ {0} : (ω) ≥ G} ∪ {0}.
Then Ω(G) is an Fq-subspace of ΩF of dimension
−deg(G) − 1 if deg(G) ≤ −2. For an element
α ∈ Fq and a function f with νPα(f) ≥ −1, we
can write f = a−1/(x−α)+a0 +a1(x−α)+ . . . .
The residue of fdx, denoted by resPα(fdx), is
thus defined to be a−1.
As before, let D =
∑n
i=1 Pi. For a divisor G
with Supp(D) ∩ Supp(G) = ∅, the differential
algebraic geometry code is defined as follow
CΩ(D,G) := {(resP1(ω), . . . , resPn(ω)) : ω ∈ Ω(G−D)}.
The following lemma can be found in [17, The-
orem 2.2.8 and Proposition 2.2.10].
Lemma II.2 Let D =
∑n
i=1 Pαi . For a divisor
G with Supp(D) ∩ Supp(G) = ∅, we have the
following.
(i) The dual code of CL(D,G) is CΩ(D,G).
(ii) If there exists a differential η such that
νPi(η) = −1 and resPαi (η) = 1 for all
1 ≤ i ≤ n. Then CΩ(D,G) = CL(D,D −
G+ (η)).
In [17, Lem. 2.3.6] a differential satisfying
the conditions in II.2(ii) is constructed explicitly.
Before stating this construction, it is convenient to
define
g(x) :=
n∏
i=1
(x− αi),
z(x) :=
dg
dx
=
n∑
i=1
n∏
j=1:j 6=i
(x− αj).
A first property of the function z(x) is given in
the following lemma.
Lemma II.3 Let n ≤ q and let α1, . . . , αn be dis-
tinct elements of Fq and define z(x) as above.Then
deg z(x) =
 n− 1 if p 6 |n,n− 2 if p|n and ∑ni=1 αi 6= 0.
< n− 2 otherwise
Moreover, z(αi) 6= 0 for all i.
Proof: Since z(x) = dgdx , we see that z(x) =
nz(x)n−1−(n−1)(∑i αi)z(x)n−2+· · · . The first
part of the lemma now follows. The final statement
follows, since αi is a simple root of g(x) for all
i and hence not a zero of z(x).
With this notation, the construction in [17, Lem.
2.3.6] can be paraphrased as follows. Note that
from now on we denote z(x) by z.
Lemma II.4 Let α1, . . . , αn be distinct elements
of Fq , and let z be as in Lemma II.3. Then the
differential
ωz :=
(
n∑
i=1
1
x− αi
)
dx =
z
(x− α1) · · · (x− αn)dx
has divisor
Wz := (z)−D + (n− 2)P∞.
Moreover resPi(ωz) = 1 for all i between 1 and
n.
It will be convenient to write Z for the divi-
sor of zeroes of z. With this notation, we have
(z) = Z − (deg(z))P∞. Lemma II.3 implies
that deg(Z) = deg(z) ≤ n − 1 as well as that
Supp(Z) ∩ Supp(D) = ∅. Combining Lemmas
II.2 and II.4, we obtain the following result.
Lemma II.5 Let D, G be as defined in Lemma
II.4. Then the dual of CL(D,G) is CL(D, (z) −
G+ (n− 2)P∞).
Using the divisor Z, we may also write that
C⊥L (D,G) = CL(D,Z−G+(n−2−deg(z))P∞).
III. CONSTRUCTION OF LCD MDS CODES
In this section we construct several classes
of LCD MDS codes. We first give a sufficient
condition under which two functional algebraic
geometry codes are disjoint.
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Lemma III.1 Assume that A,B are two positive
divisors such that
(i) Supp(A), Supp(B), Supp(D) and Supp(H)
are pairwise disjoint;
(ii) deg(D) = n > deg(H) and deg(A) +
deg(B) > deg(H).
Further let w ∈ Fq(x) be a function satisfying
vPαi (w) = 0 for all i between 1 and n. Then the
codes CL(D,H −A+ (w)) and CL(D,H −B+
(w)) are disjoint.
Proof: Write vi = w−1(Pi). Then for all
i we have vi 6= 0. Now assume that c ∈
CL(D,H − A + (w)) ∩ CL(D,H − B + (w)).
Then there exist f1 ∈ L(H − A) and f2 ∈
L(H −B) such that (v1f1(P1), . . . , vnf1(Pn)) =
c = (v1f2(P1), . . . , vnf2(Pn)). Since for all i we
have vi 6= 0 and Supp(D) ∩ Supp(H) = ∅, we
have f1 − f2 ∈ L(H − D). Hence f1 − f2 = 0,
since deg(H) < n. Thus, f1 = f2 ∈ L(H −A)∩
L(H − B) = L((H − A) ∧ (H − B)) = L(H −
A−B) = {0}. Here we used the assumption that
deg(A) + deg(B) > deg(H) in the last equality.
Now we are going to construct LCD MDS
codes. The idea is to use Lemma III.1 for suitably
chosen divisors H , A and B and a function y such
that C⊥L (D,H−A+(y)) = CL(D,H−B+(y)).
Theorem III.2 Let D =
∑n
i=1 Pi, H a divisor
and A,B two positive divisors such that:
(i) Supp(A), Supp(B), Supp(D) and
Supp(H) are pairwise disjoint;
(ii) deg(H) = n− 1 and
(iii) 2H −A−B− (z)− (n− 2)P∞ equals (y)
for some element y ∈ Fq(x) such that y(Pi)
are squares in F∗q for all 1 ≤ i ≤ n.
Then for any w ∈ Fq(x) such that w(Pi)−2 =
y(Pi) for all 1 ≤ i ≤ n, the code CL(D,H−A+
(w)) is an [n, n− deg(A)] LCD MDS code.
Proof: First of all, note that the assumptions
(ii) and (iii) imply that deg(A) + deg(B) = n,
since any principal divisor has degree zero. Further
note that the support of 2H−A−B− (z)− (n−
2)P∞ is disjoint with Supp(D).
By Lemma III.1, we know that CL(D,H−A+
(w)) and CL(D,H −B + (w)) are disjoint. It is
now sufficient to show that the dual of CL(D,H−
A + (w)) is exactly CL(D,H − B + (w)). By
Lemmas II.5, the dual of CL(D,H −A+ (w)) is
CL(D,−H +A− (w) + (z) + (n− 2)P∞)
= CL(D,H −B − (w)− (y))
= CL(D,H −B + (w)− (yw2)).
We claim that CL(D,H−B+ (w)− (yw2)) =
CL(D,H − B + (w)). There is a natural iso-
morphism of vector spaces between the Riemann–
Roch spaces L(H−B+(w)−(yw2)) and L(H−
B+(w)) sending f ∈ L(H−B+(w)−(yw2)) to
f/(yw2) ∈ L(H−B+(w)). This map induces an
isomorphism of codes φ : CL(D,H −B + (w)−
(yw2))→ CL(D,H −B + (w)) defined by
φ(f(P1), . . . , f(Pn)) =
(
f
yw2
(P1) , . . . ,
f
yw2
(Pn)
)
.
However, since (yw2)(Pi) = 1 for all 1 ≤
i ≤ n, we have φ(f(P1), . . . , f(Pn)) =
(f(P1), . . . , f(Pn)). Hence CL(D,H−B+(w)−
(yw2)) = CL(D,H −B + (w)) as claimed. This
completes the proof.
Note that by the assumption that y(Pi) is a
non-zero square for all i, an element w satisfying
w(Pi)
−2 = y(Pi) exists. Moreover, the code
CL(D,H − A + (w)) does not depend on the
choice of w.
By setting H = (n − 1)P∞ in Theorem III.2,
we obtain the main result of [8] as a corollary.
Corollary III.3 Let a(x), b(x) be two co-prime
polynomials. Let A,B be the zero divisors of a(x)
and b(x), respectively. Assume that
(i) Supp(D) is disjoint with both Supp(A) and
Supp(B);
(ii) deg(a(x)) + deg(b(x)) = n and
(iii) (abz)(Pi) are square elements of F∗q for all
1 ≤ i ≤ n.
Then for any element w ∈ Fq(x) such that
w(Pi)
2 = (abz)(Pi) for all 1 ≤ i ≤ n, the code
CL(D, (n − 1)P∞ − A + (w)) is an LCD MDS
code.
Proof: In Theorem III.2, set H = (n−1)P∞.
Then 2H−A−B−(z)−(n−2)P∞ is the principal
divisor of 1/(abz). The desired result now follows
from Theorem III.2.
One way to make sure that the function y in
Theorem III.2 satisfies that y(Pi) is a non-zero
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square for all i is by making sure that y itself is a
square. This is the main idea behind the following
corollary.
Corollary III.4 Let m ≥ 0 and 3 ≤ n ≤ q.
Further, let X and Y be positive divisors such that
Z = 2X + Y . Finally let Y1 and Y2 be disjoint
positive divisors such that Y = Y1 + Y2.
(i) There exists a q-ary [n, n− 2m− deg(Y1)]-
LCD MDS code for any 2 ≤ m ≤ (n −
deg(Y ))/2 or m = 0;
(ii) If there exists a place P of degree one not in
Supp(D)∪Supp(Y2)∪{P∞} and deg(Y ) ≤
n − 2, then there exists a q-ary [n, n − 2 −
deg(Y1)]-LCD MDS code.
Proof: First we prove (i). Choose Q to be
a place of degree n − 1 and set H = Q. Since
n ≥ 3, we have Supp(H) ∩ Supp(D) = ∅. If
m = 0, set K = 0, which trivially implies that
Supp(K)∩Supp(D) = ∅, Supp(K)∩Supp(H) =
∅ and Supp(K)∩Supp(Y2) = ∅. If m ≥ 2, we set
K = R, with R a place of degree m. Since m 6= 1,
we have Supp(K) ∩ Supp(D) = ∅. Moreover,
since n ≥ 3, we have m ≤ n/2 < n− 1, whence
Supp(K)∩Supp(H) = ∅. Next, we show that we
can choose R such that R 6∈ Supp(Y2). The set
Supp(Y2) contains at most deg(Y2)/m places of
degree m. Note that
deg(Y2)
m
≤ deg(Z)
m
≤ n− 1
m
≤ q − 1
m
.
On the other hand, the number of places of degree
m is at least (qm − qbm/2c+1)/m for m > 2 and
equal to (q2−q)/2 for m = 2. Hence, we see that
we can choose the place R of degree m such that
R 6∈ Supp(Y2).
Now with such a choice of R, let A = 2K+Y1
and B = Y2 + (n− 2m− deg(Y ))P∞. Then
2H −A−B − (z)− (n− 2)P∞
= 2(H −K −X − Y − (n− 1−m
−deg(X)− deg(Y ))P∞)
is equal to (f2) for some f ∈ Fq(x). The desired
result follows from Theorem III.2 since y(Pi) =
f(Pi)
2 are non-zero square elements of Fq for all
1 ≤ i ≤ n.
The proof of (ii) is similar. We choose K = P .
Note that if n < q and Y2 is chosen to be 0, the
place P in part (ii) of the theorem is guaranteed
to exist.
Remark III.5 In characteristic two, the derivative
of any polynomial is a square. In particular, the
function z is always a square, which implies that
Z = 2X +Y for a positive divisor X and Y = 0,
whence we can choose Y1 = Y2 = 0. Corollary
III.4 then implies that in characteristic two, for
any 0 ≤ m ≤ n/2 and 3 ≤ n ≤ q there exists an
[n, n−2m]-LCD MDS code. This result is already
contained in [8], where [n, k]-LCD MDS codes
were found in even characteristic for any 0 ≤ n ≤
q and 0 ≤ k ≤ n.
Remark III.6 Suppose q is odd and n = q. Then
g = xq − x in our construction, implying that
Z = 0. Using Corollary III.4 with X = Y =
Y1 = Y2 = 0, we obtain [q, q − 2m]-LCD MDS
codes for m = 0 and 2 ≤ m ≤ q/2. Considering
the duals of these codes, we obtain [q, 2m] codes
for 2 ≤ m ≤ q/2. Combined, we see that one can
obtain explicit [q, k]-LCD MDS codes for nearly
all values of k between 0 and q, except k ∈ {2, q−
2}.
Because of the above two remarks, our main
interest is to construct explicit [n, k]-LCD MDS
codes in case q is odd and n < q. We now give
several explicit constructions, exemplifying the
versatility of Theorem III.2 and its two corollaries.
Construction III.7 Let q = pr with a prime p
and integer r ≥ 1.
(i) For any integer t with 1 ≤ t ≤ r, let V
be an Fp-subspace of Fq of dimension t.
Put g =
∏
α∈V (x − α). Then z = dgdx =∏
α∈V \{0} α is a nonzero constant. Hence
we have Z = 0. By Corollary III.4, there
exists a q-ary [pt, pt − 2m]-LCD MDS code
for m = 0 (which is trivial in this case) or
2 ≤ m ≤ pt/2. If t < r, such a code exists
for 0 ≤ m ≤ pt/2. Considering dual codes
as well, we see that if p is odd and t < r,
we can construct explicit [pt, k]-LCD MDS
codes for any k satisfying 0 ≤ k ≤ pt.
(ii) Let n be a positive integer with p|n and
(n − 1)|(q − 1). Put g(x) = xn − x. Then
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g(x) has all roots in Fq and every root is
simple. Furthermore, z = dgdx = −1, whence
Z = X = Y = 0. Using Corollary III.4, we
find an explicit q-ary [n, n− 2m]-LCD MDS
code for m = 0 and 2 ≤ m ≤ n/2. If n < q
and n is odd, we obtain explicit [n, k]-LCD
MDS codes for any k with 0 ≤ k ≤ n by
considering the previous constructed codes
and their duals.
For example, q = 81 and n = 21. Then
one obtains explicit 81-ary [21, k]-LCD MDS
codes for any 0 ≤ k ≤ 21.
Construction III.8 Let q = pr with a prime p
and integer r ≥ 1. Let q − 1 = ` · d and
suppose that p < d. Further, let U` be the
multiplicative subgroup of F∗q of order ` and
β1U`, . . . , βpU` be pairwise distinct cosets. Con-
sider the polynomials f(x) :=
∏p
i=1(x − β`i )
and g(x) := f(x`). Then g(x) has no multiple
roots and z = dgdx = `x
`−1 df
dx (x
`). Choosing
βi = γ
i, with γ a primitive element of F∗q , we
have
∑p
i=1 β
`
i 6= 0 and dfdx (P0) 6= 0. Hence in this
case deg(z) = `−1+ `(p−2) = `(p−1)−1 and
Z = (`−1)P0 +E for some positive divisor E of
degree deg(E) = `(p− 2) with P0 6∈ Supp(E).
If ` is even, we can choose X = (` − 2)/2P0
and Y = P0 + E. Choosing Y1 = Y and Y2 = 0,
we obtain from Corollary III.4 explicit [p`, 2` −
1 − 2m]-LCD MDS codes for 0 ≤ m ≤ ` − 1.
Choosing Y1 = E and Y2 = P0, we obtain from
Corollary III.4 explicit [p`, 2` − 2m]-LCD MDS
codes for 0 ≤ m ≤ `−1. Note that the assumption
p < d implies that p` ≤ (d−1)` = q−1−` ≤ q−
2. Therefore a place P as in part (ii) of Corollary
III.4 exists.
If ` is odd, we can choose X = (` − 1)/2P0
and Y = E. Choosing Y1 = E and Y2 = 0,
we construct [p`, 2` − 2m]-LCD MDS codes for
0 ≤ m ≤ `.
Construction III.9 Let q ≥ 5 be an odd square.
Let n− 1 be an odd divisor of q − 1 and n < q.
Then n− 1 ≤ (q − 1)/2, i.e., n ≤ (q − 1)/2 + 1.
Let g(x) = xn − x. Then g(x) has no multiple
roots and splits completely in Fq . Furthermore,
z(x) = dgdx = nx
n−1 − 1. Label the roots of g(x)
by α1, . . . , αn. Then we have z(αi) = n − 1 or
−1 for all 1 ≤ i ≤ n. Since q is a square, we can
find θ, δ ∈ Fq such that θ2 = n− 1 and δ2 = −1.
Now for any 1 ≤ m ≤ n/2, choose two distinct
elements β, γ ∈ Fq that are not roots of g(x) (this
is possible since n ≤ (q − 1)/2 + 1 ≤ q − 2). Put
a(x) = (x−β)2m and b(x) = (x−γ)n−2m. Then
(abz)(α) is equal to (θ(α− β)m(α− γ)n/2−m)2
or (δ(α − β)m(α − γ)n/2−m)2 for all roots α of
g(x). Thus, by Corollary III.3 we obtain a q-ary
[n, n− 2m]-LCD MDS code for all m ≤ n/2.
Construction III.10 Let q be odd and let n be a
divisor of (q−1)/2. Let g(x) = xn−1. Then every
root of g(x) is a square element of Fq . It is clear
that g(x) has no multiple roots and splits com-
pletely in Fq . Furthermore, z(x) = dgdx = nx
n−1.
For any 1 ≤ m ≤ n/2, choose two distinct
elements β, γ ∈ Fq that are not roots of g(x) (this
is possible since n ≤ q − 2). Put
(a(x), b(x)) ={
(n(x− β)2m, (x− γ)n−2m) if n is even
(nx(x− β)2m, (x− γ)n−1−2m) if n is odd
For every root α of g(x), let α = α21 for some
α1 ∈ Fq . Then
(abz)(α) ={
(nαn−11 (α− β)m(α− γ)n/2−m)2 if n is even
(nαn1 (α− β)m(α− γ)(n−1)/2−m)2 if n is odd
Thus, by Corollary III.3 we obtain a q-ary
[n, n − 2m]-LCD MDS code for even n and a
q-ary [n, n− 2m− 1]-LCD MDS code for odd n.
Construction III.11 Let q = pr for some odd
prime power p and integer r > 1. Define Nr :=
(pr − 1)/(p − 1). Further define the polynomial
g = ((x + 1)Nr − 1)/x. Then g is a polynomial
of degree n := Nr − 1 = pNr−1 with simple
roots, all in Fq . A direct computation shows that
z = −xp−2 (((x+ 1)Nr−1 − 1)/x)p , implying
that deg(z) = n − 2. Moreover, we see that
Z = (p − 2)P0 + p
∑s
i=1Qi, where Q1, . . . , Qs
denote the zeroes of (x+1)Nr−1−1 different from
P0. Note that z has all its roots in Fpr−1 . Since q
is odd, we can choose Y = P0 +
∑s
i=1Qi, which
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is a divisor of degree
deg(Y ) = 1 +
s∑
i=1
deg(Qi)
= 1 +
deg(Z)− p+ 2
p
= 1 +
n− p
p
= Nr−1.
Choosing Y1 = 0, we obtain using Corollary III.4
a q-ary [pNr−1, pNr−1−2m]-LCD MDS code for
0 ≤ m ≤ (pr−1 − 1)/2. Note that since z has its
roots in Fpr−1 , there will be a place of degree one,
satisfying the conditions in part (ii) of Corollary
III.4. Choosing Y1 = P0, we similarly obtain a
q-ary [pNr−1, pNr−1 − 2m− 1]-LCD MDS code
for 0 ≤ m ≤ (pr−1 − 1)/2.
Combining these two results, we see that we
have obtained an explicit q-ary [pNr−1, k]-LCD
MDS code for Nr−1 − 1 ≤ k ≤ pNr−1. Consid-
ering the duals of these codes, we can strengthen
this conclusion to the statement that we obtain
an explicit q-ary [pNr−1, k]-LCD MDS code for
0 ≤ k ≤ pNr−1.
Construction III.12 Suppose q = pr and let V ⊂
Fq be an Fp vector space of dimension t < r.
We define gV (x) :=
∏
α∈V (x − α). Further let
α1 + V, . . . , αd + V be mutually distinct cosets
of V in Fq . This property can also be expressed
by saying that gV (α1), . . . , gV (αd) are mutually
distinct. It is clear that 1 ≤ d ≤ pr−t. Now define
f :=
∏d
i=1(x − gV (αi)) and set g := f(gV (x)).
The polynomial g has no multiple roots and its
roots are exactly the dpt elements of Fq occurring
in the cosets α1 + V, . . . , αd + V .
We see that z = dfdx (gV (x)) ·
∏
α∈V \{0} α.
Hence deg(z) = deg
(
df
dx
)
pt. If gcd(d, q) =
1, we can conclude that deg(z) = (d − 1)pt.
Choosing Y = Z and Y1 = 0, we see from
Corollary III.4 that if gcd(d, p) = 1, we obtain
q-ary [dpt, dpt − 2m]-LCD MDS codes for 2 ≤
m ≤ pt/2.
Collecting the results from the explicit construc-
tions given above, Theorem I.1 follows immedi-
ately.
IV. CONCLUSION
In this paper, we use rational function fields
to construct AG codes that are LCD MDS in
Theorem III.2. We exemplify this construction and
obtain several classes of explicit LCD MDS codes
for the odd characteristic case. These constructions
are summarized in Theorem I.1 Note that the
examples are not meant as an exhaustive list and
that it is likely possible to obtain more LCD MDS
codes from our construction. Though the problem
of classifying LCD MDS codes was completely
settled in [3], [4], the algebraic geometry frame-
work in our paper provides tools that could be
used to carry out a finer analysis as to when a
generalized Reed-Solomon code is an LCD code.
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