Abstract. Let K be a number field with ring of integers O K and let G be a finite group of odd order. If
Introduction
Let K be a number field with ring of integers O K and let G be a finite group. If K h is any tame Galois K-algebra with group G, then a classical theorem of E. Noether implies that the ring of integers O h of K h is a locally free O K G-module and so determines a class cl(O h ) in the locally free class group Cl(O K G) of O K G. We say that a class c ∈ Cl(O K G) is realizable if c = cl(O h ) for some tame Galois K-algebra K h with group G and we write R(O K G) for the set of all realizable classes.
When G is abelian, the set of all isomorphism classes of Galois K-algebras with group G may be identified with Hom(Ω K , G), and the subset of those that are tame correspond to the subgroup (b) If each Sylow subgroup of G is either cyclic or elementary abelian and every prime dividing |G| is totally split in K, then A(O K G) = A t (O K G). [8, Corollary 6 .20], which states that R(O K G) is a subgroup of Cl(O K G). In fact, the proof of Theorem 1.2 uses the same techniques developed in [8] . In Theorem 1.3 (a), we would like to remove the hypothesis that G is cyclic. Currently, we only know how to do so if we extend scalars to the maximal O K -order M K in KG. Let Cl(M K ) be the locally free class group of M K and Ψ : Cl(O K G) → Cl(M K ) the homomorphism afforded by extension of scalars. Set A(M K ) := Ψ(A(O K G)) and A t (M K ) := Ψ(A t (O K G)). We shall prove: Theorem 1.4. Let K be a number field and assume that G is an abelian group of odd order. If every prime dividing |G| is unramified in K, then A(M K ) = A t (M K ).
Theorem 1.2 is analogous to L. McCulloh's result in
Here is an outline of the contents of this paper. In Section 2, we give a brief review of Galois algebras and resolvends. In Section 3, we define the square root A h of the inverse different in any Galois K-algebra K h with group G, and the classes it determines in Cl(O K G) and Cl(M K ) when K h is weakly ramified over K. We then prove Theorem 1.1 in Section 4. In Sections 5 and 6, we define the group of reduced resolvends and the modified Stickelberger transpose; these are then used in Sections 7 and 8 to characterize A t (O K G) and prove Theorem 1.2. In Sections 9 to 13, under certain hypotheses, we give a description of reduced resolvends of local generators of A h at the wild and weakly ramified primes of h. Finally, we will use Theorems 10.1 to 10.3 to prove Theorems 1.3 and 1.4 in Section 14.
Notation and Conventions. Throughout this paper, we fix a number field K and a finite abelian group G of odd order. If Γ is an arbitrary finite abelian group, we writeΓ for its set of irreducible characters. If F is an arbitrary field, which can be a number field or a p-adic field (by which we mean a finite extension of Q p ), we write O F for its the ring of integers and M F for the maximal O F -order in F G. In addition, we set: F c = a fixed algebraic closure of F O c F = the integral closure of O F in F c Ω F = the Galois group of F c /F F t = the maximal tamely ramified extension of F in F c Ω t F = the Galois group of F t /F F nr = the maximal unramified extension of F in F c Ω nr F = the Galois group of F nr /F If F is a number field, for each finite prime v in F , we shall write F v for the local completion of F at v and O F,v for the ring of integers in F v . We shall also fix embeddings i v : F c ֒→ F c v , which then induce embeddingsĩ v : Ω Fv ֒→ Ω F of absolute Galois groups. We note that only finite primes will be considered in this paper. If F is a p-adic field, we write p F for the unique maximal ideal in O F , and given any fractional ideal A in F , we denote by v F (A) the unique integer such that A = p v F (A) F .
Galois Algebras and Resolvends
In this section, we recall some basic facts concerning Galois algebras and resolvends. We remark that the definition of Galois algebras given below holds even if G is non-abelian. The reader should refer to [8, Section 1] for a more detailed discussion. In this section F will denote an arbitrary field. Definition 2.1. A Galois F -algebra with group G is a commutative semi-simple F -algebra L on which G acts (on the left) as a group of automorphisms satisfying L G = F and [L : F ] = |G|. Two Galois F -algebras with group G are said to be isomorphic if there is an F -algebra isomorphism between them which preserves the action of G.
Galois F -algebras with group G can be parametrized by the set Hom(Ω F , G) of all continuous homomorphisms Ω F → G. In particular, we associate each h ∈ Hom(Ω F , G) to the F -algebra (2.1)
where h G is the group G endowed with the Ω F -action given by s ω = h(ω)s for s ∈ G and ω ∈ Ω F . The G-action on F h is defined by a s (t) = a(ts) for a ∈ F h and s, t ∈ G. It is evident that a ∈ F h is uniquely determined by its values on a set of representatives for h(Ω F )\G. Hence, if F h := (F c ) ker(h) and H := h(Ω F ), then we see that F h is just a product of [G : H] copies of F h :
Moreover, h induces an isomorphism Gal(F h /F ) ≃ H, and F h is a field if and only if h is surjective.
It is not hard to show that every Galois F -algebra with group G arises in this way, and that F h ≃ F h ′ precisely when h and h ′ differ by an inner automorphism of G. Therefore, for G abelian, the set of isomorphism classes of Galois F -algebras with group G may be identified with Hom(Ω F , G).
Remark 2.2. If h is surjective, then we may identify F h with the field F h by identifying each a ∈ F h with a(1) ∈ F h . In particular, a(s) is identified with ω s (a), where ω s ∈ Ω F is such that h(ω s ) = s. Note that ω s | F h may be identified with s via the isomorphism Gal(F h /F ) ≃ G induced by h.
Remark 2.3. If F is a number field and v is a prime in F , then for any h ∈ Hom(Ω F , G), the Galois F v -algebra (F v ) hv associated to h v := h •ĩ v is the tensor product F v ⊗ F F h (see [8, (2 
.1)]).
Definition 2.4. A Galois F -algebra F h or a homomorphism h ∈ Hom(Ω F , G) is said to be unramified if F h /F is unramified. We similarly define tame, wild, and weakly ramified. Recall that if F is a p-adic field, then F h /F is weakly ramified if its second ramification group is trivial; if F is a number field, then F h /F is weakly ramified if it is weakly ramified at all primes.
It follows directly from the definition that h is unramified if and only if it factors through the quotient map Ω F ։ Ω nr F , and that h is tame if and only if it factors through Ω F ։ Ω t F . If F is a number field, then we see from Remark 2.3 that h is unramified if and only if h v is unramified for every prime v in F ; similarly for h tame and weakly ramified. Clearly r G is a F c -vector space isomorphism. It is not an isomorphism of F c G-algebras because it does not preserve multiplication, but one easily verifies that it is an isomorphism of F c G-modules. Furthermore, if we let Ω F act on F c G via its action on the coefficients and trivially on G, then (2. 4) a ∈ F h ⇐⇒ r G (a) ω = r G (a)h(ω) for all ω ∈ Ω F .
In particular, if r G (a) is invertible then h is given by ω → r G (a) ω r G (a) −1 for all ω ∈ Ω F . Resolvends are also useful for identifying normal basis generators.
Proof. See [8, (1.8) ].
Proof. Observe that since r G is bijective we have
Now, by (2.4), for any ω ∈ Ω F we have
Hence, a ∈ F h 1 h 2 again by (2.4). Furthemore, Proposition 2.6 implies that
Proof. The proof is the same as that of Corollary 2.7. First, r G (a) −1 exists by Proposition 2.6, and
Next, let T r : Map(G, F c ) → F c be the standard algebra trace map defined by
Via restriction, we obtain a trace map T r : F h → F for each h ∈ Hom(Ω F , G). A simple calculation shows that if a, b ∈ F h , then we have
The dual of M with respect to the trace is defined to be the O F -module
If F h = F G · a then the module O F G · a is an O F -lattice in F h and so we may consider its dual. Lemma 2.11 below tells us how to use resolvends to detect when O F G · a is self-dual. This will be important since the square root of the inverse different is self-dual.
Proof. Let b ∈ F h be such that {b s | s ∈ G} is the dual basis of {a s | s ∈ G} with respect to the trace, that is, T r(b s a t ) = δ st for all s, t ∈ G. Then,
from (2.9) and the hypothesis that r G (a)r G (a) [−1] = 1. This proves the claim.
The Square Root of the Inverse Different
In this section, we define the square root A h of the inverse different in a Galois F -algebra F h with group G. Furthermore, recall that K is our fixed number field. We shall recall the definition of the locally free class group of an O K -order ∆ in KG, and define the classes determined by A h in Cl(O K G) and Cl(M K ) when h is weakly ramified. Proposition 3.1. Let F be a p-adic field and L/F a Galois extension with group Γ. If D denotes the different ideal of L/F and Γ n the n-th ramification group of L/F , then
Proof. See [14, Chapter IV Proposition 4] . This is also called Hilbert's formula.
Definition 3.2. The square root A h of the inverse different of F h is defined to be
Here A h denotes the square root of the inverse different of F h /F , which exists (regardless of whether F is a number field or p-adic field) by Proposition 3.1 since Gal(F h /F ) ≃ h(Ω F ) has odd order.
Let us make two observations. First, let O h and O h be the integral closures of O F in F h and F h , respectively. Then, one easily verifies that 
Proof. From Proposition 2.6, we see that both statements imply that F h = F G · a. Hence, without loss of generality, we may assume that
The claim now follows from Lemma 2.10.
Proposition 3.4 below is an integral analogue of Proposition 2.6.
Proof. Notice that both statements imply a ∈ O h . Hence, without loss of generality, we may assume that a ∈ O h . In this case, we have
To see why (3.4) holds, first observe that [−1] induces an involution on (O c F G) × and so Lemma 2.11 and (3.4) . From (3.6), we see that O h = O F G · a. Since A h is the only self-dual O h -ideal in F h , we deduce that A h = O h and so h is unramified.
Next, we recall the definition of the locally free class group of an O K -order in KG.
Definition 3.5. Let ∆ be an O K -order in KG and write g(∆) for the set of all ∆-lattices that are locally isomorphic to ∆. The locally free class group of ∆ is defined to be (see [2, §49A] )
where [M ] is the (stable) isomorphism class of M , and addition Definition 3.6. Let ∆ be an O K -order in KG and M a locally free ∆-module of rank 1. For each
for each prime v in K. Observe that V := K ⊗ ∆ M is a free KG-module of rank 1 and so
From (3.15) and (3.16), we deduce that
to be the class of M in Cl(∆). This is well-defined since the choice of b is unique up to an element in (KG) × and that of a v is unique up to an element in (O K,v G) × .
In this paper, we are interested in the classes defined by A h in Cl(O K G) and Cl(M K ). To ease notation, we write
, and cl' = cl M K . Now, for any weakly ramified h ∈ Hom(Ω K , G), Lemma 3.7 below tells us that A h is a locally free O K G-module and so we may define cl(A h ). Let us also observe that (
Lemma 3.7. Let h ∈ Hom(Ω F , G) and H = h(Ω). Leth ∈ Hom(Ω F , H) be obtained by restricting the range of h.
In particular, we have r G (a) = r H (α). Furthermore, if F is a p-adic field and h is weakly ramified, thenh is also weakly ramified and there exists α ∈ Ah such that Ah = O F H · α.
Proof. It is straightforward to verify that if
. Now assume that F is a p-adic field and h is weakly ramified. Thenh is also weakly ramified since clearly F h = Fh. But Fh is a field, so the existence of α follows from [3, Theorem 1 on p. 241].
Remark 3.8. Let h ∈ Hom(Ω F , G). Then, by the exact same argument as in Lemma 3.7, the Normal Basis Theorem implies that F h is always a free F G-module. Similarly, using E. Noether's classical theorem, one deduces that if F is a p-adic field and h is tame, then O h is a free O F G-module.
is weakly ramified} and the set of tame A-realizable classes in Cl(O K G) by (3.14)
Furthermore, let Ψ : Cl(O K G) → Cl(M K ) be the natural homomorphism afforded by extension of scalars. In particular, we have Ψ(j(c))
However, the converses are not true in general because ker(Ψ) is not necessarily trivial.
We shall prove that
by characterizing its elements in terms of resolvends. Observe that the equality
6. Thus, characterizing ideles c for which j(c) ∈ A t (O K G) amounts to characterizing the resolvends r G (a v ) of the local generators. In fact, we shall use reduced resolvends, which we will define in Section 5.
Proof of Theorem 1.1
We shall prove Theorem 1.1 in this section. We make the remark that Lemmas 4.1 to 4.3 below and thus Theorem 1.1 still hold true even if G has even order, provided that A h , A h 1 , and A h 2 exist. Furthermore, Lemma 4.2 will be used in the proofs of Theorems 1.2 and 1.3 as well.
Lemma 4.1. Let F be a p-adic field. Let h, h 1 , h 2 ∈ Hom(Ω F , G) be such that h 1 is unramified, h 2 and h are weakly ramified, and h = h 1 h 2 . Then, F h and F h 2 have the same ramification index over F and
Proof. Let e be the ramification index of F h 2 over F . First, we prove that we have the diagram:
where the numbers are the ramification indices. Clearly, F h 1 /F unramified implies that F h 1 h 2 /F h 2 is unramified, whence F h 1 h 2 /F h 1 has ramification index e. Next, observe that we have
Since F h 1 /F is unramified, we deduce that F h 1 F h /F h unramified, whence F h /F has ramification index e also. This proves the first claim.
To prove the second claim, let Γ = Gal(F h /F ) and Σ = Gal(F h 2 /F ). First we assume that h 2 is tame. Then, clearly h is tame also, and by Proposition 3.1 we obtain
as desired. Next assume that h 2 is wild. Then, clearly h is wild also. Since h and h 2 are assumed to be weakly ramified, and G is abelian, we must have Γ 0 = Γ 1 and Σ 0 = Σ 1 by [14, Chapter IV Corollary 2 of Proposition 9]. Again, by Proposition 3.1, we obtain
This completes the proof of the lemma.
Lemma 4.2. Let F be a p-adic field. Let h, h 1 , h 2 ∈ Hom(Ω F , G) be such that h 1 is unramified, h 2 and h are weakly ramified, and
Proof. From Lemma 4.1, we know that we have diagram (4.1) and 
and so O F G · a is self-dual also. Thus, by Proposition 3.3, it is enough to show that a ∈ A h . Since
But F h 1 F h 2 /F h is unramified and a(s) ∈ F h . So from (4.6), (4.8), and (4.9), we obtain
This shows that a(s) ∈ A h for all s ∈ G and so a ∈ A h , as desired.
where
where 
and so . Therefore, the exact same argument as in the proof of Theorem 1.1 (a) gives an alternative proof that gal 1 is weakly multiplicative when G is abelian.
The proof of Theorem 1.1 (b) is easier and we will need Lemma 4.4 below.
Lemma 4.4. Let h ∈ Hom(Ω F , G) be weakly ramified with
Proof. By Corollary 2.8, we know there exists a ′ ∈ F h −1 such that r G (a ′ ) = r G (a) −1 . Now, as A h is self-dual and A h = O F G · a, by Lemma 2.11 we know that (4.14)
Observe that ker(h) = ker(h −1 ) and so
Hence, it suffices to show that a ′ (s) ∈ A h for all s ∈ G. First, write
But a(r) ∈ A h for all r ∈ G as a ∈ A h , and
where c := (c v ) ∈ J(KG) and cl(A h ) = j(c) by Definition 3.6. At each prime v in K, we have
The Group of Reduced Resolvends
In this section, we use cohomology to define the group of reduced resolvends (see [8, Sections 1 & 2] for more details). The symbol F will continue to denote an arbitrary field.
Let Ω F act trivially on G. Then, taking Ω F -cohomology of the exact sequence
Exactness on the right of (5.2) follows from the observation that
which is equivalent to F h = F G · a by Proposition 2.6 and (2.4). Surjectivity on the right then follows since the Normal Basis Theorem implies that F h is free over F G.
Furthermore, the same argument shows that if
is in bijection with the set of all normal basis generators of Galois F -algebras with group G.
is in one-one correspondence with the set of all normal bases of Galois F -algebras with group G, since two elements a, b ∈ F h generate the same normal basis if and only if b = a s for some s ∈ G.
Remark 5.1. The same construction works if we replace Ω F by Ω nr F or Ω t F . The sets
are then in one-one correspondence with the set of all normal bases of the unramified and tamely ramified Galois F -algebras with group G, respectively. Similarly, we may replace F by O F to obtain an integral analogue of this construction, except that the corresponding analogue of sequence (5.2) will no longer be exact on the right. However, if F is a p-adic field and h is unramified, then O h is free over O F G by by a classical theorem of E. Noether. Hence, if
then we see from Proposition 3.4 that H(O F G) consists of the resolvends of all normal integral basis generators of the unramified Galois F -algebras with group G.
Next, we want to view resolvends and reduced resolvends as functions on characters of G. Define
and set AĜ := ker(det). Applying the functor Hom(−, (F c ) × ) to the exact sequence
then yields the exact sequence
where exactness on the right follows from the fact that (F c ) × is divisible and hence injective. We shall identify this exact sequence with that in (5.1) as follows. On one hand, G is canonically isomorphic to its double dual, and so we have the identification
On the other hand, we have another canonical identification
induced by characters: given r G (a) ∈ F c G and χ ∈Ĝ, we define
Conversely, given a map ϕ :Ĝ → F c one recovers r G (a) by the Fourier inversion
The third terms (F c G) × /G and Hom(AĜ, (F c ) × ) are then canonically identified. We have thus idenitifed the exact sequences in (5.1) and (5.8). There is a commutative diagram:
where the horizontal map at the top is restriction to AĜ and that at the bottom is the natural quotient map. Furthermore, via taking Ω F -invariants, we obtain the commutative diagram
where the map denoted by rag is restriction to AĜ. Finally, a resolvend r G (a) ∈ H(KG) may be viewed as a homomorphism ZĜ → (F c ) × via (5.10). We shall denote its restriction to AĜ by r G (a), which is also identified with the coset of r G (a) in (F c G) × /G. In other words, we have
We shall call r G (a) the reduced resolvend of a. With this notation, we have
which we refer to as the group of reduced resolvends.
induced by the inclusion H ֒→ G. Via the identification in (5.14), this corresponds to
If we replace F c by O c F in diagram (5.14), then we no longer have an identification but only have
, which is strict in general. Nevertheless, we have:
It is clear from (5.11) and (5.12) that
. Now take Ω F -invariants on both sides to obtain the desired result.
The Modified Stickelberger Map and its Transpose
In this section, we shall define a modified Stickelberger pairing and a modified Stickelberger map, which will be used to give a complete description of the set A t (O K G) of tame A-realizable classes. We note that their definitions are modification of what has already been done in [8, Section 4] , and are motivated by the computation in (7.9) in Proposition 7.2.
Definition 6.1. Write ζ n = exp(2πi/n) for any n ∈ Z + . Given χ ∈Ĝ and s ∈ G, define ρ(χ, s) to be the unique integer in [
. This gives us a pairing
Observe that χ(s) = e 2πi χ,x * and that the interval [
2 ] in which ρ(χ, s) lies depends only on the order of s. Extending definition (6.1) via Q-linearity, we obtain a pairing , * : QĜ×QG → Q, called the modified Stickelberger pairing.
We shall write Θ * ,G = Θ * if there is no danger of confusion.
Recall that we have AĜ := ker(det), where det is the homomorphism defined in (5.6).
Proposition 6.3. For α ∈ ZĜ, we have Θ * (α) ∈ ZG if and only if α ∈ AĜ.
Proof. Write α = n χ χ with n χ ∈ Z. Notice that
which proves the claim.
Let F be an arbitrary field. Up until this point, we have let Ω F act trivially on G. Now, we shall introduce a non-trivial Ω F -action on G so that the linear map Θ * : QĜ → QG preserves Ω F -action. Here, the Ω F -action onĜ is the canonical one induced by the Ω F -action on the roots of unity. be the m-th cyclotomic character of Ω F . In other words, for each ω ∈ Ω F we have ω(ζ) = ζ κ(ω) for all ζ ∈ µ m . For n ∈ Z we define G(n) to be the group G equipped with the Ω F -action given by
We remark that if µ m ⊂ F then G(n) = G(0) is equipped with the trivial Ω F -action for all n.
Proposition 6.5. The linear map Θ * : QĜ → QG(−1) preserves Ω F -action.
Proof. Suppose that χ ∈Ĝ and s ∈ G(−1). Observe that
This implies χ ω , s * = χ, s ω −1 * since s and s ω −1 have the same order. Hence,
proving that Θ * preserves Ω-action.
From Propositions 6.3 and 6.5, we obtain a map (6.10) Θ * : AĜ → ZG(−1)
Here, Ω F acts on homomorphisms as usual: if ϕ : X → Y is a homomorphism of groups and X, Y are Ω F -modules, then ϕ ω (x) = ϕ(x ω −1 ) ω for x ∈ X and ω ∈ Ω F . We now obtain a homomorphism
via restricting (6.12). To simplify notation, we let
and so from Remark 5.2, we see that Θ t * ,G (g) = Θ t * ,H (g) as elements in H(F G).
Decomposition of Tame Local Resolvends
In this section, F will denote a p-adic field. Our goal is to characterize reduced resolvends r G (a) of a, where a is such that A h = O F G·a for some tame h ∈ Hom(Ω F , G). We shall first treat the case when F h /F is either unramified or totally ramified. After that, we shall obtain a characterization in the general case using Lemma 4.2.
Proof. See Proposition 3.4 and Remark 5.1.
For the case when F h /F is totally ramified, we appeal to the modified Stickelberger transpose. We shall need some further notation. Let π = π F denote a uniformizer of F and q = q F the order of the residue field O F /(π). As in Section 6, we shall write ζ n = exp(2πi/n) for any n ∈ Z + .
The structures of F nr /F and F t /F are well-known (for example, see [4, Application II on p. 28 & Corollary 1 on p. 32]). On one hand, the field F nr is obtained by adjoining to F all n-th roots of unity for (n, p) = 1. Hence, Ω nr F is a procyclic group topologically generated by the Frobenius automorphism φ = φ F given by
On the other hand, the field F t is obtained by adjoining to F nr all n-th roots of π for (n, p) = 1. We shall choose a coherent set of radicals π 1/n so that (π 1/mn ) n = π 1/m for all m, n and then define π m/n = (π 1/n ) m . So, Gal(F t /F nr ) is procyclic and is topologically generated by σ = σ F given by
If we let φ also denote the unique lifting of φ from Ω nr F to Ω t F fixing the chosen radicals π 1/n for (n, p) = 1, then Ω t F is topologically generated by φ and σ. In particular, any h ∈ Hom(Ω t F , G) is uniquely determined by its values on φ and σ. Observe that h is unramified if and only if h(σ) = 1. Moreover, we have φσφ −1 σ −1 = σ q−1 because both sides have the same effect on the elements ζ n and π 1/n for (n, p) = 1. Since G is abelian, this imples that h(σ) has order dividing q − 1.
Let G q−1 denote be the subgroup of G consisting of all elements of order dividing q − 1. Then, for any h ∈ Hom(Ω t F , G) we have h(σ) ∈ G q−1 . Conversely, it is clear that h(σ) can take any value
Notice that f s indeed preserves Ω F -action because all (q − 1)-st roots of unity are contained in F , whence elements in G (q−1) are fixed by Ω F , as is π.
Proof. If s = 1, then h = 1 and we can take a ∈ F h to be such that a(t) = 0 if t = 1 and a(1) = 1. Clearly, we have
, so the claim follows. Next, assume that s = 1 and and write e = |s|. Let Π = π 1/e . Then, F h = F (Π) because ker(h) is generated by φ and σ e . Notice that F h /F is totally ramified and has ramification index e. Hence, generates A h over O F H, where H := Gal(F h /F ). Notice that α ∈ A h because e is a unit in F . For each l = 0, 1, ..., e − 1, multiply both sides of (7.6) by ζ −(l+(1−e)/2)i e and sum over i to get Since the Π l+(1−e)/2 form an O F -basis for A h and ζ e ∈ O F , this shows that indeed
To define the desired element a, we identify H with h(Ω F
. By definition, the resolvend of a is given by
Let χ ∈Ĝ be given and write ρ = ρ(χ, s), where ρ(χ, s) is as in Definition 6.1. Set k = ρ − (1 − e)/2 so that k ∈ {0, 1, ..., e − 1}. Then, the same computation as in (7.7) shows that
On the other hand, we have
also. From the identification in (5.14), we see that r G (a) = Θ t * (f s ), as claimed.
Remark 7.3. Let a be the generator constructed in Proposition 7.2 above. Notice that
for all χ ∈Ĝ from (7.9) and Definition 6.1. Hence,
by identification (5.10). We then deduce from Lemma 2.11 that a is a self-dual generator.
Next we consider an arbitrary h ∈ Hom(Ω t F , G).
Proof. For i = 1, 2 define h i ∈ Hom(Ω t F , G) by setting
Then, h = h 1 h 2 and h 1 is unramified. By Propositions 7.1 and 7.2, there exist a 1 , a 2 such that
Then, Lemma 4.2 implies that there existsã ∈ A h such that (7.14)
Since A h = O F G · a also, we must have a = γã for some γ ∈ (O F G) × . Thus, we have
where u := r G (γa 1 ) ∈ H(O F G). This proves the claim.
Theorem 7.5. Given s ∈ G q−1 and u ∈ H(O F G), denote by h the image of Θ t * (f s )u under the connecting homomorphism H(F G) → Hom(Ω F
Proof. Let h 1 and h 2 be the images of u and Θ t * (f s ), respectively under the connecting homomorphism H(F G) → Hom(Ω F , G), so h = h 1 h 2 . Then, h 1 is unramified from Proposition 7.1, which implies that h 1 (σ) = 1. In addition, we have h 2 (φ) = 1 and h 2 (σ) = s by Proposition 7.2. Hence, (7.12) holds and so the same argument as in Theorem 7.5 will yield the desired element a.
Proof of Theorem 1.2
We prove Theorem 1.2 in this section. Recall that K is our fixed number field. We write Λ = Λ K , and for each prime v in K, write Λ v = Λ Kv and σ v = σ Kv (recall the notation in Sections 6 and 7).
Let J(H(KG)) denote the direct restricted product of the groups H(K v G) with respect to the subgroups H(O K,v G), and J(KΛ) the direct restricted products of the groups (K v Λ v ) × with respect to the subgroups Λ × v . Here v ranges over all finite primes in K (the infinite places can be omitted as they play no role). Furthermore, from Θ t * and rag defined on each component, we obtain
defined between the idele groups. These two maps are well-defined because Θ t
for all primes v. Finally, for for each prime v in K, let F v be the set of all the f v,s = f Kv,s for s ∈ G (q Kv −1) and set
Notice that f ∈ J(KΛ) means that f v = f v,sv = 1, that is s v = 1, for almost all v.
Theorem 8.1. Let h ∈ Hom(Ω F , G) and suppose that K h = KG · b. Then, h is tame if and only if
for some c ∈ J(KG), f ∈ F, and u ∈ v H(O K,v G). 
by Theorem 7.4. Thus, for f := (f v,sv ) and u := (u v ), we have r G (b) = rag(c) −1 Θ t * (f )u, where f ∈ F as h v is unramified and so s v = 1 for almost everywhere. Conversely, assume that (8.3) holds. At each prime v, we have
(see Propositions 7.1 and 7.2). Hence, r G (b) ∈ H t (K v G) for all primes v and so h is tame. Moreover, if f v = f v,sv , then by Theorem 7.5 there exists a v ∈ K hv such that
whence f is uniquely determined by h. In addition, (8.
We see from Definition 3.6 that cl(A h ) = j(tc) = j(c), as claimed. The last assertion, which says that f v,sv = 1 if and only if h v is unramified, is clear since
Consider the homomorphism rag given by
, where the first arrow is the map induced by rag and the second is the canonical quotient map. Theorem 8.1 implies that A t (O K G) ⊂ ker(rag). We shall use an approximation theorem proved in [8, Proposition 6.14] to show that this inclusion is in fact an equality. The modified ray class group mod m of Λ is defined to be 
Proof. The first inclusion is proved in [8, (2.14) ]. For the second inclusion, observe that using the first inclusion, it is sufficient to show that Θ t
) for all v. But for any g v ∈ (K v Λ v ) × and α ∈ AĜ, we have α, 1 = 0 and so Proof. See [8, Proposition 6.14]. 
Let m be an integral ideal of O K divisible by both |G| and m 2 , where m is the exponent of G. Then, we have
for some f ∈ F by Proposition 8.4. Applying Θ t * to (8.17) and using Proposition 8.3, we obtain
Hence, by changing b and u in (8.16) if necessary, we may assume that g ∈ F. It then follows from Theorem 8.1 that j(c) = cl(A h ) and h is tame, whence j(c) ∈ A t (O K G).
Theorems 1.2 is now a direct consequence of Theorem 8.5.
Proof of Theorem 1.2. We have A t (O K G) = ker(rag) from Theorem 8.5, where rag is as defined in (8.9). Since rag is a homomorphism, this shows that
Remark 8.6. For any j(c) ∈ A t (O K G), the same argument as in [8, Theorem 6.17] shows that there exists h ∈ Hom(Ω t K , G) such that j(c) = cl(A h ) and: (a) K h is a field; (b) the only subfield of K h /K which is unramified over K is K itself; (c) K h /K is unramified at any preassigned finite set of primes in K.
In particular, we have
A t (O K G) = {cl(A h ) | h ∈ Hom(Ω t K , G) is surjective}.
Constructing Local Generators at Wild Primes
In this section, F will denote a p-adic field with p ≥ 3. Under suitable assumptions, given a wild and weakly ramified h ∈ Hom(Ω F , G), we shall construct a generator for A h whose resolvend has a specific form. In particular, we will prove: Theorem 9.1. Assume that F/Q p is unramified, and suppose that h ∈ Hom(Ω F , G) with F h /F totally ramified of degree p. Then, h is weakly ramified, and there exists a ∈ F h with A h = O F G · a and r G (a) = uΘ t * (g) for some u ∈ H(O F G) and g ∈ Map Ω F (G(−1), (F c ) × ).
The fact that h must be weakly ramified follows from the proposition below.
Proposition 9.2. Assume that F/Q p is unramified and suppose that L/F is a Galois extension of degree p. Then L/F is weakly ramified.
Proof. Let Γ = Gal(L/F ), and suppose on the contrary that L/F is not weakly ramified, so Γ 2 = 1. Since Γ has order p, we must have
then we know from Proposition 3.1 that
On the other hand, from [10, Chapter III Theorem 2
where v L (p) = p because F/Q p is unramified and L/F has degree p. Then, 3(p − 1) ≤ 2p − 1, which implies that p ≤ 2. This contradicts the assumption that p ≥ 3.
For any uniformizer π in F , we write F π,n for the n-th Lubin-Tate division field of F with respect to π. First we want to reduce the proof of Theorem 9.1 to the case when F h ⊂ F p,2 .
Theorem 9.3. Assume that F/Q p is unramified. Let π be a uniformizer in F and M π,2 the unique largest subextension of F π,2 /F whose degree is a power of p. Then, for any finite non-trivial abelian Proof. See [13, Theorem 1.4] . We note that p ≥ 3 is needed in the proof. Proposition 9.4. Let M/F be a totally ramified extension of degree p and let U/F be the unique unramified extension of degree p over F . Then, there exists a subextension L ⊂ U M such that L/F is totally ramified of degree p and p ∈ N L/F (L × ).
Proof. From local class field theory, there is a one-one correspondence between abelian extensions of F and norm groups in F × (see [9, Theorem 1.1 & Corollary 1.2] ). In particular, we have
Consider the subgroup N :
we only need to show that the quotient group
has order p. Indeed, it is non-trivial because U/F unramified of degree p implies that p / ∈ N U/F (U × ), and so p / ∈ N U M/F (U M × ). On the other hand, it has order at most p as
and so p p ∈ N U M/F (U M × ). This proves that [L : F ] = p, as desired.
Proposition 9.5. Assume that F/Q p is unramified and let h ∈ Hom(Ω F , G) be as in Theorem 9.1. Then, we have h = h 1 h 2 for some h 1 , h 2 ∈ Hom(Ω F , G) with h 1 unramified and F h 2 ⊂ M p,2 totally ramified of degree p. In particular, F h 2 /F is weakly ramified.
we may take h = h 2 and h 1 = 1. Hence, without loss of generality assume that M ⊂ M p,2 . Let U be the unique unramified extension of degree p over F and let L be given by Proposition 9.4. Then, L/F is wild and weakly ramified by Proposition 9.2 and so L ⊂ M p,2 by Theorem 9.3. Observe that U and M are linearly disjoint, and so we have a natural isomorphism
Notice that the subgroup Gal(U M/L) has order p. Let ξ, η ∈ Ω F be such that
As L = U and L = M , we must have Gal(U/F ) = ξ| U and Gal(M/F ) = η| M . Then, τ := h(η) is a generator of h(Ω F ), which has order p. Identify Gal(U/F ) with h(Ω F ) by identifying ξ| U with τ and define h 1 ∈ Hom(Ω F , G) by setting h 1 (ω) = ω| U . Then F h 1 = U and so h 1 is unramified. Set h 2 := hh −1
Then, we have h 2 (ω) = h(η) j h 1 (ξ) −i = τ j−i and so
This shows that ker(h
With Proposition 9.5, we can now treat only the case F h ⊂ F p,2 (see the proof of Theorem 9.1 at the end of this section). Now, we will first prove a special case of Theorem 9.1. Proposition 9.6. Assume that F/Q p is unramified and let h ∈ Hom(Ω F , G) be as in Theorem 9.1. Assume in addition that h is surjective and
, and a is a self-dual generator.
Notation and Conventions. In the rest of this section, F will continue to denote a p-adic field with p ≥ 3, and we will assume the hypotheses in Proposition 9.6. Since h is surjective, we may identify F h with F h and G with Gal(F h /F ) as in Remark 2.2. We shall write L := F h . Set ζ := exp(2πi/p). In addition, for each i ∈ F p let (1 − p)/2 ≤ s(i) ≤ (p − 1)/2 be the unique integer satisfying s(i) ≡ i (mod p), and if i ∈ F × p we let 1 ≤ t(i) ≤ p − 1 be the multiplicative inverse of i mod p. Given τ ∈ G and i ∈ F p , we shall write τ i for τ m i where m i ∈ Z satisfies m i ≡ i (mod p). This is well-defined since G has exponent p.
The reason for assuming that L ⊂ F p,2 is so that we can apply Lemma 9.7 below.
Proof. See [11, the first paragraph in Section 3 & the paragraph following Lemma 8] . We remark that the assumptions that p ≥ 3, F/Q p is unramified, and L ⊂ F p,2 are needed for this lemma.
The fact that x 1/p − 1 has positive valuation is crucial. We summarize the set-up in a diagram:
Here the numbers indicate the degrees. Let us introduce some further notation. For each i ∈ F × p , let ω i ∈ Gal(F (ζ)/F ) be such that ω i (ζ) = ζ t(i) . Since [L : F ] and [F (ζ) : F ] are coprime, we have
We may then view ω i as lying in Gal(L(ζ)/F ) by letting ω i act trivially on L. Set (9.11)
The second definition is justified since ω i (x 1/p ) is clearly a p-th root of x i . Moreover, observe that if i, j ∈ F × p , then t(j)t(i) = t(ji) and so we have ω j ω i = ω ji . This implies that (9.12)
To motivate the definition of a, we first define g ∈ Map Ω F (G(−1)(F c ) × ). Let τ be any generator of G (which will be carefully chosen later in (9.28)) and define (9.14) g
Notice that g preserves Ω F -action: Let ω ∈ Ω F and τ i ∈ G. We have ω| L(ζ) = ω j for some j ∈ F × p , in which case κ(ω −1 ) = j (recall Definition 6.4). If i / ∈ F × p , then τ i = 1 and clearly g(1) ω = 1 = g(1 ω ). If i ∈ F × p , we use the fact that ω j ω i = ω ji to obtain
(recall Definition 6.1). So, if a satisfies r G (a) = Θ t * (g), then we must have
for every integer k. Hence, (5.12) implies that
We shall show that this a satisfies the conclusion of Proposition 9.6.
Proof. The x 1/p i are Galois conjugates of x 1/p in L(ζ) by definition. Hence, plainly we have a ∈ L(ζ), and a ∈ L if and only if a is fixed by every element in Gal(L(ζ)/L). By (9.10), a non-trivial element in Gal(L(ζ)/L) can be identified with ω j for some j ∈ F × p . Using (9.12), we deduce that
where the last equality holds because the map
k is a bijection, and so ω j permutes the elements in (9.20)
We then see that ω j fixes a and so a ∈ L.
Next, we use a valuation argument to show that a ∈ A L/F , where A L/F is a square root of the inverse different in L/F . Then, we compute the resolvend r G (a) of a and use Proposition 3.3 to show that A L/F = O F G·a. In the course of the computation, we will also show that r G (a) = Θ t * (g).
Lemma 9.9. x n/p i − 1 has positive valuation for all i ∈ F × p and non-zero n ∈ Z.
Proof. We know that x 1/p − 1 is a uniformizer in L(ζ). Now, observe that
The first equality shows that the x Proof. We have v L (A L/F ) = 1 − p by Proposition 3.1, since L/F is totally and weakly ramified of degree p. Furthermore, observe that
and v L (p) = p because F/Q p is unramified. The sum in parentheses above lies in L by Lemma 9.8 and is integral by Lemma 9.9. So, it suffices to show that this sum has positive valuation. Observe that we can write the sum as
so in fact it is enough to show that (9.25)
has positive valuation for each k = 1, ..., p − 1. But in general, if β 1 , ..., β M are elements such that β i − 1 has positive valuation for each i, then so does
since each β i is necessarily a unit if β i − 1 has positive valuation. It then follows from Lemma 9.9 that (9.24) has positive valuation, whence the claim follows.
Next we compute the conjugates of a in L/F so we can calculate r G (a). First, via the isomorphism in (9.10), we may identify Gal(L/F ) with Gal(L(ζ))/F (ζ)). Let the generator τ ∈ G in (9.14) be the element corresponding to λ ∈ Gal(L(ζ)/F (ζ)) with
Using (9.13), we deduce that (λ j ω i )(x 1/p ) = (ω i λ j )(x 1/p ) and so
Lemma 9.11. For any j, k ∈ F p , we have
In particular, since τ is identified with λ, this implies that
Proof. Using (9.28), we deduce that
from which the claim follows.
Proposition 9.12. For any k ∈ F p , we have
In particular, r G (a)r G (a) [−1] = 1 and a is a self-dual generator.
Proof. Using Lemma 9.11, we have that
Then, exchange the two summations and use orthogonality of roots of unity to get
which proves the first equality. Similarly, we have
by definition, the second equality holds also. Hence, we have
for all χ ∈Ĝ, and so r G (a)r G (a) [−1] = 1 by the identification in (5.10). By Lemma 2.11, this implies that a is a self-dual generator.
Since a ∈ A L/K from Proposition 9.10 and O F G · a is self-dual by Propositon 9.12, we deduce from Proposition 3.3 that A L/F = O F G · a. We have r G (a) = Θ t * (g) and a is a self-dual generator from (9.14), (9.16), Proposition 9.12, and the identification in (5.10). This proves Proposition 9.6.
Proof of Theorem 9.1. The homomorphism h is weakly ramified by Proposition 9.2. Now, we write h = h 1 h 2 , where h 1 and h 2 are given by Proposition 9.5. We have
On the other hand, let H = h 2 (Ω F ) andh 2 ∈ Hom(Ω F , H) be obtained from H by restricting the range. Since F h 2 ⊂ M p,2 is totally ramified of degree p, Proposition 9.6 implies that Ah
. Using Lemma 3.7 and Remark 6.6, we then deduce that A h 2 = O F G·a 2 for some a 2 ∈ A h 2 such that r G (a 2 ) = Θ t * ,G (g) with g ∈ Map Ω F (G(−1), (F c ) × ). Now, apply Lemma 4.2 to obtain a ∈ A h such that A h = O F G · a and r G (a) = uΘ t * ,G (g), as desired.
Decomposition of Wild Local Resolvends
Let F be a p-adic field. Suppose that h ∈ Hom(Ω F , G) is weakly ramified and a ∈ F h satisfies
We shall show that under suitable assumptions, the same holds even if h is wild and weakly ramified. 
Then, any a ∈ F h with
We may drop the assumption on h(Ω F ) if we allow rag(M × F ) in the factorization of r G (a).
Theorem 10.2. Let F be a p-adic field with p ≥ 3 and h ∈ Hom(Ω F , G) a wild and weakly ramified homomorphism. Suppose that a ∈ F h satisfies A h = O F G · a. Then:
(a) If F does not contain a p-th root of unity, then r G (a)(χ) is a unit for all χ ∈Ĝ.
We will prove Theorems 10.1 and 10.2 in Sections 11 to 13, which are then used in Section 14 to prove Theorems 1.3 and 1.4 . For the rest of this section, we set up the notation and conventions.
Notation and Conventions. By Lemma 3.7 and Remark 6.6, it suffices to prove Theorems 9.1 and 9.2 when h is surjective. Thus, replacing h(Ω F ) by G if necessary, we may assume that h is surjective so L := F h is a field. We identify L with F h and Gal(L/F ) with G as in Remark 2.2.
Let U be the maximal unramified subextension of L/F and G n the n-th ramification group of L/F for each n ≥ −1. Since L/F is wildy and weakly ramified, and G is abelian, we have G We summarize the set-up in the following diagram:
Here the numbers indicate the ramification indices.
Finally, if G = H × C for subgroups H and C, we shall identify Gal(L C /F ) with H via
where the vertical isomorphisms are induced by restriction to L C and projection onto H, respectively. Via this identification, we define h L C ∈ Hom(Ω F , G) by setting
In addition, h L C is weakly ramified by Lemma 10.3 below.
Lemma 10.3. For any subgroup C in G, the extension L C /F is weakly ramified.
Proof. We use ramification groups in upper numbering to compute (G/C) 2 . We know that
and
where ϕ is defined as in [14, Chapter IV Section 3] , and (G/C) v = G v C/C from [14, Chapter IV Section 3 Proposition 14]. Since G 2 = 1 by hypothesis, for u = 2 we deduce that
This shows that L C /F is weakly ramified, as desired.
Proof of Theorem 10.1 (a)
We shall use the notation in Section 10. Then, G = h(Ω F ) is cyclic of odd order by hypothesis and r = 1 in (10.1). The strategy is to use Lemma 4.2 and Theorem 9.1. First we prove:
Proposition 11.1. Then, there exist h 1 , h 2 ∈ Hom(Ω F , G) with h = h 1 h 2 such that h 1 is unramified and F h 2 /F is totally ramified of degree p.
Remark 11.2. The proof of Proposition 11.1 does not use the assumption that F/Q p is unramified.
Write |G| = p s q, where s ≥ 1 and (p, q) = 1. We consider two cases. 
Plainly, h 1 is unramified and M/F is totally ramified of degree p.
Case II: Next suppose that s ≥ 2. Let V be the unique unramified extension of F of degree p s q. We fix a generator τ ∈ G and an η ∈ Ω F with h(η) = τ . Then, Gal(L/F ) = η| L and η| L = τ . Lemma 11.3. There exists ξ ∈ Ω F such that Gal(V /F ) = ξ| V and ξ| U = η| U .
Proof. Let ξ ∈ Ω F be a lift of any generator ξ| V of Gal(V /F ). We have (11.3) Gal(U/F ) = η| U and Gal(U/F ) = ξ| U via the quotient maps Gal(L/F ), Gal(V /F ) → Gal(U/F ) given by restriction to U . Since Gal(U/F ) has order p s−1 q, we have η| U = (ξ| U ) j for some j coprime to p s−1 q and hence coprime to p s q as s ≥ 2.
Since Gal(V /F ) has order p s q, for any such j the element (ξ| V ) j still generates Gal(V /F ). Therefore, replacing ξ by a lift of (ξ| V ) j if necessary, we may assume that j = 1 so that ξ| V = η| U .
Let ξ be given by Lemma 11.3. We shall identify Gal(V /F ) with G via identifying ξ| V with τ and define h 1 ∈ Hom(Ω F , G) by h 1 (ω) = ω| V . Then, F h 1 = V and so h 1 is unramified. Set h 2 := hh
Proof. First we show that M/F has degree p. Since Gal(M/F ) ≃ h 2 (Ω F ) and G is cyclic, it suffices to show that h 2 (Ω F ) = 1 and |h 2 (ω)| = 1 or p for all ω ∈ Ω F . Plainly, h 2 (Ω F ) = 1 since h = h 1 . Now, let ω ∈ Ω F and consider
From this, we see that we may assume ω ∈ Gal(V L/F ). But notice that L ∩ V = U , so we have
Since ξ| U = η| U by choice and they have order p s−1 q, we get that
Since i ≡ j (mod p s−1 q) and τ has order p s q, we see that |τ j−i | = 1 or p, as claimed. Since M/F has degree p, it is either unramified or totally ramified of degree p. But it cannot be unramified, for it would imply that h = h 1 h 2 is unramified, which is a contradiction.
Proof of Theorem 9.1 (a). Let h 1 and h 2 be given by Proposition 11.1. From Proposition 7.1, there exists
On the other hand, since F/Q p is unramified and p ≥ 3, Theorem 9.1 implies that there exists
As h is weakly ramified by hypothesis, and so is h 2 by Proposition 9.2, we obtainã
As any a ∈ F h with A h = O F G · a must differ fromã by element in (O F G) × , the theorem now follows.
Proof of Theorem 10.1 (b)
We shall use the notation set up in Section 10. By hypothesis, the base field in question is F = Q p . First we note that r = 1 in (10.1) in this case. This is a consequence of the lemma below. Proof. Every abelian group is a product of its Sylow subgroups. Thus, if P is the Sylow p-subgroup of G, then it is enough to show that P has a cyclic subgroup H N which contains G 0 and has a complement in P . Now, P is either cyclic of elementary abelian by hypothesis. If it is cyclic then we can take H N = P . If it is elementary abelian, then every subgroup has a complement, and we can take H N = G 0 , which is cyclic of order p by Lemma 12.1.
Let L n be the fixed field of T n and let h n := h Ln be defined as in (10.3) . Then, h N (Ω F ) = H N is cyclic and one easily sees that h = h 1 · · · h N by the identification in (10.2).
Lemma 12.3. For each n = 1, 2, ..., N we have
where e(L n /Q p ) denotes the ramification index of L n over Q p .
Proof. We identify Gal(L n /Q p ) with G/T n . Then e(L n /Q p ) = |(G/T n ) 0 |. Using ramification groups in upper numbering (see (10.4) and the proof of Lemma 10.3), we have
Since |G 0 | = p by Lemma 12.1 and G 0 ⊂ H N by construction, we have
as claimed.
Proof of Theorem 10.1 (b). Let h 1 , ..., h N be as constructed above. By Lemma 12.3,
is unramified and h N is has ramification p. From Proposition 7.1, there exists a 1 ∈ F h 0 such that
On the other hand, h N weakly ramified by Lemma 10.3 so there exists
Since h is weakly ramified by hypothesis, we obtainã ∈ A h such that A h = O F G ·ã and r G (ã) ∈ H(O F G)Θ t * (F Λ F ) from Lemma 4.2. Any a ∈ F h with A h = O F G · a must differ fromã by element in (O F G) × , so the theorem follows.
Proof of Theorem 10.2
Again, we use the notation set up in Section 10. First, since G is abelian, we may write
as a product of cyclic subgroups H 1 , ..., H N . Define T n as in (12.1) and write L n for its fixed field. Then, for h n := h Ln defined as in (10.3), we have h = h 1 · · · h N from the identification in (10.2). For each n = 1, ..., N , we have h n (Ω F ) = H n is cyclic and h n is weakly ramified by Lemma 10.3. We shall first assume Theorem 10.2 (a) and use it to prove Theorem 10.2 (b).
Proof. Since F G ·ã = F G · a we have a = γã for some (F G) × . Since r G preserves F G-action, we have r G (a) = γr G (ã) and so γ = r G (a)r G (ã) −1 . Therefore, γ(χ) = r G (ã)(χ)r G (a)(χ) −1 , which is a unit for all χ ∈Ĝ by the hypothesis. Since
Proof of Theorem 10.2 (b). For each n = 1, ..., N , since h n is weakly ramified, there exists a n ∈ F h such that A hn = O F G · a n . Since h n (Ω F ) is cyclic and F/Q p is unramified, we have
by Theorems 7.4 and 10.1 (a). Moreover, by Lemma 4.2 there existsã ∈ F h such that
Since F/Q p is unramified, F does not contain a p-th root of unity. Therefore, by Theorem 10.2 (a), each r G (a n )(χ) is a unit and so r G (ã)(χ) is a unit for all χ ∈Ĝ. Now, if A h = O F G · a, then again by Theorem 10.2 (a) r G (a)(χ) is also a unit for all χ ∈Ĝ. Thus, we have r G (a) = rag(γ)r G (ã) for some γ ∈ M × F by Lemma 13.1. The theorem now follows from (13.2) and (13.3).
It remains to prove Theorem 10.2 (a). The strategy willl be to first reduce the statement to the case when L/F is totally ramified, and then to the case when L/F has degree p. First we need a definition (see [5, Chapter I §4] for a more detailed discussion). 
where ρ is any representation on G with character ϕ. One can show that this definition is independent of the choice of ρ. We shall omit the subscript L/F when there is no danger of confusion.
Observe that if χ is irreducible, then (b | χ) = r G (b)(χ). Furthermore, if ϕ 1 , ..., ϕ M are characters on G corresponding to the representations ρ 1 , ...ρ M , respectively, then ϕ 1 + · · · + ϕ M will be the character of ρ 1 ⊕ · · · ⊕ ρ m . This implies that
Furthermore, notice that U does not contain a p-th root of unity since F does not by assumption and U/F is unramified. Thus, replacing F, G, a, χ by U, H,â, Res G H (χ) if necessary, we may henceforth assume that L/F is totally ramified. In particular, we have G ≃ (Z/pZ) r from diagram (10.1).
Second Reduction: The next step is to use the trace map T r L/F to reduce to the case when L/F is cyclic of degree p. We will need three lemmas.
where e(L/F ) is the ramification index of L/F and [x] denotes largest integer not exceeding x.
Proof. See [18, Chapter VIII Proposition 4].
Proof. Since L/F is totally and weakly ramified of degree p r , we deduce from Proposition 3.1 that
Then, from Lemma 13.3 we obtain
by the multiplicativity of the different. This implies that
Lemma 13.5. Let H be a subgroup of G and set M := L H . Let Q be a set of coset representatives of H in G, and identify Q with G/H. Then, we have
Proof. By Lemma 13. where Q is as in Lemma 12.5. Hence, replacing L, G, a, χ by M, G/H, T r L/M (a),χ if necessary, we may henceforth assume that L/F is a totally ramified extension of degree p.
Final
Step: So assume that G has order p and let χ 0 , χ 1 ..., χ p−1 be the distinct characters of G, where χ 0 denotes the trivial character. Proof. Since A L/F is self-dual with respect to the trace, its discriminant is a unit. Hence, it suffices to show that (a | ϕ) 2 = disc(A L/F ). Recall that by definition,
where ρ is any represention with character ϕ. As ϕ is plainly the regular character, we may assume that ρ is the regular representation on G. where the subscript a means that every entry is evaluated at a.
On the other hand, since {τ 0 (a), τ 1 (a), ..., τ p−1 (a)} is an O F -basis of A L/F , the discriminant of A L/F is equal to the square of the determinant of the matrix 
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