Introduction
In this paper, we generalise the results of [5] on the reduction theory of binary forms, which describe positive zero-cycles in P 1 , to positive zero-cycles (or point clusters) in projective spaces of arbitrary dimension. This should have applications to more general projective varieties in P n , by associating a suitable positive zerocycle to them in an PGL(n + 1)-invariant way. We discuss this in the case of (smooth) plane curves.
The basic problem motivating this work is as follows. Consider projective varieties over Q in some P n , with fixed discrete invariants. On this set, there is an action of SL(n + 1, Z) by linear substitution of the coordinates. We would like to be able to select a specific representative of each orbit, which we will call reduced, in a way that is as canonical as possible. Hopefully, this representative will then also allow a description as the zero set of polynomials with fairly small integer coefficients.
Recall the main ingredients of the approach taken in [5] . The key role is played by a map z from binary forms of degree d into the symmetric space of SL(2, R) (which is the hyperbolic plane H in this case) that is equivariant with respect to the action of SL(2, Z). We then define a form F to be reduced if z(F ) is in the standard fundamental domain for SL(2, Z) in H. In order to make the map z as canonical as possible, we use a larger group than SL(2, Z), namely SL(2, C); we then look for a map z from binary forms with complex coefficients into the symmetric space H C for SL(2, C) that is SL(2, C)-equivariant and commutes with complex conjugation. This map restricted to real forms will have image contained in H and satisfy our initial requirement. Now there are in general many possible such maps z (for exceptions, see below). We therefore need to pick one of them. In [5] this is achieved by a geometric property: we define a function on H C that measures how far a point is from the roots of F (up to an arbitrary additive constant); the covariant z(F ) is then the unique point in H C minimising this distance.
In our more general situation, we work with the space H n,R of positive definite quadratic forms in n + 1 variables, modulo scaling, and the space H n,C of positive definite Hermitian forms in n + 1 variables, modulo scaling (by positive real factors). There is a natural action of complex conjugation on H n,C ; the subset fixed by it can be identified with H n,R .
We use the formula for the distance function mentioned above to obtain a similar function on H n,C , depending on a collection of points in P n (C). Under a suitable condition on the point cluster or zero-cycle Z, this distance function has a unique critical point, which provides a global minimum. We assign this point to Z as its covariant z(Z), thus solving our problem.
Basics
In all of the paper, we fix n ≥ 0.
We consider the group G = SL(n + 1, C) and its natural action on forms (homogeneous polynomials) in n + 1 variables X 0 , . . . , X n by linear substitutions; this action will be on the right:
The same action is used for Hermitian forms in X 0 , . . . , X n . A Hermitian form can be considered as a bihomogeneous polynomial of bidegree (1, 1) in two sets of variables X 0 , . . . , X n andX 0 , . . . ,X n , where the action on the second set is through the complex conjugate of the matrix. The form Q is Hermitian if Q(X; X) =Q(X;X), whereQ denotes the form obtained from Q by replacing the coefficients with their complex conjugates. Hermitian forms can also be identified with Hermitian matrices, i.e., matrices A such that A =Ā, where A corresponds to Q if Q(x) =xAx ; then the action of G is given by A · γ =γ Aγ.
The group G also acts on coordinates (ξ 0 , . . . , ξ n ) on the right via the contragredient representation,
These actions are compatible in the sense that
for Hermitian forms Q and coordinate vectors x.
Point Clusters
The actions described above induce actions of PSL(n + 1, C) = PGL(n + 1, C) on projective schemes over C and points in projective space P n (C). The first specialises and the second generalises to an action on positive zero-cycles. Definition 1. A positive zero-cycle or point cluster is a formal sum Z = m j=1 P j of points P j ∈ P n . The number m of points is the degree of Z, written deg Z. If L ⊂ P n is a linear subspace, we let Z| L be the sum of those points in Z that lie in L.
Definition 2. Let Z be a point cluster in P n .
(1) Z is split if there are two disjoint and nonempty linear subspaces
Remark 3. Note that a split point cluster cannot be stable.
If we identify the cluster Z = m j=1 P j , where P j = (a j0 : a j1 : . . . : a jn ), with the form F (Z) = m j=1 (a j0 x 0 + a j1 x 1 + . . . + a jn x n ) (up to scaling), then Z is (semi-)stable if and only if F (Z) is (semi-)stable in the sense of Geometric Invariant Theory, see [4] . If n = 1, then the notions of stable and semi-stable defined here coincide with those defined in [5] (in Def. 4.1 and before Prop. 5.2) for binary forms. We denote by Z m (R) etc. the subset of point clusters fixed by complex conjugation, which acts via j P j → jP j .
For notational convenience, we define for a point cluster Z and
Then Z is semi-stable if and only if
deg Z and stable if and only if the inequality is strict for 0 ≤ k < n.
We let P, P =P (P ) denote the standard Hermitian inner product on row vectors and P 2 = P, P the corresponding norm. The next lemma is the basis for most of what follows.
Lemma 5. Let Z ∈ Z m . Fix row vectors P j , j ∈ {1, . . . , m}, representing the points in Z, such that P j 2 = 1.Then there is a constant c > 0 such that for every positive definite Hermitian matrix Q with eigenvalues 0 < λ 0 ≤ λ 1 ≤ . . . ≤ λ n , we have
. . , b k the subspace generated by the first k + 1 basis vectors. By definition of ϕ Z , the set Σ(B) ⊂ S m of permutations σ with the following property is nonempty: We then have for σ ∈ S m and using notation introduced above
Taking the maximum over all σ ∈ S m now shows that
The Covariant
Definition 6. LetZ m etc. denote the set of point clusters of degree m with a choice of coordinates for the points, up to scaling the coordinates of the points with factors whose product is 1. We will callZ ∈Z m a point cluster with scaling.
For λ ∈ C × andZ ∈Z m , we write λZ for the cluster with scaling that we obtain by scaling one of the points inZ by λ. This defines an action of C × onZ m such that the quotient C × \Z m is Z m . IfZ ∈Z m , then we write Z for the image ofZ in Z m .
Definition 7. For a point cluster with scalingZ ∈Z m , pick a representative m j=1 P j with row vectors P j . Then, for Q ∈ H n,C , represented by a Hermitian matrix, we define
is clearly invariant under scaling of Q, and it does not depend on the choice of representative forZ. Note also that for γ ∈ G,
This function generalises the distance function used in Prop. 5.3 of [5] . We will now proceed to show that for stable clusters, there is a unique form Q ∈ H n,C that minimises this distance.
To that end, we now identify H n,C with the set of positive definite Hermitian matrices of determinant 1. This is a real n(n + 2)-dimensional submanifold of the space of all complex (n+1)×(n+1)-matrices. SL(n+1, C) acts transitively on this space, and the tangent space T at the identity matrix I consists of the Hermitian matrices of trace zero. We say that a twice continuously differentiable function on H n,C is convex if its second derivative is positive semidefinite, and strictly convex if its second derivative is positive definite. Then the usual conclusions on convex functions apply.
Lemma 8. LetZ ∈Z m be a point cluster with scaling.
(1) The function DZ is convex.
(2) If Z is non-split, then DZ is strictly convex. Proof. Since scalingZ only changes DZ by an additive constant, we can assume thatZ = P 1 + . . . + P m with row vectors P j satisfying P j 2 = 1.
(1) Since DZ(Q · γ) = DZ ·γ −1 (Q), we can assume that Q = I. We compute the second derivative at λ = 0 of λ → f (λ) = DZ exp(λB) , where B is a Hermitian trace-zero matrix (i.e., B ∈ T ). We have
The second derivative therefore is
by the Cauchy-Schwarz inequality. This shows that the second derivative is positive semidefinite, whence the first claim.
(2) The second derivative vanishes exactly when every P j is an eigenvector of B for all j. Since B has trace zero, there are at least two distinct eigenvalues (unless B is the zero matrix). The 'non-split' condition therefore excludes this possibility, implying that the second derivative at I is positive definite. Since the condition is invariant under the action of SL(n+1, C), the second derivative is positive definite everywhere.
(3) By Lemma 5, we find some c > 0 such that for Q ∈ H n,C with eigenvalues λ 0 ≤ . . . ≤ λ n , we have
, we obtain
for 0 ≤ k ≤ n−1. The computation in the proof of (3) above then yields
So DZ(Q) ≤ B implies that λ n /λ 0 is bounded, but this implies that the subset of Q ∈ H n,C satisfying DZ(Q) ≤ B is also bounded. Since it is obviously closed, it must be compact.
Remark 9. Note that if Z is not stable, then there are sets {Q : DZ(Q) ≤ B} that are not compact. Indeed, there is a linear subspace L 0 ⊂ C n+1 of some dimension 0 < k + 1 < n + 1 containing at least (k + 1)m/(n + 1) points of Z. Let L 1 be its orthogonal complement. Let Q λ be the Hermitian matrix with eigenvalue λ
on L 0 and eigenvalue λ k+1 on L 1 . Then we have for λ ≥ 1 that
but the set {Q λ : λ ≥ 1} is not relatively compact.
We also see that DZ is not bounded from below when Z is not semi-stable, since using the corresponding strict inequality, we find with a similar argument that
Corollary 10. IfZ ∈Z st m , then the function DZ has a unique critical point z(Z) on H n,C , and at this point DZ achieves its global minimum log θ(Z) (for some θ(Z) ∈ R >0 ).
Proof: By Lemma 8, we know that DZ is strictly convex and that the set {Q ∈ H n,C : DZ(Q) ≤ B} is always compact. The first property implies that every critical point must be a local minimum. By the second property, there exists a global minimum. If there were two distinct local minima, then on a path joining the two, there would have to be a local maximum, but then the second derivative would not be positive definite in this point, a contradiction. Hence there is a unique local minimum, which must then also be the global minimum and the unique critical point.
Since D λZ = log |λ| 2 + DZ, the minimising point in H n,C does not depend on the scaling, so it only depends on Z, and the notation z(Z) is justified.
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Note that we have θ(λZ) = |λ| 2 θ(Z). In some cases the point z(Z) is uniquely determined by symmetry considerations. Namely if the point cluster Z ∈ Z st m is stabilised by a subgroup of SL(n+1, C) that fixes a unique point in H n,C , then z(Z) must be this point, compare Lemma 3.1 in [5] . This facilitates the numerical computation of z(Z), since it eliminates the need for finding numerically the minimum of the distance function on H n,C .
Example 12. Consider a sum Z of n + 2 points in general position in P n (C). Then Z is stable. Since PGL(n + 1, C) acts transitively on (n + 2)-tuples of points in general position, we can assume that the points in Z are the coordinate points together with the point (1 : . . . : 1). Let this specific cluster be Z 0 . The stabiliser of Z 0 in PGL(n + 1) is isomorphic to the symmetric group S n+2 ; its preimage Γ in SL(n + 1, C) acts irreducibly on C n+1 . By Schur's lemma, there is a unique (up to scaling) Γ-invariant positive definite Hermitian form. It can be checked that
is invariant under Γ, hence z(Z 0 ) = Q 0 . In general, we just have to find a matrix
Note that Z 0 · γ − = j P 0,j γ if Z 0 = j P 0,j and we think of the P 0,j as row vectors. So if Z = j P j , then the rows of γ are coordinate vectors for the first n + 1 points in Z, scaled in such a way that their sum is a coordinate vector for the last point.
Reduction of Point Clusters
We can now define when a point cluster is reduced.
Definition 13. Let Z ∈ Z st m (R). We say that Z is LLL-reduced, resp., Minkowskireduced, if the positive definite real quadratic form corresponding to z(Z) is LLLreduced, resp., Minkowski-reduced.
By definition, there is an essentially unique Minkowski-reduced representative in the SL(n + 1, Z)-orbit of a given point cluster Z ∈ Z st m (R). On the other hand, for computational purposes, it is usually more convenient to work with LLL-reduced representatives. In order to find an LLL-reduced representative of Z's orbit, we compute the covariant Q = z(Z). Then we use the LLL algorithm [3] to find γ ∈ SL(n + 1, Z) such that Q · γ is LLL-reduced. Then Z · γ is an LLL-reduced representative of the orbit of Z.
Example 14. We can use our results to reduce pencils of quadrics in three variables whose generic member is smooth. These correspond to four points in general position in P 2 . We illustrate the method with a concrete example. Let
2 be a pair of quadrics. We first determine a good basis of the pencil spanned by Q 1 and Q 2 by reducing the binary cubic det(xM 1 + yM 2 ) = 27348x 3 + 215720x 2 y + 567184xy 2 + 497080y 3 with the approach described in [5] . Here M 1 and M 2 are the matrices of second partial derivatives of Q 1 and Q 2 , respectively. This suggests the new basis
with already somewhat smaller coefficients; the new binary cubic is
Now we find the four points of intersection numerically. We obtain and from this a matrix γ ∈ SL(3, C) that brings these points in standard position: 
Reduction of Ternary Forms
In this section, we apply the reduction theory of point clusters to ternary forms. The idea is to associate to a ternary form, or rather, to the plane curve it defines, a stable point cluster in a covariant way. This should be a purely geometric construction working over any base field of characteristic zero.
We will only consider irreducible ternary forms F of degree d. Assume that the curve defined by F has r nodes and no other singularities; then its genus is
and by [2, Exercise IV.4.6, p. 337], the number of inflection points is
We let Z(F ) be the sum of the inflection points, counted with multiplicity. When is Z(F ) stable? The first condition is that the multiplicity of any point must be less than d(d − 2) − 2r. Now the multiplicity is 2 less than the order of tangency of the inflectional tangent, so it is at most d In any case, if F defines a nonsingular plane curve of positive genus, then Z(F ) is stable, and we can set z(F ) = z(Z(F )). We then define F to be reduced if z(F ) is reduced (i.e., if Z(F ) is reduced).
Example 15. If F is a nonsingular cubic, then it defines a smooth curve C of genus 1, with Jacobian elliptic curve E. The 3-torsion subgroup E[3] acts on C by linear automorphisms of the ambient P 2 . The preimage of E [3] in SL(3, C) is a nonabelian group Γ of order 27 that acts irreducibly on C 3 . Therefore there is a unique Q ∈ H 2,C that is invariant under the action of E [3] . This Q is then z(F ). If we know explicit matrices M T ∈ SL(3, C) for T ∈ E [3] that give the action of E [3] on P 2 , then we can compute a representative of Q as a Hermitian matrix as
We get the same result if we consider the cluster of inflection points on C, since this cluster (which is a principal homogeneous space for the action of E [3] ) is invariant under the same group Γ. Numerically, however, the method using the action of E [3] seems to be more stable. See [1, § 6] for some more discussion and details.
In general, we have to find the inflection points numerically and then find the minimum of DZ, also numerically. This can be done by a steepest descent method. We will illustrate this by reducing a ternary quartic.
Example 16. Let
