Cluster analysis is a method to classify observations into several clusters. A common strategy for clustering the observations uses distance as a similarity index. However distance approach cannot be applied when data is not complete. Genetic Algorithm is applied by involving variance (GACV) in order to solve this problem. This study employed GACV on Iris data that was introduced by Sir Ronald Fisher. Clustering the incomplete data was implemented on data which was produced by deleting some values of Iris data. The algorithm was developed under R 3.0.2 software and got satisfying result for clustering complete data with 95.99% sensitivity and 98% consistency. GACV could be applied to cluster observations with missing value without filling in the missing value or excluding these observations. Performance on clustering incomplete observations is also satisfying but tends to decrease as the proportion of incomplete values increases. The proportion of incomplete values should be less than or equal to 40% to get sensitivity and consistency not less than 90%
Introduction
Cluster analysis is an important technique in a wide variety of fields, such as psychology, economics, biology, bioinformatics, medicine, business and marketing, social science, world wide web, and data mining. Zadeh et al. (2011) applied cluster analysis for profiling customers of a bank based on their behavior. The analysis helped bank to identify the best retention strategies for current customers and the best acquisition strategies for new customers. Ketels and Memedovic (2008) explained that clustering locations based on the specific conditions can improve the efficiency of economic policy. Li et al. (2007) showed that clustering provides an efficient way to classify sessions, a semi-permanent interactive information interchange between two or more communicating devices, into several classes that efficiently describe web workloads.
Most of clustering methods employ distance as a similarity index for clustering the observation. This index requires complete information for all observations. But sometimes we are faced with the observations that have incomplete values for some variables. This will disrupt the process of calculating the distance to each observation, so that we should be filling in the missing values or excluding those observations. Filling in the missing values will result an addition error in the analysis due to estimate the missing value, whereas excluding observations will reduce the information, other than that sometimes we want to know the group from an observation although these observations have incomplete value, so this technique cannot be applied. Employing a different similarity index with other approaches can overcome this problem.
The objective of this study is applying Genetic Algorithm (GA) to cluster observations with missing values without filling in the missing values or excluding these observations.
Cluster Analysis
Cluster analysis is a multivariate method to classify observations into clusters. Observations within a cluster are more similar than observations between clusters. There are two types of clustering method, hierarchical clustering and nonhierarchical clustering. Hierarchical clustering merges a cluster into another cluster. In this process, the number of clusters shrinks but the clusters themselves grow larger. There is no determination for reallocation of observation, so the final configuration of clusters should always be carefully examined to see whether it is sensible. Johnson et al. (2014) mentioned four types of hierarchical clustering, which are single linkage, complete linkage, average linkage, and Ward's method. Nonhierarchical clustering is used to classify observations into K clusters, where the number of clusters, K, may either be specified in advance or determined as part of clustering procedure. There are three types of nonhierarchical clustering which are mentioned by Rencher (2003) , namely partitioning or optimization methods, mixtures of distributions, and density estimation.
There are several problems in using classical methods for clustering observations, such as determining the number of clusters, similarity measure, and handling incomplete data. Common methods to determine number of cluster are theoretic approach, kernel matrix, the elbow method, etc. However, it should be determining by the user so it is better to run algorithms more times to select a number of cluster that perform best characteristics.
Similarity index is employed to classify similar observations into a cluster. Most of classical clustering methods employ distance as a similarity index. However, this method cannot be implemented to data containing observations with incomplete value in one Figure 1 : Illustration of genetic elements or more variables because those observations cannot involved in calculating distance. Therefore, implementation of this method on incomplete data will reduce the information due to excluding the observation with incomplete values.
Genetic Algorithm
Natural selection encourages individuals compete against each other to survive longer. Individuals who cannot adapt with their environment over time will extinct. So that only individuals whose high performance remained in next generations. This idea inspired people to construct GA for solving optimization problems. Haupt and Haupt (2004) explained the history of GA which was developed by John Holland in 1975 over the course of the 1960s and 1970s and finally popularized by his student, David Goldberg, who was able to solve a difficult problem involving the control of gas-pipeline transmission for his dissertation. Liu et al. (2011) mentioned some previous studies that implemented GA to solve problems and got the optimal solutions. GA is optimally fit to optimize solution of big data. However it is not always be the best way to solve every problem, especially for data with only has few variables or problems that are not overly difficult because other methods may find solutions faster than GA.
Suppose that we would like to find x so that a certain function f (x) is maximum. We call f (x) as an objective function and x is a solution. In GA implementation a solution is represented by an individual while an individual is collection of genes and an objective function is represent as a fitness function that is employed to find the best solution of problem. Illustration of gene, individual, and population are shown by Figure 1 .
The individuals should be initiated in beginning of the GA phase as an initial population. Each individual has an associated fitness value which quantifies its value as a solution to the problem, so we can select individuals who represents a better solution. The selected individuals are recombined to form new generation of the population. Then, individuals in new generation mutate their self and continue to selection phase. This phase will stop when the individuals in a generation has been similar. Further explanations of the GA phase are as follows:
Initial population
Since GA searches over feasible solution, initial population should be complete and valid in order to make sure there is no redundancy that causes problem of convergence. Initial population may use a random initial or generated from seed points. These seed points may be random or selected by using a method.
Selection
Fitness value indicates the suitability of each individual as a solution. This value Figure 2 : Crossover for binary variable is a basis value for selecting n select individuals in selection phase. The performance of GA depends on fitness function because selection phase provides the pressure for GA to evolve its population toward individuals of better fitness. There are several selection techniques, those are ranked selection, tournament selection, fitness proportional selection or roulette wheel selection, and stochastic universal sampling. Cole (1998) used ranked selection by ranking the individuals based on their fitness value and selected top n select individuals. Liu et al. (2011) applied tournament selection by obtaining two individuals randomly and compared their fitness values, the selected individual has a better fitness value. This process is repeated n select times. Cole (1998) explained that roulette wheel selection chooses individuals based on a probability proportional to their relative fitness, so individuals with the optimal fitness value have bigger probability to be selected than the others. Pencheva et al. (2009) applied stochastic universal sampling by mapping the individuals to contiguous segments of a line such that each individuals segment is equal in size to its fitness as in roulette wheel selection.
3. Crossover Crossover recombines two individuals as parent to produce new individuals, offspring, who inherit the characteristic of their parents moreover they are expected to be better than their parent. Cole (1998) mentioned there are several techniques to crossover binary variable, such as single point crossover, double point crossover, and uniform point crossover. Figure 2 illustrates crossover for binary variable.
Single point crossover chooses one crossover point randomly. It will divide each individual into two different parts so that they as parent can exchange their second part. Double point Crossover selects two crossover points randomly, and this point will divide an individual into three different parts. Each individual will exchange second part. Uniform point crossover chooses the crossover point randomly by uniform distribution as crossover template. This template will be utilized for exchanging genes. Genes are exchanged if the value on crossover template is equal to 1.
Mutation Mutation is a genetic operator which alters one or more genes values in an individual
to maintain genetic diversity. With these new gene values, the genetic algorithm may be able to arrive at better solution than was previously possible. Mutation is an important part of the genetic search as it helps to prevent the population from stagnating at any local optima. However, mutation occurs at a small probability, referred to mutation rate, to ensure that good solutions are not distorted too much.
4 The Application of GA on Cluster Analysis
An optimization method is popular in the field of clustering because of their fast processing speeds and ease of implementation. This method search over for feasible solution by optimizing an objective function and usually begins with an initial solution, after which reallocation occurs according to some optimality criterion. Most of optimization methods are developed based on the principle of K -means to make it more effective and efficient than K -means. GA as an optimization method can be applied for cluster analysis as part of an optimization method by adapting its parameter with a clustering technique. After adapting parameters of GA with clustering technique, the phase of GA can be applied to obtain optimum solutions. The genes value are used to signify which cluster the object belongs to and an individual is candidate solution which have information about cluster for all observations.
An objective functions or a similarity index which is employed for traditional clustering method can act as fitness function for implementing GA on clustering the observation. The fitness function could be ratio of between sum of squares and within sum of squares, distance, correlation, or variance. Cole (1998) has applied GA to cluster the iris data set and succeed for clustering Iris data with 100% sensitivity and consistency over the 10 runs. Unfortunately, his study employed distance as a similarity index for clustering observation, so it could not be implemented for clustering incomplete data. In this study, variance as a similarity index was expected for clustering the observation without inputting or excluding the observation with incomplete value. This similarity index was used in GA to find clusters which have minimum variance within a cluster.
5 Performance of GACV
Methodology and Data
This study applied GA by using variance as a similarity index. It was named GACV. This algorithm was applied to Iris data which was introduced by Sir Ronald Fisher. Iris data consist of 150 observations and 4 variables. The variables are length and width of sepals and petals in centimeters which have positive correlation each other. The species on Iris data were known, namely Iris setosa, Iris versicolor, and Iris virginica. One species is linearly separable from the other two, but the other two are not linearly separable from each other. The cluster result of GACV could be compared with the correct cluster to assess its performance since the species of this data is given. In this study, the Iris data was standardized by dividing values with the maximum value of its variables. Data should be standardized before clustering because variables should have same scale for a fair comparison between of them. This study was begun by developing GACV function under R 3.0.2 software and then compared several trial techniques in GA phase to determine the best adaption for clustering. The performance of this function then was assessed for clustering complete data. If GACV has a good performance for clustering the complete data, it would be continued for clustering incomplete data. Clustering incomplete data also involves Iris data, so this study can assess its performance. Several values in Iris data was deleted randomly for producing the incomplete data. There should be no observation which missed all values in the incomplete data.
The performance of GACV is assessed based on sensitivity and consistency. Sensitivity was defined as the maximum percentage of observations that were clustered in the same groups as the correct clustering. For example, if the correct clustering was ((x 1 ,x 2 ,x 5 ,x 7 ), (x 3 ,x 4 ,x 6 )), the clustering ((x 1 ,x 2 ,x 5 ,x 6 ,x 7 ),(x 3 ,x 3 )) has 85.7% sensitivity. Consistency is the maximum percentage of runs that has same sensitivity for all runs.
Adaptation Phase of GACV
As mentioned before, in order to get good results then conducted several trials for each phase of GA. For further explanation will only describe the best techniques on GACV function.
GACV is begun by initial population. The simplest way to initiate the population is generating population randomly, but it requires a lot of iterations to achieve convergence. Occasionally, population may be seeded in areas where optimal solutions are likely to be found for reducing iteration on generating randomly. This study initiated a seed individual by ranking the mean of observation rank of variable and used rank to determine value of gene. The first top s, rounded down value of number of observation divided by number of cluster, will be members of first cluster, the second top s will be members of second cluster and so on. Table 1 illustrates how to generate a seed individual. Data column shows the example of data set that consist of 2 variables and 7 observations. The observations were ranked for each variable that is shown by rank column and then determined mean of rank for each observation, this mean was used to rank observations. If there are 3 clusters on this data, s is equal to 2. So, observations which have rank 1st and 2nd are members of first cluster, observations which have rank 3rd and 4th are members of second cluster and the others are members of third cluster. This seed individual was employed to generate the other individuals by adding the random number on a seed individual.
This study also initiated an additional individual which is illustrated by Table 2 . An additional individual was obtained by ranking the mean of observation value and then applied the previous way for determining the values of genes. This algorithm is recommended for data which has a positive correlation between the variables because of its initial technique.
Variance was utilized for clustering because an objective of this study is clustering the incomplete data without filling in the missing value or excluding the observations with incomplete value. The function of fitness value is:
Fitness value = var x ij where c is number of clusters, m is number of variables, and var x ij is variance of x on i th cluster and j th variable. This function has the best performance than other functions in trial.
Since good cluster should has a minimum variance of observations within a cluster, so it is expected that this algorithm can minimize the fitness value as small as possible. Selection operator employed ranked selection to select top 5 individuals which have the Figure 3 shows that fitness value decreases and approaches zero, so the algorithm is good enough to minimize the fitness value. The selected individuals were recombined by single point crossover because this technique has better performance than double point crossover and uniform point crossover. Single point crossover employed one fixing point which is half of n, a number of observations. So half of genes from each parent were exchanged to produce offspring and then the parents joined them became a new generation. Figure 4 illustrates the single crossover which is used in this study.
Process of GACV continued to mutation phase after mating individuals by crossover. Genes mutated by changing its value with a random number. Chart in Figure 5 shows that sensitivity increases by decrement of mutation rate where it is more than 0.007, but it constant until 0.005 and then decreases by decrement of mutation rate where it is less than 0.05. This study used 0.005 as mutation rate because it has shorter time running than 0.007.
Implementation GACV in R
Function of implementation GACV in R is shown on Appendix 1. Input of this function consists of X, c, alpha, and "iteration", where X is an nxm matrix that contains standardized data, c is a number of clusters, alpha indicates the convergence parameter, and "iteration" is a maximum number of iteration.
GACV consists of four sub functions which are:
1. Initial population This function is employed to initiate the population. The initial population consists of 10 individuals which 8 of them were generated based on a seed individual. The population is expressed as an nx10 matrix which each row corresponding to an observation and each column associated with an individual. This function puts missing value on the last rank to generate a seed individual and ignores missing value on determining mean of observations to generate an additional individual. 4. Mutation A new generation mutated by generating a mutation matrix which has same dimensional with a new generation based on Bernoulli distribution with mutation rate as its success probability. This matrix consists of 1 and 0. Genes who have the same position with 1 on mutation matrix will mutate and others will not. Genes mutates by changing their value with the random numbers between 1 and c except its value to make sure that all genes changes their value in mutation.
Establishing the convergence of GACV optimization may not be an easy matter because we do not know for sure if it converges to a local or global minimum. Iteration of GACV will stop if the condition, range of fitness value, is less than or equal to alpha. However, iteration will stop on maximum number of iteration which is input on argument list, if the range is never less than or equal to alpha. The outputs of GACV are a solution with its fitness value, number of iteration, and time for running the program.
Since an objective of this study is applied GA for clustering incomplete data, we need to produce the incomplete data from Iris data. Function on Appendix 2 was employed for deleting some values randomly to produce incomplete data. After running this program, the data was checked manually to make sure that there was no observation which missed all values.
Performance Analysis
GACV was executed 100 times to evaluate its consistency. Its result has 95.99% sensitivity and consistent with the result 98% for all 100 runs on clustering complete data. It means the sensitivity average of 100 runs is 95.99% and 98 from 100 runs consistent to state that the sensitivity is equal to 95.99%. In other word, GA miss clustered 6 from 150 observations. Although it did not outperform result of (Cole (1998) ), it could be expected for clustering the incomplete data, because the sensitivity and consistency are quite satisfying (more than 95%).
Performance of GACV for clustering the incomplete data was assessed for several incomplete proportions which are 5%, 10%, 15%, 20%, 25%, 30%, 35%, 40%, 45%, and 50%. The running time of 40% incomplete data is the shortest time but 30% incomplete data has the longest time. However there is no pattern on the running time of this algorithm. Table 3 shows that performance of 5% incomplete value is similar to the complete data because it just has 0.76% difference on sensitivity. However, the performance of GACV tends to decrease based on the increment of incomplete value proportion. Based on this result, the incomplete data should have the incomplete proportion less than or equal to 40% to get sensitivity and consistency more than or equal to 90%. It shows that GACV is satisfying for clustering the incomplete data on Iris data set. This study applied GA for clustering by employing GACV function. GACV has satisfying result for clustering complete data with 95.99% sensitivity and 98% consistency. Although GACV result did not outperform the result of (Cole (1998) ) for clustering complete data, GACV could be applied for clustering incomplete data without any pre-processing step to incomplete observations while algorithm of (Cole (1998) ) is incapable. Performance on clustering incomplete observations is also satisfying but tends to decrease as the proportion of incomplete values increases. The proportion of incomplete values should be less than or equal to 40% to get sensitivity and consistency not less than 90%.
