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~. Introduction 
page: 
The purpose of this paper is to characterize the state spaces 
of C*-algebras among the state spaces of all JB-algebras.. In a 
previous paper [ 6 ] we have characterized the state spaces of 
JB-algebras among all compact convex sets. Together, these t~o 
p~pers give a complete geometric characterization of the state 
spaces of C*-algebras. 
Recall from [ 6 ] -that the state spaces of JB-algebras will 
enjoy the Hilbert ball Rroperty, by which the face B(p,cr) gene-
rated by an arbitr~~ pair p,cr of extreme states is (affinely 
isomorphic to) the unit ball of some real Hilbert space, and that 
there actually exist such faces of any given (finite or infinite) 
dimension for suitably c:wsen JB-algebras. In the present paper 
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we show that for an arbitrary pair p 1 cr of extreme states of a 
C*-algebra, then the dimension of B(p,cr) is three or one, with 
the latter being some sort of a degeneracy (Proposition 3.3)o 
This statement, which we term the 3-babl property, is the first 
of our axioms for state spaces of C*-algebraso The second and 
last axiom is a requirement of orientability! the state space K 
of a JB-algebra with the 3-ball property is said to be orientable 
if it is possible to make a "consistent 11 choice of orientations 
for the 3-balls B(p.,cr) in the w*-compact convex set K , the 
idea being that the orientation shall never be suddenly reversed 
by passage from one such ball to a neighbouring oneo (See § 6 
for the precise definition). Thus we have the following: 
Main Theoremo A JB-algebra A with state space K is 
(isomorphic to) the self-adjoint part of a C*-algebra iff K 
has the 3-ball property and is orientabl~o 
Note that a C*-algebra, unlike a JB-algebra, is not com-
pletely determined by the affine geometry and the w*-topology of 
its state space. However, the state space does determine the 
Jordan structure, and with this prescribed we have a 1 -1 
correspondence between C*-structures and consistent orientations 
of the state space (Corollary 7.3)~ Thus, for C*-algebras the 
oriented state space is a dual object from which we can recapture 
all relevant structure. 
We will now briefly discuss the background for the problem, 
and then indicate the content of the various.sections. 
By results of Kadison [24], [26], (29], the self-adjoint 
part (ll-sa of a C* -alg0bra ()[ with state space K is isometrically 
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order-isomorphic to the space A(K) of all w*-continuous affine 
functions on K o tlore specifically, ~sa is an order unit space 
(a "function systemn in Kadison's terminology), and the order unit 
spaces A are precisely the A(K)-spaces where K is a compact 
convex subset of a locally convex Hausdorff space; (in fact K can 
be taken to be the state space of A , formally defined as in the 
case of a C*-algebra). Thus, the problem of characterizing the 
state spaces of C*~algebras among all compact convex sets, is 
equivalent to that of characterizing the self-adjoint parts of 
C*-algebras among all order unit spaces. This pr9blem is of interest 
in its own right, and it also gains importance by the applications 
to quantum mechanics, where the order unit space Ctsa represents 
bo~ded observables, while the full C*-algebra ~ is devoid of 
any direct physical interpretation. Note in this connection that 
the Jordan product in Otsa (unlike the ordinary product in at ) 
is physically relevant, and that the pioneering work on Jordan alge-
bras by Jordan, von Neumann and Wigner [19] was intended to provide 
a new algebraic formalism for quantum mechanics (cf. also [30]). 
In [25] Kadison proved that the Jordan structure in the order 
unit space ~sa is completely determined, in that any unital 
order automorphism of Otsa is a Jordan automorphism, and he pointed 
out the great importance of the Jordan structure for the study of 
C*-algebras. The investigation of more general Jordan algebras 
was continued in a series of papers by Topping, St0rmer and Effros 
[39], [36], [37], [18].. Their approach was more general than that 
of Jordan 7 von Neumann and Wigner in that they considered infinite 
dimensional algebras, but it was less general in that their algebras 
were assumed a priori to be algebras of bounded self-adjoint operator~=! 
on a Hilbert space ("JC-algebras" in Topping's terminology).. A non-
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spatial investigation of normed Jordan algebras was carried out 
in [ '?].. Here the basic notion is that of a JB-algebra, which is 
defined to be a real Jordan algebra with unit 1 which is also a 
Banach space, and where the Jordan product and the norm are re-
lated as follows: 
(1.1) 
These axioms are closely related to those of Segal [32], and the 
JB-algebras will include the finite dimensional formally real 
algebras studied by Jordan, von Neumann and Wigner (which can be 
normed in a natural way), as well as the Jordan operator algebras 
studied by Topping, St0rmer and Effroso The main renult of [ 7] 
states that the study of general JB-algebras can be reduced to the 
study of Jordan operator algebras and the exceptional algebra M38 
of all self-adjoint 3 x 3-matrices over the Cayley numberso (For 
related results, see [34]). 
Turning to the geometry of the state space K for a C*-
algebra ~ , we have a close relationship between the facial 
structure of K and the ideal structure of 01- • This relationship 
was recognized independently by Effros [17] and Prosser [31]. They 
showed that there is a 1- 1 correspondence between the norm 
closed (respectively w*-closed) faces of K and the ultra-weakly 
closed one-sided ideals in the enveloping von Neumann algebra ~** 
(respectively the norm closed ideals in the given C*-algebra 0'1- ) , 
and that the latter in turn are in 1 - 1 correspondence with the 
. t" . l"'lt** proJeC ~ons ~n Vt- (respectively the upper semi continuous pro-
jections in at**). Note that this already gives some insight in the 
geometry of state spaces. Thus, while the state space of ~ (the 
2 x 2-matrix algebra over 0) is lmown to be a Euclidean 3-ball 
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(cf. e .. g .. [4; p .. 103J);it is now seen that the state spaces of Mn 
for n.:!. 3 are not strictly convex since they contain non-trivial 
faces corresponding to the one sided ideals J ~ M2 , ••• ,~_1 • 
E£fros and Prosser also showed that the above correspondence 
between ideals and projections has a two-sided counterpart; speci-
fically, one may replace the word "one-sided" by "two-sided" if at 
the same time the term "projection" is replaced by "central pro-
jection". To complete the list of correspondences, we must have 
the simple, but important, notion of a split face which was intro-
duced in [ 2 ] • (A face F of a convex set K is "split" if there 
is another, necessarily unique, face F' such that K is the 
direct convex sum of F and F'). Now the replacement of the term 
"one-sided11 by "two-sided" corresponds to a replacement of the term 
"face" by "split face". In particular, the w*-closed split faces 
of the state space K of a C* -algebra m are the annihilators 
(in K) of the norm closed two-sided ideals in ()1. • This was the 
starting point for the L~vestigation of w*-closed split faces of 
compact convex sets in [ 2 ] ; here the main result is a dominated 
extension theorem for real valued affine functions, which was later 
generalized to Banach space valued functions by Andersen [ 8 ] , and 
then applied by Andel:sen [ 9.] and Vesterstr0m [41] to provide lift-
ing theorems with applications to non-commutative cohomology. 
The (norm- and w*-) closed faces of the state space K of 
a C* -algebra 01- have very special properties due to their connec-
tions with projections in ~**. These properties can ba described 
geometrically in terms of the convex structure of K , and these 
geometric properties are used to define the general notion of a 
projective face of a convex set, which is a ("non-central") general-
ization of a split face.. (See [ 4 ; p .. 12] for the definiton; cf. 
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also [ 4; Tho3o8] for an equivalent characterization)., By ( 4; 
Tbs. 8.9 & 10.6] there exists a well behaved functional calculus 
(generalizing that of ~sa) for the space A(K) of any convex 
compact set K with "sufficiently many" projective faces. Here 
the term "sufficiently many" can be made precise in various 
(equivalent) 'tvays; the most satisfactory seems to be that of [ 5 ; 
Tho2.2 & Prop.2.5] which is based on the concept of orthogonaljtx 
(written a..L.b) for positive affine functions a,b • (See [4; p.44] 
for the definition of orthogonality, which is based on the notion 
of a projective face). 
Note that if m is a C*-algebra, then the Jordan product in 
sa can be expressed as follows: 
(1.2) 
where the squares at the right hand side are given by the functional 
calculuse Since the functional calculus is now known to be deter-
mined by the geometry of K , this gives a rather explicit version 
of Kadison•s result that the Jordan product is determined by the 
compact convex set K (or equivalently, by the order unit 
space A(K) ). 
The right hand side of (1.2) is meaningful as soon as A(K) 
has functional calculus, but it will not define a Jordan product in 
generale (See [4; Figso 8,10] for examples of low-dimensional 
compact convex sets which have sufficiently many projective faces, 
but are non-isomorphic to the state spaces of all JB-algebras of 
the appropriate dimensions)o 
A complete geometric characterization of the state spaces 
for JB-algebras was given in [ 6]. The main result of that paper 
states that a compact convex set K is a~finely isomorphic to the 
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state space of a JB-algebra iff it has the following properties: 
(1o3) Every norm-exposed face of K is projective. 
(1 0 4) Every A E A(K) can be decomposed as a = a1- a2 
where a1 ,~ E A(K)+ and a1 .L a2 • 
(1.5) The a-convex hull of the extreme points of K is a 
split face. 
(1o6) The face generated by any two extreme points of K is 
norm-exposed and it is affinely isomorphic to the unit 
ball of some real Hilbert space. 
The first two requirements above are related to spectral theory. 
The third one states that the state space is a direct convex sum 
of two faces, one being to a-convex hull of the extreme points, 
the other containing no extreme points. This splitting into an 
"atomic" and a "non-atomic" part follows from well known facts in 
the case of a C*-algebrao Finally, the fourth requirement is the 
Hilbert ball property which was mentioned in the beginning. 
Passing to the case of a C*-algebra, we can replace the 
Hilbert ball property by the much more restrictive 3-ball property, 
which has also been mentioned before. However, this strengthening 
of the axioms (1.3) - (1.6) will not suffice to yield the state 
space of a C*-algebra. (A counterexample is given in § 6). In 
fact, the problem of characterizing state spaces of C*-algebras 
is conceptually different from the similar problem for JB-algebras. 
Now, we have no explicite candidate like (1.2) for the product, 
and in fact there may exist different C*-products on A(K) + iA(K) 
determining the same Jordan product on A(K) , and hence the same 
state space K • Thus, the C*-product has to be chosen, and the 
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missing axiom should be such as to make this choice possible. 
The clue to this problem is the notion of "orientabilityn, 
mentioned earlier~ The first time a notion of orientation was used 
for a similar purpoee,was in Connes' paper [14], where he gave a 
geometric characterization of the cones associated with von Neumann 
algebras via Tomita-Takesaki theory. Although both the setting 
and the actual definition are different in the two cases, they are 
related in spirit. In both cases the orientation serves the same 
purpose, namely to provide the complex Lie structure when the 
Jordan product is giveno In Connes' paper, the Jordan structure 
of a von Neumann algebra is shown to be determined up to isomor-
phisms by the geometry of the associated cone 6Ps~~ , which will be 
"autopolar","facially homogeneous", and "orientable", and any 
chosen "orientation" provides a Lie product which together with 
the Jordan product will determine the von Neumann algebraa One 
suspects (but this remains open) that the first two properties 
mentioned above will suffice for a cone to yield a Jordan product. 
Some results in this direction have been achieved by Bellissard, 
Iochum and Lima in [10],[11],[12]. (In particular, it is shown in 
[11] that the conjecture is true if there exists a trace vector). 
In the present paper, § 2 provides the necessary machinery of 
states and representations for JB-algebraso The results here are 
for the most part analogs of well known results for C*-algebras. 
In § 3 the 3-ball property is introduced and studied9 It is 
shown that the state space of a C*-algebra has the 3-ball property, 
and also that for a JB-algebra with the 3-ball property there is 
an irreducible representation on a Hilbert space associated with 
each pure state. Howeve~, unlike the situation for C*-algebras, 
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this representation is not unique up to unitary equivalence; now we 
must also allow for conjugate linear isometries of the Hilbert 
space ( 11 conjugations")o Thus, for each pure state the associated 
irreducible representation may "flip" from one unitary equivalence 
class to the conjugate one. 
§ 4 provides a teclLnical result which is also of some independ-
ent interest, namely that a JB-a1gebra with 3-ball property acts 
reversibly in each concrete 1·epresentation as a Jordan operator 
algebra. This implies in particular that each such JB-algebra is 
isomorphic to the self-adjoint part of a "real C*-algebra", i.e .. 
to the self-adjoint part of a norm closed real *-subalgebra of B(H~ 
In § 5 we prove the key result that every JB-algebra A with 
the 3-ball property admits an "enveloping C* -algebra" Ot. with the 
universal property that every Jordan homomorphism cp: A .... B(H)sa can 
be extended to a *-homomorphism q.l: 0£, .... B(H) with the range of cp 
being the C*-algebra generated by cp(A) , and that the enveloping 
C*-algebra is in a natural sense unique. Also it is shown that 
(except for possible "degeneracy" related to the existence of '1-di-
mensional representations) the restriction map is two-to-one from 
the pure states of 0'1_, onto those of A , and that there is a natural 
Zl2-action on the fibers, which is related to .the "flip" alluded to 
aboveo Note that if A is a priori the self-adjoint part of a 
C*-algebra 0~0 then Ot is in general different from (larger than ~oP 
In § 6 the notion of orientability is defined, and the relation-
ship between consistent choice of orientations and consistent choice 
of irreducible representations associated with pure states, is ex-
plained. 
§ 7 contains the main theorem which has already been stated. 
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In § 8 the orientability and related concepts are transferred 
from the pure states to the "spectrum" and the "primitive ideal 
space", and it is shown that K (which is supposed to have the 
3-ball property) is orientable iff certain natural ~2-bundles over 
the pure state space, the spectrum, and the primitive ideal space, 
are trivial_. 
Finally, § 9 contains a geometric characterization of the dual 
action of *-homomorphisms between C*-algebrasQ The key notion 
here is that of an "orientation preserving map", which provides the 
morphisms in the category of 11 oriented state spaces". (See Corol-
lary 9.3 for the details). 
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§ 2. States and representations for JB-algebras. 
This section is of preliminary nature, and the results are 
for the most part analogues of well known results for C*-algebras. 
Note that when we work in the context of Jordan algebras, 
we will use the word ideal to mean a norm closed Jordan ideal. 
Also if A,B are Jordan algebras and T: A- B is a bounded linear 
map, then we denote the adjoint map from B* into A* by T* • 
Occasionally if T : A** ... B* ·~ is a a-weakly continuous linear map, 
we will denote the adjoint map from B*- A* by T* • Recall also 
that a split face of a convex set K is a face F admitting a 
(necessarily unique) complementary face F' such that K is the 
direct convex sum of F and F' • (See [ 1 ; Ch.II.,§ 6] for further 
properties of split faces). The C*-algebra version of the follow-
ing proposition was established in [ 2 ] o 
Pro2osition 2.1o Let A be a JB-algebra with stat,Ls;pace K. 
If J is an ideal of A 2 then the annihilator J.i = J 0 nK of 
in K is a w*-closed SJ2lit face. Conversel;y 2 if F is a w*-
closed split face of K , then the annihilator ~ of F in A 
are 
inverses. 
Proof. Let J be an ideal in A 0 Then J 00 = J- cA ** 
is a a-weakly closed ideal in the enveloping JEW-algebra A** 
so J 00 = im U c for some central idempotent c E A** ( cf [34; 
Lem.2o1]). Thus 
Since U + U = I , it is easily verified that 
e-c c 
(im u*· )f1 K is 
e-c 
J 
- 12 -
a split face of K • (This also follows from the general result 
of [4; PropQ10Q2]). Clearly, J.L = J 0 nK is w*-closedQ 
Now let F be any w*-closed split face of K .. By [4 ; 
Prop.10 .. 2] and [ 5; Th .. 3 .. 1] there exists a central idempotent 
dE A*i- such that F = (imUd)nK .. Therefore~ the annihilator 
ker Ud = im Ue-d of F in A** is a Jordan ideal of A** o Hence 
the intersection F 0 = (ker Ud) n A is a Jordan ideal in A .. 
Clearly F is norm closed .. 
0 
To prove that J ,.._.;;> JJ. and F t-> F are inverse maps, we 
0 
first observe that (JJ.) = (J0 ) = J , since imU* is positive-
a o e-c 
ly generated and JJ. is expressed by (2 .. 1).. Finally we will show 
(F )J. = F .. 
0 
Note that by [ 4 ; Prop .. 2 .. 14] the unit ball of linF 
is co(FU-F) Note also that this unit ball is w*-compact 
since F is.. By the Krein-Smulian theorem lin F is w*-closed .. 
Thus (F ) 0 = (lin F) 0 = lin F, and so (F ).1 = (linF) n K = F .. Q 0 0 0 
Note that Proposition 2.1 corresponds to a C*-algebra 
theorem relating (norm closed, 2-sided) ideals to w*-closed split 
faces of the state space, cf.. [ 2 ; § 7] .. 
We next relate homomorphisms of JB-algebras to a-weakly 
continuous homomorphisms of their enveloping JEW-algebras .. 
Lemma 2 .. 2.. If _111 and 112 are JEW-algebras and cp : M1 - M2 
is a a-we~~ly continuous homomorphism, then p(M1 ) is a-weakly 
closed in 112 , and so it is a JEW-algebra .. 
Proof.. The unit ball of ~(M1 ) will be a-weakly compact, 
and the result follows.. (See [33; Prop .. 1 .. 16.2] for the details 
of the analogous proof for von Neumann algebras).. 0 
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Proposition 2o 3.. Let cp : A-+ I1 be a homomorphism from a 
JB-e.l_g__ebra A into a JEW-algebra M .. Then there exists a 
unique cr-weakl_z continuous homomoE.:Q_hism q) : A* * ... M which ex-
tends ~ ; moreover p(A**) = cp(A)- (cr-weak closure) .. 
Proof.. The proof of the corresponding C*-algebra result 
in [33; Prop .. 1 .. 17 .. 8 and 1 .. 21 .. 13] can be used without significant 
change.. 0 
Let K be the state space of a JB-algebra and suppose 
p E K .. Then by [ 5 ; Prop .. 1 .. 12] there is a smallest split face F P 
containing p .. By [1; Prop .. II.6.20] there is also a smallest 
w*-closed split face containing p ; the next result shows that 
this face is just the w*-closure of FP .. (Note that the corre-
sponding result is incorrect for general compact convex sets, 
here differs from that of [ 2 ] where 
w*-closed split face containing p) .. 
F p denotes the smallest 
Prqposition 2 . .4.. If K is the state space of a JB-algebraA, 
then the w*-closure F of every split face F of K is again 
a split face .. 
Proof .. Let c E A** be the central idempotent such that 
(im U~) n K = F , and let J = (kerq) n A • Note that since c is 
central, Uc: a,_.;> [cac} =co a is a Jordan homomorphism, and 
so J is a Jordan ideal .. From [7; Lem .. 9 .. 3] Jordan isomorphisms 
are isometries, so U : A/J ->A** is isometric.. Thus in the 
c 
sense described in [17; § 6], c is regular, i .. e.. 1\coa!l = lla+JI\ 
for a E A .. Now the proof of [17; Th.6 .. 1] applies to complete 
the proof.. For the convenience of the reader, we sketch the 
details .. 
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By Proposition 2c1 there is a w*-closed split face G of K 
such that J 0 n K = G and lin G = J 0 ; the unit ball of lin G will 
be co(GU-G) • Since (A/J)* ~ J 0 , we have for each a E A: 
lla+JII =sup j(a,p)l = sup (a,p). 
pEJ0 pEco(GU-G) 
II Pl\<1 
On the other hand 5 since the unit ball of 
we also have for each a E A 
= supl(a,U*p)j =sup l<a,p)i = 
pEK c pEF 
imU* 
c 
is co(FU-F) , 
sup (a, p). 
pEco(FU-F) 
Since II co all = II a+Jil , we can use a standard Hahn-Banach argument 
to show that co(FU-F) is w*-dense in co(GU-G) o Hence 
co(FU-F) is w*-dense in co(GU-G) , and since these two sets 
are both w*-compact, they are equalo Now suppose cr E G o Then 
cr = A.p + (1-A.)p 1 \vhere p E F , p 1 E - F and O<A.<1 c 
~-~-
Evaluating 
at e we get A. = 1 , so cr = p E F , which completes the proof o 0 
Definitionso A representation of a JB-algebra A is a homomor-
phism cp : A_. M into a type I JEW-factor M 0 We say cp is a 
dense representation if cp(A)- = M (cr-weak closure)o Two repre-
sentations cp.: A ... I1 (i=1,2) 
l 
are said to be Jordan equivalent 
if there exists an isomorphism ~ of M1 onto M2 such that 
cp2 = ~ 0 cp1 0 
The purpose of the above definitions is to provide Jordan 
analogues of the basic notions in the representation theory of 
C*-algebraso Since a JB-algebra might not have any (non-zero) 
representation into B(H)sa , these notions can not be carried over 
directlyo However, it seems reasonable to replace B(H) by any 
JEW-factor of type I when we work with general JB-algebras. 
(Note that by [ 7; Tho8oS] and [32; Coro2o4] a JEW-factor is 
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either isomorphic to or to one of the type I JW-factorso 
The latter have been classified in [36; Thsc5o2. & 7o1]; they are 
either spin factors or isomorphic to algebras which are essenti-
ally the bounded self-adjoint operators on real~ complex, or 
quaternionic Hilbert space)o 
Observe that density and irreducibility are equivalent for 
a representation cp: Ot-- B(H) of a C*-algebra [33; Prop .. 1.21o9]. 
Also, recall that two representations cp. : 0t ... B(H) 
1 
(i = 1 ,2) of 
a C*-algebra are unitarily equivalent iff there exists a * . -180-
morphism ~ from B(H1 ) onto B(H2 ) such that cp2 = ~ o cp1 
[15; Cor.III.3.1]. Thus, dense representations and Jordan equi-
valence seem to be the appropriate Jordan analogues of irreducible 
representations and unitary equivalence for C*-algebras. 
Note,however, that the notion of Jordan equivalence will be 
less stringent than that of unitary equivalence when specialized 
to (the self-adjoint part of) C*-algebras. In fact, if (j[, is a 
C*-algebra and cp • IT1 .... B(H ) are Jordan equivalent repre-i • t.lt-sa i sa 
sentations, then the Jordan isomorphism ~ : B(H1 )sa .... B(H2 )sa con-
necting cp1 and cp2 will not necessarily be extendable to a 
*-isomorphism of B(H1 ) onto B(H2 ) • (e.g. consider the identity 
map and the transpose map on M2(~)sa). 
We recall from [7] how one can associate with any given 
pure state p on a . JB-algebra A a dense representation, namely 
c,o • A ... c( p) o A** p • given by cpp(a) = c(p) o a , where c(p) is 
""' the central support of p , i.e. the small est central idempotent c E A 
such that ( c, p) = 1. (See [? ; Prop. 5.6 and Prop.S. 7] for the 
demonstration that is a dense representation). 
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Lemma 2o5.. Let A be a JB-algebra with state space K , 
and let cpi:A-Mi_J_i_=1,2) be two dense representations .. Then 
21, __ ~an~d __ .p2 are Jordan equivalent iff the unique a-weakly con-
""' ,..., 
tinuous extensions sei : A* * _. Mi __ s_a_t_i_s_f...,.Y __ k_e_r__...cp :1 = ker cp2 .!.. 
Proof .. Suppose that and are equivalent, and let 
~- be a Jordan isomorphism of M1 onto M2 such that cp2 = ~ o cp1 • 
Since ~ is a-weakly continuous, we also have q)2 = iii o Cl)1 , and 
so ker Cf51 = ker C?2 .. 
Conversely, suppose· kercp1 = kercp2 o By Lemma 2 .. 2, 
"' and cp2 are surjective.. Thus we can define iii : M1 .... M2 by 
ili(cp1 (a)) = q;'2 (a) for all aEA** .. This § determines a Jordan 
equivalence of cp1 and cp2 • 0 
The basic results on abstract factor representations of 
type I are summed up in the following proposition .. 
Proposition 2 .. 6.. Let A be a JB-algebra with state sp&ce K. 
generated by p 
' 
and 
If cp : A .... M is a dense representation, then there exists e E o elf 
such that cp is Jordan equivalent with Pp ; now cp* is an affine 
isomorphism of the normal state space of l"' onto the split face Fp 
.w.........;..---~"---..:..~__;~~-F-p is the annihilator in K of ker cp :=A** 
(where p:A**-M is the a-weakly continuous extension of 9?. 
as before), while 
is the annihilator 
the 
in 
w*-closed split face Fp generated by p 
K of ker cp;: A o If p , a E o eK , then it 
is a necessary and sufficient condition for ,Torda.ll eg,uivalence 
of and Sfo::_..,;t;.;;h;;;;a;;.:t;;__..,~;,P _.;:;;an=d;_..;a;_...;a;;;;;r;..e~n;;;.;;;.o.;;;.t__;;;s..;e.p;..;;a~r;.;;a;.;.;t;..e;..d;;;....b;;..Y""--.;;;a..-.s.p~l-i--.t 
,...., 
Proof: Since ker cp is a a-weakly closed ideal in A** , 
there exists a central iJempotent c E A** such that ker cp = 
(e-c) o A** .. [34; Lem .. 2 .. '1] .. Observe that the restriction of cp 
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to c o A** is an isomorphism onto M .. (Surjectivity follows by 
Lemma 2 .. 2).. The predual of c o A** is im U* a.."ld the normal state 
c 
space is F = (im u;) n K (cf. [ 5; Prop .. 1 .. 10] ).. Since co A** 
is a factor, then F will contain no proper split faceso Since 
c o A** is of type I, then F will contain at least one extreme 
point Thus F = F p Now c = c(p) , so ker <:pp = 
'"" ( e-c) o A** = ker <:p • 
equivalent .. 
By Lemma 2G5, cp and cp must be Jordan p 
Since (the restriction of) cp is a Jordan isomorphism of 
c o A** onto 1'1 , then cp* must be an affine isomorphism of the 
normal state space of M onto the normal state space F = F p 
of c o A** o 
Working in the duality of A* and A**, we have 
'"" Hence F p is the annihilator in K of ker cp E A** .. 
Dually we have 
F 0 = kerU = (e-c) o A** = ker~ .. p c 
Thus the annihilator of F in A will be ker cp = (ker cp) n A .. p 
Clearly F p has the same annihilator in A as F , so p ker cp 
corresponds to the w*-closed split face Fp (cf .. Proposition 2.4) 
under the correspondence established in Proposition 2 .. 1Q Hence 
F p is the annihilator in K of ker cp ~ A o 
Finally, 
the proof.. Q 
#"J ker cp p = ker cp0 if c(p) = c(cr) .. This completes 
We are now in a position to transfer to JB-algebras the 
well known definition and basic properties of the Jacobson hull-
kernel topology on the primitive ideal space of a C*-algebra 
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(cf. [23] and also [16; § 3.1]). This can be done by specializing 
the theory of the hull-kernel topology for M-ideals in a Banach 
space, since the ideals of a JB-algebra A are precisely the 
M-ideals of A considered as a Banach space. (This follows by 
Proposition 2.1 and [3; Cor.5.9.]). However, we prefer to give 
a direct presentation~ which is almost equally short. 
By definition, a primitive ideal of a C*-algebra is the 
kernel of an irreducible representation. In view of our earlier 
remarks, we are led to the following definition for a JB-algebra: 
Definitions. An ideal J in a JB-algebra A is primitive 
if it is the kernel of a dense representation. A split face of 
the state space K of A is primitive if it is the annihilator 
of some primitive ideal in A , or what is equivalent (by Proposi-
tion 2.6), if it is the smallest w*-closed split face FP con-
taining a given extreme point p E oeK • The hull of an ideal J 
-
in A is the collection h(J) of all primitive ideals containing J. 
Proposition 2.7. The set of primitive ideals of a JB-
a}gebra A can be e~uipped with a com~act T0 -topology whose 
closed sets are the hulls h(J) where J is any ideal of A • 
Pulling this topology back by the map pI~ (Fp) 0 , we obtain th~ 
facial topology of oeK , whose closed sets are the intersections 
of oeK by w*-closed split faces. 
Proof. As in the corresponding proof for C*-algebras 
[16; § 3.1], we need the key result that every primitive ideal J 
in A is prime, i.e. if J 1 and J 2 are two ideals such that 
J 1 n J 2 c J then J 1 ~ J 
By Proposition 2.1, 
or J 2 ~ J • 
J. (J1nJ2 ) is the smallest w*-closed 
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split face containing the split faces J 1.l and J 2 .i • By [ 1 ; 
Propoiio6o8] the convex hull of two split faces is a split face, 
( ) l. ( .J. J. ) . 2 6 JJ. -- "r.i' so J 1nJ2 = co J 1 UJ2 • Now by Propositlon • , ..t'P 
for some p E a eK , so the assumed inclusion J 1 n J 2 S: J implies 
Hence 
This means that 
is prime. 
J. J. 
og p E J 2 , and thus in turn F P ::= J 1 or 
J 1 ~ J or J 2 ~ J , so we have shown that 
F c J .1. 
p - 2 0 
J 
Now it is straightforward to show that the set-of primitive 
ideals is a T0 -space for a topology whose closed sets are the 
hullso Also it is easily seen that the topology of oeK obtained 
by pulling back this topology by the map pI~ (Fp) 0 is precisely 
the facial topology defined in the proposition. (This topology 
was defined for arbitrary compact convex sets in [2; § 4]). In 
general, the facial topology of the extreme boundary of a compact 
convex set is compact (but possibly non-Hausdorff) by [1; 
Propoii.6o21]; hence the described topology on the collection of 
primitive ideals of A is compact. 0 
In the sequel we will denote the collection of all primitive 
ideals of a JB-algebra A by the symbol Prim(A), and we will 
assume that it is equipped with the topology described above, 
which we will call the structure topology (or the "hull-kernel 11 
topology). 
We now turn to a notion of spectrum for JB-algebras, which 
will generalize the spectrum of C*-algebras. It follows from 
our previous remarks that the Jordan equivalence classes of dense 
representations of a JB-algebra are the analogues of the unitary 
equivalence classes of irreducible representations of a C*-algebrao 
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This leads us to define the spectrum A of a JB-algebra A to 
be the'· Jordan equivalence classes of dense representations o 
We next define the topology on the spectrumo If ~ is a 
dense representation of a JB-algebra A , then we will denote the 
class of all dense representations which are Jordan equivalent 
with ~ , by the symbol [~] 0 (Wl~en no confusion will result, 
we will omit the brackets)o It is clear that if ~1 and ~2 are 
Jordan equivalent, then ker ~1 = ker ~2 o (By Proposition 2o6 we 
even have ker q)1 = ker EP2 , and this equality characterizes Jordan 
equivalence) o Thus there is a well defined map (cp] ~-+ker cp from 
the Jordan equivalence classes of dense representations onto the 
primitive idealso In the sequel we will assume that the spectrum A 
of a JB-algebra is equipped with the topology obtained by pulling 
back the structure topology of PrimA by the mapping [~] ,_.ker ~ o 
By Proposition 1o6, the mapping Fp ~ [~p] will map the 
collection of all split faces of the form 
"' 
F p 
bijectively onto Ao For convenience we write 
with p E oeK , 
"' l[ = [F PI p E o eK} , 
and we will call the set K equipped with the topology transferred 
,.. 
from A , the spectrum of the state space K of the given JB-
algebra A o Similarly we write Prim K = [F PIp E o eK} , a..'1.d we 
will call PrimK equipped with the topology transferred from 
Prim A , the structure space of K 0 Clearly the transition from 
" " A and Prim A to K and PrimK is non-essential; it is merely a 
matter of convenience in view og our geometric approacho (We 
remark that unlike the situation with the primitive split faces 
P"p , each F p is actually minimal among all split faces and not 
only among those containing p o The difference stems from the 
fact that the complement of a split face is always a split face·, 
while the complement of a w*-closed split face is not a vf*-closed 
split face in general)o 
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By the above definitions we have two natural surjections 
p t-> [cp ] ~!-> ker cp of p p 
.... 
o K .... A ... Prim A • 
e 
If 
with the facial topology and the other two spaces are topologized 
as explained above, then all these maps are continuous and open. 
Note that the canonical map from o eK with w*-topology onto Prila K 
with facial topology is continuous. In the C*-algebra case, 
this map is also open. However, this is a non-trivial result 
involving the Kadison transitivity theorem [16; Th.3.4.11], and 
it is an open question if the corresponding result holds in our 
general setting. 
.... 
Clearly the above surjections can be transferred from A 
... 
and PrimA to K and PrimK. Since these "geometric" counter-
parts will be used repetedly in the sequel, we find it convenient 
to restate the above results in terms of these maps. 
Proposition 2.80 If K is the state space of a JB-algebra 
and oeK is equipped with the facial topology, then the maps 
" 
..;;;o-Eel-f{_-+__..K ......... ,_,..;P;;..r-...;;;;i_m;.;;K~.-d,;..;e_f-· i .. n-.e .... d._b-y"--__..p_r-:;.....;..>___,.;_F p-...---->_..;;;F_o-_ar_;...e_-.c.;;.on~t.;;;i;.;..n;..;.u.;..:;o...;u...,s_an_.....d-. 
"' open surjections. In particular, a subset of K (or of PrimK) 
is closed iff it is the collection of all F (respectively F ) p p 
contained in a fixed closed split face of K • 
Proof. Evident o 0 
We will now investigate unital homomorphisms of JB-algebras 
and the dual maps between their state spaces. 
Lemma 2.9. If Cfl : A1_.:__!2 is a unital homomorphism between 
two JB-ale5ebras A1 and A2 with state spaces K1 and K2-' 
then for each ideal J in A2 we have ~*~JJ.) = £e-1(J)~ 
Proof.. 1 .. ) We first consider J = [0} o Then Jl = K2 
and 
,., 
cp- 1 (J) = ker cp , so we must prove .l cp* (K2 ) = (ker cp) o 
If p E K2 and a E ker cp , then 
.l 
so we have shown cp*(K2 ) ~ (ker cp) .. 
(a,cp*(p)) = (cp(a),p) = 0; 
J. If a E (ker cp) , then we define 
for Nmv, is a state on 
p1 by (cp(a),p1 ) = (a,a) 
cp(A1 ) , s~ it can be ex-
\"r 
tended to a state p on A2 .. 
cp*(p) = (J 
By definition ~,cp*(p)) = (a,a) 
for all ..L Thus cp* (~) = (ker cp) .. 
2 .. ) Assume neA~ that J is an arbitrary ideal in A2 , 
and let ~ : A2 .... A2/J be the quotient map and K; the state 
space of A2/J • Then by the result in the first part of the 
proof 
.J. I q:>*((kerw) ) = cp*(w*CK2 )) 
0 
Remark.. The same result as in Lemma 2 .. 9 will hold, with 
the same proof, for a a-weakly continuous unital homomorphism 
between JEW-algebras and for a-weakly continuous ideals.. Speci-
fically, let A1 and A2 be JEW-algebras with normal state 
spaces K1 and K2 , a.."'ld let ~ : A1 ... A2 be a a-weakly con-
tinuous homomorphism defining a (predual) map ~ * : K2 -+ K1 ; then 
for each a-weakly closed ideal J in A2 we have ~*(J.l) =~-1 (J) 1 .. 
Proposition 2 .. 10.. If cp: A1 -+A2 is a unital homol!_orphism 
between two JB-algebras A1 and A2 , then the dual map 
~* :~-+K1 between their state spaces will take split faces onto 
split faces and w*-closed split faces onto w*-closed split faces .. 
Proof.. To prove the first statement, we work in the spectral 
duality of the enveloping algebra A":* 
J 
and its predual A*. 
J 
for 
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j = 1,2. Now the map F~> J = F0 is known to be a bijection of 
all split faces of K. 
J 
the inverse map being 
onto all a-weakly closed ideals of Aj* , 
.L Jt-> F = J (cf. proof of Proposition 2,.1) .. 
Thus, for a given split face F of K2 we consider the annihi-
lator ideal J = F0 in A2* and then we apply the above "Remark" 
with ~ = cp** ·A** .... A** 
. 1 2 (and ~* = cp*) 0 This gives cp*(F) = 
(cp**)-1(J).i. 
' 
where (cp**)-1(J) is a a-weakly closed ideal in 
A** 1 • Hence cp* (F) is a split face of K2 
' 
as desired. 
Finally we note that the w*-continuous map cp* will map 
w*-continuous sets into w*-continuous sets; from this the last 
statement of the proposition follows. 0 
We will close this section by studying the one-dimensional 
representations of JB-algebras. Note first that if A is a 
JB-algebra with state space K and if p E oeK , then dim cp (A)= 1 p 
iff Fp = (p} , i.e. iff {p} is a split face of K (cf. Proposi-
tion 2. 6). Thus dim cp (A) = 1 iff dim F = 0 • p p 
For convenience we introduce the following notation: 
(2.2) oe,oK = {p E oeKIFP = (p}} 
,. 
(K)0 = {FpiFP = (p}} (2.3) 
(2.4) Prim0K = {~IFP = {p}} 
Also we write 
A A A 
o ..,K = o K'\.o K, (K)4 = K'-.(K) and e, • e e,o o 
Proposition 2.11. Let A be a JB-algebra with state 
space K • Let 
-
J = n kercpp, 
pEo K 
e,o 
.L -=-=an;;;.d~l;:;..;e;;..;;t;..._~F-=......;;J;..._~"-•( I::.;;f._...;.o-e K = 0. set 
- e,o- J =A 
Then A/J is associative and o F = o K • 
. _.....-----·----~----·-· e ··-~- e:, o ·-· 
and F = 0l . 
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,. 
In particular, o K is facially closed in o0 K , (K~ is ~-.~~~~~--~e,o ~ 
... 
closed in K , 
Proof. For 
ker cp P contains 
It follows that 
is closed in Prim K • 
each p Eo K , cpp(A) is associative, 
e,o 
ao (boc)- (aob) 0 c for any given triple 
J also contains all such expressions. 
A/J is associative. 
so 
a,b,cEA. 
Hence 
Now suppose p E oeF = F n oeK • Then F p c F , so by duali-
zation (and use of Propositions 2.1 & 2.6): 
l J c (F ) = (1 ) = ( (ker cpp) )0 = ker cpp. 
- p 0 p 0 
Hence, cpp factors through A/J , so cpp(A)- will be associative, 
and thus by [ 7; Prop.2.3] it will be isomorphic to C(X) ; 
since it is a JBW-factor it must be one-dimensional. Thus 
p E o e 0 K • Then (by Proposition 2. 6) 
' 
J. ..1. p E F'p = (ker cp ) c J = F, p -
so pEFnoK=oF. 
e e 
Thus we have proved oF=o K. 
e e,o 
The last statement of the proposition follows from the state-
ment just proved by virtue of the definition of the topologies 
involved. 0 
We close this section by giving a geometric characterization 
of the (dual version of) unital Jordan homomorphismso Recall that 
by definition a face F of K is norm exposed if F = a-1(0) for 
some positive affine function a on K , or what is equivalent, 
for . a E (A**)+.. In [ 4 ; § 12] it was shown that for each such F 
there is a unique idempotent p = r(a) E A** such that F = p-1(o). 
Then p-1 (1) = (e-p)-1(0) is also norm exposed, and is denoted F#; 
F and F# are said to ~:e quasicomplementary pro,jective faces. 
Finally, we recall that a, b E A+ are prthQgortal if there exists a 
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norm exposed face F with a~ 0 on F and b = 0 on F*~ (Note 
that for state spaces of JB-algebras this definition will coincide 
with that of [4 ], since every norm exposed face is projective). 
We can now state the characterization. 
Proposition 2., 12 .• Let tV : K2 -+ K1 be a w*-continuous affine 
map between state spaces K2 and K1 of JB-algebras A2 and A1....! 
Then ~ is the dual of a unital Jordan homomo£2hism from A1 into 
A2 iff 1-1 ~ prese~es ~uasicomplemenps 3 i!e. ~-1~F#) = ~-1~F~# 
for eye~ projective face F of K1 • 
Proof. Assume first that cp : A1 -+ A2 is a unital Jordan homo-
morhism such that 
say F = p-1(0) 
cp* = ~ , and let 
2 ** for p = p E A1 • 
F be a projective face in K1 , 
Then 
while 
Since cp**: A~* -+A~* is a Jordan homomorphism, then cp**(p) is an 
idempotent, so we have shown that ¢-1 preserves quasicomplementsa 
C 1 • -1 · 1 t We f1."rst onverse y, suppose v preserves quas1.comp emen s. 
show that ¢-1 sends projective faces to projective faces. If 
p2 =pEA;* and F = p-1 (o), then 
S; "'Ce po '" E (A2* * )+ , then ,t.:· - 1 (F) · d d h ........... 'I' y 1.s a norm expose , an ence pro-
jective, face of K2 • 
Next we show that $ preserves orthogonality of elements of A~" 
Suppose + and a..Lb Let F be a norm exposed, hence pro-a,b E A1 .. 
jective, face of K1 such that a = 0 on F and b = 0 on F# • 
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and ~(b) are positive elements of A2 which are zero 
and $-1(F#) = $-1(F)# respectively, and so cp(a) .lcp(b)o 
Now suppose a is any element of A1 , with orthogonal decom-
position + -a = a -a • By virtue pf the uniqueness of the orthogonal 
decomposition ( cf o [ 5 ] ) we conclude that cp(a +)- cp(a-) is the ortho-
gonal decomposition of cp(a) in A2 in particular cp(a+) = cp(a)+ • 
Since cp is positive and unital, then llcpll ~ 1 • Now the set 
of all f E C( a(a)) such that: cp(f(a)) = f(cp(a)) is seen to be a norm 
closed vector sublattice of C(a(a)) ; by the Stone-Weierstrass theorem 
it equals C(a(a)) • In particular cp will preserve squares and then 
also Jordan products. Thus cp is a Jordan homomorphism.,. U 
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!..2.· The 3-ball .Q:_L'operty. 
It was sho~~ in [6; Cor.3.12] that if K is the state space 
of a JB-algebra, then the face B(p,cr) generated by an arbitrary 
pair of extreme points p,cr is affinely isomorphic to a Hilbert 
ball (i.e. the closed unit ball of some real Hilbert space). 
In general all possible dimensions for the balls B(p,cr) can occur 
(cf. [6 ; Lem.3.10]). However, if K is the state space of a 
C*-algebra, then the only possible dimensions are one and three, 
with the former representing a kind of degeneracyo This result is 
actually implicit in the argument leading up to [6; Th.3.11], 
but for the sake of completeness we will give the proof (Proposi-
tion 3.3)o Thus we are led to the following general notion: 
Definition. A convex set K has the 3-ball property 
i! the- face B(9,0') is a Hilbert ball of dimension 
one or three for each pair of distinct point p ,a E oeK. For 
brevity we shall also say that a JB-algebra has the 3-ball 
property if its state space has this property. 
We will work with the 3-ball property mainly for state spaces 
of JB-algebras, but occasionally also for the normal state spaces 
of JEW-algebras. Note that the latter are more general than the 
former since the state space of any JE-algebra can be identified 
with the normal state space of its enveloping JEW-algebra 
(cf. [33]). 
It follows from [ 6; Prop.3o1] that if K is any convex set 
and p,cr E oeK are separated by a split face li' (i.e. p E F and 
a E F' ) , then B ( p , a) is just the line segment ( p, a] , i.e. a 
one-dimensional Hilbert ball. If K is the normal state space of 
a JEW-algebra, then the converse also holds: 
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Lemma 3.1. Let p,cr be extreme points of the normal state 
space of a JBW-algebra. Then dimB(p4 cr) = 1 iff p and K are 
separat~d by a SJLlit face., 
Proof.. Suppose that p and a are not separated by any 
split face .. Then it follows from the proof of [6; Th.3.11) that 
B(p,cr) is the normal state space of a spin factor. Every spin 
factor is of dimension at least three, so the affine dimension 
of B(p,cr) will be at least two. 0 
Corollary 3 .. 2.. The normal state space of a JBW-algebra 
has the 3-ball property iff dim B( p, cr) = 3 for evecy pair of 
.£_,istinct extreme ..EOints p, cr not separated by a split face. 
Proof. The normal state space of a JBW-algebra has the 
Hilbert ball property by [ ; Th.3.11].. 0 
Proposition 3 .. 3. The normal state space of any von Neumann 
algebra (and in ~~icular the state space of any C*-algebra) 
has the 3-ball property). 
Proof. Let K be the normal state space of a von Neumann 
algebra ~ , and let p,cr be distinct extreme points of K not 
separated by any split faceo We denote by p and q the support 
projections of p and cr , i.e .. the minimal projections in 
such that (p,p) = (q,cr) = 1 .. As shown in [ 6; proof of Th.3.,11] 
the face B(p,cr) of K is affinely isomorphic to the normal 
state space of (p v q)Ol(p v q) .. Note that u,v_:c(p) where 
c(p) (-= c(cr)) is the central support projection of p • (The 
equality of c(p) and c(cr) follows since the central projec-
tions of 0~ are in 1-~ correspondence with the split faces 
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of K , and p and cr are supposed not to be separated by any 
split face).. Hence (p v q)Qt,(p v q) = (p v q)Olp(p v q) where 
0tp = c(p)()t. Furthermore, (J[p is a type I von Neumann factor 
(cfo [ 6; Lem .. 7o1])' and so Olp .;; B(H) for 
some Hilbert space H • The minimal projections p,q E aLP will 
correspond to projections of rank one in B(H) , and so p v q will 
correspond to a projection of rank two. Thus 
and so B(p,cr) will be affinely isomorphic to the state space 
(=normal state space) of M2 (~) • But the state space of r12 ((D) 
is known to be a three-dimensional Euclidean ball (see e.g. 
[ 4 ; end of § 11 ] ) .. 0 
Remark. The proof of [6; Th.3.11] which was quoted above, 
is given in the context of JEW-algebras. But the only results 
on JEW-algebras which are used in the relevant part of the proof, 
are those which generalize well known results on von Neuman alge-
bras (in particular the relationship between faces of K and pro-
jections in O'L , cf. [ 17), [ 31]). Thus, if one wishes, one can 
give an alternative (if somewhat longer) proof of the von Neumann 
algebra result stated in Proposition 3o3 by means of conventional 
notions from von Neumann algebra theory. 
Corollary 3.4. If p ,cr are pure states on a C*-algebra Ot. 
and rrp~--~a~r~e~t~h~e~c~o-r.r~e~s~p~o~n~d~i~n~g~~GN~S_-_r~e&p.r~e_s_e_n_t_a_t~i-on __ s.,_t_h~en~ 
_d_i_m_B_(.wp_, ... cr ..... )'--=__..,3 __ w_h_e_n __ rr,p--an_d_rr ....cr are unitarily equivalent and 
dimB(p,cr) = 1 otherwise. 
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Proofo Specializing the proof of Proposition 2o6 to the 
C*-algebra conte:xt, we find that TTP and rr0 are unitarily 
equivalent iff p and cr are not separated by a split face; 
by the proof of Proposition 3.3, dimB(p,cr) = 3 in this case 
and dimB(p,cr) = '1 otherwise. U 
The next proposition is crucial for the study of JE-algebra 
state spaces with the 3-ball property. 
Proposition 3~a A JEW-factor of tyPe I is isomorphic 
to B(H) 0 a (the bounded self-adjoint operators on some Hilbert 
space H) iff its normal state space has the 3-ball property. 
Proofo Let A be a JEW-factor of type I with normal state 
space J. If' A '; B(H) , then the 
sa. 3-ball property for K 
follows by Proposition 3.3. Conversely we assume that K has 
the 3-ball property, and we will show A ~ B(H)sa • Recall in 
this connection that the correspondence between idempotents in A 
and projective faces of K will associate the central idempotents 
of A with the split faces of K (cf. [ 5; Propc3.'1] and [4; 
Prop.'10a2]). Since A is a factor, there is no proper split 
face of K • Thus it follows from Lemma 3o'1 that dimB(p,cr) = 3 
for every pair p,cr of distinct extreme points. 
Assume first that A is of type I 2 • Then A is a spin 
factor [ 7; Prop.7o'1], so K is a Hilbert ball [ 6; Lemo3.10]. 
Now B(p,cr) = K for any pair p,cr E oeK , p /: cr a Hence K must 
be a three-dimensional ball. But the only spin factor with such 
a normal state space is the algebra M2 (~) of dimension four sa 
(overJR). Thus, in this case A~ B(H)sa with dimH = 2 0 
Assume henceforth that A is of type In with n > 3 • 
By [7; Prop.8a6] A is isomorphic to a JC-algebra, iae. a norm 
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closed Jordan subalgebra of B(H)sa for some Hilbert space H Q 
Since A is a JEW-algebra, it follows from [34; Coro2o4) that A 
is isomorphic to a JW-algebra, ioeo a weakly closed Jordan sub-
algebra of B(H)sa • Finally, by [36; Th.5o1] A can be faith-
fully represented as an irreducible JW-algebrao For the rest of 
the proof IV'e assume that A is so represented, A S B(H)sa • 
By [ 7; Tho6.10] we can. find a family (pa} of orthogonal 
minimal idempotents in A such that ':{ Pa = 1 o By the corre-
spondence between idempotents in A and projective faces of K 
it follows that for a ~ ~ the normal state space of 
can be identified with B(pa,p~) where [pa} and {p~} corre-
spond to Pa and p 13 respectively. (Of o the proof of [ 6 ; 
Th.3.11]). By hypothesis dimB(pr ,Pa) = 3 , so dimA a= 4 for ~ ~ Uy 
each pair a,a with a ~ ~ o 
For each pair a,~ with a ~ S we consider the map 
X 1-> X+ X* 0 -r paAPa _c B(H) .;nto B(H) 
- ~ ..... sa " This map is seen to 
be a real linear isomorphism onto the subspace 
Since 
and since pa.Apa. and PsAPs are both of dimension one, it follows 
that {pa.APs J is of dimension two (over JR) 0 
In [ 36] the irreducible type In factors with n> 3 are 
-
classified by the dimension of the spaces pa.Ap~ o Since we have 
shown them to be two-dimensional (over lR) , we must have the 
middle (i.e. the "complez") alternative of [36; Tho3.9]. Thus 
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for a. I= 8 we have pa.Ap 13 = <& wa.i3 where wa.~ is a partial isome-
try with initial projection Pa and final projection p 13 , and 
where the ranges of Pa and p 13 are one-dimensional subspaces 
of the (complex) Hilbert space H o 
It follows that for a I= 13 the real linear space 
is of dimension four. Since it contains Aa.l3 and the latter is 
known to be of dimension four, the two must be equal. From this 
it follows that 
(3.2) for a I= 13 .. 
Thus, if a. 1 , .... ,am are distinct indices, then 
(I: p )A(I:p ) = 
. a. . a . 
l. ~ J J 
I: p Ap 
. . a.. a. 
~,J ~ J 
Hence (pa + ••• + Pa. )b(pa + ••• + Pa ) E A for every b EB(H)sa· 
1 m 1 m 
Since A is strongly closed, since :Ep = 1 
a a 
(strong convergence), 
and since multiplication is strongly continuous on the unit ball of 
B(H) , it follo"t<TS that bE A for every bE B(H)sa • Thus 
A = B(H) 8 a as desired. 0 
Passing to a JB-algebra A with state space K , we shall 
see that the 3-ball property for K will hold iff the conclusion 
of Proposition 2.4 holds rrlocally" at each pure state p E oeK • 
As in [ 6; § 7] we use the notation A = c(p)A"'* 1\There c(p) is p 
the central support of p • 
CorollaEY 3.6. The state space K of a JB-algebra A 
has the 3-ball property iff Ap ; B(H) 8 a for all p E o J£ . 
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Proof. By Corollary 3.2 K has the 3-ball property iff 
F P has the 3-ball property for each p E o eK • Nov.r the corollary 
follows from Propositio~<3,5 since each FP can be identified 
with the normal state spare of the corresponding type I JBW-factor 
A (cf. Proposition 2.6). 0 p 
It is sometimes convenient to use the term "concrete repre-
sentation" of a JB-algebra A to denote a homomorphism 
TT: A ... B(H)sa where H is some Hilbert space. Note that for 
concrete representations the customary notion of irreducibility 
makes sense. Spesifically, an irreducible ~~presentation of a 
JB-algebra A is a concrete representation TT : A ... B(H) sa such 
that.no proper (closed) subspace of H is invariant under n(A) • 
We will now show that for JB-algebras with the 3-ball 
property, the notions of dense and irreducible representations 
are essentially the same. 
Proposition 3.7. Let A be a JB-algebra with the 3-ball 
property. If cp:A ... M is a dense representation, then M ~ B(Hlsa 
for a suitable Hilbert space H . If TT : A ... B(H)sa is any (con-
crete~ re::eresentation 2 then TT is dense iff it is irreducible. 
Proof. By Proposition 2.6, ~ is Jordan equivalent to 
~P :A ... AP for some p E oeK • By Corollary 3.6, 
and so by the definition of Jordan equivalence, 
AP -;;: B(H)sa , 
M -~ B(H) 8 a • 
Now suppose that TT : A ... B(H)sa is irreducible. Then n(A)-
is an irreducible JW-algebra. (As before, the bar denotes weak 
closure). Irreducibility of a JW-algebra implies that it is a 
factor, and by [37; Th.4.1] irreducible JW-factors are of type I. 
Now the proof of Proposition 3.5 shows that n(A)- = B(H)sa' i.e. 
n is a dense representation. 
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Conversely, suppose TT : A-+ B(H) sa is dense, and suppose 
for contradiction that it is not irreducible. Then there exists 
a non-trivial projection P E B(H) such that P commutes 'lrvith 
everything in n(A) • The commutant of [P} is 
PB(H)P + (I-P)B(H)(I-P) , 
so n(A) is contained in 
this contradicts the density of rr(A) in B(H)sa • 0 
Definition. Let A be a JB-algebra with the 3-ball 
property. We say an irreducible representation TT : A ... B(H) sa 
is associated with p E o rf- if there exists a (unit) vector s E H 
such that 
(3.3) (a,p) = (n(a)sjs) for all a E A • 
Note that the unit vector s of (3.3) is uniquely determined up 
to scalar multiples (of modulus one) by virtue of the density 
of n(A) in B(H)sa • We will say that this vector s repre-
sents p w.r. to 11 • 
Proposition 3 .. 8. Let A be a JB-algebra 't-Jith the 3-ball 
;property. Then for each pure state p E oeK there is associated 
at least one irreducible representation. A given irreducible 
representation TT of A will be associated ~Ji th e iff TT is 
Jordan equivalent with cpp • Furthermore, if an irreducible 
representation TT of A is associated with e E ooK , then the 
set of ;pure states with which rr is associated, is precisely 
oF =FnoK. 
-e-p-poo---e-
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Proof. Let p E oeK • By Corollary 3 .. 6, AP ';; B(H)sa , say 
that this isomorphism is effected by a Jordan isomorphism 
Then is a concrete representation Of A 
which is Jordan equivalent to cp P • Now let TT : A_. B(H) sa be any 
irreducible representation which is Jordan equivalent to cpp .. 
By Proposition 2.6, n* will be an affine isomorphism from the 
normal state space of B(H) onto FP • Since pure normal states 
on B(H) are vector states, there exists a vector s E H satis-
fying (3.3). Hence IT is associated with p • 
If rr' :A ... B(H' )sa is any irreducible representation asso-
ciated with p , then rf' (c(p)) = I , so kern' = (e-c(p)) o A*"' • 
By Lemma 2.5, IT' is Jordan equivalent to cpp • 
Finally, the set of pure states with which a given irreducible 
representation IT is associated, will consist of precisely those 
cr E o K such that e cpa is Jordan equivalent to cpp ; by Proposition 
2.6 this is equivalent to crEF • p 0 
The existence of irreducible representations associated with 
any given pure state of a JB-algebra with 3-ball property, follows~ 
from Proposition 3.8; but the uniqueness question is more compli-
cated than for a C*-algebra. In the Jordan algebra context one 
must allow for conjugate linear, as well as linear, isometries of 
the (complex) Hilbert spaces on which the algebras are represented. 
This will be explained in detail below, but first we recall some 
elementary facts on complex Hilbert spaces. 
A typical example of a conjugate linear isometry of a complex 
Hilbert space H onto itself is obtained by considering an ortho-
normal basis and then defining J: H ... H by J(l: A. e ) = 
a a a. 
l:!' e .. If J is defined in this way and if U: H_. H' is unitary 
a. a. a. 
(i.e. a linear isometry onto), then UJ is a conjugate linear 
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isometry of H onto H', and every conjugate linear isometry V 
of H onto H' is seen to be of this form. (Write U = VJ and 
note that UJ = V 
of 
is described by 
since ~ = I). Note also that the transpose 
B(H) onto itself with respect to the basis {ea} 
at = Ja*J • Clearly al-> at is a *-anti-
automorphism of B(H) i.e. a linear map satisfying (a*)t = (at)* 
and (ab)t = btat for a,bEB(H). 
It is well known that the *-isomorphisms of B(H) onto 
B(H') are precisely the maps 
-1 al-> Ua U 
' 
where U: H ... H' is unitary (see e.g. [15; Cor.III.3.1]) 
If ~ is a *-anti-isomorphism of B(H) onto B(H') 
and if a~ at is defined as above, then at-> v(at) is seen 
to be a 
such that 
*-isomorphism. 
w(at) = uau-1 
Hence there exists a unitary map U : H- H 
for all a E B(H) • Writing at = b , 
we obtain a = bt , and so $(b) = Ubtu-1 • Thus the *-anti-
isomorphisms of B(H) onto B(H') are precisely the maps 
(3.5) b t-> Ub t u-1 = u J"b*J u ... 1 
' 
I 
where is unitary, and the map J: H,.. H and the trans-
position in B(H) are defined with respect to an arbitrary ortho-
normal basis in H. 
In (3.5) the map UJ is the most general form of a conjugate 
linear isometry, and we see that (UJ)-1 = Jt:!-1 • Hence the above 
results can be asummed up as follows: The *-isomorphisms of B(H) 
_o_n_t_o ___ B~(_H_'_) ___ ar __ e__ i~m.p_l_e_m_e_n_t_e_d_.b~y __ l_i_n_e_ax~_i_s_o_m_e_t_r_i_e_s __ o_f __ H ____ on-.t_o __ H=-' , 
while the *-anti-isomorphisms are implemented by conjugate linear 
isometries of H onto H'. 
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Definition. Let A be a JB-algebra whose state space K 
has the 3-ball property, and let rr. • A ..,. B(H) J • sa (j = 1 ,2) be 
two irreducible representations corresponding to the same p E o eK • 
We say that n1 and n2 are unitarily equivalent, respectively 
con,jugate, if there exists a map W of H1 onto H2 which is 
unitary, respectively a conjugate linear isometry, such that 
(3.6) all a E A • 
Note that the only case in which n1 and n2 are both 
unitarily equivalent and conjugate at the same time, is when 
dimH1 = dimH2 = 1 • (The map rr1 (a) ~ n2 (a) extends uniquely 
to a strongly continuous linear map from B(H1 ) onto B(H2 ) • 
If W is linear, the extension is xi-> WxW-1 , which is an iso-
morphism. If W is conjugate linear, the extension is 
x \-> Wx*w-1 , 1r1hich is an anti-isomorphism. The unique extension 
will be both an isomorphism and an anti-isomorphism iff B(H2 ) is 
commutative, or equivalently iff dimH1 = dimH2 = 1). Note also 
that to any given irreducible representation n: A-B(H)sa one 
can associate a conjugate irreducible representation n' :A~ B(H)sa 
given by n'(a) = n(a)t wh6re the transpose map is defined as 
above. 
Proposition 3.9. Let A be a JB-algebra with the 3-ball 
property and let n. : A ~ B(H. ) 
a. a.--sa 
(i = 1 ,2) be two irreducible 
representations which are Jordan equivalent. Then n1 and n2 
are either unitarily equivalent or conjugate or both; the last 
iff dim Hfl = dim H2 .::._1 • 
Proof. Let 2 be a Jordan isomorphism from B(H1 )sa onto 
2 ° lT 1 Let e be the unique extension of 
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to a complex linear Jordan isomorphism from B(H1 ) onto B(H2 ) • 
By a known theorem [25] 9 is either a *-automorphism or a 
*-anti-isomorphism. Then it follows from the remarks above that e 
is implemented by a map W of H1 onto H2 which is either 
unitary or a conjugate linear isometry. Since n2 = 8 o n1 , we 
have n2 (a) = WTT1(a)w-1 for each a E A • 0 
The following lemma provides a useful characterization of 
one-dimensional representations. 
Lemma 3.10. Let A be a JB-algebra with the 3-ball 
..... JI_r ... op..._er....,t_.y~, _an_.._d..___.TT._..: _A_...P.. __ B.(..,.H~) sa an irreducible representation. 
Then dim H = 1 iff for some (then all) non-zero vector:€ s E H : 
(3.7) ((n(a),rr(b)Jsls) = o for all a, b E A • 
Proof. If dimH = 1 , then (3. 7) is clear. Conversely, 
if (3.7) holds, then by density of n(A) in B(H)sa : 
([s,tJsl s) = o for all s,t EB(H). 
If d.imH > 1 , "Vle could contradict this by choosing s, t E B(H) 
such that ss = t s = 'Tl t_lin( s) and s'T) = -t'll = s , which would 
give ([s,tJsl s) = 2lls11 2 I= 0 • 0 
Proposition 3.11. Let A be a JB-algebra whose state 
space K has the 3-ball property and let rr j: A -+ BCH)sa 
(j = 1 ,2) be two irreducible representations corresponding to the 
same p E o6K • Suppose also that s1 E H1 and S#2 are two 
unit vectors representing e (with respect to 1T1 and 1T2 re-
.;;;;s,.~;;p.;;;.e..;.ct..;.l.;;.. v.;...e;;.;;l=...Y"""'):...;:•;...._..;;;T;;;;h;.;:;e.;;.;;n~n-.1-an_d __ n-.::::2 are unitarily equivalent iff 
for all a, b E A : 
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(3.8) ([n2(a),n2(b)]s21 s2) = ([n1(a),n1(b)]s11 s1) ' 
and n1 and n2 ,!-re conjugate iff for all a, b E A 
Proof. By Proposition 2.8 and Lemma 3.10, it suffices to 
establish (3.8) when n1 and n2 are unitarily equivalent and 
(3.9) when they are conjugate. We only present the latter argument; 
the former is similar (just simpler). 
Thus we assume that n1 and n2 are conjugate, and choose 
a conjugate linear isometry W satisfying (3.6). Note that for 
all s E H1 , TJ E ~ one has (Wsl TJ) = ( siW-1TJ)- • Thus for 
every a E A : 
Cn1Ca)s1 1 s1 ) = (a,p) = Cn2Ca)s2 1 s2 ) 
= (Wn1(a)w-1 s21 s2) = (n1(a)w-1s2iw-1 s2) • 
([n2(a),n2(b)Js2 1 s2 ) = (W[n1(a),n1(b)]W-1 s2 1 s2 ) 
= A.'A([n1(a),n1(b)Js11 ; 1)- =- (Cn1Ca),n2(b)Js2 1 s2) 0 
The following will be of use later. 
Proposition 3.12. Let A be a JB-algebra with the 3-ball 
property. If n: A- B(H) 6 a is an irreducible representation, then 
the pure states with which TT is associated are precisely those 
of the form at-> (n(a)>ls) where SEH, IISII = 1. 
Proof. By Proposition 3.7 and Proposition 2.6, n* maps the 
normal state space of B(H) (affine) isomorphically onto FP for 
some pure state P E o eK • Each vector state on B(H) is a pure 
normal state, and so it is mapped by n* into o F c o K • e p- e 0 
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§ 4. Reversibility. 
Following St0rmer (34; pe439] we will say that a JC-algebraA 
is reversible if 
(4.1) 
whenever a1 , ••• , an E A Note that the left hand side of (4.1) is 
the Jordan triple product for n=3., Thus, (4.1) always holds 
for n = 3 , but it is worth noting that it can fail already for 
n= 4. (In fact, n = 4 is the critical value; if ( 4.1) holds for 
n = 4 , then it holds for all n > 4 as shown by P.M. Cohn [ 13]). 
For a given JC-algebra A ~ B(H)sa we denote by lt0 (A) 
the real subalgebra of B(H) generated by A , and we denote by 
R(A) the norm closure of 20 (A) • We observe that ~0 (A) is 
closed under the *-operation since (a1 a2 ••• an)* =an an_1 ••• a1 
for a1 , • • • , an E A • From this it follmvs that 4t(A) is a norm 
closed real *-algebra of operators on H • (Such an algebra is 
sometimes called a "real C*-algebra"). If A is reversible and 
b = a1 a2 • • ·~ where a1 , • • • ,an E A , then the self-adjoint part 
bh = t(b+b*) will be in A • From this it follows that A is 
reversible iff ~(A)sa =A • 
Assume now that A is reversible and consider an element 
b E~(A)sa' say b = b* and b = liiD:nbn where bn E(R,0 (A) for 
n= 1 ,2 •••• (norm limit). Then b = li~ (bn)h E A since A is 
closed. From this it follows that A is reversible iff 01.(A)sa = A. 
By definition, reversibility is a spatial notion involving 
the non-commutative multiplication of Hilbert space operators. 
In general it is not an isomorphism invariant; it is possible for 
a reversible and a non-reversible JC-algebra to be isomorphic. 
This situation is illustrated by the spin-factors (definition 
below). A spin factor A .= B(H) sa is always reversible when 
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dimA = 3 or 4, non-reversible when dimA f. 3, 4 or 6 and it 
can be either reversible or non-reversible when dimA = 6 , even 
though all spin factors of the same dimension are isomorphic. Of 
these results we will prove only the one with dimA = 4 , since 
we shall not need the others. 
Recall that an (abstract) spin factor is a JB-algebra S 
of dimension at least three which is a real Hilbert space such that 
(eje) = 1 and sot = (sjt)e for each pair of elements s,t in 
the hyperplane N = {e}~ • (Note that this requirement completely 
determines the Jordan product in S). Recall also that the Hilbert 
norm of a spin factor is equivalent with the JB-algebra norm, and 
that the two coincide on N (cfo [39]). It follows that every 
spin factor is a Banach dual space, hence a JEW-algebra. It is 
easily verified that the center of any spin factor is trivial, 
hence it is a factor (which justifies the terminology). In fact, 
the spin factors are precisely the JEW-factors of type r 2 
(see [ 7 ; § 7] for definition and proof). 
If S is a spin factor, then the hyperplane N = (e}~ con-
sists of ali elements As where A E E, s f. e , and s is a 
symmetry, i.e. s2 = e • Note also that two elements of N are 
orthogonal iff their Jordan product is zero. Thus, if {sa} is 
an ortho-normal basis in S such that s = e for some index a 1 
a 0 o' 
the~ all the other basis-elements are symmetries satisfying 
sa • s 13 = 6a.,Se • For later references we observe that the orthogo-
nal components of an element a E S with respect to such a basis, 
can be expressed in terms of the Jordan product. In fact, if 
a = A e + I:: A. .... s\ , 
o ala. ""' r.. 
0 
then for each a 1 a • F O • 
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hence for any index ~ 1: a 0 distinct from o. 
(4.2) 
moreover: 
A. e 
0 
(a- A. e) o s =A. e • 
o a o:. 
Simple examples of spin factors are the Jordan algebra 
M2(E)s of all symmetric 2 x 2-matrices over JR and the Jordan 
algebra M2(c)sa of all self-adjoint 2 x 2-matrices over C • 
For these algebras, ortho-normal bases are respectively (s0 ,s1 ,s2 ) 
and (s0 ,s1 ,s2 ,s3) , where s 0 is the unit matrix and s 1 ,s2 ,s3 
are the elementary spin matrices: 
(4.4) 
0 } ' 
-1 
1 I 
0 J ' 
i } . 
0 
It follows from the above discussion that two spin factors 
of the same dimension must be isoillorphic. In particular, every 
spin factor of dimension three is isomorphic to M2 (JR)s , and 
every spin factor of dimension four is isomorphic to ~(~)sa • 
Lemma 4.1. Ever:y Jordan homomorphism se : M2~ ... B(H) 5 a 
extends uniquely to a real *-homomorphism cp: M2(~D) ... B(H) • 
Consequently, if A c B(H) and A is a four-dimensional spin - sa __________________________________ __ 
factor, then 0\(A) is isomorphic (as a real *-algebra) to 
~(~) , and A is reversible. 
Proof. Considered as a real linear space, M2(~) has a 
basis consisting of the eight elements s 0 , s1 , s2 , s 3 , is0 = 
- s 1s2s 3, is1 = - s2s 3, is2 = - s3s1 , is3 = - s1s2 • Hence the only 
possible candidate for 
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where (j,k,l) runs through the three cyclic permutations of 
(1,2,3) • It is no\'J' straightforward to verify that ~ cp actually 
is a real *-homomorphism of M2(c) into B(H) • (Note that the 
relations s j o sk = 6 jks 0 and s j o sk = - sk • s j where j , k = 1, 2, 3, 
are preserved by the Jordan homomorphism ~). 
Now if A S B(H)sa is any four dimensional spin factor, 
,...., 
let cp: M2(~)sa ... A be an isomorphism. Note that cp will map 
M2 (ID) = (M2(C)sa) onto ~(A) and will be a real *-isomorphism 
from M2(~) onto ~(A) • Finally, reversibility of M2(C)sa in 
M2 (G:) implies reversibility of A!;: tf{.(A) ,SB(H) • 0 
We will reduce the problem of reversibility for a given 
JC-algebra to the same problem for its weak closure in an appro-
priate representation. Then we are in a setting where the structure 
theory for JW-algebras applies. Recall in this connection that 
any given JW-algebra ASB(H)sa can be written as 
(4-.5) 
where A1 is an abelian JW-algebra, A. J is of type Ij for 
j = 2,3to •• ,co, and B is the non-type I summand. (See 
[39; Ths. 5 & 16] for precise definitions and proofs, but note in 
particular that the direct sum (3.4) is given by orthogonal 
central idempotents z1 , z2 , ••• , z00 , wE A such that z.A =A. J J 
for j = 1,2, ••• ,co and wA =B). 
We will see later that the r 2-summand is the key to reversi-
bility. Therefore we will now study JW-algebras of type r2 • 
We begin by two technical lemmas. 
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Lemma 4.2. For each integer n!:1 there exists a Jordan 
polynomial Pn in n + 2 variables such that :for an;y spin :factor 
S and an arbitrary pair s,t o:f orthogonal symmetrie~ in S 
we have Pn~s,t)-a1 , ... ,an) = 0 i:f:f a1 , ••• 1 anES are linearly 
dependent. 
Proof. By the well known Gramm criterion :for spaces with 
an inner product~ n elements a1 , ••• ,an of a spin factor S will 
be linearly dependent iff 
Jordan multiplication in 
Det{(a. Ia.)}. ~ 1 = 0 • Since the ~ J ~,J= 
S reduces to scalar multiplication 
in :Re S S , we can rewrite this condition as 
(4.6) 
where 'tn is an appropriate Jordan polynomial in n2 variables. 
Assume now that s,t are two arbitrary (but :fixed) ortho-
gonal symmetries in S • For any set (a1 , ••• ,an) o:f n elements 
o:f S we decompose each aj as a. = a .e + n. 
J J J 
where .J. n.EN=[e}. 
J 
For given i,j the multiplication rules for spin :factors give: 
(a. I a .)e = a.a .e + (n.ln .)e ~ J ~ J ~ J 
= (a.e) o (a.e) +n. on. = (a.e) o (a.e) + (a.-a.e) o (a.-a.e) .. 
~ J ~ J ~ J ~ ~ J J 
It :follows :from (4.2) that (a. la.)e can be expressed as a Jordan ~ J 
polynomial in s,t,ai,aj for i,j = 1,2, ••• ,n • Substituting 
these polynomials into ~ , we obtain a Jordan polynomial Pn 
in the n + 2 variables s, t ,a1 , ••• ,an , which will have the 
desired property. Clearly, Pn is independent of the spin factor 
S and the choice o:f s and t • 0 
Observe for later applications that i:f A is a JW-algebra 
of type I 2 and if cp ... M is a dense representation, then 1'1 
must be a spin :factor. In :fact, if p and q are exchangeable 
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abelian projections in A with sum 1 , then ~(p) and ~(q) 
are exchangeable abelian projections in M with sum 1 , so M 
is an r2-factor, i.e. a spin factor. 
For the next lemma we also need some new terminology: Two 
elements a,b of a JB-algebra are said to be J-orthogonal if 
a" b = 0 • Clearly this generalizes the orthogonality of symmetries 
in a spin factor. Note also that if A is concretely represented 
as a JC-algebra, then a,b are J-orthogonal iff the operator ab 
is skew. For a given idempotent p in a JB-algebra A we say 
that an element s E A is a p-symm.etry if 2 s = p. 
Lemma 4.3. If a projection p in a JW-algebra A of 
type r 2 admits two J-orthogonal p-symmetries, then p is 
central. 
Proof. Let s,t be two J-orthogonal p-symmetries in A , 
and define q = f(p+s) , r = f(p-s). Then q + r = p , and q,r 
are exchangeable projections; in fact the symmetry u = (1-p) + t 
satisfies uqu = r , so it exchanges q and r • 
Note that the central covers c(p), c(q), c(r) are all 
equal. We assume for contradiction that p ~ c(p) • Then the 
central covers of q and of c (p) - p will not be orthogonal, 
so by [37; Lem.18] there will exist exchangeable non-zero pro-
jections x_:: q , y ~ c(p)- p. Defining z = u."'ru , we get z ~ uqu. r. 
Now x,y,z are non-zero orthogonal projections with x,y 
exchangeable and x,z exchangeable. Then any homomorphism which 
annihilates one of the projections x,y,z , will annihilate the 
other two. Thus there exists a dense representation cp : A-+ M 
which does not annihilate any of the three projections x,y,z 
(cf. [7; Cor.5.7]). By the remark preceding this lemma, M must 
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be a spin factor. But a spin factor cannot contain a set of three 
non-zero orthogonal projections. (A non-trivial projection u in 
a spin factor is minimal and admits just one orthogonal projection, 
namely e- u). This contradiction completes the proof. 0 
The next lemma is crucial. 
Lemma 4.4. If A 5 B(H) 8 a is a JC-algebra 1.-rhose state 
space has the 3-ball property, then every dense representation 
of the I 2-summand of A is onto a spin factor of dimension at 
most .four. 
Proof. Let z be the central projection in A such that 
the I 2-summand of A is equal to i:A , and let cp : iA- M be a 
dense representation. As remarked earlier, M must be a spin 
factor. 
Note that M0 = cp(zA) will be a norm closed Jordan subalge-
bra of M containing the identity. It is not difficult to verify 
that such a subalgebra is itself a spin factor unless it is of 
dimension less than three. In the latter case M0 will be asso-
ciative (in fact M ';; :R or I1 ';;; E ~JR) • In the former case it 
follows from Proposition 3.7 that M0 : B(H0 )sa for some finite 
or infinite Hilbert space H0 ; but B(H0 )sa is a spin factor 
only if H0 is of (complex) dimension 2, in which case B(H0 )sa 
is of (real) dimension 4. Hence dimM0 = 1,2 or 4 • 
We will next show that dimM.:S,4. Let p,q be exchangeable 
abelian projections in_ zA with p + q = z • Then there exists 
a z-symmetry s E i1r such that sps = q • Now ps = sq , so 
s(p-q) = ( q-p )s • Thus the elements s and t = p- q are symme-
tries in the Jordan algebra i:A satisfying s o t = 0 • Consider 
now an arbitrary dense representation w of iA • By the above 
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argument (with * in place of ~), v is a spin factor represen-
tation and dim w(zA) ~4. By Lemma 3.3 we have 
for any set of five elements a1 , ••• ,a5 E A • Since the dense re-
presentations separate points [7; Cor.5.7 and Prop.8.7], it follows 
that 
(4.7) all a1 , ••• , a5 E A • 
By the Kaplansky density theorem for JC-algebras [18; p.314], 
the unit ball of zA is strongly dense in the unit ball of i[ • 
Hence it follows from (4.7) that P5(s,t,x1 , ••• ,x5) = 0 for 
all x1 , ••• , x5 E iA • Applying ~ , we get 
By Lemma 3.3, ~(x1 ), ••• ,~(x5 ) is a linearly dependent set of 
elements of M for any set of five elements x1 , ••• ,x5 E iA • 
Hence dim cp( iA) ~ 4 , and by a -weak density, dim Ii < 4 • 0 
It follows from the next result that the dense spin factor 
representations of Lemma 4.4 have dimension precisely four. 
Lemma 4.5. Let A ~ B(H)sa be a JC-algebra whose state 
space has the 3-ba~l property, and let s 0 be the central nro-
jection in A such that s 0A is the I 2-summand of A . Then 
~A contains a sub algebra M = linE ~1~~3) which is a 
four dimensional spin factor with s1~~3 J-orthogonal 
~-symmetries. 1'1..9_reover, each bE sit can be uniquely expressed 
as: 
-
(4.8) 
-48-
b = 
3 
I: f.s. , 
j=O J J 
where fj ___ i_s~i~n~t~h_e __ c_e~n_t_e_r ____ z ___ o_f __ ~s0A for .i = 0,1,2,3 • 
Proof. Let {p ) be a maximal orthogonal set of central a 
projections in s 0 A with the property that each Pa 
J-orthogonal Pa-symmetries, say s1a,s2a,s3a and let 
admits three 
p = I:p • 
a a 
A priori, there may not exist any such Pa , in which case the 
summation over the empty set of indices would give p = 0 • How-
ever, we shall see that this eventuality cannot occur; in fact we 
will prove that p = s 0 • 
Assume that p ~ s 0 • Now we will first show that every 
dense representation of (s0 -p)A is of dimension at most three, 
then we will see that this leads to a contradiction. By Lemma 4.4 
all dense representations of (s -p)A are onto spin factors of 0 
dimension at most four (since each extends to the r 2-summand 
of A). Now if cp: (s0 -p)A ... M is a four-dimensional spin factor 
representation, then by [34; Lem.3.6] we can find orthogonal 
symmetries s1 ,s2 ,s3 in M , an idempotent q E (s0 -p)A , and 
J-orthogonal q-symmetries t 1 ,t2 ,t3 mapping onto s1 ,s2 ,s3 , 
respectively. Note that (s0 -p)A is of type r2 , and so by 
Lemma 4.3, q is a central idempotent. This contradicts the 
maximali ty of {p } 
' 
so we conclude that all dense representaions a 
of (s -p)A are onto spin factors of dimension three. 0 Now, as 
in the proof o~ Lemma 4.4, all such representations restricted 
to (s0 -p)A have associative range. Thus (s0 -p)A must be 
associative (i.e. abelian). But this is impossible, so p = s 0 
as claimed. 
Define 
J-orthogonal 
s. = I:s. for j = 1,2,3. Then s1 ,s2 ,s3 are J a Ja 
s 0 -sym.metries, and I1 = linE (s0 ,s1 ,s2 ,s3) is a 
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spin factor of dimension four. 
It remains to establish the decomposition (4.8). For a 
given 
(4.9) 
b E s A vre define 
0 
(4.10) f . = (b-f ) 0 s . ' J 0 J for j = 1,2,3 • 
Consider now a dense representation ' of s 'A • 0 Since 
is a dense spin factor representation of dimension at most four 
(by Lemma 4.4), and since •<s1),$(s2),$(s3) are orthogonal 
symmetries,we have a decomposition 
3 3 
ljr (b) = I: }.. .ljr ( s . ) = E (A . e) o 1jr ( s . ) , j=o J J j=o J J 
where the coefficients A.. 
J 
are given as in the formulas (4.2) 
and (4.3). Comparing these formulas with (4.9) and (4.10) 
(with a = ~(b)) , we conclude that 
( 4.11) 
and therefore 
(4.12) ljr(b) 
A..e = ljr(f.), 
J J 
3 
=ljr(I:f.os.). j=o J J 
for j = 0,1,2,3 , 
By (4.11) and (4.12), ljr will map the elements f 0 ,f1 ,f2 ,f3 
3 
onto central elements and the element b- .E f. o s. onto zero. 
J=O J J 
Since the dense representations separate points, it follows that 
3 
f 0 ,f1 ,f2 ,f3 E Z and that b- .E f. o s. = 0 • The uniqueness fol-J=O J J 
lows from (4.9) and (4.10). 0 
Remark. Note that Lemma L~.5, equation (4.8), implies that 
the I 2-summand of A is isomorphic to C(X,M2(~)sa) where X 
is a hyperstonean space such that C(X) is isomorphic to the 
center o! s A' • 
0 
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The neJd theorem is the main result of this section. 
Theorem L~.6. If the state space of a JC-algebra A £ B(H) 6 a 
has the 3-ball property, then A is reversible. 
Proof.. 1.) Let m be the C*-algebra generated by A , 
and let TT : OL .... B(H') be the universal representation of at. • 
Since reversibility of A only depends on the embedding of A 
in Ot , we can, and shall, identify 0L and n(ot) • First we 
will show that A is reversible in this representation. 
By [36; Th.6.4. & Th.6.6] it suffices to show that the 
r 2-summand of A is reversible. Let this summand be s 0X where 
s 0 is a central projection in A , and let s1 ,s2 ,s3 be J-ortho-
gonal s 0 -symmetries with the properties explained in Lemma 4.5. 
Consider now an arbitrary finite set of elements 
3 
b. = L: f .. s. E s A' , 
~ j=o ~J J o i = 1, ••• ,n , 
where the coefficients f .. 
~J 
are in the center of s A • 
0 
By 
Lemma 3.1 the spin factor M = linJR (s0 ,s1 ,s2 ,s3) is reversible. 
Hence 
This shows that s A is reversible, and thus A is reversible. 
0 
2.) We now show that A is reversible. Suppose a1 , ••• ,an E A; 
by reversibility of A 
But x is also in 0L , and so it lies in ot n A • We are done 
if we show Oi n A = A • 
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Recall that Oi can be identified with 0 The weak 
and cr-weak closures of A will coincide [37; Lem.4.2], so A 
is also tha cr-weak closure of A (i.e. the closure in 
w(01,**~ot.*)). Now :rnm is obtained by intersecting Oi with 
( ** *) the intersecting of all w ~ ,~ -closed hyperpl~~es contain-
ing A ; but these hyperplanes are of the form cp-1 (0) where 
cp E Ot* and thus :rn Ol· = A since A is norm closed. This com-
pletes the proof. 0 
Remark. In the above proof the theorems 6.4 and 6.6 of 
[36] were used in an essential way. However, one does not really 
need the full development leading up to these theorems. What is 
relevant for reversibility, is that the identity element of each 
of the direct summands A3, ••• ,A00 and B of (4.4) is the sum 
of a finite number of exchangeable idempotents, from this it fol-
lows that each of the real *-algebras 6t(A3), ••• ,~(A00 ) and 
frt(B) contains a set of matrix units { e . . } with [ e . . + e .. } ~J ~J J~ 
contained in A3, ••• ,A00 and B , respectively. Therefore it is 
expressible as a matrix algebra over an appropriate associative 
algebra, and one can show that the self-adjoint part of this 
matrix algebra is A3, ••• ,A:xJ and B , respectively. Now the 
reversibility follows. 
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~o The envelping C*-algebra. 
In this section we will show that i~ a JB-algebra A has 
a state space with the 3-ball property, then there exists an 
"enveloping C*-algebra" Ot and an embedding w :A-+ 01. with the 
universal property that every Jordan homomorphism n: A ... B(H)sa 
extends uniquely to a *-homomorphism 1T: OL-+ B(H) ; moreover, 
the pair consisting o~ the C *-algebra Ot and the embedding w 
is unique in the natural sense o~ the word. 
It ~ollows ~rom [6; Prop.7.6] that every JB-algebra whose 
state space has the 3-ball property, can be concretely represented 
as a JC-algebra A S B(H0 )sa for some Hilbert space H0 • One 
might expect that the enveloping C*-algebra of such a concretely 
represented algebra A should be the C*-algebra generated by A 
in B(H0 ) , but in general this is not the case. (The transpose 
map from A = M (<D) to n sa does not extend to a *-homo-
morphism from the generated C*-algebra Mn(ID) to Mn(~)) • In 
fact, the C*-algebra generated by a JC-algebra AS B(H0 )sa is 
not an isomorphism invariant, while the enveloping C*-algebra is 
unique up to isomorphisms, as mentioned above. 
We will ~irst show that for a given JO-aLgebra A= B(H0 )sa, 
then the real *-algebra 6t(A) , unlike the generated C*-algebra, 
will be unique up to *-isomorphisms. This result will be used 
in an essential way in the proof of the universal prpperty of the 
enveloping C*-algebra. 
Lemma 5.1. Let A be a JW-algebra which is either homo-
geneous of t:ype In with n E 2 , or has no t:ype I part. Then 
every Jordan homomorphism ~ : A ... B(H)sa extends uniquely to a 
real *-homomorphism $ ~ ~(r-1) ... B(H) • 
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Proof. If A is of type r 1 , then A is abelian and the 
result is evident. If A is homogeneous of type In with n ~ 3 , 
or if A has no type I part,then by definition in the former 
case and by [39; Th.17] in the latter we can write e = :E p where 
a a 
{pa} are exchangeable projections and the cardinality of {pal 
is at least three. By [39; Th.9] we can group together projections 
(if necessary) so that e can be written as a sum of m exchange-
able projections, sa:y p1 , ••• ,pm , 11rith 3 ,:: m < co • Let 
s 1 , ••• ,sm be symmetries in A which exchange p1 and p. , i.e. J 
sjp1sj = pj for 1 ,:: j ~ m • Define eij = pisip1sjpj , and note 
that [e .. } is a set of matrix units for O{(A) , i.e. e .. = ~J ~J 
* &J.ke; 1 , e .. =e .. , E. e .. = e • Thus {R.(A) can be expressed as 
• ~J J~ ~ ~~ 
a m xm matrix algebra, say ~(A) = ~(B) where B is a real 
*-algebra. By [35; Th.4.6] A is reversible, so A = ~(A)sa = 
Mm (B) sa • It follmvs that A generates R (A) algebraically, i.e. 
6?.0 (A) = £R(A) • Now by [22; Th.4] cp extends uniquely to a real 
homomorphism q;: lR,(A)- B(H) • Furthermore, for a1 , ••• ,an E A , 
then 
thus cp is a real *-homomorphism. 0 
Theorem 4.2. Let A 5 B(H0 2Ba be a JC-algebra whose state 
space has the 3-ballwproperty. Then eve;y Jordan homomorphism 
cp : A_. B(H)sa admits a unique extension p : (f?(A) ... B(H) where 
is a real *-homomoFRhism. Moreover, p will map fl(A) into 
d? ( cp(A)), and if is 1- 1 , then ,., p will be a real * . -~somor-
phism from IR(A) onto t8:CC£(A)). 
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Proof o Let OL be the C *-algebra generated by A in 
B(H0 ) • No\'T let n : Ot ... B(H) be the universal representation 
of Ot ; we will identify at and n(Dt) • Then we can identify 
the a-weak closure Ot equipped with the a-weak topology with 
OL** equipped ~rlth the w*-topology; furthermore we can identify 
. rrt** 
rrt w~ th vvsa vv sa ~~d A with A** ( cf • [ 16 ; § 12] and [ 18] )o 
Now it follows by Lemma 2.3 that we can extend a given Jordan 
homomorphism cp : A .... B(H) sa to a a-weakly continuous Jordan homo-
morphism cp: A ... B(H) sa • 
As in (4-.5) we have a decomposition 
(5.1) 
where A = z A for n = 1,2, ••• ,oo and B = wA for central n n 
idempotents z1 ,z2 , ••• ,z 00 ,w summing to the identity element. 
It follows from Lemma 5.1 that the restriction of ~ to each of 
the summands A1 ,A3, ••• ,A 00 and B can be extended to a real 
*-homomorphism into B(H) from RCA1 ) , 1RCA3), ••• , (RCA:x,) 
and <R_.(B) , respectively. 
The I 2-summand A2 requires a separate treatment. We 
consider a spin factor S = linE (s0 ,s1 ,s2 ,s3) ~A (s0 = z2 ) with 
the properties mentioned in Lemma 4.5. Then the elements of A2 
are of the form 
(5.2) 
where f 0 ,f1 ,f2 ,f3 
By Lemma 4.1 
b = 
3 
'E f.s. , 
i=o ~ ~ 
are in the center Z of A2• 
(R(S) ~ M2 (<C) , and by the proof of this 
lemma ~(S) has a basis {m0 , ••• ,~} over E such·that ~ = sk 
and nl:k+4 = jsk for 
of tR (S) such that 
k = 0,1,2,3, 
.2 d J =-e an 
tiply together elements of the form 
with j some central element 
j* = - j • Note that if we mul-
(5 .. 3) 
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7 
c = l: f.m. , i=O J. J. 
where f 0 ,f1 , ••• ,f7 are in the center of A2 , then we get an 
element of the same forlll (since each product mi~ E <R,(S) is 
eJ~ressible in this form). By Lemma 4.5 the representation (5.2) 
of elements of A2 is unique; from this it now follows that the 
elements of ~(A2 ) can be uniquely represented in the form (5.3). 
Now we can eJ~end ~ls to a real *-homomorphism 
cp0 : (R,(S) ... B(H) by Lemma 4.1, and then to a real *-homomorphism 
cp: frt(A2 ) ... B(H) by 1r1riting 
IV 7 7_ IV 
cp( I: f.m.) = E cp(f. )cp (m.) • 
i=o J. J. i=o J. 0 J. 
(The only non-trivial point in the verification that ~ is a 
*-homomorphism is to observe that a Jordan homomorphism maps 
commuting opertators into commuting operators, cf. [ 7 ; Lem. 5 .. 2] ). 
For an arbitrary a E Qt(A) we define cp(a) by applying the 
extended *-homomorphisms ~ already defined on each summand. 
Thus we write 
for every a E RCA) ;:; tRCA1 ) 33 o • • ·jj R (Aa:) 3j tft(B) • Now, 
~~ 6t(A) is the desired extension of cp • 
Clearly, cp is uniquely determined on R,0 (A) with 
cp( ot0 (A)) ~ ~(ct>(A)) • To prove uniqueness on R,.(.A) and 
~(~(A)) £ ~(cp(A)), it suffices to prove that ~ is necessarily 
norm continuous on {f-2(A) o Since A is reversible (Theorem 4.6) 
we have a*a E A for every a E R,(A) ; hence it follows from the 
fact that Jordan homomorphisms of JB-algebras are norm decreasing 
[ 7 ; proof of Lemma 9. 3] that 
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which shows that 
,.., 
~ is norm continuous. 
Finally, assume that ~ is 1- 1 • Then cp is a Jordan 
isomorphism from A onto cp(A) • Now ~(A) will also have a 
state space with the 
proof applies to both 
3-ball property, so the above extension 
-1 
cp and cp • From this we conclude that 
is a real *-isomorphism from lR,(A) onto IR,(cp(A)) • O 
Remark. An alternative treatment of the r2-part in the 
above proof would be to observe that 6{(A2 ) is real *-isomorphic 
to C(X,M2 (V)) and then apply a suitable modification of 
[35; Th.3.3]. 
We have already mentioned that a JB-algebra A whose state 
space K has the 3-ball property, can always be concretely re-
presented as a JC-algebra. For each p E d K we choose one of 
e 
the irreducible representations rrp:A-.E(Hp)sa associated with p , 
·then rr p is Jordan equivalent with the dense representation 
a 1-> c(p) o a of A into A =c(p)oA**. p Hence it follows from 
the proof of [7; Lem.9.4] that 
(5.4) a 1-> jj k rr (a) 
pEa K p 
e 
is an isometric Jordan isomorphism of A onto a Jordan subalgebra 
of B(H)sa where 
JC-algebra. 
H = $ E H • 
pEa K p 
e 
Thus we have realized A as a 
The above construction is non-canonical in that the chosen 
irreducible representations rrp are not unique up to unitary 
equivalence. This can be amended by choosing instead two mutually 
conjugate_irreducible representations rrp :A -> B(Hp)sa and 
rr• • A .....> :S(H ) for each p • p sa Then the map 
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(5.5) a 1-> 'tl I: ( n ( a) .B TT' (a) ) 
pEo K p p 
e 
is an isometric Jordan isomorphism of A onto a Jordan subalgebra 
of B (H) sa where H = d7 I: (H :BHP) • Unlike the previous 
pEo K P 
. . , e 
representation (5.4), this "aouble atomic representation" will 
have the property that every irreducible representation of A is 
unitarily equivalent with one of the irreducible representations 
occurring·in(5.5). (Of. Prop.2.6, Prop. 3,7, and Prop.3.8). 
However, the most important asset of this representation is that 
it can be used to define the enveloping C*-algebra. 
Theorem 5.3. Let A be a JB-algebra whose state space K 
has the 3-ball 12ro]2erty. Then there exists a C*-algebra Qt. and 
_a __ J_o_r_d_an~_e_m_b_e_d_d_in~g~.t ___ o_f __ A ____ i_n_t_o __ ~Dk~sa~-su __ ch ___ th __ a_t __ ev __ ery~_J __ or __ d_an_ 
homomorphism cp: A ... B(H)sa can be extended uniquely to a *-homo-
morphism p from OL onto the C*-algebra generated by cp(A) in 
B(H) , and the pair consisting of the C*-algebra 01, and the 
embedding j is in the natural sense unique. Specifically, one 
can obtain (Ot,t) by taking V to be'the double atomic repre-
sentation" defined in (5.5) and OL to be the C*-algebra generate£_ 
by j(A); in fact one shall even have Ol. = IR($(A))+if2.(y(A)) 
in this case. 
Proof. For simplicity of notation we assume that A is 
given in the representation (4.4), say A S B(H0 )sa • By the 
definition of conjugacy for GNS-representations we can now ex-
press the "double atomic representation" (5.5) as 
1jJ : A ... B(H0 l;lH0 ) sa , where 
(5.6) 
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where a~> at denotes the transpose map with respect to a suit-
able ortho-normal basis in H0 • Now $ will be an isometric 
Jordan isomorphism of A onto the JC-algebra ljr(A) ~ B(H0 ffiH0 )sa 
Let X E R< ljr(A)) n i lR ( ljr (A)) be arbitrary. Since y t-> (y*) t 
is a real *-automorphism of B(H0 ) , it follows that every element 
of IR.(l!r(A)) is of the form b .B (b*)t for some b EB(H0 ) • 
Hence there exist b, c E B(H0 ) such that 
Thus b = ic and (b*)t = i(c*)t; these force b = c = 0 , and 
thus x = 0 • Thus we have !R. (1\t(A))nit.R,(~(A)) = (0} • Now we 
define Ot = <RCv(A)) +i RC,(A)) , and we note that it follows 
from [37; Th.2.1] that Ot is a C*-algebra. 
To establish the universal property of ()[, , we consider a 
Jordan homomorphism cp : A- B(H) sa • By Theorem 5.2 there exists 
a real *-homomorphism ~ from f((w(A)) into B(H) which 
extends cp , in that cp = q) o • • The elements of 01; can be 
uniquely represented in the form x + iy where x,y E tR (w(A)) ; 
for such an element we now define 
cp(x + iy) = cp(x) + icp(y) • 
It is easily verified that ~ cp is a *-homomorphism from Ol into 
6t(cp(A)) +i6((cp(A)) 5: c*(cp(A)) (the C*-algebra generated by cp(A)). 
Since *-homomorphic images of C*-algebras are C*-algebras, 
then ~(~) = C*(cp(A)) • Uniqueness is evident since A gene-
rates m . 
Finally it follows from the results just proved, that the 
pair (~,ljr) is unique, i.e. if (Ot' ,,') is another pair with 
the same universal prop€rty, then there exists a *-isomorphism t 
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of m onto Ot I such that 0 
Remark. The only property of t~e representation $ which 
'f. 
.;;-' 
-vms used in the above construction, was <RCw(A)) n i R (v(A)) = [0}. 
In fact, for an arbitrary faithful representation of A as a 
( ) ·~ t JB-algebra, say A ~ B H sa , then the representation cp : a.-;> a .±; a 
of A into B(HE9H)sa will have this property; thus 
(R(cp(A)) + i R,(cp(A)) will be a C*-algebra isomorphic to the 
enveloping C*-algebra for A • 
We will now study how the state space of the enveloping 
C*-algebra is related to the state space of the given JB-algebra. 
Lemma ,2.4. Let A be a JB-algebra whose state s_£ace has 
the 3-ball pro.J2_erty, embedded in its enveloping C*-al~bra Ol • 
Then the map iJ : 01-+ Ol defined by 
(5.7) iJ?(x+iy) = x* + iy* for x,y E dt,(A) 
is a *-anti-automorphism of period two, and the self-adjoint part 
pf_ the fixed point set of ~ is A. 
Proof. By Theorem 5.3, Ot=~(A)£1i6-(.(A), so ~ is well 
defined. Clearly ~ is a (complex linear) *-anti automorphism 
of period two. The self-adjoint part of the fixed point set con-
sists of elements x + iy such that x + iy = x* + iy* (so x = x* 
and y = y*) and such that 
.f. 
'• 
(x+iy)* = x + iy (so y =- y*) ; Thus 
it is just ~(A)sa =A , since A is reversible (Theorem 4.6). Q 
Proposition 5.z. Let A be a JB-algebra whose state space K 
has the 3-ball property, and let ;:K be the state space of the 
2flVeloping C *-algebra (}t .. If ~ : ot .... Ot is defined as in ( 5. 7), 
then t * will be an_ affine automorph-1 sm of [/(, of period two 
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(a reflection [6 ; § 3]) whose fixed point set ~ will be affinely 
isomorphic to K under the restriction map. 
Proof. Clearly i * is an affine automorphism. of tf? of 
period two. Clearly also the restriction map sends ~ into K 
and by the Hahn-Banach theorem this map is onto. Note now that for 
given pE:Jc, we have f(i*p+p)EX0 , and for any aEA: 
(a,t(~*p+p)) = f((i(a),p) + (a,p)) = (a,p) • 
Hence p and t(,*p+p) restrict to the same state on M. It 
follows that the restriction map is an affine homomorphism from X 0 
onto K • 
It remains to prove that the restriction map is 1 - 1 on :/{,0 • 
Consider two states p1 , p2 E~ with the same restriction to A • 
If x E (jt(A) and x is self-adjoint, then x E ~ (A)sa = A since 
A is reversible; hence (x, p1) = (x, p2) • If x E ~(A) and x 
is skew, then for j = 1,2: 
so (~c,p 1 ) = (x,p2 ) = 0 • Applying these results to the self-
adjoint and the skew component of an arbitrary x E IR (A) , we con-
clude that (x,p1 ) = (x,p2 ) • Hence (x,p1 ) = (x,p2 ) for all 
x E Ot = 5{. (A) 11 i~(A) as well. This proves the injectivity of 
the restriction map from {/{, to K • 0 
0 
Proposition 5.6. Let A be a JB-algebra whose state 
%Pace K has the 3-ball prope~ty2 and let Jr be the state space 
of the enveloping C*-algebra ot . Then the restriction map 
sends oe~ onto o K • e Moreover, if e E o e ;fC and cr = i * p , 
then p and cr will restrict to the same pure state T E oJC , 
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and the two GNS-representations__J[P and n0 of Ot associated 
with e and a will restrict to conjugate irreducible represen-
tations of A associated with T • 
Proof .. It is easily verified that every 'TEo K e is the 
restriction of some p E o e'JC in fact the (non-empty) set of 
states in ~ which restrict to 'T is a w*-closed face, which 
must contain points from a'JC 
e 
by the Krein-Milman theorem. 
We will ne:h.'t prove that aX 
e 
is mapped into Let 
pEo f1C 
e 
be arbitrary, and let be the associated GNS-repre-
sentation of ot • Since A generates Ot as a C*-algebra, it 
follows that n (A) will generate np(ot) • Then it follows from p 
the irreducibility of TT ( ()/,) p that n (A) p is an irreducible 
JC-algebra. Now by Proposition 3.12 the map at-> (nP(a)sls) is 
a pure state on A where s is the cyclic vector for the GNS-
representation np of ot . But this state is nothing else 
than 'T = PIA , and npiA will be an irreducible representation 
of A corresponding to 'T o Since the elements of A are fixed 
under f , we have for each a E A : 
(a,cr) = (a,i*p) = (~a,p) = (a,cr) • 
Hence p and a restrict to the same pure state 'T on A o 
It remains to prove that the irreducible representations 
npiA and n0 IA of A are conjugate. In this connection 't'le note 
that for a,b EA we have i([a,b]) =- [a,b) , since [a,b] E ~(A) 
and [a,b]* =- [a,b] • Denoting the distinguished cyclic vector 
for n0 by ~ , we now find 
=- ([a,b],p) =- (np([a,b])sjs) =- ([n (a),n (b)Jsls) • p p 
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By Proposition 3.11, this completes the proof. 0 
Corollapy z.z. Let the assRffiPtions be as in Proposition 4.6 
~an~d __ c_o_n~s~i~d-e~r __ .p.E~oed-~w---~ __ T_h _ en __ _.p_E~j~~ iff the GNS-representa-
tion TT P" of Ot which is associated with e is 1-dimensional. 
Proof. Assume first that is 1-dimensional. Then 
TT (a) = p(a)I (where I is the identity operator), so p is a p 
multiplicative linear functional on CJt. • Clearly the same applies 
to cr = i*p • By Proposition 5.6, p and cr always coincide 
on A , and by multiplicativity they will coincide on dt(A) , 
and then on Ot = A (A) d7 i/(,(A) • Thus p = ~*p , so p E X 0 • 
Assume next that p E :JC 0 , i.e. IP * p = p • Then the two 
mutually conjugate irreducible representations of A which are 
associated to PIA , must coincide by virtue of Proposition 4.6. 
But this is possible only if the dimension is one (cf. Proposi-
tion 3.9). In this case also dim TTP = 1 by Proposition 5.6. 0 
We will now show that the number of pure states on OL which 
restrict to a given pure state on A is either two or one; the 
last case will occur iff the irreducible representations asso-
ciated with the given state is of dimension one (i.e. if this state 
is a split face, cf. § 2). 
Lemma 5.8. Let A be a JB-algebra whose state space K 
has the ':;ball property, and let (}[, be the enveloEing C*-algebra 
with state space X. If p E o8;f? , then either il!*(F P) n F P = t) 
or i*(F ) = F • the latter will occur iff FP = (p) • ~---~~~p( p ' . 
Proof. Since FP and i*(FP) = Fi*(p) are minimal split 
faces, they clearly must be either disjoint or equal. We have to 
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show that they are equal iff F = {pi • p 
.Assume first F = { p} • Then dim TIP = 1 (where TT p denotes 
the,associated GNS-representation of Gt as b,efore); by Corollary 
5.7, 
Conversely, we assume Fp = \P*(Fp) = FP*(p) • By known 
results on C*-algebras, and TT<}*p are unitarily equivalent 
(These are the results we have generalized to JB-algebras in 
Proposition 2.6. A reference for the C*-algebra case is [16; 
§5.3)). It follows that TTP and TT~*p will restrict to uni-
tarily equivalent representations of .A • But by Proposition 5.6, 
TTP and TT~*p will restrict to mutually conjugate irreducible 
representations associated with the common restriction of p and 
~*(p) • Hence we must have dim TT p = dim ( TT P I .A) = 1 (cf. Propo-
sition 3.9), and so Fp = ! p} • 0 
Pro12osition 5a:..~· Let A be a JB-al~ebra whose state 
s12ace K has th..L 3-ball property, and let ~ be the enveloping 
C*-algebra with stat~ space :It . If e ,cr E 0 ox and Pl.A = (j LA. ' 
then ei thor cr =:. _p or _ cr _ '7 .t:Q. • 
Proof. Note that if x E (Jt,sa , then ( I+\P )x is fixed by ~ , 
and so it lies in A (Lemma 5.4). Thus 
(x,(I+f)*p) = ((I+f)x,p) = ((I+~)x,cr) = (x,(I+\P)*cr) , 
which implies 
. (5.8) ~-( p+~*p) = t(cr+'P"*cr) • 
Thus !(cr+\P"*cr) E co(F p U ip*(F p)) • Since the latter set is a face 
of X (cf. e.g. [ 1 ; Cor.II .. 6.8]) , it must contain a • Since cr 
is an extreme point, it must lie in either Fp or ~*(Fp) • 
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Now the conclusion is trivial if Fp = {p} • If Fp ~ {p! , 
then it follows from Lemma 5.8 that Fp and ~*(Fp) are disjointG 
Hence P*(F ) c F' (where the 1:prime 11 denotes the complementary p p 
split face, as usual). By the uniqueness statement involved in 
the definition of a split face, it follows from (5.8) that cr = p 
in case crE Fp , and cr = ~*p in case crE P*Fp 
complete. 0 
The proof is 
In the corollary below we will use the notation introduced 
in (2.2) for the state space K of A and also the similar 
notions for the state space ;}{ of the enveloping C*-algebra fn • 
Then we can state: 
Corollary 5.10. ~et the assumptions be as in Proposition 5.9. 
Then the restriction map r: :it~ K will be one to one from b ;;{£_ ·· --~--~--~----~---------~~--~--~~~------~--~-A~~- e,o · 
onto b K and two to one from ~ ~ -e' CF-.~--~- ---· . . be 1x onto 
' 
be 1K .. 
' 
Proof. By Proposition 5.6, r(be~) = beK • 
If 
p E ;J{o ' 
p E b ;J{,, then it follows from Corollary 5. 7 that e,o 
i.e. ~*p = p • By Proposition 5.9, p is the only 
element in oej{ which restricts to the state r(p) on A • 
If PE oe 1~ , then pf ~0 , i.e. ~*p ~ p • Now it fol-
' lows from Proposition 5.9 that the elements of be~ which restrict 
to the state r(p) on A , are precisely p and ~*p • 0 
We will now very briefly indicate how the enveloping 
C*-algebra can be used to approach our main problem. If A is a 
JB-algebra whose state space K has the 3-ball property, and if 
there exists a faithful representation v of A onto the self-
adjoint part of a C*-algebra d3 , then $ can be extended to a 
*-homomorphism ~ of the enveloping C*-algebra OL onto tf3 , 
so 
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Thus, A will be (Jordan isomorphic to) the self-adjoint part of 
a C*-algebra iff Qt contains a closed two-sided ideal J such 
that (~/J)sa ~A .. Dualizing, one can rephrase this statement 
in a form which involves d{ and K rather than Ot and A .. 
However, before going any further into the geometry of the state 
spaces, we will show by an example that the 3-ball property alone 
does not suffice to guarantee that A is the self-adjoint part 
.. of a C*-algebra, so an additional geometriC condition is needed 
on K • 
We now define Ot = C(T,:t-I2(a;)) and 
(5.9) A = {fEOtlf =f*, f(-A) = f(t..) t all )... E T} , 
where T is the unit circle, !.. ~-A. the antipodal map, and 
m1-> mt the transpose map. Then A is a JB-algebra, in fact 
a Jordan subalgebra of otsa • Note that the condition f(-1..) = 
f(!..)t of (5.9) is equivalent to f(-1..) = [f(A.)*]t since f is 
already supposed to be self-adjoint. Thus A is contained in the 
norm-closed real *-algebra 
6{= {fEot\f(-A.) = (f(t..)*]t all AE T} • 
Clearly tR sa =A , and we also observe that R= M2(B) where 
is the norm-closed real *-algebra of all gE C(T,a;) such that 
g(- X) = g(t..)- for all !.. E T • Note that lR is generated as a 
real algebra by o;;sa' i.e. 6l =Ro(A) =lR(A) • Note also that 
every g E C(T, a;) can be uniquely decomposed as g = g1 + ig2 
with g1,g2 E B , in fact g1("-) = -ft(g(!..)+g(-1..)-) and g2(/..) = 
B 
2l (g(/..)- g(-l)-) • From this it follows that 0t=REB i<R, • We 
will see below that the state space of A has the 3-ball property, 
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so A has an enveloping 0*-algebra. In fact, as mentioned in 
the remark after Theorem 5. 3 OZ = 6'-( ffi i tR wil be the enveloping 
0*-algebra for A • 
~reposition 5.11. The state space K of the JB-algebra A 
defined in (5.9)..b.cl.?~the 3-ball_Eoperty, but A is not isomor...E_h-i£ 
to ~he self:~4J2int part of any 0*-algebra. Howeve~ A** is 
isomorphic to the self-adj~i~~part of a von Neumann algebra, and 
there is an aff~neJlw*-~~_£n~uou~ isomorphism from K onto 
the state .JJ?._<a£_e of a 0*-a)geb:r:,~. 
Pro9~. 1.) It is knovm (and easily verified) that each 
pure state on Ot = O(T,M2 (~)) is of the form ft-> (f(A),a) for 
some f.. E T and some pure state a. on I12 (a:::) , and that the asso-
ciated GNS-representation is fl~> f(A) (up to w1itary equi-
valence). By ~oposition 4.6, every pure state p on A is of 
the form 
(5.10) 
where a.nd is a pure state on M2 (~)sa , and it has an 
associated irreducible representation of the form 
(5.11) 
• Note that in each case rrp(A) = M2 (~)sa , and so by Corol-
lary 3.6, K has the 3-ball property. 
2.) Next, suppose for contradiction that A ';;; 63sa where tJ3 
is a 0*-algebra, say w : A -+ 63sa is the isomorphism. Then for 
every A E T , the map cpA~ bl-> 'l!-1(b)(A) is a Joran homomorphism 
of 63 sa onto M2(1C) sa • Let cpA: tB _,. M2(a;) be the complex 
linear extension of cpA • By a knovm result [35; Th.3.3] is 
either a *-homomorphism or a *-anti-homomorphism for each A E T • 
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We will show that one of these alternatives for must prevail 
for all )..E T by continuity, and then arrive at a contradiction 
by showing that the "twisting condition" f(-A) = f()..)t in the 
definition of A forces opposite alternatives for r-J cp at 
and - )... • The details follow. 
For arbitrary f, g E A, we have i[ 'lt (f), t(g)] E 63sa , 
J~ 
so h = *-1(i[t(f),w(g)]) exists in A • Thus, for each )... E T 
we define: 
(5.12) h()..) = ~)..([t(f),w(g)]) = ~ i[f()..),g()..)] , 
"' where the sign depends on whether cpA is a *-homomorphism or a 
*-anti-homomorphism. 
Now let s 1,s2,s3 E M2 (~)sa be the elementary spin matrices 
(cf. (4.4)), and note that s 1,s2 are symmetric, while s3 is 
antisymmetric. Also let f and g be the constant functions 
f()..) ~ s 1, g()..) e s 2 ., Then f,gEA , and the corresponding func-
tion h E A must satisfy 
(5.13) all )... E T • 
Since h is continuous, the same sign must hold throughout in 
(5.13), say h(A.) = + 2s3 for all A.E T • But now h(- A.) == h(A.)t 
- 2 s3 , a contradiction,. 
3.) It remains to prove that A** can be embedded as the 
self-adjoint part of a von Neumann algebra. This result (which 
we shall not need in the sequel) can be proved in various ways, 
and we will give a proof which has the advantage of actually pro-
ducing a C*-algebra OZ..0 such that A**:; (Ol.~*)sa • 
= 
Since ~sa consists of all self-adjoint 2X 2-matrices over 
the Banach space C(T,Q;) , then{)l.~a can be represented by all 
self-adjoint 2 x 2-matrices over the Banach space of (regular Borel) 
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measures on T a Thus we may view the M2(~)-valued bounded Borel 
functions as embedded in ot** • Let E be the semicircle 
[A.= eicpl 0 _:: cp! rr} and let F ~ X be defined by 
We will show that the restriction map sends F bijectively onto K. 
We begin by defining $ :O~a .... A by 
t $(f)(A.) = XE(A.)f(A.) + XT,E f(-A.) • 
(Note, $(~sa) ~A follows from the dominated convergence 
theorem). Now if p1 , p2 E F agree on A , then they agree on A , 
so if we define f' (A.) = f(- A.) for A E T , then for all f E ()1,: 
(f,p1) = (XEf,p1) = (XEf+XT~(.f')t,p1) 
= (XEf+XT'>E(f')t,p2} = (.f,p2). 
Thus the restriction map is injective. To show it is surjeqtive, 
for a E K let cr E :i{ be any extension and observe that the state 
on ()t. given by 
is in F and restricts to a • 
But in a similar way F is affinely isomorphic to the state 
space of A0 , where 
Thus 
A0 = [.f EOl.l .f = .f*, f(- A.)= f(A.) all A. E T} • 
A and A 
0 
have af.finely isomorphie state spaces, and so 
A** ; A~· • But A0 is the self-adjoint part of the C*-algebra 
(X0 = (fEOtl f(A.) = f(-A.)); hence A** is the self-adjoint part 
of the von Neumann algebra ()t ** • 0 
0 
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§ 6. Orientationso 
Throughout this section we assume that A is a J13-algebra 
whose state space K has the 3-ball property. We will begin by 
studying the notion of orientation for the 3-balls B(p,cr) c K and 
its relationship with irreducible representations of A • 
By definition, for every 3-ball B there exists a parametri-
zation, i.e. an affine isomorphism 1\r from B onto the unit ball 
of m3. Now an orientation of B can be defined to be an equi-
valence class of such parametrizations, with w1 being equivalent 
to \jl2 if (the orthogonal) transformation l\r2 ° w:;1 has determinant 
+ 1 • 
One can also view an orientation as a choice of a vector pro-
duct. If x denotes the usual vector product in JR3, then for each 
parametrization 1\r of B one has an induced product: 
(6 .. 1) 
Two parametrizations ~ and ~ will be equivalent iff x\jl = x~ • 
By convenient abuse of terminology, we will use the term "an orienta-
tion of B" also to mean on0 of the two possible products on B 
which arise in this way. Note that if (w,,.) -> w x T is one orienta-
tion of B, then the other ("opposite") orientation will be 
(w,T) =-> ,. xw .. 
Recall from [ 5 ; Prop.1. 13] that there is a 1- 1 correspond-
ence between minimal idempotents (atoms) p E A** and pure states 
p E oeK , given by (p,p) = 1 • As in [ 6] we write "" p = p , and for 
convenience we now also write p = p.. In [ 6 ; Lem.5.5] it was shown 
that the map 
....., 
p -> p extends to an isomorphism of the linear span 
of o K in A* 
e 
onto the linear span Af of all minimal idempotents 
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in A**. For convenience we will also use the notation pt-> p 
(and p __,;;;. 1)) for the extended map from lin oeK onto Af (and 
from Af to lin o eK) o Finally, if p, a E o eK are not separated 
by a split face, then we will denote the center of the ball B(p,a) 
by y( p, a) o 
Lema 6.1. Let p,a be distinct extreme points of K not 
separated by a split fac~and let r = p, s =a. Then 
(6.2) ll 2 -1 2 A A y(p,a) = i (r-s) ll [(r-s) ] = i(r v s) • 
Proof. Note first that tr(r-s) = 0 where "tr" denotes the 
trace in {(rvs)A**(rvs)} -;; M2 (~)sa o Hence r- s = a.(p-q) where 
p and q are orthogonal minimal idempotents in ·{(rvs)A**(rvs)} , 
and so (r-s)2 = a.2 (p+q) • Since p + q is an idempotent, it has 
norm one in A**, so a.2 = llCr-s)2 11 • Hence 
Recall now that B(p,a) ** is the normal state space of [rvs)A (rvs)}, 
so the orthogonal minimmidempotents p,q will determine antipodal 
extreme points p,q of B(p,a) o Thus 
This is the first equality of (6.2). By (6o3) we also get 
As before, we denote the a-weakly continuous extension to A** 
of an irreducible representation TT : A_. B(H) sa by ff , and we recall 
that if n is associated with a pure state p then ff is an 
isomorphism of Ap = c(p)oA** onto B(H)sa o 0 
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·.Proposition 6.2.. Let p,cr E K be distinct extreme points not 
separated by a split face, and let TT • A-tB(H) 
· sa 
be an 
re12resentation associated with e ~and cr2. Then there 
tion of B~~2cr2 such that for all Eairs w2r EB~E2°L: 
w x,. = y(w,r) + tCrrlA )-1 Ci[rr(w),TI'C:r)J)J"". 
p 
irreducible 
is an orienta-
This orientation will remain unchanged if TT is replaced by a uni-
tarily equivalent representation, but it will be reversed if TT is 
reElaced by a conjugate re:12resentationo 
Proof. Let r = p and Then the image of B(p,cr) 
under the map WI-> w will be the positive elements of trace one 
in {(rvs)A**(rvs)} = {(rvs)Ap(rvs)} .. Let p = rr(rvs) EB(H) , then 
p is a two-dimensionalprojection, and · ff restricts to an isomer-
phism of {(rvs)Ap(rvs)} onto pB(H)saP • If we choose an ortho-
normal basis for H , we can represent the positive elements of trace 
one in pB(H)saP by ("density") matrices of the form 
(6 .. 5) 
A.2 +iA.3 '\ 
1 - A. 1/' 
where 2 2 2 A.1 ,A.2 ,A.3 are real and A.1 + A.2 + A.3 ~ 1 .. 
If the ordinary vector product in m3 is pulled back to the 
density matrices by the map Dl-> (A.1 ,A.2 ,A.3 ) , the resulting product 
will be (D1 ,D2 ) 1-> ti + i[D1 ,D2 ] , as may be verified by direct cal-
culationo Passing to pB(H)saP and then pulling back to 
{ (rvs )A (rvs)} p by the (restricti.on of) the isomorphism · .. 
··., 
get the following product where x,y E { (rvs )Ap (rYs)} : 
(x,y) 1-> f(rvs) + (iTlA )-1(i[TI'(x),'TI(y)]) 
p 
(Recall that the identity element in pB(H)p is p = rr(rvs)) • 
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Finally, we pull back to B(p,cr) by the map WI~ w and obtain 
the following product in B(p,cr): 
(w,,.),....;;> t(rvs)+ {CTfiA. )-1 (i[n(w),;(~)J)J. 
- p 
By Lemma 6.'1, t(rvs)A= y(p,cr) , so we have an orientation of B(p,cr) 
satisfying (6.4) .. 
The last statement of the proposition follows from the basic 
properties of unitarily equivalent and conjugate representations, 
established in § 3. 0 
If n is an irreducible representation associated with p E oeK, 
then for every cr E F p , a I p we will say that the orientation de-
scribed in Proposition 6.2 is induced on B(p,cr) by n • 
We now turn to the study of simultaneous orientations of sets 
of balls B ( p, cr) with p, cr E o eK .. By the above result, there are 
two natural (and mutually opposite) ways in which the balls within 
one F p ( p E o eK) can be oriented : one where all the orientations 
are induced by an irreducible representation n associated with p , 
another where all the orientations are induced by a representation 
conjugate to n • 
We will now proceed to define a notion of consistency of orienta-
tions for a set of balls, not all contained in a common FP with 
p E o eK • Intuitively, the idea is to avoid any sudden reversal of 
orientation by passage to "neighbouring11 balls. Here the term 
"neighbouring 11 relates to the w*-topology on K • However, the 
w*-topology is defined for single states, not for balls. To specify 
a ball B(p,cr) one needs two states, and it is not appropriate to 
define proximity for the balls B(p,cr) by proximity of the gene-
rating pairs (p,cr)EoeKxoeK .. Even in the case of a C*-algebra 
there may exist such pairs which are close to each other, while the 
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corresponding balls are far apart~ More specifically, the map 
(p,a)t~ y(p,a) will not be w*-continuous for C*-algebras in 
general. In fact~ one can even have discontinuity of the map 
at~ y(p,a) where p is a fixed pure state and a is a pure state 
in the split face Fp generated by p • We will sketch one example 
to this effect where K is the state space of a UHF-algebra ~ of 
type (2n} (i.e. a direct limit of 2n x 2n -matrix algebras, cf. 
[20]). (Since we shall not need this example later on, we will omit 
the details of the verification)o By an inductive argument one can 
in o eK such that an E Fa 0 for all 
n = 0,1,2, ••• , such that a n and am are antipodal in B(pn,pm) 
when n ~ m , and such that an converges to a0 in the w*-topo-
logy. Consider now the GNS-representation TT : (Jt,. ~ B(H) associated 
the unit vectors s0 , s1 , s2 ,. o • in . H ·• Als.o define 
and let p be the state represented by this vector. By evaluating 
the occurring states at an appropriate a E A , one can now show that 
y(p,crn) does not converge to y(p,a0 ) • Hence, al~ y(p,a) is 
w*-discontinuous. 
In the counterexample above it was essential that a was a free 
variable independent of p (subject only to the requirement a E F p)a 
We will now see that the situation is different if a is taken to 
be an appropriate w*-continuous function of p • Our approach will 
be based on the key observation that there is associated to each 
a EA a natural w*-continuous transformation of pure states, p~ Pa, 
which maps each minimal split face Fp into itself and for which 
p I-,> y ( p' p a) 
to vary p 
is w*-continuous (whenever defined). 
continuously in the w*-topology of o K 
e 
Now it suffices 
and keep a E A 
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fixed, then the ball B(p,pa) will "pass continuously to neighbouring 
balls" .. The details follmv .. 
Definition,. For given a E A and each p Eo K such that 
e 
(a2 ,p) ~ 0 , the transformed state Pa is given by 
(6.,6) 
Suppose now that p E o K and that 
e 
ducible representation associated with 
sents p (with respect to n). If a E A 
all bE A : 
all bE A .. 
n :A~ B(H)sa is an irre-
P and that s P E H repre-
2 and (a ,p) ~ 0 , then for 
and hence the transformed state Pa is represented by the vector 
Thus, in the representation TT the transformation of states by a 
simply means to apply the operator n(a) to a vector representing 
the state .. 
By formula (6 .. 7) and Proposition 3 .. 12, Pa is a pure state con-
tained in Fp • Clearly also, PI~ Pa is a w*-continuous func-
tion from its domain 
(6 .. 8) 
into oeK for every a E A .. 
Note also that the vector sp will represent the same state 
a 
as sP Ci .. e .. P itself) iff ICsP lsP)I = 1 ; by (6,7) this is equi-
a 
valent to (TT(a)sp I sp) = 1\n(a)spll ' and this in turn is equivalent 
2 ~ 2 2 to (a,p) =(a ,p) 2 "' Hei.'lce Pa = p iff (a,p) =(a ,p) .. Thus 
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p and Pa will determine a (proper) 3-ball B(p,pa) iff 
(a,p)2 <(a2 ,p) .. (Note that (a,p)2 <(a2 ,p) always holds by the 
Schwartz 1 inequality).. Hence the map p,.;> y ( p, p a) is defined on 
the set 
(6 .. 9) 
We will now show thatthis map is w*-continuous from Wa into K 
for every a E A .. 
Lemma 6.3.. Let n :A ... B(H)sa be an irreducible representation 
associated with p E o eK • For given w E o eK the operator rr(w) is 
""n(;r.) non-zero iff · w E F p; in this case ..... is the projection onto 
liE:,( sw) where Sw E H is a vector representing w • More generally, 
"'n(vw) for wE lin oeK the operator _ is of finite rank and 
(6.10) (b,w) = tr(n(w)n(b)) all bE A .. 
Proofo For every is a minimal idempotent in A** 
So O!("'w) 11 is either a one-dimensional projection or zero .. 
If w ~ F p , then p E F' p so (c(p),w) = 0 .. This implies that 
c(p) and w are orthogonal (since clearly wic(p)) .. Now, 
n(c(p)) = 1 implies n(w) = 0 • 
If wE F p , then it follows from Proposition 3.8 that there 
exists a vector sw E H which represents w • Hence 
1 = (llr,w) = (n(w)s Is ) , 
w w 
so the one-dimensional projection n(w) must be onto lin(sw) • 
Now the last statement of the lemma follows by linearity.. 0 
The next lemma gives an alternative (dual) definition of Pa 
where the map ua : b 1~ {a.ba} is applied to 
to p , as in (6 .. 6) .. 
v p rather than u* a 
' 
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(6.11) 
~roof. Let n be an irreducible representation associated 
with p .. By Lemma 6.3 and the commutativity property of the trace, 
for each bE A : 
({aba},p) = tr(rr(p)rr({aba})) 
= tr(n(p)n(a)rr(b)n(a)) 
= tr(rr(a)n(p)rr(a)n(b)) 
= tr(rr({apa})rr(b) ~ 
~()() Note that since " 1-1 is a one-dimensional projection, then 
n({apa}) = n(a)n(p)n(a) will be a scalar multiple of a one-dimen-
sional projection. Hence {apa} EAf , so {apa}~ is defined. 
Now by Lemma 6.3 
( {aba}, p) = (b, (apa(') • 
Now (6.11) follows from the definition (6.6). 0 
Lemma 6 • ..2_. If 
(6.12) 
aEA ** and v E A 
{vav} = (a,v)v • 
is a minimal idempotent, then 
Proof.. Let n: A ~ B(H)sa be an irreducible representation. 
Then rr(v) is a one-dimensional projection or zero. Hence 
rr({vav}) = rr(v)n(a)n(v) = ~rr(v) 
for some A E JR ~ We will show that A = (a, v) • If n(v) = 0 , 
there is nothing to provea If rr(v) ~ 0 , then n(v) is the projec-
tion onto lin( s) where s E H is a vector representing v (Lemma 6.3), 
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Now rr(v)s = s , so we get 
(a,v) = (n(a)sl s) = (n(v)n(a)rr(v)sl s) 
= (~({vav})sl s) = A(n(v)~l s) = A(v,v) =A • 
Since the irreducible representations separate points, this proves 
(6 .. 12). 0 
Lemma 6.6. If a E A and e E oeK with (a2 , p) f 0 , then 
where T-a denotes the Jordan multiplication operator b a....;> a o b • 
Proof.. Let n : A .... B(H) sa be an irreducible representation 
associated with p • By Lemma 6o 3, for b E A : 
(6 .. 14) 
Note that the operator rr(p) o n(pa) has at most two-dimensional 
range, so popa EAf .. Hence (popa)"" is defined .. 
Using Lemma 6 .. 4, the general Jordan identity x o {y.x:y} = {xyx} o y, 
and Lemma 6,5, we find 
V 0 V P Pa = (a2,p)-1(po(apa}) 
= (a2 ,p)-1 ({pap}oa) = (a2 ,p)-1(a,p)(poa) • 
Substitution into (6.14), use of the commutativity property of the 
trace, and application of Lemma 6.3 now gives 
(b,(popa)""') = f(a2 ,p)-1(a,p)tr(rref))n(a)n(b) + n(a)n(p')n(b)) 
= (a2 ,p)-1(a,p)tr(rr(p)n(aob)) = (a2 ,p)-1(a,p)(aob,p) • 
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For the proof of the next proposition we note that in the middle 
term of formula (6.2) of Lemma 6.1 we must have +ll (r-s)2 11 = U [(r-s)2Jll 
since [jy(p,cr)ll = 1 • Since [ (r-s )2Y' ~ 0 
' 
we also have 
IJ [ (r-s )2J''ll = (e,[(r-s)2J''> .. Hence (6.2) can be rewritten as follows 
(6.15) 
Proposition 6.7. y aEA , then e 1.....;> y(p,,.a) is a w*-
continuous map from its ~omain W~~aeK into K • 
Proof. By (6.15) we must prove w*-continuity of the map 
P 1-> [(p-ra)2JA. Now 
Hence it suffices to prove continuity of the map 
this is immediate from Lemma 6.,60 0 
But 
Defini tiono A collection df of (proper) 3-balls B( p, cr) 5: K 
with p, cr E a eK and cr E F p , is said to be consistently oriented if 
the orientations are chosen such that for each a E A the map 
p 1-> p x Pa is w*-continuous whenever defined, i.e. for p I= Pa 
and B(p,pa) Edf .. We say K is provided with a g].obal orie,g_tation 
if the collection of all such balls in K is consistently oriented, 
and v-Te say that K is orientable if it can be provided with a global 
orientation. 
In the remaining part of this section we will relate the concept 
of orientability to the possibility of making a "good" choice of 
irreducible representations np associated with each pure state 
p E deK • 
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Lemma 6.8 .. 2 2 =L.;;.et~-a~E_A __ an_d_..._p_E_o 8K:.-..w.::.:.;~:;.· t.::.;:h:=.-....;<~a:..:~,u:P;..£.)_<~( ;:;;;a__,.., pr;..,)~,......:;;lo,.;e;....;;..t 
TT: A ... B(H)sa be an irreducible representation associated with p , 
and let s E H be a vector representing p o If the ball B(p,Pa) 
is given the orientation_ induced by TT , then for each b E A : 
(6.16) (b,pxpa) = (b,y(p,pa))+ <a2,e> (i[n(a),n(b)Jsls). 
(a 'p) 
Proof. Using Lemma 6o3, Lemma 6 .. 4, the commutativity property 
of the trace, Lemma 6.5, and then Lemma 6.3 again, we find 
(b,£CrriA )-1Ci[rr(p),n(pa)J)JA> 
. p 
= tr(i[rr(p),rr(pa)Jn(b)) 
= (a2 , p)-1 tr (i[rr('p'), n(a)rr(p)rr(a) Jn(b)) 
= (a2 , p)-1 tr (in('p)n(a)n(p) [ n(a), n(b) J) 
== (a2 ,p)-1(a,p)tr (iTf(p)[n(a),n(b)]) 
== (a2 ,p)-1(a,p)(i[n(a),n(b)Jsl s) • 
By Proposition 6o2, this gives (6.16)e 0 
The next lemma contains somewhat more information than actually 
needed for the following propositiono However, it may be of some in-
dependent interest since it sheds light on the interplay between the 
"real but curved 11 geometry of the state space and the "flat but com-
plex" geometry of the Hilbert spaces of the irreducible representa-
tions. 
Lemma 6o9.. Let TT :A .... B(H)sa be an irreducible representation, 
and let S,!]EH be unit vectors. Now, ~L!J iff the stat~E.. p,cr 
represented by s and !) 
---
are antipodal in the (proper) 3-ball B(p,cr)a 
Moreover, if sl.n and r t == (cos t)s +(sin t)n , then as t runs 
from 0 to a:<£ the state ,.t represented by 
.rt will describe 
-
= ' 
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a geodesic arc of 2a radians on the surface of B(p,a) ~ In parti-
cular, B ( p , a) = B ( p , T t) for all 0 < t < ~ • 
Proofo Note first that p and a are antipodal in B(p,a) 
precisely when (cr,p) = 0 (or equivalently (p,a) = 0 , cf., [6, §4]). 
By Lemma 6.,3, n(a) is the projection onto lin(~) o Hence 
which proves the first statement of the lemma.. (Note that this also 
follows from general results of [4 ; § 11]). 
Computing the right hand side of (a,Tt) = (n(a) J:tl ~t) for 
arbitrary a E A , we find: 
* where cp EA is the (non-positive) functional at-> Re(n(a)sl~) • 
Consider now the vector ,S' = !, 11 together with the state T 1 
4 
V~rhich it represents. By ( 6.17) we have T 1 = w + cp , where w = t( p+a) 
is the center of the ball B(p,a) o Now 
1 
= 2 ' 
---> -> which means that wp is orthogonal to wr' in the ball B(p,a) • 
2 Using the elementary formulae cos t = t( 1 + cos 2t) and 
sin2t = t( 1 - cos2t) , and noting that t( p-a) = p - w and cp = T 1 - w, 
we can now transform (6o17) into: 
T t = w + (cos 2t) ( p-w) + (sin 2t) ( t 1 -w) 
or otherwise stated: 
wr~ = (cos 2t )-w-p> + (sin 2t) w;:-r> .. 
This completes the proof. 0 
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For the proof of our next proposition we note that the usual 
proof of Kadison's transitivity theorem [26] can be applied in the 
present setting.. Thus, if TT :A_, B(H)sa is an irreducible repre-
sentation and (~1 , .... ,~} is a linearly independent set of vectors 
which can be mapped onto another set (~1 , ••• ,~n} by an operator 
in B(H)sa , then this can be done by an operator in rr(A), ioe. 
rr(a)s. = ~- for all j = 1, •• o,n and some aEA (In fact, St0rmer 
J J 
has proved a general version of this theorem for an arbitrary JC-
algebra [37]o In this generality the proof is more complicated since 
one also has to take into account the "real" and "quaternionic" cases 
which are eliminated by the 3-ball property in our setting). 
Proposition 6.10. Let p E oeK and assume that the balls 
B(cr,cr') c..!p 2 with cr_,_p' EoeFp, cr}. a', are consistently oriented .. 
Then the orientation of each of these balls is induced by one common 
irreducible representation TT associated with p ~ 
Proof: Let TT: A_, B(H)sa be an irreducible representation which 
is associated with p and induces the given orientation of one arbi-
trarily chosen ball B(p,cr) with crEoF ,cr}.p .. 
e P Clearly, we 
shall be through if we can prove that TT also induces the given 
orientation of any other ball B(p,cr 1 ) with cr 1 EoF 
' 
cr' J. p 0 e P 
Without loss of generality we can assume that p and cr are 
antipodal in B(p,cr) and that p and crl are anti.podal in B(p,cr 1 ). 
Let p, cr, cr 1 be represented by the unit vectors s, ~, ~ 1 E H , re-
spectively., Now, sl.~ and sl.~ 1 by Lemma 6.9.. We can assume 
(adjusting ~~ by a scalar factor of absolute value one if neces-
sary) that C~i~ 1 )·= cos~ where 
unit vector . .£ l ~ , we shall have 
[ 1TJ each t E o, 2 we now write 
0 < B'~ ~ .. Then for a suitable 
~~ = (cos 1.~)~ +(sin f),) • For 
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St = (cost)'Tl + (sint) J: , 
and we let Pt be the state represented by the vector St • We will 
prove by a connectedness argument that the given orientation of each 
of the balls B ( p, Pt) , with t E [ 0, ; ] , is induced by TT • 
Observe first that (S,Tl 1 ~) is an ortho-normal triple in H , 
and that there exists a bounded self-adjoint operator on H which 
maps s onto s + 'Tl + J: , 'Tl onto s + 11 , and 1 onto s + .b .. 
Hence we can use the transi ti vi ty theorem to find a E A such that: 
rr(a)s = s+ 'Tl + t rr(a)'Tl = s + 'Tl , rr(a) =S+l: • 
It follows that for each t E [0, ~]: 
Note that by virtue of (6.7) the state (pt)a is represented 
by the vector 
By (6.19)the vector s~ is located on the open quarter-circle join-
ing st and s in H • Hence it follows from Lemma 6.9 that 
B(pt,p) = B(pt,(pt)a) for each t E [0, ~] ~» 
Now, let E be the set of all t E (0, ~] for which the given 
orientation of B(pt,p) coincides with that induced by TT , and 
let E(t) = +1 for tEE and E,(t);:: -1 for t~E. Also let x 
denote the given orientation of each ball B(pt,p) = B(pt,(pt)a) 
for 0 _:: t ~;. By Lemma 6.8, for each bE A and t E (O, ;] : 
(a,!' ) 
(b,pt x(pt)a) = (b,Y(pt,(pt)a)) + 2 t f,(t)(i[rr(a),rr(b)]st\ st) .. 
(a ,pt) 
(Note that o<(a,pt)2 < (a2 ,pt) by virtue of (6o19)). By the con-
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sistency hypothesis the left hand side of this equation is a con-
tinuous function of t , and by Proposition 6o7 the first term on 
the right hand side is also a continuous function of t .. Hence 
the function: 
is continuous on [0, ~] e 
We now assume, for contradiction, that the set F = [0, ~]'E 
is non-empty.. Clearly 0 E E so E I 0 .. Hence, by the connected-
ness of [0, ~] , there exists 
exists b E A such that 
t EEnF. 
0 
(6.22) (i[rr(a),TI(b)]st 1st ) I o. 
0 0 
Observe now that there 
(One possible choice of b is obtained by using the transitivity 
theorem to get TI(b)St = -iS and 
0 
rr(b)s = iSt ; then the left 
0 
hand side of (6.22) will take the value cos t 0 +sin t 0 > 0). 
Now it follows from the continuity of the function in (6 .. 21) 
and the fact that c (t) assumes both values + 1 in any neighbourhood 
of t 0 , that the function 
must have a discontinuity for But this contradicts the 
explicit definition (6.18) of 
Theorem 6o11. Let A be a JB-algebra whose state space K 
has the 3-ball propertyo Then K is orientable iff it is possible 
to choose irreducible representations rr p : A_. B(HP) (together with 
representing vectors (sp EHP) associated with the pure states 
p Eo K such that 
- e --.~;..;;..;;.;;.....;;.,;;;;;,;;.;..;.. 
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is a w* -continuous function on o eK for each pair a, b E A .. More 
specifically, the collection of all (proper) 3-balls B( p, a) is 
-
consistently oriented precisely when the orientations are induced 
by irreducible representations TIP satisfying this continuitx 
requirement. 
Proof. 1.) Assume first that K is orientable, and that the 
collection of all (proper) 3-balls B(p,cr) £ K , with p,cr E oeK 
and a I= p, a E F p , has been consistently oriented.. Now it follows 
from Proposition 6,. 10 that we can assign to each p E o eK an irre-
ducible representation TIP such that TIP induces the given orienta-
tion of each ball B(cr,cr') c FP with a,a' E oeFp , a I= a' • 
(Clearly, Fp =Fa implies unitary equivalence of TIP and Ticr) .. 
Now, let a,b EA be arbitrarye Then we can apply formula (6 ... 16) 
of Lemma 6.8 with TIP in place of TI and sp in place of s for 
each p in the set Wa (defined in (6 .. 9)). By the consistency of 
the orientations the left hand side of (6.16) is a w*-continuous 
function of p , and by Proposition 6.7 the first term on the right 
hand side of (6,.16) is also a w*-continuous function of p • Hence 
the function (6 .. 23) must be w*-continuous on its domain 
I 
w·a = [ p E wa I (a, p) I= 0} 0 Interchanging the roles of . a and b ' we 
also conclude that the function (6o23) must be w*-continuous on W~ • 
In order to prove w*-continuity of (6.23) for an arbitrary 
p E o eK , we first observe that we can assume without loss of gene-
rality that (a,p), (b,p) are non-zero, since we can add scalar 
multiples of the identity to a and b without changing the value 
of the right hand side of (6.23).. Thus, by the remarks above, it 
' 2. 2 
only remains to prove w*-continuity of (6 .. 23) when 0 I= (a, P> =(a, p> 
and 0 /= (b,p)2 = (b2 ,p) • This means that sp is an eigenvector 
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for both np(a) and np(b) , and in this case [np(a),np(b)]sp = 0 0 
Thus we must show that (i[na(a),na(b)]salsa) will be arbitrarily 
small for all a in some w*-neighbourhood of such a point p EoeK• 
By the Cauchy-Schwartz inequality, and some elementary computa-
tion, we find for any a E oeK: 
I ( [ n a (a) , n a (b)] sa I Sa) i' .2. _:S ( [ TT a (a) , n a (b)]* [ n a (a) , n a (b)] sa I Sa) 
I 2 2 . = (-2ao {bab) + (ab a)+ (ba b) ,a) t • 
The second term of this relation is seen to vanish for a = p , and 
the last term is seen to be a w*-continuous function of a • This 
gives the desired continuity at the point p • 
2.) Assume next that the representations TIP are chosen such 
that the function (6.23) is w*-continuous for each pair a, bE A o 
We must first show that if and aEF p then and 
are unitarily equivalent (and thus induce the same orientation on 
E(p,a)) , Since is also associated with p , there is a unit 
vector 
I 
;a which represents.the state a with ~espect to ~he 
representation rrp • By Proposition 3.11 
where c(a) = + 1 if and are unitarily equivalent and 
t:(a) = -1 if they are conjugate .. Now, a connectedness argument 
as in the proof of Proposition 6.10 shows f,.( a) = 1 for all a E F p , 
so rra and n p are unitarily equivalent. 
Assume now that the balls B(p,a) with p I a , a E Fp are 
equipped with the orientations induced by n p for p, a E o eK • By 
Lemma 6o8 and Proposition 6,7, the map pl......> (b,pxpa) is w*-con-
tinuous whenever defined, for each pair a, b E A • Hence the balls 
are consistently oriented, so K is orientablea 0 
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Corollary 6.12. The state space K of any C*-algebra 0~ is 
orientable 2 Speci~ically, the usual GNS-representations of ~ 
will induce a global orientation of K • 
Proof. For each be the usual GNS-re:presenta-
tion associated with p • Then for each pair a, b E Ot.sa : 
Now the corollary follows from Theorem 6.11. 0 
In the sequel we will use the term oriented state space for a 
C*-algebra to denote the state space together with the global orienta-
tion mentioned in Corollary 6.12. 
Remark. Our definition of a global orientation involves the 
maps p1-> Pa of oe K. Since these maps are given in terms of 
the Jordan .triple product, our definition depends on the Jordan 
structure of A • However, the Jordan product in A. is 
uniquely determined by the structure of A as an order-unit space, 
cf. [4; Th.12 .. 13]. Hence it is clear a priori that the maps p _,;;.. p a 
can be described in terms of notions pertaining to the compact convex 
set K without any reference to the Jordan product in A. We will 
now explain one way in which this can be done.. (Since we shall not 
need this characterization later on, we will omit the details of the 
proof). 
Note first that for the definition of a global orientation we 
only need to characterize the maps pi-> p in the case where a is a 
positive and invertible. In fact the proof of Theorem 6.11 estab-
lishes the equivalence of w*-continuity for the maps 
(6.24) 
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and 
(6.25) 
and the map (6o24) is clearly unaffected if a multiple of e is 
added to a • 
By an automorphism of the cone (A*)+ 
understand a w*-bicontinuous affine map of 
generated by K we 
* + (A ) onto itself. 
Note that an automorphism of (A*)+ is uniquely extendable to a 
w*-bicontinuous linear order automorphism of A* ~ Recall also that 
there exists an inner product in lin oeK such that (p!cr) = (p,cr) 
for p, a E o eK [ 6 ; Lemmas 5. 5, 6.4]. Consider now a linear map 
S : A* ..... A* leaving lin o eK invariant, and note that S is symmetric 
with respect to this inner product iff 
(6.,26) (p,Scr) = ((Sp)v,cr) 
for all p,cr E oeK , and that S is positive semi-definite if in 
addition 
(6.27) n L: <P"· ,sp .)A.. A.. > o i=1 ~ J ~ J -
for all p1 , •• o, Pn E o eK and A.1 ,., o "-n E JR ~ Note in particular that 
if S is an automorphism of (A*)+ then S preserves extreme rays, 
so it leaves lin o eK invariant. Hence, the above requirements make 
sense for such an S • 
Now the desired characterization states that a map S of (A*)+ 
onto itself is the dual of a map of the form bl-> (aba} for some 
positive and invertible a iff S is an automorphism of (A*)+ 
whichis·positive semi-definite in the sense of (6.26) and (6.27). 
(In fact, when S is an automorphism of (A*)+ , then (6.27) implies 
the similar relation with strict inequality. Hence, we could as 
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well have written "definite" in place of "semi-definite in this 
characterization). 
The proof of this result is based on arguments similar to 
those in the proof of [ 6 ; Lem.6.4]. At one point in the proof one 
has to show that an operator is bounded in the inner product norm 
of lin o eK o S simple proof of this can be optained by appealing to 
a lemma of Woronowicz [42; Lem.2]). 
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§ 7 o The main theorem 
We are now ready to characterize those state spaces of JB-
algebras which are affinely homeomorphic to state spaces of C*-
algebras. This, when combined with the results of [6], gives a 
characterization of those compact convex sets which are affinely 
homeomorphic to state spaces of C*-algebras. 
We remark that one can have a JC-algebra A ~ B(H)sa which 
is not the self-adjoint part of any C*-subalgebra of B(H) al-
though A admits some faithful representation TT • A _. B (H' ) 
• sa 
such that ~(A) is the self-adjoint part of a C*-subalgebra of 
B(H' ) • (Example: take the self-adjoint part A of any non-
abelian C*-algebra, and realize it as a JC-algebra by the canoni-
cal embedding into the enveloping C*-algebra.) The following 
theorem which is our main result, describes how one can choose a 
representation TT: A _, B(H)sa for a JB-algebra with an appropriate 
state space so that n(A) + i n(A) is a C*-algebra. 
Theorem 7.1. A JB-algebra A is isomorphic to the self-
adjoint part of a C*-algebra iff its state space K has the 
3-ball property and is orientableo Specifically, if we choose 
the irreducible representations n • A .... B(H ) associated with p • - p sa 
the pure states p E oeK in correspondence with a global orien-
tation of K, or equivalently such that the function 
p I~ ( i [ TT (a) , n (b)] s I S ) p p p p 
(where Sp E H represents p ) is w*-continuous on o K for each 
pair al-b E A , then TT = ;j3L: .!!.p will map A onto the self-ad,joint 
p 
part of a C*-algebra, namely n(A) + i n(A) • This will not be the 
case if the representattons TTP are not chosen in correspondence 
with a global orientation~ 
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Proof. If A is isomorphic to the self-adjoint part of a 
C*-algebra, then K has the 3-ball property by Proposition 3.3 
and is orientable by Corollary 6.12. 
Conversely we assume that K has these properties and that 
•/ 
TIP have been chosen for all p E oeK corresponding to some 
global orientation of K • By Theorem 6.11 this is equivalent to 
the continuity of the function (7.1) for given a,b E A, as stated 
in the theorem.. Let ()t be the enveloping C*-algebra of A with 
state space Dt o We define x1 to be the set of all p E oe~ 
for which TI 1 is unitarily equivalent to the GNS-representation P,A 
rtp of Ot restricted to A, and we define x2 in the same manner 
with "conjugate" replacing 11 unitarily equivalent" .. 
Note that by Propositions 5 .. 6 and 3.9, X1 U X2 = oe'J{ and 
x1 n x_ = o . :1{ • 
--2 e ,o 
and ~ * ( x2 ) = x1 • 
then p E X1 iff: 
(7.2) 
Note that the map 
By Proposition 5.6 we also have ~*(X1 ) = X2 
Furthermore, by Proposition 3.11 for p E oeX 
(7 .. 3) p t-+ ( [a, b] , p) = ( [ Il (a) , n (b ) J s I s ) p p p p 
is w*-continuous on o e[j{ for all a, b E 0L , and note also 
that the map 
p ....,.._ ([n (a),n · (b)]s Is ) 
PIA PIA P P 
is w*-continuous on oeJr by the continuity of the map (7.1) 
and by the continuity of the restriction map p ~ pI A .. Now it 
follows from (7 .. 2) and from the continuity of (7 .. 3) and (7o4) that 
X1 is w*-closed in oe~• Also X2 is w*-closed in oe~since 
x1 and ~ are intercbJmged by ~* .. 
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oe, 1~ and so they are also open in o 1~ • By the e, 
3-ball property, 
It follows that 
o F 
e p is path connected for each p E oe~ • 
Now define 
o F c x1 e P- whenever 
F 1 = co c x1 ) = co c l I F ) pEX1 P 
Now F1 is a split face of [/{ by virtue of [ 2 ; Lem .. 7.2] (or 
by [38; Cor.5.3] where a related result is stated without expli-
citly mentioning split faces). In the same manner we introduce 
the w*-closed split face F2 = co(~). Note further that by 
-Milman's theorem oeF1 S X1 = X1 , so oeF1 = x1 • Similarly 
oeF2 = x2 • Note also that ~* exchanges F1 and F2 , and that 
oe(F1nF2 ) = x1 n x2 = oe,oX • 
onto 
onto 
Next we show that the restriction map sends F 1 bijectively 
K. For surjectivity it suffices to show that oeF1 restricts 
o K (by w* -continuity and the Krein-Milman theorem). Let 
e 
a E oeK be given; by Proposition 5.6 there exists p E oej{ 
such that pI .A = cr • Now since x1 U ~ = o e:J( , then either 
p E x1 = o eF 1 , or else p E x2 so ~ * p E x1 = o eF 1 and 
(~*p)I.A =cr .. 
To show the restriction map is injective~we begin by defining 
G1 = F1 n F2, G12 = F1 n F2 , G2 = F2 n F1 • 
Note that G1 , G12 , G2 are disjoint split faces of ::f{ with 
co(G1 UG12 ) = F1 and co(G2 UG12 ) = F2 • Now ~* will interchange 
G1 and G2 , and it will fix everything in 
o G - o ~ Let p,cr E F1 and assume e 12 - e oVL- .. 
' .A, ,. 
G12 since 
PIA = cri.A • Observe 
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that the range of I + ~ is fixed by ~ , so (I+~ )otsa = A by 
Lemma 5.4.. Therefore 
(I+~ )*p = (I+~ )*a. 
Now write 
(7 .. 6) 
where 0 _:: a.,s _:: 1, p1 ,cr1 E G1 and p12 ,a12 E G12 • Thus from 
(7.5) and (7.6) we get 
a.p1 + ('1-a.)p12 + a.~*p1 + ('1-a.)p12 
= 13cr1 + (1-~)cr12 + S~*cr 1 + (1-j3)cr12 • 
a convex combination of elements from G1' G12' G2 (cf. e.g .. [1 
Prop TI, 6 .. 6]), so (7.7) implies a.p1 = scr1 and ( 1-a.)p12 = C1-!3)cr12; 
therefore p = CJ 0 Thus we have shown that the restriction map is 
a bijection of F1 onto K .. 
Now define: 
(7 .. 8) 
Note that 
i n·· l. (ker l1) = ( ker IIP) = F1 ; 
p E a eF 1 
since F1 is the smallest w*-closed split face containing all 
Fp = (ker IIP).L.. The annihilator (F1 ) 0 = ker II meets A in {0}, 
so II will be faithful on A .. 
We claim II(A) = II( 01-) .. sa Suppose not; then since II(A) is 
norm closed by [6 ; Lem .. 9.3], there will exist p E IT(Ot);a such 
that p is zero on ll(A) but not on II(Ot.)sa. Write p = p1 - p2 
where p1 and p2 are positive and in II( 01-)~a ~ then p1 = p2 
- 93 -
on ll(A) o 
p1 o n and 
Without loss we may assume p1(1) = p2(1) = 1.. Now 
.! p2 o n are states in (ker ll) = F1 which agree on A .. 
By the result above, P1 0 n = p2 0 II ' and so p = 0 0 This proves 
ll( Qt.) = TI(A) , and so Il(A) is the self-adjoint part of a C*-sa 
algebra" By choice of p ' npiA is unitarily equivalent to n 
for each pEo[/(, e hence IT IA is unitarily equivalent to 
n =ffiL n • Hence n(A) is the self-adjoint part of a C*-
pE o K p 
8 
algebra as claimed in the theorem. 
Finally, suppose that for each p E oeK we have chosen an 
PIA 
irreducible representation n p associated with p in such a way 
that ~~ n (A) is the self-adjoint part of a C*-algebra.. Then p p 
for each pair a,b E A there exists c E A such that 
and so 
for each 
E&~ i [ n ( a) , n ( b ) J= .;a~ n p ( c ) , 
p p p p 
i[n (a),n (b)] = n (c) p p p 
p E o K o 
e Now for each pair a, b E A , the map 
is w*-continuous on Hence the representations are 
chosen in correspondence with a global orientation of K , by 
Theorem 6.1'1. The proof is eomplete.O · 
Corot.lary, 7., 2.. A compact convex set K (in a locally convex 
Hausdorff space) is affinely homeomorphic to the state space of a 
C*-algebra iff: 
(i) eve!:Z norm e2mosed face of K is ::QI'O ,j ecti ve, 
(ii) eveu a E A~K2 admits an orthogonal decom::Qosition 
a+- a- with + - E A(K2+ and a+ J.. a-a = a ,a 
' 
(iii) the CT-convex hull of o K is a S::Qlit face, 
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(iv) B(p,cr) is a norm exposed face affinely isomo£Phic to a 
3-ball or a line segment for each pair of distinct points 
p,crEoJLs._ 
(v) K is orientable. 
Proof. By [ 6; Th.7o2] (i), (ii), (iii), (iv) imply 
that K is affinely homeomorphic to the state space of a JB-
algebra, or what is the same, that A = A(K) can be organized to . 
a JB-algebra with an appropriate Jordan product (which will be 
uniquely determined); conversely, if A is a JB-algebra, then 
(i), (ii), (iii) hold, and (iv) holds in the weaker form that each 
B(p,cr) is a Hilbert ball of arbitrary dimension (finite or in-
finite). Now the corollary follows from Theorem 7.10 Q 
Unlike JB-algebras, the C*-algebras are not completely ( 
determined by their state spaces. However, the situation changes 
if we consider the state spaces together with global orientations, 
as we will now showo 
Definition. Let A be a JB-algebra admitting a faithful 
representation as the self-adjoint part of a C*-algebra OL (i.e. 
the state space of A has the 3-ball property and is orientable); 
then we say two such representations ni: A ... ( Oli)sa , i = 1 ,2, 
are equivalent if there exists a *-isomorphism w of ~1 onto 
ot2 such that n2 = ~ o n1 ; an equivalence class of such repre-
sentations will be called a C*-structure on A • 
If A 
TT: A ... O[,sa , 
Lie product 11 : 
is as above, then each faithful representation 
where 01- is a C*-algebra, determines a "complex 
a,bl-> n-1(i[n(a),n(b)]) • 
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Clearly, two such representations are equivalent iff they determine 
the same product (7.9) in A o Thus, to specify a C*-structure 
is the same as to choose one of the possible complex Lie products 
Corollary 7o3o If A is a JB-algebra whose state space K 
has the 3-ball property and is orientable, then the C*-structures 
on A are in 1- 1 correspondence with the global orientations 
of K • 
Proof. If TT : A ... Otsa is a faithful representation of A 
onto the self-adjoint part of a C*-algebra ~ , then TT* is an 
affine homeomorphism of the state space of ~ onto K • If cr 
is any pure state on 0L- and rrcr is the GNS-representation 
associated with cr , then TT o rr (J 
of A associated with the state 
is an irreducible representation 
P = rr* ( cr) • Now let be a 
vector representing the state cr with respect to ncr and then 
also the state p with respect to ncr o TT .. Then the fnnction 
(7.10) pJ..;> (i[rr(a),TT(b)],cr) = (i[rr (n(a)),n0 (n(b))Js Is) (J p p 
is w*-continuous on o eK for each pair a, b E A ; hence the 
irreducible representations ncr o rr determine a global orientation 
of K (ct~ Theorem 6.11). 
Clearly, by Proposition 3.11, two equivalent representations 
TT. :A_. (OZ,.) , i 1,2 , will determine the same global orienta-
l. J. sa 
tions in this way; whereas two inequivalent representations will 
define complex Lie products in A which are different (i .. eo of 
opposite sign), thus for some p E K the right hand side of (7. 10) 
must assume opposite non-zero values for the two representations, 
and so they determine di£ferent global orientations.. 0 
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Note that by Corollary 7o3 the oriented state space of a 
C*-algebra is a dual object which has sufficiently rich strQcture to 
permit one to recapture the given C*-algebrao 
In order to apply Corollary 7o3 to recapture C*-algebras 
from their dual objects, one needs practical methods to specify 
global orientationso For this purpose it is often convenient to 
proceed as in the proof of Theorem 7o1,. Below, we have extracted 
the relevant information as a separate corollary for later refer-
ences. 
Corolla;Y 7,~. Let A be a JB-algebra whose state sp~ K 
has the 3-ball property, and let (){; be the enveloping C* -algebra 
with state space :JC,. Then there is a 1- 1 correspondence bet-
ween the global orientations of K (if anY) and the w*-closed 
split faces F of ~1(, satisfying 
Speci.fically, for a given global orientation of K , F is the 
w*-closed hull of those p E oe.?r for which the associated GNS-
representation II p of 0~~ is one-dimensional or else induces the 
given orientation of the balls in F ( ) • 
- , r P-
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§ 8. The canonical zz2-bundles over the pure states, the spectrum 
and the structure spaceo 
Following [21], we use the following: 
Definition. A ~2-bundle is a continuous surjection p :X .... B 
of a topological space X onto a topological space B , with a LZ2-
action on X by fiber-preserving homomorphisms in such a way that 
X/ZZ2 is homeomorphic to B e We say that the zz2-bundle is trivial 
if it is isomorphic (in the natural sense) to the product zz2-bundle 
B X 7Z2 ... B • 
Note that we do not require any condition of local triviality, 
and in general the 2Z2-bundles we consider will not be locally trivialo 
Throughout this section we consider a JB-algebra A whose 
state space K has the 3-ball property, and we denote the enveloping 
C*-algebra and its state space by 0~ and :.1{ o 
show that for the action of zz2 = (I,~*} , then 
~ .... K1 , and Prim1 'j{ .... Prim1K are LZ2-bundles. 
We are going to 
o 1X-+o 1K , e, e, 
We will see that 
orientability of K is equivalent to triviality of each of these 
bundles. 
Lemma 8.1. The restriction map r ::f{; .... K maps (w*-closed) 
split faces of X onto (w*-closed) split faces of K • also the ,
inve~e image by r of each (w*-closed) split face of K will 
be a (w*-closed) split face of X o 
Proof. 1.) Note that r is the dual map of the canonical 
injection of A in (r~sa • Hence the first statement of the lemma 
follows from Proposition 2.10. 
2.) Let F be a split face of K and let c EA** be the 
corresponding central idempotent, iaeo 
- 98 -
(8o'1) F = {p EKl(c,p) = '1} .. 
Assuming that O"v is given in its universal representation, we can 
identify 7r. and A** ( cf o [ '18; proof of Th. '1]) o Since 0Z, is 
generated by A (as a II ** C*-algebra) then A = 0~ .. Thus, c will 
also be a central idempotent of~** o Now the inverse image r-'l(F) 
consists of all p E X such that < c, p) = '1 ; hence F is a split 
face of 1£ o Clearly r-'l(F) is w*-closed if F is, so the proof 
is complete o 0 
Corollary 8.2.. For each p E :it we have r(Fp) = Fr(p) and 
ill p) = J" r( p )-• 
so 
Proof. By Lemma 8.'1, r(F ) ~ F ( ) P - r P and r-'1 (F ( ) ~ F , r p - p 
r(F ) = F ( ) • p r p The second statement follows in a similar fasion. 
Proposition 8 .. 3.. The restriction map r: ;JC ..... K determines# 
continuous maps (which we also denote by r by abuse of notation~ 
from o .., [f{ , onto a ..,K (where both spaces are equipped with 
e, 1 e, 1 
A A 
the facial topology), from :f{ '1 onto K~ , and from Prim~ :It onto 
PrimK-,.. In each of these three cases, the topology of the second 
space is the quotient topology transferred from the first. 
onto 
that 
Proof .. By Corollary 8o2 and Proposition 5 .. 6, r maps d /1 :J:t e, 1 
A "' 
a e, _,K , .;;~_, onto K_, , and Prim-, (/( onto Prim_,K • To see 
r is continuous and that the second spaces have the quotient 
topology, it suffices to show that r is a c~ntinuous and closed 
map in each caseo By Lemma So '1, r will determine a '1- '1 corres-
pondence between the .:!'. * . . t li! -~nvar~an w* -closed split faces of [/£ and 
the w*-closed split faces of K • (The inverse image of a w*-closed 
split face of K is Q*-invariant, as can be seen by considering 
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extreme points)., By the definition of the topologies, this completes 
the proof. 0 
A 
Lemma 8 .. 4.. If F_,_G E :J{ (or if F,G E Prim :JC ) and if 
r(F) = r(G) then either F = G or F = ~*(G) o 
Proof. Let F and G be as announced, and consider p E oeF o 
We will first show there exists cr Eo G with e r(cr) = r( p) • Let 
H = r-1(r(p)) n G A 0 Then H is a non-empty face of G " If F,GE X 
then G is the a-convex hull of its extreme points [16;Th.I.4 .. 1], 
and it follows that the norm closed face H must satisfy H n oeG I= 0 .. 
If instead F, G E Prim :f{; , then H is a w* -closed face of G , so 
by Krein-Milman H n o e G I= 0 .. In either case we have a point 
cr E H n o e G , which will satisfy the requirement r( cr) = r( p) .. 
Henceforth, let cr E oeG be fixed with r(cr) = r(p) .. By Proposi-
tion 5.9 either cr = p or a = ~*(p) • 
Observe now that it suffices to show that the hypotheses of 
the lemma imply F c G or w*(F) ~ G , since by symmetry this also 
gives G c F or ~*(G) c F and since an examination of the four 
possible combinations shows that either F = G or F=~*(G) • 
Assume that 
·case F ,G E Prim 1t 
-case and F0 c G 
when a = p and 
proof" 0 
F = F p in case 
.. Since a Eo G e 
in the second .. In 
<P*(F) ~ G when (J 
... 
F,GE :it, and that F = F in p 
, we have Fcr = G in the first 
either case, we get F c G 
= <P*(p) 
• 
This completes the 
Proposition 8 .. 5. For the action of zz2 = (I,~*} , o 1'J{ :.9 "K e, e, 1 . 
"' ... (with the facial topologies), X 1 -K1 , and Prim(j :1{ -+ Prim(jK are all 
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Proof. Set- theoretically the second spaces are the quotients 
of the first under the action of [I,~*} by virtue of Proposition 5o9 
and Lemma 8.4. The second spaces have the quotient topologies by 
Proposition 8.3. 0 
Remark. By Corollary 5 .. 10 each fiber of o 1r:JC ... o 1K , e, e, 
A A 
and 
of .1£:1 -+ K1 , will have two elements; we do not know if this holds 
for Prim1 1{. ... Prim1K • 
Theorem 8.6. Let A be a JB-algebra whose state space K 
has the 3-ball property and let 0~ be the enveloping C*-algebra 
with state space ~ • Then the following are equivalent: 
(i) o 'Ji ... o K 
e,1 e,1 is a trivial LZ2-bundle, 
"' "' (ii) J't1 ... K1 is a trivial LZ2-bundle, 
(iii) Prim1 :U ... PrimK is a trivial LZ2-bundle, 
(iv) K is orientableu 
If these equivalent conditions hold, then the (continuous) eros~ 
sections of each of the three LZ2-bundles are in 1 - 1 correspondence 
with the global orie~tati2ns of K o 
Proof., We will prove (iv) => (iii) => (ii) => (i) => (iv) • 
Note first that by Corollary 7.4 statement (iv) is equivalent to: 
(iv) 1 There is a w*-closed split face F of :J-? such that 
co(F U i2*(F)) = :1-t and F 0 ~ * (F) = co o :1£. • 
e,o 
Assume first that (iv) 1 holds, and define 
~~ = [Jfp E Prim1 IFP~FL, 
c,~r; = (Fp E Pr-im1 IF c ~*(F)} • p-
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Clearly' c/V 1 n IY2 = ¢ ' (!IV 1 u rJV; = Prim1 Jt ' and by definition of the 
topology both vf1 and :./V2 are closed in Prim1 ; then they are also 
open in Prim1 :J{-. Moreover, §*(rlV.) = rJJt'_. for i I= j. By Lemma 8 .. 4, J. J 
the restriction map sends each one of /(1, c/r2 bijectively onto 
Prim1K • By Proposition 8o3, the restriction map is then a homeo-
morphism of each one of vf1 ,Jf2 onto Prim1K • This shows that 
Prim1 X .... Prim1K is trivial. 
Assume next that (iii) holds, i.,e .. that Prim1:/C -+Prim1K is 
trivial. Then we can choose two closed and open sets l;,V~ and vf; 
in Prim1 X with the same properties as above, i.e. ~ n J/1; = 0 , 
ll~ U .. Jf/2 = Prim1 1?, the restriction map sends each of them bijective-
ly onto Prim1K , and Cf! * ( uY. ) = JV. for i I= j • Now define J. J 
~ = (F E:J~1 1F EJf':}, i = 1,2. l p p J. 
Then v1ti is the inverse image in .7£1 of C·~ for the map F P _,. F P 
(i = 1 ,2). It follows that each one of tA;1"1, (Jt1-2 is closed and 
A A 
open in Ji1 , !A~ n Jfl~2 = 0 , ~1 U (/t·~2 = f/(,1 , the restriction map 
sends each of them bijectively onto ~1 and Cii(~.) = ~- for J. J 
A 
i I= j • Thus, Prim1 :f{, .... Prim1K is trivial o 
Assuming that (ii) holds, we can find ~ , cJ1!t2 E & 
same properties as above. Pulling back rfi1.1 and v1~2 to 
with the 
0 '1 r;j{, e, 
by the map p 1-> F p and arguing as above, we can now show that 
oe, 11( .... oe, 1K is trivialo 
To close the circle of implications, we assume that (i) holds; 
then we can choose two sets E1 ,E2 ~ oe~1 which are closed and open 
in the facial topology such that E1 n E2 = 0, E1 U E2 = oeX1 , the 
restriction map sends each of them bijectively onto oeK1 , and 
2(E.) =E. for i I= j o Define now 
l J 
F = coCE1 u o x) . e,o 
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Note that by Proposition 2.11 o :1{, is facially closed, e,o so o X e,1 
is facially open. Thus E1 U o :1(, e,o , which is equal to oeK'E2 
' 
must be facially closed. Hence F is a w*-closed split face such 
that o F = E,., U o :1{; • Clearly, F has the properties required e 1 e,o 
in (iv)', so K is orientableo 
To prove the final statement of the theorem, it suffices to 
establish a 1 - 1 correspondence between (continuous) cross sections 
of the bundles and decompositions of the type (vY~,vV2 ), (vt~,,A1/2 ) 
(E1 ,E2 ), discussed above. We will do this for Prim1 J'{ ... Prim1K ; 
the other cases are similar. Clearly, a pair (r1"'1 ,(#'2 ) with the 
prescribed properties will determine a cross section (the inverse 
of the map r : vf'1 ... Prim1K) • Conversely, if f : Prim1K ... Prim1 'f(. 
is any cross section, then we define 
(F E Prim,., :it I f(r(F ) ) p I p 
= (F E Prim, J'{; I f ( r ( F ) ) p I p 
= F J , p 
= ~*(Fp)J • 
Now we will be done if we can show that /IV1 and ~2 are closed 
subsets of the (possibly non-Hausdorff) space Prim1 'J~ o By assump-
tion Prim1 :J( ... Prim1K is trivial, therefore F p and ~ * (F p) can 
be separated by closed and open sets in Prim1d} ; it now follows 
that v1,...1 and elf 2 are closed., 0 
We next relate C*-structures on A to open-closed ( 11 clopen") 
subsets of Prim1K1 , etc. For this purpose we define K1 to be 
the split face of K which is the complement of the split face 
co(oe 0 K) o Generally, K1 is norm closed, but not w*-closedo 
' (However, K1 is always a w* G5-set by [ 1; Propoiio6.5]) • 
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Corollary 8.7. Let A be a JB-algebra whose state space K 
has the 3-ball property and is orientable. Then the C*~structures 
on A are in '1- 1 co_£__respondence with the open and closed subsets 
of Prim1K (similar statements hold for K1 and oe, 1K) ...Lor what 
is equivalent: with the relatively w*-closed split faces of K1 
having relatively w*-closed complement in K1 ~ 
Proof., Fix any (continuous) cross section f : Prim1K ... Prim1 ':1~. 
If E is an open-closed subset of Prim1K , let fE : Prim1K ... Prim1 'X 
be defined by fE = f on E and fE = ~*of on Prim1K"E • Then 
E 1-> fE gives a 1 - 1 correspondence between the open-closed sub-
sets of Prim1K and the global orientations of K • 
By Corollary 7.3 this establishes the correspondence of open-
closed subsets of Prim1K and C*-structures on A • We leave to 
the reader the verification that open-closed subsets of prim1K are 
in 1~ correspondence with relatively w*-cloqed split faces of 
K1 having relatively w*-closed complement in K1 ~ 0 
It follows from Corollary 8.7 that in the special case when 
o K = 0 (i.e. when A has no one-dimensional representation), e,o 
then there is a '1- 1 correspondence between the C*-structures on 
A and the open-closed split faces of the entire state space K. If in 
this case K is direct convex sum of n minimal w*-elosed _split faces. 
then there are exactly 2n different C*-structures on A • 
We will now show that the various ~2-bundles need not be 
locally trivial. 
Proposition 8.8. There exists a JB-algebra A with the 
3-ball ~roperty such that none of the three associated ~2-bundles 
are losally trivial. 
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Proof.. Let H0 be a separable infinite dimensional Hilbert 
space and let H1 = H0 <±);H0 .. Let K1 be the compact operators on 
H1 • Also let e .. ~J be 2 x 2-matrix units in 
1'1 = linOJ{eijli,j = 1,2} ; then 1'1 is a copy of 
B(H0 ) • Choose now an orthonormal basis in H0 
and let 
imbedded in 
composed by an 
arbitrary orthonormal basis {sa} in e11H0 and the corresponding 
basis {e21 sa} for e22H0 = (e11H0 )l. Then the transpose map with 
respect to this basis will send each of the matrix units to its ad ... 
t * t joint, i.e.. e .. = e .. = e.. for i,j = 1,2 • Hence 1'1 c 1'1 o ~J ~J J~ 
Now define 
(8.2) 
Then A is a JC-algebra. (It is norm closed since Ks is norm 
closed and of finite codimension in A). By Corollary 3.6, A has 
the 3-ball property. Note also that PrimA= { {O},(K1 )sa} • 
We will now describe the enveloping C*-algebra m of A • 
Let H2 ~ H0 EB H0 be another replica of H2 • Define 
1\f :A_, B(H1 EB~) by 1\f(a) = aEBat, and recall (from§ 5) that 
at- = o< c, CA)) + i ~ c w CA) ) • 
One now finds 
( 8 o 3 ) 6{ ( 1\f (A ) ) = {m ffi m * t EB m * t EB m I m E 1'1) + {k ffi k * t I k E K1 } , 
and so 
Now define 
J 1 = { 0 EB m EB m EB 0 I m E 1'1} + K1 + K2 , 
J 2 = {m EEl 0 EB 0 EB m I m E 1'1} + K1 + K2 .. 
Then J 1 ,J2 ,K1 ,K2 are i.ieals in fn , and each is seen to be primi-
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tive., Since Prim uz. .... PrimA is at most two to one, it follows that 
Note that the natural map from Prim 0L. onto PrimA is just 
Jl-> JnA, so the ideals K1 ,K2 ,J1 ,J2 are sent onto {O},{O},K,K 
(in this order)o (As usual we identify A and v(A)). The picture 
below illustrates this map and the topology of the spaces involvedo 
t _________ t 
e_} ---
Observe that the only open set in Prim A containing K is 
all of PrimA ; thus Prim en .... PrimA is locally trivial iff it is 
trivialo Observe also that for i = 1,2 the only open sets in 
PrimOl, containing Ji are PrimCJi itself and [Ji,K1 ,K2}. But 
this shows that Prim (Jl, ... PrimA can not be trivial (Note Primm= 
Prim1 at- and Prim A = Prim1A , since there is no one-dimensional 
representation of either CJl; or A). 
"' "' The same statements are seen to hold for !J( _. K and 
o'JC .... oK. 01 e e 
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~- Orientation preserving mapsQ 
Throughout this section CrJ, and 63 will be C*-algebras with 
state spaces KQ"t.. and K63 , respectively" If cp: Ol-+ 63 is a unital 
positive map, then cp* is a w*-continuous affine map which sends 
K~ into K~o C nversely, for every w*-continuous affine map 
$ : Ka3 .... Kov there is a unique unital positive map $ * : at .... rJ3 such 
that ( \V * )* = $ on K63 • Our goal is to characterize among such 
maps those which correspond to * -honomorphisms of m into 63 • 
By Proposition 2.12 we lalow how to characterize unital Jordan homo.-
morphisms in terms of the dual maps of the state spaces. Thus, our 
principal problem is to characterize the unital *-homomorphisms 
of m into 03 among the unital Jordan homomorphisms in terms of 
the dual maps between the oriented state spaces. After solving this 
problem (Theorem 9.2 below), we shall have little difficulty in 
characterizing the duals of unital *-homomorphisms among all w*-
continuous affine maps between the state spaceso (Corollary 9.3)o 
We will need the following observations which we leave for the 
reader to verify: A unital positiv map cp: 01-+d3 (respectively, 
a w*-continuous affine map cp* : K03 .... Koz,) is injective iff cp* 
(respectively cp) is surjective. If cp: m .... B(H) is a unital posi-
tive map and if cp(6~) acts irreducibly on H , then cp* will map 
the normal state space of B(H) isomorphically onto some minimal 
.A 
split face F P E K • 
In preparation for the key definition, we introduce the nota-
tion af(m) for the set of all proper 3-balls B(p,cr) EK (with 
p, cr E o eK , p 1: cr and cr E F P) ; similarly with .if (<13) • Note that 
a surjective affine map of a ball B1 Eaf(03) onto a ball B2 Ecoi(O~) 
is automatically injective" 
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pefini tion. An af'fine map $ : K 6 -+ Km is said to be orienta-
tion preserving if B1 E:! (IB) B2 E ~ (m) and $ (B1 ) = B2 implies 
$ ( p x o) = $ ( p) x $ ( o) for all pairs p, o E o eB1 • 
Thus, to say that $ : K03 x Km is orientation preserving, means 
that it preserves the orientation of each ball B1 Eff (1.13) which is 
mapped onto a ball B2 E j' (OL) • Note, in particular, that if ()l,. 
(or a3) is abelian then if(cn) = 0 (respectively $(a3) = 0), 
and so every affine map * : K£8 .... Ken. will be orientation preserving. 
Lemma 9.1. Let c;p: Ot-+63 be a unital *-homorphism. If 
p E sp* (Kt1J ) n o eKm, then there exists p E o eK6J such that ce* (p) = p • 
For each such p and each, . BE cf (CJL.) containing e , there is a 
unique BE d (63) containing p such that ce* (B) = B • 
Proof •. The existence of 
,..._ 
p follows from the Krein-Milman 
theorem and the observation that (~*)-1 (p) is a w*-closed face 
of K03 • 
]'or the remaining proof it suffices to consider the case where 
0~ is a C*-subalgebra of 63 and cp is the canonical injection; 
for if ce : Ol ..... 63 is arbitrary then ce* will determine an af'fine 
isomorphism of Kce( 01-) onto the split face ~* (K03 ) of KQ1... , so we 
merely have to study the canonical injection of ce(~) into 63 s 
Now let rr : 63 ... B(H) be the GNS-representation associated 
with 'P , and let s E H be the cyclic vector., Since p = 'PICJ1. is 
a pure state of KOl-, then rr({)t.) win act irreducibly on (rr(01.)s)-. 
Let Q E B(H) be the projection onto ( rr(ot) s)- , and for each 
T E B(H) let rrQ(T) denote QTQ considered as an operator on QH . 
' 
thus TIQ : B(H) ... B(QH) • Note that Q E rr(01)' , so 1T orroce Q is an 
irreducible representation of m on QH. Thus, (rrQorroce)* will 
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map the normal state space uf'(B(QH)) 
* 
of B(QH) onto F c Krn • p - vv 
Note that nQ maps u'V(B(QH)) isomorphically onto the norm closed 
face FQ of JV(B(H)) given by 
FQ = [w EAI(B(QH))I(Q,w) = '1} , 
and n* maps (!V(B(H)) isomorphically onto F ~ s_ K03 • It follows 
p 
that the restriction map 
morphically onto F • p 
~* sends the face G = n*(FQ) ~ F~ iso-
,_,P r _p 
Therefore G must contain a ball B E h (13) 
such that "" ~ p E B and ~*(B) = B 0 
To establish uniqueness of B , we consider an ~bitrary ball 
B 1 Elf(o.J) such that pEB 1 and ~*(B 1 ) = B o To show B1 = B, it 
suffices to show that B1 is contained in the face G = n*(FQ) 
defined above. 
Suppose, for contradiction, that this is not the case. Then 
I 
we can find a E o6 B 'G .. Since a E B 1 = B(a.,p) ~ Fp , there will 
e:x;ist a unit vector 'T1 E H such that a = w o n (where, as usual, 
'T1 
w'Tl denotes the vector state determined by 'T1) • Since a~ G , then 
w'Tl %. F Q , so 'T1 ~ QH • We are going to show that this will contradict 
the hypothesis ~*(B 1 ) = B o 
Since n* is an isomorphism from uf(B(H)) onto· F,_.,, the :pre-
p 
image of B 1 = B(p,a) will be B(wg,w'Tl) o It follows that (no~)* 
maps B(wS,w'Tl) onto B • If P is the projection of H onto 
lin{s,'Tl} , then we can identify B(wS,w'Tl) with the state space of 
B(PH) ~ PB(H)P ; thus the extreme points of B(ws,w'Tl) are the vector 
states where 
s,tEC .. 
Since Q E n(Ot) 1 , we have for each a E 01 : 
(n(a)yj y) = (n(a)Q,y!Qy) + (n(a)(I-Q)yl (I-Q)y) .. 
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Let o = !I (I-Q)y[l-1 (I-Q)y • (Note (I-Q)y j 0 if t j 0 , so 
y ~ QH) 0 
of w 0 
Then on n(Ol) the state wy will be a convex combination 
and other vector states for each t f 0 • It follows that 
(nocp)*wy is not pure on 01- unless it equals w0 or ws .. Hence 
( ,* ( ) * nocpJ can not map B wS,w~ onto B , and therefore cp can not 
map B' = B(p,cr) onto B G This is the desired contradiction. 0 
Theorem 9.2.. Let cp : Ot--+ 63 be a unital Jordan homomorphism 
from a C*-algebra Ot into a C*-algebra 03 • Then cp is a *-homo-
mo£:phiam iff * K ... K . cp : rB m ~S an orientation preserving map between 
the state spaces of ()1; and 63 
Proofo 1.) Assume first that cp is a *-homomorphism, and 
let B1 E fl (rf3) and B2 E J' (()7,) satisfy cp* (B1 ) = B2 o Choose 
p E oeB2 and p E oeB1 with cp*p = p o As in the proof of Lemma 9o 1, 
let TT : 63 -+ B(H) be the GNS-representation associated with p , 
s the corresponding cyclic vector, Q E B(H) the projection onto 
(n(cp(Ol-))s)-, and FQ the face of vY(B(H)) defined by (9.1). Again 
TTQ 0 TT 0 cp : al-+ B(QH) is an irreducible representation of (!/, Q Now 
nQ. maps viY(B(QH)) isomorphically onto FQ ~ (B(H)), and it is 
easily seen from the definition of orientation that TTQ is an orien-
tation preserving map from vf(B(QH)) to u1VCB(H)) .. (We may view 
)JV(B(QH)) and vV(BH) as minimal split faces of the state spaces of 
B(QH) and B(H) respectively, and with the inherited orientations). 
Let IT': rJ3 ** .... B(H) be the a-weakly continuous extension of TT , 
and note that rr(~**) = B(H) o Thus for some central projection 
tn* * "' . r.;** "' . 11 . h c E\D , f!' will be an ~somorphism on c UJ and TT w~ van~s 
on (I-c)e** • From this it follows that n*: :,;V'(B(H)) -+K 113 is 
* orientation preserving. The same argument shows that (TTQ 0 TT 0 cp) 
is an orientation preserving isomorphism of vVCB(QH)) onto F c K p - Q 
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From this it follows that cp*: n*(FQ)-+Fp is orientation preserving; 
since B1 ~ n*(FQ) (by the uniqueness statement of Lemma 9.1), this 
shows that cp* : K03 ..... JC01.- is orientation preserving. 
2.) Assume next that cp* : K113 ..... Kov is orientation preserving; 
we will show that cp is a *-homomorphism. Let ~ be the C*-alge-
bra generated by cp(00 in d3 ; clearly it suffices to show that 
cp : uL ..... fE; is a *-homomorphism .. 
We will first show that cp* : Krg ..... K01.-- is orientation preserv-
ingo If B1 E f ( fo) , B2 E r:f (C1-) , and cp* (B1 ) = B2 , then we choose 
a ball B0 E :J (63) such that the restriction map from Ka-3 to K~ 
is a surjection of B0 onto B1 • (This is possible by Lemma 9.1). 
By the first part of the proof, this restriction map is orientation 
preserving. By hypothesis, its composition with cp* , i.e .. 
p 1-> cp* (pI zg ) = cp* ( p) , will also preserve orientations; this shows 
that cp* : K~ ..... KO"L. is orientation preserving. 
Now let n : fb .... B(H) be any irreducible *-representation 
cf (§ • Since cp(IJ1-.) generates 0 , n o cp : f.,Yt.. .... B(n) will be an 
irreducible Jordan representation of ()l,. .. By [25; Cor .. 3.4] no cp 
is either a *-homomorphism or a *-anti-homomorphism. Note that 
n* will be an orientation preserving isomorphism from r.#'"(B(H)) 
onto F p for some p E o eK • Since cp* is orientation preserving, 
the map (nocp)* : c!V(B(H)) .... K will also be.. But this rules out the 
case where no cp is a *anti-homomorphism v.rith dim n(cp(Ol-)) > 1 
for then (nocp)* would reverse the orientation of each ball in 
cf (B(H)) • Hence for all a,b E CX : 
n(cp(ab)) = n(cp(a))n(cp(b)) = n(cp(a)cp(b)) • 
Since n is an arbitrary irreducible representation of ~ , this 
shows that cp(ab) = cp(a)cp(b) " 0 
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Recall from [17] or [31] that the norm closed faces of the 
state space Ka-t..- of a C*-algebra Q1, are norm exposed; in fact they 
are precisely the sets 
(9.2) F q = [ w E Kml ( q , w) = 1 } , 
where q is a projection in at:* .. Thus, such faces occur in pairs 
Fq, FI-q of "quasicomplementary projective faces 11 which were 
characterized abstractly in terms of the geometry of the convex set 
Km in [ 4-] .. (In particular, F q is said to be the "quasi comple-
ment" of FI-q , and vice versa) .. 
Corollary 9 .. 3.. Let cp: ()1.-+ 03 be a unital positive map bet-
ween the __9* -algebras (f{..c, 63 0 Then ce is a *-homomorphism iff 
cp* : K;G .... ;;Jk is an orientation preserving map and ( r.p* )-1 preserves 
quasi complements. 
Proof~ The corollary follows by combining Theorem 9 .. 2 with 
Proposition 2e12.where the Jordan homomorphisms between JB-algebras 
were characterized among all unital positive maps.. U 
This corollary shows that the category of C*-algebras with 
unital *-homomorphisms and the category of compact convex sets 
satisfying the conditions of Corollary 7o2 with orientation pre-
serving maps, are equivalento 
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