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THE REPRESENTATIONS OF CYCLOTOMIC BMW ALGEBRAS
HEBING RUI AND JIE XU
Abstract. In this paper, we prove that the cyclotomic BMW algebras B2p+1,n
are cellular in the sense of [16]. We also classify the irreducible B2p+1,n-
modules over a field.
1. Introduction
Let r, n be two positive integers. Haering–Oldenburg [17] introduced a class of
finite dimensional algebras Br,n called cyclotomic BMW algebras in order to study
the link invariants. Such algebras are associative algebras over a commutative ring
R, which are the cyclotomic quotients of affine BMW algebras in [17] and [13].
Motivated by Ariki, Mathas and Rui’s work on cyclotomic Nazarov–Wenzl alge-
bras [3], we began to study Br,n in August of 2004. By using the method given
in section 3 in [3], we constructed all possible irreducible modules for Br,2.
1 A
by-product is the definition of u-admissible conditions given in Definition 3.15 for
certain parameters in the ground ring R. We remark that there are two papers [14]
and [24] in Arxiv which were posted at the end of 2006. In those papers, there are
some results for u-admissible conditions.
In this paper, we will construct a class of rational functions, which are similar to
those in [3] for cyclotomic Nazarov–Wenzl algebras. Such rational functions can be
used to construct the seminormal representations for Br,n under certain conditions
given in Lemma 4.6 and Assumption 4.18. By Wedderburn–Artin Theorem on the
semisimple finite dimensional algebras, we prove that the rank of Br,n is no less
than rn(2n−1)!! if Br,n is free. In order to prove that Br,n is free over R with rank
rn(2n − 1)!!, we have to find a subset S of Br,n whose cardinality is rn(2n − 1)!!
such that Br,n is generated by S as R-module. If so, then Br,n is free over R with
rank rn(2n− 1)!! as required.
In order to construct such a subset S, we construct a class of quotient modules
of Br,n. Such modules can be used to construct a filtration of two–sided ideals of
Br,n. Therefore, we can lift the set of generators for all such quotient modules to
get a set of generators for R-module Br,n. Together with our previous results on the
seminormal representations for Br,n, we prove that Br,n is a cellular algebra in the
sense of [16]. In particular, Br,n is free over R with rank r
n(2n− 1)!! as required.
For some technique reasons, we have to assume that r is odd when we construct
the quotient modules for Br,n. Using the results on the representation theory
of cellular algebras given in [16], we find the relationship between the irreducible
modules for Ariki–Koike algebras and Br,n. This will enable us to classify the
irreducible Br,n–modules over a field.
We organize the paper as follows. In section 2, we recall the definition of Br,n
over a commutative ring. In section 3, we give all possible irreducible modules for
Br,2. We also give the definition of u-admissible conditions. Under this assumption
together with two conditions in Lemma 4.6 and Assumption 4.18, we construct the
seminormal forms for Br,n in section 4. In section 5, we construct the quotient
modules for Br,n for all odd positive integers r. At the end of section 5, we prove
1 This is the main result of [26].
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that such a Br,n is cellular in the sense of [16]. Finally, we classify the irreducible
Br,n–modules for odd r in section 6.
When we wrote the paper, we received Dr. Shona Yu’s Ph. D thesis entitled
“The cyclotomic Birman-Murakami-Wenzl Algebras” [23]. In her thesis, Yu has
proved that Br,n is cellular algebra for all r by using different method. However,
we could not understand why she had assumed that ω0, one of parameters appeared
in the definition of Br,n, is invertible when she constructed a subset of Br,n which
generates Br,n as R-module.
Acknowledgment: The first author was supported in part by NSFC and
NCET. He also thanks Professor Ariki and Professor Mathas for their collaboration
in [3].
2. Cyclotomic BMW algebras
Throughout the paper, we fix two positive integers r, n and a commutative ring
R with multiplicative identity 1R.
Definition 2.1. Suppose that R is a commutative ring which contains
q±1, u±11 , . . . , u
±1
r , ̺
±1, δ±1 with δ = q − q−1. Fix Ω = {ωa | a ∈ Z } ⊆ R such
that
ω0 = 1− δ
−1(̺− ̺−1).
The cyclotomic BMW algebras Br,n is the unital associative R–algebra generated
by {Ti, Ei, X
±1
j | 1 ≤ i < n and 1 ≤ j ≤ n } subject to the following relations:
a) XiX
−1
i = X
−1
i Xi = 1 for 1 ≤ i ≤ n.
b) (Kauffman skein relation ) 1 = T 2i − δTi + δ̺Ei, for 1 ≤ i < n.
c) (braid relations)
(i) TiTj = TjTi if |i− j| > 1,
(ii) TiTi+1Ti = Ti+1TiTi+1, for 1 ≤ i < n− 1,
(iii) TiXj = XjTi if j 6= i, i+ 1.
d) (Idempotent relations) E2i = ω0Ei, for 1 ≤ i < n.
e) (Commutation relations) XiXj = XjXi, for 1 ≤ i, j ≤ n.
f ) (Skein relations)
(i) TiXi −Xi+1Ti = δXi+1(Ei − 1), for 1 ≤ i < n,
(ii) XiTi − TiXi+1 = δ(Ei − 1)Xi+1, for 1 ≤ i < n.
g) (Unwrapping relations) E1X
a
1E1 = ωaE1, for a ∈ Z.
h) (Tangle relations)
(i) EiTi = ̺Ei = TiEi, for 1 ≤ i ≤ n− 1,
(ii) Ei+1Ei = Ei+1TiTi+1 = TiTi+1Ei,for 1 ≤ i ≤ n− 2.
i) (Untwisting relations)
(i) Ei+1EiEi+1 = Ei+1 for 1 ≤ i ≤ n− 2,
(ii) EiEi+1Ei = Ei, for 1 ≤ i ≤ n− 2.
j ) (Anti–symmetry relations) EiXiXi+1 = Ei = XiXi+1Ei, for 1 ≤ i < n.
k) (Cyclotomic relation) (X1 − u1)(X1 − u2) · · · (X1 − ur) = 0
By Definition 2.1(b)(f)(h), we haveXi = Ti−1Xi−1Ti−1 for 2 ≤ i ≤ n. Therefore,
Br,n can also be generated by Ei, Ti, X1 for 1 ≤ i ≤ n− 1. We will not need this
fact. What we will need is Xi = Ti−1Xi−1Ti−1 later on.
Br,n was introduced by Haering–Oldenburg in order to study the link invariants.
It was re-defined by Goodman and Hauschild as the quotient algebra of affine BMW
algebra in [13]. Further, Goodman and Hauschild [13] have proved that affine BMW
algebras are free over R by showing that they are isomorphic to the affine Kauffman
tangle algebras. We do not recall such result since we do not need it when we discuss
the Br,n later on.
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The main purpose of this paper is to develop the representation theory of Br,n
by using the method in [3].
Lemma 2.2. There is a unique R-linear anti-isomorphism ∗ : Br,n −→ Br,n such
that T ∗i = Ti, E
∗
i = Ei and X
∗
j = Xj for all positive integers i < n and j ≤ n.
Proof. By checking the defining relations for Br,n, ∗ is an R-linear anti-
automorphism if EiTi+1Ti = EiEi+1 = Ti+1TiEi+1 for 1 ≤ i ≤ n − 2. In fact, By
Definition 2.1(h)(ii), Ei+1Ei = Ei+1TiTi+1. So, Ei = EiEi+1TiTi+1 and EiT
−1
i+1 =
EiEi+1Ti. By Definition 2.1(b) and (h)(i), Ei(Ti+1 − δ + δEi+1) = EiEi+1(T
−1
i +
δ − δEi). By Definition 2.1(i)(ii) again, EiTi+1 = EiEi+1T
−1
i . In other words,
EiTi+1Ti = EiEi+1. Similarly, we can prove EiEi+1 = Ti+1TiEi+1. 
Lemma 2.3. Given positive integers k ≤ n− 1 and a.
(1) TkX
a
k = X
a
k+1Tk +
∑a
i=1 δX
i
k+1(Ek − 1)X
a−i
k ,
(2) T−1k X
a
k = X
a
k+1T
−1
k +
∑a
i=1 δX
a−i
k+1(Ek − 1)X
i
k,
(3) EkX
a
kTk = ̺EkX
−a
k + δ
∑a
i=1EkX
a−i
k EkX
−i
k − δ
∑a
i=1 EkX
a−2i
k .
(4) TkX
−a
k = X
−a
k+1Tk −
∑a
i=1 δX
−a+i
k+1 (Ek − 1)X
−i
k ,
(5) T−1k X
−a
k = X
−a
k+1T
−1
k −
∑a
i=1 δX
−i
k+1(Ek − 1)X
−a+i
k ,
(6) EkX
−a
k Tk = ̺EkX
a
k − δ
∑a
i=1EkX
−i
k EkX
a−i
k + δ
∑a
i=1 EkX
a−2i
k .
Proof. (1) can be proved by induction on a. (2) follows from (1) and 2.1(b). Ap-
plying anti-automorphism ∗ on (1), we get the formula for XakTk. Multiplying Ek
on such a formula, we get (3). (4) follows from (1). (5) follows from (4) and 2.1(b).
(6) follows from (4). 
Acting E1 on both sides of X
b
1
∏r
i=1(X1 − ui) = 0 for b ∈ Z, and Lemma 2.3(1)
for k = 1, respectively, we have
(2.4)
{ ∑r
s=0(−1)
r−sσr−s(u)ωs+bE1 = 0
ωaE1 = ω−aE1 +
∑a
i=1 ̺
−1δ(ωa−iω−i − ωa−2i)E1,
where σi(u) is the i-th basic symmetric polynomial in u1, u2, · · · , ur.
If we assume that E1 is not a torsion element, then
(2.5)
{ ∑r
s=0(−1)
r−sσr−s(u)ωs+b = 0, ∀ b ∈ Z,
ωa = ω−a +
∑a
i=1 ̺
−1δ(ωa−iω−i − ωa−2i).
Definition 2.6. The parameters ωa ∈ R, a ∈ Z are called admissible if they satisfy
(2.5).
In [1], Ariki and Koike introduced Hr,n(u) := Hr,n, the cyclotomic Hecke algebra
of type G(r, 1, n) or the Ariki-Koike algebra. By definition, it is the unital associa-
tive R-algebra generated by y1, . . . , yn and g1, g2, . . . , gn−1 subject to the following
relations:
a) (gi − q)(gi + q−1) = 0, if 1 ≤ i ≤ n− 1,
b) gigj = gjgi, if |i− j| > 1,
c) gigi+1gi = gi+1gigi+1, for 1 ≤ i < n− 1,
d) giyj = yjgi, if j 6= i, i+ 1,
e) yiyj = yjyi, for 1 ≤ i, j ≤ n,
f ) yi+1 = giyigi, for 1 ≤ i ≤ n− 1,
g) (y1 − u1)(y1 − u2) . . . (y1 − ur) = 0.
In this paper, since we are assuming that u1, . . . , ur are invertible in R, yi’s are
invertible in Hr,n.
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Let 〈E1〉 be the two-sided ideal of Br,n generated by E1. It is not difficult to
see that there is an epimorphism
(2.7) η : Hr,n(u) −→ Br,n/〈E1〉
determined by: η(gi) = Ti+ 〈E1〉 and η(yj) = Xj + 〈E1〉 for positive integers i < n
and j ≤ n.
So, any Br,n-module, which is annihilated by E1, is an Hr,n(u)-module. We will
use this fact frequently in the next section.
3. u-admissible conditions
In this section, unless otherwise stated, we always assume that R =
Q(u1, u2, · · · , ur, q), where q, u1, u2, · · · , ur are algebraically independent over Q.
Let ̺±1 ∈ R, δ = q − q−1 and Ω = {ωa | a ∈ Z } ⊆ R such that
ω0 = 1− δ
−1(̺− ̺−1).
The main purpose of this section is to construct all possible irreducible repre-
sentations of Br,2 over R. We find a set of conditions on the parameters ̺ and
{ωa | a ∈ Z}, called u-admissible conditions, such that the dimension of the corre-
sponding Br,2 is 3r
2. These conditions, which are similar to those for the cyclotomic
Nazarov-Wenzl algebras in [3], are exactly what we need for general n.2
Proposition 3.1. Suppose that M is an irreducible Br,2–module such that E1M =
0. Then one of the following results holds.
a) M = Rm is one dimensional and the action of Br,2 is determined by
T1m = εm, E1m = 0, X1m = uim, and X2m = ε
2uim,
where ε ∈ {q,−q−1} and 1 ≤ i ≤ r. In particular, up to isomorphism, there
are exact 2r such representations.
b) M is two dimensional and the action of Br,2 is given by
T1 7→
uj
uj−ui
(
δ q − uiq−1u
−1
j
q−1 − quiu
−1
j −δuiu
−1
j
)
E1 7→
(
0 0
0 0
)
X1 7→
(
ui 0
0 uj
)
X2 7→
(
uj 0
0 ui
)
where 1 ≤ i, j ≤ r with i 6= j. In particular, up to isomorphism there are
exact
(
r
2
)
such representations.
Proof. It follows from (2.7) that any irreducible Br,2-module M has to be an irre-
ducible Hr,2-module if E1M = 0. By the results for Hr,2 in [1], M has to be one
of the modules given in (a) and (b). By direct computation, both (a) and (b) do
define the Br,2-modules with trivial action of E1 on them. 
Proposition 3.2. Suppose ω0 6= 0. There is a unique irreducible Br,2–module M
such that E1M 6= 0. Moreover, dimRM ≤ r. If d = dimRM , then there exists a
basis {m1,m2, . . . ,md} of M and scalars {v1, . . . , vd} ⊆ {u1, . . . , ur}, with vi 6= vj
whenever i 6= j, such that for 1 ≤ i ≤ d the following hold:
a) X1mi = vimi and X2mi = v
−1
i mi,
b) E1mi = γi(m1 + · · ·+md)
2The results given in this section are the main results of [26]. Similar results can be found
in [24]. We remark the method we are using here is almost the same as that used in [3].
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c) T1mi =
δ(γi − 1)
v2i − 1
mi +
∑
j 6=i
δγi
vivj − 1
mj,
where ωa =
d∑
j=1
vaj γj, a ∈ Z, and
(1) γi = (γd(vi) + δ
−1̺(v2i − 1)
∏
j 6=i
vj)
∏
j 6=i
vivj−1
vi−vj
, where γd(z) = 1 for 2 ∤ d and
−z, otherwise.
(2) ̺−1 = α
∏d
l=1 vl where α ∈ {1,−1} if 2 ∤ d and α ∈ {q
−1,−q}, otherwise.
(3) ω0 = δ
−1̺(
d∏
l=1
v2l − 1) + 1−
(−1)d+1
2
∏d
i=1 vi.
Conversely, if γj , ̺
−1, ωa =
d∑
j=1
vaj γj, a ∈ Z, are defined as above, then (a)-(c)
define an irreducible Br,2-module with E1M 6= 0.
Proof. The result can be proved by arguments similar to those for the cyclotomic
Nazarov-Wenzl algebras in [3]. We include a proof here.
By direct computation, one can verify that the R-module N generated by
{Xα1X
β
2 , X
α
1 X
β
2 T1, X
α
1 E1X
β
1 |0 ≤ α, β ≤ r−1} is a right Br,2-module. Since 1 ∈ N ,
N = Br,2. In particular, Br,2 is of finite dimension. So is any irreducible Br,2-
module.
Suppose that M is an irreducible Br,2–module such that E1M 6= 0 and d =
dimRM . We first show that (a)–(c) hold.
Since u1, . . . , ur are pairwise distinct, we can fix a basis {m1, . . . ,md} of M
consisting of eigenvectors for X1. Write X1mi = vimi, for some vi ∈ {u1, · · · , ur}.
We remark that we will prove that vi 6= vj whenever i 6= j.
Since we are assuming that ω0 6= 0, we define f =
1
ω0
E1. Then f
2 = f , E1f =
fE1 = ω0f , and f 6= 0. Also, we have fM 6= 0 since E1M 6= 0.
Fix an element 0 6= m ∈ fM . Then E1m = ω0m and T1m = ̺m (since
T1E1 = ̺E1). As X1X2E1 = E1, X1X2E1m = ω0m. Therefore, X1X2m = m.
We consider the R-module M ′ generated by {m,X1m, . . . , X
d−1
1 m}. Since
E1X
k
1m = E1X
k
1 fm =
1
ω0
E1X
k
1E1m =
ωk
ω0
E1m = ωkm, M
′ is stable under the
action of E1. By Lemma 2.3(3) for k = 1 and Lemma 2.2,
T1X
a
1m =
1
ω0
T1X
a
1E1m
=
1
ω0
(̺X−a1 +
a∑
i=1
δ(ωa−iX
−i
1 −X
a−2i
1 ))E1m
= ̺X−a1 m+
a∑
i=1
δ(ωa−iX
−i
1 m−X
a−2i
1 m)
Note that (X1 − v1)(X1 − v2) · · · (X1 − vd) = 0 on M . Each X
a
1 for a ∈ Z can be
written as a linear combination of Xb1 with 0 ≤ b ≤ d− 1. Therefore, M
′ is closed
under the action of T1. Note that X2 = T1X1T1. So, M
′ is closed under the action
of X2. We have M
′ = M since M is irreducible. In particular, by dimM = d,
{m,X1m, · · · , X
d−1
1 m} is a basis of M . Since E1X
k
1m = ωkm, E1M = Rm.
Write m =
∑d
i=1 rimi, for some ri ∈ R. Suppose that ri = 0 for some i. Then∏
1≤j≤d
j 6=i
(X1 − vj) ·m = 0.
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This contradicts the linear independence of {m,X1m, . . . , X
d−1
1 m}; hence, ri 6= 0
for i = 1, . . . , d. By rescaling the mi if necessary, we do assume that
(3.3) m = m1 +m2 + · · ·+md
in the following.
By the previous arguments, all of the eigenvalues {v1, . . . , vd} of X1 must be
distinct. It is easy to verify that X1X2 is central in Br,2, X1(X1X2)mi =
(X1X2)X1mi. So X1X2 acts on mi as a scalar since ui’s are algebraic indepen-
dent. On the other hand, since X1X2m = m, by (3.3), X1X2 acts as 1 on M .
Therefore, X2mi = X
−1
1 mi = v
−1
i mi, for i = 1, . . . , d, proving (a).
Since u1, . . . , ur are algebraically independent, v
2
i − 1 and vivj − 1, for i 6= j, are
invertible in R. So the formula in part (c) makes sense.
As E1M = Rm, we can define elements γi ∈ R by
E1mi = γim = γi(m1 + · · ·+md), for i = 1, . . . , d.
Write T1mi =
∑d
j=1 cjimj . By Definition 2.1(f) for i = 1, we have
T1X2mi −X1T1mi = δX2mi − δE1X2mi.
So,
d∑
j=1
v−1i cjimj −
d∑
j=1
cjivjmj = δv
−1
i mi − δv
−1
i γim.
Comparing the coefficients of mj on both sides of the above equation, we have
(3.4) cji =
δ(γi − δij)
vivj − 1
,
where δij is the Kronecker function. Therefore,
T1mi =
δ(γi − 1)
v2i − 1
mi +
∑
1≤j≤d
j 6=i
δγi
vivj − 1
mj .
This proves (c).
Since ̺E1 = T1E1, we have, for any positive integer i ≤ d:
̺γi
d∑
j=1
mj = ̺E1mi = T1E1mi = T1(γi
d∑
j=1
mj)
= γi
d∑
j=1
(
δ(γj − 1)
v2j − 1
mj +
∑
1≤k≤d
k 6=j
δγj
vjvk − 1
mk)
= γi(
d∑
j=1
δ(γj − 1)
v2j − 1
mj +
d∑
j=1
∑
1≤k≤d
k 6=j
δγk
vjvk − 1
mj)
Since E1M 6= 0, there is at least a non-zero γi. Therefore,
̺
d∑
j=1
mj =
d∑
j=1
δ(γj − 1)
v2j − 1
mj +
d∑
j=1
∑
1≤k≤d
k 6=j
δγk
vjvk − 1
mj.
Comparing the coefficients of mj on both sides of the equality, we have
(3.5)
d∑
k=1
γk
vjvk − 1
= δ−1̺+
1
v2j − 1
, j = 1, 2, · · · , d.
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The system of linear equations (3.5) on γk has a unique solution since detAd 6= 0
where Ad is the coefficient matrix such that the (i, j)-th entry of Ad is (vivj −1)−1.
In fact, we have
(3.6) detAd =
∏
1≤k<j≤d
(vk − vj)
2
∏
1≤k,j≤d
(vkvj − 1)
−1.
In order to verify (3.6), we first observe that
∏
1≤k,j≤d(vkvj − 1) · detAd is a
symmetric polynomial in v1, . . . , vd. So, it is divided by vk − vj , k 6= j. Therefore,
there is a fd(v1, · · · , vd) ∈ Q[v1, . . . , vd] such that
(3.7)
∏
1≤k,j≤d
(vkvj − 1) · detAd = fd(v1, · · · , vd)
∏
1≤k<j≤d
(vk − vj)
2.
Comparing the coefficients of v1 on both sides of (3.7), we know that the highest
degree of v1 in fd(v1, v2, · · · , vd) is zero. Since fd(v1, v2, · · · , vd) is a symmetric
polynomial in v1, v2, · · · , vd, fd(v1, v2, · · · , vd) = cd ∈ Q.
In order to determine cd, we set vd = 0 and get
detAd|vd=0 = − detAd−1
d−1∏
i=1
v2i
Using (3.7) to rewrite the above equation, we have cd = cd−1. By induction
assumption, cd = cj , 1 ≤ j ≤ d− 1. An easy computation shows that c1 = 1. Thus
cd = 1, proving (3.6).
We have proved that the system of linear equations given in (3.5) has a unique
solution. We define
f(z) =
γd(z)
(z2 − 1)(vjz − 1)
d∏
l=1
vlz − 1
z − vl
+
δ−1̺
z(vjz − 1)
d∏
l=1
vl(vlz − 1)
z − vl
,
where γd(z) is defined in (1) of Proposition 3.2. By residue theorem for complete
non-singular curves for f(z), we have
d∑
k=1
1
vjvk − 1
(γd(vk) + δ
−1̺(v2k − 1)
∏
l 6=k
vl)
∏
l 6=k
vkvl − 1
vk − vl
= δ−1̺+
1
v2j − 1
.
The above equalities shows that γk’s given in (1) in Proposition 3.2 satisfy (3.5).
We remark that the left (resp. right) side of the above equality can be interpreted
as
∑d
k=1 Resz=vkf(z)dz (resp. −
∑
v∈I
Resz=vf(z)dz and I = {∞,±1, 0}). This
completes the proof of (b).
Now, we prove the formula about ωa, a ∈ Z. Since E1m = ω0m and m =∑d
i=1mi, ω0 =
∑d
i=1 γi. Similarly, we have that ωa =
∑d
j=1 v
a
j γj . In order to
compute ω0, we define
g(z) =
γd(z)
z2 − 1
d∏
l=1
vlz − 1
z − vl
+
δ−1̺
z
d∏
l=1
vl(vlz − 1)
z − vl
.
Then ω0 =
∑d
i=1 γi =
∑d
i=1 Resz=vig(z)dz. By residue theorem for complete non-
singular curves for g(z), ω0 = −
∑
v∈I Resz=vf(z)dz and I = {∞,±1, 0}. By direct
computation,
ω0 = δ
−1̺(
d∏
l=1
v2l − 1) + 1−
(−1)d + 1
2
d∏
l=1
vl.
By solving the equation (ω0 − 1)δ = ̺−1 − ̺, we get ρ as required.
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We next show that M is uniquely determined, up to isomorphism. Suppose
that Br,2 has another irreducible module of dimension d
′ upon which E1 acts non–
trivially. Then, by the previous arguments,
ω0 = δ
−1̺′(
d′∏
l=1
w2l − 1) + 1−
(−1)d
′
+ 1
2
d′∏
l=1
wl.
for some {w1, . . . , wd′ } ⊆ {u1, . . . , ur}. Since we are assuming that u1, . . . , ur, q
are algebraically independent, d′ = d, ̺ = ̺′ and wi = v(i)σ , for some σ ∈ Sd and
1 ≤ i ≤ d. By (a)–(c), M ∼= M ′ as required.
Finally, it remains to verify that (a)–(c) do define a representation of Br,2(u)
whenever ωa =
∑d
i=1 v
a
i γi, for a ∈ Z and γi, ̺ as above. In other word, we need
verify the defining relations for Br,2. More explicitly, we need verify (a), (b), (d)–
(h) and (j)-(k) in Definition 2.1.
In fact, it is easy to verify (a),(e),(j),(k). Note that (d) and (g) can be verified
easily by using the formula ωa =
∑d
j=1 v
d
j γj . (f) follows from (3.4) and (h) follows
from
d∑
k=1
γk
vjvk − 1
= δ−1̺+
1
v2j − 1
, j = 1, 2, · · · , d.
Finally, we verify (b) in Definition 2.1.
We have already proved that Definition 2.1(f) holds on M . Thus, the following
equalities hold in EndR(M):{
T 21X2 − T1X1T1 = δT1X2 − ̺δE1X2
X2T
2
1 − T1X1T1 = δX2T1 − ̺δX2E1
Therefore, (T 21 −δT1+̺δE1)X2 = X2(T
2
1 −δT1+̺δE1). Since v
−1
i 6= v
−1
j whenever
i 6= j, and X2mi = v
−1
i mi, T
2
1 − δT1 + ̺δE1 acts on {m1, · · · ,md} diagonally. So,
for each positive integer i ≤ d, there is a ci ∈ R such that
(T 21 − δT1 + ̺δE1)mi = cimi.
So,
(T 21 − δT1 + ̺δE1)mi
=T1(
δ(γi − 1)
v2i − 1
mi +
X
1≤j≤d
j 6=i
δγi
vivj − 1
mj)
− δ(
δ(γi − 1)
v2i − 1
mi +
X
1≤j≤d
j 6=i
δγi
vivj − 1
mj) + ̺δγi
dX
j=1
mj
=
δ(γi − 1)
v2i − 1
(
δ(γi − 1)
v2i − 1
mi +
X
1≤j≤d
j 6=i
δγi
vivj − 1
mj) +
X
1≤j≤d
j 6=i
δγi
vivj − 1
(
δ(γj − 1)
v2j − 1
mj
+
X
1≤k≤d
k 6=j
δγj
vjvk − 1
mk)− δ(
δ(γi − 1)
v2i − 1
mi +
X
1≤j≤d
j 6=i
δγi
vivj − 1
mj) + ̺δγi
dX
j=1
mj
=cimi.
Comparing the coefficient of mi on both sides of the above equality, we have
ci = δ
2γi
d∑
j=1
γj
(vivj − 1)2
+ δ2
v2i − (1 + v
2
i )γi
(v2i − 1)
2
+ ̺δγi.
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Suppose
h(z) =
γd(z)
(z2 − 1)(viz − 1)2
d∏
l=1
vlz − 1
z − vl
+
δ−1̺
z(viz − 1)2
d∏
l=1
vl(vlz − 1)
z − vl
.
We use the residue theorem for complete non-singular curves for h(z) and the
equalities for γi, 1 ≤ i ≤ d, in Proposition 3.2 to compute ci. We discuss the case
2 ∤ d and leave the other to the reader.
By direct computation, we have
Resz=vh(z) =

− 12 (vi − 1)
−2, if v = 1,
− 12 (vi + 1)
−2, if v = −1,
δ−1̺, if v = 0,
and Resz=v−1i h(z) =
v2i
(1−v2
i
)2
∏
l 6=i
vi−vl
vivl−1
+ δ−1̺
v2i
1−v2
i
∏
l 6=i vl
∏
l 6=i
vi−vl
vivl−1
,
Resz=vkh(z) =
1
(1−vivk)2
∏
l 6=k
vkvl−1
vk−vl
+ δ−1̺
v2k−1
(1−vivk)2
∏
l 6=k vl
∏
l 6=k
vkvl−1
vk−vl
.
Using (1)–(2) of Proposition 3.2 to rewrite the above equalities yields{
Resz=v−1
i
h(z) =
v2i
γi(1−v2i )
2 −
1
γiδ2
Resz=vkh(z) =
γk
(1−vivk)2
.
By the residue theorem for complete non-singular curves for h(z), we have
Resz∈Ih(z) +
d∑
k=1
Resz=vkh(z) = 0
where I = {±1, 0, v−1i }. Rewriting the above equality yields
δ−1̺ =
v2i + 1
(v2i − 1)
2
−
v2i
γi(1 − v2i )
2
(1−
δ−2(v2i − 1)
2
v2i
)−
d∑
k=1
γk
(1− vivk)2
.
So,
ci = δ̺γi −
v2i + 1
(v2i − 1)
2
δ2γi +
v2i
(1− v2i )
2
δ2 + δ2γi
d∑
k=1
γk
(1− vivk)2
= 1.
This shows that Definition 2.1(b) holds on M . 
Theorem 3.8. Suppose R = Q(u1, u2, · · · , ur, q) where u1, . . . , ur, q are alge-
braically independent over Q. If ̺ and ωa, a ∈ Z, are given as in Propo-
sition 3.2 for d = r, then Br,2 is semisimple over R. Moreover, S =
{Xα1X
β
2 , X
α
1 X
β
2 T1, X
α
1 E1X
β
1 |0 ≤ α, β ≤ r − 1} is an R–basis of Br,2.
Proof. By direct computation, one can verify that the R-submodule M of Br,2
generated by S is a right Br,2-module. Since 1 ∈ S, M = Br,2. In particular,
dimBr,2 ≤ 3r2.
Under the assumption, we have, by Proposition 3.2, that there is a unique ir-
reducible Br,2-module M with E1M 6= 0. By Wedderburn-Artin Theorem for
semisimple finite dimensional algebras together with Proposition 3.1, we have
3r2 = 2r + 4
r(r − 1)
2
+ r2 = dimBr,2/RadBr,2 ≤ dimBr,2 ≤ 3r
2,
where RadBr,2 is the Jacobson radical of Br,2. Thus all inequalities given above
are equalities. In particular, Br,2 is semisimple and S is an R–basis. 
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Definition 3.9. Suppose x = (x1, x2, · · · , xr) are variables. For any non-negative
integer a, Define Qa(x), Q
′
a(x) such that
(3.10)
{ ∏r
i=1
y−xi
xiy−1
=
∑∞
a=0Qa(x)y
a,∏r
i=1
xiy−1
y−xi
=
∑∞
a=0Q
′
a(x)y
a.
We set Qa(x) = Q
′
a(x) = 0 if a < 0. For each non-negative integer a, it is not
difficult to verify that Qa(x) (resp. Q
′
a(x)) is a symmetric polynomial in variables
x1, x2, · · · , xr (resp. x
−1
1 , . . . , x
−1
r ). Further,
Q′a(x) = Qa(x
−1
1 , . . . , x
−1
r ).
Lemma 3.11. Suppose R is an integral domain which contains the identity 1R,
and the units u1, u2, · · · , ur, q, (q− q−1) such that uiu
±1
j 6= 1. Let F be the quotient
field of R. For a ∈ Z, define
ωa =
r∑
i=1
(γd(ui) + δ
−1̺(u2i − 1)
∏
j 6=i
uj)u
a
i
∏
j 6=i
uiuj − 1
ui − uj
where ̺ is defined in (2) of Proposition 3.2 for d = r. Suppose that a ≥ 0. Then
(3.12) ωa =

A+
a−1∑
k=0
1+(−1)k
2 Qa−1−k(u)− δ
−1̺δa0, if 2 ∤ r,
A−
a∑
k=0
1+(−1)k
2 Qa−k(u)− δ
−1̺δa0, if 2 | r,
and for a > 0,
(3.13) ω−a =
{
B +
∑a−1
k=0
1+(−1)k
2 Q
′
a−1−k(u), if 2 ∤ r,
B −
∑a−2
k=0
1+(−1)k
2 Q
′
a−2−k(u), if 2 | r,
where {
A = 1+(−1)
a
2 + δ
−1̺Qa(u)
∏d
i=1 ui,
B = 1+(−1)
a
2 − δ
−1̺Q′a(u)
∏d
i=1 ui.
In particular, ωa ∈ R for all a ∈ Z.
Proof. The result for a = 0 follows from Proposition 3.2. Suppose a is a positive
integer. We define
f(z) =
γd(z)z
a
z2 − 1
r∏
l=1
ulz − 1
z − ul
+ δ−1̺za−1
r∏
l=1
ul(ulz − 1)
z − ul
.
Then ωa =
∑r
i=1 Resz=uif(z)dz. By residue theorem for complete non-singular
curves for f(z),
(3.14) ωa = −
∑
v∈{∞,±1}
Resz=vf(z)dz.
When r is odd, Resz=1f(z)dz = −
1
2 and Resz=−1f(z)dz = −
(−1)a
2 . On the
other hand, −z−2f(z−1) = z−aϕ1(z) + z−a−1ϕ2(z), where{
ϕ1(z) = (z
2 − 1)−1
∏r
l=1
z−ul
ulz−1
ϕ2(z) = −δ−1̺
∏r
l=1
(z−ul)ul
ulz−1
.
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Also, we have (ϕ2(z))
(a)|z=0 = −a!δ−1̺
∏r
l=1 ulQa(u) and
(ϕ1(z))
(a−1)|z=0 =
a−1∑
k=0
(
a− 1
k
)
(
1
z2 − 1
)(k)
( r∏
l=1
z − ul
ulz − 1
)(a−1−k)
|z=0
=
a−1∑
k=0
(
a− 1
k
)
(−1)k!
1 + (−1)k
2
(a− 1− k)!Qa−1−k(u)
= −(a− 1)!
a−1∑
k=0
1 + (−1)k
2
Qa−1−k(u).
Note that Resz=∞f(z)dz = Resz=0f1(z)dz + Resz=0f2(z)dz where f1(z) =
z−aϕ1(z) and f2(z) = z
−a−1ϕ2(z). So,
Resz=∞f(z)dz = −
a−1∑
k=0
1 + (−1)k
2
Qa−1−k(u)− δ
−1̺
r∏
l=1
ulQa(u),
and (3.12) follows immediately from (3.14).
When r is even, γd(z) = −z. When we compute Resz=∞f(z)dz, we need com-
pute (ϕ1(z))
(a)|z=0. Therefore, we need use a instead of a− 1 in (3.12) for odd r.
This implies the result for (3.12) in the case 2 | r.
One can verify (3.13) by similar arguments as above. Since Qa(u) (resp. Q
′
a(u))
are polynomials in variables u1, u2, . . . , ur (resp. u
−1
1 , . . . , u
−1
r ), ωa ∈ R for all
a ∈ Z. 
Definition 3.15. Suppose R is a commutative ring which contains identity 1R,
and the units q, (q − q−1), ui, 1 ≤ i ≤ r. Let Ω = {ωa | a ∈ Z} ⊆ R. Then
Ω ∪ {̺} is called u-admissible if ωa satisfy (3.12), (3.13) for a ∈ Z and ̺ is given in
Proposition 3.2 for d = r.
By Theorem 3.8, Br,2 is a free over R with dimension 3r
2 if R =
Q(u1, u2, · · · , ur, q), and Ω ∪ {̺} is u-admissible. We will show that Br,n is free
over a commutative ring with rank rn(2n− 1)!! if Ω∪{̺} is u-admissible and 2 ∤ r.
Motivated by Nazarov’s work on Brauer algebras in [19], we define two generating
functions  w˜1,+(y) =
∑∞
a=0 ωay
−a
w˜1,−(y) =
∞∑
a=1
ω−ay
−a.
Lemma 3.16. Suppose y is an indeterminant. Then Ω∪{̺} is u-admissible if and
only if ̺ is given in Proposition 3.2 for d = r and
w˜1,+(y) =
y2
y2−1 − δ
−1̺+ (δ−1̺
r∏
l=1
ul +
yγd(y)
y2−1 )
∏r
l=1 ul
∏r
l=1
y−u−1
l
y−ul
,
w˜1,−(y) =
1
y2−1 + δ
−1̺− 1Qr
l=1 ul
(δ−1̺
r∏
l=1
ul −
y
γd(y)(y2−1)
)
∏r
l=1
y−ul
y−u−1
l
.
Proof. When r is odd, we have
∑∞
a=0
1+(−1)a
2 y
−a = y
2
y2−1 . By (3.10),
̺
r∏
l=1
ul
∞∑
a=0
δ−1Qa(u)y
−a = δ−1̺
r∏
l=1
u2l
r∏
l=1
y − u−1l
y − ul
,
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and
∞∑
a=0
a−1∑
k=0
1 + (−1)k
2
Qa−1−k(u)y
−a = (y−1 + y−3 + · · · )
∞∑
a=0
Qa(u)y
−a
=
y
y2 − 1
r∏
l=1
ul
r∏
l=1
y − u−1l
y − ul
Taking the sum of the above equalities yields the formula for w˜1,+1(y) in the case
r is odd. Similarly, one can verify the formulae in other cases. 
Corollary 3.17. Ω ∪ {ρ} is u-admissible if and only if
a) ̺ is defined by Proposition 3.2 for d = r,
b) ωa for 0 ≤ a ≤ r − 1 is determined by w˜1,+(y),
c) Ω is admissible.
Proof. “=⇒” Let c = δ−1̺u1 · · ·ur. By Lemma 3.16, we have
( ew1,+(y)− y2
y2 − 1
+ δ−1̺)( ew1,−(y)− 1
y2 − 1
− δ
−1
̺) = (
yγd(y)
1− y2
− c)(
yγd(y)
−1
(1− y2)
+ c).
For any positive integers r and all ̺ in Proposition 3.2 for d = r, we have
(
yγd(y)
1− y2
− c)(
yγd(y)
−1
(1− y2)
+ c) =
y2
(1− y2)2
− δ−2.
So,
(3.18) (w˜1,+(y)−
y2
y2 − 1
+ δ−1̺)(w˜1,−(y)−
1
y2 − 1
− δ−1̺) =
y2
(1− y2)2
− δ−2.
Multiplying (1 − y2)2 on both sides of (4) yields an equality given by Laurent
polynomials in indeterminate y. Comparing the coefficients of yi, i ≤ 4 on both
sides of such equality yields the second equality in (2.5). If ωa =
∑r
j=1 u
a
jγj where
γj ’s are given in Proposition 3.2 for d = r, then
r∑
a=0
(−1)r−aσr−a(u)ωa+b =
r∑
a=0
(−1)r−aσr−a(u)
r∑
j=1
ua+bj γj
=
r∑
j=1
(
r∑
a=0
(−1)r−aσr−a(u)u
a
j )u
b
jγj
= 0.
So, Ω is admissible.
“⇐=” Conversely, if Ω is admissible, then ωa for all a ∈ Z are determined by
ω0, ω1, . . . , ωr−1, uniquely. This implies the result. 
4. The seminormal representations of Br,n(u)
In this section, unless otherwise stated, we always keep the following assump-
tions:
Assumption 4.1. (1) R is a field which contains non zero elements q, and ui, 1 ≤
i ≤ r with o(q2) > 2n. (2) The parameters (u1, u2, . . . , ur) are generic in the sense
of Definition 4.5. (3) The root conditions 4.18 hold. (4) Ω ∪ {̺} is u-admissible.
The main purpose of this section is to construct the seminormal representations
for Br,n over R. We remark that the method we are using is the same as that
for cyclotomic Nazarov-Wenzl algebras in [3]. We start by recalling some combina-
torics.
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A partition of m is a sequence of non–negative integers λ = (λ1, λ2, . . . ) such
that λi ≥ λi+1 for all positive integers i and |λ| := λ1 + λ2 + · · · = m. Similarly,
an r-partition of m is an ordered r–tuple λ = (λ(1), . . . , λ(r)) of partitions λ(s) such
that |λ| := |λ(1)|+ · · ·+ |λ(r)| = m. Let Λ+r (m) be the set of all r-partitions of m.
If λ and µ are two r-partitions we say that µ is obtained from λ by adding a box
if there exists a pair (i, s) such that µ
(s)
i = λ
(s)
i +1 and µ
(t)
j = λ
(t)
j for (j, t) 6= (i, s).
In this situation we will also say that λ is obtained from µ by removing a box
and we write λ ⊂ µ and µ \ λ = (s, i, λ
(s)
i + 1). We will also say that the triple
(s, i, λ
(s)
i + 1) is an addable (resp. removable) node of λ (resp. µ) which is in the
i-th row, λ
(s)
i + 1-column of s-th component of λ (resp. µ).
Fix an integer m with 0 ≤ m ≤ ⌊n2 ⌋. Let λ ∈ Λ
+
r (n − 2m). It has been defined
in [3] that an n–updown λ–tableau, or more simply an updown λ–tableau, is a
sequence t = (t0, t1, t2, . . . , tn) of r-partitions where tn = λ and the r-partition ti is
obtained from ti−1 by either adding or removing a box, for i = 1, . . . , n. When i = 0,
we always assume that ti = ∅. Let T udn (λ) be the set of n–updown λ–tableaux.
There is an equivalence relation
k
∼ on T udn (λ), which has been defined in [3].
Suppose s, t ∈ T udn (λ). Then t
k
∼ s if tj = sj whenever 1 ≤ j ≤ n and j 6= k, for
s, t ∈ T udn (λ). The following result has been proved in [3].
Lemma 4.2. Suppose s ∈ T udn (λ) with sk−1 = sk+1. Then there is a bijection
between the set of all addable and removable nodes of sk−1 and the set of t ∈ T udn (λ)
with t
k
∼ s.
Suppose that t ∈ T udn (λ) where λ ∈ Λ
+
r (n − 2f) and 0 ≤ f ≤ ⌊
n
2 ⌋. For each
positive integer k ≤ n, either tk ⊂ tk−1 or tk−1 ⊂ tk. We define
(4.3) ct(k) =
{
usq
2(j−i), if tk\tk−1 = (i, j, s),
u−1s q
−2(j−i), if tk−1\tk = (i, j, s).
We call ct(k) the content of k in t. Let α = (i, j, s). We also define
(4.4) cλ(α) =
{
usq
2(j−i), if α is an addable node of λ,
u−1s q
−2(j−i), if α is a removable node of λ.
We write c(α) instead of cλ(α) if there is no confusion.
The following condition, which is a counterpart of the generic condition for cy-
clotomic Nazarov-Wenzl algebras in [3], guarantees the existence of the seminormal
representations for Br,n.
Definition 4.5. The parameters u = (u1, . . . , ur) are generic for Br,n if whenever
there exists d ∈ Z such that either uiu
±1
j = q
2d1R and i 6= j, or ui = ±q
d · 1R then
|d| ≥ 2n.
Lemma 4.6. Suppose that the parameters u are generic for Br,n and that o(q
2) >
2n. Let s, t ∈ T udn (λ) where λ ∈ Λ
+
r (n− 2f) and 0 ≤ f ≤ ⌊
n
2 ⌋. Then
a) s = t if and only if cs(k) = ct(k), for all positive integers k ≤ n.
b) cs(k) 6= cs(k + 1), for all positive integers k < n.
c) if sk−1 = sk+1 then cs(k) 6= ct(k)±1, whenever t
k
∼ s and t 6= s,
d) ct(k) 6= ±q±1 for all positive integers k ≤ n.
Proof. (a)-(c) can be proved by the arguments similar to those in [3]. The key point
is that the assumptions imply that the contents of the addable and removable nodes
in λ are distinct so an up-down λ–tableau s is uniquely determined by the sequence
of contents cs(k), for k = 1, . . . , n. (d) can be verified by direct computation. 
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Unless otherwise stated, we fix a λ ∈ Λ+r (n − 2f). Motivated by Ariki, Mathas
and Rui’s work on cyclotomic Nazarov-Wenzl algebras in [3], we introduce the
following rational functions in an indeterminate y. Such functions will play a key
role in the construction of seminormal representations of Br,n.
Definition 4.7. Suppose that s ∈ T udn (λ). For 1 ≤ k ≤ n, define rational functions
Wk(y, s) by
Wk(y, s) =
y2
y2 − 1
− δ−1̺+ (δ−1̺
r∏
i=1
ui +
yγr(y)
y2 − 1
)
r∏
i=1
ui
∏
α
y − c−1(α)
y − c(α)
,
where α runs over the addable and removable nodes of the r-partition sk−1.
Lemma 4.8. Suppose λ is an r-partition. Then
(4.9)
∏
α
c(α) =
r∏
i=1
ui
where α runs over all addable nodes and removable nodes of λ.
Proof. It is known that the number of addable nodes of a partition, say µ, is equal
to the number of the removable nodes of µ plus 1. We arrange the removable
nodes (resp. addable nodes) of µ from top to bottom. Therefore, we assume that
(p, ri, si), 1 ≤ i ≤ k (resp. (p, ai, bi), 1 ≤ i ≤ k+1) are all removable (resp. addable)
nodes of λ(p), the p-th component of λ. We have a1 = 1, bk+1 = 1, ai = ri−1 + 1
and sj = bj − 1 for 2 ≤ i ≤ k + 1 and 1 ≤ j ≤ k. By (4.4),∏
α
c(α) = upq
2(
Pk+1
i=1
(bi−ai)+
Pk
i=1
(ri−si)) = up.
Multiplying the previous equality for all positive integers p ≤ r yields (4.9). 
Lemma 4.10. Suppose that u is generic and o(q2) > 2n. Let s ∈ T udn (λ) and
1 ≤ k ≤ n. Then
Wk(y, s)
y
=
∑
α
(
Res
y=c(α)
Wk(y, s)
y
)
·
1
y − c(α)
,
where α runs over the addable and removable nodes of sk−1.
Proof. Since u is generic and o(q2) > 2n, c(α) are pairwise distinct for different
addable and removable nodes α of λ. Further, we have c(α) 6∈ {0,±1}. Therefore,
we can write
Wk(y, s)
y
= a+
b
y
+
c
y − 1
+
d
y + 1
+
∑
α
(
Res
y=c(α)
Wk(y, s)
y
)
·
1
y − c(α)
,
for some a, b, c, d ∈ R, where α runs over the addable and removable nodes of
sk−1. In order to prove the result, we need verify a = b = c = d = 0.
In fact, a = limy→∞
Wk(y,s)
y
= 0. We have b = Resy=0
Wk(y,s)
y
= −δ−1̺ +
δ−1̺
∏r
i=1 u
2
i
∏
α c(α)
−2 (4.9)= −δ−1̺ + δ−1̺ = 0. One can verify c = d = 0 simi-
larly. 
The following definition is the same as those for cyclotomic Nazarov-Wenzl al-
gebras if we use our rational functions Wk(y, s) instead of those for cyclotomic
Nazarov-Wenzl algebras in [3].
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Definition 4.11. Let λ ∈ Λ+r (n − 2f) for some non-negative integer f ≤ ⌊
n
2 ⌋.
Assume that k is a positive integer with k ≤ n. If s, t ∈ T udn (λ) with sk−1 = sk+1,
then we define the scalars Est(k) ∈ R by
Est(k) =

Res
y=cs(k)
Wk(y, s)
y
, if s = t,√
Ess(k)
√
Ett(k), if s 6= t and t
k
∼ s,
0, otherwise.
We remark that we have to fix the choice of square roots
√
Ess(k), for s ∈ T
ud
n (λ)
and 1 ≤ k ≤ n, which we will illustrate late.
In [3], there is no definition for Ess(k) under the assumption sk−1 6= sk+1. In
the current paper, we do not need such a definition either.
If r is odd, then ρ−1 ∈ {u1 · · ·ur,−u1 · · ·ur}. It follows from Definition 4.7 that
(4.12) Ess(k) =
{
1
̺cs(k)
(
cs(k)−cs(k)
−1
δ
+ 1
)∏
α
cs(k)−c(α)
−1
cs(k)−c(α)
, if ̺−1 = u1 · · ·ur,
1
̺cs(k)
(
cs(k)−cs(k)
−1
δ
− 1
)∏
α
cs(k)−c(α)
−1
cs(k)−c(α)
, if ̺−1 = −u1 · · ·ur,
where α runs over all addable and removable nodes of sk−1 with α 6= sk \ sk−1.
If r is even, then ̺−1 ∈ {q−1u1 · · ·ur,−qu1 · · ·ur}. So,
(4.13) Ess(k) =
{
1
̺δ
(
1− q
2
cs(k)2
)
)∏
α
cs(k)−c(α)
−1
cs(k)−c(α)
, if ̺−1 = q−1
∏r
i=1 ui,
1
̺δ
(
1− 1
q2cs(k)2
)∏
α
cs(k)−c(α)
−1
cs(k)−c(α)
, if ̺−1 = −q
∏r
i=1 ui,
where α runs over all addable and removable nodes of sk−1 with α 6= sk \ sk−1.
It follows from Lemma 4.6 and (4.12)–(4.13) that
(4.14) Est(k) 6= 0, if s
k
∼ t.
Rewriting Lemma 4.10 yields the following equality:
(4.15)
Wk(y, s)
y
=
∑
t
k
∼s
Ett(k)
y − ct(k)
.
Given two partitions s and t write s⊖ t = α if either t ⊂ s and s \ t = α, or s ⊂ t
and t \ s = α.
Let Sn be the symmetric group in n letters. As an Coxeter group, Sn is gener-
ated by si := (i, i+ 1) subject to the relations
s2i = 1, if 1 ≤ i ≤ n− 1,
sisj = sjsi if |i− j| > 1
sisjsi = sjsisj, if |i− j| = 1.
Let s ∈ T udn (λ) with sk−1 6= sk+1, for some k, 1 ≤ k < n. Suppose that sk⊖sk−1
and sk+1⊖ sk are in different rows and in different columns. It is defined in [3] that
sks = (s1, · · · , sk−1, tk, sk+1, · · · , sn) ∈ T
ud
n (λ)
where tk is the r-partition which is uniquely determined by the conditions tk ⊖
sk+1 = sk−1 ⊖ sk and sk−1 ⊖ tk = sk ⊖ sk+1. If the nodes sk ⊖ sk−1 and sk+1 ⊖ sk
are either in the same row, or in the same column, then sks is not defined.
Definition 4.16. Let s ∈ T udn (λ) with sk−1 6= sk+1, for some k, 1 ≤ k < n. We
define
as(k) =
δcs(k + 1)
cs(k + 1)− cs(k)
and bs(k) =
√
1− as(k)2 + δas(k).
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We will fix the choice of square root for bs(k) in (4.18). Since u is generic, by
Lemma 4.6(b), cs(k + 1)− cs(k) 6= 0. So, the formula for as(k) makes sense.
As in [3], we do not define as(k) and bs(k) when sk−1 = sk+1. The following
result can be verified easily.
Lemma 4.17. Suppose that s ∈ T udn (λ) and 1 ≤ k < n. Then:
a) If sks is defined then cs(k) = csks(k+1) and cs(k+1) = csks(k); consequently,
asks(k) = δ − as(k).
b) If sks is not defined then as(k) ∈ {q,−q−1} and bs(k) = 0.
Finally, if sk−1 = sk+1 and t
k
∼ s, where 1 ≤ k < n, we set
Tst(k) = δ
Est(k)− δst
cs(k)ct(k)− 1
.
Note that cs(k)ct(k) 6= 1 by Lemma 4.6.
We will assume that we have chosen the square roots in the definitions of bs(k)
and Est(k) so that the following equalities hold.
Assumption 4.18 (Root conditions). We assume that the ring R is large enough
so that
√
Ess(k) ∈ R and bs(k) =
√
1− as(k)2 + δas(k) ∈ R, for all s, t ∈ T udn (λ)
and 1 ≤ k < n, and that the following equalities hold:
a) If sk−1 6= sk+1 and sks is defined then bsks(k) = bs(k).
b) If sk−1 6= sk+1 and s
l
∼ t, where |k − l| > 1, then bs(k) = bt(k).
c) If sk−1 6= sk+1, sk 6= sk+2 and sks and sk+1s are both defined then
bsk+1s(k) = bsks(k + 1).
d) If sk−1 = sk+1 and sk = sk+2 then
√
Ess(k)
√
Ess(k + 1) = 1.
e) If sk−1 = sk+1, tk−1 = tk+1 and Ess(k) = Ett(k) then
√
Ess(k) =
√
Ett(k).
f ) If sk−1 = sk+1, sk = sk+2 and t
k+1
∼ s, u
k
∼ s with skt and sk+1u both defined
and skt = sk+1u then bt(k)
√
Ett(k + 1) = bu(k + 1)
√
Euu(k).
The following is the main result of this section.
Theorem 4.19. Let Br,n be over a field R such that the Assumption 4.1 holds.
Let ∆(λ) be the R–vector space with basis { vs | s ∈ T udn (λ) }. Then ∆(λ) becomes
a Br,n-module via
• Tkvs =

∑
t
k
∼s
Tst(k)vt, if sk−1 = sk+1,
as(k)vs + bs(k)vsks, if sk−1 6= sk+1,
• Ekvs =

∑
t
k
∼s
Est(k)vt, if sk−1 = sk+1
0, if sk−1 6= sk+1,
• Xivs = cs(i)vs,
for 1 ≤ k < n and 1 ≤ i ≤ n. When sks is not defined, we set vsks = 0.
Definition 4.20. We call ∆(λ) the seminormal representation of Br,n(u) with
respect to λ for λ ∈ Λ+r (n− 2f), and 0 ≤ f ≤ ⌊
n
2 ⌋.
In the remainder of this section, we will prove Theorem 4.19. The rational
functions Wk(y, s) play the key role. As in [3], we will work with formal (infinite)
linear combinations of elements of ∆(λ) and Br,n. Let Z(A) be the center of an
algebra A.
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Lemma 4.21. Suppose that R is a commutative ring which contains 1 and invert-
ible elements q, δ, u1, . . . , ur such that Ω ∪ {̺} is u-admissible. Given two integers
k ≥ 1 and a ≥ 0. Then there is a ω
(a)
k ∈ Z(Br,k−1) ∩R[X
±1
1 , . . . , X
±1
k−1] such that
EkX
a
kEk = ω
(a)
k Ek.
Moreover, the generating series W˜k(y) =
∑∞
a=0 ω
(a)
k y
−a satisfies
(4.22)
W˜k+1(y) + δ
−1̺− y
2
y2−1
W˜k(y) + δ−1̺−
y2
y2−1
=
(y −Xk)2
(y −X−1k )
2
·
y − q−2X−1k
y − q−2Xk
·
y − q2X−1k
y − q2Xk
.
Proof. We prove the result by induction on k. When k = 1, the result follows from
Definition 2.1(g). In this case, W˜1(y) = w˜1,+(y). Suppose that we have already
proved the result for all positive integers which are less than k + 1. In order to
prove the result for k + 1, we start with the identity
(4.23) Tk
1
y −Xk
=
1
y −Xk+1
Tk + δ
1
yXk − 1
Ek
1
y −Xk
−
δXk+1
(y −Xk)(y −Xk+1)
,
We multiply (y − Xk+1)(yXk − 1) (resp. (y − Xk)) on the left (resp. right) of
(4.23). Then we use Definition 2.1(f),(j) to get the identity. Multiplying (4.23) on
the left by Ek and replacing y by y
−1 yields
(4.24) Ek
1
y −Xk
Tk = Ek(
̺Xk
yXk − 1
−
δ
(y −Xk)(yXk − 1)
) + δ
fWk(y)
y
Ek
1
yXk − 1
Multiplying Tk on the right of (4.23) and using (4.23)–(4.24), we have
Tk
1
y −Xk
Tk =
1
y −Xk+1
+ δTk
1
y −Xk
+
δ2Xk+1
(y −Xk)(y −Xk+1)
−
δ2
yXk − 1
Ek
1
y −Xk
−
̺δXk
yXk − 1
Ek −
δ2X2k+1
(y −Xk)2(y −Xk+1)
+
δ2
Xk(y −Xk)(yXk − 1)
Ek
1
y −Xk
−
δ
y −Xk
Tk
Xk
y −Xk
−
δ2Xk+1
(y −Xk)2
+
δ2
Xk(y −Xk)
Ek
1
y −Xk
+
̺δ
yXk − 1
Ek
Xk
yXk − 1
−
δ2
yXk − 1
Ek
1
(y −Xk)(yXk − 1)
+
δ2W˜k(y)
y(yXk − 1)
Ek
1
yXk − 1
Note that
δ2Xk+1
(y −Xk)(y −Xk+1)
−
δ2X2k+1
(y −Xk)2(y −Xk+1)
−
δ2Xk+1
(y −Xk)2
=
δ2Xk
(y −Xk)2
−
δ2Xk
(y −Xk)2
y
y −Xk+1
.
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By our induction assumption,
Ek+1Tk
1
y −Xk
TkEk+1 = (
1
y
−
δ2Xk
(y −Xk)2
)Ek+1
y
y −Xk+1
Ek+1
+ (
̺−1δ
y −Xk
+
δ2ω0Xk
(y −Xk)2
−
δ2
(yXk − 1)(y −Xk)
−
̺δXk
yXk − 1
+
δ2
Xk(y −Xk)2
+
δ2
Xk(y −Xk)2(yXk − 1)
−
̺−1δXk
(y −Xk)2
+
̺δXk
(yXk − 1)2
−
δ2
(yXk − 1)2(y −Xk)
+
δ2W˜k(y)
y(yXk − 1)2
)Ek+1
On the other hand,
Ek+1Tk
1
y −Xk
TkEk+1 = Ek+1EkT
−1
k+1
1
y −Xk
TkEk+1
=Ek+1Ek
1
y −Xk
EkEk+1 − δEk+1Ek
1
y −Xk
TkEk+1 + δ̺
−1Ek+1
1
y −Xk
We use (4.24) to compute the second term in the right hand side of the above
equality. Thus,
Ek+1Tk
1
y −Xk
TkEk+1 =(
W˜k(y)
y
+
̺−1δ
y −Xk
−
̺δXk
yXk − 1
+
δ2
(yXk − 1)(y −Xk)
−
δ2W˜k(y)
y(yXk − 1)
)Ek+1
Comparing the first and third expressions of Ek+1Tk
1
y−Xk
TkEk+1 yields
(
1
y
−
δ2Xk
(y −Xk)2
)Ek+1
y
y −Xk+1
Ek+1 + (
̺−1δ
y −Xk
+
δ2ω0Xk
(y −Xk)2
−
δ2
(yXk − 1)(y −Xk)
−
̺δXk
yXk − 1
+
δ2
Xk(y −Xk)2
+
δ2
Xk(y −Xk)2(yXk − 1)
−
̺−1δXk
(y −Xk)2
+
̺δXk
(yXk − 1)2
−
δ2
(yXk − 1)2(y −Xk)
+
δ2W˜k(y)
y(yXk − 1)2
)Ek+1
= (
W˜k(y)
y
+
̺−1δ
y −Xk
−
̺δXk
yXk − 1
+
δ2
(yXk − 1)(y −Xk)
−
δ2W˜k(y)
y(yXk − 1)
)Ek+1
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So,
(
1
y
−
δ2Xk
(y −Xk)2
)Ek+1
y
y −Xk+1
Ek+1
=(−
̺−1δ
y −Xk
−
δ2ω0Xk
(y −Xk)2
+
δ2
(yXk − 1)(y −Xk)
+
̺δXk
yXk − 1
−
δ2
Xk(y −Xk)2
−
δ2
Xk(y −Xk)2(yXk − 1)
+
̺−1δXk
(y −Xk)2
−
̺δXk
(yXk − 1)2
+
δ2
(yXk − 1)2(y −Xk)
−
δ2W˜k(y)
y(yXk − 1)2
+
W˜k(y)
y
+
̺−1δ
y −Xk
−
̺δXk
yXk − 1
+
δ2
(yXk − 1)(y −Xk)
−
δ2W˜k(y)
y(yXk − 1)
)Ek+1
=(
1
y
−
δ2Xk
(yXk − 1)2
)W˜k(y)Ek+1 + ̺δXk(
1
(y −Xk)2
−
1
(yXk − 1)2
)Ek+1
+
δ2Xky
2(1−X2k)
(yXk − 1)2(y −Xk)2
Ek+1
Multiplying (yXk − 1)2(y −Xk)2 on both sides of above equation yields
(yXk − 1)
2(
(y −Xk)2
y
− δ2Xk)Ek+1
y
y −Xk+1
Ek+1
=(y −Xk)
2(
(yXk − 1)2
y
− δ2Xk)W˜k(y)Ek+1 + ̺δXk((yXk − 1)
2
− (y −Xk)
2)Ek+1 + δ
2Xky
2(1−X2k)Ek+1.
So,
(y −X−1k )
2((y −Xk)
2 − δ2Xky)Ek+1
y
y −Xk+1
Ek+1
=(y −Xk)
2((y −X−1k )
2 − δ2X−1k y)W˜k(y)Ek+1 + δ
2X−1k y
3(1−X2k)Ek+1
+ ̺δy(Xk(y −X
−1
k )
2 −X−1k (y −Xk)
2)Ek+1.
Therefore,
(y −X−1k )
2(y − q−2Xk)(y − q
2Xk)Ek+1
y
y −Xk+1
Ek+1
=(y −Xk)
2(y − q−2X−1k )(y − q
2X−1k )W˜k(y)EK+1
− (δ−1̺−
y2
y2 − 1
)((y −X−1k )
2(y − q−2Xk)(y − q
2Xk)
− (y −Xk)
2(y − q−2X−1k )(y − q
2X−1k ))
Thus,
Ek+1
y
y −Xk+1
Ek+1 = W˜k+1(y)Ek+1,
where W˜k+1(y) satisfies the recursive relation (4.22).
Note that XkTj = TjXk and XkEj = EjXk for all positive integers j ≤ k −
2. By induction assumption and (4.22), ω
(a)
k+1 commutates with E1, . . . , Ek−2 and
T1, . . . , Tk−2. In order to verify
(4.25) ω
(a)
k+1Y = Y ω
(a)
k+1, for Y ∈ {Tk−1, Ek−1},
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we use the following series∑
m≥0
amz
m =
(1 +Xk−1z)(1 +Xkz)
(1 +X−1k−1z)(1 +X
−1
k z)
,
where z ∈ {−y−1,−q±2y},
a0 = 1, a1 = Xk−1 +Xk −X
−1
k−1 −X
−1
k ,
a2 = XkXk−1 −X
−1
k X
−1
k−1 − (X
−1
k +X
−1
k−1)(Xk +Xk−1 −X
−1
k −X
−1
k−1)
am = −(X
−1
k−1 +X
−1
k )am−1 −X
−1
k−1X
−1
k am−2, for m ≥ 3.
By induction, we have Ek−1aj = ajEk−1 = 0 for all non-negative integers j.
We verify Tk−1am = amTk−1 for all m ≥ 0 by induction on m. There is nothing
to be proved when m = 0 since a0 = 1. By Definition 2.1(f),{
Tk−1(Xk−1 +Xk) = (Xk−1 +Xk)Tk−1 + δ(XkEk−1 − Ek−1Xk)
Tk−1(X
−1
k−1 +X
−1
k ) = (X
−1
k−1 +X
−1
k )Tk−1 + δ(X
−1
k−1Ek−1 − Ek−1X
−1
k−1)
So, Tk−1a1 = a1Tk−1. When m ≥ 2, since Tk−1 commute with XkXk−1 and
X−1k X
−1
k−1, we have, by induction assumption that
Tk−1am − amTk−1 =(X
−1
k−1 +X
−1
k )am−1Tk−1 − Tk−1(X
−1
k−1 +X
−1
k )am−1
=(X−1k−1 +X
−1
k )am−1Tk−1 − (X
−1
k−1 +X
−1
k )Tk−1am−1
− δ(X−1k−1Ek−1 − Ek−1X
−1
k−1)am−1 = 0.
Using (4.22) twice, we have
(4.26)
fWk+1(y) + δ−1̺− y2y2−1fWk−1(y) + δ−1̺− y2y2−1
=
(y −Xk)
2
(y −X−1k )
2
·
y − q−2X−1k
y − q−2Xk
·
y − q2X−1k
y − q2Xk
(y −Xk−1)
2
(y −X−1k−1)
2
·
y − q−2X−1k−1
y − q−2Xk−1
·
y − q2X−1k−1
y − q2Xk−1
.
Thus, Tk−1, Ek−1 commute with the right hand side of (4.26). By induction as-
sumption, Tk−1, Ek−1 commutes with W˜k−1(y), it has to commute with W˜k+1(y).
Thus, ω
(a)
k+1 commutes with Tk−1 and Ek−1.
Now, we prove ω
(a)
k ∈ R[X
±1
1 , · · · , X
±1
k−1]. Let gk(Xk) = (y − X
−1
k )
2(y −
q−2Xk)(y − q2Xk). By (4.22),
fWk+1(y)gk(Xk) = fWk(y)gk(X−1k ) + (Xk −X−1k )δ2y((δ−1ρ− 1)y2 − δ−1ρ).
Comparing the coefficients of yj for j ≤ 4 on both sides of the last equation, we
have the following results:
a) j = 4: ω
(0)
k+1 = ω
(0)
k . By induction assumption, ω
(0)
k+1 = ω0.
b) j = 3: ω
(1)
k+1 = ω
(1)
k + δρ
−1(Xk −X
−1
k ).
c) j = 2:
ω
(2)
k+1 = ω
(2)
k − ω
(1)
k (2Xk + (q
2 + q−2)X−1k ) + ω
(1)
k+1(2X
−1
k + (q
2 + q−2)Xk).
d) j = 1:
ω
(3)
k+1 − ω
(3)
k + (ω
(1)
k+1 − ω
(1)
k )(X
2
k +X
−2
k + 2(q
2 + q−2))
=(ω
(2)
k+1 − ω
(0)
k )(2X
−1
k + (q
2 + q−2)Xk)− δρ(Xk −X
−1
k )
+ (ω
(0)
k+1 − ω
(2)
k )(2Xk + (q
2 + q−2)X−1k ).
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e) j ≤ 0:
ω
(−j+4)
k+1 + ω
(−j)
k+1 + (ω
(−j+2)
k+1 − ω
(−j+2)
k )(X
2
k +X
−2
k + 2(q
2 + q−2))
=ω
(−j)
k + ω
(−j+4)
k + (ω
(−j+1)
k+1 − ω
(−j+3)
k )(2Xk + (q
2 + q−2)X−1k )
+ (ω
(−j+3)
k+1 − ω
(−j+1)
k )(2X
−1
K + (q
2 + q−2)Xk).
By induction assumptions on k and a together with the formulae in (a)-(e), we
have that ω
(a)
k ∈ R[X
±1
1 , · · · , X
±1
k−1]. 
Corollary 4.27. Suppose that R is a commutative ring which contains 1 and in-
vertible elements q, δ, u1, . . . , ur such that Ω∪{̺} is u-admissible. Given a positive
integer k ≤ n− 1. If a ∈ Z, then
a) EkX
a
kT
±1
k−1Ek =
∑a
i=−a fiX
i
k−1Ek;
b) EkX
a
kT
±1
k+1Ek =
∑a
i=−a giX
i
k+2Ek,
where fi, gi ∈ Z(Br,k−1) ∩R[X
±1
1 , . . . , X
±1
k−1] for −a ≤ i ≤ a.
Proof. Both (a) an (b) follow from Lemma 2.3(1)(2)(4)(5) and Lemma 4.21 and
Definition 2.1. 
By Lemma 4.21, we have
(4.28)
W˜k(y) + δ
−1̺− y
2
y2−1
W˜1(y) + δ−1̺−
y2
y2−1
=
k−1∏
i=1
(y −Xi)2
(y −X−1i )
2
·
y − q−2X−1i
y − q−2Xi
·
y − q2X−1i
y − q2Xi
.
Since ω
(a)
k ∈ R[X
±1
1 , · · · , X
±1
k−1], we can define W˜k(y, s) ∈ R((y
−1)) by
W˜k(y)vs = W˜k(y, s)vs.
Proposition 4.29. Given an s ∈ T udn (λ) and a positive integer k ≤ n, we have
Wk(y, s) = W˜k(y, s).
Proof. As Ω ∪ {̺} is u-admissible, by Lemma 3.16 and (4.28), we have
W˜k(y, s) + δ
−1̺−
y2
y2 − 1
=A ·
r∏
ℓ=1
(y − u−1ℓ )
(y − uℓ)
×
k−1∏
i=1
(y − cs(i))2
(y − cs(i)−1)2
·
y − q−2cs(i)−1
y − q−2cs(i)
·
y − q2cs(i)−1
y − q2cs(i)
.
where
A = (̺δ−1
r∏
ℓ=1
uℓ +
yγr(y)
y2 − 1
)
r∏
ℓ=1
uℓ.
By arguments similar to those for [3, 4.17] we can verify that
W˜k(y, s) + δ
−1̺−
y2
y2 − 1
= A
∏
α
y − c(α)−1
y − c(α)
,
where α runs over the addable and removable nodes of sk−1. This provesWk(y, s) =
W˜k(y, s). 
One can verify the following result by similar arguments to those for [3, 4.18].
Corollary 4.30. Suppose that s ∈ T udn (λ) and that 1 ≤ k < n and a ≥ 0. Then
EkX
a
kEkvs = ω
(a)
k Ekvs.
Lemma 4.31. Suppose that s ∈ T udn (λ) with sk−1 = sk+1 and sk = sk+2. Then
Ess(k)Ess(k + 1) = 1.
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Proof. By (4.22) and Proposition 4.29,
Wk+1(y, s)+δ
−1̺−
y2
y2 − 1
= (Wk(y, s) + δ
−1̺−
y2
y2 − 1
)
×
(y − cs(k))2
(y − cs(k)−1)2
(y − q−2cs(k)−1)
(y − q−2cs(k))
(y − q2cs(k)−1)
(y − q2cs(k))
,
where Wk(y, s) is given by Definition 4.7. Note that cs(k)cs(k + 1) = 1 and
Ess(k + 1) = Resy=cs(k+1)
Wk+1(y, s)
y
= Resy=cs(k)−1
Wk+1(y, s)
y
.
There are four cases we need to discuss:
Case 1. 2 ∤ r and ̺−1 = u1u2 · · ·ur:
Ess(k + 1) =
(
δ−1cs(k) +
cs(k)
2
1− cs(k)2
)
̺−1
∏
t
k
∼s,t6=s
cs(k)
−1 − ct(k)
−1
cs(k)−1 − ct(k)(
cs(k)
−1 − cs(k)
)cs(k)−1 − q−2cs(k)−1
cs(k)−1 − q−2cs(k)
cs(k)
−1 − q2cs(k)−1
cs(k)−1 − q2cs(k)
=
̺δcs(k)
2
cs(k)2 + δcs(k)− 1
∏
t
k
∼s,t6=s
cs(k)− ct(k)
cs(k)− ct(k)−1
=
1
Ess(k)
Case 2. 2 ∤ r and ̺−1 = −
∏r
l=1 ui:
Ess(k + 1) =
(
− δ−1cs(k) +
cs(k)
2
1− cs(k)2
)(
− ̺−1
) ∏
t
k
∼s,t6=s
cs(k)
−1 − ct(k)−1
cs(k)−1 − ct(k)(
cs(k)
−1 − cs(k)
)cs(k)−1 − q−2cs(k)−1
cs(k)−1 − q−2cs(k)
cs(k)
−1 − q2cs(k)−1
cs(k)−1 − q2cs(k)
=
̺δcs(k)
2
cs(k)2 − δcs(k)− 1
∏
t
k
∼s,t6=s
cs(k)− ct(k)
cs(k)− ct(k)−1
=
1
Ess(k)
Case 3. 2 | r and ̺−1 = q−1
∏r
l=1 ui:
Ess(k + 1) =
(
qδ−1cs(k)−
cs(k)
1− cs(k)2
)
q̺−1
∏
t
k
∼s,t6=s
cs(k)
−1 − ct(k)−1
cs(k)−1 − ct(k)(
cs(k)
−1 − cs(k)
)cs(k)−1 − q−2cs(k)−1
cs(k)−1 − q−2cs(k)
cs(k)
−1 − q2cs(k)−1
cs(k)−1 − q2cs(k)
=
̺δcs(k)
2
cs(k)2 − q2
∏
t
k
∼s,t6=s
cs(k)− ct(k)
cs(k)− ct(k)−1
=
1
Ess(k)
Case 4. 2 | r and ̺−1 = −q
∏r
l=1 ui:
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Ess(k + 1) =
(
− q−1δ−1cs(k)−
cs(k)
1− cs(k)2
)(
− q−1̺−1
) ∏
t
k
∼s,t6=s
cs(k)
−1 − ct(k)−1
cs(k)−1 − ct(k)(
cs(k)
−1 − cs(k)
)cs(k)−1 − q−2cs(k)−1
cs(k)−1 − q−2cs(k)
cs(k)
−1 − q2cs(k)−1
cs(k)−1 − q2cs(k)
=
̺δcs(k)
2
cs(k)2 − q−2
∏
t
k
∼s,t6=s
cs(k)− ct(k)
cs(k)− ct(k)−1
=
1
Ess(k)
.
We remark that we use Lemma 4.2, (4.9) and (4.12)–(4.13) when we verify the
equalities in cases 1–4. 
The following result can be proved by similar arguments to those for [3, 4.20].
The only difference is that we use our rational functions Wk(y, s) instead of those
for cyclotomic Nazarov-Wenzl algebras.
Lemma 4.32. Fix an integer k with 1 ≤ k < n−1 and suppose that s, t, u ∈ T udn (λ)
such that sk−1 = sk+1, sk = sk+2, t
k+1
∼ s, u
k
∼ s and that skt and sk+1u are both
defined with skt = sk+1u. Then
bt(k)
2Ett(k + 1) = bu(k + 1)
2Euu(k).
The following combinatorial identities will be used in the proof of Theorem 4.19.
Proposition 4.33. Suppose that s, t′ ∈ T udn (λ) with sk−1 = sk+1, sk 6= sk+2,
t
′ k∼ s and t′ 6= s, where 1 ≤ k < n− 1. Then the following identities hold:
a)
∑
t
k
∼s
Ett(k)
cs(k)ct(k)− 1
= δ−1̺+
1
cs(k)2 − 1
,
b)
X
t
k
∼s
Ett(k)
(cs(k)ct(k)− 1)2
=
cs(k)
2 + 1
(cs(k)2 − 1)2
− δ
−1
̺+ (
1
δ2
−
cs(k)
2
(cs(k)2 − 1)2
)
1
Ess(k)
c)
∑
t
k
∼s
Ett(k)
(cs(k)ct(k)− 1)(ct(k)ct′(k)− 1)
=
cs(k)ct′ (k) + 1
(cs(k)2 − 1)(ct′(k)2 − 1)
− δ−1̺,
Proof. Evaluating both sides of (4.15) at y = cs(k)
−1 and using (4.7) gives (a). By
Proposition 4.29 and Corollary 4.30 we have
Ek
1
(y −Xk)(v −Xk)
Ekvs =
1
v − y
(Wk(y, s)
y
−
Wk(v, s)
v
)
Ekvs.
Comparing the coefficients of vs on both sides of this equation yields∑
t
k
∼s
Ett(k)
(y − ct(k))(v − ct(k))
=
1
v − y
{Wk(y, s)
y
−
Wk(v, s)
v
}
.
Let y = cs(k)
−1. We use (a) to rewrite the above equality and obtain the following
equality:
(4.34)
∑
t
k
∼s
Ett(k)
(1− cs(k)ct(k))(v − ct(k))
=
Wk(v, s) + δ
−1̺− v
2
v2−1
v(1− vcs(k))
− v−1δ−1̺+
v + cs(k)
(v2 − 1)(1− cs(k)2)
Setting v = ct′(k)
−1 gives (c). Now we set v = cs(k)
−1. There are four cases we
need to discuss.
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When 2 ∤ r and
∏r
l=1 ui = ̺
−1, it follows from (4.34) that
∑
t
k
∼s
Ett(k)
(1− cs(k)ct(k))2
+ δ−1̺−
1 + cs(k)
2
(1− cs(k)2)2
=̺−1
(
δ−1cs(k) +
cs(k)
2
1− cs(k)2
)∏
t
k
∼s
t6=s
cs(k)
−1 − ct(k)−1
cs(k)−1 − ct(k)
−cs(k)−2
cs(k)−1 − cs(k)
=
cs(k)
2 − δcs(k)− 1
δ(cs(k)2 − 1)2
̺−1cs(k)
2
∏
t
k
∼s
ct(k)
−2
∏
t6=s
ct(k)− cs(k)
ct(k)−1 − cs(k)
=
cs(k)
2 − δcs(k)− 1
δ(cs(k)2 − 1)2
̺cs(k)
2
∏
t6=s
ct(k)− cs(k)
ct(k)−1 − cs(k)
by (4.9)
=(δ−2 −
cs(k)
2
(1− cs(k)2)2
)
1
Ess(k)
by (4.12).
This proves (b) under the assumption 2 ∤ r and
∏r
l=1 ui = ̺
−1. One can verify
(b) in other cases. 
We are going to check that the action of Br,n(u) on ∆(λ) respects the defining
relations of Br,n(u).
Lemma 4.35. Suppose s ∈ T udn (λ). Then
a) E2i vs = ω0Eivs, for 1 ≤ i < n.
b) E1X
k
1E1vs = ωkE1vs, for k ∈ Z.
c) (X1 − u1)(X1 − u2) · · · (X1 − ur)vs = 0.
d) XiXjvs = XjXivs for 1 ≤ i, j ≤ n.
e) EiXiXi+1vs = XiXi+1Eivs = Eivs, 1 ≤ i ≤ n− 1.
f ) (TiXi −Xi+1Ti)vs = δXi+1(Ei − 1)vs, for 1 ≤ i ≤ n− 1
g) (XiTi − Ti+1Xi)vs = δ(Ei − 1)Xi+1vs, for 1 ≤ i ≤ n− 1
h) TkXlvs = XlTkvs if l 6= k, k + 1.
i) EkEk±1Ekvs = Ekvs.
j ) EkTkvs = ̺Ekvs = TkEkvs.
k) TiTjvs = TjTivs if |i− j| > 1.
l) XiX
−1
i = X
−1
i Xi = 1 for 1 ≤ i ≤ n.
Proof. We have already proved (a) and (b) for k > 0 in Corollary 4.30. (c)-(h) and
(l) can be verified easily. By (c), we have (b) for all k ∈ Z with k < 0. (i)-(k) can
be proved by arguments similar to those in [3, 4.23,4.25, 4.27a]. When we prove (j)
we need to use Proposition 4.33(a) instead of [3, 4.21a]. 
It remains to check the defining relations (b), (c)(ii), (h)(ii) in Definition 2.1.
Lemma 4.36. Suppose that s ∈ T udn (λ). Then (T
2
k − δTk + δ̺Ek)vs = vs.
Proof. We prove the result by computing the coefficient of vt in the expression of
(T 2k − δTk + δ̺Ek)vs. There are two cases we have to discuss as follows.
Case 1. sk−1 6= sk+1:
Then Ekvs = 0. If sks is not defined then as(k) ∈ {q,−q−1} and bs(k) = 0 (see
Lemma 4.17). So, (T 2k − δTk + δ̺Ek)vs = vs. If sks ∈ T
ud
n (λ) then by the choice
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of the square roots in (4.18)(a) we have
(T 2k − δTk + δ̺Ek)vs =(Tk − δ)
(
as(k)vs + bs(k)vsks
)
=as(k)
(
as(k)vs + bs(k)vsks
)
− δ
(
as(k)vs + bs(k)vsks
)
+ bs(k)
(
asks(k)vsks + bsks(k)vs
)
=vs (by Lemma 4.17.)
Case 2. sk−1 = sk+1:
We have
(T 2k − δTk + δ̺Ek)vs
=
∑
t
k
∼s
(∑
v
k
∼s
Tsv(k)Tvt(k)
)
vt − δ
∑
t
k
∼s
Tst(k)vt + ̺δ
∑
t
k
∼s
Est(k)vt.
The coefficient of vs in (T
2
k − δTk + δ̺Ek)vs is equal to 1 since∑
v
k
∼s
Tsv(k)Tvs(k)− δTss(k) + ̺δEss(k)
=
∑
v
k
∼s
δ2Ess(k)Evv(k)
(cs(k)cv(k)− 1)2
−
δ2(Ess(k)− 1)
cs(k)2 − 1
+ δ̺Ess(k) +
δ2(1− 2Ess(k))
(cs(k)2 − 1)2
=δ2Ess(k)
( 1 + cs(k)2
(1− cs(k)2)2
+
1
δ2Ess(k)
−
cs(k)
2
(1− cs(k)2)2Ess(k)
)
+
δ2(1− 2Ess(k))
(1− cs(k)2)2
+
δ2(Ess(k)− 1)
1− cs(k)2
(by Proposition 4.33(b))
=1.
If t
k
∼ s and t 6= s then the coefficient of vt in (T 2k − δTk + δ̺Ek)vs is zero sinceX
v
k
∼s
Tsv(k)Tvt(k)− δTst(k) + δ̺Est(k)
=
X
v∼s
s 6=v 6=t
δ2Esv(k)Evt(k)
(cs(k)cv(k)− 1)(cv(k)ct(k)− 1)
+
δ(Ess(k)− 1)
cs(k)2 − 1
δEst(k)
cs(k)ct(k)− 1
+
δEst(k)
cs(k)ct(k)− 1
δ(Ett(k)− 1)
ct(k)2 − 1
−
δ2Est(k)
cs(k)ct(k)− 1
+ δ̺Est(k)
=δ2Est(k)
“X
v∼s
Evv(k)
(cs(k)cv(k)− 1)(cv(k)ct(k)− 1)
−
1
(cs(k)2 − 1)(cs(k)ct(k)− 1)
−
1
(ct(k)2 − 1)(cs(k)ct(k)− 1)
−
1
cs(k)ct(k)− 1
+ δ−1̺
”
=δ2Est(k)
“X
v∼s
Evv(k)
(cs(k)cv(k)− 1)(cv(k)ct(k)− 1)
−
cs(k)ct(k) + 1
(cs(k)2 − 1)(ct(k)2 − 1)
+ δ−1̺
”
=0 (by Proposition 4.33(c)).
Therefore, (T 2k − δTk + δ̺Ek)vs = vs. 
Proposition 4.37. Suppose that s ∈ T udn (λ). Then
a) Ek+1Ekvs = TkTk+1Ekvs.
b) Ek+1Ekvs = Ek+1TkTk+1vs.
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Proof. (a) We assume that sk−1 = sk+1 since otherwise Ek+1Ekvs = TkTk+1Ekvs =
0. Let s˜ ∈ T udn (λ) be such that s˜
k
∼ s and s˜k = sk+2. Note that Ekvs = 0 for any
s ∈ T udn (λ) with sk−1 6= sk+1. So,
TkEk+1Ekvs − δEk+1Ekvs + δEkvs
=(Tk − δ)Ek+1Es,s˜(k)vs˜ + δ
∑
t
k
∼s
Est(k)vt
=(Tk − δ)Es,s˜(k)
∑
t
k+1
∼ s˜
Es˜t(k + 1)vt + δ
∑
t
k
∼s
Est(k)vt
=Es,s˜(k)Es˜,s˜(k + 1)
∑
t
k
∼s˜
Ts˜t(k)vt +
∑
t
k+1
∼ s˜,t6=s˜
Es,s˜(k)Es˜,t(k + 1)(at(k)vt + bt(k)vskt)
− δEs,s˜(k)
∑
t
k+1
∼ s˜
Es˜t(k + 1)vt + δ
∑
t
k
∼s
Est(k)vt.
If skt is defined, for t in the second sum, then (skt)k 6= sk+2 and u = sk+1skt is also
defined. Further, we have u
k
∼ s˜ and u 6= s. Similarly,
Tk+1Ekvs = Ess˜(k)
∑
t
k+1
∼ s˜
Ts˜t(k+ 1)vt +
∑
t
k
∼s˜,t6=s˜
Est(k)
(
at(k+ 1)vt + bt(k+1)vsk+1t
)
We are going to compare the coefficients of vt in both TkEk+1Ekvs− δEk+1Ekvs +
δEkvs and Tk+1Ekvs. Note that Es˜s˜(k)Es˜s˜(k + 1) = 1 by Lemma 4.31.
Case 1. t = s˜:
Since cs˜(k)cs˜(k + 1) = 1, the definitions and the remarks above show that the
coefficient of vt in TkEk+1Ekvs − δEk+1Ekvs + δEkvs is equal to
Ess˜(k)Es˜s˜(k + 1)(Ts˜s˜(k)− δ) + δEs,s˜(k)
= Ess˜(k)
(
δEs˜s˜(k + 1)
Es˜s˜(k)− 1
cs˜(k)2 − 1
− δEs˜s˜(k + 1) + δ
)
= Ess˜(k)
δ(Es˜s˜(k + 1)− 1)
cs˜(k + 1)2 − 1
= Ess˜(k)Ts˜s˜(k + 1)
which is the coefficient of vt in Tk+1Ekvs.
Case 2. t
k
∼ s˜ and t 6= s˜:
Now, cs˜(k) = ct(k + 2) and ct(k + 1) = ct(k)
−1, so the coefficient of vt in
TkEk+1Ekvs − δEk+1Ekvs + δEkvs is
Ess˜(k)Es˜s˜(k + 1)Ts˜t(k) + δEst(k)
= Ess˜(k)Es˜s˜(k + 1)
δEs˜t(k)
cs˜(k)ct(k)− 1
+ δEst(k)
= δEst(k)
1
1− cs˜(k)−1ct(k)−1
= δEst(k)
ct(k + 2)
ct(k + 2)− ct(k + 1)
= Est(k)at(k + 1).
which is the coefficient of vt in Tk+1Ekvs.
Case 3. t
k+1
∼ s˜ and t 6= s˜:
Since ct(k)cs˜(k+1) = 1, the coefficient of vt in TkEk+1Ekvs − δEk+1Ekvs + δEkvs
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is
(at(k)− δ)Es˜t(k + 1)Ess˜(k)
=(
δct(k + 1)
ct(k + 1)− ct(k)
− δ)Es˜t(k + 1)Ess˜(k)
=Ess˜(k)
δEs˜t(k + 1)
ct(k + 1)cs˜(k + 1)− 1
=Ess˜(k)Ts˜t(k + 1)
which is the coefficient of vt in Tk+1Ekvs.
Now suppose that skt is defined and let u = sk+1skt be as above. Then the
coefficient of vskt in TkEk+1Ekvs − δEk+1Ekvs + δEkvs is
Ess˜(k)Es˜t(k + 1)bt(k) =
√
Ess(k)
√
Ett(k + 1)bt(k)
=
√
Ess(k)
√
Euu(k)bu(k + 1)
= Esu(k)bu(k + 1),
where the second equality comes from (4.18)(f). As skt = sk+1u this is the coeffi-
cient of vskt in Tk+1Ekvs.
In summary, we have proved that (TkEk+1Ek− δEk+1Ek + δEk)vs = Tk+1Ekvs.
By Lemma 4.36 and Lemma 4.35(j),
Ek+1Ekvs = (T
2
k − δTk + δ̺Ek)Ek+1Ekvs
= Tk(TkEk+1Ekvs − δEk+1Ekvs + δEkvs)
= Tk(Tk+1Ekvs) = TkTk+1Ekvs,
and (a) follows.
In order to prove (b), we need to consider four cases as follows.
Case 1. sk = sk+2 and sk−1 = sk+1:
We have
Ek+1EkTk+1vs − δEk+1Ekvs + δEk+1vs
=Ek+1EkTss(k + 1)vs − δEk+1Ekvs + δEk+1vs
=(Tss(k + 1)− δ)Ek+1Ess(k)vs + δEk+1vs
=((Tss(k + 1)− δ)Ess(k) + δ)Ek+1vs
=
δcs(k + 1)
2
cs(k + 1)2 − 1
(1− Ess(k))Ek+1vs
=
δ(Ess(k)− 1)
cs(k)2 − 1
Ek+1vs
=Tss(k)Ek+1vs = Ek+1Tkvs.
Case 2. sk 6= sk+2 and sk−1 = sk+1:
Define s˜ ∈ T udn (λ) to be the unique updown tableau such that s˜
k
∼ s and s˜k = sk+2.
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Then s˜ 6= s and
Ek+1EkTk+1vs − δEk+1Ekvs + δEk+1vs
=Ek+1Ek(as(k + 1)vs + bs(k + 1)vsk+1s)− δEk+1Ekvs
=(as(k + 1)− δ)Ek+1Ess˜(k)vs˜
=
δEss˜(k)cs(k + 1)
cs(k + 2)− cs(k + 1)
Ek+1vs˜
=
δEss˜(k)
cs(k)cs˜(k)− 1
Ek+1vs˜
=Tss˜(k)Ek+1vs˜ = Ek+1Tkvs˜
where the last second equality uses the facts that cs(k+1)cs(k) = 1, cs(k+2) = cs˜(k)
and (sk+1s)k−1 6= (sk+1s)k+1.
Case 3. sk = sk+2 and sk−1 6= sk+1:
Let s˜ ∈ T udn (λ) such that s˜
k+1
∼ s and s˜k+1 = sk−1. Then
Ek+1EkTk+1vs − δEk+1Ekvs + δEk+1vs
=Ek+1EkTss˜(k + 1)vs˜ + δEk+1vs
=Tss˜(k + 1)Es˜s˜(k)Ek+1vs˜ + δEk+1vs
=Tss˜(k + 1)Es˜s˜(k)
∑
t
k+1
∼ s˜
Es˜t(k + 1)vt + δ
∑
t
k+1
∼ s
Est(k + 1)vt
and Ek+1Tkvs = Ek+1(as(k)vs + bs(k)vsks) = as(k)
∑
t
k+1
∼ s
Est(k + 1)vt since
(sks)k 6= (sks)k+2 However, since cs˜(k + 1) = cs(k)
−1, we have
Tss˜(k + 1)Es˜s˜(k)Es˜t(k + 1) + δEst(k + 1)
=
δ
√
Ess(k + 1)
√
Ett(k + 1)
cs(k + 1)cs˜(k + 1)− 1
+ δEst(k + 1)
=
δcs(k + 1)
cs(k + 1)− cs(k)
Est(k + 1) = as(k)Est(k + 1).
So, Ek+1EkTk+1vs − δEk+1Ekvs + δEk+1vs = Ek+1Tkvs.
Case 4. sk 6= sk+2 and sk−1 6= sk+1:
Under our assumptions, we have Ek+1EkTk+1vs − δEk+1Ekvs + δEk+1vs = bs(k +
1)Ek+1Ekvsk+1s and Ek+1Tkvs = bs(k)Ek+1vsks. If (sk+1s)k−1 6= (sk+1s)k+1 then
(sks)k 6= (sks)k+2. So, Ek+1EkTk+1vs − δEk+1Ekvs + δEk+1vs = 0 = Ek+1Tkvs.
Suppose now that (sk+1s)k−1 = (sk+1s)k+1 and let s˜ ∈ T udn (λ) be the unique
updown tableau such that s˜
k
∼ sk+1s and s˜k = sk+2. Set t = sks and u = sk+1s
and observe that the assumptions of (4.18)(f) hold, so that bt(k)
√
Ett(k + 1) =
bu(k + 1)
√
Euu(k). As bs(k) = bt(k) and bs(k + 1) = bu(k + 1). By (4.18)(d),
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together with the fact that t′
k+1
∼ s˜ if and only if t′
k+1
∼ sks, we have
Ek+1EkTk+1vs − δEk+1Ekvs + δEk+1vs
=bs(k + 1)Ek+1
∑
t′
k
∼s˜
Eut′(k)vt′
=bs(k + 1)Eus˜(k)Ek+1vs˜
=bs(k + 1)Eus˜(k)
∑
t′
k+1
∼ s˜
Es˜t′(k + 1)vt′
=bs(k)
∑
t′
k+1
∼ s˜
Ett′(k + 1)vt′
=bs(k)Ek+1vsks = Ek+1Tkvs
In summary, we have proved that Ek+1EkTk+1vs − δEk+1Ekvs + δEk+1vs =
Ek+1Tkvs for any s ∈ T udn (λ). So, Ek+1Tk(Tk+1vs) = (Ek+1EkTk+1 − δEk+1Ek +
δEk+1)(Tk+1vs). Now, (b) follows from Lemma 4.36 and Lemma 4.35(i)(j), imme-
diately. 
Lemma 4.38. Suppose that s ∈ T udn (λ) with sk−1 6= sk+1 and sk 6= sk+2, where
1 ≤ k < n− 1. Then TkTk+1Tkvs = Tk+1TkTk+1vs.
Proof. One can verify the result without difficult if he uses the arguments in the
proof of Lemma [3, 4.28]. We only give an example to illustrate it and leave the
others to the reader.
Suppose that either sks is not defined, or sks is defined and (sks)k 6= (sks)k+2.
In this case, the formulae for TkTk+1Tkvs and Tk+1TkTk+1vs are exactly the same
as those given in the proof of [3, 4.28] up to the definitions of at(k), bt(k) etc. We
can verify TkTk+1Tkvs = Tk+1TkTk+1vs by comparing the coefficients of vu on both
sides of the above equality. For example, we need to show
(4.39)
as(k)
2as(k + 1) + asks(k + 1)(1− as(k)
2 + δas(k))
=as(k)as(k + 1)
2 + ask+1s(k)(1 − as(k + 1)
2 + δas(k + 1))
when we prove that the coefficients of vs in TkTk+1Tkvs = Tk+1TkTk+1vs are equal.
The reader should compare the (4.39) with that given in line 4, in [3, p93]. In our
case, as(k) = δc(β)(c(β) − c(α))−1, as(k + 1) = δc(γ)(c(γ) − c(β))−1, ask+1s(k) =
asks(k+1) = δc(γ)(c(γ)− c(α))
−1 if we write sk ⊖ sk−1 = α, sk+1 ⊖ sk = β, sk+2 ⊖
sk+1 = γ. By direct computation, we can verify (4.39) easily. 
Lemma 4.40. Suppose that s ∈ T udn (λ) and that either sk−1 = sk+1 and sk 6=
sk+2, or sk−1 6= sk+1 and sk = sk+2, for 1 ≤ k < n − 1. Then TkTk+1Tkvs =
Tk+1TkTk+1vs.
Proof. The result can be proved by arguments given in the proof of [3, 4.29]. Since
it does not involve huge computation, we include a proof here.
Case 1. sk+1s is defined:
Suppose first that sk−1 = sk+1 and sk 6= sk+2. Then t = sk+1s ∈ T ud(λ) is well-
defined. Furthermore, tk 6= tk+2 and tk−1 6= tk+1, so TkTk+1Tkvt = Tk+1TkTk+1vt
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by Lemma 4.38. Now, Tk+1vt = at(k+1)vt+bt(k+1)vs and bt(k+1) 6= 0. Therefore
TkTk+1Tkvs =
1
bt(k + 1)
TkTk+1Tk
(
Tk+1vt − at(k + 1)vt
)
=
1
bt(k + 1)
(
Tk(Tk+1TkTk+1)vt − at(k + 1)(TkTk+1Tk)vt
)
=
1
bt(k + 1)
(
Tk(TkTk+1Tk)vt − at(k + 1)(Tk+1TkTk+1)vt
)
by Lemma 4.38. Hence, using Lemma 4.36 twice,
TkTk+1Tkvs =
1
bt(k + 1)
“
(1 + δTk − ̺δEk)Tk+1Tkvt − at(k + 1)(Tk+1TkTk+1)vt
”
=
1
bt(k + 1)
“
Tk+1Tk(1 + δTk+1 − ̺δEk+1)vt − at(k + 1)(Tk+1TkTk+1)vt
”
=
1
bt(k + 1)
(Tk+1TkTk+1)
“
Tk+1vt − at(k + 1)vt
”
= (Tk+1TkTk+1)vs
as required.
The case when sk−1 6= sk+1 and sk = sk+2 can be proved similarly.
Case 2. sk+1s is not defined:
This is equivalent to saying that the two nodes sk+2⊖ sk+1 and sk+1⊖ sk are either
in the same row or in the same column. Therefore, either sk ⊂ sk+1 ⊂ sk+2 or
sk ⊃ sk+1 ⊃ sk+2. Note that in either case sk−1 = sk+1, so we have
Ekvs =
∑
t
k
∼s
t6=s
Est(k)vt + Ess(k)vs.
Using Lemma 4.37 and Lemma 4.35(j) twice, we have TkTk+1TkEkvs =
̺TkTk+1Ekvs = ̺Ek+1Ekvs = Tk+1Ek+1Ekvs = Tk+1TkTk+1Ekvs.
Suppose that t
k
∼ s and t 6= s. Since the two boxes sk+2 ⊖ sk+1 and sk+1 ⊖
tk belong to different rows and columns, sk+1t is well-defined and tk−1 = tk+1.
By Case 1, Tk+1TkTk+1vt = TkTk+1Tkvt. Consequently, Tk+1TkTk+1Ess(k)vs =
TkTk+1TkEss(k)vs. Canceling the non-zero factor Ess(k) shows that TkTk+1Tkvs =
Tk+1TkTk+1vs. 
Proposition 4.41. Suppose that 1 ≤ k < n − 1 and s ∈ T udn (λ). Then
TkTk+1Tkvs = Tk+1TkTk+1vs.
Proof. By Lemma 4.38 and Lemma 4.40, we need to consider the case when sk−1 =
sk+1 and sk = sk+2. By Proposition 4.37(a) and Proposition 4.35(j),
Tk+1TkTk+1Ekvs = Tk+1Ek+1Ekvs = ̺Ek+1Ekvs = ̺TkTk+1Ekvs = TkTk+1TkEkvs
Therefore, (
Tk+1TkTk+1 − TkTk+1Tk
)(
Ess(k)vs +
∑
t
k
∼s,t6=s
Est(k)vt
)
= 0.
Now, if t
k
∼ s and t 6= s then TkTk+1Tkvt = Tk+1TkTk+1vt by Lemma 4.40. Con-
sequently, TkTk+1Tkvs = Tk+1TkTk+1vs since Ess(k) 6= 0. This completes the
proof. 
Proof of Theorem 4.19. We have already checked the defining relations for Br,n on
∆(λ). So, ∆(λ) is a Br,n(u)–module, as we wanted to show. 
The following result shows that we can chose ui, q ∈ R such that the root condi-
tions can be satisfied in R.
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Lemma 4.42. Suppose that R = R. We choose q, ui ∈ R+ in such a way that
|logq2u1| > · · · > |logq2ur| ≥ n and |logq2ui| − |logq2ui+1| ≥ 2n, and one of the
following conditions holds:
a) q > 1 if either 2 ∤ r and ̺−1 =
r∏
l=1
ul or 2 | r and ̺
−1 = q−1
r∏
l=1
ul.
Furthermore, we assume that logq2ui < 0 if 2 | i and logq2ui > 0 if 2 ∤ i.
b) 0 < q < 1 if either 2 ∤ r and ̺−1 = −
r∏
l=1
ul or 2 | r and ̺−1 = −q
r∏
l=1
ul.
Furthermore, we assume that logq2ui > 0 if 2 | i and logq2ui < 0 if 2 ∤ i.
Suppose that s ∈ T udn (λ) and 1 ≤ k < n. Then 1 − as(k)
2 + δas(k) ≥ 0, if
sk−1 6= sk+1, and Ess(k) > 0, if sk−1 = sk+1. In particular, the Root Condition
(4.18) holds if we choose positive square roots
√
bs(k) ≥ 0 and
√
Ess(k) > 0.
Proof. We start with the case sk−1 6= sk+1. Let α = sk ⊖ sk−1 and β = sk+1 ⊖
sk. Define S = {a ∈ R+||logq2a| ≥ 1}. By the definitions of c(α) and c(β),
c(β)c(α)−1 = u±1i u
±1
j q
2(±k±l) for some integers i, j, k and l. We want to prove
c(β)c(α)−1 ∈ S. There are two cases we need to discuss:
Case 1. u±1i u
±1
j = 1:
In this case, α and β are in the same component of λ. Also, both α and β are either
removable nodes or addable nodes of λ. By Lemma 4.6 c(β)c(α)−1 6= 1. Therefore,
c(β)c(α)−1 = q2(±k±l) ∈ S.
Case 2: u±1i u
±1
j 6= 1:
We have
|logq2(u
±1
i u
±1
j q
2(±k±l))| = | ± logq2ui ± logq2uj ± k ± l|
≥|logq2ui ± logq2uj | − |k ± l| ≥ 2n− |k ± l| ≥ 1.
Hence, c(β)c(α)−1 ∈ S. So,
1− as(k)
2 + δas(k) =
(c(β) − q−2c(α))(c(β) − q2c(α))
(c(β)− c(α))2
=
( c(β)
c(α) − q
−2)( c(β)
c(α) − q
2)
( c(β)
c(α) − 1)
2
> 0
Now, we prove Ess(k) > 0. Since we are assuming that |logq2ui| − |logq2ui+1| ≥
2n, |logq2ut ± logq2ut′ | ≥ 2n if t
′ 6= t. Therefore, the signs of logq2u
±1
t u
±1
t′ q
2(±c±d)
and ±logq2ut ± logq2ut′ are the same. In other words,
(4.43)
u±1t u
±1
t′ q
2(±c±d) − 1
u±1t u
±1
t′ − 1
> 0.
Similarly, we can verify
(4.44)
u±2t q
2(±c±d) − 1
u±2t − 1
> 0.
Next we consider the case sk−1 = sk+1. Let α = sk ⊖ sk−1 and λ = sk−1. Write
α = (i, j, t).
Let utq
2ci , for 1 ≤ i ≤ l+1, be the contents of the addable nodes of λ(t) and let
u−1t q
−2dj , for 1 ≤ j ≤ l, be the contents of the removable nodes of λ(t). We may
assume that
c1 > d1 > · · · > cl > dl > cl+1.
Let εt be the sign of the product of
c(α)c(β)−1
c(α)−c(β) , where β runs over all of the addable
and removable nodes of λ(t) such that β 6= α. First we consider εt′ where t′ 6= t.
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By (4.43), εt′ is equal to either the sign of
(u−1t u
−1
t′ − 1)
l
(u−1t − u
−1
t′ )
l
(u−1t ut′ − 1)
l+1
(u−1t − ut′)
l+1
=
ut′ − ut
1− utut′
.
or the sign of
(utu
−1
t′ − 1)
l
(ut − u
−1
t′ )
l
(utut′ − 1)l+1
(ut − ut′)l+1
=
1− utut′
ut′ − ut
.
It is not difficult to see that the signs of the last two equations are the same.
Suppose t′ < t and q > 1. There are four cases we have to discuss.
• Both t′ and t are odd. Then ut′ > ut and utut′ > 1.
• t′ is odd and t is even. Then ut′ > ut and utut′ > 1.
• t′ is even and t is odd. Then ut′ < ut and utut′ < 1.
• Both t′ and t are even. Then ut′ < ut and utut′ < 1.
So, εt′ < 0 if t
′ < t. When t′ > t, we switch the role between t and t′. So, εt′ > 0.
When 0 < q < 1, we use q−1 instead of the previous q. Since |log(q−1)2ui| =
|logq2ui|, we still have εt′ < 0 if t
′ < t and εt′ > 0 if t
′ > t. Hence∏
t′ 6=t
εt′ = (−1)
t−1.
Suppose c(α) = utq
2ci , for some i. εt is equal to the sign of
l+1∏
k=1,
k 6=i
u2tq
2(ci+ck) − 1
ut(q2ci − q2ck)
l∏
k=1
q2(ci−dk) − 1
utq2ci − u
−1
t q
−2dk
.
By (4.44), it is equal to the sign of
l+1∏
k=1,
k 6=i
1
q(2ci−2ck) − 1
l∏
k=1
(q2(ci−dk) − 1)
so εt = (−1)i−1(−1)i−1 = 1 if q > 1 and εt = (−1)l−i+1(−1)l−i+1 = 1 if 0 < q < 1.
If c(α) = u−1t q
−2dj , for some j, then εt is equal to the sign of
l∏
k=1,
k 6=j
u−2t q
−2(dj+dk) − 1
u−1t (q
−2dj − q−2dk)
l+1∏
k=1
q2(ck−dj) − 1
u−1t q
−2dk − utq2ck
.
By (4.44), it is equal to the sign of
l∏
k=1,
k 6=j
1
q−2(dj−dk) − 1
l+1∏
k=1
(q2(ck−dj) − 1).
So εt = (−1)l−j(−1)l+1−j = −1 if q > 1 and εt = (−1)j−1(−1)j = −1 if 0 < q < 1.
In summary, we have proved
(4.45)
{∏
1≤t′≤r εt′ = (−1)
t−1, if c(α) = utq
2ci for some i ,∏
1≤t′≤r εt′ = (−1)
t, if c(α) = u−1t q
−2dj , for some j .
We determine the sign of Ess(k) as follows.
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Case 1. q > 1, r is odd and ̺−1 =
∏r
l=1 ui:
Ess(k) =
1
̺c(α)
(
c(α) − c(α)−1
δ
+ 1)
∏
β 6=α
c(α)− c(β)−1
c(α) − c(β)
=
1
̺δc(α)2
(c(α)2 + δc(α)− 1)
c(α)∏r
l=1 ul
∏
β 6=α
c(α)c(β) − 1
c(α)− c(β)
=
1
δc(α)
(c(α)− q−1)(c(α) + q)
∏
β 6=α
c(α)c(β) − 1
c(α)− c(β)
On the other hand, under our assumption, we have
• c(α) < q−1 if either 2 | t and c(α) = utq2ci or 2 ∤ t and c(α) = u
−1
t q
−2di for
some i,
• c(α) > q−1 if either 2 ∤ t and c(α) = utq2ci or 2 | t and c(α) = u
−1
t q
−2di for
some i.
Since we are assuming that q > 1, δ > 0. By (4.45), Ess(k) > 0 as required.
Case 2. 0 < q < 1, r is odd and ̺−1 = −
∏r
l=1 ui:
Ess(k) =
1
̺c(α)
(
c(α)− c(α)−1
δ
− 1)
∏
β 6=α
c(α)− c(β)−1
c(α)− c(β)
=
1
̺δc(α)2
(c(α)2 − δc(α) − 1)
c(α)∏r
l=1 ul
∏
β 6=α
c(α)c(β) − 1
c(α)− c(β)
=
−1
δc(α)
(c(α) + q−1)(c(α) − q)
∏
β 6=α
c(α)c(β) − 1
c(α)− c(β)
On the other hand, under our assumption, we have
• c(α) < q if either 2 | t and c(α) = utq2ci or 2 ∤ t and c(α) = u
−1
t q
−2di for
some i,
• c(α) > q if either 2 ∤ t and c(α) = utq2ci or 2 | t and c(α) = u
−1
t q
−2di for
some i.
Since we are assuming that 0 < q < 1, δ < 0. By (4.45), Ess(k) > 0 as required.
Case 3. q > 1, r is even and ̺−1 = q−1
∏r
l=1 ui:
Ess(k) =
1
̺δ
(1−
q2
c(α)2
)
∏
β 6=α
c(α)− c(β)−1
c(α) − c(β)
=
1
̺δc(α)2
(c(α)2 − q2)
c(α)∏r
l=1 ul
∏
β 6=α
c(α)c(β) − 1
c(α)− c(β)
=
1
δqc(α)
(c(α) + q)(c(α) − q)
∏
β 6=α
c(α)c(β) − 1
c(α) − c(β)
On the other hand, under our assumption, we have
• c(α) < q if either 2 | t and c(α) = utq2ci or 2 ∤ t and c(α) = u
−1
t q
−2di for
some i,
• c(α) > q if either 2 ∤ t and c(α) = utq2ci or 2 | t and c(α) = u
−1
t q
−2di for
some i.
Since we are assuming that q > 1, δ > 0. By (4.45), Ess(k) > 0 as required.
Case 4. 0 < q < 1, r is even and ̺−1 = −q
∏r
l=1 ui:
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Ess(k) =
1
̺δ
(1−
1
q2c(α)2
)
∏
β 6=α
c(α)− c(β)−1
c(α)− c(β)
=
1
̺δc(α)2
(c(α)2 − q−2)
c(α)∏r
l=1 ul
∏
β 6=α
c(α)c(β) − 1
c(α) − c(β)
=
−q
δc(α)
(c(α) + q−1)(c(α) − q−1)
∏
β 6=α
c(α)c(β) − 1
c(α) − c(β)
On the other hand, under our assumption, we have
• c(α) < q−1 if either 2 | t and c(α) = utq2ci or 2 ∤ t and c(α) = u
−1
t q
−2di for
some i,
• c(α) > q−1 if either 2 ∤ t and c(α) = utq2ci or 2 | t and c(α) = u
−1
t q
−2di for
some i.
Since we are assuming that 0 < q < 1, δ < 0. By (4.45), Ess(k) > 0 as required. 
5. A cellular basis of Br,n(u) with odd r
Throughout this section, unless otherwise stated, we always keep the following
assumption:
Assumption 5.1. Let R be a commutative ring containing invertible elements
q, q − q−1, and ui, 1 ≤ i ≤ r. We also assume that Ω ∪ {̺} ⊆ R is u–admissible.
The main purpose of this section is to construct a cellular basis for Br,n. We
remark that we assume that r is odd. In other words, r = 2p + 1 for some non-
negative integer p.
In [1], Ariki and Koike have proved that Ariki-Koike algebra Hr,n is free over
R. Given a non-negative integer f ≤ ⌊n2 ⌋. Then Hr,n−2f can be identified with the
subalgebra of Hr,n. Since we have not proved that Br,n is free over R, we could
not say Br,n1 is a subalgebra of Br,n2 if n1 < n2. However, there is an algebraic
homomorphism from Br,n1 to Br,n2 . So, we define B
′
r,n1
to be the image of Br,n1
in Br,n2 .
Proposition 5.2. Given a positive integer n ≥ 2. Let En = Br,nE1Br,n be the two-
sided ideal of Br,n generated by E1. Then there is a unique R–algebra isomorphism
εn : Hr,n ∼= Br,n/En such that
εn(gi) = Ti + En and εn(yj) = Xj + En,
for 1 ≤ i < n and 1 ≤ j ≤ n.
Proof. Let S = {Xj + En, Ti + En | 1 ≤ i ≤ n − 1, 1 ≤ j ≤ n}. By Definition 2.1,
S generates Br,n/En. Therefore, εn is an algebraic epimorphism. We claim that
Br,n/En is free over R with rank r
nn!. In fact, we consider Br,n/En over R0 :=
Z[u±1, q±1, δ±1] where δ = q−q−1. Further, we assume that u, q are indeterminates.
We have constructed the seminormal representations for Br,n with respect to all
λ ∈ Λ+r (n − 2f), 0 ≤ f ≤ ⌊
n
2 ⌋ under the conditions in Lemma 4.6 and (4.18).
In particular, we have seminormal representations of Br,n over R. As R is not
finitely generated over Q, we can take r+1 algebraically independent transcedental
real numbers vi ∈ R and q. We define R1 = Z[v1, v2 . . . , vr,q±1, δ±] Also, we
assume Ω∪{̺} is v-admissible. By Lemma 4.42, ∆(λ) are Br,n/En-modules for all
λ ∈ Λ+r (n) over the field R. By Wedderburn-Artin theorem for semisimple finite
dimensional algebra,
dimR Br,n/〈E1〉 ≥ r
nn!.
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So, the image of an R-basis of Hr,n has to be R-linear independent, and hence
R1-linear independent. Therefore, Br,n/En is free over R1 with rank rnn!.
Note that R1 ∼= R0 as rings. So, Br,n(u) over R0 is isomorphic to Br,n(v) over
R1 as R0-modules. The corresponding isomorphism sends ui (resp. q) to vi (resp.
q). So, Br,n/En is free over R0 with rank rnn!. By base change, it is free over an
arbitrary commutative ring R. So, εn is an isomorphism. 
Definition 5.3. Given a non-negative integer f ≤ ⌊n2 ⌋. Let E
f =
En−1En−3 · · ·En−2f+1 and let Bfr,n = Br,nE
fBr,n. If f = ⌊
n
2 ⌋ ∈ Z, then we
set Bf+1r,n = 0.
By Definition 5.3, there is a filtration of two-sided ideals of Br,n as follows:
Br,n = B
0
r,n ⊃ B
1
r,n ⊃· · · ⊃ B
⌊
n
2 ⌋
r,n ⊃ B
⌊
n
2 ⌋+1
r,n = 0.
For 0 ≤ f ≤ ⌊n2 ⌋ let πf,n :B
f
r,n−→B
f
r,n/B
f+1
r,n be the corresponding projection
map of Br,n–bimodules.
Since we are assuming that r = 2p + 1 for some non-negative integer p, we
set Nr = {−p . . . ,−1, 0, 1, . . . , p} and define Nf,nr to be the set of n–tuples κ =
(k1, . . . , kn) such that ki ∈ Nr and ki 6= 0 only for i = n− 2j +1, 1 ≤ j ≤ f . Thus,
Xκ = X
kn−1
n−1 X
kn−3
n−3 . . . X
kn−2f+1
n−2f+1 .
Lemma 5.4. Suppose that κ ∈ Nf,nr with 0 ≤ f ≤ ⌊
n
2 ⌋. Then E
fXκE ′n−2f ⊂ B
f+1
r,n
where E ′n−2f is the image of En−2f in Br,n.
Proof. The result follows since EfXκ commutes with E ′n−2f . 
By Proposition 5.2 and Lemma 5.4, there is a well-defined R-module homomor-
phism σf :Hr,n−2f −→ Bfr,n/B
f+1
r,n , for each non-negative integer f ≤ ⌊
n
2 ⌋, such
that
σf (h) = E
fεn−2f (h)
′ + Bf+1r,n , for h ∈ Hr,n−2f ,
where εn−2f (h)
′ is the image of εn−2f (h) in Br,n.
We recall the following definition in [3]. Suppose that f is a non-negative
integer with f ≤ ⌊n2 ⌋. Let Bf be the subgroup of Sn generated by {sn−1} ∪
{sn−2i+2sn−2i+1sn−2i+3sn−2i+2 | 2 ≤ i ≤ f}. Let τ = ((n− 2f), (2f)
)
and define
Df,n =
{
d ∈ Sn
∣∣∣ tτd = (t1, t2) is a row standard τ -tableau and the
first column of t2 is increasing from top to bottom
}
.
For any positive integers i, j, write
si,j =

si−1si−2 · · · sj , if i > j,
1, if i = j,
sisi+1 · · · sj−1 if i < j.
Ei,j =

Ei−1Ei−2 · · ·Ej , if i > j,
1, if i = j,
EiEi+1 · · ·Ej−1 if i < j.
Lemma 5.5. Suppose that 0 ≤ f ≤ ⌊n2 ⌋. Then
(5.6) Df,n =
n
sn−2f+1,if sn−2f+2,jf · · · sn−1,i1sn,j1
˛˛˛
1≤if<···<i1≤n;
1≤ik<jk≤n−2k+2;1≤k≤f
o
.
Proof. It has been proved in [3] that Df,n is a complete set of right coset represen-
tatives for Sn−2f ×Bf in Sn. So,
#Df,n =
|Sn|
|Sn−2f ||Bf |
=
n!
(n− 2f)!f !2f
.
Let D′f,n be the set given in the right hand of (5.6). Then #D
′
1,n =
(
n
2
)
. In general,
since we are assuming that 1 ≤ if < jf ≤ n− 2f + 2, if ∈ {1, 2, · · · , n − 2f + 1}.
There are n + 2 − 2f − if choices for jf . In this case, by induction assumption,
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there are #Df−1,n−if choices for the sequences i1, j1, . . . , if−1, jf−1 which satisfy
the inequalities in (5.6). So,
#D′f,n = (n− 2f + 1)#D
′
f−1,n−1 + · · ·+ 1 ·#D
′
f−1,2f−1.
By induction assumption on #D′f−1,k for 2f − 1 ≤ k ≤ n− 1,
#D′f,n =
n∑
k=2f
(k − 2f + 1)(k − 1)!
(k − 2f + 1)!(f − 1)!2f−1
.
By induction on n, we have #D′f,n =
n!
(n−2f)!f !2f
= #Df,n. Since Df,n ⊇ D′f,n,
Df,n = D′f,n. 
Given two standard λ–tableaux s, t for some r-partition λ. It has been defined
in [9] that
mst = gd(s)−1 ·
r∏
s=2
as−1∏
i=1
(yi − us)
∑
w∈Sλ
gw · gd(t),
where as−1 = |λ(1)|+ · · ·+ |λ(s−1)|.
For each w ∈ Sn, let Tw = Ti1 · · ·Tik if si1si2 · · · sik is a reduced expression of
w in Sn. By Matsumoto’s theorem (see e.g. [12, 1.2.2]), Tw ∈ Br,n is independent
of the reduced expression of w.
Definition 5.7. Suppose that λ ∈ Λ+r (n − 2f), for some non-negative integer
f ≤ ⌊n2 ⌋. For each pair (s, t) of standard λ–tableaux define
Mst = Td(s)−1 ·
r∏
s=2
as−1∏
i=1
(Xi − us)
∑
w∈Sλ
Tw · Td(t).
Lemma 5.8. Suppose that λ ∈ Λ+r (n−2f), for some non-negative integer f ≤ ⌊
n
2 ⌋.
For any s, t ∈ T std(λ),
a) EfMst = MstE
f ∈ Bfr,n.
b) If κ ∈ Nf,nr then MstX
κ = XκMst.
c) If w is a permutation on {n− 2f + 1, . . . , n} then MstTw = TwMst.
d) σf (mst) = πf,n(E
fMst).
Definition 5.9. Given a λ ∈ Λ+r (n− 2f) and 0 ≤ f ≤ ⌊
n
2 ⌋. Define B
D(f,λ)
r,n to be
the two–sided ideal of Br,n generated by B
f+1
r,n and the elements
{EfMst | s, t ∈ T
std(µ) and µ ∈ Λ+r (n− 2f) with µ D λ } .
We also define B
⊲(f,λ)
r,n =
∑
µ⊲λ B
D(f,µ)
r,n , where in the sum µ ∈ Λ+r (n− 2f).
Theorem 5.10. Suppose that s ∈ T std(λ). Let ∆s(f, λ) be the R-submodule of
B
D(f,λ)
r,n /B
⊲(f,λ)
r,n spanned by {EfMstXκTd + B
⊲(f,λ)
r,n | (t, κ, d) ∈ δ(f, λ) } , where
δ(f, λ) = { (t, κ, d) | t ∈ T std(λ), κ ∈ Nf,nr and d ∈ Df,n }. Then ∆s(f, λ) is a right
Br,n-module.
In order to prove Theorem 5.10, we need several Lemmas as follows.
Lemma 5.11. Let N1 be the R-submodule generated by B
′
r,n−2En−1X
α
n−1Td where
d ∈ D1,n and −p ≤ α ≤ p. Then N1 is a right Br,n-module.
Proof. We need to verify
(5.12) En−1X
α
n−1Tdh ∈ N1
for any h ∈ {Ti, Ei, X1, 1 ≤ i ≤ n− 1}. Since Xi = Ti−1Xi−1Ti−1, {Ti, Ei, X1, 1 ≤
i ≤ n− 1} are algebraic generators of Br,n. Since we are assuming that d ∈ D1,n,
by Lemma 5.5, d = sn−1,isn,j for some integers i, j with 1 ≤ i < j ≤ n.
THE REPRESENTATIONS OF CYCLOTOMIC BMW ALGEBRAS 37
First, we verify (5.12) for h = Ek, 1 ≤ k ≤ n − 1. By Definition 2.1(b)(c),
En−1X
α
n−1TdEk = EkEn−1X
α
n−1Td ∈ N1 if k ≤ i− 2. When k = i and j = i + 1,
En−1X
α
n−1Tn−1,iTn,jEk = En−1X
α
n−1En,i = ω
(α)
n−1En,i,
where ω
(α)
n−1 ∈ Z(Br,n−2) is given in Lemma 4.21. For the simplification of notation,
we use ω
(α)
n−1 to express its image in B
′
r,n−2 in the previous equation. Since En,i =
En−1Tn−1,iTn,i+1, ω
(α)
n−1En,i ∈ N1. If j + 1 ≤ k, then
En−1X
α
n−1Tn−1,iTn,jEk
=En−1X
α
n−1Tn−1,iTn,k−1EkTk−1,j
=En−1X
α
n−1Tn−1,iTn,k+1Ek−1EkTk−1,j
=En−1X
α
n−1Tn−1,k−2Ek−1Tk−2,iTn,k+1EkTk−1,j
=Ek−2En−1X
α
n−1Tn−1,kEk−1Tk−2,iTn,k+1EkTk−1,j
=Ek−2Tk−2,iT
−1
n−2,k−1En−1X
α
n−1En−1,k−1Tn,k+1EkTk−1,j
=Ek−2Tk−2,iT
−1
n−2,k−1X
−α
n−2Tn−2,k−1En,k+1EkEk−1EkTk−1,j
=Ek−2Tk−2,iT
−1
n−2,k−1X
−α
n−2Tn−2,jEn,k ∈ N1
It is not difficult to check (5.12) if one of the conditions holds: (1) k = i− 1, (2)
k = i, j > i + 1, (3) i + 1 ≤ k ≤ j − 2, (4) k = j − 1 and j > i+ 1, (5) k = j. We
leave the details to the reader. So, (5.12) holds for h = Ek for all positive integers
k ≤ n− 1.
Now, suppose h = Tk. Similarly, there are eight cases we have to discuss. We
only check three cases and leave the remainder cases to the reader. Note that the
result for k ≤ i− 2 follows immediately from Definition 2.1(b)(c).
If k = i and j > i+ 1, then
En−1X
α
n−1Tn−1,i+1T
2
i Tn,j
2.1(b)
= En−1X
α
n−1Tn−1,i+1(1 + δTi − ̺δEi)Tn,j ∈ N1
since we have already proved that (5.12) holds for h = Ei. Similarly, when k = j,
En−1X
α
n−1Tn−1,iTn,j+1T
2
j = En−1X
α
n−1Tn−1,iTn,j+1(1 + δTj − ̺δEj) ∈ N1.
Finally, we consider the case when h = X1. By Definition 2.1(b)-(c), (5.12) holds
when i > 1. If i = 1, then
En−1X
α
n−1Tn−1,iTn,jX1 = En−1X
α+1
n−1T
−1
1,n−1Tn,j.
Since we have verified (5.12) for h ∈ {Ti, Ei | 1 ≤ i ≤ n−1}, by Definition 2.1, (5.12)
still holds when h = T−1i for all 1 ≤ i ≤ n − 1. So, En−1X
α
n−1Tn−1,iTn,jX1 ∈ N1
if En−1X
α+1
n−1 ∈ N1. By assumption, it is the case when −p ≤ α < p. So, we need
consider the case α = p. We have
En−1X
p+1
n−1 = En−1X
p
n−1Tn−2Xn−2Tn−2
2.3
= En−1(Tn−2X
p
n−2 −
p∑
i=1
δX in−1(En−2 − 1)X
p−i
n−2)Xn−2Tn−2.
We claim that En−1En−2X
k
n−2 ∈ N1 for all positive integers k ≤ p + 1. If so,
then En−1X
p+1
n−1 ∈ N1 since En−1X
i
n−1 ∈ N1 for 1 ≤ i ≤ p, En−1Tn−2X
p+1
n−2 =
En−1En−2X
p+1
n−2T
−1
n−1 and En−1X
i
n−1En−2 = X
−i
n−2En−1En−2. We remark that, in
this case, we need to use (5.12) for h ∈ {Ti, Ei | 1 ≤ i ≤ n − 1}, which has been
proved.
In order to prove our claim, we use En−2X
p+1
n−2 instead of En−1X
p+1
n−1, and repeat
the previous arguments, we see that our claim holds if En,iX
k
i ∈ N1 for all positive
integers 2 ≤ i ≤ n − 1, 0 ≤ k ≤ p and 0 ≤ k ≤ p + 1 when i = 1. Since
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i=1(X1−ui) = 0 and r = 2p+1, we can use −p ≤ k ≤ p instead of 0 ≤ k ≤ p+1
when i = 1.
Obviously, En,n−1X
k
n−1 ∈ N1. In general, En,iX
k
i = En,i+1TiX
k
i Ti+1. By
Lemma 2.3,
En,iX
k
i = En,i+1(X
k
i+1Ti +
k∑
j=1
δXji+1(Ei − 1)X
k−j
i )Ti+1.
Since we have already proved that N1 is stable under the actions of Ej , Tj ,
1 ≤ j ≤ n− 1, by our induction assumption on i and k, En,iXki ∈ N1.
When i = 1, we have to discuss the case when −p ≤ k ≤ 0. In fact, En−1Xkn−1 ∈
N1 for any −p ≤ k ≤ 0. In general,
En,iX
k
i = En,i+1T
−1
i X
k
i T
−1
i+1
2.3
= En,i+1(X
k
i+1T
−1
i −
−k∑
j=1
δX−ji+1(Ei − 1)X
k+j
i )T
−1
i+1
By our induction assumption on i and k, we have En,iX
k
i ∈ N1. Setting i = 1
yields the result as required. 
The following results can be proved by arguments in the proof of Lemma 5.11.
Corollary 5.13. Let d ∈ D1,n and let α be integers with −p ≤ α ≤ p.
a) En−1X
α
n−1TdEn−2 ∈ B
′
r,n−2En−1En−2.
b) En−1X
α
n−1TdEn−1 ∈ B
′
r,n−2En−1.
Lemma 5.14. For any k ∈ Z, En−1Xkn−1En−3 ∈ N3 where N3 is the R-submodule
of Br,n generated by B
′
r,n−4En−1X
ℓ
n−1En−3 and B
′
r,n−4En−3X
ℓ
n−3En−1Tw where
w = d1sn−1,n−3sn,n−2 for some 1 6= d1 ∈ D1,n−2 and ℓ ∈ Z with |ℓ| ≤ p.
Proof. Note that En−1X
k
n−1En−3 = En−3X
k
n−3En−1En−2En−3. Applying
Lemma 5.11 on En−3X
k
n−3, we can write En−3X
k
n−3En−1En−2En−3 as an R-
linear combination of elements in B′r,n−4En−3X
ℓ
n−3Td1En−1En−2En−3 where d1 ∈
D1,n−2 and ℓ ∈ Z with |ℓ| ≤ p. Such elements are in N3 if d1 6= 1 since
En−1Td1 = Td1En−1 and En−1En−2En−3 = En−1Tn−2Tn−1Tn−3Tn−2. When
d1 = 1, En−3X
ℓ
n−3Td1En−1En−2En−3 = En−1X
ℓ
n−1En−3 ∈ N3. 
Lemma 5.15. Given an integer −p ≤ k ≤ p. En−3B′r,n−2En−1En−2X
k
n−2 ∈ N4,k
where N4,k is the R-submodule of Br,n generated by{
B
′
r,n−4En−3X
ℓ1
n−3En−1X
k1
n−1Td1Td2
∣∣∣ d2 ∈ {1, sn−2, sn−2sn−1},
d1 ∈ D1,n−2, |ℓ1| ≤ p, |k1| ≤ |k|
}
.
Proof. Applying Lemma 2.3(3)(6) (resp. Corollary 4.27) on En−1X
ℓ
n−1Tn−1 (resp.
En−1X
ℓ
n−1Tn−2En−1), we see that both of them can be written as R-linear com-
binations of elements in B′r,n−2En−1X
m
n−1 with |m| ≤ |ℓ|. Now, one can verify
N4,kTn−1 ⊆ N4,k by Definition 2.1 and Lemma 5.11 for B′r,n−2 without any diffi-
cult.
Given a positive integer k ≤ p and an element h ∈ B′r,n−2. Then
(5.16)
En−3hEn−1En−2X
k
n−2 = En−3hEn−1Tn−2X
k
n−2Tn−1
2.3
= En−3hEn−1(X
k
n−1Tn−2 +
k∑
i=1
δX in−1(En−2 − 1)X
k−i
n−2)Tn−1
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By Lemma 5.11 for En−3h, En−3hEn−1X
k
n−1Tn−2Tn−1 ∈ N4,k. Also, we have
En−3hEn−1X
i
n−1X
k−i
n−2Tn−1 = En−3hX
k−i
n−2En−1X
i
n−1Tn−1 ∈ N4,k.
One can verify the above inclusion by using N4,kTn−1 ⊂ N4,k and Lemma 5.11 for
En−3hX
k−i
n−2.
Finally, by induction assumption on k (when k = 0, the result is trivial since
En−1En−2 = En−1Tn−2Tn−1), we have
h1 := En−3hX
−i
n−2En−1En−2X
k−i
n−2 ∈ N4,k
for all positive integers i ≤ k. Since N4,kTn−1 ⊂ N4,k, h1Tn−1 ∈ N4.k. So,
En−3hEn−1En−2X
k
n−2 ∈ N4,k.
The case when −p ≤ k ≤ 0 can be discussed similarly. The only difference is
that we have to use Lemma 2.3(4) instead of Lemma 2.3(1). We leave the details
to the reader. 
Lemma 5.17. Let N4 be the R-submodule of Br,n generated by
B′r,n−4En−3X
ℓ
n−3En−1X
k
n−1Td1Td2 where d2 ∈ {1, sn−2, sn−2sn−1}, d1 ∈ D1,n−2,
ℓ, k ∈ Z with −p ≤ k, ℓ ≤ p. Then N4h ⊂ h for h ∈ {Tn−1, Tn−2, En−1, En−2}.
Proof. By Corollary 5.13 and Lemma 5.11, we haveN4Ei ⊂ N4 for i ∈ {n−1, n−2}.
Using this result together with Lemma 2.3 and Definition 2.1(b), we haveN4Ti ⊂ N4
for i ∈ {n− 1, n− 2}. 
Lemma 5.18. Fix an integer ℓ with −p ≤ l ≤ p. Let Mℓ ⊂ Br,n be the R-
module generated by {B′r,n−4En−1X
k
n−1En−3X
i
n−3|k ∈ Z, |i| ≤ |ℓ|}. Let N4 be the
R-module defined in Lemma 5.17. If En−1X
ℓ′
n−1En−3X
m
n−3Tn−2Tn−3 ∈ N4 for all
integers |ℓ′| < |ℓ| and |m| ≤ p, then Mℓ ⊆ N4.
Proof. First, we assume that 0 ≤ i ≤ |ℓ|. By Lemma 5.14, Mℓ ⊆ N4 if
(1) En−1X
a
n−1En−3X
i
n−3 ∈ N4 for all a ∈ Z and |a| ≤ p,
(2) A ∈ N4 where A = En−3Xan−3En−1Td1Tn−2Tn−3Tn−1Tn−2X
i
n−3 for all a ∈
Z, |a| ≤ p and 1 6= d1 ∈ D1,n−2.
By the definition of N4, (1) holds. We prove (2) by induction on i.
Suppose i = 0. (2) holds since d1sn−2sn−3sn−1sn−2 ∈ D2,n. When i > 0,
(5.19)
A =En−3X
a
n−3Td1En−1Tn−2X
i
n−2Tn−3Tn−1Tn−2
+ En−3X
a
n−3Td1En−1Tn−2
iX
j=1
δX
j
n−2(En−3 − 1)X
i−j
n−3Tn−1Tn−2
We consider the second term (up to a scalar in R) of (5.19) as follows.
En−3X
a
n−3Td1En−1Tn−2X
j
n−2En−3X
i−j
n−3Tn−1Tn−2
=En−3X
a
n−3Td1X
−j
n−3En−1En−2En−3X
i−j
n−3Tn−2
=En−3X
a
n−3Td1X
−j
n−3En−1Tn−2Tn−3Tn−1Tn−2X
i−j
n−3Tn−2
5.12
∈
∑
−p≤a′≤p
d′1∈D1,n−2
B
′
r,n−4En−3X
a′
n−3Td′1En−1Tn−2Tn−3Tn−1Tn−2X
i−j
n−3Tn−2
If d′1 6= 1, then En−3X
a′
n−3Td′1En−1Tn−2Tn−3Tn−1Tn−2X
i−j
n−3Tn−2 ∈ N4 by induc-
tion assumption on i and Lemma 5.17.
If d′1 = 1, we still have En−3X
a′
n−3En−1Tn−2Tn−3Tn−1Tn−2X
i−j
n−3Tn−2 =
En−1X
a′
n−1En−3X
i−j
n−3Tn−2 ∈ N4, by Lemma 5.17.
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We consider the third term on the right hand side of (5.19). We have
En−3X
a
n−3Td1En−1Tn−2X
j
n−2X
i−j
n−3Tn−1Tn−2
=En−3X
a
n−3Td1En−1En−2X
j
n−2X
i−j
n−3Tn−2
=En−3X
a
n−3Td1X
i−j
n−3En−1En−2X
j
n−2Tn−2 ∈ N4
We remark that we use Lemma 5.15 for En−3X
a
n−3Td1X
i−j
n−3En−1En−2X
j
n−2 and
Lemma 5.17 to get the above inclusion.
We use Lemma 2.3 to express the first term on the right hand side of (5.19) as
follows:
(5.20) En−3X
a
n−3Td1En−1(X
i
n−1Tn−2 +
iX
j=1
δX
j
n−1(En−2 − 1)X
i−j
n−2)Tn−3Tn,n−2.
Since we are assuming that d1 6= 1, d1sn−1,n−3sn,n−2 ∈ D2,n. So, the first term
on the right hand side of (5.20) is in N4.
By Lemma 5.11 for En−3X
a
n−3Td1X
i−j
n−2Tn−3, and Lemma 5.17,
En−3X
a
n−3Td1X
i−j
n−2Tn−3En−1X
j
n−1Tn−1Tn−2 ∈ N4.
In other words, the third term on the right hand side of (5.20) is in N4.
In order to show that the second term on the right hand side of (5.20) is in N4,
we need to show that
B := En−3X
a
n−3Td1En−1X
j
n−1En−2X
i−j
n−2Tn−3Tn−1Tn−2 ∈ N4.
Note that
En−3X
a
n−3Td1En−1X
j
n−1En−2X
i−j
n−2 = En−3X
a
n−3Td1X
−j
n−2En−1En−2X
i−j
n−2.
By Lemma 5.15, B can be written as linear combination of elements in
B′r,n−4En−3X
u
n−3Td′En−1X
v
n−1Td2Tn−3Tn−1Tn−2, where u, v ∈ Z with |u| ≤ p,
|v| ≤ i − j ≤ i − 1, d′ ∈ D1,n−2, d2 ∈ {1, sn−2, sn−2sn−1}. In order to finish the
proof, we need to show that
(5.21) C := En−3X
u
n−3Td′En−1X
v
n−1Td2Tn−3Tn−1Tn−2 ∈ N4.
There are four cases we have to discuss.
(1) d2 = 1. By Lemma 5.11 and Lemma 5.17, C ∈ N4 since
En−3X
u
n−3Td′En−1X
v
n−1Td2Tn−3 = En−3X
u
n−3Td′Tn−3En−1X
v
n−1.
(2) d2 = sn−2 and d
′ 6= 1. C ∈ N4 since d′sn−2sn−3sn−1sn−2 ∈ D2,n.
(3) d2 = sn−2 and d
′ = 1. By Lemma 5.17 and our assumption C ∈ N4 since
C = En−3X
u
n−3En−1X
v
n−1Tn−2Tn−3Tn−1Tn−2 and |v| ≤ i− 1 ≤ ℓ− 1.
(4) d2 = sn−2sn−1: (5.21) follows from Lemma 5.17 and the result for d2 = sn−2.
This completes the proof of the result under the assumption 0 ≤ i ≤ |ℓ|. When
−|ℓ| ≤ i ≤ 0, One can verify the result similarly by induction on i. Note that the
result holds when i = 0. We remark that we have to use Lemma 2.3(5) instead
of Lemma 2.3(1). We also need N4T
−1
i ⊂ N4 for i = n − 2, n − 1 which follows
from Lemma 5.17 and Definition 2.1(b), immediately. We leave the details to the
reader. 
Lemma 5.22. Fix an integer ℓ with −p ≤ ℓ ≤ p. Let N4 be the R-module defined
in Lemma 5.17. If En−1X
ℓ′
n−1En−3X
m
n−3Tn−2Tn−3 ∈ N4 for all integers |ℓ
′| < |ℓ|
and |m| ≤ p, then En−3Xan−3En−1En−2X
b
n−2Tn−3 ∈ N4 with a ∈ Z and |b| ≤ |ℓ|.
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Proof. First, we assume that 0 ≤ b ≤ |ℓ|. Let h = En−3Xan−3En−1En−2X
b
n−2Tn−3.
By Lemma 2.3(1), we have
(5.23) h = En−3X
a
n−3En−1En−2(Tn−3X
b
n−3 −
b∑
i=1
δX in−2(En−3 − 1)X
b−i
n−3).
The first term on the right hand side of (5.23) is equal to
(5.24) En−3X
a
n−3En−1En−2En−3X
b
n−3T
−1
n−2 = En−1X
a
n−1En−3X
b
n−3T
−1
n−2
which is in N4 by Lemmas 5.17–5.18.
The second term on the right hand side of (5.23) (up to a scalar) is equal to
En−3X
a−i
n−3En−1En−2En−3X
b−i
n−3, which is in N4 by (5.24). Finally, by Lemma 5.15,
the last term is in N4.
When b < 0, one can verify the result similarly. We remark that we have to use
Lemma 2.3(4) instead of Lemma 2.3(1). 
Proposition 5.25. En−3X
k
n−3En−1X
ℓ
n−1Tn−2Tn−3 ∈ N4 for all integers k, ℓ with
−p ≤ k, ℓ ≤ p.
Proof. Let h = En−3X
k
n−3En−1X
ℓ
n−1Tn−2Tn−3. We prove h ∈ N4 by induction on
|ℓ|.
If ℓ = 0, then
h =En−3X
k
n−3En−1Tn−2Tn−3 = En−3X
k
n−3En−1En−2T
−1
n−1Tn−3
=En−1X
k
n−1En−3En−2Tn−3T
−1
n−1 = En−1X
k
n−1En−3T
−1
n−2T
−1
n−1 ∈ N4
by Lemma 5.17. If ℓ > 0, by Lemma 2.3(1), we have
(5.26) h = En−3X
k
n−3En−1(Tn−2X
ℓ
n−2 −
ℓ∑
i=1
δX in−1(En−2 − 1)X
ℓ−i
n−2)Tn−3
The first term on the right hand side (5.26) is equal to
En−3X
k
n−3En−1Tn−2X
ℓ
n−2Tn−3 = En−3X
k
n−3En−1En−2X
ℓ
n−2Tn−3T
−1
n−1
which is in N4 by our induction assumption on for all integers ≤ ℓ − 1, together
with Lemma 5.22 and Lemma 5.17.
By induction and Lemma 5.22, En−3X
k
n−3En−1X
i
n−1En−2X
ℓ−i
n−2Tn−3 =
En−3X
k+i
n−3En−1En−2X
ℓ−i
n−2Tn−3 ∈ N4. So, The second term on the right hand
side (5.26) is in N4.
Finally, we consider the third term on the right hand side (5.26). However, this
term is equal to En−3X
k
n−3X
ℓ−i
n−2Tn−3En−1X
i
n−1, which is in N4 by Lemma 5.11.
When ℓ < 0, one can verify the result similarly. We remark that we have to use
Lemma 2.3(4) instead of Lemma 2.3(1). 
Proposition 5.27. Let N2 be the R-submodule of Br,n generated by
B′r,n−4En−3X
k
n−3En−1X
ℓ
n−1Td where −p ≤ k, ℓ ≤ p and d ∈ D2,n. Then N2 is
a right Br,n-module.
Proof. Applying Lemma 5.11 twice, En−3X
k
n−3En−1X
ℓ
n−1Tdh, for h ∈ Br,n, can
be written as an R-linear combination of elements
B
′
r,nEn−3X
k1
n−3Tn−3,i4Tn−2,i3En−1X
ℓ1
n−1Tn−1,i2Tn,i1
where i1, i2, i3, i4, k1, ℓ1 ∈ Z with i2 < i1, i4 < i3, −p ≤ k1, ℓ1 ≤ p. In order to show
that En−3X
k
n−3En−1X
ℓ
n−1Tdh ∈ N2, we need to show
(5.28) A := En−3X
k1
n−3Tn−3,i4Tn−2,i3En−1X
ℓ1
n−1Tn−1,i2Tn,i1 ∈ N2.
We are going to prove (5.28) by induction on i2.
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We assume that i4 ≥ i2. Otherwise, A ∈ N2 and (5.28) follows. In particular,
(5.28) holds for i2 ∈ {n− 1, n− 2}. By Lemma 5.11 and induction on i2,
(5.29) En−3B
′
r,n−2En−1X
j
n−1Tn−1,i′2Tn,i′1 ∈ N2
for all integers i, j, i′2, i
′
1 with i
′
2 < i
′
1, i, j ∈ Z, −p ≤ j ≤ p and i
′
2 > i2.
Since we are assuming that i4 ≥ i2 and i2 < n− 2,
A = En−3X
k1
n−3En−1X
ℓ1
n−1Tn−1,i2Tn−2,i4+1Tn−1,i3+1Tn,i1 .
By Proposition 5.25, A is in the R-submodule of Br,n generated by
B
′
r,n−4En−3X
k2
n−3Td1En−1X
ℓ2
n−1Td2Tn−3,i2Tn−2,i4+1Tn−1,i3+1Tn,i1
where d1 ∈ D1,n−2, d2 ∈ {sn−2, sn−2sn−1, 1} and −p ≤ k2, ℓ2 ≤ p. In order to
prove (5.28), it suffices to prove
(5.30) B := En−3X
k2
n−3Td1En−1X
ℓ2
n−1Td2Tn−3,i2Tn−2,i4+1Tn−1,i3+1Tn,i1 ∈ N2
There are three cases we have to discuss.
Case 1. d2 = 1:
We have B = En−3X
k2
n−3Td1Tn−3,i2Tn−2,i4+1En−1X
ℓ2
n−1Tn−1,i3+1Tn,i1 which is in
N2 by (5.29) if i3 + 1 < i1. When i3 + 1 ≥ i1, Tn−1,i3+1Tn,i1 = Tn,i1Tn,i3+2 and
(5.31) B = En−3X
k2
n−3Td1Tn−3,i2Tn−2,i4+1En−1X
ℓ2
n−1Tn,i1Tn,i3+2.
We use Lemma 2.3(3)(6) for En−1X
ℓ2
n−1Tn−1 to write B as a linear combination
of elements in En−3B
′
r,n−2En−1X
j
n−1Tn−1,i1Tn,i3+2 with −p ≤ j ≤ p. By (5.29),
B ∈ N2. This completes the proof for d2 = 1.
Case 2. d2 = sn−2:
We have B = En−3X
k2
n−3Td1Tn−3,i2Tn−2,i3En−1X
ℓ2
n−1Tn−1,i4+1Tn,i1 which is in N2
by the result for d2 = 1.
Case 3. d2 = sn−2sn−1:
If i3 + 1 < i1, then
B = En−3X
k2
n−3Td1Tn−3,i2En−1X
ℓ2
n−1Tn−1,i4+1Tn,i3+1Tn,i1
= En−3X
k2
n−3Td1Tn−3,i2Tn−2,i1−2En−1X
ℓ2
n−1Tn−1,i4+1Tn,i3+1
So, (5.30) follows from (5.29). Finally, we assume that i3 + 1 ≥ i1. Then
B = En−3X
k2
n−3Td1Tn−3,i2En−1X
ℓ2
n−1Tn−1,i4+1T
2
n−1Tn−1,i1Tn,i3+2.
By Definition 2.1(b),
(5.32)
B =En−3X
k2
n−3Td1Tn−3,i2En−1X
ℓ2
n−1Tn−1,i4+1
× (1 + δTn−1 − δ̺En−1)Tn−1,i1Tn,i3+2.
The second term on the right hand side of (5.32) is equal to
δEn−3X
k2
n−3Td1Tn−3,i2Tn−2,i3En−1X
ℓ2
n−1Tn−1,i4+1Tn,i1 .
By our result for d2 = 1, it is in N2. Similarly, using Corollary 5.13b, Lemma 5.11,
(5.29), we see that the third term on the right hand side of (5.32) is in N2. In order
to prove B ∈ N2, it remains to prove that
(5.33) C := En−3X
k2
n−3Td1Tn−3,i2En−1X
ℓ2
n−1Tn−1,i4+1Tn−1,i1Tn,i3+2 ∈M.
In fact, when i4 + 1 < i1,
C = En−3X
k2
n−3Td1Tn−3,i2Tn−2,i1−1En−1X
ℓ2
n−1Tn−1,i4+1Tn,i3+2
(5.29)
∈ N2.
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Suppose that i4 + 1 ≥ i1. By Definition 2.1(b),
(5.34)
C =En−3X
k2
n−3Td1Tn−3,i2En−1X
ℓ2
n−1
× (1 + δTn−2 − δ̺En−2)Tn−2,i1Tn−1,i4+2Tn,i3+2.
Note that Tn−1,i1Tn−1,i4+2Tn,i3+2 = Tn−2,i4+1Tn−1,i1Tn,i3+2. By (5.29), the first
and the second terms on the right of (5.34) are in N2. The third term on the right
of (5.34) (up to a scalar) is equal to
En−3X
k2
n−3Td1Tn−3,i2En−1X
ℓ2
n−1En−2Tn−2,i1Tn−1,i4+2Tn,i3+2
=En−3X
k2
n−3Td1Tn−3,i2X
−ℓ2
n−2En−1En−2Tn−2,i1Tn−1,i4+2Tn,i3+2
=En−3X
k2
n−3Td1Tn−3,i2X
−ℓ2
n−2En−1Tn−1,i1Tn,i4+2Tn,i3+2
=En−3X
k2
n−3Td1Tn−3,i2X
−ℓ2
n−2Tn−2,i3En−1Tn−1,i1Tn,i4+2
5.29
∈ N2.
We have proved that (5.33) holds in any case. So, B ∈ N2 and hence (5.28)
holds. 
Proof of Theorem 5.10: We claim that M is a right Br,n-module where M
is the R–module generated by B′r,n−2fE
fXκTd with κ ∈ Nf,nr and d ∈ Df,n. If
so, EfMstX
κTdh+B
⊲(f,λ)
r,n can be written as an R-linear combination of elements
MstB
′
r,n−2fE
fXκ
′
Td′ + B
⊲(f,λ)
r,n for κ′ ∈ Nf,nr and d
′ ∈ Df,n. Now, the result
follows immediately from Lemma 5.8(d).
It remains to prove our claim. Let d ∈ Df,n. By Lemma 5.5,
d = sn−2f+1,if sn−2f+2,jf · · · sn−1,i1sn,j1
for some integers i1, . . . , if , j1, . . . , jf such that 1 ≤ if < · · · < i1 ≤ n, 1 ≤ ik <
jk ≤ n− 2k + 2 for 1 ≤ k ≤ f . Write d = d1sn−1,i1sn,j1 . For any h ∈ Br,n, since
EfXκTdh =
f∏
i=2
En−2i+1X
κn−2i+1
n−2i+1 Td1En−1X
kn−1
n−1 Tn−1,i1Tn,j1h,
by Lemma 5.11, EfXκTdh ∈ N where N is the R-submodule of Br,n generated by
f∏
i=2
En−2i+1X
κn−2i+1
n−2i+1 Td1B
′
r,n−2En−1X
κ′n−1
n−1 Tn−1,k1Tn,ℓ1
where κ′n−1k1, ℓ1 ∈ Z with k1 < ℓ1 and |κ
′
n−1| ≤ p. By induction assumption on
n− 2 for our claim, EfXκTdh is in the R-submodule of Br,n generated by
B
′
r,n−2f
f∏
i=1
En−2i+1X
κ′n−2i+1
n−2i+1 Tw1Tn−1,k1Tn,ℓ1
with w1 = sn−2f+1,kf sn−2f+2,ℓf · · · sn−3,k2sn−2,ℓ2 with w1 ∈ Df−1,n−2 and
|κ′n−2i+1| ≤ p for 1 ≤ i ≤ f . If w1sn−1,k1sn,ℓ1 ∈ Df,n then our claim follows.
In particular, our claim follows if k1 ∈ {n− 2, n− 1}. It remains to prove
(5.35) A :=
f∏
i=1
En−2i+1X
κ′n−2i+1
n−2i+1 Tw1Tn−1,k1Tn,ℓ1 ∈M
for k2 ≥ k1. We prove it by induction on k1. In general, we have
(5.36) A =
f∏
i=3
En−2i+1X
κ′n−2i+1
n−2i+1 Td2B
where B = En−3X
κ′n−3
n−3 En−1X
κ′n−1
n−1 Tn−3,k2Tn−2,ℓ2Tn−1,k1Tn,ℓ1 and d2 =
w1(sn−3,k2sn−2,ℓ2)
−1.
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When k1 ∈ {n− 1, n− 2}, there is nothing to be proved since k2 ≤ n− 3 < k1.
Suppose k1 ≤ n− 3. By arguments in the proof of (5.28) for i4 ≥ i2, we can write
B as an R-linear combination of elements
C := En−3B
′
r,n−2En−1X
κ′′n−1
n−1 Tn−1,k′1Tn,l′1,
where k1 < k
′
1 < l
′
1 and −p ≤ κ
′′
n−1 ≤ p. By induction assumption on Br,n−2 for
our claim, we can write EfXκTdh as an R-linear combination of elements
B
′
r,n−2f
f∏
i=1
En−2i+1X
αn−2i+1
n−2i+1 Ty1Tn−1,k′1Tn,l′1 ,
where α ∈ Nf,nr , y1 ∈ Df−1,n−2 and k
′
1 > k1. By our induction assumption on k1,
C ∈M . This completes the proof of our claim. 
Proposition 5.37. Let ∗ : Br,n → Br,n be the R-linear anti-involution in
Lemma 2.2. Suppose 0 ≤ f ≤ ⌊n2 ⌋ and λ ∈ Λ
+
r (n− 2f). Then B
D(f,λ)
r,n /B
⊲(f,λ)
r,n is
spanned by the elements
(5.38) {T ∗eX
ρEfMstX
κTd + B
⊲(f,λ)
r,n | (t, κ, d), (s, ρ, e) ∈ δ(f, λ) } .
Proof. Let W be the R–submodule of B
D(f,λ)
r,n /B
⊲(f,λ)
r,n spanned by the elements
in (5.38). By Theorem 5.10, W is both left and right Br,n-submodule of
B
D(f,λ)
r,n /B
⊲(f,λ)
r,n . As the generators {EfMst + B
⊲(f,λ)
r,n } of B
D(f,λ)
r,n /B
⊲(f,λ)
r,n are
contained in W , W = B
D(f,λ)
r,n /B
⊲(f,λ)
r,n . 
Definition 5.39. Let Λ+r,n = { (f, λ) | 0 ≤ f ≤ ⌊
n
2 ⌋ and λ ∈ Λ
+
r (n− 2f) }. If
(f, λ) ∈ Λ+r,n and (s, ρ, e), (t, κ, d) ∈ δ(f, λ) then we define
C
(f,λ)
(s,ρ,e)(t,κ,d) = T
∗
eX
ρEfMstX
κTd.
We recall the definition of cellular algebra as follows.
Definition 5.40. [16] Let R be a commutative ring and A an R–algebra. Fix a
partially ordered set Λ = (Λ,D) and for each λ ∈ Λ let T (λ) be a finite set. Finally,
fix Cλ
st
∈ A for all λ ∈ Λ and s, t ∈ T (λ).
Then the triple (Λ, T, C) is a cell datum for A if:
a) {Cλ
st
| λ ∈ Λ and s, t ∈ T (λ) } is an R–basis for A;
b) the R–linear map ∗ :A−→A determined by (Cλ
st
)∗ = Cλ
ts
, for all λ ∈ Λ and
all s, t ∈ T (λ) is an anti–isomorphism of A;
c) for all λ ∈ Λ, s ∈ T (λ) and a ∈ A there exist scalars rtu(a) ∈ R such that
Cλ
st
a =
∑
u∈T (λ)
rtu(a)C
λ
su
(mod A⊲λ),
where A⊲λ = R–span {Cµ
uv
| µ⊲ λ and u,v ∈ T (µ) }.
Furthermore, each scalar rtu(a) is independent of s. An algebra A is a cellular
algebra if it has a cell datum and in this case we call {Cλ
st
| s, t ∈ T (λ), λ ∈ Λ } a
cellular basis of A.
We recall the representation theory of cellular algebras in [16]. Every irreducible
A–module arises in a unique way as the simple head of some cell module. For each
λ ∈ Λ fix s ∈ T (λ) and let Cλ
t
= Cλ
st
+A⊲λ. The cell modules of A are the modules
∆(λ) which are the free R–modules with basis {Cλ
t
| t ∈ T (λ) }. The cell module
∆(λ) comes equipped with a natural bilinear form φλ which is determined by the
equation
Cλ
st
Cλ
t′s
≡ φλ
(
Cλ
t
, Cλ
t′
)
· Cλ
ss
(mod A⊲λ).
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The form φλ is A–invariant in the sense that φλ(xa, y) = φλ(x, ya
∗), for x, y ∈ ∆(λ)
and a ∈ A. Consequently,
Rad∆(λ) = { x ∈ ∆(λ) | φλ(x, y) = 0 for all y ∈ ∆(λ) }
is an A–submodule of ∆(λ) and Dλ = ∆(λ)/Rad∆(λ) is either zero or absolutely
irreducible. Graham and Lehrer have proved that {Dλ | Dλ 6= 0} consists of a
complete set of pairwise non-isomorphic irreducible A-modules.
Now, we use the representation theory of a cellular algebra to prove Theo-
rem 5.41, the main result of this section.
Theorem 5.41. Let R be a commutative ring which contains the invertible elements
q, u1, u2, . . . , ur and q− q
−1. Suppose that Ω∪{̺} is u–admissible. Let Br,n be the
cyclotomic BMW algebras over R with 2 ∤ r. Then Br,n is free over R with
C = {C
(f,λ)
(s,ρ,e)(t,κ,d) | (s, ρ, e), (t, κ, d) ∈ δ(f, λ), where (f, λ) ∈ Λ
+
r,n }
as its an R-basis. Further, C is a cellular basis of Br,n(u).
Proof. By Proposition 5.37, Br,n is an R-module spanned by C . First, we assume
R = R0 where R0 = Z[u
±1, q±1, (q − q−1)−1] and u, q are indeterminates over Z.
we prove that C is R0-linear independent. As R is not finitely generated over Q,
we can take r+1 algebraically independent transcedental real numbers vi ∈ R and
q. We define R1 = Z[v1, v2 . . . , vr,q
±1, δ±]. Then R1 ∼= R0 as ring isomorphism.
Therefore, Br,n over R0 is isomorphic to Br,n over R1 as R0-algebra.
We have constructed the seminormal representations for Br,n with respect to
all λ ∈ Λ+r (n − 2f), 0 ≤ f ≤ ⌊
n
2 ⌋ under the conditions in Lemma 4.6 and (4.18).
In particular, by Lemma 4.42, we have seminormal representations of Br,n over
R. We remark that we are assuming that Ω ∪ ̺ is v-admissible. By arguments in
the proof of Theorem 5.3 in [3], we have that ∆(λ) are irreducible Br,n-modules
for all λ ∈ Λr(n − 2f) and 0 ≤ f ≤ ⌊
n
2 ⌋. Further, ∆(λ) 6
∼= ∆(µ) if λ 6= µ. By
Wedderburn–Artin theorem on semisimple finite dimension algebras,
dimR Br,n ≥ dimR Br,n/RadBr,n ≥
∑
(f,λ)∈Λ+r,n
#T udn (λ)
2 = rn(2n− 1)!!,
the last equality follows from classical branching rule for cyclotomic Brauer alge-
bras, which was proved in Theorem 5.11 in [22]. It was also proved in [3, 5.2].
Therefore, dimR Br,n = r
n(2n−1)!! and C is R1-linear independent. So is over R0.
This shows that C is an R0 basis of Br,n. By base change, C is an R–basis for an
arbitrary commutative ring. Further, by Proposition 5.37, C is a cellular basis of
Br,n as required. 
In Theorem 5.41, we have assumed that r is odd. We remark that the only place
we need this assumption is that we use Proposition 5.37 to prove that Br,n is an
R-module spanned by C .
When r = 1, Br,n is the usual BMW algebra defined in [8]. It has been proved
in [25] that BMW algebra is cellular. Late, Enyang gave an another proof of this
result in [11].
6. Classification of the irreducible Br,n(u)−modules
In this section we assume that F is a field which contains invertible elements
u1, . . . , ur, q and q − q−1. We also assume that Ω ∪ {̺} is u-admissible. By
Theorem 5.41, Br,n is a subalgebra of Br,n1 if n ≤ n1. Therefore, we will identify
Br,n with B
′
r,n defined in the previous section.
We are going to classify the irreducible Br,n–modules over F . We remark that
we assume that r is odd.
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All modules considered in this section are right modules.
Lemma 6.1. Given a positive integer f ≤ ⌊n2 ⌋. We have E
fBr,nE
f = Br,n−2fE
f .
Proof. First, we assume that f = 1. By Theorem 5.41, the result follows if we prove
En−1hEn−1 ∈ Br,n−2En−1 for each cellular basis element h = T ∗eX
ρEfMstX
κTd,
where (s, ρ, e), (t, κ, d) ∈ δ(f, λ).
By Lemma 5.11, En−1T
∗
eX
ρEfMstX
κTd ∈ N1 where N1 is the R-submodule of
Br,n generated by Br,n−2En−1X
k
n−1Td where d ∈ D1,n and −p ≤ k ≤ p. Further,
by Corollary 5.13(b) for En−1X
k
n−1TdEn−1, we have
En−1T
∗
eX
ρEfMstX
κTdEn−1 ∈ Br,n−2En−1.
The inverse inclusion follows since Br,n−2En−1 = En−1Br,n−2En−2En−1 ⊂
En−1Br,nEn−1. Using the result for f = 1 repeatedly, we have E
fBr,nE
f =
Br,n−2fE
f for all positive integers f ≤ ⌊n2 ⌋. 
It is proved in [9] that ∪λ∈Λ+r (n){mst | s, t ∈ T
std(λ)} is a cellular basis for
Hr,n. Let ∆(λ) be the cell module of Hr,n defined by this cellular basis. Let φλ be
the corresponding symmetric associative bilinear form. Let φf,λ be the symmetric
associative bilinear form on the cell module ∆(f, λ) which is defined via the cellular
basis of Br,n given in Theorem 5.41.
Lemma 6.2. Assume that (f, λ) ∈ Λ+r,n.
a) Let f 6= n/2. Then φf,λ 6= 0 if and only if φλ 6= 0.
b) Let f = n/2, and assume that ωa 6= 0 for some non-negative integer a ≤ r−1.
Then φf,0 6= 0.
c) If ωi = 0 for all non-negative integers i ≤ r − 1, then φf,0 = 0 for f = n/2.
Proof. (a) can be proved by arguments similar to those for [21, 3.1]. In order to
prove (b), we assume that ℓ ∈ Z and k ∈ Z≥0. We have
ω
(ℓ)
2k+1E2k+1E2k−1 · · ·E1
=E2k+1X
ℓ
2k+1E2k+1E2k−1 · · ·E1
=E2k+1X
ℓ
2k+1E2k−1E2kE2k−1E2k+1E2k−3 · · ·E1
=E2k+1E2k−1X
ℓ
2k−1E2kE2k−1E2k+1E2k−3 · · ·E1
=E2k−1X
ℓ
2k−1E2k+1E2kE2k+1E2k−1E2k−3 · · ·E1
=E2k−1X
ℓ
2k−1E2k+1E2k−1E2k−3 · · ·E1
=E2k+1E2k−1X
ℓ
2k−1E2k−1E2k−3 · · ·E1
=E2k+1E2k−1E2k−3 · · ·E1X
α
1 E1, by induction assumption
=ωℓE2k+1E2k−1E2k−3 · · ·E1.
Since we are assuming that Ω ∪ {̺} is u-admissible, by Theorem 5.41, C is an
F -basis of Br,n. Since E2k+1E2k−1E2k−3 · · ·E1 ∈ C , ω
(ℓ)
2k+1 = ωℓ. So,
φn
2
,0(E
n
2 , E
n
2 Xℓn−1 · · ·X
ℓ
3X
ℓ
1) = (ωℓ)
n
2 6= 0.
This proves (b).
Suppose that α, β ∈ Nf,nr for f = n/2 . Using Lemma 6.1 repeatedly, we have,
for any w ∈ Sn
E
n
2 Xα · Tw ·X
βE
n
2 = E
n
2 hE1
for some h ∈ Br,2. By direct computation, E1hE1 = 0 for all h ∈ Br,2, forcing
E
n
2 hE1 = 0. Therefore, φn
2
,0 = 0. This proves (c). 
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Lemma 6.2 sets up a relationship between the irreducible Br,n-modules and the
irreducible Hr,n−2f -modules for all non-negative integers f ≤ ⌊
n
2 ⌋. Note that we
can keep the assumption that ui = q
ki , ki ∈ Z by using Dipper-James-Mathas’s
Morita equivalent theorem for Hr,n−2f . In “separate condition”, such a result was
proved in [10]. By [2], [4] and [6], irreducible Hr,n−2f -modules are indexed by
u-Kleshchev r-multipartitions of n− 2f .
Theorem 6.3. Suppose F is a field which contains non-zero elements q, u1, . . . , ur
and q− q−1. Assume that Ω∪{̺} is u-admissible. Let Br,n, 2 ∤ r be the cyclotomic
BMW algebra over F .
a) If n is odd, then the set of all pair-wise non-isomorphic irreducible Br,n-
modules are indexed by (f, λ) where 0 ≤ f ≤ ⌊n2 ⌋ and λ are u-Kleshchev
multipartitions of n− 2f .
b) Suppose that n is an even number.
(i) If ωi 6= 0 for some non-negative integers i ≤ r − 1, then the set of
all pair-wise non-isomorphic irreducible Br,n-modules are indexed by
(f, λ) where 0 ≤ f ≤ n2 and λ are u-Kleshchev multipartitions of n−2f .
(ii) If ωi = 0 for all non-negative integers i ≤ r − 1, then the set of
all pair-wise non-isomorphic irreducible Br,n-modules are indexed by
(f, λ) where 0 ≤ f < n2 and λ are u-Kleshchev multipartitions of n−2f .
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