Abstract. We study the Neighbor Aided Network Installation Problem (NANIP) introduced previously which asks for a minimal cost ordering of the vertices of a graph, where the cost of visiting a node is a function of the number of neighbors that have already been visited. This problem has applications in resource management and disaster recovery. In this paper we analyze the computational hardness of NANIP. In particular we show that this problem is NP-hard even when restricted to convex decreasing cost functions, give a linear approximation lower bound for the greedy algorithm, and prove a general sub-constant approximation lower bound. Then we give a new integer programming formulation of NANIP and empirically observe its speedup over the original integer program.
Introduction
We motivate our study with an example from infrastructure networks. It is well known that many vital infrastructure systems can be represented as networks, including transport, communication and power networks. Large parts of these networks can be severely damaged in the event of a natural disaster. When faced with large-scale damage, authorities must develop a plan for restoring the networks. A particularly challenging aspect of the recovery is the lack of infrastructure, such as roads or power, necessary to support the recovery operations. For example, to clear and rebuild roads, equipment must be brought in, but many of the access roads are themselves blocked and damaged. Abstractly, as the recovery progresses, previously recovered nodes provide resources that help reduce the cost of rebuilding their neighbors. We call this phenomenon "neighbor aid".
Recently, [6] introduced and analyzed a simple model of neighbor aided recovery in terms of a convex discrete optimization problem called the Neighbor Aided Network Installation Problem (NANIP). We will henceforth use the terms "recover" and "install" interchangeably. For simplicity, we assume that during the recovery of a network all of its nodes and edges must be visited and restored. They asked how to optimize the recovery schedule in order to minimize the total cost? This is also the question we address herein.
In the NANIP model, the cost of recovering a node depends only on the number of its already recovered neighbors, capturing the intuition that neighbor aid is the determining factor of the cost of rebuilding a new node. NANIP offers a stylized model for disaster recovery of networks (among other applications) but the interest in disaster recovery of networks is not new. A partial list of existing studies include [5, 11, 8, 1, 2, 3] . A common framework is to consider infrastructure systems as a set of interdependent network flows, and formulate the problem of minimizing the cost of repairing such damaged networks. Another class of models [14] develops a stochastic optimization problem for stockpiling resources and then distributing them following a disaster. More abstract problems related to NANIP are the single processor scheduling problem [7] , the linear ordering problem [10] , and the study of tournaments in graph theory [15] .
NANIP assumes that certain tasks are dependent and cannot be performed in parallel, but unlike many scheduling problems, there are no partial order constraints. Similarly to traveling salesman problem (TSP) [12] , the NANIP problem also asks for an optimal permutation of the vertices of the graph but, unlike in the case of the traveling salesman problem, the cost associated with visiting a given node could depend on all of the nodes visited before the given node. Another key difference between NANIP and TSP is that in NANIP it is allowed to visit nodes that are not neighbors of any previously-visited nodes. As we will see, such disconnected traversals provide Ω(log(n)) multiplicative improvements over connected ones.
Since neighbor aid is assumed to reduce the cost of recovery, we are mainly interested in decreasing cost functions. Furthermore, since convexity for decreasing functions captures the "law of diminishing returns", i.e. that as the number of recovered neighbors increases, the per-node value of the aid provided by one neighbor decreases, convex decreasing functions are of special interest. Although [6] gave NP-hardness of NANIP for general cost via a straightforward reduction from Maximum Independent Set, the cost function used there was increasing, thus leaving the complexity of the convex decreasing case an open question. In this paper we show this problem is NP-hard as well. We also provide a new convex integer programming formulation and analyze the performance of the greedy algorithm, showing that its worst case approximation ratio is Θ(n).
Preliminaries
An instance of NANIP is specified by an undirected graph G = (V, E) and a real-valued function f : N → R ≥0 . The function f represents the cost of installing a vertex v, where the argument is the number of neighbors of v that have already been installed. Hence, the domain of f is the non-negative integers, bounded by the maximum degree of G (for terminology see [15] ). The goal is to find a permutation of the nodes that minimizes the total cost of the network installation. The cost of installing node v t ∈ V under a permutation σ of V is given by f (r(v t , G, σ)) ,
where r(v t , G, σ) is the number of nodes adjacent to v t in G that appear before v t in the permutation σ. The total cost of installing G according to σ is given by
The problem is illustrated in Fig. 1 . Generally, the choice of f depends on the application, and f will often be convex decreasing. With the same f , any optimal sequences must recover Clark/Lake (CL) station before at least one of its neighbors.
We assume that G is connected and undirected, unless we note otherwise. If G has multiple connected components, NANIP could be solved on each component independently without affecting the total cost.
We begin by quoting a preliminary lemma from [6] which establishes that all the arguments used in calculating the node costs must sum to m, the number of edges in the network.
Lemma 1 ([6])
For any network G, and any permutation σ of the nodes of G,
One application of this lemma is the case of a linear cost function f (k) = ak + b, for some real numbers a and b. With such a function the optimization problem is trivial in that all installation permutations have the same cost.
In the next section we will prove hardness results about NANIP; let us recall some relevant definitions.
Definition 2 An optimization problem is called strongly NP-hard if it is NPhard and the optimal value is a positive integer bounded by a polynomial of the input size.
Definition 3 An algorithm is an efficient polynomial time approximation scheme (EPTAS) for an optimization problem if, given a problem instance and an approximation factor ε, it runs in time O(F (ε)n c ) for some constant c and some function F and finds a solution whose objective value is within an ε fraction of the optimum. An EPTAS is called a fully polynomial time approximation scheme (FPTAS) it runs in polynomial in the size of the problem instance and
A strongly NP-hard optimization problem cannot have an FPTAS unless P=NP: otherwise, if n denotes the input size and p denotes the polynomial such that the optimum value is bounded by p(n), setting ε = 1 2p(n) for the FPTAS would yield an exact polynomial time algorithm.
Some NP-hard problems become efficiently solvable if a natural parameter is fixed to some constant. Such problems are called fixed parameter tractable.
Definition 4 FPT, the set of fixed parameter tractable problems, is the set of languages L of the form x, k such that there is an algorithm running in time O(F (k)n c ) for some function F and constant c deciding whether x, k ∈ L.
An example of a fixed parameter tractable problem is the vertex cover problem (where the parameter is the size of the vertex cover). Problems believed to be fixed parameter intractable include the graph coloring problem (the parameter being the number of colors) and the clique problem (with the size of the clique as parameter).
For parametrized languages, there is a natural fixed parameter tractable analogue of polynomial time reductions. These so-called fpt-reductions are used to define hardness for classes of parametrized languages, similarly to how NPhardness is defined using polynomial time reductions. One important class of parametrized languages is W [1] . For the definition of W [1] and for more background on parametrized complexity, we refer the reader to the monograph of Downey and Fellows [4] . They proved that under standard complexity-theoretic assumptions, W [1] is a strict superset of F P T ; consequently, W [1]-hard problems are fixed parameter intractable. We will use this fact to show the fixed parameter intractability of NANIP.
We now consider the hardness of solving NANIP with convex decreasing cost functions.
Theorem 5
The Neighbor Aided Network Installation Problem is strongly NPhard when f is convex decreasing; as a consequence it admits no FPTAS.
Proof. We reduce from CLIQUE, that is, the problem of deciding given a graph G = (V, E) whether it contains as an induced subgraph the complete graph on k vertices. Given a graph G = (V, E) with n = |V | and an integer k, we construct an instance of NANIP on a graph G with a convex cost function f (i) as follows. Define G by adding k new vertices u 1 , . . . , u k to G which are made adjacent to every vertex in V but not to each other, establishing an independent set of size k. Define the cost function
. In a traversal σ whose first k vertices yield cost M , every new vertex must be adjacent to every previously visited vertex, i.e. the vertices form a k-clique. Moreover, M is the lower bound on the cost incurred by the first k vertices of any traversal of G .
Suppose that G has a clique of size k, and denote by v 1 , . . . , v k the vertices of the clique, with v k+1 , . . . , v n the remaining vertices of G. Then the following ordering is a traversal of G of cost exactly M :
Conversely, let w 1 , . . . , w n+k be an ordering of the vertices of G achieving cost M . Then by the above, the vertices w 1 , . . . , w k must form a k-clique in G . In the case these k prefix vertices are all vertices of G we are done. Otherwise, the independence of the u i 's implies that at most one u i is used in w 1 , . . . , w k+1 ; using more would incur a total cost greater than M . In this case the k − 1 remaining vertices of the prefix form a (k − 1)-clique of G. Since it is NP-hard to approximate CLIQUE within a polynomial factor [16] , this proves the NPhardness of convex decreasing NANIP.
Moreover, since the optimum value of a NANIP instance obtained by this reduction is at most k 2 which is upper bounded by n 2 , the size of the NANIP instance, it also follows that convex decreasing NANIP is strongly NP-hard and therefore does not admit an FPTAS.
The cost function f k (i) used in the proof of Theorem 5 is parametrized by k. Call NANIP k the subproblem of NANIP with cost functions of finite support where the size of the support is k. Because we consider NANIP k a subproblem of general NANIP, stronger parametrized hardness results for the former give insights about the latter. Indeed, the following corollary is immediate.
Proof. CLIQUE is W [1]-complete when parametrized by the size of the clique. W [1]-hardness is preserved by so-called f pt-reductions (see [4] ), and the reduction from the proof of Theorem 5 is such a reduction.
In particular, standard complexity assumptions imply from this that NANIP k is not fixed-parameter tractable and has no efficient polynomial-time approximation scheme (EPTAS). Now we will show that the same reduction can be used to obtain a stronger approximation lower bound of (1 + n −c ) for all c > 0. First a lemma. Lemma 1. Let G and f constructed as above, and let σ denote a NANIP traversal. Suppose V denote the vertices of G and U denote the vertices of the independent set. If σ is obtained from σ by moving the U to positions k + 1, . . . , 2k (without changing the precedence relations of the vertices in V ),
Proof. Consider the positions in σ of the first k vertices from G, and let i 1 , . . . , i k be the positions of the vertices from U . Call
Case 1: i 1 > k. In this case all the u i are free, as are all vertices visited after σ(k). If i 1 > k+1, apply the cyclic permutation γ 1 = (k+1, k+2, . . . , i 1 ) to move u 1 to position k + 1. The cost of visiting u 1 is still zero, and the cost of the other manipulated vertices does not increase because they each gain one previously visited neighbor. Now repeat this manipulation with γ s = (k +s, k +s+1, . . . , i s ) for s = 2, . . . , k. An identical argument shows the cost never increases, and at the end we have precisely σ .
Case 2: i 1 ≤ k. In this case u 1 is not free. Let j be the index of the first v ∈ V that occurs after i 1 . Then apply the cyclic permutation ξ = (i 1 , i 1 + 1, . . . , j) to move v before u 1 . The cost of v increases by at most j − i 1 (and this is not tight since it is possible that j > k + 1). But since all σ(i 1 ), σ(i 1 + 1), . . . , σ(j − 1) ∈ U , and they each gain a neighbor as a result of applying ξ, so their total cost decreases by exactly j − i 1 , and the total cost of σ does not increase. Now repeatedly apply ξ (using the new values of i 1 , j) until i 1 = k + 1. Then apply case 1 to finish.
Theorem 7
For all c > 0, there is no efficient (1 + n −c )-approximation algorithm for NANIP on graphs with n vertices with convex decreasing cost functions, unless P = NP.
Proof. It is NP-hard to distinguish a clique number of at least 2
R from a clique number of at most 2 δR in graphs on 2 (1+δ)R vertices (δ > 0) [16] . We will reduce this problem to finding an (1 + n −c )-approximation for NANIP. In particular, we will show that there is no efficient C-approximation approximation algorithm for NANIP, where
and k = n 1/(1+δ) . This is equivalent to the statement of the theorem since by setting ε = c/(2+ 2δ), we get that there is no efficient n 1+δ n 1+δ +1
(1 + n −c ) < (1 + n −c )-approximation algorithm for NANIP.
Let G be a graph on n = 2 (1+δ)R vertices containing a k-clique where k = n 1/(1+δ) = 2 R and construct G from G by adding a k-independent set as before, with f (i) = max(k − i, 0). Suppose we have an efficient C-approximation algorithm for NANIP. After running it on input (G , k), modify the output sequence according to the previous lemma. Then all the nodes after the first k are free, thus the cost of the sequence is determined by the first k vertices. Since they all have fewer than k preceding neighbors, the cost function for them is linear, implying that the total cost of the sequence depends only on the number of edges in between the first k vertices.
The cost of the optimal NANIP sequence in G is k(k + 1)/2, thus the cost of the sequence returned by the approximation algorithm is at most
it follows by [6] , Corollary 2, that there are more than (1 − k −2ε )k 2 /2 edges between the first k vertices.
Turán's theorem [13] states that, a graph on k vertices that does not contain an (r + 1)-clique can have at most (1 − 
Greedy analysis for convex NANIP
In this section we discuss the approximation guarantees of the greedy algorithm on convex NANIP. The greedy algorithm is defined to choose the cheapest cost vertex at every step, breaking ties arbitrarily. A useful observation here is that the greedy algorithm always produces a connected traversal of a connected graph, in the sense that every prefix of the final traversal induces a connected subgraph. We call an algorithm which always produces a connected traversal a connected algorithm.
Our next theorem shows a rather surprising result, that optimal recovery sometimes requires disconnected solutions, even on convex cost functions. Connected solutions can perform quite badly, having a cost that is a Ω(log n) multiple of the optimum.
Theorem 8
Connected algorithms have an approximation ratio Ω(log(n)) for convex NANIP problems.
Proof. We construct a particular instance for which a connected algorithm incurs cost Ω(log(n)) while the optimal route has constant cost. Define the graph B(m) to be a complete binary tree T with m levels, and a pair of vertices u, v such that the leaves of T and {u, v} form the complete bipartite graph K 2 m−1 ,2 . As an example, B(3) is given in Figure 2 . Define the cost function f (n) such that f (0) = 2, f (1) = 1, and f (n) = 0 for all n ≥ 2. For this cost function it is clear that the minimum cost of a traversal of B(m) is exactly 4 by first choosing the two vertices of B(m) that are not part of the tree, and then traversing the rest of the tree at zero cost. However, if a connected algorithm were forced to start at the root of the tree, it would incur cost Ω(m) = Ω(log(n)) since every vertex would have at most one visited neighbor.
To force such an algorithm into this situation we glue two copies of B(m) together so that their trees share a root. Then any connected ordering must start in one of the two copies, and to visit the other copy it must pass through the root, incurring a total cost of Ω(log(n)). On the other hand, the optimal traversal has total cost 8.
Further, the greedy algorithm, which simply chooses the cheapest vertex at each step and breaks ties arbitrarily, gives a Θ(n) approximation ratio in the worst case. To see this, note that in the construction from the theorem the only way a connected algorithm can achieve the logarithmic lower bound is by traveling directly from the root to the leaves. But by breaking ties arbitrarily, the greedy algorithm may visit every interior node in the tree before reaching the leaves, thus incurring a linear cost overall.
Integer programming for NANIP
In this section we describe a new integer programming (IP) formulation of the NANIP problem by adding in Miller-Tucker-Zemlin-type subtour elimination constraints [9] . An IP, of course, does not give a polynomial time algorithm, but can be sufficiently fast for some instances of practical interest. We then show that this formulation, experimentally, improves on the previous formulation by [6] .
A new integer program
In what follows we will assume that the cost function f is a continuous convex decreasing function R ≥0 → R ≥0 rather than one N → R ≥0 . It is necessary to extend f to a continuous function for the LP relaxation to be well-defined. While there are many ways to do so, formulating the IP for a general continuous f encapsulates all of them.
For an undirected graph G = (V, E) on n = |V | vertices, and introduce the arc set A by replacing each undirected edge with two directed arcs. For all (i, j) ∈ A define variables e ij ∈ {0, 1}. The choice e ij = 1 has the interpretation that i is traversed before j in a candidate ordering of the vertices, or that one chooses the directed edges (i, j) and discards the other. In order to maintain consistency of the IP we impose the constraint e ij = 1 − e ji for all edges (i, j) with i < j. Finally, we wish to enforce that choosing values for the e ij corresponds to defining a partial order on V (i.e., that the subgraph of chosen edges forms a DAG). We use the subtour elimination technique of Miller, Tucker, and Zemlin [9] and introduce variables u i for i = 1, . . . , n with the constraints
Thus, if i is visited before j then u i ≥ u j − 1. Now denote by d i = (j,i)∈E e ji , which is the number of neighbors of v i visited before v i in a candidate ordering of V . The objective function is the convex function i f (d i ), and putting these together we have the following convex integer program:
The integer program has a natural LP relaxation by replacing the integrality constraints with 0 ≤ e ij ≤ 1. Because f is only evaluated at integer points, it is possible to replace f (d i ) with a real-valued variable bound by a set of linear inequalities, as detailed in [6] .
Experimental results
We compared the new IP formulation with the formulation of [6] , in the algebraic optimization framework (IBM ILOG CPLEX 12.4 solver) running with a single thread on Intel(R) Core(TM) i5 CPU U 520 @ 1.07GHz with 3.84E6 kB of random access memory. The simulation used graphs on 15 nodes, where the number of edges was increased from 14 (tree) until the running time exceeded 1 hour. For each edge density, we constructed 5 graphs and reported the average running time of the two algorithms.
From the computational experiments it is clear that our formulation gives significant improvements. For instance, the solve time seems to not depend on the number of nodes in the graph (Fig. 3(a) ), unlike in the previous formulation. We are also able to solve NANIP instances on 45 edges in under an hour, whereas the previous formulation solved only 30 edge graphs in that time (Fig. 3(b) ). The approximability of NANIP remains an open problem. In particular, it is still not known whether an efficient o(n) approximation algorithm exists for general convex decreasing cost functions. One obstacle to finding a good rounding algorithm is that the IP we presented has an infinite integrality gap. As proof, the graph K n with the function f (i) = max(0, n/2 − i) has OPT = Ω(n 2 ) but the linear relaxation has OPT LP = 0. So an approximation algorithm via LP rounding would require a different IP formulation.
