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This paper studies an impact of geometric degeneracies on the complexity of 
geometric objects which are unions and intersections of open regions. We demon- 
strate a technique, based on the concept of lower semicontinuous functions, for 
proving that the maximum complexity is achieved on nondegenerate contigura- 
tions of regions. We discuss in this context the complexity of stabbing regions, 
and arrangements of Jordan curves. 8 19% Academic press, IW. 
1. INTK~DDCTI~N 
In recent years a substantial effort has been invested in the analysis of 
singular cases occurring in discrete and computational geometry prob- 
lems. Typical singular cases (also called degenerate, or nongeneric) in- 
clude intersections of more than two curves at one point, three colinear 
points, curve overlaps, etc. 
A variety of questions related to singularities have been investigated 
(see, for example, Edelsbrunner and Mticke, 1988; Greene and Yao, 1986; 
Li et al., 1986; Yap, 1988; Zaslavsky, 1975; Fortune, 1989; Guibas et al., 
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1989). Some of the most interesting research problems in this area include 
the following three issues: 
l robust implementations of geometric algorithms 
l algorithms for detecting and reporting singularities 
l an impact of singularities on the combinatorial complexity 
This paper addresses the third issue from the above list. More specifi- 
cally, the general problem that we have in mind is the question of estimat- 
ing the complexity of objects created from simpler regions (e.g., open 
halfplanes) by means of set-theoretic intersections and unions. The com- 
plexity of such objects is expressed, for example, by the number of con- 
nected components, or by the number of vertices in the boundary of the 
objects. Computational geometry studies a variety of interesting objects 
of this nature (see Edelsbrunner, 1987a). 
If the upper bound of the complexity is of interest then a natural ques- 
tion which arises in this context is whether one may confine his consider- 
ations to generic configurations of boundaries of the given regions. Such a 
question is motivated by an experience telling that handling generic con- 
figurations is usually technically simpler than examining all possible de- 
generacies that could occur. In fact, in several instances restrictions to 
generic configurations may be justified by using a simple “perturbation 
argument” based on the assumption that a tiny perturbation of nongeneric 
data removes singularities without decreasing the combinatorial complex- 
ity of the objects. 
The objective of this paper is to identify and characterize mathematical 
properties of geometric objects that allow us to apply the perturbation 
argument rigorously. To motivate our research let us remark that, per- 
haps surprisingly, the perturbation argument may not work even in simple 
and natural situations, i.e., that a tiny perturbation of nongeneric configu- 
ration can actually decrease the complexity. We demonstrate such an 
example in Section 5. 
In this paper we develop a general technique that provides rigorous 
tools supporting space and time complexity analysis for a large class of 
discrete and computational geometry problems. The technique is topolog- 
ical in nature yet addresses combinatorial questions. The methods employ 
concepts of the Hausdorff metric and topology, and lower semicontinu- 
ous functions. 
To make our discussion more specific, we develop and demonstrate the 
method by discussing two particular problems; the complexity of the 
common intersection of double wedges-objects occurring in the line 
stabbing problem for sets of segments (see Edelsbrunner, 1987a)-and a 
cell decomposition induced by sets of Jordan curves (see Edelsbrunner er 
al., 1988; Kedem et al., 1986). 
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The next section of the paper gives preliminaries and definitions. Fur- 
ther sections present a development of the proposed method, main results 
of the paper, and applications. In Sections 5, and 6 we discuss possible 
extensions of the proposed technique and give concluding remarks. 
2. PRELIMINARIES 
This section defines the basic topological concepts that are necessary 
for development of our method. 
Let X be a metric space with a metric d. Let F C X and p 2 0, Define 
u(F, p) = {x E X: d(x, F) 5 p} and U(F, p) = {x E X: d(x, F) < p}. For F, 
G C X we define the Hausdorff distance between F, G to be 6(F, G) = 
inf{p: F C U(G, p) and G C U(F, p)}. 
Let K = K(X) be a set of all compact subsets of X. Then K(X) with the 
distance 6 is a metric space. The standard topology induced by this metric 
is called the Hausdorff topology. If X is an Euclidean affine space then 
(K(X), 6) is complete. In addition, for a E X and r z 0, the set K,,,(X) = 
{F E K(X): F C B(a, r)} is compact; B(a, r) denotes the ball in X centered 
at a with radius r, i.e., B(a, r) = {x E X: d(x, a) I r}. 
Let us define a topology on the set of (not necessarily compact) subsets 
of the metric space X. We say that a sequence Z, converges to Z if and 
only if for any ball B the sequence B fl Z,, converges to B fl Z in HausdorR 
topology. We refer to this topology as an almost uniform Hausdorff topol- 
%tY. 
A real function fdefined on a metric space is called lower semicontinu- 
ous if lim inf-, f(x,) 2 f(x) for x = lim,, x,. 
Assume that X is a topological space. The following fact holds. 
FACT 2.1. Let S be a dense subset of X. Then for any lower semicon- 
tinuous function f: X + R, sup{f(x): x E X} = sup{f(x): x E S}. 
Proof. To prove this we show that f(x) 5 sup{f(x): x E S} for any x E 
X. Indeed, let {xn} C S and x, + x. Then, f(x) I lim inf,, f(x,J 5 
sup{f(x,,): x, E S} 5 sup{f(x): x E S}. This completes the proof. w 
We also need the following general theorem. 
THEOREM 2.1. The operations of union and intersection on open sets 
of X are continuous in the almost uniform Huusdorff topology. 
By induction, we have 
COROLLARY 2.1. Anyjinite combination of union and intersection op- 
erations on open sets of X is continuous in the almost uniform Huusdorff 
topology. 
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3. COMPLEXITYOF STABBINGREGIONS 
In this section we demonstrate the basic components of our approach 
using, as an example, stabbing regions (also called transversal sets). 
Let us begin with some terminology. Define a dual mapping D that 
maps points to lines and lines to points. If p = (a, p) is a point then D(p) 
= 1, where 1 is the line satisfying y = (YX - p. D is involutary, i.e., D(1) = 
p, where 1 andp are as above. For a line segment s, its dual transformation 
D can be defined as follows: D(s) = UpEs D(p). 
The dual image of a (nonvertical) open segment is called a wedge. It is 
easy to see that, geometrically, a wedge is a subset of R* consisting of 
these two open regions between two intersecting straight lines which do 
not contain a vertical line. The vertical line passing through the intersect- 
ing point is called a separating line. 
A wedge can be uniquely represented by four real coordinates (x1, x2, 
t3, t4), where t3 2 t4. The first two coordinates define the position of the 
vertex of the wedge, and the other two determine the slopes of the bound- 
ary lines. This representation endows the set of all wedges with the stan- 
dard topology inherited from R4. A configuration of wedges means a 
sequence of them, and the set of all configurations is a topological space 
with the topology of the product. Note that two geometrically identical 
configurations may not be identical in this sense since the same set of 
wedges may be arranged in sequence in various ways. 
A stabbing region 7(W) is the intersection of a family of II wedges W = 
{WI,. * * 7 w,}. We treat transversal as a function r from sets of wedges 
to subsets of R*. 
Transversal regions emerge in a natural way in the line stabbing prob- 
lem (see Edelsbrunner et al., 1982). The stabbing problem for a set of 
segments S is the problem of finding a straight line intersecting all the 
segments in the set S. This problem can be transformed by the dual 
transformation to finding intersections of wedges, which are dual images 
of these segments (see Edelsbrunner et al., 1982). 
It is known that the number t(n) of edges in such an intersection is 
linear; Edelsbrunner et al. (1989) have established the tight bound equal to 
7.5 * n + O(1). 
The following fact holds. 
LEMMA 3.1. The transversal is a continuous function from sets of 
wedges to subsets of R* in the almost uniform HausdorfStopology. 
Proof. The transversal set is an intersection of a finite set of wedges. 
Since any wedge is a continuous function of configurations of wedges, by 
Corollary 2.1, the theorem follows. n 
Let W be a set of wedges, V be its set of the separating lines, and T(W) 
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be the corresponding transversal set. A discontinuous boundary sequence 
is any sequence 21, . . . , zk E k(w) such that for every pair zi , zj one of 
the following conditions is satisfied: 
1. conv({zi, Zj}) g C%(W), for i f j, or 
2. (COtlV({Zi, Zj})\{Zi, Zj}) fl V f 0, for i f j. 
We have an obvious lemma. 
LEMMA 3.2. The maximum length of discontinuous boundary se- 
quences for r(W), denoted by t7(w), is equal to the number of edges in the 
usual sense. 
The next lemma, which follows directly from the definition of a bound- 
ary sequence, says that we can always find a discontinuous boundary 
sequence that does not contain any vertices of the boundary of a given 
transversal region. 
LEMMA 3.3. L&Z/‘, . . . , zk be a boundary sequence for r(W). Then 
there exists such an E > 0 that for any z;, . . . , z; E ar(W>, such that 
d(zi, zi) < E for i = 1 . . . k, the sequence z;, . . . , z; is a boundary 
sequence for 7(W). 
THEOREM 3.1, Assume that we have a sequence of configurations W,, 
such that W,, + W. Let zy E ar(W,), z: jrncc zi, for i = 1 . . . k. If z1, 
. . . , zk is a discontinous boundary sequence for r(W) then for n > N, N 
a suficiently large integer, zi’, . . . , zi are discontinuous boundary 
sequences for r( W,). 
Proof, Let W be a set of wedges, and zl, . . . , zk its maximal discon- 
tinuous boundary sequence. Let W,, -+,+m W; note that in view of Lemma 
3.1 the corresponding transversal sets 7( W,) converge to 7(W). Take any 
sequence W,= (W*,z;, . . . , zjj) which converges, in the corresponding 
product topology, to w = (W, ZI, . . . , zk). 
Let E(W) denote the minimum, over all the pairs zi, zj, of the distances 
d(zij, aT( W)), if zi, zj satisfy condition (i) of the definition of the discontin- 
uous boundary sequences and zij is a point in conv(zi, zj) that does not 
belong to aT( w), and the minimum of the distances d(zi, V), d(zj, V) if zi, 
zj satisfy the condition (ii). Note that E(W) > 0; see Lemma 3.3. Now it is 
easy to see that for N such that n > N, 6(qR n B, W, rl B) < E (B is a ball 
containing all z’s) the sequence z;, . . . , zi: is a discontinuous boundary 
sequence for r(W,). n 
Now we are prepared to state the following crucial result. 
THEOREM 3.2. tTCw) is a lower semicontinuous function. 
Proof. We fix W and {W,,}, W,, +,,+ W. Let ZI, . . . , zk be a maxi- 
mum length boundary sequence for T(W). We show that for n sufficiently 
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big we can find boundary sequences of length at least k for r(W,,). In view 
of Theorem 3.1 it is enough to show points z$’ E T(W,J, zl- zi for i = 1 
. . . k. By Lemma 3.3 we can assume that zr, . . . , zk belong to the 
edges of r( W) and that they are not vertices. Hence for small enough v the 
intersection B(zi V) n (T(W))= is a half-disk for any i = 1 . . . k. 
Take N sufficiently large, such that for 12 > N, 6(W, W,) < 5 < V. It is 
clear that for any i, B(zi, F) is not included in T( WJ but contains a point of 
I. Hence, this ball also contains a point in c%-(W,), which we choose 
as z;. Since i; can be arbitrarily small the chosen sequence satisfies the 
assumption of Theorem 3.1 which ends the proof. 0 
The above theorems imply that a function which counts the number of 
edges in p(W) is lower semicontinuous; the composition of the continuous 
function r, and the lower semicontinuous function f, is lower semicontinu- 
ous. 
The above discussion leads to the following conclusion. 
COROLLARY 3.1. The number of edges in the transversal set of any n 
wedges is maximized on the generic ConJigurations. 
Proof. By virtue of the above considerations the function t is lower 
semicontinuous. Since the set of nondegenerate configurations of wedges 
is dense in the set of all wedges the theorem follows. n 
In fact the above qualitative theorem, saying that the maximum number 
of edges can be obtained on nondegenerate configurations of wedges, also 
has some partial numeric evidence. Namely, Edelsbrunner (1987b) stud- 
ied the stabbing line segments problem for a set of m segments with n 5 
2m endpoints, i.e., where some segments could share an endpoint. He 
was able to prove that the number of edges in the corresponding transver- 
sal is bounded by 8n - 2. (This bound depends on the number of end- 
points rather than on the number of the segments which could be as much 
as cn*.) 
4. APPLICATION TO RIGID JORDAN CURVES 
In this section we demonstrate that the number of the connected open 
components in R2 induced by a set of n Jordan curves is a lower semicon- 
tinuous function. This immediately implies that in order to find the combi- 
natorial complexity of arrangements of Jordan curves (in the sense of the 
number of connected components) it suffices to consider only nonde- 
generate configurations. Technically, a region in this case is any (open) 
set whose boundary is a Jordan curve. 
The above statement seems to be obvious when applied to families of 
arbitrary Jordan curves. Their topological structure allows for small local 
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changes that in turn can be easily used to show that, for example, configu- 
rations with more than two curves intersecting in one point have less 
components than configurations without that property. The problem how- 
ever occurs when families at hand consist of rigid curves. Note that for 
rigid curves local moves can imply large global changes. 
More formally, consider any set of m Jordan curves in R2. The group 
(R2 * 0(2, R))“’ acts on this set by induced rigid motions. We endow the 
set of images of our configuration (under the rigid motions) with the 
standard topology of a group (see Kelley, 1970). Next, we define a func- 
tion h(J) that counts the number of connected components in R2V, i.e., 
after removing the given set of curves from R2. Each such component can 
be associated with a representative point that belongs to this component. 
The sequence of the representative points, such that each of them belongs 
to a different component, is referred to as a disjoint component sequence. 
THEOREM 4.1. A(-) is a lower semicontinuous function. 
Proof. Consider a configuration J of m Jordan curves. Note that by 
Corollary 2.1 each connected component of the decomposition is a con- 
tinuous function of the set of the configurations of curves. Let zl, . . . , 
zk be its disjoint component sequ_ence. Let, in the product topology, -7, = 
(Jn, zi’, . . . , z[GI) converge to J = (J, zl, . . . , zk) with respect to the 
corresponding Hausdorff metric. Set E = min(&, r>:i =-I . . . k, y E 
J). Let no be such an integer that for all n > no, p(J,, J) < E. Then, 
obviously zl, . . . , z! is a disjoint component sequence for J,, which 
implies that lim inf,, h(J,,) 2 A(J). This ends the proof. n 
Noting that configurations of curves in nondegenerate position form a 
dense set of all the configurations we obtain the following: 
COROLLARY 4.1. The number A(J) of disjoint connected components 
in the configuration J of m Jordan curves is maximized on the subset of 
nondegenerate configurations. 
Note that the assumption that the curves are rigid does not intervene in 
our proof. We mention this assumption to emphasize that there are natu- 
ral situations where local perturbations may imply global changes causing 
technical problems in applying the perturbation argument rigorously. 
5. OTHER CASES 
One might think that the lower semicontinuity is a common property. 
Actually, it is not so. In Theorem 2.1 the openness is a crucial assump- 
tion. 
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before perturbation after perturbation 
FIGURE 1 
In fact, if we define the transversal sets in a slightly different way, as 
the intersections of the closures of wedges, then the lower semicontinuity 
of the boundary sequences does not hold any more. See Fig. 1, which 
depicts two wedges sharing one line and their vertex. A small perturba- 
tion, by splitting that common line, changes the transversal (in the new 
sense) from the whole line to one point. 
Concluding, it seems that the property of lower semicontinuity holds in 
cases when there are only transversal intersections between sets in- 
volved . 
6. CONCLUDING REMARKS 
The paper has presented a method of coping with degenerate cases in 
the process of estimating space complexity of a large class of computa- 
tional geometry problems. This class includes a large group of objects 
obtained as intersections and unions of open sets. We believe that by 
using procedures suggested by this paper, one can generalize the method 
to closed sets when their boundaries are smooth curves that intersect 
transversally. 
Perhaps the biggest contribution of this paper is in recognizing the role 
played by lower semicontinuous functions in the combinatorial complex- 
ity of geometric objects. If we know that a function measuring complexity 
is lower semicontinuous then we are able, using general topological facts, 
to infer that the function attains its maximum on the family of nonde- 
generate objects in a given class, provided that they constitute a dense 
subset of that class. This observation has numerous consequences. 
One of the consequences on the algorithmic side is that even if degener- 
acies may lead to more complicated code, they do not necessarily lead to 
larger memory requirements for storing relevant objects. 
On a methodological side, an interesting feature of the proposed 
method is that in order to prove that a given function is lower semicontin- 
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uous, we augment the problem by adding an additional geometric struc- 
ture. This enables us to express a combinatorial question as a topological 
problem, which in turn gives room for utilizing various topological tools, 
such as Hausdorff spaces. 
We have presented two representative applications of the proposed 
mechanism. They are related to combinatorial complexity of transversal 
sets (important for stabbing algorithms), and complexity of arrangements 
of Jordan curves (appearing in various algorithms for robot path plan- 
ning). Many other estimates, such as the number of edges in cell decom- 
positions, can be easily handled by this method. 
Let us finally note that the method is inherently qualitative, meaning 
that it does not provide techniques for obtaining specific numerical esti- 
mates. Yet it provides a powerful tool in deriving such estimates by 
eliminating a need, usually very painful, of studying so-called special 
cases. 
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