Abstract: This study proposes an illumination-invariant face-recognition method called adaptive homomorphic eight local directional pattern (AH-ELDP). AH-ELDP first uses adaptive homomorphic filtering to reduce the influence of illumination from an input face image. It then applies an interpolative enhancement function to stretch the filtered image. Finally, it produces eight directional edge images using Kirsch compass masks and uses all the directional information to create an illumination-insensitive representation. The author's extensive experiments show that the AH-ELDP technique achieves the best face recognition accuracy of 99.45% for CMU-PIE face images, 96.67% for Yale B face images and 84.42% for Extended Yale B face images using one image per subject for training when compared to seven representative state-of-the-art techniques.
Introduction
For security and access control purposes, face recognition is considered as a good compromise between reliability and social acceptance [1] . However, face analysis is a challenging task because of illumination variations, pose changes, facial expressions, age variations and occlusion. Illumination variation, considered as one of the crucial problems among these factors, has attracted much attention in the face recognition community in the last decade [2] . As a result, various face-recognition methods have been proposed to address the issue of illumination variation. These methods can be generally classified into three categories: illumination modelling, preprocessing and normalisation and illuminationinvariant feature extraction [3] .
The first category of approaches includes statistical or physical models in which the model parameters are extracted by low-dimensional linear subspaces [4] . However, the main limitation and shortcoming of this approach are constructing a linear subspace and requiring several sample images for training, respectively [3] .
Preprocessing and normalisation approaches improve illumination conditions of images without using any face model or surface information. Representative methods are histogram equalisation [5] , gamma intensity correction [6] and self-quotient image (SQI) [7] . SQI, which is a ratio image between a given test image and its smoothed version, implicitly indicates that each preprocessed image is illumination-invariant [3] . Huang and Li [8] combine three distinct methods (i.e. homomorphic filtering, ratio image generation and anisotropic smoothing) to preprocess each face image and then apply an illumination compensation method on the preprocessed image for the face recognition task.
The main goal of the third category is to extract illumination-invariant features. Most of the recently proposed methods belong to this category. Representative methods include Gradientface [9] , Weberface [10] , local binary patterns (LBP) [11] and its modified version local ternary patterns (LTP) [12] , local directional patterns (LDP) [13] , enhanced LDP (EnLDP) [14] , local directional number patterns (LDN) [15] , directional pattern of phase congruency (DPPC) [16] , local phase quantisation and multi-resolution local binary pattern fusion [17] and logarithmic fractal dimension (LFD) [18] . For example, the Gradientface method creates a ratio image between the y-gradient and x-gradient of a given image. The Weberface method, inspired by Weber's Law, creates a ratio image between the local intensity variation and the background. Both methods are proven to be illumination-insensitive. On the other hand, the LBP, LDP, EnLDP and LDN methods extract illumination-invariant features. Specifically, the LBP method takes P pixels in a circle of radius R around each pixel and threshold these pixels based on the value of the centre pixel. LDP, EnLDP and LDN use Kirsch compass masks to produce eight directional edge images and encode the directional information to achieve illumination-invariant representations. DPPC replaces the intensity value required for calculating the traditional LDP with the phase congruency (PC) value at the corresponding pixel. LFD performs a log function on the face image and then transfers the image to the fractal dimension domain using the fractal analysis to produce the illumination-invariant face representations. This paper proposes a three-step illumination-invariant face-recognition method. The new method derives a descriptor called adaptive homomorphic eight local directional patterns (AH-ELDP) to produce an illumination-insensitive representation. As a result, we name it the AH-ELDP method. First, the proposed method employs an adaptive homomorphic filter to reduce the influence of illumination. Then, it uses the interpolation function to enhance the image features. Finally, it applies all the eight directional edge numbers to produce illumination-invariant features (i.e. AH-ELDP) to recognise faces.
The contributions of the proposed AH-ELDP method are: (i) Adjusting the homomorphic filter parameter c to automatically attenuate the low-frequency (i.e. illuminance) component of each original face image. (ii) Employing an interpolation function to effectively enhance the contrast of the filtered image. (iii) Presenting a new gradient-based descriptor by considering the relations among all eight directional edge responses to achieve robustness against illumination variations and noise [15] and represent more valuable structural information from the neighbourhood.
The rest of this paper is organised as follows: Section 2 reviews some of the related previous work and describes the three steps of the AH-ELDP method and the computation of the adaptive value for the homomorphic filter. Section 3 compares our proposed method with several state-of-the-art methods using three public face databases. Finally, Section 4 draws the conclusion and summarises the directions of future work.
Methodology

Previous work
The LBP, LTP, LDP, EnLDP and LDN methods produce illumination-invariant representations. The LBP and LTP methods summarise local grey-level structures. They take a local neighbourhood of P pixels in a circle of radius of R around each pixel and threshold the neighbourhood pixels at the value of the central pixel. Usually, P and R are set to be 8 and 1, respectively. LBP converts the resulting eight values to the values of 1s and 0s and then transfers the 8-bit binary pattern to the corresponding decimal value. LTP converts the resulting eight values to the values of −1s, 0s and 1s and then splits the ternary pattern into two binary patterns. The final LBP and LTP images are illumination-invariant.
The LDP, EnLDP and LDN methods operate in the gradient domain to produce illumination-invariant representations. They could also be considered as LBP approaches. However, they use edge directional information instead of intensity changes, since edge responses are insensitive to lighting variations [15] . Specifically, they use Kirsch compass masks (M 0 , M 1 , …, M 7 ) to compute the edge responses and produce eight directional edge images for a face image. All the eight Kirsch masks, as shown in Fig. 1 , can be produced by rotating the first Kirsch mask (M 0 ) 45°apart in eight directions. Then, the convolution of the original face image I(x, y) and each of eight masks M i (0 ≤ i ≤ 7) generates eight edge directional images or eight directional numbers for each pixel. LDP considers an 8-bit binary code for each pixel and assigns 1s to the three bits corresponding to the three prominent numbers and 0s to the other five bits. EnLDP and LDN consider a 6-bit binary code for each pixel. In EnLDP, the first three bits code the position of the top positive directional number and the next three bits code the position of the second top positive directional number. In LDN, the first three bits code the position of the top positive directional number and the next three bits code the position of the top negative directional number. The generated codes are then converted to their corresponding decimal values to produce LDP, EnLDP and LDN images, which are illumination-invariant.
Adaptive homomorphic eight local directional patterns
The proposed AH-ELDP method consists of three steps. The first step is to use homomorphic filtering to reduce the illumination effects. The second step is to apply an interpolative enhancement function to stretch the contrast of the filtered image. Finally, the last step employs a modified version of LDP to produce the illumination-invariant representation of a face image.
2.2.1
Homomorphic filtering: Based on the Lambertian-reflectance model, a face image I is represented as follows
where I(x, y), R(x, y) and L(x, y) are, respectively, the pixel intensity, reflectance and illuminance at position (x, y) of a face image [8, 10, 19] . Specifically, R is considered as a high-frequency signal closely corresponding to texture information of a face because reflectance indicates the contrast arrangement of skin, eyebrows, eyes and lips of a face. L is considered as a low-frequency signal because the illumination values of neighbouring pixels in a face image are similar to each other [8] .
To reduce the influence of illumination, we use the homomorphic filter H(u, v) as a Gaussian high-pass filter [19] . This filter adjusts the image intensity by strengthening the high-frequency signal and attenuating the low-frequency signal [8] . However, the Fourier transform of the two functions, R(x, y) and L(x, y), in (1) is not separable. So, we use the logarithmic operation to separate these functions as follows
We then apply the Fourier transform F on the logarithmic results by
where
are the Fourier transform of ln(I(x, y)), ln(R(x, y)) and ln(L(x, y)), respectively. Now, we multiply the homomorphic filter, H(u, v), on both sides of (3) 
where S is the filtered result in the frequency domain. Subsequently, we compute I F −1 (x, y) as the inverse Fourier transform of S(u, v) as follows
). Finally, we use the exponential operation to yield the desired filtered image I f (x, y) as follows
are the illuminance and reflectance of the filtered image at position (x, y), respectively.
Similar to [8] , we use the modified Gaussian high-pass filter discussed in [19] to define H(u, v) by
where D(u, v) is the distance from (u, v) to the origin of the centred Fourier transform, D 0 is the cutoff distance measured from the origin, γ L < 1 and γ H > 1 are the parameters of the filter, and c is a constant to control the sharpness of the slope of the filter function as transitions take place between γ H and γ L [19] . The homomorphic filtering using the aforementioned process is summarised in Fig. 2 . We finally normalise the filtered image I f so that the normalised filtered image f falls in the range of [0, 1].
Figs. 3a and b show two sample images and their corresponding homomorphic filtered images, respectively. Fig. 3b clearly indicates that the homomorphic filtering attenuates the low-frequency component, that is, the illuminance of an image.
Image enhancement:
After reducing the illumination influence, we enhance the features of the filtered face image. To this end, we adopt the idea of the interval type-2 fuzzy sets [20] to enhance the contrast of the filtered image by making the darker area in the image brighter and the brighter area in the image darker. We then set the lower and upper values for each pixel that is currently in the range of [0, 1] as follows
and
where μ Lower (x, y) and μ Upper (x, y) are the lower and upper values of the normalised filtered pixel value at position (x, y), respectively. The enhancement function is then defined by
where f mean (x, y) (0 ≤ f mean (x, y) ≤ 1) and g(x, y) are, respectively, the local mean and the enhanced value at position (x, y). From the mathematical perspective, Equation (10) is actually the linear interpolation between the two end points (i.e. the lower and upper values). g(x, y) is close to the lower value when the f mean (x, y) value is close to 1 (i.e. when the pixel is in a bright neighbourhood). Similarly, g (x, y) is close to the upper value when the f mean (x, y) value is close to 0 (i.e. when the pixel is in a dark neighbourhood). Therefore, this interpolation function makes pixels in the dark neighbourhood brighter and pixels in the brighter neighbourhood darker. In other words, it enhances the contrast of the filtered image. Fig. 3c shows the results of this interpolative enhancement operation on two homomorphic filtered images.
Eight local directional patterns:
This subsection presents a modified version of the LDP method to produce illumination-invariant features since the enhanced filtered images still contain part of illumination information. As explained earlier, the LDP-based methods (i.e. LDP, EnLDP and LDN) operate in the gradient domain to produce illumination-invariant features. Also, LDP, EnLDP and LDN use the three prominent directional numbers, the two top positive directional numbers, and the top positive and negative directional numbers of the eight directional numbers at each position to generate illumination-invariant representations, respectively. However, each edge directional image represents the edge significance in its respective direction and each directional number provides the gradient direction in a chosen neighbourhood. Therefore, all the edge responses are significant. The proposed AH-ELDP method uses all the eight directional numbers, instead of only few of them, to provide more valuable structural information of the neighbourhood. We assign an 8-bit binary code to each pixel. If the directional number of its edge directional image is positive, we set the value of the respective bit to 1s. Otherwise, we set the value of the respective bit to 0s. Finally, the binary code is converted to its corresponding decimal value, which is considered as the pixel's AH-ELDP value. Fig. 4 illustrates the detailed steps to compute the AH-ELDP value at one position. The same procedure can be applied to all positions to obtain the final AH-ELDP image, as shown in Fig. 4e .
The algorithmic view of the proposed AH-ELDP method is summarised in Algorithm 1 (see Fig. 5 ). Fig. 6 demonstrates sample original images from the Yale B face database and their corresponding preprocessed images generated by seven compared state-of-the-art methods and the proposed AH-ELDP method. It clearly shows that the AH-ELDP method produces illumination-insensitive images since all AH-ELDP images look alike, as shown in Fig. 6i .
Both AH-ELDP and LBP transform the 8-bit binary code to a decimal value, whereas they employ different mechanisms to produce the 8-bit code. AH-ELDP computes the eight directional edge images and uses the positive or negative directional numbers to generate the 8-bit code. LBP uses the centre pixel of the original image in each neighbourhood as the threshold and computes the sparse points to generate the 8-bit code. By using few numbers of intensities in a neighbourhood, LBP discards most of the information in the neighbourhood, makes the method sensitive to noise and limits the accuracy of the method [15] . AH-ELDP avoids the above shortcomings of LBP by using more edge information from the entire neighbourhood.
Settings of parameters
The AH-ELDP method has four parameters that belong to the homomorphic filter: D 0 , γ L , γ H and c. D 0 is the cutoff distance as conventionally defined in the band-pass filter. γ L and γ H are the lowest and highest values of the filter and c controls the transitions between γ L and γ H . Based on (7), c along with D 0 (i.e. D 0 / c √ ) determines the actual cutoff distance. This makes c the most important parameter of the system. Fig. 7 shows the image representation of the homomorphic filter for different c values and different D 0 , γ L and γ H values. It clearly shows the shape of the filter changes gradually with changing values of c and D 0 . However, the shape of the filter does not change much with changing values of γ L and γ H . This indicates that c is the most important parameter in our system. On the other hand, every face image has different unknown amount of illuminations that require a different filter to reduce its illumination. Therefore we produce the adaptive homomorphic filter based on each input face image by adjusting the parameter c. The homomorphic filter operates in the frequency domain. Frequency is directly related to the rate of change and intuitively associates with patterns of intensity variations in an image [19] . The origin of the Fourier transform contains the slowest varying frequency component which corresponds to the average grey level intensity of the image. While moving away from the origin, the frequency changes from low to high. Since illumination variations are mainly contained in the low-frequency components, components around the origin contain most illumination changes. To this end, we consider a square window of components around the origin of Fourier transform and use a proportion of some of these low-frequency components to determine the adaptive parameter c for the homomorphic filter. This proportion approximately indicates the slope of changes in the low frequency. Therefore, we define the parameter c as follows
where Mag i indicates the ith largest magnitude value within the square window. We use the magnitude to compute c since it measures the strength of the frequency components. The origin of Fourier transform is excluded because it only represents the average intensity of the image. In our experiment, we empirically set the length of the square window to be 15% of the smallest dimension of the image. For example, we use a window of size 15 × 15 centring at the origin of Fourier transform for a face image of size 100 × 100. The other parameters are empirically set to be: γ H = 1.1, γ L = 0.5 and D 0 = 15. D 0 is the cutoff distance and is set to be the length of the window.
Experimental results
We evaluate the AH-ELDP method by conducting experiments on CMU-PIE, Yale B and Extended Yale B face databases. The three databases have large illumination variations and are publicly available [21, 22] . We make all images in the three databases to have the same resolution of 100 × 100 since some of the other compared methods (e.g. Gradientface, LDP and LDN) used the images in the same dimension for their experiments. To this end, we manually crop and resize PIE face images to the size of 100 × 100. Since the manually cropped version of the Extended Yale B database is publicly available, we only resize the cropped Yale B and Extended Yale B face images to the size of 100 × 100 to be consistent in all experiments. AH-ELDP is compared with seven recently proposed state-of-the-art methods such as Gradientface, Weberface, LFD, LBP, LDP, EnLDP and LDN. All the methods are implemented in MATLAB. For the methods with parameters, we set them as recommended by the respective authors. For the LBP method, we use uniform LBP with P = 8 and R = 2 (i.e. 8 pixels in a circle of radius of 2) [11] . We use the Gaussian filter with the standard deviation of 0.3 and 1 in order to smooth the image for Gradientface and Weberface methods, respectively, since these two values achieve decent accuracy for all three databases. We use the one nearest neighbourhood (1NN) rule with l 2 norm (1NN-l 2 ) as the classifier. This classifier is also used in the Weberface method [10] . It simply assigns an input image to its nearest neighbour reference image in the database. Therefore, the results only show the influence of preprocessing methods in handling illumination.
Results on the PIE face database
The PIE database consists of 41 368 greyscale images (486 × 640 pixels) from 68 individuals. They are captured under various poses, illuminations and expressions. Frontal images from the illumination subset (C27) are used in our experiment. C27 contains 21 images per subject. Fig. 8 shows all 21 images for a subject from this database and their corresponding AH-ELDP images. We use one image per subject as the reference image and all the other 20 images as the test images. Fig. 9 shows the recognition accuracy of different methods under each reference set. Obviously, the proposed AH-ELDP method outperforms the other methods for all reference images. Table 1 summarises the average recognition accuracy and its standard deviation (SD) of the eight compared methods for all reference images. AH-ELDP achieves the highest average recognition accuracy of 99.45% and the smallest SD of 0.01, whereas the second highest accuracy of 97.86% is obtained by the LFD method. Compared with the other We also evaluate the influence of the homomorphic filter (step 1) and the interpolative enhancement function (step 2) on the performance of the proposed AH-ELDP method. Table 2 summarises the average recognition accuracy and its SD for different combinations of these steps. Specifically, ELDP represents the third step. HomoELDP represents the combined steps 1 and 3. EnhancedELDP represents the combined steps 2 and 3. Table 2 shows that the proposed AH-ELDP (i.e. combined steps 1, 2 and 3) achieves the best accuracy and the smallest SD value.
Results on the Yale B face database
The Yale B database consists of greyscale face images of 10 individuals under nine poses. Frontal face images are used in our experiment. Each subject has 64 images. These frontal face images are categorised into six subsets based on the angle between the light source directions and the central camera axis: Subset 0 (0°, 60 images), Subset 1 (1°to 12°, 80 images), Subset 2 (13°to 25°, 100 images), Subset 3 (26°to 50°, 120 images), Subset 4 (51°to 77°, 100 images) and Subset 5 (above 78°, 180 images). Each subject has six images in Subset 0 as shown in the first column of Fig. 6 , which have different elevations of light source. The degrees of their elevations are − 35, − 20, 0, 20, 45 and 90°, respectively. Positive elevation implies the light source is above the horizon, whereas negative elevation implies the light source is below the horizon. We conduct six experiments for each compared method. In each experiment, we use one of the six face images per subject in Subset 0 for training, and the remaining five images per subject in Subset 0 (50 images in total) and all the images in each of the other five subsets for testing. We then compute the average face recognition accuracy of each subset across all the six experiments. Table 3 summarises the average recognition accuracy and its SD of each subset for the seven state-of-the-art compared methods and our variant systems, including ELDP, HomoELDP, EnhancedELDP and AH-ELDP. Subset 0′ for each experiment contains the images in Subset 0 excluding the training image. We also include the average accuracy together with its SD for subsets 0′, 1, 2, 3, 4 and 5 (i.e. 630 testing images in total) in the last column of Table 3 . The proposed AH-ELDP method outperforms the seven state-of-the-art methods with the best face recognition accuracy of 96.67% and the smallest SD of 0.03. It improves the face recognition accuracy of Gradientface, Weberface, LFD, LBP, LDP, EnLDP and LDN by 6.10, 4.50, 1.62, 7.79, 12.43, 12.47 and 17.32%, respectively.
Results on the Extended Yale B face database
The Extended Yale B database consists of greyscale face images of 38 individuals under nine poses. Frontal face images are used in our experiment. Each subject has 64 images (2414 images out of 2432 images are used since 18 images are either missing or named *bad* by respective owners). These frontal face images are categorised into six subsets based on the angle between the light source directions and the central camera axis: Subset 0 (0°, 228 images), Subset 1 (1°to 12°, 301 images), Subset 2 (13°to 25°, 380 images), Subset 3 (26°to 50°, 449 images), Subset 4 (51°to 77°, 380 images) and Subset 5 (above 78°, 676 images). Each subject has six images in Subset 0, as shown in the first column of Fig. 6 , which have different elevations of light source. We conduct six experiments for each compared method using the same experimental settings for the Yale B database. Table 4 summarises the average recognition accuracy and its SD of each subset for the seven state-of-the-art compared methods and our variant systems, including ELDP, HomoELDP, EnhancedELDP and AH-ELDP. Subset 0′ for each experiment contains the images in Subset 0 excluding the training image. We also include the average accuracy and its SD for Subsets 0′, 1, 2, 3, 4 and 5 (i.e. 2376 testing images in total) in the last column of Table 4 . The proposed AH-ELDP method outperforms the seven state-of-the-art methods with the best face recognition accuracy of 84.42% and the smallest SD of 0.05. It improves the face recognition accuracy of Gradientface, Weberface, LFD, LBP, LDP, EnLDP and LDN by 8.90, 5.47, 3.44, 16.78, 20.50, 17 .04 and 25.27%, respectively.
Effect of c parameter
In this subsection, we conduct some experiments to evaluate the influence of the adaptive parameter c. PIE, Yale B and Extended Yale B face databases have different characteristics www.ietdl.org and features. Therefore, a good performance on one of them for a method does not guarantee obtaining a good performance on the other one for the same method. Also, the parameters of each method might need to be different for each database. Fig. 10 shows the performance of AH-ELDP for PIE, Yale B and Extended Yale B databases when a fixed value of c is used. It clearly demonstrates the different trends for three face databases. For example, the performance of AH-ELDP on the PIE database slightly improves when the value of c increases.
On the contrary, the performance of AH-ELDP on the Yale B and the Extended Yale B database improves when the value of c decreases. Therefore the adaptive c introduced in (11) adjusts the homomorphic filter based on the illumination (low frequency) of each face image. Comparing the performance of AH-ELDP using the adaptive c (refer to Tables 1, 3 and 4) with the performance of AH-ELDP using the fixed c values (refer to Fig. 10 ), we can clearly see that the AH-ELDP method achieves a balanced performance using the adaptive c on all three databases. We also conduct eight experiments on each of the three publicly available databases to investigate the influence of D 0 on the face recognition accuracy. Fig. 11 shows the face recognition accuracy for PIE, Yale B and Extended Yale B databases using different D 0 values, including 1, 5, 10, 15, 20, 25, 30 and 35, respectively. It clearly confirms that the value of 15 is a good choice for D 0 for face images of 100 × 100 pixels, which are considered in this paper.
In addition, our experiments in Tables 5-7 verify that the choices of γ L and γ H do not affect the performance of AH-ELDP too much. The values in these tables are the average face recognition accuracy of respective experiments yielded by the AH-ELDP method using seven different values for each γ L and γ H and the adaptive c values. In all cases, the AH-ELDP method achieves the best performance comparing with the seven state-of-the-art methods. In our experiments, we choose γ L = 0.5 and γ H = 1.1 to have a good balance among three face databases.
It should be mentioned that the other seven state-of-the-art methods also behave differently on the PIE, Yale B and Extended Yale B databases. For example, when not considering the three variant systems of our proposed method, the Gradientface method achieves the third best accuracy of 97.17% on the PIE database, while it achieves the fourth accuracy of 91.11 and 77.52% on the Yale B and Extended Yale B database, respectively. All of these further validate that the proposed AH-ELDP method consistently outperforms the other methods on databases with different illuminations.
Conclusions and future work
We propose a three-step illumination-invariant face-recognition method, called AH-ELDP, to preprocess face images with illumination variations. The proposed AH-ELDP method offers the following advantages: (i) It uses an adaptive c to adjust the homomorphic filter for each face image based on the slope of changes in the low-frequency components of the image and reduce the influence of its illumination. (ii) It applies an interpolative enhancement function to stretch the contrast of the filtered image. (iii) It uses Kirsch compass masks to compute edge responses and considers the relations among eight directional numbers to obtain the AH-ELDP image which is robust against illumination variations and represents more valuable structural information from the neighbourhood. Our experiments on three face databases (PIE, Yale B and Extended Yale B) show the effectiveness and robustness of the AH-ELDP method. These experiments also demonstrate that the proposed method outperforms seven state-of-the-art methods when using one image per subject for training.
In the future, we will focus on designing a more powerful AH-ELDP-like descriptor which uses all eight directional edge numbers in terms of their relationship in magnitudes, to achieve a better illumination-invariant face representation. 
References
