ABSTRACT. In previous work we have shown that classical approximation theory provides methods for the systematic construction of inverse-closed smooth subalgebras. Now we extend this work to treat inverse-closed subalgebras of ultradifferentiable elements. In particular, Carleman classes and Dales-Davie algebras are treated. As an application the result of Demko, Smith and Moss and Jaffard on the inverse of a matrix with exponential decay is obtained within the framework of a general theory of smoothness.
INTRODUCTION
We describe new methods to generate a smooth inverse-closed subalgebra of a given Banach algebra A and to characterize this subalgebra by approximation properties and by weights. Recall that a subalgebra B of A is inverse-closed in A, if every b ∈ B that is invertible in A is actually invertible in B.
A prototype of an inverse-closed subalgebra is the Wiener algebra of absolutely convergent Fourier series, which is inverse-closed in the algebra of continuous functions on the torus. Another example is the algebra C 1 (T) of continuously differentiable functions on the torus; the proof that C 1 (T) is inverse-closed in C(T) is essentially the quotient rule of classical analysis.
Many methods for the construction of inverse-closed subalgebras are based on generalizations of this simple smoothness principle. In the context of Banach algebras, derivatives are replaced by derivations. The Leibniz rule for derivations implies that their domain is a Banach algebra, and by the symmetry of A the domain is inverse-closed in A, see [15] .
A more refined concept of smoothness can be developed, if A is invariant under the bounded action of a d-dimensional automorphism group. In this case algebras of BesselBesov type can be defined, and the properties of the group action imply that the spaces defined form inverse-closed subalgebras of A, see [20] .
A different approach to smoothness is by approximation using approximation schemes adapted to the algebra multiplication. This line of research, initiated by Almira and Luther [2, 3] , yields Banach algebras of approximation spaces that are inverse-closed in A, if A is symmetric [15] .
Moreover, if A is invariant under the action of the translation group and the approximation scheme consists of the bandlimited elements of A, we obtain Jackson-Bernstein theorems that identify approximation spaces of polynomial order with Besov spaces.
All of the above has been carried out in two previous publications [15, 20] for smoothness spaces of finite order. Now we use the same principles to construct inverse-closed subalgebras of ultradifferentiable elements.
Classes of Carleman type are defined by growth conditions on the norms of higher derivations in the same way as for functions, and we obtain a characterization of inverseclosed Carleman classes by adapting a proof of Siddiqi [31] . If the growth of the derivations satisfies the condition (M2') of Komatsu, then an alternative description of the Carleman classes as union of weighted spaces or approximation spaces is available.
Whereas Carleman algebras are inductive limits of Banach spaces we can also define Banach algebras of ultradifferentiable elements derived from a given Banach algebra. The construction generalizes an approach used by Dales and Davie [7] for functions defined on perfect subsets of the complex plane, so we call the resulting Banach algebras Dales-Davie algebras. An result of Honary and Abtahi [1] on inverse-closed Dales-Davie algebras of functions can be adapted to the noncommutative situation (Theorem 32).
The general theory has applications to Banach algebras of matrices with off-diagonal decay. The formal commutator δ (A) = [X, A], X = 2πi Diag((k) k∈Z ), is a derivation on B( 2 ), and its domain defines an algebra of matrices with off-diagonal decay that is inverseclosed in B( 2 ) [15, 3.4] . The translation group acts boundedly on B( 2 ) by conjugation with the modulation operator M t = Diag(e 2πik·t ) k∈Z d , (1)
whereÂ(k) is the kth side diagonal of A,
In [15, 20] the theory of smooth and inverse-closed subalgebras has been applied to describe Banach algebras of matrices with off-diagonal decay.
The approximation theoretic characterization of Carleman Carleman classes of Gevrey type on B( 2 ) yields a new proof of a result of Demko, Smith and Moss [10] . Theorem 1. If A ∈ B( 2 ) with |A(k, l)| ≤ Ce −γ|k−l| for constants C, γ > 0 and all k, l, ∈ Z d , and if A −1 ∈ B( 2 ), then there exist C , γ > 0 such that
In some instances, Dales-Davie algebras of matrices can be identified with known Banach algebras of matrices, e.g. if C 1 v 0 consists of matrices with norm
) is a weighted form of this algebra for a submultiplicative weight v M associated to M, see Section 4.
The organization of the paper is as follows. First we recall some facts from the theory of Banach algebras and review results of [15, 20] on inverse-closed subalgebras of a given Banach algebra defined by derivations, automorphism groups, and approximation spaces. In Section 3, after treating C ∞ classes, ultradifferentiable classes of Carleman type are introduced, and necessary and sufficient conditions on their inverse-closedness are given. Carleman classes satisfying axiom (M2') of Komatsu are characterized by approximation and weight conditions. As an application we generalize the result of Demko [10] on the inverses of matrices with exponential off-diagonal decay. The results on the inverse-closedness of Dales-Davie algebras are treated in Section 4. In Section 5 some applications to matrix algebras with off-diagonal decay are given. In the appendix a combinatorial Lemma on the iterated quotient rule is proved.
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2. PRELIMINARIES 2.1. Notation. The cardinality of a finite set A is |A|.
The symbol x denotes the greatest integer smaller or equal to the real number x. Positive constants will be denoted by C, C ,C 1 ,c, etc., where the same symbol might denote different constants in each equation.
We use the standard multi-index notation. Multi-indices are denoted by Greek letters and are a d-tuples of nonnegative integers. The degree of
The continuous embedding of the normed space X into the normed space Y is denoted as X → Y . The operator norm of a bounded linear mapping A : X → Y is A X→Y . In the special case of operators A :
We will consider Banach spaces with equivalent norms as equal.
2.2.
Inverse closed Banach algebras. All Banach algebras are assumed to be unital. To verify that a Banach space A with norm A is a Banach algebra it is sufficient to prove that ab A ≤ C a A b A for some constant C. A Banach algebra A is a (Banach) * -algebra if it has an isometric involution * , i.e., a * A = a A for all a ∈ A. The Banach * -algebra A is symmetric, if σ A (a * a) ⊆ [0, ∞) for all a ∈ A, where σ A (a) denotes the spectrum of a ∈ A. The spectral radius of a ∈ A is ρ A (a) = sup{|λ | : λ ∈ σ A (a)}. a ∈ A and a −1 ∈ B implies a −1 ∈ A.
The relation of inverse-closedness is transitive: If A is inverse-closed in B and B is inverse-closed in C, then A is inverse-closed in C.
If A is a * -algebra, we assume that the derivation and the domain are symmetric, i.e., D = D * and δ (a * ) = δ (a) * for all a ∈ D. The domain is normed with the graph norm
Assume that A is a symmetric Banach algebra with a symmetric derivation δ . If 1 ∈ D(A), then the (symmetric) Banach algebra D(A) is inverse-closed in A. Moreover, δ satisfies the quotient rule δ (a −1 ) = −a −1 δ (a)a −1 , see [15] .
In more generality, let {δ 1 , · · · , δ d } be a set of commuting derivations on A. The domain of δ r 1 δ r 2 . . .
For every multi-index α the operator δ α = ∏ 1≤k≤d δ α k k and its domain D(δ α ) are well defined. In analogy to C α (R d ) we equip D(δ α ) with the norm
Since δ j is assumed to be a closed operator on A, it follows that δ α is a closed operator on
Furthermore, the Banach algebra A (k) = |α|≤k D(δ α ) and the Fréchet algebra
2.4. Automorphism Groups. A (d-parameter) automorphism group acting on the Banach algebra A is a set of Banach algebra automorphisms Ψ = {ψ t } t∈R d of A that satisfy ψ s ψ t = ψ s+t for all s,t ∈ R d and are uniformly bounded, i.e. M Ψ = sup t∈R d ψ t A→A < ∞ . If A is a * -algebra we assume that Ψ consists of * -automorphisms.
We call a ∈ A continuous and write a ∈ C(A), if lim t→0 ψ t (a) = a.
is a closed derivation, and the domain D(δ t , A) of δ t is the set of all a ∈ A for which this limit exists. If A is a * -algebra, then δ t is symmetric.
The action of Ψ is periodic, if ψ t = ψ t+e j for all t ∈ R d and all 1 ≤ j ≤ d. If the action of Ψ is periodic, we can define Fourier coefficients of a ∈ C(A) bŷ
With the group action Ψ it is possible to define the classical smoothness spaces, see, e.g. [6] . We need the Besov spaces that are defined, using the difference operators
, r > 0 and the integer k > r (every choice of k yields an equivalent norm). Algebra properties of Λ p r (A) are discussed in [20] . In particular, Λ p r (A) is inverse-closed in A for all 1 ≤ p ≤ ∞ and all r > 0, see [20, 3.8] .
In a similar spirit Bessel potential spaces are introduced and it can be shown that they form inverse-closed subalgebras of A [20] .
Approximation
Spaces. An approximation scheme on the Banach algebra A is a family (X n ) n∈N 0 of closed subspaces of A that satisfy X 0 = {0}, X n ⊆ X m for n ≤ m, and X n · X m ⊆ X n+m , n, m ∈ N 0 . If A is a * -algebra, we assume that 1 ∈ X 1 and X n = X * n for all n ∈ N 0 . The n-th approximation error of a ∈ A by X n is E n (a) = inf x∈X n a − x A . For 1 ≤ p < ∞ and w a weight on N 0 the approximation space E p w (A) consists of all a ∈ A for which the norm
is finite (standard change for p = ∞). If w is a standard polynomial weight, w = v r for some r > 0, then in order to remain consistent with the existing literature we define
Algebra properties of approximation spaces are discussed in [3, 15] . In particular, in [15] the following result is proved. 
Approximation with bandlimited elements. The relation between smoothness and approximation is given by the Weierstrass theorem and Jackson-Bernstein-theorems.
Given a Banach algebra with automorphism group we say that a ∈ A is σ -bandlimited for σ > 0, if there is a constant C such that for every multi-index α the Bernstein inequality
satisfied. An element is bandlimited, if it is σ -bandlimited for some σ > 0. In this case X 0 = {0}, X n = {a ∈ A : a is n-bandlimited}, n ∈ N, is an approximation scheme for A [15, Lemma 5.8].
Theorem 4 (Weierstrass approximation theorem). If A is a Banach algebra with automorphism group Ψ, the set of bandlimited elements is dense in C(A).
Theorem 5 (Jackson-Bernstein-Theorem). Let A be a Banach algebra with automorphism group Ψ, and assume that r > 0 and
a ∈ Λ ∞ r (A) if and only if E n (a) ≤ Cn −r for all n > 0 .
ALGEBRAS OF C ∞ AND ULTRADIFFERENTIABLE ELEMENTS
3.1. C ∞ class. As in the scalar case, elements in a Banach algebra with automorphism group that have derivations of all orders can be characterized by approximation properties.
Proposition 6. If A is a Banach algebra with automorphism group Ψ, and (X n ) n∈N 0 is the approximation scheme that consists of the bandlimited elements of A, then a ∈ C ∞ (A) if and only if for all r > 0 lim k→∞ E k (a)k r = 0 . If the action of Ψ is periodic, this is further equivalent to lim |k|→∞ â(k) A |k| r = 0 for all r > 0.
Proof. The proof works as for the scalar case. If a ∈ C ∞ (A), then a ∈ Λ ∞ r+1 (A) for any r > 0 by the properties of Besov spaces [5, 20] . Using Proposition 5 we conclude that E k (a)k r+1 ≤ C, and E k (a)k r → 0 for k → ∞. For the other inclusion observe that (7) implies a ∈ Λ ∞ r (A), and further δ α a ∈ A for all α with |α| = r , again by the inclusion relations of Besov spaces [5, 20] .
If the action of Ψ is periodic, we use that for all
and so â(k) A ≤ C a − b A . The infimum of the norm over all b ∈ X |k| ∞ yields
and so
, and a ∈ C ∞ (A).
Carleman Classes.
Definition 7 (cf. [12, 13] ). Let A be a Banach algebra with commuting derivations δ 1 , · · · , δ d , and let M = {M k } k∈N 0 be a sequence of positive numbers with M 0 = 1. For each r > 0 we say that a ∈ A is in the Banach space C r,M (A), if the norm
is the union of the spaces C r,M (A),
with the inductive limit topology. Call M the defining sequence of C M (A).
is the Gevrey-class of order r. In particular, J 1 (A) consists of the analytic elements of A, i.e., the elements a ∈ A with convergent expansions
α! t α for some t > 0. This follows as in the scalar case, see, e.g. [32] . Consequently, if r ≤ 1 then J r (A) consists only of analytic elements.
Equivalence of Defining Sequences. We call two defining sequences
for all indices k and some constants c,C then M ∼ N. Fo example, the Gevrey class J r is also generated by the sequence N k = k rk .
We recall a standard construction. Let M be a defining sequence. The function associated to M is
We call T N and T M equivalent and write 
.
We will also need the following simple facts about log-convex sequences.
If δ 1 , . . . , δ d are generators of an automorphism group we can give a weak type characterization of C r,M (A).
Lemma 11. Assume that the automorphism group Ψ acts on A. An element a ∈ A is in C r,M (A) if and only if G a ,a (t) = a , ψ t (a) , is in C r,M (L ∞ (R d ))) for all a ∈ A , the dual of A. In this case a C r,
Proof. The required equivalence follows immediately from
by dividing with r α M |α| and taking suprema over all α. The equality G a ,δ α a = D α G a ,a is a consequence of elementary properties of G a ,a [15, Lemma 3.20] .
Proposition 12 ( [14, 27] ). Assume that the automorphism group Ψ acts on A, and let M be a defining sequence for C M (A).
Moreover, the last condition is equivalent to T M ∼ T N .
Proof. As a ∈ C M (A) if and only if G a ,a ∈ C M (R d ) for all a ∈ A , the conditions follow from [27, 6.5 .III] by a weak type argument. The statement given there is for functions on the real line, but it remains true for functions on R d . In the proof one has to replace the Kolmogorov inequality [26, 6.3 .III] by the Cartan-Gorny estimates [27, (6.4.5)]. They can be verified for functions on R d as well (see [22, IV.E., Problem 7] ).
The equivalence between condition (12) and T M ∼ T N follows directly from the definition of equivalent associated functions. Proof. The proof is as in Komatsu [21] .
We need the following technical term: A sequence (u k
Proof. Assuming that (M k /k!) 1/k is almost increasing we obtain
, and the "if" part follows by multiplying these estimates. For the other implication observe first that Stirling's formula implies that (M k /k!) 1/k is almost increasing if and only if there is a C > 0 such that
If l = rk for an integer r then (12) implies
If rk < l < (r + 1)k, we use an interpolation argument. By Lemma 10 the sequence M
Remark. (a) For the proof of the direct implication we do not need the condition that
We adapt the method of [31] to the noncommutative situation. We need a form of the iterated quotient rule that will be proved in the appendix.
Lemma 17. Let E = {1, . . . , d} and δ 1 , . . . , δ d be derivations that satisfy the quotient rule
For every k ∈ N and every tuple B = (b 1 , . . . ,
Define the ordered partitions of B into m nonempty subtuples as
Proof of Theorem 16. Assume that |α| = k. With the notation of Lemma 17 there is a k-tuple B with |B| = k such that δ α = δ B . As a ∈ C M (A), we know that δ B i (a) ≤ Ar |B i | M |B i | for some constants C, r > 0. The number of (nonempty) partitions of B into sets (B i ) 1≤i≤m ∈ P(B, m) of cardinality k i is k k 1 ,...,k m , so we obtain the norm estimate
Using (12) we obtain
and this is what we wanted to show.
Corollary 18. The Gevrey classes J r (A) are inverse-closed in A, if r ≥ 1.
3.3.
Description by Weighted and Approximation Spaces. In this section we characterize Carleman classes by unions of weighted spaces and of approximation spaces, if the action of the automorphism group Ψ on the Banach algebra A is periodic and the sequence M satisfies Komatsu's condition (M2').
Definition 19. Let A be a Banach * -algebra with periodic automorphism group Ψ. For 1 ≤ p ≤ ∞ and a weight v on Z d we introduce the weighted spaces spaces
with the obvious modification for p = ∞, whereâ(k) are the Fourier coefficients of a (see Section 2.4). 
Remark. If
Proof. Assume first that a ∈ C r,M (A). Let j be an index such that |k j | = |k| ∞ . Then, by l-fold partial integration
Taking norms we obtain
This relation is valid for all l ∈ N 0 , and therefore also for the infimum, which yields
For the converse inclusion assume that a ∈ C 1
the last equality by (11) , and so a ∈ C r,M c (A) = C r,M (A).
Corollary 21.
With the notation of Lemma 20,
where all spaces are equipped with their natural inductive limit topologies.
In order to obtain equality in Corollary 21 we impose condition (M2') of Komatsu [21] .
Lemma 22 ([28], [21, Prop. 3.4]).
If M is a defining sequence, the following are equivalent:
T M (r) ≥ exp log(r/c) log λ / log h for all r, λ > 0.
Example 23. The defining sequence for the Gevrey-class J r , r > 0 satisfies (M2').
Proposition 24.
If A is a Banach algebra with periodic automorphism group and if the defining sequence satisfies (M2')
with the interpretation that these algebras are topologically isomorphic.
Proof. (see, e.g., [23] ) We split the proof into several parts. By known properties of inductive limits [11] it is sufficient to prove the following inclusions. 2), we obtain the estimate
If we choose λ such that log λ /log h > d, the sum on the right hand side of the inequality is convergent.
(A) for some κ > 0 will be verified without loss of generality for r = 2π. The approximation error of a ∈ C ∞
is increasing, we can replace the sum by an integral. We assume that l is so large that log(l/c) log h > 2d, and obtain
where we have used (2) 
, and that is what we wanted to show.
For a more general discussion of approximation results see [29] .
DALES-DAVIE ALGEBRAS
In this section we assume that Ψ is a one parameter automorphism group acting on the Banach algebra A.
We define Banach algebras that are determined by growth conditions on the sequence ( δ k (a) A ) k∈N 0 by adapting a similar construction introduced in [7] for scalar functions in the complex plane . 
The space D 1 M (A) is indeed a Banach algebra. This will be proved in Proposition 28. Example 26. Recall that the norm of a derivation on C 1
Let us define the weight v M associated to M by
Thus we obtain
. For this example we have established a relation between the growth of derivatives and weights.
We recall some notions from complex analysis (see, e.g. [24] ). For an entire function f let M f (r) = sup |x|≤r | f (x)|. The order of f is ρ f = lim r→∞ log log M f (r)/ log r. If f has finite order ρ f , the type of f is σ f = lim r→∞ log M f (r)r −ρ f . If σ f = 0, we say that f has minimal type.
In the following lemma some basic properties of v M are collected.
Lemma 27.
(1) If M is an algebra sequence, then v M (|k|) is submultiplicative. 
, and this proves (1) for all values of r, s ≥ 0.
(2) is a consequence of the Cauchy-Hadamard formula for the convergence radius of the power series v M .
(3) We use the following formulas for order and type of the entire function
If v M satisfies the GRS condition then for all ε > 0 there is a r(ε) such that 1 ≤ v M (r) ≤ (1 + ε) r = exp(r log(1 + ε)) for all r > r(ε). This implies that ρ v M ≤ 1, and if ρ v M = 1, then v M is of minimal type. To verify the last assertion assume first that ρ v m < 1 and choose ε > 0 so small that
for some δ > 0, and therefore
is of minimal type, and (18) implies that
and that is what we wanted to show. If we assume that lim k→∞ (M k /k!) 1/k = ∞, then the relations (19) and (20) together with (17) and (18) imply that v m is of order ≤ 1. If v M is of order one, the same relations imply that it is of minimal type. This means that for all ε > 0 there is some r(ε) such that v M (r) ≤ (1 + ε) r for all r > r(ε), so v M is a GRS weight.
Proposition 28. If A is a Banach algebra with a one-parameter group of automorphisms acting on A, and M is an algebra sequence, then D 1 M (A) is a Banach algebra. Proof. The algebra property follows from using Lemma 27(1). To prove completeness let a n be a Cauchy sequence in D 1 M (A). This implies that δ k a n is a Cauchy sequence in A for all indices k. As δ is a closed operator and A is complete it follows that there is an a ∈ A such that for all k ≥ 0 the sequence δ k a n converges to δ k a in A. By standard arguments this implies that a n → a in D 1 M (A).
Proposition 29. If A is a Banach algebra with a one-parameter group of automorphisms Ψ acting on A, and M is an algebra sequence, then all elements of
For ε > 0 given we can choose M such that the second sum in the expansion above is smaller than ε. As δ k (a) ∈ C(A) [15, Proposition.3.15] for all k ∈ N 0 , the first sum can be made small by choosing t small enough.
As C 1 v (A) is inverse-closed in A, if v is a GRS weight it would be natural to conjecture that D 1 M (A) is inverse-closed in A if and only if v M is a GRS weight. However we can only prove the following.
Theorem 32. Let A be a Banach algebra, and M an algebra sequence. Set
Before proving the theorem we point out how condition (21) is related to the properties of v M . If (21) is valid, it follows in particular that lim k→∞ (M k /k!) 1/k = ∞ (Choose l j = 1 for all j on the RHS of (21) ). By Proposition 27 (3) this means that v M satisfies the GRS condition. Let us assume now that v M satisfies the GRS condition, or equivalently lim k→∞ P 1/k k = ∞. If the sequence P k is log-convex, then it satisfies (21) by [1, Cor. 3.6] . Choose now a sequence N k such that N k /k! is the log-convex minorant of P k (clearly, N k ≤ M k ), then N k /k! satisfies (21) and is GRS, and v N ≥ v M . This means that condition (21) does not put stronger growth restrictions on v M than GRS, but rather imposes some sort of regularity condition.
In this respect it would be interesting to solve the equivalence problem for Dales-Davie algebras: What are the conditions for two algebra sequences M and N such that
Proof. We use the iterated quotient rule (14) to estimate the norm of a −1 .
By hypothesis, for any ε > 0 there exists an index m ε , such that A m < ε for all m > m ε . So if ε is small enough the series converges, and a −1
The condition (21) is not easy to verify. Some sufficient conditions on
Example 33. The Gevrey sequence M k = k! r , r > 1 is an algebra sequence, and P k = k! r−1 is log-convex. By [1, Cor. 3.6] this implies (21) 
APPLICATIONS TO MATRIX ALGEBRAS WITH OFF-DIAGONAL DECAY
5.1. Preliminaries. In this section we apply the theory developed so far to inverse-closed subalgebras of infinite matrices with off-diagonal decay. This is continuation of [15, 20] . A matrix algebra A (over Z d ) is a Banach algebra of matrices that is continuously embedded in B ( 2 (Z d )) . We drop the reference to the index set Z d whenever possible.
Our examples are matrix algebras with off-diagonal decay. One way to describe offdiagonal decay is by weights. If A is a matrix algebra and w a weight on Z d , the weighted space A w consists of the matrices A ∈ A such that the matrix A w with entries
If A is a matrix algebra over Z d , we define the symmetric and commuting derivations
We With the help of the modulation operator M t x(k) = e 2πik·t x(k), k ∈ Z d we define a bounded and periodic group action χ t on B( 2 )by
We call the matrix algebra A homogeneous (c. [8, 9] , see also [30, Chapter 9] ), if the periodic automorphism group χ = {χ t } t∈R d is uniformly bounded on A. In this case the derivations δ j defined above are the generators of the automorphism group. If A is a homogeneous matrix algebra, then an easy computation shows that the kth Fourier coefficient of A ∈ A coincides with the kth side diagonal, so the notation is consistent. Definition 19) . More examples can be found in [15, 20] .
A second possibility to define matrix algebras with off-diagonal decay is by approximation. If A is a matrix algebra and T N = {A ∈ A : A = ∑ |k| ∞ <NÂ (k)} denotes the matrices in A with bandwidth smaller than N, then (T N ) N≥0 is an approximation scheme for A. In this case the algebras E p r (A) consist of matrices with some kind of off-diagonal decay that in general cannot expressed by weights, see [15, 20] .
If A is a homogeneous matrix algebra, then a A ∈ A is banded with bandwidth N, if and only if it is N-bandlimited with respect to the group action {χ t }, see [15, 5.7] .
Smooth and ultradifferentiable matrix algebras.
If we apply Proposition 6 to homogeneous matrix algebras we obtain the following result. Considering Carleman classes for a homogeneous matrix algebra we want to identify the trivial classes first. If A is a homogeneous matrix algebra, then C M (A) is trivial if and only if A consists only of diagonal matrices.
It is of some interest, that for a special class of homogeneous matrix algebras we obtain a converse of Theorem 16 by adapting a construction in [31, Thm 1].
Proposition 37. Assume that A is a homogeneous matrix algebra and that the translation operators T k defined by (T k x)(l) = x(l − k) are uniformly bounded: The result remains valid, if we replace (k!) −r by any algebra sequence M, such that M k /k! is log-convex and lim k→∞ (M k /k!) 1/k = ∞.
AN ITERATED QUOTIENT RULE
We provide a proof of Lemma 17. The proof is by induction over |B|. If |B| = 1 there is nothing to prove. Assume that the statement is true for |B| < k, and assume |B| = k. The Leibniz rule for δ B (a −1 a) yields (24) δ B (a δ B 1 (a −1 )δ B 2 (a)a −1 .
As |B 1 | < k we can apply the induction hypothesis. The term −a −1 δ B (a)a −1 can be included into the sum for l = 1. We obtain
and this is (14) .
