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Abstract
This article presents a new algorithm for obtaining a block diagonalization of Hankel matri-
ces by means of truncated polynomial divisions, such that every block is a lower Hankel matrix.
In fact, the algorithm generates a block LU-factorization of the matrix. Two applications of
this algorithm are also presented. By the one hand, this algorithm yields an algebraic proof of
Frobenius’ Theorem, which gives the signature of a real regular Hankel matrix by using the
signs of its principal leading minors. On the other hand, the close relationship between Hankel
matrices and linearly recurrent sequences leads to a comparison with the Berlekamp–Massey
algorithm.
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1. Introduction
In this article, we introduce a new algorithm for obtaining the block diagonalization
of an arbitrary Hankel matrix, in which the successive transformation matrices are
upper Toeplitz. Such a diagonalization returns a block diagonal matrix where every
block is a lower Hankel triangular matrix.
Given two n × n matrices, A and B, they are called LU-equivalent if there are two
other matrices, P and Q, with P(Q) lower (upper) triangular matrix, with entries
equal to one on the main diagonal, such that A = PBQ.
In [9,7], we find the following result that asserts that a Hankel matrix h is
LU-equivalent to a block diagonal matrix.
“There is an upper triangular matrix A1 with entries equal to one on the main
diagonal such that
At1hA1 = D1, (1)
where D1 is a block diagonal matrix and each block is a lower Hankel triangular
matrix.”
Such a block diagonalization of a Hankel matrix can also be found for example in
[3,4].
As for the algorithm described in these references, it computes the matrix A1 and
then calculates the matrix product At1hA1 in order to obtain D1.
However, we are to obtain via our algorithm another block diagonal matrix D,
where each block is also a lower Hankel triangular matrix, without multiplying matri-
ces. Moreover, we provide a method to obtain a matrix A such that AthA = D, but
the entries on the main diagonal of A may not be one.
As for the performance of the algorithm, we describe two different versions. In
the first one, the calculus are made by means of polynomial division by increas-
ing powers, whereas in the second one, by means of “truncated” usual polynomial
divisions.
Finally, two applications are presented. Firstly, this algorithm provides an easy
algebraic proof of Frobenius’ Theorem. Secondly, given a Hankel matrix associated
to a linearly recurrent sequence, the minimal polynomial can be computed via our
algorithm. This fact leads us to a comparison with the Berlekamp–Massey Algorithm,
via Extended Euclidean Algorithm. The presented algorithm truncates the successive
remainders and calculates all the useful quotients, instead of computing the sequence
of remainders in the usual way. Therefore, the number of arithmetic operations is
reduced by approximately one-fourth.
The paper is organized as follows. Section 2 introduces some notations. Section
3 presents the result which leads us to the algorithm. Section 4 describes the two
variants of the algorithm and introduces a comparison with the classical one. Finally,
Section 5 presents the applications.
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2. Notations and preliminaries
We will use the following notations:
• Let F denote a field.
• H(L) ∈ Fn×n denotes the Hankel matrix associated to a list L of length (2n − 1).
This means that the first row is given by the first n terms of L and the last column
is given with the last n terms of L.
For simplification reasons, if for example L = [1, 2, 3, 4, 5] then we will write
H(1, 2, 3, 4, 5) instead of H([1, 2, 3, 4, 5]).
• lH(L) denotes the square lower Hankel triangular matrix (with respect to the anti-
diagonal) associated to a list L such that the last column is defined by L.
• H(L;m; n) ∈ Fm×n denotes the Hankel matrix, associated to a list L of length
(m + n − 1). The first row is given by the first n terms of L and the last column is
given by the last m terms of L.
• Jp = lH(1, 0, . . . , 0︸ ︷︷ ︸
(p−1)
), p ∈ N. For example J3 =
0 0 10 1 0
1 0 0

.
• Given P ∈ Fn×m, P˜ = JmP tJn.
• T(L;m; n) ∈ Fm×n denotes the Toeplitz matrix associated to a list L of length
(m + n − 1). The first column is given (upwords) by the first m terms of L and
first row is given by the last n terms of L.
• uT(L) is the square upper Toeplitz triangular matrix associated to a list L such that
the first row is defined by L.
• Examples:
H(5, 6, 7, 8, 9, 10; 3; 4) =
5 6 7 86 7 8 9
7 8 9 10
 ,
T(5, 6, 7, 8, 9, 10; 3; 4) =
7 8 9 106 7 8 9
5 6 7 8
 ,
lH(1, 2, 3) =
0 0 10 1 2
1 2 3
 , uT(1, 2, 3) =
1 2 30 1 2
0 0 1
 .
Notice that T(L;m; n) = JmH(L;m; n) and uT(L) = J lH(L), where  is the
length of L.
• Given a in an ordered field K, the sign of a is denoted by si(a).
• Diag(M11,M22, . . . ,Mnn) denotes a block diagonal matrix, where every block
Mii is a square matrix.
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• Si(M) denotes the signature of a symmetric matrix M with coefficients in an
ordered field K.
• Given N ∈ Fm×n, Nk denotes its principal leading minor of order k (1  k 
inf(m, n)). By convention N0 = 1, and N = 0 if  > inf(m, n).
• Given a polynomial P(x) ∈ F[x], then P(x)k = P(x) mod xk+1.
• A formal polynomial is given by a pair (P (x), n), withP(x) ∈ F[x],n  deg P(x),
and n is called the formal degree of the formal polynomial (P (x), n).
• P̂ (x) is the reciprocal polynomial of P(x), defined by P̂ (x) = xdP ( 1
x
) where d
is the formal degree of P(x).
• The list concatenation of two lists L and L′ is denoted by L • L′.
3. Hankel matrix reduction using upper triangular Toeplitz matrices
Here we introduce the result which leads to the algorithm. Let n ∈ N∗. Let h =
H(α1, . . . , α2n−1) be a square Hankel matrix of order n. Suppose that α1 = · · · =
αr−1 = 0 and αr /= 0. Then h has the form
h = H(0, . . . , 0︸ ︷︷ ︸
(r−1)
, αr , . . . , α2n−1) =
(
h11 h12
h21 h22
)
,
where
h11 = lH(αr , . . . , α2r−1), h22 = H(α2r+1, . . . , α2n−1),
h12 = H(αr+1, . . . , αn+r−1; r; n − r), h21 = ht12
and consequently
h =
(
h11 h12
ht12 h22
)
.
Under these conditions, we can successively construct from h the following two
matrices:
1. A square lower Hankel triangular matrix H of order (2n − r),
H = lH(αr , . . . , α2n−1) =
 0 0 H130 h11 h12
H31 h
t
12 h22
 ,
where H31 = H13 = lH(αr , . . . , αn−1).
2. A square upper triangular Toeplitz matrix T ,
T = J2n−rH = uT(αr , . . . , α2n−1) =
t11 t12 t130 t22 t23
0 0 t33
 ,
where tij = JH3−i+1,j , t11 = t33 and t12 = t˜23.
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Observe that since T is upper triangular with non-zero diagonal, it is regular.
In particular, if we define µ1, . . . , µ2n−r by T −1 = uT(µ1, . . . , µ2n−r ), we get the
following block decomposition of T −1,
T −1 =
(T −1)11 (T −1)12 (T −1)130 (T −1)22 (T −1)23
0 0 (T −1)33
 =
t−111 P˜ Q0 t−122 P
0 0 t−111
 ,
where
P =T(µ2, . . . , µn; r; n − r), (2)
t22P + t23t−111 =0(r,n−r), (3)
h11P + Mt−111 =0(r,n−r), (4)
P˜ =Jn−rP tJr , (5)
t11P˜ + t˜23t−122 =0(n−r,r), (6)
t11Q + t˜23P + t13t−111 =0(n−r,n−r). (7)
Then we have the following result.
Theorem 1. Let h = H(0, . . . , 0︸ ︷︷ ︸
(r−1)
, αr , . . . , α2n−1), with αr /= 0, and
T =uT(αr , . . . , α2n−1), T −1 = uT(µ1, . . . , µ2n−r ),
t =uT(αr , . . . , αn+r−1), t−1 = uT(µ1, . . . , µn).
Then
h′ = (t−1)tht−1 =
(
h′11 0
0 h′22
)
,
where
h′11 = lH(µ1, . . . , µr) and h′22 = −H(µr+2, . . . , µ2n−r ).
Proof. Observe that the matrix t is a submatrix of the matrix T because
T =
(
t11 t˜23 t13
0 t
)
with t =
(
t22 t23
0 t11
)
.
Then,
(t−1)tht−1 =
(
(t−122 )t 0
P t (t−111 )t
)(
h11 h12
h21 h22
)(
t−122 P
0 t−111
)
=
(
(t−122 )t 0
P t (t−111 )t
)(
h11t
−1
22 h11P + h12t−111
h21t
−1
22 h21P + h22t−111
)
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and since T T −1 = I and T = JH, we have:
• h11t−122 = JrJrh11t−122 = Jr t22t−122 = Jr ,
• h11P + h12t−111 = J (Jh11P + Jh12t−111 ) = J (t22P + t23t−111 ) = 0,
• h21t−122 = JJh21t−122 = J t˜23t−122 = −J t11P˜ ,
• h21P + h22t−111 = J (Jh21P + Jh22t−111 ) = J (t˜23P + t13t−111 ) = −J t11Q.
So,
(t−1)tht−1 =
(
(t−122 )t 0
P t (t−111 )t
)(
Jr 0
−J t11P˜ −J t11Q
)
=
(
(t−122 )tJr 0
P tJr − (t−111 )tJ t11P˜ −(t−111 )tJ t11Q
)
Since
• (t−122 )tJr = Jr t−122 = Jrh−111 Jr ,
• P tJr − (t−111 )tJ t11P˜ = P tJr − J t−111 t11JP tJ = 0,
• −(t−111 )tJ t11Q = −JQ,
it follows that
(t−1)tht−1 =
(
Jr t
−1
22 0
0 −JQ
)
.
Moreover,
t−122 = uT(µ1, . . . , µr), Q = T(µr+2, . . . , µ2n−r ).
Hence, multiplying by J involves
h′11 = J t−122 = uH(µ1, . . . , µr) and h′22 = −JQ = −H(µr+2, . . . , µ2n−r ).

Example 3.1. Consider the following Hankel matrix of order 6,
h=H(0, 0, 1, 3, 2, 5, 6, 4, 8, 9, 7)
=

0 0 1 3 2 5
0 1 3 2 5 6
1 3 2 5 6 4
3 2 5 6 4 8
2 5 6 4 8 9
5 6 4 8 9 7
 , r = 3, n = 6.
Then, if Theorem 1 is applied to h, we have
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T = uT(1, 3, 2, 5, 6, 4, 8, 9, 7) =

1 3 2 5 6 4 8 9 7
0 1 3 2 5 6 4 8 9
0 0 1 3 2 5 6 4 8
0 0 0 1 3 2 5 6 4
0 0 0 0 1 3 2 5 6
0 0 0 0 0 1 3 2 5
0 0 0 0 0 0 1 3 2
0 0 0 0 0 0 0 1 3
0 0 0 0 0 0 0 0 1

,
T −1 =uT(1,−3, 7,−20, 55,−146, 390,−1046, 2802)
=

1 −3 7 −20 55 −146 390 −1046 2802
0 1 −3 7 −20 55 −146 390 −1046
0 0 1 −3 7 −20 55 −146 390
0 0 0 1 −3 7 −20 55 −146
0 0 0 0 1 −3 7 −20 55
0 0 0 0 0 1 −3 7 −20
0 0 0 0 0 0 1 −3 7
0 0 0 0 0 0 0 1 −3
0 0 0 0 0 0 0 0 1

.
Thus,
h′ =(t−1)tht−1 =
(
lH(1,−3, 7) 0
0 −H(55,−146, 390,−1046, 2802)
)
=

0 0 1 0 0 0
0 1 −3 0 0 0
1 −3 7 0 0 0
0 0 0 −55 146 −390
0 0 0 146 −390 1046
0 0 0 −390 1046 −2802
 .
Observe that the first block does not appear in the original matrix h.
If we iterate the step introduced in Theorem 1 until obtaining a lower Hankel
matrix as the last block, we will arrive at the block diagonal matrix D. In the next
section we show that, in fact, it is not necessary to multiply matrices in order to obtain
h′ because of the properties of Toeplitz matrices.
4. Block diagonalization and Euclidean Algorithm
The key of the process is the inversion of upper Toeplitz matrices. It is well known
that the inverse of upper (or lower) Toeplitz matrices can be calculated by simple
polynomial computations (see [3]). It amounts to divide 1 by another polynomial
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in accordance with increasing powers. Such an inversion is clearly faster than the
general inversion matrix.
Lemma 4.1. Let T = uT(α1, . . . , αm) with α1 /= 0, T −1 = uT(µ1, . . . , µm), and
S(x) = α1 + α2x + · · · + αmxm−1 =
m∑
k=1
αkx
k−1,
Q(x) = µ1 + µ2x + · · · + µmxm−1 =
m∑
k=1
µkx
k−1.
Then we have S(x)Q(x) = 1 mod xm.
Observe that Lemma 4.1 states that Q = 1/S mod xm.
Furthermore, the next examples show the relation between the development in
continued fractions of 1/S, the different Toeplitz matrices of the process and the
blocks of D. Such a relation enables to obtain D only from the quotients in the
development in continued fractions of 1/S.
4.1. Example
In order to avoid huge coefficients, all the computations are made modulo 101.
Given S = [0,−50, 0,−26, 0, 34, 0, 8, 1, 20,−9, 40, 19, 8,−7, a, b], with a and
b indeterminates, this example shows how to reduce h = H(S) to a block diagonal
matrix.
The blocks which define the block diagonal matrix D will turn out to be of dif-
ferent orders because there are gaps in degrees in the remainder sequence. That
happens when there are some principal leading minors of h equals zero. Let us see
the procedure.
First step: Since r = 2, we must invert an upper Toeplitz triangular matrix of order
16 in order to obtain our first block 2 × 2. By Lemma 4.1 we divide 1 by
S(x)=−50 − 26x2 + 34x4 + 8x6 + x7 + 20x8 − 9x9 + 40x10 + 19x11
+8x12 − 7x13 + ax14 + bx15,
in accordance with increasing powers until order 15. So we have modulo x16:
2 + 3x2︸ ︷︷ ︸
Q1(x)
+ 20x4 − 4x6 − 4x7 + 21x8 + 24x9 − 44x10 + 44x11 + 23x12 − 8x13 − (4a − 49)x14 − (20 + 4b)x15︸ ︷︷ ︸
x4B1(x)
.
SinceD11 = lH(µ1, µ2) = lH(2, 0), the polynomialQ1(x) = µ1 + µ2x + µ3x2 de-
fines the first block. Moreover, if we stop the division when µ1, µ2 and µ3 (that is
µ1, . . . , µr+1) have been computed, we obtain
1 = S(x)Q1(x) + x4R1(x) mod x16,
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where
R1(x)=10 − 17x2 − 2x3 + 37x4 + 15x5 − 39x6 − 11x7 − 35x8 − 43x9
−(24 + 2a)x10 + (21 − 2b)x11
and
B1(x) = R1(x)
S(x)11
mod x12.
Hence, the next step would consist in computing
− 1
B1(x)
mod x12,
in order to get the second block.
However, since
− 1
B1(x)
= −S(x)11
R1(x)
mod x12,
it is useless to compute B1 and, afterwards, to invert it modulo x12.
Furthermore, since the degree ofx4R1(x) is four, we haveµr+2 = µ4 = 0,µ5 /= 0.
Consequently the next block also is 2 × 2.
We can summarize this step by the formula
1
S(x)
= Q1(x) + x4 R1(x)
S(x)11
mod x16,
where Q1(x) provides the first block.
Second step: In theory, we must invert an upper Toeplitz triangular matrix of order
12, which corresponds to Taylor’s expansion −B1(x) to order 11, in order to obtain our
second block. Thus we must divide S(x)11 by −R1(x) in accordance with increasing
powers until order 11,
5 + x2︸ ︷︷ ︸
Q2(x)
+ x3 − 46x5 − 5x6 + 23x7 − 20x8 − 37x9 + ax10 + (25 + b)x11︸ ︷︷ ︸
x3B2(x)
mod x12.
As the step before, Q2(x) provides the second block and if we stop the division when
Q2(x) has been computed, we obtain
S(x)11 = −R1(x)Q2(x) + x3R2(x) mod x11,
where
R2(x)=−10 − 28x2 − 49x3 − 39x4 + 8x5 − 33x6
−(14 + 10a)x7 − (20 + 10b)x8.
This means that B2(x) can be computed by dividing R2(x) by −R1(x)8 in accordance
with increasing powers and so
S(x)11
−R1(x) = Q2(x) + x
3 R2(x)
−R1(x)8 mod x
11.
Moreover, since deg(x3R2(x)) = 3, we have µr+2 = µ4 /= 0. Consequently, our next
block is 1 × 1.
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To sum up,
1
S(x)
= Q1(x) + x
4
−Q2(x) + x3 R2(x)R1(x)8
mod x16,
where Q1(x) and Q2(x) provide the first and second block respectively.
Third step: In theory, we must invert an upper Toeplitz triangular matrix of order
9, which corresponds to Taylor’s expansion −B2(x) to order 8, in order to obtain our
third block. Thus, we must divide −R1(x)8 by −R2(x) in accordance with increasing
powers until order 8,
−1︸︷︷︸
Q3(x)
−46x2 − 5x3 + 28x4 + 25x5 − 39x6 − (20 − a)x7 − (50 − b)x8︸ ︷︷ ︸
x2B3(x)
mod x9.
As before, since D33 = lH(µ1) = lH(−1), Q3(x) defines the third block and if
we stop the division when Q3(x) has been computed, we obtain
−R1(x)8 = −R2(x)Q3(x) + x2R3(x) mod x9,
where
R3(x) = 45 − 50x + 2x2 − 23x3 − 29x4 + (25 + 10a)x5 − (46 − 10b)x6.
Observe that deg(Q3(x)) = 0 < 1 = size of the third block.
Hence B3(x) can be computed by dividing R3(x) by −R2(x)6 in accordance with
increasing powers, and
−R1(x)8
−R2(x) =
R1(x)8
R2(x)
= Q3(x) + x2 R3(x)−R2(x)6 mod x
9,
where Q3(x) provides the third block. Moreover, since deg(x2R3(x)) = 2, we have
that µr+2 = µ3 /= 0 and so the next block is also 1 × 1.
Fourth step: In theory, we must invert an upper Toeplitz triangular matrix of order
7, which corresponds to Taylor’s expansion −B3(x) to order 6, in order to obtain
our fourth block. Thus we divide −R2(x)6 by −R3(x) in accordance with increasing
powers until order 1
11 + x︸ ︷︷ ︸
Q4(x)
+ (20a − 21)x5 + (36 + 22a + 20b)x6︸ ︷︷ ︸
x5B4(x)
mod x7.
Since D44 = lH(µ1) = lH(11), Q4(x) defines the fourth block, and if we stop the
division when Q4(x) has been computed, we obtain
−R2(x)6 = −R3(x)Q4(x) + x5R4(x) mod x7,
where R4(x) = 36 + 9a + (−44 + 9b + 10a)x. This means that B4(x) can be com-
puted by dividing R4(x) by −R3(x)1 in accordance with increasing powers and
−R2(x)6
−R3(x) =
R2(x)6
R3(x)
= Q4(x) + x5 R4(x)−R3(x)1 mod x
7, (8)
where Q4(x) provides the fourth block.
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Moreover, since deg(x5R4(x)) = 5, we have thatµ3 = µ4 = µ5 = 0. That involves
that we obtain not only the fourth but the last block from Eq. (8), as we describe in the
last step.
Last step: We compute the last block of D. Such a block corresponds to the division
of−R4(x)by−R3(x)1 in accordance with increasing powers until order 1. So we have:
21 − 20a − (36 + 22a + 20b)x mod x2.
Obviously, the size of the last block is 9 − 2 − 2 − 1 − 1 = 3.
Conclusion: In this example we have generated the following quotient sequence:
(Q1, d1) = (2 + 3x2, 2), (Q2, d2) = (5 + x2, 2), (Q3, d3) = (−1, 1),
(Q4, d4) = (11 + x, 1), (R, dR) = (21 − 20a − (36 + 22a + 20b)x, 3)
Hence, for 1  i  4, withdi equals the dimension of the ith blockDii , we will say that
Qi(x) = c0 + · · · + cdi xdi ,
where di is the formal degree and Dii is given by
Dii = lH(c0, . . . , cdi−1).
Obviously, di is equal to the value of r at ith step.
Finally, the polynomial R(x) = 21 − 20a − (−36 − 22a − 20b)x + 0x2 + 0x3
provides the last block
D55 = lH(0, 21 − 20a,−36 − 22a − 20b).
So D is equal to
D =

(
0 2
2 0
)
(
0 5
5 0
)
(−1)
(11) 0 0 00 0 21 − 20a
0 21 − 20a −36 − 22a − 20b


.
Moreover, we have the following equality:
1
S(x)
= (2 + 3x2) + x
4
−(5 + x2) + x3
−1+ x2−(11+x)+(21−20a−(36+22a+20b)x)x5
mod x16,
(9)
that is,
1
S(x)
= Q1(x) + x
d1+d2
−Q2(x) + xd2+d3
Q3(x)+ xd3+d4−Q4(x)+R(x)xµ
mod xN (10)
withd1 + d2 + d3 + d4 + dR = n = 9, deg(xµR) + d1 + 2d2 + 2d3 + d4 = N − 1,
N = 2n − r = 16, α1 = 0 and α2 /= 0 (r = 2), and so µ = 5.
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Observe that if a = −4 (that is 21 − 20a = 0 mod 101), then we have
1
S(x)
= (2 + 3x2) + x
4
−(5 + x2) + x3
−1+ x2−(11+x)+(−49−20b)x6
mod x16, (11)
that is,
1
S(x)
= Q1(x) + x
d1+d2
−Q2(x) + xd2+d3
Q3(x)+ xd3+d4−Q4(x)+R(x)xµ
mod xN (12)
and, as before, d1 + d2 + d3 + d4 + dR = 9, deg(xµR) + d1 + 2d2 + 2d3 + d4 =
15 and so µ = 6.
Finally, if a = −4 and b = 43 (that is 21 − 20a = −36 − 22a − 20b = 0
mod 101) then we have
1
S(x)
= Q1(x) + x
d1+d2
−Q2(x) + xd2+d3
Q3(x)+ xd3+d4−Q4(x)
mod xN . (13)
4.2. The Algorithm
We see in Example 4.1 that at every step i, it is possible to avoid the exact computing
of Bi by stopping the polynomial divisions by increasing powers as soon as the
required formal quotient Qi has been calculated.
Hence, given h = H(α1, . . . , α2n−1), with α1 = · · · = αr−1 = 0, αr /= 0, S(x) =∑2n−1
i=r αixi−r as the polynomial associated toh, and (Q1, d1), . . . , (Qk, dk), (R, dR),
with
∑k
i=1 di + dR = n, computed as in the above example, we have the following
result.
Proposition 4.2. Every formal polynomial (Qi, di), Qi(x) = c0 + · · · + cdi xdi ,
defines the ith block Dii in the following way:
Dii = lH(c0, . . . , cdi−1).
As far as it concerns the last block Dk+1,k+1, if R(x) = r0 + · · · + rtxt + · · · +
rdRx
dR with rt /= 0 and ri = 0 for i > t, then
Dk+1,k+1 = lH(r0, . . . , rdR−1) if t = dR,
Dk+1,k+1 = lH(0, . . . , 0︸ ︷︷ ︸
dR−t−1
, r0, . . . , rt ) if t < dR.
Moreover
1
S(x)
=Q1(x)+ x
d1+d2
−Q2(x) + xd2+d3
.
.
.+ ···
(−1)kQk−1(x)+ x
dk−1+dk
(−1)k+1Qk(x)+R(x)xµ
mod xN (14)
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with N = 2n − r and if R /= 0 then deg(xµR) + d1 + 2d2 + · · · + 2dk−1 + dk =
N − 1.
All this leads to Algorithm 1.
Algorithm 1 (Algorithm for Hankel matrix reduction).
Input : A non-zero list over a field F, S = [α1, α2, . . . , α2n−1], which
defines a square Hankel matrix h.
Output : A list of formal polynomials Stu (Eq. (14)).
Local variables : m, r, p, s: counters; R0, R1, R2,Q,R: polynomials
over K.
Begin
Stu := [ ];
r := index of the first non-zero coefficient in S; m := n;
p := 2n − r − 1;
R0 := 1; R1 := αr + αr+1x + . . . + αp+rxp;
while r < p do
[Q,R2] := QuoRemInc(R0, R1, r, p);
 QuoRemInc(R0, R1, r, p) returns Q and R2
with R0 = Q · R1 + R2,
 deg Q  r and val R2 > r .
Stu := Stu •[[Q, r]];
s :=valuation of R2;
p := p − s; m := m − r; r := s − r;
R0 := R1 mod xp+1;
R1 := −R2/xs ;
end while;
if p >= 0 then
[R,R2] :=QuoRemInc(R1, R0, p, p);
else
R := 0; end if;
Stu := Stu •[[R,m]]
End.
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4.2.1. Comparison with the classical algorithm.
In [4,9], we can find the classical result about the block diagonalization of a
Hankel matrix (see Eq. (1)), and an algorithm which has as a tool the development of
−1/∑αix−i .
Therefore, we think that it is important to clarify the difference between the block
diagonalization obtained with the classical algorithm and the one with Algorithm 1.
Let h = H(α1, . . . , α2n−1). Let At1hA1 = D1 be the factorization via the classical
algorithm. Let AthA = D be the factorization via Algorithm 1. Then there are the
following differences and similarities:
• D and D1 are both block diagonal matrices, defined by lower Hankel triangular
blocks.
• The first block of D1 is the first principal leading submatrix of h whose determinant
is non-zero. The first block of D is the inverse of first principal leading submatrix
of h whose determinant is non-zero.
• A1 and A are both upper triangular in the scalar sense. A1 is defined by Toeplitz
blocks and the entries on the main diagonal are equal to one. However, A is product
of Toeplitz-like matrices.
For instance, the matrices A, D, A1 and D1 in Example 4.1 are the following:
A =

2 0 15 0 −2 −33 −5 0 0
0 2 0 15 0 −22 −35 −5 0
0 0 10 0 −17 −22 −41 −35 −5
0 0 0 10 0 15 −39 −41 −35
0 0 0 0 −10 0 5 −39 −41
0 0 0 0 0 −9 −10 5 −39
0 0 0 0 0 0 −9 −10 5
0 0 0 0 0 0 0 −9 −10
0 0 0 0 0 0 0 0 −9

,
D = Diag(D11,D22,D33,D44,D55),
D11 = lH(2, 0), D22 = lH(5, 0), D33 = (−1), D44 = (55),
D55 = lH(0, 21 − 20a,−36 − 22a − 20b),
A1 =

1 0 52 0 81 71 23 0 0
0 1 0 52 0 81 60 23 0
0 0 1 0 32 81 27 60 23
0 0 0 1 0 32 38 27 60
0 0 0 0 1 0 78 38 27
0 0 0 0 0 1 46 78 38
0 0 0 0 0 0 1 46 78
0 0 0 0 0 0 0 1 46
0 0 0 0 0 0 0 0 1

,
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D1 = Diag(D111 ,D122 ,D133 ,D144 ,D155),
D111 = lH(51, 0), D122 = lH(96, 0), D133 = (1), D144 = (55),
D155 = lH(0, 4 + 4a, 22 + 92a + b).
• With our algorithm, it is not necessary to compute A in order to obtain D.
• Obviously, we can make the diagonal entries of A be one by multiplying by
diag(A−111 , . . . , A−1nn ). Thus, we also achieve the classical result, h is LU-equivalent
to a block diagonal matrix. However, we may obtain another factorization.
• The columns of A1 are defined by polynomials appearing in the normalized
extended Euclidean Algorithm applied to −1 and ∑αix−i . Such polynomials
are not the quotients. However, observe that the development in continued fraction
of
∑
αix
−i/1 returns the quotients computed in our algorithm (up to signs).
4.2.2. Complexity of Algorithm 1
When there are not gaps in degrees, Algorithm 1 requires more arithmetic opera-
tions.
• The first step requires a division, 2(2n − 2) multiplications and 2n − 3 subtrac-
tions.
• Every step k (2  k  n − 1), requires a division, 4(n − k) + 1 multiplications
and 4(n − k) − 3 subtractions.
• Step n only requires a division.
Overall, we have n divisions, 2n2 − n − 2 multiplications and 2n2 − 7n + 7 sub-
tractions.
Proposition 4.3. The number of arithmetic operations required by Algorithm 1 is at
most 4n2 − 7n + 5.
4.3. Variant of Algorithm 1
Observe that Eq. (14) recalls the Berlekamp–Massey Algorithm, with the differ-
ence that in this algorithm, x2n/S(x) is computed instead, with S(x) of odd degree.
This fact led us to a variant of Algorithm 1 which consists in dividing x2n−1 by Ŝ(x)
in accordance with decreasing powers.
In order to explain this variant, we introduce some new notation. Given P(x) ∈
F[x], then
• Tronk(P, x, k) returns the quotient of P(x) divided by xk ,
• Tronq(P, x, k) = xk Tronk(P, x, k + 1).
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For instance, if P = 5x5 + 6x4 + 4x3 + 8x2 + 9x + 7, then
Tronk(P, x, 0) = P Tronq(P, x, 0) = 5x4 + 6x3 + 4x2 + 8x + 9
Tronk(P, x, 1) = 5x4 + 6x3 + 4x2 + 8x + 9 Tronq(P, x, 1) = 5x4 + 6x3 + 4x2 + 8x
Tronk(P, x, 2) = 5x3 + 6x2 + 4x + 8 Tronq(P, x, 2) = 5x4 + 6x3 + 4x2
Next, Example 4.1 is again introduced, with divisions in accordance with decreasing
powers (that is, usual polynomial divisions).
Example 4.1 bis
First step: We divide x17 by
Ŝ(x)=−50x15 − 26x13 + 34x11 + 8x9 + x8 + 20x7 − 9x6 + 40x5
+19x4 + 8x3 − 7x2 + ax + b,
and so x17 = Ŝ(x)Q̂1(x) + Rem1(x), with
x2R̂1(x)︷ ︸︸ ︷
10x13 − 17x11 − 2x10 + 37x9 + 15x8 − 39x7 − 11x6 − 35x5 − 43x4 − (24 + 2a)x3 + (21 − 2b)x2 −3ax − 3b︸ ︷︷ ︸
Rem1(x)
and R̂1(x) = Tronq(Tronk(Rem1, x, 1), x, 0). Thus we obtain the same 12 coeffi-
cients as before required to proceed to the second step. Moreover, since deg(Rem1(x))
= 13 = deg(Ŝ(x)) − 2, the next block is 2 × 2.
Second step: We must divide Tronq(Tronk(Ŝ, x, 1), x, 2) = −50x13 − 26x11 +
34x9 + 8x7 + x6 + 20x5 − 9x4 + 40x3 + 19x2, by −R̂1(x). The quotient is Q̂2(x)
and the remainder
x2R̂2(x)︷ ︸︸ ︷
−10x10 − 28x8 − 49x7 − 39x6 + 8x5 − 33x4 − (14 + 10a)x3 − (20 + 10b)x2 −(24 + 2a)x + 21 − 2b︸ ︷︷ ︸
Rem2(x)
with R̂2(x) = Tronq(Tronk(Rem2, x, 1), x, 0). Hence, we obtain the nine coeffi-
cients required to proceed to the third step. Moreover, since deg(Rem2(x)) = 10 =
deg(R̂1(x)) − 1, the third block is 1 × 1.
Third step: We must divide
Tronq(Tronk(−R̂1, x, 1), x, 1)=−10x9 + 17x7 + 2x6 − 37x5 − 15x4
+39x3 + 11x2 + 35x
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by −R̂2(x). The quotient is Q̂3(x) = −x and the remainder
45x7 − 50x6 + 2x5 − 23x4 − 29x3 + (25 + 10a)x2 + (10b − 46)x︸ ︷︷ ︸
Rem3(x)=xR̂3(x)
with R̂3(x) = Tronq(Tronk(Rem3, x, 0), x, 0) = Tronq(Rem3, x, 0). Hence, we
obtain the 7 coefficients required to proceed to the fourth step. Moreover,
since deg(Rem3(x)) = 7 = deg(R̂2(x)) − 1, the fourth block is 1 × 1.
Fourth step: We must divide
Tronq(Tronk(−R̂2, x, 0), x, 1) = 10x7 + 28x5 + 49x4 + 39x3 − 8x2 + 33x
by −R̂3(x). The quotient is Q̂4(x) and the remainder
xR̂4(x)︷ ︸︸ ︷
(36 + 9a)x2 − (44 − 10a − 9b)x −46 + 10b︸ ︷︷ ︸
Rem4(x)
with R̂4(x) = Tronq(Tronk(Rem4, x, 0), x, 0). Hence, we obtain the coefficient
required to finish the process.
Last step: The last coefficient is computed by dividing −xR̂4(x) by
Tronk(Tronq(Tronk(−R̂3, x, 0), x, 4), x, 4) = −45x + 50, obtaining (21 − 20a)x −
(36 + 22a + 20b) = xR( 1
x
).
4.3.1. Algorithm 2
Example 4.1-bis leads to a new version of Algorithms 1 and 2, which allows an
easier programming because of the use of usual polynomial divisions. In this variant,
we directly obtain the sequence
(
Q̂1, . . . , Q̂k,
(
xtR
(
1
xt
)
, dR
))
such that every Q̂i(x) is computed by “truncated" Euclidean Algorithm and is not
a formal polynomial. Then observe that for every i, the formal degree of Qi , di ,
becomes the (real) degree of Q̂i .
Thus, if Q̂i(x) = c0xdi + · · · + cdi ,
Dii = lH(c0, . . . , cdi−1).
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As for the last block, Dk+1,k+1, if xtR( 1xt ) = r0xt + · · · + rt then
Dk+1,k+1 = lH(0, . . . , 0︸ ︷︷ ︸
dR−t−1
, r0, . . . , rt ).
Algorithm 2 is described as follows:
Algorithm 2 (Algorithm for Hankel matrix reduction II).
Input : A non-zero list over a field K, S = [α1, α2, . . . , α2n−1], which
defines a square Hankel matrix h.
Output : A list of polynomials Stu.
Local variables : m, r, d0, d1, d2, dd1, dd2: counters; R0, R1, R2, R,Q:
polynomials.
Begin
m := n; R0 := x2n−1; R1 :=∑2n−2k=0 αk+1x2n−2−k ; Stu := [ ];
d0 := deg R0 ; d1 := deg R1;
while 2d1 − d0 > 0 do
dd1 := d0 − d1 − 1;
Q :=quotient of R0 divided by R1;
R2 :=remainder of R0 divided by R1;
R1 := Tronk(R1, x, dd1);
R2 := Tronk(−R2, x, dd1);
d1 := deg R1; d2 := deg R2; dd2 := d1 − d2;
R0 := Tronq(R1, x, dd2);
R1 := Tronq(R2, x, 0);
Stu := Stu •[Q];
r := deg Q; m := m − r;
d0 := deg R0 ; d1 := deg R1;
end while
if d1 >= 0 then
R1 := xd1R1; R0 := Tronk(R0, x, d0 − d1); R:=quotient of R1
divided by R0;
else
R := 0;
end if;
Return Stu := Stu •[[R,m]];
End
The correctness of Algorithm 2 can be deduced from the one of Algorithm 1.
N. Ben Atti, G.M. Diaz-Toca / Linear Algebra and its Applications 412 (2006) 247–269 265
4.3.2. Complexity of Algorithm 2
When there are not gaps in degrees, Algorithm 2 requires more arithmetic opera-
tions.
• The first step requires a division, 4(n − 1) multiplications and 2n − 3 subtractions.
• Every step k (2  k  n − 1), requires a division, 4(n − k) + 1 multiplications
and 4(n − k) − 1 subtractions.
• Step n only requires a division.
Overall, we have n divisions, 2n2 − n − 2 multiplications and 2n2 − 5n + 3 subtrac-
tions.
Proposition 4.4. The number of arithmetic operations required by Algorithm 2 is at
most 4n2 − 5n + 1.
5. Applications
5.1. An elementary proof of Frobenius’ Theorem
Let K be an ordered field. Here we give a direct and purely algebraic proof of
Frobenius’ Theorem [6, Chapter 10]. The next lemma shows that the signs of principal
leading minors of a symmetric matrix do not change when we use an upper triangular
matrix as basis change matrix.
Lemma 5.1. Let M be a symmetric matrix and N be a regular square matrix of the
same order than M, with the following block decompositions:
M =
(
A B
B t C
)
, N =
(
E F
0 G
)
.
Then,
N tMN =
(
EtAE x
xt Y
)
,
where
x = EtAF + EtBG,
Y = F tAF + GtCG + GtB tF + F tBG.
Moreover, si(det(EtAE)) = si(det(A)) and Si(EtAE) = Si(A).
Corollary 5.2. Let h be a Hankel matrix. Let D be the block diagonal form of h com-
puted by Algorithm 2. Then their respective principal leading minors are equal “up
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to non-zero square multiplications”. In particular they have the same sign, si(hk) =
si(Dk) for k = 1, . . . , n.
Indeed each basis change matrix has the block decomposition
(
Ik 0
0 T
)
with T
regular upper Toeplitz matrix. Suppose that
D = Diag(D11,D22, . . . , Dqq),
andDii = lH(L[i]) for 1 i  q. If ri is the length of L[i], we define ki =∑1ji (rj )
for i = 1, . . . , q and k0 = 0. Then the determinant sign of each block Dii is given by
si(det(Dii)) = si(Dki Dki−1).
Finally Si(h) = Si(D) = Si(Diag(D11, . . . , Dqq)) =∑qi=1 Si(Dii).
All these observations together with Corollary 5.2 and Lemma 5.3 yield to Frobe-
nius’ Theorem.
Lemma 5.3. Let K be an ordered field, (a1, a2, . . . , an) ∈ Kn and M =
lH(a1, a2, . . . , an). Then we have
Si(M) =
{0 if n is even,
si(a1) = (−1) n−12 si(det(M)) if n is odd.
Theorem 2 (Frobenius). Lethbe a regular Hankel matrix andhk0 = 1.Lethk1 , . . . , hkq
be the non-zero principal leading minors of h (1  k1 < · · · < kq = n). Then the
signature of h is given by the following formula:
Si(h) =
q∑
i=1
{
0 if ri is even,
(−1) ri−12 si(hki hki−1) if ri is odd.
5.2. Hankel matrices and Berlekamp–Massey Algorithm
Let FN be the vector space of infinite sequences (ak)k∈N, with ak ∈ F. A sequence
a = (ak)k∈N in FN is said linearly recurrent if there exist n ∈ N and c0, c1, . . . , cn
with cn /= 0 such that
c0ak + c1ak+1 + · · · + cnak+n = 0 (15)
for all k  1. The polynomial G(x) =∑ni=0 cixi ∈ F[x] is called generating poly-
nomial of a. The set of generating polynomials defines an ideal in F[x] and its monic
generator polynomial is called the minimal polynomial of a.
It is well known that the minimal polynomial can be computed from the first 2n
terms of a and the development in continued fractions of
∑∞
i=1 aixi−1 modulo x2n
in F[x] (see [2,5,8,10]). Actually, in practice the solution is usually computed by the
Berlekamp–Massey Algorithm, via Extended Euclidean Algorithm.
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In [1], we describe a variant of the Berlekamp–Massey Algorithm, which
allows to compute the minimal polynomial by Euclidean division of x2n by
Ŝ(x) =∑2ni=1 aix2n−i . Actually, we have:
Modified Berlekamp–Massey Algorithm
Input : n ∈ N. The first 2n coefficients of a linearly recurrent sequence defined
over F, [a1, a1, . . . , a2n]. The minimal polynomial has degree bound n.
Output : The minimal polinomial P(x) of the sequence.
Begin
Local variables : R,R0, R1, V , V0, V1,Q : polynomials in x ; m = 2n − 1 :
integer.
m := 2n − 1; R0 := x2n; R1 :=∑mi=0 am−ixi ; V0 = 0; V1 = 1;
while n  deg(R1) do
(Q,R) :=quotient and remainder of R0 divided by R1;
V := V0 − QV1; V0 := V1; V1 := V ; R0 := R1; R1 := R;
end while
# exit
Return P := V1/lc(V1);
End
Observe that the classical Berlekamp–Massey Algorithm considers S(x) instead
of Ŝ(x). Obviously, both algorithms have the same complexity. However, Modified
Berlekamp–Massey Algorithm seems to be more comprehensible and natural than
the classical one.
Now we easily see the equivalence between Modified Berlekamp–Massey
Algorithm and Algorithm 2. By applying Algorithm 2 to the Hankel matrix H(a1, . . . ,
a2n+1), the minimal polynomial can be calculated from the quotients sequence.
Moreover Algorithm 2 can be extended a little bit more. Given a sequence b =
(b1, . . . , b2n), we wonder if b is (or not) the beginning of a linearly recurrent sequence,
whose minimal polynomial has degree less or equal to n. Note that this problem is
not solved by the Berlekamp–Massey Algorithm.
We consider the Hankel matrix H(b1, . . . , b2n+1), where b2n+1 is an indeterminate.
Suppose that the block diagonalization of H(b1, . . . , b2n+1) has the form
H1
H2
.
.
.
Hj
R

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such that every block Hi is regular and the sum of their orders is equal to d < n + 1.
There are two possible cases:
• It is possible to choose b2n+1 such that R is the null matrix. In this case, the
sequence (b1, . . . , b2n) is linearly recurrent of degree less or equal to n.
• R is never equal to the null matrix. In this case, the sequence (b1, . . . , b2n) is not
linearly recurrent of degree less or equal to n.
In fact, if the order of R is m, the only entry of R which depends on b2n+1 is rm,m
and it is always possible to find a value for b2n+1 such that rm,m = 0. Therefore we
can drop all computations with b2n+1 and test if the other entries of R are zero or not.
5.2.1. Complexity of Berlekamp–Massey Algorithm
When there are not gaps in degrees, the Berlekamp–Massey Algorithm also re-
quires more arithmetic operations.
• The initial step requires two divisions, 4n − 2 multiplications and 2n − 2 subtrac-
tions.
• Every step k (1  k  n − 1), requires two divisions, 4n + 4 multiplications, 4n −
1 subtractions/additions.
• Step n requires n divisions.
Proposition 5.4. The number of arithmetic operations required by the Berlekamp–
Massey Algorithm is at most 8n2 + 4n − 7.
Since Algorithm 2 applied to this problem requires 6n2 + O(n) operations, we can
conclude that the complexity of Algorithm 2 turns out to be better than the one of
Berlekamp–Massey Algorithm. That is because we truncate the successive remainders
which appear in the calculus.
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