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Abstract
In this work, we study the numerical solution for parabolic equations whose
solutions have a common property of blowing up in finite time and the equations
are invariant under the following scaling transformation
u 7→ uλ(x, t) := λ
2
p−1u(λx, λ2t).
For that purpose, we apply the rescaling method proposed by Berger and Kohn
[9] to such problems. The convergence of the method is proved under some
regularity assumption. Some numerical experiments are given to derive the
blow-up profile verifying henceforth the theoretical results.
Keywords: Numerical blow-up, finite-time blow-up, nonlinear parabolic
equations.
1. Introduction
We study the solution of the following parabolic problem

ut(x, t) = uxx(x, t) + g(u, ux), in Ω× (0, T ),
u(x, t) = 0 on ∂Ω× [0, T ),
u(x, 0) = u0(x), on Ω¯.
(1)
where u(t) : x ∈ Ω 7→ u(x, t) ∈ R, p > 1. The function g is given by
g(u, ux) = |u|p−1u+ β|ux|q, with q = 2p
p+ 1
,
for some β ∈ R. This equation can be viewed as a population dynamic model
(see [46] for an example).
We also consider the complex Ginzburg-Landau equation,

ut(x, t) = (1 + ıγ)uxx + (1 + ıδ)|u|p−1u, in Ω× (0, T ),
u(x, t) = 0 on ∂Ω× [0, T ),
u(x, 0) = u0(x), on Ω¯.
(2)
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where u(t) : x ∈ Ω → u(x, t) ∈ C, p > 1 and the constants γ, δ are real. This
equation appears in various physical situations. An example is the theory of
phase transitions and superconductivity. We refer to Popp et al. [47] and the
references therein for the physical background.
In both problems, Ω is a bounded interval and u0 : Ω¯→ R is a given initial
value that belongs to H where H ≡W 1,∞(Ω) for equation (1) and H ≡ L∞(Ω)
for equation (2). In particular, we consider Ω = (−1, 1) and u0 is positive,
nontrivial, smooth and verifies u0(−1) = u0(1) = 0; in addition, u0 is symmetric
and nondecreasing on the interval (−1, 0). Thanks to a fixed-point argument,
the Cauchy problem for equation (1) can be solved in W 1,∞(Ω), locally in time.
For equation (2), we solve it in L∞(Ω). Then, it is easy to see that the maximal
solution is either global in time, or exists only for t ∈ [0, T ) for some T > 0. In
that case, the solution blows up in finite time T , namely,
lim
t→T
‖u(t)‖H = +∞,
and T is called the blow-up time of u(t).
When β = 0, the theoretical part for equation (1) is largely well-understood.
The literature on the subject is huge, so we refer the reader to the book by
Souplet and Quittner [48]. When β 6= 0 and q > 0, less is known about blow-
up for equation (1). As a matter of fact, we loose the gradient structure, and
energy methods break down. We keep however a maximum principal. We
have several contributions on the subject by [14], [46], [49] and [16]. Note that
our choice q = 2pp+1 is critical in the sense that it is the only choice that makes
equation (1) invariant under the dilation given in (3) below. As for equation (2),
when γ 6= δ, we have no gradient structure nor maximum principle. Therefore,
classical methods cannot be applied here. Up to our knowledge, there are not
many papers on this subject, apart from the paper of Popp et al. [47] and
the paper by Masmoudi and Zaag [39] who construct a stable blow-up solution.
There is also a paper by Cazenave, Dickstein and Weissler [11] when γ = δ (note
that in this case, there is a Lyapunov functional).
In comparison with the theoretical aspects, the numerical analysis of blow-
up has received little attention, particularly on the numerical blow-up profile.
For other numerical aspects related to sufficient blow-up conditions, the blow-up
rate, the blow-up time and the blow-up set, there are several studies for (1) in
the case β = 0. The first work on this problem was done in [43, 44] by using
the finite difference and finite element method on a uniform spatial mesh. For
sufficient blow-up conditions, the solution of semi or full-discretized equation
blowing up in finite time was established in [1, 3], [12, 13], [15], [43] and [45].
For the numerical blow-up rate, there is a series of studies by [20, 5, 21, 31], [36]
and [45]. Those papers gave the relation between the discretized problem and
the continuous ones. For the numerical convergence of the blow-up time, it was
investigated in [1, 2, 50, 4], [36] and [45]. On numerical blow-up sets, we would
like to mention the works in [19, 32, 21] and [6]. Up to our knowledge, there
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are not many papers on the numerical blow-up profile, apart from the paper
of Berger and Kohn [9] who already obtained very good numerical results on
this subject. There is also the work of Baruch et al. [8] studying standing-ring
solutions.
For this reason, we will rely on the rescaling method suggested in [9] to
obtain a numerical solution for the equations mentioned above. This algorithm
fundamentally relies on the scale invariance of equation (1) and (2): if u a
solution of (1) (or (2)), then for all λ > 0, the function uλ given by
uλ(ξ, τ) = λ
2
p−1u(λξ, λ2τ), (3)
is also a solution of (1) (or (2)). This property allows to make a zoom of the
solution when it is close to the singularity, still keeping the same equation. Our
aim is to give a numerical confirmation for the theoretical profile of the semi-
linear heat equation (1) in the case β = 0 (already done in [9]) and especially
the complex Ginzburg-Landau equation (2) which has never been done earlier
numerically, and is quite challenging. In the case β 6= 0 in equation (1), we give
a numerical answer to the question of the blow-up profile, where no theoretical
is available. This way, our numerical result gives use to new conjecture.
The paper is organized as follows: In section 2, we give some theoretical
framework on the study. Section 3 presents the approximation scheme and the
rescaling algorithm. The convergence of the numerical solution for problem (1)
is proved in section 4. In the last section, we give some numerical experiments
to confirm the theoretical results.
Acknowledgement: The author is grateful to L. El Alaoui and H. Zaag for
helpful suggestions and remarks during the preparation of this paper.
2. The theoretical framework
Equation (1) in case β = 0: The existence of blow-up solution for equation
(1) has been proved by several authors ([24, 25, 38, 7]). We have lots of results
concerning the behavior of the solution u of (1) at blow-up time, near blow-up
points ([28, 29, 30], [22, 23], [35, 34, 34, 51, 52] and [40, 42]). This study has
been done through the introduction for each a ∈ Ω (a may be a blow-up point
of u or not) the following similarity variables:
wa,T (y, s) = (T − t)
1
p−1u(x, t), y =
x− a√
T − t , s = − log (T − t), (4)
and wa,T = w solves a new parabolic equation in (y, s): for all s ≥ − logT and
y ∈ Da,s, Da,s = {y ∈ R|a+ ye−s/2 ∈ Ω},
∂sw = ∆w − 1
2
y · ∇w − w
p− 1 + |w|
p−1w. (5)
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Studying solutions of (1) near blow-up is therefore equivalent to analyzing large-
time asymptotics of solutions of (5). Each result for u has an equivalent formu-
lation in terms of w.
One of the main results which is established in [29, 30] is that a is a blow-up
point if and only if
lim
t→T
(T − t) 1p−1u(a+ y
√
T − t, t) = ±κ,
uniformly in |y| ≤ C, where κ = (p− 1)− 1p−1 .
In [26, 27], the authors used a formal argument adapted from [37] to derive the
ansatz
u(x, t) ∼ (T − t)− 1p−1
(
p− 1 + (1− p)
2
4p
(x− a)2
(T − t)| log (T − t)|
)− 1
p−1
. (6)
This ansatz has been proved in [51, 10, 42] for some examples of initial data.
More precisely, w has a limiting profile in the variable z = y√
s
(see [40, 42],
[51, 35]), in the sense that
sup
|y|≤K√s
∣∣∣∣w(y, s)− f
(
y√
s
)∣∣∣∣→ 0 as s→ +∞, (7)
for any K > 0, where
f(z) =
(
p− 1 + (p− 1)
2
4p
|z|2
)− 1
p−1
. (8)
The profile (8) is stable under perturbations of initial data, other profiles are
possible but they are suspected to be unstable (see [40, 18, 17]). Note that
Herrero and Vela´zquez proved the genericity of the behavior (6) in [34] and [33]
in one space dimension.
Equation (1) in case β 6= 0: When β ∈ (−2, 0), in [49] (see also [46, 14]),
the authors proved the existence of a non-trivial backward self-similar solution
which blows up in finite time, only at one point and described the asymptotic
behavior of its radially symmetric profile. More precisely, they showed the
existence of a solution of (1) of the form
u(x, t) = (T − t)− 1p−1 v
(
x√
T − t
)
, (9)
where v satisfies for all ξ ∈ R,
∆v(ξ) + β|∇v(ξ)|q −
[
ξ
2
· ∇v(ξ) + 1
p+ 1
v(ξ)
]
+ |v(ξ)|p−1v(ξ) = 0.
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Note that this type of behavior does not hold when β = 0. Indeed, from Giga
and Kohn [28], we know that the only solutions of the form (9) are 0 and
±κ(T − t)− 1p−1 with κ = (p− 1)− 1p−1 .
We wonder however whether equation (1) has solutions which behave like
the solution of the case β = 0, namely such that, for all K > 0,
sup
|z|<K
|(T − t)1/(p−1)u(x, t)− f¯β(z)| → 0, as t→ T, (10)
where z = x√
(T−t)| log(T−t)| ,
f¯β(z) =
(
p− 1 + b(β)|z|2)− 1p−1 , with b(0) = (p− 1)2
4p
, (11)
or in similarity variables defined in (4),
sup
|z|<K
|w(y, s)− f¯β(z)| → 0, as s→∞. (12)
Up to our knowledge, there is no theoretical answer to this equation. We answer
it positively through a numerical method in this paper (see Section 5.2 below).
The complex Ginzburg-Landau equation: In [39], Masmoudi and Zaag
constructed the first solution to equation (2) which blows up in finite time T
only at one blow-up point and gave a sharp description of its blow-up profile.
Furthermore, they showed the stability of that solution with respect to pertu-
bation in initial data. Their result extends the previous result of Zaag [53] done
for γ = 0. More precisely, they used the following self-similar transformation of
equation (2):
wa,T (y, s) = (T − t)
1+ıδ
p−1 u(x, t), y =
x− a√
T − t , s = − log (T − t), (13)
and then w(y, s) satisfies the following equation:
∂sw = (1 + ıγ)∆w − 1
2
y · ∇w − 1 + ıδ
p− 1 w + (1 + ıδ)|w|
p−1w.
Their main result is the following: for any (δ, γ) ∈ R2 such that p− δ2− γδ(p+
1) > 0, equation (2) has a solution u(x, t) blowing up in finite time T only at a
point a ∈ R. Moreover, if w = wa,T defined in (13), then∥∥∥|s|−ıµw(y, s)− f˜δ,γ(z)∥∥∥
L∞
≤ C
1 +
√
|s| , z =
y√
s
, (14)
where µ = − 2γb(δ,γ)(p−1)2 (1 + δ2), b(δ, γ) = (p−1)
2
4(p−δ2−γδ(p+1)) and
f˜δ,γ(z) =
(
p− 1 + b(δ, γ)|z|2)− 1+ıδp−1 . (15)
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Remark 1. We remark that equation (2) is rotation invariant. Therefore,
eıθf˜δ,γ is also an asymptotic profile of the solution of (2) with θ ∈ R.
Remark 2. In our paper, we give the first numerical computation of this result.
Note that the stability result of [39] concerning that solution makes it visible in
numerical simulations.
3. The numerical method
In this section, we recall the rescaling algorithm introduced in [9].
3.1. The numerical scheme
We first give an Euler approximation of (1) and (2). Let I be a positive
integer and let us discretize the domain Ω = (−1, 1) by the grid xi = ih where
−I ≤ i ≤ I and h = 1I . Let τ > 0 be a time step and n ≥ 0 be a positive integer.
Then, we set tn = nτ . In what follows, the lowercase letter denotes the exact
values, whereas the capital letter denotes its approximation, for example, we
write ui,n ≡ u(xi, tn) and Ui,n the approximation of u(xi, tn). In the following,
the notation Un stands for (U−I , . . . , U0, . . . , UI)T . In addition, we denote
δtUi,n =
Ui,n+1 − Ui,n
τ
,
δxUi,n =
Ui+1,n − Ui−1,n
2h
, (16)
δ2xUi,n =
Ui−1,n − 2Ui,n + Ui+1,n
h2
.
Discretization of the semilinear heat equation:
The Euler discretization of (1) is defined as follows: for n ≥ 0 and −I+1 ≤ i ≤
I − 1, {
δtUi,n = δ
2
xUi,n +
∣∣∣Up−1i,n ∣∣∣Ui,n + β|δxUi,n| 2pp+1 ,
U−I,n = UI,n = 0,
(17)
with Ui,0 = φi where φi = u0(xi). Note that Ui,n is defined for all n ≥ 0 and
−I ≤ i ≤ I.
Discretization of the Ginzburg-Landau equation:
Let us write the solution of (2) as u = v + ıw and |u| = √v2 + w2. Then (2)
can be rewritten as follows:

vt = vxx − γwxx +
(
v2 + w2
) p−1
2 (v − δw)
wt = γvxx + wxx +
(
v2 + w2
) p−1
2 (δv + w)
v(x, 0) = ℜ(u0(x)), w(x, 0) = ℑ(u0(x)).
(18)
Denote by Vi,n and Wi,n approximations of v(xi, tn) and w(xi, tn) respectively.
On setting Vn = (V−I,n, . . . , VI,n)T , Wn = (W−I,n, . . . ,WI,n)T , the Euler
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scheme approximating the solution of (18) is given below: for n ≥ 0 and
−I + 1 ≤ i ≤ I − 1,

δtVi,n = δ
2
xVi,n − γδ2xWi,n +Ri,n(Vi,n − δWi,n),
δtWi,n = γδ
2
xVi,n + δ
2
xWi,n +Ri,n(δVi,n +Wi,n),
V−I,n = VI,n = W−I,n =WI,n = 0,
(19)
with Vi,0 = ℜ
(
φi
)
,Wi,0 = ℑ
(
φi
)
where φi = u0(xi) and Ri,n = (V
2
i,n+W
2
i,n)
p−1
2 .
Remark 3. By Taylor expansion, one can show that the central difference ap-
proximation given in (16) is second-order accurate. Therefore, both difference
schemes (17) and (19) are first-order accurate in time and second-order in space.
In what follows, let a = (a−I , . . . , a0, . . . , aI)T , denote ‖a‖∞ = max
i
|ai|. We
say that a is positive if each component of a is positive and write a > 0. Similar
notations ≥,≤, < can be defined.
3.2. The rescaling method
For the sake of clarity, we present the rescaling method in [9], only for the
approximation of the semilinear heat equation (17). Straightforward adapta-
tions allos to derive it for the Ginzburg-Landau equation approximated in (19).
We first introduce some notations:
⋄ λ < 1 is a scaling factor such that λ−1 is a small positive integer.
⋄ M is a maximum amplitude before rescaling.
⋄ α is a parameter controlling the width of the interval to be rescaled.
⋄ u(k)(ξk, ηk) is the k-th rescaled solution defined in space-time variables (ξk, ηk).
If k = 0, u(0)(ξ0, η0) ≡ u(x, t), (ξ0, η0) ≡ (x, t).
⋄ hk, τk denote the space and time step used to approximate u(k).
⋄ U (k)i,n is an approximation value of u(k)(ξk,i, ηk,n) where ξk,i = ihk and ηk,n =
nτk.
Let {(xi, tn, Fi,n)| − I ≤ i ≤ I, 0 ≤ n ≤ N} be a set of data points, we associate
the function Fh,τ which is a piecewise linear approximation in both space and
time such that Fh,τ (xi, tn) = Fi,n and for all (x, t) ∈ (xi, xi+1)× (tn, tn+1),
Fh,τ (x, t) =
1
hτ
[Fi,n(xi+1 − x)(tn+1 − t) + Fi+1,n(x− xi)(tn+1 − t)]
+
1
hτ
[Fi,n+1(xi+1 − x)(t− tn) + Fi+1,n+1(x− xi)(t− tn)] . (20)
At some points, we may use the notation Fh,n(x) ≡ Fh,τ (x, tn) for a given tn
and Fi,τ (t) ≡ Fh,τ (xi, t) for a given xi.
We now recall the rescaling method introduced in [9].
The solution of (17) is integrated until getting the first time step n0 such that
‖Un0‖∞ ≥M . Then we find out a value τ∗0 satisfying
(n0 − 1)τ ≤ τ∗0 ≤ n0τ and ‖Uh,τ (·, τ∗0 ) ‖∞ = M,
and two grid points xi−0
, xi+0
, with i+0 , i
−
0 ∈ {−I, . . . , 0, . . . , I}, such that{
Uh,τ (xi−0 −1, τ
∗
0 ) < αM ≤ Uh,τ (xi−0 , τ
∗
0 ),
Uh,τ (xi+0 +1
, τ∗0 ) < αM ≤ Uh,τ (xi+0 , τ
∗
0 ).
On the interval (xi−0
, xi+0
) and for t ≥ τ∗0 , we refine the mesh by a factor λ in
space and λ2 in time. More precisely, we introduce
u(1)(ξ1, η1) = λ
2
p−1u(λξ1, τ
∗
0 + λ
2η1),
which is also a solution of equation (1), thanks to the scale invariance property
stated after (3). From a numerical point of view, it is important to use for u(1)
the same discretization as for u. Let h1 be the space discretization step and τ1
be the time discretization step, then we need to set h1 = h and τ1 = τ to use the
same scheme (17) for approximating u(1). In other words, the approximation of
u on the interval (xi−0
, xi+0
) with the steps λh, λ2τ is equivalent to the approxi-
mation of u(1) on the interval λ−1
(
xi−0
, xi+0
)
by using h and τ as discretization
parameters.
Let I1 = λ
−1i+0 and U
(1)
n =
(
U
(1)
−I1,n, . . . , U
(1)
0,n, . . . , U
(1)
I1,n
)T
be an approximation
of u(1) at time η1,n. Then, U
(1)
n+1 solves the following equations: for all n ≥ 0, i
between −I1 + 1 and I1 − 1,

δtU
(1)
i,n = δ
2
xU
(1)
i,n +
∣∣∣U (1)i,n ∣∣∣p−1 U (1)i,n + β ∣∣∣δxU (1)i,n ∣∣∣
2p
p+1
,
U
(1)
I1,n
= U
(1)
−I1,n = ψ
(1)
n , U
(1)
i,0 = φ
(1)
i ,
where
ψ(1)n = λ
2
p−1Uh,τ (xi+0
, τ∗0 + λ
2nτ), n ≥ 0, (21)
φ
(1)
i = λ
2
p−1Uh,τ (λξ1,i, τ
∗
0 ), −I1 ≤ i ≤ I1. (22)
We stop the computation of U(1) at the first time level η1,n1 (n1 ≥ 1) such that∥∥∥U(1)n1 ∥∥∥∞ ≥ M . After that, we determine τ∗1 and two grid points ξ1,i−1 , ξ1,i+1
where i−1 , i
+
1 ∈ {−I1, . . . , 0, . . . , I1} by{
(n1 − 1)τ1 ≤ τ∗1 ≤ n1τ1∥∥∥U(1)h,τ (·, τ∗1 )∥∥∥∞ =M, and
{
U
(1)
h,τ (ξ1,i−1 −1, τ
∗
1 ) < αM ≤ U(1)h,τ (ξ1,i−1 , τ
∗
1 ),
U
(1)
h,τ (ξ1,i+1 +1
, τ∗1 ) < αM ≤ U(1)h,τ (ξ1,i+1 , τ
∗
1 ).
We remark that the computation of U(1) requires an initial and a boundary
conditions. The initial data conditions are already obtained by (22). It remains
to focus on the boundary condition (21). Both U and U(1) are stepped forward
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independently, each on its own grid. A single time step of U corresponds to
λ−2 time steps of U(1). Therefore, the linear interpolation in time of U is used
to find the boundary values of U(1). After stepping forward U(1) λ−2 times,
the values of U at grid points on the interval (xi−0
, xi+0
) are modified to better
with the fine grid solution U(1). On the interval where U(1) > αM , the entire
procedure is repeated, yielding U(2), and so forth.
The (k+1)-st rescaled solution u(k+1) is introduced when ηk reaches a value
τ∗k satisfying
(nk − 1)τk ≤ τ∗k ≤ nkτk, nk > 0 and
∥∥∥U(k) (·, τ∗k )∥∥∥∞ =M. (23)
The interval (ξk,i−
k
, ξk,i+
k
) to be rescaled satisfies
{
U
(k)
h,τ (ξk,i−
k
−1, τ
∗
k ) < αM ≤ U(k)h,τ (ξk,i−
k
, τ∗k ),
U
(k)
h,τ (ξk,i+
k
+1, τ
∗
k ) < αM ≤ U(k)h,τ (ξk,i+
k
, τ∗k ).
The solution u(k+1) is related to u(k) by
u(k+1)(ξk+1, ηk+1) = λ
2
p−1u(k)(λξk+1, τ
∗
k + λ
2ηk+1). (24)
Let Ik+1 = λ
−1i+k and
U(k+1)n =
(
U
(k+1)
−Ik+1,n, . . . , U
(k+1)
0,n , . . . , U
(k+1)
Ik+1,n
)T
be an approximation of u(k+1) at time ηk+1,n. Then U
(k+1)
n+1 is a solution of the
following equations: for all n ≥ 0, i between −Ik+1 + 1 and Ik+1 − 1,

δtU
(k+1)
i,n = δ
2
xU
(k+1)
i,n +
∣∣∣U (k+1)i,n ∣∣∣p−1 U (k+1)i,n + β ∣∣∣δxU (k+1)i,n ∣∣∣
2p
p+1
,
U
(k+1)
Ik,n
= U
(k+1)
−Ik,n = ψ
(k+1)
n , U
k+1
i,0 = φ
(k+1)
i ,
(25)
where
ψ(k+1)n = λ
2
p−1U
(k)
h,τ (ξk,i+
k
, τ∗k + λ
2nτ), n ≥ 0, (26)
φ
(k+1)
i = λ
2
p−1U
(k)
h,τ (λξk+1,i, τ
∗
k ), −Ik+1 ≤ i ≤ Ik+1. (27)
We step forward U(k+1) on the interval λ−1(ξk,i−
k
, ξk,i+
k
) with the space
step hk+1 and time step τk+1. Here, we set hk+1 = hk = · · · = h and
τk+1 = τk = · · · = τ to use the same scheme as for U(k),U(k−1), . . . ,U. The
initial data of (25) is given in (27). For the boundary data of (25), it is obtained
by using the linear interpolation in time of U(k) given in (26). Hence, we step
forward independently the previous solutions U(k),U(k−1), . . . each one on its
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own grid. Previously, U(k) is stepped forward once every λ−2 time steps of
U(k+1), U(k−1) once every λ−4 time steps of U(k+1), . . . . After λ−2 time steps
of U(k+1), the values of U(k) on the interval which has been refined need to
be updated to fit with the calculation of U(k+1); this is performed on U(k−1)
after λ−4 time steps of U(k+1) and so forth. We stop the evolution of U(k+1)
when its amplitude reaches the given threshold M and another rescaling can be
performed.
To make it clearer, we describe the rescaling method by the following algo-
rithm. Assume that we perform up to the K-th rescaled solution.
0. Set up parameters: M,λ, α, h, τ, I.
1. Initial phase:
– Forward U until maxi Ui ≥M .
– Get the values of τ∗0 and xi−0 , xi0+.
2. Iterative phase: set k = 1, while k ≤ K then
(a) Define a grid for U(k) on the interval λ−1
(
ξk−1,i−
k−1
, ξk−1,i+
k−1
)
.
(b) Compute the initial data for U(k) from U
(k−1)
h,τ (·, τ∗k−1).
(c) For i = 0 to k − 1: forward U(i) one step.
(d) Set n = 1.
(e) While maxi U
(k)
i < M then
+ Forward U(k) one step.
+ Compute the boundary values ofU(k) fromU
(k−1)
h,τ (ξk−1,i+
k−1
, τ∗k−1+
λnτk).
+ For j = 0 to k − 1: if mod (n, λ−2(j+1)) = 0 then
- Update U(k−j−1) on the interval to be rescaled.
- Forward U(k−j−1) one step.
+ Set n = n+ 1.
(f) Get the values of τ∗k and ξk,i−
k
, ξk,i+
k
.
(g) For i = 1 to k: update Uk−i.
(i) Set k = k + 1, nk = n and go to step (a).
Remark 4. The value of M should be chosen such that the maximum of the
initial data of all rescaled solutions are equal. This means that for all k ≥ 0,
λ
2
p−1 ‖u(k)(τ∗k )‖∞ = ‖u0‖∞.
Using the fact that ‖u(k)(τ∗k )‖∞ =M , it yields that M = ‖u0‖∞λ−
2
p−1 .
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To end this section, we want to give a definition of the numerical solution
Uh,τ (x, t) of the rescaling method. Let σ > 0 small enough, h > 0 and τ > 0
be the space and time step, then, for each (x, t) ∈ [−1, 1] × [0, T − σ], we can
find an integer K ≥ 0 such that
µK−1 ≤ t < µK and
∥∥∥U(K)h,τ (·, λ−2K (t− µK−1))∥∥∥∞ < M,
where µq :=
∑q
i=0 λ
2iτ∗i . Then, Uh,τ (x, t) is defined as follows:
Uh,τ (x, t) =


λ
−
2K
p−1U
(K)
h,τ
(
λ−Kx, λ−2K (t− µK−1)
)
if x ∈ ΩK ,
λ
−
2(K−1)
p−1 U
(K−1)
h,τ
(
λ−(K−1)x, λ−2(K−1) (t− µK−2)
)
if x ∈ ΩK−1\ΩK ,
...
λ
−
2
p−1U
(1)
h,τ
(
λ−1x, λ−2 (t− µ0)
)
if x ∈ Ω1\Ω2,
U
(0)
h,τ (x, t) if x ∈ Ω\Ω1.
(28)
where Ωk = (λ
kξk−1,i−
k−1
, λkξk−1,i+
k−1
) for k ≥ 1 and U(k)h,τ is the linear interpo-
lation defined in (20).
One can see that the solution defined in (28) tends to infinity when k goes to
infinity. We say that the solution defined in (28) blows up in a finite time if
Th,τ = lim
K→+∞
K∑
k=0
λ2kτ∗k < +∞. (29)
The time Th,τ is call the numerical blow-up time.
Remark 5. We can see that Th,τ defined in (29) is finite if the solution U
(k)
h,τ
(defined fromU
(k)
n by (20)) reaches the given thresholdM in a bounded number
of time steps, namely when τ¯ = supk≥0 τ
∗
k < +∞. In this case, we see that
Th,τ ≤ lim
K→+∞
τ¯
K∑
k=0
λ2k =
τ¯
1− λ2 < +∞.
4. Convergence of the rescaling method
This section is devoted to the convergence analysis of the rescaling method
for problem (1) with β ∈ R and q ∈ [1, 2) not necessarily q = 2pp+1 , under some
regularity assumptions. Note that the discrete problem (17) when β = 0 has
already been treated in [45]. When β 6= 0, proceeding as for β = 0, the crucial
step is to obtain a comparison principle for the discrete problem (see Lemma
5 below). Note that we could not prove analogous results for the equation (2),
since we already have no comparison principle in the continuous case.
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Theorem 1. Consider h > 0 sufficiently small and τ > 0 such that τ ≤ h22 .
Let σ > 0, suppose that the problem (1) (with q ∈ [1, 2)) has a non-negative
solution u(x, t) ∈ C4,2 ([−1, 1]× [0, T − σ]) and the initial data of (17) satisfies
sup
x∈[−1,1]
|φh(x)− u(x, 0)| = O(h2) as h→ 0.
Then the solution Uh,τ defined in (28) satisfies
sup
(x,t)∈[−1,1]×[0,T−σ]
|Uh,τ (x, t)− u(x, t)| = O
(
h2
)
as h→ 0.
Remark 6. The convergence of the rescaling method stated in Theorem 1 is
proved by a recursive application of Proposition 2 below. Therefore, it is enough
to give the proof of this proposition.
Remark 7. The choice of the central difference approximation for the gradient
in (16) is crucial to get the O(h2) convergence in Theorem 1.
Remark 8. When β 6= 0 and q < 2, we have been unable to show that equation
(1) has a C4,2 solution (this is the case when q = 2pp+1 ). On the contrary, when
β = 0 or q ≥ 2, we do have C4,2 solutions (just take p ≥ 2 and u0 ∈ C4([−1, 1]),
see A for a justification of this fact). Hence, our convergence result (Theorem
1) is at least meaningful when β = 0.
One can see from the definition of Uh,τ in (28) that Uh,τ is constructed from
U
(k)
h,τ which is the solutions of the problem (25). It is reasonable then to consider
the following problem with the non-zero Dirichlet condition,

vt(x, t) = vxx(x, t) + g(v(x, t), vx(x, t)) (x, t) ∈ (−L,L)× (0, T ),
v(−L, t) = v(L, t) = v1(t) t ∈ (0, T ),
v(x, 0) = v0(x) x ∈ (−L,L),
(30)
where v(t) : x ∈ (−L,L) 7→ v(x, t) ∈ R, p > 1,
g(v, vx) = |v|p−1v + β|vx|q, with q = 2p
p+ 1
.
Let I > 0 and consider the grid xi = ih, −I ≤ i ≤ I where h = LI . Let τ > 0
be a time step and denote tn = nτ . Let
Vn = (V−I,n, . . . , V0,n, . . . , VI,n)
T
be the approximation of v(tn) at grid points. Then, Vn+1 is a solution of the
following equation: for all n ≥ 0, i = −I + 1, . . . , I − 1,{
δtVi,n = δ
2
xVi,n + g(Vi,n, δxVi,n)
V−I,n = VI,n = ψn, Vi,0 = φi,
(31)
where ψn and φi stand for ψ
(k)
n and φ
(k)
i introduced in (22), (27), (21) and (26).
Let Vh,n(x) be the piecewise linear interpolation generated from Vn by (20),
then, we get the following results:
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Proposition 2. Consider h > 0 sufficiently small and τ > 0 such that τ ≤ h22 .
Let η ∈ (0, T ), suppose that the problem (30) (with q ∈ [1, 2)) has a non-negative
solution v ∈ C4,2([−L,L]× [0, T−η]), the initial data and boundary data of (31)
satisfy
ǫ1 = sup
x∈[−L,L]
|v(x, 0) − φh(x)| = o(h) as h→ 0,
ǫ2 = sup
t∈[0,T−η]
|v(L, t)− ψτ (t)‖ = o(1) as τ → 0,
where φh and ψτ are the interpolations of φi and ψn defined in (20). Then,
max
0≤n≤N
‖Vh,n − v(tn)‖∞ = O(ǫ1 + ǫ2 + h2) as h→ 0,
where N > 0 is such that tN = Nτ ≤ T − η.
We now state some properties of the discrete scheme (31).
Lemma 3. Let n = 1, 2, . . . , N , Vn be the solution of (31) and V0 be a sym-
metric data. Then, Vn is also symmetric for all n = 0, 1, . . .N .
Proof. It is straightforward from the symmetry of the data and the equation.
Remark 9. We can consider the problem (31) on the half interval [0, L] from
now on. In particular, we have for n ≥ 0 and i = 1, 2, . . . I − 1,
δ2xV0,n =
2V1,n − 2V0,n
h2
, δ2xVi,n =
Vi−1,n − 2Vi,n + Vi+1,n
h2
,
δxV0,n = 0, δxVi,n =
Vi+1,n − Vi−1,n
2h
. (32)
Remark 10. The convergence stated in Proposition 2 holds without the sym-
metric property. However, we handle only symmetric data to simplify the proofs
below.
Lemma 4 (Positivity of the discrete solution). Let n = 1, 2, . . . , N and Vn
be the solution of (31). Suppose that V0 ≥ 0 and VI,n ≥ 0 for n = 0, 1, . . . , N .
Assume in addition that τ ≤ h22 and h ≤
(
2q
|β|Mq−10
) 1
2−q
if β < 0, where M0 =
max
0≤n≤N
‖Vn‖∞. Then, Vn ≥ 0 for all n between 0 and N .
Proof. By induction, we assume that Vk ≥ 0 for all k = 0, 1, . . . , n. We need to
show that Vn+1 ≥ 0. Using (31), we see that
V0,n+1 =
(
1− 2τ
h2
)
V0,n +
2τ
h2
V1,n + τV
p
0,n,
where we used the fact that δxV0,n = 0 from Remark 9. From the restriction
τ ≤ h22 , we have V0,n+1 ≥ 0.
For i between 1 and I − 1, we have
Vi,n+1 =
(
1− 2τ
h2
)
Vi,n+
τ
h2
(Vi+1,n + Vi−1,n)+τV
p
i,n+
τβ
(2h)q
|Vi+1,n − Vi−1,n|q .
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If β ≥ 0 and τ ≤ h22 , we directly infer the desired result. If β < 0, we have for
i = 1, . . . , I − 1,
Vi,n+1 ≥
(
1− 2τ
h2
)
Vi,n +
τ
h2
(Vi+1,n + Vi−1,n) + τV
p
i,n −
τ |β|
(2h)q
(
V qi+1,n + V
q
i−1,n
)
=
(
1− 2τ
h2
)
Vi,n + τV
p
i,n +
τ
hq
(
1
h2−q
− |β|
2q
V q−1i+1,n
)
Vi+1,n
+
τ
hq
(
1
h2−q
− |β|
2q
V q−1i−1,n
)
Vi−1,n.
Here we used the induction assumption that Vi,n ≥ 0 for i = 0, 1, . . . , I. To
obtain Vi,n+1 > 0, then it requires the following restrictions
τ
h2
≤ 1
2
and
1
h2−q
− |β|
2q
M q−10 ≥ 0.
Recall that q ∈ [1, 2), then the last condition yields h ≤
(
2q
|β|Mq−10
) 1
2−q
. This
ends the proof of Lemma 4.
The following lemma is a discrete version of the maximum principle.
Lemma 5. Let bn = (b0,n, b1,n, . . . , bI,n)
T , cn = (c0,n, c1,n, . . . , cI,n)
T be two
vectors such that bn ≥ 0 and cn is bounded. Let Vn = (V0,n, V1,n, . . . , VI,n)T
satisfy
δtVi,n − δ2xVi,n − bi,nVi,n − ci,nδxVi,n ≥ 0, 0 ≤ i ≤ I − 1,
Vi,0 ≥ 0, 0 ≤ i ≤ I,
VI,n ≥ 0, n ≥ 0.
If τ ≤ h22 and h ≤ 2‖cn‖∞ , then Vn ≥ 0 for all n ≥ 0 .
Remark 11. Note that as before, we handle symmetric data in this lemma.
That is the reason why we focus only on i ≥ 0. Note also that (32) is useful for
this lemma.
Proof of Lemma 5. We proof this lemma by induction. Assume that Vk ≥ 0
for k = 0, 1, . . . , n. Let us show that Vn+1 ≥ 0. A straightforward calculation
yields
V0,n+1 ≥ 2τ
h2
V1,n +
(
1− 2τ
h2
)
V0,n + τb0,nV0,n,
for i between 1 and I − 1, we have
Vi,n+1 ≥
( τ
h2
− τ
2h
ci,n
)
Vi−1,n +
(
1− 2τ
h2
)
Vi,n
+ τbi,nVi,n +
( τ
h2
+
τ
2h
ci,n
)
Vi+1,n.
Since τ ≤ h22 , h ≤ 2‖cn‖∞ and bn,Vn are non-negative, we deduce that Vn+1 ≥
0. This ends the proof.
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Let us now give the proof of Proposition 2.
Proof of Proposition 2. Under the hypothesis stated in Proposition 2, we
see that if h is small enough, we may consider K ≤ N be the greatest value
such that for all n < K,
max
0≤i≤I
|Vi,n − v(xi, tn)| < 1 and max
0≤i≤I−1
∣∣|δxVi,n| − |δxv(xi, tn)|∣∣ < 1. (33)
From the the fact that v0 ≥ 0 and Lemma 4, we see that the solution of (31)
is non-negative. Furthermore, since v(x, t) ∈ C4,2 ([−L,L]× [0, T − η]), there
exist positive constants C1 and C2 such that for all (x, t) ∈ [−L,L]× [0, T − η],
|v(i)x (x, t)| ≤ C1, 0 ≤ i ≤ 4 and |v(j)t (x, t)| ≤ C2, 0 ≤ j ≤ 2.
Thus, we obtain from the triangle inequality that
max
0≤i≤I
|Vi,n| ≤ 1 + C1 and max
0≤i≤I−1
|δxVi,n| ≤ 1 + C2, for n < K.
Using Taylor’s expansion and (30), we derive for all 1 ≤ i ≤ I − 1, 0 < n < K,
δtv(xi, tn) ≤ δ2xv(xi, tn) + vp(xi, tn) + β|δxv(xi, tn)|q + C3h2 + C4τ,
where C3, C4 are positive constants.
Let ei,n = Vi,n − v(xi, tn) be the discretization error. We have,
δtei,n ≤ δ2xei,n + V pi,n − vp(xi, tn) + β(|δxVi,n|q − |δxv(xi, tn)|q) + C3h2 + C4τ.
Applying the mean value theorem, we get
δtei,n ≤ δ2xei,n + pξp−1i,n ei,n + βq|θq−2i,n |θi,nδxei,n + C3h2 + C4τ,
where ξi,n is an intermediate value between Vi,n and v(xi, tn), θi,n is between
δxVi,n and δxv(xi, tn).
Since τ ≤ h22 , we then obtain for all i ≤ I − 1 and n < K,
δtei,n ≤ δ2xei,n + pξp−1i,n ei,n + βq|θq−2i,n |θi,nδxei,n + C5h2, (34)
where C5 = C3 + C4/2.
We now consider the function
z(x, t) = eAt+x
2 (
ǫ1 + ǫ2 +Qh
2
)
,
where A,Q are positive constants which will be chosen later.
We observe that, for 0 ≤ i ≤ I,
z(xi, 0) = e
x2i
(
ǫ1 + ǫ2 +Qh
2
) ≥ ei,0,
z(xI , tn) = e
Atn+x
2
I
(
ǫ1 + ǫ2 +Qh
2
) ≥ eI,n,
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and
zt(x, t) − zxx(x, t)− pξp−1i,n z(x, t)− βq|θq−2i,n |θi,nzx(x, t)
= (A− 2− pξp−1i,n − 4x2 − 2βq|θq−2i,n |θi,nx)z(x, t).
Using Taylor’s expansion, we get
δtz(xi, tn)− δ2xz(xi, tn)− pξp−1i,n z(xi, tn)− βq|θq−2i,n |θi,nδxz(xi, tn)
= (A− 2− pξp−1i,n − 4x2i − 2βq|θq−2i,n |θi,nxi)z(xi, tn)
+
h2
12
zxxxx(x˜i, tn) + βq|θq−2i,n |θi,n
h2
6
zxxx(x¯i, tn)− τ
2
ztt(xi, t˜n),
where t˜n ∈ [tn, tn+1] and x˜i, x¯i ∈ [xi−1, xi+1].
By taking A,Q large enough, then h small enough such that the right-hand side
of the above equation is lager than C5h
2, we obtain
δtz(xi, tn)− δ2xz(xi, tn)− pξp−1i,n z(xi, tn)− βq|θq−2i,n |θi,nδxz(xi, tn) ≥ C5h2. (35)
From (34) and (35), applying Lemma 5 to z(xi, tn)− ei,n with bi,n = pξp−1i,n ≥ 0
and ci,n = βq|θq−2i,n |θi,n bounded, we get ei,n ≤ z(xi, tn) for 0 ≤ i ≤ I and
0 ≤ n < K. By the same way, we also show that −ei,n ≤ z(xi, tn) for 0 ≤ i ≤ I
and 0 ≤ n ≤ K. In conclusion, we derive
max
0≤i≤I
|Vi,n − v(xi, tn)| ≤ z(xi, tn) ≤ eAT+L
2
(ǫ1 + ǫ2 +Qh
2), for n < K.
Let us show that K = N . Assuming by contradiction that K < N , we have
1 ≤ max
0≤i≤I
|Vi,K − v(xi, tK)| ≤ z(xi, tK) ≤ eAT+L
2
(ǫ1 + ǫ2 +Qh
2).
But this contradicts with the fact that the last term in the above inequality
tends to zero as h tends to zero. This concludes the proof of Proposition 2.
Since Theorem 1 is a consequence of Proposition 2, as we pointed in Remark 6,
this is also the conclusion of the proof of Theorem 1.
5. Numerical results
The numerical experiments presented in this section are performed with the
initial data
u0(x) = A (1 + cos(πx)) , x ∈ (−1, 1), (36)
where A = 1.2. For the non-linearity power, we take p = 5 and p = 7. Let
us recall from Remark 4 that the threshold M is given by M = λ−
2
p−1 ‖u0‖∞.
Therefore, the parameters of the algorithm are λ = 12 , α = 0.4, M = 2A× 21/2
if p = 5 and M = 2A× 21/3 if p = 7. For the time step τ , we take τ = h24 where
h = 2I . We perform the experiments with I = 50, 100, 160, 250, 320, 400.
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5.1. The semilinear heat equation (β = 0 in equation (1)).
Note that the original paper of Berger and Kohn [9] was totally devoted to
this case. We now recall the assertion that the value τ∗k is independent of k and
tends to a constant as k tends to infinity. In order to establish this assertion,
we recall from Merle and Zaag [41] that
lim
t→T
(T − t) 1p−1 ‖u(t)‖∞ = κ, with κ = (p− 1)−
1
p−1 . (37)
Then, using (24) we see that
u(k)(ξk, τ
∗
k ) = λ
2
p−1u(k−1)(λξk, τ∗k−1 + λ
2τ∗k ) = · · · = λ
2k
p−1u(λkξk, tk), (38)
where tk = τ
∗
0 + λ
2τ∗1 + · · ·+ λ2kτ∗k .
Hence, it holds that
(T − tk)
1
p−1 ‖u(tk)‖∞ = (T − tk)
1
p−1λ
−2k
p−1 ‖u(k)(τ∗k )‖∞.
Since ‖u(k)(τ∗k )‖∞ =M , we obtain
T − tk = λ2kM1−p(p− 1)−1 + o(1) as k →∞ (39)
on the one hand.
On the other hand, we get
τ∗k = λ
−2k(tk − tk−1) = λ−2k ((T − tk−1)− (T − tk))
= M1−p(p− 1)−1(λ−2 − 1) + o(1).
Consequently, we obtain
lim
k→+∞
τ∗k =M
1−p(p− 1)−1(λ−2 − 1). (40)
Figure 1 presents the computed values of τ∗k when p = 5, for different values
of I. The values of τ∗k are tabulated in Tables 1 and 2 for some selected values
of k. These experimental results are in agreement with the fact that τ∗k tends
to the constant indicated in the right-hand side of (40) as k tends to infinity.
In Figure 2, we show the plot of ‖Uh,τ (t)‖∞ versus (Th,τ − t) in log-scale where
Th,τ is given by Th,τ =
∑K
k=0 λ
2kτ∗k . The slope of the obtained curves measures
the blow-up rate. As expected from (37), these slopes for p = 5 and p = 7 are
1
4 and
1
6 respectively.
In order to examine the theoretical profile defined in (8), we recall the method
of Berger and Kohn [9] to consider the rescaled profile,
z → u(k) (zλ−1ξ+k−1, τ∗k ) , |z| < 1, (41)
where ξ+q = ξq,i+q . Using the semilarity variables defined in (4) and (38), we get
u(k)(ξk, τ
∗
k ) = λ
2k
p−1 (T − tk)−
1
p−1w
(
λk
ξk√
T − tk
, sk
)
, (42)
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Figure 1: The computed values of τ∗
k
are plotted against k when p = 5.
k I = 50 I = 100 I = 160 I = 250 I = 320 I = 400
20 0.6426 0.5913 0.5810 0.5771 0.5760 0.5755
30 0.6401 0.5881 0.5778 0.5739 0.5728 0.5722
40 0.6391 0.5865 0.5762 0.5723 0.5712 0.5706
50 0.6386 0.5856 0.5752 0.5713 0.5703 0.5697
60 0.6384 0.5851 0.5746 0.5707 0.5697 0.5691
70 0.6384 0.5847 0.5742 0.5703 0.5693 0.5687
80 0.6383 0.5844 0.5739 0.5700 0.5689 0.5683
Table 1: The computed values of τ∗
k
(×10−2) when p = 5.
k I = 50 I = 100 I = 160 I = 250 I = 320 I = 400
20 0.1279 0.0826 0.0726 0.0688 0.0677 0.0671
30 0.1279 0.0825 0.0724 0.0686 0.0675 0.0670
40 0.1279 0.0825 0.0724 0.0685 0.0674 0.0669
50 0.1279 0.0825 0.0723 0.0684 0.0674 0.0668
60 0.1279 0.0825 0.0723 0.0684 0.0673 0.0667
70 0.1279 0.0825 0.0723 0.0683 0.0673 0.0667
80 0.1279 0.0825 0.0723 0.0683 0.0673 0.0667
Table 2: The computed values of τ∗
k
(×10−2) when p = 7.
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Figure 2: Blow-up rate (in log-scale) when p = 5 and p = 7, for I = 400.
where sk = − log (T − tk).
We recall from (39) that
T − tk ∼
(
λ2kM1−p
)
(p− 1)−1. (43)
Substituting (43) into (42) yields
u(k)(ξk, τ
∗
k ) ∼ (p− 1)
1
p−1Mw
(√
p− 1M p−12 ξk, sk
)
.
From (7), we replace ξk by zλ
−1ξ+k−1 to obtain
u(k)(zλ−1ξ+k−1, τ
∗
k ) ∼ (p− 1)
1
p−1Mf
(√
p− 1M p−12 zλ−1 ξ
+
k−1√
sk
)
. (44)
Assume that
ξ+
k−1√
sk
tends to ζ. Using the fact that αM = u(k−1)(ξ+k−1, τ
∗
k ) yields
αM = M(p− 1) 1p−1 f
(√
p− 1M p−12 ζ
)
,
or
α = (p− 1) 1p−1 f (Aζ) , A =
√
p− 1M p−12 .
Using the definition of f in (8), it holds that
α = (p− 1) 1p−1
(
p− 1 + (p− 1)
2
4p
|Aζ|2
) −1
p−1
.
A straightforward computation gives
|Aζ|2 = 4p
p− 1
(
α1−p − 1) . (45)
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Using (45) and (44), we arrive at
u(k)(zλ−1y+k−1, τ
∗
k ) ∼ M(p− 1)
1
p−1 f
(
λ−1z(Aζ)
)− 1
p−1
∼ M(p− 1) 1p−1
(
p− 1 + (p− 1)
2
4p
λ−2z2|Aζ|2
)− 1
p−1
∼ M (1 + (α1−p − 1)λ−2z2)− 1p−1 . (46)
Since U
(k)
h,τ converges to u
(k) as h goes to zero, it holds that
U
(k)
h,τ (zλ
−1ξ+k−1, τ
∗
k ) ∼M
(
1 +
(
α1−p − 1)λ−2z2)− 1p−1 , |z| < 1. (47)
We expect that the left-hand side of (47) tends to the predicted profile as k
tends to infinity. Figures 3 and 4 display this relationship after 80 iterations
with I = 400. Figures 5 and 6 illustrate the output of our algorithm using
I = 400 at some selected values of k. As k increases these computed profiles
converge to the profile shown in Figures 3 and 4 respectively. We give in Tables
3 and 4 the error in L∞-norm between the computed profiles and the predicted
profile using various values of I in both cases p = 5 and p = 7. The expression
of the error is given by
e
(k)
h,τ = sup−1≤z≤1
∣∣∣U(k)h,τ (zλ−1ξ+k−1, τ∗k )−M [1 + (α1−p − 1)λ−2z2]− 1p−1 ∣∣∣ .
The graphs of e
(k)
h,τ versus h in log-scale are visualized in Figures 7 and 8. We
observe in those figures that the error tends to zeros as h → 0. We note that
the error e
(k)
h,τ includes two sources: the discretization error in using the scheme
(17) and the asymptotic error which refers to the behavior of w(y, s) as s tends
to infinity.
k I = 50 I = 100 I = 160 I = 250 I = 320 I = 400
10 0.2023 0.1581 0.1501 0.1466 0.1446 0.1432
20 0.1336 0.0858 0.0787 0.0735 0.0722 0.0715
30 0.1213 0.0636 0.0517 0.0480 0.0483 0.0474
40 0.1141 0.0504 0.0404 0.0376 0.0351 0.0354
50 0.1091 0.0444 0.0341 0.0297 0.0289 0.0276
60 0.1076 0.0409 0.0300 0.0249 0.0241 0.0231
70 0.1068 0.0372 0.0255 0.0214 0.0209 0.0202
80 0.1066 0.0354 0.0232 0.0188 0.0182 0.0174
Table 3: Error in L∞-norm between the computed profile and the predicted profile for selected
values of k using various values of I with p = 5.
5.2. The nonlinear heat equation in case β 6= 0
5.2.1. A formal calculation
This part gives a formal calculation to obtain the prediction given in (12).
This kind of arguments can be found in [9], [40] and [39]. Using similarity
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Figure 3: The computed profile (41) for k = 80 with I = 400 and the predicted profile (47)
with p = 5.
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Figure 4: The computed profile (41) for k = 80 with I = 400 and the predicted profile (47)
with p = 7.
k I = 50 I = 100 I = 160 I = 250 I = 320 I = 400
10 0.2900 0.1930 0.1205 0.0887 0.0792 0.0730
20 0.2748 0.1757 0.0970 0.0651 0.0556 0.0516
30 0.2711 0.1715 0.0880 0.0545 0.0451 0.0398
40 0.2725 0.1699 0.0843 0.0484 0.0391 0.0337
50 0.2723 0.1696 0.0822 0.0441 0.0351 0.0295
60 0.2706 0.1695 0.0810 0.0421 0.0322 0.0265
70 0.2726 0.1694 0.0803 0.0403 0.0298 0.0240
80 0.2720 0.1694 0.0802 0.0393 0.0285 0.0224
Table 4: Error in L∞-norm between the computed profile and the predicted profile for selected
values of k using various values of I with p = 7.
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Figure 5: The computed profiles as in (41) for selected values of k with I = 400 and p = 5.
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Figure 6: The computed profiles as in (41) for selected values of k with I = 400 and p = 7.
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Figure 7: Error between the computed profiles and the predicted profile in log-scale when
p = 5.
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variables defined in (4) with a = 0, we see that w = w0,T satisfies the following
equation for all s ≥ − logT and y ∈ RN :
ws = ∆w − 1
2
y.∇w − w
p− 1 + |w|
p−1w + β|∇w| 2pp+1 . (48)
We try to find a solution of (48) in the form v
(
y√
s
)
, with
v(0) = κ, lim
|z|→+∞
|v(z)| = 0.
A computation shows that v must satisfy the following equation, for each s ≥
− logT and each z ∈ RN :
− z.∇v(z)
2s
=
1
s
∆v(z)− z.∇v(z)
2
− v(z)
p− 1+|v(z)|
p−1v(z)+
β
s
p
p+1
|∇v(z)| 2pp+1 . (49)
We formally seek regular solutions of (48) in the form
V (z) = v0 (z) +
1
sα
R(z, s),
where z = y√
s
, α > 0 and ‖R‖L∞ ≤ C.
Pugging this ansatz in (49) and making s → +∞, we obtain the following
equation satisfied by v0,
− 1
2
zv′0(z)−
1
p− 1v0(z) + v0(z)
p = 0. (50)
Solving (50) yields
v0(z) =
(
p− 1 + bz2)− 1p−1 , (51)
for some constant b = b(β) ∈ R. We impose b(β) > 0 in order to have a bounded
constant solution.
Remark 12. In the case β = 0, imposing an analyticity condition, Berger and
Kohn [9] have formally found b(0) = (p−1)
2
4p , which is the coefficient of f given in
(8). The value of c0 was confirmed in several contributions (Filippas and Kohn
[22], Herrero and Vela´zquez [35], Bricmont and Kupiainen [10]). Unfortunately,
we were not able to adapt the formal approach of [9] in the case β 6= 0, so we
only have a numerical expression of β in Figure 12 below.
5.2.2. Numerical simulations
An important aim in this work is to give a numerical confirmation for the
conjectured profile given in (10). Note that we have just given a formal ar-
gument in the previous subsection, for the existence of that profile, without,
specifying the value of b(β). Up to our knowledge, there is neither a rigorous
proof nor a numerical confirmation for (10), and our paper is the first to exhibit
such a solution numerically. More importantly, thanks to our computations, we
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are able to find a numerical approximation of b(β) in the formula of f¯β in (11)
from our computations.
If we make the same analysis to check that the numerical profile fits with
the conjecture theoretical profile (10) as the above analysis when β = 0, then
the same result holds in this case, namely
u(k)(zλ−1ξ+k−1, τ
∗
k ) ∼M
(
1 +
(
α1−p − 1)λ−2z2)− 1p−1 , −1 < z < 1. (52)
Figures 9 and 10 show the graphs of the computed profile U
(80)
h,τ (zλ
−1ξ+k−1, τ
∗
k )
and the predicted profile given in the right hand side of (52), for computations
using I = 320, β = 1, p = 5 and p = 7.
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Figure 9: The computed and the predicted profiles in (52), for computations using I = 320,
β = 1 and p = 5.
In order to compute the value of b(β) from the simulations, we use the
relation (42) with ξk = zλ
−1ξ+k−1, we get
u(k)(zλ−1ξ+k−1, τ
∗
k ) = λ
2k
p−1 (T − tk)−
1
p−1w
(
λk
zλ−1ξ+k−1√
T − tk
, sk
)
. (53)
We recall from (11) that the predicted profile f¯β is given by
f¯β(z) = κ
(
1 +
b(β)
p− 1z
2
)− 1
p−1
, z =
x√
(T − t)| log(T − t)| , κ = (p−1)
− 1
p−1 ,
(54)
and that
sup
|z|<K
∣∣w(y, s)− f¯β(z)∣∣→ 0 as s→∞ with z = y√
s
. (55)
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Figure 10: The computed and the predicted profiles in (52), for computations using I = 320,
β = 1 and p = 7.
From (55), (54) and (53), ignoring the error of asymptotic behavior as s goes
to infinity, we obtain
u(k)(zλ−1ξ+k−1, τ
∗
k ) = λ
2k
p−1 (T − tk)−
1
p−1 f
(
λk
zλ−1ξ+k−1√
T − tk
× 1√
sk
)
= λ
2k
p−1 (T − tk)
−1
p−1κ
(
1 +
b(β)
p− 1
λ2kz2λ−2(ξ+k−1)
2
T − tk
1
sk
)− 1
p−1
.
After some straightforward calculations, we arrive at
b(β) =
sk
(ξ+k−1)2
[
κλ2k(p− 1)[u(k)(zλ−1ξ+k−1, τ∗k )]1−p − (p− 1)(T − tk)
λ2k−2z2
]
.
Setting z = λ and taking the limit of the above equation as k goes to infinity,
we get
b(β) = lim
k→+∞
sk
(ξ+k−1)2
ζk,
where
ζk = (p− 1)
(
κ[u(k)(ξ+k−1, τ
∗
k )]
1−p − λ−2k(T − tk)
)
.
Using (39) and (52), we see that ζk approaches a limit given by
lim
k→+∞
ζk = M
1−p [(p− 1)κα1−p − 1] .
This implies that the ratio sk
(ξ+
k−1)
2
should approach a constant as k tends to
infinity. This is presented in Figure 11. We remark that the computations of sk
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Figure 11: The graph of sk
(ξ+
k−1
)2
versus k, for computations using I = 320, p = 5 and β = 0.
and ζk do not depend on β. Moreover, we know that the value of b(0) is
(p−1)2
4p .
In particular, we compute the value of b(β) by
b(β) =
CK[
ξ+K−1(β)
]2 ,
where CK = b(0)
[
ξ+K−1(0)
]2
for K large.
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Figure 12: The computed values of b(β). (Left) p = 5. (Right) p = 7.
Consequently, we have just given a numerical evidence for the following conjec-
ture:
Conjecture 6. Equation (1) has a solution u(x, t) which blows up in finite time
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T with
sup
|z|<K
|(T − t)1/(p−1)u(x, t)− f¯β(z)| → 0, as t→ T, (56)
where K > 0, z = x√
(T−t)| log(T−t)| and
f¯β(z) =
(
p− 1 + b(β)|z|2)− 1p−1 , with b(0) = (p− 1)2
4p
,
and b(β) is represented in Figure 12, for p = 5 and p = 7.
While remarking numerical simulation for equation (1) with β 6= 0, we could
never obtain the self-similar behavior (9) rigorously proved in [49]. On the con-
trary, we could exhibit the behavior (56), at the heart of our conjecture. In our
opinion, this is probably due to the fact that the behavior (9) is unstable, unlike
the behavior (56), which we suspect to be stable with respect to perturbations
in initial data.
5.3. The complex Ginzburg-Landau equation
We recall that eıθ f˜δ,γ is an asymptotic profile of the solution of (2) where
θ ∈ R and f˜δ,γ is given in (15), namely
f˜δ,γ =
(
p− 1 + b(δ, γ)|z|2)− 1+ıδp−1 , b(δ, γ) = (p− 1)2
4(p− δ2 − γδ − γδp) > 0. (57)
Using the same analysis as Section 5.1 resulting (46), we have for |z| < 1,
u(k)(zλ−1y+k−1, τ
∗
k ) ∼M1+ıδλ−
2ıkδ
p−1 (p− 1) ıδp−1 eıθ (1 + (α1−p − 1)λ−2z2)− 1+ıδp−1 .
(58)
Remark 13. We remark that the rescaled profile (58) is obtained under the
assumption p− δ2−γδ(p+1) > 0. If this condition is not satisfied, the question
is open.
Remark 14. If we take the modulus and the phase of both sides in (58), then
we get∣∣∣u(k)∣∣∣ (zλ−1y+k−1, τ∗k ) ∼M(1 + (α1−p − 1)λ−2z2)− 1p−1 , |z| < 1, (59)
phase
[
u(k)
]
(zλ−1y+k−1, τ
∗
k ) ∼ θ +
δ
p− 1 (lnM + ln(p− 1)− 2k lnα)
− δ
p− 1 ln
(
1 + (α1−p − 1)λ−2z2) , |z| < 1. (60)
The right hand side of (59) is the same as in (46).
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5.3.1. Experiments with p− δ2 − γδ(p+ 1) > 0.
We first make an experiment with γ = 0, δ = 0.2, p = 5 and the initial grid
with I = 320. The numerical result displayed in Figure 13 is in agreement with
the expectation obtained in (59) and (60). Both the numerical modulus and
phase coincide with the predicted profile given in (59) and (60) within plotting
resolution.
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Figure 13: Comparing the numerical profile with the predicted profile given in (59) and (60)
after 80 iterative steps (γ = 0, δ = 0.2, p = 5, I = 320). (Left) phase
[
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(zλ−1y+
k−1, τ
∗
k
).
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∣
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∣ (zλ−1y+
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k
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An experiment with γ = 0, p = 5 and various values of δ are performed on
three grids with I = 100, 200, 320. The purpose is to confirm the theoretical
profile f˜δ,γ given in (57). More precisely, we would like to calculate values of
b(δ, 0) from our numerical simulation. We recall that the theoretical value of
b(δ, 0) is equal to (p−1)
2
p−δ2 . In Figure 14, we have the computed values of b(δ, 0) on
various initial grids I. Note that these computed values tend to the predicted
ones as I increases. However, as δ approaches
√
p (
√
5 in Figure 14), b becomes
singular, and that is the reason why the coincidence between the numerical and
theoretical values becomes less clear.
A further experiment with γ = 1, δ = 1 is shown in Figure 15. These calcu-
lations show the relationship we obtained in (59) and (60). Both the numerical
phase and modulus coincide with the predicted ones given in (59) and (60)
within plotting resolution.
5.3.2. Experiments with p− δ2 − γδ(p+ 1) < 0.
In this section, we make some experiments with γ = 0 and δ >
√
p =
√
5.
For δ large enough, there is no blow-up phenomenon (for example with δ = 3).
With δ near
√
p, we made two simulations with δ =
√
p+0.1 and δ =
√
p+0.5,
then the blow-up phenomenon still occurs. Figure 16 displays the modulus of
u(k)(zλ−1y+k−1, τ
∗
k ) at some selected values of k, for computations using the ini-
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Figure 14: The computed values of b(δ, 0) for various initial grids when p = 5.
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tial grid I = 320. It shows the rescaled profile z 7→
∣∣u(k)∣∣ (zλ−1y+k−1, τ∗k ). We
can see that these rescaled profiles converge as k increases.
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Figure 16: The numerical values of u(k)(zλ−1y+
k−1, τ
∗
k
) at some selected values of k, for
computation using the initial grid I = 320 with p = 5. (Above) γ = 0, δ =
√
p+ 0.1. (Below)
γ = 0, δ =
√
p + 0.5.
Consequently, if p− δ2−γδ−γδp < 0, the blow-up phenomenon may occur and
there may exist a blow-up profile. So far, we have no answer for this case. We
wonder whether its solution behaves as the solution in the case p−δ2−γδ−γδp >
0 with a different function of b(δ, γ) in formula of f˜δ,γ given in (57).
A. A regularity result for equation (1)
We claim the following:
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Proposition A.1 (Parabolic regularity). Consider u solution of

ut = uxx + |u|p−1u+ β|ux|q, in Ω× (0, T ),
u(x, t) = 0 on ∂Ω× [0, T ),
u(x, 0) = u0(x), on Ω¯.
(A.1)
where u(t) : x ∈ Ω 7→ R with Ω is an interval in R, p, q > 1 and β ∈ R.
Assume that ‖u0‖C2(Ω¯) ≤ C0 and ‖u‖C(Ω¯×[0,T0]) + ‖ux‖C(Ω¯×[0,T0]) ≤ Cu with
T0 < T (T is the existence time of the maximal solution). Then for all t ∈ [0, T0],
i)‖uxx(t)‖L∞(Ω¯) + ‖ut(t)‖L∞(Ω¯) ≤ C for some C = C(C0, Cu, T0, p, q, β).
Assume in addition, ‖u0‖C4(Ω¯) ≤ C0 and p, q ≥ 2. Then for all t ∈ [0, T0],
ii) ‖uxxx(t)‖L∞(Ω¯) + ‖uxxxx(t)‖L∞(Ω¯) + ‖utt(t)‖L∞(Ω¯) ≤ C for some C =
C(C0, Cu, T0, p, q, β).
Remark 15. Chipot and Weissler showed in [14] (see Proposition 2.2) that for
s ∈ R sufficient large and u0 ∈ W 1,s0 (Ω), then u, a solution of (A.1), satisfies
that
‖u(t)‖L∞ and ‖ux(t)‖L∞ are bounded for any inteval [0, T0] with T0 < T.
Proof of Proposition A.1. In what follows, we write ‖ · ‖∞ = ‖ · ‖L∞(Ω¯) for
simplicity and denote by C1, C2, . . . constants depending only on C0, Cu, T0, p, q
and β.
i) We see from (A.1) that ‖ut(t)‖∞ is bounded on [0, T0] if ‖uxx(t)‖∞ is bounded
on [0, T0]. Let us consider h = uxx, then h satisfies
ht = hxx + ∂x
(
p|u|p−1ux + qβ|ux|q−2uxh
)
. (A.2)
An integral form of the solution of equation (A.2) is
h(t) = et∆h(0) +
∫ t
0
e(t−s)∆∂x
(
p|u(s)|p−1ux(s) + qβ|ux(s)|q−2ux(s)h(s)
)
ds,
(A.3)
where et∆ denotes the heat semigroup on Ω with Dirichlet boundary condition.
Recall that for all ϕ ∈ L∞,
‖et∆ϕ‖∞ ≤ ‖ϕ‖∞ and ‖et∆∇ϕ‖∞ ≤ C
′
√
t
‖ϕ‖∞. (A.4)
Since u0 ∈ C2 and ‖u(t)‖∞, ‖ux(t)‖∞ are bounded for all t ∈ [0, T0], then we
have by (A.4) and (A.3) that
‖h(t)‖∞ ≤ C1 + C1
∫ t
0
‖h(s)‖∞√
t− s ds, ∀t ∈ [0, T0].
Using a Growall’s argument, we have
‖h(t)‖∞ ≤ 2C1eC1
√
T0 , ∀t ∈ [0, T0].
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Therefore, ‖uxx(t)‖∞ is bounded for all t ∈ [0, T0] which concludes the proof of
i).
ii) We assume additionally in what follows that p, q ≥ 2, ‖u0‖C4(Ω¯) ≤ C0.
Consider v = uxxx, let us show that ‖v(t)‖∞ is bounded for all t ∈ [0, T0]. From
(A.1) we see that v satisfies the following equation
vt = vxx + p|u|p−1v + βq∂x(|ux|q−2uxv) + φ+ ∂xψ, (A.5)
where
φ = p(p− 1)|u|p−3uuxuxx, ψ = p(p− 1)|u|p−3u(ux)2 + βq(q − 1)|ux|q−2(uxx)2.
We now use an integral formulation of (A.5) to write
v(t) = et∆v(0) + p
∫ t
0
e(t−s)∆|u(s)|p−1v(s)ds
+ βq
∫ t
0
e(t−s)∆∂x(|ux(s)|q−2ux(s)v(s))ds
+
∫ t
0
e(t−s)∆φ(s)ds+
∫ t
0
e(t−s)∆∂xψ(s)ds.
From (i) and the hypothesis on u0 ∈ C4, we see that for all t ∈ [0, T0],
‖v(0)‖∞ + ‖u(t)‖p−1∞ + ‖ux(t)‖q−1∞ + ‖φ(t)‖∞ + ‖ψ(t)‖∞ ≤ C2.
Hence, the use of (A.4) yields
‖v(t)‖∞ ≤ C2 + C2
∫ t
0
(
1 +
1√
t− s
)
‖v(s)‖∞ds ≤ 2C2eC2(T0+2
√
T0), ∀t ∈ [0, T0],
which follows that ‖uxxx(t)‖∞ is bounded on [0, T0].
We now bound ‖utt(t)‖∞ on [0, T0]. Consider θ = utt, by (A.1), we see that θ
satisfies
θt = θxx + ηθ + βq∂x
(|ux|q−2uxθ)+ γ, (A.6)
where
η = p|u|p−1 − βq(q − 1)|ux|q−2uxx,
γ = p(p− 1)|u|p−3u(ut)2 + βq(q − 1)|ux|q−2
(
uxxx + p|u|p−1ux + βq|ux|q−2uxuxx
)2
.
An integral form of the solution of equation (A.6) is
θ(t) = et∆θ(0) +
∫ t
0
e(t−s)∆η(s)θ(s)ds
+ βq
∫ t
0
e(t−s)∆∂x
(|ux(s)|q−2ux(s)θ(s)) ds+
∫ t
0
e(t−s)∆γ(s)ds.
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Since u0 ∈ C4, then ‖θ(0)‖∞ = ‖utt(0)‖∞ is bounded. Using the fact that
‖uxxx(t)‖∞ is bounded on [0, T0] and (i), we have by (A.4) that
‖θ(t)‖∞ ≤ C3+C3
∫ t
0
(
1 +
1√
t− s
)
‖θ(s)‖∞ds ≤ 2C3eC3(T0+2
√
T0), ∀t ∈ [0, T0].
Since ‖utt(t)‖L∞ is bounded on [0, T0], we have from (A.1) that ‖uxxxx(t)‖L∞
is also bounded on [0, T0]. This completes the proof of Proposition A.1.
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