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9Introduction
D'un point de vue conceptuel, le processus de developpement de logiciels met en
jeu trois sortes d'objets : les programmes, les proprietes et les donnees. Les proprietes
peuvent prendre la forme de specications (formelles ou informelles), d'oracles, de pro-
prietes de correction partielle, de types, d'annotations... Les donnees peuvent e^tre sous
forme de jeux de test, d'exemples, de traces... Ces trois types d'objets peuvent ainsi
e^tre vus comme les trois facettes d'un logiciel qui, idealement, doivent e^tre liees par des
relations de coherence (cf. Figure 0.1).
ProgrammePropriété
Données
Fig. 0.1 { La trilogie Programme-Donnees-Propriete.
En pratique, me^me lorsque ces trois facettes interviennent dans le developpement
d'un logiciel, leurs relations sont rarement etablies de maniere formelle. Pourtant, nous
pensons que cette formalisation peut se reveler d'un grand intere^t tout au long du cycle
de vie d'un logiciel. Elle permettrait notamment d'assurer la coherence d'un programme
par rapport a une propriete donnee lors du developpement, ou l'adequation d'un jeu
de test par rapport a une propriete et/ou un programme. Lors de la maintenance, cela
permettrait aussi une evolution du programme coherente, en etudiant l'impact de la
modication d'une facette sur les autres facettes. Cela serait utile, par exemple, pour
le test de non-regression, ou lors de l'ajout de nouvelles fonctionnalites.

A l'heure ac-
tuelle, dans la majorite des cas, un programme est construit a partir de specications,
generalement informelles (liste des besoins, cahier des charges), puis teste : il s'agit du
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parcours des eches ((Propriete ! Programme)) et ((Programme ! Donnees)) dans la
gure 0.1. Ainsi, le programme et le jeu de test sont construits selon l'interpretation
qu'a le programmeur ou le testeur de la specication informelle. Il n'y a donc pas de
lien formel entre ces trois composants, et par consequent aucun moyen de les faire evo-
luer de maniere coherente. Cependant, la production de logiciels critiques (nucleaire,
transports...) se fait de plus en plus souvent a partir d'une specication formelle (de
laquelle on derive le programme), ou de proprietes partielles formelles (devant e^tre ve-
riees par le programme).

A cela s'ajoute une phase de test qui peut e^tre basee sur
la specication formelle (test fonctionnel), ou sur le code du programme (test structu-
rel). Ce type de developpement illustre bien l'intere^t d'etablir de maniere formelle les
relations existant entre les programmes, les proprietes et les jeux de test. En fait, il
se trouve que toutes les relations entre deux des facettes de cette trilogie ont deja ete
explorees formellement dans des cadres varies : test fonctionnel, test structurel, deriva-
tion de programmes, apprentissage, preuve de proprietes de programmes, verication...
Cependant, nous pensons [LMNR98] qu'il serait encore plus interessant d'orir au pro-
grammeur un environnement lui permettant de choisir la maniere d'apprehender le
developpement la mieux adaptee a sa situation. Par exemple, un environnement qui ne
necessiterait pas d'ordre preetabli dans la conception ou l'utilisation des trois facettes,
ou qui orirait des possibilites plus riches comme des meta-eches ((Propriete + Don-
nees ! Programme)) ou ((Propriete + Programme ! Donnees))... Dans ce contexte, on
peut alors s'interesser aux relations de coherence qui lient les trois facettes. En parti-
culier, nous choisissons dans cette these d'explorer la relation qui consiste a produire
de maniere formelle un jeu de test a partir d'un programme et d'une propriete (cf.
Figure 0.2). Notre but n'est pas de prouver la correction totale d'un programme, mais
pluto^t de verier certaines proprietes de correction partielle par le test. Peu de travaux
ont explore cette voie qui se revele e^tre au carrefour des deux approches classiques du
test que sont le test fonctionnel et le test structurel.
Jeu de test
Propriété Programme
Fig. 0.2 { Notre approche.
De maniere generale, le test est considere comme une etape indispensable du deve-
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loppement et de la validation d'un logiciel. Bien que tres cou^teuse (environ 50% du cou^t
total de developpement [BEI90]), elle n'apporte aucune garantie formelle sur la qualite
du logiciel. Dans la majeure partie des cas, il s'agit en eet d'un processus manuel
informel reposant sur l'experience du testeur, et la relation entre les jeux de test choisis
et le programme (dans le cas de test structurel) ou la specication (dans le cas de test
fonctionnel) n'est jamais denie explicitement. Par ailleurs, les travaux theoriques sur
le test ne fournissent pas vraiment de base pour des techniques de test utilisables en
pratique. Les concepts formels qui en sont issus reposent sur des hypotheses rarement
satisfaites en pratique (et dicilement veriables), ou conduisent a des jeux de test
innis. Il faut reconna^tre que le traitement de ce genre de question en toute generalite
se heurte immediatement a des problemes d'indecidabilite. Si le langage de specica-
tion est susamment riche et que le langage de programmation possede la puissance
du calculable, il est hors de question de verier qu'un programme satisfait une pro-
priete quelconque avec un jeu de test ni. Nous pensons cependant que cette situation
n'est pas sans espoir : elle peut e^tre amelioree en utilisant des formalismes restreints,
permettant de faire face a ce probleme d'indecidabilite. Cette idee a deja ete exploree
dans le domaine de l'apprentissage ou, pour rendre decidable le processus de deriva-
tion de programme a partir d'un nombre ni d'exemples, on restreint le domaine des
programmes apprenables gra^ce a un biais d'apprentissage. Nous nous inspirons de cette
experience et denissons des hierarchies de schemas de programmes et de proprietes
pour lesquelles nous pouvons construire, de maniere automatique, des jeux de test nis
complets (c'est a dire garantissant qu'un programme passant le test verie la propriete
consideree). On peut considerer nos hierarchies de schemas comme des biais de test.
Notre approche permet egalement d'etablir un lien entre le test et la verication
de programmes. Ces deux domaines sont restes pluto^t cloisonnes jusqu'a present (mis
a part le cas specique des protocoles de communication), alors qu'ils visent un me^me
objectif : augmenter la conance que l'on peut avoir en un logiciel. Nous pensons qu'ex-
plorer les dierentes interconnexions existant entre les domaines du test et de la veri-
cation peut e^tre tres beneque. En eet, par le test, on obtient une information directe
sur le comportement du programme pour des exemples particuliers, mais il est neces-
saire d'extrapoler ces resultats an d'identier le comportement general du programme.
Cette extrapolation n'est le plus souvent pas formalisee, ce qui limite la conance que
l'on peut accorder au processus de test. Par exemple, si on considere un polyno^me de La-
grange de degre n, on sait qu'il est possible de le caracteriser a partir de la connaissance
de son comportement sur n+ 1 valeurs. Dans ce cas, on a eectivement une extrapo-
lation valide bien formalisee. Mais il se peut aussi que l'extrapolation soit impossible.
C'est ce qui se produit avec les procedures tabulees, pour lesquelles il est necessaire de
tester exhaustivement tous les cas. Le fameux ((bug du Pentium)) provenait d'une proce-
dure tabulee, et il illustre bien les dangers de l'extrapolation dans le processus de test.

A l'inverse, la verication de programmes ne conna^t pas de probleme d'extrapolation.
En eet, elle utilise des methodes d'analyse qui donnent des resultats generaux (comme
des preuves de proprietes). Cependant, le prix a payer pour cette generalite est que ces
methodes soit sont semi-automatiques et necessitent alors un utilisateur expert, soit
reposent sur des approximations. Intuitivement, notre methode ressemble beaucoup a
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l'extrapolation pour les polyno^mes de Lagrange : elle concilie la facilite d'utilisation du
test avec la robustesse de la verication (partielle) de programmes.
Le corps de ce document de these se decompose en deux parties. Comme notre
methode utilise le code du programme an de produire des jeux de test, il nous pa-
ra^t interessant de commencer par presenter un etat de l'art dans le domaine du test
structurel (c'est-a-dire base sur le texte du programme source). Plus precisement, la
Partie I est focalisee sur l'etude des dierentes techniques structurelles de generation de
jeux de test (etape generalement la plus cou^teuse du processus de test). Notre methode
faisant egalement usage d'une propriete a tester, nous avons inclus dans notre survol
quelques techniques structurelles ((mixtes)), au sens ou elles combinent l'utilisation d'un
programme et d'une specication (eventuellement partielle). Cette partie se termine
par un bilan justiant les choix de la these. Le travail de la these proprement dit - une
methode de generation de jeux de test permettant de prouver qu'un programme verie
une propriete donnee - est detaille dans la Partie II. Nous concluons ensuite en tracant
quelques perspectives d'extension de la methode.
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Premiere partie
Les techniques structurelles de
generation de jeux de test
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Chapitre 1
Contexte
Le terme generique de test recouvre deux notions complementaires : celle de test
statique et celle de test dynamique. Les methodes de test statique ne necessitent pas
d'executer de programme. Par exemple, les revues ou lectures de code consistent a faire
lire le texte d'un programme par une personne autre que le programmeur, qui lui fait
ensuite part de ses critiques. Les inspections sont des lectures en groupe suivies d'une
reunion ou, d'une part le programmeur explique et motive ses choix, d'autre part les lec-
teurs fournissent leurs interpretations du programme, ainsi que des critiques et conseils
eventuels [XMDA
+
94, GMSB96]. Ce type de test est tres cou^teux en temps humain
mais presente l'avantage d'e^tre applicable et ecace tres to^t dans le cycle de deve-
loppement, en couvrant notamment les erreurs de conception. Cette idee est exploitee
avec succes chez IBM, par l'approche dite de la salle blanche (Cleanroom [CM90]).
Neanmoins, il est indispensable de completer ce type de test par du test dynamique
an de considerer l'execution reelle, en pratique, du programme. Les methodes de test
dynamique consistent a executer un programme sur un jeu de donnees particulier. Il
est donc necessaire de concevoir ces donnees au prealable.
Le processus de test dynamique englobe en fait une succession d'activites qui est
resumee dans la Figure 1.1 :
{ La production des donnees de test (ou jeu de test) selon un critere de test donne.
Par exemple, pour la methode que nous proposons dans la Partie II, le critere est
de permettre de distinguer deux a deux tous les programmes appartenant a un
certaine classe (ou schema). En toute generalite, cette activite peut s'appuyer sur
le programme a tester, sa specication et une caracterisation de son domaine d'en-
tree. Cette phase peut e^tre plus ou moins automatisee. Nous utilisons l'expression
((generation de jeux de test)) pour se referer a une production automatique (ou
semi-automatique) de donnees de test.
{ L'instrumentation, qui consiste a introduire des instructions dans le programme
source pour recolter de l'information lors de l'execution de chaque donnee de test
(par exemple, le chemin reellement execute). Ces informations sont ensuite utili-
sees lors de l'analyse des resultats (en particulier, elles peuvent servir a mesurer
la couverture du code realisee par le jeu de test dans le cas de test structurel).
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{ L'application du programme au jeu de test.
{ L'analyse des resultats, qui necessite un oracle (humain ou automatise) capable de
decider si le comportement du programme est satisfaisant. Si elle est disponible,
la specication du programme sert de reference.

A l'issue de l'analyse des resultats, on dispose d'un rapport de test qui indique le
succes ou l'echec du test sur chaque donnee de test, et eventuellement des informations
supplementaires comme la couverture du code atteinte.
La ((bo^te a outils)) du testeur comprend des utilitaires destines a accomplir ces
ta^ches, souvent fastidieuses et cou^teuses, de maniere plus ou moins automatique. Par
exemple, un moniteur de test (test driver) peut produire l'execution du jeu de test de
maniere completement automatique a partir d'entrees de test qui lui sont generalement
fournies sous forme de table. L'instrumentation peut, elle aussi, se faire automatique-
ment gra^ce a des instrumenteurs de code [XMDA
+
94]. Par contre, l'automatisation
de la production des donnees de test et de l'analyse des resultats est plus dicile et
on ne dispose pas de solution generale a ces problemes. Les seuls outils disponibles
sont tres peu automatises. Ils constituent une aide pour l'utilisateur en proposant par
exemple des editeurs pour la saisie des donnees de test ou dierentes analyses du code
(construction des graphes de contro^le et de ot de donnees), et de l'information sur le
ot de contro^le ou de donnees exerces par un jeu de test. Cependant, la production des
donnees de test elle-me^me demeure la ta^che la plus cou^teuse. C'est pourquoi nous nous
interessons exclusivement, ici, a l'activite de generation de jeux de test, en montrant
dans quelle mesure on peut systematiser cette production, ou me^me l'automatiser dans
certains cas.
Il existe deux grandes familles de methodes de generation de jeux de test : les me-
thodes fonctionnelles et les methodes structurelles [BEI90]. On appelle methodes fonc-
tionnelles (ou en bo^te noire) celles qui reposent sur la seule connaissance de la specica-
tion. Ces methodes peuvent ainsi e^tre utilisees tres to^t dans le cycle de developpement,
avant me^me de disposer du code du programme. Lorsque le programme est disponible,
on peut utiliser les methodes structurelles de test (ou en bo^te blanche) qui travaillent a
partir du texte du programme. Comme nous l'avons precise en introduction, nous nous
focalisons ici sur la generation de jeux de test basee sur des methodes structurelles, an
de prendre en compte les trois elements de notre trilogie (programmes, donnees et pro-
prietes). Dans ce contexte, nous commencons par introduire plusieurs notions de base
pour le domaine du test : tout d'abord la notion de critere de test, puis les qualites qui
doivent caracteriser un tel critere pour engendrer de ((bons)) jeux de test (Chapitre 2).
Nous presentons ensuite un survol des techniques structurelles de generation de jeux
de test (Chapitre 3) et nous terminons par un bilan (Chapitre 4).
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Fig. 1.1 { Les dierentes activites intervenant dans le test dynamique.
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Chapitre 2
Criteres de test
Un test ideal (c'est-a-dire equivalent a une preuve) serait le test exhaustif sur le
domaine d'entree du programme. Malheureusement, ce domaine est en general d'une
trop grande taille, quand il n'est pas inni, pour que l'on puisse proceder de cette facon.
Il faut donc selectionner des donnees de test parmi l'ensemble des entrees possibles de
maniere a obtenir une couverture des erreurs aussi proche que possible de celle obtenue
par le test ideal. L'ensemble constitue par ces donnees de test est appele jeu de test. La
selection de donnees de test se fait selon un critere de test. Ce critere est une propriete
qui doit e^tre veriee par un jeu de test pour que celui-ci soit adequat au critere [GG75] :
on peut le decrire comme une relation C(P;D; S; T ), P etant le programme a tester,
D son domaine d'entree, S sa specication et T un jeu de test. En pratique, on peut
utiliser les criteres de deux manieres :
1. A posteriori : le jeu de test T est alors produit par des moyens quelconques (typi-
quement, il peut e^tre propose par le testeur). Son adequation a un critere donne
est obtenue apres l'execution par l'evaluation de la couverture des fautes realisee
(calcul d'une fonction F (P;D; S; T ) = v 2 [0; 1]).
2. A priori : le jeu de test T est genere en tenant compte du critere C (implantation
d'une procedure F (P;D; S) = T telle que T est adequat au critere C).
Les techniques pour utiliser eectivement les criteres sont evoquees dans le chapitre
suivant. Nous nous focalisons ici sur les denitions elles-me^mes des dierents criteres
et sur les manieres de les comparer.
La determination du critere oriente le test vers la couverture de certains types
d'erreurs, et en cela il est associe (souvent implicitement) a certaines hypotheses sur
le comportement du programme ou sur la specication. Intuitivement, tester un pro-
gramme selon un certain critere equivaut a prouver la correction de ce programme,
sous la condition que celui-ci ne puisse contenir que des erreurs du type de celles qui
sont detectees par le critere (hypothese forte sur le programme). Il est important de
pouvoir denir formellement ces hypotheses de facon a caracteriser les limites d'un
test [GAU95]. Il existe deux grandes classes de criteres : les criteres fonctionnels et les
criteres structurels. Nous les passons successivement en revue.
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Criteres fonctionnels :
Le principe des criteres fonctionnels est de partitionner le domaine d'entree du pro-
gramme en classes d'equivalence. Ce partitionnement peut s'eectuer de deux manieres :
{ soit selon une loi de distribution donnee : on applique alors une methode de test
statistique,
{ soit en identiant les dierents cas qui apparaissent dans la specication : on se
place ainsi dans le cadre du test deterministe des fonctionnalites du programme.
La methode de test statistique la plus simple est basee sur une loi de distribution uni-
forme : c'est le test aleatoire. Le cou^t de sa mise en oeuvre est faible mais son ecacite
se revele tres irreguliere [TFWC91, NTA81]. Le pouvoir de detection de fautes du test
aleatoire est en eet excellent lorsque le domaine d'entree suit eectivement une dis-
tribution uniforme. Mais dans les autres cas, il ne permet de tester correctement ni les
fonctionnalites du programme, ni son code. Cette constatation a conduit a determi-
ner des lois de distribution plus pertinentes en utilisant les informations fournies par
la specication. On obtient alors, de maniere reguliere, un bon pouvoir de detection
de fautes. Mais, si la majorite des fautes detectees le sont tres rapidement, il en est
d'autres qui echappent generalement au test (car elles correspondent a des cas particu-
liers et donc improbables selon la distribution consideree). Il para^t ainsi necessaire de
coupler cette methode avec une methode de test deterministe permettant d'isoler ces
cas improbables.
Dans le cas du test deterministe a partir de specications, des travaux ont abouti
a des outils permettant de formaliser le processus de test [BGM91, DF93, VA98]. Ce-
pendant, dans la pratique, le testeur ne dispose generalement que de specications
informelles et le processus repose essentiellement sur son experience. Cette analyse par
partitionnement est souvent completee par l'etude des conditions aux limites. Pour cela,
on s'interesse aux valeurs limites des domaines d'entree et de sortie du programme, ainsi
qu'a certaines valeurs particulieres du point de vue mathematique ou informatique (par
exemple, la valeur zero et les valeurs proches de zero). L'experience montre en eet que
la probabilite d'erreur est plus elevee pour ce type de valeurs.
Criteres structurels :
Les criteres structurels prennent en compte exclusivement les informations issues du
code du programme teste. La majorite de ces criteres sont bases sur l'etude des graphes
de contro^le et de ot de donnees. D'autres, comme la technique des mutants, s'ap-
pliquent aux instructions du programme prises individuellement. On peut aussi classer
dans cette famille les criteres statistiques lorsque la distribution de probabilite qui les
caracterise est etablie a partir du code du programme [WAE93]. Nous nous limitons ici
a la presentation des criteres structurels deterministes.
Dans le reste de ce document, nous nous focalisons sur la generation de jeux de
test a partir du code du programme ; nous ne nous etendons donc pas sur les criteres
fonctionnels. Nous presentons maintenant de maniere plus detaillee les criteres struc-
turels deterministes. Nous decrivons d'abord les criteres structurels bases sur le ot
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de contro^le (Partie 2.1), puis les criteres structurels bases sur le ot de donnees (Par-
tie 2.2), et les criteres structurels bases sur les fautes (Partie 2.3). Pour conclure, nous
evoquons les dierentes manieres de comparer les criteres de test dans la Partie 2.4.
2.1 Criteres structurels bases sur le ot de contro^le
Ces criteres s'expriment uniquement a partir du graphe de contro^le du programme
teste. L'objectif de ce type de critere est de parcourir, a un cou^t raisonnable, le plus
grand nombre possible de chemins de contro^le du programme. Les trois criteres les plus
utilises dans cette categorie sont les suivants :
{ Le critere de test des chemins repose sur le parcours de tous les chemins possibles
du programme. C'est le critere structurel le plus fort et il permettrait dans l'ideal
de detecter les chemins infaisables, mais il est rarement applicable (en raison
du nombre tres grand, me^me inni le plus souvent, de chemins possibles). Des
versions aaiblies de ce critere ont ete proposees : le critere de test des chemins
structures consiste a parcourir tous les chemins du programme, de longueur in-
ferieure ou egale a une valeur xee. Nous reviendrons sur ce critere lorsque nous
detaillerons le test des boucles.
{ Le critere de test des instructions vise a executer au moins une fois chaque ins-
truction (executable) du programme. C'est le critere structurel le plus faible et il
est considere comme la base minimale dans tout processus de test.
{ Le critere de test des branches est intermediaire. Il consiste a parcourir au moins
une fois chaque branchement conditionnel du programme. Notons que le critere
de test des branches inclut le critere de test des instructions : tout jeu de test
satisfaisant le premier critere satisfait aussi le second [XMDA
+
94].
La Figure 2.1 montre dierents jeux de test pouvant e^tre associes a un programme
selon les trois criteres cites precedemment. Sur cette gure, on remarque qu'une donnee
de test est susante pour executer toutes les instructions du programme, mais cela ne
permet pas de tester les cas ou les tests des conditionnelles s'evaluent a faux. Si l'on
choisit le critere de test des branches, il faut deux donnees de test an de couvrir tous
les branchements conditionnels du programme, mais on ne teste toujours pas toutes les
combinaisons que peuvent produire les valeurs des tests des conditionnelles. Le critere
de test des chemins permet d'y remedier puisqu'avec quatre donnees de test, tous les
chemins du programme sont executes.
Le critere de test des chemins est applicable au programme de la Figure 2.1 car
son graphe de contro^le est simple et ne contient pas de boucles. An de pouvoir tester
pratiquement et de la meilleure facon possible les programmes comprenant des boucles,
des criteres specialises ont ete denis. Deux d'entre eux meritent d'e^tre signales : le
critere de test des chemins structures et le critere de test bornes+corps des boucles.
Le critere de test des chemins structures consiste a xer un entier k et a parcourir
tous les chemins dierents iterant au plus k fois chaque boucle.
Le critere de test bornes+corps des boucles consiste a faire du test des chemins
classique sur les chemins ne contenant pas de boucles, et a appliquer un traitement
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Début
lire(x);
lire(z);
Fin
Si x < 2 alors y := 1;
Si z < 5 alors t := 10;
Début
lire(x)
y := 1
x < 2
lire(z)
z < 5
t := 10
Fin
Début
lire(x)
x < 2
y := 1
lire(z)
z < 5
t := 10
Fin
Début
lire(x)
x < 2
y := 1
lire(z)
z < 5
t := 10
Fin
Test des instructions Test des branches Test des chemins
Jeux de test : 
2 tests : 1 test : 4 tests : 
{x = 1, z = 3} {x = 1, z = 3}
{x = 4, z = 8}
{x = 1, z = 3}
{x = 4, z = 8}
{x = 1, z = 8}
{x = 4, z = 3}
Programme :
vrai
vrai
faux
vrai
vrai
vrai
vrai
faux
faux
faux faux
faux
Fig. 2.1 { Illustration des criteres structurels.
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particulier aux chemins comprenant des boucles. Ce traitement regroupe deux sortes
de test : le test de la valeur limite pour entrer dans la boucle et le test du corps de la
boucle. Le test de la valeur limite conduit a choisir des donnees permettant de couvrir les
dierents chemins sans iteration dans la boucle, alors que le test du corps necessite des
donnees permettant de suivre tous les chemins dierents a travers la premiere iteration
de la boucle.
Lorsque le critere de test des chemins structures est utilise avec k = 1, la dierence
entre ce critere et celui de test bornes+corps des boucles est subtile. Ces deux criteres
ont en commun de permettre de suivre tous les chemins n'entrant pas dans la boucle,
et tous les chemins entrant dans la boucle mais ne l'iterant pas. Leur dierence reside
dans le fait que le premier couvre aussi tous les chemins iterant exactement une fois la
boucle, alors que le second couvre tous les chemins iterant au moins une fois la boucle.
Ceci implique que tout jeu de test satisfaisant le critere de test des chemins structures
avec k = 1 satisfait aussi le critere de test bornes+corps des boucles (la reciproque
etant fausse).
Nous illustrons le fonctionnement de ces deux derniers criteres dans la Figure 2.2.
Les donnees lues par le programme sont supposees e^tre des entiers positifs. Le cri-
tere de test des chemins structures est utilise avec k = 2. Les deux premieres don-
nees de test pour chaque critere correspondent a l'execution des deux branches de
la conditionnelle (cas ou on entre dans la boucle mais sans faire d'iteration). Les
quatre suivantes correspondent aux quatre combinaisons possibles des branches de la
conditionnelle lors de ses deux executions (cas d'une iteration de la boucle). Parmi les
sous-chemins correspondant a deux iterations de la boucle, certains sont infaisables :
(2 ? 3 ? 4 ? 2 ? 3 ? 4 ? 2 ? 3 ? 5 ? 2), (2 ? 3 ? 4 ? 2 ? 3 ? 5 ? 2 ? 3 ? 4 ? 2),
(2 ? 3 ? 4 ? 2 ? 3 ? 5 ? 2 ? 3 ? 5 ? 2), (2 ? 3 ? 5 ? 2 ? 3 ? 5 ? 2 ? 3 ? 4 ? 2) et
(2 ? 3 ? 5 ? 2 ? 3 ? 5 ? 2 ? 3 ? 5 ? 2). Les trois donnees de test suivantes sont donc
susantes pour tester l'ensemble des combinaisons possibles des branches de la condi-
tionnelle lors de ses trois executions. Enn, la derniere donnee de test permet de tester
le cas ou on n'entre pas dans la boucle.
Notons que si le programme teste ne contient pas de boucle, le critere de test des
chemins structures et le critere de test bornes+corps des boucles sont equivalents au
test des chemins.
Nous prenons un dernier exemple permettant d'illustrer l'ensemble des criteres
structurels de type ot de contro^le presentes dans cette partie : la procedure puis-
sance (cf. Figure 2.3). On remarque l'existence d'un chemin infaisable (le chemin
(1? 2? 3? 4? 7? 8? 9)).
{ Pour satisfaire le critere de test des instructions, une donnee de test est susante :
par exemple, f(x 2 IN; y = ?1)g.
{ Pour satisfaire le critere de test des branches, deux donnees de test sont su-
santes : par exemple, f(x 2 IN; y = 0); (x 2 IN; y = ?1)g.
{ Pour satisfaire le critere de test des chemins, une innite de donnees de test est
necessaire.
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vrai
54
3
1 Début
Fin2
fauxvrai
faux
x := x + 2; y := 2*y + 1;x := x + 1; y := 2*y;
(x*y)mod 3 = 0
x < 5
lire(x); lire(y);
{x = 2, y = 0}
{x = 1, y = 2}
10 tests
{x = 1, y = 1}
Test des chemins structurés (k=2) :
Test des chemins itérant 2 fois la boucle :
7 tests
{x = 2, y = 4}
{x = 2, y = 5}
{x = 3, y = 7}
{x = 3, y = 6}
{x = 4, y = 3}
{x = 4, y = 2}
Test des chemins n’itérant pas la boucle : 
Test des chemins itérant 1 fois la boucle : 
Test des chemins n’entrant pas dans la boucle :
{x = 6, y = 0}
Programme :
Tant que x < 5 faire
Début
Refaire;
Fin
lire(x);
lire(y);
Si (x*y)mod 3 = 0 alors x := x + 1; y := 2*y;
sinon x := x + 2; y := 2*y + 1;
{x = 6, y = 0}
Test des chemins n’entrant pas dans la boucle :
{x = 2, y = 5}
{x = 2, y = 4}
{x = 3, y = 5}
{x = 2, y = 3}
Test du corps : 
{x = 4, y = 2}
{x = 4, y = 3}
Test de la valeur limite : 
Test bornes+corps des boucles : 
Fig. 2.2 { Illustration des criteres speciques aux boucles.
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{ Pour satisfaire le critere de test des chemins structures, avec k = 2, sept donnees
de test sont susantes : par exemple, f(x 2 IN; y = 1); (x 2 IN; y = ?1),
(x 2 IN; y = 2); (x 2 IN; y = ?2); (x 2 IN; y = 3); (x 2 IN; y = ?3),
(x 2 IN; y = 0)g.
{ Pour satisfaire le critere de test bornes+corps des boucles, cinq donnees de test
sont susantes : par exemple, f(x 2 IN; y = 1); (x 2 IN; y = ?1),
(x 2 IN; y = 2); (x 2 IN; y = ?2); (x 2 IN; y = 0)g.
On denit une relation d'implication sur les criteres de la maniere suivante : un cri-
tere C
1
implique un critere C
2
(note C
1
) C
2
) si et seulement si pour tout programme,
tout jeu de test satisfaisant C
1
satisfait aussi C
2
. Pour resumer, on peut classer selon
cette relation d'implication les criteres que nous avons presentes jusqu'ici (Partie 2.1) :
Critere de test des chemins
+
Critere de test des chemins structures (avec k  1)
+
Critere de test bornes+corps des boucles
+
Critere de test des branches
+
Critere de test des instructions
On peut aussi associer aux criteres une notion de cou^t comme, par exemple, le
nombre minimal de donnees de test (c'est-a-dire le nombre de donnees du jeu de test
le plus economique parmi ceux qui satisfont le critere) necessaires dans le pire des cas
(c'est-a-dire pour la structure de programme la plus defavorable). On obtient alors les
resultats suivants pour les criteres bases sur le ot de contro^le :
1. Le critere de test des chemins peut produire des jeux de test de taille innie dans
le pire des cas (programme contenant une boucle).
2. Le critere de test des chemins structures et le critere de test bornes+corps des
boucles produisent des jeux de test dont la taille est une fonction exponentielle
du nombre d'instructions du programme dans le pire des cas.
3. Le critere de test des branches et le critere de test des instructions produisent des
jeux de test dont la taille est une fonction lineaire du nombre d'instructions du
programme.
Il va de soi que la relation d'implication denie plus haut entra^ne un ordre sur le
cou^t de criteres. En d'autres termes, si C
1
implique C
2
alors C
1
est plus cou^teux que
C
2
.
Il existe d'autres criteres structurels intermediaires que nous n'avons pas juge utile
de mentionner ici, car ils sont nettement moins utilises. Neanmoins, le lecteur interesse
peut se referer a l'evaluation comparative de la qualite de dierents criteres structurels
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Début
lire(x, y);
t := abs(y);
t = 0 ?
z := z * x; y < 0 ?
z := 1/z;
Fin
t := t -1
ecrire(z);
z := 1;
vraifaux
vrai
faux
1
7
2
3
4
5
6 8
9
Fig. 2.3 { Exemple recapitulatif (procedure puissance).
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bases sur le ot de contro^le presentee dans [NTA88]. Les criteres bases sur le ot de
contro^le permettent de detecter dierentes erreurs telles que les erreurs de selection de
chemin (le chemin de contro^le eectivement traverse lors de l'execution du programme
n'est pas celui escompte) ou les erreurs de chemins inaccessibles (un chemin qui n'est
jamais parcouru, quelle que soit l'entree sur laquelle on execute le programme). Ce sont
en fait des erreurs sur le domaine (dans sens ou le partitionnement du domaine d'entree
du programme en sous-domaines necessitant le me^me calcul est mal realise). On peut
ameliorer la qualite du test en choisissant aussi de prendre en compte les erreurs dans le
calcul. Pour cela, on peut utiliser le graphe de ot de donnees comme nous le montrons
ci-apres. En revanche, certaines erreurs comme les erreurs de chemins manquants sont
en general hors de portee des jeux de test structurels. En eet, le chemin manquant
etant absent du programme, il est indispensable de disposer d'une specication an
de pouvoir produire au moins une donnee de test devant conduire au parcours de ce
chemin.
2.2 Criteres structurels bases sur le ot de donnees
On peut denir des criteres structurels en exploitant le graphe de ot de donnees
d'un programme. L'intere^t d'un critere base sur les ots de donnees est d'engendrer
des jeux de test qui permettent de detecter des erreurs dans le calcul eectue par le
programme.
Un critere structurel de type ot de donnees [OW91] est base sur la couverture
(totale ou partielle) des associations denition/utilisation presentes dans le programme.
On a une association denition/utilisation lorsqu'il existe une denition de variable, une
utilisation de cette me^me variable et un chemin allant de la premiere a la seconde qui
ne contient pas d'autre denition de cette me^me variable.
On peut citer deux criteres principaux de type ot de donnees, le second etant bien
plus faible que le premier :
{ le test de toutes les associations denition/utilisation du programme (commune-
ment nomme all-uses dans la litterature) ;
{ pour chaque denition presente dans le programme, le test d'une association de-
nition/utilisation (all-defs).
Il existe aussi des variantes aaiblies du premier critere selon que l'utilisation de la
variable se fait dans un predicat (p-utilisation
1
) ou dans un calcul (c-utilisation) [RW85,
NTA88] :
{ critere de test de toutes les associations denition/c-utilisation et des associa-
tions denition/p-utilisation susantes pour que chaque denition du programme
soit testee par au moins une association denition/utilisation quelconque (all-c-
uses/some-p-uses) ;
{ critere de test de toutes les associations denition/p-utilisation et des associa-
tions denition/c-utilisation susantes pour que chaque denition du programme
1. La couverture d'une p-utilisation implique de couvrir les deux branches de sortie du predicat.
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soit testee par au moins une association denition/utilisation quelconque (all-p-
uses/some-c-uses) ;
{ critere de test de toutes les associations denition/p-utilisation (all-p-uses).
Le dual du dernier critere (le test de toutes les associations denition/c-utilisation)
n'est pas tres interessant car il ne permet ni la couverture des denitions du programme
(ce qui est fait par les criteres all-c-uses/some-p-uses et all-p-uses/some-c-uses), ni celle
des branches (impliquee par le critere all-p-uses). Nous ne le considerons donc pas par la
suite. Reprenons l'exemple de la procedure puissance, presentee dans la Figure 2.3 de la
Partie 2.1. Voici la liste des denitions et utilisations apparaissant dans ce programme :
1. denition(x) et denition(y).
2. denition(t) et c-utilisation(y).
3. denition(z).
4. p-utilisation(t).
5. denition(z), c-utilisation(z) et c-utilisation(x).
6. denition(t) et c-utilisation(t).
7. p-utilisation(y).
8. denition(z) et c-utilisation(z).
9. c-utilisation(z).
Nous pouvons donc construire les associations denition/utilisation suivantes. Les
associations denition/p-utilisation sont : (1; 7 ! 8; y), (1; 7 ! 9; y), (2; 4 ! 5; t),
(2; 4 ! 7; t), (6; 4 ! 5; t), (6; 4 ! 7; t). Les associations denition/c-utilisation sont :
(1; 5; x), (1; 2; y), (2; 6; t), (3; 5; z), (3; 8; z), (3; 9; z), (5; 5; z), (5; 8; z), (5; 9; z), (6; 6; t),
(8; 9; z). Notons que l'association denition/c-utilisation (3; 8; z) est impossible car elle
correspond a un chemin qui n'est pas executable. Nous dirons qu'elle n'est pas valide.
{ Pour satisfaire les criteres all-uses, all-c-uses/some-p-uses, all-p-uses/some-c-uses
et all-p-uses, trois donnees de test sont susantes : par exemple, on peut choisir
f(x 2 IN; y = ?1); (x 2 IN; y = 0); (x 2 IN; y = 2)g.
{ Pour satisfaire le critere all-defs, une donnee de test est susante : par exemple,
f(x 2 IN; y = ?1)g.
La diculte majeure pour l'utilisation d'un critere de type ot de donnees est la
determination des associations denition/utilisation valides. En general, on ne peut
pas determiner precisement les associations denition/utilisation valides de facon sta-
tique. Dans ces conditions, l'utilisation d'un critere de type ot de donnees s'avere assez
complexe. Ce probleme a surtout ete etudie dans le cas ou le langage traite est rudimen-
taire (c'est-a-dire sans pointeurs ni variables structurees ni appels de procedures). Une
theorie a toutefois ete proposee pour un langage simple [RW85], puis etendue [RW85]
pour traiter le langage Pascal, et enn modiee an de prendre en compte les poin-
teurs [OW91].
L'idee de base de tous ces travaux est de denir dierents types d'associations
denition/utilisation selon que l'on est plus ou moins su^r de leur validite. On de-
compose les notions de denition en denition-possible et denition-su^re, et d'utili-
sation en utilisation-possible et utilisation-su^re. On utilise denition-possible (resp.
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utilisation-possible) pour caracteriser une denition (resp. une utilisation) d'une derefe-
rence de pointeur dont l'ensemble d'alias contient plus d'une variable. Denition-su^re et
utilisation-su^re sont utilisees dans les autres cas, c'est-a-dire quand on peut determiner
statiquement qu'une variable donnee a ete denie ou utilisee. Mais pour avoir une asso-
ciation denition/utilisation, il faut aussi qu'il existe un chemin allant de la denition
d'une variable a son utilisation et que ce chemin ne contienne pas d'autre denition
(su^re ou possible) de cette variable : c'est un chemin sans-denition-su^re, ou aucune
denition-su^re mais au moins une denition-possible : c'est un chemin sans-denition-
possible. Le fait qu'un chemin soit sans denition est egalement indecidable en general.
En combinant ces notions, on obtient quatre types d'associations denition/utilisation
principaux :
{ association denition/utilisation forte : denition-su^re et utilisation-su^re de la
me^me variable, il existe au moins un chemin sans-denition (su^re et possible)
et tout chemin sans-denition est sans-denition-su^re.
{ association denition/utilisation solide : denition-su^re et utilisation-su^re de la
me^me variable, il existe au moins un chemin sans-denition-su^re et au moins un
chemin sans-denition-possible.
{ association denition/utilisation faible : denition-su^re et utilisation-su^re de la
me^me variable, il n'existe aucun chemin sans-denition-su^re.
{ association denition/utilisation tres faible : denition-possible et/ou utilisation-
possible.
Le fait qu'une denition ou une utilisation soit jugee su^re (comme celui qu'un che-
min soit sans denition su^re ou possible) resulte d'une analyse statique du code. Il est
souhaitable de disposer d'une analyse precise an d'obtenir le plus possible de deni-
tions (ou utilisations) su^res. En prenant le cas extre^me, une analyse imprecise, mais
correcte, peut simplement indiquer que toutes les denitions et utilisations sont non
su^res.
La Figure 2.4 presente un programme dont nous listons les dierentes denitions et
utilisations par instruction (en supposant une analyse exacte, c'est-a-dire la plus precise
possible) :
1. denition-su^re(x).
2. denition-su^re(y).
3. denition-su^re(p).
4. denition-su^re(p), denition-su^re(x) et utilisation-su^re(p).
5. denition-su^re(p).
6. denition-su^re(p).
7. denition-su^re(p), denition-possible(x), denition-possible(y), utilisation-su^re(p)
et utilisation-su^re(y).
8. denition-su^re(z), utilisation-su^re(x) et utilisation-su^re(y).

A partir de ces denitions et utilisations, nous pouvons determiner les associations
denition/utilisation des quatre types denis precedemment qui sont presentes dans le
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*p = déréférence du pointeur p
&x = adresse de x
Début
Fin
vrai faux
vrai faux
x := v1;
y := v2;
test1 ?
p := &x;
*p := v3;
test2 ?
p := &y;
z := x+y;
p := &x;
*p := y;
3
1
5
2
4
6
7
8
Fig. 2.4 { Exemple pour le calcul des associations denition/utilisation.
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programme :
{ associations denition/utilisation fortes : (2; 7; y), (3; 4; p), (4; 8; x), (5; 7; p) et
(6; 7; p).
{ associations denition/utilisation solides : (2; 8; y).
{ associations denition/utilisation faibles : (1; 8; x).
{ associations denition/utilisation tres faibles : (7; 8; x) et (7; 8; y).
Partant de ces nouvelles bases, les criteres all-uses et all-defs cites plus haut ont ete
adaptes pour le traitement de langages avec pointeurs [OW91].
Critere toutes-denitions : Un jeu de test verie ce critere si toutes les denitions
du programme sont executees lors du test. C'est-a-dire que l'on teste une association
denition/utilisation quelconque pour chaque denition du programme.
Ce critere est en fait le critere all-defs qui n'a pas ete invalide par l'introduction des
pointeurs. Dans le cas du programme de la Figure 2.4, il faut executer une association
pour tester la denition de x dans l'instruction 1 (ici, (1; 8; x)), une association pour
tester la denition de y dans l'instruction 2 (ici, (2; 7; y) par exemple), une association
pour tester la denition de p dans l'instruction 3 (ici, (3; 4; p)), une association pour
tester la denition de x dans l'instruction 4 (ici, (4; 8; x)), une association pour tester la
denition de p dans l'instruction 5 (ici, (5; 7; p)), une association pour tester la denition
de p dans l'instruction 6 (ici, (6; 7; p)), et une association pour tester la denition de
p dans l'instruction 7 (ici, (7; 8; x) par exemple). Remarquons qu'on ne teste pas les
denitions de p et z dans les instructions 4 et 8 car elles ne sont pas utilisees par la
suite. Trois donnees de test susent donc. Une (telle que test1 = vrai) pour tester
l'association (3; 4; p), une autre (telle que test1 = faux et test2 = vrai) pour tester
l'association (5; 7; p), et une derniere (telle que test1 = faux et test2 = faux) pour
tester l'association (6; 7; p), les associations (2; 7; y) et (7; 8; x) etant aussi testees par ces
deux derniers cas , tandis que l'association (4; 8; x) l'est par le premier et l'association
(1; 8; x) par les trois.
Critere toutes-utilisations (all-uses') : Ce critere est en fait l'union de quatre
criteres que l'on peut satisfaire independamment les uns des autres :
toutes-utilisations-fortes, toutes-utilisations-solides, toutes-utilisations-faibles et
toutes-utilisations-tres faibles.
L'un de ces criteres est satisfait par un jeu de test si toutes les associations deni-
tion/utilisation correspondantes sont executees au cours du test.
On peut noter que ces criteres pour le test des associations denition/utilisation
sont d'importances dierentes. D'une part, il y a les criteres toutes-utilisations-fortes et
toutes-utilisations-solides qu'il est indispensable de verier car ils permettent de tester
des associations eectives. D'autre part, les criteres toutes-utilisations-faibles et toutes-
utilisations-tres faibles dont la verication est moins critique puisqu'ils ne permettent
de tester que des associations possibles.
Si on reprend l'exemple de la Figure 2.4, les trois donnees de test trouvees prece-
demment susent encore pour satisfaire ce critere. En eet, l'association (2; 8; y) est
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testee par les trois cas, tandis que l'association (7; 8; y) l'est par les deux derniers. Pour
cet exemple, on constate que les criteres toutes-denitions et toutes-utilisations sont
equivalents.
Nous terminons la presentation des criteres bases sur le ot de contro^le ou le ot
de donnees en donnant leur classication dans la Figure 2.5. Cette classication est
realisee selon la relation d'implication denie precedemment.
all-p-uses/some-c-uses
all-p-uses
Test des branches
Test des instructions
Test bornes+corps des boucles
Test des chemins structurés
Test des chemins 
all-uses, all-uses’
all-c-uses/some-p-uses
all-defs
Fig. 2.5 { Classication des criteres structurels selon la relation d'implication denie
page 25.
Cette classication est partielle puisque certains criteres ne sont pas comparables
entre eux (all-c-uses/some-p-uses et all-defs avec all-p-uses/some-c-uses, all-p-uses, le
critere de test des branches et le critere de test des instructions). Il est cependant
interessant de constater qu'il est possible de classer en une me^me hierarchie des criteres
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de natures dierentes puisque bases soit sur le ot de contro^le, soit sur le ot de donnees.
Un exemple de cet entrelacement est donne par le fait que le critere de test bornes+corps
des boucles implique les criteres all-uses et all-uses'. Cela n'est pas surprenant dans
la mesure ou, considerant un programme sans boucle, le critere de test bornes+corps
des boucles entra^ne la couverture de tous les chemins, et donc celle de toutes les
associations denition/utilisation ; et considerant un programme avec boucles, ce critere
conduit aussi a couvrir :
{ d'une part tous les chemins traversant exactement une fois le corps de la boucle,
ce qui permet de couvrir les associations denition/utilisation constituees d'une
denition situee dans le corps de la boucle et d'une utilisation posterieure dans la
me^me etape de la boucle ou hors de la boucle, ainsi que celles constituees d'une
denition anterieure a la boucle et d'une utilisation dans la boucle ;
{ d'autre part tous les chemins executant au moins deux fois le corps de la boucle,
ce qui permet de couvrir les associations denition/utilisation constituees d'une
denition situee dans le corps de la boucle et d'une utilisation lors de l'etape
suivante de la boucle.
Nous en avons un autre exemple avec l'implication du critere de test des branches par
all-p-uses. Ce dernier consiste a couvrir toutes les associations denition/p-utilisation.
Or, chaque branchement conditionnel correspond a au moins une p-utilisation (dans
le cas ou aucune des deux branches n'est impossible). La couverture des associations
denition/p-utilisation entra^ne donc le parcours de toutes les branches (puisque cou-
vrir une p-utilisation consiste a couvrir deux chemins correspondant aux deux valeurs
possibles du predicat faisant la p-utilisation).
Les criteres cites ici sont les plus representatifs et les plus utilises dans leur categorie,
neanmoins, pour une classication plus complete de ce type de criteres, on peut se
referer aux travaux presentes dans [NTA88, CPRZ89].
Un critere de type ot de donnees utilise en complement d'un critere base sur le ot
de contro^le permet de couvrir un assez large spectre d'erreurs. Mais l'une des principales
sources d'erreurs dans un programme est le traitement des valeurs aux limites (dans les
conditionnelles, les boucles) et ce type d'erreur est peu, voire pas du tout, detecte par
les criteres structurels bases sur le ot de contro^le ou le ot de donnees. On peut penser
que, de par leur nature, ce sont les criteres fonctionnels qui sont les plus indiques pour
le test aux limites. Il existe cependant un critere structurel qui peut englober le test
aux limites, c'est celui d'elimination des mutants que nous detaillons a present.
2.3 Criteres structurels bases sur les fautes
Nous avons deja mentionne que les criteres structurels ne sont pas tous bases sur le
ot de contro^le ou le ot de donnees. C'est le cas des criteres bases sur les fautes, ces
fautes etant denies a partir du programme et plus particulierement, de sa syntaxe. Le
but d'un tel critere est de permettre de couvrir chaque faute repertoriee. Le critere le
plus connu et utilise dans cette categorie est le critere d'elimination des mutants [DO91].
34 Criteres de test
La motivation du critere d'elimination des mutants est l'hypothese du program-
meur competent. C'est-a-dire que l'on suppose que la structure du programme teste
est globalement bonne mais qu'il peut contenir des fautes locales. Les fautes consi-
derees sont donc des legeres variantes syntaxiques du programme correct, des fautes
simples. On peut introduire une distinction entre deux grandes classes de fautes : les
fautes simples (modelisees par des operateurs de mutation) et les fautes complexes
(code manquant, placement incorrect, algorithme incorrect...). Les tenants du critere
de mutation avancent l'argument que les fautes complexes sont generalement couplees
a des fautes simples [DLS78]. Ainsi, les fautes complexes sont aussi detectees par un
jeu de test destine a devoiler les fautes simples. Bien tester un programme revient alors
a trouver les fautes simples qu'il contient. Pour chaque langage, on denit un ensemble
d'operateurs de mutation correspondant a l'ensemble des modications syntaxiques
considerees (remplacement d'un operateur unaire par un autre operateur unaire, d'un
operateur binaire par un autre operateur binaire, d'un identicateur de variable par
un autre identicateur, modication d'une valeur de constante...). En appliquant ces
operateurs de mutation au programme teste, on obtient des programmes (appeles mu-
tants) qui ne dierent du premier que par une seule modication syntaxique. C'est la
generation des mutants. Un jeu de test veriant le critere d'elimination des mutants
doit permettre de distinguer tout mutant du programme de depart. On dit que le jeu
de test elimine (ou tue) les mutants.
Dans la Figure 2.6, nous montrons un exemple de programme et le mutant qui lui
est associe a partir de l'operateur de mutation ((l'operateur binaire - est remplace par
l'operateur binaire +)). Nous expliquons ensuite comment trouver une donnee de test
permettant d'eliminer ce mutant. Pour obtenir un jeu de test adequat au critere d'eli-
mination des mutants, on doit repeter ce processus pour chaque operateur de mutation.
Mutant :Source :
lire(y) ;
z := x - y ;
x := 3 ; x := 3 ;
lire(y) ;
z := x + y ;
Début Début
Fin Fin
x := 3x := 3
lire(y) lire(y)
z := x - y z := x + y
Fig. 2.6 { Illustration du critere d'elimination des mutants.
Pour que la donnee de test elimine le mutant, il faut qu'elle permette de distinguer
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le mutant du code source et donc qu'elle verie la contrainte (x = 3)^((x?y) 6= (x+y))
c'est-a-dire y 6= 0. Cette contrainte est la conjonction des contraintes rencontrees sur
le chemin menant a l'instruction mutante ainsi qu'une contrainte (appelee contrainte
de necessite) qui permet de distinguer l'instruction mutante de sa version originale. On
peut, par exemple, choisir fy = 1g comme donnee de test.

A present, montrons comment cette donnee de test detecte eectivement une faute
possible sur l'operateur binaire. Admettons que le resultat du test du programme avec
l'entree fy = 1g soit z = 2. Deux cas sont envisageables :
{ si le programme source est correct (c'est donc une soustraction), l'oracle donne
aussi z = 2 comme resultat : le test ne detecte pas d'erreur et c'est normal.
{ si le programme source est incorrect (c'est donc une addition selon l'operateur de
mutation choisi), l'oracle donne z = 4 comme resultat et l'erreur est detectee : le
test est reussi.
Les operateurs de mutation sont choisis pour detecter de nombreux types d'erreurs.
C'est ainsi que le critere d'elimination des mutants peut impliquer d'autres criteres
structurels tels que la couverture des branches (gra^ce aux mutations sur les predicats)
et par consequent la couverture des instructions [DO91]. Il permet egalement de tester le
passage par des valeurs limites puisque les operateurs de mutation prennent en compte
les cas particuliers des operateurs predenis du langage (par exemple, l'operateur 
mute en =, 6=, > et ).
On peut noter que la qualite des jeux de test depend entierement du choix des
operateurs de mutation. Ces operateurs resultent d'un long travail constitue de ra-
nements successifs et d'evaluations. Jusqu'ici, des ensembles d'operateurs de mutation
ont ete choisis pour les langages Fortran [KO91], C [ADH
+
89] et Ada [OPV96].
Notons aussi que ce critere est a la base de l'analyse de mutation [DLS78, HAM77],
technique tres souvent utilisee pour juger de la qualite d'un jeu de test [BUD81], et be-
neciant d'une reconnaissance importante dans la litterature (notamment pour evaluer
la pertinence de divers criteres de test et les comparer). L'analyse de mutation mesure
un score de mutation, qui correspond a l'adequation d'un jeu de test par rapport au
critere d'elimination des mutants [DKM
+
89]. La mesure d'adequation consiste a ge-
nerer des mutants a partir du programme sous test, puis a executer tous ces mutants
sur le jeu de test dont on veut evaluer l'adequation. Tous les mutants pour lesquels le
resultat de l'execution est dierent de celui donne par l'execution du jeu de test sur le
programme d'origine sont declares elimines (ou tues). Normalement, pour qu'un jeu de
test soit adequat, il faudrait que tous les mutants soient elimines puisque chacun est
cense representer un codage incorrect. L'inconvenient est que certains mutants, bien
que syntaxiquement dierents du programme sous test, peuvent lui e^tre semantique-
ment equivalents. Dans ce cas, ils ne peuvent pas e^tre elimines. On doit donc enlever
manuellement les mutants equivalents au programme teste des mutants pouvant rester
a l'issue de l'analyse de mutation. Finalement, les mutants restant permettent de reve-
ler l'inaptitude du jeu de test a detecter certaines fautes. Le score de mutation est ainsi
deni comme le rapport entre le nombre de mutants elimines et le nombre de mutants
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generes. Cette demarche est seduisante mais presente deux inconvenients majeurs :
{ le nombre de mutants generes est considerable
2
, ce qui fait que leur execution
peut devenir vraiment cou^teuse ;
{ l'equivalence d'un mutant et du programme d'origine n'est pas decidable.
Nous constatons donc que ce probleme d'indecidabilite se retrouve sous des formes
variees dans tous les criteres structurels (chemins impossibles, denitions/utilisations
non su^res, equivalence de mutants...). Nous reviendrons sur cette observation impor-
tante dans le Chapitre 4 et dans la presentation de la demarche adoptee dans cette
these (Chapitre 1 de la Partie II).
Nous avons expose un certain nombre de criteres de test parmi les plus utilises. Il
existe en fait un tres grand nombre de criteres possibles. Il convient donc de caracteriser
les qualites attendues d'un bon critere de test an d'e^tre capable d'operer un choix dans
cette palette de possibilites. Nous presentons deux manieres d'aborder ce probleme dans
la Partie 2.4.
2.4

Evaluation d'un critere de test
Deux types d'evaluations des qualites des criteres de test ont ete proposees dans la
litterature : les premieres reposent sur des caracterisations de nature theorique et les
secondes font appel a des resultats experimentaux. Nous les presentons succintement
dans cet ordre dans les Parties 2.4.1 et 2.4.2.
2.4.1

Evaluation theorique
La principale qualite d'un bon critere de test est de permettre d'engendrer des jeux
de test robustes [GG75]. Un jeu de test est robuste si le succes de son execution (c'est-
a-dire si les resultats obtenus apres l'execution du test sont conformes a ceux attendus)
implique que le programme teste ne contient pas de fautes. Les proprietes de abilite
et de validite ont ete introduites pour raner cette notion de robustesse [GG75]. On
dit qu'un critere C est able si pour tous jeux de test T
1
, T
2
derives du programme P
satisfaisant C, le test de P par T
1
produit un resultat coherent avec celui du test de
P par T
2
. Cette coherence est exprimee par une equivalence entre le succes de T
1
et le
succes de T
2
. On dit que C verie la propriete de validite si pour toute faute dans P ,
il existe un jeu de test T satisfaisant C capable de la detecter.
On peut remarquer que si un critere C est able et valide alors, pour tout programme
P , tout jeu de test T satisfaisant C est capable de detecter toute faute dans P ; T est
donc robuste. En eet, procedons par l'absurde et imaginons qu'il existe un programme
P contenant une faute, et qu'il existe un jeu de test T satisfaisant C ne la detectant
pas. Comme C est able, aucun jeu de test satisfaisant C ne la detecte. Cela contredit
donc le fait que C est valide.
2. Il semble que le nombre de mutants soit quadratique par rapport au nombre de lignes de code, au
nombre de branches, au nombre de variables et de references de variables [ORZ93].
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La propriete de robustesse est tres forte puisque sa verication revient a assurer
la correction du programme, qui est indecidable en general. Il est donc necessaire de
l'aaiblir an de pouvoir l'utiliser en pratique. La notion d'hypothese de test a ete
introduite pour caracteriser cet aaiblissement [GAU95]. Par exemple, un critere de test
base sur le partitionnement du domaine d'entree en sous-domaines correspond a une
hypothese d'uniformite [GAU95], qui suppose que toutes les valeurs d'un me^me sous-
domaine entra^nent un me^me comportement du programme teste. Avec cette hypothese,
il sut donc de choisir une donnee par sous-domaine pour tester entierement le domaine
d'entree du programme. Lorsque le test est realise en executant le programme sur
des structures de donnees de petite taille (listes de longueur inferieure a deux par
exemple), l'hypothese correspondante est une hypothese de regularite qui suppose que,
si le programme se comporte correctement sur toutes les valeurs de taille inferieure au
seuil choisi, alors il se comporte de la me^me maniere pour toutes les valeurs du domaine
d'entree.
Il existe une alternative a la demarche qui consiste a denir un concept de robus-
tesse theorique, puis a l'aaiblir par des hypotheses de test pour son utilisation pratique.
Elle repose sur la notion d'adequation relative d'un jeu de test pour un programme par
rapport a une classe donnee de programmes [DLS78, DO91]. Plus precisemment, si
M est une classe de programmes et S une specication sur un domaine D, on denit
l'adequation relative d'un jeu de test T pour S par rapport aM de la maniere suivante :
T  D est adequat pour S relativement a M si pour tout programme Q 2M ,
9d 2 D tel que Q(d) 6= S(d)) 9t 2 T tel que Q(t) 6= S(t).
La classe de programmes M peut e^tre denie de dierentes manieres selon le type
de fautes que l'on souhaite identier. La methode que nous presentons dans la seconde
partie de ce document, par exemple, entre dans le cadre de l'adequation relative en
denissant M comme l'ensemble des instances d'un schema de programmes donne.
En pratique, on a surtout utilise l'adequation aux mutants [DLS78, DO91], la classe
de programmes etant denie par mutation a partir du programme a tester (cf. Par-
tie 2.3). Cette notion permet d'atteindre une robustesse limitee (par l'ensemble ni des
mutants M de la denition), mais presente l'avantage d'e^tre directement utilisable en
pratique. Si l'hypothese du programmeur competent est veriee (cf. Partie 2.3), l'ade-
quation aux mutants est equivalente a la robustesse denie precedemment, et tout jeu
de test genere selon le critere d'elimination des mutants est robuste.
Ainsi, un jeu de test et le critere qui a servi a le produire sont etroitement lies.
Ce lien doit e^tre explicite quand les jeux de test sont generes automatiquement, mais
il reste en general implicite dans la pratique industrielle du test, ce qui interdit toute
evaluation correcte du sens et de l'intere^t du test eectue. An de combler cette lacune,
la notion de contexte de test [GAU95, BGM91] a ete introduite. Un contexte de test
est une paire (H;T ) ou H est un ensemble d'hypotheses sur le programme et T un jeu
de test. La nature de H correspond en fait au choix du critere par lequel est genere T ,
qui est robuste sous reserve que H soit verie.
Nous concluons cette partie en remarquant que l'association d'hypotheses de test au
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critere est indispensable pour determiner de facon precise les conditions sous lesquelles
le test est signicatif et par consequent ses limites [GAU95, BGM91]. Cependant, si
cette precision est satisfaisante d'un point de vue theorique, ce n'est pas forcement
exploitable en pratique. En eet, les hypotheses que l'on est amene a denir sont de
nature semantique, et il est generalement impossible de determiner formellement si
elles sont veriees pour un programme donne. Cela nous conduit a aborder le probleme
d'evaluation des criteres sous un autre angle : en se basant sur des resultats experimen-
taux.
2.4.2

Evaluation pratique
De nombreux travaux ont tente de proposer des comparaisons entre les criteres
de test, en se basant sur des experimentations ou des simulations. Cependant, il ne
se degage pas de reel consensus sur la question et il est dicile d'avoir une vision
d'ensemble des criteres, car les dierentes etudes ne traitent le plus souvent que deux
ou trois criteres a la fois. En fait, l'evaluation pratique des criteres de test est largement
reconnue comme dicile, et des reserves ont notamment ete emises quant a la validite
d'experimentations statistiques [HAM89]. Illustration de la diculte de cette evaluation
pratique, des travaux [BS87] ont conclu que le pouvoir de detection d'erreurs d'un
critere ne depend pas seulement du critere lui-me^me mais aussi du testeur (ou du choix
d'un jeu de test parmi tous ceux qui satisfont le critere), des programmes choisis pour
l'evaluation, et du type de fautes considere.
Il faut egalement remarquer que les criteres theoriques (tels ceux presentes dans les
Parties 2.1, 2.2 et 2.3) ne sont pas utilisables directement en pratique car les chemins
(branches, instructions...) ne sont pas tous executables. En pratique, couvrir toutes
les instructions se transforme donc implicitement en couvrir toutes les instructions
executables. Ce faisant, la relation d'implication denie pour les criteres theoriques
dans la Partie 2.1 n'est pas forcement conservee [RW85, FW88, NTA88]. De plus, il
est prouve [FW93b] que le fait qu'un critere C
1
implique un critere C
2
n'entra^ne pas
toujours un meilleur pouvoir de detection d'erreurs de C
1
. Par exemple, le critere all-
uses (test de toutes les associations denition/utilisation) implique le test des branches
mais a parfois un moins bon taux de detection d'erreurs que ce dernier [FW93a].
En fait, les evaluations pratiques sont trop imprecises pour permettre de distin-
guer entre des methodes de test mettant en oeuvre des criteres trop proches [HAM89].
C'est le cas, par exemple, de l'ensemble des methodes de test basees sur des criteres
structurels. Les travaux existant comparent pluto^t des methodes de test statique (sans
execution du programme) avec des methodes de test dynamique [BS87], ou alors die-
rents types de methodes dynamiques (structurelles, fonctionnelles ou statistiques). Un
certain nombre de travaux concerne ainsi la comparaison de criteres de test statistique
et de test des chemins [DN84, HT90, TFWC91]. Par exemple, le resultat principal
de [DN84] est que le pouvoir de detection d'erreurs de 100 donnees de test simulant le
test aleatoire est superieur a celui de 50 donnees de test simulant le test des chemins.
Bien que contre-intuitif, ce resultat a ete conforte par la suite [HT90]. Il faut cependant
le moderer par le fait que les resultats du test aleatoire sont tres irreguliers (selon la
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distribution de probabilite du domaine d'entree du programme).
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Chapitre 3
Techniques structurelles de
generation de jeux de test
Dans le chapitre precedent, nous avons presente et compare dierents criteres struc-
turels. Nous abordons maintenant les manieres d'utiliser eectivement ces criteres.
Comme nous l'avons souligne plus avant, on peut distinguer deux options principales :
{ Une generation de jeux de test par des moyens quelconques suivie d'une evaluation
a posteriori de son adequation a un critere donne.
{ Une generation de jeux de test tenant compte d'un critere donne (et produisant
donc des jeux de test adequats pour ce critere).
La premiere option est plus facile a implanter, et elle a ainsi conduit a un certain
nombre d'outils industriels. Pour l'evaluation des criteres structurels bases sur le ot de
contro^le ou le ot de donnees, il existe des outils de couverture des graphes de contro^le
et de ot de donnees (LOGISCOPE de la societe VERILOG, ASSET [FWW85], TAC-
TIC [OW91]...). Par ailleurs, il existe aussi des outils d'analyse de mutation (MO-
THRA [DKM
+
89], Teletype [DM95], PiSCES [VMM91]...). Les outils de cette catego-
rie orent une aide non negligeable au testeur mais n'allegent pas la ta^che, souvent
fastidieuse, de production des donnees de test.
La seconde option est plus ambitieuse puisqu'elle implique un processus de genera-
tion (automatique dans le cas ideal) de donnees de test. Nous detaillons dans le reste
de ce chapitre les dierentes techniques proposees pour cette generation. La Partie 3.1
est consacree a la generation de jeux de test a partir du simple texte source d'un pro-
gramme, et la Partie 3.2 montre comment il est possible d'utiliser, conjointement au
programme, une specication.
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3.1 Generation de jeux de test a partir du code des pro-
grammes
En general, les techniques reposant sur des criteres structurels procedent selon un
schema commun qui est le suivant :
1. La construction du graphe representant le programme (ce graphe integre le ot
de contro^le et, si le critere le demande, le ot de donnees du programme).
2. La selection des chemins veriant le critere.
3. La generation des donnees permettant de parcourir ces chemins (c'est-a-dire sa-
tisfaisant les contraintes associees).
Ces techniques peuvent e^tre statiques ou dynamiques. Le principal travail sur la
generation dynamique de jeux de test [KOR90] repose sur une resolution dynamique
des contraintes. Cette resolution consiste a produire d'abord aleatoirement des donnees
de test, a les executer sur le programme, puis a les modier apres chaque execution
de facon a ce que, in ne, elles verient les contraintes imposees. Cette methode a
un cou^t eleve car elle necessite un nombre important d'executions du programme. En
cela, les methodes statiques sont plus economiques. Nous presentons ici trois types de
methodes statiques pour la generation de jeux de test reposant sur les dierents criteres
de test structurels introduits dans le Chapitre 2. Nous etudions d'abord l'utilisation de
l'analyse statique pour des criteres visant a couvrir uniquement des proprietes du graphe
de contro^le, puis nous considerons des criteres prenant en compte le graphe de ot de
donnees. Nous terminons par une methode de test qui exploite le critere structurel
d'elimination des mutants.
3.1.1 Test base sur le ot de contro^le
Les techniques de generation de jeux de test qui reposent sur ce type de critere
exploitent le graphe de contro^le an de determiner les contraintes a verier pour pouvoir
parcourir un chemin donne, une branche donnee ou atteindre une instruction donnee.
Dierentes methodes sont ensuite utilisees pour resoudre les contraintes. Ce processus
peut e^tre realise de maniere statique [VA98] a l'aide de resolveurs de contraintes (tel
que ILOG Solver de la societe ILOG), ou bien en partie de maniere dynamique an
de retarder ou d'eviter leur utilisation [KOR90]. Notons toutefois que les contraintes
engendrees ne peuvent pas toujours e^tre resolues automatiquement, ce qui peut conduire
a des interactions entre le resolveur de contraintes et l'utilisateur.
3.1.2 Test base sur le ot de donnees
L'utilisation d'un critere base sur le ot de donnees conduit a engendrer des jeux
de test permettant d'executer certaines des associations denition/utilisation presentes
dans le programme teste. Nous rappelons que l'on a une association denition/utilisation
lorsqu'il existe une denition de variable, une utilisation de cette me^me variable et un
chemin allant de la premiere a la seconde sans executer une autre denition de cette
me^me variable (cf. Partie 2.2).
Generation de jeux de test a partir du code des programmes 43
Le systeme TACTIC [OW91] permet d'extraire les associations denition/utilisation
d'un programme et d'evaluer la qualite d'un jeu de test par rapport a un critere base sur
le ot de donnees. TACTIC est initialement concu pour mesurer l'adequation d'un jeu
de test aux criteres de type ot de donnees et n'est pas destine a faire de la generation
de jeux de test. Neanmoins, il propose une representation graphique des dierentes
associations denition/utilisation du programme de facon a ce que l'utilisateur puisse
voir celles que son jeu de test n'execute pas, et ainsi ajouter une nouvelle donnee de test
pour completer le jeu de test initial. Il pourrait donc e^tre complete par un processus de
resolution de contraintes comme il a ete evoque plus haut, pour produire des donnees
de test de maniere assistee.
3.1.3 Test base sur les mutants
L'analyse de mutation est le plus souvent utilisee pour mesurer la couverture d'un
jeu de test a posteriori, la generation de donnees de test en elle-me^me devant e^tre ef-
fectuee par d'autres moyens. La methode decrite ci-apres est sans doute la premiere a
permettre d'engendrer des donnees de test par l'analyse de mutation de facon automa-
tique [DO91].
Le principe est d'engendrer un jeu de test permettant d'eliminer les mutants derives
du programme original : c'est-a-dire que son execution sur chaque mutant non equivalent
au programme teste doit aboutir a un echec. En eet, quand des mutants ne sont
pas elimines par l'execution d'un jeu de test, ils permettent de reveler l'inaptitude
du jeu de test a detecter une erreur possible, ou alors la presence d'une faute dans le
programme. Pour utiliser les mutants dans la generation de jeux de test en elle-me^me, on
exprime par des contraintes algebriques les conditions sous lesquelles le comportement
d'un mutant est dierent de celui du programme correct (conditions d'elimination du
mutant). On peut alors distinguer deux types de conditions : les conditions de necessite
et les conditions de susance.
{ Une condition de necessite implique que l'etat du mutant de P juste apres une
execution de l'instruction mutante doit e^tre dierent de l'etat de P au me^me
point.
{ Une condition de susance implique que la sortie obtenue lors de l'execution
du mutant de P doit e^tre incorrecte, c'est-a-dire que l'etat nal du mutant doit
dierer de celui de P .
Il est relativement facile de trouver une condition necessaire associee a chaque mu-
tant. En fait, un mutant de P se dierencie de P par un changement syntaxique du^ a
un operateur de mutation qui a ete applique a P .

A partir de cet operateur, il est donc
possible de deriver une condition de necessite.
En revanche, trouver une condition susante est beaucoup plus dicile, et me^me
impossible en general. En eet, cela signierait que l'on conna^t par avance le chemin
que va suivre le programme. La plupart des travaux qui se sont heurtes a ce probleme ont
opte pour diverses approximations an d'aboutir a des resultats pratiques. Par exemple,
certains se contentent de conditions de necessite, considerant que la plupart des donnees
de test veriant ces dernieres verient aussi les conditions de susance [DO91]. Cette
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hypothese semble d'ailleurs veriee dans la majorite des cas rencontres en pratique.
Neanmoins, lorsque la mutation porte sur un predicat, on etend la condition de necessite
par la condition suivante : la valeur prise par le predicat mutant doit e^tre dierente de
celle du predicat d'origine.

A un langage de programmation donne est associe un ensemble d'operateurs de
mutation a partir desquels on peut produire automatiquement des contraintes de ne-
cessite. Il reste alors a engendrer les donnees de test qui satisfont ces contraintes. La
satisfaction des contraintes est un probleme dicile. Pour cela, des algorithmes et heu-
ristiques (reduction du domaine) ont ete developpes [DO91], mais ne se revelent ecaces
que sur des contraintes simples (lineaires par exemple).

A l'usage, il s'avere que cette
methode produit des jeux de test tres pertinents [DO91] puisqu'ils sont adequats au
critere d'elimination des mutants par construction, et que ce critere couvre de nom-
breux types d'erreurs (cf. Partie 2.3). Il existe un outil (Godzilla [DO91]) qui implante
cette technique pour les langages Fortran 77 et C.
3.2 Utilisation conjointe des specications et du code pour
la generation de jeux de test
Nous avons decrit jusqu'ici des methodes de generation de jeux de test basees sur
l'analyse statique du programme a tester. Nous abordons maintenant des methodes qui
necessitent une specication formelle du programme, et qui utilisent conjointement les
techniques de test et de preuve de programme. La combinaison de ces deux techniques
complementaires appara^t comme une demarche prometteuse pour evaluer le compor-
tement d'un programme. Les travaux explorant cette voie se distinguent les uns des
autres de deux manieres. Premierement, par le type des specications prises en entree :
certains considerent la specication comme un ensemble d'assertions (chacune caracte-
risant l'etat du programme en un point donne [CAR81]), ce qui permet une approche
locale du test ; d'autres choisissent d'apprehender la specication dans sa totalite, ce
qui conduit a tester le programme globalement [RC85]. Deuxiemement, ces travaux se
dierencient par la facon dont ils gerent la generation des donnees de test. Dans un
cas, l'evaluation symbolique de conditions issues de la specication permet de deriver
des donnees de test, sans avoir recours a un critere de test particulier [CAR81] ; dans
l'autre cas, des criteres de test predenis sont utilises [RC85].
Dans ce qui suit, nous detaillons deux methodes combinant preuve et test de pro-
gramme, illustrant chacune l'un des choix precedents.
3.2.1 Le test formel
Le test formel [CAR81] utilise des techniques issues de la verication formelle de
programmes pour selectionner des jeux de test. Un systeme de test formel procede en
quatre phases :
{ l'insertion de specications formelles dans le code (assertions d'invariants),
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{ la generation des conditions de verication associees a ces assertions par un sys-
teme de verication,
{ leur simplication,
{ le test des conditions de verication.
On peut noter que le test formel et la verication de programmes ne dierent que
par la quatrieme etape : on evalue chaque condition de verication sur un jeu de test
au lieu de la prouver. Ainsi, la qualite du test formel depend en grande partie de celle
des donnees de test utilisees dans cette derniere etape. Il est donc necessaire d'evaluer
l'adequation des donnees de test generees pour une certaine condition de verication,
par exemple en ayant recours a l'analyse de mutation.
La generation des donnees de test pour une condition de verication se fait en
evaluant symboliquement cette condition tout en retardant le plus possible l'association
de valeurs aux dierentes variables. Lorsqu'un predicat rend indispensable la liaison
d'une variable, on choisit la valeur a lui associer dans un ensemble restreint E qui a
ete determine a partir d'heuristiques dependant de ce predicat (on utilise de nouveau
des techniques de preuve automatique de programmes). Par exemple, si la variable
appartient a un type inductif, l'ensemble E contient les cas de base et du premier
niveau de sa denition (c'est-a-dire, pour le type list, nil et une liste quelconque de
longueur 1). Quand, a l'issue de ce processus, on obtient une donnee de test, on procede
par retour-arriere an que chacune des valeurs presentes dans l'ensemble E intervienne
dans au moins une donnee de test.
Prenons un exemple pour illustrer le fonctionnement de la generation des donnees
de test. Soit la condition de verication P
1
^( si P
2
alors P
3
sinon P
4
) avec P
1
 (x < y),
P
2
 (pair?(x) = vrai), P
3
 (y < 10) et P
4
 (y = 20). Lors de l'evaluation symbo-
lique de cette condition, le predicat P
1
ne necessite pas d'instancier les variables x et y.
Par contre, le predicat P
2
oblige a choisir une valeur pour la variable x (an de determi-
ner quelle branche de la conditionnelle est parcourue). Imaginons une heuristique pour
le predicat P
2
qui determine l'ensemble de valeurs pour x : E
2
= f0; 1; 2g. Cet ensemble
permet de tester la valeur particuliere 0, une valeur impaire et une valeur paire. On
prend de maniere quelconque une valeur dans cet ensemble : x = 2 par exemple. On ter-
mine l'evaluation de la condition par le predicat P
3
qui ne necessite pas d'instanciation
immediate.

A ce stade, la condition peut e^tre reecrite en (x < y) ^ (x = 2) ^ (y < 10).
Il sut alors d'instancier pour obtenir une donnee de test : par exemple (x = 2; y = 3).

A present, il faut faire un retour-arriere de facon a utiliser une autre valeur de l'en-
semble E
2
(intuitivement, cela correspond a tester toutes les valeurs jugees interessantes
par l'heuristique associee a P
2
) : par exemple x = 1. L'evaluation de la condition se ter-
mine alors par le predicat P
4
et se reecrit en (x < y)^(x = 1)^(y = 20), ce qui conduit
a la donnee de test (x = 1; y = 20). Un dernier retour-arriere est necessaire pour cou-
vrir toutes les valeurs de l'ensemble E
2
, et on a x = 0. On procede ensuite de la me^me
maniere que pour la determination de la premiere donnee de test : la condition se reecrit
en (x < y) ^ (x = 0) ^ (y < 10) dont la donnee de test (x = 0; y = 2) est une instance.
La generation de donnees de test pour la condition de verication P
1
^ ( si P
2
alors P
3
sinon P
4
) aboutit donc au jeu de test f(x = 2; y = 3); (x = 1; y = 20); (x = 0; y = 2)g.
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La qualite des jeux de test obtenus par cette methode decoule donc directement
de celle des heuristiques associees aux dierents predicats. On peut remarquer que le
fait d'evaluer les conditions de verication necessite que le formalisme dans lequel est
exprimee la specication soit calculable. Le langage utilise dans [CAR81] est une version
typee du langage LISP.
Cette methode propose une evaluation locale de la correction d'un programme. Ceci
a l'avantage de rendre plus aisee la localisation des fautes. Par ailleurs, l'utilisation de
specications formelles apporte une aide non negligeable pour determiner si le resultat
de l'execution est correct ou pas (le probleme de l'oracle est donc moins dicile).
3.2.2 L'analyse de partition
L'analyse de partition [RC85] consiste a comparer la specication et l'implantation
a tester an de verier leur coherence et d'engendrer des jeux de test. L'analyse de
partition est une methode generale qui est adaptable a n'importe quel langage de spe-
cication a partir du moment ou les descriptions peuvent e^tre exprimees sous forme de
domaines et de calculs associes.
Pour appliquer cette methode, il faut tout d'abord deriver par evaluation symbo-
lique des representations fonctionnelles pour la specication et pour l'implantation. Les
representations obtenues sont exprimees sous forme de fonctions partielles sur des sous-
domaines du domaine d'entree. En d'autres termes, la specication et l'implantation
sont denies chacune comme une union de fonctions operant sur des sous-domaines
du domaine d'entree. Le principe de l'analyse de partition est de faire l'intersection
des sous-domaines de la specication avec les sous-domaines de l'implantation pour
obtenir la partition de la procedure en sous-domaines qui sont traites uniformement.

A chaque sous-domaine de la partition, on associe une description de ce sous-domaine,
une description du calcul a eectuer selon la specication et une description du calcul
a eectuer selon l'implantation.
Ainsi, l'analyse de partition se decompose en quatre etapes :
1. Derivation de representations fonctionnelles pour la specication et l'implanta-
tion.
2. Determination de la partition de la procedure en utilisant diverses techniques
d'analyse, en particulier l'evaluation symbolique.
3. Utilisation de la verication pour montrer l'egalite des deux descriptions sur
chaque sous-domaine.
4. Derivation de donnees de test pour chaque sous-domaine, a l'aide d'informations
issues de l'etape precedente.
 Determination de la partition de la procedure
En premier lieu, il faut s'assurer de la compatibilite entre la specication et l'implan-
tation. On doit donc verier que leurs entrees et leurs sorties sont en me^mes nombres,
de me^mes types et qu'elles prennent leurs valeurs dans un me^me domaine. En cas de
forte incompatibilite (par exemple, des nombres de parametres dierents), l'analyse de
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partition s'arre^te. En revanche, s'il n'y a pas d'incompatibilite ou si celle-ci est mi-
neure (cas de domaines de denition legerement dierents, en particulier a cause des
dierences existant entre le langage de specication et celui d'implantation), l'analyse
continue en n'operant la phase de verication que sur l'intersection des domaines et la
phase de test sur l'union de ces domaines.
Pour cela, on construit la partition de la procedure en faisant l'intersection deux
a deux des sous-domaines de la specication avec les sous-domaines de l'implantation.
On obtient ainsi les sous-domaines D constituant la partition et on associe a chaque
sous-domaine D une expression C de la dierence symbolique entre les descriptions
du calcul a eectuer selon la specication et l'implantation (ces descriptions sont des
vecteurs d'expressions algebriques pour les parametres de sortie, derives par evaluation
symbolique).
On peut maintenant aborder les phases suivantes qui s'appliquent independamment
sur chaque sous-domaine de la partition.
 Phase de verication
Il s'agit de verier que, sur chaque sous-domaine D de la partition, la specication
et l'implantation eectuent le me^me calcul. Pour cela, on doit montrer que la dierence
de calcul C associee est nulle, en utilisant des techniques de preuve standards telles
que celles presentes dans les vericateurs automatiques. Souvent, la simplication de
C conduit eectivement a la valeur zero, mais parfois il est necessaire de decomposer
D en sous-domaines et de prouver que C est nulle sur chacun de ces sous-domaines de
facon independante. Lorsque cela se produit, la decomposition obtenue est reutilisee
an de diriger le test conduit dans la phase suivante.
 Phase de test
On peut s'interroger sur l'intere^t du test lorsqu'il intervient suite a une phase de
verication. Il y a en fait deux situations possibles. Soit la verication echoue : l'intere^t
de la phase de test est donc evident. Soit la verication reussit a etablir un resultat :
le test permet alors de recuser ou corroborer des hypotheses quant a l'environnement
d'execution, utilisees dans la phase de verication. La phase de test n'est par consequent
jamais inutile. Comme lors de la phase precedente, les sous-domaines de la partition
sont testes independamment les uns des autres. De maniere generale, on peut classer
les erreurs en deux categories : les erreurs dans le calcul (le chemin traverse lors de
l'execution du programme teste correspond a celui attendu mais la sortie obtenue est
incorrecte) et les erreurs de domaine (le chemin traverse n'est pas celui desire). Pour
chaque sous-domaine issu de la decomposition realisee dans la phase de verication,
des donnees de test sont produites de facon a couvrir ces deux classes d'erreurs ; elles
permettent en particulier de detecter les erreurs de chemin manquant (ceci etant rendu
possible par l'utilisation d'une specication).
Une evaluation de l'analyse de partition (utilisant l'analyse de mutation) montre
que cette methode fournit de bons resultats [RC85]. Cela provient surtout du fait qu'on
manipule de l'information sur les comportements souhaites et eectifs du programme,
obtenue par intersection de la specication et de l'implantation [GOU83, WO80]. La
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decomposition en sous-problemes proposee par cette methode est aussi interessante
puisqu'elle simplie la ta^che a accomplir en permettant de prouver et de tester le
programme par parties.
Par contre, l'analyse de partition eectue beaucoup d'approximations car elle met
en jeu des problemes indecidables en general. En pratique, on peut aussi noter qu'un
travail non negligeable sur le programme et la specication sera necessaire dans la
plupart des cas avant de pouvoir appliquer la methode. De plus, cette methode n'est
pas veritablement automatisee : c'est a l'utilisateur de produire les donnees de test a
partir des sous-domaines determines lors de la phase de verication.
3.3 Recapitulatif
Il ressort de cette etude que toutes les techniques de generation de jeux de test,
qu'elles soient statiques ou dynamiques, uniquement basees sur des criteres de test
structurels ou integrees dans des methodes combinant la preuve et le test de programme,
sont construites selon le schema general represente dans la Figure 3.1.
Extraction des contraintes
correspondant au critère
Contraintes
Résolution des contraintesJeux de test
Programme 
Domaine
Spécification
Fig. 3.1 { Schema general d'un generateur de jeux de test.
Elles sont donc constituees de deux phases principales :
1. L'extraction des contraintes correspondant au critere.
2. La resolution des contraintes.
En general, la premiere phase est realisee par une analyse statique du code (mais
aussi de la specication dans le cas ou la methode utilisee n'est pas purement struc-
turelle) et les contraintes sont obtenues par evaluation symbolique. Cette phase est
entierement automatisee dans les techniques presentees ici, mis a part le cas de l'ana-
lyse de mutation. Cependant, des approximations importantes doivent e^tre faites pour
l'analyse statique des procedures, des boucles et des structures de donnees dynamiques.
La deuxieme phase correspond a la production proprement dite des donnees de
test. Pour ce faire, il existe plusieurs strategies tres dierentes allant du simple recours
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a l'utilisateur [OW91, RC85] jusqu'a une large automatisation gra^ce a des resolveurs
de contraintes [DO91] en passant par l'utilisation de demonstrateurs de theoremes
interactifs [CAR81]. On remarque le recours presque systematique aux resolveurs de
contraintes lorsque l'on eectue du test base sur le ot de contro^le. On peut qualier
de statiques ces dierentes facons de resoudre les contraintes puisqu'elles ne necessitent
pas d'executer le programme. Rappelons qu'il existe aussi des techniques de generation
de jeux de test reposant sur une resolution dynamique des contraintes [KOR90].
Dans la pratique actuelle, ce sont les criteres de test des instructions et de test des
branches qui sont majoritairement utilises pour engendrer des jeux test (mais aussi
pour evaluer leur adequation). En l'absence d'outils automatiques, ce sont en eet les
criteres qui sont le plus facilement applicables manuellement. On constate ainsi le fosse
existant entre la theorie du test, qui propose des criteres de plus en plus sophistiques,
et la pratique du test, qui soure d'un tres grand manque d'automatisation et ne peut
donc utiliser les meilleurs criteres.
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Chapitre 4
Bilan
Deux types de demarches bien distinctes ressortent des chapitres precedents :
1. Des contributions de nature theorique qui conduisent a des denitions formelles de
criteres, de qualite, d'adequation, d'hypotheses de test. Cependant, ces denitions
formelles ne sont pas veritablement eectives en pratique pour dierentes raisons :
{ D'une part, on se confronte en general a des problemes d'indecidabilite (che-
min impossible, validite d'une association denition/utilisation, equivalence
de mutants, verication d'une hypothese de test...).
{ D'autre part, pour les criteres purement structurels, on ne dispose pas d'une
propriete a satisfaire. Faute d'objectif formel precis, il est dicile de deci-
der entre des criteres comme le test des branches et le test des associations
denition/p-utilisation (all-p-uses). Quelle est, par exemple, la garantie for-
melle apportee par le fait qu'un jeu de test parcourt toutes les associations
denition/utilisation?
2. Des travaux de nature experimentale, qui conduisent le plus souvent a des outils
exploitant les criteres a posteriori : dans ce cas, ils ne fournissent pas de veritable
aide a la generation de jeux de test. Par ailleurs, le taux de couverture d'un cri-
tere ne pouvant pas e^tre de 100% en general (a cause de l'existence de chemins
impossibles), on ne peut pas dire qu'un jeu de test apporte une quelconque cer-
titude quant au bon fonctionnement du programme. Les rares outils utilisant les
criteres a priori (eectuant donc une generation de jeux de test) sourent des
me^mes problemes d'indecidabilite et d'incertitude quant a la qualite des donnees
engendrees.
Ces demarches tres dierentes correspondent a des courants de travaux qui se sont
relativement peu inuences mutuellement, ce qui se traduit par l'absence de methodes
de test eectives reposant sur des bases formelles. Cette situation est bien entendu dom-
mageable ; nous ne pretendons pas y remedier dans cette these mais nous proposons
d'aborder le probleme de maniere modeste en considerant des formalismes restreints
pour la denition des programmes et des proprietes. Nous pensons en eet qu'un pro-
cessus de generation de jeux de test bien fonde doit s'appuyer a la fois sur le programme
a tester et sur une propriete que ce dernier est cense verier (l'objectif de test). Nous
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constatons aussi que la plupart des dicultes rencontrees dans la generation de jeux de
test (aussi bien en theorie qu'en pratique) proviennent de la puissance d'expression des
langages utilises (et de la perte inevitable de decidabilite qui s'ensuit). Pour echapper
a cette fatalite, nous proposons d'utiliser des formalismes restreints (denis en l'oc-
currence par des schemas ou modeles de fonctions) qui nous permettent de generer
automatiquement des jeux de test robustes
1
pour certaines classes de proprietes. Cette
demarche fait l'objet de la seconde partie du document.
1. Nous utiliserons par la suite le terme de complets pour caracteriser plus particulierement les jeux
de test produits selon notre methode.
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Deuxieme partie
Generation de jeux de test pour
des schemas de programmes et
de proprietes
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Chapitre 1
Demarche
La partie precedente nous a amenes a distinguer, dans le domaine du test, deux
grandes categories de travaux qui restent pour l'instant largement deconnectees. La
premiere conduit a des methodes de test utilisables en pratique mais n'apportant aucune
garantie formelle (cf. Chapitre 2 de la Partie I : critere de test des branches, critere de
test des associations denition/utilisation...). La seconde porte sur des caracterisations
theoriques trop generales pour avoir un impact sur des methodes de test eectives (cf.
Section 2.4.1 de la Partie I : notions de abilite, validite, robustesse...).
On peut en fait decrire le test comme la confrontation du comportement eectif
d'un programme a son comportement attendu (qui peut e^tre donne par une specica-
tion) pour une collection de donnees d'entree. Trois types de documents sont donc mis
en jeu : le programme, les donnees d'entree et les proprietes. L'objectif de cette these
est double : d'une part, nous voulons etablir un lien formel entre ces trois artefacts ;
d'autre part nous souhaitons pouvoir exploiter cette formalisation pour proposer une
methode eective permettant de deduire les donnees d'entree a partir d'un programme
et d'une propriete. Comme nous l'avons vu dans la partie precedente, la source prin-
cipale de dicultes pour atteindre cet objectif est le degre de generalite des langages
et formalismes consideres. La cle de notre demarche consiste donc a circonscrire la
classe de programmes et la classe de proprietes considerees. Pour cela, nous denissons
en fait une hierarchie de classes (liees par la relation d'inclusion) en s'inspirant de la
caracterisation des fonctions primitives recursives.
Nous choisissons de prouver la correction partielle de programmes par le biais de test
de proprietes. Pour cela, nous introduisons une hierarchie de schemas (ou de classes)
de fonctions recursives, et nous montrons qu'un jeu de test ni complet J(S) peut e^tre
associe a chaque schema S. Le jeu de test J(S) est dit complet relativement a S s'il est
susant pour distinguer deux fonctions quelconques de S :
8f 2 S : 8g 2 S : (f 6= g ) 9x 2 J(S) : f(x) 6= g(x))
Un jeu de test complet permet donc de tester de maniere su^re l'egalite de deux
fonctions, sous reserve qu'elles appartiennent a la me^me classe.

Etant donne que notre
hierarchie est ordonnee, un jeu de test J(S) complet relativement a S = Lub(S
1
; S
2
)
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est aussi complet relativement a S
1
et S
2
. On peut ainsi determiner l'egalite de deux
fonctions appartenant a des schemas dierents d'une me^me hierarchie.
Le resultat precedent peut e^tre mis a prot dans le contexte du test de la maniere
suivante. Supposons que nous voulons verier qu'un programme Prog satisfait une pro-
priete P
a
. P
a
doit e^tre exprimee sous forme de fonction sur un domaine abstrait D
a
. Les
elements de D
a
sont des proprietes des arguments (ou des resultats) d'un programme.
On choisira par exemple D
a
= IN, ensemble des entiers naturels, si on s'interesse a
des proprietes sur les longueurs de listes. Un programme Prog satisfait une propriete
p
a
2 D
a
! D
a
s'il rend, pour tout argument satisfaisant a 2 D
a
, un resultat satisfaisant
p
a
(a). Par exemple, toujours avec D
a
= IN, la propriete p
a
(n) = 2  n est satisfaite par
tout programme qui rend une liste dont la taille est le double de celle de son argument.
La premiere etape de la verication consiste a deriver une version abstraite Prog
a
de
Prog, ce qui peut e^tre fait de maniere formelle dans le cadre de l'interpretation abs-
traite. Prog
a
et P
a
sont alors deux fonctions denies sur le me^me domaine abstrait D
a
.
Une analyse syntaxique simple de ces fonctions (dans le style d'une inference de type)
nous permet de leur associer les schemas S
Prog
a
et S
P
a
dans la hierarchie. La plus petite
borne superieure S de S
Prog
a
et S
P
a
est le plus petit schema de la hierarchie contenant
a la fois Prog
a
et P
a
. D'apres le resultat precedent, il est alors susant de tester Prog
a
sur un jeu de test complet J(S) associe a S pour decider si Prog
a
satisfait ou non la
propriete P
a
. Pour se ramener au test d'un programme initial Prog, on peut appliquer
aux elements de J(S) une fonction de concretisation (duale de la fonction d'abstraction
utilisee pour obtenir Prog
a
a partir de Prog).
Nous prenons maintenant un exemple simple pour illustrer cette demarche. Consi-
derons un programme naf de renversement de listes (Reverse), ecrit dans un langage
fonctionnel du premier ordre.
Reverse(nil) = nil
Reverse(n : l) = Append(Reverse(l); n)
Append(nil;m) = m :nil
Append(n : l;m) = n :Append(l;m)
Pluto^t que d'essayer de prouver que ce programme est correct par rapport a une
specication complete de Reverse (ta^che generalement hors de portee d'un outil auto-
matique pour un programme et une specication quelconques), nous aimerions pouvoir
verier automatiquement qu'il satisfait certaines proprietes speciques. Par exemple,
une propriete qu'un programme Reverse doit satisfaire est que la longueur de son resul-
tat doit e^tre egale a la longueur de son argument. Pour pouvoir verier cette propriete,
nous devons l'exprimer comme une fonction calculant la longueur attendue du resultat
de Reverse a partir de la longueur de son argument. Ici, cette fonction est l'identite.
L'etape suivante consiste a deriver une version abstraite de Reverse, calculant la
longueur eective de son resultat a partir de la longueur de son argument. Cette deriva-
tion peut e^tre realisee automatiquement en appliquant la technique de l'interpretation
abstraite [CC77, CC92]. Une interpretation abstraite est denie par un domaine abs-
trait, une correspondance entre les domaines abstrait et standard (ou concret) et une
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interpretation de toutes les primitives de base du langage dans le domaine abstrait. Si les
interpretations de toutes les primitives de base sont correctes par rapport a la relation de
correspondance entre les domaines, alors l'interpretation abstraite de tout programme
du langage est aussi correcte. Dans notre cas, on abstrait les listes par des entiers na-
turels ; le domaine abstrait est donc le domaine des entiers naturels IN et la relation
de correspondance associe les listes avec leur longueur. Les valeurs autres que les listes
sont abstraites sur un domaine ne contenant qu'une valeur, car elles ne sont pas utiles
pour l'analyse consideree ici. Au lieu de garder ces arguments factices, nous decidons
de les faire dispara^tre lors de l'abstraction. Ici, les primitives d'intere^t sont la fonction
cons (representee par ((:)) dans notre langage de programmation) et la constante nil.
Leurs abstractions sont, respectivement, la fonction successeur Succ = x: (x+1) et la
constante 0. Dans ce cadre, nous obtenons l'interpretation abstraite suivante Lreverse
(Longueur de Reverse) pour la fonction Reverse
1
.
Lreverse(0) = 0
Lreverse(n+ 1) = Lappend(Lreverse(n))
Lappend(0) = 1 + 0
Lappend(n+ 1) = 1 + Lappend(n)
Il nous reste maintenant a comparer Lreverse avec la fonction identite. Dans ce
cas simple, nous pourrions utiliser des manipulations symboliques et des techniques de
preuves par recurrence pour montrer que Lappend est equivalente a la fonction Succ,
et la remplacer ensuite par celle-ci dans le corps de Lreverse. Mais il est bien connu
que la mecanisation de ces techniques est dicile en general. Au lieu de cela, nous
analysons les denitions pour en deriver un jeu de test complet permettant de decider
de leur equivalence (ou fournissant un contre-exemple si elles s'averent dierentes). Le
but de cette analyse statique simple (appelee inference de schema dans le reste du
document) est d'identier le schema (ou squelette) des fonctions et de trouver leur
position dans une hierarchie de schemas. Pour le moment, considerons une hierarchie
simple de fonctions unaires denie de la maniere suivante :
S
1
1
= fx: (x+ k) j k 2 INg
S
fx: k j k 2 INg
S
1
i+1
= ff j f(0) = k
f(n+ 1) = g(f(n)) ; k 2 IN; g 2 S
1
i
g
Un resultat de la Partie 2.2.2.3 montre que, quel que soit n, deux fonctions (dis-
tinctes) de S
1
n
dierent necessairement sur au moins un des n + 1 premiers entiers
naturels. Plus formellement :
8f 2 S
1
n
: 8g 2 S
1
n
: (f 6= g ) 9x 2 f0; : : : ; ng : f(x) 6= g(x))
ce qui est equivalent a :
1. Notons que le second argument de Append n'est pas de type liste, ce qui explique pourquoi
Lappend n'a qu'un seul argument
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8f 2 S
1
n
: 8g 2 S
1
n
: ((8x 2 f0; : : : ; ng : f(x) = g(x))) f = g)
Autrement dit, nous pouvons decider de l'egalite de deux fonctions appartenant a
la classe S
1
n
en les testant uniquement sur les n+ 1 premiers entiers naturels.
L'inference de schema est realisee par appariement (((pattern matching))) sur la struc-
ture de la denition des fonctions. Par exemple, la denition de Lreverse peut e^tre
appariee au motif generique des schemas S
1
n
:
f(0) = k
f(n+ 1) = g(f(n))
avec k = 0 et g = Lappend. La denition de Lappend peut e^tre appariee au motif
generique avec k = (1 + 0) = 0 et g = x: (1 + x). Ensuite, g peut e^tre appariee
avec Succ, qui appartient au schema S
1
1
. Ainsi, Lappend est associee au schema S
1
2
et
Lreverse est associee
2
au schema S
1
3
.
Il n'est pas dicile de montrer que les schemas S
1
n
denissent une hierarchie de
schemas qui est strictement croissante au sens de l'inclusion ensembliste (autrement dit,
n < n
0
) S
1
n
 S
1
n
0
). Id appartenant au schema S
1
1
, nous devons donc prendre la plus
petite borne superieure de S
1
1
et S
1
3
, qui est S
1
3
. Le resultat mentionne precedemment
nous permet alors de conclure qu'il est susant de tester Id et Lreverse sur les valeurs
0, 1, 2 et 3 pour decider de leur egalite. Pour exprimer ces valeurs dans les termes du
programme original, nous avons juste a utiliser la relation de correspondance entre les
domaines abstraits et concrets. Ici, cela signie qu'il est susant de tester le programme
Reverse sur quatre listes quelconques de longueurs 0, 1, 2 et 3 pour decider si Reverse
rend toujours une liste de me^me longueur que son argument.
Pour resumer, les quatre principales etapes du processus de derivation de jeux de
test sont les suivantes :
Abstraction du programme : Programme ! Programme abstrait
#
Inference de schema : Programme abstrait ! Schema
1
Propriete ! Schema
2
#
Inference du jeu de test abstrait : Lub(Schema
1
;Schema
2
) ! Jeu de test abstrait
#
Generation du jeu de test concret : Jeu de test abstrait ! Jeu de test concret
2.

Etant donne que Id et Lreverse sont toutes deux egales (d'un point de vue semantique) a la
fonction identite, on aurait pu penser qu'elles auraient ete tout simplement associees au schema S
1
1
,
mais nous devons garder en memoire que la connaissance de cette egalite semantique n'est pas disponible
a ce stade ; en fait, c'est exactement ce que nous essayons de prouver.
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Nous nous interessons donc a prouver par le test qu'un programme verie une pro-
priete donnee. Pour cela, nous exploitons les resultats que nous avons obtenus pour
des schemas de programmes sur les entiers. Ces resultats montrent l'existence d'un jeu
de test ni complet permettant d'identier sans ambigute une fonction parmi toutes
celles qui appartiennent au me^me schema (association d'un schema et d'un jeu de test
complet). Nous expliquons ces resultats dans le Chapitre 2, l'ensemble des programmes
traites etant deni par une hierarchie de schemas de programmes recursifs sur les en-
tiers naturels. Comme nous l'avons decrit plus haut, la demarche que nous proposons
consiste a ecrire la propriete qui nous interesse dans le moule des schemas de fonctions
sur les entiers, puis a faire une interpretation abstraite du programme sur le domaine
des entiers, en accord avec la propriete. Nous detaillons la procedure d'abstraction de
programmes dans le Chapitre 3. Dans un second temps, il faut identier les schemas
de fonctions qui contiennent la propriete et le programme abstrait. Ceci est realise par
l'utilisation de l'algorithme d'inference de schema que nous proposons dans le Cha-
pitre 4.

A ce stade, montrer que le programme verie la propriete equivaut a montrer
que le programme abstrait et la propriete sont identiques. Nous nous retrouvons ainsi
dans le cas des schemas sur les entiers, et nous pouvons determiner un jeu de test abs-
trait complet ni permettant de juger si le programme verie la propriete. Une derniere
etape, facultative, est de concretiser le jeu de test abstrait. L'intere^t de cette phase est
de ramener le probleme a un test du programme initial. Nous donnons une procedure de
concretisation de jeu de test dans le Chapitre 5. Enn, nous terminons par des exemples
sur lesquels nous appliquons notre methode (Chapitre 6).
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Chapitre 2
Jeux de test complets pour des
schemas de fonctions sur les
entiers
La premiere etape de la methode proposee dans le chapitre precedent consiste a
denir des hierarchies de schemas de fonctions recursives sur IN et IN IN. Les resul-
tats que nous obtenons dans ce cadre restreint nous permettent d'exhiber un jeu de
test ni complet permettant de distinguer deux fonctions appartenant a des schemas
quelconques d'une hierarchie.
Pour donner l'intuition sous-jacente a l'obtention de ces resultats, nous etudions
d'abord les proprietes des fonctions appartenant a une hierarchie de schemas recursifs
unaires simples sur les entiers (Partie 2.1). Nous montrons ensuite comment ces ob-
servations nous conduisent a proposer un jeu de test complet. Les Parties 2.2 et 2.3
presentent respectivement les resultats obtenus pour des schemas unaires plus com-
plexes et des schemas binaires.
2.1 Intuition
Pour illustrer notre demarche, considerons d'abord l'ensemble (ou schema) suivant
de fonctions unaires sur les entiers :
S
1
1
= fx: (x+ k) j k 2 INg
S
fx: k j k 2 INg
Cet ensemble regroupe les fonctions de base qui serviront a construire les schemas
utilises par la suite.
Nous cherchons a caracteriser les fonctions de ce schema an d'en deduire un jeu de
test permettant de les distinguer deux a deux. Pour ce faire, nous observons d'abord
que ce schema est l'union de deux ensembles disjoints de fonctions sur IN. D'une part,
l'ensemble des fonctions constantes, et d'autre part, un sous-ensemble des fonctions
anes caracterise par l'equation f(x) = x + k (notons que l'identite fait partie de
cet ensemble). Ces deux ensembles sont aises a tester independamment. Pour tester
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l'egalite de deux fonctions constantes, il sut d'une valeur de test quelconque. Dans le
cas du sous-ensemble des fonctions anes, il sut la aussi d'une valeur quelconque. Par
contre, une donnee de test unique n'est pas susante pour distinguer deux fonctions
appartenant a l'union de ces deux ensembles. En eet, quelle que soit la valeur d de
test choisie, on ne peut pas distinguer la fonction constante x: d de l'identite. Il est
donc necessaire de prendre une seconde valeur de test dierente de la premiere. Le
jeu de test ainsi obtenu, deux valeurs distinctes quelconques, est complet au sens ou il
permet de distinguer deux fonctions quelconques du schema S
1
1
. Notons qu'il permet
aussi d'identier sans ambigute toute fonction du schema.
En fait, tout se passe comme si on avait besoin d'une donnee de test pour tester a
l'interieur de chaque sous-ensemble de la partition, et d'une autre donnee de test pour
choisir entre les deux sous-ensembles. Le jeu de test rendu par notre methode dans ce
cas est compose des valeurs 0 et 1.
Interessons nous maintenant a la hierarchie denie par la regle de recurrence sui-
vante :
S
1
i+1
= ff j f(0) = k
f(n+ 1) = g(f(n)) ; k 2 IN; g 2 S
1
i
g
On peut montrer facilement que l'ensemble des fonctions decrit par un schema est inclus
dans celui du schema suivant dans la hierarchie (S
1
i
 S
1
i+1
).
Le schema suivant S
1
1
dans la hierarchie est donc :
S
1
2
= ff j f(0) = k
f(n+ 1) = g(f(n)) ; k 2 IN; g 2 S
1
1
g
et il peut aussi s'exprimer de la maniere suivante :
S
1
2
= fx: k j k 2 INg
S
fx: si x = 0 alors k
1
sinon k
2
j k
1
6= k
2
2 INg
S
fx: k
1
+ k
2
x j k
1
; k
2
2 IN; k
2
6= 0g
Ce schema est donc l'union de plusieurs ensembles disjoints de fonctions sur IN.
Tout d'abord, l'ensemble des fonctions constantes deja presentes dans le schema S
1
1
.
Ensuite, l'ensemble des fonctions constantes a partir de la valeur 1 (et prenant une
valeur quelconque en 0), et enn un sous-ensemble de fonctions anes strictement
plus grand que celui du schema S
1
1
. On peut en fait generaliser la notion de fonctions
((constantes)) et regrouper dans cette classe toutes les fonctions constantes a partir
d'un seuil (ici 1). On se retrouve alors dans la me^me situation que pour le schema
precedent, avec des fonctions pseudo-constantes et anes. Pour tester les fonctions
pseudo-constantes, deux valeurs de test sont necessaires, l'une devant e^tre egale a 0
et l'autre quelconque mais dierente de 0. Pour tester les fonctions anes, on doit
choisir deux valeurs quelconques. Cependant, deux valeurs ne susent pas pour tester
le schema dans sa globalite. Deux fonctions dierentes, l'une ane et l'autre pseudo-
constante, peuvent e^tre egales sur 0 et 1 par exemple.

A titre d'illustration, la fonction
pseudo-constante
x: si x = 0 alors k
1
sinon (k
1
+ k
2
)
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et la fonction ane
x: si x = 0 alors k
1
sinon (k
1
+ k
2
x)
rendent toutes deux k
1
et (k
1
+k
2
) pour les valeurs 0 et 1, mais sont dierentes pour les
valeurs suivantes (si k
2
6= 0). On peut montrer qu'ajouter au jeu de test une troisieme
valeur sut pour distinguer les fonctions pseudo-constantes des fonctions anes de S
1
2
.
La methode que nous proposons indique eectivement le jeu de test f0; 1; 2g pour ce
schema.
Pour comprendre plus precisement la technique que nous proposons, examinons
maintenant le schema S
1
3
. On a :
S
1
3
= ff j f(0) = k
f(n+ 1) = g(f(n)) ; k 2 IN; g 2 S
1
2
g
En considerant les dierents cas possibles pour g 2 S
1
2
, on peut reecrire S
1
3
de la maniere
suivante :
S
1
3
= fx: k j k 2 INg
S
fx: si x = 0 alors k
1
sinon k
2
j k
1
6= k
2
2 INg
S
fx: si x = 0 alors k
1
sinon si x = 1 alors k
2
sinon k
3
j k
2
6= k
3
2 INg
S
fx: si (x mod 2) = 0 alors k
1
sinon k
2
j k
1
6= k
2
2 INg
S
fx: si x = 0 alors k
1
sinon si (x mod 2) = 0 alors k
2
sinon k
3
j k
1
; k
2
; k
3
2 IN; k
1
6= k
3
; k
2
6= k
3
g
S
fx: k
1
k
x
3
+ k
2
k
x?1
3
+ : : :+ k
2
j k
1
; k
2
; k
3
2 INg
ou mod represente la fonction modulo.
Ce schema est encore l'union de plusieurs ensembles disjoints de fonctions sur IN.
On reconna^t l'ensemble des fonctions pseudo-constantes qui s'est agrandi (fonctions
constantes a partir de 0, a partir de 1, ou a partir de 2). On decouvre une nouvelle
forme de fonctions : les fonctions periodiques a partir de 0 ou 1, et de periode 2. Les
fonctions pseudo-constantes peuvent e^tre considerees comme des fonctions periodiques
a partir de 0, 1 ou 2, et de periode 1. Les fonctions pseudo-constantes et les fonctions
periodiques presentent un comportement commun : elles prennent un nombre ni de
valeurs distinctes et sont periodiques a partir d'un certain seuil (par la suite, nous
qualions ces fonctions de -periodiques). Le dernier ensemble de fonctions composant
S
1
3
est un ensemble regroupant des fonctions exponentielles et des fonctions anes.
Le comportement commun de ces fonctions est caracterise par la notion d'ination.
Nous appelons inationnistes les fonctions superieures ou egales a l'identite. Tous les
schemas que nous avons etudies jusqu'a present peuvent donc se decomposer en deux
sous-ensembles disjoints : les fonctions -periodiques et les fonctions inationnistes.
Suivons le me^me raisonnement que precedemment an d'obtenir le jeu de test asso-
cie a S
1
3
. Pour tester les fonctions -periodiques, on doit choisir un jeu de test contenant
les valeurs 0, 1, 2 et 3. Par rapport au schema precedent (ou deux valeurs susaient a
tester les fonctions pseudo-constantes), nous remarquons qu'il est necessaire d'ajouter
64 Jeux de test complets pour des schemas de fonctions sur les entiers
deux nouvelles valeurs de test. Le premier ajout n'est pas surprenant car il correspond
a la progression d'un niveau dans la hierarchie. Par contre, le second est plus intriguant.
Il est en fait necessaire pour determiner la periode de la fonction (1 ou 2 dans le cas pre-
sent). Par exemple, la fonction x: si x = 0 alors k
1
sinon si x = 1 alors k
2
sinon k
3
de
periode 1 et la fonction x: si x = 0 alors k
1
sinon si (x mod 2) = 0 alors k
3
sinon k
2
de periode 2 rendent toutes deux k
1
, k
2
et k
3
pour les valeurs 0, 1 et 2, mais sont
dierentes pour les valeurs impaires suivantes (si k
2
6= k
3
). Les tester sur la valeur 3
permet donc de les distinguer. Dans le schema precedent, la periode valait toujours 1.
Ce schema ne reetait donc pas toutes les potentialites des fonctions periodiques. En
general, les fonctions periodiques d'un schema peuvent avoir dierentes periodes pos-
sibles, dependant du niveau du schema dans la hierarchie. Pour le test des fonctions
inationnistes, il faut 3 valeurs distinctes quelconques. Pour distinguer deux fonctions
du schema S
1
3
, on peut donc choisir le jeu de test suivant : f0; 1; 2; 3g. Il s'avere ainsi
qu'a partir du rang 3, le jeu de test pour les fonctions -periodiques est susant pour
tester l'ensemble du schema.
Cette esquisse de l'etude de la hierarchie des schemas de programmes S
1
n
nous
permet d'introduire les principales idees qui sous-tendent notre methode :
{ chaque schema de la hierarchie se decompose en deux classes de fonctions : les
fonctions -periodiques et les fonctions inationnistes ;
{ le nombre et les valeurs des donnees de test necessaires au test de la classe des
fonctions -periodiques depend du nombre de valeurs distinctes que peut prendre
la fonction avant de devenir periodique, qui depend lui-me^me du niveau du schema
considere dans la hierarchie ;
{ le nombre de donnees de test necessaires au test de la classe des fonctions ina-
tionnistes decoule du niveau du schema dans la hierarchie (nous verrons par la
suite que la determination formelle de ce jeu de test necessite l'introduction d'une
nouvelle notion : la -separabilite) ;
{ un jeu de test complet ni associe au schema S
1
n
se deduit des deux jeux de test
associes aux deux classes precedentes ;
{ le jeu de test associe au plus grand des schemas de deux fonctions dans la hie-
rarchie (c'est-a-dire celui qui contient l'autre) est un jeu de test complet ni
permettant de distinguer ces deux fonctions.
2.2 Resultats pour des schemas unaires
Les notions de base necessaires a la denition formelle de la methode sont introduites
dans la Partie 2.2.1. Les Parties 2.2.2 et 2.2.3 presentent respectivement les resultats
obtenus pour des schemas unaires simples puis pour des schemas unaires enrichis.
2.2.1 Denitions formelles
Nous avons vu dans la partie precedente que les fonctions decrites par un schema
pouvaient presenter deux comportements bien distincts. Elles peuvent prendre un nombre
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ni de valeurs dierentes en etant periodiques a partir d'un certain point (c'est-a-dire
-periodiques), ou e^tre superieures ou egales a l'identite (c'est-a-dire inationnistes).
Nous donnons maintenant les denitions formelles correspondant a ces notions. Nous
rappelons que tous les schemas consideres dans ce document caracterisent des fonc-
tions sur les entiers. Le fait que les fonctions sont denies sur l'ensemble des entiers
naturels IN est souvent utilise dans les preuves que nous presentons par la suite (en
particulier, on a la propriete : 8n 2 IN; 8n
0
2 IN : n > n
0
) n  n
0
+ 1).
Tout d'abord, nous introduisons la notion de fonction (; )-periodique (Denition 1
et Propriete 1), que nous utilisons ensuite pour denir celle, plus generale, de fonction
-periodique.
Denition 1
Une fonction f est dite (; )-periodique, avec   1, si et seulement si
8x   : 8y   : (x mod  = y mod  ) f(x) = f(y))
^ 8x < +  : 8y < +  : (f(x) = f(y)) x = y)
ou mod est la fonction modulo.
Remarque : (; 0)-periodique est indeni.
Une fonction (; )-periodique est donc une fonction donnant ( + ) resultats
dierents sur les ( + ) premiers entiers naturels, et devenant periodique de periode
 a partir de la valeur . La Figure 2.1 montre un exemple schematique de fonction
(; )-periodique
1
.
0 λ λ+pi λ+2pi
Fig. 2.1 { Une fonction (; )-periodique
1. Pour une meilleure lisibilite, nous avons represente la fonction par une courbe continue. Il faut
cependant garder a l'esprit qu'il s'agit ici de fonctions sur les entiers.
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Propriete 1
Une fonction f est (; )-periodique, avec   1, si et seulement s'il existe une fonction
g denie sur l'intervalle [0;  ? 1] telle que
8x   : f(x) = g(x mod )
et, par ailleurs,
8x < +  : 8y < +  : (f(x) = f(y)) x = y):
Preuve
Le second terme de la conjonction est identique dans la Propriete 1 et la Denition 1.
Il sut donc de demontrer l'equivalence des premiers termes de la conjonction.
8x   : 8y   : (x mod  = y mod  ) f(x) = f(y))
()
9 valeurs V
0
; : : : ; V
?1
telles que
8x   : 8y   : (x mod  = y mod  = i) f(x) = f(y) = V
i
)
()
Si g est denie par : 8i 2 [0;  ? 1] : g(i) = V
i
alors
8x   : 8y   : (x mod  = y mod  = i) f(x) = f(y) = g(i))
()
9g : [0;  ? 1]! IN : 8x   : (x mod  = i) f(x) = g(i))
()
9g : [0;  ? 1]! IN : 8x   : f(x) = g(x mod )
Donc, f (; )-periodique ()
9g : [0;  ? 1]! IN : 8x  ) f(x) = g(x mod )
^ 8x < +  : 8y < +  : (f(x) = f(y)) x = y):
2
Nous utilisons maintenant ces denition et propriete an de caracteriser la notion
de fonction -periodique.
Denition 2
Une fonction f est dite -periodique si et seulement si elle est (; )-periodique avec
+   .
Un ensemble E de fonctions est dit -periodique si et seulement si, pour toute fonction f
appartenant a E, f est -periodique.
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Il s'agit d'une notion plus generale que celle de fonction (; )-periodique au sens ou
les valeurs  et  ne sont pas donnees explicitement mais approximees par un intervalle
(1  +   ).

A present, nous introduisons la notion de fonction inationniste.
Denition 3
Une fonction f est dite inationniste de seuil 
f
si et seulement si
8x < 
f
: f(x) = x
et
8x  
f
: f(x) > x:
Un ensemble E de fonctions est dit inationniste si et seulement si, pour toute fonc-
tion f appartenant a E, f est inationniste.
Par commodite, on generalisera cette propriete au cas de l'identite en prenant 
f
=1.
La Figure 2.2 presente un exemple schematique de fonction inationniste. Cette
fonction est egale a l'identite jusqu'a la valeur  ? 1 et lui est strictement superieure
ensuite.
0 θ −1
Fig. 2.2 { Une fonction inationniste de seuil 
Denition 4
Une fonction f est croissante si et seulement si 8x : 8y : (x > y ) f(x) > f(y)).
Un ensemble E de fonctions est dit croissant si et seulement si, pour toute fonction f
appartenant a E, f est croissante.
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Propriete 2
Si f est croissante alors f est inationniste.
Preuve
Supposons f croissante. Nous rappelons que f est une fonction de IN dans IN.
 Nous prouvons d'abord par recurrence la propriete : 8x 2 IN : f(x)  x.
Cas de base : f(0)  0 est trivialement vrai.
Cas de recurrence : supposons f(x)  x et montrons f(x+ 1)  x+ 1.
f(x+ 1) > f(x)  x car f est croissante et par hypothese de recurrence.
Donc, f(x+ 1)  x+ 1.
 Pour prouver la Propriete 2, il faut montrer que :
{ soit 8x 2 IN : f(x) = x, ce qui correspond a 
f
=1 ;
{ soit 9
f
: ((8x  
f
: f(x) > x) ^ (8x < 
f
: f(x) = x)).
Si @x : f(x) > x alors 8x 2 IN : f(x) = x car nous avons montre ci-dessus que
8x 2 IN : f(x)  x.
Si 9
f
: f(
f
) > 
f
alors nous montrons par recurrence que 8x  
f
: f(x) > x.
Cas de base : f(
f
) > 
f
est vrai.
Cas de recurrence : supposons f(x) > x et montrons f(x+ 1) > x+ 1.
f(x+ 1) > f(x) > x car f est croissante et par hypothese de recurrence.
Donc, f(x+ 1) > x+ 1.
2
Notre objectif etant de distinguer deux fonctions quelconques d'un me^me ensemble,
nous proposons la denition suivante de jeu de test complet.
Denition 5
J est un jeu de test complet pour une classe C de fonctions si et seulement si
8f 2 C : 8g 2 C : (f 6= g ) 9x 2 J : f(x) 6= g(x))
qui est equivalent a
8f 2 C : 8g 2 C : ((8x 2 J : f(x) = g(x))) (f = g))
L'intere^t de la notion de -periodicite pour le test est exprime par la propriete
suivante, qui decoule de la Denition 2.
Propriete 3
Si C est un ensemble de fonctions -periodiques alors f0; : : : ; g est un jeu de test
complet pour C.
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Preuve
Soit C un ensemble de fonctions -periodiques. Soient f 2 C et g 2 C telles que
8x 2 f0; : : : ; g : f(x) = g(x). Soient (
f
; 
f
) et (
g
; 
g
) les seuils et periodes respectifs
de f et g avec 
f
+ 
f
  et 
g
+ 
g
 .
Soit v la plus petite valeur de f0; : : : ; g telle que 9x 2 [0; v ? 1] : f(x) = f(v).
D'apres la Denition 2, v = 
f
+
f
et x = 
f
. Puisque f et g sont egales sur f0; : : : ; g,
v est aussi la plus petite valeur de f0; : : : ; g telle que 9x 2 [0; v ? 1] : g(x) = g(v) ; on
a donc aussi v = 
g
+ 
g
et x = 
g
. On en conclut que 
f
= 
g
et 
f
= 
g
.
On peut maintenant demontrer que 8x : f(x) = g(x).
 Si x < 
f
, f(x) = g(x) puisque 
f
 .
 Si x  
f
, 9x
0
2 [
f
; (
f
+ 
f
? 1)] : x mod 
f
= x
0
mod 
f
(idem pour 
g
). On
a donc f(x) = f(x
0
) et g(x) = g(x
0
). Comme x
0
2 f0; : : : ; g, on a g(x
0
) = f(x
0
) ; on en
conclut donc f(x) = g(x).
Nous avons ainsi montre (8x 2 f0; : : : ; g : f(x) = g(x))) f = g.
2
La determination d'un jeu de test pour un ensemble de fonctions inationnistes
n'est pas aussi directe que dans le cas des fonctions -periodiques. Il nous est neces-
saire d'introduire une notion intermediaire importante : la -separabilite, illustree par
la Figure 2.3. Nous explicitons le lien entre les notions d'ination et de -separabilite
dans la Partie 2.2.2.2.
0 Α Α Α Α Α2 3 4 5 6
Fig. 2.3 { Deux fonctions -separables (avec   6)
Denition 6
Deux fonctions f et g sont dites -separables si et seulement s'il existe a intervalles
I
1
,. . . ,I
a
avec a  , I
i
=]A
i
; A
i+1
[, A
1
= ?1, A
a+1
=1, i > j ) A
i
> A
j
, p = pair
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ou p = impair, et :
8i 2 [1; a] : (p(i)) (8x 2 I
i
: f(x) < g(x)) ^ (A
i+1
6=1) f(A
i+1
)  g(A
i+1
)))
8i 2 [1; a] : (:p(i)) (8x 2 I
i
: f(x) > g(x)) ^ (A
i+1
6=1) f(A
i+1
)  g(A
i+1
)))
Un ensemble E de fonctions est dit -separable si et seulement si, pour toute fonction f
appartenant a E, pour toute fonction g appartenant a E, f et g sont -separables.
Deux fonctions f et g sont -separables s'il est possible de decomposer l'ensemble
des entiers naturels IN en a   intervalles I
1
, . . . , I
a
tels que l'une des deux fonc-
tions est strictement plus grande (alternativement plus petite) que l'autre sur chaque
intervalle. Dans la denition, a est la plus petite valeur satisfaisant cette propriete. On
remarque que si deux fonctions sont -separables alors elles sont dierentes. L'intere^t
de la -separabilite pour le test vient de la Propriete 4 et du Corollaire 5, qui sont des
consequences directes de la Denition 6.
Propriete 4
Si f et g sont -separables et D un sous-ensemble de IN tel que 8x 2 D : f(x) = g(x)
alors Card(D) < .
Card(D) denote le cardinal de l'ensemble D. La Propriete 4 implique que les fonc-
tions -separables ne peuvent pas concider sur plus de  ? 1 valeurs. Autrement dit,
tout jeu de test contenant au moins  valeurs est complet pour un ensemble de fonc-
tions -separables. Notons que cette condition est moins contraignante que la propriete
correspondante pour les fonctions -periodiques (Propriete 3) car cette derniere impose
une condition sur le choix des valeurs de test : il faut choisir les  + 1 premiers entiers.
Cela est du^ au fait que les fonctions -periodiques peuvent exhiber un comportement
specique sur les  premiers entiers naturels (cf. Denition 2).
On deduit le Corollaire 5 suivant de la Propriete 4.
Corollaire 5
Si C est un ensemble de fonctions -separables alors f0; : : : ;  ? 1g est un jeu de test
complet pour C.
Preuve
Un jeu de test J est complet pour C (cf. Denition 5) s'il verie la propriete :
8f 2 C : 8g 2 C : (f 6= g ) 9x 2 J : f(x) 6= g(x))
Puisque Card(f0; : : : ; ? 1g) = , la Propriete 4 implique bien :
8f 2 C : 8g 2 C : (f 6= g ) 9x 2 f0; : : : ; ? 1g : f(x) 6= g(x))
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2
Les resultats concernant la -periodicite et la -separabilite peuvent e^tre reunis de
la maniere suivante :
Propriete 6
Si E = E
1
[ E
2
avec E
1
croissant -separable et E
2
-periodique alors f0; : : : ; g est
un jeu de test complet pour E avec  = max(? 1; ).
Il s'avere que les fonctions inationnistes apparaissant dans nos schemas sont egale-
ment croissantes et -separables (cf. Propriete 13 et Propriete 16 de la Partie 2.2.2.2).
Nous pouvons donc utiliser la Propriete 6 pour calculer les jeux de test complets associes
aux schemas.
La Propriete 6 peut e^tre prouvee en se basant sur la Propriete 3 et le Corollaire 5,
et en montrant que les valeurs de test necessaires pour distinguer deux fonctions de
E
1
ou deux fonctions de E
2
sont susantes pour distinguer une fonction de E
1
et une
fonction de E
2
.
Preuve
Soit E = E
1
[E
2
avec E
1
croissant -separable et E
2
-periodique. Un jeu de test
est complet pour E s'il permet de distinguer deux a deux toutes les fonctions de cet
ensemble. Soient f et g deux fonctions quelconques de E. Pour montrer la Propriete 6,
il faut donc dierencier les cas possibles d'appartenances de f et g a E
1
et E
2
. Si f
et g appartiennent au me^me sous-ensemble, le Corollaire 5 (pour E
1
) et la Propriete 3
(pour E
2
) permettent de conclure. Autrement, l'une des fonctions est -periodique et
l'autre croissante. D'apres la Denition 2, on sait que le test d'une fonction -periodique
sur la valeur  rend une valeur deja obtenue lors de son test sur les  valeurs precedentes.
Par ailleurs, on sait qu'une fonction croissante ne peut manifester un tel comportement
puisqu'elle est necessairement injective. Le jeu de test f0; : : : ; g permet donc de die-
rencier une fonction -periodique d'une fonction croissante.
Plus formellement, d'apres la Denition 5, J est un jeu de test complet pour E s'il
verie la propriete :
8f 2 E : 8g 2 E : (f 6= g ) 9x 2 J : f(x) 6= g(x))
On doit donc montrer :
8f 2 E
1
[E
2
: 8g 2 E
1
[E
2
: (f 6= g ) 9x 2 J : f(x) 6= g(x))
C'est-a-dire
8f 2 E
1
: 8g 2 E
1
: (f 6= g ) 9x 2 J : f(x) 6= g(x))
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^
8f 2 E
1
: 8g 2 E
2
: (f 6= g ) 9x 2 J : f(x) 6= g(x))
^
8f 2 E
2
: 8g 2 E
2
: (f 6= g ) 9x 2 J : f(x) 6= g(x))
Il est facile de verier que si on peut trouver J
1
, J
2
et J
3
tels que :
{ 8f 2 E
1
: 8g 2 E
1
: (f 6= g ) 9x 2 J
1
: f(x) 6= g(x)),
{ 8f 2 E
2
: 8g 2 E
2
: (f 6= g ) 9x 2 J
2
: f(x) 6= g(x)),
{ 8f 2 E
1
: 8g 2 E
2
: (f 6= g ) 9x 2 J
3
: f(x) 6= g(x)).
alors J = J
1
[ J
2
[ J
3
est un jeu de test complet pour E = E
1
[E
2
.
D'apres le Corollaire 5 et la Propriete 3, il sut de choisir J
1
= f0; : : : ;  ? 1g et
J
2
= f0; : : : ; g.
D'apres la Denition 2, si f est une fonction -periodique alors 9v 2 [0;  ? 1] tel
que f() = f(v). Par ailleurs, si g est une fonction croissante alors nous savons que
8x 2 IN : 8y 2 IN : x 6= y ) f(x) 6= f(y). Nous avons donc :
Card(ff(x) j x 2 [0; ]g) =  + 1) f 62 E
2
et
Card(ff(x) j x 2 [0; ]g) 6=  + 1) f 62 E
1
Donc, 8f 2 E
1
: 8g 2 E
2
: 9x 2 f0; : : : ; g : f(x) 6= g(x).
Le jeu de test J
3
= J
2
= f0; : : : ; g permet donc de dierencier f 2 E
1
de g 2 E
2
.
Ainsi, un jeu de test complet J pour E est :
J = J
1
[ J
2
[ J
3
= J
1
[ J
2
= f0; : : : ; ? 1g [ f0; : : : ; g = f0; : : : ; g
avec  =max(? 1; ).
2
Dans cette partie, nous avons vu que nous pouvions determiner des jeux de test
complets pour des ensembles de fonctions veriant certaines proprietes (-periodicite,
croissance, -separabilite). Dans les parties suivantes (2.2.2 et 2.2.3), nous explorons
dierentes manieres de construire des ensembles de fonctions veriant ces proprietes
par le biais de schemas. Le premier schema auquel nous nous interessons permet de
construire des fonctions recursives unaires sur les entiers naturels.
2.2.2 Schemas unaires simples
Nous commencons par rappeler la denition de la hierarchie de schemas introduite
dans la Partie 2.1.
Denition 7
S
1
1
= fx: (x+ k) j k 2 INg
S
fx: k j k 2 INg
S
1
i+1
= ff j f(0) = k
f(n+ 1) = g(f(n)) ; k 2 IN; g 2 S
1
i
g
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Les schemas S
1
n
sont inspires par des travaux sur les types inductifs et les schemas
de programmes inductifs associes [PDM89]. Comme nous l'avons remarque dans la
Partie 2.1, la premiere observation a faire a propos des schemas S
1
n
est qu'ils peuvent
e^tre partitionnes en deux classes de fonctions : la premiere classe ne contient que des
fonctions -periodiques, et la seconde ne contient que des fonctions inationnistes. Nous
les traitons dans cet ordre dans les Parties 2.2.2.1 et 2.2.2.2 avant de regrouper les
resultats pour traiter les schemas complets dans la Partie 2.2.2.3.
2.2.2.1 Les fonctions -periodiques
Nous montrons d'abord un certain nombre de proprietes utiles satisfaites par les
fonctions (; )-periodiques. Ces proprietes sont essentiellement basees sur le fait que
toute fonction f de S
1
n
peut s'ecrire sous la forme : f(x) = g
x
(k). Elles nous permettent
ensuite de prouver des resultats importants (Proprietes 11 et 12) sur la propagation de
la -periodicite a travers la hierarchie de schemas fS
1
n
; n 2 INg.
Lemme 7
Si f (; )-periodique alors Card(f(IN))  + .
Preuve
Decoule directement de la Propriete 1.
2
Propriete 8
Si f (; )-periodique alors
8k : 9j 2]1; (+  + 1)] : 9j
0
2 [1; j[ : f
j
(k) = f
j
0
(k):
Preuve
Nous montrons la propriete en raisonnant par l'absurde.
Supposons f (; )-periodique et 9k : 8j 2]1; (+ +1)] : 8j
0
2 [1; j[ : f
j
(k) 6= f
j
0
(k).
On a alors : 9k : 8i 2 [1; ( +  + 1)] : 8i
0
2 [1; ( +  + 1)] : i 6= i
0
) f
i
(k) 6= f
i
0
(k).
On en conclut : Card(f(IN))  (+  + 1), ce qui contredit le Lemme 7.
2
Propriete 9
Soient f (; )-periodique et v; v
0
les deux plus petites valeurs de j; j
0
satisfaisant la
Propriete 8 pour une valeur k donnee.
On a alors :
8  0 : 8i 2 [0; (v ? v
0
? 1)] : f
v
0
+i+(v?v
0
)
(k) = f
v
0
+i
(k):
74 Jeux de test complets pour des schemas de fonctions sur les entiers
Preuve
Soit P ()  (8i 2 [0; (v ? v
0
? 1)] : f
v
0
+i+(v?v
0
)
(k) = f
v
0
+i
(k)).
Prouvons P (n) par recurrence sur n.
 Cas de base : P (0) est trivialement vraie.
 Cas de recurrence : supposons P (n) vraie et montrons P (n+ 1) vraie.
P (n+ 1)  (8i 2 [0; (v ? v
0
? 1)] : f
v
0
+i+(n+1)(v?v
0
)
(k) = f
v
0
+i
(k)).
Or,
f
v
0
+i
(k) = f
v
0
(f
i
(k)) = f
v
(f
i
(k)) = f
v+i
(k) = f
v+i+v
0
?v
0
(k) = f
v?v
0
(f
v
0
+i
(k)).
Par hypothese de recurrence (P (n)), on a :
8i 2 [0; (v ? v
0
? 1)] : f
v
0
+i+n(v?v
0
)
(k) = f
v
0
+i
(k):
Donc, f
v?v
0
(f
v
0
+i
(k)) = f
v?v
0
(f
v
0
+i+n(v?v
0
)
(k)) = f
v
0
+i+(n+1)(v?v
0
)
(k).
Nous concluons alors que : f
v
0
+i
(k) = f
v
0
+i+(n+1)(v?v
0
)
(k),
et donc P (n+ 1) est vraie.
Nous avons ainsi montre : 8  0 : 8i 2 [0; (v ? v
0
? 1)] : f
v
0
+i+(v?v
0
)
(k) = f
v
0
+i
(k).
2
Propriete 10
Soient f (; )-periodique et v; v
0
les deux plus petites valeurs de j; j
0
satisfaisant la
Propriete 8 pour une valeur k donnee.
Alors il existe une fonction h denie sur l'intervalle [0; v ? v
0
? 1] telle que :
8x : (x  v
0
) f
x
(k) = h(x mod (v ? v
0
))):
Preuve
Il sut de denir h par : i 2 [0; (v ? v
0
? 1)]) h(i) = f
v
0
+i
(k).
La Propriete 9 implique : 8x  v
0
: f
x
(k) = f
v
0
+(x mod (v?v
0
))
(k).
On a donc bien : 8x  v
0
: f
x
(k) = h(x mod (v ? v
0
)).
2
La propriete suivante nous permet de montrer que la periodicite se propage a travers
la hierarchie de schemas recursifs.
Propriete 11
Si g (; )-periodique et f denie par :
f(0) = k
f(n+ 1) = g(f(n))
alors f -periodique avec  = (+  + 1).
Preuve
Soient g (; )-periodique et v; v
0
les deux plus petites valeurs de j; j
0
satisfaisant la
Propriete 8 pour la valeur k utilisee dans la denition de f(0) (ci-dessus). La Propriete 8
nous permet de conclure que :
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81  i
0
< i < v : g
i
(k) 6= g
i
0
(k)
C'est-a-dire :
81  i
0
< i < v : f(i) 6= f(i
0
).
Nous devons maintenant distinguer les deux cas suivants :
1. 8i 2 [1; v[ : f(i) 6= f(0)
2. 9i 2 [1; v[ : f(i) = f(0)
 Premier cas : 8i 2 [1; v[ : f(i) 6= f(0).
Dans ce cas, on peut conclure que :
80  i
0
< i < v : f(i) 6= f(i
0
): (1)
D'autre part, d'apres la Propriete 10, il existe une fonction h denie sur l'intervalle
[0; (v ? v
0
? 1)] telle que :
8x  v
0
: g
x
(k) = h(x mod (v ? v
0
))
c'est-a-dire
8x  v
0
: f(x) = h(x mod (v ? v
0
))
avec 1  v
0
< v  (+  + 1).
Donc, en posant n = v
0
et m = v? v
0
, on conclut qu'il existe une fonction h denie
sur l'intervalle [0; (m ? 1)] telle que :
8x  n : f(x) = h(x mod m):
Par ailleurs, (1) implique :
8x < n+m : 8y < n+m : (f(x) = f(y)) x = y):
Nous avons ainsi montre que, dans ce premier cas, f est (n;m)-periodique (cf. Pro-
priete 1) avec (n+m) = v  (+  + 1).
 Second cas : 9i 2 [1; v[ : f(i) = f(0).
Soit m 2 [1; v ? 1] la plus petite valeur telle que f(m) = f(0).
On a alors : 80  i
0
< i < m : f(i) 6= f(i
0
),
c'est-a-dire 8x < m : 8y < m : (f(x) = f(y)) x = y).
En faisant un raisonnement similaire a celui du premier cas, on montre qu'il existe
une fonction h denie sur l'intervalle [0; (m? 1)] telle que :
8x  0 : f(x) = h(x mod m):
Nous avons donc montre que, dans ce second cas, f est (0;m)-periodique (cf. Pro-
priete 1) avec m < v  (+  + 1).
En rassemblant les resultats des deux precedents cas selon la Denition 2, nous
pouvons nalement conclure que f est -periodique avec  = (+  + 1).
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2
La propriete suivante caracterise la propagation de la propriete de periodicite a
travers la hierarchie de schemas et conclut notre traitement des fonctions periodiques.
La Denition 2 et la Propriete 11 permettent de montrer la Propriete 12.
Propriete 12
Soit f denie par
f(0) = k
f(n+ 1) = g(f(n)
avec g -periodique,
alors f est ( + 1)-periodique.
2.2.2.2 Les fonctions inationnistes
Nous nous interessons maintenant a la classe des fonctions inationnistes engendrees
par le schema S
1
n
. Le resultat suivant est utile pour montrer qu'un schema ne peut
contenir que des fonctions inationnistes ou -periodiques.
Propriete 13
Soit f denie par
f(0) = k
f(n+ 1) = g(f(n))
avec g inationniste.
Si k  
g
alors f est croissante et inationniste.
Si k < 
g
alors f est -periodique (en fait, f est la fonction constante f(n) = k).
La seconde partie de la Propriete 13 vient du fait que les fonctions inationnistes
concident avec l'identite pour des valeurs inferieures a leur seuil (Denition 3). La
premiere partie est prouvee par recurrence sur l'argument de f .
Preuve
 Premier cas : k  
g
.
Pour prouver que f est inationniste, nous montrons par recurrence sur n les pro-
prietes suivantes :
1. 8n : f(n)  
g
2. 8n : f(n+ 1) > f(n) (croissance de f)
(1)  Cas de base : f(0) = k  
g
.
(1)  Cas de recurrence : supposons f(n)  
g
.
f(n+ 1) = g(f(n)) > f(n)  
g
.
Donc, 8n : f(n)  
g
.
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(2)  Cas de base : f(1) = g(f(0)) = g(k) > k = f(0) car k  
g
.
(2)  Cas de recurrence : supposons f(n) > f(n? 1).
f(n+ 1) = g(f(n)) > f(n) car f(n)  
g
.
Donc, f est croissante.
La fonction f etant croissante, la Propriete 2 permet de conclure que f est ina-
tionniste.
 Second cas : k < 
g
.
On prouve par recurrence que 8n : f(n) = k.
Le cas de base est direct (f(0) = k).
Supposons maintenant f(n) = k et montrons f(n+ 1) = k.
Puisque k < 
g
on a g(k) = k d'apres la Denition 3.
Donc f(n+ 1) = g(f(n)) = g(k) = k.
2
On peut egalement associer a chaque schema de la hierarchie une borne superieure
des seuils des fonctions inationnistes lui appartenant (Propriete 15). Mais auparavant,
nous devons demontrer le lemme suivant (utile pour la preuve de la Propriete 15) :
Lemme 14
Si f est une fonction inationniste appartenant a un schema S
1
n
telle que f 6= x: (x+k)
et i un entier tel que i  n alors on a : f(i? 1)? f(i? 2) > 1.
Preuve
Nous prouvons ce lemme par recurrence sur n.
Cas de base : le schema S
1
1
ne contient pas de fonction inationniste autre que
x: (x+ k). Le lemme est donc trivialement vrai.
Cas de recurrence : supposons le lemme vrai pour n et montrons le pour n+ 1.
La fonction f est inationniste et appartient au schema S
1
n+1
donc il existe (cf.
Denition 7 et Proprietes 12, 13 et 17) une fonction g inationniste appartenant au
schema S
1
n
telle que :
f(i? 1) = g(f(i? 2))
et
f(i? 2) = g(f(i? 3)):
 Premier cas : supposons g 6= x: (x+ k).
Soit K = f(i? 2) + 1.
La fonction f est inationniste donc f(i? 2)  i? 2.
De plus, i?2  n?1 car i  n+1 par hypothese de recurrence (puisque f 2 S
1
n+1
).
Donc f(i? 2)  n? 1 et K  n.
On a egalement : f(i? 1)? f(i? 2) = g(K ? 1)? g(f(i? 3)).
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La fonction f est croissante (puisque inationniste) donc f(i ? 3) < f(i ? 2) et
f(i? 3)  f(i? 2)? 1 = K ? 2.
La fonction g etant croissante, on a aussi : g(f(i? 3))  g(K ? 2).
Donc, g(K?1)?g(f(i?3))  g(K?1)?g(K?2) > 1 par hypothese de recurrence
puisque K  n.
 Second cas : supposons g = x: (x+ k
0
).
k
0
6= 0 car si on avait k
0
= 0, on aurait g = x: x et f serait une fonction constante,
ce qui contredit l'hypothese que f est inationniste.
k
0
6= 1 car sinon on aurait g = x: (x+ 1) et donc f = x: (x+ k), ce qui contredit
les hypotheses.
Donc, k
0
> 1 et f(i? 1) = g(f(i? 2)) = f(i? 2) + k
0
> f(i? 2) + 1.
2
Propriete 15
Si f est une fonction inationniste dierente de l'identite appartenant a un schema S
1
n
alors 
f
 n? 1.
Preuve
 Si f = x: (x+ k) avec k 6= 0 alors 
f
= 0. Donc, 8n : 
f
 n? 1.
 Sinon, on peut appliquer le Lemme 14. On a :
8i  n : f(i? 1)? f(i? 2) > 1
donc, en particulier :
f(n? 1)? f(n? 2) > 1
c'est-a-dire :
f(n? 1) > 1 + f(n? 2)  n? 1
car f(n? 2)  n? 2 puisque f est inationniste.
Donc, f(n? 1) > n? 1 et on a alors : 
f
 n? 1.
2
Le resultat suivant correspond a la Propriete 12 pour la propagation de la propriete
de -separabilite a travers la hierarchie de schemas.
Propriete 16
Soient f et f
0
denies par
f(0) = k
f(n+ 1) = g(f(n)
f
0
(0) = k
0
f
0
(n+ 1) = g
0
(f
0
(n)
avec g et g
0
-separables et inationnistes, k  
g
et k
0
 
0
g
,
alors f et f
0
sont ( + 1)-separables.
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Le fait que f et f
0
sont egalement inationnistes a ete etabli par la Propriete 13.
Le coeur de la preuve de la Propriete 16 consiste a associer a chaque intervalle J
j
(a
part le dernier) satisfaisant la Denition 6 pour f et f
0
, un intervalle I
i
satisfaisant la
Denition 6 pour g et g
0
. Dierents cas sont consideres, dependants de la vacuite de J
j
.
Dans chaque cas, le fait que les fonctions g et g
0
sont inationnistes joue un ro^le crucial.
Preuve
Les fonctions f et f
0
de la Propriete 16 peuvent e^tre denies de maniere plus concise
comme :
{ f(n) = g
n
(k)
{ f
0
(n) = g
0
n
(k
0
)
 Nous etablissons d'abord que si g et g
0
sont -separables alors il existe  tel que f
et f
0
sont -separables (c'est-a-dire qu'il existe un plus petit b   tel qu'il est possible
de decomposer l'ensemble IN en b intervalles sur lesquels l'une des deux fonctions est
strictement plus grande, alternativement plus petite, que l'autre).
En eet, si g et g
0
sont -separables, il existe un plus petit a satisfaisant la De-
nition 6. D'apres cette me^me denition, il existe donc aussi une valeur A
a
telle que
8x > A
a
: g(x) < g
0
(x) (ou l'inverse). Et puisque k  
g
, k
0
 
0
g
, f et f
0
sont
inationnistes et croissantes (Propriete 13). Il existe donc c tel que f(c) > A
a
et
f
0
(c) > A
a
; puisque f(c + m) = g
m
(f(c)) et f
0
(c + m) = g
0m
(f
0
(c)), il existe u tel
que 8c > u : f(c) < f
0
(c). On a donc J
b
=]B
b
;1[ avec B
b
le plus petit u satisfaisant
cette propriete. On peut ensuite decouper l'intervalle ]? 1; B
b
[ selon la Denition 6.
 Soient J
j
=]B
j
; B
j+1
[; j 2 [1; b], les intervalles associes a f , f
0
par la Denition 6.
On montre maintenant que b  a+1 en associant a chaque intervalle J
j
; j 2 [1; b? 1],
un intervalle dierent I
i
; i 2 [1; a].
Soit J
j
=]B
j
; B
j+1
[; j > 1; B
j+1
> B
j
, et 8n 2 J
j
: g
n
(k) < g
0
n
(k
0
) (l'inverse se
traite de la me^me facon). On suppose j 6= b, donc B
j+1
6= 1. D'apres la Denition 6,
on a egalement g
B
j+1
(k)  g
0B
j+1
(k
0
) et g
B
j
(k)  g
0B
j
(k
0
).
On distingue les cas B
j+1
> B
j
+ 1 et B
j+1
= B
j
+ 1.
 Premier cas : B
j+1
> B
j
+ 1.
Alors J
j
6= ? et g
(B
j+1
)?1
(k) < g
0(B
j+1
)?1
(k
0
).
La fonction g est croissante donc g
B
j+1
(k) < g(g
0(B
j+1
)?1
(k
0
)).
g
0B
j+1
(k
0
)  g
B
j+1
(k) donc :
g
0
(g
0(B
j+1
)?1
(k
0
)) < g(g
0(B
j+1
)?1
(k
0
)): (1)
 Second cas : B
j+1
= B
j
+ 1.
On a alors g
B
j
(k)  g
0B
j
(k
0
) et g(g
B
j
(k))  g
0
(g
0B
j
(k
0
)).
La fonction g est croissante donc :
g(g
0B
j
(k
0
))  g(g
B
j
(k))  g
0
(g
0B
j
(k
0
)): (2)
Des resultats (1) et (2), on deduit qu'il est possible d'associer a J
j
une valeur v
j
telle que v
j
2 H
j
= [g
0B
j
(k
0
); g
0(B
j+1
)?1
(k
0
)] et g
0
(v
j
)  g(v
j
).
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La fonction g
0
est inationniste donc j 6= j
0
) H
j
\H
j
0
= ?.
Donc j 6= j
0
) v
j
6= v
j
0
. Donc tous les v
j
sont dierents et j > j
0
) v
j
> v
j
0
.
Par ailleurs, si on a g
0
(v
j
)  g(v
j
) alors g
0
(v
j+1
)  g(v
j+1
) (et vice versa).
Donc, si I
i
=]A
i
; A
i+1
[; i 2 [1; a] sont les intervalles associes a (g; g
0
) alors il existe i
et i
0
avec i 6= i
0
tels que v
j
2 [A
i
; A
i+1
[ et v
j+1
2 [A
i
0
; A
i
0
+1
[.
On a donc associe a chaque intervalle J
j
(pour j 6= b; j 6= 1)un intervalle [A
i
; A
i+1
[
dierent. Si j = 1, on a l'intervalle ]A
1
; A
2
[. On a donc : b  a+ 1.
Nous avons donc montre que f et f
0
sont -separables avec    + 1. D'apres la
Denition 6, f et f
0
sont egalement (+ 1)-separables.
2
2.2.2.3 Derivation de jeux de test complets pour les schemas S
1
n
Propriete 17
8n : S
1
n
= E
1
n
[E
2
n
avec E
1
n
inationniste n-separable et E
2
n
n-periodique.
Cette propriete est prouvee par recurrence sur n, en utilisant la Propriete 13, la
Propriete 16 et la Propriete 12.
Preuve
 Cas de base : S
1
1
= fx: (x+ k) j k 2 INg [ fx: k j k 2 INg
L'ensemble de fonctions fx: (x+ k) j k 2 INg est 1-separable puisque cet ensemble
de fonctions est completement ordonne. Par ailleurs, toute fonction x: (x + k) est
inationniste (et de seuil 0 si k > 0, 1 sinon).
D'autre part, l'ensemble de fonctions fx: k j k 2 INg est 1-periodique.
 Cas de recurrence : supposons S
1
n
= E
1
n
[E
2
n
avec E
1
n
inationniste n-separable et E
2
n
n-periodique.
S
1
n+1
= ff j f(0) = k
f(x+ 1) = g(f(x)) ; k 2 IN; g 2 S
1
n
g
donc S
1
n+1
= E
0
1
[E
0
2
avec :
E
0
1
= ff j f(0) = k
f(x+ 1) = g(f(x)) ; k 2 IN; g 2 E
1
n
g
E
0
2
= ff j f(0) = k
f(x+ 1) = g(f(x)) ; k 2 IN; g 2 E
2
n
g
D'apres les Proprietes 13 et 16, on a : E
0
1
= E
00
1
[ fx: k j k 2 INg avec E
00
1
ination-
niste (n+ 1)-separable.
Par ailleurs, la Propriete 12 nous permet de conclure que E
0
2
est (n+1)-periodique.
On a de plus fx: k j k 2 INg  E
0
2
puisque la hierarchie fS
1
n
; n 2 INg est ordonnee ;
donc S
1
n+1
= E
00
1
[E
0
2
avec E
00
1
inationniste (n+1)-separable et E
0
2
(n+1)-periodique.
2
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La conjonction de la Propriete 17 et de la Propriete 6 nous permet de deriver la
propriete suivante qui conclut notre traitement des schemas unaires simples.
Propriete 18
8n : f0; : : : ; ng est un jeu de test complet pour S
1
n
.
2.2.3 Schemas unaires plus complexes
La hierarchie de schemas consideree dans la Partie 2.2.2 est limitee. Elle nous a
surtout permis d'introduire les principes de base de notre methode. Nous explorons
maintenant une hierarchie de schemas unaires plus riche, le cas des schemas binaires
etant etudie dans la Partie 2.3. Pour chacun de ces nouveaux schemas, nous pouvons
determiner un jeu de test complet en reutilisant les resultats obtenus precedemment.
La hierarchie fS
2
n
; n 2 INg que nous proposons est une generalisation de la hierarchie
fS
1
n
; n 2 INg permettant des appels recursifs qui ne s'appliquent pas directement a
l'argument n :
Denition 8
S
2
i
= ff j f(0) = k
f(n+ 1) = g(f(h(n))) ; k 2 IN; g 2 S
1
i
; h 2 S
1
i
g
Une premiere dierence par rapport aux schemas S
1
n
est que S
2
n
ne contient pas
que des fonctions totales. Selon la valeur de la fonction h en eet, l'appel recursif a
f peut s'appliquer a un argument superieur a l'argument initial. Nous nous penchons
donc d'abord sur le domaine de denition des fonctions de S
2
n
.
Propriete 19
Soit f denie par
f(0) = k
f(n+ 1) = g(f(h(n)))
avec g 2 S
1
i
et h 2 S
1
i
.
Si f est denie pour toutes les valeurs de l'ensemble f1; : : : ; ig alors f est totale.
Preuve
An de montrer cette propriete, nous distinguons les cas h i-periodique et h ination-
niste.
 Cas h i-periodique.
Si h est i-periodique alors il existe   i tel que 8n : h(n+ ) = h(n).
On a donc :
8n : f(n+  + 1) = g(f(h(n+ ))) = g(f(h(n))) = f(n+ 1):
Tester f sur les valeurs 1 a i est donc susant pour statuer sur sa (non-)terminaison.
 Cas h inationniste.
82 Jeux de test complets pour des schemas de fonctions sur les entiers
Deux situations peuvent se presenter. Soit h est egale a l'identite, et alors la fonction
f obtenue appartient a S
1
i+1
(cf. Denition 7) ; soit h est dierente de l'identite et on a :

h
 i?1 (d'apres la Propriete 15, car h 2 S
1
i
). Dans ce dernier cas, f n'est pas totale ;
de plus, sa non-terminaison se manifeste sur au moins une des valeurs de l'ensemble
f1; : : : ; ig puisque h(
h
) > 
h
avec 
h
< i.
2
Lorsque h est i-periodique, la fonction f obtenue, quand elle termine, n'est ni perio-
dique (au sens de la Denition 2) ni inationniste. Elle a cependant un comportement
cyclique (comme les fonctions periodiques) mais elle peut repeter certaines valeurs la
ou les fonctions periodiques garantissent des valeurs distinctes. Neanmoins, la propriete
suivante nous permet de distinguer ce nouveau type de fonction des fonctions perio-
diques et inationnistes rencontrees jusqu'ici.
Propriete 20
Soit f denie par
f(0) = k
f(n+ 1) = g(f(h(n)))
avec g 2 S
1
i
et h 2 S
1
i
i-periodique.
Si f est totale alors l'ensemble f0; : : : ; 2ig permet d'identier f .
Preuve
L'ensemble d'arrivee de f se calcule de la maniere suivante :
ff(x) j x 2 INg = fkg [ fg(f(h(x))) j x 2 INg:
Or, la fonction h est i-periodique donc :
Card(fh(x) j x 2 INg)  i:
Comme f est totale, on a alors :
Card(ff(x) j x 2 INg)  i+ 1:
Ainsi, la fonction f a un comportement cyclique (puisque son codomaine est ni).
Pour determiner la periode de f , il est necessaire de reconna^tre une sequence d'au
moins i valeurs de f(x) a partir de x = i+ 1. On considere
v
0
= f(0); v
1
= f(1); : : : v
2i
= f(2i):
On note v
0
: : : : : v
2i
la sequence des 2i+ 1 premieres valeurs de f .
La fonction f etant cyclique, sa periode est la plus petite valeur  telle qu'il existe
une sequence K = v
2i?+1
: : : : : v
2i
de valeurs, avec :
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v
0
: : : : : v
2i
=< v
0
: : : : : v
u
>:: K :: : : : :: K
avec au moins 2 occurrences de K et u < i.
2
En rassemblant les resultats obtenus dans cette partie, nous pouvons verier que :
8n : S
1
n+1
 S
2
n
. Nous sommes maintenant en mesure de deriver un jeu de test complet
pour les fonctions totales d'un schema S
2
n
.
Propriete 21
8n : f0; : : : ; 2ng est un jeu de test complet pour les fonctions totales de S
2
n
.
Preuve
Soit f denie par
f(0) = k
f(x+ 1) = g(f(h(x)))
avec g 2 S
1
n
et h 2 S
1
n
.
D'apres les resultats precedents, on a :
{ si h est l'identite alors f est totale et f 2 S
1
n+1
(cf. Denition 7),
{ si h est i-periodique alors f est totale et on est dans le cas de la Propriete 20,
{ si h est inationniste mais dierente de l'identite alors f n'est pas totale et sa
non-terminaison est detectee par le jeu de test f1; : : : ; ng (cf. Propriete 19).
D'apres la Propriete 18, f0; : : : ; n+ 1g est un jeu de test pour S
1
n+1
.
D'autre part, f0; : : : ; 2ng est un jeu de test pour les fonctions cycliques de S
2
n
. De
plus, il permet de distinguer ces fonctions des fonctions periodiques et inationnistes
de S
1
n+1
.
Donc, f0; : : : ; 2ng est un jeu de test complet pour les fonctions totales de S
2
n
.
2
Toutes les fonctions considerees jusqu'ici sont unaires. Nous nous interessons main-
tenant aux fonctions binaires (Partie 2.3).
2.3 Resultats pour des schemas binaires
Dans cette partie, nous montrons comment les resultats etablis pour des schemas
unaires dans la Partie 2.2 peuvent e^tre utilises an de deriver des jeux de test complets
pour des schemas binaires.
Dans un premier temps, nous denissons les schemas binaires auxquels nous nous
interessons (Partie 2.3.1). Nous proposons ensuite des jeux de test complets pour ces
schemas dans la Partie 2.3.2.
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2.3.1 Schemas binaires
Les schemas suivants capturent quelques denitions recursives communes :
Denition 9
B
1
(X
1
;X
2
) = ff j f(0;m) = h(m)
f(n+ 1;m) = g(f(n;m)) ; g 2 X
1
; h 2 X
2
g
B
2
(X
1
;X
2
) = ff j f(0;m) = h(m)
f(n+ 1;m) = f(n; g(m)) ; h 2 X
1
; g 2 X
2
g
B
3
(X) = ff j f(0;m) = k
f(n+ 1;m) = g(m; f(n;m)) ; k 2 IN; g 2 Xg
Ainsi, les schemas binaires B
1
et B
2
sont parametres par les schemas unaires as-
socies aux fonctions les denissant, et le schema binaire B
3
est parametre par un des
schemas binaires de la denition. La Propriete 17 montre que chaque schema unaire S
1
i
se partitionne en deux classes de fonctions correspondant aux fonctions -periodiques
et aux fonctions inationnistes. An de pouvoir traiter les schemas binaires, nous de-
vons considerer ces deux classes de fonctions separement. Nous les appelons P
i
et I
i
respectivement (pour -periodiques et inationnistes).
Denition 10
P
1
= fx: k j k 2 INg
P
i+1
= ff j f(0) = k
f(n+ 1) = g(f(n)) ; k 2 IN; g 2 P
i
g
I
1
= fx: (x+ k) j k 2 INg
I
i+1
= ff j f(0) = k
f(n+ 1) = g(f(n)) ; k  i? 1; g 2 I
0
i
g
I
0
1
= fx: (x+ k) j k > 0g
I
0
i+1
= ff j f(0) = k
f(n+ 1) = g(f(n)) ; k 6= 0; g 2 I
0
i
g
S
ff j f(0) = 0
f(n+ 1) = g(f(n)) ; g 2 I
00
i
g
I
00
1
= fx: (x+ k) j k > 1g
I
00
i+1
= ff j f(0) = k
f(n+ 1) = g(f(n)) ; k > 1; g 2 I
0
i
g
S
ff j f(0) = 0
f(n+ 1) = g(f(n)) ; g 2 I
00
i
g
S
ff j f(0) = 1
f(n+ 1) = g(f(n)) ; g 2 I
00
i
g
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La sous-classe de fonctions I
0
i
est utilisee an d'exclure la possibilite que g = id dans
la denition de I
i+1
(cf. Proprietes 13 et 15). Le schema intermediaire I
00
i
permet de
supprimer de maniere syntaxique les dierentes denitions possibles pour la fonction
identite et la fonction successeur.
Nous pouvons maintenant etablir les principaux resultats concernant les schemas
binaires.
2.3.2 Derivation de jeux de test complets pour les schemas binaires
Les proprietes suivantes permettent d'associer un jeu de test complet a la plupart
des schemas parametres de la Denition 9. Nous portons d'abord notre attention sur
la preuve de ces proprietes avant de discuter leur portee. Les preuves presentees dans
cette partie sont plus ((operationnelles)) que celles de la Partie 2.2.2. Cela est du^ au fait
que nous ne cherchons pas a prouver qu'un schema verie certaines proprietes comme
precedemment, mais seulement qu'il est possible de le tester. La premiere propriete
concerne les schemas B
1
(X
1
;X
2
).
Propriete 22
(f0g f0; : : : ; j ? 1g)[ (f1g f0; : : : ; i? 1g) est un jeu de test complet pour B
1
(I
i
; I
j
).
f0; : : : ; ig  f0; : : : ; jg est un jeu de test complet pour B
1
(I
i
; P
j
).
f0; : : : ; i+ 1g  f0; : : : ; jg est un jeu de test complet pour B
1
(P
i
; P
j
).
Preuve
Nous considerons successivement les trois cas de la Propriete 22 pour les valeurs des
parametres de B
1
.
 Schema B
1
(I
i
; I
j
)
Soient f et f
0
appartenant a B
1
(I
i
; I
j
) et
8(x; y) 2 (f0g  f0; : : : ; j ? 1g) [ (f1g  f0; : : : ; i? 1g) : f(x; y) = f
0
(x; y):
On a donc
f(0;m) = h(m)
f(n+ 1;m) = g(f(n;m))
et
f
0
(0;m) = h
0
(m)
f
0
(n+ 1;m) = g
0
(f
0
(n;m))
avec g 2 I
i
, g
0
2 I
i
, h 2 I
j
et h
0
2 I
j
.
La propriete
8(x; y) 2 f0g  f0; : : : ; j ? 1g : f(x; y) = f
0
(x; y)
est equivalente a
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8y 2 f0; : : : ; j ? 1g : h(y) = h
0
(y)
ce qui implique h = h
0
d'apres les Proprietes 4 et 17 (puisque h 2 I
j
et h
0
2 I
j
).
La propriete
8(x; y) 2 f1g  f0; : : : ; i? 1g : f(x; y) = f
0
(x; y)
est equivalente a
8y 2 f0; : : : ; i? 1g : g(h(y)) = g
0
(h
0
(y)) = g
0
(h(y)):
Comme h est croissante, tous les h(y) sont dierents et g et g
0
sont egales sur un do-
maine de cardinalite i. De nouveau, la Propriete 4 nous permet de conclure g = g
0
. De
h = h
0
et g = g
0
, nous pouvons deduire f = f
0
.
 Schema B
1
(I
i
; P
j
)
Soient f et f
0
appartenant a B
1
(I
i
; P
j
) et
8(x; y) 2 f0; : : : ; ig  f0; : : : ; jg : f(x; y) = f
0
(x; y):
On a donc
f(0;m) = h(m)
f(n+ 1;m) = g(f(n;m))
et
f
0
(0;m) = h
0
(m)
f
0
(n+ 1;m) = g
0
(f
0
(n;m))
avec g 2 I
i
, g
0
2 I
i
, h 2 P
j
et h
0
2 P
j
.
La propriete
8(x; y) 2 f0g  f0; : : : ; jg : f(x; y) = f
0
(x; y)
est equivalente a
8y 2 f0; : : : ; jg : h(y) = h
0
(y)
ce qui implique h = h
0
d'apres la Propriete 3.
Pour y xe, les fonctions
f
h(y)
(x) = f(x; y) = g
x
(h(y))
et
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f
0
h(y)
(x) = f
0
(x; y) = g
0x
(h(y)) (1)
sont inationnistes (et elements de S
1
i+1
) ou constantes d'apres la Propriete 13.
Pour y quelconque, la propriete
8x 2 f0; : : : ; ig : f(x; y) = f
0
(x; y)
implique donc
8x 2 IN : f
h(y)
(x) = f
0
h(y)
(x) (2)
d'apres la Propriete 4.
Par ailleurs, h etant j-periodique, son codomaine est couvert par les arguments
f0; : : : ; j ? 1g ; plus precisement :
fh(n) j n 2 INg = fh(n) j n 2 f0; : : : ; j ? 1gg: (3)
Les resultats (1), (2) et (3) permettent donc de montrer que
8(x; y) 2 f0; : : : ; ig  f0; : : : ; j ? 1g : f(x; y) = f
0
(x; y)
implique
8(x; y) 2 IN IN : f(x; y) = f
0
(x; y):
 Schema B
1
(P
i
; P
j
)
Soient f et f
0
appartenant a B
1
(P
i
; P
j
) et
8(x; y) 2 f0; : : : ; i+ 1g  f0; : : : ; jg : f(x; y) = f
0
(x; y):
On a donc
f(0;m) = h(m)
f(n+ 1;m) = g(f(n;m))
et
f
0
(0;m) = h
0
(m)
f
0
(n+ 1;m) = g
0
(f
0
(n;m))
avec g 2 P
i
, g
0
2 P
i
, h 2 P
j
et h
0
2 P
j
.
La propriete
8(x; y) 2 f0g  f0; : : : ; jg : f(x; y) = f
0
(x; y)
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est equivalente a
8y 2 f0; : : : ; jg : h(y) = h
0
(y)
ce qui implique h = h
0
d'apres la Propriete 3.
Pour y xe, les fonctions
f
h(y)
(x) = f(x; y) = g
x
(h(y))
et
f
0
h(y)
(x) = f
0
(x; y) = g
0x
(h(y)) (1)
sont (i+ 1)-periodiques d'apres la Propriete 12.
Pour y quelconque, la propriete
8x 2 f0; : : : ; i+ 1g : f(x; y) = f
0
(x; y)
implique donc
8x 2 IN : f
h(y)
(x) = f
0
h(y)
(x) (2)
d'apres la Propriete 3.
Par ailleurs, h etant j-periodique, son codomaine est couvert par les arguments
f0; : : : ; j ? 1g ; plus precisement :
fh(n) j n 2 INg = fh(n) j n 2 f0; : : : ; j ? 1gg: (3)
Les resultats (1), (2) et (3) permettent donc de montrer que
8(x; y) 2 f0; : : : ; i+ 1g  f0; : : : ; j ? 1g : f(x; y) = f
0
(x; y)
implique
8(x; y) 2 IN IN : f(x; y) = f
0
(x; y):
2
Les proprietes suivantes etablissent le me^me type de resultats que la Propriete 22
pour les schemas B
2
(X
1
;X
2
) et B
3
(X) respectivement.
Propriete 23
(f0g f0; : : : ; i? 1g)[ (f1gf0; : : : ; j ? 1g) est un jeu de test complet pour B
2
(I
i
; I
j
).
(f0g  f0; : : : ; i? 1g) [ (f1g  f0; : : : ; jg) est un jeu de test complet pour B
2
(I
i
; P
j
).
Propriete 24
f(0; 0)g[(f1gf1; : : : ; ig)[(f1; : : : ; jgf1g) est un jeu de test complet pour B
3
(B
1
(I
i
; I
j
)).
Resultats pour des schemas binaires 89
Les preuves de ces proprietes sont donnees dans l'annexe C. Elles sont de nature
similaire a celle de la Propriete 22.
Notons que nous avons propose des jeux de test complets pour les instanciations les
plus communes des schemas binaires. Celles qui n'ont pas ete traitees correspondent
a des combinaisons improbables dans les programmes reels. Par exemple, le schema
B
1
(P
i
; I
j
) est deni par :
B
1
(P
i
; I
j
) = ff j f(0;m) = h(m)
f(n+ 1;m) = g(f(n;m)) ; g 2 P
i
; h 2 I
j
g
Il s'agit donc de l'application recursive d'une fonction periodique avec comme cas ter-
minal un appel a une fonction croissante.
Il est interessant de remarquer que ces combinaisons improbables conduisent aussi
a des schemas de programmes diciles a tester. Pour le schema B
1
(P
i
; I
j
) par exemple,
la diculte provient du fait qu'il n'y a aucun moyen d'assurer qu'un nombre ni d'ar-
guments de la fonction inationniste h produise un ensemble de resultats couvrant le
domaine de g (modulo sa periodicite).
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Chapitre 3
Abstraction
Nous avons montre dans le chapitre precedent comment etablir l'egalite de deux
fonctions a partir d'un ensemble ni de donnees de test. Notre but est d'exploiter
ce resultat pour montrer automatiquement qu'un programme satisfait une propriete
donnee. Pour ce faire, nous devons exprimer a la fois la propriete escomptee et la
propriete eective du programme comme des fonctions dans un me^me domaine, avant
de les comparer pour etablir leur egalite. La propriete escomptee est speciee par le
programmeur (ou le testeur). L'interpretation abstraite [CC77, CC92] est une technique
permettant d'extraire des proprietes d'un programme. Dans ce chapitre, nous utilisons
cette technique pour realiser l'abstraction du programme initial, qui permet d'obtenir
la propriete eective. Nous explicitons les principes de l'interpretation abstraite dans la
Partie 3.1. Comme precedemment dans ce document, nous illustrons notre methode sur
des programmes manipulant des listes, et nous considerons des proprietes s'exprimant
en termes de longueur de listes. Dans ce cas, nous pouvons exprimer l'interpretation
abstraite par transformation de programmes (Partie 3.2).
Avant d'approfondir la procedure d'abstraction, nous presentons les langages L
Prog
et L
Prop
que nous utilisons pour exprimer les programmes sources et les proprietes.
Le langage L
Prog
est un langage fonctionnel type du premier ordre, permettant de
denir des fonctions non-recursives unaires et des fonctions recursives unaires ou bi-
naires. Le langage manipule deux ((types)) de donnees : les elements d'un type de base
(entiers naturels, reels...) et les listes
1
. Les dierents cas des denitions recursives sont
determines par appariement (((pattern matching))) avec 0 ou nil comme cas de base.
Chaque denition de variable est accompagnee de son type. Par la suite, nous faisons
l'hypothese que les programmes manipules sont bien types.
1. Nous considerons que les types des elements d'une liste peuvent e^tre quelconques.
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Langage de programmation L
Prog
:
Prog = Def ; Prog j
Def:
Def = Let Fun (V ar :Type; Exp) j
Letrec Fun Case(0; Exp; Add
1
; Exp) j
Letrec Fun Case(nil; Exp; V ar :Type ::V ar :List; Exp) j
Letrec Fun Case((0; V ar :Type); Exp; (Add
1
; V ar :Type); Exp) j
Letrec Fun Case((nil; V ar :Type); Exp;
(V ar :Type ::V ar :List; V ar :Type); Exp)
Exp = OP
1
(Exp) j
OP
2
(Exp;Exp) j
if Exp then Exp else Exp j
V ar j
Const
OP
1
= Fun j head j tail
OP
2
= Fun j cons j + j ? j  j = j = j 6= j < j > j  j  j : : :
Const = nil j 0 j 1 j : : :
Add
1
= +(V ar :Type; 1) j + (1; V ar :Type)
Type = List j Type
b
Type
b
= Int j Real j : : :
Le non-terminal Fun denote l'ensemble des identicateurs de fonction et le non-terminal
V ar l'ensemble des variables (du premier ordre).
Dans le reste de ce document, nous utilisons les conventions de notation suivantes :
P denote une variable de la categorie Prog ; F une variable de la categorie Def ;
e; e
1
; e
2
; e
3
; e
4
des variables de la categorie Exp ; op une variable de la categorie
OP
1
ou OP
2
; op
1
une variable de la categorie OP
1
; op
2
une variable de la categorie
OP
2
; f; g; h des variables de la categorie Fun ; k; k
1
; k
2
des variables de la categorie
Const ; c une variable de la categorie Const dierente de nil ; x; x
1
; x
2
; x
3
; l; l
1
; l
2
des variables de la categorie V ar ; t; t
1
; t
2
; t
3
des variables de la categorie Type, et
t
b
; t
0
b
des variables de la categorie Type
b
(type de base).
Les proprietes que nous souhaitons pouvoir exprimer ici portant sur les entiers (en
particulier, les longueurs de listes), le langage de proprietes L
Prop
est une restriction de
L
Prog
aux fonctions de type Int! Int et Int Int! Int. De ce fait, les informations
de type deviennent redondantes et sont omises dans la syntaxe du langage L
Prop
.
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Langage de proprietes L
Prop
:
Prog = Def ; Prog j
Def:
Def = Let Fun (V ar; Exp) j
Letrec Fun Case(0; Exp; Add
1
; Exp) j
Letrec Fun Case((0; V ar); Exp; (Add
1
; V ar); Exp)
Exp = OP
1
(Exp) j
OP
2
(Exp;Exp) j
V ar j
Const
OP
1
= Fun
OP
2
= Fun j + j ? j : : :
Const = 0 j 1 j : : :
Add
1
= +(V ar; 1) j + (1; V ar)
3.1 L'interpretation abstraite
L'interpretation abstraite consiste a construire une semantique abstraite dans la-
quelle on interprete les programmes. On peut exprimer dans la semantique abstraite
des proprietes qui representent une approximation du comportement eectif du pro-
gramme. Pour introduire les concepts de base de l'interpretation abstraite, nous consi-
derons l'abstraction qui consiste a approximer les listes par leurs longueurs.
Pour denir une semantique abstraite, il faut determiner un domaine abstrait et
etablir sa correspondance avec le domaine standard (ou concret). Le tableau suivant
presente les domaines abstraits associes aux dierents domaines standards qui nous
interessent (c'est-a-dire ceux utilises dans notre langage de programmation L
Prog
).
Type Domaine standard Domaine abstrait
List List
?
IN
>
?
= IN
?
[ f>g
Int IN
?
f?g
Real IR
?
f?g
Pour l'abstraction proposee ici (c'est-a-dire l'approximation des listes par leurs lon-
gueurs), nous avons choisi d'abstraire tout domaine autre que celui denote par le type
List par un domaine a un seul element ? (indeni). Le domaine abstrait IN
>
?
associe
au type List est le treillis IN
>
?
engendre par l'ordre partiel v suivant :
{ 8x 2 IN
>
?
: x v >,
{ 8x 2 IN : ? v x.
Nous caracterisons maintenant les relations entre les dierents domaines standards
et abstraits par le biais de fonctions d'abstraction et de concretisation. Pour servir de
base a une interpretation abstraite, ces deux fonctions doivent former une connection de
Galois. En fait, on ne considere ici que le type List et IN
>
?
car les operations sont triviales
pour tous les autres domaines (par exemple, 8x 2 IN
?
: abs(x) = ? et Conc(?) = IN
?
).
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On denit le plus petit majorant t sur IN
>
?
par :
8a 2 IN
>
?
: 8b 2 IN
>
?
: a t b = (le plus petit x 2 IN
>
?
: (a v x ^ b v x)).
La fonction d'abstraction pour le type List est la suivante :
Abs : P(List
?
) ! IN
>
?
Abs(E) = tfabs(x) j x 2 Eg
avec
abs : List
?
! IN
>
?
abs(?) = ?
abs(nil) = 0
abs(x
1
:: : : : ::x
n
::nil) = n
La fonction de concretisation pour le type List est la suivante :
Conc : IN
>
?
! P(List
?
)
Conc(?) = f?g
Conc(>) = List
?
Conc(n) = fl 2 List
?
j length(l) = ng
Il est facile de montrer que Abs Conc = id
IN
>
?
, et que Conc Abs  id
List
?
, ce qui
assure que nous avons eectivement construit une connection de Galois [CC77, CC92].
Les domaines standards et abstraits etant denis, nous pouvons maintenant presen-
ter les semantiques standard et abstraite, avant de preciser la relation qu'elles doivent
satisfaire.
Denition de la fonction semantique S (semantique standard) :
La fonction semantique S prend en entree un environnement ? et une phrase du
langage L
Prog
. L'environnement ? associe une valeur du domaine standard a tout iden-
ticateur de variable libre (fonction ou variable du premier ordre). On utilise c pour
distinguer la valeur semantique de c de sa valeur syntaxique et <> pour representer la
valeur liste vide. Y est l'operateur de point xe.
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S(?; F ;P ) = S(?[S(?; F )=f ]; P )
si F = Let f : : : ou F = Letrec f : : :
S(?; Let f (x : t; e)) = v: S(?[v=x]; e)
S(?; Letrec f Case(0; e
1
; + (x : t; 1); e
2
)) =
Y(g: v: S(Case
Int
)(v; S(?[g=f ]; e
1
); S(?[g=f; v ? 1=x]; e
2
))
S(?; Letrec f Case(0; e
1
; + (1; x : t); e
2
)) =
Y(g: v: S(Case
Int
)(v; S(?[g=f ]; e
1
); S(?[g=f; v ? 1=x]; e
2
))
S(?; Letrec f Case(nil; e
1
; x : t :: l :List; e
2
)) =
Y(g: v: S(Case
List
)(v; S(?[g=f ]; e
1
);
S(?[g=f; S(head)(v)=x; S(tail)(v)=l]; e
2
))
S(?; Letrec f Case((0; x
1
: t
1
); e
1
; (+(x : t; 1); x
2
: t
2
); e
2
)) =
Y(g: (v; w): S(Case
Int
)(v; S(?[g=f; w=x
1
]; e
1
); S(?[g=f; v ? 1=x; w=x
2
]; e
2
))
S(?; Letrec f Case((0; x
1
: t
1
); e
1
; (+(1; x : t); x
2
: t
2
); e
2
)) =
Y(g: (v; w): S(Case
Int
)(v; S(?[g=f; w=x
1
]; e
1
); S(?[g=f; v ? 1=x; w=x
2
]; e
2
))
S(?; Letrec f Case((nil; x
1
: t
1
); e
1
; x : t :: l :List; x
2
: t
2
; e
2
)) =
Y(g: (v; w): S(Case
List
)(v; S(?[g=f; w=x
1
]; e
1
);
S(?[g=f; S(head)(v)=x; S(tail)(v)=l; w=x
2
]; e
2
))
S(?; op
1
(e)) = S(op
1
)(S(?; e)) avec op
1
=2 Fun
S(?; f(e)) = ?(f)(S(?; e))
S(?; op
2
(e
1
; e
2
)) = S(op
2
)(S(?; e
1
); S(?; e
2
)) avec op
2
=2 Fun
S(?; f(e
1
; e
2
)) = ?(f)(S(?; e
1
); S(?; e
2
))
S(?; if e then e
1
else e
2
) = S(Cond)(S(?; e); S(?; e
1
); S(?; e
2
))
S(?; x) = ?(x)
S(?; c) = S(c)
S(?; nil) = S(nil)
S(Cond)(v; v
1
; v
2
) = si v alors v
1
sinon v
2
S(head)(x :: l) = x
S(tail)(x :: l) = l
S(cons)(x; l) = x :: l
S(+)(x
1
; x
2
) = x
1
+ x
2
S(?)(x
1
; x
2
) = x
1
? x
2
S()(x
1
; x
2
) = x
1
 x
2
S(=)(x
1
; x
2
) = x
1
=x
2
S(Case
Int
)(v; v
1
; v
2
) = si v = 0 alors v
1
sinon v
2
S(Case
List
)(v; v
1
; v
2
) = si v =<> alors v
1
sinon v
2
S(c) = c
S(nil) =<>
Denition de la fonction semantique S
a
(semantique abstraite) :
La fonction semantique S
a
prend en entree un environnement abstrait ?
a
et une
phrase du langage L
Prog
. L'environnement abstrait ?
a
associe une valeur du domaine
abstrait a tout identicateur de variable libre. La fonction S
a
est denie exactement
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comme S, sauf pour les operateurs de base :
S
a
(Cond)(v; v
1
; v
2
) = v
1
t v
2
S
a
(head)(x) = ?
S
a
(tail)(x) = x? 1
S
a
(cons)(x
1
; x
2
) = x
2
+ 1
S
a
(+)(x
1
; x
2
) = ?
S
a
(?)(x
1
; x
2
) = ?
S
a
()(x
1
; x
2
) = ?
S
a
(=)(x
1
; x
2
) = ?
S
a
(Case
Int
)(v; v
1
; v
2
) = v
1
t v
2
S
a
(Case
List
)(v; v
1
; v
2
) = si v = 0 alors v
1
sinon v
2
S
a
(c) = ?
t
avec c : t
S
a
(nil) = 0
Pour que l'analyse par interpretation abstraite apporte une information formelle
sur un programme, il faut que les semantiques standard et abstraite soient liees par
une relation de correspondance denie precisement. Nous sommes a present en mesure
de presenter la relation de correction de l'interpretation abstraite :
Denition 11
La semantique (ou interpretation) abstraite S
a
est dite correcte par rapport a la seman-
tique standard S selon la relation de correspondance R si et seulement si :
8e : (8x 2 ? : R(?(x);?
a
(x)))) R(S(?; e); S
a
(?
a
; e))
avec :
R(l; n)  (abs(l) = n) si l 2 List
R(f; f
a
)  (8x : 8x
a
: R(x; x
a
)) R(f(x); f
a
(x
a
))) si f 2 D ! D
R(f; f
a
)  (8x : 8y : 8x
a
: 8y
a
: R(x; x
a
) ^R(y; y
a
)) R(f(x; y); f
a
(x
a
; y
a
)))
si f 2 D D ! D
Il a ete etabli [CC77] que la condition suivante est susante pour assurer la correc-
tion de l'interpretation abstraite :
Propriete 25
Si pour toute constante k et tout operateur de base n-aire du langage op,
S(k) 2 Conc(S
a
(k))
et
8v
1
; : : : ; v
n
: S(op)(v
1
; : : : ; v
n
) 2 Conc(S
a
(op)(abs(v
1
); : : : ; abs(v
n
)))
alors l'interpretation abstraite S
a
est correcte au sens de la Denition 11.
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Pour montrer la correction de l'interpretation abstraite denie ici, il sut donc de
verier cette condition pour chaque constante et operateur de base du langage L
Prog
.
Nous considerons uniquement ici les valeurs de base de type Int, les reels se traitant
de la me^me maniere.
{ S(Cond)(v; v
1
; v
2
) 2 Conc(S
a
(Cond)(abs(v); abs(v
1
); abs(v
2
))) puisque
Conc(S
a
(Cond)(abs(v); abs(v
1
); abs(v
2
))) = Conc(abs(v
1
) t abs(v
2
)) et,
si v = vrai alors S(Cond)(v; v
1
; v
2
) = v
1
,
avec v
1
2 Conc(abs(v
1
))  Conc(abs(v
1
) t abs(v
2
)).
On applique le me^me raisonnement au cas v = faux.
{ S(head)(x :: l) 2 Conc(?
Int
) si x est de type Int puisque
S(head)(x :: l) = x et Conc(?
Int
) = IN
?
.
{ S(tail)(x :: l) 2 Conc(abs(x :: l)? 1) puisque
abs(x :: l) = length(x :: l) = length(l) + 1 et l 2 Conc(length(l)).
{ S(cons)(v
1
; v
2
) 2 Conc(1 + abs(v
2
)) car
abs(v
2
) = length(v
2
) et Conc(1+abs(v
2
)) = fl 2 List
?
j length(l) = 1+abs(v
2
)g,
et on a bien length(S(cons)(v
1
; v
2
)) = 1 + length(v
2
).
{ S(+)(v
1
; v
2
) 2 Conc(?
Int
) = IN
?
.
{ S(?)(v
1
; v
2
) 2 Conc(?
Int
), S()(v
1
; v
2
) 2 Conc(?
Int
) et S(=)(v
1
; v
2
) 2 Conc(?
Int
)
pour les me^mes raisons que S(+)(v
1
; v
2
) 2 Conc(?
Int
).
{ S(Case
Int
)(v; v
1
; v
2
) 2 Conc(abs(v
1
) t abs(v
2
)) pour la me^me raison que prece-
demment.
{ S(Case
List
)(v; v
1
; v
2
) 2 Conc(S
a
(Case
List
)(abs(v); abs(v
1
); abs(v
2
)) car
si v =<> alors abs(v) = 0
et on a bien v
1
2 Conc(abs(v
1
)) puisque Conc Abs  id
List
?
;
et si v 6=<> alors abs(v) 6= 0
et on conclut de la me^me facon.
{ S(c) 2 Conc(?
Int
) si c est de type Int puisque Conc(?
Int
) = IN
?
.
{ S(nil) 2 Conc(0) puisque Conc(0) = fl 2 List
?
j length(l) = 0g.
3.2 Expression de l'analyse par transformation de pro-
grammes
L'abstraction longueur consiste a remplacer toute information de type liste par une
information de type longueur de liste. En particulier, la constante nil est abstraite par
l'entier 0 et l'operateur predeni cons par la fonction x: (x+ 1). Le domaine abstrait
est donc celui des entiers naturels. Notre langage de proprietes L
Prop
permettant d'ex-
primer des fonctions sur les entiers, on peut en fait realiser l'interpretation abstraite
comme une transformation de programmes de L
Prog
vers L
Prop
. C'est de cette maniere
que l'analyse decrite plus haut est eectivement implantee dans notre prototype (cf.
Annexe D). Cette transformation se reduit a un remplacement des operateurs de base
sur les listes (comme cons) par des operations de base sur les entiers (comme +1).
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Puisque les arguments de type t 6= List sont systematiquement abstraits en la
valeur ? et n'apportent aucune information dans l'analyse, nous choisissons de les
faire dispara^tre dans la transformation. Ainsi une fonction de type List Int! List
par exemple est transformee en une fonction de type Int ! Int. De la me^me facon,
nous ne decrivons pas le traitement des fonctions denies par recurrence sur les entiers
puisqu'elles sont abstraites en la fonction indenie.
Les regles de transformation sont les suivantes :
T
a
(F ;P ) = T
a
(F );T
a
(P )
T
a
(Let f (x :List; e)) = Let f (x; T
a
(e))
T
a
(Letrec f Case(nil; e
1
; x : t
b
:: l :List; e
2
))
= Letrec f Case(0; T
a
(e
1
); + (l; 1); T
a
(e
2
))
T
a
(Letrec f Case((nil; x : t
0
b
); e
1
; (x
1
: t
b
:: l :List; x
2
: t
0
b
); e
2
)
= Letrec f Case(0; T
a
(e
1
); + (l; 1); T
a
(e
2
))
T
a
(Letrec f Case((nil; l :List); e
1
; (x
1
: t
b
:: l
1
:List; l
2
:List); e
2
))
= Letrec f Case((0; l); T
a
(e
1
); (+(l
1
; 1); l
2
); T
a
(e
2
))
T
a
(f
List!List
(e)) = f(T
a
(e))
T
a
(tail(l)) = ?(T
a
(l); 1)
T
a
(f
ListList!List
(e
1
; e
2
)) = f(T
a
(e
1
); T
a
(e
2
))
T
a
(f
Listt
b
!List
(e
1
; e
2
)) = f(T
a
(e
1
))
T
a
(f
t
b
List!List
(e
1
; e
2
)) = f(T
a
(e
2
))
T
a
(cons(x; l)) = +(T
a
(l); 1)
T
a
(x
List
) = x
T
a
(nil) = 0
On remarque que la transformation necessite de conna^tre le type des fonctions appa-
raissant dans les expressions. Plus precisement, il est necessaire de pouvoir distinguer
un type List d'un type de base. Nous proposons en Annexe A un systeme d'inference
de type fournissant les informations necessaires a l'abstraction.
La Propriete 26 etablit la correspondance entre la transformation T
a
et la denition
de l'interpretation abstraite S
a
.
Propriete 26
S
a
(?
a
; P )  S(?
a
; T
a
(P ))
avec
x  x
0
() x = x
0
si x 2 IN
f  f
0
() f = f
0
si f : IN! IN
f = f
0
si f : IN IN! IN
f
0
= x: f(x;?) si f : IN f?g ! IN
f
0
= x: f(?; x) si f : f?g  IN! IN
Pour illustrer cette transformation, nous reprenons l'exemple du programmeReverse
utilise dans le Chapitre 1.
Nous l'ecrivons dans la syntaxe du langage de programmation L
Prog
:
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Letrec Append Case((nil;m :Int); cons(m;nil);
(n :Int :: l :List;m :Int); cons(n;Append(l;m)));
Letrec Reverse Case(nil; nil; n :Int :: l :List; Append(Reverse(l); n)):
Le systeme d'inference de type (cf. Annexe A) permet d'associer a Append le type
List Int! List et a Reverse le type List! List.
Nous detaillons successivement la transformation de Append puis de Reverse :
T
a
(Letrec Append Case((nil;m :Int); cons(m;nil);
(n :Int :: l :List;m :Int); cons(n;Append(l;m)))) =
Letrec Append Case(0; T
a
(cons(m;nil)); + (l; 1); T
a
(cons(n;Append(l;m)))) =
Letrec Append Case(0; + (T
a
(nil); 1); + (l; 1); + (T
a
(Append(l;m)); 1)) =
Letrec Append Case(0; + (0; 1); + (l; 1); + (Append(T
a
(l)); 1)) =
Letrec Append Case(0; + (0; 1); + (l; 1); + (Append(l); 1))
T
a
(Letrec Reverse Case(nil; nil; n :Int :: l :List; Append(Reverse(l); n))) =
Letrec Reverse Case(0; T
a
(nil); + (l; 1); T
a
(Append(Reverse(l); n))) =
Letrec Reverse Case(0; 0; + (l; 1); Append(T
a
(Reverse(l)))) =
Letrec Reverse Case(0; 0; + (l; 1); Append(Reverse(T
a
(l)))) =
Letrec Reverse Case(0; 0; + (l; 1); Append(Reverse(l)))
La transformation T
a
produit donc le programme suivant (dans lequel nous avons
renomme les variables pour une plus grande clarte) :
Letrec Lappend Case(0; + (0; 1); + (n; 1); + (Lappend(n); 1));
Letrec Lreverse Case(0; 0; + (n; 1); Lappend(Lreverse(n))):
L'abstraction de Append (fonction binaire, de type List Int! List) en Lappend
(fonction unaire, de type Int! Int) illustre l'elagage realise par T
a
sur les arguments
dont le type est dierent du type List : ici, le second argument de Append (de type
Int) a ete supprime.
On peut verier que ces programmes sont identiques aux fonctions Lappend et
Lreverse du Chapitre 1.
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Chapitre 4
Inference de schema
Nous avons montre dans le chapitre precedent comment l'abstraction d'un pro-
gramme de L
Prog
pouvait s'exprimer comme une transformation de programme de
L
Prog
vers L
Prop
, qui est lui-me^me un sous-ensemble de L
Prog
. La propriete que nous
cherchons a verier est aussi exprimee dans L
Prop
. L'etape suivante de la methode
consiste a comparer ces deux fonctions. Pour ce faire, il faut trouver le plus petit
schema de fonction qui les contient toutes les deux. Nous devons donc associer a cha-
cune d'elles un schema de fonction. Cette phase est realisee par le systeme d'inference
de schema que nous presentons dans ce chapitre. La reconnaissance d'un schema se fait
uniquement sur des criteres syntaxiques. Le programme abstrait et la propriete doivent
donc e^tre ecrits selon des regles tres strictes, sous peine de ne pas e^tre reconnus comme
appartenant a l'un des schemas d'intere^t. Cela peut e^tre ge^nant en ce qui concerne
la propriete, car elle est directement ecrite par l'utilisateur. De me^me, le programme
abstrait est issu d'une transformation du programme initial ; il est donc d'une forme
similaire. Par exemple, nous avons vu dans la Partie 3.2 que le resultat de l'abstraction
de la fonction Append est la fonction Lappend, qui s'ecrit dans notre langage :
Letrec Lappend Case(0; + (0; 1); + (n; 1); + (Lappend(n); 1))
Nous souhaitons pouvoir associer le schema S
1
2
a cette fonction. Nous rappelons que
S
1
2
est deni par :
S
1
2
= ff j f(0) = k
f(n+ 1) = g(f(n)) ; k 2 IN; g 2 S
1
1
g
Ce qui s'ecrit dans la syntaxe du langage L
Prog
:
S
1
2
= ff j Letrec f Case(0; k; + (n; 1); g(f(n))) ; k 2 IN; g 2 S
1
1
g
On se rend compte que la fonction Lappend telle qu'elle est exprimee ci-dessus
n'est pas une instance directe du schema S
1
2
. En particulier, +(0; 1) ne correspond
pas directement a k (constante), et la fonction binaire + n'est pas une instance de la
fonction unaire g du schema. Deux options sont possibles pour resoudre cette diculte :
1. Denir une phase prealable de normalisation.
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2. Proposer un systeme d'inference de schema plus sophistique capable de tenir
compte de ces variations.
Nous choisissons ici une solution mixte. D'une part, nous denissons une procedure de
normalisation pour eectuer toutes les simplications de nature arithmetique (comme
remplacer +(0; 1) par 1). D'autre part, nous denissons des versions unaires des fonc-
tions binaires de base, lorsque celles-ci sont appelees avec un argument constant (comme
la fonction succ = x: (x+1)). Ces fonctions predenies sont utilisables par le systeme
d'inference de schema, qui prend en entree un programme abstrait normalise ou une
propriete normalisee. Nous detaillons la procedure de normalisation dans la Partie 4.1,
avant de presenter l'inference de schema proprement dite dans la Partie 4.2.
4.1 Normalisation
La normalisation procede en reordonnant les expressions et en eectuant toutes les
operations arithmetiques faisant intervenir des constantes. Elle ne s'applique que sur
les expressions (denotees dans la grammaire par Exp).
On utilise la notation a+ b pour denoter le resultat de l'evaluation de a + b. Les
regles de reecriture pour la normalisation sont les suivantes :
+(e; 0) ! e
+(k
1
; k
2
) ! k
1
+ k
2
?(e; 0) ! e
?(k
1
; k
2
) ! k
1
? k
2
+(k; e) ! +(e; k) avec e =2 Const
+(+(e
1
; e
2
); e
3
) ! +(e
1
;+(e
2
; e
3
))
?(?(e
1
; e
2
); e
3
) ! ?(e
1
;+(e
2
; e
3
))
?(+(e
1
; e
2
); e
3
) ! +(e
1
;?(e
2
; e
3
))
Les regles sont appliquees dans l'ordre ou elles sont denies. La strategie utilisee
consiste a deplacer vers la droite les constantes pour eectuer toutes les simplications
possibles. On peut associer un ordre strictement decroissant a ce systeme de reecriture
(cf. Annexe B) : il est donc convergent.
Reprenons l'exemple du programme Reverse. Sa version abstraite (presentee dans
la Partie 3.2) est :
Letrec Lappend Case(0; + (0; 1); + (n; 1); + (Lappend(n); 1));
Letrec Lreverse Case(0; 0; + (n; 1); Lappend(Lreverse(n))):
Apres application de la normalisation, on obtient le programme :
Letrec Lappend Case(0; 1; + (n; 1); + (Lappend(n); 1));
Letrec Lreverse Case(0; 0; + (n; 1); Lappend(Lreverse(n))):
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4.2 Systeme d'inference de schema
L'inference de schema permet de reconna^tre les dierents schemas unaires ou bi-
naires presentes dans les Parties 2.2.2, 2.2.3 et 2.3.1.
Elle dispose des denitions de base suivantes :
id = x: x
8k; k = x: k
8k; plusk = x: (x+ k)
et peut aussi construire une application de la fonction identite ou d'une fonction
constante a partir d'une variable ou d'une constante (par exemple, remplacer k par
k(x)).
Par la suite, on utilise la notation s pour representer un schema parmi ceux etudies
dans le Chapitre 2, c'est-a-dire S
1
n
, S
2
n
, P
n
, I
n
, I
0
n
, I
00
n
, B
1
(X
1
;X
2
), B
2
(X
1
;X
2
) et
B
3
(X). On utilise ? pour denoter un contexte (ou environnement). Un contexte est un
ensemble de paires (identicateur,schema) associant un identicateur de fonction avec
le schema auquel cette fonction appartient. ?[f : s] represente le contexte obtenu en
ajoutant la paire (f; s) a ?. ? ` e : s signie que l'expression e est de schema s dans
le contexte ?. Une regle d'inference est composee de deux parties separees d'une barre
horizontale : la partie superieure represente les premisses (ou hypotheses) et la partie
inferieure la conclusion.
Nous presentons un systeme d'inference pour les schemas unaires dans la Partie 4.2.1
et un systeme d'inference pour les schemas binaires dans la Partie 4.2.2.
4.2.1 Systeme d'inference de schemas unaires
Les axiomes et regles d'inference de schemas unaires sont les suivants :
(P
1
)
? ` Let f (x; e) : s
1
?[f : s
1
] ` P : s
2
? ` Let f (x; e);P : s
2
(P
2
)
? ` Letrec f Case(0; e
1
; + (x; 1); e
2
) : s
1
?[f : s
1
] ` P : s
2
? ` Letrec f Case(0; e
1
; + (x; 1); e
2
);P : s
2
(Prim
1
)
? ` Let f (x; x) : S
1
1
(Prim
2
)
? ` Let f (x; k) : S
1
1
(Prim
3
)
? ` Let f (x; + (x; k)) : S
1
1
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(Base
1
)
? ` id : S
1
1
(Base
2
)
? ` k : S
1
1
(Base
3
)
? ` plusk : S
1
1
(Ssun)
? ` g : S
1
i
? ` Letrec f Case(0; k; + (x; 1); g(f(x))) : S
1
i+1
(Scun)
? ` g : S
1
i
g
? ` h : S
1
i
h
? ` Letrec f Case(0; k; + (x; 1); g(f(h(x)))) : S
2
i
i = max(i
g
; i
h
)
(Fonc)
?[f : s] ` f : s
Le coeur du systeme d'inference est constitue des regles (Prim
1
), (Prim
2
), (Prim
3
),
(Ssun) et (Scun). Les trois premieres reposent sur la denition de S
1
1
(cf. Denition 7) ;
(Ssun) et (Scun) correspondent aux denitions de S
1
i+1
et S
2
i
respectivement (cf. De-
nitions 7 et 8). Les regles (P
1
) et (P
2
) servent a propager l'inference des schemas de
fonctions au programme entier.
On peut remarquer que ce systeme conduit directement a un algorithme d'inference
car on peut lui associer un ordre strict dans le calcul des schemas, et il n'y a aucune
ambigute dans le choix d'une regle a appliquer. Pour obtenir l'algorithme, il sut de
lire les regles de bas en haut (conclusions vers hypotheses) et de gauche a droite. Par
exemple, la regle (P
1
) se lit : ((Pour prouver que l'expression Let f (x; e);P est de
schema s
2
dans un contexte ?, il sut de montrer que l'expression Let f (x; e) est de
schema s
1
dans le contexte ?, puis que l'expression P est de schema s
2
dans le contexte
? augmente de [f : s
1
].)). On remarque que s
1
est connu gra^ce a la preuve de la premiere
hypothese avant d'e^tre utilise dans la preuve de la seconde.
Pour illustrer le fonctionnement du systeme d'inference de schema, nous poursui-
vons l'etude de l'exemple du programme Reverse. Le programme Reverse abstrait
normalise (cf. Partie 4.1) est :
Letrec Lappend Case(0; 1; + (n; 1); + (Lappend(n); 1));
Letrec Lreverse Case(0; 0; + (n; 1); Lappend(Lreverse(n))):
Apres utilisation
1
des denitions de base, on obtient le programme suivant :
Letrec Lappend Case(0; 1; + (n; 1); plus1(Lappend(n)));
1. En pratique, l'utilisation des denitions de base est intimement liee au processus d'inference de
schema proprement dit.
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Letrec Lreverse Case(0; 0; + (n; 1); Lappend(Lreverse(n))):
Ici, on a applique la transformation : +(e; k)! plusk(e).
Nous detaillons a present l'application de l'inference de schema sur ce programme.
Pour plus de clarte, nous denissons :
Prog
1
= Letrec Lappend Case(0; 1; + (n; 1); plus1(Lappend(n)));
Prog
2
Prog
2
= Letrec Lreverse Case(0; 0; + (n; 1); Lappend(Lreverse(n))):
Au depart, le systeme d'inference de schema prend en entree un contexte vide et
le programme entier. Il doit produire en resultat le schema s auquel appartient le
programme. On cherche donc a prouver :
` Prog
1
: s
c'est-a-dire
` Letrec Lappend Case(0; 1; + (n; 1); plus1(Lappend(n)));Prog
2
: s
La seule regle qui s'applique est la regle (P
2
) :
` Letrec Lappend Case(0; 1; + (n; 1); plus1(Lappend(n))) : s
1
[Lappend : s
1
] ` Prog
2
: s
` Letrec Lappend Case(0; 1; + (n; 1); plus1(Lappend(n)));Prog
2
: s
 La prochaine etape est la resolution de :
` Letrec Lappend Case(0; 1; + (n; 1); plus1(Lappend(n))) : s
1
La seule regle qui s'applique est la regle (Ssun) :
` plus1 : S
1
i
` Letrec Lappend Case(0; 1; + (n; 1); plus1(Lappend(n))) : S
1
i+1
Il reste alors a prouver l'hypothese : ` plus1 : S
1
i
, ce que le systeme etablit par appli-
cation de l'axiome (Base
3
) :
` plus1 : S
1
1
On obtient donc :
` Letrec Lappend Case(0; 1; + (n; 1); plus1(Lappend(n))) : S
1
2
 L'environnement est maintenant augmente de l'hypothese fLappend : S
1
2
g et il reste
a typer Prog
2
, c'est-a-dire trouver s tel que :
fLappend : S
1
2
g ` Letrec Lreverse Case(0; 0; + (n; 1); Lappend(Lreverse(n))) : s
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La seule regle qui s'applique est la regle (Ssun) :
fLappend : S
1
2
g ` Lappend : S
1
i
fLappend : S
1
2
g ` Letrec Lreverse Case(0; 0; + (n; 1); Lappend(Lreverse(n))) : S
1
i+1
Il reste a montrer l'hypothese :
fLappend : S
1
2
g ` Lappend : S
1
i
Le systeme applique alors l'axiome (Fonc) :
fLappend : S
1
2
g ` Lappend : S
1
2
On obtient donc :
fLappend : S
1
2
g ` Letrec Lreverse Case(0; 0; + (n; 1); Lappend(Lreverse(n))) : S
1
3
C'est-a-dire :
fLappend : S
1
2
g ` Prog
2
: S
1
3
On en conclut donc :
` Prog
1
: S
1
3
Ainsi, ce systeme d'inference de schema rend le schema S
1
3
pour le programme
Lreverse.
4.2.2 Systeme d'inference de schemas binaires
Les axiomes et regles d'inference de schemas binaires sont les suivants :
(P
1
)
? ` Let f (x; e) : s
1
?[f : s
1
] ` P : s
2
? ` Let f (x; e);P : s
2
(P
2
)
? ` Letrec f Case(0; e
1
; + (x; 1); e
2
) : s
1
?[f : s
1
] ` P : s
2
? ` Letrec f Case(0; e
1
; + (x; 1); e
2
);P : s
2
(P
3
)
? ` Letrec f Case((0; x
1
); e
1
; (+(x
2
; 1); x
3
); e
2
) : s
1
?[f : s
1
] ` P : s
2
? ` Letrec f Case((0; x
1
); e
1
; (+(x
2
; 1); x
3
); e
2
);P : s
2
(Prim
1
)
? ` Let f (x; k) : P
1
(Prim
2
)
? ` Let f (x; + (x; k)) : I
1
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(Prim
2
')
k > 0
? ` Let f (x; + (x; k)) : I
0
1
(Prim
2
")
k > 1
? ` Let f (x; + (x; k)) : I
00
1
(Base
1
)
? ` k : P
1
(Base
2
)
? ` id : I
1
(Base
3
)
? ` plusk : I
1
(Base
3
')
k > 0
? ` plusk : I
0
1
(Base
3
")
k > 1
? ` plusk : I
00
1
(Ssun-P)
? ` g : P
i
? ` Letrec f Case(0; k; + (x; 1); g(f(x))) : P
i+1
(Ssun-I)
? ` g : I
0
i
? ` Letrec f Case(0; k; + (x; 1); g(f(x))) : I
i+1
k  i? 1
(Ssun-I'-1)
? ` g : I
0
i
? ` Letrec f Case(0; k; + (x; 1); g(f(x))) : I
0
i+1
k 6= 0
(Ssun-I'-2)
? ` g : I
00
i
? ` Letrec f Case(0; 0; + (x; 1); g(f(x))) : I
0
i+1
(Ssun-I"-1)
? ` g : I
0
i
? ` Letrec f Case(0; k; + (x; 1); g(f(x))) : I
00
i+1
k > 1
(Ssun-I"-2)
? ` g : I
00
i
? ` Letrec f Case(0; 0; + (x; 1); g(f(x))) : I
00
i+1
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(Ssun-I"-3)
? ` g : I
00
i
? ` Letrec f Case(0; 1; + (x; 1); g(f(x))) : I
00
i+1
(Sbin
1
)
? ` g : s
1
? ` h : s
2
? ` Letrec f Case((0; x
2
); h(x
2
); (+(x
1
; 1); x
2
); g(f(x
1
; x
2
))) : B
1
(s
1
; s
2
)
(Sbin
2
)
? ` h : s
1
? ` g : s
2
? ` Letrec f Case((0; x
2
); h(x
2
); (+(x
1
; 1); x
2
); f(x
1
; g(x
2
))) : B
2
(s
1
; s
2
)
(Sbin
3
)
? ` g : s
? ` Letrec f Case((0; x
2
); k; (+(x
1
; 1); x
2
); g(x
2
; f(x
1
; x
2
))) : B
3
(s)
(Fonc)
?[f : s] ` f : s
Le coeur du systeme d'inference est constitue des regles (Prim
1
), (Prim
2
), (Prim
2
'),
(Prim
2
"), (Ssun-P), (Ssun-I), (Ssun-I'-1), (Ssun-I'-2), (Ssun-I"-1), (Ssun-I"-2), (Ssun-
I"-3), (Sbin
1
), (Sbin
2
) et (Sbin
3
). Les trois dernieres correspondent aux denitions de
B
1
, B
2
et B
3
respectivement (cf. Denition 9) ; les autres regles reposent sur les de-
nitions de P
i
et I
i
(cf. Denition 10). Les regles (P
1
), (P
2
) et (P
3
) servent a propager
l'inference des schemas de fonctions au programme entier. Ce systeme de regles d'in-
ference conduit aussi a un algorithme puisque le choix entre des regles similaires est
gouverne par k (qui est determine avant de chercher le type de g).
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Chapitre 5
Concretisation
La phase de concretisation intervient apres l'obtention d'un jeu de test abstrait.
Celui-ci est derive de la plus petite borne superieure des schemas associes au programme
abstrait normalise et a la propriete normalisee. La concretisation est la derniere etape
de notre methode de test. Il s'agit en fait d'une etape optionnelle au sens ou il est deja
possible, avec le jeu de test abstrait, de prouver qu'un programme verie une propriete
donnee. Pour ce faire, il faut toutefois que le programme abstrait soit eectivement
construit. On peut preferer tester directement le programme source. Il est alors ne-
cessaire d'obtenir des valeurs du domaine standard qui correspondent au jeu de test
abstrait. Si J
a
= fv
1
a
; : : : ; v
n
a
g est le jeu de test abstrait, on doit donc en deriver un jeu
de test concret J = fv
1
; : : : ; v
n
g tel que 8i 2 f1; : : : ; ng : v
i
2 Conc(v
i
a
). Pour ce qui
est de l'abstraction longueur de liste, il sut donc de choisir, pour chaque entier v
i
a
de
J
a
, une liste quelconque de taille v
i
a
. Dans la pratique, on pourra preferer choisir des
listes d'elements distincts, qui possedent un meilleur pouvoir discriminant et peuvent
permettre de detecter des erreurs de programmation qui sortent du cadre de la pro-
priete testee. C'est ce que fait le prototype decrit en Annexe D.
Reprenons l'exemple du programme Reverse et de la propriete Id. Nous savons
que Id appartient au schema S
1
1
(cf. Partie 2.2.2), et nous avons determine dans la
Partie 4.2 que la version abstraite de Reverse appartient au schema S
1
3
. Comme expli-
que dans le Chapitre 1, nous calculons le schema commun a l'abstraction de Reverse
et Id en prenant la plus petite borne superieure des schemas respectifs de Reverse
et Id. Le schema commun est donc : Lub(S
1
3
; S
1
1
) = S
1
3
. D'apres la Propriete 18 de la
Partie 2.2.2.3, J
a
= f0; 1; 2; 3g est un jeu de test abstrait complet pour verier que la
longueur du resultat de Reverse est egale a la longueur de son argument.
Si on applique a J
a
la procedure de concretisation, on obtient par exemple le jeu
de test concret : J = fnil; 0 :: nil; 1 :: 2 :: nil; 3 :: 4 :: 5 :: nilg. Ce jeu de test est ensuite
utilise sur le programme initial Reverse et on peut verier que la longueur du resultat
rendu est bien egale a la longueur de l'argument, ce qui sut a montrer la propriete
recherchee en toute generalite.
Nous illustrons ce processus sur l'exemple du programme Reverse et de la pro-
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priete Id.
Nous commencons par executer le jeu de test J sur le programme Reverse. On
obtient les resultats suivants :
Reverse(nil) = nil
Reverse(0 ::nil) = 0::nil
Reverse(1 ::2 ::nil) = 2::1 ::nil
Reverse(3 ::4 ::5 ::nil) = 5::4 ::3 ::nil
Ensuite, nous executons le jeu de test abstrait J
a
sur la propriete Id et nous obtenons :
Id(0) = 0
Id(1) = 1
Id(2) = 2
Id(3) = 3
La derniere etape consiste a verier que l'abstraction des resultats de l'execution de
Reverse sur J produit les me^mes valeurs que l'execution de J
a
sur Id. C'est eective-
ment le cas ici puisque :
abs(nil) = 0
abs(0 ::nil) = 1
abs(2 ::1 ::nil) = 2
abs(5 ::4 ::3 ::nil) = 3

A ce stade, notre methode de test permet d'assurer que le programme Reverse rend
eectivement, quel que soit son argument, une liste dont la longueur est egale a celle
de son argument (Reverse verie la propriete Id).
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Chapitre 6
Exemples d'application
Dans le corps du document nous avons utilise le programme Reverse et la pro-
priete Id pour expliciter les dierentes etapes constituant notre methode de test. Dans
ce chapitre, nous presentons d'autres exemples pour l'illustrer. Comme dans le reste
du document, nous considerons des fonctions sur les listes et nous cherchons a verier
des proprietes sur les longueurs de leurs arguments et resultats. Nous utilisons donc
la me^me abstraction que celle presentee dans le Chapitre 3. Nous commencons par un
programme de remplacement (Partie 6.1), rendant une liste dont la longueur doit e^tre le
produit de la longueur de ses arguments. Puis nous continuons avec deux programmes
de tri (Partie 6.2), qui sont supposes rendre en resultat une liste de la me^me longueur
que leur argument.
6.1 Programme de remplacement
Considerons un programme Rep remplacant chaque element de son premier argu-
ment de type liste par son second argument. Ce programme peut s'ecrire :
Rep(nil; l) = nil
Rep(n :: l
1
; l
2
) = Concat(l
2
; Rep(l
1
; l
2
))
Concat(nil; l) = l
Concat(n :: l
1
; l
2
) = cons(n;Concat(l
1
; l
2
))
L'interpretation abstraite de Rep rend le programme :
Lrep(0; n) = 0
Lrep(n
1
+ 1; n
2
) = Lconcat(n
2
; Lrep(n
1
; n
2
))
Lconcat(0;m) = m
Lconcat(n+ 1;m) = 1 + Lconcat(n;m)
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Apres normalisation, on obtient le programme abstrait suivant :
Lrep(0; n) = 0
Lrep(n
1
+ 1; n
2
) = Lconcat(n
2
; Lrep(n
1
; n
2
))
Lconcat(0;m) = m
Lconcat(n+ 1;m) = Lconcat(n;m) + 1
L'inference de schema transforme d'abord ce programme en :
Lrep(0; n) = 0
Lrep(n
1
+ 1; n
2
) = Lconcat(n
2
; Lrep(n
1
; n
2
))
Lconcat(0;m) = id(m)
Lconcat(n+ 1;m) = plus1(Lconcat(n;m))
et conclut que Lrep est de schema B
3
(B
1
(I
1
; I
1
)). En eet, le schema B
1
(I
1
; I
1
) est
associe a Lconcat car id et plus1 sont de schema I
1
.
La propriete qui nous interesse est que la longueur du resultat de Rep doit e^tre
egale au produit des longueurs de ses arguments, c'est-a-dire :
Mult(0;m) = 0
Mult(n+ 1;m) = P lus(m;Mult(n;m))
P lus(0;m) = m
Plus(n+ 1;m) = P lus(n;m) + 1
L'inference de schema transforme ce programme en :
Mult(0;m) = 0
Mult(n+ 1;m) = P lus(m;Mult(n;m))
P lus(0;m) = id(m)
P lus(n+ 1;m) = plus1(P lus(n;m))
et determine que Mult est egalement de schema B
3
(B
1
(I
1
; I
1
)) car P lus est de schema
B
1
(I
1
; I
1
).
Donc, J
a
= f(0; 0); (1; 1)g est un jeu de test (abstrait) complet pour Lrep et Mult.
Apres concretisation, un jeu de test possible est :
J = f(nil; nil); (1 ::nil; 2::nil)g:
Il est alors susant de tester Rep avec J pour decider si la longueur de son resultat est
bien le produit de la longueur de ses arguments.
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6.2 Programmes de tri
Pour nir, nous considerons ici deux programmes de tri : le tri par selection (Par-
tie 6.2.1) et le tri par insertion (Partie 6.2.2). Dans ces deux cas, la propriete qui nous
interesse est que la longueur du resultat soit egale a la longueur de l'argument. La
fonction abstraite est donc l'identite.
6.2.1 Tri par selection
Un programme de tri par selection peut e^tre deni de la maniere suivante :
Selsort(nil) = nil
Selsort(n :: l) = cons(Mine(n; l); Selsort(Restmin(n; l)))
Mine(n; nil) = n
Mine(n;m :: l) = Mine(Min(n;m); l)
Restmin(n; nil) = nil
Restmin(n;m :: l) = cons(Max(n;m); Restmin(n; l))
Min(n;m) = if n  m then n else m
Max(n;m) = if n  m then n else m
Apres abstraction, on obtient le programme abstrait :
Lselsort(0) = 0
Lselsort(n+ 1) = 1 + Lselsort(Lrestmin(n))
Lrestmin(0) = 0
Lrestmin(n+ 1) = 1 + Lrestmin(n)
Remarquons que Lrestmin est d'arite 1 puisque Restmin n'a qu'un argument de type
liste (l'autre etant de type entier).
Apres normalisation, on obtient le programme abstrait normalise :
Lselsort(0) = 0
Lselsort(n+ 1) = Lselsort(Lrestmin(n)) + 1
Lrestmin(0) = 0
Lrestmin(n+ 1) = Lrestmin(n) + 1
L'inference de schema transforme ce programme en :
Lselsort(0) = 0
Lselsort(n+ 1) = plus1(Lselsort(Lrestmin(n)))
Lrestmin(0) = 0
Lrestmin(n+ 1) = plus1(Lrestmin(n))
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et rend le schema S
2
2
pour Lselsort (le schema S
1
2
etant associe a Lrestmin).
Donc, J
a
= f0; 1; 2; 3; 4g est un jeu de test complet pour decider si Lselsort = Id,
et J
a
peut se concretiser en J = fnil; 0 ::nil; 1 ::2 ::nil; 3 ::4 :: 5 ::nil; 6 ::7 :: 8 :: 9 ::nilg. Il
est alors susant de tester le programme Selsort sur J pour decider s'il rend bien une
liste de me^me longueur que celle passee en argument.
Notons que nous garantissons uniquement la detection des fautes ayant un impact
sur la longueur du resultat en utilisant ce jeu de test (puisque c'est precisement l'ob-
jectif de ce test). Imaginons par exemple que nous ayons oublie d'introduire la valeur
Max(n;m) dans le resultat de Restmin :
Restmin(n; nil) = nil
Restmin(n;m :: l) = Restmin(n; l)
Cette erreur serait detectee par l'application de Selsort a une liste de longueur 2. Mais si
au lieu de cela nous avions remplaceMax parMin, l'erreur n'aurait pas necessairement
ete detectee par un jeu de test concret J engendre de facon aleatoire a partir de J
a
,
a moins qu'il ne satisfasse la condition supplementaire que les listes soient composees
d'elements distincts, ce qui est le cas pour la procedure de concretisation utilisee dans
notre systeme.
6.2.2 Tri par insertion
Le tri par insertion peut e^tre deni de la maniere suivante
1
:
Insort(nil) = nil
Insort(n :: l) = Insert(Insort(l); n)
Insert(nil;m) = cons(m;nil)
Insert(n :: l;m) = cons(Min(n;m); Insert(l;Max(n;m)))
L'abstraction de ce programme rend le programme abstrait :
Linsort(0) = 0
Linsort(n+ 1) = Linsert(Linsort(n))
Linsert(0) = 1 + 0
Linsert(n+ 1) = 1 + Linsert(n)
Le schema infere pour ce programme est S
1
3
, donc J
a
= f0; 1; 2; 3g est un jeu de test
complet pour decider si Linsort = Id. Le jeu de test J
a
peut ensuite se concretiser en
J = fnil; 0 ::nil; 1 :: 2 ::nil; 3 :: 4 :: 5 ::nilg. Ainsi, il est susant de tester le programme
1. En fait, une version plus ecace de Insert pourrait e^tre denie dans un langage fonctionnel, mais
cela n'entre pas dans le cadre de nos schemas car ce n'est pas uniforme. Nous revenons sur ce probleme
en conclusion.
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Insort sur J pour decider s'il rend bien une liste de me^me longueur que celle passee en
argument.
Pour illustrer la pertinence des jeux de test derives par notre methode, considerons
une denition erronee de Insert :
Insort
0
(nil) = nil
Insort
0
(n :: l) = Insert
0
(Insort
0
(l); n)
Insert
0
(nil;m) = cons(m;nil)
Insert
0
(n :: l;m) = cons(Min(n;m); cons(Max(n;m); nil))
L'abstraction de Insort
0
est :
Linsort
0
(0) = 0
Linsort
0
(n+ 1) = Linsert
0
(Linsort
0
(n))
Linsert
0
(0) = 1
Linsert
0
(n+ 1) = 2
L'inference de schema transforme ce programme en :
Linsort
0
(0) = 0
Linsort
0
(n+ 1) = Linsert
0
(Linsort
0
(n))
Linsert
0
(0) = 1
Linsert
0
(n+ 1) = 2(Linsert
0
(n))
Linsert
0
appartient au schema S
1
2
; en consequence Linsort
0
et Linsort appartiennent
au me^me schema S
1
3
et ont donc le me^me jeu de test complet.
Il se trouve que la denition erronee Insort
0
rend des resultats corrects pour les
listes de longueur inferieure ou egale a 2. Il est donc vraiment necessaire d'inclure une
liste de longueur 3 dans le jeu de test pour detecter cette erreur.
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Conclusion
Bilan
La principale contribution de cette these est une nouvelle approche pour la veri-
cation de programmes, integrant les techniques de test et d'analyse statique. Nous
proposons une methode formelle de generation de jeux de test nis complets permet-
tant de prouver qu'un programme verie une propriete donnee. Cette methode utilise
le texte du programme et de la propriete, qui doivent appartenir a certaines classes
de programmes (ou de proprietes). Ces classes sont representees par des hierarchies de
schemas, qui peuvent e^tre vues comme des biais de test qui modelisent des hypotheses
de test. Notre methode est constituee de quatre etapes principales :
1. Abstraction du programme.
2. Inference de deux schemas (l'un associe au programme, l'autre a la propriete).
3. Deduction d'un jeu de test abstrait pour le programme et la propriete.
4. Derivation d'un jeu de test concret correspondant.
La derniere phase est facultative pour etablir qu'un programme verie une pro-
priete. Neanmoins, elle est utile d'un point de vue documentaire (consultation du jeu
de test en vue d'ajouter de nouvelles donnees de test, ou d'evaluer sa couverture) et
peut permettre de recueillir des informations supplementaires sur le comportement du
programme.
Pour une propriete donnee (c'est-a-dire une abstraction donnee), notre approche est
completement automatique. Elle ne necessite donc aucune competence particuliere de
l'utilisateur. Nous avons implante cette methode dans un prototype, pour le cas de la
propriete longueur. Ce prototype accepte en entree des programmes et des proprietes
ecrits dans un langage fonctionnel restreint.
La dierence entre notre methode et les techniques de verication traditionnelles
ou les methodes formelles de developpement (telles que Z [SPI92], VDM [JON90],
B [ABR96], LARCH [GH93] ou Coq [PMW93]) est que nous privilegions la mecanisation
par rapport a la generalite. An d'obtenir une methode automatique, nous avons du^
restreindre la classe de programmes et de proprietes consideres. Notons cependant que la
restriction sur les programmes est plus faible que celle sur les proprietes (car ce ne sont
que les versions abstraites des programmes qui doivent appartenir a un des schemas).

A cause de cette restriction sur les proprietes, notre methode peut e^tre vue comme
plus proche d'un vericateur de type sophistique que d'une technique de verication
118 Conclusion
classique. Par exemple, un vericateur de type peut montrer qu'un programme rend un
resultat de type list, alors que notre methode fournit de l'information sur la longueur
de cette liste.
Perspectives
Des experimentations sont necessaires pour mesurer l'impact des restrictions im-
posees par notre methode et estimer les extensions necessaires pour permettre une
veritable utilisation pratique. Nous citons a present un certain nombre de pistes de
recherche qui ont deja ete identiees.
Dans la these, nous n'avons etudie qu'une seule abstraction : celle de la fonction
longueur. Un prolongement naturel consiste a integrer d'autres proprietes s'exprimant
dans le domaine des entiers (comme la taille ou la profondeur) et d'autres types de don-
nees que les listes et les entiers (comme les arbres ou les types inductifs generaux). Ces
nouvelles abstractions s'expriment aussi naturellement dans le cadre de l'interpretation
abstraite.
Une contrainte importante des schemas utilises dans ce travail (et cruciale pour les
preuves de nos resultats) est leur uniformite par rapport au type de donnees considere
(ici, les entiers naturels). Ce choix est inspire par des travaux sur les types inductifs
et les schemas de programmes inductifs qui leur sont associes [PDM89]. L'uniformite
signie que les choix dans un programme (ou une propriete) sont uniquement bases
sur la structure des arguments. Par exemple, le programme Insert presente dans la
Partie 6.2.2 est uniforme, mais il est possible d'en denir une autre version par :
Insert(nil;m) = cons(m;nil)
Insert(n :: l;m) = if m < n then cons(m; cons(n; l)) else cons(n; Insert(l;m))
qui n'est pas uniforme et n'entre donc pas dans le cadre de nos schemas. Une possibilite
pour contourner cette limitation serait de deriver deux versions abstraites approxima-
tives d'un programme, l'une representant une borne inferieure et l'autre une borne
superieure de la propriete d'intere^t. D'un point de vue technique, il faudrait denir
autant de fonctions d'abstraction que d'approximations desirees.
Par ailleurs, on pourrait etendre l'ensemble des programmes et proprietes traites
en ajoutant de nouveaux elements de langage. Une hierarchie de schemas plus riche
pourrait e^tre utilisee directement comme langage de programmation (restreint). Cela
pourrait e^tre vu comme une discipline de programmation, fournissant une aide et un
guide a la construction de programmes facilement testables. Une extension naturelle
dans cette voie (et qui permettrait d'aller au-dela du domaine des entiers considere
jusqu'a present) consiste a considerer des programmes et des proprietes polymorphes,
le polymorphisme correspondant a une forme de regularite. Il faut d'ailleurs noter a ce
sujet que l'idee d'exploiter des restrictions sur le langage de proprietes a aussi ete explo-
ree pour demontrer par le test des proprietes de securite de programmes Java [JLT98].
Un groupe de recherche americain [DAC98, DAC] a egalement propose recemment une
bibliotheque de modeles de proprietes en logique temporelle qui a permis de represen-
ter, d'apres leurs experiences, 92% des cas de specications rencontres, dans le but de
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faire de la verication par model checking. Ces travaux montrent une convergence cer-
taine autour de l'idee d'utiliser des formalismes restreints pour favoriser les verications
automatiques de programmes.
De maniere generale, nous pensons qu'il est possible de proposer des techniques
intermediaires entre celles qui sont tres generales mais peu automatisees (comme les
demonstrateurs de theoremes qui necessitent des utilisateurs qualies), et celles comple-
tement automatiques mais de portee limitee (comme l'inference de type traditionnelle).
Cette these est une contribution dans ce sens, me^me s'il est clair qu'il reste du chemin
a parcourir avant de deboucher sur des outils veritablement utilisables en pratique.
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Annexe A
Inference de type
La syntaxe de notre langage de programmation L
Prog
impose que chaque variable
soit associee a un type (List ou bien type de base Int, Real...). L'objectif de l'inference
de type decrite ici est de fournir les informations necessaires a l'abstraction decrite dans
le Chapitre 3 de la Partie II. Pour cette abstraction, il sut de pouvoir distinguer une
variable de type List d'une variable d'un type de base. On ne considere donc que deux
((types)) ici :
{ base qui regroupe Int, Real...
{ List qui decrit les listes.
Les axiomes et regles d'inference de type sont les suivants :
? ` Let op (x : t
1
; e) : t
1
! t
2
?[op : t
1
! t
2
] ` P : t
3
? ` Let op (x : t
1
; e);P : t
3
? ` Letrec op Case(0; e
1
; + (x : t
b
; 1); e
2
) : t
b
! t
1
?[op : t
b
! t
1
] ` P : t
2
? ` Letrec op Case(0; e
1
; + (x : t
b
; 1); e
2
);P : t
2
? ` Letrec op Case(nil; e
1
; x : t
b
:: l :List; e
2
) : List! t
1
?[op : List! t
1
] ` P : t
2
? ` Letrec op Case(nil; e
1
; x : t
b
:: l :List; e
2
);P : t
2
? ` Letrec op Case((0; x
1
: t
1
); e
1
; (+(x
2
: t
b
; 1); x
3
: t
1
); e
2
) : t
b
 t
1
! t
2
?[op : t
b
 t
1
! t
2
] ` P : t
3
? ` Letrec op Case((0; x
1
: t
1
); e
1
; (+(x
2
: t
b
; 1); x
3
: t
1
); e
2
);P : t
3
? ` Letrec op Case((nil; x
1
: t
1
); e
1
; (x
2
: t
b
:: l :List; x
3
: t
1
); e
2
) : List t
1
! t
2
?[op : List t
1
! t
2
] ` P : t
3
? ` Letrec op Case((nil; x
1
: t
1
); e
1
; (x
2
: t
b
:: l :List; x
3
: t
1
); e
2
);P : t
3
?[x : t
1
] ` e : t
2
? ` Let op (x : t
1
; e) : t
1
! t
2
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? ` e
1
: t ?[x : t
b
; op : t
b
! t] ` e
2
: t
? ` Letrec op Case(0; e
1
; + (x : t
b
; 1); e
2
) : t
b
! t
? ` e
1
: t ?[x : t
b
; l : List; op : List! t] ` e
2
: t
? ` Letrec op Case(nil; e
1
; x : t
b
:: l :List; e
2
) : List! t
?[x
1
: t
1
] ` e
1
: t
2
?[x
2
: t
b
; x
3
: t
1
; op : t
b
 t
1
! t
2
] ` e
2
: t
2
? ` Letrec op Case((0; x
1
: t
1
); e
1
; (+(x
2
: t
b
; 1); x
3
: t
1
); e
2
) : t
b
 t
1
! t
2
?[x
1
: t
1
] ` e
1
: t
2
?[x
2
: t
b
; l : List; x
3
: t
1
; op : List t
1
! t
2
] ` e
2
: t
2
? ` Letrec op Case((nil; x
1
: t
1
); e
1
; (x
2
: t
b
:: l :List; x
3
: t
1
); e
2
) : List t
1
! t
2
? ` op : t
1
! t
2
? ` e : t
1
? ` op(e) : t
2
? ` op : t
1
 t
2
! t
3
? ` e
1
: t
1
? ` e
2
: t
2
? ` op(e
1
; e
2
) : t
3
? ` e : Bool ? ` e
1
: t ? ` e
2
: t
? ` if e then e
1
else e
2
: t
? ` head : List! t
b
? ` tail : List! List
? ` cons : t
b
 List! List
? ` + : t
b
 t
b
! t
b
? ` ? : t
b
 t
b
! t
b
? `  : t
b
 t
b
! t
b
? ` = : t
b
 t
b
! t
b
? `=: t
b
 t
b
! Bool ? `6=: t
b
 t
b
! Bool
? `>: t
b
 t
b
! Bool ? `<: t
b
 t
b
! Bool
? `: t
b
 t
b
! Bool ? `: t
b
 t
b
! Bool
? ` nil : List ? ` c : t
b
?[x : t] ` x : t ?[op : t] ` op : t
On peut remarquer que ce systeme conduit directement a un algorithme d'inference
car on peut lui associer un ordre strict dans le calcul des types, et il n'y a aucune
ambigute dans le choix d'une regle a appliquer. Pour obtenir l'algorithme, il sut de
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lire les regles de bas en haut (conclusions vers hypotheses) et de gauche a droite. Par
exemple, la septieme regle se lit : ((Pour prouver que l'expression
Letrec op Case(0; e
1
; + (x : t
b
; 1); e
2
)
est de type t
b
! t dans un contexte ?, il sut de montrer que l'expression e
1
est
de type t dans le contexte ?, et que l'expression e
2
est de type t dans le contexte ?
augmente de [x : t
b
; op : t
b
! t].)). On remarque que t est connu gra^ce a la preuve de
la premiere hypothese avant d'e^tre utilise dans la preuve de la seconde.
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Annexe B
Relation d'ordre associee a la
normalisation
Rappelons tout d'abord le systeme de reecriture utilise pour la normalisation dans
la Partie 4.1 :
+(e; 0) ! e
+(k
1
; k
2
) ! k
1
+ k
2
?(e; 0) ! e
?(k
1
; k
2
) ! k
1
? k
2
+(k; e) ! +(e; k) avec e =2 Const
+(+(e
1
; e
2
); e
3
) ! +(e
1
;+(e
2
; e
3
))
?(?(e
1
; e
2
); e
3
) ! ?(e
1
;+(e
2
; e
3
))
?(+(e
1
; e
2
); e
3
) ! +(e
1
;?(e
2
; e
3
))
On utilise la notation a+ b pour denoter le resultat de l'evaluation de a+ b; e, e
1
,
e
2
, e
3
pour denoter une expression; k, k
1
, k
2
pour denoter une constante.
Les regles sont appliquees dans l'ordre ou elles sont denies.
Nous montrons ci-apres qu'il est possible d'associer un ordre bien fonde strictement
decroissant a ce systeme de reecriture, ce qui nous permet de garantir sa terminaison
(Proprietes 27 et 28).
Nous denissons maintenant cet ordre de reduction << pour la normalisation (De-
nition 14). Dans ce but, nous commencons par introduire deux notions de taille dans
les Denitions 12 et 13.
Denition 12 On denit taille
1
par :
taille
1
(e) =
X
ke
poids(pos
e
(k); e)
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avec :
pos
e
(k) = position de k dans e
poids(position; e) = 1 + nombre de symboles (constantes ou variables)
a droite de position dans e
Denition 13 On denit taille
2
par :
taille
2
(k) = 1
taille
2
(x) = 1
taille
2
(+(e
1
; e
2
)) = 2  taille
2
(e
1
) + taille
2
(e
2
)
taille
2
(?(e
1
; e
2
)) = 2  taille
2
(e
1
) + taille
2
(e
2
)
Denition 14 On denit l'ordre << par :
e
1
<< e
2
() taille
1
(e
1
) < taille
1
(e
2
)
_
taille
1
(e
1
) = taille
1
(e
2
) ^ taille
2
(e
1
) < taille
2
(e
2
)
Nous pouvons a present etablir la propriete suivante :
Propriete 27
Toutes les regles de reecriture pour la normalisation font decro^tre strictement les ex-
pressions selon l'ordre <<.
Preuve
Soient nbs(e)  0 le nombre de symboles dans e, et nbc(e)  0 le nombre de
constantes dans e.
Les cinq premieres regles font decro^tre strictement la valeur de taille
1
.
 Premiere regle : +(e; 0)! e.
taille
1
(+(e; 0)) = 1 +
P
ke
poids(pos
+(e;0)
(k);+(e; 0))
= 1 +
P
ke
poids(pos
e
(k);+(e; 0))
= 1 +
P
ke
(poids(pos
e
(k); e) + 1)
= 1 + nbc(e) +
P
ke
poids(pos
e
(k); e)
= 1 + nbc(e) + taille
1
(e)
Donc, taille
1
(e) < taille
1
(+(e; 0)).
 Seconde regle : +(k
1
; k
2
)! k
1
+ k
2
.
taille
1
(+(k
1
; k
2
)) = 2 + 1 = 3
taille
1
(k
1
+ k
2
) = 1
Donc, taille
1
(k
1
+ k
2
) < taille
1
(+(k
1
; k
2
)).
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 Troisieme regle : ?(e; 0)! e.
taille
1
(?(e; 0)) = 1 +
P
ke
poids(pos
?(e;0)
(k);?(e; 0))
= 1 +
P
ke
poids(pos
e
(k);?(e; 0))
= 1 +
P
ke
(poids(pos
e
(k); e) + 1)
= 1 + nbc(e) +
P
ke
poids(pos
e
(k); e)
= 1 + nbc(e) + taille
1
(e)
Donc, taille
1
(e) < taille
1
(?(e; 0)).
 Quatrieme regle : ?(k
1
; k
2
)! k
1
? k
2
.
taille
1
(?(k
1
; k
2
)) = 2 + 1 = 3
taille
1
(k
1
? k
2
) = 1
Donc, taille
1
(k
1
? k
2
) < taille
1
(?(k
1
; k
2
)).
 Cinquieme regle : +(k; e)! +(e; k).
taille
1
(+(k; e)) = 1 + nbs(e) +
P
ce
poids(pos
+(k;e)
(c);+(k; e))
= 1 + nbs(e) +
P
ce
poids(pos
e
(c); e)
= 1 + nbs(e) + taille
1
(e)
taille
1
(+(e; k)) = 1 +
P
ce
poids(pos
+(e;k)
(c);+(e; k))
= 1 +
P
ce
poids(pos
e
(c);+(e; k))
= 1 +
P
ce
(poids(pos
e
(c); e) + 1)
= 1 + nbc(e) +
P
ce
poids(pos
e
(c); e)
= 1 + nbc(e) + taille
1
(e)
Or, nbc(e) < nbs(e) (car sinon e ne contiendrait que des constantes, et on aurait
applique une des regles precedentes), donc taille
1
(+(e; k)) < taille
1
(+(k; e)).
Les trois dernieres regles maintiennent la valeur de taille
1
constante, et font de-
cro^tre strictement la valeur de taille
2
.
 Sixieme regle : +(+(e
1
; e
2
); e
3
)! +(e
1
;+(e
2
; e
3
)).
taille
1
(+(+(e
1
; e
2
); e
3
)) = taille
1
(+(e
1
;+(e
2
; e
3
)))
taille
2
(+(+(e
1
; e
2
); e
3
)) = 2  taille
2
(+(e
1
; e
2
)) + taille
2
(e
3
)
= 4  taille
2
(e
1
) + 2  taille
2
(e
2
) + taille
2
(e
3
)
taille
2
(+(e
1
;+(e
2
; e
3
))) = 2  taille
2
(e
1
) + taille
2
(+(e
2
; e
3
))
= 2  taille
2
(e
1
) + 2  taille
2
(e
2
) + taille
2
(e
3
)
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Et taille
2
(+(e
1
;+(e
2
; e
3
))) < taille
2
(+(+(e
1
; e
2
); e
3
)) car on a taille
2
(e
1
) > 0 d'apres
la Denition 13.
 Septieme regle : ?(?(e
1
; e
2
); e
3
)! ?(e
1
;+(e
2
; e
3
)).
taille
1
(?(?(e
1
; e
2
); e
3
)) = taille
1
(?(e
1
;+(e
2
; e
3
)))
taille
2
(?(?(e
1
; e
2
); e
3
)) = 2  taille
2
(?(e
1
; e
2
)) + taille
2
(e
3
)
= 4  taille
2
(e
1
) + 2  taille
2
(e
2
) + taille
2
(e
3
)
taille
2
(?(e
1
;+(e
2
; e
3
))) = 2  taille
2
(e
1
) + taille
2
(+(e
2
; e
3
))
= 2  taille
2
(e
1
) + 2  taille
2
(e
2
) + taille
2
(e
3
)
Et taille
2
(?(e
1
;+(e
2
; e
3
))) < taille
2
(?(?(e
1
; e
2
); e
3
)) car on a taille
2
(e
1
) > 0 d'apres
la Denition 13.
 Huitieme regle : ?(+(e
1
; e
2
); e
3
)! +(e
1
;?(e
2
; e
3
)).
taille
1
(?(+(e
1
; e
2
); e
3
)) = taille
1
(+(e
1
;?(e
2
; e
3
)))
taille
2
(?(+(e
1
; e
2
); e
3
)) = 2  taille
2
(+(e
1
; e
2
)) + taille
2
(e
3
)
= 4  taille
2
(e
1
) + 2  taille
2
(e
2
) + taille
2
(e
3
)
taille
2
(+(e
1
;?(e
2
; e
3
))) = 2  taille
2
(e
1
) + taille
2
(?(e
2
; e
3
))
= 2  taille
2
(e
1
) + 2  taille
2
(e
2
) + taille
2
(e
3
)
Et taille
2
(+(e
1
;?(e
2
; e
3
))) < taille
2
(?(+(e
1
; e
2
); e
3
)) car on a taille
2
(e
1
) > 0 d'apres
la Denition 13.
2
La Propriete 28 nous permet nalement de conclure :
Propriete 28
L'ordre << est bien fonde, les regles de normalisation forment donc un systeme convergent.
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Annexe C
Preuves des Proprietes 23 et 24
(schemas binaires)
Propriete 24
(f0g f0; : : : ; i? 1g)[ (f1g f0; : : : ; j ? 1g) est un jeu de test complet pour B
2
(I
i
; I
j
).
(f0g  f0; : : : ; i? 1g) [ (f1g  f0; : : : ; jg) est un jeu de test complet pour B
2
(I
i
; P
j
).
Preuve
 Schema B
2
(I
i
; I
j
)
Soient f et f
0
appartenant a B
2
(I
i
; I
j
) et
8(x; y) 2 (f0g  f0; : : : ; i? 1g) [ (f1g  f0; : : : ; j ? 1g) : f(x; y) = f
0
(x; y):
On a donc
f(0;m) = h(m)
f(n+ 1;m) = f(n; g(m))
et
f
0
(0;m) = h
0
(m)
f
0
(n+ 1;m) = f
0
(n; g
0
(m))
avec h 2 I
i
, h
0
2 I
i
, g 2 I
j
et g
0
2 I
j
.
La propriete
8(x; y) 2 f0g  f0; : : : ; i? 1g : f(x; y) = f
0
(x; y)
est equivalente a
8y 2 f0; : : : ; i? 1g : h(y) = h
0
(y)
ce qui implique h = h
0
d'apres les Proprietes 4 et 17 (puisque h 2 I
i
et h
0
2 I
i
).
La propriete
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8(x; y) 2 f1g  f0; : : : ; j ? 1g : f(x; y) = f
0
(x; y)
est equivalente a
8y 2 f0; : : : ; j ? 1g : h(g(y)) = h
0
(g
0
(y)) = h(g
0
(y))
ce qui implique
8y 2 f0; : : : ; j ? 1g : g(y) = g
0
(y)
car h est injective (puisque croissante). De nouveau, la Propriete 4 nous permet de
conclure g = g
0
. De h = h
0
et g = g
0
, nous deduisons f = f
0
.
 Schema B
2
(I
i
; P
j
)
Soient f et f
0
appartenant a B
2
(I
i
; P
j
) et
8(x; y) 2 (f0g  f0; : : : ; i? 1g) [ (f1g  f0; : : : ; jg) : f(x; y) = f
0
(x; y):
On a donc
f(0;m) = h(m)
f(n+ 1;m) = f(n; g(m))
et
f
0
(0;m) = h
0
(m)
f
0
(n+ 1;m) = f
0
(n; g
0
(m))
avec h 2 I
i
, h
0
2 I
i
, g 2 P
j
et g
0
2 P
j
.
La propriete
8(x; y) 2 f0g  f0; : : : ; i? 1g : f(x; y) = f
0
(x; y)
est equivalente a
8y 2 f0; : : : ; i? 1g : h(y) = h
0
(y)
ce qui implique h = h
0
d'apres la Propriete 4.
La propriete
8(x; y) 2 f1g  f0; : : : ; jg : f(x; y) = f
0
(x; y)
est equivalente a
8y 2 f0; : : : ; jg : h(g(y)) = h
0
(g
0
(y)) = h(g
0
(y))
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ce qui implique
8y 2 f0; : : : ; jg : g(y) = g
0
(y)
car h est injective (puisque croissante). La Propriete 3 nous permet de conclure g = g
0
.
De h = h
0
et g = g
0
, nous pouvons deduire f = f
0
.
2
Propriete 25
f(0; 0)g[(f1gf1; : : : ; ig)[(f1; : : : ; jgf1g) est un jeu de test complet pour B
3
(B
1
(I
i
; I
j
)).
Preuve
Soit f appartenant a B
3
(B
1
(I
i
; I
j
)). On a donc
f(0;m) = k
f(n+ 1;m) = g(m; f(n;m))
et
g(0; x) = h
0
(x)
g(m+ 1; x) = g
0
(g(m;x))
avec g
0
2 I
i
, et h
0
2 I
j
.
Pour plus de clarte, on denit :
f(n;m) = g
n
m
(k)
avec
g
m
(x) = g(m;x)
et on utilise :
g(m;x) = g
0m
(h
0
(x)):
Pour determiner la valeur k, il sut de tester f avec une paire (0;m), m etant
quelconque, car 8m 2 IN : f(0;m) = k.

A present, nous considerons deux cas :
1. h
0
(k)  
g
0
,
2. h
0
(k) < 
g
0
.
 Premier cas : h
0
(k)  
g
0
.
 Si n = 1 alors
f(1;m) = g(m; k) = g
0m
(h
0
(k)):
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Comme g
0
appartient a I
i
, on peut la determiner (cf. Propriete 4) en la testant avec les
valeurs m 2 f1; : : : ; ig. En eet, toutes les valeurs h
0
(k); : : : ; g
0i?1
(h
0
(k)) sont distinctes
puisque h
0
(k)  
g
0
.
 Si m = 1 alors
f(n; 1) = g(1; g(1; : : : (g(1; k)) : : :)) = (g
0
 h
0
)
n
(k):
Comme la fonction h
0
est croissante (puisque h
0
2 I
j
) et h
0
(k)  
g
0
, toutes les valeurs
k; g
0
(h
0
(k)); : : : ; (g
0
 h
0
)
j?1
(k)) sont distinctes.
De plus, g
0
est croissante donc injective (car g
0
2 I
i
), on peut donc determiner h
0
en
testant f sur les valeurs n 2 f1; : : : ; jg.
 Second cas : h
0
(k) < 
g
0
.
 Si n = 1 alors
f(1;m) = g(m; k) = g
0m
(h
0
(k)) = h
0
(k):
Avec m quelconque, on determine h
0
(k).
Nous considerons maintenant deux autres cas :
 Cas A : k < 
h
0
.
On a donc g
0
(h
0
(k)) = h
0
(k) = k, d'ou :
8n 2 IN : 8m 2 IN : f(n;m) = k:
 Cas B : k  
h
0
.
Si m = 1 alors
f(n; 1) = g(1; g(1; : : : (g(1; k)) : : :)) = (g
0
 h
0
)
n
(k):
Comme la fonction g
0
est croissante (puisque g
0
2 I
i
) et k  
h
0
, toutes les valeurs
k; g
0
(h
0
(k)); : : : ; (g
0
 h
0
)
j?1
(k)) sont distinctes.
De plus, g
0
est injective (puisque croissante), donc on peut determiner h
0
en testant f
sur les valeurs n 2 f1; : : : ; jg.
Nous avons donc montre que
f(0; 0)g [ (f1g  f1; : : : ; ig) [ (f1; : : : ; jg  f1g) : f(x; y) = f
0
(x; y)
est un jeu de test susant pour determiner f .
2
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Annexe D
Implantation
Nous avons realise en Caml Light un prototype implantant les resultats theoriques
decrits dans la these, pour le cas de l'abstraction longueur. Il permet en particulier de
traiter tous les exemples cites dans la these. Ce prototype prend en entree un programme
et une propriete ecrits dans des langages fonctionnels restreints (cf. ci-apres), et calcule
un jeu de test (concret) permettant de prouver que le programme verie la propriete.
La Figure D.1 presente la structure du prototype.
Jeu de test
normalisation
PropriététypageProgramme
concrétisation longueur-1
dérivation du jeu de test abstrait 
inférence de schéma explications
abstraction
longueur
Fig. D.1 { Structure du prototype
Cette annexe contient quelques details techniques concernant la realisation du pro-
totype.
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Langage de programmation L
Prog
- syntaxe concrete :
Prog = Def ; Prog j
Def:
Def = Let Fun (V ar :Type; Exp) j
Letrec Fun Case(0; Exp; Add
1
; Exp) j
Letrec Fun Case(nil; Exp; V ar :Type ::V ar :List; Exp) j
Letrec Fun Case((0; V ar :Type); Exp; (Add
1
; V ar :Type); Exp) j
Letrec Fun Case((nil; V ar :Type); Exp;
(V ar :Type ::V ar :List; V ar :Type); Exp)
Exp = OP
1
(Exp) j
OP
2
(Exp;Exp) j
if Exp then Exp else Exp j
V ar j
Const
OP
1
= Fun j head j tail
OP
2
= Fun j cons j + j ? j  j = j = j 6= j < j > j  j  j : : :
Const = nil j 0 j 1 j : : :
Add
1
= +(V ar :Type; 1) j + (1; V ar :Type)
Type = Int j List
Le non-terminal Fun denote l'ensemble des identicateurs de fonction et le non-terminal
V ar l'ensemble des variables (du premier ordre).
Langage de programmation - syntaxe abstraite :
Prog = Def ; Prog j
Def
Def = abs(Fun; V ar; Type;Exp) j
recint
1
(Fun;Exp; V ar; Type;Exp) j
reclist
1
(Fun;Exp; V ar; Type; V ar; List; Exp) j
recint
2
(Fun; V ar; Type;Exp; V ar; Type; V ar; Type;Exp) j
reclist
2
(Fun; V ar; Type;Exp; V ar; Type; V ar; List; V ar; Type;Exp)
Exp = app
1
(OP
1
; Exp) j
app
2
(OP
2
; Exp;Exp) j
cond(Exp;Exp;Exp) j
V ar j
Const
OP
1
= Fun j head j tail
OP
2
= Fun j cons j plus j moins j mult j div j egal j diff j sup j inf j supeg j infeg j : : :
Const = nil j 0 j 1 j : : :
T ype = Int j List
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Langage de proprietes L
Prop
(ou abstrait) - syntaxe concrete :
Prog = Def ; Prog j
Def:
Def = Let Fun (V ar; Exp) j
Letrec Fun Case(0; Exp; Add
1
; Exp) j
Letrec Fun Case((0; V ar); Exp; (Add
1
; V ar); Exp)
Exp = OP
1
(Exp) j
OP
2
(Exp;Exp) j
V ar j
Const
OP
1
= Fun
OP
2
= Fun j + j ? j : : :
Const = 0 j 1 j : : :
Add
1
= +(V ar; 1) j + (1; V ar)
Langage de propriete (ou abstrait) - syntaxe abstraite :
Prog = Def ; Prog j
Def
Def = abs(Fun; V ar;Exp) j
recint
1
(Fun;Exp; V ar;Exp) j
recint
2
(Fun; V ar;Exp; V ar; V ar;Exp)
Exp = app
1
(OP
1
; Exp) j
app
2
(OP
2
; Exp;Exp) j
V ar j
Const
OP
1
= Fun
OP
2
= Fun j plus j moins j : : :
Const = 0 j 1 j : : :
D.1 Module d'inference de type
On utilise deux types :
{ les entiers naturels Int,
{ List qui decrit les listes.
Les axiomes et regles d'inference de type sont les suivants :
? ` abs(op; x; t
1
; e) : t
1
! t
2
?[op : t
1
! t
2
] ` P : t
3
? ` abs(op; x; t
1
; e);P : t
3
? ` recint
1
(op; e
1
; x; Int; e
2
) : Int! t
1
?[op : Int! t
1
] ` P : t
2
? ` recint
1
(op; e
1
; x; Int; e
2
);P : t
2
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? ` reclist
1
(op; e
1
; x; Int; l; List; e
2
) : List! t
1
?[op : List! t
1
] ` P : t
2
? ` reclist
1
(op; e
1
; x; Int; l; List; e
2
);P : t
2
? ` recint
2
(op; x
1
; t
1
; e
1
; x
2
; Int; x
3
; t
1
; e
2
) : Int t
1
! t
2
?[op : Int t
1
! t
2
] ` P : t
3
? ` recint
2
(op; x
1
; t
1
; e
1
; x
2
; Int; x
3
; t
1
; e
2
);P : t
3
? ` reclist
2
(op; x
1
; t
1
; e
1
; x
2
; Int; l; List; x
3
; t
1
; e
2
) : List t
1
! t
2
?[op : List t
1
! t
2
] ` P : t
3
? ` reclist
2
(op; x
1
; t
1
; e
1
; x
2
; Int; l; List; x
3
; t
1
; e
2
);P : t
3
?[x : t
1
] ` e : t
2
? ` abs(op; x; t
1
; e) : t
1
! t
2
? ` e
1
: t ?[x : Int; op : Int! t] ` e
2
: t
? ` recint
1
(op; e
1
; x; Int; e
2
) : Int! t
? ` e
1
: t ?[x : Int; l : List; op : List! t] ` e
2
: t
? ` reclist
1
(op; e
1
; x; Int; l; List; e
2
) : List! t
?[x
1
: t
1
] ` e
1
: t
2
?[x
2
: Int; x
3
: t
1
; op : Int t
1
! t
2
] ` e
2
: t
2
? ` recint
2
(op; x
1
; t
1
; e
1
; x
2
; Int; x
3
; t
1
; e
2
) : Int t
1
! t
2
?[x
1
: t
1
] ` e
1
: t
2
?[x
2
: Int; l : List; x
3
: t
1
; op : List t
1
! t
2
] ` e
2
: t
2
? ` reclist
2
(op; x
1
; t
1
; e
1
; x
2
; Int; l; List; x
3
; t
1
; e
2
) : List t
1
! t
2
? ` op : t
1
! t
2
? ` e : t
1
? ` app
1
(op; e) : t
2
? ` op : t
1
 t
2
! t
3
? ` e
1
: t
1
? ` e
2
: t
2
? ` app
2
(op; e
1
; e
2
) : t
3
? ` e : Bool ? ` e
1
: t ? ` e
2
: t
? ` cond(e; e
1
; e
2
) : t
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? ` head : List! Int ? ` tail : List! List
? ` cons : Int List! List
? ` plus : Int Int! Int ? ` moins : Int Int! Int
? ` mult : Int Int! Int ? ` div : Int Int! Int
? ` egal : Int Int! Bool ? ` diff : Int Int! Bool
? ` sup : Int Int! Bool ? ` inf : Int Int! Bool
? ` supeg : Int Int! Bool ? ` infeg : Int Int! Bool
? ` nil : List ? ` c : Int
?[x : t] ` x : t ?[op : t] ` op : t
D.2 Module d'abstraction
L'abstraction est mise en oeuvre par la transformation T
a
suivante :
T
a
(F ;P ) = T
a
(F );T
a
(P )
T
a
(abs(f; x; List; e)) = abs(f; x; T
a
(e))
T
a
(reclist
1
(f; e
1
; x; Int; l; List; e
2
)) = recint
1
(f; T
a
(e
1
); l; T
a
(e
2
))
T
a
(reclist
2
(f; x; Int; e
1
; x
1
; Int; l; List; x
2
; Int; e
2
)) = recint
1
(f; T
a
(e
1
); l; T
a
(e
2
))
T
a
(reclist
2
(f; l; List; e
1
; x
1
; Int; l
1
; List; l
2
; List; e
2
)) = recint
2
(f; l; T
a
(e
1
); l
1
; l
2
; T
a
(e
2
))
T
a
(app
1
(f
List!List
; e)) = app
1
(f; T
a
(e))
T
a
(app
1
(tail; l)) = app
2
(moins; T
a
(l); 1)
T
a
(app
2
(f
ListList!List
; e
1
; e
2
)) = app
2
(f; T
a
(e
1
); T
a
(e
2
))
T
a
(app
2
(f
ListInt!List
; e
1
; e
2
)) = app
1
(f; T
a
(e
1
))
T
a
(app
2
(f
IntList!List
; e
1
; e
2
)) = app
1
(f; T
a
(e
2
))
T
a
(app
2
(cons; x; l)) = app
2
(plus; T
a
(l); 1)
T
a
(x
List
) = x
T
a
(nil) = 0
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D.3 Module de normalisation
La normalisation est mise en oeuvre par la transformation T
n
suivante :
T
n
(F ;P ) = T
n
(F );T
n
(P )
T
n
(abs(f; x; e)) = abs(f; x; T
n
(e))
T
n
(recint
1
(f; e
1
; x; e
2
)) = recint
1
(f; T
n
(e
1
); x; T
n
(e
2
))
T
n
(recint
2
(f; x
1
; e
1
; x
2
; x
3
; e
2
)) = recint
2
(f; x
1
; T
n
(e
1
); x
2
; x
3
; T
n
(e
2
))
T
n
(app
2
(op; e
1
; e
2
)) = Norm(app
2
(op; T
n
(e
1
); T
n
(e
2
)))
T
n
(app
1
(op; e)) = app
1
(op; T
n
(e))
T
n
(e) = e
Norm(app
2
(plus; e; 0)) = e
Norm(app
2
(plus; k
1
; k
2
)) = k
1
+ k
2
Norm(app
2
(moins; e; 0)) = e
Norm(app
2
(moins; k
1
; k
2
)) = k
1
? k
2
Norm(app
2
(plus; k; x)) = app
2
(plus; x; k)
Norm(app
2
(plus; k; app
1
(op; e))) = app
2
(plus; app
1
(op; e); k)
Norm(app
2
(plus; k; app
2
(op; e
1
; e
2
))) = app
2
(plus; app
2
(op; e
1
; e
2
); k)
Norm(app
2
(plus; app
2
(plus; e
1
; e
2
); e
3
)) = app
2
(plus; e
1
; app
2
(plus; e
2
; e
3
))
Norm(app
2
(moins; app
2
(moins; e
1
; e
2
); e
3
)) = app
2
(moins; e
1
; app
2
(plus; e
2
; e
3
))
Norm(app
2
(moins; app
2
(plus; e
1
; e
2
); e
3
)) = app
2
(plus; e
1
; app
2
(moins; e
2
; e
3
))
Norm(app
2
(op; e
1
; e
2
)) = app
2
(op; T
n
(e
1
); Norm(e
2
))
Norm(e) = e
D.4 Module d'inference de schemas unaires
Les axiomes et regles d'inference de schemas unaires sont les suivants :
(P
1
)
? ` abs(f; x; e) : s
1
?[f : s
1
] ` P : s
2
? ` abs(f; x; e);P : s
2
(P
2
)
? ` recint
1
(f; e
1
; x; e
2
) : s
1
?[f : s
1
] ` P : s
2
? ` recint
1
(f; e
1
; x; e
2
);P : s
2
(Prim
1
)
? ` abs(f; x; x) : S
1
1
(Prim
2
)
? ` abs(f; x; k) : S
1
1
(Prim
3
)
? ` abs(f; x; app
2
(plus; x; k)) : S
1
1
(Ssun)
? ` g : S
1
i
? ` recint
1
(f; k; x; app
1
(g; app
1
(f; x))) : S
1
i+1
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(Scun)
? ` g : S
1
i
g
? ` h : S
1
i
h
? ` recint
1
(f; k; x; app
1
(g; app
1
(f; app
1
(h; x)))) : S
2
i
i = max(i
g
; i
h
)
(Fonc)
?[f : s] ` f : s
D.5 Module d'inference de schemas binaires
Les axiomes et regles d'inference de schemas binaires sont les suivants :
(P
1
)
? ` abs(f; x; e) : s
1
?[f : s
1
] ` P : s
2
? ` abs(f; x; e);P : s
2
(P
2
)
? ` recint
1
(f; e
1
; x; e
2
) : s
1
?[f : s
1
] ` P : s
2
? ` recint
1
(f; e
1
; x; e
2
);P : s
2
(P
3
)
? ` recint
2
(f; x
1
; e
1
; x
2
; x
3
; e
2
) : s
1
?[f : s
1
] ` P : s
2
? ` recint
2
(f; x
1
; e
1
; x
2
; x
3
; e
2
);P : s
2
(Prim
1
)
? ` abs(f; x; k) : P
1
(Prim
2
)
? ` abs(f; x; app
2
(plus; x; k)) : I
1
(Prim
2
')
k > 0
? ` abs(f; x; app
2
(plus; x; k)) : I
0
1
(Prim
2
")
k > 1
? ` abs(f; x; app
2
(plus; x; k)) : I
00
1
(Ssun-P)
? ` g : P
i
? ` recint
1
(f; k; x; app
1
(g; app
1
(f; x))) : P
i+1
(Ssun-I)
? ` g : I
0
i
? ` recint
1
(f; k; x; app
1
(g; app
1
(f; x))) : I
i+1
k  i? 1
(Ssun-I'-1)
? ` g : I
0
i
? ` recint
1
(f; k; x; app
1
(g; app
1
(f; x))) : I
0
i+1
k 6= 0
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(Ssun-I'-2)
? ` g : I
00
i
? ` recint
1
(f; 0; x; app
1
(g; app
1
(f; x))) : I
0
i+1
(Ssun-I"-1)
? ` g : I
0
i
? ` recint
1
(f; k; x; app
1
(g; app
1
(f; x))) : I
00
i+1
k > 1
(Ssun-I"-2)
? ` g : I
00
i
? ` recint
1
(f; 0; x; app
1
(g; app
1
(f; x))) : I
00
i+1
(Ssun-I"-3)
? ` g : I
00
i
? ` recint
1
(f; 1; x; app
1
(g; app
1
(f; x))) : I
00
i+1
(Sbin
1
)
? ` g : s
1
? ` h : s
2
? ` recint
2
(f; x
2
; app
1
(h; x
2
); x
1
; x
2
; app
1
(g; app
2
(f; x
1
; x
2
))) : B
1
(s
1
; s
2
)
(Sbin
2
)
? ` h : s
1
? ` g : s
2
? ` recint
2
(f; x
2
; app
1
(h; x
2
); x
1
; x
2
; app
2
(f; x
1
; app
1
(g; x
2
))) : B
2
(s
1
; s
2
)
(Sbin
3
)
? ` g : s
? ` recint
2
(f; x
2
; k; x
1
; x
2
; app
2
(g; x
2
; app
2
(f; x
1
; x
2
))) : B
3
(s)
(Fonc)
?[f : s] ` f : s
D.6 Module d'explication
Ce module sert a tracer le processus d'inference de schemas. Cela permet de pre-
senter a l'utilisateur, en plus des schemas calcules pour le programme et la propriete,
le detail de l'inference. Ainsi, on conna^t precisement la succession des regles qui ont
ete utilisees, sur quelles fonctions elles ont ete appliquees, et les schemas de toutes les
fonctions intermediaires.
Pour terminer, voici une copie d'ecran de l'execution du prototype sur l'exemple du
programme Reverse et de la propriete Id :
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#interface
"letrec append case((nil,m:int), cons(m,nil),
(n:int::l:list, m:int), cons(n, append(l,m)));
letrec reverse case(nil,nil,n:int::l:list,append(reverse(l),n))."
"let id (x, x).";;
interface "letrec append case((nil,m:int), cons(m,nil), (n:int::l:list,
m:int), cons(n, append(l,m))); letrec reverse case(nil,nil,n:int::l:list,
append(reverse(l),n))." "let id (x, x).";;
PROGRAMME
Voici le texte d'entree "pretty_printe" :
letrec append = (nil,m:int) -> cons(m,nil)
(n:int::l:list,m:int) -> cons(n,append(l,m))
letrec reverse = nil -> nil
n:int::l:list -> append(reverse(l),n)
Voici maintenant son abstraction :
letrec append = 0 -> +(0,1)
+(l,1) -> +(append(l),1)
letrec reverse = 0 -> 0
+(l,1) -> append(reverse(l))
Ce qui donne apres normalisation :
letrec append = 0 -> 1
+(l,1) -> +(append(l),1)
letrec reverse = 0 -> 0
+(l,1) -> append(reverse(l))
D'ou la deduction du schema, avec une petite explication :
reverse est de schema 1S3 et est deduit de append (SSUN)
append est de schema 1S2 et est deduit de fonction 1S1 (SSUN)
fonction 1S1 est de schema 1S1 car elle provient d'une abstraction (PRIM)
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PROPRIETE
Voici le texte d'entree "pretty_printe" :
Let id = x -> x
Ce qui donne apres normalisation :
Let id = x -> x
D'ou la deduction du schema, avec une petite explication :
id est de schema 1S1 car elle provient d'une abstraction (PRIM)
SCHEMA COMMUN au programme et a la propriete
Le schema unaire commun est : 1S3.
D'ou le jeu de test abstrait : {0,1,2,3}.
Un jeu de test concret possible est : {[],0::[],1::2::[],3::4::5::[]}.
- : unit = ()
#
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Resume
Le probleme aborde dans cette these concerne la production automatique de don-
nees de test permettant de prouver des proprietes de programmes. Nous nous situons
ainsi a mi-chemin entre le domaine du test et celui de la verication de programmes.
Les travaux dans le domaine du test ont conduit a des outils semi-automatiques d'utili-
sation simple, mais qui reposent sur des hypotheses dicilement veriables en pratique.
Dans le domaine de la verication, des outils bases sur des methodes formelles ont ete
developpes, mais ils necessitent un utilisateur expert dans les techniques de preuve uti-
lisees par l'outil. Cette situation est due aux problemes d'indecidabilite engendres par
la puissance des formalismes traites. La these que nous presentons est qu'il est pos-
sible de developper des methodes formelles automatiques pour prouver des proprietes
de programmes, a condition de considerer des formalismes restreints. Notre principale
contribution est une nouvelle approche pour la verication de programmes, integrant
les techniques de test et d'analyse statique.
Nous proposons une methode formelle de generation de jeux de test nis complets
permettant de prouver qu'un programme verie une propriete donnee. Cette methode
utilise le texte du programme et de la propriete, qui doivent appartenir a certaines
classes de programmes (ou de proprietes). Ces classes sont representees par des hie-
rarchies de schemas, qui peuvent e^tre vues comme modelisant des hypotheses de test.
Tout programme appartenant a un de nos schemas et passant le jeu de test avec succes
verie la propriete testee. Pour une propriete donnee, notre methode est complete-
ment automatique et ne necessite donc aucune competence particuliere de l'utilisateur.
Nous avons implante cette methode dans un prototype (traitant un langage fonctionnel
restreint), pour le cas de proprietes s'exprimant en termes de longueur de liste.
Mots cles
Genie logiciel, test structurel de programmes, generation automatique de jeux de
test, verication de programmes, analyse de programmes, schemas de programmes.
