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Abstract
The sparse nonlinear programming (SNP) problem has wide applications in signal
and image processing, machine learning, pattern recognition, finance and management,
etc. However, the computational challenge posed by SNP has not yet been well resolved
due to the nonconvex and discontinuous ℓ0-norm involved. In this paper, we resolve this
numerical challenge by developing a fast Newton-type algorithm. As a theoretical cor-
nerstone, we establish a first-order optimality condition for SNP based on the concept
of strong β-Lagrangian stationarity via the Lagrangian function, and reformulate it as
a system of nonlinear equations called the Lagrangian equations. The nonsingularity of
the corresponding Jacobian is discussed, based on which the Lagrange-Newton algorithm
(LNA) is then proposed. Under mild conditions, we establish the local quadratic con-
vergence rate and the iterative complexity estimation of LNA. To further demonstrate
the efficiency and superiority of our proposed algorithm, we apply LNA to solve three
specific application problems arising from compressed sensing, sparse portfolio selection
and sparse principal component analysis, in which significant benefits accrue from the
restricted Newton step in LNA.
Key words. Sparse nonlinear programming, Lagrange equation, the Newton method,
Quadratic convergence rate, Application
AMS subject classifications. 90C30, 49M15, 90C46
1 Introduction
In this paper, we are mainly concerned with the following sparse nonlinear programming
(SNP) problem:
min
x∈Rn
f(x), s.t. h(x) = 0, x ∈ S, (1.1)
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where f : Rn → R and h := (h1, . . . , hm)⊤ : Rn → Rm are twice continuously differentiable
functions, S := {x ∈ Rn : ‖x‖0 ≤ s} is the sparse constraint set with integer s ∈ (0, n) and
‖x‖0 the ℓ0-norm of x that counts the number of nonzero components of x. By denoting Ω :=
{x ∈ Rn : h(x) = 0}, the feasible set of problem (1.1) is abbreviated as Ω∩S and the optimal
solution set can be written as argminx∈Ω∩S f(x). The SNP problem has wide applications
ranging from linear and nonlinear compressed sensing [10, 24, 27] in signal processing, the
sparse portfolio selection [15,31,63] in finance, to variable selection [39,47] and sparse principle
component analysis [8,74] in high-dimensional statistical analysis and machine learning, etc.
Unfortunately, due to the intrinsic combinatorial property in S, the SNP problem is generally
NP-hard, even for the simple convex quadratic objective function [48].
To well resolve the computational challenge resulting from S, efforts have been made in
two mainstreams in the literature. The first mainstream is “relaxation”, with a rich vari-
ety of relaxation schemes distributed in [17, 19, 20, 28, 33, 40, 69, 70], just name a few. The
second one is the “greedy” approach that tackles the involved ℓ0-norm directly, with a large
number of algorithms tailored for SNP with the feasible set S merely (i.e., Ω = Rn), see,
e.g., the first-order algorithms including orthogonal matching pursuit (OMP) [56,61], gradi-
ent pursuit (GP) [11], compressive sampling matching pursuit (CoSaMP) [49], iterative hard
thresholding (IHT) [12, 13], etc., and second-order algorithms with the Newton-type steps
interpolated including hard thresholding pursuit (HTP) [30], Subspace pursuit (SP) [22],
gradient support pursuit (GraSP) [4], Newton greedy pursuit (NTGP) [67], Newton-type
greedy selection methods [68], gradient hard-thresholding pursuit (GraHTP) [66], and fast
Newton hard thresholding Pursuit [18], etc. As the first-order information such as gradients
are used in first-order greedy algorithms, linear rate convergence results are established as
one can expect. While benefitting from the second-order information such as Hessian ma-
trices, the aforementioned second-order greedy algorithms are witnessed in the numerical
experiments with superior performance in terms of fast computation speed and high solution
accuracy. Besides the notable computational advantage that observed numerically, in a very
recent work [71], Zhou et al. propose a new algorithm called Newton Hard-Thresholding
Pursuit (NHTP) with cheap Newton steps in a restricted fashion and rigorously establish
the quadratic convergence rate. This convergence result is analogous to that of the classic
Newton-type methods which have been widely investigated for general nonlinear program-
ming [51], but is highly non-trivial due to the combinatorial nature of S.
In sharp contrast to the fruitful computational algorithms for nonlinear programming
with the single sparse constraint set S, a small portion of research on greedy algorithms is
addressed for general SNP over S intersecting with some additional constraint set. The lim-
ited works are distributed in [6, 7, 41, 44, 46, 55]. Specifically, for an additional simplex set,
a projected gradient method is developed by Kyrillidis et al. in [41]; for the nonnegative
sparse constraint set, an improved iterative hard thresholding (IIHT) is designed by Pan et
al. in [55]; for the case of the so-called symmetric sets, a gradient projection-type method
and coordinate descent methods are proposed by Beck et al. in [6,7] and a nonmonotone pro-
jected gradient method is developed by Lu in [44]; and for additional equality and inequality
constraints, the penalty decomposition method with block coordinate descent (BCD) scheme
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is proposed by Lu and Zhang in [46]. It is noteworthy that these algorithms are mostly
gradient-based, and no quadratic convergence rate can be expected. To make up such a de-
ficiency, the appealing theoretical and computational properties of NHTP [71] inspires us to
ask an intriguing question: can we absorb the novel mechanism from NHTP and develop a
quadratic convergent restricted Newton-type method for SNP? In this paper, we will give an
affirmative answer and show how this can be achieved when Ω is characterized by nonlinear
equality constraints as presented in problem (1.1).
Different from the NHTP for solving problem (1.1) with Ω = Rn, its development for
solving problem (1.1) is very non-trivial due to the additional equality constraints. More
specifically, from the intrinsic structure when treating the constraint set Ω as an indicator
function in the objective to fit the model for applying NHTP, the desired continuous dif-
ferentiability of the resulting new objective vanishes and consequently NHTP fails to work.
The main contributions of this paper come along the way of conquering such difficulties, as
summarized below:
(i) Instead of introducing discontinuous indicator function of Ω, a promising way would
be adopting the Lagrangian function, and wisely constructing a system of equations
that can equivalently characterize the optimality condition via Lagrangian stationarity
(these equations are called Lagrangian equations in Section 3), and can be accessible
to performing the Newton method as well. This is the first contribution of our paper
which serves as the theoretical cornerstone of our algorithm.
(ii) Note that the Newton direction in each iteration requires a nonsingular Jacobian of the
underlying system. This can be automatically achieved from the positive definiteness of
the Jacobian when the restricted strong convexity is imposed to the objective function
in the setting of NHTP. However, the additional equality constraints in problem (1.1)
break down such a nice property of the corresponding system of Lagrangian equations,
and more careful treatment needs to be given on both the objective and the constraint
functions to ensure the desired nonsingularity in the whole iterative procedure. This is
well addressed under some mild assumptions, named Assumptions 1′, 2 and 3 in Section
3, which turns out to be the second contribution of this paper.
(iii) The resulting Newton method that handles the system of Lagrangian equations in each
iteration is then capable to work, which is named as the Lagrangian Newton algorithm
(LNA). It is noteworthy that besides the breakdown of the positive definiteness in
the Lagrangian equation system, the equality constraints also bring additional trouble
in achieving the favorable quadratic convergence rate of LNA, in contrast to that of
NHTP. Under the same assumptions required for nonsingularity, we rigorously establish
the desired local quadratic convergence rate and also the iterative complexity estimation
of our proposed LNA. This is the third and also the main contribution of this paper.
To further demonstrate the capability and the effectiveness of LNA, especially the intent
that all the imposed assumptions are not strongly conservative or restrictive, three selected
SNP problems arising from compressed sensing, sparse portfolio selection and sparse principal
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component analysis are studied and extensive numerical experiments are conducted on both
synthetic and real data sets. All of these show strong evidence for the superiority of LNA
from both theoretical and numerical perspectives.
The remainder of this paper is organized as follows. In Section 2, the concept of the strong
β-Lagrangian stationary point for (1.1) is introduced, and the optimality condition in terms
of this Lagrangian stationarity is established. In Section 3, the Lagrangian equation system
is proposed to equivalently characterize the Lagrangian stationarity, and the nonsingularity
of its Jacobian is discussed to make the classic Newton method applicable. The resulting
Lagrange-Newton algorithm (LNA) is elaborated in Section 4, with an emphasis on the
quadratic convergence analysis. Three well-known applications are analyzed in Section 5
to demonstrate the effectiveness of LNA. Extensive numerical experiments are conducted in
Section 6. Conclusions are made in Section 7.
Notation For convenience, the following notations will be used throughout the paper. For
any given positive integer n, denote [n] := {1, . . . , n}. For an index set J ⊆ [n], let |J |
be the cardinality of J that counts the number of elements in J , and Jc := [n] \ T be its
complementary set. The collection of all index sets with cardinality s in [n] is denoted by
Js := {J ⊆ [n] : |J | = s}. Given x ∈ Rn, denote the support set by supp(x) := {i ∈ [n] : xi 6=
0}. If x ∈ S, a subset of Js with respect to x is denoted as Js(x) := {J ∈ Js : supp(x) ⊆ J}.
We define xT ∈ R|T | as the subvector of x ∈ Rn indexed by T . For the matrix A ∈ Rm×n,
define AI,J as a submatrix whose rows and columns are respectively indexed by I and J . In
particular, we write AT as its submatrix consisting of columns indexed by T and AT,· as its
submatrix consisting of rows indexed by T . For a given continuously differentiable function
h : Rn → Rm, its Jacobian matrix at x ∈ Rn is denoted by ∇h(x) := (∇h1(x), . . . ,∇hm(x))⊤.
For ease of writing, let ∇Γh(x) := (∇h(x))Γ and ∇2I,JL(x, y) := (∇2L(x, y))I,J . For any given
nonempty closed set Q ⊆ Rn and any x ∈ Rn, define ΠQ(x) := argminy∈Q ‖x − y‖2. The
Euclidean norm of a vector x is denoted by ‖x‖, and the spectral norm of a matrix A is
denoted by ‖A‖. We use x(s) to denote the sth largest component of x. For a scalar t, ⌈t⌉
denotes the smallest integer no less than t.
2 Lagrangian Stationarity
This section is devoted to the optimality conditions for (1.1) in terms of the Lagrangian
stationarity, which will build up the theoretical fundamentals to our new proposed algorithm
in the sequel. We start by introducing a new notion called the strong β-Lagrangian stationary
point as follows.
Definition 2.1. Given x∗ ∈ Rn and β > 0, x∗ is called a strong β-Lagrangian stationary
point of problem (1.1) if there exists a Lagrangian multiplier y∗ ∈ Rm such that{
x∗ = ΠS(x∗ − β∇xL(x∗, y∗)),
h(x∗) = 0,
(2.2)
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where L(x, y) := f(x) − 〈y, h(x)〉 is the Lagrangian function associated with (1.1) for any
x ∈ S and y ∈ Rm.
Recall from [7,54] that the projection operator ΠS admits an explicit formula as follows:
for any z ∈ Rn, and for any π ∈ ΠS(z), we have
πti =
{
zti , i ∈ [s],
0, otherwise,
where {t1, . . . , tn} satisfies |zt1 | ≥ . . . ≥ |ztn |. As one can see, the first equality in (2.2)
requires the uniqueness of the projection accordingly. This is why the word “strong” is
added in contrast to the general stationarity notion where the equality is weakened to be
an inclusion. Such a strong notion in sparse optimization was first discussed by Beck and
Eldar in [6, Theorem 2.2] where the projection was performed onto S, and coined by Lu
in [44] where the projection was performed onto Ω′ ∩ S with Ω′ a nonempty closed and
convex set. Additionally, the above explicit expression of ΠS provides the following equivalent
characterization of the strong β-Lagrangian stationarity, which will facilitate our subsequent
analysis.
Lemma 2.2. Given x∗ ∈ Rn and y∗ ∈ Rm, denote Γ∗ := supp(x∗) and q∗ = ∇xL(x∗, y∗).
Then x∗ is a strong β-Lagrangian stationary point of problem (1.1) with y∗ if and only if
x∗ ∈ S, h(x∗) = 0,
{
β‖q∗(Γ∗)c‖∞ < |x∗|(s) & q∗Γ∗ = 0, if ‖x∗‖0 = s, (2.3)
q∗ = 0, if ‖x∗‖0 < s. (2.4)
Proof. “⇒” Suppose that x∗ is a strong β-Lagrangian stationary point with y∗, then we
have x∗ ∈ S, h(x∗) = 0 and
x∗ = ΠS(x∗ − βq∗). (2.5)
Case I: When ‖x∗‖0 = s, we have |x∗|(s) > 0. (2.5) implies that for any i ∈ Γ∗, x∗i = (x∗−βq∗)i
and hence q∗i = 0, and for any i ∈ (Γ∗)c,
| − βq∗i | = |(x∗ − βq∗)i| < |x∗ − βq∗|(s) = |x∗|(s).
After simple calculation, we obtain (2.3).
Case II: When ‖x∗‖0 < s, (2.5) implies that x∗ = x∗ − βq∗. Thus we have proved (2.4).
“⇐” Suppose that x∗ ∈ S, h(x∗) = 0 and (x∗, y∗) satisfies (2.3) and (2.4).
Case I: When ‖x∗‖0 = s, utilizing (2.3), we obtain that for any i ∈ Γ∗, (x∗ − βq∗)i = x∗i ≥
|x∗|(s) and for any i ∈ (Γ∗)c,
|x∗ − βq∗|i = | − βq∗i | < |x∗|(s) = |x∗ − βq∗|(s).
Then for any i ∈ Γ∗ and j ∈ (Γ∗)c,
(x∗ − βq∗)i = x∗i , |x∗ − βq∗|i > |x∗ − βq∗|j
which implies that x = ΠS(x
∗ − βq∗).
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Case II: When ‖x∗‖0 < s, by plugging (2.4) into ΠS(x∗ − βq∗), we have the fixed point
equation (2.5) directly.
Before establishing the optimality conditions for (1.1), some related preliminary properties
are reviewed, including the expression of the Clarke and the Fre´chet normal cones to S
(See, [54]), and the decomposition property of the Fre´chet normal cone under the restricted
Robinson constraint qualification (RRCQ) (See, [52]). Given x ∈ S with Γ := supp(x), the
Clarke and the Fre´chet normal cones to S at x are
NCS (x) = R
n
Γc and N̂S(x) =
{
R
n
Γc , if ‖x‖0 = s,
{0}, if ‖x‖0 < s, (2.6)
where RnΓc := {x ∈ Rn : xΓ = 0}.
Assumption 2.3. Given x ∈ Ω ∩ S, rank(∇Γh(x)) = m, where Γ = supp(x).
Remark 2.4. (i) It is worth pointing out that for a feasible solution x to problem (1.1), As-
sumption 2.3 is actually the restricted Robinson constraint qualification (R-RCQ) in [52, Def-
inition 3.1], and also the cardinality constraints linear independence constraint qualification
(CC-LICQ) in [16, Definition 3.11].
(ii) Given x ∈ Ω∩S, the full row rankness of the submatrix ∇Γh(x) ∈ Rm×|Γ| in Assump-
tion 1 implies m ≤ |Γ| ≤ s, and rank(∇Th(x)) = m for any T ∈ Js(x).
Armed with Assumption 2.3, the decomposition property of the Fre´chet normal cone to
Ω ∩ S follows readily.
Lemma 2.5 ( [52, Proposition 3.2]). Suppose that x ∈ Ω ∩ S and Assumption 1 holds at x.
Then
N̂Ω∩S(x) = N̂Ω(x) + N̂S(x). (2.7)
Given x∗ ∈ Ω ∩ S and y∗ ∈ Rm, let Γ∗, q∗ be defined as in Lemma 2.2 and denote
βˆ :=

|x∗|(s)∥∥∥q∗(Γ∗)c
∥∥∥
∞
, if ‖x∗‖0 = s and q∗(Γ∗)c 6= 0,
+∞, otherwise.
(2.8)
We define three kinds of Lagrangian multiplier sets in terms of the Clarke normal cone, the
Fre´chet normal cone and the projection onto S by
ΛC(x∗) := {y ∈ Rm : −∇xL(x∗, y) ∈ NCS (x∗)}, (2.9)
ΛB(x∗) := {y ∈ Rm : −∇xL(x∗, y) ∈ N̂S(x∗)}, (2.10)
Λβ(x
∗) := {y ∈ Rm : x∗ = ΠS(x∗ − β∇xL(x∗, y))}, β > 0 (2.11)
respectively. By invoking Lemma 2.2 and (2.6), we have
Λβ(x
∗) ⊆ ΛB(x∗) ⊆ ΛC(x∗). (2.12)
Optimality conditions for (1.1) are then stated to close this section.
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Theorem 2.6 (First-order necessary optimality condition). Suppose that x∗ is a local mini-
mizer of (1.1) and Assumption 1 holds at x∗. Then the following statements hold.
(i) ΛC(x∗) is a nonempty, convex and compact set.
(ii) There exists y∗ ∈ Rm such that ΛB(x∗) = Λβ(x∗) = {y∗} for any β ∈ (0, βˆ), where βˆ is
defined as (2.8).
Proof. The result in (i) and the singleton property of ΛB(x∗) in (ii) follow directly from [52,
Theorem 4.1]. We only prove the rest part in (ii). Since x∗ is a local minimizer of (1.1) and
Assumption 1 holds at x∗, from [58, Theorem 6.12] and Lemma 2.5, we have
x∗ ∈ S, h(x∗) = 0, −∇f(x∗) ∈ N̂Ω∩S(x∗) = N̂Ω(x∗) + N̂S(x∗). (2.13)
Again, using the full rankness in Assumption 1, together with [58, Example 6.8], the Fre´chet
normal cone to Ω at x∗ is
N̂Ω(x
∗) =
{
(∇h(x∗))⊤y : y ∈ Rm
}
. (2.14)
Combining (2.6), (2.13) and (2.14), we have the following system: there exists y∗ ∈ Rm such
that
x∗ ∈ S, h(x∗) = 0,

{
q∗i = 0, if i ∈ Γ∗;
q∗i ∈ R, if i ∈ (Γ∗)c,
if ‖x∗‖0 = s;
q∗i = 0, if ‖x∗‖0 < s,
(2.15)
where q∗ = ∇xL(x∗, y∗). Additionally, the definition of βˆ implies that for any β ∈ (0, βˆ),
if ‖x∗‖0 = s, we have β|q∗i | < |x∗|(s) for all i ∈ (Γ∗)c. By invoking Lemma 2.2, we have
that x∗ is a strong β-Lagrangian stationary point of problem (1.1) with y∗, i.e., y∗ ∈ Λβ(x∗).
Since Λβ(x
∗) ⊆ ΛB(x∗), together with the singleton property of ΛB(x∗), we have Λβ(x∗) =
ΛB(x∗) = {y∗}.
Remark 2.7. (i) As shown in Theorem 2.6, the nonemptiness of all these three multiplier
sets under Assumption 2.3 indicates that a local minimizer is definitely a strong β-Lagrangian
stationary point, and hence a B-KKT point and a C-KKT point (see, [53, Definition 3.1]) of
problem (1.1), i.e.,
Local minimizer
Assumption 2.3
=⇒ strong-β Lagrangian stationary point ∀β ∈ (0, βˆ)
m (2.16)
C-KKT point ⇐= B-KKT point
(ii) It is worth pointing out that the restricted linear independent constraint qualification
(R-LICQ) in [53, Definition 2.4] for problem (1.1) on a local minimizer x∗ takes the form of:{
rank(∇h(x∗)) = m, if ‖x∗‖0 = s;
rank(∇Γ∗h(x∗)) = m, if 0 < ‖x∗‖0 < s.
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Evidently, R-LICQ is weaker than Assumption 2.3 when ‖x∗‖0 = s. Learning from [53], to-
gether with (i) of this remark, R-LICQ could also ensure the nonemptiness of ΛC(x∗), ΛB(x∗)
and Λβ(x
∗). However, the convexity and the compactness of ΛC(x∗), along with singleton
property of ΛB(x∗) and Λβ(x∗) are not guaranteed under R-LICQ.
By employing (iii) of [53, Theorem 3.2], together with the relation between B-KKT point
and strong β-Lagrangian stationary point as stated in (2.16), we have the following sufficient
optimality condition. For self-containing purpose, a detailed proof is added as well.
Theorem 2.8 (First-order sufficient optimality condition). Let f be a convex function and h
be an affine function. Given β > 0, suppose that x∗ is a strong β-Lagrangian stationary point
of (1.1) with the Lagrangian multiplier y∗ ∈ Rm. If ‖x∗‖0 = s, then x∗ is a local minimizer
of (1.1); If ‖x∗‖0 < s, then x∗ is a global minimizer of (1.1).
Proof. Under the hypotheses on f and h, the Lagrangian function L(x, y) is convex with
respect to x. It follows that
L(x, y∗) ≥ L(x∗, y∗) + 〈q∗, x− x∗〉, ∀ x ∈ Ω ∩ S. (2.17)
Using the facts x, x∗ ∈ Ω ∩ S, we have L(x, y∗) = f(x), L(x∗, y∗) = f(x∗). Since x∗ is a
strong β-Lagrangian stationary point with y∗, if ‖x∗‖0 < s, 〈q∗, x−x∗〉 = 0 from (2.4). Then
for any x ∈ Ω ∩ S, f(x) ≥ f(x∗). Thus x∗ is a global minimizer. If ‖x∗‖0 = s, there exists
a sufficiently small δ > 0 such that for any x ∈ N (x∗, δ) ∩ (Ω ∩ S), x(Γ∗)c = 0 and hence
(x− x∗)(Γ∗)c = 0. By invoking (2.3), it yields that
〈q∗, x− x∗〉 = 〈q∗Γ∗ , (x− x∗)Γ∗〉+ 〈q∗(Γ∗)c , (x− x∗)(Γ∗)c〉 = 0.
Thus for any x ∈ N (x∗, δ)∩ (Ω∩ S), f(x) ≥ f(x∗), which implies that x∗ is a local minimizer
of (1.1).
3 Lagrangian Equations and Jacobian Nonsingularity
3.1 Lagrangian Equations
The optimality conditions in terms of the strong β-Lagrangian stationary point, as established
in Theorems 2.6 and 2.8, provide a way of solving (1.1). As one knows that ΠS(·) is not
differentiable, the main challenge is how to tackle such a non-differentiability. By exploiting
the special structure possessed by the projection operator ΠS, we propose a differentiable
reformulation of the definitional expression of the strong β-Lagrangian stationary point (2.2),
using a finite sequence of Lagrangian equations.
Definition 3.1. Given x ∈ S, y ∈ Rm and β > 0, denote u := x − β∇xL(x, y). Define the
collection of sparse projection index sets of u by
T(x, y;β) := {T ∈ Js : |ui| ≥ |uj |, ∀i ∈ T,∀j ∈ T c}. (3.18)
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For any given T ∈ T(x, y;β), define the corresponding Lagrangian equation as
F (x, y;T ) :=
(∇xL(x, y))TxT c
−h(x)
 = 0. (3.19)
As one can see, the function F (x, y;T ) in (3.19) is differentiable with respect to x and y
once T is selected. Moreover, we have the following equivalent relationship between (3.19)
and (2.2).
Theorem 3.2. Given x∗ ∈ S, y∗ ∈ Rm and β > 0, x∗ is a strong β-Lagrangian stationary
point of (1.1) with the Lagrangian multiplier y∗ if and only if for any T ∈ T(x∗, y∗;β),
F (x∗, y∗;T ) = 0.
Proof. “⇒” Suppose that x∗ is a strong β-Lagrangian stationary point with y∗, then we
have
x∗ = ΠS(x∗ − β∇xL(x∗, y∗)), h(x∗) = 0.
For any T ∈ T(x∗, y∗;β), by the definitions of T(x∗, y∗;β) and ΠS(·), we have
x∗T c = 0, and x
∗
T = (ΠS(x
∗ − β∇xL(x∗, y∗)))T = x∗T − β(∇xL(x∗, y∗))T ,
which imply (∇xL(x∗, y∗))T = 0.
“⇐” Denote u∗ := x∗ − β∇xL(x∗, y∗). Suppose that we have F (x∗, y∗;T ) = 0 for all
T ∈ T(x∗, y∗;β), namely,
(∇xL(x∗, y∗))T = 0, x∗T c = 0, h(x∗) = 0.
We consider two cases.
Case I: T(x∗, y∗;β) is a singleton. By letting T be the only element of T(x∗, y∗;β), we have
ΠS(u
∗) =
[
x∗T − β(∇xL(x∗, y∗))T
0
]
=
[
x∗T
x∗T c
]
.
which means x∗ satisfies the fixed point equation (2.2).
Case II: T(x∗, y∗;β) has multiple elements. We claim that |u∗|(s) = 0. Otherwise, |u∗|(s) =
|u∗|(s+1) > 0. Without loss of generality, we assume |u∗|1 ≥ · · · ≥ |u∗|s = |u∗|s+1 > 0.
Let T1 = {1, . . . , s} and T2 = {1, . . . , s − 1, s + 1}. F (x∗, y∗;T1) = F (x∗, y∗;T2) = 0 imply
that (∇xL(x∗, y∗))s = 0 and xs = 0, which lead to u∗s = 0. This contradicts |u∗|(s) > 0.
Therefore, we have |u∗|(s) = 0. Together with the definition of T(x∗, y∗;β), it yields 0 =
|u∗|(s) ≥ |u∗i | = β|(∇xL(x∗, y∗))i| for any i ∈ T c, which combining (∇xL(x∗, y∗))T = 0
renders ∇xL(x∗, y∗) = 0. Hence x∗ = ΠS(x∗) = ΠS(x∗ − β∇xL(x∗, y∗)). In this case, x∗ also
satisfies the fixed point equation (2.2).
Corollary 3.3. Suppose that x∗ is a strong β-Lagrangian stationary point with the corre-
sponding Lagrangian multiplier y∗. Then T(x∗, y∗;β) = Js(x∗).
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Proof. If follows from Theorem 3.2 that for any T ∈ T(x∗, y∗;β), F (x∗, y∗;T ) = 0. Thus,
x∗T c = 0 and hence supp(x
∗) ⊆ T . It then yields that T ∈ Js(x∗). The arbitrariness of T
leads to the inclusion T(x∗, y∗;β) ⊆ Js(x∗). It now suffices to show Js(x∗) ⊆ T(x∗, y∗;β). If
‖x∗‖0 < s, then ∇xL(x∗, y∗) = 0 by invoking (2.4), and hence u∗ = x∗ − β∇xL(x∗, y∗) = x∗.
For any T ∈ Js(x∗), it is easy to verify that for any i ∈ T and any j ∈ T c, |u∗i | = |x∗i | ≥ |x∗j | =
|u∗j |, which indicates that T ∈ T(x∗, y∗;β); If ‖x∗‖0 = s, then |x∗|(s) > 0 and Js(x∗) = {Γ∗}.
By virtue of (2.3), we have that for any i ∈ Γ∗ and any j /∈ Γ∗, |u∗i | = |x∗i | ≥ |x∗|(s) >
β|(∇xL(x∗, y∗))j | = |u∗j |. Thus, Γ∗ ∈ T(x∗, y∗;β). In a word, in both cases, we can conclude
Js(x∗) ⊆ T(x∗, y∗;β). This completes the proof.
As can be seen from Corollary 3.3, T(x∗, y∗;β) is independent with y∗, if y∗ ∈ Λβ(x∗).
Furthermore, the number of Lagrangian equations that should be satisfied simultaneously
in Theorem 3.2 to get a strong β-Lagrangian stationary point x∗ is Cs−‖x∗‖0n−‖x∗‖0 , which will be
large if ‖x∗‖0 < s ≪ n. Thus, to handle such a large number of nonlinear equations will be
impractical. Fortunately, we have the following property that enables us to work on merely
one special index set T ∈ T(x∗, y∗;β).
Theorem 3.4. Given x∗ ∈ S, y∗ ∈ Rm and β > 0, x∗ is a strong β′-Lagrangian stationary
point with y∗ for any β′ ∈ (0, β) if and only if there exists an index set T ∈ T(x∗, y∗;β)
satisfying ‖(∇xL(x∗, y∗))T c‖∞ ≤ 1β |x∗|(s) such that F (x∗, y∗;T ) = 0.
Proof. “⇒” Denote q∗ := ∇xL(x∗, y∗) and u∗ := x∗−βq∗. Suppose that for any β′ ∈ (0, β),
x∗ is a strong β′-Lagrangian stationary point with y∗. Thus, h(x∗) = 0. Firstly we prove the
following conclusion in two cases:
q∗¯T = 0,
∥∥q∗¯T c∥∥∞ ≤ 1β |x∗|(s), ∀ T¯ ∈ Js(x∗). (3.20)
Case I: When ‖x∗‖0 < s, |x∗|(s) = 0 and Lemma 2.2 imply that
q∗¯T = 0, 0 =
∥∥q∗¯T c∥∥∞ ≤ 1β |x∗|(s) = 0, ∀ T¯ ∈ Js(x∗).
Case II: When ‖x∗‖0 = s, it follows from Js(x∗) = {Γ∗} and Lemma 2.2 that ,
q∗¯T = 0,
∥∥q∗¯T c∥∥∞ < 1β′ |x∗|(s), ∀ T¯ ∈ Js(x∗), ∀β′ ∈ (0, β).
The arbitrariness of β′ ∈ (0, β) implies that ∥∥q∗¯
T c
∥∥
∞ ≤ 1β |x∗|(s). Thus, we have proved (3.20).
Choose any index set T ∈ Js(x∗). We have x∗T c = 0. Meanwhile, it follows from (3.20) that
‖q∗T c‖∞ ≤ 1β |x∗|(s). Moreover, for any i ∈ T and j ∈ T c, we have
|u∗i | = |x∗i | ≥ |x∗|(s) ≥ β|q∗j | = |u∗j |.
This implies that T ∈ T(x∗, y∗;β) from (3.18). Together with x∗T c = 0 and h(x∗) = 0, we
have F (x∗, y∗;T ) = 0.
“⇐” Suppose there exists an index set T satisfying ‖q∗T c‖∞ ≤ 1β |x∗|(s) such that F (x∗, y∗;T ) =
0. It follows from F (x∗, y∗;T ) = 0 that x∗T c = 0, q
∗
T = 0, and h(x
∗) = 0. If ‖x∗‖0 < s, then
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the observation 0 = |x∗|s ≥ β‖q∗T c‖∞ yields q∗T c = 0. Together with (2.4), we can get the
desired assertion; If ‖x∗‖0 = s, then |x∗|(s) > 0, and hence for any β′ ∈ (0, β) and any index
j ∈ T c,
|q∗j | ≤ ‖q∗T c‖∞ ≤
1
β
|x|(s) <
1
β′
|x∗|(s).
Combining with (2.3), we can obtain the desired result.
3.2 Jacobian Nonsingularity
To handle the Lagrangian equation (3.19) for a given T , it is crucial to discuss the nonsingu-
larity of the Jacobian of F (x, y;T ) with respect to (x, y), namely,
∇(x,y)F (x, y;T ) =
(∇2xxL(x, y))T,· −(∇Th(x))⊤IT c,· 0
−∇h(x) 0
 ∈ R(n+m)×(n+m), (3.21)
where ∇2xxL(x, y) = ∇2f(x) −
m∑
i=1
yi∇2hi(x) is Hessian matrix of L(x, y) with respect to
x, and I is the identity matrix. It is worth mentioning that since T is related to (x, y), the
conventional Jacobian of F (x, y;T ) may differ with (3.21) if we treat T as a function of (x, y).
However, as T may vary as (x, y) changes, we will update such an index T in our proposed
iterative algorithm adaptively. To guarantee the required nonsingularity of ∇(x,y)F (x, y;T ),
additional assumptions at a strong β-Lagrangian stationary point are introduced as below.
In this subsection, let x∗ be a strong β-Lagrangian stationary point with y∗ ∈ Λβ(x∗).
First, we introduce the following weakened version of Assumption 1 at x∗.
Assumption 1′ rank(∇Th(x∗)) = m, for any T ∈ Js(x∗).
Two additional assumptions are stated as below.
Assumption 3.5. For any T ∈ Js(x∗), (∇2xxL(x∗, y∗))T,T is positive definite restricted to
the null space of ∇Th(x∗), i.e.,
d⊤
(∇2xxL(x∗, y∗))T,T d > 0, ∀ 0 6= d ∈ N(∇Th(x∗)) := {d ∈ Rs : ∇Th(x∗)d = 0}.
Assumption 3.6. ∇2f and ∇2hi (i ∈ [m]) are Lipschitz continuous near x∗.
Remark 3.7. (i) The condition in Assumption 3.5 is indeed the second-order optimality
condition (SOC) proposed in [53] when applying to problem (1.1). By virtue of the relation
between B-KKT points and strong β-Lagrangian stationary points in (2.16), we can apply [53,
Theorem 4.2] to get a second-order sufficient condition for problem (1.1): if x∗ is a strong
β-Lagrangian stationary point with y∗, and Assumption 3.5 holds, then x∗ is a strictly local
minimizer of problem (1.1).
(ii) The locally Lipschitz continuity in Assumption 3.6 allows us to find positive constants
δ∗0, Lf , L
i
h (i ∈ [m]) such that for any x, xˆ in the neighborhood N (x∗, δ∗0),{
‖∇2f(x)−∇2f(xˆ)‖ ≤ Lf‖x− xˆ‖,
‖∇2hi(x)−∇2hi(xˆ)‖ ≤ Lih‖x− xˆ‖,∀i ∈ [m].
(3.22)
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When Assumptions 1′ and 3.5 hold, we can obtain the desired nonsingularity at (x∗, y∗;β)
as stated in the following theorem.
Theorem 3.8. Let x∗ be a strong β-Lagrangian stationary point with y∗ ∈ Λβ(x∗). If As-
sumptions 1′ and 3.5 hold. Then for any index set T ∈ T(x∗, y∗;β), the matrix ∇(x,y)F (x∗, y∗;T ) ∈
R
(m+n)×(m+n) is nonsingular.
Proof. It suffices to show the homogeneous system
∇(x,y)F (x∗, y∗;T ) (∆x;∆y) = 0
has the unique solution 0. By adopting the block structure as shown in (3.21), the homoge-
neous system can be rewritten as
(∇2xxL(x∗, y∗))T,T∆xT + (∇2xxL(x∗, y∗))T,T c∆xT c − (∇Th(x∗))⊤∆y = 0,
∆xT c = 0,
−∇Th(x∗)∆xT −∇T ch(x∗)∆xT c = 0.
(3.23)
Substituting ∆xT c = 0 into the first and the third equations in (3.23) yields{
(∇2xxL(x∗, y∗))T,T∆xT − (∇Th(x∗))⊤∆y = 0,
−∇Th(x∗)∆xT = 0.
(3.24)
Pre-multiplying ∆x⊤T on both sides of the first equation in (3.24), together with ∆xT ∈
N(∇Th(x∗)), we obtain that ∆xT = 0 by applying Assumption 3.5 and Corollary 3.3, which
further implies (∇Th(x∗))⊤∆y = 0 by substituting it back to the first equation in (3.24). Note
that (∇Th(x∗))⊤ is full column rank from Assumption 1′, it follows readily that ∆y = 0. This
completes the proof.
By denoting
G(x, y;T ) :=
[
(∇2xxL(x, y))T,T −(∇Th(x))⊤
−∇Th(x) 0
]
, (3.25)
it is apparent from the above proof that the nonsingularity of∇(x,y)F (x, y;T ) ∈ R(m+n)×(m+n)
is equivalent to that of G(x, y;T ) ∈ R(s+m)×(s+m). Thus, we call G(x, y;T ) the reduced Jaco-
bian of F (x, y;T ). The rest of this subsection is devoted to the nonsingularity of G(x, y;T )
when (x, y) are sufficiently close to (x∗, y∗), by employing Assumption 3.6 and the achieved
nonsingularity of G(x∗, y∗;T ). Before establishing the main theorem, some essential lemmas
are proposed for preparation.
Lemma 3.9. Let x∗ be a strong β-Lagrangian stationary point with y∗ ∈ Λβ(x∗). Suppose
Assumption 3.6 holds and δ∗0 , Lf , L
i
h(i ∈ [m]) are defined as in (3.22). Denote z∗ := (x∗; y∗).
Then,
(i) ∇xL(x, y) is Lipschitz continuous near z∗, i.e., there exists a constant L1 > 0 such that
‖∇xL(x, y)−∇xL(xˆ, yˆ)‖ ≤ L1‖z − zˆ‖, ∀ z, zˆ ∈ N (z∗, δ∗0). (3.26)
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(ii) ∇2L(x, y) is Lipschitz continuous near z∗, i.e., there exists a constant L2 > 0 such that
‖∇2L(x, y)−∇2L(xˆ, yˆ)‖ ≤ L2 ‖z − zˆ‖ , ∀ z, zˆ ∈ N (z∗, δ∗0). (3.27)
Proof. (i) Since ∇2f(x), ∇2hi(x), i = 1, . . . ,m are continuous, ∇f(x) and ∇h(x) are
Lipschitz continuous near x∗, say the Lipschitz constants are lf and lh respectively. Then for
any z, zˆ ∈ N (z∗, δ∗0) with z := (x; y) and zˆ := (xˆ; yˆ), we have
‖∇xL(x, y)−∇xL(xˆ, yˆ)‖
= ‖∇f(x)− (∇h(x))⊤y −∇f(xˆ) + (∇h(xˆ))⊤yˆ‖
≤ ‖∇f(x)−∇f(xˆ)‖+ ‖(∇h(xˆ))⊤(yˆ − y)‖+ ‖(∇h(xˆ)−∇h(x))⊤y‖
≤ lf‖x− xˆ‖+ ‖∇h(xˆ)‖‖yˆ − y‖+ ‖∇h(xˆ)−∇h(x)‖‖y‖
≤ lf‖x− xˆ‖+ ‖∇h(xˆ)‖‖z − zˆ‖+ lh‖y‖‖x− xˆ‖
≤ (lf + ‖∇h(xˆ)‖+ lh‖y‖)‖z − zˆ‖
≤ (lf + (2δ∗0 + ‖y∗‖)lh + ‖∇h(x∗)‖) ‖z − zˆ‖.
By setting L1 := lf + (2δ
∗
0 + ‖y∗‖)lh + ‖∇h(x∗)‖, we have (3.26).
(ii) For any z, zˆ ∈ N (z∗, δ∗0), we have
‖∇2L(x, y)−∇2L(xˆ, yˆ)‖
=
∥∥∥∥∥
[
∇2xxL(x, y)−∇2xxL(xˆ, yˆ) 0
0 0
]
+
[
0 (−∇h(x) +∇h(xˆ))⊤
−∇h(x) +∇h(xˆ) 0
]∥∥∥∥∥
≤ ‖∇2xxL(x, y)−∇2xxL(xˆ, yˆ)‖+ ‖∇h(x)−∇h(xˆ)‖
≤ ‖∇2f(x)−∇2f(xˆ)‖+ ‖∇h(x)−∇h(xˆ)‖+
m∑
i=1
(‖yi∇2hi(x)− yˆi∇2hi(xˆ)‖)
≤ (Lf + lh)‖x− xˆ‖+
m∑
i=1
(‖yi∇2hi(x)− yi∇2hi(xˆ) + yi∇2hi(xˆ)− yˆi∇2hi(xˆ)‖)
≤ (Lf + lh)‖x− xˆ‖+
m∑
i=1
(|yi|‖∇2hi(x)−∇2hi(xˆ)‖+ |yi − yˆi|‖∇2hi(xˆ)‖)
≤ (Lf + lh)‖x− xˆ‖+
m∑
i=1
(Lih‖y‖‖x− xˆ‖+ ‖y − yˆ‖‖∇2hi(xˆ)‖)
≤ (Lf + lh)‖z − zˆ‖+
m∑
i=1
(Lih‖y‖+ ‖∇2hi(xˆ)‖)‖z − zˆ‖
≤
(
Lf + lh + (‖y∗‖+ 2δ∗0)
m∑
i=1
Lih +
m∑
i=1
‖∇2hi(x∗)‖
)
‖z − zˆ‖.
By setting L2 := Lf + lh + (‖y∗‖+ 2δ∗0)
m∑
i=1
Lih +
m∑
i=1
‖∇2hi(x∗)‖, we have (3.27).
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Let x∗ 6= 0 (since the trivial case x∗ = 0 is not desired in practice) be a strong β-
Lagrangian stationary point with y∗ ∈ Λβ(x∗). We can define
δ∗1 :=
min
i∈Γ∗
|x∗i | − β max
i∈(Γ∗)c
|q∗i |
√
2(1 + βL1)
,
where Γ∗, q∗ are defined in Lemma 2.2, and L1 is the Lipschitz constant as defined in (3.26).
By employing Lemma 2.2, one can easily verify that δ∗1 > 0 since x
∗ 6= 0. Denote
δ∗ := min{δ∗0 , δ∗1}, (3.28)
where δ∗0 is stated as in (3.22). Define
NS(z∗; δ∗) := {z ∈ Rn+m : x ∈ S, ‖z − z∗‖ < δ∗}. (3.29)
Lemma 3.10. Let x∗ be a strong β-Lagrangian stationary point with y∗ ∈ Λβ(x∗). Denote
z∗ := (x∗; y∗). If Assumption 3.6 holds, then for any z := (x; y) ∈ NS(z∗; δ∗), we have
T(x, y;β) ⊆ T(x∗, y∗;β) and Γ∗ ⊆ supp(x) ∩ T,∀T ∈ T(x, y;β). (3.30)
Particularly, if ‖x∗‖0 = s, then {supp(x)} = T(x, y;β) = T(x∗, y∗;β) = {Γ∗}.
Proof. Since x∗ is a strong β-Lagrangian stationary point with y∗, we have F (x∗, y∗;T ) = 0,
∀ T ∈ T(x∗, y∗;β) from Theorem 3.2. By invoking Corollary 3.3, we also have
T(x∗, y∗;β) = Js(x∗). (3.31)
Consider any given z = (x; y) ∈ NS(z∗; δ∗), denote Γ = supp(x) and q = x−β∇xL(x, y). For
any i ∈ Γ∗ and any j ∈ (Γ∗)c, we have
|xi − βqi| − |xj − βqj | ≥ |xi| − β|qi| − |xj| − β|qj|
= |xi − x∗i + x∗i | − |xj − x∗j | − β|qi − q∗i | − β|qj + q∗j − q∗j |
≥ |x∗i | − |xi − x∗i | − |xj − x∗j | − β|qi − q∗i | − β|qj − q∗j | − β|q∗j |
≥ min
t∈Γ∗
|x∗t | −
√
2‖x− x∗‖ −
√
2β‖q − q∗‖ − β max
t∈(Γ∗)c
|q∗t |
(3.26)
≥ min
t∈Γ∗
|x∗t | −
√
2‖z − z∗‖ −
√
2βL1‖z − z∗‖ − β max
t∈(Γ∗)c
|q∗t |
≥ min
t∈Γ∗
|x∗t | − β max
t∈(Γ∗)c
|q∗t | −
√
2(1 + βL1)δ
∗
≥ 0.
This indicates that i ∈ T and hence
Γ∗ ⊆ T, ∀T ∈ T(x, y;β). (3.32)
Together with (3.31), we have
T(x, y;β) ⊆ Js(x∗) = T(x∗, y∗;β). (3.33)
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Next we claim that Γ∗ is also a subset of Γ. If not, there exists an index i0 ∈ Γ∗ \ Γ. Then
‖z − z∗‖ ≥ ‖x− x∗‖ ≥ |(x− x∗)i0 | = |x∗i0 | ≥ mint∈Γ∗ |x
∗
t | ≥ δ∗,
which is a contradiction to z ∈ NS(z∗; δ∗). Thus,
Γ∗ ⊆ Γ. (3.34)
Summarizing (3.32), (3.33) and (3.34), we get (3.30). Particularly, if ‖x∗‖0 = s, then |Γ∗| = s
and Js(x∗) = {Γ∗}. Utilizing (3.32), (3.33) and (3.34) again, together with the fact |Γ| ≤ s,
we immediately get the rest of the desired assertion.
Finally, we can state the required nonsingularity of G(x, y;T ) in the following theorem.
Theorem 3.11. Let x∗ be a strong β-Lagrangian stationary point with y∗ ∈ Λβ(x∗). If
Assumptions 1′, 3.5 and 3.6 hold, then there exist constants δ˜∗ ∈ (0, δ∗] and M∗ ∈ (0,+∞)
such that for any z := (x; y) ∈ NS(z∗; δ˜∗) with z∗ := (x∗; y∗), the reduced Jacobian matrix
G(x, y;T ) is nonsingular and
‖G−1(x, y;T )‖ ≤M∗, ∀T ∈ T(x, y;β). (3.35)
Proof. By invoking Theorem 3.8 and Corollary 3.3, we can get the nonsingularity of
G(x∗, y∗;T ) for all T ∈ T(x∗, y∗;β) = Js(x∗). For any z ∈ NS(z∗; δ∗), the inclusion
T(x, y;β) ⊆ T(x∗, y∗;β) from Lemma 3.10 immediately yields the nonsingularity ofG(x∗, y∗;T )
for each T ∈ T(x, y;β). Furthermore, it follows from (ii) in Lemma 3.9 that for any
T ∈ T(x, y;β),
‖G(x, y;T ) −G(x∗, y∗;T )‖ ≤ ‖∇2L(x, y)−∇2L(x∗, y∗)‖ ≤ L2‖z − z∗‖, (3.36)
which indicates that G(·, · ;T ) is Lipschitz continuous near z∗ for any given T ∈ T(x, y;β).
Thus, there exists δT > 0 and MT > 0 such that for any z ∈ N (z∗; δT ), G−1(x, y;T ) exists
and ‖G−1(x, y;T )‖ ≤MT . Set
δ˜∗ := min{δ∗, {δT }T∈Js(x∗)}, and M∗ := max
T∈Js(x∗)
{MT }. (3.37)
It follows readily that for any z ∈ N (z∗; δ˜∗), G(x, y;T ) is nonsingular and ‖G−1(x, y;T )‖ ≤
M∗, for all T ∈ T(x, y;β).
4 The Lagrange-Newton Algorithm
In this section, we propose a Newton Algorithm for solving Lagrangian equation (3.19) of
problem (1.1) which is named as Lagrange-Newton Algorithm (LNA), and analyze the con-
vergence rate of the algorithm.
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4.1 LNA Framework
By employing the relationship between the strong β-Lagrangian stationary point and the
Lagrangian equations as stated in Theorem 3.4, it is rational to work with the system F (x, y;T ) = 0s.t. ‖ (∇xL(x, y))T c ‖∞ ≤ 1β |x|(s), T ∈ T(x, y;β) (4.38)
to get a strong β′-Lagrangian stationary point of (1.1) for any β′ ∈ (0, β). The basic idea
behind our algorithm is: solve the Lagrangian equation F (x, y;T ) = 0 iteratively by using
the Newton method, and update the involved index set T accordingly from T(x, y;β) by
definition in each iteration, whilst the remaining part in (4.38) is adapted as a measurement
of the quality of the numerical approximate solution, companying with the accuracy of the
numerical solution by the Newton method. Details on the algorithm are as below.
Let (xk, yk) with xk ∈ S be the current approximation to a solution of (3.19), β > 0
be given and Tk be chosen from T(x
k, yk;β). Then the Newton method for the nonlinear
equation
F (x, y;Tk) = 0 (4.39)
takes the following form to get the next iterate (xk+1, yk+1):
∇(x,y)F (xk, yk;Tk)(xk+1 − xk; yk+1 − yk) = −F (xk, yk;Tk). (4.40)
From the explicit formula of ∇(x,y)F (x, y;T ) in (3.21), we have(∇2xxL(xk, yk))Tk ,· −(∇Tkh(xk))⊤IT c
k
,· 0
−∇h(xk) 0
[xk+1 − xk
yk+1 − yk
]
= −
(∇xL(x
k, yk))Tk
xkT c
k
−h(xk)
 . (4.41)
After simple calculation, (4.41) can be reformulated as
xk+1T c
k
= 0;
G(xk, yk;Tk)
[
xk+1Tk
yk+1
]
=
[
−∇Tkf(xk) + (∇2xxL(xk, yk))Tk ,.xk
h(xk)−∇h(xk)xk
]
.
(4.42)
Under the conditions presented in Theorem 3.11, the reduced Jacobian G(xk, yk;Tk) ∈
R
(s+m)×(s+m) is nonsingular, and hence the linear equation system in (4.42) has a unique
solution, which can be solved in a direct way if s+m is small or by employing the conjugate
gradient (CG) method when s+m is relatively large.
With in mind the inequality constraint of the index set T in (4.38), together with the
quality of the solution by applying the Newton method for solving the Lagrangian equation,
we adopt the following quantity to measure the accuracy of our numerical approximation
solution:
ηβ(x, y;T ) := ‖F (x, y;T )‖ +max
i∈T c
{
max
(
|(∇xL(x, y))i| − |x|(s)/β, 0
)}
. (4.43)
The algorithmic framework is now summarized as follows.
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Algorithm 1 Lagrange-Newton Algorithm (LNA) for (1.1)
Step 0. Choose β > 0, ǫ > 0. Set k = 0 and choose the initial point (x0, y0).
Step 1. Choose Tk ∈ T(xk, yk;β) by (3.18).
Step 2. If ηβ(x
k, yk; Tk) ≤ ǫ, then stop. Otherwise, go to Step 3.
Step 3. Update (xk+1, yk+1) by (4.42), set k = k + 1 and go to Step 1.
Remark 4.1. (i) As one can see from (4.42), the involved linear system to be solved in
each iteration is of size (s + m) × (s + m), which is much smaller than the original size
(n+m)× (n+m) when s≪ n. Here the sparsity constraint has been taken full advantage to
achieve a significantly low computational cost per iteration.
(ii) If all involved functions in (1.1) are linear or quadratic functions, such as the CS
problem, the sparse portfolio selection and the sparse PCA that will be discussed in Section
5, then the above scheme turns out to be the subspace Newton method since the linear system
in (4.42) can be simplified to its restricted form in the subspace Rn
T k
. To be specific, take
f(x) = 12x
⊤Ax + b⊤x+ c and hi(x) = 12x
⊤Qix+ q⊤i x+ αi, i ∈ [m]. Introduce the functions
fTk , (hi)Tk from R
s to R as the restrictions of f and hi defined by{
fTk(xTk) =
1
2x
⊤
Tk
ATk ,TkxTk + b
⊤
Tk
xTk + c,
(hi)Tk(xTk) =
1
2x
⊤
Tk
(Qi)Tk ,TkxTk + (qi)
⊤
Tk
xTk + αi, i ∈ [m].
Denote hTk(xTk) := ((h1)Tk(xTk), . . . , (hm)Tk(xTk))
⊤. The corresponding restricted Lagrangian
function is defined by
LTk(xTk , y) := fTk(xTk)−
m∑
i=1
yi(hi)Tk(xTk).
Then the Newton iteration (4.41) is degraded as
xk+1T c
k
= 0;[
∇2xxLTk(xkTk , yk) −(∇hTk(xkTk))T
−∇hTk(xkTk) 0
][
xk+1Tk − xkTk
yk+1 − yk
]
=
[
−∇LTk(xkTk , yk)
hTk(x
k
Tk
)
]
,
(4.44)
which is exactly the full Newton step for the KKT system of the following s-dimensional
restricted problem:
min
u∈Rs
fTk(u) s.t. hTk(u) = 0.
4.2 Convergence Rate
Similar to the traditional Newton method for continuous optimization problems, our LNA
also possesses the following locally quadratic convergence rate.
Theorem 4.2. Given β > 0, suppose x∗ is a strong β-Lagrangian stationary point of (1.1)
with y∗ ∈ Λβ(x∗). If Assumptions 1′, 3.5 and 3.6 hold. Let δ˜∗ and M∗ be defined as in (3.37),
and T(x∗, y∗;β) be defined as in (3.18), respectively. Denote z∗ := (x∗; y∗). Suppose that the
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initial point z0 := (x0; y0) of LNA satisfies z0 ∈ NS(z∗, δ) with δ = min{δ˜∗, 1M∗L2}.Then the
sequence {zk := (xk; yk)} generated by LNA is well-defined and for any k ≥ 0,
(i) lim
k→∞
zk = z∗ with quadratic convergence rate, namely
‖zk+1 − z∗‖ ≤ M
∗L2
2
∥∥∥zk − z∗∥∥∥2 .
(ii) lim
k→∞
F (zk;Tk) = 0 with quadratic convergence rate, namely
‖F (zk+1;Tk+1)‖ ≤ M
∗L2
√
L21 + 1
λH
‖F (zk;Tk)‖2,
where λH := min
Tk∈Js(x∗)
λmin
(∇zF (z∗;Tk)⊤∇zF (z∗;Tk)).
(iii) lim
k→∞
ηβ(z
k;Tk) = 0 with ηβ(z
k+1;Tk+1) ≤ M∗L2
√
L21 + 1‖zk − z∗‖2 and LNA will
terminate when
k ≥

log2
(
4δ2M∗L2
√
L21 + 1/ǫ
)
2
 .
Proof. By employing Theorem 3.11, we know that the sequence {zk} generated by LNA is
well-defined from the nonsingularity of G(xk, yk;Tk) for all k ≥ 0.
(i) Choose T0 ∈ T(x0, y0;β). Since x∗ is a strong β-Lagrangian stationary point and
z0 ∈ NS(z∗; δ˜∗), it follows from Lemma 3.10 that T0 ∈ T(x∗, y∗;β). By virtue of Theorem
3.2, we have F (x∗, y∗;T0) = 0, i.e.,
x∗T c0 = 0; ∇I0L(x
∗, y∗) =
[
q∗T0
−h(x∗)
]
= 0. (4.45)
where I0 = T0 ∪ {n+ i : i ∈ [m]} and q∗ = ∇xL(x∗, y∗). For any t ∈ [0, 1], denote
(x(t); y(t)) = z(t) := z∗ + t(z0 − z∗).
For simplicity, denote
J0 := ∇2I0,·L(x0, y0), J0(t) := ∇2I0,·L(x(t), y(t)), D0 := (∇2xxL(x0, y0))T0,·.
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By utilizing the singularity of G(x0, y0;T0), we have the following chain of inequalities
‖z1 − z∗‖
(4.45,4.42)
=
∥∥∥∥∥
[
x1T0
y1
]
−
[
x∗T0
y∗
]∥∥∥∥∥ ≤ ∥∥G−1(x0, y0;T0)∥∥
∥∥∥∥∥G(x0, y0;T0)
([
x1T0
y1
]
−
[
x∗T0
y∗
])∥∥∥∥∥
(3.35)
≤ M∗
∥∥∥∥∥G(x0, y0;T0)
([
x1T0
y1
]
−
[
x∗T0
y∗
])∥∥∥∥∥
(4.42)
= M∗
∥∥∥∥∥
[
−∇T0f(x0) +D0x0
h(x0)−∇h(x0)x0
]
−G(x0, y0;T0)
[
x∗T0
y∗
]∥∥∥∥∥
(3.25)
= M∗
∥∥∥∥∥
[
−∇T0f(x0) +D0x0
h(x0)−∇h(x0)x0
]
−
[
∇2xxL(x0, y0))T0,T0x∗T0 − (∇T0h(x0))⊤y∗
−∇T0h(x0)x∗T0
]∥∥∥∥∥
(4.45)
= M∗
∥∥∥∥∥
[
−∇T0f(x0) +D0x0
h(x0)−∇h(x0)x0
]
−
[
D0x
∗ − (∇T0h(x0))⊤y∗
−∇h(x0)x∗
]∥∥∥∥∥
= M∗
∥∥∥∥∥
[
D0(x
0 − x∗)− (∇T0h(x0))⊤(y0 − y∗)
−∇h(x0)(x0 − x∗)
]
−
[
∇T0f(x0)− (∇T0h(x0))⊤y0
−h(x0)
]∥∥∥∥∥
= M∗
∥∥J0(z0 − z∗)−∇I0L(x0, y0)∥∥
(4.45)
= M∗
∥∥J0(z0 − z∗)− (∇I0L(x0, y0)−∇I0L(x∗, y∗))∥∥
= M∗
∥∥∥∥J0(z0 − z∗)− ∫ 1
0
J0(t)(z
0 − z∗)dt
∥∥∥∥
= M∗
∥∥∥∥∫ 1
0
(J0 − J0(t))(z0 − z∗)dt
∥∥∥∥
≤ M∗ ·
∫ 1
0
‖J0 − J0(t)‖ · ‖z0 − z∗‖dt
(3.27)
≤ M∗ ·
∫ 1
0
L2‖z0 − z(t)‖ · ‖z0 − z∗‖dt
= L2M
∗ ∥∥z0 − z∗∥∥2 ∫ 1
0
(1− t)dt
=
M∗L2
2
∥∥z0 − z∗∥∥2 ,
where the eighth equality is from the differential mean value theorem
∇I0L(x0, y0)−∇I0L(x∗, y∗) =
∫ 1
0
∇2I0,·L(x(t), y(t))(z0 − z∗)dt. (4.46)
Since z0 ∈ NS(z∗, δ) and δ ≤ 1M∗L2 , we have
‖z1 − z∗‖ ≤ ML2
2
∥∥z0 − z∗∥∥2 ≤ ∥∥z0 − z∗∥∥
2
<
δ
2
.
Then z1 ∈ NS(z∗, δ2). Similar reasons allow us to sequentially get
‖zk+1 − z∗‖ ≤ M
∗L2
2
∥∥∥zk − z∗∥∥∥2 and zk ∈ NS(z∗, δ
2k
). (4.47)
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Hence lim
k→∞
zk = z∗ with quadratic convergence rate.
(ii) We have proved in (i) that for any k ≥ 0, zk ∈ NS(z∗, δ) and
‖zk+1 − z∗‖ ≤ M
∗L2
2
∥∥∥zk − z∗∥∥∥2 ≤ ∥∥zk − z∗∥∥
2
. (4.48)
Since zk+1 ∈ NS(z∗; δ˜∗), similar to (4.45), we also have
x∗T c
k+1
= 0; ∇Ik+1L(x∗, y∗) =
[
q∗Tk+1
−h(x∗)
]
= 0, (4.49)
where Ik+1 = Tk+1 ∪ {n+ i : i ∈ [m]}. This gives rise to
‖Fβ(zk+1;Tk+1)‖2
= ‖∇Ik+1L(xk+1, yk+1)‖2 + ‖xk+1T c
k+1
‖2
(4.49)
= ‖∇Ik+1L(xk+1, yk+1)−∇Ik+1L(x∗, y∗)‖2 + ‖xk+1T c
k+1
− x∗T c
k+1
‖2
≤ ‖∇L(xk+1, yk+1)−∇L(x∗, y∗)‖2 + ‖xk+1T c
k+1
− x∗T c
k+1
‖2
(3.26)
≤ L21‖zk+1 − z∗‖2 + ‖xk+1 − x∗‖2
≤ (L21 + 1)‖zk+1 − z∗‖2
(4.48)
≤ (L21 + 1)
(
M∗L2
2
)2
‖zk − z∗‖4. (4.50)
It is known from (i) that lim
k→∞
‖zk − z∗‖ = 0. Thus, (4.50) implies that
lim
k→∞
F (zk;Tk) = 0.
To get the quadratic convergence rate, denote Hk := ∇zF (z∗;Tk)⊤∇zF (z∗;Tk). Note that
Tk ∈ T(zk;β) ⊆ T(z∗;β) = Js(x∗) by Lemma 3.10. It follows readily from Theorem 3.2
that F (z∗;Tk) = 0. Moreover, by invoking Theorem 3.8, we also have the nonsingularity
of ∇zF (z∗;Tk), which further implies that the minimal eigenvalue λmin(Hk) > 0 for any
Tk ∈ Js(x∗). Thus,
λH := min
Tk∈Js(x∗)
λmin(Hk) > 0. (4.51)
By direct calculations, we have for any k ≥ 0,
‖∇zF (z∗;Tk)(zk − z∗)‖2 ≥ λmin(Hk)‖zk − z∗‖2 ≥ λH‖zk − z∗‖2,
which leads to
‖zk − z∗‖2 ≤ 1
λH
‖∇zF (z∗;Tk)(zk − z∗)‖2
≤ 2
λH
‖∇zF (z∗;Tk)(zk − z∗) + o(‖zk − z∗‖)‖2
=
2
λH
‖F (zk;Tk)− F (z∗;Tk)‖2
=
2
λH
‖F (zk;Tk)‖2, (4.52)
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where the last equality is from F (z∗;Tk) = 0. Combining with (4.50), we have
‖F (zk+1;Tk+1)‖ ≤ M
∗L2
√
L21 + 1
2
‖zk − z∗‖2 ≤ M
∗L2
√
L21 + 1
λH
‖F (zk;Tk)‖2.
(iii) For any given k ≥ 1, denote
ζk := max
j∈T c
k
{max{|(∇xL(xk, yk))j | − |xk|(s)/β, 0}.
We claim that
ζk ≤ L1‖zk − z∗‖, ∀k ≥ 1. (4.53)
For each given k ≥ 1, we consider the following two cases.
Case I: If ‖x∗‖0 < s, then ∇xL(x∗, y∗) = 0. It follows from the definition of ζk that
ζk ≤ ‖(∇xL(xk, yk))T c
k
‖ ≤ ‖∇xL(xk, yk)−∇xL(x∗, y∗)‖ ≤ L1‖zk − z∗‖.
Case II: If ‖x∗‖0 = s, we have T(zk;β) = {Γk} = {Γ∗} from Lemma 3.10. Thus, for any
k ≥ 1, Tk = Γ∗ and (∇xL(x∗, y∗))Tk = 0. Besides, since |xk|(s) > 0, there exists ik ∈ Tk such
that |xkik | = |xk|(s). For any k ≥ 1, it follows from the definition of T(xk, yk;β) that for any
j ∈ T ck = (Γ∗)c,
β|(∇xL(xk, yk))j | = |xkj − β(∇xL(xk, yk))j |
≤ min
i∈Tk
{|xki − β(∇xL(xk, yk))i|}
≤ |xkik − β(∇xL(xk, yk))ik |
≤ |xk|(s) + β‖(∇xL(xk, yk))Tk‖. (4.54)
This implies that
max{|(∇xL(xk, yk))j | − |xk|(s)/β, 0} ≤ ‖(∇xL(xk, yk))Tk‖, ∀j ∈ T ck ,
which means ζk ≤ ‖(∇xL(xk, yk))Tk‖. Together with (∇xL(x∗, y∗))Tk = 0, we have
ζk ≤ ‖(∇xL(xk, yk))Tk − (∇xL(x∗, y∗))Tk‖ ≤ L1‖zk − z∗‖, ∀k ≥ 1.
This shows the claim in (4.53). Combining with (4.50) and (4.48), we further get that for
k ≥ 1,
ηβ(x
k, yk;Tk) = ‖F (zk;Tk)‖+ ζk
≤ M
∗L2
√
L21 + 1
2
‖zk−1 − z∗‖2 + L1‖zk − z∗‖
≤ M
∗L2
√
L21 + 1
2
‖zk−1 − z∗‖2 + M
∗L2L1
2
‖zk−1 − z∗‖2
≤ M∗L2
√
L21 + 1‖zk−1 − z∗‖2. (4.55)
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In addition, by virtue of (4.47), we further have ηβ(x
k, yk;Tk) ≤ δ
2M∗L2
√
L21+1
22k−2
. To meet the
stopping criterion ηβ(x
k, yk;Tk) ≤ ǫ in LNA, it suffices to have δ
2M∗L2
√
L21+1
22k−2
≤ ǫ, which
indicates that
k ≥

log2
(
4δ2M∗L2
√
L21 + 1/ǫ
)
2
 .
This completes the proof.
Remark 4.3. The above theorem shows that under mild assumptions and with a good initial
point, the sequences {zk}, {‖F (zk;Tk)‖} and {ηβ(zk;Tk)} generated by LNA converge fast.
The fast convergence rate, together with the low cost in each iteration as stated in (i) of
Remark 4.1, will lead to the great superiority of LNA for solving SNP. However, the above
nice properties possessed by LNA will heavily rely on the quality of the initial point in general,
which is a common drawback of local methods.
5 Applications
Three selected sparse nonlinear programming problems arising from some important appli-
cations are considered to demonstrate the effectiveness of our proposed Lagrange-Newton
algorithm.
5.1 Compressed Sensing
Compressed sensing (CS) [26] has been widely applied in signal and image processing [27,36,
57], machine learning [25,35,73], computer vision [60,62], statistics [1,50], and sensor network
[29,64], etc. A more general framework is considered, where some noise-free observations are
allowed and added as hard constraints into the standard CS model, taking the form of
min
1
2
‖Ax− b‖2, s.t. Cx = d, x ∈ S, (5.56)
where A ∈ R(p−m)×n, C ∈ Rm×n, b ∈ Rp−m and d ∈ Rm. Set
f(x) =
1
2
‖Ax− b‖2 and h(x) = Cx− d.
The Lagrangian function of (5.56) is L(x, y) =
1
2
‖Ax− b‖2 − y⊤(Cx− d), for any x ∈ S and
y ∈ Rm. Direct calculations lead to
∇h(x) = C, ∇xL(x, y) = A⊤(Ax− b)− C⊤y,
∇2f(x) = ∇2xxL(x, y) = A⊤A, ∇2h(x) = 0, ∇2L(x, y) =
[
A⊤A −C⊤
−C 0
]
.
(5.57)
Since ∇2f(·) and ∇2h(·) are constant, Assumption 3.6 holds automatically everywhere. To
ensure Assumptions 1′ and 3.5 hold, we introduce the following assumption on the input
matrices A and C.
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Assumption 5.1. For any index set T ∈ Js, AT is full column rank and CT is full row rank.
Lemma 5.2. For problem (5.56), if Assumption 5.1 holds, then Assumptions 1′ and 3.5 hold
everywhere.
Proof. Note that for any (x, y) ∈ Rn+m and β > 0, T(x, y;β) ⊆ Js. Together with
rank(∇Th(x)) = rank(CT ), we can conclude that Assumption 1′ holds everywhere once CT is
full row rank for all T ∈ Js. Similarly, since
(∇2xxL(x, y))T,T = A⊤TAT , it is positive definite
in the entire space Rs once AT is full column rank. Thus, Assumption 3.5 follows.
It is worth mentioning that Assumption 5.1 is actually a mild condition for problem (5.56).
Indeed, the full column rankness of AT is the so-called s-regularity introduced by Beck and
Eldar [6] which has been widely used in the CS community, and limiting the number of hard
constraints will make the full row rankness of CT accessible (here m is no more than s and
hence s+m ≤ 2s).
Under Assumption 5.1, we have the following optimality conditions for problem (5.56).
Proposition 5.3. Assume that the feasible set of problem (5.56) is nonempty and Assumption
5.1 holds. Then the optimal solution set S∗cs of (5.56) is nonempty. Furthermore, for any
strong β-Lagrangian stationary point x∗ of (5.56), it is either a strictly local minimizer if
‖x∗‖0 = s or a global optimal solution otherwise.
Proof. The nonemptiness of S∗cs follows from the Frank-Wolfe Theorem and the observation
S = ∪J∈JsRnJ . The rest of the assertion follows from Lemma 5.2, Theorem 2.8 and Remark
3.7 (i).
With the above optimality results, we can apply LNA to solve (5.56) efficiently, since the
linear system in each iteration is of size no more than 2s× 2s and the algorithm will have a
fast quadratic convergence rate, as stated in the following theorem.
Proposition 5.4. Suppose that Assumption 5.1 holds. For given β > 0, let x∗ be a strong
β-Lagrangian stationary point of (5.56) with y∗ ∈ Λβ(x∗). Suppose that the initial point z0
of sequence {zk} generated by LNA satisfies z0 ∈ NS(z∗, δ) where δ = min{δ˜∗, 1} and δ˜∗ is
defined as in (3.37). Then for any k ≥ 0,
(i) lim
k→∞
zk = z∗ with quadratic convergence rate, i.e., ‖zk+1 − z∗‖ ≤ 1
2
∥∥zk − z∗∥∥2.
(ii) LNA terminates with accuracy ǫ when k ≥

log2
(
4δ2
√
‖[A⊤A,−C⊤]‖2+1/ǫ
)
2
.
Proof. Since ∇2L(x, y) is constant and hence (3.27) holds everywhere for any L2 > 0. Thus,
take L2 = 1/M
∗ with M∗ defined as in (3.37). Similarly, from (5.57), we also have (3.26) at
any z ∈ Rn+m with L1 = ‖[A⊤A,−C⊤]‖. By employing Lemma 5.2 and Theorem 4.2, we
can obtain the desired assertions.
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5.2 Sparse Portfolio Selection
In most real-life situations, due to various forms of market friction, investors who primarily
care about the mean and variance of the portfolio return should invest in only a limited
number of assets. This motivates researchers to study the sparse portfolio selection problem
[15,21,42,43] (also called cardinality constrained mean-variance (CCMV) portfolio selection
problem [31]). The original model can be formulated as a sparse constraint problem:
min
1
2
x⊤Dx, s.t. e⊤x = 1, u⊤x = µ, x ∈ S, (5.58)
where D ∈ Sn is a covariance matrix, u ∈ Rn is the expected value vector and µ is the
expected return, and 1 < s < n. Set
f(x) =
1
2
x⊤Dx and h(x) = (e⊤x− 1;u⊤x− µ).
The corresponding Lagrangian function associated with problem (5.58) takes the form
L(x, y) =
1
2
x⊤Dx− y1(e⊤x− 1)− y2(u⊤x− µ), ∀x ∈ S, y1, y2 ∈ R.
Note that 
∇h(x) = [e⊤;u⊤], ∇xL(x, y) = Dx− y1e− y2u,
∇2f(x) = ∇2xxL(x, y) = D, ∇2h(x) = 0,
∇2L(x, y) =
 D − e − u−e⊤ 0 0
−u⊤ 0 0
 . (5.59)
Since ∇2f(·) and ∇2h(·) are constant, Assumption 3.6 automatically holds everywhere. To
make the required Assumptions 1′ and 3.5 hold for problem (5.58), we introduce the following
assumption.
Assumption 5.5. The covariance matrix D is positive definite and the expected value vector
u ∈ Rn has at most s− 1 common components.
Lemma 5.6. For problem (5.58), if Assumption 5.5 holds, then Assumptions 1′ and 3.5 hold.
Proof. Note that for any T ∈ Js, uT 6= eT since u ∈ Rn has at most s − 1 common
components. This implies that for any x ∈ Ω ∩ S,
rank(∇Th(x)) = rank(e⊤T ;u⊤T ) = 2, ∀T ∈ Js,
which indicates that Assumption 1′ holds at any feasible solution x. Similarly, we have that
(∇2xxL(x, y))T,T = DT,T is positive definite from the assumption that D is positive definite.
Thus, Assumption 3.6 is also valid everywhere.
The conditions in Assumption 5.5 are mild in real-world instances of sparse portfolio, since
the covariance matrix is always positive definite and the expected values for different assets
are always distinct to each other. Under this assumption, we have the following optimality
results for problem (5.58).
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Proposition 5.7. Assume that the feasible set of problem (5.58) is nonempty and Assumption
5.5 holds. Then the optimal solution set S∗p of (5.58) is nonempty. Furthermore, for any
strong β-Lagrangian stationary point x∗ of (5.58), it is either a strictly local minimizer if
‖x∗‖0 = s or a global optimal solution otherwise.
Proof. The nonemptiness of S∗p follows from the Frank-Wolfe Theorem and the observation
S = ∪J∈JsRnJ . The furthermore part follows from Lemma 5.6, Theorem 2.8 and Remark 3.7
(i).
By applying LNA for (5.58), together with the above optimality analysis, we can obtain
either a strictly local minimizer or a global minimizer efficiently, benefiting from the super
low cost per iteration since the involved linear system is of a small size (s+2)× (s+2), and
a fast quadratic convergence rate as stated below.
Proposition 5.8. Suppose Assumption 5.5 holds. For given β > 0, let x∗ be a strong β-
Lagrangian stationary point of (5.58) with y∗ ∈ Λβ(x∗). Suppose that the initial point z0
of sequence {zk} generated by LNA satisfies z0 ∈ NS(z∗, δ) where δ = min{δ˜∗, 1} and δ˜∗ is
defined as in (3.37). Then for any k ≥ 0,
(i) lim
k→∞
zk = z∗ with quadratic convergence rate, i.e., ‖zk+1 − z∗‖ ≤ 1
2
∥∥zk − z∗∥∥2.
(ii) LNA terminates with accuracy ǫ when k ≥
⌈
log2
(
4δ2
√
‖[D,−e,−u]‖2+1/ǫ
)
2
⌉
.
Proof. Similar to the case of the CS problem, since ∇2L(x, y) is constant and hence (3.27)
holds everywhere for any L2 > 0. Thus, take L2 = 1/M
∗ with M∗ defined as in (3.37).
Besides, from (5.59), we also have (3.26) holds at any z ∈ Rn+m with L1 = ‖[D,−e,−u]‖.
By employing Lemma 5.6 and Theorem 4.2, we can obtain the desired assertions.
5.3 Sparse Principal Component Analysis
Sparse principal component analysis (SPCA) is a widely used technique for data analysis and
dimension reduction with numerous applications in science and engineering such as biology,
chemistry, image processing, machine learning and so on [3,34,59]. SPCA aims at finding a set
of sparse linear combinations of the original variables which point in orthogonal directions
capturing as much of the variance of the variables as possible. Let Σ ∈ Rn×n be a given
symmetric matrix and assuming without loss of generality that Σ is a covariance matrix (i.e.,
Σ is positive semidefinite), the core model of the SPCA takes the form of
max x⊤Σx, s.t. ‖x‖2 = 1, x ∈ S.
It shares the same optimal solutions to the following problem
min − 1
2
x⊤Σx, s.t.
1
2
(‖x‖2 − 1) = 0, x ∈ S. (5.60)
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Obviously, the solution set of problem (5.60) is nonempty. Set f(x) = −12x⊤Σx and h(x) =
1
2(‖x‖2 − 1). The corresponding Lagrangian function of (5.60) is
L(x, y) = −1
2
x⊤(Σ + yI)x+
y
2
, ∀x ∈ S, y ∈ R.
Note that 
∇h(x) = x⊤, ∇xL(x, y) = −(Σ + yI)x,
∇2f(x) = −Σ, ∇2h(x) = I,
∇2xxL(x, y) = −Σ− yI, ∇2L(x, y) =
[
−Σ− yI − x
−x⊤ 0
]
.
(5.61)
Since ∇2f(·) and ∇2h(·) are constant, Assumption 3.6 holds automatically everywhere.
Meanwhile, for any feasible solution x, since ‖x‖ = 1, we have rank(∇Th(x)) = rank(x⊤T ) = 1.
Thus, Assumption 2.3 and hence Assumption 1′ hold everywhere in the feasible set. To guar-
antee Assumption 3.5 holds at any local minimizer x∗, we introduce the following assumption
for problem (5.60).
Assumption 5.9. For problem (5.60), λmax(ΣT,T ) has the multiplicity 1 for any T ∈ Js.
Lemma 5.10. Let x∗ be a local minimizer of problem (5.60). Then x∗ is a strong β-
Lagrangian stationary point with Λβ(x
∗) = {y∗} for any β ∈ (0, βˆ), where βˆ is defined in
(2.8). Furthermore, if Assumption 5.9 holds, then Assumption 3.5 holds at (x∗; y∗).
Proof. Since x∗ is a local minimizer of problem (5.60), and Assumption 2.3 holds automat-
ically at x∗, it follows readily from Theorem 2.6 that there exists y∗ ∈ Rm such that x∗ is
a strong β-Lagrangian stationary point with Λβ(x
∗) = {y∗} for any β ∈ (0, βˆ), where βˆ is
defined in (2.8). From Theorem 3.2 and Corollary 3.3, for any T ∈ T(z∗;β) = Js(x∗),
y∗x∗T = −ΣT,Tx∗T ,
x∗T c = 0,
‖x∗T ‖2 = 1.
Thus, −y∗ = 〈x∗T ,ΣT,Tx∗T 〉 for each T ∈ Js(x∗), and x∗T ∈ Rs is an eigenvector of ΣT,T
corresponding to the eigenvalue −y∗. Next, we claim that
− y∗ = λmax(ΣT,T ), ∀T ∈ Js(x∗). (5.62)
It suffices to show
x∗T ∈ argmax
u∈Rs
{
u⊤ΣT,Tu : ‖u‖2 = 1
}
, ∀T ∈ Js(x∗). (5.63)
Assume on the contrary that there exist T¯ ∈ Js(x∗) and u¯ ∈ Rs such that
− y¯ := u¯⊤ΣT¯ ,T¯ u¯ > (x∗¯T )⊤ΣT¯ ,T¯x∗¯T = −y∗. (5.64)
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Obviously, u¯ is an eigenvector of ΣT¯ ,T¯ corresponding to the eigenvalue −y¯ which is larger than
−y∗. Since u¯ and x∗¯
T
are eigenvectors corresponding to different eigenvalues of ΣT¯ ,T¯ , they
are orthogonal to each other, i.e., u¯⊤x∗¯
T
= 0. For any t ∈ (0, 1), set x(t) =
(
x
(t)
T¯
;x
(t)
T¯ c
)
∈ Rn
with x
(t)
T¯
:=
√
tx∗¯
T
+
√
1− tu¯ and x(t)
T¯ c
:= 0. We can verify that ‖x(t)‖2 = 1 and ‖x(t)‖0 ≤ s.
Thus, it is a feasible solution to (5.60). By direct calculations, the corresponding objective
value at x(t) is
f(x(t)) = −1
2
〈x(t),Σx(t)〉 = −1
2
〈x(t)
T¯
,ΣT¯ ,T¯x
(t)
T¯
〉
= −1
2
(−ty∗ − (1− t)y¯)
<
1
2
y∗ = −1
2
〈x∗¯T ,ΣT¯ ,T¯x∗¯T 〉 = f(x∗).
Note that when t is approaching to 1, x(t) is approaching to x∗. However, f(x(t)) < f(x∗)
for all t ∈ (0, 1). This contradicts to the local optimality of x∗. Thus, (5.63) holds and hence
(5.62) holds. That is, for any T ∈ Js(x∗),
− y∗ = 〈x∗T ,ΣT,Tx∗T 〉 ≥
〈
d
‖d‖ ,ΣT,T
d
‖d‖
〉
, ∀d ∈ Rs \ {0}. (5.65)
Finally, we prove that Assumption 3.5 holds at (x∗; y∗). It is known from Assumption 5.9
that the eigenspace of ΣT,T corresponding to λmax(ΣT,T ) is exactly Span(x
∗
T ). Thus, for any
nonzero
d ∈ N(∇Th(x∗)) = {d ∈ Rs : (x∗T )⊤d = 0},
we have d /∈ Span(x∗T ). Combining with (5.65), it yields that for each T ∈ Js(x∗),
− y∗‖d‖2 = 〈x∗T ,ΣT,Tx∗T 〉‖d‖2 > 〈d,ΣT,Td〉,∀d ∈ N(∇Th(x∗)) \ {0}, (5.66)
which yields the following restricted positive definiteness of (∇xxL(x∗, y∗))T,T :
〈d, (∇xxL(x∗, y∗))T,Td〉 = −〈d,ΣT,Td〉 − y∗‖d‖2 > 0, ∀d ∈ N(∇Th(x∗)) \ {0}.
Thus, the desired Assumption 3.5 holds at (x∗; y∗).
Under Assumption 5.9, we have the following quadratic convergence rate of LNA for
problem (5.60). It is also noteworthy that the computational cost per iteration is super low
since we just need to handle s+ 1 linear equations in each iteration in Algorithm 1.
Proposition 5.11. Let x∗ be a local minimizer of problem (5.60) and y∗ ∈ Λβ(x∗) for some
β > 0. If Assumption 5.9 holds. Suppose that the initial point z0 of sequence {zk} generated
by LNA satisfies z0 ∈ NS(z∗, δ) where δ = min{δ˜∗,
√
2
2M∗ } and δ˜∗, M∗ are defined as in (3.37).
Then for any k ≥ 0,
(i) lim
k→∞
zk = z∗ with quadratic convergence rate, i.e.,
‖zk+1 − z∗‖ ≤
√
2M∗
2
∥∥∥zk − z∗∥∥∥2 .
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(ii) LNA terminates with accuracy ǫ when k ≥
⌈
log2
(
4δ
√
(2‖Σ‖+δ+1)2+1/ǫ
)
2
⌉
.
Proof. By direct calculations, we have that for any (x, y) ∈ NS(z∗; δ),
‖∇xL(x, y)−∇xL(x∗, y∗)‖ = ‖ − Σ(x− x∗)− yx+ y∗x∗‖
≤ ‖Σ‖‖x− x∗‖+ ‖yx− yx∗ + yx∗ − y∗x∗‖
≤ (‖Σ‖+ |y∗|+ δ) ‖x− x∗‖+ ‖x∗‖|y − y∗|
≤ (2‖Σ‖+ δ + 1) ‖z − z∗‖,
where the second inequality follows from |y| ≤ |y∗| + δ and the last inequality follows from
|y∗| ≤ ‖Σ‖ and ‖x∗‖ = 1. Thus, we can take
L1 = 2‖Σ‖ + δ + 1.
Besides, note that
‖∇2L(x, y)−∇2L(x∗, y∗)‖ =
∥∥∥∥∥
[
(−y + y∗)I − x+ x∗
(−x+ x∗)⊤ 0
]∥∥∥∥∥
≤ |y − y∗|+ ‖x− x∗‖
≤
√
2‖z − z∗‖.
Thus, we can take L2 =
√
2. Utilizing Lemma 5.10 and Theorem 4.2 to problem (5.60),
together with the fact that δM∗L2 ≤ 1, we can conclude the proposition.
6 Numerical Experiments
This section reports numerical results of LNA in compressed sensing problem, sparse portfolio
selection problem and sparse principal component analysis on both synthetic and real data.
All experiments were conducted by using MATLAB (R2018a) on a laptop of 8GB memory and
Inter(R) Core(TM) i5 1.8Ghz CPU. We terminate our method at kth step if ηβ(x
k, yk;Tk) ≤
10−6 where ηβ(x, y;T ) is defined as (4.43) or k reaches 1000.
6.1 Compressed Sensing
The aim of this subsection is to compare LNA with six state-of-the-art methods for com-
pressed sensing problem (5.56), including HTP [30]1, NIHT [14]2, GP [11]2, OMP [56, 61]2,
CoSaMP [49]3 and SP [22]3.
1 HTP is available at: https://github.com/foucart/HTP.
2NIHT, GP and OMP are available at https://www.southampton.ac.uk/engineering/about/staff
/tb1m08.page#software. We use the version sparsify 0 5 in which NIHT, GP and OMP are called
hard l0 Mterm, greed gp and greed omp.
3 CoSaMP and SP are available at: http://media.aau.dk/null space pursuits/2011/07/a-few-corrections-to-cosamp-and-sp-matlab.html.
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6.1.1 Testing examples
We generate the sensing matrix A in the same way as [65,72]. Each column of A is normalized
to ‖Aj‖ = 1 to make it consistent with the algorithms used in [11,14,30]. The true signal x∗
and the measurement B are produced by the following pseudo MATLAB codes:
x∗ = zeros(n, 1), Γ = randperm(n), x∗(Γ(1 : s)) = randn(s, 1), B = Ax∗.
Then, we randomly choose m = ⌈0.1s⌉ rows of A as C in (5.56). The rest part of A composes
A in the objective function. See the following pseudo MATLAB code for details:
J = randperm(p), J1 = J(1 : m), J2 = J(m+ 1 : end);
A = A(J1), b = B(J1), C = A(J2), d = B(J2).
Example 6.1 (Gaussian matrix). Let A ∈ Rp×n be a random Gaussian matrix with each
column being identically and independently generated from the standard normal distribution.
Example 6.2 (Partial DCT matrix). Let A ∈ Rp×n be a random partial discrete cosine
transform (DCT) matrix generated by
Aij = cos(2π(j − 1)ψi), i = 1, . . . , p, j = 1, . . . , n
where ψi (i = 1, . . . ,m) is uniformly and independently sampled from [0, 1].
6.1.2 Numerical comparisons
We set the maximum number of iterations and the tolerance as 1000 and 10−6, respectively, in
all of the six comparison methods mentioned above. The initializations are set to be x0 = 0,
y0 = 0 and β = 5/n for LNA. We also conduct numerical experiments of LNA with randomly
generated initial points for CS problems. Since they have similar performances as that of
x0 = 0, we omit presenting the numerical results for simplicity. This phenomenon is alike to
some other local methods for CS problems, such as NIHT. For comparison purpose, HTP,
NIHT, GP, OMP, CoSaMP and SP as tested in this section are all initialized with the origin
in their default setups.
We say a recovery of this method is successful if ‖x − x∗‖ < 0.01‖x∗‖, where x is the
solution produced by this method. The corresponding success rate is defined as the percentage
of the number of successful recovery instances over all trials.
Firstly, we run 500 independent trials with fixed n = 256,m = ⌈n/4⌉ at different sparsity
levels s from 6 to 36. The corresponding success rates are illustrated in Fig. 1. One can
observe that LNA always yielded the highest success rate for each s under both Example
6.1 and Example 6.2, while a lowest success rate is generated in GP. For example, when
s = 20 for Gaussian matrix, 85% successful recoveries are guaranteed in our method, which
performed much better than other methods, whose success rates are all less than 60%.
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Figure 1: Success rates. n = 256,m = ⌈n/4⌉, s ∈ {6, 8, . . . , 36}.
Next, we implement 500 independent trials by varyingm = ⌈rn⌉ in r ∈ {0.1, 0.12, . . . , 0.3}
when n = 256, s = ⌈0.05n⌉ in Fig. 2, which indicates that the larger m is, the easier the
problem becomes to be solved. Again, LNA outperformed the others in the success rate for
each s, and GP still came the last.
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Figure 2: Success rates. n = 256, s = ⌈0.05n⌉,m = ⌈rn⌉ with r ∈ {0.1, 0.12, . . . , 0.3}.
We now examine these algorithms with higher dimensions n between 5000 and 25000 with
50 trials when m = ⌈n/4⌉, s = ⌈0.01n⌉, ⌈0.05n⌉ in the framework of Example 6.1, to compare
their speed of convergence and the accuracy of solutions. The average absolute error ‖x−x∗‖
and CPU time are presented in Table 1 and Table 2, respectively. One can see that the
highest accurate recovery can be obtained in LNA with the least CPU time for most cases.
Although OMP and HTP rendered solutions as accurate as those by LNA when n is small,
they presented some shortcomings by comparing to LNA. In OMP, the accuracy cannot be
guaranteed when n is large, and some inaccurate ones were produced when s = ⌈0.05n⌉
and n ≥ 20000 particularly, which implies that OMP only worked well when the solution is
very sparse. On the other hand, the CPU time consumed by HTP is booming over n. For
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example, when n = 25000 and s = ⌈0.05n⌉, 5.99 seconds by LNA against 159.38 seconds by
HTP. Moreover, even though NIHT is the fastest one among the six methods, its accuracy
is much worse than others as it is stable at achieving the solutions with accuracy of order
10−7. That is to say, the superiority of LNA becomes more obvious in the trade off of high
accuracy and convergence speed with high dimensional data.
Table 1: Average absolute error ‖x− x∗‖ for Example 6.1.
s n LNA HTP NIHT GP OMP CoSaMP SP
⌈0.01n⌉ 5000 2.71e-15 3.13e-15 2.03e-8 4.01e-15 2.78e-15 1.41e-14 1.41e-14
10000 4.86e-15 5.70e-15 2.27e-8 7.04e-15 4.80e-15 2.15e-14 2.15e-14
15000 6.52e-15 7.39e-15 2.92e-8 1.06e-14 6.82e-15 2.98e-14 2.98e-14
20000 8.87e-15 9.97e-15 4.37e-8 1.37e-14 9.34e-15 4.08e-14 4.08e-14
25000 1.04e-14 1.21e-14 3.95e-8 1.72e-14 1.16e-14 4.44e-14 4.44e-14
⌈0.05n⌉ 5000 1.14e-14 1.11e-14 1.63e-7 1.49e-14 1.08e-14 4.10e-14 4.10e-14
10000 2.80e-14 2.28e-14 3.30e-7 2.97e-14 2.42e-14 7.75e-14 7.75e-14
15000 3.91e-14 3.70e-14 3.06e-7 5.02e-14 4.31e-14 1.10e-13 1.10e-13
20000 5.22e-14 4.77e-14 4.03e-7 5.83e-14 5.15e-04 1.34e-13 1.34e-13
25000 6.30e-14 6.12e-14 3.75e-7 7.74e-14 6.30e-04 1.82e-13 1.82e-13
Table 2: Average CPU time (in seconds) for Example 6.1.
s n LNA HTP NIHT GP OMP CoSaMP SP
⌈0.01n⌉ 5000 0.06 0.62 0.21 1.92 0.30 0.57 0.04
10000 0.25 4.02 0.83 14.07 2.28 0.28 0.18
15000 0.60 13.07 1.93 46.88 7.70 1.01 0.78
20000 1.08 32.08 3.50 110.07 18.16 2.13 1.34
25000 1.77 111.94 6.11 230.2718 37.43 4.11 2.57
⌈0.05n⌉ 5000 0.14 0.80 0.62 2.18 1.73 1.44 0.93
10000 0.59 5.71 2.42 15.07 13.66 13.87 5.36
15000 1.50 18.90 5.47 50.41 46.82 47.41 18.23
20000 3.03 49.10 11.24 118.35 111.40 127.37 55.21
25000 5.99 159.38 17.49 239.70 174.21 217.07 96.38
6.2 Sparse Portfolio Selection
Note that the sparse portfolio selection problem (5.58) is equivalent to the following mixed-
integer programming (MIP) problem [9]:
min
x∈Rn,z∈{0,1}n
1
2
x⊤Dx, s.t. e⊤x = 1, u⊤x = µ, |x| ≤Mz, eT z ≤ s (6.67)
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where M > 0 is a large enough constant. Problem (6.67) can be directly solved by any
mixed-integer solver such as CPLEX solver. This subsection is devoted to comparing LNA
with CPLEX (version 12.9) in sparse portfolio selection on real data sets.
6.2.1 Testing examples
Example 6.3. (Portfolio data sets) The data sets used in our experiments are selected from
the standard ones in OR-Library [5]4, including weekly prices of the stocks from March 1992
to September 1997 of Hang Seng (Hong Kong), DAX 100 (Germany), FTSE (Great Britain),
Standard and Poor’s 100 (USA) (S&P 100 for short), and the Nikkei index (Japan). Since
the size of our five test problems ranges from n = 31 (Hang Seng) to n = 225 (Nikkei), the
sparsity level s for these five problems will be varying among {5, 10, 15, 20} to generate a total
of 18 testing instances. As the covariance matrix D and the expected value vector u for each
data set are available in OR-Library, we simply set the expected return µ as the median of
u in problems (5.58) and (6.67) for testing purpose. Additionally, we set M = 1 in problem
(6.67) which is large enough due to the involved constraints.
6.2.2 Numerical comparisons
For portfolio data sets in Example 6.3, we found that different initial points lead to different
output solutions. This is reasonable since LNA is a locally convergent method. For simplicity,
we initialize LNA with the origin (x0, y0) = (0, 0) which is appropriate to our testing examples,
and β = 500. For comparison purpose, CPLEX is called to solve problem (6.67) with the
initial point (x0, z0) = (0, 0) and the maximum execution time of 10
4 seconds, along with
other parameters in its default setup. To evaluate the performance of each algorithm, we
adopt the variance defined by
variance := x⊤Dx
(i.e., two times of the objective value), where x is the solution generated by the algorithm,
to measure the risk of the portfolio selection, and CPU time to calculate the computation
cost. Since CPLEX solves the equivalent MIP (6.67) globally and always generate a high-
quality approximation of a global solution, we use the following relative error in terms of the
objective values fLNA and fCPLEX (if available) by LNA and CPLEX respectively,
relerr := |fLNA − fCPLEX|/fCPLEX
to measure the accuracy of solutions generated by LNA. Comparison results of LNA and
CPLEX on the corresponding 18 testing instances as introduced in Example 6.3 are collected
in Table 3.
4 All the data used in this part is available at: http://people.brunel.ac.uk/ mastjjb/jeb/orlib/portinfo.html
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Table 3: Comparison of CPLEX and LNA.
CPLEX LNA
Index n s time variance time variance relerr
Hang Seng 31 5 0.4312 3.2980e-04 0.0027 3.4383e-04 0.0425
10 0.5010 2.8039e-04 0.0045 2.9183e-04 0.0408
DAX 100 85 5 65.240 9.1996e-05 0.0028 1.4224e-04 0.5462
10 10000 - 0.0045 8.3624e-05 -
15 10000 - 0.0030 7.1285e-05 -
20 10000 - 0.0057 6.2731e-05 -
FTSE 89 5 123.80 1.1963e-04 0.0071 1.7361e-04 0.4513
10 10000 - 0.0089 1.0588e-04 -
15 10000 - 0.0384 9.3261e-05 -
20 10000 - 0.0207 8.7866e-05 -
S&P 100 98 5 587.23 9.4387e-05 0.0093 2.1511e-04 1.2790
10 10000 - 0.0048 8.3625e-05 -
15 10000 - 0.0036 6.8979e-05 -
20 10000 - 0.0038 6.1613e-05 -
Nikkei 225 5 10000 - 0.0032 2.1477e-04 -
10 10000 - 0.0105 1.3892e-04 -
15 10000 - 0.0041 1.0968e-04 -
20 10000 - 0.0199 9.3534e-05 -
As one can see from Table 3, CPLEX fails in 13 instances out of 18 within the given
maximum time, while LNA gains a 100% success for all instances. And for those 5 successful
instances for CPLEX, simply numerated as P1, . . ., P5, LNA generates solutions within ac-
ceptable accuracies with relerr < 1.3, but shows an overwhelming superiority in computation
time, as illustrated in Table 4. Actually, LNA performs very fast (CPU time < 0.04 second)
for all testing instances, which is benefited from the restricted Newton step in LNA. The
cheap computation cost of LNA facilitates the real-world large-scale stock environment.
Table 4: The ratio of CPU time costed by CPLEX and LNA.
P1 P2 P3 P4 P5
Ratio 160 111 23300 17437 63143
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6.3 Sparse Principal Component Analysis
We compare LNA with five existing SPCA solvers: SPCA [74]5 , DSPCA [23]6, GPower [38]7,
ALSPCA [45] and PCW [8]8 in this subsection. The first four methods work for finding
multiple PCs but the sparsity of the solution may not be guaranteed and the last one works
for calculating the first PC which strictly satisfies the sparsity constraint.
Noted that the optimal solution of problem (5.60) is the first sparse Principal Component
(PC). Given p ≥ 1, we can also call LNA p times to get all the first p sparse PCs in Σ by
solving the following p problems sequentially,
min−1
2
x⊤Σ(i)x s.t.
1
2
(‖x‖2 − 1) = 0, x ∈ S, (6.68)
where Σ(1) := Σ and Σ(i+1) := Σ(i)−ΛiXiX⊤i for i = 1, . . . , p−1, with Xi and Λi the optimal
solution and the optimal value of problem (6.68), respectively. It is worth pointing out that
the strong convexification term α‖x‖2 with large enough α (e.g., α > n‖Σ‖) can be added
to the objective in each (6.68) with no effect on the optimal solutions in the numerical test
due to the equality constraint. Thus, each of the resulting problems (6.68) fits the setting of
(5.60) in Subsection 5.3.
To measure the total explained variance, we adopt the adjusted total explained variance
for sparse PCs introduced in [45]:
ADjVarV := Tr(X⊤ΣX)−
√∑
i 6=j
(X⊤i ΣXj)2,
whereX = [X1, . . . ,Xp] withXi ∈ Rn the ith PC obtained from the corresponding algorithm,
and Tr(·) the trace of a matrix. Clearly, when the PCs are orthogonal, ADjVarV reduces
to the usual total explained variance Tr(X⊤ΣX). The cumulative percentage of adjusted
variance (CPAV) is defined as
CPAV := (ADjVarV/Tr(Σ))× 100%.
We will also measure the effectiveness of the algorithms according to the average propor-
tion of first PC explained by the algorithm with respect to the largest eigenvalue of the data
covariance matrix:
PVarL := X⊤1 ΣX1/λ1(Σ),
where λ1(Σ) is the largest eigenvalue of Σ and X1 is the first PC, obtained from the corre-
sponding algorithm.
5SPCA is available at https://cran.r-project.org/web/packages/elasticnet/.
6DSPCA is available at https://www.di.ens.fr/˜aspremon/DSPCA.html.
7GPower is available at http://www.montefiore.ulg.ac.be/˜journee/GPower.zip.
8PCW is available at http://tx.technion.ac.il/˜yakovv/packages/CW PCA.zip.
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6.3.1 Testing examples
We will test three types of data sets. The first one is synthetic and the last two are from
real database. We utilize the synthetic data which is adopted from Zou et al. [74] and the
Pitprops data introduced by Jeff [37] to test the effectiveness of our approach and the gene
expression data to test the performance of our approach.
Example 6.4 (Synthetic data [74]). Consider three hidden factors:
V1 ∼ N(0, 290), V2 ∼ N(0, 300), V3 = 0.3V1 + 0.925V2 + ǫ, ǫ ∼ N(0, 1)
where V1, V2 and ǫ are independent. Then the 10 observable variables are generated as follows:
Yi = V1 + ǫ
1
i , ǫ
1
i ∼ N(0, 1), i = 1, 2, 3, 4,
Yi = V2 + ǫ
2
i , ǫ
2
i ∼ N(0, 1), i = 5, 6, 7, 8,
Yi = V3 + ǫ
3
i , ǫ
3
i ∼ N(0, 1), i = 9, 10,
where all ǫji ’s are independent for j = 1, 2, 3 and i = 1, . . . , 10. We will use the actual
covariance matrix of (Y1, . . . , Y10) to find the standard and sparse PCs, respectively.
Example 6.5 (Pitprops data [37]). The Pitprops data which has 180 observations and 13
measured variables is a classic benchmark example that illustrates the difficulty of interpreting
PCs.
Example 6.6 (Gene Expression Data). This example comprises of two gene expression data
sets, one on Colon cancer from Alon et al. [2] which is composed from gene expression profiles
of 62 patients with 2000 genes, the other on Leukemia arising from Golub et al. [32]5 which
is composed from gene expression profiles of 72 patients with 7128 genes. The data set is
normalized such that it has zero mean and unit variance.
6.3.2 Numerical comparisons
First we compare the performance of LNA, SPCA, DSPCA, GPower, ALSPCA for Examples
6.4 and 6.5. For Example 6.4, observe that V1 and V2 are independent, and V3 is a linear
combination of V1 and V2. Moreover, the variances of these three underlying factors V1, V2
and V3 are 290, 300, and 283.8, respectively. Thus V2 is slightly more important than V1,
and they both are more important than V3. In addition, the first two standard PCs together
explain nearly 99% of the total variance. Thus the first two sparse PCs may be sufficient
to explain most of the variance and the first sparse PC recovers the most important factor
V2 using (Y5, Y6, Y7, Y8), and the second sparse PC recovers the second important factor
V1 using (Y1, Y2, Y3, Y4). Thus the sparsity level s is chosen to be 4 in the tests. For the
first PC, we initialize LNA with x0 = e simply, and for the second PC, we initialize LNA
5 Leukemia data is available at: https://web.stanford.edu/˜hastie/CASI files/DATA/leukemia.html
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with x0 = (1, 1, 1, 1, 0, . . . , 0)⊤ by observing the structure in the first sparse PC. For both
cases, we set y0 = 0 and β = 1. Numerical results are reported in Table 5, together with
results for standard PCA. One can see that our sparse PCs are consistent with the ones
predicted above. Interestingly, they are identical with the ones obtained by SPCA, DSPCA
and ALSPCA reported in [23,45,74].
Table 5: Loadings of the first two PCs of Example 6.4 by standard PCA and LNA.
PCA LNA
Variable PC1 PC2 PC1 PC2
Y1 0.1158 0.4785 0 0.5000
Y2 0.1158 0.4785 0 0.5000
Y3 0.1158 0.4785 0 0.5000
Y4 0.1158 0.4785 0 0.5000
Y5 -0.3955 0.1449 0.5000 0
Y6 -0.3955 0.1449 0.5000 0
Y7 -0.3955 0.1449 0.5000 0
Y8 -0.3955 0.1449 0.5000 0
Y9 -0.4005 -0.0095 0 0
Y10 -0.4005 -0.0095 0 0
CPAV(%) 99.68 80.40
For Pitprops data, several SPCA methods have been applied to this data set for finding
first six sparse PCs by using the actual covariance matrix. Lu and Zhang have presented the
standard PCs, and the sparse PCs by SPCA, DSPCA, GPower and ALSPCA respectively
in [45]. We show their report on the sparsity (measured by the number of zero loadings),
non-orthogonality, correlation and CPAV of the first six PCs for Pitprops data obtained
by the standard PCA and the others four SPCA methods in Table 7. In particular, Non-
orthogonality is measured by the maximum absolute difference between 90◦ and the angles
formed by all pairs of loading vectors. Clearly, the smaller value implies the better orthog-
onality. We shall mention that three groups sparse PCs were found in [45] by ALSPCA.
Considering the first PC of the first group is dense and the CPAV of the second group less
than half of the CPAV of standard PCA, we only present the last one. We now attempt
to find first six PCs with higher sparsity and CPAV. For this purpose, we choose values
for s of 6, 2, 2, 1, 1, 1. The resulting sparse PCs are presented in Table 6, and their CPAV,
non-orthogonality and correlation of these PCs are given in the last row of Table 7. Though
the PCs given by these sparse PCA methods all have nice sparsity, we observe from Table
7 that the ones given by SPCA, DSPCA and GPower are highly correlated and moreover,
almost all of them are far from orthogonal except the ones given by SPCA and ALSPCA.
We easily observe that our method LNA overall outperforms the other sparse PCA methods
substantially in all aspects with highest CPAV.
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Table 6: Loadings of the first six PCs by LNA for Example 6.5
Method PC1 PC2 PC3 PC4 PC5 PC6
Topdiam 0.4466 0 0 0 0 0
Length 0.4542 0 0 0 0 0
Moist 0 0.7071 0 0 0 0
Testsg 0 0.7071 0 0 0 0
Ovensg 0 0 0 1 0 0
Ringtop 0.3053 0 0 0 0 0
Ringbut 0.4317 0 0 0 0 0
Bowmax 0 0 0 0 1 0
Bowdist 0.3880 0 0 0 0 0
Whorls 0.4051 0 0 0 0 0
Clear 0 0 0.7071 0 0 0
Knots 0 0 0 0 0 1
Diaknot 0 0 0.7071 0 0 0
Table 7: Comparison of PCA, SPCA, DSPCA, GPower, ALSPCA and LNA
Method Sparsity Non-orthogonality Correlation CPAV(%)
PCA 0 0 0 87.00
SPCA 60 0.86 0.395 66.21
DSPCA 63 13.63 0.573 60.97
GPower 63 10.09 0.353 64.15
ALSPCA 63 0.00 0.222 65.97
LNA 65 0 0 72.55
The remainder of this section is devoted to the comparison for LNA and PCW on Example
6.6 in terms of PVarL and CPU time. For LNA, we set x0 by the corresponding eigenvector
of the maximal eigenvalue of D, y0 = −5 and β = 0.5. PCW is called in its default setup.
Figures 3 and 4 illustrate the proportion of explained variability and the running time for a
Colon cancer data set and Leukemia data set respectively.
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Figure 3: Proportion of explained variability and running time for Colon cancer data.
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Figure 4: Proportion of explained variability and running time for Leukemia data.
LNA and PCW provide similar results with respect to the explained variability. While
the sparsity s increases, the running time of PCW also increases. But the running time of
LNA is immune to r and much smaller than the running time of PCW.
7 Conclusion
In this paper, we have designed an efficient second-order greedy algorithm named the Lagrange-
Newton Algorithm (LNA) for the sparse nonlinear programming (SNP) problem with sparsity
and nonlinear equality constraints. By handling the nonlinear equality constraints via the
Lagrangian function, we have introduced the notion of strong β-Lagrangian stationary points
for SNP, in terms of which the first-order optimality condition has been established. Such
a Lagrangian stationarity has stimulated us to construct an equivalent system consisting of
Lagrangian equations, which has proven to be admissibly solved by the Newton method when
some mild assumptions are imposed on the objective and constraint functions to obtain non-
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singular Jacobian matrices. The resulting LNA has shown to be very effective, with favorable
local quadratic convergence rate and the iterative complexity from the theoretical perspec-
tive, and significant computational superiority from the numerical perspective. Particularly,
three well-known applications have been considered to verify that the assumptions used in
this paper are not so restricted to some extent, and numerical comparison against the state-
of-the-art methods for these three specific SNP problems has provided strong evidence of the
advantage benefiting from the second-order information used in LNA. All of these enrich the
research content of sparse optimization.
There are also some issues that remain to be further investigated. As LNA is a second-
order local method with heavy reliance on the initial points in general, the first issue is whether
some first-order method would be merged to get a nice initial point for LNA. Besides, as LNA
adopts the full Newton step in each iteration, the second issue is whether a line search scheme
would be equipped for LNA, attempting to achieve global convergence and to accelerate the
algorithm. Another more general issue would be whether we can extend LNA to more general
sparse optimization models with equality and inequality constraints. We leave these in our
future research.
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