, "Analysis and reduction of phase errors caused by nonuniform surface reflectivity in a phase-shifting measurement system," Opt. Abstract. The measurement accuracy of a phase-shifting measurement system is adversely affected by phase errors. This paper presents a theoretical analysis of phase errors caused by nonuniform surface reflectivity, such as varying reflectivity and a sharp change in reflectivity. Based on the analysis, a method to adaptively adjust the maximum input gray level of each pixel in projected fringe patterns to the local reflectivity was proposed to reduce phase errors. Experimental results for a planar checkerboard show that the measurement error can be reduced by 56.6% by using the proposed method.
Introduction
Structured-lighting techniques have been extensively developed over 20 years and are commonly used for noncontact three-dimensional (3-D) surface shape measurement. [1] [2] [3] [4] Among these techniques, digital fringe projection and phase-shifting methods can acquire 3-D coordinates for every image pixel, and thus they have the advantages of high resolution and high measurement speed. [5] [6] [7] [8] The measurement accuracy of phase-shifting methods would be adversely affected by phase errors that are considered to be mainly caused by the nonlinear response of the projector and camera. 9 Many methods have been proposed to calibrate the nonlinear response of the projector and camera or to compensate the phase errors caused by them. 5, 7, [9] [10] [11] However, it is insufficient to consider only the phase errors caused by the nonlinear response of the projector and camera for the precision measurement. We also need to take into account phase errors caused by nonuniform reflectivity across a surface, such as varying reflectivity [1] [2] [3] [12] [13] [14] or a sharp change in reflectivity. 15 Generally, in order to reduce the influence of nonuniform reflectivity across the surface on the measurement accuracy, it is necessary to spray the antireflection coating onto the surface of the inspected object before measurement, which is time-consuming and may damage the surface. In addition, in some applications in which surface contamination is not allowed, it is unpractical to spray the coating onto the object surface. Therefore, it is very challenging to accurately measure objects with nonuniform surface reflectivity.
For varying reflectivity across a surface, image saturation may occur at surface regions with high reflectivity which will lead to phase and measurement errors. Although a small camera aperture or exposure time can be used to capture fringe patterns, it simultaneously reduces the intensity modulation at surface regions with low reflectivity, resulting in poor phase accuracy. In order to address this problem, many methods have been proposed, such as using multiple camera viewpoints, 13 changing hardware configuration methods, [16] [17] [18] [19] new phase-measurement algorithms, 20, 21 high dynamic range (HDR) techniques, 12, 22, 23 and methods adjusting the pixel-wise intensity of fringe patterns. 2, 3, 14, 24 Among them, HDR techniques and methods adjusting the pixel-wise intensity of fringe patterns have become the two most important methods.
In recent years, HDR techniques have been used in a phase-shifting measurement system in which multiple shots of fringe images with different exposures are taken, and the final fringe images are produced pixel-by-pixel by choosing the brightest but unsaturated corresponding pixel from one shot. 12, 22, 23 Although these methods have the ability to avoid image saturation at surface regions with high reflectivity and maintain a high-intensity modulation at surface regions with low reflectivity, it is time consuming because a large number of sets of fringe patterns must be projected and captured. Instead of changing the camera exposure time to avoid image saturation, some methods that aim to adjust the pixel-wise intensity of fringe patterns have been proposed. 2, 3, 14, 24 Li and Kofman 3 proposed a method that can adapt the maximum input gray levels (MIGLs) to local surface reflectivity. By locally modifying the MIGLs in projected fringe patterns, highly reflective surface regions can be illuminated with adaptively lowered MIGLs to avoid image saturation, and surface regions with low reflectivity can be simultaneously illuminated with the highest MIGLs to maintain high-intensity modulation. However, this method uses a cluster of saturated-pixels to fit the coefficients of intensity mapping function, which will make the function inaccurate when the surface region corresponding to saturated-pixels in this cluster has a large reflectivity variation. A camera-independent method was proposed by Waddington and Kofman 2 which can adaptively adjust the projected fringe pattern intensities. In this method, multiple sets of phase-shifting fringe patterns of different maximum gray levels are projected onto the object surface while images of the fringe patterns are captured. Then composite images are constructed pixel-by-pixel, by using at each pixel, only the highest intensity without saturation across a set of phaseshifting images. However, this technique could also be timeconsuming since it needs to capture multiple sets of phaseshifting fringe patterns. In order to reduce the number of images captured, a new adaptive digital fringe projection technique was proposed by Lin et al., 14 which uses only two preliminary steps of fringe patterns projected and captured. However, in order to find the corresponding projector points of saturated-pixels in camera image, this method computes a holography matrix using contours outside of each saturated-pixel cluster to determine the coordinate mapping function, which will be inaccurate when the surface region corresponding to saturated-pixels is not a plane.
For a surface with a sharp change in reflectivity, a phase map around the boundary of a sharp change in reflectivity will have large errors, which consequently causes large measurement errors. This phenomenon has been discovered by Zhang and Yau 12 and Waddington and Kofman, 2 but there are no specific reasons having been given for the occurrence of this phenomenon.
In this paper, we present a theoretical analysis of phase errors introduced by nonuniform object surface reflectivity. Based on the analysis, it is easy to explain that the measurement accuracy is varied in surface regions with varying reflectivity and the measurement results around the boundary of a sharp change in reflectivity have large errors. After that, we propose a method to adaptively adjust the MIGL of each pixel in fringe patterns to the local reflectivity to reduce the phase error caused by varying reflectivity. Unlike the methods proposed by Li et al. 3 and Waddington and Kofman, 2 our method uses very few images to obtain the MIGL of each pixel in fringe patterns, and thus it has a high efficiency. In addition, compared with methods proposed by Li et al., 3 Waddington and Kofman, 2 and Lin et al. 14 the obtained MIGLs are more accurate since an iterative algorithm was proposed to fine-tune them.
The outline of the paper is as follows: the details of theoretical analysis are presented in Sec. 2. Section 3 describes the proposed method. In Sec. 4, experiments are performed to evaluate the performance of the proposed method. Section 5 describes some discussions and Sec. 6 summarizes the paper.
Theoretical Analysis of Phase Errors

System Setup
The measurement system used in this paper is shown in Fig. 1 . It is based on an active stereo photogrammetric setup with two cameras and one projector. After calibrating the intrinsic and the extrinsic parameters of two cameras, one can acquire 3-D shape information of an object by triangulation if the corresponding image points have been identified. By projecting several phase-shifting sinusoidal fringe patterns, an absolute phase map can be obtained. With the help of epipolar geometry, the corresponding points are determined by finding the image points with the same absolute phase value on corresponding epipolar lines. Thus, the measurement accuracy is highly dependent on the accuracy of the phase map.
Four-Step Phase-Shifting Algorithm
The analysis and experimental testing in this paper were carried out using the four-step phase-shifting algorithm which is commonly used in phase-shifting measurement systems. 25 At the beginning, we assume that the projector and cameras have linear intensity response. The intensity of the fringe pattern projected from the projector can be expressed as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 3 2 6 ; 3 9 7 I p ðx; yÞ ¼ a cos½ϕðx; yÞ þ b;
(1)
where a is the intensity modulation, b is the background intensity, and ϕðx; yÞ is the desired phase information at coordinate ðx; yÞ. Both a and b are the constant values. Let rðx; yÞ represent the surface reflectivity at coordinate ðx; yÞ and b 1 ðx; yÞ be the ambient light that shines on the surface. Then the reflected light intensity can be expressed as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 3 2 6 ; 2 8 9 I o ðx; yÞ ¼ rðx; yÞ½I p ðx; yÞ þ b 1 ðx; yÞ:
For four-step phase-shifting algorithm E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 3 2 6 ; 2 4 7
where I o i ðx; yÞ is the reflected light intensity of the i'th fringe patterns with a phase shift of ði − 1Þπ∕2. Then ϕðx; yÞ can be solved as follows E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 3 2 6 ; 1 6 4 ϕðx; yÞ ¼ tan
The phase map ϕðx; yÞ is wrapped by 2π due to the arctangent function, and a three-frequency heterodyne principle 26 can be used for full-field phase-unwrapping to obtain a continuous phase map. 
Phase Error Caused by Varying Reflectivity
The above analysis is based on the continuous coordinate system. For the imaging system, the reflected light intensity I o ðx; yÞ will be sampled into discrete gray level by a digital camera. Each pixel of the camera is equal to an integral element that integrates the intensity of the reflected light within a small domain and then quantizes it into a gray level. As shown in Fig. 2 , A and B are two integral domains, and the side length of each integral domain is 2Δ. Points ðx a ; yÞ and ðx b ; yÞ are the centers of A and B, respectively. Since each integral domain is very small, b 1 ðx; yÞ can be considered as a fixed value in each integral domain.
For an integral domain, the light intensity entering the camera can be expressed as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 5 ; 6 3 ; 5 9 4 I c ðu;
where ðu; vÞ is the coordinate of a pixel under the image coordinate system, t 1 and t 2 represent the time to start and end the exposure, respectively. For an integral domain with surface reflectivity changing slightly or not changing, for example, integral domain A, we can also assume that rðx; yÞ is a fixed value. For simplicity, we assume that ϕðx; yÞ ¼ k 1 x. Then for integral domain A, Eq. (5) can be rewritten as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 6 ; 6 3 ; 4 6 2 I c ðu;
where
Since the camera is assumed to have a linear response to the input light intensity, we can convert I c ðu; vÞ to theoretical gray level using the following expression:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 7 ; 6 3 ; 3 7 6 G c 0 ðu; vÞ ¼ kI c ðu;
where k represents the camera sensitivity, b 2 is a constant value, c 3 ¼ kc 1 represents the intensity modulation of the captured image, and c 4 ¼ kc 2 þ b 2 is the background intensity. If G c 0 ðu; vÞ > 255, then image saturation will occur for an 8-bit camera. This situation should be avoided since it will lead to large phase errors. We can quantize the continuous theoretical gray level to discrete gray level using the following round function:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 8 ; 6 3 ; 2 5 6 G c ðu;
where δ err ¼ G c ðu; vÞ − G c 0 ðu; vÞ and j δ err j < 0.5, representing quantization error. Let ϕ c 0 ðu; vÞ and ϕ c ðu; vÞ represent the phase value computed by theoretical and discrete gray levels, respectively. Then we can get E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 9 ; 3 2 6 ; 7 0 8
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 0 ; 3 2 6 ; 6 6 0 ϕ c ðu;
; ≠ ϕðx a ; yÞ: (10)
From Eq. (9), we can observe that there is no theoretical phase error (TPE) for ϕ c 0 ðu; vÞ. Let Δϕ represent the absolute phase error of ϕ c ðu; vÞ, then we can get E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 1 ; 3 2 6 ; 5 5 6 Δϕ ¼ jϕ c 0 ðu; vÞ − ϕ c ðu; vÞj:
Since j δ err j is very small and j δ err j < 0.5, Eq. (11) can be rewritten as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 2 ; 3 2 6 ; 5 0 2
Since Δϕ is caused by the quantization error δ err , we name Δϕ as quantization phase error (QPE). From Eq. (12), we can know that the higher the intensity modulation c 3 is, the lower the bound of QPE is, as shown in Fig. 3 .
From Eqs. (6) and (7), we can obtain E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 3 ; 3 2 6 ; 3 6 7
where k 2 ¼ 4akΔðt 2 − t 1 Þ sinðΔÞ∕k 1 is a fixed value for each pixel, and r is the reflectivity of each integral domain. It is quite evident that c 3 is a linear function of r. Thus, for surfaces with high reflectivity, QPE will be smaller than that for surfaces with low reflectivity in the case of no image saturation occurring. Figure 4 shows the 3-D reconstruction result of a planar checkerboard. It is clearly evident that the white grids (with high reflectivity) in Fig. 4 (b) have a higher accuracy than black grids (with low reflectivity). 
Phase Error Caused by a Sharp Change in Surface Reflectivity
The analysis above is aimed at integral domains with surface reflectivity changing slightly or not changing. For these domains, QPE is the main error. However, if surface reflectivity in an integral domain is discontinuous, such as a sharp change in surface height or surface color, then the analysis above will not be reasonable. In order to analyze the phase error under this circumstance, we use the integral domain B in Fig. 2 as the analysis model. This domain is located on the boundary between two surfaces with different reflectivity. Let us assume that the ratio of the width of the left part to the entire width is p and the reflectivity values of the left and right part are r and r 0 , respectively. Then the light intensity entering the camera can be expressed as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 4 ; 6 3 ; 4 2 8
Then the theoretical gray level can be obtained as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 5 ; 6 3 ; 3 3 2
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 6 ; 6 3 ; 2 4 2 ϕ
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 7 ; 3 2 6 ; 7 5 2
Then we can get E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 8 ; 3 2 6 ; 7 1 9
Since E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 9 ; 3 2 6 ; 6 1 9
if we define q, s l , and s r as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 0 ; 3 2 6 ; 5 5 5
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 1 ; 3 2 6 ; 5 0 9
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 2 ; 3 2 6 ; 4 6 7 cosðϕ 4 r Þ − cosðϕ 2 r Þ cosðϕ
then we can obtain E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 3 ; 3 2 6 ; 4 1 6 ϕ c 0 ðu; vÞ ¼ tan
where k 2 ¼ c 3 ∕c 0 3 . Thus, it is clearly evident that there is TPE by using pixels whose integral domains have discontinuous reflectivity to calculate the desired phase. Figure 5 shows the relationship of TPE with Δ, k 2 , ϕ b and p.
From Fig. 5(a) , we can see that the change of TPE has nothing to do with ϕ b . That means no matter what the actual phase value is, phase error will be the same. If p is more close to 0.5, which indicates the integral domain is more close to the reflectivity mutation boundary, as shown in Fig. 5(c) , then TPE will be larger. A higher value of Δ implies that the object surface is farther away from the camera. Thus, we will obtain a larger TPE, as shown in Figs. 5(b) and 5(d). A higher k 2 means a larger contrast in an integral domain, as shown in Fig. 5(e) , and thus TPE will be larger. In addition, there will also be QPE for these integral domains since the quantization error is inevitable. As we can see in Fig. 4(b) , there are very clear boundaries between the black and white checker squares, and the measurement errors in these regions are very large. This phenomenon is caused by the combination of TPE and QPE.
Method to Reduce Quantization Phase Error
In order to improve the measurement accuracy, the phase errors discussed above must be reduced. From Eq. (12), we know that a larger intensity modulation c 3 will make a lower QPE, and we can rewrite the Eq. (13) as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 4 ; 6 3 ; 6 1 9 c 3 ¼ ak 3 ;
where k 3 ¼ 4krΔðt 2 − t 1 Þ sinðΔÞ∕k 1 is a fixed value for each pixel in the captured images. Thus, only by improving the intensity modulation a of the projected fringe patterns can we hope to get a larger c 3 . However, in traditional methods, fringe patterns are generated with uniform intensity modulation and we cannot make the intensity modulation high enough since the image saturation may occur in high reflectivity regions.
In this paper, we propose a method to adaptively adjust MIGL of each pixel in fringe patterns. The ultimate goal is to make each pixel in fringe patterns achieve its maximum intensity modulation in the case of no image saturation occurring. Unlike the traditional methods, the MIGLs of pixels in the final projected fringe patterns are different. For high reflectivity surface regions, MIGLs of pixels that will be projected to these regions will be smaller and for low reflectivity regions, they will be larger. Thus, we can avoid image saturation and maintain a high-intensity modulation.
In Sec. 2, we assume that the projector and cameras have linear intensity response. However, the relationships between the input intensity and the output intensity of the projector and camera are purposely distorted for better visual effect. Thus, they should be calibrated before the scanning. Here, we adopt the method proposed by Waddington and Kofman 1 to calibrate them.
The flow chart of the proposed method is shown in Fig. 6 . The first step is to find corresponding pixels between projector and camera images. That means to find which pixels in the projector will affect the gray levels of which pixels in left and right camera images. As shown in Fig. 7 , the light emitted from the pixel P p of projector shines on the object point P, and the reflected light is captured by pixels P l and P r in left and right camera images, respectively. The light intensities of P l and P r are influenced by the projected light intensity of P p . Thus, if we increase or decrease the gray level of P p , the gray levels of P l and P r will also be increased or decreased and other pixels in captured images will hardly be influenced. Then we consider P p , P l , and P r are a set of corresponding pixels. By projecting horizontal and vertical fringe patterns and solving the absolute horizontal and vertical phase maps, corresponding pixels between projector and camera images can be obtained by finding points with the same horizontal and vertical phase value. Since there are different resolutions and fields of view of the projector and cameras, P l and P r are not only influenced by P p , but also influenced by the pixels around P p . Experimental results show that intensities of eight neighbors of P p have a major influence on P l and P r . Thus, in the following sections, adjusting P p means adjusting P p and its eight neighbors.
After that, in the second step, we project a test image with uniform gray level G p to the object surface. The only constraint for this test image is that no image saturation occurs in the captured image. The projector and cameras have been calibrated before the scanning so that they have linear intensity response. Therefore, there is a linear relationship between the gray levels of captured images and the gray levels inputted to the projector. If we let G c max (245 is recommended) be the maximum gray level we want to get in the captured images, then we can obtain E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 5 ; 3 2 6 ; 3 7 9 Due to different resolutions and fields of view of the projector and cameras, the gray levels of captured image pixels may be a little smaller or a little larger than the maximum gray level G c max while projecting the adjusted test image. In the next step, we project the adjusted test image and let cameras capture the image. Then we use Algorithm 1 to analyze the captured image and slightly adjust the adjusted test image. The main idea of Algorithm 1 is to slightly decrease or increase the gray level of P p by a predetermined constant step size when the gray level of P l or P r is greater than or less than G c max . Here, we assign the step size a small value 3 to fine-tune the adjusted test image. If the gray level of P l or P r is very close to G c max (G c max − 5 < G pl or G pr < G c max þ 5), or P p > 255, then we consider that P p has achieved its MIGL and does not need to be adjusted later. Here, three and five are chosen experimentally and a small change in them does not have a major influence on Algorithm 1. If there are any pixels having been adjusted, then we repeat the projecting, capturing, and analyzing steps until there are no pixels needing to be adjusted. Generally, the algorithm will be converged after 3 to 5 iterations. Since there may be a conflict when adjusting P p simultaneously based on P l and P r , we use Algorithm 1 on left and right cameras, respectively. Then we select the smaller gray level of two pixels in the same location of two adjusted test images as the gray level of the final adjusted test image.
In the final step, for each pixel ði p ; j p Þ in the fringe pattern, the intensity modulation and the background intensity are given by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 6 ; 3 2 6 ; 5 4 3
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 7 ; 3 2 6 ; 5 1 1
where G min is a constant value, representing the minimum gray level, and generally G min ¼ 0. Then the adjusted fringe patterns (AFPs) are generated based on Eq. (1). Such generated fringe patterns are capable of avoiding image saturation in the regions with high reflectivity and maintaining a high-intensity modulation in the regions with low reflectivity. In addition, compared to methods proposed by Li et al., 3 Waddington and Kofman, 2 and Lin et al., 14 the obtained MIGLs are more accurate since Algorithm 1 was used to fine-tune them. Thus, the generated AFP is more accurate.
Experiments
To demonstrate the effectiveness of the proposed method, we measured a planar checkerboard by projecting traditional fringe patterns (TFP) and AFP. The measurement system consists of a digital light processing projector with resolution 1920 × 1080 and two CCD cameras with resolution 1624 × 1234. The distance from the camera to the checkerboard is about 350 mm. Figure 8(a) shows a part of the planar checkerboard and Fig. 8(c) shows an image of AFP generated by the proposed method. An image of TFP is shown in Fig. 8(b) . It is clearly evident that MIGLs of pixels in Fig. 8(c) are different. For image pixels in black grids of Fig. 8(a) , MIGLs of their corresponding pixels in Fig. 8(c) are very high. Thus, a large intensity modulation can be obtained and QPE caused by their low reflectivity will be reduced. For image pixels in white grids of Fig. 8(a) , MIGLs of their corresponding pixels in Fig. 8 Fig. 8(e) is much smoother than Fig. 8(d) , especially in black grids. For assessing measurement error, a plane was fitted to each grid and standard deviation from the plane was determined. Then we calculated the average standard deviation (ASD) of black grids and white grids, respectively. For white grids Moreover, we measured a more complex object, a colorful cup, which has HDR surface reflectivity variations, as shown in Fig. 9(a) . has better visual effects than the surface in Fig. 9(b) , especially in regions with low reflectivity. However, there are two holes in the middle of Fig. 9 (c) which are caused by the image saturation. Thus, a single uniform MIGL in fringe patterns cannot meet the requirements of measuring objects with HDR surface reflectivity variations. By projecting AFP, image saturation can be avoided and a large intensity modulation can be obtained. Thus, the measurement accuracy can be improved which can be proved by Fig. 9(d) , where holes caused by image saturation have disappeared and large errors in regions with low reflectivity have been reduced.
Discussion
Discussion about Theoretical Phase Error
Although the measurement accuracy has been improved a lot for black grids in Fig. 8(e) , it is clearly evident that there are still very large measurement errors introduced by TPE at the boundaries of black and white grids. From previous analysis, we have known that TPE is influenced by three factors, i.e., Δ, k 2 , and p. However, it is very hard to control those factors in the actual measurement, and thus, it is very hard to reduce TPE. Since TPE mainly exists around the image edges, we can use an edge detector, such as Sobel 27 or Canny 28 to remove the pixels around image edges. However, it is obvious that this will make the measurement result be discontinuous, as shown in Fig. 8(f) . Thus, it still needs further study on how to reduce TPE.
Discussion About Proposed Method
The effectiveness of the proposed method in measuring a surface with a large range of reflectivity variation has been shown in Figs. 8 and 9 . The advantages of the proposed method compared to other methods are as follows:
• Low cost: The proposed method needs to adjust only the intensity of fringe patterns. Therefore, no additional cost of the hardware is necessary.
• High efficiency: HDR techniques need to take multiple exposures to measure an object and methods proposed in Refs. 2 and 3 aiming to adjust the pixel-wise intensity of fringe patterns needed to capture a large number of fringe pattern images. Therefore, these methods are time consuming, especially, for measurement of the object with a large range of reflectivity variation across the surface. For example, HDR technique needs 23 exposures to measure a china vase in Ref. 12 . Thus, for a camera-projector system, it takes a total of 3 × 4 × 23 ¼ 276 images to fuse a single set of phase-shifting images when the four-step phase-shifting algorithm and three-frequency heterodyne phase-unwrapping algorithm are used to obtain the phase map. Similarly, methods in Refs. 2 and 3 need to take 3 × 4 × 13 ¼ 156 images and 3 × 4 × 4 ¼ 48 images to measure a B/W checkerboard, respectively. Compared with these methods, the proposed method needs to capture only 2 × 3 × 4 þ ð3 ∼ 5Þ ¼ 27 to 29 images for a camera-projector system and 30 to 34 images for two cameras and one projector system. • More accurate: The optimal intensity of each pixel in the fringe pattern is precisely calculated in Refs. 3 and 14. However, these calculations are based on some assumptions that will do not hold in some cases. For example, the method in Ref. 3 uses a cluster of saturated-pixels to fit the coefficients of intensity mapping function, which will make the function inaccurate when the surface region corresponding to saturatedpixels in this cluster has larger reflectivity variation. In addition, since there are different resolutions and fields of view of the projector and cameras, the intensity of each pixel in captured images is not only influenced by one projector pixel, but also influenced by a cluster of pixels in the projected image. Therefore, the optimal intensity for each pixel calculated in Refs. 3 and 14 is a bit inaccurate, which may cause image saturation. Thus, it still needs a slight adjustment to finetune the intensity of each pixel in fringe patterns. In our method, we use Algorithm 1 to iteratively adjust the intensity of each pixel in fringe patterns and generally, the algorithm will be converged after 3 to 5 iterations. Thus, the proposed method is more accurate.
Although the proposed method is effective in most cases, it has its limitations. If the object surface is specular or with very large reflectivity variations, it is very challenging for the proposed method to perform the measurement. In order to avoid image saturation at surface regions with specular reflection or with very large reflectivity, the MIGL in the first step must be very low. Thus, the obtained phase map at surface regions with low reflectivity will have large phase errors and it may fail to establish the correspondence between the object points and the image points. By taking multiple exposures, HDR techniques can handle these problems well, but they are time consuming. In future work, we will try to combine the HDR techniques with the proposed method to solve these problems.
Conclusion
In conclusion, there are two types of phase errors introduced by the nonuniform surface reflectivity-one is QPE and the other is TPE. For pixels located on the planar surface with continuous reflectivity, QPE is the major phase error. The higher the intensity modulation of captured fringe image, the lower the boundary of QPE. In order to reduce QPE, a method to adaptively adjust MIGL of each pixel in projected fringe patterns to the local reflectivity was proposed. For high reflectivity surface regions, MIGLs of pixels that will be projected to these regions will be smaller to avoid the image saturation and for low reflectivity regions, they will be larger to maintain a high-intensity modulation. Thus, the measurement accuracy can be improved. For pixels located on the boundary with a sharp change in reflectivity, there is not only QPE, but also TPE. Since TPE is influenced by three factors, i.e., Δ, k 2 , p, and they are very hard to control in the actual measurement, it still needs further study on how to reduce TPE.
