Abstract-The theory of Markov set-chains is applied to derive upper and lower bounds on the capacity of finite-state channels that are tighter than the classic bounds by Gallager. The new bounds coincide and yield single-letter capacity characterizations for a class of channels with the state process known at the receiver, including channels whose long-term marginal state distribution is independent of the input process. Analogous results are established for finite-state multiple access channels.
I. INTRODUCTION
C ONSIDER a finite-state channel with transition probability , where , , and are respectively the channel input, the channel output, and the channel state at time . We assume that the channel is time-invariant, i.e., the transition probability does not depend on . Moreover, , , are assumed to be finite, where denotes the cardinality of for any set . The capacity analysis of this channel model has received considerable attention due to its theoretical significance and practical implications [1] - [11] . A nice review of prior work on this subject, particularly regarding the simulation-based methods and related analytical results, can be found in [10] (see also [11] ). In this work, we shall develop a new technique, based on the theory of Markov set-chains, to tackle this long-standing problem.
Denote the channel capacity as . The capacity of finite-state channels can be characterized using the information spectrum method [12] ; however, the resulting capacity formula is in general not computable. Moreover, the exact value of may depend on the specific assumptions adopted in the definition of channel capacity, which include the realization of the initial state as well as the transmitter and receiver's knowledge of the initial state. To circumvent these subtle technical issues, we shall focus on the computable capacity bounds that are robust to such small variations in the definition of channel capacity. Define
It was shown in [3] that (1) and the inequalities in (1) become equalities for indecomposable channels. It is worth noting that (1) is valid for any initial state ; moreover, (1) is also valid whether or not the transmitter and the receiver know the initial state. Define It was shown in [3] that Therefore, we have (4) for all . Note that (4) provides computable finite-letter upper and lower bounds on the channel capacity, and for indecomposable channels, the bounds are asymptotically tight as . However, the complexity of computing and increases rapidly as gets larger. Therefore, it is desirable if the bounds given by and are tight enough even for small (ideally, ). Unfortunately, and often give loose bounds for small . First of all, the gap between and is at least , which is not negligible for small (particularly if the state space is large). Furthermore, and do not coincide even when the second terms in (2) and (3) (i.e., ) are removed. Indeed, since the behavior of the channel can be dramatically different in different states, the difference between the first terms in (2) and (3) can be as large as when . To see a possible direction for improving the upper and lower bounds, it is instructive to write (2) and (3) in a slightly different form. Let denote the set of probability distributions on for any finite set . Moreover, for any finite sets and , 0018 -9448/$26.00 © 2010 IEEE let . It is easy to verify that (5) (6) where and . Note that any probability distribution on can be thought of as a convex combination of probability distributions that are degenerate on (i.e., assign probability one to) a certain element of ; each of these degenerate distributions is trivially in . Therefore, we have , where denotes the convex hull of . We shall redefine as to make its dependency on explicit. More generally, for any nonempty compact set , we define
A simple application of Carathéodory's theorem shows that each point in can be represented as a convex combination of no more than points in , and each point in can be represented as a convex combination of no more than points in . Moreover, since for any , there exist , , and , , such that and we have , which further implies . Although writing and in the form of (5) and (6) is more cumbersome, once interpreted correctly, it offers an interesting new perspective and suggests possible directions for further improvement. Note that in (2) and (3) can be naturally interpreted as the channel state at time , and the basic intuition is that upper and lower bounds on the channel capacity can be derived by choosing the best and the worst initial states. On the other hand, in (5) and (6) is better interpreted as the channel state at time with (due to a time-shifting argument which will be clear later). Now to derive upper and lower bounds on the channel capacity, one has to optimize over all possible distributions of the channel state as . However, since the state process can be affected by the channel input, the limiting marginal distribution of the state process is hard to determine. To circumvent this difficulty, one may simply allow to be any probability distribution from . This is exactly the intuition underlying (5) and (6) . It will be seen that, to derive tighter capacity bounds, one crucial idea is to find an effective estimate of . Note that and are allowed to have an arbitrary joint distribution in (5) while they are assumed to be independent in (6) . This difference may seem artificial since is unaffected if in (5) we replace with . The purpose of choosing the current form is to motivate the fact that the set of admissible probability distributions for is exactly the convex hull of that for . Indeed, this relation will be preserved in the tightened upper and lower bounds with replaced by smaller compact sets.
The main contribution of this paper is a set of new finite-letter upper and lower bounds on the channel capacity. Specifically, we derive new upper and lower bounds and satisfying where (9)
and the sets , to be specified later, are used to capture the limiting marginal distribution of the state process. Similar to (5) and (6) , in (9) and (10) should be interpreted as the channel state at time with rather than the channel state at time . Due to the channel memory, the channel capacity is intimately related to the long-term behavior of the state process. For the special case in which the state process is unaffected by the channel input, i.e., does not depend on for all and all , the state process is a homogeneous Markov chain, and its long-term behavior is well understood. However, for the general case, the state process depends on the channel input, which makes the problem more intricate. Fortunately, the theory of Markov set-chains allows us to obtain useful information 1 regarding the long-term behavior of the state process without knowing the channel input. The new capacity bounds are derived by effectively exploiting this information. In contrast, such information is not used in and . By comparing (5) with (9) [as well as (6) with (10)], one can see two improvements. The first improvement, a relative minor one, results from the fact that the two terms in (5) [as well as in (6) ] are decoupled while the two terms in (9) [as well as in (10) ] are coupled. The second improvement is achieved by replacing with . Indeed, the key conceptual difference between the new bounds and the old bounds is succinctly manifested in this second improvement.
The rest of this paper is organized as follows. In Section II, we review some basic definitions and results from the theory of Markov set-chains. Along the way, we also derive a few new results, which will be useful for the later development. New finite-letter upper and lower bounds on the channel capacity are derived in Section III. The capacity bounds are further tightened for the case where the state process is known at the receiver. It is shown that these bounds coincide for a class of channels, yielding a single-letter capacity formula. Analogous results are derived for finite-state multiple access channels in Section IV. Several illustrative examples are given in Section V. We conclude the paper in Section VI. Throughout this paper, the logarithm function is to the base two.
We summarize below a few basic definitions that are used frequently in this paper. Additional constraints on are necessary in order to obtain a finer characterization of . First of all, we need to introduce a few definitions. A square row-stochastic matrix is regular if exists and has rank one, in which case all its rows are the same. Define It can be shown [15] that (11) where the maximization is taken over row vectors satisfying and . We call a scrambling matrix if . It is known [14] that scrambling matrices are regular, but not all regular matrices are scrambling; moreover, if one or more matrices in a product of square row-stochastic matrices is scrambling, so is the product. Let be a sequence of square row-stochastic matrices. Define . We say that the sequence is weakly ergodic if for all , , , . We say the set-chain is uniformly weakly ergodic if for any there is an such that any with and satisfies
Theorem 2.3:
The following conditions are equivalent: 1) All finite products of matrices from are regular; 2) There exists a finite such that for all all products of matrices from are scrambling; 3) Every sequence of matrices from is weakly ergodic; 4) There exists a finite such that for all all products of matrices from have a column with all entries nonzero; 5) The set-chain is uniformly weakly ergodic. Proof: The equivalence of the first four conditions is known [16] . Wolfowitz [17] proved that Condition 1) implies Condition 5). It is clear that Condition 5) implies Condition 3). Therefore, all these five conditions are equivalent.
Remark: Condition 4) is equivalent to Gallager's definition of indecomposable channels [3] . Thomasian [18] proposed an algorithm that can determine, in finite number of steps, whether Condition 1) is satisfied.
For any square row-stochastic matrix with a stationary distribution , let be a square matrix with rows equal to .
Theorem 2.4:
If all finite products of matrices from are regular, then converges to in the Hausdorff metric, where (i.e., the closure of ). Remark: This theorem is a special case of [13, Theorem 2] . The following corollary is a direct consequence of Theorem 2.2 and Theorem 2.4.
Corollary 2.5:
If all finite products of matrices from are regular, then and does not depend on .
Theorem 2.6:
If all finite products of matrices from are regular, then:
is the unique nonempty compact subset of satisfying ; 2) converges to in the Hausdorff metric with a geometric rate independent of for any nonempty compact set . Remark: This result is a special case of [19, Theorem 1] . Part 1) of Theorem 2.6 is particularly useful for obtaining an explicit characterization of if there exists a natural candidate for since one just needs to verify whether it is invariant under transformation . However, in general does not possess a simple characterization; in this case one may use Part 2) of Theorem 2.6 to compute numerically. The following result, which is a direct consequence of Theorem 2.6, provides a way to find inner and outer bounds on .
Corollary 2.7:
for any nonempty compact set satisfying ; 3)
for any compact set satisfying . Proof: See Appendix A.
Remark: Let and . If all finite products of matrices from are regular, then by Corollary 2.7 we have for any non-negative integer , where , . Moreover, it follows from Part 2) of Theorem 2.6 that and provide asymptotically tight inner and outer bounds on as goes to infinity. We have a complete characterization of for the following special case.
Corollary 2.8:
Let be a probability distribution in . We have for all if and only if all finite products of matrices from are regular, and for all . Proof: In view of the fact that , the "if" part follows directly from Theorem 2.6. Now we proceed to prove the "only if" part. Let be an arbitrary finite product of matrices from . Since for all , it follows that exists and all its rows are equal to . The proof is complete.
Intuitively, if the stationary distributions are close to each other, then should be small. This intuition is formalized in the following corollary.
Corollary 2.9:
Assume . Let be a set of non-negative numbers satisfying for all . Then we have , where . Proof: For any and where the second inequality follows from (11) . Therefore, we have , which further implies . Now the desired result follows from Corollary 2.7.
Remark: Specifically, we can choose for all , where . It will be clear that for the purpose of this paper, it suffices to characterize (i.e., the convex hull of ). This problem turns out to be simpler.
Theorem 2.10:
If all finite products of matrices from are regular, then is the unique nonempty compact convex set satisfying . Proof: This result can be proved by leveraging Theorem 2.6 and some basic properties of convex sets. The details can be found in Appendix B.
Remark: Note that for , any nonempty compact convex set must be a line segment. In this case, one can characterize explicitly by solving a set of necessary and sufficient algebraic conditions implied by Theorem 2.10. A concrete example is given in Section V (see Example 5.1).
III. CAPACITY BOUNDS
Now we proceed to derive new finite-letter bounds on the capacity of finite-state channels. For the ease of reference we reproduce (9) and (10) below where and are defined in (7) and (8) 
Proof: It is a direct consequence of Theorem 3.13 and Corollary 2.8.
Remark: An illustrative example is given in Section V (see Example 5.4) .
Note that the condition in Theorem 3.13 (as well as Corollary 3.14) is fulfilled if the state process is a regular homogeneous Markov chain independent of the channel input. In this case, we have (13) since for all . However, the reverse is not true, i.e., for all does not imply that the state process is independent of the channel input. Indeed, it is easy to construct finite-state channels for which the channel input can affect the transition probability matrix of the state process but not its limiting marginal distribution. For such kind of channels, one cannot reduce (12) to (13) in general since the state process can carry some information from the channel input.
IV. FINITE-STATE MULTIPLE ACCESS CHANNELS
Results analogous to those in the previous section can be established for finite-state multiple access channels. Although the derivations are conceptually similar, a few new technical issues arise in the context of finite-state multiple access channels. Furthermore, it is instructive to re-examine the concepts developed for finite-state channels in a more general setting. A close comparison with the results in the previous section will be made, and the subtle differences will be pointed out when they appear.
To simplify the notations, we shall only consider finite-state multiple access channels with two transmitters and one receiver. All the results can be extended in a straightforward manner to the case with an arbitrary number of transmitters. Let be a finite-state multiple access channel, where , , and are, respectively, the channel input from transmitter ( ,2), the channel output, and the channel state at time . We assume that the channel is time-invariant, i.e., that the transition probability does not depend on . Moreover, , , , are assumed to be finite; in particular, we let . We shall reuse the notations , , and . It should be noted that in the current setting. The capacity region of finite-state multiple access channel is denoted as . For any nonempty compact set , see the equation shown at the bottom of the page. Moreover, given any , define 
Corollary 4.4: 1) ; 2) .
A few comparisons with the results in the previous section are now in place. To emphasize their analogous roles, we can form the following pairs: , , and . In contrast, the situation for the outer bounds is more complicated. It might be tempting to form the following pairs: , , and . However, such pairings are natural but not exact. A close look reveals that although , it is unclear whether the second equality in holds in general.
Actually it is also reasonable to relate with . Moreover, to complement , one would naturally expect a finite-letter outer bound on in a form analogous to in (2). However, a direct generalization of in the form of (2) does not seem to yield a valid outer bound. In contrast, in the form of (5) does have a counterpart in the setting of multiple access channels, which is . This leads to a puzzling phenomenon: in the form of (2) does not permit a direct generalization while its equivalent form in (5) does. The reason is somewhat subtle. In order to obtain an outer bound on in a form analogous to in (2), one needs the following assumption: the inputs of the two transmitters from time on are independent conditioned on . Although this assumption holds when , it is in general not true. The crucial idea underlying the derivation of and is to go beyond conditional independence. Indeed, it can be verified from the definition of and that the inputs of the two transmitters from time on are not necessarily independent conditioned on although they are mutually independent. In contrast, the requirement of conditional independence is void in the point-to-point case since there is only one transmitter. In this sense, in the form of (2) is less fundamental than its equivalent form in (5) since the latter one is extendable to more general scenarios. Now consider the case where the state process is available at the receiver. Let denote the capacity region in this setting. See the first equation shown at the bottom of the page, where in the definition of should be interpreted as . See the second equation shown at the bottom of the page. In view of (14) and (16) Fig. 1 ). Consider the following two cases: 1) The channel transition probability is of the form for any , , and ; moreover, is a while is a . Let . It can be computed that (18) where the second equality follows from the fact that the maximization in (18) is achieved when is independent of and . Therefore, we have the second equation shown at the bottom of the page, where (17) To compute , the joint probability distribution is restricted in , and we have which yields the first equation shown at the bottom of the page, where
2) The channel transition probability is of the form for any , , and ; moreover, is a while is a . We shall first compute . Note that the joint probability distribution is given by Therefore, we have the second equation shown at the bottom of the page. To compute , the joint probability distribution is restricted in . Let and . We have where is defined in (17) . Note that (see the equation shown at the bottom of the page), where Therefore, we have See Fig. 2 for plots of and .
Example 5.4:
The setting is the same as that of Example 5.2 with the only difference that the state process is assumed to be known at the receiver. Again, we shall consider the following two cases:
1) The channel transition probability is of the form for any , , and ; moreover, is a while is a . Let . The conditional probability distribution is given by and the induced condition probability distributions and are given by the tables shown at the bottom of the next page. Now it can be computed that where (19) Therefore, by Corollary 3.14, we have If and , then (20) Note that is a concave function of . Moreover, it is easy to verify that if . Therefore, the maximum in (20) is achieved at , which yields
It is interesting to further specialize to the case . Now is given by (21) The following is easy to verify by direct evaluation of the expression in (21): a) . When , no information can be conveyed via the state transitions, and the channel is simply a . b)
. When , no information can be conveyed via the relationship between the channel input and the channel output. The only information that can be conveyed is via the state transitions, for which the effective channel is a . c) More generally, we have the symmetry relation (22) Indeed, by simple operations at the receiver, one can convert a channel with parameters to one with parameters ( , ). To see this, we define if and if , . It is easy to verify that in this special case, the finite-state channel is equivalent to the memoryless channel with the form for any , , and , where is a and is a . Moreover, the symmetry relation (22) follows from the symmetric roles of and in the memoryless channel . Fig. 3 presents a plot of . 2) The channel transition probability is of the form for any , , and ; moreover, is a while is a . Let . The conditional probability distribution is computed in Example 5.2. The induced conditional probability distributions and are given by the tables at the bottom of the page. Now it can be computed that where [see (23), shown at the bottom of the page]. Therefore, by Corollary 3.14, we have (24) The maximization in (24) is easy to perform numerically. In general, it is hard to find the maximizing explicitly. Even for , the maximizing value of is, in general, not . (23) Note that the bottom curve coincides with that of the capacity of the BSC (as a function of the crossover probability).
Remark: strictly speaking, Corollary 2.8 is not applicable if a = 0 or a = 1; however, since in this extreme case the channel inputs can be reconstructed from the state process, the capacity is clearly 1.
We denote the transition probability matrices and by and , respectively, where
, and
Due to the special structure of this multiple access channel, the results derived in Example 5.4 are directly applicable. We shall consider the following two cases:
1) The channel transition probability is of the form for any , , and ; moreover, is a while is a
. We have where is defined in (19) .
2) The channel transition probability is of the form for any , , and ; moreover, is a while is a . We have where is defined in (23).
VI. CONCLUSION
We have used the theory of Markov set-chains to derive new finite-letter upper and lower bounds on the capacity of finitestate channels. Compared with the existing capacity bounds, the new bounds can more effectively capture the long term behavior of the state process. In particular, these bounds coincide and yield single-letter capacity characterizations for a class of channels with the state process known at the receiver, including channels whose long-term marginal state distribution is independent of the input process. Analogous results are derived for finite-state multiple access channels. A natural future direction is to see whether the approach of the present work can be applied also to obtain bounds on the capacity of finite-state channels with feedback that would improve on those of [22] . 
