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Esta dissertac¸a˜o apresenta uma implementac¸a˜o em uma FPGA (Arranjo de Portas
Programa´veis em Campo - em ingleˆs, Field Programmable Gate Array) de um equali-
zador adaptativo que utiliza o algoritmo LMS trigonome´trico. Este algoritmo utiliza
varia´veis trigonome´tricas, que sa˜o relacionadas monotonicamente aos coeficientes do
equalizador. O algoritmo LMS trigonome´trico e´ especialmente apropriado para uma
realizac¸a˜o utilizando processadores CORDIC (Computador Digital de Rotac¸a˜o de Co-
ordenadas - em ingleˆs, Coordinate Rotation Digital Computer), ja´ que estes calculam
simultaneamente as func¸o˜es trigonome´tricas necessa´rias a`s operac¸o˜es de filtragem e
adaptac¸a˜o dos coeficientes. A utilizac¸a˜o deste algoritmo impo˜e a necessidade da de-
finic¸a˜o de um hipercubo, no qual deve estar contido o ponto de mı´nimo da func¸a˜o
objetivo (poteˆncia do erro entre o sinal desejado e a sa´ıda do equalizador). A lite-
ratura dispon´ıvel na˜o e´ clara quanto a` definic¸a˜o deste hipercubo. Esta dissertac¸a˜o
propo˜e a adoc¸a˜o do procedimento multisplit para facilitar a definic¸a˜o desse hipercubo.
Simulac¸o˜es realizadas indicam que a utilizac¸a˜o do procedimento multisplit permite que
o algoritmo LMS trigonome´trico alcance a convergeˆncia em uma variedade de canais
sem a necessidade de uma busca exaustiva dos valores das coordenadas do hipercubo.
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This dissertation presents a FPGA (Field Programmable Gate Array) implementa-
tion of an adaptive equalizer using the trigonometric LMS algorithm. This algorithm
uses trigonometric variables, which are monotonically related to the equalizer coeffici-
ents. The trigonometric LMS algorithm is specially appropriate for a realization using
CORDIC (Coordinate Rotation Digital Computer) processors, since they compute si-
multaneously the trigonometric functions needed for filtering and coefficient updating.
When using this algorithm, the need to define a hypercube which contains the minima
of the objective function (error power between the desired signal and equalizer output)
arises. Available literature is not clear regarding the hypercube definition process.
This dissertation proposes the adoption of the multisplit procedure to facilitate the
hypercube definition. Simulation results show that the multisplit procedure allows the
trigonometric LMS algorithm to converge in a variety of channels without the need for
an exaustive search for the hypercube coordinate values.
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Cap´ıtulo 1
Introduc¸a˜o
Atualmente, a comunicac¸a˜o usando sinais ele´tricos esta´ ta˜o integrada a`s nossas vidas
que torna-se muito fa´cil ignorar a grande variedade de aplicac¸o˜es que ela possibilita.
E´ poss´ıvel definir um sistema de comunicac¸a˜o como um sistema que tem como meta
transmitir a informac¸a˜o de um transmissor a um receptor.
O principal problema em um sistema de comunicac¸a˜o e´ o surgimento das in-
terfereˆncias entre s´ımbolos (IES) devido a` transmissa˜o do sinal por um canal de co-
municac¸a˜o na˜o ideal. Tais interfereˆncias corrompem a mensagem transmitida, sendo
necessa´ria a utilizac¸a˜o de um dispositivo de compensac¸a˜o no receptor. Filtros equali-
zadores sa˜o comumente utilizados para compensar a IES.
Desde seu surgimento, em 1958, o algoritmo CORDIC (Coordinate Rotation
Digital Computer) e´ utilizado em va´rias aplicac¸o˜es de comunicac¸o˜es e processamento de
sinais, devido a sua eficieˆncia na soluc¸a˜o de problemas trigonome´tricos [1]. Entretanto,
para filtros adaptativos, a utilizac¸a˜o do algoritmo CORDIC era limitada aos filtros em
trelic¸a, ja´ que os ca´lculos, a cada esta´gio desse tipo de filtro, podem ser diretamente
relacionados a rotac¸o˜es angulares [2, 3].
Para filtros adaptativos transversais, o algoritmo LMS trigonome´trico foi intro-
duzido por Chakraborty et al. em 2005 [4]. Nesse algoritmo, os ca´lculos necessa´rios
para as operac¸o˜es de filtragem e atualizac¸a˜o dos coeficientes podem ser realizados si-
multaneamente por processadores CORDIC. No entanto, o artigo citado na˜o e´ claro
quanto ao me´todo de definic¸a˜o das coordenadas do hipercubo que conte´m o ponto de
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mı´nimo da func¸a˜o objetivo.
1.1 Objetivo
O objetivo desta dissertac¸a˜o e´ a implementac¸a˜o em uma FPGA (Field Programma-
ble Gate Array) de um equalizador adaptativo que utiliza o algoritmo LMS trigo-
nome´trico com o procedimento multisplit. Este procedimento aumenta a poteˆncia do
sinal transformado, diminuindo assim os valores dos coeficientes do equalizador e tor-
nando poss´ıvel a convergeˆncia do algoritmo LMS trigonome´trico com um hipercubo
fixo.
As FPGAs teˆm sido frequ¨entemente utilizadas em sistemas de comunicac¸o˜es de-
vido a` sua grande flexibilidade, eficieˆncia e possibilidade de reprogramac¸a˜o dinaˆmica.
Na implementac¸a˜o do equalizador utilizou-se uma FPGA Virtex-4 produzida pela Xi-
linx.
1.2 Organizac¸a˜o do Trabalho
A seguir, discute-se com mais detalhes o que sera´ apresentado nessa dissertac¸a˜o. O
Cap´ıtulo 2 conte´m uma breve introduc¸a˜o sobre o algoritmo CORDIC. Esta revisa˜o
inclui o histo´rico, a deduc¸a˜o das treˆs equac¸o˜es fundamentais do algoritmo e os me´todos
para aumentar a faixa de operac¸a˜o do algoritmo.
O Cap´ıtulo 3 apresenta uma revisa˜o bibliogra´fica sobre as aplicac¸o˜es do algo-
ritmo CORDIC em comunicac¸o˜es e processamento de sinais. Entre as aplicac¸o˜es revis-
tas, podem-se citar a s´ıntese digital direta (em ingleˆs, Digital Direct Synthesis - DDS),
sincronizac¸a˜o, modulac¸a˜o, up/downconversion, a transformada ra´pida de Fourier (em
ingleˆs, Fast Fourier Transform - FFT) e filtragem digital.
Ja´ o Cap´ıtulo 4 aborda a equalizac¸a˜o adaptativa trigonome´trica multisplit. O al-
goritmo LMS trigonome´trico, o procedimento multisplit e a transformada de Hadamard
utilizada pelo procedimento multisplit sa˜o detalhados. Ao final do cap´ıtulo, apresenta-
se uma ana´lise das vantagens que o procedimento multisplit confere ao algoritmo LMS
1. Introduc¸a˜o 3
trigonome´trico.
O Cap´ıtulo 5 expo˜e detalhes sobre a ferramenta utilizada para a implementac¸a˜o
dos equalizadores em FPGA: o System Generator, da Xilinx. Detalhes sobre o fluxo de
projeto, os blocos dispon´ıveis para o projetista e suas propriedades de temporizac¸a˜o e
representac¸a˜o aritme´tica sa˜o fornecidos. O cap´ıtulo termina com considerac¸o˜es sobre
a gerac¸a˜o de co´digo e co-simulac¸a˜o em hardware dos projetos realizados em System
Generator.
O Cap´ıtulo 6 apresenta as estruturas dos processadores CORDIC e dos equaliza-
dores implementados via System Generator. Neste cap´ıtulo sa˜o tambe´m apresentados
e discutidos os resultados das simulac¸o˜es feitas.
Finalmente, o Cap´ıtulo 7 apresenta uma conclusa˜o geral do estudo realizado,
ressaltando as principais contribuic¸o˜es dessa dissertac¸a˜o e propondo direc¸o˜es para os
trabalhos futuros.
Cap´ıtulo 2
CORDIC
A unidade ba´sica da maioria dos sistemas de processamento digital de sinais (DSP -
Digital Signal Processing) e´ a unidade de multiplicac¸a˜o e acumulac¸a˜o (MAC - multiply
and accumulate). Estas operac¸o˜es sa˜o, geralmente, a base dos algoritmos de DSP. A
otimizac¸a˜o destes algoritmos levou a equac¸o˜es que necessitam do ca´lculo de func¸o˜es
que na˜o sa˜o calculadas eficientemente atrave´s do uso de unidades aritme´ticas baseadas
em MAC, tais como func¸o˜es trigonome´tricas, exponenciais, logar´ıtmicas, entre outras.
Ja´ o algoritmo CORDIC (Computador Digital de Rotac¸a˜o de Coordenadas -
em ingleˆs, Coordinate Rotation Digital Computer) oferece uma formulac¸a˜o que, com
apenas pequenas modificac¸o˜es, pode calcular de maneira eficiente cada uma destas
func¸o˜es. Este cap´ıtulo traz um breve histo´rico do desenvolvimento do algoritmo COR-
DIC, suas principais equac¸o˜es, modos de operac¸a˜o e maneiras de otimizar sua faixa de
convergeˆncia.
2.1 Histo´rico
O CORDIC foi desenvolvido por Jack E. Volder, em 1956, para substituir os compu-
tadores analo´gicos do sistema de navegac¸a˜o do bombardeiro B-58 por computadores
digitais, ja´ que os analo´gicos eram pouco precisos. Tais computadores analo´gicos ti-
nham como tarefa calcular relac¸o˜es trigonome´tricas necessa´rias para a navegac¸a˜o sobre
uma Terra esfe´rica [5]. Os dois modos principais de operac¸a˜o deste computador eram
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o de rotac¸a˜o das coordenadas do vetor de entrada e o de determinac¸a˜o da amplitude e
do aˆngulo de um vetor. A Figura 2.1 representa estes modos de operac¸a˜o dos compu-
tadores analo´gicos.
Figura 2.1: Modos de operac¸a˜o do computador analo´gico [5]
Na e´poca, na˜o existiam computadores digitais capazes de realizar as mesmas
operac¸o˜es dos computadores analo´gicos. Volder buscou inspirac¸a˜o na edic¸a˜o de 1946
do Handbook of Chemistry and Physics para a tarefa. Modificando as equac¸o˜es ba´sicas
de adic¸a˜o de aˆngulos, Volder atingiu um conjunto de equac¸o˜es (que sera´ exposto mais
adiante) capaz de desempenhar as mesmas tarefas do ca´lculo analo´gico, mas com uma
precisa˜o muito maior.
Walther [6] foi o primeiro a estender o trabalho de Volder, a fim de resolver outros
problemas, tais como relac¸o˜es hiperbo´licas e sistemas lineares. Outros seguiram no seu
caminho, e muitas propostas de utilizac¸a˜o dos modos de operac¸a˜o do CORDIC foram
apresentadas. Entre as aplicac¸o˜es mais conhecidas do CORDIC, ale´m do proto´tipo
inicial de Volder para navegac¸a˜o, e´ poss´ıvel citar a calculadora HP-35, o coprocessador
matema´tico 8087, entre outros.
2.2 Algoritmo
O CORDIC e´ um algoritmo que utiliza um me´todo iterativo de rotac¸o˜es vetoriais, utili-
zando apenas deslocamentos e adic¸o˜es [7]. Tal caracter´ıstica o torna muito interessante
pela fa´cil implementac¸a˜o em hardware, especialmente naqueles sem multiplicadores
(como muitos FPGAs).
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O algoritmo e´ derivado das equac¸o˜es gerais de rotac¸a˜o de um vetor com coorde-
nadas (x,y) por um aˆngulo φ qualquer, como e´ representado na Figura 2.2:
Figura 2.2: Rotac¸a˜o Vetorial
Esta rotac¸a˜o vetorial pode ser expressa por:
x
′
= x cosφ− y sinφ, (2.1)
y
′
= y cosφ+ x sinφ, (2.2)
onde x’ e y’ sa˜o as novas coordenadas.
Tais equac¸o˜es podem ser modificadas para atingirem a seguinte forma:
x
′
= cosφ [x− y tanφ] , (2.3)
y
′
= cosφ [y + x tanφ] . (2.4)
Definindo-se x0 e y0 como as coordenadas atuais, um algoritmo iterativo pode
ser obtido da seguinte maneira:
x1 = cosφ0(
x
′
1︷ ︸︸ ︷
x0 − y0 · tanφ0), (2.5)
y1 = cosφ0(
y
′
1︷ ︸︸ ︷
y0 + x0 · tanφ0), (2.6)
x2 = cosφ1(x1−y1 ·tanφ1) = cosφ0 ·cosφ1[(
x
′
1︷ ︸︸ ︷
x0 − y0 · tanφ0)−(
y
′
1︷ ︸︸ ︷
y0 + x0 · tanφ0) ·tanφ1],
(2.7)
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y2 = cosφ1(y1 +x1 ·tanφ1) = cosφ0 ·cosφ1[(
y
′
1︷ ︸︸ ︷
y0 + x0 · tanφ0)−(
x
′
1︷ ︸︸ ︷
x0 − y0 · tanφ0) ·tanφ1].
(2.8)
Assim, pode-se reescrever as equac¸o˜es 2.7 e 2.8 como:
x2 = cosφ0 · cosφ1(x1 − y1 tanφ1), (2.9)
y2 = cosφ0 · cosφ1(y1 + x1 tanφ1). (2.10)
Generalizando-se, as equac¸o˜es 2.9 e 2.10, obte´m-se:
xi+1 = cosφ0 · cosφ1 . . . cosφi(xi − yi tanφi), (2.11)
yi+1 = cosφ0 · cosφ1 . . . cosφi(yi + xi tanφi). (2.12)
Definindo-se ki = cosφ0 · cosφ1 · . . . cosφi, pode-se reescrever as equac¸o˜es 2.11 e
2.12 como:
xi+1 = ki · (xi − yi tanφi), (2.13)
yi+1 = ki · (yi + yi tanφi). (2.14)
Limitando tan φi a ±2−i, e´ poss´ıvel resolver estas equac¸o˜es utilizando apenas
operac¸o˜es de soma e deslocamento. Esta e´ a relac¸a˜o fundamental na qual o algoritmo
CORDIC e´ baseado. Aˆngulos quaisquer, dentro de uma certa precisa˜o, podem ser
formados por sucessivas rotac¸o˜es cada vez menores. Assim, chega-se nas seguintes
equac¸o˜es:
xi+1 = ki
[
xi − yi · 2−i
]
, (2.15)
yi+1 = ki
[
yi + xi · 2−i
]
, (2.16)
ki = cosφ0 · cosφ1 . . . cosφi, (2.17)
cosφi =
1√
1 + tan2 φi
, (2.18)
ki =
∏
i
1√
1 + 2−2i
. (2.19)
Os valores de 2−i podem ser pre´-calculados e armazenados em uma tabela ou
calculados no instante da iterac¸a˜o. A primeira alternativa e´ um pouco mais eficiente
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computacionalmente, mas requer maior espac¸o em memo´ria. O fator k depende do
nu´mero de iterac¸o˜es; quando n→∞, seu valor e´ 0,607253. Este fator pode ser tratado
como um ganho, e compensado antes ou depois das iterac¸o˜es.
Para que na˜o haja rotac¸o˜es desnecessa´rias, e´ necessa´rio somar os aˆngulos das
iterac¸o˜es ja´ realizadas. Este processo e´ feito com outro somador, que adiciona os
aˆngulos correspondentes a`s rotac¸o˜es calculadas. Tal somador acrescenta a seguinte
equac¸a˜o ao algoritmo CORDIC:
zi+1 = zi − di tan−1(2−i). (2.20)
Note que φ0 = pi/4, e dependendo do valor do aˆngulo de rotac¸a˜o desejado, o
pro´ximo valor do φi pode seguir o sentido hora´rio ou anti-hora´rio. Para isso devemos
alterar as equac¸o˜es de iterac¸o˜es de x
′
i+1 e y
′
i+1, a fim de satisfazer essa restric¸a˜o.
A alterac¸a˜o e´ a seguinte:
xi+1 = ki
[
xi − yi · di · 2−i
]
, (2.21)
yi+1 = ki
[
yi + xi · di · 2−i
]
, (2.22)
onde di = ±1. O sinal + ou - de di vai depender do sinal de zi, com
zi+1 = zi − di · tan−1 2−i, (2.23)
di = 1 se zi > 0, (2.24)
di = −1 se zi < 0, (2.25)
onde z0 e´ o aˆngulo de rotac¸a˜o final.
Existem dois modos ba´sicos de operac¸a˜o do CORDIC: o de rotac¸a˜o e o de veto-
rizac¸a˜o. No modo de rotac¸a˜o, as coordenadas de um vetor e um aˆngulo de rotac¸a˜o sa˜o
fornecidas, e as coordenadas do vetor original, depois da rotac¸a˜o pelo aˆngulo dado, sa˜o
calculadas. No modo de vetorizac¸a˜o, as coordenadas do vetor sa˜o dadas e a magnitude
e o aˆngulo deste vetor sa˜o calculados. Por consequ¨eˆncia, o modo de vetorizac¸a˜o realiza
a conversa˜o de coordenadas cartesianas para polares [1].
As equac¸o˜es do algoritmo CORDIC para o modo de rotac¸a˜o sa˜o:
xi+1 = xi − yi · di · 2−i, (2.26)
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yi+1 = yi + xi · di · 2−i, (2.27)
zi+1 = zi − di tan−1(2−i), (2.28)
onde
di = 1 se zi > 0,−1 se zi < 0. (2.29)
Estas equac¸o˜es teˆm o seguinte resultado final:
xn = An [x0 · cos z0 − y0 · senz0] , (2.30)
yn = An [y0 · cos z0 + x0 · senz0] , (2.31)
zn = 0, (2.32)
An =
∏
n
√
1 + 2−2i. (2.33)
Fazendo com que y0 = 0, e´ poss´ıvel reduzir os resultados do modo de rotac¸a˜o a:
xn = An · x0 · cos z0, (2.34)
yn = An · y0 · senz0. (2.35)
Impondo x0 = 1/An, o processo de rotac¸a˜o gera o seno e o cosseno do aˆngulo
em z0. Uma extensa˜o lo´gica destes ca´lculos e´ a conversa˜o de coordenadas polares para
retangulares. A transformada de coordenadas polares para retangulares e´ definida por:
x = r · cos(θ), (2.36)
y = r · sen(θ). (2.37)
Estas relac¸o˜es sa˜o obtidas pelo algoritmo CORDIC, bastando colocar x0 = r, y0 = 0,
e z0 = θ.
Outras te´cnicas de obtenc¸a˜o simultaˆnea dos valores do seno e do cosseno (ex.:
uma lookup table) necessitam de dois multiplicadores para o ca´lculo das operac¸o˜es
trigonome´tricas. Ja´ utilizando o modo de operac¸a˜o de rotac¸a˜o do CORDIC, e´ poss´ıvel
eliminar estes multiplicadores. Em termos de complexidade de hardware (ce´lulas lo´gicas
ocupadas), um rotator serial CORDIC e´ aproximadamente equivalente a um u´nico
multiplicador que trabalhe com o mesmo tamanho de palavra [7].
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O modo de vetorizac¸a˜o tem como objetivo rotacionar o vetor pelo aˆngulo que for
necessa´rio para que ele fique sobreposto ao eixo de coordenadas x. A cada iterac¸a˜o, este
modo procura minimizar o componente y do vetor residual; este componente tambe´m
determina a direc¸a˜o de rotac¸a˜o do vetor. As equac¸o˜es para o modo de vetorizac¸a˜o do
CORDIC sa˜o:
xi+1 = xi − yi · di · 2−i, (2.38)
yi+1 = yi + xi · di · 2−i, (2.39)
zi+1 = zi − di tan−1(2−i), (2.40)
onde
di = 1 se yi > 0,−1 se yi < 0. (2.41)
Estas equac¸o˜es teˆm o seguinte resultado:
xn = An
√
x20 + y
2
0, (2.42)
yn = 0, (2.43)
zn = tan
−1 y0
x0
, (2.44)
An =
∏
n
√
1 + 2−2i. (2.45)
Os dois modos de operac¸a˜o do CORDIC funcionam somente na faixa de −pi/2 a
pi/2, devido ao uso de 20 para a tangente na primeira iterac¸a˜o [7]. Para que o algoritmo
possa ser utilizado em condic¸o˜es reais, e´ necessa´rio estender esta faixa de operac¸a˜o. Por
exemplo, a fim de operar como um conversor fase-amplitude em um DDS (dispositivo
de s´ıntese digital direta, que sera´ melhor detalhado no pro´ximo cap´ıtulo), precisa-se de
uma faixa de ±pi. Existem va´rias propostas visando resolver este problema.
A primeira foi proposta por Volder [1], e consiste em uma rotac¸a˜o inicial por
±pi/2. Com esta rotac¸a˜o, a faixa dinaˆmica aumenta de pi para 2pi, atingindo assim
todos os aˆngulos. Tal rotac¸a˜o pode ser formulada da seguinte maneira:
x
′
= −d · y, (2.46)
y
′
= d · x, (2.47)
z
′
= z + d · pi/2, (2.48)
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d = +1 se y < 0,−1 caso contra´rio . (2.49)
Deve-se notar que na˜o ha´ crescimento nesta primeira rotac¸a˜o.
Uma outra maneira utiliza as seguintes identidades trigonome´tricas:
cos(Z − pi) = − cos(Z), (2.50)
sen(Z − pi) = −sen(Z). (2.51)
Tais identidades permitem o ca´lculo de um aˆngulo fora da faixa de operac¸a˜o
pelo seu aˆngulo complementar [8]. Por exemplo, quando for necessa´rio o ca´lculo do
valor de cos(3pi/2), aplica-se a identidade:
cos(3pi/2− pi) = − cos(3pi/2), (2.52)
cos(pi/2) = − cos(3pi/2). (2.53)
Como e´ poss´ıvel calcular o primeiro termo utilizando um processador CORDIC con-
vencional, e´ poss´ıvel descobrir o valor do segundo termo. Este me´todo necessita de
hardware (comparadores e corretores de aˆngulo) adicional para funcionar corretamente.
As duas alternativas teˆm o mesmo resultado final, e tambe´m uma complexidade
computacional muito similar. Entretanto, a segunda apresenta uma melhor SFDR
(spurious free dynamic range - faixa dinaˆmica livre de espu´rios, conceito que sera´ mais
bem explorado no pro´ximo cap´ıtulo) que a primeira, devido ao fato de que ela leva a
uma melhor precisa˜o do algoritmo na sua faixa nativa. Por exemplo, um DDS com 8
bits de precisa˜o consegue uma SFDR de 60 dB utilizando o primeiro me´todo e 63 dB
utilizando o segundo [8].
2.3 Conclusa˜o
Este cap´ıtulo apresentou o histo´rico do algoritmo CORDIC, a deduc¸a˜o de suas equac¸o˜es,
seus modos de operac¸a˜o e os me´todos que podem ser usados para aumentar a faixa
de operac¸a˜o do algoritmo. O pro´ximo cap´ıtulo apresentara´ algumas das aplicac¸o˜es do
CORDIC em sistemas de comunicac¸o˜es e processamento de sinais.
Cap´ıtulo 3
Aplicac¸o˜es do algoritmo CORDIC
O cap´ıtulo anterior apresentou uma introduc¸a˜o do algoritmo CORDIC. Este cap´ıtulo
apresenta algumas aplicac¸o˜es deste algoritmo. Informac¸o˜es mais detalhadas sera˜o for-
necidas sobre as seguintes aplicac¸o˜es: s´ıntese digital direta (Direct Digital Synthesis -
DDS), sincronizac¸a˜o, modulac¸a˜o, up/downconversion, FFT (Transformada Ra´pida de
Fourier) e filtragem digital.
3.1 S´ıntese Digital Direta
A s´ıntese digital direta (DDS) e´ um me´todo de gerac¸a˜o de formas de onda diretamente
no domı´nio digital [8]. Primeiramente proposto em 1971 por Tierney et al [9], o sinte-
tizador digital esta´ sendo usado cada vez mais nos projetos de circuitos, devido a`s suas
va´rias vantagens, entre elas pode se destacar a possibilidade de obter uma resoluc¸a˜o
ta˜o pequena quanto o projetista desejar, alta estabilidade (dispensando controle au-
toma´tico de ganho) e a continuidade de fase mesmo quando a frequ¨eˆncia muda. Ale´m
disso, tanto a fase quanto a frequ¨eˆncia da forma de onda podem ser controladas em um
per´ıodo de amostragem, possibilitando assim modulac¸a˜o de fase. Sua implementac¸a˜o
pode ser realizada apenas com aritme´tica de nu´meros inteiros, fazendo com que seja
poss´ıvel a implementac¸a˜o de um DDS em qualquer microcontrolador, DSP ou FPGA.
Um gerador DDS e´ composto por um acumulador de fase e um conversor fase-
amplitude, conforme mostrado na Figura 3.1. Em DDSs convencionais, o acumulador
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Figura 3.1: Diagrama em Blocos de um DDS
de fase e´ um acumulador de nu´meros inteiros de N bits, em que o valor ma´ximo do
acumulador (2N − 1) corresponde ao valor ma´ximo da fase da onda (2pi). Uma LUT
(lookup table) e´ conectada a` sa´ıda do acumulador de fase e faz o papel do conversor fase-
amplitude, armazenando os valores da amplitude da forma de onda (seno ou cosseno)
relativos a` sua fase.
Com essa estrutura, o DDS pode gerar diversos sinais perio´dicos: senoidais (com
os valores contidos na LUT), dente-de-serra (com os valores do acumulador), triangu-
lares (a partir da dente-de-serra) e retangulares (utilizando o bit mais significativo do
acumulador). Se um sinal analo´gico for desejado, pode-se conectar um conversor D/A
(digital para analo´gico) e um filtro passa-baixa na sa´ıda do DDS.
Como o acumulador de fase tem 2N valores u´nicos, a LUT deve armazenar ate´
2N valores de amplitude da onda. Pore´m, e´ invia´vel armazenar todos estes valores,
porque o tamanho da memo´ria ROM seria muito grande para uma implementac¸a˜o
pra´tica. Para tornar via´vel a implementac¸a˜o via LUT e´ necessa´rio realizar um descarte
de informac¸a˜o, o que causa o aparecimento de componentes espectrais na˜o desejadas,
chamadas de espu´rios. A diferenc¸a entre o n´ıvel da portadora (sinal desejado) e o
ma´ximo n´ıvel de espu´rios e´ chamada de faixa dinaˆmica livre de espu´rios (SFDR) [10].
A fim de diminuir a SFDR sem necessitar mais espac¸o em memo´ria, foram desen-
volvidas te´cnicas de compressa˜o, para reduzir o espac¸o ocupado. Explorando a simetria
do quarto de onda da func¸a˜o seno, e´ poss´ıvel reproduzir a faixa completa da onda (0
a 2pi) armazenando apenas a faixa de 0 a pi/2 de informac¸a˜o. Aproximac¸o˜es trigo-
nome´tricas tambe´m podem ser utilizadas para reduzir o espac¸o ocupado em memo´ria.
Entre estas, podemos citar as arquiteturas Sunderland, Sunderland modificada e Ni-
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cholas, a aproximac¸a˜o por se´rie de Taylor, entre outras. Para mais informac¸o˜es quanto
a este assunto, ver refereˆncias [10] e [11].
O modo de rotac¸a˜o do CORDIC pode ser utilizado como mapeador fase-amplitu-
de, gerando diretamente formas de onda do seno e do cosseno. Usando o CORDIC,
e´ poss´ıvel obter alta resoluc¸a˜o de fase e alta precisa˜o com baixo custo de hardware.
Entretanto, e´ necessa´ria uma pequena modificac¸a˜o no acumulador de fase para o fun-
cionamento correto do DDS baseado em CORDIC. Em vez de gerar um nu´mero inteiro
correspondente a um enderec¸o de memo´ria, e´ preciso que o acumulador gere um aˆngulo.
Este pode ser obtido alterando-se o acumulador para que este tenha apenas um bit in-
teiro, e introduzindo um multiplicador por um valor aproximado de pi na sa´ıda do
acumulador.
3.2 Sincronizac¸a˜o
O componente principal para a sincronizac¸a˜o, tanto de fase quanto de frequ¨eˆncia, e´ o
PLL (Phase Locked Loop), que e´ composto por um detector de fase, um oscilador e um
filtro passa-baixa, que sa˜o conectados em uma configurac¸a˜o realimentada [12].
Destes componentes, os dois primeiros podem ser realizados utilizando CORDIC:
o oscilador e´ substitu´ıdo por um DDS (com o CORDIC no papel de mapeador fase-
amplitude), e a detecc¸a˜o de fase pode ser realizada por um processador CORDIC
operando no modo de vetorizac¸a˜o. Esta e´ realizada comparando-se a diferenc¸a de fase
entre o sinal recebido e o ponto da constelac¸a˜o mais pro´ximo, como e´ representado na
Figura 3.2.
Em constelac¸o˜es complexas (ex.: 16-QAM), tornam-se necessa´rias comparac¸o˜es
adicionais para o ca´lculo preciso da diferenc¸a de fase entre o sinal e a refereˆncia. Para
isto, um slicer de duas dimenso˜es e´ integrado ao detector de fase, como pode ser visto
na Figura 3.3.
Em uma implementac¸a˜o em FPGA, o sistema contendo o detector de fase por
CORDIC recupera a portadora em aproximadamente o mesmo tempo de uma imple-
mentac¸a˜o por aritme´tica de ponto flutuante e seis vezes mais ra´pido do que um detector
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Figura 3.2: PLL utilizado para sincronizac¸a˜o de fase em portadora [12]
Figura 3.3: PLL utilizado para sincronizac¸a˜o de constelac¸o˜es bidimensionais [12]
de fase utilizando uma LUT com tamanho de 4096x8 bits [12].
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3.3 Up/Downconversion
A conversa˜o digital de uma frequ¨eˆncia mais alta para uma mais baixa ou vice-versa e´ um
processo muito comum em sistemas de comunicac¸a˜o. Tal processo pode ser facilmente
desempenhado por um processador CORDIC operando no modo de rotac¸a˜o.
Um mixer para upconversion pode ser realizado conectando-se os sinais (em
banda-base) em fase e quadratura nas entradas X0 e Y0, respectivamente, como pode
ser observado na Figura 3.4. Com isso, na sa´ıda XN sera´ obtido o sinal s(n) =
K[si(n) cos(fcpin) − sq(n)sen(fcpin)]. Como se pode perceber, e´ necessa´rio um ganho
final de 1/K para a forma final do sinal.
Figura 3.4: Mixer para upconversion [8]
Para separar os componentes em fase e quadratura, o sinal recebido r(n) e´
conectado a` entrada Y0 do processador CORDIC, com X0 sendo zerado. A Figura 3.5
representa este processo, mostrando assim o sinal obtido na sa´ıda XN , isto e´, rq(n) =
−K · r(n) · sen(fcpin), e o sinal na sa´ıda YN , isto e´, o sinal ri(n) = K · r(n) · cos(fcpin).
Mas e´ no caso de multiplexagem de sinais em quadratura que o CORDIC tem
maior vantagem em relac¸a˜o ao sistema baseado em LUTs, pois um processador COR-
DIC operando no modo de rotac¸a˜o substitui quatro multiplicadores e a LUT do DDS
[8]. A Figura 3.6 mostra as conexo˜es necessa´rias para realizar a multiplexagem de
sinais em quadratura. Numa conversa˜o para uma frequ¨eˆncia mais alta, o sinal em
fase I1 e´ conectado a` entrada X0, e o sinal em quadratura Q1 a` entrada Y0, re-
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Figura 3.5: Mixer para downconversion [8]
sultando nas seguintes sa´ıdas: I2 = K[I1 cos(fcpin) − Q1sen(fcpin)] na porta XN e
Q2 = K[I1sen(fcpin) +Q1 cos(fcpin)] na porta YN .
Figura 3.6: Mixer complexo para up/downconversion [8]
Ja´ no caso de conversa˜o para uma frequ¨eˆncia mais baixa, o sinal em fase I1 e´
conectado a` entrada Y0, e o sinal em quadraturaQ1 a` entradaX0, resultando nas seguin-
tes sa´ıdas: I2 = K[Q1sen(fcpin) + I1 cos(fcpin)] na porta YN e Q2 = K[Q1 cos(fcpin)−
I1sen(fcpin)] na porta XN .
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3.4 Modulac¸a˜o
O CORDIC pode ser utilizado tanto para a gerac¸a˜o das modulac¸o˜es analo´gicas AM,
PM, e FM quanto das digitais ASK, PSK e FSK. A Figura 3.7 mostra as conexo˜es
necessa´rias para a gerac¸a˜o dos sinais modulados.
Figura 3.7: Esquema para modulac¸a˜o utilizando CORDIC [8]
Para obter modulac¸a˜o de amplitude (AM/ASK) basta conectar o sinal modu-
lador m(n) na entrada X0 do processador CORDIC. Assim, e´ obtida na sa´ıda XN a
forma de onda s(n) = m(n) cos(fcpin).
Se o objetivo for uma modulac¸a˜o de fase (PM/PSK), o sinal m(n) deve ser
conectado na entrada φm, e a entrada X0 tem o valor fixado em 1/KN . Desta forma,
o sinal de sa´ıda sera´ s(n) = cos(fcpin+m(n)pi).
E se uma modulac¸a˜o de frequ¨eˆncia (FM/FSK) for desejada, o sinal modulador
deve ser conectado na entrada fm, com um valor da frequ¨eˆncia da portadora fc fixo e a
entrada X0 fixada em 1/KN . Com isso, na sa´ıda XN temos o sinal s(n) = cos(fcpin+
(
∑
m(n)pi)).
Antes do processador CORDIC ser utilizado em um modulador AM, PM ou
FM, e´ necessa´rio realizar um upsampling no sinal modulador em banda base m(n)
para adequa´-lo a` frequ¨eˆncia de amostragem do DAC e do processador CORDIC. Para
isto, uma soluc¸a˜o que na˜o exige muito espac¸o em hardware e´ um filtro CIC (Cascade-
Integrator-Comb) [13]. A Figura 3.8 mostra um filtro CIC em dois modos de operac¸a˜o:
como decimador e como interpolador.
O CORDIC tambe´m pode ser utilizado para a modulac¸a˜o QAM. Nesta, o pro-
cessador CORDIC realiza uma rotac¸a˜o circular do vetor [I(n)Q(n)]T , onde I(n) e´ o
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Figura 3.8: Filtro CIC - a) decimador; b) interpolador
componente em fase e Q(n) o componente em quadratura do sinal a ser modulado [14].
Assim, na sa´ıda XN do processador CORDIC, e´ obtida a sa´ıda do modulador QAM:
s(n) = I(n) cos(fct(n)) +Q(n) sin(fct(n)), (3.1)
onde fc e´ a frequ¨eˆncia de sa´ıda do DDS.
3.5 DFT e FFT
Dada uma sequ¨eˆncia discreta de nu´meros complexos x(n), 0 ≤ n ≤ N − 1, sua trans-
formada discreta de Fourier (DFT) e´ definida por:
X(k) =
N−1∑
n=0
x(n)e−
j2pink
N , k = 0, 1, ..., N − 1. (3.2)
A DFT pode ser entendida como uma rotac¸a˜o do vetor x(n) pelo aˆngulo 2pink/N ,
seguida por uma soma para todo n [15]. Enta˜o, a DFT pode ser reescrita da seguinte
forma: Xr(n+ 1, k)
Xi(n+ 1, k)
 = K1(n) ·
 cos(2pink/N) −sen(2pink/N)
sen(2pink/N) cos(2pink/N)
 ·
 xr(n)
xi(n)
+
 Xr(n, k)
Xi(n, k)
 ,
k = 0, . . . , N − 1, n = 0, . . . , N − 1
(3.3)
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onde k e´ o ı´ndice do processador CORDIC, n o esta´gio da DFT, Xr a parte real da
sequ¨eˆncia Xk, Xi corresponde a` parte imagina´ria de Xk e xr e xi sa˜o os nu´meros
propagados pelo processador CORDIC anterior da rede.
Assim, a DFT pode ser calculada facilmente utilizando um processador COR-
DIC. O ganho K1(n), que e´ proveniente das rotac¸o˜es calculadas atrave´s do CORDIC,
pode ser compensado apenas no final da DFT, necessitando assim menos iterac¸o˜es e
diminuindo o atraso causado pela DFT. A Figura 3.9 ilustra a DFT utilizando COR-
DIC.
Figura 3.9: DFT utilizando CORDIC
A FFT [16] e´ uma implementac¸a˜o da DFT que permite sua ra´pida execuc¸a˜o.
Para tal, ela transforma uma DFT de N pontos em duas DFTs de N/2 pontos re-
cursivamente (no caso do algoritmo radix-2) [17]. A unidade ba´sica de uma FFT e´ a
butterfly, que corresponde a uma DFT de 2 pontos.
A operac¸a˜o butterfly com decimac¸a˜o no tempo e´ formulada da seguinte maneira:
C
′
= C +De−j(2pink/N), (3.4)
D
′
= C −De−j(2pink/N). (3.5)
Ja´ a operac¸a˜o butterfly com decimac¸a˜o na frequ¨eˆncia e´ formulada da seguinte maneira:
C
′
= C +D, (3.6)
D
′
= (C −D) · e−j(2pink/N), (3.7)
onde C, D, C
′
e D
′
sa˜o nu´meros complexos; C e D representam os dados de entrada
da butterfly e C
′
e D
′
sa˜o os resultados na sa´ıda da butterfly. A Figura 3.10 representa
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Figura 3.10: FFT utilizando CORDIC [17]
a implementac¸a˜o de uma FFT de 8 pontos via rede de processadores CORDIC. Cada
caixa corresponde a uma rotac¸a˜o CORDIC seguida de uma adic¸a˜o/subtrac¸a˜o complexa.
Sarmiento [18] propo˜e um processador utilizando CORDIC para a FFT de
1024 pontos, que requer 18 esta´gios: inicializac¸a˜o, sete microrotac¸o˜es radix-2, qua-
tro rotac¸o˜es radix-4, quatro repetic¸o˜es de rotac¸o˜es radix-2 e dois esta´gios de ganho.
Como nesta implementac¸a˜o os aˆngulos de rotac¸a˜o sa˜o conhecidos a priori e armaze-
nados em uma ROM, a utilizac¸a˜o da terceira equac¸a˜o 2.20 do algoritmo CORDIC na˜o
se faz necessa´ria. Este processador, baseado em CORDIC e constru´ıdo utilizando tec-
nologia de arseneto de ga´lio (GaAs), calcula uma FFT de 1024 pontos, com dados de
entrada complexos de 16 bits, em 8µs, operando a mais de 700 MHz e consumindo 12,5
W.
Garrido [19], atrave´s de modificac¸o˜es nas rotac¸o˜es angulares, implementa um
processador CORDIC em FPGA para o ca´lculo da FFT que, com 16 iterac¸o˜es e com
dados de entrada de 16 bits, opera a 255 MHz em uma FPGA modelo Xilinx Virtex-II
xc2v4000-6.
3. Aplicac¸o˜es do algoritmo CORDIC 22
3.6 Filtragem Digital
Em geral, a maior parte das operac¸o˜es de filtragem e´ realizada com operac¸o˜es de
multiplicac¸a˜o e acumulac¸a˜o (MAC). Entretanto, existem classes de filtros que podem
ser implementadas de maneira mais eficiente utilizando CORDIC. Entre elas, podem-
se citar dois tipos principais: o filtro digital ortogonal (em ingleˆs, Orthogonal Digital
Filter - ODF), baseado em rotac¸o˜es circulares, e o filtro em trelic¸a adaptativo (em
ingleˆs, Adaptive Lattice Filter - ALF), baseado em rotac¸o˜es circulares e hiperbo´licas
[17].
O filtro digital ortogonal e´ um filtro que possui uma estrutura nume´rica a cada
amostra que pode ser descrita por uma matriz ortogonal ou unita´ria. Comparado com
outros filtros, ele tem baixa sensibilidade tanto na banda de passagem quanto na banda
de corte, e e´ invariante sob transformac¸a˜o de frequ¨eˆncia. Tambe´m e´ esta´vel mesmo com
quantizac¸a˜o de paraˆmetros e livre de oscilac¸o˜es de overflow. Ale´m disso, possui uma
estrutura modular [17].
A unidade ba´sica de um ODF e´ um rotor. Este rotor e´ uma unidade que realiza
uma rotac¸a˜o circular, expressa pela seguinte operac¸a˜o matema´tica: x
g
 =

√
1− k2 k
−k √1− k2
 ·
 f
y
 =
 cos (φ) sin (φ)
− sin (φ) cos (φ)
 ·
 f
y
 , (3.8)
onde f e y sa˜o as entradas e x e g sa˜o as sa´ıdas. A Figura 3.11 representa as operac¸o˜es
matema´ticas da Equac¸a˜o 3.8.
A principal aplicac¸a˜o de um filtro digital ortogonal e´ a implementac¸a˜o de func¸o˜es
de transfereˆncia com coeficientes fixos. Mais informac¸o˜es sobre o filtro digital ortogonal
podem ser encontradas em [17].
Ja´ o filtro em trelic¸a adaptativo e´ mais apropriado para o processamento adap-
tativo de sinais, ja´ que os filtros em trelic¸a mais populares sa˜o focados na atualizac¸a˜o
adaptativa dos coeficientes de reflexa˜o, para que seja poss´ıvel o ajuste frente aos
paraˆmetros varia´veis do sinal de entrada. A unidade ba´sica do filtro em trelic¸a adapta-
tivo e´ baseada em rotac¸o˜es hiperbo´licas, que podem ser realizadas por um processador
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Figura 3.11: Rotor ODF [17]
CORDIC operando em modo hiperbo´lico. Esta rotac¸a˜o pode ser descrita por: f
g
 = 1√
1− k2
 1 −k
−k 1

 x
y
 =
 cosh (θ) − sinh (θ)
− sinh (θ) cosh (θ)

 x
y
 , (3.9)
onde k e´ o coeficiente de reflexa˜o ou correlac¸a˜o parcial. Para manter a estabilidade
do filtro, |k| deve ser menor do que 1. A Figura 3.12 ilustra a unidade que realiza a
Equac¸a˜o 3.9.
Existem duas formas para adaptar ki(t) a cada instante de tempo: os filtros
de gradiente em trelic¸a (GLF) e os filtros em trelic¸a de mı´nimos quadrados recursivos
(RLSLF). Os primeiros utilizam formulac¸o˜es baseadas em gradiente para a adaptac¸a˜o
dos coeficientes, enquanto os u´ltimos resolvem um problema de mı´nimos quadrados
para realizar a adaptac¸a˜o. A estrutura destes filtros e´ facilmente implementada em
CORDIC, mas a adaptac¸a˜o dos coeficientes de reflexa˜o torna-se mais dif´ıcil de ser
implementada [17].
Para contornar este problema, Hu e Liao propuseram um filtro adaptativo em
trelic¸a que utiliza processadores CORDIC [2]. Tal filtro e´ baseado em uma adaptac¸a˜o
simplificada por gradiente, e atualiza diretamente o aˆngulo de rotac¸a˜o hiperbo´lico, em
vez de atualizar os coeficientes de reflexa˜o. Um filtro de predic¸a˜o linear em trelic¸a de
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Figura 3.12: Unidade ba´sica de um filtro ALF [17]
ordem n no esta´gio i da trelic¸a no tempo t utilizando o CALF (em ingleˆs, CORDIC
Adaptive Lattice Filter - Filtro Adaptivo em Trelic¸a utilizando CORDIC) pode ser
formulado da seguinte maneira: f i(t)
bi(t)
 =
 cosh (θ) − sinh (θ)
− sinh (θ) cosh (θ)

 f i−1(t)
bi−1(t− 1)
 , (3.10)
onde f i(t) e bi(t) sa˜o os erros de predic¸a˜o forward e backward, respectivamente. O
aˆngulo de rotac¸a˜o hiperbo´lico e´ atualizado atrave´s da seguinte fo´rmula:
θi(t) = θi(t− 1) + µif i(t− 1)bi(t− 1). (3.11)
A Figura 3.13 representa uma unidade ba´sica para o ca´lculo das equac¸o˜es que compo˜e
o CALF.
O CALF geralmente e´ utilizado para a implementac¸a˜o de filtros AR (autore-
gressivo) em trelic¸a. Entretanto, e´ dif´ıcil aplicar o algoritmo CALF para um filtro
ARMA (em ingleˆs, autoregressive moving average - me´dia mo´vel autoregressiva) em
trelic¸a normalizado, devido aos problemas de escolha entre alta precisa˜o e alta veloci-
dade de convergeˆncia e o aˆngulo de rotac¸a˜o convergindo a` metade do aˆngulo de rotac¸a˜o
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Figura 3.13: Unidade ba´sica de um filtro CALF [2]
verdadeiro calculado pela fo´rmula de Burg [20] nos aˆngulos de rotac¸a˜o calculados. Por
isso, Shiraishi et al [3] propuseram uma nova estrutura baseada em CORDIC para um
filtro ARMA em trelic¸a. Esta nova estrutura tambe´m possibilita que o o filtro ARMA
em trelic¸a possa, ale´m de funcionar como filtro de ana´lise, servir como um filtro de
s´ıntese de sinais, mantendo a estrutura sem multiplicadores.
3.7 Conclusa˜o
Neste cap´ıtulo, foram introduzidas algumas das va´rias aplicac¸o˜es poss´ıveis do algo-
ritmo CORDIC. Entre elas: a s´ıntese digital direta (DDS), sincronizac¸a˜o, modulac¸a˜o,
up/downconversion, FFT e filtragem digital. Estas aplicac¸o˜es mostram a grande flexi-
bilidade do CORDIC, que torna poss´ıvel realizar va´rias operac¸o˜es diferentes utilizando
o mesmo hardware. O pro´ximo cap´ıtulo apresentara´ um equalizador adaptativo ba-
seado no algoritmo LMS trigonome´trico, que utiliza processadores CORDIC para as
operac¸o˜es de filtragem e atualizac¸a˜o dos coeficientes. O algoritmo LMS trigonome´trico
depende da definic¸a˜o de um hipercubo no qual esteja contido o mı´nimo da func¸a˜o obje-
tivo. Uma forma de contornar a necessidade da definic¸a˜o desse hipercubo e´ a utilizac¸a˜o
da te´cnica multisplit para a implementac¸a˜o do equalizador.
Cap´ıtulo 4
Equalizac¸a˜o Adaptativa
Trigonome´trica Multisplit
Em grande parte dos sistemas de comunicac¸a˜o digital, os canais sa˜o variantes no tempo.
Neles tambe´m ocorre uma dispersa˜o temporal do sinal transmitido, fazendo com que
dados transmitidos em um instante interfiram com dados transmitidos em outros ins-
tantes. Este fenoˆmeno e´ conhecido como interfereˆncia entre s´ımbolos (IES). A IES
provoca a reduc¸a˜o da taxa de dados transmitidos e/ou o aumento da probabilidade de
erro no canal.
A reduc¸a˜o dos efeitos da IES torna-se necessa´ria quando a durac¸a˜o Ts do s´ımbolo
e´ da mesma ordem de grandeza do valor rms Tσ do espalhamento de atraso do canal.
Uma maneira para a compensac¸a˜o dos efeitos da IES e´ a utilizac¸a˜o de um equalizador.
A func¸a˜o de um equalizador e´ compensar o efeito do canal e produzir uma estimativa
correta do s´ımbolo recebido [21].
A Figura 4.1 ilustra uma constelac¸a˜o QPSK (item a), os efeitos de um canal
dispersivo nesta constelac¸a˜o (item b) e a constelac¸a˜o equalizada (item c). Como e´
poss´ıvel ver, o diagrama de olho apo´s o equalizador esta´ bem aberto, facilitando assim
a decisa˜o correta dos s´ımbolos.
Durante o projeto de um equalizador, um ponto importante e´ o equil´ıbrio entre
a reduc¸a˜o da IES e a amplificac¸a˜o do ru´ıdo, ja´ que tanto o sinal quanto o ru´ıdo passam
pelo equalizador. Ale´m disso, como os canais sa˜o variantes no tempo, e´ necessa´rio que
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Figura 4.1: Efeitos de um canal sobre uma constelac¸a˜o QPSK e sua equalizac¸a˜o - a)
constelac¸a˜o QPSK - b) efeito do canal dispersivo - c) constelac¸a˜o equalizada
o equalizador seja adaptativo. Por isso, deve-se usar um algoritmo que permita ajustar
os valores dos paraˆmetros. Tal adaptac¸a˜o e´ realizada utilizando um sinal de erro para
este processo de ajuste. O sinal de erro pode ser calculado atrave´s da diferenc¸a entre
um sinal de refereˆncia (o sinal desejado) e a sa´ıda do equalizador.
Os equalizadores podem ser implementados em banda base, RF ou IF. A maioria
deles e´ implementada digitalmente, depois de um processo de conversa˜o A/D [21].
Anteriormente a [4], filtros adaptativos baseados em CORDIC utilizando o al-
goritmo LMS para adaptac¸a˜o dos coeficientes apenas eram apresentados em forma de
trelic¸a, ja´ que nestes, cada esta´gio pode ser facilmente relacionado a um conjunto de
rotac¸o˜es hiperbo´licas, ao contra´rio dos filtros transversais. Em [4], uma realizac¸a˜o al-
ternativa do algoritmo LMS e´ proposta, utilizando varia´veis trigonome´tricas, que sa˜o
relacionadas monotonicamente aos coeficientes dos filtros. O algoritmo atualiza os
aˆngulos, e a partir destes sa˜o gerados os coeficientes. Este algoritmo e´ especialmente
apropriado para ser realizado com um processador CORDIC, ja´ que este calcula si-
multaneamente as func¸o˜es trigonome´tricas necessa´rias para os processos de filtragem e
atualizac¸a˜o dos coeficientes. Assim, metade dos multiplicadores podem ser substitu´ıdos
por processadores CORDIC.
Este cap´ıtulo apresenta um equalizador adaptativo que utiliza o algoritmo LMS
trigonome´trico para ajustar seus coeficientes. A func¸a˜o objetivo a ser minimizada e´ a
poteˆncia do erro entre o sinal desejado e a sa´ıda do equalizador. A utilizac¸a˜o deste
algoritmo impo˜e a necessidade de se definir um hipercubo, no qual deve estar contido
o ponto de mı´nimo da func¸a˜o objetivo. Os artigos dispon´ıveis na literatura na˜o sa˜o
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claros quanto a` definic¸a˜o da dimensa˜o deste hipercubo. Nessa dissertac¸a˜o e´ proposta a
utilizac¸a˜o da te´cnica multisplit como uma maneira de fixar as coordenadas do hipercubo
para um grande nu´mero de canais. Como a te´cnica multisplit sera´ implementada
via transformada de Hadamard, sera´ apresentada uma breve introduc¸a˜o teo´rica desta
transformada.
4.1 O algoritmo LMS trigonome´trico
Para analisar a formulac¸a˜o matema´tica do algoritmo LMS trigonome´trico, considera-
se o procedimento de ”steepest descent”de filtragem FIR o´tima. Assim, e´ necessa´rio
definir:
• a sequ¨eˆncia de entrada:
x(n) = [x(n), x(n− 1), . . . , x(n−N + 1)]T , (4.1)
• N nu´meros positivos Ak, k = 0, 1, . . . , N − 1,
• o vetor de coeficientes do filtro:
w(n) = [w(0), w(1), . . . , w(N − 1)]T , (4.2)
• e a resposta desejada d(n).
Primeiramente, sa˜o escolhidos N nu´meros positivos Ak, k = 0, 1, . . . , N − 1,
para a definic¸a˜o do hipercubo que conte´m os mı´nimos da superf´ıcie de desempenho de
erro. Tal hipercubo tera´ os ve´rtices [±A0,±A1, . . . ± AN−1]. Desta maneira, pode-se
expressar os coeficientes wk do filtro como:
wk = Ak sin θk, k = 0, 1, . . . , N − 1, (4.3)
com −pi/2 < θ < pi/2.
Como cada wk ∈ (−Ak,+Ak) e os valores Ak sa˜o fixos, os coeficientes wk depen-
dem unicamente dos aˆngulos θk. Desta maneira, a varia´vel a ser efetivamente adaptada
e´ θk.
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Define-se o filtro o´timo de Wiener wˆ = [wˆ(0), wˆ(1), . . . , wˆ(N − 1)]T pela mini-
mizac¸a˜o da func¸a˜o de erro 2 = E[e(n)e∗(n)], onde e(n) = d(n)−wTx(n). O erro me´dio
quadra´tico 2 e´ func¸a˜o dos coeficientes do filtro w, e define a superf´ıcie de desempenho
de erro de dimensa˜o N + 1.
Uma busca utilizando o algoritmo ”steepest descent”e´ feita dentro do hipercubo
no espac¸o θ para alcanc¸ar o θ̂ o´timo. Utilizando-se procedimentos matema´ticos relati-
vamente simples, o vetor gradiente
∇θ2 = [∂2/∂θ0, ∂2/∂θ1, . . . , ∂2/∂θN−1]t (4.4)
pode ser escrito como:
∇θ2 = −2∆(p−Rw), (4.5)
onde:
w = [A0 sin θ0, A1 sin θ1, . . . AN−1 sin θN−1]t, (4.6)
p = E[x(n)d(n)], (4.7)
R = E[x(n)xt(n)], (4.8)
e ∆ e´ uma matriz diagonal com o j-e´simo elemento dado por:
δj,j = Aj cos θj, j = 0, 1, . . . , N − 1. (4.9)
Assim, a iterac¸a˜o θ(i) e´ calculada como:
θ(i+ 1) = θ(i)− (µ/2)∇θ2|θ=θ(i), (4.10)
onde µ e´ o passo de adaptac¸a˜o do algoritmo.
Para passar do modo ”steepest descent”para a forma LMS, e´ necessa´rio substi-
tuir as esperanc¸as na Equac¸a˜o 4.5 por seus valores instantaˆneos, a fim de obter uma
estimativa do gradiente no instante n. Desta forma, chega-se ao LMS trigonome´trico,
cujas equac¸o˜es sa˜o expostas a seguir:
e(n) = d(n)−
N−1∑
k=0
Ak sin θk(n)x(n− k). (4.11)
θ(n+ 1) = θ(n) + µ∆(n)x(n)e(n), (4.12)
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O algoritmo LMS trigonome´trico e´ especialmente apropriado para a realizac¸a˜o via
processadores CORDIC. Isto se deve ao fato de que e´ poss´ıvel calcular simultaneamente
as func¸o˜es trigonome´tricas, necessa´rias tanto para a filtragem quanto para a adaptac¸a˜o
dos coeficientes, utilizando apenas um processador CORDIC.
Para uma realizac¸a˜o pipelined do LMS trigonome´trico, e´ mais apropriado con-
siderar o LMS atrasado (DLMS) [22, 23]. Neste, os coeficientes no instante n sa˜o
atualizados utilizando uma estimativa anterior do gradiente (por exemplo, um instante
(n − D), onde D e´ um inteiro). Assim, a equac¸a˜o de atualizac¸a˜o dos coeficientes do
LMS trigonome´trico atrasado e´ dada por:
θ(n+ 1) = θ(n) + µ∆(n−D)x(n−D)e(n−D). (4.13)
Esta variac¸a˜o do LMS necessita de um valor de passo menor para convergeˆncia, mas
possibilita a adoc¸a˜o de uma taxa de amostragem muito maior [24].
A ana´lise de convergeˆncia do LMS trigonome´trico e´ extremamente complexa,
devido a` na˜o-linearidade das func¸o˜es trigonome´tricas utilizadas pelo algoritmo. Para
mais detalhes, ver [4].
O algoritmo LMS, tanto em sua versa˜o convencional quanto em sua versa˜o tri-
gonome´trica, tem sua taxa de convergeˆncia afetada pelo espalhamento dos autovalores
da matriz de correlac¸a˜o do sinal de entrada [25]. O algoritmo trigonome´trico ainda
apresenta o problema de definic¸a˜o do hipercubo para va´rias aplicac¸o˜es diferentes. A
utilizac¸a˜o da estrutura multisplit proposta em [26] e´ uma maneira para resolver estes
problemas com baixo custo computacional, pois na˜o requer multiplicac¸o˜es.
4.2 O Equalizador Adaptativo Trigonome´trico Mul-
tisplit
Qualquer sequ¨eˆncia finita pode ser expressa pela soma de suas partes sime´tricas e anti-
sime´tricas. Portanto, qualquer filtro FIR pode ser implementado conforme mostrado na
Figura 4.2, onde ws e´ a parte sime´trica do filtro, enquanto wa e´ a parte anti-sime´trica.
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Figura 4.2: Divisa˜o de uma sequ¨eˆncia em suas partes sime´tricas e anti-sime´tricas
Com o vetor de coeficientes do filtro FIR dado por
w = [w0, w1, . . . , wN−1]t, (4.14)
pode-se mostrar que [26]:
ws = (w + JNw)/2 (4.15)
e
wa = (w − JNw)/2, (4.16)
onde JN e´ a matrix de reflexa˜o NxN , que pode ser expressa da seguinte maneira:
JN =

0 0 . . . 1
0 . . . 1 0
0
. . . 0 0
1 . . . 0 0

. (4.17)
As condic¸o˜es de simetria e anti-simetria das sequ¨eˆncias ws e wa sa˜o expressas,
respectivamente, como:
ws = JNws (4.18)
e
wa = −JNwa. (4.19)
Estas equac¸o˜es podem ser facilmente obtidas a partir das equac¸o˜es 4.15 e 4.16.
As condic¸o˜es de simetria e anti-simetria dos filtros ws e ws podem ser impostas
via restric¸o˜es lineares. Tais restric¸o˜es podem ser expressas como:
Ctsws = fs (4.20)
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e
Ctawa = fa, (4.21)
onde Cs e´ a matriz de restric¸a˜o de simetria de dimensa˜o Nx(N −K), definida por:
Cs =
 IK
−JK
 , (4.22)
onde Ik e´ a matriz identidade de tamanho K e Ca e´ a matriz de restric¸a˜o de anti-
simetria de dimensa˜o Nx(N −K), que e´ definida por:
Ca =
 IK
JK
 . (4.23)
Os vetores de resposta fs e fa, que devem ser nulos a fim de satisfazerem as restric¸o˜es,
teˆm dimensa˜o Kx1.
Como fs = 0, isso forc¸a ws a ser ortogonal ao subespac¸o definido pelas colunas
de Cs [26]. Da mesma forma, wa e´ ortogonal ao subespac¸o definido pelas colunas de
Ca.
Ale´m disso, e´ fa´cil de verificar que:
CtsCa = 0 (4.24)
e
CtaCs = 0. (4.25)
O problema agora passa a ser minimizar, com estas duas restric¸o˜es, a poteˆncia
do erro. Uma maneira de transformar este problema de minimizac¸a˜o restrito em um
problema de minimizac¸a˜o irrestrito pode ser obtida atrave´s da utilizac¸a˜o do cancelador
de lo´bulo lateral (em ingleˆs, Generalized Sidelobe Canceller - GSC) [27].
Como as colunas de Ca e Cs juntas definem o espac¸o inteiro <N , e´ poss´ıvel
expressar o vetor de coeficientes ws em func¸a˜o desse conjunto de vetores bases como:
ws = Cswc + Caw⊥s. (4.26)
Os vetores wc (de dimensa˜o Kx1) e w⊥s (de dimensa˜o (N −K)x1) representam
as coordenadas das componentes de w nos subespac¸os definidos pelas colunas de Cs e
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Ca, respectivamente [28]. Multiplicando-se a Equac¸a˜o 4.26 por Cs, obte´m-se:
Ctsws = C
t
sCswc + C
t
sCaw⊥s. (4.27)
O segundo termo da soma e´ nulo. Por este motivo, a equac¸a˜o acima pode ser simplifi-
cada para:
Ctsws = C
t
sCswc, (4.28)
e o vetor wc pode ser definido, utilizando a equac¸a˜o anterior:
wc = (C
t
sCs)
−1fs. (4.29)
Reescrevendo ws, obte´m-se:
ws = Cs(C
t
sCs)
−1fs + Caw⊥s. (4.30)
Como fs = 0,
ws = Caw⊥s, (4.31)
onde ws e´ um filtro sem restric¸o˜es de dimensa˜o (N −K)x1. A sa´ıda desse filtro e´:
y⊥s = Ctaw
t
⊥sx(n). (4.32)
Este processo pode ser repetido para a parte anti-sime´trica. Assim, segundo [26],
y⊥s e y⊥a sa˜o estatisticamente descorrelacionados (Ey⊥sy⊥a = 0). Por este motivo, as
partes sime´tricas e anti-sime´tricas podem ser otimizadas separadamente. As soluc¸o˜es
o´timas sa˜o dadas por:
wopt⊥s = (C
t
aRCa)
−1Ctap (4.33)
e
wopt⊥a = (C
t
sRCs)
−1Ctsp. (4.34)
Assim, o esquema da Figura 4.3 corresponde a`s seguintes equac¸o˜es referentes ao
filtro split o´timo de Wiener:
woptWiener = w
opt
s + w
opt
a , (4.35)
onde
wopts = Caw
opt
⊥s (4.36)
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Figura 4.3: Implementac¸a˜o GSC do filtro split
e
wopta = Csw
opt
⊥a . (4.37)
Pode-se repetir o processo de splitting dos filtros w⊥s e w⊥a em suas partes
sime´tricas e anti-sime´tricas, seguindo os mesmos conceitos anteriores. Depois de L
passos, que consistem em 2l−1 (l = 1, 2, . . . , L) operac¸o˜es de splitting cada, chega-se a
um conjunto de filtros de ordem zero. Esta estrutura esta´ representada na Figura 4.4.
Figura 4.4: Filtragem Adaptativa Multisplit
Desta maneira, o equalizador adaptativo trigonome´trico pode ser implementado
atrave´s de um conjunto de filtros paralelos de um u´nico coeficiente, onde a sequ¨eˆncia
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de entrada de cada filtro e´ dada por:
x⊥(n) = Ttx(n), (4.38)
onde
T =

CtaL C
t
aL−1 . . . C
t
a1
CtsL C
t
sL−1 . . . C
t
s1
...
CtsL C
t
sL−1 . . . C
t
s1

t
NxN
(4.39)
e
x⊥(n) = [x⊥0(n), x⊥1(n), . . . , x⊥N−1(n)]t. (4.40)
Para N = 2L, T e´ uma matriz composta por +1s e -1s, em que o produto
interno entre quaisquer duas colunas e´ zero, ou seja, as colunas de T sa˜o mutuamente
ortogonais. Por este motivo, as colunas de T podem ser permutadas entre si sem afetar
as caracter´ısticas da matriz. Uma dessas permutac¸o˜es transforma a matriz T na matriz
de Hadamard de ordem N , possibilitando a representac¸a˜o do equalizador adaptativo
trigonome´trico multisplit, como mostrado na Figura 4.5.
Figura 4.5: Equalizador Adaptativo Trigonome´trico Multisplit
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A transformada linear realizada no vetor x(n) na˜o o converte em um vetor de
varia´veis descorrelacionadas, nem afeta o espalhamento dos autovalores da matriz de
autocorrelac¸a˜o dos dados de entrada R. Sua principal vantagem e´ aumentar a diagona-
lizac¸a˜o da matriz de autocorrelac¸a˜o R, levando assim a uma convergeˆncia mais ra´pida
na equalizac¸a˜o [26].
4.3 Transformada de Hadamard
A transformada de Hadamard e´ muito utilizada em sistemas de processamento digital
de sinais devido a` sua fa´cil implementac¸a˜o e baixo custo computacional. A matriz
utilizada pela transformada de Hadamard e´ composta por ±1, e tem dimensa˜o de N x
N , sendo N = 2L. Uma matriz de Hadamard de ordem N pode ser formada a partir
de uma de ordem N/2, seguindo o seguinte esquema:
H2L =
 H2L−1 H2L−1
H2L−1 −H2L−1
 , L = 2, . . . , sendo H20 = 1. (4.41)
Uma outra maneira de descrever esta equac¸a˜o e´:
H2l = H2 ⊗H2l−1 , para l ≥ 2, (4.42)
onde ⊗ denota o produto tensor ou de Kronecker entre matrizes, e
H2 =
 1 1
1 −1
 . (4.43)
Todas as colunas ou linhas de uma matriz de Hadamard sa˜o mutuamente orto-
gonais, isto e´, o somato´rio da multiplicac¸a˜o de uma coluna ou linha por outra coluna
ou linha qualquer sera´ sempre zero, seguindo a regra abaixo:
M−1∑
i=0
Hia ×Hib = 0,∀a 6= b. (4.44)
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4.3.1 Transformada Ra´pida de Hadamard
A Transformada Ra´pida de Hadamard (em ingleˆs, Fast Hadamard Transform - FHT)
pode ser deduzida a partir da expressa˜o mais simples da transformada de Hadamard:
X = Hx, (4.45)
onde
X = [X(0), X(1), . . . , X(N − 1)]T (4.46)
e´ o vetor de espectro e
x = [x(0), x(1), . . . , x(N − 1)]T (4.47)
e´ o vetor correspondente ao sinal de entrada.
Para mostrar a FHT, consideremos N = 8. Assim, e´ poss´ıvel definir a transfor-
mada de Hadamard do vetor x como:
X(0)
X(1)
X(2)
X(3)
X(4)
X(5)
X(6)
X(7)

=
 H4 H4
H4 −H4


x(0)
x(1)
x(2)
x(3)
x(4)
x(5)
x(6)
x(7)

. (4.48)
Separando a equac¸a˜o anterior em duas partes, e´ obtida a primeira parte do vetor
X(k): 
X(0)
X(1)
X(2)
X(3)
 = H4

x(0)
x(1)
x(2)
x(3)
+ H4

x(4)
x(5)
x(6)
x(7)
 = H4

x1(0)
x1(1)
x1(2)
x1(3)
 , (4.49)
onde:
x1(i) = x(i) + x(i+ 4), i = 0, . . . , 3. (4.50)
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A segunda parte do vetor X(k) pode ser expressa como:
X(4)
X(5)
X(6)
X(7)
 = H4

x(0)
x(1)
x(2)
x(3)
−H4

x(4)
x(5)
x(6)
x(7)
 = H4

x1(4)
x1(5)
x1(6)
x1(7)
 , (4.51)
onde:
x1(i+ 4) = x(i)− x(i+ 4), i = 0, . . . , 3. (4.52)
Assim, a transformada de Hadamard de tamanho N = 8 foi dividida em duas
de tamanho N/2 = 4. Continuando as diviso˜es recursivamente, a Equac¸a˜o 4.49 pode
ser expressa como: 
X(0)
X(1)
X(2)
X(3)
 =
 H2 H2
H2 −H2


x(0)
x(1)
x(2)
x(3)
 . (4.53)
Tal equac¸a˜o pode ser dividida em duas. A primeira parte e´: X(0)
X(1)
 = H2
 x1(0)
x1(1)
+ H2
 x1(2)
x1(3)
 = H2
 x2(0)
x2(1)
 =
 1 1
1 −1

 x2(0)
x2(1)
 ,
(4.54)
onde:
x2(i) = x1(i) + x1(i+ 2), i = 0, 1. (4.55)
A segunda parte da Equac¸a˜o 4.53 consiste em: X(2)
X(3)
 = H2
 x1(0)
x1(1)
−H2
 x1(2)
x1(3)
 = H2
 x2(2)
x2(3)
 =
 1 1
1 −1

 x2(2)
x2(3)
 ,
(4.56)
onde:
x2(i+ 2) = x1(i)− x1(i+ 2), i = 0, 1. (4.57)
A partir da Equac¸a˜o 4.54 chega-se a`s equac¸o˜es correspondentes ao resultado da trans-
formada de Hadamard:
X(0) = x2(0) + x2(1), (4.58)
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X(1) = x2(0)− x2(1). (4.59)
Com as equac¸o˜es acima, apenas os dois primeiros resultados sa˜o obtidos. E´ necessa´rio
aplicar o procedimento acima para os outros dados a fim de obter-se a sequ¨eˆncia com-
pleta.
Este procedimento matema´tico pode ser visualizado na Figura 4.6.
Figura 4.6: Esquema da Transformada Ra´pida de Hadamard
E´ poss´ıvel ver que a sa´ıda do primeiro esta´gio divide o ca´lculo de uma WHT
(Walsh-Hadamard Transform - Transformada de Walsh-Hadamard em portugueˆs) de
8 pontos no ca´lculo de duas WHTs de 4 pontos. Este procedimento se repete na sa´ıda
do segundo esta´gio, onde o ca´lculo de uma WHT de 4 pontos e´ subdividido de maneira
que o resultado desta e´ calculado por duas WHTs de 2 pontos. Assim, a Figura 4.6
representa um fluxo completo para o ca´lculo de uma sequ¨eˆncia de dados com N = 8.
A WHT de 2 pontos e´ o esta´gio ba´sico de uma transformada ra´pida de Hadamard;
tambe´m e´ conhecida como butterfly.
A transformada ra´pida de Hadamard e´ uma maneira computacionalmente mais
eficiente de realizar os ca´lculos da transformada de Hadamard. Enquanto a transfor-
mada normal necessita de N2 operac¸o˜es de adic¸a˜o e subtrac¸a˜o para fornecer o resultado,
a transformada ra´pida requer apenas LN adic¸o˜es e subtrac¸o˜es, N = 2L. Como menos
operac¸o˜es sa˜o necessa´rias, o espac¸o necessa´rio para implementac¸a˜o da transformada de
Hadamard em uma FPGA tambe´m e´ menor.
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4.4 Efeito do procedimento multisplit na definic¸a˜o
do hipercubo
A Tabela 4.1 apresenta os ca´lculos realizados pela Transformada Ra´pida de Hadamard
para uma sequ¨eˆncia de dados.
Tabela 4.1: Ca´lculos realizados pela WHT
Sequ¨eˆncia de
Dados
Esta´gio 1 Esta´gio 2 Esta´gio 3 Sequ¨eˆncia
Transformada
0 0 + 4 = 4 4 + 8 = 12 12 + 16 = 28 28
1 1 + 5 = 6 6 + 10 = 16 -16 + 12 = -4 -4
2 2 + 6 = 8 -8 + 4 = -4 -4 + (-4) = -8 -8
3 3 + 7 = 10 -10 + 6 = -4 4 + (-4) = 0 0
4 -4 + 0 = -4 -4 + (-4) = -8 -8 + (-8) = -16 -16
5 -5 + 1 = -4 -4 + (-4) = -8 8 + (-8) = 0 0
6 -6 + 2 = -4 4 + (-4) = 0 0 + 0 = 0 0
7 -7 + 3 = -4 4 + (-4) = 0 0 + 0 = 0 0
Relembrando, os coeficientes do filtro que utiliza o algoritmo LMS trigonome´trico para
a adaptac¸a˜o sa˜o relacionados a um conjunto de nu´meros Ak e a um aˆngulo θk, a partir
do qual o valor sin(θk) e´ calculado.
Como pode ser visto na Tabela 4.1, um dos efeitos do procedimento multisplit
utilizando a transformada de Hadamard e´ o aumento da poteˆncia do sinal de entrada.
Em va´rias aplicac¸o˜es, tais como [26] e [29], uma normalizac¸a˜o da poteˆncia deste sinal e´
utilizada. Mas para o algoritmo LMS trigonome´trico, e´ poss´ıvel explorar esse aumento
da poteˆncia para simplificar o procedimento de definic¸a˜o do hipercubo.
Como o ponto de o´timo e´ o produto da inversa da matriz de autocorrelac¸a˜o do
sinal de entrada do equalizador pelo vetor de correlac¸a˜o cruzada entre o sinal desejado
e o sinal de entrada, aumentando-se a variaˆncia do sinal de entrada o valor dos coe-
ficientes que definem o ponto de o´timo diminui e, portanto, a definic¸a˜o do hipercubo
4. Equalizac¸a˜o Adaptativa Trigonome´trica Multisplit 41
fica facilitada. Assim, pode-se considerar apenas o valor sin(θk) para os coeficientes,
fixando assim as coordenadas do hipercubo como unita´rias e descartando a necessidade
da definic¸a˜o de um hipercubo atrave´s de outros valores Ak.
Assim, as equac¸o˜es de filtragem e adaptac¸a˜o dos coeficientes no algoritmo LMS
trigonome´trico utilizando o procedimento multisplit podem ser reescritas como:
θ(n+ 1) = θ(n) + µ∆(n)x(n)e(n), (4.60)
e(n) = d(n)−
N−1∑
k=0
sin θk(n)x(n− k), (4.61)
onde ∆ torna-se uma matriz diagonal com o j-e´simo elemento dado por:
δj,j = cos θj, j = 0, 1, . . . , N − 1. (4.62)
4.5 Conclusa˜o
Neste cap´ıtulo foram apresentados o algoritmo LMS trigonome´trico, o procedimento
multisplit, a transformada de Hadamard que e´ utilizada por este procedimento e a uti-
lizac¸a˜o do procedimento multisplit para fixar as coordenadas do hipercubo que conte´m
o ponto de mı´nimo da func¸a˜o objetivo. Como foi demonstrado atrave´s de simulac¸o˜es
computacionais, este aumento na poteˆncia do sinal devido a` utilizac¸a˜o do procedimento
multisplit facilita a definic¸a˜o das coordenadas do hipercubo. No pro´ximo cap´ıtulo sera´
apresentada a ferramenta utilizada para a implementac¸a˜o de projetos em FPGAs: o
System Generator, da Xilinx.
Cap´ıtulo 5
System Generator
Nos cap´ıtulos anteriores, uma fundamentac¸a˜o teo´rica sobre o algoritmo CORDIC e suas
va´rias aplicac¸o˜es foi apresentada. Mais detalhes sobre o equalizador adaptativo que
utiliza o algoritmo LMS trigonome´trico tambe´m foram fornecidos. Neste cap´ıtulo, sera´
abordada a ferramenta que foi utilizada para a implementac¸a˜o deste sistema em uma
FPGA. Esta ferramenta e´ o System Generator, da Xilinx, que trabalha em conjunto
com o Matlab.
Nos u´ltimos anos, as FPGAs se tornaram componentes muito importantes na
implementac¸a˜o de sistemas de processamento digital de sinais (DSP) de alto desem-
penho, especialmente nas a´reas de comunicac¸o˜es digitais, processamento de v´ıdeo e
imagem, e em redes de comunicac¸o˜es de dados. Entre as principais vantagens das
FPGAs, podem-se citar a alt´ıssima largura de banda da memo´ria, a capacidade de im-
plementac¸a˜o de arquiteturas completamente paralelas e a possibilidade de atualizac¸a˜o
dos equipamentos que os empregam [30].
Entretanto, a adoc¸a˜o das FPGAs historicamente tem sido lenta devido a va´rios
motivos. Um deles e´ a falta de familiaridade com projeto de hardware. A maioria dos
engenheiros de DSP trabalham com linguagens como o C ou o assembly, e desconhece
linguagens de descric¸a˜o de hardware (HDL) como o VHDL ou o Verilog. Ale´m disso,
linguagens como o VHDL fornecem muitas abstrac¸o˜es de alto n´ıvel para simulac¸a˜o,
mas seu subconjunto sintetiza´vel e´ muito restrito [30].
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5.1 Fluxo de Projeto no System Generator
O System Generator e´ uma ferramenta de projeto para FPGAs da Xilinx, e funciona
como uma biblioteca do Simulink (da Mathworks). Implementac¸o˜es em System Gene-
rator sa˜o fie´is, sintetiza´veis e eficientes [30]. Uma das principais vantagens do System
Generator e´ sua abstrac¸a˜o aritme´tica, isto e´, trabalha-se diretamente em ponto fixo
com uma precisa˜o arbitra´ria (incluindo os efeitos de quantizac¸a˜o e overflow durante o
projeto [31]). Com isso, evita-se a perda de precisa˜o inerente a` uma conversa˜o de um
nu´mero representado por precisa˜o dupla para ponto fixo.
O Simulink fornece um ambiente gra´fico para a criac¸a˜o e modelagem de sistemas
dinaˆmicos. Ja´ o System Generator consiste em bibliotecas do Simulink chamadas Xilinx
Blockset e Xilinx Reference Blockset, e software para traduzir o modelo do Simulink
em uma realizac¸a˜o em hardware do modelo [30]. Os paraˆmetros definidos no Simulink
para cada bloco sa˜o mapeados em portas, sinais, entidades, arquiteturas e atributos
em uma realizac¸a˜o de hardware. A Figura 5.1 representa o fluxo de desenvolvimento
dentro do System Generator.
Os elementos do System Generator podem ser combinados livremente a outros
blocos do Simulink. Entretanto, apenas os blocos do System Generator sera˜o sinteti-
zados para uma realizac¸a˜o de hardware.
O System Generator pode ser u´til em va´rios cena´rios. Pode ser utilizado para
montar rapidamente um proto´tipo, a fim de possibilitar uma ana´lise mais detalhada do
modelo, estimar quantos recursos em hardware que ele ira´ ocupar ou seu desempenho.
Tambe´m pode ser usado para implementar apenas parte de um projeto maior, deixando
partes que necessitem de maior otimizac¸a˜o para serem desenvolvidas utilizando HDL.
E em muitos casos, o System Generator fornece todos os componentes necessa´rios para
o desenvolvimento de um projeto. Quando isso acontece, o System Generator traduz
o projeto para HDL e gera os arquivos necessa´rios para a interpretac¸a˜o do projeto.
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Figura 5.1: Fluxo de desenvolvimento do System Generator [30]
5.2 Blocos do System Generator
A biblioteca do System Generator e´ integrada a` biblioteca do Simulink, e pode ser aces-
sada por meio desta; e´ composta por va´rios blocos, que fornecem func¸o˜es matema´ticas,
de controle, lo´gicas, de memo´ria e de processamento digital de sinais, entre outras.
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Ale´m disso, e´ poss´ıvel integrar co´digo HDL ou Matlab a um sistema projetado com
o System Generator, possibilitando assim a construc¸a˜o de sistemas sofisticados, sejam
estes destinados a processamento digital de sinais ou a outras func¸o˜es. Os blocos do
System Generator sa˜o bit-accurate (produzem valores no Simulink que correspondem
aos valores produzidos em hardware) e cycle-accurate (produzem valores corresponden-
tes a tempos correspondentes). Por isso, e´ poss´ıvel dizer que eles teˆm correspondeˆncia
exata em hardware, incluindo suas caracter´ısticas temporais [31].
As tabelas 5.1 e 5.2 enunciam as categorias principais de blocos do System
Generator. A Figura 5.2 ilustra alguns dos blocos Xilinx do System Generator.
Tabela 5.1: Conjunto de Blocos Xilinx [31]
Biblioteca Descric¸a˜o
I´ndice Cada bloco no conjunto de blocos Xilinx
Elementos Ba´sicos Padra˜o de blocos de formac¸a˜o para lo´gica digital
Comunicac¸a˜o Blocos comumentes usados em sistemas de comunicac¸a˜o
digital
Lo´gica de Controle Blocos para controle de circuitos e estado de ma´quina
Tipos de Dados Blocos de conversa˜o de tipos de dados (incluindo portas)
DSP Blocos de processamento digital de sinais
Matema´tica Blocos que implementam func¸o˜es matema´ticas
Memo´ria Blocos que implementam e acessam memo´rias
Memo´ria compartilhada Blocos que implementam e acessam memo´rias compar-
tilhadas Xilinx
Ferramentas Gerac¸a˜o de co´digo (bloco System Generator, recursos de
estimac¸a˜o, HDL(Hardware Description Language), co-
simulac¸a˜o, etc
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Figura 5.2: Conjunto de Blocos Xilinx
Tabela 5.2: Conjunto de Blocos de Refereˆncia Xilinx [31]
Comunicac¸a˜o Blocos comumente usados em sistemas de comunicac¸a˜o
digital
Lo´gica de Controle Blocos para controle de circuitos e estado de ma´quina
DSP Blocos de processamento digital de sinais
Imaging Blocos de processamento de imagem
Matema´tica Blocos que implementam func¸o˜es matema´ticas
5.3 Representac¸a˜o Aritme´tica
Para que o System Generator seja bit-accurate, seus blocos operam com valores boolea-
nos e de ponto fixo (de precisa˜o arbitra´ria). Ja´ o Simulink opera com a representac¸a˜o
dos sinais em ponto flutuante, com precisa˜o dupla. A delimitac¸a˜o entre as a´reas sin-
tetiza´veis e na˜o-sintetiza´veis e´ realizada pelos blocos do System Generator Gateway
in (converte um sinal de ponto flutuante para ponto fixo) e Gateway out (realiza a
operac¸a˜o inversa). A Figura 5.3 representa o esquema de delimitac¸a˜o entre as partes
sintetiza´veis e as na˜o-sintetiza´veis. A parte realc¸ada corresponde aos blocos Xilinx,
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que podem ser realiza´veis em hardware.
Figura 5.3: Conexa˜o entre os blocos Xilinx e os blocos Simulink
Ja´ os blocos individuais do System Generator podem ser configurados com pre-
cisa˜o completa (o System Generator define o tipo de sa´ıda para garantir a precisa˜o
necessa´ria) ou com a precisa˜o definida pelo projetista, que tambe´m permite definir as
configurac¸o˜es de overflow. Elas sa˜o: saturac¸a˜o (para o maior valor positivo ou menor
valor negativo), truncamento (descartar os bits a` direita do bit menos significativo) e
gerac¸a˜o de erro quando um overflow ocorre.
5.4 Temporizac¸a˜o
Os sistemas projetados com o System Generator sa˜o de tempo discreto, isto e´, cada
bloco e´ associado a uma taxa de amostragem. O System Generator geralmente infere a
taxa de amostragem para cada elemento automaticamente, mas caso seja necessa´rio ou
deseja´vel e´ poss´ıvel definir a taxa de amostragem individualmente. Tambe´m e´ poss´ıvel
projetar e sintetizar modelos que utilizem sinais com va´rias taxas de amostragem (mul-
titaxa) [31]. O System Generator tambe´m inclui blocos que teˆm a func¸a˜o de mudar as
taxas de amostragem. Estes blocos mudam a taxa de um sinal por um mu´ltiplo inteiro
que esta´ especificado nas configurac¸o˜es do bloco. Outros blocos (ex.: os de conversa˜o
serial-paralela e paralela-serial) mudam as taxas implicitamente de uma maneira de-
terminada pela parametrizac¸a˜o do bloco. A Figura 5.4 mostra um modelo com duas
taxas de amostragem, ilustradas pelas duas cores diferentes utilizadas nos contornos
5. System Generator 48
dos blocos. O bloco Down Sample causa uma mudanc¸a de taxa, fazendo com que a
parte delimitada em verde do modelo opere a` metade da velocidade da parte vermelha.
Figura 5.4: Bloco de mudanc¸a de taxa [31]
Quando e´ dado o comando para a compilac¸a˜o de um modelo, o System Generator
conserva as informac¸o˜es de taxa de amostragem do projeto, para que cada elemento
funcione na taxa designada. Os per´ıodos dos blocos individuais devem ser mu´ltiplos
inteiros do per´ıodo do sistema. Esse per´ıodo, juntamente com o per´ıodo do relo´gio
do FPGA, define o fator entre o tempo de simulac¸a˜o no Simulink e o tempo gasto na
implementac¸a˜o real em hardware.
5.5 Gerac¸a˜o Automa´tica de Co´digo
O System Generator produz automaticamente representac¸o˜es de baixo n´ıvel a partir do
projeto desejado. As configurac¸o˜es do bloco System Generator controlam o resultado
final da compilac¸a˜o e a gerac¸a˜o ou na˜o de arquivos auxiliares.
Entre as opc¸o˜es de compilac¸a˜o, e´ poss´ıvel citar:
• dois tipos de Netlists : HDL e NGC;
• bitstream: produz uma bitstream pronta para rodar em uma FPGA;
• ferramenta de exportac¸a˜o para o EDK: para exportar para o EDK da Xilinx
va´rios tipos de co-simulac¸a˜o por hardware;
• ana´lise temporal: um relato´rio dos caminhos cr´ıticos do projeto, para que o
projetista os possa otimizar e aumentar a velocidade de operac¸a˜o do sistema.
• co-simulac¸a˜o em hardware: o System Generator produz uma bitstream de con-
figurac¸a˜o da FPGA que esta´ pronta para rodar em uma plataforma FPGA. Ele
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tambe´m produz um bloco de co-simulac¸a˜o de hardware a qual a bitstream esta´
associada. Este bloco esta´ habilitado a participar de simulac¸o˜es utilizando o
Simulink. Nestas simulac¸o˜es, este bloco produz os mesmos resultados que o pro-
jeto a partir do qual o bloco de co-simulac¸a˜o foi gerado, mas os resultados sa˜o
calculados utilizando a FPGA.
A Tabela 5.3 descreve os paraˆmetros de compilac¸a˜o que esta˜o dispon´ıveis quanto
o tipo de compilac¸a˜o e´ HDL Netlist.
Figura 5.5: Opc¸o˜es do bloco System Generator
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Tabela 5.3: Paraˆmetros de Compilac¸a˜o
Parte Define o modelo de FPGA que sera´ utilizado
Direto´rio Alvo Define onde o System Generator gravara´ os
resultados da compilac¸a˜o
Ferramenta de S´ıntese Especifica onde a ferramenta que sera´ usada
na s´ıntese do projeto; as possibilidades sa˜o:
Synplicity, Synplify Pro, Synplicity e XST
Xilinx
Linguagem de Descric¸a˜o de Hardware Especifica a linguagem que sera´ usada pelo
HDL Netlist no projeto; as possibilidades
sa˜o: VHDL e Verilog
Per´ıodo de Clock do FPGA Define o per´ıodo em nanossegundos do clock
do hardware. O valor na˜o precisa ser um
nu´mero inteiro
Localizac¸a˜o do pino de clock Define a localizac¸a˜o do pino para o clock do
hardware
Cria Testbench Essa instruc¸a˜o cria um HDL de teste
Importac¸a˜o como subsistema configura´vel O System Generator realiza duas ac¸o˜es:
construir um bloco o qual os resultados da
compilac¸a˜o sejam associados; construir um
subsistema configura´vel consistindo de um
bloco e subsistema original, dos quais o bloco
foi derivado.
Per´ıodo de sistema Simulink O valor indica a taxa em segundos que o sis-
tema deve funcionar.
5.6 Estimac¸a˜o de Recursos
Com o bloco Resource Estimator do System Generator e´ poss´ıvel estimar os recursos
necessa´rios da FPGA para o projeto em questa˜o. Entre as estimativas, e´ poss´ıvel
encontrar o nu´mero de slices, LUTs, blocos de memo´rias, multiplicadores embarcados
(ja´ pre´-definido em hardware), blocos de entrada/sa´ıda e buffers de treˆs estados exigidos
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pelo projeto. Tal recurso e´ muito importante, pois com ele e´ poss´ıvel determinar se a
FPGA utilizada suporta o projeto. A a´rea ocupada pode ser estimada das seguintes
maneiras:
• Estimate: carrega as func¸o˜es de estimac¸a˜o de cada bloco e subsistema recursiva-
mente;
• Quick : apenas leˆ a a´rea especificada em cada bloco, nenhuma func¸a˜o de estimac¸a˜o
e´ utilizada;
• Post-map Area: carrega a ferramenta de mapeamento de a´rea Xilinx em todo
o sistema (inclusive em blocos que na˜o teˆm func¸o˜es de estimac¸a˜o) e fornece os
resultados do arquivo criado por esta ferramenta;
• Read MRP : para sistemas em que a ferramenta de mapeamento ja´ foi utilizada.
A Figura 5.6 mostra um exemplo dos resultados que o Resource Estimator for-
nece.
Figura 5.6: Resultados do Resource Estimator
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5.7 Co-simulac¸a˜o em hardware
Utilizando o System Generator e´ poss´ıvel gerar um bloco de co-simulac¸a˜o em hardware a
partir de um projeto. Ele e´ equivalente ao projeto do qual foi gerado. Com este bloco, e´
poss´ıvel utilizar os recursos da FPGA para as simulac¸o˜es realizadas no Simulink, com o
mesmo resultado final das simulac¸o˜es sem a FPGA. O bloco criado para a co-simulac¸a˜o
em hardware tambe´m pode ser salvo em uma biblioteca do Simulink para futuro uso.
A Figura 5.7 ilustra o processo de co-simulac¸a˜o em hardware.
Figura 5.7: Bloco de co-simulac¸a˜o em hardware [31]
5.8 Conclusa˜o
Neste cap´ıtulo foram apresentadas as principais caracter´ısticas do System Generator,
ferramenta que e´ instalada no conjunto de bibliotecas do Simulink e permite a re-
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presentac¸a˜o fiel do hardware durante as va´rias fases do projeto. O pro´ximo cap´ıtulo
apresentara´ os equalizadores baseados em CORDIC que foram desenvolvidos com o
aux´ılio do System Generator.
Cap´ıtulo 6
Implementac¸a˜o e Resultados
No cap´ıtulo anterior, a ferramenta a ser utilizada para a implementac¸a˜o dos equalizado-
res em FPGA, o System Generator, foi apresentada. Este cap´ıtulo inicia com detalhes
sobre a arquitetura dos processadores CORDIC utilizados nos equalizadores adaptati-
vos trigonome´tricos. Logo a seguir, a arquitetura dos equalizadores e´ detalhada, com
informac¸o˜es sobre a a´rea que estes ocupam em uma FPGA. Finalmente, os resultados
das simulac¸o˜es sa˜o apresentados e comentados.
6.1 Processadores CORDIC
Existem dois principais tipos de processadores CORDIC: os iterativos e os paralelos.
Os processadores CORDIC iterativos privilegiam a otimizac¸a˜o da a´rea ocupada, em
detrimento da velocidade de operac¸a˜o. O contra´rio acontece com os processadores
CORDIC paralelos.
6.1.1 Processadores Iterativos
Os processadores iterativos podem ser realizados de maneira simples: apenas treˆs soma-
dores/subtratores, treˆs registradores de deslocamento e um dispositivo para armazenar
a sequ¨eˆncia de deslocamento sa˜o necessa´rios para realizar todas as operac¸o˜es de rotac¸a˜o
requeridas pelo algoritmo. A sequ¨eˆncia de deslocamento pode ser armazenada em uma
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ROM, RAM ou ser calculada no momento de cada iterac¸a˜o.
Na forma iterativa, o processador deve realizar as iterac¸o˜es a n vezes a veloci-
dade desejada, diminuindo assim a taxa de amostragem com o crescimento do nu´mero
de iterac¸o˜es desejadas do algoritmo. A Figura 6.1 mostra um processador CORDIC
iterativo.
Figura 6.1: Processador Iterativo CORDIC [7]
6.1.2 Processadores Paralelos
Nos processadores paralelos, todas as operac¸o˜es de rotac¸a˜o do CORDIC podem ser re-
alizadas em apenas um ciclo de relo´gio. Cada elemento de processamento e´ dedicado a
uma iterac¸a˜o apenas. Cascateando estes elementos de processamento, e´ poss´ıvel calcu-
lar todas as operac¸o˜es de rotac¸a˜o do CORDIC em apenas um ciclo de relo´gio [17]. Com
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isso, duas simplificac¸o˜es importantes podem ser aplicadas. O deslocamento inerente
a`s iterac¸o˜es do CORDIC fica fixo, podendo assim ser implementado diretamente nas
conexo˜es entre os elementos. E os valores do deslocamento do aˆngulo, que na forma
iterativa sa˜o armazenados em algum dispositivo de memo´ria, podem ser distribu´ıdos
como constantes para cada iterac¸a˜o.
Uma vantagem dos processadores paralelos e´ que entre cada iterac¸a˜o podem
ser inseridos registros de pipelining, aumentando assim a velocidade de operac¸a˜o do
processador [7]. Em muitas FPGAs, ja´ ha´ registros em cada ce´lula lo´gica, fazendo com
que o pipelining na˜o consuma hardware adicional. A Figura 6.2 mostra um processador
paralelo CORDIC pipelined :
Figura 6.2: Processador Paralelo CORDIC pipelined [7]
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6.2 Implementac¸a˜o
Pela flexibilidade oferecida por uma FPGA, a implementac¸a˜o de va´rias estruturas para
realizar o processo de equalizac¸a˜o e´ poss´ıvel. Os fatores mais importantes para a escolha
entre as arquiteturas sa˜o a taxa de amostragem requerida e o nu´mero de coeficientes
necessa´rio para o equalizador. Entre as estruturas dispon´ıveis as mais comuns sa˜o a
estrutura paralela e a estrutura sequ¨encial.
Na estrutura paralela, os coeficientes produzidos sa˜o somados ao mesmo tempo
para gerar um resultado completo a cada ciclo de relo´gio. Em um equalizador to-
talmente paralelo, a ma´xima taxa de amostragem na entrada e´ igual a` velocidade do
relo´gio. A desvantagem da estrutura paralela comparada a` estrutura serial e´ que ela
requer um processador CORDIC para cada coeficiente do filtro.
Ja´ a estrutura sequ¨eˆncial permite a utilizac¸a˜o de apenas um processador COR-
DIC e um acumulador para todos os coeficientes, em vez de um para cada coeficiente.
Entretanto, sua taxa de amostragem diminui a` medida que o nu´mero de coeficientes do
equalizador cresce. Por este motivo, a estrutura sequ¨eˆncial torna-se mais apropriada
quando a taxa de amostragem necessa´ria e´ baixa e o nu´mero de coeficientes deve ser
grande.
A Figura 6.3 mostra como o aumento na taxa de amostragem e no nu´mero de
coeficientes influencia na escolha de uma determinada estrutura.
Um modo de aumentar a taxa de amostragem da estrutura paralela do equa-
lizador e´ fazer o pipelining da estrutura. Entretanto, este processo inevitavelmente
diminui o desempenho do equalizador adaptativo, devido a` maior lateˆncia na estrutura
de realimentac¸a˜o. Essa lateˆncia faz com que um passo menor seja necessa´rio para a
estabilidade do algoritmo.
Ale´m disso, a lateˆncia introduzida pelo pipelining faz com que o sinal de erro
apenas esteja dispon´ıvel algumas amostras depois. Por estes fatos, o algoritmo de
adaptac¸a˜o utilizado no equalizador paralelo e´ o LMS trigonome´trico atrasado.
A estrutura utilizada para gerar e atualizar cada coeficiente na estrutura paralela
do equalizador utilizando o algoritmo LMS trigonome´trico e´ apresentada na Figura 6.4.
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Figura 6.3: Comparac¸a˜o das estruturas dos filtros
Figura 6.4: Estrutura para atualizar cada coeficiente na estrutura paralela
Como e´ poss´ıvel ver, as operac¸o˜es de filtragem e adaptac¸a˜o dos coeficientes
sa˜o realizadas por um processador CORDIC, e o ca´lculo da operac¸a˜o ∆(n)x(n)e(n)
e´ realizada por um multiplicador. O valor L corresponde a` soma das lateˆncias do
multiplicador e do processador CORDIC. A estrutura de somadores e´ da forma direta,
como mostra a Figura 6.5.
Ja´ a estrutura utilizada para a implementac¸a˜o sequ¨encial do equalizador utili-
zando o algoritmo LMS trigonome´trico e´ apresentada na Figura 6.6. Esta arquitetura
consiste em um processador CORDIC, uma memo´ria RAM para armazenar os coe-
ficientes e um multiplicador, que operam a uma velocidade N vezes maior do que a
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Figura 6.5: Estrutura de somadores em forma direta
entrada, onde N e´ o nu´mero de coeficientes. Tanto na entrada quanto na sa´ıda do
processador CORDIC sa˜o colocados Address Shift Registers (ASR), que guardam as
amostras de entrada e sa´ıda, enquanto o processador CORDIC esta´ calculando a amos-
tra presente. Entretanto, o ASR de entrada opera a uma taxa de fs, que e´ a frequ¨eˆncia
de amostragem, enquanto o ASR de sa´ıda opera a uma taxa de Nfs.
Figura 6.6: Estrutura utilizada para a implementac¸a˜o sequ¨encial do equalizador trigo-
nome´trico
Finalmente, o equalizador adaptativo que utiliza o algoritmo LMS trigonome´trico
com o procedimento multisplit e´ realizado de forma paralela, com a estrutura de filtra-
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gem e atualizac¸a˜o dos coeficientes igual a` das figuras 6.4 e 6.5, mas em sua sequ¨eˆncia de
entrada e´ realizada a transformada ra´pida de Hadamard, como foi indicado na Figura
4.6.
6.3 Resultados de Estimac¸a˜o de Recursos Ocupa-
dos na FPGA
A Tabela 6.1 mostra os resultados de estimac¸a˜o dos recursos ocupados para os equali-
zadores, cada um com 8 coeficientes, para uma FPGA Virtex 4 xc4vsx35-10ff668.
Tabela 6.1: Resultados de Estimac¸a˜o
Estrutura Equalizador Sequ¨encial Equalizador Paralelo Equalizador Paralelo
com Multisplit
Slices 1403 10670 12032
Flip Flops 588 11630 11686
BRAMs 1 0 0
LUTs 2610 19091 22427
IOBs 247 52 60
Bem. Mults. 0 0 0
TBUFs 0 0 0
Como e´ poss´ıvel ver, o equalizador LMS trigonome´trico sequ¨encial exige menos recursos
e, consequ¨entemente, ocupa uma menor a´rea em FPGA que os outros equalizadores,
mas sua taxa de amostragem ma´xima diminui a` medida que o nu´mero de coeficientes
aumenta, conforme a Figura 6.3. Tambe´m e´ poss´ıvel inferir que o procedimento mul-
tisplit na˜o aumenta de forma significativa os recursos necessa´rios para o equalizador
LMS trigonome´trico paralelo.
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6.4 Resultados
Para as seguintes simulac¸o˜es no System Generator, consideramos que um sinal 4-PAM
esta´ sendo transmitido por um canal real. As relac¸o˜es sinal-ru´ıdo utilizadas sa˜o 20
dB e 30 dB. Treˆs algoritmos sera˜o comparados: o LMS convencional, o LMS trigo-
nome´trico e o LMS trigonome´trico utilizando o procedimento multisplit. Devido ao
fato de o algoritmo LMS trigonome´trico multisplit estar sendo implementado na estru-
tura paralela, o que forc¸a a utilizac¸a˜o do LMS atrasado, os outros algoritmos tambe´m
sa˜o utilizados em suas estruturas paralelas. Para o algoritmo LMS trigonome´trico
sem o procedimento multisplit, a busca de valores para o paraˆmetro Ak foi limitada
a valores que sa˜o poteˆncia de 2. Assim, sua implementac¸a˜o em hardware pode ser
realizada atrave´s de um simples deslocamento, que na˜o consome recursos extras. Os
processadores CORDIC utilizados foram implementados na forma paralela. Todos os
equalizadores utilizados nas simulac¸o˜es teˆm oito coeficientes.
Os resultados da primeira simulac¸a˜o foram obtidos utilizando-se um canal de fase
mı´nima com resposta a` amostra unita´ria dada por: h1 = [0, 6080 0, 0608 − 0, 0486 −
0, 1313]. O diagrama de po´los e zeros deste canal e´ mostrado na Figura 6.7.
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Figura 6.7: Po´los e zeros do canal utilizado pela Simulac¸a˜o 1
Foram mediadas 250 realizac¸o˜es para a construc¸a˜o das curvas de convergeˆncia
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das Figuras 6.8 e 6.9. O passo de adaptac¸a˜o para o algoritmo LMS e´ µLMS = 0, 009.
Ja´ para o algoritmo LMS trigonome´trico, o passo e´ µTLMS = 0, 004. Finalmente,
para o algoritmo LMS trigonome´trico utilizando o procedimento multisplit, o passo e´
µTLMS−MS = 0, 0015. O valor de Ak utilizado para o algoritmo LMS trigonome´trico e´
2.
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Figura 6.8: Curvas de aprendizado da Simulac¸a˜o 1 - 30 dB
E´ poss´ıvel ver nas Figuras 6.8 e 6.9 que, para este canal, a velocidade de con-
vergeˆncia do algoritmo LMS trigonome´trico utilizando o procedimento multisplit e´ um
pouco maior.
O canal de fase mı´nima h2 = [0, 8316 0, 5325 0, 4578] foi utilizado para a ob-
tenc¸a˜o dos resultados da segunda rodada de simulac¸o˜es. Este canal tem seus zeros
mais pro´ximos ao c´ırculo de raio unita´rio do que o canal utilizado na primeira si-
mulac¸a˜o, como pode ser visto na Figura 6.10. O valor de Ak utilizado para o algoritmo
LMS trigonome´trico atrasado e´ 1. Os passos de adaptac¸a˜o utilizados para a Simulac¸a˜o
2 sa˜o: µLMS = 0, 004, µTLMS = 0, 003 e µTLMS−MS = 0, 0005. Novamente, 250 rea-
lizac¸o˜es foram realizadas para a construc¸a˜o das Figuras 6.11 e 6.12, que mostram as
curvas de aprendizado da Simulac¸a˜o 2.
Como e´ poss´ıvel ver nas Figuras 6.11 e 6.12, o algoritmo LMS trigonome´trico
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Figura 6.9: Curvas de aprendizado da Simulac¸a˜o 1 - 20 dB
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Figura 6.10: Po´los e zeros do canal utilizado pela Simulac¸a˜o 2
tem o erro me´dio quadra´tico na sa´ıda muito acima dos outros dois algoritmos, o que
indica que o valor adotado para Ak esta´ longe de um valor que permita uma boa
convergeˆncia. Outros valores de Ak, como 0,5 e 2, fazem com que a convergeˆncia na˜o
seja alcanc¸ada. Para esta simulac¸a˜o, o desempenho dos outros algoritmos e´ similar.
6. Implementac¸a˜o e Resultados 64
0 200 400 600 800 1000 1200
10−2
10−1
100
101
Iterações
Er
ro
 M
éd
io
 Q
ua
dr
át
ico
 
 
1 − DLMS
2 − DTLMS
3 − DTLMS−MS
1 2
3
Figura 6.11: Curvas de aprendizado da Simulac¸a˜o 2 - 30 dB
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Figura 6.12: Curvas de aprendizado da Simulac¸a˜o 2 - 20 dB
Finalmente, apresentamos os resultados da terceira simulac¸a˜o, onde foi utili-
zado um canal de fase na˜o-mı´nima com resposta a` amostra unita´ria dada por h3 =
[−0, 40 0, 85 0, 34 0, 27]. O padra˜o po´lo-zero e´ apresentado na Figura 6.13.
Para esta simulac¸a˜o, os passos de adaptac¸a˜o sa˜o: µLMS = µTLMS = 0.006 e
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Figura 6.13: Po´los e zeros do canal utilizado pela Simulac¸a˜o 3
µTLMS−MS = 0.0008. O valor de Ak para o algoritmo LMS trigonome´trico e´ 1. As
Figuras 6.14 e 6.15 apresentam as curvas de convergeˆncia para a Simulac¸a˜o 3.
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Figura 6.14: Curvas de aprendizado da Simulac¸a˜o 3 - 30 dB
Nessa simulac¸a˜o, o valor de Ak adotado permite uma boa convergeˆncia do algo-
ritmo LMS trigonome´trico, mas os algoritmos LMS e LMS trigonome´trico com multis-
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Figura 6.15: Curvas de aprendizado da Simulac¸a˜o 3 - 20 dB
plit convergem mais rapidamente.
E´ necessa´rio ressaltar que o principal motivo para a adic¸a˜o do procedimento
multisplit ao algoritmo LMS trigonome´trico e´ a fixac¸a˜o das coordenadas do hipercubo,
descartando-se assim a necessidade de uma busca exaustiva por um valor de Ak o´timo.
6.5 Conclusa˜o
Nesse cap´ıtulo, foram apresentados os dois principais modos de implementac¸a˜o dos
processadores CORDIC: os processadores iterativos e os processadores paralelos. Em
seguida, as estruturas sequ¨encial, paralela e paralela utilizando o procedimento multis-
plit dos equalizadores adaptativos trigonome´tricos foram definidas. Este cap´ıtulo foi
conclu´ıdo com os resultados de estimac¸a˜o de recursos ocupados na FPGA e resultados
de simulac¸o˜es em System Generator dos equalizadores. Essas simulac¸o˜es justificam a
utilizac¸a˜o do procedimento multisplit com o equalizador adaptativo trigonome´trico.
Cap´ıtulo 7
Concluso˜es e Trabalhos Futuros
7.1 Concluso˜es Finais
O Cap´ıtulo 2 teve como foco o algoritmo CORDIC. Foram apresentados seu histo´rico,
o desenvolvimento de suas treˆs equac¸o˜es ba´sicas, seus modos de operac¸a˜o e os me´todos
que podem ser utilizados para aumentar a faixa de operac¸a˜o do algoritmo. O obje-
tivo principal desse cap´ıtulo foi prover ao leitor uma boa fundamentac¸a˜o teo´rica do
algoritmo.
No Cap´ıtulo 3 foram apresentadas va´rias aplicac¸o˜es relacionadas a processa-
mento de sinais e comunicac¸o˜es em que o algoritmo CORDIC pode ser empregado.
Entre elas, mais detalhes foram fornecidos sobre a s´ıntese digital direta (DDS), sin-
cronizac¸a˜o, modulac¸a˜o, up/downconversion, FFT e filtragem digital. Com isso, foi
poss´ıvel ilustrar a grande flexibilidade do algoritmo CORDIC.
Ja´ o Cap´ıtulo 4 apresenta o foco da dissertac¸a˜o, que e´ a equalizac¸a˜o adapta-
tiva trigonome´trica multisplit. O cap´ıtulo foi iniciado apresentando o algoritmo LMS
trigonome´trico. Depois e´ apresentado o procedimento multisplit, que utiliza a trans-
formada de Hadamard. Esta transformada e´ mais bem detalhada na sec¸a˜o seguinte.
Finalmente, a principal vantagem da aplicac¸a˜o do procedimento multisplit ao algoritmo
LMS trigonome´trico, que e´ a fixac¸a˜o das coordenadas do hipercubo que conte´m o ponto
de mı´nimo da func¸a˜o objetivo, foi discutida.
No Cap´ıtulo 5, a ferramenta utilizada para a implementac¸a˜o em FPGA dos
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equalizadores expostos no Cap´ıtulo 3, o System Generator, da Xilinx, foi abordada.
Essa ferramenta trabalha em conjunto com o Matlab. Detalhes sobre o fluxo de projeto
utilizando o System Generator, os blocos que sa˜o utilizados para a implementac¸a˜o de
sistemas em FPGA e sua representac¸a˜o aritme´tica sa˜o fornecidos. O cap´ıtulo e´ finali-
zado com informac¸o˜es sobre a compilac¸a˜o dos sistemas projetados e sua co-simulac¸a˜o
em hardware.
Finalmente, o Cap´ıtulo 6 apresenta uma breve discussa˜o sobre os tipos poss´ıveis
de implementac¸a˜o de processadores CORDIC. Seguem mais detalhes sobre a estrutura
dos equalizadores adaptativos implementados no System Generator e uma estimativa
da a´rea ocupada por eles. O Cap´ıtulo 6 termina com os resultados das simulac¸o˜es
realizadas, que mostram que o algoritmo LMS trigonome´trico utilizando o procedi-
mento multisplit descarta a necessidade da busca de um valor de Ak que permita uma
convergeˆncia o´tima, convergindo assim para uma variedade de canais.
As principais contribuic¸o˜es deste trabalho sa˜o: a implementac¸a˜o em FPGA do
algoritmo LMS trigonome´trico e a utilizac¸a˜o do procedimento multisplit que facilita a
definic¸a˜o do hipercubo utilizado pelo algoritmo LMS trigonome´trico.
Os resultados deste trabalho devera˜o ser submetidos para publicac¸a˜o no primeiro
semestre deste ano.
7.2 Trabalhos Futuros
Como sugesto˜es para a continuidade desse trabalho, podemos citar:
• implementac¸a˜o do algoritmo LMS trigonome´trico utilizando o procedimento mul-
tisplit de forma sequ¨encial;
• expansa˜o do algoritmo LMS trigonome´trico para canais e constelac¸o˜es complexas;
• otimizac¸a˜o do processador CORDIC, para uma maior velocidade de funciona-
mento e uma menor a´rea ocupada na FPGA;
• implementac¸a˜o de uma forma otimizada em espac¸o da Transformada Ra´pida de
Hadamard;
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• expansa˜o do algoritmo LMS trigonome´trico para utilizar func¸o˜es hiperbo´licas;
• ana´lise estat´ıstica do algoritmo LMS trigonome´trico;
• inclusa˜o de uma normalizac¸a˜o de poteˆncia com baixo custo em hardware (por
exemplo, utilizando apenas deslocamentos) no algoritmo LMS trigonome´trico
utilizando o procedimento multisplit.
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