We compare and contrast five measures of phase uncertainty of a quantum state corresponding to a single mode of the electromagnetic field. The basis of this study are the states which minimize a particular measure for a fixed number of Fock states and normalization. We find these optimal states and study their characteristic properties. These optimal states allow us to establish an ordering of the different definitions for phase uncertainty.
Introduction
Uncertainty relations have been used from the early days of quantum theory to elucidate the rather non-intuitive notion of incompatible measurements of observables corresponding to non-commuting operators. The mathematical formulation of an uncertainty relation requires the definition of a measure of uncertainty. Several months after the formulation of the uncertainty principle by Heisenberg [l] , Kennard [2] introduced the second moments of position and momentum as measures of uncertainty. The second moments representing the statistical notion of standard deviation are the most widely used measures of uncertainty in quantum theory. The standard deviation offers a reasonable measure of the spread of values when the distribution in question is of a simple "single hump" type. In particular it is a very good characteristic for a Gaussian distribution since it measures directly the half-width of this distribution. However, when the distribution is not of a simple type (for example, has more than one hump) the standard deviation loses much of its usefulness as a measure of uncertainty. It also fails when the distance in the space of parameter values is not well defined. This is precisely the situation in the study of phase distributions that is the subject of this paper.
It has been already recognized by London [3] that the phase and the number of photons are not represented by canonically conjugate operators so that one cannot derive the uncertainty relations for these variables following the methods that were invented for position and momentum [4, 51. Consequently over the last years various measures of the phase uncertainty been advocated by were proposed and their usefulness has the authors.
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In this paper we present a comparative study of five measures of phase uncertainty. We base this analysis on the optimal states, that is on the states that minimize these measures for a fixed number of Fock states and fixed normalization. The paper is organized as follows: In Section 2 we summarize the five measures of phase uncertainty selected for the variational problem. Since in the latter we restrict ourselves to a finite number of Fock states the condition on the phase distribution to be real provides a symmetry relation for the photon distribution of the optimal states as discussed in Section 3. We devote Section 4 to a detailed discussion of the optimal states and present the corresponding phase distributions and the Wigner functions. These results suggest an ordering of the five measures which we show in Section 5 to be identical to the ordering implied by the mutual distance of the optimal states viewed in an Euclidean space. We conclude by summarizing our main results in Section 6.
Five selected measures of phase uncertainty
We investigate different measures of phase uncertainty for a quantum state m with I cn 1 ' = 1. For this purpose we need the phase distribution P ( 4 ) for this state. A natural relation between P ( 4 ) and the state vector, eq. (l), results from an analogy between the phase 4 and the polar angle. That is, we calculate the normalized phase representation @(4) of I +) by projecting it on the phase state I 4), The only difference between this formula and the corresponding one for the angular wave function is that the summation is now restricted to nonnegative values of m only. The phase representation of state vectors is implicit in London's paper [3] and has been often used in quantum optics [6-101 for it provides a convenient tool to study various properties of the quantized electromagnetic field that involve the phase of the field. Moreover, these phase wave functions arise naturally [11-141 in the study of phase-space distributions. All measures of phase uncertainty studied in this paper are now of the canonical form (4) where the functional fL[4 I P] of the distribution function characterizes the measure of phase uncertainty and may also depend directly on 4. The subscript L denotes one of the five measures of uncertainty for our comparative study, each being representative in a certain way.
The five measures we discuss in this paper are: 1. Second moment or variance where (4) is the average value of the phase. This is a naive extension of the mathematical formulation of uncertainty which is used for Heisenberg's position-momentum uncertainty relation.
The main drawback of this measure of uncertainty is that we evaluate the averages of a non-periodic function, such as q5 or 42, with a periodic distribution function. Consequently this measure can assume completely arbitrary values depending on the origin of the phase integration, that is on the coordinatization of the unit circle. If the phase distribution has a regular symmetric peak, this measure of uncertainty may be used and it produces sensible results if the angles are counted from -11 to 11 symmetrically with respect to the peak.
2. Inverse-of-maximal-value [ 151
where $ , , , denotes the &coordinate of the maximum of the phase distribution P. The main disadvantage of this measure is that it tests the phase distribution at one peak only and does not contain any information about its global behavior.
The two measures dv q5 and dM 4 are applicable only when there is a strongly pronounced dominant peak and the position of the center of this peak is entered as input. Thus, these measures are not invariant under rotations of the phase circle.
3. Inverse of averaged distribution proposed by Sussmann [16] . It is related to the two previous measures but it has the advantage that it probes the wave function over the whole range and not just at the peak value and that it is invariant under rotations. (9) The entropic measure of the phase uncertainty, based on the information-theoretic measure of uncertainty, was introduced in Ref. [20] . It has several advantages as compared to measures 1-4. This measure enters [20] into an entropic uncertainty relation with the photon distribution W,
(10)
Following the ideas of Deutsch [21] and Partovi [22] we can also incorporate into this measure a finite resolution of the phase measurements [23] . Finally, the measure of uncertainty based on the definition that is closely related to physical entropy does seem to be more profound and less ad hoc than other measures. There is a price to be paid, however, since the entropic measure of phase uncertainty is not easy to handle and even the proof of the uncertainty relation (10) involves elements of advanced functional analysis.
Symmetry of phase distribution function dictates
The aim of the present paragraph is to seek some general properties of the phase distributions that minimize the various measures of phase uncertainties d L 4 with L E (M, V, S, P, E}. This optimization must involve some additional restrictions on the field states, that will prevent the phase distribution from shrinking to a model of a delta function. Here we choose the simplest possible restriction: We place an upper limit, say N , on the maximal photon number.
Thus, each state I$) is characterized by a set of N + 1 in general complex coefficients c, and the associated phase wave function has the form l N @(4) = -1 cnein@.
For other restrictions on the field states (such as fixed mean number of photons) we refer to Refs [l5, 17, 19, 243. Even though the five measures of phase uncertainty look quite different, they share one property: they all involve functions of the modulus squared of the phase wave function 0(4), that is the phase distribution symmetry of photon distribution (11) 
A transformation of the expression coefficients ck that does not change P(4) may be viewed as a symmetry of our variational problem. One obvious symmetry transformation is a multiplication of ck by a common phase factor. Moreover, there is also a less trivial transformation which we obtain by a change of summation in eq. (12) (13)
and by noting that P is a real quantity (14) 1 "
A comparison of eqs (12) and (14) leads finally to the interesting symmetry transformation
in all optimal state vectors. We may, therefore, argue that if the solution of our variational problem is to be unique (apart from the always present freedom of rotation of the phase distribution by a fixed phase &o), the coefficients c, must obey the conditions
The most important consequence of this condition is the reflection symmetry of the photon number distribution with respect to the central value N/2, that is
We conclude this section by emphasizing that this symmetry property of W , originates from the condition that the states consist of a finite number of N + 1 Fock states.
Optimal states and their properties
In the present section we solve the variational problem for the five measures of phase uncertainty discussed in Section 2, that is we solve for the optimal state In Fig. 1 we show the phase distributions, eq. (12), of the optimal states with N = 5 and N = 40. For an increasing number of participating Fock states a sharp central peak develops, as expected from the complementarity of number and phase description. The side peaks of the distributions emerge from the fact that I JIL) is a superposition of afinite number of Fock states. The significance of these side oscillations gives us an ordering scheme from the top to the bottom of Fig. 1 . At the top we show the phase distribution minimizing the inverse-of-maximum-value measure which results in the largest side peaks. They become less and less pronounced in the distributions corresponding to the minima of as& SEC#J and 6,C#J until we reach the bottom frame representing the variance measure 6,4. Moreover we note that the heights of the central peak,
create the same ordering among the five measures. The same order as in eq. (19) holds true for all other values of N .
In Fig. 2 This comes out most clearly in the sequence of the right column in Fig. 2 ( N = 40) . Therefore we recognize again some kind of an ordering scheme among the Wigner functions belonging to the optimal states of different uncertainty measures.
An ordering for measures of uncertainty
Can we establish an ordering of uncertainties based on their values in a specific quantum state. The answer is no. Why? Different measures of phase uncertainty spring from different physical considerations. For example, the phase uncertainty Bp 4 emphasizes the periodicity of the phase distribution, whereas the entropic uncertainty 6,$ is related to its information content. Therefore it is not surprising that the values of different uncertainty measures span different ranges: 6,, 4 always lies between zero and unity, whereas d E 4 assumes all real values ranging from minus infinity to plus infinity. This leads us to the conclusion that it is meaningless to compare values of these uncertainties directly. Nevertheless we can establish a meaningful comparison between different uncertainties via their optimal states. The latter are objects of the same kind and we can therefore compare them directly. Since the expansion coefficients c, [L] in eq. (18) I N between two states. In the last step we have made use of the normalization condition of the states I I),). In Table I all three cases this is the distance between the inverse-ofmaximum-value measure (M) and the variance (V). Up to N = 40 this is always true. Having identifizd the two extreme cases, we can now order the remaining three vectors r,, rE and rp by projecting them onto the baseline set by the distance d [ V , MI as shown in Fig. 3 . This procedure provides us with the numbers
which are ordered according to the reference distance between the extreme cases IIM = 0 and II, = 1. This ordering can be carried over to the corresponding measures. Table I1 Fig Table   I . In all cases we find the same ordering 0 = < 2s < AE < Ap < AV = 1.
Now that we have seen this ordering for the third time, we might ask for its physical meaning. The inverse-ofmaximal-value and the variance measure stand out as the most excentric ones. The entropic one may called the "bestbet measure", that is, if one does not have a good reason to choose one of the remaining measures, the entropic measure is the safest choice. This is in agreement with our intuitive expectation that the entropic measure should not introduce any preference as to what property of the phase distribution is considered to be crucial. Note that the excentric measures do emphasize specific properties of the distribution such as the maximum value or the variance.
We conclude this section by observing that this ordering of the uncertainties is also confirmed by the average distance of the state I $, ) to the remaining states. These distances are given in Table I11 for the same values of N as in Table I and   Table 11 . We note that the optimal states I $v) and I t+hM) for the variance measure dV $ and the inverse-of-maximal-value J,I$ measure have the largest average distance to all other states, whereas the average distance of the state I$E) -optimal for the entropic measure -lies always between the remaining four states.
Conclusions
We have presented a comparative study of five measures of phase uncertainty. Although their mathematical formulation differs substantially, they enjoy one common property : for each measure there exists a unique (up to a rotation) optimal state that minimizes the uncertainty for fixed normalization and a finite set of Fock states. These optimal states constitute the fundamental ingredient of our comparative study. In two cases -the inverse-of-maximal-value and the Bandilla-Paul measure -we have found analytic expressions for the states, whereas in the remaining casesthe second moment, the Siissmann measure, and the entro- pic measure -we have determined the optimal states numerically. What characteristics of the optimal states would provide an idea of an ordering among these states and would thus lead to an ordering among all the different measures? Is it the height of the central peak relative to the side peaks as suggested by the phase distributions in Fig. 1 and by the plots of Wigner functions in Fig. 2 ? Or is it the relative distance of these optimal states in Euclidean space expressed by the projection of vectors on a line which is defined by the two vectors with the maximal distance? Or should we use the average distance of a given optimal state to all the other states as a tool to order these measures of phase uncertainty. We have found that all these characteristics provide an identical ordering : The inverse-of-maximal-value and the second moment measure are extreme in the following sense : The projection points representing the states minimizing the Siissmann, the entropic, and the Bandilla-Paul measures lie always between the end points on the line connecting the two optimal state vectors of the inverse-of-maximal-value measure and the variance measure.
Moreover, the entropic phase uncertainty measure for every ordering prescription emerges as a kind of an intermediate measure. We believe that the reason for this intermediate position of the entropic measure is that it does not single out any specific property of the phase distribution. Therefore if anybody would ask, which measure of phase uncertainty he or she should take without having a good reason to choose a specific one, we would answer: "Take the entropic measure !".
There still remain other definitions of uncertainty (such as proposed in [26, 271) which have not been included in our classification. We intend to do this in a future work.
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Appendix: Analytical solutions
In this Appendix we derive analytical expressions for the optimal states which minimize the Bandilla-Paul measure 6,$ and inverseof-maximal-value uncertainty measure 6, $ subjected to the constraints of a finite number N + 1 of Fock states and a fixed normalization c? = 1. We start our discussion with the Bandilla-Paul measure, eq. is symmetric. Hence we find the minimum of dp 4 by maximizing duce a Lagrange parameter 1 and find the equations 
which is a general property -already derived in Section 3 -for this kind of variational problem. For r > 1 the coefficients are an oscillatory function of n. This results in multipeaked distributions P(4), which give smaller values in eq.
(A4). Therefore we obtain the maximal value for the integral eq. (A4) only with r = 1. The inverse-of-maximal-value measure is another measure for which we can give a very simple analytical solution of this variational problem. We again intro- 
