We present sharp lower bounds for A-numerical radius of semi-Hilbertian space operators. Also we obtain an upper bound. Further we compute new upper bounds for B-numerical radius of 2×2 operator matrices where B = diag(A, A), A is a positive operator. As an application of A-numerical radius inequalities, we acquire a bound for zeros of a polynomial which is quite a bit improvement of some famous existing bounds for zeros of polynomials.
Introduction
Let H be a non trivial complex Hilbert space with inner product ., . and . be the norm induced from ., . . Let B(H) denote the C * -algebra of all bounded linear operators acting on H. In this article, by an operator we mean a bounded linear operator. Let T ∈ B(H). The numerical range of T is the set of all scalars given by:
It is well-known that W (T ) is convex and the closure of W (T ) contains the spectrum of T which is denoted by σ(T ). These are two of the most important properties of the numerical range. The numerical radius of T is defined as:
The spectral radius of T is given by:
It is clear to see that r(T ) ≤ w(T ). In this article, we study the generalization of this numerical radius, i.e., known as A-numerical radius of semi-Hilbertian space operators. For this the following definitions, notations and terminologies are essential. For a positive (strictly positive) operator A we write A ≥ 0 (A > 0). We used A to signify a positive operator defined on H. Then A induces a positive semidefinite sesquilinear form ., . A : H × H → C defined as x, y A = Ax, y for x, y ∈ H. Let . A denote the semi-norm on H induced from the sesquilinear form ., . A , i.e., x A =
x, x A for all x ∈ H. It is easy to verify that . A is a norm if and only if A > 0. Given T ∈ B(H), if there exists c > 0 such that
is the range of A, then A-operator semi-norm of T is given by:
The symbols I and O stands for identity operator and zero operator defined on H, respectively. The generalization of the numerical range, known as A-numerical range (see [3] ), is denoted by W A (T ) and defined as:
The A-numerical radius w A (T ) and A-Crawford number m A (T ) of T are given by:
In general, w A (T ) can be equal to +∞ for an arbitrary operator T ∈ B(H).
Indeed, one can take the operator A = 0 0 0 1 and T = 0 1 1 0 on C 2 . In addition, T A can be equal to +∞ for an arbitrary operator T ∈ B(H).
For a given T ∈ B(H), if there exists c > 0 such that AT x ≤ c Ax for all x ∈ H, then the A-numerical radius w A (T ) of T satisfies the following inequality, (see [10, 16] ):
Various A-numerical radius inequalities improving this above inequality have been studied in [4, 7, 8, 11, 14, 16] . Now we recall the following definition: 
Definition 1.3. An operator T ∈ B A (H) is said to be A-self-adjoint operator if AT is self-adjoint, i.e., AT = T * A and it is called A-positive if AT ≥ 0.
be an A-unitary then the following equality for A-numerical range (see [3] ) holds:
, it is useful to recall that the operators T ♯ A T and T T ♯ A both are A-positive operators satisfying
For more information on this we refer [1, 2] . We note the following properties which are used repeatedly in this article.
Using the above A-numerical radius equality of semi-Hilbertian space operators, we obtain new lower bounds for A-numerical radius of semi-Hilbertian space operators which improve on the bounds in [16] , recently obtained by Zamani. We find a new upper bound of A-numerical radius for semi-Hilbertian space operators. Also we obtain some new bounds for B-numerical radius of 2×2 operator matrices where B = diag(A, A). In the last section, we obtain a bound for zeros of a monic polynomial using A-numerical radius of semi-Hilbertian space operators.
A-numerical radius bounds
In this section we obtain some new bounds for generalized numerical radius, i.e., A-numerical radius of semi-Hilbertian space operators which are refinement of existing bounds. We begin this section with the following lower bound.
Therefore, there exists a sequence {x n } in H with x n A = 1 such that
Taking supremum over x n A = 1 we get,
This is our desired inequality of the theorem.
Using an argument similar to that in the proof of Theorem 2.1, we can prove the following theorem. 
Next we give an upper bound for A-numerical radius of semi-Hilbertian space operators.
Then
Taking supremum over θ ∈ R, we get
This completes the proof.
Remark 2.5. We see that Theorem 2.4 holds for all φ ∈ [0, 2π), so we get
Noting that for φ = 0, H A φ A = Re A (T ) A and H A φ+π/2 A = Im A (T ) A , it follows from the above inequality that
Next we compute an upper bound for B-numerical radius of 2 × 2 operator matrices where B = diag(A, A). Here we note that the operator 
Next we prove the following inequality. we have
By using an argument similar to that in the proof of Lemma 2.6, we can prove the following inequality.To prove this inequality, first we need the following lemma which can be found in [ 
We now prove the following inequality.
Then it is clear to see that for all x ∈ H ⊕ H, 
Using Lemma 2.6 in the above inequality, we get the required inequality of the theorem. 
where 0 ≤ t ≤ 1.
Proof. Let T = T 11 T 12 T 21 T 22 . Using [4, Th. 4.12] we have for any θ ∈ R,
Using an argument similar to that in the proof of Theorem 2.11, we can prove the following inequality. 
where 0 ≤ t ≤ 1. (ii) If we consider the same example of Remark 2.10 then we see that the bounds obtained in Theorem 2.11 and Theorem 2.12 improve on the right hand inequality in [4, Th. 3.4 ].
Application: Estimation of zeros of a polynomial
One can easily compute the exact roots of an n degree polynomial for n ≤ 4 but for degrees that are higher than 4, we can merely ascertain a bound to the roots. Humbling as this endeavour might seem, over the years, various researchers have dedicated their attention with both vigour and rigour to this end. Following suit, we have come up with our own determination of bounds using A-numerical radius of an operator acting on semi-Hilbertian space (H, ., . A ), where A > 0, which in turn act as a refinement of those proposed by some of the former mathematicians in this field. Let p(z) = n j=0 a j z j be a polynomial, where a j ∈ C and a n = 1. Let C(p) is Frobenius companion matrix (see [5] ) of p(z) where
It is well-known that all roots of p(z) are eigenvalues of C(p). Before the proof of our main result in this section, we first give some famous bounds for zeros of p(z). Let µ be a zero of p(z).
(1) Cauchy [13] gives |µ| ≤ 1 + max {|a i | : i = 0, 1 . . . , n − 1} = R C .
(2) Carmichael and Mason [13] gives
(3) Fujii and Kubo [12] gives
Now we prove our main result in this section. To prove this, the following proposition is essential. Proof. Let λ ∈ σ(T ). Then there exists a sequence of unit vectors {x n } in H such that (T − λI)x n → 0. Since A ≥ mI, so x n 2 A = Ax n , x n ≥ m. So, 1 xn A ≤ 1 √ m for all n. Therefore, there exists a subsequence {c n k } = { x n k A } such that c n k → c for some real scalar c. Using this fact we have (T − λI)
By Cauchy Schwarz inequality we get,
So, λ ∈ W A (T ). Therefore σ(T ) ⊆ W A (T ).
Remark 3.2.
Here we note that if we consider A ≥ 0 in Proposition 3.1, then σ(T ) may not be contained in W A (T ). Because there may exist an x 0 ( = 0) ∈ H such that T x 0 = λx 0 and Ax 0 = 0 and then x 0 A = 0. So, T x 0 , x 0 A / ∈ W A (T ).
As for example, we consider T = 1 0 0 3 and A = 1 0 0 0 . Then W A (T ) =
{1} and σ(T ) = {1, 3}. So in this case, σ(T ) is not contained in W A (T ).
We now prove our desired bound for zeros of p(z). 
