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CHARACTERISTIC CLASSES VIA 4-DIMENSIONAL GAUGE
THEORY
HOKUTO KONNO
Abstract. We construct characteristic classes of 4-manifold bundles using
SO(3)-Yang–Mills theory and Seiberg–Witten theory for families.
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1. Introduction
The aim of this paper is to construct characteristic classes for bundles whose
fiber is a 4-manifold using gauge theory. Our construction can be regarded as an
infinite dimensional analogue of that of familiar characteristic classes typified by
the Mumford–Morita–Miller classes [29–31] for surface bundles. To explain it, let
us recall the definition of the Mumford–Morita–Miller classes. From a topological
point of view, the definition of these classes includes the following two steps:
(1): Consider a “linearization” of a given surface bundle, more precisely, the
vector bundle consisting of tangent vectors along the fibers.
(2): Consider the Euler class of the linearization.
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The Mumford–Morita–Miller classes are defined as the fiber integration of cup
products of the Euler class in (2). On the other hand, there are the following
infinite dimensional analogues of (1) and (2):
(I): Consider a functional space on a given a non-linear object, say a manifold.
(II): Consider the zero set of a given Fredholm section of a Hilbert bundle.
The reason why (I) and (II) correspond to (1) and (2) can be explained as follows.
On (I), a functional space on a given manifold is also regarded as a “linearization”
of the manifold. For example, in representation theory, given a manifold acted by
a Lie group, the induced infinite dimensional representation on a functional space
on the manifold can be regarded as a linearization of the original non-linear action.
We also note that, if the non-linear object is given as a fiber bundle, one can
consider a family of functional spaces as its linearization. On (II), suppose that we
are given an infinite dimensional Hilbert bundle on a Hilbert manifold defined as
some functional spaces on a finite dimensional manifold and that we are also given a
Fredholm section of it. The zero set of the section morally corresponds to the “Euler
class” of the infinite dimensional bundle. We recall that (II) is one of the main
ideas to define the invariants of 4-manifolds emerging from gauge theory, say the
Donaldson invariant [8] and the Seiberg–Witten invariant [43]. In this paper, using
gauge theory, we shall construct characteristic classes for bundles of 4-manifolds
via the above analogy between (1), (2) and (I), (II).
The initial roots of this work have been given by S. K. Donaldson [7, 9]. He has
suggested the idea of characteristic classes based on family gauge theory, however
there are several problems to justify the idea. The first one is the natural structure
groups which are compatible with gauge theoretic equations are not subgroups of
the diffeomorphism group of the 4-manifold given as a fiber. (For example, see
M. Szymik [41].) The second problem arises if we want to establish the universal
theory: the base space of the universal bundle of the diffeomorphism group, namely
the classifying space of the diffeomorphism group, is not a finite dimensional smooth
manifold. Since the usual family gauge theory is considered on smooth finite di-
mensional parameter spaces, it cannot be applied to this situation. In this paper
we use an idea given by N. Nakamura [33] and a family version of Y. Ruan’s virtual
neighborhood technique [37] to overcome these difficulties of the construction. In
general, even if we could succeed to construct a characteristic class of bundles of
smooth manifolds, it is a difficult problem to prove that the characteristic class is
non-trivial. (For example, in the case of the Mumford–Morita–Miller classes, the
proof of the non-triviality is one of difficult parts of S. Morita [30].) However, for
our characteristic classes, we can use D. Ruberman’s results [38] and author’s [20]
on invariants of diffeomorphisms, and they ensure that our characteristic classes
are non-trivial. We also give other calculations in Section 8.
We now explain our main results. We can construct our theory of character-
istic classes using both the SO(3)-Yang–Mills anti-self-dual (ASD) equation and
the Seiberg–Witten equations. Let X be an oriented closed smooth 4-manifold,
Diff+(X) be the group of orientation preserving diffeomorphisms on X , P be the
isomorphism class of an SO(3)-bundle on X with w2(P) 6= 0, and s be the iso-
morphism class of a spinc structure on X . (Although an SO(3)-bundle (or a spinc
structure) and the isomorphism class of it are often denoted by a same notation,
we explicitly distinguish them in this paper.) We define subgroups Diff(X,P) and
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Diff(X, s) of Diff+(X) by
Diff(X,P) :=
{
f ∈ Diff+(X) ∣∣ f∗P = P } , and(1)
Diff(X, s) :=
{
f ∈ Diff+(X) ∣∣ f∗s = s } .(2)
Let O be a homology orientation of X (i.e. an orientation of the vector space
H1(X ;R)⊕H+(X ;R), where H+(X ;R) is a maximal positive definite subspace of
H2(X ;R) with respect to the intersection form of X). We define
Diff(X,P,O) := { f ∈ Diff(X,P) | f∗O = O } , and(3)
Diff(X, s,O) := { f ∈ Diff(X, s) | f∗O = O } .(4)
We denote by d(P) and d(s) the formal dimension of the moduli space of the SO(3)-
ASD equations for P and the Seiberg–Witten equations for s respectively: given by
the formula d(P) = −2p1(P)−3(1− b1(X)+ b+(X)) and d(s) = (c1(s)2−2χ(X)−
3sign(X))/4. We shall construct characteristic classes of bundles of a 4-manifold X
with structure group Diff(X,P), Diff(X,P,O) and Diff(X, s), Diff(X, s,O) using
families of ASD equations and Seiberg–Witten equations respectively, summarized
as follows:
Theorem 1.1. Let n be a non-negative integer satisfying that b+(X) ≥ n+ 2.
(1) Assume that d(P) = −n. Then we can give cohomology classes
D(X,P) ∈ Hn(BDiff(X,P);Z/2)
and
D(X,P,O) ∈ Hn(BDiff(X,P,O);Z)
via n-parameter families of SO(3)-Yang–Mills ASD equations. These co-
homology classes depend only on the pair (X,P) and the triple (X,P,O)
respectively.
(2) Assume that d(s) = −n. Then we can give cohomology classes
SW(X, s) ∈ Hn(BDiff(X, s);Z/2)
and
SW(X, s,O) ∈ Hn(BDiff(X, s,O);Z)
via n-parameter families of Seiberg–Witten equations. These cohomology
classes depend only on the pair (X, s) and the triple (X, s,O) respectively.
See Definition 6.10 for the corresponding statement. The cases that n = 0 in (1)
and (2) of Theorem 1.1 are nothing other than the mod 2 and the usual SO(3)-
Donaldson invariants of (X,P) and Seiberg–Witten invariants of (X, s) respectively,
via H0(BDiff(X,P);Z/2) ∼= Z/2 and H0(BDiff(X,P,O);Z) ∼= Z, and similar
isomorphisms for s.
As usual, Theorem 1.1 can be rephrased as follows. For n ≥ 0 and a CW complex
B, if we are given a bundle X → E → B whose structure group G is given as (1),
(2), (3), or (4), we can functorially define a cohomology class D(E) ∈ Hn(B) or
SW(E) ∈ Hn(B) under suitable assumptions on b+ and the formal dimension. This
cohomology class is given as the pull-back of the universal characteristic class given
in Theorem 1.1. (In fact our characteristic classes are defined even if B is a general
topological space. See Theorem 6.9 for the summarized statements.) If n > 0 and
the characteristic class D or SW of E is non-trivial, then we can see that E is a
non-trivial G-bundle, explained in Remark 6.5. We mention that non-vanishing
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of our characteristic classes implies indecomposability as fiberwise connected sum
under certain conditions, and SW also obstructs the existence of a family of positive
scalar curvature metrics, described in Section 7.
Since it is hard to compute gauge theoretic invariants in general, one may wonder
computability of our characteristic classes. In particular, it is natural to ask whether
there are non-trivial examples for a positive degree n > 0. In Section 8 we shall
give several non-trivial calculations of our characteristic classes for n > 0. As well
as the usual Donaldson invariants and Seiberg–Witten invariants, SW is relatively
easy to compute rather than D. We here note that, if X is simply connected and
s is the isomorphism class of a spinc structure coming from a spin structure on X ,
then we have Diff(X, s) = Diff+(X), and thus we can get a cohomology class on
BDiff+(X) by considering SW. For example, denoting by s the isomorphism class
of a spinc structure coming from a spin structure on K3#n(S2×S2) for a positive
integer n, we see that
SW(K3#n(S2 × S2), s) 6= 0 in Hn(BDiff+(K3#n(S2 × S2));Z/2),
which is explained in Example 8.10. We also mention that SW can detect a dif-
ference between Homeo(X, s)-bundles and Diff(X, s)-bundles. Here Homeo(X, s)
is the group of homeomorphisms which preserve the orientation and s, as in the
definition of Diff(X, s). For example, for some natural numbers k, l > 0, we can
find the isomorphism class s of a spinc structure on X = kCP2#l(−CP2) and a
bundle X → E → S1 with structure group Diff(X, s) such that E is trivial as a
Homeo(X, s)-bundle, but non-trivial as a Diff(X, s)-bundle, deduced by showing
SW(E) 6= 0. See Example 8.19. This argument is a Seiberg–Witten analogue of
one in D. Ruberman [38].
We note that family gauge theory has been studied by several people: [18–20,
22, 25, 32, 33, 38–41]. The relation between some of these works and this paper is
as follows. (See also Section 9.) D. Ruberman [38–40] has given invariants of dif-
feomorphisms, and the author generalized a part of [38] to a tuple of commutative
diffeomorphisms in [20]. Our characteristic classes can be regarded as a generaliza-
tion of the invariants of (tuples of) diffeomorphisms given in [20, 38]. T.-J. Li and
A.-K. Liu [25] and M. Szymik [41] have considered families of spinc 4-manifolds
and Seiberg–Witten equations. In addition, Szymik has considered characteristic
cohomotopy classes for bundles of spinc 4-manifolds using a finite dimensional ap-
proximation of Seiberg–Witten equations, in other words, family version of Bauer–
Furuta invariant [5]. (See Remark 9.2.) One of the big differences between theories
of [25, 41] and our theory is the structure group: the structure group of their fam-
ily is the automorphism group of a given spinc 4-manifold. This group does not
coincide with our structure group Diff(X, s) (or Diff(X, s,O)). This is because
Diff(X, s) respects only the isomorphism class of a spinc structure. As we men-
tioned, this is the first difficulty to construct a theory of characteristic classes whose
structure group is (a subgroup of) the diffeomorphism group, and we use an idea of
Nakamura [33] to deal with it. In Section 8, to calculate our characteristic classes
we consider a higher-dimensional generalization of an argument given in D. Ru-
berman [38–40] and the idea due to N. Nakamura [33] on double mapping tori as
in [20]. Kronheimer [22] has considered a homological formulation of family gauge
theory to study the space of symplectic forms of a 4-manifold, and the author [19]
has considered a cohomological formulation of family gauge theory to study the
adjunction inequality. One of the important differences between [19, 22] and the
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current paper is a type of families. Families of perturbations or Riemannian metrics
of a fixed 4-manifold are considered in [19,22], and they are therefore trivial families
as a family of 4-manifolds. On the other hand, in this paper we consider families of
4-manifolds themselves, and our characteristic classes can detect the non-triviality
as families of 4-manifolds, as we explained.
We also note that, in symplectic geometry, several people have studied char-
acteristic classes of symplectic fibrations based on the study of a family version
of Gromov–Witten invariant. (See H.-V. Leˆ and K. Ono [24], O. Bus¸e [6], and
D. McDuff [27].) Our theory of characteristic classes may be regarded as the gauge
theoretic counterpart of their work.
The author hopes that this paper will be the first of a series of a cohomologi-
cal study of family gauge theory, which was also considered in [22] and [19] from
different points of view as we explained. Further potential developments hoped to
be given in subsequent papers include a Bauer–Furuta version of our characteristic
classes, calculations relating to algebraic geometry, and Floer homology analogue
of this paper. (See Section 9 for details of some of them.)
Acknowledgement. The author would like to express his deep gratitude to Mikio
Furuta for the helpful suggestions and for continuous encouragement during this
work. The author would also like to express his appreciation to Yosuke Morita
for asking him about fiberwise connected sum formula. It induces the author to
consider Theorem 7.1. The author also wishes to thank David Baraglia for point-
ing out some mistakes and giving comments for a preprint version of this paper.
The author was supported by JSPS KAKENHI Grant Number 16J05569 and the
Program for Leading Graduate Schools, MEXT, Japan.
2. Structure groups
In this section we define the structure groups for our characteristic classes and
some related groups. We first consider Yang–Mills theory. To construct a theory
of characteristic classes fruitfully, we need some compactness, corresponding to
Assumptions 5.1 and 5.8. We therefore consider SO(3)-Yang–Mills ASD equations
rather than SU(2)-Yang–Mills ASD equations. Let X be an oriented smooth 4-
manifold, P → X be an SO(3)-bundle, and P be the isomorphism class of P . We
have already defined the groups Diff(X,P) and Diff(X,P,O) in the introduction.
We here define
Aut(X,P ) :=
 (f, f˜)
∣∣∣∣∣∣
f ∈ Diff(X,P),
f˜ : P → P is an isomorphism
between SO(3)-bundles covering f .
 .
This group Aut(X,P ) is the automorphism group of the pair (X,P ) in the category
of pairs of a 4-manifold and an SO(3)-bundle on it. LetO be a homology orientation
of X , and define
Aut(X,P,O) :=
{
(f, f˜) ∈ Aut(X,P )
∣∣∣ f ∈ Diff(X,P,O) } .
Let GP be the gauge group of P → X . Then we have the following exact sequences
1→ GP → Aut(X,P )→ Diff(X,P)→ 1
and
1→ GP → Aut(X,P,O)→ Diff(X,P,O)→ 1.
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We next consider Seiberg–Witten theory. To avoid taking care with Riemannian
metrics, we use spincGL structure as in [20] rather than spin
c structure. Let us review
the definition of spincGL structure. Fix a double coveringGL
+
4 (R) of GL
+
4 (R), where
GL+4 (R) is the group of invertible real 4× 4-matrices with det > 0. Set
SpincGL(4) := (G˜L
+
4 (R)× U(1))/± 1.
We have the natural map SpincGL(4) → GL+4 (R) as the map Spinc(4) → SO(4).
We denote by FrGL(X) → X the frame bundle whose fiber at x ∈ X is the set of
oriented frames of TxX . We define a spin
c
GL structure on X as a pair s = (PGL, ψ)
consisting of a SpincGL(4)-bundle PGL → X and an isomorpshism
ψ : PGL ×SpincGL(4) GL+4 (R)→ FrGL(X)
between GL+4 (R)-bundles. Given a spin
c
GL structure s, a spin
c structure sg is
induced corresponding to each Riemannian metric g on X . For a fixed metric, an
isomorphism class of spincGL structures corresponds one-to-one with an isomorphism
class of spinc structures. We do not therefore distinguish spincGL structure from
spinc structure when we consider them at the level of isomorphism classes.
Let s = (PGL, ψ) be a spin
c
GL structure on X , s be the isomorpshim class of
s, and O be a homology orientation of X . We have already defined the groups
Diff(X, s) and Diff(X, s,O) in the introduction. The automorphism group of the
pair (X, s) in the category of spincGL 4-manifolds is given as
Aut(X, s) :=
 (f, f˜)
∣∣∣∣∣∣
f ∈ Diff(X, s),
f˜ : PGL → PGL is an isomorphism between
SpincGL(4)-bundles such that the diagram (5) commutes.
 ,
where (5) is given by
PGL

f˜
// PGL

PGL ×SpincGL(4) GL+4 (R)
ψ

PGL ×SpincGL(4) GL+4 (R)
ψ

FrGL(X)
df
// FrGL(X).
(5)
We also define
Aut(X, s,O) :=
{
(f, f˜) ∈ Aut(X, s)
∣∣∣ f ∈ Diff(X, s,O) } .
For the gauge group Gs of the spin
c
GL structure s, we have exact sequences
1→ Gs → Aut(X, s)→ Diff(X, s)→ 1
and
1→ Gs → Aut(X, s,O)→ Diff(X, s,O)→ 1.
For a given metric g on X , it is easy to see that the gauge group of s is isomorphic
to that of the induced spinc structure sg; both gauge groups are isomorphic to
Map(X,S1).
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3. ASD setting and SW setting
Most of the story of this paper is common to ASD and Seiberg–Witten equations.
We present here a summary of settings in which we work for both equations. Let
X be an oriented closed smooth 4-manifold and B be a topological space. The first
setting is on ASD equations, to which we refer as the ASD setting:
• An SO(3)-bundle P → X with w2(P ) 6= 0 is given. Let P be the isomor-
phism class of P .
• We write G for the gauge group GP of P which is L2k+1-completed for k > 1.
• The groups G and G˜ are either one of the following (1) and (2):
(1) G = Diff(X,P) and G˜ = Aut(X,P ).
(2) G = Diff(X,P,O) and G˜ = Aut(X,P,O) for a given homology orien-
tation O.
• A continuous fiber bundle X → E → B with structure group G is given.
• For the single 4-manifold X , define Π(X) := Met(X), where Met(X) is the
space of Riemannian metrics on X . We also define Π(E) :=
⊔
b∈B Π(Eb).
• For each g ∈ Π(X), define
Cg := AL2
k
(P ), Dg := L
2
k−1(Λ
+
g (X)⊗ adP ),
whereAL2
k
(P ) is the space of SO(3)-connections on P which is L2k-completed,
Λ+g (X) is the g-self-dual part of Λ
2T ∗X , adP → X is the adjoint bundle
associated with P with fiber so(3), and L2k−1(·) means the completion. In
fact Cg is independent of g in this case, we use this notation. Let C
∗
g be
the subset of Cg consisting of reducible connections.
• Let s˜g : Cg → Dg be the map defined by the ASD equation
A 7→ F+gA .
• We call the integer d defined by the formula
d = −2p1(P)− 3(1− b1(X) + b+(X))
the formal dimension of the moduli space of the solutions to the SO(3)-ASD
equation.
The second setting is on Seiberg–Witten equations, to which we refer as the SW
setting:
• A spincGL structure s = (PGL, ψ) is given. Let s be the isomorphism class
of s.
• We write G for the gauge group Gs of s which is L2k+1-completed for k > 1.
• The groups G and G˜ are either one of the following (1) and (2):
(1) G = Diff(X, s) and G˜ = Aut(X, s).
(2) G = Diff(X, s,O) and G˜ = Aut(X, s,O) for a given homology orien-
tation O.
• A continuous fiber bundle X → E → B with structure group G is given.
• For the single 4-manifold X , define Π(X) := ⊔g∈Met(X) L2k−1(Λ+g (X)). We
also define Π(E) :=
⊔
b∈B Π(Eb).
• Let π : Π(X)→ Met(X) be the projection. For each µ ∈ Π(X), define
Cµ := AL2
k
(s)× L2k(S+π(µ)), Dµ := L2k−1(iΛ+π(µ)(X))× L2k−1(S−π(µ))
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where AL2
k
(s) is the L2k-completion of the space of U(1)-connections of
the determinant line bundle of s, and S±π(µ) is the positive and negative
spinor bundles of the spinc structure sπ(µ) induced from s corresponding
to the metric π(µ). Let C ∗µ be the subset of Cµ consisting of reducible
configurations.
• Let s˜µ : Cµ → Dµ be the map defined by the Seiberg–Witten equations
(A,Φ) 7→ (F+pi(µ)A + iµ− ρ−1(σ(Φ,Φ)), DAΦ),
where ρ : Λ+π(µ)(X) → su(S+π(µ)) is the map obtained from the Clifford
multiplication, σ(·, ·) is the quadratic form given by σ(Φ,Φ) = Φ ⊗ Φ∗ −
|Φ|2id/2, and DA : L2k(S+π(µ))→ L2k−1(S−π(µ)) is the Dirac operator.
• We call the integer d defined by the formula
d = (c1(s)
2 − 2χ(X)− 3sign(X))/4
the formal dimension of the moduli space of the solutions to the Seiberg–
Witten equation.
In both settings, we use the following notations
G , G, G˜, X → E → B, Π(X), Π(E), s˜• : C• → D•, C ∗• (• ∈ Π(X))
as we defined above. We refer to the case that we consider G = Diff(X,P,O)
and G˜ = Aut(X,P,O), or G = Diff(X, s,O) and G˜ = Aut(X, s,O) as the ho-
mology oriented case. For each • ∈ Π(X), we can define the moduli space of the
ASD/Seiberg–Witten equations corresponding to • by
M• := s˜−1• (0)/G .
We also define
B• := C•/G , B
∗
• := C
∗
• /G , E• := C
∗
• ×G D•.
Recall that B∗• is a paracompact Hausdorff Hilbert manifold and E• is a Hilbert
bundle on B∗• with fiber D•. Since the map s˜• : C
∗
• → D• is G -equivariant, this
defines a section
s• : B
∗
• → E•.
4. Cocycle condition modulo gauge
In Section 6 we shall construct characteristic classes with structure groups Diff(X,P),
Diff(X, s), and the versions of them obtained by adding O given in Section 2. In the
usual theory of characteristic classes, the natural candidate of the structure group
is the automorphism group of the fiber in the category in which the fiber belongs.
However, our groups are not the automorphism groups in the categories arising from
gauge theory, i.e. in the category of the pairs of a 4-manifold and an SO(3)-bundle
on it and that of spinc 4-manifolds. (This has been noticed in M. Szymik [41].)
To resolve it we use N. Nakamura’s idea [33] for families of ASD/Seiberg–Witten
equations. The idea can be regarded as a “global version” of D. Ruberman’s idea
given in [38–40] used to define invariants of diffeomorphisms of a 4-manifold. We
also note that this kind of idea is initially given by M. Furuta [14] for consideration
of group action rather than that of family. Although Nakamura has considered the
idea for parameterized moduli spaces, we apply the idea also to families of Fredholm
sections themselves arising from ASD/Seiberg–Witten equations. This is because
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we shall use a virtual neighborhood technique in Section 6. Let us choose one of
the ASD setting or the SW setting, and henceforth work on it in this section.
We first recall the observation due to Ruberman [38–40]: each f ∈ G defines a
well-defined “isomorphism”
f∗ :M• →Mf∗•(6)
between the moduli spaces for any • ∈ Π(X). Here the term “isomorphism” means,
for example, a diffeomorphism if • is generic (and the moduli M• is a manifold).
This map is defied using a lift f˜ ∈ G˜ of f as follows. Recall we have the exact
sequence
1→ G → G˜→ G→ 1.(7)
The pull-back by f˜ defines an invertible map
f˜∗ : C• → Cf∗•.(8)
The gauge group G is a normal subgroup of G˜ because of (7), and therefore the
map (8) induces a map between quotients
f˜∗ : B• → Bf∗•.(9)
This map (9) is independent of the choice of lift f˜ again because of the exact
sequence (7). We therefore write f∗ : B• → Bf∗• for the map (9), and define the
map (6) as the restriction of this map.
We next use Nakamura’s idea [33] of considering the “cocycle condition modulo
gauge” to construct the parameterized moduli space which is globally defined on
the whole of B. Fix a section σ : B → Π(E). Since G is not the automorphism
group in the suitable categories in both settings, we cannot write down families of
ASD/Seiberg–Witten equations corresponding to σ. Nevertheless, we can consider
the moduli space parameterized by σ on the whole of B as follows. Let {Uα}α be
an open covering of B satisfying that Uα ∩Uβ is contractible for any α, β. (We can
take such a covering by mimicking the argument, for example given in Hatcher’s
book [16], to prove that a CW complex is locally contractible.) We write Uαβ
and Uαβγ for Uα ∩ Uβ and Uα ∩ Uβ ∩ Uγ respectively. Take local trivializations of
E → B on this covering and let {gαβ : Uαβ → G}α,β be the transition functions
corresponding to the local trivializations. Since Uαβ is contractible for each α, β,
there exists a lift g˜αβ : Uαβ → G˜ of gαβ. Note that {g˜αβ} satisfies the “cocycle
condition modulo gauge”, namely,
g˜αβ g˜βγ g˜γα(b) ∈ G(10)
holds for any b ∈ Uαβγ since {gαβ} satisfies the cocycle condition and we have the
exact sequence (7). The given section σ : B → Π(E) corresponds to a system of
maps {σα : Uα → Π(X)}α satisfying that σα = gαβ · σβ on Uαβ . Here the action
of gαβ to σβ is given by the action of G on Π(X) via G →֒ Diff+(X), namely,
gαβ · σβ = g∗αβσβ . For each α, let us define the “locally defined” parameterized
moduli space
Mσα :=
⊔
b∈Uα
Mσα(b).
For each point b ∈ Uαβ , we obtain an invertible map
g˜αβ(b)
∗ :Mσβ(b) →Mgαβ(b)∗σβ(b)
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like (6). (In fact this map is independent of lift g˜αβ as in the definition of (6), we
keep using the notation g˜∗αβ .) Because of the relation σα = gαβ · σβ = g∗αβσβ on
Uαβ, we eventually have
g˜∗αβ :Mσβ |Uαβ →Mσα |Uαβ .
The composition
g˜∗αβ ◦ g˜∗βγ ◦ g˜∗γα :Mσα |Uαβγ →Mσα |Uαβγ
coincides with the identity because of (10). This is again a consequence of the
definition of the moduli space: it is the quotient space by the gauge group. We can
therefore obtain the well-defined quotient space:
Definition 4.1. We define the space Mσ equipped with a map Mσ → B by
Mσ :=
⊔
α
Mσα/ ∼,
where the equivalence relation ∼ is given by the invertible maps {g˜∗αβ}. We refer
to the space Mσ as the (globally defined) parameterized moduli space.
We now consider this idea at the level of Fredholm sections. Namely, we construct
the “globally defined” family of Fredholm sections as follows. For a fixed section
σ : B → Π(E), set
B
∗
σα :=
⊔
b∈Uα
B
∗
σα(b)
, Eσα :=
⊔
b∈Uα
Eσα(b), sσα :=
⊔
b∈Uα
sσα(b) : B
∗
σα → Eσα .
Let us take f ∈ G and • ∈ Π(X). Then we can consider the invertible map f∗ :
B• → Bf∗• as in the definition of (6). The restriction of this map gives an invertible
map f∗ : B∗• → B∗f∗• between irreducible configurations. We can therefore define a
parameterized Hilbert manifold and a parameterized Hilbert bundle using B∗• and
E•:
Definition 4.2. We define
B
∗
σ :=
⊔
α
B
∗
σα/ ∼
by the same argument to defineMσ as in Definition 4.1. This is a Hilbert manifold
bundle parameterized on B. Similarly we can define a parameterized Hilbert bundle
Eσ → B∗σ → B by
Eσ :=
⊔
α
Eσα/ ∼ .
In addition, the Fredholm sections themselves are also obtained as the quotient
of the gauge group, and we can define:
Definition 4.3. We define a family of Fredholm sections sσ : B
∗
σ → Eσ parame-
terized on B by
sσ :=
⊔
α
sσα/ ∼ .
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5. Virtual neighborhood for families
One of the precepts of Atiyah–Singer index theory for families [4] is that the nat-
ural class of base spaces for a theory on families of Fredholm operators is not smooth
manifolds: the smoothness of base spaces is an excessive assumption. Therefore,
in our theory of characteristic classes, we do not assume that the base space of
a given family of ASD/Seiberg–Witten equations is a smooth manifold. (In fact,
we shall eventually extend our theory to families on any topological space.) The
problem here is, of course, how to deal with the transversality to count the moduli
spaces parameterized on a non-smooth space. To justify this counting argument,
we describe a family version of Y. Ruan’s virtual neighborhood technique [37]. This
provides a foundation for our construction of characteristic classes in Section 6.
5.1. Virtual neighborhood. In this subsection we consider the usual (i.e. unpa-
rameterized) virtual neighborhood. The purposes of this subsection is to rewrite the
counting argument in the virtual neighborhood technique in terms of the relative
Euler class: although Ruan has defined the invariant associated with a given non-
linear Fredholm section of a given Hilbert bundle using the finite dimensional Sard’s
theorem, we define the invariant using the relative Euler class given in M. Ker-
vaire [17] instead of Sard’s theorem. We note that P. Feehan and T. Leness [11,12]
have used Ruan’s technique in a similar form. This description of the invariant
allows us easily to extend Ruan’s technique to families on non-smooth spaces.
We work in the following general setting.
• Let X be a Hilbert manifold. We assume that X is paracompact Haus-
dorff and the model of X is a separable Hilbert space. These topological
conditions are used to assure that there exists a smooth partition of unity
on X . (See, for example, Lang [23], Chapter II, Corollary 3.8.)
• Let H be a Hilbert space and E → X be a Hilbert bundle with fiber H .
• Let s : X → E be a Fredholm section.
Here the definition of a Fredholm section in this paper is as follows. For x ∈
X , we have the canonical decomposition T(x,0)E = TxX ⊕ H . We also write
dsx : TxX → H for the composition of dsx : TxX → T(x,0)E and the projection
T(x,0)E = TxX ⊕ H → H . We call a smooth section s : X → E a Fredholm
section if the differential dsx : TxX → H is a Fredholm map for each x ∈ s−1(0).
We assume that the Fredholm index of dsx is common to all x ∈ s−1(0) and write
ind s for the index. For the zero set
M := s−1(0),
we assume the compactness:
Assumption 5.1. The zero set M is compact.
A typical example of s satisfying this assumption is given as the Seiberg–Witten
equations modulo the gauge group. Under this assumption, we shall define the
“counted number #M” ∈ Z or Z/2, corresponding to the Seiberg–Witten invariant
in the case of this example, via a virtual neighborhood.
We first review the construction of a virtual neighborhood. Let x be a point in
M. Then there exists Nx ∈ N and a linear map fx : RNx → H such that
dsx + fx : TxX ⊕ RNx → H
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is surjective. Since surjectivity are open conditions, there exists a small open neigh-
borhood Ux of x in X such that dsy + fx : TyX ⊕RNx → H is surjective for any
y ∈ Ux∩M. BecauseM is compact, there exists finite points x1, . . . , xm ∈M such
that M⊂ ⋃mi=1 Uxi . Set Ni := Nxi, fi := fxi, Ui := Uxi and N := N1 + · · ·+Nm.
As we mentioned, we can take a smooth partition of unity {ρi}mi=1 subordinate to
{Ui}mi=1. We also use the notation E for its pull-back to X × RN . Fix a local
trivialization of E on each Ui, and define a map
ϕ : X × RN → E
by
(x, (a1, . . . , am)) 7→
m∑
i=1
ρi(x)fi(ai),(11)
where x ∈ X and (a1, . . . , am) ∈ RN1 × · · · × RNm = RN , and the map (x, ai) 7→
ρi(x)fi(ai) is regarded as a local section of E via the fixed local trivialization. Note
that X × {0} ⊂ ϕ−1(0) holds. We call ϕ a finite dimensional perturbation of s.
For the new section
s˜ := s+ ϕ : X × RN → E ,
the following lemma is straightforward:
Lemma 5.2 (Ruan [37], Lemma 2.3). For any x ∈M, the differential
ds˜(x,0) : TxX ⊕ RN → H
is surjective.
Since surjectivity is an open condition, there exists a neighborhoodN ofM×{0}
in X ×RN such that the differential of s˜ is surjective on any point of (s˜|N )−1(0) =
s˜−1(0) ∩N . Set
U = U(s, ϕ) := s˜−1(0) ∩N .
Because of the implicit function theorem, U is a smooth manifold. Since dimKer(ds˜(x,0)) =
ind s+N holds for any x ∈ X , we have
dimU = ind s+N.
Henceforth we regard the zero set M as a subspace of U by
M∼=M×{0} = s˜−1(0) ∩ (X × {0}) ∩N ⊂ U .
Definition 5.3 (Ruan [37]). The finite dimensional manifold U constructed above
is called a virtual neighborhood for the Fredholm section s : X → E .
The restriction of the projection X × RN → RN is equipped with for a virtual
neighborhood U . We denote by hU : U → RN this map. The space M is the level
set of hU for the height zero. We are interested only in the “germ” of hU near M,
and we do not distinguish U and another virtual neighborhood U ′ obtained from
the common finite dimensional perturbation ϕ (even if another N ′ is used instead
of N ).
Here we remark the orientation of U . The determinant line bundle det s→ s−1(0)
is associated with the section s : X → H . Since s˜ : X × RN → H is also a
Fredholm section, we can also define det s˜→ s˜−1(0).
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Lemma 5.4 (Ruan [37], Lemma 2.4). If det s → s−1(0) has a nowhere-vanishing
section, it induces a a nowhere-vanishing section on det s˜ → s˜−1(0). (Thus a
nowhere-vanishing section on det s→ s−1(0) gives an orientation of U .)
We now define the “counted number #M” in terms of the relative Euler class.
Assume that k := ind s is non-negative and fix a cohomology class α ∈ Hk(X ;Z).
(If we work with Z/2-coefficient, we can take a general element of Hk(X ;Z/2) as
α.) Then we obtain the cohomology class p∗α ∈ Hk(U ;Z), where p : U → X is
the restriction of the projection X × RN → X . The map hU : U → RN can be
regarded as a section
hU : U → U × RN(12)
of the trivial bundle U ×RN → U . (The trivial bundle U ×RN → U and the section
hU : U → U × RN can be regarded as a “finite dimensional approximation” of the
Hilbert bundle E → X and one of the Fredholm section s : X → E respectively.)
Since h−1U (0)
∼=M is compact, one can take a relatively compact neighborhood K
of h−1U (0) in U . Let
τ(U × RN ) ∈ HN (D(U × RN ), S(U × RN );Z)
be the Thom class of the trivial bundle U × RN → U , where D(·) and S(·) mean
the disk bundle and sphere bundle respectively. Then one can consider the relative
Euler class with respect to hU :
eU := h
∗
Uτ(U × RN ) ∈ HN(U ,U \K;Z).(13)
We use the same notation eU for the image of eU by the map
HN (U ,U \K;Z)→ HNcpt(U ;Z),
where H∗cpt(·;Z) means the cohomology with compact supports. Since U is an
(open) manifold, we can consider the fundamental class [U ]BM in the sense of Borel-
Moore homology. Here [U ]BM is regarded as a homology class with Z-coefficient if
a nowhere-vanishing section of det s is given, and otherwise with Z/2-coefficient.
Definition 5.5. We define the number m(s, α) ∈ Z or Z/2 by
m(s, α) := 〈eU ∪ p∗α, [U ]BM 〉 .
The number m(s, α) corresponds to the“counted number #M”. (The cohomol-
ogy class α corresponds to a cutting of the moduli space of higher dimension.) The
proof of the following lemma can be regarded as a non-linearization of the proof of
the well-definedness of the index for families.
Remark 5.6. Assume that the Poincare´ dual (in the sense of Borel–Moore) of p∗α
can be represented by a smooth submanifold V ⊂ U of U , and also thatM∩V = ∅.
Then we have m(s, α) = 0.
Lemma 5.7 (corresponding to Ruan [37], Proposition 2.6). The number m(s, α)
depends only on the section s : X → H and the cohomology class α ∈ Hk(X ;Z).
Proof. Let Ui (i = 1, 2) be two virtual neighborhoods obtained from s˜i := s+ ϕi :
X × RNi → E . Let us consider two maps
s˜′1 := s+ ϕ1 + 0 : X × RN1 × RN2 → E , and(14)
s˜12 := s+ ϕ1 + ϕ2 : X × RN1 × RN2 → E .(15)
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The differential of the map
s+ ϕ1 + •ϕ2 : X × RN1 × RN2 × [0, 1]→ E(16)
defined as
(x, a1, a2, τ) 7→ s(x) + ϕ1(x, a1) + τϕ2(x, a2)
is surjective at each point on M× {0} × {0} × [0, 1], and so on a neighborhood
of M× {0} × {0} × [0, 1] in X × RN1 × RN2 × [0, 1]. Thus we obtain a manifold
U ⊂ X × RN1 × RN2 × [0, 1] with boundary from the Fredholm section (16) via
the same procedure used to define a virtual neighborhood as above. By replacing
U and virtual neighborhoods to some smaller neighborhoods of M if we need,
U gives a cobordism between a virtual neighborhood U ′1 obtained from s˜′1 and a
virtual neighborhood U12 obtained from s˜12. (Such a manifold U is called a virtual
neighborhood cobordism in Ruan [37].) Let us consider the section
hU : U × [0, 1]→ U × RN1 × RN2 × [0, 1]
and the relative Euler class eU ∈ HN1+N2cpt (U × [0, 1];Z) obtained in a similar way
to define (12) and (13). Since the restrictions of hU to τ = 0, 1 are the sections hU ′1
and hU12 respectively, the relative Euler classes eU ′1 and eU12 are the restrictions of
eU to U ′1 and to U12 respectively. Thus we have〈
eU ′1 ∪ p∗α, [U ′1]BM
〉− 〈eU12 ∪ p∗α, [U12]BM 〉 = 〈eU ∪ p∗α, ∂[U ]BM 〉 = 0,(17)
where p in the left-hand side is the map given by the projectionX ×RN1×RN2 → X
and p in the right-hand side is that given by X × RN1 × RN2 × [0, 1] → X . Let
eU1×RN2 ∈ HN1+N2cpt (U1 × RN2 ;Z) be the relative Euler class defined by the section
hU1 × idRN2 : U1 × RN2 → U1 × RN1 × RN2 .
Since the virtual neighborhood U ′1 is same to U1 × RN2 if we focus only on neigh-
borhoods of M, we have〈
eU ′1 ∪ p∗α, [U ′1]BM
〉
=
〈
eU1×RN2 ∪ p∗α, [U1 × RN2 ]BM
〉
.(18)
In addition, since eU1×RN2 corresponds to eU1 via the suspension isomorphism
H∗cpt(U1 × RN2 ;Z) ∼= H∗−N2cpt (U1;Z),
we obtain 〈
eU1×RN2 ∪ p∗α, [U1 × RN2 ]BM
〉
= 〈eU1 ∪ p∗α, [U1]BM 〉 .(19)
The equalities (17), (18), and (19) imply that
〈eU1 ∪ p∗α, [U1]BM 〉 = 〈eU12 ∪ p∗α, [U12]BM 〉 .(20)
Via 〈eU12 ∪ p∗α, [U12]BM 〉, it follows that
〈eU1 ∪ p∗α, [U1]BM 〉 = 〈eU2 ∪ p∗α, [U2]BM 〉
from the equality (20) and the similar equality relating U2 and U12 shown by the
same argument. 
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5.2. Family virtual neighborhood. We give a family version of Ruan’s virtual
neighborhood technique in this subsection. We work in the following setting in this
subsection.
• Let B be a normal space. (Then we can take continuous cut-off functions.)
• Let π : X = ⊔b∈B Xb → B be a parametrized Hilbert manifold, namely, be
a continuous fiber bundle and suppose that each fiber Xb be a paracompact
Hausdorff Hilbert manifold whose model Hilbert space is separable.
• Let E = ⊔b∈B Eb → ⊔b∈B Xb → B be a parametrized Hilbert bundle.
Namely, let E → B be a continuous fiber bundle and suppose that Eb → Xb
is a smooth Hilbert bundle whose fiber is a Hilbert space Hb for each b ∈ B.
• Let s = ⊔b∈B sb : X → E be a parametrized Fredholm section, namely,
be a continuous section and suppose that the restriction to each fiber sb :
Xb → Eb is a smooth Fredholm section.
• We assume that the index of d(sb)x : TxXb → Hb is common to all b ∈ B
and x ∈ Xb and write ind s for the index. We also assume that d(sb) con-
tinuously depends on b. Namely, for the bundles TfiberX =
⊔
b∈B TXb and
TfiberE =
⊔
b∈B TEb, the section of Hom(TfiberX , s
∗TfiberE ) → B induced
from ds is continuous.
Set
M =
⊔
b∈B
Mb := s−1(0) =
⊔
b∈B
s−1b (0),
corresponding to the parametrized moduli space. We assume that s satisfies the
following assumption on compactness:
Assumption 5.8. The space M is compact.
We now construct a “family virtual neighborhood”. Let x be a point in M.
Then there exists Nx ∈ N and a linear map fx such that
d(sπ(x))x + fx : TxXπ(x) ⊕ RNx → Hπ(x)
is surjective. Take a small neighborhood Ux of x in X such that d(sπ(y))y + fx
is surjective for any y ∈ Ux ∩ M. We can choose Ux such as it is the product
of open sets Ubasex of B and U
fiber
x of the fiber Xb via a fixed local trivialization
of X → B, i.e. Ux ∼= Ubasex × Ufiberx . Let px : Ubasex × Ufiberx → Ufiberx be the
projection. Take a (continuous) cut-off function ρbasex : U
base
x → [0, 1] supported
in Ubasex satisfying ρ
base
x (x) > 0, and do a smooth partition of unity {ρfiberx }x∈Mb
subordinate to {Ufiberx }x∈Mb in Xb. Define
ρx : Ux → [0, 1]
as
ρbasex · p∗xρfiberx : Ubasex × Ufiberx → [0, 1]
via the fixed local trivialization. Take an open set U ′x in X with x ∈ U ′x ⊂ Ux
such that ρx > 0 on U
′
x. Then {U ′x}x∈M is an open covering of M, and hence
there exists finite points x1, . . . , xm ∈ M such that M⊂
⋃m
i=1 Uxi . Set Ni := Nxi,
fi := fxi , Ui := Uxi , and N := N1 + · · · + Nm. Fix a local trivialization of E on
each Ui, and define a map
ϕ : X × RN → E
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by the formula (11) via the fixed local trivializations. Set
s˜ := s+ ϕ : X × RN → E , and
s˜b := sb + ϕ : Xb × RN → Eb.
We now have the following lemma by the completely same argument to prove
Lemma 5.2 since ρi is smooth along the fiber direction of X → B and for any
x ∈ M there exists i such that ρi(x) > 0:
Lemma 5.9. For any b ∈ B and any x ∈ Mb, the differential
d(s˜b)(x,0) : TxXb ⊕ RN → Hb
is surjective.
From this lemma, there exists a neighborhood N of M×{0} in X × RN such
that such that the differential of s˜b is surjective on any point of (s˜b|N )−1(0) =
s˜−1b (0) ∩N for any b. Set
U = U(s, ϕ) := s˜−1(0) ∩N , and
Ub := s˜−1b (0) ∩N .
Then each Ub is a smooth manifold with dimUb = ind s+N .
Definition 5.10. The family of manifolds
U = U(s, ϕ) =
⊔
b∈B
Ub
constructed above is called a family virtual neighborhood for the parametrized Fred-
holm section s : X → H .
As in the non-parameterized case, the restriction of the projectionX ×RN → RN
is equipped with for a family virtual neighborhood U . We denote by hU : U → RN
this map. The space M is regarded as a subspace of U and is the level set of hU
for the height zero.
Remark 5.11. We note that a family virtual neighborhood U is not a fiber bundle
in general, and also note that, although U is parameterized on the whole of B, it is
“supported” on the subspace
Bs :=
{
b ∈ B ∣∣ s−1b (0) 6= ∅ } ,
i.e. if s−1b (0) = ∅ holds, then a small neighborhood of Mb in Ub is also empty.
We now construct a (compactly supported) cohomology class on B from a fam-
ily virtual neighborhood. For k ≥ 0, fix a cohomology class α in Hk(X ;Z) or
Hk(X ;Z/2). Let p : U → X be the restriction of the projection X × RN → X .
The map hU : U → RN can be regarded as a section
hU : U → U × RN
of the trivial bundle U × RN → U . Since h−1U (0) ∼= M is compact, one can take
a relatively compact neighborhood K of h−1U (0) in U . Let us consider the relative
Euler class with respect to hU :
eU := h
∗
Uτ(U × RN ) ∈ HN (U ,U \K;Z)
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using the Thom class τ(U × RN ) of the trivial bundle U × RN → U . We use the
same notation eU for the image of eU by the map
HN (U ,U \K;Z)→ HNcpt(U ;Z).
SinceM is compact and U is supported on Bs, one can find a fiberwise embedding
U → B×Rn for large n. Although U → B is not a fiber bundle in general, one can
therefore define “integration along the fiber”
π! : H
∗
cpt(U)→ H∗−(ind s+N)cpt (B)(21)
as follows. For each b ∈ B, let νUb → Ub be the normal bundle for the embedding
Ub →֒ {b} × Rn, and let νU → U be the “parametrized normal bundle”, i.e. νU :=⊔
b∈B νUb → U → B. Then νU → U is a continuous vector bundle on U of rank
n− (ind s+N). We regard νU as a small neighborhood of U in B ×Rn. Using the
Thom isomorphism and the excision isomorphism, we get the map
H∗(U) ∼=H∗+n−(ind s+N)(D(νU ), S(νU ))
∼=H∗+n−(ind s+N)(D(B × Rn), D(B × Rn) \ νU )
→H∗+n−(ind s+N)(D(B × Rn), S(B × Rn)) ∼= H∗−(ind s+N)(B).
This map induces a map between compact supported cohmology grourps, and we
define (21) as the map. Here the coefficient of the cohomology groups in (21) is Z
if a nowhere-vanishing section of det s → s−1(0) is given, and otherwise Z/2. The
map (21) is independent of the choice of fiberwise embedding as usual.
Definition 5.12. We define a cohomology class M(s, α) by the formula
M(s, α) := π!(eU ∪ p∗α) ∈ Hk−ind scpt (B).(22)
Let B′ ⊂ B be a subset satisfying B′ ∩ Bs = ∅, i.e. s is nowhere-vanishing on
B′. Then the cohomology class (22) can be regarded as an element of the relative
cohomology:
M(s, α;B′) := π! (eU ∪ p∗α) ∈ Hk−ind scpt (B,B′).(23)
Here the coefficient of the cohomology groups in (22) and (23) is Z if a nowhere-
vanishing section of det s→ s−1(0) is given, and otherwise is Z/2. We call M(s, α)
and M(s, α;B′) the cohomological invariants emerging from s, α (and B′ for the
latter case).
Remark 5.13. Assume that the fiberwise Poincare´ dual of p∗α can be represented
as a family of smooth submanifolds V ⊂ U , V = ⊔b∈B Vb. For a subspace B′ ⊂ B,
suppose thatMb ∩Vb = ∅ for any b ∈ B′. Then, as in Remark 5.6, the cohomology
class M(s, α) can be regarded as an element of the relative cohomology group; we
can define M(s, α;B′) ∈ Hk−ind scpt (B,B′) as in (23).
Remark 5.14. For a given family of 4-manifolds, assume that the family of ASD
or Seiberg–Witten equations arising from the family of 4-manifolds satisfies the
condition corresponding to Assumption 5.8. Then we can obtain a cohomology
class on the base space by combing Definition 5.12 with the argument given in
Section 2. However, for a general family on a non-compact base (for example the
universal bundle of the diffeomorphism group on the classifying space of it), there
is no standard way to assure the condition corresponding to Assumption 5.8. To
establish the universal theory, we need an argument obtained by mimicking the
obstruction theory, given in Section 6.
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Lemma 5.15. The cohomology class M(s, α) depends only on the section s : X →
E and the cohomology class α ∈ Hk(X ;Z). Similarly, if s : X → E is nowhere-
vanishing on a subspace B′ ⊂ B, the cohomology class M(s, α;B′) depends only on
s : X → E , α ∈ Hk(X ;Z), and B′.
Proof. Let Ui (i = 1, 2) be two virtual neighborhoods obtained from s˜i := s+ ϕi :
X × RNi → E and consider two maps s˜′1 and s˜12 defined by the same formulae
(14) and (15). For each b ∈ B, the differential of
sb + ϕ1 + •ϕ2 : Xb × RN1 × RN2 × [0, 1]→ Eb × [0, 1]
is surjective at each point on Mb × {0} × {0} × [0, 1], and thus on a neighborhood
of Mb × {0} × {0} × [0, 1] in Xb × RN1 ×RN2 × [0, 1]. Thus we obtain a family of
manifolds with boundaries U ⊂ X ×RN1 ×RN2 × [0, 1] and we can assume that U
gives a fiberwise cobordism between a family virtual neighborhood U ′1 obtained from
s˜′1 and a family virtual neighborhood U12 obtained from s˜12. The relative Euler
classes eU ′1 and eU12 are the restrictions of the relative Euler class obtained from hU
to U ′1 and U12 respectively. Therefore, using the following elementary Lemma 5.16,
we have π!(eU ′1 ∪ p∗α) = π!(eU12 ∪ p∗α). The rest of the proof is an argument based
on the suspension isomorphism, which is same as the proof of Lemma 5.7. 
Lemma 5.16. Let V0 → B, V1 → B and V → B be continuous maps (not neces-
sary fiber bundles). Assume that the inverse images by these maps of each point of
B are smooth manifolds, and also assume that they admit fiberwise embeddings into
a trivial vector bundle. (Then one can define integration along the fiber for these
families.) Suppose that V gives a fiberwise cobordism between V0 and V1. Then, for
any cohomology class β ∈ H∗cpt(V),
π!(β|E0) = π!(β|E1)
holds.
Proof. Since integration along the fiber commutes with restriction, it is enough to
show our statement in the case that Vi and V are trivial bundles. In this case,
one can easily to see it using the Ku¨nneth formula and the cobordism argument as
(17). 
Definition 5.17. (1) If B is a closed manifold of dimension of k − ind s, we
define a number m(s, α) by
m(s, α) := 〈M(s, α), [B]〉 ∈ Z or Z/2.
Here, if a nowhere-vanishing section of det s → s−1(0) is given and if B is
oriented, m(s, α) ∈ Z, and otherwise ∈ Z/2.
(2) If B is a compact manifold with boundary and s is nowhere-vanishing on
∂B, we define a number m(s, α; ∂B) by
m(s, α; ∂B) := 〈M(s, α; ∂B), [B, ∂B]〉 ∈ Z or Z/2.
Here whether m(s, α; ∂B) is in Z or not is similar to the case (1).
These numbers m(s, α) andm(s, α; ∂B) correspond to the“counted number #M”
for the parameterized moduli space on B.
We remark a lemma relating the “naturality” at the end of this section:
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Lemma 5.18. Let E → X → B and s : X → E be as above, A be a normal
space, and f : A → B be a continuous map. Assume that, for the pull-backed
section f∗s : f∗X → f∗E , the parameterized zero set (f∗s)−1(0) is also compact.
Let U be a family virtual neighborhood for the parameterized Fredholm section s.
Then, there exist a family virtual neighborhood f∗U for the pull-backed section f∗s
and a continuous map f˜ : f∗U → U such that f˜ covers f and
f˜∗eU = ef∗U(24)
holds.
Proof. Let ϕ : X × RN → E be the finite dimensional perturbation used to define
U . Then f∗U is constructed as the virtual neighborhood obtained from f∗ϕ :
f∗X × RN → f∗E . Let f¯ : f∗X → X be the natural map covering f . Then the
map f˜ is given as the restriction of f¯ × idRN : f∗X × RN → X × RN . If we take
the open manifold N used in the definition of U and that for f∗U to be sufficiently
small, one can check that the equality
(f˜ × idRN )∗τ(U × RN ) = τ(f∗U × RN )
between the Thom classes holds in
HN (f∗U ×D(RN ), f∗U × S(RN )) ∼= H0(f∗U)⊗R,
where R = Z or Z/2 is the coefficient ring. This implies the equality (24) between
the Euler classes. 
Corollary 5.19. Let E → X → B, s : X → E , and f : A→ B be that given in
Lemma 5.18 and assume that (f∗s)−1(0) is also compact. Then
f∗M(s, α) = M(s, f¯∗α)
holds for any α ∈ H∗(X ), where f¯ : f∗X → X is the natural map covering f .
Similarly, for subsets A′ ⊂ A and B′ ⊂ B satisfying that f(A′) ⊂ B′ and that s is
nowhere-vanishing on A′, we have
f∗M(s, α;B′) = M(s, f¯∗α;A′).
Proof. This is because pull-back commutes with integration along the fiber. 
6. Construction of the characteristic classes
The aim of this section is to construct characteristic classes bundles of 4-manifolds
via ASD/Seiberg–Witten equations. The procedure of the construction is some
analogy of that of obstruction theory. The basic reason why the analogy works is
that we have an interpretation of the Donaldson/Seiberg–Witten invariants as the
“Euler classes” of some Hilbert bundles, explained as the introduction. To consider
the Euler class in the rigorous sense, we use some finite dimensional approximations
of the Hilbert bundles, given in Section 5. We note that the story of this section
is similar to that of Section 3 in [19], in which the author has given the construc-
tion of the cohomological Seiberg–Witten invariant associated with the adjunction
complex of surfaces.
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6.1. Main construction. Let X be an oriented closed smooth 4-manifold. Let us
choose one of the ASD setting or the SW setting, and work on it in this subsection.
We shall eventually define characteristic classes for bundles on a general topological
space, but let B be a CW complex until Corollary 6.7. Let n be a non-negative
integer and suppose that b+(X) ≥ n+2. Assume that the formal dimension of the
moduli space is −n. In this subsection we define our characteristic classes under
these assumptions. Let B(n) denote the n-skeleton of B. We first construct a
section
σ = σ(n) : B(n) → Π(E)|B(n)(25)
inductively as follows. For each b ∈ B(0), take a generic point in Π(Eb). Then
we have σ(0) : B(0) → Π(E)|B(0) . Assume that we have constructed σ(k−1) :
B(k−1) → Π(E)|B(k−1) for k ≤ n such that the parameterized moduli space for
σ(k−1) is empty: Mσ(k−1) = ∅. HereMσ(k−1) is the space obtained by substituting
σ(k−1) for σ in Definition 4.1. Note that this condition on σ(k−1) implies that
Mσ(k−1) contains no reducible solution. Let e ⊂ B be a k-cell and ϕe : Dke →
e¯ ⊂ B be the characteristic map of e. Here Dke is the standard k-dimensional disk
indexed by e. Since the bundle ϕ∗eΠ(E)→ Dke is trivial, we can take a trivialization
ψe : ϕ
∗
eΠ(E) → Dke × Π(X). Let us consider the continuous map obtained as the
composition
p2 ◦ ψe ◦ (ϕe|∂Dke )∗σ(k−1) : ∂Dke → (ϕe|∂Dke )∗Π(E)→ ∂Dke ×Π(X)→ Π(X),
where p2 : ∂D
k
e × Π(X) → Π(X) is the projection. Since b+(X) ≥ n + 1, we can
smoothly and generically extend this map to a map from Dke into Π(X) avoiding
the wall. (Here the term “smoothly” means smoothness in the interior of Dke .)
This extended map gives a section e¯→ Π(E)|e¯. We therefore obtain σ(k) : B(k) →
Π(E)|B(k) . In fact this procedure can be continued until k = n+1 since we assume
b+(X) ≥ n+2, but we stop it until k = n in this subsection. (The case that k = n+1
is used in Subsection 6.2.) We call such σ an inductive section. Note that whether
Mσ(k) is empty or not is independent of the choice of local trivialization. This
is because another choice of trivialization induces a bijection as in (6). To detect
Mσ(k) is empty or not, we can therefore use the smooth structure of the pull-backed
moduli space on Dn−1e via the trivializations ψe. Thus we haveMσ(k) = ∅ for k < n
because of formal dimension.
For each n-cell e, substituting ϕ∗eσ for σσ in Definition 4.3, we can consider the
family of Fredholm sections sϕ∗eσ corresponding to ϕ
∗
eσ and parameterized on D
n
e .
As we mentioned, the section (25) satisfies that Mσ(n−1) = ∅. Namely, for each
n-cell e, the family of Fredholm sections sϕ∗eσ is nowhere-vanishing on ∂D
n
e . In
addition, the parameterized moduli space Mϕ∗es is compact because of the com-
pactness of Dne and that of the usual (i.e. unparameterized) moduli space of the
solutions to the SO(3)-ASD equation with non-trivial w2 or to the Seiberg–Witten
equations. In other words, the family of Fredholm sections sϕ∗eσ satisfies the com-
pactness assumption corresponding to Assumption 5.8. We can therefore have the
number
m(sϕ∗eσ, 1;D
n
e ) ∈ Z or Z/2
by substituting sϕ∗eσ and 1 ∈ H0(B∗ϕ∗eσ) for s and α in Definition 5.17, where B∗ϕ∗eσ
is the Hilbert manifold obtained by substituting ϕ∗eσ for σ in Definition 4.2. Here if
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we consider the homology oriented case, the number is in Z, and otherwise in Z/2.
We write
C∗(B), C
∗(B), ∂ : C∗(B)→ C∗−1(B), δ : C∗(B)→ C∗+1(B)
for the (cellular) chain complex, the cochain complex, the boundary operator, and
the coboundary operator respectively, where the coefficient is Z if we consider the
homology oriented case, and otherwise is Z/2. In what follows, we keep this con-
vention on coefficient.
Definition 6.1. For the section σ constructed above, we define a cochain
A(E, σ) ∈ Cn(B)
by
e 7→ m(sϕ∗eσ, 1;Dne ).
We shall prove the following proposition in Subsection 6.2:
Proposition 6.2. The cochain A(E, σ) constructed above is a cocycle.
We now may write down the definition of our characteristic classes:
Definition 6.3. We define
A(E) := [A(E, σ)] ∈ Hn(B),
where σ : B(n) → Π(E)|B(n) is an inductive section.
This cohomology class is invariants of E:
Theorem 6.4. The cohomology class A(E) given in Definition 6.3 is independent
of the choice of σ.
We shall prove Theorem 6.4 in Subsection 6.2.
Remark 6.5. If we assume Theorem 6.4, we can immediately see that, if E is a
trivial G-bundle and n > 0, then A(E) = 0. Indeed, in this case, we can take
a “constant” inductive section σ, then we have A(E, σ) = 0 because of formal
dimension.
In addition, A(·) satisfies functoriality. Namely, A(·) is a characteristic class:
Theorem 6.6. The correspondence E 7→ A(E) is functorial. Namely, for a CW
complex B′ and a continuous map f : B′ → B, we have
f∗A(E) = A(f∗E).
We shall prove Theorem 6.6 in Subsection 6.2. By applying Theorem 6.6 to the
identity map, we also have the following independence of A(E) on CW structure of
the base space:
Corollary 6.7. The cohomology class A(E) given in Definition 6.3 is independent
of the choice of CW structure of B.
In fact, we can functorially extend the definition of A(·) to any bundle on any
topological space using a purely topological lemma:
Lemma 6.8. For any topological space B, we can associate a cohomology class
A(E) ∈ Hn(B) to any continuous fiber bundle X → E → B with structure group
G, and this correspondence E 7→ A(E) satisfies that:
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• if B is a CW complex, this A(E) coincides with that given in Definition 6.3,
and
• for a topological space B′ and a continuous map f : B′ → B, we have
f∗A(E) = A(f∗E).
Proof. Recall that, for any topological space B, there exists a CW complex |∆(B)|
equipped with a weak homotopy equivalence map ρB : |∆(B)| → B. The space
|∆(B)| is obtained by considering the geometric realization of the simplicial set
arising from singular simplices, and this construction B 7→ |∆(B)| is functorial
with respect to the map ρB : |∆(B)| → B. (For example, see May’s book [26].) For
a bundle X → E → B, let us define
A(E) := (ρ∗B)
−1A(ρ∗BE) ∈ Hn(B),
where A(·) in the right-hand side is the one defined in Definition 6.3. Then it is
straightforward to check the required conditions. 
Write D(·) := A(·) and SW(·) := A(·) for the ASD setting and the SW setting
respectively. We summarize the results in this subsection as follows.
Theorem 6.9. Let n be a non-negative integer, X be an oriented closed smooth
4-manifold with b+(X) ≥ n+ 2, and B be a topological space.
(1) Let P be the isomorphism class of an SO(3)-bundle satisfying that w2(P) 6=
0 and d(P) = −n.
(a) To a continuous fiber bundle X → E → B with structure group
Diff(X,P), we can associate
D(E) ∈ Hn(B;Z/2).
(b) To a continuous fiber bundle X → E → B with structure group
Diff(X,P,O), we can associate
D(E) ∈ Hn(B;Z).
In both case of (1a) and (1b), the correspondence E 7→ D(E) is functorial.
(2) Let s be the isomorphism class of a spinc structure on X with d(s) = −n.
(a) To a continuous fiber bundle X → E → B with structure group
Diff(X, s), we can associate
SW(E) ∈ Hn(B;Z/2).
(b) To a continuous fiber bundle X → E → B with structure group
Diff(X, s,O), we can associate
SW(E) ∈ Hn(B;Z).
In both case of (2a) and (2b), the correspondence E 7→ SW(E) is functorial.
Definition 6.10. In the setting of Theorem 6.9, we define
D(X,P) := D(EDiff(X,P)) ∈ Hn(BDiff(X,P);Z/2),
D(X,P,O) := D(EDiff(X,P,O)) ∈ Hn(BDiff(X,P,O);Z)
SW(X, s) := SW(EDiff(X, s)) ∈ Hn(BDiff(X, s);Z/2), and
SW(X, s,O) := SW(EDiff(X, s,O)) ∈ Hn(BDiff(X, s,O);Z).
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Of course the statement of Theorem 6.9 has no meaning if we cannot show the
non-triviality of them. In Section 8 we shall explicitly calculate some of these char-
acteristic classes. Note that, in the case that n = 0, the cohomology classes given in
Definition 6.10 are nothing other than the usual SO(3)-Donaldson invariants and
Seiberg–Witten invariants (valued in Z/2 and in Z) defined by counting the moduli
space of formal dimension zero. Therefore for n = 0 theses classes are obviously
non-trivial, and so we are interested in the non-triviality in the case that n > 0,
which is the subject of Section 8.
Remark 6.11. We have assumed that the formal dimension of the moduli space is
−n in this subsection. We can relax the assumptions using non-trivial cohomology
class α appeared in Section 5, which corresponds to cutting of higher-dimensional
moduli spaces. However, the following technical issue arises to consider such a
generalization of characteristic classes. Let us focus on the SW case for simplicity.
In the unparameterized situation, to obtain a cohomology class of positive degree
on the irreducible configuration space divided by the gauge group, denoted by B∗,
one needs to consider an S1-fibration S1 → L→ B∗. The total space L is given as
the quotient of the configuration space divided by a subgroup G0 of G inducing an
exact sequence
1→ G0 → G → S1 → 1.
Because of the rest symmetry of S1, we cannot apply the argument of Section 4 to
L: for a family with structure group Diff(X, s) or Diff(X, s,O), we cannot obtain a
line bundle which is globally defined on the whole base space by gluing together L’s.
However, we hope one can avoid this problem by considering some stacks rather
than line bundles, which will be discussed in a subsequent paper.
6.2. Well-definedness and naturality. The purpose of this subsection is to prove
Proposition 6.2 and Theorems 6.4 and 6.6. Before starting it, we note the following
lemma on an expression of the cochain A(·). Henceforth we identify Cn(B) with
Hn(B(n), B(n−1)).
Lemma 6.12. In the setting of Definition 6.1, assume that B is compact. Then
we have
M(sσ, 1;B
(n−1)) = A(E, σ)(26)
in Hn(B(n), B(n−1)) = Cn(B).
Proof. We first note that the left-hand side of (26) can be defined inHn(B(n), B(n−1))
since B is compact andMσ(n−1) = ∅ holds. Let e be an n-cell of B and ϕe : Dne → B
be its characteristic map. Because of the compactness of B and Dne , we can apply
Corollary 5.19 to ϕe : D
n
e → B, and thus we obtain
ϕ∗eM(sσ, 1;B
(n−1)) = M(ϕ∗esσ, 1; ∂D
n
e ).
The equality and the isomorphism∏
e⊂B
ϕ∗e : C
n(B) = Hn(B(n), B(n−1))→
∏
e⊂B
Hn(Dne , ∂D
n
e )
imply (26). 
We now prove the naturality at the level of cochains.
24 HOKUTO KONNO
Proposition 6.13. Let us follow the setting of Definition 6.1. Then, for a CW
complex B′ and a cellular map f : B′ → B,
f∗A(E, σ) = A(f∗E, f∗σ)(27)
holds in Cn(B′).
Proof. We first note that the notation A(f∗E, f∗σ) makes sense: f∗σ is also an
inductive section on B′(n), which is a straightforward verification. Let e ⊂ B′ be an
n-cell and ϕe : D
n
e → B′ be the characteristic map of e. Take a finite subcomplex
K ′ ⊂ B′ containing the image of ϕe, and also take a finite subcomplex K ⊂ B
containing the image f(K ′). By applying Lemma 6.12 to σ|K(n) , we have
M(sσ|
K(n)
, 1;K(n−1)) = i∗K A(E, σ)(28)
in Cn(K(n)) = Cn(K), where iK : K →֒ B is the inclusion. On the other hand,
because of the compactness of K(n), K ′(n) and Dne , we can apply Corollary 5.19 to
the restriction f : K ′(n) → K(n) of f and ϕe, and thus have
ϕ∗ef
∗M(sσ|
K(n)
, 1;K(n−1)) = M(ϕ∗ef
∗sσ|
K(n)
, 1; ∂Dne ).(29)
Since ϕ∗ef
∗sσ = sϕ∗ef∗σ holds, the equalities (28) and (29) imply that
ϕ∗ef
∗A(E, σ) = M(sϕ∗ef∗σ, 1; ∂Dne ).
It therefore follows that
f∗A(E, σ)(e) = 〈f∗A(E, σ), e〉 = 〈ϕ∗ef∗A(E, σ), [Dne , ∂Dne ]〉
=
〈
M(sϕ∗ef∗σ, 1; ∂D
n
e ), [D
n
e , ∂D
n
e ]
〉
= 〈A(f∗E, f∗σ), e〉 .
Thus we obtain (27). 
Proof of Theorem 6.6. This is a direct consequence of Proposition 6.13 and the cel-
lular approximation theorem. (Here we interpret A(f∗E) as [A(f∗E, f∗σ)], which
is in fact independent of f∗σ by Proposition 6.2.) 
We now give the proof of Proposition 6.2 and Theorem 6.4. Both of them
are shown using (n + 1)-parameter families, corresponding to so-called arguments
by cobordisms. However, in fact, any cobordism between manifolds does not ex-
plicitly appear in this subsection. This is because it has been absorbed into the
well-definedness of the cohomological invariants (Lemma 5.15) in family virtual
neighborhood context.
Proof of Proposition 6.2. As we noted in Subsection 6.1, an inductive section σ(•)
can be constructed also for • = n + 1 since b+(X) ≥ n + 2. Let us fix σ(n+1) :
B(n+1) → Π(E)|B(n+1) through the inductive procedure in Subsection 6.1. By
abuse of notation, we write σ for both σ(n) and σ(n+1). Take an (n + 1)-cell
e ⊂ B and its characteristic map ϕe : ∆n+1 → B. Here we equip Dne ∼= ∆n+1
with the CW structure as the standard simplex, and by cellular approximation, we
can assume that ϕe is cellular with respect to this CW structure on ∆
n+1. From
Proposition 6.13, it follows that
δA(E, σ)(e) = δA(E, σ)(ϕe∗∆n+1) = ϕ∗eδA(E, σ)(∆n+1)(30)
=δϕ∗e A(E, σ)(∆n+1) = δA(ϕ∗eE,ϕ∗eσ)(∆n+1) = A(ϕ∗eE,ϕ∗eσ)(∂∆n+1).
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On the other hand, by applying Lemma 6.12 to ϕ∗eσ|(∆n+1)(n) , we have
M(sϕ∗eσ|(∆n+1)(n) , 1; (∆
n+1)(n−1)) = A(ϕ∗eE,ϕ∗eσ).(31)
In addition, since Mϕ∗eσ(n−1) = ∅ holds, we can define
M(sϕ∗eσ, 1; (∆
n+1)(n−1)) ∈ Hn(∆n+1, (∆n+1)(n−1))
and
i∗M(sϕ∗eσ, 1; (∆
n+1)(n−1)) = M(sϕ∗eσ|(∆n+1)(n) , 1; (∆
n+1)(n−1))(32)
holds, where
i : ((∆n+1)(n), (∆n+1)(n−1)) →֒ (∆n+1, (∆n+1)(n−1))
is the inclusion. From the equalities (30), (31), (32), and i∗∂∆
n+1 = 0, it follows
that
δA(E, σ)(e) = 〈A(ϕ∗eE,ϕ∗eσ), ∂∆n+1〉 = 〈i∗M(sϕ∗eσ, 1; (∆n+1)(n−1)), ∂∆n+1〉
=
〈
M(sϕ∗eσ, 1; (∆
n+1)(n−1)), i∗∂∆
n+1
〉
= 0.
Thus we have δA(E, σ) = 0. 
Proof of Theorem 6.4. Let us take two inductive sections σi : B
(n) → Π(E)|B(n) for
i = 0, 1, and set Ai := A(E, σi). Let p : B× [0, 1]→ B the the projection. For each
cell e of B, let ϕe : D
dim e → B be its characteristic map and fix a trivialization
ψ˜e : (ϕe × id)∗p∗Π(E)→ Ddim e × [0, 1]×Π(X).
We inductively construct a section σ˜ = σ˜(n) : B(n)×[0, 1]→ p∗Π(E)|B(n) as follows.
First let e ⊂ B be a 0-cell. We take a section σ˜(0) : e× [0, 1]→ p∗Π(E)|e such that
σ˜(0)|e×{i} = σ(0)i and the composition
p2◦ψ˜e◦(ϕe×id)∗σ˜(0) : D0e×(0, 1)→ (ϕe×id)∗p∗Π(E)→ D0×[0, 1]×Π(X)→ Π(X)
is smooth (in the interior of the domain) and generic, and avoiding the wall. Then
we obtain σ˜(0) : B(0) → p∗Π(E)|B(0) . We next assume that we have constructed
σ˜(k−1) : B(k−1) → p∗Π(E)|B(k−1) for k ≤ n such that σ˜(k−1)|e×{i} = σ(k−1)i and
Mσ˜(k−1) = ∅. For a k-cell e ⊂ B, we take a section σ˜(k) : e× [0, 1]→ p∗Π(E)|e such
that σ˜(k)|e×{i} = σ(k)i , σ˜(k)|e¯\e = σ˜(k−1)|e¯\e, and the composition
p2 ◦ ψ˜e ◦ (ϕe × id)∗σ˜(k) : Dke × (0, 1)→ Π(X)
is smooth and generic, and avoiding the wall. We can assume that this composition
avoids the wall since we assume that b+(X) ≥ n+ 2. We now obtain σ˜(k) : B(k) →
p∗Π(E)|B(k) , and thus σ˜ : B(n) × [0, 1]→ p∗Π(E)|B(n) . Let us define
A˜ ∈ Cn−1(B)
by
A˜(e) := (−1)n−1A(p∗E, σ˜)(e × I)
for each (n−1)-cell e of B, where I is the 1-cell of [0, 1] equipped with the standard
cell structure. We shall show that δ A˜ = A1−A0. Let R = Z or Z/2 be the our
coefficient, and let us write the basis of C∗(I) as C0(I) = R ·0⊕R ·1, C1(I) = R · I,
and write the dual basis as C0(I) = R ·0∗⊕R ·1∗, C1(I) = R ·I∗. Let Φ : C∗(B)→
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C∗+1(B× [0, 1]) be the isomorphism given by Φ(c) := c⊗ I∗, which commutes with
δ. Let us consider an n-cell of B × [0, 1] written as
e˜ = en−1 ⊗ I + en0 ⊗ 0 + en1 ⊗ 1
∈ Cn−1(B)⊗ C1([0, 1])⊕ Cn(B)⊗ C0([0, 1]) ∼= Cn(B × [0, 1]).
Then, since A(p∗E, σ˜)(e × i) = Ai(e) holds for each n-cell e of B, we have
Φ A˜(e˜) = A˜(en−1) = (−1)n−1A(p∗E, σ˜)(en−1 × I)
= (−1)n−1{A(p∗E, σ˜)(e˜)−A0(en0 )−A1(en1 )}
= (−1)n−1{A(p∗E, σ˜)(e˜)−A0⊗0∗(e˜)−A1⊗1∗(e˜)}.
It therefore follows that
Φ A˜ = (−1)n−1(A(p∗E, σ˜)−A0⊗0∗ −A1⊗1∗).
Using this equality and Proposition 6.2, we have
Φδ A˜ = δΦ A˜ = (−1)n−1δ(A(p∗E, σ˜)−A0⊗0∗ −A1⊗1∗)
= (−1)n{(−1)nA0⊗δ0∗ + (−1)nA1⊗δ1∗}
= −A0⊗I∗ +A1⊗I∗ = Φ(−A0+A1).
Since Φ is an isomorpshism, we obtain the required equality δ A˜ = A1−A0. 
Remark 6.14. In the argument of this subsection, the cohomological invariants given
in Definition 5.12 is fruitfully used. This is one of the clear merits of our family
virtual neighborhood technique, and here we also mention another good point of
it. In the proof of Theorem 6.4, for i = 0, 1, let ψe,i : ϕ
∗
eΠ(E)→ Dne ×Π(X) be the
trivialization of ϕ∗eΠ(E)→ Dne used in the construction of σi. We note that we do
not need to take ψ˜e to be an extension of ψe,i: although the composition
p2 ◦ ψ˜e ◦ ϕ∗eσ(n)i : Dne × {i} → Π(X)
is not smooth in general, it does not matter since we here do not consider any
cobordism between smooth moduli spaces. This is also one of the advantages of
the family virtual neighborhood technique: we do not need to connect by a path
between two local trivializations. If one tries to connect the trivializations ψe,0 and
ψe,1 via a family of trivializations, we have to study π0(Homeo(Π(X)\wall)), where
Homeo(·) denotes the homeomorphism group. Especially in the ASD setting, the
structure of the wall is complicated, and hence Homeo(Π(X) \wall) is so. The use
of the family virtual neighborhood technique allows us to avoid such a problem.
Remark 6.15. We mention other possibilities of ways to construct gauge theoretic
characteristic classes on the classifying space of the diffeomorphism group avoiding
family virtual neighborhood technique. A simple way is to abandon Z or Z/2-
coefficient cohomology and to work over Q. Since any homology class over Q on
any space, say the classifying space, can be represented as a smooth finite dimen-
sional manifold, one may apply usual family gauge theory (and Nakamura’s idea
described in Section 4) to the representative. For example, D. McDuff [27] describes
characteristic classes obtained based on the family Gromov–Witten invariant via
this way. Another possibility is to use a model of the classifying space which is
a smooth infinite dimensional manifold. (For example, see Kriegl–Michor [21].)
However this approach, of course, involves a lot of subtle problems on the counting
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of the moduli space, and the author does not certain whether one can completely
avoid family virtual neighborhood technique via this way.
7. Characteristic classes as obstruction
In this section we interpret our characteristic classes D and SW as obstructions to
some structure on 4-manifold bundles. We first note that these characteristic classes
are obstructions to fiberwise connected sum under suitable assumption on b+. Let
B be a topological space and Xi → Ei → B (i = 1, 2) be fiber bundles of oriented
closed 4-manifolds Xi. Given sections Si : B → Ei, if the normal bundle of S1(B)
in E1 is isomorphic to that of S2(B) in E2 fiber-preservingly and fiber-orientation-
reversingly, we can define the fiberwise connected sum X1#X2 → E1#fE2 → B by
considering the connected sum (E1)b#(E2)b along small disklike neighborhoods of
Si(b) for each b ∈ B. We call such sections Si compatible sections. LetPi, si, and Oi
be the isomorphism class of an SO(3)-bundle with w2(Pi) 6= 0, the isomorphism
class of a spinc structure, and a homology orientation on Xi respectively. They
define data P = P1#P2, s = s1#s2, and O = O1#O2 on X = X1#X2, and we
call the relations between P, s, O and Pi, si, Oi the connected sum relations. The
characteristic classes D and SW obstruct the fiberwise connected sum as follows.
We note that D. Ruberman has pointed this kind of phenomena out as Theorem 3.3
in [39].
Theorem 7.1. Let X be an oriented closed smooth 4-manifold, B be a CW complex,
E → B be a continuous X-bundle, and n be a non-negative integer. Assume that
b+(X) ≥ n+ 2 and B has finitely many n-cells, and also suppose that either
(1) d(P) = −n for the isomorphism class P of an SO(3)-bundle on X with
w2(P) 6= 0, the structure group of E reduces to G = Diff(X,P) or Diff(X,P,O)
for some homology orientation O, and D(E) 6= 0 or
(2) d(s) = −n for the isomorphism class s of a spinc structure on X, the
structure group of E reduces to G = Diff(X, s) or Diff(X, s,O) for some
homology orientation O, and SW(E) 6= 0.
Then, there are no bundles of oriented closed 4-manifolds Xi → Ei → B (i =
1, 2) with structure group Gi satisfying that E = E1#fE2 along some compatible
sections Si : B → Ei and that b+(Xi) > n. Here Gi is given as Diff(Xi,Pi),
Diff(Xi,Pi,Oi), Diff(Xi, si), or Diff(Xi, si,Oi) corresponding to G for some Pi,
si, or Oi satisfying the connected sum relations.
Proof. Let us write A for D and SW as Section 6. Assume that there exist Xi →
Ei → B (i = 1, 2) with structure group Gi satisfying that E = E#fE2 along
some sections Si : B → Ei and that b+(Xi) > n. As in the usual vanishing
theorem of the Donaldson invariant or Seiberg–Witten invariant for connected sum,
consider a sequence of fiberwise metrics gi,b,m ∈ Met((Ei)b) (b ∈ B,m ∈ N) and
gb,m = g1,b,m#g2,b,m ∈ Met(Eb) such that gb,m has a neck whose radius converges
to 0 as m → ∞ and gi,b,m is constant with respect to m on the complement of a
neighborhood of the disk used to define the neck. If we work on the ASD setting,
we can define inductive sections σi,m : B
(n) → Π(Ei)|B(n) as σi,m(b) = gi,b,m by
taking suitable gi,b,m in advance. If we work on the SW setting, we take inductive
sections σi,m : B
(n) → Π(Ei)|B(n) so that σi,m(b) vanishes near the disk used to
define the neck, σi,m(b) is constant with respect tom on the complement of the disk,
and π(σi,m(b)) = gi,b,m holds, where π : Π((Ei)b) → Met((Ei)b) is the projection.
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The inductive sections σi,m define the limiting inductive sections σi,∞ : B
(n) →
Π(Ei)|B(n) by an obvious way. Let us define σm(b) := σ1,m(b)#σ2,m(b). This new
section σm : B
(n) → Π(E)|B(n) is also an inductive section. Assume that, for anym,
there exists an n-cell of B such that the parameterized moduli space with respect
to σm on it is not empty. Because of our finiteness assumption on n-cells of B,
without loss of generality, we may assume that there exists an n-cell e of B such
that, for any m >> 0, the parameterized moduli space with respect to σm on e is
not empty. Let ϕe : D
n
e → B be the characteristic map of e. By considering limit
and removing the singularity, we get an element of the parameterized moduli pace
with respect to σi,∞ on e for both i = 1, 2. On the other hand, by the definition
of inductive section, there exists trivializations ψe,i : ϕ
∗
eΠ(Ei)→ Dne ×Π(Xi) such
that σi,∞ is smooth, generic and avoiding reducibles via ψe,i. The parameterized
moduli spaces with respect to σi,∞ on e therefore admit smooth structure via ψe,i,
and hence one of them is empty because of formal dimension. This contradicts
the existence of the limiting elements discussed above. This argument implies that
there exists m such that the parameterized moduli space with respect to σm is
empty. Thus we have A(E, σm) = 0, and hence A(E) = 0. 
We next mention that SW relates to families of positive scalar curvature metrics,
as in D. Ruberman [40] and [20] by the author. For a given 4-manifold X , we
denote by PSC(X) the space of positive scalar curvature metrics on X . For a
fiber bundle X → E → B with structure group Diff(X), the diffeomorphism group
of X , on a topological space B, since Diff(X) acts on PSC(X), we get a fiber
bundle PSC(E) → B whose fiber is PSC(X). The following theorem generalizes
Proposition 2.4 in [20].
Theorem 7.2. Let X be an oriented closed smooth 4-manifold, s be the isomor-
phism class of a spinc structure on X, B be a CW complex, and n be a non-
negative number. Assume that PSC(X) 6= ∅, b+(X) ≥ n + 2, d(s) = −n, and
B(n) is compact. Let E → B be a bundle of X with structure group Diff(X, s) or
Diff(X, s,O) for some homology orientation O. Then, if SW(E) 6= 0, there is no
section of PSC(E)|B(n) → B(n). In particular, πi(PSC(X)) 6= 0 holds for at least
one i ∈ {0, . . . , n− 1}.
Proof. We first consider the case that either c1(s)
2 > 0, or c1(s)
2 = 0 and c1(s)
is not torsion. In these cases, PSC(X) does not intersects with the wall. We can
therefore construct an inductive section σ : B(n) → Π(E)|B(n) so that σ factors
through the inclusion PSC(E) →֒ Met(X) →֒ Π(E). Since (unperturbed) Seiberg–
Witten equations has no solution with respect to a positive scalar curvature metrics,
we have SW(E, σ) = 0, and hence SW(E) = 0. Here SW(·) is the cochain corre-
sponding to A(·) in Subsection 6.1 for the SW setting. For other possibilities on
c1(s), one can easily modify the above argument. (In particular, for the case that
c1(s) is torsion, we have to consider perturbed Seiberg–Witten equations. For the
proof of the case, we need the compactness assumption on B(n).) See the proof of
Proposition 2.4 in [20] for the modification. 
8. Calculations
In this section we give some calculations of our characteristic classes. In Sub-
section 8.2 we develop a version of higher-dimensional wall-crossing and use it to
calculations of SW. To give more subtle examples, in Subsections 8.3 and 8.4, we
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combine an argument of D. Ruberman’s [38] and calculations given in [20] and in
Subsection 8.2. In Subsection 8.5 we mention a calculation of D obtained from
D. Ruberman’s result [38]. In Subsections 8.2 to 8.4, we use the idea of combin-
ing the higher-dimensional mapping torus and Seiberg–Witten equations due to
N. Nakamura [33].
8.1. Almost localized harmonic forms. The purpose of this subsection is to
describe a tool used in Subsection 8.2: harmonic forms on a manifold given as a
connected sum of several manifolds which is almost localized on one of connected
sum components in L2-sense. This is obtained by mimicking the argument of
the additivity of Fredholm index of linear elliptic operators. We mainly refer to
Donaldson [10] in this subsection.
For i = 1, 2, let (Xi, gi) be oriented Riemannian manifolds with b1(Xi) = 0
and Y be an oriented closed Riemannian 3-manifold. Assume that Xi has one end
which is isometric to the cylinder Y × [0,∞) with the product metric, and that
the boundary of the complement of the end in X1 coincides with Y with the given
orientation and that in X2 do −Y : the opposite orientation. For S > 0, let Xi(S)
be the compact 4-manifold obtained by cutting the end Y × (S,∞) from Xi. For
T > 0, by identifying Y ×{t} in X1 and −Y ×{2T − t} in X2, we obtain a closed 4-
manifold XT , often denoted by X . The closed 4-manifold XT contains a cylindrical
part which is isometric to Y × [0, 2T ]. Let Di and D = DT be the elliptic operators
given by either
Di := d+ d
∗ : Ωeven(Xi)→ Ωodd(Xi),
D = DT := d+ d
∗ : Ωeven(XT )→ Ωodd(XT )
or
Di := d+ (d
+)∗ : Ω0(Xi)⊕ Ω+(Xi)→ Ω1(Xi),
D = DT := d+ (d
+)∗ : Ω0(XT )⊕ Ω+(XT )→ Ω1(XT ).
Recall that the L2-orthogonal decomposition Ω+(X) = H+⊕Im d+, whereH+ is the
space of self-dual harmonic 2-forms. Because of this decomposition, if µ ∈ Ω+(X)
satisfies (d+)∗µ = 0, then µ ∈ H+ holds. In fact, for our purpose of Subsection 8.2,
it is sufficient to consider only the latter operators, which we call the Atiyah–
Hitchin–Singer operators, rather than the de Rham operators. However the whole
arguments in this subsection are parallel to both operators, and so we describe this
almost localization phenomena for both operators. On the cylidrical part, these
operators admit the decomposition
d+ d∗ =
∂
∂t
+ LY ,(33)
where t is the coordinate of [0,∞) (or some finite length interval) and LY is a
linear elliptic formally self-adjoint operator on Y . (For example, see Section 9.2 of
Melrose [28] for the de Rham operators and Subsection 3.1 of Donaldson [10] for
the Atiyah–Hitchin–Singer operators.) In fact, LY has non-trivial kernel, and we
therefore use weighted Sobolev spaces. Let δ > 0 be a sufficiently small positive
number such that [−δ, δ] \ {0} contains no spectrum of both Di. Fix a smooth
positive function Wi on Xi whose restriction on the cylindrical end coincides with
eδt. We take Wi so that Wi ≥ 1 on Xi(1), and define ‖f‖L2
k,δ
:= ‖Wif‖L2
k
. We
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simply write L2k,δ(Xi) for our functional space if the bundle which we consider is
clear. We now get the extended continuous operator
Di : L
2
1,δ(Xi)→ L2δ(Xi),
which is Fredholm. Henceforth, the notations KerDi and CokerDi denote the
kernel and the cokernel of this extended operator respectively. The operator Di
is positively weighted, and hence the adjoint D∗i is negatively weighted. Therefore
CokerDi is isomorphic to the space of L
2-solutions to
D∗i = d+ d
∗ : Ωodd(Xi)→ Ωeven(Xi).
If we consider the de Rham operators, thanks to Proposition 4.9 in Atiyah–Patodi–
Singer [3], the space of L2-solutions to D∗i is isomorphic to Hˆ
1(Xi;R)⊕ Hˆ3(Xi;R),
where Hˆ∗(Xi;R) is the image of H
∗(Y ;R) → H∗(Xi(0);R). This space vanishes
since we assumed that b1(Xi) = 0. Similarly, if we consider the Atiyah–Hitchin–
Singer operators, we can use the adjoint version of Proposition 3.15 in Donald-
son [10]. It implies that KerD∗i
∼= H1(Xi;R) = 0. Thus we have CokerDi = 0 in
both cases, and hence there exists a bounded right inverse of Di. We here use a con-
crete right inverse QXi : L2δ(Xi)→ L21,δ(Xi): the projection to the L21,δ-orthogonal
complement of KerDi. Take a positive number T1 > 0 with T ≥ T1. Fix cut-off
functions ρi1,T1 : Xi → [0, 1] satisfying:
• ρ11,T1 is supported on X1(3T1/2) and ρ11,T1 = 1 on X1(T1/2),
• |∇ρ11,T1 | ≤ 2/T1, and
• ρ11,T1 + ρ21,T1 = 1.
Using a way given in Subsection 3.3 in [10], we can construct a right inverse QX1,T1
of D as follows. We first define P1,T1 : L
2(X)→ L21,δ(X) by
P1,T1(η) := ρ
1
1,T1Q
X1(η1) + ρ
2
1,T1Q
X2(η2),
where η1 is the restriction of η to X1(2T1) ⊂ X and η2 is that of η to X2(2T ) ⊂ X ,
extended by zero to the rest of X . Then we obtain an estimate ‖DP1,T1 − id‖op <
C1/T1, where ‖ · ‖op denotes the operator norm and C1 is a universal constant. By
taking T1 as T1 > C1, we can define (DP1,T1)
−1 using the Neumann series, and so
can define QX1,T1 := P (DP1,T1 )
−1. By construction, ‖QX1,T1‖op continuously depends
on g1 and g2 since ‖QXi‖op continuously do on gi. Henceforth in this subsection
we fix T ≥ T1 > C1. Let us define a map
Θ1,T1 : KerD1 ⊕KerD2 → KerD
by
(µ1, µ2) 7→ θ1,T1(µ1, µ2)−QX1,T1Dθ1,T1(µ1, µ2),
where θ1,T1(µ1, µ2) := ρ
1
1,T1
µ1 + ρ
2
1,T1
µ2. Similarly, for T ≥ T2 > C1, by taking
ρ12,T2 and ρ
2
2,T2
, we can define QX2,T2 , θ2,T2 , and
Θ2,T2 : KerD1 ⊕KerD2 → KerD.
Definition 8.1. Let T ≥ T1, T2 > C1. For µ ∈ KerD1, we call Θ1,T1(µ, 0) ∈
KerDT the almost localized harmonic form on X1 arising from µ with respect to T
and T1 (and g1, g2). We briefly write µˇ for Θ1,T1(µ, 0) if there is no confusion. Sim-
ilarly we define almost localized harmonic forms on X2 using Θ2,T2 . In particular,
when we consider the Atiyah–Hitchin–Singer operators and µ ∈ KerD1 ∩ Ω+(Xi),
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we also call µˇ the almost localized self-dual harmonic form arising from µ to em-
phasize self duality.
Lemma 8.2. For (µ1, µ2) ∈ KerD1 ⊕KerD2,
‖QXi,TiDθi,Ti(µ1, µ2)‖L2δ ≤
C2
Ti
(‖µ1‖L2
δ
+ ‖µ2‖L2
δ
)
holds, where C2 = C2(g1, g2) is a constant continuously depending on g1 and g2.
Proof. See Subsection 3.3 in [10]. The continuous dependence of C2(g1, g2) follows
from that of ‖QXi,Ti‖op. 
The interaction between almost localized harmonic forms on X1 and X2 is as
follows:
Lemma 8.3. Assume that 4T ≥ 3(T1 + T2) and that T1, T2 ≥ 1. Let µi ∈ KerDi
for i = 1, 2. Then, for µˇ1 := Θ1,T1(µ1, 0) and µˇ2 := Θ2,T2(0, µ2), we have
|(µˇ1, µˇ2)L2 | ≤ C3
min{T1, T2} (‖µ1‖L2δ + ‖µ2‖L2δ)
2,(34)
where C3 = C3(g1, g2) is a constant continuously depending on g1 and g2.
Proof. Note that ‖f‖L2 ≤ ‖f‖L2
δ
holds for a general f , and also note that
(ρ11,T1µ1, ρ
2
2,T2µ2)L2 = 0
follows from 4T ≥ 3(T1 + T2). We therefore have
|(µˇ1, µˇ2)L2 | ≤C2
T1
(‖µ1‖L2
δ
+ ‖µ2‖L2
δ
)‖µ2‖L2
δ
+
C2
T2
‖µ1‖L2
δ
(‖µ1‖L2
δ
+ ‖µ2‖L2
δ
) +
C22
T1T2
(‖µ1‖L2
δ
+ ‖µ2‖L2
δ
)2
using Lemma 8.2. Thus we obtain the inequality (34) for suitable C3. 
The interaction between almost localized harmonic forms on a common con-
nected sum component is as follows:
Lemma 8.4. Fix an L2-orthonormal basis {ηj}j of KerD1. Then, there exists a
family of positive numbers ǫ1(T1) > 0 with ǫ1(T1) → 0 as T1 → ∞ satisfying the
following conditions:
• ǫ1(T1) = ǫ1(T1; g1, g2, {ηj}j) continuously depends on T1, g1, g2, and {ηj}j.
• Let µ, µ′ ∈ KerD1. Then, for µˇ := Θ1,T1(µ, 0) and µˇ′ := Θ1,T1(µ′, 0), we
have
|(µˇ, µˇ′)L2 − (µ, µ′)L2 | ≤ ǫ1(T1)‖µ‖L2
δ
‖µ′‖L2
δ
.
Proof. For any µ ∈ KerD1, we have
‖µ− θ1,T1(µ, 0)‖2L2 ≤
∫
Y×[T1/2,∞)
|µ|2 ≤
2∑
j
∫
Y×[T1/2,∞)
|ηj |2
 ‖µ‖2L2.(35)
Note that an element of KerDi is smooth, and so is ηj . Hence
ǫ1(T1) := 2max
2∑
j
∫
Y×[T1/2,∞)
|ηj |2,
(
C2
T1
)2
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continuously depends on T1, g1, g2, and {ηj}j. In addition, for µ, µ′ ∈ KerD1, we
obtain the estimate
|(µˇ, µˇ′)L2 − (µ, µ′)L2 |
≤|(µˇ− θ1,T1(µ, 0), µˇ′ − θ1,T1(µ′, 0))L2 |+ |(θ1,T1(µ, 0)− µ, θ1,T1(µ′, 0)− µ′)L2 |
=|(QX1,T1Dθ1,T1(µ, 0), QX1,T1Dθ1,T1(µ′, 0))L2 |
+ |(θ1,T1(µ, 0)− µ, θ1,T1(µ′, 0)− µ′)L2 |
≤ǫ1(T1)‖µ‖L2
δ
‖µ′‖L2
δ
from Lemma 8.2 and the inequality (35). 
We remark a family version of the whole construction. Let B be a compact
topological space and {gbi }b∈B be a continuous family of Riemannian metrics on
Xi whose restriction on the end of Xi is constant with respect to b ∈ B and is
isometric to Y × [0,∞) like gi above. Then, for each T > 0, we get a family of
Riemannian metrics {gbT } on X by gluing (X1, gb1) and (X2, gb2). Since metrics on
Y is constant, LY is also a constant operator. Thus we can take a weight δ > 0
uniformly with respect to b ∈ B. For this δ and T1, T2 with T ≥ T1, T2 > C1, we can
define Θbi,Ti : KerD
b
1 ⊕KerDb2 → KerDbT as Θi,Ti above, where Dbi = d+ d
∗
gb
i and
DbT = d+ d
∗
gb
T . Of course, the 4-dimensional operators Dbi depends on b. However⊔
b∈B KerD
b
i → B forms a vector bundle as follows. We first consider the de Rham
operators. In this case KerDbi is isomorphic to the space of extended L
2-solutions
to Dbi in the sense of Atiyah–Patodi–Singer [3] since D
b
i is equipped with a positive
weight. This space is isomorphic to H0(Xi;R)⊕H2(Xi;R)⊕H4(Xi;R). Similarly,
if we consider the Atiyah–Hitchin–Singer operators, we have KerDbi
∼= H+(Xi;R),
which is the adjoint version of Proposition 3.15 in Donaldson [10]. Hence dimKerDbi
is constant with respect to b ∈ B and ⊔b∈B KerDbi → B is a vector bundle for both
cases. Suppose that
⊔
b∈B KerD
b
i → B is trivial (for example B is contractible), and
take a global section {ηbj}j,b of the frame bundle of
⊔
b∈B KerD
b
1 → B respecting
the metric for each fiber. By replacing each of C2, C3, and ǫ1(T1) in the above
argument with the maximum of it with respect to b ∈ B, we have the following
lemmas corresponding to Lemmas 8.3 and 8.4:
Lemma 8.5. Assume that 4T ≥ 3(T1 + T2) and that T1, T2 ≥ 1. Then there
exists a constant C3 > 0 such that the following holds. Let {µbi}b∈B be a section of⊔
b∈B KerD
b
i → B for i = 1, 2. Then, for µˇb1 := Θb1,T1(µb1, 0) and µˇb2 := Θb2,T2(0, µb2),
we have
|(µˇb1, µˇb2)L2 | ≤
C3
min{T1, T2} (‖µ
b
1‖L2δ + ‖µ
b
2‖L2δ)
2.
Lemma 8.6. There exists a family of positive numbers ǫ1(T1) > 0 with ǫ1(T1)→ 0
as T1 → ∞ such that the following holds. Let {µb}b∈B, {µ′b}b∈B be sections of⊔
b∈B KerD
b
1 → B. Then, for µˇb := Θb1,T1(µb, 0) and µˇ′b := Θb1,T1(µ′b, 0), we have
|(µˇb, µˇ′b)L2 − (µb, µ′b)L2 | ≤ ǫ1(T1)‖µb‖L2
δ
‖µ′b‖L2
δ
.
Remark 8.7. In the argument for families, even if metrics on Y varies, in fact we
can take uniform δ. This is because B is compact and dimKerLY is constant. (See
the above argument for dimKerDi.)
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Remark 8.8. We can work with a negative weight for Di. For example, let us
consider the de Rham operators. In this case CokerDi is isomorphic to the extended
L2-solutions to this operator, and is also isomorphic to H1(Xi;R) ⊕ H3(Xi;R).
Therefore, if we assume b1(Xi) = 0, the same argument works.
8.2. SW for connected sum with n(S2×S2). We fix n > 0 in this subsection. We
shall calculate SW for a bundle whose fiber is a 4-manifold given as the connected
sum with a given 4-manifold and N := nS2 × S2. Set Σ1 = S2 × {pt} and Σ2 =
{pt} × S2. For each i ∈ {1, . . . , n}, let fi ∈ Diff+(S2 × S2) be an orientation
preserving diffeomorphism admitting a fixed 4-disk, and assume that the induced
map (fi)∗ on H2(S
2 × S2) is given by either(−1 0
0 −1
)
or
(
0 −1
−1 0
)
,
where we take {[Σ1], [Σ2]} as the basis of H2(S2 × S2). We write each connected
sum component of N = #ni=1S
2 × S2 as Ni, namely N = #ni=nNi. Regard fi
as a diffeomorphism on Ni, and extend fi along the fixed disk by the identity
to the whole of N and to X = M#N for a given oriented closed 4-manifold M .
These extensions are also denoted by fi. Obviously f1, . . . , fn ∈ Diff+(X) mutually
commutes, and thus we get a homomorphism π1(T
n) ∼= Zn → Diff+(X). Using
this action of π1(T
n) on X , we define a family on the torus E → T n by E :=
Rn ×π1(Tn) X . In other words, E is the mapping torus of f1, . . . , fn. We can now
write down the following non-vanishing theorem:
Theorem 8.9. LetM be an oriented closed smooth 4-manifold with b+(M) ≥ 2 and
s0 be the isomorphism class of a spin
c structure on M such that the Seiberg–Witten
invariant of (M, s0) is an odd number. Let (X, s) be the pair defined by
(X, s) := (M#n(S2 × S2), s0#t),
where t is the isomorphism class of a spin structure on n(S2 × S2). Then, for the
bundle X → E → T n constructed above, SW(E) ∈ Hn(T n;Z/2) is the generator of
Hn(T n;Z/2). In particular, we have
SW(X, s) 6= 0 in Hn(BDiff(X, s);Z/2)
by functoriality (Theorem 6.6).
Note that the condition b+(X) ≥ n + 2 is obviously satisfied and it is easy to
see that d(s) = −n in the situation of Theorem 8.9. We also note that, if X is
simply connected and s is the isomorphism class of a spinc structure coming from
a spin structure on X , then we have Diff(X, s) = Diff+(X). A spin structure on X
is unique up to isomorphism in this case.
Example 8.10. For n > 0, let s be the isomorphism class of a spin structure on
K3#n(S2 × S2). Then we have
SW(K3#n(S2 × S2), s) 6= 0 in Hn(BDiff+(K3#n(S2 × S2));Z/2).
Example 8.11. We here consider the connected sum of some copies of S2 × S2 as
follows. (The author thanks David Baraglia for discussing this argument.) Using
techniques given in J. Park [35], B. Hanke, D. Kotschick, and J. Wehrheim [15] have
given oriented and closed 4-manifolds X(p, q) involving two integer parameters p, q
(denoted by k, n in [15] respectively) which are spin, symplectic, signature zero, with
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b+ ≥ 2 and dissolve after connected summing one copy of S2 × S2 for sufficiently
large p, q. Fix such p, q, and then we have X(p, q)#S2 × S2 ∼= m(S2 × S2) for
some m > 0. In Theorem 8.9, let us substitute X(p, q) for M , and as s0 take the
(isomorphism class of a) spinc structure coming from the symplectic structure of
X(p, q). Then, for a fixed n > 0, we get
SW(k(S2 × S2), s) 6= 0 in Hn(BDiff(k(S2 × S2), s);Z/2),
where k = m+n− 1. In addition, thanks to [15], one can find infinitely many such
k by varying p, q.
Remark 8.12. Since Hanke–Kotschick–Wehrheim [15] used Wall’s theorem [42] to
prove the above dissolving of X(p, q)#S2 × S2, it seems difficult to determine k’s
in Example 8.11.
The rest of this subsection is devoted to proving Theorem 8.9. One of the main
tools of the proof is a technique due to D. Ruberman [38–40]: combination of
wall-crossing and gluing. To use it, we describe wall-crossing on N . This is a spin-
analogue of the argument of [18] by the author. Recall that the definition of the
wall for the Seiberg–Witten equations. Let us fix a spin structure on N . In the
space of perturbations
Π(N) =
⊔
g∈Met(N)
Πg(N) =
⊔
g∈Met(N)
L2k−1(Λ
+
g (N)),
we have a codimenion-n subspace
W(N) :=
⊔
g∈Met(N)
Wg(N),
where
Wg(N) := F+gA0 + Im d+g
for a fixed reference connection A0 of the determinant line bundle of the spin
structure. We can take A0 as a trivial connection, and then Wg(N) = Im d+g .
Set
Π˚(N) := Π(N) \W(N), Π˚g(N) := Πg(N) \Wg(N).
Then Π˚(N) is homotopy equivalent to Sn−1. If a continuous map ϕ : [0, 1]n → Π(N)
satisfying that ϕ(∂[0, 1]n) ⊂ Π˚(N) is given, we can therefore define the “intersection
number” ϕ ·W(N) as the mapping degree of ϕ : ([0, 1]n, ∂[0, 1]n))→ (Π(N), Π˚(N)).
(Since we work on Z/2, we do not mention the convention on sign.) Denote by
H+g (N) the space of self-dual harmonic 2-forms with respect to a metric g on N .
Let g• : [0, 1]
n → Met(N) be a family of metrics. For each element t ∈ [0, 1]n, we
write gt for g•(t). Let V ⊂ H2(N ;R) be a maximal positive definite subspace with
respect to the intersection form and γ1, . . . , γn be a basis of V . Let
Rest :
⊔
t∈[0,1]n
(Πgt(N), Π˚gt(N))→
⊔
t∈[0,1]n
(H+gt(N),H+gt(N) \ {0})
be the restriction map, and define
Φ :
⊔
t∈[0,1]n
(H+gt(N),H+gt(N) \ {0})→ (Rn,Rn \ {0})
by
Φ(η) := (〈[η] ∪ γi, [N ]〉)ni=1
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for η ∈ H+gt(N), and set Ψ := Φ ◦ Rest.
Lemma 8.13. The map Ψ is a homotopy equivalent map between pairs.
Proof. Since [0, 1]n is contractible, it suffices to see that the restriction of Ψ to a
fiber is homotopy equivalent, and it is clear since (Πgt(N), Π˚gt(N)) is homotopy
equivalent to (H+gt(N),H+gt(N) \ {0}) and Φ|H+gt (N) : H
+
gt(N) → Rn is a linear
isomorphism. 
Corollary 8.14. Let σ be a section
σ : ([0, 1]n, ∂[0, 1]n)→
⊔
t∈[0,1]n
(Πgt(N), Π˚gt(N))
and define ϕ := ι ◦ σ : ([0, 1]n, ∂[0, 1]n)→ (Π(N), Π˚(N)), where
ι :
⊔
t∈[0,1]n
(Πgt(N), Π˚gt(N))→ (Π(N), Π˚(N))
is the inclusion. Then, ϕ · W(N) is given as the mapping degree of the map
Ψ ◦ σ : ([0, 1]n, ∂[0, 1]n)→ (Rn,Rn \ {0}).
We shall use Corollary 8.14 to prove Theorem 8.9. Before starting the proof of
Theorem 8.9, we give a map used in the proof. Let us write [0, 1]n = I1 × · · · In,
where Ii = [0, 1] for each i. Decompose it as Ii = Ii,1 ∪ Ii,2, where Ii,1 = [0, 1/2]
and Ii,2 = [1/2, 1]. Then we obtain the decomposition
[0, 1]n =
⋃
1≤a1,...,an≤2
I1,a1 × · · · × In,an .
For each i, let Γi,1 : Ii,1 → Ii,1 be the identity map and Γi,2 : Ii,2 → Ii,1 be the
projection onto {1/2}. Using these maps, we define a map
Shrink : [0, 1]n → I1,1 × · · · × In,1 = [0, 1/2]n
by
Shrink :=
⋃
1≤a1,...,an≤2
Γ1,a1 × · · · × Γn,an .
We next consider the following reparametrization map. Let us consider the home-
omorphism [0, 1/2] ∼= [0, 1] given by an affine function. This map induces a home-
omorphism Repa : [0, 1/2]n ∼= [0, 1]n. Set the composition of these maps as
FRS := Repa ◦Shrink : [0, 1]n → [0, 1]n.(36)
Intuitively, the pull-back by FRS is the following operation: for a given object on
[0, 1]n, first give a copy of the object on [0, 1/2]n, and second extend it on the whole
of [0, 1]n by a natural pull-back.
Proof of Theorem 8.9. We first define γ1, . . . , γn as follows. Let Σ1,i, Σ2,i ⊂ Ni
be the copies of Σ1 and Σ2 respectively. We define γi := P.D.[Σ1,i] + P.D.[Σ2,i]
for each i ∈ {1, . . . , n}. We next take g• as follows. Let g0i be a metric on Ni
which is a cylindrical near the boundary of an embedded disk in Ni. Take a path
hi : [0, 1]→ Met(Ni) from g0i to f∗i g0i and define g• : [0, 1]n → Met(N) by
gt = h1(t1)# · · ·#h(tn)
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for t = (t1, . . . , tn). Define faces F
0
i and F
1
i of [0, 1]
n by
F 0i := { (t1, . . . , tn) ∈ [0, 1]n | ti = 0 }
and
F 1i := { (t1, . . . , tn) ∈ [0, 1]n | ti = 1 } .
We define a map •i : F 0i → F 1i by
t = (t1, . . . , 0, . . . , tn) 7→ (t1, . . . , 1, . . . , tn) = ti,
and similarly define •i : F 1i → F 0i , which satisfies •i ◦ •i = id. Note that, for
t ∈ F 0i , we have f∗i gt = gti . In what follows, we identify H2(N) with H2(N) by
the Poincare´ duality.
We next take a section σ : ([0, 1]n, ∂[0, 1]n) → ⊔
t∈[0,1]n(Πgt(N), Π˚gt(N)) as
follows. For each i, let Nˆi be the manifold obtained by gluing Ni \D4 with S3 ×
[0,∞), where D4 ⊂ Ni is the disk used to consider the connected sum and S3 is
equipped with the standard metric. Note that a metric h onNi induces hˆ ∈Met(Nˆi)
if h is a form of the product metric near D4. For ti ∈ [0, 1], let us consider
D
hˆi(ti)
i = d+ (d
+
hˆi(ti))
∗
hˆi(ti) : Ω0(Nˆi)⊕ Ω+hˆi(ti)(Nˆi)→ Ω1(Nˆi),
which decomposes as D
hˆi(ti)
i = ∂/∂t+ LS3 as in (33) on the cylindrical part. Let
δ > 0 be a sufficiently small number such that [−δ, δ] \ {0} contains no spectrum of
LS3 . Extend D
hˆi(ti)
i to a bounded Fredholm operator D
hˆi(ti)
i : L
2
1,δ(Nˆi)→ L2δ(Nˆi).
As in Subsection 8.1, the notation KerD
hˆi(ti)
i denotes the kernel of this extended
operator. As we mentioned in Subsection 8.1, KerD
hˆi(ti)
i is isomorpshic to the space
of extended L2-solutions to D
hˆi(ti)
i , which is nothing other than constant functions
and extended self-dual L2-harmonic forms on Nˆi. Thus we have an embedding
H+
L2,hˆi(ti)
(Nˆi) →֒ KerDhˆi(ti)i , where H+L2,hˆi(ti)(Nˆi) is the space of hˆi(ti)-self-dual
L2-harmonic 2-forms on Nˆi, which is of dimension b
+(Ni) = 1. Take a section
{µtii }ti∈[0,1] of the bundle
⊔
ti∈[0,1]
H+
L2,hˆi(ti)
(Nˆi) → [0, 1] with ‖µtii ‖L2δ = 1. There
is no difficulty in extending the whole argument of Subsection 8.1 for connected
sums of finitely many manifolds, not only for connected sums of two manifolds,
and so we use it. Let T ≥ T1, . . . , Tn > 0 be positive numbers satisfying that
4T ≥ 3(Ti + Tj) for any i, j ∈ {1, . . . , n} with i 6= j and that Ti > C1 for any
i, where C1 is the constant given in Subsection 8.1. We take T ≥ T1, . . . , Tn
to be sufficiently large, which shall be described below. In the definition for the
connected sum N = #ni=1Ni, we use the cylinders of length 2T as in Subsection 8.1.
For t ∈ [0, 1]n, let us consider
D = Dgt = d+ (d+gt )∗gt : Ω0(N)⊕ Ω+gt (N)→ Ω1(N).
Let µˇti ∈ KerDgt be the almost localized self-dual harmonic form on Ni arising
from µtii with respect to T, T1, . . . , Tn and hˆ1(t1), . . . , hˆn(tn). Define a section
αi : [0, 1]
n →
⊔
t∈[0,1]n
Πgt(N)
by αi(t) := µˇ
t
i for each i. Using the map (36), let us consider
g˜• := F
∗
RSg• : [0, 1]
n → Met(N).
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We again write g˜t for g˜•(t). Similarly, let us consider the pull-backed section
α˜i := F
∗
RSαi : [0, 1]
n →
⊔
t∈[0,1]n
Πg˜t(N).
By definition we have g˜t = gs for s = FRS(t) and α˜i(t) = µˇ
s
i . We now define a
continuous section
βi : [0, 1]
n →
⊔
t∈[0,1]n
H+g˜t(N)
as follows. For t = (t1, . . . , tn), if 0 ≤ ti ≤ 1/2 holds, we define βi(t) := α˜i(t), and
if 1/2 ≤ ti ≤ 1 holds, we define
βi(t) := (1− ti)α˜i(t) + tif∗i µˇs
i
i
for s = FRS(t). We here check that, if t satisfies that 1/2 ≤ ti ≤ 1, then f∗i µˇs
i
i ∈
H+g˜t(N) holds. If 1/2 ≤ ti ≤ 1 holds, we have si ∈ F 0i , and therefore it follows that
f∗i gsi = gs = g˜t. This gives the map f
∗
i : H+g
si
(N)→ H+g˜t(N), thus we get f∗i µˇs
i
i ∈
H+g˜t(N). We define a section σ : ([0, 1]n, ∂[0, 1]n)→
⊔
t∈[0,1]n(Πgt(N), Π˚gt(N)) by
σ(t) := β1(t) + · · ·+ βn(t).
Obviously σ factors through the inclusion⊔
t∈[0,1]n
(H+gt(N),H+gt(N) \ {0}) →֒
⊔
t∈[0,1]n
(Πgt(N), Π˚gt(N)).
For this σ, we shall show that the mapping degree of the map
Ψ ◦ σ : ([0, 1]n, ∂[0, 1]n)→ (Rn,Rn \ {0}).
is 1, up to sign. Here Ψ is the map given before Lemma 8.13. If we assume
this calculation of the mapping degree, the rest story is similar to Subsection 3.2
of [20], given as follows. Let us consider a cell structure of [0, 1]n admitting a
unique n-cell. We equip T n with the cell structure obtained from the given cell
structure of [0, 1]n by identifying F 0i with F
1
i for each i. We now use D. Ruber-
man’s combination of wall-crossing and gluing arguments [38–40]. (It is summa-
rized as Proposition 4.1 in [19].) Take a generic element µM ∈ Π(M) and define
σ˜ := µM#σ : [0, 1]
n → ⊔
t∈[0,1]n Ππ(µM )#gt(X), where π : Π(M) → Met(M) is the
projection. Ruberman’s result implies that the counted number of the parameter-
ized moduli space with respect to σ˜ coincides with the product of ϕ ·W(N) and the
Seiberg–Witten invariant of (M, s0) under a small perturbation, and it is non-zero
over Z/2 because of Corollary 8.14 and our assumption on (M, s0). Since σ satisfies
that f∗i σ(t) = σ(t
i
) for each i and t ∈ F 0i , σ˜ can be regarded as an inductive section
σ˜ : T n → Π(E) for the bundle E, and the moduli space parameterized on [0, 1]n
is isomorphic to the moduli space Mσ˜ parameterized on T n. Here we used the
vanishing of the moduli space on ∂[0, 1]n. Thus we obtain the non-triviality of the
counted number of Mσ˜ over Z/2, which is nothing other than m(sϕ∗e σ˜, 1;Dne ) = 1
in Z/2. Here e is the unique n-cell of T n with respect to the given cell structure and
ϕe is the characteristic map of e. Hence SW(E) is the generator of H
n(T n;Z/2).
Our remaining task is to show that the mapping degree of Ψ ◦ σ is ±1. To do
it, for i, j ∈ {1, . . . , n} and t = (t1, . . . , tn), we need to investigate 〈βj(t) ∪ γi, [N ]〉.
We divide our consideration into the four cases: Case 1-1, Case 1-2, Case 2-1,
and Case 2-2. They correspond to whether tj ≤ 1/2 or not and whether i = j
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or not. For s = FRS(t), we write s = (s1, . . . , sn), s
i = (s¯1, . . . , s¯n) and set
~µ
sj
j = (0, . . . , µ
sj
j , . . . , 0), ~µ
s¯j
i = (0, . . . , µ
s¯j
j , . . . , 0), where µ
sj
j and µ
s¯j
j are in the
j-th components.
Case 1-1: Assume that 0 ≤ tj ≤ 1/2 and i = j. We first have
〈βi(t) ∪ γi, [N ]〉 =
∫
Σ1,i
µˇsi +
∫
Σ2,i
µˇsi
=
∫
Σ1,i
θi,Ti(~µ
si
i ) +
∫
Σ2,i
θi,Ti(~µ
si
i )
+
∫
Σ1,i
QXi,TiDθi,Ti(~µ
si
i ) +
∫
Σ2,i
QXi,TiDθi,Ti(~µ
si
i )
(37)
For the first two terms of the right-hand side of (37), note that∫
Σ1,i
θi,Ti(~µ
si
i ) +
∫
Σ2,i
θi,Ti(~µ
si
i ) =
∫
Σ1,i
µsii +
∫
Σ2,i
µsii .(38)
We next consider the last two terms of the right-hand side of (37). Let us take a
metric g′ on N such that a neighborhood of Σk,i is isometric to D
2×Σk,i equipped
with the product metric for k = 1, 2. Here Σk,i is regarded as {0}×Σk,i. Let u be a
coordinate of D2. Near a neighborhood of Σ1,i, we have Q
X
i,Ti
Dθi,Ti(~µ
si
i ) = µ
si
i − µˇsi
and the right-hand side is a closed form, and so is the left-hand side. It therefore
follows that ∫
{u}×Σk,i
QXi,TiDθi,Ti(~µ
si
i ) =
∫
Σk,i
QXi,TiDθi,Ti(~µ
si
i )
for any u ∈ D2. Thus we have∣∣∣∣∣
∫
Σk,i
QXi,TiDθi,Ti(~µ
si
i )
∣∣∣∣∣
2
=
∣∣∣∣∣
∫
{u}×Σk,i
QXi,TiDθi,Ti(~µ
si
i )
∣∣∣∣∣
2
≤ Area(Σk,i) ·
∫
{u}×Σk,i
∣∣QXi,TiDθi,Ti(~µsii )∣∣2 .
(39)
On the other hand, Fubini’s theorem implies that∫
D2
∫
{u}×Σk,i
∣∣QXi,TiDθi,Ti(~µsii )∣∣2 = ∫
D2×Σk,i
∣∣QXi,TiDθi,Ti(~µsii )∣∣2
≤‖QXi,TiDθi,Ti(~µsii )‖2L2(N,g′)
≤C4‖QXi,TiDθi,Ti(~µsii )‖2L2(N,gs).
Here C• denotes a constant which is independent of T, T1, . . . , Tn. From this in-
equality, the inequality (39), and Lemma 8.2, we have∣∣∣∣∣
∫
Σk,i
QXi,TiDθi,Ti(~µ
si
i )
∣∣∣∣∣
2
≤Area(Σk,i)
Area(D2)
∫
D2
∫
{u}×Σk,i
∣∣QXi,TiDθi,Ti(~µsii )∣∣2
≤C5‖QXi,TiDθi,Ti(~µsii )‖2L2(N,gt) ≤
C6
T 2i
.
This inequality and the equalities (37), (38) imply that∣∣∣∣∣〈βi(t) ∪ γi, [N ]〉 −
(∫
Σ1,i
µsii +
∫
Σ2,i
µsii
)∣∣∣∣∣ ≤ C7Ti .(40)
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Case 1-2: Assume that 0 ≤ tj ≤ 1/2 and i 6= j. Then we have∫
Σ1,i
θj,Tj (~µ
sj
j ) +
∫
Σ2,i
θj,Tj (~µ
sj
j ) = 0.
In addition, near a neighborhood of Σk,i (k = 1, 2), we get Q
X
j,Tj
Dθj,Tj (~µ
sj
j ) = −µˇsj,
which is a closed form. An argument which is similar to Case 1-1 therefore works,
and thus we obtain
|〈βj(t) ∪ γi, [N ]〉| ≤ C8
Tj
.(41)
Case 2-1: Assume that 1/2 < tj ≤ 1 and i = j. We first have
〈βi(t) ∪ γi, [N ]〉 = (1− ti)
(∫
Σ1,i
µˇsi +
∫
Σ2,i
µˇsi
)
+ ti
(∫
Σ1,i
f∗i µˇ
s
i
i +
∫
Σ2,i
f∗i µˇ
s
i
i
)(42)
For the first term of the right-hand side of this equation, we have shown (40) in
Case 1-1, and therefore consider the second term. We have∫
Σ1,i
f∗i µˇ
s
i
i +
∫
Σ2,i
f∗i µˇ
s
i
i =
∫
Σ1,i
f∗i θi,Ti(~µ
s¯i
i ) +
∫
Σ2,i
f∗i θi,Ti(~µ
s¯i
i )
+
∫
Σ1,i
QXi,TiDθi,Ti(~µ
s¯i
i ) +
∫
Σ2,i
QXi,TiDθi,Ti(~µ
s¯i
i )
(43)
and ∫
Σ1,i
f∗i θi,Ti(~µ
s¯i
i ) +
∫
Σ2,i
f∗i θi,Ti(~µ
s¯i
i ) =
∫
Σ1,i
f∗i µ
s¯i
i +
∫
Σ2,i
f∗i µ
s¯i
i .(44)
Let us consider the last two terms of the right-hand side of (43). For k = 1, 2, we
have QXi,TiDθi,Ti(~µ
s¯i
i ) = µ
s¯i
i − µˇs¯i near fi(Σk,i), and hence f∗i QXi,TiDθi,Ti(~µs¯ii ) is a
closed from near Σk,i. Therefore, as in Case 1-1, we have∣∣∣∣∣
∫
Σk,i
f∗i Q
X
i,TiDθi,Ti(~µ
s¯i
i )
∣∣∣∣∣
2
≤C9
∫
D2×Σk,i
∣∣f∗i QXi,TiDθi,Ti(~µs¯ii )∣∣2
≤C9
∫
Ni\D4
∣∣f∗i QXi,TiDθi,Ti(~µs¯ii )∣∣2
≤C9‖f∗i ‖2op
∫
Ni\D4
∣∣QXi,TiDθi,Ti(~µs¯ii )∣∣2
≤C10‖QXi,TiDθi,Ti(~µs¯ii )‖2L2(N,g′)
≤C11‖QXi,TiDθi,Ti(~µs¯ii )‖2L2(N,g¯s) ≤
C12
T 2i
.
(45)
Here we used the decomposition N = (Ni\D4)⊔(#j 6=iNj)\D4 taken so that the all
cylinders of length 2T are contained in (#j 6=iNj) \D4, and ‖f∗i ‖op is the operator
norm for the operator acting on L2(Ni \D4). Since Ni \D4 contains no cylindrical
part, ‖f∗i ‖op is independent of T, T1, . . . , Tn, and so it can be absorbed into C10.
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From the equalities (42), (43), (44) and the inequalities (40), (45), it follows that
∣∣∣∣∣〈βi(t) ∪ γi, [N ]〉 − (1− ti)
(∫
Σ1,i
µsii +
∫
Σ2,i
µsii
)
− ti
(∫
Σ1,i
f∗i µ
s¯i
i +
∫
Σ2,i
f∗i µ
s¯i
i
)∣∣∣∣∣
≤ C7
Ti
+
√
C12
Ti
=
C13
Ti
.
(46)
Case 2-2: Assume that 1/2 < tj ≤ 1 and i 6= j. We first have
〈βi(t) ∪ γi, [N ]〉 = (1− tj)
(∫
Σ1,i
µˇsj +
∫
Σ2,i
µˇsj
)
+ tj
(∫
Σ1,i
f∗j µˇ
s
j
j +
∫
Σ2,i
f∗j µˇ
s
j
j
)
.
(47)
For the first term of the right-hand side of this equation, as Case 1-2, we obtain∣∣∣∣∣
∫
Σ1,i
µˇsj +
∫
Σ2,i
µˇsj
∣∣∣∣∣ ≤ C14Tj .(48)
For the second term, note that∫
Σk,i
f∗j µˇ
s
j
j =
∫
Σk,i
µˇs
j
j
holds for k = 1, 2. Therefore, as Case 1-2 again, we obtain∣∣∣∣∣
∫
Σ1,i
f∗j µˇ
s
j
j +
∫
Σ2,i
f∗j µˇ
s
j
j
∣∣∣∣∣ ≤ C15Tj .(49)
From the equality (47) and the inequalities (48), (50), it follows that
| 〈βj(t) ∪ γi, [N ]〉 | ≤ C16
Tj
.(50)
We have now completed investigating all four cases. For i ∈ {1, . . . , n} and
t ∈ F 0i , using (40) in Case 1-1, (41) in Case 1-2, and (50) in Case 2-2, we have∣∣∣∣∣〈σ(t) ∪ γi, [N ]〉 −
(∫
Σ1,i
µ0i +
∫
Σ2,i
µ0i
)∣∣∣∣∣
≤
∣∣∣∣∣〈βi(t) ∪ γi, [N ]〉 −
(∫
Σ1,i
µ0i +
∫
Σ2,i
µ0i
)∣∣∣∣∣+∑
j 6=i
| 〈βj(t) ∪ γi, [N ]〉 |
≤C7
Ti
+
∑
j 6=i
0≤tj≤1/2
C8
Tj
+
∑
j 6=i
1/2<tj≤1
C16
Tj
≤ C17
min{Tj | 1 ≤ j ≤ n} .
(51)
Similarly, for t ∈ F 1i , using (46) in Case 2-1, and (41) in Case 1-2, (50) in Case 2-2,
we have ∣∣∣∣∣〈σ(t) ∪ γi, [N ]〉 −
(∫
Σ1,i
f∗i µ
0
i +
∫
Σ2,i
f∗i µ
0
i
)∣∣∣∣∣
≤C13
Ti
+
∑
j 6=i
0≤tj≤1/2
C8
Tj
+
∑
j 6=i
1/2<tj≤1
C16
Tj
≤ C18
min{Tj | 1 ≤ j ≤ n} .
(52)
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We can regard γi as a cohomology class on Nˆi. Since f
∗
i γi = −γi holds, we have
∫
Σ1,i
f∗i µ
0
i +
∫
Σ2,i
f∗i µ
0
i =
∫
Nˆi
f∗i [µ
0
i ] ∪ γi = −
∫
Nˆi
[µ0i ] ∪ γi = −
(∫
Σ1,i
µ0i +
∫
Σ2,i
µ0i
)(53)
Since KerD
hˆi(0)
i ∩ Ω2(N) is isomorphic to H+(Nˆi) via Hodge theory, [µ0i ] is of
positive self-intersection, and hence the quantity in (53) is non-zero. Therefore,
if we take T, T1, . . . , Tn to be sufficiently large, the inequalities (51), (52) and the
equality (53) imply that 〈σ(t) ∪ γi, [N ]〉 for t ∈ F 0i and that for t ∈ F 1i have different
signs. This means that Ψ◦σ(F 0i ) and Ψ◦σ(F 1i ) are contained in distinct connected
componect of Rn \ (R× · · ·× {0}× · · ·×R), where {0} is the i-th component. This
implies that the mapping degree of Ψ ◦ σ|∂[0,1]n : ∂[0, 1]n → Rn \ {0} is 1 up to
sign, and this coincides with that of Ψ ◦σ : ([0, 1]n, ∂[0, 1]n)→ (Rn,Rn \ {0}). This
completes the proof of Theorem 8.9. 
Remark 8.15. Since the diffeomorphisms fi used in Theorem 8.9 reverse a given ho-
mology orientationO ofX , we cannot give a non-trivial element ofH∗(BDiff(X, s,O);Z)
using these diffeomorphisms. At this stage the author does not know how to
give a cohomology class of higher degree over Z using SW. On the other hand,
thanks to D. Ruberman’s example in [38], we can give a non-trivial element of
H1(BDiff(X,P,O);Z) for a suitable (X,P) using D, described in Subsection 8.5.
8.3. Behavior under the composition 1. To give subtle examples of calcula-
tions for SW, we combine an argument of [20] by the author and one of D. Ru-
berman [38]. Ruberman has defined invariants of diffeomorphisms on an oriented
closed 4-manifold X in [38] using 1-parameter families of SO(3)-ASD equations and
Seiberg–Witten equations. In [38] he also has given examples of diffeomorphisms
on some 4-manifold which are topologically isotopic to the identity map, but not
smoothly isotopic to it. To prove the former property, he considered the compo-
sition of two diffeomorphisms having mutually converse actions on the homology
groups, and to prove the latter property, he used the invariant based on SO(3)-
Yang–Mills ASD equations. His family corresponding to a given diffeomorphism
can be regarded as a family of ASD equations parameterized on S1 via the map-
ping torus construction for the diffeomorphism. In this subsection we consider a
Seiberg–Witten version and higher-dimensional parameter version of Ruberman’s
argument. We give a bundle of a 4-manifold X obtained as the mapping torus of a
tuple of commutative diffeomorphisms belonging to Diff(X, s) for (the isomorphism
class of) a spinc structure s on X such that each diffeomorphism is topologically
isotopic to the identity, but the bundle is non-trivial as Diff(X, s)-bundle. In this
subsection we consider an example of a bundle with non-spin fiber, and we shall do
one with spin fiber in Subsection 8.4 using an argument of Subsection 8.2.
Fix n > 0 and let M0 be an oriented closed smooth 4-manifold with b
+(M0) ≥ 2
and s0 be the isomorpshim class of a spin
c structure on M0. Assume that the
Seiberg–Witten invariant of (M, s0) is an odd number and that M0#CP
2 is dif-
feomorphic to M1#CP
2, where M1 = b
+(M)CP2#b−(M)(−CP2). (Typically we
can take a simply connected elliptic surface and the complex structure of it as
(M0, s0).) Let us denote Hi the projective line embedded in the right connected
summand of Mi#CP
2. As noted in Ruberman [38], we can find a diffeomorphism
ϕ : M0#CP
2 → M1#CP2 so that ϕ(H1) is homologous to H2. The induced map
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ϕ∗ : H2(M1#CP
2) → H2(M0#CP2) acts as identity on H2(CP2). We can there-
fore define the isomorphism class s1 of a spin
c structure on M1 by s1 := (ϕ
−1)∗s0.
Extending by the identity, we get a diffeomorphism ϕ : M0#CP
2#2(−CP2) →
M1#CP
2#2(−CP2). Let t0 be the isomorphism class of a spinc structure on
CP2#2(−CP2) = CP2#(−CP21)#(−CP22) such that the H2(CP2)-component of
c1(t) gives a generator of H
2(CP2) and j-th component does of H2(−CP2j ) for
each j = 1, 2. Set
X :=M0#n(CP
2#2(−CP2)) =M0#N,
where N := #ni=1Ni and Ni := CP
2#2(−CP2). Let ϕi : M0#Ni →M1#Ni be the
copy of ϕ, and we write ϕi : X → M1#N also for the extension by the identity.
Let t be the isomorphism class of a spinc structure on N defined by t = #ni=1ti,
where ti is the copy of t0. We define the isomorphism class s of a spin
c structure
on X by
s := s0#t.(54)
Then one can easily see that d(s) = −n. Let f1,0, . . . , fn,0 ∈ Diff(X, s) be the dif-
feomorphisms given in Theorem 3.2 in [20]. (These diffeomorphisms are written as
f1, . . . , fn there.) Each fi,0 is identity onM0#(#i′ 6=iNi′), and hence they are mutu-
ally commutative. We also note that fi,0 is obtained as the copy of a common diffeo-
morphism on M0#CP
2#2(−CP2) for any i. Let f ′1,1, . . . , f ′n,1 ∈ Diff+(M1#N) be
the diffeomorphisms defined by substituting M1 forM0 in Theorem 3.2 in [20], and
let f1,1, . . . , fn,1 ∈ Diff+(X) be the diffeomorphisms defined by fi,1 := ϕ−1i ◦f ′i,1◦ϕi.
Then f1,1, . . . , fn,1 are mutually commutative and belong to Diff(X, s). We also
note that, if i 6= i′, then fi,0 and fi′,1 are also commutative. As Ruberman [38], by
the construction of ϕ and fi,0, fi,1, we have that fi,0 is homotopic to fi,1 for each
i. The diffeomorphism fi := fi,0 ◦ f−1i,1 ∈ Diff(X, s) is therefore homotopic to the
identity. In fact the result due to F. Quinn [36] implies that, more strongly, fi is
topologically isotopic to the identity.
We here recall an invariant of n-tuples of commutative diffeomorphisms on an
oriented closed 4-manifold defined in [20] by the author. This is a generalization of
Ruberman’s invariant given in [38] emerging from 1-parameter families of Seiberg–
Witten equations. This invariant of commutative diffeomorphisms relates to SW
as follows. For mutually commutative diffeomorphisms f1, . . . , fn ∈ Diff(X, s), say
ones defined above, one can associate a number
SW(f1, . . . , fn; s) ∈ Z or Z/2.(55)
This is defined by counting the moduli space of families of Seiberg–Witten equa-
tions parameterized on [0, 1]n, and it can be interpreted as a counted number of
a parameterized moduli space on T n. (See Example 2.6 in [20].) This number is
nothing but the counted number of Mσ for some inductive section σ : T n → Π(E)
for the bundle X → E → T n defined as the mapping torus of f1, . . . , fn. Thus we
have
SW(f1, . . . , fn; s) = ±〈SW(E), [T n]〉 .(56)
(If we work over Z/2, of course, the plus-minus sign in the right-hand side is omit-
ted.)
We now come back to our specific diffeomorphisms. Since fi,1 and fi,1 reverse a
homology orientation, we work on Z/2, though SW(f1, . . . , fn; s) is defined over Z.
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As Lemma 2.6 Ruberman [38], we immediately see that
SW(f1, . . . , fn; s) =
∑
0≤j1,...,jn≤1
SW(f ǫ11,j1 , . . . , f
ǫn
n,jn
; s)
=
∑
0≤j1,...,jn≤1
SW(f1,j1 , . . . , fn,jn ; s)
(57)
over Z/2, where ǫi ∈ {1,−1} is defined by ji = 1 ⇔ ǫi = −1, and f1i,0 := fi,0.
Let j1, . . . , jn ∈ {0, 1} and j′1, . . . , j′n ∈ {0, 1}. Then, if we have # { i | ji = 0 } =
# { i | j′i = 0 }, it follows that
SW(f1,j1 , . . . , fn,jn ; s) = SW(f1,j′1 , . . . , fn,j′n ; s)(58)
because of symmetry. Let us assume that n can be written as n = 2N for some
N ≥ 0. Then the binomial coefficient (nk) is even for any k ∈ {1, . . . , n− 1}, and it
therefore follows from the equalities (57) and (58) that
SW(f1, . . . , fn; s) = SW(f1,0, . . . , fn,0; s) + SW(f1,1, . . . , fn,1; s)
over Z/2. In addition, Theorem 3.2 in [20] implies that
SW(f1,j , . . . , fn,j; s) = SW(Mj , sj) = j + 1(59)
over Z/2 for each j = 0, 1, and thus we have SW(f1, . . . , fn; s) = 1. We can therefore
deduce that SW(E) 6= 0 in Hn(T n;Z/2) from (56). Thus we have:
Theorem 8.16. Let N ≥ 0 and set n = 2N . Let (X, s) and X → E → T n be as
above. Then SW(E) 6= 0 holds , in particular E is a non-trivial Diff(X, s)-bundle.
Remark 8.17. We note that, in the case of n = 1 above, since f1 is topologically
isomorphic to the identity, X → E → S1 is trivial as a Homeo0(X)-bundle, and
hence also as a Homeo(X, s)-bundle. Here Homeo0(X) is the identity component
of the whole group of orientation preserving homeomorphisms on X .
Remark 8.18. Although a result of F. Quinn [36] gives topological isotopies between
f1, . . . , fn and the identity, the supports of the topological isotopies are not disjoint.
The topological isotopies are therefore not mutually commutative in general, and
we cannot conclude that E is trivial as a Homeo(X, s)-bundle unless n = 1 from
[36]. The author does not know whether E is trivial as Homeo(X, s)-bundle when
n > 1.
Example 8.19. If we substitute K3 for M0 in the above argument, we have
X ∼= (n+ 3)CP2#(2n+ 19)(−CP2).(60)
In this case we can take the (isomorphism class of a) spinc structure coming from
the complex structure of K3 as s0. Let s be the (isomorphism class of a) spin
c
structure on X defined by (54). From the diffeomorphism (60) and Theorem 8.16,
if n can be written as n = 2N for some N ≥ 0, we get a bundle
(n+ 3)CP2#(2n+ 19)(−CP2)→ E → T n
with structure group Diff(X, s) satisfying SW(E) 6= 0. This is therefore non-trivial
as a Diff(X, s)-bundle, and trivial as a Homeo(X, s)-bundle if n = 1, explained in
Remark 8.17.
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We here note that, to show only the non-triviality of our characteristic classes,
one can directly use author’s result [20]. As explained in (59), Theorem 3.2 in [20]
gives diffeomorphisms whose invariant explained in (55) is non-trivial over Z/2, and
thus we obtain:
Theorem 8.20. Let M be an oriented closed smooth 4-manifold with b+(M) ≥ 2
and s0 be the isomorphism class of a spin
c structure on M such that the Seiberg–
Witten invariant of (M, s0) is an odd number. Let n be a positive integer. Define
N = nCP2#m(−CP2) = #ni=1CP2i#(#mj=1(−CP2j)) for some m ≥ 2n and t is the
isomorphism class of a spinc structure on N such that the i-th component of c1(t)
gives a generator of H2(CP2i ) and j-th component does of H
2(−CP2j). Then, for
the pair defined by
(X, s) := (M#N, s0#t),
we have
SW(X, s) 6= 0 in Hn(BDiff(X, s);Z/2).
Proof. Let X → E → T n be the mapping torus of the diffeomorphisms f1, . . . , fn
given in Theorem 3.2 in [20]. Then (56) and Theorem 3.2 in [20] imply that
〈SW(E), [T n]〉 = SW(f1, . . . , fn; s) 6= 0 in Z/2. The assertion in the theorem there-
fore follows from functoriality (Theorem 6.6). 
8.4. Behavior under the composition 2. We here discuss a spin analogue of
Subsection 8.3: we consider S2×S2 in this subsection instead of CP2#2(−CP2) in
Subsection 8.3. Fix n > 0 and letM0 be an oriented closed spin smooth 4-manifold
such that sign(M0) = 0 (hence M0 has even b2) and b
+(M0) ≥ 2, and let s0 be the
isomorpshim class of a spinc structure on M0. Assume that the Seiberg–Witten
invariant of (M, s0) is an odd number and that M0#S
2 × S2 is diffeomorphic to
M1#S
2 × S2, where M1 = b2(M0)2 (S2 × S2). Set
X :=M0#n(S
2 × S2).
Let s be the isomorphism class of a spinc structure on X defined by s := s0#t,
where t is the isomorphism class of a spinc structure coming from a spin structure
on n(S2×S2). Recall that f1,j, . . . , fn,j in Subsection 8.3 are given as the extension
of the n-tuple of diffeomorphisms on n(CP2#2(−CP2)) given in [20] by the identity
on Mi. If we use the diffeomorphisms f1, . . . , fn on n(S
2 × S2) in Subsection 8.2
instead of this n-tuple of diffeomorphisms on n(CP2#2(−CP2)), we get commuta-
tive diffeomorphisms f1,j , . . . , fn,j ∈ Diff(X, s) for j = 0, 1. In this subsection we
use the notation f1, . . . , fn for the diffeomorphisms defined as fi,0 ◦ f−1i,1 . Each fi is
topologically isotopic to the identity as in Subsection 8.3. Let X → E → T n be the
mapping torus of f1, . . . , fn. Instead of Theorem 3.2 in [20] used in Subsection 8.3,
we can use calculations given in Subsection 8.2. More precisely, in the proof of
Theorem 8.9, we have shown that
SW(f1,j , . . . , fn,j; s) = j + 1
over Z/2. We can therefore deduce the following theorem by the same argument of
Subsection 8.3:
Theorem 8.21. Let N ≥ 0 and set n = 2N . Let (X, s) and X → E → T n be as
above. Then SW(E) 6= 0 holds , in particular E is a non-trivial Diff(X, s)-bundle.
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Remark 8.22. By the same reason described in Remark 8.17, in the case of n = 1,
the bundle X → E → S1 is trivial as a Homeo(X, s)-bundle.
Example 8.23. We here use the 4-manifold X(p, q) in Example 8.11. We take p, q
so that X(p, q)#S2 × S2 ∼= m(S2 × S2) for some m > 0. In the above argument,
let us substitute X(p, q) for M0, and as s0 take the (isomorphism class of a) spin
c
structure coming from the symplectic structure of X(p, q). From the dissolving of
X(p, q)#S2×S2 and Theorem 8.21, if n can be written as n = 2N for some N ≥ 0,
we get a bundle
k(S2 × S2)→ E → T n
with structure group Diff(X, s) satisfying SW(E) 6= 0, where k = m+ n− 1. This
is therefore non-trivial as a Diff(X, s)-bundle, and trivial as a Homeo(X, s)-bundle
if n = 1.
Remark 8.24. As remarked in Remark 8.12, it seems difficult to determine k’s in
Example 8.23.
8.5. Ruberman’s calculation and D. We mention a calculation of D obtained
from Ruberman’s one given in [38]. In Theorem 3.1 in [38], he has constructed
a diffeomorphism preserving the isomorphism class of an SO(3)-bundle on some
4-manifold X such that his invariant of the diffeomorphism based on a 1-parameter
family of ASD equations does not vanish. This invariant coincides with the counted
number of the parametrized moduli space of ASD equations for the family X →
E → S1 defined as the mapping torus, as in Subsections 8.3 and 8.4. Thus we have:
Theorem 8.25. Let M be an oriented closed smooth 4-manifold with b+(M) ≥ 2
and P0 be the isomorphism class of an SO(3)-bundle on M such that the formal
dimension for P0 is zero and w2(P0) 6= 0, and that the Donaldson invariant of
(M,P0) does not vanish (over Z). Set
X =M#CP2#2(−CP2).
Let L→ CP2#2(−CP2) be the complex line bundle such that the H2(CP2)-component
of c1(L) is a generator of H
2(CP2), and similarly the H2(−CP2j )-component of
c1(L) is a generator of H
2(−CP2j ) for j = 1, 2. We define P as the isomorphism
class of the SO(3)-bundle obtained by gluing (a representative of) P0 with L ⊕ R,
where R is the trivial real line bundle. Then, for a fixed a homology orientation O
on X, we have
D(X,P,O) 6= 0 in H1(BDiff(X,P,O);Z).
Proof. Theorem 3.1 in Ruberman [38] asserts that there is a diffeomorphism on
X such that it preserves P and O and that his invariant of the diffeomorphism
coincides with the −4 times the Donaldson invariant of (M,P0). The assertion in
the theorem therefore follows as in the proof of Theorem 8.20. 
Remark 8.26. At this stage the author does not have a non-trivial example of D
for more higher degree n > 1. In the argument of Section 8, the difference on
computability for SW and for D arises from the difference between the structure
of wall in both theories: the wall in Donaldson theory is more complicated rather
than that of Seiberg–Witten theory. To generalize Theorem 8.25 for n > 0, one has
to study the structure of the wall in Donaldson theory for b+ > 0.
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9. Concluding remarks
Finally, we note some related work which we have not mention and also note
further potential developments of our characteristic classes D and SW.
Remark 9.1. P. Kronheimer [22] has defined an invariant for families of Seiberg–
Witten equations. More precisely, he has considered a family parameterized on
a singular chain in the space of perturbations such that the parameterized mod-
uli space vanishes on the boundary. Namely, his invariant is a version of relative
invariants for families. In symplectic geometry, several people have considered rel-
ative Gromov–Witten invariants using Kronheimer’s work. See O. Bus¸e [6] and
T. Nishinou [34]. In our context, we can define a similar relative version of our
characteristic classes as follows. Let X → E → B a bundle of an oriented closed
smooth 4-manifold X on a CW complex B. Let us choose either the ASD setting or
the SW setting, and suppose that the formal dimension is −n for n > 0. Fix an in-
ductive section σ : B(n) → Π(E)|B(n) . Let B′ ⊂ B be a subspace of B such that the
parameterized moduli space with respect to σ vanishes on B′. Set τ := σ|B′∩B(n) .
Then we can define A(E,B′, τ) ∈ Hn(B,B′) as A(E). The relative cohomology
class A(E,B′, τ) depends only on E, B′, and τ , i.e., for another inductive section
σ′ satisfying σ′|B′∩B(n) = τ , we can get the same cohomology class.
Remark 9.2. M. Szymik [41] has considered a family version of the Bauer–Furuta
invariant [5]. As described in the introduction, one of the big differences between
his setting and ours is the structure group of families. The author expects that a
Bauer–Furuta-type refinement can be also considered in our setting: families with
structure group Diff(X, s) or Diff(X, s,O). To establish such a refinement in full
generality, we need some stacks, which will be discussed in a subsequent paper.
(See also Remark 6.11.)
Remark 9.3. A possibility of a generalization of our theory is to construct a version
of Floer theory for D and SW. If we try to do it, we are faced with a serious analytic
problem: if we consider a family of 3-manifolds, the differential of the Floer chain
complexes varies, and in addition, critical points also do in the Seiberg–Witten
situation. One might hope that we shall overcome such a problem by introducing
techniques developed in the context of symplectic geometry. See, for example,
K. Fukaya [13] and M. Abouzaid [1, 2].
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