Abstract. The use of partial least squares (PLS) for handling collinearities among the independent variables X in multiple regression is discussed. Consecutive estimates (rank 1, 2,...) are obtained using the residuals from previous rank as a new dependent variable y. The PLS method is equivalent to the conjugate gradient method used in Numerical Analysis for related problems.
1. Introduction. In multiple regression, linear or nonlinear, collinearities among the independent variables xj sometimes cause severe problems. (For notation, see below equation (1) ). The estimated coefficients/3, can be very unstable, and thereby far from their target values. In particular, this makes predictions by the regression model to be poor.
In many chemical applications of multiple regression, like the present example of relationships between chemical structure and biological activity, the predictive properties of the models are of prime importance and the regression estimates therefore often need to be stabilized. The present example can be seen as a special case of response surface modelling, an area where the collinearity problem has been recognized as a serious problem (Box and Draper (1971) , Gorman and Toman (1966), Draper and Smith (1966) ).
In applied work, the collinearity problem is often handled by selecting a subset of variables by a stepwise procedure. See Hocking (1976) for a review. We shall not consider this subset strategy here, but shall limit ourselves to the data analysis with all variables included in the model. are assumed to be uncorrelated, to be normal and to have the same variance. The prime denotes the transpose of a vector or matrix.
The first way, usually called ridge regression (Hoerl and Kennard (1970) ) is based on adding a small number, k, to all elements in the diagonal of the moment matrix X'X. Thus, instead of inverting X'X, one inverts (X'X+ k. I), which gives the regression estimates (2) bridg (X'X + k I) -X' y.
The "ridge parameter," k, is usually chosen between 0 and 1. The specific value of/ is often based on an inspection of a plot of the regression estimates against k (see Fig.  1 for an example). Golub (1980) ). The solution of nonlinear regression using ridge estimates in the iterative updating is a well established numerical practice (see Marquardt (1970) where the correspondence between the two situations is discussed).
The second approach to the stabilization of the regression estimates is based on the contraction of X'X to a matrix of smaller rank. This is, for instance, accomplished by expanding X'X in terms of its eigenvectors (principal components) and then retaining only the first r of these p eigenvectors to represent X'X (r < p). This gives the solution the form of a generalized inverse (Marquardt, 1970 Wold, 1975 Wold, , 1982 Examples of such large problems are found in protein X-ray crystallography (Konnert (1976) ) and geodesy (Kolata (1978) ). With the proliferation of microcomputers, fast and simple-to-program methods are of interest also for small and moderate problems. 4 . Details of the estimation. The PLS algorithm, in its general, mode A formulation, deals with variables blocked in q blocks, and forms a sequence of rank one approximations to the combined data matrix. In this paper, we consider only the case with two blocks, one of them furthermore restricted to consisting of only one variable. Let the data matrices for the two blocks be X and y, and denote the combined matrix by z-[xly].
We then successively form a sequence of residual matrices Zs, using the following algorithm:
Xs+l=Xs---7 (Stone (1974) and Geisser (1974) ) is a technique which is very useful in estimating the optimal complexity of a model for a given data set. The data set is divided into a number of groups. The model, with a given complexity, is fitted to the data set reduced by one of the groups. Predictions are calculated by the fitted model for the deleted data and the sum of squares of predicted minus observed values for the deleted data is formed. Then, in a second round, the same procedure is repeated but with the second group held out. Then a third round is performed, etc., until each data point has been held out once and only once. The total sum of squares of predictions minus observations then contains one term from each point. This sum, abbreviated PRESS, is a measure of the predictive power of the model with the given complexity for the given data set.
Cross validation has attractive theoretical properties (Wahba (1977) ). Golub, Heath and Wahba (1979) use it to estimate the optimal ridge factor in ridge regression. It has been used as a criterion to select variables in multiple regression (Allen, 1971 ), for selecting the smoothing factor in spline fitting (Wahba and Wold (1974) , Craven and Wahba (1979)), to select the best number of components in principal components analysis (S. , and for hypothesis testing in PLS modelling (H. Wold (1982) ). In the PLS estimation discussed here, we wish to estimate the optimal rank of the estimate, i.e. when to stop the algorithm. We divide the cases into G groups. With one of these groups deleted one still gets estimates for Vs+l in step (2.1) of algorithm LSQR, which allows the "latent" variable Xvs+ in step (2.2) to be estimated for all n data points, including those deleted. The residual Ps+l is then estimated based on the retained points, and prediction errors computed for those deleted. The PRESS is then calculated as the sum of squares of the predicted residuals for the deleted points. A second part of the data set is then held out, squared prediction errors are added to the PRESS and so on.
Note In large problems, repeated calculations with deletion of one group after another may be too time-consuming. In such cases, however, there are usually so many data points that one with little loss can make a small part, say 5 or 10%, of the data a "test set." The estimation is then based on the remaining 90 or 95% of the data and the validation is made by letting the model predict the values in the test set. Thus the test set never enters the estimation; it is used only to estimate the "optimal rank" of the model.
The jackknife method (see Duncan (1978) and Miller (1974) for reviews) is closely related to cross validation in that it makes use of the data several times, each time with a subset of the data deleted from the calculation. The scope of the jackknife is to use the variation in the resulting parameter estimates fi to calculate standard errors of these estimates. It is a "soft," data-oriented approach, in contrast to methods based on "hard" models such as maximum-likelihood methods (see H. Wold In their analysis, Dunn, Wold and Martin (1978) use principal components regression, contracting the matrix X to its first two singular vectors.
Here we reanalyze the same data using partial least squares, PLS. For comparison we have used ordinary least squares (OLS), principal component regression (PCR), James Stein shrunk estimate (JS), ridge regression (RR), and finally total least squares (TLS).
To evaluate the goodness of fit of the various models, we use the predictive sums of squares (PRESS) as described above in 6. The data were divided into 3 groups (no. 1 points 1, 4, 7, , no. 2 points 2, 5, 8, , no. 3 points 3, 6, 9, .). Thus, the jackknife standard errors were also obtained for the PLS estimates. Figure 1 shows the variation of the ridge estimates, PRESS and the residual sum of squares with the ridge parameter k. PRESS has a minimum around k 2.0, which is larger than the maximal recommended value of 1.0 (Hoerl and Kennard (1970)). Also plotted are the estimates corresponding to the TLS, JS, PLS and PCR solutions (see Table 2 ). The sum of squared residuals and the cross validation variance are plotted in relative scales. (1978) ). The extra information provided by the variable y in the present case might make the corresponding vectors bs superior to the ordinary principal components in the context of discriminant analysis and pattern recognition, a subject which we are currently investigating.
In a forthcoming report we will also investigate statistical and numerical aspects on the PLS method, and show how the 8 theorems given by Marquardt (1970) for ridge and principal component regression translate into this situation. We will also investigate computational aspects, especially for large problems. For large sparse problems, e.g., the geodesy problem, a reformulation as a multiple block PLS problem might prove advantageous.
