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ATTRACTIVE CONICAL SURFACES CREATE INFINITELY
MANY BOUND STATES
SEBASTIAN EGGER, JOACHIM KERNER, AND KONSTANTIN PANKRASHKIN
Abstract. In this paper we study spectral properties of a three-
dimensional Schro¨dinger operator −∆ + V with a potential V given,
modulo rapidly decaying terms, by a function of the distance of x ∈ R3
to an infinite conical hypersurface with a smooth cross-section. As a
main result we show that there are infinitely many discrete eigenval-
ues accumulating at the bottom of the essential spectrum which itself
is identified as the ground-state energy of a certain one-dimensional op-
erator. Most importantly, based on a result of Kirsch and Simon we
are able to establish the asymptotic behavior of the eigenvalue counting
function using an explicit spectral-geometric quantity associated with
the cross-section. This shows a universal character of some previous
results on conical layers and δ-potentials created by conical surfaces.
1. Introduction
1.1. Motivation and previous works. In this paper we introduce a new
class of long-range potentials V leading to infinitely many eigenvalues below
the bottom of the essential spectrum for the Schro¨dinger operator −∆+ V .
In addition, we estimate the accumulation rate of the eigenvalues at the
bottom of the essential spectrum in terms of a certain geometric quantity.
Our work is motivated by several previous papers by various authors which
appeared during the last decades and which studied particular classes of
interactions, and we show that the spectral effects observed are of a generic
nature and hold in a much more general setting. In order to proceed with a
more detailed discussion, let us introduce some objects.
By a conical surface S ⊂ R3 we mean a Lipschitz surface invariant under
the dilations, i.e. λS = S for any λ > 0. A conical surface S is uniquely
determined by its cross-section Σ given by Σ := S ∩ S2, where S2 is the
unit sphere centered at the origin in R3, and S is recovered from Σ by
S := R+Σ. By dS : R
3 → R+ we denote the distance function to S, i.e.
“dS(x) := the distance from x to S”. In the present paper we deal with
the Schro¨dinger operator H = −∆ + V , where the potential V writes as
V (x) = v
(
dS(x)
)
+ w(x) with v being a one-dimensional potential and w
being small in a suitable sense. We show that, under suitable assumptions
on S, v and w, the essential spectrum of H covers a half-axis [ε0,+∞),
where ε0 only depends on v, while the discrete eigenvalues form an infinite
sequence converging to ε0 with a rate controlled by the geometry of S.
It seems that the above spectral effect was first considered by Exner and
Tater for conical layers [ET]. Namely, for a > 0 consider the domain Ωa :={
x ∈ R3 : dS(x) < a
}
, which is called the conical layer of width 2a around
S, and let A be the Dirichlet Laplacian in Ωa. With a slight abuse of
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interpretation, the operator A corresponds to the above operator H with a
hard-wall potential v (setting w = 0),
v(x) =
{
0, |x| < a,
+∞, |x| ≥ a.
While some first results for the rotationally invariant case (i.e. when Σ is
a circle) were already obtained in [ET, DOBR], we prefer to cite directly
the result obtained in [OBP] for general smooth cross-sections Σ: the es-
sential spectrum of A is [ pi
2
4a2
,+∞) and the discrete spectrum is infinite
provided that S is not a plane (i.e. that Σ is not a great circle of the unit
sphere). Moreover, if Nλ(A) denotes the number of discrete eigenvalues of
A in (−∞, λ), then one has the asymptotics
(1.1) N pi2
4a2
−E
(A) ≃ kS | logE| as E → 0+,
where kS > 0 is some geometric constant given in (1.3) below. The above
result belongs to a large family of works on bound states in curved structures,
see. e.g. [DEK, EK, ESˇ, LR].
Another class of potential in the literature corresponds to the above op-
erator H with v := −αδ with α > 0 and δ being the Dirac δ-function, which
is an eminent model for so-called zero-range interactions [AGHH, Ex]. More
precisely, let B be the self-adjoint operator in R3 defined by the bilinear
form
b[ϕ,ϕ] =
∫
R3
|∇ϕ|2dx− α
∫
S
ϕ2ds, ϕ ∈ H1(R3),
with ds being the surface measure on S. Some preliminary results on the
rotationally invariant case appeared in [BEL, LOB], and the final result of
[OBP] states that if Σ is a smooth loop different from a great circle, then
the essential spectrum of B is [−α24 ,+∞), while the discrete spectrum is
infinite and the asymptotics
(1.2) N
−α
2
4
−E
(B) ≃ kS | logE| as E → 0+,
holds with the same constant kS > 0 as in (1.1). Hence, the apparently
different operators A and B, which correspond to very different potentials
v, share the same asymptotic behavior of the eigenvalue counting function.
(Some related results on conical domains and δ-potentials can also be found
e.g. in [BPP, EL, OBPP].) Hence, the principal objective of the present
work is to show that the above spectral picture is rather universal and holds
for a large class of one-dimensional potentials v.
1.2. Main result. Let us now pass to precise formulations. To keep the
notation as simple as possible, we will work with real-valued Hilbert spaces.
A self-adjoint and semi-bounded operator will be denoted with capital let-
ters, e.g. A, and we denote by D(A) its domain. By the corresponding small
letters we denote its associated bilinear form, e.g. a, and by D(a) we mean
the domain of the associated bilinear form (which may be referred to as the
form domain of A). The bilinear form itself will be denoted as a[·, ·] (by a[·]
the form), the spectrum, the discrete spectrum, and the essential spectrum
of A will be denoted by σ(A), σd(A) and σess(A), respectively. Also, Nλ(A)
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denotes the usual eigenvalue counting function, counting all the eigenvalues
smaller or equal to λ ∈ R with multiplicities.
Let us start with geometric objects. Throughout the paper, we assume
that S is a conical surface whose cross-section Σ is a C4-smooth loop on
the unit sphere. To avoid dealing with degenerate cases we assume that
Σ is a not a great circle, i.e. that S is not simply a plane. We denote
by ℓ the length of Σ, by T = R/ℓZ the circle of length ℓ and take an
arbitrary arc-length parametrization Γ of Σ, i.e. a C4 map Γ : T→ R3 with
Γ(T) = Σ and |Γ′| = 1. This implies the normal vector n := Γ × Γ′ and
the geodesic curvature κ = 〈Γ × Γ′′ ,Γ′〉R3 . The essential object which will
turn out to dictate the asymptotics of the eigenvalue counting function near
the threshold to the essential spectrum is a one-dimensional Schro¨dinger
operator involving in its potential part the geodesic curvature. Specifically,
we introduce the geometrically induced Schro¨dinger operator KS on L2(T)
through
(KSϕ)(s) := −ϕ′′(s)− κ
2(s)
4
ϕ(s) ,
D(KS) := H2(T) .
Then KS is self-adjoint, semibounded from below with compact resolvent.
Let λj(KS) denote its j-th eigenvalue (being enumerated in increasing order
and counting multiplicities) then the following quantity is defined,
(1.3) kS :=
1
2π
∑
j∈N:λj(KS)<0
√
−λj(KS),
and kS > 0 under the above assumptions on S, as discussed in [OBP].
Furthermore, let v : R → R be a one-dimensional potential with the
following properties:
(i) v ∈ L1loc(R), v(x) = v(−x) and max{−v, 0} ∈ L∞(R) ,
(ii) The one-dimensional operator Q := − d2
dx2
+ v in L2(R) defined
through its form
q[ϕ] :=
∫
R
(|ϕ′|2 + v|ϕ|2) dx ,
D(q) :=
{
ϕ ∈ H1(R) :
∫
R
v|ϕ|2 dx < +∞
}
,
is such that inf σ(Q) = ε0 is an isolated eigenvalue,
(iii) there holds
(1.4) ε0 < lim inf
x→∞
v(x) := v∞ .
It is widely known that the above assumptions are satisfied if, for example,
lim infx→+∞ v(x) = +∞ or if v ∈ L1(R) ∩ L∞(R) with
∫
R
v dx < 0.
Now, let V ∈ L1loc(R3) with max{−V, 0} ∈ L∞(R3) such that the function
w : x 7→ V (x)− v(dS(x))
satisfies
(1.5) w(x) = o(|x|−2) as |x| → +∞.
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Finally, consider the Scho¨dinger operator H = −∆ + V realized via its
associated quadratic form h,
h[ϕ] =
∫
R3
(|∇ϕ|2 + V |ϕ|2) dx ,
D(h) = {ϕ ∈ H1(R3) :
∫
R3
V |ϕ|2 dx <∞} .
(1.6)
Our main result is as follows:
Theorem 1.1. The essential spectrum of H is [ε0,∞) and the discrete
spectrum is infinite. In particular, Nε0−E(H) ≃ kS | lnE| as E → 0+.
In fact, after a few additional preparations, the proof of Theorem 1.1
appears to be very similar to the one given in [OBP] for δ-potentials. It
is our main observation that the necessary technical ingredients, which are
collected in the next section (Section 2), are still available under the above
assumptions on the potentials v and V . The proof of [OBP] is then adapted
to our setting in Sections 3 and 4, and it is based on suitable changes of
variables, domain decoupling and a repeated use of the min-max principle.
We remark that the assumptions on both v on V could certainly be
relaxed, in particular, by replacing the semiboundedness from below by
some weaker integrability-type conditions. This would require an addi-
tional rather technical discussion of semiboundedness issues for Q and H,
which we preferred to avoid in the present text. We further remark that the
smoothness of the cross-section Σ is of importance for the whole construc-
tion: in fact, even in the simplest Fichera model of a conical layer with a
non-smooth cross-section, the discrete spectrum becomes at most finite as
observed in [DOBL].
2. Some preparations on one-dimensional operators
Let us collect some important technical ingredients for the proof of the
main result.
The analysis of the eigenvalue counting function will use the following
statement from [KS]; note that (x)+ := max{x, 0}.
Proposition 2.1. Let x0 ∈ R and V : [x0,∞) → R be continuous with
c := limx→∞ x
2V (x) ∈ R. Then the operator h = − d2dx2 − V in L2(x0,∞)
with any self-adjoint boundary condition at x0 satisfies
N−E(h) = 1
2π
√(
c− 14
)
+
| lnE|+ o(| lnE|) as E → 0+ .
Furthermore, we will need a number of facts on the truncated version
of the above one-dimensional operator Q. To this aim, introduce two one-
dimensional Schro¨dinger operators HL,D/N defined on L
2(−L,L) via their
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associated quadratic forms
hL,D/N [f ] :=
∫ L
−L
(|f ′|2 + v|f |2)dx ,
D(hL,D) :=
{
f ∈ H10 (−L,L) :
∫
|x|<L
vf2dx <∞
}
,
D(hL,N ) :=
{
f ∈ H1(−L,L) :
∫
|x|<L
vf2dx <∞
}
.
Both operators, HL,D and HL,N , have purely discrete spectrum and we
denote the n-th eigenvalue as λn(HL,D) and λn(HL,N ), respectively; here
n ∈ N and we count the eigenvalues according to multiplicities. In what
follows we will collect some estimates for the eigenvalues λn(HL,D/N ) as L
becomes large. The estimates are not surprizing and just correspond to
what is expected, but we are not aware of a suitable general presentation in
the literature.
For a self-adjoint semibounded from below operator A in a Hilbert space
H with associated bilinear form a we define the quantitites
(2.1) µj(A) = inf
Wj⊂D[a]
sup
ϕ∈Wj :ϕ 6=0
a[ϕ,ϕ]
‖ϕ‖2H
, j ∈ N,
where Wj denotes a j-dimensional subspace. The sequence µj is non-
decreasing in j and has a number of other properties. It is elementary
to see that for two operators A and B with the above properties one has
(2.2) µj(A⊕B) ≥ min
{
µj(A), µ1(B)
}
.
The well-known min-max principle states the following: if µj(A) < inf σess(A),
then µj(A) is the jth eigenvalue of A.
Proposition 2.2. For sufficiently large L > 0 we have λ1(HL,N) ≤ ε0.
Proof. Let H˜L,N be the operator on L
2(|x| > L) associated with the qua-
dratic form
h˜L[ϕ] :=
∫
L<|x|<∞
(
(ϕ′)2 + vϕ2
)
dx ,
D(h˜L) := {ϕ ∈ H1(|x| > L) : h˜L[ϕ,ϕ] <∞} .
The min-max principle then implies that
(2.3) ε0 = inf σ(Q) ≥ inf σ(HL,N ⊕ H˜L,N) .
On the other hand, inf σ(HL,N⊕H˜L,N) = min
{
λ1(HL,N ), inf σ(H˜L,N )
}
, and
due to the assumption (1.4) one has inf σ(H˜L,N ) > ε0 for sufficiently large
L. It follows from (2.3) that ε0 ≥ λ1(HL,N ) for large L. 
Proposition 2.3. For any j ∈ N there holds
lim inf
L→+∞
λj(HL,D/N ) ≥ min
{
µj(Q), v∞
}
.
Proof. First remark that both HL,D/N are with compact resolvents, hence,
λj(HL,D/N ) = µj(HL,D/N ) for any j ∈ N.
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As each function from the form domain of HL,D extends by zero to a
function from the form domain of Q, which preserves the L2-norm, the min-
max principle implies
(2.4) λj(HL,D) = µj(HL,D) ≥ µj(Q) for all j ∈ N, L > 0.
Now, consider the case of HL,N . We pick a pair of smooth functions
χ1, χ2 ∈ C∞(−1, 1) such that χ1(x) = 1 for |x| ≤ 1/3, χ2(x) = 1 for
|x| ≥ 2/3 and χ21 + χ22 = 1. We set χLj (x) := χj
(
x
L
)
, and a straightforward
calculation shows that
hL,N [ϕ] ≥hL,D[χL1ϕ] + hL,N [χL2ϕ]−
c
L2
‖ϕ‖2L2(−L,+L) ,
for some constant c > 0. Now, introduce the self-adjoint operator H˜L on
L2(Ω), Ω := (−L,−L/3) ∪ (L/3,+L), being associated with the quadratic
form
h˜L[ϕ] :=
∫
Ω
(|∇ϕ|2 + v(x)|ϕ|2) dx ,
D[h˜L] := {ϕ ∈ H1(Ω) : h˜L[ϕ] <∞} .
We can then define the injective map
J : D[hL,N ]→ D[h2L/3,D]⊕D[h˜L], Jϕ = (χL1ϕ,χL2ϕ),
which is also isometric with respect to L2-norms. Employing J , the min-max
principle implies that
µj(HL,N ) ≥ µj(H2L/3,D ⊕ H˜L)−
c
L2
.
Using (2.2) and then (2.4) we obtain
µj(HL,N) ≥ min
{
µj(H2L/3,D), µ1(H˜L)
}− c
L2
,
≥ min{µj(Q), µ1(H˜L)}− c
L2
We have µ1(H˜L) ≥ infx∈Ω v(x), hence, lim infL→+∞ µ1(H˜L) ≥ v∞ and
lim inf
L→+∞
λj(HL,N) = lim inf
L→+∞
µj(HL,N ) ≥ min
{
µj(Q), v∞
}
. 
Corollary 2.4. There are δ > 0 and L0 > 0 such that λ2(HL,D/N ) > ε0+ δ
for all L > L0
Proof. As the first eigenvalue ofQ is simple, one has µ2(Q) > ε0. In addition,
one has v∞ > ε0 by assumption (iii) on v, and the result follows from
Proposition 2.3. 
Now we provide a uniform Agmon-type estimate for ϕL,N , where ϕL,N is
the (unique, normalized) real-valued ground state for HL,N .
Proposition 2.5 (Uniform Agmon-type estimate). For any θ ∈ (0, 1) there
exists R > 0 and C > 0 such that∫ L
−L
e2θΦ(x)ϕL,N (x)
2 dx < C ,
∫
R
e2θΦ(x)ϕ0(x)
2 dx < C ,
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hold for all L > R > 0, where
Φ(x) :=

0 , x < R ,∫ |x|
R
√
v(t) − ε0 dt , R ≤ |x| .
Proof. During the proof we simply write ϕ instead of ϕL,N .
Take a sufficiently large R > 0 such that v(x) > ε0 for a.e. x ≥ R. Then
Φ ∈ L∞(−L,L) and ∣∣Φ′∣∣ ≤ 1{L>|x|>R}√v − ε0, where 1A stands for the
indicator function of the set A ⊂ R.
Let us first show that for any η > 0 one has eηΦϕ ∈ D(hL,N ). We have
eηΦ ∈ L∞(−L,L), so eηΦϕ ∈ L2(−L,L), and∫ L
−L
v(eηΦϕ)2 dx <∞ due to
∫ L
−L
vϕ2 dx <∞ .
Furthermore, (eηΦϕ)′ = ηΦ′eηΦϕ + eηΦϕ′. The second summand is in
L2(−L,L) due to ϕ ∈ H1(−L,L), while the first term is finite due to∫ L
−L
(Φ′eηΦϕ)2 dx ≤ e2ηCL
∫
R<|x|<L
(v−ε0)ϕ2 dx <∞ , CL := ‖Φ‖L∞(−L,L).
This implies that eηΦϕ ∈ H1(−L,+L).
In a next step we compute
hL,N [e
θΦϕ] =
∫ L
−L
((
θΦ′eθΦϕ+ eθΦϕ′
)2
+ v(eθΦϕ)2
)
dx
= θ2
∫ L
−L
(Φ′)2e2θΦϕ2 dx+
∫ L
−L
(
(e2θΦϕ)′ϕ′ + v e2θΦϕϕ
)
dx .
Taking advantage of the representation theorem for quadratic forms, the
second term on the right-hand side rewrites as∫ L
−L
(
(e2θΦϕ)′ϕ′ + v e2θΦϕϕ
)
dx = hL,N
[
e2θΦϕ,ϕ
]
= 〈e2θΦϕ,HL,Nϕ〉L2(−L,L) = λ1(HL,N )
∫ L
−L
e2θΦϕ2dx
which then yields
hL,N [e
θΦϕ] =
∫ L
−L
(
θ2(Φ′)2 + λ1(HL,N )
)
e2θΦϕ2 dx.
Using Proposition (2.2) we conclude that for large L we have
(2.5) hL,N [e
θΦϕ] ≤
∫ L
−L
(
θ2(Φ′)2 + ε0
)
e2θΦϕ2 dx .
Now, let us pick a δ > 0. Recall that by Proposition 2.3 we may assume
R sufficiently large to have
(2.6) λ1(HR,N ) > ε0 − δ.
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The min-max principle applied to hR,N gives, with the help of (2.6),∫ R
−R
((
(eθΦϕ)′
)2
+ v(eθΦϕ)2
)
dx
≥ λ1(HR,N )
∫ R
−R
e2θΦϕ2 dx ≥ (ε0 − δ)
∫ R
−R
e2θΦϕ2 dx.
Therefore,
hL,N [e
θΦϕ] =
(∫ R
−R
+
∫
R<|x|<L
)((
(eθΦϕ)′
)2
+ v(eθΦϕ)2
)
dx
≥ (ε0 − δ)
∫ R
−R
e2θΦϕ2 dx+
∫
R<|x|<L
ve2θΦϕ2 dx.
(2.7)
By combining (2.5) with (2.7) we arrive at∫ L
−L
(
θ2(Φ′)2 + ε0
)
e2θΦϕ2 dx
≥ (ε0 − δ)
∫ R
−R
e2θΦϕ2 dx+
∫
R<|x|<L
ve2θΦϕ2 dx.
As Φ′ = 0 in (−R,R) by construction, the last inequality transforms into
δ
∫ R
−R
e2θΦϕ2 dx ≥
∫
R<|x|<L
(
v − ε0 − θ2(Φ′)2
)
e2θΦϕ2 dx.
Using
∣∣Φ′∣∣ ≤ 1{L>|x|>R}√v − ε0 we arrive at
δ
∫ R
−R
ϕ2 dx ≥ (1− θ2)
∫
R<|x|<L
(v − ε0)e2θΦϕ2 dx.
We may fix δ > 0 sufficiently small to have v∞− ε0 > 2δ(1− θ2)−1, then for
large (but then fixed) R one has (1−θ2)(v(x)−ε0) > δ for a.e. R < |x| < L
and it follows from the preceding inequality that∫ R
−R
ϕ2 dx ≥
∫
R<|x|<L
e2θΦϕ2 dx .
Consequently,∫ L
−L
e2θΦϕ2 dx =
∫ R
−R
e2θΦϕ2 dx+
∫
R<|x|<L
e2θΦϕ2 dx
=
∫ R
−R
ϕ2 dx+
∫
R<|x|<L
e2θΦϕ2 dx ≤ 2
∫ R
−R
ϕ2dx. 
Corollary 2.6. For every η > 0 and 0 < θ < 1 there exist B > 0 and b > 0
such that
‖ϕL,N‖L2(L−η<|x|<L) ≤ Be−bL‖ϕL,N‖L2(−L,L)
as L is sufficiently large.
ATTRACTIVE CONICAL SURFACES 9
Proof. Starting with the definition of Φ in Proposition 2.5 we see that Φ(x) >
δ(|x| −R) for some δ > 0 and |x| > R. Proposition 2.5 then yields
‖ϕL,N‖L2(L−η<|x|<L) ≤ ‖e−θΦeθΦϕL,N‖L2(L−η<|x|<L)
≤ e−θδ(L−η)‖eθΦϕL,N‖L2(L−η<|x|<L)
≤ e−θδ(L−η)‖eθΦϕL,N‖L2(−L,L)
≤ Ce−θδL‖ϕL,N‖L2(−L,L). 
The next result controls the convergence of the eigenvalues λ1(HL,N) to
ε0.
Proposition 2.7. With some A > 0 and a > 0 one has
(2.8) ε0 −Ae−aL ≤ λ1(HL,N ) ≤ ε0.
holds for large L.
Proof. The upper bound is already shown in Proposition 2.2. To prove the
lower bound, let us take χ ∈ C∞(0 < |x| < 1) with χ(x) = 1 for 0 < |x| < 13 ,
χ(x) = 0 for 23 < |x| < 1 and |χ(x)| ≤ 1 for all 0 < x < 1. We introduce
ξ1,L ∈ C∞(−L,L) via
(2.9) ξ1,L(x) :=
{
1 , |x| ≤ L− 1 ,
χ(|x| − L+ 1) , L− 1 < |x| < L .
We also define ξ2,L := 1− ξ1,L and set
(2.10) χj,L :=
ξj,L√
ξ21,L + ξ
2
2,L
, j = 1, 2 .
Note that ‖χ′j,L‖∞ is uniformly bounded for large enough L, j = 1, 2, and
supp(χ′1,L+χ
′
2,L) ⊂ [L− 23 , L− 13 ]. With this and Corollary 2.6 we conclude
that there are two constants C1, C2 > 0 such that
hL,N [ϕL,N ] = hL,N [χ1,LϕL,N ] + hL,N [χ2,LϕL,N ]
−
∫ L
−L
[
((χ1,L)
′)2 + ((χ2,L)
′)2
]
ϕ2L,N dx
= hL,N [χ1,LϕL,N ] + hL,N [χ2,LϕL,N ]
−
∫
L− 2
3
<|x|<L
[
((χ1,L)
′)2 + ((χ2,L)
′)2
]
ϕ2L,N dx
≥ hL,N [χ1,LϕL,N ] + hL,N [χ2,LϕL,N ]− C2e−C1L‖ϕL,N‖2L2(−L,L) .
Since (χ1,LϕL,N )(x) = 0 for |x| ≥ L− 13 we conclude that χ1,LϕL,N ∈ D(q)
and
hL,N [χ1,LϕL,N ] = q[χ1,LϕL,N ] ≥ ε0‖χ1,LϕL,N‖2L2(−L,L) .
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Using (1.4), one can choose L sufficiently large to have v > ε0 for |x| > L− 23 .
Since supp (χ2ϕL,N ) ⊂ [L− 13 , L] there holds
hL,N [χ2,LϕL,N ] ≥
∫ L
L− 1
3
v (χ2,LϕL,N )
2 dx
≥ ε0
∫ L
L− 1
3
(χ2,LϕL,N )
2 dx = ε0‖χ2,LϕL,N‖2L2(−L,L) .
Therefore, for large enough L we have
λ1(HL,N )‖ϕL,N‖2L2(−L,L) = hL,N [ϕL,N ]
≥ ε0‖χ1,LϕL,N‖2L2(−L,L) + ε0‖χ2,LϕL,N‖2L2(−L,L)
−C2e−C1L‖ϕL,N‖L2(−L,L)
=
(
ε0 − C2e−C1L
)‖ϕL,N‖2L2(−L,L) .

Proposition 2.8. There exist A > 0 and a > 0 such that
(2.11) ε0 ≤ λ1(HL,D) ≤ ε0 +Ae−aL.
holds for large L.
Proof. The lower bound is an immediate consequence of the min-max prin-
ciple. For the upper bound we use the same functions χj,L as in the proof
of Proposition 2.7. Applying Corollary 2.6 we estimate, with some B > 0
and b > 0,
hL,N [ϕL,N ] = hL,N [χ1,LϕL,N ] + hL,N [χ2,LϕL,N ]
−
∫
L− 2
3
<|x|<L− 1
3
[
(χ′1,L)
2 + (χ′2,L)
2
]
ϕ2L,N dx
≥ hL,D[χ1,LϕL,N ] + hL,N [χ2,LϕL,N ]−Be−bL‖ϕL,N‖2L2(−L,L)
By the min-max principle we have
hL,D[χ1,LϕL,N ] ≥ λ1(HL,D)‖χ1,LϕL,N‖2L2(−L,L).
Furthermore, as suppχ2,LϕL,N ⊂ (L− 1, L), using the assumption (iii) on v
we obtain
hL,N [χ2,LϕL,N ] ≥ inf
|x|>L−1
v(x)‖χ1,LϕL,N‖2L2(−L,L) ≥ ε0‖χ1,LϕL,N‖2L2(−L,L).
Alltogether the preceding estimates give
λ1(HL,N )‖ϕL,N‖2L2(−L,L) = hL,N [ϕL,N ]
≥ λ1(HL,D)‖χ1,LϕL,N‖2L2(−L,L) + ε0‖χ2,LϕL,N‖2L2(−L,L)
−Be−bL‖ϕL,N‖2L2(−L,L),
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which results in
λ1(HL,D)‖χ1,LϕL,N‖2L2(−L,L)
≤ (λ1(HL,N ) +Be−bL)‖ϕL,N‖2L2(−L,L) − ε0‖χ2,LϕL,N‖2L2(−L,L)
and then
λ1(HL,D) ≤
(
λ1(HL,N)+Be
−bL
) ‖ϕL,N‖2L2(−L,L)
‖χ1,LϕL,N‖2L2(−L,L)
−ε0
‖χ2,LϕL,N‖2L2(−L,L)
‖χ1,LϕL,N‖2L2(−L,L)
With some c > 0 we have λ1(HL,N ) = ε0+O(e
−cL) by Proposition 2.7, and
‖χ1,LϕL,N‖2L2(−L,L) =
(
1 +O(e−cL)
)‖ϕL,N‖2L2(−L,L),
‖χ2,LϕL,N‖2L2(−L,L) = O(e−cL)‖ϕL,N‖2L2(−L,L),
by Corollary 2.6, which gives the sought estimate. 
3. Proof of Theorem 1.1: Lower bound
With the preparation from the preceding section, the proofs for both up-
per and lower bounds follow the same steps as in [OBP, Sec. 3]. Nevertheless
we recall the general scheme.
In a first step we note that a classical result of differential geometry allows
us to find R0, δ0 > 0, δ0 ∈ (0, κ−1∞ ), such that, for all R > R0 and δ ∈ (0, δ0),
Φ : ΠR,δ := (R,+∞)× T× (−δR,+δR)→ R3 ,
(r, s, t) 7→ rΓ(s) + tn(s)(3.1)
is injective such that dS(Φ(r, s, t)) = |t|. On the open set ΩR := Φ(ΠR,δ) we
define the quadratic form, for some cR > 0 suitably large,
aR,D[ϕ] :=
∫
ΩR
(|∇ϕ|2 + V |ϕ|2) dx ,
D (aR,D) := {ϕ ∈ H10 (ΩR) :
√
|V |ϕ ∈ L2(ΩR)} .
(3.2)
By an operator bracketing argument one concludes that Nε0−E(AR,D) ≤
Nε0−E(H).
Let ε > 0, then by (1.5) we can choose R large enough to estimate
V (x) ≤ v(dS(x)) + ε|x|2 for x ∈ ΩR.
Hence the form aR,D is bounded from above by the form bR,D,
bR,D[ϕ] :=
∫
ΩR
(
|∇ϕ|2 +
(
v
(
dS(x)
)
+
ε
|x|2
)
|ϕ|2
)
dx ,
D (bR,D) := {ϕ ∈ H10 (ΩR) :
√
|v ◦ dS |ϕ ∈ L2(ΩR)} ,
(3.3)
and then Nε0−E(BR,D) ≤ Nε0−E(AR,D), which then implies Nε0−E(BR,D) ≤
Nε0−E(H).
In a next step one employs the diffeomorphism Φ in (3.1) and the associ-
ated unitary map
U : L2(ΩR)→ L2(ΠR,δ), Uϕ :=
√
detΦ′ϕ ◦ Φ.
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A standard computation (change of variables) shows that the form cR,δ,
cR,δ[Uϕ] := bR,D[ϕ], is given by
cR,δ [ϕ] : =
∫
ΠR,δ
|∂rϕ|2 + 1
(r + tκ)2
(
|∂sϕ|2 − κ
2 + 1
4
|ϕ|2
)
+ |∂tϕ|2
+
(
v(t) +
ε
r2 + t2
)
|ϕ|2 +
(
tκ′′
2(r + tκ)3
− 5
4
(tκ′)2
(r + tκ)4
)
|ϕ|2 dr dsdt ,
D(cR,δ) : =
{
ϕ ∈ L2(ΠR,δ) : ∂rϕ, r−1∂sϕ, ∂tϕ,
√
|v(t)|ϕ ∈ L2(ΠR,δ),
ϕ = 0 on ∂ΠR,δ
}
.
(3.4)
As a result, Nε0−E(CR,δ) ≤ Nε0−E(H).
Then, in addition, one introduces Π̂R,δ := (1,+∞)×T× (−δR,+δR) and
a coordinate transformation
Φ̂ : ΠR,δ → Π̂R,δ ,
(r, s, t)→ (ρ, s, t) , ρ = r − δRκ∞
R(1− δκ∞) .
(3.5)
Notice that ρ ≥ 1 by the choice of δ0 in the beginning of Section 3. Then
rewriting the form cR,δ in the new coordinates and applying simple upper
bounds by controlling κ(j) through their sup-norms (the computations of
[OBP, Sec. 3] apply almost literally here) we show that Nε0−E(GR,δ) ≤
Nε0−E(CR,δ), where GR,δ is the operator in L2(Π̂R,δ) generated by the qua-
dratic form gR,δ,
gR,δ [ϕ] :=
∫
Π̂R,δ
|∂tϕ|2 + v(t)|ϕ|2 + 1
R2(1− δκ∞)2 |∂ρϕ|
2
+
1
R2(1− δκ∞)2ρ2
(
|∂sϕ|2 − κ
2 + 1− C(δ + ε)
4
|ϕ|2
)
dρds dt ,
D(gR,δ) := {ϕ ∈ L2(Π̂R,δ) : ∂ρϕ, ρ−1∂sϕ, ∂tϕ,
√
|v(t)|ϕ ∈ L2(ΠR,δ),
ϕ = 0 on ∂Π̂R,δ} .
with C > 0 being some fixed constant. It follows
Nε0−E(GR,δ) ≤ Nε0−E(H),
and hence it is sufficient to show that
lim inf
E→0+
Nε0−E(GR,δ)
| lnE| ≥ kS .
It is easy to see that GR,δ commutes with 1 ⊗ (KS ⊗ 1) and 1 ⊗ (1 ⊗
HδR,D) and one identifies L
2(Π̂R,δ) ≃ L2(1,+∞) ⊗ L2(T) ⊗ L2(−δR, δR).
The decomposition with respect to the eigenbases of KS and HδR,D implies
the unitary equivalence
GR,δ ≃
⊕
m,n∈N
(
1
R2(1− δκ∞)2G
[m]
R,δ + λn(HδR,D)
)
,
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where λn(HδR,D) is the n-th eigenvalue of the operator HδR,D. Also, G
[m]
R,δ
is the operator associated with the quadratic form
g
[m]
R,δ[f ] :=
∫ +∞
1
(
|f ′|2 + λm(KS)−
1−C(δ+ε)
4
ρ2
|f |2
)
dρ ,
D(g[m]R,δ) := H10 (1,+∞) .
Setting
Mδ := max{m ∈ N : λm(KS)− 1−C(δ + ε)
4
< 0}
we estimate
Nε0−E(GR,δ) =
∑
m,n∈N
Nε0−E
(
1
R2(1− δκ∞)2G
[m]
R,δ + λn(HδR,D)
)
≥
Mδ∑
m=1
Nε0−E
(
1
R2(1− δκ∞)2G
[m]
R,δ + λ1(HδR,D)
)
=
Mδ∑
m=1
Nε0−E−λ1(HδR,D)
(
1
R2(1− δκ∞)2G
[m]
R,δ
)
=
Mδ∑
m=1
N−µδ(E)(G[m]R,δ),
(3.6)
where we denote
µδ(E) := (E − ε0 + λ1(HδR,D))Rδ(E)2(1− δκ∞)2 .
Up to now, R > 0 was a fixed constant. It is now customary to make it
actually dependent on E such that R = Rδ(E) := Kδ| lnE| with Kδ > 0,
some constant that will be specified shortly. By Proposition 2.8 we know
that ∣∣ε0 − λ1(HδRδ(E),D)∣∣ ≤ C−10 e−C0Kδδ| lnE| = C−10 EC0Kδδ .
Hence, choosing Kδ > 0 large enough, we conclude that
µδ(E) = (1− δκ∞)2K2δ | lnE|2E + o(E| lnE|2) for E → 0+ .
Applying Proposition 2.1 to each summand in the last term of (3.6) we
obtain
lim inf
E→0+
Nε0−E(GR,δ)
| lnE| ≥
Mδ∑
m=1
lim
E→0+
N−µδ(E)(G[m]R,δ)
| lnE|
=
Mδ∑
m=1
lim
E→0+
N−µδ(E)(G[m]R,δ)
| ln µδ(E)|
| ln µδ(E)|
| lnE|

=
Mδ∑
m=1
lim
E→0+
N−µδ(E)(G
[m]
R,δ)
| lnµδ(E)|
=
1
2π
Mδ∑
m=1
√(
λm(KS)− C
4
(δ + ε)
)
+
.
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Now, the above inequality implies
lim inf
E→0+
Nε0−E(H)
| lnE| ≥
1
2π
Mδ∑
m=1
√(
λm(KS)− C
4
(δ + ε)
)
+
.
Since both δ and ε can be chosen arbitrarily small, the result follows.
4. Proof of Theorem 1.1: Upper bound
In this section we aim to prove that
lim sup
E→0+
Nε0−E(H)
| lnE| ≤ kS .
In order to do this we will work on a different neighborhood of S. More
explicitly, we introduce
PR,δ : =
{
(r, t) ∈ R2 : r > R, t ∈ (−δr,+δr)}
=
{
(r, t) ∈ R2 : r > rR,δ(t)
}
, rR,δ(t) := max
(
R,
|t|
δ
)
.
We set VR,δ := PR,δ × T. Then, there exists R0 > 0 and δ0 ∈ (0, κ−1∞ ) such
that the map
Λ : VR,δ → R3 ,
Λ(r, s, t)→ rΓ(s) + tn(s)(4.1)
is injective for all δ ∈ (0, δ0) and R > R0. On the domain ΩR,δ := Λ(VR,δ)
we then introduce the quadratic form
aR,δ[ϕ] =
∫
ΩR,δ
(|∇ϕ|2 + V |ϕ|2) dx ,
D(aR,δ) = {ϕ ∈ H1(ΩR,δ) :
∫
ΩR,δ
V |ϕ|2 dx <∞} .
In order to show that aR,δ can be used to obtain the upper bound for
the eigenvalue counting function one uses the standard operator bracket-
ing argument. Namely, choose R1 > R in such a way that V (x) > ε
for x /∈ B(0, R1) ∪ ΩR,δ. We then denote Ω0 := B(0, R1) \ ΩR,δ and
Ω1 := R
2 \B(0, R1) ∪ ΩR,δ and consider the quadratic form
hˆ[ϕ] =
∫
ΩR,δ∪Ω0∪Ω1
(|∇ϕ|2 + V |ϕ|2) dx ,
D(hˆR,δ) = {ϕ ∈ H1(ΩR,δ ∪ Ω0 ∪Ω1) :
∫
ΩR,δ∪Ω0∪Ω1
V |ϕ|2 dx <∞},
which is an extension of the quadratic form for H. Then a standard appli-
cation of the minimax principle shows that Nε0−E(H) ≤ Nε0−E(Hˆ) for any
E > 0. We further remark that Hˆ represents as the direct sum of three
operators acting in L2(ΩR,δ), L
2(Ω0), L
2(Ω1), Hˆ = AR,δ ⊕A0 ⊕A1, hence,
Nε0−E(Hˆ) = Nε0−E(AR,δ) +Nε0−E(A0) +Nε0−E(A1), E > 0.
Due to the choice of R1 one has A1 ≥ ε0, hence the last summand is zero.
The operator A1 has compact resolvent, hence, for any E > 0 we have
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Nε0−E(A0) ≤ Nε0(A0) <∞. To summarize, for any R > R0 and δ ∈ (0, δ0)
there is C > 0 such that Nε0−E(H) ≤ Nε0−E(AR,δ) + C.
In addition, if one takes any ε > 0, then by (1.5) we can assume R0 large
enough to estimate
V (x) ≥ v(dS(x)) − ε|x|2 for x ∈ ΩR,δ and R > R0.
Hence, aR,δ[ϕ] ≥ aˆR,δ[ϕ], where the quadratic form aˆR,δ is defined by
aˆR,δ[ϕ] =
∫
ΩR,δ
(
|∇ϕ|2 +
(
v
(
dS(x)
) − ε|x|2)|ϕ|2
)
dx ,
D(aˆR,δ) = {ϕ ∈ H1(ΩR,δ) :
∫
ΩR,δ
v ◦ dS |ϕ|2 dx <∞} ,
one concludes that for any R > R0 and δ ∈ (0, δ0) there is C > 0 such that
Nε0−E(H) ≤ Nε0−E(AˆR,δ) + C for any E > 0.
By applying the same coordinate transformations as for the upper bound, i.e.
first the passage to the tubular coordinates (r, s, t), and some simple lower
bounds (the computations of [OBP, Section 4.1] apply almost literally),
one sees that Nε0−E(AˆR,δ) ≤ Nε0−E(GR,δ) with GR,δ being the operator in
L2(VR,δ)
gR,δ [ϕ] :=
∫
VR,δ
(
|∂tϕ|2 + v(t)|ϕ|2 + |∂rϕ|2
+
|∂sϕ|2 − κ
2+1+A(δ+ε)
4 |ϕ|2
r2(1 + 2δκ∞)2
)
dr ds dt ,
D(gR,δ) :=
{
ϕ ∈ L2(VR,δ) : ∂rv, ∂tv, r−1∂sv,
√
|v(t)|ϕ ∈ L2(VR,δ)
}
,
and A > 0 is a suitable fixed constant. More precisely, there exist δ′ > 0
and R′ > 0 such that for any δ ∈ (0, δ′) and R > R′ there exists C > 0 with
Nε0−E(H) ≤ Nε0−E(GR,δ) + C for any E > 0.
The operator GR,δ clearly commutes with 1⊗KS where here one identifies
L2(VR,δ) ≃ L2(PR,δ)⊗ L2(T ), and
GR,δ ≃
⊕
n∈N
G
[n]
R,δ ,
where G
[n]
R,δ is the operator in L
2(PR,δ) given by its quadratic form
g
[n]
R,δ[ϕ] :=
∫
PR,δ
(
|∂tϕ|2 + v(t)|ϕ|2 + |∂rϕ|2 +
λn(KS)− 1+A(δ+ε)4
r2(1 + 2δκ∞)2
|ϕ|2
)
dr dt ,
D(g[n]R,δ) = {ϕ ∈ H1(PR,δ) :
√
|v(t)|ϕ ∈ L2(PR,δ)} .
Consequently,
Nε0−E(GR,δ) =
∑
n∈N
Nε0−E(G[n]R,δ) , E > 0 .
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By Proposition 2.7 we can assume R large to have
g
[n]
R,δ[ϕ] ≥
∫ ∞
R
∫ +δr
−δr
(
|∂rϕ|2+
(λn(KS)− 1+A(δ+ε)4
r2(1 + 2δκ∞)
+λ1(Hδr,N )
)
|ϕ|2
)
dt dr
≥
∫ ∞
R
∫ +δr
−δr
(
|∂rϕ|2+
(λn(KS)− 1+A(δ+ε)4
r2(1 + 2δκ∞)
+ε0−C−10 e−C0δr
)
|ϕ|2
)
dt dr.
We set
N :=
{
n ∈ N : λn(KS)− 1 +A(δ + ε)
4
≤ 0
}
,
which implies that, choosing R large enough,
λn(KS)− 1+A(δ+ε)4
r2(1 + 2δκ∞)
− C−10 e−C0δr ≥ 0, r > R, n ≥ N + 1 .
It follows that G
[n]
R,δ ≥ ε0 for n ≥ N + 1 and therefore
Nε0−E(gR,δ) =
N∑
n=1
Nε0−E(G[n]R,δ) , E > 0 .
To treat the terms Nε0−E(G[n]R,δ) we introduce a parameter L > 1, denote by
m the integer part of
√
L and write
rp := R+
pL
m
, tp := δrp , p ∈ {0, ...,m} , rm+1 := +∞ ,
Ωp := {(r, t) ∈ R2 : r ∈ (rp, rp+1) , t ∈ (tp, tp+1)} ⊂ PR,δ , p ∈ {0, ...,m} ,
Ωm+1 := PR,δ \
m⋃
p=0
Ωp .
We then introduce, for p ∈ {0, ...,m}, the quadratic forms
h
[n]
p,δ[ϕ] :=
∫
Ωp
(
|∂rϕ|2 + |∂tϕ|2 + v(t)|ϕ|2 +
λn(KS)− 1+A(δ+ε)4
r2(1 + 2δκ∞)
|ϕ|2
)
dr dt ,
D(h[n]p,δ) := {ϕ ∈ H1(Ωp) :
√
|v(t)|ϕ ∈ L2(Ωp)}
and set
h
[n]
m+1,δ[ϕ] :=
∫
Ωm+1
(
|∂rϕ|2 + v(t)|ϕ|2 +
λn(KS)− 1+A(δ+ε)4
r2(1 + 2δκ∞)
|ϕ|2
)
dr dt ,
D(h[n]m+1,δ) := {ϕ ∈ H1(Ωm+1) :
√
|v(t)|ϕ ∈ L2(Ωm+1)}.
We have then
g
[n]
R,δ ≥
m+1⊕
p=0
h
[n]
p,δ, Nε0−E(G[n]R,δ) ≤
m+1∑
p=0
Nε0−E(H [n]p,δ) .
Due to the assumption (iii) on v we can assume that v(t) ≥ ε1 for (r, t) ∈
Ωm+1, where ε1 > ε0 is fixed, which implies H
[n]
m+1,δ(v) ≥ ε0 and
Nε0−E(h[n]m+1,δ) = 0 for n ∈
{
1, ..., N
}
and E > 0 .
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We can now assume that p ∈ {0, ...,m− 1}. The important thing is that we
can employ a separation of variables due to the definition of Ωp. We set
εp,δ :=
∣∣∣∣∣λ1(KS)− 14
(
1 +A(δ + ε)
)
r2p(1 + δκ∞)
∣∣∣∣∣
and conclude that
h
[n]
p,δ[ϕ] ≥
∫
Ωp
(|∂rϕ|2 + |∂tϕ|2 + v(t)|ϕ|2) dr dt− εp,δ‖ϕ‖2L2(Ωp) .
The next goal is to show that only the term Nε0−E(h[n]m,δ) dictates the leading
asymptotic behavior of Nε0−E(g[n]m,δ). For that, note that a separation of
variables yields the decomposition
H
[n]
p,δ = Np ⊗ 1+ 1⊗Htp,N ,
where Np is the Neumann Laplacian on L
2(rp, rp+1). One gets
Nε0−E(h[n]p,δ) ≤ Nε0(h[n]p,δ) ≤ #
{
(l, j) ∈ N0×N : m
2π2l2
L2
≤ ε0+εp,δ−λj(Htp,N )
}
.
Due to Corollary 2.4 we can choose R so large that λj(Htp,N ) ≥ ε0 + ε˜
for some ε˜ > 0 and j ≥ 2. We now increase R such that εp,δ < ε˜ for
p ∈ {0, ...,m − 1}. Therefore,
#
{
(l, j) ∈ N0 × N : m
2π2l2
L2
≤ ε0 + εp,δ − λj(Htp,N )
}
= #
{
l ∈ N0 : m
2π2l2
L2
≤ ε0 + εp,δ − λ1(Htp,N)
}
and the estimate of Proposition 2.7 for λ1(Htp,N ) implies
Nε0(h[n]p,δ) ≤ #
{
l ∈ N0 : m
2π2l2
L2
≤ ε0 + εp,δ − λ1(Htp,N )
}
≤ #
{
l ∈ N0 : m
2π2l2
L2
≤ εp,δ + C−10 e−C0tp
}
≤ 1 + L
πm
√
εp,δ + C
−1
0 e
−C0tp
≤ 1 + c′R,δ
√
L
rp
,
where c′R,δ > 0 is a constant independent of n and L. Consequently,
m−1∑
p=0
Nε0(H [n]p,δ) ≤ c′′R,δ
√
L ,
where c′′R,δ > 0 is independent of n and L. Hence,
Nε0−E(G[n]R,δ) ≤ Nε0−E(H [n]m,δ) + c′′R,δ
√
L , E > 0 ,
and it remains to find a suitable upper bound to Nε0−E(H [n]m,δ). To do this
we again employ a separation of variables to write
H
[n]
m,δ =W
[n]
R,L,δ ⊗ 1 + 1⊗Htm,N ,
18 S. EGGER, J. KERNER, AND K. PANKRASHKIN
where W
[n]
R,L,δ is the operator associated with the quadratic form
w
[n]
R,L,δ[ϕ] :=
∫ ∞
R+L
(
|ϕ′|2 + λn(KS)−
1+A(δ+ε)
4
r2(1 + 2δκ∞)2
|ϕ|2
)
dr ,
D(w[n]R,L,δ) = H1(R + L,+∞) .
This leads to
Nε0−E(H [n]m,δ) = #
{
(l, j) ∈ N× N : λl(Htm,N ) + λj(W [n]R,L,δ) ≤ ε0 − E
}
.
Due to the estimate
w
[n]
R,L,δ[ϕ] ≥ −
∣∣∣∣∣λ1(KS)−
1+A(δ+ε)
4
R2(1 + 2δκ∞)2
∣∣∣∣∣ · ‖ϕ‖2L2(R+L,+∞)
and Corollary 2.4 we can choose R so large that
Nε0−E(H [n]m,δ) = Nε0−E−λ1(Htm,N )(W
[n]
R,L,δ) , E > 0 .
Introducing the new variable ρ := (R+L)−1r one sees that w
[n]
R,L,δ[·] is uni-
tarily equivalent to the quadratic form (R+L)−2z
[n]
δ , defined on L
2(1,+∞),
z
[n]
δ [ϕ] :=
∫ +∞
1
(
|ϕ′|2 + λn(KS)−
1+A(δ+ε)
4
ρ2(1 + 2δκ∞)2
|ϕ|2
)
dρ ,
D(z[n]δ ) = H1(1,+∞) .
Now, for E > 0 we set L = L(E) = K| lnE| with some constant K > 0
chosen shortly and denote the corresponding m as m = m(E). We set
µ(E) := (R + L(E))2(E − ε0 + λ1(Hδ(R+L(E)),N )) ,
and take into account that Nε0−E(H [n]m,δ) = N−µ(E)(Z [n]δ ), E > 0. Due to
Proposition 2.7 we obtain
∣∣λ1(Hδ(R+L(E)),N )− ε0∣∣ ≤ C−10 e−C0(R+L(E)) = C−10 e−δC0REδKC0 .
Hence, for a sufficiently large value of K > 0 we conclude that
µ(E) = K2E| lnE|2 + o(E| lnE|2) , E → 0+ .
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We finally use this to obtain
lim sup
E→0+
Nε0−E(gR,δ)
| lnE| =
Nδ∑
n=1
lim sup
E→0+
Nε0−E(g[n]R,δ)
| lnE|
≤
N∑
n=1
lim sup
E→0+
Nε0−E(h[n]R,δ)
| lnE| +Nc
′′
R,δ lim sup
E→0+
√
K| lnE|
| lnE|
=
N∑
n=1
lim sup
E→0+
N−µ(E)(z[n]δ )
| lnE|
=
N∑
n=1
lim sup
E→0+
N−µ(E)(z[n]δ )
| ln µ(E)| · lim supE→0+
| ln µ(E)|
| lnE|
=
N∑
n=1
lim sup
E→0+
N−µ(E)(z[n]δ )
| ln µ(E)| .
Applying Proposition 2.1 to each summand we obtain
lim sup
E→0+
Nε0−E(H)
| lnE| ≤ lim supE→0+
C +Nε0−E(GR,δ)
| lnE| = lim supE→0+
Nε0−E(gR,δ)
| lnE|
≤ 1
2π(1 + 2δκ∞)
N∑
n=1
√(
A(δ + ε)
4
− κ∞δ − κ2∞δ2 − λn(KS)
)
+
,
Since δ and ε can be chosen arbitrarily small, we have the result.
5. On the essential spectrum
In this section we finish the proof of Theorem 1.1 characterizing the es-
sential part of the spectrum of H. In a first step we observe that
inf σess(H) = ε0
is a direct consequence of the results from the previous sections.
In order to show that [ε0,∞) ⊂ σess(H) we construct a suitable Weyl
sequence (ϕn)n∈N ⊂ D(H) in tubular coordinates. Let χ : R → R be a
smooth function such that χ(x) = 0 for x ∈ (−∞, 0) and χ(x) = 1 for
x ∈ (1,∞). Let ϕ0 be the ground state of the one-dimensional operator Q.
Using the map Λ from (4.1) consider the unitary transform
V : L2(ΩR,δ)→ L2(VR,δ), V ϕ =
√
detΛ′ ϕ ◦ Λ.
Then a direct computation (change of variables) shows that if ϕ is supported
in ΩR,δ, then
V Hϕn =
[
− ∂
2
∂r2
− ∂
∂s
(
1
(r + tκ)2
∂
∂s
)
− ∂
2
∂t2
+ v(t) + w ◦ Λ(r, s, t) + ŵ(r, s, t)
]
V ϕn,
with
ŵ(r, s, t) :=
tκ′′
2(r + tκ)3
− 5
4
(tκ′)2
(r + tκ)4
− κ
2 + 1
4(r + tκ)2
.
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For n > R we then define
(V ϕn)(r, s, t) := ϕ0(t) cos(kr)χ(r − n)χ(2n− r)χ(t+ δn)χ(δn − t).
A direct calculation then shows that, for any k ≥ 0,
lim
n→∞
‖ (H − (k2 + ε0))ϕn‖2L2(R3)
‖ϕn‖2L2(R3)
= lim
n→∞
‖ (V H − (k2 + ε0))V ϕn‖2L2(VR,δ)
‖V ϕn‖2L2(VR,δ)
= 0 ,
(5.1)
which proves that k2+ ε0 ∈ σ(H). Hence, [ε0,+∞) ⊂ σ(H). As this set has
no isolated points, the claim follows.
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