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1 Introduction
La bioinformatique est un champ disciplinaire consacre´ a` l’analyse des donne´es bio-
logiques par des me´thodes informatiques. S’agissant d’une discipline transverse, elle
concerne de nombreux aspects de la recherche en informatique, allant des bases de
donne´es au calcul haute performance, en passant par l’algorithmique combinatoire. La
bioinformatique aide principalement la biologie a` exploiter, et parfois a` e´tablir, des re-
lations causales entre des phe´nome`nes apparaissant en biologie. De fac¸on plus large,
elle vient s’inscrire dans une de´marche de mode´lisation, traditionnellement centrale a`
la biologie. Elle y permet alors non seulement de comple´ter l’e´ventail des me´thodes
expe´rimentales, autorisant une validation/invalidation des mode`les propose´s, mais offre
aussi la possibilite´ d’infe´rer des mode`les compatibles avec les donne´es. Dans ce cas en
particulier, elle requiert une confrontation a` des grands volumes de donne´es, parfois si
e´normes que des complexite´s temps/me´moire surline´aires sont totalement exclues. Elle
soule`ve donc de nombreuses questions spe´cifiques, inspirant des de´veloppements infor-
matiques amont, motivant par exemple des e´tudes pousse´es de complexite´ algorithmique,
ou de proble`mes combinatoires dans des fonctions d’e´valuation complexes.
La pratique quotidienne de la bioinformatique n’est cependant pas sans difficulte´s.
L’e´volution rapide des techniques, des volumes de donne´es disponibles et des proble´matiques
biologiques rend parfois difficile la pe´rennisation des approches algorithmiques. Il n’est
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d’ailleurs pas rare qu’un traitement ad hoc hyper-spe´cialise´ soit pre´fe´re´ a` un algorithme
e´le´gant a` fort potentiel de ge´ne´ralisation, et offrant de meilleures garanties de perfor-
mances, mais arrive´ quelques mois trop tard, ou publie´ dans des revues plus the´oriques
que ses compe´titeurs... Par ailleurs, l’appe´tence mode´re´e des biologistes pour les ap-
proches trop formelles rend parfois difficile la disse´mination des me´thodes base´es sur
une algorithmique non-triviale. Une e´tude en 2012 de Fawcett et Higginson [11] observe
par exemple une corre´lation ne´gative entre la densite´ d’e´quations et la visibilite´ d’une
e´tude 1, initiant un de´bat passionne´ outre-atlantique [16, 12] sur la ne´cessite´ d’introduire
un meilleur bagage formel dans les formations en biologie. Cette corre´lation n’implique
certes pas une causalite´, mais elle illustre a minima une difficulte´ re´currente de commu-
nication aux interfaces. La disse´mination de re´sultats ayant une dimension informatique,
dans des journaux du domaine d’application, s’apparente alors parfois a` un exercice de
schizophre´nie douce, mais tre`s certainement passionnant et enrichissant !
1.1 Principe de parcimonie et optimisation combinatoire
En de´pit de ces difficulte´s, de nombreux proble`mes algorithmiques bien de´finis, a`
l’origine d’outils a` l’impact de´montre´ sur la biologie, jalonnent la jeune histoire de la
bioinformatique. Les algorithmes, et plus particulie`rement les algorithmes d’optimisa-
tion combinatoire, y jouent un roˆle pre´ponde´rant. Des proble`mes d’optimisation com-
binatoire complexes apparaissent en effet tre`s naturellement dans tous les contextes ou`
plusieurs explications existent pour une observation empirique. Le principe de parcimo-
nie, aussi parfois appele´ rasoir d’Ockham, ame`ne a` privile´gier, toutes choses e´tant e´gales
par ailleurs, l’explication la plus simple (ou la plus probable) pour un phe´nome`ne ob-
serve´. L’ensemble des explications admissibles pour l’observe´ peut eˆtre alors assimile´ a`
un espace de recherche, sur lequel on cherchera a` optimiser le nombre d’e´ve´nements ato-
miques. Ce principe se ge´ne´ralise au principe du maximum de vraisemblance en associant
a` chaque explication une probabilite´, ou vraisemblance, qu’on cherchera a` maximiser.
Les deux notions co¨ıncident e´videmment quand tous les e´ve´nements sont inde´pendants
et e´quiprobables, mais ce paradigme permet aussi de mode´liser des phe´nome`nes de
de´pendances, potentiellement complexes, entre les e´ve´nements.
Un exemple emble´matique est celui de l’alignement de se´quences, que l’on pre´sente
traditionnellement comme la mise en correspondance des positions de deux se´quences, de
fac¸on a` mettre en e´vidence leurs similarite´s et diffe´rences. Un point de vue parcimonieux
sur ce proble`me consiste a` conside´rer les deux se´quences comme homologues, c’est-a`-dire
des versions contemporaines d’une meˆme se´quence ancestrale. On suppose alors que les
deux se´quences ont e´volue´ inde´pendamment, chacune subissant une suite d’ope´rations
atomiques (insertion/de´le´tion/mutation d’un caracte`re). Imaginons maintenant que la
se´quence ancestrale soit indisponible, et que nous ne disposions que des deux se´quences
produites par l’e´volution. Toutes choses e´tant e´gales par ailleurs, un principe de par-
cimonie nous ame`nera a` favoriser une suite d’ope´rations faisant apparaˆıtre un nombre
minimal de modifications. Ce nombre correspond alors exactement a` la distance de Le-
1. Environ 28% de citations en moins, en moyenne, pour chaque e´quation supple´mentaire par page !
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venshtein, efficacement calculable par programmation dynamique de`s les anne´es 60 [22].
En modifiant tre`s le´ge`rement les e´quations de programmation dynamique utilise´es pour
son calcul, de fac¸on a` maximiser la vraisemblance, on obtient l’algorithme de Smith-
Waterman [34], qui permet de de´tecter des similarite´s locales. Ce dernier fut jadis l’un
des algorithmes les plus utilise´s de la bioinformatique (cite´ plus de 7 000 fois), au point
de faire l’objet, a` son heure de gloire, d’imple´mentations mate´rielles de´die´es sous la forme
de serveurs spe´cialise´s.
Ce paradigme est aussi omnipre´sent dans les travaux ayant trait a` la phyloge´nie,
champs disciplinaire s’attachant a` comprendre les me´canismes de l’e´volution en infe´rant
des relations d’ancestralite´ entre espe`ces, ge`nes et autres entite´s biologiques. Ici, l’un
des challenges est la reconstruction d’une phyloge´nie, c’est-a`-dire l’infe´rence d’un arbre
de la vie cohe´rent avec les donne´es contemporaines, tout en induisant un nombre mini-
mal d’e´ve´nements e´volutifs. Par exemple, si l’on souhaite baser la reconstruction sur la
se´quence associe´e a` un ge`ne (ARN, prote´ine...) pre´sent dans une famille d’organismes,
on pourra choisir une phyloge´nie induisant un nombre minimal de mutations, inser-
tions et de´le´tions. Des principes similaires gouvernent les algorithmes de pre´diction des
re´arrangements ge´nomiques, l’infe´rence des re´seaux biologiques, la reconstruction des
se´quences ancestrales, les e´tudes d’association ge´notype/phe´notype...
2 Algorithmique des ARN
Les travaux effectue´s depuis les anne´es 1970 sur la structure secondaire de l’ARN
constituent un exemple d’interaction pluridisciplinaire particulie`rement fructueuse, a`
l’interface entre mathe´matiques discre`tes, biologie, physique, chimie et informatique.
2.1 L’ARN, une mole´cule polyvalente a` l’origine de la vie ?
Les Acides RiboNucle´iques (ARN) sont des mole´cules compose´es de nucle´otides
Ade´nine, Cytosine, Guanine et Uracile, assimilables a` des se´quences sur un alphabet
{A,C,G,U}. Ils sont transcrits comme des copies de portions de l’ADN, les Thymines de
ce dernier y e´tant remplace´es par l’Uracile (T→ U). Les mole´cules d’ARN sont de tailles
tre`s variables, et sont encode´es par des se´quences de tailles variant de 20 nucle´otides
(nts) a` 3 000 nts environ dans la cellule, et pouvant meˆme atteindre jusqu’a` 30 000
nts pour les ge´nomes entiers, constitue´s d’ARN, de certains virus comme le coronavirus
SARS-CoV. Cette diversite´ de taille est la conse´quence directe de la grande varie´te´ de
roˆles joue´s par l’ARN au sein de la cellule, parmi lesquels :
— Me´diateur de l’information ge´ne´tique : les ARN messagers encodent les prote´ines,
synthe´tise´es comme des chaˆınes d’acides amine´s, chaque acide amine´ e´tant encode´
par un triplet de nucle´otides. De fac¸on assez remarquable, un unique ARNmessager
peut parfois encoder simultane´ment plusieurs prote´ines fonctionnelles. Plusieurs
me´canismes (e´pissage alternatif, de´calage de phase, translecture...) contribuent a`
ce non-de´terminisme, influence´ a` la fois par des motifs pre´sents dans la se´quence,
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Figure 1: Evolution du nombre de familles d’ARN re´pertorie´es au sein de la base de
donne´e RFAM [17]. Cette croissance est loin d’eˆtre ralentie, et la version 11.0 de la base,
disponible depuis aouˆt 2012, s’est e´largie a` 2208 familles d’ARN.
la structure, ou encore les concentrations relatives des diffe´rents acteurs du monde
cellulaire ;
— Partie-prenante de la machinerie traductionnelle : outre leur roˆle de code source, les
ARN sont aussi acteurs de la traduction des ARN en prote´ines. Ils participent ainsi
au ribosome, un e´norme complexe mole´culaire compose´ de nombreuses prote´ines
et d’ARN ribosomaux, qui de´codera les ARN messagers en prote´ines. Des ARN de
transfert fournissent aussi la matie`re premie`re au ribosome, en lui apportant les
acides amine´s, ve´ritables briques de base qui, assemble´s line´airement, formeront les
prote´ines ;
— Acteur de la re´gulation : non seulement les ARN rendent possible la synthe`se des
prote´ines, mais ils en gouvernent aussi l’expression quantitative. Par exemple, des
petits ARN simple-brin sont au cœur de l’interfe´rence a` ARN, un me´canisme de
re´gulation au cours duquel ils se fixent sur des ARN messagers et y empeˆchent la
fixation du ribosome, inhibant in fine la synthe`se des prote´ines encode´es.
Cette liste est loin d’eˆtre exhaustive, et la base de donne´es RFAM [17], qui recense
et organise en familles fonctionnelles les ARN identifie´s dans la litte´rature, a connu
une croissance explosive depuis sa cre´ation en 2002, comme l’illustre la Figure 1. De
plus, l’initiative ENCODE [10], qui a analyse´ syste´matiquement 1% du ge´nome hu-
main, a re´ve´le´ en 2007 qu’une grande majorite´ (environ 93%) de celui-ci est transcrit en
ARN. En extrapolant sur l’ensemble du ge´nome, et en excluant les 30% de ge`nes codant
pour des prote´ines, dont 2% directement pour les acides amine´s, il subsiste une foule
d’ARN synthe´tise´s, la plupart sans fonction connue a` l’heure actuelle. Si certaines de ces
se´quences sont sans doute le produit de me´canismes stochastiques assimilables a` un bruit
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de fond, il est difficile d’imaginer l’avantage se´lectif procure´ par une synthe`se couˆteuse
d’ARN a` une si grande e´chelle. Il est donc raisonnable d’anticiper la de´couverte, dans les
de´cennies qui viennent, de nouvelles fonctions, modes d’action et familles pour l’ARN,
a` l’instar des 197 nouvelles familles de longs ARN non-codants re´cemment identifie´es [3]
dans des re´gions auparavant ignore´es car ne codant pas pour des ge`nes identifie´s.
La diversite´ fonctionnelle de l’ARN est telle que celui-ci constitue actuellement le
support biochimique le plus probable a` l’origine de la vie ! En effet, les me´canismes du
vivant reposent sur une dichotomie entre ge`nes qui encodent les e´le´ments fonctionnels
et enzymes actrices responsables de la re´plication du mate´riel ge´ne´tique. Chez les orga-
nismes contemporains, les ge`nes sont code´s par l’ADN, et les prote´ines assument une
grande partie des roˆles enzymatiques. Or, les capacite´s enzymatiques de l’ADN sont trop
limite´es pour permettre une re´plication efficace, et les prote´ines se preˆtent mal a` une
auto-re´plication fide`le. Cette situation soule`ve donc une question cruciale :
Comment de´marrer un syste`me (la vie) dont chacun des deux acteurs principaux (ADN
et prote´ines) semble avoir besoin de l’autre pour exister et se reproduire ?
L’ARN re´sout cet apparent paradoxe de l’œuf et de la poule en cumulant capacite´ de
stockage, les ge´nomes de certains virus e´tant par exemple entie`rement constitue´s d’ARN,
et fonctions enzymatiques autorisant l’auto-re´plication. Un monde pre´biotique a` ARN
constitue donc actuellement l’hypothe`se la plus se´duisante pour l’origine de la vie, et
fait l’objet des travaux de toute une communaute´ meˆlant biologistes mole´culaires et
biochimistes [4].
2.2 Comprendre la structure de l’ARN pour en comprendre la fonction
A` la diffe´rence des ADN, les ARN sont synthe´tise´s sous la forme d’une copie simple,
aussi appele´e simple-brin, et n’adoptent donc pas ne´cessairement la structure en double-
he´lice qui caracte´rise l’ADN. Au contraire, l’ARN adopte des formes complexes en se
repliant sur lui-meˆme. Il est ainsi soumis a` des fluctuations a` e´chelle nanome´trique,
et se retrouve stabilise´ dans des conformations par l’appariement de certains de ces
nucle´otides via la formation de liaisons hydroge`nes. Bien que presque toutes les paires
de nucle´otides soient susceptibles de former un appariement, les plus stabilisatrices sont
les paires dites canoniques, parmi lesquelles on distingue les paires Watson-Crick (G–
C ou A–U) et Wobble (G–U). Il re´sulte de ce processus une (parfois plusieurs) forme
tridimensionnelle complexe essentielle, chez la plupart des ARN, pour la re´alisation d’une
fonction spe´cifique.
Il est ge´ne´ralement admis que le processus du repliement des ARN s’effectue de
fac¸on hie´rarchique [35] comme l’illustre la Figure 2. Initialement, l’ARN se replie sur
lui-meˆme, e´tablissant un ensemble d’appariements canoniques sans croisement, donnant
lieu a` une structure arborescente appele´e la structure secondaire. Cette dernie`re peut
eˆtre repre´sente´e de nombreuses fac¸ons e´quivalentes. Dans un deuxie`me temps, la forme
tri-dimensionnelle adopte´e par l’ARN rend possible la formation de motifs plus faible-
ment stabilisateurs. Parmi ceux-ci, on trouve des liaisons non-canoniques et des motifs









































































































































Structure Primaire Structure Secondaire Structure Tertiaire
(Se´quence) (Couplage partiel) (Objet 3D)
Figure 2: Trois principaux niveaux de repre´sentation pour un ARN ribosomal (Id. PDB :
1K73 :B) correspondant aux e´tapes de structuration dans l’hypothe`se d’un repliement
hie´rarchique.
situation de croisement quand dessine´s sur le demi-plan supe´rieur. La pre´diction de
la forme adopte´e par un ARN a` l’issu de son repliement commence donc souvent par
la pre´diction d’une (ou plusieurs) structure(s) secondaire(s) candidate(s) pour celui-
ci. Cette pre´diction initiale est ensuite comple´te´e par la mode´lisation des e´le´ments
supple´mentaires, et enfin par l’agencement tri-dimensionnel de celle-ci.
Chez les ARN non-codants, qui ne sont pas traduits en prote´ines, la structure se-
condaire constitue souvent le principal de´terminant de la fonction. La structure est en
effet tout autant, voire parfois plus, pre´serve´e par l’e´volution que la se´quence pre´cise des
nucle´otides. Comme le montre l’exemple jouet ci-dessous, deux se´quences tre`s diffe´rentes
peuvent servir de support a` une meˆme structure secondaire, a` travers des substitutions
locales pre´servant les appariements :
A U C G A A G A G U
C C A U A U U C G G
Se´quence 1
Se´quence 2
La structure secondaire est donc au cœur de nombreuses approches base´es sur la
conservation d’une structure commune parmi une famille de mole´cules homologues. Par
exemple, elle aide a` rechercher de nouvelles occurrences d’un ARN dans un ou plusieurs
ge´nomes, ou encore a` pre´dire le repliement commun a` un ensemble de se´quences d’ARN.
La pre´diction de la structure secondaire fonctionnelle d’un ARN constitue donc une
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Graphe de cordes Arbre de syntaxe abstraite
Figure 3: Repre´sentations alternatives (e´quivalentes) de la structure secondaire d’un
ARN de transfert.
replacer dans le contexte plus large des syste`mes biologiques.
2.3 Repre´sentations et proprie´te´s combinatoires de la structure secondaire d’ARN
Du fait de la contrainte de non-croisement, la structure secondaire est analogue a` un
arbre, une proprie´te´ fort sympathique d’un point de vue algorithmique. Par ailleurs, des
contraintes a` la fois ge´ome´triques et biochimiques interdisent l’appariement canonique
de positions conse´cutives dans un ARN, mate´rialisant une difficulte´ des biopolyme`res a`
effectuer des demi-tours complets dans leur trajectoire tridimensionnelle. Il en re´sulte
donc une contrainte de distance minimale θ ≥ 1 entre des positions apparie´es.
La structure arborescente sous-jacente a` la structure secondaire autorise de nom-
breuses repre´sentations et caracte´risations e´quivalentes (voir Figure 3), fournissant une
interface naturelle avec de nombreuses communaute´s de recherche en informatique et en
mathe´matiques discre`tes :
1. un mot de Motzkin, c’est-a`-dire une expression bien parenthe´se´e sur l’alphabet
{(, ), •}, dans laquelle on interdit le motif () ;
2. un graphe planaire exte´rieur biconnexe de degre´ maximal ∆ ≤ 3 ;
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3. un arbre unaire-binaire, dont les pe`res des feuilles gauches sont unaires ;
4. un arbre de syntaxe abstraite associe´ a` la grammaire hors-contexte
S → (Sε )S | •S | ε Sε → (Sε )S | •S ;
5. un ensemble stable de sommets (non-adjacents) d’un graphe de cordes, de´fini
comme le graphe d’intersection d’un ensemble de cordes dessine´es sur un cercle ;
6. une marche (ale´atoire) positive a` pas dans l’ensemble
{U : (+1,+1), D : (+1,−1), H : (+1, 0)},
commenc¸ant et finissant a` l’ordonne´e 0, et excluant le motif pyramidal U D...
Ces repre´sentations diverses permettent la formation d’intuitions algorithmiques comple´mentaires,
ainsi que l’utilisation d’approches classiques dans diffe´rentes disciplines, afin de mieux
comprendre et analyser ces objets. Par exemple, a` l’interface des mathe´matiques discre`tes
et de la biologie, l’arsenal de la combinatoire e´nume´rative/analytique peut eˆtre utilise´
pour prouver que le nombre de structures secondaires compatibles avec un ARN est, en
moyenne, exponentiel sur la taille de celui-ci 2.
2.4 Pre´diction du repliement par maximisation du nombre d’appariements
Une premie`re question algorithmique se pose naturellement : Comment pre´dire la
structure secondaire la plus stable pour une se´quence d’ARN donne´e ? A` l’e´quilibre
thermodynamique, celle-ci est en effet la plus probablement observe´e, et il est donc
raisonnable d’imaginer que l’e´volution ait favorise´ celle-ci comme conformation fonc-
tionnelle. Le proble`me d’optimisation combinatoire associe´ est appele´ pre´diction de la
structure secondaire par minimisation de l’e´nergie libre, notion sur laquelle nous revien-
drons dans la section suivante. Il exclut a priori toute approche gloutonne, et l’explosion
du nombre de structures secondaires compatibles avec une se´quence d’ARN interdit une
e´nume´ration exhaustive des structures secondaires candidates.
A` la fin des anne´es 70, un premier algorithme est propose´ par Nussinov et al [29]
dans un mode`le ou` le nombre d’appariements canoniques est conside´re´ comme indicateur
de la stabilite´. La minimisation de l’e´nergie libre y revient donc a` maximiser le nombre
de paires de bases. Le proble`me informatique associe´ peut alors eˆtre re´solu efficacement
par une technique appele´e programmation dynamique : on commence par calculer effi-
cacement le nombre maximal d’appariements pour l’ARN par le biais d’une re´currence,
puis on reconstruit une structure secondaire posse´dant de tels appariements en retrac¸ant
les e´tapes de la re´currence ayant permis d’obtenir le score maximal.
Plus pre´cise´ment, l’algorithme de Nussinov part de l’observation que toute structure
secondaire, compatible avec une se´quence d’ARN donne´e, posse`de (au moins) une des
proprie´te´s suivantes :
2. Plus pre´cise´ment, le nombre de structures secondaires compatibles avec un ARN compose´ de n

























Figure 4: Principaux e´le´ments de la de´composition en k-boucles d’une structure secon-
daire d’ARN. Un appariement virtuel peut eˆtre ajoute´ entre les premie`res et dernie`res
positions afin de prendre en compte d’e´ventuels nucle´otides non-apparie´s sur la face
exte´rieure.
— les premier et dernier nucle´otides sont apparie´s, sous re´serve de compatibilite´ des
nucle´otides pre´sents a` ces positions ;
— le premier (resp. dernier) nucle´otide est non-apparie´ ;
— la structure secondaire se partitionne en deux sous-structures inde´pendantes, c’est-
a`-dire ne partageant pas d’appariement.
Il est alors possible d’e´tendre ce raisonnement a` toute sous-se´quence de´finie sur un in-
tervalle de la se´quence d’ARN. On en de´duit une re´currence permettant de calculer,
en temps/me´moire Θ(n3)/Θ(n2), le nombre maximal de paires de bases re´alisables sur
chaque intervalle d’une se´quence d’ARN compose´e de n nucle´otides. Une fois ces valeurs
calcule´es, il est possible de retracer les e´tapes du calcul pour retrouver l’ensemble de
paires de bases ayant contribue´ a` maximiser le nombre d’appariements, et d’en de´duire
ainsi une structure secondaire optimalement stable.
De fac¸on inte´ressante, l’algorithme propose´ par Nussinov est extreˆmement simi-
laire a` celui propose´ inde´pendamment par Gavril [15] pour la recherche d’un ensemble
stable de cardinalite´ maximale dans les graphes de cordes. On y retrouve aussi une
spe´cialisation de l’algorithme CYK [20] permettant l’analyse syntaxique a` partir de gram-
maires alge´briques, dans sa version ponde´re´e populaire en traitement automatique du
langage. Ce lien entre bioinformatique des ARN et traitement du langage naturel est
aussi a` l’origine d’avance´es re´centes.
2.5 Au-dela` du discret : mode`le de Turner et MFold
Dans le mode`le de stabilite´ conside´re´ par l’algorithme de Nussinov, seules les paires
de bases contribuent a` la stabilite´ d’un repliement. Or la re´alite´ biochimique des ARN
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est bien plus complexe, et l’ARN est stabilise´ par de nombreux motifs structurels. Ceux-
ci interviennent dans le calcul de l’e´nergie libre, de´finie de fac¸on relative, une structure
e´tant d’autant plus stable que son e´nergie est ne´gative.
En particulier, le mode`le de Turner de´compose la structure secondaire en occur-
rences de motifs structure/se´quence, associe´s a` des contributions e´nerge´tiques, comme
l’illustre la Figure 4. Ces dernie`res sont typiquement mesure´es empiriquement, au tra-
vers d’ingrates et exhaustives expe´riences syste´matiques de spectrophotome´trie [37]. On
obtient alors l’e´nergie libre d’une structure secondaire en additionnant les contributions
des motifs y apparaissant.
Un fosse´ menace alors de se creuser entre les biochimistes, qui utilisent en pra-
tique le mode`le de Turner de fac¸on heuristique et largement manuelle, et les proto-
bioinformaticiens (informaticiens et mathe´maticiens de la premie`re heure) de l’ARN, qui
privile´gient une optimisation exacte dans un mode`le de´sormais conside´re´ comme na¨ıf.
Heureusement, en 1981, Zuker et Stiegler [43] re´concilient le domaine, en remarquant
que le mode`le de Turner peut eˆtre comple`tement pris en compte via une modification
subtile de l’algorithme de Nussinov.
Plus pre´cise´ment, ces auteurs proposent une de´composition canonique des struc-
tures secondaires en un ensemble couvrant de k-boucles, illustre´e par la Figure 4. Ils
remarquent alors que les contributions e´nerge´tiques primitives du mode`le de Turner
peuvent eˆtre associe´es aux occurrences des k-boucles dans la de´composition. Ils en
de´duisent alors un ensemble de re´currences permettant de calculer l’e´nergie libre mi-
nimale sur chaque intervalle, puis un algorithme de programmation dynamique permet-
tant la reconstruction de la structure d’e´nergie libre minimale dans le mode`le de Turner.
En imposant des restrictions re´alistes sur les tailles de certains motifs, le calcul des
re´currences peut eˆtre effectue´ en temps/me´moire Θ(n3)/Θ(n2). On obtient alors l’al-
gorithme MFold [43], un des plus grands succe`s de la bioinformatique, dont les cinq
principales publications totalisent plus de 15 000 citations 3, te´moignant d’un usage
quasi-quotidien du logiciel par les biologistes et bioinformaticiens de l’ARN.
2.6 Structures sous-optimales et paradigme thermodynamique
Malgre´ la grande popularite´ de MFold, largement me´rite´e de part sa rapidite´ et la
fiabilite´ ge´ne´rale de ses pre´dictions — allant de 60% [14] a` 73% [25] de sensibilite´ en
moyenne selon les bases de se´quences conside´re´es —, la me´thode rencontre des difficulte´s
pour pre´dire certaines classes d’ARN :
— Certaines de ces difficulte´s sont de nature intrinse`que, et lie´es a` un mode`le d’e´nergie
e´tabli expe´rimentalement, mettant en jeu des valeurs extrapole´es a` partir de plus
petits motifs ou de tempe´ratures/concentrations ioniques diffe´rentes des conditions
biologiques ;
— Par ailleurs, l’ARN se replie in vivo en interaction avec son environnement, constitue´
de prote´ines, d’ARN et de petites mole´cules, qui peuvent guider son repliement
vers des structures a priori peu stables. Certaines cate´gories d’ARN voient meˆme
3. Source : Google Scholar, avril 2014.
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certains de leur nucle´otides modifie´s par des enzymes, perturbant ainsi leurs pro-
prie´te´s physico-chimiques, ce qui peut de´stabiliser certaines structures ;
— Enfin, la structure secondaire, en ignorant les couples d’appariements en situation
de croisement (pseudo-nœuds), ne´glige des contributions potentiellement stabilisa-
trices.
Tous ces facteurs sont susceptibles de renverser l’ordre relatif de stabilite´, perc¸u par
l’algorithme, pour deux structures secondaires compatibles avec une se´quence.
Une premie`re approche pour contourner ce proble`me consiste a` conside´rer les struc-
tures sous-optimales. Zuker propose en 1989 un premier algorithme [40] pour la ge´ne´ration
des structures P -optimales, l’ensemble des structures stables faisant apparaˆıtre certains
appariements juge´s cre´dibles. Cette de´finition posse`de comme me´rite manifeste d’e´viter
une explosion du nombre de structures candidates. Elle interdit cependant une e´tude
syste´matique de l’ensemble des sous-optimaux, et ne permet pas de de´terminer, par
exemple, si la structure d’e´nergie minimale est isole´e ou, au contraire, si elle est concur-
rence´e par d’autres structures. Des travaux de l’e´cole Viennoise de biochimie the´orique
viendront, une de´cennie plus tard, comple´ter cette premie`re de´finition en proposant un al-
gorithme de ge´ne´ration exhaustive des structures secondaires sous-optimales a` diffe´rence
d’e´nergie [39].
Une alternative tre`s prise´e actuellement propose un changement de paradigme com-
plet, base´ sur un concept central de la physique statistique, l’e´quilibre de Boltzmann. En
effet, en focalisant sur la structure d’e´nergie minimale, on oublie que le phe´nome`ne du
repliement est un phe´nome`ne intrinse`quement stochastique. La stabilite´ d’un repliement
est certes importante, mais la probabilite´ d’observer un ARN dans une topologie donne´e
de´pend aussi du nombre de conformations de stabilite´s comparables, pre´sentes au sein
des structures possibles pour l’ARN. En postulant un e´quilibre thermodynamique de
Boltzmann, on suppose que l’ARN est reste´ suffisamment longtemps dans des conditions
stables, et que la probabilite´ d’observer une structure secondaire S ∈ Sω pour un ARN
ω est donne´e par
P(S | ω) = e
−Eω(S)
kT






kT , {Fonction de partition de ω}
ou` k est la constante de Boltzmann et T la tempe´rature en Kelvins. L’e´quilibre de
Boltzmann peut aussi eˆtre interpre´te´ comme la distribution stationnaire d’un processus
Markovien mode´lisant la dynamique du repliement.
En ponde´rant exponentiellement les structures selon leur e´nergie, cette distribution
ope`re un compromis subtil entre la stabilite´ des mole´cules et l’explosion combinatoire du
nombre de conformations sous-optimales. La structure d’e´nergie minimale reste certes la
plus probable, mais sa probabilite´ de´croˆıt exponentiellement sur la taille des se´quences
conside´re´es. Il en re´sulte une diversite´ de paysages thermodynamiques bien plus riche
que ne l’aurait laisse´ pre´sager le simple examen de la structure d’e´nergie minimale. Une
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telle distribution permet alors de donner un sens mathe´matique rigoureux aux questions
suivantes :
— Le processus du repliement est-il bien de´fini ? [41]
— Combien y a-t-il de conformations principales dans l’ensemble ? [9]
— Quels sont les appariements re´currents dans l’ensemble de Boltzmann ? [26]
— Fournissent-ils une indication de qualite´ pour les pre´dictions ? [25]
— Quelles mutations sont les plus susceptibles de perturber la fonction ? [38]
— Quelle distribution de distance a` une structure de re´fe´rence ? [13]
Le verrou algorithmique principal pour re´pondre a` ces questions concerne le calcul
de la fonction de partition, a priori complexe car de´fini ci-dessus comme la somme d’un
nombre exponentiel de termes. Or, John McCaskill remarque en 1990 [26] que, sous
certaines hypothe`ses techniques, un sche´ma de programmation dynamique pour la mini-
misation d’e´nergie peut eˆtre transforme´ syntaxiquement, a` travers un simple changement
d’alge`bre, en un algorithme d’efficacite´ comparable pour calculer la fonction de partition.
Des re´ponses algorithmiques aux questions pose´es ci-dessus sont alors obtenues par des
modifications de ce sche´ma, ou a` travers des me´thodes d’e´chantillonnage exact elles-aussi
de´rive´es du calcul de la fonction de partition.
2.7 L’e´volution comme allie´e : approches comparatives
Malgre´ les gains substantiels, a` la fois en qualite´ des pre´dictions et en quantifica-
tion de la confiance des pre´dictions [25], induits par ce changement de paradigme, la
recherche d’un repliement hautement pre´cis pour un nouvel ARN restait un proble`me
ardu. Heureusement, a` l’heure ou` les approches e´nerge´tiques atteignaient leurs limites,
des approches comparatives, l’exploitation des proprie´te´s e´volutives de l’ARN, allaient
permettre un nouveau bond en avant. En effet, l’hypothe`se d’une relation forte entre
structure et fonction motive les e´tudes structurelles mais, en renversant le point de vue,
permet aussi de postuler que des ARN homologues, ayant une fonction commune, par-
tagent tre`s probablement une structure commune.
On peut donc de´ja` exploiter cette remarque pour ame´liorer notre capacite´ de pre´diction,
de`s lors que des ARN homologues sont identifie´s. On se pose alors le proble`me de la
pre´diction d’une structure secondaire commune a` deux ou plusieurs se´quences. Si celles-
ci sont de´ja` aligne´es, alors l’exe´cution d’un algorithme de type MFold, le´ge`rement e´tendu
pour incorporer les contributions simultane´es des se´quences, permet la pre´diction d’une
structure consensus pour une famille d’ARN pre´alablement aligne´s [18]. Cependant, cette
situation est assez rare, et l’absence de contraintes fonctionnelles fortes s’exprimant sur
la se´quence entraˆıne souvent une e´volution rapide de celle-ci. La pre´diction d’un aligne-
ment est alors de´licate tant que la structure commune reste inconnue, or la pre´diction
de celle-ci est justement notre objectif premier !
Pour sortir de ce paradoxe de l’œuf et de la poule, David Sankoff propose en 1985 [32]
un algorithme pour le repliement/alignement simultane´ d’une famille de se´quences op-
timisant la somme des scores d’alignement et des e´nergies de repliement. De complexite´
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Figure 5: Pour ce ribozyme du groupe I (PDB [5] ID : 1Y0Q :A, gauche), les per-
formances d’une pre´diction par minimisation d’e´nergie sont affecte´es par l’omission des
appariements en situation de croisement. Un logiciel de type MFold pre´dira donc des ap-
pariements (bas) substantiellement diffe´rents, a` la fois de ceux lisibles dans la structure
3D (haut), et de leur sous-ensemble sans croisement de cardinalite´ maximale (haut, trait
gras).
exponentielle pour un nombre non-borne´ de se´quences, il se simplifie en un algorithme
en Θ(n6)/Θ(n4) pour deux se´quences. Malgre´ sa complexite´ e´leve´e, cette cate´gorie d’ap-
proches permet d’obtenir un tel gain de qualite´ sur les pre´dictions re´alise´es qu’elle a
aujourd’hui la faveur des bioinformaticiens de l’ARN [14]. Cette popularite´ a d’ailleurs
motive´ de nombreux compromis algorithmiques afin de rendre re´aliste l’exe´cution de
cette approche a` grande e´chelle [36].
Cette approche comparative est aussi utilise´e afin de rechercher des homologues, dans
les ge´nomes, a` des ARN issus d’une famille de´ja identifie´e. Une fois un alignement obtenu,
il est alors possible de construire une structure secondaire consensus pour la famille. En
conjonction avec l’alignement multiple, cette dernie`re permet alors la construction d’un
mode`le de covariation [28], c’est-a`-dire une grammaire stochastique graˆce a` laquelle de
nouvelles se´quences peuvent eˆtre rapatrie´es des bases de donne´es publiques. Ces nouvelles
se´quences viennent alors enrichir l’alignement, amorc¸ant un cercle vertueux qui a rendu
possible la caracte´risation de nombreuses familles d’ARN, et constituent donc l’un des
piliers de la base de donne´es RFAM [17].
2.8 Enrichir les espaces de conformations
Paralle`lement a` ces de´veloppements, une direction de recherche orthogonale s’est
de´veloppe´e, visant a` explorer des espaces de recherche plus riches. L’hypothe`se d’un re-
pliement hie´rarchique, initialement sans croisement, n’est en effet pas une re`gle absolue,
et de nombreux ARN contiennent des nœuds, pseudo-nœuds et autres motifs topolo-
giques complexes (voir Figure 5). Ces motifs, qui sont repre´sente´s par des ensembles
d’appariements en croisement, sont parfois indispensables pour qu’un ARN remplisse sa
fonction. De plus, ils influencent fortement la mode´lisation 3D en limitant ses degre´s
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de liberte´, et leur pre´diction constitue donc une e´tape pre´liminaire essentielle vers des
pre´dictions de structure a` re´solution atomique.
Cependant, autoriser des appariements en croisement soule`ve des proble`mes algorith-
miques importants. Dans le mode`le de Nussinov maximisant le nombre de paires de bases,
ou leur poids total, le proble`me de pre´diction d’une structure minimisant l’e´nergie avec
pseudo-nœuds peut eˆtre re´solu en temps polynomial comme une instance particulie`re de
la recherche, dans un graphe, d’un ensemble stable (ponde´re´) maximal [8]. Cependant,
le proble`me devient NP-difficile [24] de`s qu’un mode`le d’e´nergie, analogue a` celui de
Turner, est pris en conside´ration, et le reste meˆme dans un mode`le se limitant aux em-
pilements d’appariements [23]. Enfin, les mode`les d’e´nergie les plus expressifs semblent
meˆme exclure (a` moins que P = NP) tout sche´ma d’approximation polynomial de ratio
constant [33].
Cette situation, en apparence de´sespe´re´e, a suscite´ des travaux ou` l’espace de re-
cherche se preˆte par construction a` la programmation dynamique, le tout en couvrant la
plus grande proportion possible des structures rencontre´es dans la litte´rature. Akutsu [1]
propose ainsi un algorithme exact en Θ(n4) permettant de pre´dire des pseudo-nœuds
simples. S’ensuivent alors de nombreux travaux cherchant a` optimiser le compromis ex-
pressivite´/efficacite´. En particulier, des contributions e´le´gantes, issues de la physique
the´orique, proposent de conside´rer le genre topologique, un parame`tre associe´ a` la carte
obtenue en dessinant tous les appariements de la structure secondaire dans le demi-
plan supe´rieur [6]. On constate alors que les structures connues ont une valeur faible
pour le genre, motivant la conception d’algorithmes pour le repliement en genre limite´.
Le proble`me est cependant loin d’eˆtre re´solu, et fait encore l’objet de de´veloppements
supple´mentaires, tant sur l’algorithmique qu’au niveau des mode`les d’e´nergie et espaces
de conformations sous-jacents, dans un dialogue fructueux a` l’interface de la biochimie
et de l’optimisation combinatoire.
Des travaux tre`s similaires permettent aussi de pre´dire les interactions ARN-ARN.
En effet, celles-ci se mode´lisent assez naturellement comme la conjonction de deux replie-
ments internes a` chacun des ARN, et d’un ensemble d’appariements interactions, reliant
des positions laisse´es libres dans les deux structures. Malheureusement, le proble`me de
la pre´diction simultane´e des repliements et interactions devient alors NP-difficile, meˆme
dans sa version purement combinatoire, ou` l’on cherche a` maximiser le nombre d’apparie-
ments, ou` chacune des deux structures internes est une simple structure secondaire, et ou`
les appariements en interaction sont eux-meˆmes sans croisement [2]. De meˆme que pour
la pre´diction des pseudo-nœuds, la communaute´ recherche actuellement une strate´gie de
contournement pour ce re´sultat ne´gatif, explorant des approches heuristiques [7] et des
re´solutions exactes sur des espaces de recherche restreints [27].
Une autre direction pour l’extension des espaces de conformations consiste a` conside´rer,
non seulement les traditionnels appariements G-C, A-U et G-U, mais aussi les appariement
non-canoniques [21]. Bien que ces derniers soient plus rares, et a priori moins contributifs
a` la stabilite´ d’une conformation, ils s’organisent en modules bien identifie´s, re´currents,
conserve´s par l’e´volution, et pour la plupart fonctionnels. De plus, leur pre´diction four-
nirait un re´seau de contraintes plus riches, permettant d’e´liminer des degre´s de liberte´
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dans la recherche d’une conformation 3D. Un mode`le de conformation e´tendant la notion
de k-boucle a en effet e´te´ propose´ en 2008 par Major et Parisien [30], permettant alors
de reconstruire la conformation 3D d’ARN connus a` des re´solutions record. Ces travaux
prometteurs peinent cependant a` eˆtre e´tendus et syste´matise´s, malgre´ l’existence d’un
cadre algorithmique unifie´ [19]. Ce retard tient principalement au fait que l’absence de
donne´es thermodynamiques associe´es, en conjonction avec une population de mode`les
3D de´termine´s expe´rimentalement bien plus modeste pour l’ARN que pour les prote´ines,
rend de´licate, voire irre´aliste a` l’heure actuelle, la mise en œuvre d’approches base´es sur
des potentiels statistiques.
3 Conclusion et discussion
Pour terminer ce petit tour d’horizon (non exhaustif) des proble´matiques et avance´es
algorithmiques en bioinformatique des ARN, je voudrais rappeler la constante confron-
tation interdisciplinaire qui jalonne l’histoire de la bioinformatique des ARN, et conclure
sur l’importance des contributions, passe´es et a` venir, de l’algorithmique au sein d’une
de´marche de mode´lisation.
Comme ont pu l’illustrer les nombreuses re´fe´rences qui e´maillent ce texte, la bio-
informatique des ARN a fait l’objet de nombreuses contributions aux interfaces entre
l’informatique et plusieurs domaines scientifiques. Des biochimistes expe´rimentaux y ont
collabore´ avec des bioinformaticiens pour produire un mode`le d’e´nergie entie`rement pa-
rame´tre´, le mode`le de Turner, a` un niveau de granularite´ permettant une algorithmique
de pre´diction efficace. Des physiciens y ont contribue´ par des concepts permettant une
classification topologique des structures de´termine´e expe´rimentalement, plus tard trans-
forme´s en algorithmes efficaces pour l’optimisation dans des espaces de conformations
expressifs. Des spe´cialistes de l’e´volution ont e´tudie´ la relation structure/se´quence chez
l’ARN comme un mode`le de la the´orie de l’e´volution neutre, re´sultant un peu par hasard
en les premiers outils et algorithmes pour la conception d’ARN synthe´tiques (Design
d’ARN). La biologie mole´culaire y suscite et utilise des outils bioinformatiques pour
comprendre de nouveaux me´canismes de re´gulation impliquant l’ARN, parmi lesquels
l’interfe´rence par ARN, a` l’origine de nombreuses promesses et objet du prix Nobel de
physiologie et me´decine attribue´ a` Craig et Mello en 2006.
Toutes ces avance´es ont e´te´ rendues possibles par de nombreuses contributions, issues
de champs tre`s varie´s de l’informatique. Historiquement, l’utilisation de langages formels
a permis la recherche de nouveaux ARN dans les ge´nomes, ou encore la mode´lisation
d’espaces de repliements expressifs. Des concepts issus du traitement automatique du
langage ont fourni un cadre probabiliste, alternatif a` l’approche thermodynamique, dont
s’inspirent encore toute une classe d’approches en vogue pour l’e´tude du repliement. La
the´orie algorithmique des graphes a fourni un langage pour une reformulation claire,
mathe´matiquement bien de´finie, de nombreux proble`mes. La combinatoire a rendu pos-
sible une analyse en moyenne des structures d’ARN ale´atoires et des algorithmes œu-
vrant sur celles-ci, et a fourni un cadre privile´gie´ pour la conception des algorithmes
de programmation dynamique omnipre´sents en bioinformatique. L’optimisation combi-
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natoire, et plus particulie`rement la programmation mathe´matique, est de plus en plus
fre´quemment utilise´e pour contourner les re´sultats de difficulte´ algorithmique apparais-
sant, entre autres, dans la pre´diction de structure/appariements, l’e´tude de la cine´tique
ou le design d’ARN fonctionnels. Enfin, des techniques de fouille de donne´es, reposant
sur des structures d’indexation succinctes issues de l’algorithmique du texte, jouissent
d’une popularite´ croissante pour la de´tection de nouveaux ge`nes ARN a` travers plusieurs
ge´nomes. La recherche en bioinformatique des ARN est donc une recherche profonde´ment
pluridisciplinaire, et d’impact de´montre´ sur les pratiques des biologistes, y compris a` un
niveau fondamental.
En effet, e´minemment empiriques, les sciences du vivant reposent de fac¸on cruciale
sur la notion de mode`le, permettant d’exprimer en des termes testables et re´futables
une explication avance´e pour un phe´nome`ne d’inte´reˆt. Des algorithmes exacts y jouent
un roˆle essentiel dans la validation/invalidation des mode`les comme explication de la
re´alite´. En effet, un mode`le n’est qu’une construction logique tant que ses conse´quences,
les proprie´te´s de´rive´es sous l’hypothe`se de celui-ci, n’ont pas e´te´ confronte´es a` une re´alite´
observable. Si les conse´quences du mode`le sont compatibles avec l’observation empirique,
alors la force d’explication du mode`le, et notre foi en celui-ci, s’en trouvent renforce´es.
En cas de contradiction apparente, le mode`le doit eˆtre remis en question, raffine´, ou tout
simplement abandonne´.
C’est ici qu’une algorithmique exacte ou, a` de´faut, offrant des garanties the´oriques,
devient indispensable : Quelle conclusion tirer d’une incompatibilite´ entre la re´alite´ obser-
vable et les conse´quences, estime´es bien approximativement et sans garanties the´oriques,
d’un mode`le ? S’agit-il juste d’un artefact lie´ a` un calcul incorrect ? En l’absence d’algo-
rithmes bien conc¸us, et calculables en temps raisonnable, les mode`les formule´s en biologie
deviennent donc bien difficiles a` valider et re´futer. Malheureusement, certains mode`les
discrets s’ave`rent extreˆmement difficiles a` analyser, en particulier quand ceux-ci sont
associe´s a` des proble`mes algorithmiques difficilement re´solubles au sens de la the´orie de
la complexite´. Les choix de mode´lisation devraient donc eˆtre guide´s, non seulement par
une connaissance intime des phe´nome`nes e´tudie´s et des donne´es disponibles, mais aussi
par une culture algorithmique suffisamment large pour guider la recherche d’un mode`le
compromis, conjuguant expressivite´ suffisante et espoir de re´solution exacte. Une telle
recherche justifie, a` elle seule, la poursuite et le renforcement d’un dialogue pluridis-
ciplinaire, d’ores et de´ja` fructueux, a` l’interface entre l’informatique et les sciences du
vivant.
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1 génome = 8 jours
(Illumina Hiseq 2000)
4 génomes par jour
(Illumina Hiseq X)
1 génome = un mois
(Helicos)
1 génome = 13 ans !
(Shotgun)
Figure 6: E´volution (e´chelle logarithmique) du couˆt associe´ au (re)se´quenc¸age d’un
ge´nome humain entier (Source : NHGRI [68]).
A Se´quenc¸age haut-de´bit et algorithmique du texte
Des algorithmes efficaces sont aussi indispensables afin de faire face au de´luge de
donne´es produites, a` un de´bit sans pre´ce´dent, par des techniques expe´rimentales en
constante e´volution. Les pratiques quotidiennes de pans entiers de la recherche en biologie
ont ainsi e´te´ re´volutionne´s par l’arrive´e, la pe´rennisation puis la de´mocratisation des
techniques de se´quenc¸age haut-de´bit.
Au de´but des anne´es 2000, le se´quenc¸age shotgun, initie´ par Sanger et perfectionne´
dans le cadre du se´quenc¸age du ge´nome humain, permettait de produire des fragments
d’un ADN a` un de´bit relativement faible et pour un couˆt important. La dernie`re de´cennie
a vu se succe´der des techniques de se´quenc¸age haut-de´bit de plus en plus rapides et
complexes pour des couˆts de plus en plus faibles. En particulier, comme illustre´ par
la Figure 6, le constructeur Illumina aurait re´cemment franchi une barre symbolique en
annonc¸ant une machine capable de se´quencer un ge´nome individuel (couverture moyenne
30×) en une journe´e pour un couˆt total infe´rieur a` 1 000 $, prix incluant les consommables
et le travail des techniciens 4.
Un tel couˆt, de´risoire au regard du niveau de vie des pays de´veloppe´s, permet
de´sormais d’envisager un recours ge´ne´ralise´ au se´quenc¸age, et ouvre la porte a` des ap-
plications au potentiel re´volutionnaire, telle une me´decine personnalise´e selon le contenu
pre´cis de notre ge´nome ou de notre flore intestinale. Cette situation soule`ve aussi des
proble´matiques de stockage des donne´es et de traitement algorithmique des donne´es pro-
duites, atteignant par exemple de l’ordre de 300 Go par rese´quenc¸age de ge´nome humain
4. Ce chiffre exclut cependant l’investissement initial, qui s’e´le`ve tout de meˆme a` 10 000 000$ !
20
dans le contexte du diagnostic me´dical. Elle soule`ve aussi de tre`s concre`tes et pres-
santes questions d’ordre e´thique : Qui disposera des donne´es des patients ? Sous quelle
forme ? Comment empeˆcher des se´quenc¸ages pirates ? Plusieurs the`mes de l’informatique
(cryptographie distribue´e, confidentialite´ diffe´rentielle...) pourront fournir des re´ponses
techniques partielles, mais ne sauront se substituer a` un de´bat de´mocratique, ainsi qu’a`
une volonte´ politique forte pour en appliquer les conclusions.
Rese´quenc¸age de ge´nomes connus. Quelque re´volutionnaires que soient les nouvelles
technologies de se´quenc¸age, elles ne produisent jamais que des petits fragments de notre
ADN. Deux approches diffe´rentes peuvent eˆtre utilise´es pour les transformer en se´quences
ge´nomiques, en fonction de la disponibilite´ ou non d’un ge´nome de re´fe´rence, appartenant
a` un individu suffisamment proche, au sens de l’e´volution, de l’individu se´quence´.
Si un ge´nome de re´fe´rence est disponible, alors il est possible d’effectuer un rese´quenc¸age,
c’est-a`-dire une projection des fragments sur celui-ci, par exemple afin d’identifier ou re-
connaˆıtre des mutations induisant un phe´notype. Cette technique est aussi largement
utilise´e dans d’autre types d’expe´riences, parmi lesquelles les expe´riences RNA-Seq, ou`
l’on cherche a` quantifier la production d’ARN messagers a` partir du nombre de fragments
chevauchant les re´gions ge´nomiques leur e´tant associe´es. Une telle entreprise soule`ve typi-
quement d’importants proble`mes de renormalisation, certaines re´gions ge´nomiques e´tant
plus couvertes que d’autres par le se´quenc¸age, pour des raisons intrinse`ques ou relevant
d’un biais expe´rimental. En conse´quence, on utilise souvent ces expe´riences de fac¸on
diffe´rentielle, en comparant les profils de couverture obtenus dans diffe´rences conditions,
afin par exemple d’identifier l’effet d’un changement environnemental sur l’expression
des ge`nes, ou identifier des comportements pathologiques. Afin de faire face a` l’explo-
sion des donne´es produites, des structures de donne´es succinctes et efficaces (Filtres de
Bloom [48]), ainsi que des techniques d’encodage et de compression de´die´es (Transforme´e
de Burrows/Wheeler [62]) sont indispensables.
Assemblage de novo. En l’absence de ge´nome de re´fe´rence, on souhaite alors effectuer
un assemblage de novo, c’est-a`-dire reconstruire une grande se´quence d’ADN compa-
tible avec un ensemble de fragments. L’approche dominante passe par la reconstruction
d’un grand graphe dirige´, appele´ graphe de De Bruijn, dont la construction est illustre´e
par la Figure 7. La reconstruction de la se´quence d’ADN initiale s’apparente alors a` la
recherche d’un chemin eule´rien, un chemin passant par chacune des areˆtes du graphe.
Un tel chemin n’est pas force´ment unique, par exemple si des motifs re´pe´te´s appa-
raissent dans la se´quence initiale, telle la composante C de la Figure 7. Ici, les donne´es
disponibles ne permettent pas de distinguer la se´quence initiale (correspondant au che-
min A.B.C.C.D2.B.C.D1.C) parmi l’ensemble des se´quences alternatives (dont le chemin
A.B.C.D1.C.C.D2.B.C). Certaines portions peuvent aussi n’eˆtre recouvertes par aucun
fragment. Dans de telles situations, des expe´riences comple´mentaires visant la produc-
tion de plus grands fragments, ou encore l’utilisation d’un mode`le de maximisation de
vraisemblance, permettront de de´partager les se´quences candidates.
Au-dela` de la ge´nomique. Le champ d’application de ces techniques ne se limite plus
de´sormais au se´quenc¸age des ge´nomes et a` l’analyse des niveaux de transcription. Elles



























































































































Figure 7: Graphe de De Bruijn pour l’assemblage. Les fragments obtenus par se´quenc¸age
de l’ADN sont de´compose´s en k-mers, des petits fragments de taille k homoge`nes. On
reconstruit alors le graphe de De Bruijn, dont les nœuds sont les (k − 1)-mers, et les
areˆtes relient deux (k−1)-mers apparaissant dans un k-mer se´quence´. La reconstruction
de la se´quence initiale s’apparente alors a` la recherche d’un chemin eule´rien, passant par
toutes les areˆtes du graphe.
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e´tape-cle´ au sein de me´thodes permettant, a` haut-de´bit :
— une caracte´risation de la structure de la chromatine, l’architecture 3D de l’ADN, a`
travers une de´termination de ses contacts inter et intra-chromosomiques (me´thodes
5C, Hi-C), qui permet de comprendre son influence sur les me´canismes cellulaires,
ou encore de de´terminer l’architecture 3D des ge´nomes fortement structure´s tel
celui de la levure [49]) ;
— une de´termination des interactions ARN-Prote´ines (Clip-SEQ) [64], permettant de
mieux comprendre l’articulation de ces deux acteurs du monde cellulaire, et leur
insertion dans les re´seaux de re´gulation ;
— une estimation des profils d’accessibilite´ dans les ARN structure´s (FragSeq [65] ou
SHAPE-Seq [45]), aidant a` la pre´diction de structure.
Ces donne´es ne fournissent souvent qu’une information incomple`te, assimilable a`
une projection du phe´nome`ne d’inte´reˆt. Elles sont donc souvent incorpore´es dans des
algorithmes d’optimisation multiobjectif, et la conception d’algorithmes de pre´diction
et d’annotation tirant efficacement partie de ces donne´es est aujourd’hui un des chal-
lenges algorithmiques majeurs en bioinformatique. En particulier, les nombreux biais
syste´matiques apparaissant dans les donne´es haut-de´bit soule`vent des proble`mes, parti-
culie`rement ardus, d’infe´rence de parame`tres cache´s couple´s a` une maximisation de la
vraisemblance, souvent re´solus en pratique par des heuristiques propres aux me´thodes
Baye´siennes.
23
B Petit de´tour par la combinatoire
Remontons maintenant en 1978, a` l’origine des travaux the´oriques sur la structure
secondaire de l’ARN, et effectuons comme Waterman et Smith [67] un petit exercice de
combinatoire e´nume´rative/analytique afin d’e´nume´rer les structures secondaires d’ARN
de taille n. On rappelle que celles-ci sont engendre´es par la grammaire hors-contexte
S → (Sε )S | •S | ε Sε → (Sε )S | •S ;









ou` sn (resp. s
ε
n) est le nombre de structures secondaires (resp. non vide), et z est une va-
riable formelle. On peut alors remarquer que la grammaire ci-dessus est non-ambigue¨, et
qu’elle peut donc eˆtre traduite automatiquement en le syste`me d’e´quations fonctionnelles
S(z)→ z Sε(z) z S(z) + z S(z) + 1 ⇒ Sε(z) = z Sε(z) z S(z) + z S(z) ;
En re´solvant ce syste`me, on trouve deux solutions conjugue´es, dont une seulement admet
un de´veloppement a` coefficient positifs :
S(z) =
1− z + z2 −√1− 2z − z2 + z4
2z2
. (1)
Cette se´rie ge´ne´ratrice est, par construction, alge´brique et admet une singularite´ domi-




. Une analyse de singularite´ automa-
tique (on trouvera plus de de´tails dans la bible de Flajolet/Sedgewick [50]) nous donne
alors un e´quivalent asymptotique pre´cis pour le nombre de structures secondaires de
taille n
sn := [z





(1 +O(1/n)), ou` 1/ρ ≈ 2.618 . . .
ou` κ est une constante.
On peut aussi, de fac¸on similaire, s’inte´resser au nombre moyen de structures compa-
tibles avec une se´quence. On remarque alors que l’ensemble des couples structure/se´quence
compatibles, c’est-a`-dire telles que les positions apparie´es dans la structure correspondent
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ou` les tn comptent de´sormais les couples structures/se´quences compatibles de taille n,
asymptotiquement e´quivalents a`
tn := [z





(1 +O(1/n)), ou` 1/ρ′ ≈ 8.164 . . .
ou` κ′ est une constante. On en conclut donc qu’un ARN de taille n, tire´ uniforme´ment
parmi les 4n se´quences possibles sur {A,C,G,U}, est en moyenne compatible avec Θ(2.04n/n√n)
structures secondaires. Cette croissance exponentielle chute a` Θ(1.87n/n
√
n) en imposant
une distance minimale, souvent utilise´e dans la litte´rature, de θ = 3 entre les nucle´otides
apparie´s [42].
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C C’e´tait demain... re´sultats re´cents et proble`mes ouverts
Outre les questions algorithmiques laisse´es ouvertes sur la pre´diction du repliement
par les approches ab initio et comparatives, plusieurs questions bien de´finies animent
actuellement la communaute´, et seront tre`s probablement l’objet de nombreuses contri-
butions futures a` l’interface informatique/sciences du vivant.
Approches ge´ne´riques. On l’imagine aise´ment a` la lecture des e´quations de programma-
tion dynamique de la litte´rature (s’e´talant parfois sur plusieurs pages), l’imple´mentation
des algorithmes e´voque´s ici s’ave`re parfois concre`tement proble´matique. Leur concep-
tion elle-meˆme est complexe, avec des proble`mes de bornes sur les sommes, bornes pru-
demment omises dans ce document. Comme l’e´crivait au de´but des anne´es 2000 un
relecteur anonyme, fre´quemment cite´ par Robert Giegerich : ≪ Le de´veloppement d’une
re´currence de programmation dynamique re´ussie est une question d’expe´rience, de talent
et de chance ! ≫ 5 Plusieurs formalismes de´claratifs ont ainsi e´te´ propose´s pour abstraire
un sche´ma de programmation dynamique de son e´quation, de fac¸on a` limiter au maxi-
mum les erreurs lie´es a` son imple´mentation.
Au cours des anne´es 1990, Fabrice Lefebvre propose d’utiliser des grammaires at-
tribue´es comme formalisme unificateur [57]. Ces travaux sont ensuite poursuivis et
e´tendus dans les anne´es 2000 par le groupe de Robert Giegerich, qui introduit le forma-
lisme de la programmation dynamique alge´brique [53, 63, 54], couple´ avec des compila-
teurs efficaces vers des langages bas-niveau. L’utilisation, meˆme par des informaticiens,
de tels formalismes pour exprimer leurs algorithmes paraissait appartenir a` la science-
fiction il y a une petite dizaine d’anne´es. Pourtant, nombreux sont ceux de´sormais,
parmi lesquels des bioinformaticiens de formation, qui utilisent ce type de formalisme
pour tester des nouvelles hypothe`ses/algorithmes a` faible couˆt.
Optimisations de la programmation dynamique. Le proble`me du repliement de l’ARN
est repre´sentatif d’une grande classe de proble`mes se preˆtant a` la programmation dyna-
mique sur des structures arborescentes. A` ce titre, ils ont e´te´ rencontre´s dans d’autres
communaute´s, ou` des ame´liorations ont e´te´ apporte´es a` leur complexite´. Par exemple, le
calcul de la fonction de partition et les probabilite´s de paires de bases a` pu eˆtre ame´liore´
a` Θ(n2.38) [70] par utilisation de la me´thode de Valiant [66]. Cette dernie`re consiste a`
ramener le calcul de la matrice de programmation dynamique au produit d’une famille
de matrices, permettant alors de profiter des dernie`res optimisations dans le domaine.
L’astuce des quatre-russes [44] permet aussi de gagner un facteur logarithmique sur la
complexite´ du repliement [51], mais les constantes importantes apparaissant dans son
imple´mentation limitent sa porte´e en pratique.
De fac¸on plus spectaculaire, plusieurs auteurs ont utilise´ un principe de calcul clair-
seme´ (sparsification) applique´ a` la programmation dynamique pre´dictive pour les ARN.
L’ide´e est de calculer, lors des e´tapes initiales de la re´currence, non seulement un score
optimal mais aussi une liste de candidats (indices des boucles) non-trivialement domine´s,
et me´ritant une exploration lors des e´tapes ulte´rieures. Le calcul est alors toujours exact
5. The development of successful dynamic programming recurrences is a matter of experience, talent
and luck. Anonymous Reviewer.
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mais un gain en temps n’est pas toujours garanti. Sous certaines hypothe`ses (distribution
des paires de bases en loi de puissance), la cardinalite´ de ces listes est borne´e par une
constante. Il en re´sulte alors un gain algorithmique line´aire, et le repliement est alors
re´soluble en temps Θ(n2) [46]. Une caracte´risation des classes de se´quences garantissant
un tel gain reste cependant ouverte.
Design d’ARN. Le design d’ARN consiste a` concevoir une se´quence se repliant, au sens
de la minimisation d’e´nergie, en une structure secondaire donne´e en entre´e. Il est en ce
sens le proble`me inverse du repliement, et plusieurs travaux y font re´fe´rence sous le nom
de repliement inverse de l’ARN. De fac¸on assez surprenante, et malgre´ deux de´cennies
de recherches sur le sujet [56], la complexite´ the´orique du proble`me n’est toujours pas
e´tablie, une situation totalement exceptionnelle en bioinformatique.
Mimant en un certain sens l’e´volution, plusieurs auteurs ont propose´ des approches
base´es sur la recherche locale [47], l’algorithmique ge´ne´tique [59] ou encore une re´solution
exponentielle exacte base´e sur de la programmation par contraintes [52]. Cependant, le
comportement de ce type d’approches est tre`s peu pre´visible, et celles-ci s’ave`rent dif-
ficilement adaptables (en temps raisonnable) a` des ensembles de contraintes plus ex-
pressives, ne´cessaires dans les contextes biologiques. Une e´tude plus approfondie de
ce proble`me est donc a` la fois motive´e par son intrigante (absence de) structure ex-
ploitable algorithmiquement, et par des applications potentielles fascinantes en biologie
synthe´tique [61].
Conside´rations cine´tiques. En e´tudiant l’ARN par une approche probabiliste de type
fonction de partition ou, a fortiori, en pre´disant le repliement par minimisation d’e´nergie,
on travaille implicitement sous l’hypothe`se que le processus du repliement a atteint un
re´gime stationnaire, l’e´quilibre de Boltzmann. Or, le temps de me´lange de la chaˆıne
de Markov associe´e est loin d’eˆtre inde´pendant des proprie´te´s de la se´quence d’ARN
conside´re´e et peut, dans certains cas, de´passer la dure´e de vie de l’ARN dans la cellule.
On peut donc rencontrer des pie`ges cine´tiques, des minimas locaux de l’e´nergie libre, dont
un ARN aura bien du mal a` sortir avant sa de´gradation finale par les enzymes. L’ARN
peut alors n’eˆtre jamais observable dans un e´tat potentiellement extreˆmement stable, et
l’hypothe`se d’un e´quilibre de Boltzmann donne une vision fausse´e de sa fonction.
Malheureusement, on rencontre rapidement plusieurs difficulte´s quand on cherche
a` e´tudier les proprie´te´s cine´tiques fines d’un ARN. D’une part, il existe un nombre
exponentiel de pie`ges cine´tiques potentiels parmi les conformations compatibles avec
une se´quence [58]. De plus, le calcul de la barrie`re d’e´nergie, c’est-a`-dire la quantite´
minimale d’e´nergie devant eˆtre fournie pour passer d’une conformation a` une autre, est
NP-complet meˆme dans un mode`le de Nussinov, et pour des conformations sans pseudo-
nœuds [60].
Les approches existantes reposent donc sur une simulation [69], ou sur des heuris-
tiques exe´cute´es sur un sous-ensemble de structures sous-optimales stables [55]. Cepen-
dant cette situation, ou` l’on recherche les proprie´te´s dynamiques de processus stochas-
tiques associe´s a` de tre`s grands espaces d’e´tats, semble faire e´cho a` des proble´matiques
rencontre´es en ve´rification. Il est donc permis d’espe´rer des contributions issues de ce
domaine dans un avenir proche.
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D Mode`les d’e´nergie
Plusieurs mode`les d’e´nergie libre ont e´te´ conside´re´s pour la pre´diction de structure
par minimisation d’e´nergie. Ceux-ci diffe`rent principalement par le choix des motifs
structurels correspondant a` des contributions e´nerge´tiques e´le´mentaires. L’e´nergie libre
d’une structure est alors, en ge´ne´ral, approche´e par une simple somme des contributions
de ses motifs.
En illustration, voici les diffe´rentes e´nergies libres associe´es a` une structure secondaire
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= −(4× 3 + 2× 2 + 2× 1) = −18 kcal.mol−1




































= −(2.4 + 3.3 + 1.4 + 2.5 + 3.4) = −13 kcal.mol−1

































































= −2.4− 3.3 + 3.6− 1.4− 2.5 + 5.4− 3.4 + 4.1
= 0.1 kcal.mol−1
Remarquons que la variabilite´ des e´nergies estime´es par ces diffe´rents mode`les n’est
pas ne´cessairement proble´matique, l’e´nergie libre e´tant de´finie de fac¸on relative. En re-
vanche, l’e´nergie positive de la structure dans le mode`le plus proche voisin indique que
la structure ouverte, sans aucun appariement et ayant une e´nergie nulle par convention,
lui sera pre´fe´re´e par un algorithme de pre´diction.
28
Re´fe´rences supple´mentaires
[44] V. L. Arlazarov, E. A. Dinic, M. A. Kronrod, and I. A. Faradev, On economical
construction of the transitive closure of a directed graph, Soviet Mathematics—
Doklady 11 (1970), no. 5, 1209–1210.
[45] S. Aviran, C. Trapnell, J. B. Lucks, S. A. Mortimer, S. Luo, G. P. Schroth, J. A.
Doudna, A. P. Arkin, and L. Pachter, Modeling and automation of sequencing-based
characterization of RNA structure., Proc Natl Acad Sci U S A 108 (2011), no. 27,
11069–11074 (eng).
[46] R. Backofen, D. Tsur, S. Zakov, and M. Ziv-Ukelson, Sparse RNA folding : Time
and space efficient algorithms, Journal of Discrete Algorithms 9 (2010), no. 1, 12–31.
[47] A. Busch and R. Backofen, INFO-RNA–a fast approach to inverse RNA folding.,
Bioinformatics 22 (2006), no. 15, 1823–1831 (eng).
[48] R. Chikhi and G. Rizk, Space-efficient and exact de bruijn graph representation
based on a bloom filter, Algorithms for Molecular Biology 8 (2013), no. 1, 22.
[49] Z. Duan, M. Andronescu, K. Schutz, C. Lee, J. Shendure, S. Fields, W. S. Noble, and
C., A genome-wide 3C-method for characterizing the three-dimensional architectures
of genomes., Methods 58 (2012), no. 3, 277–288 (eng).
[50] P. Flajolet and R. Sedgewick, Analytic combinatorics, Cambridge University Press,
2009.
[51] Y. Frid and D. Gusfield, A simple, practical and complete O(n3/log n)-time al-
gorithm for RNA folding using the four-russians speedup., Algorithms Mol Biol 5
(2010), 13 (eng).
[52] J. A. Garcia-Martin, P. Cote, and I. Dotu, RNAiFOLD : A constraint programming
algorithm for RNA inverse folding and molecular design, J Bioinform Comput Biol
11 (2013), no. 02, 1350001, PMID : 23600819.
[53] R. Giegerich and C. Meyer, Algebraic dynamic programming, AMAST, 2002,
pp. 349–364.
[54] R. Giegerich and H. Touzet, Modeling dynamic programming problems over se-
quences and trees with inverse coupled rewrite systems, Algorithms 7 (2014), no. 1,
62–144.
[55] I. L. Hofacker, C. Flamm, C. Heine, M. T. Wolfinger, G. Scheuermann, and P. F.
Stadler, Barmap : RNA folding on dynamic energy landscapes., RNA 16 (2010),
no. 7, 1308–1316 (eng).
[56] I. L. Hofacker, W. Fontana, P. Stadler, L. Bonhoeffer, M. Tacker, and P. Schuster,
Fast folding and comparison of RNA secondary structures, Monatshefte fu¨r Chemie
/ Chemical Monthly 125 (1994), no. 2, 167–188 (English).
[57] F. Lefebvre, An optimized parsing algorithm well suited to RNA folding, ISMB,
1995, pp. 222–230.
[58] W. A. Lorenz and P. Clote, Computing the partition function for kinetically trapped
RNA secondary structures., PLoS One 6 (2011), no. 1, e16178 (eng).
29
[59] R. B. Lyngsø, J. W J. Anderson, E. Sizikova, A. Badugu, T. Hyland, and J. Hein,
Frnakenstein : multiple target inverse RNA folding., BMC Bioinformatics 13 (2012),
260 (eng).
[60] J. Manuch, C. Thachuk, L. Stacho, and A. Condon, NP-completeness of the energy
barrier problem without pseudoknots and temporary arcs, Natural Computing 10
(2011), no. 1, 391–405.
[61] G. Rodrigo, T. E. Landrain, and A. Jaramillo, De novo automated design of small
RNA circuits for engineering synthetic riboregulation in living cells., Proc Natl Acad
Sci U S A 109 (2012), no. 38, 15271–15276 (eng).
[62] M. Salson, T. Lecroq, M. Le´onard, and L. Mouchard, A four-stage algorithm for
updating a burrows-wheeler transform, Theoretical Computer Science 410 (2009),
no. 43, 4350–4359.
[63] G. Sauthoff, S. Janssen, and R. Giegerich, Bellman’s GAP : a declarative language
for dynamic programming, PPDP, 2011, pp. 29–40.
[64] J. Ule, K. Jensen, A. Mele, and R. B. Darnell, CLIP : a method for identifying
protein-RNA interaction sites in living cells., Methods 37 (2005), no. 4, 376–386
(eng).
[65] J. G. Underwood, A. V. Uzilov, S. Katzman, C. S. Onodera, J. E. Mainzer, D. H.
Mathews, T. M. Lowe, S. R. Salama, and D. Haussler, FragSeq : transcriptome-
wideRNA structure probing using high-throughput sequencing., Nat Methods 7
(2010), no. 12, 995–1001 (eng).
[66] L. G. Valiant, General context-free recognition in less than cubic time, J. Comput.
Syst. Sci. 10 (1975), no. 2, 308–314.
[67] M. S. Waterman and T. F. Smith, Secondary structure of single stranded nucleic
acids, Math Biosci 42 (1978), 257–266.
[68] K AWetterstrand, DNA sequencing cost : Data from the NHGRI genome sequencing
program (GSP), February 2014.
[69] A. Xayaphoummine, T. Bucher, F. Thalmann, and H. Isambert, Prediction and
statistics of pseudoknots in RNA structures using exactly clustered stochastic simu-
lations., Proc Natl Acad Sci U S A 100 (2003), no. 26, 15310–15315 (eng).
[70] S. Zakov, D. Tsur, and M. Ziv-Ukelson, Reducing the worst case running times of a
family of RNA and CFG problems, using valiant’s approach., Algorithms Mol Biol
6 (2011), no. 1, 20 (eng).
[71] M. Zuker and D. Sankoff, RNA secondary structures and their prediction, Bull Math
Biol 46 (1984), no. 4, 591–621.
30
