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Abstract
In this paper a variety of issues are discussed, Schur ring, S-sets, cir-
culant orbits, decimation operator and Hadamard matrices and their re-
lation between them is shown. Firstly we define the complete S-sets.
Next, we study the structure of Schur ring with circulant basic sets over
Zn2 and we define the free and non-free circulant S-sets, the symmetric,
non-symmetric and antisymmetric circulant S-sets. We prove that all
this S-sets are invariants under decimation. Finally, we prove that if a
Hadamard matrix exist then this is contained in a complete S-set. Also,
we prove that can’t exist circulant and with one core Hadamard matrices
with some particular structure. These theorems include a result known
on symmetric circulant Hadamard matrices of order 4n only when n is an
odd number.
Keywords: Schur ring, circulant basic sets, decimation, autocorrelation, Hadamard
matrices
Mathematics Subject Classification: 05E15,05E18,20B30,05B20
1 Introduction
Let G be a finite group with identity element e and C[G] the group algebra of all
formal sums
∑
g∈G agg, ag ∈ C, g ∈ G. For T ⊂ G, the element
∑
g∈T g will be
denoted by T . Such an element is also called a simple quantity. The transpose
of T =
∑
g∈G agg is defined as T
⊤
=
∑
g∈G ag(g
−1). Let {T0, T1, ..., Tr} be a
partition of G and let S be the subspace of C[G] spanned by T1, T2, ..., Tr. We
say that S is a Schur ring (S-ring, for short) over G if:
1. T0 = {e},
2. for each i, there is a j such that Ti
⊤
= Tj ,
3. for each i and j, we have Ti Tj =
∑r
k=1 λi,j,kTk, for constants λi,j,k ∈ C.
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The numbers λi,j,k are the structure constants of S with respect to the linear
base {T0, T1, ..., Tr}. The sets Ti are called the basic sets of the S-ring S. Any
union of them is called an S-sets. Thus, X ⊆ G is an S-set if and only if X ∈ S.
The set of all S-set is closed with respect to taking inverse and product. Any
subgroup of G that is an S-set, is called an S-subgroup of G or S-group (For
details, see [1],[2],[3]). A partition {T0, ..., Tr} of G is called Schur partition or
S-partition if the Ti fulfill T0 = {e} and T
−1
i = {g
−1 : g ∈ Ti} = Tj for each i
and for each j. It is known that there is a 1-1 correspondence between S-ring
over G and S-partition of G. By using this correspondence, in this paper we will
refer to an S-ring by mean of its S-partition.
On the other hand, a Hadamard matrix H is an n by n matrix all of whose
entries are +1 or −1 which satisfies HH t = nIn, where H
t is the transpose of
H and In is the unit matrix of order n. It is also known that, if an Hadamard
matrix of order n > 1 exists, n must have the value 2 or be divisible by 4.
There are several conjectures associated with Hadamard matrices. The main
conjecture concerns its existence. This states that a Hadamard matrix exists
for all multiple order of 4. Another very important conjecture states that no
circulant Hadamard matrix exists if the order is different from 4. Another con-
jecture is known as the Structured Hadamard Conjecture [5]. In an effort to
prove all these problems people have constructed different Hadamard matrices
types: Paley type[4], with one and two circulant core [9],[10], Williamson type
[7],Goethals-Seidel type and other [6].
All these constructions are defined with circulant matrices. Therefore, a
general strategy is to define an S-partition over G = Zn2 , where the basic sets
are circulants induced by the cyclic group Cn = 〈C〉 ≤ Aut(Zn2 ) of order n and
Aut(Zn2 ) is the group of automorphisms of Z
n
2 . We denote to the S-partition of
Zn2 induced by a group H ≤ Aut(Z
n
2 ) by S(Z
n
2 , H). Then S(Z
n
2 , Cn) will denote
the S-partition induced by Cn.
In this paper several Schur rings induced by permutation automorphic sub-
groups of Aut(Zn2 ) are studied. Also several S-sets are considered, namely com-
plete S-sets, free and non-free circulant S-sets, circulant S-sets invariant by
decimation, symmetric, non-symmetric and antisymmetric circulant S-sets. We
prove that all this S-sets are invariants under decimation. Finally, we prove that
if a Hadamard matrix exist, then this is contained in a complete S-set. Also, we
prove that if a circulant and with one core Hadamard matrix of order nr exists,
then these can’t be partitioned in a basic set.
2 Schur ring S(Zn2 , Sn)
In this paper denote by Z2 the cyclic group of order 2 with elements + and
−(where + and − mean 1 and −1 respectively). Let Zn2 =
n︷ ︸︸ ︷
Z2 × · · · × Z2. Then
all X ∈ Zn2 are sequences of + and − and will be called Z2−sequences.
Let ω(X) denote the Hamming weight of X ∈ Zn2 . Thus, ω(X) is the number
of + in any Z2−sequences X of Zn2 . Now let Gn(k) be the subset of Z
n
2 such that
2
ω(X) = k for all X ∈ Gn(k), where 0 ≤ k ≤ n.
Proposition 1. Let Gn(k) ⊂ Zn2 . Then
Gn(k) = {+} × Gn−1(k − 1) ∪ {−} × Gn−1(k) (2.1)
and
|Gn(k)| =
(
n
k
)
, (2.2)
where
(
n
k
)
are the binomial coefficients.
Proof. By induction. When k is 0 or n we have
Gn(0) = {−} × Gn−1(0), (2.3)
Gn(n) = {+} × Gn−1(n− 1). (2.4)
Suppose 1 ≤ k ≤ n− 1. Since
ω({+} × Gn−1(k − 1)) = ω({−} × Gn−1(k)) = k
and (
n− 1
k − 1
)
+
(
n− 1
k
)
=
(
n
k
)
(2.5)
then {+}×Gn−1(k−1)∪{−}×Gn−1(k) contains all X of Zn2 such that ω(X) = k.
Hence
Gn(k) = {+} × Gn−1(k − 1) ∪ {−} × Gn−1(k). (2.6)
and |Gn(k)| follows from (2.5).
We let Ti = Gn(n − i). It is straightforward to prove that the partition
S(Zn2 , Sn) = {Gn(0), ...,Gn(n)} induces an S-partition over Z
n
2 , where Sn ≤
Aut(Zn2 ) is the permutation group on n objects. From [3] it is know that the
constant structure λi,j,k is equal to
λi,j,k =
{
0 if i+ j − k is an odd number(
k
(j−i+k)/2
)(
n−k
(j+i−k)/2
)
if i+ j − k is an even number
(2.7)
From (2.7) is follows that
Gn(a)Gn(b) =

a⋃
i=0
Gn(n− a− b+ 2i), 0 ≤ a ≤
[n
2
]
, a ≤ b ≤ n− a,
n−a⋃
i=0
Gn(a+ b− n+ 2i),
[n
2
]
+ 1 ≤ a ≤ n, n− a ≤ b ≤ a.
(2.8)
A proof by induction of (2.8) is presented in the last section of this paper.
It follows directly from (2.7) that λi,j,2k+1 = 0 if i + j is even and λi,j,2k = 0
if i+ j is odd. The union of all basic sets Gn(2a) in S will be denoted by En and
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the union of all basic sets Gn(2a+ 1) in S will be denoted On. The sets E2n and
O2n+1 are subgroups of order 2
2n−1 and 22n, respectively. Then
S(E2n, Sn) = {G2n(0),G2n(2), ...,G2n(2n)}
and
S(O2n+1, Sn) = {G2n+1(1),G2n+1(3), ...,G2n+1(2n+ 1)}
are S-subgroups of Z2n2 and Z
2n+1
2 , respectively.
Theorem 1. Let E2n,O2n+1 subgroups of Zn2 . Then
1. E2n = G2n(n)
2.
2. O2n+1 = G2n+1(n)
2.
Proof. The statements are follow of (2.8).
3 Complete maximal S-set
In this section a result on S-sets of S(Zn2 , Sn) will be studied. In particular, will
be defined the complete maximal S-sets that will be used in a future section to
show that all Hadamard matrix is contained in such S-sets. Let S′ denote a set
of basic sets of S(Zn2 , Sn). By the 1-1 correspondence between S-partitions and
S-rings we can identify S′ with S-sets in S(Zn2 , Sn).
Definition 1. Take Gn(a) in S(Zn2 , Sn). Let S
′ ⊂ S(Zn2 , Sn) a set of basic sets.
We will call S′ a Gn(a)-complete S-set if it is hold
1. Gn(i)Gn(j) ⊃ Gn(a) for all Gn(i),Gn(j) ∈ S
′,
2. There is no Gn(b) ∈ S(Zn2 , Sn) such that Gn(b)
2 ⊃ Gn(a) and Gn(b)Gn(k) ⊃
Gn(a) for all Gn(k) ∈ S
′.
In the following theorem we will show that there is no Gn(a)-complete for all
n and all a.
Theorem 2. 1. There is no G2n(2a+ 1)-complete S-sets in S(Z2n2 , Sn).
2. There is no G2n+1(2a)-complete S-sets in S(Z
2n+1
2 , Sn).
Proof. From G2n(b)
2 ⊃ Gn(2a+ 1) it is followed that |2n− 2b|+2i = 2a+1, but
this is not possible. Equally for the other statement.
Definition 2. Let En(a) denote the Gn(a)-complete S-set with basic sets having
Hamming weight an even number and let On(a) denote the Gn(a)-complete S-set
with basic sets having Hamming weight an odd number. We define the order of
En(a) or On(a) as the number of basic sets contained in them.
The following theorems tell us how many Gn(a)-complete S-sets exists in Zn2 .
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Theorem 3. There exists exactly n + 1 Gn(n)-complete S-sets in Zn2 .
Proof. Trivially follows of Gn(a)
2 ⊃ Gn(n) for 0 ≤ a ≤ n.
Theorem 4. There exist exactly one G2n(0)-complete S-set in Z2n2 .
Proof. By (2.8) part I we have for 0 ≤ a ≤ n that
G2n(a)G2n(a) =
a⋃
j=0
G2n(2n− 2a+ 2j) ⊃ G2n(0).
Then 2n − 2a + 2j = 0 implies that a ≥ n. So a = n and {G2n(n)} is the only
G2n(0)-complete in Z2n2 .
From theorem 2 there is no Gn(n− 1)-complete S-set. Then, after excluding
the previous trivial cases, we have
Theorem 5. There exists exactly two Gn(a)-complete S-sets in Zn2 for 1 ≤ a ≤
n−2, (n−a) ≡ 0 mod 2, of order a
2
and order a
2
+1 only if a is an even number
and both with order a+1
2
only if a is an odd number.
Proof. We looking for Gn(a)-complete S-sets in S(Zn2 , Sn). By (2.8) part I we
have that if
Gn(b)Gn(b) =
b⋃
j=0
Gn(n− 2b+ 2j) ⊃ Gn(a),
then n− 2b+ 2j = a only if b ≥ n−a
2
. Hence n−a
2
≤ b ≤ ⌈n
2
⌉. Also
Gn(b)Gn(c) =
b⋃
j=0
Gn(n− b− c+ 2j) ⊃ Gn(a)
only if b ≤ c ≤ n− b and b+ c = 2q, q > 0. On the other hand, by (2.8) part
II
Gn(b)Gn(b) =
n−b⋃
j=0
Gn(2b− n + 2j) ⊃ Gn(a)
only if ⌈n
2
⌉+ 1 ≤ b ≤ a+n
2
. And
Gn(b)Gn(c) =
n−b⋃
j=0
Gn(b+ c− n+ 2j) ⊃ Gn(a),
only if n− b ≤ c ≤ b. Then it follows that b, c ∈
[
n−a
2
, n+a
2
]
. Therefore if a is
an odd number, then there are sets En(a) and On(a) both of order
a+1
2
. If a is
an even number, then there are sets En(a) and On(a) of order
a
2
and a
2
+ 1.
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Definition 3. We will say that a G2n(a)-complete S-set is a complete even
maximal S-set if G2n(a) is some of the following basic sets: G4m−2(2m − 2),
G4m−2(2m), G4m(2m). Equally, we will say that a G2n−1(a)-complete S-set is a
complete odd maximal S-set if G2n−1(a) is some of the following basic sets:
G4m−3(2m− 1), G4m−1(2m− 1).
The following corollaries follow of the theorem and definition above
Corollary 1. There exists exactly two complete odd maximal S-sets, both with
order n, in Z4n−12
Corollary 2. There exists exactly two complete odd maximal S-sets, both with
order n, in Z4n−32
Corollary 3. There exists exactly two complete even maximal S-sets of order n
and n + 1 in Z4n2
Corollary 4. There exists exactly two G4n−2(2n− 2)-complete S-sets of order n
and n− 1, in Z4n−22 .
Corollary 5. There exists exactly two G4n−2(2n)-complete S-sets of order n and
n+ 1, in Z4n−22 .
For being the Hadamard matrices of order 4n, we are interested only in
complete even maximal S-sets in Z4n2 . Next, we show the complete even maximal
S-sets in Z4n2 for n = 1, 2, 3
Example 1. The following are complete maximal S-sets of Z4n2 for n = 1, 2, 3.
1. If n = 1
E4(2) = {G4(2)} ,
O4(2) = {G4(1),G4(3)} .
2. If n = 2
E8(4) = {G8(2),G8(4),G8(6)}
O8(4) = {G8(3),G8(5)}
3. If n = 3
E12(6) = {G12(4),G12(6),G12(8)}
O12(6) = {G12(3),G12(5),G12(7),G12(9)} .
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4 Schur ring with circulant basic sets
In this section Schur ring with circulant basic sets are studied. Also, we define
the free and non-free circulant S-sets, the symmetric, non-symmetric and anti-
symmetric circulant S-sets. We prove that all this S-sets are invariants under
decimation.
4.1 Circulant basic sets
Let C denote the cyclic permutation on the components + and − of X in Zn2
such that
C(X) = C (x0, x1, ..., xn−2, xn−1) = (x1, x2, x3, ..., x0) , (4.1)
that is, C(xi) = x(i+1)modn. The permutation C is a generator of cyclic group
Cn = 〈C〉 of order n. Let XC = OrbCnX = {C
i(X) : C i ∈ Cn}. Therefore,
Cn defines a partition in equivalent class on Zn2 which is an S-partition and
this we shall denote by Zn2C = S(Z
n
2 , Cn). It is worth mentioning that this
Schur ring corresponds to the orbit Schur ring induced by the cyclic permutation
automorphic subgroup Cn ≤ Sn ≤ Aut(Zn2 ). Likewise, it is worth noting that
the Schur ring S(Zn2 , Sn) is an orbit Schur ring induced by the permutation
automorphic subgroup Sn ≤ Aut(Zn2 ).
On the other hand, in general |XC | 6= n, XC ∈ Zn2C . For example
X = (+−−−−+−−−−+−−−−) ∈ G15(3) ⊂ Z
15
2 (4.2)
has orbit size 5, not 15.
Now, let XC , YC ∈ Zn2C , X 6= Y , such that |XC | = d1 and |YC | = d2, d1, d2 | n.
It is easy to see that Cn defines a partition on XCYC . Therefore, there are ZiC
such that
XCYC =
M−1⋃
i=0
ZiC (4.3)
and | ZiC |= N , where M = min{d1, d2} and N = max{d1, d2}. When
X = Y , we make XCXC = X
2
C and Z0C = 1C . The S-partition Z
n
2C defines a
Schur ring where each XC in Zn2C will be called circulant basic set. An S-set
de Zn2C will be called circulant S-set. Also it is easy to see that
1CXC = XC ,
XCYC = YCXC ,
XC(YCZC) = (XCYC)ZC
with XC , YC , ZC ∈ Zn2C .
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On the other hand, let
Fd(Z
n
2 ) =
⋃
|XC |=d
X. (4.4)
Clearly d divides to n and the X ∈ Fd(Zd2) have the form X = (Y, Y, ..., Y ),
with Y ∈ Zd2. Then Fd(Z
n
2C) =
⋃
|XC |=d
XC is an S-set of Zn2C , for each d|n.
When d = n, we will to say that Cn acts freely on XC and we denote Fn(Zn2C)
as F (Zn2C). When d < n, we will to say that Cn don’t act freely on XC and
let F̂ (Zn2C) denote the set of the XC which are not frees under the action of Cn,
namely
F̂ (Zn2C) =
⋃
d|n,d<n
Fd(Z
n
2C). (4.5)
Therefore,
Zn2C = F (Z
n
2C) ∪ F̂ (Z
n
2C)
=
⋃
d|n
Fd(Z
n
2C). (4.6)
Take d a divisor of n. We can see that
⋃
r|d Fr(Z
n
2C) is an S-subgroup of the
S-ring S(Zn2 , Cn).
On the other hand, when n = p is an odd prime number |Gp(a)| is divisible by
p, 0 < a < p, therefore |XC | = p for all XC ∈ Gp(a) and F̂ (Z
p
2C) = {Gp(0),Gp(p)}.
Now, we define G
(n/d)
d (a) = Gd(a)× · · · × Gd(a), n/d times. Then
Gn(an/d) ⊃ G
(n/d)
d (a). (4.7)
and
d−1⋃
a=1
Gn(an/d) ⊃
d−1⋃
a=1
G
(n/d)
d (a) ⊃ Fd(Z
n
2 ). (4.8)
If n = pm and if s = rpk, p ∤ r,
Gpm(s) = Gpm(rp
k)
⊃ G
(p)
pm−1(rp
k−1)
⊃ G
(p2)
pm−2(rp
k−2) (4.9)
...
⊃ G
(pk)
pm−k
(r)
and
pm−k−1⋃
r=1
G
(pk)
pm−k
(r) ⊃ Fpm−k(Z
pm
2 ). (4.10)
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From (4.9) is followed that |XC | takes values in p
m, pm−1, . . . , p2, p, 1 for all
XC ∈ Z
pm
2C .
In the following theorems we will show that a sufficient condiction for that
X2C \ {1} belong to F (Z
n
2 ) is the parity of n
Theorem 6. Let n be an even number. If XC ∈ F (Zn2C), then X
2
C\{1} 6∈ F (Z
n
2C).
Proof. We make XCn/2(X) = Yn/2. Then XC
n/2(X) = Cn/2(Yn/2) and Yn/2 =
Cn/2(Yn/2). Therefore Yn/2 = (A,A) for some A ∈ Z
n/2
2 and
∣∣(XCn/2(X))C∣∣ has
at most order n/2. Hence X2C 6∈ F (Z
n
2C).
Theorem 7. Let n be an odd number. If XC ∈ F (Zn2C), then X
2
C \{1} ∈ F (Z
n
2C).
Proof. Suppose X2C \ {1} 6∈ F (Z
n
2C). Then there is a ∈ [1, n− 1] such that
(XCaX)C ∈ Fd(Zn2C), with d | n. On the one hand, putting Z = XC
aX we have
Z = CdZ and ZCdZ = 1 where it follow that Z = (A,A, ..., A) with A ∈ Zd2. On
the other hand, putting W = XCdX we have W = CaW , WCaW = 1 and a|n.
Then W = (B,B, ..., B) with B ∈ Za2. Now, suppose that a < d and let
X = (x0, x1, ..., xa−1, xa, ..., xd−1, xd, ..., xn−1).
Then XCaX = (A,A, ..., A) implies that
x0 = x2a = x4a = · · ·
x1 = x2a+1 = x4a+1 = · · ·
...
xa−1 = x3a−1 = x5a−1 = · · ·
xa = x3a = x5a = · · ·
...
x2a−1 = x4a−1 = x6a−1 = · · ·
Then X = (Y, Y, ..., Y ) with Y ∈ Z2a2 . But this is impossible because n is an
odd number. Equally, XCdX = (B,B, ..., B) implies that X = (Y, Y, ..., Y )
with Y ∈ Z2d2 , which is not possible because n is an odd number. Therefore
X2C \ {1} 6∈ F (Z
n
2C) leads to a contradiction and X
2
C \ {1} ∈ F (Z
n
2C).
4.2 Circulant S-Sets Invariant by Decimation
Let δk ∈ Sn−1 act on X ∈ Zn2 by decimation, that is, δk(xi) = xki( mod n) for all
xi in X , (k, n) = 1 and let ∆n denote the set of this δk. The set ∆n is a group
of order φ(n) isomorphic to Z∗n, the group the units of Zn, where φ is called the
Euler totient function. In this section another S-partitions on Zn2 are constructed
via the action of the group ∆n and ∆nCn. Also, circulant S-sets invariant by
decimation are defined. We begin with the following S-partition
Theorem 8. S(Zn2 ,∆n) is an S-partition.
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Proof. Let X∆n denote the orbit of X ∈ Z
n
2 under the action of ∆n. It is too easy
to see that 1∆n = 1, X
−1
∆n
= X∆n and also that X∆nY∆n =
⋃
δr∈∆n
(XδrY )∆n.
Now, we show that the S-sets Fd(Zn2C) are invariants by decimation. With
this result we can then easily to obtain another S-partition on Zn2 .
Theorem 9. If XC ∈ Fd(Zn2C), then (δrX)C ∈ Fd(Z
n
2C).
Proof. Since Cn doesn’t act freely on X , then X = (Y, Y, . . . , Y ) ∈ Fd(Zn2 ) with
Y = (y0, y1, ..., yd−1) ∈ Zd2, d | n. By the periodicity of X , δr maps yi →
yri (mod d), 0 ≤ i ≤ d− 1,
n
d
times.
Let G = ∆nCn and let XG denote the orbit of X under the action of G. Then
XG =
⋃
r∈Z∗n
(δrX)C . (4.11)
If Y ∈ XG, then Y has the form
Y = (xr0+j , xr1+j , ..., xr(n−1)+j). (4.12)
From the above theorem and following the equation (4.6) we have the corol-
lary
Corollary 6. S(Zn2 ,∆nCn) is an S-partition.
Proof. From the relation C iδr = δrC
ir it follows that δrXC = (δrX)C . Then, by
using the above theorem and (4.6) we obtain to the desired result.
On the other hand, we note by RX the reversed sequence RX = (xn−1, ..., x1, x0).
This permutation play an important role in the classification of Zn2C .
Definition 4. Let XC ∈ Zn2C . We shall call XC symmetric if exists Y ∈ XC such
that RY = Y and otherwise we say it is non symmetric. We make Sym(Zn2C)
the set of all XC symmetric and Ŝym(Zn2C) the set of all XC nonsymmetric.
Then the S-partition Zn2C can be expressed as
Zn2C = Sym(Z
n
2C)⊕ Ŝym(Z
n
2C). (4.13)
From (4.6) and (4.13) it follows that
F (Zn2C) = Sym(F (Z
n
2C))⊕ Ŝym(F (Z
n
2C)) (4.14)
F̂ (Zn2C) = Sym(F̂ (Z
n
2C))⊕ Ŝym(F̂ (Z
n
2C)) (4.15)
Sym(Zn2C) = F (Sym(Z
n
2C))⊕ F̂ (Sym(Z
n
2C)) (4.16)
Ŝym(Zn2C) = F (Ŝym(Z
n
2C))⊕ F̂ (Ŝym(Z
n
2C)). (4.17)
Let SF = Sym(F (Zn2C)), ŜF = Ŝym(F (Z
n
2C)), SF̂ = Sym(F̂ (Z
n
2C)), ŜF =
Ŝym(F̂ (Zn2C)). Then
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Zn2C = SF ⊕ ŜF ⊕ SF̂ ⊕ ŜF . (4.18)
There are three commutation relations among δr, C and R:
δrR = RδrC
r−1, (4.19)
RC = C−1R, (4.20)
C iδr = δrC
ir (4.21)
Then, there are another S-partitions on Zn2 , namely S(Z
n
2 , Hn), S(Z
n
2 , HnCn)
and S(Zn2 , Hn∆nCn), where Hn = {e, R} is the reversing automorphic subgroup
in Aut(Zn2 ). Therefore, Sym(Z
n
2C) ⊂ S(Z
n
2 , HnCn).
On the other hand, there is a 1-1 correspondence between set of basic sets of
an S-partition and S-sets of S-ring through to make
{Ti1 , Ti2 , ..., Tik} 7→
k⋃
r=1
Tir .
Then, we can to see the set SF , ŜF , SF̂ , ŜF , Sym(Zn2C) and Ŝym(Z
n
2C) as
S-sets of S(Zn2 , Cn) and we shall show that this are invariant by decimation
Theorem 10. The S-set Sym(Zn2C) is invariant under the action of ∆n.
Proof. From (4.19), (4.20) and (4.21) we have δrR = C
r−1−1Rδr. Then, we
taking XC in Sym(Zn2C) with RX = X we have
R(δrX)C = (RδrX)C = (C
1−r−1δrRX)C = (C
1−r−1δrX)C = (δrX)C
for all δr ∈ ∆n.
Corollary 7. The S-set Ŝym(Zn2C) is invariant under the action of ∆n.
Proof. Follows from (4.6) and (4.13).
Corollary 8. The S-sets SF , SF̂ , ŜF and ŜF are invariant under the action
of ∆n.
Proof. From (4.18)-(4.21) and from theorem 10 and corollary 7.
Finally, we define the S-set antisymmetric in Zn2C and we show that this is
invariant under the action of ∆n
Definition 5. A set XC in Zn2C is antisymmetric if exist Y in XC such that
RY = −Y . We shall denote to the antisymmetric sets in Zn2C with ASym(Z
n
2C).
As RXC = −XC for all XC ∈ ASym(Zn2C), then R(XCYC) = XCYC and
ASym2(Zn2C) = ASym(Z
n
2C)ASym(Z
n
2C) = Sym(Z
n
2C).
Theorem 11. The S-set ASym(Zn2C) is invariant under the action of ∆n.
Proof. Equal to proof of the theorem 10.
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4.3 Periodic autocorrelation function
Let X = {xi} and Y = {yi} be two complex-valued sequences of period n. The
periodic correlation of X and Y at shift k is the product defined by:
PX,Y (k) =
n−1∑
i=0
xiyi+k, k = 0, 1, ..., n− 1, (4.22)
where a denotes the complex conjugation of a and i+k is calculated modulo n.
If Y = X , the correlation PX,Y (k) is denoted by PX(k) and is the autocorrelation
of X . Obviously,
PX(k) = PX(n− k), (4.23)
PRX(k) = PX(k), (4.24)
P−X(k) = PX(k), (4.25)
PCiX(k) = PX(k), (4.26)
for all 0 ≤ i ≤ n− 1 and for all X in Zn2 .
If X is a Z2-sequence of length n, PX(k) = 2ω {Yk} − n, where Yk = XCkX .
Also by (2.8), if X ∈ Gn(a), then
PX(k) = n− 4a+ 4ik, (4.27)
for some 0 ≤ ik ≤ a and n− PX(k) is divisible by 4 for all k (see [11]).
In the following propositions we show the relationship existing between the
Hamming weight ω and the reversing map R
Proposition 2. Let X, Y ∈ Zn2 . Then
ω(X) = ω(RX). (4.28)
ω(XRY ) = ω(Y RX). (4.29)
Proof. ClearlyX andRX have the same Hamming weight. As R(XRY ) = Y RX
the statement follows.
Proposition 3. 1. Let X ∈ Zn2 . If n is an odd number, then
ω(XRX) = 1 + 2ω(BRD), (4.30)
with X = (B, x,D), B,D ∈ Z(n−1)/22 .
2. If n is an even number, then
ω(XRX) = 2ω(BRD), (4.31)
with X = (B,D), B,D ∈ Zn/22 .
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Proof. Suppose n an odd number. As XRX is symmetric, then X = (B, x,D),
x ∈ {±} and B,D ∈ Z(n−1)/22 and XRX = (BRD,+, DRB). First statement is
followed. The equation second is proved in way similar.
On the other hand, if X ∈ Gn(a) and Y ∈ Gn(b), then
n−1∑
j=0
PX,Y (k) =
n−1∑
k=0
n−1∑
i=0
xiyi+k
=
n−1∑
i=0
n−1∑
k=0
xiyi+k
=
n−1∑
i=0
xi
n−1∑
k=0
yi+k
= (2a− n)(2b− n). (4.32)
Now, let
(PX(0),PX(1), ...,PX(n− 1))
denote the autocorrelation vector of XC in Zn2C and let A(Z
n
2C) denote the set of
all this. Let X1+X2+ · · ·+Xn = d denote the plane in Zn in the indeterminates
Xi, i = 1, 2, ..., n and let θ : Zn2C → A(Z
n
2C) be the map defined by θ(XC) =
(PX(0),PX(1), . . . ,PX(n − 1)), where θ is defined by a representative of XC .
Therefore by (4.26), θ is well-defined. Then from (4.32), θ sends the plane Gn(a)
in the plane X1 +X2 + · · ·+Xn = (2a− n)
2.
On the other hand, the decimation group ∆n do not alter the set of values
which PX(k) takes on, but merely the order in which they appear. Below we
prove what was stated above.
Let δrX = Y = (y0, y1, ..., yn−1). Then
PY (i) =
n−1∑
k=0
ykyk+i =
n−1∑
k=0
xrkxr(k−i) =
n−1∑
rk=0
xrkxrk+ri = PX(ri). (4.33)
Hence XC iX −→ XCriX and δr is a permutation over θ(XC).
From above we have the commutative diagram
Zn2C
θ

δr
// Zn2C
θ

A(Zn2C)
δr
// A(Zn2C)
(4.34)
and θ ◦ δr = δr ◦ θ.
Let ∆n(θ(XC)) denote the set
{δr(θ(XC)) : δr ∈ ∆n}. (4.35)
Then θ is a mapping of equivalence class, thus θ : ∆n(XC) → ∆n(θ(XC)). Now
we show that in general it is hold that
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Proposition 4. Let XC ∈ Zn2C . Then
θ(XC) = θ((−X)C) = θ((RX)C) (4.36)
Proof. Is followed from (4.24) and (4.25).
Such as we shall see in the section following there are XC in Zn2C such that
θ(XC) = (n, a, a, ..., a). These XC hold that θ(δrXC) = θ(XC) for all δr in ∆n.
Then there is Y in XC such that δrY = Y for some δr ∈ ∆n. Thus Y is fixed by
δr. Now, we shall define the S-set of the all XC that are fixed by δr.
Definition 6. Take XC ∈ Zn2C . The orbit XC is δr-invariant if exist Y in XC
such that δrY = Y for some δr in ∆n and let InC(r) denote the S-set of δr-
invariant orbits of Zn2C .
Theorem 12. ∆n defines a partition on InC(r).
Proof. From previous section we know that ∆n defines a partition on Zn2C . There-
fore the statement is true for r = 1. Now, take XC in InC(r), r 6= 1, and suppose
δrX = X . It is enough with to take a δs 6= δr in ∆n, with s 6= 1. From the relation
C iδs = δsC
si it is follows that δr(δsX)C = (δsX)C . Then (δsX)C ∈ InC(r).
Then, from previous theorem is followed that
Corollary 9. In(r) is an S-subgroup of S(Zn2 ,∆n) for each δr in ∆n.
5 Hadamard Matrices
A Hadamard matrix H is a n by n matrix all of whose entries are +1 or −1
which satisfies HH t = nIn, where H
t is the transpose of H and In is the unit
matrix of order n. It is also known that, if a Hadamard matrix of order n > 1
exists, n must have the value 2 or be divisible by 4. It has been conjecture that
this condition also insures the existence of a Hadamard matrix.
Two Hadamard matrices H and H ′ are equivalents if one can be obtained
from the other by perfoming a finite sequence of the following operations:
1. permute the rows or the columns,
2. multiply a row or a column by −1.
A important result in this paper is to prove that if a Hadamard matrix exists
then this or its equivalente matrix must be contained in a complete maximal
S-set.
Theorem 13. If H is a Hadamard matrix, then this or its equivalent matrix H ′
there exist either in E4n(2n) or in O4n(2n).
14
Proof. Let Hi, Hj be rows vector in H . As (Hi, Hj) = 0, then HiHj ∈ G4n(2n)
if i 6= j and HiHj ∈ G4n(4n) if i = j. If H is contained either in E4n(2n) or
in O4n(2n), then nothing should be proved. Therefore suppose that H is not
contained in some G4n(2n)-complete S-set. By multiplying the columns of H
by appropiate signs we can obtain an equivalent matrix H ′ whose firt row be a
Z2-sequence in some basic set of either E4n(2n) or O4n(2n). Then, by definition
of G4n(2n)-complete S-set all row of H
′ belongs to either E4n(2n) or O4n(2n).
Next,we shall show an example illustrating this
Example 2. Let
H =


+ − − − − − − − − − − −
+ + − + − − − + + + − +
+ + + − + − − − + + + −
+ − + + − + − − − + + +
+ + − + + − + − − − + +
+ + + − + + − + − − − +
+ + + + − + + − + − − −
+ − + + + − + + − + − −
+ − − + + + − + + − + −
+ − − − + + + − + + − +
+ + − − − + + + − + + −
+ − + − − − + + + − + +


a Hadamard matrix in G12(1) ∪ G12(7). Then the equivalent matrix
H
′
=


+ − + + − − − + − + − +
+ + + − − − − − + − − −
+ + − + + − − + + − + +
+ − − − − + − + − − + −
+ + + − + − + + − + + −
+ + − + + + − − − + − −
+ + − − − + + + + + − +
+ − − − + − + − − − − +
+ − + − + + − − + + + +
+ − + + + + + + + − − −
+ + + + − + + − − − + +
+ − − + − − + − + + + −


is contained in E12(6) = {G12(4),G12(6),G12(8)}.
In the following sections only two types of Hadamard matrices are studied:
circulant and with one core.
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5.1 Circulant Hadamard matrices
A circulant Hadamard matrix of order n is a square matrix of the form
H =

a1 a2 · · · an
an a1 · · · an−1
· · · · · · · · · · · ·
a2 a3 · · · a1
 (5.1)
No circulant Hadamard matrix of order larger than 4 has ever been found.
Then we have the following
Conjecture 1. No circulant Hadamard matrix of order larger than 4 exists.
To prove this conjecture is equivalent to prove that there is no XC such that
θ(XC) = (4n, 0, ..., 0). Thus, it is enough to prove that PX(k) 6= 0 for some
k 6= 0. Then we prove that circulant Hadamard matrices cant’n to exist if these
have some special structure.
Definition 7. We shall say that a binary sequence X in Znr2 is partitioned in
a basic set of the Schur ring S(Zn2 , G), with G ≤ Aut(Z
n
2 ), if X = (Y1, Y2, ..., Yr)
where Yi ∈ AG and AG is the orbit of A under the action of G.
We will prove that a circulant Hadamard matrix never is partitioned in
S(Zn2 , Sn)
Theorem 14. There is no circulant Hadamard matrices XC in Z4rn2C with
X = (Y1, Y2, ..., Y2r) ∈ G2n(a)× · · · × G2n(a) ⊂ G4nr(2ar),
Yi ∈ G2n(a) for all i = 1, 2, ..., 2r if
1. nr is an odd number and
∑2r
i=1(
1
2
ω(YiYi+1) + 2a− 2n) an even number,
2. or if nr is an even number and
∑2r
i=1(
1
2
ω(YiYi+1)+2a−2n) an odd number.
Proof. Take X = (Y1, Y2, ..., Y2r) in Z4nr2 . Then
ω(XC2nX) = ω(Y1Y2, Y2Y3, ..., Y2rY1))
= ω(Y1Y2) + ω(Y2Y3) + · · ·+ ω(Y2rY1).
Suppose that ω(XC2nX) = 2rn. As the YiYi+1 ∈ G2n(a)
2 it follows that
4rn− 4ra+ 2
2r∑
i=1
hi = 2rn
where the hi are integer ranging in [0, a]. Thereupon
ar =
nr
2
+
1
2
2r∑
i=1
hi
is an integer only if nr and
∑2r
i=1 hi both are even numbers or both are odd
numbers.
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As a consequence we have the following result on circulant Hadamard matrices
partitioned in basic sets of the Schur rings S(Z2n2 , H2n∆2nC2n), S(Z
2n
2 , H2nC2n),
S(Z2n2 ,∆2nC2n), S(Z
2n
2 , C2n), S(Z
2n
2 ,∆2n) and S(Z
2n
2 , H2n).
Corollary 10. Let AG be a basic set in S(Z2n2 , G), where G is some of the follow-
ing groups H2n∆2nC2n, ∆2nC2n, H2nC2n, C2n, ∆2n. Then there is no circulant
Hadamard matrices XC in Z4rn2C with
X = (Y1, Y2, ..., Y2r) ∈ AG × · · · ×AG ⊂ G4nr(2ar),
Yi ∈ AG for all i = 1, 2, ..., 2r if
1. nr is an odd number and
∑2r
i=1(
1
2
ω(YiYi+1) + 2a− 2n) an even number,
2. or if nr is an even number and
∑2r
i=1(
1
2
ω(YiYi+1)+2a−2n) an odd number.
When G = H2n, then X = (A,RA) is a symmetric sequence. The following
corollary corresponds to symmetric circulant Hadamard matrices
Corollary 11. Let XC ∈ Z4n2C , n an odd number, with X = (A,RA). Then XC
is not Hadamard.
Finally, we show another one structure which is not a circulant Hadamard
matrix
Definition 8. We shall say that a binary sequence X in Z2nr2 is partitioned
with alternated sign in a basic set of the Schur ring S(Zn2 , G), with G ≤
Aut(Zn2 ), if X = (Y1,−Y2, ..., Y2r−1,−Y2r) where Yi ∈ AG and AG is the orbit of
A under the action of G.
We will prove that a circulant Hadamard matrix never is partitioned with
alternated sign in S(Zn2 , Sn)
Theorem 15. There is no circulant Hadamard matrices XC ∈ Z4n2C , n an odd
number, with
X = (Y1,−Y2, ..., Y2r−1,−Y2r)
∈ G2n(a)× G2n(2n− a)× · · · × G2n(a)× G2n(2n− a) ⊂ G4rn(2rn),
with Yi ∈ G2n(a), i = 1, 2, ..., 2r if
1. nr is an odd number and
∑2r
i=1(−
1
2
ω(−YiYi+1) + 2a) an even number,
2. or if nr is an even number and
∑2r
i=1(−
1
2
ω(−YiYi+1) + 2a) an odd number.
Proof. Take X = (Y1,−Y2, ...,−Y2r) in Z4nr2 , with Yi ∈ G2n(a). Then
ω(XC2nX) = ω(−Y1Y2,−Y2Y3, ...,−Y2rY1))
= ω(−Y1Y2) + ω(−Y2Y3) + · · ·+ ω(−Y2rY1)
= 2r(2n− (2n− 2a))− 2
2r∑
i=1
hi
= 4ar − 2
2r∑
i=1
hi
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where the hi are integer ranging in [0, a]. Suppose that ω(XC
2nX) = 2rn. Then
it is followed that
ar =
nr
2
+
1
2
2r∑
i=1
hi
is an integer only if nr and
∑2r
i=1 hi both are even numbers or both are odd
numbers.
Equally, we have the following corollary for the non-existence of circulant
Hadamard matrices partitioned with alternated sign in basic sets of S(Z2n2 , G)
Corollary 12. Let AG be a basic set in S(Z2n2 , G), where G is some of the follow-
ing groups H2n∆2nC2n, ∆2nC2n, H2nC2n, C2n, ∆2n. Then there is no circulant
Hadamard matrices XC in Z4rn2C with
X = (Y1,−Y2, ..., Y2r−1,−Y2r) ∈ AG × · · · × AG ⊂ G4nr(2nr),
Yi ∈ AG ⊂ G2n(a) for all i = 1, 2, ..., 2r if
1. nr is an odd number and
∑2r
i=1(−
1
2
ω(−YiYi+1) + 2a) an even number,
2. or if nr is an even number and
∑2r
i=1(−
1
2
ω(−YiYi+1) + 2a) an odd number.
Equally, when G = H2n, then X = (A,−RA) is a antisymmetric sequence.
The following corollary corresponds to antisymmetric circulant Hadamard ma-
trices
Corollary 13. Let XC ∈ Z4n2C , n an odd number, with X = (A,−RA). Then
XC is not Hadamard.
The corollary 11 is a known theorem proved in the 1965 paper [12](Corollary
2). In the theorems 14 and 15 stronger results are proved.
5.2 Hadamard matrices with one circulant core
A Hadamard matrix with one circulant core of order p is a p × p matrix of the
form
H =
(
1 e
et AC
)
where e is the row vector (1, 1, 1, ..., 1) of dimension p and et the transposed
vector of e and AC = (ai,j) a circulant matrix or circulant core of order n− 1. A
Hadamard matrix of order p + 1 with circulant core can be constructed if
(1) p ≡ 3 mod 4 is a prime
(2) p = q(q + 2) where q and q + 2 are both primes
(3) p = 2t − 1 where t is a positive integer
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(4) p = 4x2 + 27 where p is a prime and x a positive integer.
We have the following
Conjecture 2. Above are the only possible orders for an Hadamard matrix with
one circulant core.
As H above is Hadamard, then AC is in GpC
(
p−1
2
)
. Also, the autocorrelation
vector θ(A2C) is equal to (p,−1,−1, ...,−1). Hence AC ∈ IpC(a), for some a ∈ Z
∗
p.
In the following theorem is proved that if a Hadamard matrix with one cir-
culant core exists, then its core never is partitioned in Gn(a), this is, if A =
(Y1, Y2, ..., Yr), Yi ∈ Gn(a), then must be r = 1.
Theorem 16. There is no Hadamard matrices with one circulant core A in Zrn2
with A ∈ Gn(a)× · · · × Gn(a) ⊂ Gnr(ar), with nr ≡ 3 mod 4.
Proof. Take A ∈ Gn(a)× · · · × Gn(a) ⊂ Gnr(ar), r ≥ 1. If
H =
(
1 e
et AC
)
is a Hadamard matrix, then must be ar = nr−1
2
. Thus, a = nr−1
2r
is not an integer.
Therefore r = 1.
We have the corollary for some subgroup G in Aut(Zn2 )
Corollary 14. There is no Hadamard matrices with one circulant core A in Zrn2
with A ∈ XG× · · ·×XG ⊂ Gnr(ar), where XG is the orbit of X under the action
of G when G is some of the following groups: Hn∆nCn, ∆nCn, HnCn, Cn, ∆n,
Hn, with nr ≡ 3 mod 4.
6 Proof of the equation (2.8)
For consistency, set Gn(−1) = {}. The formula is trivially true for n = 0, 1 and
may be checked directly for n = 2. When a = 0 and for all n ≥ 2
Gn(0)Gn(b) = Gn(n− b).
Suppose n ≥ 3 and the part I from (2.8) true for n − 1. First, suppose that
1 ≤ a ≤ [n/2], and a ≤ b ≤ n− a. Then by Proposition 1 we have that
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Gn(a)Gn(b) = [{+} × Gn−1(a− 1) ∪ {−} × Gn−1(a)] ·
[{+} × Gn−1(b− 1) ∪ {−} × Gn−1(b)]
= {+} × Gn−1(a− 1)Gn−1(b− 1) ∪ {+} × Gn−1(a)Gn−1(b)
∪{−} × Gn−1(a− 1)Gn−1(b) ∪ {−} × Gn−1(a)Gn−1(b− 1)
= {+} ×
a−1⋃
i=0
Gn−1(n− a− b+ 2i+ 1)
∪{+} ×
a⋃
i=0
Gn−1(n− a− b+ 2i− 1)
∪{−} ×
a−1⋃
i=0
Gn−1(n− a− b+ 2i) ∪ {−}
a⋃
i=0
Gn−1(n− a− b+ 2i)
We can simplify the above result showing the first union is contained in the
second union
a⋃
i=0
Gn−1(n− a− b+ 2i− 1) =
a−1⋃
i=−1
Gn−1(n− a− b+ 2i+ 1)
= Gn−1(n− a− b− 1) ∪
a−1⋃
i=0
Gn−1(n− a− b+ 2i+ 1).
But in the extreme case a+ b = n
a⋃
i=0
Gn−1(2i− 1) =
a−1⋃
i=−1
Gn−1(2i+ 1)
= Gn−1(−1) ∪
a−1⋃
i=0
Gn−1(2i+ 1)
=
a−1⋃
i=0
Gn−1(2i+ 1).
And as
a−1⋃
i=0
Gn−1(n− a− b+ 2i) ⊂
a⋃
i=0
Gn−1(n− a− b+ 2i),
then it follows that
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Gn(a)Gn(b) = {+} ×
a⋃
i=0
Gn−1(n− a− b+ 2i− 1) ∪ {−} ×
a⋃
i=0
Gn−1(n− a− b+ 2i)
=
a⋃
i=0
[{+} × Gn−1(n− a− b+ 2i− 1)] ∪ [{−} × Gn−1(n− a− b+ 2i)]
=
a⋃
i=0
Gn(n− a− b+ 2i).
We will prove the part II from (2.8) of a similar way. Suppose that [n/2]+1 ≤
a ≤ n, and n− a ≤ b ≤ a. We have
Gn(a)Gn(b) = [{+} × Gn−1(a− 1) ∪ {−} × Gn−1(a)] ·
[{+} × Gn−1(b− 1) ∪ {−} × Gn−1(b)]
= {+} × Gn−1(a− 1)Gn−1(b− 1) ∪ {+} × Gn−1(a)Gn−1(b)
∪{−} × Gn−1(a− 1)Gn−1(b) ∪ {−} × Gn−1(a)Gn−1(b− 1)
= {+} ×
n−a⋃
i=0
Gn−1(a + b− n+ 2i− 1)
∪{+} ×
n−a−1⋃
i=0
Gn−1(a + b− n+ 2i+ 1)
∪{−} ×
n−a⋃
i=0
Gn−1(a+ b− n + 2i) ∪ {−} ×
n−a−1⋃
i=0
Gn−1(a+ b− n + 2i).
As
n−a⋃
i=0
Gn−1(a+ b− n+ 2i− 1) =
n−a−1⋃
i=−1
Gn−1(a+ b− n + 2i+ 1)
= Gn−1(a+ b− n− 1) ∪
n−a−1⋃
i=0
Gn−1(a+ b− n + 2i+ 1).
And in the extreme case a+ b = n
n−a⋃
i=0
Gn−1(2i− 1) =
n−a−1⋃
i=−1
Gn−1(2i+ 1)
= Gn−1(−1) ∪
n−a−1⋃
i=0
Gn−1(2i+ 1)
=
n−a−1⋃
i=0
Gn−1(2i+ 1).
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Also
n−a−1⋃
i=0
Gn−1(a+ b− n+ 2i) ⊂
n−a⋃
i=0
Gn−1(a + b− n+ 2i).
Therefore
Gn(a)Gn(b) = {+} ×
n−a⋃
i=0
Gn−1(a+ b− n + 2i− 1)
∪ {−} ×
n−a⋃
i=0
Gn−1(a + b− n+ 2i)
=
n−a⋃
i=0
{+} × Gn−1(a+ b− n + 2i− 1)
∪
n−a⋃
i=0
{−} × Gn−1(a + b− n+ 2i)
=
n−a⋃
i=0
Gn(a + b− n+ 2i).
7 Conclution
In this paper Schur rings induced by permutation automorphic subgroup of
Aut(Zn2 ) were considered, namely, S(Z
n
2 , Sn),S(Z
n
2 , Cn),S(Z
n
2 ,∆n),S(Z
n
2 ,∆nCn),
S(Zn2 , Hn), S(Z
n
2 , HnCn) and S(Z
n
2 , Hn∆nCn). Also some S-sets were defined:
Gn(a)-complete S-sets, free and non-free circulant S-sets, circulant S-sets in-
variant by decimation, symmetric, non-symmetric and antisymmetric circulant
S-sets and the δr- invariant S-sets. All this issues were relationed with Hadamard
matrices. Important results on Hadamard matrices were obtained:
1. If a Hadamard matrix exist, then this or some equivalente Hadamard ma-
trix is contained in a G4n(2n)-complete S-set.
2. Circulant and one core Hadamard matrices of order 4nr can’t exist if those
have some particular structure.
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