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Abstract
We propose a “master” higher-spin (HS) particle system. The particle model relevant to
the unfolded formulation of HS theory, as well as the HS particle model with a bosonic
counterpart of supersymmetry, follow from the master model as its two different gauges.
Quantization of the master system gives rise to a new form of the massless HS equations
in an extended space involving, besides extra spinorial coordinates, also a complex scalar
one. As solutions to these equations we recover the massless HS multiplet with fields of all
integer and half-integer helicities, and obtain new multiplets with a non-zero minimal he-
licity. The HS multiplets are described by complex wave functions which are holomorphic
in the scalar coordinate and carry an extra U(1) charge q . The latter fully characterizes
the given multiplet by fixing the minimal helicity as q/2. We construct a twistorial formu-
lation of the master system and present the general solution of the associate HS equations
through an unconstrained twistor “prepotential”.
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1 Introduction
The latest developments in higher spin (HS) theory clearly show the importance of (super)spaces
with extra bosonic co-ordinates for concise and suggestive formulations of this theory (see e.g.
[1]–[9]). The simple and, at the same time, powerful device to analyze the geometric structure of
such (super)spaces is (super)particles propagating in them. For instance, the free HS equations
in different formulations can be reproduced as a result of first quantization of the appropriate
(super)particle [10, 11, 5].
The model of tensorial superparticle [10, 11]1 provides a world–line interpretation of the
unfolded formulation of the HS superfield theory [5]. Actually, the latter can be equivalently
given either in a hyperspace containing a ten–dimensional bosonic subspace alongside an extra
commuting Weyl spinor, or in superspace with the Grassmann spinor coordinate (quantization
of tensorial superparticle and links of it to an unfolded formulation were also studied in [6, 13, 14,
15]). The ten–dimensional bosonic subspace is parameterized by a position four-vector xαβ˙ (it
constitutes Minkowski subspace) and six tensorial coordinates zαβ , z¯α˙β˙. The crucial advantage
of using this ten–dimensional space–time is that it manifests the underlying OSp(1|8) covariance
of the unfolded formulation.
There also exists a version of the unfolded formulation which makes no use of the tensorial
coordinates [5, 6, 15] (the construction of HS conformal currents in such a formulation was a
subject of recent paper [16]). This version is more economic, although the Sp(8) (and OSp(1|8))
symmetry is hidden in its framework. In the pure bosonic case the basic equation for the HS
field Φ(y, y¯, x) [5] reads (
∂αα˙ + i
∂
∂yα
∂
∂y¯α˙
)
Φ = 0 , (1.1)
where yα is a commuting Weyl spinor, y¯α˙ = (yα). Solution of the unfolded equation (1.1) can
be found, assuming the polynomial dependence of the wave function on the commuting spinors
yα, y¯α˙
Φ(x, y, y¯) =
∞∑
m=0
∞∑
n=0
yα1 . . . yαm y¯α˙1 . . . y¯α˙nϕα1...αmα˙1...α˙n(x) . (1.2)
Independent space-time fields in the expansion of the general field (1.2) are self–dual ϕα1...αm and
anti–self–dual ϕα˙1...α˙n field strengths of all helicities (including the half–integer ones) [15, 16].
All other fields are expressed as x-derivatives of these basic ones. A classical counterpart of
this formulation is the particle system with the action [5]
SHS1 =
∫
dτ
(
λαλ¯α˙x˙
α˙α + λαy˙
α + λ¯α˙ ˙¯y
α˙
)
. (1.3)
The spinors λα, λ¯α˙ are canonical momenta for y
α, y¯α˙ , “dot” on fields denotes the time derivative.
The first class constraints
Pαα˙ − λαλ¯α˙ ≈ 0 (1.4)
after quantization reproduce the unfolded equation (1.1).
A different model of the massless HS particle was proposed in [17]. A distinguishing feature
of this model is its manifest covariance under the even counterpart of 4D supersymmetry 2.
1See [12] for the further related developments.
2It is worth mentioning that a model with the broken even “supersymmetry” was used in [18, 19] to describe
a particle with fixed spin. The even “supersymmetry” was also exploited in [20] for the description of spectrum
of the critical open N = 2 string in 2 + 2 dimensions.
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The action resembles that of the usual massless N = 1 superparticle
SHS2 =
∫
dτ
(
Pαα˙ω
α˙α − ePαα˙P
αα˙
)
, (1.5)
ωα˙α ≡ x˙α˙α − iζ¯ α˙ζ˙α + i ˙¯ζ α˙ζα . (1.6)
However, the crucial difference from the superparticle case is that the Weyl spinor ζα, ζ¯ α˙ = (ζα),
is commuting. The set of the Hamiltonian constraints in the system includes the mass-shell
constraint Pαα˙P
αα˙ ≈ 0 and the even spinor constraints
Dα ≡ πα + iPαα˙ζ¯
α˙ ≈ 0 , D¯α˙ ≡ π¯α˙ − iζ
αPαα˙ ≈ 0 , (1.7)
where πα and π¯α˙ are conjugate momenta for ζ
α and ζ¯ α˙. The spinor constraints (1.7) have the
Poisson brackets algebra
[Dα, D¯α˙]P = 2iPαα˙ , (1.8)
which constitutes a classical version of the even “supersymmetry” algebra of covariant deriva-
tives with commutators instead of anticommutators. Half of the spinor constraints (1.7) is first
class whereas another half is second class. Quantization of the system (1.5) by Gupta–Bleuler
(or analytic) method 3 was performed in [17]. The wave function of the even “supersymmetry”
particle obtained as a result of this quantization procedure is an even counterpart of chiral
N = 1 superfield
Ψ(xL, ζ) =
∞∑
n=0
ζα1 . . . ζαnψα1...αn(xL) (1.9)
depending on xα˙α
L
= xα˙α + iζ¯ α˙ζα and ζα. Besides the chirality condition
D¯α˙Ψ = 0 , (1.10)
this field is subjected to the equations
∂α˙α
L
∂αΨ = 0 , ∂
α˙α
L
∂Lαα˙Ψ = 0 , (1.11)
which are quantum counterparts of first class constraints. Due to eqs. (1.11) the fields in the
expansion of the wave function with respect to the even spinor variables are self–dual field
strengths of the massless particles of all helicities. Anti–self–dual field strengths are contained
in the complex conjugated (anti-chiral) field.
The aim of this paper is to formulate and study a new (“master”) model of HS particle which
yields both models (1.3) and (1.5) upon choosing the appropriate gauges and, after quantization,
both systems of the HS equations (1.1) and (1.10), (1.11) as the result of partial solving of the
full set of relevant equations. One of the novel features of this system is that, instead of the
set (1.1), the master model actually implies a modified unfolded system of equations in which
the infinite towers of higher spins are accommodated by some holomorphic functions depending
on a new scalar complex variable. These functions are characterized by the “external” U(1)
charge number q which fully specifies the corresponding infinite-dimensional multiplet of spins
and has, as its classical counterpart, the coefficient before Fayet-Iliopoulos term in the “master”
action. The HS multiplets can start not only with a scalar field (as in (1.2)), which corresponds
3In application to superparticle models, this method was pioneered in [21].
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to the choice q = 0 , but also with any other self-dual field the helicity of which is fixed as q/2
by the external U(1) charge.
In Sect. 2 we give a general description of our model. The master HS particle propagates in
the space parameterized by the spinorial variables of the systems (1.3), (1.5) and an additional
complex scalar. The Hamiltonian formulation of this system involves only first class constraints.
They include unfolded constraints (1.4), first class generalization of the spinor constraints (1.7)
and a scalar constraint which generates local U(1) transformations of the twistor–like variables
and complex scalar co-ordinate.
In Sect. 3 we carry out canonical quantization of the master system and obtain the relevant
set of HS equations for the wave function. This set generalizes and involves both sets (1.1)
and (1.10), (1.11). Notably, the unfolded equation similar to (1.1) proves to be a consequence
of the quantum counterparts of the spinor constraints. There is also a scalar U(1) constraint
which is an analog of the “spin–shell” constraint present in the model of massless particle with
fixed helicity [22]–[25]. In our case the degree of homogeneity of the HS field with respect to
commuting twistor-like spinors is not fixed due to the presence of complex scalar coordinate η
with non-zero U(1) charge. The external U(1) charge q of the HS wave function in extended
space is defined as a degree of homogeneity with respect to both spinor and scalar co-ordinates.
The wave function is holomorphic in η . At any fixed q, there is an infinite set of states in the
spectrum.
At q = 0 the HS wave function describes massless particles of all helicities in terms of their
complex self–dual field strengths (starting with a complex scalar field). The q = 0 HS field can
be treated as a holomorphic “half” of the Vasiliev’s unfolded field (1.2). The latter is recovered
as a sum of the original HS field (holomorphic in η) and its complex conjugate (antiholomorphic
in η) which comprises anti–self–dual field strengths. At q 6= 0 we obtain new HS multiplets
having different helicity contents. Physical states of the HS fields with q > 0 are massless
particles with the helicities ranging from q
2
to infinity. When q < 0, the spectrum contains an
infinite tower of massless states of all positive helicities like in the q = 0 case and, additionally,
the finite number of states with negative helicities described by anti–self–dual field strengths
(such HS multiplets can be named “spin–flip” ones).
All these HS multiplets admit an equivalent (and more economic) description in terms of
the chiral and anti-chiral fields of the bosonic “supersymmetry”. At q = 0 it is just the HS
field (1.9). The q 6= 0 multiplets are described by the properly constrained chiral fields with
external indices.
We also construct a twistor formulation of the master system. In contrast to the twistor
formulation of the system (1.3), the master HS particle propagates in a space parametrized by
a unit twistor and an additional complex scalar. We construct a coordinate twistor transform
relating different classical formulations of the master system, as well as a field twistor transform
which allows one to reconstruct the space–time HS fields by the twistorial “prepotential” which
solves the HS equations.
In Sect. 4 we summarize our results and make some comments on the symmetries of the
master HS particle.
3
2 Master HS particle model
2.1 Action and constraints
In this section we describe a new model of even HS particle effectively possessing only first
class constraints. It plays the role of the “master system” both for the particle model (1.3)
corresponding to the unfolded formulation and for the model (1.5) with the explicit even “su-
persymmetry”.
The master system involves the variables of both systems (1.3) and (1.5) and also an addi-
tional complex scalar η (η¯ = (η)). The model is described by the following action
SHSmast =
∫
dτ
[
λαλ¯α˙ω
α˙α + λαy˙
α + λ¯α˙ ˙¯y
α˙
+ i(η ˙¯η − η˙η¯)− 2iη¯ζ˙αλα + 2iηλ¯α˙
˙¯ζ α˙ − l (N − c)
]
. (2.1)
The action is invariant under local phase transformations of the involved complex fields except
the fields ζ , ζ¯, with
N ≡ i (yαλα − λ¯α˙y¯
α˙)− 2ηη¯ (2.2)
being the U(1) current, l the relevant gauge field and c a strength of the 1D “Fayet-Iliopoulos”
term. The field l acts as a Lagrange multiplier effecting the constraint
i (yαλα − λ¯α˙y¯
α˙)− 2ηη¯ − c ≈ 0 (2.3)
which generates, in the Hamiltonian formalism, local U(1) transformations. This constraint
is the HS generalization of the “spin-shell” constraint i (yαλα − λ¯α˙y¯α˙) − c ≈ 0 present in the
model of massless particle with a fixed helicity [22]–[25].
Hamiltonian analysis of the system (2.1) is performed in Appendix A. Besides the con-
straint (2.3), the action (2.1) also gives rise to the following set of the primary constraints
Tαα˙ ≡ Pαα˙ − λαλ¯α˙ ≈ 0 , (2.4)
Dα ≡ Dα + 2iη¯λα ≈ 0 , D¯α˙ ≡ D¯α˙ − 2iηλ¯α˙ ≈ 0 , (2.5)
where Dα and D¯α˙ are defined in (1.7). Note that, by the same token as in [22]–[25], the second
class constraints
pη + iη¯ ≈ 0 , p¯η − iη ≈ 0 (2.6)
also following from (2.1) can be treated in the strong sense by introducing Dirac brackets for
them. Then the complex scalar η and its complex conjugate form the canonical pair
[η, η¯]
D
= i
2
. (2.7)
The canonical brackets for another phase variables do not change
[xα˙α, Pββ˙]D = δ
α
β δ
α˙
β˙
, [ζα, πβ]D = δ
α
β , [ζ¯
α˙, π¯β˙]D = δ
α˙
β˙
, (2.8)
[yα, λβ]D = δ
α
β , [y¯
α˙, λ¯β˙]D = δ
α˙
β˙
. (2.9)
The only non-vanishing bracket of the constraints (2.3)–(2.5) is
[Dα, D¯α˙]D = 2i Tαα˙ . (2.10)
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Therefore, all constraints (2.3)–(2.5) are effectively first class and the quantization procedure
is straightforward.
Note that one can avoid passing to Dirac brackets for the second class constraints (2.6) and
quantize the whole system by Gupta-Bleuler (or analytic) method. As shown in Appendix A,
in this approach one obtains the same set of equations on the wave function.
Let us now explain in which way the master system is gauge-equivalent to the HS particle
systems (1.5) and (1.3).
The systems (1.5) and (2.1) are (classically) equivalent to each other in the common sector
of their phase space. This sector is singled out by choosing the definite sign of the energy P0
which is fixed due to the constraint (2.4). This equivalence becomes evident if one observes that
the system (2.1) can be interpreted as the system (1.5) in which the second class constraints
are converted into first class by introducing new canonical pair η, η¯.
To be more precise, we use the covariant conversion method firstly proposed in [23] for the
case of usual superparticle. To convert two second class constraints contained in the spinor
constraints (1.7) into first class, we introduce two additional degrees of freedom carried by the
complex scalar field η. We also introduce a commuting Weyl spinor λα to ensure the Lorentz
covariance of the new spinor constraints (2.5). The closure of the algebra (2.10) of new spinor
constraints gives just the constraint (2.4) resolving four-momentum in terms of the spinor
product. This resolution is defined up to an arbitrary phase transformation of λα λ¯α˙. In order
to ensure this U(1) gauge invariance to hold in the full modified action, we are led to add the
constraint (2.3).
A heuristic argument why this equivalence should hold is that both models, (1.5) and (2.1),
have the same number nph = 8 of the physical degrees of freedom. The rigorous proof of
the equivalence can be achieved by reducing both systems to the physical degrees of freedom.
Namely, choosing light–cone gauge and following the gauge-fixing procedure as in [23], [25], we
can show that the actions of the systems (2.1) and (1.5) written in terms of physical variables
coincide with each other in the sector with the definite sign of energy. An exposition of this
procedure is given in Appendix B.
As for the world-line particle model (1.3) of the HS unfolded formulation, it has also eight
physical degrees of freedom and so is expected to be equivalent to the master HS particle model
too. Indeed, this model also follows from the master model (2.1) with a particular gauge choice.
The spinor constraints (2.5) and the gauge-fixing condition ζα ≈ 0 together with its complex
conjugate can be used to eliminate the variables ζα, πα and their complex conjugates. Then
the constraint (2.3) can be used to gauge away η. The phase and the square of modulus of η
play the role of the real coordinate and real momentum, respectively
ϕ ≡ −i ln(η/η¯) , ρ ≡ ηη¯ , [ϕ, ρ]
D
= 1 .
The constraint (2.3) is linear in ρ and generates arbitrary local transformations of ϕ. This
constraint together with the gauge fixing condition
χ ≡ ϕ− const ≈ 0 (2.11)
can be used to eliminate the variables ρ, ϕ at expense of the remaining variables λα, y
α, λ¯α˙,
y¯α˙. Since the condition (2.11) includes only ϕ, the brackets for the remaining variables do not
change. As a result, we arrive at the system (1.3).
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2.2 Twistorial formulation of master HS particle
Before passing to quantization, we present the twistorial formulation of the master HS particle.
This formulation can be used to analyze symmetries of the master HS particle model [26]. The
symmetry transformations, both finite- and infinite-dimensional, prove to have a transparent
form in terms of twistors.
The particle model (2.1) in the twistorial formulation is described by two Weyl spinors λα
and µ¯α˙ which form a twistor and by a complex scalar ξ. The additional spinor and scalar are
introduced by the following twistor transform
µα = yα + λ¯β˙(x
β˙α − iζ¯ β˙ζα)− 2i η¯ ζα , µ¯α˙ = y¯α˙ + (xα˙β + iζ¯ α˙ζβ)λβ + 2i η ζ¯
α˙ , (2.12)
ξ = η + ζβλβ , ξ¯ = η¯ + λ¯β˙ ζ¯
β˙ . (2.13)
Using (2.7)–(2.9), one can check that the newly introduced variables are canonical ones
[µα, λβ]D = δ
α
β , [µ¯
α˙, λ¯β˙]D = δ
α˙
β˙
, [ξ, ξ¯]
D
= i
2
. (2.14)
Up to the boundary terms, the action (2.1) takes the following form in the twistorial variables
SHS−tw. =
∫
dτ
[
λαµ˙
α + λ¯α˙ ˙¯µ
α˙
+ i(ξ ˙¯ξ − ξ˙ξ¯)− l (U − c)
]
. (2.15)
Here, the U(1) constraint
U − c ≡ i(µαλα − λ¯α˙µ¯
α˙)− 2ξξ¯ − c ≈ 0 (2.16)
is the condition (2.3) rewritten in the twistorial variables (2.12), (2.13).
The twistorial formulation (2.15) of the HS particle reproduces the twistorial HS particle
which was considered in [10, 11]. Due to the constraint (2.16), one can gauge away the variables
ξ, ξ¯. As in the previous Section, we fix the phase of ξ and eliminate the modulus of ξ by the
constraint (2.16). The canonical brackets for the remaining variables λα, µ
α, λ¯α˙, µ¯
α˙ do not
change. As a result, we obtain the system described by the action of ref. [10, 11]
SHS−tw.1 =
∫
dτ
(
λαµ˙
α + λ¯α˙ ˙¯µ
α˙
)
. (2.17)
The twistor system (2.17) can be obtained also directly from the system (1.3) via the following
standard twistor transform
µα = yα + λ¯β˙x
β˙α , µ¯α˙ = y¯α˙ + xα˙βλβ . (2.18)
This provides one more proof of the equivalence of the systems (1.3) and (2.1).
Note that in both twistor transforms, i.e. (2.18) and (2.12), (2.13), the twistor variables
are defined in terms of the variables of the “mixed” systems (1.3) and (2.1) which involve both
the space–time (x, ζ) and “twistor–like” (λ, y, η) variables. This suggests a way of computing
some quantities (for example, symmetry generators) in the “mixed” picture, if we know them
in the pure twistorial formulation.
For definiteness, we can choose Arg ξ = 2kπ, k ∈ Z in the gauge fixing condition for the
constraint (2.16). Then ξ is real and it is expressed as
ξ = ξ¯ = a(λ, λ¯, µ, µ¯) , a(λ, λ¯, µ, µ¯) ≡
√
i
2
(µαλα − λ¯α˙µ¯α˙) (2.19)
due to (2.16).
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3 First-quantized theory
3.1 Canonical quantization of master system
As shown in Sect. 2.1, after resolving the second class constraints (2.6) through the Dirac pro-
cedure, in the system (2.1) there remain only first class constraints. Therefore the quantization
procedure is straightforward in this approach4.
We use the coordinate representation of the canonical brackets (2.7)–(2.9) in which the
momentum operators have the following realization
Pˆαα˙ = −i ∂/∂x
α˙α ≡ −i ∂αα˙ , πˆα = −i ∂/∂ζ
α ≡ −i∂α , ˆ¯πα˙ = −i ∂/∂ζ¯
α˙ ≡ −i∂¯α˙ , (3.1)
λˆα = −i ∂/∂y
α , ˆ¯λα˙ = −i ∂/∂y¯
α˙ , ˆ¯η = 1
2
∂/∂η . (3.2)
The constraints (2.3)–(2.5) become the set of equations for the wave function F (q)(x, ζ, ζ¯, y, y¯, η)
(
∂αβ˙ + i
∂
∂yα
∂
∂y¯β˙
)
F (q) = 0 , (3.3)
(
Dα +
∂
∂η
∂
∂yα
)
F (q) = 0 , (3.4)
(
D¯α˙ − 2η
∂
∂y¯α˙
)
F (q) = 0 , (3.5)
(
yα
∂
∂yα
− y¯α˙
∂
∂y¯α˙
− η
∂
∂η
)
F (q) = q F (q) . (3.6)
Here, the operators
Dα = −i(∂α + i∂αα˙ζ¯
α˙) , D¯α˙ = −i(∂¯α˙ − iζ
α∂αα˙)
are quantum counterparts of the “covariant momenta” (1.7).
The external U(1) charge q defined by (3.6) is the quantum counterpart of the “classical”
constant c present in the constraint (2.3), now with the ordering ambiguities taken into account.
Eq. (3.6) implies U(1) covariance of the wave function
F (q)(x, ζ, ζ¯, eiϕy, e−iϕy¯, e−iϕη) = eqiϕF (q)(x, ζ, ζ¯, y, y¯, η) . (3.7)
Requiring F (q) to be single-valued restricts q to the integer values. As follows from (3.7), the
U(1) charges of the coordinates yα and y¯α˙ are opposite while η has the same charge as y¯α˙ . The
rest of coordinates are neutral. It is important to note that this U(1) covariance just implies
that any monomial of the charged coordinates in the series expansion of the wave function F (q)
has the same fixed charge q and it does not entail any U(1) transformation of the coefficient
fields. In this respect q resembles the “harmonic U(1) charge” of the harmonic superspace
approach [27, 28] and the operator in (3.6) is an analog of the U(1) charge-counting operator
4In Appendix A we demonstrate that an equivalent quantization can be performed using the Gupta-Bleuler
method in which the variables η and η¯ are treated as mutually conjugated in the ordinary sense and only one
of the constraints (2.6) is imposed on the complex wave function.
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D0 in this approach. As we shall see, q
2
always coincides with the lowest helicity in the infinite
tower of helicities comprised by the wave function F (q) .
Before presenting the solution of eqs. (3.3)–(3.6), let us mention one more notable feature
of this system. Though it involves the Vasiliev-type unfolded vector equation (3.3), the latter
follows from the spinorial eqs. (3.4) and (3.5) as their integrability condition5. So the basic
independent equations of the system (3.3)–(3.6) are the bosonic spinorial equations (3.4), (3.5)
and the U(1) condition (3.6).
Let us now solve eqs. (3.4)–(3.6). One can do this in several equivalent ways.
It is most convenient to work in the variables ζα, ζ¯ α˙, yα, η and
xα˙α
L
= xα˙α + i ζ¯ α˙ζα , y¯α˙
L
= y¯α˙ + 2i η ζ¯ α˙ . (3.8)
In these new variables eqs. (3.4)–(3.6) take the form[
−i
(
∂α + i
∂
∂η
∂
∂yα
)
+ 2ζ¯ α˙
(
∂Lαα˙ + i
∂
∂yα
∂
∂y¯α˙
L
)]
F (q) = 0 , (3.9)
∂¯α˙F
(q) = 0 , (3.10)(
yα
∂
∂yα
− y¯α˙
L
∂
∂y¯α˙
L
− η
∂
∂η
)
F (q) = q F (q) . (3.11)
Eq. (3.10) is the bosonic chirality condition stating that F (q) does not depend on ζ¯ α˙ in the
new variables,
F (q) = F (q)(xL, ζ, y, y¯L, η) . (3.12)
Then eq. (3.9) amounts to two equations(
∂α + i
∂
∂η
∂
∂yα
)
F (q) = 0 (3.13)
and (
∂Lαα˙ + i
∂
∂yα
∂
∂y¯α˙
L
)
F (q) = 0 . (3.14)
The important corollaries of eqs. (3.13) and (3.14) are the following equations
∂α˙α
L
∂α F
(q) = 0 , ∂α˙α
L
∂Lαα˙ F
(q) = 0 , (3.15)
where we exploited the property ∂
∂yα
∂
∂yα
≡ 0.
As the next step, we extract some further consequences of eq. (3.13). By analogy with (1.9)
we assume the polynomial dependence of the field (3.12) on ζα
F (q)(xL, ζ, y, y¯L, η) =
∞∑
n=0
ζα1 . . . ζαnΦ(q)α1...αn(xL, y, y¯L, η) . (3.16)
Eq. (3.13) expresses all the coefficients in this expansion as derivatives of the first coefficient
Φ(q)(xL, y, y¯L, η)
Φ(q)α1...αn =
(−i)n
n!
∂n
∂ηn
∂
∂yα1
· · ·
∂
∂yαn
Φ(q)(xL, y, y¯L, η) . (3.17)
5One can say that (3.4) and (3.5) play the role of bosonic “square root” of (3.3).
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Thus we have reduced the initial system of equations to the two equations on the function Φ(q)
(a)
(
∂Lαα˙ + i
∂
∂yα
∂
∂y¯α˙
L
)
Φ(q) = 0 , (b)
(
yα
∂
∂yα
− y¯α˙
L
∂
∂y¯α˙
L
− η
∂
∂η
)
Φ(q) = qΦ(q) . (3.18)
Like in the previous cases, we assume that Φ(q)(xL, y, y¯L, η) has a non-singular polynomial
expansion over the additional coordinates. Then eq. (3.18b) implies
Φ(q)(xL, y, y¯L, η) =
∞∑
k=0
ηkϕ(q+k)(xL, y, y¯L) , (3.19)
and (
yα
∂
∂yα
− y¯α˙
L
∂
∂y¯α˙
L
)
ϕ(q+k) = (q + k)ϕ(q+k) (3.20)
(recall that η carries the negative unit U(1) charge). The reduced U(1) condition (3.20) fixes
the y, y¯ dependence of the functions ϕ(q+k) as
ϕ(q+k)(xL, y, y¯L) =


∞∑
n=0
yα1 . . . yαq+k+n y¯β˙1
L
. . . y¯β˙n
L
φα1...αq+k+nβ˙1...β˙n(xL) , (q + k)≥ 0,
∞∑
n=0
yα1 . . . yαn y¯β˙1
L
. . . y¯
β˙|q+k|+n
L φα1...αnβ˙1...β˙|q+k|+n(xL) , (q + k)< 0.
(3.21)
It remains to reveal the restrictions imposed on the fields ϕ(q+k) by the remaining unfolded
equation (3.18a). We shall separately consider the cases q = 0, q > 0 and q < 0 .
3.1.1 q = 0
It is easy to see that in this case eq. (3.18a) expresses all the fields φα1...αk+nβ˙1...β˙n with n > 0
in ϕ(k) as x-derivatives of the lowest component, the self–dual field φα1...αk . The latter field
satisfies Dirac and Klein–Gordon equations
∂β˙α1φα1...αk = 0 , ✷φ = 0 (3.22)
also in consequence of the same eq. (3.18a).
Thus the space of physical states of the model is spanned by the complex self–dual field
strengths φα1...αk , k = 0, 1, 2, . . . , of the massless particles of all integer and half-integer helici-
ties.
It is to the point here to make comparison with the Vasiliev approach [5, 16]. The field
Φ(0) and its conjugate Φ¯(0)(xR, yR, y¯, η¯) (with xR = (xL), yR = (y¯L)) encompass the same set of
fields as the real field (1.2), the only difference being the presence of complex scalar field in our
case compared to a real such field in (1.2). Indeed, the conjugated HS field Φ¯(0)(xR, yR, y¯, η¯)
describes anti-self-dual fields which are complex conjugates of the self-dual fields φα1...αk . So
no any doubling of higher spins occurs in our case, like in the original unfolded formulation.
Formally, the HS field (1.2) can be recovered as the sum Φ = Φ(0) + Φ¯(0) at the “point” η = 1.
Thus we conclude that the higher spin multiplet comprised by the field (1.2) is a particular
case of the multiplets arising after quantization of the master HS particle, corresponding to the
choice q = 0 for the external U(1) charge.
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3.1.2 q > 0
Like in the q = 0 case, for the generic positive q eq. (3.18a) expresses the fields φα1...αq+k+nβ˙1...β˙n
with n > 0 in (3.21) in terms of the ∂αα˙-derivatives of the self-dual fields φα1...αq+k . Also, the
same eq. (3.14) yields Dirac equations for the independent fields
∂β˙α1φα1...αq+k = 0 , k = 0, 1, 2, . . . . (3.23)
Thus the space of physical states of the model is spanned by the self–dual field strengths
of the massless particles with helicities q
2
, q
2
+ 1
2
, q
2
+ 1, . . . . We observe that the scalar field is
absent in the spectrum for non-zero positive q . Once again, the relevant HS multiplet is fully
characterized by the value of q .
3.1.3 q < 0
For the negative values of q the expansion (3.19) can be conveniently rewritten as
Φ(q)(xL, y, y¯L, η) = η
|q|Φ˜(0)(xL, y, y¯L, η) + (3.24)
+
|q|∑
k=1
∞∑
m=0
η|q|−k yα1 . . . yαm y¯β˙1
L
. . . y¯
β˙m+k
L φα1...αmβ˙1...β˙m+k(xL) .
Thus in this case we deal with the HS field Φ˜(0) having the same helicity contents as the q = 0
multiplet and an additional term involving the space–time fields φα1...αmβ˙1...β˙m+k . The set of
independent fields in this expansion consists of self–dual fields φα1...αk , k = 0, 1, 2, . . . present
in the HS field Φ(0) and anti–self–dual fields φβ˙1...β˙k , k = 1, . . . , |q|. Eq. (3.18a) expresses all
other space–time fields as space–time derivatives of these basic ones. Eq. (3.18a) also implies
the Dirac and Klein–Gordon equations for the basic fields.
Thus, for q < 0 physical fields in the spectrum describe massless particles with all positive
helicities starting from the zero one, and also a finite number of massless states with negative
helicities −1
2
,−1, . . . ,− |q|
2
. This HS multiplet could be naturally called “helicity-flip” multiplet.
Note that, being considered together with its conjugate, this multiplet reveals a partial doubling
of fields with a given helicity, the phenomenon which is absent in the previous two cases.
We would like to point out that the multiplets listed above were derived under the assump-
tion that the η-expansions of the wave functions are regular at the origin and so are given by
power series over η. Alternatively, we could consider the wave functions which are regular at
∞ and so are represented by series over 1/η . In this case we would obtain basically the same
set of states (up to the interchange of positive and negative helicities). If one gives up the
regularity assumption, it is impossible to avoid the doubling of helicities for any value of q .
3.2 Alternative description
Here we establish the link with the HS description suggested by the quantization of the particle
with bosonic “supersymmetry” [17].
We start with the case q = 0 and consider at first the expansion of the field F (q) defined
in (3.12) with respect to the coordinates y, y¯L and η
F (0)(xL, ζ, y, y¯L, η) =
∞∑
k=0
∞∑
n=0
ηk yα1 . . . yαk+n y¯α˙1
L
. . . y¯α˙n
L
Ψα1...αk+nα˙1...α˙n(xL, ζ) , (3.25)
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where we have already taken care of eq. (3.11). It remains to take into account eqs. (3.13)
and (3.14). They express all the coefficient fields in (3.25) as derivatives of the lowest coefficient
Ψ(xL, ζ) :
Ψα1...αkαk+1...αk+nα˙1...α˙n =
ik+n
k!(n+k)!n!
∂α1 . . . ∂αk ∂Lαk+1α˙1 . . . ∂Lαk+nα˙n Ψ . (3.26)
The field Ψ(xL, ζ) satisfies eqs. (3.15) and it is exactly the chiral HS field (1.9) of the paper [17].
It comprises the same irreducible HS q = 0 multiplet as Φ(0)(xL, y, y¯L, η) . The possibility to
describe the same multiplet in two equivalent ways is just the quantum version of equivalence
between the HS particles (1.3) and (1.5) which both follow from the master HS particle. In
a sense, the description by the field Ψ(xL, ζ) is more economical since this quantity collects,
in its ζα expansion, just the independent space-time self-dual fields (anti-self-dual fields are
contained in the complex–conjugated function Ψ¯(xR, ζ¯) ).
Let us also consider the alternative description of the q > 0 HS multiplets. The correspond-
ing counterpart of the q = 0 expansion is
F (q)(xL, ζ, y, y¯L, η) =
∞∑
k=0
∞∑
n=0
ηk yα1 . . . yαq+k+ny¯β˙1
L
. . . y¯β˙n
L
Ψα1...αq+k+nβ˙1...β˙n(xL, ζ) , (3.27)
where we have already taken account of the U(1) condition (3.11). Then eqs. (3.13) and (3.14)
lead to the following expressions for the coefficients in (3.27)
Ψα1...αqαq+1...αq+k+nβ˙1...β˙n =
ik+nq!
k!n!(q+n+k)!
∂αq+1 . . . ∂αq+k ∂Lαq+k+1β˙1 . . . ∂Lαq+k+nβ˙n Ψα1...αq . (3.28)
Thus all component fields are expressed in terms of the even counterpart of N = 1 chiral field
with external indices Ψα1...αq(xL, ζ) .
Also as a consequence of eqs. (3.13) and (3.14), this field proves to be subjected to eqs. (3.15)
and also to the equations
∂α1Ψα1...αq = 0 , ∂
α˙α1
L
Ψα1...αq = 0 . (3.29)
Expanding the field Ψα1...αq in powers of ζα
Ψα1...αq(xL, ζ) =
∞∑
n=0
ζβ1 . . . ζβnψα1...αqβ1...βn(xL) , (3.30)
we observe that all component fields in this expansion are totally symmetric in the spinor indices
due to the first equation in (3.29). As a consequence of eqs. (3.15) and the second equation
in (3.29), all component fields satisfy Dirac equation. Therefore, the HS field (3.30) describes
the same physical spectrum as in eq. (3.23). Note that the bosonic chiral “superfields” with
extra indices were not considered in [17]. It is the master HS particle framework which suggests
the importance of considering such superfields as providing an alternative description of the
q > 0 HS multiplets.
For the q < 0 case, a formulation in terms of the fields depending on xL and ζ can be also
easily constructed. It operates with the HS field (1.9) comprising the infinite set of positive
helicities and few extra anti–self–dual fields φβ˙1...β˙k(xL) (k = 1, . . . , |q|) .
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3.3 Quantization in twistor formulation: twistor transform for HS
fields
In the remainder of this Section we show that quantization of the considered model in the
twistorial formulation (2.15) gives rise to the same results.
In the “twistorial representation” 6, when λα, µ¯
α˙ and ξ are diagonal and
µˆα = i∂/∂λα ,
ˆ¯λα˙ = −i∂/∂µ¯
α˙ , ˆ¯ξ = 1
2
∂/∂ξ ,
the twistorial wave function
G(q−2)(λ, µ¯, ξ) (3.31)
satisfies the quantum counterpart of the constraints (2.16)
(
−λα
∂
∂λα
− µ¯α˙
∂
∂µ¯α˙
− ξ
∂
∂ξ
)
G(q−2) = (q − 2)G(q−2) . (3.32)
The wave function in the space–time description is derived by analogy with the standard
twistor approach [29]. One substitutes the incidence conditions (2.12) and (2.13) for the vari-
ables µ¯α˙ and ξ in the wave function (3.31) and performs a Fourier-type integral transformation
from λα to its canonically conjugated variable yα
F (q)(xL, ζ, y, y¯L, η) =
∫
d2λ eiy
αλαG(q−2)(λα, y¯α˙L + x
α˙β
L
λβ, η + ζ
βλβ) . (3.33)
Note that the variables xL and y¯L defined in (3.8) already appeared in the twistor trans-
form (2.12) for µ¯. The integrand in (3.33) includes the Fourier exponent in contrast to the
Penrose integral transform [29].
Using the particular dependence of the twistorial field G(q−2) on the involved co-ordinates,
it is easy to check that the field F (q) defined by (3.33) automatically satisfies eqs. (3.13) and
(3.14). Also, homogeneity condition (3.11) follows from eq. (3.32). Thus, the twistorial for-
mulation solves eqs. (3.11), (3.13) and (3.14) for the field (3.12) in terms of the unconstrained
“prepotential” field (3.31).
4 Summary and outlook
In this paper we have constructed a “master” model of HS particle. It possesses several notable
features which are summarized below together with some of their corollaries:
• Both the unfolded HS particle and the HS particle with the even “supersymmetry” can
be reproduced from the master model upon some gauge fixings.
• Hamiltonian formulation of the master system involves only first class constraints that,
in particular, makes it possible to directly pass to the first-quantized model.
• The twistor formulation of the master system is a HS generalization of the well–known
twistor formulation of massless particles with fixed helicities.
6The spinors λα and µ¯
α˙ together form a unit twistor; they both are diagonal in the “twistorial representa-
tion” [29].
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• After quantization, the set of equations for the HS wave function in an extended space
includes the Vasiliev-type unfolded equation. But the latter turns out to be a consequence
of some basic spinorial equations related to the even “supersymmetry” of the model.
• The HS fields respect a local U(1) symmetry which is similar to the U(1) covariance of the
harmonic approach [27, 28]. Crucial for maintaining this covariance is the holomorphic
dependence of the HS wave function on the new complex bosonic coordinate η .
• Depending on their external U(1) charge q, the HS fields in the extended space accom-
modate different HS multiplets of ordinary 4D fields. The all-helicity HS multiplet of the
unfolded formulation (with a complex scalar field) is recovered as the q = 0 multiplet
and its conjugate, and also some new HS multiplets with q 6= 0 emerge. For q > 0 they
are spanned by the self–dual field strengths of growing positive helicities, starting from
q
2
. The q < 0 multiplets show up an interesting “spin–flip” feature: they include self-dual
fields of all positive helicities, as well as a finite number of anti–self–dual fields with neg-
ative helicities. The complementary helicities are accommodated by complex conjugated
wave functions.
• The unfolded formulation of HS fields and their formulation with explicit bosonic “super-
symmetry” are equivalent to each other as they correspond to different ways of solving
the same master system of HS equations. For the new HS multiplets (with q 6= 0) this
equivalence implies, besides the appropriate unfolded formulation, also the description
with the explicit bosonic “supersymmetry”.
• The master HS equations in the twistorial formulation can be solved in terms of uncon-
strained twistor prepotential field.
In the rest of this Section we announce some results of studying symmetries of the master HS
particle model and the new HS equations associated with it. More details will be given in [26].
Since the master model encompasses both the unfolded HS particle (1.3) and the HS particle
with explicit even “supersymmetry” (1.5), it should respect the symmetries inherent to both
these systems. Moreover, the equivalence of these models implies that they possess the same
full sets of symmetries, though realized in different ways. Some symmetries can be explicit in
the first model, but hidden in the second one, and vice versa.
Let us illustrate this on the example of the invariance of the system (1.5) under the even
“supersymmetry” translations [17]–[19]
δxα˙α = i(ǫ¯α˙ζα − ζ¯ α˙ǫα) , δζα = ǫα , δζ¯ α˙ = ǫ¯α˙ , (4.1)
where ǫα is a commuting Weyl spinor. Master system (2.1) is invariant under the transforma-
tions (4.1) too. The variables λα, y
α, η and their complex conjugates are inert under the even
“supersymmetry” translations.
The symmetry (4.1) is hidden in the particle model (1.3). However, it becomes manifest in
the twistorial formulations (2.15), (2.17) 7. In the twistorial formulation (2.15) of the master
system, the transformations (4.1) act as
δλα = ǫ
αλα , δµ
α = −2i ξ¯ǫα and c. c. . (4.2)
7The advantage of using twistors [29, 22] for the analysis of symmetries of relativistic particles was demon-
strated in [30] (for recent developments in the twistor approach see [31] and references therein).
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They are generated by the following charges
Rα = −2i ξ¯λα , R¯α˙ = 2i ξλ¯α˙ . (4.3)
The twistorial model (2.17) is obtained from the model (2.15) via the gauge fixing. Therefore,
bosonic “supersymmetry” translations in the model (2.17) should be accompanied by the ap-
propriate compensating gauge transformation in order to preserve the gauge-fixing condition.
As a result we obtain the following (nonlinear) even “supersymmetry” transformations of the
variables in the model (2.17)
δλα = −
1
2
a−1(ǫλ− λ¯ǫ¯)λα , δµα = 12 a
−1(ǫλ− λ¯ǫ¯)µα − 2iaǫα , (4.4)
where a(λ, λ¯, µ, µ¯) was defined in (2.19). It is straightforward to check that these transforma-
tions leave invariant the action (2.17). Correspondingly, the bosonic “supersymmetry” genera-
tors in the model (2.17) are
Rα = −2iaλα , R¯α˙ = 2iaλ¯α˙ . (4.5)
The model (2.17) has also Sp(8) symmetry. It is generated by the full set of bilinear products
of the spinors λα, λ¯α˙, µ
α and µ¯α˙. The closure of Sp(8) with bosonic “supersymmetry” generated
by (4.5), as well as with an infinite sequence of phase transformations generated by arbitrary
powers of a(λ, λ¯, µ, µ¯), constitutes the full infinite-dimensional symmetry of the model (2.17).
This infinite-dimensional invariance can be interpreted as simplectic diffeomorphisms [32]–[35].
A similar interpretation of an infinite-dimensional symmetry in the case of the twistor particle
with a fixed helicity was given in [30].
As follows from the form of the generators (4.5), on the HS fields (1.2) depending on the coor-
dinates x, y, y¯ the bosonic “supersymmetry” transformations are realized by highly non–linear
(and presumably non–local) transformations. Remarkably, on the fields Φ(q) defined in (3.19)
and depending on the extra bosonic co-ordinate η, the even “supersymmetry” generators have
the simple form
Rα = −
∂
∂η
∂
∂yα
, R¯α˙ = 2η
∂
∂y¯α˙
. (4.6)
They close just on the x-translations with the generator ∼ ∂αα˙, taking into account the unfolded
equation (3.18a). This example clearly shows the important role the co-ordinate η plays in
revealing symmetries of the master system of HS equations. It is worthwhile to notice that the
transformations with the generators (4.6) mix up fields with different helicities from different
coefficients ϕ(q+k) in (3.19).
As for further directions of the study, constructing supersymmetric extensions of the pro-
posed model (with standard “odd” supersymmetries) is one of the urgent problems. Supersym-
metric N = 1 HS theories constructed on the basis of theories with bosonic “supersymmetry”
are expected to be the simplest HS theories respecting the fundamental notion of chirality
which underlies the geometric approach to N = 1 supergravity [36]. The existence of a chiral
limit seems to be crucial for any satisfactory HS superfield theory including HS generalizations
of N = 1 supergravity [14, 37].
Another issue to be further explored is related to the presence of commuting spinorial
variables in most of versions of the HS field theory. In our opinion, the question of how to
ensure the correct statistics of the component fields in the expansions of HS field over even
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spinors (see e.g. the power expansion (1.2) and other analogical expansions) is still open (see
e.g. some comments in [17]). We expect that the consideration of the HS models having both
even and odd supersymmetries could provide a clue to resolving this problem.
Finally, it would be interesting to investigate possible implications of the additional scalar
coordinate η (which plays a crucial role in the master system) in the geometry of interacting
HS fields and in the problem of constructing the relevant actions. Also, it is desirable to see
how the master system could be extended to incorporate the tensorial coordinates.
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Appendix A: Analysis of the constraints and Gupta–
Bleuler quantization
In this Appendix we carry out more detailed Hamiltonian analysis of the master system (2.1)
and show that it can be equivalently quantized by the Gupta–Bleuler (or “analytic”) method [21].
Like in any system with one time derivative on fields, the expressions for all momenta give
the constraints. Namely, we obtain the primary constraints (2.4), (2.5) and the constraints
g ≡ pη + iη¯ ≈ 0 , g¯ ≡ p¯η − iη ≈ 0 , (A.1)
pl ≈ 0 , (A.2)
where pη, p¯η and pl are the conjugate momenta for η, η¯ and l , respectively. We at once treat
the variable λα and λ¯α˙ as momenta for y
α and y¯α˙ . The total Hamiltonian
HT = l(N − c) + Λ
αα˙Tαα˙ + Λ
αDα + D¯α˙Λ¯
α˙ + vg + v¯g¯ + γpl (A.3)
is a sum of the canonical Hamiltonian H0 = l(N−c) and a linear combination of the constraints
with Lagrange multipliers Λαα˙, . . . , γ.
The requirement of preservation of the constraint (A.2) produces the constraint (2.3) as the
secondary constraint. Due to the constraint (A.2) the variable l has the pure gauge character.
It plays the role of Lagrange multiplier for the constraint (2.3).
The preservation of the constraints (A.1) gives rise to the elimination of a part of Lagrange
multipliers in terms of the remaining ones
v = −Λαλα − ilη , v¯ = −λ¯α˙Λ¯
α˙ + ilη¯ .
Inserting these expressions in the Hamiltonian (A.3), we obtain
HT = l(N˜ − c) + Λ
αα˙Tαα˙ + Λ
αD˜α +
¯˜Dα˙Λ¯
α˙ , (A.4)
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where the new constraints are
N˜ − c ≡ N − i(ηg − η¯g¯)− c = i(yαλα − λ¯α˙y¯
α˙)− i(ηpη − η¯p¯η)− c ≈ 0 , (A.5)
D˜α ≡ Dα − gλα = Dα − (pη − iη¯)λα ≈ 0 , (A.6)
¯˜Dα˙ ≡ D¯α˙ − g¯λ¯α˙ = D¯α˙ − (p¯η + iη)λ¯α˙ ≈ 0 . (A.7)
All constraints present in the Hamiltonian (A.4) are first class. The only non-vanishing
Poisson bracket of them is
[D˜α,
¯˜Dα˙]P = 2iTαα˙ . (A.8)
The constraints (A.1) commute with the constraints (2.4), (A.5)–(A.7) but have a non-
vanishing Poisson bracket between themselves
[g, g¯]
P
= 2i . (A.9)
So they are second class. We can introduce the Dirac brackets for them. Then, the con-
straints (A.5)–(A.7) become (2.3), (2.5) and the variables η, η¯ satisfy commutation rela-
tion (2.7). The quantization goes as in Sect. 3.
Here we outline the alternative Gupta–Bleuler approach to the treatment of the con-
straints (A.1). When quantizing in this approach, the wave function is assumed to depend
on both η and η¯ as the coordinates. Their momenta have the standard realization
pˆη = −i ∂/∂η , ˆ¯pη = −i ∂/∂η¯ .
We impose on the wave function
F˜ (q)(x, ζ, ζ¯, y, y¯, η, η¯)
all first class constraints (2.4), (A.5)–(A.7) and half of the second class ones. For definiteness,
we take the constraint g¯. Thus, the equations on the wave function are
−i
(
∂
∂η¯
+ η
)
F˜ (q) = 0 , (A.10)
(
∂αβ˙ + i
∂
∂yα
∂
∂y¯β˙
)
F˜ (q) = 0 , (A.11)
[
Dα +
∂
∂yα
(
∂
∂η
+ η¯
)]
F˜ (q) = 0 ,
[
D¯α˙ +
∂
∂y¯α˙
(
∂
∂η¯
− η
)]
F˜ (q) = 0 , (A.12)
(
yα
∂
∂yα
− y¯α˙
∂
∂y¯α˙
− η
∂
∂η
+ η¯
∂
∂η¯
)
F˜ (q) = q F˜ (q) . (A.13)
Eq. (A.10) is solved by
F˜ (q)(x, ζ, ζ¯, y, y¯, η, η¯) = e−ηη¯F (q)(x, ζ, ζ¯, y, y¯, η) , (A.14)
where the reduced wave function F (q) does not depend on η¯. Inserting the solution (A.14) in the
remaining eqs (A.11)–(A.13), we find that F (q) obeys just eqs. (3.3)–(3.6) which were obtained
in Sect. 3.
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Appendix B: Equivalence of the master model and
the model with bosonic “supersymmetry”
In this Appendix we prove the classical equivalence of the master system (2.1) and the HS
particle (1.5) with bosonic “supersymmetry”. The proof is based on reducing both systems to
physical degrees of freedom.
We shall use the light–cone notations
x+ ≡ x1˙1 = x
0+x3√
2
, x− ≡ x2˙2 = x
0−x3√
2
, x(tr) ≡ x2˙1 = x
1+ix2√
2
, (B.1)
P+ ≡ P11˙ =
P0+P3√
2
, P− ≡ P22˙ =
P0−P3√
2
, P (tr) ≡ P21˙ =
P1+iP2√
2
. (B.2)
The system (1.5) in physical variables. In the notation (B.1), (B.2) the constraints of the
system (1.5) take the following form
P+P− − |P
(tr)|2 ≈ 0 , (B.3)
D1 = π1 + iP+ζ¯
1˙ + iP¯ (tr)ζ¯ 2˙ ≈ 0 , D¯1˙ = π¯1˙ − iP+ζ
1 − iP¯ (tr)ζ2 ≈ 0 , (B.4)
D2 = π2 + iP
(tr)ζ¯ 1˙ + iP−ζ¯ 2˙ ≈ 0 , D¯2˙ = π¯2˙ − iP
(tr)ζ1 − iP−ζ2 ≈ 0 . (B.5)
We choose the light–cone gauge (it is assumed that P+ 6= 0)
u− ≡ x− − τ ≈ 0 , (B.6)
ζ2 ≈ 0 , ζ¯ 2˙ ≈ 0 . (B.7)
The constraints (B.5) and the gauge fixing conditions (B.7) eliminate phase variables ζ2, π2
and their complex conjugates without affecting the commutation relations for the remaining
variables. But the gauge (B.6) involves the proper time. To correctly account for it, we
make a canonical transformation from the system with the coordinate x− to the system with
the coordinate u− defined by the relation (B.6). The generating function of this canonical
transformation is given by
F = P
(u)
− (x
− − τ) + · · · , (B.8)
where dots stand for the identical transformation for other variables. This generating func-
tion produces the relation (B.6) and yields P
(u)
− = P−. Thus, the conditions (B.6) and (B.3)
eliminate u− and imply
P− =
1
P+
|P (tr)|2 . (B.9)
We also should take into account that the canonical transformation depends on the proper time
and, therefore, generates the new Hamiltonian (initial Hamiltonian is equal to zero)
H =
∂F
∂τ
= −P− = −
1
P+
|P (tr)|2 . (B.10)
As a result, in physical variables the system (1.5) is described by the action
Sph =
∫
dτ
(
P+x˙
+ + P¯ (tr)x˙(tr) + P (tr) ˙¯x
(tr)
± i( ˙¯ηη − η¯η˙)∓ 1|P+| |P
(tr)|2
)
, (B.11)
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where we introduced η =
√
|P+|ζ1. In the action (B.11) the upper (lower) sign is chosen for P+
positive (negative).
The system (2.1) in physical variables. The first class constraint (2.5) and the gauge-fixing
condition for it
ζα ≈ 0 , ζ¯ α˙ ≈ 0 (B.12)
eliminate the variables ζα, πα and their complex conjugates without affecting the Poisson
brackets for other variables. The remaining constraints (2.3) and (2.4) take the form
N − c ≡ p(φ) − 2ηη¯ − c ≈ 0 , (B.13)
P+ − (r1)
2 ≈ 0 , (B.14)
P− − (r2)2 ≈ 0 , (B.15)
P (tr) − r1r2e
−2iψ ≈ 0 , P¯ (tr) − r1r2e2iψ ≈ 0 , (B.16)
where the variables r1, r2, φ, ψ are defined by
λ1 = r1e
i(φ+ψ) , λ2 = r2e
i(φ−ψ). (B.17)
The generating function of the canonical transformation from the variables λα, y
α and their
complex conjugates to the variables r1, r2, φ, ψ and conjugate momenta of the latter is given
by
F = y1r1e
i(φ+ψ) + y2r2e
i(φ−ψ) + c.c. (B.18)
From this expression we obtain the relation p(φ) = i(yλ− λ¯y¯) used in the constraint (B.13).
The constraints (B.13), (B.14), (B.16) together with the gauge-fixing conditions for them,
φ ≈ 0 , p(r)1 ≈ 0 , p
(r)
2 ≈ 0 , p
(ψ) ≈ 0 , (B.19)
completely eliminate the degrees of freedom present in the spinors λα, y
α and their complex
conjugates.
The gauge–fixing condition for the constraint (B.15) is the light–cone gauge (B.6). As in
the previous case we should accomplish the gauge–fixing procedure for this gauge. Note that
the condition (B.9) now follows from (B.14)–(B.16). As a result, in physical variables the
system (2.1) is described by the action
Sphmast =
∫
dτ
(
P+x˙
+ + P¯ (tr)x˙(tr) + P (tr) ˙¯x
(tr)
+ i( ˙¯ηη − η¯η˙)− 1
P+
|P (tr)|2
)
. (B.20)
As follows from (B.14), in this case P+ > 0 . Thus in the sector with P+ > 0 the actions (B.11)
and (B.20) are identical to each other.
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