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Abstract 
In this paper we shall deal with statistical estimates in stochastic programming problems. The estimate problem is 
a very important one. Namely, from a mathematical point of view many practical optimization problems with a random 
element lead to deterministic optimization problems depending on the random element through probability measure 
only. Moreover, this probability measure is hardly ever known in real-life situations. 
We consider the case when the theoretical distribution function is completely unknown. Then the empirical distribu- 
tion function usually replaces the theoretical one in order to obtain some estimates of the optimal value and the optimal 
solution, at least. These estimates will just be the subject of our investigation. In detail, we shall mostly deal with the case 
of dependent samples. Evidently, the dependent samples appear more often in real-life situations than the independent 
ones. 
First, we shall briefly mention the consistence results. Further, we shall study the convergence rate with respect to 
various types of random samples dependence. We compare these results with those achieved earlier, including some 
results on asymptotic distribution. We shall recognize that the convergence rate is “the best one” for the independent 
case, of course. However, we shall introduce the dependent types with the same convergence rate. 
Keywords: Stochastic programming; Estimates of the optimal value and optimal solution; Dependent random samples; 
Convergence rate 
1. Introduction 
It is well known that empirical estimates are usually used when it is necessary to solve stochastic 
programming problems depending on a completely unknown probability measure. These estimates 
are based on replacing the theoretical measure by an empirical one. Great attention has already 
been paid to them in the literature and it was shown that “good” statistical properties belong to 
them. However, these results were obtained mostly for underlying independent identically distrib- 
uted random samples. Since this assumption is not fulfilled in many real-life situations, the 
empirical estimates have to be either utilized without knowing their real properties or they cannot 
be used. Consequently, the investigation of the behaviour of the empirical estimates in the case of 
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dependent random samples is surely an important problem. In this paper we shall just deal with 
this problem. In detail, we shall deal with weakly dependent samples. Evidently, this type of 
dependence appears in practical problems very often. 
Let (52,9, P) be a probability space, 5 (= c(a)) be an s-dimensional random vector defined on 
(Q, 9, P), F (=F(z)) be the distribution function of the random vector 5. Let, moreover, 2 c E, 
denote the support of the probability measure corresponding to the distribution function F, gi 
(=gi(x,Z)), i = 0,1,2, . . . , , 1 be real-valued continuous functions defined on E, x E,, X c E, be 
a nonempty set (E,, II 2 1, denotes the n-dimensional Euclidean space). 
The general optimization problem with a random element can be introduced as the problem. 
Find 
min kh (4 5 (4) I X E X1 gi(X,t(O)) < 0, i = 1,2, . . . ,1). (1) 
If the solution x has to be found without knowing the realization of the random vector 5, then 
evidently some deterministic optimization problem-deterministic equivalent-must be solved 
instead of the original one (1). 




inf{Eg(x,5)lxEX:P{~o:gi(x,5(~))<0,i=1,2 ,..., 1}aa}, 
where CI E (0,l) is a parameter, g(x, z), g (x, z) some real-valued, continuous functions defined on 
E, x E,. The operator of mathematical expectation is denoted by the symbol E. 
Stochastic programming problems with penalty function and two-stage stochastic programming 
problems belong, among others, to the class of optimization problems I. Namely, it is well known 
that we obtain a problem in the form of the deterministic equivalent I whenever the unfulfilled 
original constraints with random element can be compensated by some penalty [2] or when it is 
possible to correct the optimal value by some results of an additional decision optimization 
problem with solution depending already on random element realization [6] (two-stage stochastic 
programming problems). The deterministic equivalent of Problem II is known as the chance 
constrained stochastic programming problem. Evidently, it can be employed in the case when the 
constraints with random element have to be practically fulfilled, however when the demand of their 
fulfilling a.s. is impossible or unreasonable. Of course, the value of c( depends on the consequences 
caused by the unfulfilled conditions [l&16]. 
Remarks. (1) The choice of the functions S(. , .), g (. , .) depends on the character of the original 
stochastic problem. 
(2) In general, it may happen that some symbols mentioned above are not reasonable. However, 
this situation cannot appear under the assumptions considered in this paper. 
(3) It is easy to see that Problem I is a special case of Problem II, from a mathematical point of 
view. Namely, a = 0 obviously corresponds to Problem I. However, the introduced problems are 
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usually studied separately according to the historical development and to their specific properties. 
Especially in this paper, we shall see that the convergence rate will be better in the case of 
Problem I. 
We shall restrict our consideration to the original problem (1) in which the random element can 
appear in the objective function and on the right-hand side of the constraints only, in the case of the 
deterministic equivalent II. So we assume, in the deterministic equivalent II, that 1 = s and further 
that there exist real-valued functions .f;., i = 1,2, . . . , 1, defined on E, such that 
gi(X,Z)=f;(X)-Zi, i=1,2, . . . . 1, 
X=E:, ZcE:, 
Z(X)= {Z E El': z=(Z, . . . ,Z~),f;(X)~Zi,i= 1,2, . . . ,l>, 




P[Z(x)] = P{o: ((Co) E Z(x)}, 
EJ = {X E E,: x = (~1, . . . ,xn), xi > 0, i = 1,2, . . . ,n}. 
Surely, the deterministic equivalent II can be rewritten under these assumptions in the form: 
Find 
If, further, j”‘(u) = ck = [t:(w), . . . , t:(w)], k = . . . , -2, - l,O, 1, . . . , is a sequence of random 
vectors with common distribution function F(z), then the symbol FN (FN(z) = F&,o)), 
N = 1,2, . . . ) denotes the empirical distribution function determined by <i(o), . . . , [“(co). Evi- 
dently, under very general conditions infx 1 g(x, z) dF&) estimates the value infx Eg (x, 4) in the 
case of the deterministic equivalent I. In the case of the deterministic equivalent II the theoretical 
value infxC,, Eg (x, 5) can be estimated by the value infx,,caJ J g (x, z) d?‘,(z). (XFV (CC) corresponds to 
random probability measure given by FN.) 
Moreover, if it is possible to define the points 
xF = arg rnjn Eg(x, 0, 
xF, = argmjn s Y(x,z)dF,(z) (=xF,JO)), 
xF(fl) = arg min Eg(x, l), 
X(a) 
(4) 
xF,v(d = arg pi(;) 9 (x, 4 dFN(4 (= xF,(6 a)), 
F, s 
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then xFN estimates the value xF in the case of the deterministic equivalent I. The theoretical value 
xF(a) is then estimated by ~~,(a). 
The behaviour of the estimates just introduced was frequently studied in the literature. We recall 
here the results [2,3,7,11,17,21,23-251, for example. In these, conditions were presented under 
which these estimates are consistent. Further, the convergence rate of these estimates and asymp- 
totic distributions of the values 
g(x,z)dF(z) - rnjn 
s 
g(x,z)dFN(z)l 
were studied. However, these results were mostly achieved under the assumption that { ck > 2~ 1 was 
a sequence of independent random vectors. In this paper we shall try to deal with dependent 
random samples. First, we shall briefly mention some consistent results. We shall pay great 
attention to the rate of convergence considered with respect o different ypes of dependent random 
samples, i.e., we shall try to determine v > 0 for which 
-i;f 
P(~:wlXFN - A2 > t> --v+a3)0 
(t E El, t > 0) 
in the case of the deterministic equivalent I, and then to find v > 0 for which 
g(x,z) dF,(z) - $i 
f’{w: WX&) - x&II2 > t} -w+cc)O 
in the case of the deterministic equivalent II. (II- I/ denotes the Euclidean norm in E,.) 
(5) 
(6) 
2. Some auxiliary definitions and assertions 
First, let us recall some types of dependences of random sequences. For this, let {t”} k= ? z be an 
s-dimensional stationary random sequence defined on (sZ,9’, P), B( - co, a) be the o-algebra given 
by . . . ,<“-‘,{“,B(b, +cc)givenbylb,<b+l ,..., B(a,b)givenbyc” ,..., tb,acb,a,binteger.Let 
BS be the Bore1 o-algebra of the subsets of E”. 
Definition 2.1. We say that the sequence of random vectors {tk}k, ? $ is an m-dependent random 
sequence if there exists a sequence of independent s-dimensional random vectors {vk}k= 2: 
(rk = qk@)) defined on (Q, 9, P) and a B”“- measurable vector functionf(*) defined on Es such that 
tk(W) = f(qkP”“(CO), . . . ,~~(a)) for every o E Q, k = .,. , -l,O,l, . . . 
Remark. A more general definition of an m-dependent random sequence is given in [28], for 
example. 
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Now we can already introduce the first auxiliary assertion. 
Lemma 2.2. Let {rk}k= ? “, be an m-dependent random sequence. If K(Z) is a B”-measurable function 
dejined on E, such that IX(Z)/ d M(M E E,)f or z E E,, then it holds.for t > 0, t E E, that 
P co: 
( 1s 
G)dF&) - ~4W’ir)~ > t) 
N2 t2 
- +2(m-r)exp 
m2(k + 1) 2M2 > 
where N, k, r are natural numbers fuljilling the conditions 
N=mk+r, rE(O,1,2, . . . . m-l). 




K(Z) dF(z) = k ,i [I - EK([‘)] 
1-l 
K (tmi+j) - EK (~mi+j)] + F ‘il [K (<mi+j) 
j=r+l i=O 
However, this implies successively that 
K(z)dF&) - jK(z)dJ’(z)l > t) 
- EK([““~)) > t N 
m(k + 1) 
(7) 
EK([“‘~+~) . 11 
(8) 
According to the assumptions it is easy to see that {~(<“‘+j)},‘“= 1 is a sequence of independent 
random vectors for every j E (0, 1,2, . . . ,m - l}. Consequently, we can employ the inequality 
proved in [S, Theorem 21 to obtain in our symbols that for arbitrary t’ > 0 it holds that 
ii” [~([“‘+j) - Ek.(tmi+j)] (> i_ exp{ -!&$?(t’)i). j=1,2 ,... ,r, (9) t’ < 2 
and, simultaneously, 
j=r+l,..., m. 
Evidently, now already the 
Remark. It is easy to see 
practical situations. 
assertion of Lemma 2.2 follows from relations (8) and (9). 0 
that an m-dependent random sequence may appear quite often in 
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Moreover, we shall recall the definition of an absolutely regular random sequence with P(N) 
[27,28]. 
Definition 2.3. Let {tk}k= ? 2 be a strongly stationary random sequence. We say that {tk}k, ! z is 
an absolutely regular random sequence with b(N) if 
B(N) = syE sup IP(AIB(- a,k)) - P(4ILO (N-, 4. 
AcB(N+k,+m) 
We will prove the next assertion. 
Lemma 2.4. Let (tk}k, ? 2 be an absolutely regular random sequence 
measurablefunction dejined on E, such that IKE < A4 (A4 E E,)for z E 
vdN,vanaturalnumber,t~E,,t>O,N=1,2 . . . . that 
with b(N). If K is a B”- 
E,, then it holds for every 
K(Z) dF,(z) - 
PrOOf. First, it is easy t0 see that { K(tk)} k= f 2 is an absolutely regular random one-dimensional 
sequence with j?(N), too. However, then according to [27, Theorem l] we have for an arbitrary 
v d N that 
P{o: lIc(p) + .*. + Ic(CN)I > t) 
< 2 p{O: IYj+ Yj+o+ ... + Yj+k,vl 2 V-It} f 4N/3(~), (10) 
j=l 
where kj is the largest integer for which j + kjv < N, j = 1,2, . . . , v, and { Yj} are independent 
random vectors such that Yi has the same distribution function as that of ~(5’). 
Applying inequality (10) to our problem we obtain 
+)@N(z) - j$+‘(z)/ > t) 
Yj + Yj+” + “’ +Yj+kj”l~v(k:.h:l~+4NP(V). 
Now we can use the inequality for independent random samples proved in [5, Theorem 21 to 
obtain further 
W@&) - {+W’(z)( > t) 
< i 2exp -(kj + 1) t2N2 ’ + 4N/?(v). 
j=l v2(kj + 1)2 2M2 
(11) 
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Since it follows from the definition of kj, j = 1,2, . . . , u, that max kj = k,, we have 
kj < (N - 1)/u for every j = 1,2, . . . ,o. This yields 
(kj + 1) 
N2 N N 
u2(kj + 1) 
2>- 
UN-l+u’ 
The assertion of Lemma 2.4 follows immediately from relation (1 l), the latter inequality, and 
well-known properties of the exponential function. 0 
If N denotes the set of all natural numbers and CD (.) is a negative real-valued function defined on 
N, then we can define the Q-mixing random sequence as follows [l]. 
Definition 2.5. We say that the strongly stationary random sequence {t”} k= !I 2, fiEf;ls the condition 
of Q-mixing if 
IP(A,nA,) - Pb41)%42)I G @(WP(Al)? 
for AI E B(- 03,u), A, E B(u + N, + co), - cc < 24 < + a, N 3 1, u an integer. 
Remark. We consider the case of Q(N) -+(N+ m) 0. 
Lemma 2.6. Let IC be a B”-measurable function defined on E, such that Ix(z)1 < M (A4 E El) for 
z E E,. If{~“};Zm is a random sequence fuljilling the Q-mixing condition, then it holds for t E El, 
t > 0, N = 1,2, . . . , that 
z$$ N+N&N-k)@(k) . 
k=l 1 
Proof. First, it is easy to see that {K (l”)} &? cc is also a random sequence fulfilling the Q-mixing 
condition. Since in [l, Chapter 4, Lemma 21 it was proved that 
IECx(irk) - -Mr)l C~(5’) - W4)ll d 2514~ @(lr - kl) 
forr#k,r,k= . . . . -2, -1,0,1,2 ,..., applying the Chebyshev inequality we obtain the asser- 
tion of Lemma 2.6. 0 
Further, we recall a definition from convex analysis. 
Definition 2.7. Let & be a real-valued function defined on a convex set K c E,. 6 is a strongly 
conuexfunction with the parameter Q > 0 if 
h(ix, + (1 - 1)x2) < n&(x,) + (1 - @(x2) - A(1 - /I)@ 11x1 - x2112 
for every x1,x2 E K, A E (0,l). 
The following lemma was proved in [12]. 
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Lemma 2.8. Let K c E, be a nonempty convex set. Further, let in be a strongly convex, continuous 
function on K with a parameter Q > 0. Zf x0 E K is determined by the relation 
x0 = arg $2 h(x), then I/x - x0 11’ < 5 [6(x) - E(x,)], 
for every x E K. 
It is known that the class of logarithmic concave probability measures is very important for 
chance-constrained stochastic programming problems. We recall here the definition of this class 
Cl51. 
Definition 2.9. A probability measure P(.) defined on B” is logarithmic concave if for A, B E B” 
convex and for every II E (0,l) the inequality 
P[;1A + (1 - n)s] > [P(A)]A[P(B)]‘~A 
holds. (L4 + (1 - J)i? means the Minkowski sum of sets.) 
3. The main results 
In this part we shall present the main results of this paper. First, we shall very briefly mention the 
consistency results. For this, we shall employ the results of the papers [7] and [lo], which present 
assumptions under which the estimates infx j g(x, z) dF,(z) and infXfNCaj j g (x, z) dF,(z) are consis- 
tent. In detail, the result is introduced in [7] for ergodic samples in the case of the deterministic 
equivalent I, while in [lo] it is achieved only for the independent case and for the deterministic 
equivalent II. However, following the corresponding proofs we can see that these estimates are 
consistent whenever FN(z,co), N = 1,2, . . . , are arbitrary statistical estimates of the theoretical 
distribution function F for which P {co: sup, 1 FN(z, co) - F(z)\ -+CN+30j0} = 1. Of course, the other 
assumptions of [7, Theorem l] and [lo, Theorem l] have to be fulfilled. Further, if xF,xF(g), 
XFN,XFN(d, N = 1,2, ... , are defined by (4), then similar results are valid for the estimates xFN and 
x&), too. 
3.1. Stationary case 
Next we shall study rates of convergence. First, we shall consider a special, very simple case of the 
deterministic equivalent I (including, for example, some linear or quadratic models). For this, let us 
assume that there exist a natural number s1 and continuous functions g?(z), h?(x), i = 1,2, . . . , sl, 
defined on E, x E, such that 
g(x,z) = 2 g:(z)h:(x). 
i=l 
(12) 
The following theorem was proved in [ 131. 
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Theorem 3.1. Let X be a compact set, and let the function gfu@l relation (12), where gT and hT, 
i = 1,2, . . . , sl, are continuous, real-valued, bounded functions dejned on Z x X. If either 
(1) {<“j&y is a sequence of independent random vectors or 





for t > 0, 2, E (0,j). 
If, moreover, 
(3) X is a convex set, 
(4) h?, i = 1,2, . . . , sl, are convex functions on X, 
(5) there exists an i E { 1,2, . . . , sl> such that hT is a strongly convex function on X with 
a parameter e > 0, 
then also 
P{w: N” /IXF,” - xrl12 > t} +(N+O 
for t > 0, v E (O,$). 
Proof. The proof of Theorem 3.1 is relatively simple. It follows from the inequality 
Is s(x,z)dF~(z) - s s(x,z)dF(z) 
d jlM 
and [S, Theorem 21, Lemmas 2.6 and 2.8 and the triangular inequality. 0 
The assertion of Theorem 3.1 shows that the interval for v is the same in the two cases considered. 
According to well-known results [3,14] we can conclude that it is impossible, in general, to expand 
this interval. 
However, following the proof of Theorem 3.1 and employing the inequalities given by Lemmas 
2.2 and 2.4 (instead of the corresponding inequalities for independent random samples or Q-mixing 
random sequences) we see that this interval must be the same in the first mentioned case only, while 
we can achieve a smaller interval for absolutely regular random sequences. This is probably due to 
the strong assumption given by relation (13). Further, a strange result on this topic is given in 
Theorem 3.4, where we will present assumptions under which the interval for v can be equal to (O,&) 
for the function @ given by (12) and nonstationary random samples, too. 
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Now we shall consider a rather general form of the function S. This case includes already 
a classical recourse model. For this, let X [d], d > 0, denote d-neighborhood of the set X. 
Theorem 3.2. Let 
(1) X be a compact set, t > 0, 
(2) ij be a continuous, bounded function on X [d] x Zfor some d > 0, 
(3) g(.rz) b e or every z E Z, a Lipschitz function of x E X[d] with the Lipschitz constant L not f 
depending on z E Z. 
If at least one of the following assumptions is fulJilled, 
(4) (a) {iJk}rE 1 is a sequence of independent random vectors and 0 < v < +, 
(b) {t”>F= - oo is an m-dependent random sequence, m 2 1 and 0 < v c 3, 
(c) {c”}l2 Lc is an absolutely regular random sequence with p(N) and 
0 < v < f(1 - y), 4Wf”“fl([N’]) +(N_ocjO 




and 0 < v < l/(n + 2), 
then 
for a y E (0, l), 
sequence fulfilling the q-mixing condition for 
(14) 
If, moreover, 
(5) X is a convex set, 
(6) y(.,z) is for every z E Z, a strongly convex function of x E X [d], with parameter Q > 0, 
then 
P{o: N” JlxF, - xJ2 > t> -+(N+O. 
([xl = k ifSk < x < k + 1, k an integer.) 
(15) 
Proof. Let t > 0, N natural be arbitrary. It follows from the proof of [S, Theorem 21 that there 
exists a discrete system of points S(X, t/N”) such that 
< c g(xi,z)dFN(z) - g(xi,z)dF(z) 
x’6S(X,t/3NV) s 
(16) 
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If m(X, t/3N”) denotes the number of elements of the system S(X, t/3N”), then it follows from the 
definition of S(X,d), d > 0, that 
(17) 
where radX = SUP,,,,,~ I/x - x’/I, K(n,X) is a real-valued constant depending on y1 and 
rad X only. 
Now already the validity of relation (14) follows immediately from relations (16) and (17), 
[S, Theorem 21, and Lemmas 2.2, 2.4 and 2.6 of this paper. Furthermore, since jY(x,z)dF(z) is 
a strongly convex function we get (15) from (14), Lemma 2.8, the above-mentioned assertions and 
the triangular inequality. q 
Theorem 3.2 shows that the interval for u is smaller in the dependent case, in general. However, if 
the dependence is “small”, then the interval for u can be very close (or even equal) to the one 
achieved for the independent case. We shall consider the chance-constrained programming prob- 
lems, i.e., the deterministic equivalent II. Before presenting the corresponding result we shall 
introduce a system of assumptions. For this, let 6 > 0, CI E (0,l) be arbitrary given, 
X(&6) = {x = x1 + x2: x1 E X(a), x2 E B(6)}, w ere B(d) denotes the S-neighbourhood of 0 E E,. h 
(i) Relation (2) is fulfilled, where f;, i = 1,2, . . . , , 1 are real-valued, continuous functions defined 
on Ez such that 
(a) h(O) = 0, i = 1,2, . . . ,l, 0 E E,, 
(b) there exists a constant y1 such that i(x) -A(x’) > y1 I;= 1 (Xj - xi) for every 
x=(x1, . . . ,XJ, x’ = (xi, . . . ,xh), x 3 x’ componentwise, i = 1,2, . . . ,l, x,x’ E Ez, 
(c) there exists a constant y2 > 0 such that )h(x) -5(x’)\ G y2 JJx - x’)/ for i = 1,2, . . . ,1, 
x, x’ E X (c(, 26), x < x’ componentwise. 
(ii) 5 fulfils the following conditions: 
(a) The probability measure of the random vector < is absolutely continuous with respect to the 
Lebesgue measure in El. 
Let h denote the probability density corresponding to the distribution function F of the random 
vector 5. 
(b) There exist real numbers cj, j = 1,2, . . . ,l, such that cj > 0 and Z = nj=i (O,cj). 
(c) There exist real-valued constants 9i, ,!J2 such that 0 < 9i < h(z) < Q2, for every 
Z E nj=l(O,Cj). 
(iii) (a) g is a continuous, bounded function on Ez x Z, 
(b) for every z E Z, g (., z) is a Lipschitz function of x E X(a, 6) with a Lipschitz constant 
L not depending on z E Z. 
(iv) At least one of the following assumptions is satisfied: 
(a) {<“)p= 1 is a sequence of independent random vectors and 0 < u < l/21, 
(b) {[“>,,?=Y n)is an m-dependent random sequence, m 2 1 and 0 < u < l/21, 
(c) (~“}~Ecc is an absolutely regular random sequence with /I(N), 0 < v < (1 - y)/21, 
4N1+““/?([NY]) +CN+EjO for a y E (0, l), 
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(d) {t”} k= ? “, is a strongly stationary random sequence fulfilling the Q-mixing condition for 
which 
lim;upkNil(N - k)@(k) < + 00, 
k-l 
0 < 21 < l/(n + 2)1. 
(v) For every z E Z, g (., z) is a strongly convex function on X(a, 6) with a parameter Q > 0. 
(vi) J, i = 1,2, . . . , I, are convex functions on Ez. 
(vii) The probability measure corresponding to F is logarithmic concave. 
The following theorem is valid. 
Theorem 3.3. Let CI E (0, l), S > 0 be arbitrary, X = E,C, t > 0, t E E,. Zf assumptions (i)-(iv) are 
fulfilled, then 
+: Nj& [ g (x, z) dF,(z) - inf > t 0. 
x E XFy (a) s 
s(X,z)dFN(z) 
I I 
- (IV- cc) (18) 
If, moreover, assumptions (vHvii) arefuljilled, then also 
f%: NV 11x&(4 - x&II2 > t> -S(N+@O 
for every solution of the approximative problem. 
Proof. First, since we obtain from the triangular inequality that 
I s 





g (x, 4 W4 - xin& 
s 
g (x, 4 Wz) 
FN 
relation (18) follows from [lo, Lemma 4], [ll, Lemmas 2,5 and 61, [S, Theorem 2) and relation (14), 
Lemmas 2.2, 2.4 and 2.6 of this paper. 
So it remains to prove the second assertion of Theorem 3.3. Since we obtain from the 
assumptions that Sg (x, z)dF(z) is a strongly convex function, X,(a) a convex set [15] for every 
c1 E (0, l), X,(E) c XF(a - t), for t > 0, cc - t > 0 the next system of inequalities hold, 
llXF,(~) - XF(4 II 2 
d 21 /Ix&) - +(a - t)l12 + IlXP(4 - XF(~ - t>ll’) 
+ lEFNdxd4> 5) - &gM4,4)1 
+ Is sM4,z)dF(z) - g(x,(a - t),z)df’(z) s + g M4 2) @‘(z) - s g Cd@ - $4 dF(z) II , 
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in the case when XFy(a) = X(a - Q (&Ax&), 5) = CJ g(X,z) dJ’(41x=xf,w, &,d+v(4> 5) = 
CS s(x,~)dFN(z)lx=,,,~(,,.) 
We get the assertion now already from relation (18), [ll, Lemmas 2, 5-71, [S, Theorem 21, 
Lemmas 2.2, 2.4 and 2.6 of this paper and the substitution t:= t/N”. 0 
Remark. The detailed proof is for independent random samples and random samples fulfilling the 
condition of @mixing given in [ 121 and [ 131 . 
Theorem 3.3 shows that, generally, the interval for v is smaller in the case of the deterministic 
equivalent II. This is caused by the perturbation of the constraint set X(a) L-11, Lemma 61. 
3.2. Nonstationary case 
So far we have dealt with a stationary random sequence { ck > l=? r13. Now we shall present a result 
for the nonstationary case. We restrict our consideration to the case of the deterministic equivalent 
I and assume relation (12) to be fulfilled. 
Theorem 3.4. Let X be a compact set, t > 0 arbitrary. Assume 
(1) gfulJilsrelation(12),wherehT,gT,i= 1,2, . . . , sI, are continuous, real-valuedfunctions defined 
on E, or E,, IhT(x)l d M, i = 1,2, . . . ,sl, x E E,, 
(2) EgT(ck) = pi = EgT(t), i = 1,2, . . . ,sI, k = 1,2, . . . , /pi E (- SO, + CO), 
(3) El(gT(tk) - pi) (gT(tk’“) - ~i)l < M(u) for all k = 1,2, . . . , u = 1,2, . . . , i = 1,2, . . . ,~1, 
where M(u) are real-valued constants, 
then 
(a) if M(u) fuels the condition M(u) -+CU+scIJ 0, it holds that 
(b) if lim supN_oo (l/N) cFZ1 (N - U) M(u) < + co, v E (O,+), it holds that 
Proof. Since assertion (a) was already proved in [9], it remains to study case (b) only. It is easy to 
see that we obtain successively 
g(X,Z)dFN(Z) -,‘$ 
s 
0 (x, z) dF,(z) - 
s 
g(x, z) dF(z) > t for at least one x E X 
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G P{u: z lhT(x)l 1 [g:(z)dF,(z) - [g:(z)dF(z) > t for at least one x E X 
1 c i=l IJ J 






co: 1 IMI g:(z)dFN(z) - gT(z)dF(z) 
i=l IJ J 
Employing the Chebyshev inequality we also obtain that 
where the symbol D(.) denotes the variance. Now it is already sufficient to use the substitution 
t:= t/N” and commonly known convergence properties of the corresponding elementary func- 
tion. 0 
Remarks. (1) Setting s1 = S, gi(z) = zi, z = (zl, . . . , z,) in Theorem 3.4 we obtain a linear problem. 
(2) If M(u) < q” for a q E (0, l), then assumption (b) of the assertion is fulfilled. 
(3) If hT, i = 1, . . . ,sl, are convex functions, X a convex set, and if there exists an 
i e {1,2, . . . , s> such that hT is a strongly convex function on X, then we obtain similar results for 
IIXFN - xr 112, too. 
4. Conclusion 
We have dealt with statistical estimates of the optimal value and optimal solution in stochastic 
programming problems in this paper. We have considered the case of empirical distribution 
function replacing the unknown theoretical one. In detail, we have studied the behaviour of the 
optimal value and the optimal solution estimates with respect to some types of dependent random 
samples. We have proved that the convergence rate is “quite good” if there is only “weak 
dependence”. Especially this holds if the corresponding dependence is a decreasing function of time. 
(It corresponds, for example, to agricultural data, weather data, water resources and quality of 
products, etc.) Consequently, we have justified the frequent neglection of the “weak dependence” in 
practice. 
Finally, we shall give a survey of the intervals for v (i.e., (v, 5) such that relations (5) and (6) hold 
for v E (g, V)). Of course, this survey will be given without repeating the assumptions in detail. 
(i) (g, V) = (0,f) for 
(1) deterministic equivalent I with rather general S and {t”>z=? m either (a) a sequence of 
independent random vectors, or (b) an m-dependent random sequence for some natural m, 
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(2) the deterministic equivalent I with S in the form (12) and {t”>F= _ Jj fulfilling the Q-mixing 
condition, 
(3) the deterministic equivalent I with g in the form (12) and { <“} F= ~ a a nonstationary random 
sequence (special case). 
(ii) (g, 6) = (O,$(l - y)) f or e erministic equivalent I with quite general ,$j and {[“},‘=3c_ 2 an d t 
absolutely regular random sequence, P(N) = NY, for a 7 E (0,l). 
(iii) (r~, V) = (0, l/21) for the deterministic equivalent II and {t”}p= _ z fulfilling either (a) an 
independent random sequence, or (b) an m-dependent random sequence for a natural number m. 
(iv) (ZJ, U) = (0, (1 - y)/21) for the deterministic equivalent II and { [“} CT_ 3i an absolutely regular 
random sequence, b(N) = W for a 7 E (0,l). 
(v) (g, 6) = (0, l/(n + 2)1) for deterministic equivalent II and { <“> ,‘_“_ 3. fulfilling the Q-mixing 
condition. 
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