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We study the dynamics of a two-level crossing model with a parabolic separation of the diabatic energies. The
solutions are expressed in terms of the tri-confluent Heun equations — the generalization of the confluent hyper-
geometric equations. We obtain analytical approximations for the state populations in terms of Airy and Bessel
functions. Applicable expressions are derived for a large part of the parameter space. We also provide simple
formulas which connect local solution in different time regimes. The validity of the analytical approximations
is shown by comparing them to numerical simulations.
I. INTRODUCTION
Level crossing models are crucial for the understanding of
non-adiabatic transitions in physics, chemistry and biology
[1]. The best known and probably most widely studied level-
crossing model is the Landau-Zener model, which was for-
mulated by Landau in 1932 for analyzing atomic collisions in
both near-sudden [2] and near-adiabatic limits [3], and was
subsequently solved by Zener using parabolic cylinder func-
tions [4]. At around the same time, Stu¨ckelberg derived a
sophisticated tunneling formula based on analytical continu-
ation of the semi-classical WKB solutions across the Stokes
lines [5], and Majorana derived the transition probability for-
mula independently using integral representation of the sur-
vival amplitude in connection with the dynamics of a spin-
1/2 in a time-varying magnetic field [6]. The Landau-Zener
model assumes a constant coupling between bare states in the
diabatic basis and a linearly varying separation of diabatic en-
ergies [7]. The tunneling probability exp(−ζ) in the Landau-
Zener model only depends on a single dimensionless parame-
ter ζ ≡ 2pi f 2/(~|(F1 − F2)V |), where f is the coupling matrix
element in the diabatic basis, F1 and F2 are the slopes of the
intersecting diabatic potential curves, and V is the velocity of
the perturbation variable, e.g., the relative collision velocity
[8]. Since Landau, Zener, Stu¨ckelberg and Majorana’s pio-
neering works, the linear two-state model has been applied to
atomic [9, 10] and molecular collisions [11], atoms in intense
laser fields [12, 13], spin tunneling in molecular nano-magnets
[14], tunneling of Bose-Einstein condensates in accelerated
optical lattices [15], and optical tunneling in waveguide arrays
[16].
Although the Landau-Zener model has achieved great suc-
cess over the last century, there are indeed cases where the as-
sumption of linear crossing between the diabatic states breaks
down. To be more precise, one may employ the Stu¨ckelberg
tunneling formula to the individual tunneling events [5, 17], as
long as any pair of Landau-Zener crossings are well-separated
from each other. In other words, for cases in which the cross-
ing points merge together as a result of external electric or
magnetic fields, the Landau-Zener linearization fails, and the
linear-dependence of diabatic energies should be replaced by
a parabolic one [18]. The parabolic model was first introduced
∗ Corresponding author. Email: yangbrookchen@yahoo.co.uk
by Bikhovskii, Nikitin and Ovchinnikova in 1965 in the con-
text of slow atomic collisions [19] and later re-evaluated by
Delos and Thorson [20, 21] and Crothers [22–24] in vari-
ous limits. Two decades later, Shimshoni and Gefen incor-
porated environment-induced dissipation and dephasing into
the parabolic model [25]. Suominen derived analytical ap-
proximations for the final state populations [26], and applied
the results to the dynamics of cold atoms in magnetic traps
[27]. In the same period, Zhu and Nakamura derived an exact
formula for the scattering matrices in terms of a convergent
infinite series, in which the coefficients satisfy a five-term re-
cursion relation [28–32]. Nakamura and co-workers applied
the results to laser assisted surface ion neutralization [33] and
the laser-controlled photochromism in functional molecules
[34]. Over the last decade, Lehto incorporated super-parabolic
level-glancing effects into the parabolic model [35, 36], and
studied complete population inversion due to phase-jump cou-
plings [37]. Zhang and co-workers described the popula-
tion dynamics of driven dipolar molecules in the parabolic
level-glancing model in terms of the confluent Heun functions
[38]. Recently, the parabolic model has found applications
in topological systems, including the interband tunneling of
fermionic atoms near the merging transition of Dirac cones
in tunable honeycomb optical lattices [39], and the interband
tunneling of two-dimensional electrons near the topological
transition in type II Weyl semimetals [40].
The dynamics of the parabolic level-crossing model, prob-
ably unknown to most physicists, may be written in terms of
the tri-confluent Heun function [41], which is derived from the
general Heun function [42] by the coalescence of three finite
regular singularities with infinity. Unlike the parabolic cylin-
der function appearing in the Landau-Zener model, compre-
hensive information on the asymptotic behavior of confluent
Heun functions, in general, does not exist. The main difficulty
is due to the fact that the Heun functions do not possess any
integral representations in terms of simpler special functions.
Hence, Majorana’s integral representation method is not ap-
plicable for determining the transition probability at infinity.
Nevertheless, in the subsequent sections, we will show that
valuable analytical approximations which only involves ordi-
nary special functions can still be obtained in a large part of
parameter space.
The paper is organized as follows: In Section II, we intro-
duce the parabolic level-crossing model in the context of a
two-level atom driven by a classical laser field, in which the
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2laser detuning varies quadratically with time, and the Rabi fre-
quency at resonance is time-independent. We express the final
state population in terms of a single Stokes multiplier. In Sec-
tion III, we derive analytical approximations for the transition
amplitudes in both short- and long-time regimes. The valid-
ity of the analytical approximations is tested via comparisons
with numerical results. We also discuss a way to connect ana-
lytical solutions in different time regimes. Finally, in Section
IV, we conclude our studies, and discuss extensions of the re-
sults to other level-crossing models.
II. THE PARABOLIC MODEL
Within the rotating-wave approximation, the wave ampli-
tudes of a two-level atom dipole-interacting with a classical
electric field are governed by the following coupled equations
(details are provided in Appendix A)
i
da1
dt
= −∆
2
a1 + f a2, i
da2
dt
= f ∗a1 +
∆
2
a2, (1)
where ∆ is the laser detuning, and f is the Rabi frequency at
resonance. After applying the transformations a1 = C1e
i
2
∫ t
0 ∆ds
and a2 = C2e−
i
2
∫ t
0 ∆ds, the coupled equations becomes
i
dC1
dt
= f e−i
∫ t
0 ∆dsC2, i
dC2
dt
= f ∗ei
∫ t
0 ∆dsC1, (2)
or equivalently
d2C1
dt2
+
(
i∆ − f˙
f
)
dC1
dt
+ | f |2C1 = 0, (3a)
d2C2
dt2
−
(
i∆ +
f˙ ∗
f ∗
)
dC2
dt
+ | f |2C2 = 0, (3b)
where C1 and C2 satisfy the normalization condition |C1|2 +
|C2|2 = 1. The problem of non-adiabatic transition is to de-
termine the transition probability |C1(∞)|2, subjected to the
conditions |C1(−∞)| = 0 and |C2(−∞)| = 1. Using the change
of variable C1 = U1 exp{− 12
∫ t
0 pds}, where p ≡ i∆ − f˙ / f , we
obtain the Schro¨dinger form of Eq. (3a)
d2U1
dt2
+ J(t)U1 = 0, (4a)
J(t) = | f |2 − 1
2
d
dt
(
i∆ − f˙
f
)
− 1
4
(
i∆ − f˙
f
)2
. (4b)
In the conventional Landau-Zener model, the laser detuning
varies linearly with time, ν ≡ αt, and the the Rabi frequency
at resonance is time-independent, which yields
d2U1
dt2
+
(
| f |2 − iα
2
+
α2t2
4
)
U1 = 0. (5)
Eq. (5) becomes the parabolic cylinder equation U′′1 + (n +
1
2 −
1
4 z
2)U1 = 0 via the change of variables z ≡ e−ipi/4α1/2t and
n ≡ i| f |2/α. The transition probability |C1(∞)|2 can be ob-
tained from the asymptotic expansions of the parabolic cylin-
der function (details are provided in Appendix B).
In contrast to the conventional Landau-Zener model, the
laser detuning in the parabolic model varies quadratically with
time, ∆ ≡ αt + 12βt2, and the Rabi frequency at resonance is
time-independent, which yields
d2U1
dt2
+
(
| f |2 − iα
2
− iβt
2
+
α2t2
4
+
αβt3
4
+
β2t4
16
)
U1 = 0. (6)
Eq. (6) may be transformed into the canonical form of tri-
confluent Heun equation. Let us perform the transformation
z ≡ h−1(t + α/β) with h6 = − 94λ−2 and λ ≡ β/4, then Eq. (6)
becomes the second canonical form of the tri-confluent Heun
equation (THE2 equation) [41]
d2U1
dz2
+
(
µ − ξ
2
4
+ νz − 3
2
ξz2 − 9
4
z4
)
U1 = 0, (7a)
µ ≡
(
| f |2 + α
4
16β2
)
h2 +
ξ2
4
, ν = 3, ξ ≡ −3
(
α
hβ
)2
, (7b)
which may be transformed into the first canonical form of the
tri-confluent Heun equation (THE1 equation) [41]
d2V1
dz2
+ (ξ + 3z2)
dV1
dz
+ (µ + (ν − 3)z)V1 = 0, (8)
via the transformation U1 = e−
1
2 (z
3+ξz)V1. To be precise and for
later convenience, we define h ≡ eipi/6(3/2λ)1/3 for λ > 0, and
define LU1(µ, ν, ξ; z) = U1(ω4µ, ω3ν, ω2ξ;ωz) for ω = eipi/3.
Similar to Ziner’s approach to the linear level-crossing
model [4], the transition probability may be derived from the
asymptotic expansions of the tri-confluent Heun function at
different sectors in the complex plane. The THE2 equation
has two independent solutions T1(µ, ν, ξ; z) and T2(µ, ν, ξ; z),
where T1(µ, ν, ξ; z) has the following asymptotic expansion in
the sector | arg z| < pi2 [41]
T1(µ, ν, ξ; z) = e−
1
2 (z
3+ξz)z
ν
3−1
∑
k≥0
ak(µ, ν, ξ)z−k, (9)
and T2(µ, ν, ξ; z) has the following asymptotic expansion in the
sector pi2 < arg z <
3pi
2 [41]
T2(µ, ν, ξ; z) = T1(µ,−ν, ξ;−z)
= e
1
2 (z
3+ξz)z−
ν
3−1
∑
k≥0
(−1)kak(µ,−ν, ξ)z−k, (10)
where a0(µ, ν, ξ) = 1, a1(µ, ν, ξ) = −µ/3, a2(µ, ν, ξ) = 118 (µ2 +
ξ(ν−3)) and ak(µ, ν, ξ) satisfies the following four-term recur-
sion relation [41]
3(k + 3)ak+3 + µak+2 + ξ(k + 2 − ν/3)ak+1
+(k + 1 − ν/3)(k + 2 − ν/3)ak = 0. (11)
For t → −∞, we have z = −h−1|t+α/β| and arg z = 5pi6 . Hence,
we may use the solution T2(µ, ν, ξ; z) = T1(µ,−ν, ξ;−z), so that
U1(t → −∞) = A1T1(µ,−ν, ξ; h−1|t + α/β|)
≈ A1(β/6)− 23 e−i(
β
12 t
3+ α4 t
2− 16 α
3
β2
− pi3 )t−2. (12)
3Using the relation C1 = U1 exp{− i2
∫ t
0 (αs+
β
2 s
2)ds}, we obtain
C1(t → −∞) ≈ A1(β/6)− 23 e−i(
β
6 t
3+ α2 t
2− 16 α
3
β2
− pi3 )t−2, (13a)
C˙1(t → −∞) ≈ −3i(β/6) 13 A1e−i(
β
6 t
3+ α2 t
2− 16 α
3
β2
− pi3 ). (13b)
The constant A1 is determined by |C˙1| = | f C˙2| = | f |, which
yields A1 =
| f |
3 (
β
6 )
− 13 . The large |t| solutions Eqs. (13a) and
(13b) can also be obtained from the method of direct integra-
tion (details are provided in Appendix C). For t → ∞, we
have z = h−1(t + α/β) and arg z = −pi/6. Hence, Eq. (10),
the asymptotic expansion for T2(µ, ν, ξ; z) may not be used. In
order to evaluate T2(µ, ν, ξ; z) for t → ∞, we have to use the
connection formula [41]
T2(µ, ν, ξ; z) = LT1(µ, ν, ξ; z) − LC(µ, ν, ξ)T1(µ, ν, ξ; z), (14)
where LC(µ, ν, ξ) ≡ C(ω4µ,−ν, ω2ξ). C(µ, ν, ξ) is the Stokes
multiplier which connects the asymptotic expansions of U1(z)
at different sectors, and is an entire function of µ, ν and ξ [43].
For t → ∞, we have arg(h−1(t + α/β)) = − pi6 and arg(ωh−1(t +
α/β)) = pi6 . Hence, we may use the asymptotic expansion of
T1(µ, ν, ξ; z) and obtain
U1(t → ∞) ≈ A1[(β/6)− 23 e−i(
β
12 t
3+ α4 t
2− 16 α
3
β2
+ pi3 )t−2
−C(ω4µ,−ν, ω2ξ)ei(
β
12 t
3+ α4 t
2− 16 α
3
β2
)]. (15)
Using the relation C1 = U1e−i(
β
12 t
3+ α4 t
2), we obtain
C1(t → ∞) ≈ −A1C(ω4µ,−ν, ω2ξ)e−i
α3
6β2 , (16)
which yields |C1(∞)|2 = |A1C(ω4µ,−ν, ω2ξ)|2. Hence, the fi-
nal transition probability |C1(∞)|2 depends only on the Stokes
multiplier C(µ, ν, ξ). However, it is in general not an easy task
to obtain exact formulas for the Stokes multipliers. Although
Zhu and Nakamura derived an exact formula for the Stokes
multipliers in terms of a sophisticated infinite series generated
by a five-term recursion relation [44], a compact formula for
the final transition probability which is similar to the Landau-
Zener formula has not yet existed. In the following section,
we derive concise and explicit expressions for the transition
dynamics in the parabolic model, and provide an analytical
approximation for connecting solutions of the transition am-
plitude in different time regimes.
III. ANALYTICAL APPROXIMATIONS FOR THE
TRANSITION AMPLITUDE
In the last section, we have shown that the dynamics of a
two-level atom dipole-interacting with an off-resonant clas-
sical electric field with constant amplitude and parabolic de-
tuning can be solved in terms of the tri-confluent Heun func-
tions. We discussed the relationship between the final tran-
sition probability and the Stoke multipliers which connect
asymptotic expansions of the tri-confluent Heun functions.
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FIG. 1. The transition probability |U1(t)|2 subjected to the initial con-
ditions |U1(ti)| = 0 and |U˙1(ti)| = | f |. Exact solution of Eq. (3a) is
depicted in blue, approximate solution of the homogeneous equation
U¯′′1 = zU¯1 is depicted in red solid line, and the analytical approxima-
tion to Eq. (20), which is given by Eq. (22), is depicted in red dashed
line. Here, ti = −1, t f = 2, | f | = 1, α = 0.2 and β = 2.
However, due to mathematical difficulties involved, it is better
to develop analytical approximations to the transition ampli-
tudes, rather than to solve the connection problem rigorously.
To begin with, let us rewrite Eq. (6), the differential equa-
tion which governs U1, as
d2U1
dτ2
+
| f |2 − iβτ2 + β216
(
τ2 − α
2
β2
)2 U1 = 0, (17)
where τ ≡ t + α/β. From Eq. (17), we see that the sign of α/β
does not alter the nature of the equation. Hence, without loss
of generality, we may assume that α/β is a positive number.
Eq. (17) can also be rewritten as
d2U1
dτ2
+
(
| f |2 + α
4
16β2
− iβτ
2
− α
2τ2
8
+
β2τ4
16
)
U1 = 0. (18)
For large α/β, we compare the last two terms in Eq. (18).
The short time regime is defined by β2τ4/16 / α2τ2/8, i.e.,
|t| / t∗ ≈ α/β; whereas the long time regime is defined by
β2τ4/16 ' α2τ2/8, i.e., |t| ' t∗. In the short time regime, the
quadratic term is dominant in Eq. (18). Hence, the transition
dynamics can be described by the Landau-Zener formula, and
solved via the parabolic cylinder functions. But for small α/β,
we should compare the third and the last terms in Eq. (18).
Hence, the short time regime is defined by β2τ4/16 / |βτ|/2,
i.e., |τ| / 2|β|−1/3; whereas the long time regime is defined by
|τ| ' 2|β|−1/3. In the short time regime, the linear term is dom-
inant in Eq. (18). Hence, the transition dynamics is solved via
the Airy functions, which is different from that obtained from
the Landau-Zener formula. In the long time regime where the
quartic term is dominant in Eq. (18), the transition dynamics
can be solved via the Bessel functions.
In the following subsections, we discuss in detail the ana-
lytical approximations for the transition amplitude in different
time regimes.
4A. Dynamics in the short-time regime for small α/β
In this subsection, we analyze the dynamics for the transi-
tion amplitude in the time regime |t| / t∗, so that β2τ4/16 /
α2τ2/8. We require |α| / √2β2/3, so that α2τ2/8 / |βτ|/2 is
satisfied. We may rewrite Eq. (18) as
d2U1
dτ2
+
(
| f |2 + α
4
16β2
− iβτ
2
)
U1 =
(
α2τ2
8
− β
2τ4
16
)
U1, (19)
where the right-hand side of Eq. (19) is regarded as a known
function of τ. Let us denote z = ( iβ2 )
1
3 [τ+ 2i
β
(| f |2 + α416β2 )], then
we obtain τ = ( iβ2 )
− 13 z − 2i
β
(| f |2 + α416β2 ) and
d2U1
dz2
− zU1 =
{
1
4
( iβ
2
)2/3
[(z − z+)(z − z−)]2 + α
4
16β2
}
U1
≡ pi4(z)U1, (20)
where z± ≡ ( iβ2 )1/3(2iγ ± 1)αβ and γ ≡ 1α (| f |2 + α
4
16β2 ). From
Eq. (20), we see that the homogeneous equation U¯′′1 = zU¯1 is
solved by the Airy functions Ai(z) and Bi(z). To be specific,
we define the cubic root of iβ2 as e
±i pi6 ( |β|2 )
1
3 for β = ±|β|, so that
arg z ∈ ( pi6 , 7pi6 ) for β > 0 and arg z ∈ (− 7pi6 ,− pi6 ) for β < 0. The
particular solution of Eq. (20) is given by
U1p(z) = −Ai(z)
∫ z
z0
Bi(ζ)pi4(ζ)U¯1(ζ)
W {Ai(ζ),Bi(ζ)} dζ
+ Bi(z)
∫ z
z0
Ai(ζ)pi4(ζ)U¯1(ζ)
W {Ai(ζ),Bi(ζ)} dζ, (21)
where W {Ai(ζ),Bi(ζ)} = 1/pi is the Wronskian of Ai(ζ) and
Bi(ζ). As the homogeneous solution U¯1(z) is a linearly combi-
nation of Ai(z) and Bi(z), we need to evaluate integrals of the
form
∫
zny2dz and
∫
zny1y2dz, where y refers to Ai(z) or Bi(z)
respectively. After integration, Eq. (20) is solved by (details
can be found in Appendix D)
U1(z) ≈
(
1 − 1
2
dG(z)
dz
)
U¯1(z) + G(z)U¯′1(z), (22)
where U¯1(z) ≡ c1 Ai(z)+c1 Bi(z) with c1 and c2 being arbitrary
constants, and
G(z) =
1
4
( iβ
2
)2/3 [ z4
9
− 2az
3
7
+
a2 + 2b
5
z2
+
(
4
9
− 2ab
3
)
z + b2 − 6a
7
]
+
α4
16β2
, (23)
where a ≡ z+ + z− and b ≡ z+z−. In Fig. 1, we compare the
analytical approximation of the transition probability with the
numerical solution. The result shows that the transition proba-
bility is well-described by Eqs. (22) and (23) in the short-time
regime for small α/β.
B. Dynamics in the short-time regime for large α/β
In this subsection, we analyze the dynamics for the transi-
tion amplitude in the time regime |t| / t∗, so that β2τ4/16 /
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FIG. 2. The transition probability |U1(t)|2 subjected to the initial con-
ditions |U1(ti)| = 0 and |U˙1(ti)| = | f |. Exact solution of Eq. (3a) is
depicted in blue, approximate solution of the homogeneous equation
U¯′′1 = (a +
1
4 z
2)U¯1 is depicted in red solid line, and the analytical
approximation to Eq. (25), which is given by Eq. (27), is depicted in
red dashed line. Here, | f | = 1, α = 2, and β = 0.2.
α2τ2/8. We require |α| ' √2β2/3, so that α2τ2/8 ' |βτ|/2 is
satisfied. In this regime, it is better to use the original equation
which governs U1. From Eq. (6), we obtain
d2U1
dt2
+
(
| f |2 − iα
2
+
α2t2
4
)
U1 ≈
(
iβt
2
− αβt
3
4
)
U1, (24)
where the right-hand side of Eq. (24) is regarded as a known
function of t. Let us denote z = e−ipi/4α1/2t, then we obtain
d2U1
dz2
−
(
a +
z2
4
)
U1 ≈
(
− z
2z∗
+
z3
4z∗
)
U1 ≡ pi3(z)U1, (25)
where a ≡ −i| f |2/α− 1/2 and z∗ ≡ e−ipi/4α3/2/β. The homoge-
neous equation U¯′′1 = (a +
1
4 z
2)U¯1 is solved by the parabolic
cylinder functions U(a,±z) and U(−a,±iz). We choose the
pair of linearly independent solutions as {U(a, z),U(−a,∓iz},
where the plus and minus signs are for α > 0 and α < 0 re-
5spectively. The particular solution of Eq. (25) is given by
U1p(z) = −U(a, z)
∫ z
z0
U(−a,∓iζ)pi3(ζ)U¯1(ζ)
W {U(a, ζ),U(−a,∓iζ)}dζ
+ U(−a,∓iz)
∫ z
z0
U(a, ζ)pi3(ζ)U¯1(ζ)
W {U(a, ζ),U(−a,∓iζ)}dζ, (26)
where W {U(a, ζ),U(−a,∓iζ)} = ±ie∓ipi( a2 + 14 ) is the Wronskian
of U(a, ζ) and U(−a,∓iζ). As the homogeneous solution
U¯1(z) is a linearly combination of U(a, z) and U(−a,∓iz), we
need to evaluate integrals of the form
∫
zny2dz and
∫
zny1y2dz,
where y refers to U(a, ζ) or U(−a,∓iζ) respectively. After in-
tegration, Eq. (25) can still be solved by (details can be found
in Appendix D)
U1(z) ≈
(
1 − 1
2
dG(z)
dz
)
U¯1(z) + G(z)U¯′1(z), (27)
where U¯1(z) ≡ c1U(a, z) + c2U(−a,∓iz) with c1 and c2 be-
ing arbitrary constants, and G(z) = −(6 + 8a − z2)/(6z∗). As
we can see from Fig. 2a, the Landau-Zener solution |U¯1(z)|2 =
|c1U(a, z) + c2U(−a,∓iz)|2 coincides with the exact result of
the transition probability obtained from Eq. (17), but the an-
alytical approximation Eq. (27) does not provide better result
than the Landau-Zener solution. In Fig. 2b, we compare the
transition probability obtained from |U¯1(z)|2 with the exact so-
lution, and the result shows that the final transition probability
is well-described by the Landau-Zener formula in the whole-
time range for large α/β.
C. Dynamics in the long-time regime
In this subsection, we analyze the dynamics for the transi-
tion amplitude in the time regime |t| ' t∗, so that β2τ4/16 '
α2τ2/8. We may rewrite Eq. (18) as
d2U1
dτ2
+
β2τ4
16
U1 =
(
−| f |2 − α
4
16β2
+
iβτ
2
+
α2τ2
8
)
U1
≡ pi2(τ)U1, (28)
where the right-hand side of Eq. (28) is regarded as a known
function of τ. The homogeneous equation U¯′′1 = − 116β2τ4U¯1
is solved by the Bessel functions of order 1/6, that is, w1 ≡√
τJ1/6(βτ3/12) and w2 ≡ √τJ−1/6(βτ3/12). The particular
solution of Eq. (28) is given by
U1p(τ) = −w1(τ)
∫ τ
τ0
w2(τ′)pi2(τ′)U¯1(τ′)
W {w1(τ′),w2(τ′)} dτ
′
+ w2(τ)
∫ τ
τ0
w1(τ′)pi2(τ′)U¯1(τ′)
W {w1(τ′),w2(τ′)} dτ
′, (29)
whereW {w1(τ),w2(τ)} = −3/pi is the Wronskian of w1(τ) and
w2(τ). As the homogeneous solution U¯1 is a linearly combi-
nation of w1 and w2, we need to evaluate integrals of the form
In ≡
∫
τnw2dτ and Jn ≡
∫
τnw1w2dτ, where w refers to w1 or
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FIG. 3. The transition probability |U1(t)|2 subjected to the initial con-
ditions |U1(ti)| = 0 and |U˙1(ti)| = | f |. Exact solution of Eq. (17) is
depicted in blue, approximate solution of the homogeneous equation
U¯′′1 = − 116β2τ4U¯1 is depicted in red solid line, and the analytical
approximation to Eq. (28), which is given by Eqs. (30) and (32), is
depicted in red dashed line. Here, ti = −5, t f = −1, | f | = 1, α = 1,
and β = 2.
w2 respectively. After integration, Eq (29) is solved by (details
can be found in Appendix D)
U1(τ) ≈
(
1 − 1
2
dG(τ)
dτ
)
U¯1(τ) + G(τ)U¯′1(τ), (30)
where U¯1(τ) = c1
√
τJ1/6
(
βτ3/12
)
+ c2
√
τJ−1/6
(
βτ3/12
)
with
c1 and c2 being arbitrary constants, and
G(τ) =
(
| f |2 + α
4
16β2
)
τ3
3 2
F3
1, 56 ; 76 , 86 , 96 ;−
(
βτ3
12
)2
− iβ
2
τ4
12 2
F3
1, 1; 86 , 96 , 106 ;−
(
βτ3
12
)2
− α
2
8
τ5
30 2
F3
1, 76 ; 96 , 106 , 116 ;−
(
βτ3
12
)2 . (31)
Here pFq(a1, · · · , ap; b1, · · · , bq; z) is the generalized hyper-
geometric function of order p, q, and G(τ) has the following
asymptotic expansion in the limit τ→ ∞
G(τ) ≈ α
2
β2τ
. (32)
As we can see from Fig. 3, the analytical approximation of the
transition probability |U1|2, which is determined by Eq. (30)
with G(τ) ≈ α2/β2τ−1, agrees with the exact result in the long-
time regime.
D. Analytical Approximations to the Connection Problem
In the last subsections, we have studied the dynamics for the
transition amplitude in both short- and long-time regimes. In
this subsection, we focus on the problem of connecting differ-
ent local solutions of the transition dynamics. As we showed
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FIG. 4. The transition probability |U1(t)|2 subjected to the initial conditions U1(ti) = 0 and U˙1(ti) = | f |. Exact solution of Eq. (33) is depicted
in blue, and the analytical approximations of the transition probability are depicted in red solid lines. In Fig. 4a, U (III)1 = c
(III)
1
√
tJ1/6(βt3/12) +
c(III)2
√
tJ−1/6(βt3/12); whereas in Fig. 4b, U
(III)
1 = ρe
iS + c(III)1
√
tJ1/6(βt3/12) + c
(III)
2
√
tJ−1/6(βt3/12). Here, | f | = 1, α = 0, β = 2, t1 = −3.2097,
t2 = 2.0335, and t∗ = (2/λ)
1
3 = 1.5874.
in Fig. 2b, the transition dynamics for large α/β can be well-
described by the Landau-Zener formula. Hence, we concen-
trate on the transition dynamics for small α/β. Without loss of
generality, we only consider the parabolic glancing case with
α = 0. Then Eq. (17) may be written as
d2U1
dt2
+
(
| f |2 − 2iλt + λ2t4
)
U1 = 0, (33)
where λ ≡ β/4. Substitution of U1 ≡ ρeiS into Eq. (33) yields
the following set of differential equations
1
ρ
d2ρ
dt2
−
(
dS
dt
)2
+ | f |2 + λ2t4 = 0, (34a)
d
dt
(
ρ2
dS
dt
)
− 2λtρ2 = 0, (34b)
where the initial conditions are ρ(−∞) = 0 and ρ˙(−∞) = 1. In
the long time limit, we expect that the transition probability
ρ2 = |U1|2 converges toward a stationary value. Hence, we
assume ρ¨ ≈ 0 and S˙ 2 = | f |2 + λ2t4 in Eq. (34a), which yields
S (t) ≈ λt3/3 + S 0 and ddt
(
ρ2
√| f |2 + λ2t4) = 2λtρ2. A direct
computation yields
ρ(t) ≈ ρ f√
2
√
1 +
λt2√| f |2 + λ2t4 ≡ ρ f F(t). (35)
where ρ ≈ ρ f (1 − | f |22λ2 t−4) and ρ˙ ≈ − 2| f |
2
λ2
ρ f t−5 in the long-time
limit. We will use this solution in later discussions.
As we have discussed in the last subsections, the transi-
tion dynamics for the parabolic-glancing case can be well-
approximated by the Airy and Bessel functions in the short-
and long-time regimes. Hence, we only need to connect
the local solutions at two critical times t1 and t2 — for t ∈
(−∞, t1], we have U(I)1 = c(I)1 w1(t)+c(I)2 w2(t); for t ∈ [t1, t2], we
have U(II)1 = c
(II)
1 Ai(z) + c
(II)
2 Bi(z) with z ≡ ( iβ2 )1/3(t + 2iβ | f |2);
and for t ∈ [t2,∞), we have U(III)1 = c(III)1 w1(t) + c(III)2 w2(t),
where w1 ≡
√
tJ1/6(βt3/12) and w2 ≡
√
tJ−1/6(βt3/12). Then
the connection formulas for the transition amplitudes are
U(I)1 = U
(II)
1 , U˙
(I)
1 = U˙
(II)
1 , for t = t1; (36a)
U(II)1 = U
(III)
1 , U˙
(II)
1 = U˙
(III)
1 , for t = t2. (36b)
A direct computation yields
c(I)1 = −
| f |w2(ti)
W {w1(ti),w2(ti)} , c
(I)
2 =
| f |w1(ti)
W {w1(ti),w2(ti)} , (37a)
c(II)1 =
U(I)1 (t1)
d
dt Bi(z(t1)) − U˙(I)1 (t1) Bi(z(t1))
W {Ai(z(t1)),Bi(z(t1))} , (37b)
c(II)2 =
U˙(I)1 (t1) Ai(z(t1)) − U(I)1 (t1) ddt Ai(z(t1))
W {Ai(z(t1)),Bi(z(t1))} , (37c)
c(III)1 =
U(II)1 (t2)w˙2(t2) − U˙(II)1 (t2)w2(t2)
W {w1(t2),w2(t2)} , (37d)
c(III)2 =
U˙(II)1 (t2)w1(t2) − U(II)1 (t2)w˙1(t2)
W {w1(t2),w2(t2)} , (37e)
where W {Ai(z(t)),Bi(z(t))} = (iβ/2)1/3/pi is the Wronskian
of Ai(z(t)) and Bi(z(t)), w˙1(t) = λt5/2J−5/6(λt3/3), w˙2(t) =
λt5/2J5/6(λt3/3), and W {w1(t),w2(t)} = −3/pi is the Wron-
skian of w1(t) and w2(t). Hence, the dynamics of the transition
amplitude is determined up to two critical times t1 and t2. As
7we can see from Eq. (33), the long-time limit is determined by
λ2t4  2λt, which yields t  (2/λ)1/3; whereas the short-time
limit is determined by λ2t4  2λt, which yields t  (2/λ)1/3.
Hence, we may approximate the critical times t1 and t2 by
−(2/λ)1/3 and (2/λ)1/3 respectively. In Fig. 4a, we compare
the analytical approximation |U1|2 = |U(I)1 |2∪|U(II)1 |2∪|U(III)1 |2
of the transition probability with the numerical solution of
Eq. (33). The result shows that the transition probability is
well-described by |U(I)1 |2 ∪ |U(II)1 |2 for t ∈ (−∞, t2). But for
t ∈ [t2,∞), the transition probability, which approaches a non-
zero limiting value in the long-time limit, may not be well-
described by |U(III)1 |2, as the Bessel function approaches zero
at t → ∞, e.g., w1(t) =
√
tJ1/6(
β
12 t
3) ≈
√
6
piλ
t−1 cos( β12 t
3 − pi3 ).
In order to fix this problem, we modify the transition ampli-
tude U(III)1 by replacing c
(III)
1 w1 + c
(III)
2 w2 by ρe
iS + c(III)1 w1 +
c(III)2 w2, where S ≈ λt3/3+S 0 and ρ is determined by Eq. (35).
A direct computation yields
ρ f =
=U(II)1 (t2)
F(t2)
√√
1 +
1
S˙ 2(t2)
=U˙(II)1 (t2)=U(II)1 (t2) −
F˙(t2)
F(t2)
2, (38a)
S 0 = cot−1
 1S˙ (t2)
=U˙(II)1 (t2)=U(II)1 (t2) −
F˙(t2)
F(t2)
 − λt323 , (38b)
c(III)1 =
U˜(II)1 (t2)w˙2(t2) − ˙˜U(II)1 (t2)w2(t2)
W {w1(t2),w2(t2)} , (38c)
c(III)2 =
˙˜U(II)1 (t2)w1(t2) − U˜(II)1 (t2)w˙1(t2)
W {w1(t2),w2(t2)} , (38d)
where S˙ 2 = | f |2 +λ2t4 and U˜(II)1 ≡ U(II)1 −ρ f F cos(λt3/3+S 0).
For t → ∞, as w1 and w2 decreases as t−1, the final transition
probability |U1(∞)|2 is given by ρ2f , which is determined by
Eq. (38a). In Fig. 4b, we compare the modified analytical ap-
proximation of the transition probability with the numerical
solution of Eq. (33). The result shows that the transition prob-
ability |U1|2 is well-described by |U(I)1 |2 ∪ |U(II)1 |2 ∪ |U(III)1 |2 in
the whole time range after the replacement c(III)1 w1+c
(III)
2 w2 →
ρeiS + c(III)1 w1 + c
(III)
2 w2.
IV. CONCLUSION
To summarize, we studied the transition dynamics of the
parabolic model — a two-state system subject to a quadrati-
cally detuning over an infinite time interval. The solutions are
expressed in terms of the tri-confluent Heun functions, which
are the generalizations of the conventional confluent hyper-
geometric functions. Instead of rigorously solving the Stokes
multipliers which connect the asymptotic solutions of the tran-
sition amplitudes, we derived concise analytical approxima-
tions to the transition amplitudes in both short- and long-time
regimes, and provided practical formulas for connecting local
solutions in different regimes. We gave applicable estimation
of the critical times that separate different time regimes. The
transition dynamics is shown to be well-described by the ana-
lytical formulas in the whole-time range by comparison with
exact results.
In future works, we would like to extend our study to super-
linear model, in which the laser detuning is a polynomial in
time with cubic or higher degrees, and the sub-linear model in
which the laser detuning is a rational function in time. We also
want to determine the critical times that separate the short- and
long-time regimes rigorously, instead of only giving a rough
estimate of the magnitude.
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Appendix A: Equations of Motion for a Two-level Atom
Dipole-Interacting with a Classical Driving Field
In this appendix, we provide the background knowledge of
the two-level atom description of light-matter integrations for
readers. When the two target atomic levels are nearly resonant
with the driving field, while on the same time the other atomic
levels are detuned far off resonance, we may regard the system
as two discrete non-degenerate states, e.g., the ground state |g〉
and the first excited state |e〉, then the Hamiltonian of the atom
may be written as Hˆatom = Ee|e〉〈e| + Eg|g〉〈g|. For the case
when the atom interacts with an external electric field under
dipole approximation, the interaction Hamiltonian becomes
Hˆint = −dˆ · E(rˆcm), where rˆcm is the position operator for the
center of mass. When the De Broglie wavelength of the atom
is small compared to the interatomic spacing, the center of
mass position may be treated classically [45].
In the following, we discuss the coherent excitation of
the two-level atom under the driving of an external elec-
tric field. Let us denote the state of the two-level atom as
|ψ(t)〉 = ce(t)|e〉 + cg(t)|g〉, the Schro¨dinger equations for the
two wave amplitudes have the form
i~
dce
dt
= (Ee(t) − 〈e|dˆ · E|e〉)ce − 〈e|dˆ · E|g〉cg, (A1a)
i~
dcg
dt
= −〈g|dˆ · E|e〉ce + (Eg(t) − 〈g|dˆ · E|g〉)cg, (A1b)
where dˆ ≡ qxˆ is the transition electric dipole moment of the
atom. For atom that possesses inversion symmetry, the energy
eigenstates are symmetric or anti-symmetric, and hence the
expectation values of the dipole moment vanishes, 〈e|dˆ|e〉 =
〈g|dˆ|g〉 = 0. Let us denote the energies of the two atomic
levels as Ee = ~2ω0 and Eg = − ~2ω0, where ~ω0 ≡ Ee − Eg
is the energy difference between the two atomic levels. For
a monochromatic wave, the electric field may be written as
E = 12 {E0 exp[i
∫ t
0 ω(τ)dτ]ep + h.c.}, where E0 is the complex
electric field amplitude at the position rcm, and ep is the po-
larization vector of the incident electric field. If we denote
the transition dipole moment 〈e|dˆ|g〉 as dge, the Schro¨dinger
8equations for the two wave amplitudes may be simplified as
i
dce
dt
=
ω0
2
ce − dge2~ ·
[
E0epei
∫ t
0 ω(τ)dτ + h.c.
]
cg, (A2a)
i
dcg
dt
= −d
∗
ge
2~
·
[
E0epei
∫ t
0 ω(τ)dτ + h.c.
]
ce − ω02 cg. (A2b)
In the reference frame rotating about the z-axis with fre-
quency ω(t), the state of the two-level atom is |ψ′(t)〉 =
exp( i
~
∫ τ
0 ω(τ)dtS z)|ψ(t)〉. Then the relationships between the
wave amplitudes in the rotated and unrotated frame are
ae = e
i
2
∫ t
0 ω(τ)dτce, ag = e−
i
2
∫ t
0 ω(τ)dτcg. (A3)
Substitution of Eq. (A3) into Eqs. (A2a) - (A2b) yields
i
dae
dt
= −∆
2
ae −
[
E0
2~
dge · epe2i
∫ t
0 ω(τ)dτ +
E∗0
2~
dge · e∗p
]
ag,
i
dag
dt
= −
[
E0
2~
d∗ge · ep +
E∗0
2~
d∗ge · e∗pe−2i
∫ t
0 ω(τ)dτ
]
ae +
∆
2
ag,
where ∆ ≡ ω−ω0 is the laser detuning. Applying the rotating
wave approximation, we neglect the fast-oscillating terms like
exp{±2i ∫ t0 ω(τ)dτ} in the Schro¨dinger equations, and obtain
i
dae
dt
= −∆
2
ae + f ag, i
dag
dt
= f ∗ae +
∆
2
ag, (A4)
where f ≡ − E∗02~dge · e∗p is the Rabi frequency for the transition
dipole moment. For the special case that ω = ω0, the laser
detuning ∆ vanishes, and the coupled-mode equations become
ia˙e = f ag and ia˙g = f ∗ae, which are equivalent to
a¨e − f˙f a˙e + | f |
2ae = 0, a¨g − f˙
∗
f ∗
a˙g + | f |2ag = 0. (A5)
When the atom is initially at the ground state, we have cg(0) =
1 and ce(0) = 0, or equivalently ag(0) = 1 and ae(0) = 0. For
the special case that the Rabi frequency is time-independent,
Eq. (A5) is solved by ae = sin f t and ag = cos f t, or equiv-
alently ce = e−
i
2
∫ t
0 ω(τ)dτ sin f t and cg = e
i
2
∫ t
0 ω(τ)dτ cos f t in
the lab frame, which results in the occupation probabilities
|ce|2 = sin2 f t and |cg|2 = cos2 f t.
Appendix B: The Landau-Zener Model
In this appendix, we provide supplementary information on
the large variable expansion of the transition probability in the
Landau-Zener model. In the Landau-Zener model, the wave
amplitude after the change of variable U1 = C1 exp{ iα2
∫ t
0 sds}
is governed by the Schro¨dinger equation U¨1 + J(t)U1 = 0,
where J(t) = | f |2 − iα2 + α
2t2
4 . After the change of variable z =
e−ipi/4α1/2t and n = i| f |2/α, the Schro¨dinger equation becomes
the parabolic cylinder equation U′′1 + (n +
1
2 − 14 z2)U1 = 0, and
is solved by the parabolic cylinder function Dn(z), which has
the following asymptotic expansion for large |z|
Dn(z) ≈ e− 14 z2 zn
∞∑
k=0
(−n)2k
k!(−2z2)k , | arg z| <
3pi
4
, (B1a)
Dn(z) ≈ e− 14 z2 zn
∞∑
k=0
(−n)2k
k!(−2z2)k −
√
2pie±ipin
Γ(−n)
e
1
4 z
2
zn+1
∞∑
k=0
(n + 1)2k
k!(2z2)k
≈ e− 14 z2 zn
{
1 − n(n − 1)
2z2
+ · · ·
}
−
√
2pie±ipin
Γ(−n)
e
1
4 z
2
zn+1{
1 +
(n + 1)(n + 2)
2z2
+ · · ·
}
, | arg z| ∈ (pi
4
,
5pi
4
). (B1b)
For α > 0, we have z = e−ipi/4
√|α|t, whereas for α < 0, we
have z = eipi/4
√|α|t. For t → −∞, we have z = e±i3pi/4R with
R ≡ √|α||t|, which yields
C1(t → −∞) = A±e−iαt2/4Diγ(e±3ipi/4R) ≈ A±e∓3piγ/4Riγ,
C2(t → −∞) = ie
i
2αt
2
f
C˙1 ≈ −γe
i
2αt
2
f t
C1, (γ ≡ | f |2/α).
Hence, |C1(−∞)| = |A±|e∓3piγ/2 and |C2(−∞)| = 0, which vio-
lates the initial conditions C1(−∞) = 0 and |C2(−∞)| = 1. We
now check the linearly independent solutions D−n−1(∓iz) =
D−n−1(e±ipi/4R). From Eq. (B1a), we obtain
C1(t → −∞) ≈ A±e±pi(γ−i)/4e−iαt2/2R−iγ−1, (B3a)
C2(t → −∞) ≈ αte
iαt2/2
f
C1, (B3b)
which yields |C1(−∞)| = 0 and |C2(−∞)| = |A±||γ|−1/2e|γ|pi/4.
Hence, the choice of parameters A± = |γ|1/2e−|γ|pi/4 satisfies
the initial conditions C1(−∞) = 0 and |C2(−∞)| = 1. For
t → +∞, we have ∓iz = e∓3ipi/4R, which yields
C1(t → ∞) ≈
√
2pi|γ|1/2e−pi|γ|/2
Γ(iγ + 1)
Riγ, (B4a)
C2(t → ∞) ≈ ie
iαt2/2
f
(
|γ|1/2
√
|α|e−pi|γ|e±3pii/4R−iγ
)
. (B4b)
A direct computation yields |C2(∞)|2 = e−2pi|γ| and |C1(∞)|2 =
1 − e−2pi|γ|.
Appendix C: Large variable solution of y′′ ± i∆y′ + | f |2y = 0
In this appendix, we consider a slightly general form of
Eqs. (3a) and (3b), and analyze the large variable solution of
y′′± i∆y′+ | f |2y = 0, where ∆ ≡ αt+ 12βt2 + · · · is a polynomial
of time. Let us denote y = UV , where V obeys ±i∆V˙ + | f |2V =
0, and is solved by V = V0 exp{∓i| f |2
∫ t
t0
∆−1dt′}. Substitution
of y = UV into y′′ ± i∆y′ + | f |2y = 0 yields
U¨ −
(
2i| f |2
∆
∓ i∆
)
U˙ −
( | f |4
∆2
± i| f |
2∆˙
∆2
)
U = 0. (C1)
9For large |t|, Eq. (C1) is approximated by U¨ ± iνU˙ = 0, which
is solved by U ≈ U1
∫ t
t0
exp{∓i ∫ t′t0 ∆dt′′}dt′ + U0. For the
Landau-Zener case that ∆ = αt, we obtain V = V0 (t/t0)∓iγ,
U ≈ U1e±iαt20/2
√
2
±iα
∫ z
z0
e−z′2 dz′ + U0, where γ ≡ | f |2/α and
z ≡
√
± iα2 t. Substitution of the result into y = UV yields
y ≈ c1
√
pi
±2iα erfc
√±iα2 t
 t∓iγ + c2t∓iγ,
c1 = −V0t±iγ0 U1e±iαt
2
0/2, c2 = V0t
±iγ
0 U0 − c1
√
pi
±2iα erfc(z0),
where the complementary error function erfc(z) has the fol-
lowing asymptotic expansion
erfc(z) =
e−z2√
piz
n−1∑
n=0
(−1)k (2k − 1)!!
(2z2)k
+ Rn(z), (C2a)
Rn(z) ≡ (−1)
n
√
pi
(2n)!
22n−1n!
∫ ∞
z
s−2ne−s
2
ds. (C2b)
Hence, for large |t|, we obtain
y(t) ≈ c1±iαe
∓iαt2/2t∓iγ−1 + c2t∓iγ. (C3)
As a result, the wave amplitudes C1 and C2 in Eqs. (3a) and
(3b) subjected to the conditions C1(−∞) = 0 and |C2(−∞)| =
1 are asymptotically determined by
C1(t) ≈ c1iαe
−iαt2/2t−iγ−1,C2(t) ≈ −ic1f t
−iγ. (C4)
Hence, we obtain |C2(∞)|/|C2(−∞)| = e−piγ. We now analyze
the parabolic model with ∆ = αt + 12βt
2. Following similar
procedures described previously, we obtain
V = V0
(
t
t + 2α/β
)∓iγ
, (C5a)
U ≈ U2
∫ t
t0
exp
{
∓i
(
α
2
t′2 +
β
6
t′3
)}
dt′ + U0, (C5b)
where U2 ≡ U1 exp{±i(α2 t20 + β6 t30)}. We now analyze the large
|t| behavior of the integral ∫ ∞t e−pin(t′)dt′, where pin(t) is an n-
order polynomial of t, e.g., pi3(t) = ±i(α2 t2 + β6 t3). A direct
computation gives
d
dt
(
e−pin
p˙in
)
= −e−pin − e
−pin p¨in
p˙i2n
, (C6a)
d
dt
(
e−pin p¨in
p˙i3n
)
= −e
−pin p¨in
p˙i2n
− 3e
−pin p¨i2n
p˙i4n
+
e−pinpi(3)n
p˙i3n
. (C6b)
which yields∫ ∞
t
e−pin(t
′)dt′ ≈ e
−pin(t)
p˙in(t)
[
1 − p¨i(t)
p˙i2n(t)
+ · · ·
]
. (C7)
Hence, we obtain
y(t) ≈ c1 e
∓i( α2 t2+ β6 t3)
±i(αt + β2 t2)
(
t
t + 2α/β
)∓iγ
+c2
(
t
t + 2α/β
)∓iγ
, (C8)
where c1 = −V0U2 and c2 = V0{U0 + U2
∫ ∞
t0
exp[∓i(α2 t2 +
β
6 t
3)]dt}. Hence, we obtain
C1(t) ≈ c1 e
−i( α2 t2+ β6 t3)
i(αt + β2 t
2)
(
t
t + 2α/β
)−iγ
, (C9a)
C2(t) ≈ −ic1f
(
t
t + 2α/β
)−iγ
, (C9b)
where |C2(∞)|/|C2(−∞)| = 1, which is not consistent with the
exact solution of the final transition probability. Hence, we
conclude that the asymptotic solutions alone cannot guarantee
a correct final transition probability, and a more careful treat-
ment of the connection problem is needed for the parabolic
model.
Appendix D: Integrals involving products of Airy, parabolic
cylinder, and Bessel functions
To begin with, let us derive some general results regarding
integrals of the form In ≡
∫
zny2dz and Jn ≡
∫
zny1y2dz, where
y1 and y2 are solutions of the differential equation y′′ = f y. If
we write In = Py2 + Qyy′ + Ry′2, we obtain Jn = Py1y2 +
1
2 Q(y1y
′
2 +y2y
′
1)+Ry
′
1y
′
2, where P and Q satisfy P =
1
2 R
′′− f R
and Q = −R′, and R is a solution of the third-order differential
equation R′′′ − 4 f R′ − 2 f ′R = 2zn. As a consequence, R ≡
(n + 3)(n + 2)(n + 1)R/2 − zn+3 is a solution of the third-order
differential equation R′′′ −4 fR′ −2 f ′R = 2zn+3(2(n + 3) f /z +
f ′). Let us denote y1 and y2 as two independent solutions of
y′′ = f y and W {y1, y2} being the Wronskian of y1 and y2. A
direct computations shows that W is a constant. Then for any
linear combinations of y1 and y2, i.e., y ≡ αy1 + βy2, we have
Lny ≡ W −1
(
y2
∫
y1znydz − y1
∫
y2znydz
)
=
1
2
R′y − Ry′. (D1)
1. Integrals of products of Airy functions
In this sub-appendix, we evaluate indefinite integrals of the
form In ≡
∫
zny2dz and Jn ≡
∫
zny1y2dz in terms of Airy func-
tions and their first derivatives, where y1 and y2 are solutions
of the Airy differential equation y′′ = zy. A direct computa-
tion shows the following recursion relation
In =
1
2n + 1
{[
zn+1 − n(n − 1)
2
zn−2
]
y2 + nzn−1yy′ − zny′2
}
+
n(n − 1)(n − 2)
2(2n + 1)
In−3 (D2a)
≡
(
1
2
R′′n − zRn
)
y2 − R′nyy′ + Rny′2, (D2b)
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where Rn satisfies the recursion relation
Rn =
1
2(2n + 1)
[
n(n − 1)(n − 2)Rn−3 − 2zn] , (D3a)
R0 = −1,R1 = −z/3,R2 = −z2/5, (D3b)
which yields R3 = −(z3 + 3)/7 and R4 = −(z4 + 4z)/9. Hence,
a direct computation yields
I0 = zy2 − y′2, I1 = 13
(
z2y2 + y′y − zy′2
)
, (D4a)
I2 =
1
5
(
(z3 − 1)y2 + 2zy′y − z2y′2
)
, (D4b)
I3 =
1
7
(
z4y2 + 3z2y′y − (z3 + 3)y′2
)
, (D4c)
I4 =
1
9
(
(z5 − 2z2)y2 + 4(z3 + 1)y′y − (z4 + 4z)y′2
)
. (D4d)
Let us denote y1 = Ai(z), y2 = Bi(z), and y = αy1 + βy2. From
Eq. (D1), we obtain
L0y = y′,L1y =
z
3
y′ − 1
6
y, (D5a)
L2y =
z2
5
y′ − z
5
y,L3y =
z3 + 3
7
y′ − 3z
2
14
y, (D5b)
L4y =
z4 + 4z
9
y′ − 2z
3 + 2
9
y. (D5c)
2. Integrals of products of parabolic cylinder functions
In this sub-appendix, we evaluate indefinite integrals of the
form In ≡
∫
zny2dz and Jn ≡
∫
zny1y2dz in terms of parabolic
cylinder functions and their first derivatives, where y1 and y2
are both solutions of the parabolic cylinder differential equa-
tion y′′ = (a+ 14 z
2)y. If we write In ≡
(
1
2 R
′′
n − zRn
)
y2−R′nyy′+
Rny′2, we obtain R′′′n − (4a+ z2)R′n− zR = 2zn. We may expand
Rn in a series as
∑∞
k=0 ckz
k, where the coefficients ck satisfies
the following three-term recursion relation
(k + 2)(k + 1)kck+2 − 4akck − (k − 1)ck−2 =
2, k = n + 1;0, otherwise.
A direct computation yields
I1 =
1
2
(z2 + 4a)y2 − 2y′2, (D6a)
I3 =
1
3
[(
z4
2
− 2az2 − 16a2 − 2
)
y2
+4zy′y + (16a − 2z2)y′2
]
, (D6b)
which corresponds to R1 = −2 and R3 = (16a − 2z2)/3. Let
us denote y1 = U(a, z), y2 = U(−a,∓iz), and y = αy1 + βy2.
From Eq. (D1), we obtain
L1y = 2y′,L3y = −2z3 y −
16a − 2z2
3
y′. (D7)
3. Integrals of products of Bessel functions
In this sub-appendix, we evaluate indefinite integrals of the
form In ≡
∫
τny2dτ and Jn ≡
∫
τny1y2dτ in terms of Bessel
functions and their first derivatives, where y1 and y2 are both
solutions of the differential equation y′′ = −λ2τ4y. Using the
ansatz In =
(
1
2 R
′′
n + λ
2τ4Rn
)
y2−R′nyy′+Rny′2, we obtain R′′′n +
4λ2τ4R′n + 8λ2τ3Rn = 2τn, where Rn satisfies the following
recursion relation
Rn =
2τn+3 − 4λ2(n + 5)Rn+6
(n + 1)(n + 2)(n + 3)
. (D8)
A direct computation yields
I3 =
τ4
4
y2 +
1
4λ2
y′2, (D9a)
I4 =
τ5
6
y2 − 1
6λ2
yy′ +
τ
6λ2
y′2, (D9b)
I5 = (
τ6
8
+
1
8λ2
)y2 − τ
4λ2
yy′ +
τ2
8λ2
y′2, (D9c)
which corresponds to R3 = 1/(4λ2), R4 = τ/(6λ2) and R5 =
τ2/(8λ2). We need to evaluate In with n = 0, 1, 2. We may
expand Rn in a series as
∑∞
k=0 ckτ
k, where the coefficients ck
satisfy the following two-term recursion relation
(k + 6)(k + 5)(k + 4)ck+6 + 4λ2(k + 2)ck =
2, k = n − 3;0, otherwise.
A direct computation yields
Rn =
2τn+3
(n + 3)(n + 2)(n + 1)
[
1 − 4λ
2(n + 5)τ6
(n + 9)(n + 8)(n + 7)
+ · · ·
]
=
2τn+32F3
(
1, n+56 ;
n+7
6 ,
n+8
6 ,
n+9
6 ;−
(
λτ3
3
)2)
(n + 3)(n + 2)(n + 1)
, (D10)
where pFq(a1, · · · , ap; b1, · · · , bq; z) is the generalized hyper-
geometric function of order p, q. To be specific, let us denote
y1 =
√
τJ1/6(λτ3/3), y2 =
√
τJ−1/6(λτ3/3), and y = αy1 + βy2.
From Eq. (D1), we obtain (n = 0, 1, 2)
Lny =
τn+22F3
(
1, n+56 ;
n+3
6 ,
n+7
6 ,
n+8
6 ;−
(
λτ3
3
)2)
(n + 2)(n + 1)
y
−
2τn+32F3
(
1, n+56 ;
n+7
6 ,
n+8
6 ,
n+9
6 ;−
(
λτ3
3
)2)
(n + 3)(n + 2)(n + 1)
y′. (D11)
In particular, for z→ ∞ and p = q− 1, the generalized hyper-
geometric function pFq(a;b;−z) has the following asymptotic
expansion in | arg(z)| < pi∏
l Γ(al)∏
l Γ(bl)
pFq(a;b;−z) ≈ Hp,q(z) + Ep,q(ze−ipi) + Ep,q(zeipi),
Ep,q(z) ≈ (2pi)(p−q)/2κ−ν−1/2eκz1/κ (κz1/κ)ν,
Hp,q(z) ≈
p∑
m=1
Γ(am)
(∏
l,m Γ(al − am)∏
l Γ(bl − am)
)
z−am , (D12)
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where κ ≡ q− p + 1, ν ≡ ∑l al −∑l bl + (q− p)/2. For Rn with
n = 0 or 2, we have κ = 2, ν = −(n + 5)/3, and
E2,3(ze±ipi) ≈ z
− 5+n6√
4pi
e±i(2
√
z− (5+n)pi6 ),
H2,3(z) ≈
Γ( n−16 )z
−1
Γ( n+16 )Γ(
n+2
6 )Γ(
n+3
6 )
± 2piz
− n+56
Γ( 26 )Γ(
3
6 )Γ(
4
6 )
, (D13)
where the plus and minus signs are for n = 0 and n = 2
respectively. For n = 0, we have z−1  z−5/6; whereas for
n = 2, we have z−7/6  z−1. Hence, a direct computation
yields R2(τ) ≈ 8β2τ and
R0(τ) ≈
√
3
63pi
(
3
λ
)5/3 Γ( 13 )[Γ( 16 )]2
τ2
(
1 +
1√
3
cos
(
2
3
λτ3 − 5pi
6
))
.
For n = 1, since 2F3(1, 1; 86 ,
9
6 ,
10
6 ;−z) is a linear combination
of z−1 and z−1 ln z near z = ∞, R1(τ) is a linear combination of
τ−2 and τ−2 ln τ. Hence, we have R2(τ)  R1(τ)  R0(τ) near
τ = ∞.
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