Abstract. This paper realized the automatic recognition of vehicle with the deep convolution neural network (DCNN) based on deep learning framework CAFFE and GPU which has the strong computing power. And we training the DCNN with 240 class vehicle images of various environments which are obtained at all junctions in a city. After repeated tests, a deep neural network with 13 layers was selected as the feature extraction model. we introduced the super-resolution(SR) algorithm based on deep learning and the illumination compensation algorithm to preprocess the vehicle images so as to improve the quality of the images and extract more robust features. Finally, the experimental results show that the features of the vehicle are more obvious after adding the algorithm of super-resolution reconstruction and light compensation, and the recognition accuracy has been significantly improved.
Introduction
Video surveillance system is an important means of traffic supervision, and the recognition of vehicle type is the key technology in traffic video images. Because of the complexity and diversity of the vehicle appearance, and the influence of the background, illumination, visual angle and other factors, it is difficult to find the stable and effective visual features for accurate recognition in the practical application. The traditional recognition algorithm can only recognize the vehicle type in the coarse-grained (large, medium and small) category. With the continuous increase in vehicle type, the recognition only in the coarse-grained has been unable to meet the high accuracy and high efficiency analysis requirements in the age of big data.
The concept of Deep learning [1] [2] comes from the artificial neural network, the model of deep learning can learn more effective features, the typical models are as follows: Restricted Boltzmann Machines(RBM), Deep Belief Networks (DBN), Convolution Neural Networks (CNN), and Auto-Encoders (AE). As a typical model of depth learning, CNN can automatically extract image features, and the characteristics of receptive field and weight sharing make its strong generalization ability and high recognition rate. In this paper, the convolution neural network technology is introduced to the process of vehicle recognition, it can make fine-grained recognition or prediction, and then discover the suspect vehicle in time relying on real-time processing system, realize accurate traffic warning.
Vehicle Recognition System based on DCNN

Vehicle Recognition System
In this paper, DCNN-based vehicle recognition algorithm is proposed, compared with the traditional vehicle recognition algorithm, it has the following three advantages:
1. Avoid artificial selection of features. Traditional feature extraction methods rely on manual labor, such as HOG [5] , SIFT [6, 7] , LBP [8, 9] ; or extract the texture features, license plate, vehicle logo, headlights and other regional characteristics. The artificial selection of features may lose some important information and has large calculation. DCNN-based method takes the original picture as input directly, so does not need to make strenuous use of manual.
2. Image super resolution (SR) [10] processing. The images collected in the real environment can be blurred due to the speed, distance, weather and other factors. The introduction of the super-resolution technique can recover the blurred part of the image, which will make the later feature extraction more accurate and effective.
3. MARCR [11, 12, 13] illumination compensation processing. The real environment of collecting images is complex; there are various angles of occlusion and various lighting conditions. Poor light conditions will have a great impact on the recognition of the images, so the paper introduces the MSRCR illumination compensation method to reduce the impact of light, improving the recognition rate. Figure 1 shows the vehicle recognition system. 
DCNN Feature Extraction Model
Inspired by the structure of the visual system, CNN truly realizes the learning and training of multi-layer network structure. It is composed of multiple convolution layers and pool layers, and the unit nodes between layer and layer are locally connected. The overall architecture of CNN is shown in figure 2 . The purpose of the convolution layer is to extract the local features and perform convolution operation for each position of the input image with multiple filters. The result of convolution constitutes the feature maps c of the input image. The filters used in each convolution are parameters sharing and with the same weight matrix and bias, which greatly reduces the parameters of the model and improves the efficiency of learning.
The purpose of the pooling layer is to obtain more spatially invariant features by reducing the resolution of the feature maps. Since it is easy to overfit with multiple feature maps obtained by the convolution layer for classification, therefore, it is necessary to perform down sampling on the acquired feature maps. Pooling methods include average pooling, max pooling, random pooling and pyramid pooling, this paper chooses the method of spatial pyramid pooling. CNN aims to obtain more discriminative and significant features in images, this paper uses the advanced deep learning framework CAFFE [14] and GPU of great computational power. After repeated tests, a deep neural network with 13 layers is choosed, consisting of 4 convolution layers, 3 poolings, 3 fully connected layers, and the output of the last fully connected layer as the input of the softmax. Convolutional layers and the full connection layers adopt the relu activation function, which can shorten the convergence time, and the full connection layer adopts the dropout technique to avoid overfitting. 
Data Preprocessing Image Super Resolution
This paper proposes an image super resolution method based on deep learning and sparse representation [15] , which is used to deal with the details of vehicle images, so as to improve the recognition of vehicles. RBM [16] is a typical deep learning structure model with two layers, symmetrical connection between nodes, no connection in layers, and full connection between layers. The model structure is shown in figure 3 . v is the visible layer, used to represent the input data; the hidden layer h , can be regarded as a feature extractor, W is the connection weight matrix between the visible layer and the hidden layer. This paper constructs RBM-based super resolution network model according to the following structure: (1) the number of hidden layer nodes corresponds to the number of atoms in the joint dictionary; (2) the input layer consists of two parts, corresponding to the various features extracted from the high and low-resolution image blocks. Thus, each node of the hidden layer is connected to all nodes of the input layer at the same time, and the corresponding connection parameters constitute a filter template for the input signal, which can be regarded as a base image composed of the atoms of the high and low resolution. So the weights matrix of the network can be viewed as the joint dictionary to be learned. (2) Image mosaic of reconstructed high resolution sub-blocks Figure 4 shows the results before and after super-resolution processing, the details of the images have been significantly enhanced after super-resolution processing. 
MARCR Illumination Compensation
In this paper, we study the bayonet images and the bayonet monitoring equipment works in an outdoor environment, easily affected by light conditions. So in order to improve the effect of vehicle recognition, MSRCR illumination compensation is applied to the images with poor illumination. Figure 5 shows the results after MSRCR illumination compensation. Top are the original images and bottom are the images after MSRCR illumination compensation processing. The results show that the luminance of the images has been significantly improved. 
Experiment Data Set
This paper takes the vehicle images in the highway surveillance video of a city as the recognition object. All the original data are collected in real environment and have application value. The captured images include vehicles of various scales, lights, angles, and various object shelters. Yolo is used to locate and extract vehicles in the original images, and the non-vehicle samples are removed by manual screening. The vehicle samples are manually annotated, which of that same logo but type less will be classified as the same category, or grouped into several categories by similar types. Finally, 46620 vehicle samples of 240 different categories are obtained. The training set contains 22634 images, verification set contains 10000 images, and test set contains 13986 images. Some annotated vehicle samples are shown in figure 6 . In the image preprocessing step, MSRCR illumination compensation and super resolution are adopted to improve the quality of the images, so that the model can achieve high recognition rate for poor illumination conditions and small scale and blurred images. As the size of each image is different, in order to meet the requirements of the DCNN, the image size should be normalized. All the images are normalized to 256 ×256 size, and each pixel of all images subtracts the average value of all the training set. 
Experimental Results
All the color images should be converted into grayscale format before extracting features using DCNN. After repeated tests, the network parameters are determined, the number of training iterations is 300,000 times, the initial learning rate is 0.01 and the rate is on the decrease by 0.1 times after 100000 iterations, the momentum learning rate is 0.9. Figure 7 shows the features of the last layer, the features can obviously reflect the specific information of the vehicle. Table 1 shows the experimental results after the addition of SR and MSRCR illumination compensation. Table 2 gives a comparison of two common features HOG and PCA+SIFT with our results. Experimental results verify that the recognition effect has been improved after adding SR and MSRCR illumination compensation, in which DCNN+SR+MSRCR is the best. About the recognition rate of feature, our feature is 5.8% higher than HOG and 9.1% higher than PCA+SIFT. Figure 8 shows the accuracy rate comparison of three feature recognition methods, experimental results verify that the method presented in this paper has obvious advantages. 
Conclusions
We firstly propose a vehicle recognition framework based on deep convolution neural network. In the image preprocessing step, MARCR illumination compensation and super-resolution based on depth learning and sparse representation are introduced to reduce the influence of poor illumination and harsh environment. Through the contrast experiments on the highway monitoring data of the city, the proposed vehicle recognition model has achieved good results. But we need to do further research on the vehicle images which can't be classified from the appearance information. In addition, in our database, there are 240 categories of vehicle images, which need to be updated continuously because of the addition of new categories each year.
