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Abstract
We study the early work scheduling problem on identical parallel machines in order to
maximize the total early work, i.e., the parts of non-preemptive jobs executed before a com-
mon due date. By preprocessing and constructing an auxiliary instance which has several
good properties, we propose an efficient polynomial time approximation scheme with running
time O(n), which improves the result in [Gyo¨rgyi, P., & Kis, T. (2020). A common approx-
imation framework for early work, late work, and resource leveling problems. European
Journal of Operational Research, 286(1), 129-137], and a fully polynomial time approxima-
tion scheme with running time O(n) when the number of machines is a fixed number, which
improves the result in [Chen, X., Liang, Y., Sterna, M., Wang, W., & B laz˙ewicz, J. (2020b).
Fully polynomial time approximation scheme to maximize early work on parallel machines
with common due date. European Journal of Operational Research, 284(1), 67-74], where n
is the number of jobs, and the hidden constant depends on the desired accuracy.
Keywords: Scheduling, Early work, Polynomial time approximation scheme, Efficient
polynomial time approximation scheme, Fully polynomial time approximation scheme
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1 Introduction
Early work scheduling is to schedule n jobs to m identical parallel machines in non-overlapping
and non-preemptive way, such that the total early work of jobs is maximized, where early work
denotes a part of a job executed before a common due date. This problem finds many practical
applications in control system when collecting data from sensor, in agriculture in the process of
harvesting crops, in manufacturing systems in planning technological processes, and in software
engineering in the process of software testing (Sterna & Czerniachowska, 2017).
For a maximization problem, a ρ-approximation algorithm is a polynomial time algorithm
which always finds a feasible solution with objective value at least ρ times the optimal value. The
supremum value of ρ for which an algorithm is a ρ-approximation is called the approximation
ratio or the performance guarantee of the algorithm. A polynomial time approximation scheme
(PTAS, for short) for a given problem is a family of approximation algorithms such that the
family has a (1 − ǫ)-approximation algorithm for any ǫ ∈ (0, 1). An efficient polynomial time
approximation scheme (EPTAS, for short) is a PTAS whose runing time is upper bounded by
the form f(1
ǫ
)poly(|I|) where f is some computable (not necessarily polynomial) function and
poly(|I|) is a polynomial of the length of the (binary) encoding of the input. A fully polynomial
time approximation scheme (FPTAS, for short) is an EPTAS which satisfies that f must be a
polynomial in 1
ǫ
.
When m = 2, Sterna & Czerniachowska (2017) proposed a PTAS based on structuring
problem input. Chen et al. (2020c) proved that the classical LPT (Largest Processing Time
first) heuristic is an approximation algorithm with approximation ratio 9/10. When m is a fixed
number, Chen et al. (2020b) proposed a FPTAS based on a dynamic programming approach.
When m is not fixed, Gyo¨rgyi and Kis (2020) proposed a PTAS for a more general case.
Chen et al. (2016) studied the online early work scheduling problem on parallel machines,
and proposed an optimal online algorithm for two identical machines. Chen et al. (2020a) also
studies four semi-online versions of early work scheduling on two identical machines. Early work
scheduling is closely related to late work minimization, which has been widely investigated both
from theoretical aspect and practical applications for many years (Sterna, 2011).
In this paper, we propose an EPTAS with running time O(n) for the early work scheduling
problem, which improves the result in (Gyo¨rgyi & Kis, 2020), and a FPTAS with running time
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O(n) when the number of machines is a fixed number, which improves the result in (Chen et
al., 2020b), where n is the number of jobs, and the hidden constant depends on the desired
accuracy.
The remainder of this paper is organized as follows. In Section 2, we describe the definition
of the early work scheduling problem and some preliminaries. In Section 3, we construct an
auxiliary instance and obtain some important properties. In Section 4, we give an EPTAS for
the early work scheduling problem. In Section 5, we give an improved FPTAS for the early
work scheduling problem where the number of machines is a fixed number. We present some
conclusions and possible directions for future research in the last section.
2 Preliminaries
We are given an instance I = (J ,M, p, d), which consists of a set J = {J1, J2, . . . , Jn} of n
jobs, a set M = {M1,M2, . . . ,Mm} of m identical parallel machines, and a common due date d.
Each job Jj , which is described by the processing time pj, is required to assign to one machine
in non-overlapping and non-preemptive way. The early work Xj of job Jj is determined by the
job completion times Cj and the common due date d, i.e.,
Xj = min{pj ,max{0, d − (Cj − pj)}}.
For convenience, let p(S) =
∑
Jj∈S
pj be the total processing time of the jobs in S for any subset
S ⊆ J . For i = 1, 2, . . . ,m, let Si be the set of jobs assigned to Mi in a feasible solution. The
early work scheduling problem on identical parallel machines, denoted by P |dj = d|X, is to
schedule all the jobs in J to m machines, in order to maximize the total early work of all jobs
X =
n∑
j=1
Xj =
m∑
i=1
min{Ci, d}, (1)
where Ci = p(Si) is the completion time of machine Mi (Sterna & Czerniachowska, 2017). If m
is a constant, this problem is denoted by Pm|dj = d|X.
As mentioned in (Gyo¨rgyi & Kis, 2020), the jobs with processing time pj ≥ d will be scheduled
on distinct machines, and can be deleted from the instance with the machines processing them.
For convenience, we assume that each job Jj ∈ J satisfies that
A1: pj < d. (2)
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LetOPT be the optimal value of a given instance I for P |dj = d|X. We schedule all jobs using
the classical LPT algorithm (Chen et al., 2020c) to obtain a feasible solution (S1, S2, . . . , Sm).
Let Mimax be the machine with the largest completion time. If Cimax ≤ d, which implies that
all jobs complete before the common due date d, (S1, S2, . . . , Sm) is an optimal solution. If
Cimax > d which implies that there are at least two jobs assigned to machine Mimax , let Jl be
last job assigned to machine Mimax . If pl >
1
2d, we have Ci ≥
1
2d for any i = 1, 2, . . . ,m, as
every machine is assigned at least one job with processing time no less than pl before assigning
Jl. If pl ≤
1
2d, we have Cimax − pl >
1
2d, implying that Ci ≥
1
2d for any i = 1, 2, . . . ,m, as the
completion time of each machine Mi is at least Cimax − pl before assigning Jl, by the choice of
the LPT algorithm. Therefore, Ci ≥
1
2d for any i = 1, 2, . . . ,m in any case, which implies that
OPT ≥
∑m
i=1min{Ci, d} ≥
1
2md. Thus, for convenience, we assume that
A2:
1
2
md ≤ OPT ≤ md, (3)
where the last inequality follows from the definition of X.
If p(J ) > 2md, for i = 1, 2, . . . ,m− 1, we schedule the unassigned jobs to machine Mi, until
the completion time Ci of machineMi first exceeds d. The remaining jobs are scheduled on Mm.
By the assumption A1, we have d < Ci < 2d for i = 1, 2, . . . ,m− 1, and Cm > d, which implies
that we obtain an optimal solution. Therefore, for convenience, we assume that
A3: p(J ) ≤ 2md. (4)
Theorem 1. There exists an optimal solution (S∗1 , S
∗
2 , . . . , S
∗
m) for instance I such that
p(S∗i ) ≤ 3d, for i = 1, 2, . . . ,m.
Proof. If there is a machine Mi1 such that C
∗
i1
> 3d, by the assumptions A1 and A3, there
must be a machine Mi2 such that C
∗
i2
≤ 2d. Without decreasing the objective value, we can
reassign a job from Mi1 to Mi2 until
C∗i ≤ 3d, for any i = 1, 2, · · · ,m.
Therefore, the theorem holds.
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3 An auxiliary instance
For a given desired accuracy ǫ ∈ (0, 1), let δ > 0 be a rational number such that
δ ≤
1
10
ǫ, and
1
δ
is an integer number. (5)
Let J 0 = {Jj ∈ J |pj < δd} be the set of small jobs. Furthermore, we divide the big jobs in
J \ J 0 into K subsets J 1,J 2, . . . ,JK , where
K =
1− δ
δ2
, and J k = {Jj ∈ J |δd+ (k − 1)δ
2d ≤ pj < δd+ kδ
2d}, for k = 1, 2, . . . ,K. (6)
Clearly, ∪Kk=0J
k = J , and J k1 ∩J k2 = ∅ for any k1 6= k2. For convenience, for k = 0, 1, . . . ,K,
let
|J k| = nk, (7)
implying that
∑K
k=0 nk = n.
For a given instance I = (J ,M, p, d), we construct an auxiliary instance Iˆ = (Jˆ ,M, pˆ, d)
with nˆ jobs and m identical parallel machines as follows, where
Jˆ = ∪Kk=0Jˆ
k, nˆ = |Jˆ |, and nˆk = |Jˆ
k|, for k = 0, 1, . . . ,K.
The job set Jˆ 0 contains
nˆ0 = ⌊
∑
Jj∈J 0
pj
δd
⌋
small jobs with processing time δd. For each job Jj ∈ J
k (k = 1, 2, . . . ,K), construct a job
Jˆj ∈ Jˆ
k such that
pˆj = ⌊
pj
δ2d
⌋δ2d = δd + (k − 1)δ2d,
which implies that
pj ≥ pˆj ≥ pj − δ
2d ≥ (1− δ)pj , (8)
where the last inequality follows from that pj ≥ δd for each job Jj ∈ ∪
K
k=1J
k.
Theorem 2. ˆOPT ≥ OPT − 4δmd, where ˆOPT is the optimal value for instance Iˆ.
Proof. Following from Theorem 1, let (S∗1 , S
∗
2 , . . . , S
∗
m) be an optimal solution for instance I,
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such that p(S∗i ) ≤ 3d for i = 1, 2, . . . ,m. Since pj ≥ δd for each job Jj ∈ J
k (k = 1, 2, . . . ,K),
we have
K∑
k=1
|S∗i ∩ J
k| = |S∗i ∩ (∪
K
k=1J
k)| ≤
3
δ
. (9)
We construct a feasible solution for instance Iˆ as follows. For i = 1, 2, . . . ,m, schedule ⌊
p(S∗i ∩J
0)
δd
⌋
jobs in Jˆ 0 and the jobs in {Jˆj ∈ Jˆ
k|Jj ∈ S
∗
i ∩ J
k} (k = 1, 2, . . . ,K) on machine Mi. Finally,
schedule the remaining jobs on any machine. Thus, by the construction of Jˆ k, the completion
time of machine Mi is
Cˆi ≥ ⌊
p(S∗i ∩ J
0)
δd
⌋δd +
K∑
k=1
∑
Jj∈S
∗
i ∩J
k
pˆj
≥ p(S∗i ∩ J
0)− δd+
K∑
k=1
∑
Jj∈S
∗
i ∩J
k
(pj − δ
2d)
= p(S∗i ∩ J
0) +
K∑
k=1
p(S∗i ∩ J
k)− δd −
K∑
k=1
|S∗i ∩ J
k|δ2d
≥ C∗i − 4δd,
where the second inequality follows from (8) and the last inequality follows from (9). Therefore,
ˆOPT ≥
m∑
i=1
min{Cˆi, d}
≥
m∑
i=1
min{C∗i − 4δd, d}
≥
m∑
i=1
min{C∗i , d} − 4δmd
= OPT − 4δmd,
implying that the theorem holds.
For an optimal solution (Sˆ1, Sˆ2, . . . , Sˆm) for instance Iˆ, we construct a corresponding feasible
solution (S1, S2, . . . , Sm) for instance I as follows. For i = 1, 2, . . . ,m, we schedule the jobs in
{Jj ∈ J
k|Jˆj ∈ Sˆi ∩ Jˆ
k} (k = 1, 2, . . . ,K ) on machine Mi. In addition, for i = 1, 2, . . . ,m, we
schedule the jobs in J 0 on machine Mi until the total processing time of jobs in Si ∩ J
0 first
exceeds (|Sˆi ∩ Jˆ
0| − 1)δd. Finally, schedule the remaining jobs on any machine. It is easy to
verify that (S1, S2, . . . , Sm) is a feasible solution. Moreover, we have
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Theorem 3. The objective value of (S1, S2, . . . , Sm) is at least (1− ǫ)OPT .
Proof. For the feasible solution (S1, S2, . . . , Sm), the completion time of machine Mi is
Ci ≥ (|Sˆi ∩ Jˆ
0| − 1)δd +
K∑
k=1
∑
Jˆj∈Sˆi∩Jˆ k
pj
≥ |Sˆi ∩ Jˆ
0|δd +
K∑
k=1
∑
Jˆj∈Sˆi∩Jˆ k
pˆj − δd
= Cˆi − δd,
where the second inequality follows from (8). Therefore, the objective value of (S1, S2, . . . , Sm)
is
OUT =
m∑
i=1
min{Ci, d}
≥
m∑
i=1
min{Cˆi − δd, d}
≥
m∑
i=1
min{Cˆi, d} − δmd
= ˆOPT − δmd
≥ OPT − 5δmd
≥ OPT − 10δOPT
≥ (1− ǫ)OPT,
where the third inequality follows from Theorem 2, the forth inequality follows from the as-
sumption A2, and the last inequality follows from the definition of δ.
4 An EPTAS for P |dj = d|X
In this section, we present an EPTAS based on an optimal algorithm for instance Iˆ. From the
construction of Jˆ and the assumption A3, we have
pˆ(Jˆ ) ≤ p(J ) ≤ 2md. (10)
Similarly to Theorem 1, we have
Theorem 4. There exists an optimal solution (Sˆ1, Sˆ2, . . . , Sˆm) for instance Iˆ such that
pˆ(Sˆi) ≤ 3d, for i = 1, 2, . . . ,m.
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For convenience, we introduce an auxiliary function f : 2Jˆ 7→ R≥0, where
f(Sˆ) = min{pˆ(Sˆ), d}, for any Sˆ ⊆ Jˆ .
Given an optimal solution (Sˆ1, Sˆ2, . . . , Sˆm) for instance Iˆ, the objective value is
ˆOPT =
m∑
i=1
min{Cˆi, d} =
m∑
i=1
min{pˆ(Sˆi), d} =
m∑
i=1
f(Sˆi). (11)
We define a valid configuration C ⊆ Jˆ , denoted by u(C) = (u0(C), u1(C), . . . , uK(C)) where
uk(C) = |C ∩ Jˆ
k|, which satisfies that
u0(C) · δd+
K∑
k=1
uk(C)(δd + (k − 1)δ
2d) ≤ 3d,
implying that
K∑
k=0
uk(C) ≤
3
δ
. (12)
Let C be the set of all valid configurations C. By the above inequality (12), we have
|C| ≤ (
3
δ
+ 1)K = (
3
δ
+ 1)
1−δ
δ2
+1 = O((
1
δ
)
1
δ2 ), (13)
which is a constant. For any valid configuration C ∈ C, let xC be the numbers of machines that
are assigned C in an optimal solution, i.e., xC = {Mi ∈ M|Sˆi = C}. The optimal solution for
instance Iˆ can be found by solving the following integer program.
∑
c∈C
f(C)xC
s.t.
∑
C∈C
uk(C)xC ≤ nˆk, for k = 0, 1, . . . ,K,
∑
C∈C
xC = m,
xC ∈ Z
+
≥0,∀C ∈ C.
Since the number of variables of this integer linear program is |C| = O((1
δ
)
1
δ2 ) = O(1) and the
number of constraints is K + 2 = O( 1
δ2
) = O(1), as δ is a constant that do not depend on
the input. Therefore, the above integer linear program can be solved optimally within time
O(n), by using the Lenstra’s algorithm (Lenstra, 1983), whose running time is exponential in
8
the dimension of the program but polynomial in the logarithms of the coefficients, where the
hidden constant depends exponentially on 1
δ
.
Theorem 5. The problem P |dj = d|X possesses an EPTAS with running time O(n).
Proof. Constructing the instance Iˆ can be done within time O(n). An optimal solution
(Sˆ1, Sˆ2, . . . , Sˆm) for instance Iˆ can be found within time O(n), by solving the above integer
program. A corresponding feasible solution (S1, S2, . . . , Sm) can be constructed within time
O(n) as described in Section 3. Therefore, the overall running time is O(n), where the hid-
den constant depends exponentially on 1
ǫ
. The objective value of (S1, S2, . . . , Sm) is at least
(1− ǫ)OPT following from Theorem 3. Therefore, the theorem holds.
5 A FPTAS for Pm|dj = d|X
In this section, we present a FPTAS based on an optimal algorithm for instance Iˆ when the
number of machines is a fixed number. Following from the fact the processing time of each job
in Jˆ is no less than δd and (10), we have
nˆ ≤
2m
δ
.
Noting that the processing time of each job in Jˆ is an integer multiple of δ2d and no less
than δd, an optimal solution for instance Iˆ can be found by using the the dynamic programming
algorithm in polynomial time. For completeness, we present the modified dynamic programming
algorithm for Pm|dj = d|X proposed in (Chen et al., 2020) as follows.
Algorithm DPm (Chen et al., 2020)
1. Set initial condition f(0, E1, E2, . . . , Em) = 0, for Ei ∈ {0, δd, δd+δ
2d, . . . , d}, and 1 ≤ i ≤ m.
2. Calculate recurrence function
f(j, E1, E2, . . . , Em) = max


f(j − 1,max{0, E1 − pj}, E2, . . . , Em) + min{pj , E1},
f(j − 1, E1,max{0, E2 − pj}, . . . , Em) + min{pj , E2},
. . .
f(j − 1, E1, E2, . . . ,max{0, Em − pj}) + min{pj , Em},
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for 1 ≤ j ≤ nˆ, Ei ∈ {0, δd, δd + δ
2d, . . . , d}, and 1 ≤ i ≤ m.
3. Determine the optimal total early work as f(n, d, . . . , d).
Theorem 6. The problem Pm|dj = d|X possesses a FPTAS with running time O(n).
Proof. Constructing the instance Iˆ can be done within time O(n). An optimal solution
(Sˆ1, Sˆ2, . . . , Sˆm) for instance Iˆ can be found by using Algorithm DPm, whose running time is
O(nˆ(1 +
1− δ
δ2
)m) = O(
2m
δ
(1 +
1− δ
δ2
)m) = O(
1
ǫ2m+1
).
A corresponding feasible solution (S1, S2, . . . , Sm) can be constructed within time O(n) as de-
scribed in Section 3. Therefore, the overall running time is O( 1
ǫ2m+1
+ n) = O(n), which is
polynomial in 1
ǫ
. The objective value of (S1, S2, . . . , Sm) is at least (1 − ǫ)OPT following from
Theorem 3. Therefore, the theorem holds.
6 Conclusion
We present an EPTAS for P |dj = d|X, and a FPTAS for Pm|dj = d|X, where all the jobs has
the common due date. It is interesting to design a PTAS for the early work scheduling problem
where the jobs have different due dates, or prove that this problem does not possess a PTAS.
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