Sand piles: From physics to cellular automata models  by Cattaneo, G. et al.
Theoretical Computer Science 436 (2012) 35–53
Contents lists available at SciVerse ScienceDirect
Theoretical Computer Science
journal homepage: www.elsevier.com/locate/tcs
Sand piles: From physics to cellular automata models✩
G. Cattaneo ∗, M. Comito, D. Bianucci
Dipartimento Di Informatica, Sistemistica e Comunicazione, Università di Milano – Bicocca, Viale Sarca 336 – U14, I-20126 Milano, Italy
a r t i c l e i n f o
Article history:
Received 29 September 2009
Received in revised form 30 December 2011
Accepted 21 February 2012
Communicated by B. Durand
Keywords:
Sand piles
Information and thermodynamical
entropies
Discrete time dynamical systems
Cellular automata
a b s t r a c t
We analyze the dynamical behavior of the usual one dimensional sand pile model which
actually describes the physical situation in which the pile is submitted to the uniform blow
of a unidirectional wind. In the first step the Lagrangian formalism is investigated, showing
that the stationary action principle does not select in a unique way the path which satisfies
either the minimal or the maximal action principle. This drawback is solved making use
of the information (Shannon) entropy which enables one to determine the unique path
in which at any time step the entropy variation is minimal (adiabatic) or maximal (anti-
adiabatic). A cellular automata (CA) model describing this sand pile behavior is introduced,
and the consequent deterministic dynamic is compared with the entropy results, showing
that also in this case there are some drawbacks. Moreover, it is shown that our CA local rule
is a particular case of some standard CA sand pile models present in literature.
© 2012 Elsevier B.V. All rights reserved.
0. Introduction
The introduction to sand pile (SP) model and some other related generalized models are already universally accepted as
paradigmatic approaches to different application domains such as the context of integer lattices, the self-organized critical
situation from the physical point of view, and interesting approaches to combinatoric.
In the standard SPmodel, which is the argument of this paper, a sand pile of ‘‘total mass’’N is defined as a finite sequence
of non-increasing integers whose total sum is N . Each indexed by i component of the sequence is interpreted as the number
of sand granules located in the position i of a one dimensional discrete space.
A discrete time dynamics of the SP is introduced by a horizontal rule, also called H-rule, which solves any jump from the
left to the right, greater than or equal to two granules. This H-rule can be applied in a sequential or in a parallel procedure.
In the first case only one jump is solved step-by-step, whereas in the latter parallel case all the jumps are solved during a
unique step by a synchronous application of the H-rule.
Let us now give the logical organization of the paper by points, each of which corresponds to a section of the paper.
1. It is well known that the H-evolution rule of SP leads to a variety of possible paths depicted as a digraph Gc having the
configuration c as ‘‘starting’’ (or initial) node and a unique equilibrium configuration as final node. This was the staring
point of our interests, consisting in exploring some criteria which allow one to select a unique ‘‘actual’’ path among all
the ‘‘possible’’ ones inside any Gc .
2. The first approach rises from the analogy of the Hasse diagrams Gc of the possible SP discrete time dynamics with the
possible continuous time dynamics of the variational approach to classical physics (see for instance [23, Chapter VII]).
The first attempt consists then in adapting the ‘‘classical’’ stationary action principle to the SP case in order to see if it is
possible to select a unique path satisfying this principle. In particular we introduce the SP ‘‘mechanical’’ Lagrangian, with
✩ This work has been supported by MIUR\PRIN project ‘‘Mathematical aspects and forthcoming applications of automata and formal languages’’.∗ Corresponding author. Tel.: +39 02 6448 7827; fax: +39 02 6448 7839.
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Fig. 1. Typical left-to-right granule movement of a sand pile.
associated action and reduced action functions with respect to which a local stationary action (or Hamiltonian) principle
is investigated.
Unfortunately, this approach has a negative answer since it is shown by a counter-example 2.1 that the stationary action
principle does not select in a uniqueway the pathwhich satisfies either theminimal or themaximal local action principle.
3. On the basis of the fact that an integer partition can be considered a discretemeasure distributionwhose normalization by
the total number N of sand granules is a discrete probability distribution, induced us to explore the information entropy
approach of Shannon in order to select a unique path.
In Section 3 a positive answer has been done to this conjecture introducing, by similarity with the ‘‘mechanical’’ case,
the SP ‘‘information’’ notions of Lagrangian, action and reduced action with corresponding stationary action principle
which enables one to determine the unique path in which at any time step the entropy variation is minimal (adiabatic
transformation) or maximal (anti-adiabatic transformation).
4. Thenwe explore the synchronous application of the H-rule according to the application of a 1D Sand CA local rule, whose
induced global next state function produces a deterministic discrete time dynamical system which generates a unique
path from any initial configuration.
In this case the conjecture was that the unique path obtained by the information Shannon entropy is fitted by the unique
path generated by the Sand CA. But this conjecture is not verified as shown in Example 4.1 of Section 4.2.
5. At this point, recalling another form of entropy according to the Boltzmann approach to statistical mechanics we tried
also this approach in Section 5, but also in this case with a negative answer to the attempt of obtaining a unique path
fitted by the sand CA one, leaving this latter as an open problem to be further on investigated in some future papers.
1. Sand pile model under a uniform blow of unidirectional wind
The sand pile models presented in literature (see for instance [21,22], with the related references [2,26]) in general
describe the real situation in which a pile of sand is submitted to the blow of a windwhich is unidirectional, in general along
the direction from the left to the right, with uniform intensity. This as a consequence of the general ‘‘rule of movement ’’ of
the single sand granule summarized/depicted in Fig. 1
Formally, a sand pile model (SPM) is based on the basic notion of integer partition. Precisely, a length l integer partition of
the integerN , with l,N ∈ N fixed positive numbers, ismathematically described by a l-length finite sequence of nonnegative
numbers
n = (n1 n2 . . . nl) with ni ∈ N for every i = 1, 2, . . . , l (1.1)
under the condition
l
i=1
ni = N
and the constraints ni ≠ 0 for every i = 1, 2, . . . , l
Trivially, the condition
l
i=1 ni = N implies that necessarily each ni ≤ N and l ≤ N . With respect to the standard
SPM (see for instance [22]), we have to stress that, in order to better describe the ‘‘real’’ physical situation of sand piles,
in the here presented model it is not required the decreasing monotonicity of the sequence formalized by the conditions
n1 ≥ n2 ≥ · · · ≥ nl ≠ 0.
From the mathematical (or combinatorial) point of view a finite sequence n of this kind is an integer partition of the
integer N in which each ni is a part (or a component) of the partition. From the physical point of view any integer partition
n of N can be represented as the Ferrer diagram consisting in a series of columns of stacked squares where the i-th column
(from the left to the right) contains ni squares each of which represents a granule of sand. Since one can attribute to each
granule a massm0, assumed as the unit mass of the system, we can also interpret the number N as the total mass of the pile.
Two integer partitions of N granules are particularly important: the one in which only the initial cell contains all the
involved granules, defined by e := (N), and the N-length uniformly distributed partition nu = (1, 1, . . . , 1  
N-times
).
Sometimes, it will be necessary to ‘‘extend’’ a length l sand pile n of total number N as a new length N (definitively 0)
sand pile nˆ : {1, 2, . . . ,N} → {0, 1, . . . ,N} by the law:
∀i ∈ {1, 2, . . . ,N}, nˆ(i) :=

ni for i = 1, . . . , l
0 for i = l+ 1, . . . ,N. (1.2)
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Fig. 2. Example of an equilibrium configuration of 23 granules.
Let us denote byΩ(N) the collection of all such N-length sequences obtained according to the just introduced procedure by
extensions of arbitrary l-length integer partitions of N . This set is said to be the N granules sand pile phase (or configuration)
space, and any of its element is called a N granules sand pile configuration.
1.1. One dimensional grid representation of the configuration space
According to Eq. (1.2) a configuration from the configuration space Ω(N) of all integer partitions of N is a mapping
n : {1, 2, . . . ,N} → {0, 1, . . . ,N}, defined by the correspondence i → n(i) = ni ≥ 0. In this context the fixed set
L(N) := {1, 2, . . . ,N} is considered as a one-dimensional grid of N cells, each of which can assume one of the value from
the set of possible states S(N) := {0, 1, . . . ,N}. A configuration n ∈ Ω(N) is then a mapping assigning to any cell i of the
gridL(N) the number of granules n(i) = ni vertically located in this cell. The last cell l for which nl ≠ 0 is the length of the
configuration.
Given a configuration n ∈ Ω(N), when ni − ni+1 ≥ 2 holds we will say that a right jump is located in cell i and that a left
jump is located in cell i+ 1 of n. In general, if it is clear from the context, we prefer to simply speak of jump at cell i instead
of saying that at i there is a right jump.
Definition 1.1. An equilibrium configuration ofΩ(N) is any configuration n(eq) = n(eq)1 , . . . , n(eq)i , n(eq)i+1 , . . . , n(eq)l , 0, . . . , 0
without jumps. The collection of all equilibrium configurations of total mass N will be denoted byΩ(eq)(N) (see Fig. 2 as an
example).
This happens if n(eq)l = 1 and at least one of the following two conditions is verified for any i = 1, 2, . . . , l− 1:
(Eq1) either n(eq)i ≤ n(eq)i+1 , and so we may have in particular that n(eq)i = n(eq)i+1 ;
(Eq2) or n(eq)i = n(eq)i+1 + 1.
1.2. Sand pile dynamical evolution and related lattices
The unidirectional sand pile model (SPM) we treat, in agreement with the movement depicted in the above Fig. 1, is based
on the dynamical evolution formalized by the movement of a sand grain with respect to the following rule:
– Horizontal (H) Rule. If ni − ni+1 ≥ 2, i.e., a jump is located at cell i, then
n1, . . . , ni, ni+1, . . . , nN −→ n1, . . . , ni − 1, ni+1 + 1, . . . , nN (1.3)
A discrete time dynamical evolution is defined by an initial configuration n0 ∈ Ω(N) and an evolution rule, such as
the above H-rule, which says under which conditions the configuration may be changed, and which describes the new
configuration one may obtain. This H-evolution rule is formulated as a local condition which implies a local modification of
the current configuration.
If a configuration n′ can be obtained from a configuration n after a single application of the H-evolution rule, we say that
n′ is a successor of n, or that n is a predecessor of n′, denoted by n −→ n′. This binary relation−→ onΩ(N) is irreflexive and
so, in the usual way, it gives rise to a (causal) strict inclusion (irreflexive and transitive, see [6]) binary relation according to
(SPO) Let n,m ∈ Ω(N). Then n < m iff there exists a finite sequence of configurations n0, n1, . . . , nf , with each ni ∈ Ω(N),
which forms a path of initial configuration n and final configurationm, i.e., such that
n0 = n −→ n1 −→ · · · −→ nf = m
As usual, from a strict inclusion binary relation it is possible to induce a partial order relation on the set of all
configurations defined as follows
(PO) n ≤ m iff either n = m or n < m.
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Fig. 3. Hasse diagram of the two possible dynamical evolutions with initial configuration (5, 1).
In the case of decreasing configurations this ordering is equivalent to the so-called dominance ordering [7]: n ≤ m iff ∀j,j
i=1 ni ≤
j
i=1 mj.
Let us note that the just introduced H-evolution rule (1.3) does not assure a uniquely determined dynamical evolution
starting from a given initial configuration. Indeed, it can be singularly applied to all the jumps of a given configuration at
the time step t ∈ N, leading to several configurations at the next time step t + 1 ∈ N. So, in line of principle different paths
may be generated, each of which is compatible with the involved H-evolution rule.
Example 1.1. For instance the initial configuration n(0) = (5, 1), representing an integer partition of the number 6, by the
H-rule (1.3) uniquely leads to the time 1 configuration n(1) = (4, 2), which in its turn leads to two configurations, both
compatible with the application of H-rule (1.3): n(2a) = (3, 3) and n(2b) = (4, 1, 1). Both these configurations leads to the
final equilibrium configuration (3, 2, 1). This can be depicted by the digraph of Fig. 3 which shows the structure of a Hasse
diagram of a (finite) lattice with the (unique) equilibrium configuration (3, 2, 1) as least element and having as greatest
element the initial configuration (5, 1).
So, we can define a possible path (also admissible path) generated by the H-evolution rule (1.3) starting from a given initial
configuration n0 as aΩ(N)-valued finite sequence
γn0 ≡

n(0), n(1), n(2), . . . , n(tf )

satisfying the following conditions:
(P1) The configuration at time t = 0 is n(0) = n0;
(P2) the configuration n(t+1) ∈ γn0 at time t+1 is obtained from the configuration n(t) ∈ γn0 at time t by the application
of the H-evolution rule (1.3) to a single jump, i.e., n(t + 1) is a successor of n(t) (formally, n(t) −→ n(t + 1));
(P3) the final configuration n(tf ) ∈ γn0 is an equilibrium configuration.
Thus, as time elapses, the configuration may change and the motion of the sand system is described by a discrete time
orbit in the configuration spaceΩ(N), called possible path of the system.
Example 1.2. In the case of Example 1.1 we have two possible paths:
γ
(a)
(5,1) :≡ (5, 1) −→ (4, 2) −→ (3, 3) −→ (3, 2, 1)
γ
(b)
(5,1) :≡ (5, 1) −→ (4, 2) −→ (4, 1, 1) −→ (3, 2, 1)
The final equilibrium configuration (3, 2, 1) is reached in both cases after 3 time steps.
So, the framework on which we act rises up from the following steps.
1. Levels construction: Starting from the initial configuration (which constitutes level 0), the levels are built resolving
jumps from left to right (Fig. 4);
2. Lattice structure: One can verify that, applying the previous building step, the resulting structure is a lattice (see [22],
with the connected references [7,21], and [19] for some further generalizations);
With respect to this lattice structure, let us introduce the following
Black Hole definition: A configuration at the time step t is said to be a black hole iff it is the unique configuration at the
level t and it admits at least a jump, i.e., it ‘‘absorbs’’ all the t − 1 configurations ‘‘producing’’ at least one new configuration
at time t + 1.
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Fig. 4. Example of the first two levels construction starting from the initial configuration (6, 4, 2). Note that at the second level it happens that the same
configuration is obtained by two different configurations of the first level.
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Conjecture: All the possible paths describing dynamical evolutions obtained by the H-evolution rule (1.3) starting from
a given initial configuration n(0) ∈ Ω(N) lead to a unique final equilibrium configuration n(eq) ∈ Ω(N).
The above conjecture has a positive answer for the particular condition of decreasing initial configuration without
internal zeros, i.e., configuration n = (n1, . . . , nN) such that ∀i, ni ≥ ni+1 and no internal block of the type 0nj with
nj ≠ 0. This was proved in [21, Proposition 2.3] for the present case of unidirectional SPM. Indeed, given N , under the above
condition, the only possible configurations different from n(eq) that could be potential final equilibrium configurations (i.e.,
such that the horizontal rule is no more applicable on these) are all non admissible. Note that some generalizations of this
result can be found in [19]. Moreover, a treatment of this argument to the case of a symmetric SPM is done in [20] where
the convergence of any path to a unique equilibrium configuration is proved but, as shown in some counter-example, with
the possibility that different paths converge to different equilibrium configurations (non uniqueness of the final equilibrium
configuration).
2. Sand piles’ energy considerations
Given a configuration (integer partition) n ∈ Ω(N) of a total number N of granules, the column of ni granules at cell
i can be considered as a vertical pile of massive particles, each of which of given mass m0, submitted to the gravitational
potential energy depending from its height hwith respect to the reference systemof the ground. For instance, if δ is the ‘‘linear
dimension’’ of the single granule, the potential energy of the higher granule of the cell i of this configuration ism0g(ni δ).
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From this we get that the potential energy of the whole i column is
Ui(n) := m0gniδ +m0g(ni − 1)δ +m0g(ni − 2)δ + · · · +m0g1δ
= m0g δ
ni−1
k=0
(ni − k) = m0g δ
ni
k=1
k
If, as usual in physics, we put equal to 1 the constant quantitym0gδ, the total potential energy of the length l configuration
is then
U(n) =
l
i=1
ni
k=1
k (2.1)
which is just the potential energy considered in [20, Section 3.1, p. 95]. Let us note that this potential energy is different
from the ‘‘energy’’ EGK (n) = Ni=1 i ni introduced by Goles–Kiwi (GK) in [21]. For instance, in the case of the configuration
(4, 2, 1) its potential energy according to (2.1) is 13 whereas the GK energy is 11.
Fixing an initial length l0 sand pile configuration of N granules, n(0) ∈ Ω(N), the potential energy of this configuration
coincide with its total energy (all granules are at rest in the initial situation, corresponding to the initial kinetic energy
T (n(0)) = 0), from now on denoted by:
E0 = U(n(0))
The application of the above H-rule of dynamical evolutionmay lead to a new configuration n(1) ∈ Ω(N) of the invariant
total number of granules N whose length is l1, which can be either l0 or l0 + 1: i.e., l0 ≤ l1 ≤ l0 + 1. In particular,
l1 =

l0 if nl0(0) = 1
l0 + 1 if nl0(0) ≥ 2
Proposition 2.1. The potential energy of the new configuration n(t + 1), obtained by the application of the H-evolution rule to
a single jump of the configuration n(t), is strictly decreasing
U(n(t + 1)) < U(n(t)) (2.2)
Proof. If we consider the transition described by the H-evolution rule (1.3) for the jump centered in the cell i, i.e.,
(ni − ni+1) ≥ 2, then trivially
U(n(t)) = ni + (ni − 1)+ · · · + 1+ ni+1 + (ni+1 − 1)+ · · · + 1+ K
U(n(t + 1)) = (ni − 1)+ (ni − 2)+ · · · + 1+ (ni+1 + 1)+ ni+1 + · · · + 1+ K
where in K we collect the common contribution to the potential energy by the two involved configurations. Then,
U(n(t))− U(n(t + 1)) = (ni − ni+1)− 1 ≥ 1. 
Note that this result has been proved in [20, Lemma 3.2] for symmetric SPMs, in a slightly different formulation.
Owing to the assumption that the sand pile is a conservative system, this potential energy decreasing corresponds to a
rise of a kinetic energy
T (n(1)) = U(n(0))− U(n(1)) = E0 − U(n(1))
in such a way that the total energy T (n(1))+ U(n(1)) = E0 is conserved during the time transition t = 0→ t = 1. Hence,
and taking into account the condition ni − ni+1 ≥ 2 which assures the transition, the corresponding kinetic energy is
T (n(1)) = ni − ni+1− 1 ≥ 1
Let us now consider a possible path γn(0) : N → Ω(N) from the initial configuration n(0) := n0 to the (unique)
equilibrium configuration n(tf ) = nf , reached for the first time at the instant tf :
γn(0) ≡

n(0), n(1), n(2), . . . , n(t), n(t + 1), . . . , n(tf )

(2.3)
Making use of Eq. (2.2) we obtain the two ordered chains for the (decreasing) potential energy and the (increasing) kinetic
energy, respectively
U(n(0)) > U(n(1)) > · · · > U(n(t)) > U(n(t + 1)) > · · · ≥ 0
0 < T (n(1)) < · · · < T (n(t)) < T (n(t + 1)) < · · · ≤ E0
under the total energy conservation (the system is conservative):
∀t ∈ N, T (n(t))+ U(n(t)) = E0
In conservative systems the total energy is the same along each path, but it depends on the initial configuration. Note that
in the case of the initial state u(0) = e = (N, 0, 0, . . . , 0)we have that the conserved total energy is E0 = N · N+12 .
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Remark 2.1. At the endof the sandpile dynamical evolution,when the equilibriumconfiguration is reached, the total kinetic
energy of the sand pile system disappears (all the granules are at rest), and so one can ask what happens from the point of
view of energy conservation.
The answer is that, according to the first thermodynamics principle, taking into account the whole system ‘‘sand pile –
ground surface’’, the disappeared kinetic energy of the sand pile subsystem is converted in heat energy of the whole system,
similarly to the case of a sledge-hammer violently beaten on the anvil: the mechanical energy of the hammer is totally
converted into heat energy of the sledge-hammer–anvil system by an increasing of their temperature.
Of course, these thermodynamical considerations are inessential in order to consider the pure dynamical evolution from
the initial configuration to the final equilibrium one, so we disregard it in this treatment.
The Lagrangian at time t of this conservative dynamical system, defined in conservative systems as the difference between
the kinetic energy minus the potential one (see for instance [23, §5 of chapter 1]), is then
L(n(t)) = T (n(t))− U(n(t)) = E0 − 2U(n(t)) (2.4a)
= 2T (n(t))− E0 (2.4b)
where from the particular initial condition of zero kinetic energy (the system is initially at rest, i.e., T (n(0)) = 0) and total
energy equal to the initial potential energy (U(0) = E0), we have that the initial Lagrangian is L(n(0)) = −E0.
From the strictly decreasing of the potential energy during the dynamical evolution along a potential path, it follows that
the Lagrangian is a strictly increasing quantity along the same path:
−E0 = L(n(0)) < L(n(1)) < · · · < L(n(t)) < L(n(t + 1)) < · · · < E0
So, if we consider the collection of all paths γn0 obtained by the H-evolution rule (1.3) starting from a given initial
configuration n0 ∈ Ω(N) of total mass N and reaching the total mass N final configuration nf ∈ Ω(eq)(N) after a number
of time steps which depends on the path, each of these paths describes a possible dynamical evolution of the sand piles
system. Besides the conservation of the total mass N , each possible path is characterized by a dynamical evolution which
also preserves the total energy E0 of the system.
In order to determine the actual path connecting n0 to nf we try first of all to apply theHamilton stationary action principle
to this discrete time dynamical system. To this purpose, let us consider a path γn0 starting from the given initial configuration
n0 and reaching the final equilibrium configuration nf for the first time at the instant tf . The corresponding discrete time
version of the action (see [23, eq. 2.1] for the continuous time version relative to conservative system) is the quantity
defined as
S(γn0) :=
tf
t=0
L(n(t)) = 2
tf
t=1
T (n(t))− (tf + 1) E0 (2.5)
with associated reduced action
A(γn0) := 2
tf
t=1
T (n(t))
Now, we can formulate the discrete time version of
The Stationary Action or Hamilton’s Principle. The actual path connecting the initial configuration n0 to the final one nf ,
is characterized by an extremum (eitherminimumormaximum) of the associated action (2.5) (i.e., is the one along
which the action is stationary) with respect to all the other possible paths from n0 to nf for which the total energy
is constant and equal to the actual total energy E0.
To this purpose, let us quote the following Landau–Lifshitz statement (in which we put ‘‘sum’’ instead of ‘‘integral’’):
‘‘The [sum] (2.5) for the entire path must have an extremum, but not necessarily a minimum. This fact, however, is of
no importance as regards to derivation of the equations of motion since only the extremum condition is used’’. [23].
From the computational point of view, in order to reach this result one must know all the possible paths (which a priori
is not so easy to obtain if the total number of granules N is very large), then he must compute the action (2.5) of each of
these paths in order to select the one producing the Lagrangian extremum value.
On the contrary, we propose a local procedurewhich consists in evaluating, step by step, the Lagrangian of all the possible
configurations at time t + 1 with respect to the Lagrangian of the ‘‘actual’’ configuration at time t . This in agreement with
the remark: ‘‘it should be mentioned that [the] formulation of the principle of [stationary] action is not always valid for the
entire path of the system, but only for a sufficiently short segment of the path’’ [23]. Precisely, we adopt the following local
procedure: if at time t the path actually reaches the configuration n(t) and one of the possible configurations at time t + 1
is n(t + 1), then according to (2.4a) the ‘‘local’’ contribution to the action (2.5) passing from t to t + 1 is
L(n(t))+ L(n(t + 1)) = 2E0 − 2

U(n(t))+ U(n(t + 1)) (2.6)
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Fig. 5. The first four levels of the possible paths starting from the initial configuration (6,4,2).
So, fixing the configuration at time t with its potential energy U(n(t)), if we choose the possible configuration at time
t + 1 which ‘‘maximizes’’ the potential energy U(n(t + 1)) we obtain a contribution to the action which ‘‘minimizes’’ its
‘‘local’’ value.
Summarizing, in order to select the dynamical evolutions characterized by the ‘‘local’’ least action principle (local
minimization of the action), one must apply the following steps:
(LL1) Let n(t) be the configuration reached at time t starting from the initial configuration n(0) andmaking use of the H-rule
(1.3).
(LL2) Let n′(t + 1), n′′(t + 1), . . ., nk(t + 1) be all the possible admissible next configurations at time t + 1 obtained from
n(t) by the H-rule (1.3).
(LL3) Let us compute the corresponding Lagrangian values L(n′(t + 1)), L(n′′(t + 1)), . . ., L(nk(t + 1)).
(LL4) Then one chooses the next configuration of point (LL2) which maximizes the potential energy, and so minimizes the
corresponding ‘‘local’’ action expressed by Eq. (2.6).
Of course, in a dual way it is possible to formalize the dynamical evolution generated by a ‘‘local’’ application of the action
(2.6) maximization, choosing at time t + 1 the possible configuration which minimizes the potential energy .
Let us apply these two local procedures to the following example.
Example 2.1. On an ensemble of totalN = 12 sand granules, let us consider the initial configuration n(0) = (6, 4, 2), which
leads by the application of the above rule (1.3) to the following three compatible next time configurations:
n(1a) = (5, 5, 2) n(1b) = (6, 3, 3) n(1c) = (6, 4, 1, 1)
The initial (t = 0) total (i.e., potential) energy is U(0) = 34. The potential energies for the three possible configurations at
the time t = 1 are all equal to 33. So the application of the local extremum action principle does not solve the indeterminacy
in the selection of the actual path. Let us consider all the admissible next configurations for the successive two time steps
as depicted in Fig. 5 from which it is clear that configuration (5, 4, 2, 1) is a black hole reached at time step t = 3 of the
sandpile dynamics of initial state (6, 4, 2).
In Figs. 6 and 7 the minimal potential energy evolution possible paths (left) and the maximal potential energy evolution
possible paths (right) corresponding to the four time steps dynamics of initial configuration (6, 4, 2) described in Fig. 5 are
depicted.
It is clear from these Figs. 6 and 7 that the ‘‘local’’ action either maximization or minimization procedure is not able to
select a unique path since the above paths turn out to remain distinct among them, whatever be the subsequent time step
configuration obtained by an application of the H-rule (1.3) to the configuration (5, 4, 2, 1).
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Fig. 6.Minimal Potential Energy, i.e., Maximal Action paths.
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Fig. 7.Maximal Potential Energy, i.e., Minimal Action paths.
Let us now continue the discussion about the above example considering the black hole configuration (5, 4, 2, 1) as the
initial one. One obtains the digraph
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But in this second part of possible paths, there is no possibility to distinguish some privileged actual path with respect
to the local action criterium since at any time step the potential energies are the same: U(4, 4, 3, 1) = U(5, 3, 2, 2) = 27,
U(4, 4, 2, 2) = U(5, 3, 2, 1, 1) = 26, U(4, 3, 3, 2) = U(4, 4, 2, 1, 1) = 25.
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3. Integer partitions: information (Shannon) entropy
In order to overcome the drawback seen in the Example 2.1 we will try now to make use of some entropy considerations
along possible paths. Let us consider an integer partition n = (n1, n2, . . . , nl) of total massN =li=1 ni. In discretemeasure
theory, this finite sequence of nonnegative integer numbers can be considered ameasure distribution on the finite space of l
abstract elementary events El := {1, 2, . . . , l}.
The normalized finite sequence (depending on n)
p(n) =

p1 = n1N , p2 =
n2
N
, . . . , pl = nlN

(3.1)
is a probability distribution on the same set of elementary events El since
l
i=1 pi = 1 and for any i it is pi ≥ 0. On this set of
events we can consider two random variables (RV):
(RV1) The Information (also uncertainty) RV based on n
I(n) := I1 = − log p1, I2 = − log p2, . . . , Il = − log pl
where the single quantity Ii = − log pi measures the uncertainty linked to the probability pi (probability 0 means
the maximum of uncertainty, probability 1 means no uncertainty, and for p < q the uncertainty measure is strictly
decreasing I(p) = − log p < − log q = I(q)).
(RV2) The Granularity RV based on n
G(n) := G1 = log n1, G2 = log n2, . . . , Gl = log nl
where the single quantity Gi = log ni furnishes a measure of the granularity of the column i of the pile. A unique
granule ni = 1 means a minimum granularity (Gi = 0); the granularity measure is strictly increasing and reach its
maximum value for ni = N .
Of course, for any index i one has that Ii + Gi = logN .
The average uncertainty and the average granularity of the integer partitionn are expressed by the quantities, respectively,
H(n) :=
l
i=1
Ii · pi and G(n) :=
l
i=1
Gi · pi
They are called the information uncertainty entropy and the information granularity entropy, respectively [5,4,8,3]. The entropy
H(n) = −li=1 pi log pi is the one introduced by Shannon in his approach to information theory [25].
Trivially, one has the relationship H(n)+ G(n) = logN and so G(n) is the complementary entropy (sometimes called the
co-entropy) relatively to the Shannon entropy H(n)with respect to the fixed quantity logN .
In particular, if one consider themassN uniform configuration nu = (1, 1, . . . , 1  
N-times
), and the certain configuration nc = (N),
then for any configuration n of total mass N (whatever be its length l) we have the boundaries
H(nc) = 0 ≤ H(n) ≤ logN = H(nu) (3.2)
with H(n) = 0 iff n = nc and H(n) = logN iff n = nu.
The interpretation of the extreme cases is the following one:
(E1) The ‘‘certain’’ configuration nc , in which all the n granules are in a unique column, corresponds to the maximum of
certainty (probability distribution p(uc) = (1)) and can be considered as a situation ofmaximum order of the pile.
(E2) The ‘‘uniform’’ configuration nu, in which we have N columns each containing a unique granule, corresponds to a
maximum of uncertainty (uniform probability distribution) and can be considered as a situation ofmaximum disorder.
Hence, we can conclude that:
(E3) All the other configurations, according to (3.2), present an intermediate situation of disorder quantified by its
information entropy.
From this point of view we assume that the uncertainty entropy is a quantity that expresses a degree of disorder of the
configuration: the higher the uncertainty entropy of a configuration the higher its disorder. From the dual point of view, the
granularity entropy expresses a degree of order.
Note that there can exist two different configurationswith the same entropy value, but this fact cannot happen in the flow
from a configuration to another by the H-rule iteration, i.e., along a possible path, as showed in the following proposition
where we make use of the new ‘‘normalized’’ granularity entropy:
Gˆ(n) := N · G(n) =
l
i=1
ni log ni (3.3)
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Proposition 3.1. The granularity entropy of the configuration n(t + 1), obtained by the application of the H-evolution rule to a
jump centered at the cell i of the configuration n(t), is strictly decreasing Gˆ(n(t)) > Gˆ(n(t + 1)). So, owing to (3.3), also
G(n(t)) > G(n(t + 1)) and H(n(t)) < H(n(t + 1))
Proof. Let i be the center of the jump of the configuration n(t) and let us set for simplicity n = ni and m = ni+1, with
n−m ≥ 2. Then we have to prove that
n log n+m logm > (n− 1) log(n− 1)+ (m+ 1) log(m+ 1)
This is equivalent to prove
log(nn mm) > log

(n− 1)(n−1) (m+ 1)(m+1)
That is, that
nn mm > (n− 1)n−1 (m+ 1)m+1
Equivalently that
nn
(n− 1)n−1 >
(m+ 1)m+1
mm
Putting n = m+ k+ 1, with k ≥ 1, this should lead to prove
[(m+ k)+ 1](m+k)+1
(m+ k)m+k >
(m+ 1)m+1
mm
(*)
Let us now consider the auxiliary function of real variable x ≥ 1 defined as
f (x) = (x+ 1)
x+1
xx
For x = 1 we have f (1) = 4 ≥ 0, i.e., it is strictly positive; moreover, its derivative is
f ′(x) = x
x(x+ 1)x+1 log x+1x
xx(log x+ 1)2 > 0 for x ≥ 1
Therefore, the auxiliary function is increasing on the interval x ≥ 1. Since for every integer number k ≥ 1 it is (m+k)+1 >
(m+ 1), this means that the thesis is true. 
The following result is very important.
Proposition 3.2. Let n(t) be a decreasing configuration and let ni(t+1) and nj(t+1), with i < j, be two configurations obtained
by the application of the H-evolution rule to the jumps centered, respectively, at the cell i and at the cell j of the same ‘‘father’’
configuration n(t). Then, the two respective granularity entropies are different.
In particular, we have that the former is strictly greater than the latter, i.e.
G(ni(t + 1)) > G(nj(t + 1))
Proof. Let i and j (with i < j) be the centers of two possible jumps of the configuration n(t). Then, we have to prove that
(ni − 1) log(ni − 1)+ (ni+1 + 1) log(ni+1 + 1) > (nj − 1) log(nj − 1)+ (nj+1 + 1) log(nj+1 + 1)
The above inequality follows straightforward just noticing that n(t) is a decreasing sequence and log is an increasing
function. 
This result does not exclude that during the dynamical evolution there should be two configurations which assume the
same granularity entropy, but at two different time instants.
Example 3.1. Let us consider the initial configuration n0 = (6, 2, 2), which leads, by the re-iterate application of the
H-evolution rule, to the following two possible paths:
γ (1)n0 ≡ (6, 2, 2) −→ (6, 2, 1, 1) −→ · · · .
γ (2)n0 ≡ (6, 2, 2) −→ (5, 3, 2) −→ (4, 4, 2) −→ (4, 3, 3) −→ · · · .
It is straightforward to show that the configurations (6, 2, 2, 1) and (4, 3, 3) admit the same granularity entropy, but they are
reached at two different levels (times) of the dynamical evolution. G(6, 2, 1, 1) = G(4, 3, 3) = 8 log 2 + 6 log 3. Trivially,
γ
(1)
n(0)(1) = (6, 2, 2, 1) and γ (2)n(0)(3) = (4, 3, 3).
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Along an admissible path (2.3) one starts from an initial configuration n0 of mass N characterized by a maximal order
(minimal information entropy) and according to Proposition 3.1 evolves (preserving the total energy of the system) towards
a maximal disorder (maximal information entropy) of the final configuration nf , quantified by the strictly increasing of the
information uncertainty entropy according to the following chain (where we also present in the second line the information
granularity entropy strictly decreasing behavior):
H(n(0)) < H(n(1)) < · · · < H(n(t)) < H(n(t + 1)) < . . . ≤ logN
G(n(0)) > G(n(1)) > · · · > G(n(t)) > G(n(t + 1)) > . . . ≥ 0
under the total entropy conservation (the system is isolated):
∀t ∈ N, H(n(t))+ G(n(t)) = logN
Similarly to the case of energy Lagrangian (2.4) we can introduce an entropy Lagrangian at time t along a possible path n as
L(n(t)) = H(n(t))− G(n(t)) = logN − 2G(n(t)) (3.4a)
= 2H(n(t))− logN (3.4b)
in which, by analogy, the term H(n(t)) plays the role of kinetic entropy and G(n(t)) the one of potential entropy. This entropy
Lagrangian is a strictly increasing quantity during the dynamical evolution:
L(n(0)) < L(n(1)) < · · · < L(n(t)) < L(n(t + 1)) < · · · ≤ logN
Always in analogy with the (2.5) we can introduce the entropy action along a possible path γn0
S(γn0) :=
tf
t=0
L(n(t)) = 2
tf
t=0
H(n(t))− tf logN
with associated reduced entropy action
A(γn0) := 2
tf
t=0
H(n(t)) (3.5)
So, along a path the dynamical evolution is characterized by a tendency towards the increase of disorder (increase of
uncertainty entropy or, equivalently, decrease of granularity entropy). But we can make two different assumptions: the
adiabatic evolution and the anti-adiabatic evolution towards the increase of disorder (uncertainty entropy). Let us start
discussing the step-by-step adiabatic case.
Adiabatic Evolution. The actual path connecting the initial configuration n0 to the final configuration nf is the one whose
configuration at any time step t , among all the possible ones, minimizes (resp., maximizes) the uncertainty (resp.,
granularity) entropy, i.e., the disorder (resp., order) degree.
In other words, in this case the dynamics of the sand system evolves from ordered configurations to the disorder, but in an
adiabatic way, i.e., the tendency towards the disorder is step-by-step the slower possible. This means that at any time step
the evolution of the system is subject to a slow variation of the uncertainty entropy or, according to (3.4b), of the Lagrangian.
We adopted this term in analogy with quantum mechanics in which it denotes ‘‘the evolution of systems subject to slowly
varying Hamiltonian’’ [24].
Example 3.2. Making reference to the Example 2.1, the initial configuration has the normalized granularity entropy in the
reduced form (3.3) Gˆ(6, 4, 2) = 17.68.
The previously described local procedure of minimizing the uncertainty entropy can be applied step-by-step leading to the
actual unique adiabatic dynamics represented by the Table 1. It corresponds to a step by step choice of maximal granularity
entropy (equivalently minimal uncertainty entropy) with a corresponding step by step maximal action.
Let us note (see Fig. 6) that this adiabatic evolution towards disordered is one of the possible paths which satisfies the
maximum action principle.
Unfortunately, the step-by-step adiabatic approach does not always guarantee the minimum of the global reduced
entropy action. This global minimum is obtained computing the (3.5) for any possible path and then choosing the path
which furnishes the minimum value. In the following example we show a case in which this global reduced entropy action
is different from the one obtained using the step-by-step procedure.
Example 3.3. Starting from a pile of 12 elements with initial configuration n0 = (12) and applying rule (1.3), the final
configuration will be nf = (4, 3, 2, 2, 1). Let us consider the adiabatic approach from configuration (8, 3, 1): it generates
the subpath
(8, 3, 1) −→ (8, 2, 2) −→ (7, 3, 2) −→ (6, 4, 2)
whose reduced entropy action is 7.325.
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Table 1
Sandpile actual path from the initial
configuration (6, 4, 2) with respect to
an adiabatic evolution towards disorder,
ending at the equilibrium configuration
(4, 3, 2, 2, 1) with (5, 4, 2, 1) as a black
hole configuration.
Dynamics U G
(6, 4, 2) 34 17.682
(5, 5, 2) 33 17.480
(5, 4, 3) 31 16.888
(5, 4, 2, 1) 29 14.978
(5, 3, 3, 1) 28 14.638
(4, 4, 3, 1) 27 14.386
(4, 4, 2, 2) 26 13.862
(4, 3, 3, 2) 25 13.523
(4, 3, 3, 1, 1) 24 12.136
(4, 3, 2, 2, 1) 23 11.613
Table 2
Sandpile anti-adiabatic actual path from
the initial configuration (6, 4, 2) to-
wards disorder (local choice of minimal
granularity entropy).
Dynamics U G
(6, 4, 2) 34 17.682
(6, 4, 1, 1) 33 16.295
(6, 3, 2, 1) 31 16.888
(5, 4, 2, 1) 29 14.978
(5, 3, 3, 1) 28 14.638
(5. 3, 2, 2) 27 14.115
(5, 3, 2, 1, 1) 26 12.729
(4, 4, 2, 1, 1) 25 12.476
(4, 3, 3, 1, 1) 24 12.136
(4, 3, 2, 2, 1 23 11.613
On the other hand, starting from the same configuration (8, 3, 1) the subpath corresponding to the minimum of the
global reduced entropy action is
(8, 3, 1) −→ (7, 4, 1) −→ (6, 5, 1) −→ (6, 4, 2)
with corresponding value 7.283.
In a dual way we can introduce the
Anti-Adiabatic Evolution: The actual path connecting the initial configuration n0 to the final configuration nf is the one
whose configuration at any time step t , among all the possible ones, maximizes (resp., minimizes) the uncertainty
(resp., granularity) entropy, i.e., the disorder (resp., order) degree.
In other words, the dynamics of the sand system evolves from ordered configurations to the disorder, but in a non-adiabatic
way, i.e., step by step the tendency towards the disorder is the stronger possible.
Example 3.4. Making reference to the Example 3.2, we have seen that the initial configuration has normalized granularity
entropy Gˆ(6, 4, 2) = 17.682. The corresponding local anti-adiabatic evolution can be summarized by the (unique)
dynamical evolution represented by the Table 2, which also in this case is one of the possible paths satisfying the principle
of maximal action (see Fig. 7).
As previously illustrated, starting from a certain initial state, the anti-adiabatic (from another point of view, the Greedy)
approach chooses at each step the configurationwith themaximum information (Shannon) entropy (minimumgranularity).
A question arises at this point:
• whether the resulting anti-adiabatic path corresponds to the path which maximizes the global information (Shannon)
entropy, i.e., to the path for which the sum of all the entropies of its configurations (equivalently, the reduced entropy
action of Eq. (3.5)) is the maximum among all the possible paths.
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Unfortunately, the answer is no: this anti-adiabatic approach does not always guarantee the maximum of the reduced
entropy action, as illustrated in the following example.
Example 3.5. Let us start from a pile of 12 elements with initial configuration n0 = (12), with its normal latticeΩ(12)(12),
and let us apply the rule (1.3) arriving to the final configuration nf = (4, 3, 2, 2, 1).
In the present case we will have a difference between the anti-adiabatic path and the maximum reduced entropy action
path during the transitions from the state (8, 3, 1) to the state (7, 3, 1, 1) only. Indeed, the anti-adiabatic approach from the
configuration (8, 3, 1) generates the subpath
(8, 3, 1) −→ (7, 4, 1) −→ (7, 3, 2) −→ (7, 3, 1, 1)
whose reduced entropy action is 7.493. On the other hand, starting from (8, 3, 1) the subpath corresponding to the
maximum of reduced action entropy is
(8, 3, 1) −→ (8, 2, 2) −→ (8, 2, 1, 1) −→ (7, 3, 1, 1)
with corresponding value 7.499.
4. 1D Sand CA model under a uniform blow of unidirectional wind
Formally, the cellular automata (CA) version of the total mass N sand pile model is based on a one-dimensional (1D) grid
of N cellsL(N) := {1, 2, . . . ,N}where every integer i ∈ L(N) represents the cell of position i. The set of states of the single
CA cell is S(N) := {0, 1, . . . ,N} and a configuration is any map n : L→ S(N) assigning to any cell of the lattice i ∈ L(N)
the number ni ∈ S(n) of granules in the position i of the pile, under the total mass N conditioni∈L(N) ni = N and the
0-finiteness condition ∃k ∈ L(N) s.t. ni > 0 for every i ≤ k and nj = 0 for every j > k:
n1 . . . ni . . . nk 0 . . . 0 (4.1)
The collection consisting of all such mass N configurations as usual will be denoted by Ω(N) ⊂ S(N)L(N) and called the
phase space of the CA.
A particular 1D sand-CA is characterized by a radius r local rule f : S(N)2r+1 → S(N) under the 0-quiescent condition
f (0, . . . , 0, . . . 0) = 0. This local rule generates a discrete time dynamical system (DTDS) Ω(N), F based on the phase space
Ω(N) of all possible one-dimensional definitively zero configurations and the global next statemapping F : Ω(N)→ Ω(N)
which describes the phase space transition from the configuration n ∈ Ω(N) to the next time configuration F(n) ∈ Ω(N),
defined by the synchronous (i.e., parallel) application to any cell i of the lattice of the local rule by the law
∀i ∈ Z, [F(n)]i := f (ni−r , . . . , ni, . . . , ni+r)
From the dynamical point of view, for any initial configuration n0 ∈ Ω(N) it is possible to obtain the (discrete time)
positive motion as the time depending sequence t ∈ N→ n(t) ∈ Ω(N) defined as
∀t ∈ N, n(t) = F t(n0)
This positive motion is the (unique) solution of the Cauchy problem for difference equations
n(t + 1) = F(n(t))
n(0) = n0
Hence, the DTDS induced in this way from a CA is autonomous in the sense that the states of a positive motion are obtained
by the iteration of the same (unchanged) next state function F .
4.1. Sand CA heuristic and a formal approach
In a first approach let us consider a radius r = 1 sand CA. The first requirement on the local rule is that it is 0-quiescent,
i.e., f (0, 0, 0) = 0 in order to assure that there is no ‘‘creation’’ of granules with an increasing of the total mass N of the sand
pile.
Let us discuss the heuristic of a ‘‘parallel’’ (but deterministic) application of the movement rule depicted in Fig. 1 to the
particular initial configuration of the sandpile dynamics discussed in Example 2.1 according to the following Fig. 8.
Let us discuss the adopted heuristic:
Step 1 In the initial configuration (0|6, 4, 2, 0, 0) the cell i = 1 is the center of a right jump and so the local rule f applied
to the input triple (0, 6, 4) performs the transformation (0, 6, 4)
f−→ 5, corresponding to the decrease of the total
number of granules located at i = 1 according to 6→ 5. On the other hand, the cell i = 2 is the center of a left and
a right jump corresponding to the acceptance of a granule from the cell i = 0 and the assignment of a granule to
the cell i = 2 maintaining in this way the same number 4 of granules with the corresponding local rule transition
(6, 4, 2)
f−→ 4. Also the cell i = 2 is the center of a right and a left jump corresponding to a transition of the local
rule (2, 0, 0)
f−→ 1. And finally, we have the cell i = 3 which is the center of a right jump with corresponding
transition (4, 2, 0)
f−→ 1, with an increase from 0 to 1 of the number of granules located in this cell.
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Fig. 8. The first three iterations of the CA local rule according to the heuristic of a parallel application of the H-evolution rule.
Fig. 9. The last iterations of the CA local rule according to the heuristic of a parallel application of the H-evolution rule leading to the equilibrium
configuration (4, 3, 2, 2, 1).
Step 2 The time step 1 configuration (0|5, 4, 2, 1, 0) is such that the cell i = 1 maintains the same number 5 of granules
under the application of the local rule f according to the transition (0, 5, 4)
f−→ 5, whereas the cell i = 2 is
submitted to the local rule transition (5, 4, 2)
f−→ 3 decreasing from 4 to 3 the total number of granules located
in it. The cell i = 3 as center of a left jump receives a granule from the cell i = 2 passing from a number of 2 to
a number of 3 granules according to the local rule transition (4, 2, 1)
f−→ 3. And finally the cells i = 4 and i = 5
remain with the same number of granules according to the local rule transitions (2, 1, 0)
f−→ 1 and (1, 0, 0) f−→ 0.
The further application of the CA local rule leads to the transitions in Fig. 9 reaching the equilibrium configuration
(4, 3, 2, 2, 1).
Comparing this CA deterministic evolution with the Table 1, it is clear that the CA dynamics is in agreement with the
corresponding adiabatic evolution towards disorder.
Note that all the above CA heuristic can be formalized by the following local rule formalization:
f (u, x, y) =

x+ 1 if x ≤ u− 2 and x ≤ y+ 1
x− 1 if x ≥ y+ 2 and x ≥ u− 1
x otherwise
(4.2)
Of course, the ‘‘left directed’’ information formalized by the local rule is the origin of the global action of a wind which
uniformly blows from the left to the right direction. This corresponds to a very particular physical situation.
Let us recall that in [11–13] a general notion of sand automata (SA) which permits the definition of more rules than the
horizontal H one exposed here is given (for some complementary information on SA see [14–16], and for some results on
CA see for instance [9,10,1,17,18]). Obviously, the present approach formalized by the local rule (4.2) can be obtained as a
particular case of this latter. In fact, according to SA formalism, and in the size 1 context (which is a very particular case of
their approach defined in the more general context of arbitrary size or precision l ∈ N, see for instance [11]) one considers
first of all the so-called measuring device βx1 of side 1 and reference height x as a function from Z to {−∞,−1, 0, 1,+∞}
defined in the following way:
βx1(z) =

+∞ if x+ 1 < z
−∞ if x− 1 > z
z − x otherwise
(4.3)
Note that in particular βx1(x− 1) = −1, βx1(x) = 0, and βx1(x+ 1) = 1.
The SA considered here can be defined as the pair ⟨1, λ⟩ where l = 1 is the side and λ : ({−∞,−1, 0, 1,∞})2 →
({−∞, 0,−1, 0, 1,∞}) is an auxiliary function, improperly called local rule, with the help of which one can define the
‘‘true’’ local rule of a CA defined as follows:
f˜ (u, x, y) =

x if x = ±∞
x+ λ(βx1(u), βx1(y)) otherwise
(4.4)
Let Z˜ := Z ∪ {−∞,+∞}, then the induced global next state function defined on the configuration space Z˜Z assumes, for
any x ∈ Z˜Z and every cell i ∈ Z, the form
[F˜(x)]i =

xi if xi = ±∞
xi + λ(βxi1 (xi−1), βxi1 (xi+1)) otherwise
(4.5)
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As pointed out in Example 1 of [11], the SA version of the SPM is obtained by the following peculiar version of the auxiliary
function:
λ(a, b) =

+1 if a = +∞ and b ≠ −∞
−1 if a ≠ +∞ and b = −∞
0 otherwise
(4.6)
leading, according to (4.4), to the following local rule for SPM:
f˜ (u, x, y) =

x+ 1 if βx1(u) = +∞ and βx1(y) ≠ −∞
x− 1 if βx1(u) ≠ +∞ and βx1(y) = −∞
x otherwise
(4.7)
Looking back to the Eq. (4.3), one can immediately observe that the conditionβx1(u) = +∞ is equivalent to say that u ≥ x+2,
i.e., a grain can fall from pile with reference u to the pile x. On the other hand, the condition βx1(y) = −∞ can be expressed
as y ≤ x− 2, so a grain can fall on y from pile with reference x. Starting from these facts, one can rewrite Eq. (4.7) into the
form of Eq. (4.2).
4.2. An interesting counter-example
In the previous Section 4.1we have discussed a particular example of the CA dynamicswith initial configuration (6, 4, 2),
in which the CA dynamics fits with one of the two sand pile dynamics induced by the information entropy. This could lead
to the conjecture that this behavior happens for any sand pile dynamics. This is false, as the following example shows.
Example 4.1. Let us consider the initial configuration n0 = (12, 0). Both adiabatic and anti-adiabatic dynamics converge
towards configuration (8, 3, 1).
From this configuration onwards, the adiabatic evolution is
(8, 3, 1) −→ (8, 2, 2) −→ (7, 3, 2) −→ (6, 4, 2) −→ (5, 5, 2) −→
(5, 4, 3) −→ (5, 4, 2, 1) −→ (5, 3, 3, 1) −→ (4, 4, 3, 1) −→
(4, 4, 2, 2) −→ (4, 3, 3, 2) −→ (4, 3, 3, 1, 1) −→ (4, 3, 2, 2, 1)
where from configuration (6, 4, 2) onward it is the same dynamics shown in Table 1. On the other hand, the anti-adiabatic
evolution from the configuration (8, 3, 1) onwards is
(8, 3, 1) −→ (7, 4, 1) −→ (7, 3, 2) −→ (7, 3, 1, 1) −→ (6, 4, 1, 1) −→
(6, 3, 2, 1) −→ (5, 4, 2, 1) −→ (5, 3, 3, 1) −→ (5, 3, 2, 2) −→
(5, 3, 2, 1, 1) −→ (4, 4, 2, 1, 1) −→ (4, 3, 3, 1, 1) −→ (4, 3, 2, 2, 1)
where from the black hole configuration (5, 4, 2, 1) onward it is the same dynamics shown in Table 2.
The CA dynamics of initial configuration (8, 3, 1) is
(8, 3, 1) −→ (7, 3, 2) −→ (6, 4, 1, 1) −→ (5, 4, 2, 1) −→ (5, 3, 3, 1) −→
(4, 4, 2, 2) −→ (4, 3, 3, 1, 1) −→ (4, 3, 2, 2, 1)
which does not fit any of the two granularity entropy dynamics. In particular, one can observe that the adiabatic path
excludes the configuration (6, 4, 1, 1) of the CA dynamics while the anti-adiabatic one does not admit the configuration
(4, 4, 2, 2) of this CA dynamics. But note that, anyway, the CA dynamics fits with one of the paths satisfying the principle of
maximal action (see Fig. 7 for the partial path of initial configuration (6, 4, 1, 1)).
5. Integer partitions: thermodynamics (Boltzmann) entropy
The drawback showed in the previous Example 4.1 should lead to the investigation of some other form of entropy with
respect to which there is an agreement between the CA dynamics and the evolution characterizing the general behavior of
this new entropy. Let us consider here as potential candidate the thermodynamical Boltzmann entropy.
Given a numerical partition n = (n1, n2, . . . , nN) of total mass N , the Boltzmann entropy is defined as
S(n) = logWN(n)
whereWN(n), also called thermodynamics probability, is the following quantity
WN(n) = N!n1!n2! . . . nN !
The followingproposition gives us a formula that allowsus to calculate stepby step theBoltzmannentropyof a configuration.
Moreover, it will be the basis to discover an analogy with the case of information entropy.
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Proposition 5.1. Let logWN(n(t)) be the Boltzmann entropy at time t. Then, at time t + 1, i.e., after a single jump at a generic
position i according to the H-rule, we have that
WN(n(t + 1)) = ηi(t) ·WN(n(t))
where
ηi(t) := ni(t)ni+1(t)+ 1
This quantity represents the growth factor of jump i at time t.
Proof. If we consider the generic jump at position i, we have:
at time t
WN (n(t)) = N!n1(t)!n2(t)! . . . ni(t)!ni+1(t)! . . . nN (t)! ;
and at time t + 1
WN (n(t + 1)) = N!n1(t + 1)!n2(t + 1)! . . . (ni)(t + 1)!(ni+1)(t + 1)! . . . nN (t + 1)!
= N!
n1(t)!n2(t)! . . . (ni(t)− 1)!(ni+1(t)+ 1)! . . . nN (t)!
Hence,
WN (n(t + 1))
WN (n(t))
= ni(t)
ni+1(t)+ 1 = ηi(t) 
Let us observe that, omitting the subscript i of the jump site in the growth factor, in general we obtain:
WN(n(t + k)) =
k−1
h=0
η(t + h) ·WN(n(t))
This new entropy falls in the same situation of the of Example 4.1.
Example 5.1. Let us reconsider the initial configuration n0 = (8, 3, 1).
With respect the Boltzmann entropy, the adiabatic evolution is
(8, 3, 1) −→ (8, 2, 2) −→ (8, 2, 1, 1) −→ (7, 3, 1, 1) −→ (6, 4, 1, 1) −→
(5, 5, 1, 1) −→ (5, 4, 2, 1) −→ (5, 3, 3, 1) −→ (4, 4, 3, 1) −→
(4, 4, 2, 2) −→ (4, 3, 3, 2) −→ (4, 3, 3, 1, 1) −→ (4, 3, 2, 2, 1)
On the other hand the anti-adiabatic evolution is
(8, 3, 1) −→ (7, 4, 1) −→ (7, 3, 2) −→ (7, 3, 1, 1) −→ (7, 2, 2, 1) −→
(6, 3, 2, 1) −→ (5, 4, 2, 1) −→ (5, 3, 3, 1) −→ (5, 3, 2, 2) −→
(5, 3, 2, 1, 1) −→ (4, 4, 2, 1, 1) −→ (4, 3, 3, 1, 1) −→ (4, 3, 2, 2, 1)
Of course, the CA dynamics is the same of the Example 4.1. Also in this case it does not fit any of the two Boltzmann
entropy dynamics. In particular, one can observe that the adiabatic path excludes the CA dynamics configuration (7, 3, 2)
while the anti-adiabatic one does not admit the configuration (6, 4, 1, 1).
Moreover, the Boltzmann entropy has another significant drawback: it sometimes can be affected by the lack of determinism
as the following example explains.
Example 5.2. Let us consider the initial configuration n0 = (6, 3, 1)which leads, by the application of the H-evolution rule,
to the following two next time configurations (Fig. 10):
n(1a) = (5, 4, 1) n(1b) = (6, 2, 2)
These two derived configurations result to have the same Boltzmann entropy, indeed
W (5, 4, 1) = 10!
5! 4! = 1260 and W (6, 2, 2) =
10!
6! 2! 2! = 1260
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Fig. 10. First iteration starting from (6, 3, 1).
6. Comments and conclusions
The intrinsical non-deterministic dynamics of sand piles by the standard H-rule of evolution is analyzed from the
deterministic point of view using the Shannon entropy approach to information systems applied to integer partitions. The
use of the information entropy allows one to select a unique path generated by the sand pile rule according to either the
min or the max entropy variation during each single time step.
This approach by entropy is compared with the parallel synchronous CA deterministic one in which any jump of a given
configuration is solved by the simultaneous application of theH-rule in a unique time step. In someexample this CA approach
fits with the entropy one, but it is possible to give a counter-example in which this behavior does not happens. This leads
to some possible further investigation in which, maintaining the parallel H-rule CA model, it will be important to find some
other form of entropy with respect to which the fit of the two deterministic dynamics is proved be theorem. Of course,
another possible approach is the one in which the Shannon entropy deterministic dynamics is tried to fit with some other
CA model of sand pile.
On the other hand, in all the examples treated in this paper (and some others investigated by us but not published
here) the deterministic CA sand dynamics agree with the Hamiltonian max action principle, and the possible general result
induced from these finite number of cases could be an open problem for a possible future investigation.
Another possible development is the alternate bi-CA local rule in which in a time step one apply in a parallel way the
left-to-right (LR) local evolution rule to any jump of the configuration and then to the so obtained new configuration a
parallel local right-to-left (RL) evolution rule. This is very interesting from the physical point of view since it corresponds
to a model without a privileged direction of blowing wind. The obtained discrete time dynamical system (DTDS) is no more
autonomous, but the global next state function varies during time according to a fixed alternate sequential application of the
two local rules RL and LR. It will be the argument of a forthcoming paper the question of introducing an autonomous DTDS
generated by a fixed CA local rule which in some sense should be able to simulate the same ‘‘absence of wind’’ situation,
called the bi-CA sand model.
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