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a b s t r a c t
A hypersingular integral equation in two disjoint intervals is solved by using the solution of
Cauchy type singular integral equation in disjoint intervals. Also a direct function theoretic
method is used to determine the solution of the same hypersingular integral equation in
two disjoint intervals. Solutions by both the methods are in good agreement with each
other.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Hypersingular integral equation is considered as an important tool in Applied Mathematics as it finds application
in solving a large class of mixed boundary value problems arising in mathematical physics. Particularly the crack
problems in fracture mechanics or water wave scattering problems involving barriers, diffraction of electromagnetic waves,
aerodynamics problems (cf. [1–3]) can be reduced to hypersingular integral equations in single or disjointmultiple intervals.
A simple hypersingular integral equation is given by
Hf =
∫ 1
−1
f (t)
(x− t)2 dt = ψ(x), −1 < x < 1, (1.1)
where f ∈ C1,α(−1, 1) and ψ ∈ C0,α(−1, 1)(0 < α < 1); Cn,α(−1, 1) denote the class of functions having Holder
continuous derivative of order nwith exponent as α.
The hypersingular integralHf appearing in (1.1) is understood to be equal toHadamard finite part (cf. [4]) of this divergent
integral as given by the relation
Hf = lim
→0+
[∫ x−
−1
f (t)
(x− t)2 dt +
∫ 1
x+
f (t)
(x− t)2 dt −
f (x+ )+ f (x− )

]
. (1.2)
Eq. (1.1) has been solved byMartin [4], Chakrabarti andMandal [5] by utilizing the known solution of Cauchy type singular
integral equation of first kind.
Recently, Chakrabarti [6] has developed a direct function theoretic method to determine the solution of (1.1).
In the present paper we have considered for solution the following hypersingular integral equation in two disjoint
intervals G ≡ (−1,−k) ∪ (k, 1),
1
pi
∫ −k
−1
f (t)
(x− t)2 dt +
1
pi
∫ 1
k
f (t)
(x− t)2 dt = ψ(x), x ∈ G. (1.3)
∗ Corresponding author.
E-mail address: sbanerjee@math.jdvu.ac.in (S. Banerjea).
0893-9659/$ – see front matter© 2009 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aml.2009.01.043
1282 B. Dutta, S. Banerjea / Applied Mathematics Letters 22 (2009) 1281–1285
Here f (x) ∈ C1,α(G) and ψ(x) ∈ C0,α(G), 0 < α < 1 with
f (±1) = f (±k) = 0 (1.4)
and the integral is defined in the sense of Hadamard finite part as described in Eq. (1.2).
We have used two different methods to solve Eq. (1.3). In the first method we have utilized the solution of the following
aerofoil equation which is Cauchy type singular integral equation in two disjoint intervals (cf [7])
1
pi
∫ −k
−1
φ(t)
x− t dt +
1
pi
∫ 1
k
φ(t)
x− t dt = h(x), x ∈ G.
In the secondmethod we have applied direct function theoretic method as described by Chakrabarti [5] to obtain the closed
form solution of integral equation (1.3). Solution obtained by both the methods are in good agreement with each other.
In the following sections we give detailed analysis for solution of integral equation (1.3).
2. The detailed analysis
In this section we proceed to solve the hypersingular integral equation (1.3) under condition (1.4) by two different
methods.
Method-I
Noting condition (1.4), the hypersingular integral equation (1.3) can be written equivalently as
1
pi
∫ −k
−1
f ′(t)
x− t dt +
1
pi
∫ 1
k
f ′(t)
x− t dt = −ψ(x), x ∈ G. (2.1)
This is the well-known aerofoil equation with Cauchy type singularity which was solved by Tricomi [7] and the solution is
given by
f ′(x) =

1
piR(x)
[C1 + C2x+ Ψ (x)] , x ∈ (−1,−k),
− 1
piR(x)
[C1 + C2x+ Ψ (x)] , x ∈ (k, 1),
(2.2)
where,
Ψ (x) =
∫ −k
−1
ψ(t)R(t)
x− t dt −
∫ 1
k
ψ(t)R(t)
x− t dt,
C1, C2 are two arbitrary constants and
R(x) = {(1− x2)(x2 − k2)} 12 . (2.3)
Integrating (2.2) with respect to x gives
f (x) =

1
pi
[∫ x
−1
1
R(u)
(C1 + C2u+ Ψ (u)) du
]
+ F1, x ∈ (−1,−k),
1
pi
[∫ 1
x
1
R(u)
(C1 + C2u+ Ψ (u)) du
]
+ F2, x ∈ (k, 1),
(2.4)
where F1, F2 are another two arbitrary constants.
Now, we make an observation that if f (x) has to satisfy the end conditions f (±1) = 0 as given in relation (1.4), we must
have
F2 = 0, F1 = 0. (2.5)
Also, the conditions f (±k) = 0 yields∫ 1
k
1
R(u)
(C1 + C2u+ Ψ (u)) du = 0, (2.6)∫ −k
−1
1
R(u)
(C1 + C2u+ Ψ (u)) du = 0. (2.7)
Solving Eqs. (2.6) and (2.7) we get the constants C1, C2 which are given by
C1 = P(k)F(q) , C2 = 0, (2.8)
where,
P(k) =
∫ 1
k
du
R(u)
∫ 1
k
tR(t)
u2 − t2 (ψ(−t)+ ψ(t)) dt,
B. Dutta, S. Banerjea / Applied Mathematics Letters 22 (2009) 1281–1285 1283
and
F(q) =
∫ sin λ
0
dx
((1− x2)(1− q2x2)) 12
, q = (1− k2) 12 (2.9)
is a complete elliptic integral of first kind. Hence the solution of the hypersingular integral equation (1.3) is given by
f (x) =

1
pi
[∫ x
−1
1
R(u)
(C1 + Ψ (u)) du
]
, x ∈ (−1,−k),
− 1
pi
[∫ 1
x
1
R(u)
(C1 + Ψ (u)) du
]
, x ∈ (k, 1),
(2.10)
where, C1 is given in Eqs. (2.8) and (2.9). It may be noted that if ψ(t) is an odd function then C1 = 0.
Method-II
We first consider the sectionally analytic function
F(z) = 1
pi
∫
G
f (t)
(z − t)2 dt, (2.11)
cut along the real axis on (−k,−1) ∪ (k, 1) and
F(z) ∼ O
(
1
z2
)
as |z| → ∞.
If we utilize the following standard limiting values (cf [6,8,9]):
lim
y→±0
1
(x+ iy) = ∓pi iδ(x)+
1
x
, (−∞ < x <∞),
then on differentiation with respect to x it gives
lim
y→±0
1
(x+ iy)2 = ±pi iδ
′(x)+ 1
x2
, (−∞ < x <∞), (2.12)
where δ(x) is Dirac’s delta function and δ′(x) denotes its derivative with respect to x. Hence we find the following limiting
values of F(z) as
F±(x) = 1
pi
[∫
G
f (t)
(x− t)2 dt ± pi if
′(x)
]
, x ∈ G. (2.13)
From relation (2.13) we get the following Plemelj type alternative formulae:
F+(x)+ F−(x) = 2ψ(x), x ∈ G (2.14)
F+(x)− F−(x) = r ′(x), x ∈ G (2.15)
where,
r ′(x) = 2if ′(x), x ∈ G. (2.16)
From Eqs. (2.15) and (2.11) we get
F(z) = 1
2pi i
∫
G
r(t)
(z − t)2 dt. (2.17)
Utilizing the above idea, we can solve the Riemann–Hilbert (R–H) problem (2.14) in the following manner. Let
F(z) = F0(z)F1(z), (2.18)
F0(z) being the solution of the homogeneous problem corresponding to relation (2.14), ie,
F+0 (x)+ F−0 (x) = 0.
We choose
F0(z) = ((z2 − 1)(z2 − k2))− 12 , (2.19)
with
F±0 (x) =

∓ i
R(x)
, x ∈ (k, 1),
± i
R(x)
, x ∈ (−1,−k),
(2.20)
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and R(x) is given by Eq. (2.3). Substituting F(z) from Eq. (2.18) into Eq. (2.14) we get
F+1 (x)− F−1 (x) =
2ψ(x)
F+0 (x)
, x ∈ G. (2.21)
Comparing this relation with relation (2.15) and noting the relations (2.16) and (2.17), we write the solution of Eq. (2.21) as
F1(z) = F(z)F0(z) =
1
2pi i
∫
G
g(t)
(z − t)2 dt + E(z), (2.22)
where,
g ′(t) = 2ψ(t)
F+0 (t)
, (2.23)
and E(z) is an entire function. Noting the behaviour of F(z) as |z| → ∞ and considering Eq. (2.19), we can choose E(z) as
E(z) = Bz + C, (2.24)
where B and C are constants.
Using relations (2.22), (2.19) and (2.20) in relation (2.15) we get
f ′(x) =

−1
piR(x)
[∫ 1
k
g0(t)
(x− t)2 dt −
∫ −k
−1
g0(t)
(x− t)2 dt + pi(Bx+ C)
]
, x ∈ (k, 1),
1
piR(x)
[∫ 1
k
g0(t)
(x− t)2 dt −
∫ −k
−1
g0(t)
(x− t)2 dt + pi(Bx+ C)
]
, x ∈ (−1,−k),
(2.25)
with
g ′0(x) = ψ(x)R(x), (2.26)
R(x) being given by Eq. (2.3).
Simplifying the result (2.25) using relation (2.26) we obtain
f ′(x) =

−1
piR(x)
[
g0(1)
x− 1 −
g0(k)
x− k −
g0(−k)
x+ k +
g0(−1)
x+ 1 + Ψ (x)+ pi(Bx+ C)
]
, x ∈ (k, 1),
1
piR(x)
[
g0(1)
x− 1 −
g0(k)
x− k −
g0(−k)
x+ k +
g0(−1)
x+ 1 + Ψ (x)+ pi(Bx+ C)
]
, x ∈ (−1,−k).
(2.27)
For consistency of the solution from Eq. (2.27) we conclude that
g0(1) = g0(k) = g0(−1) = g0(−k) = 0.
So Eq. (2.25) can be rewritten as
f ′(x) =

1
piR(x)
[C3 + C4x+ Ψ (x)] , x ∈ (−1,−k),
− 1
piR(x)
[C3 + C4x+ Ψ (x)] , x ∈ (k, 1),
(2.28)
where
C3 = piC, C4 = piB. (2.29)
Finally integrating Eq. (2.28) we get,
f (x) =

1
pi
[∫ x
−1
1
R(u)
(C3 + C4u+ Ψ (u)) du
]
+ F3, x ∈ (−1,−k),
1
pi
[∫ 1
x
1
R(u)
(C3 + C4u+ Ψ (u)) du
]
+ F4, x ∈ (k, 1).
(2.30)
Result (2.30) coincides with result (2.4). Now using end conditions f (±1) = 0 = f (±k) as before we get
C4 = F4 = F3 = 0, C3 = P(k)F(q) , (2.31)
where P(k), F(q) are given by relation (2.9). Thus it is found that solution f (x) given by Eqs. (2.30) and (2.31) coincides
with Eqs. (2.10) and (2.9).
3. Conclusion
Two different methods of solutions of hypersingular integral equation (1.3) in two disjoint intervals are presented here.
The firstmethod of solution is based onutilization of the solution of Cauchy type integral equation in twodisjoint intervals. In
the second approach, a recently devised function theoretic method is applied to reduce the hypersingular integral equation
(1.3) to a Riemann–Hilbert problem of complex variable theory. The solution of the Riemann–Hilbert problem is then used
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to solve (1.3) in a very simple manner. The solution of Eq. (1.3) obtained by both the methods coincide with each other. The
present method of solution can be applied to solve the hypersingular integral equation in finite number of multiple disjoint
intervals. The solution of (1.3) can be used to study water wave scattering problem involving vertical barrier with two or
more gaps and also in the problem of fracture mechanics involving multiple cracks.
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