Abstract-Automatic facial expression recognition from video clips is a challenging task due to computational complexity, limitations of image analysis and subjectivity. This paper advocates a fuzzy based approach for emotion classification. On the other hand, several proposals have been put forward to enhance the pre-processing stage prior to the classification. This includes a combination of a boundary elliptical model for skin detection, adaptive thresholding, principal component analysis and use of cam-shift for face tracking. The performances of the developed system have been evaluated using TFEID and video clips and compared with Bayes' classifier.
I. INTRODUCTION
Emotions, such as happiness, sadness and fear, are an important aspect of human intelligence and have been shown to play a significant role on memory, thinking and human decision-making process. This motivates extensive research from various disciplines, e.g., cognitive science, artificial intelligence, to explore various models of emotions as well as their software implementations. Psychologists investigated the role of emotions as a positive component in human cognition and intelligence [1] . On the other hand, increased applications of video-surveillance systems and security related issues has motivated research into automatic emotion recognition systems, especially, it was often observed that automatic or semi-automatic supervision often outperforms the manual supervision due to fatigue effect where a operator(s) would have to monitor screen (s) for 24 hours to in case of missing/ suspicious information. Through years of study, researchers have reached a common ground that the human motion recognition is the key technology for basic human behavior classification, while many researchers have come up with inspiring breakthroughs [2] . But when it comes to areas like studying people's mental health by talking to them or showing some videos and recording their responses, the motion feature is clearly not a significant variable anymore. In this case, the face is the one that carries useful information manifest in the way of facial expressions. Although, its application range is not as wide and not many papers have specifically focused on the construction of this kind of system, there is no doubt that it has its own advantages. Inspired by the psychological models of emotions, Intelligent Agents researchers have begun to recognize the utility of computational models of emotions for improving complex, interactive programs. For instance, interface agents with a model of emotions can provide a better understanding of the user's moods, emotions and preferences and can thus adapt itself to the user's needs [3] . Synthetic characters can use a model of emotion to simulate and express emotional responses, which can effectively enhance their believability [4] . Software agents may use emotions to facilitate the social interactions and communications between groups of agents and help coordination of tasks [5, 6] . Emotions can also be used to simulate personality traits in believable agents [7] .
On the other hand, the introduction of MPEG standards, which provided an alternative way to analyzing and modelling facial expressions and related emotions [8] through facial animation parameters (FAPs) and facial definition parameter set (FDP), has enhanced the construction of computational model of emotions. are utilized in the framework of MPEG-4 for facial animation purposes. Automatic detection of particular FDPs in a video sequence is an active research area [9] , which can be employed within the MPEG-4 standard for analyzing and encoding facial expressions. The strong connection between emotion and facial expression has also been established in Ekman's Facial Feedback Theory" [1] , which states that each basic emotion is associated with a unique facial expression and sensory feedback from the expression contributes to the emotional feelings. This motivated later on an intensive research in the field of automatic face detection and facial expression recognition in image vision community. Nevertheless, due to computational complexity, quality of video and images, the task of automatic emotion recognition is still very challenging and open issue in research community. This paper advocates a fuzzy based approach for emotion recognition. On the other hand, in order to reduce the computational complexity, an image tracking system has been put forward based on camshift algorithm [10] . The approach also makes use of an original method for face detection, which combines an elliptical boundary model for skin color detection [11] , adaptive thresholding [12] and principal component analysis (PCA). The feasibility of the proposal has been demonstrated through comparison with standards Bayes' classifier on publicly available database and home-made video clips.
II. SYSTEM OVERVIEW The video dealt with in this paper is a one change of the person's position is not as intense as it would be in surveillance field. This simplification is motivated by the desire to focus on the emotion recognition task in timely efficient approach rather than dealing with complex and expensive scene analysis prior to behavior analysis task.
Ultimately, the facial emotion recognition task involves a preprocessing task of face identification. On the other hand, given the importance of the emotion recognition part sequel, the time costly processing time of should be minimized. For this purpose, and given the fact that video contains many highly redundant and overlapping frames, a face tracking block were used to track a given of detecting the face at each frame. Besides, considering the fact that face muscles are incapable of moving too quickly, the recourse to face-detection and emotion recognition at each frame is meaningless. Therefore, four or five frames per second would be a reasonable range of proportion of the face emotion analyzer. Hence, a high hitting rate should be guaranteed while constraining the processing time for each frame in no more than 250 milliseconds. This contributes to achieve a balance between hitting rate and processing time.
From an image processing perspective, given a video sequence as input, one requires to extract those frames which contain a facial image. Next emotion recognition system and then behavior analysis will be run. A generic illustration is given in Figure 1 . III. FACE DETECTION The face detection task involves two main subtasks. First, face localization method should be used to find out the face region candidates from the image background and other possible objects, to reduce the enormous time cost as well as error rate. Given that skin information is feature invariant and the technique in this field has grown mature, a skin filter based on single Gaussian Model in the same spirit as Feng et al.'s method [13] , is constructed to locate face candidates. Next, at each face candidate, a method based on feature is used to detect faces.
As mentioned above, it's unwise to detect face for every frame as the position of the face doesn't change much so does the light. Hence tracking the face in the following frames after detecting it can save the time of redundant calculation this purpose, a method based on CAM Shift been implemented. And if, for some reasons, at one moment, the face detection will be executed again to one-person video and change of the person's position is not as intense as it would be This simplification is motivated by the desire to focus on the emotion recognition task in timely ing with complex and expensive scene analysis prior to behavior analysis task.
Ultimately, the facial emotion recognition task involves a preprocessing task of face identification. On the other hand, emotion recognition part in this costly processing time of face detection should be minimized. For this purpose, and given the fact that video contains many highly redundant and overlapping frames, a given face instead face at each frame. Besides, considering the fact that face muscles are incapable of moving too quickly, the detection and emotion recognition at each frame is meaningless. Therefore, four or five frames per sonable range of proportion of the faceemotion analyzer. Hence, a high hitting rate should be guaranteed while constraining the processing time for each frame in no more than 250 milliseconds. This contributes to processing time. From an image processing perspective, given a video sequence as input, one requires to extract those frames which contain a facial image. Next emotion recognition system and then behavior analysis will be run. A generic illustration is The face detection task involves two main subtasks. First, face localization method should be used to find out the face from the image background and other to reduce the enormous time cost as well as error rate. Given that skin information is feature invariant and the technique in this field has grown mature, a skin filter n the same spirit as Feng et is constructed to locate face candidates. Next, at each face candidate, a method based on Eigenface As mentioned above, it's unwise to detect face for every ion of the face doesn't change much so does the light. Hence tracking the face in the following frames after detecting it can save the time of redundant calculation. For CAM Shift algorithm has some reasons, the tracking fails at one moment, the face detection will be executed again to guarantee the occurrence of face in the underlying image. A block diagram summarization of this approach is highlighted in Figure 2 .
Figure 2. Overview of face detection approach
Single Gaussian Model (SGM) is known to be an efficient way to approximate the distribution pattern of skin color. It i based on the assumption that the color distribution follows single peak Gaussian distribution, either parameters of the Gaussian distribution can be predicted through statistical analysis upon a known skin data set 14]. It is common to use first YCbCr color space when using SGM. This is due to the transformation simplicity and explicit separation of luminance and chrominance components makes YCbCr colorspace attractive for skin color modelling Therefore, one first requires to transform RGB colour into YCbCr space, then uses the Gaussian likelihood model to determine the probability each pixel belongs to skin feature. After color of each region is compared to the skin color to detect potential face regions. The largest detected skin colored region is then processed by the face localization, to verify whether it really contains a face. Eigenface model involving some training database is used to detect the face region. Indeed, Eigenface the most significant variances among face images and using this information to encode and compare face in a holistic or global (opposed to a part based) manner [15] . Principle component analysis (PCA) algorithm is employed to find out those directions with highest variances among data and induces a new space with reduced dimensionality. An image is considered face if the projection distance is larger than some predefined threshold. The Final stage consists in use of Cam shift algorithm in order to track the hue component of an already identified face in the given frame. This avoids the recourse to PCA analysis at each frame to identify face. The basis of the Cam shift tracker [ which is a variant of mean-shift algorithm that accounts for dynamically changing distribution by window size for the next frame based on the zeroth moment of the current frames distribution. This allows the algorithm to anticipate object movement to quickly track the object in the next scene. Even during quick movements of an object, CAMSHIFT is still able to correct
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1) Transform RGB Color Space to YCbCr Color Space
e occurrence of face in the underlying image. A block diagram summarization of this approach is highlighted ew of face detection approach Single Gaussian Model (SGM) is known to be an efficient ution pattern of skin color. It is that the color distribution follows a Gaussian distribution, either 2-D or 3-D. The parameters of the Gaussian distribution can be predicted through statistical analysis upon a known skin data set [11, It is common to use first YCbCr color space when using he transformation simplicity and explicit separation of luminance and chrominance components, which makes YCbCr colorspace attractive for skin color modelling. Therefore, one first requires to transform RGB colour into YCbCr space, then uses the Gaussian likelihood model to ity each pixel belongs to skin feature. After color of each region is compared to the skin color to detect potential face regions. The largest detected skin colored region is then processed by the face localization, to verify ace. This task is performed using Eigenface model involving some training database is used to detect the face region. Indeed, Eigenface is aimed at capturing the most significant variances among face images and using this information to encode and compare images of individual face in a holistic or global (opposed to a part-based or feature-]. Principle component analysis (PCA) to find out those directions with and induces a new space with educed dimensionality. An image is considered face if the projection distance is larger than some predefined threshold. The Final stage consists in use of Cam shift algorithm in order to track the hue component of an already identified face in the ame. This avoids the recourse to PCA analysis at each frame to identify face. The basis of the Cam shift tracker [10] , shift algorithm that accounts for dynamically changing distribution by readjusting the search the next frame based on the zeroth moment of the current frames distribution. This allows the algorithm to anticipate object movement to quickly track the object in the next scene. Even during quick movements of an object, CAMSHIFT is still able to correctly track. 
Transform RGB Color Space to YCbCr Color Space
2) Use Gaussian Algorithm to Obtain Skin Color Likelihood
Given a pixel whose color vector C=[Cb Cr] in YCbCr color space, the likelihood that the pixel belongs to a skin color can be expressed using an elliptical Gaussian joint probability density function:
Where M and ∑ are the model parameters (mean and variance-covariance matrix, respectively) of the Gaussian distribution estimated from training data. Higher the probability is, more likely the pixel belongs to skin color; namely, the pixel whose color vector is C corresponds to a skin feature if and only if ( | )
p C Skin ε ≥ , where ε is a critical threshold that distinguishes skin from non-skin pixel.
In order to determine this threshold, a ad-hoc approach has been developed based on Otsu image binarization method. Indeed, OTSU algorithm assumes that the image to be thresholded is composed of two types: foreground and background pixels. It is aimed at finding the optimal threshold value to separate two types of pixels as to achieve maximal inter-class variance and minimal intra-class variance. The overall adapted algorithm is summarized below. 
3) Use Eigenface method for face detection and recognition in previously skinned image region
The main idea in eigenface approach is to represent each image into a lower dimensional space constructed from the training images and PCA analysis. Namely, the approach starts with 1-D vector representation Γ i of image I i (i=1 to total number of images in training database), and construct 
4) Use of Adaptive Cam Shift algorithm to track identified face frames
This is achieved in a number of steps: -Get the rectangle region of the face and transform it from RGB color space to HSV (HIS) color space. 
IV. EMOTION RECOGNITION
A. Background
The idea advocated in this paper is based on points-andangles-based emotion recognition that extends Esau et al.'s [16] work on extracting Facial Characteristics Points (FCP) and construct a classifier to study the locations or relative positions among them. Such points are those pixels that have unique or significant moving pattern for each emotion. Usually, they are distributed in the areas like eyes, eyebrows, nose, mouth even cheeks. The method employed here makes use of geometric projection. It calculates the summation of the pixel values in horizontal and vertical direction and uses peaks and troughs to determine the location of points of interests, although, one acknowledges its relatively high computational cost. More specifically, after converting the image to gray level, adaptive thresholding is used for binarization and dividing the image into three main regions: left eye, right eye and nose & mouth. Geometric projection in horizontal and vertical directions is then constructed for each sub region and the FCPs can be extracted by studying the locations of peaks and troughs in the projections. Angles among those FCPs are calculated as properties and main inputs for emotion classification. The choice of angles for classification provides a size invariant classification and saves effort of nor Five facial emotions were considered; namely, disgust, happy, neutral, sad and surprise. A Naïve Bayes Classifier (N was employed for this purpose. This will be compared to fuzzy-based approach later on.
B. Algorithm and Construction
1) Adaptive Thresholding on Gray-level Image
This is based on Bradley's method [12] . The latter relies on the calculus of the image integral (also known as a summed area table) and kernel comparison. Especially, with this approach, the face can be divided into three distinct parts: left eye, right eye and nose & mouth as shown in Figure 3 . ] work on extracting Facial Characteristics Points (FCP) and construct a classifier to study the locations or relative positions among them. Such points are those pixels that have unique or significant moving pattern for each emotion. Usually, they are distributed in the areas like eyes, eyebrows, nose, mouth even cheeks. The method employed here makes use of geometric projection. It calculates the summation of the orizontal and vertical direction and uses peaks and troughs to determine the location of points of interests, although, one acknowledges its relatively high computational fter converting the image to grayfor binarization and the image into three main regions: left eye, right eye and nose & mouth. Geometric projection in horizontal and vertical directions is then constructed for each sub region and the locations of peaks and troughs in the projections. Angles among those FCPs are and main inputs for emotion classification. The choice of angles for classification provides a size invariant classification and saves effort of normalization. Five facial emotions were considered; namely, disgust, happy, Naïve Bayes Classifier (NBC) This will be compared to
2) Points Extraction Using Geometric Projection
level Image
The latter relies on (also known as a summedEspecially, with this three distinct parts: left & mouth as shown in Figure 3 .
Result of Adaptive Thresholding
Points Extraction Using Geometric Projection
Retrieval of Ten FCPs
Geometric projection is to calculate the sum of the pixel values in a row or column and use this information to represent an After obtaining the three main components in the face, the vertical and horizontal geometric projection is applied to every sub regions. The points of interest can be lo the troughs as well as the peaks of the projections. The result is shown in Figure 4. 
3) Angles Retrieval
After obtaining the FCPs, the angles among them should be calculated. The most commonly used angles are shown in Figure 5 (from A 0 to A 5 ). 
4) Naïve Bayes Classifier
For the purpose of a further analys from previous steps, a Naïve Bayes due to its simplicity and small training requirement. Although the assumption of the independence among properties is not valid in practical applications, NBC still performs well when the number of attributes is small and the dep properties is not too strong which is proven our case. More specifically, angles depicted in Figure 5 extracted from training set are used to fit Gaussian functions specific for each feature from emotion class. Then when a new set of angles from a new image is given to the NBC, the probability of each property belonging to each emotion is Gaussian distribution function. The multiplication of those probabilities assigned to each property determine likelihood of the image belonging to each emotion. The emotion that has the highest probability would be chosen as the desired one.
V. FUZZY LOGIC The adopted fuzzy like approach is in the same spirit as t in [16] . In this respect, for each rule system that determines to which degree the actual facial expression belongs to the underlying emotion class based on inputs consisting of geometrical features corresponding to angles (A 0 to A 5 ). As for conventional fuzzy inference system, the latter involves three main stages -Fuzzification where for each angle linguistic variable with three linguistic terms small, medium and large is After obtaining the three main components in the face, the vertical and horizontal geometric projection is applied to every sub regions. The points of interest can be located by studying the troughs as well as the peaks of the projections. The result is
After obtaining the FCPs, the angles among them should be calculated. The most commonly used angles are shown in Commonly Used Face Angles further analysis of the angles retrieved Naïve Bayes Classifier (NBC) was used due to its simplicity and small training requirement. Although the independence among properties is not valid in practical applications, NBC still performs well when the number of attributes is small and the dependence among properties is not too strong which is proven to be applicable in More specifically, angles between fiducial points as extracted from training set are used to fit Gaussian functions specific for each feature from each . Then when a new set of angles from a new image is given to the NBC, the probability of each property is calculated according to the Gaussian distribution function. The multiplication of those each property determines the final likelihood of the image belonging to each emotion. The emotion that has the highest probability would be chosen as OGIC APPROACH The adopted fuzzy like approach is in the same spirit as that each emotion class, there is a fuzzy rule system that determines to which degree the actual facial expression belongs to the underlying emotion class based on inputs consisting of geometrical features corresponding to . As for conventional fuzzy inference system, the latter involves three main stages (see Fig. 6 ) Fuzzification where for each angle linguistic variable with three linguistic terms small, medium and large is defined, that correspond to the degrees of AU-intensity distinguished by Ekman [1] . See Figure 7 . -Fuzzy inference where the above linguistic variables are evaluated by a set of fuzzy rules that describe the behaviour of the output (emotion) with respect to inputs (linguistic variables). -Defuzzification where the linguistic (fuzzy) is transformed into crisp value using center of gravity like approach.
Figure 6. Generic Fuzzy emotion based model
The fuzzification stage, which constructs linguistic quantification of the angles; namely, small, medium and large, is based on the use of trapezdoidal membership functions over the universe of discourse of [0, π] interval whose quantification reflects expert's knowledge about the three above linguistic variables as depicted in Figure 7 . The fuzzy rules, which form the basis of fuzzy inference system, are based on intuitive grounds and computational aspect that favor trapezoidal like shapes while the exact values of their support and core as exemplified by parameters x 1 , x 2 , x 3 , x 4 shown in Figure 7 are determined through training stage using part of face database. The premises of each fuzzy rule consist of the linguistic variables A i (i=0, 5) while its consequent part is constituted of fuzzy emotion value E j (j=1 to 5, corresponding to disgust, happiness, neutral, sad and surprise, respectively). Two linguistic variables were used to describe the state of each emotion; namely, weak and strong whose membership functions are depicted in Figure 7 . Instances of employed fuzzy rules are described in Table 1 (for category strong). 2 ) is Strong. Therefore, the fuzzy inference system generates a five dimensional vector corresponding to the membership grade, resulting from the defuzzification stage, for each basic emotion. The determination of the dominant emotion state can be obtained using max-like-combination in the case where at least one of the emotion membership grade value is greater than 0.3, indicating the occurrence of at least one strong emotion state, otherwise, the associated motion state will be neutral.
Notice that such approach seems intuitive when there is a single dominant emotion membership grade. However, when membership grades associated to emotion states are very close to each other whose values lie beyond the 0.3 threshold, then the above quantification rule maybe questions in the sense that the choice of the state with maximum membership grade is not effective. However, in practice, the occurrence of such scenarios is minimized thanks to the training phase.
Indeed, the exact shape of the trapezoidal membership functions of input angles; namely, Small, Medium and Large, is tuned to accommodate individual's face. For this purpose, an approach based on least square was developed. More specifically, this boils down to determining the vector X= (x 1 x 2 x 3 x 4 ) for each emotion state, such that, the classification rate is maximized. This requires formulating the fuzzy rule activation and quantification, including the defuzzication stage in analytical form that will be cast into nonlinear least square method. In other words, the optimization process is carried out such that the defuzzification value associated to examples belonging to a given emotion state are close to unity. It should be noted that such optimization approach in tuning the membership grades contrasts with max-min approach employed in [15] for instance. It should be noted that in practice the approach is also limited by the number of examples available in training where only 20 cases were employed for each motion state.
VI. TESTING We used TFEID image database (bml.ym.edu.tw/~download/html/download.htm) where 20 images from each emotion were used for training and the rest of the images for testing. 10 points have been extracted and 7 angles have been used as input to both Naïve Bayes Classifier and fuzzy based system. The results pointed out in Table 2 show the confusion matrix of both approaches where the Bayes' result corresponds to the first element in the table and Fuzzy approach result the second one. For instance, using Bayes' classifier, 14 out of 20 Disgust cases were correctly classified, while 16 out of 20 were correctly classified using fuzzy-based approach. 14 Judging from the result, the method can have a good performance on the database we have used. Needless to say, it is based on the assumption that the extractions of FCPs have all succeeded. The features of this method are:
-The processing time is really short, approximately 50ms per frame, which could satisfy the need of real-time processing. -The point extraction part depends very much on the light condition. Hence, the retrieval of the angles may fail sometimes. -Even if the varying light condition wouldn't lead to failure when extracting points, the accuracy can't be guaranteed. This ill-located point coordinates can make the result unstable considering the sensitivity of the angles towards FCPs. -The processing time is really short, approximately 50ms per frame, which could satisfy the need of real-time processing. -The accuracy of the emotion recognition varies from 65 to 95%. One notices that recognition rate for surprise and happiness achieves higher score of 18/20 (or 90%) and 19/20 (or 95%) while neutral achieves lower score of 13/20 (65%). -It should be noted that since the emotion states make use of various angles, some of them are more vulnerable to specific geometric features. For instance, the emotions disgust and sadness are more influenced by the upper part of the face (eye brows lifted or knitted and lowered). -When comparing to Bayes' classifier, it is clear that fuzzy-based approach shows some superiority as testified by the overall classification rate of 84% with respect to 78%. This can be partly explained by the assumption of independence in case of Bayes' classifier as already pointed out, and on the other hand, the flexibility inherent of fuzzy-based system. -Although the achieved rate is very encouraging and compete with those obtained in the literature, which rarely top 80% rate [2, 15] , there is still a room for further improvements. -This can be achieved by exploring, for instance, the training phase with additional databases, improving the decision making process through refined classification rule that better handles confusing scenarios. The use of Takagi-Sugeno [17] or fuzzy gradual like rules as a substitute to Mamdani-type fuzzy inference may also enhance the classification results.
