Abstract. This work focuses on the detection of laughter in natural multiparty discourses. For the given task features of two different modalities are used from unobtrusive sources, namely a room microphone and a 360 degree camera. A relatively novel approach using Echo State Networks (ESN) is utilized to achieve the task at hand. Among others, a possible application is the online detection of laughter in human robot interaction in order to enable the robot to react appropriately in a timely fashion towards human communication, since laughter is an important communication utility.
Introduction
Paralinguistic dialog elements, such as laughter, moans and back channeling, are important factors of human to human interaction besides direct communication using speech. They are essential to convey information such as agreement or disagreement in an efficient and natural way. Furthermore, laughter is an indication for the positive perception of a discourse element by the laughing dialog partner, or an indication for uncertainty considering nervous or social laughters [1] . Overall laughter is a very communicative element of discourses that is necessary for "healthy" communication and it can be used to measure engagement in interaction [9, 16, 8, 10] . Lively discourses are not only important for face to face communication, but as we believe essential for the acceptance of artificial agents, such as robots or expert systems providing information using speech synthesis and other mainly human communication modalities, e.g. gestures etc., to communicate with human dialog partners [15] . Furthermore, laughter is acoustically highly variable and is expressed in many forms, such as giggles, exhaled or inhaled laughs, or even snort like laughters exist. Therefore, it is suspected, that laughter is difficult to model and to detect [1, 17] .
However, modeling laughter and thereby detecting laughter in natural discourses has been the topic of related research: in [8] one second large segments of speech are considered. For each of these segments the decision, whether somebody of the speakers laughed or not, is being made using Mel Frequency Cepstral Coefficients (MFCC) and Support Vector Machines (SVM). The recognition accuracy of this approach reached 87%. One of the obvious disadvantages of this approach is that segments of one second in length are used and therefore no accurate on-and offsets of the laughs can be detected.
Truong and Leeuwen [16, 17] first recognized laughter in previously segmented speech data taken from a manually labeled meeting corpus containing data from close head mounted microphones. They used Gaussian Mixture Models (GMM) and pitch, modulation spectrum, perceptual linear prediction (PLP) and energy related features. They achieved the best results of 13.4% equal error rate (EER) using PLP features on pre-segmented audio samples of an average length of 2 seconds for laughter and 2.2 seconds for speech. In their second approach [17] they extracted PLP features from 32 ms windows every 16 ms using three GMMs for modeling laughter, speech, and silence. Silence was included since it was a major part of the meeting data. An EER on segmenting the whole meeting of 10.9% was achieved. In future work they want to use HMMs to further improve their results. Their second approach allows a very accurate detection of laughter on-and offsets every 16 ms. However, it does not consider the, in [9] mentioned, average length of a laughter segment of around 200 ms since only 32 ms of speech are considered for each decision.
In [9] the same data set as in [16, 17] was used for laughter detection. In a final approach after narrowing down the sample rate of their feature extractor to a frequency of 100 Hz (a frame every 10 ms) a standard Multi Layer Perceptron (MLP) with one hidden layer was used. The input to the MLP was updated every 10 ms, however the input feature vector considered 750 ms including the 37 preceding and following frames of the current frame for which the decision is computed by the MLP. The extracted features include MFCCs and PLPs since they are perceptually scaled and were chosen in previous work. Using this approach an EER of around 7.9% was achieved.
In the current work Echo State Networks (ESN) are used to recognize laughter in a meeting corpus [2] , comprising audio and video data for multimodal detection experiments. The approach utilizing ESNs, is making use of the sequential characteristics of the modulation spectrum features extracted from the audio data [7] . Furthermore, the features are extracted every 20 ms and comprise data of 200 ms in order to be able to give accurate on-and offset positions of laughter, but also to comprise around a whole "laughter syllable" in one frame [9] . In a second approach the video data containing primary features such as head and body movement are
