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One of the most critical tasks at the very beginning of a quantum-chemical investigation is the choice of either
a multi- or single-configurational method. Naturally, many proposals exist to define a suitable diagnostic of
the multi-configurational character for various types of wave functions in order to assist this crucial decision.
Here, we present a new orbital-entanglement based multi-configurational diagnostic termed Zs(1). The corre-
spondence of orbital entanglement and static (or nondynamic) electron correlation permits the definition of
such a diagnostic. We chose our diagnostic to meet important requirements such as well-defined limits for pure
single-configurational and multi-configurational wave functions. The Zs(1) diagnostic can be evaluated from a
partially converged, but qualitatively correct, and therefore inexpensive density matrix renormalization group
wave function as in our recently presented automated active orbital selection protocol. Its robustness and the
fact that it can be evaluated at low cost make this diagnostic a practical tool for routine applications.
Keywords: multi-configurational diagnostic, electron correlation, orbital entanglement, density matrix renor-
malization group
I. Introduction
The electronic structure of molecules is undoubtedly di-
verse and required the development of the plethora of
quantum chemical methods applied today. Since there is
not a single (feasible) method that allows calculations of
sufficient accuracy for an arbitrary problem, the choice
of a suitable approach stands at the beginning of each
quantum chemical investigation. The classification ac-
cording to the degree of static electron correlation of the
wave function is of particular importance. Static electron
correlation occurs when the wave function must be rep-
resented by more than one electronic configuration with
considerable weight, while dynamic electron correlation
is caused by the multitude of configurations with little
weight in the total wave function. A robust diagnostic
for the degree of static correlation is highly required.
Naturally, several such diagnostics were proposed to as-
sist the selection of a suitable method for the problem
under investigation. Among these is the T1-diagnostic,
1
which is defined as the Frobenius norm of the single-
excitation amplitude vector of a coupled-cluster wave
function with singles and doubles excitations divided by
the square root of the number of correlated electrons.
Closely related is the D1 diagnostic, which is based on
the matrix norm of the same single-excitation amplitude
vector.2 In addition to these diagnostics a density func-
tional theory based diagnostic was proposed that quan-
tifies the error introduced by the exact (Hartree–Fock
(HF)) exchange in hybrid functionals, where it is known
that HF exchange is inaccurate for multi-configurational
systems.3
While these definitions all rely on a single-configurational
wave function (that will be qualitatively wrong in
a)Corresponding author: markus.reiher@phys.chem.ethz.ch
the multi-configurational regime), other diagnostics are
obtained from multi-configurational wave functions.
Among these are diagnostics based on natural orbital oc-
cupation numbers4,5 or the corresponding first-order re-
duced density matrix,6 and a diagnostic based on Monte
Carlo configuration interaction (CI).7 A comprehensive
review of these diagnostics including a comparison for
several critical cases can be found in Ref. 8. Recently, a
diagnostic for static correlation from finite-temperature
density functional theory (DFT) was presented9 with
which the spatial location of the statically correlated elec-
trons can be determined.
Another way to think about electron correlation is orbital
entanglement derived from grand-canonical reduced den-
sity matrices.10–12 Orbital entanglement is directly re-
lated to static (or nondynamic) correlation13 and per-
mits us here to present a multi-configurational diagnos-
tic based on these quantities. Although similar attempts
have already been made,8,13–15 we show how a modified
diagnostic based on the orbital entanglement overcomes
the problems of these previous definitions. We further-
more show how the evaluation of this diagnostic can be
incorporated in the algorithm of our recently proposed
automated selection of active orbitals16 and can there-
fore be obtained at low cost.
Certainly, a strong multi-configurational character of
a wave function does not imply that only multi-
configurational methods yield qualitatively correct re-
sults. If, for some specific molecule, HF orbitals are a
proper one-particle basis and a high-order excitation op-
erator is applied (say, quadruples), the single-reference
coupled cluster approach may be reliable. Also unre-
stricted (broken-symmetry) HF and Kohn–Sham DFT
can capture strong static correlation (at the cost of a sym-
metry violation)17–21. Occasionally, however, a single-
configurational method such as coupled cluster with sin-
gles, doubles and perturbative triples excitations may fail
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2even for low values of, e.g., the T1 diagnostic (cf., the F2
molecule22). The authors of Ref. 22 therefore suggested
an energy-based diagnostic that indicates when higher-
order terms in the coupled-cluster expansion are required
to achieve a certain accuracy.
The purpose of the diagnostic presented here is to mea-
sure the degree of static (or nondynamic) correlation. It
is, however, outside the scope of our diagnostic to sug-
gest an optimal method only by means of certain thresh-
olds and for all kinds of properties. We require our mea-
sure to be capable of identifying those cases that are a)
mainly dynamically correlated or b) strongly statically
correlated. Our measure should certainly suggest a care-
ful inspection for cases that cannot be classified as one
of these two limiting cases.
This article is organized as follows: We first summarize
properties we demand of a multi-configurational diagnos-
tic and show how these requirements are met by an en-
tanglement based criterion. Then, we show how this di-
agnostic can be easily obtained in the framework of our
automated orbital selection protocol and study several
critical cases.
II. Entanglement Based Multi-Configurational Diagnostic
A. Desirable properties
By definition, a ”diagnostic” has to reveal the nature of
a given problem (or an aspect thereof) such that suitable
measures can be taken to solve the problem. Therefore,
the main requirement for a multi-configurational diagnos-
tic is the clear identification of strong static correlation
that requires a multi-configurational description.
In this sense, well-defined limits are preferable and we
require our measure to give a value of zero in the ab-
sence of electron correlation (i.e., when the wave function
is exactly described by a single Slater determinant) and
a value of one for strong static correlation. These well-
defined limits facilitate the definition of a threshold value
for the diagnostic below which single-configurational
methods can safely be used whereas multi-configurational
methods are necessary if the diagnostic gives a value
above that threshold.
If the diagnostic is meant to guide the selection of a suit-
able method rather than only assess the quality of an
already converged calculation, its evaluation should take
only a small fraction of the total computational time.
That a multi-configurational diagnostic should be ob-
tained from a qualitatively correct multi-configurational
wave function (that still includes single-configurational
wave functions as limiting cases23) is an additional nat-
ural criterion.
B. Definition and constraints
Our multi-configurational diagnostic is based on the
single-orbital entropy defined as10–12
si(1) = −
4∑
α=1
ωα,i lnωα,i, (1)
where the ωα,i are the eigenvalues of the one-orbital
reduced density matrix for the ith orbital and α runs
over the four possible occupations in a spatial orbital
basis (doubly occupied, spin up, spin down, unoccu-
pied). Maximum entanglement corresponds to a situa-
tion where all occupations are equally likely (ωα,i = 0.25
for all α) and is therefore equal to ln 4 ≈ 1.39. This
theoretical maximum allows for a scaling of the multi-
configurational diagnostic Zs(1) such that correct limits
as discussed above (0 = no entanglement, 1 = full entan-
glement) exist,
Zs(1) =
1
L ln 4
L∑
i
si(1), (2)
where L is the number of orbitals considered for the eval-
uation of Zs(1). This scaling allows us to compare the
diagnostic between different active space sizes which was
not the case for some previous definitions of entangle-
ment based diagnostics.14,15 The single-orbital entropies
can easily be evaluated from a density matrix renormal-
ization group (DMRG)24–38 wave function but can also
be implemented for other methods like standard complete
active space self-consistent field (CASSCF) calculations
or the antisymmetric product of the 1-reference orbital-
based geminals39.
Maximum entanglement can only be realized if the num-
ber of electrons equals the number of spatial orbitals over
which they are distributed and the number of orbitals is
even. It is therefore necessary to restrict the set of or-
bitals whose single-orbital entropies define Zs(1) to the
set of most entangled orbitals of a given calculation. If
no such restriction is applied (as in Ref. 8), the large
number of virtual orbitals will artificially lower Zs(1) be-
cause the four possible occupations cannot be realized
with the electrons available in the system.
The identification of the most entangled orbitals of a
given calculation is therefore crucial to define Zs(1) such
that its values can be compared between different systems
or orbital bases. This is also central to our recently pro-
posed protocol for the automated selection of active or-
bital spaces for multi-configurational calculations.16 For
the calculation of Zs(1) we may exploit the protocol
of Ref. 16 for partially converged, qualitatively correct
DMRG wave functions to identify a set strongly entan-
gled orbitals. We then restrict the set of orbitals to fulfill
the requirement that the number of electrons equals the
number of orbitals and further exclude singly-occupied
molecular orbitals (SOMOs) in open-shell cases. This
special treatment of SOMOs is also a peculiarity of other
3multi-configurational diagnostics and justified by the ob-
servation that they are usually only weakly entangled.4
The diagnostic Zs(1) is then evaluated from this restricted
set of orbitals. Within our automated selection protocol,
we obtain the diagnostic for free as a byproduct of an ini-
tial, partially converged DMRG calculation with a large
active space.
III. Computational methodology
Computational details of calculations from previous work
are described where needed. We applied the follow-
ing computational methodology for all new calculations.
All structures were optimized with DFT in Turbomole
v6.540 with the PBE functional41,42 and the def2-TZVP
basis set43. We applied the ANO-RCC basis set44,45
in its double zeta contraction in combination with the
Douglas-Kroll-Hess Hamiltonian at second order46–48 in
all wave function calculations. Initial orbitals were ob-
tained with CASSCF as implemented in Molcas 8.49
Split-localized orbitals50 were obtained after Pipek and
Mezey.51 All DMRG calculations as well as the evalua-
tion of s(1) were performed with our DMRG program
QCMaquis.52–54 For these calculations, we adopt the no-
tation of Ref. 16: DMRG[m](N,L)#orbital basis, where
m is the number of renormalized states, N and L are
the number of active electrons and orbitals, respectively,
and the string after the hashtag specifies the orbital ba-
sis of the DMRG-CI calculations. With CAS(N,L)SCF,
we adopt a very similar notation to specify the setup of
the initial orbital generation. The number of sweeps was
set to twelve in all DMRG calculations and the definition
of a plateau in the threshold diagrams of our automated
orbital selection procedure16 is set to ten. When Zs(1) is
evaluated for wave functions from previously published
studies, we refer to the original literature for the compu-
tational setup and provide only a minimal description.
The automated active orbital selection exploits the ben-
efit of DMRG to handle large active spaces with up to
100 orbitals and the fact that convergence of entangle-
ment measures on which the method relies is faster than
convergence of the energy. The protocol can be divided
into three steps (see Fig. 1): At first a partially con-
verged but qualitatively correct DMRG wave function
is calculated with a large active space including orbitals
that are likely to be statically correlated. These orbitals
can be the full-valence space or in the case of transition-
metal complexes the metal-centered orbitals and those
valence orbitals located at the first ligand shell. In a
second step, the single-orbital entropy of the initial or-
bitals is calculated from the DMRG wave function. The
identification of the strongly statically correlated orbitals
involves the analysis of so-called threshold diagrams16
in which the single-orbital entropies of the orbitals are
ranked against the highest single-orbital entropy present
in the wave function. The automated protocol issues a
message when the static correlation is low and single-
configurational methods might be more efficient, because
dynamical correlation is much more efficiently captured
in, e.g., single-reference coupled-cluster calculations than
for example in multi-configurational perturbation theory.
Since Zs(1) is calculated from the single-orbital entropies
only, it can be evaluated without any additional cost
in the automated selection procedure and we base the
low static correlation message now on this diagnostic. It
might also be of value to adapt the length of a plateau
in the threshold diagrams that defines a distinct subset
of strongly statically correlated orbitals to Zs(1) in or-
der to adapt the procedure even more to the degree of
static correlation present in the molecule. Although we
showed in a recent study23 that such an adaptation can
be very beneficial, this needs to be investigated further
in future work. The last step of the automated proto-
col is the fully converged final calculation with the set
of highly entangled orbitals only. Consistency tests that
compare the entropy information of the initial and the
fully converged wave function ensure that artefacts from
unbalanced active spaces are avoided and all highly en-
tangled orbitals are still included in the final calculation.
IV. Results
A. Bond stretching
In many cases the limit of almost pure dynamical cor-
relation and strong static correlation can be realized by
different structures of the same molecule. A prototype is
the H2 molecule, which has almost no static correlation
in its equilibrium structure and becomes more and more
statically correlated when the HH bond is elongated. A
similar behavior is observed for the CC stretch coordi-
nate in ethylene and the symmetric OO stretch in ozone
although the degree of static correlation is higher already
in the equilibrium structure of these molecules. Ref. 4
contains a diagram of the dependence of an occupation
number based multi-configurational diagnostic on these
stretch coordinates that we reproduce in Fig. 2 for Zs(1).
The figure shows that Zs(1) is a continuous function with
increasing distances because the number of orbitals in-
cluded in the calculation of Zs(1) does not change upon
bond stretching in all cases (see caption of Fig. 2) and
gives the right order of multi-configurational character at
the equilibrium structure of these three molecules. Note
that the orbitals L included in the evaluation of Zs(1)
do not include the whole set of initial CASSCF orbitals
but only the subset of highly entangled orbitals iden-
tified by the automated active space selection procedure
with the additional constraint that the number of orbitals
equals the number of electrons. The data in Fig. 2 are ob-
tained from full-valence DMRG[500]-CI calculations with
CAS(2,2)-SCF, CAS(4,4)-SCF, and CAS(6,9)-SCF ini-
tial orbitals for H2, ethylene, and ozone, respectively
4.
Three configuration state functions (CSFs) can be gen-
erated from the full valence CAS(2,2) for H2 in a singlet
state with orbitals of σg and σu symmetry. In these CSFs,
4generate initial orbitals 
recommended: CASSCF with small CAS or DMRG-SCF
initial DMRG calculation with a large CAS 
 around the Fermi level 
recommended settings: CI-DEAS guess, m = 500, 8 sweeps
Zs(1) > 0.1
weak static correlation generate threshold diagrams
calculate entanglement measures
plateaus?
Can orbitals with  
si (1) < 1-2 % max. si (1)  
be excluded? include orbitals kept in the first, 
clearly identifiable plateau at low thresholds
converge calculation 
with 
CASSCF or DMRG
consistency test: 
Do entanglement measures of the  
final calculation agree qualitatively  
with those of the initial calculation?YES
YES
NO
NO
Flowchart for the  
Automated Selection of  
Active Orbital Spaces
select CAS anyway 
but raise warning
YES
Is it feasible to converge a  
calculation with this CAS size?
YES
NO
consistency  
test: 
increase 
initial  
CAS
NO
STOP: size of CAS unfeasible for DMRG
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for a similar molecular structureOR
initial calculation  
with very large active space
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orbitals by their entanglement
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calculation with this  
orbital subset
step 1:
step 3:
step 2:
FIG. 1. Flowchart for the procedure of the automated active orbital space selection.
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FIG. 2. Multi-configurational diagnostic Zs(1) as a function
of the HH, CC, and symmetric OO bond elongation in H2,
ethylene, and ozone, respectively. The equilibrium distances
are chosen as in Ref. 4: re(HH) = 0.741 A˚, re(CC) = 1.339 A˚,
and re(CC) = 1.278 A˚. Internal coordinates that were kept
fixed are: re(CH) = 1.086 A˚, ∠HCH = 117.6◦, ∠HCC =
121.2◦, and ∠OOO = 116.8◦. The lines are produced from
spline fits and meant to guide the eye. The number of orbitals
whose entropy is included in the calculation of Zs(1) is two,
four, and six for H2, C2H4, and O3, respectively.
the orbitals are either doubly occupied or singly occupied
with different spin, where the latter leads to a differ-
ent total symmetry so that it is effectively not realized
and the wave function can be interpreted as an effective
seniority-zero wave function55. The orbitals are there-
fore only either doubly occupied or empty, so that the
limit for s(1) becomes ln 2 which explains the maximum
value of Zs(1) = 0.5 for H2 in Fig. 2. This lower limit
occurs whenever symmetry constraints for the highly en-
tangled orbitals from which Zs(1) is calculated restrict
the CI space to seniority-zero determinants only (see the
example of singlet dioxygen in Table II). Although the
normalization in Eq. (2) could be changed to ln 2 for
seniority-zero wave functions, we will refrain from this
alternative definition in the context of our automated
selection protocol because this situation occurs only for
highly symmetric (and hence for mostly small) molecules.
B. Size independence
Independence of the size of the molecule or the active
space is another criterion to be fulfilled by a multi-
configurational diagnostic. In order to show that this
holds true for Zs(1), we evaluated its value for alkane
chains with one, three, five, seven, and nine carbon
atoms from full-valence DMRG[500]#CAS(4,4)SCF cal-
culations. The initial four active orbitals were selected
from around the Fermi level (i.e. HOMO-1, HOMO,
LUMO, LUMO+1) because we observed in a previous
study23 that CASSCF orbitals selected in this way can be
a suitable basis for the automated active space selection
5procedure. Certainly, this choice cannot be generalized
as it might perform poorly for molecules with compli-
cated electronic structures or excited states. However, in
the case of the alkanes the resulting orbitals are a suitable
basis for the automated active orbital selection.
TABLE I. Multi-configurational diagnostic
Zs(1) for five alkane molecules from full-
valence DMRG[500](N,L)#CAS(4,4)SCF calcu-
lations and four (poly)acenes from full-valence
DMRG[500](N,L)#CAS(N ,L)SCF calculations where
the active orbitals consist of the pz-orbitals that form the
aromatic system. The number of orbitals whose entropies
are included in the calculation of Zs(1) equals L.
methane propane pentane heptane nonane
(N,L) (8,8) (20,20) (32,32) (44,44) (56,56)
Zs(1) 0.04 0.03 0.03 0.03 0.03
benzene naphtalene anthracene tetracene pentacene
(N,L) (6,6) (10,10) (14,14) (18,18) (22,22)
Zs(1) 0.21 0.23 0.24 0.25 0.24
In all cases, the diagnostic has a very low value and is
almost exactly the same for these three molecules with
very similar electronic structure. We obtain identical re-
sults for all five alkanes although only the calculation on
methane is converged with respect to the energy with
500 renormalized states of the DMRG calculation. The
active space selected by the automated procedure is the
full-valence space. This is due to the fact that even the
most entangled orbitals have a very low single-orbital
entropy and a selection with respect to the maximum
s(1) value of a given calculation is prone to overesti-
mate the number of active orbitals required. In these
cases, a very low Zs(1) value can in the automated se-
lection procedure16 point toward single-configurational
methods, that are then a more appropriate choice. We
further analyzed the multi-configurational character of
the electronic ground state of several polyacenes in Table
I. In contrast to the series of alkane molecules, we observe
a progressively strong multi-configurational character in
agreement with previous studies56–64. However, we see a
saturation because our diagnostic condenses information
from all orbitals into one number while previous stud-
ies report natural orbital occupation numbers (NOONs)
of all pi-orbitals. Although the multi-radical character is
increased upon enlargement of the pi-system, this affects
not all orbitals uniformly and the effect of the additional
orbitals with little entanglement counterbalances the ef-
fect of the highly entangled orbitals with radical charac-
ter. Hence, the information from the NOONs and Zs(1)
is complementary for these molecules.
C. Singlet vs. triplet wave functions
Often, the multi-configurational character of a wave func-
tion changes significantly with the spin state. A well-
known example is the oxygen molecule that has a strong
multi-configurational character in its singlet state, while
a single Slater determinant is a qualitatively correct ap-
proximation to its triplet ground state. In CF2, this
change of the multi-configurational character is much
more subtle and in H2CC, it is also less pronounced but
the tendency is reversed. The data in Table II reveal
that Zs(1) identifies very subtle differences in the multi-
configurational nature of the wave function.
TABLE II. Multi-configurational diagnostic Zs(1) for the sin-
glet and triplet wave function of three molecules along with
the weights of the largest CI coefficients from initial CASSCF
calculations. Structures and active spaces for the initial
CASSCF calculations were chosen as in Ref. 5. The num-
ber of orbitals whose entropies are included in the calculation
of Zs(1) are given in parentheses.
singlet triplet
molecule CAS(N,L) Zs(1) weight Zs(1) weight
O2 (12,14) 0.37
a (2) 45 %, 45 % 0.09(10) 91 %
CF2 (18,12) 0.10 (6) 95 % 0.09 (4) 96 %
H2CC (6,8) 0.10 (8) 93 % 0.16 (4) 92 %
aThe limit of Zs(1) is 0.5 here because symmetry
constraints lead to an effective seniority-zero
wave function.
The information obtained agrees with that from the
weights of the largest CI coefficients in the preced-
ing CASSCF calculation, where weights that differ
substantially from unity indicate multi-configurational
character.1 The information of the weight of the largest
CI coefficient is not always available or reliable be-
cause the orbital basis is not necessarily obtained with
CASSCF or with a too small active space. Although the
CI weights can also be evaluated from a DMRG wave
function65,66, for large active spaces this procedure in-
volves a sampling over Slater determinants with correct
symmetry within the active space which is an additional
(and potentially time-consuming) step. On the contrary,
the information about the multi-configurational charac-
ter is more compressed in our orbital-based diagnostic
and can further be evaluated without additional calcula-
tions in our automated active space selection protocol.
D. Dependence on the orbital basis
In Ref. 16 we investigated the suitability of different
orbital bases for the automated active space selection.
Here, we examine how much the orbital basis influences
the final value of Zs(1). We chose MnO
−
4 with HF, split-
localized, CAS(10,10)SCF, and DMRG[500](38,25)-SCF
orbital bases as an example. For this molecule, we eval-
uate Zs(1) from the orbital bases as described in Ref. 16.
In that paper, the structure was optimized with DFT
in Turbomole v.6.540 with the B3LYP functional67,68
and the def2-TZVP basis set43. The orbitals were ob-
tained as described in the computational methodology
section of the present article but with the ANO-S69
atomic orbital basis set. We further calculated Zs(1)
6for benzene and linear hydrogen chains with eight and
16 hydrogen atoms and different bond distances (1.5 A˚
and 2.0 A˚) as prototypes for strongly correlated model
systems21,70–73 all with the same types of orbital bases.
We observe only a minor basis set dependence of Zs(1)
as it varies at most by 0.12. Within this series of orbital
bases, Zs(1) is largest for the CASSCF and DMRG-SCF
bases (see Table III). Since these orbital bases are the nat-
ural bases of the underlying electronic structure method
we note that bases that deviate from the natural basis
tend to slightly underestimate the multi-configurational
character of a wave function as measured by Zs(1).
TABLE III. Multi-configurational diagnostic Zs(1) for several
molecules obtained from full-valence DMRG-CI calculations
employing different orbital bases. The number of orbitals
whose entropy is included in the calculation of Zs(1) is ten,
six, eight, and sixteen for MnO−4 , C6H6, H8, and H16, respec-
tively.
split- HF CASSCF DMRG[500]-
localized SCF
MnO−4
CAS(10,10) CAS(38,25)
0.31 0.33 0.35 0.38
C6H6
CAS(6,6) CAS(30,30)
0.17 0.17 0.20 0.19
H8 (1.5 A˚)
CAS(8,8)
0.33 0.34 0.43 -
H8 (2.0 A˚) 0.64 0.69 0.75 -
H16 (1.5 A˚)
CAS(16,16)
0.32 0.35 0.42 -
H16 (2.0 A˚) 0.49 0.59 0.61 -
V. Conclusions
We presented a new orbital entanglement based multi-
configurational diagnostic and applied it to several crit-
ical examples. Although a similar diagnostic has previ-
ously been proposed,8 our definition overcomes the lack
of well-defined limits. It satisfies all criteria a multi-
configurational diagnostic should meet, mostly by con-
struction, as shown in the numerical examples. Fur-
thermore, it can be evaluated as a by-product of our
automated orbital selection protocol.16 There, it even
serves for the assessment of the applicability of a multi-
configurational method and directly guides the choice of
a computational method. The fact that this diagnostic
can be evaluated from partially converged and therefore
inexpensive calculations makes it attractive for routine
calculations.
A multi-configurational diagnostic is not only sup-
posed to rank wave functions according to their multi-
configurational character but should also give advice if
a single- or multi-configurational method is appropriate
for a given calculation. This means that threshold values
need to be introduced that split the range of values that
Zs(1) can take into regimes that can safely be treated by
a single-configurational method and those where multi-
configurational methods are required.
Until today no fundamental threshold has been defined
and all values suggested in the literature rely on expe-
rience. In order to challenge our multi-configurational
diagnostic, we carried out new calculations and re-
evaluated recent work. Based on these results, single-
configurational methods will be reliable, if Zs(1) is be-
tween 0 and 0.1, whereas we advice to apply multi-
configurational methods whenever this value lies between
0.2 and 1.0. It is important to emphasize, however, that
Zs(1) is a diagnostic for the degree of static correlation.
It does not imply that single-reference methods will fail
unavoidably when the Zs(1) diagnostic reaches a certain
value. The ability of a single-reference method to de-
scribe wave functions with a Zs(1) value higher than 0.1
will, in general, be strongly depending on the particular
method chosen (e.g., on whether HF orbitals from a suit-
able one-electron basis or on whether a high excitation
operator was chosen), whereas multi-reference methods
allow for a generally rigorous treatment of static correla-
tion. The trade-off that dynamical correlation is usually
less efficiently calculated than in single-reference methods
has to be kept in mind and demands a careful selection of
the method especially for wave functions with intermedi-
ate static correlation in the range 0.1 ≤ Zs(1) < 0.2. Our
automated selection protocol16 will issue an automated
message if Zs(1) should fall in that regime. Knowing that
for certain molecular structures single-reference methods
can be applied does not imply that one may eventually
benefit from the more efficient capture of dynamic cor-
relation by single-reference coupled cluster theory as a
mixture of methods will produce kinks in the potential
energy surface.
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