Let f (6) satisfy conditions A and A (a). Let
ÎW7A boundary conditions
The case a= 1 was studied by Kac, Murdock and Szegö [3] . In [5] Widom also studied the case a=l and, under suitable conditions, obtained the next term in the asymptotic expansion of X" fW . The case a = 2 was studied by this author [4] .
The validity of this theorem was conjectured by Widom [6] . In fact, his conjecture is much more general.
The author is indebted to Professors Kac and Widom for many fruitful discussions concerning these problems.
In view of the Weyl-Courant characterization of \ v , n (and A") as solutions of a variational problem, it is sufficient to consider the case where ƒ(0) is an even trigonometric polynomial. (See [4] or [5] for a more detailed argument.) Moreover, there is no loss in generality in assuming m -0. Thus ƒ(0) may be written as We observe that every function h(x)ÇzP n corresponds to an (n + 1) vector H=(hj) } j=l> 2, • • • , n + 1, and conversely. Furthermore, it is easy to relate the matrices r r (r^R+l) to the operator 8. We have
Let S n be the finite difference operator which corresponds to (rc+2) 2 «r n [f],i.e.,
Clearly, 5» is a consistent approximation to the differential operator
Thus our theorem is seen to be equivalent to the theorem that the eigenvalues A", n of S n acting on functions h(x)(EPn converge to the eigenvalues of (4.5a) subject to the boundary conditions (2a).
We require one more definition. Let h(x), g(x)^P nj let H and G be the corresponding (n + 1) vectors, then
PROOF. This follows immediately from the Weyl-Courant characterization of X"," and the appropriate choice of "test" vectors obtained from the eigenfunctions of (2) . (See Weinberger [7] where this is carried out in detail for a similar problem.) Let A (a) be the divided-difference operator of order a determined as follows: where D is a first order divided-difference operator (forward or backward, it doesn't matter).
LEMMA 2. Let H be an eigenvector of T n [f] associated with X",» and let h(x)ÇzP n be the associated function with h(x) (i.e., H) normalized so that [h, h] = l.
There exists a constant M v independent of n, such that
PROOF. We first prove that 
Ax{n + 2y«(T n \f]H, H) S U.
However, as is well known (see [4] or [5] ), if <t>(6) = £?=iM i(/~1)ô > then Our proof is almost complete. Let <t>(x) be any function in C» [0, 1 ] which satisfies the boundary conditions (2a). We may extend 0 as a Co function in D n . There is no confusion if we also call this extended function <j>. Also, given such a function <£(x) we may construct a function 0£P n in the obvious way.
Consider the sequence H== {h n (x)} associated with X", n . We may. choose a subsequence {h n f (x)} so that A", n ' = (w'+2) 2a X y , n ' converge to a value A?. We may now choose a subsequence (in accordance with Lemma 3) so that the h n "(x)-*u(x). We write n for n", and proceed. (2a) !
