Numerical experiments are performed to determine the mean state of an axisymmetric hurricane in statistical equilibrium. Most earlier studies used a damping scheme on the temperature field as a parameterization of radiative cooling, which the authors demonstrate yields storms that have little convection outside the eyewall and do not achieve statistical equilibrium. Here the effects of infrared radiation are explicitly simulated, which permits the storm to achieve radiative-convective equilibrium.
Introduction
The modern theory of hurricane intensity pertains to a steady-state axisymmetric vortex subject to a set of simplifying approximations (Emanuel 1986 (Emanuel , 1988 (Emanuel , 1995 (Emanuel , 1997 Bister and Emanuel 1998 ), which we shall refer to as Emanuel potential intensity (E-PI) theory. A hierarchy of numerical models has been applied to test the theory, from axisymmetric models with parameterized convective mixing (e.g., Emanuel 1995) to axisymmetric primitive equation models with explicit convection (e.g., Rotunno and Emanuel 1987) to three-dimensional fullphysics models of idealized (e.g., Yang et al. 2007 ) and observed storms (e.g., Cram et al. 2007) . While some of these tests find results consistent with the theory (e.g., Rotunno and Emanuel 1987) , a significant discrepancy in many studies involves ''superintense'' storms, which are defined as storms having maximum wind speeds in excess of those predicted by the theory. Although superintensity has been documented in numerically simulated and observed (Montgomery et al. 2006; Bell and Montgomery 2008 ) storms, its causes remain an active area of research. An important requirement of the theory concerns the ''steady state'' assumption, which, for cloud-resolving models, means that the storm is in radiative-convective (statistical) equilibrium. Here we relax the common axisymmetric modeling assumption whereby the temperature field is damped to a prescribed vertical profile in favor of explicitly simulating the effects of infrared radiation. This approach produces storms that achieve statistical equilibrium and that have rich variability compared to those with temperature damping. The mean state of these solutions is explored here, and the variability about the mean will be documented in a separate article.
The line of research in the present study originated with Rotunno and Emanuel (1987) , who use an axisymmetric primitive equation model to test the predictions of Emanuel (1986) . Physical parameterizations include warm-rain microphysics, bulk aerodynamic formulations for surface fluxes of momentum and heat, and a Smagorinsky-type closure to account for effects of subgrid and asymmetric motions. Radiation is treated as a damping effect that relaxes temperature anomalies to a prescribed sounding on a 12-h time scale. Although this simple treatment of radiation allows one to easily explore the development of storms in specific environments, such as from an observed sounding, and to control the size of the storm through the initial vortex specification (Rotunno and Emanuel 1987) , we note two problems with this approach. First, while one may [as in Rotunno and Emanuel (1987) and subsequent studies] determine a sounding that is convectively neutral to the model equations, it is not clear that such an environmental sounding can be simultaneously employed to both the storm and surrounding environment, as is implicit in this scheme. Second, radiation promotes convection by steepening temperature lapse rates by cooling the atmosphere (e.g., Fu et al. 1995) , but a damping scheme cannot create anomalies from zero. As such, with a damping scheme, the atmosphere may be destabilized only through surface fluxes, and therefore the equilibrium attained in these models may be more appropriately described as a ''surfaceflux-convective equilibrium.'' Regarding theory, which will be discussed in section 2b, radiative heating is assumed to have a negligible effect on entropy in the eyewall and lowlevel inflow air and also to restore entropy to environmental values in the outflow.
While Rotunno and Emanuel (1987) show good agreement between model simulations and the intensity predictions of Emanuel (1988) , Persing and Montgomery (2003) find, using the same model, that the intensity of simulated storms could exceed theoretical predictions by over 30 m s
21
. Persing and Montgomery (2003) attribute this discrepancy to the flux of high-entropy air from within the eye into the eyewall. Bryan and Rotunno (2009b) consider this hypothesis with a similar model and find this process to have a minor effect on storm intensity. Bryan and Rotunno (2009c) show that storm intensity is sensitive to the turbulence parameterization scheme, and especially to the mixing length scale in the radial direction; they find a ''reasonable'' value of 1500 m for this quantity that yields storm intensity consistent with theory. Bryan and Rotunno (2009c) also demonstrate sensitivity to the fall speed of raindrops, which affects entropy in the eyewall, and show that superintensity is related to a breakdown of gradient and hydrostatic balance.
An example solution from the model of Bryan and Rotunno (2009c) is shown in Fig. 1 , for an initial vortex having a maximum wind speed of 15 m s
, a sea surface temperature of 26.38C, unity ratio of surface exchange coefficients, and a radial mixing length of l h 5 1500 m; further details on the solution method will be provided in section 2. The vortex rapidly intensifies to around 70 m s 21 by day 5, and beyond this time there are two noteworthy aspects. First, for days 7-16, vortex intensity varies in a narrow range of less than 5 m s 21 . Second, after day 16, the vortex begins to weaken, with a gradual increase in the variability of the maximum wind; by 120 days, the vortex has decayed to nearly 10 m s 21 . Clearly this is not a steady-state solution, and Fig. 2 reveals why this is the case. At day 10 (Fig. 2, left) , the relative humidity field shows a plume of very dry air in the lower troposphere around a radius of 200-400 km. As is suggested by the sloping absolute angular momentum contours, this air has had a history of sinking from the upper-level outflow. At the same time, aside from the eyewall, convection is nearly absent from the domain, which may explain the lack of variability in maximum wind speed at this time. Shallow cumulus clouds have begun to develop beyond a radius of about 500 km, and by day 25 (Fig. 2 , right) these convective clouds reach a height of about 5 km in the subsidence region near the limit of the upper-level outflow, and about 10 km just beyond the outflow. As described earlier, in the absence of ''real'' radiative forcing this feeble convection relies exclusively on surface fluxes, which only develop once the outer winds have spun up during days 10-25. At radii less than 400 km, dry air nearly reaches the surface on day 25, possibly enhanced by subsidence produced by the developing convection near 500 km, and beyond this time the storm begins to steadily weaken.
We conclude the following from this solution. First, this storm is not in statistical equilibrium, and therefore storms analyzed in previous studies (Rotunno and FIG. 1 . Maximum surface wind speed (m s 21 ) as a function of time (days) for the simulation with Newtonian cooling applied to the temperature field. Emanuel 1987; Persing and Montgomery 2003; Bryan and Rotunno 2009a,c) were likely also not in equilibrium. While this draws into question the validity of the comparisons in these papers with steady-state theory, there is apparently a time when the storm is ''locally steady'' (i.e., days 7-15 in Fig. 1 ). Nevertheless, it is clear that deep convection at all locations but the eyewall is nearly absent during this time period, and as a result there is little variability in storm intensity. Moreover, the radius of the upper-level outflow, which strongly influences the environmental convection, is essentially specified by the assumption that temperature anomalies damp in time at a prescribed rate. Therefore, while careful attention has been devoted to surface fluxes, boundary layer turbulence, and resolved convection in the eyewall, the outflow layer has essentially been prescribed, which places a strong constraint on the behavior of this closed system.
To relax the assumption that limits convection, we introduce here a sophisticated infrared radiation scheme into the model of Bryan and Rotunno (2009c) for very long simulations (up to 500 days). Although real storms do not survive such long time periods because of variations in their environment, these long simulations insure that the idealized solution is in statistical equilibrium and also provide a large sample for statistical analysis of intrinsic storm variability. The time-mean behavior of the solution is documented here, while the variability is described in a separate paper. The present paper is organized as follows: section 2 provides an overview of modifications to the existing model and of potential intensity theory. Results are shown in section 3, including an analysis of a transient superintense storm in section 3a, followed by an analysis of the storm that attains statistical equilibrium in section 3b. The sensitivity of the solutions to selected parameters is discussed in section 4. A concluding summary is provided in section 5.
Method a. Model description
The axisymmetric model used here is described in Bryan and Rotunno (2009c) as a modified version of the compressible nonhydrostatic cloud model of Bryan and Fritsch (2002) . Standard aerodynamic formulas are employed for surface fluxes of entropy and momentum, with surface exchange coefficients for these quantities (C E and C D , respectively) having a ratio of unity. Subgrid turbulence and the role of asymmetric motions are parameterized by a Smagorinsky scheme where the eddy viscosity is determined in part by eddy length scales in the radial and vertical directions (l h and l y , respectively). Heating due to dissipation of kinetic energy at the surface is added to the thermodynamic equation in a manner similar to Bister and Emanuel (1998) . A damping layer is applied to momentum and potential temperature within 5 km of the model top, and to momentum within 100 km of the outermost radius.
As in many previous studies, Bryan and Rotunno (2009c) treat radiation as a damping process, which relaxes the temperature field back to the initial sounding with an e-folding time of 12 h; cooling rates larger that 2 K day 21 are capped at that value. Here we use version 4.82 of the Rapid Radiative Transfer Model (RRTM-G) radiation scheme described in Mlawer et al. (1997) and Iacono et al. (2003) . This scheme is designed for both accuracy and computational efficiency, so that it may be used for long numerical integrations as is the case here. Relative to a line-by-line benchmark calculation, the RRTM-G scheme has clear-sky errors of less than 0.2 K day 21 in the troposphere and 0.4 K day 21 in the stratosphere (Iacono et al. 2003) . The radiative effects of ice are treated as in Ebert and Curry (1992) , with an assumed effective radius for ice crystals of 50 mm. A fixed absorption coefficient of 0.090 361 4 m 2 g 21 is assumed for liquid water, and a cloud fraction of one is assumed for all cloudy layers. The carbon dioxide mixing ratio is set to 350 ppm (by volume), and since the stratosphere is constrained by the damping layer described above, the ozone mixing ratio is set to zero.
Unlike many previous studies that use warm-rain microphysics, here we use the Thompson et al. (2008) microphysics scheme, which solves for the time tendencies of water vapor, cloud droplets, cloud ice, rain, snow, and graupel. A novel aspect of this bulk parameterization scheme is that, in addition to solving for the mixing ratios of these water species, the particle size distributions for rain, snow, and graupel also evolve in time. We set the assumed cloud droplet concentration to a typical maritime value of 10 8 m
23
. One advantage of using this more complicated and expensive scheme compared to warm rain is that it prevents the accumulation of liquid water in the upper troposphere during long simulations. This accumulation is an artifact of a zero fall-speed assumption in many warm-rain schemes for small mixing ratio, which also affects the radiative cooling rates in the upper troposphere.
Solutions are obtained on a domain that is 1500 km wide and 25 km deep. A fixed horizontal resolution of 2 km is used to insure a spatially consistent radiativeconvective equilibrium state. Resolution in the vertical direction is 250 m from 0 to 10 km, with a gradual increase to 1 km at the model top. The Coriolis parameter is constant at a value corresponding to 208 latitude. The initial temperature and moisture profile are taken from Rotunno and Emanuel (1987) , and the initial wind field is at rest. Unless noted otherwise, the horizontal and vertical length scales for the turbulence parameterization are 500 and 200 m, respectively. A 500-day control simulation for this model configuration is obtained for a sea surface temperature fixed at 26.38C.
b. Hurricane maximum potential intensity
Since maximum potential intensity (E-PI) theory has been reviewed extensively (Camp and Montgomery 2001; Smith and Montgomery 2008; Bryan and Rotunno 2009c; Houze 2010) , we touch here only on the essential aspects for this study. The theory pertains to a steadystate axisymmetric vortex in gradient and hydrostatic balance in the free atmosphere above the planetary boundary layer. Assuming that entropy depends only on absolute angular momentum allows the thermal wind equation to be integrated from the level of maximum wind to the far-field environment. The theory is closed by assuming that, in the boundary layer, radial fluxes of entropy and absolute angular momentum are balanced by turbulent vertical flux divergence and, in the case of entropy, also by the heat contributed by the dissipation of kinetic energy. The equation for the azimuthal gradient wind at the top of the boundary layer y b is then (e.g., Bister and Emanuel 1998; Bryan and Rotunno 2009c) 
The entropy of near-surface air (in practice, the lowest model level) is given by s s , and the entropy of saturated air at the sea surface temperature is given by s*. Temperatures at the top of the boundary layer and in the outflow (where y 5 0) are denoted by T b and T o , respectively. It can be shown that the parameter a is given in general by
We allow for the possibility that the temperature at the level of maximum wind T b is different from the surface temperature T s . Moreover, we allow that the azimuthal wind at the surface and level of maximum wind, at the radius of maximum wind, are unequal but linearly related by y s 5 ay b . Assuming that T s 5 T b and that a 5 1 recovers Eq. (10) of Bryan and Rotunno (2009a) , which is equivalent to Eq. (21) of Bister and Emanuel (1998) . Entropy is defined here pseudoadiabatically, which assumes that all condensate leaves the parcel:
Here, p d is the dry-air pressure, C pd is the specific heat of dry air at constant pressure, L s is the latent heat of sublimation, R d (R y ) is the dry air (water vapor) gas constant, q is the water vapor mixing ratio, and rh is the relative humidity. Note that each log argument is implicitly normalized by one unit of the field, rendering the argument unitless. Definition (3) assumes that any reduction in water vapor results in the formation of ice, which overestimates entropy between the condensation and freezing levels. This approach, however, is simpler than tracking and accounting for all phase changes of water, and we find from numerical simulations that entropy is conserved on air parcels in the eyewall and the outflow to within 1% for several days after leaving the point of maximum wind. We evaluate Eq. (1) as follows. Air parcel trajectories are computed along with the model, at the model time step, beginning from the point of maximum wind; parcels are released every 3 h with output every hour. The outflow temperature T o is defined by the point where the parcel azimuthal wind reaches zero, and the results are insensitive to this choice due to weak temperature changes along the parcel trajectory in the outflow region. The E-PI wind speed applies to the azimuthal wind speed at the level of maximum wind, although the surface wind speed is easily recovered from the scale parameter a, which has a value of 0.885 for these experiments; this value is consistent with previous theoretical (e.g., Kepert 2001) and observational (e.g., Franklin et al. 2003 ) findings.
Results

a. The transient superintense storm
Recall that one significant change from previous studies is that the solution here is obtained from a state of rest, rather than from an initial vortex, which was needed in earlier studies to produce surface fluxes of entropy that destabilize the atmosphere to convection. In the present simulation, radiative cooling destabilizes the atmosphere to produce convection, starting on day 2. Maximum wind speeds (at the top of the boundary layer) begin to rapidly increase by day 7 to around 35 m s 21 , and to more than 120 m s 21 by day 12 (Fig. 3) ; the surface pressure at this time is roughly 805 hPa. This storm intensity is nearly twice the E-PI value (green line in Fig. 3 ) and is ''unphysical'' in the sense that a storm this intense has not been observed in nature. Nevertheless, it demonstrates the important point that hurricanes can form spontaneously from rest in an axisymmetric model. This result contrasts with Rotunno and Emanuel (1987) , where it is shown numerically that a finite-amplitude initial disturbance is necessary for genesis, essentially confirming observational assessments as to the importance of finite initial disturbances (e.g., Gray 1968) . Such a disturbance is critical to the study of Rotunno and Emanuel (1987) since surface entropy flux provides the sole source for convection in their model. After day 13, the hurricane weakens steadily to approximately 38 m s 21 by day 25, with a minimum surface pressure at this time of about 950 hPa. Beyond this time, storm intensity increases and reaches a statistically steady state that lasts for at least 400 days; we shall refer to the storm during this time period as the ''equilibrium storm.'' The maximum wind speed averages 66 m s 21 during this time period, which compares closely with the average E-PI value of 69 m s 21 . The standard deviation of the maximum wind speed is 12 m s 21 , and values in the range of approximately 45-90 m s 21 are observed with frequent intensity fluctuations well above E-PI (Fig. 3 inset) . Time-mean properties of the equilibrium storm will be discussed in the subsequent section, and the variability about the mean will be examined more completely in a separate paper. We proceed now to address the behavior of the superintense storm.
A useful diagnostic for the life cycle of maximum wind for the superintense storm is the radial profile of absolute axial angular momentum (Fig. 4) , which we refer to hereafter simply as ''angular momentum.'' Angular momentum, m 5 yr 1 0.5fr 2 , depends on radius r, azimuthal wind y, and the Coriolis parameter f. At the radius of maximum azimuthal wind, the wind may be determined from the angular momentum by
This reveals that the azimuthal wind increases with the radial gradient of angular momentum and that, for a given gradient in angular momentum, the azimuthal wind decreases linearly with the radius of maximum wind. At the surface, w 5 0 and the local tendency in the radial gradient in surface angular momentum is given by where D represents the dissipation of angular momentum. Assuming that the dissipation of angular momentum is a maximum at the radius of maximum wind indicates that the radial gradient in angular momentum is controlled by radial advection and convergence.
The quadratic radial profile of angular momentum in the resting initial condition, due to ambient rotation, provides the basis for a ''front'' in angular momentum that forms at less than 10-km radius by day 10, with the maximum wind located near the middle of the maximum gradient (Fig. 4) . As the storm intensifies to its maximum value at day 12, radial inflow imports larger values of both m and ›m/›r, but the radius of maximum wind moves outward to about 14 km. Although radial inflow continues to increase the angular momentum at the radius of maximum wind for the next few days, the storm weakens as ›m/›r decreases and the radius of maximum wind moves outward to about 22 km by day 14. The mean profile for the equilibrium storm (green curve in Fig. 4 ) must reflect a balance between radial advection, which reduces the gradient in angular momentum, and convergence, which acts to increase the gradient; this balance places the equilibrium radius of maximum wind around 32 km. An aspect missing from this qualitative discussion concerns the factors determining the radial wind u. Quantification of this aspect involves the calculation of circulations driven by dissipation and heating, which is beyond the scope of our purpose here.
b. The equilibrium storm
Recall that after about 20 days, the mean intensity of the simulated storm closely matches E-PI. One assumption of E-PI is that parcels conserve entropy and angular momentum from the point of maximum wind at the top of the boundary layer to the point where the angular momentum returns to its ambient value (y 5 0). Results for the equilibrium storm are consistent with this assumption (Fig. 5) , revealing a trajectory that approximates constant values of entropy and angular momentum in the eyewall. The outflow layer is well defined by a plume of nearly uniform, relatively small, values of angular momentum that reach the edge of the domain (cf. Fig. 2 ) where angular momentum is restored in the damping layer. An experiment on a domain 8000 km wide, which ) and (right) entropy (gray lines every 30 J K 21 kg 21 ). Dots show the trajectory at day 1, and then every 5 days from day 5 to day 35; the trajectory starts at the point of maximum wind, denoted by a square. The triangle shows the location along the trajectory where the azimuthal wind first reaches zero. removes the effect of the damping layer, yields similar storm intensity but a significantly larger storm.
A second assumption of E-PI theory is that, in the boundary layer, radial advection of angular momentum and entropy is balanced by vertical turbulent mixing. Evaluation of the angular momentum budget indicates fairly good agreement with the assumption (Fig. 6, left) . There exists a mean vertical gradient of angular momentum, so the vertical advection of angular momentum, which transports low angular momentum upward near the surface, is nonnegligible; however, this term is smaller than the two leading terms that define the assumption. Above about 1.5 km, vertical advection balances radial advection, which reflects the near conservation of angular momentum during parcel ascent along sloping angular momentum surfaces. The observed small departures from zero for the time tendency, defined as the sum of the other terms in the budget, may be regarded as an error estimate due to numerics and neglected effects. Finally, note that radial turbulent mixing, which is absent in theory, contributes little to the budget (recall that l h 5 500 m for this simulation). The entropy budget has similar results, with a larger error estimate, which may be due to the neglect of dissipative heating in the calculation (Fig. 6, right) . Radiation contributes negligibly to the budget. Relatively good agreement between these results and theory is likely due to the fact that the mean radial gradients (e.g., angular momentum in Fig. 4 ) and boundary layer depth (not shown) for this solution vary slowly in radius (e.g., Kepert and Wang 2001; Smith et al. 2008 ). Moreover, a composite gradient-wind analysis indicates that the equilibrium state is close to balanced, with subgradient (supergradient) flow in (at the top of) the planetary boundary layer (not shown). Interestingly, repeating the calculation for only the strongest and weakest 5% of all states yields similar results, with approximately 8 and 6 m s 21 supergradient flow, respectively, at the point of maximum wind.
The net effect of radiation may be succinctly measured by comparing the temperature profiles of the equilibrium and initial states, since differences between these profiles reflect radiative-convective adjustment. Results show that, in both the eyewall and the environment around the storm, the tropopause in the equilibrium state is higher and colder by about 3-4 K compared to the initial sounding (Fig. 7) . These differences reflect the fact that the initial sounding is not in radiative-convective equilibrium with the sea surface temperature. Compared to the environment, the eyewall is warmer by 6-8 K in the upper troposphere. At the surface, the lowest model-level temperature is approximately 1-1.5 K colder than the sea surface temperature within about 400 km of the eyewall; this small difference is not atypical of observed values, particularly for sea surface temperatures below 278C (Cione et al. 2000) .
The time-mean radiative temperature tendency shows (Fig. 8a) cooling over most of the domain, except for weak warming in the lower stratosphere and below the freezing level. The strongest cooling rates of 6-8 K day 21 are found outside the storm around 6-8 km altitude. One measure of the effect of clouds on the radiative temperature tendency is defined by the difference between the full radiation temperature tendency and the tendency in the absence of clouds (the ''clear-sky'' tendency), which we will refer to as cloud radiative forcing. For the equilibrium storm, the clear-sky tendency shows cooling of approximately 1-4 K day 21 in most of the troposphere, with a slight tendency for warming just above the tropopause (Fig. 8b) . The largest cooling rates are located in the boundary layer and near 7-km altitude beyond a radius of about 400 km. Cooling rates of about 5 K day 21 near the surface are consistent with the analysis of Roewe and Liou (1978) , who also show that strong clear-sky infrared cooling near the surface of the tropical atmosphere is due to the water vapor continuum, whereas the water vapor rotational band is most important for cooling the upper troposphere. Large cooling rates near 7 km are due to the vertical gradient of relative humidity near this level; the moist layer radiates strongly and receives relatively less radiation from the drier layer above. This vertical gradient FIG. 8 . Temperature tendency due to infrared radiation (colors; K day 21 ): (a) full radiative heating rate, (b) clear sky, and (c),(d) cloud forcing; (a)-(c) apply to the control simulation while (d) applies to a simulation as in the control except that snow is added to pristine ice for the radiation calculation. The magenta line shows the freezing level. In (b), the black lines show relative humidity with respect to liquid water every 10%; the thick line is 50%, and the green line is 90% relative humidity with respect to ice. In (c) and (d), the black lines show cloud water mixing ratio; the green lines show the ice mixing ratio; mixing ratio contours are 0.1, 0.2, 0.4, 1, and 2 3 10 24 kg kg 21 . All fields are averaged over days 20-120. in relative humidity in the environment outside the storm is located at the level where convection encounters subsidence in the outflow layer, effectively capping the clouds at this level. Further evidence of capped convection is apparent in the mean angular momentum field, which is radially well mixed above this level (Fig. 5) . The average cloud field (Fig. 8c) shows the top of the cloud water near a height of 7 km, and a maximum near the freezing level. These characteristics agree qualitatively with observations (e.g., Houze 2010, his Fig. 32b ). Cloud radiative forcing produces heating near and below the freezing level, with a maximum of about 2-3 K day 21 in the boundary layer, which partly cancels the clearsky cooling rate. Above the maximum in cloud water, cloud radiative forcing produces a cooling rate of about 2-3 K day
21
, which reinforces the clear-sky cooling rate. It is apparent that the ice field contributes little to the radiative forcing, which is due to the fact that much pristine ice is converted to snow in the Thompson microphysics scheme. Another simulation that is identical to the control, except that snow is added to ice for the radiative calculation, shows warming in the region where snow dominates, and strong cooling above (Fig. 8d) ; average maximum wind speed is larger by about 4 m s 21 compared to the control.
Finally, we consider the thermodynamic cycle of air parcels for the time-averaged state. In the absence of dissipative heating, the equivalence of E-PI theory to a Carnot cycle has been shown by Emanuel (1986) . A Carnot cycle has four steps, which describe a rectangle on the temperature-entropy plane. Two sides of the rectangle correspond to changing the entropy of the working fluid at constant temperature, and the other two sides correspond to changing temperature at constant entropy. Results for the mean-state trajectory of the equilibrium storm do not resemble a rectangle shape, but rather more of a triangle (Fig. 9 ) for both entropy (solid line) and saturation entropy (dashed line). Although the eyewall may be reasonably approximated as a constant-entropy step, and the inflow may be regarded to as a nearly isothermal step, the other two steps are shortcut by a ''diagonal'' step. During the diagonal step, radiative cooling reduces entropy while temperature increases due to adiabatic compression as the air parcel sinks toward higher pressure. This result implies that the actual efficiency of the hurricane heat engine is about half of the Carnot ideal limit. However, we caution that this result is likely sensitive to the domain size.
Sensitivity experiments
We focus here on sensitivity to three items: 1) turbulent mixing in the radial direction, 2) initial sounding and ambient rotation rate, and 3) radiative tendency. The first item provides a check on the results of Bryan and Rotunno (2009c) , who found a strong sensitivity to the strength of turbulent mixing intensity in the radial direction. The second item relates to the possibility that the results presented in section 3 are due to the choice of an initial condition that is not in radiative-convective equilibrium. The third item is motivated to approximate the effects of radiation in a way that has the simplicity and computational efficiency of the Newtonian cooling method of earlier studies but retains the role of active convective mixing in the results presented here.
Varying l h from 0 (no mixing) to 3000 m produces results for the equilibrium storm that disagree with those of Bryan and Rotunno (2009c) : the equilibrium storm shows almost no sensitivity to the intensity of radial mixing (Fig. 10, red curve) . This result suggests that the standard aerodynamic surface drag formulation, together with turbulent mixing in the vertical direction, is sufficient to simulate axisymmetric storms. A very different result is apparent for the transient superintense storm (Fig. 10, blue curve) , which shows that the maximum surface wind speed increases by nearly a factor of 2, from 75 m s 21 for l h 5 3000 m to 140 m s 21 for l h 5 0 m. Moreover, although the wind speeds for all l h are larger because of the colder outflow temperatures with modeled radiation, the shape of the curve is similar to that of Bryan and Rotunno (2009c) (Fig. 10, gray curve) .
A potential explanation for the formation of the superintense transient storm is that it is an artifact of the initial condition. For example, the initial sounding is not FIG. 9 . Temperature-entropy phase plot for the 38-day meanstate trajectory of the control simulation. Dots show the trajectory at day 1, and then every 5 days from day 5 to day 35; the point of maximum wind is denoted by a square. Saturation entropy applies to the dashed line. A Carnot cycle would appear as a rectangle on this diagram.
in radiative-convective equilibrium with the sea surface temperature. This disequilibrium may lead to an initial burst of convection and to cyclogenesis due to an unbalanced inward surge of angular momentum in response to convection near small radii. Alternatively, radial gradients in latent heating and vertical gradients in dissipation produce balanced vertical circulations (Shapiro and Willoughby 1982; Schubert and Hack 1982) in the presence of ambient rotation that can lead to inward propagation of convective bands, producing stronger winds and surface fluxes for bands at inner radii. These possibilities are explored by experiments that vary the Coriolis parameter as a ramp function in time:
Here, f 0 is the long-time asymptotic value of Coriolis parameter, b 5 2/t controls the rate of transition wheret is the transition time, and t9 is the time offset (from zero) for the ramp. This time-varying Coriolis parameter can be thought of as resulting from poleward storm motion, and as such we will plot the variable Coriolis parameter in terms of an effective latitude.
Results for t9 5 20 days andt 5 5 days show that the maximum wind is small while the Coriolis parameter is near zero (Fig. 11, blue curves) and then rapidly increases with the Coriolis parameter around day 20. After going through a transient superintense storm, the solution reaches an equilibrium state very similar to the control case. Results for a time offset of 50 days and a transition time of 50 days show the development of a superintense storm even while the effective latitude is less than 58. Again, the superintense storm weakens and the maximum winds achieve an equilibrium state indistinguishable from the control. These results indicate that the development of the superintense storm is a robust feature of the solution. Since the soundings in these two cases have convectively adjusted prior to storm development, we conclude that the storm development is not an artifact of the initial sounding or an initial burst of convection. Furthermore, the fact that the time-rateof-change of the maximum winds associated with the transient storm scales with the Coriolis parameter indicates that storm development is controlled by ambient rotation. In particular, the balanced part of the radial wind is controlled by circulations due to radial heating gradients and vertical gradients in dissipation (e.g., Shapiro and Willoughby 1982) , which may explain the angular momentum evolution described in Fig. 4 .
Finally, experiments using time-independent radiative heating fields are meant to test the sensitivity of the results to the parameterization of this field and to explore the possibility of simple and inexpensive alternatives to the full infrared radiative transfer calculation. Here we compare the control simulation with another having a fixed vertical profile of radiative heating for all radii. This profile is taken to be the time-mean clear-sky heating rate shown in Fig. 8b averaged over 0-1000-km radii. This quantity was chosen because it can in principle be determined by solving for the heating rate from a single sounding, without requiring knowledge of the cloud field. The solution for the fixed-radiative-heating case reveals behavior similar to the control, with a slight delay in the timing of the superintense storm, and a longer period between the superintense storm and the development of the equilibrium storm (Fig. 12 , black curve).
Summary and conclusions
Numerical experiments are performed to determine the mean-state properties of axisymmetric hurricanes in statistical equilibrium. We find that the Newtonian cooling approximation of previous studies yields storms that have little convection outside the eyewall and do not achieve statistical equilibrium. Since damping cannot produce cooling, but rather only reduce perturbations toward zero, this configuration requires surface fluxes of entropy to trigger convection. Here we use a modified version of the axisymmetric model of Bryan and Rotunno (2009c) that explicitly integrates the infrared radiative temperature tendencies from an accurate radiative transfer routine (RRTM-G). Convection is radiatively forced in this revised framework, as in nature, and allows the storm to achieve radiative-convective equilibrium with its environment.
A simulation that is configured similarly to that of previous studies (e.g., Rotunno and Emanuel 1987; Persing and Montgomery 2003; Bryan and Rotunno 2009c) , except starting from a state of rest, produces a superintense storm after 10 days with maximum wind speed in excess of 100 m s 21 . The angular momentum field of this storm is not in balance with the far field, so that the radius of maximum wind moves to larger radius and the storm weakens. An equilibrium storm replaces the transient and maintains statistical equilibrium for over 400 days. The intensity of this storm is closely approximated by E-PI theory, and we find that the main assumptions of the theory are consistent with the properties of this equilibrium storm. Specifically, entropy and angular momentum are conserved on air parcels from the point of maximum wind to the point of vanishing azimuthal wind; the planetary boundary layer exhibits, to good approximation, a balance between radial advection and vertical turbulent flux divergence of these quantities; and the wind at the level of maximum wind is approximated well by the gradient wind. Nevertheless, we also find that the thermodynamic cycle of the equilibrium storm is inconsistent with a Carnot cycle, primarily because the outflow layer exhibits a simultaneous decrease in entropy and increase of temperature. The entropy-temperature phase portrait of the solution suggests a thermodynamic efficiency about half that of the Carnot limit. Maximum radiative cooling in the time mean is found in the midtroposphere outside the storm, near the top of convective clouds. These clouds detrain into the dry layer of storm-outflow subsidence, which produces a large vertical moisture gradient and enhanced radiative cooling.
Sensitivity experiments reveal that the results are robust to changes in the initial sounding, ambient rotation, turbulent mixing, and details in the radiative heating field. Experiments that start without ambient rotation allow the initial sounding to adjust to convection, and the time scale of the transient storm depends on the ambient rotation rate. Radiative-convective adjustment has a short time scale compared to that for the increase in ambient rotation, which suggests that the development of balanced secondary circulations to convective heating and friction (e.g., Shapiro and Willoughby 1982; Schubert and Hack 1982) controls storm intensity.
Based on these results, subject to the assumptions and limitations of the modeling framework used in this study, the following conclusions are drawn.
1) The undisturbed tropical atmosphere is unstable to axisymmetric hurricanes. The fact that all experiments begin from rest and produce hurricanes within 10 days (longer in the case of ramped Coriolis parameter) provides the basis for this conclusion. This result suggests that asymmetric motions play an important damping role in real storms, which may not be represented well by the turbulence closure used in this study. Yang et al. (2007) find evidence of this effect by comparing solutions from three-dimensional and axisymmetric simulations of hurricanes for otherwise identical models to show that asymmetries weaken the storm by about 15%. 2) E-PI theory accurately bounds the time-mean storm intensity. Transient fluctuations in storm intensity are observed to exceed the E-PI bound by more than FIG. 12 . Dependence of maximum surface wind speed on radiation parameterization. The black curve shows results for a heating rate profile fixed for all radii and time at the clear-sky value for the control case averaged over days 20-120 and 0-1000-km radius. The gray curve shows results for the control case. 30%, in some cases for several days, as observed in real storms (Montgomery et al. 2006; Bell and Montgomery 2008) ; however, E-PI is a steady-state theory and therefore does not apply to these fluctuations. We reiterate that this conclusion is not claimed to be universal but rather is particular to the chosen modeling framework. For example, preliminary investigation of smaller vertical turbulent mixing length l y suggests sensitivity to this parameter such that equilibrium storm intensity may exceed E-PI; further research is needed to fully clarify this issue.
3) Axisymmetric hurricanes in radiative-convective equilibrium are insensitive to turbulent mixing in the radial direction. Conversely, the initial transient storm exhibits sensitivity qualitatively similar to that described in Bryan and Rotunno (2009c) , which may be related to the development of the radial wind field outside the eyewall. 4) Although radiative cooling is critical for triggering convection and establishing the equilibrium state, a fixed vertical cooling profile approximates well the solution with interactive radiation. Therefore, in the spirit of simplified modeling, it appears that the Newtonian damping approach may be replaced by a fixed vertical profile of cooling.
