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Re´sume´
Re´cemment, plusieurs codes MHD utilise´s pour la simulation des modes ma-
croscopiques dans les tokamaks ont ope´re´ une transition vers des codes hybrides
MHD-cine´tiques. Ces codes ont pour but de coupler les effets des particules rapides,
cine´tique, sur la stabilite´ du plasma vu comme un fluide. L’effet des α de fusion a`
3.5 MeV, qui assureront la majorite´ du chauffage dans ITER, sur les dents de scie,
instabilite´ universelle des tokamaks, est un exemple d’application inte´ressant : la
dynamique du cycle rampe/crash des dents de scie suscite encore des questions, et
l’influence expe´rimentale des α est largement documente´e.
Dans une premie`re partie, nous pre´sentons une e´tude nume´rique des re´gimes
d’e´tablissement des dents de scie dans un plasma ohmique avec le code XTOR-2F.
Cette e´tude est a` notre connaissance la premie`re a` explorer la dynamique au long
terme (∼ 106 temps d’Alfve´n) du kink interne (responsable du crash) en ge´ome´trie
toro¨ıdale comple`te. Utilisant la MHD avec transport anisotrope et re´sistivite´ (ηχMHD),
nous trouvons deux re´gimes distincts. Le premier, a` bas βp ou bas χ⊥, est un re´gime
d’oscillations stables. Le second est un re´gime stationnaire, avec un kink sature´ et une
de´formation du cœur du plasma avec he´licite´m = n = 1. Les de´rives diamagne´tiques,
qui stabilisent le kink, de´calent le re´gime oscillant vers des valeurs de pression plus
hautes ; les oscillations deviennent comparables a` des dents de scie expe´rimentales.
Ainsi, avec des parame`tres typiques de JET, la ηχMHD ne pre´voit pas de dents de
scie, mais les effets ω∗ permettent de les retrouver.
Dans la seconde partie, nous de´taillons les contributions faites au de´veloppement
du code hybride XTOR-K. On a choisi un mode`le cine´tique « full-f, full-orbit » :
on inte`gre exactement le mouvement de toutes les particules – par opposition aux
mode`les δf et gyrocine´tiques utilise´s en ge´ne´ral. A` chaque pas de temps, l’algorithme
de couplage Newton-Krylov/Picard (MHD/cine´tique) concentre les ite´rations sur la
partie Newton-Krylov. La partie Picard, qui utilise un sous-pas de temps particulaire,
est facilement paralle´lise´e, et fait 3 ite´rations au plus. Le sche´ma reste stable vis-a`-
vis des modes MHD fondamentaux pour des pas de temps de l’ordre de τA et des
pressions particulaires importantes. L’avance´e des particules est faite par l’algorithme
de Boris, adapte´ en ge´ome´trie torique. Les invariants du mouvement ne de´rivent
pas nume´riquement, et sont bien conserve´s a` partir de 4 sous-pas de temps par
pe´riode cyclotronique. La me´thode full-f entraˆıne un bruit important sur le tenseur de
pression, qu’on essaye de re´duire en utilisant une se´quence de Sobol pour maximiser
la re´gularite´ de l’espace des phases a` l’initialisation. On utilise e´galement un filtre
passe-bas temporel (Butterworth) pour e´liminer les fre´quences de bruit e´leve´es.
On montre en conclusion une premie`re simulation de kink sur quelques milliers
de τA avec le code hybride et 800000 particules. Apre`s filtrage, le temps de calcul et
le niveau de bruit sont assez faibles pour envisager des simulations plus pre´cises avec
jusqu’a` 109 particules sur un grand nombre de processeurs dans un avenir proche.
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Abstract
Some MHD codes used for simulating macroscopic modes in tokamaks have re-
cently undergone a transition into hybrid MHD/kinetic codes. Their objective is to
consider simultaneously the kinetic effects of fast particles and the fluid-modeled
plasma stability. In that line of thought, using an hybrid code to explore the effects
of the 3.5 MeV fusion α, which will be the main source of heating in ITER, on the
sawtooth instability, which is a pervasive phenomenon in tokamak plasmas, would be
a good test for such a code. The ramp/crash cycle dynamics of sawteeth is not fully
understood, and the influence of fast particles on the internal kink is well known.
In the first part of this work, we present a numerical study of sawteeth regimes
in an ohmic plasma with the XTOR-2F extended MHD code. To the extent of our
knowledge, this study is the first to explore the long-term (∼ 106 τA) dynamics of
the internal kink (which is responsible for the crash) in full toroidal geometry. Using
resistive MHD with anisotropic thermal transport (ηχMHD) yields two regimes.
The first one, at low pressure or low perpendicular transport is a regime of stable
oscillations. The second one is a stationnary regime, with a saturated kink, and a
permanent tridimensionnal kinking of the plasma core with m = n = 1 helicity.
Diamagnetic drifts, which have a stabilizing effect on the kink, shift the oscillating
regime towards higher pressure ; the oscillations time scales get closer to those of
experimental sawteeth. Thus, with parameters similar to those of an ohmic discharge
on JET, ηχMHD predicts a saturated regime, but with ω∗ effects, sawteeth are
recovered.
In the second part, we explain our contributions to developing the hybrid code
XTOR-K. We chose a ”full-f, full-orbit” kinetic model, i.e. we compute the move-
ment of all the particles exactly, contrary to the δf and gyrokinetic models that are
generally used. During each time step, the Newton-Krylov/Picard (MHD/kinetic)
coupling algorithm concentrates most iterations on the Newton-Krylov solver. The
Picard part uses a particular time substep ; it is easily parallelized and iterates at
most 3 times. The scheme remains stable up to times steps of the order of τA and
important particular pressure. Particles orbits integration is done via the Boris algo-
rithm, adapted into toroidal geometry. There is no numerical drift on the constants
of the movement, and these show good conservation down to 4 substeps per cyclo-
tronic rotation. The full-f method creates an important noise on the pressure tensor,
that we can try to limit by using a Sobol sequence to maximize the regularity of
the initial distribution in phase space. We also use a low-pass numerical Butterworth
filter to eliminate the high noise frequencies.
Finally, we show a first hybrid simulation of a kink on a few thousand τA with
800000 particles. After filtering, computing time and noise level are low enough to
consider running more precise simulations with up to 109 particles on a larger number
of processors in the close future.
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1 Introduction
1.1 Fusion nucle´aire controˆle´e et crite`re de Lawson
La maˆıtrise de la fusion nucle´aire comme source d’e´nergie est un enjeu e´nerge´tique
majeur. Seule source d’e´nergie concentre´e pouvant remplacer la fission et les hydro-
carbures en termes de quantite´ d’e´nergie disponible, elle pre´sente encore les avantages
d’eˆtre « propre » (pas d’e´mission de gaz a` effet de serre, peu de produits radiaoctifs1)
et quasi-ine´puisable.
Ces atouts inde´niables sont contre-balance´s par un obstacle de taille : les sec-
tions efficaces optimales des re´actions de fusion maximaux sont situe´es a` tre`s haute
tempe´rature, vers 100 keV (1 eV = 11600 K). La re´action ayant le taux de re´action
de plus grand est la re´action deute´rium - tritium :
2D +3 T → He (3.5 MeV) + n (14.1 MeV)
La tempe´rature vise´e dans un re´acteur est de 10 keV (seules les particules les plus
rapides fusionnent). Dans ces conditions, les atomes sont tous comple`tement ionise´s,
et les e´lectrons sont libres. Les re´actifs forment donc un plasma.
Pour obtenir un e´tat stationnaire, ou` la fusion est entretenue dans le re´acteur,
la densite´ et la tempe´rature du plasma doivent rester e´leve´es. Le proble`me qui se
pose alors est celui du confinement. Un confinement classique, par exemple dans une
enceinte mate´rielle, entraˆınerait des pertes de particules et de chaleur re´dhibitoires.
Les conditions ne´cessaires a` la fusion seraient perdues aussitoˆt2. Il faut donc re´ussir
a` confiner le plasma dans un espace restreint, en minimisant tout contact avec les
parois du re´acteur pour limiter les pertes.
Le proble`me peut eˆtre contourne´ en envisageant un re´acteur qui ne fonctionne-
rait pas en re´gime stationnaire, mais dans lequel l’e´nergie proviendrait de re´actions
successives re´gulie`res. C’est la voie du confinement inertiel. Nous nous concentrons
sur la de´marche oppose´e, le confinement magne´tique, qui consiste a` e´tablir les condi-
tions d’une re´action de fusion permanente, ide´alement auto-entretenue. L’e´nergie des
particules issues de la fusion doit compenser les pertes et maintenir la tempe´rature
du plasma. Une fois la re´action lance´e, le plasma n’a alors plus besoin d’apport
d’e´nergie. Pour quantifier cette condition, Lawson, en 1957, a introduit la notion de
1Remarquons tout de meˆme que si la re´action de fusion elle-meˆme ne produit que des e´le´ments
stables, les particules e´nerge´tiques (∼ MeV) qui en sont issues activeront une partie des mate´riaux
entourant la re´action. La quantite´ de mate´riaux radioactifs produits sera toutefois beaucoup plus
faible que pour la ﬁssion.
2La diﬃculte´ a` maintenir les conditions de fusion est cependant un avantage de taille pour
la se´curite´ d’un re´acteur. En eﬀet, la moindre perturbation du syste`me entraˆınant la perte des
conditions de fusion et l’arreˆt de la re´action, il n’y a aucun risque d’emballement.
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temps de confinement de l’e´nergie τE . Ce parame`tre empirique mesure la vitesse de
refroidissement du syste`me :
τE =
W
Ploss
Ou` W est le contenu e´nerge´tique du syste`me, et Ploss est la puissance perdue. Le
parame`tre τE quantifie la qualite´ du confinement. En supposant que le plasma est
un me´lange 50-50 de deute´rium-tritium (sans cendres ni impurete´s) a` la tempe´rature
T , l’e´nergie W s’e´crit W = 3nekbT . Le crite`re de Lawson e´nonce que la re´action
est rentable si et seulement si le chauffage duˆ aux noyaux d’he´lium (α) issus de
la fusion compense au moins les pertes. Les neutrons quittent le milieu et c’est
leur e´nergie qui est re´cupe´re´e en sortie du re´acteur. Le chauffage par les α s’e´crit :
Pch = nDnT 〈σv〉Eα = 1/4ne〈σv〉Eα. nx est la densite´ de l’espe`ce x, Eα l’e´nergie des
α de fusion, kb la constante de Boltzmann, et 〈σv〉 le taux de re´action. Finalement,
le crite`re de Lawson s’e´crit :
neτE ≥ 12
Eα
kbT
〈σv〉
En prenant en compte la de´pendance de 〈σv〉 en fonction de T , on exprime souvent
ce crite`re en fonction du triple produit neTτE . En injectant les valeurs nume´riques
correspondant a` la re´action choisie, on obtient :
neTτE ≥ 1021 keV s.m−3
Il s’agit d’un crite`re empirique et ope´ratoire, qui fournit une limite infe´rieure de
fonctionnement pour un re´acteur de fusion.
1.2 Confinement magne´tique et tokamaks
Un champ magne´tique est un bon candidat pour assurer le confinement im-
mate´riel du plasma. En effet, la trajectoire he´lico¨ıdale d’une particule charge´e autour
d’une ligne de champ magne´tique la maintient a` une distance ρL de cette ligne de
champ (ρL est le rayon de Larmor). Il suffit donc que les lignes de champs occupent
une re´gion borne´e de l’espace pour que les particules du plasma soient effectivement
confine´es dans cette re´gion. On peut montrer que la frontie`re d’une telle configura-
tion doit eˆtre topologiquement e´quivalente a` un tore. Cependant, le champ cre´e´ dans
une telle configuration a ne´cessairement un gradient et une courbure, qui font de´river
les particules et de´truisent le confinement. Cet effet est compense´ si les particules
transitent non seulement autour de l’axe de re´volution du tore (dans la direction
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toro¨ıdale) mais aussi autour de l’axe magne´tique3 (dans la direction polo¨ıdale). Dans
cette configuration, les lignes de champ s’enroulent a` la fac¸on d’he´lices autour de
surfaces toriques.
Ce genre de configuration a e´te´ utilise´e pour la premie`re fois a` la fin des anne´es 50.
Ce sont deux chercheurs sovie´tiques, Tamm et Sakharov, qui ont propose´ le principe
de la machine, appele´e tokamak4. Dans un tokamak, le champ magne´tique a une
composante toro¨ıdale, cre´e´e par des bobines qui forment un sole´no¨ıde referme´ sur lui-
meˆme, et une composante polo¨ıdale, due au courant toro¨ıdal induit dans le plasma.
En 1968, les sovie´tiques annoncent qu’ils ont atteint des tempe´ratures e´lectroniques
de 1 keV dans le tokamak T3. La nouvelle est accueillie avec scepticisme par les
chercheurs occidentaux, qui sont loin de tels re´sultats. Une e´quipe de chercheurs
britannique, envoye´e en URSS, confirme le re´sultat quelques anne´es plus tard. A`
partir de moment, les tokamaks deviennent les machines de re´fe´rence pour la fusion
controˆle´e par confinement magne´tique5. La de´couverte d’une corre´lation entre taille
du tore et temps de confinement a mene´ a` des projets de plus en plus grands et de
plus en plus nombreux.
La ge´ne´ration de tokamaks des anne´es 80 a permis d’approcher le crite`re de Law-
son de fac¸on significative. Dans ces machines, on a mis en œuvre des techniques
de chauffage auxiliaires, par opposition au simple chauffage ohmique duˆ au courant
toro¨ıdal : injection de neutres rapides, re´sonances ondes-particules a` fre´quence cy-
clotronique ionique, e´lectronique ou hybride. JET, en Grande-Bretagne, a atteint
des rendements6 proches de l’e´quilibre e´nerge´tique (Q = 0.7 en 1997 ; l’e´quilibre, ou
break-even, correspond a` Q = 1, et on estime que Q = 30 serait ne´cessaire pour
un re´acteur). JT-60, au Japon, de´tient le record du rapport nTτE le plus e´leve´.
TORE SUPRA, en France, a permis de confiner un plasma moins e´nerge´tique pen-
dant des dure´es de temps longues (6 minutes), graˆce a` des bobines magne´tiques supra-
conductrices. On peut e´galement citer TFTR aux USA, et ASDEX Upgrade en Alle-
magne. L’expertise accumule´e graˆce a` ces machines et a` plusieurs dizaines d’anne´es
de recherche the´orique a conduit au projet international de re´acteur expe´rimental
ITER, actuellement en construction a` Cadarache (Var). ITER devrait de´montrer la
faisabilite´ industrielle de la fusion en atteignant des rendements e´leve´s (Q = 10)
pendant environ 400 secondes.
De nombreuses difficulte´s subsistent ne´anmoins. La stabilite´ globale du plasma
impose des limitations et un controˆle permanent des parame`tres macroscopiques
(n, T ) pour empeˆcher des instabilite´s de se de´velopper et de de´truire le confinement.
3i.e., la particule passe alternativement coˆte´ « inte´rieur » et « exte´rieur » du tore.
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« tokamak » est une contraction du nom russe de la machine : toroidalьna kamera s ma-
gnitnymi katuxkami , litte´ralement « chambre toro  =dale a` bobines magne´tiques ».
5D’autres machines, comme les stellerators ou les sphe´romaks, existent e´galement, mais la ma-
jorite´ des recherches s’oriente dans la direction des tokamaks.
6Le rendement Q est de´ﬁni comme le rapport de la puissance de fusion sur la puissance
consomme´e par la machine.
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De l’autre coˆte´ du spectre, le transport de chaleur, qui controˆle le parame`tre τE ,
est duˆ aux micro-instabilite´s et aux collisions. Sa mode´lisation implique d’e´tudier la
turbulence du plasma. L’interaction plasma-paroi constitue un troisie`me proble`me : la
conception de la couverture (i.e., les composants faisant face au plasma) est un de´fi de
taille, a` cause du flux permanent de neutrons tre`s e´nerge´tiques dirige´s vers elle. Il est
crucial d’e´viter que le plasma soit pollue´ par des impurete´s venant de la couverture.
Ces composants doivent e´galement re´ge´ne´rer le tritium ne´cessaire a` la re´action. Une
autre difficulte´ re´side dans la ne´cessite´ de ge´ne´rer des courants importants (de l’ordre
du MA) en re´gime continu. Enfin, l’influence des particules chaudes issues de la
fusion est une proble´matique de plus en plus pre´sente. Des particules chaudes cre´e´es
par chauffage (re´sonance cyclotronique ionique ou injection de neutres) sont de´ja`
pre´sentes dans la plupart des machines, et utilise´es pour le controˆle des profils de
courant et de chauffage. Les particules α issues de la fusion sont destine´es a` eˆtre
la principale source de chauffage du plasma dans ITER, et leur confinement est un
enjeu crucial.
1.3 Mode´lisation multi-mode`les et codes hybrides
Les plasmas de tokamaks constituent des syste`mes physiques tre`s riches, qui
me´langent e´lectromagne´tisme et physique des fluides. Les e´chelles caracte´ristiques
recouvrent un large domaine, et exigent de combiner plusieurs the´ories physiques
pour arriver a` une mode´lisation inte´gre´e.
Ainsi, la question de la stabilite´ macroscopique appelle logiquement une the´orie
fluide. La magne´tohydrodynamique (MHD) est une the´orie mono-fluide qui a e´te´
beaucoup de´veloppe´e pour la physique des tokamaks, et qui a prouve´ son efficacite´7.
Elle de´crit en principe les phe´nome`nes collectifs rapides, sur des temps de l’ordre de
τA, le temps d’Alfve´n
8, et des longueurs de l’ordre de a, le petit rayon du tore9. La
MHD ide´ale fournit des relations de dispersion pour un plasma homoge`ne parfaite-
ment conducteur, et permet donc de caracte´riser les ondes qui peuvent s’y propager.
En pre´cisant la topologie magne´tique de la configuration, on peut calculer la varia-
tion d’e´nergie potentielle due a` une petite perturbation. Un principe d’e´nergie pre´voit
alors quelles perturbations vont de´boucher sur des instabilite´s. La dynamique et le
de´veloppement non-line´aire de ces instabilite´s exigent des calculs plus lourds, mais
comme le de´veloppement d’une instabilite´ ide´ale10 entraˆıne ge´ne´ralement la perte du
confinement, le seuil de stabilite´ est de´ja` une donne´e cruciale.
La MHD fournit donc des crite`res suffisants d’instabilite´, i.e. des crite`res ne´cessaires
7Ce en de´pit du fait que les plasmas de tokamaks sont a priori hors du domaine de validite´ de
la MHD, comme on le verra.
8typiquement, τA ∼ 10−6 s dans nos cas.
9typiquement, 1 m dans nos cas.
10i.e., pour un ﬂuide parfaitement conducteur
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de stabilite´. Ces crite`res fixent les limites autorise´es pour les parame`tres macrosco-
piques du syste`me (par exemple, le n du crite`re de Lawson). L’instabilite´ la plus
violente pre´vue par la MHD est le kink externe, qui se manifeste par un de´placement
he´lico¨ıdal du plasma jusqu’a` sa frontie`re. Les expe´riences sont syste´matiquement
conc¸ues dans les limites dicte´es par la MHD pour e´viter cette instabilite´. On trouve
e´galement des instabilite´s comme les kinks internes, qui n’affectent pas la frontie`re
du plasma, ou les instabilite´s d’interchange ou de ballooning, plus localise´es.
La robustesse des crite`res MHD a e´te´ e´prouve´e au cours des cinquante dernie`res
anne´es. Cependant, les phe´nome`nes non MHD sont e´galement cruciaux pour le confi-
nement, en particulier parce que la physique implique que les expe´riences restent dans
des domaines proches des frontie`res de stabilite´ MHD. Les instabilite´s sont alors in-
fluence´es par des effets exclus de la MHD ide´ale. Certains peuvent eˆtre inclus dans le
mode`le pour passer a` une MHD e´tendue : effets bi-fluides, re´sistifs, de Hall. D’autres,
comme les effets dits cine´tiques, proviennent d’un comportement non fluide des par-
ticules du plasma, et de´passent ce cadre.
Ainsi, les particules chaudes (cre´e´es par la fusion, le chauffage par injection de
neutres ou re´sonance cyclotronique ionique) ne sont pas mode´lisables par une the´orie
fluide. A` haute tempe´rature, l’excursion radiale des particules devient comparable
aux e´chelles de variation du champ magne´tique, ce qui implique l’abandon de l’hy-
pothe`se d’une pression scalaire, et l’e´chec des mode`les de type MHD.
Les proble´matiques physiques lie´es aux particules chaudes sont tre`s importantes.
Les particules chaudes doivent eˆtre confine´es pour assurer le chauffage du plasma et
l’auto-entretien de la fusion. Elles servent e´galement a` controˆler la stabilite´ du plasma
par l’interme´diaire des profils de courant et de pression. Elles soule`vent des proble`mes
comme l’extraction des cendres. Leur interaction avec le « bulk », le cœur thermique
du plasma, cre´e de nouveaux modes (fishbones, TAEs), modifie la stabilite´ des modes
pre´-existants, et peut entraˆıner des pertes fatales au confinement ou dangereuses pour
la couverture.
Le traitement des effets cine´tiques exige de s’inte´resser directement a` la dyna-
mique de la fonction de distribution des particules, de´crite par l’e´quation de Vlasov.
Les grandeurs de type fluide, plus parlantes, s’expriment comme moments de la fonc-
tion de distribution. Les the´ories cine´tiques donnent acce`s aux effets microscopiques
(collisions, turbulence) qui re´gissent le transport. Elles sont plus riches mais aussi
nettement plus complexes que les the´ories fluides, et plus exigeantes en ressources
nume´riques, ce qui explique leur faible utilisation jusqu’au dix dernie`res anne´es. Le
mouvement peut eˆtre de´crit avec diffe´rents degre´s de pre´cision : par des vitesses de
de´rives plus ou moins complexes (the´orie drift-cine´tique), en re´solvant l’e´quation du
mouvement des particules moyenne´e sur leur pe´riode cyclotronique (the´orie gyro-
cine´tique). Dans ces cas-la`, on ne s’inte´resse qu’au mouvement du centre-guide des
particules. On peut aussi inte´grer l’e´quation du mouvement comple`te, ce qui inclut
automatiquement les effets de grand rayon de Larmor (pour des particules chaudes,
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ce rayon atteint plusieurs % du petit rayon).
Plutoˆt que d’essayer de mode´liser tout le plasma par une the´orie unique, qui
sera « trop » comple`te pour une partie importante du plasma, il semble judicieux
de combiner plusieurs mode`les, chacun adapte´ a` une fraction du plasma. Durant la
dernie`re quinzaine d’anne´es, certains codes MHD ont e´volue´ pour inte´grer des the´ories
cine´tiques : on parle alors de codes hybrides. Un code hybride est caracte´rise´ par le
mode`le cine´tique choisi, et par le couplage entre partie fluide et partie cine´tique, qui
doit assurer des re´sultats self-consistants. Les informations fournies par ces codes sont
indispensables pour confirmer la viabilite´ des sce´narios de fonctionnement d’ITER.
Dans ce travail, on s’inte´resse a` la stabilite´ macroscopique d’un plasma de toka-
mak, et plus particulie`rement a` l’instabilite´ dite de dents de scie, au moyen du code
MHD e´tendue XTOR. On de´crit e´galement notre contribution au de´veloppement
d’une extension cine´tique ajoute´e a` ce code, dans le but d’explorer l’influence des
particules rapides sur la stabilite´ globale du plasma en ge´ne´ral, et sur les dents de
scie en particulier.
1.4 Pre´sentation du travail de the`se
L’e´quipe du CPhT dispose depuis longtemps d’un code MHD e´tendue dynamique
pour les tokamaks : XTOR. XTOR est un code fortement modulaire : l’utilisation d’un
solveur implicite permet d’e´largir facilement le mode`le MHD de base (qui inclut trans-
port thermique et re´sistivite´) pour inclure des effets bi-fluides varie´s. Pour atteindre
une mode´lisation encore plus comple`te, le code est e´galement en train d’e´voluer vers
un code hybride MHD-particules. Le but est de pouvoir inclure ou exclure les effets
choisis, y compris les particules chaudes, de fac¸on a` comprendre leurs influences sur
la dynamique du plasma. Lors de cette the`se, on a mene´ deux travaux distincts :
d’une part, on a initie´ un travail de fond visant a` carate´riser les re´gimes susceptibles
de donner lieu a` des dents de scie dans le cadre de la MHD e´tendue ; d’autre part, on
a contribue´ a` la mise en place d’outils ne´cessaires a` l’e´volution d’XTOR vers le code
hybride XTOR-K (la transformation du code et sa validation sont des processus de
longue haleine, qui s’e´tendent sur plusieurs anne´es).
Le chapitre 2 est consacre´ a` la pre´sentation du cadre the´orique de la MHD.
On commence par rappeler les principales caracte´ristiques de la MHD : de´rivation
des e´quations, hypothe`ses et domaine de validite´, principe d’e´nergie. On pre´sente
ensuite la configuration des tokamaks, avec leur ordering et les parame`tres cle´s pour
la MHD. On de´taille les principaux modes pre´dits par la MHD, et on questionne la
validite´ de la MHD dans le cas des tokamaks. Enfin, on s’inte´resse ensuite plus en
de´tail a` la mode´lisation des dents de scie en MHD, en vue de leur simulation avec
XTOR. On pre´sente le phe´nome`ne, ainsi que les principales the´ories avance´es pour
son explication. Leur confrontation aux expe´riences a conduit a` chercher des mode`les
plus complets ; a` l’heure actuelle, de nombreuses questions restent en suspens.
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Dans le chapitre 3, on utilise XTOR pour e´tablir un cadre de re´fe´rence pour la
dynamique au long terme des kinks internes, qui jouent un roˆle majeur dans les
dents de scie. A` l’heure actuelle, le mode`le de dents de scie le plus utilise´ proce`de
plutoˆt d’une approche semi-empirique visant a` e´tablir un scaling de leur pe´riode et
de leur amplitude. Il n’existait pas auparavant a` notre connaissance d’e´tude MHD
en ge´ome´trie comple`te sur des temps de l’ordre du temps re´sistif (plusieurs dizaines
de cycles). On commence par pre´senter en de´tail le code XTOR. On pre´cise ensuite
le cadre de l’e´tude : domaine de validite´ et objectif. On utilise d’abord par le mode`le
le plus simple, celui de la MHD re´sistive avec transport anisotrope (note´ ηχMHD).
Ce mode`le correspond a` des plasmas ohmique de petits tokamaks, comme ceux dans
lesquels on a observe´ les premie`res dents de scie. Les parame`tres principaux sont η,
χ, et βp1. Le re´sultat le plus important de cette partie est d’exhiber une transistion
entre deux re´gimes : un re´gime oscillant, et un re´gime d’instabilite´ he´lico¨ıdale sature´e.
Poste´rieurement a` cette the`se, le cadre ηχMHD pre´sente´ ici a pu eˆtre e´tendu aux
effets diamagne´tiques (cf. [49]), et on a constate´ que la transition perdurait. Le re´gime
oscillant e´volue pour pre´senter des temps caracte´ristiques proches de ceux des dents
de scie.
Le chapitre 4 pre´sente la structure du code hybride XTOR-K. On de´taille la phy-
sique que recouvre la partie cine´tique du code, et on rappelle le principe de fonc-
tionnement d’un code hybride. On explique le mode`le choisi, avec inte´gration de
l’e´quation du mouvement comple`te particule par particule. Ce choix est original, par
rapport aux me´thodes de type δf ge´ne´ralement utilise´es. Dans une me´thode δf , on
fait l’hypothe`se que seule une faible fraction (δf) de la distribution des particules
varie. Cela pre´sente l’avantage de re´duire le bruit sur la pression (puisqu’il est pro-
portionnel a` δf) ; en revanche, l’hypothe`se peut eˆtre mise a` mal si le syste`me s’e´loigne
beaucoup de l’e´quilibre de de´part. Notre choix (« full-f ») entraˆıne l’apparition d’un
sous-pas de temps particulaire, qui accroˆıt le temps de calcul de la partie cine´tique.
Cette partie est cependant facilement paralle`lise´e. En contrepartie, le tenseur de
pression est exact et simple a` e´valuer, bien que fortement bruite´. On e´tudie ensuite
l’algorithme de couplage, reposant sur une me´thode Newton-Krylov/Picard. La sta-
bilite´ line´aire du sche´ma en fonction de la fraction particulaire et du pas de temps
est e´tudie´e pour les trois modes MHD fondamentaux, par un calcul semi-qualitatif,
et illustre´e par des tests nume´riques. Ce bon comportement permet de faire reposer
la majorite´ des ite´rations sur le solveur implicite de la partie MHD, qui est tre`s effi-
cace ; ainsi, la pe´nalisation due a` l’apparition du sous-pas de temps particulaire est
minimise´e.
Le chapitre 5 concerne le pousseur de particules, c’est-a`-dire l’algorithme qui
inte`gre les trajectoires des particules dans le champ e´lectromagne´tique. Tout d’abord,
on expose le sche´ma de type leap-frog choisi : il s’agit de la me´thode de Boris,
adapte´e en ge´ome´trie torique. Cette me´thode posse`de de bonnes qualite´ de stabilite´ et
pre´cision, e´vitant notamment l’accumulation d’erreur nume´rique sur les invariants du
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mouvement (i.e. le moment magne´tique, l’e´nergie, et le moment cine´tique toro¨ıdal).
On se concentre par la suite sur les de´tails de l’imple´mentation dans XTOR-K : nor-
malisation, parame`tres, interpolations et changements de maillages. Enfin, on explore
les caracte´ristiques de fonctionnement du pousseur, en e´tudiant la conservation des
invariants du mouvement.
Le chapitre 6 expose les strate´gies envisage´es pour minimiser le bruit nume´rique
sur le tenseur de pression des particules. A` cause de l’absence d’hypothe`se de type
δf , notre tenseur a en effet un bruit inhe´rent important qui doit impe´rativement
eˆtre minimise´. Si le chargement des particules est ale´atoire, le bruit doit logiquement
varier en N
−1/2
part , Npart e´tant le nombre de particules nume´riques. Pour acce´le´rer
cette convergence et diminuer le bruit, on peut optimiser ce chargement ; on peut
e´galement appliquer des filtres nume´riques sur le tenseur de pression pour e´liminer
certaines composantes du bruit. Apre`s avoir rappele´ la de´finition du tenseur, on
de´taille ensuite une strate´gie d’initialisation anisotrope visant a` re´gulariser au maxi-
mum la distribution initiale des particules dans l’espace des phases, en utilisant des
se´quences a` faible discre´pance (LDS). On met en place un filtre temporel passe-bas
(filtre nume´rique de Butterworth) dans le but de compenser la perte d’information
sur la distribution initiale au cours du mouvement, et d’e´liminer les fre´quences non
pertinentes. Les spe´cifications du filtre sont de´cide´es en fonction de la structure tem-
porelle du signal de pression.
Dans la continuite´ de la premie`re partie de la the`se, la simulation du kink interne
en pre´sence de particules chaudes constituerait un test de choix pour le code hybride.
Les effets des particules chaudes sur les dents de scie sont a` la fois importants et bien
documente´s. Une telle simulation joindrait les deux parties de notre travail. Nous
fournissons a` la fin du dernier chapitre des re´sultats pre´liminaires, qui montrent que
l’e´tat actuel du code permet de l’envisager dans les mois qui viennent.
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Premie`re partie
Re´gimes d’e´tablissement des dents
de scie en plasmas ohmiques
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2 La MHD applique´e aux tokamaks : cas des dents
de scie
Dans ce chapitre, nous pre´cisons le contexte the´orique et nume´rique de l’e´tude
des dents de scie que nous avons mene´e avec XTOR.
Pour ce faire, nous commenc¸ons par les ge´ne´ralite´s ne´cessaires sur la MHD :
de´rivation du syste`me (mode`le fluide et e´lectromagne´tisme), domaine de validite´
(grande collisionnalite´ et e´chelles grandes devant celles du mouvement cyclotronique),
et principe d’e´nergie pour obtenir les conditions ne´cessaires de stabilite´ d’un plasma.
On expose ensuite les principales caracte´ristiques des tokamaks vus sous l’angle de
la MHD : ordres de grandeurs, parame`tres importants, instabilite´s MHD et crite`res
ne´cessaires de stabilite´ associe´s. On remarque et on discute le fait que la MHD fournit
des crite`res qui se re´ve`lent efficaces malgre´ la faible collisionnalite´ des tokamaks. On
pre´sente ensuite le phe´nome`ne des dents de scie en de´tail, et on rappelle quels outils
the´oriques la MHD propose pour aborder ce proble`me. Au-dela` de la MHD re´sistive,
un consensus existe sur l’importance d’effets bi-fluides et non-line´aire, pour re´pondre
aux questions encore ouvertes, comme le de´clenchement rapide ou la dynamique de la
rampe. On rappelle e´galement la diversite´ des re´sultats expe´rimentaux, et on discute
des perspectives pour une e´tude nume´rique des dents de scie en conclusion.
2.1 Ge´ne´ralite´s sur la MHD
La magne´tohydrodynamique (MHD) est une the´orie mono-fluide de´crivant un
fluide charge´. Elle a e´te´ de´veloppe´e a` partir de la premie`re moitie´ du XXe`me sie`cle.
Ses fondements - et son nom - sont dus a` l’astrophysicien sue´dois Hannes Alfve´n.
Il a notamment e´tudie´ les ondes e´lectromagne´tiques se propageant dans un plasma,
et e´nonce´ le the´ore`me du gel en MHD ide´ale. A` partir de la fin des anne´es 40, les
recherches se multiplient dans le domaine de la fusion controˆle´e ; la MHD, initiale-
ment pense´e pour l’e´tude d’objets astrophysiques (comme les champs magne´tiques
terrestre et solaire), est rapidement applique´e aux plasmas de fusion, qui lui four-
nissent un cadre expe´rimental. Elle prouve rapidement son efficacite´ et sa richesse, ce
qui explique qu’elle soit encore aujourd’hui une the´orie incontournable dans l’e´tude
des plasmas de tokamak.
En tant que the´orie fluide, la MHD pre´sente l’avantage d’une relative simpli-
cite´, comme nous le constaterons en de´rivant les e´quations du syste`me a` partir des
e´quations fluides qui re´gissent un fluide charge´. Cette simplification est bien suˆr
due a` des hypothe`ses physiques que nous de´taillerons. Ces hypothe`ses de´finissent le
domaine de validite´ de la MHD.
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2.1.1 De´rivation du mode`le : de Vlasov au mono-fluide
Le syste`me de base pour mode´liser un plasma est constitue´ de deux e´quations de
Vlasov, qui de´crivent la dynamique des fonctions de distribution ionique et e´lectronique.
Dans cette partie, les calculs sont en SI et les notations standards : E et B sont les
champs e´lectrique et magne´tique, J la densite´ de courant, f la fonction de distribu-
tion, r, u, et t les variables d’espace, de vitesse et de temps. q est la charge, m la
masse ; l’indice s de´note l’espe`ce, ions ou e´lectrons. La de´marche qui suit est pre´sente´e
plus en de´tail dans de nombreux ouvrages, par exemple par Freidberg, dans [1], chap.
2, ou Hazeltine et Meiss, dans [2], chap. 6 :
∂fs
∂t
+ u · ∇fs + qs
ms
(E+ u×B) · ∇ufs =
(
∂fs
∂t
)
c
(1)
L’ope´rateur
(
∂fs
∂t
)
c
est un terme collisionnel. On ajoute les e´quations de Max-
well11 :
∇ · E = σ
ǫ0
(2)
∇× E = −∂B
∂t
(3)
∇ ·B = 0 (4)
∇×B = ǫ0µ0∂E
∂t
+ µ0J (5)
Pour exprimer les e´quations de Maxwell en fonction de nos variables, on a pose´ :
σ = ni − ne
J = e(nivi − neve)
Les densite´s ns sont de´finies juste en-dessous. Pour simplifier, on conside`re dans la
suite de ce chapitre que qi = −qe = e. Nous avons donc un syste`me ou` les inconnues
sont les fonctions fe et fi, qui de´pendent de sept variables (u, r, t).
Passage a` un syste`me fluide
Nous allons prendre les moments des e´quations cine´tiques pour arriver a` un mode`le
bi-fluide (e´lectrons et ions). Une explication tre`s comple`te de ce calcul a e´te´ fournie
par Braginskii en 1965 (cf. [3]).
Le moment d’ordre k > 0 d’une fonction de distribution est de´fini par :
11Notons qu’on utilise les e´quations classiques ; on se situe donc hors du domaine relativiste.
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Mk ≡ 1
ns
∫
ukfsdu
Le moment d’ordre 0 est la densite´ ns (l’inte´grale de fs sur la variable u), celui
d’ordre 1 la vitesse fluide vs, celui d’ordre 2 le tenseur de pression Ps.
Le moment d’ordre 0 des e´quations de Vlasov donne l’e´quation de la conservation
de la quantite´ de matie`re pour chaque espe`ce :
∂ns
∂t
+∇ · nsvs = 0 (6)
Le moment d’ordre 1 correspond a` la conservation de la quantite´ de mouvement :
ρs
∂vs
∂t
+ ρs(vs · ∇)vs = qsns(E+ vs ×B)−∇ ·Ps + Fs (7)
Ou` on a introduit ρs = msns et Fs, la quantite´ de mouvement rec¸ue par collisions.
Le moment d’ordre 2 correspond a` la conservation de l’e´nergie ; nous l’e´crivons
sous la forme d’une e´quation sur ps, la pression scalaire (partie isotrope du tenseur
de pression Ps), avec l’intention de ne´gliger les termes anisotropes rapidement) :
3
2
(
dps
dt
)
s
+
5
2
ps∇ · vs = −(Πs : ∇vs)−∇ ·Qs +Hs (8)
Dans cette e´quation, Πs est la partie anisotrope du tenseur de pression, Qs est le
flux de chaleur duˆ au mouvement thermique des particules, et Hs est la chaleur cre´e´e
par les collisions avec les autres particules. On a introduit l’ope´rateur de de´rivation
(d/dt)s ≡ ∂/∂t+ vs · ∇. Les e´quations 2 - 8 forment alors un syste`me bi-fluide pour
de´crire le plasma12. Elles peuvent eˆtre retrouve´es par exemple dans [2], chap. 6.
Fermeture mono-fluide et hypothe`se adiabatique
Notre syste`me n’est pas ferme´ : il contient plus d’inconnues que d’e´quations. En
effet, l’e´quation de la dynamique du moment d’ordre k fait toujours intervenir le
moment d’ordre k + 1. Pour clore le syste`me, il faut faire une hypothe`se sur un
moment ; dans notre cas, le flux de chaleur (on fera e´galement des simplifications sur
la pression). Dans la version hybride, c’est le le tenseur de pression calcule´ a` partir
de la dynamique des particules par la partie cine´tique du code qui cloˆt le syste`me.
Dans un mode`le purement fluide, on utilise souvent l’hypothe`se adiabatique, la plus
simple. Cette hypothe`se nous permet d’exprimer le syste`me sous sa forme mono-fluide
classique, en de´finissant :
12On rappelle que les e´quations de Maxwell ne sont pas inde´pendantes ; elles ne sont pas toutes
ne´cessaires a` la re´solution du syste`me
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n = ni = ne
ρ = mini +mene ≈ mini
v =
minivi +meneve
mini +mene
≈ vi
J = e(nivi − neve)
p = pe + pi = nT
T = Te + Ti
En plus des de´finitions, on a fait trois hypothe`ses : la quasi-neutralite´, ni = ne,
l’e´galite´ des pressions scalaires, pe = pi, et la nullite´ de la masse des e´lectrons (en
fait, me ≪ mi). Le syste`me se re´duit alors a` un syste`me mono-fluide, e´quation par
e´quation.
La conservation de la densite´ ionique, multiplie´e par mi, donne :
∂ρ
∂t
+∇ · (ρv) = 0 (9)
En multipliant les deux e´quations 6 par les charges et en soustrayant, on obtient :
∇ · J = 0 (10)
En additionnant les e´quations 7 (les Fs s’annulent et on ne´glige les Πs), on
obtient :
ρ
dv
dt
= −∇p + J×B (11)
En re´-e´crivant l’e´quation 7 pour les e´lectrons, avec Fe = menν(ve − vi), et ν la
fre´quence de collisions e´lectrons-ions, on obtient :
E = −ve ×B+ ∇pe
en
+
∇ · Πe
en
+
νme
e
(vi − ve) + me
e
dve
dt
En se souvenant que ve = v− J/(en) et en substituant, on obtient la loi d’Ohm
ge´ne´ralise´e :
E = −v ×B+ J×B
en
+
∇pe
en
+
∇ · Πe
en
+
νme
ne2︸︷︷︸
≡η
J+
me
e
dve
dt
(12)
Dans le cadre de la MHD ide´ale, on ne´glige les termes jusqu’a` obtenir :
E = −v ×B (13)
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Dans le cas de la MHD re´sistive, on garde en plus le terme en η, la re´sistivite´ :
E = −v ×B+ ηJ (14)
Enfin, en additionnant les e´quations 8, en ne´gligeant les termes anisotropes des
tenseurs, et en prenant les termes de source et de flux de chaleur (Hs et ∇·Qs) nuls,
on obtient pour la pression :
dp
dt
= −Γp∇ · v (15)
Avec l’e´quation 9, cette dernie`re e´quation est e´quivalente a` l’hypothe`se adiaba-
tique classique :
d
dt
(pρ−Γ) = 0 (16)
Ou` Γ est le coefficient adiabatique. On a e´limine´ le moment d’ordre supe´rieur
(Qs), et donc ferme´ le syste`me. Cette fermeture permet d’aboutir a` un syste`me
mono-fluide simple. Dans le code MHD XTOR, l’option de fermeture de base est
similaire, mais elle inclut en plus des termes de transport anisotrope sur la pression
(qui mode´lisent ∇ ·Qs). Nous verrons dans le chapitre suivant qu’il existe d’autres
fermetures, qui de´coulent d’hypothe`ses plus fines sur le flux de chaleur.
Pour arriver au syste`me MHD classique, il reste a` ajouter les e´quations de Max-
well, re´duites a` :
∇× E = −∂B
∂t
(17)
∇ ·B = 0 (18)
∇×B = µ0J (19)
Les e´quations 9, 11, 13 (resp. 14), 15, 17 et 19 forment le mode`le de la MHD
ide´ale (resp. resistive). Nous allons maintenant re´capituler les diffe´rentes hypothe`ses
faites pour arriver a` ce syste`me.
2.1.2 Hypothe`ses et domaine de validite´
Les hypothe`ses que nous avons effectue´es se traduisent par des contraintes sur les
temps et les longueurs caracte´ristiques des phe´nome`nes que la MHD peut de´crire.
Grossie`rement, les phe´nome`nes qu’on veut pouvoir de´crire ont le temps et la longueur
caracte´ristiques :
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τ ∼ a
vthi
λ ∼ a
Avec vthi la vitesse thermique des ions, et a une dimension caracte´ristique du
syste`me (pour un tokamak, typiquement le petit rayon).
1. Depuis le de´but nous utilisons une the´orie fluide. Nous avons donc implicite-
ment fait l’hypothe`se que les fonctions de distribution e´taient maxwelliennes,
i.e. que les dynamiques des ions et des e´lectrons e´taient domine´es par les col-
lisions. Cela explique pourquoi le tenseur de pression P se re´duit a` une pres-
sion scalaire p : les collisions le rendent rapidement isotrope. Cette condition
implique que nos temps caracte´ristiques soient grands devant les temps de col-
lisions. On note τsp le temps de collisions des espe`ces s et p, et on rapelle que
τee ∼ τie et que τee ≪ τii a` tempe´ratures e´gales. La contrainte de temps devient
donc : τ ≫ τii, donc vthiτii/a≪ 1. Nos longueurs caracte´ristiques doivent aussi
eˆtre grandes devant les libres parcours moyens (de´finis par λs ≡ vthsτss). La
contrainte la plus restrictive est : vTeτee/a≪ 1.
2. Dans l’e´quation de Maxwell-Ampe`re, on a ne´glige´ le courant de de´placement
ǫ0µ0∂tE. Cela revient a` prendre des vitesses de phase et des vitesses thermiques
petites devant c : ω/k ≪ c, vthe ≪ c, vthi ≪ c.
3. On a pose´ ǫ0∇ · E/(en) ≪ 1, qui implique la quasi-neutralite´13 ni = ne,
graˆce a` l’e´quation de Maxwell-Gauss. Cette hypothe`se revient a` supposer que
les e´lectrons compensent instantane´ment les se´parations de charges macrosco-
piques pour maintenir la neutralite´ du plasma. Autrement dit, nos longueurs
caracte´ristiques doivent eˆtre grandes devant la longueur de Debye e´lectronique :
λ≫ [(ǫ0kbTe)/(ne2)]1/2 ≡ λde, et nos temps caracte´ristiques doivent eˆtre grands
devant l’inverse de la pulsation plasma e´lectronique : τ ≫ [(mee2)/(nǫ0)]1/2 ≡
ω−1pe .
4. Dans la loi d’Ohm, on a ne´glige´ le terme d’inertie e´lectronique dve/dt. On a
ne´glige´ ce terme a` cause du facteurme qui le pre´ce´dait : a` nouveau, on conside`re
que la faible masse des e´lectrons leur permet de re´agir instantane´ment. Il faut
donc que nos temps caracte´ristiques soient grands devant l’inverse de ωpe, mais
aussi devant l’inverse de la fre´quence de Larmor e´lectronique ω−1ce ≡ me/(eB)
(puisqu’on a conserve´ le terme en v ×B). De plus, les longueurs doivent eˆtre
grandes devant la longueur de Debye mais aussi devant le rayon de Larmor
e´lectronique : λ≫ ρLe ≡ vTe/ωce.
13Et non E = 0 ou ∇ ·E = 0.
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5. Dans la loi d’Ohm, les termes de Hall (J × B/(en)) et de compressibilite´
e´lectronique (∇pe/(en)) ont e´te´ ne´glige´s. Ces termes sont d’ordre 1 en ρLi/a.
Ils appartiennent donc a` la cate´gorie des effets de rayon de Larmor fini : ils
peuvent eˆtre ne´glige´s si ρLi/a≪ 1. Notons que cette condition est e´quivalente
a` : ω/ωci ≪ 1. Ces termes peuvent eˆtre importants pour des particules rapides,
et ne sont pas pris en compte par la MHD.
6. Dans le cas de la MHD ide´ale, le terme re´sistif ηJ de la loi d’Ohm est ne´glige´
aussi. Cela implique que le plasma ne soit pas trop collisionnel ; nous ne quanti-
fions pas cette condition, puisque nous introduirons toujours la re´sistivite´ dans
nos simulations.
En re´sume´, les hypothe`ses que nous avons faites reviennent a` exiger : (i) une forte
collisionnalite´ du plasma, (ii) des dimensions grandes devant les rayons de Larmor
et les longueurs de Debye (iii) des temps grands devant les inverses de fre´quences
plasmas et cyclotroniques et (iv) dans le cas de la MHD ide´ale, une collisionnalite´
suffisamment faible pour ne´gliger le terme en η de la loi d’Ohm.
Cas des tokamaks : pertinence de la MHD a` faible collisionnalite´
Du point de vue de la mode´lisation des tokamaks, l’avantage de la MHD est qu’en
tant que the´orie fluide, elle est plus simple a` imple´menter et ne´cessite moins de
ressources nume´riques qu’une the´orie cine´tique. On l’a dit, l’efficacite´ des crite`res
MHD pour la stabilite´ des plasmas de tokamaks a e´te´ mise a` l’e´preuve pendant
plus de 40 ans ; elle est donc bien e´tablie14. Cela est d’autant plus remarquable que
les plasmas de tokamaks sont clairement en-dehors du domaine de validite´ de ce
mode`le. L’hypothe`se la plus fondamentale, celle de forte collisionnalite´, qui autorise
un mode`le fluide et l’utilisation d’une pression scalaire, est en effet fausse dans les
tokamaks.
Pour expliquer ce phe´nome`ne, Freidberg donne l’argument suivant (cf. [1], chap.
2) : dans les directions perpendiculaires au champ, le mouvement de gyration des
particules joue le roˆle des collisions dans le sens ou` leur mouvement est effective-
ment isotrope. On comprendrait alors pourquoi la MHD mode´lise efficacement les
modes perpendiculaires au champ, comme les shear Alfve´n. La dynamique paralle`le
au champ reste proble`matique : dans cette direction, le mouvement des particules est
libre. Les mouvements dans la direction paralle`le sont mal mode´lise´s par la MHD ; ils
ne seront correctement pris en compte que par un code cine´tique. Un tel code permet-
trait e´galement de ne pas faire d’hypothe`se sur le caracte`re scalaire de la pression, ni
sur son transport par un terme de type Γ∇·v. Une mode´lisation correcte du tenseur
de pression et de sa dynamique, au moins pour une population de particules rapides,
14Par exemple, il est inte´ressant de remarquer que seules les de´charges dites avance´es ont de´passe´
la limite de Troyon, malgre´ les eﬀets non ide´aux importants dans les machines modernes (chauﬀages
auxiliaires, etc).
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appelle donc un code hybride MHD/cine´tique.
Interpre´tation des hypothe`ses dans le cas des dents de scie
En reprenant une a` une les hypothe`ses mentionne´es, on peut les mettre en relation
avec la physique des dents de scie, que nous e´tudierons plus loin :
1. La premie`re hypothe`se est la restriction fondamentale : comme on vient de
le dire, un plasma de tokamak est non collisionnel, et la dynamique paralle`le,
absente en MHD ide´ale, reste tre`s mal de´crite en MHD e´tendue. En particu-
lier, les particules pie´ge´es donnent une contribution non isotrope importante
au tenseur de pression, et elles ont un effet important sur les dents de scie, no-
tamment les particules chaudes. Or ces particules disparaissent en MHD, car
le pie´geage est supprime´ par les collisions. On voit ici l’inte´reˆt d’utiliser une
mode´lisation plus comple`te des particules chaudes dans ce contexte.
2. La deuxie`me hypothe`se n’est pas restrictive pour les dents de scie.
3. Idem.
4. L’inertie e´lectronique est importante dans la dynamique de la reconnection,
lorsque la re´sistivite´ est faible.
5. Les effets de rotation bi-fluides (rotation diamagne´tique) et les effets de Larmor
finis peuvent eˆtre importants. Le code XTOR-2F reprend certains de ces effets.
2.1.3 Principe d’E´nergie : conditions ne´cessaires de stabilite´
Le syste`me d’e´quations de la MHD ide´ale peut eˆtre line´arise´ facilement et ramene´
au premier ordre par rapport a` une perturbation des champs autour d’un e´quilibre.
On obtient des e´quations alge´briques, et apre`s substitution, des relations de disper-
sion qui caracte´risent les ondes pouvant se propager dans un plasma : la « shear
Alfve`n », l’onde magne´toacoustique rapide et l’onde magne´toacoustique lente.
En notant ξ le de´placement duˆ a` la pertubation, on peut exprimer l’e´quation du
mouvement (11) line´arise´e au premier ordre sous la forme :
ρ
∂2ξ
∂t2
= F(ξ)
Ou` F est l’ope´rateur MHD ide´ale line´arise´ autour des valeurs d’e´quilibre des
champs. Il est important de remarquer que F est auto-adjoint. Quand on intro-
duit une perturbation en eiωt, l’e´quation ci-dessus devient une e´quation aux valeurs
propres et vecteurs propres. Le fait que F soit auto-adjoint implique que ses valeurs
propres ω2 sont re´elles. Cela simplifie grandement le calcul des seuils d’instabilite´s.
17
Le spectre de F contient a` la fois des valeurs propres discre`tes et des continuums
(seulement quand ω2 > 0, donc en cas de stabilite´).
Le principe d’e´nergie est directement issu de la conservation de l’e´nergie. Conside´rons
un de´placement ξ associe´ a` une instabilite´ ; la variation d’e´nergie potentielle associe´e
a` ξ s’e´crit :
δW (ξ, ξ∗) = −1
2
∫
ξ∗ · F(ξ)dr
Ou` ξ∗ est l’adjoint (le transpose´ du conjugue´) de ξ. En connaissant la forme de F,
qui de´pend de la configuration magne´tique, on peut calculer ce δW analytiquement.
Le principe d’e´nergie affirme alors que le syste`me est stable (i.e., pas de croissance
de la perturbation) si et seulement si :
δW (ξ, ξ∗) ≥ 0 ∀ξ
En effet, s’il existe un de´placement associe´ a` une variation d’e´nergie potentielle
ne´gative, alors la conservation de l’e´nergie implique que le de´placement engendre une
variation d’e´nergie cine´tique positive, et la perturbation croˆıt.
Insistons sur le fait que le principe d’e´nergie donne une condition ne´cessaire de
stabilite´, ce qui e´quivaut a` une condition suffisante d’instabilite´. Par son application
aux tokamaks, la MHD fournit des contraintes sur les parame`tres macroscopiques
des machines.
Des instabilite´s peuvent apparaˆıtre dans des zones stables du point de vue du
principe d’e´nergie : elles seront dues a` des termes non inclus dans la MHD ide´ale.
Comme nous nous inte´resserons dans la suite a` la MHD re´sistive, nous insistons en
particulier sur le fait que le terme de re´sistivite´ de la loi d’Ohm n’est pas stabilisant,
comme on pourrait s’y attendre. En tant que terme de diffusion, on pourrait penser
qu’il concourt a` dissiper l’e´nergie disponible pour une instabilite´. En fait, son effet
majeur est de rendre faux le the´ore`me du gel, qui spe´cifie, en MHD ide´ale, que le
plasma est gele´ dans le champ. Par conse´quent, les lignes de champ peuvent se briser
et se reconnecter en MHD re´sistive. La topologie magne´tique peut eˆtre radicalement
modifie´e, ce qui permet de nouvelles instabilite´s.
2.2 Les tokamaks vus par la MHD
Les tokamaks sont les machines les plus re´pandues et e´tudie´es dans le domaine
de la fusion controˆle´e par confinement magne´tique. Ce sont des machines a` confine-
ment toro¨ıdal, i.e., le confinement magne´tique est assure´ par des lignes de champ
magne´tique qui s’enroulent a` la manie`re d’he´lices sur des surfaces toriques emboˆıte´es
(appele´es dans la suite surfaces de champ ou surfaces de flux). Une ligne de champ
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Fig. 1 – Ligne de champ s’enroulant autour d’une
surface rationnelle (q = 2) (figure tire´e de [15]).
Fig. 2 – Axes toro¨ıdal et polo¨ıdal (figure
tire´e de [2]).
peut recouvrir entie`rement la surface, ou eˆtre rationnelle : dans ce cas, apre`s un
nombre fini de tours autour de l’axe toro¨ıdal (et polo¨ıdal15), la ligne de champ se
referme sur elle-meˆme. Le nombre de tours toro¨ıdaux par tour polo¨ıdal est mesure´
par le facteur de se´curite´ q. La figure 2.2 fournit un exemple. Les surfaces rationnelles
ont une grande importance en MHD car elles sont le lieu de re´sonance d’instabilite´s.
L’e´quation 11 (sans les termes anisotropes) implique qu’a` l’e´quilibre, les lignes de
champ et de courant sont tangentes aux surfaces de champ en tout point, et que la
pression est constante sur une surface de champ.
La composante toro¨ıdale du champ est cre´e´e par des bobines magne´tiques formant
un sole´no¨ıde ferme´ sur lui-meˆme16. La composante polo¨ıdale est cre´e´e par un courant
toro¨ıdal induit dans le plasma. La composante polo¨ıdale assure le confinement radial
du plasma graˆce a` la pression magne´tique, et la composante toro¨ıdale assure de
bonnes conditions de stabilite´. Un champ magne´tique vertical cre´e´ par des bobines
horizontales est utilise´ pour controˆler la forme et la position du plasma. La figure 3
fournit un sche´ma de principe17.
Apre`s avoir pre´sente´ la configuration magne´tique des tokamaks et les parame`tres
pertinents pour appliquer la MHD a` ces machines, nous pourrons situer le roˆle et
15L’« axe » polo¨ıdal, aussi appele´ axe magne´tique, est en fait le cercle horizontal de centre O et
de rayon le grand rayon du tore R0, cf. la ﬁgure 2.2.
16Dans une machine, le nombre ﬁni de bobines brise l’invariance par rotation de la conﬁguration
autour de l’axe de syme´trie de re´volution du tore ; notre code ne mode´lise pas les bobines, mais
n’utilise pas non plus d’hypothe`se d’invariance en φ.
17Figure trouve´e sur le site : http://www1.cfi.lu.lv/teor/main.html.
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Fig. 3 – Sche´ma de principe d’un tokamak.
l’apport de la MHD dans l’e´tude des tokamaks. Remarquons que nous laissons de
coˆte´ les techniques de chauffage auxiliaires pour nous concentrer sur les machines
ohmiques (i.e., dans lesquelles le chauffage est assure´ par l’effet Ohm duˆ au courant
toro¨ıdal).
2.2.1 Ge´ome´trie et configuration magne´tique
Dans cette section, on de´finit les notations d’usage dont on se sert dans le reste
du texte.
Parame`tres ge´ome´triques
On introduit le syste`me de coordonne´es toro¨ıdales, voir figure 4. Les angles φ et θ
de´notent les directions toro¨ıdale et polo¨ıdale, et r la direction radiale (i.e., celle du
petit rayon du tore).
Le petit rayon du tore est note´ a, le grand rayon R0. Le rapport A ≡ a/R0 est
appele´ rapport d’aspect. Dans la pratique on raisonne souvent avec l’inverse de A,
note´ ǫ. On voit que faire ǫ→ 0 revient a` conside´rer la limite cylindrique du tore (un
tore a` grand rayon infini tend vers un cylindre). Les configurations cylindriques sont
analytiquement beaucoup plus simples que les toro¨ıdales pour l’e´tude de la stabilite´
et du confinement. Le confinement radial dans un tokamak est analogue a` celui dans
un « Z-pinch » : il est assure´ par un fort courant toro¨ıdal, c’est-a`-dire par un champ
magne´tique polo¨ıdal. On utilise tre`s fre´quemment l’approximation « a` grand rapport
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Fig. 4 – Coordonne´es toro¨ıdales de base (figure tire´e de [2]).
d’aspect », i.e. ǫ ≪ 1 lorsqu’on veut pousser les calculs analytiquement, ou se faire
une ide´e rapide d’un proble`me. Cela permet e´galement de conserver les effets de
ge´ome´trie torique, qui sont tre`s importants. Le Z-pinch a de mauvaises proprie´te´s
MHD, c’est pourquoi on ajoute le champ magne´tique toro¨ıdal, qui stabilise le plasma
(comme dans un θ-pinch).
Remarquons que dans les tokamaks re´cents, cette approximation est nettement
viole´e (ǫ ∼ 0.3). Les tokamaks re´cents18 ont e´galement des sections polo¨ıdales non
circulaires. Les parame`tres κ, triangularite´, et δ, e´longation, de´crivent leur forme. Ces
parame`tres ont une influence sur la stabilite´ du plasma. Dans ces cas, la coordonne´e
r sera remplace´e par une nouvelle coordonne´e, ge´ne´ralement note´e s, relie´e au flux
polo¨ıdal normalise´ qu’on de´finit dans la section suivante.
Champ et flux magne´tiques
On note les composantes du champ magne´tique19 Bφ (composante toro¨ıdale) et
Bθ (composante polo¨ıdale) :
B = Bφeφ +Bθeθ
On utilise fre´quemment les flux magne´tiques pour exprimer le champ :
B = ∇Ψθ ×∇φ+G∇φ
18Plus exactement, les surfaces de champs des tokamaks re´cents
19avec les notations analogues pour tous les autres vecteurs.
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Avec
Ψθ ≡ (2π)−1
∫
Sθ
B · dS
Ou` Sθ est un disque centre´ a` l’origine du repe`re de la figure 4 et contenu dans
le plan horizontal. On peut voir Ψθ comme un label des surfaces magne´tiques (a`
chacune correspond un seul disque Sθ, et une seule valeur de Ψθ, qui est monotone),
c’est pourquoi on les appelle aussi surfaces de flux. On exprime souvent les gran-
deurs physiques constantes sur les surfaces de flux en fonction de Ψθ ; cela simplifie
grandement les notations lorsque les sections polo¨ıdales ne sont pas circulaires et les
surfaces de flux ne sont pas de´finies par r = cte. Par exemple, Ψφ, le flux magne´tique
toro¨ıdal (de´fini par analogie avec Ψθ), les courants toroidaux et poloidaux Iθ et Iφ
(Iθ =
∫
Sθ
J · dS = −2πG etc), et la pression p sont des fonctions de Ψθ.
Parame`tres physiques
Un parame`tre crucial est le rapport entre e´nergie cine´tique et e´nergie magne´tique
moyenne (avec < x >= 1/V
∫
V
x(r)dτ) :
β ≡ 2µ0 < p >
< B2 >
A` cause des roˆles diffe´rents des composantes du champ, il est utile de distinguer
le beˆta polo¨ıdal :
βp ≡ 2µ0 < p >
< B2p >
Avec Bp ≡ µ0Iφ0/(2πa), et Iφ0 le courant toro¨ıdal total, et le beˆta toro¨ıdal :
βt ≡ 2µ0 < p >
< B2φ0 >
Ou` Bφ0 est le champ magne´tique toro¨ıdal sur l’axe magne´tique. Le crite`re de
Lawson favorise les β les plus e´leve´s possibles ; cependant, la MHD impose des fortes
contraintes pour que le plasma soit stable. Dans les expe´riences pertinentes pour nos
simulations (tokamaks a` basse pression), β est de l’ordre de quelques %.
Nous introduisons le facteur de se´curite´ q, qui mesure le pas de l’he´lice dessine´e
par les lignes de champ :
q ≡ ∆φ
2π
Ou` ∆φ est la variation d’angle toro¨ıdal effectue´e par une ligne de champ quand
elle effectue un tour dans la direction polo¨ıdale. q est constant sur une surface de
flux. Il mesure le nombre de tours toro¨ıdaux que la ligne de champ dessine en un tour
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polo¨ıdal. C’est un parame`tre tre`s important pour la stabilite´ du plasma : comme on
l’a dit, les surfaces rationnelles (pour lesquelles q = m/n) sont le lieu de re´sonances
d’instabilite´s. Ces re´sonances sont dues au fait que sur une surface rationnelle ou`
q = m/n, une instabilite´ de nombres d’ondes toro¨ıdaux et polo¨ıdaux n et m peut
se propager sans de´penser d’e´nergie pour tordre les lignes de champ ; on veut donc
limiter leur nombre au maximum, surtout pour des m,n petits.
On de´finit de plus la de´rive´e logarithmique du facteur de se´curite´, le shear magne´tique :
sˆ ≡ Ψ
q
dq
dΨ
Ordrering et variations des champs dans un tokamak
Dans chaque famille de machines a` confinement toro¨ıdal, la configuration magne´tique
est de´finie par un ordering des champs et par les variations des composantes des
champs en fonction de r. Dans un tokamak a` basse pression, l’ordering est le sui-
vant :
Bθ
Bφ
∼ ǫ
βφ ∼ ǫ2
βθ ∼ 1
q ∼ rBφ
RBθ
∼ 1
Dans ce travail, nous nous inte´ressons aux tokamas a` faible β (comme JET, ITER,
ou Tore Supra). La composante toro¨ıdale Bφ varie logiquement comme 1/R, d’ou` la
distinction entre coˆte´ « fort champ » (π/2 < θ < 3π/2) et « faible champ » (0 < θ <
π/2 et 3π/2 < θ < 2π). Contrairement a` Bφ, Bθ s’annule a` l’inte´rieur du plasma,
sur l’axe polo¨ıdal, qui est pour cette raison appele´ axe magne´tique. Les variations
de Bθ en fonction de r de´pendent du profil de la densite´ de courant toro¨ıdale jφ. La
figure 5 donne un exemple typique de la variation des champs sur l’axe θ = 0 (la
configuration est syme´trique en φ).
2.2.2 Instabilite´s MHD dans les tokamaks
Principe d’e´nergie dans un tokamak
Dans un tokamak, on peut exprimer δW comme la somme de trois termes :
δW = δWP + δWS + δWV
Ces termes repre´sentent les contributions e´nerge´tiques du plasma, de l’interface
plasma-vide, et du champ magne´tique du vide, respectivement. Les deux derniers
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Fig. 5 – Variation des champs magne´tique et de la pression dans un tokamak (figure
tire´e de [15]). L’axe vertical marque l’abscisse de l’axe magne´tique.
termes sont non nuls uniquement dans le cas d’une instabilite´ externe (i.e., qui se
propage jusqu’a` l’interface plasma-vide).
On de´veloppe :
δWP =
1
2
∫
P
[‖Q‖2
µ0
− ξ⊥∗ · (J×Q) + Γp‖∇ · ξ‖2 + (ξ⊥ · ∇p)∇ · ξ∗⊥
]
dr
δWS =
1
2
∫
S
‖n · ξ⊥‖2 n ·
[[
∇
(
p+
B2
2µ0
)]]
ds
δWV =
1
2
∫
V
‖B1v‖2
µ0
dr
On a : Q = ∇ × (ξ × B) la perturbation magne´tique, n la normale oriente´e
a` l’interface plasma-vide, et B1v le champ magne´tique dans le vide. Les doubles
crochets de´notent une inte´gration de part et d’autre de l’interface plasma-vide.
La contribution du plasma peut se re´e´crire :
δWp =
1
2
∫
p
[
‖Q⊥‖2
µ0
+
B2
µ0
‖∇ · ξ⊥ + 2ξ⊥ · κ‖2 + Γp‖∇ · ξ‖2
−2(ξ⊥ · ∇p)(κ · ξ∗⊥)− J‖
(
ξ∗⊥ ×
B
B
)
·Q⊥
]
dr
Avec κ = B · ∇B/B2. Cette expression permet de comprendre quels effets sont
stabilisants et de´stabilisants en MHD ide´ale.
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Les trois premiers termes sont positifs, donc stabilisants. Le premier repre´sente
l’e´nergie ne´cessaire pour tordre les lignes de champ ; le deuxie`me celle ne´cessaire pour
compresser le champ magne´tique, et le troisie`me celle ne´cessaire pour compresser le
plasma.
Les deux derniers termes peuvent eˆtre ne´gatifs, et donc de´clencher des instabilite´s.
Le premier est proportionnel au gradient de pression, et le second a` la densite´ de
courant toroidale. On parlera de modes de pression ou de modes de courant, suivant
la source d’e´nergie qui de´stabilise ces modes.
Instabilite´s et crite`res ne´cessaires de stabilite´
L’instabilite´ d’interchange est une instabilite´ locale de pression. Elle peut se de´velopper
lorsque la courbure du champ magne´tique est concave vers le gradient de densite´ du
plasma ; dans un tokamak, c’est le cas coˆte´ faible champ (on parle de courbure favo-
rable ou de´favorable). Dans ce cas, deux tubes de flux peuvent s’e´changer et atteindre
tous les deux un e´tat e´nerge´tique plus bas, l’un graˆce au gradient de pression, l’autre
graˆce a` la courbure de ses lignes de champs qui diminue. Les interchanges les plus
instables ont k‖/k⊥ ≪ 1 et k⊥a ≫ 1. Les crite`res de Suydam (1D) et de Mercier
(2D) sont les crite`res de stabilite´ associe´s ; ils portent sur des grandeurs locales, et
non inte´gre´es du plasma.
Les modes de ballonnement sont des modes de pression macroscopiques. Ce sont
des modes e´voluant lentement le long des lignes de champ, avec des perturbations
concentre´es dans les zones de courbure de´favorable. Comme pour les interchanges,
les plus instables ont k‖/k⊥ ≪ 1 et k⊥a≫ 1. Le crite`re de stabilite´ me`ne a` une limite
en β ; il est donc tre`s important.
Les modes de kink sont des modes de courant, appele´s ainsi a` cause du de´placement
he´lico¨ıdal qu’ils entraˆınent. Les kinks externes sont les modes les plus dangereux pour
le confinement ; les kink internes (le plus souvent avec un nombre d’onde azimuthal
m = 1, avec kθ = m/r), sont responsables des dents de scie
20. Le caracte`re externe
ou interne d’un kink de´pend de la localisation de sa surface de re´sonance, de´finie
par q = m/n, n = Rkφ e´tant le nombre d’onde toro¨ıdal. Ces modes ont en ge´ne´ral
k‖/k⊥ ≪ 1 et k⊥a ∼ m ∼ 1. La stabilite´ des kinks impose des limites sur les va-
riations de la densite´ de courant toro¨ıdal (ou de fac¸on e´quivalente sur q au bord et
au centre), sur le courant toro¨ıdal total, ainsi que sur β, pour empeˆcher un mode
de kink-ballonnement de se de´velopper (crite`re de Troyon). Ainsi, les kinks externes
imposent que le facteur de se´curite´ soit e´leve´ au bord (q ∼ 3 − 5 en pratique),
c’est-a`-dire que le courant de´croisse vite au bord.
20Il s’agit en fait de la version re´sistive du kink interne.
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2.3 Les dents de scie
Les dents de scie sont un phe´nome`ne universel de la physique des tokamaks, ou`
plusieurs effet se combinent probablement. Apparues tout d’abord dans les petits
tokamaks ohmiques, que la MHD re´sistive devrait assez bien mode´liser, elles ont
ensuite e´te´ observe´es sous des formes tre`s diverses et dans des conditions ope´ratoires
varie´es de`s que les moyens de les de´tecter ont e´te´ disponibles. Elles sont pre´sentes
dans toutes les machines, et de´passent largement le cadre the´orique de la MHD
re´sistive. Leur comportement en pre´sence de chauffages auxiliaires et de particules
rapides dans ces machines doit eˆtre maˆıtrise´ pour garantir qu’elles ne menaceront
pas les parame`tres physiques ne´cessaires pour un re´acteur. Cela exige des mode`les
incluant au minimum des effets bi-fluides, et e´ventuellement des effets cine´tiques.
Expe´rimentalement, elles se traduisent par des re´organisations pe´riodiques de
la tempe´rature et de la densite´ e´lectronique au cœur du plasma. Elle n’entraˆınent
ge´ne´ralement pas la perte du confinement (sauf dans des cas extreˆmes : dents de scie
monstres ou couplage avec des autres instabilite´s comme les ELMs21 ou les NTMs22).
En cela, elles constituent un phe´nome`ne original : la majorite´ des instabilite´s macro-
scopiques sont fatales pour le confinement. Il y a la` une similitude avec les ELMs,
qui est une motivation supple´mentaire pour l’e´tude des dents de scie.
Apre`s avoir pre´sente´ le phe´nome`ne expe´rimental plus en de´tail, nous montrerons
comment les interpre´tations the´oriques et les simulations nume´riques des dents de
scie ont e´volue´ au fur et a` mesure que des re´sultats expe´rimentaux plus complets
e´taient obtenus, pour situer dans son contexte l’e´tude que nous pre´senterons dans le
chapitre 3. Hastie adopte une de´marche historique similaire et tre`s e´clairante dans [5].
Partant des anne´es 70, nous exposerons d’abord la the´orie de reconnection comple`te
de Kadomtsev, dans le cadre de la MHD re´sistive, ou` le kink interne est la seule
instabilite´ en cause. Nous rappellerons les e´carts entre les pre´dictions de Kadomtsev
et les mesures obtenues dans les anne´es 80, et les modifications et alternatives qui
furent propose´es en conse´quence : instabilite´ secondaire, instabilite´ ide´ale. Nous ex-
pliquerons ensuite comment les mode`les MHD ont continue´ a` e´voluer dans les anne´es
90, par l’introduction de termes supple´mentaires (bi-fluides et non-line´aires). Nous
terminerons en donnant une ide´e de la position actuelle de la communaute´ scien-
tifique sur les dents de scie, qui est plus axe´e sur une strate´gie de controˆle et de
pre´diction semi-empirique, laissant de coˆte´ un certain nombre de questions, que nous
e´voquerons.
Un code hybride devrait a` terme permettre d’obtenir une mode´lisation inte´gre´e
du phe´nome`ne, incluant MHD re´sistive, effets bi-fluides et particules rapides, pour
passer a` une de´marche plus pre´dictive. C’est pourquoi les dents de scie sont un objet
d’e´tude privile´gie´ pour un code comme XTOR, qui e´volue vers un algorithme hybride.
21Edge Localized Modes.
22Neoclassical Tearing Modes.
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Fig. 6 – Exemple de dents de scie sur JET (densite´ e´lectronique vs. temps ; figure
tire´e de [5]).
2.3.1 De´couverte et description du phe´nome`ne
Les dents de scie ont e´te´ observe´es pour la premie`re fois en 1974 dans le toka-
mak ST, a` Princeton (cf. [4]). Ce tokamak e´tait l’un des premiers a disposer d’un
syste`me de mesure de l’e´mission des X mous (« soft X rays »), qui permet de mesurer
l’e´volution temporelle du profil de tempe´rature e´lectronique. Les dents de scie se tra-
duisent par des oscillations asyme´triques. Chaque cycle est constitue´ d’une monte´e
lente de Te et ne au cœur du plasma, suivie par une chute brutale. Par « cœur », on
entend « l’inte´rieur de la surface q = 1 » ; les dents de scie sont lie´es a` l’existence de
cette surface, et apparaissent en ge´ne´ral quand q descend en-dessous de 1 au centre
du plasma. L’asyme´trie donne aux courbes temporelles de tempe´rature et de densite´
une forme caracte´ristique en dents de scie, d’ou` le nom du phe´nome`ne. On montre
un exempe de diagnostic typique sur la figure 6.
Durant la phase lente (ramp-up, ou rampe), les profils de densite´ et de tempe´rature
e´lectronique se piquent au centre du plasma sous l’effet des sources de chauffage. La
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chaleur et la densite´ accumule´es sont brutalement e´vacue´es vers l’exte´rieur pendant
la phase de chute, ou crash (par conse´quent, si on mesure Te a` l’exte´rieur de la surface
q = 1, la rampe devient une phase de de´croissance et le crash une phase de crois-
sance brutale). Apre`s le crash, les profils de ne et Te sont plats au cœur du plasma.
L’amplitude des oscillations de densite´ et tempe´rature est de l’ordre de 10% pour des
machines ohmiques. Le facteur de se´curite´ oscille inversement (de´croissance pendant
la rampe, croissance pendant le crash), avec une amplitude moins importante, de 1%
a` 5%. La pe´riode totale sur JET pour une de´charge ohmique est de l’ordre de 100
ms, avec un temps de crash de l’ordre de τcrash ∼ 100µs. La pe´riode croˆıt avec la
taille de la machine. Dans ITER, on pre´voit une pe´riode d’environ 20 - 40 s (cf. [6] ;
notons que dans ITER, le chauffage auxiliaire allonge la dure´e de la rampe).
Il existe une grande varie´te´ de dents de scie : inverse´es, sature´es, monstres...
Sur la plupart d’entre elles, mais pas sur toutes, le crash est pre´ce´de´ d’oscillations
croissantes dites pre´curseurs, et parfois suivies d’oscillations amorties, postcurseurs.
Les chauffages auxiliaires (injection de neutres, re´sonance cyclotronique ionique et
e´lectronique) et les α de fusion ont un effet stabilisant : la pe´riode totale est allonge´e.
La quantite´ de matie`re et de chaleur emmagasine´e au centre du plasma peut alors
devenir tre`s grande, et il arrive que le crash de´truise le confinement a` la fin d’une dent
de scie tre`s longue (dent de scie monstre). Les particules rapides peuvent aussi faire
e´voluer les dents de scie vers des fishbones (l’influence des particules rapides sur les
dents de scie et les fishbones a fait l’objet d’un article de revue par Porcelli, cf. [7]).
Les fishbones sont des de´placements he´lico¨ıdaux (m = n = 1) du cœur du plasma,
qui croissent puis de´croissent sans causer de crash, contrairement aux dents de scie.
Dans la suite, sauf contre-indication, les ordres de grandeurs donne´s correspondent
a` des de´charges ohmiques, qui sont celles qui correspondent au domaine de validite´
de notre e´tude.
2.3.2 The´orie de Kadomtsev : reconnection du kink interne
Le kink interne est rapidement apparu comme un acteur majeur du cycle, meˆme
si son roˆle n’est pas parfaitement clair. Ce mode croˆıt juste avant le crash, ce qui se
traduit parfois par les oscillations pre´curseurs/postcurseurs. La premie`re the´orie des
dents de scie, propse´e par Kadomtsev de`s les anne´es 70, repose sur la reconnection
comple`te de ce kink.
Le kink interne
Le kink interne est une instabilite´ avec m = n = 1, due au gradient de pression
et au courant, qui engendre un de´placement he´lico¨ıdal constant en r a` l’inte´rieur de
sa surface de re´sonance, la surface q = 1. Il est stable si q > 1 dans tout le plasma.
Le kink ide´al a d’abord e´te´ e´tudie´ dans le cas cylindique par Shafranov (cf. [8]), puis
par Bussac et al., (cf. [9]), qui ont montre´ que dans le cas toro¨ıdal, avec un grand
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rapport d’aspect, le mode a un seuil en βp1 (contrairement au cas cylindrique ou` le
mode est instable de`s que q0 < 1). βp1 est le beˆta polo¨ıdal a` l’inte´rieur de la surface
q = 1 :
βp1 =
8π
Bθ(r1)
[< p >r1 −p(r1)]
Ou` r1 est le rayon de la surface q = 1, et les crochets <>r1 de´signent la moyenne
sur le volume contenu par cette surface. Dans les plasmas ohmiques, le seuil se trouve
en ge´ne´ral autour de βp,cr ∼ 0.2−0.3 (dans les grandes machines, ou` l’approximation
a` grand rapport d’aspect est fausse, le seuil est plutoˆt vers 0.15 - 0.20). Le taux de
croissance ide´al est de l’ordre de γ ∼ 10−3 s−1 pour une machine ohmique. Selon le
principe d’e´nergie, une instabilite´ ide´ale se de´veloppe si l’e´nergie potentielle associe´e
est ne´gative ; Bussac a calcule´ que e´nergie potentielle est proportionnelle a` :
δWMHD ∼
(r1
R
)2
sˆ−11
[
(βp,cr)
2 − β2p1
]
Rosenbluth et al., en e´tudiant la saturation non-line´aire du kink ide´al, ont conclut
(cf. [10]) que l’instabilite´ entraˆıne l’apparition d’une nappe de courant sur la surface
q = 1. La dynamique des e´lectrons dans cette nappe est influence´e par la reconnection
des lignes de champs permise par la re´sistivite´, l’inertie e´lectronique, le terme de Hall,
et la viscosite´ e´lectronique. Ces effets de´terminent la dynamique du crash.
Le seuil en βp1 disparaˆıt lorsqu’on prend en compte la re´sistivite´ dans le kink. Le
kink re´sistif a e´te´ e´tudie´ en premier par Furth et al., cf. [12] dans le cas des plasmas
astrophysiques. Le taux de croissance du kink re´sistif est plus faible que celui du
kink ide´al ; il est proportionnel a` η1/3 et, dans un tokamak, a` q′(r1)
2/3. Le kink ide´al
est dominant quand δWMHD est ne´gatif. Lorsque δWMHD est proche de 0, le kink
re´sistif devient dominant. Dans le cas des tokamaks, on est en dessous du seuil de
stabilite´ ide´ale, c’est donc le kink re´sistif qui nous inte´resse. Pour δWMHD positif,
c’est le mode de tearing qui devient dominant, avec un taux de croissance encore
plus faible, proportionnel a` η3/5.
Les dents de scie de Kadomtsev : reconnection comple`te du flux he´lico¨ıdal
Il est tentant et e´le´gant de conside´rer que le cycle entier peut eˆtre explique´ par le
kink interne. Le premier mode`le de dents de scie a e´te´ developpe´ sur cette ide´e par
Kadomtsev en 1975 (cf. [14]). Ce mode`le, tre`s classique, conside`re que le crash est
duˆ a` la reconnection comple`te du flux magne´tique inte´rieur a` la surface q = 1 avec
le flux exte´rieur. Il s’agit ici du flux a` travers la surface he´lico¨ıdale borne´e d’un coˆte´
par l’axe magne´tique et de l’autre par une ligne de champ de la surface q = 1. Le flux
reconnecte´ forme un ıˆlot qui grandit jusqu’a` occuper tout le cœur du plasma, apre`s
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avoir pousse´ le cœur dense et chaud vers l’exte´rieur. A` la fin du cycle, un e´quilibre
axisyme´trique est re´tabli, avec q0 > 1. Le chauffage ohmique recommence alors a`
piquer les profils de densite´ et de courant, jusqu’a` ce que q0 redescende sous l’unite´
et que le kink croisse a` nouveau, etc.
La reconnection a lieu dans une couche de faible e´paisseur, typiquement (cf. [15]) :
δ = r1
√
τA
τη
Ou` τA est le temps d’Alfve´n, τη = µ0r
2
1/η est le temps de diffusion re´sistif, et r1
est le rayon de la surface q = 1. On de´duit que le temps caracte´ristique de crash
devrait eˆtre :
τcrash =
√
τητA
Rapidement, des simulations nume´riques MHD en ge´ome´trie cylindrique ont montre´
un bon accord avec le mode`le de Kadomtsev (cf. Sykes et Wesson dans [16], et Denton
et al. dans [17]), pre´voyant une reconnection comple`te du flux et un temps de crash
similaire. Ces e´tudes ont e´te´ e´tendues a` une ge´ome´trie toro¨ıdale par Aydemir et al.
dans [18] et Park et al. dans [19], en incluant des effets de re´sistivite´ ne´o-classique et
d’hyper-re´sistivite´.
2.3.3 Confrontation aux expe´riences, effets bi-fluides et ide´aux
Les diagnostics sur les dents de scie se sont multiplie´s rapidement au de´but des
anne´es 80, et les pre´dictions du mode`le de Kadomtsev ont e´te´ mises a` mal par
les mesures expe´rimentales. Cela a contribue´ a` l’e´mergence de nouvelles the´ories,
alternatives ou comple´mentaires a` ce mode`le.
Temps de crash : instabilite´ secondaire
Le de´saccord le plus flagrant concerne le temps de crash pre´vu par Kadomtsev. S’il
est plus faible que le temps re´sistif, il reste en ge´ne´ral nettement au-dessus des valeurs
expe´rimentales. Dans les petites machines ohmiques comme ST, qui doivent eˆtre
correctement mode´lise´es par la MHD re´sistive, l’ordering est acceptable (typiquement
τA ≈ 1µs, τη ≈ 10ms, et τcrash ≈ 100µs). Pour des machines comme JET, ou` r1 est
plus grand et η plus faible, le temps obtenu est au moins un ordre de grandeur trop
grand. Au de´but des anne´es 80, Dubois et al ont obserbe´ que le crash intervenait
avant que la reconnection du flux soit comple`te, ce qui explique que le temps de
crash de Kadomtsev soit trop grand (cf. [20]). Cela a conduit a` faire l’hypothe`se
d’une instabilite´ secondaire, qui interviendrait alors que l’ˆılot m = n = 1 est encore
petit et qui entraˆınerait le crash tre`s rapide de la tempe´rature. Dans ce cas, il y
30
aurait une reconnection partielle et non comple`te du flux. La nature cette instabilite´
secondaire a e´te´ beaucoup discute´e.
De´clenchement rapide : instabilite´ de quasi-interchange
Dans les anne´es 80 e´galement, on a commence´ a` observer des dents de scie sans
oscillations pre´curseurs. Le proble`me du de´clenchement rapide (« fast trigger ») se
pose alors : le mode causant le crash atteint des temps de croissance importants
(γ−1 ∼ 100µs sur JET, par exemple) en un temps tre`s court (environ 100 µs, toujours
sur JET). Ce genre de comportement e´voque une instabilite´ ide´ale ; les instabilite´s
re´sistives croissent sur des temps plus longs. Wesson, en 1986 (cf. [25]), a the´orise´
qu’un profil de q tre`s proche de 1 dans toute la surface q = 1 permettait a` une insta-
bilite´ ide´ale d’he´licite´ m = n = 1 de se de´velopper. Le de´placement ayant la meˆme
he´licite´ que les lignes de champ, la torsion des lignes de champ, qui stabilise nor-
malement l’instabilite´ ide´ale, disparaˆıt. Dans ce cas, l’ordering de l’e´tude de Bussac
(faible beˆta, grand rapport d’aspect) n’est plus valable, et Aydemir a montre´ qu’un
mode de pression ide´al pouvait se de´velopper et de´clencher le crash avec un temps
caracte´ristiques proche des expe´riences, pour des valeurs de beˆta bien en dessous du
seuil ide´al (cf. [26]). Wesson de´crit un cycle caracte´rise´ par l’apparition d’une « bulle
froide » qui se de´placerait vers le centre, le cœur chaud se de´formant pour ressembler
a` un croissant. Une telle dynamique a notamment e´te´ observe´e dans JET. Ce type
d’instabilite´ a e´te´ nomme´ quasi-interchange.
Mesures du profil de q et stabilite´ de la rampe
Un avantage de l’hypothe`se de la reconnection partielle est que le profil de q apre`s
le crash est lie´ a` la quantite´ de reconnection magne´tique pendant le crash. Dans le
cas d’une reconnection comple`te, on devrait avoir q0 > 1 a` la fin d’un cycle. Or, a`
partir des anne´es 80, et contrairement aux pre´dictions de Kadomtsev, on a mesure´ des
valeurs de q0 loin de l’unite´ (0.7 - 0.8) dans plusieurs machines (e.g. dans TEXTOR,
TFTR et JET, cf. respectivement [27], [28], et [29]). Dans ces cas, q0 n’atteint jamais
la valeur 1 pendant le cycle. Ces mesures semblent exclure le mode`le de Kadomtsev et
celui de Wesson. Cependant, dans d’autres cas on a mesure´ des profils de q0 proches
de 1 apre`s le crash (e.g. dans ASDEX, TEXT, CTA et JET, cf. respectivement [30],
[31], [32], et [33]). Ces divergences illustrent la richesse physique du phe´nome`ne, et
expliquent la difficulte´ qu’il y a a` trouver une the´orie unificatrice.
L’existence d’une phase de stabilite´ pendant la rampe pose alors proble`me. En
effet, si le facteur de se´curite´ est infe´rieur a` 1, le kink interne re´sistif devrait eˆtre
instable. On a pourtant observe´ des rampes beaucoup plus longues que le temps de
croissance du kink re´sistif. On a envisage´ une stabilisation due a` un shear nul sur
q = 1, mais le profil de courant ne´cessaire ne semble pas pouvoir perdurer durant
toute la rampe. En revanche, il est plausible que des effets bi-fluides, notamment
diamagne´tiques, stabilisent efficacement le kink pendant la rampe.
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La tre`s grande diversite´ des diagnostics disponibles a` partir des anne´es 80 a donc
conduit tre`s rapidement a` des remises en cause du mode`le de Kadomtsev. Plusieurs
nouvelles the´ories ont e´te´ envisage´es, mais de´ja`, la grande varie´te´ des phe´nome`nes
observe´s semblait compromettre l’existence d’une explication simple et universelle
des dents de scie, et aucune the´orie ne s’est impose´e comme telle. Dans la de´cade
suivante, d’autres effets furent encore propose´s, avant que la communaute´ scientifique
ne se tourne vers une de´marche plus empirique, laissant de coˆte´ certains proble`mes,
juge´s non redhibitoires.
2.3.4 MHD e´tendue et effets non-line´aires
Dans les anne´es 90, de nombreux nouveaux effets ont e´te´ ajoute´s aux mode`les
MHD pour essayer de mieux mode´liser les dents de scie. Ainsi, on a e´tudie´ com-
ment la phase reconnection du kink pouvait eˆtre acce´le´re´e : par les termes d’inertie
e´lectronique (cf. [21]), l’effet Hall (cf. [22], [23]), les effets de viscosite´ e´lectronique
(cf. [24]). Ces effets interviennent sur la dynamique des e´lectrons dans la couche
de reconnection. Dans la MHD, ils se traduisent par des termes supple´mentaires
dans la loi d’Ohm. Les deux derniers introduisent les effets de de´rive diamagne´tique,
qui de´pendent de la nature des particules ; on passe donc de la MHD pure a` un
mode`le bi-fluide. La loi d’Ohm ge´ne´ralise´e se rame`ne alors a` l’e´quation de la dyna-
mique e´lectronique. L’influence des particules pie´ge´es a e´galement e´te´ explore´e ; ces
proble´matiques sont trop vastes pour eˆtre re´capitule´es ici.
Dans cette meˆme pe´riode, l’absence de crash dans les fishbones a conduit a` penser
que le changement de topologie duˆ a` la reconnection (absent dans les fishbones)
pouvait eˆtre un composant essentiel de l’acce´le´ration du crash. Le crash serait alors
en deux e´tapes, une premie`re instabilite´ line´aire se de´veloppant jusqu’a` l’apparition
d’un ıˆlot de taille suffisante, qui de´clencherait une seconde instabilite´, non-line´aire
et plus rapide. Une telle hypothe`se repose sur l’existence d’un ıˆlot magne´tique plus
large que la couche de reconnection ; le transport paralle`le dans l’ˆılot pourrait alors
devenir un transport perpendiculaire effectif, a` cause du changement de topologie
magne´tique. Cet effet n’est pas pris en compte en the´orie line´aire. Cependant, la
faible e´paisseur de la couche de reconnection (quelques millime`tres) rend des tels
ıˆlots difficiles a` de´tecter.
Dans cette hypothe`se, la the´orie line´aire de´ciderait du seuil d’instabilite´ (puisque
le crash est toujours initie´ par la reconnection partielle du kink re´sistif), mais pas
du temps de crash, qui rele`verait d’une the´orie non-line´aire. Notons cependant que
jusqu’ici, le calcul d’un seuil the´orique d’instabilite´ line´aire pour le de´clenchement des
dents de scie n’a pas abouti a` des re´sultats convaincants, malgre´ l’ajout de nombreux
effets, notamment bi-fluides.
L’hypothe`se d’une instabilite´ non-line´aire e´voque´e ci-dessus a aussi e´te´ avance´e
pour re´soudre le proble`me du de´clenchement rapide. Durant la rampe, le plasma
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e´volue lentement sous l’effet du chauffage, et il passe par le seuil de stabilite´ marginale
de l’instabilite´. Si celle-ci est line´aire, le taux de croissance au seuil est par de´finition
nul, et on devrait bien voir le mode croˆıtre, et non apparaˆıtre avec un taux de´ja`
e´leve´. L’hypothe`se d’une instabilite´ non-line´aire est donc logique. Il faut alors que
le mode re´sistif soit stabilise´ si le facteur de se´curite´ est en-dessous de l’unite´ ; des
effets diamagne´tiques peuvent avoir ce roˆle.
2.3.5 Approche semi-empirique et questions ouvertes
Le mode`le de Porcelli et Boucher
Nume´riquement, tous les effets e´voque´s ci-dessus ont fait l’objet de simulations
en MHD e´tendue, mais sur seulement quelques cycles, pour des raisons de temps
de calcul. Dans une optique plus empirique, Porcelli, Boucher et Rosenbluth ont
e´tabli en 1996 un mode`le pour le scaling de la pe´riode et l’amplitude des dents de
scie (cf. [39]). Dans ce mode`le, la rampe est simule´e par un code de transport ; le
mode`le fournit un crite`re de de´clenchement (fonde´ sur un seuil de stabilite´ line´aire),
et l’e´tat final est calcule´ sur une base heuristique de reconnection incomple`te (avec
une instabilite´ secondaire qui se de´clenche quand l’ˆılot atteint une taille critique). Le
crite`re de de´clenchement est triple : il y a crash si l’une des trois ine´galite´s suivantes
est vraie
−δWcore > chωDhτA
−δW > 0.5ω∗i τA
sˆ1 > sˆcrit
Les notations sont les suivantes : δWcore = δWMHD + δWKO, δW = δWcore +
δWfast, ou` δWKO est le terme de Kruskal-Oberman, contenant les effets duˆs aux
particules pie´ge´es (dominant quand q ∼ 1), et δWfast le terme duˆ aux particules
rapides. ω∗i est la fre´quence diamagne´tique ionique, et ωDh la fre´quence de rebond
des particules rapides pie´ge´es. La premie`re ine´galite´ signifie que les particules rapides
pie´ge´es ne de´crivent pas un grand nombre d’orbites dans le temps caracte´ristique
de la perturbation. La seconde signifie que le kink n’est pas stabilise´ par les effets
diamagne´tiques ioniques. La troisie`me est pre´sente´e ici sous une forme simplifie´e
(elle se de´compose en fait en deux ine´galite´s se´pare´es) ; elle signifie que le mode n’est
pas stabilise´ par des effets cine´tiques dans la couche de reconnection. Comme on le
voit, l’argument est empirique : le crite`re de de´clenchement est une juxtaposition de
conditions portant sur des effets physiques diffe´rents.
Ce mode`le a e´te´ tre`s utilise´ et discute´. Certaines expe´riences ont semble´ en accord
avec les crite`res de de´clenchement, notamment dans JET, cf. [34], et dans TCV, cf.
[35] et [36], montrant un accord qualitatif assez bon (erreur de l’ordre de 20% sur
la pe´riode pre´vue). D’autres ont trouve´ des de´saccords, notamment sur ASDEX
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Upgrade, cf. [38]. Ces cas ont prouve´ que le calcul des termes individuels des crite`res
est de´licat, notamment dans le choix des constantes ch, qui sont de l’ordre de l’unite´
et qui de´pendent des parame`tres du tokamak. Le mode`le est globalement conside´re´
comme fonctionnel.
Questions ouvertes
Il subsiste de nombreux proble`mes ouverts sur les dents de scie. Citons en parti-
culier :
– le scaling de la pe´riode, du temps de crash, et de l’amplitude avec les parame`tres
du tokamak ; d’une fac¸on plus ge´ne´rale, le dimensionnement et l’existence meˆme
du re´gime des dents de scie
– l’acce´le´ration du crash
– la difficulte´ a` e´tablir un seuil de stabilite´ line´aire pour le de´clenchement des
dents de scie
– le de´clenchement rapide
– la quantite´ de flux reconnecte´ pendant le crash
– le roˆle de la stochasticite´ magne´tique dans le crash
Les nombreux effets a` prendre en compte et la diversite´ des phe´nome`nes observe´s
ont conduit la communaute´ scientifique a` adopter une approche axe´e sur le controˆle
semi-empirique. Le but n’est pas de comprendre parfaitement le phe´nome`ne, mais
de pouvoir de´finir une strate´gie cre´dible pour ope´rer les machines futures sans que
les dents de scie soient fatales au confinement. On peut soit allonger la pe´riode des
dents de scie pour qu’elle soit plus longue que la dure´e totale de la de´charge, soit au
contraire faire diminuer cette pe´riode pour garder une amplitude d’oscillation faible.
2.4 Conclusion
Apre`s avoir cadre´ la the´orie de la MHD et pre´cise´ son application aux tokamaks,
on s’est inte´resse´ en de´tail au cas des dents de scie, dans la perspective d’une e´tude
nume´rique avec un mode`le MHD e´tendue.
L’omnipre´sence des dents de scie dans les tokamaks a conduit a` mettre en place
des me´thodes expe´rimentales pour controˆler leur stabilite´ (injection de neutres, etc).
De par leur similitude avec les ELMs et leurs interactions avec les particules chaudes
qu’on observera dans ITER (transition en fishbones ou stabilisation de la pe´riode
pour donner des dents de scie monstres), l’e´tude des dents de scie est un enjeu
important pour la fusion controˆle´e. A` l’heure actuelle, la compre´hension the´orique
du phe´nome`ne est encore incomple`te, et l’approche privile´gie´e proce`de plutoˆt d’un
controˆle semi-empirique. Il existe un consensus sur l’influence de nombreux effets,
mais pas sur un tableau d’ensemble, que la tre`s grande varie´te´ des phe´nome`nes
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expe´rimentaux rend difficile a` imaginer. Il est clair cependant que des effets hors
MHD sont ne´cessaires pour expliquer, entre autres, la stabilisation du kink pendant
la rampe et l’acce´le´ration brutale qui cause le crash : de´rives diamagne´tiques, effets
cine´tiques, effets non-line´aires.
Cette constatation appelle logiquement l’utilisation d’un code modulaire – ide´alement,
hybride MHD/cine´tique – pour leur simulation, qui permettrait d’identifier les in-
fluences des diffe´rents effets physiques. Ainsi, l’objectif de l’e´tude mene´e avec le code
XTOR, qui est en train d’ope´rer la transition vers un code hybride, est d’initier une
mode´lisation inte´gre´e du phe´nome`ne pour de´passer l’approche actuelle et se diriger
vers une de´marche plus pre´dictive.
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3 Dynamique du kink interne avec XTOR
Dans ce chapitre, on pre´sente une e´tude nume´rique de la dynamique a` long terme
du kink interne dans les tokamaks, mene´e avec le code MHD e´tendue XTOR. Nous
cherchons a` reproduire une dynamique oscillatoire comparable aux dents de scie, avec
une longue phase de stabilite´ du kink pendant la rampe. On utilise la MHD re´sistive
avec transport thermique, puis on inclut des effets diamagne´tiques.
On commence par pre´senter le code utilise´ : sche´ma nume´rique, solveur, pre´-
conditionneur, normalisation. Ensuite, on expose le cadre de l’e´tude effectue´e, et
son domaine de validite´, qui correspond expe´rimentalement a` des petits tokamaks
ohmiques. On pre´sente les diffe´rents re´gimes (oscillatoires ou non) de la dynamique
du kink interne obtenus dans le cadre de la ηχMHD, puis on e´voque l’influence des
effets diamagne´tiques sur ces re´gimes.
3.1 XTOR : un code MHD non-line´aire modulaire pour les
tokamaks
XTOR est un code de MHD e´tendue dynamique 3D non-line´aire pour la physique
des tokamaks23. Initialement, XTOR utilisait un sche´ma semi-implicite (toujours uti-
lisable, cf. [40]). Ce code a e´te´ utilise´ pour mode´liser des instabilite´s ge´ne´riques (cf.
[41],[42],[43]), et e´galement pour simuler des de´charges expe´rimentales sur TORE
SUPRA (cf. [44], [45], [46]).
Le de´veloppement est maintenant centre´ autour d’un sche´ma implicite. Un sche´ma
semi-implicite est optimal pour les proble`mes se traduisant par un ope´rateur self-
adjoint, comme la MHD ide´ale. L’ajout de nouveaux effets physiques, brisant cette
syme´trie, a conduit a` mettre au point la version implicite, plus robuste et modulaire.
Un sche´ma implicite assure une bonne stabilite´, et des pas de temps importants.
Cependant, le choix d’une me´thode de re´solution ite´rative conduit a` optimiser soit le
nombre d’ite´rations (comme c’est le cas dans XTOR), soit le pas de temps. La mise
au point du sche´ma implicite a permis de faire e´voluer le code MHD en ajoutant
des effets bi-fluides (XTOR-2F, cf. [47]). Plus pre´cise´ment, on a ajoute´ les termes
de vitesses diamagne´tiques, habituellement note´s v∗
i/e, qui correspondent a` la prise
en compte des de´rives de gradient de pression des particules24. Ces effets viennent
s’ajouter au mode`le de base d’XTOR, contenant les e´quations de la MHD re´sistive
(avec soit pression, soit densite´ et tempe´rature) avec transport thermique anisotrope.
Le code hybride XTOR-K, incluant une population de particules rapides mode´lise´es
a` part, est en cours de tests.
23Remarquons a` ce sujet qu’XTOR est le plus beau programme du monde, il fait tout meˆme le
cafe´.
24On peut bien suˆr toujours utiliser le code sans ces eﬀets ; par conse´quent, dans le suite on dira
XTOR-2F pour de´signer le code implicite, meˆme lorsqu’on l’utilise en ηχMHD.
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On commence par pre´senter le solveur utilise´ et le nouveau sche´ma implicite
nume´rique choisi. On pre´sente le syste`me d’e´quations et sa normalisation, puis le
pre´-conditionneur, crucial pour l’efficacite´ du code. On termine par la ge´ome´trie
choisie, qui est la plus ge´ne´rale possible pour pouvoir mode´liser des plasmas a` sections
polo¨ıdales non circulaires, et les conditions aux limites.
3.1.1 Solveur et sche´ma nume´rique implicite
Les e´quations de la MHD dans les tokamaks constituent un proble`me tre`s raide.
En effet, les fre´quences des ondes d’Alfve´n couvrent une large gamme de valeurs,
et les phe´nome`nes e´tudie´s sont lents devant le temps caracte´ristique du mode`le (le
temps d’Alfve´n). On doit donc mener des simulations sur des temps longs devant le
pas de temps nume´rique. Pour pouvoir augmenter ce pas de temps au maximum, le
mieux est de choisir une me´thode de re´solution implicite. La re´solution du proble`me
implicite en ge´ome´trie toro¨ıdale est cependant exigeante en termes de ressources,
puisqu’elle implique d’inverser une grande matrice a` chaque pas de temps25. Le sol-
veur ite´ratif utilise´ dans XTOR permet d’e´viter cela en ne travaillant que sur le
produit matrice×vecteur. Cependant, le choix d’un bon pre´-conditionneur est alors
crucial pour que le solveur soit efficace.
Discre´tisation du syste`me
D’une fac¸on tre`s ge´ne´rale, on cherche a` re´soudre un proble`me non-line´aire du type :
x˙ = F (x)
x est un vecteur qui contient les variables du mode`le (dans notre cas, v,B, p, et
e´ventuellement ρ), et F est l’ope´rateur MHD, auquel s’ajoutent divers effets phy-
siques. On discre´tise le proble`me ainsi :
xn+1 − xn = ∆t F
(
xn+1 + xn
2
+ c(xn+1 − 2xn + xn−1)
)
(20)
Toutes les variables sont traite´es de la meˆme fac¸on, ce qui rend tre`s simple l’ajout
de nouveaux effets physiques. Le sche´ma est donc fortement modulaire.
Le parame`tre c permet de rendre le sche´ma plus ou moins implicite : si c = 0, on
obtient un sche´ma re´versible. En ge´ne´ral, on prendra c > 0 (typiquement c = 1), ce
qui permet de conserver une pre´cision d’ordre 2 en temps, et de d’amortir les hautes
fre´quences non re´solues.
25Pour cette raison, dans les anne´es 90, de nombreuses me´thodes semi-implicites furent cre´e´es,
notamment pour XTOR.
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Stabilite´ line´aire
Pour de´terminer les proprie´te´s de stabilite´ line´aire du sche´ma, on e´crit que le
vecteur x est vecteur propre de la matrice de transfert line´aire, avec la valeur propre
iω. En posant q = ω∆t, on a :
xn+1 − xn = iq
(
xn+1 + xn
2
+ c(xn+1 − 2xn + xn−1)
)
En posant le facteur d’amplification λ = xn+1/xn, on obtient l’e´quation ca-
racte´ristique :
λ(λ− 1) = iq
(
λ(λ+ 1)
2
+ c(λ− 1)2
)
On constate que le module des solutions de l’e´quation est infe´rieur a` 1 pour tout q
si c > 0. Autrement dit, quand c > 0, le sche´ma est line´airement inconditionnellement
stable. Le cas c = 0 correspond a` la stabilite´ marginale (‖λ‖ = 1).
Solveur Newton-Krylov
La fac¸on la plus directe de re´soudre le proble`me serait de discre´tiser le syste`me a`
chaque pas de temps, de construire la matrice correspondante, et de l’inverser avec
une me´thode nume´rique. Cette me´thode, bien que robuste, est sans doute intrac-
table avec les ordinateurs actuels. XTOR utilise une me´thode ite´rative pour re´soudre
le syste`me a` chaque pas de temps : l’algorithme Newton-Krylov. Cette me´thode tra-
vaille directement sur le produit matrice×vecteur, ce qui e´vite de devoir construire
la matrice.
A` chaque pas de temps, il faut inverser le syste`me :
xn+1 − xn −∆t F
(
xn+1 + xn
2
+ c(xn+1 − 2xn + xn−1)
)
= 0
pour trouver la valeur de xn+1. On introduit ∆n = xn+1−xn et x¯ =
(
1
2
− 2c)xn+
c xn−1 ; le syste`me s’e´crit de fac¸on plus compacte :
G(∆n, x¯) ≡ ∆n −∆t F
[(
1
2
+ c
)
∆n + x¯
]
= 0
Formellement, il faut trouver le ze´ro de la fonction G de la variable ∆n a` chaque
pas de temps tn. Comme indique´ plus haut, on utilise une me´thode de Newton-Krylov
avec pre´-conditionnement, i.e., on re´sout nume´riquement le syste`me ite´ratif :
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M−1G′(x¯)∆k+1n −M−1G(∆kn, x¯) = 0
Ou` M est le pre´-conditionneur, k est l’index de l’ite´ration de la me´thode de
Newton, et G′ est la de´rive´e de G par rapport a` ∆n. A` chaque ite´ration de New-
ton, l’e´quation ci-dessus est re´solue ite´rativement par une me´thode de Krylov, et
∆k+1n est calcule´ en fonction de l’ancien ∆
k
n. On ite`re jusqu’a` ce qu’une condition de
convergence soit atteinte (soit ‖∆k+1n −∆kn‖ < ǫ, soit ‖G(∆kn, x¯)‖ < η).
On utilise le package NITSOL (Newton Iterative solveur, cf. [48]) qui imple´mente
cette me´thode. Ce solveur offre le choix entre diffe´rentes me´thodes pour l’e´tape
Krylov : General Minimum Residual (GMRES), Bi-Conjugate Gradient Stabilized
(BiCGSTAB), et Transpose-Free Quasi-Minimum Residual (TFQMR). Dans notre
cas, on utilise la me´thode GMRES, qui s’est ave´re´e la plus rapide.
La librairie NITSOL permet aussi d’e´viter l’e´valuation analytique de la matrice
jacobienne G′(x¯) a` chaque pas de temps implicite : cette matrice est interpole´e
nume´riquement, par diffe´rentiation (me´thode « matrix-free »). Cela e´vite de devoir
line´ariser le syste`me (mais dans notre cas, le calcul du pre´-conditionneur l’exigera
partiellement).
Le choix d’un pre´-conditionneur ade´quat s’ave`re crucial pour l’efficacite´ de la
me´thode ; dans notre cas, le pre´conditionneur choisi est lie´ au proble`me physique, et
sera pre´sente´ dans la section suivante.
Typiquement, le solveur effectue une dizaine d’ite´rations de Krylov, et une ou
deux ite´rations de Newton par pas de temps.
3.1.2 Syste`mes d’e´quations
L’option de base de XTOR, base´ sur le mode`le de la ηχMHD, re´soud le syste`me
suivant :
ρ ∂tv = −ρ(v · ∇)v + J×B−∇p+ ν∇2v (21)
∂tB = ∇× (v ×B)−∇× η(J− Jboot) (22)
∂tp = −Γp∇ · v − v · ∇p+∇ · χ⊥∇p+∇ ·
[
B
(
χ‖
(B · ∇)p
B2
)]
+Θ (23)
Ce syste`me est directement issu des e´quations de la MHD re´sistive donne´es au
premier chapitre (9 - 19), avec toutefois les distinctions suivantes :
– Le terme de viscosite´ ν∇2v a e´te´ inclus
– Le courant de bootstrap Jboot apparaˆıt explicitement
– Le flux de chaleur est mode´lise´ par un transport diffusif anisotrope de la pres-
sion, commande´ par les coefficients χ⊥ et χ‖.
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– On a fait l’hypothe`se que ρ = cte.
La version bi-fluide du code, XTOR-2F, inclut les effets des de´rives diamagne´tiques
en plus de la ηχMHD. Les e´quations re´solues par XTOR-2F forment le syste`me :
ρ ∂tv = −ρ(v · ∇)v − ρ(v∗i · ∇)v⊥ + J×B−∇p + ν∇2v (24)
∂tB = ∇× (v×B) + α∇×
∇‖pe
ρ
−∇× η(J− Jboot) (25)
∂tp = −Γp∇ · v − v · ∇p− αΓpi
ρ
∇p · ∇ × B
B2
+∇ · χ⊥∇p+ (26)
∇ ·
[
B
(
χ‖
(B · ∇)p
B2
)]
+Θ
∂tρ = −ρ∇ · v − v · ∇ρ− α∇pi · ∇ ×
(
B
B2
)
+∇ ·D⊥∇ρ+ Σ (27)
Notons que dans ces syste`mes, v est en re´alite´ un de´veloppement au premier
ordre de la vitesse fluide en δ = ρLi/a, ρLi e´tant le rayon cyclotronique ionique ;
nous l’explicitons dans le paragraphe suivant. Le courant de bootstrap est donne´ par
une formule simplifie´e : Jboot(t) = fbs‖Jboot,0‖(∇p(t))r/p′0B/‖B‖. Dans le second
syste`me, D est un terme de diffusion de matie`re. Les indices ‖ et ⊥ font re´fe´rence a`
la direction de B, les indices i et e aux ions et aux e´lectrons. Θ et Σ sont des termes
de source de chaleur et de densite´. Ils peuvent prendre la forme Θ = −∇ · χ⊥∇p0,
Σ = −∇ ·D⊥∇ρ0 ; dans ce cas ils tendent a` restaurer les profils initiaux de pression
et de densite´ (avec les temps caracte´ristiques de diffusion a2/χ⊥ et a
2/D⊥) ; Θ peut
aussi s’e´crire Θ = ηJ2, pour mode´liser une source ohmique.
Le profil initial de η est obtenu en imposant une condition aux limites sur le
champ e´lectrique toro¨ıdal : Eφ,0 = cte = η0(〈Jφ,0 − Jboot,φ,0〉), ou` 〈...〉 de´signe la
moyenne le long d’une surface de flux d’e´quilibre. On effectue ensuite un mapping
entre re´sistivite´ et tempe´rature de fac¸on a` ve´rifier la loi de Spitzer η ∝ T−3/2 (ou p−3/2
si T est prise constante). Au cours du run, on peut soit garder le profil de re´sistivite´
constant, soit refaire le mapping a` chaque nouveau pas de temps. En ge´ne´ral, on
prend χ⊥ proportionnel a` η, tandis que le profil de χ‖ est constant au cours du
temps.
Normalisations
La normalisation utilise´e dans XTOR est la suivante :
– l’unite´ de longueur est le petit rayon, a. Par conse´quent, dans nos unite´s,
A = R0/a = R0.
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– l’unite´ de champ magne´tique Bu est choisie de fac¸on a` ce que B(R0) = B(A) =
A = B0/Bu. Par conse´quent, Bu = B0/A.
– l’unite´ de densite´ est ρ0, la densite´ sur l’axe a` t = 0. ρ0, comme B0, est un
parame`tre libre permettant de rescaler la densite´.
– l’unite´ de vitesse est vA = Bu/(µ0ρ0).
– l’unite´ de temps est le temps d’Alfve´n, τA = a/vA =
√
µ0ρ0A/B0.
– l’unite´ de courant est Ju = Bu/(µ0a), pour e´viter les constantes µ0 dans les
calculs.
– l’unite´ de champ e´lectrique est vAB0/A
2.
– l’unite´ de pression est ρ0v
2
A
– l’unite´ de re´sistivite´ est µ0avA
Remarquons que dans ces unite´s, le nombre de Lundquist S vaut S = η−1 (ces
deux nombres sont sans dimensions). Enfin, il reste deux parame`tres libres, ρ0 et B0.
Ils repre´sentent respectivement la densite´ et le champ magne´tique initiaux sur l’axe
magne´tique.
Le coefficient α est un parame`tre sans dimension qui apparaˆıt devant tous les
termes contenant les effets diamagne´tiques du mode`le lorsqu’on passe en normali-
sation XTOR. Il mesure l’importance de ces effets. Si on prend α = 0, on retrouve
le mode`le de la ηχMHD. Notons qu’on peut choisir d’introduire exclusivement les
termes diamagne´tiques ioniques ou e´lectroniques. α s’exprime comme le rapport de
deux temps caracte´ristiques du syste`me :
α = (ωciτA)
−1
Ou` ωci est la fre´quence cyclotronique ionique, dans les unite´s du syste`me : ωci =
eB0/(Amp). Insistons sur le fait que la pulsation cyclotronique est mesure´e ici dans
l’unite´ de champ magne´tique du syste`me, et non dans le champ toro¨ıdal. Par conse´quent,
α = mp/e(µ0ρ0)
−1/2. Fixer α revient donc a` choisir ρ0.
De´rivation du syste`me bi-fluide
On de´taille ici le calcul du syste`me comprenant les effets diamagne´tiques. Nous
insistons sur le fait que meˆme si on a garde´ les meˆmes variables qu’en ηχMHD, ce
mode`le est bien bi-fluide, et non mono-fluide. Dans notre repre´sentation, les vitesses
ioniques et e´lectroniques sont de´veloppe´es de la fac¸on suivante :
vi = v + v
∗
i
ve = v + v
∗
e
− J‖
ene
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Avec :
v =
E×B
B2
+ v‖i
v∗
s
=
B×∇ps
qsnsB2
=
β ×∇ps
qsns
On a introduit la notation β ≡ B/B2, a` ne pas confondre avec le parame`tre
macroscopique β. Remarquons bien qu’avec ces de´finitions, on n’a pas pose´ v =
(ρivi+ρeve)/(ρi+ρe), i.e., v n’est pas de´finie comme e´tant la vitesse fluide
26. Remar-
quons de plus que la partie perpendiculaire du courant est entie`rement repre´sente´e
par le courant diamagne´tique : J⊥ = J
∗ = Zen(v∗
i
− v∗
e
), qui est duˆ aux de´rives de
gradient et de courbure (Z est la charge des ions). Les vitesses v∗ sont les vitesses
de de´rives diamagne´tiques. De cette fac¸on, on exclut naturellement tous les effets
d’ordre plus e´leve´s que les de´rives diamagne´tiques.
Pour arriver aux e´quations 24 - 27 , on part des e´quations fluides ioniques
et e´lectroniques (conservation de la quantite´ de mouvement, 7, de la quantite´ de
matie`re, 6, et de l’e´nergie, 8). On fait le changement de variables pour passer a` la
repre´sentation (v,v∗
e
,v∗
i
). Ce calcul est e´galement donne´ dans [49].
On introduit la notation d/dt ≡ ∂/∂t + v · ∇.
L’e´quation de la conservation de la masse pour les ions (6) s’e´crit avec nos nota-
tions :
dni
dt
+ ni∇ · v + ni∇ · v∗i = 0
⇔ dni
dt
+ ni∇ · v +∇ · β∇p
qi
= 0
⇔ dni
dt
+ ni∇ · v + κi · ∇p = 0
Ou` on a introduit κs ≡ 1/qs∇×β. En conside´rant que me ≪ mi, nous ne´gligeons
l’e´quation similaire pour les e´lectrons. Avec nos normalisations, un facteur α apparaˆıt
devant le troisie`me terme ; en ajoutant les termes de source et de transport, on obtient
bien l’e´quation 27.
De meˆme, l’e´quation de la conservation de la quantite´ de mouvement s’e´crit (7) :
ρi
∂v
∂t
+ ρi((v + v
∗
i
) · ∇)v = qini(E+ v ×B)−∇pi
26En fait, au lieu de chercher l’expression de la vitesse ﬂuide a` partir des e´quations, on introduit
une variable v correspondant au premier ordre de cette vitesse en ρLi/a, et on e´tablit le syste`me
autour de cette variable.
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Ou` on a utilise´ la « diamagnetic cancellation », cf. par exemple [2], chap. 6 :
dv∗
i
/dt+∇ ·Πi ≈ ∇pi, et (v∗i · ∇)v‖i s’annule avec certaines composantes de ∇ · Pi.
Pour les e´lectrons,
ρe
∂v
∂t
+ ρe((v + v
∗
e
− J‖
ene
) · ∇)v = −ene(E+ ve ×B)−∇pe
Et l’addition des deux fournit bien l’e´quation 24, en ajoutant le terme de viscosite´.
On doit utiliser la quasi-neutralite´, et ne´gliger le terme en J‖ ; cette hypothe`se, qui
revient a` ne´gliger la de´rive de polarisation, reviendra e´galement dans l’e´quation de
pression.
Pour arriver a` l’e´quation de Faraday, nous partons de la conservation de la quan-
tite´ de mouvement e´lectronique 12 (sans les termes anisotropes) :
E = −ve ×B+ ηJ− ∇pe
nee
− me
e
dve
dt
Soit avec nos notations :
E = −v ×B− v∗
e
×B+ J‖ ×B
nee︸ ︷︷ ︸
0
+ηJ− ∇pe
nee
− me
e
dve
dt
Or :
v∗
e
×B = −B×∇pe
neeB2
×B = −∇⊥pe
nee
, donc :
−v∗
e
×B− ∇pe
nee
= −∇‖pe
nee
Et par conse´quent :
E = −v⊥ ×B−
∇‖pe
nee
+ ηJ− me
e
dve
dt
Il s’agit de notre loi d’Ohm ge´ne´ralise´e. A` droite du signe e´gal se trouvent plu-
sieurs termes. Le degre´ de pre´cision du mode`le est de´fini par le choix de ceux qu’on
ne´glige et de ceux qu’on conserve. Il faut que le degre´ de pre´cision soit cohe´rent avec
l’expression choisie des vitesse, i.e., il faut garder jusqu’aux termes dus aux de´rives
diamagne´tiques.
– Le premier terme correspond a` la MHD ide´ale ; il faut bien suˆr le conserver.
43
– Le deuxie`me terme correspond a` la compressibilite´ e´lectronique. Il peut aussi
s’e´crire J⊥×B/(ene), avec J⊥ = −∇p×B/B2. J⊥ est le courant duˆ aux de´rives
diamagne´tiques. Il convient donc de conserver ce terme.
– Le troisie`me terme est le terme re´sistif. Il convient de le garder e´galement,
puisque c’est lui qui introduit la re´sistivite´ dans le syste`me.
– Le quatrie`me terme est un terme d’inertie e´lectronique. On le ne´glige pour
le moment devant le terme re´sistif. Ce terme peut avoir une influence impor-
tante, notamment pendant le processus de reconnection. Le ne´gliger revient a`
s’inte´resser a` des longueurs infe´rieures a` la profondeur de peau e´lectronique et
au rayon de Larmor e´lectronique, ainsi qu’a` des fre´quences petites devant la
fre´quence plasma e´lectonique (ωe = ne
2/(meǫ0)) et devant la fre´quence cyclo-
tronique e´lectronique.
On obtient une expression de E qu’il suffit d’introduire dans Maxwell-Faraday
pour obtenir l’e´quation 2527. Enfin, reste a` e´tablir l’e´quation de la pression. Cette
e´quation est la plus de´licate, puisqu’elle vient des e´quations fluides 8, avec cette fois
des flux de chaleurs diffe´rents pour les e´lectrons et les ions. On relie ces flux a` la
variation de l’entropie :
ns
∂Ss
∂t
+ nsvs · ∇S + ∇ ·Qs
Ts
= 0
Avec :
S = ln
T
3/2
s
ns
, et Qs =
5
2
ps
qs
β ×∇Ts
Dans notre repre´sentation de vitesse, on obtient, pour les ions :
ni
dSi
dt
+ niv
∗
i
· ∇Si +∇ · Qs
Ts
= 0
Apre`s simplifications, en notant que pi ≡ niTi et graˆce a` v∗i · ∇pi = 0, on obtient
que :
27En ge´ne´ral, on de´rive la loi d’Ohm ge´ne´ralise´e sans faire d’hypothe`se sur la forme de la vitesse,
comme dans par exemple [2], p. 246. On voit alors apparaˆıtre un terme dit de Hall, sous la forme
J×B/(nee). Notre repre´sentation conduit a` poser J⊥ = Zen(v∗i −v∗e) = −∇p×B/B2. En injectant
ce terme dans le terme de Hall, on retrouve bien le terme diamagne´tique ∇‖pe/(ne) qu’on a dans
notre loi d’Ohm. Autrement dit, notre repre´sentation, qui consiste a` conside´rer jusqu’au de´rives
diamagne´tiques, revient a` re´duire le terme de Hall a` un terme de compressibilite´ e´lectronique.
Cette repre´sentation de vitesse exclut les de´rives de polarisation.
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ni
dSi
dt
+
5
2
pi
Ti
κi · ∇Ti = 0 (28)
D’une fac¸on analogue, on obtient pour les e´lectrons :
ne
dSe
dt
− 5
2
pe
Te
κe · ∇Te + 5
2
J‖ · ∇‖Te
qeTe
=
J‖ · ∇‖pe
qene
=
J‖ · E‖
Te
(29)
On s’est servi de l’e´quation 25 pour∇‖pe ; les termes en J‖ viennent de l’expression
de ve.
Nous e´crivons ensuite l’e´quation de la tempe´rature (fournie par la de´finition de
l’entropie) :
3
2
ns
Ts
dTs
dt
= ns
dSs
dt
+
dns
dt
(30)
Et nous injectons 28/29 et 30 dans la relation (fournie par la de´finition de la
pression) :
dps
dt
= ns
dTs
dt
+ Ts
dns
dt
= ΓTs
dns
dt
+
2
3
nsTs
dSs
dt
Qui nous fournit finalement les e´quations de pression bi-fluides :
dpi
dt
+ Γpi∇ · v + ΓTiκi · ∇pi + Γpiκi · ∇Ti = 0
dpe
dt
+ Γpe∇ · v− ΓTeκe · ∇pe + Γpeκe · ∇Te − Γ
qe
J‖ · ∇‖Te = E‖ · J‖
On additionne ces e´quations avec les hypothe`ses suivantes : Te = Ti, pe = pi =
p/2, ∇‖Te = 0 et J‖ = 0 (c’est cette dernie`re qui exclut les de´rives de polarisation)
pour obtenir :
∂tp = −Γp∇ · v − v · ∇p− Γ
2
p
ρ
∇p · ∇ ×
(
B
B2
)
Comme pre´ce´demment, la normalisation introduit le facteur α devant le dernier
terme. L’ajout des sources et du transport redonne l’e´quation 26.
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3.1.3 Ope´rateurs MHD et pre´-conditionneur
Le choix du pre´-conditionneur affecte les performances du solveur d’un fac¸on
extreˆmement importante, en re´duisant le nombre d’ite´rations du solveur a` chaque
pas de temps. Re´soudre le syste`me ite´rativement sans le pre´-conditionner est en
ge´ne´ral aussi couˆteux (en temps CPU) que d’utiliser une me´thode explicite. Dans le
cas d’XTOR, on fait le choix d’un pre´-conditionneur physique, c’est-a`-dire que la ma-
trice d’ope´rateurs M−1 de´finie plus haut est lie´e au syste`me d’e´quations qu’on veut
re´soudre. Plus pre´cise´ment, cette matrice est base´e sur une line´arisation du syste`me
d’e´quations. Trois pre´-conditionneurs sont disponibles dans XTOR-2F :
– Le pre´-conditionneur le simple, utilise´ initialement dans XTOR,
– Un pre´-conditionneur plus complexe, utilise´ pour les cas verticalement syme´triques,
qui contient des termes de re´sistivite´ et de transport,
– Le pre´-conditionneur le plus ge´ne´ral, qui inclut les termes bi-fluides et des cas
asyme´triques.
Les deux dernie`res options ont e´te´ imple´mente´es re´cemment, et leurs perfor-
mances sont en cours de test. Pour cette raison, on pre´sente plus en de´tail le pre´-
conditionneur standard (premie`re option).
Dans le cas le plus simple, le pre´-conditionneur s’e´crit sous la forme d’une matrice
d’ope´rateurs 8×8, et d’un produit :
M−1 =M−1η M
−1
D M
−1
χ M
−1
MHD
Ou` :
MMHD = (LMHD, 1)
Mη = (1, Lη, 1, 1)
Mχ = (1, 1, Lχ, 1)
MD = (1, 1, 1, LD)
Les ope´rateurs LMHD,η,χ,D sont les line´arisations des ope´rateurs MHD ide´ale,
re´sistive, de transport thermique, et de transport de matie`re. Ils s’appliquent res-
pectivement aux variables (v,B, p), B, p, et ρ, d’ou` les expressions des ope´rateurs
MMHD,η,χ,D, qui s’appliquent au vecteur contenant toutes les variables. Notons bien
que malgre´ ces expressions, tous lesM sont bien des matrices de dimension 8×8. En
effet, les deux premie`res colonnes (dans par exemple Mχ = (1, 1, Lχ, 1)) repre´sentent
les variables v et B, qui sont de dimension 3. Remarquons e´galement que pour traiter
le proble`me le plus ge´ne´ral possible, nous utilisons une repre´sentation co- et contrava-
riante des champs, avec des termes de me´trique non triviaux. En prenant c˜ = c+1/2,
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et en indiquant les quantite´s d’e´quilibre (autour desquelles on line´arise) par l’indice
0, on e´crit :
Lχ = 1− c˜∆t
(
∇ · χ0⊥∇+∇ ·
[
B0
(
χ0‖
B20
(B0 · ∇)
)])
LD = 1− c˜∆t∇ ·D0⊥∇
Lη = 1− c˜∆t∇× η0∇×
Et :
LMHD =
g0ij − c˜∆t(∇ν0∇) −c˜∆tLBv −c˜∆tLpv−c˜∆tLB 1 0
c˜∆tLp 0 1

Ou` les ope´rateurs L
B/p
v ,LB et Lp sont les line´arisations des ope´rateurs Fv,FB, Fp,
qui forment les termes de droite des e´quations 24-26. Par conse´quent :
LBv δB = (∇×B0)× δB+ (∇× δB)×B0
Lpvδp = −∇(δp)
LBδv = ∇× (δv ×B0)
Lpδv = −δv · ∇p0 − Γp0∇ · δv
g0ij est le tenseur me´trique associe´ a` l’e´quilibre. En inversant la relation qui de´finit
LMHD :
LMHD
δvδB
δp
 =
FvFB
Fp

on obtient :
δv = L−10
(
Fv + c˜∆t
[
LBv (FB) + L
p
v(Fp)
])
δB = FB + c˜∆tLB(δv)
δp = Fp + c˜∆tLp(δv)
Ou` on a de´fini l’ope´rateur L0 :
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L0 = g
0
ij − c˜∆t(∇ν0∇)− (c˜∆t)2(LBv LB + LpvLp)
Un ope´rateur tre`s proche (L0 = g
0
ij − c∇2 − ∆t20(LBv LB + LpvLp)) e´tait uti-
lise´ dans la version semi-implicite d’XTOR pour stabiliser le sche´ma (c e´tant une
constante nume´rique choisie par l’utilisateur). Lors du passage au sche´ma impli-
cite, cet ope´rateur a e´te´ inclus dans le pre´-conditionneur. On inverse les matrices
LMHD, Lη, Lχ et LD par une de´composition LU par blocs. La plus grande matrice,
LMHD, est bloc penta-diagonale.
Contrairement au code semi-implicite, dans lequel les parties transport (ther-
mique et de matie`re) et re´sistivite´ des e´quations e´taient avance´es se´pare´ment du
reste du syste`me, le code implicite inclut toutes les contributions dans le solveur
Newton-Krylov.
3.1.4 Ge´ome´trie et conditions aux limites
Maillages et me´triques issus de CHEASE
Les choix ge´ome´triques sont les meˆmes que pour la version XTOR semi-implicite ;
ils sont de´taille´s dans [40]. Ge´ome´triquement, XTOR utilise une repre´sentation semi-
spectrale. Dans la direction radiale, la coordonne´e r est lie´e aux surfaces du flux
magne´tique polo¨ıdal a` l’e´quilibre, Ψ. Ce flux est issu de l’e´quilibre 2D calcule´ par
CHEASE (voir [51] pour une pre´sentation de´taille´e) qui est utilise´ comme condition
initiale par XTOR-2F. CHEASE re´soud l’e´quation de Grad-Shafranov :
∇ · 1
R2
∇Ψ = jφ
R
= −p′(Ψ)− 1
R2
FF ′(Ψ)
Ou` jφ est la densite´ de courant toro¨ıdale, R est le grand rayon, et F est le flux
magne´tique toro¨ıdal. La coordonne´e radiale utilise´e par XTOR est alors de´finie par28 :
r =
√
Ψ/Ψedge. Ψedge est le flux au bord du plasma. Les de´rive´es dans cette direction
sont calcule´es par diffe´rences finies. En re´alite´, XTOR utilise deux grilles imbrique´es
en r, note´es (rl) (grille entie`re) et (rl+1/2) (grille demi-entie`re). Certains champs
sont e´value´s sur la grille entie`re (vr, Br, Jθ, Jφ, η), d’autres sur la grille demi-entie`re
(vθ, vφ, Bθ, Bφ, Jr, p, T, ρ). La de´rive´e d’une grandeur exprime´e sur la grille entie`re est
exprime´e sur la grille demi-entie`re, et re´ciproquement. Le nombre de points est fixe´
par le parame`tre lmax.
L’angle θ est l’angle polo¨ıdal, et l’angle φ est l’angle toro¨ıdal. Pour ces deux
coordonne´es, les grilles sont e´qui-angulaires. Les dimensions des grilles polo¨ıdale et
toro¨ıdale sont fixe´es par les parame`tres mmax et nmax, respectivement. Pour les di-
mensions angulaires, les calculs, notamment les de´rive´es, sont effectue´s dans l’espace
28CHEASE transmet e´galement a` XTOR les champs p, p′, F, FF ′, et r′
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de Fourier. L’avantage d’utiliser l’angle polaire pour θ, par rapport a` un syste`me de
coordonne´es ou` les lignes de champs sont des droites, est que les termes de la me´trique
ne de´pendent pas de la de´rive´e seconde de Ψ, ce qui augmente leur pre´cision. Notons
que le tenseur me´trique est non trivial dans le plan polo¨ıdal (i.e., non diagonal).
Il est ne´cessaire de prendre en compte le caracte`re co- ou contra-variant des com-
posantes des champs. Le tenseur me´trique intervient dans le calcul des ope´rateurs
utilise´s par le solveur. Il est fourni en sortie de CHEASE avec le reste de l’e´quilibre.
Plus pre´cise´ment, XTOR ne´cessite les grandeurs grr, grθ, gθθ, gφφ, D29, sur les grilles
entie`res et demi-entie`res. D est le re´ciproque du Jacobien, D = [∇r,∇θ,∇φ] et
D2 = gijg
ij.
Structure des modes
Il est important de signaler qu’on applique re´gulie`rement un projecteur apre`s les
ope´rations alge´briques sur les champs, qui a pour effet de projeter le champ selec-
tionne´ sur l’ensemble de modes polo¨ıdaux et toro¨ıdaux avance´s par XTOR-2F. En
ge´ne´ral, cet ensemble contient quelques dizaines de modes toro¨ıdaux au maximum,
et quelques dizaines de modes polo¨ıdaux par mode toro¨ıdal, au maximum. Ces modes
sont choisis pour fournir une re´solution suffisante pour le proble`me e´tudie´. Graˆce a`
ces projections, les matrices de pre´conditionnement restent relativement petites –
sauf dans le cas du pre´conditionneur total, avec asyme´trie haut-bas – , par rapport
a` celles qui seraient ne´ce´ssaires pour re´soudre le meˆme proble`me avec des diffe´rences
finies dans le plan polo¨ıdal. La de´composition LU mentionne´e plus haut constitue
donc un choix raisonnable en terme de temps de calcul.
Le projecteur sert aussi a` empeˆcher l’aliasing dans les directions polo¨ıdale et
toro¨ıdale. Pour cette raison, on pre´voit toujours des tableaux 3/2 fois plus grands
que les modes effectivement mode´lise´s. Le nombre de modes toro¨ıdaux mode´lise´ est
nsmax ; pour chaque mode toro¨ıdal, on calcule tous les modes polo¨ıdaux m tels que :
0 < n −minf < m < n +msup, sauf pour n = 0 pour lequel on calcule les modes
m < mn0. Pour ne pas avoir de proble`mes d’aliasing, on cherche a` ve´rifier :
nsmax
2
− 1 +msup . 2
3
mmax (31)
nsmax
2
− 1 . 2
3
nmax (32)
(33)
Et il faut bien suˆr ve´rifier impe´rativement : nsmax/2−1+msup < mmax/2−1,
et mn0 < mmax/2 − 1. La figure 7 re´sume la structure des modes utilise´s pendant
un run d’XTOR.
29Les composantes covariantes sont calcule´es a` partir des contravariantes.
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zone non
mode´lise´e
zone non
mode´lise´e
zone
mode´lise´e
m = nm
n
–mmax/2− 1
–msup
–mn0
|
minf
|
nmax/2− 1
|
nsmax/2− 1
|
|
–nsmax/2− 1 +msup
Fig. 7 – Structure du spectre mode´lise´ par XTOR
Conditions aux limites
La ge´ome´trie du plasma dans XTOR est toro¨ıdale, avec une section polo¨ıdale non
ne´ce´ssairement circulaire. En MHD ide´ale, le code impose une frontie`re fixe sous
la forme d’une coque infiniment conductrice a` la surface du plasma. La surface du
plasma est donc une surface de flux. En MHD re´sistive, on utilise le champ e´lectrique
toro¨ıdal Eφ comme condition aux limites pour l’imposer : 〈ηJφ〉 = 〈Eφ〉 = cte. Il n’est
pas possible de simuler une se´paratrice dans le plasma.
Les conditions aux limites sont choisies avec soin pour maintenir la cohe´rence
des calculs. Remarquons que les composantes θ contra-variantes des champs vec-
toriels sont singuliers sur l’axe magne´tiques (ils se comportent comme 1/r). Pour
e´viter ce proble`me, on utilise les variables vθ/D,Bθ/D, et Jθ/D (D ∝ 1/r sur l’axe
magne´tique). Par syme´trie, on utilise les variables vθD,BθD, et JθD pour les com-
posantes covariantes.
Les conditions de continuite´ impliquent des points de maillage surnume´raires au-
dela` des bords et en-dec¸a de l’axe magne´tique ; les champs sont interpole´s line´airement
sur ces points pour assurer les conditions voulues. On recommande au lecteur de se
re´fe´rer a` [40] pour plus de de´tails.
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3.2 E´tude nume´rique des dents de scie avec XTOR : cadre
et objectif
A` l’aide du code de´crit en premie`re partie, nous menons une e´tude nume´rique des
dents de scie en partant d’un mode`le de base, la ηχMHD, puis en incorporant les
effets de de´rives diamagne´tiques. Cette e´tude a fait l’objet de deux publications : [52]
pour la partie ηχMHD et [49] pour l’ajout des effets diamagne´tiques. Pour cela, nous
e´tudions les re´gimes de fonctionnement a` long terme (i.e., sur un temps comparable
au temps re´sistif, τη ∼ η−1 = S) du kink interne. Notre premie`re e´tape est d’e´tablir
un cadre de re´fe´rence du comportement du kink en utilisant la ηχMHD. On pourra
ensuite choisir un ensemble de cas repre´sentatifs et ajouter les effets diamagne´tiques.
Physiquement, la ηχMHD devrait contenir assez de physique pour mode´liser cor-
rectement les petits tokamaks a` chauffage ohmique, comme ST a` Princeton ou TFR
a` Fontenay-aux-roses, ou` on a observe´ des dents de scie pour la premie`re fois. Dans
ces machines, le nombre de Lundquist est de l’ordre de S = 106. Pour des machines
plus grandes, a` re´sistivite´ plus faible, les termes ne´glige´s dans la loi d’Ohm (effets
bi-fluides, inertie e´lectronique, compressibilite´ e´lectronique) deviennent importants
dans le processus de reconnection, et le mode`le est insuffisant. Notre but n’est pas
de simuler correctement le crash, dans lequel la reconnection joue un roˆle majeur,
et qui exige un mode`le plus raffine´. Nous nous concentrons sur la dynamique de la
rampe, pendant laquelle le syste`me reste stable.
Notre but e´tant d’e´tudier les re´gimes de fonctionnement stationnaires du kink in-
terne, nous devons attendre que la pe´riode et l’amplitude des e´ventuelles oscillations
soient stabilise´es. Cela intervient en ge´ne´ral apre`s un temps de simulation compa-
rable au temps de diffusion re´sistive. Un faible nombre de Lundquist permet de faire
tourner des cas d’une telle longueur en un temps raisonnable. Sur un processeur de
type de type Intel R© Core a` 2.33 GHz, un cas met environ quatre jours a` tourner sur
5× 106τA (∆t variant entre 0.1 et 10 τA).
3.2.1 Mode`le physique ηχMHD et parame`tres cle´s
Au cours de nos simulations, nous maintenons le profil de η constant (le profil de
χ⊥ lui est proportionnel), nous ne´gligeons l’e´volution de la densite´, et nous choisis-
sons comme terme source Θ = −∇ · χ⊥∇p0.
Avec ces hypothe`ses, les parame`tres cle´s du syste`me sont :
– η = S−1, qui controˆle l’e´volution du profil de densite´ de courant, et donc la
relaxation du profil de q apre`s le crash. Notons que η e´tant constant en t, il n’y
a pas de couplage dynamique entre re´sistivite´ et pression par la loi de Spitzer.
– χ⊥, qui controˆle la dynamique perpendiculaire de la pression par le terme de
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source, en ramenant le profil de pression vers le profil initial.
– βp1, le beˆta polo¨ıdal contenu dans la surface q = 1, qui influe sur le taux de
croissance du kink interne.
Les termes de sources fournissent deux temps caracte´ristiques de l’e´volution du
plasma. D’une part, le transport perpendiculaire tend a` ramener le profil de pres-
sion au profil initial, et donc a` piquer le profil de pression au centre. Le temps
caracte´ristique de cet effet est τχ⊥ = a
2/χ⊥ = χ
−1
⊥ (puisque a = 1 dans nos unite´s).
D’autre part, le temps re´sistif τη ∼ S joue sur le taux de croissance du kink (γ ∝ η1/3,
cf. [15], p. 332), et sur la relaxation du profil de q apre`s chaque crash. Le kink se
manifeste par un de´placement he´lico¨ıdal du cœur du plasma vers l’exte´rieur, et tend
donc a` aplanir le profil de pression au centre. C’est de cette opposition entre kink et
transport que des oscillations peuvent venir. Le kink est duˆ a` la fois au gradient de
pression et au courant.
Le taux de croissance du kink est aussi lie´ a` βp1 : a` faible βp1, on est dans
le domaine re´sistif du kink, le taux de croissance est faible ; quand βp1 grandit, le
kink ide´al prend le dessus, avec un taux de croissance plus important (typiquement
quelques 10−3 τA).
Remarquons que le terme de transport n’aplanit pas le profil de pression par
diffusion, mais il reconstruit le profil d’e´quilibre. La pression dans l’ˆılot associe´ au
kink est aplanie par le transport paralle`le (en ge´ne´ral, χ‖ = 100 dans nos unite´s) ;
quand l’ˆılot envahit le cœur du plasma, le profil de pression au centre devient plat.
Les questions que nous nous posons sont les suivantes :
1. Avec le mode`le de ηχMHD, quels sont les re´gimes de fonctionnement du kink
interne ? En particulier, existe-t-il un domaine dans notre espace de parame`tres
ou` on observe l’hyste´re´sis caracte´ristique des dents de scie ?
2. Quelles diffe´rences observe-t-on en ajoutant les effets de de´rives diamagne´tiques ?
3.2.2 Conditions initiales
Nous utilisons deux configurations initiales diffe´rentes, fournies par CHEASE, qui
pre´sentent les caracte´ristiques suivantes :
– Section polo¨ıdale circulaire.
– Rapport d’aspect A = 2.7.
– Profil de pression parabolique ; on peut le rescaler, ce qui permet de faire varier
βp1.
– Profil de βp quasi-plat.
– Profil de q :
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Fig. 8 – Profils de q (bleu) et p (rouge) initiaux dans les cas high shear (trait plein)
et low shear (pointille´s).
1. cas « low shear » : q vaut 0.9 au centre et croˆıt jusqu’a` 2.5 au bord. Le
profil est plat sur la surface q = 1 (sˆq=1 = 0.1).
2. cas « high shear » : q vaut 0.7 au centre, et croˆıt selon un profil parabolique
jusqu’a` 5 au bord. Le shear sur q = 1 vaut sˆq=1 = 0.4.
– Seuil ide´al du kink interne (de´termine´ nume´riquement30) :
1. cas « low shear » : βp1 = 0.21
2. cas « high shear » : βp1 = 0.33
Nous illustrons ces caracte´ristiques sur la figure 8.
Le cas high shear est plus proche de la majorite´ des expe´riences. Le cas low shear
me´rite cependant d’eˆtre e´tudie´. Le fait d’avoir un profil de q plat baisse le taux de
croissance du kink re´sistif (proportionnel a` q′ 2/3 sur la surface q = 1, cf. [15], p.
333) ; cette hypothe`se a e´te´ envisage´e pour expliquer l’absence de de´veloppement de
ce mode pendant la rampe. Le profil tre`s plat de q serait alors duˆ au pre´ce´dent crash.
Rappelons que plusieurs expe´riences ont rapporte´ des facteurs de se´curite´ proches
de 1 au cœur du plasma pour des de´charges ohmiques avec dents de scie, ce qui est
consistant avec cette configuration.
Notons que ces deux configurations sont naturellement instables vis-a`-vis du kink
interne re´sistif (meˆme si a` faible βp1, le taux de croissance est tre`s faible) puisque
30On a fait tourner les cas en MHD ide´ale en faisant varier βp1, et on a observe´ la croissance ou
non des modes n = 0 et n = 1.
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q0 < 1. On aurait obtenu les meˆmes re´sultats en partant d’une configuration stable
et en faisant de´croˆıtre q en dessous de 1 au centre. Partir d’une configuration instable
permet simplement d’e´conomiser du temps de simulation.
3.2.3 Modes repre´sente´s
Nous prenons les parame`tres ge´ome´triques suivants :
lmax = 151 ; nsmax = 8
nmax = 12 ; mmax = 32
msup = 7 ; minf = 4
mn0 = 7
On utilise donc 4 modes toro¨ıdaux, et de 7 a` 11 modes polo¨ıdaux par mode
toro¨ıdal.
3.3 Re´gimes du kink en ηχMHD
3.3.1 Re´gimes dans l’espace des parame`tres (χ⊥, βp1)
Le cadre de re´fe´rence de la dynamique du kink est e´tabli par une e´tude pa-
rame´trique en βp1 et χ⊥, pour S = 10
6, dans le cas low shear. Les plages de pa-
rame`tres sont les suivantes :
– βp1 = 0.07, 0.14, 0.21, 0.23
– χ⊥ = 1.0× 10−6, 3.0× 10−6, 1.0× 10−5, 3.0× 10−5, 1.0× 10−4, 3.0× 10−4
Les valeurs de βp1 sont choisies pour explorer du domaine re´sistif du kink (βp1 =
0.07) jusqu’au domaine ide´al (βp1 = 0.24). Les valeurs de χ⊥ sont centre´es autour
de la valeur χ⊥ S = 30, qui est pertinente pour notre domaine de validite´. On prend
ν = 5.0× 10−6 et χ‖ = 100.
L’e´tude parame´trique re´ve`le trois re´gimes de fonctionnement du kink interne,
re´partis comme le montre la figure 9.
Influence du profil de de´part
Pour e´tudier l’influence du profil de de´part, on fait un scan en βp1 dans le cas high
shear, avec χ⊥ S = 30. Les valeurs sont βp1 = 0.11, 0.22, 0.33, 0.44. Le comportement
du syste`me est qualitativement identique dans les cas high shear et low shear. En
effet, le syste`me ne se « souvient » pas de l’e´tat initial apre`s le premier crash : le
facteur de se´curite´ n’a jamais le temps de relaxer jusqu’au profil de de´part. Le profil
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Fig. 9 – Distribution des re´gimes du kink dans le plan (χ⊥, βp1).
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Fig. 10 – E´volution de la pression centrale pour le cas βp1 = 0.14, χ⊥ = 3.0× 10−6
(re´gime oscillant).
du facteur de se´curite´ reste toujours presque plat a` l’inte´rieur de la surface q = 1 ;
ainsi, meˆme dans le cas high shear, on a affaire a` une instabilite´ « low shear » (comme
dans [53]), dans la mesure ou` apre`s le premier crash, le shear reste toujours faible
a` l’inte´rieur de q = 1. L’e´tat final du syste`me, que nous voulons caracte´riser, est
entie`rement gouverne´ par les sources de courant et de pression.
3.3.2 Re´gime oscillant
Le re´gime repre´sente´ par les carre´s verts sur la figure 9 est caracte´rise´ par des
oscillations re´gulie`res de la pression centrale, comme le montre la figure 10.
La dynamique d’un cycle est la suivante : pendant la phase de rampe, la pression
augmente au centre a` cause de la source de transport perpendiculaire Θ. Lorsque
le gradient de pression est suffisamment important, un kink se de´veloppe, et pousse
le cœur du plasma contre la surface q = 1. Une nappe de courant et une couche
de reconnection apparaissent autour de cette surface. Le processus de reconnection
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Fig. 11 – Le graphe de gauche correspond a` la pression juste avant un crash (profil
pique´ au maximum). Le graphe du milieu montre le kink qui de´forme le cœur du
plasma et le pousse contre la surface q = 1. Le graphe de droite montre la pression
apre`s le crash, avec le profil plat a` l’inte´rieur de q = 1.
modifie la topologie des lignes de champ en cre´ant un ıˆlot magne´tique m = n = 1.
Le transport paralle`le se met alors a` contribuer au de´placement perpendiculaire de
la pression. A` cause de la largeur du spectre utilise´ dans les simulations, on observe
des couplages du kink avec des harmoniques (m,n) plus e´leve´es. Cela se traduit par
la formation de chaˆınes d’ˆılots, qui cre´ent une zone stochastique autour de la surface
q = 1. Ce phe´nome`ne contribue e´galement a` augmenter le transport perpendiculaire
de la pression. Celle-ci est e´vacue´e vers l’exte´rieur, a` travers la surface q = 1, ce qui
se manifeste par un crash, qui termine le cycle. Apre`s le crash, le profil de pression
au centre est comple`tement plat. La pression recommence alors a` augmenter sous
l’effet du terme de source, et ainsi de suite. On montre l’e´volution de la pression31
en 3D sur la figure 11.
La dynamique de la pression est caracte´ristique du mode`le de Kadomtsev, et
incompatible avec l’hypothe`se de l’instabilite´ de quasi-interchange. On ne voit pas
de bulle froide caracte´ristique, mais bien le kink de´placer le plasma en croissant. Une
telle dynamique a entre autres e´te´ e´tudie´e en de´tail dans [54]. On observe le profil de
q tre`s plat et tre`s proche de l’unite´ pre´vu par le mode`le. L’amplitude des oscillations
de pression est de l’ordre de 15%. Les simulations pre´sentent le meˆme de´faut que le
31Dans le cas βp1 = 0.07, χ⊥ = 3.0× 10−6.
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mode`le de Kadomtsev : le temps de crash est beaucoup plus grand que les valeurs
expe´rimentales. Ainsi, sur la figure 10, le temps de crash et le temps de rampe
sont comparables : τrampe ≈ 12000τA et τcrash ≈ 3000τA, soit τcrash/τrampe ≈ 16%.
Le temps de crash est donc de l’ordre de (τητA)
1/2, conforme´ment au mode`le de
Kadomtsev.
On doit donc conclure que si l’on observe effectivement des cycles re´guliers du
kink, on ne peut pas pour autant les appeler des dents de scie. Leur dynamique est
fondamentalement diffe´rente. D’une part, le temps de crash est trop long, ce qui est
attendu, e´tant donne´ que le mode`le ne contient pas les effets physiques ne´cessaires
pour mode´liser correctement la phase de reconnection (de´rives diamagne´tiques, iner-
tie e´lectronique, effet Hall). D’autre part, le mode`le ne reproduit pas d’hyste´re´sis, et
le syste`me ne passe pas par l’e´tat de rampe avec un kink stable.
3.3.3 Re´gime stationnaire he´lico¨ıdal
Dans ce re´gime (repre´sente´ par les ronds rouge sur la figure 9), la pression centrale
e´volue vers un e´tat stationnaire tridimensionnel d’he´licite´ m = n = 1 (voir figure
13). La configuration initiale e´tant instable vis-a`-vis du kink interne, l’e´quilibre sta-
tionnaire est pre´ce´de´ de quelques oscillations du kink, rapidement amorties. Nos
simulations repre´sentent un kink sature´. Rappelons que dans le cas d’une configura-
tion instable pour le kink ide´al, un tel e´tat est toujours obtenu. On repre´sente sur les
figures 12 et 13 l’e´volution de la pression centrale et de l’e´nergie cine´tique des modes
toro¨ıdaux (W nkinetic =
∫
Vplasma
∑
m∈En
v2) pour un cas standard (βp1 = 0.14, χ⊥ =
3.0 × 10−5, χ‖ = 100). On montre la somme des e´nergies sur tous les m, mais les
modes m/n = 1 sont bien suˆr dominants.
L’e´tat stationnaire est associe´ a` l’apparition d’une couche de reconnection et
d’une cellule de convection tridimensionnelle permanentes autour de la surface q = 1.
Le courant et la pression introduits au cœur du plasma par les termes de source
sont constamment e´vacue´es vers l’exte´rieur par ces structures. Ainsi, il n’y a pas
d’accumulation de pression ni de courant a` l’inte´rieur de la surface q = 1.
3.3.4 Re´gime de faibles oscillations
Dans ce dernier re´gime, (les triangles bleus sur la figure 9) on observe des oscil-
lations irre´gulie`res, d’amplitude faible (sur la pression centrale, l’amplitude est en
moyenne de 3%). Ces oscillations peuvent e´ventuellement disparaˆıtre, puis recroˆıtre.
La dynamique du cycle est la meˆme que pour le re´gime oscillant, mais les variations
de pression deviennent ne´gligeables.
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Fig. 12 – E´volution de l’e´nergie cine´tique des modes toro¨ıdaux (gauche) et de la
pression centrale (droite) dans un cas sature´ (cas βp1 = 0.14, χ⊥ = 3.0× 10−5, χ‖ =
100).
Fig. 13 – E´tat stationnaire d’he´licite´ m = n = 1 de la pression centrale (cas βp1 =
0.14, χ⊥ = 3.0× 10−5, χ‖ = 100).
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3.3.5 Transition entre les re´gimes ηχMHD
Dans cette section, on met en e´vidence les conditions physiques ne´cessaires pour
passer d’un re´gime a` un autre.
Nous commenc¸ons par analyser le diagramme de re´partition des re´gimes dans
l’espace (χ⊥, βp1). Dans nos simulations, le syste`me est gouverne´ par deux effets
concurrents, la relaxation du profil de courant (et donc de q), et le de´veloppement
du kink low shear duˆ au gradient de pression, qui cre´e une cellule de convection. Le
fait de varier soit βp1 soit χ⊥ sans modifier S revient a` changer τχ⊥ sans changer
τη, i.e., a` jouer sur la source de pression en maintenant la dynamique du courant
inchange´e.
Sur le diagramme, on constate que le re´gime oscillant correspond a` des valeurs
faibles pour βp1 et χ⊥, i.e., un temps de transport τχ⊥ grand. Si on augmente βp1 ou
χ⊥ a` partir de ce re´gime, on re´duit τχ⊥ et on passe au re´gime stationnaire avec kink
sature´. On interpre`te cela en conside´rant que le roˆle de χ⊥ est de restaurer le profil
de βp1 d’e´quilibre, et donc de renforcer l’instabilite´ ; quant a` βp1, il est lie´ au taux
de croissance du kink. Ainsi, le diagramme traduit une bifurcation du syste`me d’un
re´gime oscillant vers un re´gime sature´ du kink lorsque l’instabilite´ de pression est
assez forte. Le syste`me se bloque dans l’e´tat sature´ lorsque la cellule de convection
est assez efficace. Sinon, le profil de q a le temps de relaxer un peu, et le syste`me
oscille a` cause du de´veloppement pe´riodique du kink low shear.
Notons que le diagramme n’est pas syme´trique par rapport a` la diagonale, c’est-
a`-dire que βp1 et χ⊥ n’ont pas des roˆles exactement similaires. En effet, meˆme lorsque
βp1 est faible mais que χ⊥ est e´leve´, τχ⊥ est assez court pour empeˆcher la dynamique
du courant de modifier le profil de pression. Dans ce cas, on observe le re´gime de
faibles oscillations.
Si la confirmation de l’existence d’un re´gime oscillant du kink interne sur des
temps longs dans un certain espace de parame`tres est inte´ressante, il n’en reste pas
moins que la dynamique de ces oscillations diffe`re fondamentalement de celle des
dents de scie. Cela n’est pas surprenant attendu qu’un simple mode`le MHD n’inclut
pas suffisament de termes pour mode´liser la reconnection pre´cise´ment, d’ou` nos temps
de crash trop e´leve´s.
Ainsi, par exemple, le coefficient χ‖ ne semble pas jouer un roˆle majeur. Il de-
vrait participer au transport perpendiculaire pendant la reconnection, a` cause du
changement de topologie des lignes de champ. Faisant varier χ‖ entre 0.1 et 100,
(avec χ⊥ = 3.0× 10−6 et S = 106), un nouveau scan en βp1 ne montre qu’une seule
diffe´rence, pour βp1 = 0.14, pour χ‖ = 0.1 et χ‖ = 1. Le syste`me passe du re´gime
sature´ au re´gime oscillant. La faible amplitude des oscillations indique qu’il reste
proche de la frontie`re. La diminution de χ‖ rend la cellule de convection moins ef-
ficace, et permet au syste`me de sortir de l’e´tat stationnaire pour retomber dans la
dynamique pe´riodique accumulation/crash. Ce re´sultat indique que les valeurs de χ‖
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utiise´es dans nos simulations ne changent pas la dynamique de fac¸on sensible dans
la zone de stochasticite´.
3.4 Ajout des effets diamagne´tiques
Cette e´tude nume´rique ηχMHD a permis de de´gager une feneˆtre de parame`tres
qui a ensuite servi a` mener, en collaboration avec Federico Halpern lors de son
se´jour au sein de l’e´quipe Plasmas Magne´tise´s du CPhT, une e´tude des dents de
scie en re´gime diamagne´tique. La dynamique cyclique reproduite par la ηχMHD est
fondamentalement diffe´rente de celle des dents de scie. Le mode`le utilise´ ne contient
pas assez de physique pour reproduire un cycle d’hyste´re´sis, avec un e´tat me´tastable
pendant la rampe, comme dans les expe´riences. Des termes stabilisants, comme les
de´rives diamagne´tiques, pourraient permettre d’atteindre un tel e´tat. Les simulations
incluant les effets diamagne´tiques sont faites avec la valeur centrale χ⊥ S = 30,
S = 106. On utilise la configuration high shear. La densite´ e´volue suivant l’e´quation
27.
3.4.1 E´volution du re´gime oscillant en dents de scie
Dans les cas oscillants, l’ajout d’effets diamagne´tiques se traduit par l’apparition
d’oscillations pre´- et postcurseurs sur la pression centrale, juste avant et apre`s le
crash. De telles oscillations sont souvent observe´es expe´rimentalement. Dans nos
simulations, elles sont dues a` un mode re´manent m = n = 1, qui tourne autour de
l’axe magne´tique. Malheureusement, la pe´riode du cycle est trop courte pour pouvoir
observer une phase de rampe bien de´finie : le mode re´manent n’a pas le temps d’eˆtre
amorti.
Pour pouvoir e´tudier la dynamique de la phase de rampe plus en de´tail, on a
effectue´ une simulation avec un nombre de Lundquist de 107. Cela a pour effet de
rallonger la longueur du cycle. A` cause du temps ne´cessaire pour une simulation a`
S grand, on s’est concentre´ sur un cas : βp1 = 0.22. Rappelons que dans le cas high
shear, le seuil ide´al est a` βp1 = 0.33. On a rescale´ le coefficient de transport pour
garder χ⊥ S = 30.
Moyennant ces modifications, on obtient des cycles de kink dont la forme s’ap-
proche des dents de scie observe´es dans les tokamaks. On distingue bien une longue
phase de rampe, durant laquelle le kink ne se de´veloppe pas, suivie d’un crash rapide
entoure´ d’oscillations pre´- et postcurseurs. On montre l’e´volution de la pression sur
la figure 14.
La dynamique du cycle est plus complexe que dans le cas de la ηχMHD. Pen-
dant la rampe, les effets diamagne´tiques stabilisent le kink. A` la fin de la rampe,
une instabilite´ se de´veloppe, qui se traduit par les oscillations pre´curseurs sur la
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Fig. 14 – E´volution de la pression en diffe´rents r (x dans la le´gende) dans le cas
S = 107, avec effets diamagne´tiques ioniques et e´lectroniques.
Fig. 15 – E´volution de l’e´nergie cine´tique des modes toro¨ıdaux pendant un crash.
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pression. Ces oscillations voient leur amplitude augmenter. Le cœur du plasma est
pousse´ contre la surface q = 1 par le kink : il se de´place vers l’exte´rieur en tournant
a` la vitesse diamagne´tique ionique, et les oscillations repre´sentent ce de´placement
observe´s sur une corde fixe. En d’autres termes, la pression ne diminue pas pendant
cette phase, au contraire. Juste avant le crash, il y a un changement drastique dans la
dynamique du kink. Le taux de croissance augmente tre`s brutalement. La figure 15
de´taille l’e´volution de l’e´nergie cine´tique des modes toro¨ıdaux pendant un crash. On
constate que l’e´nergie des modes est multiplie´e par 3 environ en 500 τA, au de´but du
crash. On rappelle qu’une telle acce´le´ration est ge´ne´ralement accepte´e comme e´tant
a` l’origine du crash. Diffe´rentes e´tudes ont propose´ des interpre´tations pour cette
acce´le´ration, fonde´es sur les effets diamagne´tiques e´lectroniques, comme [55], [56], et
[57]. Alors que le temps de rampe est de τrampe ∼ 25000 τA, le temps de crash est de
τcrash ∼ 2500τA. Notons que meˆme si la de´rive diamagne´tique a un effet sur le kink,
elle ne suffit pas a` mode´liser exactement la reconnection. Notre but est toujours la
dynamique de la rampe, et non du crash ; la prise en compte de l’inertie e´lectronique,
ou d’un e´ventuel re´gime semi-collisionnel serait ne´cessaire pour atteindre cet objectif.
3.4.2 E´volution des seuils de transition et premie`res comparaisons avec
JET
Les effets des de´rives diamagne´tiques sur les transitions entre re´gimes sont montre´s
sur la figure 16, qui expose les re´sultats d’un scan en βp1 et α. Rappelons que α ap-
paraˆıt comme coefficient devant les termes diamagne´tiques : il mesure donc la force
des ces effets (cf. les e´quations 25-27). Le cas α = 0 correspond a` la ηχMHD.
On constate que les de´rives diamagne´tiques de´calent le seuil de transition entre
re´gime oscillant et re´gime stationnaire vers des plus hautes valeurs de βp1. D’une fac¸on
plus ge´ne´rale, tout effet stabilisant pour le kink tend a` de´caler le re´gime he´lico¨ıdal
sature´ vers un re´gime oscillant. On avait bien la meˆme tendance en ηχMHD.
On peut comparer les nouveaux re´gimes obtenus avec un re´gime ohmique typique
de JET. On renormalise les re´sultats avec des grandeurs typiques :
– α = 0.08 (cf. [58]), avec une densite´ typique des plasmas ohmiques de n =
2.0× 1019m−3.
– βp ∼ βp,crit/2
– R0 = 3.1m
– B0 = 2.7T
– Te = 2keV
– S > 107.
Notre re´sultat principal est de constater que pour des parame`tres proches des
valeurs expe´rimentales de JET, l’ajout des effets diamagne´tiques qui stabilisent le
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Fig. 16 – Distribution des re´gimes du kink dans le plan (βp1, α), avec effets dia-
magne´tiques ioniques et e´lectroniques.
kink de´cale le seuil en βp1, et on retrouve un re´gime d’oscillations comparables a`
des dents de scie, alors que la ηχMHD ne reproduit des oscillations stables qu’a` tre`s
faible βp1. Remarquons de plus qu’en re´alite´ le nombre de Lundquist de JET est
supe´rieur a` celui que nous avons utilise´ (pris plus faible pour des raisons de temps de
calcul) ; par comparaison, l’effet re´el des termes diamagne´tiques est plus grand que
celui que nous avons simule´. Autrement dit, le graphe effectif se trouve de´cale´ vers
des valeurs de α plus grandes, et on s’e´loigne de la frontie`re avec le re´gime sature´.
E´chelles de temps
Le rapport entre la pe´riode des dents de scie et le temps re´sistif en re´gime ohmique
est de τη/τdds ≈ 300 − 500. Dans nos simulations, la re´sistivite´ est artificiellement
augmente´e pour des raisons de temps de calcul. Il faut donc rescaler notre temps
re´sistif pour qu’il corresponde a` sa valeur expe´rimentale, S ≈ 2 × 108. On obtient
alors une pe´riode de dents de scie de 0.2 - 0.3 s. Il est inte´ressant d’e´tudier le temps
de crash, dans le cas ou` la reconnection est acce´le´re´e par les effets diamagne´tiques
e´lectroniques. On avait un τcrash de 600τA environ, ce qui donne τcrash ≈ 200µs ;
l’accord avec les valeurs de JET est raisonnable. Rappelons que d’autres effets, tels
que l’inertie e´lectronique et la viscosite´ e´lectronique, ne sont pas pris en compte. On
s’attend a` ce que ces effets acce´le`rent encore le processus de reconnection.
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Facteur de se´curite´
Dans toutes nos simulations, le facteur de se´curite´ est reste´ proche de 1 pendant
tout le cycle. Cela est cohe´rent puisque le temps de relaxation est le temps re´sistif,
et que la pe´riode de nos dents de scie est beaucoup plus faible. Rappelons que des
dents de scie avec q proche de 1 apre`s le crash ont e´te´ observe´s expe´rimentalement.
Cependant, les exemples de reconnection partielle pendant le crash, avec des va-
leurs de q de 0.6-0.8, sont plus nombreux, notamment dans JET, mais aussi dans
des de´charges ohmiques a` section polo¨ıdale circulaire, comme dans TEXTOR et
TFTR. La mode´lisation exacte du crash, pendant lequel la reconnection a un roˆle
majeur, ne´cessite sans doute de nouveaux effets, tels que des orbites ioniques finies,
une dynamique e´lectronique semi-collisionnelle, ou encore des effets de pie´geage (cf.
respectivement [59], [60], [61]).
E´tat stationnaire m = n = 1
Dans ITER, on pre´voit que la pe´riode des dents de scie sera beaucoup plus longue
que le temps de confinement de l’e´nergie (τdds ≈ 50s). Le temps de relaxation de la
pression apre`s chaque crash devrait, lui, eˆtre de l’ordre de la seconde. Pour essayer de
se rapprocher de ces conditions, on a fait tourner un cas avec les meˆmes parame`tres
que celui ou` on a observe´ une reconnection acce´le´re´e : S = 107, βp1 = 0.22, profil high
shear, effets diamagne´tiques, mais en prenant χ⊥ S = 300 et non la valeur standard,
30. On diminue ainsi le temps de diffusion perpendiculaire, et donc le temps de
relaxation de la pression apre`s chaque crash. Apre`s rescaling avec les parame`tres
ITER, on obtient un plasma avec un temps de confinement de 3 s et un temps re´sistif
τη = 10
3s. La simulation aboutit a` un e´tat stationnaire avec he´licite´ m = n = 1 dans
le cœur du plasma. Ce re´sultat est bien suˆr pre´liminaire.
3.5 Conclusion
Apre`s avoir expose´ les principales caracte´ristiques du code bi-fluide non-line´aire
dynamique XTOR-2F, nous avons pre´sente´ une e´tude nume´rique de la dynamique
du kink interne dans des plasmas de tokamaks ohmiques. Nous avons montre´ les
premie`res simulations, a` notre connaissance, en re´gime ηχMHD, puis en re´gime dia-
magne´tique, sur des temps suffisamment longs pour que la dynamique des oscilla-
tions soit stable (∼ 106 τA). Notre re´sultat principal est d’avoir mis a` jour deux
re´gimes stables se´pare´s : un re´gime d’oscillations pe´riodiques et un re´gime station-
naire he´lico¨ıdal sature´. Le syste`me est gouverne´ par une compe´tition entre termes
de sources et croissance d’un kink interne low shear, qui e´vacue la pression vers
l’exte´rieur. Les facteurs acce´le´rant l’instabilite´ (e.g., une augmentation de χ⊥ ou de
βp1) de´calent le syste`me vers l’e´tat sature´. En revanche, les effets stabilisants (ω
∗)
favorisent le re´gime oscillant, ce qui nous a permis de retrouver un re´gime proche
des dents de scie pour des parame`tres similaires a` ceux d’une de´charge ohmique dans
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JET.
Le re´gime oscillant est atteint quand les termes de sources forcent le plasma a`
repasser sous le seuil q = 1 plus vite que le kink ne se de´veloppe. La dynamique
du re´gime oscillant en re´gime diamagne´tique devient semblable a` celle des dents
de scie, avec notamment des oscillations post- et pre´curseurs, et un temps de crash
sensiblement re´duit, a` cause d’une brusque acce´le´ration de la croissance du kink juste
avant le crash. Le re´gime he´licoidal sature´ est associe´ a` une cellule de convection et
une couche de reconnection, qui e´vacuent en permanence la pression et le courant
introduits au cœur du plasma par les sources. Le profil de courant n’a jamais le
temps de relaxer, et q reste proche de 1 tout au long du cycle. Des e´tats similaires
ont e´te´ observe´s, notamment sur NSTX et TCV (cf. [63] et [62]). Il serait inte´ressant
de mener une comparaison expe´rimentale pousse´e, pour de´terminer s’il s’agit bien de
l’e´tat pre´dit par nos simulations.
De tels re´sultats, avec les effets diamagne´tiques, permettent d’envisager une e´tude
avec un code hybride, qui devrait montrer les effets connus des particules chaudes
sur les dents de scie : transition en fishbones, stabilisation de la rampe et apparition
de dents de scie monstres.
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Deuxie`me partie
Contribution au de´veloppement de
XTOR-K
67
4 XTOR-K : un code hybride MHD/PIC « full-f,
full orbit »
Dans ce chapitre, nous de´finissons les caracte´ristiques du code hybride XTOR-K,
en le comparant aux autres codes hybrides existants. La robustesse du solveur MHD
implicite nous permet de choisir une repre´sentation comple`te des particules : leur
mouvement est inte´gre´ exactement par un code PIC. Un sous-pas de temps particu-
laire apparaˆıt alors, ce qui alourdit le temps de calcul, mais notre sche´ma de couplage
fait porter l’essentiel des ite´rations sur le solveur Newton-Krylov. La structure du
sche´ma permet d’effectuer une paralle´lisation massive de la partie cine´tique.
Nous rappelons les proble´matiques physiques concerne´es (physique des ions chauds)
et le mode`le choisi dans XTOR-K : MHD et inte´gration comple`te des orbites des par-
ticules cine´tiques en Particle-In-Cell. Ces mode`les font d’XTOR-K un code hybride
original, en particulier a` cause de l’absence d’hypothe`se de type δf sur la distribution
des particules. Ensuite, nous de´taillons l’algorithme de couplage utilise´, qui repose
sur une me´thode de Newton-Krylov/Picard, et qui pre´sente une asyme´trie tempo-
relle, a` cause de l’apparition d’un sous-pas de temps pour l’inte´gration des orbites
des particules. Le solveur MHD Newton-Krylov implicite, qui est robuste et efficace,
assure l’essentiel des ite´rations, tandis que l’avance´e des particules, qui prend la ma-
jorite´ du temps de calcul, est faite au maximum 3 a` 5 fois. Pour qu’une telle me´thode
de Picard soit viable, il faut que les ite´rations de Picard se comportent bien (i.e.,
que leur facteur d’amplification soit strictement infe´rieur a` 1) pour les modes MHD
fondamentaux ; c’est ce que nous ve´rifions par un calcul semi-qualitatif.
4.1 Inte´gration d’une population cine´tique dans un code MHD
Les codes hybrides MHD-cine´tiques sont apparus a` partir des anne´es 1990. Ces
codes sont inte´ressants dans le domaine des plasmas thermonucle´aires comme dans
celui des plasmas astrophysiques (cf. [64]). Le principe est d’explorer l’influence des
e´chelles de temps et longueurs microscopiques sur le comportement macroscopique
et au long terme du plasma. Un code hybride est donc par de´finition multi-e´chelles.
Les ordres de grandeurs « microscopiques » et « macroscopiques » de´pendent du
type de plasma concerne´.
Parce que les e´chelles concerne´es diffe`rent de plusieurs ordres de grandeurs, elles
sont ge´ne´ralement traite´es par des mode`les physiques inde´pendants. Le but d’un code
nume´rique hybride est de re´aliser le couplage de ces mode`les. Un tel code contient
donc deux parties largement inde´pendantes, qui doivent converger de fac¸on self-
consistante.
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4.1.1 Physique des ions rapides dans un tokamaks
Dans le cas des plasmas de fusion, la MHD donne une bonne description des
phe´nome`nes au-dessus du temps caracte´ristique τA et de l’e´chelle de longueur a.
L’e´chelle microscopique est celle du mouvement cyclotronique des particules ; les
effets associe´s sont dits « de rayon de Larmor fini ». Leur influence sur la MHD est
vaste et bien documente´e, particulie`rement pour les particules chaudes. Ces particules
peuvent eˆtre des ions chauffe´s par re´sonance cyclotronique ionique (T ∼ 100 keV - 1
MeV), des neutres injecte´s pour chauffer le plasma (T ∼ 1 MeV), ou des α issus de
la fusion (T = 3.5 MeV).
Le confinement de ces particules doit eˆtre controˆle´ pour assurer qu’elles aient
le temps de transfe´rer leur e´nergie au plasma ; de plus, la perte de ces particules
peut causer des dommages sur la paroi. Au-dela` du simple chauffage, ces particules
peuvent servir pour controˆler les profils de courant, tempe´rature, etc du plasma, et
e´viter le de´veloppement d’instabilite´s. La maˆıtrise de leur transport est donc une
proble´matique cle´ pour le de´veloppement des tokamaks. L’importance des particules
chaudes est appele´e a` grandir au fur et a` mesure que les α de fusion sont plus
nombreux dans les machines ; dans ITER, le chauffage duˆ aux α est cense´ eˆtre la
principale source d’e´nergie du plasma.
Sur le plan the´orique comme expe´rimental, la physique des particules chaudes
dans les tokamaks a fait l’objet de nombreux travaux, allant de l’extraction des
cendres aux instabilite´s d’Alfve´n collectives cause´es par ces particules, les re´sonances
pre´cessionnelles avec les kink internes (entraˆınant l’apparition des fishbones), a` l’al-
longement de la pe´riode des dents de scie. Ces modes peuvent cre´er un transport
anormal de particules chaudes et conduire a` des pertes inacceptables pour un re´acteur
a` fusion. La richesse des inte´ractions entre particules chaudes et phe´nome`nes MHD
a conduit plusieurs e´quipes a` faire e´voluer les codes MHD existant vers des codes
hybrides.
Le principe de tout code hybride est de diviser le plasma en deux fractions (ou
populations). La premie`re, qui contient les particules dites thermiques, est mode´lise´e
par la MHD, selon l’algorithme pre´-existant. La seconde (qu’on appellera fraction
particulaire ou cine´tique) repre´sente les particules simule´es par un mode`le non-MHD.
La structure du code hybride est de´termine´e par la fac¸on dont les deux fractions sont
couple´es et par le choix du mode`le physique pour la partie particulaire. Des codes
hybrides ont e´te´ de´veloppe´s aussi bien a` partir de codes d’e´quilibre que de codes
dynamiques.
Les champs e´lectromagne´tiques fournis par la partie MHD servent de sources a`
la partie particulaire pour de´terminer l’e´volution de la fonction de distribution des
particules chaudes. Pour obtenir un mode`le self-consistant, il faut alors choisir une
re´tro-action des particules chaudes sur le plasma thermique. Le couplage peut eˆtre
fait par deux moments de la distribution de rapides : le courant ou la pression. Dans
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le mode`le MHD, le courant n’apparaˆıt pas comme variable principale (il est lie´ a`
B et v par les e´quations de Maxwell) ; on choisit donc le tenseur de pression des
particules, Πk. Il apparaˆıt comme un terme de source dans l’e´quation MHD sur la
vitesse :
ρ
dv
dt
= J×B−∇p−∇ ·Πk
La pression p est due a` la partie thermique du plasma. Le tenseur de pression
particulaire est issu du mode`le cine´tique.
4.1.2 Mode`les cine´tiques et hypothe`se δf
Les codes hybrides existant utilisent des mode`les cine´tiques varie´s pour faire
e´voluer la fonction de distribution des particules chaudes. On peut utiliser l’e´quation
de Vlasov, une e´quation gyro-cine´tique, une e´quation drift-cine´tique, ou l’e´quation
de Lorentz comple`te si on choisit un algorithme de type PIC. Citons les codes NIM-
ROD (drift-cine´tique ou Lorentz), cf. [65], ou M3D-K (Vlasov ou gyrocine´tique),
cf. [66]. Ces codes reposent sur l’hypothe`se : nh ≪ nc, βh ∼ βc, ce qui pre´serve la
quasi-neutralite´. Les indices h se rapportent a` la fraction cine´tique, et c au plasma
thermique. Cette hypothe`se permet l’utilisation d’une me´thode de type δf : la fonc-
tion de distribution des particules chaudes est de´compose´e en
f(t) = f0 + δf
Ou` f0 est suppose´e connue. L’e´volution de la fonction de distribution se fait
uniquement sur δf ≪ f0. Cette me´thode permet de re´duire fortement le bruit sur le
tenseur de pression cine´tique, puisque la partie principale du tenseur est constante.
Le tenseur de pression est suppose´ isotrope, et le champ e´lectrique paralle`le est pris
nul.
Cette de´marche ne serait pas cohe´rente avec le code XTOR-2F : on ne fait nulle
part d’hypothe`se δf , les champs sont avance´s « en entier » a` chaque pas de temps.
De plus, l’utilisation d’un mode`le gyro-cine´tique ou Vlasov rend le calcul du tenseur
de pression complique´.
Au lieu de c¸a, on choisit un code PIC (Particle-In-Cell) pour la partie hybride, et
on inte`gre exactement la trajectoire de toutes les particules de la population cine´tique
a` partir de l’e´quation de Newton-Lorentz. L’inte´gration nume´rique de cette e´quation
est un proble`me connu et analytiquement simple. Le calcul du tenseur de pression se
rame`ne a` une somme des contributions des particules. On ne fait aucune hypothe`se
sur la taille de population particulaire, la forme du tenseur de pression, ou le champ
e´lectrique. De plus, on prend automatiquement en compte tous les effets de type
rayon de Larmor fini, qui sont particulie`rement importants a` haute tempe´rature,
puisqu’on re´soud exactement le mouvement.
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La richesse de la physique prise en compte dans un tel mode`le « full-f, full orbits »
a des contreparties nume´riques ne´gatives. Le temps de calcul de la partie particu-
laire devient dominant devant la partie MHD, ne´cessitant une paralle´lisation des
particules. L’algorithme de couplage doit eˆtre choisi en tenant compte de ce fait.
4.2 Algorithme de couplage pour XTOR-K
4.2.1 Sche´ma Newton-Krylov/Picard et asyme´trie temporelle
On choisit une me´thode de Newton-Krylov/Picard pour obtenir une solution self-
consistante a` chaque pas de temps fluide. Au de´but du pas de temps tn, on dispose
des champs fluides vn,Bn et pn (regroupe´s dans le vecteur xn), ainsi que du tenseur
de pression particulaire Πn. La me´thode de Picard est une me´thode ite´rative ; la ieme
ite´ration se de´roule de la fac¸on suivante :
– on cherche les champs xn+1, et l’avance´e des particules dans un champ (E,B)
interpole´ entre entre tn et tn+1. Le tenseur de pression qui couple les deux est
interpole´ entre tn et tn+1.
– on fait avancer les champs fluides avec le solveur Newton-Krylov implicite, se-
lon le mode`le MHD. La pression particulaire Πn+1;i apparaˆıt comme un terme
de source par l’interme´diaire de sa divergence dans l’e´quation sur v. Lors de
la premie`re ite´ration, Πn+1;0 est initialise´ par extrapolation a` partir de Πn et
Πn−1. On obtient les champs fluides xn+1;i, repre´sentant les champs au temps
tn+1. L’index i est celui de l’ite´ration de Picard, l’index n celui du pas de temps.
L’index n seul marque les solutions obtenues apre`s convergence de l’algorithme
au temps tn.
– on utilise ensuite les champs fluides obtenus, Bn+1;i et En+1;i, pour inte´grer les
trajectoires des particules sur un pas de temps fluide. Comme nous avons choisi
une repre´sentation en orbites comple`tes, l’inte´gration de la trajectoire des par-
ticules se fait sur un pas de temps particulaire δt infe´rieur au pas de temps
fluide ∆t (δt/∆t ∼ τc/τA ∼ 100 − 1000). L’avance´e des particules est donc
constitue´e d’ite´rations successives sur un grand nombre de sous-pas de temps
e´gaux a` δt. Les champs fluides sont interpole´s a` chaque sous-pas de temps a`
partir des champs xn et xn+1;i. Ce point est un particularite´ du code XTOR-
K : les autres codes hybrides utilisent ge´ne´ralement des me´thodes cine´tiques,
et ont des pas de temps e´gaux pour les deux mode`les, MHD et cine´tique. Les
conditions initiales sont fournies par les vitesses et positions des particules au
de´but du pas de temps : rnk et v
n
k .
– les positions et vitesses des particules obtenus permettent de caculer le tenseur
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de pression particulaire Πn+1;i+1, qui repre´sente ce champ au temps tn+1. On
passe a` l’ite´ration i + 1 en reprenant depuis la premie`re e´tape, le terme de
source e´tant maintenant Πn+1;i+1.
On conside`re que la me´thode converge si l’incre´ment des champs fluides ‖xi −
xi‖ ≡ ‖δxi‖ est en-dessous d’un seuil a` choisir apre`s l’avance´e MHD.
Le sche´ma d’un pas de temps fluide s’e´crit donc symboliquement :
vj − vn
∆t
= Fv
(
vj + vn
2
,
Bj +Bn
2
,
pj + pn
2
)
+ F˜vp
(
Πj +Πn
2
)
Bj −Bn
∆t
= FB
(
vj + vn
2
)
pj + pn
∆t
= Fp
(
vj + vn
2
)
Πj = K(xj−1,xn; {rnk ,vnk})
Ou` pour plus de simplicite´, on a omis l’indice n + 1 : on a e´crit xj au lieu
de xn+1;j. La variable pj repre´sente la pression d’une population fluide, en parti-
culier, celle des e´lectrons. L’ope´rateur K de´pend du mode`le cine´tique choisi. Dans
notre cas, a` chaque pas de temps fluide, cet ope´rateur inte`gre le mouvement des
particules sur des sous-pas de temps successifs, en interpolant les champs a` chaque
sous-pas de temps x a` partir de xn, la valeur en tn, et xj−1, la valeur en tn+1 calcule´e
a` l’ite´ration pre´ce´dente j − 1. Les variables rnk ,vnk sont les conditions initiales de
cette inte´gration. Les ope´rateurs F sont ceux qui ont e´te´ utilise´s dans les chapitres
pre´ce´dents. L’ope´rateur F˜pv est diffe´rent de F
p
v (cf. chapitre 3) parce qu’il prend la
divergence d’un tenseur et non le gradient d’un scalaire.
On a re´sume´ le de´roulement d’un pas de temps sur le sche´ma suivant :
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in : Π0
1
3
4
2
rnk ,v
n
k
Πi
ri+1k ,v
i+1
k
xn
xi
Πi+1
i← i+ 1
‖δxi‖ 6 ǫ ?
oui
out : x
i → xn+1
Πi → Πn+1
1
: avance´e MHD (Newton-Krylov)
3
: avance´es cine´tiques successives (sous-pas de temps)
4
: boucle de Picard
Les particularite´s de cette me´thode me´ritent d’eˆtre note´es. Le but de l’algorithme
est de faire un nombre faible d’ite´rations de Picard (typiquement 3) ; on autorise un
nombre plus grand d’ite´rations de Newton-Krylov (plusieurs dizaines). L’e´tape de
l’avance´e des particules prenant un temps proportionnel au nombre de particules
charge´es, il est logique de chercher a` minimiser les ite´rations de Picard. Pour fonc-
tionner de cette fac¸on, il faut que le sche´ma de Picard se comporte bien (i.e., converge
rapidement) : il faut que l’incre´ment des champs a` chaque avance´e fluide diminue
de fac¸on monotone d’ite´ration en ite´ration de Picard. Autrement dit, il faut montrer
que le proble`me re´solu par Picard soit contractant. C’est ce qu’on montre par un
calcul semi-qualitatif dans la section suivante. On peut alors utiliser une condition
de sortie brutale pour passer au pas de temps suivant avec la certitude de faire a`
chaque pas de temps peu d’ite´rations de Picard. Au contraire, le solveur Newton-
Krylov converge de fac¸on non ne´cessairement monotone, mais meˆme de nombreuses
ite´rations ne prennent pas un temps de calcul prohibitif.
Cette forte asyme´trie nume´rique entre partie cine´tique et partie MHD est par-
ticulie`re au code XTOR-K. Dans les autres codes hybrides que nous avons cite´, elle
se manifeste par le choix d’une me´thode δf , ce qui implique que la majeure partie
de la population cine´tique reste proche d’un e´quilibre. Dans le cas d’XTOR-K, on a
depuis le de´but rejete´ le principe d’une me´thode δf ; le prix a` payer est l’apparition
d’un sous-pas de temps particulaire, qui de´multiplie les ope´rations a` effectuer pour
l’avance´e des particules. Le principe de l’algorithme de couplage est alors de limiter
au maximum les ite´rations impliquant cette avance´e, de fac¸on a` garder des temps de
calculs corrects.
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Les codes hybrides qui n’utilisent pas de sous-pas de temps particulaire effec-
tuent un plus grand nombre d’ite´rations pour converger de fac¸on self-consistante. Les
champs MHD et le tenseur de pression particulaire doivent eˆtre transmis a` chaque
ite´ration entre la partie MHD et la partie cine´tique du code. Si on envisage une pa-
ralle´lisation de la partie cine´tique, pour pouvoir augmenter le nombre de particules,
l’e´tape de transfert peut alors devenir la plus importante en termes de temps de cal-
cul. Inversement, dans notre cas, les parties fluides et cine´tiques du code n’e´changent
d’informations qu’au de´but et a` la fin de chaque ite´ration de Picard. Par conse´quent,
on peut paralle´liser massivement l’avance´e des particules sur l’ensemble des pas de
temps particulaires, une fois les champs fluides transmis au de´but de l’ite´ration.
4.2.2 Condition suffisante de stabilite´ line´aire
Pour e´tudier la stabilite´ line´aire du sche´ma hybride, on commence par simuler
la partie particulaire de la pression par l’ope´rateur Lp, c’est-a`-dire qu’on traite en
fait les particules comme un fluide magne´tohydrodynamique, en traitant la partie
magne´tique par le solveur Newton-Krylov, et la pression par Picard, comme expli-
cite´ ci-dessous. Cette manipulation n’a pas d’inte´reˆt algorithmique, mais elle permet
d’obtenir une bonne ide´e du comportement du sche´ma. A` chaque ite´ration de Picard,
les champs de vitesse et magne´tique sont d’abord traite´s ensemble, implicitement,
puis la pression est avance´e explicitement.
Expression du facteur d’amplification du sche´ma
A` la i eme ite´ration de Picard, le sche´ma nume´rique line´arise´ s’e´crit :
vj − vn
∆t
= LBv
(
Bj +Bn
2
)
+ Lpv
(
pj + pn
2
)
Bj −Bn
∆t
= LB
(
vj + vn
2
)
pj + pn
∆t
= Lp
(
vj−1 + vn
2
)
L’indice n correspond aux champs au temps tn, et reste constant au cours des
ite´rations de Picard, de´note´es par l’indice j. Les champs xj repre´sentent les champs
au temps tn+1 calcule´es a` la jeme ite´ration de Picard. Lorsque la condition de conver-
gence est atteinte, i.e. :
‖xj − xj−1‖ < ǫ ,
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le champs xj devient le xn+1, et on passe au pas de temps suivant. On a laisse´ de
coˆte´ la viscosite´, et on conside`re que toute la pression est issue de la partie particulaire
du code ; dans la pratique, une fraction de la pression est issue du code MHD.
Contrairement au sche´ma implicite, les champs ne sont plus tous traite´s de la
meˆme fac¸on, par conse´quent, on doit travailler avec le syste`me d’e´quations complet.
De plus, le syste`me n’est plus diagonal pour les modes MHD, ce qui oblige a` conside´rer
les modes se´pare´ment (shear Alfve´n, magne´tosonore lente et rapide).
Les e´quations sur B et p peuvent s’e´crire :
Bj = Bn +∆t LB
(
vj + vn
2
)
pj = pn +∆t Lp
(
vj−1 + vn
2
)
En substituant dans l’e´quation sur v, on obtient :
vj − vn
∆t
= LBv
(
Bn +∆t LB
(
vj + vn
4
))
+ Lpv
(
pn +∆t Lp
(
vj−1 + vn
4
))
En regroupant les termes, on arrive a` une forme plus compacte :
(
1− ∆t
2
4
LBv LB
)
(vj − vn) = S + ∆t
2
4
LpvLp(v
j−1 − vn)
Avec :
S = ∆t LBv
(
Bn +
∆t
2
LB(v
n)
)
+∆t Lpv
(
pn +
∆t
2
LB(v
n)
)
Le terme S est constant d’une ite´ration de Picard a` la suivante. Par conse´quent,
lorsqu’on soustrait l’e´quation a` l’ite´ration i a` l’e´quation a` i + 1, ce terme disparaˆıt,
ainsi que tous les termes en xn, et on obtient :
(
1− ∆t
2
4
LBv LB
)
(vj+1 − vj) = ∆t
2
4
LpvLp(v
j − vj−1) (34)
Autrement dit, le facteur d’amplification du sche´ma est e´gal a` la norme du rapport
des ope´rateurs ∆t2/4LpvLp et (1 − ∆t2 LBv LB/4) applique´s aux modes physiques.
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L’ope´rateur LBv LB est l’ope´rateur MHD auto-adjoint du deuxie`me ordre
32 ; les modes
physiques sont donc ses vecteurs propres, et les valeurs propres associe´es sont connues
(ce sont les fre´quences fournies par les relations de dispersion classiques, cf e.g. [1],
p. 235). L’action de l’ope´rateur LpvLp est moins simple. L
p
v contenant un gradient et
Lp contenant une divergence, l’ope´rateur L
p
vLp peut agir comme un laplacien, qui
menacerait de faire diverger le sche´ma.
Estimation du facteur d’amplification par de´composition spectrale de LBv LB
Soit |vα〉 un vecteur propre norme´33 de cet ope´rateur, associe´ a` la valeur propre34
ω2α. On note le transpose´ de son conjugue´ 〈vα|, avec 〈vα|vα〉 = 1. Avec ces notations,
on e´crit formellement le rapport des ope´rateurs (1−∆t2LBv LB/4)−1∆t2/4LpvLp, ap-
plique´ au mode |vα〉. En utilisant le fait que (LBv LB) est auto-adjoint, on trouve
que :
〈vα|(1− ∆t
2
4
LBv LB)
−1∆t
2
4
LpvLp|vα〉 =
∆t2
4
〈vα|LpvLp|vα〉
1 + 1
4
ω2α∆t
2
(35)
Et la condition suffisante de stabilite´ devient :
∆t2
4
〈vα|LpvLp|vα〉
1 + 1
4
ω2α∆t
2
< 1 pour tout vecteur propre vα. (36)
4.2.3 Comportement pour les modes MHD fondamentaux
Le sche´ma nume´rique n’e´tant pas diagonal pour les modes, le rapport doit eˆtre
e´value´ se´pare´ment pour les trois modes MHD de base.
Ondes magne´tosonores rapides
Les ondes magne´tosonores rapides se traduisent par une compression du champ
magne´tique et de la densite´ (i.e., ∇·v est non nul), avec ωα > ωA (ωA est la fre´quence
d’Alfve´n). A` faible β, l’onde se re´duit a` une onde compressionnelle transverse, et la
pulsation tend vers ωA.
Dans ce cas, les ope´rateurs LpvLp et L
B
v LB se rame`nent a` des laplaciens :
∆t2
4
LpvLp ∼
∆t2
4
Γp0∆ et
∆t2
4
LBv LB ∼ B20
∆t2
4
∆
32Pour simpliﬁer, on a omis la pression dans l’ope´rateur MHD.
33Pour la norme usuelle, ‖v‖ = 〈v|v〉 ≡ ∫ v∗ · v dr.
34Notons que le spectre de l’ope´rateur MHD est continu dans le domaine des shear Alfve´n, mais
il est discret pour l’ope´rateur nume´rique, ce qui nous permet de faire le calcul avec les notations
habituelles.
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De sorte que le facteur d’amplification du sche´ma peut s’e´crire :
〈vα|(1− ∆t
2
4
LBv LB)
−1∆t
2
4
LpvLp|vα〉 ∼
∣∣∣∣∣ ∆t
2
4
Γp0k
2
1 +B20k
2 ∆t2
4
∣∣∣∣∣ ∼ β
Comme β ≪ 1 dans nos cas, on est bien stable.
Dans ce cas, le laplacien contenu dans LpvLp est compense´ par celui qui sort de
LBv LB. Cela refle`te le fait qu’a` faible β, la compression du champ magne´tique est
dominante devant celle de la pression. Le sche´ma est donc tre`s contractant sur les
ondes magne´tosonores rapides.
Ondes magne´tosonores lentes
Dans ce cas, on a a` nouveau compression de la densite´ et du champ, mais avec ωα <
ωA. A` faible β, l’onde se rame`ne a` une onde sonore dans la direction paralle`le a` B : la
compression de la densite´ est dominante. Dans ce cas, l’ope´rateur LBv LB applique´ au
mode tend vers 0, puisque la perturbation magne´tique devient ne´gligeable. On doit
alors conside´rer un sche´ma nume´rique le´ge`rement diffe´rent, avec la pression divise´e
en deux parties, une traite´e en implicite avec v et B et l’autre traite´e traite´e a` part
pour repre´senter la pression particulaire. La fraction de pression particulaire pk est
note´e δk. et la sche´ma complet s’e´crit :
vj − vn
∆t
= LBv
(
Bj +Bn
2
)
+ (1− δk)Lpv
(
pj + pn
2
)
+ δkL
p
v
(
pjk + p
n
2
)
Bj −Bn
∆t
= LB
(
vj + vn
2
)
pj + pn
∆t
= Lp
(
vj + vn
2
)
pjk + p
n
∆t
= Lp
(
vj−1 + vn
2
)
L’e´quation 34 devient :
(
1− ∆t
2
4
(LBv LB + (1− δk)LpvLp)
)
(vj+1 − vj) = δk∆t
2
4
LpvLp(v
j − vj−1)(37)
On voit que le terme de gauche est en fait une somme d’ope´rateurs ; l’ope´rateur
duˆ a` la pression est bien nul quand δk = 1, ce qui correspond au cas e´tudie´ jusqu’ici.
Quand l’ope´rateur LBv LB s’annule, il devient ne´cessaire d’inclure le second terme.
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Les deux coˆte´s de l’e´quation contiennent le meˆme ope´rateur LpvLp ; applique´ a`
une onde sonore, il fait apparaˆıtre la valeur propre ω2α = (k‖vs)
2, ou` vs ≡ (Γp0)1/2
est la vitesse du son (on pose ρ0 = 1). Le facteur d’amplification est donc :
λ =
δkΓp0k
2
‖∆t
2/4
1 + (1− δk)Γp0k2‖∆t2/4
=
δkx
1 + (1− δk)x
Ou` on a pose´ x = Γp0k
2
‖∆t
2/4. On a alors :
δkx
1 + (1− δkx) < 1⇐⇒ x(2δk − 1) < 1
Par conse´quent, le sche´ma est stable si δk < 1/2 (car x > 0), et sinon, l’ine´galite´
(2δk − 1)Γp0k2‖
∆t2
4
< 1
est une condition suffisante de stabilite´.
On a ve´rifie´ qualitativement cette condition en modifiant XTOR-K selon le sche´ma
nume´rique montre´ sur la page pre´ce´dente, et en e´tudiant sa convergence dans l’espace
de parame`tres (δk,∆t). Les re´sultats sont pre´sente´s sur la figure 17.
Pour obtenir une condition nume´rique sur ∆t, on maximise les parame`tres :
δk,max = 1, k‖max = mmax/R, ou` mmax est le nombre de modes polo¨ıdaux si-
mule´s et ǫ la taille du maillage. Cette e´galite´ vient du fait que : k‖ = k · B/B ∼
(Bφn/R+Bθm/r)/B ∼ (n+m/q)/R, en prenant q ∼ 1 et mmax≫ nmax. Notons
que dans le domaine non-line´aire, une onde sonore pourrait avoir une limite plus
faible en k‖, ce qui rendrait le sche´ma plus stable.
On obtient finalement :
∆t <
2R
mmax
1
(Γp0)1/2
Dans nos unite´s, p0/R
2 ∼ p0/A2 ∼ β, et on e´crit finalement la condition :
∆t .
2
mmax
1√
β
∼ 1
La figure 17 montre un bon accord entre le comportement pre´vu et le test
nume´rique, pour δk ∼ 1/2 et quand ∆t tend asymptotiquement vers 1. Le sche´ma
est toujours stable si δk < 1/2 est peut eˆtre stable si δk > 1/2 et ∆t n’est pas trop
important (la valeur critique est de l’ordre de 1, ce qui correspond au pas de temps
utilise´ par XTOR-2F en re´gime faiblement non-line´aire).
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Fig. 17 – Test de convergence du sche´ma hybride en δk,∆t. Les cas convergents sont
marque´s en bleu, les cas divergents en rouge. La courbe verte est proportionnelle a`
(δk − 0.5)−1/2.
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Ondes shear Alfve´n
Dans le cas des shear Alfve´n, la branche de la relation de dispersion concerne´e
permet d’avoir ωα → 0, c’est-a`-dire 〈vα|LBv LB|vα〉 → 1. Pour avoir la condition la
plus stricte, on conside`re la limite LBv LB = 1. Reste a` e´valuer 〈vα|LpvLp|vα〉.
Pour une onde shear Alfve´n, on peut utiliser la repre´sentation suivante pour les
vitesses :
vα = b×∇Φ
Ou` b ≡ B/B. On a alors :
(LpvLp)|vα〉 = ∇(vα · ∇p0 + Γp0∇ · vα)
= ∇(vα · ∇p0 + Γp0∇Φ · (∇× b))
= ∇(vα · ∇p0 + Γp0∇Φ ·K)
Ou` K = ∇× b est lie´ a` la courbure du champ, et est de l’ordre de 1/R.
On e´crit alors35 :
〈vα|LpvLp|vα〉 =
∫
v∗α · ∇(vα · ∇p0 + Γp0K · ∇Φ)
Par inte´gration par parties, en e´liminant le terme de bord qui est nul pour des
raisons de continuite´, on obtient :
〈vα|LpvLp|vα〉 =
∫
(∇ · v∗α)(v · ∇p0 + Γp0K · ∇Φ)
=
∫
(K · ∇Φ)(v · ∇p0 + Γp0K · ∇Φ)
6 (ΓK2maxp0,max +Kmax(∇p0)max)
∫
‖∇Φ‖ = (ΓK2maxp0,max +Kmax(∇p0)max)
En notant qualitativement que K ∼ 1/R et que p0 ∼ βp/r, aux constantes pre`s,
on constate que la relation ci-dessus laisse une certaine marge de manœuvre pour
ve´rifier la condition de stabilite´ qu’on avait e´nonce´e. En pratique une relation du
type ∆t . β
−1/2
p suffit a` avoir une bonne stabilite´.
Cette estimation est qualitative. On pourrait essayer de trouver des valeurs nume´riques
plus pre´cises, mais notre de´marche ici est plutoˆt d’e´tablir quelles sont les conditions
de stabilite´ qui sont dominantes. Nume´riquement, un test de convergence analogue
35On suppose le vecteur |vα〉 norme´, pour plus de simplicite´.
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au pre´ce´dent en δk, ∆t (0.1 ≤ δk ≤ 0.9 , 2 ≤ ∆t ≤ 12 mene´ en posant Γ = 0 a
montre´ que le sche´ma e´tait toujours stable dans cette plage de parame`tres. Poser
Γ = 0 revient a` e´liminer les ondes sonores sans toucher aux shear Alfve´n (puisque
p1 = 0 pour les shear Alfve´n de toute fac¸on). La stabilite´ du sche´ma prouve que ce
sont les ondes sonores qui fournissent le crite`re de stabilite´ limitant.
Les re´sultats obtenus sont donc encourageants. De plus, dans le cas ou` la partie
particulaire est traite´e avec un vrai mode`le cine´tique (et non fluide comme pour ces
tests), la compressibilite´ (le terme en Γ) ne se comporte pas comme un ope´rateur
raide. La dynamique des particules e´tant libre dans la direction paralle`le au champ,
il ne s’agit pas d’une dynamique de diffusion collisionnelle, et la pression particulaire
ne se comporte pas comme un Γ∇·v habituel. Au lieu de c¸a, le mouvement paralle`le
est amorti par me´lange de phase.
4.3 Conclusion
Les particules rapides jouent un roˆle majeur dans les tokamaks : chauffage,
controˆle des profils de courant et de la stabilite´ du plasma. Elles sont cre´e´es par
le chauffage par ondes, l’injection de neutres, ou par la re´action de fusion. Elles
donnent lieu a` de nouvelles instabilite´s (fishbones, TAEs) qui peuvent cre´er lieu a` un
transport anormal.
XTOR-K utilise un algorithme PIC pour re´soudre exactement le mouvement des
particules chaudes en inte´grant l’e´quation de Newton-Lorentz sur toute la distribu-
tion des particules chaudes. L’absence d’hypothe`se de type drift ou gyro-cine´tique et
de type δf , rend cette me´thode plus couˆteuse que dans les autres codes hybrides exis-
tants, mais elle permet de prendre en compte tous les effets de rayon de Larmor fini et
de traiter une fraction importante du plasma en cine´tique. L’algorithme de couplage
choisi, reposant sur la me´thode de Newton-Krylov/Picard, permet de transfe´rer la
majorite´ des ite´rations sur le solveur MHD Newton-Krylov, qui est tre`s robuste. Les
transferts de donne´es entre les deux parties du code sont minimise´s et la partie parti-
culaire se paralle´lise naturellement. L’e´tude de la stabilite´ line´aire du sche´ma assure
qu’une condition de convergence simple sera atteinte en peu d’ite´rations de Picard.
Dans une e´tude fluide du sche´ma Newton-Krylov/Picard, la condition de stabilite´ la
plus restrictive (sur ∆t et δk) est due aux ondes sonores, a` cause du terme en Γ∇·v,
qui introduit un laplacien. Cependant, la dynamique paralle`le des particules n’est
pas gouverne´e par les collisions mais par le me´lange de phase ; l’ope´rateur obtenu est
moins raide et le sche´ma plus stable.
81
5 Inte´gration nume´rique des trajectoires
Dans ce chapitre nous pre´sentons l’algorithme utilise´ pour inte´grer l’e´quation
du mouvement pour chaque particule : la me´thode de Boris. Cet algorithme (le
« pousseur ») sera appele´ un tre`s grand nombre de fois pendant une simulation ; il
doit donc eˆtre optimise´ pour re´duire au maximum le temps de calcul.
On commence par pre´senter la me´thode de Boris, en toute ge´ne´ralite´, puis adapte´e
en ge´ome´trie torique. Il s’agit d’un sche´ma leap-frog, ce qui assure des bonnes pro-
prie´te´s de stabilite´. Nous de´taillons ensuite l’imple´mentation dans le code : norma-
lisations, parame`tres, maillage, interpolations des champs importe´s depuis la partie
MHD. Nous faisons le compte des ope´rations e´le´mentaires ne´cessaires au pousseur ; le
faible nombre de fonctions transcendantes (interpolations de Fourier dans la direction
toro¨ıdale) assure un temps de calcul minimal ; nous e´tudions e´galement la re´partition
du temps de calcul dans chaque e´tape du pousseur. Enfin, nous caracte´risons le fonc-
tionnement du pousseur en donnant les e´cart-types des invariants du mouvement,
Ecin, µ et Pφ. Le pousseur a une tre`s bonne stabilite´, mais pour assurer une bonne
conservation des invariants sur des temps longs (plusieurs milliers de tours de tore),
on se me´nage une marge de se´curite´ sur le pas de temps (en fera en ge´ne´ral au moins
8 pas de temps par rotation cyclotronique).
5.1 Sche´ma leap-frog et me´thode de Boris
5.1.1 Algorithme de Boris
Discre´tisation de l’e´quation du mouvement
L’e´quation du mouvement que le pousseur re´sout s’e´crit :
m
dv
dt
= q(E+ v ×B) (38)
La nature du mouvement est bien connue : il s’agit d’une acce´le´ration rectiligne
dans la direction de E et d’une rotation autour de B. La rotation se fait avec une
pulsation ωc = qB/m, la pulsation cyclotronique, et un rayon de giration ρL = v⊥/ωc,
le rayon de Larmor.
Plusieurs me´thodes d’inte´gration nume´rique pour cette e´quation ont e´te´ de´veloppe´es
dans les anne´es 70, notamment par Buneman et Boris. Elles sont de´crites par exemple
dans [67], p. 58, et dans [68], p. 111. Les plus efficaces reposent sur un sche´ma de
type leap-frog :
m
vn+1/2 − vn−1/2
δt
= q(En +
vn+1/2 + vn−1/2
2
×Bn) (39)
rn+1 − rn
δt
= vn+1/2 (40)
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Avec xn±1/2 = x(tn ± δt/2). On note le pas de temps particulaire δt pour bien
le diffe´rencier du pas de temps MHD, ∆t. Ce sche´ma est centre´ en temps (i.e.
re´versible). Dans la direction perpendiculaire a` Bn, il est inconditionnellement stable
a` E nul. La partie paralle`le a la stabilite´ d’un sche´ma leap-frog classique. Il est exact
jusqu’a` l’ordre 2 en δt. A` titre de comparaison, une me´thode Runge-Kutta, meˆme
a` l’ordre 4, entraˆıne des de´rives nume´riques dues a` une accumulation d’erreurs d’un
pas de temps a` l’autre, que l’on e´vite avec le leap-frog.
On ve´rifie qu’en re´gime stationnaire (δt → ∞), la vitesse moyenne tend vers la
de´rive de champs croise´s :
vn+1/2 + vn−1/2
2
−→
δt→∞
En ×Bn
(Bn)2
(41)
Sche´ma de Boris
L’algorithme le plus utilise´ pour calculer 39 est celui propose´ par Boris, en 1970
(cf. [69], [70]). Cet algorithme se´pare les forces e´lectrique et magne´tique, puis permet
d’effectuer la rotation du vecteur v autour de B sans de´composer les vecteurs en
composantes, ce qui e´vite de devoir projeter les vecteurs sur des axes fixes a` chaque
pas de temps, et donc de calculer des sinus et des cosinus. Il traite exactement le
produit vectoriel (i.e., v et B sont perpendiculaires par construction).
Commenc¸ons par poser :
v− = vn−1/2 +
q
m
δt
2
En
v+ = vn+1/2 − q
m
δt
2
En
Cela donne en remplac¸ant dans l’e´quation 39 :
v+ − v−
δt
=
q
2m
((v+ + v−)×Bn) (42)
On peut voir facilement que la norme de v est conserve´e, i.e., v+ = v−. Le
vecteur v+ est donc l’image de v− par une rotation autour de l’axe Bn. En posant
Ω = (q/m)Bn, et Ω = ωc = ||Ω||, on peut exprimer l’angle θ de la rotation comme36 :
tan
(
θ
2
)
= Ω
δt
2
36On choisit le signe de q pour avoir θ positif et alle´ger les notations
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Soit :
θ = 2 arctan
(
Ωδt
2
)
= Ωδt
(
1− (Ωδt)
2
12
+ o(δt2)
)
La discre´tisation entraˆıne donc une erreur ǫ ∝ δt2 sur l’angle de rotation cy-
clotronique (ǫ < 1% si Ωδt < 0.35). Le rayon cyclotronique est lui aussi fausse´ :
Rc = ρL/ cos(Ωδt/2). Notons cependant qu’il est possible de rectifier cette erreur en
introduisant le facteur correctif λ dans l’e´quation 42 :
v+ − v−
δt
= λ
q
2m
((v+ + v−)×Bn)
L’angle de rotation modifie´ vaut alors tan(θ˜/2) = λΩδt/2, et il suffit de poser :
λ ≡ tan(Ωδt/2)
(Ωδt/2)
pour obtenir un angle de rotation corrige´ θ˜ = Ωδt, ce qui correspond a` la rotation
cyclotronique exacte.
Pour un champ B arbitraire, la me´thode de Boris permet de re´aliser une rotation
d’angle θ uniquement avec des ope´rations vectorielles. Cette rotation est execute´e en
deux e´tapes :
w = v− + v− × p ou` p = tan
(
θ
2
)
Bn
Bn
v+ = v− +w × q ou` q = 2
1 + p2
p
Le sche´ma ci-dessous illustre l’algorithme de rotation.
•
θ/2
hB
v−
w
v+
v− × p
w × q
84
Remarquons pour finir que l’introduction du facteur λ = tan(Ωδt/2)/(Ωδt/2)
corrige la rotation cyclotronique, mais fausse la de´rive des particules, qui diffe`re alors
de la de´rive de champs croise´s. L’e´quation 41 n’est plus vraie. Cela est inacceptable
dans le cas d’un code hybride, puisque c’est cette de´rive qui domine la dynamique
perpendiculaire de la partie MHD du plasma. Il est cependant possible de corriger
la de´rive des particules en introduisant λ en facteur devant tout le terme de droite
de l’e´quation 39. Dans ce cas, le mouvement cyclotronique et la de´rive de champs
croise´s sont conserve´s ; mais le proble`me a e´te´ de´place´ sur la dynamique paralle`le.
En effet, on a introduit un facteur λ devant le champ e´lectrique paralle`le de fac¸on
arbitraire.
Pour e´viter cela, on pre´fe`re ne pas introduire le facteur λ, et maintenir δt petit
de sorte que l’erreur sur le mouvement cyclotronique soit ne´gligeable. Notons que
dans ce cas, il n’est pas ne´cessaire d’e´valuer de tangente pour effectuer la rotation,
puisque la seule grandeur a` e´valuer est tan(θ/2), qui est comme on l’a vu e´gale a`
Ωδt/2.
5.1.2 Adaptation en ge´ome´trie torique
Syste`me de coordonne´es
L’algorithme de Boris est utilise´ en ge´ome´trie carte´sienne. L’utiliser dans une base
locale non-orthogonale, comme celle de XTOR, n’est pas cohe´rent. Cela oblige a`
calculer des sinus et des cosinus pour les produits scalaires et vectoriels, alors que
l’avantage de Boris est justement de n’utiliser que des ope´rations arithme´tiques. D’un
autre coˆte´, un maillage carte´sien complet est clairement inadapte´ a` la ge´ome´trie
tokamak.
De plus, le nombre de points de maillage dans la direction φ est ge´ne´ralement
faible (∼ 12) dans XTOR. Les mailles ont donc une grande largeur angulaire dans
la direction toro¨ıdale : interpoler les champs a` partir des valeurs aux sommets d’une
maille serait abusif. Il est plus logique de conserver la coordonne´e angulaire φ, et
d’interpoler les champs en sommant leurs composantes de Fourier en φ. Cela permet
d’utiliser le maximum d’informations. Dans les autres directions, le maillage d’XTOR
est plus resserre´, et une interpolation biline´aire est utilise´e actuellement. On peut
raffiner cette interpolation si besoin est.
Par conse´quent, on choisit un maillage carte´sien du plan polo¨ıdal, et l’angle
toro¨ıdal φ comme troisie`me coordonne´e. On obtient les coordonne´es cylindriques clas-
siques. La base locale (eR, eφ, eZ) est bien orthonormale
37. La simplicite´ du pousseur
est alors en partie compense´e par la ne´ce´ssite´ de transporter les grandeurs fluides du
maillage XTOR au nouveau maillage ; mais cette ope´ration n’est faite qu’a` chaque
pas de temps fluide, et non a` chaque pas de temps particulaire.
37Remarquons qu’XTOR utilise la base (eσ, eθ, eφ), ce qui oblige a` inverser le signe de la compo-
sante toro¨ıdale du champ avant de l’utiliser dans le pousseur.
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Pre´servation du sche´ma
Les champs E et B et la vitesse v doivent eˆtre exprime´s dans la meˆme base
(eR, eφ, eZ) lorsqu’on applique l’algorithme de Boris pour actualiser v. Cette base
de´pend de la position toroidale φ de la particule. Or la vitesse est calcule´e sur les pas
de temps demi-entiers ; a` cause du caracte`re centre´ du leap-frog, la position, elle, est
connue sur les pas de temps entiers. Les champs ne sont donc pas exprime´s dans la
meˆme base que la vitesse. Ignorer cela reviendrait a` exprimer les champs au temps
tn+1/2 dans la base locale de la particule au temps tn. La pre´cision du sche´ma serait
de´grade´e de fac¸on importante. Le sche´ma deviendrait d’ordre 1 en pre´cision, ce qui
est inacceptable. Il serait possible de corriger le proble`me en utilisant une me´thode
pre´dicteur-correcteur, comme dans [71], mais il faudrait alors interpoler les champs
deux fois plus souvent.
Le proble`me est re´solu en divisant l’avance´e des particules (l’e´quation 40) en deux
parties. Cela permet de connaˆıtre la position des particules au pas de temps demi-
entiers. Les champs et la vitesse sont alors naturellement exprime´s dans la meˆme
base locale. Pour conserver un sche´ma centre´, on effectue un « demi-push » (i.e., on
inte`gre la vitesse pour faire avancer la particule sur un demi pas de temps) avant
l’actualisation de la vitesse, et l’autre apre`s. Un pas de temps se de´compose alors en 5
e´tapes : demi-push, changement de coordonne´es de vn−1/2, re´cupe´ration des champs,
Boris, demi-push, changement de coordonne´es de vn+1/2. Le sche´ma suivant re´sume
la situation38 :
• • •
• • •
t
t
tn−1/2 t
n
tn+1/2
v
n−1/2
(n−1/2)
v
n−1/2
(n) v
n+1/2
(n)
rn−1/2 r
n
En,Bn
v
n+1/2
(n+1/2)
rn+1/21 4
2 5
3
demi-push
Boris
chang. coord.
Un sche´ma similaire a e´te´ propose´ par Cobb et Leboeuf dans [72] en 1994 pour
inte´grer les orbites des particules dans un re´acteur a` plasma cylindrique, mais il uti-
lisait un syste`me de coordonne´es carte´siennes sous-jacent ; a` chaque pas de temps,
tous les vecteurs e´taient entie`rement convertis en carte´sien, puis re-convertis en
38
x
i
(j) de´note un vecteur calcule´ au temps t
i exprime´ dans la base locale de la particule au temps
tj
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cylindrique apre`s Boris et les demi-push. En fait, il n’est pas ne´cessaire de pas-
ser en carte´sien pour appliquer Boris, la base cylindrique locale convient car elle
est orthonormale. De meˆme, on peut e´crire les demi-push localement. Cela permet
d’e´conomiser du temps de calcul.
Le sche´ma ci-dessus met en valeur le centrage de l’algorithme. On remarque
cependant qu’il peut eˆtre simplifie´ en rassemblant le demi-push qui ache`ve le pas
de temps n et celui qui commence le pas de temps n+1 en un seul push, soit a` la fin
du pas de temps n, soit au de´but du suivant. On e´conomise alors un demi-push et
un changement de coordonne´es par pas de temps. Le sche´ma obtenu est strictement
e´quivalent, et on ne perd pas la stabilite´. Cependant, il faut eˆtre bien conscient que
vitesse et position restent exprime´s a` des temps diffe´rents. Cela aura notamment son
importance quand il s’agira d’extraire la contribution d’une particule au tenseur de
pression : il faudra s’assurer d’exprimer vitesse et position au meˆme temps39.
Le push, effectue´ en de´but de pas de temps, s’e´crit (en introduisant les variables
interme´diaires x, y, et z) :
x = Rn−1 + v
n−1/2
R δt
y = v
n−1/2
φ δt
z = Zn−1 + v
n−1/2
Z δt
Rn =
√
x2 + y2
φn = φn−1 + asin(y/Rn)
Zn = z
La vitesse vn−1/2 a e´te´ calcule´e au pas de temps pre´ce´dent ; elle est exprime´e dans
la base locale de la particule au temps tn−1.
Changement de coordonne´es
Le changement de coordonne´es de la vitesse effectue´ avant Boris, qui exprime ses
composantes dans la base locale de la particule au temps tn, s’e´crit40 :
v˜
n−1/2
R =
xv
n−1/2
R + yv
n−1/2
φ
Rn+1/2
v˜
n−1/2
φ =
xv
n−1/2
φ − yvn−1/2R
Rn+1/2
39L’algorithme de Boris se´pare naturellement l’inte´gration de la vitesse en deux ; il suﬃt d’extraire
la vitesse au milieu de l’algorithme apre`s normalisation.
40le tilde marque les nouvelles composantes
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5.1.3 Stabilite´ et pre´cision
Du point de vue de la stabilite´, la partie paralle`le du sche´ma, en pre´sence d’un
champ e´lectrique, se rame`ne a` un sche´ma leap-frog classique avec une force inde´pendante
de la vitesse de la particule. Dans la direction perpendiculaire, le sche´ma est incon-
ditionnellement stable en absence de champ e´lectrique.
Du point de vue de la pre´cision, le pas de temps est limite´ par une condition du
type :
ωc dt .
2π
N
Si N = 4, cela exprime simplement le fait que quatre points sont ne´cessaires pour
mode´liser une rotation cyclotronique. La grandeur N sera de´termine´e a` partir de
tests sur le pousseur dans la suite de ce chapitre.
On pre´fe`re souvent un algorithme de type Boris a` une me´thode de Runge-Kutta,
meˆme si cette dernie`re est souvent utilise´e a` l’ordre 4, avec une meilleure pre´cision.
D’une part, cela est duˆ a` la simplicite´ du sche´ma de Boris. D’autre part, dans ce
sche´ma, l’erreur sur les invariants du mouvement ne s’accumule pas au cours du
temps. Physiquement, cela signifie que les orbites mode´lise´es n’auront pas de de´rive
nume´rique (conservation de Pφ), et qu’elles ne passeront pas de pie´ge´es a` circulantes
(ou inversement) nume´riquement (conservation de µ).
La bonne conservation des invariants du mouvement est le crite`re qui nous per-
mettra d’e´valuer le comportement du pousseur. En effet, celui-ci e´tant stable (en
l’absence de champ E), et les grandeurs caracte´ristiques des orbites e´tant petites
(rayon de Larmor...), il est difficile de juger autrement de l’exactitude d’une orbite.
La conservation doit eˆtre ve´rifie´e sur des temps longs, puisque nos particules devront
tourner pendant les temps suffisant pour qu’une instabilite´ re´sistive se de´veloppe,
soit quelques 105τa avec les valeurs de S standard de XTOR. Avec des valeurs de
plasma typiques de JET, cela donne un temps de simulation de quelques 4×106 ω−1c ,
soit au minimum 2.4 × 107δt pour des alphas. Il faut donc que les invariants soient
stables sur au moins 107 pas de temps (avec un pas de temps de l’ordre de 1/8 de la
pe´riode cyclotronique).
5.2 Imple´mentation pour XTOR
5.2.1 Unite´s et normalisation
On note les grandeurs adimensionne´es (normalise´es) avec une tilde. Apre`s ce
paragraphe, nous travaillerons toujours en unite´s normalise´es, en omettant les tildes.
Le pousseur e´tant interface´ avec XTOR, on veut rester le plus proche possible du
syste`me d’unite´s XTOR. L’unite´ de longueur sera donc le petit rayon a.
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l˜ =
l
a
La normalisation naturelle de l’e´quation du mouvement des particules est :
m˜
dv˜
dt˜
= q˜(E˜+ v˜ × B˜) (43)
avec :
m˜ = m
mp
ou` mp, la masse du proton, est l’unite´ de masse
q˜ = q
e
ou` e, la charge du proton, est l’unite´ de charge
B˜ = B
Bu
ou` Bu, une grandeur caracte´ristique, est l’unite´ de champ magne´tique
t˜ = t
τc
ou` τc = ω
−1
c =
mp
eBu
est l’unite´ de temps
E˜ = E
Eu
ou` Eu =
aBu
τc
= eaB
2
u
mp
est l’unite´ de champ e´lectrique
v˜ = v τc
a
ou` a
τc
est l’unite´ de vitesse
Unite´ de B
Dans les faits, le champ B fourni en entre´e de l’e´quation est en unite´s XTOR, c’est-
a`-dire tel que BXT (A) = A. On a vu plus haut que cela correspondait a` une unite´
Bu = B0/A, ou` B0, en Teslas, n’est pas pre´cise´ dans la partie MHD du code. En
remplac¸ant donc Bu par B0/A, on peut injecter BXT directement dans l’e´quation.
La de´finition de τc devient :
τc =
mpA
eB0
Autrement dit, on joue sur la de´finition de l’e´chelle de temps pour prendre en
compte l’amplitude de champ magne´tique voulue.
Unite´ de E
De meˆme, le champ E est fourni par XTOR ; son unite´ est donc vAB0/A, ou` vA =
a/τa. On rappelle que vA = B0/A
√
µ0ρ0 . Il faut donc renormaliser E d’un facteur
α = τc/τa avant de l’introduire dans l’e´quation. En effet :
E˜ =
ESI
Eu
=
EXT
Eu
vAB0
A
= EXT
τc
τa
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5.2.2 Parame`tres, entre´es et sorties.
Le tableau ci-dessous regroupe les parame`tres d’entre´e physiques du pousseur.
Nom Symbole Type Description
rialpha α R Rapport entre τc et τa.
b0exp B0 R Facteur de scaling du champ magne´tique (T).
mi mi I Masse normalise´e des particules.
dt δt R Pas de temps normalise´
qi qi I Charge normalise´e des particules.
r0exp R0 R Grand rayon normalise´. Doit eˆtre e´gal au parame`tre
r0 dans XTOR.
Ti Ti R Tempe´rature des particules (K).
A` partir de ces parame`tres, on calcule les grandeurs utilise´es directement par le
pousseur : τc, note´ tau, notre unite´ de temps, puis vth, note´ vthi, la vitesse thermique
normalise´e.
τc =
mpA
eB0
vth =
√
kbTi
mimp
τc
Dans la pratique, le pas de temps est de´termine´ diffe´remment selon qu’on utilise
le pousseur seul (pour faire des tests avec des particules-test), ou couple´ avec XTOR.
Dans l’option pousseur seul, le parame`tre d’entre´e est ncy, le rapport entre la pe´riode
cyclotronique et le pas de temps : δt = 2πmi/(qiAncy). Dans le cas du code hybride,
il est plus pratique de partir du rapport entre pas de temps fluide et pas de temps
particulaire. De plus, on utilise des parame`tres de normalisation pour pouvoir passer
d’un pas de temps centre-guide, plus important, au pas de temps complet.
Parame`tres libres dans XTOR
Dans la partie MHD re´sistive de XTOR, aucune hypothe`se n’est faite sur la valeur
de B0 (en Teslas) ou de α (sans dimension).
Fixer α revient en fait a` fixer la densite´ sur l’axe ρ0. En effet, le temps d’Alfve´n
est de´fini par :
τa =
a
vA
= (µ0ρ0)
1/2R0
B0
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et par conse´quent :
α =
mp
e
(µ0ρ0)
−1/2 = 9.31× 10−6 ρ−1/20
avec ρ0 en kg.m
−3.
Remarquons cependant que fixer la valeur de α est ne´cessaire dans XTOR-2F pour
introduire les effets de de´rive diamagne´tiques.
L’introduction d’une population de particules rapides mode´lise´es par un syste`me
d’e´quations inde´pendant oblige logiquement a` fixer toutes les parame`tres libres. On
doit donc choisir des valeurs pour B0 et pour ρ0 (ou α). Cela revient a` fixer les valeurs
de τa et de τc.
Dans la pratique, le code a besoin de la valeur de B0 pour calculer τc. La valeur
de τc est ne´cessaire pour normaliser la vitesse fluide, qui est calcule´e en SI a` partir
de la tempe´rature. D’autre part, une valeur de α est ne´cessaire puisque α intervient
directement dans l’e´quation du mouvement comme facteur devant le champ E.
Les choix de B0 et α sont guide´s par des valeurs expe´rimentales. Typiquement,
pour se placer dans une configuration proche de celle de JET, on prendra :
B0 = 3T ; α = 0.029
Ou de fac¸on e´quivalente :
τa ≈ 3.33× 10−7s ; τc ≈ 9.66× 10−9s
Cela correspond a` une densite´ n0 = 3 × 1019 m−3 (c’est-a`-dire ρ0 = 1.0 × 10−7
kg.m−3 pour un plasma de deute´rium).
Il est important de noter que α peut eˆtre reajuste´ quand on l’utilise devant les
termes diamagne´tiques, dans les e´quations MHD. Cela est duˆ au fait qu’XTOR ne
tourne en ge´ne´ral pas avec une valeur de S typique des grandes machines, pour des
raisons de temps de calcul. Ainsi, si on reprend le cas ci-dessus d’une configuration
de type JET, on a un temps re´sistif τr ∼ 100s, et τa ∼ 3.33 × 10−7s, ce qui donne
S ∼ 3.3 × 108. Une telle valeur de S entraˆınerait des temps de calculs trop longs ;
par conse´quent, on choisit de tourner avec une valeur de S plus faible. Pour bien
mode´liser la stabilisation du kink par les effets diamagne´tiques, il faut par exemple
augmenter α.
Autres parame`tres
Le pousseur prend de nombreux autres parame`tres en entre´e. Les principaux sont :
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Nom Symbole Type Description
nbpart Npart I Nombre de particules.
nrbox nx I Nombre de points de maillages en R. Doit eˆtre e´gal au
INRBOX de CHEASE.
nzbox nx I Nombre de points de maillages en Z. Doit eˆtre e´gal au
INZBOX de CHEASE.
5.2.3 Mapping, changement de base, et interpolations des champs
Au de´but de l’e´tape Boris, il faut passer d’un champ41 B = (Bs, Bφ, Bθ) de´fini
sur le maillage (s, φ, θ) fourni par XTOR a` un champ B = (BR, Bφ, BZ) de´fini sur le
maillage (R, φ, Z), utilise´ par le pousseur (en fait, le pousseur se sert directement de
la transforme´e de Fourier en φ du champ). Le changement de maillage (mapping),
le changement de coordonne´es, et la transforme´e de Fourier ne sont effectue´s qu’une
fois par pas de temps fluide. On pre´dit donc qu’ils auront peu d’influence sur le temps
de calcul global. En revanche, a` chaque pas de temps pour chaque particule (i.e., a`
chaque appel de Boris), le champ doit eˆtre interpole´ a` la position de la particule. Plus
l’ordre de l’interpolation est e´leve´, plus la pre´cision est bonne, mais plus on exe´cute
d’ope´rations par appel de Boris.
Mapping
Pour chaque point (Ri, φn, Zj) du maillage du pousseur, on e´crit
42
B(Ri, φn, Zj) = f1(s⋆, θ⋆)B(sl, φn, θm) + f2(s⋆, θ⋆)B(sl+1, φn, θm)
f3(s⋆, θ⋆)B(sl, φn, θm+1) + f4(s⋆, θ⋆)B(sl+1, φn, θm+1)
Avec les notations suivantes :
– (Ri, φn, Zj) sont les coordonne´es du point du maillage ou` on veut e´valuer le
champ, donc 1 6 i 6 nr, 1 6 j 6 nz, 0 6 n 6 nmax+ 1. nr et nz sont choisis
dans le pousseur, mais nmax est impose´ par XTOR.
– (sl, φn, θm) sont les coordonne´es des sommets de la maille du maillage XTOR
qui contient le point (Ri, φj, Zk). Le sche´ma suivant illustre ces de´finitions :
– Les fn sont les fonctions de bases utilise´es pour l’interpolation (typiquement,
elles sont biline´aires). Elles sont e´value´es en (s⋆, θ⋆), qui sont les coordonne´es
XTOR du point (Ri, Zj). Cela implique de connaˆıtre les valeurs de s et θ sur
les points du maillage polo¨ıdal carte´sien. Ces valeurs sont calcule´es en sortie
du code CHEASE, et e´crites dans le fichier ASTRO.
41Dans toute la suite, on ne parle que du champ B. Le champ E subit le meˆme traitement, sauf
lorsque les composantes co- et contravariantes sont distingue´es.
42Pour la simplicite´ de l’e´criture, on conside`re une composante arbitraire de B.
92
Changement de coordonne´es
On introduit les champs calcule´s dans les expression suivantes : pour des compo-
santes covariantes (Br, Bθ, Bφ), on e´crira
BR =
√
grr cos θB
r +
√
gθθ cos(θ + χ)DB
θ
BZ =
√
grr sin θB
r +
√
gθθ sin(θ + χ)DB
θ
Bφ =
√
gφφB
φ
Pour des composantes contravariantes (Er, Eθ, Eφ), on e´crira :
ER =
√
grr sin θEr +
√
gθθ sin(θ + χ)Eθ
EZ =
√
grr cos θEr +
√
gθθ cos(θ + χ)Eθ
Eφ =
√
gφφEφ
Avec les de´finitions :
– les gij sont les composantes du tenseur me´trique.
– θ est l’angle polo¨ıdal.
– α est de´fini par : cosχ = grθ/
√
grrgθθ
– D est le de´terminant du jacobien.43
Tous les champs sont e´value´s au point de maillage du pousseur. De meˆme que
pour s et θ, les valeurs des champs me´triques g et cos / sin(θ + χ) sur le maillage
carte´sien sont calcule´s par CHEASE et e´crits dans le fichier ASTRO.
Transforme´e de Fourier
Comme evoque´ plus haut, on stocke les champs dans l’espace de Fourier pour la di-
rection φ. La transformation de Fourier est sans doute l’un des proble`mes nume´riques
les plus e´tudie´s et documente´s, et les algorithmes de FFT sont tre`s nombreux. Nous
utilisons celui propose´ par Intel (librairie MKL) par de´faut, et e´ventuellement la
librairie FFTW sur d’autres machines.
Interpolation des champs aux positions des particules
A chaque appel de Boris, on interpole les champs a` la position (Rp, φp, Zp) de la
particule. L’interpolation s’e´crit :
43XTOR utilise DBθ,φ comme variables pour e´viter une singularite´ sur l’axe magne´tique, ou`
Bθ,φ ∼ 1/r.
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B(Ri, φp, Zj) =
nmax/2∑
k=0
b(Ri, Zj, k, 1) cos(kφp) + b(Ri, Zj, k, 2) sin(kφp)
B(Ri+1, φp, Zj) = ...
B(Ri, φp, Zj+1) = ...
B(Ri+1, φp, Zj+1) = ...
B(Rp, φp, Zp) = f1(Rp, Zp)B(Ri, φp, Zj) + f2(Rp, Zp)B(Ri+1, φp, Zj) +
f3(Rp, Zp)B(Ri, φp, Zj+1) + f4(Rp, Zp)B(Ri+1, φp, Zj+1)
avec les notations :
– (Ri, Zj) est le coin infe´rieur de la maille polo¨ıdale contenant la particule,
Ri 6 Rp < Ri+1, et Zi 6 Zp < Zi+1,
– les fi(R,Z) sont les fonctions de base qui servent a` l’interpolation (pour une
interpolation biline´aire, on a f1 = (Ri+1 −Rp)(Zi+1 − Zp), etc).
– les b(Ri, Zj, k, 1/2) repre´sentent les coefficients paires/impaires de Fourier du
champ, sur les points du maillage polo¨ıdal. Notons que dans la pratique, pour
acce´le´rer les acce`s me´moire, on stocke en fait ces champs sous la forme b(:
, 1/2, k, Ri, Zj), la premie`re colonne repre´sentant les trois composantes des vec-
teurs.
5.2.4 De´tail des ope´rations et distribution du temps de calcul
On a re´capitule´ sur la page suivante les e´tapes d’un pas de temps particulaire44.
L’e´tape d’avance´e des particules est l’e´tape discriminante en terme de temps
d’e´xecution : la routine sera appele´e Npart∆t/δt fois a` chaque pas de temps fluide.
On re´capitule ici en de´tail les ope´rations effectue´s par le pousseur pendant un appel.
Push et changement de coordonne´es
On se re´fe`re au de´tails de ces e´tapes donne´s plus haut, et on voit que ces e´tapes
ajoutent :
– 6 additions/soustractions
– 9 multiplications
44
x
i
(j) de´note un vecteur calcule´ au temps t
i exprime´ dans la base locale de la particule au temps
tj
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6
?
?
?
-
v
n+1/2
(n) , r
n
v
n+1/2
(n) , r
n+1
v
n+1/2
(n+1)
ir, iz
B(Rir(+1), φ
n, Ziz(+1)),E(Rir(+1), φ
n, Ziz(+1))
B(rn),E(rn)
vn+1(n+1), r
n+1
v
n+3/2
(n+1) , r
n+1
IN
OUT
Push
Changement de coordonne´es
Repe´rage de la particule dans le plan (R,Z)
Somme des composantes de Fourier des champs
Interpolation des champs dans le plan (R,Z)
Test de sortie
OuiOUT
Non
Demi-Boris
Demi-Boris
tenseur de pression
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– 3 divisions
– 1 racine
– 1 arcsinus
Les ope´rations les plus couteuˆses sont bien suˆr la racine, et surtout l’arcsinus.
Interpolation des champs
L’interpolation dans le plan polo¨ıdal ne contient que des ope´rations arithme´tiques,
et n’a pas une grande influence (dans le cas d’une interpolation biline´aire, on aura une
dizaine (11) d’addition et soustractions, et une douzaine (12, 8+4) de multiplications
et divisions).
En revanche, la somme de coefficients de Fourier introduit des fonctions trigo-
nome´triques. En tout, en notant nop = nmax/2 + 1, on rajoute :
– nop sinus
– nop cosinus
– 2nop additions et soustractions
– 4nop multiplications
45.
Et cela pour chaque composante de chaque champ, soit 6 fois en tout.
Boris
L’imple´mentation du sche´ma de Boris est de´compose´e suivant les e´tapes46 :
1. Omega = q/m*B
2. normega = sqrt(Omega(1)^2 + Omega(2)^2 + Omega(2)^2)
3. E = 0.5*dt*q/m*rialpha*E
4. V = V + E
5. P = 0.5*dt*Omega
6. normp2 = P(1)^2 + P(2)^2 + P(3)^2
7. Q = 2/(1 + normp2)*P
8. W = V + V x P
9. V = V + W x Q
10. V = V + E
45A` cause de la convention utilise´e dans la librairie MKL, il faut multiplier tous les sinus et
cosinus par 2.
46Les vecteurs, tous de dimension 3, commencent par des majuscules
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En termes d’ope´rations e´le´mentaires, l’algorithme effectue :
– 17 additions et 6 soustractions
– 34 multiplications
– 2 divisions
– 1 e´valuation de racine
Les compilateurs acceptent diffe´rentes options d’optimisation (inlining, loop un-
rolling, etc), qui restructurent le code et peuvent re´duire le nombre d’ope´rations
ne´cessaires. Cependant, l’algorithme se pre´sente ici sous une forme si simple qu’il
paraˆıt a priori impossible d’e´conomiser des ope´rations. Pour ve´rifier, on a compile´
le code a` l’aide du compilateur Intel ifort, avec l’option -fcode-asm, qui imprime
la version du code compile´ en assembleur. Cela permet de ve´rifier le nombre re´el
d’ope´rations effectue´es lors de l’exe´cution :
– 17 additions et 6 soustractions
– 36 multiplications
– 2 divisions
– 1 e´valuation de racine
L’ajout d’options d’optimisation (-fast, correspondant au niveau d’optimisation
maximal pour les optimisations classiques, et -axT, correspond a` des optimisations
machine-de´pendantes) ne re´duit pas le temps de calcul, ce qui confirme notre pre´vision.
La seule fac¸on d’ame´liorer la rapidite´ de Boris est de minimiser le temps d’acce`s
me´moire. Pour cela, il faut que les coordonne´es d’une meˆme particules occupent
des espaces me´moires adjacents : la forme du tableau des particules est fixe´e en
conse´quence.
Distribution du temps de calcul.
On a estime´ ci-dessous le temps passe´ par le pousseur dans chaque partie de l’al-
gorithme, pour une valeur standard de nmax = 12, 100 mailles dans les directions R
et Z, avec un nombre de particules de 106, et 100 pas de temps (ce qui correspond a`
l’ordre de grandeur du nombre de pas de temps entre deux pas de temps fluide.)
E´tape % temps de calcul
avance´e 7.0
interpolation en φ 73.9
interpolation en RZ 8.5
boris 9.4
Temps total (s) 78,46
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Comme pre´vu, la partie la plus longue est celle de l’interpolation en φ, a` cause des
calculs des sinus et cosinus. Les compilateurs proposent diffe´rents degre´s de pre´cision
pour calculer les fonctions transcendantes, ce qui a une incidence sur la vitesse de
calcul. Ainsi, avec l’option -no-fast-transcandentals, le temps de l’interpolation en φ
est double´, alors que les autres ne varient pas significativement.
5.3 Trajectoires et conservation des invariants
5.3.1 Trajectoires des charges dans un tokamak
Les orbites des particules charge´es dans une configuration magne´tique de type
tokamak ont e´te´ e´tudie´e depuis longtemps. Les particules effectuent des rotations
cyclotroniques autour des lignes de champ qui s’enroulent comme des he´lices sur des
surfaces toriques. La courbure et le gradient du champ magne´tique engendrent des
de´rives verticales, vers le haut ou le bas suivant le signe de la charge :
vG =
v2⊥
2ωc
b×∇B
B
; vC =
v2‖
ωc
b× n
R
Ou` b = B/B et n est le vecteur unitaire normal aux lignes de champ, oriente´
vers l’inte´rieur de la courbure. Ces de´rives font s’e´loigner les particules de leur surface
de champ initiale. Cependant, cet e´loignement est exactement compense´ de part et
d’autre du demi-plan horizontal z = 0, et le mouvement des particules est stable.
L’e´cart d’une particule par rapport a` sa surface de champ (et, par conse´quent, son
excursion radiale) reste ne´gligeable devant sa distance moyenne a` l’axe magne´tique.
Les particules qui ont l’excursion radiale la plus grande sont les particules pie´ge´es
(le champ magne´tique variant comme 1/R, les particules peuvent rencontrer un mi-
roir magne´tique en arrivant coˆte´ fort champ) ; leur orbite vue dans le plan polo¨ıdal
rappelle la forme d’une banane, et la largeur de cette banane vaut :
δb = qρLǫ
−1/2 (44)
Les figures 18-22 pre´sentent des orbites caracte´ristiques des particules thermiques
(1keV) pour les tokamaks, calcule´es par le pousseur.
Remarquons que l’hypothe`se δb 6 r peut s’e´crire ǫ > (2q0ρL/R)
2/3, ce qui devient
faux pre`s de l’axe magne´tique. L’orbite banane est alors de´forme´e pour former une
orbite « patate », de largeur caracte´ristique δp ≡ (2q0ρL/R)2/3/R. Autrement dit,
dans une re´gion de rayon δp autour de l’axe magne´tique, les orbites des particules
ont des excursions radiales plus larges que dans le reste du plasma, de l’ordre de δp.
Or, δp e´tant proportionnelle au rayon de Larmor, le lieu des orbites patates est plus
98
Fig. 18 – Trajectoire pie´ge´e , coupe
polo¨ıdale
Fig. 19 – Orbite passante, coupe polo¨ıdale
Fig. 20 – Orbite de stagnation Fig. 21 – Orbite passante
important pour des particules chaudes. Cet effet est amplifie´ par le fait que les parti-
cules chaudes sont pre´cise´ment cre´e´es au centre du plasma, que ce soit par chauffage
par onde ou par fusion. Ainsi, la largeur patate est estime´e a` 20 - 30 % du petit rayon
dans une machine a` fusion comme JET. Dans cette re´gion autour de l’axe, l’excursion
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Fig. 22 – Orbite passante, surface rationnelle
radiale importante des particules chaudes homoge´ne´ise leur de´poˆt d’e´nergie, et peut
avoir des conse´quences importantes sur les dents de scie, les fishbones, ou des modes
d’Alfve`n localise´s au centre du plasma. Une re´solution comple`te des orbites des par-
ticules chaudes ne semble donc pas eˆtre un luxe, contrairement au cas des particules
thermiques. On peut se re´fe´rer par exemple a` [76] pour une typologie comple`te des
orbites des ions rapides ; on montre sur les figures 23-27 quelques exemples d’orbites
pre´cessionnelles de ce genre, obtenus avec notre pousseur.
5.3.2 Conservation des invariants du mouvement
Le mouvement d’une particule charge´e dans le champ magne´tique d’un tokamak
conserve trois invariants bien connus (analytiquement, on travaille souvent dans des
bases de coordonne´es lie´es a` ces invariants) ; cf. par exemple [73]. Ils sont l’e´nergie
cine´tique, le moment magne´tique inte´gre´ sur une rotation cyclotronique, et le mo-
ment cine´tique toro¨ıdal. Leur conservation est le principal crite`re de qualification du
pousseur ; c’est elle qui de´finit le domaine de fonctionnement nume´rique en fonction
du pas de temps et du maillage spatial.
E´nergie cine´tique
Le sche´ma nume´rique traite se´pare´ment les parties paralle`les et perpendiculaires
de l’acce´le´ration. Dans la direction paralle`le, sans champ e´lectrique, il n’y a pas
d’acce´le´ration et la composante de la vitesse reste inchange´e par le pousseur. Dans
la direction perpendiculaire, la norme de la vitesse est conserve´e par construction.
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Fig. 23 – Orbite patate Fig. 24 – Orbite marginalement pie´ge´e
Fig. 25 – Orbite patate comprenant l’axe Fig. 26 – Orbite tangente a` l’axe
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Fig. 27 – Pre´cession toro¨ıdale d’une orbite pie´ge´e
Par conse´quent, la force de Lorentz nume´rique ne travaille pas, et l’e´nergie cine´tique
est exactement conserve´e au cours du mouvement.
Moment magne´tique
Le moment magne´tique µ est un invariant adiabatique, e´tudie´ notamment par
Northrop dans [74], et Kruskal, dans [75]. Son invariance est lie´es aux hypothe`ses :
ρL
∇B
B
≪ 1
ωc
dB
dt
≪ 1
C’est-a`-dire qu’une particule voit un champ magne´tique constant et homoge`ne
pendant une gyration cyclotronique. Le terme µ0 ≡ mv2⊥/(2B), que l’on mesurera
pour nos diagnostics, est le terme d’ordre 0 de l’invariant adiabatique, qui s’exprime
comme un de´veloppement limite´ en ǫ = ρL∇B/B. On pre´cise ici les corrections du
premier ordre (cf. [73]) :
1
m
µ = µ0 +
µ0
B
(ρ · ∇B) + v
2
‖
B
(b · ∇)(b · ρ)− µ0v‖
2ωc
5[b · ∇ × b− (a · ∇b) · c]
Ou` b est le vecteur unitaire dans la direction de B, c ≡ v⊥/v⊥, a ≡ b × c, et ρ
est le vecteur du rayon de gyration de la particule. L’ordre de grandeur de ces termes
du premier ordre est ρLµ0.
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Fig. 28 – E´cart-type de µ (Ti = 1keV) en fonction de δt pour diffe´rents nx
On pre´sente sur la figure 28 les variations de l’e´cart-type de µ0 normalise´ a` sa
moyenne (qu’on note σµ pour alle´ger dans la suite) au cours du temps, pour une
particule thermique au centre du plasma avec un pitch ξ ≡ v‖/v⊥ = 0.88, en fonction
du pas de temps et de la taille du maillage. Les graphes ci-dessous sont faits pour
une particule situe´e sur l’axe magne´tique (lieu du maximum de densite´ des parti-
cules rapides). Les variations de σµ avec le petit rayon moyen de l’orbite et avec le
pitch se de´duisent des variations de µ en fonction de B (et donc de R au premier
ordre) et de v⊥. Comme pre´vu, le pousseur n’entraˆıne pas d’accumulation d’erreur
sur l’invariant, si bien que l’e´cart-type est la grandeur pertinente pour le diagnostic.
Les variables sont ncy, le nombre de pas de temps par rotation cyclotronique (dans
nos unite´s, dt = 2πmi/(qiAncy), et nx, le nombre de mailles dans les directions R et
Z. La variable nx varie de 100 a` 400 ; le cas nx = 100 est extreˆme, puisqu’il corres-
pond a` des mailles de 5cm sur 5cm, comparables au rayon de Larmor des particules
chaudes. Dans la pratique, il est difficile de monter au-dessus de nx = 400, puisqu’il
faut affiner le maillage polaire (σ, θ) utilise´ par CHEASE et XTOR en conse´quence,
ce qui nous limite en termes de ressources nume´riques. La courbe nx = 300 e´tant
confondue avec nx = 200 et nx = 400, on l’a omise. Le nombre de pas de temps
correspond a` 500 - 1000 tours de tore (i.e., 107 pas de temps pour ncy = 8).
Ce graphe appelle les interpre´tations suivantes :
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Fig. 29 – E´cart-type de µ (Ti = 1MeV)
1. Asymptotiquement, σµ tend vers une constante en δt et nx. Cette constante
est physique, et non nume´rique ; elle correspond aux termes du premier ordre
de µ. Les ordres de grandeurs sont conformes aux pre´visions. Autrement dit,
comme on mesure en fait µ0 et non µ, notre signal contient des composantes
physiques, inde´pendantes de la discre´tisation (ce point est ve´rifie´ dans le para-
graphe suivant).
2. Du point de vue du domaine de fonctionnement, le sche´ma est proche de la
tendance asymptotique et peu sensible a` (nx, dt) a` partir de nx > 200 et
ncy > 4. Remarquons que la de´finition du domaine de validite´ du pousseur se
fait en re´fe´rence aux valeurs asymptotiques. En valeur absolue, on aurait pu
conside´rer que les cas ncy 6 4 e´taient acceptables (σµ reste petit devant 1),
alors que les orbites sont en fait de´forme´es dans ces cas (le trop faible pas de
temps entraˆıne des erreurs nume´riques sur la gyration cyclortronique).
On ve´rifie sur la figure 29 que le comportement est identique pour des particules
chaudes, avec une particule a` Ti = 1 MeV. La courbe est multiplie´e par T
1/2
i ∼ 30,
et le σµ asymptotique reste compatible avec les corrections du premier ordre
47.
47Les e´carts duˆs a` nx e´tant nume´riques et non physiques, ils deviennent ne´gligeables, et les
courbes sont confondues, c’est pourquoi on n’en a montre´ qu’une.
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Fig. 30 – µ pour une particule circulante a` 1 keV au centre du plasma ; 16 pas de
temps par rotation, nx = 400.
La figure 30 illustre le fait que l’invariant ne de´rive pas sur des temps longs
(107 τA ∼ quelques milliers de tours de tore).
On confirme que le signal asymptotique de µ repre´sente bien des termes physiques
en observant les comportements des diffe´rentes fre´quences qui composent le signal
lorsque nx → 0 et ncy → ∞. Ces composantes (Ti = 1 keV , ncy = 16, nx =
400, interpolation bicubique et plus biline´aire des champs pour plus de pre´cision),
contiennent 3 fre´quences principales. On les montre sur la figure 31.
1. La fre´quence de transit polo¨ıdal (battement basse fre´quence sur le graphe du
haut) qui correspondent aux termes en v‖ dans le de´veloppement de µ.
2. La fre´quence de changement de maille (creˆte du signal surligne´e ne rouge sur
le graphe du milieu), qui, elle, est nume´rique, et tend a` disparaˆıtre.
3. La fre´quence cyclotronique (graphe du bas), qui correspond aux termes en v⊥.
Moment cine´tique toro¨ıdal
Enfin, la configuration magne´tique est invariante en φ. Cela entraˆıne que le moment
conjugue´ de φ dans un formalisme hamiltonien est conserve´ au cours du mouvement.
Si on note L le Lagrangien associe´ a` une particule, ce moment cine´tique toro¨ıdal,
note´ Pφ, est de´fini par :
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Fig. 31 – Fre´quences principales du signal σµ. L’axe des abscisses est gradue´ en
ite´rations du pousseur. 106
Pφ =
dL
dφ˙
Avec L = mv2/2−qΦ+q ~A ·~v, ou` Φ est le potentiel e´lectrique et ~A est le potentiel
vecteur, on obtient que :
Pφ = mRvφ − qΨ (45)
Avec Ψ le flux du champ magne´tique polo¨ıdal48. Pφ est donc un invariant ge´ome´trique ;
il ne s’exprime pas comme un de´veloppement limite´ comme µ, mais simplement
comme la somme de deux termes. Les variations de ces deux termes s’annulent exac-
tement, sans autre hypothe`se que la ge´ome´trie du syste`me. Les variations de qΨ
expriment le fait que la particule s’e´loigne de sa surface de champ originelle. Comme
on l’a dit plus haut, les particules chaudes ont une excursion radiale importante ; la
conservation de Pφ est donc non triviale et c’est un bon indicateur de la qualite´ du
pousseur.
Le premier re´sultat, illustre´ sur la figure 32, est l’absence de de´rive nume´rique
de Pφ, sur des temps de l’ordre de quelques milliers de tours de tore, ce qui signifie
que les particules ne de´rivent pas nume´riquement dans la direction r. On montre la
variation de l’e´cart-type de Pφ, normalise´ a` la moyenne de qΨ
49, note´ σPφ , pour une
particule thermique, sur la figure 33, avec des parame`tres similaires a` ceux utilise´s
pour σµ.
Deux remarques s’imposent :
1. Si on atteint une asymptote en δt, ce n’est clairement pas le cas en nx. Avec
nos parame`tres, les variations du signal ne sont pas physiques, comme pour
µ, mais bien nume´riques. Notons d’ailleurs que l’utilisation d’une interpolation
bicubique a` la place de l’interpolation biline´aire usuelle pour les champs permet
de gagner un ordre de grandeur sur σPφ.
2. Par conse´quent, et contrairement au cas de µ, le domaine de fonctionnement en
nx ne se de´termine pas par comparaison avec une valeur asymptotique, puisque
celle-ci est nulle si le pousseur est bien fait. Il faut se contenter d’obtenir des
valeurs tre`s petites devant 1, ce qui est notre cas.
On explique ce comportement en rappelant que l’invariance de Pφ vient du fait
queB de´rive d’un potentiel vecteur, ce qui est bien suˆr lie´ a` sa repre´sentation discre`te.
48Remarquons que dans la re´alite´, un tokamak n’est pas invariant en φ a` cause du nombre ﬁni
de bobines de champ toro¨ıdal : c’est le ripple.
49Sachant que Ψ reste de l’ordre de Ψedge −Ψcentre.
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Fig. 32 – Pφ pour une particule circulante a` 1 keV au centre du plasma ; 16 pas de
temps par rotation, nx = 400.
Fig. 33 – E´cart-type de Pφ en %, Ti = 1keV.
108
Fig. 34 – Structure temporelle du signal σPφ , avec ncy = 128 et interpolation bicu-
bique.
Autrement dit, il n’y a pas de moyen d’assurer que le champ discret est bien a` di-
vergence nulle en tout point de l’espace, car notre code utilise B et non A comme
variable. Pour aller plus loin, et ve´rifier cette observation, on a raffine´ les interpola-
tions des champs. Ainsi, en utilisant des interpolations bicubiques pour B et Ψ, pour
ncy = 128 et Ti = 1 keV, on a pu re´duire σPφ a` 0 pour la majorite´ des particules, ce
qui confirme le bon fonctionnement du pousseur. Une minorite´ pre´sente une struc-
ture temporelle discre`te du signal σPφ, directement lie´e a` la technique d’interpolation
des champs (voir figure 34).
Le comportement de Pφ e´tant nume´rique et non physique, il diffe`re pour des
particules rapides. La figure 35 illustre cette diffe´rence.
Dans ce cas, on n’atteint plus d’asymptote en δt50. Cela peut s’interpre´ter en
conside´rant qu’augmenter v en gardant nx constant revient nume´riquement a` aug-
menter δt. Par rapport au cas 1 keV, on s’est donc de´cale´ vers la gauche des graphes,
nous e´loignant de l’asymptote. Une e´tude rapide a montre´ qu’il faudrait monter a`
ncy & 500 pour atteindre l’asymptote, ce qui est clairement inenvisageable en pra-
tique, pour des raisons de temps de calcul. Les valeurs restant petites devant 1, on
re´gime de fonctionnement e´voque´ plus haut : nx & 200, ncy & 4 n’a pas lieu d’eˆtre
modifie´.
50C’est pour cette raison qu’on n’a pas montre´ l’inﬂuence de nx.
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Fig. 35 – E´cart-type de Pφ en %, Ti = 1MeV.
5.4 Conclusion
Dans ce chapitre, nous avons de´taille´ le fonctionnement du pousseur qui assure
l’avance´e des particules rapides.
Nous avons adapte´ une me´thode nume´rique classique d’inte´gration de la trajec-
toire d’une particule dans un champ e´lectromagne´tique pour la ge´ome´trie des toka-
maks. Le pousseur obtenu pre´sente des bonnes qualite´s de stabilite´ et de pre´cision,
autorisant un pas de temps particulaire de l’ordre du quart de la pe´riode cyclo-
tronique. Il exige cependant des transformations sur les champs (changement de
maillage, interpolations line´aires dans le plan polo¨ıdal, et de Fourier dans la direc-
tion toro¨ıdale). L’e´tape la plus importante en temps de calcul est l’interpolation de
Fourier, a` cause des calculs de sinus et cosinus. Apre`s avoir de´taille´ les normalisations
et parame`tres utilise´s par le pousseur, nous avons caracte´rise´ son fonctionnement en
e´tudiant les invariants du mouvement. L’e´nergie est exactement conserve´e. Le mo-
ment magne´tique d’ordre 0 contient les fre´quences attendues (tour de tore, change-
ment de maille, rotation cyclotronique) qui repre´sentent les termes de premier ordre
du moment magne´tique total. Le moment cine´tique toro¨ıdal est bien conserve´ sur
des temps tre`s longs, mais on a clairement montre´ l’importance de la repre´sentation
discre`te de B, qui devra eˆtre prise en compte ulte´rieurement. En conclusion, pour
avoir un comportement correct (variance au plus de l’ordre du %) sur des temps longs,
il suffit d’effectuer au moins 4 pas de temps par gyration cyclotronique, et d’avoir
des mailles d’une taille d’environ 10 rayons de Larmor a` 1 keV (cas nx = 200).
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6 Strate´gie de re´duction du bruit sur le tenseur
de pression
La discre´tisation de l’espace des phases introduit un bruit nume´rique sur le ten-
seur de pression. A` cause de l’absence d’hypothe`se δf , ce bruit a une grande ampli-
tude. Il est impossible de le supprimer totalement, mais il est ne´cessaire de le mi-
nimiser pour optimiser la convergence de l’algorithme Newton-Krylov/Picard, sans
dans la mesure du possible alte´rer la physique en jeu.
Localement, ce sont les fonctions de bases caracte´risant nos interpolations qui
cre´ent le bruit. Augmenter l’ordre de ces fonctions permet donc de le re´duire. Cepen-
dant, le de´poˆt du tenseur de pression est l’e´tape la plus longue du code particulaire :
pour des raisons de temps de calcul, on se limitera a` des interpolations biline´aires, ou
au mieux bicubiques. Nous devons donc nous tourner vers d’autres solutions. Notre
objectif n’est pas de re´duire le bruit de plusieurs ordres de grandeurs, mais plutoˆt de
le diviser par un facteur compris entre 2 et 10.
Nous commenc¸ons par rappeler la de´finition du tenseur de pression nume´rique,
et par de´tailler l’e´tape de de´poˆt, pendant laquelle chaque particule ajoute sa contri-
bution au tenseur. Nous expliquons ensuite une strate´gie envisage´e de re´duction du
bruit, qui consiste a` rendre la distribution initiale des particules la plus homoge`ne
possible dans l’espace des phases. Les diffe´rentes dimensions de l’espace des phases
ne sont pas e´quivalentes. Dans l’espace des vitesses, une analogie entre le calcul de
la pression comme moment de la fonction de distribution et le the´ore`me de Monte-
Carlo pour l’inte´gration nume´rique permet d’espe´rer que la pression converge en
N−1part (au lieu de N
−1/2
part pour une distribution ale´atoire) en chaque point. Dans l’es-
pace des positions, la coordonne´e toro¨ıdale est traite´e a` part, du fait de la syme´trie du
syste`me. Dans le reste de l’espace des phases, nous utiliserons une « se´quence a` faible
discre´pance » (LDS) lors de l’initialisation (la se´quence de Sobol) pour homoge´ne´iser
la distribution de particules. Nous pre´sentons les re´sultats apre`s initialisation, qui
montrent la diminution de bruit attendue (convergence en N−1part). La re´gularite´ obte-
nue a` l’initialisation sera perdue au cours du mouvement ; on s’attend en particulier
a` ce que la perte d’information dans la direction θ soit la plus critique.
Nous de´crivons ensuite la mise en place d’un filtrage temporel du tenseur de
pression pour en supprimer les fre´quences inde´sirables. Nous e´tudions la structure
temporelle de la pression, en mettant en e´vidence les fre´quences cle´s du syste`me,
et nous de´crivons le filtre nume´rique utilise´ (filtre de Butterworth, passe-bas). On
supprime ainsi les fre´quences de l’ordre de ωc, que l’algorithme voit comme un bruit
blanc ; de plus, un filtrage de fre´quences plus e´leve´es pourrait permettre de compenser
au moins partiellement la perte de re´gularite´ due au me´lange des phases en θ. Nous
pre´sentons pour finir l’exemple d’un kink interne simule´ sur quelques 103 τA avec
XTOR-K, ou` le filtrage cyclotronique permet d’obtenir un rapport signal sur bruit
tole´rable.
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6.1 De´finition et calcul du tenseur de pression
La re´troaction des particules sur le fluide MHD se fait par l’introduction d’un
tenseur de pression particulaire dans le solveur MHD. Ce tenseur, syme´trique et de
dimension 9, s’e´crit sous forme analytique :
Πa(r, t) = mi
∫ ∞
−∞
vv f(v, r, t) d3v (46)
Ou` f est la fonction de distribution des particules, qui ont toutes la meˆme masse
mi.
6.1.1 Expression du tenseur de pression nume´rique
Nume´riquement, le tenseur est donne´ par la somme discre`te :
Π(r, t) = mi
Npart∑
n=1
vnvn δ(r− rn(t))
La somme porte sur les particules, repe´re´es par l’indice n.
Les fonctions de Dirac sont remplace´es par des fonctions de poids F qui re´partissent
la contribution de chaque particule sur les points de maillage avoisinants. On ajoute
e´galement des poids Pn qui peuvent eˆtre ajuste´s selon la fonction de distribution
qu’on veut mode´liser et du nombre de particules disponibles51
Π(r, t) = mi
Npart∑
n=1
vnvn F (r− rn(t))Pn (47)
6.1.2 De´poˆt du tenseur nume´rique
Ce tenseur est e´value´ sur les points de maillage du pousseur, c’est-a`-dire sur un
maillage carte´sien en R et Z. On ne l’e´value pas pour des valeurs de φ donne´es, mais
on calcule directement ses coefficients de Fourier (i.e, il est stocke´ dans l’espace de
Fourier en φ).
Les coefficients de Fourier de la composante ∗ de Π sur le maillage (R,Z) s’e´crivent :
51Comme dans tout code PIC, chaque particule nume´rique est en fait une super-particule qui
repre´sente de nombreuses particules physiques.
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Π∗i,j,k,1 = mi
N∑
n=1
(vnvn)
∗ Pn Fi,j(Rn, Zn) cos(kφn)
Π∗i,j,k,2 = mi
N∑
n=1
(vnvn)
∗ Pn Fi,j(Rn, Zn) sin(kφn)
Les indices i et j correspondent au maillage dans les directions R et Z ; l’indice
k au coefficient de Fourier, et l’indice final au type de coefficient de Fourier (pair ou
impair)52.
Une fois les contributions des particules somme´es, on prend la divergence du
tenseur, puis on l’e´value sur les points du maillage XTOR. Pour ce faire, on fait des
interpolations biline´aires dans le plan polo¨ıdal (pour passer du maillage (R,Z) au
maillage (σ, θ)), et on fait la somme de Fourier pour se placer a` des valeurs de φ
correspondant au maillage XTOR. Cette ope´ration est l’inverse de la transformation
qu’on a faite pour e´valuer les champs E et B sur le maillage carte´sien au tout de´but
du pousseur.
La somme de Fourier (ou transforme´e de Fourier inverse) s’e´crit :
Π∗i,j,k =
lmax∑
l=0
(
Π∗i,j,k,1 cos(2πl φk) + Π
∗
i,j,k,2 sin(2πl φk)
)
Notons que l’ope´ration de prendre la divergence du tenseur sur le maillage carte´sien
s’est ave´re´e tre`s dommageable en termes de bruit, c’est pourquoi il existe e´galement
la possibilite´ de de´poser directement le tenseur sur le maillage (σ, θ).
6.2 Re´gularisation de la distribution initiale dans l’espace
des phases
Le bruit est duˆ a` la discre´tisation spatiale du syste`me : il est cause´ par le fait
qu’on conside`re un nombre fini de particules se de´plac¸ant dans un champ de´fini sur
un maillage. Ce point de vue met en lumie`re deux axes de re´duction du bruit :
on peut soit travailler a` affiner le maillage, en augmentant le nombre de points ou
l’ordre des interpolations, soit travailler a` optimiser le chargement des particules sur
ce maillage. On parle ici du chargement nume´rique, pre´alable a` la re´partition des
particules dans l’espace des phases selon la fonction de distribution choisie.
52L’ordre des indices est important. En eﬀet, le fait de placer l’indice k le plus loin possible
minimise les ope´rations ne´cessaires lors des acce`s me´moires, ce qui se traduit par un gain de temps
substantiel lors des transformations et des sommes de Fourier.
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Dans cette seconde optique, on a inte´reˆt a` avoir un chargement aussi homoge`ne
que possible dans l’espace des phases. Les diffe´rentes dimensions de cet espace ne
sont cependant pas e´quivalentes. Le tenseur de pression est une inte´grale portant sur
le sous-espace des vitesses, qui de´pend la position (la pe´riodicite´ en φ confe`re un roˆle
particulier a` la direction toro¨ıdale). Pour obtenir un chargement optimise´, on choisit
d’utiliser une « Low Discrepancy Sequence » (LDS) : la se´quence de Sobol. Cette
se´quence est ensuite transforme´e pour mode´liser la fonction de distribution choisie ;
nous avons fait le choix de conside´rer des particules de poids e´gaux. L’ide´e ge´ne´rale
de l’utilisation d’une LDS pour l’optimisation d’une inte´grale nume´rique est donne´e
dans [77], chapitre 7.
6.2.1 Anisotropie de l’initialisation dans l’espace des phases
Notre espace des phases est de la forme [Rm, RM ]× [0, 2π]× [Zm, ZM ]× R3. Les
variables correspondantes sont (R, φ, Z, vR, vφ, vZ). Le choix des variables d’espace
est dicte´ par les coordonne´es utilise´es par le pousseur53.
Inte´grale sur la vitesse et the´ore`me de Monte-Carlo
Le tenseur de pression nume´rique de´fini par l’e´quation 47 est une somme discre`te,
analogue a` celle qui intervient dans le the´ore`me de Monte-Carlo pour l’inte´gration
nume´rique. Ce the´ore`me est rappele´ :
Soit E un espace euclidien de dimension n, de mesure de Lebesgue V , g une
fonction de´finie sur E et inte´grable, et {x1, ...,xN} ∈ EN un suite de points de E ;
le the´ore`me s’e´crit alors :
1
V
∫
E
g(x) dnx ≃ 1
N
N∑
i=1
g(xi) +
√
〈g2〉 − 〈g〉2
N
(48)
Autrement dit, on approche l’inte´grale de g par la moyenne de g sur un ensemble
de points {x1, ...,xN} ∈ EN . Le dernier terme donne une estimation de l’erreur. Ce
n’est en aucun cas une borne supe´rieure. Il fournit cependant une information im-
portante : la variation de l’erreur en fonction de N . La lenteur de la convergence en
fonction du nombre de points (∝ N−1/2) est une limitation classique de l’inte´gration
nume´rique. Ce the´ore`me est utilise´ fre´quemment pour calculer la surface ou le vo-
lume de sous-espaces de forme complexe, en choisissant comme fonction la fonction
caracte´ristique du sous-espace. On voit qu’on peut e´galement l’appliquer au calcul
de moments, comme dans notre cas, en posant g(v) = vnf(r,v, t).
53Remarquons que l’espace polo¨ıdal e´tant carte´sien (i.e., rectangulaire), il est plus grand que la
plus grande surface polo¨ıdale du plasma.
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Ce the´ore`me repre´sente l’une des utilisations les plus fre´quentes d’une me´thode
de Monte-Carlo. Le terme de «me´thode de Monte-Carlo», introduit dans les anne´es
1940, de´signe en fait tout algorithme reposant sur un processus ale´atoire pour pro-
duire un re´sultat nume´rique54. Dans notre cas, ce processus est le choix de {x1, ...,xN},
qui repre´sentent les coordonne´es des particules dans l’espace des vitesses.
La popularite´ des me´thodes de Monte-Carlo, et en particulier du the´ore`me ci-
dessus, a conduit a` de nombreux efforts pour minimiser le terme d’erreur : on parle
de re´duction de variance. Il est notamment possible d’obtenir une de´croissance plus
forte que N−1/2. Ainsi, en dimension 1, si les points forment un maillage uniforme
de l’intervalle d’inte´gration ({xi = i/N}i=1,...,N pour E = [0, 1]), le terme d’erreur
varie en N−1, puisqu’on a alors une simple me´thode des rectangles. Il y a donc lieu de
penser qu’on peut obtenir une convergence rapide de l’erreur, e´ventuellement jusqu’en
N−1, en re´partissant les points ide´alement dans l’espace d’inte´gration. Par analogie
avec le cas 1D, « ide´alement » signifierait « de la fac¸on la plus uniforme possible »
(avec le moins possible de « trous »). Il faut donc construire un se´quence de points
adapte´e : on parlera de se´quence quasi-random ou encore sub-random. Ces termes
sont trompeurs puisqu’en re´alite´, la se´quence est entie`rement de´terministe : elle est
construite avec soin pour approcher au plus pre`s (et tendre asymptotiquement vers)
une se´quence uniforme. C’est la me´thode Quasi Monte-Carlo.
Contrairement a` ce qu’on pourrait penser, une se´quence homoge`ne a` n dimensions
n’est pas ide´ale. Elle perd de son efficacite´ lorsqu’on la projette sur un sous-domaine
de dimension moins e´leve´e. En effet, plusieurs points vont alors se trouver aligne´s
(c’est-a`-dire que la fonction g aura la meˆme valeur sur ces points). Alors qu’on aura
utilise´ N points pour mailler le domaine a` n dimensions, ces points n’apporterons
que N ′ = N1/n valeurs diffe´rentes par dimension. Pour optimiser la se´quence, il fau-
drait que chacune des N particules utilise´es apporte une information diffe´rente dans
chacune des n dimensions : autrement dit, on veut e´viter les alignements re´guliers
de points (« clustering ») dans toutes les directions de l’espace conside´re´. On vou-
drait donc construire une suite de vecteurs a` n e´le´ments tels que leur projection sur
un sous-espace de dimension quelconque forme toujours un maillage « ide´al ». De
telles suites sont appele´es « Low Discrepancy Sequences » (LDS), ou, au moyen d’un
barbarisme inoffensif, se´quences a` faible discre´pance.
Espace des positions
La pression est une inte´grale sur la vitesse de´pendant de la position. Il convient
d’insister sur la diffe´rence entre les roˆles de ces variables dans la calcul de la pres-
sion. Une meilleure re´partition dans l’espace des vitesses va faire converger la pression
plus rapidement en Npart en chaque position de l’espace. Une meilleure re´partition
54Les me´thodes de Monte-Carlo sont particulie`rement adapte´es lorsqu’on e´tudie un syste`me qui
comporte un grand nombre de degre´s de liberte´s ; elles sont notamment utilise´es en ﬁnance, en
physique statistique, en physique des ﬂuides, etc.
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en position va homoge´ne´iser la pression sur le maillage spatial. Cela est d’autant plus
important que l’on sera amene´ a` prendre la divergence de la pression, qui fait inter-
venir des diffe´rences entre des points de maillage voisins. Il est clairement avantageux
d’avoir la re´partition la plus homoge`ne possible dans tout l’espace des phases, mais
il est important de se souvenir de cette distinction entre vitesse et position.
On va donc construire une LDS de dimension 5 dont les e´le´ments seront des vec-
teurs de I ≡ [Rm, RM ]× [Zm, ZM ]× R3, chacun repre´sentant les coordonne´es d’une
particule dans l’espace rassemblant les vitesses et le plan polo¨ıdal. On va ensuite
transformer cette LDS pour mode´liser la fonction de distribution choisie. La coor-
donne´e φ est particulie`re, puisque la configuration tokamak est invariante en φ. Ainsi,
les champs d’e´quilibre fournis par CHEASE et utilise´s par XTOR comme valeurs d’ori-
gine sont invariants en φ. Il est donc logique d’initialiser les particules pe´riodiquement
en φ. On les re´partit sur nmax plans verticaux , de´finis par φk = 2kπ/(nmax),
avec k = 0, ..., nmax − 1. La distribution des particules en (R,Z, vR, vφ, vZ) est la
meˆme pour tous ces plans. Autrement dit, la population des particules est constitue´e
de nmax sous-populations qui ont la meˆme fonction de distribution restreinte a` I,
de´cale´es entre elles dans la direction toro¨ıdale d’un angle δφ = 2π/nmax a` l’instant
initial.
Conside´rons des champs invariants en φ. Au cours du mouvement, la distribution
des particules reste constitue´e de nmax « nuages » de particules, qui se de´duisent
les uns des autres par une rotation d’angle 2π/nmax. La distribution des particules
e´tant alors strictement pe´riodique, il n’y a aucune perte d’information lors du passage
dans l’espace de Fourier des moments de cette distribution (a` condition bien suˆr de
conside´rer un nombre de modes suffisamment grand, ou inversement un nombre de
plans suffisamment faible). Par conse´quent, la discre´tisation du syste`me selon la
direction φ n’introduit aucun bruit, ce qui est tre`s avantageux pour l’e´tude de la
phase line´aire des instabilite´s.
En re´alite´, au cours d’une simulation hybride, divers modes MHD se de´velopperont ;
tout mode ayant un nombre d’onde toro¨ıdal n ≥ 1 brisera l’invariance en φ. La dis-
tribution ne sera plus pe´riodique et le tenseur de pression sera bruite´. L’initialisation
pe´riodique en φ a donc pour effet d’e´liminer initialement le bruit duˆ aux composantes
n 6= 0 des modes MHD.
6.2.2 Low Discrepancy Sequences et se´quence de Sobol
Mathe´matiquement, on veut caracte´riser et construire des se´quences de points
formant un maillage le plus uniforme possible dans un espace euclidien de dimension
n. Il s’agit d’un proble`me de the´orie de la mesure, formalise´ par K.F. Roth dans le
cadre de l’approximation diophantienne55 : le proble`me de la faible discre´pance (D).
On conseille au lecteur de se re´fe´rer a` l’article de Niederreiter sur les LDS, cf. [78].
55C’est-a`-dire l’approximation des nombres re´els par des nombres rationnels.
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De´finitions
Commenc¸ons par de´finir la discre´pance d’une se´quence. Nous suivons les notations
de Niederreiter. Plac¸ons-nous dans un hypercube e´le´mentaire de dimension n : E =
[0, 1[n. La discre´pance DN mesure l’e´loignement maximal de la se´quence par rapport
a` une se´quence uniforme :
DN = sup
B∈J
∣∣∣∣A(B)N − λ(B)
∣∣∣∣
ou` J est l’ensemble des hypercubes de la forme :
n∏
i=1
[ai, bi[= {x ∈ Rn, ai ≤ xi < bi}
N est le nombre total de points de la se´quence, B est un e´le´ment de J , A(B) est
le nombre d’e´le´ments de la se´quence qui sont dans B, et λ est la mesure de Lebesgue.
En minimisant DN , on tend vers la situation ou` le nombre de points de la se´quence
dans tout sous-espace est proportionnel au volume de ce sous-espace. On tend donc
bien vers un maillage uniforme de l’hypercube.
On de´finit D∗N de la meˆme fac¸on que DN mais en prenant la borne supe´rieure sur
l’ensemble des hypercubes de la forme :
n∏
i=1
[0, bi[
On a la relation : D∗N ≤ DN ≤ 2nD∗N .
Bornes infe´rieures
Il existe des contraintes sur la qualite´ d’une se´quence (i.e., des bornes infe´rieures
sur DN ). En dimension 1 et 2, W.M. Schmidt a prouve´ que la discre´pance de toute
se´quence ve´rifie :
D∗N ≥ Cn
(logN)n−1
N
Ou` Cn ne de´pend pas de N . Cela e´quivaut a` D
∗
N ≥ C ′n(logN)n/N . Autrement
dit, la discre´pance d’une se´quence varie au mieux en N−1.
Pour n ≥ 3, cette conjecture n’est pas de´montre´e, mais Roth a donne´ des bornes
infe´rieures du meˆme type : D∗N ≥ KN logNd/N , avec d ≤ n.
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Low Discrepancy
Puisqu’on connaˆıt des bornes infe´rieures de D∗, qu’on suppose les meilleures pos-
sibles, on peut e´valuer la qualite´ d’une se´quence selon l’e´loignement deD∗ par rapport
a` ces bornes.
Le proble`me est qu’il est difficile de calculer D∗ pour une se´quence donne´e. Il faut
trouver des algorithmes permettant de construire des se´quences et de connaˆıtre, ou
du moins de savoir encadrer D∗. De nombreux algorithmes ont e´te´ invente´s (Faure,
Halton, Sobol, Niederreiter) qui ve´rifient :
D∗({x1, ...,xN}) ≤ Kn (logN)
n
N
(49)
La constante Kn de´pend de n et de l’algorithme, mais pas de N . Vu les bornes
infe´rieures indique´es ci-dessus, on peut conside´rer que ces se´quences sont les meilleures
possibles, au sens ou` D∗ est le plus pre`s possible de sa borne infe´rieure. Ce sont ces
se´quences qu’on appellera LDS. La seule fac¸on d’ame´liorer leur qualite´ est de raffiner
les algorithmes de fac¸on a` re´duire la constante KN au minimum.
On a donc une de´finition quantitative d’une LDS, au moyen d’un encadrement
de D∗.
Ine´galite´ de Koksma-Hlawka :
Une fois l’existence de LDS constate´e, cette ine´galite´ permet de conclure que :
∣∣∣∣∣
∫
[0,1[n
g(x) dnx− 1
N
N∑
i=1
g(xi)
∣∣∣∣∣ ≤ V (g)D∗N({x1, ...,xN})
Cette ine´galite´ est valable si g est a` variation borne´e, sa variation totale e´tant
V (g). Elle est vraie quelle que soit la se´quence {x1, ...,xN}. Le terme de gauche est
e´gal au terme d’erreur de l’e´quation 48. Ce terme d’erreur est maintenant borne´56
par un produit de deux facteurs. L’un ne de´pend que de la fonction a` inte´grer ; dans
notre cas, la fonction de distribution, dont les variations sont bien borne´es. L’autre
est la discre´pance de la se´quence. En appliquant l’ine´galite´ a` une LDS, on de´duit que
le terme d’erreur lors de l’inte´gration nume´rique varie bien en N−1.
Il est donc possible, si les particules sont re´parties au mieux dans l’espace d’inte´gration
(i.e., l’espace des vitesses), d’avoir une erreur sur le tenseur de pression variant en
N−1. Cette variation est la meilleure qu’on puisse espe´rer ; il reste toutefois possible
d’essayer de diminuer le facteur inde´pendant de N du terme d’erreur (ce qui revient
a` diminuer la constante KN associe´e a` la se´quence).
56contrairement a` celui du the´ore`me de Monte-Carlo.
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Principe et construction d’une LDS
Pour des raisons pratiques, on construit une LDS de fac¸on a` ce que toute sous-
se´quence {x1, ..., xi, i < N} d’une LDS soit e´galement une LDS. Cela implique que
pour agrandir la se´quence, il suffit de calculer un nouvel e´le´ment, et de l’ajouter a`
la fin de la se´quence. Chaque nouvel e´le´ment vient remplir le plus grand vide laisse´
par les e´le´ments pre´ce´dents. Ce n’est pas le cas, par exemple, pour un maillage uni-
forme (en 1D sur l’intervalle [0, 1], {x1, ..., xN}, xk = k/N), ou` il faut recalculer tous
les e´le´ments pour agrandir la se´quence. Cette proprie´te´ constitue donc un avantage
nume´rique e´vident.
L’ide´e de base est simple : pour construire une LSD, on divise un intervalle en
segments de longueurs e´gales. On place un point par segment dans un certain ordre,
puis on raffine le maillage en re-divisant chaque segment, et on ite`re le proce´de´.
La solution la plus simple pour e´viter les proble`mes de clustering est de choisir
comme base un nombre premier diffe´rent pour chaque dimension (c’est le principe de
l’algorithme de Halton). Dans la premie`re dimension, le coˆte´ de l’hypercube est ainsi
divise´ en demis, puis quarts, huitie`mes, etc. Dans la seconde, le coˆte´ est divise´ en
tiers, neuvie`mes, vingt-septie`mes, etc. Les premiers points de la se´quence de Halton
en 2D seront donc (1/2, 1/3), (1/4, 2/3), (3/4, 1/9), et ainsi de suite.
Cette me´thode a l’avantage de la simplicite´, mais elle pre´sente l’inconve´nient qu’a`
haute dimension, la longueur des intervalles de base diminue rapidement (puisqu’elle
est e´gale a` l’inverse du nombre premier correspondant). Par conse´quent, il y a de
plus en plus d’intervalles a` remplir, et le cycle a` effectuer pour mailler un coˆte´ de
l’hypercube devient de plus en plus long. Des trous apparaissent dans l’hypercube ;
les points de la se´quence sont corre´le´s. C’est pourquoi dans la pratique, cette se´quence
est peu utilise´e a` partir de 6 dimensions.
Se´quence de Sobol si,j
L’algorithme de Sobol a e´te´ propose´ par I.M. Sobol en 1967 (cf. [79]). Il repose sur
une seule base pour toutes les dimensions : la base 2. Chaque coˆte´ de l’hypercube est
donc divise´ en 2p intervalles de longueur 2−p. L’algorithme choisit les coordonne´es de
chaque point de fac¸on a` e´viter les proble`mes de projection. Autrement dit, chaque
point a pour coordonne´es une combinaison de nombres de type k 2−p, avec k < p.
Toute la subtilite´ de l’algorithme repose dans la fac¸on dont les coordonne´es sont
re´-ordonne´es lors du calcul d’un nouveau point.
L’algorithme est complexe, et nous nous contentons ici de la de´crire, faute de
pouvoir l’interpre´ter d’une fac¸on simple. Il est constitue´ d’une suite d’ope´rations
binaires ⊕ (« ou » exclusif bit par bit), ce qui est logique vu que seule la base 2 est
utilise´e.
On part d’un ensemble de nombres appele´s « direction numbers » , note´s {vi,j}i=1,...,s,j=1,...,n.
Ces nombres sont calcule´s a` partir de polynoˆmes primitifs sur Z/2Z. Pour chaque
dimension j de la se´quence a` calculer, on choisit un polynoˆme primitif diffe´rent. Les
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coefficients de ce polynoˆme sont note´s {ai}i=1,...,dj−1 (les coefficients de degre´ 0 et dj
sont 1). Ils valent soit 0 soit 1. A partir de ces coefficients, on utilise la relation de
re´currence suivante pour construire la suite de nombres mk,j :
mk,j = 2a1,jmk−1,j ⊕ 22a2,jmk−2,j ⊕ ...⊕ 2dj−1adj−1,jmk−dj+1,j
⊕2djmk−dj ,j ⊕mk−dj ,j
On forme alors les vk,j avec la re`gle : vk,j = mk,j/2
k.
Calcul de si,j
La partie fractionnaire de la jeme composante du ieme e´le´ment de la se´quence de
Sobol est alors obtenue en faisant le ou exclusif (⊕) d’un sous-ensemble des vk,j
(e´crits en binaire, bien suˆr).
Pour de´terminer le sous-ensemble, on applique le crite`re suivant : un vk,j fera
partie de la somme si le keme bit de la repre´sentation binaire de i vaut 1.
Lorsque i augmente, chaque vk,j rentre et sort de la somme avec une pe´riode qui
de´pend de k. Ainsi, v1,j rentre et sort une fois sur deux
57, v2,j deux fois sur quatre,
et ainsi de suite.
Une ame´lioration de cet algorithme a e´te´ propose´e par Antonov et Saleev (cf.
[80]). Ils ont montre´ que la se´quence conservait ses proprie´te´s si on conside´rait les
bits de G(i) au lieu de ceux de i pour le crite`re de choix des vk,j. G(i) est le « Gray
code » de l’entier i. Il se calcule tre`s simplement :
G(i) = i⊕ E
[
i
2
]
Ou` E[n] repre´sente la partie entie`re de n. Tous les termes de l’e´quations ci-dessus
sont bien suˆr e´crits en binaire pour pouvoir effectuer l’ope´ration ⊕.
Il est facile de voir que les repre´sentations binaires de G(i) et de G(i + 1) ne
diffe`rent que par un seul bit. La position de ce bit diffe´rent est la meˆme que celle du
0 le plus a` droite dans l’e´criture binaire de i. Par conse´quent, pour passer du ieme
e´le´ment de la se´quence de Sobol au i+ 1eme, dans une dimension j donne´e, il suffira
de faire l’ope´ration ⊕ avec un seul vk,j, celui tel que k est l’indice du 0 le plus a` droite
de i :
si+1,j = si,j ⊕ vk,j
57puisque le premier bit de i en binaire vaut 1 si i est impair et 0 sinon.
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Choix de l’utilisateur
La se´quence de Sobol est connue pour pre´senter de bonnes proprie´te´s : calcul
rapide, notamment graˆce a` l’algorithme d’Antonov et Saleev, peu de clustering meˆme
a` hautes dimension. Certains re´glages peuvent ne´anmoins se re´ve´ler utiles. Ainsi, il
est recommande´ dans la litte´rature d’omettre les m premiers points de la se´quence,
m semblant arbitraire. Nous avons choisi d’omettre les 64 premiers. Cette mesure est
cense´e ame´liorer le comportement de la se´quence a` hautes dimensions, ce dont nous
n’avons a priori pas besoin, c’est en quelque sorte une mesure de se´curite´. Les tests
montrent que la vitesse de convergence de Π de´pend peu de m.
Notons que bien que la se´quence soit entie`rement de´terministe, il y a deux choix
a` faire avant de lancer le calcul. Tout d’abord, il convient de choisir les polynoˆmes
primitifs dont les coefficients serviront au calcul des vk ; il faut en choisir un par
dimension. Sobol, dans son premier article, indique qu’il faut choisir le polynoˆme de
plus bas degre´ possible pour minimiser la discre´pance.
Un autre choix reste cependant, celui des direction numbers. Plus pre´cise´ment,
pour chaque dimension, et donc pour chaque polynoˆme, l’utilisateur doit choisir les
premiers mk qui serviront a` initialiser la re´currence. Il y autant de mk a` choisir que
le degre´ du polynoˆme conside´re´. Les mk doivent eˆtre des entiers impairs infe´rieurs a`
2k. Le choix de ces nombres, et donc des vk, conditionne la qualite´ de la se´quence,
c’est-a`-dire la constante KN qui intervient dans l’ine´galite´ 49.
De nombreux choix pour les direction numbers ont e´te´s teste´s et rendus pu-
blics, notamment par Sobol lui-meˆme, P. Ja¨ckel, et Joe and Kuo. De nombreuses
imple´mentations de l’algorithme d’Antonov et Saleev sont disponibles ; citons celle
de Bratley and Fox, et celle de Guignol, que nous avons choisie. Le choix des direc-
tions numbers est un re´glage fastidieux, mais il peut mener a` de re´elles diffe´rences
de performances. C’est donc une e´tape ne´cessaire, qui devra eˆtre effectue´e a` l’avenir.
Dans ce travail, nous nous sommes contente´s de ve´rifier la convergence de l’erreur en
N−1part.
6.2.3 Variation en N−1part du bruit apre`s initialisation
On teste l’efficacite´ de la me´thode Quasi Monte-Carlo en calculant les moments
imme´diatement apre`s initialisation, i.e., avant mouvement des particules. On ve´rifie
que l’utilisation d’une LDS pour la re´partition des particules dans l’espace des phases
garantit bien une de´pendance en N−1part du bruit sur le tenseur de pression.
Dans la figure 36, on repre´sente le bruit en utilisant la variance de la composante
paralle`le de la pression scalaire, de´finie par :
p‖(r) =
Npart∑
n=1
v2n,‖F (r− rn)
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Fig. 36 – Variance de la pression paralle`le en fonction du nombre de particules, Sobol
(vert) ou random (bleu)
On compare deux strate´gies d’initialisation : quasi-random (LDS), et random.
On utilise un maillage carte´sien de 100×100. Notons que nous avons pris des poids
e´gaux pour toutes les particules.
6.2.4 Fonction de distribution discre`te a` poids e´gaux
L’e´quation 47 introduit la notion de poids particulaire Pn. Ce poids ponde`re la
contribution de chaque particule a` la pression. Il exprime le fait que dans un code
PIC, une particule nume´rique repre´sente un grand nombre de particules physiques.
Plus pre´cise´ment, elle repre´sente l’ensemble des particules qui occupent le volume
e´le´mentaire de l’espace des phases centre´ sur ses coordonne´es. Le nombre total de
particules implique´es est donc e´gal a` la valeur de la fonction de distribution prise sur
ces coordonne´es, multiplie´e par la mesure de ce volume e´le´mentaire. Autrement dit :
Pn ≡ f(vn, rn)δ3vnδ3rn
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Le terme f(vn, rn)δ
3vn est l’analogue discret du f(v, r)d
3v de l’e´quation 46. La
mesure spatiale δ3rn provient du fait que la pression est une grandeur volumique.
Cette ponde´ration permet d’ajouter des particules nume´riques, et donc d’ame´liorer
la pre´cision des calculs, sans modifier la fonction de distribution mode´lise´e. L’ajout
de particules nume´riques entraˆıne une diminution du volume qu’elles occupent dans
l’espace des phases, et donc de leur poids.
Plutoˆt que d’associer un poids a` chaque particule, on a choisi une autre me´thode :
la distribution des particules est transforme´e de fac¸on a` placer plus de particules aux
endroits ou` le poids devrait eˆtre plus grand. Notre de´marche est donc de cre´er une
distribution nume´rique correspondant a` une fonction de distribution donne´e (dans
notre cas, f) a` partir d’une se´quence uniforme sur [0, 1[ (fournie par l’algorithme de
Sobol) par l’application d’une fonction mathe´matique a` de´terminer58. On appliquera
ce proce´de´ inde´pendamment dans chaque dimension de l’espace des phases.
Partons d’une distribution uniforme d’une variable x sur le segment [0, 1[ ; sa
densite´ de probabilite´ vaut 1. On applique a` x une fonction y(x), telle que la densite´
de probabilite´ de y est une fonction f donne´e. On a alors que :
dx = f(y)dy
Ce qui dans notre cas peut s’interpre´ter comme une conservation du nombre de
particules59. Il s’ensuit que
f(y) =
dx
dy
=⇒ x(y) =
∫ y
a
f(u)du ≡ F (y)
et finalement :
y(x) = F−1(x)
La fonction y(x) est la transformation que nous devons appliquer a` la se´quence
de Sobol pour obtenir une se´quence dont la densite´ de probabilite´ est la fonction de
distribution f : c’est la re´ciproque d’une primitive de f . Cette re´ciproque n’est pas
ne´cessairement de´finie a priori. Cependant, dans notre cas, l’inte´grale de la fonction
de distribution restreinte a` n’importe quelle dimension de l’espace des phases est une
fonction strictement croissante, borne´e et continue, et par conse´quent sa re´ciproque
existe toujours.
58Ce proce´de´ est analogue a` l’importance sampling, qui est couramment utilise´ pour mode´liser
des fonctions variant brutalement a` des endroits pre´cis : on densiﬁe alors le maillage pour ame´liorer
la pre´cision.
59Dans un sens mathe´matique, et non physique.
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Pour les variables de vitesse on prend typiquement une fonction de distribution
gaussienne ; dans ce cas, la transformation est connue, puisqu’il s’agit de la fonc-
tion ierf. Dans la direction R, il convient de commencer par prendre en compte la
courbure (le volume e´le´mentaire du tore est proportionnel a` R). Le choix exact des
parame´trisations de la fonction initiale, pour repre´senter les diffe´rents types de par-
ticules chaudes, est en cours de finalisation. Il ne sera donc pas discute´ plus avant
dans ce travail.
6.3 Aspect temporel et filtrage du tenseur de pression
Dans cette section, on conside`re la se´quence Πn (ou` n de´note le pas de temps)
comme un signal nume´rique repre´sentant une grandeur physique qui e´volue au cours
du temps. On choisit et on imple´mente un filtrage temporel de ce signal pour e´liminer
les fre´quences de bruit. Notons que le tenseur de pression de´pend e´galement de l’es-
pace, et qu’il est possible de re´gulariser les variations spatiales du tenseur en ap-
pliquant un filtre de lissage spatial. Cependant, cette manipulation n’a pas d’autre
justification que de faciliter la convergence du sche´ma, et se heurte a` la pre´cision
requise dans les couches limites MHD.
Le filtrage temporel, en revanche, de´coule logiquement de la structure du sche´ma,
c’est pourquoi on l’imple´mente en priorite´. Le tenseur e´tant calcule´ a` partir des
grandeurs particulaires, il contient des fre´quences supe´rieures a` τ−1A . Typiquement,
la fre´quence la plus e´leve´e est de l’ordre de la fre´quence cyclotronique. Notons que
pour gagner en temps de calcul, le tenseur est de´pose´ tous les ndep pas de temps
particulaires, avec ndep ∼ 10. Il est ensuite introduit en entre´e du solveur Newton-
Krylov a` chaque pas de temps fluide (i.e., tous les τA environ). Le signal Πn vu
par le solveur est donc un e´chantillonnage (sampling) du signal initial. La difficulte´
fondamentale est que les composantes de fre´quence plus e´leve´e que la fre´quence de
sampling τ−1A ne sont pas re´solues et se traduisent par un bruit blanc a` l’entre´e du
solveur, qui contient donc toutes les fre´quences, y compris les fre´quences basses que
l’on veut e´tudier. On filtre Πn pour supprimer ces composantes.
6.3.1 Structure temporelle du signal Πn
Les e´chelles de temps du syste`me sont re´capitule´es sur le sche´ma suivant (sans
e´chelle, les fre´quences nume´riques en rouges et les fre´quences physiques en rouge) :
| | | | | ω
ωpart ≡ δt−1ωdepωc ≡ qB/m∆t−1ωA ≡ vA/a
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On va utiliser un filtre passe-bas pour e´liminer les fre´quences de l’ordre de le la
fre´quence cyclotronique. La seule fre´quence que nous n’avons pas repre´sente´e ici est
ωrand. Cette fre´quence est caracte´ristique du transit polo¨ıdal des particules. Graˆce a`
la strate´gie d’initialisation, on sait que les irre´gularite´s de l’espace des phases seront
cre´e´es dynamiquement : la re´partition initiale dans l’espace des phases e´tant ide´ale,
c’est le mouvement des particules qui cre´e ces irre´gularite´s. En filtrant temporel-
lement le signal sur cette fre´quence, on espe`re e´liminer en partie le bruit duˆ a` ces
fluctuations. On n’a pas encore mene´ de tests concluants dans ce sens.
Perte de la re´gularite´ initiale de l’espace des phases
Le be´ne´fice de l’initialisation est lie´ a` l’inte´gration sur l’espace des phases. La
situation serait simple si les moments pouvaient eˆtre calcule´s en inte´grant sur les
invariants du mouvement des particules (puisque la re´partition dans leur espace est
constante au cours du temps). Malheureusement, ce n’est pas le cas : a` cause de
la de´pendance en R de Pφ et de celle en B de µ, il n’y a pas de relation entre
(Ecin, µ, Pφ) et (vR, vφ, vZ). L’existence d’invariants exprime des contraintes sur la
dynamique de chaque particule, mais ces contraintes sont insuffisantes pour conserver
une bonne re´partition dans toutes les dimensions de l’espace des phases. Le the´ore`me
de Liouville assure que le volume d’un e´le´ment de l’espace des phases reste constant
le long de sa trajectoire. Le proble`me est que cet e´le´ment est ne´anmoins de´forme´
dans certaines directions.
On s’attend a` ce que le me´lange des phase dans l’espace re´el soit l’effet le plus
dommageable du point de vue du bruit. La coordonne´e r est directement lie´e a` Ψ, le
flux magne´tique polo¨ıdal. Les particules ne s’e´cartent de leur surface Ψ = cte que sur
une longueur de l’ordre de la largeur banane δb. Cet e´loignement est ne´gligeable pour
la majorite´ des particules (surtout pour les particules thermiques, moins pour les
particules chaudes), et il est pe´riodique. On s’attend a` ce que la perte de re´gularite´
majeure vienne du me´lange de phases en θ, puisque le mouvement des particules
est libre dans cette direction, pie´geage mis a` part. Au cours du mouvement, des
« trous » et des zones d’accumulation apparaissent dans la direction θ. A` terme, la
re´partition des particules en θ devient ale´atoire : il y a « randomisation » totale de
la distribution. Le temps caracte´ristique associe´ est e´gal au temps moyen de transit
polo¨ıdal des particules, c’est-a`-dire a` τrand = 2πR/v‖.
Le filtrage des fre´quences supe´rieures a` τrand est une option inte´ressante, mais le
choix du filtre est conditionne´ par le gyrofiltrage60, dont l’effet est plus certain. Le
tenseur de pression ne contient que peu de fre´quences entre la plage a` pre´server (de
l’ordre des fre´quences fluides, ωA) et la plage a` couper (la fre´quence cyclotronique).
On n’a donc pas besoin d’un roll-off tre`s e´leve´ (i.e., d’une pente tre`s brutale dans
le graphe de gain du filtre). Cela permet de privile´gier une bonne restitution du
60le ﬁltrage des composantes de fre´quence proche de ωc
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signal dans la bande passante. Le choix s’oriente alors naturellement vers un filtre
de Butterworth.
6.3.2 Filtre de Butterworth
Un filtre de Butterworth est conc¸u pour avoir un gain le plus plat possible dans
la bande passante. Cela assure une restitution du signal optimale dans la bande
passante. En contrepartie, ce type de filtre a un roll-off assez faible, ce qui explique
pourquoi on pre´fe`re ge´ne´ralement des filtres elliptiques ou des filtres de Chebychev.
On a vu cependant que dans notre cas, le roll-off n’est pas le crite`re le plus important.
Contrairement a` ces filtres, le gain d’un filtre de Butterworth reste toujours monotone
dans la bande passante lorsque l’ordre du filtre augmente. Les filtres de Butterworth
ont e´te´ propose´ en 1930 par S. Butterworth (cf. [81]) ; ils sont pre´sente´s en de´tail
dans [82]. Les calculs des coefficients nume´riques sont de´veloppe´s sur [83].
Fonction de transfert
Le carre´ de la fonction de gain d’un filtre de Butterworth d’ordre N est de´finie
par :
|H(iω)|2 = G
2
0
1 + ( ω
ωc
)2N
H(iω) est la fonction de transfert du filtre, ωc la fre´quence de coupure, et G0 est
le gain a` fre´quence nulle (nous le prenons e´gal a` 1).
De la forme de la fonction de gain, on de´duit les caracte´ristiques suivantes :
– lorsque N augmente, la pente logarithmique du gain augmente line´airement
(−20dB par de´cade pour N = 1, −40dB pour N = 2, etc.).
– lorsque N tend vers +∞, la fonction de gain tend vers une marche, avec une
fonction constante pour ω < ωc et ω > ωc et une discontinuite´ en ωc.
– la de´rive´e du gain est strictement ne´gative quel que soient N et ω, i.e., le gain
est toujours monotone (de´croissant), sans « ripple ».
– toutes les de´rive´es du gain jusqu’a` la (2N − 1)e`me sont nulles en ω = 0, i.e., le
gain est le plus plat possible dans la bande passante.
– le gain vaut 1/
√
2 en ω = ωc quel que soit l’ordre du filtre.
Factorisation
Pour simplifier la discre´tisation du syste`me, il est utile de factoriser la fonction de
transfert du filtre. La fonction e´tant donne´e sous la forme d’une fraction rationnelle,
il faut de´terminer ses poˆles. Soit s un variable complexe, on pose s = iω, et on e´crit
que
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|H(iω)|2 = H(s)H(−s) = G
2
0
1 + ( s
iωc
)2N
Les poˆles de cette fraction sont les solutions de 1+( s
iωc
)2N = 0 : ce sont les racines
2N e`mes de −1 multiplie´es par iωc :
s˜k = iωc e
iπ
(2k−1)
2N = ωc e
iπ
(2k−1+N)
2N , avec k = 0, ..., 2N − 1
La fraction e´tant le carre´ de la fonction de transfert, la factorisation de la fonction
de transfert elle-meˆme n’utilise que la moitie´ des poˆles. Dans le plan complexe, ces
poˆles sont syme´triques par rapport a` l’axe vertical. On choisit pour la factorisation
les poˆles situe´s a` gauche de cet axe (partie re´elle ne´gative). Apre`s simplification de
l’e´criture, on obtient les poˆles :
{
sk = ωc e
iπ (2k+1)
2N , k = 0, ..., N − 1
}
Finalement, la fonction de transfert factorise´e s’e´crit :
H(s) =
ωNc∏N−1
k=0 (s− sk)
Le de´nominateur est un polynoˆme de Butterworth.
De´composition en filtres d’ordre 2
Ainsi, un filtre d’ordre 2 s’e´crit :
H(s) =
1
( s
ωc
− e 3ipi4 )
· 1
( s
ωc
− e 5ipi4 )
=
ω2c
s2 + 2ωc cos(π/4)s+ ω2c
(50)
A partir de l’expression ge´ne´rale, pour N pair, on peut coupler les facteurs deux
a` deux : l’indice k avec l’indice N − 1 − k (i.e., on couple chaque racine avec son
syme´trique par rapport a` l’axe des re´els dans le plan complexe). On peut alors e´crire
tout filtre d’ordre N pair comme le produit de N/2 filtres d’ordre 2 :
H(s) =
N/2−1∏
k=0
ω2c
s2 + 2s cos
(
2k+1
2N
π
)
+ ω2c
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Ainsi, pour un filtre d’ordre pair, le polynoˆme de Butterworth s’e´crit sous la
forme d’un produit de trinoˆmes. Un filtre d’ordre impair donne lieu a` la meˆme fac-
torisation avec un facteur (s+1)−1 supple´mentaire. Cette e´criture factorise´e est tre`s
inte´ressante, puisqu’elle va permettre une imple´mentation en cascade de tout filtre
d’ordre arbitrairement e´leve´. La fonction de transfert expose´e plus haut correspond
a` un filtre analogique, associe´ a` une variable de temps continue. Il nous faut main-
tenant convertir ce syste`me en un syste`me discret, associe´ a` une variable de temps
discre`te, pour l’imple´menter nume´riquement.
Transforme´e en Z et e´quation aux diffe´rences.
En analyse du signal, il est pratique de repre´senter un signal discret xn (dans
notre cas, Πn) par sa transforme´e en z (« z-transform »). Cette transforme´e est une
ge´ne´ralisation de la transforme´e de Fourier discre`te ; il s’agit d’une fonction complexe
X d’une variable complexe z, de´finie par :
X(z) =
∞∑
n=0
xnz
−n
L’inte´reˆt de cette repre´sentation est que la relation entre le signal d’entre´e et le
signal de sortie du filtre dans l’espace des fre´quences (espace de z) correspond a` la
transforme´e en Z d’une simple e´quation aux diffe´rences, line´aire, dans l’espace tem-
porel (espace de xn). En effet, cette relation s’e´crit a` l’aide la fonction de transfert :
H(z) =
Y (z)
X(z)
Ou` Y (z) est le signal de sortie du syste`me et X(z) est le signal d’entre´e, dans
l’espace des fre´quences (i.e., X et Y sont les transforme´es en Z des signaux xn et yn,
yn e´tant le signal filtre´).
Comme on a exprime´ H sous la forme d’une fraction rationnelle, on peut e´crire
que :
Y (z)
X(z)
=
∑I
i=0 z
−iαi∑J
j=0 z
−jβj
, soit :
Y (z)
J∑
j=0
z−jβj = X(z)
I∑
i=0
z−iαi
Cette dernie`re expression est la transforme´e en Z de l’e´quation aux diffe´rences :
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J∑
j=0
βjyn−j =
I∑
i=0
αixn−i
Si le coefficient β0 est non nul, cette e´quation donne l’expression de yn en fonction
des J − 1 e´le´ments pre´ce´dents de y et des I e´le´ments pre´ce´dents de x (xn inclus).
Autrement dit, une fois les coefficients βj et αi du syste`me calcule´s, une simple
expression alge´brique permet de trouver les e´le´ments successifs du signal de sortie
y. Le nombre de termes de chaque coˆte´ de cette expression est e´gal au degre´ des
polynoˆmes dans l’expression de H , qui est e´gal a` l’ordre du filtre. Remarquons qu’il
sera ne´cessaire de faire une hypothe`se sur les N premiers e´le´ments du signal de sortie,
puisque l’e´quation aux diffe´rences ne peut pas les fournir.
« Bilinear transform ».
Pour pouvoir exprimer H sous la forme e´crite au-dessus, il est ne´cessaire de faire
un changement de variable pour passer de s a` z. En effet, s = iω, peut avoir un
module qui tend vers ∞. A` cause de la de´finition de la transforme´e en Z, cela est
inacceptable pour z. Pour garantir l’existence de la transforme´e, on veut projeter
l’axe imaginaire du plan complexe de s sur le cercle unite´ du plan complexe de z.
Pour cela, la transformation naturelle est le logarithme :
z = esT
Ou` T est le temps d’e´chantillonnage du syste`me (xn et xn+1 repre´sentent une
grandeur physique en t et en t + T ). Dans notre cas, ce sera le pas de temps de
de´poˆt du tenseur de pression. Ce temps intervient pour conserver l’homoge´ne´ite´ de
l’e´quation, z e´tant sans dimension.
En prenant une approximation au premier ordre, et en introduisant une constante
multiplicative c (telle que s = esT/c) on obtient :
z ≈ 1 + sT/(2c)
1− sT/(2c)
La relation inverse est :
s ≈ c 2
T
z − 1
z + 1
En remplac¸ant dans la fonction de transfert, on obtient :
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Hd(z) ≈ Ha
(
c
2
T
z − 1
z + 1
)
(51)
Hd repre´sente la fonction de transfert du syste`me discret, Ha celle du syste`me
continu.
La bilinear transform projette le demi-plan gauche du plan complexe de s a`
l’inte´rieur du cercle unite´ du plan complexe de z. Cette proprie´te´ implique que les
poˆles du syste`me continu se trouvent dans le demi-plan gauche (condition suffisante
de stabilite´ pour le syste`me continu), alors les poˆles du syste`me discret seront dans
le cercle unite´ (condition suffisante de stabilite´ pour le syste`me discret). Autrement
dit, cette transformation conserve la stabilite´ du syste`me (un syste`me est instable si
les valeurs du signal de sortie divergent).
Le meˆme raisonnement applique´ aux ze´ros du syste`me assure que la minimisation
de la phase est e´galement conserve´e.
« Frequency warping »
A` la relation entre z et s correspond une relation entre fre´quence continue ωa
(de´finie par s = iωa) et fre´quence discre´te ωd (de´finie par z = e
iωdT ). Comme la
relation z = esT/c a e´te´ approche´e a` l’ordre 1, la relation entre les fre´quences est non
triviale :
ωa = c
2
T
tan
(
ωdT
2
)
(52)
L’intervalle de fre´quence continue ]−∞;∞[ est projete´ sur l’intervalle de fre´quence
discre`te ]− π/T ; π/T [. Les fre´quences ne sont dans une relation line´aire que loin de
la fre´quence d’e´chantillonnage, c’est-a`-dire si :
ωd ≪ 2
T
≡ 2fs
La relation 52 est une bijection : a` toute fre´quence continue correspond une
unique fre´quence discre`te, et re´ciproquement61. Autrement dit, le syste`me discret
reproduit bien sur l’intervalle ]− π/T ; π/T [ toutes les variations du syste`me continu
sur ]−∞;∞[. Les caracte´ristiques (gain et phase) du filtre continu sont conserve´es lors
du passage au filtre discret, mais elles sont de´cale´es non-line´airement dans l’espace des
fre´quences. A` haute fre´quence, les intervalles de fre´quences continues sont projete´es
sur des intervalles de fre´quences discre`tes de plus en plus petits. Une autre fac¸on de
61Remarquons au passage que cela e´vite tout proble`me d’aliasing.
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voir les choses serait de dire que le syste`me discret se comporte au point ω comme
le syste`me continu se comporte au point c 2
T
tan
(
ωT
2
)
. Ce phe´nome`ne s’appelle le
« frequency warping »
C’est ici que l’inte´reˆt de la constante c apparaˆıt : elle fournit un degre´ de liberte´
qui permet de choisir le projete´ sur ] − π/T ; π/T [ d’une fre´quence particulie`re de
l’axe ] − ∞;∞[. Pour un filtre passe-bas, qui ne contient qu’une seule fre´quence
particulie`re, la fre´quence de coupure ωc, le choix s’impose de lui-meˆme : on va re´gler
c de fac¸on a` ce que fre´quence continue et fre´quence discre`te soient e´gales en ωc. Le
warping de l’axe des fre´quences se fera de part et d’autre de cette fre´quence centrale.
Ainsi les de´formations seront importantes le plus loin possible de la fre´quence de
coupure, c’est-a`-dire dans des domaines ou` le gain sera, de toute fac¸on, plat (qu’il
soit e´gal a` 0 ou a` 1).
Cette ope´ration est appele´e « pre-warping ». Dans notre cas, il faut poser :
c = ωc
T
2
tan−1
(
ωcT
2
)
(53)
On a bien alors ωa = ωd en ωc.
Coefficients d’un filtre d’ordre pair
En remplac¸ant l’expression 53 dans 51, puis dans 50, on obtient la fonction de
transfert du filtre nume´rique d’ordre 2 :
H(z) =
Ω(1 + 2z−1 + z−2)
(1 + 2 cos(π
4
)Ω + Ω2) + 2z−1(Ω2 − 1) + z−2(1− 2 cos(π
4
)Ω + Ω2)
Ou` on a pose´ Ω = tan (ωcT )/2.
Plus ge´ne´ralement, tout syste`me d’ordre N pair s’e´crit comme un produit de
syste`mes d’ordre 2 :
H(z) =
N/2−1∏
k=0
αk0 + αk1z
−1 + αk2z
−2
1 + βk1z−1 + βk2z−2
Avec :
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αk0 = αk2 = Ω
2/ck
αk1 = 2Ω
2/ck
βk1 =
2(Ω2 − 1)
ck
βk2 =
1− 2 cos((2k + 1)π/2N)Ω + Ω
ck
ck = 1 + 2 cos((2k + 1)π/2N)Ω + Ω
2
Conditions initiales
Une fois e´tablis les coefficients des N/2 filtres e´le´mentaires d’ordre 2 qui composent
le filtre d’ordre N , l’imple´mentation du filtre est tre`s simple puisqu’il s’agit d’une
suite d’e´quations alge´briques. Rappelons cependant que les N premiers termes du
signal filtre´ doivent eˆtre choisis arbitrairement. De plus, les premiers e´le´ments du
signal filtre´ sont fausse´s ; un pic nume´rique se propage avant d’eˆtre amorti, en ge´ne´ral
sur les ∼ 100 premiers e´le´ments du filtre.
Dans la pratique, ces conside´rations n’auront pas d’importance pour nous, puisque
le de´but du signal correspond au de´but d’une simulation, pendant lequel les modes
n’ont pas encore eu le temps de croˆıtre et de sortir du bruit nume´rique.
6.4 Re´sultats pre´liminaires : kink interne avec particules
chaudes
On l’a dit, les dents de scie sont un candidat particulie`rement inte´ressant pour
la simulation avec un code hybride : l’effet des particules chaudes est a` la fois im-
portant et bien documente´. Une simulation hybride d’un kink interne s’inscrirait
dans la continuation des simulations que nous avons pre´sente´es en premie`re partie,
et constituerait la suite logique de cette the`se. On montre ci-dessus des re´sultats
pre´liminaires, utilisant les outils hybrides que nous avons pre´sente´s pour simuler un
kink interne sur un temps limite´ (quelques 103 τA).
Dans cette simulation, on a utilise´ 8 × 105 particules α a` 3.5 MeV, pour une
pression cine´tique de βα = 0.01 (un ordre de grandeur en-dessous des grandeurs
re´alistes). La pression du « bulk » est de βp = 0.3, c’est-a`-dire juste en-dessous
du seuil ide´al pour le profil parabolique de q pre´sente´ dans la premie`re partie, qui
permettait d’observer des dents de scie graˆce aux effets diamagne´tiques. La pression
particulaire est trop faible pour stabiliser comple`tement le kink : on s’attend a` voir
croˆıtre un kink re´sistif. La simulation a tourne´ sur une dizaine d’heure sur quatre
processeurs ; il est donc facilement envisageable de multiplier le nombre de particules
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par un facteur 10 a` condition de disposer de plus de cœurs. Le pas de temps fluide est
0.25τA, le pas de temps de de´poˆt est de 0.025τA, et le pas de temps particulaire est
de 0.0125τA, soit environ 10 points par pe´riode cyclotronique. La figure 37 montre
l’allure de la composante perpendiculaire de la pression (Π22 + Π33, dans une base
locale lie´e a` B), au centre du plasma, avant et apre`s gyrofiltrage.
On constate que le filtrage des composantes cyclotroniques e´limine efficacement
la partie majeure du bruit du tenseur de pression. L’axe des abscisse est gradue´
en pas de temps de de´poˆt. On distingue une fre´quence re´manente apre`s filtrage,
correspondant a` environ 200 pas de temps, soit 5 τA. Cette fre´quence est proche de
la fre´quence de transit des particules ωrand que nous avons e´voque´e ; un filtrage de
cette fre´quence, non montre´ ici, pourrait e´ventuellement encore ame´liorer le signal.
Les figures 38, 39 montrent l’e´nergie cine´tique associe´e aux modes n = 0 et
n = 1 (le kink), avec et sans filtre nume´rique. Les 100 premiers τA sont consacre´s
a` la relaxation par me´lange de phase de la distribution des α, initialise´e comme
une maxwellienne isotrope. Apre`s ces 100 τA, les particules sont couple´es a` la partie
fluide.
On voit clairement que le cas filtre´ permet de voir le kink croˆıtre en-dehors du
bruit nume´rique, contrairement au cas non filtre´. La majorite´ du bruit restant, associe´
au transit toro¨ıdal et polo¨ıdal des particules, excite des ondes d’Alfve´n aux fre´quences
correspondantes, de l’ordre de 0.1 τ−1A . Les valeurs des vitesses bruite´es, pour la figure
38, sont de l’ordre de 10−4 vA (l’e´chelle verticale est trompeuse), et les valeurs du
bruit sur le champ magne´tique sont de 10−5 a` 10−4 en unite´s XTOR-K. Ces re´sultats,
bien que pre´liminaires, sont tre`s encourageants, puisqu’ils de´montrent la faisabilite´
de simulations hybrides, tant en termes de temps de calcul qu’en termes de bruit.
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Fig. 37 – Pression perpendiculaire (unite´ arbitraire) au cours du temps, sans (haut)
et avec (bas) gyrofiltrage
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Fig. 38 – E´nergie cine´tique du kink interne mode´lise´ par XTOR-K, sans filtrage
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Fig. 39 – E´nergie cine´tique du kink interne mode´lise´ par XTOR-K, avec gyrofiltrage
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7 Conclusion Ge´ne´rale
Le travail effectue´ lors de cette the`se a e´te´ pre´sente´ en deux temps : exploitation
du code modulaire XTOR-2F, et de´veloppement d’outils ne´cessaires a` sa transition
vers un code hybride MHD/cine´tique.
D’une part, on a effectue´ une e´tude nume´rique des re´gimes d’oscillation du kink
interne sur des temps longs a` l’aide du code bi-fluide XTOR-2F. Notre but e´tait
d’explorer la dynamique de la rampe des dents de scie, qui sont un phe´nome`ne
universel des plasmas de tokamaks. Il n’existait pas jusque-la`, a` notre connaissance,
d’e´tude nume´rique similaire : simulation de plusieurs dizaines de cycles, incluant des
effets MHD et diamagne´tiques, en ge´ome´trie toro¨ıdale comple`te.
Nous avons d’abord e´tabli un cadre de re´fe´rence pour la dynamique du kink en
fonction des parame`tres (χ⊥, βp), en ηχMHD. Nous avons constate´ l’existence de
deux re´gimes : l’un, a` faible (χ⊥, βp), est un re´gime d’oscillations re´gulie`res de la
pression centrale ; l’autre, atteint lorsque les facteurs favorisant le kink sont aug-
mente´s, est un re´gime stationnaire dans lequel le cœur du plasma est bloque´ dans
une configuration 3D d’he´licite´ m = n = 1. Ce re´gime est accompagne´ de l’apparition
d’une cellule de convection et d’une couche de reconnection permanentes autour de
la surface q = 1. Nous avons ensuite concentre´ notre attention sur une feneˆtre de
parame`tres re´duite, et nous avons vu que l’ajout d’effets diamagne´tiques de´calait le
re´gime oscillant vers des valeurs de pression plus hautes, ce qui permet de retrouver
des oscillations pour des parame`tres proches de ceux de JET, pour une de´charge
ohmique. Les temps caracte´ristiques du re´gime oscillant se rapprochent de ceux de
dents de scie expe´rimentales. Nous avons note´ qu’un re´gime stationnaire similaire
a` celui que nous simulons a e´te´ observe´ dans certaines machines ; une comparaison
avec les donne´es expe´rimentales permettrait d’en savoir plus sur ce re´gime et ses
conditions d’existence.
D’autre part, nous avons pre´sente´ les choix effectue´s et certains des outils de´veloppe´s
dans le cadre de la transition du code vers le code hybride MHD/cine´tique XTOR-K.
Cette transition est encore en cours ; elle permettra a` terme d’inclure des populations
sortant du cadre de la MHD, en particulier les particules rapides, pour arriver a` une
mode´lisation plus inte´gre´e des plasmas de tokamaks. Les particules chaudes, de´ja`
pre´sentes dans les machines a` cause des chauffages par ondes ou injection de neutres,
et utilise´es pour controˆler les profils de courant et de chauffage du plasma, sont
voue´es a` acque´rir une importance encore accrue dans les futures machines comme
ITER, ou` les α issus de la fusion assureront la majorite´ du chauffage.
Contrairement aux autres codes hybrides en cours de de´veloppement, XTOR-K
est un code « full-orbit, full-f ». Il inte`gre exactement le mouvement de la totalite´ des
particules formant la population cine´tique. Les effets de rayons de Larmor fini sont
inclus naturellement, aucune hypothe`se n’est faite sur la dynamique de la fonction
de distribution des particules, et le tenseur de pression particulaire s’e´value simple-
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ment. Nume´riquement, la partie cine´tique (le « pousseur ») utilise un sous-pas de
temps particulaire, et prend la majorite´ du temps de calcul. L’algorithme choisi, de
type Newton-Krylov/Picard, concentre la plus grande partie des ite´rations sur le
solveur implicite Newton-Krylov (qui re´soud les e´quations fluides), permettant une
paralle´lisation massive et efficace des ite´rations de Picard (typiquement 2 ou 3 par
pas de temps pour ge`rer la partie cine´tique) : une fois les champs fluides transmis au
code particulaire, chaque processeur avance ses particules sur un grand nombre de
sous-pas de temps inde´pendamment. Le sche´ma permet de mode´liser des fractions
importantes de la pression avec le mode`le cine´tique, et n’exige pas de re´duction im-
portante du pas de temps fluide. Le pousseur, adapte´ de la me´thode de Boris pour
une ge´ome´trie torique, pre´sente des bonnes qualite´s de stabilite´ et de pre´cision, qu’on
a ve´rifie´es en analysant la conservation des invariants du mouvement. Le sous-pas de
temps doit eˆtre infe´rieur ou e´gal a` 1/8 de la pe´riode cyclotronique.
Une mode´lisation inte´gre´e du plasma, comme celle que fournirait un code hy-
bride, serait particulie`rement inte´ressante dans le cas des dents de scie. En effet, leur
grande varie´te´ et la multiplicite´ des effets physiques a` prendre en compte rend impro-
bable la construction d’un mode`le analytique simple. Dernie`rement, la communaute´
scientifique s’est plutoˆt oriente´e vers une approche semi-empirique visant a` pre´dire
les scaling des grandeurs caracte´ristiques (pe´riode, amplitude). A` l’inverse, un code
hybride tel que XTOR-K permettrait de mener des simulations incluant la majorite´
des effets conside´re´s comme importants pour les dents de scie (effets bi-fluides, in-
fluence des particules rapides, etc), dans une de´marche plus analytique. Les deux
parties du travail de the`se se rejoignent dans cet objectif. L’e´tat d’avancement actuel
du code hybride permet d’envisager une telle simulation dans les mois qui viennent.
A` l’heure actuelle, le code hybride a de´ja` e´te´ utilise´ pour simuler un kink in-
terne a` partir de la configuration de de´part utilise´e dans le chapitre 2, avec une
pression proche du seuil de l’instabilite´ ; les graphes ont e´te´ pre´sente´s a` la fin du der-
nier chapitre. Les simulations sont suffisamment longues (quelques 103 τA) pour voir
clairement le kink sortir du bruit, apre`s gyrofiltrage ; graˆce a` l’utilisation du filtre
temporel, on a obtenu un rapport signal sur bruit correct. Les simulations durent une
dizaine d’heures sur station (quatre cœurs), avec 800 000 particules. Ces parame`tres
sont encourageants, puisqu’ils permettent d’envisager des simulations tournant en
un temps raisonnable, avec un bruit faible, en re´partissant un nombre plus e´leve´ de
particules (108 − 109) sur de nombreux processeurs.
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