Optimizing propositional calculus formulas with regard to questions of deducibility  by Büning, Hans Kleine & Löwen, Ulrich
INFORMATION AND COMPUTATION 80, 1843 (1989) 
Optimizing Propositional Calculus Formulas with 
Regard to Questions of Deducibility 
HANS KLEINE BONING AND ULRICH LBWEN* 
FB 1 I-Fachgebiet Praktische Informatik, 
Universitiit - GH - Duisburg, D-4100 D&burg I, West-Germany 
We consider propositional calculus formulas a and are interested in the com- 
plexity of deciding a + y for a clause y. We investigate the problem whether 
efficiency of an algorithm deciding a C y can be improved by learning from queries 
y’ having been answered by the algorithm before. So we are looking for an 
optimized formula opt(x), which is obtained from a by adding suitable consequen- 
ces. We restrict ourselves to the following aspects of this optimization problem: 
first, we query for (k + 1 )-clauses allowing the addition of at most k-clauses. We 
prove that this problem is coNP-complete. Second, we analyze various resolution 
strategies. We establish a lower bound for the number of clauses which must be 
added to obtain an optimized formula. Finally, we investigate optimization aspects 
of SLD resolution. c 1989 Academic Press, Inc 
1. INTRODUCTION 
When we are concerned with logical formulas we often have to decide 
the question whether a formula is a consequence of a given formula. Often 
there will be many queries to one fixed formula, sometimes one inquires for 
the same question several times. 
If a program answers such a query, there will be in general deduced 
many consequences of the given formula to find the answer. Generally 
these consequences are provisional results and normally they will be 
generated each time renewed. We assume that one should not overlook this 
information and feel that one can improve the efficiency of algorithms 
deciding deducibility of formulas by adding suitable consequences 
generated during the computation of the origind formula. One can expect 
that by this modification of the formula various later questions can be 
answered more efficiently. But there remains a problem in adding various 
consequences to the formula: We may not add too many consequences, 
since otherwise the resulting formula requires too much space and the 
algorithms are of no importance in practice. Therefore we have to impose 
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an upper bound on the number of consequences which may be added to 
the formula. 
We restrict ourselves to propositional calculus formulas. Further we 
restrict attention to consequences that are clauses, i.e., disjunctions of 
literals. This is not a hard restriction, since most formulas in practice are in 
conjunctive normal form, and if we want to know whether a conjunction of 
clauses is a consequence of a formula, we test whether each clause is a con- 
sequence of the formula. On the other hand, it is recommended to inquire 
for special kinds of formulas only and admitting clauses for queries only 
simplifies the problem in the following way: If we have added the con- 
sequence y to a formula CC, we assume of course that the question whether 
IX A y implies y can be answered now at once. More generally, if tl is a con- 
junction of subformulas a 1, . . . . c(,,, and we have to decide whether o! implies 
a formula y, we assume that we can answer this question more efficiently, if 
we know that y is a consequence of an cli. If the clj and y are clauses the test 
whether y is a consequence of cli is very simple: y is a consequence of cri if 
and only if cli is a subclause of y. But if we may inquire for more com- 
plicated formulas, there arises the problem that perhaps tli implies y, but 
this fact cannot be recognized in an efficient way. 
We investigate the problem mentioned above from a more theoretical 
point of view: Does there exist a (weakly increasing) function f such that 
for each propositional calculus formula c( of length n there exist at most 
f(n) suitable consequences of a such that the upper complexity bound for 
deciding the question whether c1 implies a clause y can be improved by 
adding these suitable consequences to the formula? 
2. PRELIMINARIES 
We assume that the reader is familiar with basic notations and facts from 
logic and complexity theory. For unexplained terminology, notations, and 
standard results borrowed from logic or complexity theory we refer to the 
textbooks (Borger, 1985; Davis and Weyuker, 1983). Nevertheless we recall 
some definitions and well-known results: 
Unless stated otherwise we consider propositional calculus formulas 
using the following notations: A literal is an atom or a negated atom, in the 
former case it is called positive, in the latter case negative. A disjunction of 
literals is called a clause; a k-clause, kE N, is a disjunction of exactly k 
literals; a l-clause is called a unit clause, too. We assume that a literal 
occurs at most once in a clause. The empty clause will be denoted by u . A 
Horn clause is a clause having at most one positive literal, a definite Horn 
clause is a clause having exactly one positive literal. A formula is said to be 
in conjunctive normal form, if it is a set of clauses, interpreted as the con- 
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junction of clauses contained in it. CNF denotes the set of all formulas in 
conjunctive normal form, kCNF denotes the subset of CNF containing 
only those formulas that are sets of at most k-clauses. A (definite) Horn 
formula is a set of (definite Horn clauses, (D)HORN is the set of all 
(definite) Horn formulas and K(D)HORN denotes (D)HORN n KCNF. 
For a propositional calculus formula c1 let atomset be the set of atoms 
occurring in a. A formula a is called satisfiable, if there exists an assignment 
to the atoms of a, which evaluates to true. A formula is called inconsistent 
(or synonymously contradictory), it it is not satisfiable; a formula is a 
tautology, if its negation is inconsistent. It is well known that the problem 
of determining whether a formula is satisfiable is NP-complete, even if we 
consider formulas of 3CNF only (Cook, 1971). 
A formula y is a consequence of a, if each assignment satisfying a satisfies 
y as well. We use the terms “y is a consequence of a” and “a implies y” as 
synonyms and write a k y in this case. A formula y is called a minimal con- 
sequence of a, if no proper subformula of y is a consequence of a. It should 
be obvious that a implies y, if and only if a A ly is inconsistent. Therefore 
the problem whether a formula a implies a formula y is coNP-complete; a 
can even be chosen to be a formula in 3CNF and y can be chosen to be a 
single positive literal to obtain the lower complexity bound; for details of 
this observation we refer to Theorem 4.1. 
As already mentioned we consider the problem whether we can optimize 
propositional calculus formulas with regard to deducibility of clauses by 
adding suitable consequences to the given formula. To avoid inconvenient 
situations we assume that we query for those consequences of a formula a 
solely that have only atoms occurring in a. This is not an essential restric- 
tion: Assume that a is a propositional calculus formula and let y :r 
LVL, v ... v Lk, L, L, literals, be a clause so that the atom occurring in 
L does not occur in a. Then y is a consequence of a if and only if 
L, v . v L, is a consequence of a. 
3. THE OPTIMIZATION PROBLEM 
As seen, the problem of determining whether a clause is a consequence of 
a propositional calculus formula is coNP-complete. Thus, if we want to 
optimize the question of deducibility, the complexity of the optimized 
formula should be, in a sense, lower than coNP. Therefore we propose to 
search for optimized formulas a such that the question whether an 
arbitrary clause is a consequence of a can be decided deterministically in 
polynomial time. 
As already mentioned, if we allow adding too many consequences to a 
formula, the immense increase of space causes all investigations to be of no 
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importance for practice. Before specifying the bound imposed on the num- 
ber of consequences which may be added, we remark upon the number of 
consequences of formulas of length n: We are solely interested in con- 
sequences that are clauses containing only atoms of the underlying formula. 
Thus, a formula with n atoms has at most 22” such consequences. Now 
consider the formula 
cI:=(1x, v .'. 1x,)/Y ,b<, (syi v laiCl) A txt v lail). 
. . 
Obviously, -~a,~, v ... v ~a,,~,,, i,, . . . . i, E (0, 1 } are different consequen- 
ces of a, therefore 2”” is up to the constant c an upper and lower bound for 
the number of consequences (satisfying the properties mentioned above) of 
a propositional calculus formula having n atoms. 
Remark. a is a formula having exponentially many consequences, but 
we need not optimize a, of course: since a is a Horn-formula, we can decide 
whether a clause is a consequence of a in polynomial time, even without 
adding any consequence to a (Jones and Laaser, 1977; Dowling and 
Gallier, 1984). 
An exponential increase of space cannot be admitted from a practical 
point of view; on the other hand, if we admit adding exponentially many 
consequences to a propositional calculus formula, the optimization 
problem becomes trivial: we simply add all consequences to the formula. 
Therefore we impose a polynomial bound in the length of the original 
formula on the number of consequences, which may be added. Hence, the 
length of the resulting optimized formula is polynomially bounded in the 
length of the original formula. This leads to the following definition: 
OPTIMIZATION PROBLEM. Do there exist a deterministic procedure V 
and polynomials p1 and p2 such that for each propositional calculus for- 
mula a in conjunctive normal form there exist clauses a,, . . . . aplcla,, with 
a k ai and atomset(a,)satomset(a) for each l<idp,(lal) so that for 
each clause y with atomset(y)catomset(a) we can decide the question 
whether a A a1 A ... A a,,,,,,,) implies y in time pZ( Ial ) using the procedure 
V? 
Remark. We mention that our results in the next sections remain valid 
if we modify the optimization problem in the following way: We consider 
complexity only for those clauses that are consequences of the given 
formula. This rejects the potential objection that complexity cannot be 
assumed to be reduced by adding consequences to a formula when asking 
for a clause which is not a consequence of the underlying formula. 
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Before studying the optimization problem in detail, let us remark upon 
immediate connections of the optimization problem to other problems: 
l Assume that we can optimize propositional calculus formulas in a 
sense defined above. Then we obviously cannot compute the clauses, which 
have to be added to the formula, in polynomial time unless P = NP. Note 
that in the case of P = NP the optimization-problem is trivial. 
l Assume that we could prove that we cannot optimize propositional 
calculus formulas. Then there does not exist any deterministic polynomial 
time procedure deciding whether a clause is a consequence of a 
pr,opositional calculus formula cI, even if we allow the addition of 
polynomially many consequences to CL Consequently we have proved that 
PfcoNP, hence P #NP, since in this case deducibility of propositional 
calculus formulas is a problem in coNP\P. 
Remark. Most of the known procedures for deciding deducibility are 
nondeterministic, thus, assume that we allow nondeterministic procedures 
in our formulation of the optimization problem as well. If would prove that 
we cannot optimize propositional calculus formulas in this case, too, we 
have proved the stronger result coNP # NP and consequently P # NP. 
l Even if we could prove that we cannot optimize propositional 
calculus formulas if we allow adding one single consequence only, we have 
proved that P # coNP. On the other hand, it is very improbable that one 
can optimize propositional calculus formulas by adding one single 
consequence. 
Especially the last observation is a symptom for the difficulty of the 
optimization problem and the deep connection of this problem and the 
P = NP problem. Since we do not intend to investigate the P = NP 
problem, we consequently may not try to prove that propositional calculus 
formulas cannot be optimized. Therefore we consider various modifications 
of the optimization problem, mainly the following two approaches: 
1. We restrict ourselves to asking for special consequences only and 
allowing only special consequences to be added to the formula. Especially 
we consider the optimization problem when asking for (k + I)-clauses only 
and admitting solely k-clauses to be added to the formulas. 
2. We investigate resolution and various resolution strategies under 
this point of view and point out the difficulties that arise when trying to 
generalize the ideas to arbitrary (non) deterministic polynomial time 
procedures. 
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4. MODIFICATIONS OF THE OPTIMIZATION PROBLEM 
In this section we modify the optimization problem in the following 
ways: 
l Can we optimize propositional calculus formulas if we are allowed 
to add at most k-clauses? 
l Can we optimize propositional calculus formulas if we may inquire 
for k-clauses only? 
Obviously, if we restrict the number of queries to be bounded by some 
polynomial p, we can optimize our formulas, of course: We add all these 
polynomially many consequences to the original formula c1 and obtain an 
optimized formula opt(u), where the problem whether such a clause y is a 
consequence of opt(a) is reduced to the question whether y is a clause of 
opt(a), which can be decided in polynomial time. Therefore the second 
question is trivial if we do not impose further restrictions on the clauses, 
which may be added to the formula. Thus, we admit only m-clauses, m <k, 
to be added to the formulas when querying for at most k-clauses, 
Let C(m, c() be the set of all m-clauses that are consequences of some 
propositional calculus formula a. We prove that the question a /= y 
remains coNP-complete, if we additionally know C( 1, a) u . . . u 
C(k - 1, a) for some k independent of the length of a; y can even be 
restricted to be a k-clause, which enters into the questions stated at the 
beginning of this section. Hence, optimizing propositional calculus 
formulas we cannot expect an improved upper complexity bound when 
adding only clauses of bounded length to the formula. The principal proof 
idea is to consider formulas a, where the computation of C( 1, a) u . . . u 
C(k - 1, a) requires polynomial time only and, as already mentioned, we 
cannot get optimized formulas if the clauses added to a formula a can be 
obtained in polynomial time from a unless P = NP. 
THEOREM 4.1. Let k > 0; further, let a be a propositional calculus 
formula and let y be a (k + l)-clause. Then the question whether 
C(l,a)u ... u C(k, a) v a implies y is coNP-complete. 
Proof: The upper bound is obvious. To establish the lower bound we 
reduce inconsistency of propositional calculus formulas to the given 
problem: 
Let /? be an arbitrary propositional calculus formula in 3CNF and let 
XI, . . . . -xk + , be atoms not occurring in p. Then B’ := JI v x, v . . . v xk+ , 
can be considered to be a formula in k + 4CNF; let y’, , . . . . r:, be the clauses 
of p’. By introducing new atoms J!. 2,‘) we reduce /I’ to a propositional 
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calculus formula a” in 3CNF by replacing a clause yj :E L, v Lz v L3 v 
x1 v ... v xk+, of/Y by 
y; :E (L, v L, v y\“) A (1 J >I” v L, v yy’) 
A (1 Jq’v x, v y:“) A ‘.. A (lyjl;, v Xk v xk+,). 
Claim 1. /I is inconsistent if and only if C(l, /Y’)u . . . u C(k, /?“)u 
P” k XI v ... v Xk+,. 
Claim 2. C( 1, j”) u ... u C(k, b”) u 8” can be constructed in 
polynomial time. 
Obviously, Claim 1 and Claim 2 yield the assertion. 
Proof of Claim 1. p is inconsistent if and only if p’ 5 p v x, v . . . v 
exk+l I= x1 v ... v xkfl, Since the atoms x1, . . ..xk+. do not occur in /% 
Each assignment 3 satisfying /3’ can be extended to yjj) such that the 
extension of 3 satisfies fi”. Conversely, each assignment that satisfies j?“, 
satisfies p’ as well. 
Therefore, b’ ~-XI, v ... v xk+, if and only if fin k x1 v ... v xk+,. 
p” and C(l, p”)u ... u C(k, p”) u b” are equivalent, thus /?” b x, v . . v 
.yk+, if and only if C(l,p”)u ... uC(k,fl”)u/Y’ 1 X, v ... v xk+,. 
Proof of Claim 2. It is obvious that fl” can be computed from /I in 
polynomial time. Thus, let us call a k-clause y with a b y for some 
propositional calculus formula a a k-consequence of a. As seen each con- 
sequence of /II” having only atoms of /I’ is a consequence of /I’ as well. But 
each r-consequence of /?’ contains the subclause x1 v ... v xk+ 1, hence 
r 2 k + 1. Therefore each r-consequence of 8” with r < k contains at least 
one atom J$“. Now consider an arbitrary r-consequence y of /?“, r < k. Let 
( j,, . . . . j5) := {j131 di<k+ 1: yj”Eatomset(y)}. 
As already mentioned, we have s 2 1 and s B k, since y contains at most k 
different atoms. We prove that y is a consequence of rJ.i A . . . A yi: 
Otherwise there is an assignment 3 satisfying fl :z yJ; A .. . A y;: A iy. 
Since y contains less than k + 1 atoms, there is an x, not occurring in -my. 
X, occurs positively in fl only, hence i? is monotone in xrr therefore we can 
assume without loss of generality that 3(x,) = 1. We extend this assignment 
3 of /? to the atoms of /?” defining 
qJl!J’) := 1 
0 for i>t+l 
1 for i<t+l 
ifj$ {jl, . . . . j, } and 3(u) is arbitrary for the other atoms u of fl” not occur- 
ring in 8. It should be clear that this assignment satisfies 
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y; A ... A y; A ly which means that y is not a consequence of p”, 
contradiction! 
Therefore, deciding whether an r-clause y, r < k, is a consequence of p” is 
possible in polynomial time: If atomset E atomset( y is not a 
consequence of p”; otherwise we have to test whether fl according to the 
previous paragraph is inconsistent. Since latomset@)( d s. 3(k + 2) + 
k E O(k*), this can be decided in time p( lfl]) . 2°(k2) for some polynomial p; 
hence the time is polynomially bounded in the length of p. Note that k is 
independent of the length of fl. Thus, C(r, B”), r Sk, is constructible from /I 
in polynomial time. 1 
Remark. As seen in the proof of Theorem 4.1, tl can be restricted to be 
a formula in 3CNF. Considering formulas in 2CNF only, we can optimize 
these formulas, of course, since we can test inconsistency of 2CNF formulas 
in polynomial time (Aspvall, Plass, and Tarjan, 1979). 
The previous result can also be interpreted in the following way: Assume 
that we are interested only in queries that are at most k-clauses. Then we 
cannot optimize these formulas by adding the clauses of an arbitrary subset 
of C( 1, a) u . . . u C(k - 1, a) to a, since’the set of those formulas, where all 
consequences being at most (k - I)-clauses are already written down 
explicitly, is coNP-complete. 
5. RESOLUTION AND LOWER BOUNDS 
As mentioned in earlier sections, if we could prove a lower bound greater 
than 0 for the number of clauses, which must be added to a formula to 
optimize deducibility, we have solved the P = NP problem. But considering 
special decision procedures for deducibility we are able to establish (small) 
lower bounds. In this section we consider resolution and we establish a 
lower bound O(n/log’ n). This bound remains valid if we inquire only for 
those queries that are consequences of the underlying formula. 
First we recall some definitions and introduce some notation: Let L be a 
literal, then {L, 1 L > is called a complementary pair of literals, where 1 L 
denotes -I,V if L s y for some atom y, and y if L E ly. Obviously, a 
clause is tautology if and only it contains a complementary pair of literals. 
Let y1 v L and y2 v 1 L, L a literal, be two clauses. Then y1 v y2 is called 
the resolvent of y, v L and yZ v 1 L. If f is a set of clauses and if y is a 
clause, we write r+fPes l-u {y}, if y is the resolvent of two clauses in IY 
+RES denotes the reflexive and transitive closure of t--fp,,$. For clauses 
yl, . . . . y,, y we write y,, . . . . yn 6irs y if and only if 
l there exists a set I- of k clauses with y E r and {y , , . . . . y,} bRpS r 
no set r’ 
b3 .T.9 %I +Rrs r’. 
of less than k clauses satisfies yEr’ and 
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We say that y can be resolved from yr, . . . . y,,, if there exists a k E N with 
Yl 3 ...? Yn +.s Y. It is well known (Bbrger, 1985; Chang and Lee, 1973) that 
a set of clauses is inconsistent if and only if the empty clause u can be 
resolved from the formula. Thus, the question whether a propositional 
calculus formula o! in conjunctive normal form implies a clause y can be 
solved by trying to resolve the empty clause from CL A -ry. But there is yet 
another well-known possibility to solve this question, which shows the 
following 
PROPOSITION 5.1. Let CI be a propositional calculus formula in conjunctive 
normal form and let y be a clause. Then c( k y if and only if there exists a 
subclause y’ of y, which can be resolvedfrom IX. 
Proof. Assume that y’ can be resolved from tl. Because of the soundness 
of resolution, each assignment satisfying CI satisfies y’ as well. Therefore y’ is 
a consequence of a; thus, c1 implies y. 
Now assume that y :S L, v . v L, is a consequence of LX. Then 
CtA 1 L, A ... A 1 L, is inconsistent, so we can resolve the empty clause 
from ci A iL, A ... A 1 L,. Assume that we get A v A, v ... v A, 
from LvAvA, v ... VA, and 1 L, nr > 0, and that we resolve 
A v A, v ... v A,,, and 1 A v B, v . . v B,, n >, 0, afterwards to obtain 
A,v...vA,vB,v.~.vB,. Then we can resolve LvAv 
A, v ... v A, and 1 A v B, v ... v B, first obtaining L v A, v 
. ..A.,, v B, v ... v B,, and resolution with 1L yields AI v ... v A, v 
B, v .‘. v B,, too. Hence, we can assume that after a resolution with a 
unit clause there will occur resolutions with unit clauses only. Thus, we can 
assume that in the refutation of c1 A 1 L, A . . . A 1 L, we first have 
resolved with clauses and resoivents of clauses of CI only and afterwards we 
have resolved solely with 1 Li, 1 < i< s, which means that there is a 
subclause y’ of y which can be resolved from IX 1 
Remark. In general we can only resolve a subclause of y from c(, if c( 
implies y: Consider x A .Y, obviously x v y is a consequence of IX, which 
cannot be resolved from ~1. But it is easy to prove that we can resolve y 
from 01, if y is a minimal consequence of 51. 
A careful analysis of the proof of the previous yields the following 
properties: 
1. Y1,-, yn I--:~, y, then y , , . . . . y,, ly +-z<$ + lyI u for clauses y, 
Yn. 
2. If y,, . . . . yn, ly +-ieS I-I, then we have y,, . . . . yn 1-22 y’ for a 
subclause y’ of y. 
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Thus, there is no significant difference in complexity, whether we try to 
refute a A ly or whether we try to resolve a subclause of y when solving 
the question whether a implies y. Hence, the most important part of a 
resolution procedure is the control strategy, determining which clauses 
have to be resolved if there are various possibilities. There have been 
proposed various control strategies to obtain more efficient resolution 
procedures for refuting sets of clauses (Chang and Lee, 1973; Nilsson, 
1971). We mention only some possibilities: 
l If there exists a literal occurring positively (negatively) only, we 
can delete all clauses containing this literal, since these clauses do not 
influence inconsistency of the set of clauses. 
l If there exists an atom occurring twice only, one time positively 
and one time negatively, it is advisable to resolve the clauses containing 
this atom first, since afterwards the original clauses can be deleted and the 
number of atoms is reduced. 
l We do not need to resolve clauses whose resolvent is a tautology, 
since each clause resolved by using a tautology contains a subclause that 
can be resolved in fewer steps. 
l It is advantageous to resolve with unit clauses as soon as possible, 
since resolution with unit clauses reduces the length of the clauses and 
afterwards all clauses having the unit clause as a subclause may be deleted. 
l Finally, the subsumption rule often reduces the number of clauses 
considerably, where the subsumption rule says that a clause y may be 
deleted if the current set of clauses contains a subclause of y. 
All these modifications of ordinary resolution improve efficiency, since they 
reduce the number of clauses to be taken into consideration, and they do 
not disturb the completeness, but unfortunately, in the worst case each 
control strategy of resolution is exponential, because of the following 
result: 
THEOREM 5.2. There exist contradictory propositional calculus formulas 
a; in conjunctive normal form and there exists a constant c > 1 such that 
latomset(&)l = n and a: +ies u with k > 8’. 
A proof of Theorem 5.2, which is based on techniques introduced in 
(Tseitin, 1968; Haken, 1985), can be found in (Urquhart, 1987). Thus, any 
control strategy of resolution requires exponentially many resolutions to 
refute these formulas ~1,. We need the following 
COROLLARY 5.3. There exist satisfiable formulas a,, with [atomset( 
= n satisfying a, I-2es L for some literal L such that rn > c” for some 
constant c > 1. 
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Proof: Without loss of generality we can assume that the atom x does 
not occur in any formula a: of Theorem 5.2. Consider u, := cc; v x, which 
is obtained from &, by adding the literal x to each clause. Obviously 
arl t-k3 x, since x does not occur negatively in CI,,. Theorem 5.2 yields 
rn > cn for some constant c > 1. i 
Remark. Retracing the resolution proof of L from ~1, it is very easy to 
prove that there are even more than polynomially many consequences yt’ 
of a,, which all require more than polynomially many resolution steps to 
be concluded. 
Now we establish a (small) lower bound for the number of clauses, 
which have to be added to a formula, if we want to optimize propositional 
calculus formulas with respect to deducibility taking resolution for deciding 
queries as basis. 
PROPOSITION 5.4. Let y,, . . . . yn I-$+, y and let yi be subclauses of yi, 
i= 1, . . . . n. Then there exists a subclause y’ of y satisfying y;, . . . . y: t--&t y’. 
Proof (Induction on the length of the derivation of y). If k = n we have 
y s y, for some i, hence we choose y’ :E y:. Therefore, let k > n. Assume that 
y1, . . . . yn +ips y, let y be the resolvent of 0, v L and aZ v 1 L for some 
literal L, and let yl, . . . . yn +seS a1 v L and y,, . . . . y,, +-kR2eS a2 v 1 L with 
k, <k and kz <k. By induction hypothesis there exist subclauses a’, of 
a1 v L and ai of a’ v 1 L with y’, , . . . . yi t--$ al. If L does not occur in 
a’, or if 1L does not occur in a; we choose a; (resp. a;) for y’, otherwise 
we take the resolvent of a; and a; for y’. 1 
PROPOSITION 5.5. Consider propositional calculus formulas u, , . . . . a,,, 
satisfying atomset n atomset = 0 for i # j, let y :- y1 v . . . v ym be 
a clause with atomset E atomset and a, A ... A a, + y. Then there 
exists an index i, 1 d i< m, with cli + y,. 
Proof Otherwise there exist assignments 3, of atomset satisfying 
3,(cr,)= 1 and Di(yj) =O. Therefore consider 3 defined by 3(o) :=Di(o) if 
v E atomset( Since cli and aj have no common atom for i# j this 
stipulation is well-defined and we obtain 3(a, A . . . A ~1,) = 1 and 
3(y) = 0. Hence ~1~ A . . . A ~1, k y. Contradiction! 1 
THEOREM 5.6. Let s, := s(n) E O(n/log’ n). There exists satisfiable for- 
mulas fl, having n atoms and having the following properties: Let y:‘), . . . . yp’ 
be arbitrary clauses that are consequences of j?,. Then there exists a clause y, 
which is a consequence of j?,, satisfying fl,,, y!,‘), . . . . y?) +RRneS y, where 
R(n) := R, grows faster than any polynomial. 
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Proof: For a propositional calculus formula a obtain @‘, i= 1, . . . . s, 
s + 1, from a by replacing the atoms of CI by new ones such that 
atomset( n atomset( = QI for i # j. Now regard /I := a(‘) u ... u 
a(‘+ ‘) and let yci) := ai’) v . . . v ai”+ l), i = 1, . . . . s, be arbitrary conse- 
quences of /I satisfying atomset E atomset(a j = 1, . . . . s + 1. Because 
of Proposition 5.5 we have for each 1~ i d s an index ki so that rx(“) k c@). 
Thus, there is an index k, 1 <k < s + 1, not occurring among the k,, 
1~ i< s. Therefore consider an arbitrary clause y, which is a minimal 
consequence of ~6~). Then we obtain a(“) I-X~~ y for some r. Since 
atomset( and atomset(a’k’) are disjunct in the case of if k and since 
atomset( n atomset(ack’) = a for 1 6 ids we get 
a”) , ..., a’“+ I’, (pl) 1 (JwJ +’ 7 ..., s Res Y.  
Thus, Proposition 5.4 implies 
al) 9 .--, a(S+ ‘1 > Y(” ) . . . . y’“’ I-;;- 1 y, 
P 
since y is a minimal consequence of /I. 
Now we choose for a the propositional calculus formulas a, according 
to Corollary 5.3 and let y := Lck’, where Lck’ is the renaming of L in 
Corollary 5.3. Hence we obtain for m and n chosen arbitrarily, 
a(” m 3 . . . . a(S”+ 1’ m ) y”‘, . . . . Y’“‘) +&,“-- 1 y, 
where R, satisfies R, > cm for some constant c > 1. Therefore consider 
p, :=a:)” . . . “a%+‘) 
and we have to prove that R(m) grows faster than any polynomial in n. 
Obviously, n = [atomset = m . (s, + 1 ), therefore we conclude for 
s, + 1 E O(n/log2 n), 
for some constant d> 1, which furnishes the assertion. 1 
Remark. We have proved this lower bound taking resolution for 
deciding the question of deducibility as basis. If we try to generalize this 
result to other procedures, we can use the same idea of proof, if the 
procedure satisfies the following properties. Therefore, let T(a, y) denote a 
complexity measure which measures the complexity required when solving 
the question a k y using the considered procedure: 
l If a’ is a consequence of a, we have 7’(a A a’, y) < T(a A a”, y), 
when a’ is a subclause of Y” 
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l Assume that CC, k:y and that atomset n atomset = 0. Then 
the complexity measure satisfies T(cl,, y) < T(a, A CI~, y). 
Taking these assumptions as basis and if we know that the function T(n) 
defined by Z(n) := max{ T(a, y) 1 [atomset = n} grows faster than any 
polynomial, we can prove a lower bound O(n’), E > 0 arbitrary, using the 
proof of Theorem 5.6 with a slight modified estimation for the complexity. 
As already mentioned, if we could prove a lower bound greater than 0 for 
arbitrary procedures we would have proved P # NP. 
The lower bound for ordinary resolution is small, but even for more 
restrictive resolution strategies we have not succeeded in finding much 
better bounds. If we consider the Davis-Putnam procedure as defined in 
(Galil, 1977) and if we decide LX + y by looking whether the Davis-Putman 
procedure generates a subclause of y it is easy to see that we cannot 
optimize propositional calculus formulas using this decision procedure. But 
if we decide CI b y by trying to refute CI A ly using the Davis-Putman 
procedure we do not obtain much better lower complexity bounds as in 
Theorem 5.6. 
6. SLD RESOLUTION 
Now we investigate the complexity of SLD resolution whether we can 
improve complexity of this resolution strategy when adding suitable con- 
sequences to a given definite Horn formula. We present propositional 
calculus definite Horn formulas and queries being consequences of the for- 
mula, were SLD resolution requires more than polynomial time to answer 
the query, even if we allow adding polynomially many consequences to the 
formula and even if we may choose our clauses for resolution nondeter- 
ministically. Thus, definite Horn formulas cannot be optimized taking SLD 
resolution for deciding deducibility as basis. 
First we recall the following definitions and introduce some notation: We 
write A + A,, . . . . A, for definite Horn clauses A v lA, v -.. v iA,,. A 
is called the head of A t A,, . . . . A, and A,, . . . . A, the body. Further, let us 
call A, . . . A,, Ai atoms, a goal. Let 7~ be a definite Horn formula. A goal 
A, . ..A.p,B, .-.B,Ai+l ... A,, is called an SLD resoivent of A, . . . A, 
if and only if Ai t B,, . . . . B, is a clause of n and we write 
A, . ..A.k,,A, .,.Ai_lB,Ai+l...A, in this case. +sLD denotes the 
reflexive and transitive closure of I-$~~ and A, . . . A, +-&, B, . . . B, 
means that the goal B, ... B, can be resolved with clauses of rr from 
A, . . . A, in k steps. If A hsLD u for some atom A, we say that A can be 
refuted. It is well known that SLD resolution is complete for definite Horn 
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formulas in the following sense: If R is a definite Horn formula and if A + 
A 1, . . . . A, is a definite Horn clause, then A t A,, . . . . A, is a consequence of 
rr if and only if A ksLD u using clauses of rr u {A,, . . . . A,, >. 
SLD resolution contains two moments of nondeterminism, since we can 
choose an arbitrary literal in a goal and we can choose an arbitrary clause 
of the underlying formula. In a first step we do not allow eliminating mul- 
tiple occurrences of atoms in a goal. Then the first kind of nondeterminism 
does not affect the complexity of SLD resolution, since a refutation of an 
atom in a goal does not influence the other atoms in the goal. If we want to 
optimize definite Horn formulas by adding suitable consequences to a for- 
mula, the resulting formula should be at least a Horn formula, since SLD 
resolution can be applied to Horn formulas only. Therefore we allow 
adding solely definite Horn clauses to our formulas. Let us point out that 
this does not yield any restriction: 
First, consider an SLD refutation, where we have used a clause y. Then 
we obtain a shorter SLD refutation, if we use a proper subclause of y 
instead of y. Therefore we can assume without loss of generality that we 
add only minimal consequences to the formulas. 
Second, minimal consequences of definite Horn formulas are definite 
Horn clauses, since the resolvent of two definite Horn clauses is a definite 
Horn clause, too, and since minimal consequences of a formula can be 
resolved by ordinary resolution, see Proposition 5.4. 
THEOREM 6.1. There exist propositional calculus definite Horn formulas 
rr, having O(n) atoms satisfying the following property: If p1 and pz are 
polynomials and if y y’, . . . . yX/,z.,,, y!“’ definite Horn clauses for 1 6 i < 
p, ( 171, I ), are consequences of 71,) then’ there exists y(“) :E A(“) t A’,“), . . . . Ai:) 
with rz,, t= y@) such that each SLD refutation of A(“’ using clauses of x, u 
{y’l”‘, . . . . ~$‘,n,,,, Al”‘, . . . . Aj:‘} requires more than p2( (n, 1) many SLD 
resolution steps (for all n > no). 
Proof Consider the following formulas rc,, defined by 
Let us say that an atom X has the index i, if XE {Ai, Bi, Ci, Di}, 
- 1 < i < n. First of all let us analyze the consequences of n, : 
1. Obviously, A, t X,,, . . . . X,, A,, A -1, Xi~{Bi,Di} for l<i<n, 
are consequences of 71,. These consequences are minimal because of the 
properties 2, 4, and 6. 
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2. Each Y t Y,, . . . . Y,-, YE {Aj, Bj, Cj, Dj I-1 <j<n}\{Yj 11 6 
j<r),and Yi~{Bj, DjIl<j<n} for l<i<risnotaconsequenceofn,, 
since the assignment 
3(u) := 
0 for UE{Aj*CjI-ldj<tZ}U{Y} 
1 
otherwise, 
satisfies 7r, A Y, A ... A Y, A 7 Y. 
3. y :-D, c Y,, . . . . Y,, Y, E (Aj, B,, Cj, Dj 1 - 1 < j G n} and Dk # Yi 
for each 1 < i $ r, is not a consequence of rc,, since the assignment 
for v=D, 
otherwise, 
satisfies 7r, A iy. 
4. Assume that y := Yi c X1, . . . . X,2,, . . . . Z,, r 20, s 2 1, is a con- 
sequence of rc, so that Yi E {Ai, Bi, C,}, X, E {Aj, B,, Cj, Dj 116 j< i} for 
1~kdr,andZ,~{Aj,Bj,Cj,Dj(1~j<I},1~k~s,forsome16i.Then 
y is not a minimal consequence of zn,, since Y, t Xi, . . . . X, is a consequence 
of rr,, too. 
ProoJ: Assume that Y, +- X,, . . . . X, is not a consequence of 71,. Then 
consider an assignment 3 SatiSfying 71, A 1 Yi A xi A . . . A x,. Now 
consider 
3’(u) := 0 
1 
TV) if VE{A,,Bj,Cj,DjIj>l} 
if UE {A,, B,, Cl, D/l 
1 otherwise. 
Obviously, 3’ satisfies 1 Y, A X, A ... A X, A 2, A ... A 2,. Further, 
let 0:- W,+- Wh, W,-, be an arbitrary clause of rr, such that we have 
Wj, W,f E ( Aj, B,, Cj, D,}, - 16 j < n. We prove that 3’ satisfies 0: 
9 If m > f + 1 we have 3’(o) = 3(o) = 1, since 3 satisfies rc,. 
l If m=l+ 1 we have 3’(W,+,)=O, hence 3’(o)= 1 
l If m = I we have 3’( Wm) = 0, consequently 3’(o) = 1. 
l Ifm<lwehave3’(W,,,)=l, henceD’(a)=l. 
Thus, 3’ satisfies 71, A iy. So y is not a consequence of rr,,, contra- 
diction! 1 
5. If y := Yi + X,) . ..) X, is a minimal consequence of 7c,,, we obtain 
that X, E {Aj, B,, Cj, Dj ( - 1 6 j< i}, since in an SLD refutation of Yi 
using clauses of rc, u {Xi, . . . . X,} there will be introduced in the goals only 
atoms with index < i, therefore unit-clauses X, with k > i are not needed to 
refute Y,. 
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6. Assume that y :E Y, +X,, . . . . X,, 2 is a clause with 
Yi E (Ai, Bi}\{Z}, X, E {Bj, Oj 11 <jGn} for 1 <k<r, is a consequence 
of n,,. Then we have Z= C, for some 1 <s 6 n, since otherwise the 
assignment 3 defined by 
for u~(A~,C~~-l~j~n}u(Y,~\~Z) 
otherwise, 
satisfies 7c, A i y. 
7. The clauses y :E Ci t X,, . . . . X,, Y with Ci# Y, X, E 
{ Bj, Dj 11 <j 6 rr} for 1~ k < r are not consequences of rr,, consequently a 
consequence of 7c, with head Ci has a body, which contains at least two 
atoms being not elements of (Bj, Dj 1 I < j < a}. 
Proof: l YE (Bk, Dk} for some k: Then the assertion follows 
immediately from property 2. 
l Y= Ak for some k: Then consider the assignment 
3(u) := 
0 if UE {Aj, Cj I-1 <j<n}\{A,) 
1 
otherwise. 
This assignment satisfies rr, A ly. 
l Y = Ck for some k: Now consider 
3(u) := 
0 if UE {Aj, Cj I-1 <j<n}\{Ak+l, C,} 
1 
otherwise. 
This assignment satisfies rc, A 17. m 
Now, let p1 and p2 be arbitrary polynomials and let yy), . . . . YE[,~.,, be 
arbitrary definite Horn clauses that are consequences of n,. As already 
mentioned we can assume without loss of generality that each yin), 
1 < i < p,( 171, I), is a minimal consequence of rr,. Let us write opt(rr,) for 
71, u bv> ..-3 rg;,r.,, }. Choose n := 3m2 for some m E N; obviously, we have 
pi( I n,, ] ) = pi( ]7r3,,,2 I) < p(m), i = 1,2, for some polynomial p; further, choose 
n suffkiently large so that for the corresponding m we have p(m) < 2” for 
all nan,. 
We present a definite Horn clause y’“) := A, t W,,, . . . . W,, A,, ApI for 
suitable Wi E {Bi, Di> for n > i> 1 so that each SLD refutation of A,, using 
clauses of opt(n,) u { W,, . . . . W,, AO, A-, > requires more than 2” SLD 
resolution steps. Because of property 1, y “) is a minimal consequence of x, ; 
thus, we have proved the assertion of Theorem 6.1. 
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Because of properties 4 and 5, each clause of opt(n,) has the normalized 
form 
Y, + x,, xi- , , ..., x,, z, 3 ..., z, 
with Yi~(Ai, Bi, C,}, X,E(A,,, B,, C,,O,} foriajar, andthatZ,isan 
element of {A,, B,, C,, D,ji>l>r} for l<j<s. 
Consider these clauses of opt(rr,) having the form 
x (k-lJ.rnfl~ x (k-1)-m, . . . . x,, z,, ..., z,, 
Yi, X,, Z, as described for some k satisfying i > k . m and (k - 1) . m + 1 2 r. 
Then we will refer to X, .m, . . . . Xc,- 1 ) .* + , as projection of a clause in 
opt(?r,) for the index k. Obviously, there are at most p(m) different such 
projections, k fixed. But since there are 2” different sequences 
Wk.,,, ,..., W(k-l).m+l, WjE {Bj, D,}, we can choose W,, ,..., W,, 
Wj~{Bj,Dj} for najal, such that each W,., ,..., Wck-lj.m+l, 
1 <k < 3m, is not a projection of any clause in opt(rc,). Therefore consider 
the query 
Y InI .- .= A, + W,, . . . . W,, A,, A -, 
for such a sequence and consider an arbitrary SLD refutation of A, using 
clauses of opt(nn) u { W,, . . . . W, , A,, A , }. 
We say that an atom X can be refuted immediately, if and only if X- W, 
for some n> j> 1. Let Xi E {A,, Bi, Ci, DC} for some 1 G i,< n be an 
arbitrary atom, which cannot be refuted immediately and assume that Xi 
occurs in a goal of a refutation of A,,. Then we have Xi # Dj (since Xi can 
be refuted and there exists no clause with head Dj in opt(n,), see 
property 3). Refuting Xi, assume that we apply in the first resolution step 
the clause 
y:=x,c Y- ,, . . . . y,, z,, ..‘, z,, Y,, Z, as described. 
Case 1. Thereexistsakwithi>k.mand(k-2).m+l>r>l.Then 
there are at least two atoms with index greater than (k - 2) .m that cannot 
be refuted immediately in the body of y because of our choice of W,, . . W, . 
Case 2. Each k with i B k m satisfies (k - 2). m + 1 < r. Then each 
atom in the body of y has an index j > (k - 2). m + 1. Because of properties 
6 and 7 and our choice of W,, . . . . W, there are either at least two atoms in 
the body of y that cannot be refuted immediately, or, there has been 
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introduced by y an atom C, with index j> (k - 1). m + 1. Refuting this C, 
we consider two cases again: If we use a clause 
c, -+ Yj, . . . . Y,., z, ) . ..) z,r, 
and there exists a k’ with j> k’ .rn and (k’- 2) .rn > r’> 1, there will be 
introduced at least two atoms with index greater than (k’ - 2) -m that can- 
not be refuted immediately because of our choice of W,, . . . . W,,. Otherwise 
there are at least two atoms with index greater than (k’ - 2) .rn in the body 
of the clause, which cannot be refuted immediately because of property 7. 
Since j > (k - 1). m and k’ can be chosen maximal, we can assume 
without loss of generality that k’ > k - 1, hence we obtain (k’ - 2). m > 
(k - 3) .m. Consequently we have seen: Refuting an atom Xi that cannot be 
refuted immediately we introduce at least two atoms with index greater 
than (k - 3) . m which both cannot be refuted immediately, too, if k satisfies 
i > k . m. Hence, we get by induction: Refuting an atom Xi, i > k . m for 
some k, we introduce at least 2k’ atoms with index greater than 
(k - 3 . k’) . m, if 3 k’ <k. Therefore, refuting A,,, we introduce at least 2” 
atoms, since in this case we have k = 3 . m and k’ can be chosen to be m. 1 
Remarks. 1. As seen in the proof of Theorem 6.1 the result remains 
true, if we consider deterministic 3DHORN formulas only, where a definite 
Horn formula is called deterministic, if there are not any two clauses in the 
formula having the same head. 
2. The length of the queries that require more than polynomial time 
to be answered cannot be bounded by some constant independent of the 
length of the underlying formula, as seen in the proof, since allowing 
k-clauses for queries only, we can optimize our formulas by adding all 
consequences that are at most k-clauses to the original formula. 
3. Analyzing the proof we have even established the following 
stronger result: There exist definite Horn formulas II, such that each 
definite Horn formula (Pi being equivalent to rc,, and having length 
bounded polynomially in the length of rc, cannot be optimized when using 
SLD resolution for answering queries. 
4. For 2DHORN formulas the statement of Theorem 6.1 becomes 
false: Considering 2DHORN formulas 7c, the SLD resolvent of a goal A is 
a single atom or the empty clause. Therefore, if A has an SLD refutation, 
there exists a refutation of length bounded in latomset(a)l. 
Finally we mention the well-known result that propositional calculus 
definite Horn formulas can be optimized, if we may choose the clause and 
the atom in a goal for resolution nondeterministically and if we 
additionally allow eliminating multiple occurrences of atoms in a goal. 
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LEMMA 6.2. Let 7c be a propositional calculus definite Horn formula and 
assume that A + A,, . . . . A, is a consequence of n. If we allow eliminating 
multiple occurrences of atoms in a goal, then there exists an SLD refutation 
of A of length bounded linear in the I atomset(rr)l using clauses of 
nu (A,, . . . . A,}. 
ProoJ: Consider 
P kfl :=P,u{BIBcB,,...,B,isaclauseofxand 
B,EP, for 1 bi<s). 
SincenA A, A ... A A,,, A 1 A is inconsistent and unit resolution is com- 
plete for Horn formulas (Henschen and Wos, 1974), we obtain that there is 
an r< Jatomset(z)l with AE P,\P,-,. Therefore consider the SLD 
refutation of A 
where B~‘)EP, for O<i<r-1, l<j<s;, and the goal By)...Bif) is 
obtained from B(1’+ l) . . . B!f:,’ ) by resolving each Bji+ l) E Pi+ r \Pi and by 
eliminating afterwards all multiple occurrences of atoms in the goal. Let B 
be an arbitrary atom of rr. Then in this refutation there is used at most one 
clause of n u {A,, . . . . A,} with head B. Further, each clause is used at most 
once. This yields the assertion. 1 
7. PROLOG PROGRAMS 
SLD resolution has been used with profit in Prolog, where this kind of 
resolution is taken as a basis for answering queries. Prolog uses SLD 
resolution combined with a depth-first search control strategy: The clauses 
are ordered and there is selected in a first attempt, the first clause that can 
be used for resolution. If this choice of a clause does not succeed, there will 
be tried, by backtracking, the next clause to refute the goal and so on, until 
a refutation is found, or there have been tried all possibilities without 
having found a refutation, or, finally, we are in an infinite loop. Before 
presenting our results about complexity of SLD resolution using the Prolog 
control strategy for propositional calculus definite Horn formulas, we 
remark upon some useful agreements in this case: 
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Consider a resolution-proof A +iLD A, . . . A, +iLD . . . t--& B, . . . B, ; 
then let depth(C, . . . C,) denote the depth of a goal C, ... C, in this 
resolution proof, which is defined by 
depth( C, . ..C.):=max{depth(C,,C, . ..C.,k)(l<idr,k~N}, 
where depth(Ci, C, . . . C,, k) for an atom Ci occurring in the goal C, . . . C, 
andkENisdefinedasfollows:IfA~k,,,A,...A,~~,,A,...Ai-,B,... 
B,A,+, . ..A. in the resolution proof, let G:zA, ...AielB, ... 
BmAi+ 1 ‘..A,, 
depth(A, A, 0) := 1 
depth(Aj, G, k + 1) :=depth(Aj, A, ... A,, k) for l<j<n,j#i 
depth(Bj, G, k+ 1) :=depth(Ai, A, . ..A.,, k)+ 1 for Idj<m 
depth( C, G’. k + 1) := 0 if G’ & G. 
When querying for a clause y :E A + A,, . . . . A,, we try to refute A using 
clauses of the underlying formula or the unit clauses {A,, . . . . A,,}. Since we 
are interested in a lower bound for the worst-case complexity of the Prolog 
inference mechanism, we should insert the unit clauses in such a way that 
every other insertion requires at least the same complexity. We obtain 
minimal complexity, if we resolve with unit clauses before choosing longer 
clauses. Therefore we insert the unit clauses Ai, 1~ i< n, in front of the 
definite Horn formula. At first sight the chosen atom in a goal seems to 
become important now as well, since the point when backtracking occurs 
depends considerably on this section. But we indicate that the prescription 
of selecting an atom in a goal does not influence the lower complexity 
bound established in Theorem 7.1. 
The Prolog inference mechanism can enter an infinite loop. In this case 
the complexity is defined to be greater than any natural number. 
Theorem 7.1 is based upon this arrangement, but remains true, if we con- 
sider definite Horn formulas only, where the Prolog inference mechanism 
never enters an infinite loop. There is a well-known sufficient condition 
guaranteeing that we never enter an infinite loop: For a. definite Horn 
formula n and A, BE atomset we write A <’ B, if 7c contains a clause 
A + A,, . . . . A, with BE {A,, . . . . A,}. Let < denote the transitive closure of 
‘<I. We say that n contains a cycle, if there exists an atom satisfying A <A. 
If z does not contain any cycle, then the Prolog inference mechanism never 
enters an infinite loop, since in this case the relation =$ defined by A <B if 
and only if A = B or A 4 B is an order on atomset and SLD resolution 
respects this order introducing only such atoms in a goal that are greater 
than the minimal atom in the goal. Because of the finiteness of the order we 
obtain the assertion. 
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There is even a more elegant way for treating infinite loops: Considering 
the Prolog inference mechanism we can detect during the execution 
whether we have entered an infinite loop and therefore we can avoid such 
loops. We use an additional global stack S indicating the atoms chosen for 
resolution. The procedure PUSH adds a new element on the top of the 
stack and the procedure POP removes the element on the top of the stack. 
Further, we allow a special delimiter 1 indicating the scope of atoms 
introduced by a clause. If G :- G, . . G, is a goal, then FIRST projects the 
first element G1 of G and REST projects G2 . . . G,. Consider 
FUNCTION Refute(G: goal): BOOLEAN; 
VAR i: INTEGER; success: BOOLEAN; 
BEGIN 
WHILE FIRST(G) = j DO 
BEGIN 
G := REST(G); 
POP(S); 
END; 
IFG=u 
THEN success := TRUE 
ELSE 
BEGIN 
PUSH(FIRST(G), S); 
i:=l: 
success := FALSE; 
WHILE (i < number of clauses in n) AND (NOT success) DO 
BEGIN 
/* A”’ +- Ai”, . . . . ,421 is the ith clause of II */ 
IF (A(“= FIRST(G)) AND (FOR EACH 1 <j< m,: A;‘)# S) 
THEN success := Refute(A I’). AZ] REST(G)); 
i:=i+l; 
END 
IF NOT success THEN POP(S); 
END; 
Refute := success; 
END 
MAIN PROGRAM: 
VAR S: STACK OF atom; 
S := EMPTYSTACK; 
answer := Refute(A). 
Obviously, if we omit the test Al’) $ S for 1 d i< mj this program 
simulates the Prolog inference strategy. Further, if A)” ES for some 
1 < j Q m,, we introduce an atom A:‘) to the goal while refuting AI’). We 
consider two cases now: 
l By the Prolog inference strategy we try to refute the atom A)” 
introduced to the goal. Then we enter an infinite loop, but this loop is 
avoided when using the procedure described above. 
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l Otherwise, the chosen clause A(‘) t A’,‘), . . . . ALj did not succeed. 
But then both the procedure presented above and the Prolog inference 
mechanism backtrack and try the next clause. 
Consequently, we have proved our assertion, if we can guarantee that 
the procedure presented above never enters an infinite loop, since the 
correctness and completeness of the strategy follows immediately from our 
remarks. But the procedure cannot enter an infinite loop, since depth(G) 
for any goal G occurring in refutation is bounded by the length of the 
global stack S, which is bounded by latomset(n)l. 
THEOREM 7.1. There exist formulas n, in 2DHORN having O(n) atoms 
satisfying the following properties: If yy! . . . . yin), yj”’ definite Horn clauses 
for 1 d i 6 s, s arbitrary, are consequences of n, and tf we have ordered the 
clauses of the definite Horn formula 71, u {yy’, . . . . yy’} arbitrarily, there 
exists a definite Horn clause y’“’ :- A(“) + B’“’ with 71, t= y’“’ such that the 
Prolog inference strategy requires more than C” many steps to refute A (“‘for 
some c> 1. 
Proof Consider the Prolog programs rc,, defined by 
We say that Y has the index i, if Y = Zi, if i is even (resp. YE {Xi’), Xl*‘}, if 
i is odd). The definite Horn clauses that are consequences of rc,, have the 
following property: If y := Yi + Y(“, . . . . Y(‘), Yj $ {Y(l), . . . . Ycr’} is a 
consequence of x,, then there exists an atom YckJ in the body of y having 
an index less than i, since otherwise the assignment 
for each v with index less than i 
ifv= Y, 
otherwise, 
satisfies 71, A i y. 
Obviously, there is no unit clause being a consequence of rc,, but the 
Prolog inference mechanism requires exponential time in m for noticing 
that Z, is not a consequence of n,, m < n: Let T&II, Y) denote the num- 
ber of steps needed by the Prolog inference mechanism to determine 
whether Y is a consequence of rt, where we count each SLD-resolution as a 
step. Tracing the computation when trying to refute Z, we obtain 
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We need T&q,, 2, ~ *) steps for determining that Z,,- z cannot be 
refuted; therefore backtracking reaches Z, again and we try 
and T&n,,, Z,,-,) steps later we have examined all possibilities to refute 
Z,, hence we obtain 
Tsd~, Z,) = 4 + 2. Tdnn, Z, 2). 
Because of TSLD(n,, Z,) = 0, a trivial induction shows 
Tsm(~,r Z,) >, 2”12. 
Obviously, TSLD(n,,, Xi)) > 2(“-- ‘J/z for in { 1, 2}, thus T&n,, Y,) 2 cm 
for some c > 1, if Y has index m, m < n. Further, we remark that the selec- 
tion of an atom in a goal does not influence the lower complexity bound, 
since during the computation there occur unit goals only, hence we have 
no freedom to choose an atom. 
Now, let yp), . . . . y,?’ be definite Horn clauses that are consequences of x,. 
Then order the clauses of n, u {yy), . . . . yr’} in an arbitrary way and let us 
denote the resulting ordered formula with opt(n,). No unit clause is a con- 
sequence of opt(n,), of course, hence when trying to refute an atom Y with 
index m, m d n, we examine by backtracking all existing possibilities to 
refute Y. Since each clause in n, occurs in opt(n,) as well, we get 
Tsm(W(~,), Y) b Txo(~,, Y) 2 cm. 
Probably we enter an infinite loop now, but then this inequality is valid 
trivially. Further, this inequality remains valid, of course, if we break 
an infinite loop after having detected it. y, :E Z, c XPJ, and y2 :z 
ZnCX~l, {il,i2}={l,2}, are clauses of opt(n,) and assume that yI 
occurs before yz in opt(n,)). Then the Prolog inference mechanism requires 
exponential time to answer the query 
Y (n1 :- y2 E z, + X(h) n-i- 
Before taking the clause y2 for resolution we have to choose the clause yr, 
which does not succeed since Xk!!, cannot be refuted. We have 
T,,,(opt(n ) X?! ) > cnpl hence we have proved the assertion of 
Theorem 7.;,‘if we” &n~uarantee that each clause Z, t Y1, . . . . Y, occurring 
before y, does not succeed. 
As already mentioned, there is an atom Yi in the body of such a clause 
with index less than n. In the case of Y, # Xfi r the clause does not suc- 
ceed, since Y, cannot be refuted. Otherwise we can assume that the body of 
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the clause contains Xp) r and the atom 2,. But then our procedure enters 
an mfinite loop (resp. we do not consider this clause, since we have 
detected the infinite loop). This furnishes the assertion. 1 
Remarks. 1. In Theorem 6.1 we could restrict ourselves to deter- 
ministic 3DHORN formulas, but Theorem 7.1 becomes false if we consider 
deterministic 2DHORN formulas only: 
Backtracking is necessary, if there are at least two clauses in a formula 
having the same head. If 71 is a deterministic 2DHORN formula and if we 
query for A t A 1, . ..1 A,, backtracking can only appear for Ai, 1 d i 6 n. 
But for these atoms Aj backtracking is never called, since we have inserted 
the unit clauses Ai, 1 < i< n, in front of 7~. Therefore, we either enter 
an infinite loop or we can decide whether A can be refuted in at most 
latomset(n)l steps. Completing this observation we remark that an infinite 
loop can be recognized after latomset(n)l steps. 
2. We can even prove the following stronger result: For the definite 
Horn formulas x,, defined in the proof of Theorem 7.1 there do not exist 
definite Horn formulas (P,, equivalent to .n,, which can be optimized when 
using the Prolog inference mechanism for answering queries. 
Proof If Yi is an atom with index i, i<n, then Yi c Yip 1 is a con- 
sequence of (Pi; therefore there exists an SLD refutation of Yj using clauses 
of cp, u ( Yip 1 >. As seen in the proof of Theorem 7.1 each clause of cp, with 
head Yi has a body containing an atom Y, with index j < i. If there is an 
atom Yi with Y, # YipI in the body, this clause does not succeed, since Y, 
cannot be refuted, hence (Pi contains up to a permutation of the atoms in 
the body at least one clause Yi t Y(l), . . . . Yrr’, Y,-, that succeeds, where 
Y(j) 2 1 < j< r, are atoms with index greater than i- 1. Since these clauses 
occur in (Pi, we can prove 
TsLD((P~, Yrn) 3cm forsome c> 1, 
tracing the computation in a similar way as in Theorem 7.1. Especially for 
i = n we obtain that Z, +- Xkk! r, k = 1, 2, are clauses of (Pi. Note that Z, 
alone is an atom with index greater than n - 1 and we can assume without 
loss of generality that (P,, does not contain any tautology. Thus, the same 
argumentation as in the proof of Theorem 7.1 yields the result. 1 
The exponential lower complexity bound for the Prolog inference 
mechanism arises solely from the fact that backtracking requires exponen- 
tial time for suitable formulas. This has effects on other questions raised in 
the course of thissection: 
l As seen, the selection of an atom in a goal does not influence the 
exponential lower time bound and, even if we allow eliminating multiple 
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occurrences of atoms in a goal, we obtain the same lower complexity 
bound: 
The exponential time bound is based on the fact that Tsr,,(rr,,, Y,) 2 cm 
for m <n and some c > 1. But we obtain the same lower bound, if we 
additionally allow eliminating multiple occurrences of atoms in a goal, 
since during the computation of refuting Y, using clauses of rc, there only 
occur unit goals. Since this computation occurs as a subcomputation when 
considering opt(rr,) instead of rc,, we have furnished the assertion. 
l We mention yet another curious observation: The computation 
requires exponential time, although the clause we ask for is a clause of the 
underlying formula, see the specification of yin) in the proof of Theorem 7.1. 
Therefore, we may add, in this case, arbitrarily many consequences to the 
formula without obtaining an optimized formula. 
l As seen, Theorem 6.1 becomes false if asking for k-clauses only, 
whereas our Theorem 7.1 is true even for 2-clauses. If we restrict the queries 
in Theorem 7.1 to be unit clauses, we obtain immediately: 
Adding all unit clauses A that are consequences of a definite Horn for- 
mula in front of the formula, we require linear time when asking for a unit 
clause being a consequence of the formula, but we have an exponential 
lower time bound when asking for a unit clause that is not a consequence 
of the formula. 
8. CONCLUSIONS 
We have investigated the problem whether a propositional calculus for- 
mula can be optimized with regard to questions of deducibility if we may 
add polynomially many suitable consequences to the original formula. This 
question was motivated by the analysis of algorithms deciding deducibility 
of formulas, which are fundamental algorithms in logic. In general these 
algorithms generate many consequences of the underlying formula to 
answer a query and normally these consequences are generated each time 
renewed. Hence the algorithms can be assumed to be more efficient when 
adding such consequences to the original formula. The difficulty of this 
problem becomes evident when relating this problem to the P = NP 
problem as discussed in Section 3. Therefore we have considered various 
modifications of the general problem: 
If we restrict the queries to be at most k-clauses and if we allow the 
addition of consequences that are at most (k - 1 )-clauses to the underlying 
formula, we have seen that in this case the problem whether an arbitrary 
k-clause is a consequence of a formula containing the added consequences 
remains coNP-complete. 
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If we could prove a lower bound greater than 0 for the number of clauses 
that have to be added to a formula to obtain an optimized formula, we 
have proved P # NP. Therefore we have restricted ourselves to establish a 
lower bound for special algorithms deciding deducibility. We established a 
lower bound O(n/log’ n), if using resolution for deciding deducibility. We 
have not succeeded in finding much better bounds for even more restrictive 
resolution procedures. 
Finally, we analyzed complexity of SLD resolution for definite Horn 
clauses proving that SLD resolution cannot be optimized by adding 
polynomial many consequences to a formula. We could even prove a 
stronger result for SLD resolution combined with the Prolog depth-first 
search strategy with backtracking, which yields an exponential lower 
bound for the worst-case complexity of Prolog programs. 
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