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Diese Arbeit entstand aus der Zusammenarbeit der Arbeits- 
gruppe Technomathematik der Universität Kaiserslautern mit 
der Firma AUDI AG in Ingolstadt. 
Die Hauptaufgabe bestand in der Modell--Entwicklung für das 
Zeitverhalten von Beanspruchungsseitfunktionen (BAZF), 
Daher werden auch die ursprünglichen Modellansätze, die 
sich aufgrund von Beobachtungen realer BAZFen als "Irrwerke" 
herausstellten, und die Stufen der Anpassung an die Realität 
hier dargestellt. 
Die Überprüfung der Modelle habe ich vier Wachen lang "vor 
Ort 'I durchgeführt und anschließend die endgültigen entwickelt. 
Die bei AUDI erstellten Plots werden zur Rechtfertigung der 
Modelle beitragen. 
DOS Ziel der Modell-Entwicklung war immer die praktische 
Anwendung, weshalb auch dieser Gesichtspunkt oft herein- 
spielt, besonders wenn es um die Realisierung auf dem Rechner 
geht. 
Über die Implementierung und die praktischen Ergebnisse 
wird in einer späteren Arbeit berichtet werden. 
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1 Problemstellung 
1. Das Problem in der Praxis 
In der Automobilindustrie wird viel Wert darauf 
gelegt t Fahrzeugteile möglichst leicht und kosten- 
günstig fu produzieren. 
Dazu ist es von großer Bedeutung, möglichst exakte 
Aussagen über die Lebensdauer dieser Fahrzeugteile 
machen zu können, 
Dies kann auf zwei verschiedene Weisen geschehen: 
Zum einen gibt es Hypothesen über die Lebensdauer, 
die eine angenäherte Berechnung dieser aufgrund von ----- 
bei Testfahrten ermittelten Daten (z.B. per Dehnungs- 
meßstreifen oder Beschleunigungsaufnehmer aufgezeich- 
net) erlauben. Hierzu sind nur wenige Testfahrten 
nötig. Die Qualität der Aussagen über die errechneten 
Lebensdauern ist aber i-a. nicht sehr gut. 
Wesentlich sicherere Lebensdauervorhersagen lassen 
sich nur durch Simulationen machen. Dazu sind viele ------ 
Testfahrten notwendig, die dann auf dem Prüfstand 
simuliert werden können. 
Um die Simulation sinnvoll durchführen ZU können, 
werden die Originaldaten (aufgezeichnete BAZFen) 
in der Weise reduziert, daß nur die für die Schädi- 
gung das Bauteils wichtige Information gespeichert 
wird (Markov-Matrix bzw. RAINFLOW-Matrix und 
Residuum). 
Das mathematische Problem besteht nun darin, zu 
diesen Daten passende, dem Originalprozeß ähnliche 
BAZFen zu konstruieren. Dies soll zum einen mit 
möglichst wenig und von der Lange der BAZF unabhän- 
gigem Platz und zum anderen on-line (zeitlich pro- 
portional zur Länge der BAFF) geschehen. 
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2. Mathematische Beschreibung des Problems 
2.1 Die bei einer Testfahrt aufgezeichneten Signale -- 
bilden eine BAFF Ya(t), -t: E IR+ mit kontinuierlichem 
Zustandsraum (r.B* -1ov *.* +lOV) im analogen Signal, 
Zur Verarbeitung im Rechner werden die Meßwerte digi- 
talisiert (z.B, -[O, ',,? 1023)) und wir erhalten 
einen ProreO Y(t), 5 E R + mit endlichem Zustandsraum. 
In vielen Verfahren zur Lebensdauerschätzung gehen 
nur die Lastwechsel ein, d.h. die lokalen Minima und 
Maxima des Prnzesses Y(t), 
Y(n), n E IN sei der zu Y(t) zugehörige Min-Max-Prozeß. 
Um den Zustandsraum zu verkleinern, werden die digi- 
talen Meßwerte nun noch in Klassen (z.B. {l, . ..> 32)) 
eingeteilt, 
2,2 Dabei tritt folgendes Problem auf: -- 
Zittert der Prozeß v(n) um eine Klassengrenze herum, 
so erhält man wegen der Klassierung viele Halbschwin- 
gungen der Gröi3e 1, wobei eine Halbschwingung ein 
Übergang von einer Klasse in eine andere ist. 
Original Min-Max-Prozeß T(n) 
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Da dieser Effekt der Überbewertung von kleinen Lact- 
spielen unerwünscht ist, werden solche Zitter-Bewe- 
gungen des Min-Max-Prozesses v(n) herausgefiltert 
und als sogenanntes "Brummen"' gesondert behandelt. 
Wir werden darauf in Abschnitt 5 genau eingehen. 
Nun wird die Klassierung des Praresses durchgeführt 
und man erhält einen ProzeD X(n), n F IN. 
Dieser enthält die Information übei- eine he-rausge- 
filterte Brummphase in Klasse i als Übergang i+ ij 
d.h. X(n) = il x(n+Z) = i. 
Beispiel 
2-3 -- Der st3 entstandene PruzeO X(n), n i ti, wird rlun 
noch nach dem Markov- bzw. RAINFLDW-Verfahren gezähTt 
(vgl. 11 1, 111 1) und man erhält eine Matrix A der 
Anzahlen der Lastspiele. 
Alles dies kann on-line während einer Autofahrt ge- 
schehen. 
Die Matrix A enthält Nut noch die fCs die Schädigung 
wichtige Information des Originalprozesses YaCt). 
AuBerdem ist sie gut tiberschaubar und der Speicher- 
platzbedarf ist unqbhängig von der Länge der BAZF, 
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,,. 
2.4 Zur Rekonstruktion des Originalprozesses sind zwei -- 
Probleme zu bewältigen: 
(1) Aus der Matrix A ist der Min-Max-Prozeß X{n) ZU 
rekonstruieren. Es ist leicht einzusehen, daß das 
Zahlverfahren nicht injektiv ist. Es gibt im allgemeinen 
sehr viele Prozesse, die zu desselben Matrix A führen. 
Was heißt dann also "Rekonstruktion"? 
Da es nicht möglich ist, die ursprüngliche BAZF immer 
zu erzeugen, entscheidet man sich dafür, aus allen 
zur Matrix A zugehörigen BAZFen zufällig gemäß der 
Gleichverteilung eine auszuwählen. Dies hat den Effekt, 
daß die aus den BAZFen errechneten Gesamtschädigungen 
zwar nicht gleich dem tatsächlichen Wert sind, aber 
auch nicht deterministisch auf jeden Fall von ihm ab- 
weichen. 
Zur Lösung dieses Problems siehe /ZL,/, 
(2) Wir haben nun den rekonstruierten Min-Max-Prozeß 
Rn) *) und es stellt sich die Frage, wie die fehlende 
Zeit- bzw. Frequenzinformation wieder in diesen ein- 
gebracht werden kann, um einen zum Clrkginalprozeß Y(G) 
ähnlichen Prozeß zu erzeugen. Qabei bedeutet '"ähnlich", 
daß die BautcilschGdigung möglichst exakt mit der von 
Y(t) übereit7stimmt. Wir wollen dies durch eine Erhal- 
tung des Frequenzspektrums erreichen. 
Punkt (2) ist das eigentliche Problem dieser Arbeit. 
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3. Wozu braucht man die Zeit? 
Worin besteht der praktische Zweck dieser Arbeit? 
Die bisherigen Rekonstruktionsverfahren waren nur zu 
verwenden an - nicht schwingungsfähigen Bauteilen 
und - für einaxiale bzw. nicht korrelierte 
mehraxiale Prüfungen (vgl. /l/ 3.). 
Um die Eigenschaften schwingungsfähiger Bauteile (Reso- 
nanz) zu berücksichtigen, muß die Frequenz bzw. 
die 
Zeit im rekonstruierten Prozeß enthalten sein. 
Außerdem besteht das Ziel, die Rekonstriktion mehrdimen- 
sianal (z.B. an allen Rädern eines Fahrzeugs simultan 
in x-, y- und z-Richtung) durchzuführen. 
Dafür ist ein "Zusammenpassen" der Belastungen sehr 
wichtig (,damit z.B. das Fahrzeug nicht auseinanderge- 
rissen wird). 
Dies kann aber ohne Zeitinformatiun aufgrund der Zähl- 
werfahren nicht gewährleistet werden. 
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11 Markov 
1, tählverfahren 
Das Markov-Verfahren beruht auf der Annahme, daß für 
die Gesamtschädigung eines Bauteils nur die Häufig- 
keiten der verschiedenen Lastspiele (= Halbschwin- 
gungen) der BAFF x(n), n E lN, eine Rolle spielen. 
Es ist daher auch nicht wichtig, zu welchem Prozeß 
die BAZF x(n) gehört, wenn nur die Lastspielzahlen 
stimmen, Aus diesem Grund können wir uns x(n) auch 
als Realisierung eines Markov-Prozesses vorstellen, 
worauf die in Jl/ beschriebene Maskov-Inversion auch 
beruht, 
2.1 Definition --__---- 
Ein stochastischer Proze13 {X(t): t F R+} mit 
Zustandsraum S c 2 heißt Markov - Pro z eß, 
wenn für alle n E IN, für alle Cl 5 t c "._ c tn 
und für alle i , .**, i 
t-l ' 
j 6 S gili: 
P(X(t)=j 1 X\tn)=in, ,.*, 
= P{X(t)=j ! X[tn)=inl, 
X(tl)=ill 
Der Pruzess heißt zeitlich homogen, falls 
zusatzlieh gilt: 
Für alle t, -r 9 0 und ftir alle i, j F S: 
P{X(t+>r)=j j X{t)=i} = P{X(r)=j I X(P)=i}. 
Ein zeitlich diskreter Markov-Prozeß (X(n): fl E fl} 
hei0t auch Markov-Kette. 
Wie sieht nun das eigentliche ZGhlvesfahren aus? 
1,2 Verfahren 
Sei {X(n): n = 0, **-, N} der Min-Max-Prozeß zu 
YIt), t EJR + (wie in 1 2 beschrieben) mit Zustands- 
raum S = Cl, ~~Y, M}, 
Sei Ao = 0 (M x: M)-Matrix. 
Für n = 0, q.., N-l gelte: 
r An(i,j) + 1, falls X(n)-i, X(n+l)=j 
A n+,CLj) = i # j 
sonst 
Dann ist A = AN die sogenannte Markov-Matrix, 
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1,3 Bemerkung -i---- 
Der Informationsgehalt der Markov-Matrix A ist 
als der der gewöhnlichen Übergangs-Matrix einer 
Kette, da die absoluten Übergangszahlen bekannt 
1.4 Beispiel. --s-u-- 
iöher 
Markov- 
sind. 
t 
Maskov-Matrix 
1 
1 
1 2 1 
1 
1 1 
1 1 
Wir betrachten eine Halbschwingung (i,j> im Min-Max- 
Prozeß x(n). 
Um die Zeit für diese Schwingung wieder Ins Spiel Zu 
bringen, sind Zwei Fragen von Interesse: 
(1) Wie lange dauert der Ubergang von 1 nach j? 
(2) Welchen Pfad benutzt der ProzeB dabei? 
Gesucht ist ein einfaches mathematisches Modell, das den 
Sachverhalt möglichst gut widerspiegelt. 
Oui-ch Beobachtung real gemessener BAZFen stellt man fest, 
daO die Pfade der Übergange "Ungefahr" linear in der 
Zeit verlaufen, d,h, ftir den ProscD {X(t), t cIR+, X(O)=i, 
X mOnuton) : E(X(t)-i) - t, Die Gerade ist also das 
punktweise Mittel alles Pfade. 
-  - - L I - , -  -  &-*^, - * - -  -““-&he-- 
Bild 1: Ausschnitt einer BAZF {gemessen bei AUDI80, 
Federbein (z-Richtung), Höckerkurve) 
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Was bedeutet diese Lin e a r itäts a n n a hm e der Pfade 
für das mathematische Modell? 
2.1 Mathematisches Modell --------Ba_-_ 
Nir betrachten wieder den Übergang (i,j) im Prozeß 
X(n): X(no) = i, X(no+l) - j. 
Der rum Zeitpunkt fl0 des Prozesses x(n) zugehtirige 
Eintrittszeitpunkt des Prozesses Y(t) in den Zustand i 
sei t * 
Es se1 nun X(t), t c IR 
+" der in t. startende Prozeß 
y(t) t t L to, also X(0) = i und X manoton. 
Für diesen Prozeß X(t) mui'3 nun gelten: E(X(t)-i) = Xt 
für ein X c IFi, das von [i,j) abhängen kann und daher ~ 
auch negativ sein kann. 
Diese Eigenschaft haben genau die sogenannten Poisson- 
Prozesse, auf die wir im nächsten Abschnitt genauer 
eingehen werden. 
2.2 Bemeykuna ----__ 
Wenn wir einen Prozea X(t), t E IR+, als Markov-Prozeß 
ansehen und zudem noch die Forderung an ihn stellen, 
daß kein Zustand übersprungen wird (wir nehmen den 
Originalprozeß Ya[t) als stetig an)) so kann es sich 
nur um einen Geburts- und Todesproseß handeln. 
Wir fordern für unseren Prozeß noch die Monotonie 
(wegen der Min-Max-Eigenschaft), was zu reinen Geburts- 
bzw. Feinen Todes-Prozessen führt; und schließlich 
erhalten wir aufgrund der Linearitätsannahme für die 
Pfade den Spezialfall Poisson-Prozeß. 
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3. Der Poisson-Prozeß 
(Literatur vgl. /2/ oder /3/) 
Dieses Kapitel liefert uns die Moti.vation für unser 
Letztendlich verwendetes Modell, das nur in einem Punkt 
von dem hier gebildeten abweicht, 
Wir gehen darauf im nächsten Kapitel ein. 
Wir wollen nun zuerst einmal einen reinen Geburtsprozeß 
definieren, um daran die Auswirkungen der Linearitäts- 
annahme klarzumachen: 
3,1 Definition -.------- 
x(t) 1 t F IR& sei ein homogener Markov-Prozeß mit 
Zustandsraum Bl. 
PklW := P{X(t+s)=I i X(s)=k} seien die Übergangs- 
wahrscheinlichkeiten des Prozesses (unabhängig von 
s 2 0). 
X(t) heil3t G e b u rts - Pr o z e 13, wenn gilt: 
(i) 'k k+lb) = Akt + o(t) für t+ 0, k I 0 
(ii) 
'kk 
'(t) = 1 - Akt + o(t) für t + 0, k 2 0 
(iii) PkI(0) = dkl 
(iv) X k > 0 für k: 0 
Dabei gilt o(t)/t -> 0. 
t- 0 
3,2 Bezeichnung -------- 
h 
heißen G e b u rt sr at en, 
Man sieht leicht, daß das typische Aussehen der Pfade 
durch die Lic. bestimmt wird, große Xk erzeugen schnelle 
Übergänge, kleine Ai: langsame. 
Unsere Linearitätsannahme führt uns dazu, alle Xk der 
Halbschwingung (i,j) als gleich anzunehmen, 
3,J DefinitLon -------- 
Es sie {X(t), t E TR+) Geburts-Prozeß mit Raten hkY 
k t 34, 
X(t) heißt Poisson-ProzeO, wenn gilt J. = hk für alle kEININ. 
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3.4 Bemerkung 
Für die Übergangswahrscheinlichkeiten Pij(t) eines 
Markov-Prozesses gilt: 
(1) Pij(t) 2 0 für i, j E IN, t 2 0 
Co 
(j-i) c 
j=O 
'ij(t) = 1 für i c m, t 2 IJ L 
(iii) (Chapman-KoLmogorov-Gleichung) 
P ij (tts) = 7 
kh 
Pikit)pkj(s) für i, j EIN, t, S 2 0 
Betrachten wir nwn die Leiten für die Übergänge. 
3.5 Bemerkunq ------i 
Ftir einen Geburtsprozeß iX(t), t E J? 1 gilt (für t 
"0 2 0, s > 0): 
P{S(s+to)=i / Xjt,)=i, X(t)<i für t(toF 
= P{X(s+to)=i j X(to)=i} ~ wegen der Markov-Eigenschaft 
= P{X(s+t )=i 1 X(t )=i},'wegen der Homogenitat 
= P{X(s+tl)=i 1 X(tl)=i, X(t)Ci für t<t }. 
Es ist al:o die VerWeildauer im Zustand'i unabhängig 
vom Eintrittszeitpunkt in den Zustand 1. 
Daher kennen wir definieren: 
3.6 Definition ---_---- 
Es sei {X(t), t I‘ IR+] ein GeburtsproreI3, 
Ti 
sei die Zeit, die der Prozeß im Zustand i bis zum 
Verlassen verweilt, 
Ti heißt Wartezeit oder Verweildauer i.m 
Zustand i. 
3.7 Lemma ----- 
F(x) sei eine Verteilung mit F(Q) = 0, F(x) < 1 für 
ein x > 0. 
Dann ist F(x) Exponential-Verteilung genau dann, wenn 
gilt: 
U-Y) - F(y) = F(x)(l - F(y)) für alle x, y 2 0, 
Beweis: (siehe /2/ 3.2) 
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3.8 Satz ----- 
Pi ist exponentialverteilt mit Parameter Xi! 
d.h. P{T, > t} = e-'itW 
Beweis: 
(1) p 1 Ti>t} = P{X(set+to)=i 1 X(t+to)=i, X(to)=i} 
= P{X(sitito)=i j X(t+to)} 
= P{X(s+to)=i / X(to)=i} 
1 P{Ti>s j T,>O} 
= P{Ti>sl+ weil P{Ti>Q} = 1 
(2) P&Ss+tj = P{T++t j Ti>t)P{Ti>t} 
+ P{T+t / T.Ct]P{Ti5t} 
= P{TiSS] P{Ti>& wegen (1) 
(3) Mit Lemma 3.7 folgt daraus die Behauptung, 
J,9 Bemeskvnq ------2T. 
Aus der Markov-Eigenschaft folgt die Unabh3ngigkeit 
der Ti, da Pi nicht von der Vergangenheit des Pro- 
zesses und damit nicht von den T k mit k -i i abhängt. 
J,lQ Bemerkung 4-L__---_ 
Man könnte einen Geburtsprozeß leicht simulieren durch 
Simulation der zugehörigen Exponentialvesteilungen 
(vgl. IV 1). 
Sehen wir ins jetzt die Gesamtzeit für eine Halbschwingung 
an: 
3.11 Definition d------- 
Sei (X(t), t ,E n+} ein Geburtsprozeß mit X(O) = 0. 
Ti seien die +ugeh@y~gen Wartereiten. 
bann hei0en Sk := 1 
i=Q 
Ti die Sp r u n g t eite n des 
Prozesses. 
3.12 Lemma d-L--- 
Die Sprungzeiten Sk eines Poisson-Prozesses X(t), t E IR 
+ 
mit X(0) = 0 sind g a mm a -verteilt, d.h. die Dichte 
fSk von Sk ist 
wobei 1 der Parameter des Poissfln-Prozesses ist, 
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Beweis: 
k?l 
Sk = iia Ti 
Nach 3.9 sind die Ti unabhängig. 
Daher: fS 
k 
= fT * w.. * fT 
0 k-l 
= fT * *** * ET J 
Cl 0 
weil alle Ti identisch verteilt sind, 
Per Induktion ergibt sich die Behauptung. 
Für unsei-en Prozeß {X(t), t FR+, X(0) = i, X monoton} 
definieren wir: 
3.13 Definition -- -i---- 
. 
pLJ sei die Wartezeit im Zustand 1, isl<j* 
k-l 
$-j = 7 * 
;-ij 
ifli ' 
sei die Sprungreit bis zum Sprung in 
den Zustand k, i i k 5 j. 
3,14 Folgerung _ 
Die Zeit für den Übergang von i nach j ist StJ, 
Sie ist verteilt gemäß r(j-i,l), wnbei X derJParameter 
des Poisson-Prozesses ist. 
Beweis: folgt aus 3.12 
3.15 Bemerkung 
3.13 und 3-14 gelten für eine Aufwärtshalbschwingung 
(i,j), d.h. i < j. 
Für Abwärtshalbschwingungen gilt Entsprechendes. 
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4. Die Überprüfung der Annahmen und das Modell 
Zur Überprüfung der Annahmen wurden bei real gemessenen 
BAzFen die empirischen und die geschätzten Verteilungen 
(siehe 13: 7) der Übergangszeiten bestimmt und verglichen. 
2.52 3. JG u.20 5.W 6.72 7.56 a.uo 3.2u 10.08 
ZEIT C11'100 SEK.1 
Bild 2: Verteilung der Übesgahgszeit vom Zustand 16 in 
den Zustand 17 (188 gezählte Ubergänge) 
(AUOIBO, Federbein (r-Richtung), Höckerkurve) 
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EESCHRET2TE VERTEILUNG 
t 
2.52 1.36 u.20 5. ou 5.88 6.72 7.56 3.uo 9.24 10.08 
Bild 3: Verteilung der Übergangzeit für (15,21) 
(164 gezählte tibergänge) 
(AUDT80, Beschleunigungsaufnehmer (z-Richtung), 
EVP-Teststrecke) 
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4.1 Bemerkung _------ 
Bei einigen Übergängen stellt man fest, daß es sich 
bei der Verteilung der Zeiten nicht um eine Gamma- 
Verteilung handelt, sondern um ein Gemisch zweier 
Gamma-Verteilungen, 
:* 
Bild 4: Verteilung der übergangsseit für (19,lS) 
(56 gezählte Übergänge) 
(AUDJ80, Federbein ( z-Richtung)) 
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4.2 Erklärung ------- 
Bei einer Fahrt überlagern sich Schwingungen zweier 
völlig verschiedener Frequenzbereiche: 
Niederfrequente, durch Fahrmanöver hervorgerufene 
Schwingungen des ganzen Fahrzeugs und höherfrequente, 
durch die Fahrbahn angeregte Schwingungen der Radauf- 
hängungen. 
Es darf vermutet werden, daß beide Phänomene Gamma- 
Verteilungen besitzen, die sich vermischen. 
4.3 Bemerkung ------- 
Es gibt zwei Gründe, dieses Phänomen zu vernachlässigen. 
Zum einen tritt es nur bei einigen Halbschwingungen 
(i,j) auf (Bild 4 ist ein extremes Beispiel), und zum 
anderen ist eine exakte Trennung zweier Verteilungen 
nur bei sehr groBem Datenaufkommen zu realisieren. 
Wir haben es aber i-a. nur mit weniger als 200 Daten 
pro Halbschwingung (i,j) zu tun. 
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4.4 Bemerkung ------- 
Die allgemeine Gamma-Verteilung hat zwei Parametes 
X Und CL. Ihre Dichte ist 
Jrr p-1 ,-At 
1 Ca) 
. 
Es hat sich gezeigt, dai3 die Schätzung beider Para- 
meter oftmals zu wesentlich besseren Eryebnissen 
führt, als die Festlegung von x durch M. := ij - i\ 
(vgl, 3.14). 
Dies verdeutlichen die folgenden Bilder. 
3.36 4.20 5.m 5.88 6.72 8.40 9.24 10.08 
Bild 5: Zeitvesteilung für Ubergang {15,16) 
1287 gezählte Übergänge) 
(AUOI8O, Federbein [z-Richtung)) 
GESCHRET7TE VERTEILUNG rGRdD VtlRGEGEBENI 
GESCHRETZTE VERTEILUNG [BEIDE PRRRAETERJ 
3.35 4.2n 5.88 6.72 7.56 8.40 9.24 lU.UR 
Bild 6: Zeitverteilung für Übergang (15,18) 
(107 gezählte Übergänge) 
GESCHAETZTE VERTEILUNG IGRAD VDRGEGEBENI 
GESCHWTZTE VERTE I LUNC IBE I DE PRRAHETERJ 
Bild 7: Zeitverteilung für Übergang (13,17) 
(156 gezählte Übergänge) 
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Kommen wir nun zu unserem endgültigen Modell. 
4,5 Das Modell für Markov mit Zeit ------------------ 
Alle bisherigen Modellannahmen für eine Halbschwingung 
(i,j) führten uns hin zur Gamma-Verteilung. 
Diese waren: - die Annahme der Beschreibbarkeit durch 
einen Markov-Prozeß, 
- die Forderung, keinen Zustand zu über- 
springen, 
- die Monotonie aufgrund der Min-Max- 
Eigenschaft und 
- die Linearitatsannahme für die Pfade 
(vgl, 2”2, 3,), 
Wir wallen nur eine kleine Anderurig an unserem Modell. 
varnehmen, indem wl~ einfach alle diese Forderungen 
durch die ersetzen, daß die Zeiten der Halbschwingungen 
(iWj) Gammaverteilungen besitzen und daß ihre Pfade 
linear sind. 
Dabei wird die Gammaverteilung als Verteilung mit 
den beiden Parametern ti und X betrachtet, und es 
werden auch beide Parameter geschätzt (7.) U 
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5. Problem "Brummen" 
Wir haben bisher nur die Übergänge i -+ j, i # j in dem 
ProreD x(n) betrachtet, also die Halbschwingungen. 
Nach (1 2.) besitzt X(n) aber auch ÜbergZnge i + 1, 
d.h. x(k) = i, x[k+l) = i für ein k E Tl. 
Diese ktinnen wir nicht durch einen Poisson-Prozeß beschrei- 
ben. 
Wir wollen daher zuerst einmal die Frage klären, wie sie 
zustande kommen. 
Bei Beobachtung einer BAFF stellt man haufig folgenden 
Verlauf fest: 
(ii) 
Bild 8: Ausschnitt einer 5AZF 
(AUDI80, Federbein {Z-Richtung), HSckerkurve) 
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5,l Erklärung - - - - - - -- 
Das Phänomen tritt auf in Ruhephasen der Belastung 
(z,B. bei einer Vollbremsung, nachdem sich die Kraft 
~E?IY Bremsen voll aufgebaut hat): Vibrationen (= Brummen). 
Es tritt aber auch immer auf, wenn sehr kleine Last- 
wechsel stattfinden. 
Wegen des in [I 2. ) geschilderten Grundes muß eine solche 
Zitterkurve herausgefiltert werden, 
Dies geschieht fogendermaßen: 
5.2 Filterung des "Brummens" --------------- 
Die Filterung ist eine Transformation des Prozesses 
v in den Prozeß xw 
Wir definieren dazu einen Prozeß y wie folgt: 
P(0) = Y(O), 
y(k) = Y(n), falls /Y(l) - v(n)1 < F für alle 1 
mit n 6 1 5 k 
und falls n minimal ist mit dieser 
Eigenschaft, 
Y(k) = Y(k) sonst. 
Aus 7 erhalten wir nun den ProreB x7 indem wir ?' 
klassieren und dann alle tibergänge der Form 
i+i+i-... -* i transformieren in i -5 i. 
Wir nennen einen solchen Übergang i + i in y ein 
Brummen in X,und auch dirr entsprechenden Abschnitte 
der Zeitfunktion v nennen wir Brummen in Us 
Damit ist geklärt, was ein Brummen ist. 
Die Filterung besteht also darin, alle Übergänge inner- 
halb eines Brummvorgangs zu streichen und das gesamte 
Brummen mit Anfangspunkt in Klasse i als Übergang 
i -5 i im Prozeß X(n) zu betrachten. 
5.3 Bezeichnung -------- 
Wir nennen jeden Übergang i + j In X(n), der nicht zu 
einem Brummen yehört, Halbschwingung. (i,j)* 
5.4 Bemerkung 
Da wir noch nichts über die Schranke F gesagt haben, 
kann eine Halbschwingung auch innerhalb einer Klasse 
liegen. 
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E-Band 
Welchen Wert sollen wir also für F verwenden? 
5.5 E-Umgebung fUs das Brummen ------L-_-_---_L 
Betrachten wir zwei gleiche Brummvorg$nge, die in 
ihrer Lage verschoben sind: 
--- 3 
2 As.““.-- 
1 
Lm Falle (i) erhalten wir nach der Filterung eine 
Halbschwingung (1,3) und ein Brummen in Klasse 3. 
Im Falle (ii) ergeben sich eine Halbschwingung (1,2) 
und ein Brummen in Klasse 2 mit einer anschließenden 
Halbschwingung (2,3). 
Obwohl in beiden Fällen der Verlauf der BAZF bis auf 
die Lage völlig identisch ist, registrieren wir sie 
völlig verschieden. 
Diesen unerwünschten Effekt kann man vermeiden, wenn 
E als eine Klassenbreite gewählt wird, 
Damit erreichen wir zusatzlieh noch, daß Halbschwingungen 
nicht innerhalb einer Klasse liegen können (5.4). 
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Wir kennen uns nun der Frage zuwenden, wie die Übergänge 
i + i für den zeitlichen Verlauf des Prozesses Y(t) zu 
behandeln sind. 
5-6 Erste Annahme für Brummphasen -l----l----_l__ -- 
Eine erste Annahme wäre, daß wir sie vernachlässigen 
und sie als Teil der vorangegangenen Halbschwingung 
betrachten konnten. 
y angenommener Verlauf 
Es ist leicht einzusehen, daß dadurch das Frequenr- 
Spektrum des Prozesses V(t) verändert wird, welches 
BS ja zu erhalten gilt (vgl. 1 2.4). 
Wi.l- dürfen also das Brummen nicht vernachlässigen. 
Es is-t nun unser Problem, die Zeit des Brummens zu er- 
fassen und mathematisch tu beschreiben. 
v ,r, . . , 
5 1 7 Brummen für die Zeitfunktion Y (t) -----------__l----- ",~'-,-,:ij:,'~,:l~~,,, 
En (5.2) ist ein Brummen im Min-Max-Prozet3 y(n) 
erklärt, 
Ein Brummen in v(n) beginne zum Zeitpunkt no und 
ende zur Zeit n I 
Sind dann tn und t die zugehörigen Eintrittszeit- 
punkte des Prozesses Y(t) in die Zustände Y(no) bzw, 
Uni), sa nennen wir den Prozeß {Y.(t), t. 5 t 5 t:} 
ein Brummen in Y(t). 
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5.8 Mathematisches Modell 
------------- 
Es handelt sich also um eine Zitterkurve zwischen 
zwei Schranken. 
Mathematische Modelle für solche Zeitfunktionen cind 
die Irrfahrt [im zeitlich diskreten Fall) und die 
Brownsche Bewegung [im seitlich kontinuierlichen 
Fall), jeweils mit zwei absorbierenden Grenzen in 
% - E und y, + E + falls y o der Startpunkt Y[t,) 
das Brummens ist. 
Da ein Brummprozen oberhalb der Nullage eine Tendenz 
nach unten zeigt (und umgekehrt), wie man aus Plots 
der Zuwachsverteilungen von Brummphasen sehen kann, 
müssen wir den ProzeB als nichtsymmetrische Irrfahrt 
bzw. als Brawnsche Bewegung mit Drift ansehen. 
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6. Das Modell für das Brummen - Brownsche Bewegung 
6.1 Definition ------_- 
Es sei {Y(t), t EIR+] ein stochastischer Prorelil mit: 
(il Y(O) = 0, 
(ii) Für 0 5 t < .,% C: t sind 
n 
ut,,) - YFtnJ, * **, Wl) - Y(t,) unabhängig, 
d.h, Y(t) hat unabhängige Zuwächse, 
(iii) Y (t) - Y(s) hat Verteilung N(O,nz(t-s)) für t > s. 
Dann heißt Y(t) Brownsche Bewegung (BD). 
Sind die Zuwächse Y(t) - Y(s) N(mjt-s),BZ(t-s))-verteilt, 
so spricht man von einer E3B mit Drift m. 
6.2 Bemerkung ------- 
Für die Brownsche Bewegung Y(t) gelten: 
(1) E(Y"(t)) = sr2-t für alle t > 0, 
(2) cov(Y[t),Y{s)) = ~2 Min(t,s} für alle s, t h 0, 
(3) E(Y(t) l Y(s)-y,) = y, für t > s. 
Beweis: 
(1) folgt aus (6.1) (i), (iii) 
(2) folgt aus [6-l) (ii) und (1) 
(3) folgt aus (6.1) (ii), (iii) 
6*3 Bemerkung ---_--- 
(1) Die BB hat stetige Pfade. 
(2) Die BE kann als "Grenzprozeß" der symmetrischen 
Irrfahrt aufgefaßt werden im folgenden Sinn: 
Es sei Sn e$ne symmetrische Irrfahrt, 
d.h, Sn = 1 X. 
i=l 
1' 
Xi u.i.v. mit P{Xi = 1) = P{X. = -1) 2 +y 
Betrachte diese Irrfahrt auf einem'GittesNAt xXAx: 
E(t) := SnAx für n = t/Llt. 
Mit Ax = l/,% und At = l/m erhält man als Grenzprozeß 
für m -> 'x die BB, d,h, die Vesteilung des Prozesses 
konvergiert gegen die der BB (Wiener-Maß). 
Allgemeiner ist dies bekannt als Dansker'sches Inva- 
rianzprinrip. 
(siehe /4J 12.3, *Theorem 13-12) 
a 
Da wir uns für den Fall einer BB mit rwel absorbierenden 
Grenzen interessieren, wollen wir dies nun wntersuchen. 
6.4 Lemma ----- 
Es sei (Y(t), t ED+) eine BE, 
mw (w> :- Min{Y(s)(w), 0 5 s I t), 
M(t)(w) := Max{Y(s)(w), 0 6 s = t}ti 
Außerdem sei t ) 0, a < 0 < b. 
Dann gilt für alle J (a,b): 
P(a < m(t) 5 M(t) < b, Y(t) E J} = s kt(x) dx, wobei 
J 
Beweis: (siehe /SJ, Prop.‘2.20) 
6.5 Folgerung - - - - - - -- 
Es sei {Y(t)l t EIR+] eine BB mit zwei absorbierenden 
Grenzen a < 0 < b. 
Dann gilt für alle J la,b): 
P{Y(-L) E J} = j kt(x) dx, 
3 
wobei kt(x) wie in (6,4),, 
Wir stellen also fest, daß die Verteilung der Zeit eines 
Brummens eine sehr komplizierte Struktur besitzt, 
Oies verdeutlicht auch das folgende Bild: 
Bild 9: Zeitverteilung eines Brummens in Klasse 16 
(AllOI80, Kugelbolzen (x-Richtung), Höckerkurve) 
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6.6 Bemerkung ------_ 
Wir werden daher nicht diese Verteilung schätsen ader 
simulieren, sondern wir schätzen die Ortssuwachsver- 
teilurig der BB pro Zelteinheit (11 8.) und simulieren 
die Zeit bis turn Austsitt aus der E-Umgebung um den 
Startpunkt das Brummens. 
Folgendes Bild zeigt, daD die Narmalverteilungs-Annahme 
für die Ortszuwächse recht gut paflt. 
Bild 10: Ortszuwachsverteilung des Brummens in Klasse 16 
(AUDI80, Federbein (t-Richtung)) 
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6.7 Bemerkung ------- 
Bei Beobachtung anderer Bilder der Drtsruwachsver- 
teilurigen des Brummens stellt man jedoch fest, dafi 
ES sich nicht um eine Normalverteilung handelt, sondern 
um eine Überlagerung einer Normalverteilung N(mt,Cr't) 
mit einer Normalverteilung mit Erwartungswert 0 und 
sehr kleines.Varianz, Der Einfachheit halber kann 
man diese zweite Nosmalverteilwng els Punktverteilung 
E* mit Masse 1 im Punkt 0 auffassen, also 
w 
P 
Brummen 
- hN(mt,ozt) + (1 - XI Eo mit X E (0,l). 
BLld 11: Zuwachsverteilung des Brummens in Klasse 13 
(unterhalb der O-Lage) 
(AUDI80, Federbein (z-Richtung), Höckerkurve) 
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\, 
6.8 Erklärung -w---s- 
Es gibt drei Möglichkeiten, das Phänomen zu erklären. 
(1) Wenn ekne monotone Auf- oder Abwätsbewegung der 
BAFZ Y(t) durch ein leichtes Brummen überlagert 
wird, erhält man folgendes Bild: 
Y(t) (digital) 
Die sehr kleinen Schwingungen im analogen Signal 
erscheinen im degitalisierten Prozeß Y(t) nur als 
O-Zuwächse. 
(2) Wenn wir uns vorstellen, daß das Brummen physi- 
kalisch gesehen eine Überlagerung von vielen kleinen 
Schwingungen ist, ergibt sich folgendes Bild: 
Durch die Digitalisierung werden aus den flachen 
Kurven im Bereich der Extrema O-Zuwächse: 
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(3) Oie Originaldaten werden durch einen Analog- 
Digital-Wandler von -lOV *.- +lOV auf Werte 
10, .**J 1023) transformiert (vgl. 1 2.1). 
Der A-D-Wandler ist im letzten Bit der Darstellung 
der transformierten Werte ungenau; das bedeutet 
ein "Umkippen" einer 0 zu ef'ner 1 bzw. umgekehrt. 
r 
Es entstehen also O-Zuwächse, obwohl die tatsäch- 
lichen Zuwächse sogar groBer sein können als das 
zum digitalen Zuwachs 1 zugehörige analoge Zuwachs. -_ 
fn allen drei Fallen treten also viele O-Zuwächse 
auf. 
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6.9 Das Modell i--"""""+---i 
tiS X(O) = xg {Startpunkt das Brummens), 
(ii) X hat unabhängige Zuwächse, 
(iii) X(t) - X(s) ist verteilt gemäß 
XN(m(t-s),u'(t-9)) + (1.- X)~~-für t > s, 
(iV) X(t) stoppt zum Zeitpunkt T y= inf(t: X(t) E {XO%E)J, 
d.h. xo? E sind absorbierende Zustände. 
Die Parameter h, m und cr2 können vom Startpunkt x 
0 
des Brummens abhängen, 
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7. Gamma-Verteilung - Schätzen der Parameter 
7.1 DeTinition ------_- 
Die Gamma -Verteilung mit ParameterX und 
Gs a d CL (r[a,X)) hat die Dichte 
f a,X(t) = & P-l e-y 
wobei r(a) die Gammafunktion ist. 
7,2 Bemerkung -..."""s----- 
Es sei X eine Zufallsvariable mit Verteilung lY(a,x), 
Es gilt: (1) E(X) = i~/x, 
(2) Var(X) = a/XZ* 
dt - E2 
Beweis: 
(1) E(X) = 7 t 2 t"-' e- dt 
l?(a) 
m 
Z 01 x 
a-t1 
d- h F(a+l) t 
CL 
e 
-1-t; dt 
IX) 
Es seien XI, x2, U.x, xN unabhängige Beobachtungen 
einer Zufallsvariablen X. 
Es seien x := ; 
N 
1 x. 
i=l 
IV 
SZ - := 1 y 
N-l Aa 
- 
(x- - X) 1 
2 
Dann sind x und sr gleichmäl3ig beste Schätzer (für 
konvexe Risikofunktionen) für E(X) bzw. Var(X). 
Dabei ist ein gleichmäßig bester Schätzer T: x A> 0, 
X Beobachtungsraum, 0 Parameterraum, ein Schatzer 
mit in 4 E 0 (zu schätzender wahrer Parameter) 
gleichmäßig kleinstem Risiko gegenüber allen erwartungs- 
treuen Schätzern für 8. 
(siehe /SJ, Beispiel 3.30) 
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7.4 Schätzer ------- 
Sei X eine Zufallsvariable mit Verteilung r(a,X). 
(1) Es sei a fest. 
Dann gilt: X = 
& ,wegen (7.2 (1))b 
Wir schätzen daher E(X) durch x (7.3) und 
X durch T(xly w.', xN) = -v 
Y 
(2) Es gilt: X = & (7.2 (1)). 
Damit und mit (7.2 (2)) folgt 
Var(X) = aEjiX! 
Also: R z EZ(X) 
Var(X) 
und E(X) 1 = V&(X) (7-Z Cl))* 
Wir schätzen E(X) durch x, Var(X) durch s2 
und (a,X) durch 
Y2 
(7,3) 
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8. Das Brummen - Schätzen der Parametes 
Wir haben drei Parameter zu schätzen, die Drift m, die 
Varianz cr2 und den Mischungsparameter X von 
P = hN(m,Gz) l (1 - A)E~- It = 1 gesetzt, weil konstante 
Zeitintervalle) 
8-I Lemma ----- 
4lie ersten drei Momente der Verteilung P sind: 
M1 = Am, 
M 2 = X(-oz + mp), 
Pl3 = Xm(3az + m2). 
Beweis: 
Pl l=itdP 
= Alt dN(m,u2)(t) + (1 - X) St dEo(t) 
- Xm + (1 - A>D 
- Am 
M -s 2- t' dP 
= X(02 + m2) + (1 - X)O 
= X(D2 + m") 
Pl3 = j- t3 dP 
= h3"t3 dN(m,ar)(t) 
z2 k St3 (v*'% D)-' e~pj-'~~-;>'! dt 
= X[O f 3mr" + 3mr0 + m3] 
= Xm(3cfz + m2) 
8.2 Bemerkung -_----_ 
Die Verteilung ist nicht eindeutig durch die drei 
Hornente bestimmt. 
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Beispiel: 
Für X = 2 = 3+"5 ergibt sich: 
M$ = 1 
M2 = hm2 
= 2 
M3 = Xm(3m2 - 2m2) 
= 712 
Daher ist die Momentenmethode, d.h, die Schätzung der 
Verteilung aufgrund einiger ihrer Momente nicht - oder 
zumindest nicht in einfacher Form - anwendbar. 
Andere Verfahren zur Trennung zweier Verteilungen sind 
zum Beispiel sogenannte graphische Verfahren (vgl, /7/). 
8.3 Einige graphische Verfahren ZUT Bestimmung von ------------- -_----------- 
Normalverteilungen ---------- 
(1) Betrachten wir die Dichtefunktion gm ,z(t) einer 
N(m,ot)-Verteilung, so gilt fGr ihren Logarithmus: 
Dies ist eine Parabel zweiten Grades, 
Ein Verfahren besteht nun darin, diese Parabel Zu 
approximieren. 
Der Nachteil des Verfahrens ist der, da13 sehr viele 
Punkte der empirischen Dichte-Funktion benetigt 
werden, um eine Parabel gut anpassen zu können. 
(2) Ein weiteres Versfahren beruht aurf' der Tatsache, 
da8 der Quotient gm a2(t2j J g, .,(tl) folgendes 
Y , 
#lussehen hat: 
exp(-&-((t2 - m)Z - (t, - m)")), 
Betrachten wir den Logarithmus davon, so erhalten 
wir: 
-&l tt2 - m>r - (tl - rn)') 
= -& It2 - tt)(tl + t2 - Zm) 
z -& It, + t2 - 2m) für t2 = tl + 6, 
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Bei festem 6 > 0 liegen diese Logarithmen also auf 
einer Geraden, wenn wir auf der Abszisse die arith- 
metischen Mittel (tl + t2) / 2 der beiden t-Werte 
abtragen" 
Das Verfahren bestünde nun darin, diese Gerade Zu 
approximieren, 
Der Vorteil dieses Verfahrens gegencber dem ersten 
besteht darin, daß der Grad des Ausgleichspolynoms 
jetzt 1 ist. 
Wieder aber werden viele Punkte der Dichte-Funktion 
benotigt. 
(3) Ein drittes Verfahren braucht ebenfalls nur eine 
Regressions-Gerade zur Bestimmung der Verteilung. 
Betrachten wir dazu diie Verteilungsfunktion am UZ(t-J 
I 
der N(m,crr)-Verteilung, 
Zeichnen wir diese in GauO-Papier ein (d-h. ist der 
Funktionswert rPO,$t), so zeichnen wir ihn auf der 
Ordinate an die Stelle t), so erhalten wir eine 
Der Vorteil dieses Verfahrens gegenüber den beiden 
anderen liegt in der glättenden Wirkung der Auf- 
summierung der Häufigkeiten. Wir kommen daher mit 
weniger Punkten zur Bestimmung der Geraden aus.. 
Alle drei Verfahren sind in unserem speziellen Fall 
anwendbar, da es sich bei der tiberlagerten Verteilung 
nur um eine Punktverteilung handelt. 
Ein Verfahren Zurschätzung der Mischverteilung P ergibt 
sich nun durch ein Zusammenspiel der Momentenmethode 
mit eines graphischen Methode. 
B-4 Schätzverfahren ---------- 
(1) Wir bestimmen den Mittelwert X und das empiristhe 
zweite Moment m7 
L 
ohne Einbeziehung des Punktes 0 
(vgl. 7.3): 
wobei g die empisische Dichte und NI - 
die dnzahl der gemesslenen Punkte ahne die 0 ist, 
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(2) Mit einem 'graphischen' Verfahren bestimmen wir 
den Punkt g, o2 (0) durch Extrapolation der gefun- 
denen Ausgleichs-Geraden bzw, -Parabel. 
Dann ist g(0) - g, ~' (0) die Anzahl der Pwnkte der 
Verteilung eo, und'N = NI + gm r;z(O) ist die Anzahl 
der Punkte der Narmalvesteilun~- 
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9. Das Markov-Zahlverfahren mit Zeit ' 
Das gewöhnliche Markov-Verfahren zahlt wie in (1.2) 
beschrieben die Lastwechsel i+j des Prozesses x[n) in 
eine Matrix A. 
Zwsätslich mGssen nun noch die Brummvorgänge gezählt 
WETdtZn b 
9,1 Bezeichnung -------- 
B'(i) sei die Anzahl der Brummvorgänge in Klasse i 
{d.h. in Klasse i gestartet), die die E-Umgebung um 
den Startpunkt nach unten verlassen. 
B'(i) sei die Anzahl der Brummvorgänge in i, die die 
E-Umgebung nach oben veslassen. 
9.2 Zählunq des Brummens -----A------+ 
WZhrend eines Brummens in Klasse i sind die Anzahl 
Ni der Zeitschritte [= Anzahl der Ortszuwachse), der 
Erwartungswest mi und das zweite Moment m 2,i der 
Ortszuwächse (rekursiv) zu bestimmen, 
Außerdem sind elnigie Dichtewerte bzw. Summenhäufig- 
keiten (vgl. 8.3) tw registrieren. 
Das SChätzverfahren ist dann gemäU3 (8.4) durchzuführen. 
9.3 Ubergangszeiten ---------_ 
Eine Halbschwingung (i,j) wird gemä8 (lU2) nach Marckow 
gezählt I 
Zusätzlich zur Markov-Matrix A werden noch eine Matsix 
E der Erwartungswerte und eine Matrix V der Vasianzen 
der Übergangszeitne rekursiv aufgebaut. . _ _ 
Die Schätzung der Parameter ollJ, Al3 erfolgt dann wie 
in (7.43 beschrieben, 
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Beim Aufsummieren der beobachteten Werte bzw, Mertequa- 
drate zur Bestimmung des Mittelwertes bzw. des zweiten 
Momentes werden die Summen oft sehr groI3 (evtl. größer 
als die grtifite Maschinenzahl). 
Daher kann es sinnvoll sein, die Schätzer rekursiv ZU 
bestimmen: 
die gleichmä8ig besten Schätzer fUr Erwartungwest 
und Varianz der Zufallsvariablen (vgl, 7.3) b 
Dann gilt: 
N-2 
bi) ~-l sNalP + N 
N-l - l- 
N-2 'N-1 2, + m XN-12 
2- rx 2 
-K 'N-1 'N + N N 
N-l 
N(N-1) %12 -7 
l- 
N-4' + m 'N-l2 
2- 
-m 'N-1 'N 
&2[N-l) 
NZ-- 'N-J "N) 
L(k - N-l - 
N-l N "N + N XN-l) 2 
N 
m YN2 (wegen {i)) 
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9.5 Alle Parameter --------__ 
Haben nur wenige Übergänge von 1 nach j stattgefunden 
bzw. gab es nur wenige Brummphasen in 1, so erhält 
manmöglicherweise sehr schlechte Schätzungen. 
Daher ist es sinnvoll, eine Schätzung der kompletten 
Parametermatrizen durch eine geeignete Glättung der 
ermittelten vorzunehmen. 
Ein zusätzlicher Effekt dabei ist die VervollstZn- 
digung der Parametermatrizen, Dies ist bei einer Extra- 
polation der Markov-Matrix auf eine gröi3ere Fahrstrecke 
notwendig. 
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10. Modifizierte Rekonstruktion des Markov-Zahlverfahrens 
ohne Zeit 
Zuerst sehen wir uns kurz die Markov-Inversion ohne 
Zeit an (vgl. /lJ 3,1), 
10.1 Graph zu Markov-Inversion --.----1---------- 
Zum Min-Max-Prozeß X(n) wwrde die Markov-Matrix A 
bestimmt. 
Gesucht sind nun alle Min-Max-Prozesse, die zu dieser 
Matrix führen. 
Dazu definieren wir zu A einen bipartiten Graphen 
G(A) = (V-, V*, E) mit 
v- = {l--) 2-, -**, (M-l)-), (M Klassenzahl des Prozesses) 
v' = 12+, 3+, ..*, M'J, 
E = [(i-,j' ): (i,j) Aufwartshalbschwingung in x) 
u {(i+,j-): (iyj) Abwärtshalbschwingung in x) 
= {(i-,j'),, --., (i-,j+), : A(i,j) = n. 
u {(i*yj-),, a.L, (i+,j+)nij: 
1j ' i < j) 
ij 
A(i,j) = nijy i > j). 
Damit wird jeder Halbschwingung in X(n) genau eine 
Kante zugeordnet. 
Es ist klar, daß ein Proz.el3, der zu derselben Matrix A 
führt, auch denselben Graphen G(A) hat. 
Ein Prozeß gehört nun zum Graphen G(A), wenn er einen 
Euler-Weg in G(A) beschreibt, d,h, wenn jede Kante 
genau einmal durchlaufen wird. 
Beispiel: 
A- 
Oll 1 
1 Q 1 1 
0 1 0 0 
1 1 0 0 
_/ 
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G(A): 2+ 
li 
1- 
10,2 Bezeichnung --------- 
B'+(i) sei die Anzahl der Brummvorgänge in Klasse i, 
in die der Prozeß von unten hineingelaufen ist und 
die die Klasse i nach unten verlassen. 
B'-(i) sei die Anzahl der Brummvorgänge in i, in die 
der Prozeß von unten hineinläuft und die i flach oben 
verlassen. 
B-+(i) sei die Anzahl der Brummen in i, in die der 
ProzeD von oben hineinläuft und die i nach unten 
V~T+l~.SS~l-l. 
in die der B--(i) sei die Anzahl der Brummen in i 
Prozeß von oben hineinläuft und die i nach oben ver- 
lassen. 
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2. 
i 
10.3 Graph zu Markov mit Brummen -----------_----- 
Seien B*'(i), sf"(i), B-- [i) und B"'(i) wie in (10.2). 
Wir definieren ZU A, Sf+, B'-, BI-, BI+ einen Graphen 
G = (V-, V', E) mit 
1-y V+ wie in {lO,l) 
c = E u {(i-,i-j,, .*., (i-,id), 
i 
: B--(i) = ni} 
u {(i-,i')l, ,**, (i-,i'), : B-'(i) = ni} 
u {(i',ii)i, U.,I 
i 
(i*,i'), : B++(i) = ni] 
U { (i+,i-)l, ***, 
i 
(i+,i-), 
i 
: B--(i) = ni} 
Beispiel: 
;o 1 2 0 1 B++ = [O, 1, 2, 1) 
12 0 1 1 
/ 
B+- = 
A=iO 
(0, 0, 1, 0) 
2 0 1 j B-- = (0, 0, 0, 0) 
/l 10 0 B -t = (0, 1, 0, 0) 
In diesem Graphen wird wieder ein Eules-Weg gesucht. 
Wix+ müssen allerdings die Bedingung an den Euler-Weg 
stellen, daß keine zwei Brumm-Kanten aufeinanderfolgen 
dürfen, 
Wir können einen Graphen konstruieren, bei dem wir auf 
diese Bedingung nicht zu achten brauchen, allerdings 
ist der Informationsbedarf für die Konstruktion wesent- 
lich höher. 
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Genauer: Wir müssen zu jeder an ein Brummen i anschlies- 
senden Halbschwingung (i,j) den Zielort j kennen, 
Dann können wir die Definition des Graphen wie folgt 
vornehmen: 
t? = (V, c), wobei 
g = v- u V' u {Iß, Zßy .aa, MB], 
g z i(i-,j+): 1 C j, Halbschwingung in x, nicht 
nach Brummen} 
ici',j-) i > j, Halbschwingung, nicht nach Brummen) 
i(i,,j*): i C: j1 Halbschwingung, nach Brummen in i} 
i(iB,j-): i > j, Halbschwingung, nach Brummen in i} 
{ti-,ig): (i,i) Brummen in X von unten} 
{(i,,iB): (i,i) Brummen in x von oben} 
Beispiel: 
Wir entscheiden uns aufgrund des geringeren Infor- 
mationsbedarfs für den ersten Graphen. 
10.4 Rekonstruktion --1_----L-d 
Die Rekonstruktion des Markov-Verfahrens besteht nun 
darin, daß ein aufspannender Baum der letzten zu durch- 
laufenden Nicht-Brummen-Kanten (im Euler-Weg) bestimmt 
wird, dieser von der Matrix A subtrahiert wird und 
dann die Mat-rix A abgearbeitet wird (vgl. Jl/). 
An die Kanten aus E \ E (Brummkanten, vgl. 10.3) mu8 
die Bedingung gestellt werden, dal3 nicht zwei auf- 
einanderfolgen dürfen, 
Kommt der Prozeß an eine Stelle, von wo es nicht 
mehr weitergeht (keine ausgehenden Kanten mehr vorhanden), 
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wird von dort aus die vom aufspannenden Baum varge- 
schriebene letzte Kante verwendet. 
Es stellt sich nun die Frage, nach welchen Kriterien wir 
uns für oder gegen ein Brummen an einer Stelle i ent- 
scheiden. 
10.5 Wahrscheinlichkeiten für Brummen LL.LL--I-T_-----~--LL 
zuerst einmal verringern wir aus praktischen Gründen 
die Daten für die Brumm-Anzahlen: 
Für jede Klasse i seien die Anzahlen B+(i) und B-(i) 
der Brummvorgänge bekannt, die die C-Umgebung um den 
Startpunkt des Brummens nach unten bzw. oben verlassen 
(vgl. 9.1) - 
Wir nehmen an, daß die Brummvorgänge gleichmaßig 
über den ProzeD verteilt sind. 
Dies bedeutet für den Prozeß X(n): 
x(n) befinde sich im Zustand i (nach einer HaLbschwin- 
!3ung) - 
Es gebe noch m 1 Möglichkeiten, im Zustand i zu landen. 
m. = 
1 su i t so i , wobei Su i die Anzahl der Halb- 
schwingurigen von unten nach i 
und so i die Anzahl der Halb- 
schwingungen von oben nach i ist (vgl. /IJ 3,l). 
Außerdem existieren noch ni Brummen in Klasse i. 
Dann ist die Wahrscheinlichkeit für ein Brummen 
ni J m.. 
L 
Nun ist noch zu entscheiden, ob es sich um ein Auf- 
oder Abwärts-Brummen handelt. Auch hier wollen wir 
eine Gleichverteilung jedes einzelnen Brummens annehmen. 
Damit ist die Wahrscheinlichkeit für ein Aufwärts- 
brummen 
B-[i) 
B-(i) -t B+(i) 
, wobei B' und B' die momen- 
tanen Werte von B- und 8' s%nd. 
10.6 Bemerkung ------ -- 
Aufgrund dieser Festlegung der Wahrscheinlichkeiten 
ist gewährleistet, daß alle Brummvorgänge bei der 
Rekonstruktion vorkommen. 
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Denn sei zu einem Zeitpunkt n. = mb I dann ist diie 
1 
Wshrscheinllchkeit für ein Brummen'ileich 1. 
Also kummt jedes Brummen VDT. 
Die eigentliche on-line-Simulation kann nun leicht wie 
folgt durchgeftihst werden: 
"10.7 Simulation --1----- 
Simuliere Zufallszahl Cr gemä0 U(O,l) 
U > ni J mi, gehe nach (13) 
Simuliere Brummen in i 
m. := m. - 1 
S3mulieGe Zufallszahl-U gemäß U(O,l> 
u > 
a-(i) 
B-(i) + a+(i) 
I gehe nach (IO) 
B-(i) := 8-(i) - 1 
Fuhre einen Simulationsschritt (gemZI3 dem alten 
Verfahren) wie nach einer Abwärtshalbschwingung 
durch 
gehe nach (14) 
(10) B*(i) := B*(i) - 1 
(11) Führe einen Simulationsschr<tt wie nach einer 
Aufwärtshalbschwingung durch 
(12) gehe nach (14) 
(13) Ftihre einen Simulationsschritt durch 
(14) Neuer Zustand j nach Simulation, gehe nach (15) 
sonst STOP 
(15) ni :- ni "+ 1 
(16) i := j 
(17) gehe nach (1) 
10.8 Bemerkung --_L----- 
Statt zweier U(O,l)-Simulationen kommen wir mit einer 
aus, indem wir das Intervall (0,l) zum einen in die 
zwei Teile (O,ni/mi] und [ni/miyl) für die Entschei- 
dung für oder gegen Brummen einteilen und zum andern 
das erste noch für die Entscheidung Aufwärts- Abwärts- 
Brummen aufteilen. 
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. Markov-Rekonstruktion mit.Zeit 
Wir haben nun alle Vorbereitungen für eine Rekonstruktion 
des Markov-Algosithmus mit Zeit geschaffen, 
11.1 Verfahren -------- 
Wir rekonstruieren gernaß (10.) einen Min-Max-Prozeß 
mit Brummen. 
Währenddessen simulieren wir die zugehörigen Über- 
gangszeiten gemäl3 der geschätzten Gamma-Verteilungen 
cw. 7,) bzw. die Zeiten des Brummens gemäß (6.6) 
mit den nach (8.) geschätzten Parametern. 
11.2 Bemerkung -------- 
Wie die bentitigten Verteilungen zu simulieren sind, 
wird in Kapitel IV erklärt, 
11.3 KOmplexitäten -- -------+ 
Es ist leicht einzusehen, daß mit diesem Verfahren 
ein vysn der Anzahl der Klassen quadratisch, aber von 
der Länge der Zeitfunktion unabhängiger Platz benti- 
tigt wird. 
AuDerdem wächst der Zeitbedarf für die Simulation des 
Brummens und der Gamma-Verteilungen und damit der 
Zeitbedarf des ganzen Verfahrens linear mit der Lange 
der BAZF. 
Damit haben wir die Forderung der Praxis an ein 
on-line-Verfahren erfüllt. 
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111 RAINFLOW 
1. Zählverfahren 
Es stellt sich die; Frage, wozu ein zweites Zählver- 
fahren gebraucht wird, 
1,1 Nachteile des Markov-Verfahrens -d---...----_- -_----- 
Der Markov-Zählalgorithmus beruht auf der Annahme, 
dat3 für dLe Lebensdauer eines Bauteils nur die 
Haufigkeiten der Lastwechsel von Bedeutung sind. 
Dies ist sicherlich nicht richtig, da die Schädel- 
gung s.B, auch von der zeitlichen Reihenfolge der 
Lastwechsel abhängt, 
Aunerdem sagt der Ingenieur, daß EU, die Bea!lspru- 
chung eines Bauteils und damit für seine Lebens- 
dauer sogenannte Zwischenschwingungen oder geschios- 
sene Hysteresis-Schleifen eine entscheidende Rolle 
spielen, 
Zwischenschwingung 
Diese Hysteresis-Schleifen gilt es daher SO gut 
wie möglich bei der Rekonstruktion zu erhalten. 
Das Markov-Zahlverfahren hat die Eigenschaft, den 
Prozeß X(n) in seine einzelnen Halbschwingungen 
ZCI "zerhacken" und diese dann bei der Rekonstruk- 
tion in vielen Fällen falsch zusammenzusetzen. 
Dabai bedeutet "falsch", daß zum einen die seit- 
liche Reihenfolge der Lastwechsel verSndert wird 
und Zum andern bestimmte - für die Lebensdauer 
entscheidende - Teillastfolgen (Zwischenschwin- 
gungen) nicht richtig rekonstruiert werden. 
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Wis betrachten follgeflde BAZF: 
Eine rntigliche Rekonstruktion davon Ist: 
- 52 - 
Wir sehen, da8 die Teillastfolge (32, 2D, 32) völlig 
falsch wiedergeg-eben wird. Das lokale Minimum zwischen 
32 . . . 32 liegt hier bei 1, wodurch die Schädigung 
hier viel größer ist als bei der Original-Teillast- 
folge m 
Diese Bilder sind keine Ausnahme. Allgemein besteht 
die Tendenz, die Prozesse so zu rekonstruieren, dab 
die geschätzte mittlere LEbensdauer ZU klein ist 
(vgl. /lf 4.2) * 
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dann: 
A vsI(k',l'} := I Ay(k',l') + 1, falls (k',l') = (k,l) 
1 AVW ,l') sonst, 
5er Algorithmus s-tappt, wenn der: Min-Max-ProreB 
komplett abgearbeitet ist, d.h. wenn 
(ii) 1st 'x(n) ein Min-Max-Prozeß mit Brummen, so sind 
folgende Modifikationen durchzufuhren: 
Es seien wieder Xv(ny) = i, Xv(nv+l) = k, 
dann: 
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1.3 Beseichnun ------_ 
Wir nennen einen Abschnitt des M~~-M~x-P~oz~ss~s 
oder 
1.4 Beispiel ---_--- 
1 
X=36223154435464435 
Yo = (3,6,2,2,3,l,s,4,4,3,5,4,6,4,4,3,5) no=0 
x, = x. 
x2 = Fl 
nl=l 
y-2 
X 3 = C3,6,2,3,1,5,4,4,3,5,4,6,4;4,3,5) A3(2,2)=1 n3=U 
x4 = x3 n =1 
x5 = 
4 
13,6,1,5,4,4,3,5,4,6,4,4,3,53 
1 
A5(2,3)=1 ns=0 
6 = x5 
XT = X6 
n6=l 
xs = x, 
n7=2 
xg = 
Tl&3 
(3,6,1,5,3,5,4,6,4,4,3,5) A9(4,4)=1 ng=l 
X 10= x9 n 
Xll= 
10=* 
C3,6,1,5,4,6,4,4,J,5) 
x -x 
All(5,3)==1 nll=O 
-2- 11 n 
iT 
12'l 
-13: 12 rl13'2 
A14(5,4)-1 n13=o 
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FIS= i3,6,1,6,3,5) 
x lQ= '1, 
x 
20- - %Q 
nzo + 1 = 4 > 3 = \X20j - 3 
STOP 
A= 
000000 
011000 
0 0 0 0 0 0 
000200 
001100 
000000 
A18(4,4)=2 n18=1 
"19'2 
"20 
=3 
R = (3, 6, 1, 6, 3, 5) 
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Vorbemerkung für die folgenden drei Abschnitte 
Die Hauptaufgabe bestand - wie schon im Vorwort bemerkt - 
in der Modell-Bildung. ---- 
Daher wollen wir uns in den nächsten Abschnitten die Ent- 
wicklung vy3m ersten naiven Modellansatz (2.) bis hin zum 
endgültigen Modell (5.) ansehen. 
Wir werden sehen, wie rein mathematische GrUnde, aber auch 
vor allem die Realität, das Modell zum endgültigen rurecht- 
feilen, 
Wer sich nicht für die Modellbildung interessiert, kann die 
Abschnitte 2. bis 4. weglassen und sofort zum Abschnitt 5. 
kommen. 
Wegen dr;s motivierenden Charakters der essten Hypothesen 
für das endgtiltige Modell empfiehlt es sich jedoch, diese 
Abschnitte nicht zu übergehen. 
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2, Erste Hypothese für den ProzeB mit Zeit 
Wir betrachten einen RAINFLOW-Zyklus der Fmm 
im Min-Max-Prozeß. 
Wie im Fall Markov nehmen wir die Pfade wieder als "linear" an (vgl, 
11 2.). 
Es seien 5 ik , SkL ) slj die Übergangszeiten in unsturem Zyklus. 
3 
. 
1 b 
. 
Wti nehmen an, da0 sich die Seit SxJ für den Übergang i +j nach 
Streichen der &ischenschwingung (k,l) zusammensetzt aus S ik und 9' v 
und zwar unabhängig von [k,l), d-h. 
Psij = PSik,Slj für alle (k,l) mit 1 5 1 < k 5 j. 
AuDerdem nehmen wir - ähnlich wie bei Markov - die Zeiten S ik und 
$J als unabhängig an. 
Ftir die Zeit der Zwischenschwingung S kl machen wir vorerst keine 
Annahme, da das erste Ziel ein Modell für die Aufteilung einer Zeit . * 
SI3 in S ik und S'j (zur anschließenden Einfügung der Zwischenschwin- 
gungszeit Skl) ist * 
2.1 Annahme -_---_ 
Es gibt einen ProzeB {X(t): tcR+) mit den obigen Annahmen. 
Also ; PSij = PSik * PSlj (wegen der Unabhängigkeit von S ik und 
S13) fGr alle (k,l) mit i 51 S k $j. 
Wir werden sehen, da43 es keinen solchen Prozeß gibt, 
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Zur Vorbereitung benotigen wir folgendes Lemma: 
2.2 Lemma ----- 
Es sei P ein Wahrscheinlichkeits-Maß über (R,B) mit 
P=P"P. 
Dann gilt: P = co, wobei ~~ das Punktmaß im Punkt 0 ist. 
Beweis: 
Es sei P die Fowrie~-'Transformierte von P, 
P=P-kP 
Also: p(t) = ß(t) ß(t) 
z ß(t) 2 für alle t & R. 
Damit: P(S) E (0, 1) für alle ts R. 
Wegen des Sntzes über die Stetigkeit der Fourier-Transfosmjerten 
(vgl, J8/ 47.4) folgt damit 
ß = 0 oder ß 5 1, 
also P E 1, weil P ein W-Maß ist, 
Die Eindeutigkeit der Farier-Transformierten [vgl, /8/ 48.4) 
liefert wegen F. = 1: 
P = eo 
2 * 3 Folgerung ------- 
Die Annahme (2.1) führt zum Widerspruch. 
Beweis: 
Wir betrachten einen Zyklus i + j * 1 + j 
ii 
mit Zeiten Si;,. Si;. 
Laut DefiCtion gilt: Ps<j = P ij * PSij 
sl 2 
= Psij * Psijb 
Wegen Lemma (2.2) folgt daraus: 
P,ij = cg, * _ 
im Widerspruch zur Voraussetzung SLJ > 0 (Übergangszeit). 
Wir sehen, daß der Widerspruch aus der Zulässigkeit von (k,l) = Cj,i) 
folgt. Wir andern daher unsere ,4nnahmie ab: 
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2.4 Annahme ------ 
Für den ProreB {X(t): t E R,} gelte-: 
Psi3 = PSik * Pslj fijr alle [k,l) mit 1 < 1 < k 5 jA 
Wir werden auch dies zu einem Widexpruch führen: 
Beweis; 
Es sei f.. := $,ij und i + 2 i j, 
ij = f., f. 13 l-kl, j 
'ij Cl - 5; f i+lyj) = 0 für alle n E N, 
tSamifz: 
fij(t) = 1 für alle t E Träger(fij), 
woraus wie im Beweis von (2.2) die Behauptung folgt* 
2.6 Folgerung -1----- 
Es existiert kein ProreB, der die Annahme (2.4) erfüllt. 
2,7 Bemerkung 
Dasselbe Ergebnis erhalten wirr auch für i 5 1 -C k < j. 
Wir wollen weiterhinannehmen, daß sich die Zeit SIJ aus Zeiten des Zyklus 
i+ks 1 + j zusammensetzt. Aufgrund des Gezeigten müssen wir jedoch die 
Zwischens~hwlngungen (k,l) unterschiedlich behandeln, in Abhängigkeit 
von den Halbschwingungen (i,j), in die sie eingelagert sind, 
(Denn die Widerspruchs-Beweise beruhen auf der Gleichbehandlung der 
Zwischenschwingungen.3 
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3. Zweite Hypothese für den Prozeß mit Zeit 
3-l Annahme ------ 
Es gebe einen Prozeß {X(t): t & R+} mit folgenden Eigenschaften: 
Es sei S$ji die Wartezeit für den Übergang i' + j' innerhalb des 
RAINFLOW-Zyklus i + k +l +jy wobei (i'9j') 6 {(i,k), (l,j)}, 
und Sij sei die Zeit für einen Übergang i +-j. 
j j 
für alle Zwischenschwingungen (k,l) # (j,i). 
3.2 Bemerkung ------- 
Wie in (2.) mtissen wir wieder (k,l) = (j,i) ausnehmen. 
Wir werden zeigen, daß die Annahme (3.1) mit der ersten Hypothese 
übereinstimmt und daher ebenfalls falsch ist. 
3-J Lemma ----- 
Wegen der Verwendung des RAINFLOW-Zählalgorithmus gilt: 
Die Verteilungen P$j und PSij sind unabhängig von (i,j). 
lk U 
Beweis: 
Die RAINFLOW-Zahlung verläuft rekursiv. 
Deshalb muß PSij gleich der Verteilung von Sxy sein mit u = 1, w > j 
oder u < il v = j, denn i -+ j kann selbst wieder Teil eines Zyklus 
sein (Z.B. u = i + j + 1' + v) für (i,j> # (1,M). 
Es folgt: 
PS!? = PS-.'v' für alle in Frage kommenden (u,v>, (u',w'). 
IJ IJ 
Also ist Ps!! unabhängig von (u,v). 
IJ 
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3.4 Folgerung ------- 
Wegen 13.3) ist die Annahme (3.1) nun: 
PSik * PS 
1J 
= PSij = PS.. 
IJ 
ftir alle (k,l) # (j,i) mit i 5 1 < k 2 j. 
Dies führt ober wie Annahme (2.4) zum Widerspruth. 
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T 
4. Dritte Hypothese 
Wie müssen wir das Modell für RAINFLOW mit Zeit verändern, um nicht 
SIJ einem Widerspruch zu gelangen? 
Oie bisherigen Forderungen verlangen zu viel von dem Prozeß, 
Die Unabhängigkeit der Summe der Zeiten für die Übergänge i + k und 
1 + j von k und 1 kann nicht erfüllt werden. 
4.1 Motivation f5r das neue Modell L---------L ----““._-- 
Das RAINFLOW-Vesfahren zahlt geschlosserle Hysteresis-Schleifen; 
die in den Prozeß eingelagert sind (vgl. 1.2). 
j 
geschlossene Hysteresis-Schleife 
Dies führt zu der Uberlegung, einer solchen Zwischenschwingung 
eine eigene Zeit zuzuschreiben. 
Der Rest der Zeit des RAINFLOW-Zyklus i * k + 1 -+ j ist dann die 
zur: Halbschwingung (i,j) nach Streichung der Zwischenschwingung 
zugeherige Zeit. 
Damit kommen wLT zu der Annahme, daß sich die Zeit fk (i,j) aus 
zwei Zeiten ((i,k) und k -+ j) zusammensetzt, und zwar unabhängig 
von der Einfügestelle k der Zwischenschwingung (vgl, 2. und 3-1. 
W1r können nun unsere neue Annahme formulieren: 
4.2 Annahme ------ 
Der Prozeß {X(t): t c "+} habe folgende Eigenschaften: 
S”k sei die Zeit für die Halbschwingung (i,k) und S -kj sei die 
Zeit für den Übergang k -+ j _ 
-  .  
.  -  
.  * 
" .  .  
s .  .  
.  a 
.  M .  
> 
Sik $j t  
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Es gelte: 
PSik 
+ skj 
= PSik * PSkj = P$jfGrallek,iCk~j. 
Außerdem seien sowohl die Verteilungen PSik und Pgkj als auch Psij 
Elemente derselben einparametrischen Verteilungsfamilie. 
4.3 Bemer‘kung -----_- 
Nir machen vorerst keine Annahme über die Zeitverteilung der Zwischen- 
schwingung, da unser Problem nicht darin, sonern in der Zusammenset- 
. . 
zung der Zeit SIJ der Halbschwingung (i,j) nach Streichung der 
Zwischenschwingung besteht. 
4,a Bemerkung ------ 
Warum fordern wirr die Zugehörigkeit zu derselben einparametrischen 
Verteilungsfamilie? 
Es handelt sich bei den Übergängen um sehr ähnliche Vorgänge, wes- 
halb es naheliegt, die Zeiten durch dieselbe Verteilungsfamilie zu 
beschreiben, 
Die Forderung nach einer einparametrischen Verteilungsfamilie ist 
VOT allem durch die einfache mathematische Handhabung zu rechtfer- 
tigen. Unser Ziel ist es - wie bei Markov - Gamma-Verteilungen zu 
verwenden. 
Es stellt sich nun noch die Frage, wie eine Rekonstruktion eines (4.2) 
erfüllenden Prozesses aussieht: 
4,s Idee zu Rekonstruktion -------------- (Aufteilungs- und Einfuge- 
Strategie) 
Die Rekonstruktion verl$iuft umgekehrt zum Zählalgorithmus. 
In die Halbschwingung (i,j) soll eine Hysteresis-Schleife in k 
eingeftigt werden. 
Wir tellr;n die Zeit Sij von (ilj) so auf, daß die Zeiten Sik und 
skJ die richtige Verteilung haben, Was dabei "'richtig" heißt I werden 
wir sp&er genau formulieren (Abschnitte 5, und 7.). 
Dann fügen wir die Zwischenschwingung mit der zugehörigen Zeit ein. 
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Bei unserer Hypothese tritt ein Problem auf, das es zu beheben gilt: 
4-6 Problembeschreibung ---_-l------ 
Wir sehen uns einen RAINFCOW-Zyklus i * k + i -+ j an. 
. 
Sij * 
Die Zeiten seien wie im Bild. 
Aus der Annahme (4.2) über unseren Psozeß folgt: 
gj L ZZ Sik + $3 I wobei L die Gleichheit in 
Außerdem gilt nattirlich 
,ij = Si" + skj. 
Es folgt also: 
yjk L ik 
= s 9 
Verteilung ist, 
d.h. der Übergang von i nach k innerhalb der Halbschwingung (i,j) 
hat dieselbe Zeitverteilung wie die Halbschwingung (i,k). 
Bei Beobachtung von BAZFen stellt man fest, daß große Schwingungen 
zwar mehr Zeit bentitigen als kleine, daß diese Zeit aber nicht linear 
von der Größe der Schwingung abhängt, 
Dies bedeutet anschaulich zt,B. fUr die Halbschwingungen (i,k) und 
Da sich (i,j) aber aus (i,k) und einem Rest (mit Zelt 5 ) rusammen- kJ 
setzt, erhalten wir für (i*j) folgendes Bild: 
- 65 - 
Betrachten wir nun jeden Ein-Klassen-übergang, so ergibt sich bei 
der Zeitzusammensetzung von unten nach oben folgendes typische Bild 
einer Halbschwingung: 
Oies widerspricht aber unserer Linearitätsannahme für die Pfade 
und kann auch aufgrund von Beobachtungen realer BbZFen widerlegt 
werden (vgl. Bild 1 (11 2.33. 
Wo liegt der Fehler in unserem Modell? 
4.7 Erklärurig ------- 
Offensichtlich beruht der Fehler auf der Gleichheit der Verteilungen 
-ik der Zeiten S und Sik (siehe 4.6). 
Dies ist bedingt durch die Forderung in [4.2), daß S ik + Skj und . . 
SxJ identisch werteilt sind. 
Wir dihfen zwarfordern: Psik f Fkj ist unabhängig von k, i < k s jY 
aber wir dürfen nicht die Gleichheit. mit PSij fordern. 
Was sind denn nun Sij und $"k + gkj? 
4-8 Zwischenschwingungs- und Nicht-Zwischenschwingu~gs-Z~~~~n ---------__--------------------- 
Betrachten wir einen RAINFLOW-Zyklus i + k + I * j: 
1 . I 
ik $ j 
> 
S t 
Dieser Zyklus kann selbst wieder Teil eines Zyklus sein, und zwar 
kann zum einen i * j Zwischenschwingung einer Halbschwingung {u,v> 
sein (i), und zum andern kann i + j z,B, das Anfangsstück eines 
Zyklus sein (ii): 
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(i3 
(ii) 
v 
* . > 
S ik $j t 
Im Fall (i) ist Sik + !??j ein Teil der Zeit einer Zwischenschwingung 
i -*j. 
Im Fall (ii) hingegen ist S 
ik + t$j die Zeit des Anfangsstihkes 
eines Zyklus i + j + u + v, also gleich der Zeit einer Halbschwingung 
(i,j) Si3 .- 
Dies verdeutlicht noch einmal, worin der Fehler in unserer Annahme 
(4.2) besteht: . . 
SI3 ist eine Nicht-Zwischenschwingungszeil, während S 
ik + +j sowohl 
Zwischenschwingungs- als auch Nicht-Zwischenschwingungszeit sein 
kann m 
4,9 Bemerkung 7-e---- 
Bei Realdaten stellt man auch fest, da13 die Summe der Zeiten S ik 
und ?j keine Gamma-Verteilung besitzt, im Gegensatz TU den Zeiten . . 
S1' und - wie wir später sehen werden - zu den Zwischenschwingungs- 
zeiten. 
Bild 12: Sik +- Skj für i = 14, , 
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(AUDIBQ, Federbein {r-Richtung), Unebene Fahrbahn) 
Bild 13: Verteilung von S'j für i = 14, j = 18 
(AUDI80, Federbein (z-Richtung), Schlechtwegstrecke) 
Bevor wir zum endgüPtigen Madel1 kammen, sehen wir uns 
(noch) einmal die bisherigen Ansätze an. 
Wir haben grundstitzlich immer einen festen RAINFLOW-Zyklus 
i -+ k -t 1-+ j betrachtet. 
Alle drei Annahmen betrafen die Zusammensetzung der Zeit 
für den übergang 1 + j durch Zeiten des Zyklus, wobei 
diese Zeiten jeweils als unabhängig angenommen wurden, 
Die ersten beiden Modellansätze erklärten die Zeit ftir 
i + j als Summe der Zeiten fur die Halbschwingungen (i,k) 
und (1,j). Wie wir gesehen haben, existiert kein Prozei3, 
der diese Annahme erfU11-t; (2.6, 3.41, 
Außerdem war die zweite Hypothese ein Versuch, die Zelten 
für (i,k) und (1,j) in Abhängigkeit von (i-j) zu betrachten. 
Wir konnten jedoch zeigen, daß diese Abhängigkeit so nicht 
gefordert werden kann (3 b 3) . 
Es war daher notwendig, unsere Fnrderungen an den Prozen 
etwas rwsückzuschralJben, 
Die Grundphilosophie von RAINFLOW brachte die Motivation: 
Wir betrachten den ganzen Prozeß 32s entstanden durch in 
ein Residuwm einyelagerte geschlossene Hysteresis-Schleifen. 
Wir gaben daher dieser Hysteresis-Schleife eine eigene 
. + 
ze7;c-t , und damit setzte sich die Zeit SI3 für eine Halb- 
schwingung (i,j) nach Streichung der Zwjschenschwingung 
zusammen aus den Seiten S ik ftir die Halbschwingung (i,k) 
ik s 
I  
gkj --? t 
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Für den texer, der die letzten drei Abschnitte Gbersprun- 
gen hat, hier noch einmal die Aufteilungs- und Einftige- 
Strategie: 
Dia Rekonstruktion verläuft umgekehrt zum Zählalgorithmus, 
In die Halbschwingung [i,-j) soll einr Hysteresis-Schleife 
in k eingefggt werden. . . 
Wir teilen die Zeit SpJ von (i,j) so auf, dal3 die Zeiten 
s ik und ??kj die richtige Verteilung haben, Was dabei 
"richtiy" heißt, werden wir noch genau formulieren. 
Dann fügen wir die Zwischenschwingung mit der zugehö- 
rigen Zeit ein, 
Außerdem verlangten wirr die Zugehärigkeit aller Z~?iter~ ZU 
eines einparametrischen Verteilungsfamilie. 
Hier nach einmal die Erlauterung ftir die Forderung nach 
einer einparametrischen Verteilungsfamilie: 
Es handelt sich bei den Obergängen um sehr ähnliche 
Vorgänge $ weshalb es naheliegt, die Zeiten durch die- 
salbe Verteilungsfam3lie zu beschreiben. 
Die Forderung nach cirrer einparametrischen Werteilungs- 
familie ist vos allem durch die einfache mathematische 
Handhabung ZU sechtfertigen. Unser Ziel ist es - wie 
bei Markov - Gar~1ma-Verteil~1ngen zu verwenden. 
Fast a‘fle diese Annahmen können beibehalten werden. 
In (42) und (4*8) haben wir jedoch gesehen, da13 noch ein 
Fehler in diesem Modellansatz steckt: 
Wir hatten verlangt, da13 Psik f ~kj = 
L. Psij gilt, 
Nun kann aber der RAINFLfiW-Zyklus h ,-)- k -+ 1 + j zu vOllig 
verschicdenen Vorgängen gehtiren, Er kann selbst wieder 
als Zwischenschwingung in einer anderen Halbschwingung 
liegen, er kann aber auch Anfangs- oder Endstück eines 
anderen Zyklus sein (vgl, Bilder 4,8 oder nächste Seite) * 
Damit ist auch die Zeit Sik + 2"' nicht immer gleich * . 
(in Verteilung) der Zeit SIJy welche ja Zeit eines Anfangs- 
stücks eines Zyklus ist, 
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Damit ist der Teil unseres endgultigen Modells geklärt, 
der sich mit der Zusammensetzung der Zeit i- j aus Zeiten 
des Zyklus i + k -f 1 + j beschäftigt. 
5. ‘1. iLlodel1 ----__ 
Der ProzeD (X(t): t E m+] habe folgende Eigenschaften: 
In einem RAINFLOW-Zyklus i + k A 1 + j seien die Über- 
gangszeiten wie Im Bild: 
ik ?kj " ,> 5 t 
FSik' c gkj seien unabhängig van k, i < k 2 j, 
(ii) Bedingt nach BZ oder nach 6N seien die Zeiten 
s ik und s"j unabhängig, und die bedingten Verteilun- 
gen von S ik und T"j seien Elemente derselben ein- 
paTametrischen Verteilungsfamilie. 
Was nun noch fehlt, ist das Modell fUr die Zwischenschwin- 
gungen. 
Wir wolleri die Zwischenschwingung tatsächlich als eine 
Schwingung im physikalischen Sinn betrachten. Wir erhalten 
damit eine "Symmetrie" in des Verteilung der Zeiten für 
(k,l) und L + k. 
I  
. ZSkl ' ZSkl : 
1 2 " 
lSkl " 
$ 
t 
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Das bedeutet: 
P 
Und aLrßerdem: 
PZSkl = pZS;' 
= bskl kl, wenn wir die beiden Teile 
L, 1 * %s2 
nach als unabhängig ansehen, 
Wir fordern auch für diese Zeiten die Zugehörigkeit TU 
derselben einparametrischen Verteilungsfamilie wie in 
(5-l), und wir erhalten folgende 
5 d.2 Ergänzung des Modells ------ --____ 
(iii) In der Zwischenschwingung (k,l) seien die Zeiten 
wie oben, 
Es gelte: Pt+ = 
1 
pzs;lj 
PZSkl = 
z2 
+" pzs?l- 
P,,kl wnd P,, k1 seien Elemente derselben einpara- 
metrischen Verteilungsfamilie wie in (5.1). 
5,3 Bemerkung ----a-w 
hlil- können die Aufteilungs- und Einfüge-Strategie auch 
in diesem endgUltigen Model1 anwenden. 
Nachfolgende Bilder zeigen, daß Punkt (i) Unseres 
Modells - die Unabhängigkeit der Verteilung PSik -f- skj 
Vt2r-l k - in der Realität tatsächlich zu beobachten ist, 
n 
O.ClO 0.84 1. SS 2.52 3.36 u. 20 S.OU 6.72 7.56 
Bild 14 
ZEIT (1,'lCIO SEN.1 
Y  
Bilder 14, 15, 16: Vergleich S ik ~ skj fü, k = 16, 47, 18 
jeweils mit S"' + SeJ für i = 13, j = 19 
jAUDIS0, Beschleunigungsaufnehmer (z-Richtung), 
EVP-Teststrecke) 
5.4 Folgerung aus (5,l) und (5.2) 
Aus den Punkten (ii) und (iii) £algT, die Zugehtirigkeit 
der Verteilung van S ik + ,kj unter jeder der beiden 
Bedingungen Bz oder .[i + j ist Anfangsstück eines 
Zyklus i + j + u -h v] zu derselben Verteilungsfamilie 
wie in {S,l). 
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Denn: 
Gilt Bz,'d.h. i -f j ist selbst Zwischenschwingung, 
dann gilt: 
Sik 
s’k\ / gkJ 
> t -t- 
. . 
und ZSiJ ist wegen (iii) Element dieser Verteilungs- 
familie, 
Gilt "i + j ist Anfangsstück eiries Zyklus i + j -f u + 
dann gilt: 
Sik + $j L &j 
$j 
. * 
und .SIJ ist wegen (ii) Element der Verteilungsfamilie 
(in jedem der Fälle Bz oder BN füs i + v)- 
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5.5 Bemerkung ------- 
Diese Eigenschaft - die Zugehörigkeit der Verteilung 
der Summe zweier Zufallsvariablen mit Verteilung aus 
derselben Verteilungsfamilie zu dieser selben Vestei- 
lwngsfamilie - führt uns zu dem Begriff Faltungsin- 
varianz, mit dem wir uns im nächsten Abschnitt aus- 
einandersetzen werden, 
Dies wird uns schlietilich auf die Gamma-Verteilung 
hinführen, die wir ja - wie bei Markov - verwenden 
wollen, 
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6, Faltungshalbgruppen 
Um die Forderung im letzten Abschnitt nach einer festen 
einparametrischen Verteilungsfamilie zu präzisieren, führen 
wir zuerst einmal den Begriff der Faltungsinvarianz ein: 
6-J Oefinitian -s---u_- 
Es sei IPg19t-8 eine Verteilungsfamilie, 
Oie Familie heißt faltu n g sin v aria nt 
1" -invariant), wenn für alle aly 9, F 0 ein 9 E 0 L 
existiert, so daß 
6*2 Bemerkung dL----_ 
Oies entspricht genau der Forderung an die bedingten 
Verteilungen der Übergangszeiten S ik , gkj und S ik + sb I 
Wir sehen, da13 es einige Verteilungen gibt, bei denen 
sich die Parametes addieren. 
Dies für die Übergangsseiten zu fordern liegt nahe, 
da ein linearer Zusammenhang zwischen den Zeiten und 
ihren Parametern gut zu handhaben ist und da wnser Ziel 
die Gamma-Verteilung ist, 
6-4 Definition -------- 
Es sei (PglgEB+ eine Verteilungsfamilie. 
Oie Familie heii3-t: Faltungshalbgruppe, wenn 
für alle s, t E IR+ gilt: 
- 78 - 
6.5 Bemerkung 
(i> Eine Faltungshalbgruppe ist *-invarlant, 
(ii) Die Halbgruppeneigenschaften gelten tatsächlich: 
Nullelemfznt: Po, denn Po * Pg = Pa * Po = Pg. 
Assosiativität: (P 
% 
* Pa ) * Pa 
2 3 
- PS 
1 
* {Pg 
2 
* Pg >. 
3 
Eng zusammen mit dem Begriff der Faltungshalbgruppe hingt 
der Begriff der unbegrenzten Teilbarkeit eines Maßes: 
6,6 Definition -------- 
Ein Maß p heiBt 
jedes n c IN ein 
un * - * - * lJn 
n Faktoren 
6.7 Lemma ----- 
Es sei W4)9Ew 
+ 
unbegrenztteilbar,wenn für 
Mafi 1-1, existiert mit 
= u. 
* 
eine Faltungshalbgruppe 
Dann ist jedes PS unbegrenzt teilbar. 
Beweis: 
PS = 
P4Jn * -LW * psJn 
n Faktoren 
für jedes n E fl. 
SA8 Bemerkung --- 
- -cyy4ER sei eine Faltungshalbgruppe, 
t 
Dann gilt für die Fourier-Transformjerte 
jeden PB: 
6uY Folgerung ------- 
B, eines 
Für eine Faltungshalbgruppe (Pg),9E7R gilt stets: 
t 
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Beweis: 
Pl = Pu+1 = Po * Pl. 
Daher gilt für alle t E W: PI(t) = p,(t) PI{t), 
also: p,(t) = 1 für alle t E 33, da Pi[t) wegen (G-8) 
für alle tE IFI ungleich 13 ist. 
Damit folgt die Behauptung. 
6.10 Beispiele für Faltungshalbgruppen -- 
(r)- 
---- ------------ 
N(fJ,uZ) > 
(ii) T(cu,h) für festes x, 
(iii) P(X). 
(vgl. 6,3) I 
Für Übergangszeiten von stochastischen P1*ozessen sehr 
gebräuchlich ist die Weibull-VerteilungU 
6.11 Bemerkung -------- 
DieNeibull -Werteilung W(CL,~) mit Dicht9 
f, ,(t) = m. PP1 exp(-(?xt)a) für t I a 
ist rlicht "-invariant. 
Beweis: 
fl 1(t) = exp(-t) für t 2 Cl ist die Dichte der 
E(i)-Verteilung. 
Mit sich selbst gefaltet ergibt sich: 
fl,l * fl ,(t) = t exp(-t>, 
die Dichte der T(Z,l)-Verteilung- 
Dies ist keine Weibull-Verteilung, 
denn: 
Angenommen es exist:ieren c1 und X mit 
ci x at a-1 exp(-(he)") = t exp(-t) für t 2 0, 
Dann ist der Quotient aus beiden Seiten für alle 
t 2 0 und damit auch für den Grenzwert für t + m 
gleich 1, I 
Also gilt: 
lim i3 X" t a-2 exp (- (At)" + iJ) = 1. 
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I’ 
Aber im Widerspruch dazu gilt: 
r 0, falls e1, 
I 
0, falls a=l, 121, 
lim t cL-2 exp(-(Xtp t "c$ - m 
t+- 
) falls ay=l, X(l, 
Eine Verteilung mit ähnlichem Verlauf der Dichte ist 
die Doppelte Normal-Verteilung. 
6 * 12 Bemerkung d-Y___IIy 
13113 Doppelte Normalverteilung mit Dichte 
ist nicht faltungsinvariant. 
Y  
Beweis: 
Es sei o = 1, v = 0. 
fo,l(t) = + exp(-y) 
= c expt -y, f ür ein C > 0. 
Bei Faltung mit sich selbst ergibt sich: 
-1 - cz eXp(-y) : exp(tr-~2) d-r, 
0 
Angenommen fg 1 * f. ,(t) = C .EXP(- J , 
(t*-o!) z) für alle 
t 2 0. 
Dann folgt: t 
c =!+l-&) + $ - -i&) = s exp(YFr~) dr 
0 
für alle t 2 0 für ein Cl also: 
Durch Differentiation erhalten wir: 
C(2c2t + Cl) exp(c2V 4 clt t Co) = exp(t2-t") 
= 1 für alle t 2 0, 
Daher cT = c1 
Alsu faigt: 
- 0, weil exp(c2t2 4- clt f co) = canst. 
Q = 1. 
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7. Rechtfertigung der Gamma-Verteilung 
Die Übergangsseiten bei Markov wurden durch Gamma-Ver- 
teilungen beschrieben {II 3. und 4,), weshalb wir auch 
hier Gamma-Verteilungen verwenden wollen. 
AuOardem haben - wie Abschnitt 6. gezeigt hat - andere 
gebräuchliche ähnliche Verteilungen nicht die gewünschten 
Eigenschaften (Weibull-Verteilung (6.11), Doppelte Normal- 
Verteilung (6,12)). 
Ein entscheidendes Argument für Gamma-Verteilungen liefern 
die Auswertungen von Realdaten: 
Bild 
GESCHFiETZTE V RTEILUNG 
ILAIIBDR = 9.00 1 
I I I / ! I , / f 
3 5. OP 5.aß 6.72 7.56 8.110 9.2u 10.08 
ZEIT ( l/'lOO SEK,I 
Bild 18 
GESLHRETZTE VERTEILUNG 
Bild 19 
LlJlOO SEK.1 
6.72 7.56 8.UU 9,2U 10.08 
Bilder 17, 18, 19: Zeitverteilung für Zwischenschwingung 
IlJ,18) w (14,18) bzw, (21,13) 
(AUDIBO, Beschleufiigungsaufnehmer (Z-Richtung), 
EVP-Teststrecke) 
Für die Nicht-ZwischenschwLngu~g~~eiten siehe auch Bild 13 
(Abschnitt 4,), 
8. Bestimmung der Aufteilungsseitpunkte 
Es besteht jetzt nur noch das Problem, wie der Aufteilungs- 
zeitpunkt ZU bestimmen ist. 
8.1 Lemma ----- 
Es seien XI, X2 zwei unabhängige Zufallsvariablen mit 
Verteilungen lY(ct,A) und rCB,x>. 
Dann gelten: 
W X1 + X2 ist T(a+B,h)-verteilt, 
(ii) fX1~X1cXZ~TCt) = T 
1-a-ß 
@Ia ,ß3 -1 p-1 (T-t)ß-l, 
wobei B[c1,P) die Beta-Funktion ist, 
Dies ist die Dichte der B(&,B)-Verteilung auf 
Beweis: 
(i) klar 
(ii) Die gemeinsame Dichte uun X, und X, + X, ist 
.E fx y ct,r-t> 
2”’ 2 
x 131 tß 
= r(a)r($) t 
a-1 (,-,p-1 pxt ,-X(Td) 
x a+ß 
z2 r(a)r(B) 
p-1 (T-.t)P&3. .-XT" 
Damit ergibt sich die bedjngte Dichte von XI 
bedingt nach XI -+- X2 = T ZU: 
slj x1'X2dt) 
= fXl,Xl+xpT) ' fx +x2(T) 
r(ci+a). P-l (T-t) -l B 
= r(a)r(ßS a+ß-1 ' 
wegen (i) * 
T 
Wegen B(a,ß) = ';;;;iy) folgt daraus die Behauptung, 
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8 .2 Folgerung - -- - - - - 
Es sei (i,j) eine Zwlschenschwlngung bzw. eine Nicht- 
. . 
Zwischenschwingung mit Zeit TIJ = T, wobei 
PTij = r(a,X>. 
(k,l) sei eine in (1,j) einzuftigende Zwischenschwingung. 
Nach (S-1 (11)) sind $"k und skj wnabhängig,und es 
gilt: s 
ik 
+ '?i"j = T'j mit PSik = T(ulRX). 
Also PSkj = r (ci-a13 X) wegen der Unabhängigkeit. 
PSikltijlt = PSikjSik+~kjiT 
= tGT1 (LT * * p-al) wegen LemlYla (8.1)* 
Also ist der Aufteilungszeitpunkt Beta-verteilt auf 
D~@sE? Aufteilungsmethode hat zwei Nachteile: 
Zum einen muß immer garantiert sein, daß a > al gilt, 
was i.a, ZWEIT richtig ist, was aber durch schlechte 
Meßdaten zerstört werden kann. 
Zum andern gibt es nach einen Nachteil fi.jr die Praxis, 
Es sind noch zwei komplette Parameter-Matrizen für die 
Zeiten S 
ik 
unter den Bedingungen Bz und BN zu bestimmen 
und abzuspeichern. 
BW3 Zweite Auf~~eLlu~qsmethode ----------AL---- 
Unsere Grundannahme für die Pfade war die Lineaxitäts- 
annahme (vgl. 11 2, und 111 2.1. 
Um diese Linearittit bei einer Aufteilung beizubehalten, 
ist es sinnvoll, diese Aufteiluny lineay abhängig von 
der Einfügestelle k def Zwischenschwingung (k,l) zu 
machen. 
t 
- 85 - 
Dies kann deterministisch geschehen, d*h. bei gege- 
bener Zeit Tij = T wird die Zeit S 
ik 
bestimmt durch 
s ik 
durchzuführen ist auf einem Rechner, 
Unser ganzes Rekonstruk-~ians-Werfakren läuft jedoch 
immer nichtdeterministisch ab, weshalb es mügliches- 
weise sinnvall is-t, auch den Aufteilungszeitpunkt 
probahilistisch zu bestimmen, 
- t3E - 
9.1 Brummen -----_ 
Es wTrd im Zählalgosithmus wie vine Zwischenschwingung 
behandelt (vgl, 1.2 (iij>. 
Ansansten ändert sich gegenijber Markov nichts (vgl, 11 
5 q 1 6. und 8.). 
Damit werden auch di.e Parametes des Brummens wie bei 
Markov geschätzt (vgl, 11 8,) _ 
9 .2 Zwischenschwingungen (bzw, Malbschwlngungen) --------- ___ 
X sei eine Zufallsvariable mit Verteilung r(a,l). 
x > 0 sei fec;t. 
9.3 Parameter X für alle ~wisLhenschwingungen --_--_-------__ll------ 
Nach (TI 7.4) können wir aus Erwartungswert und Varianz 
beide Parameter ti und 1 schatren: 
Führen wir dies für alle Schwingungen durch (aLJ,X1'), 
50 stellen wir fest, da8 XIJ nicht übercrll gleich ist. 
Wir suchen trin li, das fGr alle Schwingungen möglichst 
gut 'vpaDt"', hesonders für die grot3en, da diese den 
größten SchädigungseinfluE! auf das Bauteil haben. 
Wir wählen daher 1. als ein nach der GxöOe der Schwin- 
und somit die Auftei 
ermöglicht wird. 
.lungs- und Einfüge-Strateg ie 
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10, RAINFLOW-Zählverfahren mit Zeit 
Wir zählen - wie in 11 - den nicht klassierten Prozeß 
y(t) 8 t E IR,, d,h, wir zählen den P1-ozeß X(n) und bestim- 
men die restlichen benötigten Werte aus Y(t). 
Das Brummen wird wie bei Markov gezählt (11 9.2). 
Das Problem bei RAINFLOW besteht im Zählen der Zeiten 
der Zwischenschwingungen (bzw. Nicht-Zwischenschwingungen). 
lD,l Zählen der Zeiten --------____ 
Wir bilden zu der Folge (XV)WEa des RAINFLDW-Zähl- 
Verfahrens (vgl. 1,2) eine Folge (Z,,)vCm der zuge- 
hörigen Ein-Klassen-Übergangszeiten, 
Außerdem definieren wir analog zur Folge (~1,~)~~~ eine 
Folge W,)l,,fl für KJ,,Em. 
Damit ist es möglich, durch einfaches Aufsummieren 
der entsprechenden Ein-Klassen-Übergangszeiten alle 
benötigten Zeiten zu bestimmen. 
Wir erhalten am Ende ein zum Residuum R = TV passendes 
0 
Zeitresiduum ZR = 5, der Ein-Klassen-Übesgangszeiten 
von R. 
0 
Damit haben wir auch die Zeiten des Residuums, mit 
denen wir die Rekonstruktion starten können. 
10,2 Parameter der Zeiten --Y---------- 
Die Erwartungswerte und Varianzen der Zeiten müssen 
bestimmt werden. Wir bilden sie rekursiv gemäi3 (11 9.4) 
und speichern sie in Matrizen ab. 
Abschnitt 9, liefert dann die Schätzverfahren für 
die Parameter. 
Wir erhalten die Matrix i!S (bzw. SZ und SN) der Para- 
meter der Zwischenschwingungszeiten (bzw. Nicht-Zwischen- 
schwingungsseiten unter den Bedingungen BZ und BN). 
10.3 Alle Parameter ------___- 
Wie bei Markov ist es auch hier wieder sinnvoll,eine 
Glättung der gesamten Parameter-Matrix (bzw. -Matrizen) 
vorzunehmen. 
Dazu betrachten wir zuerst jede einzelne Nebendiagonale 
der RAINFLOW-Matrix (Schwingungen gleiches Spanne und 
Richtung) und anschließend alle Nebendiagonalen zusammen, 
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Dabei ergaben- sich folgende Bilder: 
: 
: 
Bild 20 
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: 
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: 
; 
: 
: 
: 
: 
. 
; 
: 
: 
: 
KLRSSEN 
8i1d 22 
Bilder 20, 21, 22: Erwartungwerte der Zwischenschwingungs- 
zeiten auf den Diagonalen -3, -1 bzw. t5 
[AiJDI8O, Federbein (s-Richtung), EVP-Teststrecke) 
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# c 
c 3 
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Dasselbe gilt natürlich auch für das Brummen, 
1 Hier ergab sich folgendas: 
Bild 24 Erwartungswerte und Varianzen beim Brummen 
in allen Klassen 
(AUDIBO, Beschleunigungsaufnehmer (t-Richtung), 
NP-Teststrecke) 
Es werden Glättungen geeignet gewählt werden, r,B. 
Glättungen durch Bestimmen von Regressionskurven durch 
die geschätzten Parameter. 
Sehen wir uns noch die Komplexitäten des Veffahsens an: 
IO-4 KOmplexitätei- -----_-__+ 
Es ist leicht einzusehen, daß der Platzbedarf nur 
vOh der Klassenzahl M abhängt, und zwar quadratisch, 
nicht aber von dar Länge der BAZF, da für das Residuum 
nur 2M - 2 und für das Zeitresiduum M(M - 1) an Platz 
benotigt wird, 
Der Zeitbedar-f: des Verfahrens ist linear in der Länge 
der BAZF. 
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11. Modifizierte Rekonstruktion ohne Zeit 
Die komplette RAINFLOW-Rekonstruktion hier tu erklären, 
würde zu weit führen [vgl. /IJ 3.2). Ich möchte daher 
nur etwas zum Grundprinzip sagen: 
11,l Idee der RAINFLOW-Inversion ohne Zeit ---------------------- 
Wir beginnen mit dem Residwum R. 
Dann legen wir nacheinander zuerst die großen Schwin- 
gungen der RAINFLOW-Matrix A in das Residuum und 
fügen dann immer kleinere ein, bis alle Schwingungen 
von A verbraucht sind. 
Dabei verläuft das Hineinlegen genau umgekehrt zum 
Herauszählen. 
Wie bei Markov geht es jetzt auch hier wieder darum, die 
Brummphasen in den Prozeß hineinzulegen (vgl, 11 10.). 
11.2 Brummen -- ----- 
Wir nehmen wieder an, daß alle Brummphasen gleich- 
mäßig über den ganzen ProzeB x(n) westeilt sind: 
Es sei X(no) = i und es gebe noch B(i) Brummprozesse 
in der Klasse 1. 
Existieren für den restlichen Prare8 {x(n), n 1 no} 
noch mb 
1 
Durchgänge durch den Zustand i, also mi mtigliche 
Brummen in i, so ist die Wahrscheinlichkeit für ein 
Brummen B(i) J mi. 
Wir könnten auch hier - wie bei Markov Y Aufwärts- 
und Abwärts-Brummen unterscheiden (vgl, 11 10.5). 
Wie ergibt sich die Anzahl mi der möglichen Brummphasen 
in i? 
11-3 MOgliChe Brummphasen ----w----m--- 
Dazu sehen wir uns an, wo ein Brummen liegen kann: 
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In den Fällen (1) und (2) liegt das Brummen zwischen 
zwei Halbschwingungen, 
Si sei die Anzahl der in i endenden Halbschwingungen: 
s - c 
i- A(j ?i) * jfi 
ffl den Fällen (3) und (4) liegt das Brummen innerhalb 
einer Halbschwingung (wie eine Zwischenschwingung) U 
Si sei die Ansah1 der Halbschwingungen (k,l) mit 
k < 1 < 1 bzw. k > i > 1: 
Si - c 
r 
k<i<l A(k,l) + k& AIk,l) * 
Die Simulation kann nun analog zu (11 lO,J) durchgeführt 
Werden. 
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12. RAINFLDW-Rekonstruktion mit Zeit 
Wir können nun den Algorithmus zur Inversion angeben: 
12-1 Algorithmus ------_-- 
(1) Wir starten mit dem Residuum R und den aus dem 
Zeitresiduum ZR gewonnenen Übergangszeiten von R 
(vgl. 10.1) * 
(2) Dann wenden wir die RAINFLOW-Inversion ohne Zeit 
gemäß (11,) an. 
Tn (i,j) so11 eine Zwischenschwingung (k,l) einge- 
fügt werden ((i,j) = (k,l) erlaubt, entspricht 
parallelem Legen der Schwingungen (i,j)). 
(2,1) Wir bestimmen den Aufteilungszeitpunkt gemäß 
(8.2) bzw. (8.3) und 
(2.2) simulieren eine ?(~~~,~)-Verteilung für die 
Zwischenschwingung (k,l). 
(3‘) In (i,j) sa11 ein Brummen in k eingefügt werden, 
(3.1) Ist k = j, so i.st eine AuftiEsilung übesflüssig, 
sonst verfahren wir wie in Punkt (2,1), 
(3.2) Dann simulieren wir ein Brummen gemäD (11 S.S), 
12.2 Eingaben für das Verfahren ------L-L------- 
FCir die Rekonstruktion werden gebraucht: 
Die RAINFLOW-Matrix A, das Residuum R, die Swischen- 
schwingungs-Parameter-Matrix {und die Parameter-Matrizen 
der Nicht-Zwischenschwingungszeiten), die Übergangs- 
zeiten das Residuums, die Brumm-Anzahlen B(i) für 
i = 1, **., M und die Brumm-Parameter. 
12.3 Komplexitätan SIi_---L--d 
Wir können uns überlegen: 
Die Patzkomplexität ist unabhängig von der Länge der 
BAZF und quadratisch abhängig von der Klassenzahl M. 
Der Zeitbedarf ist linear in der Länge der BAZF, 
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ANHANG 
IV Simulation von Verteilungen 
bit: eigentliche Problemstellung dieser Arbeit ist nun 
gelöst w 
Da es für unsere Rckonstruktlonen notwendig ist, Ves- 
teilurigen zu simulieren, sehen wir uns jetzt die hier 
benötigten an: 
1, Exponential-Verteilun- 
oann ist Y = -+ In X expanentialvesteilt mit 
Parameter '1. 
) = Pc-+ In x t y) 
z 1 - e-y weil X U(O,1)-verteilt 
ist. 
1.2 Falgerung 
Wir können E(X)-verteilte Zufallszahlen erzeugen, 
indem wir U(O,1)-verteilte Zufallszahlen x über- 
führen in y = -+ In x. 
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2. Gamma-Werteilung 
2 * 2 Remerkung ------A 
Es seien XT1 / 9 *, Xn unabhängig idc;n-Lisch expunential- 
ver%eilt mit Parameter X. 
Auf diese Weise lassen sich nur T(a,X)-Verteilungen mit 
a E lN \ (0) simulieren. 
Da aber - besanders für kleine & - die Verteilungen 
l?(a,,z) und lyki: ,IJ stark von einander abweichen, mul3 
nach einem Verfahren gesucht werden, mit dem auch all- 
gemeine Gamma-Verteilungen simuliert werden können 
Wegen diesrr Bemerkung genügt es? T(c::,l)-verteilte ;fufalls- 
2.4 Vuraussetzunqen 
fy(x'Ai) sind bedingte Dichten, 
denn: fy(x/Ai) L 0 und 
an 
_I f,(xjA;) dx = 1 für 1 = 1, 
Wir suchen eine Menge S c B mit 
fy(x S) - fy(") X-f.ü. 
246 BEzeichnung -------- 
S sei definiert dcsrch 
ist 
ae ’ Y 
y + CKTY 

- “03 - 
Da es aufwendig ist, diGses y in jedem Fall zu bestimmen, 
wählen wir y' = u*5, welches dem Optimum sehr nahe kommt. 
k seien gegeben. 
2-22 Korrektheit des Algorithmus --L-----L_------- 
(4) U 5 p mit Wahrscheinlichkeit p = P(A1) und W > 
mit Wahrscheinlichkett 1 - p = P(A,), ctlso impli- 
c 
ziert die Bedingung "Ll 5 p" Alb 
- In U2 (wegen 1,2) y 
= gp?, 
Ul weil Y = yexp(-T) (5) 
P 
1 
= yu,5 E (0,y) (wegen 1.1). 
Damit folgt 5, 
Durch Differenzieren nach x erhalten wir die Behauptung. 
womit durch Differenzieren nach x die Behauptung folgt. 
Die restlichen Schritte des Algorithmus sind klar, 
3 
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Beta-Verteilung 
3.1 Lemma ----- 
XI sei I?(cx,X)-verteilt, X2 sei T($,X)-verteilt, 
XI und x2 seien unabhängig. 
Dann ist c XI $ + x,p Beta-verteilt mit Parametern 
iir,S) auf iO,Cl% 
Beweis: 
Ni-t: dem Transformationssatz ergibt sich: 
Da dies unabhangig von T ist, folgt die Behauptung. 
3.2 FolgeruncJ --I--I 
Wir erzeugen Zufallszahlen mit Verteilungen F(a,X) 
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4. Normal-Verteilung 
Die Verteilungsfunktion Q(x) der N(O,l)-Verteilung ist 
nicht invertierbar. 
Aus diesem Grund betrachten wir die zweidimensionale 
Standard-Normalverteilung: 
4.1 Lemma -du-- 
Es seien Uy und U2 unab.hängig U(O,l)-verteilte Zufalls- 
variablen, 
Dann sind y1 = J-2 In Ul cos(Z-irU2) 
und Y2 = J- 2 1 n U 1 sin(2nU2) 
unabhängig N[U,l)-verteilte Zufallsvariablen. 
Beweis: 
(1) Es sei V := - In Ul. 
Dann ist V E(l)-verteilt (vgl. 1,l). 
(ii) Es gelten nun: 
Yl = mi cos(2dJ), 
y2 
z qv sin(2-rrU), wobei U = U2. 
Wir definieren g : (U,V) &-- > V,J,). 
g ist auf Umgebungen Injektiv: 
Y12 Jr Y," = 2V, L 
y2 f ü *- ' ~ - 
% 
tan(2TU) ~ wobei wir für U eine Umgebung 
1 der Länge i in (C),l) wählen, da tan auf Ihter- 
vallen der Länge T injektiv ist. 
Also erhalten wir die #quivalenZ zu: 
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[iii) Gesucht ist: P 
Yl’Y, = pgwvY L 
0 
Da U und V unabhängig sind, gilt: 
Nach dem Transformationssatz für Dichten gilt: 
= l(o,l)GT 
y2 
asctan(---)> exp(- 
YpYg 1 
z+y 2 Yl 
2 +E 
z--"- 2, QXP(- Yl 2 2 > , weil 
YL$ 
asctan{---) E 27tI. 
Yl 
Wir müssen noch die Gleichheit der Determinanten 
1 
mit 3, nachweisen: 
ist die Dichte der zweidimensionalen 
4 Y 2 Falgeruq ------ 
Zur Simulation N(D,l)-verteilter Zufallszahlen yl, y2 
erzeugen wir Zufallszahlen u,, u, gemä8 U(O,l) und 
bilden yl := J-2 In ul cos;2*u;) I 
y2 
:= J-2 In u 
1 
sin(2rtu2). 
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