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ABSTRACT 
 
 
Self-Directed Learning in Problem-Based Learning Versus Traditional  
 
Lecture-Based Learning: A Meta-Analysis 
 
 
by 
 
 
Heather M. Leary, Doctor of Philosophy 
 
Utah State University, 2012 
 
 
Major Professor: Dr. Andrew Walker 
Department: Instructional Technology and Learning Sciences 
 
 
Problem-based learning is a student-centered, inquiry-based approach that builds 
problem-solving skills. Reviews of problem-based learning, as compared to traditional 
lecture-based learning, report modest positive gains in cognitive outcomes. Many meta-
analyses have been conducted to analyze the effectiveness of problem-based learning, but 
none have examined self-directed learning in the context of problem-based learning. The 
purpose of this study was to conduct a meta-analysis across all disciplines examining the 
extent to which problem-based learning engenders self-directed learning compared to a 
lecture-based approach.  
This study used a random effects model meta-analysis using 75 outcomes from 38 
studies. Results indicated a statistically significant, z(74) = 7.11, p = 0.01, overall 
medium effect size (g = 0.45) favoring problem-based learning. A test of heterogeneity 
indicated genuine variance across outcomes (Q = 559.57, df = 74, p < 0.01). Subgroup 
iv 
 
 
 
analyses indicate positive effect sizes for the four components of self-directed learning 
with two being statistically significant: personal autonomy, g = 0.51, z(47) = 6.4, p = 
0.01, and independent pursuit of learning, g = 0.66, z(2) = 3.49, p = 0.01. Two emergent 
subgroups were also examined. From the 23 subgroup components, 12 reported 
statistically significant effect size estimates above 0. Findings and conclusions provided 
the first synthesis of conative and affective outcomes in problem-based learning by 
specifically analyzing self-directed learning. From this synthesis, practitioners learn that 
problem-based learning promotes conative and affective skills in self-directed learning.  
(218 pages) 
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PUBLIC ABSTRACT 
 
 
Self-Directed Learning in Problem-Based Learning versus Traditional  
 
Lecture-Based Learning: A Meta-Analysis 
 
by 
 
Heather M. Leary, Doctor of Philosophy 
 
Utah State University, 2012 
 
 
 Problem-based learning is an approach to education and learning that focuses on 
students investigating problems, rather than being directly instructed by teachers. 
Reviews, also called meta-analyses, comparing traditional lecture-based learning to 
problem-based learning report modest positive learning gains in student cognitive 
outcomes. Many meta-analyses have been conducted to analyze the effectiveness of 
problem-based learning, but none examine the extent of self-directed learning in 
problem-based learning. The purpose of this study was to conduct a meta-analysis across 
all disciplines (medicine, education, business, history, etc.) while examining self-directed 
learning in problem-based learning.  
 
This study used a random effects model meta-analysis using 75 outcomes from 38 
studies. A test of heterogeneity indicated genuine variance across outcomes (Q = 559.57, 
df = 74, p < 0.01), supporting the use of a random effects model. Results indicated a 
statistically significant overall medium effect size, g = 0.45, z(74) = 7.11, p = 0.01, 
favoring problem-based learning over traditional lecture-based learning, indicating an 
expert is likely to detect differences through casual observation while a nonexpert might 
see them is if looking closely. Subgroup analyses indicate positive effect sizes for the 
four components of self-directed learning with two being statistically significant. 
 
 Findings and conclusions provided the first synthesis of noncognitive outcomes 
in problem-based learning by specifically analyzing self-directed learning. From this 
synthesis, practitioners learn that problem-based learning promotes noncognitive skills in 
self-directed learning.   
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 CHAPTER I 
 
INTRODUCTION 
 
 
Problem-based learning (PBL) is described throughout the literature as an inquiry 
based approach to learning that is student centered and provides the means for gaining 
problem solving and life-long learning skills (Becker & Maunsaiyat, 2004; Blumberg, 
2000; Chen, Chang, & Chiang, 2001). PBL begins with the presentation of an ill-
structured problem to be solved that has potentially multiple solutions. Teachers act as 
facilitators throughout the process, guiding learners with meta-cognitive questions, and 
learners actively construct knowledge by defining learning goals, seeking information to 
build upon prior knowledge, reflecting on the learning process, and participating in active 
group collaboration (Barrows, 1998). The majority of problem-based learning research 
and practice is in medical education but it recently has branched out into all disciplines 
(Savery, 2006; Walker & Leary, 2009). 
Empirical research on problem-based learning has been reviewed through meta-
analysis, a form of quantitative research where the subjects analyzed are studies. The 
purpose of meta-analysis is to evaluate, compare, and analyze a series of studies rather 
than looking at them individually to gain an understanding of the magnitude of 
similarities and differences in reported outcomes (Borenstein, Hedges, Higgins, & 
Rothstein, 2009; Glass, 1976). Meta-analyses have become a standard means to 
systematically review empirical literature. Many meta-analyses report positive effect 
sizes favoring problem-based learning or showing that it performs just as well as 
traditional learning in the cognitive domain (Albanese & Mitchell, 1993; Vernon & 
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Blake, 1993; Walker & Leary, 2009). Less is known through meta-analytic reviews about 
the affective and conative outcomes associated with life-long learning and self-directed 
learning skills. Different influences on problem-based learning, discipline involved 
(Walker & Leary, 2009) and aspects of study quality (Belland,Walker, Leary, Kuo, & 
Can, 2010; Dochy, Segers, Van den Bossche, & Gijbels, 2003), have been addressed in 
recent meta-analyses.  
Problem-based learning is often compared to a traditional learning control group. 
Traditional learning is primarily known as a presentation of materials by an instructor. 
Learning is teacher centered, with the instructor delivering materials in a lecture based 
format to passive learners. Textbooks are often the primary source for content and written 
examinations are used as the typical mode of assessment. Traditional learning has also 
been called didactic, conventional, and teacher-guided teaching. 
Learning encompasses three domains and problem-based learning mentions them 
in its process and learning goal expectations. The cognitive domain is centered on 
understanding knowledge, thinking, problem solving, and mental skills in a learning 
environment (Bruning, Schraw, Norby, & Ronning, 2004). It often follows the steps of 
knowledge acquisition to comprehension, application, analysis, synthesis and evaluation. 
In educational settings, students are expected to prove they can solve problems and think 
critically as well as use previous knowledge and learning strategies when confronting 
new learning situations (Bloom, 1980; Bransford, Brown, & Cocking, 2000). Overall, the 
domain focuses on what is learned. 
 Beyond the cognitive aspect of learning, how students react to and manage their 
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emotions and attitudes in educational settings is important. The affective domain focuses 
on feelings, emotions, attitudes, values, and awareness about learning. It encompasses the 
passion and feelings that accompany a learning experience (Krathwohl, Bloom, & Masia, 
1973). Students approach learning situations from many view points, which includes 
many emotions and attitudes, including anxiety and the value they place on the situation. 
All of these fuel how the student approaches the learning condition, signaling that the 
affective domain plays a role in educational settings and outcomes (Bohlin, 1998; 
Krathwohl et al., 1973). 
The conative domain focuses on the activation of behavior or actions in learning. 
It underscores the willingness and desire to learn, concerned with volition, directed 
efforts, and follow-through (Huitt & Cain, 2005). Here behavioral intentions activate, 
often based on the feelings and attitudes found in the affective domain. In this domain, a 
students’ attitude of willingness for learning can impact how much they listen and 
participate (Bohlin, 1998; Krathwohl et al., 1973).  Metacognition is intertwined with the 
cognitive, affective, and conative domains. This area of learning is concerned with 
knowledge, understanding, and regulatory skills for thinking in any learning domain. It is 
the knowledge and recognition of the learning process (Mayer, 2001), which is a primary 
element of the problem-based learning educational goals. 
Even though the cognitive domain is the most heavily researched of the learning 
domains, the affective and conative domains, along with metacognition, are important 
components of learning (Bruning et al., 2004; Illeris, 2004). All three domains, plus 
metacognition, shape outcomes that depend on and are influenced by many factors, 
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including the instructional approach, content, and learning context (Bohlin, 1998). When 
balanced well, these domains create a holistic learning experience, with the potential to 
improve learners’ knowledge gains, self-directed learning, and life-long learning skills. 
 This meta-analysis focuses on self-directed learning, one aspect of problem-based 
learning. Self-directed learning concentrates on learning discovery and understanding 
individualized learning processes. It is concerned with enhancing the ability of a learner 
to take control of their learning, to foster transformational learning, and to promote social 
interaction for gaining access and perspectives on information. According to Candy 
(1991), self-directed learning is characterized along four dimensions (a) personal 
autonomy, (b) willingness to manage self-learning, (c) learner control or organization of 
instruction, and (d) seeking natural or noninstitutional opportunities for learning. Self-
directed learning is also known as independent learning, self-instruction, self-study, and 
discovery learning (Guglielmino, 1977). 
 
Problem Statement 
 
 
Reviews of problem-based learning, as compared to traditional lecture-based 
learning, report modest yet positive gains in cognitive outcomes. Since its inception, 
many meta-analyses have been conducted to analyze the effectiveness of PBL (Albanese 
& Mitchell, 1993; Dochy et al., 2003; Kalaian, Mullan, & Kasim, 1999; Vernon & Blake, 
1993; Walker & Leary, 2009). Many of these reviews focus on outcomes in the cognitive 
domain and the predominant research discipline, medical education. They report that 
PBL is superior to traditional lecture based instruction when assessing student skills 
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(Dochy et al., 2003) or when assessing an understanding of a principle that links to a 
concept (Gijbels, Dochy, Van den Bossche, & Segers, 2005). In clinical and faculty 
evaluations, PBL students perform just as well and sometimes better than students in 
traditional lecture based settings (Albanese & Mitchell, 1993).  
 Several reviews have shown positive gains in affective and conative outcomes 
such as motivation, student satisfaction, and self-directed learning (Albanese & Mitchell, 
1993; Vernon & Blake, 1993). Although some claim that affective and conative outcomes 
should develop through the use of PBL (Albanese, 2000; Hmelo-Silver, 2009) no one has 
documented the extent of these outcomes through a systematic review. Previous meta-
analyses have only reported on these outcomes through narrative review and individual 
study effect sizes (Albanese & Mitchell, 1993; Vernon & Blake, 1993), not cumulative 
measures of effect size. Despite many reviews over the last 17 years, there is still a need 
for a systematic review of the affective and conative outcomes in problem-based learning 
(Hmelo-Silver, 2009).  
 
Purpose and Objectives 
 
 
 The purpose of this study is to conduct a meta-analysis across all disciplines, 
expanding beyond but including medical education, examining the extent to which 
problem-based learning engenders the affective and conative outcome of self-directed 
learning in comparison to a lecture-based learning approach. This is a manageable first 
step in gaining a better understanding of the conative and affective domains in problem-
based learning and will contribute to a more comprehensive understanding of problem-
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based learning. 
 
Research Questions 
 
 
Based on the purpose and objectives of this work, the following research 
questions were asked. 
1. To what extent does problem-based learning promote self-directed learning 
when compared to lecture based approaches?  
2. To what extent do the components of self-directed learning (personal 
autonomy, self-management in learning, independent pursuit of learning, learner control 
of instruction) influence outcomes when compared to lecture based approaches?  
3. To what extent does study quality influence the measure of student self-
directed learning skills levels? 
4. To what extent does discipline influence the measure of student self-directed 
learning skills levels? 
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CHAPTER II 
 
LITERATURE REVIEW 
 
 
Problem-Based Learning 
 
 
 PBL originated in the 1960s at McMaster University Medical School in response 
to low enrollment and general student dissatisfaction with the educational experience 
(Barrows, 1996). It is now used in many disciplines and educational contexts (Savery, 
2006; Savery & Duffy, 1995; Walker & Leary, 2009), even with some success as a 
practical strategy in K12 education (Ertmer & Simons, 2006). Over the years, institutions 
have implemented PBL in various ways, altering the approach to meet their own 
particular needs in terms of delivery method or general educational approach (Eng, 
2000). PBL is most generally known as a student centered approach to learning that 
originates with an authentic and ill-structured problem (Barrows, 1996). 
 Throughout the literature, problem-based learning is described as an inquiry based 
approach that is student centered and builds problem solving skills (Becker & 
Maunsaiyat, 2004; Blumberg, 2000; Chen et al., 2001). Students in a PBL approach 
actively construct knowledge by defining learning goals, seeking information to add to 
their prior knowledge to improve their understanding of the problem, assessing the 
learning process, and participating in active collaboration with others (Beachey, 2004). 
As problem-based learning continues to spread outside of medical education, it is 
important to understand the modifications (if any) that have been made to Barrow’s 
original form of problem-based learning. For the purposes of this work, problem-based 
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learning is defined as follows (Barrows, 1996; Savery, 2006). 
 A student-centered approach where students gradually assume more 
responsibility for their learning. They identify and carry out the direction of 
the learning, key issues to follow, clear up ambiguities and find the resources 
needed to solve the problem (Becker & Maunsaiyat, 2004; Blumberg, 2000; 
Chen et al., 2001; Kassebaum, Averbach, & Fryer, 1991; Kong, Li, Wang, 
Sun, & Zhang, 2009). 
 Students are presented with authentic, ill-structured problems or scenarios to 
solve, where the process of solving the problem takes priority over the answer 
they choose (Abraham, Vinod, Kamath, Asha, & Ramnarayan, 2008; Kong et 
al., 2009). Authenticity of problems provides “real world” and cross-
disciplinary experience. 
 Instructors take the role of a tutor or facilitator. They guide the learning by 
asking students metacognitive questions about their problem-solving and 
provide just-in-time instruction as needed; thus students are constructing 
knowledge for themselves (Arambula-Greenfield, 1996; Becker & 
Maunsaiyat, 2004).  
 Students work in small groups, usually no larger than nine people, in a 
collaborative/cooperative learning environment (Becker & Maunsaiyat, 2004; 
Kong et al., 2009). 
 
Existing Reviews 
 
There has been a great deal of prior analysis on the PBL literature, enough to 
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warrant a synthesis of existing meta-analytic review (Strobel & van Barneveld, 2009). 
Previous meta-analyses on PBL have shown positive gains in cognitive outcomes 
(Albanese & Mitchell, 1993; Dochy et al., 2003; Gijbels et al., 2005; Kalaian et al., 1999; 
Vernon & Blake, 1993; Walker & Leary, 2009). The previous reviews overwhelmingly 
include and report on studies only in medical education, with more recent reviews 
beginning to include studies outside medical education. From these analyses, a time 
period of empirical studies used covers from 1970-2007. Generally, these analyses report 
PBL students outperform their traditional counterparts in assessment of knowledge 
principles and application, problem-solving, and self-directed learning with traditional 
students outperforming PBL students on basic knowledge assessments.  
Many of the early analyses employ an outdated technique of vote counting that is 
often used when an effect size cannot be calculated. This technique attempts to 
characterize the direction of the outcome reported as either positive (for PBL), negative 
(against PBL), or equal (no difference between PBL and traditional). More recent reviews 
(Dochy et al., 2003; Gijbels et al., 2005; Walker & Leary, 2009) include empirical studies 
outside medical education but are still including studies that compare only traditional to 
PBL. These reviews have varying results that are showing a trend towards positive effect 
sizes in favor of PBL. Unfortunately, the only attempt to differentiate among empirical 
studies for quality was done by Dochy and colleagues, examining aspects like internal 
threats to validity. Subsequent meta-analyses have focused only on weighted effect sizes 
to address study quality. 
Expanding on previous work, a recent meta-analysis examined the impact of tutor 
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training, tutor content expertise, and research study design on student cognitive outcomes 
(Walker & Leary, 2009). Results indicate that a study’s design is a significant factor in 
predicting outcomes. Higher positive effect sizes are found in PBL when a true random 
research design is used. These meta-analyses have shown modest, positive statistical 
gains for cognitive outcomes for PBL as compared to traditional lecture-based learning.  
Initial meta-analyses used statistical and narrative reporting (Albanese & 
Mitchell, 1993; Vernon & Blake, 1993) and showed that PBL was almost exclusively 
used in medical education studies, the discipline where PBL originated. Only a handful of 
studies examined PBL in other disciplines at the time of these initial meta-analyses. As 
more disciplines and educational settings (e.g., higher education, K12) began 
experimenting with PBL, it became necessary to review the outcomes reported in these 
subsequent studies. Dochy and colleagues (2003) compared outcomes from studies of 
additional disciplines. The most recent published PBL meta-analysis by Walker and 
Leary (2009) draws from a wide range of disciplines, providing a more comprehensive 
understanding of outcomes in the cognitive domain. Their findings report problem-based 
learning is being used in more disciplines and positively impacting learning. Based on the 
range of disciplines with cognitive PBL outcomes, an updated affective or conative 
review will need to cover a broad spectrum of disciplines.  
 Some meta-analyses have explored aspects of study quality, which can include 
research design, internal validity, and validity and reliability of a measure, as a measure 
of student learning. Belland and colleagues (2010) reported findings for study quality in 
terms of research design (Shadish & Meyers, 2001) where random (g = 0.46) and quasi-
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experimental designs (g = 0.30) have mid-range significant effect sizes indicating higher 
quality design provide a better picture for student learning outcomes. Dochy and 
colleagues (2003) also discussed study quality in terms of research design reporting 
similar findings of improved student knowledge with a higher design (i.e., random).     
Meta-analysis has its critics. As described by Glass (2000), some argue that a 
meta-analysis is meaningless because it is a comparison of very different things (e.g., 
apples to oranges). In the problem-based learning literature that could include different 
subject areas, assessing different forms of self-directed learning. For both Glass and for 
this research, that is precisely what makes the effort worthwhile; the ability to examine 
the extent to which these variations correspond with systematic differences in effect 
sizes. The “Flat Earth” criticism (Glass, 2000) has similar roots, positing that a blanket 
summary of inherently complex variations and variability in multiple studies will not 
accurately represent the complexity of an area of inquiry. This can be addressed by 
looking for patterns in the summary effects and tests for heterogeneity, and describing 
those patterns rather than relying on just an overall summary effect. 
Narrative portions of prior reviews have examined both affective and conative 
outcomes such as motivation, student satisfaction, and self-directed learning skills 
(Albanese & Mitchell, 1993; Vernon & Blake, 1993). Both reviews found faculty and 
students tended to enjoy PBL more than traditionally taught lecture based courses. 
Students in the PBL treatments showed improvements in their interest, attitude, and 
behavior with respect to learning. Albanese and Mitchell found that PBL students 
exhibited different study behaviors when compared to a traditional lecture based 
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environment, including an increase in studying for deep meaning and understanding as 
well as for the “sheer joy” (p. 61) of learning. Students in PBL curricula were more likely 
to study by reflecting on the material, and they tended to have a more positive orientation 
toward the content and process of learning. Vernon and Blake (1993) found that PBL 
students had positive attitudes toward their programs. The outcomes from these meta-
analyses report findings within the scope of the affective and conative domains of 
learning. When problem-based learning outcomes (like those mentioned above) are 
combined and synthesized with cognitive outcomes, they supply a good indication that 
PBL is promoting a broad range of student learning outcomes on a positive level.  
Both Albanese and Mitchell (1993) and Vernon and Blake (1993), however, 
lacked a sufficient number of studies to engage in a full systematic review of the 
available research for the conative and affective domains. They were conducted before 
problem-based learning expanded into various disciplines, so they focused almost 
exclusively on medical education. These efforts are in need of extension, to incorporate a 
systematic review of the robust set of findings subsequently published and include studies 
conducted outside the field of medical education.  
 
Problem-Based Learning Goals 
 
Two prominent authors in the literature provide detailed definitions for the 
learning objectives and goals in problem-based learning. Barrows’ (1986) educational 
objectives were rooted in medical education, while Hmelo-Silver’s (2009) definitions 
were more recent and take into consideration the movement of problem-based learning 
into more disciplines. Barrows reported the goals as: 
13 
 
 
 
1. Structuring of knowledge for use in clinical contexts 
2. Developing an effective clinical reasoning process 
3. Development of effective self-directed learning skills 
4. Increased motivation for learning 
Hmelo-Silver defined the goals of problem-based learning as: 
1. Constructing flexible knowledge  
2. Developing effective problem-solving skills 
3. Developing life-long learning skills (self-directed learning) 
4. Being a good collaborator 
5. Becoming intrinsically motivated 
Among the educational objectives and goals listed, both authors include the cognitive, 
affective, and conative domains.  
Cognitive. In terms of cognitive goals, both authors share common ground with 
some variations. They recognize that knowledge is at the heart of cognition and that 
problem-based learning should improve student knowledge. Barrows (1986) wrote that 
the structuring of knowledge for use in clinical contexts focuses on information recall and 
application. The development of an effective clinical reasoning process complements the 
acquisition of structured knowledge. In contrast with structured knowledge, clinical 
reasoning involves developing problem-solving skills through practice. Students 
construct their reasoning process through generating a hypothesis, information seeking, 
analysis, synthesis, and making decisions while acquiring information. Both goals 
emphasize the application of knowledge in context. Students are expected to gain 
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knowledge, recall that knowledge, and use it when necessary. With a slightly different 
take on the cognitive goals of PBL, Hmelo-Silver (2009) emphasized constructing 
flexible knowledge for long-term memory. Cognition integrates and assembles 
information from many disciplines and stores that knowledge in long-term memory 
where it can be used as prior knowledge in future learning. Developing effective 
problem-solving skills involves the ability to appropriately apply metacognitive and 
reasoning skills.  
Affective and conative. Each author includes motivation and a general idea of 
self-directed learning in their definitions of PBL learning goals, with some variations. 
Motivation is a strong element in the conative domains and helps fuel learning in the 
cognitive domain. It is fitting that both authors agree that motivation is an essential part 
of PBL. Problem-based learning can increase motivation for learning through the 
challenge of solving problems coupled with the perceived relevance of work with 
learning. Perceived relevance is central to the affective domain, with learner’s placing 
value on the content and context of the learning. Hmelo-Silver (2009) referred to 
motivation as being an intrinsic element that involves students working on a task for their 
satisfaction or interest and determining what is engaging or that the goal is important. 
Right in line with Barrows, her definition also includes the attitudes and values a student 
places on the learning. 
 For Barrows, the development of effective self-directed learning skills includes 
self-assessment so that the student understands their personal learning needs and where to 
find and use appropriate information for problem-solving. This general definition of self-
15 
 
 
 
directed learning includes elements in both the affective and conative domains. He is 
implying that two characteristics in the affective domain, knowing what a student values 
in learning and recognizing their attitude toward learning, and a student’s directed efforts 
from the conative domain will be promoted in a problem-based learning environment. 
Hmelo-Silver described the development of lifelong learning skills, which includes meta-
cognitive and self-regulated learning skills. Students must know what they do and do not 
know. They need to set goals and be able to identify their knowledge gaps, strategize how 
to reach their goals, implement the plan, and assess if they have reached their goal. Her 
description includes a mixture of items in the cognitive, affective and conative domains. 
She emphasizes student goal setting so they know what to focus on and the degree of 
value the goal has for them. She also stresses the need to consciously carry out tasks, 
knowing how to direct efforts, and following-through with goals. Hmelo-Silver included 
one more learning goal, becoming a good collaborator in small groups, which 
encompasses all aspects of working in a group. It involves establishing common ground, 
negotiation, resolutions, actions, agreement, and requires open communication for all 
members. This goal incorporates the items of caring, valuing, attitudes, actions, 
willingness, directed efforts, and the desire to assume responsibility, all of which are part 
of the affective and conative domains.  
 Between the two authors, there is overlap in their definition of problem-based 
learning goals with both placing value and implying PBL promotes learning outcomes in 
the cognitive, affective, and conative domains. According to Krathwohl and colleagues 
(1973), all domains are important for effective learning and each plays an important role 
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in student outcomes. Research shows that learning encompasses cognition, 
metacognition, the affective and conative domains (Martin & Briggs, 1986). Although it 
is important to study them individually, they should also be synthesized together as none 
of them should be singled out as more central to learning than another (Bloom, 1980; 
Bruning et al., 2004; Krathwohl et al., 1973; Mayer, 2001). Together they provide 
learners with the opportunity to receive and use knowledge, motivation to gain 
knowledge (Anderson, Greeno, Reder, & Simon, 2000; Lave & Wenger, 2006; Smith & 
Ragan, 1999), and the skills to understand their own learning (Duell, 1986). 
 A wider range of outcomes need to be examined to better understand the 
effectiveness of PBL. The most recent meta-analysis of cognitive PBL research (Walker 
& Leary, 2009) contains 87 studies and 206 outcomes. Assuming a similar amount of 
affective and conative literature is available, a comprehensive review would be far too 
ambitious for the scope of this study. To make the task more manageable, this research 
will focus on self-directed learning. Self-directed learning is featured in the PBL goals as 
described by both Hmelo-Silver (2009) and Barrows (1986), as a process and outcome in 
PBL, and encompasses both the affective and conative domains.  
 
Traditional Lecture-Based Learning 
 
Studies of problem-based learning literature often describe a comparison control 
group as either traditional or lecture based but rarely provide details or a solid definition 
of traditional learning. When comparing a problem-based learning treatment to a 
traditional control it is important to understand the differences between the two 
approaches to make meaningful comparisons (Berkson, 1993; Colliver, 2000).  As part of 
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the pilot study, information was gathered from the empirical studies to examine how 
traditional learning was explained and to provide a better general definition of traditional 
learning. 
 Traditional lecture-based learning (Arambula-Greenfield, 1996; Blumberg & 
Eckenfels, 1988; Deretchin & Contant, 1999; Hsieh & Knight, 2008; Mantri, Dutt, Gupta, 
& Chitkara, 2008; Moore, 1991; Sanderson, 2008) or didactic instruction (Abraham et al., 
2008; Brunton, Morrow, Hoad-Reddick, McCord, & Wilson, 2000; Shelton &  Smith, 
1998; Tolnai, 1991) has been practiced for many years in education. This type of learning 
is teacher-centered (Blumberg, 2000; Kassebaum et al., 1991; Reich et al., 2006; Tarhan 
& Acar, 2007; Vernon, 1994) rather than student-centered, with the teacher delivering the 
instruction (Matthews, 2004) to a passive audience of students (Arambula-Greenfield, 
1996) who listen but are not required to respond. Textbooks are often the primary source 
for content (Sungur & Tekkaya, 2006) and exams (Arambula-Greenfield, 1996; 
Sundblad, Sigrell, John, & Lindkvist, 2002) are the typical mode of assessment.  
 For the purposes of this review, studies needed to compare a problem-based 
learning treatment to a traditional learning control group. Traditional learning can mean 
many things, but is generally known as a lecture based approach. Studies that used terms 
such as traditional, lectured based, or didactic were included, but the coding scheme 
allowed for emergent terms to be used that described a traditional control group. Since 
the definition of the traditional lecture based control group is often withheld from studies, 
additional information explaining the control was noted and added to the definition of 
traditional learning as it emerged from the empirical studies.  
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Cognitive, Affective, and Conative Domains 
 
 The cognitive domain is widely associated with Bloom’s (1980) taxonomy  where 
learning builds upon each step, beginning with knowledge and moving to comprehension, 
application, analysis, synthesis and evaluation. Historically, cognitive psychology 
focused only on the cognitive domain, but that has recently changed and the field of 
psychology is encompassing more areas of research, including the affective and conative 
domains, to advocate active learning and to view students more holistically (Bruning et 
al., 2004).  
 The affective domain also builds upon the early work of Bloom (1980), where he 
and his co-authors concentrate on a learner’s sensitivity to certain phenomena (Krathwohl 
et al., 1973). This domain involves feelings, emotions, attitudes, values, and awareness 
about learning. Krathwohl and colleagues provided a taxonomy of categories including 
receiving (awareness, interest), responding (acknowledging potential value, 
appreciating), valuing (attitudes), organizing (attitude adjustment), and characterization 
(change in attitude or values). Affect, in general, encompasses the passion and feelings 
that accompany learning. The conative domain, in contrast, is concerned with the 
activation of the behavior or actions of learning (Huitt & Cain, 2005). There are many 
terms that comprise this domain, including goals, directed efforts, follow-through, self-
direction, and self-regulation. The conative domain strives to activate internal intentions. 
Cognition looks at what is learned, the affective domain emphasizes feelings about what 
is learned and the learning experience, while the conative domain underscores a 
willingness and desire to learn.  
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 Metacognition is knowledge, understanding, and regulatory skills for thinking as 
part of cognitive, affective, or conative experiences (Mayer, 2001). This is an important 
area for cognitive outcomes in knowledge development and cognitive behavior 
modification. Metacognition also provides a means for building and recognizing affective 
or conative elements, for instance self-regulation and value for learning. Learners with 
meta-cognitive skills are able to discern and monitor their knowledge and know when 
they are not understanding a concept, making metacognition essential to cognitive, 
affective, and conative effectiveness (Mayer, 2001). Although it is not part of this 
research, it is important to note that metacognition has a role across all three domains and 
is mentioned by Barrows (1986) as well as Hmelo-Silver (2009) as an element promoted 
by problem-based learning. 
 
Self-Directed Learning 
 
 Self-directed learning is generally known as an increase in learners’ awareness 
and acceptance of personal responsibility for their own learning with the acquisition of 
skills to enhance their learning experience. This includes understanding individual best 
practices for learning; specifically what learning techniques or pedagogical approaches 
maximize learning (e.g., knowledge acquisition and comprehension), how to prepare for 
a new level of knowledge acquisition, and how to learn outside formal educational 
classrooms (Bolhuis, 2003). Self-directed learning is both a process and an outcome in 
learning (Candy, 1991). Self-directed learning is the main focus of this research and 
involves various aspects of the affective and conative domains. As a process, self-
directed learning’s primary function for learners is in planning, carrying out, and 
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evaluating learning experiences while they are experiencing the learning; conversely, as 
an outcome, self-directed learning functions as an acquired skill where the learner can 
acknowledge with confidence the ability to, in the future, apply the skills learned while 
continuing to engage in and refine the self-directed learning skills (Knowles, 1975; 
Merriam, Caffarella, & Baumgartner, 2007). Beginning with and building upon the work 
of Houle (1988), Knowles (1970, 1975), and Tough (1978, 1979), self-directed learning 
purports that people can indeed learn on their own without instructional interventions 
while discovering their own learning process. Research on self-directed learning 
increased dramatically in the 1970s when scholars began investigating the characteristics 
and attributes associated with someone who is self-directed, how to harness the goals of 
self-direction for improved learning, and how to assess, teach, and identify self-direction 
in learning (Grow, 1991; Guglielmino, 1977; Oddi, 1986). 
 There are three goals associated with self-directed learning: (a) to enhance the 
ability of learners to be self-directed in their learning, (b) to foster transformational 
learning (process of reflection and awareness that leads to changes), and (c) to promote 
emancipated and social action learning (Brockett & Hiemstra, 1991; Brookfield, 1985; 
Knowles, 1970; Mezirrow, 1985, 1990; Tough, 1978, 1979). There are many models and 
theoretical formulations for explaining and categorizing the attributes of self-directed 
learning (Candy, 1991; Garrison, 1997; Grow, 1991; Guglielmino, 1977; Oddi, 1986). 
The main characteristics from these models and scales include motivation, self-
monitoring, self-management, interest, commitment, and self-evaluation. For the purpose 
of this research, self-directed learning is defined broadly as assuming responsibility for 
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learning while recognizing the following items in regard to learning: value placed on 
learning, attitudes towards learning, motivations, willingness, and actions. 
 
Theoretical Framework 
 
 
 Several frameworks were considered with careful consideration of how well they 
support the purpose of this research. Sugrue (1995) laid out a solid theoretical framework 
for categorizing cognitive and meta-cognitive outcomes that has been used with previous 
PBL meta-analyses (Gijbels et al., 2005; Walker & Leary, 2009). Although it is a well-
known framework, it does not align well with self-directed learning, making it unsuitable 
for this research. Bloom (1980) provided a widely used taxonomy for assessing cognitive 
outcomes as well as a subsequent affective taxonomy (Krathwohl et al., 1973) for 
learning. Although Bloom’s affective taxonomy aligned well with the topic of affective 
and conative outcomes, a framework is needed that supports research on self-directed 
learning specifically. 
 In Smith, Dollase, and Boss (2003) a set of nine abilities is introduced to assess 
student performance in a PBL curriculum. The context for all nine abilities is framed 
deeply within medical education making it unusable for the wide range of disciplines 
covered in this research. In 2000, Blumberg embarked on a literature review focusing on 
self-directed learning skills fostered by PBL. Within this context he used a conceptual 
framework developed by Candy (1991) to categorize and model self-directed learning 
skills. Blumberg used three components from Candy to create an organizing framework 
that touches on the affective and conative elements of PBL proposed by Barrows (1986) 
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and Hmelo-Silver (2009). But the framework does not provide the breadth and depth 
needed for assessing self-directed learning. It focuses more on high-level affective and 
conative elements. Since Blumberg (2000) did not provide a workable framework, the 
original work of Candy (1991) was selected. Candy represents one among many models 
of self-directed learning (Garrison, 1997; Grow, 1991; Guglielmino, 1977; Oddi, 1986). 
Candy’s framework provides four dimensions for self-directed learning (a) personal 
autonomy, (b) self-management in learning, (c) the independent pursuit of learning, and 
(d) learner-control of instruction. Of the available frameworks, Candy represented the 
best alignment with the self-directed learning goals of PBL as described by Barrows 
(1986) and Hmelo-Silver (2009).  
 
Relationship to Prior Work 
 
 
The author has participated in and conducted three previous works involving 
problem-based learning and meta-analysis as both a coauthor and a lead author (Belland 
et al., 2010; Walker & Leary, 2009). Each meta-analysis has provided a basis for 
understanding and performing meta-analyses in the area of PBL, including use of the 
Sugrue (1995) framework, determining appropriate search terms, a sense of the scope of 
the available literature, an understanding of how to calculate Cohen’s d from a variety of 
inputs, approaches to controlling variance (n weights and conversion to Hedges’ g; 
Cooper, 1989), point estimate comparison (based on z-scores), appropriate ANOVA 
analyses, meta regression, and examination of bias through funnel plots and classic 
failsafe N (Borenstein et al., 2009). 
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CHAPTER III 
 
METHODOLOGY 
 
 
Research Questions 
 
 
 The following research questions are addressed in support of the stated research 
purpose. 
1. To what extent does problem-based learning promote self-directed learning 
when compared to lecture based approaches? 
2. To what extent do the components of self-directed learning (personal 
autonomy, self-management in learning, independent pursuit of learning, learner control 
of instruction) influence student outcomes when compared to lecture-based     
approaches?  
3. To what extent does study quality influence the measure of student self-
directed learning skills levels? 
4. To what extent does discipline influence student self-directed learning skills 
levels?  
 
Research Design 
 
A random effects meta-analysis is used to answer the above research questions. 
Alternative meta-analysis models, fixed-effects and mixed-effects, were considered but 
as the studies included in this analysis vary in many ways (e.g., sample, research design), 
it was not meaningful to treat them as coming from the same population. Based on that 
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rational, both fixed-effects models and mixed-effects models were eschewed. The 
random effects model choses subgroup analysis assumed variation both across and 
between studies (Borenstein et al., 2009). Meta-analysis is considered by some to be a 
form of primary quantitative research where the subject analyzed is a study (Cooper & 
Hedges, 1994). Meta-analysts select, analyze, and create a detailed report on a very 
specific portion of the literature with the intent of measuring the magnitude of similarities 
and differences in outcomes (Borenstein et al., 2009; Cooper & Hedges, 1994). The 
purpose is to evaluate a series of studies as a body of evidence rather than looking at 
them individually. Study outcomes are placed on a common scale such as Cohen’s d or 
Hedges’ g for comparison and analysis. When there is a wide variation in precision of 
effect size estimates and to correct for the slight bias (overestimate of the effect size) of 
d, Cohen’s d is converted to Hedges’ g (Cooper, 1989). 
Heterogeneity refers to the dispersion of the effect size from study to study 
(Borenstein et al., 2009) and examines the null hypothesis that the true dispersion of 
studies is 0 (evaluating the same effect). Assessing and understanding the nature of the 
heterogeneity provides details for interpreting genuine versus spurious variance. This 
requires both a measure of the magnitude and the level of uncertainty (Borenstein et al., 
2009). The Q-statistic and corresponding p value provide a significance test of 
uncertainty focused on proving the viability of the null hypothesis. It is dependent on the 
number of studies, and generally a large and significant Q value represents wide 
dispersion and relative variance across studies. Conversely though, a small and 
nonsignificant Q value is not evidence that effect sizes are consistent. The proportion of 
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observed variance, I2, also known as the degree of inconsistency across studies, reflects 
real differences in the effect size. The test reports the amount of variance on a relative 
scale from 0% to 100%, interpreted at 25% (low), 50% (medium), and 75% (high) 
(Higgins, Thompson, Deeks, & Altman, 2003). As I2 approaches 0 the variance is more 
spurious. As it moves away from 0, it is evident that some of the variance is real 
(Borenstein et al., 2009). 
 
Research Method 
 
 
Literature Search 
The search for studies began with primary studies already included in existing 
meta-analyses and literature reviews (Albanese & Mitchell, 1993; Dochy et al., 2003; 
Gijbels et al., 2005; Kalaian et al., 1999; Vernon & Blake, 1993; Walker & Leary, 2009). 
See Appendix A for a list of empirical studies included in the existing meta-analyses. A 
thorough search was then conducted in the electronic databases Education Resources 
Information Center (ERIC), PsychInfo, Education Full Text, Google Scholar, 
Communications of the ACM, CiteSeer, and Digital Dissertations looking for empirical 
studies that fit the inclusion criteria. Search terms included PBL, problem-based learning, 
self-directed learning, motivation, evaluation, affective, conative, attitude(s), satisfaction, 
self-efficacy, and interest. Finally, reference lists of studies included in the meta-analysis 
and key articles, like Blumberg (2000) and Hmelo-Silver (2009), were also searched for 
possible studies to include. 
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Inclusion and Exclusion Criteria 
To understand the meta-analysis process and afford replication success, Cooper 
and Hedges (1994) noted that it is important to be transparent with inclusion and 
exclusion criteria. To be included in the meta-analysis, each study had to meet the 
following basic criteria. 
1. Compare a problem-based learning treatment group to a traditional lecture 
control group. Problem-based learning is determined by the use of a case or problem in 
the instruction and student centered (Barrows, 1986). If these elements were not reported 
in the study, then to be included the work must cite key literature such as Barrows (1986), 
Hmelo-Silver (2009), Vernon and Blake (1993), or previous problem-based learning 
meta-analyses (Albanese & Mitchell, 1993; Dochy et al., 2003; Gijbels et al., 2005; 
Vernon & Blake, 1993; Walker & Leary, 2009). Traditional learning is based on the 
words and explanation used in the article (i.e., traditional, didactic, lecture-based). 
2. Use authentic problems or scenarios in the problem-based learning treatment. 
3. Report self-directed learning in terms of process and/or outcome. 
4. Report enough quantitative data to calculate a standardized mean difference 
effect size. 
 
Search Findings 
At the conclusion of the search process, 81 studies were identified and 32 met the 
basic inclusion criteria. Of the 49 studies that were excluded, 15 either did not report any 
quantitative results, or enough to calculate an effect size, one did not explain the PBL 
treatment and did not cite key literature, eight did not report any self-directed learning 
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outcomes, 24 did not compare a problem-based learning treatment to traditional lecture 
control, and one was a review rather than an empirical study. 
 
Pilot 
 Before the full meta-analysis was conducted, a pilot study was conducted to 
assess the feasibility and refine the proposed procedures for the meta-analysis. 
Specifically, goals included determining the number of available studies and refining the 
inclusion and exclusion criteria as well as the coding scheme. From this search, 81 
empirical studies were selected and analyzed to determine the definitions used in the 
studies for problem-based learning, traditional learning, and self-directed learning in an 
effort to develop a standard definition of each for this research. The preliminary search of 
the literature and subsequent analyses of the articles showed that a full meta-analysis 
focusing on the process and outcomes of self-directed learning could be conducted to 
provide a richer understanding in the context of problem-based learning. 
Coding scheme. The coding scheme was built on a previous analysis of cognitive 
outcomes (Walker & Leary, 2009). To remain open to the evolution of the coding scheme 
criteria, the author used the study literature to identify emerging coding scheme criteria as 
themes that had not been discovered previously were recognized. Appendix B presents 
the initial coding scheme and final coding scheme to show and compare the changes 
made as a result of the pilot study. The initial coding scheme criteria included (if an 
element was missing, it was coded as missing): 
 Citation: APA in-text style citation.  
 EffectName: Short form as close to what authors characterize as the outcome. 
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Use of the name of the measure is used when possible. Summary scores are 
reported unless individual items cover material specific to SDL outcomes or 
SDL outcome categories. 
 TreatmentName: Name of the treatment group. Used as a quality assurance 
check so the same data from different studies are not coded multiple times. 
 ControlName: Name of the control group. Used as a check and balance so the 
same data from different studies are not coded multiple times. 
 CollectionYear: Year of data collection. If multiple years or year spans are 
provided use the median year. Used as a check and balance so the same data 
from different studies are not coded multiple times. 
 InstitutionName: Name of the institution study took place; fallback is lead 
authors’ institution. Used as a check and balance so the same data from 
different studies are not coded multiple times. 
 Discipline: Subject or discipline under study. This includes medical education, 
teacher education, allied health (e.g., nursing), science, engineering, business, 
social science, and other (Walker & Leary, 2009). In instances where a 
business class is being taught to teachers, this would be placed in teacher 
education. If a discipline does not fit into this list, but is found in a significant 
number of outcomes, a new category will be created.  
 SDL: As defined by Candy’s (1991)framework, self-directed learning 
includes: personal autonomy (reflective, self-aware, confident, exercises 
freedom of choice, will to follow through, self-discipline), self-management 
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in learning (methodical, logical, curious, flexible, persistent, responsible, 
developed information seeking and retrieval skills), the independent pursuit 
of learning (interdependent, interpersonally competent, self-sufficient, shaped 
through interactions with others, has social aspects), and learner-control of 
instruction (knowledge and skill with learning process, evaluating, learning 
for self-knowledge, develop standards of performance). These are determined 
through descriptions of the outcomes provided in each study. 
 SDL Process/Outcome: Determine if the effect is an outcome or a process. 
 StudyDesign: random (includes group randomized if unit of analysis is 
appropriate or accounted for), group random (more than two intact 
classrooms randomly assigned to treatment and control, but unit of analysis is 
students), quasi-experimental (if something other than a nonequivalent 
control group design-such as the use of two intact classes or cohorts).  
 EffectSize: Effect sizes are calculated using data provided in the article. Top 
priority for calculating this is given to means, standard deviations, and sample 
size. Preference is given to change scores or ANCOVA over a post-test only if 
available. As needed a p value threshold is used as a specific estimate, for 
example p < .05 will be treated as p=.05 (Shadish & Haddock, 1994). Effect 
sizes are calculated using ESFree found at http://itls.usu.edu/~aewalker/ 
esfree/. 
 NTreatment: Number of people in the treatment group. 
 NControl: Number of people in the control group. 
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 AttritionTreatment: Percentage of people who are dropped (someone who was 
recruited for the study but did not complete it) in the treatment group. 
 AttritionControl: Percentage of people who are dropped (someone who was 
recruited for the study but did not complete it) in the control group. 
 Quality of Study: Each threat is coded on whether they are present or not. 
History (largely if the treatment and control were at different times), 
Maturation (physiological changes in participants leading to improved 
performance), Testing (change scores where pre-/post- are similar and close 
together), Instrumentation (change scores where nature of the instrument 
changes from pre- to post-), Statistical regression (change scores where 
higher scoring students move down toward the mean while lower scoring 
student move up towards the mean), Differential Selection (any nonrandom 
assignment; if there is a history threat do not select this), Experimental 
Mortality (if <10% for either treatment or control do not include). 
 External validity: ATI (self-selection into treatment), Limited Description 
(of the PBL treatment), Multiple treatment (subjects exposed to more than 
one treatment), Experimenter effect (where a single instructor is used). 
 Validity: For instrument used in study. Strong (report their own validity 
information for this sample. If they say they pilot tested that is not enough 
unless they mention activities related to validity), Attempt (report what other 
people have done), None (didn't address it at all). 
 Reliability: For instrument used in study. Strong (reporting on their own 
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sample: Cronbach’s alpha, ICC scores, Cohen’s Kappa, test-retest reliability, 
interrater reliability, intrarater reliability), Attempt (what other people have 
done, report own reliability from a prior sample), None (didn’t address it at 
all). 
 Notes: Anything the coder feels is necessary to add to the coding or questions 
about the coding. 
Piloting the coding scheme. Six studies were randomly selected from the 
included studies and coded by two researchers (the author and her advisor) to test the 
coding scheme reliability. The researchers individually coded the six articles, one at a 
time, and met after coding each article to come to consensus as well as identify needed 
revisions in the coding scheme. As a result of the consensus meetings, the coding scheme 
was refined with six categories added. From the six studies mentioned above, 17 
outcomes were established, showing the feasibility of the full review. 
Reliability analysis. During the coding process, both researchers had instances of 
poor granularity choices where the outcome they coded needed to be expanded into two 
outcomes (not granular enough) or collapsed from two to one outcome (too granular), 
along with an outcome being added because it was not coded or removed completely. As 
a result reliability was based on 14 outcomes identified independently by both coders 
before the final 17 consensus outcomes. In cases where interrater reliability was poor, the 
coding scheme underwent substantive revisions.  
Krippendorff’s Alpha was used for the reliability analysis of the coding elements 
and was conducted and analyzed by the author. Like Cohen’s Kappa (1960) or an 
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intraclass correlation (Shrout & Fleiss, 1979), this technique measures the agreement 
between two or more coders (Hayes & Krippendorff, 2007; Krippendorff, 2007). Unlike 
Kappa or intraclass correlation (each assuming either nominal or interval data 
respectively), Krippendorff’s Alpha is robust enough to calculate the reliability 
coefficient of ordinal, interval, ratio, and nominal data. As the data for this work is mixed 
(interval, nominal, scale), using one robust and appropriate analysis allows for a 
parsimonious presentation of results. Krippendorff’s Alpha measures the agreement 
levels between two raters on a scale from negative one to positive one. Perfect agreement 
is found with a score of one. A score of 0 indicates poor agreement at a level similar to 
randomly generated scores. Anything below 0 indicates potential disagreement or less 
then the level of agreement that would be found with purely random ratings (Hayes & 
Krippendorff, 2007; Krippendorff, 2007). For this pilot work, the two raters were 
comfortable with moderate or higher Krippendorff alpha scores (0.6 and above) for the 
coding elements. Elements that fall below this threshold have been revised for single rater 
coding. Table 1 indicates the coding scheme element and corresponding Alpha 
coefficient.  
 Of the nominal data, one element had the strongest agreement possible (study 
design), with two in a midrange (SDL and PBL definition), while four had very low 
reliability (discipline, process/outcome, validity, reliability). As a result of the low first 
pass reliability, validity, and process/outcome were revised during the pilot phase coding. 
The only scale element, effect size, had high reliability. The interval data had four 
elements (maturation, instrumentation, statistical regression, and ATI) with the strongest  
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Table 1 
Reliability Coefficient, Krippendorff’s Alpha for the Coding Scheme Elements 
Coding scheme element Krippendorff’s alpha Nature of the data 
Discipline -0.02 Nominal 
SDL 0.46 Nominal 
Process/outcome -0.25 Nominal 
Study design 1.00 Nominal 
Validity -0.04 Nominal 
Reliability -0.04 Nominal 
Pbl definition 0.45 Nominal 
Effect size 0.83 Scale 
Retention -0.06 Interval 
N treatment 0.78 Interval 
N control 0.99 Interval 
Attrition treatment -0.02 Interval 
Attrition control 0.09 Interval 
History -0.15 Interval 
Maturation 1.00 Interval 
Testing -0.08 Interval 
Instrumentation 1.00 Interval 
Statistical regression 1.00 Interval 
Differential selection 0.29 Interval 
Experimental mortality 0.23 Interval 
Aptitude treatment interaction 1.00 Interval 
Limited description 0.08 Interval 
Multiple treatment 0.77 Interval 
Experimenter effect 0.72 Interval 
Note.  Nature of the data is also included. 
 
agreement possible. Four others showed high reliability (N treatment, N control, multiple 
treatment, and experimenter effect). The low reliability score for retention is most likely 
due to an oversight of rater one, where the value of the missed data is 150 months. 
Attrition reliability scores, which are also low, are also most likely due to an oversight of 
rater one and history, differential selection, and experimental mortality, the value 
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judgment of degree of plausible threat was again refined through the process.   
Coding scheme changes. Appendix B shows the initial coding scheme and the 
final coding scheme after refinements were made from the pilot work. The two raters 
addressed concerns with the initial coding scheme, which are reflected in the final coding 
scheme. Those concerns centered on items which showed low reliability scores during 
the pilot phase. As a result of the pilot, six additions were made to the coding scheme: (1) 
full citation, (2) PBL definition, (3) traditional words, (4) traditional definition, (f) 
process/outcome, and (6) effect size calculation. One and six are minor additions 
allowing for unique identification and reconstruction of calculations, while number 2, 3, 
4, and 5 are more substantive additions to the final coding scheme that will assist in data 
analysis. The definition of PBL emerged from the elements of PBL present in the article 
and is based on Barrows (1986) problem-based learning taxonomy. During the course of 
pilot coding it was learned that Barrows’ taxonomy did not have representations of all 
possible permutation levels of student centeredness. There were to be some missing 
levels and a need for generic levels. Missing levels that were added included: (1) lecture-
based partial problem, with lecture material presented by the instructor before a partial 
problem; and (2) lecture-based full problem, with lecture material presented by the 
instructor before a full problem. Generic levels included: (1) generic PBL, where 
problem-based learning is used but not enough information is provided to make 
distinctions in Barrows’ taxonomy and (2) generic PBL with lecture, where problem-
based learning is used with lectures and not enough information is provided to make 
distinctions in Barrows’ taxonomy. Traditional words are the individual words used to 
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represent traditional learning (lecture, traditional, didactic, etc.) as pulled directly from 
each article and traditional definition represents any explanation from the authors on 
what those words truly mean. The element process/outcome emerged from the studies 
coded and reflects the difference between measuring the level of self-directedness present 
during the implementation of the treatment versus self-directed learning as an outcome 
after the treatment was concluded.  
 Kassebaum and colleagues (1991), Kong and colleagues (2009), and Smits and 
colleagues (2003) were primary research pilot studies instrumental in developing the 
nuances between these two areas. From the studies raters differentiated between 
outcomes, which rely on cumulative or summative ideas for learning (i.e., end of learning 
lessons or skills) with potentially transferable properties, and processes which are about 
the steps, design, or factors of learning, the characterization of the intervention, and 
progression in thought processes. Initially this element was based primarily on when 
measurement occurred. But from Kassebaum and colleagues, it became evident that this 
was not enough, as some measurement occurred after the intervention but asked 
participants to reflect on their experience during the PBL activity. In the end the element 
depends on the questions asked of learners (Table 2).  
 There were several small, clarifying changes made to discipline, study design, 
Ntreatment, Ncontrol, validity, and reliability. In the element of discipline, allied health 
was changed to medical-other as it was chosen as a more appropriate label; in study 
design information for historical classes (where they compare classes taught different 
years) was added to group random; for the N and attrition on treatment and control, it  
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Table 2 
Examples of Process Versus Outcome Oriented Questions 
Process Outcome 
Cases keep me engaged I can see myself being engaged with similar problems 
Cases stimulate my interest After the instruction I find myself interested in this topic 
During the instruction I am asked to take 
charge of my own learning 
I am prepared to take charge of my own learning 
To be successful, I have to be more self-
directed during this class than normal. 
I find that I am now more self-directed than I used be. 
I look forward to each class If I had an opportunity to repeat this experience I would.   
  
 
was important to pay attention to the degrees of freedom in the statistical tests reported, 
which may differ from a description of the sample; in the area of attempt under validity 
and reliability, vague reporting of author’s own work was added and refers to nonspecific 
language about testing an instrument. For example, a survey being field tested or refined 
before being fully administrated (Peters, Greenberger-Rosovsky, Crowder, Block, & 
Moore, 2000).  
 Larger refinements were made to SDL, internal validity, and external validity. 
Within SDL, the raters determined from the pilot work that it was important to first 
specifically categorize the effect reported (i.e., logic, which is part of self-efficacy and 
fits into self-management in learning). If that is not possible, then categorization should 
be general (i.e., self-efficacy, which is part of learner-control of instruction). Refinement 
is important for placing effects consistently in SDL categories. Determining the level of 
granularity for an effect depends on the context of the questions asked (referring to 
process/outcome). For internal validity (which was renamed quality of study) and 
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external validity, changes were made to the element presentation. Initially these elements 
were to be coded as being present or not present. The final coding scheme represents 
them by looking at the degree to which the elements are present, characterized as: 
 0 = not a plausible threat to the study’s internal/external validity 
 1 = potential minor problem in attributing the observed effect to the treatment; 
by itself not likely to account substantial portion of observed results 
 2 = plausible alternative explanation which by itself could account for 
substantial amount of the observed results 
 3 = by itself could explain most or all of the observed results 
This is a judgment from the rater determined by the information given in the original 
article and required the raters to constantly read the definitions associated with the 
numbers to make judgments.  
Summary. The reasons for conducting pilot work before going forward into a full 
meta-analysis were to investigate the feasibility of conducting a meaningful meta-
analysis. An estimate of the number of studies and potential outcomes was needed to 
justify moving forward as well as progressing through an emergent categorization of the 
self-directed learning and traditional definition criteria. By initially testing and refining 
the coding scheme the criteria definitions and what was being reported in the literature 
became clearer, providing groundwork for a more reliable and meaningful coding scheme 
and full meta-analysis. 
 
Full Meta-Analysis 
 Moving forward from the pilot work, an additional search of the literature was 
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performed, based on the literature search parameters used in the pilot work, to capture 
any newly published or available works. Six additional empirical studies were identified 
that fit the inclusion criteria (see pilot), bringing the total number of included studies 
from 32 to 38 with a total of 75 outcomes. One researcher coded the remaining 32 
studies. As the full meta-analysis builds from the pilot work, the methods of conducting 
the final phase of this research use the refined coding scheme for data collection.  
 Final coding scheme. During the pilot work, the coding scheme was refined and 
expanded based on some emergent ideas in the literature (see Table 3). The final coding 
scheme included: 
 In-text Citation: APA in-text style citation 
 Full Citation: Full APA citation 
 EffectName: Short form as close to what authors characterize as the outcome. 
Use of the name of the measure is used when possible. Summary scores are 
reported unless subscales cover material specific to the PBL intervention. 
 TreatmentName: Use best name to describe treatment group. Used as a quality 
assurance check so the same data from different studies are not coded multiple 
times. 
 ControlName: Use best name to describe control group. Used as a check and 
balance so the same data from different studies are not coded multiple times. 
 CollectionYear: Year of data collection. If multiple years or year spans are 
provided use the median year. Used as a check and balance so the same data 
from different studies are not coded multiple times. 
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(interdependent, interpersonally competent, self-sufficient, shaped through 
interactions with others, has social aspects), and learner-control of 
instruction (knowledge and skill with learning process, evaluating, learning 
for self-knowledge, develop standards of performance, self-efficacy, 
metacognition). These will be determined through descriptions of the 
outcomes provided in each study. 
 Process/Outcome: Determine if the effect is a measure of process (measuring 
the level of self-directed learning present in the instruction, focus is on the 
instruction/procedure, formative) or outcome (measuring the students level or 
ability to engage in self-directed learning after the instruction, focus is on 
productivity, summative). This is more about the questions being asked (see 
Table 4 for examples of statements for process and outcome). In the absence 
of data, code as missing. There is a majority rule here: judgment about what is 
happening during the intervention or judgment about the results of the 
intervention. Process is the procedure or a feature of the intervention (ex. 
group size), while outcome is productivity of the program (Smits et al., 2003).  
 StudyDesign: random (includes group randomized if unit of analysis is 
appropriate or accounted for), group random (more than two intact 
classrooms randomly assigned (more than two) to treatment and control, but 
unit of analysis is students; historical classes: where one is one year and one is 
another), quasi-experimental (if something like a nonequivalent control 
group design—such as the use of two intact classes or cohorts).  
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Table 4 
Example Statements for Process and Outcome 
Process Outcome 
Cases keep me engaged I can see myself being engaged with similar 
problems 
Cases stimulate my interest After the instruction I find myself interested in 
this topic 
During the instruction I am asked to take charge 
of my own learning 
I am prepared to take charge of my own 
learning 
To be successful, I have to be more self-directed 
during this class than normal. 
I was encouraged to be self-directed. I find that 
I am now more self-directed than I used be. 
I look forward to each class I would like to repeat the experience 
 
 
 EffectSize: Effect sizes are calculated using data provided in the article. Top 
priority for calculating this is given to means, standard deviations, and sample 
size. Preference is given to change scores or ANCOVA over a posttest only if 
available. As needed, a p value threshold is used as a specific estimate, for 
example p < 0.05 will be treated as p = 0.05 (Shadish & Haddock, 1994). 
Effect sizes will be calculated using ESFree found at http://itls.usu.edu/ 
~aewalker/esfree/.  
 EffectSizeCalculation: Shows how the effect size was calculated. 
 Retention: In months, after the treatment is completed 
 NTreatment: Number of people in the treatment group; pay close attention to 
degrees of freedom in a t test, ANOVA or F test. 
 NControl: Number of people in the control group; pay close attention to 
degrees of freedom in a t test, ANOVA or F test. 
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 AttritionTreatment: Percentage of people who are dropped (someone who was 
recruited for the study but did not complete it) in the treatment group. 
 AttritionControl: Percentage of people who are dropped (someone who was 
recruited for the study but did not complete it) in the control group. 
 Quality of Study: Each threat is coded on the degree to whether they are 
present or not using this scale: 0 = not a plausible threat to the study’s 
internal validity, 1= potential minor problem in attributing the observed effect 
to the treatment; by itself not likely to account substantial portion of observed 
results, 2 = plausible alternative explanation which by itself could account for 
substantial amount of the observed results, 3 = by itself could explain most or 
all of the observed results. History (largely if the treatment and control were 
at different times), Maturation (physiological changes in participants leading 
to improved performance), Testing (change scores where pre-/post- are 
similar and close together), Instrumentation (change scores where nature of 
the instrument changes from pre- to post-), Statistical regression (change 
scores where higher scoring students move down toward the mean while 
lower scoring student move up towards the mean), Differential Selection 
(any nonrandom assignment; if there is a history threat do not select this), 
Experimental Mortality (if <10% for either treatment or control do not 
include, need to see explanation of why people dropped to code degree).  
 External validity: Each of these threats are coded on the degree to whether 
they are present or not using this scale: 0 = not a plausible threat to the 
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study’s external validity, 1= potential minor problem in attributing the 
observed effect to the treatment; by itself not likely to account substantial 
portion of observed results, 2 = plausible alternative explanation which by 
itself could account for substantial amount of the observed results, 3 = by 
itself could explain most or all of the observed results. There are results 
favoring the PBL or the traditional, the validity in question could be a 
possibility of why there were or were not differences between the groups. ATI 
([aptitude treatment interaction] self-selection into treatment), Limited 
Description (of the PBL treatment), Multiple treatment (subjects exposed to 
more than one treatment), Experimenter effect (where a single instructor is 
used). 
 Validity: For instrument used in study. Strong (report their own validity 
information for this sample. If they say they pilot tested that is not enough 
unless they mention activities related to validity), Attempt (report what other 
people have done, have loose reporting or nonspecific reporting of their own 
pilot work), None (did not address it at all). 
 Reliability: For instrument used in study. Strong (reporting on their own 
sample: cronbach's alpha, ICC scores, Cohen’s Kappa, test-retest reliability, 
interrater reliability, intrarater reliability), Attempt (what other people have 
done, report own reliability from a prior sample or nonspecific reporting of 
their own), None (did not address it at all). 
 Notes: Anything the rater feels is necessary to add to the coding or questions 
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about the coding. 
Most notable from the final coding scheme is the inclusion of additional definitions for 
problem-based learning (lecture-based partial problem, lecture-based full problem, 
generic PBL, and generic PBL with lecture) that appeared to be missing from Barrows’ 
taxonomy, expanded definitions for self-directed learning, definitions for process versus 
outcome in problem-based learning, and the inclusion of words used to describe the 
traditional control groups. 
 Data analysis. In preparation for data analysis, the collected data (Appendix C) 
was cleaned. The effect size estimates were placed on a z scale to catch any outliers. A 
single outlier was found (g = 5.97) in Lieberman, Stroup-Benham, Peel, and Camp 
(1997) that went beyond the -3 to +3 range. The estimate was adjusted to a z score of +3 
by dropping it down (g = 2.81). The traditional words criteria were collapsed into broad 
terms and phrases. The criterion was emergent from the literature and based on the words 
and phrases used in the empirical study describing the control group. The words and 
phrases were condensed from 18 groups to six groups (a) control, (b) lecture-based, (c) 
missing, (d) multiple, (e) teacher-guided learning, and (f) traditional with the purpose of 
categorizing the words and phrases broadly while emphasizing specific words like 
“lecture” or “teacher.”  Words or phrases that included “conventional” or “traditional 
model” were grouped into “traditional,” “lecture” or “traditional lecture” were moved 
into “lecture-based,” and those with multiple words (e.g., conventional teaching, didactic, 
lectures) were grouped as “multiple.” Appendix D discloses the full extent of the data 
cleaning process. 
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 The self-directed learning framework elements of personal autonomy, self-
management in learning, independent pursuit of learning, and learner-control of 
instruction, were subjectively assigned to either the conative or affective domain. Based 
on the general concepts behind the conative domain (agents for behavioral change and 
activation or action) and the affective domain (feelings, awareness, and attitudes), the 
words used to describe the self-directed learning elements guided the assignment into the 
domains. The conative domain included all four self-directed learning elements: 
 Personal autonomy (reflective, freedom of choice, self-discipline, will to 
follow through) 
 Self-management in learning (methodical, logical, flexible, persistent, 
responsible) 
 Independent pursuit of learning (interdependent, self-sufficient, interactions, 
social) 
 Learner-control of instruction (skill with learning process, self-knowledge, 
standards of performance) 
The affective domain included three of the self-directed learning elements: 
 Personal autonomy (self-aware, confident, attitudes, satisfaction) 
 Self-management in learning (curious) 
 Learner-control of instruction (self-efficacy) 
Interestingly, three of the self-directed learning elements include aspects of both 
domains. But self-management in learning and learner-control of instruction has a 
stronger presence in the conative domain. Assignment of self-directed learning elements 
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to a domain will be used in interpreting results.  
A weighted summary effect is calculated to compare self-directed learning skills 
between problem-based learning and traditional lecture based students across all studies, 
along with a test for heterogeneity. To test for heterogeneity, first its existence must be 
determined. One method is using a Cochrane’s chi-square (χ2) or Q-statistic. The Q-
statistic follows a χ2distribution determined by the degrees of freedom and p value. 
Second, both a measure of the magnitude and the level of uncertainty (Borenstein et al., 
2009) must be identified. Magnitude is either the degree of true variation, or between-
study variance, on the scale of the effect measure T or the degree of inconsistency I2, 
reported as a percentage. High overall heterogeneity shifts the focus of analysis of the 
results to groups and summary effect patterns. To address subgroup components and 
factors in research questions 2, 3, and 4, summary effects are run on each component or 
factor addressed in the question with a test of heterogeneity. In addition, a series of z-
score differences were calculated to determine if any subgroups were significantly 
different than 0 (no differences) or whether subgroups were significantly different than 
each other. 
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CHAPTER IV 
 
RESULTS 
 
 
This chapter reports the results of a random effects meta-analysis on self-directed 
learning using 75 outcomes from 38 studies, with overall subjects NControl = 9,927 and 
NTreatment = 3,972). To answer the four proposed research questions and keep the scope of 
this research manageable, not all of the variables from the coding scheme were used in 
the analyses. In-text citation, effect size, Ntreatment, and Ncontrol were used for all meta-
analysis calculations with discipline, sdl, and study design added for subgroup analyses. 
Two more variables, traditional words and process/outcome, with potentially significant 
results were also analyzed.  
To answer research question one, an overall effect size was calculated along with 
point estimates for each outcome and a test of heterogeneity. An analysis of subgroups 
was used to answer research questions 2, 3, and 4 and includes overall effect sizes with 
between and within differences in subgroups and outcomes through tests of 
heterogeneity. Heterogeneity tests assist in understanding the dispersion and patterns 
associated with the effect sizes. All analyzes were prepared using Stata statistical 
software version 11. Effect size estimates are reported using Hedges’ g and the alpha 
level for all questions is set at 0.05. Throughout the findings, positive effect sizes indicate 
differences in favor of problem-based learning, where negative effect sizes favor 
traditional learning. 
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smaller standard errors (typically larger N) are near the top and those with larger standard 
error (typically smaller N) are spread out near the bottom. Funnel plots that portray an 
absence of bias have a symmetrical distribution about the mean effect size (plot A in 
Figure 1) with studies falling mostly within the 95% confidence interval as well as along 
the range of standard error, while increased risk of publication bias is found with 
asymmetrical plots showing gaps in point estimates near the middle and lower left areas 
(plot B in Figure 1) where studies with smaller or negative effect sizes would reside. To 
assess the problem of larger effects in small studies, an Egger’s test of significance is run. 
 Figure 2 shows a symmetrical funnel plot for this research, indicating a low 
probability of publication bias. The studies are distributed and found along the standard 
error (y axis) and mostly within the confidence interval (although some are outside it). 
Studies included in this analysis are nine dissertations and two papers presented at 
conferences. Several book chapters and more conference proceedings were retrieved 
during the literature search and assessed for inclusion, but did not fit the inclusion 
criteria. The dissertations and conference papers used in this meta-analysis are similar 
and different from the published journal articles used. Published journals articles usually 
go through a peer review and editing process before they are published. Dissertations are 
reviewed by a committee of people acting similarly to a peer review process. Although 
this process is indeed different as it is not blind and often the reviewers have invested a 
large amount of time assisting the student with the work, making them close to the work. 
Conference papers are different from published journal articles as some conferences 
provide a peer review process for submissions and some do not. Overall, the author is   
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by an expert, where in a larger effect size of 0.8 a casual observer will notice differences. 
The overall effect size reported here is medium, indicating an expert is likely to detect 
differences through casual observation while a nonexpert might see them is if looking 
closely. A z score to determine the positive or negative significance of the reported 
overall effect size in relation to an effect size of 0 reported, z(74) = 7.11, p = 0.01, 
indicating a positively significant overall effect size. A forest plot and table of point 
estimates, treatment N, control N, and confidence intervals for each outcome are in 
Appendix E.  
A test of heterogeneity, Q = 559.57, df = 74, p < 0.01, indicates genuine 
heterogeneity with wide dispersion. Supporting the nature of variance across studies, a 
large ratio of heterogeneity (I2 = 86.80%) notes the observed variance is real. This 
supports the conclusion of high variability across studies, warranting a closer look at 
study features through subgroup analysis.    
 
Subgroup Effects 
 
 
To address the extent different subgroups impact outcomes, the mean effect for 
each subgroup was calculated along with a z score examining the magnitude and 
statistical significance of the effect size. Subgroup examination addresses whether studies 
are assessing the same true effect size, differences between studies along with the 
proportion of real differences due to heterogeneity, and the extent and significance 
between subgroups.  In meta-analysis, examining the between study differences among 
subgroups is similar to an analysis of variance (ANOVA) in a primary research study 
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(Borenstein et al., 2009).  
 
Research Question Two 
 
 
To what extent do the components of self-directed learning (personal autonomy, 
self-management in learning, independent pursuit of learning, and learner control of 
instruction) influence outcomes when compared to lecture based approaches? To answer 
research question two, the analyses outlined above were computed. All figures and tables 
report data from smallest to largest effect size while including the overall effect size. All 
four components report mean effects in favor of problem-based learning, with two of the 
components personal autonomy, g = 0.51, z(47) = 6.4, p = 0.01, and independent pursuit 
of learning, g = 0.66, z(2) = 3.49, p = 0.01, reporting point estimates above the overall 
mean effect and statistically greater than lecture-based learning. The other two subgroups 
learner-control of instruction, g = 0.28, z(17) = 1.81, p = 0.07, and self-management in 
learning, g = 0.35, z(5) = 1.88, p = 0.06, result in nonsignificant, but positive summary 
effects. Figure 3 confirms learner-control of instruction and self-management in learning 
is not statistically significant as confidence intervals drop below 0. Effect sizes, treatment 
N, control N, and confidence intervals for each SDL component are in Appendix F. 
A test for within group differences results in learner-control of instruction (Q = 
108.43, df = 17, p < 0.01), personal autonomy (Q = 406.66, df = 47, p < 0.01), and self-
management in learning (Q = 28, df = 5, p < 0.01) reporting the presence of statistically 
significant heterogeneity (Table 5). Independent pursuit of learning has very low within-
group heterogeneity (Q = 3.84, df = 2, p < 0.15) and is not statistically significant. As the 
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subgroup with the lowest N, it is not surprising to see nonsignificant results, but self-
management in learning reports a fairly low N as well and remains significant. Both 
groups share similar confidence interval ranges. No between group differences are 
statistically significant, but learner-control of instruction, personal autonomy, and self-
management in learning all report a high percentage of heterogeneity due to between 
study variance. 
 
Research Question Three 
 
 
To answer research question three, to what extent does study quality influence the 
measure of student self-directed learning skills levels, the mean effect for each 
component was calculated. Study quality usually takes into consideration three broad 
aspects of a research study: (a) research design, (b) validity, and (c) reliability. For the 
purposes of this research, five components were considered: (a) research design, (b) 
internal validity, (c) external validity, (d) measure reliability, and (e) measure validity. 
Effect sizes, treatment N, control N, and confidence intervals for each area of study 
quality are in Appendix G. 
Three study designs were coded: group random, random, and quasi-experimental.  
Group random reported one statistically significant, large negative effect size (g = -0.95, 
z = 5.52, p = 0.01) favoring traditional learning and is represented in a forest plot (Figure 
4) by a point estimate. This single outcome also has a medium threat to internal validity 
through limited description while no validity or reliability was conducted for the measure 
used. Random, g = 0.37, z(11) = 2.15, p = 0.03, and quasi-experimental, g = 0.49, z(61)  
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Table 6 
Study Design Components Group Heterogeneity 
Study design component N Qwithin df p-value I2 
Group random 1 -- -- -- -- 
Random 12 89.89 11 0.01 87.80% 
Quasi-experimental 62 393.10 61 0.01 84.50% 
Overall 75 559.57 74 0.01 86.80% 
 
 
amount of observed results, and 3 by itself could explain most or all observed results. 
No plausible threats for scale = 0 were indicated for maturation or 
instrumentation. These two threats to internal validity are not accountable for any of the 
observed results. Testing indicated 73 no plausible threats for scale = 0, g = 0.45, z(72) = 
6.94, p = 0.01, and two potentially minor problems for scale = 1, g = 0.72, z(1) = 1.17, p 
= 0.24. Testing is not a major threat that could account for the observed results as the 
outcomes stayed within the lower numbers on the 0-3 scale (see Figure 5). 
Statistically significant within-group heterogeneity was observed for scale = 0 (Q 
= 552.45, df = 72, p < 0.01) and scale = 1 (Q = 6.99, df = 1, p < 0.01). There were no 
statistically significant differences between groups (see Table 7). 
Statistical regression, like testing, indicated no major threats to internal validity 
with 69 nonplausible threats for scale = 0, g = 0.44, z(68) = 6.57, p = 0.01, and 6 
potentially minor problems  for scale = 1, g = 0.66, z(6) = 3.59, p = 0.01. Statistical 
regression is not a major threat that could account for the observed results as the 
outcomes stayed within the lower numbers on the 0-3 scale (see Figure 6). 
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The six disciplines of science, medical education, social science, medical-other, 
other, and teacher education are statistically significant for within-group heterogeneity 
(Table 17). Business and engineering are not statistically significant and have low 
proportions of heterogeneity accounting for between study variance with very low 
dispersion of true effects. Interestingly, business and engineering have low N, teacher 
education also has a low N but still reports significant differences within studies. 
Between group differences are statistically significant for business (g = 0.19) and 
medical education (g = 0.60) with z(30) = -1.99, p = 0.05, science (g = -0.01) and 
medical education (g = 0.60) with z(36) = -1.98, p = 0.05, as well as science (g = -0.01) 
and engineering (g = 0.66) with z(10) = -1.98, p = 0.05. Differences between the groups 
can be accounted for in the direction of favoring or not favoring problem-based learning.  
 
Additional Subgroups 
 
 
 Although not part of the initial research questions or coding scheme for this 
 
 
Table 17 
Discipline Group Heterogeneity  
Discipline N Qwithin df p value I2 
Science              8 77.04 7 0.01 90.90% 
Business              2 0.58 1 0.45 0.00% 
Medical-other        22 50.47 21 0.01 58.40% 
Other               5 21.57 4 0.01 81.50% 
Teacher education     2 4.93 1 0.03 79.70% 
Social science       4 30.09 3 0.01 90.00% 
Medical education   29 290.70 28 0.01 90.40% 
Engineering           3 2.43 2 0.30 17.70% 
Overall             75 559.57 74 0.01 86.80% 
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traditional learning, have almost identical effect sizes almost equal to overall mean effect. 
Effect sizes, treatment N, control N, and confidence intervals for the process and outcome 
components are in Appendix I. 
Within-group heterogeneity reports statistically significant results for both groups 
(Table 18). Of the heterogeneity due to between study variance, process reports a large 
amount of 89.70% and outcome a medium value of 69.10%, even though there is no 
statistically significant differences between groups. It is interesting how similar the 
results are for both groups given the disparate nature of each kind of outcome. 
 
Traditional Words and Phrases 
The words and phrases describing the comparison group in the original 38 
empirical studies form this subgroup and its components. All of the words and phrases 
were taken directly from them and during the data cleaning process they were collapsed 
and grouped together with similar words. The full extent of this grouping is in Appendix 
D. The subgroup attempts to understand how the words and phrases describing the 
comparison group influence self-directed learning. Figure 17 details the summary effect 
size point estimates and confidence intervals for the components. Three of the 
 
Table 18 
Process and Outcome Group Heterogeneity 
Subgroup N Q df p-value I2 
Process 51 484.98 50 0.01 89.70% 
Outcome 24 74.53 23 0.01 69.10% 
Overall 75 559.57 74 0.01 86.80% 
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2.84, p = 0.01) significantly favoring traditional learning. The one component of teacher-
guided learning could mingle with aspects of problem-based learning making it quite 
different from the other components, which appear to be quite similar. Effect sizes, 
treatment N, control N, and confidence intervals for the traditional word and phrase 
components are in Appendix J. 
This subgroup of traditional words and phrases reports large and statistically 
significant within-group heterogeneity for traditional (Q = 368.06, df = 43, p < 0.01), 
lecture-based (Q = 1122.24, df = 18, p < 0.01), and multiple (Q = 27.92, df = 5, p < 0.01; 
see Table 19). Missing is not significant and the test cannot be run for teacher-guided 
learning and control as they have only one data point. Between group heterogeneity 
confirms that teacher-guided learning is different from the other components as its 
between group heterogeneity is statistical significant with all of the other components. 
But this is based on one point. It could be attributed to the differences in N or the 
directionality of the effect size. The single point estimate of control reports differences  
 
Table 19 
Traditional Words and Phrases Group Heterogeneity 
Component N Qwithin df p-value I2 
Teacher guided-learning 1 -- -- -- -- 
Multiple 6 27.92 5 0.01 82.10% 
Control 1 -- -- -- -- 
Traditional 44 368.06 43 0.01 88.30% 
Lecture-based 19 1122.24 18 0.01 85.30% 
Missing 4 0.88 3 0.83 0.00% 
Overall 75 559.57 74 0.01 86.80% 
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between missing, z(4) = -2.22, p < 0.03, and traditional, z(44) = -2.00, p < 0.05, with 
differences attributed to N or magnitude of effect size.  
 
Summary 
 
 
Overall, from 38 studies reporting 75 outcomes, the summary effect size (g = 
0.45) was positive in favor of problem-based learning. The magnitude of heterogeneity 
throughout is large (I2 = 86.80%) indicating real variance and genuine rather than random 
differences across outcomes. A high magnitude of heterogeneity warrants further 
explanation of differences through subgroup analysis. Self-directed learning reported a 
medium to high range subgroup heterogeneity, while study quality reported high range 
heterogeneity, and discipline reporting a large range from low to high. Process and 
outcome had medium to high heterogeneity with traditional words, like discipline, 
reporting a large range from low to high. From the 23 subgroup components, 12 (more 
than half) reported statistically significant effect size estimates above 0. Between-group 
significance was reported between 12 groups. 
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CHAPTER V 
 
DISCUSSION 
 
 
 This chapter provides a summary of findings from the data analysis. The results 
discuss self-directed learning, comparisons with past meta-analyses, and calls for 
additional research. Limitations and future research are presented. 
 
Overview of Study Purpose and Methods 
 
 
 The purpose of this research was to conduct a meta-analysis across all disciplines 
examining the extent to which problem-based learning engenders the affective and 
conative outcome of self-directed learning in comparison to a lecture-based learning 
approach. It is a first step in gaining a better understanding of the conative and affective 
domains in problem-based learning and is another step for a more comprehensive 
understanding of problem-based learning. A random effects model meta-analysis was 
used to address the research questions and focused on summary effect sizes while looking 
at differences within and between studies and subgroups.  
 
Findings and Discussion 
 
Research Question One 
 Research question one is, to what extent does problem-based learning promote 
self-directed learning when compared to lecture based approaches? Overall a medium 
effect size (g = 0.45, CIlower = 0.33, CIupper = 0.58) reported that problem-based learning 
promotes self-directed learning skills that would be visible easily by an expert and 
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noticeable to a casual observer. In comparison to previous meta-analyses focused on 
cognitive outcomes (Belland et al., 2010; Dochy et al., 2003; Gijbels et al., 2005; Walker 
& Leary, 2009), most have reported low but positive effect sizes favoring problem-based 
learning. As claims have been made throughout the literature that problem-based learning 
does promote self-directed learning skills, having evidence to support this paralleled with 
positive cognitive claims is positive for future problem-based learning research and 
practice.   
 
Research Question Two 
Research question two is, to what extent do the components of self-directed 
learning (personal autonomy, self-management in learning, independent pursuit of 
learning, learner control of instruction) influence student outcomes when compared to 
lecture based approaches? Results indicate that personal autonomy (being reflective, 
self-aware, confident, and self-disciplined) is associated with positive effects in favor of 
PBL as it reports a medium effect size and a tight confidence interval with a large (N = 
48) number of outcomes. Independent pursuit of learning (self-sufficient, interdependent, 
interpersonally competent) reports as a strong positive component favoring PBL, but is 
limited with a small N = 3. Small sample sizes within a component are suspect to 
potentially misleading or overinflated data and require careful interpretation along with 
further research.  
To account for the differences in significance, the number of outcomes included 
in each component contributed to large confidence intervals, resulting in learner-control 
of instruction (N = 18) and self-management in learning (N = 6) being nonsignificant as 
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they had low effect sizes. According to the assignment of these components into the 
conative and affective domain, learner-control of instruction and self-management in 
learning have elements in both domains with the majority fitting into conative, suggesting 
that a potential mixture of conative with a small amount of the affective does not support 
high impact levels on student learning. Where, independent pursuit of learning with a 
small number of outcomes fits solely into the conative domain and reports a very high 
effect size. Interestingly, personal autonomy, which includes a fairly equal number of 
elements in the affective and conative domain, also performs well. This implies that an 
even distribution of elements in the self-directed learning subgroup of the two domains 
could potentially promote specific learning outcomes. 
 
Research Question Three 
Research question three is, to what extent does study quality influence the 
measure of student self-directed learning skills levels? This question focuses on the area 
of research design (Shadish & Meyers, 2001), internal validity, external validity, 
instrument validity, and instrument reliability. Previous meta-analyses report positive 
cognitive outcomes favoring PBL for random designs and as study design moves away 
from being truly random (i.e., quasi-experimental, group random, historical) the effect 
sizes diminish (Belland et al., 2010; Dochy et al., 2003). Similar to previous work, this 
meta-analysis reports random and quasi-experimental designs with positive effects 
favoring problem-based learning, but fails to report random designs as superior. Even 
though it is only one point estimate, and thus results are suspect to potential inflation of 
results due to small sample size, this research reports a negative effect for group random 
79 
 
 
 
aligning with previous analyses reporting this design unfavorably (Belland et al., 2010; 
Dochy et al., 2003). In general, study design does impact the confidence in the reliability 
of student outcomes when studies are designed well.  
Further, threats to internal validity impact the confidence of the reliability and 
interpretation of data. The majority of outcomes coded in this meta-analysis reported no 
(scale = 0) or low (scale = 1) plausible threats to the internal validity of the empirical 
studies. Caution should be taken when interpreting results that show a lack of precision. 
One to be specifically noted is scale = 2 for experimental mortality (N = 3, g = 1.07, p = 
ns). Although the effect size is large, this outcome suffers from a low sample size and is 
nonsignificant. 
Across internal validity, three threats stood out with plausible (scale = 2) and even 
by themselves (scale = 3) explanations for observed results (a) history, (b) differential 
selection, and (c) experimental mortality. Table 20 indicates the number of outcomes (N) 
and which threat they are associated with. The two studies reporting in the scale 3 column 
violate the threats to internal validity for experimental mortality, with Distlehorst, 
Dawson, and Klamen (2009) reporting 48-70% mortality and low-high effect sizes, 
dependent on the outcome; while Baturay and Bay (2010) also reported high mortality 
(53-74%) with low effect sizes for the outcomes. Those studies in the scale 2 column 
under experimental mortality also reported large percentages of attrition and interestingly 
report large positive and negative effect sizes. This data can thus be loosely interpreted 
that experimental mortality has an impact, positively and negatively, on the effect sizes 
for various outcomes and the two studies reporting a threat on the scale of 3 should  
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Table 20 
Outcome Sample Size (N) for Three Threats to Internal Validity with Plausible (scale = 
2) and by Itself (scale = 3) Could Explain Most or All Observed Results 
Threat to internal validity Scale 2 Scale 2 citation(s) Scale 3 Scale 3 citation(s) 
History 4 Sundblad et al. (2002) 0 n/a 
Differential selection 7 Reich et al. (2006); 
Vernon, Campbell & 
Dally (1992);  
Kassebaum et al. (1991) 
0 n/a 
Experimental mortality 3 Hesterberg (2005); 
Schlett et al. (2010); 
Lieberman et al. (1997) 
6 Baturay & Bay (2010); 
Distlehorst et al. (2009) 
 
potentially be withdrawn from the analysis to discover if they impact the overall effect 
size and quality of the meta-analysis. 
  For the studies violating differential selection and history, their effect sizes are 
small (e.g., -0.01) and medium (-0.66). As noted above, the studies reporting threats to 
internal validity with a scale of 2, could potentially be removed from the meta-analysis to 
understand their impact on the overall effect size, better understanding how the quality of 
a study and outcomes impact this meta-analysis. 
 Threats to external validity on scale of 2 were reported for limited description (N 
= 30) and multiple treatment (N = 10). For those studies and outcomes falling within the 
problem of limited description, the potential impact of additional data or better 
explanations of the study could highly impact the overall outcomes of this (and other) 
meta-analyses, driving home the need to have rich data reported in empirical studies. The 
studies reporting violations with multiple treatment could potentially impact the overall 
outcomes of this work through the mixing of definitions and research designs, impacting 
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the teaching and learning students receive. 
 Instrument validity and reliability were coded for the reporting in the empirical 
studies the level of testing of validity and reliability (none, attempt, strong). Interestingly, 
reporting that an author calculated the validity and reliability of their instrument (strong) 
resulted here in a small/medium effect sizes (N = 14, g = 0.37 for validity and N = 16, g = 
0.40 for reliability), while reporting nothing about the testing of the instrument (none) 
resulted from this meta-analysis the same medium effect sizes for both validity and 
reliability (g = 0.50, N = 57 for validity and N = 56 for reliability). This presents a 
conundrum for understanding the results due partially to the fact that testing may have 
been conducted on instruments just not reported in the studies. When authors relied on 
previous testing (attempt) of the instruments, nonsignificant effect sizes are reported; 
validity (N = 4, g = 0.09); reliability (N = 3, g = -0.15). Caution for the interpretation of 
these results must also be taken as they rely on small sample sizes. For both validity and 
reliability, understanding how both components factor into understanding study quality is 
difficult and does not present any easy answers, but does call for more information to be 
reported in empirical studies (hopefully factoring out the none category).  
 
Research Question Four 
Research question four is, to what extent does discipline influence student self-
directed learning skills levels? This research, not surprisingly, reports positive effects for 
medical education and medical-other. Like previous analyses where 75% of more than 
200 outcomes fell into these two disciplines (Walker & Leary, 2009), this meta-analysis 
too sees medical education and medial-other as the majority disciplines. The disciplines 
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that perform well for self-directed learning outcomes versus cognitive outcomes from 
previous work are different. Walker and Leary (2009) reported teacher education as 
having the highest effect where this work reports engineering having the highest effect. In 
addition to having a higher overall effect size, this research reports discipline level 
differences as well. It is clear that more work is needed to understand self-directed 
learning skills in problem-based learning according to discipline.    
 
Additional Subgroups 
 In the results section two additional subgroups were analyzed, process/outcome 
and traditional words and phrases. The process of gaining self-directed learning skills in a 
problem-based intervention versus using these skills in a new context after the 
intervention warrants further exploration outside the context of self-directed learning. 
This research reports that process and outcome perform similarly even though they 
examine two different sides of self-directed learning.  In part, understanding process and 
outcome may be a window into the alignment between treatment fidelity and outcomes. 
In general, across all studies the level of self-directed learning that students report within 
the intervention (process) is the same as their reported ability to engage in self-directed 
learning as a result of the intervention (outcome). Self-directed learning as an outcome 
introduces the idea of learning transfer and skills beyond a single intervention. 
Understanding how the process works to promote the outcome would be a very 
interesting next step in the research.  
 The words used to describe the comparison group have the potential to be 
important for interpreting results when comparing problem-based learning to something 
83 
 
 
 
else. Colliver (2000) argued that the differences between a problem-based learning 
treatment is not necessarily all that different than the traditional control and Berkson 
(1993) believed that the differences between these groups would diminish over time. Just 
as much as there are variations in the definitions of problem-based learning, the words 
and phrases that describe the traditional control group vary as well. There are no big 
differences reported here. The largest between group differences come from a single 
point estimate that potentially mingles with problem-based learning ideas already. The 
three groups (traditional, lecture-based, and missing) that are statistically significant 
include missing data where no conclusions can be drawn, other than it is important to 
report as much data as possible when disseminating research; and traditional and lecture-
based are often found together as one or seen individually, emphasizing again the 
variability of these descriptions. Knowing that self-directed learning skills report a 
positive medium effect size when compared to a traditional lecture-based control group, 
perhaps answering the call by Hmelo-Silver (2009) to engage in syntheses beyond 
comparisons of problem-based learning with traditional learning should be considered.   
 
Limitations 
 
 
 As with all research, meta-analysis has limitations. The first is meta-analysis 
itself. Due to the strict inclusion criteria it is analyzing only a small slice of the 
quantitative literature. In this study particularly, the literature is limited to studies that 
compare a problem-based learning treatment to a control group. As noted in the findings, 
a richer understanding of all results would be accomplished through an expansion of this 
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research in regard to inclusion criteria. The next limitation is the empirical literature 
being analyzed. Results are only as good as the data that is reported in the literature. 
Missing or incomplete data (e.g., not enough explanation to be assigned to a category) 
hinder the results and interpretation. The majority of the data collection was conducted by 
one researcher which can result in missed information. 
 
Conclusions 
 
 
 Problem-based learning has shown positive gains in cognitive outcomes 
(Albanese & Mitchell, 1993; Dochy et al., 2003; Gijbels et al., 2005; Kalaian et al., 1999; 
Vernon & Blake, 1993; Walker & Leary, 2009) and has been implemented mostly in 
medical education. Higher education, K12 education, and others are now using problem-
based learning more (Savery, 2006; Savery & Duffy, 1995; Walker & Leary, 2009). This 
meta-analysis provides the first synthesis of conative and affective outcomes in problem-
based learning by specifically analyzing self-directed learning. The synthesis answers the 
recent call by Hmelo-Silver (2009) to better understand self-directed learning in problem-
based learning. This study begins the steps of filling in some large gaps in the scholarly 
literature for problem-based learning. 
This work supports the claims that problem-based learning promotes aspects of 
self-directed learning.  Understanding these details is important for both practical and 
scholarly work. Researchers now have a clearer idea of what areas of problem-based 
learning still need to be explored.  Recommendations to practitioners about which 
affective and/or conative outcomes are particularly well aligned with problem-based 
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learning add practical significance to this research. 
 
Practical Significance 
 From this analysis, practitioners can learn that problem-based learning does 
promote conative and affective skills in self-directed learning. If a practitioner is 
weighing the options for using PBL and wants to promote more self-directed learning 
skills, this research provides evidence that students will gain self-directed skills so using 
PBL could be worth it. Particularly, students will potentially acquire better skills in self-
awareness, self-discipline, motivation, being reflective, social, and interactive. Outside of 
medical education, engineering performs well, with social science, other, and business 
reporting positive outcomes. Practitioners can be confident that students will begin to 
gain some self-directed learning skills when engaging in problem-based learning and will 
potentially use them in other contexts. 
 
Research Significance 
 Albanese (2000) believed that problem-based learning would report higher gains 
in the affective domain than the cognitive domain. Barrows (1986) and Hmelo-Silver 
(2009) both claimed self-directed learning skills are part of and gained with problem-
based learning. This analysis reports an overall effect size of g = 0.45 for self-directed 
learning, which is a medium sized effect where an expert will begin to detect differences 
through casual observation and a nonexpert might see differences if looking closely. 
Compared to the small effect of g = 0.13 for cognitive outcomes, the effect here is 
substantially larger. 
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Researchers now know that more research needs to be conducted and is warranted 
in regard to self-directed learning. Specifically, the results of this meta-analysis adds to 
the knowledge base on problem-based learning and needs additional work in the four 
components of self-directed learning and the different disciplines. It should also be 
evident which type of research design potentially yields better study results.  
 
Future Research 
 
 
 From this research, future work includes an exploration of process and outcome in 
problem-based learning through refining what is meant by these two areas and exploring 
them more broadly in the literature. This will include qualitative findings and broader 
inclusion criteria done in a meta-synthesis fashion. A similar in-depth exploration of the 
self-directed learning components will also be conducted. 
Future work to more fully understand the affective and conative domains in self-
directed learning, an exploration of the literature in a meta-synthesis model will be 
conducted. This allows for the inclusion of qualitative data that can provide rich 
information. 
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Table A1 
Previous Meta-Analyses and Empirical Studies Included in Them (Indicated by an X) 
Author(s) (year) 
Albanese & 
Mitchell 
(1993) 
Vernon & 
Blake 
(1993) 
Kalain et al. 
(1999) 
Dochy et al. 
(2003) 
Gijbels et al. 
(2005) 
Walker & Leary 
(2009) 
Aaron et al. (1998) X X X 
Akinoglu & Tandogan (2007) X 
Albano et al. (1996) X X 
Al-Haddad & Jayawickramarajah (1991) X 
Alleyne et al. (2002) X 
Antepohl & Herzig (1997) X X X 
Anthepol & Herzig (1999) X X X 
Baca et al. (1990) X X 
Barrows & Tamblyn (1976) X X X X 
Beachy (2004) X 
Bickley  et al. (1990) X X X X 
Blake & Parkinson (1998) X 
Block & Moore (1994) X X X 
Block et al. (1993) X 
Blumberg & Echenfels (1988) X X 
Boshuizen et al. (1993) X X 
Bouchard (2004) X 
Bovee & Gran (2000) X 
Bridgham et al. (1991) X X 
Ceconi (1996) X 
Chan et al. (1999) X 
Chang (2001) X 
Cheaney & Ingebritsen (2005) X 
Cheany (2005) X 
Claessen & Boshuizen (1985) X 
Coulson (2005) X 
Derry et al. (2006) X 
Dietrich et al. (1990) X 
Distlehorst & Robbs (1998) X X X 
Dods (1997) X 
Doig & Werner (2000) X 
Donner & Bickley (1990) X X X 
Doucet et al. (1996) X X 
Doucet et al. (1998) X X X 
(table continues)
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Author(s) (year) 
Albanese & 
Mitchell 
(1993) 
Vernon & 
Blake 
(1993) 
Kalain et al. 
(1999) 
Dochy et al. 
(2003) 
Gijbels et al. 
(2005) 
Walker & Leary 
(2009) 
Dyke et al. (2001) X 
Eisenstadt et al. (1990) X X X X X 
Enarson & Cariaga-Lo (2001) X 
Farquhar et al. (1986) X X X X 
Farr et al. (2005) X 
Finch (1999) X X X 
Gallagher & Stepien (1996) X 
Goodman et al. (1991) X X X X X 
Gordon et al. (2001) X 
Grol et al. (1989) X 
Gulsecen & Kubat (2006) X 
Heale et al. (1988) X X X 
Herring & Evans (2005) X 
Hesterberg (2005) X 
Hmelo et al. (1997) X X X 
Hmelo (1998) X X X 
Hoffman et al. (2006) X 
Imbos & Verwijnen (1982) X X 
Imbos et al. (1984) X X X 
Jones et al. (1984) X X X X X X 
Kassebaum et al. (1991) X X 
Kaufman & Mann (1998) X 
Kaufman et al. (1989) X X X X X 
Kennedy (2007) X 
LeJeune (2002) X 
Lewis & Tamblyn (1987) X X X X 
Login et al. (1997) X 
Lyons (2006) X 
Martenseon et al. (1985) X X X 
Matthews (2004) X 
Maxwell et al. (2005) X 
McGee (2003) X 
Mennin et al. 1993) X X X 
Mergendoller et al. (2000) X 
Mergendoller et al. (2006) X 
Moore et al (1994) X X 
Moore et al. (1990) X 
Moore (1991) X 
(table continues)
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Author(s) (year) 
Albanese & 
Mitchell 
(1993) 
Vernon & 
Blake 
(1993) 
Kalain et al. 
(1999) 
Dochy et al. 
(2003) 
Gijbels et al. 
(2005) 
Walker & Leary 
(2009) 
Moore-West et al. (1985) X X X 
Moore-West et al. (1989) X 
Morgan et al. (1977) X X X X 
Murray-Harvey & Slee (2000) X 
Neufeld & Sibley (1989) X X 
Neufeld et al. (1989) X X 
Nolte et al. (1988) X X 
Nolte (1985) X 
Patel et al. (1990) X X X 
Phelan et al. (1993) X 
Polanco et al. (2001) X 
Polglase et al. (1989) X X 
Post & Drop (1990) X X 
Prince et al. (2003) X 
Rich et al. (2005) X 
Richards & Cariaga (1993) X 
Richards et al. (1996) X X X 
Roberston (2005) X 
Santos-Gomez et al. (1990) X X X X X 
Saunders et al. (1990) X X X X X 
Saye & Brush (1999) X 
Schmidt et al. (1996) X X 
Schuwirth (1996) X X X 
Schwartz et al. (1992) X 
Schwartz et al. (1992) X 
Schwartz et al. (1994) X 
Schwartz et al. (1997) X X 
Sevening & Baron (2002) X 
Shelton & Smith (1998) X 
Shin et al. (1993) X 
Shoffner & Dalton (1998) X 
Shuler & Fincham (1998) X 
Smits et al. (2003) X 
Son & Van Sickle (2000) X X X 
Tans et al. ( 1986) X X 
Tolani (1991) X 
Tomczak (1991) X 
Usoh (2003) X 
(table continues)
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Albanese & 
Mitchell 
(1993) 
Vernon & 
Blake 
(1993) 
Kalain et al. 
(1999) 
Dochy et al. 
(2003) 
Gijbels et al. 
(2005) 
Walker & Leary 
(2009) 
Van Duijn (2004) X 
van Hessen & Verwijnen (1990) X X 
Verhoeven et al. (1998) X X X 
Vernon et al. (1992) X 
Vernon (1994) X 
Verwijnen et al. (1990) X X X X 
Visser (2002) X 
Walton et al. (1997) X 
Ward & Lee (2004) X 
Washington et al. (1998) X 
Whifield et al. (2002) X 
Williams et al (1998) X 
Willis (2002) X 
Woodward & Ferrier (1982) X 
Woodward et al. (1981) X X 
Woodward et al. (1988) X 
Woodward et al. (1990) X 
Woodward (1990) X X 
Yang (2002) X 
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Table B1 
Initial and Final Coding Scheme Elements 
 
Initial coding scheme Final coding scheme 
Citation: APA in-text style citation In-text Citation: APA in-text style citation 
n/a Full Citation: Full APA citation 
EffectName: Short form as close to what 
authors characterize as the outcome. Use of 
the name of the measure is used when 
possible. Summary scores are reported 
unless individual items cover material 
specific to SDL outcomes or SDL outcome 
categories. 
EffectName: Short form as close to what authors 
characterize as the outcome. Use of the name of the 
measure is used when possible. Summary scores are 
reported unless subscales cover material specific to the 
PBL intervention. 
TreatmentName: : Name of the treatment 
group. Used as a quality assurance check so 
the same data from different studies are not 
coded multiple times. 
TreatmentName: Use best name to describe treatment 
group. Used as a quality assurance check so the same 
data from different studies are not coded multiple times. 
ControlName: Name of the control group. 
Used as a check and balance so the same 
data from different studies are not coded 
multiple times. 
ControlName: Use best name to describe control group. 
Used as a check and balance so the same data from 
different studies are not coded multiple times. 
CollectionYear: Year of data collection. If 
multiple years or year spans are provided 
use the median year. Used as a check and 
balance so the same data from different 
studies are not coded multiple times. 
CollectionYear: Year of data collection. If multiple years 
or year spans are provided use the median year. Used as a 
check and balance so the same data from different studies 
are not coded multiple times. 
InstitutionName: Name of the institution 
study took place, fallback is lead authors’ 
institution. Used as a check and balance so 
the same data from different studies are not 
coded multiple times. 
InstitutionName: Name of the institution study took 
place, fallback is lead authors’ institution. Used as a 
check and balance so the same data from different studies 
are not coded multiple times. 
Discipline: Subject or discipline under 
study. This includes medical education, 
teacher education, allied health (e.g., 
nursing), science, engineering, business, 
social science, and other (Walker & Leary, 
2009). In instances where a business class is 
being taught to teachers, this would be 
placed in teacher education. If a discipline 
does not fit into this list, but is found in a 
significant number of outcomes, a new 
category will be created.  
Discipline: Subject or discipline under study. This 
includes medical education, teacher education, 
medical other (e.g., nursing, dental), science, 
engineering, business, social science, and other 
(Walker & Leary, 2009). In instances where a business 
class is being taught to teachers, this is placed in teacher 
education. If a discipline does not fit into this list but is 
found in a significant number of outcomes, a new 
category is created. 
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Initial coding scheme Final coding scheme 
n/a Traditional Definition: Expanded explanation of the 
traditional words used in the article to define what they 
used for traditional learning 
SDL: As defined by Candy’s framework 
(1991), self-directed learning includes: 
personal autonomy (reflective, self-aware, 
confident, exercises freedom of choice, will 
to follow through, self-discipline), self-
management in learning (methodical, 
logical, curious, flexible, persistent, 
responsible, developed information seeking 
and retrieval skills), the independent 
pursuit of learning (interdependent, 
interpersonally competent, self-sufficient, 
shaped through interactions with others, has 
social aspects), and learner-control of 
instruction (knowledge and skill with 
learning process, evaluating, learning for 
self-knowledge, develop standards of 
performance). These are determined 
through descriptions of the outcomes 
provided in each study. 
SDL: As defined by Candy’s framework (1991), self-
directed learning includes: personal autonomy 
(reflective, self-aware, confident, exercises freedom of 
choice, will to follow through, self-discipline, self-
determination, attitudes, satisfaction, motivation), self-
management in learning (methodical, logical, curious, 
flexible, persistent, responsible, developed information 
seeking and retrieval skills), the independent pursuit of 
learning (interdependent, interpersonally competent, 
self-sufficient, shaped through interactions with others, 
has social aspects), and learner-control of instruction 
(knowledge and skill with learning process, evaluating, 
learning for self-knowledge, develop standards of 
performance, self-efficacy, metacognition). These will be 
determined through descriptions of the outcomes 
provided in each study. 
 
SDL Process/Outcome: Determine if the 
effect is an outcome or a process. 
Process/Outcome: Determine if the effect is a measure of 
process (measuring the level of self-directed learning 
present in the instruction, focus is on the instruction/ 
procedure, formative) or outcome (measuring the 
students level or ability to engage in self-directed 
learning after the instruction, focus is on productivity, 
summative). This is more about the questions being 
asked. In the absence of data, code as missing. There is a 
majority rule here: judgment about what is happening 
during the intervention or judgment about the results of 
the intervention. Process is the procedure or a feature of 
the intervention (ex. group size), while outcome is 
productivity of the program (Smits et al., 2003).  
 Process Outcome 
Cases keep me engaged I can see myself being engaged 
with similar problems 
Cases stimulate my 
interest 
After the instruction I find 
myself interested in this topic 
During the instruction I 
am asked to take charge 
of my own learning 
I am prepared to take charge of 
my own learning 
To be successful, I have 
to be more self-directed 
during this class than 
normal. 
I was encouraged to be self-
directed. I find that I am now 
more self-directed than I used 
be. 
I look forward to each 
class 
I would like to repeat the 
experience 
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Initial coding scheme Final coding scheme 
StudyDesign: random (includes group 
randomized if unit of analysis is appropriate 
or accounted for), group random (more 
than two intact classrooms randomly 
assigned to treatment and control, but unit 
of analysis is students), quasi-
experimental (if something other than a 
nonequivalent control group design-such as 
the use of two intact classes or cohorts). 
StudyDesign: random (includes group randomized if unit 
of analysis is appropriate or accounted for), group 
random (more than two intact classrooms randomly 
assigned (more than two) to treatment and control, but 
unit of analysis is students; historical classes: where one 
is one year and one is another), quasi-experimental (if 
something like a nonequivalent control group design--
such as the use of two intact classes or cohorts).   
EffectSize: Effect sizes are calculated using 
data provided in the article. Top priority for 
calculating this is given to means, standard 
deviations, and sample size. Preference is 
given to change scores or ANCOVA over a 
post-test only if available. As needed a p 
value threshold is used as a specific 
estimate, for example p < .05 will be treated 
as p=.05 (Shadish & Haddock, 1994). 
Effect sizes are calculated using ESFree 
found at 
http://itls.usu.edu/~aewalker/esfree/.
  
EffectSize Effect sizes are calculated using data provided 
in the article. Top priority for calculating this is given to 
means, standard deviations, and sample size. Preference 
is given to change scores or ANCOVA over a post-test 
only if available. As needed a p value threshold is used as 
a specific estimate, for example p <0.05 will be treated as 
p=0.05 (Shadish & Haddock, 1994). Effect sizes will be 
calculated using ESFree found at 
http://itls.usu.edu/~aewalker/esfree/.  
n/a EffectSizeCalculation: Shows how the effect size was 
calculated. 
n/a Retention: In months, after the treatment is completed 
NTreatment: Number of people in the 
treatment group. 
 
NTreatment: Number of people in the treatment group; 
pay close attention to degrees of freedom in a t-test, 
ANOVA or F-test. 
NControl: Number of people in the control 
group. 
 
NControl: Number of people in the control group; pay 
close attention to degrees of freedom in a t-test, ANOVA 
or F-test. 
AttritionTreatment: Percentage of people 
who were dropped (someone who was 
recruited for the study but did not complete 
it) in the treatment group. 
AttritionTreatment: Percentage of people who are 
dropped (someone who was recruited for the study but 
did not complete it) in the treatment group. 
AttritionControl: Percentage of people who 
were dropped (someone who was recruited 
for the study but did not complete it) in the 
control group. 
AttritionControl: Percentage of people who are dropped 
(someone who was recruited for the study but did not 
complete it) in the control group. 
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Initial coding scheme Final coding scheme 
Threats to Internal Validity: Each of these 
threats are coded on whether they are 
present or not. History (largely if the 
treatment and control were at different 
times), Maturation (physiological changes 
in participants leading to improved 
performance), Testing (change scores 
where pre-/post- are similar and close 
together), Instrumentation (change scores 
where nature of the instrument changes 
from pre- to post-), Statistical regression 
(change scores where higher scoring 
students move down toward the mean while 
lower scoring student move up towards the 
mean), Differential Selection (any 
nonrandom assignment; if there is a history 
threat do not select this), Experimental 
Mortality (if <10% for either treatment or 
control do not include). 
Quality of Study: Each threat is coded on the degree to 
whether they are present or not using this scale: 0=not a 
plausible threat to the study’s internal validity, 
1=potential minor problem in attributing the observed 
effect to the treatment; by itself not likely to account 
substantial portion of observed results, 2=plausible 
alternative explanation which by itself could account for 
substantial amount of the observed results, 3=by itself 
could explain most or all of the observed results. History 
(largely if the treatment and control were at different 
times), Maturation (physiological changes in 
participants leading to improved performance), Testing 
(change scores where pre-/post- are similar and close 
together), Instrumentation (change scores where nature 
of the instrument changes from pre- to post-), Statistical 
regression (change scores where higher scoring students 
move down toward the mean while lower scoring student 
move up towards the mean), Differential Selection (any 
nonrandom assignment; if there is a history threat do not 
select this), Experimental Mortality (if <10% for either 
treatment or control do not include, need to see 
explanation of why people dropped to code degree). 
External validity: ATI (self-selection into 
treatment), Limited Description (of the 
PBL treatment), Multiple treatment 
(subjects exposed to more than one 
treatment), Experimenter effect (where a 
single instructor is used). 
External validity: Each of these threats are coded on the 
degree to whether they are present or not using this scale: 
0=not a plausible threat to the study’s external validity, 
1=potential minor problem in attributing the observed 
effect to the treatment; by itself not likely to account 
substantial portion of observed results, 2=plausible 
alternative explanation which by itself could account for 
substantial amount of the observed results, 3=by itself 
could explain most or all of the observed results. There 
are results favoring the PBL or the traditional, the 
validity in question could be a possibility of why there 
were or were not differences between the groups. ATI 
([aptitude treatment interaction] self-selection into 
treatment), Limited Description (of the PBL treatment), 
Multiple treatment (subjects exposed to more than one 
treatment), Experimenter effect (where a single 
instructor is used). 
Validity: For instrument used in study. 
Strong (report their own validity 
information for this sample. If they say they 
pilot tested that is not enough unless they 
mention activities related to validity), 
Attempt (report what other people have 
done), None (didn't address it at all). 
Validity: For instrument used in study. Strong (report 
their own validity information for this sample. If they say 
they pilot tested that is not enough unless they mention 
activities related to validity), Attempt (report what other 
people have done, have loose reporting or nonspecific 
reporting of their own pilot work), None (didn't address it 
at all). 
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Initial coding scheme Final coding scheme 
Reliability: For instrument used in study. 
Strong (reporting on their own sample: 
cronbach's alpha, ICC scores, Cohen's 
Kappa, test-retest reliability, inter-rater 
reliability, intra-rater reliability), Attempt 
(what other people have done, report own 
reliability from a prior sample), None 
(didn't address it at all). 
Reliability: For instrument used in study. Strong 
(reporting on their own sample: cronbach's alpha, ICC 
scores, Cohen's Kappa, test-retest reliability, inter-rater 
reliability, intra-rater reliability), Attempt (what other 
people have done, report own reliability from a prior 
sample or nonspecific reporting of their own), None 
(didn't address it at all). 
Notes: Anything the rater feels is necessary 
to add to the coding or questions about the 
coding. 
Notes: Anything the rater feels is necessary to add to the 
coding or questions about the coding. 
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Original Data
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Appendix D 
Data Cleaning Procedures
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Data Cleaning Procedures 
Added unique identifier (uid) column, sequentially numbered 1-75.   
In UID 9, changed treatment 150 to treatment/control 75 each (allows chi-square to 
be used in analyses).   
Replaced missing with blank cell for numeric data (in collection year, attrition 
control, attrition treatment). 
Left missing in traditional definition.   
UID 72 under experimental mortality changed from missing to 0. 
Under the discipline variable, replaced several medical other with medical-other 
labels (11 total), replaced other (college prep) with other (4 total), replaced 
medical with medical education. 
Under the traditional words variable replaced conventional teaching with traditional, 
replaced conventional curricula with traditional, replaced lecture with 
lecture-based, replaced conventional teaching, didactic model, lectures with 
multiple, traditional model with traditional, replaced traditional teaching 
method with traditional, replaced traditional lecture(s) with lecture-based, 
replaced standard curriculum with traditional, replaced conventional lecture 
with lecture-based, replaced conventional with traditional, replaced 
traditional lecture-based with lecture-based. 
Replaced learner control of instruction with learner-control of instruction in sdl 
variable. 
Placed effect size estimates on z-scale to bring outliers into range of -3 to +3. 
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Appendix E 
 
Forest Plot and Table of Individual Outcome Results  
 
for Overall Summary Effect
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Forest plot and table of individual outcome results for overall summary effect.  
 
The forest plot (Figure	E1) on the next page shows point estimates for all outcomes and 
the overall summary effect with 95% confidence intervals. Point estimates are 
represented by squares with confidence intervals extending from each side. Overall effect 
size and confidence intervals represented by the blue triangle, with the apex as the point 
estimate and diamond points as confidence interval points. The red dashed line indicates 
the overall effect size. The x axis refers to low (.2), medium (.5), and high (.8) effect 
sizes. 
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Table E1 
Overall Summary Effect Results for Each Outcome (Ordered by Hedges’ g with in-text 
study citation, N for treatment and control, and upper and lower confidence intervals.) 
 
Study in-text citation g NTreatment NControl CILower CIUpper 
(Sungur & Tekkaya, 2006) -1.42 30 31 -1.97 -0.86 
(Bragg & Evans, 2005) -0.95 75 75 -1.29 -0.61 
(Smits et al., 2003) -0.87 46 45 -1.30 -0.44 
(Hesterberg, 2005) -0.76 33 30 -1.27 -0.25 
(Smits et al., 2003) -0.75 51 49 -1.15 -0.34 
(Sundblad et al., 2002) -0.66 21 16 -1.32 0.01 
(Anderson, 2007) -0.55 54 56 -0.93 -0.17 
(Sundblad et al., 2002) -0.44 21 15 -1.10 0.23 
(Lesperance, 2008) -0.25 9 9 -1.16 0.66 
(Baragona, 2009) -0.12 46 46 -0.52 0.29 
(Sundblad et al., 2002) -0.08 21 16 -0.72 0.56 
(Reich, 2007) -0.01 47 50 -0.40 0.39 
(Baturay & Bay, 2010) 0.01 25 19 -0.59 0.60 
(Gurpinar et al., 2010) 0.08 176 176 -0.13 0.30 
(Yang, 2002) 0.091 19 18 -0.55 0.73 
(Beachey, 2004) 0.11 29 36 -0.37 0.6 
(Padmaraju, 2008) 0.12 72 72 -0.21 0.45 
(Distlehorst, Dawson, & Klamen, 2009) 0.12 100 221 -0.11 0.36 
(Sundblad et al., 2002) 0.13 21 15 -0.53 0.79 
(Williams et al., 1998) 0.14 82 17 -0.39 0.66 
(Distlehorst, Dawson, & Klamen, 2009) 0.17 95 200 -0.07 0.42 
(Reich, 2007) 0.18 47 50 -0.22 0.58 
(Reich, 2007) 0.25 47 50 -0.15 0.65 
(Lin, Lu, Chung, Yan, 2010) 0.27 72 70 -0.06 0.60 
(Bligh, Lloyed-Jones, & Smith, 2000) 0.27 137 149 0.04 0.51 
(Baturay & Bay, 2010) 0.30 33 35 -0.17 0.78 
(Matthews, 2004) 0.32 24 24 -0.24 0.89 
(Gurpinar et al., 2010) 0.35 176 176 0.14 0.56 
(Kaufman & Mann, 1999) 0.35 72 52 -0.01 0.71 
(Vernon, Campbell, & Dally, 1992) 0.36 144 144 0.13 0.59 
(Hwang & Kim, 2006) 0.39 35 36 -0.08 0.85 
(Lesperance, 2008) 0.43 9 9 -0.49 1.34 
(table continues)
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Study in-text citation g NTreatment NControl CILower CIUpper 
(Ozturk et al., 2008) 0.43 52 95 0.09 0.77 
(Peters et al., 2000) 0.45 42 46 0.024 0.87 
(Lin et al., 2010) 0.46 72 70 0.13 0.79 
(Lancaster et al., 1997) 0.50 56 285 0.21 0.79 
(Vazquez, 2008) 0.52 11 22 -0.21 1.25 
(Gurpinar et al., 2010) 0.54 176 176 0.33 0.76 
(Vazquez, 2008) 0.55 11 22 -0.18 1.27 
(Newble & Clarke, 1986) 0.55 44 43 0.13 0.98 
(Wang et al., 2010) 0.56 87 86 0.25 0.86 
(Beachey, 2004) 0.58 52 36 0.15 1.01 
(Peters et al., 2000) 0.59 45 43 0.17 1.02 
(Hwang & Kim, 2006) 0.63 35 36 0.16 1.11 
(Akinoglu & Tandogan, 2007) 0.65 25 25 0.09 1.22 
(Mantri et al., 2008) 0.66 21 107 0.19 1.13 
(Gurpinar et al., 2010) 0.67 176 176 0.45 0.88 
(Vazquez, 2008) 0.69 11 22 -0.05 1.42 
(Lancaster et al., 1997) 0.72 56 285 0.43 1.02 
(Sungur & Tekkaya, 2006) 0.74 30 31 0.23 1.26 
(Distlehorst, Dawson, & Klamen, 2009) 0.76 68 136 0.46 1.06 
(Newble & Clarke, 1986) 0.77 63 97 0.44 1.10 
(Newble & Clarke, 1986) 0.82 46 104 0.46 1.17 
(Semerci, 2006) 0.82 30 30 0.29 1.34 
(Konings, Wiers, van de Wiel, & Schmidt, 2005) 0.86 15 14 0.11 1.61 
(Lesperance, 2008) 0.87 9 9 -0.08 1.82 
(Peters et al., 2000) 0.87 50 49 0.46 1.28 
(Sungur & Tekkaya, 2006) 0.88 30 31 0.35 1.40 
(Distlehorst, Dawson, & Klamen, 2009) 0.91 83 163 0.63 1.10 
(Mantri et al., 2008) 0.91 21 107 0.43 1.39 
(Gurpinar et al., 2010) 0.91 176 176 0.69 1.13 
(Kaufman & Mann, 1999) 0.95 74 72 0.61 1.29 
(Vazquez, 2008) 0.97 11 22 0.22 1.72 
(Kaufman & Mann, 1999) 0.97 72 52 0.60 1.35 
(Konings et al., 2005) 1.03 15 14 0.27 1.80 
(Lancaster et al., 1997) 1.05 56 285 0.75 1.34 
(Dehkordi et al., 2008) 1.07 20 20 0.41 1.73 
(Kassebaum, Averbach, & Fryer, 1991) 1.10 17 17 0.39 1.82 
(Kassebaum, Averbach, & Fryer, 1991) 1.14 17 17 0.42 1.86 
(table continues) 
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Study in-text citation g NTreatment NControl CILower CIUpper 
(Kassebaum, Averbach, & Fryer, 1991) 1.16 17 17 0.44 1.88 
(Schlett et al., 2010) 1.16 101 4720 0.96 1.36 
(Kong et al., 2009) 1.10 60 30 0.72 1.66 
(Sevening & Baron, 2002) 1.36 17 17 0.62 2.10 
(Lesperance, 2008) 1.45 9 9 0.43 2.48 
(Lieberman et al., 1997) 2.81 24 106 2.25 3.37 
Pooled ES, total N and confidence interval limits 0.45 3972 9927 0.33 0.58 
 
138 
 
 
 
Appendix F 
 
SDL Tables
139 
 
 
 
Table F1 
Personal Autonomy Component Hedges’ g with NTreatment, NControl, and Lower and Upper 
Confidence Intervals 
 
Study in-text citation g NTreatment NControl CILower CIUpper 
(Bragg & Evans, 2005) -0.95 75 75 -1.29 -0.61 
(Smits et al., 2003) -0.87 46 45 -1.30 -0.44 
(Smits et al., 2003) -0.75 51 49 -1.15 -0.34 
(Lesperance, 2008) -0.25 9 9 -1.16 0.66 
(Sundblad et al., 2002) -0.08 21 16 -0.72 0.56 
(Reich, 2007) -0.01 47 50 -0.40 0.39 
(Gurpinar et al., 2010) 0.08 176 176 -0.13 0.29 
(Yang, 2002) 0.09 19 18 -0.55 0.73 
(Beachey, 2004) 0.11 29 36 -0.37 0.6 
(Distlehorst, Dawson, & Klamen, 2009) 0.12 100 221 -0.11 0.36 
(Sundblad et al., 2002) 0.13 21 15 -0.53 0.79 
(Williams et al., 1998) 0.14 82 17 -0.39 0.66 
(Distlehorst, Dawson, & Klamen, 2009) 0.17 95 200 -0.07 0.42 
(Reich, 2007) 0.18 47 50 -0.22 0.58 
(Reich, 2007) 0.25 47 50 -0.15 0.65 
(Lin et al., 2010) 0.27 72 70 -0.06 0.60 
(Bligh, Lloyed-Jones, & Smith, 2000) 0.27 137 149 0.04 0.51 
(Matthews, 2004) 0.32 24 24 -0.24 0.89 
(Gurpinar et al., 2010) 0.35 176 176 0.14 0.56 
(Vernon, Campbell, & Dally, 1992) 0.36 144 144 0.13 0.59 
(Hwang & Kim, 2006) 0.39 35 36 -0.08 0.85 
(Peters et al., 2000) 0.45 42 46 0.02 0.87 
(Lin et al., 2010) 0.46 72 70 0.13 0.79 
(Vazquez, 2008) 0.52 11 22 -0.21 1.25 
(Newble & Clarke, 1986) 0.55 44 43 0.13 0.98 
(Wang et al., 2010) 0.56 87 86 0.25 0.86 
(Beachey, 2004) 0.58 52 36 0.15 1.01 
(Hwang & Kim, 2006) 0.63 35 36 0.16 1.11 
(Akinoglu & Tandogan, 2007) 0.65 25 25 0.087 1.22 
(Distlehorst, Dawson, & Klamen, 2009) 0.76 68 136 0.46 1.06 
(Newble & Clarke, 1986) 0.77 63 97 0.44 1.10 
(Newble & Clarke, 1986) 0.82 46 104 0.46 1.17 
(table continues) 
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Study in-text citation g NTreatment NControl CILower CIUpper 
(Semerci, 2006) 0.82 30 30 0.29 1.34 
(Konings et al., 2005) 0.86 15 14 0.11 1.61 
(Peters et al., 2000) 0.87 50 49 0.46 1.28 
(Distlehorst, Dawson, & Klamen, 2009) 0.91 83 163 0.63 1.19 
(Mantri et al., 2008) 0.91 21 107 0.43 1.39 
(Gurpinar et al., 2010) 0.91 176 176 0.69 1.13 
(Kaufman & Mann, 1999) 0.95 74 72 0.61 1.29 
(Vazquez, 2008) 0.97 11 22 0.22 1.72 
(Kaufman & Mann, 1999) 0.97 72 52 0.60 1.35 
(Lancaster et al., 1997) 1.05 56 285 0.75 1.34 
(Dehkordi et al., 2008) 1.07 20 20 0.41 1.73 
(Kassebaum, Averbach, & Fryer, 1991) 1.14 17 17 0.42 1.86 
(Schlett et al., 2010) 1.16 101 4720 0.96 1.36 
(Kong et al., 2009) 1.19 60 30 0.72 1.66 
(Sevening & Baron, 2002) 1.36 17 17 0.62 2.10 
(Lieberman et al., 1997) 2.81 24 106 2.25 3.37 
Pooled ES, total N and confidence interval limits 0.51 2825 8207 0.35 0.66 
 
 
Table F2 
Self-Management in Learning Component Hedges’ g with NTreatment, NControl, and Lower 
and Upper Confidence Intervals 
 
Study in-text citation g NTreatment NControl CILower CIUpper 
(Anderson, 2007) -0.55 54 56 -0.93 -0.17 
(Lesperance, 2008) 0.43 9 9 -0.49 1.34 
(Ozturk et al., 2008 0.43 52 95 0.09 0.77 
(Lancaster et al., 1997) 0.50 56 285 0.21 0.79 
(Gurpinar et al., 2010) 0.54 176 176 0.33 0.76 
(Sungur & Tekkaya, 2006) 0.74 30 31 0.23 1.26 
Pooled ES, total N and confidence interval limits 0.34 377 652 -0.02 0.70 
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Table F3 
Independent Pursuit of Learning Component Hedges’ g with NTreatment, NControl, and Lower 
and Upper Confidence Intervals 
 
Study in-text citation g NTreatment NControl CILower CIUpper 
(Baturay & Bay, 2010)      0.30 33 35 -0.17 0.78 
(Lancaster et al., 1997) 0.73 56 285 0.43 1.02 
(Kassebaum, Averbach, & Fryer, 1991) 1.10 17 17 0.39 1.82 
Pooled ES, total N and confidence interval limits 0.66 106 337 0.29 1.03 
 
 
Table F4 
Learner Control of Instruction Component Hedges’ g with NTreatment, NControl, and Lower 
and Upper Confidence Intervals 
 
Study in-text citation g NTreatment NControl CILower CIUpper 
(Sungur & Tekkaya, 2006) -1.42 30 31 -1.97 -0.86 
(Hesterberg, 2005) -0.76 33 30 -1.27 -0.25 
(Sundblad et al., 2002) -0.66 21 16 -1.32 0.01 
(Sundblad et al., 2002) -0.44 21 15 -1.10 0.23 
(Baragona, 2009) -0.12 46 46 -0.52 0.29 
(Baturay & Bay, 2010) 0.01 25 19 -0.59 0.60 
(Padmaraju, 2008) 0.12 72 72 -0.21 0.45 
(Kaufman & Mann, 1999) 0.35 72 52 -0.01 0.71 
(Vazquez, 2008) 0.55 11 22 -0.18 1.27 
(Peters et al., 2000) 0.59 45 43 0.17 1.02 
(Mantri et al., 2008) 0.66 21 107 0.19 1.13 
(Gurpinar et al., 2010) 0.67 176 176 0.45 0.88 
(Vazquez, 2008) 0.69 11 22 -0.05 1.42 
(Lesperance, 2008) 0.87 9 9 -0.08 1.82 
(Sungur & Tekkaya, 2006) 0.88 30 31 0.35 1.40 
(Konings et al., 2005) 1.03 15 14 0.27 1.80 
(Kassebaum, Averbach, & Fryer, 1991) 1.16 17 17 0.44 1.89 
(Lesperance, 2008) 1.45 9 9 0.43 2.48 
Pooled ES, total N and confidence interval limits 0.28 664 731 -0.02 0.58 
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Table G1 
Research Design: Quasi-Experimental Component Hedges’ g with NTreatment, NControl, and 
Lower and Upper Confidence Intervals 
 
Study in-text citation g NTreatment NControl CIlower CIupper 
(Sungur & Tekkaya, 2006) -1.42 30 31 -1.97 -0.86 
(Hesterberg, 2005) -0.76 33 30 -1.27 -0.25 
(Sundblad et al., 2002) -0.66 21 16 -1.32 0.001 
(Anderson, 2007) -0.55 54 56 -0.93 -0.17 
(Sundblad et al., 2002) -0.44 21 15 -1.10 0.23 
(Lesperance, 2008) -0.25 9 9 -1.16 0.66 
(Baragona, 2009) -0.12 46 46 -0.52 0.29 
(Sundblad et al., 2002) -0.08 21 16 -0.72 0.56 
(Reich, 2007) -0.01 47 50 -0.40 0.39 
(Baturay & Bay, 2010) 0.01 25 19 -0.59 0.60 
(Gurpinar et al., 2010) 0.08 176 176 -0.13 0.29 
(Yang, 2002) 0.09 19 18 -0.55 0.73 
(Beachey, 2004) 0.11 29 36 -0.37 0.6 
(Distlehorst et al., 2009) 0.12 100 221 -0.11 0.36 
(Sundblad et al., 2002) 0.13 21 15 -0.53 0.79 
(Williams et al., 1998) 0.14 82 17 -0.39 0.66 
(Distlehorst et al., 2009) 0.17 95 200 -0.07 0.42 
(Reich, 2007) 0.18 47 50 -0.22 0.58 
(Reich, 2007) 0.25 47 50 -0.15 0.65 
(Bligh et al., 2000) 0.27 137 149 0.04 0.51 
(Baturay & Bay, 2010) 0.30 33 35 -0.17 0.78 
(Matthews, 2004) 0.32 24 24 -0.24 0.89 
(Gurpinar et al., 2010) 0.35 176 176 0.14 0.56 
(Kaufman & Mann, 1999) 0.35 72 52 -0.01 0.71 
(Vernon et al., 1992) 0.35 144 144 0.13 0.59 
(Hwang & Kim, 2006) 0.39 35 36 -0.08 0.85 
(Lesperance, 2008) 0.43 9 9 -0.49 1.34 
(Ozturk et al., 2008 0.43 52 95 0.09 0.77 
(Lancaster et al., 1997) 0.50 56 285 0.21 0.79 
(Vazquez, 2008) 0.52 11 22 -0.21 1.25 
(Gurpinar et al., 2010) 0.54 176 176 0.33 0.76 
(Vazquez, 2008) 0.55 11 22 -0.18 1.27 
(table continues) 
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Study in-text citation g NTreatment NControl CIlower CIupper 
(Newble & Clarke, 1986) 0.55 44 43 0.13 0.98 
(Wang et al., 2010) 0.56 87 86 0.25 0.86 
(Beachey, 2004) 0.58 52 36 0.15 1.01 
(Hwang & Kim, 2006) 0.63 35 36 0.16 1.11 
(Gurpinar et al., 2010) 0.67 176 176 0.45 0.88 
(Vazquez, 2008) 0.69 11 22 -0.05 1.42 
(Lancaster et al., 1997) 0.73 56 285 0.43 1.02 
(Sungur & Tekkaya, 2006) 0.74 30 31 0.23 1.26 
(Distlehorst et al., 2009) 0.76 68 136 0.46 1.06 
(Newble & Clarke, 1986) 0.77 63 97 0.44 1.10 
(Newble & Clarke, 1986) 0.82 46 104 0.46 1.17 
(Semerci, 2006) 0.82 30 30 0.29 1.34 
(Konings et al., 2005) 0.86 15 14 0.11 1.61 
(Lesperance, 2008) 0.87 9 9 -0.09 1.82 
(Sungur & Tekkaya, 2006) 0.88 30 31 0.35 1.40 
(Distlehorst et al., 2009) 0.91 83 163 0.63 1.19 
(Gurpinar et al., 2010) 0.91 176 176 0.69 1.13 
(Kaufman & Mann, 1999) 0.95 74 72 0.61 1.29 
(Vazquez, 2008) 0.97 11 22 0.22 1.72 
(Kaufman & Mann, 1999) 0.97 72 52 0.60 1.35 
(Konings et al., 2005) 1.03 15 14 0.27 1.80 
(Lancaster et al., 1997) 1.05 56 285 0.75 1.34 
(Dehkordi et al., 2008) 1.07 20 20 0.41 1.73 
(Kassebaum et al., 1991) 1.10 17 17 0.39 1.82 
(Kassebaum et al., 1991) 1.14 17 17 0.42 1.86 
(Kassebaum et al., 1991) 1.16 17 17 0.44 1.88 
(Schlett et al., 2010) 1.16 101 4720 0.96 1.36 
(Sevening & Baron, 2002) 1.36 17 17 0.62 2.10 
(Lesperance, 2008) 1.45 9 9 0.43 2.48 
(Lieberman et al., 1997) 2.81 24 106 2.25 3.37 
Pooled ES, total N and confidence interval limits 0.49 3320 9139 0.37 0.62 
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Table G2 
Research Design: Group Random Cmponent Hedges’ g with NTreatment, NControl, and Lower 
and Upper Confidence Intervals 
 
Study in-text citation g NTreatment NControl CIlower CIupper 
(Bragg & Evans, 2005) -0.95 75 75 -1.29 -0.61 
Pooled ES, total N and confidence interval limits -0.95 75 75 -1.29 -0.61 
 
Table G3 
Research Design: Random Component Hedges’ g with NTreatment, NControl, and Lower and 
Upper Confidence Intervals 
 
Study in-text citation g NTreatment NControl CIlower CIupper 
(Smits et al., 2003) -0.87 46 45 -1.30 -0.44 
(Smits et al., 2003) -0.75 51 49 -1.15 -0.34 
(Padmaraju, 2008) 0.12 72 72 -0.21 0.45 
(Lin et al., 2010) 0.27 72 70 -0.06 0.60 
(Peters et al., 2000) 0.45 42 46 0.024 0.87 
(Lin et al., 2010) 0.46 72 70 0.13 0.79 
(Peters et al., 2000) 0.59 45 53 0.17 1.02 
(Akinoglu & Tandogan, 2007) 0.65 25 25 0.09 1.22 
(Mantri et al., 2008 0.66 21 107 0.18 1.13 
(Peters et al., 2000) 0.87 50 49 0.46 1.28 
(Mantri et al., 2008 0.91 21 107 0.43 1.39 
(Kong et al., 2009) 1.19 60 30 0.72 1.66 
Pooled ES, total N and confidence interval limits 0.37 577 713 0.03 0.71 
 
  
146 
 
 
 
Table G4 
Internal Validity: History Component, Scale = 0, Hedges’ g with NTreatment, NControl, and 
Lower and Upper Confidence Intervals 
 
Study in-text citation g NTreatment NControl CIlower CIupper 
(Sungur & Tekkaya, 2006) -1.42 30 31 -1.97 -0.86 
 (Bragg & Evans, 2005) -0.95 75 75 -1.29 -0.61 
(Smits et al., 2003) -0.87 46 45 -1.30 -0.44 
(Hesterberg, 2005) -0.76 33 30 -1.27 -0.25 
(Smits et al., 2003) -0.75 51 49 -1.15 -0.34 
(Anderson, 2007) -0.55 54 56 -0.93 -0.17 
(Lesperance, 2008) -0.25 9 9 -1.16 0.66 
(Baragona, 2009) -0.12 46 46 -0.52 0.29 
(Reich, 2007) -0.01 47 50 -0.40 0.39 
(Baturay & Bay, 2010) 0.01 25 19 -0.59 0.60 
(Gurpinar et al., 2010) 0.08 176 176 -0.13 0.29 
(Yang, 2002) 0.09 19 18 -0.55 0.73 
(Beachey, 2004) 0.11 29 36 -0.37 0.60 
(Padmaraju, 2008) 0.12 72 72 -0.21 0.45 
(Williams et al., 1998) 0.14 82 17 -0.39 0.66 
(Reich, 2007) 0.18 47 50 -0.22 0.58 
(Reich, 2007) 0.25 47 50 -0.15 0.65 
(Lin et al., 2010) 0.27 72 70 -0.06 0.60 
(Baturay & Bay, 2010) 0.30 33 35 -0.17 0.78 
(Matthews, 2004) 0.32 24 24 -0.24 0.89 
(Gurpinar et al., 2010) 0.35 176 176 0.14 0.56 
(Vernon et al., 1992) 0.36 144 144 0.13 0.59 
(Lesperance, 2008) 0.43 9 9 -0.49 1.34 
(Ozturk et al., 2008) 0.43 52 95 0.09 0.77 
(Peters et al., 2000) 0.45 42 46 0.02 0.87 
(Lin et al., 2010) 0.46 72 70 0.13 0.79 
(Lancaster et al., 1997) 0.50 56 285 0.21 0.79 
(Vazquez, 2008) 0.52 11 22 -0.21 1.25 
(Gurpinar et al., 2010) 0.54 176 176 0.33 0.76 
(Vazquez, 2008) 0.55 11 22 -0.18 1.27 
(Newble & Clarke, 1986) 0.55 44 43 0.13 0.98 
(Beachey, 2004) 0.58 52 36 0.15 1.01 
(Peters et al., 2000) 0.59 45 43 0.17 1.02 
(Akinoglu & Tandogan, 2007) 0.65 25 25 0.09 1.22 
(table continues) 
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Study in-text citation g NTreatment NControl CIlower CIupper 
(Mantri et al., 2008) 0.66 21 107 0.19 1.13 
(Gurpinar et al., 2010) 0.67 176 176 0.45 0.88 
(Vazquez, 2008) 0.69 11 22 -0.05 1.42 
(Lancaster et al., 1997) 0.73 56 285 0.43 1.02 
(Sungur & Tekkaya, 2006) 0.74 30 31 0.23 1.26 
(Newble & Clarke, 1986) 0.77 63 97 0.44 1.10 
(Newble & Clarke, 1986) 0.82 46 104 0.46 1.17 
(Semerci, 2006) 0.82 30 30 0.29 1.34 
(Konings et al., 2005) 0.856 15 14 0.11 1.61 
(Lesperance, 2008) 0.87 9 9 -0.08 1.82 
(Peters et al., 2000) 0.87 50 49 0.46 1.28 
(Sungur & Tekkaya, 2006) 0.88 30 31 0.35 1.40 
(Mantri et al., 2008) 0.91 21 107 0.43 1.39 
(Gurpinar et al., 2010) 0.91 176 176 0.69 1.13 
(Vazquez, 2008) 0.97 11 22 0.22 1.72 
(Konings et al., 2005) 1.03 15 14 0.27 1.80 
(Lancaster et al., 1997) 1.05 56 285 0.75 1.34 
(Dehkordi et al., 2008) 1.07 20 20 0.41 1.73 
(Kassebaum et al., 1991) 1.10 17 17 0.39 1.82 
(Kassebaum et al., 1991) 1.14 17 17 0.42 1.86 
(Kassebaum et al., 1991) 1.16 17 17 0.44 1.88 
(Kong et al., 2009) 1.19 60 30 0.72 1.66 
(Lesperance, 2008) 1.45 9 9 0.43 2.48 
(Lieberman et al., 1997) 2.81 24 106 2.25 3.37 
Pooled ES, total N and confidence interval limits 0.45 2912 3925 0.30 0.60 
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Table G5 
Internal Validity: History Component, Scale = 1, Hedges’ g with NTreatment, NControl, and 
Lower and Upper Confidence Intervals 
 
Study in-text  citation g NTreatment NControl CIlower CIupper 
(Distlehorst et al., 2009) 0.12 100 221 -0.11 0.36 
(Distlehorst et al., 2009) 0.17 95 200 -0.07 0.42 
(Bligh et al., 2000) 0.27 138 149 0.04 0.51 
(Kaufman & Mann, 1999) 0.35 72 52 -0.01 0.71 
(Hwang & Kim, 2006) 0.39 35 36 -0.08 0.85 
(Wang et al., 2010) 0.56 87 86 0.25 0.86 
(Hwang & Kim, 2006) 0.63 35 36 0.16 1.11 
(Distlehorst et al., 2009) 0.76 68 136 0.46 1.06 
(Distlehorst et al., 2009) 0.91 83 163 0.63 1.19 
(Kaufman & Mann, 1999) 0.95 74 72 0.61 1.29 
(Kaufman & Mann, 1999) 0.97 72 52 0.60 1.35 
(Schlett et al., 2010) 1.16 101 4720 0.96 1.36 
(Sevening & Baron, 2002) 1.36 17 17 0.62 2.10 
Pooled ES, total N and confidence interval limits 0.64 977 5940 0.41 0.87 
 
 
Table G6 
Internal Validity: History Component, Scale = 2, Hedges’ g with NTreatment, NControl, and 
Lower and Upper Confidence Intervals 
 
Study in-text  citation g NTreatment NControl CIlower CIupper 
(Sundblad et al., 2002) -0.66 21 16 -1.32 0.00 
(Sundblad et al., 2002) -0.44 21 15 -1.10 0.23 
(Sundblad et al., 2002) -0.08 21 16 -0.72 0.56 
(Sundblad et al., 2002) 0.13 21 15 -0.53 0.79 
Pooled ES, N total and confidence interval limits -0.26 84 62 -0.61 0.09 
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Table G7 
Internal Validity: Testing Component, Scale = 0, Hedges’ g with NTreatment, NControl, and 
Lower and Upper Confidence Intervals 
 
Study in-text  citation g NTreatment NControl CIlower CIupper 
(Sungur & Tekkaya, 2006) -1.42 30 31 -1.97 -0.86 
(Bragg & Evans, 2005) -0.95 75 75 -1.29 -0.61 
(Smits et al., 2003) -0.87 46 45 -1.30 -0.44 
(Hesterberg, 2005) -0.76 33 30 -1.27 -0.25 
(Smits et al., 2003) -0.75 51 49 -1.15 -0.34 
(Sundblad et al., 2002) -0.66 21 16 -1.32 0.00 
(Anderson, 2007) -0.55 54 56 -0.93 -0.17 
(Sundblad et al., 2002) -0.44 21 15 -1.10 0.23 
(Lesperance, 2008) -0.25 9 9 -1.16 0.66 
(Baragona, 2009) -0.12 46 46 -0.52 0.29 
(Sundblad et al., 2002) -0.08 21 16 -0.72 0.56 
(Reich, 2007) -0.01 47 50 -0.40 0.39 
(Baturay & Bay, 2010) 0.01 25 19 -0.59 0.60 
(Gurpinar et al., 2010) 0.08 176 176 -0.13 0.29 
(Yang, 2002) 0.09 19 18 -0.55 0.73 
(Beachey, 2004) 0.11 29 36 -0.37 0.60 
(Padmaraju, 2008) 0.12 72 72 -0.21 0.45 
(Distlehorst et al., 2009) 0.12 100 221 -0.11 0.36 
(Sundblad et al., 2002) 0.13 21 15 -0.53 0.79 
(Distlehorst et al., 2009) 0.17 95 100 -0.07 0.42 
(Reich, 2007) 0.18 47 50 -0.22 0.58 
(Reich, 2007) 0.25 47 50 -0.15 0.65 
(Lin et al., 2010) 0.27 72 70 -0.06 0.60 
(Bligh et al., 2000) 0.27 137 149 0.04 0.51 
(Baturay & Bay, 2010) 0.30 33 35 -0.17 0.78 
(Matthews, 2004) 0.32 24 24 -0.24 0.89 
(Gurpinar et al., 2010) 0.35 176 17 0.14 0.56 
(Kaufman & Mann, 1996) 0.35 72 52 -0.01 0.71 
(Vernon et al., 1992) 0.36 144 144 0.13 0.59 
(Hwang & Kim, 2006) 0.39 35 36 -0.08 0.85 
(Lesperance, 2008) 0.43 9 9 -0.49 1.34 
(Ozturk et al., 2008) 0.43 52 95 0.09 0.77 
(table continues) 
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Study in-text  citation g NTreatment NControl CIlower CIupper 
(Peters et al., 2000) 0.45 42 46 0.02 0.87 
(Lin et al., 2010) 0.46 72 70 0.13 0.79 
(Lancaster et al., 1997) 0.50 56 285 0.21 0.79 
(Vazquez, 2008) 0.52 11 22 -0.21 1.25 
(Gurpinar et al., 2010) 0.54 176 176 0.33 0.76 
(Vazquez, 2008) 0.55 11 22 -0.18 1.27 
(Newble & Clarke, 1986) 0.55 44 43 0.13 0.98 
(Wang et al., 2010) 0.56 87 86 0.25 0.86 
(Beachey, 2004) 0.58 52 36 0.15 1.01 
(Peters et al., 2000) 0.59 45 43 0.17 1.02 
(Hwang & Kim, 2006) 0.63 35 36 0.16 1.11 
(Akinoglu & Tandogan, 2009) 0.65 25 25 0.09 1.22 
(Mantri et al., 2008) 0.66 21 107 0.19 1.13 
(Gurpinar et al., 2010) 0.67 176 176 0.45 0.88 
(Vazquez, 2008) 0.69 11 22 -0.05 1.42 
(Lancaster et al., 1997) 0.73 56 285 0.43 1.02 
(Sungur & Tekkaya, 2006)006) 0.74 30 31 0.23 1.26 
(Distlehorst et al., 2009) 0.76 68 136 0.46 1.06 
(Newble & Clarke, 1986) 0.77 63 97 0.44 1.10 
(Newble & Clarke, 1986) 0.82 46 104 0.46 1.17 
(Semerci, 2006) 0.82 30 30 0.29 1.34 
(Konings et al., 2005) 0.86 15 14 0.11 1.61 
(Lesperance, 2008) 0.87 9 9 -0.08 1.82 
(Peters et al., 2000) 0.87 50 49 0.46 1.28 
(Sungur & Tekkaya, 2006) 0.88 30 31 0.35 1.40 
(Distlehorst et al., 2009) 0.91 83 163 0.63 1.19 
(Mantri et al., 2008) 0.91 21 107 0.43 1.39 
(Gurpinar et al., 2010) 0.91 176 176 0.69 1.13 
(Kaufman & Mann, 1996) 0.95 74 72 0.61 1.29 
(Vazquez, 2008) 0.97 11 22 0.22 1.72 
(Kaufman & Mann, 1996) 0.97 72 52 0.60 1.35 
(Konings et al., 2005) 1.03 15 14 0.27 1.80 
(Lancaster et al.,1997) 1.05 56 285 0.75 1.34 
(Dehkordi et al., 2008) 1.07 20 20 0.41 1.73 
(Kassebaum et al., 1991) 1.10 17 17 0.39 1.82 
(Kassebaum et al., 1991) 1.14 17 17 0.42 1.86 
(Kassebaum et al., 1991) 1.16 17 17 0.44 1.88 
(table continues) 
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Study in-text  citation g NTreatment NControl CIlower CIupper 
(Schlett et al., 2010) 1.16 101 4720 0.96 1.36 
(Kong et al., 2009) 1.19 60 30 0.72 1.66 
(Lesperance, 2008) 1.45 9 9 0.43 2.48 
(Lieberman et al., 1997) 2.81 24 106 2.25 3.37 
Pooled ES, total N and confidence interval limits 0.45 3873 9634 0.32 0.57 
 
Table G8 
Internal Validity: Testing Component, Scale = 1, Hedges’ g with NTreatment, NControl, and 
Lower and Upper Confidence Intervals 
 
Study in-text  citation g NTreatment NControl CIlower CIupper 
(Williams et al., 1998) 0.14 82 17 -0.39 0.66 
(Sevening & Baron, 2002) 1.36 17 17 0.62 2.10 
Pooled ES, total N and confidence interval limits 0.72 99 34 -0.48 1.91 
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Table G9 
Internal Validity: Statistical Regression Component, Scale = 0, Hedges’ g with NTreatment, 
NControl, and Lower and Upper Confidence Intervals 
 
Study in-text  citation g NTreatment NControl CIlower CIupper 
(Sungur & Tekkaya, 2006) -1.42 30 31 -1.97 -0.86 
(Bragg & Evans, 2005) -0.95 75 75 -1.29 -0.61 
(Smits et al., 2003) -0.87 46 45 -1.30 -0.44 
(Hesterberg, 2005) -0.76 33 30 -1.27 -0.25 
(Smits et al., 2003) -0.75 51 49 -1.15 -0.34 
(Sundblad et al., 2002) -0.66 21 16 -1.32 0.00 
(Anderson, 2007) -0.55 54 56 -0.93 -0.17 
(Sundblad et al., 2002) -0.44 21 15 -1.10 0.23 
(Lesperance, 2008) -0.25 9 9 -1.16 0.66 
(Baragona, 2009) -0.12 46 46 -0.52 0.29 
(Sundblad et al., 2002) -0.08 21 16 -0.72 0.56 
(Reich, 2007) -0.01 47 50 -0.40 0.39 
(Baturay & Bay, 2010) 0.01 25 19 -0.59 0.60 
(Gurpinar et al., 2010) 0.08 176 176 -0.13 0.29 
(Yang, 2002) 0.09 19 18 -0.55 0.73 
(Beachey, 2004) 0.11 29 36 -0.37 0.60 
(Padmaraju, 2008) 0.12 72 72 -0.21 0.45 
(Distlehorst et al., 2009) 0.12 100 221 -0.11 0.36 
(Sundblad et al., 2002) 0.13 21 15 -0.53 0.79 
(Distlehorst et al., 2009) 0.17 95 200 -0.07 0.42 
(Reich, 2007) 0.18 47 50 -0.22 0.58 
(Reich, 2007) 0.25 47 50 -0.15 0.65 
(Lin et al., 2010) 0.27 72 70 -0.06 0.60 
(Bligh et al., 2000) 0.27 137 149 0.04 0.51 
(Baturay & Bay, 2010) 0.30 33 35 -0.17 0.78 
(Matthews, 2004) 0.32 24 24 -0.24 0.89 
(Gurpinar et al., 2010) 0.35 176 176 0.14 0.56 
(Kaufman & Mann, 1996) 0.35 72 52 -0.01 0.71 
(Vernon et al., 1992) 0.36 144 144 0.13 0.59 
(table continues) 
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Study in-text  citation g NTreatment NControl CIlower CIupper 
(Hwang & Kim, 2006) 0.39 35 36 -0.08 0.85 
(Lesperance, 2008) 0.43 9 9 -0.49 1.34 
(Ozturk et al., 2008) 0.43 52 95 0.09 0.77 
(Peters et al., 2000) 0.45 42 46 0.02 0.87 
(Lin et al., 2010) 0.46 72 70 0.13 0.79 
(Lancaster et al., 1997) 0.50 56 285 0.21 0.79 
(Gurpinar et al., 2010) 0.54 176 176 0.33 0.76 
(Newble & Clarke, 1986) 0.55 44 43 0.13 0.98 
(Wang et al., 2010) 0.56 87 86 0.25 0.86 
(Beachey, 2004) 0.58 52 36 0.15 1.01 
(Peters et al., 2000) 0.59 45 43 0.17 1.02 
(Hwang & Kim, 2006) 0.63 35 36 0.16 1.11 
(Akinoglu & Tandogan, 2009) 0.65 25 25 0.09 1.22 
(Mantri et al., 2008) 0.66 21 107 0.19 1.13 
(Gurpinar et al., 2010) 0.67 176 176 0.45 0.88 
(Lancaster et al., 1997) 0.73 56 285 0.43 1.02 
(Sungur & Tekkaya, 2006) 0.74 30 31 0.23 1.26 
(Distlehorst et al., 2009) 0.76 68 136 0.46 1.06 
(Newble & Clarke, 1986) 0.77 63 97 0.44 1.10 
(Newble & Clarke, 1986) 0.82 46 104 0.46 1.17 
(Semerci, 2006) 0.82 30 30 0.29 1.34 
(Konings et al., 2005) 0.86 15 14 0.11 1.61 
(Lesperance, 2008) 0.87 9 9 -0.08 1.82 
(Peters et al., 2000) 0.87 50 49 0.46 1.28 
(Sungur & Tekkaya, 2006) 0.88 30 31 0.35 1.40 
(Distlehorst et al., 2009) 0.91 83 163 0.63 1.19 
(Mantri et al., 2008) 0.91 21 107 0.43 1.39 
(Gurpinar et al., 2010) 0.91 176 176 0.69 1.13 
(Kaufman & Mann, 1996) 0.95 72 52 0.61 1.29 
(Kaufman & Mann, 1996) 0.97 72 52 0.60 1.35 
(Konings et al., 2005) 1.03 15 14 0.27 1.80 
(Lancaster et al., 1997) 1.05 56 285 0.75 1.34 
(Dehkordi et al., 2008) 1.07 20 20 0.41 1.73 
(table continues) 
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Study in-text  citation g NTreatment NControl CIlower CIupper 
(Kassebaum et al., 1991) 1.10 17 17 0.39 1.82 
(Kassebaum et al., 1991) 1.14 17 17 0.42 1.86 
(Kassebaum et al., 1991) 1.16 17 17 0.44 1.88 
(Schlett et al., 2010) 1.16 101 4720 0.96 1.36 
(Kong et al., 2009) 1.19 60 30 0.72 1.66 
(Lesperance, 2008) 1.45 9 9 0.43 2.48 
(Lieberman et al., 1997) 2.81 24 106 2.25 3.37 
Pooled ES, total N and confidence interval limits 0.44 3827 9785 0.31 0.57 
 
Table G10 
Internal Validity: Statistical Regression Component, Scale = 1, Hedges’ g with NTreatment, 
NControl, and Lower and Upper Confidence Intervals 
 
Study in-text  citation g NTreatment NControl CIlower CIupper 
(Williams et al., 1998) 0.14 82 17 -0.39 0.66 
(Vazquez, 2008) 0.52 11 22 -0.21 1.25 
(Vazquez, 2008) 0.55 11 22 -0.18 1.27 
(Vazquez, 2008) 0.69 11 22 -0.05 1.42 
(Vazquez, 2008) 0.97 11 22 0.22 1.72 
(Sevening & Baron, 2002) 1.36 17 17 0.62 2.10 
Pooled ES, total N and confidence interval limits 0.66 143 122 0.30 1.02 
 
 
  
155 
 
 
 
Table G11 
Internal Validity: Differential Selection Component, Scale = 0, Hedges’ g with NTreatment, 
NControl, and Lower and Upper Confidence Intervals 
 
Study In-text  Citation g NTreatment NControl CIlower CIupper 
(Bragg & Evans, 2005) -0.95 75 75 -1.29 -0.61 
(Smits et al., 2003) -0.87 46 45 -1.30 -0.44 
(Hesterberg, 2005) -0.76 33 30 -1.27 -0.25 
(Smits et al., 2003) -0.75 51 49 -1.15 -0.34 
(Sundblad et al., 2002) -0.66 21 16 -1.32 0.00 
(Anderson, 2007) -0.55 54 56 -0.93 -0.17 
(Sundblad et al., 2002) -0.44 21 15 -1.10 0.23 
(Sundblad et al., 2002) -0.08 21 16 -0.72 0.56 
(Padmaraju, 2008) 0.12 72 72 -0.21 0.45 
(Distlehorst et al., 2009) 0.12 100 221 -0.11 0.36 
(Sundblad et al., 2002) 0.13 21 15 -0.53 0.79 
(Distlehorst et al., 2009) 0.17 95 200 -0.07 0.42 
(Lin et al., 2010) 0.27 72 70 -0.06 0.60 
(Matthews, 2004) 0.32 24 24 -0.24 0.89 
(Kaufman & Mann, 1996) 0.35 72 52 -0.01 0.71 
(Hwang & Kim, 2006) 0.39 35 36 -0.08 0.85 
(Peters et al., 2000) 0.45 42 46 0.02 0.87 
(Lin et al., 2010) 0.46 72 70 0.13 0.79 
(Peters et al., 2000) 0.59 45 43 0.17 1.02 
(Hwang & Kim, 2006) 0.63 35 36 0.16 1.11 
(Akinoglu & Tandogan, 2009) 0.65 25 25 0.09 1.22 
(Mantri et al., 2008) 0.66 21 107 0.19 1.13 
(Distlehorst et al., 2009) 0.76 68 136 0.46 1.06 
(Peters et al., 2000) 0.87 50 49 0.46 1.28 
(Distlehorst et al., 2009) 0.91 83 163 0.63 1.19 
(Mantri et al., 2008) 0.91 21 107 0.43 1.39 
(Kaufman & Mann, 1996) 0.95 74 72 0.61 1.29 
(Kaufman & Mann, 1996) 0.97 72 52 0.60 1.35 
(Dehkordi et al., 2008) 1.07 20 20 0.41 1.73 
(Kong et al., 2009) 1.19 60 30 0.72 1.66 
(Lieberman et al., 1997) 2.81 24 106 2.25 3.37 
Pooled ES, total N and confidence interval limits 0.35 1525 2054 0.11 0.59 
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Table G12 
Internal Validity: Differential Selection Component, Scale=1, Hedges’ g with NTreatment, 
NControl, and Lower and Upper Confidence Intervals 
 
Study in-text  citation g NTreatment NControl CIlower CIupper 
(Sungur & Tekkaya, 2006) -1.42 30 31 -1.97 -0.86 
(Lesperance, 2008) -0.25 9 9 -1.16 0.66 
(Baragona, 2009) -0.12 46 46 -0.52 0.29 
(Baturay & Bay, 2010) 0.01 25 19 -0.59 0.60 
(Gurpinar et al., 2010) 0.08 176 176 -0.13 0.29 
(Yang, 2002) 0.09 19 18 -0.55 0.73 
(Beachey, 2004) 0.11 29 36 -0.37 0.60 
(Williams et al., 1998) 0.14 82 17 -0.39 0.66 
(Bligh et al., 2000) 0.27 137 149 0.04 0.51 
(Baturay & Bay, 2010) 0.30 33 35 -0.17 0.78 
(Gurpinar et al., 2010) 0.35 176 176 0.14 0.56 
(Lesperance, 2008) 0.43 9 9 -0.49 1.34 
(Ozturk et al., 2008) 0.43 52 95 0.09 0.77 
(Lancaster et al., 1997) 0.50 56 285 0.21 0.79 
(Vazquez, 2008) 0.52 11 22 -0.21 1.25 
(Gurpinar et al., 2010) 0.54 176 176 0.33 0.76 
(Vazquez, 2008) 0.55 11 22 -0.18 1.27 
(Newble & Clarke, 1986) 0.55 44 43 0.13 0.98 
(Wang et al., 2010) 0.56 87 86 0.25 0.86 
(Beachey, 2004) 0.58 52 36 0.15 1.01 
(Gurpinar et al., 2010) 0.67 176 176 0.45 0.88 
(Vazquez, 2008) 0.69 11 22 -0.05 1.42 
(Lancaster et al., 1997) 0.73 56 285 0.43 1.02 
(Sungur & Tekkaya, 2006) 0.74 30 31 0.23 1.26 
(Newble & Clarke, 1986) 0.77 63 97 0.44 1.10 
(Newble & Clarke, 1986) 0.82 46 104 0.46 1.17 
(Semerci, 2006) 0.82 30 30 0.29 1.34 
(Konings et al., 2005) 0.86 15 14 0.11 1.61 
(Lesperance, 2008) 0.87 9 9 -0.08 1.82 
(Sungur & Tekkaya, 2006) 0.88 30 31 0.35 1.40 
(Gurpinar et al., 2010) 0.91 176 176 0.69 1.13 
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Study in-text  citation g NTreatment NControl CIlower CIupper 
(Vazquez, 2008) 0.97 11 22 0.22 1.72 
(Konings et al., 2005) 1.03 15 14 0.27 1.80 
(Lancaster et al., 1997) 1.05 56 285 0.75 1.34 
(Schlett et al., 2010) 1.16 101 4720 0.96 1.36 
(Sevening & Baron, 2002) 1.36 17 17 0.62 2.10 
(Lesperance, 2008) 1.45 9 9 0.43 2.48 
Pooled ES, total N and confidence interval limits 0.53 2111 7528 0.39 0.67 
 
Table G13 
Internal Validity: Differential Selection Component, Scale = 2, Hedges’ g with NTreatment, 
NControl, and Lower and Upper Confidence Intervals 
 
Study in-text  citation g NTreatment NControl CIlower CIupper 
(Reich, 2007) -0.01 47 50 -0.40 0.39 
(Reich, 2007) 0.18 47 50 -0.22 0.58 
(Reich, 2007) 0.25 47 50 -0.15 0.65 
(Vernon et al., 1992) 0.36 144 144 0.13 0.59 
(Kassebaum et al., 1991) 1.10 17 17 0.39 1.82 
(Kassebaum et al., 1991) 1.14 17 17 0.42 1.86 
(Kassebaum et al., 1991) 1.16 17 17 0.44 1.88 
Pooled ES, total N and confidence interval limits 0.48 336 345 0.19 0.77 
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Table G14 
Internal Validity: Experimental Mortality Component, Scale = 0, Hedges’ g with 
NTreatment, NControl, and Lower and Upper Confidence Intervals 
 
Study in-text  citation g NTreatment NControl CIlower CIupper 
(Sungur & Tekkaya, 2006) -1.42 30 31 -1.97 -0.86 
(Bragg & Evans, 2005) -0.95 75 75 -1.29 -0.61 
(Sundblad et al., 2002) -0.66 21 16 -1.32 0.00 
(Anderson, 2007) -0.55 54 56 -0.93 -0.17 
(Sundblad et al., 2002) -0.44 21 15 -1.10 0.23 
(Baragona, 2009) -0.12 46 46 -0.52 0.29 
(Sundblad et al., 2002) -0.08 21 16 -0.72 0.56 
(Reich, 2007) -0.01 47 50 -0.40 0.39 
(Gurpinar et al., 2010) 0.08 176 176 -0.13 0.29 
(Yang, 2002) 0.09 19 18 -0.55 0.73 
(Beachey, 2004) 0.11 29 36 -0.37 0.60 
(Sundblad et al., 2002) 0.13 21 15 -0.53 0.79 
(Reich, 2007) 0.18 47 50 -0.22 0.58 
(Reich, 2007) 0.25 47 50 -0.15 0.65 
(Lin et al., 2010) 0.27 72 70 -0.06 0.60 
(Matthews, 2004) 0.32 24 24 -0.24 0.89 
(Gurpinar et al., 2010) 0.35 176 176 0.14 0.56 
(Vernon et al., 1992) 0.36 144 144 0.13 0.59 
(Hwang & Kim, 2006) 0.39 35 36 -0.08 0.85 
(Lin et al., 2010) 0.46 72 70 0.13 0.79 
(Lancaster et al., 1997) 0.50 56 285 0.21 0.79 
(Vazquez, 2008) 0.52 11 22 -0.21 1.25 
(Gurpinar et al., 2010) 0.54 176 176 0.33 0.76 
(Vazquez, 2008) 0.55 11 22 -0.18 1.27 
(Wang et al., 2010) 0.56 87 86 0.25 0.86 
(Beachey, 2004) 0.58 52 36 0.15 1.01 
(Hwang & Kim, 2006) 0.63 35 36 0.16 1.11 
(Akinoglu & Tandogan, 2009) 0.65 25 25 0.09 1.22 
(Gurpinar et al., 2010) 0.67 176 176 0.45 0.88 
(Vazquez, 2008) 0.69 11 22 -0.05 1.42 
(Lancaster et al., 1997) 0.73 56 285 0.43 1.02 
(Sungur & Tekkaya, 2006) 0.74 30 31 0.23 1.26 
(table continues) 
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Study in-text  citation g NTreatment NControl CIlower CIupper 
(Semerci, 2006) 0.82 30 30 0.29 1.34 
(Konings et al., 2005) 0.86 15 14 0.11 1.61 
(Peters et al., 2000) 0.87 50 49 0.46 1.28 
(Sungur & Tekkaya, 2006) 0.88 30 31 0.35 1.40 
(Gurpinar et al., 2010) 0.91 176 176 0.69 1.13 
(Vazquez, 2008) 0.97 11 22 0.22 1.72 
(Konings et al., 2005)) 1.03 15 14 0.27 1.80 
(Lancaster et al., 1997) 1.05 56 285 0.75 1.34 
(Dehkordi et al., 2008) 1.07 20 20 0.41 1.73 
(Kassebaum et al., 1991) 1.10 17 17 0.39 1.82 
(Kassebaum et al., 1991) 1.14 17 17 0.42 1.86 
(Kassebaum et al., 1991) 1.16 17 17 0.44 1.88 
(Kong et al., 2009) 1.19 60 30 0.72 1.66 
(Sevening & Baron, 2002) 1.36 17 17 0.62 2.10 
Pooled ES, total N and confidence interval limits 0.43 2434 3111 0.28 0.58 
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Table G15 
Internal Validity: Experimental Mortality Component, Scale = 1, Hedges’ g with 
NTreatment, NControl, and Lower and Upper Confidence Intervals 
 
Study in-text  citation g NTreatment NControl CIlower CIupper 
(Smits et al., 2003) -0.87 46 45 -1.30 -0.44 
(Smits et al., 2003) -0.75 51 49 -1.15 -0.34 
(Lesperance, 2008) -0.25 9 9 -1.16 0.66 
(Padmaraju, 2008) 0.12 72 72 -0.21 0.45 
(Williams et al., 1998) 0.14 82 17 -0.39 0.66 
(Bligh et al., 2000) 0.27 137 149 0.04 0.51 
(Kaufman & Mann, 1996) 0.35 72 52 -0.01 0.71 
(Lesperance, 2008) 0.43 9 9 -0.49 1.34 
(Ozturk et al., 2008) 0.43 52 95 0.09 0.77 
(Peters et al., 2000) 0.45 42 46 0.02 0.87 
(Newble & Clarke, 1986) 0.55 44 43 0.13 0.98 
(Peters et al., 2000) 0.59 45 43 0.17 1.02 
(Mantri et al., 2008) 0.66 21 107 0.19 1.13 
(Newble & Clarke, 1986) 0.77 63 97 0.44 1.10 
(Newble & Clarke, 1986) 0.82 46 104 0.46 1.17 
(Lesperance, 2008) 0.87 9 9 -0.08 1.82 
(Mantri et al., 2008) 0.91 21 107 0.43 1.39 
(Kaufman & Mann, 1996) 0.95 74 72 0.61 1.29 
(Kaufman & Mann, 1996) 0.97 72 52 0.60 1.35 
(Lesperance, 2008) 1.45 9 9 0.43 2.48 
Pooled ES, total N and confidence interval limits 0.42 976 1186 0.19 0.66 
 
 
Table G16 
Internal Validity: Experimental Mortality Component, Scale = 2, Hedges’ g with 
NTreatment, NControl, and Lower and Upper Confidence Intervals 
 
Study in-text  citation g NTreatment NControl CIlower CIupper 
(Hesterberg, 2005) -0.76 33 30 -1.27 -0.25 
(Schlett et al., 2010) 1.16 101 4720 0.96 1.36 
(Lieberman et al., 1997) 2.81 24 196 2.25 3.37 
Pooled ES, total N and confidence interval limits 1.07 158 4946 -0.51 2.65 
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Table G17 
Internal Validity: Experimental Mortality Component, Scale = 3, Hedges’ g with 
NTreatment, NControl, and Lower and Upper Confidence Intervals 
 
Study In-text  Citation g NTreatment NControl CIlower CIupper 
(Baturay & Bay, 2010) 0.01 25 19 -0.59 0.60 
(Distlehorst et al., 2009) 0.12 100 221 -0.11 0.36 
(Distlehorst et al., 2009) 0.17 95 200 -0.07 0.42 
(Baturay & Bay, 2010) 0.30 33 35 -0.17 0.78 
(Distlehorst et al., 2009) 0.76 68 136 0.46 1.06 
(Distlehorst et al., 2009) 0.91 83 163 0.63 1.19 
Pooled ES, total N and confidence interval limits 0.40 404 774 0.09 0.71 
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Table G18 
External Validity: Limited Descriptiony Component, Scale = 2, Hedges’ g with NTreatment, 
NControl, and Lower and Upper Confidence Intervals 
 
Study In-text  Citation g NTreatment NControl CIlower CIupper 
(Bragg & Evans, 2005) -0.95 75 75 -1.29 -0.61 
(Hesterberg, 2005) -0.76 33 30 -1.27 -0.25 
(Baturay & Bay, 2010) 0.01 25 19 -0.59 0.60 
(Gurpinar et al., 2010) 0.08 176 176 -0.13 0.29 
(Beachey, 2004) 0.11 29 36 -0.37 0.60 
(Distlehorst et al., 2009) 0.12 100 221 -0.11 0.36 
(Distlehorst et al., 2009) 0.17 95 200 -0.07 0.42 
(Bligh et al., 2000) 0.27 137 149 0.04 0.51 
(Baturay & Bay, 2010) 0.30 33 35 -0.17 0.78 
(Gurpinar et al., 2010) 0.35 176 176 0.14 0.56 
(Kaufman & Mann, 1996) 0.35 72 52 -0.01 0.71 
(Vernon et al., 1992) 0.36 144 144 0.13 0.59 
(Ozturk et al., 2008) 0.43 52 95 0.09 0.77 
(Lancaster et al., 1997) 0.50 56 285 0.21 0.79 
(Vazquez, 2008) 0.52 11 22 -0.21 1.25 
(Gurpinar et al., 2010) 0.54 176 176 0.33 0.76 
(Vazquez, 2008) 0.55 11 22 -0.18 1.27 
(Beachey, 2004) 0.58 52 36 0.15 1.01 
(Gurpinar et al., 2010) 0.67 176 176 0.45 0.88 
(Vazquez, 2008) 0.69 11 22 -0.05 1.42 
(Lancaster et al., 1997) 0.73 56 285 0.43 1.02 
(Distlehorst et al., 2009) 0.76 68 136 0.46 1.06 
(Konings et al., 2005) 0.86 15 14 0.11 1.61 
(Distlehorst et al., 2009) 0.91 83 163 0.63 1.19 
(Gurpinar et al., 2010) 0.91 176 176 0.69 1.13 
(Kaufman & Mann, 1996) 0.95 74 72 0.61 1.29 
(Vazquez, 2008) 0.97 11 22 0.22 1.72 
(Kaufman & Mann, 1996) 0.97 72 52 0.60 1.35 
(Konings et al., 2005)) 1.03 15 14 0.27 1.80 
(Lancaster et al., 1997) 1.05 56 285 0.75 1.34 
Pooled ES, total N and confidence interval limits 0.46 2266 3366 0.30 0.61 
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Table G19 
External Validity: Limited Descriptiony Component, Scale = 1, Hedges’ g with NTreatment, 
NControl, and Lower and Upper Confidence Intervals 
 
Study In-text  Citation g NTreatment NControl CIlower CIupper 
(Sungur & Tekkaya, 2006) -1.42 30 31 -1.97 -0.86 
(Smits et al., 2003) -0.87 46 45 -1.30 -0.44 
(Smits et al., 2003) -0.75 51 49 -1.15 -0.34 
(Baragona, 2009) -0.12 46 46 -0.52 0.29 
(Yang, 2002) 0.09 19 18 -0.55 0.73 
(Williams et al., 1998) 0.14 82 17 -0.39 0.66 
(Peters et al., 2000) 0.45 42 46 0.02 0.87 
(Newble & Clarke, 19 0.55 44 43 0.13 0.98 
(Peters et al., 2000) 0.59 45 43 0.17 1.02 
(Sungur & Tekkaya, 2006) 0.74 30 31 0.23 1.26 
(Newble & Clarke, 1986) 0.77 63 97 0.44 1.10 
(Newble & Clarke, 1986) 0.82 46 104 0.46 1.17 
(Peters et al., 2000) 0.87 50 49 0.46 1.28 
(Sungur & Tekkaya, 2006) 0.88 30 32 0.35 1.40 
(Dehkordi et al., 2008) 1.07 20 20 0.41 1.73 
(Schlett et al., 2010) 1.16 101 4720 0.96 1.36 
(Sevening & Baron, 2002) 1.36 17 17 0.62 2.10 
Pooled ES, total N and confidence interval limits 0.37 732 5377 0.01 0.73 
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Table G20 
External Validity: Limited Descriptiony Component, Scale = 0, Hedges’ g with NTreatment, 
NControl, and Lower and Upper Confidence Intervals 
 
Study In-text  Citation g NTreatment NControl CIlower CIupper 
(Sundblad et al., 2002) -0.66 21 16 -1.32 0.00 
(Anderson, 2007) -0.55 54 56 -0.93 -0.17 
(Sundblad et al., 2002) -0.44 21 15 -1.10 0.23 
(Lesperance, 2008) -0.25 9 9 -1.16 0.66 
(Sundblad et al., 2002) -0.08 21 16 -0.72 0.56 
(Reich, 2007) -0.01 46 50 -0.40 0.39 
(Padmaraju, 2008) 0.12 72 72 -0.21 0.45 
(Sundblad et al., 2002) 0.13 21 15 -0.53 0.79 
(Reich, 2007) 0.18 47 50 -0.22 0.58 
(Reich, 2007) 0.25 47 50 -0.15 0.65 
(Lin et al., 2010) 0.27 72 70 -0.06 0.60 
(Matthews, 2004) 0.32 24 24 -0.24 0.89 
(Hwang & Kim, 2006) 0.39 35 3 6.00 0.85 
(Lesperance, 2008) 0.43 9 9 -0.49 1.34 
(Lin et al., 2010) 0.46 72 70 0.13 0.79 
(Wang et al., 2010) 0.56 87 86 0.25 0.86 
(Hwang & Kim, 2006) 0.63 35 36 0.16 1.11 
(Akinoglu & Tandogan, 2009) 0.65 25 25 0.09 1.22 
(Mantri et al., 2008) 0.66 21 107 0.19 1.13 
(Semerci, 2006) 0.82 30 30 0.29 1.34 
(Lesperance, 2008) 0.87 9 9 -0.08 1.82 
(Mantri et al., 2008) 0.91 21 107 0.43 1.39 
(Kassebaum et al., 1991) 1.10 17 17 0.39 1.82 
(Kassebaum et al., 1991) 1.14 17 17 0.42 1.86 
(Kassebaum et al., 1991) 1.16 17 17 0.44 1.88 
(Kong et al., 2009) 1.19 60 30 0.72 1.66 
(Lesperance, 2008) 1.45 9 9 0.43 2.48 
(Lieberman et al., 1997) 2.81 24 106 2.25 3.37 
Pooled ES, total N and confidence interval limits 0.50 943 1121 0.27 0.74 
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Table G21 
External Validity: Multiple Treatment Component, Scale = 0, Hedges’ g with NTreatment, 
NControl, and Lower and Upper Confidence Intervals 
 
Study In-text  Citation g NTreatment NControl CIlower CIupper 
(Sungur & Tekkaya, 2006) -1.42 30 31 -1.97 -0.86 
(Bragg & Evans, 2005) -0.95 75 75 -1.29 -0.61 
(Hesterberg, 2005) -0.76 33 30 -1.27 -0.25 
(Sundblad et al., 2002) -0.66 21 16 -1.32 0.00 
(Anderson, 2007) -0.55 54 56 -0.93 -0.17 
(Sundblad et al., 2002) -0.44 21 15 -1.10 0.23 
(Baragona, 2009) -0.12 46 46 -0.52 0.29 
(Sundblad et al., 2002) -0.08 21 16 -0.72 0.56 
(Reich, 2007) -0.01 47 50 -0.40 0.39 
(Baturay & Bay, 2010) 0.01 25 19 -0.59 0.60 
(Gurpinar et al., 2010) 0.08 176 176 -0.13 0.29 
(Yang, 2002) 0.09 19 18 -0.55 0.73 
(Padmaraju, 2008) 0.12 72 72 -0.21 0.45 
(Distlehorst et al., 2009) 0.12 100 221 -0.11 0.36 
(Sundblad et al., 2002) 0.13 21 15 -0.53 0.79 
(Williams et al., 1998) 0.14 82 17 -0.39 0.66 
(Distlehorst et al., 2009) 0.17 95 200 -0.07 0.42 
(Reich, 2007) 0.18 47 50 -0.22 0.58 
(Reich, 2007) 0.25 47 50 -0.15 0.65 
(Lin et al., 2010) 0.27 72 70 -0.06 0.60 
(Bligh et al., 2000) 0.27 137 149 0.04 0.51 
(Baturay & Bay, 2010) 0.30 33 35 -0.17 0.78 
(Matthews, 2004) 0.32 24 24 -0.24 0.89 
(Gurpinar et al., 2010) 0.35 176 176 0.14 0.56 
(Kaufman & Mann, 1996) 0.35 72 52 -0.01 0.71 
(Hwang & Kim, 2006) 0.39 35 36 -0.08 0.85 
(Ozturk et al., 2008) 0.43 52 95 0.09 0.77 
(Lin et al., 2010) 0.46 72 70 0.13 0.79 
(Lancaster et al., 1997) 0.50 56 285 0.21 0.79 
(Vazquez, 2008) 0.52 11 22 -0.21 1.25 
(Gurpinar et al., 2010) 0.54 176 176 0.33 0.76 
(Vazquez, 2008) 0.55 11 22 -0.18 1.27 
(Newble & Clarke, 1986) 0.55 44 43 0.13 0.98 
(table continues) 
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Study In-text  Citation g NTreatment NControl CIlower CIupper 
(Wang et al., 2010) 0.56 87 86 0.25 0.86 
(Hwang & Kim, 2006) 0.63 35 36 0.16 1.11 
(Akinoglu & Tandogan, 2009) 0.65 25 25 0.09 1.22 
(Mantri et al., 2008) 0.66 21 107 0.19 1.13 
(Gurpinar et al., 2010) 0.67 176 176 0.45 0.88 
(Vazquez, 2008) 0.69 11 22 -0.05 1.42 
(Lancaster et al., 1997) 0.73 56 285 0.43 1.02 
(Sungur & Tekkaya, 2006) 0.74 30 31 0.23 1.26 
(Distlehorst et al., 2009) 0.76 68 136 0.46 1.06 
(Newble & Clarke, 1986) 0.77 63 97 0.44 1.10 
(Newble & Clarke, 1986) 0.82 46 104 0.46 1.17 
(Semerci, 2006) 0.82 30 30 0.29 1.34 
(Konings et al., 2005)) 0.86 15 14 0.11 1.61 
(Sungur & Tekkaya, 2006) 0.88 30 31 0.35 1.40 
(Distlehorst et al., 2009) 0.91 83 163 0.63 1.19 
(Mantri et al., 2008) 0.91 21 107 0.43 1.39 
(Gurpinar et al., 2010) 0.91 176 176 0.69 1.13 
(Kaufman & Mann, 1996) 0.95 74 72 0.61 1.29 
(Vazquez, 2008) 0.97 11 22 0.22 1.72 
(Kaufman & Mann, 1996) 0.97 72 52 0.60 1.35 
(Konings et al., 2005)) 1.03 15 14 0.27 1.80 
(Lancaster et al., 1997) 1.05 56 285 0.75 1.34 
(Dehkordi et al., 2008) 1.07 20 20 0.41 1.73 
(Schlett et al., 2010) 1.16 101 4720 0.96 1.36 
(Sevening & Baron, 2002) 1.36 17 17 0.62 2.10 
(Lieberman et al., 1997) 2.81 24 106 2.25 3.37 
Pooled ES, total N and confidence interval limits 0.45 3366 9362 0.31 0.58 
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Table G22 
External Validity: Multiple Treatment Component, Scale = 1, Hedges’ g with NTreatment, 
NControl, and Lower and Upper Confidence Intervals 
 
Study in-text  citation g NTreatment NControl CIlower CIupper 
(Beachey, 2004) 0.11 29 36 -0.37 0.60 
(Peters et al., 2000) 0.45 42 46 0.02 0.87 
(Beachey, 2004) 0.58 52 26 0.15 1.01 
(Peters et al., 2000) 0.59 45 43 0.17 1.02 
(Peters et al., 2000) 0.87 50 49 0.46 1.28 
(Kong et al., 2009) 1.19 60 30 0.72 1.66 
Pooled ES, N total and Confidence Interval Limits 0.64 278 230 0.36 0.91 
 
 
 
Table G23 
External Validity: Multiple Treatment Component, Scale=2, Hedges’ g with NTreatment, 
NControl, and Lower and Upper Confidence Intervals 
 
Study In-text  Citation g NTreatment NControl CIlower CIupper 
(Smits et al., 2003) -0.87 46 46 -1.30 -0.44 
(Smits et al., 2003) -0.75 51 49 -1.15 -0.34 
(Lesperance, 2008) -0.25 9 9 -1.16 0.66 
(Vernon et al., 1992) 0.36 144 144 0.13 0.59 
(Lesperance, 2008) 0.43 9 9 -0.49 1.34 
(Lesperance, 2008) 0.87 9 9 -0.08 1.82 
(Kassebaum et al., 1991) 1.10 17 17 0.39 1.82 
(Kassebaum et al., 1991) 1.14 17 17 0.42 1.86 
(Kassebaum et al., 1991) 1.16 17 17 0.44 1.88 
(Lesperance, 2008) 1.45 9 9 0.43 2.48 
Pooled ES, total N and confidence interval limits 0.41 328 326 -0.11 0.93 
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Table G24 
External Validity: Experimenter Effect Component, Scale = 1, Hedges’ g with NTreatment, 
NControl, and Lower and Upper Confidence Intervals 
 
Study in-text  citation g NTreatment NControl CIlower CIupper 
(Sungur & Tekkaya, 2006) -1.42 30 31 -1.97 -0.86 
(Lesperance, 2008) -0.25 9 9 -1.16 0.66 
(Yang, 2002) 0.09 19 18 -0.55 0.73 
(Williams et al., 1998) 0.14 82 17 -0.39 0.66 
(Lesperance, 2008) 0.43 9 9 -0.49 1.34 
(Akinoglu & Tandogan, 2009) 0.65 25 25 0.09 1.22 
(Mantri et al., 2008) 0.66 21 107 0.19 1.13 
(Sungur & Tekkaya, 2006) 0.74 30 31 0.23 1.26 
(Lesperance, 2008) 0.87 9 9 -0.08 1.82 
(Sungur & Tekkaya, 2006) 0.88 30 31 0.35 1.40 
(Mantri et al., 2008) 0.91 21 107 0.43 1.39 
(Kassebaum et al., 1991) 1.10 17 17 0.39 1.82 
(Kassebaum et al., 1991) 1.14 17 17 0.42 1.86 
(Kassebaum et al., 1991) 1.16 17 17 0.44 1.88 
(Kong et al., 2009) 1.19 60 30 0.72 1.66 
(Lesperance, 2008) 1.45 9 9 0.43 2.48 
Pooled ES, total N and confidence interval limits 0.60 405 484 0.25 0.95 
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Table G25 
External Validity: Experimenter Effect Component, Scale = 0, Hedges’ g with NTreatment, 
NControl, and Lower and Upper Confidence Intervals 
 
Study in-text  citation g NTreatment NControl CIlower CIupper 
(Bragg & Evans, 2005) -0.95 75 75 -1.29 -0.61 
(Smits et al., 2003) -0.87 46 45 -1.30 -0.44 
(Hesterberg, 2005) -0.76 33 30 -1.27 -0.25 
(Smits et al., 2003) -0.75 51 49 -1.15 -0.34 
(Sundblad et al., 2002) -0.66 21 16 -1.32 0.00 
(Anderson, 2007) -0.55 54 56 -0.93 -0.17 
(Sundblad et al., 2002) -0.44 21 15 -1.10 0.23 
(Baragona, 2009) -0.12 46 46 -0.52 0.29 
(Sundblad et al., 2002) -0.08 21 16 -0.72 0.56 
(Reich, 2007) -0.01 47 50 -0.40 0.39 
(Baturay & Bay, 2010) 0.01 35 19 -0.59 0.60 
(Gurpinar et al., 2010) 0.08 176 176 -0.13 0.29 
(Beachey, 2004) 0.11 39 36 -0.37 0.60 
(Padmaraju, 2008) 0.12 72 72 -0.21 0.45 
(Distlehorst et al., 2009) 0.12 100 221 -0.11 0.36 
(Sundblad et al., 2002) 0.13 21 15 -0.53 0.79 
(Distlehorst et al., 2009) 0.17 95 200 -0.07 0.42 
(Reich, 2007) 0.18 47 50 -0.22 0.58 
(Reich, 2007) 0.25 47 50 -0.15 0.65 
(Lin et al., 2010) 0.27 72 70 -0.06 0.60 
(Bligh et al., 2000) 0.27 137 149 0.04 0.51 
(Baturay & Bay, 2010) 0.30 33 35 -0.17 0.78 
(Matthews, 2004) 0.32 24 24 -0.24 0.89 
(Gurpinar et al., 2010) 0.35 176 176 0.14 0.56 
(Kaufman & Mann, 1996) 0.35 72 52 -0.01 0.71 
(Vernon et al., 1992) 0.36 144 144 0.13 0.59 
(Hwang & Kim, 2006) 0.39 35 36 -0.08 0.85 
(Ozturk et al., 2008) 0.43 52 95 0.09 0.77 
(Peters et al., 2000) 0.45 42 46 0.02 0.87 
(Lin et al., 2010) 0.46 72 70 0.13 0.79 
(Lancaster et al., 1997) 0.50 56 285 0.21 0.79 
(Vazquez, 2008) 0.52 11 22 -0.21 1.25 
(Gurpinar et al., 2010) 0.54 176 176 0.33 0.76 
(Vazquez, 2008) 0.55 11 22 -0.18 1.27 
(table continues)
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Study in-text  citation g NTreatment NControl CIlower CIupper 
(Newble & Clarke, 1986) 0.55 44 43 0.13 0.98 
(Wang et al., 2010) 0.56 87 86 0.25 0.86 
(Beachey, 2004) 0.58 52 36 0.15 1.01 
(Peters et al., 2000) 0.59 45 43 0.17 1.02 
(Hwang & Kim, 2006) 0.63 35 36 0.16 1.11 
(Gurpinar et al., 2010) 0.67 176 176 0.45 0.88 
(Vazquez, 2008) 0.69 11 22 -0.05 1.42 
(Lancaster et al., 1997) 0.73 56 285 0.43 1.02 
(Distlehorst et al., 2009) 0.76 68 136 0.46 1.06 
(Newble & Clarke, 1986) 0.77 53 97 0.44 1.10 
(Newble & Clarke, 1986) 0.82 46 104 0.46 1.17 
(Semerci, 2006) 0.82 30 30 0.29 1.34 
(Konings et al., 2005)) 0.86 15 14 0.11 1.61 
(Peters et al., 2000) 0.87 50 49 0.46 1.28 
(Distlehorst et al., 2009) 0.91 83 163 0.63 1.19 
(Gurpinar et al., 2010) 0.91 176 176 0.69 1.13 
(Kaufman & Mann, 1996) 0.95 74 72 0.61 1.29 
(Vazquez, 2008) 0.97 11 22 0.22 1.72 
(Kaufman & Mann, 1996) 0.97 72 52 0.60 1.35 
(Konings et al., 2005)) 1.03 15 14 0.27 1.80 
(Lancaster et al., 1997) 1.05 56 285 0.75 1.34 
(Dehkordi et al., 2008) 1.07 20 20 0.41 1.73 
(Schlett et al., 2010) 1.16 101 4720 0.96 1.36 
(Sevening & Baron, 2002) 1.36 17 17 0.62 2.10 
(Lieberman et al., 1997) 2.81 24 106 2.25 3.37 
Pooled ES, total N and confidence interval limits 0.42 3577 9443 0.29 0.55 
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Table G26 
Validity: Scale = Strong, Hedges’ g with NTreatment, NControl, and Lower and Upper 
Confidence Intervals 
 
Study in-text  citation g NTreatment NControl CIlower CIupper 
(Hesterberg, 2005) -0.76 33 30 -1.27 -0.25 
(Anderson, 2007) -0.55 54 56 -0.93 -0.17 
(Baturay & Bay, 2010) 0.01 25 19 -0.59 0.60 
(Lin et al., 2010) 0.27 72 70 -0.06 0.60 
(Bligh et al., 2000) 0.27 137 149 0.04 0.51 
(Baturay & Bay, 2010) 0.30 33 35 -0.17 0.78 
(Peters et al., 2000) 0.45 42 46 0.02 0.87 
(Lin et al., 2010) 0.46 72 70 0.13 0.79 
(Lancaster et al., 1997) 0.50 56 285 0.21 0.79 
(Peters et al., 2000) 0.59 45 42 0.17 1.02 
(Lancaster et al., 1997) 0.73 56 285 0.43 1.02 
(Semerci, 2006) 0.82 30 30 0.29 1.34 
(Peters et al., 2000) 0.87 50 49 0.46 1.28 
(Lancaster et al., 1997) 1.05 56 285 0.75 1.34 
Pooled ES, total N and confidence interval limits 0.37 761 1451 0.13 0.61 
 
 
Table G27 
Validity: Scale = Attempt, Hedges’ g with NTreatment, NControl, and Lower and Upper 
Confidence Intervals 
 
Study in-text  citation g NTreatment NControl CIlower CIupper 
(Sungur & Tekkaya, 2006) -1.42 30 31 -1.97 -0.86 
(Padmaraju, 2008) 0.12 72 72 -0.21 0.45 
(Sungur & Tekkaya, 2006) 0.74 30 31 0.23 1.26 
(Sungur & Tekkaya, 2006) 0.88 30 31 0.35 1.40 
Pooled ES, total N and confidence interval limits 0.09 162 165 -0.80 0.97 
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Table G28 
Validity: Scale=None, Hedges’ g with NTreatment, NControl, and Lower and Upper 
Confidence Intervals 
 
Study in-text  citation g NTreatment NControl CIlower CIupper 
(Bragg & Evans, 2005) -0.95 75 75 -1.29 -0.61 
(Smits et al., 2003) -0.87 46 45 -1.30 -0.44 
(Smits et al., 2003) -0.75 51 49 -1.15 -0.34 
(Sundblad et al., 2002) -0.66 21 16 -1.32 0.00 
(Sundblad et al., 2002) -0.44 21 15 -1.10 0.23 
(Lesperance, 2008) -0.25 9 9 -1.16 0.66 
(Baragona, 2009) -0.12 46 46 -0.52 0.29 
(Sundblad et al., 2002) -0.08 21 16 -0.72 0.56 
(Reich, 2007) -0.01 47 50 -0.40 0.39 
(Gurpinar et al., 2010) 0.08 176 176 -0.13 0.29 
(Yang, 2002) 0.09 19 18 -0.55 0.73 
(Beachey, 2004) 0.11 29 36 -0.37 0.60 
(Distlehorst et al., 2009) 0.12 100 221 -0.11 0.36 
(Sundblad et al., 2002) 0.13 21 15 -0.53 0.79 
(Williams et al., 1998) 0.14 82 17 -0.39 0.66 
(Distlehorst et al., 2009) 0.17 95 200 -0.07 0.42 
(Reich, 2007) 0.18 47 50 -0.22 0.58 
(Reich, 2007) 0.25 47 50 -0.15 0.65 
(Matthews, 2004) 0.32 24 24 -0.24 0.89 
(Gurpinar et al., 2010) 0.35 176 176 0.14 0.56 
(Kaufman & Mann, 1996) 0.35 72 52 -0.01 0.71 
(Vernon et al., 1992) 0.36 144 144 0.13 0.59 
(Hwang & Kim, 2006) 0.39 35 36 -0.08 0.85 
(Lesperance, 2008) 0.43 9 9 -0.49 1.34 
(Ozturk et al., 2008) 0.43 52 95 0.09 0.77 
(Vazquez, 2008) 0.52 11 22 -0.21 1.25 
(Gurpinar et al., 2010) 0.54 176 176 0.33 0.76 
(Vazquez, 2008) 0.55 11 22 -0.18 1.27 
(Newble & Clarke, 1986) 0.55 44 43 0.13 0.98 
(Wang et al., 2010) 0.56 87 86 0.25 0.86 
(Beachey, 2004) 0.58 52 36 0.15 1.01 
(Hwang & Kim, 2006) 0.63 35 36 0.16 1.11 
(table continues) 
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Study in-text  citation g NTreatment NControl CIlower CIupper 
(Akinoglu & Tandogan, 2009) 0.65 25 25 0.09 1.22 
(Mantri et al., 2008) 0.66 21 107 0.19 1.13 
(Gurpinar et al., 2010) 0.67 176 176 0.45 0.88 
(Vazquez, 2008) 0.69 11 22 -0.05 1.42 
(Distlehorst et al., 2009) 0.76 68 136 0.46 1.06 
(Newble & Clarke, 1986) 0.77 63 97 0.44 1.10 
(Newble & Clarke, 1986) 0.82 46 104 0.46 1.17 
(Konings et al., 2005)) 0.86 15 14 0.11 1.61 
(Lesperance, 2008) 0.87 9 9 -0.08 1.82 
(Distlehorst et al., 2009) 0.91 83 163 0.63 1.19 
(Mantri et al., 2008) 0.91 21 107 0.43 1.39 
(Gurpinar et al., 2010) 0.91 176 176 0.69 1.13 
(Kaufman & Mann, 1996) 0.95 74 72 0.61 1.29 
(Vazquez, 2008) 0.97 11 22 0.22 1.72 
(Kaufman & Mann, 1996) 0.97 72 52 0.60 1.35 
(Konings et al., 2005)) 1.03 15 14 0.27 1.80 
(Dehkordi et al., 2008) 1.07 20 20 0.41 1.73 
(Kassebaum et al., 1991) 1.10 17 17 0.39 1.82 
(Kassebaum et al., 1991) 1.14 17 17 0.42 1.86 
(Kassebaum et al., 1991) 1.16 17 17 0.44 1.88 
(Schlett et al., 2010) 1.16 101 4720 0.96 1.36 
(Kong et al., 2009) 1.19 60 30 0.72 1.66 
(Sevening & Baron, 2002) 1.36 17 17 0.62 2.10 
(Lesperance, 2008) 1.45 9 9 0.43 2.48 
(Lieberman et al., 1997) 2.81 24 106 2.25 3.37 
Pooled ES, total N and confidence interval limits 0.50 3049 8310 0.35 0.65 
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Table G29 
Reliability: Scale = Strong, Hedges’ g with NTreatment, NControl, and Lower and Upper 
Confidence Intervals 
 
Study In-text  Citation g NTreatment NControl CIlower CIupper 
(Anderson, 2007) -0.55 54 56 -0.93 -0.17 
(Baragona, 2009) -0.12 46 4 6.00 0.29 
(Reich, 2007) -0.01 47 50 -0.40 0.39 
(Reich, 2007) 0.18 47 50 -0.22 0.58 
(Reich, 2007) 0.25 47 50 -0.15 0.65 
(Lin et al., 2010) 0.27 72 70 -0.06 0.60 
(Kaufman & Mann, 1996) 0.35 72 52 -0.01 0.71 
(Hwang & Kim, 2006) 0.39 35 36 -0.08 0.85 
(Ozturk et al., 2008) 0.43 52 5 0.09 0.77 
(Lin, Lu, Chung, Yan 0.46 72 70 0.13 0.79 
(Hwang & Kim, 2006) 0.63 35 36 0.16 1.11 
(Akinoglu & Tandogan, 2009) 0.65 25 25 0.09 1.22 
(Semerci, 2006) 0.82 30 30 0.29 1.34 
(Kaufman & Mann, 1996) 0.95 74 72 0.61 1.29 
(Kaufman & Mann, 1996) 0.97 72 52 0.60 1.35 
(Dehkordi et al., 2008) 1.07 20 20 0.41 1.73 
Pooled ES, total N and confidence interval limits 0.40 800 678 0.19 0.61 
 
 
Table G30 
Reliability: Scale = Attempt, Hedges’ g with NTreatment, NControl, and Lower and Upper 
Confidence Intervals 
 
Study in-text  citation g NTreatment NControl CIlower CIupper 
(Hesterberg, 2005) -0.76 33 30 -1.27 -0.25 
(Padmaraju, 2008) 0.12 72 72 -0.21 0.45 
(Williams et al., 1998) 0.14 82 17 -0.39 0.66 
Pooled ES, total N and confidence interval limits -0.15 187 119 -0.70 0.39 
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Table G31 
Reliability: Scale = None, Hedges’ g with NTreatment, NControl, and Lower and Upper 
Confidence Intervals 
 
Study in-text  citation g NTreatment NControl CIlower CIupper 
(Sungur & Tekkaya, 2006) -1.42 30 31 -1.97 -0.86 
(Bragg & Evans, 2005) -0.95 75 75 -1.29 -0.61 
(Smits et al., 2003) -0.87 46 45 -1.30 -0.44 
(Smits et al., 2003) -0.75 51 49 -1.15 -0.34 
(Sundblad et al., 2002) -0.66 21 16 -1.32 0.00 
(Sundblad et al., 2002) -0.44 21 15 -1.10 0.23 
(Lesperance, 2008) -0.25 9 9 -1.16 0.66 
(Sundblad et al., 2002) -0.08 21 16 -0.72 0.56 
(Baturay & Bay, 2010) 0.01 25 19 -0.59 0.60 
(Gurpinar et al., 2010) 0.08 176 176 -0.13 0.29 
(Yang, 2002) 0.09 19 18 -0.55 0.73 
(Beachey, 2004) 0.11 20 36 -0.37 0.60 
(Distlehorst et al., 2009) 0.12 100 221 -0.11 0.36 
(Sundblad et al., 2002) 0.13 21 15 -0.53 0.79 
(Distlehorst et al., 2009) 0.17 95 200 -0.07 0.42 
(Bligh et al., 2000) 0.27 137 149 0.04 0.51 
(Baturay & Bay, 2010) 0.30 33 35 -0.17 0.78 
(Matthews, 2004) 0.32 24 24 -0.24 0.89 
(Gurpinar et al., 2010) 0.35 176 176 0.14 0.56 
(Vernon et al., 1992) 0.36 144 144 0.13 0.59 
(Lesperance, 2008) 0.43 9 9 -0.49 1.34 
(Peters et al., 2000) 0.45 42 46 0.02 0.87 
(Lancaster et al., 1997) 0.50 56 285 0.21 0.79 
(Vazquez, 2008) 0.52 11 22 -0.21 1.25 
(Gurpinar et al., 2010) 0.54 176 176 0.33 0.76 
(Vazquez, 2008) 0.55 11 22 -0.18 1.27 
(Newble & Clarke, 1986) 0.55 44 43 0.13 0.98 
(Wang et al., 2010) 0.56 87 86 0.25 0.86 
(Beachey, 2004) 0.58 52 36 0.15 1.01 
(Peters et al., 2000) 0.59 45 43 0.17 1.02 
(Mantri et al., 2008) 0.66 21 107 0.19 1.13 
(Gurpinar et al., 2010) 0.67 176 176 0.45 0.88 
(table continues) 
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Study in-text  citation g NTreatment NControl CIlower CIupper 
(Vazquez, 2008) 0.69 11 22 -0.05 1.42 
(Lancaster et al., 1997) 0.73 56 285 0.43 1.02 
(Sungur & Tekkaya, 2006) 0.74 30 31 0.23 1.26 
(Distlehorst et al., 2009) 0.76 68 136 0.46 1.06 
(Newble & Clarke, 1986) 0.77 63 97 0.44 1.10 
(Newble & Clarke, 1986) 0.82 46 104 0.46 1.17 
(Konings et al., 2005)) 0.86 15 14 0.11 1.61 
(Lesperance, 2008) 0.87 9 9 -0.08 1.82 
(Peters et al., 2000) 0.87 50 49 0.46 1.28 
(Sungur & Tekkaya, 2006) 0.88 30 31 0.35 1.40 
(Distlehorst et al., 2009) 0.91 83 163 0.63 1.19 
(Mantri et al., 2008) 0.91 21 107 0.43 1.39 
(Gurpinar et al., 2010) 0.91 176 176 0.69 1.13 
(Vazquez, 2008) 0.97 11 22 0.22 1.72 
(Konings et al., 2005)) 1.03 15 14 0.27 1.80 
(Lancaster et al., 1997) 1.05 56 285 0.75 1.34 
(Kassebaum et al., 1991) 1.10 17 17 0.39 1.82 
(Kassebaum et al., 1991) 1.14 17 17 0.42 1.86 
(Kassebaum et al., 1991) 1.16 17 17 0.44 1.88 
(Schlett et al., 2010) 1.16 101 4720 0.96 1.36 
(Kong et al., 2009) 1.19 60 30 0.72 1.66 
(Sevening & Baron, 2002) 1.36 17 17 0.62 2.10 
(Lesperance, 2008) 1.45 9 9 0.43 2.48 
(Lieberman et al., 1997) 2.81 24 106 2.25 3.37 
Pooled ES, total N and confidence interval limits 0.50 2976 8998 0.35 0.65 
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Table H1 
Science Component Hedges’ g with NTreatment, NControl, and Lower and Upper Confidence 
Intervals 
 
Study in-text citation g NTreatment NControl CIlower CIupper 
(Sungur & Tekkaya, 2006) -1.42 30 31 -1.97 -0.86 
(Bragg & Evans, 2005) -0.95 75 75 -1.29 -0.61 
(Baragona, 2009) -0.12 46 46 -0.52 0.29 
(Yang, 2002) 0.09 19 18 -0.55 0.73 
(Williams et al., 1998) 0.14 82 17 -0.39 0.66 
(Akinoglu & Tandogan, 2007) 0.65 25 25 0.09 1.22 
(Sungur & Tekkaya, 2006) 0.74 30 31 0.22 1.26 
(Sungur & Tekkaya, 2006) 0.88 30 31 0.35 1.40 
Pooled ES, total N and confidence interval limits -0.01 337 274 -0.58 0.57 
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Table H2 
Medical Education Component Hedges’ g with NTreatment, NControl, and Lower and Upper 
Confidence Intervals 
 
Study In-text Citation g NTreatment NControl CIlower CIupper 
(Smits et al., 2003) -0.87 46 45 -1.20 -0.44 
(Smits et al., 2003) -0.75 51 49 -1.15 -0.34 
(Gurpinar et al., 2010) 0.08 176 176 -0.13 0.29 
(Distlehorst et al., 2009) 0.12 100 221 -0.11 0.36 
(Distlehorst et al., 2009) 0.17 95 200 -0.07 0.41 
(Bligh et al., 2000) 0.27 137 149 0.04 0.51 
(Gurpinar et al., 2010) 0.35 176 176 0.14 0.56 
(Kaufman & Mann, 1999) 0.35 72 52 -0.01 0.71 
(Vernon et al., 1992) 0.36 144 144 0.13 0.59 
(Peters et al., 2000) 0.45 42 46 0.02 0.87 
(Lancaster et al., 1997) 0.50 56 285 0.21 0.79 
(Gurpinar et al., 2010) 0.54 176 176 0.33 0.76 
(Newble & Clarke, 1986) 0.55 44 43 0.13 0.98 
(Wang et al., 2010) 0.56 87 86 0.25 0.86 
(Peters et al., 2000) 0.59 45 43 0.17 1.02 
(Gurpinar et al., 2010) 0.67 176 176 0.45 0.88 
(Lancaster et al., 1997) 0.73 56 285 0.43 1.02 
(Distlehorst et al., 2009) 0.76 68 136 0.46 1.06 
(Newble & Clarke, 1986) 0.77 63 97 0.44 1.10 
(Newble & Clarke, 1986) 0.82 46 104 0.46 1.17 
(Peters et al., 2000) 0.87 50 49 0.46 1.28 
(Distlehorst et al., 2009) 0.91 83 163 0.63 1.19 
(Gurpinar et al., 2010) 0.91 176 176 0.69 1.13 
(Kaufman & Mann, 1999) 0.95 74 72 0.61 1.29 
(Kaufman & Mann, 1999) 0.97 74 72 0.60 1.35 
(Lancaster et al., 1997) 1.05 56 285 0.75 1.34 
(Schlett et al., 2010) 1.16 101 4720 0.96 1.36 
(Kong et al., 2009) 1.19 60 30 0.72 1.66 
(Lieberman et al., 1997) 2.81 24 106 2.25 3.37 
Pooled ES, total N and confidence interval limits 0.60 2552 8342 0.43 0.78 
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Table H3 
Social Science Component Hedges’ g with NTreatment, NControl, and Lower and Upper 
Confidence Intervals 
 
Study In-text Citation g NTreatment NControl CIlower CIupper 
(Hesterberg, 2005) -0.76 33 30 -1.27 -0.25 
(Konings et al., 2005) 0.86 15 14 0.11 1.61 
(Konings et al., 2005) 1.03 15 14 0.27 1.80 
(Sevening & Baron, 2002) 1.36 17 17 0.62 2.10 
Pooled ES, total N and confidence interval limits 0.60 80 75 -0.48 1.68 
 
Table H4 
Medical-Other Component Hedges’ g with NTreatment, NControl, and Lower and Upper 
Confidence Intervals 
 
Study In-text Citation g NTreatment NControl CIlower CIupper 
(Sundblad et al., 2002) -0.66 21 16 -1.32 0.01 
(Sundblad et al., 2002) -0.44 21 16 -1.10 0.23 
(Lesperance, 2008) -0.25 9 9 -1.16 0.66 
(Sundblad et al., 2002) -0.08 21 16 -0.72 0.56 
(Reich, 2007) -0.01 47 50 -0.40 0.39 
(Beachey, 2004) 0.11 29 36 -0.37 0.60 
(Sundblad et al., 2002) 0.13 21 15 -0.53 0.79 
(Reich, 2007) 0.18 47 50 -0.22 0.58 
(Reich, 2007) 0.25 47 50 -0.15 0.65 
(Lin et al., 2010) 0.27 72 70 -0.06 0.60 
(Hwang & Kim, 2006) 0.39 35 36 -0.08 0.85 
(Lesperance, 2008) 0.43 9 9 -0.49 1.34 
(Ozturk et al., 2008) 0.43 52 95 0.09 0.77 
(Lin et al., 2010) 0.46 72 70 0.13 0.79 
(Beachey, 2004) 0.58 52 36 0.15 1.01 
(Hwang & Kim, 2006) 0.63 35 36 0.16 1.11 
(Lesperance, 2008) 0.87 9 9 -0.08 1.82 
(Dehkordi et al., 2008) 1.07 20 20 0.41 1.73 
(Kassebaum et al., 1991) 1.10 17 17 0.38 1.82 
(Kassebaum et al., 1991) 1.14 17 17 0.42 1.86 
(Kassebaum et al., 1991) 1.16 17 17 0.44 1.88 
(Lesperance, 2008) 1.45 9 9 0.43 2.48 
Pooled ES, total N and confidence interval limits 0.38 679 698 0.20 0.55 
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Table H5 
Other Component Hedges’ g with NTreatment, NControl, and Lower and Upper Confidence 
Intervals 
 
Study in-text citation g NTreatment NControl CIlower CIupper 
(Anderson, 2007) -0.55 54 56 -0.93 -0.17 
(Vazquez, 2008) 0.52 11 22 -0.21 1.25 
(Vazquez, 2008) 0.55 11 22 -0.18 1.27 
(Vazquez, 2008) 0.69 11 22 -0.05 1.42 
(Vazquez, 2008) 0.97 11 22 0.22 1.72 
Pooled ES, total N and confidence interval limits 0.39 98 144 -0.27 1.06 
 
Table H6 
Business Component Hedges’ g with NTreatment, NControl, and Lower and Upper Confidence 
Intervals 
 
Study in-text citation g NTreatment NControl CIlower CIupper 
(Baturay & Bay, 2010) 0.01 25 19 -0.59 0.60 
(Baturay & Bay, 2010) 0.30 33 35 -0.17 0.78 
Pooled ES, total N and confidence interval limits 0.19 58 54 -0.19 0.56 
 
Table H7 
Teacher Education Component Hedges’ g with NTreatment, NControl, and Lower and Upper 
Confidence Intervals 
 
Study in-text citation g NTreatment NControl CIlower CIupper 
(Padmaraju, 2008) 0.12 72 72 -0.21 0.45 
(Semerci, 2006) 0.82 30 30 0.29 1.34 
Pooled ES, total N and confidence interval limits 0.44 102 102 -0.25 1.12 
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Table H8 
Engineering Component Hedges’ g with NTreatment, NControl, and Lower and Upper 
Confidence Intervals 
 
Study in-text citation g NTreatment NControl CIlower CIupper 
(Matthews, 2004) 0.321 24 24 -0.244 0.886 
(Mantri et al., 2008) 0.661 21 107 0.187 1.134 
(Mantri et al., 2008) 0.911 21 107 0.431 1.39 
Pooled ES, total N and confidence interval limits 0.658 66 238 0.338 0.978 
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Table I1 
Process Component Hedges’ g with NTreatment, NControl, and Lower and Upper Confidence 
Intervals 
 
Study in-text citation g NTreatment NControl CIlower CIupper 
(Sungur & Tekkaya, 2006) -1.42 30 31 -1.97 -0.86 
(Bragg & Evans, 2005) -0.95 75 75 -1.29 -0.61 
(Smits et al., 2003) -0.87 46 45 -1.30 -0.44 
(Hesterberg, 2005) -0.76 33 30 -1.27 -0.25 
(Smits et al., 2003) -0.75 51 49 -1.15 -0.34 
(Anderson, 2007) -0.55 54 56 -0.93 -0.17 
(Baragona, 2009) -0.12 46 46 -0.52 0.29 
(Sundblad et al., 2002) -0.08 21 16 -0.72 0.56 
(Baturay & Bay, 2010) 0.01 25 19 -0.59 0.60 
(Gurpinar et al., 2010) 0.08 176 176 -0.13 0.29 
(Yang, 2002) 0.09 19 18 -0.55 0.73 
(Padmaraju, 2008) 0.12 72 72 -0.21 0.45 
(Williams et al., 1998) 0.14 82 17 -0.39 0.66 
(Reich, 2007) 0.18 47 50 -0.22 0.58 
(Reich, 2007) 0.25 47 50 -0.15 0.65 
(Lin et al., 2010) 0.27 72 70 -0.06 0.60 
(Bligh et al., 2000) 0.27 137 149 0.04 0.51 
(Baturay & Bay, 2010) 0.30 33 35 -0.17 0.78 
(Gurpinar et al., 2010) 0.35 176 176 0.14 0.56 
(Vernon et al., 1992) 0.36 144 144 0.13 0.59 
(Hwang & Kim, 2006) 0.39 35 36 -0.08 0.85 
(Ozturk et al., 2008) 0.43 52 95 0.09 0.77 
(Lin et al., 2010) 0.46 72 70 0.13 0.79 
(Lancaster et al., 1997) 0.50 56 285 0.21 0.79 
(Gurpinar et al., 2010) 0.54 176 176 0.33 0.76 
(Vazquez, 2008) 0.55 11 22 -0.18 1.27 
(Wang et al., 2010) 0.56 87 86 0.25 0.86 
(Beachey, 2004) 0.58 52 36 0.15 1.01 
(Hwang & Kim, 2006) 0.63 35 36 0.16 1.11 
(Akinoglu & Tandogan, 2007) 0.65 25 25 0.09 1.22 
(Vazquez, 2008) 0.69 11 22 -0.05 1.42 
(Lancaster et al., 1997) 0.73 56 285 0.43 1.02 
(table continues) 
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Study in-text citation g NTreatment NControl CIlower CIupper 
(Sungur & Tekkaya, 2006) 0.74 30 31 0.23 1.26 
(Semerci, 2006) 0.82 30 30 0.29 1.34 
(Konings et al., 2005) 0.86 15 14 0.11 1.61 
(Peters et al., 2000) 0.87 50 49 0.46 1.28 
(Sungur & Tekkaya, 2006) 0.88 30 31 0.35 1.40 
(Mantri et al., 2008)) 0.91 21 107 0.43 1.39 
(Gurpinar et al., 2010) 0.91 176 176 0.69 1.13 
(Kaufman & Mann, 1999)9) 0.95 74 72 0.61 1.29 
(Kaufman & Mann, 1999) 0.97 72 52 0.60 1.35 
(Konings et al., 2005) 1.03 15 14 0.27 1.80 
(Lancaster et al., 1997) 1.05 56 285 0.75 1.34 
(Dehkordi & Heydarnejad, 2008) 1.07 20 20 0.41 1.73 
(Kassebaum et al., 1991) 1.10 17 17 0.39 1.82 
(Kassebaum et al., 1991) 1.14 17 17 0.42 1.86 
(Schlett et al., 2010) 1.16 101 4720 0.96 1.36 
(Kong et al., 2009) 1.19 60 30 0.72 1.66 
(Sevening & Baron, 2002) 1.36 17 17 0.62 2.10 
(Lesperance, 2008) 1.45 9 9 0.43 2.48 
(Lieberman et al., 1997) 2.81 24 106 2.25 3.37 
Pooled ES, total N and confidence interval limits 0.47 2888 8295 0.30 0.63 
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Table I2 
Outcome Component Hedges’ g with NTreatment, NControl, and Lower and Upper Confidence 
Intervals 
 
Study in-text citation g NTreatment NControl CIlower CIupper 
(Sundblad et al., 2002) -0.66 21 16 -1.32 0.00 
(Sundblad et al., 2002) -0.44 21 15 -1.10 0.23 
(Lesperance, 2008) -0.25 9 9 -1.16 0.66 
(Reich, 2007) -0.01 47 50 -0.40 0.39 
(Beachey, 2004) 0.11 29 36 -0.37 0.60 
(Distlehorst et al., 2009) 0.12 100 221 -0.11 0.36 
(Sundblad et al., 2002) 0.13 21 15 -0.53 0.79 
(Distlehorst et al., 2009) 0.17 95 200 -0.07 0.42 
(Matthews, 2004) 0.32 24 24 -0.24 0.89 
(Kaufman & Mann, 1999) 0.35 72 52 -0.01 0.71 
(Lesperance, 2008) 0.43 9 9 -0.49 1.34 
(Peters et al., 2000) 0.45 42 46 0.02 0.87 
(Vazquez, 2008) 0.52 11 22 -0.21 1.25 
(Newble & Clarke, 1986) 0.55 44 43 0.13 0.98 
(Peters et al., 2000) 0.59 45 43 0.17 1.02 
(Mantri et al., 2008) 0.66 21 107 0.19 1.13 
(Gurpinar et al., 2010) 0.67 176 176 0.45 0.88 
(Distlehorst et al., 2009) 0.76 68 136 0.46 1.06 
(Newble & Clarke, 1986) 0.77 63 97 0.44 1.10 
(Newble & Clarke, 1986) 0.82 46 104 0.46 1.17 
(Lesperance, 2008) 0.87 9 9 -0.08 1.82 
(Distlehorst et al., 2009) 0.91 83 163 0.63 1.19 
(Vazquez, 2008) 0.97 11 22 0.22 1.72 
(Kassebaum, Averbach, & Fryer, 1991) 1.16 17 17 0.44 1.88 
Pooled ES, total N and confidence interval limits 0.44 1084 1632 0.28 0.60 
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Table J1 
Traditional Component Hedges’ g with NTreatment, NControl, and Lower and Upper 
Confidence Intervals 
 
Study in-text citation g NTreatment NControl CIlower CIupper 
(Sungur & Tekkaya, 2006) -1.42 30 31 -1.97 -0.86 
(Bragg & Evans, 2005) -0.95 75 75 -1.29 -0.61 
(Hesterberg, 2005) -0.76 33 30 -1.27 -0.25 
(Reich, 2007) -0.01 47 50 -0.40 0.39 
(Baturay & Bay, 2010) 0.01 25 19 -0.59 0.60 
(Gurpinar et al., 2010) 0.08 176 176 -0.13 0.30 
(Yang, 2002) 0.09 19 18 -0.55 0.73 
(Beachey, 2004) 0.11 29 36 -0.37 0.60 
(Distlehorst et al., 2009) 0.12 100 221 -0.11 0.36 
(Williams et al., 1998) 0.14 82 17 -0.39 0.66 
(Distlehorst et al., 2009) 0.17 95 200 -0.07 0.42 
(Reich, 2007) 0.18 47 50 -0.22 0.58 
(Reich, 2007) 0.25 47 50 -0.15 0.65 
(Lin et al., 2010) 0.27 72 70 -0.06 0.60 
(Baturay & Bay, 2010) 0.30 33 35 -0.17 0.78 
(Matthews, 2004) 0.32 24 24 -0.24 0.89 
(Gurpinar et al., 2010) 0.35 176 176 0.14 0.56 
(Kaufman & Mann, 1999) 0.35 72 52 -0.01 0.71 
(Vernon et al., 1992)  0.36 144 144 0.13 0.59 
(Ozturk et al., 2008) 0.43 52 95 0.09 0.77 
(Lin et al., 2010) 0.46 72 70 0.13 0.80 
(Gurpinar et al., 2010) 0.54 176 176 0.33 0.76 
(Newble & Clarke, 1986) 0.55 44 43 0.13 0.98 
(Wang et al., 2010) 0.56 87 86 0.25 0.86 
(Beachey, 2004) 0.58 52 36 0.15 1.01 
(Akinoglu & Tandogan, 2007) 0.65 25 25 0.09 1.22 
(Mantri et al., 2008) 0.66 21 107 0.19 1.13 
(Gurpinar et al., 2010) 0.67 176 176 0.45 0.88 
(Sungur & Tekkaya, 2006) 0.74 30 31 0.23 1.26 
(Distlehorst et al., 2009) 0.76 68 136 0.46 1.06 
(Newble & Clarke, 1986) 0.77 63 97 0.44 1.10 
(Newble & Clarke, 1986) 0.82 46 104 0.46 1.17 
(table continues) 
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Study in-text citation g NTreatment NControl CIlower CIupper 
(Semerci, 2006) 0.82 30 30 0.29 1.34 
(Konings et al., 2005) 0.86 15 14 0.12 1.61 
(Sungur & Tekkaya, 2006) 0.88 30 31 0.35 1.40 
(Distlehorst et al., 2009) 0.91 83 163 0.63 1.19 
(Mantri et al., 2008) 0.91 21 107 0.43 1.39 
(Gurpinar et al., 2010) 0.91 176 176 0.69 1.13 
(Kaufman & Mann, 1999) 0.95 74 72 0.61 1.29 
(Kaufman & Mann, 1999) 0.97 72 52 0.60 1.35 
(Konings et al., 2005) 1.03 15 14 0.27 1.80 
(Schlett et al., 2010) 1.16 101 4720 0.96 1.36 
(Sevening & Baron, 2002) 1.36 17 17 0.62 2.10 
(Lieberman et al., 1997) 2.81 24 106 2.25 3.37 
Pooled ES, total N and confidence interval limits 0.49 2896 8158 0.33 0.64 
 
Table J2 
Lecture-Based Component Hedges’ g with NTreatment, NControl, and Lower and Upper 
Confidence Intervals 
 
Study in-text citation g NTreatment NControl CIlower CIupper 
(Smits et al., 2003) -0.87 46 45 -1.30 -0.44 
(Smits et al., 2003) -0.75 51 49 -1.15 -0.34 
(Lesperance, 2008) -0.25 9 9 -1.16 0.66 
(Baragona, 2009) -0.12 46 46 -0.52 0.29 
(Hwang & Kim, 2006) 0.39 35 36 -0.08 0.85 
(Lesperance, 2008) 0.43 9 9 -0.49 1.34 
(Peters et al., 2000) 0.45 42 46 0.02 0.87 
(Lancaster et al., 1997) 0.50 56 285 0.21 0.79 
(Peters et al., 2000) 0.60 45 43 0.17 1.02 
(Hwang & Kim, 2006) 0.63 35 36 0.16 1.11 
(Lancaster et al., 1997) 0.73 56 285 0.43 1.02 
(Lesperance, 2008) 0.87 9 9 -0.08 1.82 
(Peters et al., 2000) 0.87 50 49 0.46 1.28 
(Lancaster et al., 1997) 1.05 56 285 0.75 1.34 
(Dehkordi et al., 2008) 1.07 20 20 0.41 1.73 
(Kassebaum et al., 1991) 1.10 17 17 0.39 1.82 
(Kassebaum et al., 1991) 1.14 17 17 0.42 1.86 
(Kassebaum et al., 1991) 1.16 17 17 0.44 1.88 
(Lesperance, 2008) 1.45 9 9 0.43 2.48 
Pooled ES, total N and confidence interval limits 0.52 625 1312 0.23 0.81 
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Table J3 
Multiple Component Hedges’ g with NTreatment, NControl, and Lower and Upper Confidence 
Intervals 
 
 Study in-text citation g NTreatment NControl CIlower CIupper 
(Sundblad et al., 2002) -0.66 21 16 -1.32 0.00 
(Sundblad et al., 2002) -0.44 21 15 -1.10 0.23 
(Sundblad et al., 2002) -0.08 21 16 -0.72 0.56 
(Sundblad et al., 2002) 0.13 21 15 -0.53 0.79 
(Bligh et al., 2000) 0.27 137 149 0.04 0.51 
(Kong et al., 2009) 1.19 60 30 0.72 1.66 
Pooled ES, total N and confidence interval limits 0.11 281 241 -0.38 0.60 
 
Table J4 
Teacher-Guided Learning Component Hedges’ g with NTreatment, NControl, and Lower and 
Upper Confidence Intervals 
 
Study in-text citation g NTreatment NControl CIlower CIupper 
(Anderson, 2007) -0.55 54 56 -0.93 -0.17 
Pooled ES, total N and confidence interval limits -0.55 54 56 -0.93 -0.17 
 
Table J5 
Control Component Hedges’ g with NTreatment, NControl, and Lower and Upper Confidence 
Intervals 
 
Study in-text citation g NTreatment NControl CIlower CIupper 
(Padmaraju, 2008) 0.119 72 72 -0.21 0.45 
Pooled ES, total N and confidence interval limits 0.119 72 72 -0.21 0.45 
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Table J6 
Missing Component Hedges’ g with NTreatment, NControl, and Lower and Upper Confidence 
Intervals 
 
Study in-text citation g NTreatment NControl CIlower CIupper 
(Vazquez, 2008) 0.52 11 22 -0.21 1.25 
(Vazquez, 2008) 0.54 11 22 -0.18 1.27 
(Vazquez, 2008) 0.69 11 22 -0.05 1.42 
(Vazquez, 2008) 0.97 11 22 0.22 1.72 
Pooled ES, total N and confidence interval limits 0.68 44 88 0.31 1.04 
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Classroom Activities. New Review of Hypermedia and Multimedia, 13(2), 117-134.  
 
Invited Journal Articles 
Leary, H., & Parker, P. (2011). Fair Use in Face-to-Face Teaching. TechTrends, 55(4), 16-18. 
 
Leary, H. (2010). ECT Internship: Building Connections and Establishing Relationships. 
TechTrends,  
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54(5), 13. 
 
Leary, H., & Parker, P. (2010). Author rights: Knowing is More than Half the Battle. TechTrends, 
54(3). 
 
Refereed Book Chapters 
Leary, H., Giersch, S., Walker, A., Recker, M. (2011). Developing and Using a Review Rubric to 
Assess Learning Resource Quality in Education Digital Libraries. In Sulieman Bani-Ahmad (Ed), 
Experiences and Future of Digital Libraries. InTech. 
 
Robertshaw, M.B., Walker, A., Recker, M., Leary, H. & Sellers, L. (2010).  Experiences in the 
Field: The Evolution of a Teacher Technology Professional Development Model. In Myint Swe 
Khine & Issa M. Saleh (Eds.), New science of learning: Cognition, computers, and collaboration 
in education. New York: Springer. 
 
Robertshaw, M.B., Leary, H., Walker, A., Bloxham, K., & Recker, M. (2009). Reciprocal 
Mentoring “In the Wild”: A Retrospective, Comparative Case Study of ICT Teacher Professional 
Development. In E. Stacey (Ed.) Effective Blended Learning Practices: Evidence-Based 
Perspectives in ICT-Facilitated Education (pp. 280-297). Melbourne: IGI Global Press. 
 
Manuscripts Under Review 
Walker, A., Recker, M., Ye, L., Robertshaw, M. B., Sellers, L., Leary, H. (under review). 
Comparing Technology-Related Teacher Professional Development Designs: A multilevel study 
of teacher and student impacts. 
 
Wetzler, P., Bethard, S., Danesh, S., Leary, H., Zhao, J., Butcher, K., Martin, J. H., Sumner, T. 
(under review). Characterizing and Predicting the Multi-faceted Nature of Quality in Educational 
Web Resources. 
 
Manuscripts In Progress 
Leary, H., Walker, A., Shelton, B. E., Fitt, M. H. Tutor Background and Tutor Training as 
Moderators of Student Learning: A PBL Meta-Analysis. 
 
Belland, B., Walker, A., Olsen, M. W., Leary, H. Impact of Scaffolding Characteristics and Study 
Quality on Learner Outcomes in STEM Education: A meta-analysis. 
 
Fitt, M. H., Walker, A., & Leary, H. Assessing the Quality of Doctoral Dissertation Literature 
Reviews in Instructional Technology. 
 
Leary, H., Shelton, B. E., Walker, A. Rich Visual Media Meta-Analyses for Learning: An 
approach at meta-synthesis.  
 
Belland, B., Walker, A., Leary, H. A Meta-analysis of Problem-based Learning Corrected for 
Attenuation, and Accounting for Internal Threats. 
 
Conference Proceedings 
Leary, H., Recker, M., Walker, A., Wetzler, P., Sumner, T., Martin, J. (2011). Automating Open 
Educational Resources Assessments: A Machine Learning Generalization Study. In proceedings of 
the Joint Conference on Digital Libraries, New York: ACM. 
 
Leary, H., Giersch, S., Walker, A., & Recker, M. (2009). Developing a Review Rubric for 
Learning Resources in Digital Libraries. In proceedings of the Joint Conference on Digital 
Libraries, New York: ACM. 
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Leary, H., & Wiley, D. (2008). What Web 2.0 can Teach the Open Education Movement. In 
proceedings of the Open Education Conference, Logan, Utah. 
 
Giersch, S., Leary, H., Palmer, B., & Recker, M. (2008). Supporting Meaningful Learning with 
Online Resources: Developing a Review Process. In proceedings of the Open Education 
Conference, Logan, Utah. 
 
Robertshaw, M.B., Bloxham, K., Walker, A., Leary, H., & Recker, M. (2008). Teacher as 
Designers of Online and Open Educational Resources: An empirical examination of professional 
development for re-use. In proceedings of the Open Education Conference, Logan, Utah. 
 
Giersch, S. Leary, H., Palmer, B., & Recker, M. (2008). Developing a Review Process for Online 
Resources. In proceedings of the Joint Conference on Digital Libraries, New York: ACM. 
 
 Presentations 
Leary, H., Walker, A., Shelton, B. E. (2012, April). Self-Directed Learning in Problem-Based 
Learning: A meta-analysis. Presentation at the American Educational Research Association, 
Vancouver, Canada. 
 
Belland, B., Walker, A., Olsen, M. W., Leary, H. (2012, April). Impact of Scaffolding 
Characteristics and Study Quality on Learner Outcomes in STEM Education: A meta-analysis. 
Presentation at the American Educational Research Association, Vancouver, Canada. 
 
Walker, A., Recker, M., Ye, L., Sellers, L., Leary, H., Robertshaw, M. B. (2012, April). 
Comparing Technology-Related Teacher Professional Development Designs: A multilevel study 
of teacher and student impacts. Presentation at the American Educational Research Association, 
Vancouver, Canada. 
 
Leary, H., & Parker, P. (2011, November). Fair Use, the TEACH Act and Open Educational 
Resources for Your Classroom. Presentation at the Association for Educational Communications 
and Technology international convention, Jacksonville, FL. 
 
Sellers, L., & Leary, H. (2011, November). School Librarians and Technology: Integrating Online 
Resources for Teaching. Presentation at the Association for Educational Communications and 
Technology international convention, Jacksonville, FL. 
 
Walker, A., Recker, M., Robertshaw, M. B., Olsen, J., & Sellers, L., Leary, H., Kuo, Y. (2011, 
April). Designing For Problem Based Learning: A Comparative Study Of Technology 
Professional Development. Paper presentation at the American Educational Research Association, 
New Orleans, LA. 
 
Recker, M., Leary, H., Walker, A., Diekema, A. R., Wetzler, P., Sumner, T., Martin, J. (2011, 
April). Modeling Teacher Ratings of Online Resources: A Human-Machine Approach to Quality. 
Paper presentation at the American Educational Research Association, New Orleans, LA. 
 
Leary, H. (2010, November). A Sustainability Model for Populating DigitalCommons@USU. 
Innovation Fair presentation at SPARC Digital Repositories, Baltimore, MD.  
 
Correia, A., Kim, Y., Lockee, B., Miller, P., Smaldino, S., Young, P.1 (2010, October). 
Empowering Women Leadership in the Field of Educational Technology. Presidential presentation 
                                                 
1 Organized and facilitated by 2009 ECT Interns: Evrim Baran, Abigail Hawkins, Nari Kim, Heather 
Leary, Eunjung Oh 
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at the Association for Educational Communications and Technology international convention, 
Anaheim, CA. 
 
Diekema, A. R., Holliday, W., Leary, H. (2010, October). Scaffolding Information Literacy with 
Problem-Based Learning in an Asynchronous Online Environment. Paper presentation at the 
Association for Educational Communications and Technology international convention, Anaheim, 
CA. 
 
Leary, H., Shelton, B. E., Walker, A. (2010, May). Rich Visual Media Meta-Analyses for 
Learning: An Approach at Meta-Synthesis. Roundtable discussion at the American Education 
Research Association annual meeting, Denver, CO. 
 
Belland, B., Walker, A., Leary, H., Kuo, Y. & Can, G. (2010, May). A Meta-Analysis of 
Problem-Based Learning Corrected for Attenuation, and Accounting for Internal Threats. Paper 
presentation at the American Education Research Association annual meeting, Denver, CO. 
 
Walker, A., Recker, M., Leary, H., Robertshaw, M. B. (2010, May). Incorporating Technology 
and Problem-Based Learning: Professional Development for K-12 Teachers. Paper presentation at 
the American Education Research Association annual meeting, Denver, CO. 
 
Leary, H., Diekema, A. R., Walters, C., Haderlie, S. (2010, May). Using Online Resources to 
Enhance Reference and Instruction. Presentation at the Utah Library Association annual 
conference, St. George, UT. 
 
Leary, H., Williams, R., Dunshee, P., Elinky, M., Rollins, K., Clement, S. (2010, May). 
Conferences, Exhibits, Open Houses, Oh My! Panel presentation at the Utah Library Association 
annual conference, St. George, UT. 
 
Leary, H., Walker, A., Fitt, M. H., Shelton, B. (2009, October). Expert Versus Novice Tutors: 
Impacts on Student Outcomes in Problem Based Learning. Paper presentation at the Association 
for Educational Communications and Technology international convention, Louisville, KY. 
 
Leary, H., Fitt, M. H., & Wiley, D. (2009, October). Web 2.0 and the Open Education Movement: 
Transforming Learning in Higher Education. Paper presentation at the Association for Educational 
Communications and Technology international convention, Louisville, KY. 
 
Robertshaw, M. B., Walker, A., & Leary, H. (2009, October). Putting the School Librarian Back 
in the Digital Library. Presentation at the Library & Information Technology Association National 
Forum, Salt Lake City, UT. 
 
Leary, H., Shelton, B., Jensen, M. (2009, October). Beyond Research: OpenCourseWare in the 
Institutional Repository. Presentation at the Library & Information Technology Association 
National Forum, Salt Lake City, UT.  
 
Walters, C., Leary, H., Diekema, A., & Haderlie, S. (2009, October). Using Digital Primary 
Sources for Teaching K-12. Presentation at the Utah Educational Association conference, Murray, 
UT. 
 
Leary, H., & Shelton, B. (2009, August). Integrating an OpenCourseWare and Institutional 
Repository. Presentation at the Open Education Conference, Vancouver, BC. 
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Leary, H., Walker, A., & Fitt, M. H. (2009, April). Expert Versus Novice Tutors: Impacts on 
Students Outcomes in Problem Based Learning2. Roundtable discussion at the American 
Education Research Association annual meeting, San Diego, CA. 
 
Fitt, M. H., Walker, A., Leary, H., Bloxham, K., Barton, R., & Gurrell, S. (2009, April). 
Understanding the Written Components of the Doctoral Experience. Paper presentation at the 
American Education Research Association annual meeting, San Diego, CA. 
 
Leary, H., Holliday, W., & Diekema, A. (2009, April). Teaching Information Literacy with 
Authentic Problems. Presentation at the Utah Library Association annual conference, Sandy, UT. 
 
Alvord, T., Leary, H., & Williams, R. (2009, April). FolkBistro: USU’s Folklore Podcasts. 
Presentation at the Utah Library Association annual conference, Sandy, UT. 
 
Haderlie, S., Walters, C., Leary, H., & Diekema, A. (2009, March). Using Digital Primary 
Sources to Enhance Teaching and Learning. Presentation at the Utah Educational Library Media 
Association conference, Ogden, Utah. 
 
 Robertshaw, M. B., Leary, H., & Bloxham, K. (2008, November). Reciprocal Mentoring and 
Technological Pedagogical Content Knowledge: An Emerging Model of Technology Professional 
Development for K-12 Teachers. Presentation at the Association for Educational Communication 
and Technology international convention, Orlando, FL. 
 
 Parker, P. & Leary, H. (2008, November). Intellectual Property Committee Update: The Use of 
Open Content and Open Licensing in Education. Roundtable discussion at the Association for 
Educational Communication and Technology international convention, Orlando, FL. 
 
 Leary, H., Robertshaw, M.B., Walker, A., & Bloxham, K. (2008, April/May). Crossing Paths to 
Connect Educators and Learners with Online Resources. Presentation at the Utah Library 
Association/Mountain Plains Library Association conference, Salt Lake City, UT. 
 
 Williams, R., Walters, C., & Leary, H. (2008, April/May). Sound Collaboration: Creating an Oral 
History Digital Collection from Scratch. Presentation at the Utah Library Association/Mountain 
Plains Library Association conference, Salt Lake City, UT. 
 
 Leary, H., Robertshaw, M.B., & Bloxham, K. (2008, Feb/March). The Instructional Architect: A 
Blueprint for Connecting Teachers and Students to Online Resources. Presentation at the Utah 
Coalition for Educational Technology annual conference, Salt Lake City, UT. 
 
 Walker, A., & Leary, H. (2008, March). A Problem-based Learning Meta-analysis: Differences 
Across Problem Types, Implementation Types, Disciplines, and Educational Levels. Paper 
presentation at the American Educational and Research Association annual conference, New 
York, NY. 
 
 Robertshaw, M. B., Leary, H., Gardner, J. & Bentley, J. (2007, November).  Listening to the 
Librarians: Lessons from a 5-year Program Evaluation. Presentation at the American Evaluation 
Association conference, Baltimore, MD. 
 
 Walker, A., & Leary, H. (2007, October). Problem-based learning:  A Meta-analytic Review of 
Problem and Implementation Types Across Disciplines and Educational Levels. Paper 
presentation at the Association for Educational Communications and Technology international 
                                                 
2 Winning paper of the 2009 AERA Sig ATL/LS Best Student Paper 
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convention, Anaheim, CA. 
 
 Johnson, D., Walker, A., Leary, H., & Robertshaw, B. (2007, March). Connecting Teachers and 
Learners with Online Resources. Presentation at the Utah Coalition for Educational Technology 
annual conference, Murray, UT. 
 
 Leary, H. (2007, April). Lessons Learned: Coding a Meta-analytic Review of Problem Based 
Learning Literature. Annual Graduate Research Symposium, Utah State University, Logan, UT. 
 
Grants 
 
        Funded Grants 
 
Funding 
Agency 
PI Co-PI Title Funding 
Program 
Amount Funding 
Period 
Library of 
Congress 
Cheryl 
Walters 
Heather Leary 
Anne 
Diekema Sheri 
Haderlie 
Teaching with 
Primary 
Sources 
Regional 
Teaching with 
Primary Sources 
$10,000 2009 
Library 
Services and 
Technology 
Act 
John 
Walters 
Heather Leary Map Printing 
for Patrons 
Technology $7,500 2004 
 
Submitted Grants 
  
Funding 
Agency 
PI Co-PI Title Funding 
Program 
Amount Funding 
Period 
National 
Science 
Foundation 
Tamara 
Sumner 
Steven 
Bethard 
Heather 
Leary 
(Collaborat
ors: Holly 
Devaul, 
Mimi 
Recker, 
Anne 
Diekema, 
Kirsten 
Butcher) 
DIP: 
Collaborative 
Research: 
OPERA: Open 
Educational 
Resources 
Assessments 
Cyberlearnin
g: 
Development 
and 
Integration 
$692,885 2012-2015 
Institute of 
Museum and 
Library 
Services 
Anne 
Diekema 
Heather 
Leary 
Creating 21st 
Century 
Learners: An 
online module 
to stimulate 
active 
learning, 
critical 
thinking, and 
knowledge 
building 
National 
Leadership 
Grants 
$48,320 2012-2014 
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Teaching 
 
Invited Lectures 
Leary, H. (Fall 2010). National & Local Digital Libraries and an Online Technology Tool for 
Teaching. Presented a lecture to graduate students in INST 5000/6060 at Utah State University on 
various digital libraries, copyright considerations, and the Instructional Architect.  
 
Leary, H. & Walters, C. (Spring 2009). National & Local Digital Libraries and an Online 
Technology Tool for Teaching. Presented a lecture to graduate students in INST 5030/6030 at 
Utah State University on the Library of Congress, Mountain West, and Utah State digital libraries 
along with an introduction to the Instructional Architect. 
 
Leary, H. (Fall 2008). National & Local Digital Libraries and an Online Technology Tool for 
Teaching. Presented a lecture to graduate students in INST 5000/6060 at Utah State University on 
the Library of Congress, Mountain West, and Utah State digital libraries along with an 
introduction to the Instructional Architect. 
 
Leary, H. (Fall 2007). The Instructional Architect. Presented a lecture to graduate students in 
INST 5000/6060 at Utah State University on the Instructional Architect.  
 
Workshops 
Recker, M., Walker, A., Leary, H., Sellers, L., Robertshaw, M. B. (Fall 2010). Introduction to the 
Instructional Architect. Teacher professional development workshop focusing on the Instructional 
Architect, inquiry based learning, and the evaluation of online educational resources for the 
integration of online resources in the classroom. Davis County School District, Farmington, UT. 
 
Recker, M., Walker, A., Leary, H., Sellers, L., Robertshaw, M. B. (Fall 2009/Spring 2010). 
Introduction to the Instructional Architect. Teacher professional development workshop focusing 
on the Instructional Architect, inquiry based learning, and the evaluation of online educational 
resources for the integration of online resources in the classroom. Cache County School District, 
North Logan, UT. 
 
Walters, C., Leary, H., Diekema, A., Haderlie, S. (Summer 2009). Teaching with Primary 
Sources. Teacher and school library media specialist professional development workshop focusing 
on primary sources in the Library of Congress, Mountain West Digital Library and Utah State 
University Digital Library; tool for archiving and presenting primary sources in the classroom. 
Utah State University, Logan, UT. 
 
Recker, M., Walker, A., Leary, H., Sellers, L., Robertshaw, M. B. (Spring 2009). Introduction to 
the Instructional Architect. Teacher professional development workshop focusing on the 
Instructional Architect, inquiry based learning, and the evaluation of online educational resources 
for the integration of online resources in the classroom. Cache County School District, North 
Logan, UT. 
 
Recker, M., Walker, A., Leary, H., Sellers, L., Robertshaw, M. B. (Fall 2008). Introduction to the 
Instructional Architect. Teacher professional development workshop focusing on the Instructional 
Architect and inquiry based learning for the integration of online educational resources in the 
classroom. Cache County School District, North Logan, UT. 
 
Bloxham, K., & Leary, H. (Summer 2008). A review of the Instructional Architect. School library 
media specialists review and introduction to advanced features of the Instructional Architect. Utah 
State University, Logan, UT. 
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Johnson, D., Walker, A., Palmer, B., Leary, H., Robertshaw, M. B. (Spring 2007). Introducing 
the Instructional Architect to K5 teachers. Teacher professional development technology 
workshop to introduce the Instructional Architect for the integration of online educational 
resources in the classroom. Edith Bowen Laboratory School, Logan, UT. 
  
Leary, H. (Spring 2005). Introduction to software programs. Series of workshops for academic 
librarians on the basics of Photoshop Elements, Word, Excel, and PowerPoint. The intent was to 
prepare them for helping patrons use the programs in a newly created Information Commons. Utah 
State University, Logan, UT. 
 
Instructional Materials Developed 
Leary, H., Holliday, W., & Diekema, A. (2008). Information Literacy. Design and development 
of an information literacy course module for students at Utah State University. The course was 
created as html pages for easy importing into Blackboard and reuse of the material. 
 
Leary, H., Bloxham, K., & Recker, M. (2008). Instructional Architect online course module. 
Redesign of the Instructional Architect online course module. The course was created as html 
pages for easy importing into Blackboard and reuse of the material. 
  
Leary, H., & Giersch, S. (2008). The Instructional Architect review rubric. Design and 
development of an evaluation rubric for online educational resources, specifically Instructional 
Architect projects. It was created for classroom teachers to use to inform their designing and 
evaluation of IA projects. 
 
Recker, M., Walker, A., Johnson, D., Robertshaw, M. B., Leary, H., Bloxham, K., & Sellers, L. 
(2007-present). The Instructional Architect. Design and development of progressive professional 
development workshop materials for teaching the Instructional Architect.  
 
Leary, H. (2005). Introduction to software programs. Designed and developed materials for a 
series of workshops for academic librarians on Photoshop Elements, Word, Excel, and 
Powerpoint. Courses were delivered face-to-face with supplemental Camtasia videos. 
 
Service 
 
Journal Reviewing 
2012-Present, Research Section, Educational Technology Research & Development  
 
2010 Guest reviewer, American Educational Research Journal 
 
2009 Guest reviewer, Journal of the Learning Sciences 
 
Conference Proposal Reviewing 
2012 International Conference of the Learning Sciences 
 
2009 American Educational Research Association, Sig PBL 
 
Utah State University 
Graduate Student Associations 
2009-2010  Communications Officer, Instructional Technology Student Association 
 
2007-2010  Department Representative, Instructional Technology & Learning Sciences 
department to the Graduate Student Senate 
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2007-2008 Secretary, Instructional Technology Student Association 
 
Committee Memberships 
2009-2011 Copyright Committee, Merrill-Cazier Library 
 
2008-2011 Institutional Repository Advisory Committee, Chair, Merrill-Cazier Library 
 
2004-2009 Digital Library Advisory Committee, Merrill-Cazier Library 
 
2008 Student representative on faculty search committee, Dept. of Instructional 
Teachnology & Learning Sciences 
 
2005 Graphic designer search committee, Faculty Assistance Center for Teaching 
 
Conferences 
2010  Facilitator, Association for Educational Communications & Technology 
Conference, Anaheim, California 
 
2010   Volunteer, Utah Library Association Conference, St. George, Utah 
 
2009  Organizer, Institutional Repositories: Disseminating, Promoting, and 
Preserving Scholarship conference, September 20, 2009, Utah State University, 
Logan, Utah 
 
2006-2008  Volunteer, Open Education Conference, Logan, Utah 
 
External Leadership Positions 
2009-present  Member, Association for Educational Communications & Technology 
History and Archives Committee 
 
2009-present  Member, Association for Educational Communications & Technology 
Intellectual Property Committee 
 
2009-2011  Liaison, Utah State University Institutional Repository liaison with the 
Utah Academic Library Consortium 
 
Professional Memberships 
 American Educational Research Association (AERA) 
 Association for Educational Communications and Technology (AECT) 
 International Society of the Learning Sciences (ISLS) 
 
Honor Society Memberships 
 Golden Key National Honor Society, 2008-Present 
 Phi Kappa Phi, 2005-Present 
