This work is concerned with the null controllability of a class of 3 ⇥ 3 linear parabolic systems with non constant coe cients by a single control force or two control forces localized in space. We extend to this class of systems the Kalman rank condition existing for systems with constant or time-dependent coe cients. To prove the result, we construct a solution to the controllability issue using a suitable decomposition. With this decomposition, we are led to study the null controllability of either a non homogeneous system of two equations by one control force acting on the whole domain (in the case of one distributed control force for the initial 3 ⇥ 3 system), or a non homogeneous equation by two forces acting in the whole domain (in the case of two distributed control forces for the 3 ⇥ 3 system).
Statement of the main results and presentation of the method
The starting point of this work is the study of the controllability to trajectories of drug delivery to brain tumors for a distributed parameters model (see (73) and the comments in subsection 6.3). As we would like to apply the fixed point method described and used in the scalar case by [13] in particular, we are naturally led to investigate the null controllability of a linear 3 ⇥ 3 parabolic system by a single control force localized in space. In the literature devoted to this kind of systems, most of the results on null controllability by one force are proved for systems of two equations (see for instance [2] , [17] , [18] or, more recently [1] ). There are very few results concerning the case of systems of n equations, with n 3. To the author knowledge, the first characterizations of the null controllability for a linear parabolic system of n equations are proved by Ammar Khodja et al. in [3] for the case of constant coe cients and in [4] for the case of time-dependent coe cients. For coe cients depending on both variables x and t, we mention the paper of González-Burgos and de Teresa [16] which deals with the case of cascade systems. Recent results obtained by Benabdallah et al. in [7] and [8] for 3 ⇥ 3 systems get round the restrictive hypothesis of cascade systems but assume a geometrical constraint on the boundary of the control domain. For a recent survey on controllability results for parabolic systems, we refer the reader to the paper by Ammar Khodja et al. [5] .
The main goal of the present paper is to provide su cient conditions to control a parabolic system of three equations by one or two forces supported in space (for the boundary controllability of parabolic systems, we refer to [6] ). More precisely, we analyze the null controllability of the 3 ⇥ 3 system 8 > > > < > > > :
where ⌦ is a bounded domain in R N (N 1) with boundary @⌦ of class C 2 , ! is an arbitrary nonempty open subset of ⌦ and T is a positive real number. In (1), y denotes a three components vector y = (y 1 , y 2 , y 3 )
T , A = (a i j ) 1i, j3 is a matrix with coe cients a i j 2 L 1 (Q T ) for all 1  i, j  3, B = (b i j ) 1i3,1 jk is a control operator and v is a searched control belonging to (L 2 (! ⇥ (0, T ))) k with k 2 {1, 2}. We will consider the cases where B equals one of the two matrices • Set q T = ! ⇥ (0, T ) and q • W 2,1
• For a given positive measurable function ⇢ defined on a subset O of Q T , let us denote by L 2 (O, ⇢) the space of functions f such that f ⇢ 2 L 2 (O), endowed with the norm k f k L 2 (O,⇢) = k f ⇢k L 2 (O) .
• For any dense subspace U of a Hilbert space H, we define (0, T ), respectively.
• We use the symbol kAk 1 to denote the norm of A: kAk 1 = P 3 i, j=1 ka i j k 1 , with ka i j k 1 = ka i j k L 1 (Q T ) .
We recall below the well-known result of existence and uniqueness for the solutions to the general system 8 > > > < > > > :
is the Kalman matrix corresponding to the matrix A and the control matrix B 1 . Then for every y 0 2 (L 2 (⌦)) 3 , there exists at least one function v 2 L 2 (q T ) such that the solution y to 8 > > > < > > > :
satisfies y(·, T ) = 0 in ⌦.
Remark 1.
• We clearly see that if both coe cients a 13 and a 23 of the coupling matrix A are identically equal to zero in Q T , then the first two equations in system (6) are decoupled from the third one, so that we can not expect controllability in this case. A necessary condition for the controllability of (6) is that either a 13 , or a 23 does not vanish at a place, namely either supp(a 13 ) , ;, or supp(a 23 ) , ;. The method presented in this paper supposes that supp(a 23 ) = q T . This extends to the case supp(a 23 ) \ q T , ;. Indeed, applying Theorem 2 on a part e q T = e !⇥]0, T [ contained in supp(a 23 ) \ q T , we obtain the controllability of system (6) in e ! and consequently in ! e !. However, the case where supp(a 23 ) and the control domain q T are disjoint is a di cult open problem and there are only few results concerning this geometrical configuration. We refer, in particular, to [1] for an example of a system of two coupled parabolic equations -with coupling terms depending on the space variable x 2 ⌦-controlled by one force acting on a region that can be disjoint from the coupling region.
• In the statement of Theorem 2, the coe cients a 13 
and since either a 13 or a 23 satisfies (4).
The proof of Theorem 2 is based on a suitable decomposition of the solution y to (6) as
where
• Y is the solution without control,
• b y is a well-chosen controlled solution of (1) associated with three control forces i.e. for B = I 3 (see Theorem 14),
• ✓ and ⌘ are two truncation functions satisfying (12) , and 4
• F is to be determined such that y is a controlled solution of (6) . Such a F is obtained by the resolution of a null controllability problem for a 2 ⇥ 2 non homogeneous system controlled by only one force acting on the whole domain.
This decomposition was inspired by [17] in the case of a parabolic system of two equations. In fact, in [17] , the authors use a similar decomposition to construct, from two controls, a regularized control acting on only one equation.
Remark 2. Theorem 2 generalizes the Kalman rank condition given in [4] for matrices A depending only on time to the case of matrices A depending on space and time. Precisely, in [4] , the authors prove that system (1) with
, is null controllable if and only if there exists a dense subset E of (0, T ) such that
where e K k,n (t) = (b 0 (t), · · · , b n 1 (t)), and the sequence (b i ) 0in 1 is defined by b 0 (t) = B(t) and
where e
a 13 , with K defined in Theorem 2. The result of [4] mentioned above ensures the controllability of (6) under this condition. In Theorem 2, the coe cient a 23 is bounded from both sides, so that (5) is equivalent to det e K(x, t) e c,
However, in the present paper we do not investigate the equivalence between (5) and the controllability of (6), and we only deal with the case of the control matrix with constant coe cients B 1 .
We also apply the decomposition (7) to prove the controllability of (1) by two forces (B = B 2 ), which can be stated as follows. 
Then for every y
Presentation of the method
In this paragraph, we use hypothesis (4) to transform the controllability problem for system (6) into a controllability problem for a 2 ⇥ 2 non homogeneous system. Let ! 0 be a nonempty open subset of ⌦ contained in !. Let (b y,b v) be a solution to
(b y,b v) will be suitably chosen in Section 5. Let us consider p 2 N and two truncation functions
Let Y be the solution to the system without control which is
We search a solution y to (6) such that y(·, T ) = 0 in the form
where F(x, t) is to be determined. Since the researched control forces v are acting on !, the function F can be chosen with support in ! ⇥ [0, T ]. For fixed v, the function y defined by (13) is a solution to (6) satisfying y(·, T ) = 0 if and only if F satisfies
Writing
, and B 0 = (a 13 , a 23 ) T , we see that there exists a function v and a function F satisfying (14) , with support in ! ⇥ [0, T ], if and only if there exists a function F 3 , with
such that the solution F 0 to
In this case, the corresponding control v for system (1) is given by
6
Remark 3. The decomposition (13) enables us to state that controlling system (6) with one force consists in controlling the two equations of (17) with the same control force F 3 . In the 2 ⇥ 2 system (17) the control operator is B 0 = (a 13 , a 23 )
T and then B ⇤ 0 = a 13 1 + a 23 2 for = ( 1 , 2 ) T . To the author knowledge, the existing techniques used to prove observability inequalities for parabolic systems do not apply for a control operator of this form (even if the control acts on the whole domain).
In view of Remark 3, we apply a change of variables to transform (17) into a 2 ⇥ 2 system where the control force acts only on one equation. Indeed, hypothesis (4) allows us to consider the new variables
and to rewrite system (17) as
where e B = (0, a 23 ) 
and
Remark 4. As explained before, z 1 is chosen by the mean of the change of variables (20) so as to have one control force only. Note that -unlike the localized control force v in (6)-this control force u acts on the whole domain ! where the solution z to (21) evolves. This will be the key point of the proofs in the following section.
To shorten notation in the sequel, we set
K is the 3 ⇥ 3 Kalman matrix given in Theorem 2 whose determinant is det K = a 13 (a 22 a 23 + a 21 a 13 ) a 23 (a 11 a 13 + a 12 a 23 ).
Note that e a 12 is not a L 1 coe cient, but a first order operator in space. We have simplified the adjoint of the control operator of the 2 ⇥ 2 system (17). With the new operator e B ⇤ = a 23 2 for = ( 1 , 2 ) T , we are now able to prove the controllability of (21). Rewriting conditions (16), (18) and (19) with the change of variables (20), we have: 7
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such that the solution z to (21) satisfies z(·, T ) = 0, then there exists a function v 2 L 2 (q T ) such that the solution y to (6) satisfies y(·, T ) = 0. Moreover, v can be obtained as
where h is defined by (15) .
Remark 5. For the controllability of system (21) we need that the source term g belongs to an appropriate space. By the definition of g (see (15) and (23)) this implies some constraints on the solution (b y,b v) to (11).
The paper is organized as follows. Sections 2 and 3 concern the proof of Theorem 2. Section 2 is devoted to the proof of an observability inequality for the backward system associated with (21). In Section 3 we follow the method provided by Lemma 4 to prove Theorem 2: first, we prove that, under some hypotheses on the solution (b y,b v) to system (11), the reduced system (21) is null controllable with control forces u 2 L 2 (q T ), and then, we choose a control u belonging to W 2 ! (0, T ) (so that v defined by (26) belongs to L 2 (q T )) and satisfying (25). In section 4, we apply the decomposition (13) to investigate the null controllability of (1) by two forces and to prove Theorem 3. Section 5 is devoted to the proof of the existence of a solution (b y,b v) to (11) satisfying the hypotheses required in sections 3 and 4. Some remarks and further results are discussed in section 6.
2. An observability inequality for the non homogeneous backward system associated with (21) As it is usual, we state the controllability of system (21) as a consequence of the observability of its adjoint system. Let us consider the following non homogeneous backward system associated with (21):
where e a ⇤ 12 is the formal adjoint of the operator e a 12 . This section is devoted to the proof of the following observability result for the solutions to (27).
Proposition 5. Under hypotheses of Theorem 2, for every p 2 N, p 3, there exists a positive constant C 0 = C 0 (R 0 , k e Ak 1 , c, ↵, p, T ) (where k e Ak 1 is defined in (24) and R 0 in (35)) such that for every
T to (27) satisfies
The proof of Proposition 5 is decomposed in two steps (see page 11). In the first step we establish a weak observability inequality (38) with an observation on the two components of the solution to system (27). In the second step we remove the first component 1 , as it is estimated by the second one 2 . This second step is the key point of the proof of Proposition 5 and it can be formulated as the following lemma.
Lemma 6. Under hypotheses of Theorem 2, for every p 2 N, p 3, there exists a positive constant
Proof. Fix 2 (0, 1). To simplify notations, let us consider the function ' defined by
All along the proof
, and the values of those constants may change from one line to another. Multiplying the second equation of (27) by ' p 1 and integrating by parts over q T , we obtain
Besides, by the definition of e a 12 and simple computations, we can prove that
Recalling hypothesis (5), we deduce from (30) that
Now, from (29) and (31) and using '
Choosing ✏ such that c ✏K c, we obtain
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To "control" the variable 1 by the variable 2 and the source term f , we have to eliminate the terms in r 1 and r 2 in the right-hand side of (32). We begin by getting rid of the term in r 2 .
To this end, we multiply the second equation of (27) by ' p 1 2 and we integrate by parts over q T :
By the definition of e a 12 (see (22)) and integration by parts on !, we can prove that
Combining this inequality with (33) and (32), we obtain
Now we choose ✏ such that c ✏K 2 c, and we deduce from this inequality that
To eliminate r 1 in the right-hand side of (34), we multiply the first equation of (27) by ' p+1 1 . After integrations by parts in q T , we obtain 
For ✏ satisfying 2 c ✏K 3 c, we deduce from this inequality that
This proves the lemma.
We also recall the energy inequality satisfied by the solutions to (27).
We do not give the proof of Lemma 7 which is standard.
Proof of Proposition 5. Applying Lemma 7, firstly with t 1 = t 2 [0, T/4], t 2 = T/4, secondly with t 1 = T/4, t 2 = t 2 [T/4, T/2], we obtain
Since
we deduce from (36) that
11 hal-00864253, version 1 -Using the fact that the functions t p (T t) p and (T t) p are lower bounded by a positive constant for t 2 [T/4, T/2] and t 2 [0, T/2] respectively, we obtain from (37)
where C = C(R 0 , p, T ). Combining this inequality with (28), we finally obtain
with C = C(R 0 , k e Ak 1 , c, p, T ). This ends the proof of Proposition 5, recalling that e B ⇤ = a 23 2 with a 23 satisfying (4).
Remark 6. In order to deal with the controllability of non linear systems, it is crucial to know the explicit dependence on the parameters T , ↵ and ka i j k 1 (i, j = 1, 2, 3) of the observability constant C 0 in Proposition 5. Analyzing in details the proofs of Lemma 6 and Proposition 5, we can obtain
where  is a positive constant which depends only on p and c, and N T is given by
, with R 0 as in (35).
3. Controllability of (21) and proof of Theorem 2 For the moment, let us assume that the source term g in (21) satisfies
This will be proved in details in section 5. The aim of the present section is to prove Theorem 2. According to Lemma 4, Theorem 2 will be proved if we construct a regular control u for system (21) which ensures that the control v for system (6) defined by (26) belongs to L 2 (q T ). This is the subject of the following result. 
whose proof can be obtained using the same method as in [19] . 2 , where C = C(!) > 0 and R T = (1 + T )(1 + R 0 ) (with R 0 given by (35)).
The proof of Theorem 8 follows the idea developed by Fursikov and Imanuvilov in [15] to prove the existence of solutions to parabolic equations which exponentially decrease at t = T . This method will also be applied in section 4 for the proof of Lemma 13 and in section 5 for the proof of Theorem 14.
Proof of Theorem 8. Let us introduce the following notation
For p 2 N with p 8, we consider the weight functions defined for t 2 (0, T ) and for k 2 N ⇤ by,
Then the observability inequality of Proposition 5 may be written as
where C 0 = exp(N T ) with N T given by (39). All along this proof, C stands for a generic positive constant depending only on !, p and on the parameter c occurring in hypothesis (5). Let us consider, for each k 2 N ⇤ , the following minimization problem
where z u stands for the solution to (21) associated with u 2 L 2 (q T , e ⇢ 0 ). The functional e J k : L 2 (q T , e ⇢ 0 ) ! R + is clearly di↵erentiable, coercive and strictly convex on L 2 (q T , e ⇢ 0 ). Therefore, following [20] , we deduce that the minimization problem (44) admits a unique solution u k which is characterized by the following optimality conditions
Using (47) and (46), we can write
Since ⇢ k  ⇢, we can deduce from the observability inequality (43) that
Besides, the optimality conditions also imply
By (48), it follows that
Consequently,
Besides, from (40) we have kgk
By the definition of e ⇢ 0 and the estimate (49), we also have k e 
From Proposition 9, it follows that the solution z k to (45) belongs to (W 2 ! (0, T )) 2 , with the estimate
where S T = R T + N T + ka 23 k 1 . From (49) and (50), we deduce the existence of subsequences, still denoted z k and u k , such that as k ! 1, we have
Passing to the weak-limit in (45) as k ! +1, we see that z is the solution to (21) associated with 2 implies that z(·, T ) = 0, since the weight ⇢ blows up at t = T .
Note that if u belongs to W 2 ! (0, T ), then u necessarily satisfies (25), since u 2 L 2 (q T , e ⇢ 0 ) and e ⇢ 0 blows up at t = 0 and t = T . Consequently, the proof of Theorem 8 will be ended if we prove that u belongs to W 2 ! (0, T ). Let us recall that u is given by the weak-limit of u k in L 2 (q T , e ⇢ 0 ), where each u k satisfies the optimality conditions (45)-(47). Let k be fixed. The weight function ⇢ k is bounded on q T , so that the solution k = ( k,1 , k,2 ) to (46) belongs to (W 2 ! (0, T )) 2 . It follows that u k 2 W 
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given by (49)), we can prove that 2 (obtained by combination of (48) and (49)) and the fact that p 8. Therefore, we have kL
Applying the inequality of Proposition 9 to k , we obtain
so that for a subsequence we have k * in (W In this section we apply the method detailed in section 1.2 to the controllability of system (1) by two forces. The proof is more straightforward in this case than for the controllability by three forces. Indeed, if the decomposition (13) defines a solution y to (10) controlled by two forces
T , then (14) becomes
where h is given by (15) . This leads to the controllability of the equation
by two control forces F 2 and F 3 satisfying
The two control forces v 1 and v 2 associated with y are then expressed functions of F 1 , F 2 and F 3 thanks to (51). For more readability, we set
The result analogous to Lemma 4 is given below.
and such that the solution z to
satisfies z(·, T ) = 0 in !, then system (10) is null controllable by two forces v 1 and v 2 . Moreover, v 1 and v 2 can be obtained as
u 2 a 31 z a 32 u 1 a 33 u 2 + h 3 .
15
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The method provided by Lemma 10 to prove Theorem 3 is similar to that provided by Lemma 4 to prove Theorem 2: first, we state that system (53) is controllable by two forces u = (u 1 , u 2 ) 2 , then we construct some forces u satisfying (52) and belonging to (W 2 ! (0, T )) 2 .
Let us consider, for p 2 N, p 1, the following weight function
Proposition 11. Let us assume that hypothesis (9) By the definition of B, it is easy to prove that Proposition 11 is true if we replace u 2 2 , since the source term h 1 belongs to L 2 (q T ). But we need to construct control forces u which satisfy (52) and belong to (W 2
2 . This is the reason why we introduce the weight functions ⇢ and ⇢ 0 , where ⇢ is given by (41). It will be proved in section 5 that we can assume h 1 belonging to L 2 (Q T , ⇢). As a consequence, Proposition 11 follows by standard duality arguments from the following observability result. 
where N T = 1 T + (1 + T )(1 + ka 11 k 1 ). We do not give the proof of this result which can be obtained by straightforward computations. Note that the proof is simpler than that of Proposition 5, because it concerns only one equation. In general, there is no di culty to prove the observability inequality when the number of controls in the forward system is greater that the number of equations, a fortiori when the control forces act on the whole domain. Now, we apply the arguments of the proof of Theorem 8, with e J k replaced with
to obtain the following result. In view of Lemma 10, Lemma 13 gives the proof of Theorem 3.
Construction of b y
The aim of this section is to prove that we can construct a solution (b y,b v) to (11) such that the source terms g in (21) and h 1 in (53) respectively belong to (L 2 (q T , ⇢)) 2 and L 2 (q T , ⇢), where ⇢ is defined by (41). 16 hal-00864253, version 1 -
Statement of the results
The following result states the controllability of (1) with three forces and the existence of solutions which exponentially decrease at t = T . 
Corollary 15. For every p 2 N, the function h defined by (15) belongs to (L 2 (q T , ⇢)) 3 , where ⇢ is given by (41).
Proof. By the definition of h, we have
From Theorem 14 and the definition of ⇢, we deduce that b y satisfies in particular
Besides, the definitions of ⌘ (see (12) ) and ⇢ imply that
Finally, using that ⌘ 0 (t) = 0 for t 2 (0, T/4) and t 2 (3T/4, T ), we have
By (55), this implies that R is bounded in q T (according to hypothesis (4)), we deduce from Corollary 15 the following result.
Corollary 16. For every p 2 N, the function g defined by (23) belongs to (L 2 (q T , ⇢)) 3 .
To prove Theorem 14 we still apply the method developed by Fursikov and Imanuvilov in [15] . We also refer to [11] for a similar proof. As for the proofs of Theorem 8 and Lemma 13, the main idea is to state an observability inequality for the backward system associated with (54). This is the goal of the next section. 17
An observability inequality for the backward system associated with (54)
The main point is to establish a weighted observability estimate without singularity at t = 0 in the weights. First, we prove a global Carleman estimate for the solutions to the non homogeneous backward system associated with (54): 
where and denote the functions (x, t) = 0 (x) t(T t) (for (x, t) 2 Q T ) and (t) = 1 t(T t) (for t 2 (0, T )).
The proof of Lemma 17 can be found in [14] . However, in [14] the author does not specify the dependence of the parameter s 0 on T . This explicit dependence has been obtained in [12] . Applying Lemma 17 to each equation of system (56) and summing the three Carleman inequalities obtained, we can easily prove the following Carleman inequality for the solutions to (56).
where C 0 and s 0 are given by Lemma 17. 18 hal-00864253, version 1 -
We deduce from the Carleman estimate of Lemma 18 the following weighted observability estimate.
Lemma 19. Let s s 1 (s 1 given by (57)). There exists a positive constant C = C(⌦, !, T, kAk 1 , s) such that for every 0 2 (L 2 (⌦)) 3 and every f 2 (L 2 (Q T )) 3 the solution to (56) satisfies
where the functions e and e are defined by 3 . In this proof, C stands for a generic positive constant depending only on ⌦, !, T , kAk 1 and s, and  denotes a positive constant depending only on ! and ⌦. The values of those constants may change from one line to another. Applying (3) to and using the definition of g and ⌘, we have
From the definition of , we have e 2s e 16sk 0 k 1 /T 2 for t 2 [T/4, 3T/4], so that the above inequality implies that
Since the weights e 2s e and e 3 are lower bounded for t 2 [0, 3T/4], we have
The integral term R Q T e 2s | | 2 in (58) can be estimated by applying Lemma 18:
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Combining (58), (59) and (61), we obtain
On the other hand, by the definitions of e and e , we have
e 2s e h (se )
Adding the last two inequalities, we have
For the estimation of e 2s e h (se )
which implies that
Combining this inequality with (60), we deduce that
20
hal-00864253, version 1 -In a forthcoming paper, we will deal with the null controllability of system (1) in the case n 3 (that is A = (a i j ) 1i, jn 2 (L 1 (Q T )) n⇥n and B = (0, 0, 0, · · · , 0, 1) T 2 R n ), using the same approach as for the proof of Theorem 2 and working by induction.
The nonlinear case.
The knowledge of the dependence of the observability constant C 0 (see Proposition 5 and Remark 6) with respect to the coe cients of A is needed to study the controllability to trajectories of systems like 8 > > > < > > > :
with a nonlinearity F : R 3 ! R 3 . The next step of our study is to perform a Kakutani fixed-point argument on a linearized system of (72) to deduce a local controllability result for the solutions to (72).
The case of distinct di↵usion coe cients.
The problem of the controllability to trajectories for (72) is derived from the study of the controllability to trajectories of the following system which models the therapy for brain tumors T stands for the normal derivative of y = (y 1 , y 2 , 1, 2, 3 ) and the non linearity F is defined by 
, with k i > 0 for i = 1, 2 (see [9] for more details). As for system (72), the study of the controllability to trajectories for (73) begins with the study of the null controllability of the following linear system
where A is a 3 ⇥ 3 matrix with coe cients a i j belonging to L 1 (Q T ). Applying the decomposition (13) 
An inspection of the proof of our main result shows that the assumption (5) was only needed in the proof of Lemma 6 to establish (76) and so (31). Consequently, the assumption (5) in Theorem 2 can be replaced by the assumption (76). Now, taking into account the di↵usion coe cients d i , i = 1, 2, 3, in the proof of Lemma 6, we get the following result. 24
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The main di↵erence consists in the estimate of r 2 . Indeed, in (33) the term R 
