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NON-OUTER CONJUGATE Zp2-ACTIONS ON FREE PRODUCT
FACTORS
KENNETH DYKEMA† AND MARIA GRAZIA VIOLA
Abstract. We show that for any prime p and for any II1–factor N there exist two
Zp2 -actions on the free product factor ∗
p
1
N that have the same outer invariant but
are not outer conjugate. Therefore, the outer invariant is not a complete invariant
for outer conjugacy.
1. Introduction
Two automorphisms α and β on a von Neumann algebra M are said to be outer
conjugate if there exists an automorphism σ ∈ Aut(M) and a unitary W ∈ M such
that σβσ−1 = Ad W ◦ α, where Ad W acts on M as Ad W (x) =WxW ∗.
In an exceptional paper [Co3] A. Connes classified periodic automorphisms on the
hyperfinite II1 factor R up to outer conjugacy. He showed that the pair (p0, λ), where
p0 is the outer period of the automorphism α ∈ Aut(R), i.e., the smallest non-negative
integer such that αn is an inner automorphism, and λ is the obstruction to lifting
(as defined in Section 2), is a complete outer conjugacy invariant for automorphisms.
The pair (p0, λ) is usually referred to as the outer invariant of the automorphism α.
The question addressed in this paper is whether similar results hold for other type
of II1 factors, in particular for free product factors. In fact, we show that the situation
for free product factors is completely different. Given any prime p and a II1 factor
N , we show that there exist two actions of the cyclic group Zp2 on ∗
p
1N which have
the same outer period and obstruction to lifting, but are not outer conjugate. This
work is a generalization of the work of Florin Ra˘dulescu (see [Ra2]) for Z2-kernels on
an interpolated free group factor.
The two Zp2-actions we consider are realized starting with two very different II1
factors A andM with , each of which is obtained from a II1 subfactor construction.
The first factor A is an amalgamated free product and is generated by an extremal
commuting square of finite dimensional algebras. We prove in Theorem 4.8 the
existence of a pair A1 ⊆ B1 of II1 factors such that A is the enveloping algebra of this
pair. Here, B1 is the crossed product of A1 by a Zp2–action θ1 with outer invariant
(p, e
2πi
p ), and A1 is a free product factor.
The second factor is the crossed product M =
((
(∗p1Q) ∗ L
(
F1− 1
p
))
⊗R
)
⋊γ Zp,
which is an example of a II1 factor non-antiisomorphic to itself. M is the enveloping
algebra of a pair A2 ⊆ B2 with properties similar to those of the pair A1 ⊆ B1
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considered above. Here Q is chosen so that Qt = N ⊗ Mp(C) for t =
√
p+1
p3
. In
particular B2 is the crossed product of A2 by a Zp2–action θ2 with outer invariant
(p, e
2πi
p ), and A1 ∼= A2.
In addition, letting q be a projection of trace t =
√
p+1
p3
, we get qA1q ∼= ∗
p
1N .
Therefore, perturbing θi, i=1,2, by an inner automorphism φi, i = 1, 2, so that φi ◦ θi
i=1,2, leave q invariant, we obtain two Zp2-actions θ˜i = φi◦θi|qA1q on the free product
factor ∗p1N that have also outer invariant (p, e
2πi
p ).
Our subfactor constructions thus give two Zp2-actions on ∗
p
1N with the same outer
invariant. To show that these two actions are not outer conjugate we compute the
Connes χ invariant of the two factors M and A. This technique was already used
by Ra˘dulescu in [Ra2] to show that the Z4-actions he constructed were not outer
conjugate. The Connes invariant, introduced by Connes in [Co1], is a certain abelian
subgroup of the group of outer automorphisms of a II1 factor, as recalled in Section
2. Although for both factors the Connes invariant is algebraically isomorphic to Zp2 ,
it is still able to distinguish the factors if we view the invariant as a subgroup of
the group of outer automorphisms. In particular, we are interested in the position
of the unique subgroup of order p of χ(M) ∼= χ(A) ∼= Zp2. We thus consider the
crossed product of each of the factors M and A by the Zp-action corresponding to
this unique subgroup of the χ invariant. As shown in Section 5 the associated dual
actions can be decomposed, modulo inner automorphisms, into an approximately
inner automorphism and a centrally trivial automorphism. Using this decomposition
we prove that the two dual Zp–actions are not outer conjugate, by showing that the
two factors M and A are not not isomorphic (Theorem 6.5). It follows that the two
Zp2-actions on ∗
p
1N are not outer conjugate.
2. Definitions
LetM be a II1 factor with separable predual, endowed with a faithful trace τ . Then
M inherits an L2-norm from the inclusion M ⊂ L2(M) given by ‖x‖2 = τ(x∗x)
1
2 , for
all x ∈ M . Denote by Aut(M) the group of automorphisms of M endowed with the
pointwise weak-topology for which a sequence of automorphisms αn converges to α
if and only if ‖αn(x)− α(x)‖2 → 0 for all x ∈M .
When studying the automorphisms of a factor there are two normal subgroups
of Aut(M) which are of particular interest, the group of inner automorphisms and
the group of centrally trivial automorphisms. These are also the groups involved in
the definition of the Connes invariant χ(M), as we will briefly describe. The inner
automorphisms are the automorphisms of the form AdM(u) for some unitary u in M .
If there is no ambiguity in determining the factor M on which the inner automorphism
acts, we will simply use the notation Ad u. Let Int(M) be the normal subgroup of
Aut(M) formed by all inner automorphisms, and denote by Int(M) its closure in the
pointwise weak-topology.
Definition 2.1. A bounded sequence (xn)n∈N in M is called central if
lim
n→∞
‖xny − yxn‖2 = 0, for all y ∈M .
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Also, a central sequence (xn)n∈N inM is trivial if there exists a sequence of complex
numbers (λn)n∈N such that lim
n→∞
‖xn − λn1‖2 = 0.
Next we define the centrally trivial automorphisms of M , which form the other
group involved in the definition of the Connes invariant.
Definition 2.2. An automorphism α ∈ Aut(M) is said to be centrally trivial if
lim
n→∞
‖α(xn)− xn‖2 = 0 for any central sequence (xn)n∈N in M .
Let Ct(M) be the group of centrally trivial automorphisms and Out(M) =
Aut(M)
Int(M)
be the group of outer automorphisms of M , with
ǫ : Aut(M) −→ Out(M)
the quotient map. We can now define the Connes invariant χ(M), which was intro-
duced by Connes in [Co1].
Definition 2.3. Let M be a II1 factor with separable predual. The Connes invariant
χ(M) is the abelian group
χ(M) =
Ct(M) ∩ Int(M)
Int(M)
⊂ Out(M).
In a similar fashion, given an inclusion N ⊆M of II1 factors with separable pred-
ual, one can define the relative Connes invariant in the following way. Let Aut(M, N)
be the group of automorphisms of M leaving N invariant and let Int(M, N) be the
subgroup of Aut(M, N) formed by all inner automorphisms of M implemented by
unitaries in N . Denote by Ct(M, N) the set of automorphisms of M leaving N
invariant and acting asymptotically trivially on the central sequences for M which
are contained in N . The relative Connes invariant for the inclusion N ⊆ M was
introduced by Y. Kawahigashi in [Kaw] as a generalization of the Connes χ invariant
and is defined as
χ(M,N) =
Ct(M, N) ∩ Int(M,N)
Int(M, N)
.
The most useful tool for studying the Connes invariant or its relative version is
the central sequence algebra. Let ω be a free ultrafilter over N and denote by τ
the trace on the II1 factor M . As usual we assume that M has separable predual.
Let ℓ∞(N,M) be the algebra of bounded sequences in M . Define Iω as the ideal
in ℓ∞(N,M) formed by all sequences (xn)n∈N such that lim
n→ω
‖xn‖2 = 0 (see [EK] for
more details on ultrafilters). Set Mω =
ℓ∞(N,M)
Iω
. Then M can be embedded into
Mω as the set of constant sequences.
Let Cω denote the subalgebra of ℓ
∞(N,M) consisting of sequences with the property
that lim
n→ω
‖xny − yxn‖2 = 0 for all y ∈ M . We will refer to these sequences as ω-
central.
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Definition 2.4. For a free ultrafilter ω over N, the ω–central sequence algebra of M
is
Mω =
Cω
Iω ∩ Cω
.
Set τω([(xn)n]) = lim
n→ω
τ(xn), where [(xn)n] denotes the coset (xn)n + Iω in M
ω and
(xn)n ∈ ℓ
∞(N,M). Then τω defines a faithful trace on Mω, which induces a faithful
trace on Mω. Moreover, Mω =M
ω ∩M ′.
Observe that every automorphism α ∈ Aut(M) induces an automorphism αω on
Mω by
αω([(xn)n]) = [(α(xn))n],
for all [(xn)] ∈ Mω. By restricting this automorphism to classes of ω–central se-
quences we obtain an automorphism αω of Mω for every α ∈ Aut(M). The following
remark, due to Connes [Co2], gives a characterization of the centrally trivial auto-
morphisms.
Remark 2.5. Let N ⊆ M an inclusion of II1 factors with separable predual. An
automorphism α ∈ Aut(M, N) belongs to Ct(M, N) if and only if
αω|Nω∩M ′ = Id|Nω∩M ′
The Connes classification of the periodic automorphisms on the hyperfinite II1
factor, up to outer conjugacy, is based on the outer invariant of an automorphism α
of M , which is defined as follows.
Definition 2.6. Given a II1 factor M , the outer period p0 of α ∈ Aut(M) is the
smallest non-negative integer such that αp0 = AdM(U), for some unitary U ∈ M .
If no power of α is an inner automorphism then we set p0 = 0. Note that if U is
a unitary that realizes αp0 as an inner automorphism, then it is easy to check that
α(U) = λU , for some λ ∈ C with λp0 = 1 (apply αp0+1 = αp0α = ααp0 to x in M
and use the fact that M is a factor). We call λ the obstruction to lifting of α and the
pair (p0, λ) the outer invariant of α. We sometimes refer to a periodic automorphism
of M with outer period p as a Zp-kernel.
The terminology obstruction to lifting is motivated by the fact that λ = 1 if and
only if the homomorphism φ : Zp0 −→ Out(M) with φ(1) = α can be lifted to an
homomorphism Φ : Zp0 −→ Aut(M), so that the diagram
Zp0 ✲Out(M)
φ
✓
✓
✓
✓
✓
✓
✓✼
Φ
Aut(M)
❄
ε
commutes.
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3. Commuting Squares
In this section we review some basic elements about commuting squares as they
appear in [Po1], [Po3] (see also [GHJ]). Given a set S ⊆ B(H) denote by Span(S)
the linear span of S, and by Span(S)
wo
its closure in the weak operator topology.
Definition 3.1 (Popa). A diagram
B ⊂ A
∪ ∪
D ⊂ C
of finite von Neumann algebras with a finite faithful normal trace τ on A is a com-
muting square if the diagram
B
EB←− A
↑ i ↑ i
D
ED←− C
commutes, where i denotes the inclusion map, and ED, EB are the conditional ex-
pectations onto D and B respectively.
The theory of von Neumann algebras and subfactors provides numerous examples
of commuting squares. In fact, if N ⊂ M ⊂ M1 ⊂ M2 ⊂ · · · is the Jones tower for
the inclusion N ⊂M , then for all i ≥ 1 the relative commutants
M ′ ∩Mi+1 ⊂ M ′1 ∩Mi+1
∪ ∪
M ′ ∩Mi ⊂ M ′1 ∩Mi
form a commuting square.
We are interested in commuting squares that have some additional properties,
which appear naturally when studying commuting squares coming from a finite depth
inclusion of subfactors.
Definition 3.2. Let
B ⊂ A
∪ ∪
D ⊂ C
be a commuting square of finite von Neumann algebras which are weakly separable.
Denote by τ the normalized, faithful trace defined on A. We say that the commuting
square is extremal if it satisfies the following conditions:
(i): The inclusion C ⊂ A has a λ-Markov trace [GHJ], (which means that there
exists a trace τ˜ on the basic construction
〈A, f〉 = Span(AfA)
wo
for this inclusion that extends the trace τ on A, and has the property that
τ˜(fa) = λτ(a) for all a ∈ A) such that the basic construction for D ⊆ B,
with respect to the trace τ˜ |B, coincides with 〈B, f〉
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(ii): C generates A as a left (or right) B-module, i.e.,
A = Span(BC)
wo
= Span(CB)
wo
(iii): The centers of the pair of algebras A,B and C,D, respectively, have trivial
intersection
Z(A) ∩ Z(B) = C 1 and Z(C) ∩ Z(D) = C 1.
This is equivalent to saying that the inclusions B ⊂ A and D ⊂ C have
connected Bratteli diagrams.
Note that if A is a finite dimensional algebra the condition (ii) is unnecessary
because equivalent to (i). There is a standard way, the basic construction, to produce
a new extremal commuting square from a given one.
Remark 3.3. Given an extremal commuting square of finite dimensional algebras
B ⊂ A
∪ ∪
D ⊂ C
construct the diagram
〈B, f〉 ⊂ 〈A, f〉
∪ ∪
B ⊂ A
This is also an extremal commuting square.
As mentioned before, finite depth inclusions of factors provide many examples of
extremal commuting squares. In fact, it is a result of A. Ocneanu [Oc2] that if
N ⊆ M is an arbitrary inclusion of II1 hyperfinite factors of finite depth then there
exists an extremal commuting square of finite dimensional algebras which by iteration
of the basic construction produces the inclusion N ⊆M .
4. The construction of the two Zp2-actions
Fix a prime p and let N be a II1 factor. In this section we construct two Zp2-actions
on ∗p1N which have the same outer invariant. We will prove later (Section 6) that
these actions are not outer conjugate.
Denote by R the hyperfinite II1 factor. The first one of our actions is obtained from
an inclusion A1 ⊂ B1 of II1 factors which by iteration of the basic construction pro-
duces the II1 factor (Q⊗R)∗R(R⋊σZp2), where Q is a II1 factor and σ is a Zp2-action
on R. In Theorem 4.4 we show that B1 is the crossed product of A1 by a Zp2-action
with outer invariant (p, e
2πi
p ). We will denote the action we define on ∗p1N by θ˜1. Anal-
ogously, the second action is obtained from an inclusion A2 ⊂ B2, which by iteration
of the basic construction produces the II1 factor
((
(∗p1Q) ∗ L
(
F1− 1
p
))
⊗R0
)
⋊γ Zp
and has similar properties than the inclusion A1 ⊂ B1.
To construct the two Zp2-actions and to prove that they are not outer conjugate
it is useful to have an explicit model for the hyperfinite II1 factor R and for the
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inclusion R ⊂ R ⋊σ Zp2 . Such model was introduced by Ra˘dulescu in [Ra2] for the
case p = 2. Since the proof for the general case is based on the same argument given
by Ra˘dulescu in his work, we refer to Lemma 5 in [Ra2] for a proof of the following
statement.
Lemma 4.1. The hyperfinite II1–factor is generated by unitaries (Uk)k∈Z and a uni-
tary g, where each Uk has spectrum consisting of the p
2-th roots of unity, on which
the trace of spectral measure is equidistributed, and where g has spectrum consisting
of the p-th roots of unity with equidistributed trace of spectral measure, where the
following relations hold:
(i) (Uk)
p2 = 1 for all k ∈ Z,
(ii) UkgU
∗
k = e
− 2πi
p g if k = 0,−1, while UkgU∗k = g, if k ∈ Z\{0,−1},
(iii) UkUk+1U
∗
k = e
2πi
p2 Uk+1, for k ∈ Z,
(iv) UiUj = UjUi if |i− j| ≥ 2,
and where the trace of every nontrivial word in the Uk and g (in the obvious sense,
subject to the above relations) is zero.
Moreover,
R−1 = {gU
p
0 , U1, U2, . . .}
′′ ⊆ {g, U0, U1, U2, . . .}
′′ = R0.
defines an inclusion of type Π1 factors of index p
2 for which the relative commutant
R′−1 ∩ R0 is equal to {g}
′′.
If we set θ = AdR−1(U0), then θ is a Zp2-action of R−1 and R0 is equal to the
crossed product R−1 ⋊θ Zp2. Moreover, the outer invariant of θ is (p, e
− 2πi
p ).
Also, the tower of factors in the iterated basic construction for the inclusion R−1 ⊂
R0 is given by the family
Rk = {g, U−k, U−k+1, U−k+2, . . .}
′′ for k ≥ 1,
while the Jones downward tunnel for R−1 ⊂ R0 is given by
R−k = {gU
p
0U
p
1 · · ·U
p
k−1, Uk, Uk+1, Uk+2, . . .}
′′ for k ≥ 1,
Moreover, the k-th term in the sequence of relative commutants is
Rk ∩ R
′
−1 = {g, U−k, U−k+1, . . . , U−1}
′′, for k ≥ 1.
Since R0 = {g, U0, U1, U2, . . .}′′ is obviously generated by an increasing family of fi-
nite dimensional subalgebras, it provides a model for the hyperfinite II1 factor. Note
also that it is quite simple to produce a family of unitaries satisfying the conditions of
Lemma 4.1. In fact, if β is a Zp2-action on the hyperfinite II1 factor with outer invari-
ant (p, e
2πi
p ), then the unitaries implementing the crossed products in the Jones tower
and tunnel for the inclusion R ⊂ R⋊β Zp2 verify the desired properties. The unitary
g of order p is chosen instead from the elements of the first relative commutant.
In the next lemma we show that the inclusion R−1 ⊂ R−1 ⋊θ Zp2 = R0 can be
obtained by iteration of the basic construction from an extremal commuting square
(see comment at the end of Section 3).
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Lemma 4.2. Set R0 = {g, U0, U1, U2, . . .}′′ ⊂ R1 = {g, U−1, U0, U1, U2, . . .}′′, and
R−k = {gU
p
0U
p
1 · · ·U
p
k−1, Uk, Uk+1, Uk+2, . . .}
′′ for k ≥ 1, as in the previous lemma.
Then
{g, U0}′′ = B ⊂ A = {g, U−1, U0}′′
∪ ∪
{g}′′ = D ⊂ C = {g, U−1}
′′.
is an extremal commuting square and generates the inclusion R0 ⊂ R1 by iteration
of the Jones basic construction for D ⊂ B and C ⊂ A. The successive steps in the
Jones tower for the inclusions D ⊂ B and C ⊂ A are given by the algebras A(k)0 and
A
(k)
1 respectively, where A
(k)
0 and A
(k)
1 are defined by
A
(k)
0 = {g, U0, U1, . . . , Uk}
′′ ⊂ A(k)1 = {g, U−1, U0, U1, . . . , Uk}
′′
for k ≥ 0 and
A
(−1)
0 = D = {g}
′′ ⊂ A(−1)1 = C = {g, U−1}
′′.
Moreover, A
(k−2)
0 = R
′
−k ∩R0 and A
(k−2)
1 = R
′
−k ∩ R1 for all k ≥ 1
Proof. The diagram
{g, U0}′′ ⊂ {g, U−1, U0}′′
∪ ∪
{g}′′ ⊂ {g, U−1}′′.
is an extremal commuting square because of the properties satisfied by the unitaries
Uk and g (i.e. (ii)-(iv) in the previous lemma) and the definition of the trace on R0.
Next we want to show that A
(k−2)
0 = R
′
−k ∩R0 ⊂ R
′
−k ∩R1 = A
(k−2)
1 . Set
A
(j−1)
−j = {gU
p
0U
p
1 · · ·U
p
j−1}
′′
A
(k)
−j = {gU
p
0U
p
1 · · ·U
p
j−1, Uj, Uj+1, Uj+2, . . . Uk}
′′ for k ≥ j and j ≥ 1.
By the previous lemma Uk is the unitary implementing the crossed product in the
k-th step of the Jones tunnel for the inclusion R0 ⊂ R0⋊Ad(U−1)Zp2 = R1, so iterating
the basic construction horizontally and constructing the Jones tunnel vertically, we
obtain the following diagram
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A
(−1)
1 ⊂ A
(0)
1 ⊂ A
(1)
1 ⊂ A
(2)
1 ⊂ . . . A
(k−1)
1 ⊂ A
(k)
1 ⊂ A
(k+1)
1 ⊂ . . . ⊂ R1
∪ ∪ ∪ ∪ ∪ ∪ ∪ ∪
A
(−1)
0 ⊂ A
(0)
0 ⊂ A
(1)
0 ⊂ A
(2)
0 ⊂ . . . A
(k−1)
0 ⊂ A
(k)
0 ⊂ A
(k+1)
0 ⊂ . . . ⊂ R0
∪ ∪ ∪ . . . ∪ ∪ ∪ ∪
A
(0)
−1 ⊂ A
(1)
−1 ⊂ A
(2)
−1 ⊂ . . . A
(k−1)
−1 ⊂ A
(k)
−1 ⊂ A
(k+1)
−1 ⊂ . . . ⊂ R−1
∪ ∪ . . . ∪ ∪ ∪ ∪
A
(1)
−2 ⊂ A
(2)
−2 ⊂ . . . A
(k−1)
−2 ⊂ A
(k)
−2 ⊂ A
(k+1)
−2 ⊂ . . . ⊂ R−2
∪ ∪ ∪ ∪ ∪
...
...
...
...
...
∪ ∪ ∪ ∪
A
(k−1)
−k ⊂ A
(k)
−k ⊂ A
(k+1)
−k ⊂ . . . ⊂ R−k
∪ ∪ ∪ ∪
...
...
...
...
where A
(j)
−i = A
(j−1)
−i ⋊Ad(Uj) Zp2 for all i ≥ 0 and j ≥ i, as well as for i = 1 and j ≥ 0.
Obviously A
(k−2)
0 ⊂ R
′
−k ∩ R0, so we only need to show the other inclusion. Let
x ∈ R′−k ∩ R0. Since {A
(j)
0 }j≥−1 is the Jones tower of R0, if we denote by E
R0
A
(j)
0
the
conditional expectation of R0 onto A
(j)
0 , then x = lim
j→∞
x(j) with x(j) = ER0
A
(j)
0
(x).
Since x ∈ R′−k we have that for any y ∈ A
(j)
−k ⊂ A
(j)
0
yER0
A
(j)
0
(x) = ER0
A
(j)
0
(yx) = ER0
A
(j)
0
(xy) = ER0
A
(j)
0
(x)y.
Therefore x(j) ∈ (A(j)−k)
′ ∩A(j)0 for every j ≥ k − 1.
Since A
(j)
0 = A
(j−1)
0 ⋊Ad(Uj) Zp2 for all j ≥ 0, by iterating the crossed product
construction, we can write any element x(j) ∈ (A(j)−k)
′ ∩ A(j)0 as x
(j) =
∑
l
alW
l,
where l = (l(k − 1), l(k), . . . , l(j)) is an element of {1, 2, . . . , p2 − 1}j−k+2, al ∈
{g, U0, U1, . . . , Uk−2}′′ = A
(k−2)
0 and W
l = U
l(k−1)
k−1 U
l(k)
k U
l(k+1)
k+1 · · ·U
l(j)
j . Now we want
to explore the restrictions given by the condition x(j) ∈ (A(j)−k)
′ for j ≥ k. A simple
computation shows that
Ad(gUp0U
p
1 · · ·U
p
k−1)(W
l) = e
2πi(l(k)−l(k−1))
p W l
Ad(Um)(W
l) = e
2πi(l(m+1)−l(m−1))
p2 W l for all k ≤ m ≤ j − 1
Ad(Uj)(W
l) = e
− 2πil(j−1)
p2 W l.
Thus, x(j) ∈ (A(j)−k)
′ ∩ A(j)0 if and only if
i) l(j − 1) = 0
ii) l(m+ 1) = l(m− 1) for all k ≤ m ≤ j − 1
iii) l(k) ≡ l(k − 1) mod p.
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Assume j − k ≡ 0 mod 2. Then, the previous conditions imply that x(j) ∈ (A(k−2)0 ∪
{UpkU
p
k+2U
p
k+4 · · ·U
p
j−2U
p
j })
′′, with [UpkU
p
k+2U
p
k+4 · · ·U
p
j−2U
p
j , A
(k−2)
0 ] = 0. Since
x(j) = ER0
A
(j)
0
(x) ∈ (A(j)−k)
′ ∩ A(j)0 we also have that x
(j) = E
(A
(j)
−k
)′∩A
(j)
0
(x(j+2)), where
x(j) =
p−1∑
l=0
al(U
p
kU
p
k+2U
p
k+4 · · ·U
p
j−2U
p
j U
p
j+2)
l and al ∈ A
(k−2)
0 . Note that for every
l 6= 0 (UpkU
p
k+2U
p
k+4 · · ·U
p
j−2U
p
j U
p
j+2)
l is orthogonal to (A
(j)
−k)
′ ∩ A(j)0 with respect to
E
(A
(j)
−k
)′∩A
(j)
0
, thus
x(j) = E
(A
(j)
−k
)′∩A
(j)
0
(x(j+2) = a0 ∈ A
(k−2)
0 .
Similarly, if j − k ≡ 1 mod 2 one can show that x(j) ∈ (A(k−2)0 ∪ {U
p
k−1U
p
k+1 · · ·U
p
j })
′′
belongs to A
(k−2)
0 . Since x = lim
j→∞
x(j), it follows that x ∈ A(k−2)0 , so R
′
−k∩R0 ⊂ A
(k−2)
0 .
An analogous argument shows that R′−k ∩ R1 = A
(k−2)
1 . 
Using the above commuting square we can now prove the existence of an inclusion of
von Neumann algebras A1 ⊂ B1 for the amalgamated free product A = ((Q⊗ R0)∗R0
R1), where Q is a II1 factor. Moreover, B1 is the crossed product of A1 by a Zp2-
action, and A ∼= (∗
p
1Q) ⊗Mp(C). The proof uses the following lemma, which is a
consequence of [Dy].
Lemma 4.3. Let N ⊂ M be an irreducible inclusion of finite dimensional von Neu-
mann algebras with inclusion matrix Λ and let τ be a faithful, tracial state on M with
trace vector
→
s . Let
→
t = (tj)
ℓ
j=1 = Λ
T→s
denote the trace vector for τ |N . Thus,
N =
ℓ⊕
j=1
Mnj (C)
and tj is the result of τ applied to a minimal projection of the jth summand of N .
Let Q be any II1–factor. Then for the amalgamated free product of von Neumann
algebras with respect to the obvious trace–preserving conditional expectations onto N ,
we have
(Q⊗N) ∗N M ∼= Q 1
t1
∗ · · · ∗Q 1
tℓ
∗ L(Fr), (1)
with
r = −ℓ + 1 +
∣∣→t ∣∣2 − ∣∣→s ∣∣2,
where we use the definition from [DR] for notation (1), for r possibly negative.
Proof. Let A denote the amalgamated free product von Neumann algebra on the
left hand side of (1). If N is commutative, then the isomorphism (1) follows directly
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from [Dy, Cor. 3.2]. For general N , let fj be a minimal projection in the jth summand
of N and let f =
ℓ∑
j=1
fj. Then, as is well known,
fAf ∼= (Q⊗ fNf) ∗fNf fMf. (2)
(This can be seen directly, or by applying [BD, Lem. 2.2] and taking the obvi-
ous representation of the full free product C∗–algebra.) The inclusion matrix for
fNf ⊂ fMf is still Λ, while the trace vectors for τ(f)−1τ |fMf and τ(f)−1τ |fNf are
τ(f)−1
→
s and τ(f)−1
→
t , respectively. Since fNf is commutative, from (2) we get
fAf ∼= Q τ(f)
t1
∗ · · · ∗Q τ(f)
tℓ
∗ L(Fr′), (3)
with
r′ = −ℓ+ 1 + τ(f)−2(
∣∣→t ∣∣2 − ∣∣→s ∣∣2).
Using the formula in [DR, Prop. 4] for rescalings, from (3) and A ∼= (fAf)τ(f)−1 , we
get (1), as required. 
Remark 4.4. Let M be a II1 factor and α ∈ Aut(M). Then for any projection p in
M there exists γ ∈ Int(M) such that γ ◦ α(p) = p
In fact, by the uniqueness of the trace on M , p and α(p) must have the same trace.
Therefore we can find a unitary u in M such that uα(p)u∗ = p.
Lemma 4.5. Consider a II1 factor and an automorphism α of M . Suppose that p is
a projection in M with α(p) = p. Then, α is inner if and only if α|pMp ∈ Int(pMp).
Proof. One of the implications is obvious since if α = Ad u fixes p then p commutes
with u and α|pMp = Ad (pu) on pMp. For the other one, let M˜ = M⊗¯B(ℓ2(Z))
be the associated II∞ factor and set α˜ = α ⊗ IdB(ℓ2(Z)) ∈ Aut(M˜). It will suffice
to show that α˜ ∈ Int(M˜). Indeed, α˜(1 ⊗ e11) = 1 ⊗ e11, so α˜ inner implies that
α = α˜|(1⊗e11)M˜(1⊗e11) is inner.
Let q = p ⊗ 1. Take partial isometries vj in M˜ with j ≥ 0, such that for every j
we have v∗j vj = q and q +
∞∑
j=1
vjv
∗
j = 1. By hypothesis, there exists u ∈ qM˜q such
that α˜(x) = uxu∗ for all x ∈ qM˜q. Set
w =
∞∑
i=1
α˜(vi)uv
∗
i ,
which is a unitary in M˜ . In addition, for any y ∈ M˜ we have
wyw∗ =
∞∑
i,j=1
α˜(vi)uv
∗
i yv
∗
juα˜(vj) =
∞∑
i,j=1
α˜(vi)α˜(v
∗
i yvj)α˜(v
∗
j ) =
∞∑
i,j=1
α˜(viv
∗
i yvjv
∗
j ) = α˜(y).
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so α˜ ∈ Int(M˜). 
As an easy consequence of the previous lemma we obtain the following corollary.
Corollary 4.6. Let M be a II1 factor and α an automorphism of M . Let p be a
projection in M fixed by α. Then α and α|pMp have the same outer invariant.
Now we are ready to show that for any II1 factor Q, the factor (Q⊗R−1) ∗R−1 R0
is the enveloping algebra of an inclusion A1 ⊂ B1, with A1 a free product factor.
Observe that if the commuting square
B ⊂ A
∪ ∪
D ⊂ C
is extremal, then the von Neumann algebras (Q⊗D)∗DC and (Q⊗ B)∗BA, are II1
factors.
Proposition 4.7. Let
B ⊂ A
∪ ∪
D ⊂ C
be the extremal commuting square of Lemma 4.2. Consider the inclusion of amalga-
mated free products
(Q⊗D) ∗D C ⊂ (Q⊗B) ∗B A, (4)
where Q is a II1 factor. Set θ1 = Ad[(Q⊗D)∗DC] (U0). Then, θ1 is a Zp2-action on
(Q⊗D)∗DC such that (Q⊗ B)∗BA is isomorphic to the crossed product ((Q⊗D)∗D
C) ⋊θ1 Zp2. Moreover, the outer invariant of θ1 is (p, e
2πi
p ), and (Q⊗D) ∗D C is
isomorphic to
(
∗p1Q 1
p
)
∗ L (Fr), where r = −p+ 1 +
1
p
− 1
p3
.
Lastly, iteration of the Jones basic construction for the inclusion of factors in (4)
yields
A = (Q⊗R0) ∗R0 R1
∼= (Q⊗ R−1) ∗R−1 R0,
as the enveloping algebra.
Proof. First note that the span of elements of the form q1c1q2c2 · · · qn−1cn−1qncn with
qi ∈ Q and ci ∈ C is a dense set in (Q⊗D) ∗D C, as described in [Po1]. It follows
that Ad[(Q⊗B)∗BA](U0) leaves (Q⊗D) ∗D C invariant, since U0 commutes with every
element of Q and AdB(U0) leaves C invariant.
Moreover, using the properties satisfied by the Uk’s and g, it is easy to check that
AdC(U
p
0 ) = AdC(g
∗). (5)
Also, since g commutes with the elements of Q, (5) still holds if we replace C by
(Q⊗D) ∗D C , i.e.,
Ad[(Q⊗D)∗DC] (U
p
0 ) = Ad[(Q⊗D)∗DC] (g
∗).
Thus, θ1 = Ad[(Q⊗D)∗DC] (U0) is a Zp2-action on A1 = (Q⊗D) ∗D C with outer
invariant (p, e
2πi
p
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In addition, by the definition of the von Neumann algebras A, B, C, and D in the
commuting square and the representation of any element in the amalgamated free
product we described before, it follows that
{((Q⊗D) ∗D C) ∪ {U0}}
′′ = (Q⊗ B) ∗B A.
Set B1 = (Q⊗ B) ∗B A and denote by τ the trace on B1, as defined by Popa in
[Po1]. We want to show that B1 can be realized from A1 through a crossed product
construction with respect to the Zp-action θ1. Observe that any monomial which is
an alternating product of elements in Q ⊗ B and A can be written using only one
occurrence of U0 to some power, because of the relations (ii) and (iii) of Lemma 4.1
and the condition [Q,U0] = 0. Therefore, it suffices to show that if m is such a
monomial and it contains a non-zero power of U0, then τ(m) = 0.
Denote by ED1 the conditional expectation defined on Q⊗D and by E
D
2 the con-
ditional expectation on C. Using again the relations (ii) and (iii) of Lemma 4.1 and
the fact that Q and U0 commutes, we obtain that it suffices to consider elements of
the form
a = Uk0 q0c0q1c1 . . . qiciqi+1ci+1 · · · qncnqn+1
where qi ∈ (Q⊗D) ∩ kerED1 , ci ∈ C ∩ kerE
D
2 ∀i. Indeed m is a linear combination
of elements of this form. Since τ(Uk0 c1) = 0 (see the definition of the trace on R0
in Lemma 4.1), the definition of the trace on the amalgamated free product implies
that τ(m) = 0.
Now denote by A the enveloping algebra obtained by iteration of the Jones basic
construction for the inclusion
(Q⊗D) ∗D C ⊂ (Q⊗B) ∗B A.
By Lemma 4.2 and Theorem 1.2 in [Ra1] we obtain that
A ∼= (Q⊗R0) ∗R0 R1 ∼= (Q⊗R−1) ∗R−1 R0.
The last step of the proof is to show that (Q⊗D) ∗D C is isomorphic to
(
∗p1Q 1
p
)
∗
L (Fr). Note that D = alg{g} = Cg1 ⊕ Cg2 . . . ⊕ Cgp ∼= Cp, where the gi’s are the
spectral projections of g. Moreover a maximal set of mutually orthogonal minimal
central projections for the finite dimensional algebra C is given by the spectral pro-
jections of Up−1, since U
p
−1 generates the center of C. Thus, by [GHJ] C is isomorphic
toMp(C)⊕Mp(C) . . .⊕Mp(C), where the sum has p terms. In addition, the inclusion
matrix for the inclusion D ⊂ C is given by
Λ =

1 1 1 · · · 1
1 1 1 · · · 1
1 1 1 · · · 1
...
...
... · · ·
...
1 1 1 · · · 1

and the trace vector for the trace on C by
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~s =
1
p2

1
1
1
...
1
 .
By Lemma 4.3,
A1 = (Q⊗D) ∗D C ∼=
(
∗p1Q 1
p
)
∗ L
(
F−p+1+ 1
p
− 1
p3
)
.

Taking A1 = (Q⊗D)∗DC and B1 = (Q⊗ B)∗BA, we can reformulate the previous
proposition as follows.
Theorem 4.8. Let N be any II1 factor and p a prime. Let Q be a II1 factor such
that Qt = N ⊗Mp(C) for t =
√
p+1
p3
. Then the II1 factor A = (Q⊗ R−1) ∗R−1 R0
can be realized as the enveloping algebra of an inclusion A1 ⊂ B1, where A1 is a free
product factor and B1 is the crossed product of A1 by a Zp2 action θ1. Moreover,
by perturbing θ1 by an inner automorphism, if necessary, we obtain a Zp2-action on
∗p1N , which has outer invariant (p, e
2πi
p ). We denote this action on ∗p1N by θ˜1.
Proof. We showed in the previous theorem that A1 ∼=
(
∗p1Q 1
p
)
∗ L(Fr) with r =
−p + 1 + 1
p
− 1
p3
. Denote by τ the trace on A1. Let q a projection in A1 such
that τ(q) =
√
p+1
p3
= t. By Remark 4.4 there exists φ1 ∈ Int(A1) such that φ1 ◦
θ1(q) = q. Note that θ and φ1 ◦ θ1 have the same outer invariant since they differ
by an inner automorphism. In addition, using the rescaling formula in [DR] we
obtain that qA1q ∼= ∗
p
1N , since N = (Q 1
p
)t. Moreover, Corollary 4.6 implies that the
automorphism θ˜1 = (φ1 ◦ θ1)|qA1q has also outer invariant (p, e
2πi
p ). 
The automorphism θ˜1 is our first example of a Zp2-action on the free group factor
∗p1N with outer invariant (p, e
2πi
p ). The second example example of a Zp2-action on
∗p1N with the same outer invariant as θ˜1 is also obtained through a subfactor construc-
tion. Again we let Q be a II1 factor such that Qt = N ⊗Mp(C). The Zp2-action θ˜2 is
constructed using the crossed product factor M =
((
(∗p1Q) ∗ L
(
F1− 1
p
))
⊗ R0
)
⋊γ
Zp, where γ is a Zp-action on
(
∗p1Q ∗ L
(
F1− 1
p
))
⊗ R. γ is defined using two Zp–
kernels, α ∈ Aut
(
(∗p1Q) ∗ L
(
F1− 1
p
))
and β ∈ Aut(R), with conjugate obstructions
to lifting.
Let λi : Q −→ ∗
p
1Q be the canonical map defined on the i-th copy of Q in the free
product, and denote by u the unitary which generates L
(
F1− 1
p
)
∼= L(Zp). We define
an automorphism α on (∗p1Q) ∗ L
(
F1− 1
p
)
by:
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α(λi(x)) = λi+1(x) for every x ∈ Q, with i ∈ {1, . . . , p− 1}
α(λp(x)) = uλ1(x)u
∗, for all x ∈ Q
α(u) = e
2πi
p u.
Note that αp = Ad u, so that α has outer invariant (p, e
2πi
p ).
Using the model R ∼= R0 = {g, U0, U1, . . .}′′ for the hyperfinite II1 factor, we
define the automorphism β = AdR0(U−1). Since β
p = AdR0(g), β is a Zp–kernel
with obstruction e−
2πi
p to lifting. Observe that α ⊗ β has outer invariant (p, 1)
so it can be perturbed by an inner automorphism to obtain an action of Zp on(
(∗p1Q) ∗ L
(
F1− 1
p
))
⊗ R0 (see comment at the end of Section 2). Denote by ei, for
i = 1, . . . p, the spectral projections of the unitary u so that u =
p∑
j=1
e
2πij
p ej . Then
we can define the action on
(
(∗p1Q) ∗ L
(
F1− 1
p
))
⊗ R0 by
γ =
(
Ad[((
∗p1Q
)
∗L
(
F
1− 1p
))
⊗R0
]W
)
α⊗ β,
where W =
p−1∑
l=0
e
−2πil
p2 El with El =
∑
k,j=1,...,p
k+j≡l mod p
ek ⊗ gj, is a p-root of u
∗ ⊗ g∗ which
belongs to the fixed point algebra of α⊗ β in
(
(∗p1Q) ∗ L
(
F1− 1
p
))
⊗R0.
Theorem 4.9. Let M =
((
(∗p1Q) ∗ L
(
F1− 1
p
))
⊗R0
)
⋊γ Zp and denote by v the
unitary implementing the crossed product. Set
A2 = ((∗
p
iQ⊗ 1) ∪ {u⊗ 1, 1⊗ g, v})
′′,
where [u⊗ 1, 1⊗ g] = 0, v(u⊗ 1) = e
2πi
p (u⊗ 1)v, and v(1⊗ g) = e−
2πi
p (1⊗ g)v.
Consider the inclusion of subalgebras of M
A2 ⊂ B2 = (A2 ∪ {1⊗ U0})
′′.
Then, A2 is isomorphic to
(
∗p1Q 1
p
)
∗ L(Fr) with r = −p + 1 +
1
p
− 1
p3
. Also, B2 is
equal to the crossed product A2⋊θ2 Zp2, where θ2 = Ad (1⊗U0) is a Zp2-action on A2
with outer invariant (p, e
2πi
p ).
Furthermore, M is the enveloping algebra for the inclusion A2 ⊂ B2.
Proof. First observe that if {gk | 1 ≤ k ≤ p} denotes the set of spectral projections
of g as in Lemma 4.1, then Ad (1 ⊗ U0)(1 ⊗ gk) = 1 ⊗ gk+1 for 1 ≤ k < p and
Ad (1⊗U0)(1⊗gp) = 1⊗g1. Also, Ad (1⊗U0) leaves u⊗1 invariant. Therefore, if El =∑
k,j=1,...,p
k+j≡l mod p
ek ⊗ gj andW =
p−1∑
l=0
e
−2πil
p2 El as before, we have that Ad (1⊗U0)(El) = El+1
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for 0 ≤ l ≤ p− 1 and Ad (1⊗ U0)(Ep−1) = E0. Consequently,
(1⊗ U0)v(1⊗ U0)
∗ = (1⊗ U0)γ(1⊗ U
∗
0 )v = (1⊗ U0) Ad W (β(1⊗ U
∗
0 )v =
e
−2πi
p2 (1⊗ U0) Ad W (1⊗ U
∗
0 )v = e
−2πi
p2 Ad (1⊗ U0)(W )W
∗v =
e
−2πi
p2
(
p−2∑
l=0
e
−2πil
p2 El+1 + e
2πi(1−p)
p2 E0
)
W ∗v =
(
p−1∑
l=1
El + e
− 2πi
p E0
)
v
Moreover, if λi : Q −→ ∗
p
iQ is the canonical map on the i-th copy of Q in the
free product, then Ad (1 ⊗ U0)(λi(x) ⊗ 1) = λi(x) ⊗ 1 for all x ∈ Q and for every
1 ≤ i ≤ p, thus θ2 = Ad (1 ⊗ U0) defines an outer automorphism of A2. Also,
AdA2(1 ⊗ U0)
p = AdA2(1 ⊗ g
∗) and AdA2(1 ⊗ U0)(1 ⊗ g
∗) = e
2πi
p (1 ⊗ g∗), so θ2 has
outer invariant (p, e
2πi
p ).
Note that any monomial m in B2 can be written as m = m
′vk, with m′ a monomial
in ((∗p1Q⊗ 1)∪ {u⊗ 1, 1⊗ g, 1⊗U0})
′′ and 0 ≤ k ≤ p− 1. Clearly m′ can be written
using only one occurrence of 1⊗ U0 to some power so the same holds for m.
To complete the proof that B = (A ∪ {1 ⊗ U0})′′ is the crossed product of A2
by θ2 = AdA2(1 ⊗ U0), we need to show that the trace τ , which B2 inherited as a
subalgebra ofM =
((
(∗p1Q) ∗ L
(
F1− 1
p
))
⊗R0
)
⋊γZp, is zero on any monomialm in
B2 containing 1⊗U0. If the monomial has the form m = m′vk with m′ a monomial in
(∗p1Q⊗1)∪{u⊗1, 1⊗g, 1⊗U0 | 1 ≤ i ≤ p} containing 1⊗U0, and 0 < k ≤ p−1. Since
v is the unitary implementing the crossed product, we can conclude immediately that
m has zero trace. Next, assume that k = 0, so that the trace of m as an element
of M coincides with its trace as an element of
(
(∗p1Q) ∗ L
(
F1− 1
p
))
⊗ R0. By the
definition of the trace on R0 (see Lemma 4.1) it follows that τ(m) = 0.
Observe also that as in Lemma 4.1, the successive steps of the Jones basic con-
struction for the inclusion A2 ⊂ B2 are obtained by adding the unitaries U1, U2, . . ..
Therefore, M is the enveloping algebra for A2 ⊂ B2.
Lastly, we want to show that A2 is an interpolated free group factor. Using the
spectral projections {1⊗ gi}
p
1 of 1⊗ g, and the unitary v we can define the family of
partial isometries
fj,1 = (1⊗ gj)v
j−1(1⊗ g1) = (1⊗ gj)v
j−1
Consider the induced algebra f1,1A2f1,1. By Lemma 5.21 in [VDN],
f1,1A2f1,1 = {f
∗
j,1xfk,1 | 1 ≤ k, j ≤ p, x ∈ Ω}
′′,
where Ω = {λh(q)⊗ 1, u⊗ 1, 1⊗ g, v | 1 ≤ h ≤ p and q is a generator of Q} is the set
of generators for A2. We claim that
f1,1A2f1,1 =
(
(∗p1Q) ∗ L
(
F1− 1
p
))
⊗ g1.
This is a simple consequence of computing the various products of the form f ∗j,1xfk,1
for x ∈ Ω. Indeed these calculations yields
i) f ∗j,1(1⊗g)fj,1 = e
2πij
p (1⊗g1), while f ∗j,1(1⊗g)fk,1 = 0 for j 6= k and 1 ≤ j, k ≤ p
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ii) f ∗j,1(u ⊗ 1)fj,1 = e
−2πi(j−1)
p (u ⊗ g1), while f ∗j,1(u ⊗ 1)fk,1 = 0 for j 6= k and
1 ≤ j, k ≤ p
iii) f ∗j+1,1vfj,1 = 1⊗ g1 for 1 ≤ j ≤ p
iv) f ∗j,1vfk,1 = 0 for j 6= k + 1 and 1 ≤ j, k ≤ p, except for f
∗
1,1vfp,1 = 1⊗ g1.
Also, if {ej}
p
1 denote the spectral projections of u, then for any 1 ≤ h ≤ p we have
that
v) f ∗j,1(λh(q) ⊗ 1)fj,1 =
p∑
l,k=1
e
2πi(l−k)(j−1)
p2 elλh−j+1(q)ek ⊗ g1, for all λh(q) ⊗ 1 ∈ Ω
and 1 ≤ j < h + 1.
vi) f ∗j,1(λh(q)⊗1)fj,1 =
p∑
l,k=1
e
2πi(l−k)(j−1−p)
p2 elλp−j+1+h(q)ek⊗g1, for all λh(q)⊗1 ∈ Ω
and h+ 1 ≤ j ≤ p.
vii) f ∗j,1(λh(q)⊗ 1)fk,1 = 0 for j 6= k and 1 ≤ j, k ≤ p.
Therefore, f1,1A2f1,1 ∼= (∗
p
1Q) ∗ L
(
F1− 1
p
)
. Using the scaling formula for in-
terpolated free group factors we conclude that A2 ∼=
(
∗p1Q 1
p
)
∗ L(Fr) with r =
−p + 1 + 1
p
− 1
p3
. 
By compressing the II1 factor A2 and using the rescaling formula in [DR] we obtain
a Zp2-action on a free product factor, with the same outer invariant as widetildeθ1.
Corollary 4.10. Let N be any II1 factor. Take the II1 Q so that Qt = N ⊗Mp(C)
for t =
√
p+1
p3
. Then the II1 factor M =
((
(∗p1Q) ∗ L
(
F1− 1
p
))
⊗ R0
)
⋊γ Zp is the
enveloping algebra of an inclusion A2 ⊂ B2, where A2 is a free product factor, and
B2 is the crossed product of A2 by a Zp2 action θ2. Let q be a projection of trace
t =
√
p+1
p3
and φ2 an inner automorphism such that φ2 ◦ θ2(q) = q (as in Remark
4.4). Then θ˜2 = (φ2 ◦ θ2)|qA2q is a Zp2-action on ∗
p
1N , which has outer invariant
(p, e
2πi
p ).
5. The Connes invariant of the factors A and M
We devote this section to the computation of the Connes invariant of the factor
A = (Q⊗R−1) ∗R−1 R0, where R0 = R−1 ⋊Ad (U0) Zp2. We show in Corollary 5.2
that this is equivalent to computing the Connes relative invariant of the inclusion
R−1 ⊂ R0. The proof is based on an adaption of the method of Sakai’s Lemma 4.3.3
in [Sak], to amalgamated free products of von Neumann algebras.
Suppose N is a von Neumann algebra that is unitally embedded in von Neumann
algebras A1 andA2, each equipped with a faithful, normal tracial state τ1, respectively
τ2, such that the restrictions of τ1 and τ2 to N agree. Let Ei : Ai → N be the τi–
preserving conditional expectation. Let
(M, E) = (A1, E1) ∗N (A2, E2)
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be the amalgamated free product of von Neumann algebras. Then, by [Po2, Propo-
sition 3.1] τ1 ◦E is a normal, faithful tracial state on M. As is conventional, we will
denote the map M → L2(M, τ) by x 7→ xˆ. For emphasis, we may denote the left
action of M on L2(M, τ) by x 7→ λ(x), and we will denote the right action of Mop
on L2(M, τ) by x 7→ ρ(x) = Jλ(x)J , where Jxˆ = x̂∗.
Proposition 5.1. Suppose there are unitaries u1 ∈ A1 and u2, u3 ∈ A2 such that
x ∈ A1, E1(x) = 0 =⇒ E1(u1xu
∗
1) = 0 (6)
E1(u1) = 0 = E2(u2) = E2(u3) = E2(u
∗
2u3). (7)
Let y ∈ M and set
ǫ = max
1≤i≤3
‖[y, ui]‖2, (8)
where [a, b] = ab− ba. Then
‖y −E(y)‖2 ≤ 14ǫ.
Proof. Let Aoi = kerEi ⊆ Ai. From the construction of the free product with amal-
gamation, due to Voiculescu [Vo], M has subspaces N and
(Aoi1A
o
i2
· · ·Aoin)n≥1, i1,...,in∈{1,2}, ij 6=ij+1 , (9)
which are mutually orthogonal with respect to E, hence also with respect to τ , and
M is the weak closure of the linear span of the union of these subspaces. Let
F = Ao1 + A
o
2A
o
1 + A
o
1A
o
2A
o
1 + A
o
2A
o
1A
o
2A
o
1 + · · · ⊆ M
be the span of the union of the these subspaces that end in Ao1, and let F denote the
closure of this space in L2(M, τ).
Let us first observe that
λ(u1)ρ(u1)F + F = L
2(M, τ)⊖ L2(N , τ). (10)
Indeed, since E(u1) = 0, it is easy to see that all of the subspaces (9) belong to either
F or u1Fu
∗
1, which become F and λ(u1)ρ(u1)F upon embedding in L
2(M, τ). For
example, Ao1A
o
2 = u1(u
∗
1A
o
1A
o
2u1)u
∗
1 and
u∗1A
o
1A
o
2u1 ⊆ A
o
1A
o
2u1 + A
o
2u1 ⊆ A
o
1A
o
2A
o
1 + A
o
2A
o
1 ⊆ F.
Furthermore, from (6), we find u1A
o
1u
∗
1 = A
o
1, and from this we see λ(u1)ρ(u1)F ⊆
L2(M, τ)⊖ L2(N , τ).
Let us now show that the three subspaces
F , λ(u2)ρ(u2)F , λ(u3)ρ(u3)F (11)
are contained in L2(M, τ)⊖L2(N , τ) and are pairwise orthogonal. We already have
F ⊆ L2(M, τ)⊖L2(N , τ). Since E(u2) = E(u3) = 0, it is easy to see that for i = 2, 3,
we have
uiFu
∗
i ⊆ A
o
1u
∗
i + A
o
2A
o
1u
∗
i + A
o
1A
o
2A
o
1u
∗
i + · · ·
⊆ Ao1A
o
2 + A
o
2A
o
1A
o
2 + A
o
1A
o
2A
o
1A
o
2 + · · ·
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Therefore, λ(ui)ρ(ui)F ⊆ L2(M, τ)⊖ L2(N , τ) for i = 2, 3 and both are orthogonal
to F . It remains to show that these two subspaces are orthogonal to each other.
However, letting
aj , a
′
j ∈
{
Ao1 j odd,
Ao2 j even
using freeness we have
〈anan−1 · · · a2a1u
∗
2, a
′
na
′
n−1 · · · a
′
2a
′
1u
∗
3〉τ = τ(u2a
∗
1a
∗
2 · · · a
∗
na
′
n · · · a
′
2a
′
1u
∗
3)
= τ(u2E(a
∗
1E(a
∗
2 · · ·E(a
∗
n−1E(a
∗
na
′
n)a
′
n−1) · · ·a
′
2)a
′
1)u
∗
3)
= τ(E(· · · )u∗3u2) = τ ◦E(E(· · · )u
∗
3u2) = τ(E(· · · )E(u
∗
3u2)) = 0,
where we use E(u∗3u2) = 0. A calculation shows
〈anan−1 · · · a2a1u
∗
2, a
′
ma
′
m−1 · · · a
′
2a
′
1u
∗
3〉τ = 0 when n 6= m.
These calculations imply the orthogonality of λ(u2)ρ(u2)F and λ(u3)ρ(u3)F .
Let P0 be the projection from L
2(M, τ) onto F and for i = 1, 2, 3 let Pi be the
projection from L2(M, τ) onto λ(ui)ρ(ui)F . Since λ(ui) and ρ(ui) are unitaries, we
have
Pi = λ(ui)ρ(ui)P0ρ(u
∗
i )λ(u
∗
i ), (1 ≤ i ≤ 3). (12)
Note that ‖λ(ui)ζ‖2 = ‖ρ(ui)ζ‖2 = ‖ζ‖2 for all ζ ∈ L2(M, τ), since this holds when
ζ = xˆ for x ∈M.
Let y ∈M and let ǫ be as in (8). For 1 ≤ i ≤ 3, using (12) we get∣∣‖Pi(yˆ)‖2 − ‖P0(yˆ)‖2∣∣ = ∣∣‖P0(ûiyu∗i )‖2 − ‖P0(yˆ)‖2∣∣ ≤ ‖P0(ûiyu∗i − yˆ)‖2
≤ ‖uiyu
∗
i − y‖2 = ‖[ui, y]‖2 ≤ ǫ.
Let s = ‖y − E(y)‖2. For 1 ≤ i ≤ 3, we have that ‖Pi(yˆ)‖2 ≤ s and∣∣‖Pi(yˆ)‖22 − ‖P0(yˆ)‖22∣∣ = ∣∣‖Pi(yˆ)‖2 − ‖P0(yˆ)‖2∣∣(‖Pi(yˆ)‖2 + ‖P0(yˆ)‖2) ≤ 2sǫ.
From (10), we have
s2 ≤ ‖P0(yˆ)‖
2
2 + ‖P1(yˆ)‖
2
2 ≤ 2‖P0(yˆ)‖
2
2 + 2sǫ,
so ‖P0(yˆ)‖
2
2 ≥
s2
2
− sǫ. On the other hand, from the orthogonality of the three
subspaces (11) and their containment in L2(M, τ)⊖ L2(N , τ), we get
s2 ≥ ‖P0(yˆ)‖
2
2 + ‖P2(yˆ)‖
2
2 + ‖P3(yˆ)‖
2
2 ≥ 3‖P0(yˆ)‖
2
2 − 4sǫ ≥
3
2
s2 − 7sǫ.
This yields immediately 14ǫ ≥ s. 
Corollary 5.2. Consider a II1 factor N and let K a discrete group acting on N .
For any II1 factor Q, let M = (Q⊗N) ∗N (N ⋊ψ K). Then the Connes invariant of
M is isomorphic to the relative Connes invariant of the pair N ⊂ N ⋊ψ K.
Proof. Consider the map Φ : Aut(N ⋊ψ K,N)→ Aut(M), defined by
Φ(α) = (IdQ ⊗ α|N) ∗N α,
A consequence of the previous proposition is that the argument used by Ra˘dulescu
in [Ra2, Proposition 3] can also be applied to our factor M so φ is a continuous map
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sending Int(N⋊ψK,N) into Int(M), and Ct(N⋊ψK,N) into Ct(M). Note also that
in Proposition 3 the hypothesis that the inclusion N ⊂ N ⋊ψ K is hyperfinite is not
necessary. 
Thus, for the II1 factor A = (Q⊗R−1) ∗R−1 R0, where Q is a II1 factor, we have
that χ(A) ∼= χ(R0, R−1). To compute the relative Connes invariant we first need to
determine how the algebra Rω−1∩R
′
0 sits inside the ω-central algebra (R0)ω = R
ω
0 ∩R
′
0.
Given a von Neumann algebra M and a subgroup G of Aut(M), denote by MG
the algebra containing all the elements of M fixed by G.
Lemma 5.3. Let R−1 = {gU
p
0 , U1, U2, . . .}
′′ ⊂ {g, U0, U1, U2, . . .}′′ = R0 be the in-
clusion of type II1 factor described in Lemma 4.1. Set β = AdR0(U−1) and denote
by βω = (AdR0(U−1))ω. Then, βω is a non-trivial outer action of order p, with the
property that
(Rω0 ∩ R
′
0)
〈βω〉 = Rω−1 ∩R
′
0.
Moreover, Rω−1 ∩R
′
0 ⊂ R
ω
0 ∩ R
′
0 is an inclusion of II1 factors of finite index.
Proof. Using the relations satisfied by the Uk’s and g, it is easy to check that
βpω = AdR0(U
p
−1) = AdR0(g). Since g belongs to R0, AdR0(g) is a centrally trivial au-
tomorphism, which implies that βpω = 1 by Remark 2.5. Also, βω = (AdR0(U−1))ω is
non-trivial. Indeed, if βω was trivial then β would belong to Ct(R0) by remark men-
tioned above. But for the hyperfinite II1 factor R0 we have that Ct(R0) = Int(R0)
by [Co2, Corollary 4], and β = AdR0(U−1) 6∈ Int(R0). Therefore βω is a non-trivial
Zp-action.
To show that (Rω0 ∩ R
′
0)
〈βω〉 = Rω−1 ∩ R
′
0, first note that R−1 is the fixed point
algebra RG0 , where G = 〈β〉. In fact, write any element x of R0 = R−1 ⋊AdR−1 (U0) Zp
as
p−1∑
i=0
aiU
i
0 with ai ∈ R−1. Now observe that β(U0) = e
2πi
p2 U0, while β(x) = x for any
x ∈ R−1. Thus, βω acts as the identity on Rω−1 ∩ R
′
0 and R
ω
−1 ∩ R
′
0 ⊂ (R
ω
0 ∩ R
′
0)
〈βω〉.
On the other hand, from the observation that
(Rω0 ∩R
′
0)
〈βω〉 =
{
x+ β(x) + β2(x) + . . .+ βp
2−1(x) | x ∈ R0
}ω
∩R′0,
and x+β(x)+ . . .+βp
2−1(x) ∈ R〈β〉0 = R−1, it follows that (R
ω
0 ∩ R
′
0)
〈βω〉 ⊂ Rω−1∩R
′
0.
In addition, βω is outer since if βω = AdRω0 ∩R′0(t) for some t ∈ R
ω
0 ∩ R
′
0, then
txt∗ = βω(x) = x ∀ x ∈ Rω−1 ∩ R
′
0. This implies that t ∈ (R
ω
−1 ∩ R
′
0)
′ ∩ (Rω0 ∩ R
′
0).
But by [Oc2] (see Theorem 15.30 in [EK] for a proof and note that the hypothesis
of a trivial relative commutant for the original subfactor is unnecessary) the relative
commutant of Rω−1 ∩ R
′
0 in R
ω
0 ∩ R
′
0 is trivial. Observe also that βω has the smallest
period in its outer conjugacy class. Therefore Rω−1 ∩R
′
0 is a factor by [Co3, Theorem
2.5]. In addition, Rω0 ∩R
′
0 is a II1 factor by Theorem 15.15 in [EK]. Also, the index
of the inclusion Rω−1 ∩ R
′
0 ⊂ R
ω
0 ∩ R
′
0 is finite because of the remark below. 
The fact that βω is outer provides us with some additional information about the
inclusion Rω−1 ∩ R
′
0 ⊂ R
ω
0 ∩R
′
0.
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Remark 5.4. Let α0 an outer action on a finite von Neumann algebra M and set
G = 〈α0〉. In [Example 3, [Was]] A. Wasserman showed that the Jones tower for the
inclusion MG ⊂M is given by
MG ⊂M ⊂ M ⋊G ⊂M ⊗B(L2(G)) ⊂ · · · · · · .
This implies that the inclusion MG ⊂M has the same form as the inclusion
M ⊂ M ⋊ G, i.e., M ∼= MG ⋊ G. It follows that if βω is the outer action de-
fined in the previous lemma then Rω0 ∩ R
′
0
∼= (Rω−1 ∩ R
′
0) ⋊βω Zp. Therefore, the
only non-trivial automorphisms of Rω0 ∩ R
′
0 which are the identity on R
ω
−1 ∩ R
′
0 are
{βkω | 1 ≤ k ≤ p− 1}.
Given an inclusion N ⊆M , the normalizer of N in M is given by NM(N) = {u ∈
R0| Ad u(N) = N}. The description given in the previous remark for the inclusion
Rω−1∩R
′
0 ⊂ R
ω
0 ∩R
′
0 allows us to give a precise characterization of the automorphisms
in Ct(R0, R−1).
Corollary 5.5. Let α be an automorphism in Ct(R0, R−1). Then, there exists j ∈
{1, . . . , p} and u in NR0(R−1) such that
α = AdR0(U
j
−1u).
Moreover, up to automorphisms in Int(R0, R−1), a set of generators for NR0(R−1) is
given by
{AdR0(U
j
0 ) | j = 1, . . . , 8} and{
AdR0
( p∑
j=1
αjgj
)∣∣αj ∈ T for 1 ≤ j ≤ p},
where the gi’s are the spectral projections of g ∈ R0.
Proof. The statement follows from the previous remark and the same sort of argu-
ments used by Ra˘dulescu in [Ra2, Corollary 11 and Lemma 12] for the case p = 2. 
Recall that the Connes relative invariant was defined as
χ(R0, R−1) =
Ct(R0, R−1) ∩ Int(R0, R−1)
Int(R0, R−1)
.
Thus, now that we know the form of any centrally trivial automorphism, we need
to recognize which of these automorphisms are also approximately inner in order to
compute χ(R0, R−1). For this purpose we define the Loi invariant of a II1 subfactor.
Let N ⊂ M be an inclusion of type II1 factors with finite index and Jones’ tower
N ⊂ M ⊂ M1 ⊂ M2 ⊂ · · · . Consider the group G formed by all families {αk}k≥0
of trace preserving automorphisms αk on N
′ ∩ Mk, which preserve the inclusion
M ′ ∩Mk ⊂ N
′ ∩Mk, and satisfy the conditions
i) αk+1 is an extension of αk for ever k ≥ 0.
ii) αk satisfies αk(ej) = ej for all Jones projections ej and j = 1, . . . , k.
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There is a natural way to produce an element of G from an automorphism α in
Aut(M, N). Let N ⊂M be as above and consider an automorphism α of M leaving
N invariant. Since α commutes with the conditional expectation EN onto N , it is
possible to extend α to an automorphism of the algebra Mk defining α(ek) = ek. We
still denote by α the extension of the automorphism toMk. Consider now the restric-
tion αk of α to the higher relative commutant N
′ ∩Mk (which is an automorphism
since α(N ′ ∩Mk) = N ′ ∩Mk). The family {αk}k≥0 is an element of G and is known
as the Loi invariant of the automorphism α.
Remark 5.6. Let N ⊂ M be a strongly amenable, extremal inclusion of factors in
the hyperfinite II1 factor. Then [EK, Theorem 15.5])
α ∈ Int(M,N) if and only if αk |N ′∩Mk= Id for all k ∈ N.
The Loi invariant provides us with a tool to recognize which centrally trivial au-
tomorphisms are also approximately inner, and thus compute the relative Connes
invariant of the inclusion R−1 ⊂ R0. The argument used in the following proof is
similar to the one used by Ra˘dulescu in [Ra2]. We present it here for the sake of
completeness.
Proposition 5.7. The group χ(R0, R−1) is generated, modulo Int(R0, R−1), by
AdR0(U
p−1
−1 U0).
Proof. Let θ = ε(α) be any element in χ(R0, R−1). Then, αk |R′−1∩Rk= Id for all
k ≥ 0. By Corollary 5.5 any automorphism in Ct(R0, R−1) is generated by elements
of the form AdR0(U
k
−1u), with u = U
j
0 for some j ≥ 0, or u =
p∑
i=0
αigi, where
αi ∈ T for every j ≥ 0 and αi ∈ T. We want to show that AdR0(U
k
−1u) belongs to
Int(R0, R−1) if and only if u = U
j
0 and k + j ≡ 0 mod p.
Consider the automorphism Φ defined by Φ(g) = e−
2πi
p g and Φ(Ui) = Ui, for every
i ∈ Z. So Φ leaves R−1 invariant and has order p. Let Φk = Φ|R′−1∩Rk . Then
{Φk}k≥0 ∈ G. Recall that by Lemma 4.1
Rk ∩ R
′
−1 = {g, U−k, U−k+1, . . . , U−1}
′′.
Hence, by the previous remark, Φk(g) = e
− 2πi
p g implies that Φ 6∈ Int(R0, R−1).
Using the relations satisfied by the Uk ’s and g one can easily verify that
AdR0(U0) = Φ lim
n→∞
AdR0(U
∗
2U
∗
4 . . . U
∗
2n),
and
AdR0(U−1) = Φ lim
n→∞
AdR0(U
∗
1U
∗
3 . . . U
∗
2n−1).
Note also that Φ commutes with the approximately inner automorphisms in the above
decompositions.
Therefore, the automorphism AdR0(U
k
−1U
j
0 ) belongs to Int(R0, R−1) if and only if
k + j ≡ 0 mod p.
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To complete the proof we need to show that no non-trivial automorphism of the
form AdR0
(
Uk−1
p∑
i=1
αigi
)
is in Int(R0, R−1).
Suppose AdR0
(
Uk−1
p∑
i=1
αigi
)
∈ Int(R0, R−1) for some choice of 0 ≤ k ≤ p and
αi ∈ T, for all 1 ≤ i ≤ p. Since Ad R0(U−1)(g) = e
− 2πi
p g, we have that
AdR0
(
Uk−1
p∑
i=1
αigi
)
(g) = e−
2πki
p g.
By the previous remark, it follows that k = 0. Also, it is a consequence of the
equality AdR0(U−1)(gk) = gk+1 for 1 ≤ k ≤ p, where k + 1 is reduced modp, that
AdR0
(
p∑
i=1
αigi
)
(U−1) =
(
p∑
i=1
αi ¯αi−1gi
)
U−1.
Thus, AdR0(
∑p
k=1 αkgk) belongs to Int(R0, R−1) if and only if αk = αk+1 for every
1 ≤ k < p.
From the relations AdR0(U
p
−1) = AdR0(g), U
p2
0 = 1 and AdR0(gU
p
0 ) ∈ Int(R0, R−1),
it follows that any automorphism of the form AdR0(U
p−k
0 U
k
−1) for 1 ≤ k ≤ p
2 can be
written as a power of AdR0(U
p−1
0 U−1), up to an element in Int(R0, R−1). Indeed, if
we choose 1 ≤ m ≤ p− 1 such that 2m ≡ k − 1 mod p then
AdR0(U
p−k
0 U
k
−1) = AdR0(U
p−k
0 U
−pm
−1 U
k+pm
−1 ) = AdR0((g
∗)mUp−k0 U
k+pm
−1 ) =
AdR0((g
∗U−p0 )
mUp+pm−k0 U
k+pm
−1 ) = AdR0(g
∗U−p0 )
mAdR0(U
p(1+2m)−pm−k
0 U
k+pm
−1 ) =
AdR0(g
∗U−p0 )
mAdR0(U
pk−pm−k
0 U
k+pm
−1 ) = AdR0(g
∗U−p0 )
mAdR0(U
p−1
0 U−1)
k+pm.

Using Corollary 5.5 we can now describe χ(A)
Corollary 5.8. Let R−1 ⊂ R0 be an inclusion of type II1 factors, where R0 is the
crossed product R−1⋊AdR−1 (U−1)Zp2. Let A = (Q⊗ R−1)∗R−1R0, with Q a II1 factor.
Then χ(A) ∼= Zp2. Moreover, with the notation used before for the model R−1 ⊂ R0,
we have that
χ(A) = 〈ξ(AdA(U
p−1
0 U−1))〉
where ξ denotes the quotient map from Aut(A) to Out(A) =
Aut(A)
Int(A)
.
Using the same type of argument used in [Vio] and [Jo3] one can use the exact
sequence introduced by Connes in [Co2] to compute the Connes invariant of the
crossed product
((
(∗p1Q) ∗ L
(
F1− 1
p
))
⊗R0
)
⋊γ Zp since
(
(∗p1Q) ∗ L
(
F1− 1
p
))
⊗R0
Has only trivial hypercentral sequences.
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Remark 5.9. The II1 factor N =
(
(∗p1Q) ∗ L
(
F1− 1
p
))
⊗ R0 has no non-trivial
hypercentral sequence. Moreover any central sequence in N is of the form (1⊗xn)n≥0,
for a central sequence (xn)n≥0 in R0.
Indeed, since N =
(
(∗p1Q) ∗ L
(
F1− 1
p
))
⊗R0 ∼= ((∗
n1
1 Q)⊗R0) ∗1⊗R0 ((∗
n2
1 Q)⊗R0)
with n1 + n2 = p, we can apply Proposition 5.1 to
(
(∗p1Q) ∗ L
(
F1− 1
p
))
⊗ R0. If we
denote by E the conditional expectation on 1 ⊗ R0, and take any central sequence
(yn)n≥0 in N , then E(yn) is a central sequence in 1 ⊗ R0 which approximate (yn) in
the L2-norm.
The proof of the following proposition follows the one given in [Vio] for p = 3, after
observing that given any two II1 factors M1 and M2 the free product factor M1 ∗M2
is full (cf. [Ba]).
Proposition 5.10. Let Q be a II1 factor and M =
((
(∗p1Q) ∗ L
(
F1− 1
p
))
⊗ R0
)
⋊γ
Zp. Then χ(M) ∼= Zp2.
6. Non-outer conjugacy of the actions
In the previous section we have shown that the II1 factor A = (Q⊗ R−1) ∗R−1 R0
has the same Connes invariant of the II1 factorM =
((
(∗p1Q) ∗ L
(
F1− 1
p
))
⊗ R0
)
⋊γ
Zp. However, the Connes invariant actually contains more information than what we
have learn so far. This extra information derives from the position of this abelian
group inside the group of outer automorphisms. To distinguish M and A we thus
look at the crossed product of each of these two II1 factors with the unique subgroup
of order p contained in χ(M) ∼= χ(A) ∼= Zp2. We start this section by proving
that the dual actions associated to this crossed products can be decomposed into an
approximately inner automorphism and a centrally trivial automorphism. Using this
decomposition we are able to show that A and M are not isomorphic. Hence, the
Zp2-actions defined in Theorem 4.8 and Corollary 4.10 are not outer conjugate. The
argument we use here is a generalization to any choice of prime p of the argument
used by Ra˘dulescu for p = 2.
Proposition 6.1. Let A = (Q⊗ R−1) ∗R−1 R0, with Q a II1 factor. The automor-
phism s = AdR0(U
p
−1) defines an action of Zp on R0 which is the identity on R−1.
Moreover, the subalgebras C = {Up−1, gU
p
0 , U1, U2, . . .}
′′ and D = {Up−1, g, U0, U1, . . .}
′′
of R1 can be identified with the crossed products R−1⋊sZp and R0⋊sZp, respectively.
Both these von Neumann algebras are not factors: more precisely Z(R−1 ⋊s Zp) =
{Up−1}
′′ and Z(R0 ⋊s Zp) = {g∗U
p
−1}
′′.
Lastly,
A⋊AdA(Up−1) Zp
∼= (Q⊗ (R−1 ⋊s Zp)) ∗R−1⋊sZp (R0 ⋊s Zp).
Proof. Since s(gUp0 ) = gU
p
0 and s(Ui) = Ui for i ≥ 1, we can conclude that s acts
as the identity on R−1. To show that D can be identified with the crossed product
R0⋊s Zp we need to verify that any monomial m in D can be written using only one
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occurrence of Up−1 to some power. Moreover, any monomial m containing U
p
−1 must
have zero trace in D.
Both these properties are immediate consequences of the relations between the
elements of {Uk, g | k ∈ Z} and the definition of the trace on the von Neumann
algebra generated by these unitaries (see Lemma 4.1). An analogous argument show
that R−1 ⋊s Zp = {U
p
−1, gU
p
0 , U1, U2, . . .}
′′.
In addition, from the observation that s = AdR0(U
p
−1) acts identically on R−1
it follows that Up−1 belongs to the center of R−1 ⋊s Zp. Writing any element x
in R−1 ⋊s Zp as
p−1∑
j=0
xjU
pj
−1 with xj ∈ R−1, it is easy to check that any element
in the center of R−1 ⋊s Zp belongs to {U
p
−1}
′′. Indeed, if x commutes with every
y =
p−1∑
i=0
yiU
pi
−1 ∈ R−1 ⋊s Zp, then xjyi = yixj for all 1 ≤ i, j ≤ p − 1, since s acts
identically on R−1. Therefore, yi ∈ C for all 1 ≤ i ≤ p − 1. A similar argument is
used to verify that g∗Up−1 generates the center of R0 ⋊s Zp. The claim that
A⋊AdA(Up−1) Zp
∼= (Q⊗ (R−1 ⋊s Zp)) ∗R−1⋊sZp (R0 ⋊s Zp)
follows immediately from [Ra2, Remark 16]. 
Let sˆ be the dual action of Ẑp on the crossed product R0⋊sZp defined above. Then
sˆ can be decomposed as a centrally trivial automorphism and an approximately inner
automorphism. This proof is analogous to the one given by Ra˘dulescu for the case
p = 2 and we present it here only for the convenience of the reader.
Proposition 6.2. Let sˆ be the dual action of Zp on R0⋊sZp = {U
p
−1, g, U0, U1, . . .}
′′
defined by sˆ(x) = x for all x ∈ R0, and sˆ(U
p
−1) = e
− 2πi
p Up−1. Set σ = AdR0⋊sZp(U
p−1
−1 U0).
Then, the decomposition sˆ = (sˆσ−1)σ has the property that
sˆσ−1 ∈ Int(R0 ⋊s Zp, R−1 ⋊s Zp),
and
σ ∈ Ct(R0 ⋊s Zp, R−1 ⋊s Zp).
Moreover, σ /∈ Int(R0 ⋊s Zp, R−1 ⋊s Zp).
Proof. The relation AdR0⋊sZp(U−1) |R−1⋊sZp= Id |R−1⋊sZp implies immediately that
AdR0⋊sZp(U−1) ∈ Ct(R0 ⋊s Zp, R−1 ⋊s Zp).
Next we want to show that AdR0⋊sZp(U0) belongs to Ct(R0 ⋊s Zp, R−1 ⋊s Zp).
By Corollary 5.5 we have that AdR0(U0) ∈ Ct(R0, R−1). Since R
ω
0 ∩ R
′
0 is the
crossed product of Rω−1 ∩ R
′
0 by (Ad U−1)ω, it suffices to consider the central se-
quences for R0 ⋊s Zp of the form (U
pk
−1g
mUpm0 U
p(k+m)
1 U
pm
2 U
p(m+k)
3 · · ·U
p(m+k)
2n−1 U
pk
2n)n∈N,
for 1 ≤ k, n ≤ p. Thus, it is enough to see how Ad U0 acts on (U
p
−1U
p
1U
p
3 · · ·U
p
2n−1)n∈N,
since (gUp0U
p
1U
p
2U
p
3 · · ·U
p
2n−1U
p
2n)n∈N is a central sequence of R0 ⋊s Zp which belongs
to R−1 and AdU0 acts trivially on such sequences. A simple computation shows
that Ad U0 leaves (U
p
−1U
p
1U
p
3 · · ·U
p
2n−1)n∈N invariant. Therefore, Ad U0 belongs to
Ct(R0 ⋊s Zp, R−1 ⋊s Zp), as well as σ = AdR0⋊sZp(U
p−1
−1 U0).
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Also, using the properties satisfied by the Uk’s and g it is easy to show that if
xn =
{
g∗U−p0 U
∗
1U
1−p
2 U
∗
3U
1−p
4 . . . U
∗
n, if n is odd,
g∗U−p0 U
∗
1U
1−p
2 U
∗
3U
1−p
4 . . . U
1−p
n , if n is even.
then
σ−1 = lim
n→∞
AdR0(xn) ∈ Int(R0, R−1).
However, σ−1 6∈ Int(R0 ⋊s Zp, R−1 ⋊s Zp). Indeed,
σ−1(g∗Up−1) = e
2πi
p g∗Up−1,
while g∗Up−1 is left invariant by the inner automorphisms of R0⋊s Zp since it belongs
to the center of R0⋊sZp (Proposition 6.1). However, multiplying σ
−1 by sˆ we obtain
that
sˆσ−1 = lim
n→∞
AdR0⋊sZp(xn) ∈ Int(R0 ⋊s Zp, R−1 ⋊s Zp).
In addition, since σ(Up−1) = e
2πi
p Up−1 and U
p
−1 ∈ Z(R−1 ⋊s Zp), it follows that σ
does not belong to Int(R0 ⋊s Zp, R−1 ⋊s Zp). 
Observe that the map Φ : Aut(R0⋊sZp, R−1⋊sZp) −→ Aut(B) defined by Φ(α) =
(Id⊗ α|(R−1⋊sZp)) ∗(R−1⋊sZp) α is continuous and sends Int(R0 ⋊s Zp, R−1 ⋊s Zp) into
Int(B), and Ct(R0 ⋊s Zp, R−1 ⋊s Zp) into Ct(B) [Ra2, Proposition 3]. Thus, the
previous decomposition of the dual action on R ⋊s Zp yields a decomposition of the
dual action on the crossed product B = A⋊AdA(Up−1) Zp into an approximately inner
automorphism and a centrally trivial automorphism.
Corollary 6.3. Let R−1 ⊂ R0 be the inclusion of type II1 factors of lemma 4.1.
Set A = (Q⊗R−1) ∗R−1 R0, with Q a II1 factor. Let B = A ⋊AdA(Up−1) Zp, which
by Proposition 6.1 is isomorphic to (Q ⊗ (R−1 ⋊s Zp)) ∗R−1⋊sZp (R0 ⋊s Zp). Since
the Zp action realizing the crossed product generates the only subgroup of order p in
χ(A) ∼= Zp2, it is an invariant of the factor A. Denote by S the dual action on the
crossed product B.
Then S can be decomposed as
S = S1S2,
where S1 = S AdB(U
p−1
−1 U0)
∗ ∈ Int(B) and S2 = AdB(U
p−1
−1 U0) ∈ Ct(B). Moreover, if
we set h = gUp−1U
p
0 , then
Sp1 = AdB h
∗
Sp2 = AdB h,
(13)
and
Si(h) = e
2πi
p h, for i = 1, 2.
Now consider the crossed productM =
((
(∗p1Q) ∗ L
(
F1− 1
p
))
⊗ R0
)
⋊γ Zp. Using
Takesaki duality we can easily get that the dual action on the crossed productM⋊γ̂
Zp has a unique decomposition into an approximately inner automorphism and a
centrally trivial automorphism, similar to the one found for the dual action S on the
factor B = A⋊AdA(Up−1) Zp. The uniqueness of the decomposition is a consequence of
the following remark.
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Remark 6.4. The II1 factor P =
(
(∗p1Q) ∗ L
(
F1− 1
p
))
⊗ R0 has trivial Connes
invariant.
Indeed, assume α is an automorphism in Ct(P ) ∩ Int(P ). The assumption α ∈
Ct(P ) implies that α = Ad z(ν⊗ Id) for some unitary z ∈
(
(∗p1Q) ∗ L
(
F1− 1
p
))
⊗R0
and an automorphism ν of (∗p1Q) ∗ L
(
F1− 1
p
)
(simply replace L(Ft) with (∗
p
1Q) ∗
L
(
F1− 1
p
)
in [Vio, Lemma3.6]). Since α ∈ Int(P ), we obtain that ν belongs to
Int
(
(∗p1Q) ∗ L
(
F1− 1
p
))
= Int
(
(∗p1Q) ∗ L
(
F1− 1
p
))
.
Proposition 6.5. Let P =
(
(∗p1Q) ∗ L
(
F1− 1
p
))
⊗ R0 and M = P ⋊γ Zp. The dual
action γ˜ on the crossed product M⋊γ̂ Zp can be uniquely decomposed, up to an inner
automorphism, as γ˜ = Ad wγ˜1γ˜2, where γ˜1 ∈ Int(M⋊γ̂ Zp), γ˜2 ∈ Ct(M⋊γ̂ Zp), and
w is a unitary in M⋊γ̂ Zp .
In addition, γ˜1 and γ˜2 have outer period p and conjugate obstruction to lifting.
More precisely, there exist unitaries fi for i = 1, 2, satisfying the conditions
γ˜pi = AdM⋊γ̂Zp(fi), γ˜1(f1) = e
− 2πi
p f1,
γ˜2(f2) = e
2πi
p f2,
and
γ˜i(fj) = fj , for i 6= j.
Proof. By Takesaki duality [Ta, Theorem 4.6]
M⋊γ̂ Zp ∼= P ⊗ B(ℓ
2(Zp)).
Moreover, the dual action γ˜ of γ̂ corresponds under this identification with the action
γ ⊗Adλ(1)∗, where λ is the usual left representation of Zp on ℓ
2(Zp) defined by
(λ(h)η)(k) = η(k − h), for h, k ∈ Zp, η ∈ ℓ
2(Zp).
Observe that
γ = Ad W (α⊗ β) = Ad W (1⊗ β)(α⊗ 1),
and recall that by Remark 5.9 any central sequence in P has the form (1 ⊗ yn), for
a central sequence (yn) in R0. Therefore, α⊗ 1 ∈ Ct(N). Furthermore, the sequence
(xn)n≥0 of unitaries in P given by
xn =
{
U0U
∗
1U2U
∗
3 . . . U
∗
n, if n is odd,
U0U
∗
1U2U
∗
3 . . . Un, if n is even
has the property β = lim
n→∞
Ad R0(xn). Thus 1⊗ β ∈ Int(P ).
Setting γ1 = 1⊗ β and γ2 = α⊗ 1, we can easily check that the following relations
are satisfied:
γp1 = Ad (1⊗ g) with γ1(1⊗ g) = e
− 2πi
p (1⊗ g),
and
γp2 = Ad (u⊗ 1) with γ2(u⊗ 1) = e
2πi
p (u⊗ 1).
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Denote by Id the identity of B(ℓ2(Zp)). Let γ˜1 = γ1 ⊗ Ad(λ(1))∗ and γ˜2 = γ2 ⊗ Id.
Then, γ˜1 ∈ Int(M⋊γ̂ Zp) and γ˜2 ∈ Ct(M ⋊γ̂ Zp). Set f1 = (1 ⊗ g) ⊗ Id, f2 =
(u⊗ 1)⊗ IdB(ℓ2(Zp)) and w = W ⊗ Id. Obviously,
γ˜p1 = Ad f1 with γ˜1(f1) = e
− 2πi
p f1,
and
γ˜p2 = Ad f2 with γ˜2(f2) = e
2πi
p f2.
Moreover, γ˜1(f2) = f2, γ˜2(f1) = f1 and γ˜ = Ad wγ˜1γ˜2. 
Using the decompositions of the dual actions S and γ̂, we can now prove our main
theorem which implies the non outer-conjugacy of the two Zp2-actions defined on
∗p1N . Several arguments used in the proof are due to Ra˘dulescu.
Theorem 6.6. Let R−1 ⊂ R0 be an inclusion of type II1 factors, where R0 is the
crossed product R−1 ⋊θ Zp2 and θ has outer invariant (p, e
− 2πi
p ). Given a II1 factor
Q, let A = (Q⊗R−1) ∗R−1 R0 and M =
((
(∗p1Q) ∗ L
(
F1− 1
p
))
⊗ R0
)
⋊γ Zp. Then
M is not isomorphic to A.
Proof. We will prove it by contradiction. Assume that M and A are isomorphic.
Recall that γ̂ and AdA(U
p
−1), respectively, generate the only subgroup of order p
in χ(M) ∼= Zp2 and χ(A) ∼= Zp2 , respectively. Therefore, M1 = M ⋊γ̂ Zp and
B = A⋊AdA(Up−1)Zp are also isomorphic, and the dual actions defined on these crossed
products differ only by an inner automorphism. It follows that the decomposition
of γ˜ in a centrally trivial automorphism and an approximately inner automorphism
(Proposition 6.5) must be outer conjugate to the similar decomposition given for S
in Corollary 6.3.
Denote by Γ the isomorphism between B = A ⋊AdA(Up−1) Zp and M1 = M ⋊γˆ Zp,
and set S ′1 = ΓS1Γ
−1, S ′2 = ΓS2Γ
−1, where S1 and S2 are the two automorphisms
appearing in the decomposition of S in Corollary 6.3. Then, for some unitary v0 we
have that
S ′1S
′
2 = Ad v0γ˜1γ˜2.
Set S ′ = S ′1S
′
2 and T = γ˜1γ˜2, so that S
′ = Ad (v0)T . Observe that S
′ has period p
while T has period p2, so that
1 = (S ′)p
2
=
Ad p2−1∏
j=0
T j(v0)
 .
Since M⋊γ̂ Zp is a factor, this implies that
p2−1∏
j=0
T j(v0) = µ 1,
for some µ ∈ T.
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Let µ′ be a p2-root of µ. Set v′0 =
1
µ′
v0. Then v
′
0 satisfies the relation
p2−1∏
j=0
T j(v′0) = 1.
By part (i) of Corollary 2.6 in [Co3] we obtain that v′0 has the form w
∗T (w) for some
unitary w in M⋊γ̂ Zp. Set
Γ1 = Ad (w
∗)γ˜1Ad (w) and Γ2 = Ad (w
∗)γ˜2Ad (w).
Then Γ1 and Γ2 commute, and
S ′1S
′
2 = Γ1 Γ2, (14)
where S ′1,Γ1 ∈ Int(M⋊γ̂ Zp) and S
′
2,Γ2 ∈ Ct(M ⋊γ̂ Zp). Therefore S
′
2Γ
−1
2 =
(S ′1)
−1Γ1 ∈ Ct(M⋊γ̂ Zp) ∩ Int(M⋊γ̂ Zp).
Takesaki duality and Remark 6.4 imply that
S ′2 = Adw2 Γ2 and S
′
1 = Γ1Adw
∗
2 = Adw1 Γ1,
for some unitary w2 ∈ M ⋊γ̂ Zp and w1 = Γ1(w∗2). Moreover, for i, j ∈ {1, 2}, i 6= j
we have
Γi(w
∗fjw) = w
∗fjw. (15)
(Γi)
p = Ad (w∗fiw), (16)
In addition,
Γ1(w
∗f1w) = e
− 2πi
p w∗f1w and Γ2(w
∗f2w) = e
2πi
p w∗f2w. (17)
Using (16) and (17) we also obtain
(S ′i)
p = (Ad wiΓi)
p = Ad
((
p−1∏
j=0
Γji (wi)
)
w∗fiw
)
, for i = 1, 2 (18)
S ′1
((
p−1∏
j=0
Γj1(w1)
)
w∗f1w
)
= e−
2πi
p
(
p−1∏
j=0
Γj1(w1)
)
w∗f1w, (19)
S ′2
((
p−1∏
j=0
Γj2(w2)
)
w∗f2w
)
= e
2πi
p
(
p−1∏
j=0
Γj2(w2)
)
w∗f2w. (20)
Since [S ′1, S
′
2] = 0 and [Γ1,Γ2] = 0, we have that
Ad (w1Γ1(w2))Γ1Γ2) = S
′
1S
′
2 = S
′
2S
′
1 = Ad (w2Γ2(w1))Γ1Γ2,
and Γ1 and Γ2 commute, we conclude that
Ad (w1Γ1(w2)) = Ad (w2Γ2(w1)),
which implies that there exists a complex number λ of modulus 1 such that
w1Γ1(w2) = λw2Γ2(w1). (21)
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Next we use (15), (16), (21) and the fact that Γ1 and Γ2 commute to evaluate
S ′1
((
p−1∏
j=0
Γj2(w2)
)
w∗f2w
)
.
S ′1
((
p−1∏
j=0
Γj2(w2)
)
w∗f2w
)
= Ad w1Γ1
((
p−1∏
j=0
Γj2(w2)
)
w∗f2w
)
=
w1
(
p−1∏
j=0
Γ1Γ
j
2(w2)
)
Γ1(w
∗f2w)w
∗
1 = λw2Γ2(w1Γ1(w2))Γ1Γ
2
2(w2) · · ·Γ1Γ
p−1
2 (w2)w
∗f2ww
∗
1 =
λ2w2Γ2(w2)Γ
2
2(w1Γ1(w2)) · · ·Γ1Γ
p−1
2 (w2)w
∗f2ww
∗
1 = λ
p
(
p−1∏
j=0
Γj2(w2)
)
Γp2(w1)w
∗f2ww
∗
1 =
λp
(
p−1∏
j=0
Γj2(w2)
)
w∗f2w.
Because of the relations (13), and the fact that M⋊γ̂ Zp is a factor, we have that(
p−1∏
j=0
Γj2(w2)
)
w∗f2w = δ
(
p−1∏
j=0
Γj1(w1)
)
w∗f1w)
∗,
for some complex δ of modulus one. Using (6) we conclude that
λp = e
2πi
p . (22)
Lastly, using the relations S ′i = Ad wi Γi for i = 1, 2, we obtain the equation
Γ1Γ2 = S
′
1S
′
2 = (Ad w1 Γ1)(Ad w2 Γ2) = Ad (w1Γ1(w2))Γ1Γ2,
which implies that
Ad (w1Γ1(w2)) = Id.
Hence, there exists a complex number λ1 ∈ T such that
Γ1(w2) = λ1w
∗
1.
Analogously, from S ′2S
′
1 = Γ2Γ1 it follows that there exists λ2 ∈ T such that
Γ2(w1) = λ2w
∗
2.
These two relations, together with (21), imply that λ = λ1
λ2
. To get a contradiction
to the original assumption that M∼= A we evaluate Γ1Γ2(w1):
Γ1Γ2(w1) = λ2Γ1(w
∗
2) =
λ2
λ1
w1 =
1
λ
w1.
On the other hand, S ′1S
′
2 = Γ1Γ2 has period p, so λ must be a p-root of unity,
contradicting (22). 
Corollary 6.7. Given any prime p and any II1 factor N there exists two Zp2-actions
on ∗p1N which have the same outer invariant (p, e
2πi
p ) but are not outer conjugate.
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Proof. The Zp2-actions θ˜1 and θ˜2 defined in Theorem 4.8 and Corollary 4.10 have the
desired outer invariant. If they were outer conjugate, then the actions θ1 (Theorem
4.8) and θ2 (Theorem 4.9) would also be outer conjugate. Take the II1 factor Q
so that Qt = N ⊗ M(C), for t =
√
p+1
p3
. Observe that if θ1 and θ2 were outer
conjugate, thenM =
((
(∗p1Q) ∗ L
(
F1− 1
p
))
⊗ R0
)
⋊γZp and A = (Q⊗R−1)∗R−1R0
would be isomorphic. This is because M and A are the enveloping algebras of a
subfactor construction of the form Ai ⊂ Bi = Ai ⋊θi Zp2 for i = 1, 2, as described in
Proposition 4.7 and Theorem 4.9. But by our previous result such an isomorphism
cannot exist. 
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