Next-Generation Weather Radar (NEXRAD) multisensor precipitation estimates will be used for a host of applications that include operational streamflow forecasting at the National Weather Service River Forecast Centers (RFCs) and nonoperational purposes such as studies of weather, climate, and hydrology. Given these expanding applications, it is important to understand the quality and error characteristics of NEXRAD multisensor products. In this paper, the issues involved in evaluating these products are examined through an assessment of a 5.5-yr record of multisensor estimates from the Arkansas-Red Basin RFC. The objectives were to examine how known radar biases manifest themselves in the multisensor product and to quantify precipitation estimation errors. Analyses included comparisons of multisensor estimates based on different processing algorithms, comparisons with gauge observations from the Oklahoma Mesonet and the Agricultural Research Service Micronet, and the application of a validation framework to quantify error characteristics. This study reveals several complications to such an analysis, including a paucity of independent gauge data. These obstacles are discussed and recommendations are made to help to facilitate routine verification of NEXRAD products.
Introduction
In recent years, the National Weather Service (NWS) has installed the Next-Generation Weather Radar (NEX-RAD) system at forecast offices across the country. The NEXRAD system consists of a network of Weather Surveillance Radar-1988 Doppler (WSR-88D) radars (Crum et al. 1993 ). Reflectivity observations from each WSR-88D are used to generate many operational products, including estimates of precipitation developed with the NEXRAD precipitation processing system (Klazura and Imy 1993; Fulton et al. 1998 ). These radar-based precipitation estimates are used in NWS Forecast Offices by meteorologists and hydrologists for guidance in forecasts and warnings.
In addition, these radar-based estimates are combined with gauge data to make multisensor precipitation estimates (Krajewski 1987; Seo 1998) . NWS River Forecast Centers (RFCs) produce regional multisensor precipitation products using information from numerous WSR-88D radars and a network of gauges that report observations to the RFC in near-real time (Fulton et al. 1998) . Multisensor precipitation estimates were developed to replace the gauge estimates used for operational hydrologic forecasting at the RFCs. NEXRAD multisensor estimates also will become widely used by scientists and engineers in nonoperational applications (Hudlow 1988; Johnson et al. 1999) . For example, NE-XRAD precipitation products will support many research components of the Global Energy and Water Cycle Experiment Continental-Scale International Project. The products will be used in studies of precipitation variability, land-atmosphere water budgets, and coupled modeling of the land surface and atmosphere for climate prediction.
This paper examines issues associated with the evaluation of NEXRAD multisensor estimates through a case study involving a 5.5-yr record of products from the Arkansas-Red Basin RFC (ABRFC). Two needs motivated this evaluation. The first was to examine the effect of known biases in radar estimates of hourly precipitation on the multisensor products (Smith et al. 1996; Young et al. 1999) . The second was to evaluate the uncertainty in multisensor precipitation estimates. Combining radar and gauge information should produce improved precipitation estimates, in terms of both quality and spatial resolution, in comparison with either radar or gauge estimates alone. Evaluating the error characteristics of estimates is an essential step to quantify these improvements, validate processing algorithms, and compare competing algorithms.
Still, rigorous evaluation of errors in multisensor precipitation products is more difficult than evaluation of errors in either radar or gauge products. First, using point estimates of precipitation from gauges to verify areal estimates of precipitation from the multisensor products requires careful consideration of the large difference in sampling area represented by both estimates. To address this issue, the error-separation approach proposed by Ciach and Krajewski (1999) was used. NEX-RAD multisensor products tend to use all available gauge data for precipitation estimation, however, so few independent gauges remain for error estimation. Another difficulty in evaluation is that the input data and processing algorithms used to make operational precipitation estimates have changed over the years. In addition, operational methodologies involve human interaction, which adds subjectivity to the final estimates. Often, there is little or no record of the data, methods, and manual changes used in producing the final estimates. Such problems are discussed in detail, and recommendations to help to facilitate routine evaluation and verification of NEXRAD products are made.
Study area and data resources
For this paper, NEXRAD multisensor hourly precipitation estimates from ABRFC were evaluated. This study area was selected because of the history of NEX-RAD research in the southern plains (Smith et al. 1996; Johnson et al. 1999) , the availability of gauge observations, and the long period of record for NEXRAD multisensor estimates (May 1993 through September 1998 . The NEXRAD record over this period is nearly continuous except for a large gap in 1994 (27 January through 7 March). These multisensor estimates are routinely downloaded from the ABRFC archive and processed at the Iowa Institute of Hydraulic Research. To facilitate data analyses, the multisensor estimates were converted to a compact run length encoded format (Kruger and Krajewski 1997) .
During the study period, the ABRFC employed two different precipitation processing methodologies to produce multisensor precipitation estimates. The two methods are described in section 3. Both methods combine information from 22 WSR-88Ds with available precipitation data from up to 1586 gauges to produce estimates of hourly accumulation (resolution of 0.01 mm). These estimates are produced over a 335 ϫ 159 grid for which each grid cell is approximately 4 km ϫ 4 km. Figure  1 displays the radar coverage (230-km radius) and the gauge locations. Note the high gauge density in the eastern portion of the river basin.
For this study, multisensor estimates were compared with precipitation data from two precipitation gauge networks. Figure 2 shows the locations of gauges from the Oklahoma Mesonet (Brock et el. 1995) and the Agricultural Research Service (ARS) Micronet. The precipitation record available for the 111 mesonet gauges begins in 1994. Data from the mesonet have been included by ABRFC as part of the NEXRAD multisensor precipitation processing. Therefore, the mesonet gauges are not an independent data source for evaluating the NEX-RAD products. Additional precipitation data are available from the ARS Micronet stations in the Little Washita River watershed. Precipitation data from the 42 micronet gauges were obtained for June through September 1997 from the ARS archive created for the Southern Great Plains Experiment 1997 (SGP97). This network is separate from the NWS gauge network used in the NEXRAD precipitation processing and thus provides a data source for evaluating the uncertainty of the multisensor estimates. Long-term precipitation records are not readily available for the micronet, however, so the period for evaluation was limited to less than 4 months.
Both the Oklahoma Mesonet and the ARS Micronet use tipping-bucket gauges that record 5-min precipitation accumulations at a 0.254-mm (0.01-in.) resolution.
These data have been aggregated to 1-h accumulations for comparison with NEXRAD products. Basic quality control for the mesonet gauges is carried out by the Oklahoma Climate Survey to identify and to correct problems in the data. Quality control for the micronet gauges is carried out by the ARS, and a data quality flag is indicated with each set of observations. Although gauges often are considered to be ground truth for evaluation of remotely sensed precipitation, they also are subject to measurement error. Studies conducted by Habib et al. (1999 Habib et al. ( , 2000 , however, indicate that the random error for hourly gauge observations is negligible and that the systematic error (bias) due to wind effect is small (less than 5%).
Additional hourly precipitation gauge data are available from the National Climatic Data Center (NCDC). Data for many of the gauges archived at NCDC are not available in real time and therefore are not used in NEX-RAD precipitation processing. In the preliminary assessment of these data, however, it was found that there are too few gauges for verification throughout the study region, the gauge resolution usually is coarse [2.54 mm (0.1 in.)], and the quality of these data are unknown. Thus, we chose not to include these gauges in the evaluation of hourly precipitation products. NCDC data from both hourly and daily precipitation gauges could be valuable for evaluating NEXRAD products at longer timescales (daily or monthly), though quality issues and the difficulty of identifying which gauges have been included in the multisensor estimates remain.
NEXRAD precipitation processing
NEXRAD multisensor precipitation products have been produced at ABRFC using two methods. Both use the same radar-only precipitation product. Their differences lie in the way in which gauge precipitation data are combined with the radar precipitation products. The following sections briefly describe the radar-only product, the two methods (Stage III and P1) for producing multisensor products, and the approximate time line of operational changes in NEXRAD multisensor precipitation products at ABRFC.
a. NEXRAD hourly digital products
At each WSR-88D site, measurements of radar reflectivity factor Z are used to produce a radar-only precipitation product. The algorithms used are described in detail by Fulton et al. (1998) . First, a radar-reflectivity field is constructed for each complete radar scan with data from multiple radar tilts. A power-law Z-R relationship then is used to estimate rain rate R. Next, the rain-rate intensity maps are integrated over time to produce hourly accumulations. Quality-control algorithms attempt to identify and to remove outliers and ground returns from the radar precipitation estimates. The results then are transformed to the Hydrologic Rainfall Analysis Project (HRAP) grid of approximately 4 km ϫ 4 km. The HRAP grid is a polar stereographic projection that conforms to a 1/40th limited fine mesh grid used by NWS in numerical weather prediction (Reed and Maidment 1999) . The resulting product is known operationally at NWS as hourly digital precipitation (HDP). An evaluation of HDP products has been carried out by Smith et al. (1996) for the southern plains and by Young et al. (1999) for the complex mountainous terrain of the northern Appalachians.
b. Stage-III products
The Stage-III methodology was developed at the NWS Hydrologic Research Laboratory (HRL) and was the first approach developed for NEXRAD multisensor precipitation estimation. Stage I of this process is the HDP product described above. In Stage II of the processing, the HDP product for an individual radar is merged with gauge observations to produce a multisensor product (NWS Office of Hydrology 1997a). This step uses the gauge values and the radar estimates at corresponding HRAP cells to estimate the mean field bias in the radar-based precipitation field using a Kalman filter algorithm (Smith and Krajewski 1991; Seo 1998; Anagnostou et al. 1998 ). The resulting multiplicative bias factor is used to adjust the radar field to produce a bias-corrected radar precipitation field. A gauge-only-based precipitation field is also produced on the HRAP grid by interpolating available gauge values using a distance-weighting scheme. Radar data are used to define the rain/no rain area for this analysis. Last, the gauge-only and the bias-corrected radar fields are merged to produce a multisensor field using an optimal estimation procedure that assigns weights to the two fields based on the proximity of gauges to the HRAP cell.
Although Stage-II processing originally was intended to run at each WSR-88D site, it now is run at RFCs along with Stage-III processing. In Stage III, the stage-II estimates from multiple radars are combined into a single product that covers the entire RFC region (NWS Office of Hydrology 1997b). This combined field is constructed using the average of all Stage-II estimates available for each HRAP cell. Stage III can involve a considerable degree of human interaction. Hydrometeorological analysis forecasters (HAS forecasters) at RFCs are responsible for producing the final Stage-III estimates. They may decide to alter gauge reports that are suspect or to insert ''pseudo gauges.'' The HAS forecaster then reruns the analysis to produce the final Stage-III product.
c. P1 products
The P1 (process 1) methodology was developed at ABRFC and uses processing algorithms developed by the U.S. Army Corps of Engineers (Tulsa district). Un- like Stage III, in which precipitation products for individual radars are combined near the end of the processing, with P1 the first step is to merge the HDP products to produce a radar-only product for the entire RFC area. The next step computes the ratio between the gauge and radar-only precipitation estimates and assigns the ratio to the HRAP cell that contains the gauge. For HRAP cells that do not contain a gauge, a ratio is computed from nearby cells by interpolation using a distance-weighting scheme. In the final step, the radar precipitation estimates are multiplied by the ratio field to produce the P1 multisensor precipitation product. As with Stage-III processing, there can be considerable interaction by the HAS forecaster to handle quality control problems and to adjust the final product. The P1 also has options that are not available in Stage III, including a ''make-snow'' option to assign precipitation to an area for which the radar fails to detect winter precipitation.
d. Comparison of Stage-III and P1 methods
The Stage-III and P1 methodologies take vastly different approaches to multisensor precipitation estimation, each with its own strengths and weaknesses. Stage III is designed to merge two quasi-independent precipitation estimates, one based on gauges and the other based on the radar. For two independent, unbiased estimates for which the uncertainty is known, optimal estimation theory can be used to find the best combined estimate. Stage III may have problems if biases are not completely removed before merging. For example, known range-dependent biases in HDP products can affect multisensor estimates adversely. Other problems can occur in situations in which there are inconsistencies in the two estimates, which can arise with light precipitation and snow, because of the inherent difficulties in observing this type of precipitation with radar and gauges. A strength of Stage III is its ability to estimate precipitation when gauge densities are low or with convective precipitation for which spatial variations in precipitation are large and are not detected by the gauge network.
In contrast, P1 is designed to use radar information as a means for spatially interpolating gauge estimates. The P1 does not take a weighted average of gauge and radar precipitation estimates but rather relies on gaugeradar precipitation ratios. The P1 will have problems when these ratios vary significantly in space. For example, P1 would have significant problems in an hour when a convective storm misses available gauges, because there would be no gauge-radar pairs from which to compute the precipitation ratios. The P1 works better in situations in which precipitation is fairly uniform (e.g., stratiform precipitation) and the gauge-radar ratios are consistent in space. Because P1 relies heavily on gauges for its quantitative estimates, the method is best suited for applications for which the gauge density is high, as in the eastern portion of the ABRFC region, and may perform poorly in gauge-sparse areas. The operational advantage of P1 is that it is less-computationally intensive and makes it easier for the HAS forecaster to adjust estimates, so that final products can be produced in a more timely manner.
e. Time line
Several operational realities make the evaluation of the NEXRAD multisensor precipitation products difficult. First, the algorithms used are not static. Updates and modifications have occurred during the study period. Next, because of the human interaction by the HAS forecaster during processing, both Stage III and P1 are not purely objective precipitation analyses. Another issue is that the gauge data and intermediary radar products used to produce the multisensor estimates are not archived during the analysis. This fact makes it impossible to reprocess the data for algorithm intercomparisons or to evaluate the effect of HAS-forecaster involvement on the final product. Last, indication of the methodology (i.e., Stage III or P1) used by the HAS forecaster to produce a final multisensor product is not archived. For periods during which two algorithms were used interchangeably at ABRFC, the methodology used might not be the same from one hour to the next. Figure 3 shows a time line of major operational changes in NEXRAD precipitation processing at ABRFC. This time line is approximate and was constructed through conversations with NWS personnel at HRL and ABRFC and from information compiled at HRL (D. Johnson 1999, unpublished manuscript) . Prior to the summer of 1996, the Stage-III methodology was used exclusively for multisensor precipitation estimation. During a transition period, both Stage III and P1 were used, to varying degrees. From 1997, P1 has been used almost exclusively. Stage III still can be run but is seldom used. Prior to the implementation of P1 algorithms, one major update occurred that affects the analysis of the Stage-III products. In February 1996, the biscan maximization option was turned off. This option used the maximum radar reflectivity from the first two radar tilts for certain ranges from the radar for precipitation estimation. The investigation by Smith et al. (1996) , which recently was verified by Anagnostou and Krajewski (1998) , showed that brightband effects produce anomalously high accumulations with this option, prompting the change in 1996. The next major update on the horizon is the implementation of a new RFCwide algorithm for multisensor precipitation estimation that is being developed at HRL.
As a result of these changes, the multisensor products from ABRFC were divided into two major periods. The Stage-III period runs through January 1996, and the P1 period begins in January 1997. The period from February through December 1996 is not included in any of the analyses because of the major updates that occurred and the mixed use of Stage-III and P1 methodologies during this time.
Product intercomparisons
The initial evaluation compared NEXRAD multisensor estimates based on the Stage-III and P1 methodologies. The effects of well-known biases in radaronly products were examined through analyses that look at variations in estimates with range from the radar, long-term precipitation accumulations over the entire ABRFC region, and gauge-multisensor comparisons using the mesonet and micronet data for Oklahoma.
a. Range-dependent variations
Previous evaluations of the radar-only HDP product have shown that there are significant range-dependent errors (Smith et al. 1996; Young et al. 1999) . The study by Smith et al. (1996) examined HDP products in the southern plains region from September 1993 through December 1994. They found that characteristics such as precipitation detection and conditional mean hourly precipitation vary with range from the radar. One reason for range-dependent biases in HDP products is that the radar sampling volume and beam height increase with range from the radar. Another reason identified by Smith et al. (1996) was the biscan maximization algorithm, which enhances brightband echoes (e.g., anomalously high reflectivities from melting snow) and overestimates precipitation in the 50-75-km range.
Stage-III and P1 methodologies both use HDP products to produce multisensor precipitation estimates. Figures 4 and 5 show the range-dependent characteristics for Stage-III and P1 periods for the Twin Lakes (TLX) and Amarillo (AMA) radars. After Smith et al. (1996) , results are shown for the warm (April-September) and cold (October-March) seasons. The locations of the two radars are highlighted in Fig. 1 . The TLX radar is located in central Oklahoma in the more-humid, eastern half of the ABRFC region, in which the gauge density is very high. The AMA radar is located in the Texas Panhandle in the semiarid western half of the region, in which the gauge density is much lower.
For each methodology, the fraction of hours that record more than 1 mm of precipitation does not vary greatly with range from the radar in either season. As one would expect, the occurrence of precipitation greater than this threshold is higher around the TLX radar than around the AMA radar. The estimated conditional mean hourly precipitation (i.e., conditioned on occurrence) shows some slight variations with range for the Stage-III methodology. The variations are most pronounced around the AMA radar, especially in the cold season. The pattern of lower conditional averages very close to the radar, higher values in the 50-150-km range, and lower values at farther ranges also was observed for the HDP products (Smith et al. 1996) . Still, such variations are not seen for the TLX radar. This result probably is due to the differences in gauge and radar densities for these two sites. With fewer gauges and radars in the western region, the multisensor product reduces but does not eliminate range-dependent biases in HDP products. For the P1 product, there are no important variations with range, even around the AMA radar. For this period, the biscan maximization algorithm was not in use, which reduces the range-dependent biases in the HDP products. More important, though, the P1 methodology uses the HDP information only to aid in interpolation of the gauge estimates, so biases in HDP can affect only the local interpolation between gauge observations.
Figures 4 and 5 also show that there are large differences in the precipitation estimates for the two methodologies, especially in the cold season. The occurrence of precipitation (Ͼ1 mm) is much higher for the P1 period. Conversely, the conditional mean is much higher for the Stage-III period. These differences tend to compensate for one another, resulting in similar estimates for the total accumulations (not shown). This result suggests that the differences are related to the algorithm estimates for light precipitation. Differences in precipitation detection by radar and gauge, as well as the algorithm thresholds used in P1 and Stage-III processing to define (nonzero) precipitation, mostly likely create the observed differences. In addition, with the P1 methodology, the HAS forecaster has the capability to make snow or effectively to add areas of precipitation based on ancillary information of the storm situation. This capability also would contribute to the higher precipitation occurrence in the cold season.
b. Multisensor accumulations for the ABRFC region
Another means for comparing the two methodologies is to examine the total precipitation accumulation over the region. Figure 6 shows the accumulations for the Stage-III and P1 periods. For both periods, the strong west-to-east gradient in precipitation is observed. Still, some artifacts of the radar biases and data processing errors are present. For Stage III, there are pronounced circular features associated with the individual radars. Because the multisensor precipitation estimates are produced first for the individual radars and then are combined in Stage III, these features may be due to systematic biases between HDP products from neighboring radars (Smith et al. 1996) . In the P1 processing, the HDP products first are combined by averaging the estimates from multiple radars and then are used to guide the gauge interpolation. The results therefore appear smoother and do not show the same circular features. Another artifact of the radar biases is the faint ''spokes'' seen emerging from the radars in the Stage-III period. Similar features are present in the P1 accumulations but are not as obvious without more detailed analysis. These spokes likely are due to systematic underestimation for specific beam radials resulting from partial blockage of An artifact of the data processing is indicated by two horizontal black lines in the northern portion of the ABRFC region for the Stage-III products. These lines reflect abnormally high precipitation accumulations recorded for many hours in 1995. A second data-processing error that is not evident in the total accumulations but can be seen at shorter durations (e.g., 1 month), is the presence of isolated cells with zero accumulation. These cells are associated with gauge locations that failed to report precipitation but were assumed in the data processing to be a report of zero accumulation. Both of these data-processing errors are confined to the early stages of NEXRAD usage and have been largely corrected in more recent operational use (B. Lawrence 1999, personal communication).
c. Gauge-multisensor precipitation comparison
Any detailed comparison of gauge and NEXRAD products is complicated by the large difference in sampling areas for the two estimates. NEXRAD multisensor products are recorded on a 4 km ϫ 4 km grid, and a typical rain gauge only covers an area of 0.3 m 2 . Still, valuable information can be obtained from a simple comparison. For example, Smith et al. (1996) found significant underestimation of precipitation by radar in the ABRFC region; gauge precipitation exceeded radar estimates by 14% to 100%, depending on season and range from the radar. Merging of radar and gauge data in the NEXRAD multisensor products should decrease these differences. Table 1 presents the bias and root-mean-square difference (rmsd) for each of these graphs.
As was the case with radar precipitation estimates in this region (Smith et al. 1996) , Stage-III estimates tend to underestimate gauge precipitation (Ϫ21.5% bias). In contrast, P1 estimates tend to overestimate gauge precipitation (5.2% bias). In both cases, this bias exists despite the fact that mesonet gauges are included in the multisensor processing. For the comparison between P1 and micronet gauges in Fig. 7c , the bias is higher (19.7%) than that recorded for the mesonet gauges. This difference could be due to seasonality or to the short record length of the micronet data but also could reflect the fact that the micronet is an independent data source.
For graphs that compare multisensor products with mesonet gauges (Figs. 7a,b) , the scatter is visibly lower for P1 estimates than for Stage-III estimates. Indeed, rmsd decreases from 2.66 to 1.56 mm from the Stage-III to the P1 period. This decrease is due to the heavy weighting that gauge estimates receive in P1 and is not necessarily an indication of superior performance. In fact, given that the P1 algorithm interpolates gaugeradar ratios, the large scatter in Fig. 7b is surprising. There are several possible explanations for this scatter. In many instances, gauge observations are not reported with sufficient lead time to be included in the P1 analysis. Human interaction in the estimation process also may lead to discrepancies. Unfortunately, information on which gauges are used in NEXRAD processing for each individual hour is unavailable, making it extremely difficult to sort out the causes for the scatter.
For both Stage III and P1, the scatterplots also reveal that the multisensor estimate occasionally is equal to zero despite positive gauge accumulation. Given the differences in sampling areas of the two estimates (i.e., gauge and radar), this occurrence should be rare. Table  2 presents the fraction of hours for which the multisensor estimate was greater than zero given that the corresponding gauge observation was greater than a given threshold. These conditional probabilities were estimated using the 111 mesonet gauges. The probabilities are very different for the two methodologies. The results for the Stage-III product show a poor correspondence at low gauge thresholds. The conditional probabilities are higher for the P1 period, especially for low gauge accumulations. These results are another indication of the differences in estimation for light precipitation by the two methods and suggest that the Stage-III method misses many occurrences of light precipitation. The differences likely lie in the relative weighting of HDP products and gauge information in the processing. Many known factors may prevent radar detection of precipitation at the ground surface, including beam overshoot of low precipitating clouds, horizontal advection of hydrometeors, false elimination of rain in anomalous propagation algorithms, and the use of thresholds in NEX-RAD processing to distinguish precipitation. The heavier weighting of the HDP estimates by Stage III likely results in considerably fewer hours with light precipitation. Still, major and minor updates to the algorithms used to produce the HDP estimates also may contribute. Further research on multisensor estimation of light precipitation and the effects of changes in HDP algorithms would help to sort out these factors.
d. Summary
The comparisons of the Stage-III and P1 products presented in this section show that the range-dependent biases in HDP products are largely eliminated in NEX-RAD multisensor products when the gauge density is high. For Stage-III products, however, HDP bias patterns still may be present, albeit strongly attenuated, with lower gauge densities. The two methodologies show considerable differences in precipitation occurrence and conditional means, due in large part to differences associated with light precipitation. The P1 product indicates precipitation more often than does Stage III, consistent with the gauge detection that drives the analysis. For Stage-III procedures, inconsistencies between the radar and the gauge estimates due to difficulties in observing light precipitation produce fewer indicated hours of precipitation. In addition, artifacts of radar biases and data-processing errors affect long-term accumulations for Stage III, producing visible radar circles and spokes and lines with erroneously high values. Although many of the data-processing errors have been largely eliminated in recent years, radar biases still produce faint radar spokes in long-term accumulations of P1 estimates.
Although this evaluation has identified some deficiencies in the NEXRAD multisensor products, it does not mean the products fail to produce quality precipitation estimates. For example, a gauge-only analysis for precipitation accumulations would not show any of the artifacts seen with the multisensor products but likely would have larger errors than do the multisensor estimates. By the same token, fewer artifacts in the P1 product does not imply higher accuracy in these estimates. Still, a motivation for implementing the P1 methodology at ABRFC was the obvious qualitative deficiencies in the Stage-III product. Another important consideration was operational time constraints. To establish an objective basis for assessing the two meth-
odologies, however, the uncertainties in precipitation estimates need to be evaluated. This issue is examined in the following section.
Uncertainty estimation
In section 4c, NEXRAD multisensor estimates were compared with gauge observations using scatterplots (see Fig. 7 ) and rmsd values (see Table 1 ). Because a gauge samples precipitation over a very small fraction of the 4 km ϫ 4 km multisensor grid, much of the scatter (or rmsd) may be due to the natural spatial variability of precipitation. To use gauge precipitation data to evaluate the uncertainty of NEXRAD multisensor data, this spatial mismatch must be accounted for. Ciach and Krajewski (1999) describe a methodology, the error separation method (ESM), for separating the effects of spatial variability from the mean square difference between radar and gauge estimates. In the following section, an attempt to apply ESM to evaluate the error variance of NEXRAD multisensor estimates is discussed.
a. Error separation method
To apply ESM to NEXRAD multisensor and gauge observations, these two quantities first must be considered as estimates of areal average hourly precipitation over the multisensor grid. Then the error for each estimate is defined as its difference from the true average hourly rainfall. The objective of ESM is to derive the variance of the multisensor error from the variance (Var) of the multisensor and gauge difference. This objective is accomplished as follows:ˆV
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where R m and R g are the multisensor and gauge estimates of hourly precipitation, R is the true rainfall, and Cov( , ) is the covariance between multisensor and gauge errors. If this error covariance term can be neglected, based on independence of the multisensor and gauge-based errors, the variance of the hourly multisensor error can be calculated as
In Eq. (4), the multisensor error variance is computed as the difference between the gauge-multisensor variance and the gauge error variance. The gauge-multisensor variance is estimated directly from the recorded data. The gauge error variance accounts for the gauge error in estimating the areal average precipitation over the 4 km ϫ 4 km multisensor cell. After Ciach and Krajewski (1999) or Bras and Rodríguez-Iturbe (1976) , the variance of the difference between point and areal average precipitation is
where ( , ) denotes the spatial correlation function of the precipitation process; A is the averaging domain (i.e., a multisensor cell of about 4 km ϫ 4 km); x g is the location of the gauge within the radar pixel; x, x 0 , and x 1 are coordinate pairs within the domain A; and is 2 g the variance of the point rainfall and is assumed to be constant over A.
The applicability of Eq. (4) hinges on the assumption of independent errors. Ciach and Krajewski (1999) present a plausible justification for this assumption in the case of evaluating the uncertainty in radar-based precipitation estimates. The validation of multisensor data is more complex, however. Independence clearly will be violated if the gauges used to validate the multisensor product also are used in NEXRAD multisensor precipitation processing. Hence, a set of gauge precipitation estimates that is not used in NEXRAD processing must be used for validation. In the southern plains, one is limited to one such dataset: the ARS Micronet archive for the SGP97 campaign. As a result, a comprehensive comparison of the error characteristics for the Stage-III and P1 products cannot be performed. Instead, a sample evaluation using the available micronet data for JuneSeptember 1997 is presented here. With this example, a framework for determining the error characteristics of NEXRAD multisensor products is illustrated, and the data required for such an analysis are discussed. Yet, even with independent gauges for validation, the assumption of independent error still may be violated because neighboring gauges used in the multisensor product are correlated with the validation gauges. This result does not invalidate ESM but would mean that the covariance term is nonzero. Because it is not possible to evaluate the covariance of the gauge and multisensor errors with the available data, and because the effect of the covariance terms would be relatively small, we will proceed under the assumption that this covariance is negligible.
b. Spatial correlation of precipitation
The evaluation of Eq. (5) requires knowledge of the spatial correlation function of the precipitation process. Because this equation is applied only over a 4 km ϫ 4 km grid cell for the hourly multisensor data, it is reasonable to assume that the intrinsic hypothesis, that is, that the variance is independent of location, and rainfall is a stationary process in time, is satisfied (Journel and Huijbregts 1978) . The correlation function for this mod-
Monthly correlograms of hourly precipitation for Jun through Sep for the Oklahoma Mesonet (based on data from Jan 1994 to Jun 1998). Each point represents the sample correlation for a gauge pair separated by an intergauge distance. The solid gray line displays a least squares fit of an exponential correlation model, and the dashed lines present the 95% confidence limits based on classic sampling theory (Stuart and Ord 1994) .   FIG. 9 . Correlograms of hourly precipitation for the mesonet (black points) and micronet (gray points) gauges (Jun-Sep 1997). The three curves present fitted exponential correlation models to the mesonet data (long dashed), the micronet data (short dashed), and a combination of the two (solid).
el of the precipitation process will be estimated using the Oklahoma Mesonet and ARS Micronet gauge data.
Before this estimation could proceed, the existence of significant diurnal or seasonal variations in the precipitation correlation structure over the period of the available micronet data (June-September 1997) was investigated. Figure 8 presents monthly correlograms computed using the 4.5-yr record of the mesonet. In this figure, each point marks a sample correlation coefficient between time series of hourly precipitation observed by two gauges separated by a given distance d. The correlation plots are similar for each month, although September has slightly higher sample correlations than do the other months. Given the considerable scatter, however, the correlation function does not vary significantly over the four summer months. A similar analysis indicated that, although there are significant diurnal variations in mean precipitation over the summer months, the correlation function does not exhibit significant diurnal fluctuations. Therefore, the correlation structure will be modeled using a single correlation function model for the entire 4-month period.
One obvious feature of the plots in Fig. 8 is the considerable scatter despite the relatively large sample size used in the calculations (around 3000 h of data for each point). Several possible sources for this scatter were investigated, including sampling variability and anisotropy. Classic sampling theory unfortunately is inappropriate for gauge correlations at the hourly timescale and cannot help to explain the large scatter observed in the sample correlation coefficients. This fact is illustrated by the dashed, gray lines in Fig. 8 , which display the 95% confidence interval around the least squares fit of an exponential function to the data for a Gaussian process (Stuart and Ord 1994) . The issue of anisotropy was investigated by computing directional correlograms for the mesonet gauge data. Anisotropy was evident in these graphs (not shown) but did not significantly reduce the scatter. Omnidirectional correlograms are used for the analysis in this section because the effects of anisotropy on ESM should be negligible over the scale of a single grid cell.
Another important observation can be made about the graphs in Fig. 8 . The mesonet does not provide sufficient data to guide a model of the correlation function below the 20-30-km separation distance. To illustrate this fact, consider the mesonet and micronet data for June-September 1997. Figure 9 presents the gauge correlograms for these two networks. A least squares, two-parameter correlation model of the type
was fit to the data from each network and from the two networks combined. Table 3 presents the correlation model parameters and the corresponding ''fitting error,'' the root-mean-square error (rmse) between the model and the data points. The model fit to the mesonet data 10 . Sensitivity analysis for ESM using (a) mesonet gauges and (b) mesonet and micronet gauges to define the correlation structure. In each plot, the solid black curve shows the sensitivity of the rmse of the regression model to the correlation parameter r 0 . The thin gray lines present (for each micronet gauge) the percentage of gauge-multisensor rmsd that is attributable to NEXRAD multisensor error. The rmse of the regression model is insensitive to the r 0 in the shaded areas. Estimates of the NEXRAD multisensor error are very sensitive to the estimate of r 0 over this range in both plots.
results in an r 0 of 0.67, with an rmse of 0.10, while the micronet data result in an r 0 of 0.93. The results of the combined data are similar to those for the micronet alone, demonstrating that high-density gauge clusters are important for defining the correlation structure of rainfall at small scales.
c. Sensitivity analysis
To demonstrate how uncertainty in the small-scale correlation structure affects the error quantification, a sensitivity analysis of the ESM of Ciach and Krajewski (1999) was performed. First, the identifiability of the correlation parameter r 0 for the case of the mesonet data presented in Fig. 9 was investigated. The solid, black line in Fig. 10a shows the regression rmse for a least squares fit of Eq. (6) for multiple, fixed values of r 0 . It is apparent from the figure that the optimal location of r 0 is not well defined. Next, the effect of this poor parameter identifiability on the calculation of multisensor error variance was investigated. ESM was applied for each micronet gauge using the best-fit gauge correlation functions for multiple values of r 0 . The thin, gray lines in Fig. 10a show the results for each micronet gaugecell pair. As r 0 decreases, Var[(R g Ϫ R)] [see Eq. (5)] increases, thus reducing the estimated multisensor error [see Eq. (4)]. Over the wide range of r 0 highlighted in gray, the estimated multisensor error ranges from 0% to nearly 100% of the multisensor-gauge rmsd. Hence, it is not possible to quantify the multisensor error because of the uncertainty in small-scale correlation as estimated using only the mesonet gauges. Figure 10b repeats this sensitivity analysis using both micronet and mesonet data to define the correlation function. Again, the solid, black line shows the identifiability of r 0 . Here, the range of r 0 is constrained through the addition of the micronet data, although the multisensor error still ranges from 50% to nearly 100% of the total rmsd. The bulk of the gauge-pixel pairs indicates that the multisensor error is 80% to 95% of the total rmsd. Hence, reducing the uncertainty in the small-scale correlation structure allows one to make approximate estimates of the multisensor error. Unfortunately, in this study, the micronet record available for estimating the multisensor error is only 4 months long. In practice, a longer independent gauge record would be needed to make meaningful quantitative estimates of the multisensor error magnitude.
From the analysis presented in this section, it becomes clear that, to estimate effectively the multisensor precipitation error, one should know the correlation function over the size of the radar pixel domain. This result implies that there is a need to establish small-scale clusters of precipitation gauges to provide the relevant information. This concept was put forward by Ciach and Krajewski (1999) and Steiner et al. (1999) . Recently, we have deployed two such clusters, one in Iowa City, Iowa , and the other within the ARS Micronet in Oklahoma.
Discussion
This paper presents an attempt to evaluate NEXRAD multisensor precipitation products from ABRFC. Of course, the comparison of NEXRAD products with an independent source of precipitation data is needed for error estimation. Ironically, the ABRFC region has one of the highest gauge densities in the United States, but, because most available data are used in the multisensor
product, there are not many gauges available for validation.
Evaluating the uncertainties of forecasts and predictions is critical for the use of hydrometeorological products in operational and nonoperational applications. Within the meteorological forecast community, there is a long tradition of evaluating forecast uncertainty in terms of ''skill scores,'' making it possible to quantify forecast improvements as technologies and methodologies have advanced. Even though the verification of hydrologic predictions usually is much more complex, similar efforts clearly are needed for NEXRAD precipitation products 1) to provide an objective basis for comparing the performance of competing methodologies, and 2) to quantify the uncertainty in precipitation estimates to be used as input in streamflow forecasting or other analyses. The following are some issues that need to be addressed to permit routine evaluation and verification of NEXRAD precipitation products.
Perhaps the most critical need is for development of archives of NEXRAD products and gauge data to facilitate routine evaluation, algorithm testing, and reanalysis. At a minimum, one would need an accessible archive of HDP products and gauge information. These archives could be used in cross-validation studies to estimate errors for different methodologies (e.g., Stage-III, P1, and gauge-only products). This archive also would permit the reanalysis of data to produce products based on a consistent methodology over a long period. This aspect is important for operational hydrologic forecasting because model parameters and forecast performance depend on the data sources for model calibration and prediction (Bradley 1997) . Without a long, consistent record of precipitation products for recalibration of operational streamflow forecasting models, replacing current gauge products with improved precipitation products may not lead to improved forecasts (Bradley and Kruger 1998) . The ability to carry out reanalyses also is important for hydrological and climatological studies to remove artifacts caused by changes in operational methodologies.
Still, there is a need to archive more fully the products from current operational analyses to aid in additional evaluations. This archive would include information on the gauge data actually used in processing (which can change from hour to hour with the availability of gauge reports), the resulting objective multisensor analyses (without human involvement), and the final products. For operational reasons, human involvement will continue to be necessary because it provides important quality control and assimilates other available information and knowledge that is not directly included in the processing algorithms. Comparisons with objective methods are needed to quantify improvements resulting from HAS-forecaster interaction, however.
Verification also will require accurate representation of the spatial correlation structure of precipitation within the RFC region. For the evaluation of hourly precipitation estimates on the scale of an HRAP cell (4 km ϫ 4 km), the error estimates depend on the smallscale correlation structure. Although the Oklahoma Mesonet has a higher gauge density than most locations, the average gauge spacing (ϳ35 km) cannot provide information on the correlation at small scales (Ͻ4 km). This study was aided by the limited data available from the ARS Micronet, for which the average gauge spacing is much smaller (ϳ5 km). These data helped in modeling the small-scale spatial correlation structure and greatly reduced the uncertainty about the effect of spatial precipitation variability on the difference between gauge and multisensor estimates. There is still a need to install gauges on the scale of the micronet and smaller at locations across the country to develop information on correlation structure for verification. This information also would contribute to the design of algorithms for optimal merging of gauge and radar data (which depends on the uncertainty associated with the gauge estimate).
Further research also is needed to refine verification schemes for multisensor precipitation products. For example, in this application of the ESM approach, we assumed that the errors in the gauge and multisensor estimates of areal precipitation are statistically independent. Although Ciach and Krajewski (1999) argue that the independence assumption may be reasonable for uncertainty estimation for radar-only precipitation products, the assumption may be violated for ABRFC multisensor products because of the high density of gauges used to generate these estimates. The gauges not included in the multisensor analysis, which are used for verification, are correlated with nearby gauges used to produce the multisensor estimates. Further research is needed to evaluate the effect of this correlation on the error covariance term neglected in this application of the ESM.
Last, other approaches to uncertainty analysis could provide the best means for estimating prediction errors in space and time across a region. For example, with Stage III, one could begin by evaluating the HDP products and gauge-only estimates separately, then could propagate the uncertainties through the Stage-III processing to derive uncertainties for the multisensor fields. This approach has some theoretical appeal and could provide a tool for evaluating the error characteristics of various gauge and radar combinations for design of improved multisensor estimation methodologies.
Summary and conclusions
NEXRAD multisensor precipitation products from ABRFC for a 5.5-yr period were examined. During this period, two processing methods, Stage III and P1, were used to make multisensor precipitation estimates. Both methods used a radar-based precipitation product that has known systematic biases (Smith et al. 1996 ). An intercomparison of the products indicates that radar bi-
ases are reduced, although still present, in NEXRAD multisensor precipitation estimates. The Stage-III product, used predominately in the first half of the study period, shows more range-dependent biases than do the P1 estimates. The evaluation also revealed that additional processing artifacts are present when precipitation information from multiple radars is merged to produce the multisensor product for the ABRFC region. Despite these deficiencies and differences in quality, we cannot infer that one method is superior to the other. An evaluation of the error characteristics for each product is necessary to compare competing algorithms for multisensor precipitation estimation.
In section 5, the error separation method (Ciach and Krajewski 1999 ) was applied to try to evaluate the error variance of NEXRAD multisensor estimates. Several obstacles hampered this attempt. First, despite the high gauge density of the ABRFC region, data for gauges that are not included in the multisensor products are difficult to find for validation. Hence, the validation necessarily was limited to a short observation period for a small region within ABRFC and was based on gauge data from the ARS Micronet. Second, existing gauge networks do not provide sufficient data for characterizing small-scale (Ͻ4 km) spatial variability of precipitation. Detail at this scale is necessary to represent accurately the gauge correlation function. Third, the evolving nature of operational precipitation estimation results in a nonhomogeneous record. This fact makes evaluation of algorithms difficult and creates problems in the use of these data in applications.
To implement a validation framework for routine evaluation of NEXRAD multisensor products, several issues first must be addressed. An archive of gauge and radar data used in precipitation processing, in addition to the multisensor products, is needed. This archive would help in evaluating operational products and enable reanalysis of precipitation estimates using alternate algorithms. For operational multisensor precipitation estimates produced at RFCs, the archive should include a record of the processing methodology and human interactions that were used to produce the final product. Also, to gather the information on small-scale precipitation variability needed for validation, small-scale gauge networks must be established at several sites across the country. The development of such a validation framework is clearly vital for quantification of error in current estimation methodologies and for evaluation of proposed algorithms.
