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Abstract
We consider problems of the form
d2u
dt2
+Au= F, αu(0)+ u(T )= g, β du
dt
(0)+ du
dt
(T )= h,
for t ∈ (0, T ), where A is a densely defined, linear, time independent, positive definite
symmetric operator and α and β are constants. Although most of our results would hold
for more general operators A, we restrict attention to the case in which A is a differential
operator and determine ranges of values of α and β for which it is possible to obtain energy
bounds, uniqueness results, and, in a special case, pointwise bounds. Some extensions
which include a damping term or a term which arises in a generalization of the Kirchhoff
string model are also discussed.
 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
It is well known that the Dirichlet problem for the wave equation and other
hyperbolic partial differential equations is not well-posed. However, necessary
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and/or sufficient conditions for the existence and uniqueness of a solution for
certain geometries has been dealt with by several authors (see [2,5–8]).
In this paper we consider a somewhat related but more general nonstandard
problem which can be formulated generally for t ∈ (0, T ) as
d2u
dt2
+Au= F, αu(0)+ u(T )= g, β du
dt
(0)+ du
dt
(T )= h,
where A is a linear, time independent, positive definite symmetric operator from a
dense linear subspace D of a real Hilbert space H into H and α and β are nonzero
constants. Moreover, our arguments can be easily extended to handle equations of
the form
P0
d2u
dt2
+P1 du
dt
+ P2 du
dt
+Au= F,
where P0 is a linear, time independent, positive definite symmetric operator, P1 is
skew symmetric, and P2 is a symmetric operator. Several authors have studied the
questions of uniqueness and growth of weak solutions for problems of this kind
when under standard initial conditions (see [1,9–11] and references therein).
Throughout this paper, we restrict our attention to the case in which A is a
differential operator acting on functions which satisfy appropriate homogeneous
Dirichlet boundary conditions. In Sections 2 and 3, we establish a priori energy
bounds for inhomogeneous differential equations where the inhomogeneous term
is time dependent or time independent, respectively. When the term is time
independent, a modification of the technique results in the bound not depending
on the “final” time T . In Section 4, we obtain a unique representation of the
solution for the homogeneous equation when A has a complete eigenspace and
either |α|> 1, |β|> 1 or |α|< 1, |β|< 1. Further, we cite the difficulty with the
uniqueness question when α and β are otherwise. For the special case of the wave
equation in N  3 space dimensions, we obtain pointwise bounds in Section 5.
In a final section, we extend the technique developed here to a damped equation,
to a nonlinear Kirchhoff string (see [12,14]), and to the case of homogeneous
Neumann boundary conditions.
2. Inhomogeneous equation I
Let Ω be a bounded domain in RN with smooth boundary ∂Ω and let x = (x1,
. . . , xN). We consider the nonstandard problem
utt +Au= F(x, t), in Ω × (0, T ), (2.1)
αu(x,0)+ u(x,T )= g(x), in Ω, (2.2)
βut (x,0)+ ut (x, T )= h(x), in Ω, (2.3)
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where for our purposes A is a linear, time independent, symmetric positive defi-
nite, differential operator acting on sufficiently differentiable functions that satisfy
homogeneous Dirichlet boundary conditions, F , g, and h are sufficiently regular
prescribed functions, α and β are nonzero constants, and the subscript notation
denotes partial differentiation with respect to t . Depending on the order of A and
the boundary conditions, we assume appropriate compatibility conditions on the
data functions g and h on ∂Ω .
We note that the homogeneous differential equation under these conditions
includes equations such as
∂2u
∂t2
=∆u, ∂
2ui
∂t2
= 1
ρ
{∆ui + νuj,ji}, ∂
2ui
∂t2
= 1
ρ
(cijkluk,l),j ,
∂2u
∂t2
=−∆2u,
where cijkl = cklij and cijklξij ξkl  γ ξij ξij . In these equations, ∆ is the N -
dimensional Laplace operator, ρ, ν, and γ are positive constants, and the comma
and summation conventions are used on the indices i , j , k, and l.
We shall use the L2 inner product and norm notation in the form
(g,h)=
∫
Ω
g(x)h(x) dx,
(
u(t), v(t)
)= ∫
Ω
u(x, t)v(x, t) dx,
‖u(t)‖2 = (u(t), u(t)),
in this paper.
We first consider the homogeneous equation
utt +Au= 0; (2.4)
multiply (2.4) by ut and integrate over Ω × (0, t), where 0 t  T . Thus
t∫
0
∫
Ω
(
u2η + uAu
)
η
dx dη= 0, (2.5)
from which we deduce the conservation of energy principle
E(t)=E(0), 0 t  T , (2.6)
where E(t) is the energy expression
E(t)= ‖ut (t)‖2 +
(
Au(t), u(t)
)
. (2.7)
In the case of the inhomogeneous equation (2.1), we compute
E(t)= 2
t∫
0
(F,uη) dη+E(0), 0 t  T . (2.8)
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By the arithmetic mean–geometric mean inequality (A–G inequality), we have
E(t) 1
γ
t∫
0
‖F(η)‖2 dη+ γ
t∫
0
‖uη(η)‖2 dη+E(0), (2.9)
for some γ > 0, and by (2.7) we can write
E(t) 1
γ
t∫
0
‖F(η)‖2 dη+ γ
t∫
0
E(η) dη+E(0), 0 t  T . (2.10)
We now set
P(t)=
t∫
0
E(η) dη
and rewrite (2.10) as
P ′(t) 1
γ
S2(t)+ γP(t)+E(0), S2(t)=
t∫
0
‖F(η)‖2 dη. (2.11)
Solving (2.11) for P(t), we find
P(t) 1
γ
t∫
0
eγ (t−η)S2(η) dη+ E(0)
γ
[eγ t − 1], (2.12)
and inserting (2.12) into (2.11), we obtain
E(t) 1
γ
S2(t)+
t∫
0
eγ (t−η)S2(η) dη+E(0)eγ t , 0 t  T . (2.13)
We now evaluate (2.13) at t = T and substitute
E(T )= ‖h− βut (0)‖2 +
(
A[g− αu(0)], g − αu(0))
so that on collecting terms, we have(
β2 − eγ T )‖ut (0)‖2 + (α2 − eγ T )(Au(0), u(0))
 1
γ
S2(T )+
T∫
0
eγ (T−η)S2(η) dη+ 2α(Au(0), g)+ 2β(h,ut(0))
− (Ag,g)− ‖h‖2.
Using the A–G inequality, it follows that
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(
β2 − |β|σ1 − eγ T
)‖ut (0)‖2 + (α2 − |α|σ2 − eγ T )(Au(0), u(0))
 1
γ
S2(T )+
T∫
0
eγ (T−η)S2(η) dη+
( |α|
σ2
− 1
)
(Ag,g)
+
( |β|
σ1
− 1
)
‖h‖2,
for σ1 and σ2 positive constants. Thus, if |α|> 1 and |β|> 1, then for
0< σ1 <
β2 − 1
|β| , 0< σ2 <
α2 − 1
|α| ,
we can choose γ such that
0< γ <
1
T
ln
[
min
{
α2 − |α|σ2, β2 − |β|σ1
}] (2.14)
and determine that
E(0)K1S2(T )+K2
T∫
0
eγ (T−η)S2(η) dη+K3(Ag,g)+K4‖h‖2,
(2.15)
for computable constants K1, K2, K3, and K4. Finally, we substitute (2.15) into
(2.13) and obtain the energy bound
E(t)
(
1
γ
+K1eγ T
)
S2(T )+ (1 +K2eγ T )
T∫
0
eγ (T−η)S2(η) dη
+K3eγ T (Ag,g)+K4eγ T ‖h‖2, 0 t  T , (2.16)
when |α|> 1 and |β|> 1.
We now suppose that |α| < 1 and |β| < 1. The reason for not considering
|α|< 1, |β|> 1 or |α|> 1, |β|< 1 will be made clear in Section 4.
In the present case, we begin with the equation
E(t)=E(T )− 2
T∫
t
(F,uη) dη, 0 t  T , (2.17)
in place of (2.8). By the A–G inequality and (2.7), we have
E(t)E(T )+ 1
γ¯
T∫
t
‖F(η)‖2 dη+ γ¯
T∫
t
E(η) dη, (2.18)
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for γ¯ > 0. We set
P¯ (t)=
T∫
t
E(η) dη
and rewrite (2.18) as
−P¯ ′(t)E(T )+ 1
γ¯
S¯2(t)+ γ¯ P¯ (t), S¯2(t)=
T∫
t
‖F(η)‖2 dη. (2.19)
Solving for P¯ (t), we have
P¯ (t) E(T )
γ¯
[
eγ¯ (T−t ) − 1]+ 1
γ¯
T∫
t
eγ¯ (η−t )S¯2(η) dη, (2.20)
and inserting (2.20) into (2.19), we find
E(t) 1
γ¯
S¯2(t)+E(T )eγ¯ (T−t ) +
T∫
t
eγ¯ (η−t )S¯2(η) dη, 0 t  T . (2.21)
We now evaluate (2.21) at t = 0 and substitute
E(0)= 1
β2
‖h− ut (T )‖2 + 1
α2
(
A[g− u(T )], g− u(T )).
By the A–G inequality with σ3 and σ4 positive constants, we obtain(
1
β2
− eγ¯ T − σ3
β2
)
‖ut (T )‖2 +
(
1
α2
− eγ¯ T − σ4
α2
)(
Au(T ),u(T )
)
 1
γ¯
S¯2(0)+
T∫
0
eγ¯ ηS¯2(η) dη+ 1
β2
(
1
σ3
− 1
)
‖h‖2
+ 1
α2
(
1
σ4
− 1
)
(Ag,g).
Since |α|< 1 and |β|< 1, we choose
σ3 < 1 − β2, σ4 < 1− α2,
γ¯ <
1
T
ln
[
min
{
1− σ3
β2
,
1 − σ4
α2
}]
(2.22)
so that
E(T )K5S¯2(0)+K6
T∫
0
eγ¯ ηS¯2(η) dη+K7‖h‖2 +K8(Ag,g), (2.23)
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for computable constants K5, K6, K7, and K8. From (2.23) and (2.21), it follows
that
E(t)
(
1
γ¯
+K5eγ¯ T
)
S¯2(0)+ (1 +K6eγ¯ T )
T∫
0
eγ¯ ηS¯2(η) dη
+K7eγ¯ T ‖h‖2 +K8eγ¯ T (Ag,g), 0 t  T , (2.24)
when |α|< 1 and |β|< 1.
We formalize the above results in the following theorem.
Theorem 1. If u is a solution of (2.1)–(2.3) and α and β are nonzero constants
satisfying either |α| > 1, |β| > 1 or |α| < 1, |β| < 1, then the energy function
E(t) given by (2.7) satisfies an a priori bound of the form
E(t)C1
T∫
0
‖F(η)‖2 dη+C2
T∫
0
eγ η
T∫
η
‖F(ξ)‖2 dξ dη
+C3(Ag,g)+C4‖h‖2, (2.25)
for computable constants C1, C2, C3, and C4 which depend on T and a γ which
satisfies (2.14) or (2.22), respectively.
We note that, in fact, sharper estimates than (2.25) are possible in each case.
For example, when |α|> 1, |β|> 1, one could use (2.15) to bound E(0) in (2.13)
and not extend t to T in the other terms of (2.13). A similar remark applies in
the case |α|< 1, |β|< 1 to (2.21) and (2.23) where we extended the integrals in
(2.21) to the interval [0, T ] to obtain the common estimate (2.25).
3. Inhomogeneous equation II
In this section we consider the problem (2.1)–(2.3) when the forcing function
F(x, t) is independent of t , i.e.,
utt +Au= f (x), in Ω × (0, T ). (3.1)
By modifying the previous argument, we obtain an energy bound which is
independent of T .
From (3.1), we derive the equation
E(t)= 2[(f,u(t))− (f,u(0))]+E(0), 0 t  T , (3.2)
which by (2.2) and (2.3) can be rewritten when t = T as
‖h− βut (0)‖2 +
(
A[g− αu(0)], g− αu(0))
= 2[(f, g − αu(0))− (f,u(0))]+ ‖ut (0)‖2 + (Au(0), u(0)).
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By the A–G inequality, it follows that(
β2 − |β|ε1 − 1
)‖ut (0)‖2 + (α2 − |α|ε2 − 1)(Au(0), u(0))

( |β|
ε1
− 1
)
‖h‖2 +
( |α|
ε2
− 1
)
(Ag,g)+ |α + 1|
ε3
‖f ‖2
+ |α + 1|ε3‖u(0)‖2 + 2(f, g), (3.3)
where ε1, ε2, and ε3 are positive constants. Since A is assumed to be positive
definite, we have(
Au(t), u(t)
)
 λ‖u(t)‖2, 0 t  T , (3.4)
for some positive constant λ. Then for |α|> 1 and |β|> 1, we choose ε1, ε2 (both
less than 1), and ε3 such that
β2 − |β|ε1 − 1 > 0, α2 − |α|ε2 − 1 − |α+ 1|
λ
ε3 > 0.
Thus, it follows that
E(0)Q2 := k1‖h‖2 + k2(Ag,g)+ k3‖f ‖2 + k4‖g‖2, (3.5)
for computable constants k1, k2, k3, and k4.
We now return to Eq. (3.2) and use (3.5) and the A–G inequality to write
E(t)Q2 +
(
1+ 1
ε4
)
‖f ‖2 + ε4‖u(t)‖2 + ‖u(0)‖2,
for ε4 > 0. Further, by (3.4) and (3.5), we have
‖ut (t)‖2 +
(
1 − ε4
λ
)(
Au(t), u(t)
)

(
1+ 1
λ
)
Q2 +
(
1+ 1
ε4
)
‖f ‖2.
Consequently, we choose ε4 such that
E(t) k5‖h‖2 + k6(Ag,g)+ k7‖f ‖2 + k8‖g‖2, 0 t  T , (3.6)
for computable constants k5, k6, k7, and k8 when |α|> 1 and |β|> 1.
We note that in the case of the homogeneous differential equation (f (x)= 0),
the latter three terms in (3.3) do not occur in the computation and one can more
easily obtain the a priori bound
E(t) k9‖h‖2 + k10(Ag,g), 0 t  T , (3.7)
for computable constants k9 and k10 when |α|> 1 and |β|> 1.
When |α|< 1 and |β|< 1, we begin by evaluating (3.2) for t = T , i.e.,
E(T )= 2[(f,u(T ))− (f,u(0))]+E(0). (3.8)
Now by (2.2) and (2.3), we have
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‖ut (T )‖2 +
(
Au(T ),u(T )
)
= 1
β2
‖h− ut (T )‖2 + 1
α2
(
A[g− u(T )], g− u(T ))
+ 2
[
(f,u(T ))−
(
f,
1
α
[g− u(T )]
)]
. (3.9)
Since
2
[
(f,u(T ))− 1
α
(f,g− u(T ))
]

∣∣∣∣1 + 1α
∣∣∣∣
[
1
ε5
‖f ‖2 + ε5
λ
(
Au(T ),u(T )
)]+ 1|α|
[‖f ‖2 + ‖g‖2],
for ε5 > 0, by the A–G inequality with positive constants ε6 and ε7, we have from
(3.9) (
1
β2
− ε6
β2
− 1
)
‖ut (T )‖2 +
(
1
α2
− ε7
α2
− 1 −
∣∣∣∣1 + 1α
∣∣∣∣ε5λ
)(
Au(T ),u(T )
)
 1
β2
(
1
ε6
− 1
)
‖h‖2 + 1
α2
(
1
ε7
− 1
)
(Ag,g)
+ 1|α| ‖g‖
2 +
[∣∣∣∣1 + 1α
∣∣∣∣ 1ε5 +
1
|α|
]
‖f ‖2.
For ε5, ε6, and ε7 sufficiently small, it follows that
E(T ) Q¯2 := k11‖h‖2 + k12(Ag,g)+ k13‖f ‖2 + k14‖g‖2, (3.10)
for computable constants k11, k12, k13, and k14.
We now use the equation
E(t)=E(T )− 2
T∫
t
(f,uη) dη
to obtain
‖ut (t)‖2 +
(
Au(t), u(t)
)
 Q¯2 + 2[(f,u(T ))− (f,u(t))].
Further, by the A–G inequality and (3.4), we have
2(f,u(T )) ‖f ‖2 + 1
λ
(
Au(T ),u(T )
)
,
2(f,u(t)) 1
ε8
‖f ‖2 + ε8
λ
(
Au(t), u(t)
)
,
for ε8 > 0. Combining these inequalities, we obtain
‖ut (t)‖2 +
(
1− ε8
λ
)(
Au(t), u(t)
)

(
1 + 1
λ
)
Q¯2 +
(
1 + 1
ε8
)
‖f ‖2.
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Thus, it follows that ε8 can be chosen so that
E(t) k15‖h‖2 + k16(Ag,g)+ k17‖f ‖2 + k18‖g‖2, 0 t  T , (3.11)
for computable constants k15, k16, k17, and k18 when |α|< 1 and |β|< 1.
We summarize the results for the equation with time independent forcing
function in the following theorem.
Theorem 2. If u is a solution of the problem (3.1), (2.2), (2.3), which satisfies
(3.4), and α and β are nonzero constants satisfying either |α| > 1, |β| > 1 or
|α|< 1, |β|< 1, then the energy function E(t) given by (2.7) satisfies an a priori
inequality of the form
E(t) c1‖h‖2 + c2(Ag,g)+ c3‖f ‖2 + c4‖g‖2, 0 t  T ,
for computable constants c1, c2, c3, and c4.
4. Uniqueness
In the previous two sections we obtained a priori bounds for the energy
function E(t) subject to the condition that the nonzero constants α and β satisfy
|α| > 1, |β|> 1 or |α| < 1, |β|< 1. Thus, if a solution exists to problem (2.1)–
(2.3) with either F(x, t) or f (x) in (2.1), then it is unique. We now assume that
A is such that there is a complete eigenspace and consider problem (2.1)–(2.3)
with F(x, t) = 0. Then we can determine a formal representation of the unique
solution and a condition for the existence of such. In this determination we find
that a solution may either not exist or not be unique when |α| > 1, |β| < 1 or
|α|< 1, |β|> 1.
Let λn and ϕn denote the eigenvalues and eigenfunctions, respectively, of the
eigenvalue problem
Aϕ − λϕ = 0 in Ω, ϕ = 0 on ∂Ω. (4.1)
Then the solution of (2.1)–(2.3) with F(x, t)= 0, assuming it exists, has a series
representation
u(x, t)=
∞∑
n=1
(
an sin
√
λnt + bn cos
√
λnt
)
ϕn(x), (4.2)
where by (2.2) and (2.3), the constants an and bn satisfy the system of equations
an sin
√
λnT + bn
(
α + cos√λnT )= gn,
an
(
β + cos√λnT )− bn sin√λnT = hn/√λn, (4.3)
for gn and hn the Fourier coefficients of g and h, respectively. We denote the
coefficient determinant of the system (4.3) by
Dn = αβ + (α + β) cos
√
λnT + 1. (4.4)
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Thus, if Dn = 0 for each n, then the system (4.3) has a unique solution for each
n and we obtain a unique series representation for the solution of (2.1)–(2.3) with
F(x, t)= 0 from (4.2).
In examining the condition Dn = 0, i.e.,
cos
√
λnT = −1+ αβ
α + β , (4.5)
we have for either |α|> 1, |β|> 1 or |α|< 1, |β|< 1 that∣∣∣∣1+ αβα + β
∣∣∣∣> 1.
This follows simply since we can write
1+ αβ
α + β = 1 +
(1 − α)(1 − β)
α + β .
Thus, (4.5) holds and a unique series representation can be obtained. However, if
Dn = 0 for some n= k, then either no solution to (4.3) exists or the solution is not
unique depending upon whether Gk and/or Hk do not vanish or do vanish, where
Gk =
∣∣∣∣ gk sin
√
λkT
hk/
√
λk β + cos√λkT
∣∣∣∣ , Hk =
∣∣∣∣α + cos
√
λkT gk
− sin√λkT hk/√λk
∣∣∣∣ .
As a simple illustration of the possibility of nonexistence of solution when
0 < α < 1, β > 1, we take g(x)= h(x) and suppose Dn = 0 for some n, i.e.,
cos
√
λnT =−1+ αβ
α + β .
Then
Gn = gn
(
β − 1 + αβ
α + β
)
− hn√
λn
(√
(β2 − 1)(1− α2)
α + β
)
= gn
√
β2 − 1
α + β
[√
β2 − 1− 1√
λn
√
1 − α2
]
does not vanish when
β >
[
1+ 1
λn
(1 − α2)
]1/2
.
5. Pointwise bounds for the wave equation
We again consider problem (2.1)–(2.3) with F(x, t)= 0 and now indicate how
pointwise bounds at some time t¯ , 0 t¯  T , may be obtained assuming a solution
does exist. Although we proceed generally at first, we shall fix the operator and
restrict the dimension later.
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We assume u ∈C3 and compute
utt t +Aut = 0.
Upon multiplication by utt and integration over Ω × (0, T ), we have
t∫
0
∫
Ω
[
u2ηη + uηAuη
]
η
dx dη= 0.
Thus, it follows that
‖utt (t)‖2 +
(
Aut(t), ut (t)
)= ‖utt (0)‖2 + (Aut(0), ut(0)),
0 t  T . (5.1)
Now we note from (2.2) and the homogeneous form of (2.1) that
αutt (0)+ utt (T )=−Ag. (5.2)
Hence, on evaluating (5.1) at t = T and using (2.3) and (5.2), we have
‖Ag+ αutt (0)‖2 +
(
A[h− βut (0)], h− βut (0)
)
= ‖utt (0)‖2 +
(
Aut(0), ut (0)
)
,
and by norm properties that
(α2 − 1)‖utt (0)‖2 + ‖Ag‖2 + (β2 − 1)
(
Aut(0), ut(0)
)+ (Ah,h)
=−2α(Ag,utt (0))+ 2β(h,Aut(0)).
Since under appropriate compatibility conditions on h on ∂Ω , we have
(Aut (0), h) (Ah,h)1/2
(
Aut(0), ut (0)
)1/2
,
it follows by the A–G inequality with positive constants θ1 and θ2 that(
α2 − |α|θ1 − 1
)‖utt (0)‖2 + (β2 − |β|θ2 − 1)(Aut(0), ut (0))

( |α|
θ1
− 1
)
‖Ag‖2 +
( |β|
θ2
− 1
)
(Ah,h).
Then choosing θ1 and θ2 sufficiently small, we have
‖utt (0)‖2 +
(
Aut(0), ut(0)
)
K1‖Ag‖2 +K2(Ah,h), (5.3)
for computable constants K1 and K2.
We now fix the operator A to be −∆ with homogeneous Dirichlet boundary
conditions and note by (5.1) and (5.3) that
‖∆u(t¯ )‖2 = ‖utt (t¯ )‖K1‖∆g‖2 +K2‖∇h‖2, (5.4)
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where ∇ denotes the gradient operator. Since by Green’s formula
u(x, t¯ )=−
∫
Ω
G(x, t¯;y, t¯ )∆u(y, t¯ ) dy,
where G denotes the Green’s function for the operator −∆ under Dirichlet
boundary conditions, we have by Schwarz’s inequality
|u(x, t¯ )|
(∫
Ω
G2 dy
)1/2(∫
Ω
[∆u(t¯ )]2 dy
)1/2
,
i.e.,
|u(x, t¯ )| ‖G‖‖∆u(t¯ )‖. (5.5)
In [13], Weinberger determined a bound for ‖G‖p′ in terms of N , (N − 2)−1,
p > N/2, and the volume of Ω , where 1/p′ + 1/p = 1. Since p = 2 here, we
are restricted to N = 3. Thus, using (5.4) to bound ‖∆u(t¯ )‖ and the Weinberger
bound on ‖G‖, we obtain a pointwise bound for u at the point (x, t¯ ) when N = 3
by means of (5.5). While the Weinberger technique involved the Lp′ norm, one
can use the level set approach to determine an L2 bound for G when N = 2.
Since the result is trivial for N = 1, pointwise bounds may be obtained for N  3
dimensions.
6. Some extensions
The derivation of energy bounds when a damping term is present in (2.1) is
also possible as we now show. For simplicity, we consider
utt + aut +Au= 0, (6.1)
where a is a positive constant. A similar development is possible when a is
negative.
In the case |α|> 1, |β|> 1, we begin by forming the equation
‖ut (t)‖2 +
(
Au(t), u(t)
)+ 2a
t∫
0
‖uη(η)‖2 dη
= ‖ut (0)‖2 +
(
Au(0), u(0)
)
, (6.2)
for 0 t  T . We evaluate (6.2) at t = T , drop the integral term, and proceed as
in Section 3 (see (3.7)) to determine that
E(0) L1‖h‖2 +L2(Ag,g),
for computable constants L1 and L2. Then by (6.2), we conclude
E¯(t) L1‖h‖2 +L2(Ag,g), (6.3)
88 L.E. Payne, P.W. Schaefer / J. Math. Anal. Appl. 273 (2002) 75–92
where E¯(t) denotes the left side of (6.2).
In the case |α|< 1, |β|< 1, we begin with the equation
‖ut (t)‖2 +
(
Au(t), u(t)
)
= 2a
T∫
t
‖uη(η)‖2 dη+ ‖ut (T )‖2 +
(
Au(T ),u(T )
)
. (6.4)
By (2.7), we obtain from (6.4) that
E(t) 2a
T∫
t
E(η) dη+E(T ), 0 t  T . (6.5)
We set
P˜ (t)=
T∫
t
E(η) dη
and rewrite (6.5) as
−P˜ ′(t) 2aP˜ (t)+E(T ). (6.6)
Solving for P˜ (t) and substituting in (6.6), we find
E(t)=−P˜ ′(t)E(T )e2a(T−t ), 0 t  T , (6.7)
and, in particular,
E(0)E(T )e2aT .
Now by (2.2) and (2.3) and the A–G inequality, it follows that(
1
β2
− e2aT − δ1
β2
)
‖ut (T )‖2 +
(
1
α2
− e2aT − δ2
α2
)(
Au(T ),u(T )
)
 1
β2
(
1
δ1
− 1
)
‖h‖2 + 1
α2
(
1
δ2
− 1
)
(Ag,g),
for positive constants δ1 and δ2. Consequently, if we have the further restriction
that
|α|, |β|< e−aT (6.8)
and δ1 and δ2 are sufficiently small, then we obtain the bound
E(T ) L3‖h‖2 +L4(Ag,g),
for computable constants L3 and L4. It follows from (6.7) that
E(t)
[
L3‖h‖2 +L4(Ag,g)
]
e2aT , 0 t  T , (6.9)
when α and β satisfy (6.8).
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In another direction, we consider the case of the generalized Kirchhoff string
[14] (see also [3,4]), where the differential equation is
utt − ρ′
(∫
Ω
|∇u(t)|2 dx
)
∆u= 0, in Ω × (0, T ), (6.10)
for some nonnegative differentiable function ρ. The prime here denotes ordinary
differentiation. We again multiply (6.10) by ut and integrate over Ω × (0, t) to
obtain
‖ut (t)‖2 + ρ
(∫
Ω
|∇u(t)|2 dx
)
= ‖ut (0)‖2 + ρ
(∫
Ω
|∇u(0)|2 dx
)
,
0 t  T . (6.11)
Evaluating (6.11) at t = T and using (2.2) and (2.3), we have
‖h‖2 + (β2 − 1)‖ut (0)‖2 + ρ
(‖∇g − α∇u(0)‖2)
= 2β(h,ut(0))+ ρ
(‖∇u(0)‖2). (6.12)
We now assume that ρ satisfies an inequality of the form
ρ
(‖∇g − α∇u(0)‖2) k1(α, δ)ρ(‖∇u(0)‖2)− k2(α, δ)ρ(‖∇g‖2), (6.13)
where δ is a positive constant, k1(α, δ) > 1, and k2(α, δ) > 0. This is possible, for
instance, when ρ is of the form ρ(s)= sp . For example, if p = 2 and |α|> 1, we
have
ρ
(‖∇g − α∇u(0)‖2)= ‖∇g‖4 + 4α2(∇g,∇u(0))2 + α4‖∇u(0)‖4
− 4α‖∇g‖2(∇g,∇u(0))+ 2α2‖∇g‖2‖∇u(0)‖2
− 4α3‖∇u(0)‖2(∇g,∇u(0)). (6.14)
Since for positive a and b,
a1/pb1/q  a
p
+ b
q
,
1
p
+ 1
q
= 1,
we can write
4α‖∇g‖2(∇g,∇u(0)) 4|α|‖∇g‖3‖∇u(0)‖
= 4(‖∇g‖4)3/4(|α|4‖∇u(0)‖4)1/4
 σ 31 α4‖∇u(0)‖4 +
3
σ1
‖∇g‖4,
and similarly
4α3‖∇u(0)‖2(∇g,∇u(0)) 3σ2α4‖∇u(0)‖4 + 1
σ 32
‖∇g‖4,
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for positive constants σ1 and σ2. From (6.14), it follows that
ρ
(‖∇g − α∇u(0)‖2) α4(1 − σ 31 − 3σ2)ρ(‖∇u(0)‖2)
−
(
3
σ1
+ 1
σ 32
− 1
)
ρ
(‖∇g‖2),
which is of the form (6.13).
Under the assumption (6.13), we return to (6.12) and use the A–G inequality
so that(
β2 − |β|τ − 1)‖ut (0)‖2 + (k1(α, δ)− 1)ρ(‖∇u(0)‖2)

( |β|
τ
− 1
)
‖h‖2 + k2(α, δ)ρ
(‖∇g‖2),
for τ > 0. Thus, if |β|> 1, we choose τ such that
‖ut (0)‖2 + ρ
(‖∇u(0)‖2) K¯1‖h‖2 + K¯2ρ(‖∇g‖2),
for computable constants K¯1 and K¯2. It now follows from (6.11) that
‖ut (t)‖2 + ρ
(‖∇u(t)‖2) K¯1‖h‖2 + K¯2ρ(‖∇g‖2), (6.15)
for 0 t  T .
Although we have considered in this paper only problems whose solutions
satisfy homogeneous Dirichlet boundary conditions, many of the arguments carry
through for homogeneous Neumann boundary conditions. One of the difficulties,
of course, is to show that A is a positive definite operator on solutions.
Consider, for example, the homogeneous wave equation, i.e., Au=−∆u, with
homogeneous Neumann boundary conditions, and assume that g and h have mean
value zero over Ω . We observe first that∫
Ω
utt dx =
∫
Ω
∆udx =
∮
∂Ω
∂u
∂n
ds = 0,
which implies that for any t ∈ [0, T ]∫
Ω
ut (x,T ) dx =
∫
Ω
ut (x, t) dx =
∫
Ω
ut(x,0) dx, (6.16)
which, in turn, implies that
(β + 1)
∫
Ω
ut(x,0) dx =
∫
Ω
h(x) dx = 0.
Thus, from (6.16) we conclude that for 0 t  T∫
Ω
ut (x, t) dx = 0. (6.17)
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From (6.17), it follows that∫
Ω
u(x,T ) dx =
∫
Ω
u(x, t) dx =
∫
Ω
u(x,0) dx
and, hence, that
(α+ 1)
∫
Ω
u(x,0) dx =
∫
Ω
g(x) dx = 0.
In this manner, we deduce that∫
Ω
u(x, t) dx = 0,
for all t ∈ [0, T ]. Clearly then, on solutions, we have for each t ∈ [0, T ](
Au(t), u(t)
)
 µ2‖u(t)‖2,
where µ2 is the first nonzero eigenvalue in the free membrane problem.
More generally, one can introduce the class of functions
v(x, t)= u(x, t)− u¯(t), 0 t  T ,
where
u¯(t)= 1|Ω |
∫
Ω
u(x, t) dx,
and develop energy bounds on v when homogeneous Neumann boundary con-
ditions are imposed on u.
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