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ABSTRACT
Gene regulatory networks dynamically control the expression levels of all
the genes, and are the keys in explaining various phenotypes and biological
processes. The advance of high-throughput measurement technology, such
as microarray and next-generation sequencing, enabled us to globally scru-
tinize various cell properties related to gene regulation and build statistical
models to make quantitative predictions. The evolutionary process has left
all kinds of traces in the current biological systems. The study of the evo-
lution of gene regulatory networks in comparable cell types across species is
an efficient method to unravel such evolutionary traces and help us to better
understand the regulatory mechanism. The two main themes of my research
are: analysing various “omics” data in the evolutionary context to identify
conservation and changes in gene regulatory networks; and building compu-
tational models to incorporate different “omics” data for the annotation of
genomes and prediction of evolution in gene regulation.
The second chapter of my thesis described a computational algorithm for de
novo prediction of transcription factor binding site motifs in multiple species.
The algorithm, named “GibbsModule”, uses three information sources to im-
prove the prediction power, which are 1)co-expressed genes sharing the same
set of motifs; 2)binding sites co-localizing to form modules; and 3)the conser-
vation for the use of motifs across species. We developed a Gibbs sampling
procedure to incorporate the three information sources. GibbsModule out-
performed the existing algorithms on several synthetic and real datasets.
When applied to study the binding regions of KLF in embryonic stem cells,
GibbsModule discovered a new functional motif. We also used ChIP followed
by qPCR to demonstrate that the binding affinity of GibbsModule predicted
binding sites are stronger than non-predicted motifs.
Both genome sequence and gene expression carry information about gene
regulation. Therefore, we can learn more about gene regulatory networks
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by jointly analysing sequence and expression data. In the third chapter of
my thesis, we first introduced a comparative study of the pre-implantation
process of embryos in three mammalian species: human, mouse, and cow.
We measured time course expression profiles of the embryos during the early
development, and analysed them together with genome sequence data and
ChIP-seq data. We observed a large portion of changed homologous gene
expression, suggesting a prevalent rewiring of gene regulation. We associ-
ated the changes of gene expression with different types of cis-changes on
the genome sequences. Especially, we found about 10% of species specific
transposons are carrying multiple functional binding sites, which are likely
to explain the evolution of gene expression. The second part of this chapter
presented a phylogenetic model that incorporated the change of motif use
and gene expression to infer the rewiring of gene regulatory networks.
Epi-genetic modifications, including histone modifications and DNA methy-
lation, are known to be associated with gene regulation. In chapter four, we
studied the evolution of epi-genomes in pluripotent stem cells of human, mice,
and pigs. We observed the conservation of epi-genomes in different categories
of genomic regions. We found the evidence of positive and negative selec-
tions on the evolution of epi-genomes. Using linear regression models, the
evolution of epi-genomes can largely explain the evolution of gene expres-
sion. In the second part of this chapter, we introduced a statistical model to
describe the evolution of genomes considering both the DNA sequences and
epi-genetic modifications. Based on the evolutionary model, we improved the
current alignment algorithm with the information of epi-genetic modification
distributions.
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CHAPTER 1
INTRODUCTION
Gene regulatory networks are graphical representations of complex relation-
ships between transcription factors and target genes in the cell. Gene regu-
latory networks contain the instructions on when and where to turn on or off
genes to maintain the unique properties of different cell types, and dynam-
ically control the cell behaviour. A major effort in the research of systems
biology is to decipher the structure of the gene regulatory networks, and to
associate the properties of gene regulatory networks to various phenotypes.
Homologous protein sequences of phylogenetic-close species are strikingly
similar as compared with the big phenotypic differences. The discrepancy
can be explained by the evolution of gene regulation. Although the homolo-
gous genes may carry similar functions, the differences of gene expression in
time and location, and the different ways genes interacting with each other
are believed to largely drive phenotypic changes between species[1]. The
evolution of gene regulation can be categorized into trans-changes and cis-
changes[2, 3, 4]. trans-changes involve the mutation on the transcription
factors and the change of expression level of transcription factors. Since a
transcription factor can regulate multiple genes, the trans-changes are consid-
ered pleiotropic, which means they have wide effects on the evolution of gene
regulatory networks. cis-changes relate to the changes on the cis-regulatory
elements that controls the expression of local genes. cis-changes are argued
to fine-tune gene expression because of their local and modular properties.
The study of the evolution of gene regulatory networks is challenging in
three aspects. First, it is difficult to know the structure of gene regulatory
networks. Nodes in a gene regulatory network represent genes and links
represent regulatory relationships between transcription factors and target
genes. One transcription factor can regulate multiple genes and multiple
transcription factors can cooperatively regulate one target gene. To put
these scenarios on the regulatory networks, each node is possible to link
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to any nodes in the network including itself. Traditional molecular biology
methods are inefficient to establish the links in large regulatory networks. A
major effort of my work was to use systems biology methods to model the
gene regulatory network and to use high-throughput data to infer the links
between nodes. Second, the task becomes more complicated when putting
the gene regulatory networks under an evolutionary context. One of the goals
of understanding the evolution of gene regulatory networks is to understand
the “rewiring” of the links between species[5]. Both trans-changes and cis-
changes can “rewire” the links in the network. In some cases, trans-changes
and cis-changes are interwoven. For example, a cis-change to a transcription
factor can be a trans-change to the targets of the transcription factor. More
complicated co-evolution of trans- and cis- factors have also been reported[6].
Systems biology is an ideal tool to study such complex problem because
the measurements of the whole system enable us to study a more complete
picture, so that we are less likely to be trapped in biased data. Third, the
ultimate goal is to associate the evolution of gene regulation to phenotypes.
Therefore, when we compare gene regulatory networks, it is vital that we
study comparable cell types across species. In our work, we paid extensive
attention to the study of embryonic stem cells because of their extremely
conserved phenotypes.
The complete sequencing of reference genomes for model organisms and
advancement of high-throughput measurement technologies laid the foun-
dation for our studies. Although the sequence of human genome has been
published for ten years, we still have a long way to go for the annotation of
the genome. Only 1% of the total genome is coding for mRNA. The function
of the remaining 99% of the genome is still unclear[7]. The instructions of
gene regulation are encoded in the non-coding regions of genome, and the
transcription factor binding sites are the most studied functional non-coding
elements. Using comparative genomics methods to study the the evolution
of transcription factor binding sites is one major strategy in our work. Other
than studying patterns on the genome sequences, we also extensively rely on
the outputs of high-throughput technologies that measure gene expression
levels and protein-DNA interactions. Microarray are chips containing tens
of thousands of small probes. Each probe can hybridize with a specific piece
of labelled DNA, the label intensity of the hybridization measured on each
probe can therefore represent the relative amount of the probing sample.
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Microarray used to be the dominant way to globally detect the gene expres-
sion levels. Recently, Microarry is gradually replaced by RNA-seq technol-
ogy which is more sensitive and accurate. Chromatin immunoprecipitation
followed with tiling array(ChIP-chip) or sequencing(ChIP-seq) technology,
which is designed to detect genome-wide binding of a protein to the DNA, is
another type of data that we extensively studied[8, 9, 10]. ChIP-seq is one
of the key technologies to map transcription factor binding sites in the whole
genome, and therefore the potential target genes of the transcription factors.
ChIP-seq is also capable of detecting locations of nucleosomes and histone
modifications, which are also important information for the understanding
of gene regulation.
Transcription factor binding site motifs is one of the major elements in my
research. The motifs are successfully modelled with position specific scoring
matrix(PSSM). A PSSM is a matrix of scores that weigh the match of a
given DNA string with fixed length. Each row of PSSM is a specific posi-
tion in the motif, and each column is the matching score for one nucleotide.
PSSM for various transcription factors have been constructed using known
binding instances, and are stored in databases[11]. When we have the PSSM
for a transcription factor, it is easy to predict the instances of the binding
sites by simply scanning the genome sequence with a sliding window. A
more difficult problem for transcription factor binding site prediction is the
de novo prediction, meaning to predict the binding site when we don’t have
a known PSSM[12, 13]. De novo prediction of transcription factor binding
sites requires the incorporation of biological knowledge into statistical learn-
ing schemes. Previous progress in de novo prediction of transcription fac-
tor binding sites were either focused on developing novel statistical learning
methods or on modelling various properties of transcription factor binding
sites[12, 13, 14, 15, 16]. In our work, we tried to model multiple aspects of
TFBS and designed a statistical learning procedure to incorporate our TFBS
models.
Gene expression levels are the most direct output of gene regulation. Study-
ing gene expression profiles is another key component of my thesis. Clustering
is a robust and efficient way to analyze gene expression profiles[17]. Genes
whose expression patterns are similar during a time course or across different
tissues or conditions are clustered together, forming a co-expressed module
or co-expressed network. Genes within one cluster are likely to be more re-
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lated to each other than genes in different clusters. The hypothesis are that
genes in one cluster were regulated by the same transcription factors, or they
were involved in the same biological process. The evolution of co-expression
modules between homologous genes in different species is important for us
to understand the evolution of gene regulation[18]. Since both transcription
factor binding sites and gene expression profiles are informative to gene reg-
ulation, various models have been proposed to study the association between
the two, such as regression model and thermodynamic model[19, 20]. It was
also attempted to jointly model transcription factor binding sites and expres-
sion profiles to infer the gene regulatory clusters[21]. We were interested to
associate the evolution of genome sequence to the evolution of gene expres-
sion, and attempted to find universal mechanisms for the evolution of gene
regulatory networks. We also developed a evolutionary model that jointly
modelled the evolution of gene expression clusters and transcription factor
binding sites.
All the cells in one organism carry essentially the same genome. Yet there
are hundreds of different cell types whose gene expression patterns and bio-
physical phenotypes are distinct. To explain this, in addition to the widely
accepted theory that transcription factors differentially act on the gene regu-
latory networks, it is more and more realized that the epi-genetic factors may
involved in this process. The most well studied epi-genetic factors are vari-
ous histone modifications and cytosine methylation[22]. It is now clear that
certain histone modifications are indication of functional genomic regions.
For example, H3K4me3 and H3K27ac are located at the promoter of genes;
H3K4me1 are likely to be located at enhancers. Some epi-genetic modifi-
cations are correlated with gene expression levels. For example, H3K4me3
and H3K36me3 are active markers, meaning they are positively correlated
with the gene expression; while H3K9me3 and H3K27me3 are repressive
markers[23]. By modelling the combinatorial marking of epi-genetic mod-
ifications, we could predict the categories of a genomic region, or annotate
the activities of the genome of different cell types[24]. The study of the
evolution of epi-genetic modifications across species is still lacking. We con-
ducted both data analysis on the comparison of epi-genetic modifications in
the pluripotent stem cells in different species and theoretical modelling on
the evolution of epi-genetic modifications.
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CHAPTER 2
DE NOVO PREDICTION OF
CIS-REGULATORY MODULES IN
MULTIPLE SPECIES
2.1 Related Work
Significant advances have been made in the past 20 years on the computa-
tional prediction of transcription factor binding sites (TFBSs) in eukaryote
genomes. The accuracy of such predictions has reached a plateau where
achieving significant improvements seems difficult. In particular, de novo
cis-regulatory motif identification algorithms [12, 14, 15], capable of locating
TFBSs in promoter regions, are expected to have very limited power in the
search for TFBSs in distal promoters or enhancers.
Unlike compact genomes such as that of Saccharomyces cerevisiae, in which
TFBSs typically locate in promoter regions close to the transcription start
sites, TFBSs in higher eukaryotic genomes often locate in distal promoters
or enhancers that can be tens of thousands of bases (kilobases) of nucleotides
away from the transcription start sites [25, 26, 27]. Furthermore, the TFBSs
that regulate the time and tissue expression domains of a target gene often
appear in enhancer rather than promoter regions [28, 29, 30, 31]. The longer
distances between TFBSs and transcription start sites in higher eukaryotes
impose a greater computational challenge for de novo motif finding. This
is because motif-finding tools are required to search longer sequences, i.e., a
larger search space. It is well known that iterative and stochastic searches
can easily be trapped into local maxima when the search space is large.
Several experimental and computational strategies have been implemented
to identify cis-regulatory motifs in both promoter and enhancer regions.
Chromatin immunoprecipitation followed by microarray hybridization (ChIP-
chip) is used to obtain the DNA-binding regions of a transcription factor,
often in a whole genome [8, 9, 10]. ChIP-chip experiments can narrow en-
hancer regions down to the range of about 500 base pairs (bp), and ChIP-chip
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positive regions are good input data for motif searches. The binding sites for
a set of interacting transcription factors have the tendency to colocalize into
one cis-regulatory module (CRM). Assuming all the motifs that constitute a
CRM are known, researchers have developed algorithms to utilize these mo-
tifs to identify enhancer regions [32, 33]. Both ChIP-chip and the set of DNA
motifs known to constitute a CRM require substantial prior knowledge and
experimental efforts on the biological system and the focal process. In ex-
ploratory studies for unknown TFBSs, tools for de novo motif discovery from
a set of coexpressed genes are still in great demand. Two major directions
for de novo identification of cis-regulatory elements have been explored.
Comparative genome sequence analysis is one of the best strategies known
for finding functional sequences in animal genomes. The basic idea is to look
for sequences that are conserved across species [34, 35, 36, 37, 38, 39]. Due
to negative (purifying) selection, orthologous sequences that are significantly
more similar than what would be expected under some reasonable model of
neutral evolution are likely to have critical functional roles [40, 41, 42, 43].
Two major approaches have been used to identify sequences that have under-
gone purifying selection. The first is to look for ultraconserved elements in
closely related genomes. Pioneering examples include using high conservation
thresholds on mammalian genomes [40, 42, 43] and Phylogenetic Shadowing
on primate genomes [35, 44]. The second is to identify elements conserved in
genomes spanning a large phylogenetic distance, typically over 400 million
years [41, 9]. Phylogenetic footprinting [45, 46] and its variations [47, 41, 48]
are formalized computational methods using this approach.
An orthogonal direction of utilizing homologous sequences for TFBS identi-
fication is to use coexpressed genes in the same species. The general problem
is to identify cis-regulatory motifs in a given set of genes that are likely
to be regulated by the same (group of) transcription factor(s) [16]. Wor-
dEnumeration [49], MEME [12], AlignACE [14], and BioProspector [15] are
among the well-established methods on this direction. Leveraging on the
fact that TFBSs are generally both more overrepresented across co-regulated
genes and more conserved across species, a number of recent developments,
including CompareProspector [50], PhyloCon [51], PhyloGibbs [52], and oth-
ers [53, 54, 55] have shown large improvements compared with methods that
use only one of the two properties (conservation and overrepresentation).
These methods operate under a predetermined alignment result. Although
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there are valid arguments regarding the disadvantages of using a predeter-
mined alignment result [48, 16], in practice these recently developed methods
nevertheless generate the most reliable motifs [51, 50, 52].
In eukaryotes, a set of TFBSs that attract interacting transcription factors
often colocalize in the genome sequence, forming a CRM. Utilizing this in-
formation, joint modeling of TFBSs in CRMs in a single species has demon-
strated substantial improvements in de novo motif identification [16, 56].
Figure 2.1 illustrates the information sources used in motif identification
algorithms. It is tempting to combine motif overrepresentation across coex-
pressed genes and evolutionary conservation of a motif and conservation of
CRMs, i.e., all three information sources, to improve de novo motif identifi-
cation.
Figure 2.1: Three information sources for de novo identification of
cis-regulatory motifs. The three circles represent three information
sources that can be utilized for motif and CRM finding. A tool enclosed in
a circle indicates this tool utilizes that information.
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2.2 The Algorithm of GibbsModule and
Module-Alignment
2.2.1 Module-Alignment
Module-Alignment is an extension of the Smith-Waterman algorithm for lo-
cal alignment [57]. Module-Alignment computes a conservation score be-
tween any two input sequences. Compared with Smith-Waterman, Module-
Alignment would generate a higher conservation score if the input sequences
are orthologous CRMs. In other words, Module-Alignment is designed to
better differentiate orthologous CRMs and orthologous neutral sequences.
A CRM can be modelled as a set of TFBSs separated by in-module back-
ground sequences [16]. The embedded TFBSs are more conserved than in-
module background sequences. Orthologous CRMs can perform a conserved
function in spite of a class of structural changes [58, 30]. For example, the fol-
lowing structural changes do not necessarily change the function of a CRM:
insertion and deletion on background sequences between TFBSs, change of
order of TFBSs, and change of number of TFBSs (Fig. 2.2 panels BD)(for
examples of these cases, see [58, 30]). Smith-Waterman is capable of as-
signing a high conservation score to orthologous CRMs that have conserved
TFBS composition, distance, order, and number (Fig. 2.2 panel A). All of
the structural changes in Figure 2.2 panels BD, are penalized, often heavily,
in Smith-Waterman. Nevertheless, these changes do not necessarily manifest
functional changes, and therefore they may not be under negative selection.
Penalizing these changes would suppress the distinction between the conser-
vation of CRMs and that of neutral sequences.
Module-Alignment is designed to compute conservation scores based on the
composition of putative TFBSs in CRMs, accommodating potential complex
structural changes of CRMs during evolution. The basic idea is to itera-
tively use Smith-Waterman to identify putative TFBSs and use the overall
conservation level of all the putative TFBSs within a 200-bp window to com-
pute the conservation score. The window length and the scoring system for
Smith-Waterman alignment are tuning parameters that can be adjusted. In
this paper, all the analyses are run with the window length set to be 200
bp, which is in the range consistent with reported CRMs [58, 16, 56, 30].
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Figure 2.2: An illustration of four pairs of orthologous CRMs: All four
CRM pairs consist of TFBSs generated from the same motifs which are
represented by squares, ellipses, and triangles.
Module-Alignment takes two homologous noncoding sequences and a conser-
vation threshold as input. The conservation threshold is used to determine
whether a pair of conserved sequence segments can be regarded putative or-
thologous TFBSs or orthologous CRMs. The computation procedure is as
follows:
1. Initiation: Set Module-Alignment conservation score as 0.
2. apply Smith-Waterman, and identify the best local alignment;
3. compare the alignment score of best local alignment with the conser-
vation threshold;
4. if the alignment score is larger than the threshold, regard the current
best local alignment as orthologous TFBSs or orthologous CRMs. Add
the alignment score to Module-Alignments conservation score. Mask
the sequences in the currently aligned regions. Go back to Step (2);
5. stop the algorithm when no best local alignment satisfies the conserva-
tion threshold (Figure 2.3).
Finally, the conservation threshold, similar to mismatch penalty and gap
penalty in an alignment algorithm, is a tuning parameter. This tuning pa-
rameter can be tuned according to the expected lengths of the TFBSs.
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Figure 2.3: Workflow of Module-Alignment: Module-Alignment
iteratively performs local alignment and masks out conserved regions. The
mutations and gaps between the align-able segments on the red and blue
sequences incur severe penalty so that Smith-Waterman only can detect the
best local-alignment in the first row. The conservation score from local
alignment is the score of the best local-alignment. However, the
conservation score from Module-Alignment is the sum of the two
local-alignment scores from the two align-able sequence segments.
Module-alignment is not designed to align any two sequences with any
arbitrary lengths. Its input sequences should be potentially orthologous
CRMs with lengths of several dozen to several hundred base pairs.
2.2.2 The Sampling Procedure of GibbsModule
We present the GibbsModule model and algorithm for de novo cis-regulatory
motif detection in eukaryotic genomes. GibbsModule takes a list of upstream
sequences of coexpressed genes and their homologous sequences as input. We
denote the species in which the coexpressed genes are originally obtained as
the target species, and the other species from which the homologous se-
quences are retrieved as assisting species.
GibbsModule models the coexpressed genes in the target species as sharing
a core cis-regulatory motif and each homologous gene group as sharing a
homologous CRM, characterized by a similar composition of motifs. The
core motif is assumed to be overrepresented across coexpressed genes (Figure
2.4). Some of these motifs may locate in CRMs. GibbsModule iteratively
identifies potential enhancer regions and a core cis-regulatory motif within
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these enhancers. GibbsModule does not require all real TFBSs to locate
within conserved CRMs.
Figure 2.4: Motifs and CRMs in co-expressed genes and their
homologous genes. A, B, C and D represent co-expressed genes in one
species. A’ and A” represent the homologous genes to A in two other
species, and so on. ”X”, ”O”, and ”#” represent TFBSs for different
transcription factors.
GibbsModule utilizes a Gibbs sampling scheme for motif search. A classical
Gibbs motif sampler iteratively updates the position specific weight matrix
(PSWM) for the motif and samples the locations of TFBSs in the upstream
of the group of coexpressed genes [13]. To update TFBS locations in each
iteration, a location is sampled on an input sequence from the posterior motif
distribution on that sequence. A Gibbs sampler has proved to be powerful in
detecting common motifs in the input sequences [13]. A drawback of a Gibbs
sampler is that it easily falls into local maxima, especially when the input
sequences are long. GibbsModule is designed to utilize the conservation of
CRMs across species to overcome the drawback of a traditional Gibbs motif
sampler. Without using a predetermined alignment result, GibbsModule
iteratively traces the homologous CRMs and updates a core motif shared by
these CRMs.
In a GibbsModule iteration, instead of sampling one TFBS on each input
sequence, it first samples a set of candidate TFBSs on each input sequence as
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well as on their homologous sequences. Some of the sampled TFBSs may be
real sites within CRMs, while the others can be false positives. The CRMs are
likely to be more conserved across homologous sequences as compared with
neutral sequences. Therefore, GibbsModule assumes the neighboring area of
a TFBS in a CRM is more conserved than the neighboring area of a TFBS
not in a CRM. In all the experiments described later in this chapter, we set
GibbsModule to sample three candidate TFBSs on each input sequence and
on each of their homologous sequences (Step 2, Figure 2.5). GibbsModule
then selects one out of the three candidates as the updated TFBS (Step 4,
Figure 2.5). This selection is judged by which candidate TFBS is most likely
to locate within a conserved CRM (Step 3, Figure 2.5).
GibbsModule computes a conservation score from Module-Alignment for
each candidate TFBS in the target species. For example, if two candidate
TFBSs on homologous genes are contained in orthologous CRMs, a high
conservation score is expected from Module-Alignment when aligning the
neighboring sequences of the two candidates. Because it is uncertain which
TFBSs are orthologous, Module-Alignment is applied to all pairs between
every candidate TFBS on the target species and every candidate TFBS on
every assisting species to compute conservation scores. For example, if there
are two homologous sequences for a gene, three candidate TFBSs will be sam-
pled on each homologous sequence. Then Module-Alignment will be applied
nine (= 3 × 3) times, and nine conservation scores will be computed. The
pair of TFBSs with the largest conservation score is regarded as orthologous
for this iteration, and their neighboring sequences are supposed to contain
orthologous CRMs. The largest pairwise conservation score will be assigned
as the conservation score for this TFBS on the target species.
For more than two species, the target species will first be aligned to every
assisting species. The conservation score of a TFBS on the target species is
the sum of its conservation scores on every assisting species. The candidate
TFBS with the largest conservation score on the target species will be selected
as the sampled TFBS for its downstream gene in this iteration (Step 4, Figure
2.5). All the sampled TFBSs in the target species are used to update the
motif PSWM (Step 5, Figure 2.5).
In practice, not all input sequences are guaranteed to contain a TFBS
of the shared motif. To allow some input sequences to be devoid of the
shared motif, GibbsModule has a built-in sampling threshold that increases
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Figure 2.5: GibbsModule workflow. In step 1, a random PSWM is
initialized. Step 2 through step 5 are the iterative steps. In step 2, N
candidate binding sites are sampled from every homologous sequence using
the same PSWM. In this example, three candidate binding sites are
sampled on each sequence (N = 3). Every sampled binding site defines a
candidate CRM, which includes the binding site itself and 100bp flanking
region on each side. These candidate CRMs are marked 1, 2, 3 on the
target sequence, and 1’, 2’, 3’ and 1”, 2”, 3” on the sequences of two
assisting species. In Step 3, Module-Alignment is applied to every
candidate CRM on the target sequence and every CRM on the assisting
sequences. In the example, the alignments are applied to CRM pairs of (1,
1’), (1, 2’), (1, 3’), (2, 1’), (2, 2’), ..., (3, 1”), (3, 2”) and (3, 3”). In Steps 3
and 4, a most conserved CRM on the target sequence is picked up by
arg maxn(maxn′(score(n, n
′)) + maxn”(score(n, n”))), where n, n’, and n”
are indicators of candidate CRMs in homologous sequences SeqA, orthA1,
and orthA2, respectively. X, O, and # represent other motifs close to the
core motif within a CRM. In Step 5, a new PSWM is calculated from the
core motifs in the most conserved CRMs.
13
at every iteration after burn-in iterations. In the iteration step of sampling
TFBSs, GibbsModule computes the posterior probability for each position on
a sequence of being a TFBS. GibbsModule completely ignores the positions
whose posterior probabilities are below the sampling threshold and does not
sample those positions. If all the positions on an input sequence have a
posterior probability less than the sampling threshold, the whole sequence
will be ignored in that iteration. This strategy of dealing with sequences
devoid of TFBSs was first introduced by the authors of BioProspector [15].
Hereto, we have described the complete sampling scheme of GibbsModule.
To further avoid local maxima, we ask each execution of GibbsModule to
perform the sampler described above 50 times. In each run, GibbsModule
outputs five locations of putative TFBSs per sequence. For each location
on the sequence, we count the cumulative times that it is predicted to be a
TFBS location. If a location has been cumulatively predicted for more than
δ times, it is regarded as a location for a TFBS and also as a central location
for a CRM. Throughout this paper and as the default in the GibbsModule
program, δ is set at 5.
2.3 The Verification and Application of GibbsModule
GibbsModule identifies the locations of a core motif that is shared by a set
of CRMs. In this sense, GibbsModule is more of a CRM prediction tool than
a motif prediction tool, because the location of one participating TFBS in
a CRM is enough to pinpoint the location of this CRM down to a 100-bp
resolution. This is the same resolution that other CRM identification tools
offer [16, 56]. We define the 200-bp regions centered at the predicted motif
locations as GibbsModule-predicted CRMs. GibbsModule does not model
and detect all the motifs that constitute its predicted CRMs. However, if
the intention is to characterize all TFBSs in the output CRMs, it is a simple
task to perform a motif search in the predicted CRMs. Because the predicted
CRMs are 200-bp short sequences, motif searches, such as when using MEME
[12], usually give accurate results.
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2.3.1 Verification of gibbsmodule on simulation data
We use three synthetic data sets to demonstrate three points: (1) GibbsMod-
ule can efficiently pinpoint CRMs; (2) applying MEME to GibbsModule-
identified CRMs can identify their participating motifs; (3) directly applying
MEME to the full-length sequences usually fails to identify the real motifs.
We also applied other motif- and CRM-finding tools including CisModule
[16], CompareProspector [50], and PhyloCon [51] on these synthetic data
sets and compared their performances.
The three synthetic data sets are constructed as follows: First, homol-
ogous upstream sequences from 22 randomly chosen genes were retrieved
from human, mouse, and chicken genomes. All the upstream sequences were
retrieved from transcription start sites to 1000 bp upstream. These 22 ho-
mologous groups of sequences were used as background sequences in all three
data sets. PSWMs of motifs for three transcription factors, POU5F1 (also
known as OCT4), SOX2, and FOXD3 were retrieved from the TRANSFAC
database [11]. TFBSs of each transcription factor were generated by the
product-multinomial distribution defined by its motif PSWM.
• In data set 1, three TFBSs of each transcription factor were inserted
randomly into every background sequence in the first 20 homologous
groups. The distance between any two TFBSs is generated from a
Poisson distribution with an expected value of 10; i.e., the average
distance between any two TFBSs is 10 bp. The order of the TFBSs
is conserved across homologous sequences. The last two homologous
groups do not contain any TFBSs;
• in data set 2, a random number of TFBSs for each transcription factor
were inserted into every background sequence in the first 20 homologous
groups. The number of TFBSs for a transcription factor is drawn from a
Poisson distribution with an expected value of 1. The distance between
any two TFBSs is drawn from a Poisson distribution with an expected
value of 10. The order of the TFBSs is conserved across homologous
sequences. The last two homologous groups do not contain any TFBSs;
• data set 3 is constructed in the same manner as data set 2 except that
the order of the TFBSs is not conserved.
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GibbsModule has detected all the CRMs in data set 1 and almost all the
CRMs in data sets 2 and 3 with only one false positive prediction (Table
2.1). When MEME is applied to GibbsModule-predicted CRMs, all three
motifs are recovered from data set 1. POU5F1 and SOX2 motifs are recov-
ered from data set 2. FOXD3 and SOX2 motifs are recovered from data set
3. When MEME is directly applied to the full-length input sequences, it
correctly identifies only the SOX2 motif in data set 1, failing to detect the
other two motifs. Additionally, MEME completely fails to correctly detect
any motifs in data sets 2 and 3 (Table 2.1). Under default settings, PhyloCon
has correctly recovered SOX2 motifs in all three data sets, while it misses
almost all POU5F1 and FOXD3 binding sites. CompareProspector and Cis-
Module had very few correct predictions in any of the three data sets. These
synthetic data suggest that GibbsModule can successfully identify CRMs,
and narrowing the search space down to GibbsModule-predicted CRMs can
facilitate the efficiency of motif searches.
2.3.2 Applying GibbsModule to Predict cis-modules on
Muscle Enhancer Data
The transcription factors SP1, SRF, TEF and transcription factor families
MEF2 and MYF are known to regulate gene expression in muscle cells [59].
A set of cis-regulatory regions that are sufficient to control skeletal-muscle-
specific expression has been experimentally localized to within 200 bp [59].
This data set is used as a testing set to calibrate several motif and CRM
detection tools [16, 56]. We extracted the same 20 enhancers as from [16],
within which there are 23 CRMs consisting of 15 MEF2, 25 MYF, 21 SP1, 13
SRF, and six TEF experimentally validated TFBSs. To mimic the real situ-
ation in which we do not know the locations of these enhancers, we extracted
the complete upstream sequences from these enhancers to the transcription
start sites of their target genes. The original enhancers were either in hu-
man or in mouse. Besides the complete upstream regions covering these
enhancers, we also extracted their homologous upstream regions from either
human or mouse, and from dog. Repeatmasker was applied to mask repeat
regions [60](Repeatmasker at http://www.repeatmasker.org).
GibbsModule predicted a total of 41 CRMs. Of those, 19 of them over-
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lapped with the experimentally verified CRMs. Therefore, there were 19
true positives and 22 false positives, which translates into a precision of 0.46
and a recall of 0.83 (Table 2.2). We also executed four other published pro-
grams for comparison. CisModule [16] and EMCModule [56] jointly utilize
the shared TFBS composition in CRMs and the overrepresentation of motifs
across genes. CompareProspecter [50] and PhyloCon [51] jointly utilize the
overrepresentation and conservation properties of a motif. We applied our
best knowledge and expertise to tune the parameters in CisModule, EM-
CModule, CompareProspecter, and PhyloCon to achieve their best perfor-
mance. We gave CisModule a tremendous advantage in the test by counting
its predicted CRM as a true positive as long as it is within 50 bp of a real
CRM (counting from the nearest boundaries). We required GibbsModule-,
EMCModule-, CompareProspecter-, and PhyloCon-predicted TFBSs to be
contained within real CRMs to be counted as true positives. We also chose
the result from CisModule either from one execution or from a cumulative
summary of multiple executions (the same strategy as what we implemented
in GibbsModule), whichever performed better.
Table 2.2: Performance comparison on muscle enhancers. TP: true
positive. FP: false positive.
Methods TP FP Recall Precision
GibbsModule 19 22 0.83 0.46
CisModule 19 31 0.83 0.38
CompareProspector 6 43 0.26 0.12
PhyloCon 9 16 0.39 0.36
EMCModule 17 46 0.74 0.27
It should be noted that these tools report data that are not completely com-
parable. GibbsModule, CisModule, and EMCModule predict CRMs (CRM
predictors), while CompareProspector and PhyloCon predict motifs (motif
predictors). There are two strategies to make their results comparable. First,
we can degenerate the CRM predictors as motif predictors by ignoring the
reported CRMs and using only the individual reported motifs. Second, we
can regard the motifs identified by motif-level tools as centers of CRMs, as-
suming they report CRMs that cover their reported motifs. We adopted the
latter strategy because it offers a simple comparable summary to results from
18
all algorithms.
GibbsModule outperformed the other four algorithms in this test. In par-
ticular, CompareProspector and PhyloCon have much smaller recalls than
that of GibbsModule while their precisions are also smaller. Compared with
these two algorithms, the performances of CisModule and EMCModule are
closer to that of GibbsModule, probably because of their shared capability of
modeling modular information. CisModule achieved a performance closest
to GibbsModule. Given the same number of true positives, GibbsModule
generates 50% fewer false positives than CisModule (Table 2.2). To make
sure that this conclusion is not biased by particular thresholds that we set
for these algorithms, we performed a more detailed sensitivity analysis (Fig-
ure 2.6). With various thresholds, GibbsModule has a consistent increase
of 0.1 in precision given the same recall as of CisModule. This is nontrivial
because it translates into 50% fewer false positives. Moreover, the number
of true positives in CisModule plateaued at 19, irrespective of the increasing
of threshold (vertical drop at recall = 0.83 in Figure 2.6). GibbsModule can
at best detect 21 true positives out of 23 total CRMs (rightmost red dot
in Figure 2.6). At this point, it generates only 32 false positives, giving a
precision of 0.40, better than all CisModule results that have at least 13 true
positives.
2.3.3 Applying GibbsModule to Study the Enhancers
Regulating Gene Expression in Embryonic Stem Cells
Embryonic stem cells (ESCs) are derived from early mammalian embryos
and can be propagated through apparently unlimited, undifferentiated pro-
liferation (self-renewal) in cultured cell lines (mouse: [61, 62]; human: [63]).
ESCs are capable of differentiating into all derivatives of the three primary
germ layers (known as pluripotency), and therefore they serve as a powerful
in vitro system for studying the processes of differentiation and cell lineage
determination. A major challenge in the study of ESCs is to explain how
the complex genes network is wired to control their properties of pluripo-
tency and self-renewal. Regulation of gene transcription is thought to be
a key control mechanism for ESCs to maintain their undifferentiated state
[64, 65, 66, 8, 67, 68, 69, 70, 71, 9]. Therefore, the identification of CRMs
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Figure 2.6: Performance comparison on muscle enhancer data.
Precisions and recalls are reported for both CisModule (blue) and
GibbsModule (red) under different thresholds of one shared score that both
algorithms used to make call of a CRM. The shared score is computed for
each position on a sequence as the percentage of times when it is reported
within a CRM, under a large number of independent runs of the algorithm.
Both algorithms decide what positions are either within or outside
predicted CRMs by applying a cutoff on this score.
for ESCs is critical to reveal how the undifferentiated state of ESCs is main-
tained, and how it can be disrupted to initiate routes of differentiation [8, 9].
Several key transcription factors are shown to be required for maintaining
the pluripotent state of ESCs. They include POU5F1 [72, 73], SOX2 [74,
75, 68], NANONG [76, 77], and others [78, 79]. POU5F1 and SOX2 are
known to dimerize and access binding sites that are 020 bp apart from each
other to regulate ESC gene expression [80, 74, 81, 75, 68]. In a genome-wide
study, Boyer et al. [8] have shown that the binding regions of NANONG
also strongly colocalize with that of POU5F1 and SOX2 in ESCs. These
data suggest that POU5F1, SOX2, and NANOG access the same CRMs in
ESCs. ChIP-chip analyses revealed genomic distribution of binding regions of
POU5F1, SOX2, and NANOG in human [8] and mouse [9]. When the binding
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regions of POU5F1, SOX2, and NANOG are within 100 bp of each other
(counting the nucleotides between the nearest ends of the ChIP-chip-positive
regions), we merge these ChIP-chip-positive regions into one big island. Such
an island is supposed to contain a CRM. In total, 16 orthologous genes that
contain POU5F1, SOX2, and NANOG binding CRMs in both species are
identified. This set of 16 pairs of CRM-containing islands form our second
biological data set for algorithm assessment. Genomic locations of these
islands are listed in Table 2.3. The lengths of these CRM-containing islands
range from 112 to 2170 bp.
To mimic real CRM discovery scenarios, we first extended these islands
into 2K- (keeping the few sequences that are longer than 2K), 3K-, 4K-, and
5K-bp-long sequences by incorporating their genomic neighboring sequences.
Thus, we obtained four test data sets: The first data set contains 2K-long
sequences; the second data set contains 3K-long sequences, and so forth.
We ran GibbsModule, CisModule, EMCMoudule, CompareProspector, and
PhyloCon on each data set. We determined a predicted TFBS to be true
positive if it locates within a ChIP-positive island and within 75 bp on either
side there is at least one putative TFBS that matches a PSWM of POU5F1,
SOX2, or NANOG. The precisions and recalls are summarized in Table 2.4.
GibbsModule again outperformed the other algorithms in all the data sets.
CisModule seems to have a closer match to GibbsModule than the other
three algorithms. It nevertheless achieves only about half of the precision of
GibbsModule, while its recall is also slightly worse than that of GibbsModule.
This is not a trivial distinction because it means that given the same number
of true positives, GibbsModule reduces more than 60% of false positives
(Table 2.5).
2.3.4 Identification of a Klf motif and evidence for KLF4 -
SOX2 cooperation in ESCs
KLF2, KLF4, and KLF5 belong to the Kruppel-like factor (KLF) family of
evolutionarily conserved zinc finger transcription factors that regulate nu-
merous biological processes, including proliferation, differentiation, develop-
ment, and apoptosis [82]. We have recently demonstrated that Krppel-like
factors are required for the self-renewal of mouse ESCs. Simultaneous deple-
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Table 2.3: Genomic locations of Oct4, Sox2 and Nanog interacting CRMs.
Seq Index Species Chromosomal location Associate gene
1 Human chr4:54800608-54802383 GSH2
1 Mouse chr5:73780681-73780891 GSH2
2 Human chr9:128205888-128207164 URM1
2 Mouse chr2:29780598-29780749 URM1
3 Human chr1:53013797-53014536 ECHDC2
3 Mouse chr4:106564515-106564954 ECHDC2
4 Human chr1:222439762-222440971 LEFTY2
4 Mouse chr1:181001489-181001647 LEFTY1
5 Human chr8:86560949-86561787 CA2
5 Mouse chr3:15055756-15056655 CAR2
6 Human chr2:85273437-85274238 TCF7L1
6 Mouse chr6:73014813-73014989 TCF7L1
7 Human chr5:2806715-2807919 IRX2
7 Mouse chr13:68788518-68788836 IRX2
8 Human chr5:2802900-2804456 IRX2
8 Mouse chr13:68788518-68788836 IRX2
9 Human chr2:152090338-152091883 RIF1
9 Mouse chr2:52032144-52032379 RIF1
10 Human chr6:121793460-121795096 GJA1
10 Mouse chr10:56415711-56415947 GJA1
11 Human chr1:202450748-202451633 NUCKS1
11 Mouse chr1:131762035-131762209 NUCKS1
12 Human chr3:182908164-182909448 SOX2
12 Mouse chr3:34560841-34564200 SOX2
13 Human chr3:27744319-27746401 EOMES
13 Mouse chr9:118360069-118360328 EOMES
14 Human chr4:57612922-57615019 REST
14 Mouse chr5:75998449-75998618 REST
15 Human chr6:15347617-15348711 JARID2
15 Mouse chr13:44170175-44170276 JARID2
16 Human chr16:49745104-49747444 SALL1
16 Mouse chr8:88317675-88317844 SALL1
Table 2.4: Performance comparison on ESC enhancers
Sequence length 2k 3k 4k 5k
Recall Precision Recall Precision Recall Precision Recall Precision
GibbsModule 1 0.74 0.97 0.53 0.87 0.36 0.85 0.27
CisModule 0.96 0.38 0.94 0.3 0.83 0.15 0.86 0.14
CompareProspector 0.29 0.18 0.06 0.02 0 0 0 0
PhyloCon 0.63 0.53 0.55 0.44 0.35 0.33 n/a n/a
EMCModule 0.86 0.25 0.91 0.21 0.87 0.17 0.79 0.14
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Table 2.5: Performance comparison on ESC enhancers. TP: number
of true positives per gene. FP: number of false positives per gene.
Sequence length 2k 3k 4k 5k
TP FP TP FP TP FP TP FP
GibbsModule 1.8 0.6 2.1 1.8 1.3 2.2 1.4 3.8
CisModule 1.5 2.4 1.8 4.3 0.9 5.2 1.2 7.5
CompareProspector 0.3 1.5 0.1 2.5 0 2.9 0 2.9
PhyloCon 0.6 0.6 0.7 0.9 0.4 0.7 n/a n/a
EMCModule 1.1 4.1 1.3 4.9 1.3 6.3 1.2 7.4
tion of KLF2, KLF4, and KLF5 led to mouse ESC differentiation. KLF2,
KLF4, and KLF5 bind to the same binding sites in vitro and in vivo [83]. A
PSWM for KLF4 was previously derived from SELEX experiment [84]. This
PSWM, however, has a questionable credibility because its AAAGGAAGG
consensus is not consistent with the consensus CCCCACCC, derived by our
site-directed mutagenesis analysis (see Fig. 3B in [83]). To investigate the
Klf motif that works in vivo, we analyzed KLF-genomic-binding regions that
are identified by ChIP-chip [83]. Out of the 205 KLF-binding regions in the
mouse genome, we identified 119 homologous loci in the human genome using
GenomeVISTA [85]. The set of 119 homologous pairs were fed to GibbsMod-
ule. GibbsModule-reported CRMs were then subsequently fed to MEME (see
Supplemental Table S3 for parameters). Two motifs were reported from this
analysis (Figure 2.7). One resembles the consensus from mutagenesis anal-
ysis (Figure 2.7A; Figure 3B in [83]) (notice that the reverse complement
of GGGT/AGGGG is CCCCA/TCCC), and the other resembles the SOX2
motif from TRANSFAC (Figure 2.7A,C). Therefore, the Klf motif derived
from ChIP-chip data is consistent with the consensus identified by the muta-
genesis analysis, which might be more useful for future in silico analysis than
the SELEX motif. Moreover, the identification of a SOX2 motif in the same
CRMs as the Klf motif seems to suggest a general cooperation phenomenon
between these two transcription factors in ESCs. This is consistent with a
recently reported case that KLF4 cooperates with POU5F1 and SOX2 to
activate the Lefty1 core promoter in ESCs [86].
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Figure 2.7: Motifs derived from Klf ChIP-chip and mutagenesis
analysis. Sox2 motif (a) and Klf motif (b) found by GibbsModule and
MEME from Klf ChIP-chip data. Sox2 motif (c) in TRANFAC.
2.3.5 Predicting and Experimental Testing of the Binding
Affinities of in-CRM and outside-CRM Binding Sites
Although CRMs are often reported in eukaryotes, to date there are few quan-
titative analyses on the role of CRMs in activation of repression of the down-
stream genes. In this regard, here we attempt to explore a few fundamental
questions. Does residing within a CRM confer better binding affinity of a
TFBS to its transcription factor as compared with another TFBS not located
in a CRM? Do other motifs in the CRM contribute more, or do neighboring
TFBSs of the same kind help more to attract a transcription factor? Al-
though we do not expect a generic answer to these questions, well-deliberated
quantitative analyses could provide useful empirical data to study the rela-
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tionship between regulatory code and gene expression.
We attempted to apply GibbsModule to define the sequences bound by
POU5F1 within POU5F1-binding regions that are obtained from ChIP-chip
analysis [8]. This is an ambitious and experimentally challenging attempt be-
cause all putative POU5F1 binding sites in this analysis are located within
ChIP-chip peak regions (see Discussion). The ChIP-chip peak regions are
typically 1 kb long, which is more than twice as long as most characterized
CRMs. The basic idea is to quantitatively compare the binding affinities of
POU5F1-binding sites within predicted CRMs and that of other POU5F1-
binding sites outside predicted CRMs. We designed a comparative ChIP
experiment for this purpose. The ChIP signal is proportional to the pre-
cipitated DNA bound to the transcription factor, which is proportional to
the time of binding between one transcription factor and its target site in
a cell in the equilibrium state, and therefore is proportional to the binding
affinity of the TFBS when the cellular condition is unchanged. Hence, the
difference of binding affinities (as measured by fold enrichment) between two
TFBSs is reflected by the difference in their ChIP signals, given that the
ChIP experiments are performed in the same cell population for the same
transcription factor, and other proper controls. From the results in the sec-
tion above, Enhancers regulating gene expression in embryonic stem cells, we
picked seven predicted CRMs that contain putative POU5F1-binding sites
(predicted positives) and seven strong putative POU5F1-binding sites that
are not in predicted CRMs (predicted negatives) (Supplemental Fig. S5;
Supplemental Table S4). Primers are designed to cover 100-bp regions cen-
tered by these 14 putative binding sites. ChIP analysis was performed on
each predicted site with three biological replicates (Figure 2.8). To control
for other unobserved DNA features, such as chromatin structure and DNA
methylation states, we picked five pairs of predicted positive and predicted
negative TFBSs from matched ChIP-chip peak regions. Except for the neg-
ative prediction on IRX2, on which our PCR failed, all five pairs of ChIP
analysis had more precipitated DNA bound to the predicted CRMs (GSH2
[also known as GSX2], RIF1, SALL1, Lefty1, and IRX2 in Figure 2.8). The
same difference was observed in the four remaining putative binding sites,
where at least a twofold increase in ChIP signals was observed for in-CRM
putative POU5F1 sites (CA2, EOMES, JARID2, and REST in Figure 2.8).
To test whether the observed differences are due to different distribution of
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the POU5F1 binding sites themselves in the predicted regions, we adjusted
the ChIP signal by the number of putative binding sites in each predicted
region. A clear difference between the positive and negative predictions was
again observed in the adjusted ChIP signals. Similar differences were also
observed when we change the TFBS threshold to either include or eliminate
weak POU5F1 binding sites in the analysis. These data suggest that Gibb-
sModule identified functional POU5F1 binding sites from ChIP-chip regions
and, more importantly, distinguished them from other putative POU5F1
sites.
Figure 2.8: ChIP signals of predicted CRM and non-CRMs that contain
putative Oct4 binding sites.
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CHAPTER 3
MODELING THE EVOLUTION OF GENE
REGULATORY NETWORKS ACROSS
DIFFERENT SPECIES
3.1 Rewirable gene regulatory networks in the
preimplantation embryonic development of three
mammalian species: a case study
3.1.1 Background
Much of the information on evolution of gene regulatory networks (GRN)
was generated from studies in invertebrates [87]. Comparison of fungi species
revealed evolution of GRNs at both cis and trans levels [88]. Invertebrate
GRNs can be ”rewired” at the cis level through changes in genomic regions
that regulate gene transcription, or cis-regulatory modules (CRM). CRM
can gain or lose transcription factor (TF) binding sites (TFBSs) by single
nucleotide mutations, insertions and deletions of neutral sequence or TFBSs
[87]. It has been argued that at the cis level, the transcription regulatory
apparatus is a ”programmable” computing machine whose function can be
modulated through placements of TFBSs in the regulatory region of any
gene [89, 90]. A notable advantage of encoding combinatorial control in the
regulatory region, as opposed to in the regulatory proteins, is evolvability [89]:
Unlike regulatory proteins, each cis-regulatory region controls the expression
of a given gene and hence can be programmed with minimal pleiotropic
effects. Contrary to this argument, changes to the TF that are produced by
the cell (trans changes) appear to be widely tolerated by Escherichia coli
and may even confer evolutionary advantages [90]. Moreover, several yeast
species implement compensating cis and trans changes to achieve a conserved
regulatory logic [6]. We attempted to add vertebrate data to address these
arguments by analyzing a relatively conserved developmental process in three
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mammalian species.
Mammalian preimplantation embryonic development (PED) encompasses
the period from fertilization to implantation of the embryo in the endome-
trial lining of the uterus. Just after fertilization, the transcriptome of the
embryo is comprised of maternally deposited transcripts. After several cell
divisions, maternal transcripts are specifically degraded and are replaced by
zygotic transcripts produced by the new diploid nucleus containing both ma-
ternal and paternal genes. This transition is termed zygote genome activa-
tion (ZGA). The timing of ZGA and maternal transcript degradation varies
among species, but in humans and bovines it reportedly occurs between the
four- and eight-cell stages of development, while in mouse, this transition
occurs between the one- and two-cell stages of development, consistent with
an overall accelerated pace of murine embryonic development [91, 92, 93, 94].
Another major event during PED is the differentiation and specialization
of cells. Immediately after ZGA, embryos undergo compaction, a process dur-
ing which dividing embryonic cells become a tightly organized cell mass with
an indistinguishable membrane. In most mammalian embryos, compaction
is usually observed between the eight- and 16-cell stages. After compaction,
the embryo is named the morula, which becomes the blastocyst through for-
mation of an internal cavity and further cellular differentiation. At least two
cell types can be distinguished in the blastocyst: an inner cell mass (ICM)
and an outer layer of cells termed the trophectoderm. The ICM contributes
to all three germ layers present in the mature adult (known as pluripotency).
Embryonic stem (ES) cells were derived from ICM, and ES cells have been
used as surrogates to analyze the molecular mechanisms in ICM and preim-
plantation embryos [95]. The progression of PED is highly conserved among
mammals: All progress through the same morphologic stages. Perhaps the
most marked difference is the amount of time spent at each stage. The other
notable interspecies differences appear after the blastocyst stage, including
that bovine blastocysts initiate the gastrulation process before implantation,
and the formation and functions of the placenta and yolk sac [96]. In this
study, we chose the highly conserved PED stages, i.e., from zygote to blas-
tocyst stages for cross-species GRN comparison.
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3.1.2 Dynamic gene expression landscapes of preimplantation
development in three species
Human, mouse, and bovine embryos were collected at representative stages of
PED, including oocyte (bovine only), one-, two-, four-, eight-, 16-cell (bovine
only), morula, and blastocyst. Developmental stage was determined by di-
rect microscopic visualization of each collected embryo (Figure 3.1A). RNA
from each stage was collected and analyzed with speciesspecific Affymetrix
GeneChips. Biological replicates of the same developmental stage exhib-
ited strong correlations, which were comparable to the sample correlations
in previous bovine and mouse studies (Figure 3.1B; [97, 98, 94]). Hierar-
chical clustering analyses revealed global transcriptional similarities among
the biological replicates of the same developmental stages together, with a
few exceptions of the samples at neighboring stages (Figure 3.1C). The hier-
archical order of all the samples almost perfectly reflected the relative time
differences of all the developmental stages. The largest changes of expression
were observed between four- and eight-cell stages in human and mouse and
between eight- and 16-cell stages in the bovine system, in keeping with the
previously reported timing of ZGA in these species.
In order to explore the conservations and changes of gene expression pat-
terns across species, we developed a Bayesian clustering method to simulta-
neously cluster the timecourse expression data and automatically determine
the cluster number. Nine clusters were generated for 5941 orthologous gene
triplets (including 1036 TF triplets). Of these orthologous triplets, 2122
(35.7%, 383 TF triplets) fell into clusters with consistent expression patterns
in all the three species, and the remaining 3290 orthologous triplets (55.4%,
444 TF triplets) showed at least two different expression patterns among
these species. The large differences in the TF expression patterns suggested
that there might be a substantial interspecies difference of GRN structures.
To test if this result is sensitive to the input genes, we repeated this analysis
with the 927 orthologous gene triplets (including 371 TF triplets) that ex-
hibited significantly variable expression (ANOVA P − value < 0.05) during
PED in at least two of the three species. Among them, 383 (40.2%) orthol-
ogous triplets (149 TF triplets) showed different expression patterns among
these species, consistent to the estimated large-scale GRN changes.
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Figure 3.1: Summary of preimplantation embryonic development.
(A) Photomicrographs of human embryos from representative stages of
preimplantation development. (B) Table of all the transcriptional arrays
performed with pertinent collection parameters. The average Pearson
correlations are listed for every experimental group. (C) Hierarchical
clustering of gene expression in human, mouse, and bovine embryos during
representative stages of PED. This clustering is based on 8479 (human),
7093 (mouse), and 9474 (bovine) informative probe sets. Adjacent stages
tend to exhibit similar transcriptional profiles, except for those stages near
the time of zygote genome activation. Later PED stages, characterized by
expression of genes important for cellular differentiation, segregate into
clusters distinct from earlier stages in all three species.
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3.1.3 Transposons contribute to species-specific gene
expression
There is a significant overlap between transposon-associated elements and
TFBS-rich regions in mammalian genomes. One notable example includes
association between the TP53 binding sites and transposons in the human
genome [99, 100], and one of the TP53 binding transposons was stabilized
in humans [99]; however, it is yet to be determined to what extent the tran-
scriptome is modulated by transposons. Therefore, we attempted to assess
the overall impact of murine-specific transposons on the PED transcriptome.
Previously reported chromatin immunoprecipitation with massively par-
allel sequencing (ChIP-seq) mapping of mouse ES cells identified binding
sites of 16 transcriptional regulators to the mouse genome [101]. Based on
this information, we identified the binding regions that resided in murine-
specific transposable regions (Figure 3.2A). CTCF-binding regions exhibited
the largest number of overlap with known transposons (10,313 overlapping
regions, representing 26.0% of total CTCF-binding regions), among which
9074 (22.9%) overlapped with the B2 family of transposons. In addition to
the CTCF-binding regions, the binding regions for the following factors ex-
hibited nontrivial overlaps (> 10% of the binding regions of a factor) with
transposons: ESRRB, SOX2, NANOG, SMAD1, TCFCP2l1, STAT3, EP300,
and POU5F1. Transposon families B2, ERVK, and B4 were most strongly
associated with the binding regions of these transcription regulators. This
suggests that these families of transposable elements contain the DNA bind-
ing motifs of the listed TFs. On the contrary, 10 (0.2%) and 1 (0%) of Suz12
and RNA polymerase II (Pol II) binding regions overlapped with transposons,
far below the expected amount of overlaps (16.3%), suggesting that the in-
sertion of transposable elements to the binding regions may negatively affect
the function of these factors.
A number of the TFs included in the original ChIP-seq analysis [101], es-
pecially NANOG and POU5F1, exhibited increase in expression after ZGA.
In addition, these TFs are known to specify ICM expression of their target
genes. Therefore, if the binding of these TFs to the murine-specific trans-
posons manifests functional consequences to the transcriptome, we would
expect to see mouse-specific expression of the genes near these transposons.
Among the 7450 orthologous gene triplets in the PED data set, 3369 (45.2%)
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Figure 3.2: CRM-containing transposons. (A) Proportions of mouse
ChIP-seq detected binding regions that overlap with transposons (blue) and
a specific class of transposons (red). An asterisk (*) denotes a specific class
of transposons that is significantly overrepresented in the ChIP-seq
detected regions. (B) Numbers of CRM-containing transposons detected by
ChIP-seq. (C) The percentage of transposon-flanked genes with
mouse-specific expression (solid lines) and the overall percentage of genes
with mouse-specific expression (dashed lines).
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exhibited mouse-specific expression patterns. Within the 3066 gene triplets
whose mouse gene had a nearby transcription-factor-bound transposon, 1403
(45.8%) exhibited mouse-specific expression patterns. The genes near TF-
bound transposons did not exhibit a significantly larger percentage of mouse
specifically expressed genes, suggesting that the majority of binding events
between the transcription regulators to the transposons do not manifest func-
tional consequences. Therefore, the majority of mutants generated by the
insertion of TFBS-carrying transposons are likely to be selectively neutral
[102].
We hypothesized that the transposons containing binding regions of mul-
tiple TFs (CRM-containing transposons) were more likely to affect the ex-
pression of neighboring genes. We tested this hypothesis by first classifying
the transposons by the number of transcription regulators bound to them
and then analyzing the effect on gene expression of each class of transposons
(Figure 3.2B). A total of 20,784 murine transcription-regulator bound trans-
posons were identified, among which 2212 (10.2%) transposons were bound
with at least two transcription regulators. For each class of transposons, we
identified the subset whose nearest genes exhibited mouse-specific expres-
sion patterns. First, we compared mouse PED to human PED, ignoring the
bovine expression data. For the transposons bound by one transcription reg-
ulator, 65% of the nearest mouse genes exhibited mouse-specific expression
changes, which is comparable to the total percentage of genes that exhibit
mouse-specific expression changes (64%). For the transposons bound by
at least two (and up to six) factors, the percentages of the nearest genes
with mouse-specific expression changes increased consistently from 67.8%
to 85.2% (Figure 3.2C). Second, we compared mouse PED to both human
PED and bovine PED. From the single-factor-bound transposons to the six-
factor-bound transposons, the percentages of the nearby genes that exhibited
mouse-specific expression increased consistently from 45.1% to 70%. These
data suggest that species-specific transposons bound by a single TF generally
do not change gene expression, whereas CRM-carrying transposons bound
with multiple TFs are statistically associated with speciesspecific expression.
About 10% of the transposons in our analyses carry CRMs.
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3.1.4 An Example of Gain of functional TFBSs and CRM by
speciesspecific transposons
To confirm the functional importance of the transposons to gene regulation,
we further characterized two murine-specific transposons that carry func-
tional TFBSs and CRM and, in turn, regulate mouse-specific gene expression
in early development. One such transposon is Lx8, a member of non-LTR
retrotransposons, which we estimated to be inserted into the murine genome
after the divergence of murine and primate species, 60 million years ago. A
copy of Lx8 is present upstream of the cold shock domaincontaining protein A
(Csda) gene in the mouse genome. Csda is a transcription repressor, highly
conserved among eukaryotes from yeast to human. In the mouse, Csda is
known to be critical for several processes in reproduction and development,
including spermatogenesis and in utero fetal development. The function of
Csda in other mammals has not been tested. Transcription of Csda in mouse
PED starts at the time of ZGA (two-cell stage), with an apparent pause
during the four-cell stage, followed by continued increase in transcription
from the eight-cell stage to the morula stage (Figure 3.3). The increase in
Csda transcription during mouse PED was correlated with Pou5f1 expres-
sion (R = 0.41, permutation P-value = 0.046). Like Pou5f1, Csda transcripts
were restricted to the ICM at the blastocyst stage [103]; however, ZGA of
CSDA was not conserved in human or bovine, suggesting that the mouse
Csda is associated with species-specific regulatory sequences. The insertion
of Lx8 upstream of the mouse Csda gene produces a consensus POU5F1
binding site ([T/A]ATG[C/T]AAAT). This POU5F1 TFBS was functional in
mouse ES cells: Analysis of published ChIP-seq data [101] revealed that the
POU5F1-SOX2 protein complex was attached to this transposon-associated
TFBS, which was at the center of the 36 base pair (bp) minimal overlap
of the ChIP-seq reads (Figure 3.3). Analysis of the sequence flanking this
site revealed no other POU5F1-TFBS-like sequence within 300 bp in each
direction. It appears unlikely that other regions of the mouse genome reg-
ulate the expression of Csda, as two CTCF-bound ”insulator” TFBSs flank
the POU5F1-SOX2-bound regions together with the Pol II-bound Csda pro-
moter. ChIP-chip analyses of human ES cells did not identify any POU5F1,
SOX2, or NANOG binding sites upstream of the human CSDA gene. Fur-
thermore, motif scans based on the POU5F1 and NANOG motifs did not
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detect any high-affinity TFBS within 20 kilobases (kb) upstream or down-
stream of the human CSDA transcription start site (TSS). The data produced
by gene expression, DNA motif, and TF binding analyses collectively suggest
that the unique, transposon-mediated change in the regulatory sequence of
the mouse Csda gene is associated with a gain of function.
3.2 Towards an evolutionary model of transcription
networks
3.2.1 Background and Related Work
Biologists have long sought to dissect what genes and what changes to their
coding and regulatory sequences are responsible for the diversity of life. It
has been argued that morphological traits evolve to a large extent through
changes in transcription networks (TNs) that regulate gene expression pat-
terns [1, 2]. However, except on a relatively small set of well characterized
enhancers, it appears impossible to quantitatively analyze cis contribution to
TN evolution (see reviews [2, 3, 4]). This is in part due to the computational
difficulties in finding cis-regulatory sequences or enhancers [104], assessing
the binding affinity of an enhancer to a set of transcription factors (TFs)
[105], and associating enhancer binding affinities with gene expression lev-
els [106]. Still lacking are principled approaches and evolutionary models to
quantitatively analyze the effects of changes in cis-regulatory sequences, gene
expression, and TNs (Table 3.1).
Table 3.1: Evolutionary models for gene regulatory sequence (S),
gene expression (E) and using phylogenetic information (P). * Only applied
to two species.
Model Components Applications Species
MAFIA[107] P S - Evolution of binding sites Drosophila
EMMA[108] P* S - CRM alignment and prediction Drosophila
Kimono[21] - S E Clustering of promoter and expression Simulation
MODEM[109] - S E Identifying target genes of a transcription factor Yeast
REDUCE[110] - S E Motif prediction Yeast
DCA[111] P - E Identifying conserved and diverged co-expression patterns Yeasts
SCSC[18] P* - E Identifying conserved and diverged co-expression patterns Mammals
Khaitovich[112] P - E Neutral evolution of gene expression Primates
Xie [this thesis] P S E Evolution of gene regulatory networks Yeasts, Mammals
The question that inspired us to model TN evolution is the conservation of
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Figure 3.3: Murine-specific expression of the transcription factor
Csda is induced by a murine-specific transposome carrying
POU5F1 binding site. (A) CSDA is expressed during mouse PED, but
not in human and bovine PED. CSDA is analyzed by two mouse probe sets
(red), four human probe sets (green), and one bovine probe set (blue). (B)
ChIP-seq data in mouse ES cells. The region of the mouse genome
upstream of the Csda gene contains a functional POU5F1 binding site,
which would appear to be competent to bind the POU5F1 protein. Two
CTCF-associated TFBSs attract the CTCF insulator and define the
boundaries of a genomic regulatory region (yellow) between them. The
functional POU5F1 TFBS is carried by a murine-specific transposon Lx8,
which is conserved in the mouse and the rat, but not in other mammals.
(C) Expression and genome sequence data jointly suggest that the murine
lineage gained a regulatory relationship between Pou5f1 and Csda.
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early embryonic development in mammals. The earliest stages of embryonic
development are thought to be highly conserved among placental mammals,
because these species all progress through the same morphologic stages before
implantation. This traditional view is challenged by recent reports on large
inter-species differences in gene expression [5] and TF binding patterns [113].
During pre-implantation development (PED), an unexpected fraction of 40%
of orthologous gene triplets exhibited different expression patterns among hu-
mans, mice and cattle [5], accompanied by an even more unexpected fraction
of 95% of the binding sites of the core TFs, Oct4 and Nanog, in human and
mouse embryonic stem (ES) cells not being located in orthologous genomic
regions [113]. Large interspecies differences of gene expression [114] and tran-
scription factor binding sites [115] were also observed in matched tissues in
vertebrates. How can we understand the discrepancy between morphological
conservation and molecular differences across species? We hypothesized that
the structure of TN, i.e. the regulatory relationship between transcription
factors (TFs) and target genes, may be more conserved than suggested by
TF binding site (TFBS) or gene expression data. For instance, some TFBSs
turn over quickly during vertebrate evolution, without necessarily changing
TF-target relationships. To test this hypothesis and to provide a general tool
for studying TN evolution, we set off to develop an evolutionary model for
TN structure based on multi-species genome sequence and gene expression
data.
Previous work has made excellent progress in modeling the evolution of
regulatory genomic sequences. Earlier attempts were focused on identify-
ing putative regulatory sequences highly conserved across multiple species
[116, 117] or containing conserved TF binding motifs [118, 119]. Recent ef-
forts extended the earlier work by accommodating lineage-specific changes
and alignment errors [120, 121], incorporating the modular structure of regu-
latory sequences [104, 122], and direct modeling of TF occupancy [105, 123].
Although these models have been evolved to accommodate many evolution-
ary events on DNA, it is difficult to extend these models to incorporate the
evolutionary changes of non-genomic features. This difficulty can be par-
tially appreciated by noticing that even in a single species, the state-of-the-
art models resort to a regression strategy to incorporate DNA sequence and
gene expression into one model (see [124] and references within).
In parallel to sequence evolution models, evolutionary models for gene
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expression are being developed and tested. A neutral evolutionary model
for gene expression was proposed [125], enabling statistical tests for evolu-
tionarily selected genes [126]. A major challenge in comparing expression
data between organisms is that gene expression is not static and the level of
expression is influenced by external conditions. A prominent approach to cir-
cumvent this difficulty is to compare co-expression patterns rather than the
expression of individual genes [127, 128]. This approach has recently been
formalized into evolutionary models of co-expression networks, which are
based on explicitly stated probabilistic rules [129, 130]. These evolutionary
models did not explicitly study the evolution of genomic regulatory relations.
In fact, while expression data can be useful in predicting co-regulation (in
particular, among target genes of the same TF), such data alone can hardly
predict which gene is regulated by which TF as the correlation between ex-
pression patterns of a TF and that of its targets may not be pronounced
[131, 132].
3.2.2 A phylogenetic model to incorporate sequence and
expression evolution
In order to build an evolutionary model of TNs, we had to forfeit the sub-
stitution model used in DNA evolution and the co-expression model used in
expression evolution, and to start from modeling the evolution of the regu-
latory relationships. We present a quantitative evolutionary model of TNs,
subjecting the changes of cis-regulatory sequences, gene expression and net-
work structure to one probabilistic framework. This model aims to address
the following question: with the genome sequences and gene expression data
from multiple species, can the TF-target gene relationships be derived in all
these species? Taking advantage of the multi-species data and based on the
maximum-likelihood principle, this model predicts the evolutionary changes
of TF-target relationships, i.e. re-wiring of TNs (Figure 3.4). The major ben-
efits of this model include: 1) it takes advantage of the possible synergism
between genome sequence and gene expression data. For instance, if a gene
is predicted to be a TF target from sequence data, other genes co-regulated
with this gene, according to the expression data, may also be a target. 2) By
analyzing data in the evolutionary context, the model is still able to utilize
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Figure 3.4: A model for TN evolution. (A) An example of evolving
TNs. Transcription factors and target genes are depicted in purple and blue
nodes. Conserved and species-specific regulatory relationships are depicted
with red and black arrows. (B) The regulatory states are modeled as a
continuous time Markov chain, and the regulatory sequence and the gene
expression data are emitted from the hidden regulatory states.
pattern of conservation to predict regulatory relationship (similar to the evo-
lutionary models of regulatory sequences we discussed earlier), while allowing
for lineage-specific changes. 3) The unified probabilistic framework allows us
to quantify the extent of changes and the uncertainty of the inference results.
Symbols
Indices, i: observed species; l: ancestral species; m: gene. k: sequence lo-
cations; ϕ: nucleotide, ϕ = {A,C,G, T}; c: gene clusters. Observed data,
S: regulatory sequences; E: gene expression; N : total number of species;
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M : total number of orthologous gene groups; T : phylogenetic tree; t: phylo-
genetic distances (divergence time) between any two nodes. Data derived
from observed data, n0: number of background bases in S; n1: number of
TF binding motifs in S; LR: product of likelihood ratio scores of all motifs
on S; C: gene cluster index derived from E; |c|: number of gene clusters.
Hidden variables, Z: regulatory states. X: sequence states (background
or motif). Pre-computed parameters, bϕ: nucleotide frequencies. β:
a tuning parameter, representing the weight of the expression data in the
likelihood function. Model parameters, λ, µ: transition probabilities of
regulatory states in unit time; α: vector of the binary probabilities of the
regulatory state in the root node; ω: marginal probability of the motif state;
p = {p1, ...p|c|}: vector of the multinomial probabilities of the cluster index of
a target gene. q = {q1, ...q|c|}: vector of the multinomial probabilities of the
cluster index of a non-target gene. θ: the collection of all model parameters.
θ = {λ, µ, α, p, q}.
Input and Output
The data required by this model are genome sequences, gene expression data,
a list of candidate TFs and their DNA binding motifs, and estimated diver-
gence time. The model does not require prior information on the exact
locations of TFBS or TF-target relationships. The TF-target relationships,
i.e. the target genes of a TF in every species, are to be inferred by the model.
Regulatory states and overall modeling strategy
Let t denote the evolutionary time (Figure 1B). We call the regulatory rela-
tionship between a set of TFs (TFx) and a target gene m as the regulatory
state of this target gene, denoted as Zi,TFx,m, where i is the species indicator.
Here TFx can be one TF or a few interacting TFs. Without loss of gener-
alizability, we suppress the subscript TFx in Zi,m. Denote Zi,m = 1 when
gene m is regulated by TFx in species i, and Zi,m = 0 otherwise. Denote
Zm = Z1,m, ..., ZN,m, where N is the total number of species. The variable
Zm thus indicates whether the regulatory link between the TF and the target
gene is conserved or changed over evolutionary time. The general strategy
of inferring Zm is: if a gene is regulated by a TF, it is likely to contain
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the binding sites of this TF in its regulatory region and also likely to be
co-regulated with other target genes of this TF. We describe a probabilistic
approach to estimate Zi,m. The main idea is to express the joint probability
of all sequences Si,m and gene expression data Ei,m as a product of their con-
ditional probabilities to Zi,m. In other words, the likelihood of all sequence
and expression data is:
P (S,E) =
M∏
m=1
P (Sm, Em)and
P (Sm, Em) =
∑
Zm
P (Zm)P (Sm, Em|Zm)
=
∑
Zm
P (Zm)
i=N∏
i=1
P (Si,m|Zi,m)× P (Ei,m|Zi,m) (3.1)
where N is the total number of species and M is the total number of ortholo-
gous gene groups. The model assumption is that in every species, conditional
on the regulatory state of a target gene, the regulatory sequence of this gene
and the expression level of this gene are independent.
This key assumption enabled us to write down the joint probability of the
regulatory sequence and the expression level of every gene. We will describe
the models for P (Zm),P (Si,m|Zi,m) and P (Ei,m|Zi,m) in the following sections.
An evolutionary model of the regulatory states
The evolution of the regulatory state Zi,m is modeled as a two-state continuous-
time Markov chain, with transition probabilities in unit time being λ(0→ 1)
and µ(1→ 0). The transition probabilities of regulatory states between two
species diverged for time t is:(
P00(t) P01(t)
P10(t) P11(t)
)
=
(
1
λ+µ
(λe−(λ+µ)t + µ) 1− P00(t)
1− P11(t) 1λ+µ(µe−(λ+µ)t + λ)
)
(3.2)
where Px,y(t) is the transition probability from state x to state y in time t;
x, y = {0, 1}. Given a phylogenetic tree T , the probability of the regulatory
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state on the leaf node is:
P (Zi,m) = P (Zroot,m)×
l=i∏
l=root
PZl,Zparent(l)(tZl,Zparent(l)) (3.3)
where parent(l) is the parent node of l; and
∏l=i
l=root PZl,Zparent(l)(tZl,Zparent(l))
is the product of transition probabilities on the path starting from the root
and ending at leaf node i. Zm is the collection of the regulatory states in all
leaf nodes, descending from the same root. It follows that
P (Zm) = P (Zroot,m)×
i=N∏
i=1
l=i∏
l=root
PZl,Zparent(l)(tZl,Zparent(l)) (3.4)
Where N is the total number of observed species (leaf nodes). We introduce
another model parameter α, and let P (Zi=root,m) = α.
Sequence Model
The conditional probability of the regulatory sequence of the target gene
Si,m given the regulatory state Zi,m is modeled as a Hidden Markov Model
(HMM)[133]. The hidden layer, denoted as Xi,m,k, is a two-state (back-
ground, motif) Markov chain, where k is the index of the state random
variable Xi,m. When Zi,m = 0, the hidden layer stays at the background
state with probability 1, i.e. P (Xi,m,k = 0|Zi,m = 0) = 1 for any k. When
Zi,m = 1, the hidden layer transits between the two states with non-zero
probabilities. We denote the marginal probability of an Xk being a motif as
ω, i.e. P (Xi,m,k = 1|Zi,m = 1) = ω. We approximate the HMM by effectively
assuming the hidden variables X can be inferred from a motif scanning proce-
dure. Denote n0i,m and n
1
i,m as the number of observed background bases and
the number of observed motifs, respectively. n0i,m and n
1
i,m are determined
by running a motif scan on Si,m. The motif scan calls a segment on Si,m as
a motif when the likelihood ratio score of this segment reaches a pre-defined
threshold. Under these model assumptions, it follows that
P (Si,m|Zi,m = 0) =
∑
k
bk,ϕ (3.5)
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where ϕ = {A,C,G, T}, k is the index of DNA bases, and bk,ϕ = bϕ is the
background probability of a base being ϕ. It can be shown that
P (Si,m|Zi,m = 1) = P (Si,m|Zi,m = 0)× LRi,m × ωn1i,m × (1− ω)n0i,m (3.6)
where LRi,m is the product of the likelihood ratio scores of all the reported
motifs in Si,m. Thus, we explicitly expressed P (Si,m|Zi,m) by introducing
one extra parameter, ω, to the model. When there are multiple TFs to be
considered, each with its own weight matrix, LRi,m becomes the product of
the likelihood ratio scores of all the motifs, reported from the scans of every
matrix; n0i,m and n
1
i,m becomes the number of background bases and the total
number of motifs for every TF.
Expression Model
To model the conditional probability of the expression data, we first con-
sidered what makes a sensible and quantifiable difference in the expression
data between the two regulatory states. We hypothesized that the transcrip-
tional targets of a TF or a set of interacting TFs are likely to co-appear in
co-expression modules. We implemented this idea by first clustering the ex-
pression data of all the genes. Let Ci,m be the cluster index of the m
th gene,
and |c|i be the total number of clusters. Ci,m|Zi,m = 0 follows a (background)
multinomial distribution with parameters qi = {qi1, ..., qi|c|}, i.e.
P (Ci,m = c|Zi,m = 0) = qic (3.7)
where c = {1, ..., |c|}. When Zi,m = 1, the subset of genes, which are tran-
scriptionally regulated by the TF or the set of interacting TFs, would tend to
concentrate in a subset of the clusters. Thus, Ci,m|Zi,m = 1 follows another
multinomial distribution with parameters p = {p1, ..., p|c|}, i.e.
P (Ci,m = c|Zi,m = 1) = pic (3.8)
Thus, by inserting probabilities (3.2) - (3.8) into (3.1), we derived the com-
plete likelihood of all data.
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Weighing sequence and expression data
The likelihood model in (3.1), although it is completely specified, assumes
equal weights of the sequence and the expression data. We further introduced
a tuning parameter β to adjust the relative weights of the two data types.
Thus, the model becomes:
P (S,E) =
M∏
m=1
P (Sm, Em)and
P (Sm, Em) =
∑
Zm
P (Zm)P (Sm, Em|Zm)
=
∑
Zm
P (Zm)
i=N∏
i=1
P (Si,m|Zi,m)× P (Ei,m|Zi,m)β (3.9)
The larger β is, the more weight is given to the expression data.
Model fitting
We developed an estimation-maximization (EM) algorithm to estimate the
model parameters. The E-step estimates Zm, and the M-step maximizes
θ = {λ, µ, α, p, q}. Denote θˆ as the maximum likelihood estimator (MLE) of
θ.
Without loss of generalizability, we assume there are three species in con-
sideration, allowing a total of 23 = 8 possible configurations of regulatory
states. The probability for each configuration (R) is:
Rm,1 : P (Sm, Cm, Z1,m = 0, Z2,m = 0, Z3,m = 0|θ) =
(1− α)3P (TreeZ1,m=0,Z2,m=0,Z3,m=0)
P (S1,m|Z1,m = 0)P (S2,m|Z2,m = 0)P (S3,m|Z3,m = 0)
(q1c,mq2c,mq3c,m)
β
Rm,2 : P (Sm, Cm, Z1,m = 0, Z2,m = 0, Z3,m = 1|θ) =
α(1− α)2P (TreeZ1,m=0,Z2,m=0,Z3,m=1)
P (S1,m|Z1,m = 0)P (S2,m|Z2,m = 0)P (S3,m|Z3,m = 0)
LR3,mω
n13,m(1− ω)n03,m
(q1c,mq2c,mp3c,m)
β
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Rm,3 : P (Sm, Cm, Z1,m = 0, Z2,m = 1, Z3,m = 0|θ) =
α(1− α)2P (TreeZ1,m=0,Z2,m=1,Z3,m=0)
P (S1,m|Z1,m = 0)P (S2,m|Z2,m = 0)P (S3,m|Z3,m = 0)
LR2,mω
n12,m(1− ω)n02,m
(q1c,mp2c,mq3c,m)
β
Rm,4 : P (Sm, Cm, Z1,m = 0, Z2,m = 1, Z3,m = 1|θ) =
α2(1− α)P (TreeZ1,m=0,Z2,m=1,Z3,m=1)
P (S1,m|Z1,m = 0)P (S2,m|Z2,m = 0)P (S3,m|Z3,m = 0)
LR2,mω
n12,m(1− ω)n02,mLR3,mωn13,m(1− ω)n03,m
(q1c,mp2c,mp3c,m)
β
Rm,5 : P (Sm, Cm, Z1,m = 1, Z2,m = 0, Z3,m = 0|θ) =
α(1− α)2P (TreeZ1,m=1,Z2,m=0,Z3,m=0)
P (S1,m|Z1,m = 0)P (S2,m|Z2,m = 0)P (S3,m|Z3,m = 0)
LR1,mω
n11,m(1− ω)n01,m
(p1c,mq2c,mq3c,m)
β
Rm,6 : P (Sm, Cm, Z1,m = 1, Z2,m = 0, Z3,m = 1|θ) =
α2(1− α)P (TreeZ1,m=1,Z2,m=0,Z3,m=1)
P (S1,m|Z1,m = 0)P (S2,m|Z2,m = 0)P (S3,m|Z3,m = 0)
LR1,mω
n11,m(1− ω)n01,mLR3,mωn13,m(1− ω)n03,m
(p1c,mq2c,mp3c,m)
β
Rm,7 : P (Sm, Cm, Z1,m = 1, Z2,m = 1, Z3,m = 0|θ) =
α2(1− α)P (TreeZ1,m=1,Z2,m=1,Z3,m=0)
P (S1,m|Z1,m = 0)P (S2,m|Z2,m = 0)P (S3,m|Z3,m = 0)
LR1,mω
n11,m(1− ω)n01,mLR2,mωn12,m(1− ω)n02,m
(p1c,mp2c,mq3c,m)
β
Rm,8 : P (Sm, Cm, Z1,m = 1, Z2,m = 1, Z3,m = 1|θ) =
α3P (TreeZ1,m=1,Z2,m=1,Z3,m=1)
P (S1,m|Z1,m = 0)P (S2,m|Z2,m = 0)P (S3,m|Z3,m = 0)
LR1,mω
n11,m(1− ω)n01,mLR2,mωn12,m(1− ω)n02,mLR3,mωn13,m
(1− ω)n03,m(p1c,mp2c,mp3c,m)β
(3.10)
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Let
rm,a =
Rm,a∑8
j=1Rm,j
(3.11)
The expectation of likelihood (Q-function) is:
Q(θ|θt) =
M∑
m=1
8∑
j=1
rm,jlog(Rm,j) (3.12)
We have the constraint:
∑|C|i
k=1 pic = 1. Let t be the Lagrange multiplier,
Q̂ = Q+ t(
∑|C|i
k=1 pic − 1). To estimate α:
∂Q̂
∂α
=
∂Q
∂α
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α
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rm,2 + rm,3 + 2rm,4 + rm,5 + 2rm,6 + 2rm,7 + 3rm,8
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(3.13)
To estimate ω:
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where
pi1 = rm,5 + rm,6 + rm,7 + rm,8
pi2 = rm,3 + rm,4 + rm,7 + rm,8
pi3 = rm,2 + rm,4 + rm,6 + rm,8 (3.15)
To estimate pic:
∂Q̂
∂(p1C=k)
=
∂Q
∂(p1C=k)
− t
=
∑
M,Cm=k
rm,5 + rm,6 + rm,7 + rm,8
(p1C=k)
− t = 0
∂Q̂
∂(p2C=k)
=
∂Q
∂(p2C=k)
− t
=
∑
M,Cm=k
rm,3 + rm,4 + rm,7 + rm,8
(p2C=k)
− t = 0
∂Q̂
∂(p3C=k)
=
∂Q
∂(p3C=k)
− t
=
∑
M,Cm=k
rm,2 + rm,4 + rm,6 + rm,8
(p3C=k)
− t = 0
∂Q̂
∂t
=
|C|i∑
k=1
pic − 1 = 0 (3.16)
The E-M algorithm can be generalized to work on arbitrary number of
species. If the number of species is A, then there are B = 2A possible
configurations of regulatory states. For each configuration, we could write
down the Rm,a based on the sequence and the expression models. With all
Rm,a, we could get
rm,a =
Rm,a∑B
j=1Rm,j
(3.17)
Then the expectation of the likelihood is:
Q(θ|θt) =
M∑
m=1
B∑
j=1
rm,jlog(Rm,j) (3.18)
The maximization can be achieved from the derivatives of Q(θ|θt), which is
straightforward.
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3.2.3 Simulation Study
We simulated a series of six synthetic datasets to test the model. The data
generation steps are as follows. First, we designed a phylogenetic tree T with
three leaf nodes and designated the evolutionary parameters, including the
divergence time t and the transition probabilities λ, µ of regulatory states in
a unit time. Second, we simulated 1000 orthologous gene groups. Each gene
group was composed of a triplet of genes in the observed species. The regu-
latory state of each gene in each species was simulated from the continuous
time Markov chain. Third, we proceeded to simulate the regulatory sequence
for each gene. We decided on the number of TFBSs in this sequence by draw-
ing from a Poisson distribution. When the regulatory state was 1, we drew
from Poisson(λ1); otherwise we drew from Poisson(λ0). We used different
λ1 and λ0 to generate multiple simulated datasets. Next, we generated the
drawn number of TFBSs by sampling from the products multinomial distri-
bution defined by the OCT4 position-specific weight matrix (PWM). These
TFBSs were inserted into a background sequence, and the full sequence was
truncated into length 1000bp. Finally, we designated the total number of
clusters as 5. We simulated the cluster indicator for each gene according to
multinomial distributions p and q. Different p and q were used in the different
simulation datasets.
Six datasets were simulated with different signal and noise levels in the
sequence and in the expression data. The parameters used for simulation are
as follows.
Both strong: λ0 = 0.5, λ1 = 2, p = {0.2, 0.2, 0.2, 0.2, 0.2},
q = {0.9, 0.025, 0.025, 0.025, 0.025}.
Sequence only: λ0 = 0.5, λ1 = 2, p = {0.2, 0.2, 0.2, 0.2, 0.2},
q = {0.2, 0.2, 0.2, 0.2, 0.2}.
Expression only: λ0 = 1.5, λ1 = 1.5, p = {0.2, 0.2, 0.2, 0.2, 0.2},
q = {0.9, 0.025, 0.025, 0.025, 0.025}.
StrongSeq WeakExp: λ0 = 0.5, λ1 = 2, p = {0.2, 0.2, 0.2, 0.2, 0.2},
q = {0.6, 0.1, 0.1, 0.1, 0.1}.
StrongExp WeakSeq: λ0 = 1, λ1 = 2, p = {0.2, 0.2, 0.2, 0.2, 0.2},
q = {0.9, 0.025, 0.025, 0.025, 0.025}.
Both weak: λ0 = 1, λ1 = 2, p = {0.2, 0.2, 0.2, 0.2, 0.2},
q = {0.6, 0.1, 0.1, 0.1, 0.1}.
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The 6 simulated datasets had different signal and noise levels. Here the sig-
nal refers to the information that could be utilized by our model for predicting
TN structure. The first simulated dataset contained strong signals in both
the sequence and the expression data. On this dataset the model achieved
85% and above prediction accuracies (Figure 3.5 Both strong). When we
tested β from small (0.05) to large (10 -100) values, the prediction accuracy
first increased, and peaked at around β = 1, and then decreased. This is con-
sistent with our expectation because when β is very small (large), the model
relies almost exclusively on the sequence (expression) data, which should not
be as good as when the signals from both data types are utilized. The shape
of the prediction accuracy curve suggests that the model was capable of tak-
ing real advantage of having two data types. We then hypothesized that the
prediction accuracy when β is small (large) would be similar to the prediction
accuracy when the model is applied to a dataset with a similar signal level
in sequence (expression) data and no signal at all in expression (sequence)
data. To test this hypothesis, we simulated two other datasets, which fol-
lowed the same simulation procedure for the sequence (expression) data but
randomly generated the expression (sequence) data. The models prediction
accuracies behaved as expected on these two datasets (Figure 3.5, Sequence
only and Expression only). We then further challenged the model by adding
a little signal to the expression data of the Sequence only dataset, which
led to improved prediction accuracy in the usual range of β (0.5 - 3) (Fig-
ure 3.5, StrongSeq WeakExp). Similarly, we found adding a little signal to
the sequence data of the Expression only dataset led to improved prediction
accuracy (Figure 3.5, StrongExp WeakSeq). Finally, as a negative control,
we generated a dataset with little signals in both the sequence and the ex-
pression data, which led to the smallest prediction accuracies of all tested
β values (Figure 3.5, Both weak). These simulation results suggest the TN
evolution model successfully utilized both the sequence and the expression
data for predicting the regulatory relationships in multiple species.
To assess potential model overfitting, we performed 5-fold cross-validation
on each of the six simulated datasets (Figure 3.5). The model performances
on training data and testing data of all six simulations were very similar,
suggesting that in various simulated situations, including the combinations
of strong or weak sequencing signals to strong or weak coexpression signals,
the model would not overfit, regardless of the choice of β.
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Figure 3.5: Prediction accuracies for simulated datasets. The
predication accuracy was plotted against the relative weight of the
expression data (β). Training and testing datasets were separate datasets.
The prediction accuracies on training and testing datasets are almost
identical, rendering the accuracy curves to overlap.
3.2.4 Transcriptional re-wiring in yeasts: a test of the model
To test the TN evolution model with real data, we used the recent discovery
of a re-wiring event in yeast species. We wanted to use the analysis of this
relatively well described re-wiring event to test the validity and precision
of the new model. Genes coding for mitochondrial and cytoplasmic ribo-
somal proteins display a strongly correlated expression pattern in Candida
albicans, but this correlation is lost in the fermentative yeast Saccharomyces
cerevisiae. Ihmels et al. associated this change in gene expression with the
loss of a specific cis-regulatory element, AATTTT, from dozens of mitochon-
dral ribosomal protein (MRP) genes [134]. We attempted to reproduce this
finding and potentially explore it in greater details with new data and the
TN evolution model. Because the inferred loss of the cis-regulatory element
happened after the separation of aerobic and anaerobic yeast species, we
chose to analyze two anaerobic species, Saccharomyces cerevisiae, and Can-
dida glabrata, and one aerobic species Candida albicans. We identified in
the three species the orthologs of 51 MRP genes, 58 rRNA genes, and 73
stress response (STR) genes. While the three gene sets formed their indi-
vidual expression clusters in S. cerevisiae and C. glabrata, MRP and rRNA
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genes appeared to be co-expressed in C. albicans (Figure 3.6A). An enriched
sequence motif was found by MEME [135] in the promoters of rRNA genes of
all three species, as well as in the promoters of the MRP genes in C. albicans
(Figure 3.6B New Motif). We hypothesized that this motif may represent
the binding specificity of a conserved TF, which we termed TFa. If Ihmels et
al.s finding can be reproduced, there should exist a TF that regulates MRP
genes only in C. albicans but not in anaerobic species. We let our evolu-
tionary model predict the transcriptional targets of TFa in all three species.
We compared the model-predicted regulatory relationships to Ihmels theory
and found strong consistency (Figure 3.6B). When the weight of expression
data β was set to 6, 90% of all the analyzed genes and 78% of MRP genes in
the three species were regulated according to Ihmels theory. This suggests
that the TN evolution model captured the re-wiring of MRP genes as Ihmels
et al. reported and provides additional support to the hypothesis that the
re-wiring event is correlated with the divergence of aerobic and anaerobic
species.
Since the TN evolution model enabled the analysis to include the expres-
sion and the sequence data of a third species, C. glabrata, which was not
present in Ihmels analysis, we expected the model-based analysis to reveal
more details regarding TFa and its regulatory rules. To this end, we asked
whether the 6bp cis-regulatory element, AATTTT, identified by Ihmels et
al. was optimal. We compared AAATTTTT (new) and AATTTT (Ihmels)
by the number of target genes they can correctly predict in the three species.
The new motif was more informative in predicting both the target genes and
the non-target genes (Figure 3.6B, panel ALL). To assess the robustness of
this result, we investigated every gene group (MRP, rRNA, STR), and we
varied the weight of expression data (β) used in the model. The new motif
better distinguished the target and the non-target genes in all the settings
tested (Figure 3.6B), suggesting the new motif is a more faithful representa-
tion of TFas binding preference. These results corroborated our expectation
that the precision of the model is suitable for making discoveries.
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Figure 3.6: Rewiring of TNs among three yeast species. (A)
Clustering of gene expression data in each species. The functional gene
groups, including mitochondria protein genes (MRP), rRNA genes (rRNA),
and stress response genes (STR), are correlated with gene clusters. (B)
Prediction accuracy of regulatory relationships using the new motif (blue)
and using the Ihmels et al. reported motif (red).
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3.2.5 Applying the model to assess the rewiring rate of TNs
among mammals during early embryonic development
To investigate the discrepancy between morphological conservation and molec-
ular differences in mammals, we hypothesized that the TN structure does
not evolve as quickly as the TF binding sites and gene expression. In
other words, we hypothesized that although there are substantial amounts
of TFBS turnovers and gene expression changes across mammals, there are
fewer changes in TN structure, i.e. TF-target regulatory relationships.
To test this hypothesis, we applied the TN evolution model to analyze
the sequence and expression data in PED of humans, mice and cattle. Out
of a total of 7046 orthologous gene triplets in the three species, 1489 of
them fell into some coexpression modules (had non-constant expression and
were not clustered as singletons). We chose Oct4 as the TF of focus in this
study. The output of our evolutionary model is the regulatory relationship
between a TF, Oct4 in this case, and every gene in every input species.
Among the 1489 orthologous gene triplets, 823 (55.3%) were predicted to
be regulated by Oct4 in all three species, and 113 (7.6%) were predicted to
be only regulated in one species [nodes, Figure 3.7A]. In particular, only 40
(2.7%) orthologous triplets were regulated by Oct4 specifically in humans.
This estimated fraction (2.7%) is much smaller than the fraction of genes
with human-specific PED expression (45%, p − value < 1E − 10), which in
turn is much smaller than the fraction of human-specific Oct4 binding sites
(95%, p− value < 1E − 10) [113][Figure 3.7B].
To assess whether the model-inferred smaller interspecies difference in TF-
target relationship than the previously reported interspecies difference of gene
expression is due to model priori, we did two control experiments. First, the
gene expression data alone was fed to the same evolutionary model, which
led to an estimated 62.3% re-wiring rate [Figure 2C, Exp+Phy]. In this
case the estimated re-wiring rate should be interpreted as the percentage of
genes with unconserved expression patterns among the three species, which
is consistent with previously reported 55% [5]. Second, both sequence and
expression data were fed to the evolutionary model together with randomly
permuted Oct4 DNA binding motifs, which led to a distribution of the esti-
mated re-wiring rates [Figure 3.7C, red curve]. The mode of this distribution
was 0.66, and 82.2% of the estimated rates lay between 0.5 and 0.8. Both
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Figure 3.7: Conservation and rewiring of Oct4 downstream TN. (A)
Venn diagram of model-inferred Oct4 target genes in three species. Each
node is a gene and each edge represents a transcriptional regulatory link.
When a set of genes are linked to a regulatory hub gene, this set of genes is
suppressed into one node, annotated with the name of the hub gene
followed by the number of other genes transcriptionally linked to the hub.
(B) Inferred conservation levels for DNA, TFBS, gene expression, TN, and
morphology. (C) Comparison of model-inferred re-wiring rates with
(Exp+Seq+Phy) and without (Exp+Phy) DNA sequence data. The
re-wiring rate of TF was calculated as the percentage of non-conserved
TF-target relationships among all TF-target relationships. A background
distribution (red curve) of the re-wiring rate is derived from randomly
permuting the rows and columns of the Oct4 position specific score matrix
(PSSM) and feeding the permutated PSSM to the model with unperturbed
sequence and gene expression data.
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control experiments subjected gene expression data to the same model priori
as the TF-target analysis, and consistently reported larger estimated inter-
species changes of gene expression than TF-target relationship, considering
the model inferred 44.7% (100% - 55.3% conserved targets) re-wiring rate for
Oct4.
We then asked to what extent the interspecies difference in Oct4 target
genes affects the downstream gene regulatory networks. We mapped protein-
protein interactions and transcriptional regulatory relationships among all
the genes [Figure 3.7A]. Among all the possible protein-protein interactions
(PPIs) [136, 137, 138, 139], 134 interactions were found between the genes
that were predicted to be conserved targets in all three species, whereas 0
interactions were found between the genes that were specifically regulated
by Oct4 in any one species (Chi-square test p-value = 6.6E-210). Among all
the transcriptional regulatory relationships [140, 141], 270 regulatory rela-
tionships were found between the genes that were predicted to be conserved
targets in all three species, whereas 1 interaction was found between the gene
that were specifically regulated by Oct4 in only one species [gray edges, Fig-
ure 3.7A] (Chi-square test p-value =8.7E-307). In summary, the data above
suggest that compared to the changes in TFBS and gene expression, the tran-
scriptional targets of Oct4 are more conserved, and so are the interaction and
regulatory relationships of these Oct4 target genes [Figure 3.7B].
3.2.6 Quantitative clues about cis changes that affect TN
re-wiring
A long standing question is to what extent the evolutionary changes of the
TF-target relationship are associated with cis changes. In other words, for
a conserved TF, can we use the cis changes to infer changes in regulatory
relationships? Except for testing done on a small set of experimentally char-
acterized enhancers [142], genome-wide analysis attempts seemed to provide
negative answers. For example, changes in DNA binding motifs do not seem
to correlate well with changes in TF-DNA binding [143], and loss (gain) of
in vivo TFBS may not affect target gene expression because they can be
compensated by gain (loss) of in vivo TFBS in other regulatory regions of
the same target gene [113]. The TN evolution model enabled us to revisit
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Figure 3.8: Relationship between conservation and binding
affinities. (A) The distribution of the average binding affinities between
Oct4 and orthologous regulatory sequences in three species. (B)
Interspecies difference in binding affinities of the 20kb upstream sequences
of orthologous genes. The orthologous genes are put into four categories of
conservation. Error bars show 95% confidence intervals.
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this question. In the case of Oct4 regulated genes, the conserved target
genes (regulated by Oct4 in three species) harbored cis-regulatory regions
(20k bp flanking TSS) with larger binding affinities to Oct4, as compared to
the non-conserved target genes [Figure 3.8A]. This is consistent with the fact
that motif information was used in the model. Moreover, the interspecies
difference in the binding affinities, as determined by the Oct4 motif and the
cis-regulatory regions, is inversely correlated with the conservation level of
the TF-target relationship [Figure 3.8B]. More specifically, the average in-
terspecies cis difference in the target genes that are conserved in all three
species is 55% of the average interspecies cis difference of the target genes
conserved in two species (not a target gene in the third species) (p-value =
5.15407E-76). The latter difference is in turn 75% of the average interspecies
cis difference of the target gene in only one species (not a target in the other
two species) (p-value = 2.877E-17); However, it is not statistically differ-
ent from the interspecies cis difference of non Oct4 target genes (p-value =
0.1204).
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CHAPTER 4
STUDYING THE EVOLUTION OF
EPI-GENOME
4.1 Evidence for natural selection of the human
epigenome
The human genome is decorated with a number of chemical modifications.
These modifications of DNA or chromatin constitute a complex regulatory
layer on top of the genome sequence. For example, DNA cytosine methylation
(Cm) [22], histone 3 lysine 27 tri-methylation (H3K27me3), and histone 3
lysine 9 tri-methylation (H3K9me3) may repress gene transcription, whereas
histone 3 lysine 4 mono-, di-, and tri-methylation (H3K4me1/2/3), lysine
27 acetylation (H3K27ac), and lysine 36 tri-methylation (H3K36me3) are
positively associated with transcription [23]. It is increasingly clear that the
epigenome contributes crucially to the regulatory functions of the human
genome.
To explore relationships among evolutionary changes to the genome, the
epigenome, and the transcriptome, a few specific questions are of critical in-
terest. First, evolutionary selection has left clear traces on the human genome
[7]; what are the traces of evolutionary selection on the human epigenome?
Second, are evolutionary changes to the epigenome merely a consequence
of genomic sequence changes or, rather, have epigenomic marks made the
genome more or less susceptible to evolutionary selection? Third, conserva-
tion levels of gene expression correlate poorly with the conservation levels of
nonexonic sequences in vertebrates [144]; might this discrepancy be explained
by the epigenome?
To answer these questions, we did a ”comparative epigenomics” study
[145] with a focus on evolution. We generated and compiled from published
works genomic distributions of eight epigenetic modifications including Cm,
H3K4me1/2/3, H3K9me3, H3K27me3, H3K27ac, H3K36me3, and the bind-
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ing of four transcription regulators, P300, Taf1, Oct4 and Nanog, in pluripo-
tent stem cells of humans, mice, and pigs (Sus scrofa) [146]. We assayed
Cm by both methylated DNA immunoprecipitation followed by sequencing
(MeDIP-seq) and DNA digestion by methyl-sensitive restriction enzymes fol-
lowed by sequencing (MRE-seq) [22]. Histone modifications and binding of
transcription regulators were assayed with chromatin immunoprecipitation
followed by sequencing (ChIP-seq). Our ChIP-seq data quantitatively repro-
duced published ChIP-seq data, indicating small lab-to-lab variations. We
measured gene expression levels in the same cells of the three species using
RNA sequencing (RNA-seq) technology. Taken together, a total of 55 se-
quencing datasets were compiled, among which 26 datasets (81 billion bases)
were generated from this study and the 29 other datasets (30 billion bases)
were compiled from 8 published works [147, 148].
The pronounced overall interspecies epigenomic differences provoked the
question of whether there are any traces of conservation of the epigenome.
We started by checking the epi- modification intensities on various genomic
features, including intergenic regions, promoters, exons, introns, and 5’ and
3’ untranslated regions (UTRs). The distribution of the intensities of each
epi- modification on each type of genomic feature was summarized (box plots,
Figure 4.1), and then these distributions were combined into an epi- intensity
distribution for all genomic regions for a species (any panel of 9 box plots,
Figure 4.1). The combined epi- intensity distribution is conserved across
species for every epi- modification. A non-parametric test with the null hy-
pothesis that epi-intensity distributions are different across species generated
p − values < 10−5 on every assayed epi- modification except for H3K4me3
(p − value < 0.01), indicating interspecies conservation of the relative epi-
intensities for multiple types of genomic regions.
We then tested whether the co-appearance of two epi- modifications is con-
served across species. In the human genome, non-randomly co-appearing epi-
modifications include H3K4me1, H3K4me2 and H3K4me3 (minimum odds
ratio = 4.55, p−value < 10E−20), as well as H3K27me3 and H3K4me1/2/3
(known as bivalent domains [149], minimum odds ratio = 4.14, p-value ¡
10-20). Non-random, mutual-avoiding epi- modifications include Cm vs.
H3K4me2/3 (odds ratio = 0.70, p− value < 10E − 20). These non-random
co-appearance patterns are conserved in mouse and swine genomes (Figure
4.2A). Even weak co-appearance patterns between any two of Cm, H3K9me3,
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Figure 4.1: Interspecies conservation of epigenomic modifications.
Each box plot represents the distribution of the intensities of a type of epi-
modification (e.g., H3K27me3, upper most row) in a given type of genomic
region (e.g., 500bp upstream of genes, left most column). Median, quartiles,
maximum, and minimum intensity values are shown in each box plot (see
insert). IQR: inter-quartile range, the distance between the first and the
third quartiles. The assembly of 9 box plots shows the distribution of
relative intensities of an epi- modification on different genomic regions in a
species (e.g., H3K27me3 in human, upper most and left most panels).
Non-parametric analysis demonstrated that such a distribution is strongly
conserved across species (compare each row across left, middle, and right
panels; p < 0.01), and such a strong conservation appears in every assayed
epi- modification.
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H3K27me3, H3K36me3, and H3K4me1, 2, and 3 are conserved in all three
species (p− value < 10E − 9).
Next we tested whether the genomic regions with a single or a pair of epi-
modifications are correlated with conserved genomic sequences. Genomic re-
gions with all assayed epi- modifications except for H3K9me3 are correlated
with sequence-conserved regions (odds ratio = 1.43, p − value < 10E − 20)
(Figure 4.2B). With the exception of H3K9me3-marked regions, the genomic
regions with two epi- modifications are also correlated with conserved se-
quences (p − value < 10E − 9), often with stronger correlations than sin-
gle epi- modification regions. Among all combinations of epi- modifica-
tions, the combination of H3K27me3 and H3K4me3 (bivalent domain [149])
has the strongest correlation with conserved sequences (odds ratio = 2.01,
p− value < 10E− 20). This result most likely reflects evolutionary selection
pressure that is operating on the bivalent epi- modifications (Figure 4.2B).
If the epigenome is evolutionarily selected, one would expect to see not
only that epi- marked and conserved sequences are positively correlated, but
also that orthologous sequences in two genomes share the same epi- mod-
ification. To test this hypothesis, we categorized conserved regions of the
human genome into three distinct sets, which are strongly, moderately, and
weakly conserved in 46 vertebrate species, respectively [150]. In each set,
we quantified epigenomic conservation by the ratio between the observed
number of sequences whose orthologous sequences share the same epi- mod-
ification and (divided by) the expected number of epi- sharing orthologous
sequences (Figure S3A). H3K27me3, H3K36me3, H3K4me2, and H3K4me3
showed 3- to 20-fold increases in co-occupancy of human-mouse or human-pig
orthologous sequences than would be expected by random chance (maximum
p− value < 10E − 7). For H3K27me3, H3K36me3, H3K4me1/2/3, and Cm,
as the level of sequence conservation increases, the chance of orthologous se-
quences sharing the same epi- modification also increases. Taken together,
the conserved co-appearance of epi- marks, correlation between epi- modifi-
cation and conserved regions, and the co-occupancy of orthologous sequences
provide initial evidence that vertebrate epigenomes have been evolutionarily
selected.
To globally examine the relationship between genomic evolution and epige-
nomic changes, we categorized the human genome into 50 distinct sets,
and ordered these sets by the direction (positive, negative) and strength
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Figure 4.2: Interspecies conservation of co-appearance of different
epi- modifications. (A) Log ratio between the number of genomic regions
carrying two epi- modifications (shown as row and column names) and the
expected number, calculated from a null model that the epi- modifications
appear independently to each other (each small box; red: logratio > 0,
co-appearance; blue: logratio < 0, anti co-appearance). Except for
H3K4me3, both positive and negative co-appearances of any two
modifications are conserved across species, as seen in similar colors of the
three consecutive boxes in a row. (B) Log ratio between the number of
conserved regions carrying one (diagonal boxes) or two (non-diagonal boxes)
epi- modifications and the expected number, calculated from a null model
in which conserved regions and epi- modified regions appear independently.
Conserved genomic regions are determined by six pair-wise comparisons,
shown in six small boxes circled with a darker edge. For example, the left
most upper box refers to the human genomic regions conserved in a human
vs. mouse comparison. All genomic regions with epi- modifications except
H3K9me3 were positively associated with conserved regions (red).
H3K9me3 selectively marks non-conserved regions (blue). Bivalent domains
(co-marked by repression mark H3K27me3 and activation mark
H3K4me2/3) exhibited the strongest association with conserved regions.
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of selective pressure. We then identified the epigenomic conservation lev-
els in every set (Figure 4.3 A). Enhancer mark H3K4me3 and gene-body
mark H3K36me3 exhibit increased conservation in the strongly positively
or strongly negatively selected sets. H3K27me3, H3K9me3 and Cm exhibit
increased conservation in strongly negatively selected sets. In summary, a U-
shaped correlation was observed between genomic selection and epigenomic
conservation; the large portion of evolutionary neutral or near-neutral se-
quences exhibit a baseline epi- conservation level, forming the bottom of the
U-shape; the strongly positively and strongly negatively selected sequences
exhibit enhanced epi- conservation, making the two ends of the U-shape tilt
upward.
The increased conservation levels for H3K4me3 and H3K36me3 in posi-
tively selected sequences indicate that epigenomic conservation is not deter-
mined by interspecies sequence similarity. To further test this hypothesis,
we directly correlated epi- conservation with interspecies sequence similar-
ity. This is a different test than the vertebrate conservation analysis because
the conservation level of a human sequence in 46 vertebrates does not nec-
essarily correlate with its sequence identity specifically in mice or pigs [151].
Except for H3K9me3, pairwise comparisons among human, mouse, and pig
consistently rule out a positive correlation between sequence similarity and
epi- conservation (p − value < 10E − 20). These data indicate that either
pairwise alignment is not sufficient to detect epigenomic conservation, or
epigenomic conservation is not a simple consequence of sequence similarity.
Instead, these data indicate that the epi- conservation may buffer negative
selective pressure, providing the genome a larger freedom to change.
To buffer sequence changes from negative selective pressure, the epigenome
had to buffer genomic changes from generating phenotypic outcomes through,
for example, transcriptomic changes. To explore this possibility, we started
by asking whether the same combination of epi- modifications is predictive of
gene expression in every species. In each species, we used a linear regression
model to fit the expression value of every gene to the eight measured epi-
intensities in its promoter and used a model selection procedure to choose
the epi- modifications that are predictive of gene expression. With only four
epi- intensity values, the expression of every gene can be predicted in each
species (largest p − value < 10E − 16). The models did not overfit, and
the epi- to expression predictive power matches 52.7%-81.3% of using one
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Figure 4.3: Global comparison of genomic and epigenomic
conservations. (A) The human genome was categorized into 50 distinct
sets by selection strengths (x-axis). These sets were ordered from the most
strongly positively selected (1st), to neutral (17th), and to most strongly
negatively selected (50th). Epi- conservation levels by human-mouse (green)
and human-pig (orange) comparisons are plotted on the y-axis. Similarly,
the mouse genome was categorized into 50 sets, and the epi- conservation
levels by a mouse-pig comparison are plotted (blue). (B) Schematic
representations of the correlations between sequence selection and epi-
conservation. Some epi- marks exhibit a U-shaped correlation, while others
can be represented by the right half or the flat bottom of the U-curve.
RNA-seq dataset to predict another. The epi- modifications predictive of
gene expression levels were almost identical among humans, mice and pigs,
including H3K4me3, H3K36me3, H3K27me3, and H3K27ac. The only excep-
tion was that in pigs, H3K9me3 replaced H3K27ac in the final model, due to a
large correlation (0.91) between H3K4me3 and H3K27ac data in pigs. These
data show that gene expression can be predicted by a conserved set of epi-
modifications. Consistent with this theory, in all three species, H3K4me3,
H3K36me3, H3K27me3, and H3K27ac intensity distributions could classify
genes into groups of different expression levels and vice versa. Considering
that the epigenome is cell-type specific, we compared epigenomic and tran-
scriptomic data between ESCs and adipocytes [145]. In both humans and
mice, epigenomic differences between the cell types were predictive of gene
expression differences.
The interspecies epigenomic changes explain transcriptomic changes bet-
ter than genomic sequence changes. One possible mechanism for transcrip-
tomic evolutionary changes to relate to epigenomic changes is that epige-
nomic changes may influence transcription factor (TF) binding intensities.
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Figure 4.4: Epi- modification intensities correlated with TF
binding intensities. (A, B) Measured epi- modification intensities show
visual correlation with the total number of binding sites of 15 TFs
measured by ChIP-seq in mESC cells in the genome (A, scale-bar: 2M bp;
B, scale-bar: 50K bp). (C) Using a 200bp sliding window to scan the mouse
genome, the total epi- modification intensity in each window was associated
with the total number of TF binding sites. (D) Nanogs in vivo binding sites
are surrounded by a combinatorial epi- modification pattern that is
conserved between human and mouse pluripotent stem cells, but not in
mouse adipocytes.
In each species, epi- intensities are strongly correlated with the total bind-
ing intensities of all assayed TFs (Figure 4.4A-C). As a representative TF,
Nanogs in vivo binding sites are surrounded by cell type specific epigenomic
patterns (Figure 4.4D). The evolutionary changes of epi- intensities are pre-
dictive of binding intensity changes of Oct4 (p− value < 10E − 22), Nanog
(p−value < 10E−22), and P300 (p−value < 10E−22). These data are in
line with the hypothesis that the epigenome buffers sequence changes from
selective pressure in evolution.
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4.2 An Evolutionary Model for the Joint Alignment of
Genome and Epi-genome
Recent analyses demonstrated that only 5 to 10 percent of in vivo binding
sites of conserved transcription factors (TFs) locate in the alignable DNA
sequences of phylogenetically close species, including human, mouse [152],
other mammals [153], and three yeast species [154]. These data suggest a
huge amount of TF binding site (TFBS) turnovers, far beyond what can be
explained by available molecular evolution models [155, 156]. These data
heated up the debate on the relationship between functional and evolution-
arily conserved DNA.
We speculated that the surprisingly low overlap between in vivo TFBSs and
conserved DNA sequences was in part due to the lack of power of sequence
alignment tools to find real orthologous DNA that shared a common ances-
tor. Improving computational identification of orthologous DNA has proved
difficult. This difficulty can be partially appreciated by the excellent efforts
and remaining challenges of finding orthologous genes [157], considering that
the orthology of intergenic regions are even more difficult to determine.
Finding orthologous DNA has so far relied, almost exclusively, on align-
ment of the nucleotide sequences. The idea is that alignment finds structural
homology, which in turn infers evolutionary conservation. This was a good
strategy, when the base composition was the only chemical and structural
information of the chromosome that could be obtained by high-throughput
technologies. Now that other biochemical and structural information, includ-
ing cytosine methylation, nucleosome positions and histone modifications,
have become available through BS-seq, ChIP-seq and other high-throughput
technologies, it tempted us to find chromosomal similarities with these infor-
mation. We hypothesized that with and without the epigenetic information,
the views of structural similarity and hence the evolutionarily conserved chro-
mosomal regions would be different. Since DNA is not naked in vivo, the
view of chromosomal similarity with both genetic and epigenetic information
might be more relevant to evolutionary conservation and regulatory func-
tions.
An initial support to our hypothesis probably lies in cytosine methylation,
which involves the addition of a methyl group to the to the 5 carbon of the
cytosine pyrimidine ring. A methylated cytosine (Cm) is chemically different
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from an unmethylated cytosine (C), and therefore was regarded as the fifth
base [158]. It is thus conceptually possible to distinguish Cm from C in
defining structural similarity of DNA. Cytosine methylation can be inherited
through cell division. In imprinted regions cytosine methylation is also passed
onto next generations, and can be evolutionarily selected [159]. Thus, a
sequence comparison tool with special treatment to Cm may better capture
evolutionary history. Finally, cytosine methylation serves a conserved role in
transcriptional repression across species [160] and tissues [161], which is in
line with our speculation that capturing epigenetic information in homology
search may offer a new method to find regulatory genomic regions. Similar
features to the genomic distribution of Cm could be found in histone code
[162], in the senses that it contains structural information; together with the
genetic code, it serves as critical determinant of chromosomal inheritance
[163]; and it exhibits clear functional roles in gene regulation [162].
We hypothesized that epigenomic data on matched cell types and cellular
environments, may help to identify orthologous chromosomal regions. To test
this hypothesis, we developed an evolutionary model that takes into account
both genomic and epigenomic information, including cytosine methylation
and histone modifications. An alignment algorithm, EpiAlignment was de-
veloped to search for structural homology based on this evolutionary model.
4.2.1 An evolutionary model for the genome and the
epigenome
We developed a probabilistic model to describe the evolution of chromosomal
regions. The structure of a chromosomal region is defined by its genomic
sequence and its epigenetic states. For example, an unmethylated cytosine
and a methylated cytosine are considered as in different bio-chemical states;
and the same nucleotide sequences near different histone decorations are also
considered as in different bio-physical states.
We denote each chromosomal location by a DNA base N ∈ A,C, T,G and
a vector of epigenetic states E = [E1, E2, ..., En], where n is the total number
of epigenetic states considered in the model; Ei is a binary variable indicat-
ing whether a specific epigenetic state is associated with this chromosomal
location. Without insertions and deletions (indels), the evolutionary changes
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to the nucleotide and the changes to the epigenetic states are assumed inde-
pendent.
We adopted the evolutionary model described in [164] to model DNA se-
quence evolution, including mutation and indel events. The substitution rate
µ for a mutation is assumed invariant to all nucleotides. Assume when a mu-
tation occurs, a base will be substituted by A, T, C, or G with probabilities
piA, piT , piC , piG. The transition probability in evolutionary time t is:
fij(t) =
{
e−µt + pij(1− e−µt) i = j
pij(1− e−µt) i 6= j
We model the transition of epigenetic states with a continuous time Markov
model. The transition rate is denoted as λ. When a transition event occurs,
an epigenetic marker will transit into state 0 or 1 with probabilities pi0, pi1.
The transition probability in time t is:
gij(t) =
{
e−λt + pij(1− e−λt) i = j
pij(1− e−λt) i 6= j
If a chromosomal location with nucleotide Na and epigenetic states Ea
evolved into nucleotide Nb and epigenetic states Eb, under the model as-
sumptions, the overall probability of observing these data is:
P (Na, Nb, Ea, Eb|θ) = fNa,Nb(t)
n∑
i=1
[gEa,i,Eb,i(t)]
βi
where βi is a probabilistic weight for the changes on epigenetic marker i.
We adopted the indel model that described in [164]. The general idea is
that we consider insertions and deletions as either birth or death of imagina-
tive ”links” between nucleotides. Given the indel model and the parameters
of birth and death rate for links, we could calculate the probability of an
alignment, or evolutionary path, of the links P (α′|θ). Given the alignment of
links we could calculate the probability of an alignment of two chromosomal
regions P (α|α′, θ). To identify the best alignment by maximizing P (α|α′, θ),
we developed a dynamic programming algorithm, EpiAlignment.
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Figure 4.5: The EpiAlignment algorithm. The EpiAlignment result of
two hypothetical sequences and three epigenetic layers are shown. The
three epigenomic markers include two histone modification markers, shown
in yellow and blue dots, and cytosine methylation, shown as red letters. A
”G” in red represents a methylated C on the reverse strand. The
EpiAlignment score is the sum of the alignment scores from all four layers,
including +ws/− wm for nucleoside match/mismatch; +/− wi for histone
modification marker match/mismatch; +/− wc for cytosine methylation
match/mismatch.
4.2.2 EpiAlignment Algorithm
EpiAlignment is a dynamic programming algorithm to identify the best align-
ment by maximizing the probability of an evolutionary path P (α|α′, θ). The
genome sequence data and the states of multiple epigenetic markers are used
as input data. EpiAlignment starts from scoring a pair of nucleoside bases
from two sequences, rewarding for matches and penalizing for mismatches,
gap openings or gap extensions. On top of each pair of matched bases, Epi-
Alignment adds a score from the epigenetic states to the alignment score,
rewarding for matches and penalizing for mismatches of each type of epige-
netic markers (Figure 4.5). Through dynamic programming, EpiAlignment
computes the cumulative alignment score of any pairs of sub-sequences, and
reports the pairs with the highest cumulative alignment scores. Similar to
Blastz, EpiAlignment can be used iteratively to identify multiple alignable
subsequences in a pair of input sequences.
Suppose the two sequences to be aligned are of lengths m and n, and a
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total of h epigenetic markers have been assayed. Denote the jth base in the
kth sequence as Skj, where k = 1, 2. Denote the measured value of the i
th
epigenetic marker on the jth base in the kth sequence as Eikj. For exam-
ple, suppose Histone 3 lysine 4 trimethylation (H3K4me3) was measured by
ChIP-seq experiments. Within the regions determined to have the H3K4me3
mark, Eikj = 1, and outside such regions E
i
kj = 0. EpiAlignment also allows
the epigenomic measurement to take more than two values (0 and 1). For
example, Eikj can also takes values 0,1 and 2, with 2 representing a higher
probability for the jth base to be associated with H3K4me3. The score matrix
M for the two sequences in EpiAlignment is constructed as follows (Figure
4.5). Note that the indices of M start at 0 to match the locations of the
sequences. Therefore, M has dimensions of m+ 1 and n+ 1.
Mp,0 = 0, 0 ≤ p ≤ m
M0,q = 0, 0 ≤ q ≤ m
Mp,q = max

0
Mp−1,q−1 + u(S1p, S2q) +
∑h
i=1wi × v(Ei1p, Ei2q)
Mp−1,q + u(S1p,−)
Mp,q−1 + u(−, S2q)
where
u(S1i, S2j) =
{
ws if S1i = S2j
−wm if S1i 6= S2j
u(S1i,−) = u(−, S2j) = wind = −c− |ext| × d
v(Ek1i, E
k
2j) =

0 if Ek1i = E
k
2j = 0
a if Ek1i, E
k
2j 6= 0
−b if Ek1i = 0, Ek2j 6= 0orEk1i 6= 0, Ek2j = 0
Note that ws, wm, a, b, c, d > 0. ws and a are the rewards of matches on a
nucleoside and on an epigenetic marker. wm and b are the penalties of mis-
matches. c and d are gap opening and extension penalties. |ext| is the length
of the a gap extension. wind is the total gap penalty. Because Mp,q is can be
calculated from Mp−1,q−1,Mp−1,q and Mp,q−1, we use dynamic programming
in EpiAlignment to compute the score matrix M . After computing M , Epi-
Alignment identifies the alignable subsequences by starting from the largest
70
value in M and then tracing back to the position (p, q) where Mp,q = 0.
4.2.3 Case study 1: alignment of the upstream regions of
Pou5f1 in human and mouse.
POU5F1 is one of the few indispensable regulators of embryonic stem (ES)
cells. POU5F1 is also required for generating induced pluripotent (iPS) cells
in both human and mouse. The critical and conserved roles of POU5F1 made
it tempting to speculate that its expression should be controlled by conserved
regulatory sequences. We showed that the Kruppel-like TF KLF4 was also
a key TF that regulate the ES cell phenotype [165], and ChIP-seq data
showed that KLF4 binds to the core promoter or the mouse Pouf51 gene [166].
Surprisingly, the sequence alignment results in the UCSC Genome Browser
showed that the mouse KLF4 binding site does not have an orthologous
human site, suggesting a TFBS turnover event.
We investigated this issue by applying EpiAlignment to the human and
mouse sequences together with the H3K4me3 data in both human [167] and
mouse ES cells [168]. We chose H3K4me3 to analyze because it was correlated
with promoter regions and it was speculated to facilitate TF access to DNA
[168].
We retrieved 4000bp upstream sequences of the human (hg19) and the
mouse (mm9) Pou5f1 genes, and downloaded ChIP-seq data of H3K4me3 in
undifferentiated human (GEO accession: GSM433170) and mouse ES cells
(GSM307618). We mapped ChIP-seq reads to the human and the mouse
genomes with RMAP [169]. A chromosomal location was decided to be asso-
ciated with H3K4me3 when there were at least three overlapping ChIP-seq
reads on this chromosomal location, and the measured value E
(i=H3K4me3)
kj
was assigned to 1 for this location. E
(i=H3K4me3)
kj was set to 0 on other chro-
mosomal locations. 4kb upstream sequences of the human and the mouse
Pou5f1 genes were retrieved, and together with the H3K4me3 data were
used as input data to EpiAlignment.
EpiAlignment reported an alignment of a pair of 50bp subsequences. This
aligned sequence was in the core promoter (169-224 bp upstream to TSS)
of the mouse gene, and more than 2K bp upstream (2005-2056 bp) to the
human gene (Figure 4.6). The DNA sequence and the epigenome layer each
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Figure 4.6: The EpiAlignment aligned subsequences in the upstream of the
human and mouse Pou5f1 genes contained in vivo KLF4 binding sites and
KLF4 binding motifs. The KLF4 binding motifs overlapped with the
longest stretch of matches (8 consecutive matched bases) in the aligned
region, suggesting the binding site is negatively selected.
contributed 9 and 12.5 to the total alignment score. We asked whether
this pair of aligned sequences might carry any functional roles. ChIP-seq
data showed that the mouse sequence in the aligned region was bound by
KLF4, suggesting it carried an in vivo KLF TFBS. Consistently, this region
carried a nearly perfect KLF4 DNA binding motif at 211bp upstream to the
mouse TSS (Figure 4.6). We then asked whether this TFBS might have been
negatively selected in evolution. Within the aligned regions, the KLF motif
turned out to be largest alignable subsequence, with 8 consecutive matches.
Taken together, these data are consistent with the idea that the KLF4 DNA
binding motif is functional and evolutionarily conserved.
We next checked whether the genome alignment results in the UCSC
Genome Browser were sensible. The human sequence (2005-2056 bp up-
stream to Pou5f1) was judged as a human-specific insertion (cannot be aligned
to the mouse genome, nor other mammalian genomes). The mouse sequence
(169-224 bp upstream to Pou5f1) was aligned to a human simple repeat re-
gion, whereas the original mouse sequence was not a simple repeat. Neither
of UCSC Genome Browser alignment results appeared to be more convincing
than what EpiAlignment reported.
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4.2.4 Case Study 2: a potentially active Pouf51 binding site
in the upstream regions of Zfp31l1
Zfp36l1 is a developmental regulatory factor involved in angiogenesis by mod-
ulating mRNA level of vescular endothelial growth factor (VEGF) [170].
Zfp361l is also expressed in ES cells and thus provoked us to check its
regulation in ES cells. We applied EpiAlignment on the 20kb sequences
around Zfp36l1 TSS (10kb in each direction) with three epigenetic mark-
ers: H3K4me3, H3K27me3 and H3K36me3 in both human [167] and mouse
[168] ES cell data. H3K27me3 and H3K36me3 were included in this anal-
ysis because their known roles in transcriptional suppression and marking
transcribed exons, respectively.
We applied EpiAlignment onto two 20kb-length sequences near the tran-
scription start site (TSS) of Zfp36l1 in human (hg19) and mouse (mm9).
To provide more epigenetic data, we added ChIP-seq data of H3K27me3
and H3K36me3 in undifferentiated human (GEO accession: GSM434776 and
GSM409312) and mouse (GSM397410 and GSM307620) ES cells in the anal-
ysis. Data from all three epigenetic markers together with the 20kb-length
sequences were sent to EpiAlignment as input.
EpiAlignment aligned a pair of 14-bp sequences in the upstream region
of Zfp36l1 of human and mouse, which bears the epigenetic decoration of
H3K4me3. The aligned region was 3.3kb upstream to mouse Zfp36l1 TSS
(3350-3363 bp) and 2.3kb upstream of human ZFP36L1 TSS (2350-2353 bp).
Published ChIP-Seq data revealed that Pou5f1 bind to our identified chromo-
somal regions in both species, and a conserved sequence binding motif was
also identified (Figure 4.7). Again we checked in UCSC Genome Browser
about the alignment of the genomic sequences. The mouse sequence was
judged as an murine-specific insertion, and the human sequence was aligned
to a mouse sequence with no Pou5f1 binding signal.
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Figure 4.7: The EpiAlignment aligned subsequences in the upstream of the
human and mouse Zfp36l1 genes contained in vivo Pou5f1 binding sites and
Pou5f1 binding motifs. The Pou5f1 binding motifs overlapped with 6
matched bases in the aligned region.
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CHAPTER 5
CONCLUSION
My thesis work has been focused on analysing and modelling the evolution
of gene regulatory networks. I work with high-throughput genomic data
to study the evolution of transcription factor binding sites, gene expression
profiles, and epi-genetic modifications. The three parts of my thesis are self-
sustained projects, while in the mean time they all circled the overall topic.
The prediction of transcription factor binding sites is a classical compu-
tational strategy to infer the regulatory relationship between transcription
factors and target genes. Traditional de novo TFBS identification tools typ-
ically work well when TFBSs locate in promoter regions close to the tran-
scription start sites, which is often the case in compact genomes such as that
of Saccharomyces cerevisiae. Higher eukaryote genomes impose a greater
computational challenge because TFBSs can locate in enhancers, far away
from the target genes. Thus, the algorithms are required to search in a much
larger sequence space. With long input sequences, classical TFBS identifi-
cation tools are typically easily trapped in local maxima and output-only
degenerated motifs.
We developed GibbsModule, which is a multispecies extension of a Gibbs
motif sampler that utilizes the conservation of CRMs to help de novo motif
discovery. I would like to point out a few important properties of GibbsMod-
ule.
First, GibbsModule does not rely on a predetermined alignment result. It
has been reported that orthologous CRMs often do not locate within con-
served regions detected by sequence alignment [48]. GibbsModule tries to
identify orthologous CRMs in its iterations. The sampled TFBSs (Step 2,
Figure 2.5) serve as anchor points to find orthologous CRMs. If there are
orthologous CRMs, they likely contain the real TFBSs. If some of the candi-
dates are real, searching for orthologous CRMs around the candidate TFBSs
would substantially reduce the search space compared with using local align-
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ment on the whole homologous sequences. Rather, we focus on the neigh-
boring sequences of these candidate TFBSs. Because any candidate TFBS
on the target species can be orthologous to any candidate TFBS on a ho-
mologous sequence, Module-Alignment needs to be executed for all pairs of
candidate TFBSs on homologous sequences between the target species and
every assisting species. It nevertheless reduces the total amount of allowed
alignments substantially as compared with searching in several thousands
of base pairs of upstream sequences for conservation. We call this strategy
anchored search of alignments. We would like to make an analogy between
anchored search of alignments and the LAGAN algorithm [171]. LAGAN
first identifies the most reliably alignable regions. It uses the reliably aligned
regions as anchors and then fills in the alignments in not-so-certain regions.
The distinction between the anchored search strategy used in GibbsModule
and LAGAN is that GibbsModule uses putative TFBSs from motif sampling
as anchors.
Second, GibbsModule does not require all real TFBSs to locate within con-
served CRMs. When a gene is regulated by a single TFBS, sampling a TFBS
from Steps 3 and 4 (Figure 2.5) on this gene would be similar to directly
sampling a TFBS on the sequence of the target species. Thus, GibbsModule
degenerates into a classical Gibbs motif sampler on the genes that are regu-
lated by a single TFBS rather than by a CRM. A major difference between
GibbsModule and other multispecies motif detection methods [51, 50, 54, 52]
is that GibbsModule uses not only the conservation of the putative TFBSs
themselves, but the conservation of the neighboring sequences as well.
Third, GibbsModule does not require the CRMs to be shared across co-
expressed genes except for the core motif itself. This assumption is very re-
laxed as compared with CisModule [16] and EMCModule [56], which require
the module composition to be shared across coexpressed genes. We believe
GibbsModules assumption is more appropriate for the analysis of coexpressed
genes determined by microarray data. Microarray data are often noisy, and
only a finite number of samples are measured; coexpression of genes may not
necessarily imply a very strong co-regulatory mechanism as exemplified by
sharing whole CRMs. Another important distinction between GibbsModule
and other attempts to identify CRMs [16, 56, 32, 33] is that GibbsModule
models and traces only one core motif in a CRM. Pinpointing the location
of this core motif in the genome is equivalent to pinpointing the location
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of a CRM. We think the better performance of GibbsModule as compared
with the other algorithms can be primarily attributed to its largely reduced
model complexity. In sum, it seems that modeling one rather than multiple
motifs relies on a more flexible assumption, reduces model and computation
complexity, and generates more accurate results.
A future direction for GibbsModule is to incorporate phylogenetic distance
into its model. The use of phylogenetic distance has led to quite a few
successful applications [38, 52]; however, it has been difficult to incorporate
phylogenetic distance into models that simultaneously model all motifs in
CRMs. GibbsModule opens this possibility because it models only the core
motif, although it uses the conservation of CRMs.
Through the analysis of time course expression, genome sequences, and
ChIP-seq data in the early developmental processes of three mammalian
species, we discovered several mechanisms for the evolution of gene regu-
lation. We further investigated the impact of transposons on the change
of transcription factor binding. It has been recently observed that species-
specific transposable elements carried a substantial fraction of TFBSs that
are associated with TFs in vivo [99, 100]. The influence of these transpos-
able elements on the transcriptome has not been extensively explored. Our
analyses suggest that although tens of thousands of transposons bind with
TFs in vivo, the majority of such TF-bound transposons do not affect the
expression of the surrounding genes. We estimate that 10% of murine-specific
transposons, generally those that carry CRMs, may affect gene expression.
These data suggest a model for the evolution of cis regulatory sequences by
insertion of transposons. The TFBSs associated with transposons are in-
serted into the host genome and bind with corresponding TFs with similar
stoichiometric coefficients as the parent TFBSs. The majority of these in-
serted TFBSs do not affect the expression of the surrounding genes and are
evolutionarily neutral. A small fraction of the transposons, especially those
that carry CRMs and attract a module of TFs, can change the expression of
surrounding genes, and may be subject to positive or negative selections.
Another implication of our study is that conserved phenotypes can be sus-
tained by evolvable gene regulatory networks. Human and mouse ES (hES
and mES) cells are similar in the sense that they are both pluripotent cell
populations that are capable of self-renewal that are derived from the ICM
of blastocyst embryos. Even so, the growth factor requirements for hES
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and mES maintenance are different: mES cells require the presence of Lif,
whereas hES cells do not. The differences in media conditions are thought to
reflect differences in critical signaling networks responsible for maintenance
of pluripotency and self-renewal capability between species. For example, TF
Foxd3 is required for mES cell self-renewal, but its expression appears to be
nonessential for hES [172]. Similarly, STAT3, a TF downstream to LIF sig-
naling, is also required for self-renewal and the maintenance of pluripotency
of mES cells, but it seems to be dispensable in hES cells [173]. Compared
to mES cells, mEpiSCs are functionally more similar to hES cells in several
ways, including their responses to BMB4 and Activin/Nodal signaling [174].
These observations led to the hypothesis that pluripotent cell identity can
be established and maintained through more than one GRN. These GRNs
may share core components universally indispensable for pluripotency. Pe-
ripheral components, though critical for cell fate, can be implemented using
alternative designs. Because ES cells are derived from the ICM of blastocyst
embryos, the natural processes of building pluripotent GRN are reflected by
the transitions of the maternal cellular environment to ZGA-activated GRN.
The comparison of GRN across multiple stages of PED suggested novel fac-
tors, such as MTF2 and HMGB1 for building a pluripotent GRN. These
factors serve as candidates of dispensable reprogramming factors, which may
be tested for potential enhancement of reprogramming efficiency. Since these
factors may already be expressed in some tissues, they may contribute to cus-
tomizing the combination of reprogramming factors for each tissue.
We designed a phylogenetic model that incorporate the change of tran-
scription factor binding site and gene expression to infer the rewiring of
gene regulation. The biggest challenge of this model lies in the question
of how to quantitatively associate gene expression with the strengths of cis-
regulatory regions. From a single species perspective, this challenge has been
approached by using sequence rules to predict gene expression under a clas-
sification scheme [175] and a regression scheme [176]. Because these schemes
both resorted to statistical association, at least in some of their analysis steps,
we could not generalize them onto an evolutionary model.
Instead, to link expression and sequence data [177], we introduced the
notion of regulatory state. Conditional on the regulatory state, the proba-
bilistic forms of both the sequence and the expression data were derived.
This enabled a generative probabilistic model for the expression and the se-
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quence data on a phylogenetic tree. We chose to model the expression data
in a soft way, in the sense that we only modeled the difference of the co-
expression patterns between the genes with different regulatory states. This
choice suppressed a lot of information from the expression data, but the
model seemed to cope well with the noisy nature of the expression data and
seemed to capture the essential information on TN in a robust way. The
model can potentially be generalized to treat the combinatorial control of
multiple TFs. To do so, the total number of regulatory states should be
extended to 2numberofTFs. The evolution of the regulatory states can be mod-
eled as a continuous Markov chain with 2numberofTFs states. The conditional
probabilities of the sequence and the expression data should be derived from
proper assumptions [178] and recently available information on combinatorial
transcriptional regulation [179].
Our evolutionary model predicted that TF-target interactions are more
conserved than expression patterns and TF binding events. These are con-
ceptually sensible in several perspectives. First, the modular structure of
GRNs allows a small change in the upstream regulators to manifest large
changes in the expression of downstream genes without perturbing the cis-
trans interactions between these genes. For example, the change of the ex-
pression pattern or function, such as interactions with other partner proteins,
of a master transcriptional regulator may change expression patterns of many
downstream genes, while preserving their TF-target relationships by either
unperturbed cis-regulatory sequences and the DNA binding domain on the
TF, or compensatory cis and trans changes that retains regulatory control
[179]. This view is consistent the theory of facilitated variation [180]. A
recent example is the human transcription factor FoxP2, important for lan-
guage, on which a small change in the TF (two amino acids, outside DNA
binding domain) lead to differential regulation of hundreds of downstream
genes [181]. Second, changes of TF binding events do not often lead to TN
changes or gene expression changes. The binding sites of a TF may be gained
and lost quickly during evolution, but these do not necessarily lead to change
of TF regulation of a target gene, as the loss of one site may be compen-
sated by the gain of another site elsewhere in the regulatory region of that
gene [115]. Second, regulatory rewiring may happen where the regulator of a
gene is switched to another TF in a different species without changing gene
expression pattern [182].
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We generated and assembled genome-wide DNA methylation and 7 his-
tone modifications data in human, mouse, and pig pluripotent stem cells,
and studied the conservation and changed patterns of these epi-genetic fac-
tors across species. We provided evidence of evolutionary selection on the hu-
man epigenome, and illustrate the evolutionary relationships among genomes,
transcriptomes, and epigenomes. These results provide a theoretical foun-
dation to comparative epigenomics, an emerging field that studies the evo-
lutionary principles of epigenomes, and uses such principles to functionally
annotate genomes in the context of their epi- modifications. A case in point
is that the bivalent domains, characteristic of developmental enhancers in
pluripotent cells [183], have the strongest conservation among all combina-
tions of epi- modifications in humans, mice, and pigs. Another case is that
the conservation levels of H3K4me3 and H3K36me3 increase as the sequence
change accelerates (positive selection [184]), indicating that epigenomic con-
servation can be used in conjunction with sequence comparison to identify
positively selected regions and to ask what makes human unique. Moreover,
the correlated evolutionary changes of the epigenome, the transcriptome, and
TF binding suggest the functional importance of the epigenome in transcrip-
tion networks (TNs) in mammals. This may explain the limited successes
in human TN reconstruction using only the information of DNA sequence
motifs and gene expression, which were sufficient for reconstruction of yeast
TNs [185].
We further proposed a theoretical scheme of the statistical model for the
joint evolution of genome sequence and epi-genetic states. We applied this
model to design an alignment algorithm named EpiAlignment. Recent pub-
lications found very few (5-10%) of ChIP-seq identified TFBSs were located
in human and mouse conserved sequences [152, 153], showing a large dis-
crepancy to what would be predicted by natural selection and commonly
accepted sequence evolution models [155, 156]. We hypothesized that there
might be an alternative interpretation of the data, in that the currently avail-
able sequence alignment might have missed a large number of orthologous
sequences. In other words, conserved sequences might have been missed
by current sequence alignments. To our knowledge, all currently available
sequence alignment methods work on sequence data alone. We hypothe-
sized that epigenomic data might help sequence alignment methods, and
EpiAlignment was developed to implement this intuition and test this hy-
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pothesis. Without the epigenome layer, EpiAlignment degenerates into the
Smith-Waterman algorithm. With the epigenome layers, EpiAlignment com-
promises between matches of the DNA sequence and the epigenetic states. If
the epigenome does not help sequence alignment, Epigenome should produce
worse alignment than the conventional local alignment.
We were tempted to use the epigenomic data to help sequence alignment,
especially the alignment of intergenic sequences, for the following reasons.
First, the epigenome, at least in part, is an inheritable phenotype. A recent
perspective paper defined the epigenetic trait as a stably heritable phenotype
resulting from changes in a chromosome without alterations in the DNA se-
quence [186]. This definition of epigenetics, as with the classical definition
(e.g., as proposed by Conrad Waddington in the 1950s), can involve the heri-
tability of a phenotype, passed on through either mitosis or meiosis. Second,
epigenetic states are involved in gene regulation. Epigenetic modifications in
eukaryotic organisms have evolved to provide a more precise and stable con-
trol of gene expression and genomic regulation through multiple generations.
This is exemplified by the existence of sex-specific dosage compensation or
the fine-tuning of allele-specific expression, as seen in imprinted loci. Third,
some epigenomic markers are associated with cis-regulatory regions. Tra-
ditional examples include cytosine methylation in CpG islands in promoter
regions. Recent genome-wide analyses revealed association of several his-
tone modification markers with enhancers and promoters [158]. Finally, the
DNA sequence data were obtained by chemical assays in DNA sequencers,
so did most of the epigenomic data. Although epigenomic assays were not
designed to measure the base composition, like DNA sequencing, epigenomic
assays measure chemical and structural differences along the chromosomes.
The methylated cytosine was termed the fifth base [187]. Thus, it is not
inconceivable that both the genome and the epignomic data can used in one
framework for homology search.
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