Defining a relation between granules and computing ever-changing granules are two important issues in granular computing. In view of this, this work proposes a partial order relation and lattice computing, respectively, for dealing with the aforementioned issues. A fuzzy lattice granular computing classification algorithm, or FL-GrCCA for short, is proposed here in the framework of fuzzy lattices. Algorithm FL-GrCCA computes a fuzzy inclusion relation between granules by using an inclusion measure function based on both a nonlinear positive valuation function, namely arctan, and an isomorphic mapping between lattices. Changeable classification granules are computed with a dilation operator using, conditionally, both the fuzzy inclusion relation between two granules and the size of a dilated granule. We compare the performance of FL-GrCCA with the performance of popular classification algorithms, including support vector machines (SVMs) and the fuzzy lattice reasoning (FLR) classifier, for a number of two-class problems and multiclass problems. Our computational experiments showed that FL-GrCCA can both speed up training and achieve comparable generalization performance.
Introduction
There have been many researchers working in the granular computing field. Zadeh has identified three basic concepts, namely granulation, organization and causation, that underlie the process of human cognition [1, 2] . More specifically, granulation is a process which decomposes a universe into parts. Conversely, organization is the way in which parts are integrated into the universe by the operation between two granules. Causation involves the association of causes and effects. Hobbs presented a framework for a theory of granularity and obtained the changeable granules in [3] . It enables us to map the complexities of the world around us into simple theories. From 1988 to 1996, Lin published articles on granular computing and neighborhood systems, mainly focusing on a granular computing model which included the binary relation, the granular structure, the granule's representation, and the applications in granular computing [4] [5] [6] [7] . Yao introduced rough sets to granular computing, and discussed data mining methods, rule extraction methods and machine learning methods based on granular computing in [8] . Liu defined granular logic, formed the corresponding inference system and successfully applied it in medical diagnosis [9] . It turns out that the relation between granules and the computation of changeable granules are two important issues in granular computing. This work proposes a partial order relation and lattice computing, respectively, for dealing with the two aforementioned issues.
A lattice is a partially ordered set in which any two elements have both a greatest lower bound and a least upper bound [10] . Lattice theory emerges naturally in granular computing because (information) granules are partially ordered. The term lattice computing was introduced recently by Graña [11] . More specifically, lattice computing was defined as the class of algorithms that use lattice theory either to achieve pattern recognition or to produce generalizations. Graña and colleagues have applied lattice computing to image analysis [12, 13] ; moreover, they proposed an end member threshold selection algorithm (ETSA) [14] . The notion of a fuzzy lattice was proposed by Nanda in 1989 on the basis of the concept of a fuzzy partial order relation [15] . In [16] , Chakrabarty modified the definition of the fuzzy lattice after observing some redundancies in Nanda's definition.
Fuzzy lattices have also been used in classifiers. More specifically, Kaburlasos and colleagues proposed a fundamentally new and inherently hierarchical approach in neurocomputing called fuzzy lattice neurocomputing (FLN) [17] . Note that FLN implements fuzzy lattice reasoning (FLR) classification, where a partial order relation is computed on the basis of a positive valuation function. Moreover, FLR classifiers were applied in air quality assessment [18] as well as in ambient ozone estimation [19] .
The contribution of this work concerns mainly the application of a novel granular computing classification algorithm, namely FL-GrCCA, based on fuzzy lattices. Our algorithm consists of three steps. First, a granule is represented by two points (samples) including a beginning point and an end point in N-dimensional space. Note that a single point is treated as an atomic granule whose beginning point and end point coincide. Second, the nonlinear positive valuation function arctan is introduced here for computing the inclusion measure function. Third, the inclusion measure of two granules is used, together with the size of a dilated granule, in the computations.
The layout of the remainder of this paper is as follows. Section 2 introduces the mathematical background. Section 3 describes algorithm FL-GrCCA. Section 4 presents comparative experimental results. Finally, Section 5 summarizes our contribution and describes future work.
Mathematical background
A lattice (L, ≼) is a partially ordered set, such that any two of its elements x, y ∈ L have a greatest lower bound x y inf {x, y} and a least upper bound x y sup{x, y}. A lattice (L, ≼) is called complete when each of its subsets has a least upper bound and a greatest lower bound in L. A non-void complete lattice has a least element and a greatest element denoted by O and I, respectively [19] . For example, the real number set R is a complete lattice under the inequality relation ≤ between x, y ∈ R, with the least element being −∞ and the greatest element being +∞. Note that, in the context of this work, we assume straight symbols such as ≤, ∧, ∨ between real numbers, whereas we assume curly symbols such as ≼, , between other lattice elements; e.g. 1 ≤ 2, whereas [1, 2] 
The least upper bound of a subset L S in lattice (L, ≼) is the greatest lower bound of L S in lattice (L, ≽). For example, the lattice (R, ≤) and lattice (R, ≥) are dual, where R denotes the set of real numbers.
A fuzzy lattice is a pair ⟨L, µ⟩, where
It turns out that disparate data types, including logic values, sets, symbols and graphs, are partially ordered. A popular practice in processing nonnumerical data is transforming them to numerical ones. For example, the symbol set L = {good, better, best} can be transformed to the numerical set S = {60, 85, 100} to be processed by the computer. Note that the ordering relation between two elements/numbers of the set S corresponds to the ordering relation between corresponding elements/symbols of the set L. More specifically, the ordering 60 ≤ 85 ≤ 100 in S corresponds to the ordering good ≼ better ≼ best in L.
A fuzzy relation between two objects in the transformed set may preserve the fuzzy relation between the corresponding two objects in the original set as follows. We define an order-preserving function υ(·) between lattices (L, ≼) and (R, ≤) such that x ≼ y implies υ(x) ≤ υ(y), for x, y ∈ L. Kaburlasos and colleagues have employed a positive valuation function as an order-preserving mapping [19] .
A valuation function is the order-preserving mapping υ :
, then the valuation function is called a positive valuation function. We denote these two properties as the equality property and the inequality one, respectively. (
then the following two functions are inclusion measure functions [19, 20] :
For lattice (L, ≼), we can define the positive valuation function by using the sufficient condition υ(O) = 0 mentioned in Theorem 1, where the equality property and inequality property must be satisfied. For the classification problem in N-dimensional space, in order to obtain (changeable) granules, the space R N is divided into granules with changeable size by the inclusion relation between two granules. Next, we discuss the inclusion relation between two granules which are represented by vectors in the N-dimensional space R N .
The partial order relation of two vectors
N is a lattice too. In the two-dimensional space R
. That is, (−∞, −∞) and (+∞, +∞) are, respectively, the least and the greatest elements in lattice (R, ≼)
2 .
For lattice (R, ≤), we define the partially ordered interval set τ (R) as
We remark that an interval is a granule in one-dimensional space. Furthermore, a single real number a ∈ R corresponds to the trivial interval [a, a] . A partial order relation is defined in τ (R) as follows
Operators and in the interval set τ (R) are defined in the following.
It is known that (τ (R), ≼) is a complete lattice, namely an interval lattice, with least element [+∞, −∞] and greatest element [−∞, +∞] [19, 20] .
We obtained two different lattices from lattice (R, ≤): one is the interval lattice (τ (R), ≼), and the other one is the Cartesian product lattice (R, ≼) 2 . On the one hand, for the interval lattice,
On the other hand, for the Cartesian product lattice (R, ≼)
The partial order relations in the interval lattice and in the Cartesian product lattice are contradictory because c ≤ a in lattice (τ (R), ≼), whereas a ≤ c in lattice (R, ≼)
2 . Therefore, a dual isomorphic function θ is used to resolve the aforementioned contradiction according to the following equivalence: a ≤ c ⇔ θ (a) ≥ θ (c). Function θ must be a decreasing function. For instance, when the set R of real numbers is mapped onto the unit interval
As soon as an isomorphic function θ is defined, the partial order relations in the Cartesian product lattice and the interval lattice are related by the positive valuation function:
where υ τ (·) is a valuation function on the interval lattice (τ (R), ≼), and υ(·) is a positive valuation function in the lattice (R, ≤) of real numbers.
An inclusion measure function in the interval lattice (τ (R), ≼) can be computed as follows
FL-GrCCA: a granular computing classification algorithm based on fuzzy lattices
For N-dimensional space, we construct our proposed algorithm in terms of the following steps. Firstly, two points in space are used to represent the granule, and each sample is regarded as the atomic granule which cannot be divided. Secondly, the nonlinear positive valuation function is introduced to make the interval space and the Cartesian space identical, and an inclusion measure function is formed to measure the inclusion relation between granules. Thirdly, the dilation operator is designed to update the granules.
The idea of FL-GrCCA is described as follows. For the n-class classification problem, during the training process, the training set is divided into n subsets by the class labels. Taking the subset X 1 for example, a sample is selected to form the initial classification granule set GSD at random. For each sample x 1i ∈ X 1 (i = 1, 2, . . . , |X 1 |), we calculate the inclusion measure σ ij between the sample x 1i and each granule GSD j (j = 1, 2, . . . , |GSD|). If the GSD k includes the sample x 1i maximally and the size of dilated granule x 1i ∨GSD k is less than or equal to a user-defined parameter, then GSD k is replaced by the dilated granule x 1i ∨ GSD k . Otherwise, x 1i is used to form the new classification granule which becomes the new member of GSD. After all the subsets are learned, the classification granule set is obtained. During the testing process, all the inclusion measures where the testing sample x belongs to each classification granule in GSD are computed, and the corresponding class label with the maximal inclusion measure is assigned to x. The proposed algorithm FL-GrCCA is illustrated in Algorithm: FL-GrCCA.
Algorithm. FL-GrCCA
Input: the training set, the user-defined granule's size ρ 0
Output: the classification granule set including changeable granules S1.
initialize the classification granule set GS = ∅ S2.
S3.
extract the ith class sample and form the set X i S4.
initialize the class granule set GSD = ∅ for the set X i S5.
S6.
for the jth sample in X i , construct the atomic granule GP 0 S7.
S8.
compute the inclusion measure, between the atomic granule GP 0 and the kth granule in the class granule set
S10
. find the granule GSD(id) with the maximal inclusion measure in the class granule set GSD, where id = arg max k σ (k) S11. dilate the atomic granule GP 0 into GSD(id), and form the temporary granule GSD t S12. GSD(id) = GSD t , if the size of temporary granule is less than or equal to the user-defined threshold (ρ GSD t ≤ ρ 0 ). Otherwise, add the temporary granule GSD t to the class granule set. S13. j = j + 1 S14. add the class label i to the class granule set GSD S15. update the classification granule set GS = GS ∪ GSD S16. i = i + 1
Representation and size definition for the granule
The training set is composed of ℓ N-dimensional input vectors and ℓ class labels. Two points x = (x 1 , x 2 , . . . , (3, 4, 3, 4) T , which represents the single point (3, 4) .
The distance between the beginning point x and the end one y is used to define the granule's size. The formula for the distance is
where x = (x 1 , x 2 , . . . , x N ), y = (y 1 , y 2 , . . . , y N ) ∈ R N . ρ can be the Manhattan distance (for p = 1), Euclidean distance (for p = 2), or Chebyshev distance (for p = ∞). The positive valuation function (1) can also be used to define the granule's size [19] 
where x = (x 1 , x 2 , . . . , x N ), y = (y 1 , y 2 , . . . , y N 
The inclusion measure function
In Section 2, the inclusion measure functions given by (2) and (3) 
On the basis of the complete lattice (R, ∨ b) , and the aforementioned function (5) satisfies the equality property. Moreover, an increasing function υ(x), such that a < b ⇔ υ(a) < υ(b), satisfies the inequality property. Because −∞ is the least element of lattice (R, ≤) and υ(−∞) = 
The previous results are extended to N-dimensional space, next we discuss the inclusion measure function in the interval
Theorem 2. If (τ (R), ≼) is a fuzzy lattice, then (τ (R)
N , ≼) is a fuzzy lattice. The inclusion measure function of the fuzzy lattice
We remark that function σ k τ (·, ·) of Theorem 2 is used exclusively in our numerical experiments, below we will discuss how to dilate granules by using the inclusion measure between granules.
The dilation operator of granules
On the basis of the inclusion measure function given by (6), we can compute the inclusion relation between two granules.
In two-dimensional space, in particular, τ (R) × τ (R) is the Cartesian product lattice of two interval lattices. Hence, the inclusion measure can be computed by using (6) , where the operator computes the dilation of (information) granules. Note that the dilation operator ( ) has been used widely in the fields of classification, neural networks, and machine learning, in the context of mathematical morphology [22] [23] [24] [25] . In the following, we demonstrate the computation of the inclusion measure function (6) on the plane.
As shown in Fig. 1 During the training process, a training datum is dilated into the granule if both the granule includes the data maximally and the size of the dilated granule is less than or equal to a user-defined threshold ρ 0 . The dilation operator is formed by using the method described in [26] . For two-dimensional space, let x = (x 1 , x 2 ) and y = (y 1 , y 2 ) be the beginning point and the ending point of a granule G, and let point P be P = (a, b) ∈ G. Then, the corresponding dilated granule is computed as G 
Discussion of FL-GrCCA
The size of a granule is the key parameter for computing changeable granules. We can perform the dilation process until all the training data with the same class label lie in the same granule. But our experimental results have shown that the method is only valid for some special classification cases, that is when either the classification margin between different classes is very large or training data with identical labels lie in a granule. For nonlinearly separable problems, the classification accuracy is poor. Therefore, we dilate the granules conditionally by introducing a threshold to control the size of the granule. The conditional dilation process results in changeable granules. In order to select the parameter of granule's size expediently, all the training data are normalized into space [0, 1] N by the function X (: N . Therefore, in our experiments, ρ 0 was selected from 0.5N down to 0 in steps of 0.01.
Regarding computational complexity, note that FL-GrCCA learns the training set in a single pass. The worst case training scenario is when all the training data are classification granules. In the latter case, FL-GrCCA learns the training data set and scans the classification granule set simultaneously. Hence, the training complexity is O(ℓ 2 ), where ℓ is the size of the training data set [27] .
Numerical experiments
We evaluated the effectiveness of our algorithm FL-GrCCA for both two-class problems and multi-class problems, with an Intel PIV PC with 2.8 GHz CPU and 512 MB memory, running Microsoft Windows XP professional and Matlab 7.0.
Two-class problems
The spiral classification is a difficult problem to be classified, and used to evaluate the performance of classifiers. The training data are generated by the method proposed in [28] .
, and the second class data are (1 1) is the random number where the mean is 0 and the variance equals 1. q is the parameter which can tune the classification margin.
We set q = 8 and generate six groups of spiral data; the first five groups are used for training, whereas the sixth group is used for testing. The two-class problem includes 970 training data and 194 testing data.
The size of a granule is computed by using formula (4), for p = +∞ and p = 1, moreover the thresholds are sorted in a descending order: ρ 0 = 0.2, 0.1, 0.09, . . . . We performed FLR and FL-GrCCA with sizes p = +∞ and p = 1, and then found that the granule's size p = 1 produces better training/testing results. The maximal ρ 0 which gave training accuracy is first selected in our experiments. The performance parameters, including the size of the classification granule set (size), training accuracy (Tr (%)), testing accuracy (Ts (%)), training time (Tr (s)), and testing time (Ts (s)), are listed in Table 1 . Fig. 3 shows the changeable granules obtained by using FL-GrCCA and FLR classifiers [27] . There are 240 classification granules induced by FLR (Fig. 3(a) ) with ρ 0 = 0.1 and 208 classification granules induced by FL-GrCCA (Fig. 3(b) ) with ρ 0 = 0.03.
Note that FL-GrCCA performed better than FLR since FL-GrCCA has resulted in fewer classification granules while retaining similar classification accuracy. Table 1 shows that FL-GrCCA achieved its best performance for the threshold equal to 0.03. Larger threshold values resulted in larger size granules, moreover the classification accuracy deteriorated.
We also compared FL-GrCCA with the popular learning algorithm SVMs δ, with the parameters C = 5000 and Gaussian kernel δ = 0.1 (http://asi.insa-rouen.fr/enseignants/~arakotom/toolbox/index.html). The training accuracies and testing accuracies were 100%, again. For SVMs, we tuned the parameter of the kernel function many times in order to achieve the best classification accuracy. For the spiral problem, SVMs with Gaussian kernels had a satisfactory performance, whereas the performance of SVMs with dot product kernels and polynomial kernels was poor.
From Table 1 , we can see FL-GrCCA and FLR are faster than SVMs during the training process, while FL-GrCCA and FLR is slower than SVMs for testing process. The reason is that the decision function of SVMs is the analytical formula which determines the class of the testing sample directly, while FL-GrCCA determines the class of the testing sample by computing the inclusion measure between the testing sample and each classification granule. Nevertheless, for SVMs, we must tune more parameters including C , δ and kernel functions; whereas, for FL-GrCCA and FLR, there is only one parameter ρ 0 that controls the size of the granule.
Multi-class problems
For multi-class problems, the data sets in two-dimensional space and N-dimensional space are discussed in this section. uniform distribution (Fig. 4(a) ). Grdata4000 is an eight-class problem composed of 4000 training data and 4000 testing data (see Fig. 4(b) ).
Furthermore, three benchmark data sets, including iris, wine and image, from a popular machine learning database (http://mlr.cs.umass.edu/ml/datasets.html), were selected to verify comparatively the capacity of our proposed algorithm. Table 2 lists the data sets employed. For the iris and wine data sets we list neither a testing data accuracy nor a testing time because the aforementioned data sets include only training data. We used the distance formula (4) (with p = 1) to measure a granule's size. In our experiments, we set ρ 0 from 0.5N down to 0 in steps of 0.01. We compared FL-GrCCA with the SVMs and FLR classifiers. Table 3 shows the performances of these three classification algorithms. From Table 3 we can see that FL-GrCCA can obtain not only better training accuracies but also better testing accuracies compared with SVMs. For example, Tr (%) and Ts (%) are 100% and 99.95% by using FL-GrCCA on Grdata2000, while Tr (%) and Ts (%) are 99.95% and 99.65% by using SVMs with Gaussian kernel δ = 5 on Grdata2000.
From Table 3 , we can also see that FL-GrCCA and FLR are comparable. For GrData2000, all the training data with the same class label lie in the same granule (square), four granules were obtained by FL-GrCCA and FLR without the parameter (size) and guaranteed the maximal training accuracy and testing accuracy. FLR achieved the optimal training accuracy ahead of FL-GrCCA. For iris, FL-GrCCA's training accuracy is 94.667%, whereas FLR's training accuracy is 100% with the same granule size ρ 0 = 0.9. For the generalization performance, FL-GrCCA is better than FLR for the data set image with the granule sizes ρ 0 = 0.64 and ρ 0 = 0.53, whereas FLR is better than FL-GrCCA for the data set Data4000 with the granule sizes ρ 0 = 0.04 and ρ 0 = 0.02. The size of the classification granule set obtained by FL-GrCCA is less than that obtained by FLR for the data set iris, whereas the size obtained by FLR is less than that obtained by FL-GrCCA for the data set wine with the optimal training accuracy.
Conclusion
A new classification algorithm, namely FL-GrCCA, was presented here in the framework of fuzzy lattices. FL-GrCCA induces classification granules, where a granule is characterized by a beginning point, an end point and a class label. Compared with alternative classification algorithms, including SVMs and FLR, FL-GrCCA has demonstrated both a better data-processing speed and a similar classification accuracy for a number of two-class problems as well as multi-class problems.
For future work we plan, firstly, to carefully choose parameter p in (4), secondly, to consider different inclusion measure functions and, thirdly, to study the stability of learning in alternative classification problems.
