To effectively manage large-scale data centers and utility clouds, operators must understand current system and application behaviors. This requires continuous, real-time monitoring along with on-line analysis of the data captured by the monitoring system, i.e., integrated monitoring and analytics -Monalytics [28] . A key challenge with such integration is to balance the costs incurred and associated delays, against the benefits attained from identifying and reacting to, in a timely fashion, undesirable or non-performing system states. This paper presents a novel, flexible architecture for Monalytics in which such trade-offs are easily made by dynamically constructing software overlays called Distributed Computation Graphs (DCGs) to implement desired analytics functions. The prototype of Monalytics implementing this flexible architecture is evaluated with motivating use cases in small scale data center experiments, and a series of analytical models is used to understand the above trade-offs at large scales. Results show that the approach provides the flexibility to meet the demands of autonomic management at large scale with considerably better performance/cost than traditional and brute force solutions.
INTRODUCTION
Monitoring and data analysis 1 are two fundamental elements of data center management. Monitoring tracks desired hardware and software metrics. Analysis evaluates these metrics to identify system or application states for troubleshooting, resource provisioning, or other management actions. To effectively manage modern data centers, both monitoring and associated analytics must be performed in real-time and at scales of tens of thousands of heterogeneous nodes with complex network and I/O structures.
Previous research on monitoring has created scalable methods for real-time data collection and aggregation [13, 40, 37, 33, 31] , to support efficient on-line queries that answer questions like "which machines have CPU utilization above 90%?" [25] . Analysis-focused research has drawn from areas like data mining, machine learning, and statistics to create techniques that assist in or automate problem diagnosis [5, 6, 10, 11, 15] , with high accuracy and significantly reduced human intervention. However, while monitoring has been shown feasible at scale and in real-time, analysis is typically performed after a volume of monitoring data has been written to disk-resident logs, or in a central location, which impedes the scalability of on-line monitoring and analysis tasks. Further, due to lack of underlying infrastructure support, analytics often require global data -over time and space -making it difficult to use them on-demand and in real-time. Finally, in modern virtualized utility or cloud computing systems, operators or administrators have limited visibility into the virtual machines running on data center machines. This prevents them from using problem diagnosis methods that require such insight.
To address these challenges, we propose a system integrating monitoring with analytics, termed Monalytics, which can capture, aggregate, and incrementally analyze data ondemand and in real-time, only where (i.e., in situ) and to the extents needed by intended management actions. This is first introduced in [28] , with initial results indicating that Monalytics should be built to respect notions of 'scope' in time and space for (i) acceptable overheads, and (ii) appropriate delays between when certain conditions arise and when they are detected (and thus, can be acted on). To do so, however, requires a flexible architecture to accommo-date the changing and diverse characteristics of analytics, with cost-effectiveness in large-scale data centers. This paper presents the design and evaluations of Monalytics' flexible architecture built upon dynamic distributed computation graphs (DCGs), providing the following technical contributions:
• Pro re nata (PRN) deployment: an important property of Monalytics is its instantiations of analytic functions only where and when they are needed. In other words, Monalytics must have capabilities for dynamically zooming in to 'interesting' locations and periods of time. Such capabilities can also benefit scalability by substantially reduced costs compared with systems forced to 'watch everything all the time'. We validate the PRN deployment in two realistic use cases and compare them with traditional brute-force approaches.
• Reducing 'Time to Insight' (TTI) and cost: a vital metric for assessing the performance of monitoring/analysis actions is Time to Insight (TTI) capturing the total delay between when 'interesting' events occur until they are recognized (i.e., after analysis is complete). Using this metric and also assessing the costs incurred along with different values of TTI, we evaluate the cost-effectiveness of alternative topologies used to construct DCGs, and validate our novel flexible hybrid DCG design. The evaluations are based on both experimental results and performance modeling at scale. They show that, as the key to autonomic data center management, the flexible PRN deployment of DCGs enables continuous operation at scale and is cost-effective in attaining TTI required for various analytics functions. Compared with brute force solutions and traditional static topologies, Monalytics yields up to 92% TTI reduction and 86% lower cost.
The remainder of this paper is organized as follows. Section 2 elaborates challenges for integrating monitoring and analysis in large-scale data centers. The two use cases driving our research are presented in Section 3. The design of DCG-based Monalytics software is described in Section 4, and a series of analytical models assessing DCG topologies is detailed in Section 5. Section 6 presents experimental and analytical evaluation results, related work appears in Section 7. Conclusion and future work are in Section 8.
PROBLEM STATEMENT
Accommodating the Variety of Analytics: A first step towards integrating monitoring and analytics is to recognize that analytics approaches vary widely in terms of computational complexity and implementation (e.g., centralized or distributed, etc.). As an illustration, we list representative analytics approaches for data center management in Table 1. The second column describes core algorithms, including simple sorting or traversal algorithms, machine learning methods (e.g., TAN-Tree Augmented Naive Bayes and KClustering), and algorithms used for specific purposes, such as Convolution [6] and Pathmap [5] . The computational complexities of these various analytics approaches range from linear to exponential, with differences in their computation styles as well. For instance, MAX and Top-K could be run in a distributed manner using an aggregation tree, while TAN Bayes is processed at a centralized location. Magpie can use incremental clustering as new monitoring data ar- ] 2 ) Sherklock [10] Inference Graph O(3 m )
rives, whereas [6] needs to collect traces for some period of time and do a one-time off-line analysis. A challenge resulting from this variety is how to accommodate such a wide range of analytics for autonomic management in large scale data centers? Previous research does not address this challenge when designing monitoring or aggregation systems, instead focusing optimization efforts on the communication overheads incurred for monitoring, including message volumes and bandwidth consumption, delays in data delivery, etc., using techniques such as in-network processing [30] and source-based filtering [20, 18, 24] . Section 6 shows that traditional static system designs cannot easily accommodate analytics functions of varying computation complexities.
Meeting the Varying Requirements in Time and Space:
Autonomic management requires on-demand monitoring and analytics to diagnose problems and to understand system behavior, so as to take timely corrective actions to meet service level objectives. The actual analytics used, however, and the level of detail at which they must operate vary over time, across the different components or entities being managed, as well as across the multiple levels of abstraction present in complex data center systems. Specifics for this depend on the types of applications or services deployed, system loads, hardware configurations used, desired service level objectives, etc. In any large scale data center, therefore, there will be heterogeneous and non-uniform monitoring and analytics needs over time and space, and these properties also and perhaps, even more so, hold for cloud environments. The elasticity provided by cloud environments allow system deployments to scale-up and scale-down, thereby directly affecting associated analysis structures and requirements.
The resulting challenge for a Monalytics system is: how to design a system capable of dynamically configuring monitoring and analysis structures to meet the varying requirements in time and space? Section 6 shows that static solutions do not meet the flexibility needed at large scale, whereas our Monalytics design can address the challenge with significant potential performance improvements. Improving Cost-Effectiveness: With active management of data center hardware and applications becoming increasingly common, it is important to study the costs of management [36, 29] . This should include budgeting both for the capital costs of management hardware resources and for their operational costs (power, cooling, administration, etc). Such budgeting must differentiate costs incurred when management uses dedicated hardware (e.g., HP's iLO [2] or IBM's Director [4]) versus when it is collocated with the machines being monitored. Intuitively, the former typically provides performance benefits at higher capital costs, whereas the latter has less capital costs but offers reduced performance since it competes for machine resources with the applications being run in the data center.
A resulting challenge is: how to design a cost-effective system minimizing management cost while yielding the best possible performance?. As shown in Section 6, when considered at scale, high performance for management may incur potentially prohibitive capital cost. Our research addresses this by explicitly modeling the capital costs of management resources. Preliminary results show that Monalytics can outperform static systems at considerably lower capital costs.
MOTIVATING USE CASES 3.1 ZIA: Zoom-In Analysis in Large Scale Internet Services
Automatically inferring causal dependencies between components[6, 10, 5] -causal path inference -is known to be useful for identifying performance problems in multi-tier web applications. A typical example is the detection of bottlenecks in the end-to-end latencies experienced by requests. However, the monitoring requirements -large request traces -and high computational complexity make it expensive and most likely, unrealistic to determine all causal paths in large scale data centers, whether they contribute to bottlenecks.
Consider a flexible monitoring and analytics (Monalytics) software that can address this issue by implementing a twophase approach that evaluates only those dependencies that likely contribute to sudden bottlenecks. This PRN method, termed Zoom-in Analysis (ZIA), allows system administrators to use powerful tools like those required for causal path detection at large scales. Key to the implementation of ZIA is the ability to deploy overlays and analysis functions on any subset of machines, at runtime and as needed (PRN) for further diagnosis.
The phases of ZIA are described with an illustration in Figure 1a , showing a practical use case. The first phase is global light-weight anomaly detection. Anomaly detection runs continuously with a Monalytics overlay (i.e., the DCG elaborated in Section 4) that spans all appropriate data center machines. The overlay collects application-level SLO (Service Level Objective) metrics and system metrics, e.g. transaction response times and CPU utilizations, and it processes them with a low-cost algorithm described in [38, 39] . For simplicity, the figure depicts a hierarchical overlay, but other topologies may also be used. Anomaly detection has each processing unit aggregate and analyze its local metrics and then pass results to its parents. The root has a global view of all machines.
Alarms are raised if anomalies in, say SLOs (e.g., long request duration) are detected, which then triggers the second phase of ZIA. The second phase performs in-depth analysis in 'problem areas', which touches only upon a subset of the machines being monitored, i.e., those for which anomalous behavior has been observed. As illustrated in Figure 1a , this involves creating a new overlay at runtime and on-demand to cover the machines associated with Service 3, Front-end Server 3 (FS3), Application Server 3 (AS3), and Database Server 3 (DS3). This overlay uses a network tracing facility to identify all messages between these servers (RPC requests/replies, IP packages). The data is sent to an analyzer for casual path inference, using an inference engine like the one described in [6] . Knowledge about causal paths can then help identify the potential bottlenecks that caused large end-to-end transaction response times.
The concept of zoom-in analysis generalizes to other problems and applications, and in fact, we next show a second use case in which zoom-in is performed in an entirely different fashion. The effect of using PRN techniques like zoom-in, of course, is that intensive or high overhead analytics can be focused on likely problem areas instead of entire systems. This substantially reduces monitoring overheads and interference to applications compared to a brute force approach that performs causal path inferences all the time.
VMC: Virtual Machine Clustering
A common problem experienced in data centers and utility clouds is lack of knowledge about the mappings of the services being run by or offered to external users to the sets of virtual machines (VMs) that implement them. This makes it difficult to manage VM ensembles -sets of VMs implementing some common service -to attain provider goals like minimizing the resources consumed by certain services or reducing the power they consume on data center machines. A case in point is high network resource consumption when in a public cloud, a VM ensemble running a Hadoop Mapreduce application [1] , for instance, is deployed on physical hosts located on different racks rather than on the same rack. This substantially reduces the cross-section bandwidth available in the data center because typically, hardware is configured in ways that offer much less bandwidth across versus within racks. The outcomes are not only deteriorated performance for the Hadoop application, but also negative impacts on other applications running on these machines. The problem is important because cross-section bandwidth is a limited commodity and increasing it can be costly in terms of the network switches and routers that must be purchased.
Key to properly placing VM ensembles is to first recognize their existence, i.e., to identify them, but this can be difficult. First, system administrators running utility clouds typically have limited knowledge about the applications being run, in contrast to the previous ZIA use case in which we assume an a priori knowledge about the web application's configuration. As a result, administrators must use blackbox methods to identify VM ensembles. One such method, based on correlation analysis and described in [9] , is efficient in terms of the overheads being experienced, thereby permitting the continuous monitoring necessary to deal with dynamic changes in ensembles and their dynamic arrivals and departures commonly seen in utility data centers. Unfortunately, while overheads are low, the method only discovers potential VM ensembles, thus making it necessary to use additional monitoring to distinguish potential from actual ensembles. With Monalytics, such additional, in-depth analysis can be done where and as needed (PRN) and at runtime. Specifically, the analysis method we use is one that inspects all data exchanged between the VMs in a candidate ensemble, both to confirm the ensemble's existence and to gain additional information for improved ensemble placement, such as inter-VM message volumes. As will be explained in later sections, this PRN method is implemented by installing netfilter modules only into appropriate machines and building an appropriate DCG to analyze the data captured in this fashion (see [9, 22] 
for additional detail).
A small-scale use case is depicted in Figure 1b , in which a basic overlay is deployed on three sample servers hosting nine VMs running multiple applications, including a Mapreduce application and a multi-tier web service code. The CPU utilizations of VMs (i.e., VCPU utilizations) are collected on each host. A central node gathering the data runs the lightweight clustering algorithms described in [9] . Its output is a list of potential VM ensembles, i.e., VMs that probably communicate regularly. An ensemble spanning different racks is picked as a potential target for VM migration, but before constructing a migration plan and carrying it out, a PRN method is used to assess the actual amounts of traffic they exchange. This involves creating a new overlay, ondemand, targeting only this ensemble of VMs (a master VM, two slave VM, and a Misc. VM). The new overlay gathers IP package statistics from the VMs and analyzes total network traffic by using Top-K flow analysis [26] . The analysis finds the k flows that most contribute to the traffic between any two VMs and their sizes. It eliminates any member of the ensemble with coincidental correlations in terms of CPU usage, and provides the flow data needed to better assess the cost-benefits derived from VM migration.
SYSTEM DESIGN
The building block of the flexible Monalytics architecture is the Distributed Computation Graph (DCG), a reconfigurable overlay that undertakes monitoring data collection, exchange, and processing. As illustrated in Figure 2 , a DCG is comprised of two types of basic entities, Data Collector(DC) and Monitoring Broker (M-Broker). A DC typically runs on the monitored node, invoking general monitoring tools to collect run time states. Depending on analysis needs, monitoring metrics can be gathered periodically as samples, continuously as traces, or in one-shot. DCs send them to the M-Brokers to which they are attached, using local shared memory when the DCG is collocated with monitored nodes (i.e., the collocated mode) or via the network when the DCG is deployed in dedicated management hardwares (i.e., the dedicated mode). M-Brokers are also connected to each other through a topology for cooperative analysis. A DCG achieves the flexibility needed for scalable, It aggregates the raw data, and passes aggregate results to other M-Brokers for further aggregation for larger scope, or into global states, or for cooperative analysis. Specifically, current M-Brokers maintain analysis state structured as Look-Back Windows (LBWs) supporting on-line analysis. They use these windows to store the monitoring data, to aggregate data, or to maintain intermediate analytics results for some period of time. Analysis actions operate on LBWs, and they are updated as new data flows in. A M-Broker can be deployed in collocation with the node monitored or on dedicated management components such as management blades and processors in the data center. As an analyt-ics container, an M-Broker is able to hold various kinds of analytics functions with associated DCGs. In other words, multiple DCGs implementing different analytics may be constructed by the same set of M-Brokers and DCs. On-Demand DCG Creation (DCG Controllers): An important attribute of Monalytics is that DCs, M-Brokers, and DCGs are dynamic entities which can be created, connected to each other, and terminated on-the-fly. It is in this fashion that new analytics functions can be initiated and stopped on demand, and existing functions can be adjusted. This on-demand creation and management is done by DCG controllers. A controller can create M-Brokers or DCs on any node to which it has access, or reuse existing ones. After that, it connects DCs and M-Brokers using a DCG topology that could be predefined by users or autogenerated based on given management policies. As soon as the DCG is constructed, the DC will start pushing monitoring data into DCG and M-Brokers will process it. The DCG can be terminated via signals issued by the controller, or that task can be assigned to some M-Broker. The controller also tracks the states of DCGs.
For example, in the ZIA use case described in Section 3.1, we initially create DCs on each host to collect applicationlevel monitoring data through JMX and system level metrics using Syststat. Those DCs are attached to M-Brokers that are created and constructed into a hierarchy. Each M-Broker is equipped with the EbAT [38, 39] functions for anomaly detection. When an anomaly is caught, a new DCG is created with DCs on the suspicious nodes and a single MBroker. The formers trace network flows and relay the data to the latter, which uses a causal path inference engine [6] to analyze the data. When the causal inference process finishes, the DCG is terminated, and the associated DCs and M-Broker can be reclaimed. Flexible Topologies: The third aspect of the DCG is its ability to use multiple topologies across M-Brokers to meet various analytics requirements in the data center, and to also meet various performance and cost needs. These topologies include the traditional ones used in previous monitoring/aggregation systems. In addition, we propose what we term hybrid DCGs that consist of heterogeneous topology structures adapted to different regions of the data center, and interconnected through an inter-region topology. Each region can have its own local topology among the M-Brokers, and the leader M-Brokers of respective regions can be interconnected with another topology. This is very effective at large scale, where the use of a single, static topology to implement various analytics characteristics has substantial negative effects on performance/cost, as shown in Section 6. The hybrid approach also makes it easier for the analytics system to scale-up and scale-down, and to support multiple heterogeneous services and data center structures. In addition, it lends itself to scalability of DCG controllers, as shown in Figure 3 . At larger scale, a federation of controllers can be used, where each controller manages a region of the DCG. Finally, we note that DCGs and their regions need not correspond to 'physical zones' in the data center. For example, there could be a 1:1 mapping of DCG regions to zones, or there could be multiple DCG regions within a zone, or a DCG region could span multiple zones if zones are small or if large applications run across all of them. Figure 3 depicts a typical initial deployment of Monalytics, where there are four DCG regions assigned onto 4 racks, respectively. Each region has a leader talking to leaders from other regions. This is a hybrid DCG because each region can deploy a different topology, and the topology between leaders can be arbitrary, as well. There is one DCG controller for each rack; they have access to the M-Brokers in their own rack; and they cooperate with each other to jointly manage DCGs. Our current Monalytics prototype implements one controller for a single region; the development of federation support for controllers is in progress. 
MODELING DCG TOPOLOGIES
This section presents a systematic modeling approach to understand Monalytics at scale. These models provide rational estimations and compare the various topologies that Monalytics can create in large scale (from 1000 to 1 million nodes). They are based on real world parameters (network bandwidth, latency, number of nodes, etc.) seen in commercial data centers, and evaluated in realistic configurations, e.g., scale, region size, run times of functions.
Models serve as a sound foundation for the elements of flexibility part of the DCG design. Further, the results obtained from their use reveal new insights on combining monitoring and analytics, including validation of Monalytics' autonomic features like the PRN methods described earlier.
Traditional Topologies and Hybrid DCGs
Topologies of previous monitoring/aggregation works can be generalized into three types: centralized, hierarchical tree and binomial swap forest. In a centralized topology, monitoring data is collected on each node but sent to a central node for analysis. Most of the analysis systems and small to moderate monitoring systems use this approach. Hierarchical trees [40, 33] are widely used in monitoring and aggregation systems, where nodes are organized into a balanced tree (or balanced forest where each tree is according to a different set of attributes), usually with some moderate fanout factor, e.g., 16 [33] . BSF is proposed in [13] . Nodes exchange monitoring data with each other in order and the last two swapping nodes yield the global aggregate data.
Monalytics is capable of creating any of those traditional topologies and in addition, the hybrid DCGs that have significantly higher cost effectiveness in large scale systems, compared to traditional topologies.
Assumptions
We model the TTI of each topology and the associated management cost. For generality, TTI is defined as the latency between when one monitoring sample (indicating event of interests) is collected on each node and when the analysis on all of those monitoring samples has completed. Management cost is modeled as the capital cost for management hardware and associated software, i.e., the dollar amount for purchasing management hardware/software resources. We study topologies with dedicated mode and collocated mode in large scale. To the best of our knowledge, our work is the first to model capital cost for management infrastructures in large scale data centers. Models are based on real word parameters in data centers, as listed in Table 2 . The bandwidth resource for each M-Broker in collocated mode is estimated as the product of the bisection bandwidth B and the bandwidth budget b. This estimate reflects the common fact that in many modern data centers, the applications and the monitoring overlay share the same network. It extends on previous models [13] that assume full bandwidth to be available to content aggregation overlays. Further, since monitoring is continuous, which means that it continuously uses the network resource, its bandwidth consumption should be a small fraction of the total bandwidth available in order to confine its interference with applications. Similarly, it is intuitive that on each node, a small portion of resource is used for monitoring/analysis, as captured by a fraction α of its capital cost.
We assume DCs are reporting one monitoring sample at a time. Each sample has a size s due to its use of some number of metrics n. We estimate an intermediate/aggregation result has size s and n metrics as well 2 . We also assume there is support for buffering of raw and aggregated monitoring data throughout the data center, and that there is enough bandwidth provisioned for monitoring for both the dedicated and collocated strategies. M-Brokers failures and associated costs are beyond the scope of this paper.
Traditional Topologies
Centralized: In a centralized topology, monitoring data collected from each node is sent to a centralized server for analysis. The TTI, noted T C (N), consists of data delivery time and data processing time. When the aggregate bandwidth of the nodes is smaller than the maximum bandwidth of the central server, the data delivery time is + l (central node has full bandwidth because it is dedicated). The processing time is formulated as a function F(n, M), where n is the number of metrics to monitor, and M is the number of instances of each metric. In our analytical models, we assume each node collects n metrics, and uses one instance per metric for analysis, for generality purpose. We can set M to other value represent-ing a different number of instances for analysis, and this will not affect the comparison results shown in Section 6. Therefore, the TTI for centralized DCG is:
The management cost for the centralized topology has two parts. The first part is the dedicated central server, with cost of C, and the second part is the fraction of management cost on each node. According to empirical experience [3] , there is usually one additional dedicated management server for every 1000 nodes added to the data center. Therefore, the cost measurement C C (N) is:
Hierarchical Tree (HT): In a hierarchical tree, internal nodes have similar fanout of at most d, and the leaf nodes have depth of at most log d N for a system of N nodes.
Starting from the leaf level, the nodes at each level can be divided into groups with at most d members. A group can be treated as a centralized topology where children report to their parent. The groups at the same level process data in parallel. Hence, the processing time is
). For the top single group level with the root as the central server, the processing time is
A parent analyzes its children's data and sends the results to the next parent at the higher level. This data flow between levels is sequential. Hence, the TTI in dedicated mode is:
If HT is collocated with the monitored system, the bandwidth resource for each node for aggregation is limited. Therefore, the TTIT HT (N) is:
The management cost for dedicated mode C HT (N) is the total cost of its internal nodes, of the root, and the inherent cost on each node. The number of parents with N leaves is
In collocated mode, the only cost for management is the fractional management cost on each node:
C HT (N) = N * c * α
Binomial Swap Forest (BSF):
In a Binomial Swap Forest (BSF) [13] topology, each node computes an intermediate result by repeatedly swapping (exchanging) data with other nodes. Two nodes swap data by sending to each other the intermediate results they have so far, letting each to compute the new results of both nodes' data. The swaps are organized so that a node only swaps with one other node at a time, and each swap roughly doubles the number of nodes whose data are processed a node's intermediate result, so that the nodes will compute the global result in roughly log(N) swaps. The sequence of swaps performed by a particular node form a binomial tree with that node at the root. BSF runs in collocated mode and its TTI and cost are:
Hybrid DCGs
In hybrid DCGs, any of the traditional topologies described above (centralized, hierarchy, BSF) can be used locally within regions, and also to interconnect region leaders. The resulting graph is thus a hybrid of multiple traditional topologies, same or different, interconnected together. For a hybrid DCG that consists of m regions which process their local monitoring data in parallel, the time for leaders to receive the aggregated data would be max
where T INT RA(Ri) is the TTI for region i, and Ri is the number of nodes in region i. The region leaders then cooperate to perform the next level processing in a time of T INTER (m). Therefore, the TTI and capital cost of a hybrid DCG are formulated as follows:
Ri)
In practice, there could be numerous topology combinations for a hybrid DCG. For purposes of modeling and evaluation, we pick three representative ones: (1) Centralized-BSF Monalytics (CB) uses a centralized topology within each region and a BSF topology inter-region; (2) CentralizedHierarchy-BSF Monalytics (CHB) has centralized or hierarchical topologies within regions and a BSF topology to connect these regions; and (3) BSF-BSF Monalytics (BB) uses a BSF topology both intra-and inter-region, and is also 'hybrid' in the sense that the sizes of the intra-region BSF and the inter-region BSF topologies are different. The formulation for the TTI and capital cost for these examples can be obtained by substituting appropriate formulations for centralized, hierarchical, and BSF topologies in the T HY BRID (N ) and CHY BRID (N ) equations above. For example, assuming all regions have same size N r for simplicity, the formulations for TTI and capital cost for the Centralized-BSF hybrid DCG would be:
EXPERIMENTS AND EVALUATIONS
We have implemented a prototype of Monalytics in C/C++ using the EVPath library [18] . Experimental evaluations at smaller scale use a virtualized environment with 36 virtual machines on 12 physical hosts, complemented by a set of large-scale analytical evaluations to up to 1 million nodes. The results support three main conclusions. First, Monalytics' PRN deployment feature results in substantial TTI reduction compared to traditional approaches. Second, Monalytics has significantly lower cost and interferes less with applications, compared to static systems watching everything all the time. Third, the flexible, hybrid DCG design provides promising advantages in terms of performance and cost, compared to static, single topology solutions (up to 92% TTI reduction and 86% lower cost).
Experimental Evaluations
Setup: Our testbed consists of 12 blade servers, each hosting 3 VMs. We realize the two use cases described in Section 3, using our Monalytics prototype to monitor/analyze two application benchmarks: (1) RUBiS [14] representing Internet services and (2) Hadoop [1] representing MapReduce applications. We use the 32 out of total 36 VMs as the monitored nodes running RUBiS and Hadoop instances. The remaining 4 VMs are used to emulate user requests to RUBiS and for PRN deployments of new M-Brokers.
The initial DCG is a hierarchical tree with max fanout of 8. The 32 VMs are leaves, each having one DC and one MBroker deployed. Some of them are also reused as internal M-Brokers as 1 root and 4 parents. Lightweight anomaly detection [38, 39] and on-line clustering [9] approaches are running on the hierarchy continuously and throughout the experiment. As described in Section 3, the DCG controller creates new centralized DCGs to run deeper analysis functions, causal path inference or Top-K, on demand. Causal path inference needs to gather and merge a considerable volume of traces collected from 'suspicious' VMs, so the transmission of monitoring data has an important effect both on TTI and on application interference, which we will discuss next. The Top-K approach analyzes IP packets locally on each candidate cohort member, so the network overhead is low. However, since it parses every ingress or egress IP packet, its CPU consumption is high, which again, can significantly interfere with the applications, especially when running it on every node all the time.
Experiments measure the TTI, monitoring data volume, and interference with applications. We compared our PRN solution with brute-force solutions that 'turn on' analytics functions all the time or on every node. To be more specific, the brute-force ZIA approach collects network traffic trace from all the nodes involved because it does not have the 'zoom-in' capability. By the same token, brute-force VMC runs Top-K functions all the time on a VM ensemble. results show that the PRN and in situ approaches result in up to 86% TTI reduction and considerably less interference with application performance. The data size needed for Monalytics is also up to 95% smaller than that of brute-force.
Results: Zoom In Analysis
In the ZIA use case, the data center hosting multiple Internet services is monitored, and one of those services has performance problems that requires further analysis via casual path inference. We emulate those problems by injecting anomalies described in [38] . In the experiment, each Internet service is a RUBiS instance embedded in 4 VMs running 1 Apache web server, 2 Tomcat application servers, and 1 MySQL database server, respectively. We vary the system scale from 8 VMs (2 services) to 32 VMs (8 services). Monalytics deploys a DCG on the 4 VMs running the problematic service, on-demand and when needed, while the brute force approach triggers data collection and transmission on all of the VMs. The TTI of Monalytics, then, is significantly shorter than that of the brute force approach, as shown in Figure 4a increases, the TTI gap grows rapidly, indicating even better performance of Monalytics at larger scales, with a 86% TTI reduction on 32 VMs. In addition, the amount of data collected, transmitted, and processed remains low even as the system scales, with the consequent benefits shown in Figure 4b , in comparison to the brute force approach in which the data size increases with increased system scale.
Results showing the degree of interference with application performance are encouraging, as well. Here, we measure the average throughput of all RUBiS services as an indication of performance. In Figure 4c , the baseline bar is the average throughput without monitoring/analysis deployed. The Monalytics and brute force bars represent the average throughput for RUBiS with continuous monitoring/analysis. We can see that as the scale increases, the brute force approach results in high interference with application, severely reducing their throughput. This is because the brute force approach consumes substantial network bandwidth to transmit the larger volumes of monitoring data collected, which in turn slows down the performance of the applications sharing the same network. The Monalytics approach has overall lower interference than the brute force approach (up to 44% higher throughput), and the effect of interference decreases as system scales (due to the increased network bandwidth). Results: Virtual Machine Clustering We run a MapReduce application that uses a BBP-type method to compute the exact binary digits of π [1] , on 4 VMs to 32 VMs. Figure 4d shows the job completion times when the total workload of the application is fixed, i.e., the workload on each VM is reduced as the system scales. Figure 5a depicts the job completion times when the workload on each slave VM is fixed. In both scenarios, Monalytics incurs much less interferences than the brute force solution, because the former turns on the CPU consuming Top-K functions only when needed, whereas the latter runs them all the time, thereby unnecessarily stealing CPU cycles from the Hadoop application. When total workload is fixed, the completion time deceases as the system scales due to the parallel executions on more slaves. The baseline bars in Figure 4d reflect this trend. Accordingly, the effects on completion time decrease, because the application's workload can be finished in a few CPU time slots without interruption. When the per slave workload is fixed, the baseline does not change much because slaves run in parallel, and the job completion time is largely determined by the running time of a slave. Because a slave needs to run a relatively longer time, the brute force approach drags down its performance by running the Top-K algorithm throughout the Hadoop execution. Monalytics induces much less interference on job completion time (an average 12% increase) than brute force (85% increase). Table 3 : F (n, M ) Functions Representing Two Types of Analytics, a is the processing time of one metric, and n * M is the total number of metrics 
Analytical Evaluations at Large Scale
In this section, we evaluate the Monalytics DCG topologies at scale using the models described in Section 5.
Parameters and Estimations:
The parameter values used are based on real world practices, and are shown in Table 2 (third column). The characteristics of monitoring data were determined using several runs of a microbenchmark consisting of over 15 well known system monitoring tools. This was used to estimate the monitoring data size and number of metrics per node and per data collection interval 3 . The data processing time on each node, represented by F(n, M), can have various values due to the variety of analytics functions possible. Since it is impossible to exhaust all possibilities, we instantiate F(n, M) for our evaluations with two straight-forward and representative run time functions, shown in Table 3 . For simplicity, the hybrid DCGs in our evaluations are assumed to have the same region sizes. Evaluation Results: We compare the TTI and capital cost of various topologies that can be created by Monalytics (see Table 4 for acronyms). The flexibility offered by hybrid DCGs results in better performance with low cost at scale. In particular, Figures 5b, 5c , and 5d compare the Monalytics' hybrid topologies with traditional HT and BSF topologies when using linear-time and quadratic time analysis functions. As shown in Figure 5b , Monalytics CB provides the second shortest TTI for linear-time analysis.
At the scale of 1 million nodes, the Monalytics CB exhibits a 61% TTI reduction over collocated HT topology. The dedicated HT has the best TTI but also has the highest capital cost, as depicted in Figure 5d Other hybrid DCGs can perform comparably better than traditional topologies, as well. The Monalytics CBH has better performance than the collocated-HT in both linear and quadratic runtime, and its maximum cost is slightly higher than that of collocated HT, BSF, BB, and HB, but much lower than dedicated-HT, about 86%.
Hybrid DCGs are more effective due to their ability to mix and match the best topologies that meet local analytics requirements and that also perform best at varied local scale levels. In Figure 6a , the completion time of the centralized topology is linear to the scale of data centers, which makes performance prohibitively low at a large scale like 1 million nodes. However, this topology is not always the worst choice because for less than about 2000 nodes, its TTI is less than that of collocated HT and BSF because it has only one level of hierarchy. It also has much lower cost than the dedicated HT, as shown in Figure 5d . Hence, using a centralized topology at appropriate scale may yield good performance. This insight is leveraged to build hybrid CB with encouraging cost-effectiveness in Figure 5b , because for CB, the intra-region centralized topology has smaller TTI than the collocated HT and BSF when the number of nodes is within 2000, and inter-zone processing time is the second smallest.
We also study how topology configurations like fan-out factors affect performance and cost. Figures 6b and 6c reveal that smaller fan-out contributes to smaller TTI. That's because each internal node processes less data with smaller fanout. Although the height of the tree is larger with smaller fan-outs, the increase has much less effect than that of input data processed by each parent. The improved performance, however, comes with higher cost. As shown in Figure 6d , the dedicated HT with smaller fan-out factors have higher management server costs, because the number of internal nodes increases. The results tell us that configuration may have substantial impact on performance, and the trade-off between performance and cost. Flexibility in DCGs can result in on-demand changes in configurations to meet these different trade-off needs.
Finally, evaluations also show that there is hardly a 'one size fits all' topology for all scale and analysis needs. For example, dedicated HT and Monalytics CB which has best performance in linear runtime analysis are among the worst in quadratic time, which suggests that, instead of using a static, single topology, a dynamic hybrid topology should be applied to meet the changing analytics requirements.
RELATED WORK
Monitoring systems [31, 21, 8, 35, 20] are designed to monitor the status of large networked systems or large cluster machines. Some of these leverage hierarchical architectures for scalability. Ganglia [31] , in particular, uses multicast messages inside a cluster and federations between clusters. While they are widely used and exhibit high performance in reporting states at large scale, their analysis capabilities are limited.
Aggregation systems [30, 13, 40, 37, 33] aggregate distributed data with large volumes, and usually provide mechanisms to query the runtime aggregate states. While Monalytics is similar in its ability to perform in-network, distributed processing, there are two major differences. First, Monalytics provides the flexibility to dynamically create, change, and terminate new topologies to meet varying analysis needs. Second, the analysis functions supported by aggregation systems are typically limited to those with the specific computational properties [30] suitable for aggregation, while Monalytics is designed to support a variety of analytics without the restrains.
Analytics solutions [5, 6, 10, 11, 15] are promising sophisticated analysis of system behaviors with high accuracy and significantly reduced human intervention. However, they rarely support analytics on-demand and at large scale. In addition, they are often application-specific rather than supporting the general class of utility data center applications targeted by our work.
CONCLUSIONS AND FUTURE WORK
We presented the Monalytics software architecture for integrating monitoring and analytics in large scale data centers, with flexibility for supporting a variety of analytics functions. We introduce pro re nata(PRN) methods and experimental evaluations are carried out with a Monalytics software prototype implemented in small scale data center running three tier enterprise applications and Hadoop codes. Results clearly show the importance of using PRN, along with the ability of the current Monalytics prototype to support the multiple and sophisticated monitoring/analysis functions required by two realistic use cases. We contribute novel analytical formulations modeling DCG's effects on both the performance and the capital costs of monitoring/analysis, with extensive analytical evaluations in large scale.
Our ongoing work is extending experimental evaluations to scale to multiple thousands of cores and with more complex sets of applications representing modern utility or cloud computing data centers. We are also working on specific extensions of Monalytics software, including federation support for multiple regions and automatically determining appropriate DCGs for specific fault patterns or cost/effectiveness needs. Plus, the resource management/scheduling for concurrent analytics requests in Monalytis is an interesting topic to investigate in the future. Our goal is to routinely run the Monalytics software stack in the data center to better understand actual usage patterns, e.g. finding ways to reduce data center energy use [34] .
ACKNOWLEDGMENT
This work was funded in part by an HP Innovation Award for "Exascale Systems Management". We thank Dr. Partha Ranganathan, Dr. Dejan Milojicic from HP Labs, and the anonymous reviewers for their insightful comments.
