Abstract. We study periodic homogenization by Γ-convergence of some singular integral functionals related to nonlinear elasticity.
Introduction
Consider the family of integral functionals {I ε } ε>0 given by In [6] (see also [8 : ϕ = 0 on ∂(kY )}. This result established a suitable variational framework to deal with homogenization problems in the vectorial case: it is the point of departure of many works on the subject related to nonlinear elasticity. However, because of the p-polynomial growth assumption (1.4), Braides's homogenization theorem is not compatible with the following two important physical properties: the noninterpenetration of the matter, i.e., W (x, ξ) = +∞ if and only if detξ ≤ 0, and the necessity of an infinite amount of energy to compress a finite volume into zero volume, i.e., W (x, ξ) → +∞ as detξ → 0, where detξ denotes the determinant of the N × N matrix ξ.
In this paper we show that by using Braides's homogenization theorem (see Theorem 3.2) and a slight generalization of a relaxation theorem (see Theorem 2.7), that we obtained in [2, 3] , it is possible to establish a homogenization theorem (see Theorem 3.4) which applies to functionals of type (1.1) when the integrand is singular (see Corollary 4.2) . A typical example of a such singular integrand is given by W :
is a 1-periodic function and h : R → [0, +∞] is a measurable function for which there exist γ, δ > 0 such that h(t) ≤ δ for all |t| ≥ γ. For example, given s > 0 and T ≥ 0 (possibly very large), this latter condition is satisfied with γ = 2T and δ = max{
Note that W as in (1.7) with h given by (1.8) is compatible with the singular behavior W (x, ξ) → +∞ as detξ → 0 (however, such a W is not consistent with the noninterpenetration of the matter). An outline of the paper is as follows. 
, where M m×N denotes the space of real m × N matrices, we consider the normal integrand Zf :
The following result is due to Fonseca (see [13, 
is continuous, i.e., Zf is a Carathéodory integrand 2 whenever Zf is finite.
Remark 2.2. Proposition 2.1 is also valid with "Ẑf " instead of "Zf " (see [4, Proposition 2.3]) whereẐf :
In particular, Proposition 2.1(d) can be rewritten asẐ[Zf ] = Zf .
Given x ∈ R N we say that f (x, ·) is quasiconvex (in the sense of Morrey [15] ) if for every ξ ∈ M m×N , every bounded open set D ⊂ R N with |∂D| = 0 and every
By the quasiconvex envelope of f (x, ·), that we denote by Qf (x, ·), we mean the greatest quasiconvex function which less than or equal to f (x, ·).
.) The concept of quasiconvex envelope was introduced by Dacorogna (see [9] ) who proved the following theorem (see [10, Theorem 6.9 p. 271]).
The following result is a slight generalization of Theorem 2.3. From now on we fix p ≥ 1. Given U ⊂ R N be a bounded open set with |∂U | = 0 we define F :
and we consider the relaxed functionals F , F 0 :
measurable in x and continuous in ξ.
As F and F 0 are not given by explicit formulas, it is of interest to know under which conditions on f we have:
+∞] (whose we wish to give a representation formula). In the p-polynomial growth case, such integral representation problems was studied by Dacorogna (see [9, Theorem 5] , see also [10, Theorem 9.1 p. 416]) and Acerbi and Fusco (see [1, Statement III.7] ) who proved the following theorem. 
(C 2 ) the function Zf is of p-polynomial growth, i.e., Zf (x, ξ) ≤ c(1 + |ξ| p ) for all (x, ξ) ∈ R N × M m×N and some c > 0.
Remark 2.6. (i) Condition (C 1 ) is a condition of Serrin type (see [18] or [16, p. 96-97 ], see also [14] ).
In particular, we have Zf (·, ξ) ∈ C(V ) for all ξ ∈ M m×N whenever f satisfies (C 1 ), Zf is finite (for example when (C 2 ) holds) and V ⊂ R 
We need the following lemma whose proof is given below.
As Zf is of p-polynomial growth and Aff(U ; R m ) (resp. Aff 0 (U ; R m )) is strongly dense in W 1,p (U ; R m ) (resp. W 
As f is p-coercive, also is Zf . Moreover, since Zf is finite (because (C 2 ) holds), on the one hand, Zf is a Carathéodory integrand by Proposition 2.1(c) and, on the other hand, Zf (x, ·) is quasiconvex for all x ∈ R N by Theorem 2.3-bis. From Acerbi-Dacorogna-Fusco's relaxation theorem (see Theorem 2.5) it follows that
which gives the theorem when combined with (2.5).
Proof of Lemma 2.8. By definition, there exists a finite family {U i } i∈I of open disjoint subsets of U such that |∂U i | = 0 for all i ∈ I, |U \ ∪ i∈I U i | = 0 and, for every
From Remark 2.6(iv) we see that Zf (·, ξ i ) ∈ C(U i ) for all i ∈ I. Hence, for each i ∈ I, there exists a finite family {U
where, for X ⊂ R N , diam(X) := sup{|x 1 − x 2 | : x 1 , x 2 ∈ X}. Fix any δ > 0. Then, there exists η > 0 such that we consider
By Vitali's covering theorem, there exists a finite or countable family {a i,j,ℓ + α i,j,ℓ Y } ℓ∈Li,j of disjoint subsets of U k i,j , where a i,j,ℓ ∈ R N and 0
. Using (2.9) and (C 2 ) we see that
with c, C > 0. Taking (C 1 ), (2.6) and (2.8) into account it follows that for every n ≥ 1,
Letting k → +∞ and using (2.7) we deduce that
and (2.4) follows by letting δ → 0.
Homogenization theorem
Let Ω ⊂ R N be a bounded open set with |∂Ω| = 0, let W : R N × M m×N → [0, +∞] be a normal integrand and, for each ε > 0, let I ε : W 1,p (Ω; R m ) → [0, +∞] (with p ≥ 1) be defined by (1.1). To accomplish our asymptotic analysis as ε → 0, we will use De Giorgi's Γ-convergence which can be defined as follows (for more details see [12, 8, 7] ). for all φ ∈ W 1,p (Ω; R m ) with:
Braides proved, in the p-polynomial growth case, the following theorem (see [6, 8] , see also [17] ). Proof. By Proposition 3.3 it suffices to prove Theorem 3.4 with "I ε " instead of "I ε ". Fix any ε > 0 and consider
it is easy to see that f ε ∈ A p . Applying Theorem 2.7 (with f = f ε ) we deduce that for every ε > 0,
where ZW is clearly p-coercive, 1-periodic and of p-polynomial growth. From Braides's homogenization theorem (see Theorem 3.2) it follows that I hom = Γ-lim ε→0 I ε with I hom defined by (1.5) and
it is easy to see that f ξ ∈ A p . Applying Theorem 2.7 (with U = kY and f = f ξ ) we deduce that for every k ≥ 1 and every
and the theorem follows.
Application
The following condition on the normal integrand f :
Typically, the function H :
where 0 ≤ a ∈ L ∞ (R N ) and h : R → [0, +∞[ is a measurable function for which there exist γ, δ > 0 such that h(t) ≤ δ for all |t| ≥ γ, satisfies (Ĉ 2 ) with α = γ and β = max{1, δ a L ∞ (R N ) }. The singular behavior H(x, ξ) → +∞ as detξ → 0 is possible (for example when h is given by (1.8) ). Denote the class of p-coercive normal integrands f : To prove Theorem 4.1 we need the following two lemmas. The first is a special case of a theorem due to Dacorogna and Ribeiro (see [11, Theorem 1.3] , see also [10, Theorem 10.29 p. 462]) and the second is a special case of a theorem due to Ben Belgacem (see [5] , see also [4, Théorème 3 .25] for a proof).
Lemma 4.5. Given t 1 < t 2 and ξ ∈ M N ×N with t 1 < detξ < t 2 there exists ϕ ∈ W 1,∞ 0 (Y ; R N ) such that det(ξ + ∇ϕ(y)) ∈ {t 1 , t 2 } for a.e. y ∈ Y .
Lemma 4.6. Let f : R N × M N ×N → [0, +∞] be a normal integrand. If f satisfies (Ĉ 2 ) then Rf is of p-polynomial growth, where for every x ∈ R N , Rf (x, ·) denotes the rank-one convex envelope of f (x, ·), i.e., the greatest rank-one convex function which less than or equal to f (x, ·).
Proof of Theorem 4.1. Fix any x ∈ R N and any ξ ∈ M N ×N . Clearly, if |detξ| ≥ α then Zf (x, ξ) < +∞. On the other hand, if |detξ| < α then, by Lemma 4.5, there exists ϕ ∈ W 1,∞ 0 (Y ; R N ) such that |det(ξ + ∇ϕ(y)| = α for a.e. y ∈ Y , and using (Ĉ 2 ) we see that
Thus Zf (x, ξ) < +∞ for all ξ ∈ M N ×N , i.e., Zf (x, ·) is finite. From Proposition 2.1(b) we deduce that Zf (x, ·) is rank-one convex. Hence Zf (x, ·) ≤ Rf (x, ·) for all x ∈ R N , i.e., Zf ≤ Rf , and the theorem follows from Lemma 4.6.
