Multi-Classifier Systems (MCSs) have fast been gaining popularity among researchers for their ability to fuse together multiple classification outputs for better accuracy and classification. At present, there is a lot of literature covering many of the issues and concerns that MCS designers encounters. However, we found out that there isn't a single paper published thus far which presents an overall picture of the basic principles behind the design of multi-classifier systems. Therefore, this paper presents a current overview of MCSs and provides a road-map for MCS designers. We identify all the key decisions that a designer would have to make over the design of a MCS and list out the most useful options available at each decision making step. We also present a case-study of the MCS theoretical issues considered, and present informal guidelines for the selection of different paradigms, based on the properties and distribution of the data. We also introduce a novel optimization of the standard majority voting combiner which uses a genetic algorithm.
Introduction

Classification and Classifiers
Classification is the process of assigning presented information into classes and categories of the same type. Most day-to-day tasks, from identifying the correct bus ride on, to selecting an item from a lunch menu, involves the proper understanding of perceived information. This often involves the assignment of perceived information into known classes, for better understanding. A classifier is a computer based agent which can perform such a classification.
There are many computational algorithms that can be utilized for classification purposes. The Wikipedia website 1 provides a list of the most commonly used classification algorithms and also provides a brief description of each. These classifiers can be broadly divided into two categories: rule-based classifiers and computational intelligence based classifiers. Rule-based classifiers are generally constructed by the designer, where the designer defines rules for the interpretation of detected inputs. This is in contrast to computational intelligence based classifiers, where the designer only creates a basic framework for the interpretation of data. The learning or training algorithms within such systems are responsible for the generation of rules for the correct interpretation of data.
These computational intelligence based classification algorithms can further be categorized as supervised or unsupervised methods. Supervised techniques involve the participation of a teacher or expert, who is responsible for "teaching" or "instructing" the classifier. This 'teacher' presents the algorithm with a set of inputs and informs the algorithm of the category or class to which it should be assigned to. The teacher also instructs the algorithm on how far a generated output is from the expected answer. This helps the learning algorithm alter its parameters in order to improve its classification performance. After training, the classifier is expected to classify previously unseen, but similar, inputs to the correct classes. The backpropogation algorithm used on neural networks is a prime example of such a methodology. [7] lists out and categorizes the most popular supervised learning techniques available and also provides a series of statistical metrics for their evaluation and comparison.
In contrast, unsupervised classifiers are not presented with prior knowledge during training. The algorithm is expected to examine the input parameters and to assign them to different classes based on similarity measures and clustering factors. Self-organizing maps ( [23] ), which are used in conjunction with neural networks, are an example of such a paradigm.
A learning paradigm utilizes a set of training examples of the form {(x 1 , y 1 ), . . . , (x m , y m )} for the projection of a function f (x). The x values are usually vectors of real or discrete values of the form < x i1 , x i2 , . . . , x in >. The y values are the expected outputs for the given x values, and are usually drawn from a discrete set of classes. Consequently, the task of the learning paradigm involves the approximation of a function f (x) to produce a classifier.
The output of a classifier can take many forms. A formal classification for the types of outputs which can be produced is presented below (introduced in [51] ):
• Abstract form: The classifier outputs a single unique class. That is, the classifier only outputs the class to which it thinks the input belongs to.
• Rank level: The classifier ranks each output class according to its belief on which class the input data belongs to. The label of the class it believes to be the most probable is sent as the first choice.
• Measurement level: The classifier assigns a value depicting the belief that the classifier has of the input value belonging to each class. Thus, the output of the classifier is an array which contains these belief values. These classifiers are also known as probabilistic classifiers.
As mentioned above, the purpose of a learning paradigm is to approximate an input to output mapping. However, system designers often encounter two limitations within the design process, which can often affect the proper approximation of a function. Firstly, the presence of noise (imperfections) within the data set can adversely affect the approximation performance. If all input data perceived by a training paradigm is of excellent quality, then there is a good probability that the paradigm will come up with a good approximation of the function. However, real-life situations are not as simple and straightforward. Most data sets are not of good quality and contain a substantial quantity of noise. Such erroneous data can mislead the training paradigm which in turn can lead to wrong approximations. Secondly, most training paradigms have very clear-cut limitations on their operation. For example, the rule of thumb for the proper training of a neural network is that the paradigm should be presented with at least 10 times as much data as there are connections within the network. Less data can lead to the neural network reaching local minima in its training error and, consequently, returning bad approximations on the function. A small sized neural network with 10 inputs and one hidden layer, containing just few hidden nodes (e.g. [5] [6] , will have at least 50 connections, which in turn leads to a requirement of at least 500 training samples for proper training. Most of the complex data sets currently being used are often of much higher dimensions and consequently require large networks for proper approximations, but training a large network may not be an easy task.
Due to the limitations mentioned above, it has been experimentally observed that the construction of a perfect classifier for any given task is often impossible. Therefore, the best that system designers have to work with is using more classifiers and paradigms which provide near approximations of the functions expected. In most cases, individual classifiers are built using the same machine learning methodology. When different machine learning paradigms are used to approximate the same function, the approximations generated may easilly vary due to different interpretations and processing of the data and noise being made. This diversity among the performance of different individual classifiers and learning paradigms have led to the development of the Multi-Classifier Systems (MCS), which attempt to combine the approximations of different individual classifiers, sometimes built using different training paradigms, to obtain better results. Such systems are analogous to a company board of directors, where the board is usually constituted of people who have different levels of qualifications and expertise. For example, a board is usually constituted of an economist, an accountant, a management consultant and a marketing consultant. It is very rare that a board will have one person who is specialized in all these fields of expertise. Therefore, the board is compelled to make decisions in consensus with all the members of the board. A decision making process of this sort, where the final decision is generated by combining the opinions of all the members of the board is exactly how a MCS works. Of course, there can be many variations to this theme, where different members of the board could be given extra decision making capabilities based on the type of decision to be made. Methods for the incorporation of such variations within MCSs are discussed later in this paper Intuitively, it makes sense that a combination of classifiers or experts provides better results than a singular decision maker. However, this is dependent on how independent and diverse the individual classifiers are. If all the classifiers provide similar and correlated results, the aggregated result will not provide any improvement to the recognition process. Accordingly, the diversity among the selected classifiers has been recognized as one of the key design features within a successful multi-classifier. The incorporation and evaluation of diversity among individual classifiers is reviewed in Section 3.
Overview and structure of the paper
This paper provides a review of the field of Multi-Classifier Systems and presents simple details and instructions for the construction of a MCS. There is currently a lot of literature on MCS available. However, we have noted a big void in the literature currently available, in that there isn't a single paper which analyzes all the important aspects of MCS design. Many of the considerations and solutions presented in this paper are available elsewhere, but finding them and summarizing the results can often prove to be difficult and time consuming. Therefore, this paper is an attempt at collecting all important and recent information related to MCSs in one location and provides a basic roadmap for MCS designers.
We identified that the most important considerations needed for the proper construction of a MCS are threefold: the proper construction of diverse classifiers, the selection of a representative topology for classifier integration and the selection of a suitable combinatorial function. Section 2 formally introduces MCS and justifies their use. Section 3 presents methods for the diversification of individual classifiers and also reviews different metrics available for the measurement of diversity between the created classifiers. Section 4 presents the topological options available to the designer for connecting the classifiers created. Section 5 presents common combinatorial functions and groups them into categories. Section 6 compares and examines data dependent combinatorial strategies. Section 7 presents a case-study of a multi-classifier system application and experimentally demonstrates an increase in accuracy when suitably diverse classifiers are combined in a proper manner. This section also compares results obtained through the use of different combinatorial strategies and provides guidelines for the selection of each strategy. We also analyze a combinatorial function where the combiner learning algorithm selects the classifiers from a pool of classifiers for incorporation. Such methodologies are called data dependent selection classifiers.
2 Multi-classifiers -a primer Section 1 states that a learning paradigm is used to 'approximate' a function by using a set of training data. The reason for the learned functions only being approximated during training lies in the presence of noise within most training data sets. Correspondingly, when different paradigms are used for the approximation of the same function, slight variances in the function produced can occur. This can result in slight differences within the results obtained by individual classifiers. Intuitively, it makes sense that when these different classifiers are combined together in a proper fashion, the combined result should be at least equal to the results of the best performing classifier within the ensemble of classifiers. Such a combination of diverse classifiers for the combined classification of data is known as a multi-classifier. Consequently, multiple-classifiers are being used to achieve the best possible classification, by increasing the efficiency and accuracy of classification. However, multi-classifiers will only work when it is possible to build individual classifiers which are more than 50% accurate (i.e. not random classifiers), and very important, are independent of each other( [18] ). [18] claims that such an ensemble would only be more successful than an individual classifier if the individual classifiers disagree with each other. Such independence among classifiers is known as the diversity within the ensemble. Detailed explanation on diversity and metrics used to measure it are discussed in detail within Section 3.2. If all the classifiers within an ensemble are identical, then no improvement in the system can be obtained through combination. However, if the results obtained are different, proper combination can result in an improvement of the overall performance. This idea is graphically illustrated in Fig. 1 . Within this figure, the shaded region represents the true positives within an output space, and the clear ellipses represent the true positive spaces identified by three separate classifiers. As depicted, typical classifier behavior would involve the proper classification of a large percentage of both true positives and true negatives and the improper classification of a small percentage. Conventionally, it is very ambitious to expect a designed classifier to properly classify the entire output space of a given input set. Therefore, it makes sense that the proper combination of the entire set or a subset of classifiers should provide the designer with an output space classification which is closer to the expected output space. Individual classifier models are therefore being challenged by combined pattern recognition systems which often show better performance. Moreover, when a system which incorporates more methodologies (e.g. a hybrid system) is used, the inadequacies of one methodology can be nullified by the characteristics of another. That is, a multiple classifier can nullify the predictive inaccuracy obtained through the use of singular classification systems. The challenge in building such a system lies in the proper selection of a combination method and the proper diversification of the individual classifiers.
It can be proven that the performance of the entire ensemble of classifiers can be never worse than that of the best expert. [36, 40] provide results tested on protein secondary structure prediction. [1] also lists out an overview of applications in molecular biology. [6] indicates that the use of an ensemble of classifiers could achieve better recognition rates that those obtained through a singular classifier when:
1. The recognition rate of each individual classifier of the ensemble is greater than 0.5, and 2. Errors made by each individual classifier are uncorrelated.
[6] cites [18] and justifies this statement by considering three classifiers: {C 1 , C 2 , C 3 }. Let x be a new input example. If the three classifiers are absolutely identical, then when C 1 (x) provides a wrong classification, C 2 (x) and C 3 (x) will also provide erroneous results. If the errors made by the three classifiers are uncorrelated, the case might be that when C 1 (x) is wrong, C 2 (x) and C 3 (x) may be correct. In such a case, the majority vote (See Section 5.1) among the three classifiers will correctly classify x. [6] goes on to state that if the error rates of R classifiers C j , j = 1, . . . , R, "are smaller than 0.5 and are independent, then the probability that the majority vote will be erroneous will be the area under the binomial distribution where more than R/2 hypothesis are wrong". Obviously, if the error rates exceed 0.5, even if the individual classifiers make uncorrelated errors, the error rate of the ensemble will increase with the combination of the classifiers.
[6] also states three causes as to why multiple classifiers exhibit better performance when compared to singular systems:
1. As mentioned in Section 1, a large search space needs a large amount of data for proper approximation. It is often the case that such amounts of data is unavailable, which in turn leads to bad approximations.
2. Most of the training algorithms used are heuristics. Heuristic algorithms always search for approximate solutions.
3. Most search algorithms do not have the capability to approximate the complex search spaces that a vast amount of the commonly used data sets occupy.
[6] further states that the use of multiple classifier solutions and their combinations lead to the nullification of most of these problems.
In a situation where a number of classifiers are available, the simplest approach would be to select the best performing classifier and use it for the classification task ( [33] ). This approach, although simple and easy to implement, does not guarantee good performance ( [38] ). It is highly probable that a combination of classifiers would outperform a singular classifier ( [42] ). On the other hand, different and worse performing classifiers might only add to the complexity of the problem and could even provide lower results than the worst classifier. Thus, it is a well known fact that if a multi-classifier system is to be successful, the different classifiers should have good individual performances and be sufficiently different from each other ( [45] ). Nevertheless, neither individual performances ( [37, 54] ) nor the diversity ( [41, 47] ) provides an ideal measure of how successful the combination of the classifiers will be.
As explained in [42] , the core element of classifier selection is the selection criteria. The most natural choice is the combined performance, which could also be used as the criterion for the selection of the combiner. The only drawback of this methodology is the exponential complexity of testing out all possible combinations of a given set of classifiers. Evolutionary optimization techniques, like genetic algorithms and particle-swarm optimization, could be used to circumnavigate such problems [34] .
There are three types of combiner functions. These three situations are a direct consequence of the three types of classifier outputs described in Section 1. They are:
1. Situations where the classifiers produce abstract outputs. Here, given R classifiers C j , j = 1, . . . , R, where each classifier assigns a label θ j to a given input x. Therefore, the task of the multi-classifier involves the assignment of a definitive label (θ MCS ) to x.
2. When ranking classifiers are considered, for each input x, each classifier produces an integer array RAN K j , j = 1, . . . , R. Each element within this array corresponds to one of the output classes. The array is usually sorted such that the most highest ranked output class is first on the array and the least ranked output class is at the end of the array. Therefore, the task of the multi-classifier is to produce an integer array (RAN K MCS ) which ranks the output classes according to the given input x.
3. When classifiers which operate at the measurement level are considered, each classifier C j produces a real vector of the form
Here, m ij denotes the belief that the classifier j has that a certain input x belongs to class i, where i = 1, . . . , c, and c is the number of output classes. Therefore, the task of the multi-classifier system is to build another real vector (Y MCS ) to denote its belief of the input x belonging to each output classes.
[29] states three classifier properties which are desirable for their incorporation within a multi-classifier. They are orthogonality, complementarity and independence. Orthogonality is not directly measurable, but is a rough measurement of how different the decisions are among the different classifiers. The complementarity measures the differences between the strengths and weaknesses of the different classifiers. Independence among classifiers measures the influence that one classifier has over another, over the decision making process, or how interrelated the results between two classifiers are.
A multi-classifier can be constructed either in a parallel, cascading or combined manner (see Section 4) . The selection of a proper topology depends on the type of problem at hand. Some tasks can be divided into sub-tasks, and consequently, each sub-task can be implemented using a different classifier. Some tasks can be divided into different specialities depending on the number and diversity of output classes present. In such a case, specialized classifiers can be constructed to implement different specialities. However, the most common use of multi-classifiers involves the development of diverse classifiers which solve the same task and the combination of them in a parallel manner. Further details of these topologies are given in Section 4.
To summarize, the success of a multi-classifier system depends to a large extent on three key features: proper selection of classifiers, topology, and combinatorial methodology. The proper selection of classifiers involves the creation and selection of classifiers which are adequately diverse. The following three chapters provides a review of these design features and also presents the options which are available at each design step.
Diversity
As mentioned in Section 1, the successfulness of a MCS system depends to a large extent on the proper selection of diverse classifiers for incorporation. Therefore, the proper construction of classifiers which are suitably diverse from each other is of paramount importance. This section presents a collection of the most commonly used and popular diversification methods available, and also lists out a few metrics available in the literature for the measurement of the diversity among a pool of available classifiers.
Incorporating diversity among multiple classifiers
A classifier needs to be trained. This training process can be performed in either a supervised or unsupervised manner. Supervised learning involves the creation/approximation of a function from training data, by using a "teacher". The training data is composed of two main elements -input objects (typically vectors), and desired outputs. The output of the approximated function can either be a continuous value or a class label. The task of the teaching algorithm is to map the presented inputs onto the output classes. However, during training, the training algorithm is, more often than not, presented with only 'samples' from the input space, and is therefore not shown the entire data set. Consequently, the learner has to be able to generalize previously unseen data by using the presented data. These properties allow a MCS designer many opportunities for incorporating diversity within a collection of classifiers. The options include the diversification of inputs via feature selection, the use of multiple encoding methods, the randomization and optimization of the algorithm characteristics, and proper selection of input data from the entire training set.
Four diversification schemes presented below were first introduced formally in [6] .
Subsampling the training set
This method requires the execution of the training algorithm several times on different subsets of the training set in order to obtain different hypotheses. Such method is useful for unstable training algorithms, that is, paradigms which induce large changes within the system's parameters in response to small changes within the data. Examples include Neural Networks and Decision Trees.
The most popular method for the selection of training set samples is known as the 'bagging' technique. Given a training set of m samples, on each run of the training algorithm, an m amount of training samples are drawn randomly with replacement from the training set and presented to the training algorithm. It is clear that some training examples may appear more times in a drawn training set.
An alternative subsampling method involves the construction of the training set by leaving out disjoint subsets of the training data, in a similar manner as the traditional cross-validation method works. This can be achieved by, for example, first constructing q disjoint subsets, and then selecting data from each of the subsets to construct q overlapping subsets, by dropping out a different subset each run.
There is another very popular method that involves the manipulation of the training set to develop multiple hypotheses. This method would be similar to the bagging method if not for the condition that the sampler, at each iteration i, draws a training set of size m by sampling, with replacement, according to the probability distribution p i (x) over the training set. This sample set is then used to construct the classifier C i . The error rate ǫ i of C i is then used to adjust the probability distribution over the training examples. This methodology is used successfully in the implementation of the ADABOOST algorithm ( [11, 12] ).
Manipulation of the input features
These techniques involves the manipulation of the set of input features to train different classifiers. Here, subsets of the total number of input features are selected in order to train multiple classifiers. This training methodology only works if the training set features are highly redundant. Such a methodology was successfully used in the implementation of the system described in [3] , where the authors present a system with 32 trained neural networks trained on 8 data sets consisting of different feature subsets selected out of a 119 feature input space. In addition to this, the networks were further differentiated by the use of different network sizes.
[34] presents an alternative method for the diversification of classifiers via the inputs. They present the system MultiNNProm, where diversification is achieved by presenting the inputs to multiple neural networks via different encoding methods. Then, by using genetic algorithms, the networks are then adapted to suite each encoding method. The most suitable configuration is coupled with its representative encoding method and classifiers are constructed. The incorporation of these constructed classifiers within a MCS yielded over a 5% increase on the performance of the best individual classifier.
Manipulation of the output classes
This technique involves the manipulation of the output (y) values that are presented to the learning algorithm. This technique is particularly useful if the number of output classes is large. This allows the designer to divide the output classes into a smaller number of subsets of classes which could then be utilized for the training of a classifier. All classes in a subset are re-labeled with the same label before training. Thus, the trained classifier would be able to differentiate among the small number of classes it was trained on. By repeating this process more times, we obtain more classifiers.
Incorporation of randomness
This technique involves the injection of randomness into the training algorithm. An example of this method would involve the training of architecturally identical neural networks with different initial weights on the same data set. An example of such an implementation is presented in [34] , where they incorporate a similar methodology by training diverse neural networks on the same data set.
Diversification of algorithm parameters
Another obvious and simple method for achieving diversification is accomplished by the incorporation of diversity within the training algorithm. All learning paradigms have some parameters which represent their behavior during training. For example, the backpropogation algorithm for training neural networks is represented by a number of hidden layers, the number of neurons per layer, a minimum error and a learning rate. These values could be varied on the same data set to achieve diverse results.
Measuring diversity among classifiers
Research on the measurement of diversity among classifiers within a collection of classifiers has intensified within the last few years. The Journal of Information Fusion recently published a special issue entitled 'Diversity in multiple classifier systems' ([30] ). Most literature concerning diversity is covered within this special issue. Therefore, this section only lists out the main diversity measurement schemes currently being used.
Combining similar classifiers does not make too much sense as the results will not be improved. Thus, the measurement of the diversity among a given set of classifiers is very important for the correct selection of classifiers to be incorporated within an ensemble. Measuring the diversity between two classifiers only is relatively not hard to be done ( [27] ). The measurements available become less conclusive when the number of classifiers exceeds three or more. At present, there is no strict computational definition for diversity. However, [27] refers and adapts a definition presented by biologists ( [35] , see Appendix) for the purpose of diversity measurement among classifiers.
[25] presents a list of 10 classifiers diversity measures, four of which are pairwise diversity measures and the rest non-pairwise. The following section lists out these 10 diversity metrics as the list comprehensively covers the main diversity measurement schemes currently being used. Further details on each of them could be found in [25] .
Pairwise diversity measures
A pairwise diversity measure is used to measure the diversity between two given classifiers. Widely known statistical literature was used for the derivation of these diversity measures.
The Q statistic ( [25, 53]) Let N denote the number of patterns in the training data set (denoted by X) and R be the number of classifiers. The output of classifier C j , j = 1, . . . , R, is represented by an N dimensional vector M j (X) = {m 1j , . . . , m N j }, where m ij = 1 if C j correctly recognizes the input pattern x i , and 0 otherwise.
2 Because the notations used in [25] are very suggestive, and for easing the task of understanding for a prospective reader when following the references, we prefered to maintain some of the notations in the following subsections. Then, the Q statistic for two classifiers C i and C j is defined by Eq. (1), where N ab (a and b 0 or 1) is the number of patterns x k of X for which m ki = a and m kj = b, k = 1, . . . , N . If the two classifiers are independent, Q will be 0. The average Q statistic calculated over all pairs of classifiers in the collection of classifiers C is then defined by Eq. (2).
This measure presented in [25] can also be used for the evaluation of binary output classifiers and is given by Eq. (3).
The disagreement measure ( [25, 44] )
This measure was first introduced in [44] and, in the same notation as above, is the ratio between the number of cases in which one classifier is correct and the other is incorrect (N 01 + N 10 ) to the total number of cases (in fact N ), see Eq. (4).
The double fault measure ( [15, 25] ) [15] proposed this method to generate a pairwise diversity matrix for a collection of classifiers. This matrix is then used to select the classifiers within the collection which are least related. The double fault measure (DF) for two classifiers is defined as the ratio between the input examples which have been misclassified by both classifiers to the total number of examples in the training set (Eq. (5)). Table 1 : Pairwise diversity measures [25] Name Formula Q Statistic
Disagreement Measure
Non-pairwise diversity measures
Non-pairwise diversity measures are used to evaluate the diversity among three or more classifiers. [25] presents six such methods: Table 2 : Non-pairwise diversity measures [25] Name Formula
Coincidence Failure Diversity CF D = 0 p 0 = 1.0;
The entropy measure (E) ( [4, 25] ) Given a collection of R classifiers, if l j denotes the number of classifiers in the collection that correctly recognize x j , the value of E is then given by Eq. (6) . A value of 0 for E signifies no difference between classifiers while a value of 1 indicates the highest possible diversity.
Kohavi-Wolpert measure (KW) ([22, 25])
The Kohavi-Wolpert measure of diversity [22] is given in Eq. (7) . [25] goes on to observe that the KW value can be calculated by multiplying the average disagreement measurement (Dis a vg) by a coefficient (Eq. (8) m ji ), the value of κ can then be defined using Eq. (9) . The value of κ can also be obtained through the use of the KW value or the average disagreement measurement, as observed in [25] (Eq. (10)).
The measure of difficulty (θ) ( [18, 25]) This measure was first introduced in an article by Hansen and Salamon ( [18] . Let A be a random variable that takes values in { 0 R , 1 R . . . , 1} and denotes the proportion of classifiers in the collection C that correctly classify an input pattern x drawn randomly from the input data set X. The R classifiers in C are run on the data set X to obtain the probability mass function of A. If the collection of classifiers is diverse, a small variance of A is obtained. Collections of similar classifiers are characterized by high variance. The metric 'difficulty' (θ) is defined as the variance of A, i.e. V ar(A).
Generalized diversity measure ([25, 33])
This methodology was first introduced in [24] . Let define another random variable B that denotes the proportion of classifiers that are incorrect on a randomly selected input pattern (B = 1−A). And let p i be the probability of B taking the value i R , and p(i) the probability that i randomly chosen classifiers fail on a randomly chosen input pattern x. Then, using Eqs (11) and (12), we can define the generalized diversity (GD, Eq. (13)). GD = 0 signifies minimum diversity, while GD = 1 signifies maximum possible diversity.
Coincidence failure diversity measure ( [24, 25]) This measure was also introduced in [24] . This function returns a maximum value of 1 when all misclassifications are unique, otherwise a value between 0 and 1. The basic definition of this function is given in Eq. (14).
Other diversity measures
[28] uses the definition presented in Appendix to provide an alternative framework to the measurement of diversity within multi-classifier systems. Given c output classes denoted by π = {w 1 , . . . , w c }, N inputs denoted by X = {x 1 , . . . , x N } and R classifiers denoted by C = {C 1 , . . . , C R }, the classifier outputs for a given input x n are regarded as a population -C(x n ) = {C 1 (x n ), . . . , C R (x n )}. Then, the within-population diversity with respect to that particular input pattern, H(P ), is given by the entropy of the distribution of class labels among classifiers. [28] proposes the use of the Gini 3 index for this measurement. If P i is the probability that a randomly chosen classifier outputs label w i , where obviously c i=1 P i = 1, the Gini diversity among classifiers is defined by Eq. (15). The average diversity among the classifiers over the entire data set X is obtained through averaging G over the entire data set.
Another alternative approach presented in [28] is to instead use the populations of output values generated by each classifier when all input patterns are presented. Given two such populations produced by classifiers C i and C j , the total diversity H(P i , P j ) is given by Eq. (16) and can be considered equivalent to the measure of disagreement Dis. Considering binary-output classifiers, i.e. '0' or '1' that represents correct or wrong classifications, respectively, the two distributions can be mixed in an output space using 4 elements (11, 10, 01, 00). Then, let denote the probabilities for the joint outputs as P (11) = a, P (10) = b, P (01) = c, P (00) = d, and let choose the typical distance, ζ (see Appendix), i.e. ζ(m, n) = 1 iff m = n, and 0 otherwise. The diversity measure (disagreement expectation) is denoted by Eq. (16) .
4 MCS topology [46] claims that the combination strategy used to combine the classifiers is of secondary importance, and that the major factor contributing to the success of a multi-classifier system is the diversity among the classifier team. Nevertheless, [26] claims that the choice of an appropriate fusion strategy can further improve the performance of the ensemble. This claim can be substantiated by considering a multi-classifier as a committee of experts. Such a committee reaches its final decision by virtue of voting. This would neglect the individual specialities of the members. Thus, such a strategy would seem pointless if the constitution of the committee is not properly set up. A good solution to such a problem would involve a strategy that would assign areas of expertise to different team members and then follow the relevant experts advice when new items are discussed. Such a strategy would be further enhanced by having each member express a degree of confidence. Problems could be encountered when the expert concerned makes a mistake.
Such problems could be detected by correctly evaluating the committee. Sample problems could be provided to the committee and the results could be analyzed in order to obtain an optimal procedure for the combination of the decision. In terms of multi-classifiers design, this step is the training phase. Another solution to such problems would be the construction of a proper dataflow path before any decision is taken. Decisions could be first made by a subset coefficient is a number between 0 and 1, where 0 corresponds with perfect equality (where everyone has the same income) and 1 corresponds with perfect inequality (where one person has all the income, and everyone else has zero income). The Gini index is the Gini coefficient expressed in percentage form, and is equal to the Gini coefficient multiplied by 100.
(http://en.wikipedia.org/wiki/Gini index).
of the committee members, and their conclusions are then sent to another subset of members. The construction of such multiple-decision making steps within a decision making system is analogous to the topological construction of a multiclassifier. The proper construction of this topology is usually required to improve the accuracy of the entire system and to incorporate error checks.
[31] categorizes MCS topologies into three categories: Cascading, Parallel and Hierarchical (Fig. 2) . In a cascading classifier, the classification result generated by a classifier is used as an input into the next classifier. The results obtained through each classifier are similarly passed onto the next classifier until a result is obtained through the final classifier in the chain. The main disadvantage of the use of this methodology is the inability of later classifiers to correct mistakes made by earlier classifiers. The main design decision that has to be made in the implementation of such a configuration is the selection of a representative combination methodology. If the decision process is well designed, the system can reach peak performance. Some of the more popular and successful combinatorial methods include majority voting, belief integration and the 'stacking until convergence' method. However, the improper selection of a combinatorial strategy could accentuate the influence of poorly performing classifiers, which in turn could adversely affect the overall performance.
Hierarchical classifiers combine both parallel and cascading classifier configurations to obtain optimal performance. The use of such a methodology can negate the disadvantages encountered through the use of a cascading integration. Hierarchical systems could also be used to introduce error checking, which would nullify the influence of poorly performing classifiers.
A more comprehensive and topical categorization of multi-classifier topologies is presented in [29] . This categorization divides the MCS topologies into conditional, hierarchical, hybrid and multiple-parallel topologies.
• Conditional topology: This strategy first selects one classifier to perform the task of classification. If this classifier fails to correctly identify the presented data, another classifier is selected. Most implementations include a primary classifier, which is usually selected as the first classifier to be employed. The selection of the next classifier can either be a static decision or may be based on the values obtained by the use of the primary classifier. Example methods for dynamic selection include decision trees. This process can continue for as long as there are classifiers available or the pattern is correctly classified. If the primary classifier is an efficient one, the process would then become computationally efficient. The queue of selected classifiers could be placed such that the computationally heavy classifiers are only selected at the end of the classifier queue. One difficult aspect of such an implementation is the selection of a process by which the failures and successes of a classifier are judged. This method can become overly complicated when the number of classifiers available increases.
• Hierarchical (Serial) topology: This topology employs a method where classifiers are applied in succession. Each classifier applied is used to reduce the number of possible classes to which the input data belongs to. As the data passes through the classifiers, the decision becomes more and more focused. The common way for the design of the classifier queue is to insert classifiers in decreasing values of the error. That is, the classifier with the highest error is used first, whereas the classifier with the lowest error is used last. Of course, there should be safeguards to ensure that the classes selected by any classifier should always include the correct class. If not, the next classifier will not have the option of selecting the correct output class.
• Hybrid topology: A hybrid topology based system should incorporate a mechanism for the selection of the best classifier for a given input. This selected classifier is then used to perform the final classification of the given input. It is obvious that certain classifiers perform better than others on certain data. Thus, the selection of an appropriate classifier would streamline the entire classification process.
• Multiple (Parallel) topology: This is the most common implementation of a multi-classifier system. All the classifiers first operate in parallel on the input, and the results are then pooled to obtain a consensus result. This methodology does incur a cost as it is computationally heavy, with each classifier having to be executed before the final result is obtained.
The hierarchical and multiple topologies are also known as selection-based and fusion-based topologies, respectively. The classification presented by [29] is more topical and relevant than the one presented by [31] , due to the consideration of hybrid systems. Hybrid intelligent systems are rapidly gaining popularity among researchers due to the limitations of each individual machine learning methodology (these limitations are introduced in Section 1).
Data dependent classification is also rapidly gaining popularity among MCS designers. Such systems involve the creation of multiple combinatorial methods which are specialized towards different points within the output space. The decision on which combinatorial function to use is made based on the features of the input data. Therefore, classifier and combiner selection is dependent on the features present within the input data. This topology is further explained in Section 6. A data dependent classifier presents the closest equivalent to the committee based classifier presented at the beginning of this section. If a decision which is to be made is going to affect the accounting of the organization, it makes sense that the company's accountant gets a larger input to the decision than the others within the committee. Similarly, an advertising decision would be more biased towards the marketing manager. Such intelligent combiner selection which places conditional bias towards individual classifiers within the classifier ensemble makes data dependent classifier fusion an extremely effective classifier fusion methodology.
Combinatorial functions
Once the individual classifiers have been designed and implemented, the next most important task involves the combination of the individual results obtained through each individual classifier. With the use of multiple learning paradigms, one obtains a set of classifiers C 1 , C 2 , . . . , C R , each of which attempts to approximate a function f (x). A multiple classifier attempts to combine these results in order to obtain a better approximation of f (x). That is, it attempts to combine the outputs f C1 (x), f C2 (x), . . . , f CR (x) using the combinatorial function f C (x).
[51] categorizes multiple classifier combiners into 2 broad categories: featurevector-based methods 4 and syntactic-and-structural methods. 5 [5] provides a more informative categorization by classifying them as linear, non-linear, statistical and computationally intelligent. They can be described as follows:
• Linear combination methods: The use of linear functions like 'SUM' and 'PROD' for the combination of the outputs.
• Non-linear combination methods: The use of rank based classifiers like majority voting.
• Statistical: The use of methods like the Dempster-Shafer technique and Bayesian combination.
• Computationally intelligent (CI): The use of intelligent paradigms like neural networks and genetic algotithms for combination.
[5] further categories these approaches according to the existence of a degreeof-confidence for each individual classifier, as confidence based and non-confidence based. Confidence based classifiers are composed of classifiers which have different degrees of certainty associated with them. The confidence is expressed as a weight or an importance which is associated with the output of each classifier before combination within the multi-classifier system. These confidence measures are reflections of the importance of each of the classifiers. However, non-confidence based methods are based on the premise that confidence associated with each classifier within a combination is identical. That is, the degree of importance associated with each classifier is the same. A non-confidence based combiner would be analogous to a company board where decisions are made with each member of the board having an equal vote. A board where decision making bias is allocated according to the type of decision to be made is analogous to a confidence based combiner.
A more refined categorization is offered by [9] , where he also categorizes multi-classifier fusion strategies into two categories: fixed combiners and trained combiners. Fixed combiners do not require any form of training and are defined by the designer of the system. These combiners directly use the outputs of the individual classifiers, either as class labels or confidences, to make their final decision. On the other hand, trained classifiers require a learning phase similar to that described in Section 1. The rules for combination are not determined by the designer. We use this classification for the presentation of multi-classifier issues within this paper.
Section 5.1 lists out a collection of the most basic and easily implementable combinatorial functions. Section 5.2 discusses the implementation of these paradigms within a fixed combination methodology and Section 5.3 discusses implementations within a trained combiner.
Common combinatorial functions
Consequent to the details listed out in the preceding section, we list below the most popular base combiners currently utilized in MCS design.
MAX -maximum. Along with the 'MIN' combinatorial function, this is the simplest implementation of a combiner. Here, the classifier output with the highest value or confidence is chosen as the output of the overall combiner. If the outputs of the classifiers are denoted by C j (x), where j = 1, . . . , R, then the output of the MAX combinatorial function is given by Eq. (17). However, this method can prove to be inefficient when skewed data sets are used. If the data is adversely either positive or negative dependent, the combiner can also become correspondingly dependent. This combiner can also become very dependent on confident classifiers and can totally isolate other classifiers. The 'MAX' functions works best with measurement level classifier outputs, but can be affected negatively by a single classifier which is performing badly. If the measurements outputted are formatted in a descending manner, the classifier becomes very sensitive to overly predictive classifiers. Similarly, if the measurements are formatted in an ascending manner, the MCS becomes overly protective in that it will not produce maximal classifications without every single classifier agreeing on the decision.l
MIN -minimum. Identical to the 'MAX' function, except for the fact that it selects the minimum output value as the combiner output. The 'MIN' combiner has the same advantages and disadvantages as those listed for the 'MAX' combiner, except for the fact that the MCS becomes overly sensitive for ascending formats and overly protective for descending formats.
SUM -summation. The basic form of the 'SUM' operation (i.e. using a nonconfidence based approach) involves the use of the summation function to add the outputs of all the classifiers within an ensemble. A more advanced version of the SUM operation involves the assignment of weights for each classifier, and the summation is performed by first multiplying the output of each classifier with its assigned weight and then adding all the obtained values. More exactly, the output of the sum combinatorial function is generated using Eq. (18) . Within the basic version we have w j = 1 for all j = 1, . . . , R. Conversely, the value of w j can vary within the advanced version, depending on the importance or significance assigned to the classifier concerned. These two implementations of the SUM functions can be categorized as being non-confidence-based and confidence-based, respectively.
PROD -product. This method uses an algorithm similar to the 'SUM' method. However, instead of summing up the weighted outputs of the individual classifiers, it multiples the values. The assignment of values for the weights depends on whether a confidence based or non-confidence based method is used. The basic output of the function can be summarized as R j=1 C j (x)w j . The weights assigned to each classifier can either be equal or dependent on the bias placed on the individual classifier. A more refined definition of this function, for measurement level classifiers, is given in Eq. (19) . Here c represents the number of output classes and C ji (x) is the belief that classifier C j has of input x belonging to class i.
AVG -average/median. The average method uses a paradigm similar to that used by the 'SUM' method. However, the final output of the combinatorial function is the value of the summation divided by the number of classifiers considered. A formal definition of this combiner is presented in Eq. 20. This function can also be implemented in a confidence based or non-confidence based fashion, by assigning representative weights to each classifier. The AVG combiner works best when the outputs of the classifiers are on a measurement level. The proper assignment of confidence based weights could be used effectively to nullify the effects of poorly performing classifiers and to enhance the influence of adequately performing ones.
Average vote. Each classifier within the MCS outputs an array which contains numbers between 0 and 1 representing its belief on the compatibility of the given input pattern with each output class (i.e. at a measurement level). The combinatorial function adds the votes for each output class and select the class with the highest vote as the winner. The formal definition of this combinatorial function is given in Eq. (21) . Here, C ji (x) represents the vote that classifier C j makes with respect to input x belonging to class i.
Weighted average vote. The weighted average method is similar to the average vote method. The only difference is that each classifier is assigned a weight which is associated with its output. The weights usually represent an extra confidence or significance that the combiner assigns to each classifier. The definition of this combinatorial function is provided in Eq. (22) .
BORDA. The Borda count is a voting technique which was developed by JeanCharles de Borda in 1770. The classifiers used within a Borda count system should be rank-based classifiers (see Section 1). The Borda count is a voting method in which the voter ranks the candidates according to their preference. Each ranking gives each candidate (output class) a certain number of points, with the winner getting the highest number of points. Then, the Borda count functions adds the number of points assigned to each candidate and picks the winner.
MV -Majority voting. The majority voting method is the simplest of all combinatorial functions. It selects the relevant class by polling all the classifiers to see which class is the most popular. Whichever class gets the highest vote is selected. This method is particularly successful when the classifiers involved output binary votes. A case study of the use of this technique is presented in Section 7.
Bayesian combination. Bayesian combiners are used to linearly combine the probabilistic predictions of multiple models by weighing their posterior probabilities ( [14] . The basic Bayesian combiner model effectively uses the prior classification probability of the classifiers, p(j) for the j th classifier. For an input x, computations on the marginal likelihood, p(x|j), for each j, j = 1, . . . , R, are performed. Then, using Bayes rule, the posterior probability can be calculated as p(j|x) = p(x|j)p(j)/p(x). These posteriors can then be used to calculate the classifiers predictions using the formula given in Eq. (23) .
[14] goes on to state that this approach suffers from three limitations. Firstly, that the method is only valid if all the classifiers each capture mutually exclusive and exhaustive possibilities on how the data were generated. Secondly, the difficulties involved in calculating a marginal likelihood. Finally, the fact that all classifiers do not usually start with the same prior assumptions. To rectify these limitations, [14] proposes a Bayesian combiner which does not assume any of the classifiers to be the best and do not expect the classifiers to be probabilistic.
The Dempster-Shafer approach. The Dempster-Shafer (D-S) theory of evidence was introduced in [43] . The D-S theory is used for the representation of uncertain knowledge. This theory was adapted for multiple-classifier combination in [51] .
The combiners presented within the preceding list are only a collection of the most common combiners available. The entire list of combiners used is however much larger. Table 3 compares the advantages and disadvantages of each of the functions described above. [21] claims that all ensemble combination methods can be derived out of the basic product and sum combinatorial methods. Let the numerical outcome or measurement vector of each classifier for input x be denoted by C j (x), j = 1, . . . , R. Let there exist c output classes, each represented by w i , i = 1, . . . , c. Here, each class is modelled by the probability density function p(C j (x) | w i ), where the prior 6 probability of occurrence is denoted by P (w i ). Then, given C j (x), the input pattern x should be assigned to class w k if the aposteriori 7 probability of the interpretation is maximized. This condition is listed out in Eq. (24) . For simplifying the notations we will get rid of x in the following equations, so we will use C j instead of C j (x).
By using Bayes theorem, [21] obtains Eq. (25) . Here, p (C 1 (x) , . . . , C R (x)) is the unconditional measurement of the joint probability distribution and can be expressed using Eq. (26) . As this value is the same as the first value of the numerator of Eq. (25) , we can concentrate on the denominator. Equation (25) also states that in order to utilize all the available information correctly to reach a decision, it is essential to compute the probabilities of the various hypotheses Need to assume that the classifiers are conditionally statistically independent. Need to also assume that the a posteriori probabilities calculated by the classifiers do not deviate from the prior probabilities. PROD Provides a more averaged result than the SUM combiner. It is less susceptible to skewed data sets than the SUM combiner.
Need to assume that the classifiers are conditionally statistically independent. Susceptible to poorly performing classifiers affecting overall performance. AVG Can be used as confidence based or non-confidence-based and consequently, overtrained and undertrained classifiers can be adequately weighted to nullify extra sensitiveness.
Sensitive to classifier bias BORDA Easiest combiner to implement for rank-based classifiers.
The combiner loses information on classifier accuracy due to the use of ranks. Very similar inputs could be classified incorrectly due to only the rank of belief being used.
MV
The simplest method to implement. Can be implemented in a confidence-based manner.
Need to assume that the classifiers are conditionally statistically independent. Need to also assume that the a posteriori probabilities calculated by the classifiers do not deviate from the prior probabilities.
by considering all the measurements simultaneously. [21] then uses these values to derive formal definition for both the 'SUM' and 'PROD' combiners. These Table 4 : Probabilities used for evaluation of fixed combining rules [9] Name Value Description
Local Accuracy η j (x) = max i {P i (x)} The probability that x is correctly classified by classifier j. Expected Accuracy
The expected local accuracy of classifier C j . The Estimate of Local Accuracyη j (x) = max i {C ij (x)} The estimate of η j (x). Here, it is assumed that the classifier outputs C ij (x) are estimates of the confidences P ij (x). Accuracy on Evaluation setη j = k max i {C ij (x k )} An evaluation set is used for finding the expected accuracy is usually the training set.
two definitions are in turn used to derive formal definitions for the MAX, MIN, AVG and majority voting combiners. For more details, please refer to [21] .
In addition to the base combiners mentioned above, there are numerous other combiners available through the use of intelligent and statistical techniques. Statistical techniques involve the use of posterior class probabilities to allocate weights for each classifier. Example implementations include the use of Bayes networks and Hidden Markov Models. Intelligent combiners use intelligent learning paradigms for the proper combination of the classifier outputs. However, this has a major drawback as it requires additional training and testing data for training the combiner. This could prove problematic when domains with few training samples are considered. Neural networks have proven to be the most popular intelligent ensemble combiner. The outputs of the individual classifiers can be used as inputs into a neural network. In contrast to base combiners, neural networks were shown to be very effective for the combination of classifiers which are not diverse enough. But, of course, they are also highly effective when adequately diverse classifiers are used. The case study presented in Section 7 compares the use of this method with the use of the other base combiners discussed in this section.
Fixed combiners
Fixed combiners customarily perform well when the individual classifiers demonstrate similar accuracies and have none or negative correlation between their outputs ( [38] ). [38] defines such classifiers as 'balanced' classifiers.
[9] uses posterior class probabilities to evaluate classifiers and lists different fixed combination methods available in the literature. Most of them were presented in the previous section. Let denote the confidence that pattern x belongs to class w i , where i = 1, . . . , c, as P i (x) = P (w i | x). Classification consists in assign the pattern to the class with the highest confidence. Also, C ij is defined as the numerical output of classifier j for class w i , as used before in this paper. Thus, the confidence that classifier j indicates the object x belonging to class w i is defined as P ij (x) = P (w i | C ij (x)). These values are calculated on the whole training set. Then, the values in Table 4 can be computed. A well trained classifier should produceη j ≈ η j , whereas an over-trained classifier will producê η j ≫ η j .
The fixed combiners listed in the previous section can be successfully used to improve the overall performance of the multi-classifier system. This is particularly the case when the feature spaces of the individual classifiers are different. Nevertheless, there have also been cases of improved performance when the different classifiers were trained on the same feature space [9] . But, [9] concludes that these methods only work well under strict conditions. The ensemble will be sub-optimal if the individual classifiers generate unreliable confidences, but will work well if the training set is large and if the combination function is chosen well.
Trained combiners
These methodologies are in contrast to the fixed combination methodologies listed out in the above section, as they adapt the combiner to the classification task using a training set. The following is a list of guidelines that should be taken into consideration when constructing a classifier of this nature [9]:
1. Calibration of the individual classifiers: Each classifier should be trained individually and their outputs should be scaled to within a uniform range for integration.
Selection and weighting of the individual classifiers:
The individual classifiers can differ from each other in terms of performance, which can be measured using a standard evaluation set. The results obtained through this test can be used for the selection of classifiers or for the selection of the weights which will be assigned to the individual classifiers within the combination (this is called global selection). The training set can also be used to partition the feature space into regions, and these regions can then be used to identify the best classifiers for each region. The latter is called local selection of clasifiers.
3. Global selection of combination methods: In addition to the selection of the individual classifiers to be used within the ensemble and the weights to assign to each classifier, a selection of the best combination strategy has to be made.
[9] argues that trained combiners perform better than fixed combiners. They conclude that, in fixed combination based systems, confidences are treated according to their interpretation, but the combination rules are sub-optimal. Trained combinations may be assimptotically optimal instead. It is emphasized that the proper training of the individual classifiers is essential.
Combination of neural network classifiers
Of the different methodologies used for the combination of multiple neural net classifiers, majority voting, neural networks, Bayesian inference and the Dempster-Shafer theory have proven the most popular ( [32, 51, 52] , see Section 5). Although the Dempster-Schafer method has proven to be successful, it is considerably dependendent on the function used for the alignment of the probabilities. For the type of output produced by neural networks, posterior class-conditional probabilities can be calculated. The calculation of these probabilities becomes relatively simple, especially when the number of output classes is small. The case study presented in Section 7 uses neural networks as individual classifiers. Therefore, all the combinatorial functions tested out in this section are implemented to combine neural network classifiers. We also introduce a novel improvement of the standard majority voting algorithm which performs ensemble learning on neural network outputs using a genetic algorithm.
Hybrid combiners
The use of two or more intelligent techniques in conjunction is known as a 'hybrid intelligent' techniques. Most intelligent learning paradigms require the optimization of its internal parameters for proper classification. A neural network requires the definition of the number of hidden layers, the number of neurons within each layer, a learning rate, etc. A weighted average combiner requires the determination of combiner weights. Such optimization challenges provide ideal opportunities for the use of evolutionary computing paradigms. Paradigms such as genetic algorithms, particle swarm optimization and the k-nearest neighbor technique have successfully been used for such implementations.
The use of random forests ( [2] ) for classifier combination has also gained popularity. A random forest is a collection of classification trees, each of which is dependent on a random variable sampled independently. Classifier selection is performed on the generated solutions using predefined selection criteria. An example implementation of random forest on MCS can be found in [48] , where a random forest is utilized for the modeling of structural relationships between molecules.
[34] presents a framework, MultiNNProm, which utilizes a genetic algorithm for the optimization of parameters within a variation of the LOP combiner presented in [17] .
Data dependent classifier selection
A MCS performs a mapping from the input domain space into the output domain space. This mapping could either be linear or non-linear. The sum rule and average rule (both weighted and non-weighted) are examples of a linear mapping. The maximum and product rules are examples of non-linear mappings.
All MCS outputs are inherently dependent on the input data. However, the attributes which describe the data could also be used to select an appropriate combination (or fusion) strategy. Multiple fusion strategies could be constructed, each of them specialized towards the recognition of a certain class or set of classes belonging to the input space. The use of a multiple fusion strategy of this manner is known as data dependent classifier fusion or combination. The output could be independent of the input data or implicitly dependent on the input data. An alternative to this is an explicit dependence on the input data. In the last case, the MCSs rely on the characteristics of the input data for the selection of a combination strategy. This classification of classifier fusion strategies, which is detailed below, was presented in [50] .
Data independent strategies
These systems exclusively rely on the output of the individual classifiers. No other information is used in performing classification. As an example, the general model used for the implementation of the MAX function in such systems is shown in Eq. (27) , where M i is a vector which contains the predictions made by all classifiers within the ensemble for the membership of pattern x to class w i . M i (x) could be considered equivalent to C ij (x), ∀j = 1, .., R, if the previous notation is to be used. The combinatorial mapping F (•) can either be linear or non-linear.
Most of the voting systems, like average, maximum and majority votings are examples of data independent methodologies.
Implicitly dependent on the data
The combiners in such multi-classifier systems are trained to maximize the global performance on the data. The basic model used for the implementation of the MAX function is defined in Eq. (28), where W (C(x)) is a weight matrix (of size cXR) representing the relevance assigned to each classifier within the ensemble, and C(x) represents the vector containing the outputs (or confidences) of all classifiers for input x. Within W , w ij represents the weight assigned to classifier j with respect to class i. Here, the weights are dependent on the outputs of the individual classifiers for a given input. Example implementations of such a methodology include the weighted average ( [19] ) and fuzzy composition ( [13] ) fusion strategies. The disadvantage of this approach is that it is vulnerable to consistent mistakes of certain individual classifiers.
Explicitly dependent on the data
In this case, the selection of a classifier or the selection of a combinatorial method is dependent on the sub-space to which the input pattern belongs to. Thus, the final classification is dependent on the initial partition of the input space. The base model used for the implementation of the MAX function is defined in Eq. (29) . Here, the weight matrix, W , is dependent on the input pattern, and not on the outputs of the classifiers. Such methods are also called dynamic classifier selection (DCS) methods. In dynamic selection methods, the selection of the relevances assigned to individual classifiers is primarily based on the input patterns. A kind of dynamic classifier selection based MCSs which are rapidly gaining popularity among researchers are known as feature-based architectures.
[16] provides a framework for the creation of a DCS based MCS which uses the behavior of the MCS as the selection criteria for classifier selection. [15] uses the results obtained in [16] to outline a general purpose theoretical framework for the dynamic selection of classifiers and also proposes two new methods for the implementation of a DCS based system. [55] uses DCS for the mining of noisy data streams. [39] uses the k-nearest neighbor algorithm to calculate local accuracies for the dynamic selection of classifiers.
A system could also be composed of a hierarchical mixture of experts, where different combiners are trained to specialize on different aspects of the input space. [20] uses such a mixture of experts along with an ExpectationMaximization (EM) algorithm for the selection of experts to analyze robot dynamics.
Feature based architectures
Feature based architectures are used to construct dynamically adapting multiclassifiers. The input pattern can be used to either select classifiers for combination, the combinatorial function or both. Therefore, the system adapts itself to the behavior of the classifiers and the state of the input.
A feature based classifier uses a set of generators to deduce weights for each classifier selected. These weights would represent the confidence that the generator would have on the relevant classifier to correctly classify a given input pattern. Two architectures for feature based systems are proposed in [50] . These two architectures differ from each other by the criterion by which classification is performed. The first architecture only considers the values of the inputs in order to perform feature extraction, whereas the second architecture considers both the input values and the outputs of the individual classifiers for feature extraction. The first architecture is depicted in Fig. 3 . Within this model, each classifier C j produces an output which represents its classification of x. The The feature extractor, E, is a classifier which extracts meaningful information from the input pattern x. This classifier is not responsible for performing the final classification, but is used to provide a probability, e i (x), which represents its confidence that input x belongs to class w i . The extractor outputs, e i (x), i = 1, . . . , c, are represented by the vector E(x).
The combiner is then used to combine the results obtained from the feature extractor with the outputs of the individual classifiers. This combination could be done via a selection of a representative combination function or by the assignment of representative weights to each classifier output. The output of the entire multi-classifier is represented by Eq. (30) . Such a classification is similar to the assignment of specialized tasks to relevant members within a committee. For example, when financial decisions are to be made, emphasis on the decision making process is assigned to the Financial Director and his team.
The second feature-based architecture is depicted in Fig. 4 . This architecture is similar to that presented in Fig. 3 except in the fact that it also uses the outputs of the individual classifiers to interpret its confidence in each classifier. The output of such a multi-classifier is depicted in Eq. (31) . The weight matrix is composed of values of the form w ij , where i = 1, . . . , c and j = 1, . . . , R. The dependence of the weights on both the individual classifier outputs and the input pattern is represented by W (x, M i (x)). Such an architecture is similar to a committee first listening to the views of each committee member at a decision making stage and, then, assigning relevances to each member based on the quality of the views expressed and the type of the decision to be made. The NPV provides a measurement of the percentage of true negatives to the total number of patterns recognized as being negative. It measures the probability of a negatively predicted pattern actually being negative Precision P T P +T N T P +T N +F N +F P P measures the percentage of samples correctly classified. Correlation Coefficient
Case study
This section presents a case-study of the implementation of a few of the methods described in the previous sections. The results obtained are used to provide guidelines for combiner selection. We also provide guidelines for training when the data set is imbalanced in terms of the total number of positive samples and negative samples.
Performance metrics
The effectiveness of a classifier with respect to a given data set is frequently measured using the Specificity and Sensitivity of the system when tested on a test data set. If a given test data set contains N patterns, let the number of positive and negative samples within the data set be denoted by N P and N N , respectively. Let the number of positives correctly recognized as being positive be denoted by T P (True Positives) and the number of positives incorrectly recognized as being negative be denoted by F N (False Negatives). Similarly, let the number of negative patterns correctly recognized as being negative and incorrectly recognized as being positive be denoted by T N and F N , respectively. These values can then be used to define the metrics described in Table 5 . The values of Sp and Sn are complementary. The aim of any diagnostic test is to maximize both these values. However, it has been been experimentally and theoretically established that an increase in one value, more often than not, leads to the decreasing of the other. This observation is experimentally proven within the next section. Therefore, the objective of any system designer should be the maximization of the precision (P , see Table 5 ). However, this average is often optimized by increasing the value of the more dominant of the two values. This dominance is dependent on the number of input patterns, and the number of positives and negatives samples. A data set composed primarily of positive data could yield a good P value with the system performing well on the positives. 8 Such observations confirm the fact that the most desirable state would be maximal value for both Sp and Sn, with the two values being as close to each other as possible. To meet these requirements, we present a novel performance metric, the 'Relationship Index' (RI). The RI is defined in Eq. (32) . Within the RI, a low |Sp − Sn| and a high (Sp + Sn) is most desirable, which in turn leads to a low value of the RI being the most desirable. 
Background and classifier construction
In order to prove the effectiveness of an MCS over the use of a singular classifier we created 17 neural network based classifiers. Each of the classifiers was trained to differentiate between coding regions and non-coding regions within DNA strings. We obtained the 'Representative Benchmark Data set of Human DNA' from the Berkeley Drosophila Genome Project website. 9 This dataset consisted of 534 coding regions (CDS regions) and 2946 non-coding regions. 10 Each DNA sequence within the data set was 300 bases long. We divided this data set into 4 sections: two for the training and testing of the individual classifiers and two for the training and testing of the combiner.
Each of the testing/training sets were exercised through 7 property functions to reduce the dimension of the input space. The neural networks were then trained on the output of the 7 property functions. These functions are similar to those used by [49] . The data formatting and training process is graphically illustrated in Fig. 5 . Each neural network was trained to output a value of '1' for a correctly recognized coding region and an output of '−1' for a correctly recognized non-coding region.
In order to determine optimal neural network configurations for the produced data set, we first ran a series of neural network training runs to test out all possible 1-hidden neural network configurations. 10 training runs were conducted. Each training run tested out all 1-hidden layer configurations with the number of neurons on the hidden layer varying from 1 to 400. For this series of training runs, the CDS data set was considered as being the positive data set, whereas the INTRON and PROM data sets were used as negative data sets. For the purpose of cross validation, each training run was iterated 5 times, with each iteration using a different data set as the training/testing data set. For example, the first iteration considered CDS1 as the positive data set and used a combination of INTRON1 and PROM1 as the negative training sets. The remaining data were then used to test the accuracy of the trained networks. Each neural network was trained to output a '1' for a recognizes CDS sequence and to output a value of '−1' for a non-CDS sequence. All the neural networks trained performed very well on the training set and displayed accuracies in excess of 95% on them. When the testing set was presented to the classifiers, we observed that very few of the sequences were recognized as expected. The outputs of the classifiers were values in the range [−1, 1]. Therefore, a hard-limiting(HL) function was utilized for the division of the output space. The initial implementation of the classifiers was executed with a HL of 0.1. The summary of the best performing networks in each training run is provided in Table 6 . Each of these networks used 0.1 as their HL.
An identical set of training runs was executed in order to test the difference in accuracy when the number of hidden layers was increased. 10 identical runs training runs were performed with cross-validation. Each cross-validation run tested networks with the number of first hidden layer neurons ranging from 1 to 40 and the number of second hidden layer neurons ranging from 1 to 20. Table 7 lists out the best performing neural networks on each cross-validation training/testing run. Each run provided us with at least one network which performed perfectly on the positives (i.e. with Sp = 1). However, each of these networks were extremely negative heavy as they only exhibited Sn values around 0.15 to 0.20.
Of the hundreds of classifiers created, we randomly selected 17. 9 of these contained 1 hidden layer, whereas the other 8 contained 2 hidden layers. Details of the networks selected are given in Table 8 .
The accuracies of the individual classifiers could be changed by varying the HL. In order to ascertain the optimal HL for each of the classifiers, we executed all real numbers within the range [−1,1] as HLs for the classifiers. The optimal HLs for the selected classifiers, along with the resulting accuracies are presented in Table 9 . Net14 provides the best overall accuracy with the lowest RI value. Net3 performs best on the negative data set and Net4 performs best on the positive data set. The variance of each of the base metrics with the variance of the HL for one of the selected neural networks is presented in Fig. 6 . The complementary nature of Sp against Sn and P P V against N P V is visualized within this figure. Figure 7 illustrates the methodology used for the inclusion of the 17 created classifiers within a parallel topology based combiner. The best performing classifier in terms of uniform Sp and Sn was N et14, with a Sn of 0.87266 and a Sp of 0.87339. The use of the MAX combiner resulted in an improvement to the sensitivity but resulted in a reduction on the specificity. This result is easily explained via the distribution of data and the output format of the individual classifiers. With the use of the 'MAX' combiner and a coding region input, all the combiner requires for a positive output is for at least one of the classifiers to recognize it as being a coding region. This works conversely when a negative data pattern is used. One classifier erroneously classifying the pattern as being positive would compel the combiner to recognize it as being positive. This results in the combiner being less sensitive to negative data. Conversely, the 'MIN' combiner only requires one classifier to recognize a sequence as being a negative for it to classify the sequence as being a negative sequence. Therefore, the 'MIN' combiner becomes adversely sensitive to negative data, which in turn leads the recognition of a larger number of false negatives. This can result in a lower sensitivity. Therefore, the underlying conclusion of these results is that the use of either the 'MAX' or 'MIN' combiner can be adversely affected by skewed data sets or a badly functioning classifier.
The drawbacks of the 'MAX' and 'MIN' combiner can be somewhat nullified through the use of either the 'MEAN' or 'MEDIAN' combiner. Through the use of the average value, the effect of biased and badly functioning classifiers can be negated by other properly functioning classifiers. This results in a combined result which is an improvement to the performance of the best classifier within the ensemble.
The standard majority voting algorithm is dependent on the individual thresholds used on each classifier. The results presented in Table 10 are those obtained when each classifier was evaluated using a HL of 0.1. However, by varying this HL, we were able to reduce the difference between Sp and Sn to around 0.01.
The final three combinatorial functions presented in Table 10 are hybrid combiners. The 'Mean with specialized weights' attempts to implement a specialized 'MEAN' combiner with each classifier being assigned a specialized 'bias' or 'weight'. Optimal values for these weights were obtained via a genetic algorithm (GA), where the weight representing each classifier was denoted by a real number within a GA chromosome. The genetic algorithm attempted to obtain optimal values for these weights via the reduction of the RI value of the output.
The 'MVGen' algorithm (Majority Voting optimized with Genetic algorithms) is our approach to training multi-classifier systems for optimized majority voting. Full details and analysis of this approach are yet to be published. Here, we only present the results for comparison reasons. A GA is executed to obtain optimal values for the HL representing each classifier. These optimal HL values are then used to obtain the binary vote of each classifier. These votes are then polled within the combiner to obtain the majority vote. As with the weighted mean combiner, the GA used in this experiment attempted to reduce the RI value of the output. The results obtained through the MVGen combiner displays a significant improvement on the performance of the system in terms of the RI value and the value of both Sp and Sn. The final combiner presented in Table 10 is a variation of the MVGen combiner, where a classifier selection flag is also included within the optimization chromosome for the selection of classifiers for combination. This selection flag determines whether a particular classifier is to be used within the combiner or not. The final optimized system obtained through this experiment yielded us with a system which used 11 of the 17 classifiers available and performed as well as the standard MVGen combiner which used all 17 classifiers.
Discussion and conclusions
This paper presented a standard roadmap for MCS designers. We identified the key design decisions which have to first be made when designing a MCS and listed out the options available to the designer at each step. We identified that the incorporation of diversity among the classifiers is of paramount importance in order to obtain better classification via a MCS. We also identified topologies available for the creation of MCS ensembles and presented different situations in which each topology can be utilized. This paper also presents a comprehensive list of the most common combinatorial functions and also analyzes the situations in which each of them are most useful. We also experimentally prove the functioning of the most common of these functions within certain data set constraints.
We also attempted to introduce the use of hybrid combiners within MCSs. Through the use of weighted majority voting, MVGen and MVGen with selection, we experimentally proved the usefulness and extra functionality of such methods when compared to traditional methodologies.
Appendix: A measure of diversity ( [28, 35] 
)
Let denote with P a probability measure associated with a population π. [28] citing [35] provides the following definitions.
Let (ℵ, ß) be a measurable space, and ℘ be a convex 11 set of probability measures defined on it. A function H(•) mapping ℘ onto the real line is a measure of diversity if it satisfies the following conditions:
C1 H(P ) ≥ 0, for any P ∈ ℘ and H(P ) = 0 iff P is degenerate.
C2 H is a concave
12 function of P .
In other words, H(P ) is the diversity within the population π on which the probability measure P is defined.Because of the concavity condition, any mixture of two populations will have a higher diversity than the average of the diversities of the two populations. As indicated in [28, 35] , H(P ) is the averaged distance (ζ(X 2 , X 2 )) between two randomly chosen individuals in the population π according to the probability measure P (Eq. (33)).
If the two individuals (X 1 and X 2 ) are taken from two different populations π i and π j , characterized by the probability measures P i and P j , then the total diversity is given by Eq. (34) . The dissimilarity between the two populations is given by Eq. (35).
H(P i , P j ) = ζ(X 1 , X 2 )P i (∂X 1 )P j (∂X 2 ) (34)
Because H is a concave function, D ij will be positive for any two populations and their associated probability measures. The distance ζ is a function that satisfies the axioms for distance. 
