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ABSTRACT
This paper presents a method for automatically identifying
different QAM modulations. This method identifies the mod-
ulation type as the hypothesis for which the likelihood func-
tion of the amplitudes of the received signal is the maximum.
The derivation of the likelihood functions assumes additive
white Gaussian noise and no pulse shaping. In order to ac-
commodate pulse shaping in the received signal, the system
sub-samples the incoming signals non-uniformly so that the
distribution of the amplitudes of the sub-sampled signals ap-
proximately matches that of QAM signals without pulse shap-
ing. This method does not need prior knowledge of carrier
frequency and baud rate and can identify modulation types at
relatively low SNRs and with relatively few symbols. Simula-
tion results demonstrating accurate modulation identification
in the presence of additive noise are included in the paper. Re-
sults presented in the paper with non-Gaussian noise indicate
that the system is robust to variations from the assumed noise
model.
Index Terms— Blind Modulation identification, likeli-
hood function, QAM signal
1. INTRODUCTION
Automatic identification of the modulation type of a received
signal is important in many military and civil applications.
Blind modulation identification, i. e., modulation identifi-
cation without a priori knowledge of the carrier frequency,
symbol rate and other parameters of signal transmission, is
addressed in this paper. We assume that the received signal is
quadrature-amplitude-modulated, but do not assume any prior
knowledge of the order of QAM modulation.
In [1], the authors proposed a method for QAM modulation
identification based on computation of the likelihood function
of the signal amplitudes. This approach does not need prior
knowledge of the carrier frequency and symbol rate. How-
ever, the authors do not take pulse shaping of the symbols
into consideration in their signal models, and direct applica-
tion of the method on pulse shaped signals results in poor
performance. A different approach to QAM modulation iden-
tification that employed cyclic cumulants of the received sig-
nals was described in [2]. This method requires knowledge
of the symbol rate and the carrier frequency for good per-
formance. A clustering-based distribution fitting algorithm is
used for modulation identification in [3], but the results pre-
sented in the paper indicate that the method needs input sig-
nals with relatively high signal-to-noise ratios to accurately
identify QAM and PSK signals.
In this paper, we consider likelihood-based identification of
QAM modulation types including PSK, 16QAM, 32QAM,
etc. without a priori knowledge of symbol rate, carrier fre-
quency and noise power. Our method differs from methods
available in the literature in two significant ways: (1) we mod-
ify the likelihood-based method for the amplitudes derived in
[1] to accommodate received signals with pulse shaping. Our
method employs “matched filtering” and non-uniform sub-
sampling process to decrease the effect of pulse shaping on
the amplitude and does not require knowledge of the pulse
shape; (2) The likelihood function depends on the signal am-
plitude and the noise power, both of which are unknown. The
algorithm presented here finds the maximum likelihood func-
tion corresponding to the correct modulation type and the
right environmental parameters. This paper only addresses
PSK as a special case of QAM modulation. The problem of
identifying different PSK modulation types will be addressed
elsewhere.
The rest of the paper is organized as follows: the received
signal model with pulse shaping is described in the next sec-
tion. The likelihood-based identification method for signals
without pulse shaping is presented in Section 3. An approach
to sub-sample the received signals non-uniformly in such a
way that the distribution of the amplitude of the sub-sampled
signals is approximately the same as that of the amplitude
of the signals without pulse shaping is described next. The
sub-sampling process utilizes a coarse estimate of the symbol
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duration made from the estimated spectrum of the received
signal. Section 4 explains the classification between QAM-16
signal and PSK signals. The overall approach for blind modu-
lation identification that combines the techniques of Sections
3 and 3.3 is presented in Section 5. Section 6 contains sim-
ulation results demonstrating that the method of this paper is
capable of accurate modulation identification with relatively
small number of input samples and in relatively low SNR con-
ditions. Finally, Section 7 contains the concluding remarks.
2. SIGNAL MODEL
We assume an additive band limited white Gaussian channel




(skgT (t− kTb))ej2pifct +N0(t)} (1)
where sk is a complex symbol sequence with sk = ak + jbk,
where ak and bk are, respectively, the real and imaginary parts
of the symbol sk, Tb is the symbol period, gT (t) is the square-
root raised-cosine pulse shape filter with unknown roll-off
factor, fc is the carrier frequency, and N0 is additive band
limited white Gaussian noise. We assume that N0 is such
that the sampled version of the noise is independent identi-
cally distributed Gaussian signals with zero mean value and
variance σ2. Applying Hilbert transformation to the received




(skgT (t− kTb))ej2pifct +N0(t) (2)
In our derivations, we use a signal model corresponding to an




(skgT (nTs − kTb))ej2pifcnTs +N0(nTs) (3)
where Ts is the sampling period. We assume that the pulse
shaping is such that the interference between adjacent sym-
bols is negligible at the mid-point of each baud [5]. Let y(l)
represent the mid-point of the lth symbol. Under the above
assumption, y(l) can be modeled as
y(l) = slgT (0)e
j2pifclTb +N0(l) (4)
where N0(l) is the noise sample at the mid-point of the lth
symbol. The amplitude of received signal after sub-sampling
considering the noise is
|y(l)|2 = |slgT (0)|2 + n0(l) (5)
where n0(l) = 2<{slgT (0)ej2pifclTbN∗0 (l)}+ |N0(l)|2 is the
component of the received signal amplitude contributed by
noise. From the above, we can see that the amplitude of re-
ceived signals with pulse shaping after sub-sampling as above
will have the same distribution (within a scaling factor) as the
amplitude of signals without pulse shaping. Since our meth-
ods in Section 3 are derived based on pulse shape-free signals,
we will introduce in Section 3.3 a method to sub-sample the
received signal such that the resulting distribution of the sig-
nal amplitude approximately matches that of the pulse shape-
free signal.
3. LIKELIHOOD FUNCTION FOR QAM SIGNALS
3.1. Probability Density Function of Signal Amplitudes
For a continuous sinusoid with amplitude S that is perturbed
by a white Gaussian noise with variance σ2 and zero mean
value, the probability distribution function (PDF) of its am-








), R ≥ 0 (6)
where I0(·) is the zero-order Bessel function of the first kind
[7].
For the signal model in Section 2 with no pulse shaping,
the amplitude at any time may be thought of as a noisy si-
nusoid whose amplitude can take one of a finite number of
values depending on the modulation order. Furthermore, as-
suming that the symbols sequence is independent, identically-
distributed, the probability of these amplitude values can be
pre-determined for each QAM type. Therefore, the distribu-
tion of the signal amplitude will be a weighted sum of the Rice
distributions corresponding to the different amplitude values.
Let there beN distinct amplitude values for theM th mod-
ulation type. Let the set {SM,i; i = 1, 2, · · · , N} represent
these values and let wM [i] be the probability of the ith ampli-
tude value for the M th modulation type. The PDF for signal


















In the above equation, P (R|SM,i) is the conditional PDF of
the signal amplitude given that the modulation type is M .
3.2. Log-likelihood Function-based Classification Algo-
rithm
In this section, we develop a classification method for differ-
ent QAM signals based on the PDF of their amplitudes. Let
HM represent the hypothesis that the M th modulation type
is the actual modulation type of the received signal. Given n
amplitude values R1, R2, . . . , Rn of the received signals, the
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conditional probability that HM is true is given by
p(HM |R1, R2, . . . , Rn) = p(R1, R2, . . . , Rn|HM )p(HM )
p(R1, R2, . . . , Rn)
(8)
where
p(R1, R2, . . . , Rn|HM ) =
n∏
i=1
P (Ri|HM ) (9)
Combining (9) with (7), we obtain the conditional probability
for the observed amplitude values given the hypothesis of the
M th modulation type as


















In this derivation, we assume that the hypotheses for modu-
lation types are equally likely and that p(R1, R2, . . . , Rn) is
independent of the hypothesis. As a result, the conditional
probability of the hypothesis HM in (8) is proportional to the
conditional probability of the observed amplitudes in (10). In
order to simplify the calculations and since natural logarithm
is monotonically increasing, we use the natural logarithm of
(10) as the decision function for the identification problem.
That is, we choose the modulation type that maximizes the

















We know from our earlier discussion that, under our assump-
tions, if we sub-sample the received signal at the mid-point
of each baud, the amplitude of resulting signal will have sim-
ilar distribution as that of signal without pulse shaping. In
order to be able to sub-sample the received signals, we need
to estimate the symbol duration first.
3.3.1. Estimation of the Baud Rate
For this derivation, we assume that a square-root raised-
cosine filter with unknown parameter is used for pulse shap-
ing. From the signal model in Section 2, we can show that
the spectrum of the received signal is given by
Sxx(f) = Ps||H(f)||2 + σ2 (12)
where Ps is the clean signal power, ||H(f)||2 is the squared
magnitude of the frequency response of the pulse shaping fil-
ter, and σ2 is the noise variance. We assume a square-root
raised cosine pulse shape for baud rate estimation. Since
the squared frequency response of the root-raised cosine filter
with parameter β and symbol duration Tb is given by
H(f) =

Tb; |f | ≤ 1−β2Tb
Tb
2 {1 + cos[piTbβ (|f | − 1−β2Tb )]};
1−β
2Tb
≤ |f | ≤ 1+β2Tb
0; otherwise
(13)
We can estimate the unknown parameters β, Tb and σ2 from
the estimated power spectrum of the received signal. In all
our work, the estimation of these parameters were done using
least-squares regression after estimating the spectrum using
Welch’s method [8]. The use of square-root raised-cosine fil-
ter model is not critical in this work since only a coarse esti-
mation of the symbol duration is needed.
3.3.2. Filtering the Received Signal
From (12), the frequency response of the square-root raised-
cosine filter is the square root of the signal spectrum with a
scaling factor. The convolution of two matched square-root
raised-cosine filters satisfies Nyquist criterion
p(nTb) =
{
1; n = 0
0; otherwise
(14)
where p(t) is a Nyquist pulse-shape resulting from the
matched filtering operation and Tb is the baud duration.
Therefore, we convolve the received signal with the “matched
filter” obtained as the inverse Fourier transform of the square




(skgˆT (t− kTb))ej2pifct + Nˆ0(t) (15)
where gˆT (t) is a Nyquist pulse-shape, c is a constant. The
signal in (15) will then satisfy
yˆ(nTb) = s[n] + Nˆ0(nTb) (16)
3.3.3. Non-uniform Sub-sampling of the Received Signals
The pulse shape filter affects the amplitude distribution of
the received signal greatly. Therefore we use sub-sampling
to mitigate this effect. Because the estimation of baud rate
is not exact, sub-sampling at the mid-point of each baud re-
quires signal interpolation. Our approach attempts to pick the
sample that is closest to the mid-point of each baud in the
following manner: we start with the sample with the max-
imum amplitude among samples in the first several symbol
durations (4 in the simulation results presented). The sam-
ple with the peak value in a small interval in the middle of the
next estimated baud of duration Tˆb/Ts samples defined by the
samples in the range [l + Tˆb2Ts , l +
3Tˆb
2Ts ]. For instance, let the
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yˆ(lˆ + Tˆb/Ts + j)| − r ≤ j ≤ r
}
(17)
where we search for the peak over an interval containing 2r
samples. In all our simulations described in Section 6, we
chose r to be the smallest integer larger than or equal to one-
fourth of the estimated number of samples per baud. We note
that the sub-sampling process described above is non-uniform
since the peak values may not be equally spaced from each
other.
Figure 1 demonstrates effects of the sub-sampling process.
Shown in the figure is one example of the amplitude distri-
bution of received signals before and after sub-sampling for
a QAM-16 signal. Parameters for the signals are: SNR =
20 dB; number of symbols N = 10000; Tb/Ts = 20. The
top left panel shows the scatter plot of the received signal.
The histogram of the signal amplitude is shown in the top
right panel. The corresponding results after matched filtering
and sub-sampling are shown in the bottom panels. The three
groups of amplitude of the QAM-16 signals can be observed
after matched filtering and sub-sampling, but not in the re-
ceived signal prior to sub-sampling. Consequently, we can
apply the likelihood functions derived for modulation iden-
tification of signals without pulse shaping to identify pulse
shaped signals after the sub-sampling.
Fig. 1. Scatter plot and amplitude distribution of received sig-
nals before and after sub-sampling. Top left: scatter plot of
the received QAM-16 signal with pulse shaping; right: his-
togram of amplitude of the received QAM-16 signal with
pulse shaping; bottom left: scatter plot of the QAM-16 sig-
nal after matched filtering and sub-sampling; bottom right:
histogram of amplitude for QAM-16 signal after matched fil-
tering and sub-sampling.
3.4. Estimation of Unknown Parameters After Sub-
sampling
To compute the log-likelihood function in (11), we need to
know the symbol amplitudes SM,i and the noise variance σ2.
For a given modulation type, we assume that SM,i is known
within a scaling factor. With estimated σ2, the scaling factor








where γ2 is the scaling factor. Even though we roughly es-
timated noise power in Section 3.3.1, the error between es-
timated and real noise power will substantially affect the ac-
curacy of identification. Furthermore, the filtering and sub-
sampling process may also change the noise characteristics.
In order to improve the accuracy of identification, we use the
estimated σ2 as described earlier in 3.3.1 and search for the
σ2 in a range when ˆSNR − 5dB ≤ SNR ≤ ˆSNR + 5dB
that maximizes the value of the log-likelihood function (11)
for each hypothesis. That is, the modulation identification
problem finds the parameter σ2 and the modulation type M




















σ2 | ˆSNR− 5 ≤ SNR ≤ ˆSNR+ 5)(19)
4. CLASSIFICATION BETWEEN QAM-16 AND PSK
SIGNAL
Even though we only have one amplitude group in PSK sym-
bols, in many situations, the pulse shape filter will add one
more prominent amplitude group to the signals. Furthermore,
“matched filtering”, as described in Section 3.3.2 sometimes
introduces a third, prominent amplitude group to the signals,
causing the identification system to confuse PSK signals with
QAM-16 signals. This problem is occurs mostly with BPSK
signals, and is more problematic in high-SNR situations. Fig-
ure 2 provides one comparison of the amplitude distribution
of PSK signal before and after “matched filtering” and sub-
sampling. In order to correctly identify PSK and QAM-16
signals, in such situations, we further analyze signals iden-
tified as QAM-16 or PSK. For estimated SNRs above 5 dB,
we perform the modulation identification again without the
matched filtering and retain the results of this process as the
modulation type. We have found this modification to sub-
stantially improve the capability of the system to discriminate
between PSK and QAM-16 signals.
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Fig. 2. Amplitude distribution of received signals before and
after “matched filtering” and sub-sampling. Left: histogram
of amplitude for received BPSK signal with pulse shaping:
SNR=20 dB, N=10000; right: histogram of amplitude for
BPSK signal after matched filter and sub-sampling.
5. MODULATION IDENTIFICATION STRUCTURE
Figure 3 shows a block diagram of the complete system for
the QAM modulation identification. The system first esti-
mates the baud duration as described in Section 3.3, and then
filters and sub-samples the received signal. The likelihood
function associated with each modulation is then computed.
The modulation type that results in the largest value of the
likelihood function is selected as the estimated modulation
type.
Fig. 3. Block diagram of the modulation identification sys-
tem.
6. PERFORMANCE EVALUATION
In this section, the performance of the likelihood-based blind
modulation identification algorithm is demonstrated by pre-
senting the probability of correctly identifying each modula-
tion type under several SNR conditions. We also provide the
performance of the algorithm in noise environments different
from the assumed Gaussian model.
6.1. Results for Pulse Shaped Signals in Gaussian noise
Figure 4 shows the probability of correct modulation identi-
fication for different SNRs. A root raised cosine filter with
parameter β = 0.5 was applied to the transmitted symbol
sequence, and N = 10000 symbols were used for the identi-
fication. The noise here is zero-mean Gaussian noise. The re-
sults demonstrate good performance. For example, the system
identified QAM-16 modulation with 100% accuracy at 9 dB
SNR. As expected, higher order modulations require higher
SNR values for accurate identification.
Fig. 4. Probability of correct modulation identification with
different SNRs for pulse shaped signals, N=10000.
6.2. Results for Non-Gaussian Noise Environment
Figure 5 and 6 show the probability of correct modulation
identification in noise environments different from the as-
sumed Gaussian noise model. The noise in Figure 5 was a
zero-mean uniform distribution noise and that resulting in
Figure 6 is the Laplacian distribution with zero mean. We
observe that uniform noise and Laplacian noise were compa-
rable to the performance in Gaussian noise.
Fig. 5. Probability of correct modulation identification with
different SNRs for pulse shaped signals with uniform distri-
bution noise, N=10000.
7. CONCLUSION REMARKS
The likelihood-based modulation identification algorithm
presented in this paper appears to have the potential to per-
form well at relatively low SNRs and using relatively short
signal durations. The simulation results presented indicate
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Fig. 6. Probability of correct modulation identification with
different SNRs for pulse shaped signals with Laplacian distri-
bution noise, N=10000.
that the performance degradation that comes with pulse shap-
ing is not substantial and the algorithm is robust under dif-
ferent noise environments. Further work on performance
evaluation under a variety of impairments as well as algo-
rithm refinements to reduce computational complexity and to
improve performance is underway at this time.
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