Abstract. Whereas subriemannian geometry usually deals with smooth horizontal distributions, partially hyperbolic dynamical systems provide many examples of subriemannian geometries defined by non-smooth (namely, Hölder continuous) distributions. These distributions are of great significance for the behavior of the parent dynamical system. The study of Hölder subriemannian geometries could therefore offer new insights into both dynamics and subriemannian geometry. In this paper we make a small step in that direction: we prove a Hölder-type lower bound on the subriemannian distance for Hölder continuous nowhere integrable codimension one distributions. This bound generalizes the well-known square root bound valid in the smooth case.
Introduction
The purpose of this note is to prove a lower bound in terms of the Riemannian distance for subriemannian geometries defined by codimension one distributions that are only Hölder continuous, generalizing the well-known square root bound valid in the smooth case.
A subriemannian or Carnot-Carathéodory geometry is a pair (M, H), where M is a smooth manifold M and H is a nowhere integrable distribution (a notion we will define shortly) endowed with a Riemannian metric g. Classically, both H and g are assumed to be smooth, e.g., of class C ∞ ; H is usually called a horizontal distribution (or a polarization, by Gromov [Gro96] ) and is taken to be bracket-generating (see below for a definition). Piecewise smooth paths a.e. tangent to H are called horizontal paths. The subriemannian distance is defined by d H (p, q) = inf{|γ| : γ is a horizontal path from p to q}, where the length |γ| of a horizontal path γ : I → M is defined in the usual way, |γ| = I g(γ(t),γ(t)) 1/2 dt.
Recall that a smooth distribution H is called bracket generating if any local smooth frame {X 1 , . . . , X k } for H, together with all of its iterated Lie brackets spans the whole tangent bundle of M . (In PDEs, the bracketgenerating condition is also called the Hörmander condition.) By the wellknown theorem of Chow and Rashevskii [Mon02] , if H is bracket generating, then d H (p, q) < ∞, for all p, q ∈ M .
However, H does not have to be bracket generating, or even smooth, to define a reasonable subriemannian geometry. Important examples of such distributions come from dynamical systems. Let f : M → M be a C r (r ≥ 1) partially hyperbolic diffeomorphism of a smooth compact Riemannian manifold M . This means that f is like an Anosov diffeomorphism, but in addition to hyperbolic behavior (i.e., exponential contraction and exponential expansion), f also exhibits weakly hyperbolic or non-hyperbolic behavior along certain tangent directions. More precisely, f is partially hyperbolic if the tangent bundle of M splits continuously and invariantly into the stable, center, and unstable bundles (i.e., distribution),
such that the tangent map T f of f exponentially contracts E s , exponentially expands E u and this hyperbolic action on E s ⊕ E u dominates the action of T f on E c (see [Pes04, PS04] [DW03] proved that in the space of C r (r ≥ 1) partially hyperbolic diffeomorphisms there is a C 1 open and dense set of accessible diffeomorphisms. Since invariant distributions of a partially hyperbolic diffeomorphism are in general only C θ , for some θ ∈ (0, 1) (see [HPS77, Pes04] ), this result shows that there is an abundance of subriemannian geometries defined by non-smooth, Hölder continuous distributions. Since these distributions play a crucial role in the dynamics of partially hyperbolic systems and the accessibility property is frequently key to ergodicity (cf., e.g., [PS04] ), a better understanding of subriemannian geometries defined by Hölder distributions could be very useful in dynamical systems. This paper provides a small initial step in that direction.
When H is not smooth, the definition of nowhere integrability is more subtle than in the smooth case. One should keep in mind the following example (we thank an anonymous referee for bringing it up): suppose H is smooth and integrable in a neighborhood of a point p and non-integrable elsewhere. Since every two points can still be connected by a horizontal path, d H is finite everywhere. Let L be the leaf through p of the local foliation of U tangent to H. Then unless q lies in L, d H (p, q) is bounded away from zero by a uniform constant, making the subriemannian distance The following definition prohibits this type of behavior.
Definition. A distribution H on M is called nowhere integrable if for every
p ∈ M and every ε > 0, there exists a neighborhood U of p, such that any point in U can be connected to p by a horizontal path of length < ε.
From now on, we will assume that the Riemannian metric on H is the restriction of a Riemannian metric from the ambient manifold M . If H is a smooth bracket-generating distribution, the relation between the subriemannian distance d H and the Riemannian distance, which we denote by dist, is well understood and is characterized by the Ball-Box theorem [Mon02, Gro96] . When H is of codimension one and bracket-generating, this theorem states that in the vertical direction, i.e., along any short smooth path γ transverse to H, d H is equivalent to √ dist. That is, there exist constants a, b > 0 such that for all p, q on γ,
In the horizontal direction, i.e., along any horizontal path, d H and dist are clearly equivalent. This means that subriemannian geometry is nonisotropic: it behaves differently in different directions. Subriemannian spheres are far from being "round". In the Heisenberg group, for instance, subriemannian spheres look like an apple [Mon02] . In [Gro96] , M. Gromov gave a short and elegant proof (without details) of the lower bound for d H , i.e., the left hand side of (1). His proof uses the assumption that H is C 1 only in the following way: if α is a 1-form such that Ker(α) = H, then
for every C 1 immersed 2-disk with piecewise C 1 boundary, where K is a constant independent of D. Here, |D| denotes the area of D. If H (hence α) is C 1 , this follows directly from the Stokes theorem.
Gromov also remarks that without the C 1 assumption, the square root estimate probably fails. We will show that this is indeed the case, in the sense that if H is only C θ , for some 0 < θ < 1, and nowhere integrable, then in the vertical direction, d H (p, q) ≥ C dist(p, q) 1/(1+θ) . To generalize Gromov's approach to C θ horizontal distributions, one needs a generalization of the estimate (2) to forms α that are only Hölder. One such estimate was recently proved in [Sim09] and states that the integral of a C θ k-form α over the boundary of a sufficiently small (k + 1)-disk D is bounded by a certain multiplicative convex combination of the (k + 1)-volume |D| of D and the kdimensional area |∂D| of its boundary; see Theorem 2.1 in the next section.
Our main result is the following: 
where C > 0 is a constant that depends only on H and γ.
Remark.
(a) Observe that if dist(p, q) = ε is small, then ε 1/2 ≫ ε 1/(1+θ) , which means that the lower bound on d H (p, q) is tighter for C 1 distributions than for C θ ones. (b) It is clear that in any horizontal direction, d H is equivalent to dist.
Auxiliary results
The main tool in the proof will be the following inequality.
2.1. Theorem (Theorem A, [Sim09] ). Let M be a compact manifold and let α be a C θ k-form on M , for some 0 < θ < 1 and 1 ≤ k ≤ n − 1. There exist constants σ, K > 0, depending only on M , θ, and k, such that for every
As before, |D| denotes the (k + 1)-volume of D and |∂D|, the k-volume (or area) of its boundary.
Remark. If k = 1, then diam(∂D) ≤ |∂D|, so the assumption diam(∂D) < σ is superfluous.
The Hölder norm of α on M is defined in a natural way as follows. Let A = {(U, ϕ)} be a finite C ∞ atlas of M . We say that α is C θ on M if α is C θ in each chart (U, ϕ); i.e., if (ϕ −1 ) * α is C θ , for each (U, ϕ) ∈ A . We set
For a C θ form α = a I dx I defined on an open subset U ⊂ R n , we set
and for a bounded function f : U → R,
We will also need the following version of the solution to the isoperimetric problem "in the small". 
The following corollary is immediate.
2.3. Corollary. If Γ is a closed piecewise C 1 path in a compact manifold M with |Γ| < δ M , then there exists a 2-disk D ⊂ M such that ∂D = Γ,
and D is contained in the ̺-neighborhood of Γ, where ̺ ≤ c M |Γ|.
Proof of the theorem
We follow Gromov's proof in [Gro96] , p. 116. Since the statement is local and concerns arbitrary directions transverse to H, we can assume without loss of generality that γ is a unit speed Riemannian geodesic.
Also without loss, we can assume that H is transversely orientable. If not, pass to a double cover of M . Let X be a unit vector field everywhere orthogonal to H and define a 1-form α on M by Ker(α) = H, α(X) = 1.
Define another 1-form α γ on M by requiring that
Since H is C θ , so are α and α γ . (It is reasonable to think of α C θ as the Hölder norm of H.) Since α and α γ have the same kernel, there exists a function λ such that α = λα γ . Writingγ = cX + w, for some w ∈ H and taking the Riemannian inner product with X, we obtain λ = c = cos ∢(γ, X) = sin φ, where φ is the angle betweenγ and H. Evaluating Observe that nowhere integrability of H implies that for every p ∈ M , the function q → d H (p, q) is continuous with respect to the Riemannian distance dist. By compactness of M , it follows that q → d H (p, q) is in fact uniformly continuous relative to dist. Therefore, there exists η > 0 such that for all p, q ∈ M , d H (p, q) < τ /2, whenever dist(p, q) < η. Set
Observe that if dist(x, y) < ̺, then dist(x, y) + d H (x, y) < τ . Take any two points p, q on γ satisfying dist(p, q) < ̺. Denote the segment of γ starting at p and ending at q by γ 0 . Let ε > 0 be arbitrary but sufficiently small so that dist(p, q) + d H (p, q) + ε < δ M . Finally, let γ 1 be a horizontal path from p to q with |γ 1 | < d H (p, q) + ε. (Note that a subriemannian geodesic from p to q may not exist, since H is assumed to be only Hölder.) Define Γ = γ 0 − γ 1 ; Γ is a closed piecewise C 1 path.
Since
by Corollary 2.3 there exists a 2-disk D such that ∂D = Γ and |D| ≤ c M |Γ| 2 (see Fig. 2 ). On the other hand, since τ < σ, it follows that |∂D| = |Γ| < σ. Hence we can apply Theorem 2.1 to α on D. Observe that along γ 0 , we have α γ = (sin φ) −1 α ≤ (sin φ 0 ) −1 α. Along γ 1 , both α and α γ are zero, so the inequality α γ ≤ (sin φ 0 ) −1 α still holds. Therefore: 
