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Kurzfassung
In dieser Arbeit wird ein neues Verfahren zur Visualisierung von Gasströmungen dargestellt.
Mittels eines Tracers werden einem im Infraroten nicht aktiven Fluid dort Eigenschaften indu-
ziert, weshalb diese Methode hier Induzierte Infrarotthermographie (IIT) genannt wurde. Durch
den Tracer emittiert oder absorpiert die Strömung Strahlung, die von einer Infrarotkamera de-
tektiert wird. Das Verfahren wird an einem offenen volumetrischen Receiver demonstriert. Dazu
wird Kohlenstoffdioxid als Tracer eingesetzt und die Emission der Strömung vor der Atmosphä-
re aufgezeichnet. Grundsätzlich ist die Temperatur im Hinblick auf die Strahlungsdichte der
wichtigste Parameter, allerdings sind auch die Tracerkonzentration, die Strömungstiefe und
der atmosphärische Druck relevant. Durch die Atmosphäre wird die Strahlungsdichte erheblich
abgeschwächt. Die Sichtbarkeit der Strömung wurde durch die Subtraktion eines dynamischen
Minimalbildes erhöht und das Rauschen durch den Einsatz des V-BM3D-Filters minimiert.
Mittels einer Kreuzkorrelation wurden aus mehreren Strömungsbildern Geschwindigkeitsfelder
erstellt.
Abstract
In this work a novel method for visualizing fluid flows is presented. Therefore a tracer is added
to a non-participating gas, which makes the gas participating in the infrared. For this reason
the method is called Induced InfraredThermography (IIT) here. Because of the tracer the
gas is emitting or absorbing radiation in a certain wavelength spectrum that can be detected
by an infrared camera. This technique is demonstrated by vizualizing the flow in front of an
open volumetric receiver, which is quite challenging for a measurement technique. For this
experiment carbon dioxide is added to the partly circulated air and the thermal emission is
detected by an infrared camera. Basically, the temperature influences the spectral density most
but the tracer concentration, the pressure and the depth of the gas have a certain influence,
too. By traversing the atmosphere the spectral density is attenuated significantly. For this
reason the signal of the flow has to be enhanced by subtraction of a dynamic minimal-image.
Noise is efficiently reduced by the V-BM3D-filter. The displacement per image is determined
by a cross correlation and a velocity field is calculated.
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CO2 Kohlenstoffdioxid
CSP Concentrated Solar Power - dt. Konzentrierte
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Strahlungsintensität einer IR-Kamera
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Nutzung von HITRAN
HITRAN High resolution Transition- eine Datenbank für
Molekülübergänge
IIT Induced Infrared Thermography, in dieser Arbeit
vorgestelltes Verfahren
IR Infrarot
KWIR Kurzwelleninfrarotbereich von 0,7-2 µm
L2F Laser-Fokus-Anemometrie, Verfahren zur
Bestimmung einer Geschwindigkeitskomponenten
LDA Laser-Doppler-Anemometrie, Verfahren zur
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Geschwindigkeitsbestimmung




NETD Noise equivalent temperature differenz, ein Maß für
die Genauigkeit einer Infrarotkamera
PIV Partikle Image Velocimetry , Verfahren zur
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1. Einleitung
Um eine Erhöhung der durchschnittlichen Erdtemperatur auf 2°C zu begrenzen und damit
erwartete negative Umweltveränderungen zu vermeiden, ist es laut der internationalen Ener-
gieagentur [IEA15] nötig, den heutigen globalen Kohlenstoffdioxid (CO2)-Ausstoß in der Ener-
gieerzeugung bis zum Jahr 2050 um 90% zu reduzieren. Dieser Ausstoß resultiert aus der
Verbrennung fossiler Energieträger in Kohle- oder Gaskraftwerken. Selbst unter Vernachläs-
sigung des Klimaaspektes, den man eventuell durch die Abscheidung und Speicherung des
CO2 entschärfen könnte, bleiben diese Energieträger aufgrund ihrer Begrenztheit problema-
tisch. Zum einen steigen die Förderkosten mit voranschreitendem Abbau der Lagerstätten
und zum anderen ist die maximal mögliche wirtschaftliche Föderleistung beschränkt, so dass
ab einem gewissen Zeitpunkt die Nachfrage - trotz bestehender Ressourcen - nicht mehr
gedeckt werden kann. Im Hinblick auf eine weiter wachsende Weltbevölkerung und einen stei-
genden Energiebedarf der Schwellenländer werden diese Probleme weiter an Bedeutung ge-
winnen. Die Nutzung regenerativer Energiequellen wird vor diesem Hintergrund zunehmend
attraktiv, zumal erwartet wird, dass erneuerbare Energiequellen durch technische Weiterent-
wicklungen zukünftig ökonomisch stärker mit fossil befeuerten Kraftwerkstypen konkurrieren
können.[ISE15][Qua13][Gro03][Wes13]
Solarstrahlung ist die größte regenerative Energiequelle auf der Erde und die jährlich einge-
strahlte Leistung übertrifft den Weltprimärenergiebedarf ca. um das 11.000 fache. Bei der
direkten Nutzung der Solarstrahlung zur Stromerzeugung stehen zur Zeit zwei Technologien
zur Verfügung: zum einen die Photovoltaik (PV) und zum anderen Solarthermie. Photovoltaik
wandelt die Strahlungsteilchen direkt in elektrische Energie, während Solarthermie die Strah-
lungsenergie zunächst in thermische Energie und diese dann in einem konventionellen Kraft-
werksprozess in elektrische Energie umwandelt. Es wird erwartet, dass Photovoltaik Strom zu
etwas geringeren Kosten erzeugen kann als Solarthermie in Form von konzentrierter Solarstrah-
lung (im Folgenden CSP aus dem englischen: „Concentrated Solar Power”) [Gro03, ISE15].
Allerdings bietet CSP die Vorteile, dass Energiespeicher im Vergleich zur Photovoltaik kosten-
günstig umgesetzt werden können und sich diese Methode direkt für verfahrenstechnische An-
wendungen eignet. Aufgrund der Speichermöglichkeit werden CSP und PV zwar bei einzelnen
Projekten miteinander konkurrieren, sich global gesehen aber ergänzen. Deshalb prognostiziert
die internationale Energieagentur einen Ansteig der installierten Leistung im CSP-Bereich von
derzeit ungefähr 4 auf 1000 GW im Jahr 2050. [IEA14][Qua13]
Bei den CSP-Technologien werden punkt- und linienfokussierende Systeme unterschieden. Pa-
rabolrinnen sind linienfokussierend, Solartürme und Solardishes sind Vertreter punktfokussie-
render Systeme. Die punktfokussierenden Systeme können die Solarstrahlung stärker konzen-
trieren und damit höhere Prozesstemperaturen erreichen, was nach Carnot zu höheren Wir-
kungsgraden führt. Die Turmtechnologie bietet das größte Kostensenkungspotential [IEA14].
Nach Romero et al. [RBP02] haben hierbei drei Arten Aussicht auf kommerziellen Erfolg:
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Flüssigsalzreceiver, offene oder geschlossene Luftreceiver und Sattdampfreceiver. Die in dieser
Arbeit vorgestellte Messtechnik zielt vor allem auf offene Luftreceiver ab, weshalb die anderen
Technologien hier nicht weiter beschrieben werden sollen.
Das Funktionsprinzip von offenen volumetrischen Receivern sei hier am Beispiel des Solarturms
Jülich (STJ), dem zur Zeit einzigen Referenzkraftwerk für diese Technologie mit einer Nenn-
leistung von 1,5 MW, beschrieben. Sonnenlicht wird auf einer Fläche von ca. 8 ha mit über
2000 beweglichen Spiegeln, den Heliostaten, auf den Strahlungsempfänger, der auch Receiver
gennant wird, fokussiert. Der Receiver besteht aus mehr als tausend Absorbermodulen, die
eine poröse keramische Struktur aufweisen. Luft wird durch diese Struktur gesogen, erwärmt
sich auf bis zu 700°C und kühlt gleichzeitig die Absorbermodule dabei. Hierbei wird idealer-
weise die höchste Lufttemperatur am Ende des Absorbers erreicht und nicht auf der äußeren
Receiverfläche, die für die Strahlungs- und Konvektionsverluste maßgeblich ist. Dieser Effekt,
der volumetrischer Effekt genannt wird, ist neben dem frei verfügbaren Wärmeträgermedium
Luft ein großer Vorteil der offenen volumetrischen Receiver. Die erhitzte Luft kann danach
in einen Speicher geführt werden oder über Wärmetauscher einen konventionellen Wasser-
Dampf-Prozess antreiben. Nach dem Durchströmen der Wärmetauscher oder des Speichers
weist die Luft immer noch Temperaturen von 100-200°C auf. Um die Wärmeenergie vollstän-
dig zu übertragen, wären unendlich große Wärmetauscher notwendig. Die warme Luft wird
zwischen den Absorbermodulen ausgeblasen, um die Absorber zu kühlen und einen Teil der
verbleibenden Wärmeenergie zu nutzen. Idealerweise wird die ausgeblasene Luft, im Folgenden
Rückführluft genannt, komplett wieder eingezogen, was aus verschiedenen Gründen bei dem
heutigen System nicht möglich ist. Die „Air Return Ratio” (ARR) misst, welcher Anteil der
Rückführluft wieder eingesogen werden kann. [AH10, KSH+09]
Ahlbrink [Ahl13] führt im Wesentlichen drei Verbesserungsmöglichkeiten für diesen Turmtyp
auf:
1. Optimierung der Receiverstruktur
2. Eine gleichmäßige Bestrahlung des Receivers
3. Erhöhung der Luftrückführrate
Diese Arbeit soll zur Erhöhung der Luftrückführrate beitragen. Die Luftrückführrate kann mit
einem Indikatorgas1 bestimmt werden, wobei der Rückführluft ein weiteres, leicht detektier-
bares, Gas zugegeben wird. Um die Lufteigenschaften nicht durch das Tracer-Gas stark zu
beeinflussen, wird dieses nur in geringen Mengen hinzugefügt. Anschließend wird die Konzen-
tration des Tracer-Gases statisch oder dynamisch bestimmt. Bei der statischen Messung wird
das Tracer-Gas kontinuierlich zugeführt und nach dem Einsaugen gemessen. Das dynamische
Verfahren zeichnet sich dadurch aus, dass das Gas nur einen kurzen Moment zugegeben wird
und dann die Änderung dieses Konzentrationspulses gemessen wird [TRSH15, Off14].Dieses
Verfahren eignet sich gut, um die Effizienz der Luftrückführung zu bestimmen, kann allerdings
keine konkreten Verbesserungsmöglichkeiten aufzeigen. Um Verbesserungspotentiale sichtbar
1Im Folgenden wird das Indikatorgas gemäß der internationalen Literatur als Tracer bezeichnet.
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zu machen, sind das Temperatur- und Strömungsfeld hilfreich. Erste Versuche hierzu wurden
von Maldonado [MQ15] an einem Prüfstand und über CFD-Simulationen von einem Absorber
bzw. 4 Absorbern im Verbund durchgeführt. Der Grund für den kleinen Maßstab ist, dass die
Strömung am Receiver mit der heutigen Rechenkapazität nicht in einem hinnehmbaren Zeit-
raum simuliert werden kann. Außerdem ist das eingesetzte Messverfahren, die Particle Image
Velocimetry (2.2.3), wie im nächsten Kapitel gezeigt werden wird, nicht für kommerzielle
Receiver einsetzbar.
Im Rahmen dieser Arbeit soll ein neues Messverfahren vorgestellt werden, das nicht auf den
Labormaßstab beschränkt ist und die Strömung auch bei größeren Receivern darstellen kann.
Grundlegend hierfür ist die klassische Infrarotthermographie, die in einer modifizierten Form
angewendet wird. Diese Form wird hier „Induced Infrared Thermography” (dt. Induzierte Infra-
rot Thermographie, IIT) genannt. Bei der IIT wird einem Gasstrom, der in der ursprünglichen
Form nicht von einer Infrarotkamera detektiert werden kann, ein infrarotaktives Gas zugegeben.
Dann wird die Wärmestrahlung der aktiven Komponente mit einer Infrarotkamera gemessen
und so die Gasströmung visualisiert. Welches infrarotaktive Gas zugemischt wird, hängt im
Wesentlichen von den erwarteten Temperaturbereichen ab. Weiterhin sollte das Gas natürlich
nicht gesundheitsgefährdend, teuer oder besonders umweltschädlich sein. Zur Visualisierung
der Rückführluft am STJ wird CO2 eingesetzt.
Im nächsten Kapitel wird der Stand der Messtechnik widergespiegelt und gezeigt, dass derzeit
kein Messverfahren die Strömung vor einem Solarturmreceiver in einfacher Weise darstellen
kann. Darauf folgt die Beschreibung der IIT, die diese Aufgabe erfüllen kann. In Kapitel 4 wird
die Vorgehensweise bei der Auswertung gezeigt. Es wurden Daten an 3 Messtagen am STJ
aufgenommen, was in Kapitel 5 beschrieben wird. In Kapitel 6 und 7 werden die ermittelten
Daten ausgewertet bzw. die Ergebnisse dargestellt. Einschränkungen der IIT werden in Kapitel
8 aufgezeigt. Abschließend wird die Arbeit zusammengefasst und ein Ausblick für die Nutzung
der IIT gegeben, Kapitel 9.
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2. Stand der Technik
Dieses Kapitel soll eine Übersicht über den Stand der Technik zur Visualisierung von Gasströ-
mungen geben. Verfahren, die auf eine Geschwindigkeitsfeldbestimmung abzielen, werden hier
ebenfalls aufgeführt, da die Geschwindigkeitsfeldbestimmung die Visualisierung der Strömung
in gewisser Weise voraussetzt. Auch Messverfahren, die nur punktweise Messergebnisse erzeu-
gen, werden angeschnitten, weil aus hinreichend vielen Messpunkten ebenfalls ein Strömungs-
bild erstellt werden kann. Um einen Fluidstrom sichtbar zu machen, muss dieser grundsätzlich
von der Umgebung verschiedene Eigenschaften aufweisen. Die in diesem Kapitel beschriebenen
Methoden lassen sich danach einordnen, welche der folgenden Eigenschaften sie nutzen:
• Die Geschwindigkeit an sich (Abschn. 2.1)
• Tracerbestandteile, das können in der Strömung natürlich vorkommende Teilchen oder
zugegebene Teilchen bzw. auch Eigenschaftsänderungen sein (Abschn. 2.2)
• Ein unterschiedlicher Brechungsindex, der durch eine unterschiedliche Dichte hervorge-
rufen werden kann (Abschn. 2.3.5)
• emittierte Strahlung, die aufgrund unterschiedlicher Temperaturen oder Emissionsgrade
zu Stande kommt (Abschn. 2.4)
Zunächst werden die Verfahren beschrieben, die die Geschwindigkeit oder dadurch direkt be-
einflusste Eigenschaften ausnutzen. Dies sind die invasiven Verfahren (2.1). Daraufhin wer-
den Verfahren, die auf Tracer-Partikel oder Störungen, die entweder ohnehin in der Strö-
mung vorhanden sind oder hinzugegeben bzw. erzeugt werden, behandelt. Hierbei werden
die Laser-Doppler-Anemometrie (2.2.1), die Laser-Fokus-Anemometrie (2.2.2), die Partic-
le Image Velocimetry (2.2.3), die Densitiy Tagging Velocimetry (2.2.4) und die Molecular
Tagging Velocimetry (2.2.5) beschrieben. Die dritte Gruppe bilden Methoden, die den Bre-
chungsindex berücksichtigen. Darunter fallen das Background Oriented Schlieren Verfahren
(2.3.1), die Laser-Speckle-Density Photometry (2.3.2), die Schlieren Particle Image Velocime-
try (2.3.3), Schattenverfahren (2.3.4) und die Interferometrie (2.3.5). Abschließend wird die
Infrarot-Thermographie betrachtet (2.4) und diskutiert, welche Verfahren sich für die konkrete
Anwendung an einem Solarturm eignen (2.5). Ein Exkurs zur Infrarotkameras (2.6) bildet den
Übergang zum nächsten Kapitel.
2.1. Geschwindigkeitsnutzung
In diesem ersten Abschnitt sollen mehrere Verfahren kurz angeschnitten werden, die Kompo-
nenten in die Strömung einbringen. Die genannten Verfahren dienen zur Geschwindigkeitsmes-
sung an einem oder zwischen zwei Punkten.
Mit einem Pitot-Rohr lässt sich aus der Differenz zwischen statischen Druck und Staudruck
die Strömungsgeschwindigkeit bestimmen. Abbildung 2.1 zeigt schematisch die Messung. Die
4
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Geschwindigkeit kann dann aus der Bernoulli-Gleichung
(





wobei p den Staudruck, p0 den statischen Druck, ρ die Fluiddichte und u∞ die Strömungs-
geschwindigkeit bezeichnet und hydrostatische Druckkräfte vernachlässigt werden. Druckson-
den können zeitlich gemittelte Strömungsgeschwindigkeiten mit hoher Genauigkeit bestimmen
[Nit06, S. 45ff.] [Sch04, S.65ff.]. Zanoun et. al benutzten z.B. ein Pitot-Rohr zur Untersu-
chung von Kanal- und Rohrströmungen. Außerdem werden Pitot-Rohre bei Flugzeugen zur
Geschwindigkeitsbestimmung benutzt [Sch04, S. 61].
Hitzdrahtanemometer dienen zur Messung von zeitlich gemittelten Geschwindigkeiten und
von Schwankungsgeschwindigkeiten. Die Strömungsgeschwindigkeit wird über konvektive Ver-
luste an einem beheizten Draht bestimmt. Dazu wird ein Hitzdraht, der elektrisch auf eine
konstante Temperatur geregelt wird, von dem Fluid umströmt und die benötigte Heizleistung
gemessen. Das Gleichsetzen der Energiebilanz um den Hitzdraht mit der Heizleistung ergibt un-
ter Vernachlässigung von Leitungs- und Strahlungsverlusten: U2
R
= Fα (TS − TF ). Hierbei ist
U die Heizspannung, R der Widerstand des Drahtes, F die konvektiv umströmte Drahtfläche,
α der Wärmeübergangskoeffizient, TS die Drahttemperatur und TF die Fluidtemperatur. Der
Wärmeübergangskoeffizient ist abhängig von der Strömungsgeschwindigkeit und somit kann
durch Messung der Verlustleistung und unter Annahme einer konstanten Strömungstemperatur
das Kingesche Gesetz angewendet werden: U2 = A+Bun, A und B sind hierbei Konstanten,
die sich durch Kalibrierungen ergeben, u ist die gesuchte Strömungsgeschwindigkeit, n ist der
Geschwindigkeitsexponent, der z.B. bei Annahme laminarer Strömung zu 0,5 genährt werden
kann. [Nit06, S. 49ff.] Trotz des Alters dieses Verfahrens, das Anfang des letzten Jahrtausends
entwickelt wurde [CB76], findet es heute immer noch breite Verwendung. So hat Kovasznay
[Kov12] bspw. die Hitzdrahtanemometrie zur Messung von Überschallströmungen verwendet.
Bei der Pulsdrahtanemometrie wird die Geschwindigkeit aus der Zeitmessung zwischen Er-
zeugung und Empfang von thermischen Pulsen bestimmt. Ein Sendedraht erzeugt in der Regel
thermische Pulse in einem Frequenzbereich von 5-10 Hz über eine Dauer von 0,5 bis 50 µs.
Durch den großen Unterschied zwischen Pulsdauer und Pulsfrequenz ist gewährleistet, dass
sich der Sendedraht zwischen zwei Pulsen wieder abkühlt. Erreicht das erhitzte Fluid einen
p p0 T
u∞
Abbildung 2.1.: Geschwindigkeitsmessung mit einem Pitot-Rohr. Die Geschwindigkeit kann
dabei über die Differenz des statischen Drucks p und des dynamischen Drucks
p0 berechnet werden. (Abbildung nach [Nit06, S. 46])
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Empfängerdraht, wird dort kurzfristig der elektrische Widerstand messbar verändert. In Abbil-
dung 2.2 ist der Aufbau einer Pulsdrahtsonde dargestellt. Es werden je nach Fluidgeschwin-
digkeit 500 bis 5000 Einzelmessungen gemittelt, um eine Geschwindigkeit anzugeben. Das
Auflösungsvermögen nimmt bei Geschwindigkeiten von u > 15m
s
deutlich ab und erlaubt keine
sicheren Messungen mehr. [Nit06, S. 56ff.] Als Anwendungsbeispiel sei hier die Untersuchung
zur Bewegung von Sanddünen von Castro [CW94] genannt.
2.2. Tracerbetrachtung
2.2.1. Laser-Doppler-Anemometrie (LDA)
Bei der Laser-Doppler-Anemometrie wird das an Partikeln gestreute Licht gemessen, um die
Geschwindigkeit der Partikel zu bestimmen. Der Aufbau ist in Abbildung 2.3 gezeigt. Der
Strahl eines Lasers wird hier geteilt und die beiden Teilstrahlen werden wieder am Messpunkt
zusammengeführt. Sich durch diesen Punkt bewegende Teilchen streuen das Laserlicht und
verschieben durch ihre Geschwindigkeit gemäß dem Dopplereffekt die Frequenz des Lichtes.
Das gestreute Licht wird an zwei Stellen detektiert und über die Frequenzverschiebung kann
dann die Geschwindigkeit bestimmt werden. Allerdings kann hiermit nicht das Vorzeichen der
Geschwindigkeit bestimmt werden, weshalb durch die Bragg-Zelle mindestens ein Teilstrahl
auch ohne Streuung eine Frequenzverschiebung erfährt. [Eck97, S. 142 ff.]
Mit der LDA lässt sich nur eine Geschwindigkeitskomponente in einem Punkt bestimmen. Um
mehrere Komponenten zu erhalten, muss man entweder die Apparatur drehen oder mehrere
LDA einsetzen. Benutzt man mehrere LDA, lassen sie sich prinzipiell durch Verwendung unter-
schiedlicher Frequenzverschiebungen, unterschiedlicher Wellenlängen oder, bei zwei Systemen,
durch 90° aufeinanderstehenden Polarisationsebenen koppeln. [Eck97, S. 142 ff.],[Nit06, S.








Abbildung 2.2.: Aufbau einer Pulsdrahtsonde. Der Pulsdraht erhitzt das strömende Fluid und
die Temperaturerhöhung wird an einem der Empfangsdrähte erfasst. (Abbil-
dung nach [Nit06, S. 56])
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Abbildung 2.3.: Aufbau Laser-Doppler-Anemometrie nach [Nit06]. Ein Laserstrahl wird ge-
teilt, mindestens ein Teilstrahl in der Frequenz verschoben und am Messpunkt
wieder zusammengeführt. Sich bewegende Teilchen im Messpunkt streuen das
Licht aufgrund des Dopplereffekts. Das Interferenzmuster der beiden Teilstrah-
len wird aufgenommen und darüber die Strömungsgeschwindigkeit berechnet.
2.2.2. Laser-Fokus-Anemometrie (LFA)
Die Laser-Fokus-Anemometrie funktioniert prinzipiell wie eine Lichtschranke und kann somit
die Geschwindigkeitskomponente auf der Strecke zwischen zwei Laserstrahlen messen. Das
Verfahren wurde erstmal 1968 von Thompson vorgeschlagen und 1974 von Schodl optimiert.
Der Aufbau eines Laser-Fokus-Anemometers ist in Abbildung 2.4 dargestellt. Ein Laserstrahl
wird durch ein spezielles Prisma in zwei parallele Teilstrahlen gespalten und auf den Messpunkt
fokussiert (vgl. B in Abbildung 2.4). Das von Partikeln beim Durchqueren der Lichtschranke
zurückgestreute Licht wird durch eine entsprechende Optik auf zwei Detektoren gelenkt und
die Zeit zwischen dem Auslösen der beiden Detektoren gemessen. Die Laserstrahlen haben
typischerweise im Messpunkt einen Abstand von ca. 200 µm und einen Durchmesser von ca.
10 µm. Aufgrund dieser starken Bündelung können kleinere Teilchen als bei der Laser-Doppler-
Anemometrie detektiert werden, nämlich Teilchen mit einem Durchmesser ab 0,2 µm, was
etwa zwei Größenordnungen kleiner ist als bei der LDA. Aus diesem Grund reichen in der Regel
die in einem Fluid natürlich vorkommenden Partikel zur Geschwindigkeitsbestimmung aus. Da
Partikel eventuell nur einen Laserstrahl durchqueren, weil sie sich z.B. nicht auf der Licht-
schrankenebene bewegen und damit falsche Geschwindigkeiten bestimmt werden würden, wird
über eine größere Anzahl von Geschwindigkeiten, gewöhnlicher Weise etwa 5000, gemittelt.
Durch diese Mittlung ist die Messzeit bei diesem Verfahren deutlich größer als beim LDA.
[Eck97, S. 177f.],[Nit06, S. 66ff.] Die LFA wurde bspw. von Ueki et al. [UIS05] angewendet,
um das Einspritzverhalten von Dieselkraftstoff zu untersuchen.
2.2.3. Particle Image Velocimetry (PIV)
Das PIV-Verfahren ist ein Standardverfahren zur Bestimmung von Geschwindigkeitsfeldern.
Da in optisch homogenen Medien keine signifikanten Wechselwirkungen zwischen Licht und
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Abbildung 2.4.: Aufbau Laser-Fokus-Anemometrie nach [Nit06]. Ein Laserstrahl wird derart
geteilt, dass sich im Messvolumen zwei Lichtschranken ergeben (gezeigt in
Punkt B). Die Strömungsgeschwindigkeit ergibt sich über den Abstand der
Lichtschranken und die Zeitdifferenz zwischen dem Auslösen der Lichtschran-
ken.
dem Medium auftreten, werden beim PIV-Verfahren Partikel dem Fluid zugegeben [Wes97].
Die Partikel werden in einer Ebene pulsierend beleuchtet, wobei die Pulse mit einer Kamera
synchronisiert sind und somit ein Bild pro Puls entsteht. Durch den Vergleich von zwei se-
quentiellen Aufnahmen kann dann mit Hilfe der Pulsdauer die Geschwindigkeit der Partikel
bestimmt werden. Abbildung 2.5 zeigt den Aufbau einer PIV-Messung. [Cho89]
Ideale Partikel folgen exakt der Bewegung des Fluids, ändern dabei die Strömung oder Flui-
deigenschaften nicht und wechselwirken nicht miteinander [Wes97]. Für die Geschwindigkeits-
bestimmung werden weiterhin folgende Annahmen getroffen:
• Die Partikelbewegung ist zweidimensional und durch die Laserbeleuchtung begrenzt
• Die Bewegung der Partikel ist während eines Lichtpulses vernachlässigbar
• Der räumliche Gradient der Geschwindigkeit ist im Betrachtungsfenster vernachlässigbar
[Cho89]
Die Auswertung funktioniert so, dass ein kleiner Ausschnitt aus einem ersten Bild, das Betrach-








Abbildung 2.5.: Aufbau eines PIV-Versuchs. Partikel werden der Strömung zugegeben nach
[WG91]. Ein pulsierender Laser, hier durch einen mechanischen Chopper rea-
lisiert, beleuchtet eine Ebene. Die Kamera macht zur Zeit eines Lichtpulses
eine Aufnahme, die anschließend digital analysiert wird.
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so die Positionsänderung der Partikel bzw. über die Positionsänderung in Verbindung mit der
Aufnahmefrequenz die Geschwindigkeit der Partikel zu berechnen. Die Kreuzkorrelation lässt


















f ist hierbei die Intensität der ersten Aufnahme, g die der nachfolgenden Aufnahme an den
Koordinaten k und l im Bild und m und n sind die Positionsänderungen. Ein hoher Wert der
Kreuzkorrelation, d.h. nahe eins, bedeutet, dass viele Partikel zwischen den beiden Aufnahmen
um m bzw. n verschoben wurden und somit, dass sich die Partikel zwischen den beiden Bildern
umm und n bewegt haben. [WG91] Durch die Kreuzkorrelation lassen sich die Verschiebungen
der Partikel nur auf einen Pixel genau bestimmen. Eine höhere Genauigkeit lässt sich erzielen,
wenn man zwischen den Pixeln interpoliert [Wes93]. Die Geschwindigkeitsfelder enthalten
auch bei sorgfältiger Durchführung Fehler. Fehlerhafte Vektoren weisen unphysikalisch hohe
Geschwindigkeits- oder Richtungsänderungen auf und lassen sich durch den Vergleich mit ihren
Nachbarvektoren bestimmen und entfernen. PIV sollte dadurch eine Genauigkeit von ca. 1%
ermöglichen. [Wes93]
Das PIV-Verfahren unterscheidet sich von der Particle Tracking Velocimetry (PTV) im Labor-
maßstab und der Laser Speckle Velocimetry (LSV) prinzipiell nur über die Konzentration der
Partikel. Bei der PTV ist die Konzentration der Partikel sehr niedrig. Man kann die einzelnen
Partikel erkennen und aufgrund des großen Abstands zwischen den Partikeln die Bewegung
jedes Teilchens nachvollziehen. Die PIV weist eine höhere Partikelkonzentration auf, so dass
man zwar einzelne Partikel erkennen, die Bewegung zwischen zwei Bildern jedoch nicht ein-
deutig bestimmen kann und auf statistische Methoden, wie die Kreuzkorrelation, zurückgreifen
muss. Die höchste Partikelkonzentration wird bei der LSV verwendet. Hierbei kann man keine
einzelnen Partikel, sondern nur noch Partikelmuster erkennen. [Nit06, S. 68ff.][Wes93] Wie in
der Einleitung beschrieben, wurde das PIV-Verfahren von Maldonado [MQ15] eingesetzt, um
das Strömungsfeld vor einem Absorbercup zu bestimmen.
2.2.4. Densitiy Tagging Velocimetry (DTV)
Die Densitiy Tagging Velocimetry ist im Prinzip eine Variante des Background Oriented
Schlieren-Verfahren, das im nächsten Abschnitt beschrieben wird (2.3.1). Das BOS-Verfahren
benötigt Dichtegradienten in der Strömung, um durch die Veränderung der Position der Gra-
dienten die Geschwindigkeit bestimmen zu können. Falls keine natürlichen Dichteanomalien in
der Strömung vorkommen, ist die Idee dieser Methode, durch laserinduzierte Temperaturände-
rungen quasi thermische Tracerpartikel, das sind punktuelle Dichtegradienten, zu erzeugen, die
dann mit der Strömung geführt werden und zur Geschwindigkeitsbestimmung dienen können,
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die wie beim BOS-Verfahren arbeitet. Das Verfahren ist geeignet um einzelne Dichteanoma-
lien zu verfolgen, allerdings nicht um ganze Geschwindigkeitsfelder zu bestimmen, da durch
die Temperaturänderung das Strömungsfeld lokal geändert wird. [RHRH+11] Eine Anwen-
dung von diesem Verfahren war die Geschwindigkeitsbestimmung von einer Düsenströmung
im Labormaßstab.
2.2.5. Molecular Tagging Velocimetry (MTV)
Dieses Verfahren ist dem PIV-Verfahren sehr ähnlich und wird im Folgenden an dem Tagging
von Sauerstoffmolekülen beschrieben. Probleme, die nicht-ideale Partikel bei der PIV verursa-
chen können, werden hierbei dadurch umgangen, dass keine Partikel eingesetzt werden, sondern
Sauerstoffmoleküle verfolgt werden. Da Sauerstoffmoleküle in der Luft bereits vorhanden sind,
ist es bei diesem Verfahren nicht nötig, dem Fluid etwas hinzuzufügen. Dieses Verfahren wurde
Relief (Raman excitation plus laser-induced electronic fluorescence) genannt und funktioniert
prinzipiell wie folgt:
Zwei pulsierende Laser, die ungefähr eine Phasenverschiebung in einer Frequenz aufweisen, in
der Sauerstoffmoleküle vibrieren können, regen Sauerstoffmoleküle in Schnittpunkten bzw. -
flächen der beiden Strahlen zur Vibration an. Ein dritter Laser dient dazu, die bereits angeregten
- getaggten - Moleküle noch einmal weiter anzuregen, so dass die Moleküle fluoreszieren. Die
Fluoreszenz der Moleküle wird über eine UV-empfindliche Kamera aufgenommen und wie
beim PIV-Verfahren kann dann über den Vergleich von zwei sequenziellen Aufnahmen ein
Geschwindigkeitsfeld bestimmt werden.
Sauerstoffmoleküle können den angeregten Zustand verhältnismäßig lange beibehalten, was
aber den Nachteil in sich birgt, dass die Moleküle aufwändiger anzuregen sind und hierzu
drei Laser benötigt werden. Allerdings können so die Punkte von Interesse ziemlich exakt
beobachtet werden, da nur in Schnittpunkten der Laser eine Anregung stattfindet. [MCC+87,
MCM+89, MZZ+93] Dieses Verfahren wurden bspw. von Miles et al. [MZZ+93] benutzt, um
die Strömung eines Freistrahles in einem zylinderförmigen Volumen von 15 cm Durchmesser
und einer Höhe von ca. 70 cm zu visualisieren.
2.3. Nutzung unterschiedlicher Brechungsindizes
2.3.1. Background Oriented Schlieren (BOS)
In diesem Verfahren wird die Strahlablenkung durch die Änderung des Brechungsindex ge-
messen. Hierzu wird ein Hintergrund in der einfachsten Form mit und ohne Strahlablenkung
fotografiert. Abbildung 2.6 zeigt einen BOS-Aufbau schematisch. Mit diesem Verfahren lässt
sich neben dem Geschwindigkeitsfeld auch ein Dichtefeld berechnen. [RR01, VHS05]
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Abbildung 2.6.: Optischer Aufbau des BOS-Verfahrens nach [RR01], links wird eine isometri-
sche Ansicht und rechts die Draufsicht gezeigt. Ein Punktmuster wird auf einer
Bildebene abgebildet. Dichtegradienten im Lichtweg verschieben das Punkt-
muster. Durch den Vergleich mit einer ungestörten Referenzaufnahme kann
über die Verschiebung auf die Dichte geschlossen werden.
Nach der Gladstone-Dale Gleichung ist für Gase der Brechungsindex n mit der Dichte ρ ver-
knüpft:
n− 1 = Kρ (2.2)
K ist hierbei die Gladstone-Dale Konstante, die abhängig von dem jeweiligen Gas und der
Wellenlänge der Strahlung ist.[VHS05] Eine lokale Dichteänderung führt zu einer Änderung
des Brechungsindex und über das Brechungsgesetz von Snellius zu einer Lichtablenkung. Beim
BOS-Verfahren im Labormaßstab wird meist ein zufällig gepunkteter Hintergrund fotografiert
und über Korrelationsalgorithmen dann die Strahlablenkung zwischen dem Referenzbild und
dem abgelenkten Bild bestimmt [Mei02].
Für kleine Strahlablenkungen gilt die Näherung tan(y) ≈ y, so dass sich die Strahlverschie-
bung nach Bild 2.6 zu ∆y = ZDMy ergibt, wobei M = zi/ZB die Vergrößerung durch die
Linse beschreibt und ZD der Abstand zwischen Hintergrund und dem Dichtegradienten ist.




ZD + ZA − f
)
y (2.3)
Um die Dichteverteilung zu berechnen, muss man zunächst das Versetzungsfeld über Linien-
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Der prinzipielle Verlauf zur Bestimmung des Dichtefelds ist in Abbildung 2.7 dargestellt [VHS05].
Da beim BOS-Verfahren der Hintergrund und nicht die Schlieren fokussiert wird, weist das
BOS-Verfahren größere Fehler als das PIV-Verfahren (2.2.3) auf (2-3% zu 1%).[Raf15]
Von dem ursprünglichen BOS-Verfahren existieren nach [Raf15] einige Varianten. So kann
bspw. ein natürlicher Hintergrund verwendet werden. Die Genauigkeit des Verfahrens lässt
sich weiterhin durch die Verwendung von einem farbigen Punktmuster erhöhen (Colored BOS)
[GGLS05][Leo07]. [RRM00][RHS+14]
Das BOS-Verfahren zeichnet sich vor allem durch seine Einfachheit aus. So ist im Falle der
Benutzung eines natürlichen Hintergrundes lediglich eine Kamera und eine Auswerteeinheit
notwendig. Darüber hinaus ist dieses Verfahren nicht auf den Labormaßstab beschränkt. So
bestimmten Bauknecht et al. [BEW+15] die Wirbel an einem Helikopterrotor, wobei als na-
türlicher Hintergrund ein Tagebau benutzt wurde.
2.3.2. Laser-Speckle-Density Photometry (LSDP)
Dieses Verfahren wurde von Debrus et al. [DFG+72] und Köpf [Köp72] im Jahre 1972 erst-
mals vorgestellt. Das Verfahren ist dem BOS-Verfahren sehr ähnlich. Abbildung 2.8 zeigt den
Aufbau der LSDP. Ein Laserstrahl wird aufgeweitet, durch ein Messfeld geführt und danach
auf einer Mattglasscheibe fokussiert, die eine Kamera mit einen um L verschobenen Fokus
fotografiert. Dadurch, dass nicht die Mattglasscheibe, sondern eine versetzte Ebene fokussiert
wird, weiten sich die Strahlen wieder aus und bilden ein Fleckenmuster, das abhängig von dem
Austrittswinkel aus der Messstrecke ist. Durch den Vergleich einer ungestörten Referenzauf-
nahme und der eigentlichen Messaufnahme mittels PIV- oder BOS-Algorithmen lassen sich
die Ablenkungen bestimmen und über die Gladstone-Dale Beziehung (Gl. 2.2) kann dann das
Dichtefeld berechnet werden. [Eck97, S. 195ff.][GGLS05] Köpf demonstrierte das Verfahren,




















Abbildung 2.7.: Flowchart des BOS-Verfahrens zur Bestimmung des Dichtefeldes (nach
[VHS05])
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Abbildung 2.8.: Aufbau der Laser-Speckle-Photographie nach [Eck97, S. 196]. Durch Dich-
tegradienten abgelenkte Lichtstrahlen werden auf einer Mattglasscheibe (M)
abgebildet, die mit einer Kamera (K), deren Fokus um L von der Mattglas-
scheibe versetzt ist, aufgenommen werden. Der Vergleich des aufgenommenen
Fleckenmusters mit einer Referenzaufnahme kann zur Bestimmung eines Dich-
tefeldes benutzt werden.
2.3.3. Schlieren Particle Image Velocimetry (Schlieren PIV)
Dieses Verfahren folgt natürlich vorkommenden Wirbeln in turbulenten Strömungen und be-
stimmt aus dieser Bewegung eine Geschwindigkeit. Der Versuchsaufbau ist an klassische Schlie-
renversuche angelehnt und in Bild 2.9 gezeigt. Ein Lichtbündel wird durch eine Messstrecke
geführt und vor einer Kamera fokussiert. Der Fokuspunkt ist von einer sog. Schlierenkante
teilweise begrenzt. Ein Teil der durch die Wirbel abgelenkten Strahlen trifft auf die Schlieren-
kante und wird so auf dem Kamerabild als dunklerer Bereich dargestellt. Korreliert man zwei
sequentielle Bilder, lässt sich gemäß dem PIV-Verfahren eine Geschwindigkeit bestimmen.
Dieses Verfahren funktioniert nur in Strömungen, in denen Wirbel auftreten, und ist folg-
lich nicht auf laminare Strömungen anwendbar. Hargather et al. zeigten die Anwendbarkeit







Abbildung 2.9.: Aufbau des Schlieren PIV nach [HLSW11]. Licht wird durch die Messstrecke
geführt, fokussiert und im Fokus durch eine Schlierenkante begrenzt und mit
einer Kamera detektiert. Wirbel können das Licht derart brechen, dass es auf
die Schlierenkante trifft und nicht mehr detektiert, also als Schattenbereich
auf dem Kamerabild gezeigt wird.
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2.3.4. Schattenverfahren
Das Schattenverfahren ist den Schlierenmethoden sehr ähnlich. Um eine Schattenabbildung zu
erzeugen, benötigt man eine punktförmige Lichtquelle, einen Schirm und eine Kamera. Dicht-
einhomogenitäten erzeugen durch Lichtbrechung Intensitätsunterschiede, die proportional zur
zweiten Ableitung der Dichte sind. Die Intensitätsunterschiede können auf dem Schirm als
Schatten wahrgenommen werden. Die Schlierenverfahren sind sensibler als die Schattenver-
fahren, da die Strahlablenkung proportional zur ersten Ableitung der Dichte ist, wohingegen
die Intensitätsunterschiede zur zweiten Ableitung proportional sind. [BL92][Eck97, S. 203ff.]
2.3.5. Interferometrie
Das Interferometer vergleicht prinzipiell zwei Strahlen, von denen einer durch die Messstre-
cke beeinflusst wird. Dabei nutzt die Interferometrie nicht direkt die Strahlablenkung durch
unterschiedliche Brechungsindices, sondern die unterschiedlichen Ausbreitungsgeschwindigkei-
ten des Lichts, die über den Brechungsindex n als das Verhältnis der Lichtgeschwindigkeit
im Vakuum c0 zum Medium cM definiert ist: n = c0/cM . Der typische Aufbau eines Mach-
Zehnder-Interferometers ist in Abbildung 2.10 gezeigt. Ein Laserstrahl wird in zwei Teilstrahlen
geteilt. Der eine Strahl wird durch die Messstrecke geführt und der andere über eine Refe-
renzstrecke, in der Einbauten in der Messstrecke, wie z.B. Fenster, durch Kompensatorplatten
nachgebildet werden. Nach der Messstrecke werden die Strahlen wieder zusammengeführt und
auf eine Mattglasscheibe gelenkt, wobei die beiden Strahlen ein Interferenzmuster bilden. Die
Interferometrie ermöglicht somit die Messung des integrierten Dichteunterschieds entlang einer
Linie.[Eck97, S. 211ff.][Nit06, S. 171ff.] Da Silva [DSBJC+95] nutzte bspw. ein Interferometer











Abbildung 2.10.: Aufbau des Mach-Zehnder-Interferometers nach [Nit06]. Ein Laserstrahl wird
geteilt, ein Teilstrahl wird durch eine Messstrecke geführt, der andere durch
eine Referenzstrecke. Nach dem Zusammenführen der beiden Teilstrahlen
bildet sich ein Interferenzmuster, das auf einer Mattglassscheibe abgebildet
wird.
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2.4. Infrarot-Thermographie
Jeder Körper mit einer Temperatur über dem absoluten Nullpunkt sendet elektromagnetische
Strahlung aus. Dabei wird der Wellenlängenbereich von 0, 7 µm bis 1000 µm als infrarot
bezeichnet, da Strahlung mit einer Wellenlänge um 0, 7 µm von den Menschen als rot wahr-
genommen wird. Bei der Infrarot-Thermographie wird diese Strahlung über einen gewissen
Zeitraum integriert und anschließend analysiert. [Nit06, S. 143 ff.]
Da die Infrarot-Thermographie die Grundlage für die in dieser Arbeit vorgestellten Methode
ist, soll hier etwas ausführlicher auf die Theorie eingegangen werden. Dabei wird im ersten
Teil die Strahlung von Festkörpern unter Vernachlässigung umgebender Gase betrachtet und
im zweiten Teil beteiligen sich Gase am Strahlungsaustausch.
2.4.1. Festkörperstrahlung
Ein schwarzer Körper, das ist ein idealer Körper, der sämtliche einfallende Strahlung absorbiert,
emittiert Strahlung mit einer charakteristischen Verteilung, die über das Planck’sche Gesetz
bestimmt werden kann:











M sλ ist die spektrale, flächenspezifische Ausstrahlung [W ·m−2 ·m−1], c bezeichnet die Licht-
geschwindigkeit im Vakuum [m/s], k die Boltzmann-Konstante (k = 1, 380649·10−23Nm/K),
die Wellenlänge wird mit λ abgekürzt [m] und T stellt die absolute Temperatur [K] dar. In-





M sλ(λ, T )dλ = σ · T 4 (2.7)
M s bezeichnet die flächenspezifische Ausstrahlung [W ·m−2] und σ die Stefan-Boltzmann-
Konstante σ = 2pi5k415c0h3 ≈ 5, 67 · 10−8 Wm2K4 .
Die Wellenlänge, bei der nach dem Planck’schen Gesetz die größte Energiemenge ausgestrahlt





Anhand der Strahlungsverteilung nach dem Planck’schen Gesetz (Abb. 2.11) erkennt man
bereits, dass Körper mit höheren Temperaturen mehr Strahlung emittieren als Körper mit
geringeren Temperaturen. Für qualitative Betrachtungen reicht diese Information prinzipiell
schon aus, da Bereiche höherer Temperatur auf Infrarotbildern heller dargestellt werden.
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Abbildung 2.11.: Verteilung der spektralen Ausstrahlung eines Schwarzkörpers für verschiedene
Temperaturen nach dem Planck’schen Gesetz in logarithmischer Darstellung
Anhand der detektierten Strahlungsintensität lässt sich allerdings auch eine quantitative Aus-
sage über die Temperatur des entsprechenden Körpers treffen. Werden dabei reale Körper
betrachtet, also nicht schwarze Körper, müssen weitere Effekte berücksichtigt werden:
Reale Körper absorbieren nicht die gesamte einfallende Strahlung. Ein Teil der Strahlung wird
auch reflektiert und transmittiert. Nach dem Kirchhoff’schen Gesetz ist die spektrale Emission
gleich der spektralen Absorption. Da ein schwarzer Körper einen Emissionsgrad von 1 aufweist,
geben das Planck’sche und das Stefan-Boltzmann-Gesetz für reale Körper zu hohe Werte
wieder und müssen durch den Emissionsgrad korrigiert werden.
Zur Definition des Emissionsgrades soll zunächst die spektrale Strahldichte Lλ eingeführt
werden, die den, von einem Oberflächenelement ∆A pro Wellenlängen ∆λ und Raumwinkel




Der Raumwinkel ∆Ω setzt sich hierbei aus dem Polarwinkel θ und dem Azimutwinkel ϕ zu-
sammen (vgl. Abb. 2.12): ∆Ω = sin θ∆θ∆ϕ
Der Emissionsgrad ist nun das Verhältnis der spektralen Strahldichte eines realen Körpers zu
der eines schwarzen Körpers (Gl. 2.10). Grundsätzlich ist der Emissionsgrad abhängig von der
Wellenlänge, der Temperatur und der Strahlungsrichtung.

′
λ(λ, T, θ, φ) :=
Lλ(λ, T, θ, ϕ)
Lsλ(λ, T )
= 0 ≤ ′λ ≤ 1 (2.10)
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Abbildung 2.12.: Strahlung eines Flächenelements und Raumwinkeldefinition nach[HSM11, S.
10]
Bei Kenntnis des Emissionsgrades und des Anteils der reflektierten Strahlung lässt sich über
die Strahlungsintensität die Temperatur eines realen Körpers berechnen. Andernfalls können
weitere Annahmen getroffen werden, um die Temperatur näherungsweise zu bestimmen. Bei
diffusen Strahlern entfällt die Richtungsabhängigkeit. Ein grauer Strahler weist einen kon-
stanten Emissionsgrad über alle Wellenlängen auf. Wenn man bei einem grauen Strahler von
einem temperaturkonstanten Emissionsgrad und konstanten Reflexionen und Transmissionen
ausgeht, kann man nach einer Kalibration über die Strahlungsintensität die Temperatur be-
stimmen. [VDI13, S. 1083 ff.][HSM11, S. 4 ff.]
Dadurch, dass Oberflächen mit verschiedenen Temperaturen unterschiedlich viel Strahlung
emittieren, lassen sich z.B. Gasströmungen an Wänden visualisieren, sofern sie die Wand-
temperatur ändern. Inagaki und Okamoto [IO97] nutzen beispielsweise dieses Verfahren um
Leckagen an Rohrleitungen aufzufinden und Fan et al.[FSY05] untersuchten auf diese Weise
Undichtigkeiten an Pipelines.
2.4.2. Gasstrahlung
Neben festen Oberflächen und Flüssigkeiten emittieren auch Gase elektromagnetische Strah-
lung, die prinzipiell die Visualisierung der Strömung ermöglichen kann. Die Strahlung wird
hierbei durch Elektronenübergänge zwischen verschiedenen Energieniveaus oder durch Ände-
rungen des Schwingungs- bzw. Rotationszustandes von Molekülen verursacht. Im Folgenden
werden der Einfachheit halber alle drei Effekte als Änderung des Energieniveaus bezeichnet.
Photonen können durch Absorption die Erhöhungen des Energieniveaus bewirken und der
Wechsel zu einem niedrigeren Energieniveau kann Photonen aussenden, deren Energie genau
der Differenz der beiden Energieniveaus entspricht ej − ei = hν (vgl. Abb. 2.13), wobei die
Photonenenergie das Produkt aus dem Planck’schen Wirkungsquantum h und der Frequenz ν
ist. [HSM11, S. 441 ff.]
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Abbildung 2.13.: Schematische Darstellung der Energieniveaus nach [HSM11, S. 446]. Die
Energieniveaus können zwischen verschiedenen, diskreten gebundenen Zu-
ständen oder kontinuierlichen, freien Zuständen wechseln.
Die möglichen Energieniveaus sind von dem molekularen Aufbau der Gase abhängig. So lässt
sich beispielsweise mit der Spektroskopie auf die Gaszusammensetzung schließen, indem man
analysiert, welcher Teil der Strahlung absorbiert wird. Da die Strahlung durch Wechsel der
Energieniveaus in einzelnen Molekülen hervorgerufen wird, ist die Strahlungsintensität von der
Anzahl der Moleküle und somit von der Dichte abhängig. Aus diesem Grund ist die Strahlung
von Gasen im Vergleich zu Festkörpern entsprechend geringer. [VDI13, S. 1115 ff.]
Die Änderung der diskreten Energiezustände führt zu Spektrallinien bzw. zu Photonen, die
genau bei einer charakteristische Wellenlänge absorbiert oder emittiert werden. Allerdings sor-
gen verschiedene Effekte dafür, dass Photonen nicht nur in diskreten Linien, sondern in einem
gewissen Bereich um diese, absorbiert und emittiert werden. Diese Effekte sorgen dafür, dass
die spektralen Eigenschaften von Gasen stark von der Wellenlänge der Strahlung und der
Gastemperatur abhängen. [VDI13, S. 1115 ff.][HSM11, S. 441 ff.]
Strahlung, die durch ein Gasvolumen dringt, wechselwirkt auf verschiedene Arten mit dem
Gas. Zum einen kann die Strahlung durch Emission, wie oben beschrieben, verstärkt werden.
Zum anderen kann die Strahlung auch durch Streuung und Absorption abgeschwächt werden.
In diesem Fall gilt das Gesetz von Bouger:
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Iλ(S) ist die spektrale Intensität an Stelle S und βλ ist der spektrale Extinktionskoeffizient,
der sich aus der Summe des Absorptionskoeffizienten κλ und des Streukoeffizienten σs,λ zu-
sammensetzt.
Streuung kann auch bewirken, dass Strahlung aus anderen Raumrichtungen in Richtung der
betrachteten Strahlung gestreut wird und diese dadurch verstärkt. Maßgeblich hierfür ist die
Phasenfunktion Φλ(Ωi,Ω), die beschreibt, welcher Anteil der Strahlung aus Richtung Ωi in
Richtung Ω gestreut wird. Die Strahlungstransportgleichung (Gl. 2.12) berücksichtigt diese
Effekte:
Änderung der Strahlungsenergie = +Zugewinn durch Emission -Verlust durch Absorption
-Verlust durch Ausstreuung+Gewinn durch Einstreuung





σs,λIλ (S,Ωi, t) Φλ (Ωi,Ω) dΩidS
Der Absorptionsgrad und somit auch der Emissiongsgrad sind von der Wellenlänge λ, der
Temperatur T , dem Druck p, und der optischen Weglänge s abhängig. Sofern man die Streu-
funktion berechnen oder Streuung ganz vernachlässigen kann, lässt sich aus der Messung und
der Kenntnis des Gases sowie von zwei der drei Größen Druck, Temperatur und der optischen
Weglänge durch das Medium die jeweils dritte Größe berechnen oder z.B. für Kohlenstoffdioxid
anhand von Diagramm 2.14 bestimmen. [VDI13, S. 1115 ff.] [HSM11, S. 31 ff.]
Als Beispiel für die Umsetzung dieser Methodik sei die Bestimmung einer Flammentemperatur
genannt [RFK73] [UNY85] [JMJH96]. Allerdings sind hierzu einige Annahmen bzw. Modelle
nötig. Char [JMJH96] benutzte z.B. die Schmidt’sche Theorie, um die schichtweise Zusammen-
setzung in einer Flamme zu erhalten und ein Breitbandmodell zur Bestimmung der Emissivität
der Gasflamme. Über ein iteratives Verfahren konnte so die Temperatur aus dr Strahlungsin-
tensität berechnet werden.
Aufgrund der genannten Schwierigkeiten ist die IR-Thermographie von Gasen besser für qua-
litative Analysen wie z.B. die Visualisierung geeignet. Hierfür muss der Fluidstrom entweder
selbst vom Hintergrund verschiedene Strahlung emittieren oder einen Teil der Strahlung vom
Hintergrund absorbieren. In jedem Fall muss das Fluid infrarot aktiv sein, d.h. dass das Fluid
mindestens in einem Teil des Infrarotbereichs mit der Strahlung wechselwirkt. Dies tun vor
allem dreiatomige Moleküle wie CO2 und H2O [VDI13, S. 1115 ff.]. Symmetrische zweiato-
mige Gase wie N2, O2 und H2 sind dagegen im Infrarotbereich nicht aktiv und strahlen nur
unwesentliche Beträge ab [HSM11, 452 ff.]. Sofern infrarot aktive Gase vorhanden sind, ist
die Infrarot-Thermographie ein einfaches Verfahren zur Visualisierung der Strömung. So lassen
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Die Methode kann im Bereich 1 p 100 bar und Tg
700 K angewendet werden. Eine Partialdruckkorrektur nach
Abb. 6 a, wie sie bei einem Gesamtdruck p= 1 bar durchgeführt
werden muss, ist hier nicht erforderlich, da die Partialdruck-
abhängigkeit des Druckkorrekturfaktors fp,H2O bereits in Gl. (19)
und (20) berücksichtigt ist.
Kohlendioxid:
Für den Emissionsgrad von CO2 bei höheren Drücken gilt
eCo2ðpÞ ¼ fp,CO2  eCO2ðpCO2 sglÞ, Abb: 7: ð22Þ
Für den Druckkorrekturfaktor fp,CO2 gilt




















B ¼ 0,225 Tg
1000K
 2
für Tg  700 K ð24Þ
B ¼ 0,054 Tg
1000K
 2
für Tg  700 K: ð25Þ
Ist fp,CO2 nach Gl. (23) größer als A nach Gl. (24), wird fp,CO2 = A
gesetzt. Die Methode kann im Bereich 0  p 100 bar und
Tg 600 K angewendet werden.
4 Strahlungsaustausch zwischen Gas
und Wand
Für den Nettoenergiestrom zwischen einem Gasvolumen und
der Wand, die den Gasraum einschließt, wird folgende Glei-
chung verwendet:





Diese Gleichung ist nur gültig, wenn das Gas jeweils konstante
Temperatur, Dichte und Konzentration hat, also als homogen
betrachtet werden kann.
K3. Abb. 7. Emissionsgrad eCO2 von Kohlendioxid bei 1 bar Gesamtdruck in Abhängigkeit von der Temperatur und dem Produkt pH2Osgl . Nach [15]
Strahlung von Gasen und Gasgemischen K3 1121
Abbildung 2.14.: Emissionsgrad von Kohlenstoffdioxid bei 1 bar Druck in Abhängig-
keit der Temperatur und des Produkts von CO2 Partialdruck und der
Emissionslänge[VDI13, S. 1121]
sich z.B. die Abgase von Triebwerken [GJ92] oder auch Undichtigkeiten auf Deponien [LYS03]
zeigen.
2.5. Beurteilung bzgl. der Anwendung auf Solartürme
Da das Ziel dieser Arbeit hauptsächlich darin besteht, die Strömung aus dem Receiver des
STJ zu visualisieren und ein Geschwindigkeitsfeld zu berechnen, soll jetzt die Anwendbarkeit
der bisher vorgestellten Verfahren auf einen Solarturm diskutiert werden:
Prinzipiell sind alle Verfahren ungeeignet, die nur punktuell Geschwindigkeiten messen, weil
viele Punktmessungen für eine Feldmessung erforderlich wären und somit ein extrem hoher
Aufwand entsteht. Darüber hinaus sind Verfahren, die Objekte in die Strömung einbringen
müssen, der konzentrierten Solarstrahlung ausgesetzt und verschatten damit im besten Fall
nur unerwünschterweise den Receiver und werden im schlimmsten Fall durch die Strahlung
zerstört. Damit scheiden Drucksonden, Hitzdrahtanometer, Pulsdrahtanometer, LDA, LFA und
Interferometrie aus.
Da die Rückführluft bei einem offenen volumetrischen Receiver im Lichtweg zum Receiver
ausgeblasen wird, sollte das Messverfahren keine Partikel benötigen. Die eingesetzten Parti-
kel weisen normalerweise einen hohen Reflektionsgrad auf und führen so zu hohen optischen
Verlusten, wenn sie sich auf dem Receiver, der einen möglichst hohen Absorptionsgrad haben
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sollte, absetzen. Partikel mit höheren Absorptionsgraden sind auch keine Lösung, da sie sich
durch die konzentrierte Strahlung erwärmen und aus diesem Grund das Strömungsfeld durch
natürliche Konvektion beeinflussen. Deshalb sind PIV, PTV und LSV nicht praktikabel. Ein
weiterer Grund hierfür ist auch, dass die Laserleistung beschränkt ist und sich diese Verfahren
deshalb nicht beliebig auf größere Dimensionen übertragen lassen. Deshalb scheidet auch das
MTV-Verfahren aus.
Die Rückführluft hat nur geringe Anteile strahlungsaktiver Komponenten (ca. 400 vppm CO2
[ESR15] und durch die Temperaturerhöhung der Umgebungsluft weist die Rückführluft nur
eine geringe Luftfeuchtigkeit auf). Aus diesem Grund ist auch die klassische Thermographie
ungeeignet, da die Signale kaum vom Hintergrundrauschen zu unterscheiden sind.
LSDP, Schattenverfahren, Schlieren PIV und BOS können prinzipiell auf einen Solarturm an-
gewandt werden, allerdings benötigen diese Verfahren auf der fortgeführten Linie zwischen
Kamera und Dichteanomalie einen Schirm oder Ähnliches. Die Position der Anomalie ist in
Höhe des Receivers, die beim Solarturm Jülich etwa 60 Meter beträgt. Möchte man als Schirm
oder Hintergrund den Boden benutzen, z.B. beim BOS-Verfahren mit natürlichem Hintergrund,
muss die Kamera deutlich über dem Solarturm positioniert werden. Dies ist prinzipiell möglich,
allerdings aufwändig. Die grundsätzliche Umsetzbarkeit einer solchen Messung haben Raffel
et al. [RHS+14] 2014 bewiesen. Hier wurde die Rotorumströmung eines Helikopters während
eines Flugs untersucht, wobei die Kamera in einem mitfliegenden Flugzeug positioniert war.
Ein Bild des „Versuchsaufbaus” ist in Abb. 2.15 gegeben.
Die Ergebnisse der Diskussion sind in Tabelle 2.1 zusammengefasst. Generell gibt es Verfahren,
die auch beim Solarturm anwendbar sind, aber keines der Verfahren ist unter diesen Bedin-
gungen einfach umzusetzen, was die Entwicklung eines neuen bzw. modifizierten einfacheren
Verfahrens bewirkt hat, das im folgenden Kapitel vorgestellt wird. Den Übergang zum nächs-
ten Kapitel soll ein Exkurs zu Infrarotkameras geben, da diese Kamera grundlegend für das
Verfahren ist.
BACKGROUND-ORIENTED SCHLIEREN IMAGING FOR FULL-SCALE AND IN-FLIGHT TESTING 2014
Fig. 9. (a) Photograph showing the RANS S7 microlight, the BO-105 and the agricultural field and (b) full-scale, in-flight reference-free BOS
tip vortex visualization from aboard a chaser airplane (contour plot of displacement gradients (dx/dx + d y/dy)).
The chaser aircraft, a RANS S7 microlight fixed-wing aircraft, was
chosen as it offered an acceptable range of cruise speeds. It was oper-
ating at 152 m above the helicopter at 22–36 m/s (43–70 kt indicated
airspeed). The BO 105 was in level flight 91 m above ground (Fig. 9). In
comparison to tree structures, cornfields were found to be superior BOS
backgrounds. Their flatness and homogeneity facilitates simple cross-
correlation analysis with acceptable signal-to-noise levels. The result
shown in Fig. 9(b) was from images obtained at interframing times cor-
responding to ψ = 90◦, where clearly tip vortices can be traced up to
180◦ of vortex age. Note that the nearly vertical image distortion closely
behind the fuselage in Fig. 9(b) originates from farm machinery tracks
on the ground.
Data Quality and Discussions for the BOS Method
Major limitations of the method include the need for natural back-
grounds with randomly distributed visual texture whose spatial frequency
scales to the magnification of the imaging system. In addition, the back-
ground must be sufficiently two-dimensional and bright so that depth of
focus, motion blur, and contrast of the recording can be optimized. The
characteristics of the sample data listed in Table 1 lead to the assumption
that smaller speckle image sizes lead to higher signal-to-noise ratios of
the BOS results (Fig. 10), whereas the image contrast seems to have no
Table 1. Characteristics of the BOS data depicted in Figs. 2–9
Speckle Image
Figure Signal-to-Noise Ratio Background Type Size Contrast
2 4.4 Artificial 12–17 0.098
3 10.2 Artificial 2–6 0.43
5 3.8 Natural 3–20 0.339
6 5.1 Natural 5–10 0.253
7 4.0 Artificial 6–19 0.379
8 10.7 Artificial 2–3 0.109
9 2.7 Natural 5–24 0.264
Fig. 10. Figures 2–8 BOS signal strength versus speckle image size
(red symbols) and speckle image contrast (blue symbols).
obvious systematical influence. The higher quality results are obtained
with speckle images in the range of the diffraction limit of 2–3 pixels.
Furthermore, the evaluation of these small speckle images can be per-
formed with three-point correlation peak fitting algorithms, which are
standard tools in PIV (Ref. 29), and does not require more complicated
procedures as described in Refs. 8 and 12.
Future work will include the development of a generalized back-
ground quality factor to assess measurement resolution and uncertainty
systematically. Once satisfactory spatial resolution is obtained, field
topology information can be supplemented by vortex core density esti-
mates using tomographic reconstruction algorithms. In parallel, a global
positioning system–based positioning system will be developed to track
the helicopter and chaser aircraft position in space along with the angle
of view of the camera during in-flight acquisition. Simultaneous BOS
acquisition and precise determination of the position of the helicopter,
012002-7
Abbildung 2.15.: Messung der Wirbel an einem Helikopterrotor mittels BOS. Links der „Ver-
suchsaufbau”. Der Helikopter wird von oben aus einem Flugzeug betrachtet.
Rechts ist die Visualisierung dargestellt. Neben den Dichtegradienten am Ro-
tor ist auch das Abgas deutlich sichtbar. [RHS+14]
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Tabelle 2.1.: Übersicht über die Eignung verschiedener Messtechniken auf die Visualisierung
bzw. die Geschwindigkeitsfeldbestimmung der Rückführluft eines Solarturms
Betrachtete Eigenschaft Eignung Begründung
Geschwindigkeit






PIV, PTV, LSV(2.2.3) ungeeignet Partikeleinbringung
DTV(2.2.4) ungeeignet Punktmessung
MTV(2.2.5) ungeeignet zu hohe Laserleistung
Brechungsindex
BOS(2.3.1) aufwändig erhöhte Kameraposition
LSDP(2.3.2) aufwändig erhöhte Kameraposition
Schlieren PIV(2.3.3) aufwändig erhöhte Kamerapostion
Schattenverfahren(2.3.4) aufwändig erhöhte Kameraposition
Interferometrie(2.3.5) ungeeignet Punktmessung
Infrarotstrahlung
IR-Thermographie(2.4) ungeeignet Luft ist kaum IR-aktiv
2.6. Exkurs zu Infrarotkameras
Eine Infrarotkamera oder auch Wärmebildkamera detektiert Strahlungsintensitäten, die dann
mittels Kalibrierkurven in Temperaturen umgerechnet werden können. Es gibt im Wesentli-
chen zwei Arten von Detektortypen, nämlich thermische Detektoren und Quantendetektoren.
Thermische Detektoren wandeln die Strahlungsenergie in Wärme um und messen dann Eigen-
schaftsänderungen durch die Temperaturerhöhung, z.B. eine erhöhte Leitfähigkeit. Thermische
Detektoren sind verhältnismäßig träge und konkurrieren daher nur im langwelligen Bereich mit
Quantendetektoren. Dieser Exkurs geht vor allem auf Quantendetektoren ein, da diese auch
bei den hier durchgeführten Messungen verwendet wurden. Quantendetektoren funktionieren
ähnlich wie Photovoltaikelemente und wandeln Photonen direkt in einen Messstrom oder eine
Messspannung um. Dabei ist zu beachten, dass nur Photonen umgewandelt werden können,
deren Energie größer als die Bandlücke des Detektormaterials ist. Quantendetektoren für den
MWIR-Bereich müssen auf unter 140 K und für den LWIR-Bereich auf unter 80 K gekühlt
werden. Dies erfolgt in der Regel mit flüssigem Stickstoff oder einem Sterlingkühler, so dass
die thermische Strahlung innerhalb des Kameragehäuses vernachlässigt werden kann [Bau07].
Das am häufigsten verwendete Detektormaterial ist Indium-Antimon (InSb), das Strahlung im
Bereich von 1 - 5 µm verwerten kann. Der Sensor, das sog. Focal Plane Array (FPA) be-
steht aus vielen Einzeldetektorelementen. Diese erzeugen nach der Fertigung unterschiedliche
Signale, die durch die Nichtuniformitäts-Korrektur (engl. Non Uniformity Correction NUC)
vereinheitlicht werden. Hierbei wird in der Regel (2-Punkt-NUC) ein schwarzer oder grauer
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Körper bei zwei unterschiedlichen Temperaturen betrachtet und das Antwortverhalten der De-
tektorelemente linear angepasst. Da das Antwortverhalten nicht perfekt linear ist, bleibt nach
dem NUC noch ein Rauschen mit fixen Muster (engl. fixed pattern noise). Defekte Detektor-
elemente werden durch die sog. Bad Pixel Correction eliminiert, indem die gemessenen Werte
durch gewichtete Mittelwerte der Nachbarpixel ersetzt werden. Abbildung 2.16 zeigt die Um-
wandlung der Strahlung in ein Digitallevel (DL) oder mittels Kalibrierung in eine Temperatur.
Die Strahlung wird mit einer Linse auf das FPA fokussiert, wobei die Strahlung optional einen
Filter durchlaufen kann. Die Sensorsignale werden durch die Nichtuniformitäts-Korrektur be-
reinigt und können an dieser Stelle als Digitallevel ausgegeben werden. Sofern das Medium
zwischen der Szene und Kamera keinen Einfluss auf die Strahlung hat, kann mit Informationen
über den Filter und die Kameratemperatur und einer vorher durchgeführten Kalibrierung auf
die Temperatur des Objekts geschlossen werden. [Abu11, S. 38 ff.], [VM10, S. 73 ff. ]
Eine wichtige Einstellung bei der Infrarotkamera ist die Integrationszeit, die bestimmt über
welchen Zeitraum die einfallende Strahlung integriert wird. Die zu wählende Integrationszeit ist
abhängig von den erwarteten Temperaturen bzw. der eingestrahlten Energie. In Kombination
mit der Zeit, die für die Auswertung der Detektoren benötigt wird, ergibt sich hieraus die
maximal Bildaufnahmefrequenz der Kamera. Außerdem ist die Noise Equivalent Tempeature
Difference (NETD, dt. Temperaturdifferenz, die zum Rauschen äquivalent ist) ein wichtiges
Charakterisierungsmerkmal einer Kamera. Zur Bestimmung der NETD wird die Strahlung eines
schwarzen Körpers mit homogener Temperatur gemessen und ein gewichteter Mittelwert der
maximalen Abweichungen bestimmt. Dieser Wert ist die NETD und ist unter anderem auch




4.2.4 Thermische und mechanische Einflüsse 
Bei dem Einsatz des Filterrads muss die Eigenstrahlung der Filter mit berücksichtigt werden. Die 
Filter erwärmen sich durch Absorption oder durch Wärmeleitung aus dem Kameragehäuse und 
verfälschen so die gemessene Strahlungsintensität mit einem eigenen Strahlungsanteil. In Abb. 
4.8 sind der Strahlengang und die Signalvorverarbeitung während einer Messung skizziert. Der 
Temperatursensor in der Kamera misst die Temperatur des Kameragehäuses, nicht die des Fil-
ters. Abb. 4.9 z igt den Einfluss der Temp ratur des Kameragehäuses bzw. des Filters auf das 
Kamerasignal bei Beobachtung eines schwarzen Strahlers f ster Temperatur (60 °C). Di s wur  
gemessen, indem mit der Kamera ein schwarzer Strahler fester Temperatur (60 °C) beobachtet 
wurde. Hierbei war die Kamera in einem Klimaschrank positioniert, so dass ihre Temperatur 
kontrolliert variiert werden konnte. Es gibt zwei Möglichkeiten den Einfluss der Eigenstrahlung 
des Filters zu unterdrücken bzw. zu kontrollieren. Die erste basiert auf einem Temperatursensor, 
der die Temperatur des Kameragehäuses misst. Diese korreliert mit der Filtertemperatur und 
könnte so zu einer 3D Umrechnung der gemessenen Strahlungswerte auf eine scheinbare Tem-
peratur verwendet werden. Allerdings ist diese Korrelation nicht genau bekannt. Deswegen ist 
die zweite Variante vorzuziehen: Mit Hilfe eines Klimaschrankes wird die Temperatur der kom-
pletten Messapparatur konstant gehalten (Raumtemperatur). Damit kann der Einfluss der 
schwankenden Filtertemperatur eliminiert werden. 
Abb. 4.8 Strahlengang und Signalverarbeitungsschema der IR-Kamera zur Verdeutlichung 













Abbildung 2.16.: Schematische Darstellung einer Infrarotkamera. Strahlung wird über eine Op-
tik durch einen Filter auf den S n or geleitet. Dort wird die NUC-Korrektur
durchgeführt. Diese Daten können als Digitallevel (DL) oder mittels einer
Kalibrierung als Temperaturen ausgegeben werden. [Abu11, S. 68]
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Wie das letzte Kapitel ergeben hat, ist derzeit kein Messverfahren zur Visualisierung der Strö-
mung an offenen volumetrischen Receivern ohne erheblichen konstruktiven Aufwand umzu-
setzen. Im Folgenden wird ein Verfahren vorgestellt, welches dazu in der Lage ist und hier
Induced Infrared Thermography (IIT, dt. Induzierte InfrarotThermographie) genannt wurde.
In Abschnitt 3.1 wird die Idee des Verfahrens dargestellt und auf die zeitlichen Ursprünge
dieser Methode eingegangen. Da bei der IIT ein Tracergas eingesetzt werden muss, wird im
nächsten Abschnitt, 3.2, am Beispiel des STJ gezeigt, wie ein passendes Gas gefunden werden
kann. Die Strahlungseigenschaften des Tracergases und der Atmosphäre wurden mit Hilfe der
Datenbank HITRAN berechnet, was Gegenstand des Abschnitts 3.3 ist. Abschließend werden
in Abschnitt 3.4 die Schwierigkeiten der Temperaturmessung mittels der IIT aufgezeigt und
ein Fazit gezogen.
3.1. Verfahrensbeschreibung
Die Grundidee dieses Verfahrens besteht darin, einer Gasströmung, die im Grundzustand nicht
oder nur minimal im Infrarotbereich wechselwirkt, eine Komponente hinzuzugeben, die eine
starke Wechselwirkung im Infrarotbereich aufweist. Durch das Hinzufügen der weiteren Kom-
ponente, dem Tracer, werden die Infraroteigenschaften erst induziert, wovon der Name dieser
Methode herrührt. Prinzipiell kann die Absorption und Streuung oder die Emission des Tracers
ausgenutzt werden. Im ersten Fall muss Strahlung in einem bestimmten Wellenlängenbereich
von Objekten oder der Atmosphäre im Hintergrund des Tracers vorhanden sein, so dass die
Intensität der Hintergrundstrahlung durch den Tracer abgeschwächt wird und man mit ei-
ner Infrarotkamera eine Art Schattenbild aufnimmt. In diesem Fall muss die Temperatur des
Tracers hinreichend klein sein, damit die thermische Emission nicht die Abschwächung der Hin-
tergrundstrahlung aufhebt. In dem zweiten Fall überwiegt die emittierte Strahlung des Tracers
die Hintergrundstrahlung, die idealerweise vernachlässigt werden kann. Auf den ersten Fall
soll im Rahmen dieser Arbeit nicht weiter eingegangen werden, da die Anwendung auf einen
Solarturm zwar prinzipiell möglich ist, aber hierbei sogar ein beheizter Hintergrund erforder-
lich wäre, was diese Variante noch aufwändiger als bereits bekannte Verfahren macht. In der
Anwendung in dieser Arbeit wird die Strömung eines Tracers, der eine höhere Temperatur als
die Atmosphäre aufweist, vor einem atmosphärischen Hintergrund gemessen.
Obwohl dieses Verfahren unabhängig am deutschen Zentrum für Luft- und Raumfahrt (DLR)
entwickelt wurde, bestand die Idee zu einem solchen Verfahren schon früher. Gordge und Page
[GP93] führten bereits 1993 einen Versuch zur Visualisierung einer Düsenausströmung durch.
Hierbei wurde die Düse zunächst mit Luft durchströmt und mittels einer Infrarotkamera ein
Referenzbild erzeugt. Danach wurde ein Luft-CO2-Gemisch durch die Düse geführt und mit
der Infrarotkamera gefilmt. Um die Strömung zu visualisieren, wurde das Referenzbild von
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den anderen Aufnahmen subtrahiert. Einen ähnlichen Ansatz verfolgten auch Narayanan et
al. [NPSY03]. In ihrem Experiment wurde Schwefelhexafluorid (SF6) benutzt, um die Luft-
strömung aus einer Düse vor einem gekühlten Hintergrund zu zeigen. Yoon et al. [[YBR+06]]
benutzten reines CO2, das vor dem Ausströmen aus einer Düse erhitzt wurde, um die Strömung
zu visualisieren. Obwohl diese Versuche auf der gleichen Idee beruhen wie die IIT, beschränk-
ten sie sich auf den Labormaßstab. Ein möglicher Grund hierfür liegt darin, dass Narayanan
et al. sowie Yoon et al. temperaturregulierte Hindergründe benutzten, die für einen größeren
Maßstab ungeeignet sind. Die IIT in der hier beschriebenen Form geht über diese Ansätze
hinaus und benutzt die Atmosphäre als Hintergrund. Dies beeinflusst direkt die Auswahl des
Tracergases, was im nächsten Abschnitt dargestellt wird. Um die Strömung zu visualisieren,
wird ein ähnlicher Ansatz wie bei Gordge und Page benutzt. Die Strahlung des Tracers wird
mittels einer Infrarotkamera detektiert. Da die Strahlung in dieser Form noch nicht erkenn-
bar ist, wird ein dynamisches Hintergrundbild erzeugt und von jeder Aufnahme subtrahiert.
Diese Methodik ist in Kapitel 4 genauer beschrieben. Ein weiteres Unterscheidungsmerkmal
liegt darin, dass sich die IIT nicht auf die Visualisierung beschränkt, sondern mittels eines
PIV-Algorithmus Geschwindigkeitsfelder aus den Strömungsbildern erstellt. [TR15]
3.2. Auswahl eines Tracergases
Eine zentrale Frage bei der IIT-Methode ist, welcher Tracer eingesetzt werden soll. Grund-
sätzlich kommen hierfür alle Stoffe, die bei der entsprechenden Arbeitstemperatur gasför-
mig vorliegen und Infrarotstrahlung emittieren, in Frage. Bspw. können das Moleküle mit
Kohlenstoffdoppel- und -dreifachbindungen, Kohlenstoffdioxid, Ozon, Wasser oder Schwefel-
dioxid sein [TR15]. Nach Etheridge [Eth96] werden an einen idealen Tracer folgende Anforde-
rungen gestellt:
• kein Bestandteil der betrachteten Umgebung
• einfach und bei geringen Konzentrationen messbar
• nicht gesundheitsgefährdend
• nicht reaktiv, nicht entflammbar und thermisch stabil
• umweltfreundlich
• kostengünstig einsetzbar
Anhand dieser Kriterien lassen sich Stoffe ausschließen bzw. die Auswahl eingrenzen. Signale
sind immer dann gut zu erkennen, wenn ein hohes Signal-zu-Rauschen Verhältnis vorliegt,
sich also gut von dem zufälligen Hintergrundrauschen unterscheiden. Um das Hintergrund-
rauschen zu verringern, können Spektralfilter eingesetzt werden, die nur für einen gewissen
Wellenlängenbereich, in dem der Tracer Strahlung emittiert, durchlässig sind.
Da bei der IIT die Atmosphäre als Hintergrund benutzt werden soll, ist es zweckmäßig, das
Transmissionsspektrum der Erdatmosphäre zur Auswahl zu benutzen. Der Gedanke dabei ist,
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dass Störeinflüsse durch Streuung oder Reflektion des Sonnenlichtes minimiert werden kön-
nen, wenn die Strahlung in einem Fenster detektiert wird, in dem die Atmosphäre einen
geringen Transmissionsgrad aufweist. In der Abbildung 3.1 ist das Transmissionsspektrum
der Erdatmosphäre gezeigt (berechnet von Steven Lord[Lor92] und bereitgestellt vom Ge-
mini Observatory[Gem15]). Weiterhin ist das Wien’sche Gesetz (s. Gl. 2.8) dargestellt, das
für einen Schwarzkörper bei einer gegebenen Temperatur beschreibt, bei welcher Wellenlänge
die maximale Emission vorliegt. Ein Gas emittiert dann viel Strahlung, wenn es einen hohen
Emissionskoeffizienten im Bereich maximal möglicher Abstrahlung aufweist, der durch die Ar-
beitstemperatur gegeben ist. Die Temperatur der Warmluft am STJ beträgt zwischen 150°C
und 200°C, was nach dem Wien’schen Gesetz zu Wellenlängen zwischen 6 und 8 µm führt.
Mögliche Fenster für die Anwendung der IIT liegen im Bereich von 2,6 - 2,8; 4,2 - 4,4; 5,9 -
6,0; 6,4 - 6,7 und 14,3 - 15 µm . Weiterhin muss man beachten, dass nicht über den gesam-
ten Infrarotbereich Kameras verfügbar sind, sondern im Wesentlichen für Langwellen (7 - 14
µm), Mittelwellen (2 - 5 µm) und Kurzwellen (0,9 - 1,7 µm) [VM10, S. 1 ff.], wobei gewisse
Abweichungen und Überschneidungen je nach Hersteller auftreten können. Aus diesem Grund
wurde für die Anwendung am STJ der Bereich von 4,2 bis 4,4 µm ausgewählt. In diesem Be-
reich absorbiert CO2 die Solarstrahlung und wird folglich als Tracer eingesetzt. Es existieren
spezielle Filter hierfür, die hauptsächlich diesen Strahlungsbereich transmittieren, so dass sich
das Signal-zu-Rauschen Verhältnis durch den Einsatz dieser Filter noch erhöhen lässt [VM10,
S. 397 ff.]. CO2 kann nicht alle Kriterien nach Etheridge erfüllen. Es ist zwar leicht messbar,
im betrachteten Temperaturbereich thermisch stabil und nicht reaktiv bzw. entflammbar sowie
kostengünstig einsetzbar, allerdings ist es in höheren Konzentrationen gesundheitsgefährdend
(ab einer Konzentration von 0,1% löst es Kopfschmerzen aus, Konzentrationen über 8% sind
bei längerer Exposition tödlich) und es hat eine klimaschädigende Wirkung. Da das Tracer-
gas nur in geringen Konzentrationen eingesetzt wird, lassen sich diese negativen Wirkungen
weitestgehend vernachlässigen. CO2 ist Bestandteil der Atmosphäre in einer Konzentration
von etwa 400 ppm [ESR15], so dass die Atmosphäre Strahlung in diesem Bereich abschwächt.
Berechnungen dazu erfolgen im nächsten Abschnitt.
3.3. Strahlungseigenschaften und Atmosphäreneinfluss
Im vorherigen Kapitel wurde bereits angedeutet, dass die Strahlung von Gasen stark vom
spektralen Bereich abhängt und somit wesentlich komplizierter als die von Festkörpern ist. Ein
Vergleich der Strahldichte eines schwarzen Körpers und CO2 ist in Abbildung 3.2 dargestellt.
Zur Berechnung von Strahlungseigenschaften lassen sich zwar vereinfachte Modelle einsetzen,
allerdings können hierdurch nicht alle Phänomene erklärt werden. Zum Beispiel stellt Vollmer
[VM10, S. 54] ein niedrig aufgelöstes Transmissionspektrum der Atmosphäre dar, nach dem
bereits nach zehn Metern keine Strahlung des CO2 sichtbar ist, doch um dies schon ein-
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Abbildung 3.1.: Berechnetes Transmissionsspektrum der Erdatmosphäre (für Air Mass: 1,5; 3
µm äquivalente Wassersäule). Zusätzlich ist das Wien’sche Gesetz eingezeich-
net. Es sind einige Bereiche mit geringer Transmission zu erkennen, so dass
dort Solarstrahlung keinen Einfluss hat.[Lor92, Gem15]
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mal vorwegzugreifen, konnte mittels der IIT die Strömung aus über 100 Metern Entfernung
visualisiert werden.
Die Berechnungen erfolgen hier mit der Datenbank HITRAN (High Resolution Transition)
[RGB+13], in der die Übergänge zwischen den einzelnen Energiezuständen von 47 Molekülen
aufgelistet ist. Für CO2 sind in dem Bereich von 2 bis 5 µm bspw. über 127.000 Übergän-
ge erfasst. Weiterhin wird die Python-Bibliothek HAPI (HITRAN Application Programming
Interface) [Koc15] verwendet. Diese Datenbank wurde gewählt, weil sie in der Forschung am
häufigsten angewendet wird [LZJ12]. Grundlegend zur Berechnung der einzelnen Spektren ist
der Absorptionskoeffizient k. Dieser wird als Produkt der in der Datenbank hinterlegten Li-
nienintensität S und einer Formfunktion f mit den Defaulteinstellungen von HAPI berechnet:
k(λ, T, p) = C · S(T ) · f(λ, T, p) (3.1)
λ bezeichnet hierbei die Wellenlänge, T die absolute Temperatur, p den Druck und C die
Konzentration des jeweiligen Moleküls. Die Formfunktion f berücksichtigt, dass die Übergänge
nicht an einer diskreten Wellenlänge stattfinden, sondern in einem kontinuierlichen Bereich um
diese Wellenlänge. Es wird empfohlen, als Formfunktion das Hartmann-Tran-Profil [NLTH13]
zu verwenden. Dieses wurde zwar auch in HAPI implementiert, doch da in der Datenbank bisher
noch nicht alle notwendigen Parameter aufgelistet sind, vereinfacht sich das Hartmann-Tran-
Profil zum Voigt-Profil, das nur den Dopplereffekt und eine Stoßverbreiterung berücksichtigt.
Dies führt generell zu einer systematischen Unterschätzung der Absorption [TBC+14]. Im In-
frarotbereich sind aber nach Howell [HSM11, S. 441 ff.] eben diese beiden Effekte dominierend,
so dass die Benutzung des Voigt-Profils für diesen Anwendungsfall gerechtfertigt ist und die
Unterschätzung vernachlässigt werden kann. Der spektrale Absorptions- αλ, Emissions- λ und
Transmissionsgrad τλ berechnet sich wie folgt aus dem spektralen Absorptionskoeffizienten kλ:
αλ = 1− e−kλ·l, λ = αλ, τλ = e−kλ·l (3.2)







































































Abbildung 3.2.: Unterschied der spektralen Strahldichte zwischen einem schwarzen Körpers
und CO2 im Kurz- bis Mittelwellen IR-Bereich (links) und detaillierter um die
4,3 µm-Bande. Das Gas emittiert deutlich weniger als der Schwarzkörper und
die Emission ist stark von der Wellenlänge abhängig.
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Hierbei ist l im Fall des Absorptions- und Transmissionsgrades die optische Weglänge durch
das Medium und im Falle des Emissionsgrades die Länge des emittierenden Gases. In diesen
Gleichungen wurden einige implizite Annahmen getroffen. In die Berechnung des Transmissi-
onsgrades geht neben dem Absorptionskoeffizienten k auch der Streukoeffizient σ mit ein (vgl.
Gl. 2.11). Wird nur der Absorptionskoeffizient benutzt, wurde angenommen, dass die Streuung
vernachlässigbar ist. Diese Annahme wird nach Jancskar und Ivanyi [JI07] häufig im Infrarotbe-
reich getroffen. Eigenabsorption wurde ebenfalls vernachlässigt. Dies wurde verifiziert, indem
die emittierte Strahlung über eine Länge von 100 m berechnet und mit dem Ergebnis der
Emission unter Berücksichtigung der Eigenabsorption verglichen wurde. Dazu wurde die Län-
ge in zentimetergroße Abschnitte eingeteilt, in denen die emittierte Strahlung addiert und die
Eigenabsorption dividiert wurde. Die relative Abweichung lag bei einer CO2-Konzentration von
2000 ppm und einer Temperatur von 50°C bei vernachlässigbaren 2 · 10−3%.
Aus den Gleichungen 3.1 und 3.2 lässt sich bereits der Einfluss der Konzentration und der Weg-
länge ableiten. Diese gehen exponentiell in den Transmissionskoeffizienten ein. Der Einfluss des
Druckes wird hier vernachlässigt. Die Ausblasung beim STJ findet unter Atmosphärendruck
statt, so dass der Druck in den Messungen als konstant angesehen wird. Wie sich die Tempe-
ratur auf den Absorptionskoeffizienten auswirkt, lässt sich aus den genannten Formeln nicht
direkt bestimmen, wobei nach dem Stefan-Boltzmann-Gesetzt (s. Gl. 2.7) von einem starken
Einfluss auf die emittierte Strahlung auszugehen ist. Für die Linienintensität und Formfunktion
existieren gegenläufige Effekte, die je nach Übergangsposition und der Größe des Übergangs
zu unterschiedlichen Effekten führen können. So werden einzelne Übergänge durch eine hö-
here Temperatur vergrößert, während andere verkleinert werden. Wie sich eine Temperatur-
änderung auf eine einzelne Linie auswirkt, ist an dieser Stelle nicht weiter relevant, da das
Strahlungsverhalten in einem breiteren Bereich betrachtet wird und somit die Summe der Li-
nienveränderungen von Interesse ist. Dabei lässt sich sagen, dass die Banden, in denen die
Moleküle mit der Strahlung wechselwirken, mit höheren Temperaturen breiter werden, wobei
die Absorptionskoeffizienten teilweise gemindert werden. Dies ist in Abbildung 3.3 dargestellt.
Durch die Verbreiterung der Bande wird auch der effektive Emissionsgrad vergrößert, der als
















Die emittierte Strahlung wird auf dem Weg durch die Atmosphäre durch Absorption abge-
schwächt. Als Atmosphäre wurde hier feuchte Luft mit einer relativen Luftfeuchte von 50%,
einer CO2-Konzentration von 400 ppm und einer Temperatur von 23°C gewählt. Für die Emis-
sion wurde feuchte Luft mit den angegebenen Anteil an CO2 und der gegebenen Temperatur
benutzt, für die Emissionsbreite wurde ein Meter gewählt. Der Einfluss der Absorption ist in
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Abbildung 3.3.: Spektraler Emissionsgrad von CO2 bei unterschiedlichen Temperaturen und
einer Konzentration von 1500 ppm. Es ist eine deutliche Verbreiterung des
Emissionsbereichs erkennbar, wobei der Emissionsgrad stellenweise bei niedri-
geren Temperaturen auch höher sein kann.
Abbildung 3.4 gezeigt. Hierbei ist die logarithmische Skala zu beachten. Es ist erkennbar, dass
die Temperatur die Emission am stärksten beeinflusst und die Absorption der Atmosphäre
die Leistungsdichte deutlich abschwächt. Dadurch, dass eine höhere Temperatur die Bande
verbreitert, erhöht sich zum einen der effektive Emissionsgrad, dargestellt in Abbildung 3.5,
zum anderen wird die Strahlung weniger stark abgeschwächt, was anhand des der normier-
ten Strahldichte in Abbildung 3.6 wiedergegeben ist. Letzteres lässt darauf schließen, dass
die Atmosphäre auf der Breite der Bande relativ schnell, nach ca. 20 m, sämtliche Strahlung
absorbiert und im Wesentlichen Strahlung, die außerhalb dieser Bande liegt, transmittiert wird.
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Abbildung 3.4.: Einfluss der Wegstrecke, der Konzentration und der Temperatur auf die Strahl-
dichte von CO2. Eine Erhöhung der Temperatur oder der Konzentration führt
zu einer erhöhten Strahldichte. Über den Weg durch die Atmosphäre wird die
Strahlung abgeschwächt.

































Abbildung 3.5.: Effektiver Emissionsgrad im Bereich der 4,3 µm Bande über die Temperatur
aufgetragen. Der effektive Emissiongrad steigt mit Temperatur
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Abbildung 3.6.: Normierte Strahldichte in Abhängigkeit der Wegstrecke durch die Atmosphä-
re. Die bei höheren Temperaturen emittierte Strahlung wird durch die Atmo-
sphäre weniger stark abgeschwächt. Die Werte sind auf die Strahldichte ohne
Atmosphäreneinfluss normiert.
3.4. IIT zur Bestimmung von Temperaturen
Mit der im vorherigen Abschnitt beschriebenen Methodik ist es theoretisch möglich, aus der
Leistungsdichte der emittierten Strahlung die Gastemperatur zu bestimmen. Allerdings ist die
Bestimmung von Gastemperaturen mittels Infrarotthermographie generell komplexer als die
von Oberflächen und derzeit noch nicht durch kommerzielle Kameras umgesetzt. [VM10, S.
397 ff.] Im Folgenden steht Gas für das zu untersuchende Medium, z.B. im Fall der IIT für
den Tracer, wohingegen das Medium zwischen dem zu betrachtenden Gas und der Kamera
als Atmosphäre bezeichnet wird. Will man die Temperatur eines Gases berechnen, so muss
man die Strahlungstransportgleichung (s. Gl. 2.12) zwischen Kamera und Gas lösen. Hierzu
ist es sinnvoll, eine Strahlungsbilanz um die Kamera aufzustellen. Die Strahlungsbilanz ist in
Abbildung 3.7 dargestellt und umfasst 9 Beiträge:
1. Vom Gas emittierte Strahlung zur Kamera
2. Von der Atmosphäre emittierte Strahlung zur Kamera
3. Von Objekten emittierte Strahlung zur Kamera
4. Am Gas reflektierte/gestreute Strahlung, die ursprünglich von Objekten stammt
5. Am Gas reflektierte/gestreute Strahlung, die urspr. von der Atmosphäre stammt
6. An der Atmosphäre reflektierte/gestreute Strahlung, die urspr. vom Gas stammt
7. An der Atmosphäre reflektierte/gestreute Strahlung, die urspr. von Objekten stammt
8. An Objekten reflektierte/gestreute Strahlung, die urspr. vom Gas stammt
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9. An Objekten reflektierte/gestreute Strahlung, die urspr. von der Atmosphäre stammt
Die Strahlungstransportgleichung umfasst 4 Terme auf der optischen Wegstrecke: Zugewinne
durch Emission (2), Verluste durch Absorption und Ausstreuung und Zugewinn durch Ein-
streuung (6,7). Die Beiträge 3,8 und 9 sind hier nur der Vollständigkeit halber aufgeführt, da
Festkörper bei ähnlicher Temperatur den Beitrag der Gasstrahlung deutlich übertreffen und
daher nicht bei der Messung von Gasen abgebildet werden sollten. Die Streuung kann bei
Kenntnis der Zusammensetzung der Atmosphäre und des Gases sowie der Beladung mit bspw.
Staubpartikeln über die Rayleigh oder Mie Streuung berechnet werden. Weiterhin muss berück-
sichtigt werden, dass die vom Gas ausgehende Strahlung sich nicht nur durch die thermische
Emission, sondern auch aus der Streuung bzw. Reflektion der Strahlung der Atmosphäre und
von Objekten zusammensetzt (1,4 und 5). Ein weiteres Problem stellt die Detektion durch die
Infrarotkamera dar. Die auf die Infrarotkamera auftreffende Strahlung wechselwirkt mit der
Kameraoptik und wird durch etwaige Filter abgeschwächt. Die auf den Detektor auftreffenden
Photonen werden dann in elektrische Signale umgewandelt, wobei dies von der Quanteneffizi-
enz, das ist der Anteil der genutzten Photonen pro Wellenlänge, abhängig ist [VM10, S. 73
ff.]. Bevor ein Signal an den Benutzer ausgegeben wird, wird die Nichtuniformitäts-Korrektur
durchgeführt und je nach Kamera bzw. Einstellung die Strahlung über Kalibrierkurven in ei-
ne Temperatur umgerechnet. Hierbei ist zu beachten, dass Nichtuniformitäts-Korrektur und
die Kalibrierung an schwarzen bzw. grauen Körpern durchgeführt und somit nicht die spek-
tralen Strahlungseigenschaften von Gasen nachgebildet werden. Selbst wenn man bis hierher










Abbildung 3.7.: Strahlungsbilanz um die Kamera. Die Erklärung der einzelnen Strahlungsan-
teile wird im Text beschrieben, wobei hier nur die ersten fünf Komponenten
eingezeichnet sind.
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wird noch die Konzentration des Gases sowie die Breite, auf der die Strahlung emittiert wird,
benötigt, um eine Temperatur berechnen zu können.
Zusammenfassend ist festzuhalten, dass die Berechnung der Gastemperatur aus dem Signal
einer Infrarotkamera theoretisch möglich ist, hierfür allerdings ein erheblicher Informationsbe-
darf besteht, der in der Praxis in der Regel nicht gedeckt werden kann. Eine Alternative für
die Praxis kann eine Kalibrierung auf das zu untersuchende Gas darstellen, sofern man das
Gas weitgehend von der Strahlung andere Objekte isolieren kann, so dass man lediglich die
Abschwächung der Gasstrahlung auf dem optischen Weg berücksichtigen muss.
3.5. Fazit
CO2 eignet sich als Tracergas für die Anwendung im STJ. Um starke Signale zu erhalten, ist
eine hohe CO2-Konzentration wünschenswert. Allerdings ist die Temperatur der Rückführluft
der ausschlaggebende Parameter. Die Temperatur wirkt sich nicht nur mit der vierten Po-
tenz nach dem Stefan-Boltzmann-Gesetz aus. Sie erhöht durch die Verbreiterung der Bande
außerdem den effektiven Emissionsgrad und verringert weiterhin den Anteil, der von der At-
mosphäre absorbiert wird. Für die Messung sind möglichst kurze Abstände zwischen Kamera
und Messobjekt zu wählen. Das IIT beschränkt sich im Wesentlichen auf die Visualisierung
und die Bestimmung von Geschwindigkeitsfeldern. Die Temperatur des Tracergases aus der
emittierten Strahlung zu berechnen, ist zwar theoretisch möglich, erfordert aber einen sehr
hohen Informationsbedarf, der in der Praxis nicht gegeben ist.
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4. Methodik zur Auswertung
In diesem Kapitel wird das Vorgehen bei der Auswertung der Infrarotbilder erläutert. Zunächst
wird auf die Visualisierung der Bilder eingegangen (4.2) und danach auf die Geschwindig-
keitsbestimmung (4.3). Die beiden Hauptpunkte bei der Visualisierung sind zunächst einmal,
die Ausströmung überhaupt sichtbar zu machen und danach die Ausströmung deutlich vom
Rauschen abzuheben. Diese beiden Schritte sind auch gleichzeitig Voraussetzungen für die
Geschwindigkeitsbestimmung.
4.1. Nutzung von IRBIS 3 professional
Vom Hersteller der Infrarotkamera ImageIR ®8300, der Infratec GmbH, wurde auch eine Soft-
ware zur Bildanalyse angeboten, IRBIS 3 professional, im Folgenden IRBIS. Es sei vorab an-
gemerkt, dass die Software gut dazu geeignet ist, um Temperaturen aus zuvor erstellten Kali-
brierungen zu bestimmen. Die Visualisierung von schwach über dem Hintergrund strahlenden
Gasströmungen gehört nicht zu den Kernaufgaben der Software und aus diesem Grund sind die
Möglichkeiten, was diesen Einsatzfall anbelangt, begrenzt und wurden in einem ersten Schritt
ausgeschöpft.
Die besten Resultate wurden erzielt, indem ein Minimalbild von einer Videosequenz erstellt und
von jedem einzelnen Bild abgezogen wurde. Bei der Bildung von einem Minimalbild über eine
längere Bildfolge kann davon ausgegangen werden, dass dieses Bild einen ungestörten Hinter-
grund zeigt, da es zu jedem Pixel mindestens ein Bild gibt, auf dem gerade an diesem Punkt
keine Strömung vorhanden ist. Nach Abzug des Minimalbildes wurde der sichtbare Bereich
so angepasst, dass vorwiegend die Strömung sichtbar wurde und danach wurden verschiedene
Filter angewendet. Die Software verfügt über einen Median-Filter (der den Median über drei
Nachbarpixel bildet), einen Smooth-Filter (zur Glättung der Oberfläche) und einen Advanced
Filter (zur Bildverbesserung). Diese Filter konnte man über eine ganze Sequenz anwenden.
Darüberhinaus standen noch Filter zur Verfügung, die man nur auf einzelne Bilder anwenden
konnte:
• Kammfilter: Hier werden aus den Signalen Gruppen mit einer bestimmten Frequenz
herausgefiltert, wobei mehrere Filterfrequenzen mit gleichem Frequenzabstand gefiltert
werden.
• Gauss Filter: Dieser Filter ist ein Frequenzfilter, bei dem sowohl Übertragungsfunktion
als auch Impulsantwort eine gaußsche Glockenkurve bilden.
• Laplace Filter: Dieser Filter dient zur Kantenerkennung. Hierbei wird die Summe der
beiden zweiten Ableitungen (in x- und y-Richtung) zwischen den Pixeln gebildet.
• Nutzer: Hier lassen sich einfache Filter anpassen.
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Weiterhin konnte eine Interpolation verwendet werden, bei der die Auflösung des Thermo-
gramms verdoppelt wurde und die neu entstandenen Pixel durch Interpolation der Nachbarpixel
gebildet wurden. [Gmb11]
Weil die Möglichkeiten zur Bildbearbeitung in IRBIS beschränkt und die Resultate noch aus-
baufähig sind, wurde die Exportfunktion der Software genutzt und alle Bilder wurden in ASCII-
Dateien umgewandelt und mit MATLAB eingelesen1.
4.2. Visualisierung
In der Literatur (z.B. [BKE+95, BCM05b, SYLL14]) wird ein aufgenommenes Bild g als Summe
des Originalbildes f und eines Rausch- oder Störterms n gesehen:
g = f + n (4.1)
In dem Fall dieser Arbeit ist nicht so sehr das Originalbild, sondern die Ausströmung von In-
teresse, so dass das Originalbild in ein Strömungs- s und ein Hintergrundbild h aufgespalten
werden kann. Da man zur Visualisierung von Geschwindigkeiten mindestens zwei Bilder be-
nötigt, müssen weitere Korrekturen berücksichtigt werden. So kann bspw. durch Wackeln der
Kamera der Bildausschnitt verschoben werden, was einer Transformation T des Bildes ent-
spricht. Weiterhin kann die Helligkeit zwischen zwei Bildern variieren. Dies wird durch einen
Offset o dargestellt. Zusammenfassen lässt sich dies in folgender Formel:
g(x, y, t) = Tt(s(x, y, t) + h(x, y, t) + o(t) + n(x, y, t)) (4.2)
x und y stellen dabei räumliche Koordinaten dar und t steht für die zeitliche Koordinate.
Aus dieser Anordnung ergibt sich das Vorgehen für die Visualisierung. Als erstes wird eine
geometrische Korrektur durchgeführt und somit die Transformation aufgelöst. Danach wird eine
Art Kalibrierung für jedes Bild vorgenommen, um Helligkeitsunterschiede, die als konstant über
das ganze Bild angenommen werden, auszugleichen. Dann wird das Hintergrundbild abgezogen
und das Rauschen durch Filter weitestgehend unterdrückt.
4.2.1. Geometrische Korrektur
Die geometrische Korrektur fand zunächst über eine Kreuzkorrelation zwischen einem Referenz-
bild, dem ersten Bild einer Bildfolge, und den jeweiligen anderen Bildern statt. Das Verfahren
1Die Exportfunktion von IRBIS 3 professional ist fehlerhaft. Zum Teil werden Bilder nicht exportiert, dafür
andere aber doppelt. Sollen die Daten in einem anderen Programm verarbeitet werden, sollten neben den
Bildinformationen mindestens ein Parameter zur Aufnahmezeit mitexportiert werden, damit die richtige
Reihenfolge wiederhergestellt und doppelte Elemente gelöscht werden können. Die Infratec GmbH wurde
über diesen Fehler informiert.
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ist das gleiche, das beim PIV zum Einsatz kommen kann (vgl. 2.2.3) mit dem Unterschied,
dass nicht ein kleiner Bildausschnitt, sondern das gesamte Bild betrachtet wird. Aufgrund des
starken Rauschens in den Daten konnte die Kreuzkorrelation die Verschiebung nicht zuver-
lässig erkennen. Aus diesem Grund wurde ein anderes Verfahren gewählt. Die Receiverfläche
ist auf den Bildern als weiße Fläche gut erkennbar. Da die Infrarotkamera auf den Bereich
der Gasstrahlung eingestellt ist, überstrahlt der Receiver den Messbereich und hat somit eine
Strahlungsintensität maximaler Größe. Nun wird das Graustufenbild in ein Binärbild umgewan-
delt, so dass die Receiverfläche weiß und der Rest des Bildes schwarz dargestellt wird. Dann
werden 4 Punkte definiert, je die maximale und minimale x- und y-Position der Receiverfläche.
Bewegt sich die Position von mindestens zwei Punkten während eines Bildwechsels in die glei-
che Richtung, wird dies als Verschiebung gewertet und kompensiert. Es ist anzumerken, dass
bei den Videos im Wesentlichen keine Verschiebung korrigiert wird.
4.2.2. Kalibrierung des Bildes
Mögliche Variationen in der Belichtungsdauer, die Beobachtung von instationären Vorgängen
oder Ähnliches führen dazu, dass zwei aufeinanderfolgende Bilder unterschiedliche Helligkeiten
aufweisen können. Dies wird hier dadurch kompensiert, dass über einen Hintergrundbereich,
der eine konstante Temperatur aufweisen sollte, im Referenzbild ein Mittelwert gebildet wird.
Im selben Bereich wird in jedem anderen Bild auch ein Mittelwert gebildet und die Differenz
hiervon zum Referenzmittelwert als Offset addiert oder subtrahiert.
4.2.3. Hintergrundbild entfernen
Um die Strömung vom Hintergrund zu trennen, wird ein Hintergrundbild abgezogen. Hier
wurden drei Ansätze untersucht. Zum einen wurde ein statisches Minimalbild einer Filmse-
quenz erstellt und abgezogen, zum anderen ein dynamisches Minimalbild, das das Minimum
einer gewissen Nachbarschaft um das derzeitige Bild (hier 20 Bilder vor- und nachher) bildet,
das ebenfalls subtrahiert wurde. Unter dem Minimalbild ist der kleinste Wert für jeden Pixel
von mehreren Bildern zu verstehen. Der Grund für die Wahl von Minimalbildern liegt in der
Annahme, dass bei turbulenten Strömungen in einer hinreichend langen Bildfolge jeder Pixel
mindestens zu einem Zeitpunkt keine Strömung darstellt. Der dritte Ansatz besteht aus dem
Differenzbild zum jeweils vorherigen Bild. Hierdurch wird die Konturänderung der Strömung
sichtbar, wohingegen Bereiche mit konstanter Strömung verschwinden.
Das dynamische Minimalbild wurde an einer Bildfolge von 600 Bildern getestet und das Er-
gebnis mit der Implementierung des statischen Minimalbildes verglichen. Es hat sich gezeigt,
dass die Offsetkorrektur (4.2.2) in Verbindung mit dem statischen Minimalbild bei transien-
ten Vorgängen, bspw. der Erwärmung des Receivers, über eine längere Bildfolge zu deutlich
unterschiedlichen Helligkeiten führt. Dies kann über das dynamische Minimalbild besser kom-
pensiert werden, so dass dynamische Minimalbilder dem statischen Minimalbild vorzuziehen
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sind. Differenzbilder wurden in der Form erstellt, dass von einem Video mit statischen Hinter-
grundbild das vorhergehende Bild von dem nachfolgenden subtrahiert wurde. Allerdings wies
der Abzug eines dynamischen Hintergrundbildes eine bessere visuelle Qualität auf und hier-
bei lieferte auch der PIV-Algorithmus bessere Ergebnisse. Deshalb wird einzig die Subtraktion
eines dynamischen Hintergrundbildes im Folgenden verwendet.
Nach Abzug des Hintergrundbildes ist die Strömung zwar sichtbar, allerdings ist der dynamische
Bildbereich über die größten Intensitätsunterschiede bestimmt, die tendenziell durch den Re-
ceiver und den Hintergrund bestimmt werden. Im Vergleich zu diesen Intensitätsunterschieden
ist die Änderung der Strömung nur relativ klein, weshalb diese einer solchen Darstellung nur
relativ schwach sichtbar ist. In einem weiteren Schritt wird der dargestellte Intensitätsbereich
für das erste Bild einer Sequenz manuell so angepasst, dass im Wesentlichen die Strömung
gezeigt wird.
4.2.4. Glätten/Smoothing
Sofern die vorherigen Schritte erfolgreich waren, sollte ab hier nur noch das Signal und Rau-
schen vorhanden sein. Das Rauschen kann durch Filter unterdrückt werden. Grob lassen sich
Filter anhand der Dimensionen, in denen sie wirken einteilen. Tabelle 4.1 stellt die hier un-
tersuchten Filter vor. Eindimensionale Filter arbeiten entweder entlang der Zeit oder einer
räumlichen Koordinate, 1D + 1D Filter entlang einer räumlichen und der zeitlichen Koordina-
te. Filter, die entlang nur einer räumlichen Koordinate arbeiten, sind hier nur der Vollständigkeit
halber aufgeführt und können dazu dienen, um Fehler oder Eigenheiten zu entdecken wie bspw.
verschiedene Ausleseeinheiten pro Linie. 2D Filter funktionieren im räumlichen und 3D-Filter
im räumlichen und zeitlichen Bereich.
Tests für sämtliche existierende Filter mit allen Variationen würden den Rahmen einer jeder
Arbeit sprengen und deshalb sicherlich nicht zielführend sein. In dieser Arbeit wurde ein Auswahl
getroffen, wobei versucht wurde, aus größeren Filterklassen mindestens einen Algorithmus zu
implementieren. Mit Ausnahme der Wavelets und des V-BM3D werden die hier verwendeten
Algorithmen nur kurz angeschnitten und weitere Informationen sei der entsprechenden Literatur
zu entnehmen. Folgende Filter wurden betrachtet:
Moving Average: Bei diesem Verfahren wird der Mittelwert über einer gewissen Anzahl an
Bildern verwendet, wobei sich der Bereich, über den gemittelt wird, mit dem jeweiligen Bild
mitbewegt.
Isotrope Diffusion: Bei diesem Filter wird die Pixelintensität als Konzentration bzw. Tempe-
ratur aufgefasst und mit der Diffusionsgleichung bzw. Wärmeleitungsgleichung lässt sich die
Änderung der Intensität über die Zeit berechnen: It = c(x, y, t)∆I + ∇c · ∇I. Gradienten
zwischen den Pixelintensitäten werden hierdurch abgebaut und das Bild geglättet. Da dabei
auch Kanten geglättet werden, haben Persona und Malik [PM90] einen variablen Diffusionsko-
effizienten eingeführt, der in annähernd homogenen Gebieten gegen eins und an Kanten gegen
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Tabelle 4.1.: Übersicht über die betrachteten Filter
1 D 1D+1D 2D 3D
räumlich oder zeitlich räumlich und zeitlich räumlich räumlich und zeitlich








null geht2. Parameter für diesen Algorithmus sind zum einen die Laufzeit und zum anderen
die Standardabweichung, die in die Berechnung des Diffusionskoeffizienten eingeht. Jancskar,
Iványi[JI06b] und Anweiler [Anw09] haben durch einen Ansatz mit isotroper Diffusion, bei der
der Diffusionskoeffizient über eine Fuzzy-Logik bestimmt wurde, Dampfströmungen mittels
Infrarotthermographie visualisiert. Die Größe des Diffusionskoeffizienten war hierbei von dem
lokalen Mittelwert und dem Gradienten der Intensität abhängig. Dies soll in dieser Arbeit durch
den einfacheren Ansatz nach Persona und Malik abgeschätzt werden.
Anisotrope Diffusion: Die Basis der anisotropen Diffusion ist die gleiche wie die der iso-
tropen Diffusion. Allerdings ist hier der Diffusionskoeffizient abhängig von der Richtung des
Gradienten. Senkrecht zum Gradienten ist der Koeffizient groß, parallel dazu klein bis 0, so
dass Kanten besser erhalten bleiben als im isotropen Fall. [Wei98, S. 22 ff.]
Bayes: Bei diesem Verfahren wird nicht von additivem Rauschen, sondern von multiplikativen
ausgegangen und deshalb wird das Bild logarithmiert. Dann wird eine Bayes Regression über
ähnliche Nachbarschaften durchgeführt und das Ergebnis wieder delogarithmiert. Parameter
sind die Fenstergröße und die Standardabweichung, die maßgeblich dafür ist, wie viel ähnliche
Nachbarschaften gefunden werden. [WMBC10]
NL-mean: Beim nicht-lokalen Mittelwert werden nicht nur angrenzende Elemente gemittelt,
sondern sämtliche Elemente im ganzen Bild werden gewichtet einbezogen. Die Größe der Ge-
wichte hängt davon ab, wie ähnlich sich die Mittelwerte der Nachbarschaften des betrachteten
Pixels und der anderen Pixel im Bild sind. Die Form der Gewichtsfunktion ist eine Gauß’sche
Glocke, die mit einem Smoothingparameter variiert werden kann. Ein weiterer Parameter ist
die Größe der Nachbarschaft. [BCM05a]
Median: Der Medianfilter ordnet eine m x n Pixel große Nachbarschaft der Größe nach.
Sofern die Anzahl der Pixel in der Nachbarschaft (inklusive dem zentralen Pixel) ungerade
ist, wird das mittlere Element der geordneten Pixel als zentrales Element der Nachbarschaft
gesetzt, andernfalls wird der Mittelwert der beiden mittleren Elemente verwendet. Im Vergleich
2In der Literatur wird dies zum Teil schon als anisotrope Diffusion bezeichnet. Diese Arbeit folgt der Definition
von Weickert [Wei98, S. 15 ] nach der Diffusion anisotrop ist, wenn die Größe des Diffusionskoeffizienten
richtungsabhängig ist.
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zum einfachen Mittelwert ist der Median robust gegen Ausreißer [GWE09, S. 125 ff.]. Es sei
angemerkt, dass es von dem Medianfilter zahlreiche Erweiterungen entwickelt wurden (z.B.
[KW09]), hier allerdings der Einfachheit halber die ursprüngliche Form verwendet wurde.
Gauß: Der Gaußfilter kann als modifizierter Mittelwertfilter gesehen werden. Beim Mittelwert-
filter werden alle Elemente mit eins gewichtet, wohingegen die Gewichtung bei dem Gaußfilter
eine Gaußverteilung aufweist. Als Parameter wird neben der Filtergröße auch die Standardab-
weichung benutzt.[Erh08, S. 149]
Wiener: Dieser Filter bestimmt den lokalen Mittelwert µ und die lokale Varianz σ2 einer m x n
Pixel großen Nachbarschaft um den zentralen Pixel. Der Wert für den zentralen Pixel wird über
eine Geradengleichung berechnet, wobei die Steigung die relative Abweichung des Mittelwertes
von allen lokalen Varianzen zur lokalen Varianz und die Abszisse die Differenz der Intensität des




Wavelets: Wavelets kann man ins Deutsche als Wellchen übersetzen. Die Idee hinter diesem
Ansatz ist es, das Bild als Summe dieser Wellen, die je nach Transformation unterschiedli-
che Formen aufweisen können, darzustellen. Dies ist prinzipiell der gleiche Ansatz wie bei der
Fouriertransformation, in der das Bild durch die Summe von Sinus- und Kosinusfunktionen
dargestellt werden soll. Im Gegensatz zu Fouriertransformationen sind die Wavelets keine pe-
riodischen Funktionen, die nur Aussagen über die Frequenz treffen können, sondern räumlich
lokalisierte Funktionen, die aus diesem Grunde auch Informationen zu räumlichen Eigenschaf-
ten des Bildes enthalten. Als Beispiel sei hier das erste gefundene Wavelet, das Haar-Wavelet,
gezeigt, Abbildung 4.1.
Auf Grundlage dieser Funktion wird das Bild als Summe gestreckter und verschobener Funk-
tionen dargestellt:







Abbildung 4.1.: Haar Wavelet
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Hierbei ist ψk die Wellenfunktion und ck der Gewichtungskoeffizient. Hinter der Rauschunter-
drückung mit dieser Methode steht die Annahme, dass das Originalbild aus einer Kombination
von wenigen Wellen aufgebaut ist, die dementsprechend große Koeffizienten aufweisen. Wel-
len, die das Rauschen darstellen, weisen geringe Koeffizienten auf. Nun wird ein Grenzwert τ
eingeführt. Setzt man alle Koeffizienten, die kleiner als τ sind zu null, spricht man von Hard
Thresholding. Problematisch ist hierbei, dass das Vorhandensein von relativ kleinen Signalen
meist schon ausreicht, um einen Großteil des Rauschens über den Grenzwert zu heben. Aus die-
sem Grunde hat sich auch das Soft Thresholding durchgesetzt, bei dem größere Koeffizienten
um τ abgeschwächt werden.
Hard Thresholding: c˜k :=
0 falls | ck |≤ τck falls | ck |> τ
Soft Thresholding: c˜k :=
0 falls | ck |≤ τsign(ck) |y|−τ|y|+τ falls | ck |> τ
Über eine Rücktransformation kann nun ein Bild mit weniger Rauschen erzeugt werden.
[GWE09, 377 ff.],[Bän02] Es ist anzumerken, dass das Ergebnis sowohl von der Wahl der Wa-
veletbasis als auch von dem Signal bzw. dem Bild abhängt. [DFKE07] Jancskar, Iványi[JI06a]
und Anweiler [Anw09] haben zur Visualisierung einer Dampfströmung auch eine Wavelet-
Transformation auf Basis des biorthogonalen 1.5 Wavelet angewendet. Bei der Filterauswahl
wurden deshalb hier das biorthogonale 1.5 sowie das 1.3 Wavelet ausgewählt. Letztere Wahl
stammt daher, dass dieses Wavelet im nachfolgend beschriebenen (V)-BM3D Algorithmus
verwendet wird.
(V)-BM3D: Der „Blockmatching 3D” Algorithmus bzw. die Erweiterung auf Videos als V-
BM3D ist eine Kombination von mehreren Filtern und in Abbildung 4.2 dargestellt. Die Ab-
kürzung resultiert daraus, dass Blöcke gesucht werden („Blockmatching”) und die gefundenen
zweidimensionalen Blöcke zu dreidimensionalen Gruppen gefasst werden. Der Algorithmus be-
steht im Wesentlichen aus zwei ähnlich aufgebauten Stufen, die ihrerseits wieder aus mehreren
Schritten aufgebaut sind. In dem ersten Schritt werden zunächst für jeden Block im Bild ähn-
liche Blöcke im selben Bild oder bei vorherigen oder folgenden Bildern gesucht. Der Block, zu
dem ähnliche Blöcke gesucht werden, wird Referenzblock genannt. Die Ähnlichkeit zwischen
einem beliebigen Block und dem Referenzblock wird über die Größe der euklidischen Norm
zwischen den beiden Blöcken bestimmt, wobei in der ersten Stufe die Blöcke vorgefiltert wer-
den, um in einem verrauschten Bild ähnliche Blöcke hinreichend gut finden zu können. Alle
Blöcke, bei denen die Norm kleiner als ein Grenzwert ist, bilden eine Gruppe. Da die Differenz
von dem Differenzblock zu sich selbst null ist, enthält jede Gruppe mindestens ein Element. Die
Gruppen werden dann zunächst einer 2D-Wavelettransformation für jeden Block und danach
einer 1D-Wavelettransformation zwischen den Blöcken unterzogen, wobei Koeffizienten, die
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kleiner als ein Grenzwert sind, vernachlässigt werden. Die rücktransformierten Blöcke weisen
hierdurch ein geringeres Rauschen auf. Da eine Überlappung der Blöcke nicht ausgeschlossen
wurde, werden sich überlappende Bereiche durch einen gewichteten Mittelwert ersetzt.
In der zweiten Stufe wird das Ergebnis der ersten Stufe benutzt, um wieder ähnliche Blöcke
zu finden und zu gruppieren. Zusätzlich wird eine zweite Gruppe erstellt, die Blöcke an der
gleichen Position aus dem ursprünglichen Bild sammelt. Dann werden beide Gruppen über eine
diskrete Kosinustransformation in einen Frequenzbereich übertragen. Auf die zweite Gruppe
wird ein empirischer Wiener Filter angewendet, wobei die erste Gruppe als Pilotspektrum dient.
Danach wird die gefilterte Gruppe wieder zurücktransformiert und sich überlappende Bereiche
durch einen gewichteten Mittelwert ersetzt. Der Wiener Filter mit dem Pilotspektrum ist
genauer als die einfache Grenzwertsetzung bei der Wavelettransformation. [DFE07, DFKE07].
Obwohl diese Methode vor bald 10 Jahren vorgeschlagen wurde, gehört sie noch immer zum
„state-of-the-art” bei der Rauschentfernung. [SYLL14]
4.2.4.1. Bewertung
Es gibt im Wesentlichen 3 Bewertungsmaßstäbe für die Güte eines Filters [BCM05b]. Dies
ist zum einen die visuelle Qualität, zum anderen das methodische Rauschen, die beide durch
den Beobachter bewertet werden. Die Standardabweichung zwischen Originalbild und dem
geglätteten Bild wird häufig über die Peak-Signal-to-Noise Ratio ausgedrückt:






Hierbei ist uˆ das durch den Filter geglättete Bild und u(i) das Bild ohne Rauschen. R gibt
die maximale Signalstärke an. Dieses Kriterium dient in der Literatur dazu, Filter zu bewerten,
wobei einem Originalbild das Rauschen künstlich hinzugefügt wird und damit die Fähigkeit des
Filters, das künstliche Rauschen zu entfernen, charakterisiert wird. Durch den Aufnahmeprozess
wird das Bild mit dem Rauschen überlagert, so dass dieses Kriterium für die in dieser Arbeit
Figure 1: Flowchart of the proposed BM3D video denoising method. The operation enclosed by dashed lines are repeated
for each reference block. Grouping is illustrated by showing a reference block marked with Rand the matched ones in a
temporal window of 5 frames (NFR = 2).
where similar blocks are likely to be present in the cur-
rent frame (i.e. frame t0 + k) and thus one can a¤ord to
have NPR < NS . The result for the current frame are the
NB locations of the blocks that exhibit highest similarity
to the reference one; they are collected in the set St0+k.
After performing the predictive-search block-matching
for all of the frames t0 + k for k =  NFR; : : : ; NFR, we
form a single set Sx  Z3 that contains at most N2 of all
x0 2 SNFRk= NFR St0+k that have the smallest correspond-
ing block-distances to the reference block, which distances
should also be smaller than a predened threshold, match.
A group is later formed by stacking together blocks located
at x0 2 Sx. The exact ordering of the blocks within the 3D
groups is not important, as shown in [8]. In the worst case,
no matching blocks are found and then the group will con-
tain only one block  the reference one  since its distance
to itself is zero and therefore x will always be included in Sx.
Except for the frame t0 in the procedure presented above,
the spatial search neighborhoods are data-adaptive as they
depend on previously matched locations. This adaptivity
can be interpreted as following the motion of objects across
frames. It is worth noting that similar approach has already
been used for motion estimation [10] and also for fractal
based image coding [11].
5. RESULTS
We present experimental results obtained with the proposed
V-BM3D algorithm. A Matlab implementation of the V-
BM3D that can reproduce these results is publicly available
at http://www.cs.tut.fi/~foi/GCF-BM3D. There, one can
nd original and processed test sequences, details of which
can be seen in Table 1.
The same algorithm parameters were used in all exper-
iments. Here we give the most essential ones, as the rest
can be seen in the provided Matlab script. The temporal
window used 9 frames, i.e. NFR = 4. The predictive-search
block-matching used NS = 7, NPR = 5, and NB = 2; the
maximum number of matched blocks was N2 = 8, and the
threshold 3D = 2:7. Some of the parameters di¤ered for
the two steps; i.e., for Step 1, N1 = 8, Nstep = 6, and for
Step 2, N1 = 7, Nstep = 4. The transforms were the same
as in [8]: for Step 1, T3D is a separable composition of a
1D biorthogonal wavelet full-dyadic decomposition in both
spatial dimensions and a 1D Haar wavelet full-dyadic de-
composition in the third (temporal) dimension; for Step 2,
T3D uses the 2D DCT in spatial domain and the same Haar
decomposition in the temporal one. To increase the num-
ber of non-overlapping blocks in the groups and hence have
more uncorrelated noise in them, we slightly modied the
used distance measure. The modication was a subtraction
of a small value ds (ds = 3 for Step 1 and ds = 7 for Step 2)
from the distance computed for blocks that are at the spatial
coordinate of the reference one but in di¤erent frames.
In Table 1 we present the PSNR (dB) results of the
proposed algorithm for a few sequences; there, the PSNR
was measured globally on each whole sequence. In Fig-
ure 2, we compare our method with the 3DWTF [5] and
the WRSTF [3], which are among the state-of-the-art in
video denoising. For this comparison, we applied our
method on noisy sequences and compared with the ones
denoised by the other two methods. These sequences
had been made publicly available by Dr. V. Zlokolica at
http://telin.ugent.be/~vzlokoli/PHD, for which we are
thankful. We note that the pixel intensities of the input
noisy videos are quantized to integers in the range [0; 255],
unlike in the case of the results in Table 1. In Figure 2
one can observe that the proposed V-BM3D produces signif-
icantly higher PSNR than the other two methods for each
frame of the three considered sequences, with a di¤erence
well higher than 1 dB for most of the frames. Moreover, this
was achieved at similar execution times as compared with
the WRSTF; i.e., the proposed V-BM3D (implemented as
a Matlab MEX-function) lters a CIF (288352) frame for
0.7 seconds on a 1.8 GHz Intel Core Solo machine and the
WRSTF was reported [3] to do the same for 0.86 seconds
on an Athlon64 (4000+) 2.4 GHz machine. Figure 3 gives a
visual comparison for a fragment of the 77th frame of Ten-
nis denoised with each of the considered techniques. The
proposed method shows superior preservation of ne image
details and at the same time it introduces signicantly less
artifacts.
6. DISCUSSION
Let us compare the proposed predictive-search block-
matching with the motion estimation methods based
on block-matching. Indeed, the predictive-search block-
matching proposed in this work can be viewed as a sophisti-
cated motion estimation which is not restricted to only one
matched block per frame. That is, NB blocks per frame can
be used in the proposed grouping scheme. This can be ben-
ecial in situations when there are only very few (or none)
similar blocks along the temporal dimension, e.g. in the case
of frame change. In that case, mutually similar blocks at dif-
ferent spatial locations within the same frame are exploited
when forming groups and hence better sparsity is achieved
by applying a 3D transform. This can be particularly ef-
fective when grouping blocks that are parts of, e.g., edges,
textures, and uniform regions.
The second step of the proposed method is very impor-
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Abbildung 4.2.: Aufbau des BM3D-Algorithmus. Die Bilder werden eingelesen und ähnliche
Elemente gruppiert. Gruppen werden über Wavelets geglättet und Elemente,
di in hrere Gruppen eingeordnet wurden, durch gewichtet Mittelwer-
te ersetzt. In einem zweiten Schritt w rden die bereits g glätteten Elemente
benutzt, um einen Wiener Filter auf die ursprünglichen Daten anzuwenden.
[DFKE07]
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erstellten Aufnahmen nicht verwendet werden kann. Auch können die Filter nicht direkt mit
den Literaturwerten der PSNR untereinander verglichen werden, da das Filterergebnis stark
von den benutzten Referenzbildern abhängt.
Das methodische Rauschen ist der Teil des Bildes, der nach Abzug des geglätteten Bildes von
der Originalaufnahme übrig bleibt. Da die in diesem Teil eingesetzten Filter das Bild glätten
und somit sämtliches Rauschen entfernen sollen, besteht das Differenzbild im Idealfall nur
noch aus Rauschen und besitzt eine maximale Amplitude. Sind im methodischen Rauschen
Strukturen erkennbar, ist die Filterwirkung zu stark und durch das Glätten sind Informationen
verloren gegangen.
Zur Bewertung der Filter wurden zwei Testsequenzen, je eine für beide im folgenden Kapitel
beschriebenen Hauptmessungen, die beide aus 25 Bildern bestanden, verwendet. Auf beide
Sequenzen wurden die Preprocessing-Schritte (4.2.1-4.2.3) angewendet, wobei hier aufgrund
der kurzen Bildfolge ein statisches Minimalbild verwendet wurde. Die Eingabeparameter der
Filter wurden ausgehend von den in der entsprechenden Literatur vorgeschlagenen Parametern
bzw. sofern keine Vorschläge gemacht wurden, ausgehend von den Standardeinstellungen des
jeweiligen Algorithmus in einer breiten Umgebung grob variiert. Die Bewertung erfolgte über
die visuelle Qualität und das methodische Rauschen, wobei für jeden Filter das Ergebnis des
13. Bildes der jeweiligen Testsequenz betrachtet wurde. Ausgehend von dieser ersten, groben
Variation der Parameter, wurden die Parameter noch einmal in der Umgebung der besten
Parameter der jeweiligen Algorithmen feiner variiert und wieder über die beiden Kriterien
bewertet.
4.2.5. Image Enhancement
In diese Kategorie gehören Filter und andere Maßnahmen, um die Informationen in den
Bildern stärker hervorzuheben. So können bspw. Kanten durch den Sobelfilter hervorgehoben
und der Bereich der Ausströmung vom Rest des Bildes getrennt werden, sog. Segmentierung.
Hier wurden die erstellten Graustufenbilder lediglich mittels einer Farbkarte in ein
Falschfarbenbild umgewandelt. Die Bilder in den Videos enthalten einen Informationsgehalt
von 8-Bit, was 256 Graustufen entspricht. Ein menschlicher Beobachter kann allerdings nur
etwa 128 Grautöne unterscheiden. Durch die Transformation in den Farbraum kann der volle
Informationsgehalt wahrgenommen werden. [VM10, S. 157 ff.] Es wurde die Farbkarte „Jet”
verwendet, die in Matlab implementiert ist. Abbildung 4.3 zeigt die Farbkarte. Geringe
Grauwerte werden bläulich, hohe Grauwerte rötlich dargestellt.
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Abbildung 4.3.: Colormap Jet. Ein Grauwert von 0 entspricht hier blau und ein Wert von 1
rot.[MAT15]
4.3. Geschwindigkeitsbestimmung
Die Geschwindigkeitsbestimmung erfolgt mit der Matlab Toolbox PIVlab von Thielicke [TS14,
Thi14]. Das PIV-Verfahren, vgl. 2.2.3, wurde entwickelt, um die Geschwindigkeit von Parti-
kelmustern zu erkennen. Fluide, in denen keine Partikel erkennbar sind, zählen nicht zu den
typischen Anwendungsfeldern eines PIV-Algorithmus. Die Basis des Algorithmus bildet eine
Kreuzkorrelation, die die Ähnlichkeit zwischen einem Bildausschnitt aus einem ersten Bild und
einem Ausschnitt aus dem darauf folgenden Bild bestimmt. Bei einer größeren Ausströmung,
bei der eine Fläche ähnliche Pixelintensitäten aufweist, kann eine Kreuzkorrelation keine In-
formation zu Bewegungen beitragen. Allerdings kann die Bewegung der Kanten zwischen der
Ausströmung und dem Hintergrund nachvollzogen werden, so dass dieser Algorithmus grund-
sätzlich zur Geschwindigkeitsbestimmung angewendet werden kann.
Die geglätteten Daten wurden zunächst vorverarbeitet. Hierzu wurde eine „Contrast limited
adaptive histogram equalization” (CLAHE) angewendet. Hierbei wird das Histogramm klei-
nerer Bildausschnitte verbreitert, so dass der volle Intensitätsbereich ausgeschöpft wird. Da-
mit hierdurch keine Artefakte zwischen den Bildausschnitten entstehen, werden benachbarte
Pixel interpoliert. CLAHE führt zu einer signifikanten Verbesserung der Erkennung gültiger
Geschwindigkeitsvektoren. Des Weiteren wird ein „Intensity capping” durchgeführt. Pixel mit
hohen Intensitäten gehen stark in die Kreuzkorrelation ein. Damit die Partikel ähnliche gewich-
tet werden, wird ein oberer Grenzwert für die Intensität eingeführt. [Thi14]
Die Kreuzkorrelation wird hier im Frequenzbereich über eine diskrete Fourier-Transformation
berechnet. Dies erfolgt in drei Schritten. In dem ersten Schritt wird eine Fenstergröße von
32 Pixeln gewählt und in Achterschritten bewegt. Die hierbei gewonnenen Bewegungsinforma-
tionen werden benutzt, um das ursprünglich quadratische Betrachtungsfenster zu verformen
und an die Bewegung anzupassen. Dies wird über eine Spline-Interpolation der Fensterecken
durchgeführt. Im zweiten Schritt wird ein deformiertes Betrachtungsfenster mit einer Größe
von 16 Pixeln und ebenfalls in Achterschritten bewegt. Die daraus erhaltenen Informationen
werden wieder benutzt, um das Betrachtungsfenster für den letzten Schritt anzupassen. Im
letzten Schritt wird eine Fenstergröße von acht Pixeln bei einer Schrittweite von vier Pixeln
gewählt. Die Kreuzkorrelation kann Verschiebungen auf einen Pixel genau bestimmen. Um
die Verschiebung im Subpixelbereich zu bestimmen, wird angenommen, dass die Werte der
Kreuzkorrelation normal verteilt sind. Um das eigentliche Maximum zu bestimmen, wird eine
zweidimensionale Gaußinterpolation durchgeführt. In einem darauf folgenden Schritt werden
Geschwindigkeitsvektoren, die physikalisch unsinnige Werte aufweisen, gelöscht. Dazu wird
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jeder Vektor mit seinen Nachbarvektoren verglichen und, sofern deutliche Abweichungen in
Geschwindigkeit oder Richtung auftreten, gelöscht. Dieser Vergleich erfolgt über die Standard-
abweichung und den lokalen Mittelwert. Gelöschte Vektoren werden durch einen interpolierten
Wert der Nachbarvektoren ersetzt. Die so gefundenen Geschwindigkeitsfelder wurden gemit-
telt, um ein Strömungsfeld einer ganzen Sequenz zu berechnen. Durch das Mitteln können
lokal falsche Geschwindigkeiten entfernt werden. [Thi14]
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5. Messungen
In den nächsten drei Abschnitten werden die durchgeführten Messungen beschrieben. Die ers-
te Messung fand an der Forschungsebene statt, Abschnitt 5.1. Zwei Messungen wurden am
Hauptreceiver vorgenommen, Abschnitt 5.2. Hierbei wurde zunächst im solaren Betrieb gemes-
sen, d.h. die Heliostate bündeln das Sonnenlicht auf den Receiver, durch den Luft eingesogen
wird, wie in der Einleitung beschrieben. Die Luft wurde an diesem Messtag durch den thermi-
schen Speicher geführt und wieder im Receiver ausgeblasen. Eine zweite Messung wurde ohne
Bestrahlung durchgeführt, wobei das Abgas einer Verbrennung betrachtet wurde, das eine
erhöhte CO2-Konzentration erreichte. Gegenstand der letzten Messung war ein Braunkohle-
kraftwerk, bei dem zum einen der Dampf eines Kühlturms und zum anderen das Rauchgas der
Verbrennung beobachtet wurden. Diese Messung wurde über eine deutlich höhere Entfernung
durchgeführt.
Bei allen Messungen war der prinzipielle Versuchsaufbau, der exemplarisch in Abbildung 5.1
an einer Mesung am Hauptreceiver gezeigt ist, gleich. Bilder wurden mittels einer Infrarot-
kamera erstellt und auf den Messrechner übertragen. Die hier eingesetzte Kamera war ei-
ne ImageIR®8300 von der Firma InfraTec GmbH. Diese Kamera ist für den Mittelwellen-
Infrarotbereich geeignet und detektiert im Bereich von 2 bis 5 µm. Die Auflösung beträgt
640x512 Pixel. Es wurden ein 100mm Teleobjektiv und ein Flammenfilter mit einem Transmis-
sionspeak bei ca. 4,3 µm eingesetzt. Genauere Daten zur Kamera und zum Transmissionsspek-
trum des Filters befinden sich im Anhang, B bzw. C. Entsprechend der erwarteten Temperatur
und des eingesetzten Filters wurde eine Integrationszeit von 800 µs für die Messung an der
Forschungsebenen gewählt. Nach dieser Messung wurde die Kamera kalibriert, wonach die In-
tegrationszeit für den entsprechenden Temperaturbereich auf 1060 µs erhöht wurde. Mit dieser
Einstellung wurden alle weiteren Messungen durchgeführt. Die Aufnahmen von der Kamera
wurden auf einen Messrechner übertragen und mit der Software IRBIS 3 professional von der
gleichen Firma vorverarbeitet und gespeichert.
5.1. Messung an der Forschungsebene
Die erste Messung fand an der Forschungsebene des STJ statt. Diese Ebene befindet sich etwa
auf halber Turmhöhe und ermöglicht Experimente unter solarer Bestrahlung. Abbildung 5.2
zeigt den apparativen Aufbau. Durch den bestrahlten Receiver wird Luft eingesogen, erwärmt
sich dabei (sie wird deshalb Heißluft genannt) und durch die rot eingezeichnete Leitung geführt.
Am Ende dieser Leitung befindet sich ein Kühler, der einen Großteil der thermischen Energie
abführt. Da das Betriebsverhalten des STJ in der Forschungsebene widergespiegelt werden soll,
wird die Heißluft nicht auf Umgebungstemperatur abgekühlt, sondern auf ca. 100 bis 200°C
gehalten und folglich Warmluft genannt. Die Warmluft wird von einem Gebläse angesogen
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Abbildung 5.1.: Versuchsaufbau am Hauptreceiver. Die Bilder werden mittels einer Infrarotka-
mera aufgenommen und an den Messrechner übertragen.
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und im Receiver ausgeblasen. Der Strömungsweg der Warmluft ist in der Abbildung in blau
dargestellt.
Für die IIT-Messung wurde CO2 aus einer Gasflasche durch einen Stutzen vor dem Gebläse
beigemischt. Um die maximale Konzentration zu erreichen, wurde der Druckminderer bis zum
Anschlag geöffnet. Durch die Turbulenzen in dem Gebläse kann davon ausgegangen werden,
dass sich das Tracergas homogen verteilt und somit mit einer räumlich konstanten Konzentra-
tion vor dem Receiver ausgeblasen wird. Die genaue Konzentration wurde in diesem Versuch
nicht gemessen. Die Aufnahmefrequenz betrug ca. 18 Hz, so dass in einem Messzeitraum von
etwa 75 Minuten über 80.000 Aufnahmen entstanden. Abbildung 5.3 zeigt den Receiver auf
der Forschungsebene als Frontansicht und Seitenansicht. Schwarz zu erkennen sind die Absor-
bercups und in weiß der Strahlungsschild. Die Warmlufttemperatur schwankte in der Messzeit
leicht zwischen 150 und 170°C, die Temperatur der Heißluft wurde im Bereich von ca. 240 bis
540°C variiert. Der Luftmassenstrom variierte am Anfang der Messungen um 0,5 kg/s und 0,75
kg/s am Ende der Messungen. Der Verlauf dieser Parameter ist in Abbildung 5.4 dargestellt.
5.2. Messung am Hauptreceiver
Am Hauptreceiver wurden zwei Messungen durchgeführt. Die erste Messung erfolgte mit dem
solar bestrahlten Receiver. Bei der zweiten Messung wurde der Receiver nicht bestrahlt, sondern









Abbildung 5.2.: Innenansicht der Forschungsebene. Luft wird durch den Receiver (1) ange-
saugt, im Kühler (2) abgekühlt und durch ein Gebläse (4) wieder zum Receiver
gefördert. CO2 wurde hier vor dem Gebläse eingedüst (Stelle (3) ), so dass
von einer homogenen Verteilung auszugehen ist.
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Abbildung 5.3.: Links ist die frontale Ansicht des Receivers auf der Forschungsebene darge-
stellt, rechts eine Seitenansicht, die etwa der späteren Messansicht entspricht.
























































Abbildung 5.4.: Verlauf einiger Parameter am Messtag an der Forschungsebene.
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5.2.1. Solarer Betrieb
Der Schwerpunkt der Messungen lag bei dem normalen Betrieb des STJ. Deshalb wurden an
diesem Versuchstag die meisten Aufnahmen erstellt, nämlich über 300.000, die die Strömung
in einem Zeitraum von ca. 90 Minuten wiedergeben. Die Aufnahmefrequenz variierte zwischen
40 und 80 Hz. Gemessen wurde an zwei Positionen, zum einen vor einem Trafohäuschen,
im Folgenden Position Trafo, das etwa 100 m vom Solarturm entfernt war und zum anderen
ungefähr von der Position, an der auch die Messungen an der Forschungsebene durchgeführt
wurden, im Folgenden Position Mitte, die ca. 50 m vom Turm entfernt lag. Der Großteil der
Messungen wurde an der Trafoposition durchgeführt (16 Messungen, ca. 75 Minuten), da hier
der Receiver im Wesentlichen seitlich betrachtet wurde. Auf der Position Mitte wurde der
Receiver frontaler gemessen. An diesem Versuchstag wurden auch mittels eines Massenspek-
trometers quantitative Messungen zur Rückführrate (vgl. [TRSH15]) durchgeführt. Deshalb
sind zu einigen Aufnahmen auch die CO2-Konzentration in der Rückführluft verfügbar. Die
Werte der Rückführrate werden in Zukunft verfügbar sein. Die Auswertung der Daten erfolgt
jedoch noch. Die Heißlufttemperatur schwankte zwischen 250°C und 490°C, die Temperatur
der Warmluft wies Schwankungen in einem Bereich von 125°C bis 200°C auf. Der Luftmas-
senstrom befand sich bei ca. 5 kg/s im Rahmen der Messungen. Der CO2-Gehalt lag im
Wesentlichen zwischen 1000 und 1400 ppm. Diese Parameter sind ebenfalls in Abbildung 5.5
dargestellt. Der Versuchsaufbau wurde bereits in Abbildung 5.1 gezeigt. Die CO2-Eindüsung
erfolgte hinter dem Gebläse, so dass die Annahme einer homogenen Verteilung nicht ohne
Weiteres getroffen werden kann.
5.2.2. Gasbrennerbetrieb
Da bei dem ersten Versuch mit der CO2-Einleitung mittels einer Gasflasche nur eine geringe
Konzentration erreicht werden konnte, wurde ein weiterer Versuch mit höherer Konzentration


























































Abbildung 5.5.: Verlauf einiger Parameter am Messtag am Hauptreceiver, der solar bestrahlt
wurde.
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durchgeführt. Dies geschah im Rahmen einer Dichtheitsprüfung des Speichers, wobei Umge-
bungsluft durch den Receiver angesogen und zusammen mit Erdgas in einem Brenner verbrannt
wurde. Das Abgas wurde in den Speicher geleitet und, nachdem es dort seine Energie an das
Speichermaterial abgegeben hatte, in die Umgebung ausgeblasen. Abbildung 5.6 zeigt ein stark
vereinfachtes Schema des Systems. Der Hauptteil des Abgases wurde über einen Kamin (linker
Pfad nach dem linken Dreiwegeventil) und nur ein geringer Teil durch den Receiver (oberer
Pfad) ausgeblasen. Die Ausblasung über den Receiver erfolgte, um die Struktur vorzuwärmen.
Da das ausgeblasene Abgas zum Teil wieder eingesogen wird, konnte nur ein kleiner Teil des
Abgases zur Vorwärmung verwendet werden, weil andernfalls keine vollständige Verbrennung
im Brenner gewährleistet gewesen wäre.
Die Verbrennung des Erdgases (das im Folgenden durch Methan angenähert wird)1 erfolgte
mit einer Luftzahl von 1,1. Aus diesen Werten lässt sich die CO2-Konzentration des Abgases
berechnen:
1Nach Auskunft der Stadtwerke Jülich besteht das eingesetzte Erdgas zu etwa 98% aus Methan.
Speicher
Abbildung 5.6.: Vereinfachtes Schema des Gasbrennerversuchs. Luft wird über den Receiver
eingesogen, im Brenner mit Erdgas verbrannt und durch den Speicher geführt.
Ein Teil wird wieder über den Receiver ausgeblasen, der Rest über einen Kamin.
Zur Messung wurde der Bypass um den Gasbrenner benutzt.
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 2H2O + CO2 +
0, 79
0, 21λN2 + (λ− 1)O2 (5.1)
⇒ CCO2 =
1
2 + 1 + 0,790,21λ+ (λ− 1)
≈ 14%
Der Brennerbetrieb erfolgte für ca. 7,5 Minuten. Danach wurde der Brenner abgeschaltet und
Umgebungsluft durch den Receiver angesogen, im Speicher erwärmt und ausgeblasen. Es wur-
den hierbei 3 Messungen von je 10 Minuten an den beiden Positionen des vorherigen Versuchs
(zweimal Trafostation, einmal Feldmitte) durchgeführt, wobei 72.000 Einzelbilder aufgenom-
men wurden. Die Messungen starteten kurz vor dem Ausschalten des Brenners, so dass am
Anfang der Messung von einem Abgas mit einer hohen CO2-Konzentration auszugehen ist. Im
zeitlichen Verlauf nimmt die CO2-Konzentration immer weiter ab, da die Rückführung unvoll-
ständig ist und die Umgebungsluft nach und nach das Abgas ersetzt. Bei diesen Messungen
wurden die Daten nicht kontinuierlich aufgezeichnet. Das Abgas wurde mit einer Temperatur
von ca. 140°C bei einem Massenstrom zwischen 4 und 6 kg/s aus dem Speicher geleitet. Die
gemessene Warmlufttemperatur betrug zwischen 40 und 60°C.
Es ist anzumerken, dass die angegebene Warmlufttemperatur nicht die Temperatur am Austritt
des Receivers widerspiegelt. Die Temperaturmessung erfolgt vor demWärmeübergang zwischen
der Warmlust und den Cups, so dass die angegebene Temperatur als untere Schranke gesehen
werden kann, sofern der Receiver bestrahlt wird.
5.3. Messung am Kraftwerksschornstein
Die letzte Messung betraf ein nahegelegenes Kraftwerk, das mit Braunkohle befeuert wird. Die
Messung wurde durchgeführt, da die Rauchgase eine deutlich höhere CO2-Konzentration als
die Rückführluft bei den Hauptmessungen aufweisen. Außerdem wurde über eine weit größere
Entfernung gemessen. Die Temperatur des Rauchgases beträgt ca. 170°C. Die Zusammenset-
zung in Hinblick auf die Hauptkomponenten Wasser und CO2, konnten der Bertreiber nicht
zur Verfügung stellen. Das Kraftwerk befindet sich in einer Entfernung von etwa 1,15 km zur
Messposition. Es wurde je eine Messung mit CO2-Filter und ohne Filter über 30 Sekunden bei
einer Bildrate von 80 Hz aufgenommen. In Abbildung 5.7 sind die Schornsteine des Kraftwerks
dargestellt. Zu beachten ist, dass im sichtbaren Bereich nur der kondensierende Wasserdampf
aus dem rechten Schornstein zu sehen ist.
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Abbildung 5.7.: Abgebildet sind zwei Schornsteine des Braunkohlekraftwerks. Aus dem linken




In diesem Kapitel wird die Auswertung der in Kapitel 5 gezeigten Aufnahmen beschrieben.
Das prinzipielle Vorgehen wurde bereits in Kapitel 4 dargestellt. Allerdings wurden nicht alle
Bilder in dieser Form ausgewertet, da das Verfahren relativ zeit- und rechenintensiv ist. Für
die Erstellung eines Videos mit Subtraktion des dynamischen Hintergrundbildes werden alle
Daten zweimal durchgegangen (zur Bestimmung des Maximums und Minimums, um den dy-
namischen Bildbereich zu finden, um zu jedem Videobild das Hintergrundbild zu erstellen und
um dabei das Hintergrundbild abzuziehen und die Bilder in ein Video zu schreiben). Der V-
BM3D Algorithmus benötigt auf dem eingesetzten Desktop-PC (64-bit, 8 GB Arbeitsspeicher,
3,1 GHz) ca. 2 Sekunden, um ein Bild zu glätten. Um alle Bilder zu glätten, wären demnach
gut 11 Tage erforderlich. Die Aufnahmen wurden in einem ersten Schritt grob ausgewertet.
Hierzu wurden statische Hintergrundbilder für Sequenzen von 300 Bildern erstellt und von den
eigentlichen Bildern abgezogen. Danach wurde die dargestellte Intensität für sämtliche Bilder
statisch gesetzt und danach wurden daraus Videos erstellt. Die Videos wurden daraufhin ge-
sichtet und interessante Ausschnitte bzw. verhältnismäßig gut erkennbare Ausströmungen wie
oben beschrieben feiner ausgewertet. Die im weiteren Verlauf gezeigten Abbildungen stammen
alle aus der Feinauswertung. Die Auswertung der Strömungsbilder mittels des PIV-Algorithmus
wird hier dem Ergebnisteil zugeordnet und im nächsten Kapitel beschrieben.
Die Darstellung der Abbildungen orientiert sich an dem vorherigen Kapitel. Zunächst werden
die Bilder der Messung an der Forschungsebene gezeigt, danach die der Hauptmessung am
Receiver mit solarer Einstrahlung und im Gasbrennerbetrieb. Abschließend sind die Aufnahmen
der Messung am Braunkohlekraftwerk aufgeführt.
In den Aufnahmen an der Forschungsebene ist die Ausströmung deutlich erkennbar. Eine kurze
Bildfolge ist in Abbildung 6.1 dargestellt. Das hier gezeigte Strömungsprofil ist charakteristisch
für die meisten Aufnahmen. Das Gas strömt zunächst überwiegend senkrecht zum Receiver
aus, wird dann aber immer weiter nach oben abgelenkt. Weiterhin ist ein Abklingen der Strah-
lungsintensität vom Punkt der Ausströmung erkennbar. Auch wenn dieser Strömungsverlauf
typisch für diesen Messtag war, traten Abweichungen von dieser Form auf, für die zwei Bei-
spiele in Abbildung 6.2 gezeigt sind. Zum einen kann sich die Strömung weiter vom Turm
entfernen, zum anderen auch nach unten abgelenkt werden.
Die Strömung an dem solar bestrahlten Receiver ist schlechter sichtbar als die an der For-
schungsebene. In Abbildung 6.3 ist wieder eine typische Bildfolge von der Position des Trafos
gegeben. Auch für den Fall des Hauptreceivers gilt, dass es Abweichungen von der typischen
Strömungsform gibt. Allerdings ist hier das Signal sehr schwach, so dass die Bewegung zwar
in einer Videosequenz verfolgbar, aber die Position des Gases auf Einzelbildern nicht vom
Rauschen zu unterscheiden ist.
Von der Position Mitte lässt sich nur ein kleiner Teil der Ausströmung zeigen, da ein Groß-





Abbildung 6.1.: Eine Bildfolge der Strömung aus dem Receiver der Forschungsebene. In Bild
a beginnt eine Wolke normal zum Receiver auszuströmen, wobei eine leichte
Bewegung nach oben erkennbar ist. In Bild b und c wird diese Aufwärtsbe-





Abbildung 6.2.: Abweichungen von der typischen Strömungsform an der Forschungsebene. In
Bild a entfernt sich die Strömung weiter vom Turm und verläuft etwa in einem
Winkel von 60° zu einer Horizontalen durch den Ausströmpunkt. Bild c zeigt
die Ablenkung der Strömung nach unten.
a b
c d
Abbildung 6.3.: Bildsequenz der Strömung aus dem Hauptreceiver. In Bild a lässt sich unten
links am Receiver der Beginn der Ausströmung erkennen. In den folgenden
Bildern b-d läuft die Strömung am Receiver nach oben, wobei sie sich senkrecht
zum Receiver etwas ausbreitet.
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unterschiedlicher Intensität erkennbar. Diese blieben auch nach der Mittelung über einen Bild-
bereiche bestehen.
Bei der Messung im Gasbrennerbetrieb konnte die Strömung nicht visualisiert werden. Der
Vollständigkeit halber soll allerdings auch hierfür Abbildung 6.5 gezeigt werden.
Abschließend wird die Messung an den Schornsteinen des Braunkohlekraftwerks in Abbildung
6.6 dargestellt1. Bemerkenswert hierbei ist, dass die Aufnahme nicht durch den beschriebenen
Auswertealgorithmus bearbeitet wurde, sondern die Strömung direkt erkennbar ist.
Diese Messung wurde sowohl mit CO2-Filter als auch ohne durchgeführt. Es ist anzumerken,
dass aufgrund der Kalibrierdatensätze die Integrationszeit ohne Filter mit 2000 µs fast doppelt
so groß wie die Integrationszeit mit Flammenfilter war. Ein Vergleich der beiden Aufnahmen
befindet sich in Abbildung 6.7. In beiden Ausschnitten ist die Rauchgasströmung deutlich
zu sehen. Ohne den Filter lassen sich noch weitere Strukturen, wie z.B. den Schornstein,
erkennen. Der Filter bewirkt, dass nur das Rauchgas sichtbar ist, wobei sich dies deutlicher
vom Hintergrund abhebt als in der Abbildung ohne Filter.
1Es ist anzumerken, dass das Foto 5.7 nicht an dem Messtag aufgenommen wurde. Aus diesem Grund strömt
der Dampf in eine andere Richtung als bei den IR-Aufnahmen




Abbildung 6.5.: Visualisierungsversuch der Strömung beim Gasbrennerbetrieb. Über den ge-
samten Messzeitraum von 30 Minuten ist nur Rauschen zu erkennen.
Abbildung 6.6.: Strömung des Rauchgases (links) und des Wasserdampfes (rechts) des Braun-
kohlekraftwerks.
Abbildung 6.7.: Vergleich der Aufnahmen des Braunkohlekraftwerks ohne CO2-Filter (links)
und mit Filter (rechts). Durch den Filter hebt sich die Strömung deutlicher
vom Hintergrund ab, wobei das Rauchgas in beiden Fällen erkennbar ist.
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7. Ergebnisse
Im Folgenden werden zunächst die Ergebnisse der Auswertungsmethodik vorgestellt. Anschlie-
ßend wird auf die Auswertung der Messungen eingegangen und abschließend das Resultat der
Anwendung des PIV-Algorithmus gezeigt.
7.1. Auswertungsmethodik
Die einzelnen Schritte der Auswertung seien hier an einem Bild in Abbildung 7.1 gezeigt1: Bei
dem Rohbild überstrahlt der Receiver aufgrund der Festkörperstrahlung jegliche Gasstrahlung.
Die Schritte der geometrischen Korrektur und Bildkalibrierung sind hier nicht gezeigt, da sie nur
für Bildfolgen relevant sind. Nach Abzug des Minimalbildes und Anpassung des dargestellten
Intensitätsbereichs, ist die Strömung deutlich zu erkennen. Aufgrund des hohen Kontrastes
wird auch das Rauschen verstärkt, das im letzten Schritt geglättet wird.
Durch den Abzug eines (dynamischen) Minimalbildes können Artefakte in den Bildern entste-
hen. Dies ist in Abbildung 7.2 dargestellt. Das Artefakt ist dadurch entstanden, dass sich ein
Objekt, z.B. eine Polle oder Staub, durch den Aufnahmebereich bewegt hat. Dabei wurde ein
Teil der Strahlung absorbiert und somit weist dieser Bereich die minimale Intensität auf, die
von den anderen Bildern abgezogen wird. Aus diesem Grund bleibt der Bereich für einige Auf-
nahmen, bis die Störung von dem Bereich des dynamischen Minimalbildes nicht mehr erfasst
wird, als hellere Stelle zurück. Diese Artefakte entstehen prinzipiell nur vor dem Receiver, da
die Gasströmung so schwach strahlt, dass sie auch von Objekten auf Umgebungstemperatur
übertroffen wird. Dies behindert die Visualisierung der Gasströmung also nicht.
Die besten Glättungsergebnisse konnten bei den Testsequenzen mit dem V-BM3D Algorithmus
erzielt werden. Der Wiener Filter lieferte bei einer Testsequenz mit wenig Rauschen nahezu
identische Ergebnisse, doch bei der zweiten Sequenz mit einem schwächeren Signal war das
Ergebnis deutlich schlechter als beim V-BM3D. Die besseren Resultate im Vergleich zu den
anderen Filtern lassen sich daran erklären, dass der V-BM3D Filter Informationen aus mehreren
Bildern sammelt und damit Rauschen besser erkennen und ausfiltern kann. Es sei angemerkt,
dass dies nicht der einzige Filter ist, der sich auf Bildfolgen anwenden lässt. Sehr rechenintensive
Methoden, wie zum Beispiel die Principle Component Analysis, PCA (bspw. [JLSX10]) wurden
hier allerdings nicht berücksichtigt. Die Bilder zur Bewertung des V-BM3D Algorithmus sind
in Abbildung 7.3 gezeigt. Die Gasströmung ist durch den Filter deutlich auszumachen, wobei
wenig bis keine Informationen durch das Glätten verloren gehen. Dies ist daran zu sehen, dass
im methodischen Rauschen, das ist das Ergebnis der Subtraktion des geglätteten Bildes vom
Originalbild, keine Strukturen der Strömung erkennbar sind.
1Es sei angemerkt, dass der Schritt des Image Enhancements mittels eines Falschfarbenbildes hier vorgezogen
wurde, damit durch das Drucken der Arbeit, das aufgrund des Farbspektrums des Druckers auch eine Art
Glätten ist, das Rauschen erkennbar bleibt.
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Ergebnisse 7.1 Auswertungsmethodik
Abbildung 7.1.: Auswirkung der einzelnen Auswertungsschritte. Von oben nach unten: Rohbild,
bei dem der Receiver alles andere überstrahlt, Abzug des Minimalbildes, bei





Abbildung 7.2.: Bildartefakt durch den Abzug des Minimalbildes. Bewegen sich kältere Ob-
jekte, z.B Pollen, im Aufnahmebereich vor dem Receiver, bleibt dies auf den
Bildern sichtbar, bis sich die Objekte nicht mehr in den Aufnahmen, die zur
Bildung des dynamischen Minimalbildes benutzt werden, befinden.
Abbildung 7.3.: Bewertungskriterien für den VBM3D-Algorithmus. Links die visuelle Qualität,
wobei die Gasstrahlung deutlich erkennbar ist, rechts das methodische Rau-




Das Bild des Receivers aufgenommen von der mittleren Position (Abbildung 6.4) zeigt ring-
förmige Bereiche unterschiedlicher Helligkeit um den Receiver. Diese stammen wahrscheinlich
von Diskretisierungseffekten, da die Strahlungsintensität vom Receiver aus abfällt. Der Abzug
des Minimalbildes löst das Problem nicht. Da hier die Emission des Tracergases betrachtet
wurde, und diese Strahlung vor dem Receiver überstrahlt wird, wurde die Auswertungsmetho-
dik vor allem für seitlich betrachtete Receiver optimiert. Die frontale Betrachtung eines heißen
Receivers erfordert einen weiteren Korrekturterm zur Kompensation des Strahlungseinflusses.
7.2. Messungen
Bei der Strömung aus dem Receiver handelt es sich um eine turbulente Strömung. Der typische
Verlauf, wie er in Abbildungen 6.1 und 6.3 dargestellt ist, zeigt eine deutliche Bewegung
nach oben und die Strömung ist nahe am Receiver bzw. am Turm. Die Aufwärtsbewegung
der Rückführluft wird durch die natürliche Konvektion durch den Temperaturunterschied zur
Umgebungsluft induziert. Sofern Wind auftritt, kann die Strömung auch komplett umgekehrt
werden, so dass die Rückführluft in Richtung Boden gedrückt wird, was in Abbildung 6.2b
gezeigt ist.
Wie in Kapitel 3 gezeigt wurde, ist eine deutliche Abhängigkeit der Signalstärke von der
Temperatur in den Aufnahmen erkennbar. So ist der Unterschied zwischen den Messungen
am Receiver mit und ohne Bestrahlung im Wesentlichen auf die Temperatur der Rückführluft
zurückzuführen. Im Gasbrennerbetrieb, also der Messung am unbestrahlten Receiver, ist die
CO2-Konzentration ca. zehnmal höher als am bestrahlten Receiver. Dennoch ist die Strömung
nur im letzteren Fall erkennbar, da hier die Temperatur etwa 100°C höher ist.
Dass die Strömung am Hauptreceiver schlechter erkennbar ist als an der Forschungsebene,
kann mehrere Gründe haben. Naheliegend ist, dass durch die größere Entfernung zum Mess-
objekt bei der Messung am Hauptreceiver ein größerer Anteil der Strahlung auf dem Weg durch
die Atmosphäre abgeschwächt wird. Weiterhin wies die Rückführluft bei der Messung an der
Forschungsebene wahrscheinlich eine höhere CO2-Konzentration auf. In beiden Fällen wurde
das CO2 über die gleiche voll geöffnete Gasflasche eingedüst, jedoch betrug der Luftmassen-
strom in der Forschungsebene nur etwa 10 % von dem Luftmassenstrom am Hauptreceiver.
Dass die Zugabe der gleichen Menge CO2 bei einem geringeren Luftmassenstrom zu einer
höheren Konzentration führt als bei einem höheren Luftmassenstrom, ist plausibel. Zwar ist
die Konzentration weiterhin noch abhängig von der Luftrückführrate, die bisher für beide Fälle
noch nicht bekannt ist, allerdings wird sich diese in beiden Fällen auf einem ähnlichen Niveau
befinden. Am Tag der Messung am Hauptreceiver herrschte ein stärkerer Wind als bei der
Messung an der Forschungsebene. Weiterhin ist die Geometrie des Hauptreceivers anders als
die des Receivers auf der Forschungsebene. Der Hauptreceiver ist nach außen gewölbt, wo-
hingegen der Receiver auf der Forschungsebene gerade ist. Da die emittierte Gasstrahlung vor
dem Receiver nicht erkennbar ist, konnte der Hauptreceiver nur schräg beobachtet werden.
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Hierdurch ist die Länge, auf der das CO2 detektiert wird, verhältnismäßig kleiner als bei der
Messung an der Forschungsebene. Dies ist in Abbildung 7.4 veranschaulicht. Ein gewölbter
Receiver weist immer einen Bereich auf, in dem die Ausströmung nicht von der Kamera erfasst
werden kann. Darüber hinaus wird nur ein Teil der Strömung unbeeinflusst detektiert. Teilt
man den Receiver in der Abbildung in eine obere und untere Hälfte, wird der Teil der Strömung
aus der unteren Hälfte direkt beobachtet. In der oberen Hälfte ist die Ausströmung nicht direkt
sichtbar (roter Bereich). Durch die Interaktion mit der Umgebungsluft nimmt zum einen die
Konzentration und zum anderen die Temperatur des Tracergases über die Entfernung von dem
Receiver ab, so dass die Intensität der Strahlung des Gases, das aus einem roten Bereich in
eine grünen wechselt, im Vergleich zur Strahlung von Gas, das direkt in einem grünen Bereich
ausströmt, kleiner ist.
Die Messung an dem Braunkohlekraftwerk zeigt, dass die Infrarotthermographie von Gasströ-
mungen generell auch über größere Entfernungen anwendbar ist. Die Temperatur des Rauch-
gases liegt mit etwa 180°C auf einem ähnlichen Niveau wie die der Rückführluft, so dass der
wesentliche Unterschied zur Messung am Receiver in der CO2-Konzentration liegt. CO2 ist
der Hauptbestandteil der Verbrennung von Braunkohlebriketts, die vom Kraftwerksbetreiber
eingesetzt wurden. Diese Messung zeigt, dass die Konzentration ein wichtiger Einflussparame-
ter ist, allerdings kann diese nicht beliebig gesteigert werden, da in der IIT das Tracergas nur
in geringen Konzentrationen beigegeben werden wird.
Der Vergleich der Messung mit und ohne CO2-Filter zeigt, dass der Einsatz des Filters hier
gerechtfertigt ist und das Signal deutlich hervorhebt.
Abbildung 7.4.: Vergleich der Receivergeometrien. Links ein nach außen gewölbter Receiver
wie der Hauptreceiver des STJ, rechts ein flacher Receiver wie auf der For-
schungsebene. In grün ist jeweils der Bereich der Ausströmung dargestellt, der
von der Kamera detektiert werden kann. Rote Bereiche können von der Kame-
ra nicht gesehen werden. Bei flachen Receivern ist die gesamte Ausströmung
sichtbar, bei gewölbten Receivern ist ein Teil der Ausströmung verdeckt.
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7.3. Anwendung des PIV Algorithmus
Wendet man auf visualisierte Strömung einen PIV-Algorithmus an, lassen sich Geschwindig-
keitsfelder erstellen. Dies ist exemplarisch in Abbildung 7.5 dargestellt. Es ist anzumerken, dass
der Algorithmus bei diesen Daten relativ fehleranfällig ist und hinreichend gute Ergebnisse nur
durch eine Mittelung über hunderte Bilder erhalten werden können. Da die Strömung turbu-
lent ist und einige Bereiche zeitweise nicht durchströmt werden, ist diese Mittelung mit einem
systematischen Fehler zu kleineren Geschwindigkeiten versehen. Die hier gezeigten Geschwin-
digkeitsfelder sollen eher die Anwendbarkeit des PIV-Algorithmus auf die mittels IIT gewonnen
Daten zeigen, als quantitative Aussagen abzuleiten.
Mit dieser Einschränkung sollen einige Auffälligkeiten der Geschwindigkeitsfelder dargestellt
werden. Bemerkenswert hierbei ist, dass im Mittelwert keine Strömungskomponente wieder
zum Receiver führt. Daraus ließe sich schließen, dass die Rückführluft nicht mehr zurückge-
wonnen werden kann, sobald diese ein Stück weit vom Receiver entfernt ist. Die eigentliche
Luftrückführung findet nahe am Receiver statt und kann in den hier aufgenommenen Daten
nicht gesehen werden. Die Geschwindigkeitsvektoren zeigen eine deutliche Aufwärtsrichtung.
Dies kann durch den Auftrieb, der durch die Temperaturdifferenz der Rückführluft zur Umge-
bung verursacht wird, erklärt werden.
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Abbildung 7.5.: Ergebnis des PIV-Algorithmus an Messdaten des Hauptreceivers. Die mittleren
Geschwindigkeiten streuen in einem Berich von ca 1 bis 2,4 m/s.
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Ergebnisse 7.3 Anwendung des PIV Algorithmus
Abbildung 7.6.: Ergebnis des PIV-Algorithmus an Messdaten der Forschungsebene. Die Ge-
schwindigkeiten liegen etwa im Bereich von 0,7 bis 2,5 m/s
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8. Einschränkungen der IIT
Wie jedes Verfahren, weist auch die IIT Schwächen auf, die hier dargestellt werden sollen. Die
Temperaturabhängigkeit der Signalstärke stellt eine Einschränkung für das Verfahren dar. Ist
die Gasströmung auf niedrige Temperaturen begrenzt, lässt sich die IIT evtl. nicht anwenden
oder ist auf kurze Abstände zum Messobjekt angewiesen. Bspw. war die Temperatur der
Warmluft beim STJ durch eine Temperaturbeschränkung von Klappen im Strömungsweg auf
ca. 200°C begrenzt.
Das Messverfahren integriert die Strahlung über die Sichtlinie. Im Gegensatz z.B. zum PIV-
Verfahren kann hierdurch nicht die Strömung in einer Ebene dargestellt werden. Bei stark
turbulenten Strömungen schränkt dies die Aussagekraft der Ergebnisse deutlich ein.
Der hier eingesetzte Tracer (CO2) weist eine klimaschädliche Wirkung auf. Allerdings ist das
Global Warming Potential (GWP) des CO2 mit eins relativ gering. Außerdem wird der Tracer
nur kurzfristig und in kleinen Mengen eingesetzt, so dass diese Wirkung vernachlässigt werden
kann.
Das Verfahren ist prinzipiell dazu geeignet, Messungen im größeren Maßstab durchzuführen.
Allerdings liegt derzeit hierin auch eine Schwäche des Verfahrens. Die Auflösung bzw. die
Pixelzahl heutiger Infrarotkameras ist verglichen mit CCD-Kameras deutlich geringer. Wie fein
ein Objekt aufgelöst werden kann, hängt von der eingesetzten Optik, der Entfernung und der
Detektorgröße ab, wobei letztere vereinfacht durch die Pixelzahl charakterisiert ist. Abbildung
8.1 zeigt die Abbildung eines Gegenstandes über eine Linse auf einer Bildebene, dem Detektor.
Wie groß der Bereich ist, den ein Detektorpixel vom Gegenstand abbildet, kann über folgende
Gleichung berechnet werden:










Gegenstandsweite g Bildweite b
Brennweite f
Abbildung 8.1.: Vereinfachter Strahlengang bei der Abbildung eines Gegenstandes
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Die Größe eines Detektors (B) der eingesetzten Kamera beträgt 15 µm x 15 µm. Weiterhin
wurde ein Teleobjektiv mit Brennweite (f) von 100 mm für die Messungen benutzt. Die Ent-
fernung (g) zwischen Messobjekt und Kamera betrug bei der Messung am Hauptreceiver ca.
114 m und an der Forschungsebene ca. 56 m. Die Kamera verfügte über eine Auflösung von
640 x 512 Pixeln. Hieraus ergeben sich Pixelgrößen von ca. 1,7 cm im Fall des Hauptreceivers
und 0,8 cm bei der Messung an der Forschungsebene. Diese Werte sind ebenfalls in Tabelle
8.1 aufgelistet.
Die Genauigkeit von Kameras im sichtbaren Bereich, z.B. beim BOS-Verfahren, kann hierdurch
nicht erreicht werden. Weiterhin ergeben sich schnell signifikante Fehler, sofern bspw. durch
das Glätten Randbereiche abgeschnitten werden.
Das wahrscheinlich größte Hindernis bei der IIT sind die Kosten einer IR-Kamera. Der apparati-
ve Aufwand zur Durchführung einer IIT ist vergleichbar mit dem Aufbau einer BOS-Messung,
bei der ein natürlicher Hintergrund verwendet wird. Allerdings sind die Kosten für die An-
schaffung einer Kamera im Infrarotbereich um ein Vielfaches höher als für eine Kamera im
sichtbaren Bereich. Sofern sich die Kosten für IR-Kameras zukünftig nicht stark reduzieren,
wird das IIT auf Spezialanwendungen beschränkt bleiben.
Tabelle 8.1.: Berechnungen zur Abbildung der IR-Kamera
Messung Entfernung [m] Pixelgröße [mm] Bildgröße [m]
Hauptreceiver ~114 17,085 10,934 x 8,7485
Forschungsebene ~56 8,385 5,3664 x 4,2931
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9. Zusammenfassung und Ausblick
In dieser Arbeit wurde ein Verfahren vorgestellt, mit dem es prinzipiell einfach ist, die Strömung
von offenen volumetrischen Receivern zu visualisieren. Dies ist mit anderen Messverfahren nicht
möglich, was in Kapitel 2 gezeigt wurde. Auch wenn dieses Verfahren unabhängig entwickelt
wurde, liegen die zeitlichen Ursprünge deutlich vor dieser Arbeit. Allerdings sind diese Ansätze
nicht über den Labormaßstab hinaus betrieben worden und die hier durchgeführten Messungen
sind die ersten in einem größeren Maßstab. Die Induced Infrared Thermography beruht darauf,
dass Gase Strahlung in gewissen Bereichen emittieren und absorbieren. Durch die Absorpti-
on von Gasen in der Atmosphäre gibt es Wellenlängenbereiche, in der keine Solarstrahlung
über die gesamte Atmosphäre transmittiert wird. Soll Strahlung in diesem Bereich detektiert
werden, kann dies sogar mit der Atmosphäre im Hintergrund erfolgen. Bei der IIT wird einer
Gasströmung ein Tracer hinzugefügt, der dafür ursächlich ist, dass die Strömung nach Zu-
gabe Infraroteigenschaften in einem Bereich aufweist, der zuvor nicht aktiv war. Durch die
Temperatur der Gasströmung emittiert der Tracer Strahlung, die mittels einer Infrarotkamera
detektiert werden kann. Die Menge der emittierten Strahlung hängt im Wesentlichen von der
Gastemperatur, aber auch von der Konzentration, dem Druck und der Länge des Gases ab.
Diese Zusammenhänge und die Schwächung durch die Atmosphäre sind in Kapitel 3 erläutert.
Aufgrund der Extinktion auf dem Weg durch die Atmosphäre können nur schwache Signale
detektiert werden. In Kapitel 4 wird gezeigt, wie man trotzdem die Signale weitgehend isolieren
kann. Dies erfolgt über die Subtraktion eines dynamischen Minimalbildes, die Anpassung des
dargestellten Intensitätsbereichs und die Glättung der Bilder mittels des VBM3D-Algorithmus.
Die hier durchgeführten Messungen (Kapitel 5 und 6) visualisieren zum ersten Mal die Strö-
mungsverhältnisse vor einem offenen volumetrischen Receiver. Diese Strömung ist turbulent
und durch die natürliche Konvektion dominiert. Allerdings können Windeinflüsse auch dazu
führen, dass der Strömungsverlauf umgekehrt wird (Kapitel 7).
Das IIT in der jetzigen Form bietet noch Verbesserungspotenzial und weitere Möglichkeiten,
die im Folgenden skizziert werden:
Bisher wurde nur die Emission von dem Gas betrachtet und der Receiver möglichst nicht in
dem Bild erfasst. Da nach dem Kirchhoffschen Gesetz spektrale Emission gleich spektraler
Absorption ist, kann sich auch die Strömung vor dem Receiver beobachten lassen. Hierzu ist
der Receiver als Hintergrund und eine kurze Integrationszeit zu wählen. Durch die Absorption
der Festkörperstrahlung des Receivers erscheinen Bereiche, in denen CO2 ausströmt, dunkler.
Durch den Einsatz von trainierten Filtern lässt sich möglicherweise eine Echtzeitanwendung
realisieren. Hierbei werden die Filter oﬄine mit Messdaten trainiert und die Filterkoeffzienten
in Tabellen hinterlegt. In der Anwendung müssen die Koeffizienten dann nicht mehr berechnet
werden, sondern werden lediglich in der Tabelle nachgeschlagen. Weiterhin könnte der Einsatz
von lernenden Filtern die Auswertung bzw. die Glättung verbessern. [SYLL14]
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Werden mehrere Infrarotkameras eingesetzt, lässt sich die Strömung räumlich visualisieren
bzw. lassen sich die Geschwindigkeiten bestimmen. Dies würde ähnlich wie die Auswertung
eines Computertomographen erfolgen.
Es können andere Tracer als CO2 eingesetzt werden, wobei CO2 einen sehr hohen Absorpti-
onskoeffizienten aufweist (den höchsten der in HITRAN tabellierten Moleküle). Wasser weist
bspw. starke Infraroteigenschaften auf. So kann die Rückführluft durch Dampfzugabe gesät-
tigt und die Abstrahlung des Wassers detektiert werden. Durch andere Tracermoleküle ist der
Einsatz von günstigeren LWIR-Kameras möglich.
Weiterhin gibt es mehrere Möglichkeiten, die Signalstärke in der Anwendung zu erhöhen bzw.
lässt sich die IIT zur Visualisierung der Luftrückführung bei weiteren Anwendungen benutzen.
Zunächst lässt sich die CO2-Konzentration bei den hier durchgeführten Messungen leicht durch
die Verwendung mehrerer Gasflaschen erhöhen. Dies führt zu einer größeren Signalstärke und
folglich zu einer leichteren Visualisierung. Weiterhin können die Druckminderer beheizt werden,
so dass die Gasleitungen nicht vereisen und dadurch evtl. mehr CO2 in den Luftweg gelangt.
Das CO2 an sich lässt sich beheizen und evtl. kurz vor dem Receiver eindüsen, so dass die
Temperaturbeschränkung durch die Klappen im Warmluftweg von 200°C nicht eingehalten
werden muss.
Da zukünftig neben dem STJ ein weiterer Multifokusturm errichtet wird, lassen sich die Mes-
sungen aus erhöhten Blickwinkeln wiederholen. Je nach Höhe des Mulitfokusturms können so-
gar BOS-Messungen mit natürlichem Hintergrund möglich werden. Falls sich die Anwendung
offener volumetrischer Receiver verbreitet, können Anwendungen mit höheren Warmlufttem-
peraturen entstehen. Von Storch et al. [vSSRH15] haben bspw. einen Prozess zur Erdgasre-
formation vorgeschlagen, bei dem die Warmluft mit ca. 300°C ausgeblasen wird. Wie vorher
gezeigt wurde, erhöht sich durch höhere Temperaturen die Gasstrahlung signifikant.
Bei einem bekannten Strömungsfeld und bekannter Tracerkonzentration lässt sich mit der
IIT die Tracertemperatur bestimmen, sofern andere Strahlungseinflüsse bspw. durch Abzug
eines ungestörten Referenzbildes eliminiert werden können. Durch die erstellten Geschwindig-
keitsfelder kann ebenfalls die Temperatur abgeschätzt werden. Die Auftriebskraft bewirkt eine
Beschleunigung des Gases nach oben, bis die Reibung mit der Luft diese Kraft kompensiert.
Sofern bei der Ausströmung noch keine Aufwärtsgeschwindigkeit besteht, lässt sich über die
Beschleunigung auf die Dichte und damit auf die Temperatur schließen. Bei bekannter Kon-
zentration kann dann mittels der IIT die Ausströmbreite bestimmt werden.
Mit den quantitativen Werten zur Luftrückführrate, die von Tiddens et al. [TRSH15] be-
stimmt wird, kann man eine Heuristik entwickeln, die aus der Signalstärke oder der sichtbaren
Ausströmfläche auf die Rückführrate schließt.
Die IIT kann dazu dienen, numerische Berechnungen zu validieren. Hier wurde ein ähnliches
Strömungsverhalten wie bei der Simulation von 4 Absorbercups beobachtet [MQ15], allerdings
konnten die Ergebnisse weder verifiziert noch falsifiziert werden. Zum einen ist die Datenmenge
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der Geschwindigkeitsfelder in dieser Arbeit zu gering um quantitative Aussagen zu treffen, zum
anderen wurden die Messungen hier auf weit größeren Skalen durchgeführt.
Weitere Messungen mit höheren Temperaturen oder Tracerkonzentrationen sind wünschens-
wert. Mit weiteren Daten lässt sich der Einfluss des Windes besser abschätzen und die un-
gestörte Strömung besser verstehen. Dies kann zu verbesserten Designs der Receiver führen,





A. Zusammensetzung trockener Luft
Tabelle A.1.: Zusammensetzung der trockenen Luft nach Vollmer[VM10, S. 53]
Gas Symbol Volumen-% Konzentration Anteil häufigstes(ppm) Isotrop [#HITRAN2015]
Stickstoff N2 78,08 - 99,27% [14N2]
Sauerstoff O2 20,95 - 99,53% [16O2]
Argon Ar 0,93 - -
Kohlenstoffdioxid CO2 0,0388 388 98,42% [12C 16O]
Neon Ne 0,0018 18 -
Helium He 0,0005 5 -
Methan CH4 0,00018 1,8 98,88% [12C 1H4]
Wasserdampf H2O variabel variabel 99,73% [1H2 16O]
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2.3 Technische Daten 
 
Modell  ImageIR® 5100 ImageIR® 5300 ImageIR® 5800 ImageIR® 8300 ImageIR® 8800
Spektralbereich (0,8 ... 2,5) µm (2 ... 5) μm (8 ... 9,3) µm (2 ... 5) μm (8 ... 12) µm 
Bildformat (320 x 256) (320 x 256) (320 x 256) (640 x 512) (640 x 512) 
Detektor MCT MCT oder InSb MCT oder QWIP MCT oder InSb MCT oder QWIP 
Detektorkühlung thermoelektrisch Stirlingkühler Stirlingkühler Stirlingkühler Stirlingkühler 
Temperatur-
auflösung 
– 0,025 K @ 30 °C 0,025 K @ 30 °C 0,025 K @ 30 °C 0,025 K @ 30 °C
Temperatur-
messbereich 
– (-40 ... 1.200) °C (optional bis 2.000 °C) 
Lagertemperatur (-40 ... 70) °C (-40 ... 70) °C (-40 ... 70) °C (-40 ... 70) °C (-40 ... 70) °C 
Betriebs- 
temperatur 
(-20 ... 50) °C (-20 ... 50) °C (-20 ... 50) °C (-20 ... 50) °C (-20 ... 50) °C 
Dynamikbereich 14 bit 14 bit 14 bit 14 bit 14 bit 
Fenstermodus Nein Ja Ja Ja Ja 
Bildrate (Vollbild/ 
Halbbild/Viertelbild) 
(1 ... 100) Hz/-/- bis 250/900/3.000 Hz 
optional: 10.000 Hz Zeile 
bis 100/325/850 Hz 
optional: 2.000 Hz Zeile 















3 kg 3 kg 3,5 kg 3 kg 3,5 kg 




Typ Brennweite (mm) Verfügbarkeit 
Weitwinkelobjektiv 12 ImageIR® 5300, 5800, 8300, 8800 
Normalobjektiv 25 ImageIR® 5300, 5800, 8300, 8800 
Teleobjektiv 50 ImageIR® 5300, 5800, 8300, 8800 
Teleobjektiv 100 ImageIR® 5300, 5800, 8300, 8800 
Close-Up 500 mm für Teleobjektiv 100 mm  ImageIR® 5300, 8300 
Close-Up 1.000 mm für Teleobjektiv 100 mm  ImageIR® 5300, 8300 
Mikroskopobjektiv M = 1,0x  ImageIR® 5300, 8300 
Mikroskopobjektiv M = 2,5x  ImageIR® 5300, 8300 






















Weitwinkelobjektiv 12 0,2 42,0 x 34,2 2,4 1,2 
Normalobjektiv 25 0,4 21,7 x 17,5 1,2 0,6 
Teleobjektiv 1 50 1,0 11,0 x 8,8 0,6 0,3 











Close-Up 500 mm für Teleobjektiv  
100 mm 
500 48 x 39 150 75 
Close-Up 1.000 mm für Teleobjektiv  
100 mm 
1.000 96 x 77 300 150 
Mikroskop M = 1,0x - 195 25 30 15 
Mikroskop M = 2,5x - 21  12 6 


























Weitwinkelobjektiv 13 0,05 40,5 x 32,9 43,0 x 35,0 2,3 1,2 
Normalobjektiv 25 0,2 21,7 x 17,5 23,1 x 18,6 1,2 0,6 
Teleobjektiv 1 50 0,5 11,0 x 8,8 11,7 x 9,4 0,6 0,3 
Teleobjektiv 2 75 3,0 7,3 x 5,9 7,8 x 6,3 0,3 0,2 
Teleobjektiv 3 100 1,5 5,5 x 4,4 5,9 x 4,7 0,2 0,16 





























































































































































































































Abbildung D.1.: Absorptionskoeffizient des
CO2
Wellenlänge [µm]


















































Abbildung D.3.: Absorptionskoeffizient von
Stickstoff
Wellenlänge [µm]
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