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ABSTRACT. In this paper, we give an explicit formula for the Szego˝ kernel for (0, q)
forms on the Heisenberg group Hn+1.
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1. INTRODUCTION
Let (X, T 1,0X) be a CR manifold of dimension 2n + 1, n ≥ 1, and let 
(q)
b be the
Kohn Lalpacian acting on (0, q) forms. The orthogonal projection S(q) : L2(0,q)(X)→
Ker
(q)
b onto Ker
(q)
b is called the Szego˝ projection, while its distribution kernel
S(q)(x, y) is called the Szego˝ kernel. The study of the Szego˝ projection and kernel
is a classical and important subject in several complex variables and CR geometry.
When X is compact, strongly pseudoconvex and 
(0)
b has L
2 closed range, Boutet
de Monvel-Sjo¨strand [1] showed that S(0)(x, y) is a complex Fourier integral op-
erator with complex phase. In particular, S(0)(x, y) is smooth outside the diagonal
of X × X and there is a precise description of the singularity on the diagonal
x = y, where S(0)(x, x) has a certain asymptotic expansion. The second-named
author [5] showed that if X is compact, the Levi form is non-degenerate and 
(q)
b
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has L2 closed range for some q ∈ {0, 1, . . . , n− 1}, then S(q)(x, y) is a complex
Fourier integral operator.
When X is non-compact or 
(q)
b has no L
2 closed range, it is very difficult to
study the Szego˝ kernel. In this work, we give an explicit formula for the Szego˝
kernel for (0, q) forms on the Heisenberg group Hn+1 = C
n × R. Our results tell
us that in the Heisenberg group case, the Szego˝ kernel for (0, q) forms is also a
complex Fourier integral operator. Note that in the Heisenberg group case, 
(q)
b
may has no L2 closed range.
Only few examples of CR manifolds with explicit Szego˝ kernels are known. To
give a closed formula of the Szego˝ kernel is not only a problem of its own interest
but also significant for the general theory. For example, when X is asymptotically
flat, the explicit Szego˝ kernel on the Heisenberg group was used in positive mass
theorem in CR geometry [2], [7], [8].
We now formulate our main results. We refer to Section 2 for some notations
and terminology used here. Let Hn+1 = C
n × R be the Heisenberg group. We
use x = (z, x2n+1) = (x1, . . . , x2n+1) to denote the coordinates on Hn+1, where
z = (z1, . . . , zn), zj = x2j−1 + ix2j , j = 1, . . . , n. We denote by T
1,0Hn+1 the CR
structure on Hn+1 which is given by
T 1,0Hn+1 := spanC{Zj : Zj =
∂
∂zj
− iλjzj
∂
∂x2n+1
, j = 1, · · · , n}
where λj ∈ R, ∀j, are given real numbers. We denote by T
0,1Hn+1 the complex
conjugate of T 1,0Hn+1. Set T = −
∂
∂x2n+1
. Fix a Hermitian metric on CTHn+1
denoted by 〈·|·〉 such that
T⊥T 1,0Hn+1⊥T
0,1Hn+1,
〈T |Zj〉 = 0, 〈Zj|Zk〉 = 〈Zj |Zk〉 = δjk, ∀j, k = 1, · · · , n.
Take dµHn+1 := 2
ndx1 ∧ · · · ∧ dx2n+1 be the volume form on Hn+1.
Denote by T ∗1,0Hn+1 and T
∗0,1Hn the dual bundles of T
1,0Hn+1 and T
0,1Hn+1,
respectively. Define the vector bundle of (0, q)-forms by ΛqT ∗0,1Hn+1. Put
Λ•T ∗0,1Hn+1 := ⊕
n
q=0Λ
qT ∗0,1Hn+1.
The Hermitian metric 〈·|·〉 on CTHn+1 induces by duality a Hermitian metric on
CT ∗Hn+1 and also on Λ
•T ∗0,1Hn+1. We shall also denote all these induced metrics
by 〈·|·〉. We can check that the dual frame of {Zj , Zj ,−T ; j = 1, . . . , n}
n
j=1 is
{dzj, dzj , ω0; j = 1, 2, . . . , n}, where dzj = dx2j−1 + idx2j , j = 1, . . . , n, and
(1.1) ω0(x) = dx2n+1 +
n∑
j=1
i(λjzjdzj − λjzjdzj).
Thus, one has
ΛqT ∗0,1Hn+1 = spanC{dzj1 ∧ · · · ∧ dzjq ; 1 ≤ j1 < · · · < jq ≤ n}.
Let D ⊂ Hn+1 be an open subset. Let Ω
0,q(D) denote the space of smooth
sections of ΛqT ∗0,1Hn+1 over D. Let Ω
0,q
0 (D) be the subspace of Ω
0,q(D) whose ele-
ments have compact support in D. Let ( · | · ) be the L2 inner product on Ω0,q0 (Hn+1)
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induced by 〈 · | · 〉 and the volume form dµHn+1 and let ‖·‖ denote the corresponding
norm. Then for all u, v ∈ Ω0,q0 (Hn+1)
(1.2) (u|v) =
∫
Hn+1
〈u|v〉dµHn+1.
Let L2(0,q)(Hn+1) be the completion of Ω
0,q
0 (Hn+1) with respect to (·|·). We write
L2(Hn+1) := L
2
(0,0)(Hn+1). We extend ( · | · ) to L
2
(0,q)(Hn+1) in the standard way. For
f ∈ L2(0,q)(Hn+1), we denote ‖f‖
2 := ( f | f ). Let
(1.3) ∂b : Ω
0,q(Hn+1)→ Ω
0,q+1(Hn+1)
be the tangential Cauchy-Riemann operator. We extend ∂b to L
2
(0,r)(Hn+1), r =
0, 1, . . . , n, by
(1.4) ∂b : Dom ∂b ⊂ L
2
(0,r)(Hn+1)→ L
2
(0,r+1)(Hn+1) ,
whereDom ∂b := {u ∈ L
2
(0,r)(Hn+1); ∂bu ∈ L
2
(0,r+1)(X)} and, for any u ∈ L
2
(0,r)(Hn+1),
∂bu is defined in the sense of distributions. We also write
(1.5) ∂
∗
b : Dom ∂
∗
b ⊂ L
2
(0,r+1)(Hn+1)→ L
2
(0,r)(Hn+1)
to denote the Hilbert space adjoint of ∂b in the L
2 space with respect to ( · | · ). Let

(q)
b denote the (Gaffney extension) of the Kohn Laplacian given by
Dom
(q)
b
=
{
s ∈ L2(0,q)(Hn+1); s ∈ Dom ∂b ∩ Dom ∂
∗
b , ∂bs ∈ Dom ∂
∗
b , ∂
∗
bs ∈ Dom ∂b
}
,

(q)
b s = ∂b∂
∗
bs+ ∂
∗
b∂bs for s ∈ Dom
(q)
b .
(1.6)
By a result of Gaffney, for every q = 0, 1, . . . , n, 
(q)
b is a positive self-adjoint oper-
ator (see [9, Proposition3.1.2]). That is, 
(q)
b is self-adjoint and the spectrum of

(q)
b is contained in R+, q = 0, 1, . . . , n. Let
(1.7) S(q) : L2(0,q)(Hn+1)→ Ker
(q)
b
be the orthogonal projection with respect to the L2 inner product ( · | · ) (Szego˝
projection) and let
(1.8) S(q)(x, y) ∈ D′(Hn+1 ×Hn+1,Λ
qT ∗0,1Hn+1 ⊠ (Λ
qT ∗0,1Hn+1)
∗)
denote the distribution kernel of S(q) (Szego˝ kernel). Put Hqb(Hn+1) := Ker
(q)
b .
Our first result is the following
Theorem 1.1. If λj = 0 for some j, then
Hqb(Hn+1) = {0} .
Suppose that all λj are non-zero and let n− be the number of negative λjs and n+
be the number of positive λjs. If q /∈ {n−, n+}, then
Hqb(Hn+1) = {0} .
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In view of Theorem 1.1, we only need to consider the non-degenerate case, that
is, all λj are non-zero. We now state our explicit formula for S
(q) in the non-
degenerate case. We introduce some notations and definitions. Consider the two
functions
ϕ−(x, y)
= −x2n+1 + y2n+1 + i
n∑
j=1
|λj||zj − wj|
2 + i
n∑
j=1
λj(zjwj − zjwj) ∈ C
∞(Hn+1 ×Hn+1),
ϕ+(x, y)
= x2n+1 − y2n+1 + i
n∑
j=1
|λj||zj − wj|
2 + i
n∑
j=1
λj(zjwj − zjwj) ∈ C
∞(Hn+1 ×Hn+1).
(1.9)
Let ϕ ∈ {ϕ−, ϕ+} be one of the functions defined above. Fix q = 0, 1, . . . , n. For
u ∈ Ω0,q0 (Hn+1), by using integration by parts with respect to y2n+1 several times,
we can show that
lim
ε→0+
∫
Hn+1
1(
− i(ϕ(x, y) + iε)
)n+1u(y)dµHn+1(y)
exists for every x ∈ Hn+1,
(1.10) lim
ε→0+
∫
Hn+1
1(
− i(ϕ(x, y) + iε)
)n+1u(y)dµHn+1(y) ∈ Ω0,q(Hn+1)
and the operator
I(q)ϕ : Ω
0,q
0 (Hn+1)→ Ω
0,q(Hn+1),
u 7→ lim
ε→0+
∫
Hn+1
1(
− i(ϕ(x, y) + iε)
)n+1u(y)dµHn+1(y) ∈ Ω0,q(Hn+1)
(1.11)
is continuous. Moreover, we will show in Theorem 4.1 and Corollary 4.2 that there
is a constant C > 0 such that∥∥I(q)ϕ u∥∥ ≤ C ‖u‖ , ∀u ∈ Ω0,q0 (Hn+1).
Thus, we can extend I
(q)
ϕ to L2(0,q)(Hn+1) in the standard way and we have that
(1.12) I(q)ϕ : L
2
(0,q)(Hn+1)→ L
2
(0,q)(Hn+1)
is continuous. We first state our main result for positive case.
Theorem 1.2. Assume that λj > 0 for every j = 1, 2, . . . , n. With the notations used
above, we have
(1.13) S(0) =
|λ1| · · · |λn|
2pin+1
n!I(0)ϕ− on L
2(Hn+1).
We now consider non-positive case. Let r ∈ N. For a multi-index J = (j1, . . . , jr) ∈
{1, . . . , n}r we set l(J) = r. We say that J is strictly increasing if 1 6 j1 < j2 <
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· · · < jr 6 n and we put dz
J = dzj1 ∧ · · · ∧ dzjr . Let u ∈ ⊕
n
q=0L
2
(0,q)(Hn+1). We have
the representation
u =
∑′
1≤l(J)≤n
uJ(z)dz
J + u0(z), u0(z) ∈ L
2(Hn+1),
where
∑′
means that the summation is performed only over strictly increasing
multi-indices. Suppose that all λj are non-zero and let n− be the number of nega-
tive λjs. Assume that n− > 0 and suppose that λ1 < 0, . . . , λn− < 0. Put
Jn− = (1, . . . , n−),
Jn+ = (n− + 1, . . . , n) if n− < n.
(1.14)
Consider the operator
τ− : ⊕
n
q=0L
2
(0,q)(Hn+1)→ L
2
(0,n−)
(Hn+1),
u =
∑′
1≤l(J)≤n
uJdz
J + u0(z) 7→ uJn
−
dzJn− .(1.15)
If n− < n, set
τ+ : ⊕
n
q=0L
2
(0,q)(Hn+1)→ L
2
(0,n−n−)
(Hn+1),
u =
∑′
1≤l(J)≤n
uJdz
J + u0(z) 7→ uJn+dz
Jn+ .(1.16)
If n− = n, set
τ+ : ⊕
n
q=0L
2
(0,q)(Hn+1)→ L
2(Hn+1),
u =
∑′
1≤l(J)≤n
uJdz
J + u0(z) 7→ u0(z).
(1.17)
Then τ− and τ+ are continuous operators. Our main result for (0, q) forms is the
following
Theorem 1.3. Suppose that all λj are non-zero and let n− be the number of negative
λjs. Assume that n− > 0. Let q ∈ {n−, n+}, where n+ = n− n−. With the notations
used above, we have
S(q) =
|λ1| · · · |λn|
2pin+1
n!I(n−)ϕ− ◦ τ− +
|λ1| · · · |λn|
2pin+1
n!I(n+)ϕ+ ◦ τ+ on L
2
(0,q)(Hn+1).
Remark 1.4. With the notations and assumptions used in Theorem 1.3, suppose
q = n− and n− 6= n+. Since τ+u = 0 for every u ∈ L
2
(0,q)(X), we get
S(q) =
|λ1| · · · |λn|
2pin+1
n!I(n−)ϕ− ◦ τ−.
If q = n− = n+, the operators I
(n−)
ϕ− ◦ τ− and I
(n+)
ϕ+ ◦ τ+ are non-trivial.
Remark 1.5. It should be notice that the operator I
(q)
ϕ in (1.11) is a complex Fourier
integral operator ∫ ∞
0
eitϕ(x,y)
1
n!
tndt
with complex phase ϕ and symbol 1
n!
tn (see the discussion in the beginning of Sec-
tion 4).
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In Section 7 we show how S(0) is related to a weighted Bergman kernel on Cn
(see Theorem 7.6).
2. PRELIMINARIES
We shall use the following notations: N = {1, 2, . . .}, N0 = N ∪ {0}, R is the
set of real numbers, R+ := {x ∈ R; x ≥ 0}. Let m ∈ N. For a multi-index α =
(α1, . . . , αm) ∈ N
m
0 , we denote by |α| = α1 + . . .+ αm its norm and by l(α) = m its
length. α is strictly increasing if α1 < α2 < . . . < αm.
Let z = (z1, . . . , zn), zj = x2j−1 + ix2j , j = 1, . . . , n, be coordinates of C
n. Let
α = (α1, . . . , αn) ∈ N
n
0 be a multi-index. We write
zα = zα11 . . . z
αn
n , z
α = zα11 . . . z
αn
n ,
∂
∂zj
=
1
2
( ∂
∂x2j−1
− i
∂
∂x2j
)
,
∂
∂zj
=
1
2
( ∂
∂x2j−1
+ i
∂
∂x2j
)
, j = 1, . . . , n.
For j, s ∈ Z, set δj,s = 1 if j = s, δj,s = 0 if j 6= s.
Let M be a C∞ paracompact manifold. We let TM and T ∗M denote the tan-
gent bundle of M and the cotangent bundle of M , respectively. The complexified
tangent bundle ofM and the complexified cotangent bundle ofM will be denoted
by CTM and CT ∗M , respectively. Write 〈 · , · 〉 to denote the pointwise standard
pairing between TM and T ∗M . We extend 〈 · , · 〉 bilinearly to CTM × CT ∗M . Let
G be a C∞ vector bundle overM . The fiber of G at x ∈M will be denoted by Gx.
Let E be a vector bundle over a C∞ paracompact manifoldM1. We write G⊠E
∗ to
denote the vector bundle overM ×M1 with fiber over (x, y) ∈M ×M1 consisting
of the linear maps from Ey to Gx. Let Y ⊂ M be an open set. From now on, the
spaces of distribution sections of G over Y and smooth sections of G over Y will
be denoted by D′(Y,G) and C∞(Y,G), respectively.
Let G and E be C∞ vector bundles over paracompact orientable C∞ manifolds
M and M1, respectively, equipped with smooth densities of integration. If A :
C∞0 (M1, E)→ D
′(M,G) is continuous, we write A(x, y) to denote the distribution
kernel of A.
Let H(x, y) ∈ D′(M×M1, G⊠E
∗). We write H to denote the unique continuous
operator C∞0 (M1, E) → D
′(M,G) with distribution kernel H(x, y). In this work,
we identify H with H(x, y).
3. PROOF OF THEOREM 1.1
Consider the affine complex space Cn. Let z = (z1, . . . , zn) = (x1, . . . , x2n)
be complex coordinates of Cn, zj = x2j−1 + ix2j , j = 1, . . . , n. Put dµ(z) =
2ndx1 · · ·dx2n. The following follows from some elementary calculation. We omit
the proof.
Lemma 3.1. Fix q ∈ {0, 1, 2, . . . , n}. Put
λ˜ |z|2 = λ1|z1|
2 + · · ·+ λq|zq|
2 − λq+1|zq+1|
2 − · · · − λn|zn|
2 if 1 ≤ q < n,
λ˜ |z|2 = −λ1|z1|
2 − · · · − λn|zn|
2 if q = 0,
λ˜ |z|2 = λ1|z1|
2 + · · ·+ λn|zn|
2 if q = n.
AN EXPLICIT FORMULA FOR SZEGO˝ KERNELS ON THE HEISENBERG GROUP 7
Consider the expression I(α, η, λ) =
∫
Cn
|zα|2e−2ηλ˜|z|
2
dµ(z) for α ∈ Nn0 , η ∈ R. If
λj = 0 for some j ∈ {1, . . . , n}, then I(α, η, λ) =∞ for all α ∈ N
n
0 and η ∈ R.
Assume that all λj are non-zero and let n− be the number of negative λjs and n+
be the number of positive λjs. If q 6∈ {n−, n+}, then I(α, η, λ) = ∞ for all α ∈ N
n
0
and η ∈ R.
We pause and introduce some notations. Choose χ(θ) ∈ C∞0 (R) so that χ(θ) = 1
when |θ| < 1 and χ(θ) = 0 when |θ| > 2 and set χj(θ) = χ(
θ
j
), j ∈ N. For any
u(z, x2n+1) ∈ Ω
0,q(Hn+1) with ‖u‖ <∞, let
(3.1) uˆj(z, η) =
∫
R
u(z, x2n+1)χj(x2n+1)e
−ix2n+1ηdx2n+1 ∈ Ω
0,q(Hn+1), j = 1, 2, . . . .
From Parseval’s formula, we have∫
Hn+1
|uˆj(z, η)− uˆt(z, η)|
2 dηdµ(z)
= 2pi
∫
Hn+1
|u(z, x2n+1)|
2 |χj(x2n+1)− χt(x2n+1)|
2 dx2n+1dµ(z)→ 0, as j, t→∞.
Thus there is uˆ(z, η) ∈ L2(0,q)(Hn+1) such that uˆj(z, η) → uˆ(z, η) in L
2
(0,q)(Hn+1).
We call uˆ(z, η) the partial Fourier transform of u(z, x2n+1) with respect to x2n+1.
Formally,
(3.2) uˆ(z, η) =
∫
R
e−ix2n+1ηu(z, x2n+1)dx2n+1.
Moreover, we have
(3.3)
∫
Hn+1
|uˆ(z, η)|2dµ(z)dη = 2pi
∫
Hn+1
|u(z, x2n+1)|
2dµ(z)dx2n+1.
From Fubini’s theorem,
∫
Cn
|uˆ(z, η)|2dµ(z) < ∞, for a.e. η ∈ R. More precisely,
there is a measure zero set A0 ⊂ R such that
∫
Cn
|uˆ(z, η)|2dµ(z) <∞, ∀η 6∈ A0.
Similarly, let
(3.4)
uˇj(z, η) =
1
2pi
∫
R
u(z, x2n+1)χj(x2n+1)e
ix2n+1ηdx2n+1 ∈ Ω
0,q(Hn+1), j = 1, 2, . . . .
Then uˇj(z, η) → uˇ(z, η) in L
2
(0,q)(Hn+1) for some uˇ(z, η). We call uˇ(z, η) the partial
inverse Fourier transform of u(z, x2n+1) with respect to x2n+1.
Let u, v ∈ L2(0,q)(Hn+1). Assume that
∫
|u(z, t)|2dt < ∞ and
∫
|u(z, t)|dt < ∞ for
all z ∈ Cn. Then from Parseval’s formula, it is not difficult to check that
(3.5)∫ ∫
〈vˆ(z, η)|u(z, η)〉dµ(z)dη =
∫ ∫
〈v(z, x2n+1)|
∫
eix2n+1ηu(z, η)dη〉dµ(z)dx2n+1.
Lemma 3.2. Let u =
∑′
l(J)=q
uJdzJ ∈ L
2
(0,q)(Hn+1). We have
(3.6) u =
∑′
l(J)=q
uJdzJ ∈ H
q
b(Hn+1)⇔

(
∂
∂zj
− iλjzj
∂
∂x2n+1
)
uJ = 0 , if j ∈ J,(
∂
∂zj
+ iλjzj
∂
∂x2n+1
)
uJ = 0 , if j /∈ J.
in the sense of distribution.
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Proof. Assume u ∈ Hqb(Hn+1). Then ∂bu = 0 and ∂
∗
bu = 0. Choose χ(x) ∈ C
∞
0 (Hn+1)
such that χ ≡ 1 on {x ∈ Hn+1 : |x| ≤ 1} and suppχ ⋐ {x ∈ Hn+1 : |x| < 2}. Set
χj(x) = χ(
x
j
) and vj = uχj(x). Then suppvj ⋐ {x ∈ Hn+1 : |x| < 2j}. It is easy to
see that vj ∈ Dom ∂b
⋂
Dom ∂
∗
b , vj → u in L
2
(0,q)(Hn+1) and ∂bvj = ∂bχj ∧ u. Since
max
x∈Hn+1
|∂bχj(x)| = max
x∈Hn+1
|
∑
k
(
∂
∂zk
+ iλkzk
∂
∂x2n+1
)χ(
x
j
)dzk| ≤ c,
where c is a constant which does not depend on j. Thus, by Dominated conver-
gence theorem ∂bvj → 0 in L
2
(0,q+1)(Hn+1). Similarly, ∂
∗
bvj → 0 in L
2
(0,q−1)(Hn+1).
By Friedrichs Lemma (see Appendix D in [3]), for each j = 1, 2, . . ., there is a
uj ∈ Ω
0,q
0 (Hn+1) such that
(3.7) ‖uj − vj‖ ≤
1
j
, ‖∂buj − ∂bvj‖ ≤
1
j
and ‖∂
∗
buj − ∂
∗
bvj‖ ≤
1
j
.
From (3.7) we have uj → u in L
2
(0,q)(Hn+1), ∂buj → 0 in L
2
(0,q+1)(Hn+1) and ∂
∗
buj →
0 in L2(0,q−1))(Hn+1). We deduce that
(3.8) (qbuj | uj ) = ( ∂buj | ∂buj ) + ( ∂
∗
bvj | ∂
∗
bvj )→ 0 as j →∞.
Write uj =
∑′
l(J)=q
uj,Jdz
J . It is well-known that (see Chapter 10 in [3])
(3.9) qbuj = −
∑′
l(J)=q
((
∑
k 6∈J
ZkZk +
∑
k∈J
ZkZk)ujJ)dzJ ,
where Zk =
∂
∂zk
− iλjzk
∂
∂x2n+1
, k = 1, . . . , n. From (3.8) and (3.9), we have
(3.10)
∑
k 6∈J
‖ZkujJ‖
2 +
∑
k∈J
‖ZkujJ‖
2 → 0, as j →∞, ∀J, l(J) = q.
From (3.10), the direction “⇒” in (3.6) follows.
Let u =
∑′
l(J)=q
uJdzJ ∈ L
2
(0,q)(Hn+1) be arbitrary. Assume that
(3.11)
(
∂
∂zj
+ iλjzj
∂
∂x2n+1
)
uJ = 0 , if j /∈ J
and
(3.12)
(
∂
∂zj
− iλjzj
∂
∂x2n+1
)
uJ = 0 if j ∈ J.
We have
(3.13) ∂bu =
∑′
l(J)=q
∑
1≤j≤n,j /∈J
(
∂
∂zj
+ iλjzj
∂
∂x2n+1
)
uJdzj ∧ dzJ .
From (3.13) and (3.11), we get ∂bu = 0. Moreover, from (3.12), it is easy to see
that
(3.14) ( u | ∂bv ) = 0, ∀v ∈ Ω
0,q−1
0 (Hn+1).
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Let v ∈ Dom ∂b
⋂
L2(0,q−1)(Hn+1). By using Friedrichs Lemma, we can find vj ∈
Ω0,q−10 (Hn+1), j = 1, 2, . . ., such that vj → v ∈ L
2
(0,q−1)(Hn+1) and ∂bvj → ∂bv in
L2(0,q)(Hn+1). From this observation and (3.14), we see that
( u | ∂bv ) = 0 ∀v ∈ Dom ∂b
⋂
L2(0,q−1)(Hn+1)
and hence ∂
∗
bu = 0. The direction “⇐” follows. We get the conclusion of Lemma
3.2. 
Lemma 3.3. Given u =
∑′
l(J)=q
uJdzJ ∈ H
q
b(Hn+1) we have
(3.15)

(
∂
∂zj
+ λjzjη
)
uˆJ(z, η) = 0 if j ∈ J,(
∂
∂zj
− λjzjη
)
uˆJ(z, η) = 0 if j /∈ J
for a.e. η ∈ R and all J , l(J) = q, in the sense of distribution.
Proof. Let A0 ⊂ R be as in the discussion after (3.3). Let ϕ ∈ C
∞
0 (C
n). Fix l(J) = q
and fix j = 1, . . . , n with j 6∈ J . Put h(η) = −
∫
Cn
uˆJ(z, η)(
∂
∂zj
+ λjzjη)ϕ(z)dµ(z) if
η 6∈ A0, h(η) = 0 if η ∈ A0. We can check that
(3.16) |h(η)|2 ≤
∫
Cn
|uˆJ(z, η)|
2dµ(z)
∫
Cn
|(
∂
∂zj
+ λjzjη)ϕ(z)|
2dµ(z).
For R > 0, put gR(η) = h(η)χ[−R,R](η), where χ[−R,R](η) = 1 if −R ≤ η ≤ R and
χ[−R,R](η) = 0 if |η| > R. From (3.16), we have
(3.17)
∫
|gR(η)|
2dη =
∫ R
−R
|h(η)|2dη ≤ CR‖uˆJ(z, η)‖
2 <∞,
where CR > 0 is a constant. Thus, gR(η) ∈ L
2(R) ∩ L1(R). From (3.5), we have
∫ R
−R
|h(η)|2dη =
∫
R
h(η)gR(η)dη
=
∫ ∫
uˆJ(z, η)(
∂
∂zj
+ λjzjη)ϕ(z)gR(η)dηdµ(z)
=
∫ ∫
uJ(z, x2n+1)
∫
R
eix2n+1η(
∂
∂zj
+ λjzjη)ϕ(z)gR(η)dηdµ(z)dx2n+1
=
∫
Hn+1
uJ(z, x2n+1)
(
∂
∂zj
− iλjzj
∂
∂x2n+1
)(
ϕ(z)
∫
R
eix2n+1ηgR(η)dη
)
dµHn+1.
(3.18)
Put S(z, x2n+1) = ϕ(z)
∫
R
eix2n+1ηgR(η)dη. Let uj =
∑′
l(J)=q
ujJdzJ , j = 1, 2, . . .,
be the sequence chosen in (3.7). Then∫ R
−R
|h(η)|2dη = lim
k→∞
∫
Hn+1
ukJZjS(z, x2n+1)dµHn+1
= − lim
k→∞
∫
Hn+1
ZjukJS(z, x2n+1)dµHn+1.
(3.19)
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From (3.10), (3.19) and Ho¨lder’s inequality, we conclude that
∫ R
−R
|h(η)|2dη = 0.
Letting R → ∞, we get h(η) = 0 almost everywhere. Thus, we have proved that
∀j 6∈ J and for a given ϕ(z) ∈ C∞0 (C
n),
∫
Cn
uˆJ(z, η)(
∂
∂zj
+ λjzjη)ϕ(z)dµ(z) = 0 for
a.e. η ∈ R.
Let us consider the Sobolev space W 1(Cn) of distributions in Cn whose deriva-
tives of order ≤ 1 are in L2. Since W 1(Cn) is separable and C∞0 (C
n) is dense in
W 1(Cn), we can find fk ∈ C
∞
0 (C
n), k = 1, 2, . . ., such that {fk}
∞
k=1 is a dense subset
ofW 1(Cn). Moreover, we can find {fk}
∞
k=1 so that for all g ∈ C
∞
0 (C
n) with suppg ⋐
Br := {z ∈ C
n : |z| < r}, r > 0, we can find fk1, fk2 , . . . , suppfkt ⋐ Br, t = 1, 2, . . . ,
such that fkt → g inW
1(Cn), as t→∞.
Now, for each k, we can repeat the method above and find a measurable set
Ak k A0, |Ak| = 0 such that
∫
Cn
uˆJ(z, η)(
∂
∂zj
+ λjzjη)fk(z)dµ(z) = 0, ∀η 6∈ Ak. Put
A = ∪kAλ. Then |A| = 0 and for all η 6∈ A and all k∫
Cn
uˆJ(z, η)(
∂
∂zj
+ λjzjη)fk(z)dµ(z) = 0.
Let ϕ ∈ C∞0 (C
n) with suppϕ ⋐ Br. From the discussion above, we can find
fk1, fk2 , . . . , suppfkt ⋐ Br, t = 1, 2, . . . , such that fkt → ϕ in W
1(Cn) , as t → ∞.
Then for η 6∈ A,
(3.20)∫
Cn
uˆJ(z, η)(
∂
∂zj
+ λjzjη)ϕ(z)dµ(z) =
∫
Cn
uˆJ(z, η)(
∂
∂zj
+ λjzjη)(ϕ(z)− fkt(z))dµ(z).
Fix η /∈ A. By Ho¨lder’s inequality∣∣∣∣∫
Cn
uˆJ(z, η)(
∂
∂zj
+ λjzjη)(ϕ(z)− fkt(z))dµ(z)
∣∣∣∣
≤ C(η)
∑
|α|≤1
∫
Cn
|∂αx (ϕ− fkt)|
2dµ(z)→ 0, as t→∞,
(3.21)
where C(η) > 0 is a constant. Thus, for all η 6∈ A,
(3.22)
∫
Cn
uˆJ(z, η)(
∂
∂zj
+ λjzjη)ϕ(z)dµ(z) = 0, ∀ϕ ∈ C
∞
0 (C
n).
We have proved the second case of (3.15) and the proof of the first case of (3.15)
is the same. The lemma follows. 
It should be mentioned that the partial Fourier transform technique used in the
proof of Lemma 3.3 was inspired by [6].
Proof of Theorem 1.1. Fix q = 0, 1, . . . , n. Assume that
λj = 0 for some j ∈ {1, . . . , n}
or all λj are non-zero but q /∈ {n−, n+},
(3.23)
where n− denotes the number of negative λjs and n+ denotes the number of
positive λjs. Consider u =
∑′
l(J)=q uJdzJ ∈ H
q
b(Hn+1). For every l(J) = q, we can
find
(((z, x2n+1) 7→ uJ(z, x2n+1)) ∈ L
2(Hn+1)
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and hence
((z, η) 7→ uˆJ(z, η)) ∈ L
2(Hn+1),
where uˆJ is the partial Fourier transform of uJ with respect to x2n+1. Since u ∈
Hqb(Hn+1), by Lemma 3.3, for a.e. η ∈ R, we have
(
∂
∂zj
+ λjzjη
)
uˆJ = 0 if j ∈ J,(
∂
∂zj
− λjzjη
)
uˆJ = 0 if j /∈ J,
(3.24)
for all l(J) = q, j = 1, . . . , n. We will show uJ = 0 for all l(J) = q. So let J0,
|J0| = q, be arbitrary. Without loss of generality we can assume J0 = {1, . . . , q}. In
order to simplify the notation we write
λ˜ |z|2 = λ1|z1|
2 + . . .+ λq|zq|
2 − λq+1|zq+1|
2 − . . .− λn|zn|
2 if q ≥ 1,
λ˜ |z|2 = −λ1|z1|
2 − . . .− λn|zn|
2 if q = 0.
Then (3.24) reduces to
(3.25)

∂
∂zj
(
eηλ˜|z|
2
uˆJ0(z, η)
)
= 0 if j ∈ J0, for a.e. η ∈ R,
∂
∂zj
(
eηλ˜|z|
2
uˆJ0(z, η)
)
= 0 if j /∈ J0, for a.e. η ∈ R.
For every η ∈ R, let
FJ0(z1, . . . , zn, η) := e
ηλ˜|z|2uˆJ0(z1, . . . , zq, zq+1, . . . , zn, η) if q ≥ 1,
FJ0(z1, . . . , zn, η) := e
ηλ˜|z|2uˆJ0(z1, . . . , zq, zq+1, . . . , zn, η) if q = 0.
From (3.25), it is easy to see that (z, η) 7→ FJ0(z, η) is holomorphic in z for almost
every η and we have
(3.26)
∫
Hn+1
|FJ0(z, η)|
2e−2ηλ˜|z|
2
dµ(z)dη =
∫
Hn+1
|uˆJ0(z, η)|
2dµ(z)dη <∞
which implies
(3.27)
∫
Cn
|FJ0(z, η)|
2e−2ηλ˜|z|
2
dµ(z) <∞ for almost every η.
Let B be a negligible set of R such that for all η /∈ B, FJ0(z, η) is holomorphic in z
and (3.27) holds. For η /∈ B, we have
FJ0(z, η) =
∑
α∈Nn
0
FJ0,α(η)z
α.
Fix η /∈ B and fix a α0 ∈ N
n
0 . It is easy to see that
|FJ0,α0(η)|
2I(α0, η, λ) ≤
∫
Cn
|FJ0(z, η)|
2e−2ηλ˜|z|
2
dµ(z) <∞,
where I(α0, η, λ) =
∫
Cn
|zα0 |2e−2ηλ˜|z|
2
dµ(z). Under the assumption 3.23 and using
Lemma 3.1, we find I(α0, η, λ) = ∞ for all η ∈ R which implies FJ0,α0(η) = 0.
Thus, for all α ∈ Nn0 , FJ0,α(η) = 0 and hence
∫
Cn
|FJ0(z, η)|
2e−2ηλ˜|z|
2
dµ(z) = 0 for
almost every η ∈ R. By Fubini’s theorem, (3.3) and (3.26), we get
‖uJ0‖
2 =
1
2pi
‖uˆJ0‖
2 =
∫
Hn+1
|FJ0(z, η)|
2e−2ηλ˜|z|
2
dµ(z)dη = 0.
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We have proved that uJ = 0, for all l(J) = q. Thus, H
q
b(Hn+1) = {0} and Theo-
rem 1.1 follows. 
4. COMPLEX FOURIER INTEGRAL OPERATORS
Let ϕ ∈ {ϕ−, ϕ+} be one of the two functions defined in (1.9), that is
ϕ−(x, y)
= −x2n+1 + y2n+1 + i
n∑
j=1
|λj||zj − wj|
2 + i
n∑
j=1
λj(zjwj − zjwj) ∈ C
∞(Hn+1 ×Hn+1),
ϕ+(x, y)
= x2n+1 − y2n+1 + i
n∑
j=1
|λj||zj − wj|
2 + i
n∑
j=1
λj(zjwj − zjwj) ∈ C
∞(Hn+1 ×Hn+1).
Take χ ∈ C∞0 (R) with χ(x) = 1 if |x| ≤ 1 and χ(x) = 0 if |x| > 2. Fix q = 0, 1, . . . , n.
For u ∈ Ω0,q0 (Hn+1), by using integration by parts with respect to y2n+1 several
times, we can show that
lim
ε→0+
∫ ∞
0
∫
Hn+1
eitϕ(x,y)tnχ(εt)u(y)dµHn+1(y)dt
exists for every x ∈ Hn+1,
(4.1) lim
ε→0+
∫ ∞
0
∫
Hn+1
eitϕ(x,y)tnχ(εt)u(y)dµHn+1(y)dt ∈ Ω
0,q(Hn+1)
and the operator
∫ ∞
0
eitϕ(x,y)tndt : Ω0,q0 (Hn+1)→ Ω
0,q(Hn+1),
u 7→ lim
ε→0+
∫ ∞
0
∫
Hn+1
eitϕ(x,y)tnχ(εt)u(y)dµHn+1(y)dt
(4.2)
is continuous. The operator
∫∞
0
eitϕ(x,y)tndt is a complex Fourier integral operator
in the sense of [4]. Again, by using integration by parts with respect to y2n+1
several times, we can show that
lim
ε→0+
∫
Hn+1
∫ ∞
0
e−t
(
−i(ϕ+iε)
)
tnu(y)dtdµHn+1(y)
= lim
ε→0+
∫ ∞
0
∫
Hn+1
eitϕ(x,y)tnχ(εt)u(y)dµHn+1(y)dt.
(4.3)
Note that
(4.4)
∫ ∞
0
e−txtmdt = m!x−m−1 if m ∈ Z, m ≥ 0.
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From (4.4) and (4.3), we deduce that
lim
ε→0+
∫
Hn+1
1(
− i(ϕ(x, y) + iε)
)n+1u(y)dµHn+1(y)
= lim
ε→0+
1
n!
∫ ∞
0
∫
Hn+1
eitϕ(x,y)tnχ(εt)u(y)dµHn+1(y)dt
and hence I
(q)
ϕ = 1n!
∫∞
0
eitϕ(x,y)tndt on Ω0,q0 (Hn+1), where I
(q)
ϕ is given by (1.11). We
need the following
Theorem 4.1. There is a constant C > 0 such that for all ε > 0 and u ∈ Ω0,q0 (Hn+1),
we have
∫
Hn+1
∣∣∣∣∫
Hn+1
∫ ∞
0
χ(εt)eitϕ(x,y)tnu(y)dµHn+1(y)dt
∣∣∣∣2 dµHn+1(x) ≤ C ‖u‖2 .
Proof. We may assume that ϕ = ϕ−. For the case ϕ = ϕ+, the proof is the same.
Let u ∈ Ω0,q0 (Hn+1) be a compactly supported (0, q)-form and set
uˇ(y′, t) :=
1
2pi
∫
u(y′, y2n+1)e
ity2n+1dy2n+1,
where y′ = (y1, . . . , y2n) By Parseval’s formula, we have
(4.5)
∫
|uˇ(y′, t)|
2
dt =
1
2pi
∫
|u(y′, y2n+1)|
2
dy2n+1.
Let
gε(z, t) :=
∫
χ(εt)uˇ(y′, t)χ[0,∞)(t)e
−t|λ||z−w|2−tλ(zw−zw)dµ(y′),
where χ[0,∞)(t) = 1 if t ∈ [0,∞), χ[0,∞)(t) = 0 if t /∈ [0,∞), |λ| |z − w|
2 :=∑n
j=1 |λj| |zj − wj|
2
, iλ(zw−zw) = i
∑n
j=1 λj(zjwj−zjwj) and dµ(y
′) = 2ndy1 · · · dy2n.
Then we find
(4.6)
∫
Hn+1
∫ ∞
0
χ(εt)eitϕ(x,y)tnu(y)dµHn+1(y)dt = (2pi)
∫
tngε(z, t)e
−itx2n+1dt.
By Parseval’s formula again, we have
(4.7)
∫ ∣∣∣∣∫ tngε(z, t)e−itx2n+1dt∣∣∣∣2 dx2n+1 = (2pi) ∫ t2n |gε(z, t)|2 dt.
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From (4.5), (4.6) and (4.7), we have
∫
Hn+1
∣∣∣∣∫ ∞
0
χ(εt)eitϕ(x,y)tnu(y)dµHn+1(y)dt
∣∣∣∣2 dµ(z)dx2n+1
= (4pi)2
∫
Hn+1
∣∣∣∣∫ tngε(z, t)e−itx2n+1dt∣∣∣∣2 dx2n+1dµ(z)
= (8pi)3
∫
Hn+1
t2n |gε(z, t)|
2 dµ(z)dt
= (8pi)3
∫
Hn+1
t2nχ2(εt)
∣∣∣∣∫
Cn
uˇ(y′, t)χ[0,∞)(t)e
−t|λ||z−w|2−tλ(zw−zw)dµ(y′)
∣∣∣∣2 dµ(z)dt
≤ C1
∫
Hn+1
t2nχ2(εt)
(∫
Cn
∣∣uˇ(y′, t)χ[0,∞)(t)∣∣2 e−t|λ||z−w|2dµ(w) ∫
Cn
e−t|λ||z−w|
2
dµ(w)
)
dµ(z)dt
≤ C2
∫
Hn+1
∫
Cn
tn
∣∣χ(εt)uˇ(y′, t)χ[0,∞)(t)∣∣2 e−t|λ||z−w|2dµ(z)dµ(w)dt
≤ C3
∫
Hn+1
∣∣uˇ(y′, t)χ[0,∞)(t)∣∣2 dµ(w)dt
≤ C3
∫
Hn+1
|uˇ(y′, t)|
2
dµ(w)dt =
C3
2pi
∫
Hn+1
|u(y′, y2n+1)|
2
dµ(y),
(4.8)
where C1 > 0, C2 > 0, C3 > 0 are constants independent of ε and u. The theorem
follows. 
From Theorem 4.1, we deduce
Corollary 4.2. There is a constant C > 0 such that∥∥I(q)ϕ u∥∥ ≤ C ‖u‖ , ∀u ∈ Ω0,q0 (Hn+1).
Thus, we can extend I
(q)
ϕ to L2(0,q)(Hn+1) in the standard way and we have that
I(q)ϕ : L
2
(0,q)(Hn+1)→ L
2
(0,q)(Hn+1)
is continuous.
5. PROOF OF THEOREM 1.2
In this Section, we will prove Theorem 1.2. We assume that λj > 0, for all
j = 1, 2, . . . , n. Put
(5.1) S˜(0) :=
|λ1| · · · |λn|
2pin+1
n!I(0)ϕ−.
Lemma 5.1. For every u ∈ L2(Hn+1), we have S˜
(0)u ∈ H0b(Hn+1).
Proof. Let χ ∈ C∞0 (R) be as in the beginning of Section 4. Fix ε > 0. We first show
that for all u ∈ C∞0 (Hn+1), we have
(5.2) I(0)ϕ−,εu :=
1
n!
∫
Hn+1
∫ ∞
0
eitϕ−(x,y)tnu(y)χ(εt)dtdµHn+1(y) ∈ H
0
b(Hn+1).
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Let u ∈ C∞0 (Hn+1). For every j = 1, · · · , n, we have
Zj
(∫
Hn+1
∫ ∞
0
eitϕ−(x,y)tnu(y)χ(εt)dtdµHn+1(y)
)
=
∫
Hn+1
(
∂
∂zj
+ iλjzj
∂
∂x2n+1
)
ϕ−(x, y)
∫ ∞
0
iteitϕ−(x,y)tnu(y)χ(εt)dtdµHn+1(y)
=
∫
Hn+1
[i |λj | (zj − wj) + iλjwj − iλjzj ]
∫ ∞
0
iteitϕ−(x,y)tnu(y)χ(εt)dtdµHn+1(y)
=0.
(5.3)
Thus, we get the conclusion of (5.2). Since limε→0+ I
(0)
ϕ−,εu = I
(0)
ϕ−u in C
∞(Hn+1)
topology, we deduce that I
(0)
ϕ−u ∈ H
0
b(Hn+1), for every u ∈ C
∞
0 (Hn+1).
Let u ∈ L2(Hn+1) and take uj ∈ C
∞
0 (Hn+1), j = 1, 2, . . ., uj → u in L
2(Hn+1)
as j → ∞. From Theorem 4.1, we see that I
(0)
ϕ−uj → I
(0)
ϕ−u L
2(Hn+1) as j → ∞
and hence ∂b(I
(0)
ϕ−uj) → ∂b(I
(0)
ϕ−u) in D
′(Hn+1) as j → ∞. Thus, I
(0)
ϕ−u ∈ Ker ∂b =
H0b(Hn+1). The lemma follows. 
We need
Lemma 5.2. Let g ∈ C∞0 (Hn+1) and u ∈ L
2(Hn+1). Then,
(S˜(0)u | g )
=
|λ1| · · · |λn|
2pin+1
∫ ∞
0
tnuˆ(w,−t)gˆ(z,−t)e−t|λ||z−w|
2−tλ(zw−zw)dµ(z)dµ(w)dt,
where |λ| |z − w|2 =
∑n
j=1 |λj | |z − w|
2
, λ(zw − zw) =
∑n
j=1 λj(zjwj − zjwj).
Proof. Let uj ∈ C
∞
0 (Hn+1), j = 1, 2, . . ., with limj→∞ uj → u in L
2(Hn+1) as j →∞.
We have
(5.4) lim
j→∞
(S˜(0)uj | g ) = (S˜
(0)u | g ).
Let χ ∈ C∞0 (R) be as in the beginning of Section 4. We have
(S˜(0)uj | g ) = lim
ε→0+
c0
∫
eit(−x2n+1+y2n+1+ϕˆ(z,w))tnχ(εt)uj(y)g(x)dµHn+1(y)dµHn+1(x)dt
= lim
ε→0+
c0
∫ ∞
0
tnχ(εt)uˆj(w,−t)gˆ(z,−t)e
itϕˆ(z,w)dµ(z)dµ(w)dt
= c0
∫ ∞
0
tnuˆj(w,−t)gˆ(z,−t)e
itϕˆ(z,w)dµ(z)dµ(w)dt,
(5.5)
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where c0 =
|λ1|···|λn|
2pin+1
and ϕˆ(z, w) = i |λ| |z − w|2 + iλ(zw − zw). We have
∣∣∣∣∫ ∞
0
tn
(
uˆj(w,−t)− uˆ(w,−t)
)
gˆ(z,−t)eitϕˆ(z,w)dµ(z)dµ(w)dt
∣∣∣∣
≤
∫ ∞
0
tn |uˆj(w,−t)− uˆ(w,−t)|
∣∣∣gˆ(z,−t)eitϕˆ(z,w)∣∣∣ dµ(z)dµ(w)dt
≤
∫ (∫
|uˆj(w,−t)− uˆ(w,−t)|
2 dµ(w)dt
)1
2
(∫ ∣∣∣tngˆ(z,−t)eitϕˆ(z,w)∣∣∣2 dµ(w)dt)12dµ(z)
→ 0 as j →∞.
(5.6)
From (5.6), (5.5) and (5.4), the lemma follows. 
We need
Lemma 5.3. Fix t > 0. Let g(z) ∈ C∞(Cn) be any holomorphic function with∫
|g(z)|2 e−2t|λ||z|
2
dµ(z) < +∞, where |λ| |z|2 =
∑n
j=1 |λj | |zj |
2
. Then,
e−t|λ||z|g(z) =
|λ1| · · · |λn|
pin
∫
Cn
tne−t|λ||z−w|
2−tλ(zw−zw)e−t|λ||w|
2
g(w)dµ(w),
where λ(zw − zw) =
∑n
j=1 λj(zjwj − zjwj).
Proof. We have ∫
Cn
tne−t|λ||z−w|
2−tλ(zw−zw)e−t|λ||w|
2
g(w)dµ(w)
=
∫
Cn
tne−2t|λ||z−w|
2
(
e−2t|λ|zw+t|λ||z|
2
g(w)
)
dµ(w).
(5.7)
From Cauchy integral formula, it is easy to see that∫
tne−2t|λ||z−w|
2
h(w)dµ(w) = h(z)
∫
tne−2t|λ||z|
2
dµ(z)
= h(z)
pin
|λ1| · · · |λn|
,
(5.8)
for every holomorphic function h(z) ∈ C∞(Cn)with
∫
|h(z)|2 e−2t|λ||z|
2
dµ(z) < +∞.
From (5.8) and (5.7), the lemma follows. 
We need
Lemma 5.4. Let u ∈ H0b(Hn+1), then uˆ(z,−t) = 0 for a.e. t ∈ (−∞, 0).
Proof. Suppose u ∈ H0b(Hn+1). From (3.15), we see that
(5.9)
∂
∂zj
(
uˆ(z,−t)etλ|z|
2
)
= 0, for a.e. t ∈ R.
Thus, uˆ(z,−t)etλ|z|
2
is a holomorphic function on Cn, for a.e. t ∈ R. From Parse-
val’s formula, we can check that
(5.10)∫
R
∫
Cn
|uˆ(z,−t)etλ|z|
2
|2e−2tλ|z|
2
dµ(z)dt = (2pi)
∫
Hn+1
|u(z, x2n+1)|
2dµ(z)dx2n+1 <∞.
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It follows that
(5.11)
∫
Cn
|uˆ(z,−t)etλ|z|
2
|2e−2tλ|z|
2
dµ(z) <∞, for a.e. t ∈ R.
Fix t0 ∈ (−∞, 0) so that
∫
Cn
|uˆ(z,−t0)e
t0λ|z|2|2e−2t0λ|z|
2
dµ(z) <∞ and uˆ(z,−t0)e
t0λ|z|2
is a holomorphic function on Cn. We write uˆ(z,−t0)e
t0λ|z|
2
=
∑
α∈Nn
0
cα(t0)z
α. Fix
a α0 ∈ N
n
0 . It is easy to see that
|cα0(t0)|
2
∫
|zα0 |2 e−2t0λ|z|
2
≤
∫
Cn
|uˆ(z,−t0)e
t0λ|z|
2
|2e−2t0λ|z|
2
dµ(z) <∞.
In view of Lemma 3.1, we see that
∫
|zα0 |2 e−2t0λ|z|
2
=∞ and hence cα0(t0) = 0 and
thus uˆ(z,−t0) = 0. The lemma follows. 
Now, we can prove
Theorem 5.5. Let u ∈ H0b(Hn+1). Then S˜
(0)u = u.
Proof. Fix g ∈ C∞0 (Hn+1). We only need to prove that
(5.12) ( S˜(0)u | g ) = ( u | g ).
From Lemma 5.2, we have
(S˜(0)u | g )
=
|λ1| · · · |λn|
2pin+1
∫ ∞
0
tnuˆ(w,−t)gˆ(z,−t)e−t|λ||z−w|
2−tλ(zw−zw)dµ(z)dµ(w)dt.
(5.13)
From Fubini’s theorem, we have∫ ∞
0
tnuˆ(w,−t)gˆ(z,−t)e−t|λ||z−w|
2−tλ(zw−zw)dµ(z)dµ(w)dt
=
∫ ∞
0
(∫
tnuˆ(w,−t)gˆ(z,−t)e−t|λ||z−w|
2−tλ(zw−zw)dµ(z)dµ(w)
)
dt
=
∫ ∞
0
(∫ ( ∫
tnuˆ(w,−t)gˆ(z,−t)e−t|λ||z−w|
2−tλ(zw−zw)dµ(w)
)
dµ(z)
)
dt.
(5.14)
From (3.15) and Fubini’s theorem, we see that there is a measure zero set B ⊂
R such that for all t /∈ B, uˆ(z,−t)etλ|z|
2
is a holomorphic function on Cn and∫
Cn
|uˆ(z,−t)etλ|z|
2
|2e−2tλ|z|
2
dµ(z) < ∞. From this observation and Lemma 5.3, we
deduce that
(5.15) uˆ(z,−t) =
|λ1| · · · |λn|
pin
∫ ∞
0
tne−t|λ||z−w|
2−tλ(zw−zw)uˆ(w,−t)dµ(w),
for every t /∈ B. From (5.15), (5.14), Lemma 5.4 and Parsevals formula, we get
(S˜(0)u | g ) =
1
2pi
∫
uˆ(z,−t)gˆ(z,−t)dµ(z)dt = ( u | g ).
The theorem follows. 
Proof of Theorem 1.2 . Let u ∈ L2(Hn+1). From Lemma 5.1, we see that S˜
(0)u ∈
H0b(Hn+1). To show that S˜
(0) = S(0), we only need to show that (I − S˜(0))u ⊥
H0b(Hn+1). We observe that S˜
(0) is self-adjoint, that is,
(5.16) ( S˜(0)g | h ) = ( g | S˜(0)h ), ∀g, h ∈ L2(Hn+1).
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Let f ∈ H0b(Hn+1). From Theorem 5.5 and (5.16), we have
( (I−S˜(0))u | f ) = ( u | f )−( S˜(0)u | f ) = ( u | f )−( u | S˜(0)f ) = ( u | f )−( u | f ) = 0.
The theorem follows. 
6. PROOF OF THEOREM 1.3
In this Section, we will prove Theorem 1.3. We only prove the case when q =
n− = n+. For the cases q = n−, n− 6= n+ and q = n+, n− 6= n−, the arguments are
similar and simpler and therefore we omit the details.
Suppose that λ1 < 0, . . . , λn− < 0, λn−+1 > 0, . . . , λn > 0. Let q ∈ {n−, n+},
where n+ = n− n−. Let Jn− = (1, . . . , q), Jn+ = (q + 1, . . . , n). We first need
Lemma 6.1. Let u =
∑′
l(J)=q
uJdzJ ∈ H
q
b(Hn+1). If J /∈
{
Jn−, Jn+
}
, then uJ = 0.
Proof. Fix J = (j1, j2, · · · , jq) /∈
{
Jn−, Jn+
}
with j1 < j2 < · · · < jq. Set
(6.1) λˆ|z|2 =
∑
k∈J
λk|zk|
2 −
∑
k 6∈J
λk|zk|
2.
Let FJ(z, η) = uˆJ(ξ, η)e
ηλˆ|z|2, where ξi = zi if i ∈ J and ξi = zi if i 6∈ J. Then (3.15)
implies that FJ(z, η) is holomorphic, for a.e. η ∈ R. Moreover,
(6.2)
∫
Cn
|FJ(z, η)|
2e−2ηλˆ|z|
2
µ(z) <∞, for a.e. η ∈ R.
From J = (j1, j2, · · · , jq) /∈
{
Jn−, Jn+
}
, by using and Lemma 3.1, we see that
(6.3)
∫
e−2ηλˆ|z|
2
dµ(z) =∞, ∀η ∈ R.
From (6.3) and repeating the argument in the proof of Lemma 5.4, we deduce
that FJ(z, η) = 0, for a.e. η ∈ R, z ∈ C
n. From Parseval’s formula, we deduce that
uJ = 0. 
Put
(6.4) S˜(q) :=
|λ1| · · · |λn|
2pin+1
n!
(
I(q)ϕ− ◦ τ− + I
(q)
ϕ+ ◦ τ+
)
.
Lemma 6.2. For every u ∈ L2(0,q)(Hn+1), we have S˜
(q)u ∈ Hqb(Hn+1).
Proof. Let χ ∈ C∞0 (R) be as in the beginning of Section 4. Fix ε > 0. We first show
that for all u ∈ Ω0,q0 (Hn+1), we have
I(q)ϕ−,ε ◦ τ−u : =
1
n!
∫
Hn+1
∫ ∞
0
eitϕ−(x,y)tn(τ−u)(y)χ(εt)dtdµHn+1(y)
=
1
n!
∫
Hn+1
∫ ∞
0
eitϕ−(x,y)tnuJn
−
(y)dzJn− (y)χ(εt)dtdµHn+1(y) ∈ H
q
b(Hn+1).
(6.5)
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Let u =
∑′
l(J)=q
uJdz
J ∈ Ω0,q0 (Hn+1). For every j = 1, · · · , n, j /∈ Jn−, we have
Zj
(∫
Hn+1
∫ ∞
0
eitϕ−(x,y)tnuJn
−
(y)dzJn−χ(εt)dtdµHn+1(y)
)
=
∫
Hn+1
(
∂
∂zj
+ iλjzj
∂
∂x2n+1
)
ϕ−(x, y)
∫ ∞
0
iteitϕ−(x,y)tnuJn
−
(y)χ(εt)dtdµHn+1(y)
=
∫
Hn+1
[i |λj | (zj − wj) + iλjwj − iλjzj ]
∫ ∞
0
iteitϕ−(x,y)tnuJn
−
(y)dzJn−χ(εt)dtdµHn+1(y)
=0.
(6.6)
Similarly, for every j = 1, · · · , n, j ∈ Jn−, we have
Zj
(∫
Hn+1
∫ ∞
0
eitϕ−(x,y)tnuJn
−
(y)dzJn−χ(εt)dtdµHn+1(y)
)
=
∫
Hn+1
(
∂
∂zj
− iλjzj
∂
∂x2n+1
)
ϕ−(x, y)
∫ ∞
0
iteitϕ−(x,y)tnuJn
−
(y)χ(εt)dtdµHn+1(y)
=
∫
Hn+1
[i |λj | (zj − wj)− iλjwj + iλjzj]
∫ ∞
0
iteitϕ−(x,y)tnuJn
−
(y)dzJn−χ(εt)dtdµHn+1(y)
=0.
(6.7)
From (6.6), (6.7) and (3.6), we get the conclusion of (6.5). Let u ∈ Ω0,q0 (Hn+1).
Since limε→0+ I
(q)
ϕ−,ε◦τ−u = I
(q)
ϕ− ◦τ−u in Ω
0,q(Hn+1) topology, we deduce that ∂bI
(q)
ϕ− ◦
τ−u = 0 and ( I
(q)
ϕ− ◦ τ−u | ∂bv ) = 0, for every v ∈ Ω
0,q
0 (Hn+1). By Friedrichs’ lemma,
we conclude that ( I
(q)
ϕ− ◦ τ−u | ∂bv ) = 0, for every v ∈ Dom ∂b and hence I
(q)
ϕ− ◦ τ−u ∈
Hqb(Hn+1). Similarly, we can repeat the argument above with minor change and
deduce that I
(q)
ϕ+ ◦ τ+u ∈ H
q
b(Hn+1), for every u ∈ Ω
0,q
0 (Hn+1).
Let u ∈ L2(0,q)(Hn+1) and take uj ∈ Ω
0,q
0 (Hn+1), j = 1, 2, . . ., uj → u in L
2
(0,q)(Hn+1)
as j → ∞. From Theorem 4.1, we see that I
(q)
ϕ− ◦ τ−uj → I
(q)
ϕ− ◦ τ−u in L
2
(0,q)(Hn+1)
as j → ∞, and I
(q)
ϕ+ ◦ τ+uj → I
(q)
ϕ+ ◦ τ+u in L
2
(0,q)(Hn+1) as j → ∞. Again, by using
Friedrichs’ lemma, we conclude that ∂b(I
(q)
ϕ− ◦τ−+I
(q)
ϕ+ ◦τ+
)
u = 0, ∂
∗
b(I
(q)
ϕ− ◦τ−+I
(q)
ϕ+ ◦
τ+
)
u = 0 and hence (I
(q)
ϕ− ◦ τ− + I
(q)
ϕ+ ◦ τ+
)
u ∈ Hqb(Hn+1). The lemma follows. 
Let
(6.8) Tˆ 1,0Hn+1 := spanC{
∂
∂zj
− i |λj| zj
∂
∂x2n+1
, j = 1, · · · , n}.
Then, Tˆ 1,0Hn+1 is a CR structure of Hn+1. Let ∂ˆb be the tangential Cauchy Rie-
mann operator with respect to Tˆ 1,0Hn+1 and let Sˆ
(0) : L2(Hn+1) → Ker ∂ˆb be the
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associated Szego˝ projection. Put
ϕˆ(x, y)
= −x2n+1 + y2n+1 + i
n∑
j=1
|λj||zj − wj|
2 + i
n∑
j=1
|λj| (zjwj − zjwj) ∈ C
∞(Hn+1 ×Hn+1).
From Theorem 1.2, we see that
(6.9) Sˆ(0) =
|λ1| · · · |λn|
2pin+1
n!I
(0)
ϕˆ on L
2(X),
where I
(0)
ϕˆ : L
2(Hn+1)→ L
2(Hn+1) is defined as in (1.11), (1.12).
Let u(x) = uJn
−
(z, x2n+1)dz
Jn
− + uJn+ (z, x2n+1) ∈ L
2
(0,q)(Hn+1). Put
vJn
−
(z, x2n+1) := uJn
−
(z1, . . . , zn− , zn−+1, . . . , zn, x2n+1) ∈ L
2(Hn+1),
vJn+ (z, x2n+1) := uJn+ (z1, . . . , zn−, zn−+1, . . . , zn,−x2n+1) ∈ L
2(Hn+1).
(6.10)
It is straightforward to see that
(I(q)ϕ− ◦ τ−u)(z, x2n+1) = (I
(0)
ϕˆ vJn− )(z1, . . . , zn−, zn−+1, . . . , zn, x2n+1)dz
Jn
− ,
(I(q)ϕ+ ◦ τ+u)(z, x2n+1) = (I
(0)
ϕˆ vJn+ )(z1, . . . , zn−, zn−+1, . . . , zn,−x2n+1)dz
Jn+ .
(6.11)
Now, we can prove
Theorem 6.3. Let u ∈ Hqb(Hn+1). Then S˜
(q)u = u.
Proof. Let u =
∑′
l(J)=q
uJdz
J ∈ Hqb(Hn+1). From Lemma 6.1, we see that u(x) =
uJn
−
(z, x2n+1)dz
Jn
− + uJn+ (z, x2n+1)dz
Jn+ . Let
vJn
−
(z, x2n+1) ∈ L
2(Hn+1), vJn+ (z, x2n+1) ∈ L
2(Hn+1)
be as in (6.10). From (3.6), we see that ∂ˆbvJn
−
= 0 and ∂ˆbvJn+ = 0, where ∂ˆb is
the tangential Cauchy-Riemann operator with respect to the CR stricture Tˆ 1,0Hn+1
in (6.8). Hence, we find
(6.12) Sˆ(0)vJn
−
= vJn
−
, Sˆ(0)vJn+ = vJn+ ,
where Sˆ(0) : L2(Hn+1)→ Ker ∂ˆb is the Szego˝ projection. From (6.12), (6.9), (6.10)
and (6.11), we get S˜(q)u = u. The theorem follows. 
Proof of Theorem 1.3. Let u ∈ L2(0,q)(Hn+1). From Lemma 6.2, we see that S˜
(q)u ∈
Hqb(Hn+1). To show that S˜
(q) = S(q), we only need to show that (I − S˜(q))u ⊥
Hqb(Hn+1). We observe that S˜
(q) is self-adjoint, that is,
(6.13) ( S˜(q)g | h ) = ( g | S˜(q)h ), ∀g, h ∈ L2(0,q)(Hn+1).
Let f ∈ Hqb(Hn+1). From Theorem 6.3 and (6.13), we have
( (I−S˜(q))u | f ) = ( u | f )−( S˜(q)u | f ) = ( u | f )−( u | S˜(q)f ) = ( u | f )−( u | f ) = 0.
The theorem follows. 
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7. RELATIONS TO WEIGHTED BERGMAN KERNELS ON Cn
In this section we show how the Szego˝ kernel on the Heisenberg group is related
to a weighted Bergman kernel on Cn (see Theorem 7.6). The connection mainly
depends on Lemma 3.3. We restrict ourselves to the case λ1, . . . , λn > 0 which
reduces the problem to the study of the Bergman kernel for holomorphic functions.
However, a generalization of the relation between Szego˝- and Bergman kernels to
the case λ1 ≤ . . . ≤ λq < 0 < λq+1 ≤ . . . ≤ λn is possible.
Let ψ : Cn → R be a smooth function. We denote by L2(Cn, ψ) the weighted L2
space with norm
‖f‖2ψ =
∫
Cn
|f(z)|2e−2ψ(z)dµ(z)
and let H0ψ(C
n) = O(Cn) ∩ L2(Cn, ψ) be the space of holomorphic functions with
finite weighted L2-norm. The Bergman kernel is a smooth function defined by
Pψ(z, w) = e
−(ψ(z)+ψ(w))
∑
j
sj(z)sj(w)
where {sj} is an ONB of H
0
ψ(C
n). We have for example
f(z)e−ψ(z) =
∫
Cn
Pψ(z, w)f(w)e
−ψ(w)dµ(w)(7.1)
for any f ∈ H0ψ(C
n). Set ψ(w) =
∑n
j=1 λj |wj|
2 with λ1, . . . , λn > 0. Then we have
Ptψ(z, w) = 1(0,∞)(t)
tn
pin
λ1 · . . . · λne
−t
∑n
j=1 λj |wj−zj |
2−t
∑n
j=1 λj(wjzj−wjzj).(7.2)
Now consider Hn+1 = C
n × R. We define an operator P˜ : L2(Hn+1)→ L
2(Hn+1)
by P˜ (u)(x) = vˆ(z, x2n+1) with
v(z, t) =
∫
Cn
Ptψ(z, w)uˇ(w, t)dµ(w)
and v 7→ vˆ (or u 7→ uˇ) denotes the Fourier transform in the last argument (or its
inverse), using coordinates x = (z, x2n+1) and y = (w, y2n+1). In other words we
have:
Definition 7.1. Given u ∈ L2(Hn+1), then
P˜ (u) =
1
2pi
∫
R
e−itx2n+1
(∫
Cn
Ptψ(z, w)
(∫
R
eity2n+1u(w, y2n+1)dy2n+1
)
dµ(w)
)
dt,
where the order of integration is important. The integrals are all well defined by
Lemma 7.4 and the extensions of the Fourier transform in the L2(Hn+1).
Remark 7.2. Note that given u ∈ C∞0 (Hn+1) we have
P˜ (u)(x) =
lim
ε→0
1
2pi
∫
R
∫
Hn+1
χ(εt)e−it(x2n+1−y2n+1)Ptψ(z, w)u(y)dµHn+1(y)dt,
22 HENDRIK HERRMANN, CHIN-YU HSIAO, AND XIAOSHAN LI
where χ ∈ C∞0 (R) with χ(x) = 1 if |x| ≤ 1 and χ(x) = 0 if |x| > 2. Hence we
formally write
P˜ (x, y) =
∫
R
1
2pi
e−it(x2n+1−y2n+1)Ptψ(z, w)dt
=
λ1 · · ·λn
2pin+1
∫ ∞
0
eitϕ(x,y)tndt
(7.3)
for the distribution kernel P˜ (x, y) of P˜ , using x = (z, x2n+1) and y = (w, y2n+1).
Thus, the operator P˜ is a complex Fourier integral operator in the sense of [4].
We need to show that P˜ is well defined in the sense that P˜ (L2(Hn+1)) ⊂ L
2(Hn+1).
Lemma 7.3. Given u ∈ L2(Hn+1), one has P˜ (u) ∈ L
2(Hn+1) with ‖P˜ (u)‖ ≤ ‖u‖.
Proof. We have that the Fourier transform in the last argument and its inverse
preserve L2(Hn+1). More precisely, given u ∈ L
2(Hn+1) we find uˆ, uˇ ∈ L
2(Hn+1)
with (2pi)−1‖uˆ‖ = ‖u‖ = 2pi‖uˇ‖. Then the proof can be deduced from the following
Lemma. 
Lemma 7.4. Given u ∈ L2(Hn+1), one has v ∈ L
2(Hn+1) with ‖v‖ ≤ ‖u‖, where
v(z, t) =
∫
Cn
Ptψ(z, w)u(w, t)dµ(w)
for almost every t ∈ R.
Proof. Since u ∈ L2(Hn+1) we find u(·, t) ∈ L
2(Cn) for all t ∈ A for some A ⊂ R,
such that R \ A has zero measure. We find u(·, t)etψ(·) ∈ L2(Cn, tψ) and hence it
has a unique decomposition
u(z, t)etψ(z) = f(z, t) + g(z, t)
with f(·, t) ∈ H0tψ(C
n) and g(·, t) ∈ H0tψ(C
n)⊥ for all t ∈ A. We write u(z, t) =
f(z, t)e−tψ(z) + g(z, t)e−tψ(z) and using the properties of the Bergman kernel we
find
f(z, t)e−tψ(z) =
∫
Cn
Ptψ(z, w)u(w, t)dµ(w)(7.4)
for all t ∈ A. Combining (7.2) and (7.4) we find that
(z, t) 7→
{
f(z, t)e−tψ(z) , if t ∈ A,
0 , else.
and hence (z, t) 7→ 1A(t)g(z, t)e
−tψ(z) define measurable functions on Hn+1. We
have ∫
Cn
f(z, t)g(z, t)e−2tψ(z)dµ(z) = 0
for all t ∈ A and hence
I0 :=
∫
R
∫
Cn
f(z, t)g(z, t)e−2tψ(z)dµ(z)dt = 0.
By positivity we have that
I1 :=
∫
R
∫
Cn
|f(z, t)|2e−2tψ(z)dµ(z)dt and I2 :=
∫
R
∫
Cn
|g(z, t)|2e−2tψ(z)dµ(z)dt
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exist in [0,∞]. We then write
I1 + I2 = I1 + I0 + I0 + I2 =
∫
R
∫
Cn
|f(z, t)e−tψ(z) + g(z, t)e−tψ(z)|2dµ(z)dt
=
∫
R
∫
Cn
|u(z, t)|2dµ(z)dt =
∫
Hn+1
|u(z, t)|2dµHn+1 <∞
because u ∈ L2(Hn+1). Thus, we have I1, I2 <∞. Setting
v(z, t) = f(z, t)−tψ(z) =
∫
Cn
Ptψ(z, w)u(w, t)dµ(w)
for t ∈ A we have ‖v‖2 = I1 ≤ ‖u‖
2 < ∞ and hence v ∈ L2(Hn+1) with ‖v‖ ≤
‖u‖. 
Lemma 7.5. One has P˜ (L2(Hn+1)) ⊂ H
0
b(Hn+1).
Proof. Given u ∈ L2(Hn+1) we have h := P˜ (u) ∈ L
2(Hn+1) with h = limε→0 hε in
L2 norm, where {hε}ε>0 ⊂ L
2(Hn+1),
hε(z, x2n+1) :=
∫
R
χ(εt)g(z, t)e−tψ(z)e−itx2n+1dt
for a.e. (z, x2n+1) ∈ Hn+1, χ ∈ C
∞
0 (R), χ(x) = 1 if |x| ≤ 1, χ(x) = 0 if |x| > 2 and
g(·, t) is holomorphic for a.e. t ∈ R. A straightforward calculation shows that(
∂
∂zj
+ iλjzj
∂
∂x2n+1
)
hε = 0 for 1 ≤ j ≤ n, ε > 0
holds in the sense of distributions and thus we conclude
(
∂
∂zj
+ iλjzj
∂
∂x2n+1
)
h = 0
for 1 ≤ j ≤ n in the sense of distributions which shows, by Lemma 3.2, h ∈
H0b(Hn+1). 
Theorem 7.6. Let S(0) denote the Szego˝ projection for the space H0b(Hn+1) with
distribution kernel S(0)(x, y) and let P˜ be the operator defined in Definition 7.1. One
has P˜ = S(0) and hence formally
S(0)(x, y) =
1
2pi
∫
R
e−it(x2n+1−y2n+1)Ptψ(z, w)dt
where Ptψ(z, w) denotes the weighted Bergman kernel on C
n with respect to the
weight ψ(z) =
∑n
j=1 λj|zj |
2, λ1, . . . , λn > 0, using the notation x = (z, x2n+1) and
y = (w, y2n+1).
Proof. Using Lemma 3.3 and (7.1) one finds P˜ (u) = u for all u ∈ H0b(Hn+1).
Moreover, by Lemma 7.5 we have that P˜ satisfies P˜ (L2(Hn+1)) ⊂ H
0
b(Hn+1). By
Lemma 7.3 we find ‖P˜‖ ≤ 1. Thus P˜ is the orthogonal Projection on H0b(Hn+1)
and hence we have P˜ = S(0). 
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