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Computers are physical systems: what they can and cannot do is dictated
by the laws of physics (1-23). In particular, the speed with which a physi-
cal device can process information is limited by its energy (24-27), and the
amount of information that it can process is limited by the number of degrees
of freedom it possesses (1-2). The way in which it processes information is
determined by the forces of nature that the computer has at its disposal. This
paper explores the fundamental physical limits of computation as determined
by the speed of light c, the quantum scale h and the gravitational constant G.
As an example, quantitative bounds are put to the computational power of an
‘ultimate laptop’ with a mass of one kilogram confined to a volume of one liter.
Over the past half century, the amount of information that computers are capable of
processing and the rate at which they process it has doubled every two years, a phenomenon
known as Moore’s law. A variety of technologies | most recently, integrated circuits |
have enabled this exponential increase in information processing power. There is no partic-
ular reason why Moore’s law should continue to hold, other than human ingenuity. Moore’s
law is a phenomenological law whose continued accuracy depends upon the uncertaintly of
future technological development, not a law of nature. At some point, Moore’s law must
break down. The question is, When? Extrapolation of current exponential improvements
over two more decades would result in computers that process information at the scale
of individual atoms. Although an Avogadro scale computer that can act on 1023 bits at
a speed of 1015 cycles per second might seem implausible, prototype quantum computers
that store and process information on individual atoms have already been demonstrated.
There is nothing in the laws of physics that forbids the construction of an Avogadro-scale
computer.
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The purpose of this article is to determine just what limits the laws of physics place
on the power of computers. At rst, this might seem a futile task: since we don’t know
the technologies by which computers one thousand, one hundred, or even ten years in the
future will be constructed, how can we determine the physical limits of those technologies?
In fact, as will now be shown, a great deal can be determined concerning the ultimate
physical limits of computation simply from knowledge of the speed of light, c = 2:9979108
meters per second, Planck’s reduced constant, h = 1:0545 10−34 joule seconds, and the
gravitational constant, G = 6:673  10−11 meters cubed per kilogram second squared.
Boltzmann’s constant, kB = 1:3805 10−23 joules per degree Kelvin, will also play a key
role in translating between computational quantitites such as memory space and operations
per bit per second, and thermodynamic quantitites such as entropy and temperature.
Numerical versions of these ultimate limits are summarized in Table 1. We now present
methods for calculating these limits.
1. Energy limits speed of computation
To explore the physical limits of computation, let us calculate the ultimate computa-
tional capacity of a computer with a mass of one kilogram occupying a volume of one liter,
roughly the size of a conventional laptop. First, ask what limits the laws of physics place on
the speed of such a device. A computer performing a computation goes through a sequence
of physical states at a rate equal to its clock speed. Each distinct state in the sequence is
derived from the previous state by the application of simple logical rules embodied in the
computer’s program. For the purpose of determining the maximum possible speed of com-
putation, what is important is not so much that the states proceed logically from eachother
(although this requirement typically limits the actual speed of computation obtainable by
any given technology), but rather that successive states be distinguishable from eachother.
As is well-known, the laws of quantum mechanics determine the maximum rate at which
a system with spread in energy E can move from one distinguishable state to another
(24-27). In particular, the time-energy Heisenberg uncertainty principle tE  h can be
interpreted as signifying that a quantum state with spread in energy E takes time at least
t = h=2E to evolve to an orthogonal (and hence distinguishable) state. (Note that
the time-energy Heisenberg uncertainty relation has a signicantly dierent interpretation
from the position-momentum uncertainty relation xp  h, which is normally taken to
imply that the uncertainty in the position of a particle x is at least as great as h divided
by its uncertainty in momentum p (26).) In fact, a more detailed analysis (27) shows
that a quantum system with expectation value for the energy E above its ground state
energy cannot move to an orthogonal state in a time less than h=2E, and that a quantum
system that is to move through a long sequence of orthogonal states can move from state
to state in a time h=E. An example of a state that attains the rst of these limits is
the state (1=
p
2)(j0i+ j1i for a system with energy eigenstates j0i with energy 0 and j1i
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Applying this result to a one kilogram computer with energy E = mc2 = 8:9874  1016
joules yields a clock interval of t = 3:6861  10−51 seconds. Our ultimate laptop can
perform a maximimum of 2:7129 1050 operations per second.
An interesting feature of this limit is that it is independent of computer architecture.
One might have thought that a computer could be sped up by parallelization, i.e., by
taking the energy and dividing it up amongst a large number of subsystems computing
in parallel. This is not the case: if one spreads the energy E amongst N subsystems or
parallel processors, each one operates at a rate 1=N slower than the system taken as a
whole. The total number of operations per second (number of subsystems N times the
clock rate per subsystem E=Nh) is the same. Note that in this parallel case, the overall
spread in energy can be considerably smaller than the energy: in general E =
p
NES
while E = NES, where ES and ES are the spread in energy and energy of the average
subsystem. Parallelization can help perform certain computations more eciently, but it
does not alter the underlying computational rate. As will be seen below, the degree of par-
allelizability of the computation to be performed determines the most ecient distribution
of energy among the parts of the computer. Computers in which energy is relatively evenly
distributed over a larger volume are better suited for performing parallel computations.
More compact computers are better for performing serial computations.
Conventional laptops operate much more slowly than the ultimate laptop. There are
two reasons for this ineciency. First, most of the energy is locked up in the mass of the
particles of which the computer is constructed, leaving only an innitesimal fraction for
performing logic. How a device might get around this problem | the lock up of energy
in matter | will be discussed below. Second, a conventional computer employs many
degrees of freedom (billions and billions of electrons) for registering a single bit. From the
physical perspective, such a computer operates in a highly redundant fashion. There are
good technological reasons for such redundancy: conventional designs rely on redundancy
for reliability and manufacturability. In the present discussion, however, the subject is
not what computers are but what they might be. Redundancy is not required by the
laws of physics: recently constructed quantum microcomputers use one quantum degree of
freedom for each bit and operate at the Heisenberg limit t = h=2E for the time needed
to flip a bit.
In sum, quantum mechanics provides a simple answer to the question of how fast
information can be processed using a given amount of energy. Now it will be shown that
thermodynamics and statistical mechanics provide a fundamental limit to how many bits
of information can be processed using a given amount of energy conned to a given volume.
Energy limits how fast a computer can process information. Entropy limits the amount of
information a computer can process.
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2. Entropy limits memory space
The amount of information that a physical system can store and process is related to
the number of distinct physical states accessible to the system. A collection of m two-state
systems has 2m accessible states and can register m bits of information. In general, a
system with N accessible states can register log2 N bits of information. In its most basic
form, the thermodynamic entropy of a physical system is equal to Boltzmann’s constant
times the natural logarithm of the number of physical states of the system: S = kB lnW .
(Although this formula is inscribed on Boltzmann’s tomb, it is originally due to Planck:
before the turn of the century, kB was often known as Planck’s constant.)
In order to calculate the clock rate of our ultimate laptop, we assumed that the
expectation value of the energy was E. Accordingly, the total number of bits of memory
space available to the computer is S(E; V )=kB ln 2, where S(E; V ) is the maximum entropy
of a system with expectation value of the energy E conned to volume V . The maximum
entropy state of a system with expectation value of energy E is given by the canonical
ensemble: a state with energy Ei has probability pi = (1=Z(T ))e−Ei=kBT where Z(T ) =∑
i e
−Ei=kBT is the partition function, and the temperature T is chosen so that E =∑
i piEi. The maximum entropy is S = −kB
∑
i pi ln pi = E=T + kB lnZ. The number of
bits of memory space available to the one kilogram computer is S=kB ln 2.
The temperature T = (@S=@E)−1 plays a key role in the context of physical limits of
computation. kBT ln 2 is the amount of energy required to add one bit’s worth of entropy
to the system. But the amount of energy in a bit determines how fast it can flip, as
noted above. In other words, when a new bit of information is added to a system whose
maximum entropy corresponds to a temperature T , kBT2 ln 2=h is the number of times
per second that bit can flip. As will become clear, the relationship between temperature
and operations per bit per second is useful in investigating computation under extreme
physical conditions.
Before calculating the maximum entropy for the ultimate laptop and thereby deter-
mining the amount of memory space available, let us briefly explore the role of thermody-
namics in computation. The role of entropy in computation has been repeatedly examined
over the last half century. In the 1950’s, a folk theorem ascribed to von Neumann claimed
that each logical operation performed in a computer at temperature T must dissipate en-
ergy kBT ln 2, thereby increasing entropy by kB ln 2. This folk theorem, like many folk
theorems, is untrue. (It is also not clear that von Neumann ever claimed it was true.
His collected works do not contain such a statement.) The precise, correct statement of
the role of entropy in computation was due to Landauer (1), who showed that reversible,
i.e. one-to-one, logical operations such as NOT can be performed without dissipation in
principle, but that irreversible, many-to-one operations such as AND or ERASE require
dissipation at least kB ln 2 for each bit of information lost. The argument behind Lan-
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dauer’s principle can be readily understood (2, 12). Essentially, the one-to-one dynamics
of Hamiltonian systems implies that when a bit is erased the information that it contains
has to go somewhere. If the information goes into observable degrees of freedom of the
computer, such as another bit, then it has not been erased but merely moved; but if it
goes into unobservable degrees of freedom such as the microscopic motion of molecules it
results in an increase of entropy of at least kB ln 2.
In 1970, Bennett showed that all computations could be performed using reversible
logical operations only (2). Consequently, by Landauer’s principle, computation does not
require dissipation. (Earlier work by Lecerf had anticipated the possibility of reversible
computation, but not its physical implications (3).) Under many circumstances it may
prove useful to perform irreversible operations such as erasure. If our computer is subject
to an error rate of  bits per second, for example, then error-correcting codes can be
used to detect those errors and reject them to the environment at a dissipative cost of
kBTE ln 2 joules per second, where TE is the temperature of the environment. In practice,
any computer will dissipate energy. In principle, however, our ultimate laptop need not
dissipate.
The fact that dissipation is not required for computation does not imply that com-
putation can be carried on without thermodynamic resources, however. In particular,
computations require memory space, and as noted above the memory space available to
a system is limited by its maximum entropy divided by kB ln 2. This limit does not im-
ply that the computer is actually in a state of maximum entropy: the number of bits of
memory space available to the computer is equal to the dierence between its maximum
entropy and its actual entropy, a quantity known as the computer’s thermodynamic depth
(12). Accordingly, in order to take advantage of this available memory space the computer
must remain in a low entropy state throughout the computation. To the extent that such
a computer is using its memory space eciently, however, the computer may appear to
an outside observer to be in a random, high entropy state. The reason for this apparent
randomness is straightforward: in order to take full advantage of available memory space,
a computer should compress the information in the memory to remove statistical regular-
ities. For example, the information in a section of memory containing a higher fraction
p of zeros than ones can be compressed by a factor −p log2 p − (1 − p) log2(1 − p), as is
evident from Shannon’s theory of information. The compressed version of the information
will have approximately the same number of zeros and ones and will appear more random
than the uncompressed version. As a result, a computer that is using all of its memory in
an ecient fashion will appear to be in a random state. In the midst of a computation in
which it is using all of its memory, and using it eciently, our ultimate laptop will appear
to be in a high temperature, high entropy state, even though it is in fact in a precisely
programmed low entropy state.
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To calculate exactly the maximum entropy for a kilogram of matter in a liter volume
would require complete knowledge of the dynamics of elementary particles, quantum grav-
ity, etc. We do not possess such knowledge. However, the maximum entropy can readily be
estimated by a method reminiscent of that used to calculate thermodynamic quantities in
the early universe (28). The idea is simple: model the volume occupied by the computer as
a collection of modes of elementary particles with total average energy E. The maximum
entropy is obtained by calculating the canonical ensemble over the modes.
For this calculation, assume that the only conserved quantities other than the com-
puter’s energy are angular momentum and electric charge, which we take to be zero.
(One might also ask that baryon number be conserved, but as will be seen below, one
of the processes that could take place within the computer is black hole formation and
evaporation, which does not conserve baryon number.) At a particular temperature T ,
the entropy is dominated by the contributions from particles with mass less than kBT=2c2.
The ‘’th such species of particle contributes energy E = r`2V (kBT )4=30h3c3 and entropy
S = 2r`kB2V (kBT )3=45h3c3 where r` is equal to the number of particles/antiparticles in
the species (i.e., 1 for photons, 2 for electrons/positrons) times the number of polarizations
(2 for photons, 2 for electrons/positrons) times a factor that reflects particle statistics (1 for
bosons, 7/8 for fermions) (28). As the formula for S in terms of T shows, each species con-
tributes (2)5r`=90 ln 2 bits of memory space per cubic thermal wavelength. Re-expressing
the formula for entropy as a function of energy, our estimate for the maximum entropy is
S = (4=3)kB(2rV=30h3c3)1/4E3/4 = kB ln 2I; (1)
where r =
∑
` r`. Note that S depends only insensitively on the total number of species
with mass less than kBT=2c2.
A lower estimate on the entropy can be obtained by assuming that energy and entropy
are dominated by black body radiation consisting of photons. In this case, r = 2, and for
a one kilogram computer conned to a volume of a liter we have kBT = 8:10  10−15
joules, or T = 5:87 108 K. The entropy is S = 2:04 108 joule/K, which corresponds to
an amount of available memory space I = S=kB ln 2 = 2:13  1031 bits. If these bits are
spread uniformly throughout the liter volume, the spacing between them is approximately
a tenth of an Angstrom.
This estimate for the maximum entropy could be improved by adding more species
of massless particles (neutrinos and gravitons) and by taking into eect the presence of
electrons and positrons. Note that kBT=2c2 = 4:51 10−32 kilograms, compared with the
electron mass of 9:1 10−31 kilograms. That is, our kilogram computer in a liter is close
to a phase transition at which electrons and positrons are produced thermally. A more
exact estimate of the maximum entropy and hence the available memory space would be
straightforward to perform, but the details of such a calculation would detract from our
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general exposition, and could only serve to alter S slightly. S depends insensitively on
the number of species of eectively massless particles: a change of r by a factor of 10; 000
serves only to increase S by a factor of 10.
There is another reason not to include the eects of neutrinos and gravitons in our
estimate of S. We are estimating the amount of available memory space. The black-
body radiation estimate assumes that our computer stores information in modes of the
quantized electromagnetic eld. To move bit of information from one quantum eld to
another, as in the quantum logic operation CNOT in which one bit is flipped if and only
another bit = 1, takes an amount of time inversely proportional to the coupling constant
between the elds. More precisely, the rate of information transfer from one quantum eld
to another within a volume V is equal to the expectation value over that volume of the
term in the Hamiltonian that couples the elds, divided by h. At the temperatures and
densities encountered so far, neutrinos and gravitons are too weakly coupled to play an
active role in any computation. At higher densities these elds play a more active role due
to renormalization of their coupling constants.
A computer with a mass of one kilogram conned to a volume of a liter can perform
E=h = 2:71 1050 operations per second on S=kB ln 2  2:13 1031 bits. Each bit can
perform on average  = 3 ln 2kBT=4h  1:27 1019 operations per second. The number
of bits per unit length is   (S=kB ln 2V )1/3 = (2r=45 ln 22)1/3kBT=hc, so that the
spacing between bits is approximately 2  10−11 meters on average. The ratio between
the average time it takes to flip a bit, and the average time it takes to communicate with
a neighoring bit is a dimensionless number  = c= = (4=3 ln 2)4/3(r)1/3 = 8:85r1/3.
This number is largely independent of the energy and volume of the computer: it depends
weakly on temperature via the parameter r, which as noted above quanties the number
of eective particle species with mass less than 2kBT=c2.  can be compared with ratio
between the amount of time hR=2e2 it takes an electron to ‘flip’ from one state to another
due to the presence or absence of a second electron at radius R, and the amount of time
R=c it takes to communicate between the electrons. The ratio between these two times is
hc=2e2 = (=2)137, where 137 is the inverse ne structure constant. The fact that  is
considerably smaller than the ne structure constant means that the time that it takes a
bit to flip on its own is considerably less than the time it takes to flip the bit conditioned on
the state of another bit when the interaction between the bits is purely electromagnetic.
In other words, a NOT can be performed faster than an electromagnetically mediated
CNOT .
These numbers indicate that if the ultimate laptop carries out a computation that
uses the entire memory eciently, so that information and energy are spread uniformly
through its volume, then it is performing a highly parallel computation. It takes an amount
of time V 1/3=c = 3:33 10−10 seconds for information to get from one side of the V = 1
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liter computer to the other. During this time, each bit can perform  109 operations on
average. If the particular computation to be performed is not amenable to parallelization,
then it can be sped up by allocating energy to those bits that are actively participating in
the computation at any moment.
3. Size limits parallelization
Up until this point, we have assumed that our computer occupies a volume of a liter.
The previous discussion, however, indicates that benets are to be obtained by varying
the volume to which the computer is conned. Generally speaking, if the computation to
be performed is highly parallelizable or requires many bits of memory, the volume of the
computer should be greater and the energy available to perform the computation should
be spread out evenly amongst the dierent parts of the computer. Conversely, if the
computation to be performed is highly serial and requires fewer bits of memory, the energy
should be concentrated in particular parts of the computer.
Suppose that one wants to perform a highly sequential computation on few bits. Then
it is advantageous to compress the size of the computer. Equation (1) together with the
relation I = S=kB ln 2 = 3E=4 ln 2kBT allows the limits of computation to be tracked as
the volume the computer occupies diminishes. When the linear size of the computer goes
down by a factor γ, the memory space goes down by an amount γ and the energy per bit
goes up by a factor 1=γ. The amount of time required to communicate from one side of the
computer to another goes down by a factor γ. In fact, the computation proceeds just as
before, but with space and clock time both scaled by a factor γ (such scaling is known as a
conformal transformation). This linear relationship holds until temperature corresponding
to the maximum entropy state approaches 2mc2=kB for some massive particle. At such
phase transition points the number of bits that can be t within a given volume goes up
without a corresponding change in the temperature, for the simple reason that there are
now more eectively massless elds available to register information.
As the energy densities in the computer go up, dierent regimes in high energy physics
are necessarily explored in the course of the computation. First the weak unication scale
is reached, then the grand unication scale. Finally, as the linear size of the computer
approaches its Schwarzchild radius, the Planck scale is reached. At the Planck scale,
gravitational eects and quantum eects are both important: the Compton wavelength of
a particle of mass m, ‘C = h=mc is on the order of its Schwarzschild radius, 2Gm=c2. In
other words, to describe behavior at length scales of the size ‘P =
√
hG=c3 = 1:61610−35
meter, time scales tP =
√
hG=c5 = 5:391  10−44 second, and mass scales of mP =√
hc=G = 2:177  10−8 kilograms, a unied theory of quantum gravity is required. We
do not currently possess such a theory. Nonetheless, although we do not know the exact
number of bits that can be registered by a one kilogram computer conned to a volume
of a liter, we do know the exact number of bits that can be registered by a one kilogram
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computer that has been compressed to form a black hole (29-30). The Schwarzschild
radius of a 1 kilogram computer is RS = 2Gm=c2 = 1:485 10−27 meters. The entropy of
a black hole is Boltzmann’s constant times its area divided by 4, as measured in Planck
units. Accordingly, the amount of information that can be stored in a black hole is I =
4Gm2= ln 2hc = 4m2= ln 2m2P . The amount of information that can be stored by the
1 kilogram computer in the black-hole limit is 3:827  1016 bits. Note that this number
is independent of the physics of the standard model, and relies only on the physics of
quantum elds on curved spacetime. The black-hole computer can perform 2:7129 1050
operations per second, the same as the 1 liter computer.
In a computer that has been compressed to its Schwarzschild radius, the energy per
bit is E=I = mc2=I = ln 2hc3=4mG = ln 2kBT=2, where T = (@S=@E)−1 = hc=4kBRS
is the temperature of the black hole, and corresponds to the temperature of the Hawking
radiation measured by a ducial observer (FIDO) far from the hole. As a result, the time
it takes to flip a bit on average is tflip = 2hI=E = 42RS=c ln 2. In other words, according
to a distant observer, the amount of time it takes to flip a bit, tflip, is on the same order
as the amount of time rS=c it takes to communicate from one side of the hole to the
other. In contrast to computation at lesser densities, which is highly parallel as noted
above, computation at the horizon of a black hole is highly serial: every bit is essentially
connected to every other bit over the course of a single logic operation.
At rst it might seem somewhat strange to say that a black hole is storing information.
After all, the salient feature of a classical black hole is that no information can escape from
it: what goes in does not come out. The quantum mechanical picture of a black hole is
dierent, however. First of all, as known from the work of Hawking, black holes radiate at
the temperature T given above. In addition, recent results (31) show that the well-known
statement that ‘a black hole has no hair’|i.e., from a distance all black holes with the
same charge and angular momentum look essentially alike (29-30) | is not always true.
In addition, recent work in string theory (32) suggests that black holes do not actually
destroy the information about how they were formed, but instead process it and emit the
processed information as part of the Hawking radition as they evaporate: what does in
does come out, but in an altered form.
Whether or not black holes actually destroy information is the subject of a well-known
bet between Stephen Hawking (yes) and John Preskill (no). In the spirit of estimating the
physical limits of computation even in the absence of full knowledge of physical law, the
following discussion takes the side of Preskill and assumes that black holes process and emit
the information about how they were formed, or ‘programmed.’ If, in contrast, Hawking
is correct, then black holes cannot be programmed: in this case the Hawking radiation
is essentially random and does not contained the processed information about how the
hole was formed. If black holes evaporate unitarily, then the limits to computation given
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in this section can be achieved in principle (practically, of course, they are likely to be
extremely dicult to achieve). If black-evaporation is non-unitary, then the limits given
here represent strict upper bounds to the achievable performance.
To understand something of information processing near black holes, consider the
following semiclassical picture, inspired by treatments of black holes in terms of quantum
eld theory on curved space time (29-30). Although this picture is by necessity schematic
and incomplete, it shows why new physics is needed to understand how black holes store
and process information. Even in the semiclassical picture of black hole formation, as
viewed from a distant observer the information carried by the matter from which the hole
is formed does not in fact pass through the horizon. Rather, the surfaces of constant time
on which this information is registered pile up at the horizon, and the quanta registering
the information become highly redshifted. This semiclassical picture supports the Preskill
side of the bet: according to a distant observer, the information about how the hole was
formed is not destroyed, and in fact never passes the horizon. Instead, information that
enters the hole at earlier times sits on shells of higher redshift just above the hole’s horizon.
(A paradoxical but natural consequence of general relativity is that an inertial observer
falling into the hole crosses the horizon in a nite time according to his own clock, while
according to the clocks of the exterior observers he never crosses the horizon.)
From the perspective of an external observer, then, information does not go ‘down
the hole.’ Just what happens to it? This is by necessity a hard question to answer,
as the following argument shows. Consider a ducial observer or FIDO just above the
horizon of the black hole, examining the dynamics at the horizon. Compared to the
clock of an observer far from the hole, the nearby FIDO’s clock runs slower by a factor
 =
√
1−RS=R: as a result, the nearby FIDO sees the Hawking radiation emitted by the
hole as blueshifted by an amount 1=. In other words, because the nearby FIDO’s clock is
running slower, she perceives the radiation as oscillating faster. As R ! RS, the nearby
FIDO’s clock runs slower and slower: in other words, the energy densities as reported by
the FIDO approach the Planck scale as she approaches the horizon. Accordingly, to answer
the question of what happens to the information about how the hole was formed requires a
unied theory of quantum gravity and matter, which we do not currently possess. Recent
work on string theory and black holes gives tantalizing hints as to what happens to the
information stored by a black hole (32). Like the semiclassical picture described above, the
string theoretic picture of black hole evaporation indicates that the information about how
the hole was formed remains at or near the horizon, and emerges, heavily processed, when
the hole evaporates. If this is the case, the Hawking radiation emitted by an evaporating
black hole contains in it the heavily processed version of the information of how the hole was
formed: the radiation appears thermal because the Planck-scale dynamics at the horizon
have performed a complicated unitary transformation on it.
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In other words, if we knew how dynamics at the Planck scale function, we can imagine
a computation in which we ‘program’ a black hole by incorporating information in the
details of its formation, let that information be processed by the Planck dynamics at the
hole’s horizon, and get out the answer to the computation by examining the details of
the Hawking radiation emitted when the hole evaporates. Despite our lack of knowledge
of the precise details of what happens when a black hole forms and evaporates (a full
account must await a more exact treatment using whatever theory of quantum gravity
and matter turns out to be the correct one), we can still provide a rough estimate how
much information is processed during this computation. Using Page’s results on the rate
of evaporation of a black hole (33), we obtain a lifetime for the hole tlife = G2m3=3Chc4,
where C is a constant that is depends on the number of species of particles with a mass
less than kBT , where T is the temperature of the hole. For O(101 − 102) such species, C
is on the order of 10−3− 10−2, leading to a lifetime for a 1 kilogram black hole of  10−19
seconds, during which time the hole can perform  1031 operations on its  1016 bits.
As the actual number of eectively massless particles at the Hawking temperature of a
one-kilogram black hole is likely to be larger than 102, this number should be regarded as
a lower bound on the actual number of operations that could be performed by the hole.
Interestingly, although this hypothetical computation is performed at ultra-high densities
and speeds, the total number of bits available to be processed is not far from the number
available to current computers operating in more familiar surroundings.
4. Errors
One of the main diculties with operating fast, highly energetic computers is the
problem of errors. Although error correcting codes allow classical computation to proceed
reliably in the presence of a high error rate (probability of error   10−1 per logical oper-
ation (14)) and quantum computation to proceed reliably in the presence of a somewhat
lower error rate (  10−5 (34-35)), error correction still has a physical cost. The more
logical operations occur per second, the more errors are introduced per second. As noted
above, a computer that does not accumulate errors in memory must reject them to the
environment at temperature TE at a dissipative cost of kBTE ln 2 per erroneous bit, as
noted above. Taking   10−5 and TE = 2:9K, our computer running at 1050 operations
per second will generate 1023 joules of waste heat per second. To compensate for this lost
heat and to restore the erroneous bits, the computer must be supplied with 1023 joules of
free energy per second. In other words, to correct errors that occur at a rate of 10−5 per
operation, the ultimate laptop must ‘turn over’ its own rest mass energy of  1017 joules
every microsecond!
This example shows the probably insuperable nature of the technical problems in-
herent in attaining the ultimate physical limits of computation. Because error correction
represents so signicant an energetic load on the computer, and because the errors them-
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selves contribute signicantly to the increase of entropy, it is worth describing the process in
slightly greater detail. A computer performing an error correction process can be thought
of a heat engine undergoing an analog of a Carnot cycle:
(1) Errors are detected and corrected using reversible computation and the information
about what errors occurred (the ‘syndrome’) is written in memory at a free-energy cost
of kBT ln 2 per bit, where T = (@S=@E)−1 is the eective temperature of the computer’s
memory, as above.
(2) Erroneous bits are rejected to the environment at temperature TE at a cost of
kBTE ln 2 per bit, allowing the extraction of kB(T − TE) ln 2 of free energy at the Carnot
eciency.
(3) Fresh bits are supplied to the computer at a free energy cost kBT ln 2 per bit.
The free energy extracted in step (2) can be recycled to reduce the net free energy cost to
kBTE ln 2 per bit.
(4) Repeat.
This cycle results in a net dissipation per error of kBTE ln 2 per error bit, as required by
Landauer’s principle. Each erroneous bit contributes an entropy increase of kB ln 2.
5. Constructing ultimate computers
Throughout this entire discussion of the physical limits to computation, no mention
has been made of how to construct a computer that operates at those limits. In fact,
contemporary quantum ‘microcomputers’ such as those constructed using nuclear magnetic
resonance (21-23) do indeed operate at the limits of speed and memory space described
above. Information is stored on nuclear spins, with one spin registering one bit: the
maximum amount of information that can be stored on the spins in a molecule is just the
number of spins, which is in turn equal to the maximum entropy of those spins divided by
kB ln 2. Similarly, the time it takes a bit to flip from a state j !i to an orthogonal state
j  i is given by h=2B = h=2hEi, where  is the spin’s magnetic moment and B is the
magnetic eld. To perform a quantum logic operation such as a CNOT between two spins
takes a time h=γ, where γ is the coupling constant between two spins.
Although NMR quantum computers already operate at the limits to computation set
by physics, they are nonetheless much slower and process much less information than the
ultimate laptop described above. This is because their energy is largely locked up in mass,
thereby limiting both their speed and their memory. Unlocking this energy is of course
possible, as a thermonuclear explosion indicates. Controlling such an unlocked system is
another question, however. In discussing the computational power of physical systems
in which all energy is put to use, we assumed that such control is possible in principle,
although it is certainly not possible in current practice.
All current designs for quantum computers operate at low energy levels and temper-
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atures, exactly so that precise control can be exerted on their parts. Suppose that control
of highly energetic systems were to become possible. Then how might these systems be
made to compute? One possible answer is given in reference (36) where it is shown that it
is possible to construct a ‘quantum floating point’ computer by coupling together modes
of quantum elds. This proposal relied on interferometers and beam-splitters to control
the states and interactions of the modes. However, even in the highly energetic regime
envisaged here, it might be possible to prepare the photon and electron elds within a
volume in a state analogous to a computer that has been programmed to perform a given
calculation.
As an example of a ‘computation’ that might be performed at extreme conditions,
consider a heavy-ion collision that takes place in heavy-ion collider at Brookhaven (37).
If one collides 100 on 100 nucleons at 200 GeV per nucleon, the operation time h=E 
10−29 seconds. The maximum entropy can be estimated to be approximately to be 4 per
relativistic pion (to within a factor of less than 2 associated with the overall production
rate per mesons) of which there are approximately 104 per central collision in which only
a few tens of nucleons are spectators. Accordingly, the total amount of memory space
available is S=kB ln 2  104 − 105 bits. The collision time is short: in the center of mass
frame the two nuclei are Lorentz contracted to D=γ where D = 12−13 fermi and γ = 100,
giving a total collision time of  10−25 seconds. During the collision, then, there is time to
perform approximately 104 operations on 104 bits | a relatively simple computation. (The
fact that only one operation per bit is performed suggests that there is insucient time
to reach thermal equilibrium, an observation that is conrmed by detailed simulations.)
The heavy ion system could be programmed by manipulating and preparing the initial
momenta and internal nuclear states of the ions. Of course, one does not expect to be able
do word processing on such a ‘computer.’ Rather one expects to uncover basic knowledge
about nuclear collisions and quark-gluon plasmas: in the words of Heinz Pagels, the plasma
‘computes itself.’ (38)
At the greater extremes of a black hole computer, we assumed that whatever theory
(string theory, M theory?) turns out to be the correct theory of quantum matter and
gravity, it is possible to prepare initial states of such systems that causes their natural time
evolution to carry out a computation. What assurance do we have that such preparations
exist, even in principle?
Physical systems that can be programmed to perform arbitrary digital computations
are called computationally universal. Although computational universality might at rst
seem to be a stringent demand on a physical system, a wide variety of physical systems
| including very simple ones like nearest neighbor Ising models | are known to be com-
putationally universal (13-18). Indeed, computational universality seems to be the rule
rather than the exception. The computer on which I am writing this article provides
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strong experimental evidence that whatever the correct underlying theory of physics is, it
supports universal computation. Whether or not it is possible to make computation take
place in the extreme regimes envisaged in this paper is an open question. (A hint that
‘extreme’ computation may indeed be possible has recently been supplied by Freedman,
who has shown that some conformal eld theories naturally give rise to computational
structures via topological eects (39).) The answer to this question lies in future techno-
logical development, which is dicult to predict. If, as seems highly unlikely, it is possible
to extrapolate the exponential progress of Moore’s law into the future, then it will only
take two hundred and fty years to make up the forty orders of magnitude in performance
between current computers that perform 1010 operations per second and our one kilogram
ultimate laptop that performs 1050 operations per second.
5. Conclusion
This paper explored the fundamental limits on computation laid down by the laws of
physics. The overall energy available limits the rate at which the computer can process
information; the maximum possible entropy of the computer limits its available memory
space; the size of the computer limits the degree to which it is possible to make a computa-
tion parallel or serial. These limits were estimated for an ‘ultimate laptop’ with a mass of
one kilogram, conned to volumes of a liter and to the minimum volume allowed by general
relativity|that of a black hole (40). Although it seems unlikely that such limits will be
attained on schedule with Moore’s law, it is not impossible that they may ultimately be
reached.
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Table 1: Limits to computation for 1kg computer at different densities
Memory Space Speed Temperature Architecture
(bits) (operations per bit
per second)
Volume:
1 liter: 1031 1019 5:9 108 K Parallel
1:68 1030m3: 1040 1010 2:9 K Highly Parallel
4R3S=3 = : 3:827 1016 7:089 1033 1:227 1023 K Highly Serial
1:37 10−80m3
Table 1: This table compares the fundamental physical limits on computation for an
‘ultimate laptop’ computer with a mass of a kilogram, in a variety of dierent regimes.
The computer performs 2:7129 1050 operations per second in all regimes. The columns
give the maximum number of bits available to the computer, the average rate at which
they can be flipped, the temperature, and the degree of parallelization accessible in a
conguration in which the energy is spread roughly evenly amongst the bits. Temperature
plays a dual role in a such a system: on the one hand, it measures the trade-o between
energy and entropy at thermal equilibrium; on the other hand, it measures the amount of
energy that is required to add an additional bit to the system, and by extension, the rate
at which that bit can be flipped.
This table compares three regimes. The rst line describes a ‘normal’ regime with a
volume of a liter. The second line describes a ‘diuse’ regime with a volume corresponding
to a temperature equal to that of the cosmic black body radiation. The third line describes
a ‘compact’ regime, corresponding to a black hole. The larger the volume, the larger the
number of bits available, the smaller the number of operations per bit per second, and the
more parallel the computation has to be. The smaller the volume, the smaller the number
of bits available, the larger the number of operations per bit per second, and the more
serial the computation can be.
There are several features to note. First, the memory space available is known more
precisely in the black hole regime than in more ‘normal’ regimes. Note also the approximate
proportionality between the temperature and the number of operations per bit per second:
memory space is equal to 4E=3 ln 2kBT in the normal and diuse regimes, and is equal to
E=2 ln 2kBT in the black hole regime.
15
References
1. R. Landauer, IBM J. Res. Develop. 5, 183 (1961).
2. C.H. Bennett, IBM J. Res. Develop. 17, 525 (1973); Int. J. Theor. Phys. 21, 905
(1982).
3. Y. Lecerf, Comptes Rendus 257, 2597 (1963).
4. E. Fredkin and T. Tooli, Int. J. Theor. Phys. 21, 219 (1982).
5. P. Benio, J. Stat. Phys. 22, 563 (1980); Phys. Rev. Lett. 48, 1581 (1982); J. Stat.
Phys. 29, 515 (1982); Ann. N.Y. Acad. Sci. 480, 475 (1986).
6. D. Deutsch, Proc. Roy. Soc. Lond. A 400, 97 (1985); Proc. Roy. Soc. Lond. A
425, 73 (1989).
7. R.P. Feynman, Optics News 11, 11 (1985); Found. Phys. 16, 507 (1986); Int. J.
Theor. Phys. 21, 467 (1982).
8. W.H. Zurek, Phys. Rev. Lett. 53, 391 (1984).
9. A. Peres, Phys. Rev. A 32, 3266 (1985).
10. N. Margolus, Ann. N.Y. Acad. Sci. 480, 487 (1986); Complexity, Entropy, and
the Physics of Information, Santa Fe Institute Studies in the Sciences of Complexity
VIII, W.H. Zurek, ed., (Addison Wesley, Redwood City, 1991) pp. 273-288.
11. Lloyd, S. and H. Pagels, Ann. Phys. 188, 186-213, 1988.
12. Lloyd, S., Phys. Rev. A 39, 5378-5386, 1989.
13. S. Lloyd, Phys. Rev. Lett. 71, 943 (1993); J. Mod. Opt. 41, 2503 (1994).
14. S. Lloyd, Science, 261, pp. 1569-1571 (1993).
15. D. Divincenzo, Science 270, 255 (1995).
16. S. Lloyd, Sci. Am. 273, 140 (1995).
17. S. Lloyd, Phys. Rev. Lett., 75, 346-349 (1995).
18. D. Deutsch, A. Barenco, A. Ekert, Proc. Roy. Soc. A, 449, 669-677 (1995).
19. Q.A. Turchette, C.J. Hood, W. Lange, H. Mabuchi, H.J. Kimble, Phys. Rev. Lett.,
75, 4710-4713 (1995).
20. C. Monroe, D.M. Meekhof, B.E. King, W.M. Itano, D.J. Wineland, Phys. Rev. Lett.,
75, 4714-4717 (1995).
21. D.G. Cory, A.F. Fahmy, T.F. Havel, in PhysComp96, Proceedings of the Fourth Work-
shop on Physics and Computation, T. Tooli, M. Biafore, J. Le~ao, eds., New England
Complex Systems Institute, 1996, pp. 87-91.
22. N.A. Gershenfeld and I.L. Chuang, Science, Vol. 275, pp. 350-356 (1997).
23. I.L. Chuang, L.M.K. Vandersypen, X. Zhou, D.W. Leung, S. Lloyd, Nature, May,
1998.
24. J. Anandan and Y. Aharonov, Phys. Rev. Lett. 65, 1697 (1990).
25. G.N. Fleming, Nuovo Cimento A 16 232 (1973);
16
26. A. Peres, Quantum Theory: Concepts and Methods, (Kluwer, Hingham) 1995;
27. N. Margolus and L.B. Levitin, in PhysComp96, T. Tooli, M. Biafore, J. Leao, eds.
(NECSI, Boston) 1996.
28. Ya. B. Zel’dovich and I.D. Novikov, Relativistic Astrophysics, (Univ. of Chicago
Press, Chicago), 1971.
29. K.S. Thorne, R.H. Price, D.A. Macdonald, Black Holes: The Membrane Paradigm,
(Yale, New Haven) 1986. In particular, chapter VIII, ‘The Thermal Atmosphere of a
Black Hole,’ by K.S. Thorne, W.H. Zurek, and R.H. Price.
30. I.D. Novikov and V.P. Frolov, Black Holes, (Springer-Verlag, Berlin) 1986.
31. T.M Fiola, J. Preskill, A. Strominger et al., Phys. Rev. D 50, 3987-4014 (1994). S.
Coleman, J. Preskill, F. Wilczek, Phys. Rev. Lett. 67 1975-1978 (1991); J. Preskill,
Phys. Scr. T36, 258-264 (1991).
32. L. Susskind and J. Uglum, Phys. Rev. D 50, 2700 (1994). A. Strominger and C.
Vafa, Phys. Lett. B 37, 99 (1996). S.R. Das and S.D. Mathur, Nucl. Phys. B 478,
561-576 (1996).
33. D.N. Page, Phys. Rev. D 13, 198 (1976).
34. P. Shor, Proceedings of the 37th Annual Symposium on the Foundations of Computer
Science, IEEE Computer Society Press, Los Alamitos, 1996, pp. 56-65. D. P. DiVin-
cenzo and P. W. Shor, Phys. Rev. Lett. 77, 3260-3263 (1996).
35. 23. R. Laflamme, M. Knill, W.H. Zurek, Science 279, 342 (1998). D. Aharanov and
Ben-Or, quant-ph. J. Preskill, Proc. Roy. Soc. Lond. Ser. A 454, 385 (1998).
36. S. Lloyd and S. Braunstein, Phys. Rev. Lett. 82, 1784-1787 (1999).
37. I am indebted to Sidney H. Kahana for supplying the data on heavy ion collisions.
38. H. Pagels, The Cosmic Code: quantum physics as the language of nature, (Simon and
Schuster, New York) 1982.
39. M. Freedman, unpublished.
40. In this paper we have explored only one aspect of how a black hole could be used
for computation. Jim Hartle (private communication) has suggested some alternative
methods:
(i) Set up a foundation to perform a very long computation to which you wish to know
the answer. Then retire to near the horizon of the hole. Since your clock is redshifted
with respect to the foundation’s computer’s clock, when you emerge from the hole a
few minutes later by your clock, many years may have passed by the external clock
(i.e., the black hole can be used as a time machine to travel into the future). As long
as you have left the foundation in reliable hands so that it actually performed the
desired computation, you can now get the answer.
(ii) If you really want the answer to the computation suciently badly, you can use the
following feature of certain black holes. In some black holes there are time-like curves
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passing through the horizon that intersect all other time-like curves that pass the
horizon at later external time (M. Simpson and R. Penrose, Int. J. Theor. Phys.
7, 183-197 (1973); S. Chandrasekar and J.B. Hartle, Proc. R. Soc. Lond. Ser. A
384, 301-315 (1982)): an observer travelling along such a curve will obtain during
a nite interval of his time all information that subsequently falls into the hole. In
this case, the foundation you set up can take an arbitrarily long time to perform the
computation. Of course, you will be stuck inside the hole when you get the answer,
which you will have to extract from the highly blue-shifted radiation falling into the
hole. (In addition, the fact that you are obtaining a potentially innite amount of
information in a nite time suggests that travelling along such trajectories may be
hazardous.)
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