In this paper we present an approach to visualize a potentially high-dimensional and large number of (fizzg) rules in two dimensions. This visualization presents the entire set of ruks to the user as one coherent picture. We use a gmdient descent based algorithm to generate a 2D-view of the rule set which minimizes the error on the pair-wise f i z q distances between all ruks. This approach is superior to a simple projection and also most non-linear transformations in that it concentrates on the important feature, that is the inter-point distances. In order to make w e of the uncertain nature of the underlying fizzy rules, a new fizzy distancemeasure was developed. The visualizations of a rule set for the well-known IRIS dataset as well as fuzzy models for other benchmark data sets are illwtrated and discussed.
Introduction
For the analysis of large industrial data sets, the automatic extraction of rules has raised increasing interest in the past years [2, 51. Two main drawbacks have inhibited the application of such algorithms to real problems. Not only does the number of extracted rules explode for many real world scenarios but additionly the interpretability of such rules suffers tremendously in high-dimensional feature spaces, due to the high number of constraints in the rules' antecedents.
In this paper we present an approach, which visualizes the entire set of fuzzy rules in two dimensions. The original fuzzy rules can be defined over a feature space of arbitrarily large dimension. Based on a new fuzzy distance between two fuzzy points in this feature space, we derive a mesh of points coupled by pairwise fuzzy distances. This matrix of fuzzy distances is then transformed into a two dimensional model, where the pairwise distances are maintained as closely as possible. This is achieve through a random initialization and a gradient descent based strategy which updates positions of all points subsequently. This work is a fuzzy variant of multi dimensional scaling [6] and spring embedding [9] and is similar to KOAN [8], a tool that transforms crisp distance matrices into two (or more) dimensions.
Fuzzy Multidimensional Scaling
The proposed method is based on a set of fuzzy rules R = {Rj I 1 5 j 5 r } which are defined through a member-
The n-dimensional set of rules is then transformed into a set of points in two dimensions: fi = (pz,py) (1 5 j 5 r ) ,
where each point p j represents one rule Rj. The goal of the procedure is to find a setup which minimizes some error function between the pairwise difference of points p'i, @' j and the corresponding difference between the two fuzzy rules 32, Such an algorithm exists for points in a high dimensional feature space. The typical error function known from Multi Dimensional Scaling then simply uses crisp distances:
and Rj.
for crisp points 4, fi E R" and an Euclidean distance function d(.).
In the scenario discussed here no crisp points are available but instead each fuzzy rule can be described through an imprecise region, or M z y point. In order to use equation 1 accordingly a fuzzy distance function is needed. We propose to use a fuzzy distance function d(%,Rj) which generates a fuzzy interval describing the distance between two fuzzy rules 32, and Rj. Thia fuzzy distance is completely defined through the following membership function: using some crisp distance function dist (-) in Rn which will usually be the Euclidean distance. It can be shown that this fuzzy distance does not violate the triangular inequality (see appendix).
Using the fuzzy distance in equation 2 we can again generate pairwise distances for all fuzzy rules in the given set of rules R and compute an error function:
which results in a fuzzy interval as well.
Similar to classical multidimensional scaling the corresonding points in the two-dimensional representation are initially distributed randomly. The algorithm then subse quently updates the positions of all points pfi until a certain error minimum for the sum of the squares of all pairwise errors is reached. The update is done in small steps, using a predefined steprate B:
which is still a fuzzy interval. In order to convert this to a crisp update value, the center of gravity of the fuzzy errors is used in equation 4:
Results
Results for two well known datasets are shown in Figure 1 . On the top the Iris data [4] (4 dimensional feature space) is depicted, the bottom shows one benchmark of the Statlog collection [7] , the Breast data set (9 features). Rules of different class (Iris: 3, Breast: 2) are shown in different grey scales. The size of each rectangle illustrates the importance of a rule, which in this case is determined by the number of covered training examples.
It is interesting to see how for the Iris data one class (dark rectangle, Iris Setosa) is clearly separable from the other two. But also for the other two classes, only two rules of low importance (indicated by the smaller size) are close to each other. This is coherent with the generalization capability of the shown rule set, which achieves close to 95% correct classification on unseen test data. The rule set for the Breast data also shows nice separability for the most important rules of the two classes, and only a small number of rules with lower relevance lie in an area of overlap. Also this rule set achieves a generalization capability of roughly 90%. to be distinguished and the fuzzy learning algorithm generates 132 rules, 70 for class 1 and 62 for class 2. It is interesting to see how the rules are grouped into two main cluster (top left, bottom center) with three rules in between these cluster. The larger rules are easily separable from rules of conflicting class but a large number of smaller rules are mixed with rules of the other class, indicating a larger area of possible confusion and hence probably an overall larger generalization error. Tests on unseen data validate this assumption, the classification accuracy on the unseen data set lies under 85%. In the context of explorative data analysis it would be particularly interesting to focus on the two clusters of rules individually and also investigate some outliers, such as the three rules in between the two cluster and the one rule of class 2 which is far away from any other rules (bottom right). Our current implementation does not (yet) support such interaction, however.
Conclusions
In this paper a methodology was presented to visualize an entire set of fuzzy rules from a high dimensional feature space. The visualiiation maintains the pair-wise distances between the fuzzy rules as much as possible and gives therefore insights into the organization of the rule set in the original feature space. The presented methodology not only provides a way to visualize the entire model at once but also promises interesting opportunities for user interaction with the entire model and hence offers an interesting addition to intelligent data analysis [l] in the area of model exploration. 
A The Used Fuzzy Distance
In the following we discuss a fuzzy distance that does not violate the triangular inequality. We will focus on handling fuzzy descriptions of rules, keep in mind, however, that crisp rules are simply a specialization of the following, restricting the used membership functions to the two values 0 and 1. We will use a membershipfunction based description of rules, resulting in so-called f u z q points. This means that the possibility for a certain value d being the distance between 4 and 4 is determined by the degree of membership of all pairs x and y to PI resp. f2 that have the distance dist(Z,y3 equal to d. Or, put differently, for each pair 3,g E R" with a distance dist(2,fl the degree of membership of the fkzy distance between PI and & for this distance will be greater or equal to min{pp, (3), p h (g}. Note, that the actual computation of this fuzzy distance is easy in case of the usual trapezcjdal membership functions.
The resulting fuzzy set D will naturally be o n e dimensional as well as normalized and convex.
It is interesting to see how the triangular inequality behaves in this fuzzy scenario. For a crisp distance function it is required that for three points a, b, c it holds:
Or in other words, one side of a triangle will never be longer then the sum of the other two sides.
The Same proof for the fuzzy distance_depends, however, on the used fuzzy-interpretation of 1 (2). Most variants are based on comparing all a-cuts, in effect reducing the inequality to an interval-based comparison. It is hard to prove the inequality itself, and this works only for some not very intuitive interpretations of 2. We can, however, prove in most cases that the contrary is not true, that is, the triangular inequality is at least not harmed. This is due to the effect that 2 does not always fully complement 2, that is proving that < does not hold is weaker then proving that 2 holds. We will come back to this issue later and discuss why this is also intuitively more reasonable to be expected from a fuzzy-distance.
Let us recall a common definition of 2, based on a-cuts (many other, related approaches to rank fuzzy numbers are described for example in [3]). Assume two fuzzy distances d 1 and b2. Then we can compare these two entities as follows:
The proof works through contradiction, that is, we will ysume that we can in fact find three fuzzy points A, P2, P3 so that holds. This can be rewritten using equation 9 (15) and therefore the maximum of this a-cut can be written as:
b(4,4):-
where comparing the a-cuts reduces to comparing two intervals, i.e.:
We can thus find a maximum for a certain a;cut for each of < B,2* iff fiy,min < fig,min A < Df,"
our pairwise distances between Pi, A, and P3:
Now, in contrast to the crisp case we want to prove that the opposite of the triangular equation will never be true:
-dpl, p3 : fi (4 4) ?b (4 @ 3 ) ?b(q &) (10) and from equation 16 we know that for each of these values there exists at least one pair of vectors 5 and 3 that have a sufficient degree of membership for both fuzzy points and the appropriate distance:
From our initial assumption we know that
Let us now consider three of these points in R", namely B(4,& and D(&,P3) . This, of course, is a contradiction to the assumption that dr,2 and @,3 where the best choices for these respective a-cuts. Therefore our initial assumption can not be valid and we conclude that in fact the triangular inequality is not violated when using the proposed fuzzy distance. Note, that fuzzy-< only needs to hold the ()Eax-condition for this proof to be valid.
