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The measurement of surface energy balance over a land surface in an open area in Bangalore is
reported. Measurements of all variables needed to calculate the surface energy balance on time
scales longer than a week are made. Components of radiative fluxes are measured while sensible
and latent heat fluxes are based on the bulk method using measurements made at two levels on a
micrometeorological tower of 10m height. The bulk flux formulation is verified by comparing its
fluxes with direct fluxes using sonic anemometer data sampled at 10Hz. Soil temperature is mea-
sured at 4 depths. Data have been continuously collected for over 6 months covering pre-monsoon
and monsoon periods during the year 2006. The study first addresses the issue of getting the fluxes
accurately. It is shown that water vapour measurements are the most crucial. A bias of 0.25%
in relative humidity, which is well above the normal accuracy assumed by the manufacturers but
achievable in the field using a combination of laboratory calibration and field intercomparisons,
results in about 20W m−2 change in the latent heat flux on the seasonal time scale. When seen on
the seasonal time scale, the net longwave radiation is the largest energy loss term at the experi-
mental site. The seasonal variation in the energy sink term is small compared to that in the energy
source term.
1. Introduction
Land surface temperature is an important meteoro-
logical variable and is required in many practi-
cal applications. It is desirable that we understand
its evolution on different time scales ranging from
few hours (e.g., to predict the occurrence of thun-
derstorms) to 100s of years (e.g., climate change
related issues). The evolution of surface tempera-
ture is governed by the surface energy balance.
Absorbed solar radiation is the primary source of
energy, and long term (i.e., climatic) equilibrium
means that this energy is eventually removed from
the surface and transferred to the atmosphere. The
energy loss can be in the form of sensible (SHF) and
latent (LHF) heat fluxes, net long wave radiation
(NLW) and advection (QA). On shorter time scales,
heat flux into the ground (G) and energy storage in
the canopies (S) also become important (figure 1).
Figure 1. A schematic of the components of energy flux at
a land surface. Arrows point the direction of energy transfer
and their size is indicative of the relative magnitudes of the
components. Surface is assumed to have some vegetation.
In order to understand the surface energy balance
on different time scales, we need to know not only
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the net surface heat flux (Qnet, defined in section 3)
but also its individual components. This under-
standing enters numerical models (e.g., global cir-
culation models and regional models) being run to
predict weather and climate.
Among the different components of surface
energy balance, radiative fluxes and ground heat
fluxes can be measured by the instruments. SHF
and LHF are major loss terms, however, not
directly measurable by instruments. So is QA but
often neglected under the assumption of hori-
zontal homogeneity. In numerical models and
for the data coming from routine meteorologi-
cal observations, SHF and LHF are estimated
from knowing temperature, wind speed and water
vapour concentration (or relative humidity, RH)
and employing empirical relations (so called bulk
methods). The Monin–Obukhov (M–O) similarity
theory (Monin 1970; Businger et al 1971; Monin
and Yaglom 1975), which is valid for a convective
boundary layer, is the most widely used theory in
the estimation of SHF and LHF (e.g., Kaimal and
Finningan 1994). A large number of individual and
collective observations have been carried out in the
past to understand the atmospheric boundary layer
and develop flux relations in forced (e.g., Businger
et al 1971; Dyer 1974) and natural convection
limits (e.g., Rao and Narasimha 2006). These for-
mulations are validated and fine-tuned by com-
paring their estimated fluxes with those computed
from the eddy correlation method (ECM, Businger
et al 1971; Beljaars and Holtslag 1991). ECM
uses the definition of a flux in a stationary turbu-
lent flow due to turbulent fluctuations to estimate
SHF and LHF and hence the fluxes so obtained
are also known as direct fluxes. Several assump-
tions are made in ECM including that the flow
is turbulent and stationary (Monin and Yaglom
1975). Experience shows that the conditions in the
atmosphere remain stationary less than 20% of the
time and that too for durations less than an hour
at a time. There are also times when wind speed
is low and the boundary layer very stable; the flow
may be time dependent but not turbulent in the
classical sense. The direct fluxes are normally cal-
culated for the stationary data stretches and used
in developing the bulk flux relations. Extensions
to non-stationary as well as non-turbulent flow
conditions are being attempted (e.g., Mahrt 2007,
2008; Zilitinkevich and Esau 2007), however, these
flux algorithms have not been tested sufficiently to
apply them routinely.
The main difficulty lies in the fact that there
are no direct methods to calculate SHF and LHF
for non-stationary conditions. We know from expe-
rience that the heat capacity of the land surface
is not large, and therefore on monthly and sea-
sonal time scales, almost all the absorbed solar
energy is returned to the atmosphere. Therefore,
one indirect way of verifying the overall accuracy
of the surface flux formulations is to look at the
long term behaviour of Qnet. While a large num-
ber of boundary layer experiments have been car-
ried out in the last 50 years, to our knowledge,
none of them have addressed the surface energy
balance on monthly and seasonal time scales. In the
last 10 years, a global network of micrometeoro-
logical tower sites are being established under the
international FLUXNET programme, where conti-
nuous measurements of the exchanges of carbon
dioxide (CO2), water vapor, and energy between
terrestrial ecosystem and atmosphere are being
carried out (Wilson et al 2002). At these sites,
radiative fluxes are accurately measured and fluxes
of CO2, water vapor and sensible heat are cal-
culated from ECM using sonic anemometer and
infrared sensor data (e.g., Anthoni et al 1999;
Hollinger et al 1999; Schmid et al 2000; Wilson
and Baldocchi 2000). These FLUXNET sites have
been set up in North America, Europe, Australia
and Asia (Japan, China, Korea and Thailand)
enabling the precise calculations of surface energy
balance on different time scales purely based on
observed/measured fluxes. Results show that there
is a general lack of closure at most sites, with the
available energy (net radiation minus the energy
stored) larger than the sum of SHF and LHF (e.g.,
Wilson et al 2002). The mean imbalance is about
20%. (The advection term is neglected in these cal-
culations on the ground that the sites chosen are
horizontally homogeneous.)
While such comprehensive measurements are
yet to be taken up in India, there have been
experiments here where surface fluxes were mea-
sured [e.g., the Monsoon Trough Boundary Layer
Experiment (MONTBLEX) in 1990 (Narasimha
et al 1997), Land Surface Processes Experiment
(LASPEX) during 1997–98 (Vernekar et al 2003)].
One common feature among the previous Indian
experiments is that the data time series is discon-
tinuous and continuous measurements covering an
entire season are missing. Further, these measure-
ments are not comprehensive in the sense that in
some cases radiation data are not available while
in other experiments the humidity data. Therefore,
continuous time series of sufficient duration and
including all variables needed to study the seasonal
energy balance based on measured data alone is
missing in the Indian context.
The present study, aimed at partially filling this
gap, has two main objectives. The first objective
is to understand what it takes to experimentally
measure the components of the surface fluxes reli-
ably. The second objective is to build a time series
that enables the calculation of the seasonal sur-
face energy balance based on the measured fluxes
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only. A micrometeorological tower was set up and
instrumented at two levels above the ground for
this purpose. The experimental arrangement is
described in section 2, section 3 briefly explains
the theory required to calculate the fluxes, sec-
tion 4 presents results, discussion is in section 5
and conclusions are in section 6. It is shown that
the calculated surface energy balance is very sen-
sitive to even small errors in the relative humidity
difference between two levels. The overall required
accuracy of temperature and relative humidity
measurements is much more than the normal accu-
racy levels promised by even the best makes of
these sensors. A combination of laboratory cali-
bration and intercomparison helps in reducing the
inherent differences between the sensors substan-
tially to below the manufacturer specifications.
Another finding is that at this location, the net
longwave radiation and not SHF or LHF, is the
largest energy loss term during the summer mon-
soon period.
2. Experimental setup
A 10m high micrometeorological tower was in-
stalled in an open area in the airfield located
within the campus of the Indian Institute
of Science (IISc), Bangalore, India (13.01◦N,
77.34◦E). Figure 2 shows a photograph of the
tower taken at an angle approximately normal to
the then prevailing wind direction. The ground is
flat and the tower site is covered with grass and
small bushes, and the surrounding area is clear
of any tall trees within a radius of at least 50m.
In the upstream direction of wind, natural vege-
tation (grass) is present over a distance of more
than 200m which is reasonably homogeneous and
grass was not cut to maintain the natural condi-
tions even in the immediate neighborhood of the
tower. Along the upwind direction, the homogene-
ity is better than that seen in the photograph
and we believe that roughness, albedo and sur-
face emissivity at the tower location are reason-
ably representative of the upwind area. The fetch
(an upwind distance with uniform surface char-
acteristics) along the west and south-west direc-
tions (the direction of the prevailing winds during
the summer monsoon season) was few hundred
meters and along the north and north-east direc-
tion (direction of winds during winter) was about
75m. Table 1 shows the sensor makes and the man-
ufacturer specified accuracies. Temperature (T ),
relative humidity, horizontal component of wind
speed (U) and wind direction instruments were
mounted at two levels, namely 2 and 8m (figure 2).
All components of the radiation were measured
using radiation instruments (pyranometers and
Figure 2. Photograph showing the experimental setup
in the field. Vegetation at the site was allowed to grow
naturally.
pyrgeometers) installed on a separate 2m mast
(figure 2). The radiation instruments installed are
of Eppley make, regarded to be one of the most
reliable, commercially available radiation instru-
ments. Our choice for this make was influenced
by its selection in Woods Hole’s IMET (Improved
Meteorology) system (Hosom et al 1995). Soil
temperature was measured at 4 depths, namely
0.05, 0.1, 0.15 and 0.2m. All sensors and data
loggers were powered by a 12V battery which
was charged by a solar cell. The data were sam-
pled every 5 seconds, averaged for 2 minutes and
stored. Results shown correspond to the period
May–October 2006.
Further, a sonic anemometer was installed at 2m
height on the tower and its data were collected dur-
ing 30 May to 12 July 2006. This sonic anemometer
measured three components of wind velocity and
air temperature. Data were acquired at 10Hz rate
and stored in a PC. Running the sonic anemometer
and PC required much more power than the solar
panel could provide. Since the line power was not
available at the tower site, these instruments were
operated using a car battery, which lasted for about
20 hours when fully charged. Therefore, the sonic
anemometer time series is not continuous and there
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Table 1. Sensors used in the present experimental setup and their specifications. These instruments were procured
during BOBMEX (Bhat et al 2001) and ARMEX (Bhat et al 2005, Rao 2005), and redeployed after repair or
maintenance so that the data accuracies are not compromised.
Parameter/Instrument Sensor Accuracy Make and model
Air temperature Platinum resistance
thermometer
±0.2◦C ROTRONICS, MP100H
with Hygroclip S3
Relative humidity Capacitance ±1.5% ROTRONIC, MP100H with
Hygroclip S3
Pressure Capacitance ±0.3 hpa VAISALA, PTB100A
Wind speed and wind
direction
Propeller,
potentiometer
±0.3m s−1 or 1% of
reading, ±3◦C
R.M. YOUNG, Wind
Monitor 05103
Rain gauge Tipping bucket 0.1mm per 50 tips R.M. YOUNG, 52203
Soil temperature Platinum resistance
thermometer
±0.3◦C HONEY WELL, HEL-700,
thin film
Multi-plate radiation
shield
– R.M. YOUNG
Shortwave radiation Thermopile ∗absolute accuracy
±3–4% and relative
accuracy ±2%
EPPLEY, PSP
Longwave radiation Thermopile with
temperature
compensation
∗ ± 10W m−2 EPPLEY, PIR
Wind vector (u, v, w) Sonic anemometer 0.1m s−1 METEK, USA-1
Temperature Sonic anemometer 0.01◦C METEK, USA-1
Data logger Campbell, CR10X
∗Eppley does not specify the actual accuracy of their radiation instrument. The numbers are based on the reports
from researchers who carried out calibration and intercomparison experiments.
are data gaps. The sonic data are basically used to
verify the bulk fluxes, and this purpose was served
with the data collected.
The calibration of instruments is very crucial for
maintaining the accuracy of measurements. Before
installation in the field, temperature and humidity
sensors were calibrated in the laboratory. Further,
these sensors along with a reference platinum resis-
tance thermometer (Pt1000) were then placed in a
closed, insulated chamber having a fan for air cir-
culation, and data collected continuously over one
diurnal cycle in the laboratory. This provided data
to check the relative differences between similar
sensors. The wind sensors (slow sensors) are cal-
ibrated using sonic anemometer as the reference
by placing all of them at the same height on the
tower. The sonic anemometer was independently
calibrated earlier in a wind tunnel, and found to
perform as per the manufacturer specifications.
3. Theory
Figure 1 shows a schematic of different terms
involved in the land surface energy budget. The
surface is assumed to have vegetation that forms
the interface between the soil surface and the
atmosphere. SW in and SW out are the incom-
ing and reflected fluxes of shortwave radiation,
Rin and Rout are respectively the incoming and
outgoing fluxes of longwave radiation. Assum-
ing horizontal homogeneity (QA is ignored) and
neglecting the energy storage in the interfacial
layer (S is neglected), the energy balance at the
earth’s surface gives,
SW in = SHF + LHF + SW out
+ NLW + G, (1a)
Rnet = SW in − SW out − NLW = SHF
+ LHF + G, (1b)
and
Qnet = SW in − (SW out + NLW
+ SHF + LHF + G), (1c)
where NLW is net longwave radiation (= Rout −
Rin). Here, SW in and Rin directed towards while
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other components directed away from the sur-
face are taken positive. Both equations (1a) and
(1b) are identical, however, their interpretations
are slightly different. Normally, when such equa-
tions are written, uncertainties are thought to be
with the RHS. In the present case, putting Rnet on
LHS gives the impression that radiative fluxes are
alright. This is far from the truth. There could be
substantial errors in the radiation terms, longwave
fluxes, in particular. To emphasize this, we consider
equation (1a) along with the more traditional form,
namely, equation (1b) which equates the net radia-
tion to the sum of turbulent fluxes (SHF and LHF)
and ground heat flux. Components of radiation can
be measured using appropriate radiation instru-
ments. SHF and LHF are estimated by assuming
the flow to be stationary, turbulent and horizon-
tally homogeneous. This leads to the expressions
(e.g., Stull 1988):
SHF = ρCpw′θ′ = −ρCpu∗θ∗
LHF = ρLew′q′ = −ρLeu∗q∗
τ = −ρu′w′ = ρu2∗
⎫
⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
, (2)
where τ is the surface shear stress, ρ is air den-
sity, u∗, θ∗ and q∗ are respectively the surface
layer scales for horizontal wind speed (U), poten-
tial temperature (θ) and specific humidity (q). Cp
is specific heat of air at constant pressure, Le is
the latent heat of vaporization, u and w are the
horizontal (along the mean wind direction) and
vertical components of wind velocity respectively
measured with a sensor having frequency response
better than 1Hz. The prime denotes the fluctuat-
ing parts of respective variables and the overbar
represents time averaging. The terms involving the
covariances define the respective fluxes in a turbu-
lent flow. With data from instruments that enable
the measurements of turbulent fluctuations in the
flow (i.e., fast sensors), covariances can be com-
puted and fluxes obtained. The bulk methods vary
in complexity, but nowadays are mostly based on
M–O similarity theory for a turbulent convective
boundary layer (Dyer 1974; Hicks 1976; Beljaars
and Holtslag 1991). The vertical profiles of time
averaged quantities are given by (e.g., Panofsky
and Dutton 1984):
U =
u∗
k
[
ln
(
z
zom
)
− ψm(ξ)
]
θ − θo = θ∗
k
[
ln
(
z
zos
)
− ψs(ξ)
]
(3)
q − qo = q∗
k
[
ln
(
z
zos
)
− ψs(ξ)
]
.
Here, z is height above the surface, zom and zos are
surface roughness lengths for velocity and scalar
(θ and q), respectively. The subscript o refers to
the value of the scalar at the roughness height
zos. ψm and ψs are the M–O similarity functions
for U and scalar respectively, and are functions of
the stability parameter ζ(= z/L, where L is the
Monin–Obukhov length scale). ζ < 0,= 0 and > 0
correspond to unstable, neutral and stable stratifi-
cation respectively. L is given by (Garratt 1992):
L =
θvu
2
∗
gkθv∗
. (4)
θv is the virtual potential temperature, and θv and
θv∗ are given by:
θv = θ(1 + 0.61r), (5)
θv∗ = 0.61 θq∗ + θ∗(1 + 0.61r),
where r is the mixing ratio and is related to q
through the equation r = q/(1 − q). Both r and q
are small [∼O(10−2)] and nearly equal. Functions
ψm and ψs are empirically determined. The pro-
file method (PM) is a special case of bulk method
when measurements at two or more levels in the
surface layer are available. For measurements at 2
levels, equations (3) can be rearranged to give:
U2 − U1 = ΔU = u∗
k
[
ln
(
z2
z1
)
−ψm (ξ2)+ψm(ξ1)
]
θ2 − θ1 = Δθ = θ∗
k
[
ln
(
z2
z1
)
− ψs(ξ2) + ψs(ξ1)
]
q2 − q1 = Δq = q∗
k
[
ln
(
z2
z1
)
− ψs(ξ2) + ψs(ξ1)
]
(6)
where, ξ1 = z1/L and ξ2 = z2/L, and the sub-
scripts 1 and 2 refer to lower and upper measure-
ment levels respectively. If wind, temperature and
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humidity data are available at 2 levels, then, equa-
tions (4)–(6) can be solved (iteratively) to obtain
u∗, θ∗ and q∗ which when used with equation (2)
give SHF and LHF. Note that this method does not
assume a drag (or exchange) coefficient. The M–O
similarity functions used in this work are based
on the works of (Dyer 1974; Beljaars and Holtslag
1991) and are given in Appendix 1.
3.1 Eddy Correlation Method (ECM)
The terms involving the covariances in equation
(2) define the respective fluxes in a turbulent flow,
and the method of calculating fluxes through com-
puting covariances is known as ECM. With sonic
anemometer data sampled at 10Hz, it is possible
to compute the covariances and calculate fluxes.
Implicit assumption in ECM is that the flow is sta-
tionary which is not the case in the atmosphere a
majority of the time. The fluxes calculated using
ECM are reliable if the flow remains stationary
over a time interval of at least 15–30 minutes, and
the fluctuating quantities are based on the averages
taken over this time interval. Strict stationarity
is rarely satisfied in the atmosphere. Statistical
tests can be applied to determine if the flow is sta-
tionary. This is usually done by dividing the aver-
aging time into two equal parts and calculating
the mean and the standard deviation for the two
intervals. Then student’s t and F tests are applied
to the means and standard deviations respectively
to determine if the time series satisfies stationa-
rity (e.g., Bendat and Piersol 1986). For the avera-
ging time of 20 minutes used in this study and for
the flow conditions that prevailed during a major-
ity time of the observations, 95% confidence limit
was satisfied if the means and standard deviations
in the two intervals were within 5% of each other.
Therefore, we used the simple criteria that if both
the mean and standard deviations are within 5%
of each other when calculated for each half of the
averaging time interval separately, then the flow is
stationary.
In the application of ECM, sensor alignment is
very critical (Wilczak et al 2001). Ideally, the tower
site should be on level ground and homogeneous,
and the vertical axis of the sonic anemometer
parallel to normal to the surface. In this perfectly
aligned system, the vertical component of velo-
city averaged over about half an hour is close to
zero. Perfect alignment is very difficult to achieve
in the field. If the vertical axis is tilted, then the
measured vertical velocity includes a component
of the horizontal velocity which causes significant
errors in the fluxes computed by ECM. The align-
ment can be checked by plotting the mean vertical
velocity against the mean horizontal wind speed
Figure 3. Variation of the 30-minute average vertical veloc-
ity (w) with the horizontal wind speed, both measured by
the sonic anemometer. Raw and corrected refer to uncor-
rected and corrected vertical velocity.
(figure 3). Any systematic trend implies that the
vertical alignment is not perfect, and this is the
case in figure 3 implying that the measured verti-
cal velocity was not normal to the mean stream-
lines. The vertical inclination works out to be 3.6◦
at an azimuthal angle of 258◦ from north. This
could have resulted from ground slope or sensor
inclination. If this was due to terrain, then, the
terrain height should have changed by 1m for
every 16m horizontal distance. Visual inspection
of the ground shows that the ground slope is much
less than this. Hence, we primarily attribute the
cause to sensor inclination. By a co-ordinate rota-
tion, the true vertical velocity can be obtained. The
wind vector was corrected accordingly (figure 3)
before calculating the fluxes by ECM. The differ-
ence between the fluxes computed from ECM with
and without correction for the vertical tilt is found
to be about 20% with uncorrected values being
larger.
4. Results
4.1 Mean conditions
The time series of daily average T , q, U , soil tem-
perature and rainfall are shown in figure 4. Sea-
sonal trends as well as fluctuations on synoptic
(i.e., few days) to monthly (i.e., intra-seasonal)
time scales are observed. The mid and later half
of May had few showers and the daily rainfall
exceeded 20mm on a couple of occasions. Between
mid May and June beginning, air and soil tem-
peratures decreased by 5–7◦C and q increased by
about 4 g kg−1. It is observed from figure 4 that the
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Figure 4. Temporal variation of the daily average values of
(a) air temperature, (b) specific humidity, (c) wind speed,
(d) soil temperature at 0.05, 0.1, 0.15 and 0.2m depths, and
(e) precipitation.
differences in temperatures and specific humidities
between 2 and 8m heights are very small on most
days [note that these small differences matter in
flux calculations, see equation (6)], whereas, that
in wind speed is clearly discernible. Wind speeds
are higher during the summer monsoon period.
The wind speed at 2m height remained below
5m s−1 throughout the observation period while
that at 8m height is larger and the maximum value
exceeded 7m s−1. Soil temperature between 0.05
and 0.2m is nearly uniform for a majority of the
time. On monthly and seasonal time scales, the
change in soil temperature is small. This provides a
constraint to the surface energy budget (discussed
later). The peak monsoon season in Bangalore is
during August–October. The number of rainy days
was several during this period (figure 4e), however,
most of the rain events were weak and only on three
occasions rainfall around 20mm day−1 occurred.
Fraction of the total time when it actually rained
is only 1.1%. The annual rainfall measured in the
IISc campus in the year 2006 was 632mm, very
low when compared to that of 2004 (1081mm)
and 2005 (1442mm). Thus, the study year was
relatively dry.
4.2 Further refining variables and fluxes
With the measurements available at 2 levels, SHF
and LHF are calculated using equations (4)–(6).
The initial values did not appear alright. For exam-
ple, calculated LHF was as large as −100W m−2
during some nights but the atmosphere was
dry. Similarly, SHF exceeded −100W m−2 during
nights and day time values exceeded 600W m−2.
To check if sensors retained the initial calibra-
tion or not, temperature and humidity sensors
were brought back to the laboratory and calibrated
again. There was no degradation in the perfor-
mance of the sensors. With calibration, the uncer-
tainty in the temperature of each sensor can be
reduced to 0.1◦C and that in RH to around 1%.
These values are smaller than the usual manufac-
turer specified accuracy levels (which are typically
not better than 0.2◦C and 1.5% for T and RH
respectively, table 1). In the profile method, cal-
culated fluxes are very sensitive to even small sys-
tematic biases between the sensors. Calculations
show that even after careful calibration, uncertain-
ties in SHF and LHF remain high (20% or larger).
To further reduce the inherent instrument differ-
ences, wind, temperature and humidity sensors
were mounted at the same height (8m) and data
collected continuously for few days. There were
small but systematic differences between the two
sensors measuring the same variable. The con-
stants of the sensors at 2m height were fine
tuned to match the values measured by the sen-
sor mounted at 8m level for the intercomparison
period. Further, it was observed that the response
of the humidity sensor at 2m height is non-linear
above 86% RH (figure 5a), and a look-up table
was prepared for RH > 86% to convert measured
voltage into RH for this sensor. After the cor-
rections, the rms values of ΔRH (= RH 2 − RH 1)
and ΔT (= T2 − T1) are 0.23% and 0.04◦C respec-
tively (figure 5c–d). Thus, with the help of labora-
tory calibration and intercomparison exercises, the
systematic differences between respective sensors
were brought down to levels well below the manu-
facturer specified accuracies.
Despite all these efforts, values of SHF exceeded
−100W m−2 on some occasions (figure 6a). These
cases were examined in detail to understand the
reasons for the large and negative values of SHF.
A representative time series of SHF, ΔT and u for
such cases are shown in figure 6. Often, the low val-
ues of SHF occurred under calm conditions during
night time. Air was more or less still at 2m height
and about 0.5 to 1m s−1 at 8m height, and ΔT val-
ues were as large as −2◦ to −3◦C (figure 6c). This
resulted in large negative values in SHF since only
the difference between the wind speeds at 2 levels
appears in equation (6) and not the magnitudes
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Figure 5. Comparison of relative humidity and air temper-
ature measured by the respective sensors during the inter-
comparison period. Data are 20-minute averages. 1 and 2
refer to measurement levels. (a) relative humidity, (b) air
temperature, (c) ΔRH vs. RH , and (d) ΔT vs. T . In panel
a), before and after refer to RH measured by the sensor
installed at 2m height before and after the corrections.
of the wind speeds. The implicit assumption in
deriving equation (6) is that the boundary layer is
turbulent and convective. This assumption breaks
down during calm clear nights.
Therefore, it became clear that the problem
arises during the night time under low wind condi-
tions where still atmosphere is occasionally inter-
rupted by (mild) wind bursts (Nakamura and
Mahrt 2005). For this case, M–O similarity theory
is not applicable and the estimation of LHF and
SHF under such conditions remains a major chal-
lenge as stated in the introduction. The problem is
not trivial because there is no independent method
of measuring SHF and LHF in the field other than
through the measurements of wind speed, temper-
ature and water vapour, and under the assumption
that the flow is stationary. For the present pur-
pose, hoping that comparing fluxes from two differ-
ent methods may provide some hints, we compared
the PM based fluxes with those based on ECM.
One important fact to be noted in this compari-
son is that sonic anemometer measures the virtual
temperature Tv (temperature that accounts for the
effect of water vapour on air density) and not the
actual air temperature T . Tv is given by (Garratt
1992, p 22).
Tv = (T + 273.16)(1 + 0.608∗r)− 273.16. (7)
Figure 6. (a) Temporal variation of SHF during the study
period. Panels (b)–(d) show the variation of SHF, ΔT and
wind speed during 7–12 October 2006. Note that wind speed
at level 2 is larger.
Here Tv is in degree Celsius. Therefore the corre-
lation ρCpw′θ′s [where θs is the potential tempera-
ture based on sonic temperature Tv, see equations
(2) and (5)] is not conventional SHF. For the con-
venience of reference, henceforth it is denoted by
SHF v. The corresponding flux calculated using PM
is given by SHF v = ρCpu∗θv∗ [where θv∗ is defined
in equation (5)]. The values of SHF v were cal-
culated for an averaging time of 1200 s. For the
entire sonic anemometer time series data collected
during June–July 2006 (with data gaps), only 422
data stretches satisfied the stationarity conditions.
Among these, wind speed below 1m s−1 occured in
only one case. In order to increase the number of
data points below 2m s−1, sonic data time series
was high band pass filtered to remove slowly vary-
ing components having time periods of more than
5 minutes (the reason being, major contribution
to turbulent flux comes from frequencies higher
than that corresponding to 5-minute periods, e.g.,
Nakamura and Mahrt 2005). The fluxes are calcu-
lated for the filtered data for each 20-minute inter-
val. For the same averaging time interval, SHF v is
calculated using PM.
The outcome of this exercise is shown in figure 7.
This figure also shows a comparison of the wind
speeds measured at 2m height by sonic and
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Figure 7. (a) Comparison of wind speeds measured by
sonic and propeller anemometers at 2m height. (b) Com-
parison of SHF v from ECM and PM. (c) Variation of SHF v
with wind speed at 2m height. Correlation coefficient (r)
and rms errors (in respective units) are shown in panels (a)
and (b). ECM−filt and ECM−stn refer to ECM fluxes for
filtered and stationary time series.
propeller anemometers. In figure 7(b), SHF v cal-
culated from PM is plotted against those calcu-
lated from ECM for stationary and filtered time
series. There is no noticeable bias or trend between
the fluxes from the two methods for both the
time series for positive values of SHF v. However,
a major difference is observed at negative val-
ues of SHF v. This occurs in the low wind regime
(figure 7c). SHF v from ECM calculated for sta-
tionary time series did not go below −10W m−2
at wind speeds less than 2m s−1 during night
times. However, the number of data points in this
wind speed range is too few to draw statistically
significant conclusions. The number of data points
are more for fluxes based on filtered time series,
and if negative values of SHF v are only consi-
dered, the average value of SHF v is −12W m−2 for
wind speed around 2m s−1 and approach zero for
wind speeds below 0.1m s−1. On the other hand,
SHF v based on the bulk method shows some large
negative values for wind speeds below 1m s−1. As
explained earlier, M–O similarity theory is not
applicable for these cases. Therefore, if the wind
speed at 2m level is less than 2m s−1 and SHF v
goes below −12W m−2, then it seems reasonable
to replace this by a value between −12W m−2 and
zero depending on the wind speed (by a linear
regression).
Finally, what we need is SHF and not SHF v
for heat budget calculations. Comparing SHF and
SHF v (both by PM) showed that the two dif-
fer from each other by less than a W m−2 if the
absolute value of SHF v is less than 50W m
−2.
Therefore, we extend the results obtained for SHF v
to SHF if the wind speed at 2m level is below
2m s−1 and the flux is negative. Same criterion is
applied to LHF as well.
4.3 Surface energy balance
In order to understand the relative importance of
different components involved in the surface energy
balance, we present the energy source and sink
terms separately. In the following, SW in is taken
as the energy source and the terms on the right
hand side in equation (1a) together are taken as the
energy sink. Traditionally, equation (1b) is used to
look at the surface energy imbalance. For reasons
stated in section 3, we show results for both equa-
tions in the following. Thus, the cumulative aver-
age source and sink are (ignoring the contribution
of ground heat flux G),
Source =
1
n
n∑
i=1
(SW in)i
Sink =
1
n
n∑
i=1
(SHF + LHF
+NLW + SW out)i
⎫
⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
, (8a)
Rnet =
1
n
n∑
i=1
(SW in − NLW − SW out)i
TF =
1
n
n∑
i=1
(SHF + LHF )i
⎫
⎪⎪⎬
⎪⎪⎭
, (8b)
where i refers to time. For calculating the source
and sink in equation (8), LHF and SHF are esti-
mated taking 30-minute averaged values and radia-
tive fluxes are also averaged over the same time
interval (giving 48 values per day). The resulting
fluxes are added up and the average is taken. Since
SW in has strong diurnal dependence, missing data
can lead to biases in the cumulative average. There-
fore, only those days with complete 24-hour data
are considered while calculating the summations in
equation (8). The integration started from May 15.
Owing to strong diurnal variation in SW in, source
shows large amplitude fluctuations initially and it
takes few days before its diurnal fluctuations sub-
side. Figure 8(a) shows the temporal variation of
individual terms in the sink, and source and sink
are compared in figure 8(b) and figure 8(c) shows
Rnet and TF .
During the May–October period, the largest
among the sink terms is NLW with an average value
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Figure 8. (a) Temporal variation of components of energy
equation. Also shown in the same panel is daily rainfall.
(b) Variation of source and sink. (c) Rnet and TF. Note
that the values shown here are cumulative average values.
of 68W m−2, followed by LHF with an average
value of 52W m−2, SHF is third at 37W m−2 and
the smallest term is SW out at 24W m
−2. Owing to
(intermittent) rains, soil had moisture and a sub-
stantial part of the energy came out in the form of
water vapour. This could be a feature over the land
surface during the monsoon. We were expecting
SHF to be the dominant component over the land
surface, but this is not the case. The sum of the two
radiative components (92W m−2) and sum of SHF
and LHF (89W m−2) are nearly equal (the differ-
ence is within experimental error), i.e., the energy
loss through radiative processes is as large as that
due to the turbulent fluxes (TF).
Both figures 8(b) and 8(c) show similar trends
and differences are mainly in the magnitudes.
Therefore, we discuss figure 8(b) here and the same
applies to figure 8(c) as well. The sink is more
or less steady and its seasonal variation is rela-
tively small (168 to 188W m−2 and settles around
180W m−2 from August onwards), whereas the
source is around 250W m−2 during late May, and
gradually decreases to around 180W m−2 as the
monsoon season progressed. If we consider the
period May–July, source is larger than sink (fig-
ure 8b). Before the monsoon onset, there is a large
gap between source and sink and during the sec-
ond half of May the average difference between
them is 65W m−2, i.e., larger than the individual
Figure 9. (a) The variation of monthly average net radi-
ation and turbulent fluxes during May–October. May aver-
age is based on observations made during 15–31 May.
(b) Monthly variation of the closure ratio. The dashed line
indicates a CR value of unity where energy gained through
net radiation is lost through turbulent fluxes.
sink terms during this period (figure 8a). The aver-
age soil temperature decreased from around 41◦C
to 34◦C during this period (figure 4), and thus
ground also lost heat. During June also imbalance
remained but reduced to around 25W m−2. The
differences between source and sink are about 26%
and 10–12% of the source term during May and
June respectively. Soil temperature did increase
during the first half of June, but the increase
was arrested after the second week and tempera-
ture started falling and the net change during the
month is small (figure 4d). In equation (1), the
contribution from precipitation has been neglected.
Since the amount of precipitation has been mea-
sured, it is possible to estimate the contribution
from it. Calculations show that the contribution
from rainfall is not more than a few W m−2.
Therefore, the energy imbalance during May–June
cannot be attributed to ground heat flux and pre-
cipitation. Whether advection was so large or not,
cannot be answered from the present experimental
arrangement.
Figure 9 shows the monthly variation of TF and
Rnet and the closure ratio CR(= TF/Rnet). TF
is minimum during May, increases subsequently
and peaks during August. Rnet is maximum during
May and minimum during July. CR value of more
than unity means that more energy is lost due to
turbulent fluxes than received through net radia-
tion.
5. Discussion and conclusion
The present study covers the period second half of
May to October end. It would have been nice to
study the surface energy balance during the tran-
sition from winter to summer months too where
LHF is expected to be small. In fact, the tower
installation started in November 2005; however, it
took six months to get all measurements in order
to obtain continuous data. The present set of mea-
surements and analysis have given ideas about the
problems to be overcome, both instrument and
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Figure 10. (a) Sensitivity of TF to variation in ΔRH .
(b) The temporal variation of Δq. 0, n and p refer to
0, −0.25%, and +0.25% perturbations to ΔRH .
theory related, when attempting surface energy
balance on seasonal time scales using slow sen-
sor data. The stably stratified low wind cases are
frequent over land and ways to obtain fluxes dur-
ing such conditions need to be devised and stan-
dardized. One important result from the present
study is the large contribution of the net long-
wave radiation to surface energy budget. In the
Indian field programmes, measurement of longwave
radiation has not been given high priority so far,
and going by the present results, it is important
that both shortwave and longwave radiation are
measured accurately. This point needs emphasis
because there are several programmes in the coun-
try where detailed boundary layer measurements
are being planned using instrumented towers. This
includes the STORM (Severe Thunderstorms –
Observations and Regional Modeling) in the north-
eastern India, PROWNOM (Prediction of Regional
Weather with Observational Meso-Network and
Atmospheric Modeling) in south India and CTCZ
(Continental Tropical Convergence Zone) in north
India. If these efforts are to yield scientifically
valuable results, then issues related to the selec-
tion of sensors, measurement accuracy, calibration
and on site intercomparison, are to be adequately
addressed. It is hoped that the present study
provides useful information to those planning to
make tower measurements with instruments at
multi-levels.
It is important to understand how sensitive the
energy closure is to errors/uncertainties in ΔT and
ΔRH . It is noted in the previous section that
the rms values of ΔRH and ΔT are 0.23% and
0.04◦C respectively. We changed ΔRH and ΔT by
±0.25% and ±0.05◦C respectively (i.e., comparable
Figure 11. Components of surface heat flux. (a) SHF
(red), LHF (green), NLW (pink) and SW out (blue) for
May–October period. Days with missing data have been
removed and x-axis initially represents the Julian day but
after day 180, successive days with data. (b) Source and sink
terms. (c) SHF (red), LHF (green) and NLW (pink) during
19–22 May. Fluxes in (a) and (b) are 3-day running average
values whereas in (c) is 30-minute average.
to respective rms difference) and examined the
changes in SHF and LHF (radiative components
remain the same). There is little change in SHF
and LHF for the specified change in ΔT . However,
when ΔRH is perturbed by ±0.25%, the change
in LHF is about 20W m−2 (figure 10a), i.e., com-
parable to the contribution of SW out (figure 8a).
The reason for the large impact of RH is that the
magnitude of Δq is less than 0.3 g kg−1 a major-
ity of the time (figure 10b) and the perturbations
caused in Δq due to the above changes in ΔRH are
about ±0.06 g kg−1, which is a significant fraction
of Δq.
One question that naturally arises after an
examination of figure 8 is, why the budget does not
close during the pre-monsoon period but does so
during August–October months? Is it because the
terms neglected were important during the pre-
monsoon period, or calibration drifted, or due to
errors in measurement or in flux algorithms? We
don’t have a satisfactory answer to all these ques-
tions, however, there is no harm in looking at
the components of the fluxes during the period
when the difference between source and sink are
the largest. This happened during 15–23 May with
the difference peaking (∼ 90W m−2) on 20–21 May
(figure 11). Soil temperature increased at a rate
of little over a degree Celsius per day during
20–22 May (figure 4). The corresponding estimated
ground heat flux is about 30W m−2 [assuming that
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the top 1.5m layer of the soil is uniformly heated,
a soil density of 1500 kg m−3 (measured) and soil
specific heat of 1200 J kg−1 K−1 (Farouki 1986)].
This roughly accounts for one third of the differ-
ence between source and sink.
The daily average value of SW in is the high-
est during 20–22 May (∼ 270W m−2, figure 11b)
compared to any other day during the entire
study period. Theoretically calculated daily aver-
age solar insolation at the top of the atmosphere
is more than 440W m−2 for the month of May
for Bangalore latitude. Therefore, there is no rea-
son to doubt SW in data for these days which were
generally cloud free. The diurnal variations in SHF,
LHF and NLW are shown in figure 11(c). The
lowest value of NLW during May–October period
occurred around 20 May (figure 11a). On these
days, values of NLW just after the sunset reduced
to zero, whereas, during say, August or September,
the lowest value of NLW is about 30W m−2 (fig-
ure not shown). It is not clear why NLW was so
low around 20 May. Further, both LHF and SHF
are either very small or negative at night time.
The wind speed (at 2m height) was in 2–4m s−1
range even during the night time; therefore these
were not calm nights to produce a very stable sur-
face layer. A careful analysis of data under simi-
lar synoptic conditions is needed to check if the
negative turbulent fluxes are real or due to sen-
sor drift. As pointed out earlier in this section,
drifts in the humidity sensor is very critical to LHF
estimation and even a small change of 0.25% in
ΔRH can lead to 20W m−2 change in LHF. It may
be noted that detailed inter-comparison was car-
ried out towards the end of September. However,
now there is no way of knowing the extent of drift
between May and September, if there was any. One
way to overcome such problems in future is to carry
out the intercomparison exercises more frequently
and have more than one set of sensors at each
level (to avoid data loss during intercomparisons).
Further studies with regular intercomparisons
and covering an entire year will provide insights
into the missing elements in the surface energy
balance.
To summarize, this is the first experiment
carried out in India that addressed the surface
energy balance on a seasonal time scale. It is
shown that with a combination of laboratory cali-
bration and field intercomparisons, measurement
accuracies in temperature and relative humidity
can be substantially improved over the manu-
facturer specifications. Important findings are as
follows:
• When seen on the seasonal time scale, the net
longwave radiation is the largest energy loss term
at the experimental site.
• A bias of 0.25% in the relative humidity
difference between the two levels results in
about 20W m−2 change in the latent heat
flux. To achieve this level of accuracy, labora-
tory calibration and field intercomparison are
required.
• The seasonal variation in the energy sink term
is small compared to that in the energy source
term.
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Appendix 1
The following similarity functions are used in the
calculation of fluxes.
Unstable case: Dyer (1974):
ψm = 2 ln
[
(1 + x)
2
]
+
[
(1 + x2)
2
]
− 2 tan−1(x)
+
π
2
{−0.01 > ξ > −2} (A.1)
ψh,q = 2 ln
[
(1 + x2)
2
]
{−0.01 > ξ > −2} (A.2)
where x = (1− 16ξ)1/4.
Stable case: Hicks (1976):
ψm = ψh,q = −5ξ, {3 ≥ ξ ≥ 0} . (A.3)
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Beljaars and Holtstag (1991):
−ψm = aξ + b
(
ξ − c
d
)
exp(−dξ)
+
bc
d
{7 ≥ ξ ≥ 3} (A.4)
−ψh,q =
(
1 +
2
3
aξ
)3/2
+ b
(
ξ − c
d
)
exp(−dξ)
+
bc
d
+ 1 {7 ≥ ξ ≥ 3} (A.5)
where a = 1, b = 0.667, c = 5, and d = 0.35.
For strongly stable stratification cases, Monin–
Obukhov theory has limitations. In fact, there is
large scatter between theoretical fits and observed
data and it is for the user to believe which one is
better. Introduction of additional length scales in
addition to L, namely, Lf characterizing the effect
of earth’s rotation and LN characterizing the
non-local effect of the static stability in the free
atmosphere reduce the scatter (Zilitinkevish and
Esau 2007). However, to implement these scales,
additional information is required (vertical profile
of the atmosphere) which is not available at places
having only tower measurements.
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