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Abstract
We investigate quantum entanglement in a non-relativistic critical system by calculat-
ing the logarithmic negativity of a class of mixed states in the quantum Lifshitz model in
one and two spatial dimensions. In 1+1 dimensions we employ a correlator approach to
obtain analytic results for both open and periodic biharmonic chains. In 2+1 dimensions
we use a replica method and consider spherical and toroidal spatial manifolds. In all cases,
the universal finite part of the logarithmic negativity vanishes for mixed states defined on
two disjoint components. For mixed states defined on adjacent components, we find a
non-trivial logarithmic negativity reminiscent of two-dimensional conformal field theories.
As a byproduct of our calculations, we obtain exact results for the odd entanglement
entropy in 2+1 dimensions.
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1
1 Introduction
Over the past decade, quantum information theory has led to important insights and advances
in several areas of physics including quantum field theory, condensed matter physics, and
quantum gravity. Central to these developments is the concept of quantum entanglement,
which constitutes a fundamental characteristic distinguishing quantum systems from classical
ones. Quantum entanglement can be characterised in different ways and there is no single
measure that captures all aspects of entanglement for all quantum systems. One particular
measure, that has been the focus of numerous studies, is the entanglement entropy associated
with a state described by a density matrix ρ, and a subsystem A of the full system A∪B. It
is defined as SA = −Tr(ρA log ρA), where the reduced density matrix is ρA = TrB ρ and the
Hilbert space of the full system is assumed to factorise, H = HA ⊗HB. This last assumption
fails in practice for systems described by local quantum field theories, and this is manifested
by short distance divergences appearing in the entanglement entropy. The leading divergence
is usually a power law in the UV cutoff with a coefficient proportional to the area of the
entangling surface that separates the subsystems. In the case of quantum critical theories,
the entanglement entropy typically has a sub-leading logarithmic divergence with a scheme
independent universal coefficient that encodes information about long-range entanglement in
the system. In the present paper we will consider a class of quantum critical theories and
focus our attention exclusively on the universal terms.
The entanglement entropy is particularly useful when the full system is in a pure quan-
tum state, but this is rather restrictive. In practice, one often has limited information about
the system in question and needs to work with mixed quantum states. Thermal states are
archetypal examples of such states, and, in this case, the entanglement entropy is no longer
a good measure of quantum entanglement in the sense that it includes contributions from
both quantum and classical correlations. Other ways of quantifying entanglement besides
entanglement entropy should then be introduced – and they are legion [1–3]. A few important
representatives are the entanglement cost and distillable entanglement [4], the entanglement
of formation [5], and the logarithmic negativity [6, 7]. In the crowded field of measures of bi-
partite entanglement for mixed states, the logarithmic negativity stands out as being actually
computable. Indeed, most of the other entanglement measures, including the aforementioned,
involve a minimisation over infinitely many quantum states, thus rendering them extremely
difficult (if not impossible) to evaluate analytically in a quantum field theory setting.
In the present work we consider the quantum entanglement of mixed states in a class
of critical quantum field theories. For technical reasons we focus on mixed states that are
simple to construct starting from a pure state but still reflect the essential issues arising for
generic mixed states. Beginning with a system in a pure state, we take two non-overlapping
subsystems, A1 and A2, that are not complements of one another (i.e. their complement
defines a third subsystem B) and consider the reduced density matrix on A = A1 ∪A2, which
is in general that of a mixed state. In a finite-dimensional Hilbert space, any mixed state can
be purified by viewing it as a reduction of a pure state in a larger Hilbert space. In a quantum
field theory the corresponding question is more subtle, but the states we consider are purified
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by construction.
The logarithmic negativity introduced in [7] is defined as follows. Let ρA be the density
matrix of a bipartite system A = A1 ∪A2 in a pure or mixed state. We further suppose that
the Hilbert space corresponding to our system factorises as H = HA1 ⊗HA2 , and define |e(1)i 〉
and |e(2)i 〉 to be orthonormal basis states of HA1 and HA2 , respectively, such that their tensor
products |e(1)i 〉 ⊗ |e(2)j 〉 ≡ |e(1)i e(2)j 〉 form a basis of H. The partial transposition of the density
matrix, with respect to HA2 , is an operator ρT2A acting on HA1 ⊗ HA2 with matrix elements
in the |e(1)i e(2)j 〉 basis given by
〈e(1)i e(2)j | ρT2A |e(1)k e(2)l 〉 ≡ 〈e(1)i e(2)l | ρA |e(1)k e(2)j 〉 . (1.1)
In other words, the matrix elements of ρT2A are obtained from those of ρA by simply swapping
basis elements |e(2)j 〉 ↔ |e(2)l 〉 in HA2 . Then the logarithmic negativity is obtained as
E = log ||ρT2A || , (1.2)
where the trace norm ||O|| ≡ Tr
√
O†O is the sum of the absolute values of the eigenvalues of
the operator O. Its relevance relies on a crucial observation [8,9]: A necessary condition for the
separability of the density matrix ρA (that is for the system to be in a non-entangled state) is
that its partial transpose (as e.g. ρT2A ) is also a density matrix, which means that its spectrum
is non-negative. Partial transposition is not a unitary operation, and a non-vanishing E in
(1.2) detects when the system fails to be separable. The logarithmic negativity, despite not
being convex, is an entanglement monotone [10], both under local quantum operations and
classical communication (LOCC) and under positive partial transpose preserving operations
(PPT). It is also additive and provides bounds on certain other measures [7]. For pure states,
the logarithmic negativity does not reduce to the entanglement entropy but instead coincides
with the Re´nyi entropy of order 1/2.
A replica method was developed in [11, 12] for calculating the logarithmic negativity in
many-body systems. In essence, the replica method relates the negativity to the traces of
integer powers of ρT2A . Since the eigenvalues of ρ
T2
A are not guaranteed to be positive, the
traces Tr
(
ρT2
)n
are sensitive to the parity of n. Denoting by ne (no) the even (odd) integers,
we obtain the trace norm by analytic continuation of the even sequence at ne → 1, so that
the logarithmic negativity reads
E = lim
ne→1
log Tr
(
ρT2
)ne . (1.3)
This approach has been extensively applied to ground states in conformal field theory (CFT)
[11–16], but also at finite temperature [17,18] and in out-of-equilibrium situations [19–21], as
well as to topological systems [22,23].
In this paper, we are interested in a certain class of non-relativistic quantum field theories –
those admitting Lifshitz symmetry. Lifshitz field theories exhibit anisotropic scaling between
space and time,
t→ λz t , x→ λx , (1.4)
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with characteristic dynamical exponent z > 1. Non-relativistic theories are especially relevant
in the context of condensed matter physics. In particular, the Lifshitz theory in 2 + 1 dimen-
sions with dynamical exponent z = 2, referred to as the quantum Lifshitz model (QLM) [24],
is known to describe a quantum phase transition in systems, such as quantum dimer mod-
els [24, 25], between a uniform phase and a phase with spontaneously broken translation
invariance in two spatial dimensions. The (2 + 1)-dimensional QLM was generalised to d+ 1
dimensions with a critical exponent z = d in [26] where this special class of Lifshitz theories
was named generalised quantum Lifshitz models (GQLMs). A key feature of these (d + 1)-
dimensional Lifshitz field theories with (even) positive integer z is that the ground state wave-
functional takes a local form, given in terms of the action of a d-dimensional Euclidean CFT.
The local nature of the ground state makes these theories rare examples of non-relativistic
theories which admit analytic treatment. The entanglement properties of ground states of
quantum Lifshitz theories have been extensively studied [27–35] using analytic and numerical
methods.
In the present paper, we extend the work on entanglement in Lifshitz field theories by
evaluating analytically the logarithmic negativity for a class of bipartite mixed states in the
quantum Lifshitz model. The mixed states are obtained by tracing out the degrees of freedom
of one of the subsystems in a tripartite pure state, which for us will be the ground state of the
QLM. We adopt two different approaches to the calculation of logarithmic negativity. First,
we employ the so-called correlator method [36, 37], which in essence discretises the theory
on a lattice. For this part we consider the (1 + 1)-dimensional version of the theory with
Lifshitz exponent z = 2. We then compute the logarithmic negativity by means of the replica
method [11, 12], with focus on the (2 + 1)-dimensional QLM defined on two different spatial
manifolds, a 2–sphere and a 2–torus.
In both approaches, we start the discussion by considering a bipartite system in its ground
state and confirm that in this case the logarithmic negativity reduces to the n = 1/2 Re´nyi
entropy, as it should for a system in a pure state [11,12]. After that, we investigate a system in
a more general mixed state, obtained by partially tracing over the ground state of a bipartite
system, resulting in a reduced density matrix ρA. We then further divide the subsystem A into
A1 and A2 and partially transpose over A2 in order to compute the logarithmic negativity.
At this point, we analyse two different cases, depending on whether the subsystems A1 and
A2 are disjoint or adjacent when viewed as part of the original tripartite system.
Interestingly, the logarithmic negativity turns out to vanish for disjoint subsystems in the
QLM, both in one and two spatial dimensions. This is in sharp contrast with 2d CFTs [11,12],
but a similar result was found for the topological logarithmic negativity in Chern-Simons
theory [22, 23], as well as in a (1 + 1)-dimensional system with Lifshitz scaling [38]. The
resemblance between QLM and topological theories was first noted in [27, 29, 33], where the
entanglement entropy for the QLM was found to exhibit a finite sub-leading universal term
analogous to the topological entanglement entropy. It was, however, also noted by those
authors that these finite terms have different physical origins in the QLM compared to topo-
logical theories. For adjacent subsystems we obtain a non-trivial logarithmic negativity, which
is somewhat closer to 2d CFT results [11,12].
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A numerical study of logarithmic negativity in Lifshitz theories in one and two spatial
dimensions for arbitrary z was carried out in [39]. Our findings partially confirm their results,
but we emphasise that our approach is entirely analytical. By concentrating on the QLM
with z = 2, we are able to obtain closed form expressions for the logarithmic negativity, both
in the correlator approach and the replica method. As far as we know, this is the first time
the replica method is used to compute the logarithmic negativity in Lifshitz theories, and, for
the discrete theory in one spatial dimension, we have obtained moments of the z = 2 QLM
reduced density matrix and its partial transpose in analytic form – something that is still
beyond reach for the relativistic boson (z = 1). In the present work, we have chosen to focus
on the special case of z = 2 and d = 1 or 2, but several of our results generalise to other
values of z and d and we comment on this along the way.
As a by-product of our study we also obtain the so-called odd entanglement entropy, or
odd entropy for short, in the (2 + 1)-dimensional QLM. The main motivation for considering
the odd entropy is to have an entanglement measure that directly computes the entanglement
wedge cross section in holographic two-dimensional CFTs [40].
The paper is organised as follows. In Section 2.1 we briefly review key definitions for the
QLM. In Section 2 we obtain the logarithmic negativity in a (1 + 1)-dimensional model by
means of the correlator method. We then proceed in Section 3 to calculate the logarithmic
negativity via a replica method using path integrals. Our results on odd entropy are presented
in Section 4 and in Section 5 we conclude with a discussion and some open questions. Some
technical details related to the correlator method appear in Appendix A, and details related
to the replica approach are found in Appendices B and C. Appendix D completes Section 4
on odd entropy, and this work.
2 Logarithmic negativity from correlation functions
2.1 The quantum Lifshitz model
The (2 + 1)-dimensional quantum Lifshitz model, with critical exponent z = 2 on the spatial
manifoldM, is a quantum field theory involving a compact scalar field φ ∼ φ+ 2piRc defined
by the Hamiltonian [24]
H =
1
2
∫
M
d2x
(
pi2 + g2(4φ)2
)
, (2.1)
where pi = −iδ/δφ is the momentum conjugate to the field, 4 is the Laplacian on M, and
g is a free parameter of the model. The ground state can be expressed in terms of a path
integral of a two-dimensional Euclidean theory [24],
|Ψ0〉 = 1√
ZM
∫
Dφ e− 12S[φ]|φ〉, S[φ] = g
∫
M
d2x (∇φ)2, (2.2)
with the partition function given by ZM :=
∫ Dφ e−S[φ]. We denote the corresponding density
matrix by
ρ := |Ψ0〉〈Ψ0| = 1
ZM
∫
DφDφ′ e− 12 (S[φ]+S[φ′])|φ〉〈φ′|. (2.3)
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A 1+1-dimensional quantum Lifshitz model with z = 2 can be defined in analogous fashion,
with the Laplacian replaced by ∂2x and the integration measure by dx. We will take the scalar
field to be non-compact in the 1 + 1-dimensional case.
Generalisations to higher spatial dimensions d and even integer critical exponents z are
possible, with some restrictions [26,34]. For instance, when the spatial manifold is a d–sphere
the even critical exponent z is required to satisfy z ≤ d in order to guarantee a well-defined
GJMS-operator [34,41]. Generalizations to higher odd integer values of z are less understood
and will not be considered here. Since the physically relevant systems are in one and two
spatial dimensions, we will restrict our calculations to d = 1 and d = 2, but point out
whenever our results are valid beyond those cases.
2.2 Logarithmic negativity from correlator method
The correlator method for computing the entanglement entropy or logarithmic negativity of
Gaussian states has a long tradition [12, 36, 37, 39, 42–48]. This method has been almost
exclusively employed as a numerical one, often as a check of field theory predictions. Here, we
focus on the (1+1)-dimensional free Lifshitz scalar field with dynamical exponent z = 2 in its
ground state. We obtain simple closed form results for the Re´nyi entropies and logarithmic
negativity for the discrete theory on a one-dimensional lattice, which are then easily translated
to the continuum.
A2A1
| |
BB B
A1 A2
| |
B B
A1 A2
| |
B
A1
A2
Figure 1: Entanglement between two intervals A1 and A2 embedded in the ground state of
a (larger) system formed by the union of A1, A2 and the complement B. Left: open system
with Dirichlet boundary conditions at both ends. Right: Periodic system.
Discrete theory and boundary conditions. The Hamiltonian of a non-compact free
massless scalar field φ with dynamical exponent z = 2 in 1 + 1 dimensions is given by
H =
1
2
∫
M
dx
(
pi2 + φ∂4x φ
)
, (2.4)
whereM is the one-dimensional line with open or periodic boundary condition. Without loss
of generality, we have set to unity the constant g appearing in front of the spatial derivatives.
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Discretising the theory on a lattice with L sites, the above Hamiltonian is replaced by
H =
1
2
(
piTpi + φTKφ
)
, (2.5)
where φT = (φ1, φ2, · · · , φL), piT = (pi1, pi2, · · · , piL), and the matrix K is a discrete version
of the spatial biharmonic operator 42 ≡ ∂4x. Static solutions of the Hamiltonians (2.4) and
(2.5) satisfy
42φ = 0 , and Kφ = 0 , (2.6)
respectively, with some specified boundary conditions at the boundary ∂M of the space/lattice.
The biharmonic equation requires additional boundary conditions compared to the standard
Laplace equation. In the continuum theory a natural “Dirichlet” boundary condition is given
by
φ|
∂M = 0 , and 4φ|∂M = 0 . (2.7)
A lattice version of this Dirichlet condition can be implemented as follows. First, introduce
degrees of freedom on fictitious lattice sites at the boundaries, φ−1, φ0, φL+1, φL+2 and impose
the lattice biharmonic equation of motion,
φi−2 − 4φi−1 + 6φi − 4φi+1 + φi+2 = 0 , (2.8)
for i = 1, . . . L, where we have set the lattice spacing  to unity for simplicity. The fictitious
fields appear in the equations for φ1, φ2, φL−1 and φL but they can be eliminated by imposing
a discrete version of the Dirichlet conditions φ|
∂M = 0 and 4φ|∂M = 0, given by
φ0 = 0 , and − φ−1 + 2φ0 − φ1 = 0 , (2.9)
at i = 0, and similarly at i = L + 1. With these boundary conditions, the matrix K is
indeed simply the square of the discrete Laplacian matrix with standard Dirichlet boundary
conditions. Alternatively, one can impose periodic boundary conditions on the lattice. The
resulting K is the square of the usual discrete Laplacian matrix with periodic boundary
conditions. Note, however, that the matrix K has a vanishing eigenvalue for a periodic chain
and is non-invertible unless a mass term is added to the Hamiltonian (2.5).
Correlation functions, reduced density matrix and partial transpose. Vacuum two-
point functions are given by
Xij ≡ 〈φiφj〉 = 1
2
(K−1/2)ij , and Pij ≡ 〈piipij〉 = 1
2
(K1/2)ij . (2.10)
The reduced density matrix ρA can easily be related [37] to the correlation matrices X and
P restricted to the subsystem A (denoted hereafter XA and PA). In particular, from the
eigenvalues {νi}i=1,··· ,` of CA =
√
XAPA for a region A of size `, the trace of the n
th power of
the reduced density matrix ρA reads
TrρnA =
∏`
i=1
[(
νi +
1
2
)n − (νi − 1
2
)n]−1
, (2.11)
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from which one easily obtains the Re´nyi entropies
S
(n)
A =
1
1− n log Trρ
n
A . (2.12)
Now consider a tripartite system with A = A1 ∪A2. The partial transposition with respect
to, e.g., A2, for a bosonic Gaussian state, corresponds to time reversal applied only on the
momenta corresponding to the subsystem A2 [36]. The partially transposed reduced density
matrix ρT2A thus remains a Gaussian matrix. We introduce the matrices
P T2A = T2 · PA · T2 , (2.13)
T2 = 1`1 ⊕ (−1`2) , (2.14)
where `1, `2 are the lengths of the intervals A1, A2, respectively, such that ` = `1 + `2.
The trace of the nth power of ρT2A can then be computed from the eigenvalues {λi}i=1,··· ,` of
CT2A ≡
√
XAP
T2
A as
Tr
(
ρT2A
)n
=
∏`
i=1
[(
λi +
1
2
)n − (λi − 1
2
)n]−1
, (2.15)
from which the trace norm follows straightforwardly
||ρT2A || =
∏`
i=1
[∣∣∣λi + 1
2
∣∣∣− ∣∣∣λi − 1
2
∣∣∣]−1 = ∏`
i=1
max
(
1,
1
2λi
)
. (2.16)
Finally, the logarithmic negativity is given by
E =
∑`
i=1
log
[
max
(
1,
1
2λi
)]
. (2.17)
Notice that only the eigenvalues that satisfy λi < 1/2 contribute to the logarithmic negativity.
2.3 Re´nyi entropies
We start by computing Re´nyi entropies for a single interval in a bipartite pure state. This
allows us to carry out a simple consistency check of our calculations in the discrete model by
evaluating the logarithmic negativity for the same interval and confirming that it reduces to
the Re´nyi entropy of order n = 1/2, as it should for a pure state.
Open system. For a finite chain of L lattice sites with Dirichlet boundary conditions at
both ends, the vacuum two-point functions (2.10) take a simple form,
Xij =
1
2(L+ 1)
i(L− j + 1) , i ≤ jj(L− i+ 1) , i > j (2.18)
Pij = δij − 1
2
(δi,j−1 + δi−1,j) . (2.19)
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Taking an interval A1 = [1, `] adjacent to one of the boundaries (A2 = A¯1, see Fig. 1 top-left
panel), one finds that the matrix CA1 is triangular with spectrum
Spectrum(CA1) =
{
1
2
√
(`+ 1)(L− `+ 1)
L+ 1
,
1
2
, · · · , 1
2
}
. (2.20)
Quite remarkably, only one eigenvalue, ν ≡ ν1, contributes to the entropy. Plugging ν in
(2.12) yields exact expressions for the Re´nyi entropies.
We can access the continuum regime of the theory by reintroducing the lattice spacing 
into the notation via L→ L/ and `→ `/, and taking the limit → 0. The continuum Re´nyi
entropies read
S
(n)
A1
=
1
2
log
(
`(L− `)
L
)
+
1
n− 1 log
(
21−nn
)
. (2.21)
The leading term in (2.21) is independent of the Re´nyi index n as expected [27], and agrees
with the results of [38, 49] where the Renyi entropies were obtained by mapping the ground
state of the z = 2 boson to that of a path integral for a quantum mechanical particle. The
finite part is non universal and depends on how one regulates the theory in the UV.
Periodic system. For periodic boundary conditions, the K matrix of a finite biharmonic
chain is a circulant matrix. It is is non-invertible due to a zero eigenvalue but the zero mode
can be lifted by adding a mass term, 12m
4φ2, to the Hamiltonian (2.4) resulting in
K = circ(6 +m4,−4, 1, 0, · · · , 0, 1,−4) . (2.22)
The mass m has dimensions of inverse length and is measured in units of the inverse lattice
spacing −1, which has been set to one as before.
We are interested in the critical regime, that is m → 0 and mL  1, for which the
eigenvalues of CA1 constructed from the circulant matrix K on a single interval A1 of size `
reduce to
Spectrum(CA1) =
{
1√
2m2L
,
1
2
√
(`+ 1)(L− `+ 1)
2L
,
1
2
, · · · , 1
2
}
. (2.23)
If we reinstate the lattice spacing  and take the continuum limit as before, we obtain the
following expression for the single interval Re´nyi entropies,
S
(n)
A1
=
1
2
log
(
`(L− `)
L
)
− 1
2
log (m2L) +
2
n− 1 log
(
21−nn
)
+ · · · , (2.24)
where the ellipsis denotes terms vanishing in the limits mL 1, → 0.
2.4 Logarithmic negativity
Let us now turn to the logarithmic negativity. We have to compute the eigenvalues of the
matrix CT2A , defined above (2.15), for a bipartite (sub)system A = A1 ∪A2 of the z = 2 chain.
We first consider the pure state case, for which A is the whole system, then we move on to the
configuration of two disjoint intervals A1 and A2, and finally we let A1 and A2 be adjacent.
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2.4.1 Pure states
When ρA is pure, A2 is the complement of A1, and `1 = L− `2, see Fig. 1 top-left panel. In
that case, for the open chain, there is only one eigenvalue of CT2A that satisfies λi < 1/2, that
is
λ2 = 2ν
(
ν −
√
ν2 − 1/4
)
− 1/4 , (2.25)
where ν is the single eigenvalue of CA1 in (2.20), with ` ≡ `1, that is distinct from 1/2. After
some algebra, one obtains that the logarithmic negativity of this bipartite pure state is, as
expected, the Re´nyi entropy of order 1/2, i.e. E(ρA1∪A2) = S(1/2)A1 .
Similarly, for the periodic chain in the critical regime, only two eigenvalues of CT2A contribute
to the logarithmic negativity, i.e.
λ21 =
m2L
32
, λ22 = 2ν
(
ν −
√
ν2 − 1/4
)
− 1/4 , (2.26)
where ν is the second eigenvalue of CA1 in (2.23), with ` ≡ `1. One can then check that for
the periodic case as well, the logarithmic negativity reduces to the (1/2)–Re´nyi entropy of A1.
2.4.2 Two disjoint intervals
Now let A be a subsystem of z = 2 open chain of length L and further divide A into two
subsystems, A = A1∪A2 with A1 and A2 disjoint, as for example depicted in Fig. 1 middle-left
panel. First, take A1 and A2 to be of the same size `1 = `2 = ` and each adjacent to one of
the boundaries of the total system. The distance between A1 and A2 is then d = L− 2` > 0.
We find in that case,
Spectrum(CT2A ) =
{√
`+ 1
2
,
1
2
√
(`+ 1)(L− 2`+ 1)
L+ 1
,
1
2
, · · · , 1
2
}
. (2.27)
A quick inspection of the spectrum (2.27) of CT2A reveals that not a single eigenvalue is
smaller than 1/2. We thus conclude that the logarithmic negativity vanishes, E = 0, for
this configuration of two disjoint intervals. A vanishing logarithmic negativity on disjoint
intervals was observed previously in a closely related (1 + 1)-dimensional system with Lifshitz
scaling in [38]. We will see below that the same behaviour is found in the (2 + 1)-dimensional
quantum Lifshitz model and it extends to higher-dimensional models with Lifshitz scaling as
well.
In a slightly more general case, where A1 and A2 are symmetric with respect to the center
of the chain, but not necessarily adjacent to the boundaries and separated by a distance
d > 0, the eigenvalues of CT2A distinct from 1/2 are the (positive) solutions of the following
two equations:
32λ4 − 8(L− `− d+ 2)λ2 + (`+ 1)(L− 2`− d+ 2) = 0 , (2.28)
32(L+ 1)λ4 − 8(L+ 2− d2 + (`+ d)(L− 2`+ 1))λ2
+(`+ 1)(d+ 1)(L− 2`− d+ 2) = 0 . (2.29)
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As before, the UV cutoff can be restored by making the changes L → L/, ` → `/ and
d→ d/. For both L and ` arbitrary, the two solutions of the first equation above are always
larger or equal to 1/2, while for the second equation one finds that its solutions may be
smaller than 1/2, but only provided d < . However, since the UV cutoff  is arbitrarily
small in the continuum regime, neither of the eigenvalues can actually be smaller than 1/2,
thus implying, again that E = 0. More generally, we find that the logarithmic negativity
vanishes for arbitrary configurations of two disjoint intervals. This may also easily be verified
numerically. The same conclusion carries through to the periodic chain.
In [39], it was observed based on numerical computations that for high values of the dy-
namical exponent z, there exist a critical distance between two disjoint intervals below which
the logarithmic negativity is non-vanishing. We believe this to be a lattice effect. In our
analytic calculation above, we found that in the continuum regime and upon restoring the
UV cutoff , the critical distance is actually proportional to . We saw this explicitly for
z = 2 but it should also be true for z > 2. Later on we will see, using path integrals and the
replica method, that the logarithmic negativity vanishes for two disjoint systems for any even
positive integer z.
2.4.3 Two adjacent intervals
Open system. Now consider two intervals of same length ` joined at the center of the full
system (assuming L even), as shown in the bottom-left panel of Fig. 1. In this case, the only
eigenvalue of CT2A satisfying λ < 1/2 reads
λ2 =
(2`+ 1)(L− 2`+ 2) + 2
16(L+ 1)
1−√1− 8(L+ 1)(L− 2`+ 2)
((2`+ 1)(L− 2`+ 2) + 2)2
 . (2.30)
In the continuum regime, with all lengths measured in units of the UV cutoff  from now on,
we have λ−1 =
√
8`, from which follows the logarithmic negativity
E = 1
2
log(2`) . (2.31)
Notice that for ` = L/2, the negativity (2.31) reduces to the (1/2)–Re´nyi entropy (2.21).
Indeed, in that case ρA is pure.
In the most general case, that is for two adjacent intervals of arbitrary lengths and relative
position in the total system, there are at most four eigenvalues of CT2A distinct from 1/2. These
four eigenvalues are the roots of a certain quartic equation presented in Appendix A. What
is important here is that only one eigenvalue, call it λ, among these four roots is smaller than
1/2, and we find in the continuum regime that
λ =
√
`1 + `2
16`1`2
. (2.32)
The logarithmic negativity of two adjacent intervals in a finite system with Dirichlet boundary
conditions is thus given in general by
E = 1
2
log
(
`1`2
`1 + `2
)
+ const , (2.33)
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where const = log 2 in our setup here, but is not a universal quantity and depends on the
regularisation scheme. For `1 = `2 = ` we recover (2.31).
Periodic system. Let us now consider a finite system of length L with periodic boundary
conditions, and two adjacent intervals of lengths `1 and `2 such that `1 + `2 ≤ L, as in the
right-hand panel of Fig. 1. As discussed above, the discrete theory has a divergence due to
a zero mode that we circumvent by introducing a non-zero mass. Working in the limit of
very small mass, one might expect a term logarithmic in the mass parameter to appear in
the negativity, as is indeed the case for pure states with `1 + `2 = L where the logarithmic
negativity equals the (1/2)–Re´nyi entropy given by (2.24). It turns out, however, for a mixed
state such that `1 + `2 < L, no divergent term appears in the logarithmic negativity. In the
simplest case where `1 = `2 = ` < L/2, the spectrum of C
T2
A in the continuum limit is found
to be
Spectrum(CT2A ) =
{√
1
8`
,
√
`
6
,
√
`(L− 2`)
8L
,
√
3
2m2L
,
1
2
, · · · , 1
2
}
. (2.34)
In the critical regime, where mL 1, the only eigenvalue that contributes to the logarithmic
negativity is λ1 =
√
1/(8`) and we get E = (1/2) log(2`), the same as for the open chain with
Dirichlet boundary conditions. Note that this result is only reliable for a mixed state where
the strict inequality ` < L/2 holds. Indeed, for ` = L/2, the third eigenvalue in the expression
(2.34) for the spectrum vanishes, indicating that the regulator mass needs to be retained and
in this case the logarithmic mass dependence of the pure state result (2.24) is recovered.
In the general case, with arbitrary `1 + `2 < L, the spectrum of C
T2
A in the critical limit
is given in Appendix A. The spectrum contains only one eigenvalue smaller than 1/2, which
in the continuum regime reads λ2 = (`1 + `2)/(16`1`2), and we find the same logarithmic
negativity as for the open system.
2.4.4 A hint at a general formula
Let us first emphasise that, for the z = 2 free boson, we find the expression
E = 1
2
log
(
`1`2
`1 + `2
)
+ const (2.35)
for the continuum logarithmic negativity of two adjacent intervals in a finite or infinite system,
with or without (Dirichlet) boundaries. This is in contrast to the z = 1 relativistic free scalar
field for which the logarithmic negativity of two adjacent intervals depends in general on the
size of the total system as, e.g. for periodic boundary conditions
E(z=1) = 1
4
log
(
L
pi
sin
(
pi`1
L
)
sin
(
pi`2
L
)
sin
(pi(`1+`2)
L
) )+ const , (2.36)
and only for an infinite system L→∞ one obtains
E(z=1) = 1
4
log
(
`1`2
`1 + `2
)
+ const . (2.37)
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Since a picture is worth a thousand words, we plot in Fig. 2 the logarithmic negativities of
two adjacent intervals of same length ` in a periodic chain of length L for a z = 2 and a z = 1
scalar. One can appreciate the difference in behaviour between the two theories, particularly
close to ` ' L/2 where E(z=2) ∝ logL while E(z=1) ∝ log(L2/(L− 2`)).
0 25 50 75 100
0
2
4
6
8
`
E˜
z = 1
z = 2
Figure 2: Logarithmic negativities of two adjacent intervals of same length ` in the periodic
chain of length L = 200 and mass m = 10−5 for the relativistic (z = 1) and Lifshitz (z = 2)
bosons. To allow an easy comparison between the two theories, the logarithmic negativities
are normalised in such a way that for ` L they behave as E˜ ' log `. The data are perfectly
consistent with the (normalised) continuum expressions (2.35) and (2.36), shown as solid lines.
Fradkin and Moore [27] taught us that the bipartite Re´nyi entropies for ground states of
non-compact scalar fields with critical dynamical exponent z = 2 can be simply expressed in
terms of partition functions of a free Euclidean CFT in one dimension lower, namely
S
(n)
A = − log
(
ZAZB
ZA∪B
)
, (2.38)
and is actually independent of the Re´nyi index n. ZA and ZB are the CFT partition functions
on regions A and B, respectively, with Dirichlet boundary conditions on the entangling cut.
ZA∪B is the partition function on the entire space, with specified boundary conditions, for
example Dirichlet, at the boundary ∂M. Returning to the logarithmic negativity for mixed
states of two adjacent intervals, we have found that the negativity (2.35) does not depend on
the size of the total system. Furthermore, we know that for a pure state it reduces to the
Re´nyi entropy of order n = 1/2, which for the z = 2 scalar is given by (2.38) independently of
n. We are thus led to conjecture the following general formula for the logarithmic negativity
of the z = 2 non-compact free scalar field:
E = − log
(
ZA1ZA2
ZA1∪A2
)
, (2.39)
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where ZAi is the partition function of the Euclidean CFT in one dimension lower on Ai with
Dirichlet boundary conditions on the entangling cut(s), and ZA1∪A2 is the partition function
on A1 ∪ A2 with similar boundary conditions. Clearly, when A2 is the complement of A1,
formula (2.39) reduces to the entropy (2.38). When A1 and A2 are disjoint, these regions do
not talk to each other because of the Dirichlet boundary conditions, thus one has ZA1∪A2 =
ZA1ZA2 , hence E = 0. Finally, if A1 and A2 are adjacent, using heat kernel techniques
one can easily compute in 1d (omitting non-universal parts): − logZA1,2 = (1/2) log `1,2 and
− logZA1∪A2 = (1/2) log(`1 + `2), such that we recover (2.35).
In the following section, we show that (2.39) is indeed correct in the (2 + 1)-dimensional
quantum Lifshitz model. It also holds for non-compact (d + 1)-dimensional Lifshitz theories
with even exponent z on flat space and up to some subtleties on curved manifolds as well.
We derive (2.39) and its generalisation to compact fields using path integrals and the replica
trick.
3 Logarithmic negativity from a replica approach
In this section, we apply replica techniques to evaluate the logarithmic negativity in the (2+1)-
dimensional QLM. The calculation is closely patterned on [27,32,33], where a replica method
was developed to calculate the entanglement entropy in the QLM. As its name suggests, this
method introduces independent copies of the original theory – the replicas – and a surgery
procedure to join them together. The crucial step is to identify the correct set of boundary
conditions to be imposed at the entangling cuts on the replica fields. We will adapt the
technique to evaluate the logarithmic negativity in quantum Lifshitz theories on different
spatial manifolds by means of an expression of the form (1.3), for mixed state density matrices
constructed from the ground state by partially tracing over a subsystem.
3.1 Pure states
We begin, as in Section 2.4, by considering the logarithmic negativity of pure states, which
should reduce to the Re´nyi entropy of order 1/2. In this case, the spatial manifold M is
divided into two submanifolds A1 and A2, with boundary Γ between them, and we assume
the Hilbert space on the full manifold factorises as H = HA1 ⊗ HA2 . We then introduce a
replica index i = 1, . . . , ne for the density matrices and rewrite (2.3) on the bipartite manifold
as
ρi =
1
ZA1∪A2
∫
DφA1i Dφ′A1i DφA2i Dφ′A2i e−
1
2
(S[φ
A1
i ]+S[φ
′A1
i ]+S[φ
A2
i ]+S[φ
′A2
i ])
× |φA1i 〉 ⊗ |φA2i 〉〈φ′A1i | ⊗ 〈φ′A2i | . (3.1)
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Note that since the replicated fields are all dummy fields we have ρi ≡ ρ. The partial transpo-
sition over, e.g., A2, then amounts to exchanging the primed and unprimed A2-fields in (3.1):
ρT2i =
1
ZA1∪A2
∫
DφA1i Dφ′A1i DφA2i Dφ′A2i e−
1
2
(S[φ
A1
i ]+S[φ
′A1
i ]+S[φ
A2
i ]+S[φ
′A2
i ])
× |φA1i 〉 ⊗ |φ′A2i 〉〈φ′A1i | ⊗ 〈φA2i | . (3.2)
We can now compute the trace of the ne-th power of the partial transpose density matrix,
Tr
(
ρT2
)ne ≡ Tr(ρT21 · · · ρT2ne). For i = 1, . . . , ne−1, each adjacent matrix product ρT2i ρT2i+1 leads
to two δ-functions coming from 〈φ′A1i |φA1i+1〉 and 〈φA2i |φ′A2i+1〉. The final total trace of the product
of density matrices adds another two δ-functions 〈φ′A1n |φA11 〉 and 〈φA2n |φ′A21 〉. Resolving all the
δ-functions leads to the gluing conditions
φ′A1i = φ
A1
i+1
φA2i = φ
′A2
i+1
 i = 1, . . . , ne , (3.3)
with φne+1 ≡ φ1. Furthermore, the continuity conditions among the fields at the entangling
1′
1
2′
2
3′
3
4′
4
1
1′
2
2′
3
3′
4
4′
A1 Γ A2
(a) Gluing conditions
A1 Γ A2
1
3
2
4
(b) Resulting independent sets of fields
Figure 3: Gluing conditions for ne = 4. Gluing results in two independent sets of boundary
conditions represented in red and blue.
cut read
φA1i |Γ = φA2i |Γ , φ′A1i |Γ = φ′A2i |Γ, (3.4)
as can be seen in Fig. 3. A closer look at these conditions reveals that all even and all odd
fields must agree separately at the entangling cut Γ, leaving us with ne independent fields
with boundary conditions
φA12k |Γ = φA22l |Γ ≡ χe
φA12k−1|Γ = φA22l−1|Γ ≡ χo
 k, l = 1, . . . , ne/2, (3.5)
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where χe and χo are two independent functions of the boundary coordinates. The partial
transposition thus has the effect of creating two independent sets of ne/2 fields. Since the
boundary functions χe,o and the fields are all dummy integration variables, we can relabel
them as φAi2k , φ
Ai
2k−1 7→ φAik and χe, χo 7→ χ to get
Tr
(
ρT2
)ne =
 1
Z
ne/2
A1∪A2
∫
B
ne/2∏
k=1
DφA1k e−S[φ
A1
k ]
∫
B
ne/2∏
k=1
DφA2k e−S[φ
A2
k ]
2 , (3.6)
where the boundary conditions B are now given by
B : φA1k |Γ = φA2l |Γ = χ, k, l = 1, . . . , ne/2 . (3.7)
Upon closer inspection, one can recognise in (3.6) the expression for Tr ρ
ne/2
A1
derived in [32–34],
where ρA1 = TrA2 ρ is the reduced density matrix obtained by tracing out the degrees of
freedom in A2
1, meaning that the following equation holds
Tr
(
ρT2
)ne = (Trρne/2A1 )2 . (3.8)
In particular this gives limne→2 Tr
(
ρT2
)ne = 1, as it should [12]. For a compact field on a
circle of radius Rc, the fields are subject to the boundary conditions (3.7) up to the periodic
identification φ ∼ φ+ 2piRc. In [32–34] it was found that
Tr ρ
ne/2
A1
=
(
ZA1ZA2
ZA1∪A2
)ne/2−1
W (ne/2) , (3.9)
where ZAi is the partition function on Ai with Dirichlet boundary conditions at the entangling
cut Γ and W (n) is a sum over different classical configurations of the compactified fields.
Applying the replica formula (1.3), we obtain for the logarithmic negativity of a pure state
E = − log
(
ZA1ZA2
ZA1∪A2
)
+ 2 logW (1/2) (3.10)
which, as expected [12], is indeed the (1/2)–Re´nyi entropy S
(1/2)
A1
.
It is also worth looking at the odd no sequence Tr
(
ρT2
)no . In that case, all the fields have
to be equal at the entangling cut Γ, that is
φA1i |Γ = φA2j |Γ = χ, i, j = 1, . . . , no . (3.11)
We thus have
Tr
(
ρT2
)no = TrρnoA1 , (3.12)
which yields the normalization
lim
no→1
Tr
(
ρT2
)no = W (1) = 1 . (3.13)
1Note that we could have written the expression in terms of ρA2 = TrA1 ρ, since the system is in a pure
state.
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3.2 Disjoint submanifolds
We now turn to the more interesting case of entanglement between two regions of a system in
a mixed state. In this section, we illustrate the replica approach for the case of a mixed state
when A1 and A2 are disjoint and separated by B, as illustrated in Fig. 4.
A2
A1
B
A1
B
B
A2
(a) Spherical geometry (b) Toroidal geometry
Figure 4: Examples of geometries where A1 and A2 are separated by B. Note that for the
torus, B consists of two disjoint components.
The mixed state we consider is obtained by tracing over the degrees of freedom on B,
with the full system in its ground state, and is thus described by the reduced density matrix
ρA ≡ ρA1∪A2 . In order to calculate the logarithmic negativity, we then transpose the density
matrix over A2 resulting in ρ
T2
A . The trace on B leads to conditions of the form
φBi = φ
′B
i , (3.14)
that is the primed and unprimed copies of the fields are sewed within the same replica of the
density matrix. The gluing conditions that result for the fields on A1 and A2 are the same as
before, that is (3.3), so they connect the density matrices cyclically. The continuity conditions
at the entangling cut between Aa and B (indicated as Γa) require that
φAai |Γa = φBi |Γa , φ′Aai |Γa = φ′Bi |Γa ,
for all i = 1, . . . , ne and a = 1, 2. Putting everything together, all replica fields must agree at
the boundary between B and any of the Aa’s, as depicted in Fig. 5. In particular, this means
that the geometry is not sensitive to the partial transposition, and we obtain the identity
Tr
(
ρT2A
)ne = TrρneA . (3.15)
The latter quantity appears in the calculation of the tripartite entanglement entropy [33] and
is given by
Tr(ρA)
ne =
(
ZA1ZA2ZB
ZA∪B
)ne−1
W (ne). (3.16)
While the exact form of the winding sector can in general be quite complicated, it is irrelevant
here, as the normalization of the density matrix implies W (1) = 1. Indeed, this follows from
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Figure 5: Gluing conditions around the boundaries between B and the two components of A
for ne = 4. The resulting boundary conditions, depicted on the right, are the same for A1
and A2.
the odd sequence at no = 1 since for disjoint subsystems equations (3.15) and (3.16) are also
valid for odd no. We thus find the striking result that
E = lim
ne→1
log Tr
(
ρT2A
)ne = 0 . (3.17)
While this result differs from the expectation for a conformal field theory [12], it agrees with
the correlator method calculations in Section 2.4.2. We should stress that the vanishing of
the logarithmic negativity is a necessary but not sufficient condition for the separability of
the density matrix [8].
The expression (3.16) also holds in higher dimensions for generalised quantum Lifshitz
models with even z as discussed in [26, 34], as long as the cuts are smooth and a direct
generalisation of Fig. 4. The relation (3.15) is therefore still valid for smooth partitions of
the ground state of such theories, which implies that the main conclusion in (3.17) remains
correct. For curved higher-dimensional manifolds, some restrictions apply in order to have a
well-defined higher-derivative operator in the action S in (2.2). On a d-sphere, for instance,
the operator in question is only well-defined for even z ≤ d, see [34] and references therein.
The fact that in Lifshitz theories with even dynamical exponent the entanglement negativity
vanishes for disjoint subsystems is surprising but it is not unheard of. Similar behaviour was
already noted in a closely related z = 2 system in [38] and in Chern-Simons field theories in
2+1 dimensions the topological logarithmic negativity vanishes for disjoint subsystems [22,23].
In this respect, Lifshitz theories exhibit similarities to topological theories.
3.3 Adjacent submanifolds without winding
Next, we consider the case where the submanifolds A1 and A2 are adjacent, as in Fig. 6.
To keep the discussion as general as possible, we assume the maximal number of non-trivial
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BA1
A2
ΓA
Γ2
A2
A1
B
Γ1
Γ2
ΓA
(a) Spherical geometry (b) Toroidal geometry
Figure 6: Realisations of the situation when A1 and A2 are adjacent on the sphere and torus.
entangling cuts Γ1, Γ2, and ΓA. The spherical case, which requires only two cuts, is recovered
by trivially identifying fields across the third cut. We take φ to be non-compact throughout
this section and postpone addressing the additional complications that arise from the winding
structure of a compact φ until Section 3.4.
As in Section 3.2, we perform a trace over the degrees of freedom on B at the beginning
and then compute Tr
(
ρT2A
)ne with a transposition on A2. The partial trace on B leads to the
gluing conditions (3.14), while the product and final trace over A1, A2 leads to the conditions
(3.3). At the entangling cut between A1 and A2, denoted by ΓA, the continuity conditions
are
φA1i |ΓA = φA2i |ΓA , φ′A2i |ΓA = φ′A1i |ΓA , i = 1, . . . , ne , (3.18)
and at the cut between Aa and B, denoted Γa, they are
φAai |Γa = φBi |Γa , φ′Aai |Γa = φ′Bi |Γa , a = 1, 2 , i = 1, . . . , ne . (3.19)
When we combine the gluing and continuity conditions, we see that the fields must satisfy
B :
φAai |Γa = φBj |Γa = χa , a = 1, 2 , i, j = 1, . . . , ne ,
φA1k |ΓA = φA2` |ΓA = χoA
φA1ne/2+k|ΓA = φ
A2
ne/2+`
|ΓA = χeA
 k, l = 1, . . . , ne/2 , (3.20)
as depicted in Fig. 7. Notice that we have relabelled the ne independent fields in order to have
the odd fields ranging from 1 to ne/2 and the even fields from ne/2 + 1 to ne. The functions
χa, χ
o
A, χ
e
A are arbitrary and only defined at the corresponding entangling cuts, essentially by
the above conditions.
The main difference compared to the case of disjoint submanifolds now becomes apparent:
We have two independent sets of ne/2 boundary conditions at the entangling cut between A1
and A2, while at the other cuts Γ1 and Γ2 we still have a single set of ne conditions. This
means that, contrary to the disjoint case, the adjacent geometry is sensitive to the partial
transposition.
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Figure 7: Realisations (ne = 4) of the situation when A1 and A2 are adjacent on the sphere
and torus.
Using the boundary conditions B given in (3.20), we can now directly write
Tr
(
ρT2A
)ne = 1
ZneA∪B
∫
B
ne∏
i=1
DφA1i e−S[φ
A1
i ]
∫
B
ne∏
i=1
DφA2i e−S[φ
A2
i ]
∫
B
ne∏
i=1
DφBi e−S[φ
B
i ] . (3.21)
For a pure state, the path integrals factorise in a straightforward way at this point. The
situation here is a little more complicated since the entangling cuts carry different numbers of
degrees of freedom – one at Γ1,2 and two at ΓA. However, this difficulty may be circumvented
by rotating the fields as described originally in [27,32,33]. Let us first define a unitary rotation
matrix Un [33] as follows
Un =

1√
2
− 1√
2
0 . . .
1√
6
1√
6
− 2√
6
0 . . .
...
1√
n(n−1)
1√
n(n−1) . . . . . . −
√
1− 1n
1√
n
1√
n
. . . . . . 1√
n

. (3.22)
It is chosen such that the first n − 1 rotated fields vanish on the entanglement cuts. Two
rotations are then performed independently on the first and on the last ne/2 fields with the
help of the block diagonal matrix U˜ne = Une/2 ⊕Une/2. In vector notation this rotation reads
φ˜ = U˜neφ and results in the boundary conditions
B˜ :
φ˜Aai |Γa = φ˜Bj |Γa =
√
ne
2
χa , a = 1, 2 , i, j = ne/2, ne
φ˜A1ne/2|ΓA = φ˜
A2
ne/2
|ΓA =
√
ne
2
χoA ,
φ˜A1ne |ΓA = φ˜A2ne |ΓA =
√
ne
2
χeA ,
(3.23)
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with the remaining fields vanishing at all cuts. We then perform an additional U2 rotation on
the fields φ˜ne/2, φ˜ne as to obtain
B¯ :
φ¯Aane |Γa = φ¯Bne |Γa =
√
neχa , a = 1, 2 ,
φ¯A1ne |ΓA = φ¯A2ne |ΓA =
√
ne
2
χ+ ,
φ¯A1ne/2|ΓA = φ¯
A2
ne/2
|ΓA =
√
ne
2
χ− ,
(3.24)
where
χ± :=
1√
2
(χoA ± χeA)
are again arbitrary and independent functions, and the ne− 2 remaining fields have Dirichlet
boundary conditions at all entangling cuts.
Each of these ne − 2 fields thus produces three Dirichlet partition functions in (3.21): on
A1, A2 and B. Further inspection of the boundary conditions (3.24) reveals that the ne–th
field is free on the whole manifold A ∪B. It is not constrained to vanish at any cut, and the
cut functions χ are arbitrary, which allows us to write 2
ZA∪B =∫
B¯
Dφ¯A1ne e−S[φ¯
A1
ne ]
∫
B¯
Dφ¯A2ne e−S[φ¯
A2
ne ]
∫
B¯
Dφ¯Bne e−S[φ¯
B
ne
]
∫
[Dφ¯ne |ΓA ] e−S[φ¯ne ]
∏
a
∫
[Dφ¯ne |Γa ] e−S[φ¯ne ] ,
(3.25)
where the last integrals indicate the sum over all possible values of the field at the entangling
cuts [33, 34]. The ne/2–th field is only free on A = A1 ∪ A2 (it is not subject to Dirichlet
boundary condition only at ΓA) once we sum over the degrees of freedom along the cut ΓA,
such that
ZA1∪A2ZB =∫
B¯
Dφ¯A1ne/2 e
−S[φ¯A1
ne/2
]
∫
B¯
Dφ¯A2ne/2 e
−S[φ¯A2
ne/2
]
∫
B¯
Dφ¯Bne/2 e
−S[φ¯B
ne/2
]
∫
[Dφ¯ne/2|ΓA ] e−S[φ¯ne/2] .
(3.26)
Here the partition function over B is calculated with Dirichlet boundary conditions and the
one over A with boundary conditions dictated by the geometry in question, as we will discuss
in detail below. Hence, we can finally rewrite (3.21) as
Tr
(
ρT2A
)ne = (ZA1ZA2ZB)ne−2ZA∪BZA1∪A2ZB
ZneA∪B
, (3.27)
where the partition functions over A1 and A2 separately are also computed assuming Dirichlet
boundary conditions. The resulting logarithmic negativity (1.3) is given by
E = − log
(
ZA1ZA2
ZA1∪A2
)
. (3.28)
2 There are additional non-universal factors ∝ n−L(Γi)/2e , where L(Γi) is the length of Γi and  a UV-cutoff,
to the partition functions (3.25) and (3.26), arising from the Jacobian that results of the successive rotations
applied to the fields, see [32,33]. They only contribute to the area law and can thus be ignored.
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As before, we expect this formal expression to be valid for (d+1)-dimensional Lifshitz theories
with even exponent z on flat space and with some caveats on curved manifolds, such as z ≤ d
for the sphere.
Notice that in analogy to the entanglement entropy [27, 32–34], the logarithmic negativity
turns out to be a difference of free energies between the two subsystems involved and their
union, confirming our expectation from Section 2.4.4.
3.4 Adjacent submanifolds with winding
The basic procedure that we used in the previous section carries through to compact fields,
that is fields with φ ∼ φ+ 2piRc. However, as a consequence of the compact nature of φ, the
boundary conditions (3.20) need only be satisfied modulo 2piRc. The periodic identification
is taken into account in the standard way [50, 51], by writing each replicated field as a sum
of a classical field and a fluctuation, φ = φcl + ϕ. The classical field obeys the equations of
motion and takes the value of the total field at the entangling cuts, including any winding
contribution, while the fluctuation satisfies Dirichlet boundary conditions at all the cuts. This
definition ensures that the action factorises as S[φ] = S[φcl] + S[ϕ], and we can rewrite our
path integrals as ∫
Dφi e−S[φi] =
∫
Dϕi e−S[ϕi]
∑
φcli
e−S[φ
cl
i ] (3.29)
for each field i = 1, · · · , ne. The classical fields satisfy the boundary conditions
φcli |Γa = χa + 2piRc ωai , ωai ∈ Z , (3.30)
instead of (3.20), where a = 1, 2, A labels the cut Γa. The field φ
cl
i is defined on the complete
manifold. It is found by solving the equations of motion on each submanifold and stitching
the resulting fields together across the cuts, subject to the above boundary conditions. Fur-
thermore, depending on the global symmetries of the geometry, some of the winding modes
ωai may be redundant. This means that one needs to specify a geometry from the start, care-
fully identify the non-redundant winding modes, and only sum over these when performing
the path integral manipulations of the last section. In the end, this procedure leads to a
logarithmic negativity of the form
E = − log
(
ZA1ZA2
ZA1∪A2
)
+ logWE(1) , (3.31)
where WE(n) is the contribution from the winding sector encoding the topological information
that resides in the classical fields. We note that WE is heavily dependent on the geometry as
is illustrated below via explicit examples.
3.4.1 Spherical geometry
Let us consider the spherical configuration on the left in Fig. 6. There are only two cuts,
ΓA and Γ2, but the previous formulae carry over if we simply ignore the trivial cut Γ1. A
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priori, we have 2ne winding numbers ω
a
i : one for each replica (labeled by i = 1, . . . , ne) at
each cut (labeled by a = {2, A}). We also have three arbitrary functions, χ2 defined along Γ2
and χe, χo along ΓA, which can be redefined so as to absorb one winding mode each. In what
follows, we choose to eliminate the ne–th mode at the cut Γ2, and the ne/2–th and ne–th
modes at ΓA. In addition, the sphere admits a global shift symmetry, S[φ] = S[φ + const.],
which we can use to get rid of all the remaining winding modes at Γ2. Since the global shift
affects all cuts uniformly, the winding numbers at ΓA get shifted to ω
A
i − ω2i , but we can,
without loss of generality, relabel them as ωAi to avoid cluttering the notation. We thus end
up with only ne − 2 of the original 2ne winding modes. The boundary conditions for the
classical fields turn into
B :
φcli |Γ2 = χ2 , i = 1, . . . , ne ,
φclk |ΓA = χoA + 2piRcωAk ,
φclne/2+k|ΓA = χeA + 2piRcωAne/2+k ,
 k = 1, . . . , ne/2− 1 ,
φclne/2|ΓA = χoA ,
φclne |ΓA = χeA ,
(3.32)
while the fluctuations have Dirichlet boundary conditions at all cuts,
ϕi|Γa = 0 , i = 1, · · · , ne .
We proceed exactly as in Section 3.3 and perform first a rotation U˜ne of all the fields, followed
by an additional U2 rotation of the ne/2–th and ne–th fields. We obtain boundary conditions
analogous to (3.24), except that now there is also a winding sector contribution at ΓA,
B¯ :
φ¯clne |Γ2 =
√
neχ2 ,
φ¯clj |ΓA = 2piRc(Une/2)jkωAk ,
φ¯clne/2+j |ΓA = 2piRc(Une/2)jkωAne/2+k ,
 j, k = 1, . . . , ne/2− 1 ,
φ¯clne |ΓA =
√
ne
2
χ+ +
2piRc√
ne
ne/2−1∑
i=1
(
ωAi + ω
A
i+ne/2
)
,
φ¯clne/2|ΓA =
√
ne
2
χ− +
2piRc√
ne
ne/2−1∑
i=1
(
ωAi − ωAi+ne/2
)
,
(3.33)
where χ± = 1√2(χ
o
A ± χeA) and with the first ne − 1 classical modes vanishing at Γ2.
Just as in the non-compact case (see equations (3.25) and (3.26)) we can then use the
ne–th mode to reconstruct a full partition function on the sphere, while the ne/2–th serves
to reconstruct a partition function on A = A1 ∪A2 with Dirichlet boundary conditions at the
boundary Γ2. The remaining ne − 2 fluctuating fields lead to Dirichlet partition functions on
each submanifold, A1, A2 and B, and the classical modes yield pure winding sums. We thus
arrive at the expression
Tr
(
ρT2A
)ne = √ne (ZA1ZA2ZB)ne−2ZA∪BZA1∪A2ZB
ZneA∪B
WE(ne) , (3.34)
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with the winding sector given by
WE(n) =
∑
ωA∈Zne−2
e−
∑
i 6=ne/2,ne S[φ¯
cl
i ] . (3.35)
WE is constructed in terms of the ne− 2 classical fields satisfying the conditions (3.33), which
can be summarised as follows:
φ¯cli |Γ2 = 0 , i = 1, . . . , ne − 1 with i 6= ne/2 ,
φ¯clj |ΓA = 2piRc(Mne/2−1)jkωAk ,
φ¯clne/2+j |ΓA = 2piRc(Mne/2−1)jkωAne/2+k ,
 j, k = 1, . . . , ne/2− 1 , (3.36)
where we have introduced a matrix Mm−1 obtained by deleting the m–th row and column of
Um in (3.22), as was done in [33]. The factor
√
ne in (3.34) is essentially due to the global
shift symmetry forcing all the classical fields at the entangling cut Γ2 to be the same [33,34].
Consequently, the ne–th classical field gets its compactification radius amplified by
√
ne, which
in turn needs to be compensated for in the partition function. The factor of
√
ne does not
contribute to the logarithmic negativity but is crucial for getting the correct entanglement
entropy on hemispheres and tori [33, 34].
Thanks to the factorisation of the boundary conditions (3.36), the winding sector contri-
bution (3.35) can be expressed as
WE(ne) =
 ∑
ωA∈Zne/2−1
e−
∑ne/2−1
j=1 S[φ¯
cl
j ]
2 = W (ne/2)2 , (3.37)
where each set of ne/2–fields produces the winding sector W (ne/2) appearing in the entan-
glement entropy calculated in [33].
Classical solutions satisfying the boundary conditions (3.36) can be obtained via a con-
formal transformation which projects spherical caps to annuli [33]. With the annulus radial
coordinate η given by η = tan(θ/2), where θ is the polar angle in spherical coordinates, the
classical solution reads
φcl(η) =
φcl|ΓA
log ηAη2
log
η
η2
, (3.38)
where ηA(2) = tan(θA(2)/2) correspond to the positions of the entangling cuts ΓA(2) on the
sphere3. The analytic continuation of W (n) obtained in [33] is given by
W (n) =
√
nc−
n−1
2
∫ ∞
−∞
dk√
pi
e−k
2
∑
ω∈Z
exp
(
−pi
c
ω2 − 2i
√
pi
c
kω
)n−1 , (3.39)
where the constant c takes the value
c =
8pi2R2cg
log(η2/ηA)
.
3Only classical fields with support in the region A2 (see Fig. 6) are non-zero, and thus contribute to the
winding sector [33].
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Hence, from (3.34) and (3.37) we obtain for the logarithmic negativity
E = − log
(
ZA1ZA2
ZA1∪A2
)
+ 2 logW (1/2) . (3.40)
The partition functions in (3.40) can be computed via functional determinants and regularised
by means of zeta-function techniques. For the regularised functional determinants we use the
results of [33,52,53], reported in Appendix B.1 below, where A1 and A1∪A2 are spherical caps
with Dirichlet conditions at the boundary, and A2 is the “belt” region between two spherical
caps (A1 and B) with Dirichlet conditions at both boundaries. This yields
− log
(
ZA1ZA2
ZA1∪A2
)
=
1
2
log log
η2
ηA
− 1
2
log pi +
1
2
∑
m>0
log
(
1−
(ηA
η2
)2m)2
, (3.41)
while for the winding sector we have
2 logW (1/2) =
log
√
2pi2gRc − 1
2
log log
η2
ηA
+ 2 log
∫ ∞
−∞
dk√
pi
e−k
2
∑
ω∈Z
exp
(
−pi
c
ω2 − 2i
√
pi
c
kω
)−1/2.
(3.42)
Putting everything together, our explicit analytic expression for the logarithmic negativity is
given by
E = log
√
2pigRc +
1
2
∑
m>0
log
(
1−
(ηA
η2
)2m)2
+2 log
∫ ∞
−∞
dk√
pi
e−k
2
∑
ω∈Z
exp
(
−pi
c
ω2 − 2i
√
pi
c
kω
)−1/2. (3.43)
Let us consider the pure state regime, where B → ∅. This corresponds to the limit η2  ηA,
that is c 1, and we obtain
E = log
√
2pigRc − 2
(
ηA
η2
) 1
4pigR2c −
(
ηA
η2
)2
+ . . . , (3.44)
since
2 logW (1/2) = log
√
2pi2gRc − 1
2
log log
η2
ηA
− 2
(
ηA
η2
) 1
4pigR2c
+ · · · . (3.45)
We expect to recover the 1/2–th Re´nyi entropy in that case, as discussed in Section 3.1.
Indeed, from [33,34] one has for pure states
S
(1/2)
A1
= log
√
2pigRc ,
which is in agreement with (3.44). We note, however, a curious difference in the dependence
on the compactification radius between the Re´nyi entropy and the logarithmic negativity.
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On the one hand, in the pure state, the dependence of the Re´nyi entropy and entanglement
entropy on the compactification radius Rc is due to a zero mode of the partition function
on the sphere [33, 34]. On the other hand, the partition functions in (3.40) and (3.41) have
no zero modes and therefore the same dependence in the logarithmic negativity E must arise
from the winding sector.
3.4.2 Toroidal geometry
The toroidal geometry is shown in the right image of figure 6. We consider the torus to
have area L1 × L2 and to be cut along the L1 direction. We denote the lengths of A1, A2,
and B by `1, `2, and `B respectively. As before we partially trace over B first, and then we
partially transpose over A2. The first step is to understand how the boundary conditions
(3.20) are modified by the presence of the winding modes. Each replicated field is split in
classical and fluctuating fields, where the latter obey Dirichlet boundary conditions at the
cuts. Hence, the only remaining task is understanding the boundary conditions obeyed by
the classical fields φcl. In a torus the minimal choice we can do requires three cuts and thus a
priori 3ne winding numbers. From the discussion in Section 3.3 we know that there are four
cut functions: χ1 (χ2) for the cut Γ1 (Γ2) between A1 (A2) and B, and χ
e/o defined at the
entangling cut ΓA between A1 and A2. As in the spherical case, we redefine the χ functions
at Γ1, Γ2 and ΓA to absorb the ne–th winding mode of each of the cuts, as well as the ne/2–th
winding mode in ΓA. The torus admits a global shift symmetry φi → φi + const., which we
use it to get rid of all the ne − 1 winding modes at the cut Γ2 (the choice between Γ1 and Γ2
is completely equivalent). Relabelling the difference of winding modes, we end up with the
following boundary conditions
φcli |Γ2 = χ2 , i = 1, . . . , ne , (3.46a)
φcli |Γ1 =
χ1 + 2piRcω1i , i = 1, . . . , ne − 1 ,χ1 , i = ne , (3.46b)
φcli |ΓA =

χo + 2piRcω
o
i , i = 1, . . . , ne/2− 1 ,
χo i = ne/2 ,
χe + 2piRcω
e
i , i = 1, . . . , ne/2− 1 ,
χe , i = ne/2 ,
(3.46c)
with ωai ∈ Z. From the above conditions, it is clear that we have 2ne− 3 independent modes,
which are not symmetrically distributed among the cuts: the two cuts Γ1,ΓA carry a different
number of degrees of freedom, and thus of winding modes, which ultimately gives rise to a
rather involved expression for the winding sector. As done previously, we rotate the classical
fields with a U˜ne rotation that acts separately on the first and second sets of ne/2 fields, see
equation (3.23), and obtain
φ˜cli |Γ2 =

√
ne
2 χ2 i = ne/2 , ne ,
0 , i = 1, . . . , ne − 1, with i 6= ne/2 ,
(3.47a)
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φ˜cli |Γ1 =

2piRc(Mne/2−1)ijω
1
j − 2piRc
√
1− 2ne δi,ne/2−1ω1ne/2 , i, j = 1, . . . , ne/2− 1 ,√
ne
2 χ1 +
2pi Rc√
ne/2
∑ne/2
k=1 ω
1
k , i = ne/2 ,
(3.47b)
φ˜cli+ne/2|Γ1 =
2piRc(Mne/2−1)ijω1j+ne/2 , i, j = 1, . . . , ne/2− 1 ,√ne
2 χ1 +
∑ne/2−1
k=1 ω
1
k+ne/2
i = ne ,
φ˜cli |ΓA =

2piRc(Mne/2−1)ijω
o
j i, j = 1, . . . , ne/2− 1 ,√
ne
2 χo +
2pi Rc√
ne/2
∑ne/2−1
k=1 ω
o
k , i = ne/2 ,
(3.47c)
φ˜cli+ne/2|ΓA =

2piRc(Mne/2−1)ijω
e
j i, j = 1, . . . , ne/2− 1 ,√
ne
2 χe +
2pi Rc√
ne/2
∑ne/2−1
k=1 ω
e
k , i = ne/2 .
The “unusual” first line in (3.47b) is simply due to the explicit form of the matrix Une/2. The
winding mode ω1ne/2 is responsible for the coupling between the various frequencies, as will
become clear later. In order to simplify the notation, we define the following vectors
µ1 := (ω11, . . . , ω
1
ne/2−1), υ
1 := (ω1ne/2+1, . . . , ω
1
ne−1),
µA := (ωo1, . . . , ω
o
ne/2−1), υ
A := (ωene/2+1, . . . , ω
e
ne−1), (3.48)
γ := ω1ne/2, I := (1, . . . , 1) ∈ Zne/2−1 .
Performing the last U2 rotation on the fields labelled by ne and ne/2, we obtain
φ¯cli |Γ2 =
0 , i = 1, . . . , ne − 1 ,√neχ2 , i = ne , (3.49a)
φ¯cli |Γ1 =
2piRc(Mne/2−1)ijµ
1
j − 2piRc
√
1− 2ne δi,ne/2−1γ , i, j = 1, . . . , ne/2− 1 ,
2pi Rc√
ne
(
I · µ1 − I · υ1 + γ) , i = ne/2 ,
(3.49b)
φ¯cli+ne/2|Γ1 =
2piRc(Mne/2−1)ijυ1j , i, j = 1, . . . , ne/2− 1 ,√neχ1 + 2pi Rc√ne I · υ1 , i = ne ,
φ¯cli |ΓA =
2piRc(Mne/2−1)ijµAj , i, j = 1, . . . , ne/2− 1 ,√ne
2 χ− +
2pi Rc√
ne
(
I · µA − I · υA
)
, i = ne/2 ,
(3.49c)
φ¯cli+ne/2|ΓA =
2piRc(Mne/2−1)ijυAj , i, j = 1, . . . , ne/2− 1 ,√ne
2 χ+ +
2pi Rc√
ne
(
I · µA + I · υA
)
, i = ne ,
where I · x := ∑ne/2−1i=1 xi is the scalar product of x ∈ Zne/2−1 and I. Thus, the ne–th field
can be used to reconstruct the partition function over the whole manifold, while the ne/2–th
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contributes to the partition function over the cylinder A = A1 ∪ A2. Hence, including the
contributions from the fluctuating fields, our final expression is
Tr
(
ρ
TA2
A
)ne = √ne (ZA1ZA2)ne−2ZA1∪A2Zne−1B
Zne−1A∪B
WE(ne) , (3.50)
where
WE(ne) =
∑
µ∈Zne−2
υ∈Zne−2
γ∈Z
e−
∑ne−1
k=1 S[φ¯
cl
i ] , µ := (µ1, µA) , υ := (υ1, υA) , (3.51)
and the classical fields satisfy the boundary conditions (3.49). Notice that in (3.51) the
classical field φ¯clne/2 only sees two torus cuts, along Γ1 and Γ2. As for the spherical geometry,
the factor
√
ne appears in (3.50) due to the different compactification radius for the ne–th
field. The logarithmic negativity (1.3) is then formally given by
E = − log
(
ZA1ZA2
ZA1∪A2
)
+ logWE(1) . (3.52)
The contribution from the fluctuating fields is straightforward to compute using the results
reported in Appendix B.24 and amounts to
− log
(
ZA1ZA2
ZA1∪A2
)
=
1
2
log
(
det ∆A1 det ∆A2
det ∆A
)
,
=
1
2
log
(
2u1u2
u12
|τ |
)
+ log
( |η(2u1τ)η(2u2τ)|
|η(2u12τ)|
)
, (3.53)
where we used the aspect ratios
u1 =
`1
L1
, u2 =
`2
L1
, u12 = u1 + u2 , (3.54)
for the submanifolds A1 and A2, respectively. Notice that u1 + u2 6= 1, since there is still
the contribution from the B sector to the total lenght. This is even more pronounced in the
winding function WE . Following Appendix C, the expressions for WE reads
WE(ne)
=
∑
Z2ne−3
exp
−g(2piRc)2|τ |
[
µT Tµ+ υT T υ +
(
1− 2
n
)
1− u2
u1(1− u12)
(
γ − I · µ1
)2
+
1
nu12(1− u12)
(
γ − I · υ1
)2 − 4
nu1
(
γ − I · µ1
)( 1− u2
u1(1− u12)I · µ
1 − I · µA
)] ,
(3.55)
where T is defined in (C.6). Collecting all the modes in a (2ne − 3)-vector, Ω = (µ, υ, γ), we
can rewrite the above expression (3.55) as follows
WE(ne) =
∑
Ω∈Z2ne−3
exp
(
−g(2piRc)
2
|τ | Ω
T T Ω
)
, (3.56)
4Again, the functional determinants in the above expressions are regularised and calculated by means of
zeta-function techniques.
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where T is reported in Appendix C, equation (C.10). The matrix T is symmetric and positive
definite, hence the sum (3.56) is convergent. Unfortunately, we were not able to find an
analytic continuation of the winding sector (3.56), which means that we are not able to
compute logWE(1) in (3.52).
4 Odd entropy
The odd entropy So introduced in [40] for a mixed state described by a density matrix ρA is
defined as
S(no)o (ρA) =
1
1− no
(
Tr
(
ρT2A
)no − 1) , So(ρA) = lim
no→1
S(no)o (ρA) , (4.1)
where no is an odd positive integer, and where, as before, we denote the union of A1 and A2
by A and indicate the partial transposition over A2 by
T2 . For pure states, the odd entropy
reduces to the entanglement entropy [40], as per (3.12).
In this section we compute So by means of the replica approach. We stress that, as for the
logarithmic negativity, our calculation only gives us the universal terms. The computations
are similar to those illustrated before, and mainly differ from them in the boundary conditions
at the entangling cut between A1 and A2, as we explain below. First, we consider a spherical
manifold in Section 4.1, and then we analyse the case of a toroidal manifold, see Section 4.2.
On both geometries, we find the following formal expression for the odd entropy
So = − log
(
ZA1ZA2ZB
ZA∪B
)
− 1
2
−W ′OE(1) , (4.2)
where WOE is the contribution from the corresponding winding sector.
4.1 Spherical geometry
Let us consider a spherical geometry. In the next Section we discuss a geometrical configura-
tion where the submanifolds A1 and A2 are disjoint, see Fig. 4, and in Section 4.1.2 we treat
the case of adjacent submanifolds as in Fig. 6.
4.1.1 Disjoint submanifolds
In the case of disjoints submanifolds and for an odd number of replicas, it is not difficult to
realise that the gluing conditions force all the fields to agree at both entangling cuts. The
situation is similar to the one depicted in Fig. 5. Using the same notation as in Fig. 5, we
now have the following boundary conditions
Γ1 : φ
A1
i |Γ1 = φBj |Γ1 = χ1 , i, j = 1, . . . , no , (4.3)
Γ2 : φ
A2
i |Γ2 = φBj |Γ2 = χ2 , i, j = 1, . . . , no .
29
Separating the classical contributions from the fluctuating fields, and using the global shift
symmetry to eliminate the frequency modes from the entangling cut Γ2, we can write
Γ1 : φ
cl
i |Γ1 = χ1 + 2piRcωi , i = 1, . . . , no − 1 ,
φclno |Γ1 = χ1 , (4.4)
Γ2 : φ
cl
i |Γ2 = χ2 , i = 1, . . . , no .
At this point we can perform the usual rotation Uno and obtain
Γ1 : φ˜
cl
i |Γ1 = 2piRc(Mno−1)ijωj , i, j = 1, . . . , no − 1 ,
φ˜clno |Γ1 =
√
noχ1 +
2piRc√
no
no−1∑
i=1
ωi , (4.5)
Γ2 : φ˜
cl
i |Γ2 = 0 , i = 1, . . . , no − 1 ,
φ˜clno |Γ2 =
√
no χ2 .
The cassical field φ˜clno together with the fluctuating field ϕno can be used to reconstruct the
whole partition function over the sphere. Notice that we do not need to perform any further
rotation. The no − 1 classical fields φ˜cli contribute to the winding sector WOE(no) as before.
The fluctuating fields obey Dirichlet conditions at the entangling cuts and give rise to the
corresponding partition functions over the submanifolds. Hence, we can write
Tr
(
ρT2A
)no = √no(ZA1ZA2ZB
ZA∪B
)no−1
WOE(no) . (4.6)
In particular, the expression for the winding sector WOE(no) is nothing but the function
W (no) given by (3.39), where c now reads
c =
8pi2gR2c
log (η2/η1)
.
As in Section 3.4.1, η is the radial coordinate defined as η = tan θ/2, and the radii η1(2)
correspond to the polar angles θ1(2) where we place the cuts Γ1(2). The odd entropy (4.1) is
then given by
So = − log
(
ZA1ZA2ZB
ZA∪B
)
− 1
2
−W ′(1)
=
1
2
log
det ∆A1 det ∆A2 det ∆B
det ∆sphere
+ log
√
4pigARc − 1
2
−W ′(1) , (4.7)
which is nothing but the von Neumann entropy for two spherical caps A1, A2 computed in [33].
The term log
√
4pigARc is the contribution from the zero mode in the partition function on
the sphere with area A [33,34]. The contribution from the regularised functional determinants
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(cf. Appendix B.1) is
1
2
log
det ∆A1 det ∆A2 det ∆B
det ∆sphere
+ log
√
4pigARc
=
1
2
log
(det ∆hemisphere)
2
det ∆sphere
+
1
2
log
 1
pi
log
η2
η1
∏
m>0
(
1−
(
η1
η2
)2m)2+ log√4pigARc
= log
√
8pigRc +
1
2
log
 1
pi
log
η2
η1
∏
m>0
(
1−
(
η1
η2
)2m)2 , (4.8)
where we used that A = 4pi for the unit sphere and the result (B.2). The contribution from
the winding sector is [33]
−W ′(1) = −1
2
+
1
2
log c−
∫ ∞
−∞
dk√
pi
e−k
2
log
∑
ω∈Z
exp
(
−pi
c
ω2 − 2i
√
pi
c
kω
) . (4.9)
Finally, combining the two contributions, the odd entropy is given by
So = 2
(
log
√
8pigRc − 1
2
)
+ log
∏
m>0
(
1−
(
η1
η2
)2m)2
−
∫ ∞
−∞
dk√
pi
e−k
2
log
∑
ω∈Z
exp
(
−pi
c
ω2 − 2i
√
pi
c
kω
) . (4.10)
Summarising, for disjoint submanifolds, here represented by two spherical caps A1, A2, the
odd entropy is identical to the entanglement entropy of A1 ∪A2. For mixed states, one of the
features of odd entropy is that it reduces to the corresponding von Neumann entropy if ρA
is a product state [40]. We remind the reader that for disjoint submanifolds the logarithmic
negativity vanishes, see Sections 3.2 and 2.4.2. However, this is not a sufficient condition
for a system to be unentangled. Hence, the results for the odd entropy and the logarithmic
negativity are consistent.
4.1.2 Adjacent submanifolds
Let us now consider the case in which A1 and A2 are adjacent as in Fig. 6. Using Fig. 7 as
a guiding example, but taking an odd number of replicas, we can easily convince ourselves
that all the fields have to agree at the entangling cuts, indicated here as ΓA,Γ2. We can
then repeat the discussion of the previous section almost identically, with the replacement
Γ1 → ΓA. It is thus clear that the odd entropy is given by (4.7), where now the parameter c
in the function W is given by
c =
8pi2R2cg
log (η2/ηA)
,
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where ηA = tan θA/2 is the radial coordinate corresponding to the cut ΓA.
5 Hence, the explicit
expression of the odd entropy reads
So = 2
(
log
√
8pigRc − 1
2
)
+ log
∏
m>0
(
1−
(
ηA
η2
)2m)2
−
∫ ∞
−∞
dk√
pi
e−k
2
log
∑
ω∈Z
exp
(
−pi
c
ω2 − 2i
√
pi
c
kω
) . (4.11)
In the case of adjacent submanifolds, we can examine the pure state limit, as we have done
for the logarithmic negativity. There are, however, some caveats. Looking at the expression
(4.2), the divergences which we can expect are given by the interfaces between A1 and A2, and
between A2 and B [54], see also discussion in [33]. In the pure state limit, the odd entropy
is expected to reduce to the von Neumann entropy of the corresponding pure state, which
has a divergence controlled by the characteristic size of the entangling surface ΓA between
A1 and A2. Since we are only computing the universal terms, expression (4.2) also develops
a divergent contribution related to the entangling surface Γ2 between A2 and B in the pure
state limit. This means that in our approach only a “regulated” odd entropy, given by the
difference of the odd entropy and an entanglement measure carrying a divergence at the
entangling surface Γ2, will correctly reduce to the entanglement entropy in the pure state
limit. We choose the entanglement entropy SEE(ρA) of the region A as regulator, since it
carries the divergence that we want to subtract. In this case, SEE(ρA) is the entanglement
entropy of a spherical cap given by the union of A1, A2, that is [33,34]
SEE(ρA) =
1
2
log
(
det ∆A det ∆B
detA∪B
)
+ log
(√
4pigARc
)
− 1
2
= log
(√
8pigRc
)
− 1
2
. (4.12)
Hence, in the pure state limit, when η2  ηA, that is when c 1, we have
∆So ≡ So − SEE(ρA) ≈ log
√
8pigRc − 1
2
− 2
(
ηA
η2
) 1
4pigR2c −
(
ηA
η2
)2
+ . . . , (4.13)
which correctly reproduces the pure state entanglement entropy result [33]. We have checked
that using SEE(ρA) as a regulator also provides a correct pure state limit in the case of
cylindrical manifolds (in the non-compact case). There, the term removed by the entanglement
entropy is actually divergent and ∆So correctly reduces to the finite universal term of the
entanglement entropy for a pure state, cf. Appendix D.
4.2 Toroidal geometry
Next, we consider the toroidal geometry depicted in Fig. 6. Let us proceed as in Section 3.4.2
in order to understand the boundary conditions at each entangling cuts. When the replica
index n = no is odd, the boundary conditions at the cut ΓA between A1 and A2 require
5 Notice that now the odd entropy is formally identical to the von Neumann entropy for the two spherical
caps A1 and B.
32
all fields to be equal,6 while the conditions at the cuts Γ1 and Γ2 remain unchanged. After
separating each of the fields into a fluctuation ϕi satisfying Dirichlet boundary conditions
at the cuts and a classical part φcli , the boundary conditions for the classical fields at the
entangling cuts read
φcli |Γa = χa + 2pi Rc ωai + φ0i − φ0no , i = 1, . . . , no − 1 , (4.14)
φclno |Γa = χa ,
for a = 1, 2, A, where φ0i − φ0n are the zero modes. Note that we used our freedom to redefine
the arbitrary cut functions χa to get rid of the no–th winding numbers and zero mode at
all cuts, and relabelled ωai − ωano to ωai without loss of generality. We can choose φ0i − φ0no
such that it removes the winding modes at the entangling cut Γ2, the choice of Γ2 here is
completely equivalent to any other, since all the entangling cuts carry the same number of
degrees of freedom. With this choice we obtain
φcli |Γa = χa + 2pi Rc
(
ωai − ω2i
)
, a = 1, A , i = 1, . . . , no − 1 ,
φclno |Γa = χa , a = 1, A , (4.15)
φcli |Γ2 = χ2 , i = 1, . . . , no .
We can then perform a Uno rotation, cf. (3.22), which gives us
φ˜cli |Γa = 2pi Rc (Mno−1)ij ωai , a = 1, A , i = 1, . . . , no − 1 ,
φ˜clno |Γa =
√
noχa +
2pi Rc√
no
no−1∑
k=1
ωai , a = 1, A , (4.16)
φ˜cli |Γ2 = 0 , i = 1, . . . , no − 1 ,
φ˜clno |Γ2 =
√
no χ2 ,
where we, again, relabelled ωai − ω2i into ωai without loss of generality. Notice that we have
in total 2no − 2 independent winding modes ωai , which we can collect in a Z2no−2 vector as
ω := (ω1, ωA). As usual, the no–th field can be used to reconstruct the partition function on
the entire torus ZA∪B, and we obtain
Tr
(
ρT2A
)no = √no(ZA1ZA2ZB
ZA∪B
)no−1
WOE(no) , (4.17)
where WOE(no) is again the contribution from the 2no− 2 classical modes, now satisfying the
boundary conditions (4.16), that is
WOE(no) =
∑
φcli
e−
∑
i S[φ
cl
i ] . (4.18)
Hence, the formal expression for the odd entropy (4.1) which follows from (4.17) is
So = − log
(
ZA1ZA2ZB
ZA∪B
)
− 1
2
−W ′OE(1) . (4.19)
6We remind the reader that for an even integer ne the boundary conditions at ΓA split the fields into two
independent sets, cf. Section 3.4.2.
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The contribution from the fluctuating fields can be read straightforwardly from the results
reported in Appendix B.2, and we obtain
− log
(
ZA1ZA2ZB
ZA∪B
)
=
1
2
log
det ∆cyl,A1 det ∆cyl,A2 det ∆cyl,B
det ∆torus
+
1
2
log 4pigR2cA
=
1
2
log
(
8u1u2(1− u12)|τ |2
)
+ log
η(2u1τ)η(2u2τ)η(2(1− u12)τ)
η2(τ)
+
1
2
log 4pigR2c , (4.20)
since A = L1L2, and where the Dedekind η-function is defined in (B.4). The aspect ratios
where defined in (3.54).
The explicit expression for the winding sector is calculated in Appendix C.2, see equations
(C.16) and (C.22), and reads
WOE(no) = no
( |τ |
4pigR2c
)(no−1) (
u1u2(1− u12)
)(no−1)/2 Θ(~0 |U) , (4.21)
where Θ(~0,U) is a multi-dimensional theta function and U a positive definite matrix. Unfor-
tunately, we have not found an analytic continuation to real no for the winding sector (4.21),
hence we cannot compute the derivative of WOE at no = 1.
5 Discussion
In this paper, we computed the logarithmic negativity for the quantum Lifshitz model – a
prototype of non-relativistic field theories described by a free massless compact scalar with
Lifshitz exponent z = 2 – in one and two spatial dimensions. To this end, we employed
two different techniques: the correlator method for the (1 + 1)-dimensional QLM, where
we assumed the scalar to be non-compact, and a replica method in 2 + 1 dimensions. In
both cases, we first examined the QLM in its ground state and confirmed that the logarithmic
negativity of a pure state reduces to the Re´nyi entropy with index 1/2, as generically expected
in QFT [12]. We then investigated the QLM in a bipartite mixed state (A1, A2) obtained by
tracing out the degrees of freedom of some subsystem (referred to as B throughout the paper)
of the tripartite ground state. In particular, we studied the two cases where the subsystems
A1 and A2 are either disjoint or adjacent. Both methods lead to the same general result: the
logarithmic negativity vanishes for disjoint partitions regardless of the manifold, while it is
given by a difference of free energies for adjacent subsystems.
A common feature we observed is the feasibility of analytic computations. As already
mentioned, in one spatial dimension, the moments of the reduced density matrix and its partial
transpose are obtained analytically, something that is not yet possible in (1 + 1)-dimensional
CFT. Moreover, in the (2+1)-dimensional case, the computation of the logarithmic negativity
simply reduces to a computation of partition functions for a free scalar relativistic theory,
albeit on a non-trivial geometry. This is very different from what happens in CFTs, see
e.g. [11,12], and the feasibility of calculations in the QLM, in comparison with the conformal
paradigm, is somehow surprising.
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Another unexpected result is the fact that for disjoint submanifolds the QLM has a vanish-
ing logarithmic negativity, similar to a topological theory, while for contiguous submanifolds
the “CFT character” of the QLM dominates. We should stress here that the expression for
the logarithmic negativity (2.35) in the (1+1)-dimensional QLM is suggestive of a relativistic
field theory but on an infinite system (see discussion in Section 2.4.4) and with an effective
central charge given by ceff = zcCFT = 2, as proposed in [39].
To be more specific, the calculations in the real time formalism are carried out for a non-
compact scalar on open and periodic chains. In the Euclidean formalism, the scalar is period-
ically identified (with the exception of section 3.3 which we use as a “warm-up exercise”) and
we take the spatial manifold to be either a 2-sphere or a 2-torus. For adjacent submanifolds
on the sphere, we are able to analytically continue the winding sector contribution WE , but
regrettably, we have not found a corresponding analytic continuation for WE on the torus.
The crucial difference between the two geometries, rendering one case completely solvable
and the other not, is that only one entangling cut is “visible” to the winding sector on the
sphere, while there are two “visible” cuts on the torus, see Sections 3.4.1 and 3.4.2.
We also computed the odd entropy for the QLM on a 2-sphere and a 2-torus by means
of the replica method. For the spherical case, regardless of whether the submanifolds are
adjacent or disjoint, we always find a non-trivial result. Furthermore, the expressions for the
odd entropy coincide with that of the entanglement entropy for two spherical caps, originally
computed in [33]. This confirms the expectation that the odd entropy encodes both classical
and quantum fluctuations [40]. For a toroidal manifold, we were not able to analytically
continue the expression for the winding sector contribution to the odd entropy.
Interestingly, we notice that for non-compact fields the following relation holds:
So(ρA)− SEE(ρA) = E(ρA) , (5.1)
where the odd entropy is given by keeping only the first term in (4.2), the entanglement
entropy is formally given by (2.38) with A = A1 ∪ A2, and the logarithmic negativity can
be found in (3.28). For holographic CFTs, the quantity So − SEE is conjectured [40] to be
equal to the entanglement wedge cross-section (EWCS) in AdS spacetime, while it has been
proposed7 in [58, 59] that the logarithmic negativity E should to be dual to a backreacted
EWCS. In particular, for simple subsystem configurations in 2d holographic CFTs, the back-
reacted EWCS picks up a factor of 3/2 compared to that computed in pure AdS3. We thus
observe through (5.1) a clear difference between Lifshitz and conformal field theories. Let us
also point out that (5.1) breaks down for compact fields – the relation being spoiled by the
winding sector.
To our knowledge, our findings represent the first analytical results for the logarithmic
negativity and the odd entropy in 2 + 1 dimensions. Numerical studies for the logarithmic
negativity in 3d CFTs were conducted in [44,45]. This is one of the main remarkable properties
of the QLM (and its higher-dimensional generalisations): it is a solvable theory for which
7Another proposal for the holographic dual of entanglement negativity has been suggested in [55–57], and
relates the logarithmic negativity in holographic CFTs to a certain combination of bulk minimal surfaces which
reduces to the holographic mutual information.
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one can perform controlled calculations in closed form, thus allowing us to extend analytical
techniques beyond the 2d conformal framework, and also providing a benchmark for numerical
investigations.
A substantial part of this work was focused on spherical and toroidal manifolds in 2 + 1
dimensions. It would be interesting to consider other geometries, such as disks, and more
general partitions. However, increasing the number of entangling cuts considerably increases
the difficulty in performing analytic continuation. Indeed, the analytic continuation ne → 1
of the winding mode contributions remains an open problem (the same difficulties are present
in 2d CFTs, see [11,12]). The calculation of other entanglement measures for mixed states of
relativistic and non-relativistic systems remains a relevant and challenging open problem.
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A Spectrum of CT2A for two adjacent intervals
Open system. For two adjacent intervals of arbitrary lengths and relative position in the
total system (say, A1 is at a distance dl from the left boundary), there are at most four
eigenvalues of CT2A distinct from 1/2. They are the (positive) roots of the quartic equation
aλ8 + bλ6 + cλ4 + dλ2 + e = 0 where
a = 256(L+ 1) , (A.1)
b = −64((L− 2dl)(5`1 + `2 + 6dl + 4)− (`1 + `2)2 − 4(`21 − 1) + 2dl(3dl + 4)) , (A.2)
c = 16
(
6− 7`21 − 2`1(1 + 2`1)`2 − (3 + 4`1)`22 − 5d2l (1 + `1 + `2) ,
+L(6 + 7`1 + 3`2 + 4`1`2)− dl(9`1 + `2 + 5(`1 + `2)2 − 5L(1 + `1 + `2))
)
, (A.3)
d = 4
(
3`21 − 4 + 2`1(1 + 2`1)`2 + (3 + 4`1)`22 + 2d2l (2 + `1 + `2 + 2`1`2) ,
−2dl(L− `1 − `2)(2 + `1 + `2 + 2`1`2)− L(4 + 3`1 + 3`2 + 4`1`2)
)
, (A.4)
e = (dl + 1)(`1 + `2 + 1)(L− `1 − `2 − dl + 1) . (A.5)
These roots are real and positive. Among them, only one is smaller than 1/2. It is given by
λ2 = − b
4a
− S − 1
2
√
p
S
− 2q − 4S2 , (A.6)
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where
p =
b3 − 4abc+ 8a2d
8a3
, q =
8ac− 3b2
8a2
, S =
√
(∆0 cos
(
φ/3
)− ap)/(6a) , (A.7)
∆0 =
√
c2 − 3bd+ 12ae , φ = arccos
( ∆1
2∆30
)
, (A.8)
∆1 = 2c
3 − 9bcd+ 27b2e+ 27ad2 − 72ace . (A.9)
This eigenvalue λ may also be expressed with radicals, but its form is far too cumbersome to
be displayed here. Now, considering the continuum regime, we find that λ does not actually
depend on L nor dl, i.e.
λ
cont.−→
√
`1 + `2
16`1`2
. (A.10)
This may indeed be checked numerically.
Periodic system. For the general case, with arbitrary `1 + `2 < L, the eigenvalues of C
T2
A
in the critical limit (m→ 0, mL 1) are
Spectrum(CT2A ) =
{
λ1, λ2, λ3,
√
3
2m2L
,
1
2
, · · · , 1
2
}
, (A.11)
where λ1,2,3 are the roots of the cubic equation aλ
6 − bλ4 + cλ2 − d = 0 with
a = 384L , (A.12)
b = 16
(
5(L− `1 − `2 + 1)(`1 + `2 + 1) + 8`1`2 + 4
)
, (A.13)
c = 8
(
(L− `1 − `2 + 1)(`1 + `2 + 2`1`2 + 2) + `1 + `2 + 1
)
, (A.14)
d = (L− `1 − `2 + 1)(`1 + `2 + 1) . (A.15)
Only one eigenvalue in the spectrum of CT2A , among λ1,2,3, is smaller than 1/2 and in the
continuum limit it reads λ2 = (`1 + `2)/(16`1`2). Thus, similarly to the open chain, λ does
not depend on the size of the total system.
B Functional determinants and reciprocal formulae
B.1 Spherical manifolds
Here we list the results for the various regularised functional determinants computed by means
of zeta-function regularisation techniques in [52, 53, 60], and relevant for the spherical case
discussed in Section 3.4. In the following, whenever the manifold has a boundary, Dirichlet
boundary conditions are assumed.
1
2
log det ∆spherical cap =
1
2
log det ∆hemisphere − 1
3
cos θ − 1
6
log tan
θ
2
,
1
2
log det ∆between spherical caps =
1
2
log det ∆annulus +
1
3
(cos θin − cos θfin) , (B.1)
det ∆annulus =
1
pi
µ1/3 log
1
µ
∏
m>0
(1− µ2m)2 , µ = ηint
ηout
.
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The angles θin, θfin are the smaller and larger angles respectively, starting from the North pole,
which delimit the spherical surface between two spherical caps. The radii ηint, ηout are the
internal and external radii respectively of the annulus. The radial coordinate η and the polar
angle θ are related by a stereographic projection, that is
η = tan
θ
2
.
Finally, the functional determinants for the Laplacian on the sphere and hemisphere are
det ∆hemisphere =
e
1
4
−2( 112−log(A))√
2pi
,
det ∆sphere = e
1
2
−4( 112−log(A)) , (B.2)
1
2
log
(det ∆hemisphere)
2
det ∆sphere
=
1
2
log
1
2pi
,
where A is the Glaisher constant.
B.2 Toroidal manifolds
Here we report the results for the regularised functional determinants of the Laplacian opera-
tor on a cylinder and a torus [51,61], see also [34] and references therein for higher-dimensional
generalisations. Consider a two-dimensional torus with area L1 × L2. The functional deter-
minant of the Laplacian on the torus is
log det ∆torus = log
(
L21 η
4(τ)
)
, τ = i
L1
L2
, (B.3)
where the Dedekind η-function is defined as follows
η(τ) := q1/24
∞∏
n=1
(1− qn) , q := e2ipiτ . (B.4)
Notice that the partition function on the torus is given by
Ztorus = 2piRc
√
gA
pi
det−
1
2 ∆torus , (B.5)
due to the presence of a zero mode, with A = L1L2 the area of the torus.
The functional determinant of the Laplacian operator on a cylinder of length L, that is
[0, L]× S1L2 , with Dirichlet boundary conditions, is
log det ∆cylinder = log
(
2α|τ |η2(2ατ)
)
, α =
L
L1
, τ = i
L1
L2
. (B.6)
B.3 Reciprocal formulae
The reciprocal formula for the theta function is
∑
ω∈Z
exp
(
−pi
c
ω2 − 2i
√
pi
c
kω
)
=
√
c e−k
2
∑
ω∈Z
exp
(
−picω2 + 2√pic kω
)
. (B.7)
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The reciprocal formula for the multi-dimensional theta function [62] is∑
~m∈Zn
exp
(
−pi ~mTA ~m+ 2ipi ~m · ~z
)
= detA−
1
2
∑
~p∈Zn
exp
(
−pi(~p+ ~z)TA−1(~p+ ~z)
)
. (B.8)
C Winding sector for the 2-torus
In this section we illustrate in some detail the computation of the winding sectors WE and WOE
for the torus, see equations (3.51) and (4.18). In order to construct the factor
∑ne−1
k=1 S[φ¯
cl
i ]
appearing in WE and WOE , we need to find the classical solutions φ¯cli which satisfy the cor-
responding boundary conditions, that is (3.49) and (4.16) respectively. Due to our surgery,
the classical fields do not depend on the direction along the cut [33,34], and we only have to
solve the equations of motion on an interval. We remind the reader that a generic solution to
the Laplace boundary value problem on the interval [a, b], that is
∂x∂
xf(x) = 0 , f(a) = fa , f(b) = fb , x ∈ [a, b] ,
is given by
f(x) =
fb − fa
b− a x+
fab− fba
b− a .
In the winding sectors WE and WOE the only non-trivial term entering is ∂xf∂xf , and it
brings down the factor
(fb−fa
b−a
)2
.
C.1 Winding sector WE
In this section, we illustrate the computation of the winding sector WE which appears in the
logarithmic negativity for a toroidal manifold (3.51). The classical fields φ¯cli for i = 1, . . . , ne−1
and i 6= ne/2 have support on the torus of area L1 × L2 divided into three parts A1, A2, and
B along L1 of lengths `1, `2, and `B respectively, as seen in the right picture of Fig. 6. The
classical field φ¯clne/2 has support on the same torus but cut into two cylinders A1 ∪A2 and B.
Hence, we have
ne−1∑
k=1
S[φ¯clk ] = −g
ne−1∑
k=1
k 6=ne/2
∫
d2 x ∂xφ¯
cl
k ∂xφ¯
cl
k − g
∫
d2 x ∂xφ¯
cl
ne/2
∂xφ¯
cl
ne/2
,
= −gL2
ne−1∑
k=1
k 6=ne/2
(
1
`1
(
φ¯clk |ΓA − φ¯clk |Γ1
)2
+
1
`2
(
φ¯clk |ΓA − φ¯clk |Γ2
)2
+
1
`B
(
φ¯clk |Γ1 − φ¯clk |Γ2
)2)
−gL2
(
1
`1 + `2
+
1
`B
)(
φ¯clne/2|Γ2 − φ¯clne/2|Γ1
)2
. (C.1)
Using the boundary conditions (3.49) it is easy to compute the above expression. We only
need to notice that for i, j = 1 , . . . , ne/2− 1(
(Mne/2−1)ijxj −
√
1− 2
ne
δi,ne/2−1γ
)2
= xTMTne/2−1Mne/2−1x−
4
ne
γ I · x−
(
1− 2
ne
)
γ2 ,
= xT Tne/2−1 x−
4
ne
γ I · x−
(
1− 2
ne
)
γ2 , (C.2)
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since MTne/2−1Mne/2−1 = : Tne/2−1 [33], and I = (1 . . . , 1) ∈ Zne/2−1. The matrix Tm−1
appeared already in [33,34], and it is given by
Tm−1 := MTm−1Mm−1 =

1− 1m − 1m . . . − 1m
− 1m 1− 1m . . . − 1m
...
− 1m − 1m . . . 1− 1m
 . (C.3)
The specific coefficients in the expression (C.2) are simply due to the explicit form of the
matrix Mne/2−1, which is obtained by deleting the ne/2-th row and column from Une/2, given
in (3.22). Hence, a straightforward computation gives the expression (C.5), where we have
collected the modes as
µ := (µ1, µA) , υ := (υ1, υA) ,
and used the aspect ratios
u1 =
`1
L1
, u2 =
`2
L1
, uB =
`B
L1
= 1− u1 − u2 ≡ 1− u12 . (C.4)
Thus, we obtain the following expression for WE
WE(ne)
=
∑
Z2ne−3
exp
−g(2piRc)2|τ |
[
µT Tµ+ υT T υ +
(
1− 2
n
)
1− u2
u1(1− u12)
(
γ − I · µ1
)2
+
1
nu12(1− u12)
(
γ − I · υ1
)2 − 4
nu1
(
γ − I · µ1
)( 1− u2
u1(1− u12)I · µ
1 − I · µA
)] ,
(C.5)
where the 2ne − 2× 2ne − 2 matrix T is given by
T =
1
u1
[
1−u2
1−u12 Tne/2−1 −Tne/2−1
−Tne/2−1 u12u2 Tne/2−1
]
, (C.6)
and Tne/2−1 has been defined above, see (C.3). The second term in the first line of WE (C.5)
sources a coupling between the two sets of frequencies µ1 and υ1 (corresponding to the odd and
even labelled fields originally), and it is responsible for the non-factorisation of the winding
sector in the toroidal case. Indeed, the cut Γ1 carries only one degree of freedom, represented
by the cut function χ1, and thus ne − 1 winding modes, and it does not see the factorisation
into two sets of ne/2−1 modes which is present at the cut ΓA due to the partial transposition.
We can shift the mode γ as
γ → γ − I · µ1 , (C.7)
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since we are summing over all integers, and we obtain
WE(ne)
=
∑
Z2ne−3
exp
−g(2piRc)2|τ |
[
µT Tµ+ υT T υ +
(
1− 2
n
)
1− u2
u1(1− u12)
(
γ − I · µ1
)2
+
1
nu12(1− u12)
(
γ − I · υ1
)2 − 4
nu1
(
γ − I · µ1
)( 1− u2
1− u12 I · µ
1 − I · µA
)] .
(C.8)
It is useful to rewrite WE as a multi-dimensional theta function. Defining Ω ∈ Z2ne−3 as
Ω = (µ, υ, γ), (C.8) can be written as
WE(ne) =
∑
Ω∈Z2ne−3
exp
(
−g(2piRc)
2
|τ | Ω
T T Ω
)
, (C.9)
where the matrix T is given by
T =

Ane−2×ne−2 0ne−2×ne−2
− 1−u2u1(1−u12)Ine/2−1
2
nu1
Ine/2−1
0ne−2×ne−2 Bne−2×ne−2
− 1n(1−u12)u12 Ine/2−1
0ne/2−1
− 1−u2u1(1−u12)ITne/2−1 2nu1 ITne/2−1 −1n(1−u12)u12 ITne/2−1 0Tne/2−1 n−1n(1−u12)u12 +
(n−2)u2
nu1u12

(C.10)
and the matrices A and B are defined as
Ane−2×ne−2 =
[
1−u2
u1(1−u12)Tne/2−1 + (1 +
2
n)
1−u2
u1(1−u12)Ine/2−1 − 1u1Tne/2−1 − 2nu1Ine/2−1
− 1u1Tne/2−1 − 2nu1Ine/2−1 ( 1u1 + 1u2 )Tne/2−1
]
,
Bne−2×ne−2 =
[
1−u2
u1(1−u12)Tne/2−1 +
1
n(1−u12)u12Ine/2−1 − 1u1Tne/2−1
− 1u1Tne/2−1 ( 1u1 + 1u2 )Tne/2−1
]
, (C.11)
with Im an m×m matrix with all entries equal to 1, that is
Im =

1 1 . . . 1
1 1 . . . 1
...
...
. . .
...
1 1 . . . 1
 . (C.12)
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C.2 Winding sector WOE
Here, we report the calculation of the winding sector WOE (4.18) which appears in the study
of the odd entropy for a toroidal manifold. The classical fields φ˜cl are defined on the whole
torus L1×L2, with entangling cuts Γ1,Γ2, and ΓA specified by the boundary conditions (4.16).
Hence, we can write
no−1∑
k=1
S[φ˜clk ] = −g
no−1∑
k
∫
d2 x ∂xφ˜
cl
k ∂xφ˜
cl
k
= −gL2
ne−1∑
k=1
(
1
`1
(
φ˜clk |ΓA − φ˜clk |Γ1
)2
+
1
`2
(
φ˜clk |ΓA − φ˜clk |Γ2
)2
+
1
`B
(
φ˜clk |Γ1 − φ˜clk |Γ2
)2)
= −gL2(2piRc)2
((
1
`1
+
1
`2
)
νTATno−1νA +
(
1
`1
+
1
`B
)
νT1 Tno−1ν1 −
2
`1
νT1 Tno−1νA
)
,
(C.13)
where in the last line we used the boundary conditions (4.16). Defining the vector ν =
(ν1, νA) ∈ Z2no−2, and the 2no − 2× 2no − 2 matrix TOE as
TOE =

(
1−u2
1−u12
)
Tno−1 −Tno−1
−Tno−1
(
1 + u1u2
)
Tno−1
 , (C.14)
where the aspect ratios were defined in (C.4), we can rewrite (C.13) as
no−1∑
k=1
S[φ˜clk ] = −g
(2piRc)
2
|τ |u1 ν
T TOE ν . (C.15)
Thus, the explicit expression for the winding sector reads
WOE(no) =
∑
φcli
e−
∑
i S[φ
cl
i ] =
∑
~ν∈Z2no−2
exp
{
−pi 4pi g R
2
c
|τ |u1 ~ν
T TOE ~ν
}
. (C.16)
The matrix TOE is positive definite in the physical region where the aspect ratios u1, u2, uB
are positive and constrained to satisfy u1 + u2 + uB = 1, u1,2,B < 1. This guarantees the
convergence of the series, indeed the sum in (C.16) is nothing but a multi-dimensional theta
function. We can use the reciprocal formula for the multi-dimensional θ function, cf. (B.8),
and write WOE(no) as
WOE(no) =
(
4pigR2c
|τ |u1
)−(no−1)
detTno−1
(
u1
u2(1− u12)
)−(no−1)/2 ∑
~µ∈Z2no−2
exp
{
−pi |τ |(1− u12)u2
4pig R2c
~µT Tˆ−1 ~µ
}
,
(C.17)
where the inverse matrix is
Tˆ−1 =

(
1 + u1u2
)
T−1no−1 T
−1
no−1
T−1no−1
(
1−u2
1−u12
)
T−1no−1
 . (C.18)
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The determinant of Tno−1 is simply 1/no [33], hence we can write
WOE(no) = no
( |τ |
4pigR2c
)(no−1)(
u1u2(1− u12)
)(no−1)/2 ∑
~µ∈Z2no−2
exp
{
−pi |τ |(1− u12)u2
4pig R2c
~µT Tˆ−1 ~µ
}
.
(C.19)
The eigenvalues of Tˆ−1 are straightforward to compute, and we find
{no λ+ , no λ− , λ+ , . . . , λ+︸ ︷︷ ︸
no−2
, λ− , . . . , λ−︸ ︷︷ ︸
no−2
} , (C.20)
with
λ± = 1 +
u1
2u2
1− u1
1− u12 ±
√
1 +
u21
4
(
1
1− u12 −
1
u2
)2
.
Using the multi-dimensional theta function we can write the winding sector as
WOE(no) = no
( |τ |
4pigR2c
)(no−1) (
u1u2(1− u12)
)(no−1)/2 Θ(~0 |U) , (C.21)
where Θ and U are given by
Θ(~0 |U) =
∑
~µ∈Z2no−2
e−pi ~µ
T U ~µ , (C.22)
U =
|τ |(1− u12)u2
4pig R2c
RT

no λ+
no λ+
λ+
. . .
λ−

R ,
and where R is a unitary matrix.
D Pure state limit for the odd entropy
In this section we illustrate another example for the pure state limit of the odd entropy. Since
we do not have an analytical continuation for the winding sector WOE of the torus, we can
only consider the pure state limit for non-compact fields. This is equivalent to considering
only the contribution from the partition functions. The partition function for non-compact
fields on the complete torus is divergent due to the zero mode, for this reason we will place the
theory on a cylinder with Dirichlet boundary conditions at its endpoints. The contribution
to the odd entropy from the fluctuations is essentially given by the expression (4.20), which
now reads
− log
(
ZA1ZA2ZB
ZA∪B
)
=
1
2
log
det ∆cyl,A1 det ∆cyl,A2 det ∆cyl,B
det ∆cyl
(D.1)
=
1
2
log
(
4u1u2(1− u12)|τ |2
)
+ log
∣∣∣∣η(2u1τ)η(2u2τ)η(2(1− u12)τ)η(2τ)
∣∣∣∣ ,
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where in the last step we used the results (B.6) collected in Appendix B.2. In the limit
uB = 1− u12 = ε→ 0, the above expression becomes
− log
(
ZA1ZA2ZB
ZA∪B
)
≈ 1
2
log
(
2|τ |u1(1− u1)
)
+ log
∣∣∣∣η(2u1τ)η(2(1− u1)τ)η(2τ)
∣∣∣∣− pi24ε|τ | + . . . .
(D.2)
As explained in the main body, see discussions around (4.13), we need to consider a “regu-
lated” odd entropy, where the contributions from the entangling surface at Γ2 are correctly
subtracted. Our choice is to use the entanglement entropy for the corresponding density ma-
trix ρA. Concretely, it means that we subtract the universal term of the entanglement entropy
of a bipartite cylinder, whose expression was initially obtained in [32, 33] (here we only need
the non-compact contribution):
SEE(ρA) =
1
2
log
(
2u(1− u)|τ |)+ log ∣∣∣∣η(2uτ)η(2(1− u)τ)η(2τ)
∣∣∣∣ , (D.3)
where here u = u1 + u2. When uB → 0 (i.e. u1 + u2 → 1), the above expression becomes
SEE(ρA) ≈ − pi
24ε|τ | . (D.4)
Hence, in the limit uB → 0, the “regulated” odd entropy is
∆So ≈ 1
2
log
(
2|τ |u1(1− u1)
)
+ log
∣∣∣∣η(2u1τ)η(2(1− u1)τ)η(2τ)
∣∣∣∣ . (D.5)
This is the universal part of the entanglement entropy for a system on a bipartite cylinder,
as expected [40].
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