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1. Introduction
Let G be a simple graph on n vertices with vertex set V(G) and edge set E(G). Let A(G) be the
adjacency matrix of G. The eigenvalues of G, denoted by λ1, λ2, . . . , λn, are the eigenvalues of A(G),
arranged in a non-increasing order. The Estrada index of a graph G is defined as
EE(G) =
n∑
i=1
eλi .
The Estrada index was first proposed as ameasure of the degree of folding of a protein [7]. It has found
multiple applications in a large variety of problems, including those in biochemistry and in complex
networks, see [8–12]. Variousproperties, especially bounds for theEstrada indexhavebeenestablished
in [2–6,13–17]. The results on Estrada index of trees can be found in [3,5,13,15].
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For a bipartite graph G of bipartition (V1, V2), we say G has a (p, q)-bipartition if |V1| = p and|V2| = q.
In this paper, we determine the unique unicyclic graph (the connected graph with a unique cycle)
with maximum Estrada index, the unique bipartite unicyclic graph with maximum Estrada index, and
the unique bipartite unicyclic graph of a given bipartitionwithmaximumEstrada index.We also show
that only two graphs are possible to be the unicyclic graph(s) with minimum Estrada index.
2. Preliminaries
LetMk(G) be the kth spectral moment of the graph G, i.e.,Mk(G) = ∑ni=1 λki . It is well-known that
Mk(G) is equal to the number of closed walks of length k in G [1]. Obviously,M1(G) = 0. Then
EE(G) =
∞∑
k=0
Mk(G)
k! .
For u, v ∈ V(G), a (u, v)-walk denotes a walk from u to v in G. LetWk(G; u, v) be the set of (u, v)-
walks of length k in G, and letMk(G; u, v) = |Wk(G; u, v)|. Recall thatMk(G; u, v) = Mk(G; v, u) for
all positive integers k, see [1].
Let G1 and G2 be two graphs with u1, v1 ∈ V(G1) and u2, v2 ∈ V(G2). If Mk(G1; u1, v1) ≤
Mk(G2; u2, v2) for all positive integers k, then we write (G1; u1, v1)  (G2; u2, v2). If (G1; u1, v1) 
(G2; u2, v2) and there is at least one positive integer k0 such thatMk0(G1; u1, v1) < Mk0(G2; u2, v2),
then we write (G1; u1, v1) ≺ (G2; u2, v2).
LetWk(G; u) = Wk(G; u, u),Mk(G; u) = Mk(G; u, u) and (G; u) = (G; u, u).
Let dG(u) be the degree of vertex u in G. Obviously,M2(G; u) = dG(u) for u ∈ V(G).
For a subsetM of the edge set of the graph G, G−M denotes the graph obtained from G by deleting
the edges inM, and for a subsetM∗ of the edge set of the complement of G, G+M∗ denotes the graph
obtained from G by adding the edges inM∗.
Lemma 2.1 [4]. Let H be a graph (not necessarily connected)with u, v ∈ V(H). Suppose that wi ∈ V(H),
and uwi, vwi ∈ E(H) for i = 1, 2, . . . , r, where r is a positive integer. Let Eu = {uw1, uw2, . . . , uwr}
and Ev = {vw1, vw2, . . . , vwr}. Let Hu = H+Eu and Hv = H+Ev. If (H; u) ≺ (H; v) and (H;wi, u) 
(H;wi, v) for 1 ≤ i ≤ r, then EE(Hu) < EE(Hv).
3. Lemmas
First we give some lemmas which will be used in our proof.
Lemma 3.1. Let G be a unicyclic graph with unique cycle C. Let u be a vertex on C with a pendent neighbor
u1, and u2 be a neighbor of u on C. Then (G; u1) ≺ (G; u2).
Proof. Let k be a positive integer. We construct a mapping f fromWk(G; u1) toWk(G; u2). For W ∈
Wk(G; u1), let f (W) be the walk obtained from W by replacing its first and last vertex u1 by u2.
Obviously, f (W) ∈ Wk(G; u2) and f is an injection, i.e., Mk(G; u1) ≤ Mk(G; u2). Since dG(u2) >
dG(u1) = 1, we haveM2(G; u1) < M2(G; u2). This implies that (G; u1) ≺ (G; u2). 
Let Cn be the cycle on n ≥ 3 vertices. Let U(n,m) be the set of n-vertex unicyclic graphs obtained
by attaching n − m pendent vertices to some vertices of the cycle Cm, where 3 ≤ m ≤ n.
Lemma 3.2. Let G be a graph with maximum Estrada index among n-vertex unicyclic graphs with cycle
length m ≥ 3. Then G ∈ U(n,m).
Proof. Suppose that G ∈ U(n,m). Let Cm be the unique cycle of G. Then there is at least one vertex on
Cm, sayu, with at least one nonpendent neighbor, sayu1, outsideCm. Let v1, v2, . . . , vt be theneighbors
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of u1 in G different from u, and u2 be a neighbor of u on Cm in G. Let Eu1 = {u1v1, u1v2, . . . , u1vt},
Eu2 = {u2v1, u2v2, . . . , u2vt} and H = G − Eu1 . By Lemma 3.1, (H; u1) ≺ (H; u2). It follows from
Lemma 2.1 that EE(G) < EE(H + Eu2), a contradiction. 
If the graph G is bipartite in the proof of Lemma 3.2, then G and H + Eu2 have the same bipartition.
Thus by the arguments as above, we also have
Lemma 3.3. If G is a graph with maximum Estrada index among bipartite unicyclic graphs of a (p, q)-
bipartition, where p ≥ q ≥ 2, then G ∈ U(p + q,m) with m ≥ 4 being an even integer.
For two distinct vertices u, v ∈ V(G), letWk(G; u, [v]) be the set of (u, u)-walks of length k in G
containing v, and letMk(G; u, [v]) = |Wk(G; u, [v])|.
Lemma 3.4. Let G be a tree obtained from the path Pt = v1v2 . . . vt by attaching ni pendent vertices to vi
for i = 1, 2, . . . , t, where ni ≥ 0, t ≥ 5. If n1 ≤ n3, then
(i) (G; v1) ≺ (G; v3);
(ii) (G; vt, v1)  (G; vt, v3).
Proof. (i) LetH1 (H2, respectively) be the component ofG−{v2v3} (G−{v1v2}, respectively) containing
v2. Obviously, H1 is a proper subgraph of H2 since n1 ≤ n3 and t ≥ 5. Thus (H1; v1) ≺ (H2; v3) and
(H1; v1, v2) ≺ (H2; v3, v2).
Let k be a positive integer. Note that
Mk(G; v1) = Mk(H1; v1) + Mk(G; v1, [v3])
and
Mk(G; v3) = Mk(H2; v3) + Mk(G; v3, [v1]).
Thus we need only to show thatMk(G; v1, [v3]) ≤ Mk(G; v3, [v1]).
For W ∈ Wk(G; v1, [v3]), we may uniquely decompose W into two sections W1W2, where W1 is
the shortest (v1, v3)-section (consisting of a (v1, v2)-walk in H1 and a single edge v2v3) ofW , andW2
is the remaining (v3, v1)-section ofW . Then
Mk(G; v1, [v3]) =
∑
k1+k2=k
k1,k2≥2
Mk1−1(H1; v1, v2)Mk2(G; v3, v1).
Similarly,
Mk(G; v3, [v1]) =
∑
k1+k2=k
k1,k2≥2
Mk1−1(H2; v3, v2)Mk2(G; v1, v3).
Since Mk2(G; v3, v1) = Mk2(G; v1, v3) (for all positive integers k2), we have Mk(G; v1,[v3]) ≤ Mk(G; v3, [v1]).
(ii) Let u1, u2, . . . , un1 (w1,w2, . . . ,wn3 , respectively) be the pendent neighbors of v1 (v3, respec-
tively) in G outside Pt .
Let k be a positive integer. We construct a mapping f from Wk(G; vt, v1) to Wk(G; vt, v3). For
W ∈ Wk(G; vt, v1), wemay uniquely decomposeW into two sectionsW1W2, whereW1 is the longest
(vt, v2)-section ofW , andW2 is the remaining (v2, v1)-section ofW (for which the internal vertices, if
exist, are only possible to be v1, u1, u2, . . . , un1 ). Let f (W) = f (W1)f (W2), where f (W1) = W1, and
f (W2) is a (v2, v3)-walk obtained from W2 by replacing v1 by v3, and ui by wi for i = 1, 2, . . . , n1.
Obviously, f (W) ∈ Wk(G; vt, v3) and f is an injection. ThusMk(G; vt, v1) ≤ Mk(G; vt, v3). 
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Lemma 3.5. Let G ∈ U(n,m), where 5 ≤ m ≤ n. Suppose that Cm = v1v2 . . . vmv1 is the unique cycle of
G, and dG(v3) = max{dG(vi) : 1 ≤ i ≤ m}. For G1 = G − {v1vm} + {v3vm}, we have EE(G) < EE(G1).
Proof. Let H = G − {v1vm}. Since dG(v3) = max{dG(vi) : 1 ≤ i ≤ m}, we have by Lemma 3.4 that
(H; v1) ≺ (H; v3) and (H; vm, v1)  (H; vm, v3). Note that G = H + {v1vm} and G1 = H + {v3vm}.
Then the result follows from Lemma 2.1. 
Remark 3.1. The graph G1 in Lemma 3.5 is an n-vertex unicyclic graph with cycle lengthm − 2.
Let C3(n1, n2, n3) be the unicyclic graph obtained from C3 = v1v2v3v1 by attaching ni pendent
vertices to vi for i = 1, 2, 3, where n1 ≥ n2 ≥ n3 ≥ 0. Let C3(n1, n2) = C3(n1, n2, 0) and C3(n1) =
C3(n1, 0, 0).
Lemma 3.6. If a ≥ 1 and b ≥ 0, then (C3(a, b); v3) ≺ (C3(a, b); v1).
Proof. Let H1 (H2, respectively) be the component of C3(a, b)−{v1v3, v1v2} (C3(a, b)−{v1v3, v2v3},
respectively) containing v2. Since a ≥ 1, H1 is a proper subgraph of H2, and thus (H1; v3) ≺ (H2; v1)
and (H1; v3, v2)  (H2; v1, v2).
Let k be a positive integer. Note that
Mk(C3(a, b); v3) = Mk(H1; v3) + Mk(C3(a, b); v3, [v1])
and
Mk(C3(a, b); v1) = Mk(H2; v1) + Mk(C3(a, b); v1, [v3]).
Thus we need only to show thatMk(C3(a, b); v3, [v1]) ≤ Mk(C3(a, b); v1, [v3]).
For W ∈ Wk(C3(a, b); v3, [v1]), we may uniquely decompose W into two sections W1W2, where
W1 is the shortest (v3, v1)-section ofW , andW2 is the remaining (v1, v3)-section ofW . Note thatW1
consists of a (v3, v3)-walk in H1 whose length may be zero and a single edge v3v1, or a (v3, v2)-walk
in H1 and a single edge v2v1. Then
Mk(C3(a, b); v3, [v1])
= ∑
k1+k2=k
k1,k2≥1
[Mk1−1(H1; v3) + Mk1−1(H1; v3, v2)] · Mk2(C3(a, b); v1, v3).
Similarly,
Mk(C3(a, b); v1, [v3])
= ∑
k1+k2=k
k1,k2≥1
[Mk1−1(H2; v1) + Mk1−1(H2; v1, v2)] · Mk2(C3(a, b); v3, v1).
By comparing the right-hand sides of the above two equalities, we have Mk(C3(a, b); v3, [v1]) ≤
Mk(C3(a, b); v1, [v3]). 
Lemma 3.7. Let n1, n2, n3 be nonnegative integers. If n2 ≥ 1, then EE(C3(n1, n2, n3)) < EE(C3(n1 +
n2, n3)).
Proof. LetH be the vertex-disjoint unionofC3(n1, n3) and isolated verticesu1, u2, . . . , un2 . By Lemma
3.6, (C3(n1, n3); v3) ≺ (C3(n1, n3); v1), i.e., (H; v3) ≺ (H; v1). Let Ev3 = {v3u1, v3u2, . . . , v3un2} and
Ev1 = {v1u1, v1u2, . . . , v1un2}. Obviously, C3(n1, n2, n3) ∼= H + Ev3 and C3(n1 + n2, n3) ∼= H + Ev1 .
Then the result follows from Lemma 2.1. 
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Let G ∈ U(n, 3), where n ≥ 4. By Lemma 3.7, EE(G) ≤ EE(C3(n − 3)) with equality if and only if
G ∼= C3(n − 3).
LetC4(n1, n2, n3, n4)be theunicyclic graphobtained fromC4 = v1v2v3v4v1 byattachingni pendent
vertices to vi for i = 1, 2, 3, 4, where n1 ≥ n3 ≥ 0, n2 ≥ n4 ≥ 0, n1 + n3 ≥ n2 + n4. Let
C4(n1, n2) = C4(n1, n2, 0, 0) and C4(n1) = C4(n1, 0, 0, 0).
By similar arguments as in the proofs of Lemmas 3.6 and 3.7, we have
Lemma 3.8. Let n1, n2, n3, n4 be nonnegative integers.
(i) If n3 ≥ 1 or n4 ≥ 1, then EE(C4(n1, n2, n3, n4)) < EE(C4(n1 + n3, n2 + n4)).
(ii) If n1 ≥ n2 ≥ 1, then EE(C4(n1, n2)) < EE(C4(n1 + n2)).
4. Maximum Estrada index of unicyclic graphs
In this section, we determine the maximum value of Estrada index among unicyclic graphs.
Theorem 4.1. Let G be a bipartite unicyclic graph of a (p, q)-bipartition, where p ≥ q ≥ 2. Then
EE(G) ≤ EE(C4(p − 2, q − 2)) with equality if and only if G ∼= C4(p − 2, q − 2).
Proof. Let G be a graph with maximum Estrada index among bipartite unicyclic graphs of a (p, q)-
bipartition. Letm be the length of the unique cycle of G. Obviously,m is even withm ≥ 4. By Lemmas
3.3, 3.5 and Remark 3.1, we have G ∈ U(p + q, 4), i.e., G = C4(n1, n2, n3, n4) with n1 + n3 =
p − 2 and n2 + n4 = q − 2. Moreover, it follows from Lemma 3.8 (i) that n3 = n4 = 0. Thus
G ∼= C4(p − 2, q − 2). 
By Theorem 4.1 and Lemma 3.8 (ii), we have
Theorem 4.2. Let G be a bipartite unicyclic graph on n ≥ 4 vertices. Then EE(G) ≤ EE(C4(n − 4)) with
equality if and only if G ∼= C4(n − 4).
The characteristic polynomial of a graph G is the characteristic polynomial of A(G), denoted by
φ(G, x). For a proper subset V1 of V(G), G − V1 denotes the graph obtained from G by deleting the
vertices in V1 (and their incident edges). Let G − {v} = G − v for v ∈ V(G).
Lemma 4.1 [1]. Let v be a vertex of a graph G, and let C(v) be the set of cycles containing v. Then
φ(G, x) = x · φ(G − v, x) − ∑
vw∈E(G)
φ(G − v − w, x) − 2 ∑
Z∈C(v)
φ(G − V(Z), x),
where φ(G − v − w, x) = 1 if G is a single edge, and φ(G − V(Z), x) = 1 if G is a cycle.
Lemma 4.2. For n ≥ 4, EE(C3(n − 3)) > EE(C4(n − 4)).
Proof. By Lemma 4.1, we have φ(C3(n − 3), x) = xn−4f (x), φ(C4(n − 4), x) = xn−4g(x), where
f (x) = x4 − nx2 − 2x + n − 3
and
g(x) = x4 − nx2 + 2n − 8.
By direct calculation, we have EE(C3(n − 3)) > EE(C4(n − 4)) for 4 ≤ n ≤ 12. Suppose that n ≥ 13.
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Let x1 ≥ x2 ≥ x3 ≥ x4 be the roots of f (x) = 0, and y1 ≥ y2 ≥ y3 ≥ y4 be the roots of g(x) = 0.
Since x1x2x3x4 = n− 3 > 0 and x4 < 0, we have x1, x2 > 0 and x3, x4 < 0. Similarly, y1, y2 > 0 and
y3, y4 < 0.
Since f (
√
n − 1 ) = −2√n − 1 − 2 < 0 and f (0.82) = 0.3276n − 4.18788 > 0, we have
x1 >
√
n − 1 and x2 > 0.82. Note that f (−1) = 0. We have
EE(C3(n − 3)) > e
√
n−1 + e0.82 + e−1 + (n − 4)e0.
Since g
(√
n − 3
2
)
= 0.5n − 5.75 > 0 and g(1.42) = −0.0164n − 3.93413 < 0, we have
y1 <
√
n − 3
2
and y2 < 1.42. By interlacing Theorem [1], y4 = λn ≤ −1. Since g(−1) = n − 7 > 0,
we have y3, y4 < −1. Then
EE(C4(n − 4)) < e
√
n− 3
2 + e1.42 + e−1 + e−1 + (n − 4)e0.
Let h(t) = e
√
t for t > 1. Then h′′(t) = 1
4
e
√
t
(
t−1 − t− 32
)
> 0, implying that h′(n − 1) >
h′
(
n − 3
2
)
, i.e., h(n − 1) − h
(
n − 3
2
)
= e
√
n−1 − e
√
n− 3
2 is increasing for n ≥ 3. Then
(
e
√
n−1 + e0.82 + e−1 + (n − 4)e0
)
−
(
e
√
n− 3
2 + e1.42 + 2e−1 + (n − 4)e0
)
= e
√
n−1 − e
√
n− 3
2 + e0.82 − e−1 − e1.42
≥ e
√
13−1 − e
√
13− 3
2 + e0.82 − e−1 − e1.42 > 0,
and thus EE(C3(n − 3)) > EE(C4(n − 4)). 
Theorem 4.3. Let G be a unicyclic graph on n ≥ 4 vertices. Then EE(G) ≤ EE(C3(n − 3)) with equality
if and only if G ∼= C3(n − 3).
Proof. Let G be an n-vertex unicyclic graph with maximum Estrada index. By Lemmas 3.2, 3.5 and
Remark 3.1, we have G ∈ U(n, 3)∪U(n, 4). Now the result follows from Lemma 3.7, Theorem 4.2 and
Lemma 4.2. 
5. Minimum Estrada index of unicyclic graphs
Let H be a connected graph with u1, u2, v1, v2 ∈ V(H). Let Pt = w1w2 . . .wt be a path (on t
vertices). LetHui,vi;t be thegraphobtained fromH andPt by identifyinguiwithw1 and viwithwt ,where
i = 1, 2 and t ≥ 2. For i = 1, 2 and x, y ∈ {u1, u2, v1, v2}, let T 1k (Hui,vi;t; x, y) (T 2k (Hui,vi;t; x, y),
respectively) be the set of (x, y)-walks of length k in Hui,vi;t starting and ending at the edge(s) in H (Pt ,
respectively).
Lemma 5.1. Let H be a connected graph with u1, u2, v1, v2 ∈ V(H). Let Hi = Hui,vi;t for i = 1, 2.
Suppose that (H; u1) ≺ (H; u2), (H; v1) ≺ (H; v2), and (H; u1, v1)  (H; u2, v2). For positive integer
k, and j = 1, 2,
(i) |T jk (H1; u1, u1)| ≤ |T jk (H2; u2, u2)|;
(ii) |T jk (H1; v1, v1)| ≤ |T jk (H2; v2, v2)|;
(iii) |T jk (H1; u1, v1)| ≤ |T jk (H2; u2, v2)|;
(iv) |T jk (H1; v1, u1)| ≤ |T jk (H2; v2, u2)|.
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Proof. We only prove (i) for j = 1. The proofs of other cases are similar.
For i = 1, 2, we may decompose anyW ∈ T 1k (Hi; ui, ui) into maximal sections in H or in Pt , each
of which is one of the five possible types as follows: (ai) a (ui, ui)-walk in H; (bi) a (vi, vi)-walk in H;
(ci) a (ui, vi)-walk in H; (di) a (vi, ui)-walk in H; (ei) a walk in Hi with all edges in Pt .
Since (H; u1) ≺ (H; u2), there is an injection f (a1)s mapping a (u1, u1)-walk of length s in H into a
(u2, u2)-walk of length s in H.
Since (H; v1) ≺ (H; v2), there is an injection f (b1)s mapping a (v1, v1)-walk of length s in H into a
(v2, v2)-walk of length s in H.
Since (H; u1, v1)  (H; u2, v2), there is an injection f (c1)s mapping a (u1, v1)-walk of length s in
H into a (u2, v2)-walk of length s in H and an injection f
(d1)
s mapping a (v1, u1)-walk of length s in H
into a (v2, u2)-walk of length s in H.
Now we construct a mapping f ∗ from T 1k (H1; u1, u1) to T 1k (H2; u2, u2). Let W = W1W2 · · · ∈
T 1k (H1; u1, u1), where Ws for s ≥ 1 is a walk of length ls of type (a1), (b1), (c1), (d1), or (e1). Let
f ∗(W) = f ∗(W1)f ∗(W2) . . . , where f ∗(Ws) = f (x)ls (Ws) for x = a1, b1, c1, d1, and f ∗(Ws) = Ws if
Ws is of type (e1). It is easily seen that f
∗(Ws) for s ≥ 1 is of type (a2), (b2), (c2), (d2), or (e2), and thus
f ∗(W) ∈ T 1k (H2; u2, u2). Obviously, f ∗ is an injection. Thus |T 1k (H1; u1, u1)| ≤ |T 1k (H2; u2, u2)|. 
Lemma 5.2. Let H be a connected graph with u1, u2, v1, v2 ∈ V(H). Let Hi = Hui,vi;t for i = 1, 2. If
(H; u1) ≺ (H; u2), (H; v1) ≺ (H; v2), and (H; u1, v1)  (H; u2, v2), then EE(H1) < EE(H2).
Proof. For positive integer k, let Si(k) be the set of closedwalks of length k inHi containing some edges
in Pt , where i = 1, 2. ThenMk(H1) = Mk(H)+ |S1(k)| andMk(H2) = Mk(H)+ |S2(k)|. We need only
to show that |S1(k)| ≤ |S2(k)| for all positive integers k, and it is strict for some positive integer k0.
Let S11(k) be the subset of S1(k) for which every closed walk starts at a vertex in V(H), and S12(k)
the subset of S1(k) for which every closed walk starts at a vertex in V(Pt) \ {w1,wt}. Then
|S1(k)| = |S11(k)| + |S12(k)|.
Let S21(k) be the subset of S2(k) for which every closed walk starts at a vertex in V(H), and S22(k) the
subset of S2(k) for which every closed walk starts at a vertex in V(Pt) \ {w1,wt}. Then
|S2(k)| = |S21(k)| + |S22(k)|.
We may uniquely decompose any W ∈ S11(k) into three sections W1W2W3, where W1 is a walk
in H whose length may be zero, W2 is the longest walk of W in H1 starting and ending at the edge(s)
in Pt , and W3 is a walk in H whose length may be zero. By the choice of W2, we know that W2 is an
(x1, x2)-walk, where x1, x2 ∈ {u1, v1}. For x1, x2 ∈ {u1, v1}, let
S
(x1,x2)
11 (k) = {W ∈ S11(k) : W2 is an (x1, x2)-walk}.
Then
S11(k) =
⋃
x1,x2∈{u1,v1}
S
(x1,x2)
11 (k).
Note that S
(x1,x2)
11 (k) ∩ S(y1,y2)11 (k) = ∅ for (x1, x2) = (y1, y2). Thus
|S11(k)| = |S(u1,u1)11 (k)| + |S(v1,v1)11 (k)| + |S(u1,v1)11 (k)| + |S(v1,u1)11 (k)|.
For x1, x2 ∈ {u2, v2}, let
S
(x1,x2)
21 (k) = {W ∈ S21(k) : W2 is an (x1, x2)-walk}.
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Similarly as above, we have
|S21(k)| = |S(u2,u2)21 (k)| + |S(v2,v2)21 (k)| + |S(u2,v2)21 (k)| + |S(v2,u2)21 (k)|.
By the above decomposition ofW ∈ S11(k) and the definition of S(u1,u1)11 (k), we have
|S(u1,u1)11 (k)| =
∑
k1+k2+k3=k
k1,k3≥0,k2≥2
∑
y∈V(H)
Mk1(H; y, u1) · |T 2k2(H1; u1, u1)| · Mk3(H; u1, y)
= ∑
k1+k2+k3=k
k1,k3≥0,k2≥2
|T 2k2(H1; u1, u1)|
∑
y∈V(H)
Mk1(H; y, u1) · Mk3(H; u1, y)
= ∑
k1+k2+k3=k
k1,k3≥0,k2≥2
|T 2k2(H1; u1, u1)| · Mk1+k3(H; u1).
Similarly,
|S(u2,u2)21 (k)| =
∑
k1+k2+k3=k
k1,k3≥0,k2≥2
|T 2k2(H2; u2, u2)| · Mk1+k3(H; u2).
By Lemma 5.1 (i), |T 2k2(H1; u1, u1)| ≤ |T 2k2(H2; u2, u2)| for all positive integers k2 (≥ 2). Note that
|T 22 (H1; u1, u1)| = |T 22 (H2; u2, u2)| = 1. Since (H; u1) ≺ (H; u2), we have Ms(H; u1) ≤ Ms(H; u2)
for all positive integers s, and it is strict for some positive integer s0. Thus |S(u1,u1)11 (k)| ≤ |S(u2,u2)21 (k)|,
and it is strict for positive integer k0 = s0 + 2. Similarly, by Lemma 5.1 (ii), (iii) and (iv), respectively,
we have
|S(v1,v1)11 (k)| =
∑
k1+k2+k3=k
k1,k3≥0,k2≥2
|T 2k2(H1; v1, v1)| · Mk1+k3(H; v1)
≤ ∑
k1+k2+k3=k
k1,k3≥0,k2≥2
|T 2k2(H2; v2, v2)| · Mk1+k3(H; v2) = |S(v2,v2)21 (k)|,
|S(u1,v1)11 (k)| =
∑
k1+k2+k3=k
k1,k3≥0,k2≥1
∑
y∈V(H)
Mk1(H; y, u1) · |T 2k2(H1; u1, v1)| · Mk3(H; v1, y)
= ∑
k1+k2+k3=k
k1,k3≥0,k2≥1
|T 2k2(H1; u1, v1)| · Mk1+k3(H; v1, u1)
≤ ∑
k1+k2+k3=k
k1,k3≥0,k2≥1
|T 2k2(H2; u2, v2)| · Mk1+k3(H; v2, u2) = |S(u2,v2)21 (k)|,
|S(v1,u1)11 (k)| =
∑
k1+k2+k3=k
k1,k3≥0,k2≥1
|T 2k2(H1; v1, u1)| · Mk1+k3(H; u1, v1)
≤ ∑
k1+k2+k3=k
k1,k3≥0,k2≥1
|T 2k2(H2; v2, u2)| · Mk1+k3(H; u2, v2) = |S(v2,u2)21 (k)|.
Thus |S11(k)| ≤ |S21(k)| for all positive integers k, and it is strict for some positive integer k0.
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By similar arguments as above, we may also have |S12(k)| ≤ |S22(k)|. Thus |S1(k)| ≤ |S2(k)| for all
positive integers k, and it is strict for some positive integer k0. 
Let Hn be the unicyclic graph obtained by attaching a pendent vertex to a vertex of Cn−1, where
n ≥ 4.
Lemma 5.3. Let G ∈ U(n,m) with maximum degree three and n/2 ≤ m ≤ n − 2. Then EE(G) >
min{EE(Cn), EE(Hn)}.
Proof. Note that there are at least two vertices on Cm with degree three since n − m ≥ 2. Let Cm =
v1v2 . . . vmv1. Assume that dG(v1) = 3.
Suppose that vi with 2 ≤ i ≤ m is another vertex on Cm with degree three such that the distance
between v1 and vi in G is as small as possible. Assume that i ≤ m2  + 1. Let v∗1 (v∗i , respectively) be
the unique pendent neighbor of v1 (vi, respectively) in G. Let G1 = G−{v1v2, vi−1vi}+{v∗1v2, vi−1v∗i }
(and particularly, G1 = G − {v1v2} + {v∗1v∗2} if i = 2). Let H be the component of G − {v1v2, vi−1vi}
(G−{v1v2} if i = 2) containing v1, and Pi = w1w2 . . .wi a path (on i vertices). ThenG (G1, respectively)
is isomorphic to the graph obtained from H and Pi by identifying v1 (v
∗
1 , respectively) with w1 and vi
(v∗i , respectively) with wi.
Note that M1(H; v∗1) = M1(H; v1) = 0 and M2(H; v∗1) = 1 < M2(H; v1) = 2. Let k ≥ 3 be a
positive integer. ForW ∈ Wk(H; v∗1), we haveW = (v∗1v1)W∗(v1v∗1), whereW∗ is a (v1, v1)-walk of
length k − 2 in H, i.e., W∗ ∈ Wk−2(H; v1), implying that Mk(H; v∗1) = Mk−2(H; v1). For a walk in
Wk−2(H; v1), by repeating thefirst edge twice,we can get a correspondingwalk inWk(H; v1), and then
Mk−2(H; v1) ≤ Mk(H; v1), implying that Mk(H; v∗1) ≤ Mk(H; v1). Now we have (H; v∗1) ≺ (H; v1).
Similarly, we have (H; v∗i ) ≺ (H; vi) and (H; v∗1, v∗i ) ≺ (H; v1, vi). Then it follows from Lemma 5.2
that EE(G) > EE(G1).
Obviously, G1 is an n-vertex unicyclic graph with cycle length m + 2. If m + 2 = n − 1 or n, then
the result follows. If m + 2 ≤ n − 2, then repeating the transformation from G to G1, we may finally
obtain the result. 
Lemma 5.4. Let G be a tree with v0 ∈ V(G), where |V(G)| ≥ 3. For integer s ≥ 1, let Gs be the tree
obtained from G by attaching the path Ps = v1v2 . . . vs at its end vertex v1 to v0.
(i) If s ≥ 2 is even, then (Gs; vs) ≺ (Gs; v0), and (Gs; u, vs)  (Gs; u, v0) for u ∈ V(G) \ {v0}.
(ii) If s ≥ 3 is odd, then (Gs; vs−1) ≺ (Gs; v0), and (Gs; u, vs−1)  (Gs; u, v0) for u ∈ V(G) \ {v0}.
Proof. We only prove (i). The proof of (ii) is similar.
First we show that (Gs; vs) ≺ (Gs; v0). Let k be a positive integer. Note that
Mk(Gs; vs) = Mk(Ps; vs) + Mk(Gs; vs, [v0])
and
Mk(Gs; v0) = Mk(Gs−1; v0) + Mk(Gs; v0, [vs]).
Obviously, (Ps; vs) ≺ (Gs−1; v0) and (Ps; vs, v1)  (Gs−1; v0, vs−1) since |V(G)| ≥ 3. Thus we need
only to show thatMk(Gs; vs, [v0]) ≤ Mk(Gs; v0, [vs]).
For W ∈ Wk(Gs; vs, [v0]), we may uniquely decompose W into two sections W1W2, where W1 is
the shortest (vs, v0)-section (consisting of a (vs, v1)-walk in Ps and a single edge v1v0) of W , and W2
is the remaining (v0, vs)-section ofW . Thus
Mk(Gs; vs, [v0]) =
∑
k1+k2=k
k1,k2≥s
Mk1−1(Ps; vs, v1)Mk2(Gs; v0, vs).
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Similarly,
Mk(Gs; v0, [vs]) =
∑
k1+k2=k
k1,k2≥s
Mk1−1(Gs−1; v0, vs−1)Mk2(Gs; vs, v0)
≥ ∑
k1+k2=k
k1,k2≥s
Mk1−1(Ps; vs, v1)Mk2(Gs; vs, v0).
ThusMk(Gs; vs, [v0]) ≤ Mk(Gs; v0, [vs]).
Now we show that (Gs; u, vs)  (Gs; u, v0) for u ∈ V(G) \ {v0}. Let k be a positive integer. We
construct a mapping f fromWk(Gs; u, vs) toWk(Gs; u, v0). For W ∈ Wk(Gs; u, vs), we may uniquely
decompose W into two sections W1W2, where W1 is the longest (u, v s
2
)-section of W , and W2 is
the remaining (v s
2
, vs)-section of W (for which the internal vertices, if exist, are only possible to be
v s
2
+1, v s
2
+2, . . . , vs). Let f (W) = f (W1)f (W2), where f (W1) = W1, and f (W2) is a (v s
2
, v0)-walk
obtained fromW2 by replacing vi by vs−i for s2 + 1 ≤ i ≤ s. Obviously, f (W) ∈ Wk(Gs; u, v0) and f is
an injection. ThusMk(Gs; u, vs) ≤ Mk(Gs; u, v0). 
Lemma 5.5 [13]. Let w be a vertex of the nontrivial connected graph G. For nonnegative integers p and q,
let Gp,q be the graph obtained from G by attaching two paths, respectively, on p vertices and q vertices to
w. If p ≥ q ≥ 1, then EE(Gp,q) > EE(Gp+1,q−1).
A pendent path at v in a graph is a path for which the degree of v is at least three and all other
vertices are of degree at most two.
Proposition 5.1. Let G be an n-vertex unicyclic graph, where n ≥ 5. If G ∼= Cn,Hn, then EE(G) >
min{EE(Cn), EE(Hn)}.
Proof. Suppose that G is a graph with minimum Estrada index among n-vertex unicyclic graphs dif-
ferent from Cn,Hn. Let Cm be the unique cycle of G. Note that 3 ≤ m ≤ n − 2 since G ∼= Cn,Hn. By
Lemma 5.5, we know that G is a graph of maximum degree three obtained by attaching some paths
each to some vertex of Cm.
Suppose that every pendent path in G is of length one, i.e., G ∈ U(n,m) with maximum degree
three and n/2 ≤ m ≤ n − 2. By Lemma 5.3, EE(G) > min{EE(Cn), EE(Hn)}.
Suppose that there is at least one pendent path, say P = v0v1 . . . vs at v0 ∈ V(Cm), of length at
least two (i.e., s ≥ 2) in G. Let u be a neighbor of v0 on Cm. Let H = G − {v0u}. By Lemma 5.4 (i),
we have (H; vs) ≺ (H; v0) and (H; u, vs)  (H; u, v0) if s is even, and by Lemma 5.4 (ii), we have
(H; vs−1) ≺ (H; v0) and (H; u, vs−1)  (H; u, v0) if s is odd. Consider G1 = H+{vsu} if s is even, and
G1 = H+{vs−1u} if s is odd. Obviously,G1 is also an n-vertex unicyclic graph. Note thatG = H+{v0u}.
By Lemma 2.1, EE(G) > EE(G1), which is a contradiction if G1 ∼= Cn,Hn. Thus G1 ∼= Cn or Hn. The
result follows. 
Note that the largest eigenvalue of Hn is larger than that of Cn. By direct calculation, we have
EE(Hn) > EE(Cn) for n = 4, 5, 6, 7. We conjecture that EE(Hn) > EE(Cn) for n ≥ 4.
By Proposition 5.1, we have
Corollary 5.1. LetGbeann-vertexbipartiteunicyclic graph,wheren ≥ 4. If n is even, thenEE(G) ≥ EE(Cn)
with equality if and only if G ∼= Cn, and if n is odd, then EE(G) ≥ EE(Hn) with equality if and only if
G ∼= Hn.
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