Abstract: Efficient routing in mobile ad hoc network (MANET) is necessary for effective data communication among nodes. Routing can be done either singlehop or multi-hop. If source and destination are within the transmission range then single-hop routing is established, else multi-hop routing is required to route the data packets to reach the destination. Selection of next hop based on the speed of movement of nodes and transmission range: reduces overall energy consumption, link failures and delay constraints. The weights of the link quality between the nodes present in the network can be estimated by cost metrics such as distance and travelling speed of the node. The success of the data transmission via core relay intermediate nodes (CRIN) can be analysed using NS-2 tool. The efficiency of 0.4% is improved by the proposed scheme. Network performance can be enhanced through shortest path so that messages may be delivered in a timely manner.
Introduction
MANETs are designed with several nodes connected by wireless links without any specific infrastructure. The mobile devices are freely moved in all direction. Due to the absence of centralised architecture controller, there is no central monitoring agent in the network. In ad-hoc network all the nodes are ready to forward the data to other nodes but which node should forward the data was decided dynamically based on the network connectivity. Routing in mobile ad-hoc network is difficult due to occurrence of frequent link failures, therefore routing protocols were designed effectively to manage the route or link failure by applying some re-routing techniques. Multipath routing provides number of alternative paths in case any route failure occurs between the source and destination nodes in the network. If channel capacity of the single path routing overloaded due to heavy network traffic congestion then multipath routing can be done for balancing the network congestion occurred.
A significant role of routing protocols in MANET is to find and establish routes between node pairs. If every wireless links in the network has same characteristics then the shortest path between the nodes can be easily determined. In ad-hoc routing protocols finding the shortest path between source and destination is based on minimum hop count metric. The optimal routing with higher throughput can be obtained by choosing the nodes with high link quality and channel bandwidth. However due to dynamic topology, frequent link failures occurs in the network and predicting the link quality is still challenging.
The mobility models of mobile users are designed to describe movement pattern including their locations, speed and acceleration over time. In the proposed scheme, the link quality between the nodes can be found by estimating link quality, link traffic and channel interference since the dynamic network protocol is lack in the cost metrics of link estimation and channel quality.
Related works
Many routing protocols were implemented to find efficient and best path in order to route the data. Generally routing protocols are developed based on network topology and position of the nodes. Due to random mobility predicting the node's exact position is difficult. By considering different strategies in the wireless network different routing protocols were implemented. But determining the best one among the discovered routing protocols is difficult when considered under a number of different network scenarios (Abolhasan et al., 2004) . Mobility management causes unnecessary overheads to the network. Predictive location aided routing (PLAR) protocol attempts to reduce the routing overhead by using location information. Two different LAR schemes are proposed, where first scheme calculates request zone i.e., a boundary where route request can travel to reach the destination and the second scheme stores the coordinates of the destination in the route request packet. Position based routing algorithms provides location information using location service (Aboki et al., 2013) . These location services have the capability of sharing the location table entries periodically among the neighbours. By taking the advantage of geographical position information Location Aware Routing scheme was proposed. To reduce flooding control packets in number and to get more precise information about mobile nodes this PLAR was proposed, here Route Cache determines the route availability if destination node fails to be in the transmission range of source node. In PLAR protocol the Request Zone size is determined more accurately, as the zone is defined by the direction of destination, which is not the case in LAR protocol. Preferred link based routing protocol (PLBRP) was proposed which reduces flooding of control packets by selectively forwarding the packets using preferred list using some nodes in the network (Sisodia et al., 2002) . The preferred list was built by using two algorithms since single preferred link model is not suitable due to reasons like lack of topology information. The first algorithm is based on neighbour's degree and the second algorithm was computed based on stability information. In computation of first algorithm preference is given to neighbours whose degree is high. As higher degree neighbours envelop more nodes, only a few of them are required to cover all nodes of neighbour's neighbour table. This reduces the number of broadcasts. The second algorithm prefers stable links. But, links are not explicitly classified as stable or unstable. Expected link performance (ELP) (Ashraf et al., 2008) is determined in order to obtain good quality link routing with less interference routing. The optimal path is selected by estimating the cross layered link which involved as a metric for the link quality. ELP is a hybrid metric which includes the link quality and link traffic information to be considered to estimate the link performance. By improving cross-layering technique with lower layers routing in multihop networks can be done. Cross-layering in ELP is used to gather wireless channel information and has a more accurate estimation of link performance. Interference and bandwidth adjusted ETX (Javaid et al., 2010 ) is a quality link metric proposed for wireless multi-hop networks. This method is used to find high throughput path which are ignored by ETX. High Contention issues are caused due to neighbour nodes which can be avoided by selecting the quality links. expected link delivery (ELD) is calculated to avoid computational burden and the nodes are provided with information of nominal bit rates in order to estimate expected link bandwidth (ELB). By calculating the interference, long-path penalisation can be computed by encountering ETX named as expected link interference (ELI) also by cross layered approach.
During designing localisation algorithm for mobile sensor networks (Benkhelifa and Moussaoui, 2012 ) mobility should be taken into account. At the beginning, nodes have no knowledge about their positions. The anchor (node equipped with GPS) broadcasts location packets periodically while travelling through the deployment area. The localisation process is repeated periodically. The nodes follow a rectilinear movement and these nodes have a constant velocity and direction during certain time periods and the analysis of localisation algorithm proved that by decreasing the anchor broadcasting interval, the localisation error decreased. A cross-layer distributed algorithm called interference-based topology control algorithm proposed for delay and interference control mechanism (Zhang et al., 2015) . The transmission delay, queuing delay and contention delay are taken into account in the algorithm for reducing average delay and by increasing the transmission power interference can be reduced and hop counts gradually decreases. AODV with n th backup route (AODV n th BR) technique (Rao and Singh, 2014 ) that provides backup routes in AODV environment to avoid overhearing of RREP packets due to neighbouring nodes and more power is required to process multiple copies of data. The distances between all the nodes are calculated using distance vector calculation and node's remaining energy is calculated and selected as backup route based on threshold value in case any route failure occurs in the routing path. Link based routing protocol (Moussaoui et al., 2014) was proposed to establish a stable and sustainable path based on the calculation of the mobility degree of a node relative to its neighbour. Optimised link state routing protocol (OLSR) is used in this mechanism which consists of multi-point relay (MPR) selection and topology discovery. Probability based mechanism was used to enable accurate estimation of the link's stability by considering the signal strength variations.
RSSI based routing protocol was designed for efficient routing in mobile adhoc environment. The value obtained from the neighbours and the threshold value is compared. If the obtained value is less than the threshold value then the link failure factor is increased by 1. The link failure factor (Dhakad and Bisen, 2016) is calculated up to the destination node for every route and minimum link failure factor route is selected and given priority to route the data. Dynamically changing network topology distributed core selection and migration protocol (Gupta and Srimani, 2003) was proposed and these protocols uses corebased group-shared tree to distribute packets from all the sources. Generally in ad-hoc networks core selection are not suitable since algorithms depend on knowledge of entire network topology. Hence the proposed adaptive distributed core selection and migration method used median of a tree which is equivalent to centroid of a tree. The weight of all the links is computed and shortest path is determined using median node. For providing security in the future work trust-extended authentication mechanism Karuppiah and Saravanan, 2015) can be used, hence the performance of the authentication process using transitive trust relationship among nodes can be enhanced. A key agreement protocol is used for message privacy protection. The data collected by the sensor nodes usually transmitted via wireless channel (Li et al., 2017) . The collected information is sensitive in more cases; hence lightweight authentication protocol is designed to provide light weight security. To remove the flaws present in the authentication mechanism, a single round authentication protocol is used. A dynamic ID-based generic framework for anonymous authentication scheme for roaming service in GLOMONET Karuppiah and Saravanan, 2014) was proposed to avoid variety of attacks. This scheme provides user anonymity, password change, updating option and quick detection of wrong code by using mismatch detection technique. To estimate the path duration an analytical model (Namuduri and Pendse, 2012) was proposed using random way point mobility model as a reference. Route expiry time for the routes is determined for on demand routing protocols. Based on the principle of least remaining distance (LRD) the shortest path between the source and destination is determined and taken as a better routing path for data transmission. Among all available forwarding nodes, the node which has the minimum distance to the destination with the least number of hops is selected as the best route. However, the prediction of average path duration is not focussed here.
The proposed method
In MANETs the nodes move freely from one place to another. There is no any centralised infrastructure support hence the nodes are self organised and self healing. Due to fast movement of nodes, frequent link breakage occurs between them in the network. If Src and Dest nodes are within transmission range, data sent directly to the destination. If source and destination are out of transmission range then intermediate nodes are required to deal the packet transmission. In order to find an efficient route between source and destination the weight of the links should be calculated based on the speed of the node movement. Once the weight of the link quality estimation is done, then better quality links are selected from source to destination. Based on the node speed and movement i.e., mobility preference, the core relay intermediate nodes (CRIN) are selected to pass the data to the destination.
Selecting core relay intermediate nodes based on mobility preference
Selecting minimum hop counts alone will not be able reduce the transmission delay and packet loss. In order to deliver the packets efficiently with less loss rate and interference; CRIN are selected based on the node movement which moves towards the destination and longer time link connectivity of the nodes. Selecting the CRIN node based on reliability should be closest to the destination as shown in Figure 1 .
The nodes with longer time link connectivity and less channel interference are selected as CRIN nodes to extend the network lifetime and to improve the network performance. The speed variations are fixed preliminarily and the mobility model used here is Random way point model. In random-based mobility simulation models, the mobile nodes move randomly and freely without restrictions in any directions. The velocity of the nodes is measured to find the moving direction of the node. If there is a change in velocity then simultaneously there will be a change in node's direction. So the intermediate relay nodes are selected based on their speed and direction towards the destination in a timely fashion. To be more specific, the destination, speed and direction are all chosen randomly and independently of other nodes.
Link quality estimation
The frequent changes in the link are occurred due to the node's movement. The speed of the node may vary according to the environment as well as their characteristics. The active link between the nodes is determined using probabilistic prediction based link availability method. Selecting more reliable neighbour nodes with high link connectivity is one of the methods to achieve better network performance rate. The nodes with lower travelling speed have longer time link connectivity and the nodes with higher travelling speed have shorter time link connectivity. Link estimation includes cost metrics such as distance between nodes, travelling speed of the node.
The distance between the two nodes in the network can be calculated using the vertices (x i , y i ) and (x j , y j ) of the nodes. The formulated distance is shown in equation (2). The distance between the intermediate nodes can be calculated by equation (3).
The speed of the node can be determined using node's velocity and its travelling direction. The displacement of the node with respect to time from its initial position is estimated as node's velocity. The distance travelled by the node in the corresponding direction with respect to time is calculated as speed of the node. The average speed of nodes is given in equation (3),
Once the average speed of the nodes is estimated, then the availability of the link between them needs to be determined for efficient routing of data. The availability of link is found between all the nodes. The probability of identifying the link status between the nodes is done by identifying the total link availability time T L by considering the average speed between the nodes. The continuous availability of the link can be determined if both nodes of the link keep their movements unchanged i.e., speed and direction. The link availability and their quality are well determined by the available distance between the nodes. The nodes within the higher transmission range have higher quality. The probabilistic partial prediction of link availability can be obtained by considering the distance between the relay nodes from the source node. The source node selects the intermediate node X at distance (x, y) from the destination within the Transmission Range (T R ),
By using equation (4), the value of link connectivity threshold (LCT) can be fixed by estimating partial probability of link availability between the current source node and the next relay node towards the destination. The LCT value is fixed so that the longer time and shorter time link connectivity nodes are determined based on the outcome of the link status. The link connectivity time between the nodes is calculated using time period as follows.
Longer time link connectivity LL
where t 0 is initial time, t 1 , T are time duration for link connectivity from initial time and T w is outage probability.
The outage probability is the available signal strength between the nodes. The link failure occurs between the nodes when the nodes are out of communication range. Outage probability of nodes is determined for the occurrence of link failure when they are out of range. The distance and signal strength are the two factors used to determine the link failure. Longer time link connectivity of the nodes is determined as better quality nodes. If two or more paths with the value greater than the LCT, then the shortest path with minimum hop counts is determined among the path to reduce the transmission delay. Then the data is routed in the determined shortest path CRIN. The channel interference can be reduced by selecting these higher link connectivity nodes. The flow model of the proposed work is shown in the Figure 2 . Therefore the efficient routing is done by estimating link quality between the nodes is shown in the Algorithm 1 of link quality estimation in routing. 
Simulation parameters
A simulation scenario with 50 nodes is deployed and configured as the subterranean wireless network in order to validate the method proposed and their specifications is mentioned in the Table 1 . Programming in C++ and object-oriented tool command language (OTCL) is done to determine the locations of various targeted nodes. The performance of the existing system LRD is compared with the proposed CRIN system, which is presented in this paper using simulation results. In order to analyse the performances, the data delivery rate, data loss rate, delay rate, normalised routing overhead is compared through simulations. 
Data delivery rate
The data delivery rate (DDR) can be defined as the ratio between the total packets delivered by the senders and the corresponding receivers in the network. It is given by equation (5); where n represents the number of nodes in the network. Figure 3 the packet delivery rate of the proposed CRIN scheme is higher than the packet delivery rate of the existing LRD method. This CRIN scheme provides guarantees a high packet delivery rate because of the link broken is minimised in MANET. 
Data loss rate
Data loss rate is defined as the ratio of the packets lost while senders send their packets to their corresponding receivers. It is given by equation (6); where n represents the number of nodes in the network. Figure 4 shows that the number of packets lost, the CRIN mechanism have low packet drops compared to the scheme of LRD. The CRIN has reduced packets lost due to highest security routing. The link strength is better among core relay node thus the proposed scheme diminished the least packet loss when compared to the existing scheme. LRD scheme get to fall the highest packet due to the weaker node link. 
Average delay
Average delay refers to the time difference between packets sent and packets received. It is given by equation (7); where n represent the number of nodes in the network.
Average Delay = ∑ n 0 Pkt Recv Time − Pkt sent rate n .
The average delay is plotted in Figure 5 which shows that the delay value is lower for the proposed scheme CRIN than the LRD. The minimum value of delay means that higher value of the throughput of the network. 
Normalised routing overhead
Normalised routing load (or normalised routing overhead) is defined as the total number of routing packet transmitted per data packet. It is calculated by dividing the total number of routing packets sent (includes forwarded routing packets as well) by the total number of data packets received. Due to longer link connectivity among the nodes, the routing overheads are seems to be minimised in the proposed scheme as the transmission rate is higher for the CRIN as shown in Figure 6 . 
Conclusion
Selection of next hop based on the speed of movement of nodes and transmission range reduces overall energy consumption, link failures and delay constraints. An efficient route is established between source and destination to minimise the hop counts and to reduce the packet loss in the network. The success of the data transmission via CRIN is analysed using NS-2 tool. Network performance is enhanced through shortest path so that messages may be delivered in a timely manner without any significance delay. The packet transmission rate is improved by 0.4% for the proposed CRIN method. Simulation analysis shows that the CRIN scheme has better performance and the overall efficiency is improved by 40% compared to the existing method in the communication network. The work can be enhanced further by including security measures for message authentication in order to prevent vulnerable attacks.
