Abstract. We study the Bose-Einstein condensates (BEC) in two or three dimensions with attractive interactions, described by L 2 constraint Gross-Pitaevskii energy functional. First, we give the precise description of the chemical potential of the condensate µ and the attractive interaction a. Next, for a class of degenerated trapping potential with nonisolated critical points, we obtain the existence and the local uniqueness of excited states by precise analysis of the concentrated points and the Lagrange multiplier.
Introduction
The idea of Bose-Einstein condensates (BEC) originated in 1924-1925, when Einstein predicted that, below a critical temperature, part of the bosons would occupy the same quantum state to form a condensate. Over the last two decades, remarkable experiments on BEC in dilute gases of alkali atoms [2, 4, 14] have revealed various interesting quantum phenomena. These new experimental advances make many mathematicians study again the following of Gross-Pitaevskii (GP) equations proposed by Gross [18] and Pitaevskii [30] in the 1960s: i∂ t ψ(x, t) = −∆ψ(x, t) + V (x)ψ(x, t) − a|ψ(x, t)| 2 ψ(x, t), x ∈ R N , (1.1) with the constraint
where N = 2, 3, V (x) ≥ 0 is a real-valued potential and a ∈ R is treated as an arbitrary dimensionless parameter. For better understanding of the long history and further results on Bose-Einstein condensates, we refer to [11, [27] [28] [29] and the references therein. If we want to find a solution for (1.1) of the form ψ(x, t) = u(x)e −iµt , where µ represents the chemical potential of the condensate and u(x) is a function independent of time, then the unknown pair (µ, u) satisfies the following nonlinear eigenvalue equation 2) and the following constraint
3)
The energy functional corresponding to (1.2) is given by
A ground state solution of (1.2) is a minimizer of the following minimization problem:
Any eigenfunction of (1.2) whose energy is larger than that of the ground state is usually called the excited states in the physics literatures in [3] . Let us first recall the existence result for the ground state. Denote by Q(x) the unique positive solution of −∆u + u = u 3 , u ∈ H 1 (R N ) with N = 2, 3. Let a * = In the last few years, lots of efforts have been made to the study of asymptotic behaviors of the minimizers of (1.5) as a ր a * when N = 2. See for example [23] [24] [25] and the references therein, where the main tools used are the energy comparison. The main results on the asymptotic behaviors of the minimizer u a of (1.5) with N = 2 as a ր a * are that u a concentrates at a minimum point x 0 of V (x). That is, u a → 0 uniformly in R N \ B θ (x 0 ) for any θ > 0, while max x∈B θ (x 0 ) u a (x) → +∞. However, if N = 3, as a ր 0, the minimizer u a of (1.5) approaches to a minimizer of u 0 of I 0 . Therefore, it is not obvious that (1.2)-(1.3) has solutions u a concentrating at some points if N = 3.
The aim of this paper is to investigate the excited states for (1.2)-(1.3), especially those which exhibit the concentration phenomena. For this purpose, we need to consider (1.2) from different point of views as follows.
We first consider the following problem without constraint:
   −∆w + (λ + V (x))w = w 3 , in R N ;
w ∈ H 1 (R N ), (1.6) where λ > 0 is a large parameter. It is well known that for large λ > 0, we can construct various positive solutions concentrating at some stable critical points of V (x). In particular, we can construct positive k-peak solutions for (1.6) in the sense that Note that a λ > 0, and as λ → +∞, a λ → ka * if N = 2, while a λ → 0 if N = 3. Therefore, we obtain a concentrated solution with k peaks for (1.2)-(1.3) with µ = −λ and suitable a λ . Now the crucial question is for any a close to ka * if N = 2, or for any a > 0 small if N = 3, whether we can choose a suitable large λ a > 0, such that (1. The above discussions show that the existence of concentrated solutions for (1.2)-(1.3) is closely related to the existence of peaked solutions for the nonlinear Schrödinger equations (1.6) . In this paper, we will mainly investigate concentrated solutions u a of (1. Our first result of this paper is the following.
3) concentrated at some points as a → a 0 . Then it holds a 0 ≥ 0 and µ a → −∞, as a → a 0 . Moreover, if N = 2, then a 0 = ka * for some integer k > 0, and u a satisfies
10)
Throughout this paper, we call u a a k-peak solution of (1.2)-(1.3) if u a satisfies (1.10). Although the nonlinear Schrödinger equations (1.6) have been extensively studied in the last three decades (see for example [1, 5, 10, 16, 31] and the references therein), not much is known for the exact location of the concentrated point, nor for the local uniqueness of the solutions, if the critical points of V (x) is not isolated. In the paper, we assume that V (x) obtains its local minimum or local maximum at Γ i (i = 1, · · · , k) and Γ i is a closed N − 1 dimensional hyper-surface satisfying Γ i Γ j = ∅ for i = j. More precisely, we assume that the following conditions hold.
(V ). There exist δ > 0 and some C 2 compact hypersurfaces Γ i (i = 1, · · · , k) without boundary, satisfying
where
Note that condition (V ) implies that V (x) obtains its local minimum or local maximum on the hypersurface Γ i for i = 1, · · · , k. It is also easy to see that if δ > 0 is small, the set Γ t,i = x : V (x) = t W δ,i consists of two compact hypersurfaces in R N without boundary for
provided θ > 0 is small. Moreover, the outward unit normal vector ν t,i (x) and the j-th principal tangential unit vector
Using the local Pohozaev identities, we can easily prove that a k-peak solution of (1.2)-(1.3) must concentrate at some critical points of V (x), and we can also refer to [19] . If V (x) satisfies (V ) and the concentrated points belong to Γ := k i=1 Γ i , it is natural to ask where the concentrated points locate on Γ. And the following result gives the further answer of this question. where τ i,j is the j-th principal tangential unit vector of Γ at b i .
It is proved in [23] that if V (x) has finite minimal points with the same minimal value, then the the minimizers of (1.5) concentrate at the "flattest" minimal points of V (x) along a subsequence a l which approaches a * from left as l → ∞. On the other hand, for V (x) = (|x| − 1) 2 , in [24] , it is proved that the minimizers of (1.5) concentrate at some point in {x : |x| = 1}, while for
it is proved in [21] that the minimizers of (1.5) concentrate at either (−a, 0), or (a, 0) up to a subsequence. Note that in all those cases, the concentrated point is a minimum point of the function ∆V on the relevant set. Theorem 1.2 shows that not every {b 1 , · · · , b k } with b j ∈ Γ can generate a k-peak solution for (1.2)-(1.3). To study the converse of Theorem 1.2, we need the following non-degenerate condition on the critical point of V (x). We say that x 0 ∈ Γ i is non-degenerate on Γ i if the following condition holds:
The existence result in Theorem 1.3 is new even when k = 1 because it reveals that (1.2)-(1.3) still has single peak solutions for a > a * if V (x) has a local maximum point or local maximum set. Let us point out that if V (x) does not achieve its global minimum on Γ, any solution concentrating at a point on Γ is not a ground state. Also, if k > 1, then the solutions in Theorem 1.3 are not ground states. So Theorem 1.3 gives us the existence of excited states for BEC problem as a → ka * if N = 2, or a ց 0 if N = 3. To our best knowledge, this is the first result concerning the existence of excited states for (1.2)-(1.3). Furthermore, we can prove that for any integer k > 0 and some a near ka * in N = 2, or a near 0 in N = 3, (1.2)-(1.3) has an excited state solution which has k-peaks concentrated at one point (see Theorem 4.6 in Section 4).
Another main result of this paper is the following local uniqueness result.
is non-singular, where κ i,j is the j-th principal curvature of Γ at b i for j = 1, · · · , N − 1, then there exists a small positive number θ, such that u
As far as we know, local uniqueness results for peak (or bubbling) solutions are available only for the case where the solutions blow up at x 0 , which is an isolated critical point of the potential V (x). If x 0 is a non-degenerate critical point of V (x), that is, (D 2 V ) is non-singular at x 0 , one can prove the local uniqueness of the peak solution concentrating at x 0 either by counting the local degree of the corresponding reduced finite dimensional problem as in [6, 8, 17] , or by using Pohozaev type identities as in [7, 15, 19, 22, 26] . One of the advantage in using the Pohazaev identities to prove the local uniqueness is that it can deal with the degenerate case. See [7, 15, 26] . Let us pointing out that in [7, 15, 26] , though the critical point x 0 is degenerate, the rate of degeneracy along each direction is the same. On the other hand, an example given in [19] shows that local uniqueness may not be true at a degenerate critical point x 0 of V (x). Thus, it is a very subtle problem to discuss the local uniqueness of peak solutions concentrating at a degenerate critical point. Under the condition (V ), the function V (x) is non-degenerate along the normal direction ν i of Γ i . But along each tangential direction of Γ i , V (x) is degenerate. Such non-uniform degeneracy makes the estimates more sophisticated.
Here we point out that the existence and local uniqueness of excited states to (1.2)-(1.3) are also true for the following type of potential V (x):
(1.12)
Also our arguments in this paper show that it is much more effective to use the Pohozaev identities to study the asymptotic behaviors for all kinds of concentrated solutions, not just for the minimizer. For example, using various Pohozaev identities, we can easily derive the relation between a and the Lagrange multiplier µ a (see the proof of Proposition 3.5). This paper is organized as follows. In section 2, we will prove Theorem 1.1, while in section 3, we estimate the Lagrange multiplier µ a in terms of a. The results for the location of the peaks and for the existence of peak solutions are proved in section 4, and the local uniqueness of peak solutions are investigated in section 5.
For simplicity in using the notations, in this paper, we always assume that b j ∈ Γ j , j = 1, · · · , k. The results for other cases can be proved without any changes.
2.
A non-existence result and the Proof of Theorem 1.1
First, we study the following problem:
where the function V 1 (x) satisfies V 1 > 1 in B R (0) \ B t (0) for some fixed t > 0 and large R > 0.
Proposition 2.1. Problem (2.1) has no solution.
Proof. Suppose that (2.1) has a solution u. Consider the following problem
By a standard comparison argument, (2.2) has a radial solution v(r), which has infinitely many zeros points 0 < r 1 < r 2 < · · · < r k < · · · . Denote Ω k = B r k+1 (0) \ B r k (0). Let k 0 > 0 be such that t < r k 0 . We now assume that R >> r k 0 . We take k ≥ k 0 , such that v > 0 in Ω k , then, we have
Noting that v(r k ) = v(r k+1 ) = 0, we obtain from (2.3) that
where ν is the outward unit normal of ∂Ω k . But on ∂Ω k , ∂v ∂ν < 0. Thus, we obtain a contradiction from (2.4).
Proof of Theorem 1.1. First, we prove that µ a → −∞. We argue by contradiction. Suppose that |µ a | ≤ M . Since R N u 2 a = 1, Moser iteration implies that u a is uniformly bounded. That is, u a does not blow up.
Suppose that µ a → +∞. We let V 1 (x) = µ a − V (x) + au 2 a . Since u a concentrates at some points, we may assume that au 2 a ≥ −1 in R N \ B t (0) for some t > 0. Therefore, for any fixed R > 0, we always have
. By Proposition 2.1, we obtain a contradiction. Therefore, we have proved that µ a → −∞. Let λ a = −µ a . Let x a be the maximum point of u a . From the equation (1.2), we find
. Then
and
From (2.5) and (2.6), using Moser iteration, we can prove that |u a | ≤ C for some constant independent of a. Letx a be a maximum point ofū a . Then
Using the standard blow-up argument, in view of (2.6), we can prove that there exists an integer k > 0, such that
for somex a,i ∈ R 2 with
and Q a 0 is the unique positive solution of
Noting that
Q, we obtain from (2.6) and (2.7) that a 0 = ka * .
Some estimates for general potentials
In this section, we shall estimate µ a in terms of a.
2) can be changed to the following problem:
For any a ∈ R + , we define u a :=
From (1.10), we find that a k-peak solution of (3.1) has the following form
We can move x a,i a bit(still denoted by x a,i ), so that the error term
, where
Let L a be the bounded linear operator from H 1 (R N ) to itself, defined by
Then, it is standard to prove the following lemma.
Lemma 3.1. There exist constants ρ > 0 and small θ > 0, such that for all a with 0 < |a−ka
E a,x a,i and
Proof. By standard calculations, we find 9) and
Then from (3.2), (3.6), (3.9) and (3.10), we get (3.7) and (3.8).
. From this and the comparison theorem, we can prove the following estimates forũ a (x) away from the concentrated points
Then for any fixed R ≫ 1, there exist some θ > 0 and C > 0, such that
Lemma 3.4. It holds
Proof. It is direct by the following Pohozaev identities:
Proposition 3.5. Let N = 2 and a → ka * , it holds
Proof. Let u a be a solution of (1.2)-(1.3), multiplying x − x a,i , ∇u a on both sides of (1.2) and integrating on B d (x a,i ), we find
Also, from (3.7), (3.8) and (1.10), we can write u a (x) as follows:
Hence, using (3.16), we get
Then from (3.17) and (3.18), we get
So summing (3.15) from i = 1 to i = k and using (3.19), we find
On the other hand, we can obtain
Here we use the fact that
which gives (3.14).
Proposition 3.6. Let N = 3 and a ց 0, it holds
Proof. From (1.2) and (1.3), we have
Then we can find (3.22).
Locating the peaks and the Existence of peak solutions
First, we locate the peaks for a k-peak solution. Letũ a be a k-peak solution of (3.1), then for any small fixed d > 0, we find
=O(e 
And then (4.1) implies the first necessary condition for the concentrated points b i :
Also we have the following expansion:
Then it follows from (4.1) and the above expansion that
Also, in view of G(x a,i ) = 0, it is easy to show
Then (4.2) and (4.3) give (∆G)(x a,i ) = O ε . Thus by the condition (V ), we obtain (1.11).
Now, we consider the existence of peak solutions for (1.6) with λ > 0 a large parameter. Let η = 1 √ λ and w(x) → √ λw(x), then (1.6) can be changed to following problem:
In the following, we denote u, v η = R N η 2 ∇u∇v + uv and u η = u, u 1 2 η . Now for η > 0 small, we construct a k-peak solution u η of (4.4) concentrating at b 1 , · · · , b k . Here we can prove the following result in a standard way. 
, and
Moreover, it holds
To obtain a true solution for (4.4), we need to choose z, such that
It is easy to check that the above identities are equivalent to
For z i close to b i , z i ∈ Γ t,i for some t close to V i and z = (z 1 , · · · , z k ). In the following, we use ν i to denote the unit normal vector of Γ t,i at z i , while we use τ i,j (j = 1, · · · , N − 1), to denote the principal directions of Γ t,i at x a,i . Then, at z i , it holds
We first prove the following results.
Lemma 4.2. Under the condition (V ),
is equivalent to
Proof. First, we have
On the other hand, we have
Then we get (4.6) by combining (4.7) and (4.8).
Lemma 4.3. Under the condition (V ),
Proof. Let G(x) = ∇V (x), τ i . Then, similar to the estimate (4.2), we have
On the other hand, in view of G(z i ) = 0, it is easy to show
Thus, (4.9) follows from (4.10) and (4.11).
Theorem 4.4. For λ > 0 large, (1.6) has a solution u λ , satisfying
where x λ,i → b i , and R N |∇ω λ | 2 + ω 2 λ → 0 as λ → +∞. Proof. As pointed out earlier, we need to solve (4.5). By Lemmas 4.2 and 4.3, the equation (4.5) is equivalent to
Letz i ∈ Γ i be the point such that z i −z i = α i ν i for some α i ∈ R. Then, we have
As a result,
By the non-degenerate assumption, we find that
Letτ i,j be the j-th tangential unit vector of Γ i atz i . Now by the condition (V ), we have
where ∇ T i is the tangential gradient on Γ i at b i ∈ Γ i , and τ i,j,0 is the j-th tangential unit vector
So we can solve (4.13) and (4.14) to obtain z i = x η,i with x η,i → b i as η → 0.
Proof of Theorem 1.3. Let w λ is a k-peak solution as in Theorem 4.4, and we define
λ . For N = 2, similar to (3.14), under the condition (V ), we can prove that
This shows that if
By the mean value theorem, for any a between b 0 and ka * , there exists λ a > 0 large, such that the solution w a of (1.6) with λ = λ a satisfies 2)-(1.3) . The function ∆V (x)| x∈Γ i has a minimum point and a maximum point. Let us assume that ∆V (x)| x∈Γ i has an isolated maximum point b i ∈ Γ i . That is, we assume that
We now use k j=1 Q η,x η,j as an approximate solution of (4.4), where
We have the following existence result for (4.4). 
Proposition 4.5. Assume that (V ) holds, and
Proof. Define
We have the following energy expansion:
where a 0 > 0, E = 1 4 R N Q 4 > 0, F > 0 and r η,j = |x η,j −x η,j |,x η,j ∈ Γ i is the point such that
(4.17)
Also, we have To obtain a solution u η of the form k j=1 Q η,x η,j + ω η , we can first carry out the reduction argument as in Proposition 4.1 to obtain ω η , satisfying
for some σ > 0. Define
Then, it follows from (4.19) that we can obtain the same expansion (4.16) for
If Γ i is a local maximum set of V (x) and
< 0 for anyx ∈ Γ i , then it is easy to prove that K(x η,1 , · · · , x η,k ) has a critical point, which is a maximum point of K in
where θ > 0 is some constant.
If Γ i is a local minimum set of V (x) and
has a saddle point (0, b i ) in M . We can use a topological argument as in [12, 13] to prove that
Similar to the proofs of Theorem 1.3, from Proposition 4.5, we have the following result:
Theorem 4.6. Assume that (V ) holds, and
= 0 for anyx ∈ Γ i and some i ∈ {1, · · · , k}. If
has a solution satisfying
Local uniqueness
From Lemma 3.2, a k-peak solutionũ a can be written as
Also we know x a,i ∈ Γ ta,i for some t a → V i . Similar to the last section, we use ν a,i to denote the unit normal vector of Γ ta,i at x a,i , while we use τ a,i,j to denote the principal direction of Γ ta,i at x a,i . Then, at x a,i , it holds
We first prove the following result.
Lemma 5.1. Under the condition (V ), we have
Proof. We use (4.1) to obtain
Then by (5.1)-(5.3) and (5.5), we get
On the other hand, by Taylor's expansion, we have
where B is the constant in (4.12). And then (5.4) follows from (5.6) and (5.7).
Letx a,i ∈ Γ i be the point such that x a,i −x a,i = β a,i ν a,i for some β a,i ∈ R and i = 1, · · · , k. Then we can prove Lemma 5.2. Under the condition (V ), we have 8) where B is the constant in (4.12) and L i is a vector depending on b i and i = 1, · · · , k.
Proof. It follows from (5.6) and (5.7) that
= 0, the outward unit normal vector ν a,i (x) and the tangential unit vector τ a,i (x) of Γ ta,i at x a,i are Lip-continuous in W δ,i , then from (5.9), we find
Then (5.2) and (5.10) implies
Recall G(x) = ∇V (x), τ a,i,j . Then G(x a,i ) = 0. Similar to (4.2) and (5.6), we have
On the other hand, in view of ∇V (x) = 0, x ∈ Γ i , we find
wherex a,i ∈ Γ i is the point such that x a,i −x a,i = β a,i ν a,i for some β a,i ∈ R, andτ a,i,j is the tangential vector of Γ i atx a,i ∈ Γ i . Therefore, from (5.10), (5.11) and (5.13), we know
(5.14)
Then by (5.12) and (5.14), we find
On the other hand, by the Taylor's expansion, we can prove
So (5.15) and (5.16) give
We denote byτ a,i the tangential vector of Γ i atx a,i . Then by (5.10), we get
where A τ i is a vector depending on b i and B τ i is a constant depending on b i . Moreover,
Therefore, from (5.17)-(5.19), we find
is non-singular, we can complete the proofs of (5.8) from (5.10) and (5.20) . Let
∆V (b i ) and B is the constant in (4.12). Proof. First, (3.22) shows that (5.21) holds for the case N = 3.
For N = 2, from (5.8), we get
) for some vectorL i . Also from (3.8), we know v a a = O ε 5 . we can calculate (3.18)-(3.21) more precise, which will gives us 23) and LHS of (3. By a change of variable, the problem (1.2)-(1.3) can be changed into the following problem 25) and 
a ), and 
where N a , L a are defined by (3.3) and (3.5). And
(5.28)
Proof. The proofs are similar to that of Lemma 3.2, the difference is
Here the definition ofl a lies in (5.27). Finally, (5.29) and (3.6) imply (5.28).
Let u
(1) a and u (2) a be two k-peak solutions of (5.25)-(5.26) concentrating at k points b 1 , · · · , b k , which can be written as
a (x), for l = 1, 2, and v
. Then ξ a (x) satisfies ξ a L ∞ (R N ) = 1. And from (5.25), we find that ξ a satisfies
a .
Also, similar to (3.11), for any fixed R ≫ 1, there exist some θ > 0 and C > 0, such that
(5.32)
Proof. First, (5.33) can be deduced by (5.21) and (5.22) directly. Now we prove (5.34). From (5.25) and (5.26), for l = 1, 2, we find
which gives
here we use the following identity:
Then from (5.21), (5.22), (5.28) and (5.35), we know
So we can find (5.34) by (5.36).
Then from Lemma 5.5, we have the following result:
. Then ξ i (x) satisfies following system:
To prove ξ i = 0, we writeξ 
It is standard to prove the following result:
whereL is defined bỹ
On the other hand, from (5.32)-(5.37), we can provẽ
So from (5.28), (5.39) and (5.40), we prove (5.38).
Lemma 5.9. For N = 2, 3, we have the following estimate on ξ a :
Proof. Since u
a and u
a are two k-peak solutions of (5.25)-(5.26), then similar to (3.15), we have following local Pohozaev identities:
Then (5.42) implies
where J a,i :=
Next, we calculate the term J a,i .
Summing (5.43) from i = 1 to i = k and using (3.11), (5.31), we find Proof. First, we have 
Also, from (5.22), (5.37) and (5.38), we find 49) where B is the constant in (4.12). Similar to the estimate of (5.49), we can find
So from (5.49) and (5.50), we get LHS of (5.
Next we know
(5.52)
Also from (5.47), we get
which, together with (5.52), gives Proof.
Step 1: To prove γ a,i,N = O(δ a ) for i = 1, · · · , k. Using (4.1), we deduce
where ν a,i is the outward unit vector of
On the other hand, by (5.22), we have
Also, from (5.21), we find
From (3.11), (4.1) and (5.58), we get
(5.59) Then (5.57) and (5.59) imply γ a,i,N = O(δ a ).
Step 2: To prove γ a,i,j = o(1) for i = 1, · · · , k and j = 1, · · · , N − 1.
Similar to (5.57), we have
Using suitable rotation, we assume that τ a,i,1 = (1, 0, · · · , 0), · · · , τ a,i,N −1 = (0, · · · , 0, 1, 0) and ν a,i = (0, · · · , 0, 1). Under the condition (V ), we know 
(5.62)
Also from (5.56) and (5.58), we get
By (B.2), we estimate
(5.64)
Therefore from (5.28), (5.37), (5.58) and (5.64), we get 
(5.66) From (5.60) and (5.66), we find
Proof of Theorem 1.4: First, for large fixed R, (5.33) and (5.34) give
a,i ).
Using the comparison principle, we get
On the other hand, it follows from (5.38), (5.46) and (5.56) that 
This is in contradiction with
Then for N = 2, 3, it holds
where γ i,j are some constants,
it is obvious that L(Ψ j ) = 0 and Ψ j is the solution of (A.1), for j = 1, · · · , N . Also, let
then using (3.12), we find that Φ is also the solution of (A.1). And we know that Φ, Ψ 1 , · · · , Ψ N are linearly independent. Then we get (A.2). Moreover putting (A.2) into (A.1), we find
which gives γ i,0 = γ l,0 for all i, l = 1, · · · , k.
B. Calculations involving curvatures
Now let Γ ∈ C 2 be a closed hypersurface in R N . For y ∈ Γ, let ν(y) and T (y) denote respectively the outward unit normal to Γ at y and the tangent hyperplane to Γ at y. The curvatures of Γ at a fixed point y 0 ∈ Γ are determined as follows. By a rotation of coordinates, we can assume that y 0 = 0 and ν(0) is the x N -direction, and x j -direction is the j-th principal direction.
In C. An example
In this section, we use the above results to the following potential V (x). Let 
