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Abstract. This paper contains research and development results concerning appli-
cation of hysteretic control principles to solve SIP servers overload problem, which
is known from a number of IETF standards and scientific papers published over
the past few years. The problem is that SIP protocol, being the application layer
protocol, by default has no build-in means of overload control, as, for example, SS7,
MTP2 and MTP3 protocols. It was the SS7 network, where a threshold mecha-
nism of hysteretic signaling load control was first implemented. In this paper we
describe the main up-to-date solutions of an overload control problem in a signaling
network, and develop analytical models of hysteretic control, which are useful in
the development of load management functions of SIP servers. We also propose the
design of Open SIP signaling Node (OSN) software architecture which is intended
to be used for simulations and comparison of various overload control mechanisms.
Keywords: Signaling network, SIP servers network, hop-by-hop overload control,
threshold, hysteretic load control, load-based overload control, queuing model, sim-
ulator architecture
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1 INTRODUCTION
We investigate threshold hysteretic control technique which may be able to solve the
problem of overload control in a signaling network, built on the SIP-based servers [3,
4]. This problem is known from the IETF documents [5, 6, 7], and from a number of
scientific papers [8, 9, 10, 11, 12, 13, 18, 19, 20]. Particular attention is paid to solving
the problem of hysteresis control technique for loss-based overload control (LBOC)
scheme, proposed in the document IETF [6]. During the development of hysteretic
overload control mechanism we applied the solution designed for SS7 networks [1, 2]
and analytical models in the form of queuing systems, developed and analyzed by
the authors in [18, 19, 20]. We also propose architecture of the Open SIP signaling
Node (OSN) software for analysing QoS parameters of SIP server signaling network.
The problem with SIP is at the application layer of OSI/ISO model; the protocol
has no built-in mechanisms of protection against overloads. This turned out to be the
key factor that led to a series of research activities outlined in RFC 5390 [4], devoted
to analysis of SIP servers overload. Recently, in RFC 6357 [5] several methods for
overload control have been proposed, among which the most developed scheme is
LBOC. However, even in this case, the use of specific control mechanisms is up to
the developers, in contrast to the SS7, where all the control mechanisms are built
into MTP2 and MTP3 protocols, and adopted as an international standard. It is
worth noticing that one of the possible solutions of overload control problem in next
generation networks may be the same as in SS7, i.e. it may be solved by creating
a dedicated common session signaling (CSS) network.
This paper is organised as follows. First, we analyse the previous experience
of international standards organizations for SS7 and SIP-signaling overload control
problem solutions. Second, we formulate the problem of hysteretic load control
based on the experience of SS7. Third, in accordance with the conclusions drawn
in the previous section, we construct an analytical model of LBOC scheme in the
form of a queuing system, and we describe the method of analysis of the key control
parameter - the return time from the overload states of the system to the normal
load set of states. Finally, we introduce the OSN software architecture with LBOC
scheme implemented.
2 FORMULATION OF THE PROBLEM OF HYSTERETIC
LOAD CONTROL APPLICATION
SS7 signaling link congestion control developed by the ITU is based on the technique
of hysteretic load control. One of the first results in this area was published in [16].
The technique implements monitoring of the total number of messages in transmit or
retransmit buffer and signaling traffic flow control. The signaling traffic flow control
procedures are used to divert a given traffic flow (toward one or more destinations)
from congested signaling link to an alternative available signaling link.
The mechanism of SS7 signaling link congestion control consists of two stages:
to detect congestion and to eliminate or mitigate congestion.
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In order to detect congestion the monitoring of the total number of messages in
transmit and retransmit buffers is kept on hold. To eliminate congestion, limitation
of signaling traffic at its source is performed. Limitation (restriction or prohibi-
tion) of incoming signalling traffic is needed in case the signalling network is not
capable of transferring all signalling traffic offered by the user because of network
failures or congestion. The following three types of thresholds are defined in ITU
Recommendation Q.704:
• congestion onset threshold H1 – for detecting the onset of congestion,
• congestion abatement threshold L1 – for monitoring the abatement of congestion,
• congestion discard threshold R1 – for determining whether, under congestion
conditions, a message should be discarded.
In national signalling networks with multiple congestion thresholds up to three se-
parate thresholds are provided for detecting the onset of congestion, and up to
three separate thresholds for monitoring the abatement of congestion, respectively.
In addition, up to two separate thresholds are provided for determining whether,
under congestion conditions, a message should be discarded or transmitted using the
signalling link (Figure 1). Let us point out that Figure 1 shows the case Ri < Li+1,
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Figure 1. Signalling link congestion status thresholds
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Criteria for determination of signalling link congestion status are the number
of messages in transmit or retransmit buffers, i.e. buffer occupancy. When the
buffer occupancy increases and exceeds congestion onset threshold, H1, congestion
is determined. Then the incoming load is reduced to avoid overloading. However,
the load does not return to normal load value immediately, but does so after a while
when the buffer occupancy decreases and comes to below the congestion abatement
threshold, L1. This technique is called hysteretic load control. Two thresholds (onset
and abatement) are needed to reduce potential oscillations between control-on and
control-off states under certain loading conditions.
Hysteretic Control Technique for SIP Overload Problem Solution 221
Under normal load conditions when the signalling link is uncongested, the sig-
nalling link congestion status is assigned zero value (h = 0). When the buffer
occupancy increases the congestion status does not change until the predetermined
congestion onset threshold, H1, of the buffer occupancy is crossed. After that the
current congestion status is assigned the unit value (h = 1). When the buffer occu-
pancy is increasing up to the congestion discard threshold, R1, or when the buffer
occupancy is decreasing up to the congestion abatement threshold L1, the conges-
tion status has the unit value (h = 1). When the buffer occupancy is decreasing and
crosses the congestion abatement threshold, L1, the congestion status is assigned
zero value (h = 0).
Figure 2 shows hysteretic load control where the incoming signalling load
λ (h, r, n) depends on congestion detection and discard statuses, and buffer occu-
pancy.
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Figure 2. Signalling load hysteretic control
Under normal load conditions the signalling traffic load has the value λ. When
congestion is detected after the buffer occupancy has crossed the congestion onset
threshold H1, the normal signalling traffic load is restricted by the value, λ
′. When
the buffer occupancy is increasing and crosses the congestion discard threshold R1,
the signalling traffic load is prohibited, i.e. λ (h, r, n)=0 for n ≥ R1. When the
buffer occupancy is decreasing and crosses the congestion discard threshold R1,
the signalling traffic load has value λ′, and after the buffer occupancy crosses the
congestion abatement threshold L1, the signalling traffic load has value λ.
In the next section we show how the ideas of hysteretic control implemented in
SS7 are applicable to solution of overload control problem in SIP server networks.
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3 THE PROBLEM OF CONGESTION CONTROL
IN THE NETWORK OF SIP SERVERS
With the increasing number of users of services based on SIP protocol, different types
of SIP-server overloads arise due to lack of resources for user agent registration and
for session establishment and termination.
There are two types of overload: a client to server overload (“client-to-server”)
or a server to server overload (“server-to-server”) [5]. “Client-to-server” overload
appears in SIP server (Registration server) due to excessive load created by large
groups of SIP terminals. This overload can happen when power is restored after
a mass power failure in a large metropolitan area, and after the power is restored,
a very large number of SIP devices boot up and send out SIP registration requests
almost simultaneously, which could easily overload the corresponding SIP registra-
tion server. “Server-to-server” overload appears in the SIP server (Proxy server) as
a result of some special events, also referred to as flash crowds.
The SIP protocol provides a basic overload control mechanism through the
503 (Service Unavailable) response code [3]. SIP servers that are unable to for-
ward a request due to temporary overload can reject the request with a 503 re-
sponse. The overloaded server can insert a Retry-After header into the 503
response, which defines the number of seconds during which this server is not
available for receiving any further request from the upstream neighbour. A server
that receives a 503 response from a downstream neighbour stops forwarding re-
quests to this neighbour for the specified amount of time and starts again after
this time is over. Without a Retry-After header, a 503 response only affects the
current request and all other requests can still be forwarded to this downstream
neighbour. A server that has received a 503 response can try to re-send the re-
quest to an alternate server, if one is available. A server does not forward 503
responses toward the UA and converts them to 500 Server Internal Error responses
instead.
The problems that arise as a result of overload control mechanism of the SIP
server using the 503 (Service Unavailable) message are listed in [5]. Note that in
modern IETF standards these problems are still unsolved.
Depending on the method by which the sender determines the state of the re-
ceiver and manages the load, the congestion control mechanisms can be divided into
explicit overload control mechanisms that are in fact feedback based, and implicit
overload control mechanisms that are self-limiting.
There are three explicit overload control feedback schemes formulated in [5]:
Window-based Overload Control, Signal-based Overload Control, On-/Off Overload
Control. The first two of them are now under intensive study in IETF [6, 7]. In our
paper we focus on LBOC scheme. According to LBOC the receiver should request
the sender to reduce the load on a given number of percentages, which is calculated
by the recipient taking into account its current load.
Let us briefly describe the main features of the SIP mechanism, which is needed
to convey overload feedback from the receiving to the sending SIP server. Three
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different alternative feedback mechanisms – local, hop-by-hop, and end-to-end – are
determined in RFC 6357 [5].
If overload control is implemented locally, the SIP server measures the current
utility of its processor and makes a decision to select the messages that will be af-
fected and determines whether they are rejected or redirected. In case of end-to-end
overload control, all the receiving servers along the path of a request should measure
the current utility of their processors and notify the sender of a request concern-
ing overloading. All the receiving servers have to cooperate to jointly determine
the overall feedback for this path. Each sending server implements the algorithms
needed to limit the amount of traffic forwarded to the receiving server. Note that
in [5], the local mechanism was recognized as ineffective and end-to-end mechanism
was deemed difficult to implement.
Hop-by-hop overload control does not require that all SIP entities in a network
support it. It can be used effectively between two adjacent SIP servers if both
servers support overload control and does not depend on the support from any
other server or user agent. The more SIP servers in a network support hop-by-hop
overload control, the better protected the network is against occurrences of overload.
Therefore, overload control is best performed hop-by-hop. The receiving SIP server
monitors the current utility of its processor and notifies the sending server in case of
overloading. The sending server acts on this feedback and reduces the outgoing load,
for example, by rejecting messages if needed. According to the LBOC scheme [6],
a server asks an upstream neighbour to reduce by the desired percentage the number
of requests it would normally forward to this server. For example, a server can ask
an upstream neighbour to reduce the number of requests by 10 %. The upstream
neighbour then redirects or rejects the messages that are destined for this server
with dropping probability q = 0.1. The alternative is a RBOC which is defined
in [7]. When the rate-based overload control mechanism is used, a server notifies
an upstream neighbour to send requests at a rate not greater than or equal to the
desired number of requests per second.
The above hop-by-hop overload control principles have been used as the basis of
a simulation model and for formulation of the optimization problem of hop-by-hop
overload control. In addition, analytical formulae were developed to support the
simulation. We considered the interaction between two adjacent SIP servers that
use LBOC scheme and built a queueing model with the aim of analysing the control
parameters using the hysteretic load control idea from [20].
Below we briefly discuss and introduce all necessary notations and main perfor-
mance measures which are useful for overload control analysis.
We consider a queueing system where customers arrive and receive service in ac-
cordance with the overload control algorithm. The server operates in three modes:
normal (h = 0), overload (h = 1), and discard (h = 2), where h is the overload sta-
tus. When the queue length increases and exceeds the threshold, H, in the normal
mode, the system detects the overload and switches to the overload mode. In the
overload mode, the system reduces input flow: newly arriving customers are dis-
carded with dropping probability, q. Thereafter, if the queue length decreases and
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drops below the threshold, L, in the overload mode, the system detects the elimina-
tion of overload, turns to normal mode and starts to put all newly arrived customers
into the queue. If in the overload mode the queue length continues increasing and
reaches threshold, R, the system turns to the discard mode and all newly arrived
customers are discarded. After that, the queue length starts decreasing in the dis-
card mode and when it drops below the threshold, H, the system detects mitigation
of overloading, turns to the overload mode and starts to put newly arrived customers
into the queue with probability p = 1− q.
Let n denote the queue length, n = 0, . . . , R. Then the state space of the system
is of the form
X = X0 ∪ X1 ∪ X2, (1)
where X0 = {(h, n) : h = 0, 0 ≤ n ≤ H − 1} is the set of states of normal load, X1 =
{(h, n) : h = 1, L ≤ n ≤ R− 1} is the set of overload states, and X2 = {(h, n) :
h = 2, H + 1 ≤ n ≤ R} is the set of discard states.
Then the input load function λ (h, n) is shown in Figure 3 and specified by the
following relation:
λ (h, n) =

λ, (h, n) ∈ X0,
pλ, (h, n) ∈ X1,
0, (h, n) ∈ X2.



















Figure 3. Function of the input load λ (h, n)
Figure 3 schematically illustrates set X and an important performance measure –
random variable τ12 of the return time from the set of overload states X12 = X1∪X2
in the set of the normal load states X0. Let τ0 denote the time duration of the
system in set X0. Then variable τ = τ0 + τ12 is the control cycle time. For further
analysis, we also need the following variables: the probability of the system being
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in the set of normal load states is denoted by P (X0), the probability of being in the
set of overload states is denoted by P (X1) , and the probability of being in the set
of discard states is denoted by P (X2).
Next, we analyse the queueing model of the LBOC scheme, and derive formulas
for the analysis of its key performance measures.
4 LOSS-BASED OVERLOAD CONTROL PERFORMANCE
ANALYSIS
There are a number of papers [8, 9, 10, 11, 12, 13, 15] which describe approaches to
building models with a threshold overload control; but neither in the IETF standards
nor in other available sources there are any analytical models for SIP-server overload
control. So in this section we construct a model of SIP server with LBOC scheme
on the principles of the SS7 hysteretic load control introduced in Section 1. Here we
investigate one of four generic SIP server configurations [5], the so-called “multiple
sources” configuration, in which the downstream server receives traffic from K up-
stream servers. Each of these servers can contribute by a different amount of traffic,
which can vary over time.
Figure 4 shows the system model of LBOC implemented between each “up-
stream–downstream” server pair. The model identifies components of LBOC that
is proposed to be implemented using a hysteretic technique. We develop the model
in accordance with the RFC 6357 recommendations on design considerations for
explicit SIP overload control, and include the following components: SIP Processor,
Monitor, Control Function, and Actuator. The Processor is protected by an overload
control mechanism and includes a buffer where SIP messages are queued according
to the FIFO order. The Monitor measures the Processor load in the Receiving Entity
(RE) and reports the buffer occupancy n = (n1, . . . , nK) to the Control Function,
where nk is the number of messages in the input buffer received from the k
th Sending
Entity (SE). The Control Function uses the buffer occupancy to determine whether
an overload is likely to occur according to the hysteretic load control algorithm, and
identifies the limitation required to adjust the load sent to the Processor on the RE.
Thus, the Control Function in the RE sends the dropping probability q to the SE.
Note that the Control Function in the RE realizes two algorithms. The first
one determines whether an overload will occur, and the second one calculates the
dropping probability 0 < qk ≤ 1 for throttling of traffic at the SE. According to
RFC 6357, the Control Function at the SE is empty and simply passes qk along as
feedback to the Actuator. The Actuator implements the throttling algorithm for
traffic forwarded to the RE.
Further, under the assumption of a stationary Poisson input, we construct
a model of the LBOC scheme in a SIP server using a hysteretic technique. Without
loss of generality of the model, we assume that K = 2. The model is represented
by a single-server queuing system with a finite buffer of capacity R, as shown in
Figure 5. Note that the case of R = ∞ was studied in [14]. Two Poisson flows




























Figure 4. System model for the LBOC scheme
reach the system with an intensity of λk (h, n). Under normal load conditions, the
intensity of the kth incoming flow is equal to λk > 0 and, if the system is in an
overload condition, the flow rate decreases such that λ′k = pkλk, 0 < pk < 1.
If the system is in a discard state, the intensity of the incoming flow is equal to
zero.
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Figure 5. Queuing model of M2|G2|1| 〈L,H〉 |R with hysteretic load control
Both customer types are served by a single server on a FCFS basis, and let Bk (t)







{(0, 0) , (0, 1) , (1, 0)} indicate the state of the lth position of the buffer, i.e., nli = 1
if the lth position is occupied by the kth customer, and nlk = 0 otherwise. The
total number of customers of both types can then be calculated by the formula








2, where nk is the number of the k
th customer in
the buffer.
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We assume that the customer being served retains a place in the queue, which
is released when the service is terminated. We implement hysteretic load control of
the input flows through two thresholds: an abatement threshold L, and an onset
threshold H.
In the case of B1 (t) = B2 (t) = 1 − e−µt, the queuing system can be described
by Markov process X (t) over the state space X defined by formula (1), and the
transition diagram of the system can be pictured as in Figure 6, where λ = λ1 + λ2
and λ′ = λ′1 + λ
′
2.




O O O O O O O
P P P P P P P
P P P P P P P P
Oc Oc Oc Oc Oc Oc Oc Oc Oc







. . . . . .
. . . . . .
. . .
P
Figure 6. Transition diagram of Markov process X (t)
Let τ12 measure the time from the moment when the process X (t) reached
the overload set X12 = X1
⋃
X2, i.e., the state (1, H + 1), for the first time until
it reaches the normal load set X0, namely the state (0, L− 1). Clearly, random
variable τ12 is the return time to the normal load set. Below, we propose a method
for calculating the probability distribution function of the random variable τ12 for
an M2|M |1| 〈L,H〉 |R system.





and let p̂hn (t) = P
{
X̂ (t) = (h, n)
}
, (h, n) ∈ X̂ , p̂ (t) = (p̂hn (t))(h,n)∈X̂ , and P̂ (t) =
(p̂hn,rm (t))(h,n),(r,m)∈X̂ , where p̂ (t) is the row vector of state probabilities of Markov
process X̂ (t) at the moment t ≥ 0 and P̂ (t) is the transition probability matrix in
the interval [0, t). The state transition diagram for the process X̂ (t) is shown in
Figure 7.
It is known that matrix P̂ (t) can be written in the form: P̂ (t) = eΛ̂t, where Λ̂
is the infinitesimal operator of process X̂ (t). The vector p̂ (t) for Markov process
X̂ (t) then satisfies the following equation:
p̂T (t) = p̂ (0) P̂ (t) = p̂ (0) eΛ̂t. (2)
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Figure 7. State transition diagram for truncated process X̂ (t)




1, (h, n) = (1, H) ,
0, otherwise,
(3)
and then, the distribution function Fτ (t) of the random variable τ is given by:
Fτ (t) = p̂0,L−1 (t) . (4)
Thus, the problem of finding the characteristics of the random variable τ (return
time to the set of normal load states) is reduced to the calculation of the distribution
function Fτ (t) using Equations (2) and (4), while the initial probability vector p̂ (0)
is given by Equation (3).
Thus, the problem of finding the characteristics of the random variable τ12 of
the return time to the set of normal load states is reduced to the calculation of the
distribution function F (t) by Equations (2) and (4), while the initial probability
vector p̂ (0) is given by Equation (3).
Note that calculation of mean return time Eτ12 using probability distribution
function is associated with certain computational difficulties and besides it gives suit-
able results only for system with exponential service times (i.e. for M2|M|1| 〈L,H〉 |B
system). To avoid these difficulties two fast algorithms for the computation of this
important performance characteristic were developed: one of them is described in
details in [19] and the other is given below. Let us introduce the following notation:
• mn, n = L, . . . , B − 1 is the mean time to the moment when the number of
customers in the system hits L−1 for the first time, given that at some moment
there were n customers in the system, which accepted newly arriving customers
with probability p;
• m∗n, n = H + 1, . . . , B is the mean time to the moment when the number
of customers in the system hits L − 1 for the first time, given that at some
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moment there were n customers in the system, which discarded all newly arriving
customers.
One can derive from [21] that mn and m
∗
n are the minimal nonnegative solution of




























m∗n = mH +
n−H
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, n = H + 1, . . . , R. (8)
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mn = uH+1−n + vH+1−nmn−1, n = L+ 1, . . . , H, (10)
mn = xD−n + yD−nmn−1 + zR−nmH , n = H + 1, . . . , R− 1, (11)
m∗n = mH +
n−H
µ
, n = H + 1, . . . , R. (12)
Note the solution (9) consists of B−L values and each of them is the mean time
that takes the system to get back to the set of normal load states provided that it
is in overload set and it is known how many customers are there in the system. The
question is which one of these values is the mean return time Eτ12 defined above.
The answer depends on the moment of time when we start to observe the system. If
we start to observe the system when it is in a state of normal load then Eτ12 = mH ;
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but if we start to observe the system when its state belongs to overload set then
Eτ12 equals mn or m
∗
n depending on the state n of the system at the moment of
time when the observation took place.
Thus we have all necessary expressions to carry out a case study. Its goal is
to illustrate the control mechanism that minimizes the mean return time. We give
a numerical example for the mean return time of M |M |1 and M |D|1 queues. We
would like to note that for system with deterministic service times relatively fast
computational algorithm for mean return time was also developed, but we do not
give it here, limiting ourselves below to numerical results only.
In order to estimate the mean service rate µ of SIP messages, we have taken
into account that each session involves the exchange of seven SIP messages. We
assume that the processing time of an INVITE message is 10 ms and the processing
time of a non-INVITE message is 5 ms. Taking into account that a basic session
is composed of one INVITE and six non-INVITE messages, the average processing
time of a SIP message is about 5 ms, hence µ = 200 s−1.
The problem is stated as follows [17]: minimize the mean return time with
respect to the choice of the two thresholds, L and H, such that requirements R1−R3
are satisfied. Formally:
Eτ12 (L,H)→ min;
R1 : P (X1) ≤ γ1;
R2 : P (X2) ≤ γ2;
R3 : τ ≥ γ3.
For a given dropping probability q ∈ {0.3, 0.4, 0.5, 0.6}, we now seek to solve the
problem of choosing the two threshold values. Let us also consider minimizing the
mean return time Eτ12 such that the offered load ρ = λ/µ = 1.2, buffer capacity
R = 100, γ1 = 0.2, γ2 = 10
−4, and γ3 = 450 ms. Using the above formulae, we
developed an algorithm for solving the optimization problem. Note that for the
optimum solution obtained by this algorithm, requirements R1 and R2 are always
binding, making the mean control cycle time as high as possible. The results of
calculations with the above-defined input data for exponential (M) and deterministic
(D) service times are presented in Figure 8.
The graph shows that the mean return time for the M |M |1 system is about twice
that for the M |D|1 system. Taking into account that six out of seven messages have
almost the same length, we recommend the use of the M |D|1 system for analysis,
i.e., to choose the thresholds according to the dashed curve.
5 OSN ARCHITECTURE DESIGN
Now we present the capabilities of our Open SIP signalling Node (OSN) which is
under development and will support *nix like OS. Node software architecture can
be logically divided into four levels as shown in Figure 9: OS/Network Level, Traffic
Load Control Level, SIP System Level, Application Level.
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Figure 8. Mean return time for the M |M |1 and M |D|1 queues. Values of L and H are
also shown.
OS/Network Level corresponds to the first four levels of the ISO/OSI model and
is implemented in OS, e.g. CentOS.
Traffic Load Control Level consists of three modules: Actuator, Monitor and
Control Function as shown in Figure 10.
Each module implements the functionality according to RFC 6357: “The Mo-
nitor measures the current load of the SIP Processor on the receiving entity. It
implements the mechanisms needed to determine the current usage of resources
relevant for the SIP Processor and reports load samples to the Control Function. The
Control Function implements the overload control algorithm. The Control Function
uses the load samples and determines if overload has occurred and a throttle needs
to be set to adjust the load sent to the SIP Processor on the receiving entity. The
Control Function on the receiving entity sends load feedback to the sending entity.
The Actuator implements the algorithms needed to act on the throttles and ensures
that the amount of traffic forwarded to the receiving entity meets the criteria of the
throttle. The Actuator implements the algorithms to achieve this objective, e.g.,
using message gapping. It also implements algorithms to select the messages that
will be affected and determine whether they are rejected or redirected.”
The SIP System Level implements SIP baseline specifications RFC 3261 and
RFC 3263. Support for other specification will be included later. The level includes
SIP Manager, High and Low Message Processing modules, Presence Server and
Proxy Core. New modules will be added if necessary. High and Low Message
Processing modules provide the complete set of tools for processing SIP messages.
















































Figure 10. Loss-Based Overload Control scheme
The Presence Server module allows a party to know the ability and willingness of
other parties to participate in a call even before an attempt has been made. The
Presence Server is responsible for handling Presence SUBSCRIBE requests with
event package “presence” from Watchers, and enables the application to notify them
about the Presence status of the Presences. Proxy Core module implements the
stateful and stateless proxy behaviour according to RFC 3261.
The Application Level implements all other aspects of the application, e.g.,
service engine, billing module and database access.
The OSN complies with the IETF specifications: RFC 3261, RFC 3263, RFC
6357, draft-ietf-soc-overload-control-08. Support for other specification may be in-
cluded later. The OSN platform supports both basic (A records) and advanced
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(SRV and NAPTR records) DNS queries as defined in RFC 3263 (Locating SIP
Servers). OSN supports the full procedure for address resolution including deter-
mining a target-set (both Predefined and Defined by proxy based on location service
or any other means) and DNS resolution.
OSN proxy features complete SIP proxy functionality with the following capabi-
lities: stateful forwarding, stateless forwarding, forking – parallel/sequential/mixed,
record-routing, loose-routing, CANCEL processing and forwarding, recursion on 3xx
responses, loop detection, max forwards check, working as outbound proxy, message
validation, authentication.
The OSN software supports all standard registrar functionalities: accept and
validate REGISTER messages, read location mappings from location service, ap-
ply registration logic, update location service, remove location mappings that have
expired from the location service, authentication.
The platform provides full redirect server functionality: receiving and processing
incoming responses, address resolution, returning 3xx response with one or more
contact addresses, authentication.
The OSN software implementation includes some non-SIP functionalities in
the form of Server Components: Location service (database) and User/password
database. The OSN Platform comes complete with default implementations for
server components. These are provided as reference implementations only. Cur-
rently we are in need of the following server components:
1. Location database implements the interface to the location service (the storage
place of SIP location mappings). The SIP server uses this interface to read and
to write location mappings as part of the address resolution process (proxy and
redirect servers) and the registration process (registrar). Implementations may
vary according to the type of location database used. Possible implementations
include LDAP client, SQL client.
2. Security component implements all non-SIP aspects of security, such as crypto-
graphic algorithms and user/password databases. The default implementation
provided with OSN implements MD5-hash and MySQL user/password database.
6 CONCLUSION
In this paper hysteretic load control technique is proposed to solve the problem
of LBOC scheme implementation in SIP server software. The performance of the
system depends on the dropping probability, onset threshold, abatement threshold,
and discard threshold.
First, we model the system analytically as a queue with several input flows, that
are being throttled depending on hysteretic load control.
Second, using the experience gained from the analytical modelling and numer-
ical experiments, we design the OSN software architecture for simulation of LBOC
scheme.
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Future work will be focused on the software implementation, simulations of
LBOC and RBOC schemes, and on further SIP overload control mechanism analy-
tical modelling.
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