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Abstract. Climate models are very sensitive to spatial resolution. Their skill must always be
verified, as they involve several phenomena which take place in different scales. For that rea-
son, some of those phenomena must be adequately parameterized, with appropriate techniques
of upscaling. The proposal of this work is to present the variogram as a tool for assessing the
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quality of climate models, based on comparison of model results with different spatial discretiza-
tion. Results of the ETA Model from INPE are presented in two different levels of discretisation:
for resolutions higher than 5 km, to which non-hydrostatic models must be taken into account,
and for resolution lower than 8 km, to which hydrostatic models are suited. Variograms for 36
km, 18 km, 4 km, 2 km and 1 km are calculated and their results are discussed, together with
other metrics for quality assessment of forecast models. Variograms showed that there is an
impact of grid coarseness over these numerical models, which was less noticeable in plots of
precipitations for coarser grids.
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1 INTRODUCTION
Regardless of the discussion on causes of Global Warming and related economic issues,
climate change has become in fact a consensus in scientific climatology (Cook et al., 2016).
Hence, climatic forecasting and numeric climate models are becoming more and more important
in both engineering and management sciences.
Initial conditions for climate models are usually defined by a series of procedures called
data assimilation, which deal with conflicting data from meteorological instrumentation, in
order to provide a coherent starting state. Navier-Stokes equations are main sources of cal-
culations for atmospheric models; they are known to be a non-linear set of partial differential
equations which are very sensitive to subtle changes in initial conditions. This behavior is kown
as one of the the main sources of classical chaos (Kalnay, 2003). These facts make error veri-
fication to be a large concern in climate forecast; altough there are textbooks dedicated to this
subject, it is still an open subject in climate models (Jolliffe & Stephenson, 2003).
Geostatiscics is not a new subject in hydrology (Bras & Rodríguez-Iturbe, 1993). Although
its origin comes from ore mining (Matheron, 1965), geostatistics has found applicability on
several subjects in nature sciences. The main purpose of this work is to present applications of
variogram technique to assess quality and intrinsic aspects of climate models.
2 THE VARIOGRAM
To the point of view of engineering practice, geostatistics provides two important tools:
kriging and geostatistical simulations. Kriging is the name of several techniques for data in-
terpolation and average estimation (Armstrong, 1998). Geostatistical simulation is a series of
techniques for creation of random functions that have the same geostatistical structure (Lan-
tuéjoul, 1994).
The geostatistical structure is defined by a function called semivariogram or variogram.
Let Z(x) be a random funcion, where x is either a real number or a vector. The variogram is
defined as the following funcion of the distance h between any two points:
γ(h) =
1
2N
V ar [Z(x+ h)− Z(x)] , (1)
where V ar is the statistical variance.
There are some theoretical restrictions toZ(x) in order to ensure the existence of varigrams,
like “intrinsic hypothesis” (Armstrong, 1998),
E [Z(x+ h)− Z(x)] = 0
V ar [Z(x+ h)− Z(x)] = 2γ(h) (2)
which allows existence of variograms even for “pathological cases” of Z, where a covariance
as a function of distance h
C(h) = E {[Z(x+ h)−m] [Z(x)−m]} , (3)
cannot be defined, due to large variations of Z at large distances, which avoids the existence of
an average value m for Z(x).
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Read in Data Values Z(xi)
Choose Angular Classes and Distance
Classes for Variogram
Do i = 1, N − 1
Do j = i+ 1, N
Calculate hij = xi − xj
D2ij = (Z(xi)− Z(xj))2
Add i to count of Class for hij . Add D2ij
to Variogram Classes Corresponding to hij
For Each Variogram Class, Divide∑
D2ij by twice count for that Class
Stop
Figure 1: Flowchart showing how to calculate experimental variograms Armstrong (1998)
An observed set of data Z(xi), that is, any variable Z sampled at N locations xi, may
be used in order to determine an experimental variogram. Figure 1 shows a flowchart of the
procedure for calculation of experimental variograms.
Experimental variograms have been used in hydrology to characterize the main types of
precipitation. As an example, Lou (2004) reported attempts to characterize frontal and convec-
tive events by certain characteristics of rain variograms, like range, nugget effect and sill. That
study was based in both weather radar and a raingauge network located in the Alto-Tietê, São
Paulo. Table 2 presents results obtained for spherical variograms. In fact, one must bear in mind
limitations of Lou’s results, as this is only one case study, with limited number of raingauges.
Moreover, radar estimates rely on procedures of remote sensing. Nevertheless, both radar and
raingauge data showed defined geostatistical structures like a small nugget effect, finite (non-
null) derivative at origin and limits to distance correlations as an estimated sill. All ranges were
about 12 km, except for radar data of convective events, which resulted in a range of 6.4 km.
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Table 1: Variogram parameters obtained for precipitations at Alto-Tietê, São Paulo (modified from Lou,
2004)
Variogram frontal events convective events
characteristics radar gauge radar gauge
range (pixels)† 12.4 12.4 6.4 12
nugget effect 0.2 0.058 (mm/h)2 0.2 2.468 (mm/h)2
sill 0.8 0.13 (mm/h)2 0.8 4.477 (mm/h)2
† A pixel is a 2 km × 2 km square
3 THE ETA MODEL
It is a known fact that nowadays global climate models (GCMs) just cannot provide climate
data with adequate spatial accuracy for practical use in regional climate forecasting. This kind
of problem is important in management of climate impact over urban areas and major crop
production, among other real problems. Hence, regional climate models (RCMs) nested to
GCMs became an important solution for regional forecasting in recent years.
According to Chou et al. (2014), Eta is a RCM that uses the η (eta) vertical coordinate
(Mesinger, 1984), which is suitable for steepy mountain areas, due to the fact that the other two
coordinates stay horizontal in this scheme. Other important characteristics of Eta are:
• model dynamics in finite volume scheme (Janjic´, 1984; Mesinger et al., 2012)
• deep and shallow convection parametrized by a modified Betts-Miller scheme (Betts &
Miller, 1986; Janjic´, 1994)
• Zhao scheme for cloud microphysics (Zhao et al., 1997)
• NOAH scheme for land-surface processes modeling (Ek et al., 2003)
• radiative transfer modeled by Lacis-Hansen scheme (Lacis & Hansen, 1974) for short
waves and Fels-Schwarzkopf scheme for long waves (Fels & Schwarzkopf, 1975)
Like all RCMs, in order to produce forecastings, Eta should run having boundary conditions
provided by global climate models. Chou et al. (2014) have run Eta reported and assessed
runnings of Eta with the Brazilian Earth System Model version 2.3.1 BESM (Nobre et al.,
2013), the Hadley Centre Global Environmental Model HadGEM2-ES (Martin et al., 2011;
Cox, 2001) and with the Model for Interdisciplinary Research on Climate (MIROC), version 5
(Watanabe et al., 2010). In all these runnings, Eta was capable of reproduce trends of climatic
extreme indicators, like warm nights, heat waves and hot days, although some simulations have
underestimated or overestimated precipitations in certain Brazilian regions.
4 A CASE STUDY IN CUNHA COUNTY
In order to assess geostatistical characteristics of Eta’s numerical results (nested in HadGEM2-
ES), a case study was taken from Eta simulations over a region surrounding Cunha county, at
Brazilian Southest region. Five runnings with different cell sizes (1 km, 2 km, 4 km, 18 km and
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Table 2: Average and variance of precipitation for the case study with different grids
lattice size 1 km 2 km 4 km 18 km 36 km
average 28.8373 27.7387 27.3179 39.252 40.1221
variance 1066.84 683.575 582.839 377.025 212.427
36 km lattices) were performed and precipitation at the region from 46◦W 24◦S to 42◦W 22◦S
was accumulated from Jan 8th 2011 12:00 to Jan 12th 2011 12:00.
Figure 2 shows some plots of these accumulated precipitations. One can notice that the
coarse meshes simulations show all the major trends of the 1 km simulation. The spots of 50-
100 mm are larger at the north east side of the mesh, while the north west side looses the peak
precipitation values. A certain degree of “degeneracy” of the results is in fact expected as a
consequence of coarse meshes. This degeneracy is due to loss of information that occurs when
average data is used to calculate nonlinear rain parametrization.
Table 2 shows the average and variance of precipitation for all points calculated. It is clear
that for the first three columns (1 km, 2 km and 4 km square cells), no significant change in
average is observed, while for 18 and 36 km, precipitation has changed by a large ammount.
As the first three columns show precipitation being averaged in one, four and sixteen cells
of 1 km, if they were not correlated, variance was expected to fall at a ratio of 1:4 between
two adjacent columns. In other extreme case, if they were completely correlated, no change in
variance should be observed. In the case of Eta model, the variance behavior suggests a partial
correlation as a function of distance, which evidences a geostatistical structure.
Figure 3 shows the experimental variograms for Eta simulations with different grids. For
the finer meshes, it is observed variograms that are linear at origin with small nugget effect,
which is in accordance to the bibliography (Lou, 2004). Nevertheless, no sill was observed in
any numerical simulations, which preserved a linear trend to more than 200 km. This in fact
avoids the use of the covariance concept for precipitation in Eta’s numerical simulations.
The variogram also testify any degree “degeneracy” of numerical results for coarser grids
as, according to Armstrong (1998), regularized linear variograms should theoretically maintain
the same slope (derivative) for distances much larger than the new support (area in which the
average of any random function is performed). Nevertheless, regularization due to change of
support should lower the entire variogram, causing nugget effect to disapear or even to be
negative, for variograms taken at distances larger than support. In fact, this negative nugget
effect is observed in the experimental variogram for 36 km grid.
As reference for comparison, Figure 4 shows the experimental variograms to which sup-
port was changed by average calculations over the Eta simulations with 1 km square grids. One
can notice that all experimental variograms have almost the same slope, as predicted by theory.
Figure 5 shows a comparison between results of Eta simulation with a 18 km grid to the simu-
lation with 1 km grid, after a support change for 20 km. Although extremes are sharper for the
simulation with change of support, it is easy to notice that most precipitation magnitudes are
similar and most regions of intense precipitation are preserved, indicating a certain robustness
of the cloud parametrization scheme, which is used for cells larger than 5 km.
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Figure 2: Precipitation taken from Eta nested in HadGEM2-ES, from Jan 8th 2011 12:00 to Jan 12th 2011
12:00
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Figure 3: Experimental variograms for Eta simulations with different grids
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Figure 4: Experimental variograms for Eta simulations with 1 km grid with change of support
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Figure 5: Precipitation taken from Eta nested in HadGEM2-ES, from Jan 8th 2011 12:00 to Jan 12th 2011
12:00
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5 FINAL REMARKS
This work presented an assessment of the sensitivity of Eta model (Chou et al., 2014)
to grid refinement. Precipitation data from five simulations with different degrees of mesh
refinement was analysed, in order to evaluate correlation at large distances. Variograms showed
that there is a in impact of grid coarseness over variograms, which was less noticeable in plots
of precipitations for coarser grids. Future works may evaluate specific aspects of Eta model,
like different parametrization schemes and cross-variograms (Wackernagel, 2003) with other
variables, like wind speed or temperature.
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