Abstract. Heating load forecasting of municipal steam heating system is an important part of the smart city. According to the forecast results, heating companies can arrange production reasonably and provide heating uniform and stable to improve energy efficiency. For the features of the time series of heating monitor data, we present the optimal GM (1, 1) model based on the metabolic GM (1, 1) model. Results from theoretical analysis, simulations, and experiments show that the performance of the optimal GM (1, 1) model forecasting is effective with smaller error, robustness against outliers and able to meet forecast demand.
Introduction
Heating load is the most important parameter in the central heating system. Accurate forecasting of heating load can provide the basis for optimizing adjust the amount of heating supply. With the help of forecasting, the heat source enterprises can formulate reasonable heating plan to improve energy efficiency, improve the operation efficiency of heating system and reduce the cost of heating enterprises [1] . Forecasting by using large amount of heating monitoring time series data can helps the heat source enterprises arrange production reasonably and provide heating uniform and stable to improve energy efficiency. It has important research value and practical significance.
The GM(1,1) model is a classical grey forecasting model which is capable of modeling and forecasting of small sample and poor information system [2] . It has been widely used in the fields of economy, management and engineering technology [3] [4] [5] [6] , and has achieved good results. This paper presents a new optimal GM (1, 1) model for heating load forecasting, reports the experiment results and analysis of adequacy of the optimal GM (1, 1) model.
The Typical GM (1, 1) Model
Original GM (1, 1) Model. The original GM (1, 1) model was introduced by Julong Deng, which was the most influential and the most widely used grey forecasting model in the present. It can be used to model for non-exponential growth sequence [2] . The GM(1,1) model constructing process is described below [6] ： Denote the original data sequence is:
(0) = { (0) (1), (0) (2), … , X(n)}. The AGO formation of X (0) is defined as:
(n)�,where (1) 
, k = 1,2,3, … , n. The GM(1,1) model can be constructed by establishing a first order differential equation for X (1) 
After we get � = [ , ] , we can get the forecasting value of X (1) :
Then we get the forecasting value of original data:
New data has more impact of the forecast value [3] . In original GM (1, 1) model, only the original data is used to forecast but not the new time series data, so the prediction accuracy will be greatly reduced with time. The basic principle of the metabolic GM (1, 1) model is that: we continue to receiving new data, while abandoning the old data. Suppose that the original sequence:
(n)}. When we get the real value of (0) (n + 1) at n+1 time, we put (0) (n + 1) into the sequence, and abandoning the most early data (0) (1) in the original sequence. Then the new sequence:
(n), (0) (n + 1)} will be used for subsequent prediction. And so on until the predicted is completion.
New Optimal GM (1, 1) Model
The metabolic GM (1, 1) model can make full use of the latest data to predict. But it accepts of new data with no condition. The accuracy of the prediction results is greatly affected by the abnormal data in the original sequence. So we put forward a new model based on the metabolic GM (1, 1) model, called optimal GM (1, 1) model. Strategy of the optimal GM (1, 1) model is shown as below:
1) Suppose the original data sequence is
We forecast the value of the time � (0) (n + 1) with the original GM (1, 1) model.
2) At the n+1 time, we get the observation value (0) (n + 1), put (0) (n + 1) into the sequence, and abandon the most early data (0) (1) in the original sequence. After that, we get the new sequence:
(n), (0) (n + 1)}. It is same to the metabolic GM (1, 1) model. The new sequence
(n), (0) (n + 1)} is recorded as Sequence 1.
3) Different from the metabolic GM (1, 1) model, we add an alternative sequence:
(n), � (0) (n + 1)} recorded as Sequence 2, where � (0) (n + 1) is the forecasting value of step 1).
4) Then we forecast the value of n+2 time by using Sequence 1 and Sequence 2 respectively. We get the forecasting value � (0) (n + 2) of Sequence 1 and � (0) ′ (n + 2) of Sequence 2.
5) After we get the observation value (0) (n + 2) of n+2 time, we compare it with the two forecasting value � (0) (n + 2) and � (0) ′ (n + 2).If the error of � (0) (n + 2) is smaller, Sequence 1 was selected to generate the follow-up Sequence 1 and Sequence 2. The new Sequence 1 is:
(n + 1), (0) (n + 2)} and the new Sequence 2 is :
(n + 1), � (0) (n + 2)} Otherwise, Sequence 2 was selected to generate the follow-up Sequence 1 and Sequence 2. Then the new Sequence 1 is:
(n + 2)} and the new Sequence 2 is:
The new Sequence 1 and the new Sequence 2 was used to forecast the value of n+3 time. The forecasting value of the new Sequence 1 is � (0) (n + 3) and the forecasting value of the new Sequence 2 is � (0) ′ (n + 3). When we get the observation value (0) (n + 3) of n+3 time, we selected the sequence to generate the follow-up sequence and generate the new Sequence 1 and the new Sequence 2, as Step 5).
7) And so on, until the forecasting is complete.
Application of the Optimal GM (1, 1) Model for Heating Load Forecasting
Experimental Data Set. The experimental data set used in this paper is the measured data of the 2014-2015 annual heating data of Jinan municipal steam heating system. The data is the time series data of No.11-16 buildings of one zone from the time 2014-12-01 00:00:00.The time series data sampling interval is one hour. There are 2 abnormal values in the data. The data is shown below: First, we forecast with real value, without considering the abnormal data. As shown in Table 3 , the forecasting result of optimal GM (1, 1) model are the same as Metabolic GM (1, 1) model. Table 4 shows that both models are Class I. Second, abnormal data in line12 and 19 are considered. As Fig.1 and Fig.2 show, after the abnormal acquisition value, the metabolic GM (1, 1) model is affected by the abnormal values until the sliding windows past the exception value. So the accuracy of the metabolic GM (1, 1) model is significantly lower. The optimal GM (1, 1) model only has one deviation after the abnormal data appears. The optimal GM (1, 1) model using the forecasting value replace the abnormal value to generate the follow-up sequence. The optimal GM (1, 1) model can quickly eliminate the impact of abnormal data item. So it has a good prediction accuracy. Experimental results show that if the original data contains some abnormal data, the optimal GM (1, 1) model can quickly eliminate the influence of abnormal data. So the prediction accuracy is much higher than that of the metabolic GM (1, 1) model. In this paper, the optimal GM (1, 1) model is used to predict 1 steps every time. In fact, the optimal GM (1, 1) model can be used to predict the multiple steps every time in order to apply to medium and long-term forecast.
Experimental Results and Analysis

Conclusions
In this paper, we present the optimal GM (1, 1) model based on the metabolic GM (1, 1) model. With the increase of the candidate sequences, the optimal GM (1, 1) model selected the prediction data or the real data are selected for the next step forecasting, which can avoid the prediction errors caused by the abnormal data and thus improve the prediction accuracy. The method is applied to forecasting heating load of municipal heating system.
