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Resumen: En este art´ıculo presentamos un primer estudio para el alineamiento de
un corpus espan˜ol-euskera mediante un alineador token-a-token en el que se consi-
deran diferentes opciones de preprocesamiento morfolo´gico. Usando GIZA++ con-
seguimos una reduccio´n del error (Alignment Error Rate) de un 12.48% respecto
el baseline (carente de preproceso alguno), llegando al 23.76%. Este resultado es
comparable al obtenido para otros idiomas aglutinantes como el euskera.
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Abstract: In this paper we present a preliminary study for the alignment of a
Spanish-Basque parallel corpus using a token-based aligner (GIZA++). We have stu-
died several morphological pre-processing alternatives, and achieved 23.76% Align-
ment Error Rate, with a reduction of 12.48% over the baseline (no pre-processing).
The results are comparable to those obtained for others agglutinative languages.
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1. Introduccio´n
En el a´rea de la traduccio´n automa´tica,
los sistemas estad´ısticos basados en corpus
alineados esta´n obteniendo buenos resultados
en todas las competiciones. Adema´s, el hecho
de que gran parte del software y los recursos
necesarios para entrenar y aplicar estos mo-
delos estad´ısticos sean libres, hacen que su
popularidad vaya en aumento. Estos sistemas
estad´ısticos suelen tomar como entrada un
corpus bilingu¨e donde las sentencias corres-
pondientes a cada idioma esta´n alineadas. El
primer paso que llevan a cabo estos sistemas
suele ser la alineacio´n palabra por palabra de
los testos.
Los grupos que han desarrollado estos sis-
temas se han centrado en idiomas con un gra-
do de flexio´n bajo o medio (p.ej. el ingle´s, el
france´s, el espan˜ol o el chino) para desarro-
llarlos, por lo que la metodolog´ıa suele tomar
palabras flexionadas como unidad ba´sica.
En el caso de idiomas altamente flexiona-
dos (como es el euskera) la metodolog´ıa de to-
mar la palabra flexionada como unidad ba´sica
provoca una muy alta dispersio´n de los datos,
siendo este un escollo insalvable para la tra-
duccio´n estad´ıstica. Por ejemplo, la frase “en
la casa” en euskera se traduce en una sola
palabra “etxean”.
Aunque relativamente menos flexionado,
el espan˜ol tambie´n presenta problemas en sus
verbos, donde la concordancia compleja hace
que la misma ra´ız verbal tenga muchas for-
mas (p.ej. “venimos” que en ingle´s seria “we
come”).
Un estudio reciente (Koehn, 2005) da re-
sultados de hasta 30.1 BLEU para pares
como el ingle´s-espan˜ol, pero de solo 17.6 para
el ingle´s-alema´n. A pesar de que en este estu-
dio se han utilizado corpora equivalente para
los distintos pares de idiomas, los resultados
var´ıan ostensiblemente. Esto muestra que el
nivel de flexio´n de una lengua repercute en la
calidad de los sistemas estad´ısticos.
En este art´ıculo presentamos un estudio
de las diferentes opciones para el alinea-
miento palabra a palabra de un corpus es-
pan˜ol-euskera. Espec´ıficamente, nos centrare-
mos en las diferentes posibilidades de prepro-
cesamiento morfolo´gico (especialmente para
el euskera, pero tambie´n para el espan˜ol) con
vistas a salvar la dispersio´n de datos y reali-
zar un alineamiento o´ptimo. La importancia
del alineamiento como tarea separada, vie-
ne avalada por las dos u´ltimas competiciones
pu´blicas de alineamiento (Martin, Mihalcea,
y Pedersen, 2005) y (Mihalcea y Pedersen,
2003).
Hemos realizado un exhaustivo estudio de
diferentes posibilidades, que hemos evalua-
do sobre un corpus manualmente alineado de
100 sentencias. Para llevar a cabo estos expe-
rimentos utilizaremos herramientas que esta´n
disponibles libremente, tales como GIZA++
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(Och y H. Ney, 2003) para el alineamien-
to, AlignmentSet1 para la evaluacio´n del ali-
neamiento, HandAlign2 para alinear manual-
mente el corpus de referencia, Freeling para
analisis del espan˜ol (Carreras et al., 2004),
y Eustagger (Aduriz et al., 1994) para el del
euskera (este ultimo disponible bajo licencia).
La siguiente seccio´n presenta el trabajo re-
lacionado. Seguiremos explicando las distin-
tas te´cnicas que se han utilizado para prepro-
cesar el euskera en la seccio´n 3, y las utiliza-
das para preprocesar el espan˜ol en la seccio´n
4. En la seccio´n 5 se presenta el disen˜o del
experimento, para terminar comentando los
resultados obtenidos en la seccio´n 6 y las con-
clusiones y el trabajo futuro en la seccio´n 7.
2. Trabajo relacionado
Ha habido distintos experimentos que uti-
lizaban el preprocesamiento morfolo´gico con
el fin de mejorar el alineamiento de palabras
de lenguas altamente flexionados. As´ı, pode-
mos encontrar publicaciones que presentan
distintos me´todos probados en distintos pa-
res de lenguas.
Para el par alema´n-ingle´s hay varios tra-
bajos que usan la informacio´n morfolo´gica
para preprocesar los textos mejorando as´ı la
alineacio´n. En (Nießen y H. Ney, 2000) usan
la informacio´n morfosinta´ctica para armoni-
zar el orden de las palabras en los dos idio-
mas. Posteriormente (Nießen y H. Ney, 2004)
etiquetaron algunas expresiones especialmen-
te ambiguas con su categor´ıa sinta´ctica, con-
cretamente, combinaron algunas expresiones
multi-palabra en un u´nico token y dividieron
ciertas palabras sustituye´ndolas por el lema y
etiquetas morfolo´gicas. Mediante estas te´cni-
cas consiguieron mejorar sustancialmente la
calidad del alineado.
En el caso del par ingle´s-checo (Goldwa-
ter y McClosky, 2005) preprocesaban el checo
de cuatro modos diferentes; tokenizando tan
solo, lematizando, creando etiquetas que se
tratara´n como tokens diferenciados y crean-
do etiquetas que se unen al lema dando lugar
a lo que podr´ıamos identificar como unos le-
mas modificados. En el art´ıculo mencionado,
adema´s del preproceso del texto de entrada,
modificaban el algoritmo de alineacio´n por lo
que no se puede saber exactamente que´ parte
de la mejora que consiguen se debe al prepro-
1http://www.lsi.upc.es/lambert/software/AlignmentSet.html
2http://www.isi.edu/hdaume/HandAlign/
ceso y que´ parte se debe a la modificacio´n del
algoritmo de alineacio´n.
No podemos dejar de mencionar dos pu-
blicaciones que al igual que nosotros, alinean
el euskera con el espan˜ol. (Caseli, M. Nunes,
y Forcada, 2005) define un nuevo me´todo de
alineamiento que pretende superar los pro-
blemas que las te´cnicas ma´s utilizadas tienen
con las unidades multipalabra y con las di-
ferencias en el orden de las palabras de los
distintos idiomas a alinear. En esta publica-
cio´n no se hace ningu´n tipo de preprocesa-
miento del texto y aunque para el par de len-
guas espan˜ol-portugue´s no consiguen superar
los resultados de GIZA++, en el caso del es-
pan˜ol-euskera, donde los problemas mencio-
nados tienen ma´s importancia, logran mejo-
rar los resultados conseguidos con GIZA++.
En el caso de (Nevado, Casacuberta, y
Landa, 2004) se basan en alineamiento a ni-
vel de palabra conseguido por GIZA++ para
lograr segmentos ma´s pequen˜os que una frase
para utilizar en memorias de traduccio´n. Este
art´ıculo no trata de mejorar el alineamiento
en s´ı.
3. Preprocesamiento del euskera
El preproceso del euskera incluye tokeni-
zacio´n, lematizacio´n y segmentacio´n.
3.1. Tokenizacio´n
Es el prepocesamiento mı´nimo que nece-
sita GIZA++ ya que e´ste tokeniza el tex-
to usando tan so´lo los espacios en blanco.
Es necesario separar los signos de puntua-
cio´n de las palabras precedentes, y, aunque
cabe la posibilidad de unir los te´rminos multi-
palabra para que GIZA++ los trate como un
so´lo token, no hemos utilizado esta opcio´n.
Este es un ejemplo de una frase tokeni-
zada, donde los tokens esta´n separados con
blancos:
Edukiaren egiturari dagokionez ,
funtsezko aldaketaren bat egin da
3.2. Lematizacio´n
Para procesar el euskera hemos usado Eus-
tagger (Aduriz et al., 1994). Siguiendo con el
ejemplo anterior, e´sta ser´ıa la sentencia lema-
tizada:
eduki egitura egon , funts alda-
keta bat egin izan
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3.3. Segmentacio´n
Al lematizar el euskera se pierde la infor-
macio´n que dan los sufijos que se an˜aden al
lema. Informacio´n como el caso gramatical,
el nu´mero o informacio´n de subordinacio´n.
Esta informacio´n adema´s se deber´ıa alinear
con algunos elementos del espan˜ol como las
preposiciones, los art´ıculos o las conjuncio-
nes. Por lo cual, adema´s de lematizar el tex-
to, hemos pretendido hacer expl´ıcitos estos
rasgos mediante etiquetas que GIZA++ tra-
tara´ como tokens diferentes. Nuestra inten-
cio´n es que GIZA++ alinee estas etiquetas
que hemos an˜adido con los elementos del es-
pan˜ol anteriormente mencionados.
Hemos probado diferentes conjuntos de
rasgos y combinacio´n de ellos en etiquetas pa-
ra ver cu´ales son las ma´s adecuadas para este
par de lenguas. A continuacio´n presentamos
los distintos rasgos y combinaciones en eti-
quetas que hemos utilizado y de que´ modo
las hemos combinado.
Nu´mero (NUM): Esta etiqueta repre-
senta tanto la informacio´n de definicio´n (de-
finido o indefinido) como el nu´mero en el
caso de ser definido. Sus valores posibles
son MG (indefinido), M,S (definido singu-
lar), M,P (definido plural) y M,PH (definido
plural cercano). Creemos que esta etiqueta
sera´ alineada con el art´ıculo del espan˜ol. Es-
te es un ejemplo de codificacio´n segu´n esta
etiqueta del ejemplo anterior:
eduki M,S egitura M,S egon ,
funts MG, aldaketa MG, bat MG,
egin izan
Caso (CAS): Esta etiqueta representa el
caso, en euskera se diferencian 18 casos. Estos
casos creemos que se alineara´n con las pre-
posiciones del espan˜ol. Aunque algunas ve-
ces como con los casos gramaticales (ABS y
ERG) que son los que toman tanto el sujeto
como el objeto la etiqueta creada para el eus-
kera no tendra´ ninguna correspondencia en
espan˜ol. En este ejemplo se muestra la mis-
ma frase que en ejemplos anteriores codifica-
do mediante esta etiqueta.
eduki GEN egitura DAT egon ,
funts ABS aldaketa GEN bat ABS
egin izan
Declinacio´n (DEC): Mediante esta eti-
queta hemos unido las dos anteriores, ya que
al empezar con los experimentos nos dimos
cuenta que cuando por parte del espan˜ol se
utilizaba el texto lematizado la etiqueta que
representa el nu´mero no se alineaba con los
art´ıculos como pensa´bamos y se alineaba mal
o no se alineaba con nada. Por lo que pensa-
mos en unir las dos etiquetas. En el siguiente
ejemplo mostramos la misma frase con este
me´todo de segmentacion.
eduki GEN,M,S egitura
DAT,M,S egon , funts ABS,MG,
aldaketa GEN,MG, bat ABS,MG,
egin izan
subordinacio´n (SUB): En euskera la
subordinacio´n de las oraciones se represen-
ta mediante un sufijo que se an˜ade al verbo
subordinado. Hay distintos tipos de subordi-
naciones que segu´n nuestro planteamiento se
deber´ıan alinear con las conjunciones o los
pronombres relativos del espan˜ol. La misma
frase de ejemplos anteriores con una nueva
segmentacion.
eduki egitura egon KAUS , funts
aldaketa bat egin izan
Aspecto (ASP): Esta etiqueta represen-
ta el aspecto del verbo, es decir, si el verbo es
perfecto o inperfecto. Mediante esta etique-
ta y el procesamiento que hemos hecho con
el espan˜ol pretendemos dar el mismo forma-
to a las cadenas verbales de las dos lenguas.
La misma frase como ejemplo de este nuevo
me´todo de segmentacio´n.
eduki egitura egon , funts alda-
keta bat egin BURU izan
Modo y tiempo verbal (MOD): Es-
ta etiqueta representa el tiempo verbal. El
analizador de euskera da 16 valores distintos
para este rasgo. Al igual que con el aspecto
verbal, con esta etiqueta pretendemos igua-
lar el formato de las cadenas verbales de las
dos lenguas. Ejemplo de la segmentacion que
acabamos de presentar.
eduki egitura egon A1 , funts al-
daketa bat egin izan A1
Combinacion de etiquetas: Creemos
que cada etiqueta por separado mejorara´ en
parte la calidad de la alineacio´n pero utili-
zando todas las etiquetas a la vez lograremos
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los mejores resultados. Para ello hemos crea-
do dos corpus utilizando todas las etiquetas
anteriormente mencionadas.
La diferencia de estos dos corpus reside
en que en uno de ellos se utilizan las etique-
tas caso y nu´mero (TodoC) y en el otro la
etiqueta declinacio´n (TodoD) que es la com-
binacio´n de estas dos.
Ejemplo de la segmentacion que hemos lla-
mado TodoC:
eduki M,S GEN egitura M,S
DAT egon A1 KAUS , funts MG,
ABS aldaketa MG, GEN bat MG,
ABS egin BURU izan A1
Y la que hemos llamado TodoD:
eduki GEN,M,S egitura
DAT,M,S egon A1 KAUS , funts
ABS,MG, aldaketa GEN,MG, bat
ABS,MG, egin BURU izan A1
4. Preprocesamiento del espan˜ol
Al igual que hemos hecho con el euskera
tambie´n hemos preprocesado el espan˜ol in-
tentando que la apariencia final del texto en
las dos lenguas sea lo ma´s parecido posible.
Para analizar el espan˜ol hemos utilizado el
analizador de co´digo abierto Freeling.
4.1. Tokenizacio´n
El primer paso es tokenizar el texto, ya
que, como hemos explicado anteriormente,
Giza++ tokeniza el texto usando simplemen-
te los espacios en blanco. Mostramos como
Ejemplo de texto tokenizado la traduccion de
la frase utilizada como ejemplo para el eus-
kera.
Por lo que se refiere a la es-
tructura del contenido , se ha hecho
algu´n retoque sustantivo
4.2. Lematizacio´n
Al igual que con el euskera no hemos unido
los terminos multi-palabra en un u´nico token,
esperando que Giza++ los reconozca por su
cuenta. Seguimos con el mismo ejemplo esta
vez lematizado.
por el que e´l referir a el estruc-
tura del contenido , e´l haber hacer
alguno retoque sustantivo
4.3. Segmentacio´n
En el caso del espan˜ol nos hemos limitado
a procesar las cadenas verbales, ya que con
el procesamiento del euskera hemos logrado
igualar el formato de los dos textos para el
resto de casos.
Para prepocesar las cadenas verbales en
espan˜ol hemos analizado e´stas con el analiza-
dor Freeling y por cada token analizado como
verbo hemos creado dos tokens, el lema de di-
cho token y una etiqueta que expresa el modo
y el tiempo de dicho verbo. Hemos creado dos
corpus distintos usando este procesamiento.
En uno de ellos hemos dejado el resto de to-
kens con su forma original y en el otro el resto
de tokens los hemos remplazado por sus res-
pectivos lemas.
Ejemplo del procesamiento de las cadenas
verbales, manteniendo la forma en el resto de
casos.
Por lo que se referir IP a la es-
tructura del contenido , se haber IP
hacer P0 algu´n retoque sustantivo
Y ejemplo del procesamiento de las cade-
nas verbales, lematizando el resto de tokens.
por el que e´l referir IP a el es-
tructura del contenido , e´l haber IP
hacer P0 alguno retoque sustantivo
5. Disen˜o del experimento
Para poder evaluar cu´al es la te´cnica de
preproceso que da mejores resultados para
este par de idiomas, hemos disen˜ado el si-
guiente marco experimental. Por un lado he-
mos utilizado un corpus paralelo concreto es-
pan˜ol-euskera de aproximadamente un millo´n
de palabras y ochocientas mil palabras pa-
ra cada idioma respectivamente (seccion 5.1).
De este corpus, hemos separado 200 frases pa-
ra su anotacio´n manual, del que hemos uti-
lizado 100 para desarrollo y 100 para la eva-
luacio´n final (seccion 5.2). En la anotacio´n
manual, se alinea token a token, por lo que
en la evaluacio´n los corpus preprocesados ali-
neados automa´ticamente tienen que ser ma-
peados a los tokens del corpus original (sec-
cion 5.4). Las distintas estrategias de prepro-
ceso fueron evaluadas sobre la parte de desa-
rrollo, ya que guardamos la parte de evalua-
cion para experimentos futuros.
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5.1. Corpus paralelo
El corpus paralelo esta´ extra´ıdo de una
memoria de traduccio´n donde las senten-
cias fueron alineadas a mano. Se trata de
una coleccion de 6 libros universitarios con
tema´tica variada, desde fo´siles, mu´sica, admi-
nistracio´n a historia. Contiene aprox. 36.000
frases, dando lugar a un millo´n de palabras
en espan˜ol y 800.000 palabras en euskera.
5.2. Alineamiento de referencia
(gold standard)
La parte del corpus que fue manualmente
anotada se tomo´ completamente al azar de los
6 libros. De las 200 sentencias se separaron,
tambie´n al azar, 100 para desarrollo y 100
para evaluacio´n.
Para la alineacio´n manual se conto´ con
un lingu¨ista que tardo aproximadamente 24
horas en realizar la tarea. Dado que se ali-
neaba token a token, el alineamineto de refe-
rencia incluye un nu´mero significativo de ali-
neamientos mu´ltiples (tanto 1:N como M :1
o M :N) y de alineamiento nulos (0:1 o 1:0).
La herramienta para la anotacio´n es de libre
acceso.
Previamente al etiquetado, preparamos un
manual de anotacio´n inspirado en el de Me-
lamed (Melamed, 1998), en el que fuimos in-
corporando los casos ma´s dudosos para este
par de idiomas. Por ejemplo, los pronombres
a´tonos como en “se tomo´ un trago” se ali-
neo´ con el verbo auxiliar en euskera “tragoa
edan zuen”.
5.3. Software de alineamiento
Hemos utilizado el software de libre distri-
bucion GIZA++, con los para´metros por de-
fecto, que utiliza el modelo de alineamiento
IBM-4. Este software es el ma´s utilizado para
alinear corpus paralelos, paso imprescindible
para la traduccio´n automa´tica estad´ıstica.
5.4. Evaluacio´n y mapeo de las
alineaciones automa´ticas
El alineamiento automa´tico de las diferen-
tes posibilidades de preproceso, no produce
directamente el alineamiento de los tokens
originales, sino que da como salida el alinea-
miento entre los tokens artificiales introduci-
dos por el preproceso. Por tanto para cada
token artificial generado en el preproceso, se
guarda la posicion del token original, de for-
ma que del alineamiento automa´tico se pue-
de reproducir el alineamiento para los tokens
originales.
Por ejemplo, para la frase que hemos uti-
lizado de ejemplo a lo largo del art´ıculo, ha-
biendo procesado el euskera del modo que he-
mos llamado TodoD (usando todas las etique-
tas expuestas en el art´ıculo pero uniendo el
caso y el numero un una sola etiqueta) y el
espan˜ol Lema+V (lematizando todas las pa-
labras y ademas an˜adiendo a los verbos la in-
formacio´n de tiempo), el alineamiento que da
GIZA++ es el que se puede ver en la figura 1.
En cambio, tras el mapeo, el alineamiento que
se consigue esta basado en los tokens origina-
les y es el que se puede ver en la figura 2.
 por    el    que    el    referir    IP    a    el    estructura    del    contenido    ,    el    haber    IP    hacer    P0    alguno    retoque    sustantivo
   eduki    GEN,M,S    egitura    DAT,M,S    egon    A1    KAUS    ,    funts    ABS,MG,    aldaketa    GEN,MG,    bat    ABS,MG,    egin    BURU    izan    A1
Figura 1: Alineamiento original creado por
GIZA++ para el par Lema+V TodoD
  Edukiaren    egiturari    dagokionez    ,    funtsezko    aldaketaren    bat    egin    da
 Por    lo    que    se    refiere    a    la    estructura    del    contenido    ,    se    ha    hecho    algun    retoque    sustantivo    
Figura 2: Alineamiento tras el enlace para el
par Lema+V TodoD
Una vez obtenido el alineamiento de los
tokens originales, utilizamos el software li-
bre utilizado en las dos u´ltimas competiciones
pu´blicas de alineamiento (Martin, Mihalcea,
y Pedersen, 2005) y (Mihalcea y Pedersen,
2003).
6. Ana´lisis de los resultados
La tabla 1 presenta los resultados para
una de las combinaciones (LEMA+V para
espan˜ol, y TodoD para el euskera). En las
columnas tenemos distintas me´tricas de cali-
dad segun las devuelve el software de evalua-
cion. Las tres primeras columnas devuelven
la precisio´n, el cobertura y la combinacio´n
armo´nica de ambas. Un resultado ma´s alto in-
dica ma´s calidad. Estas medidas esta´n dispo-
nibles para alineamiento seguros o posibles,
pero como en nuestro caso so´lo hemos produ-
cido alineamientos seguros, las dos versiones
producen resultados ide´nticos. En la u´ltima
columna se muestra la Alignment Error Rate,
que es la medida ma´s utilizada y donde el va-
lor inferior denota mejor calidad. En un prin-
cipio deber´ıamos dar estos valores para cada
combinacio´n probada (ver ma´s abajo), pero
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Precisio´n Cobertura Fmeasure AER
NULL 50.46 56.62 53.36 46.64
NULL (weighted) 76.87 55.84 64.69 35.31
NO-NULL 73.30 73.79 73.54 26.46
NO-NULL (weighted) 86.64 67.35 75.78 24.22
Unio´n-NULL 42.06 66.13 51.42 48.58
Unio´n-NULL (weighted) 63.92 80.08 71.10 28.90
Unio´n-NO-NULL 63.18 64.42 63.79 36.21
Unio´n-NO-NULL (weighted) 77.29 75.21 76.24 23.76
Interseccio´n-NULL 60.60 43.88 50.90 53.07
Interseccio´n-NULL (weighted) 80.78 55.10 65.51 31.37
Interseccio´n-NO-NULL 94.23 44.59 60.53 39.47
Interseccio´n-NO-NULL (weighted) 96.20 53.60 68.84 31.16
Cuadro 1: Distintos me´todos de evaluacio´n para LEMA+V para el espan˜ol y TodoD para el
euskera
en el caso de nuestros resultados, el Fmeasu-
re y la AER siempre han estado directamente
relacionados, por lo que nos centraremos en
la AER para ahorrar espacio.
Al evaluar los alineamientos, el software
da dos posibilidades: una evaluacio´n que to-
ma en cuenta los alineamientos nulos (0:1 o
1:0, que en la tabla corresponden a las l´ıneas
con NULL), o la evaluacio´n que descarta es-
tos alineamientos (que corresponde a NO-
NULL en la tabla). Adema´s puede dar la mis-
ma importancia a todos los alineamientos o
dar un peso inferior a los alineamientos mu´lti-
ples (indicado por weighted en la tabla).
Dado que GIZA++ produce dos alinea-
mientos, uno para cada direccio´n, las cuatro
primeras l´ıneas corresponden a la media de
las me´tricas para cada direccio´n. Las siguien-
tes l´ıneas corresponden a dos estrategias para
combinar las dos direcciones de alineamiento:
en el caso de unio´n se toman todos los alinea-
mientos indistintamente (con lo que se gana
en cobertura, pero se pierde precisio´n), y en
el caso de la interseccio´n solamente se toman
aquellos alineamientos que se encuentran en
las dos direcciones (con lo que se gana preci-
sio´n, pero se pierde cobertura).
Al igual que para las me´tricas de calidad,
un ana´lisis detallado de los resultados en las
filas para todas las combinaciones probadas,
demostro´ que las mejores te´cnicas se confir-
maban en todas y cada una de las posibili-
dades de evaluacio´n. Dadas las restricciones
de espacio, en adelante so´lo mostraremos los
resultados para el AER de Union(weighted)
para las dos variantes (NULL y NO-NULL),
que son los que mejores resultados (menor
AER) dan en todos los casos.
En la tabla 2 se muestran los resultados
para las 40 posibilidades de combinar los pre-
procesos. En el caso de que no realizemos
ningu´n tratamiento para el espan˜ol (primera
fila), la mejor te´cnica de preproceso del eus-
kera es TodoC, que usa todos los rasgos mor-
folo´gicos sin agruparlos, con lo que los art´ıcu-
los, preposiciones, etc. del castellano encuen-
tran un token correspondiente en euskera. La
mejora sobre no procesar nada (forma-forma)
es de casi 10 puntos.
En el caso de la lematizacio´n del espan˜ol
(segunda fila), se pierde informacion para el
castellano, pero el uso de lemas y el rasgo que
agrupa el caso y el nu´mero es el que mejor se
ajusta. Aqu´ı se mejoran los resultados sobre
no lematizar el castellano en 8 de´cimas.
En el caso de que a las formas del caste-
llano les an˜adamos el rasgo del tiempo y con-
cordancia verbales (tercera fila, Forma+V),
la mejor codificacio´n para el euskera vuelve
a ser TodoC, mejorando los resultados sobre
la forma u´nicamente en un punto y de´cima y
media sobre la lematizacio´n.
Finalmente, en el caso de que el castellano
incluya el lema y los rasgos verbales (u´ltima
fila, Lema+V), los mejores resultados corres-
ponden a TodoD, donde se usan todos los ras-
gos pero uniendo el caso y el nu´mero como
en la estrategia DEC. Esta estrategia da los
mejores resultados, reduciendo en medio pun-
to la anterior, y haciendo que el error sobre
forma-forma descienda en 13 puntos aprox.
Los resultados cuando se toman en cuenta
los alineamientos nulos (tabla 3) son ana´lo-
gos, pero en este caso el error es superior,
quedando en 28.9.
Nuestro trabajo se diferencia de sus an-
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Forma Lema ASP CAS DEC SUB MOD NUM TodoC TodoD
Forma 36.24 30.21 30.40 26.87 26.72 30.16 30.21 27.71 25.39 26.63
Lema 32.74 29.07 28.85 24.90 24.48 28.76 28.69 27.37 26.32 25.00
Forma+V 33.80 29.33 29.18 26.15 25.54 29.18 28.41 26.39 24.32 25.05
Lema+V 32.17 28.77 28.85 24.92 23.96 28.61 28.12 26.67 25.00 23.76
Cuadro 2: AER para las diferentes combinaciones (Union-NO-NULL(weighted))
Forma Lema ASP CAS DEC SUB MOD NUM TodoC TodoD
Forma 41.28 33.42 33.45 31.57 31.67 33.11 33.22 32.46 31.44 31.98
Lema 37.40 31.52 31.44 29.19 29.00 31.09 30.97 31.80 31.33 29.75
Forma+V 39.58 33.13 32.96 30.96 30.63 32.75 32.36 31.47 30.15 30.26
Lema+V 37.53 32.17 32.02 29.58 29.12 31.74 31.51 31.97 30.22 28.90
Cuadro 3: Resultados de los distintos experimentos (Union-NULL(weighted))
tecesores en que es el primero que preproce-
sa el euskera para intentar mejorar el alinea-
miento. Como hemos explicado anteriormen-
te en (Caseli, M. Nunes, y Forcada, 2005) no
hac´ıan ningu´n preprocesamiento del corpus
e intentaban mejorar la alineacion mediante
heur´ısticos independientes de la lengua. En
dicho art´ıculo usaban un corpus diferente pa-
ra evaluar los resultados, por lo que los re-
sultados no se pueden comparar directamen-
te pero para tener una referencia consegu´ıan
mejorar el AER de un 35.52 que conseguia
GIZA++ usando los para´metros por defecto,
a un 26,52 que consegu´ıan usando la te´cnica
de alineamiento propuesta en el art´ıculo.
Nuestros resultados son comparables a los
que se han hecho pu´blicos en las competi-
ciones de alineamiento. Aunque una compa-
racion directa no sea justa, para tener una
referencia queremos citar que nuestros resul-
tados son mejores que los disponibles pa-
ra los vencedores del rumano-ingle´s (26.55)
y el ingle´s-hindu´ (32.12), pero peores que
el ingle´s-france´s (5.71) y el ingle´s-esquimal
(9.46).
7. Conclusiones y trabajo futuro
Estos son los primeros pasos para lograr
un alineamiento entre el espan˜ol-euskera de
una calidad suficiente para ser utilizada en
tareas ma´s complicadas, como la traduccio´n
estad´ıstica o la basada en ejemplos.
En este primer experimento hemos au-
mentado sensiblemente la calidad de la ali-
neacio´n, dividiendo las palabras en lemas y
etiquetas morfolo´gicas para harmonizar las
secuencias de tokens en ambas lenguas y
as´ı facilitar que cada token tenga su corres-
pondiente en el otro idioma. Usando GI-
ZA++ conseguimos una reduccio´n del error
( Alignment Error Rate) de hasta un 12.5%
sobre el baseline forma-forma, llegando al
23.76%. Este resultado es comparable al ob-
tenido por otros autores en competiciones
pu´blicas para otros pares de idiomas agluti-
nantes como el euskera.
Para el futuro, hemos observado que el or-
den de los tokens es distinto en cada uno de
los idiomas, y esto crea problemas a los ali-
neadores actuales. Para lo cual pretendemos
cambiar el orden de los tokens del euskera pa-
ra asemejarlo al orden del espan˜ol, y de este
modo facilitar el trabajo del alineador. Cree-
mos que as´ı mejoraremos au´n ma´s la calidad
de la alineacio´n.
Una vez conseguido un alineamiento de
una calidad aceptable, pretendemos, adema´s
de usarlo para desarrollar un traductor es-
tad´ıstico, usar el corpus alineado automa´ti-
camente como corpus de entrenamiento para
aprender la traduccio´n ma´s adecuada de una
palabra segu´n el contexto.
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