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In this thesis, we consider systems of interacting diffusion processes which we call
Generalized Volatility-Stabilized processes, as they extend the Volatility-Stabilized
Market models introduced in Fernholz and Karatzas (2005). First, we show how to
construct a weak solution of the underlying system of stochastic differential equa-
tions. In particular, we express the solution in terms of time-changed squared-Bessel
processes and argue that this solution is unique in distribution. In addition, we also
discuss sufficient conditions under which this solution does not explode in finite
time, and provide sufficient conditions for pathwise uniqueness and for existence of
a strong solution.
Secondly, we discuss the significance of these processes in the context of
Stochastic Portfolio Theory. We describe specific market models which assume that
the dynamics of the stocks’ capitalizations is the same as that of the Generalized
Volatility-Stabilized processes, and we argue that strong relative arbitrage oppor-
tunities may exist in these markets, specifically, we provide multiple examples of
portfolios that outperform the market portfolio. Moreover, we examine the proper-
ties of market weights as well as the diversity weighted portfolio in these models.
Thirdly, we provide some asymptotic results for these processes which allows
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Chapter 1
Outline of Thesis
In this thesis, we introduce and study in detail specific systems of interacting dif-
fusion processes which we call Generalized Volatility-Stabilized processes. These
processes extend the Volatility-Stabilized Market models which were introduced in
Fernholz and Karatzas (2005) in a nontrivial way so that a wide variety of models
is covered in this class of models.
In the first part of the thesis, that is in Chapter 2, we prove that there exists
a weak solution of the underlying systems of stochastic differential equations, even
though one cannot use any of the standard theorems for proving existence of a
solution to a system of stochastic differential equations. To be more specific, we
show that it is possible to construct a weak solution using a method of time-change
and scaling, and express it in terms of time-changed squared-Bessel processes. In
addition, we argue that the constructed solution is unique in distribution, and we
state sufficient conditions under which the solution does not explode in finite time.
We also provide sufficient conditions under which pathwise uniqueness holds for the
system, and hence allows us to argue the existence of a strong solution.
The second part of the thesis, that is Chapter 3, is devoted to the discussion
of the significance of the Generalized Volatility-Stabilized processes in the context of
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Stochastic Portfolio Theory which was founded by Dr. Robert Fernholz. Multiple
papers that he, and his collaborators, wrote in the eighties and nineties (we do
not attempt to write a list of the references here, as such a list would surely be
incomplete) lead him to write the monograph Fernholz (2002) which provides a great
introduction into this new approach to understanding the markets behavior and
portfolio management, and also includes many interesting examples and a number
of open problems. Another good introduction to this framework is the overview
paper Fernholz and Karatzas (2009), which provided an update regarding the solved
problems and also lists references to literature that had been written with related
topics.
In short, Stochastic Portfolio Theory attempts to understand the structure
and behavior of real equity markets without making any normative assumptions,
as is common in classical mathematical finance. For instance, Stochastic Portfolio
Theory does not make a priori the assumption that there is no arbitrage in the
markets, on the contrary, it studies which conditions lead to existence of arbitrage
opportunities in market models that are consistent with characteristics observed
in actual markets. We discuss in detail the properties of specific market models
which assume that the dynamics of the stocks’ capitalizations is the same as that
of the Generalized Volatility-Stabilized processes, and we argue that strong relative
arbitrage opportunities may exist in these markets, specifically, we provide multiple
examples of portfolios that outperform the market portfolio. Moreover, we examine
the properties of market weights as well as the diversity weighted portfolio in these
models.
In the third part of the thesis, that is Chapter 4, we provide some asymptotic
results for these processes which allows us to describe different properties of the
corresponding market models based on these processes.
Chapter 5 contains a summary of some of the related open questions, exten-
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sions and possible future work.
Since many results in this thesis make use of the properties of Bessel and
squared-Bessel processes we include, at the end of the thesis, in the Appendix, a
section with definitions, basic properties and some known results for Bessel and
squared-Bessel processes in order to make it easily accessible to the reader.
Some of the results presented in this thesis are going to appear in the Annals
of Finance, in the paper Pickova (2013).
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Chapter 2




Let us consider a vector process X(t) =
(
X1(t), . . . , Xn(t)
)
, t ∈ [0,∞) with values











)2β [K(X(t))]2 dt + σ(
µi(t)
)β K(X(t)) dWi(t), (2.1)
Xi(0) = xi > 0 , i = 1, . . . , n.
Here αi ≥ 0, σ > 0, β > 0 are given real numbers, µ(·) =
(
µ1(·), . . . , µn(·)
)




X1(t) + · · ·+Xn(t) , i = 1, . . . , n, (2.2)
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the given function K(·) : (0,∞)n → (0,∞) is measurable, and W1(·), . . . ,Wn(·) are
independent Brownian motions. Sufficient conditions on K(·) so that the system
in (2.1) has a weak solution that is unique in distribution and does not explode in
finite time will be provided in Section 2.3 below. Moreover, sufficient conditions for
pathwise uniqueness and for existence of a strong solution for the system of equations







K(x) , x ∈ (0,∞)n, (2.3)







]1−2β[T (X(t))]2 dt + σ [Xi(t)]1−βT (X(t)) dWi(t) (2.4)
for i = 1, . . . , n, with state space (0,∞)n and with n independent Brownian motions
W1(·), . . . ,Wn(·).
Notice two special cases: first, if K(·) ≡ 1 and if we allow β = 0, then the
system of equations (2.1) corresponds to the setting, where
Xi(t) = xi e
(α/2)t+σWi(t), i = 1, . . . , n
are independent Geometric Brownian motions; secondly, the case of K(·) ≡ 1 and
β = 1/2 corresponds to the volatility-stabilized market models, which were intro-
duced and studied by Fernholz and Karatzas (2005), and were studied in further
detail by Goia (2009) and Pal (2011).
If K(·) ≡ 1 (or any other positive real constant) and β > 0 is arbitrary, it
is possible to use the theory of degenerate differential equations developed by Bass
and Perkins (2002) and show that the system of equations (2.1) in this case has a
weak solution, unique in the sense of the probability distribution.
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Remark: Bass and Perkins (2002) developed a general theory for degenerate dif-
ferential equations of the same type as the one in (2.1), which for the choice of















X1(t) + . . .+Xn(t)
)β
dWi(t) , i = 1, . . . , n.
















acting on functions in C2b (Rn+), the space of bounded C2 functions on the nonnegative
orthant with bounded first- and second- order partial derivatives, and prove well-
posedness of the martingale problem for this degenerate operator under suitable
nonnegativity and regularity conditions on γij(·) and bi(·). In particular, γij(·) and
bi(·) need to be Ho¨lder continuous. The infinitesimal generator associated to the
system in (2.5) is
Af(x) = 1
2







iif(x) + (αi + σ
2)x1−2βi Dif(x)
)










(σ2)(x1 + . . .+ xn)
2βx1−2βi ,
and γij(x) = 0, i 6= j. In the case when β = 1/2, γii(·) and bi(·) are Ho¨lder contin-
uous, and for other values of β > 0 they are Ho¨lder continuous locally, away from
the origin.
With more general (possibly discontinuous) drift and volatility coefficients,
the system in (2.1) fails to satisfy the conditions required in Bass and Perkins (2002).
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However, as we will discuss in the following sections (especially in Section 2.2 and
2.3), it is still possible, just as in Fernholz and Karatzas (2005), to construct a weak
solution from first principles, and express it in terms of time-changed squared-Bessel
processes. We shall describe this construction below and will also argue that under
certain assumptions (see Section 2.3) this weak solution is unique in the sense of the
probability distribution and does not explode in finite time.
Sufficient assumptions on K(·) so that the system in (2.1) has a weak solution
that is unique in distribution and does not explode in finite time are provided
in Section 2.3, and are relatively weak, in the sense that the coefficients of the
system in (2.1) for these choices of K(·) would not satisfy the classical sufficient
conditions for existence and uniqueness of general systems of stochastic differential
equations stated in most well-known theorems. Namely, the function K(·) is not
even assumed to be continuous, which means that the coefficients of the systems in
(2.1) need not be continuous, nor do they need to be bounded, and therefore results
of many classical theorems would not apply. For instance, the result of Itoˆ requires
Lipschitz continuity of coefficients (see Theorem 2.9 in Karatzas and Shreve (1991)),
Skorokhod’s theorem also requires continuous, as well as bounded, coefficients (see
Theorem 23.5 in Rogers and Williams (2000)), so does Stroock and Varadhan (see
Theorem 4.22 in Karatzas and Shreve (1991)), whereas Krylov (1969) does not
require continuity but does assume bounded coefficients.
The remainder of this chapter is organized as follows. In Section 2.2, a weak
solution to the system in (2.1) is constructed following the steps first of Analysis
and consequently of Synthesis. Under certain conditions on the function K(·), this
approach also allows to argue that the constructed solution is unique in distribution
(respectively, does not explode in finite time). Section 2.3 discusses these conditions
on the function K(·) that are sufficient for the existence of a weak solution that is
unique in distribution (respectively, for the existence of a non-exploding solution),
Chapter 2. System of SDEs for the Generalized Volatility-Stabilized
Processes 8
whereas Section 2.4 focuses on conditions on the function K(·) that lead to pathwise
uniqueness, and hence to the existence of a strong solution, for the system in (2.1).
2.2 Construction of a Weak Solution
In this section, we shall show that it is possible to construct a weak solution of
the system in (2.1) using appropriately scaled and time-changed squared-Bessel
processes. We will discuss first a simple case, with α1 = . . . = αn = 0, σ = 1
and K(·) ≡ 1, and then the general case. We shall also argue that under certain
conditions the solution is unique in distribution and does not explode in finite time.
Indeed, whether these conditions are satisfied in the general case depends on the
particular choice of the function K(·), which will be discussed in detail in Section
2.3.
2.2.1 Solution of the SDEs - A Simple Case First:
α1 = . . . = αn = 0, σ = 1 and K(·) ≡ 1
Let us try to understand first the system of stochastic differential equations in (3.16)







X1(t) + . . .+Xn(t)
Xi(t)
)β
dWi(t) , i = 1, . . . , n (2.6)
Xi(0) = xi > 0 , i = 1, . . . , n
in the positive orthant (0,∞)n.















X1(t) + . . .+Xn(t)
)β
dWi(t) ,
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for i = 1, . . . , n, and where the state process X(·) = (X1(·), . . . , Xn(·)) takes values
in (0,∞)n, and W (·) = (W1(·), . . . ,Wn(·)) is an n-dimensional Brownian motion.
2.2.1.1 Analysis
Suppose that this system admits a weak solution. Namely, that we can find a filtered
probability space (Ω,F ,P), F = {F(t)}
0≤t<∞, and on it independent Brownian mo-
tions
(
W1(·), . . . ,Wn(·)
)
, as well as continuous F-adapted processes
(
X1(·), . . . , Xn(·)
)
with values in the positive orthant (0,∞)n, such that the equations of (2.6) are sat-
isfied.
We can then set Yi(t) , logXi(t), 0 ≤ t <∞, i = 1, . . . n, so that we have
Xi(t) = e
Yi(t) , 0 ≤ t <∞ , i = 1, . . . n, (2.7)
and can write the equations of (2.6) in the equivalent form
dYi(t) =
(
eY1(t) + . . .+ eYn(t)
eYi(t)
)β
dWi(t) , Yi(0) = logXi(0) , i = 1, . . . , n. (2.8)
Thus the real-valued processes
(
Y1(·), . . . , Yn(·)
)






eY1(s) + . . .+ eYn(s)
eYi(s)
)2β
ds =: Ai(t) , i = 1, . . . , n (2.9)
and 〈Yi, Yj〉(t) ≡ 0 for i 6= j.
The processes t 7→ Ai(t) are almost surely continuous and strictly increasing.
Let us assume that Ai(∞) = ∞, a.s. (we will return to this issue in a moment).
Then we denote by A−1i (·) their inverses, and note that by F.B. Knight’s theorem
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, 0 ≤ u <∞











, 0 ≤ t <∞ , i = 1, . . . , n. (2.10)
Substituting these expressions back into (2.9), we observe that the (continuous and

















) )2β ds , 0 ≤ t <∞ , i = 1, . . . , n.
(2.11)
Solvability of the system (2.11):
Suppose that we are given n independent Brownian motions B1(·), . . . , Bn(·)
with Bi(0) = logXi(0), on the same probability space. We seek n continuous,
strictly increasing processes A1(·), . . . , An(·) that satisfy (2.11). These processes
can be found by reducing the system of integral equations (2.11) to a single integral
equation, in the following manner. First, we introduce the continuous, strictly




e2βBi(v) dv , 0 ≤ u <∞ (2.12)













































X1(s) + . . .+Xn(s)
)2β
ds =: A(t) (2.13)













ds , 0 ≤ t <∞,
and observed that
(
A′(·))1/(2β) = S(·) = X1(·) + . . . +Xn(·). For each i = 1, . . . , n,
the process Qi(·) is adapted to the filtration FBi =
{FBi (u)}0≤u<∞, where
FBi (u) , σ
(
Bi(v), 0 ≤ v ≤ u
)
, 0 ≤ u <∞.
Moreover, with B1(·), . . ., Bn(·) independent Brownian motions and with B1(0) =
logX1(0), . . . , Bn(0) = logXn(0), the Engelbert-Schmidt zero-one laws (see for in-
stance Karatzas and Shreve (1991), Proposition 6.27, p.216) guarantee that 0 <
Qi(θ) <∞ for 0 < θ <∞, and Qi(∞) =∞ hold a.s for each i = 1, . . . , n.




u ≥ 0 : Qi(u) > u
}
, 0 ≤ θ <∞ (2.14)
for each i = 1, . . . , n. We have clearly Pi(0) = 0, Pi(∞) = ∞. In terms of these





, 0 ≤ t <∞. (2.15)








, 0 ≤ θ <∞, (2.16)
Chapter 2. System of SDEs for the Generalized Volatility-Stabilized
Processes 12
































, 0 ≤ t <∞.








ds , 0 ≤ t <∞. (2.18)
In other words: the system of integral equations (2.11) has been reduced to
the single integral equation (2.18). Once a solution to this integral equation has
been found, the processes A1(·), . . . , An(·) sought in the system (2.11) are given by
(2.15), in terms of the processes P1(·), . . . , Pn(·) of (2.14), which in turn are the
inverses of the processes Q1(·), . . . , Qn(·) of (2.12).
The integral equation (2.18) is solved by means of yet another time-change:















dξ , 0 ≤ θ <∞ (2.19)
and check, rather easily, that its inverse A(·) = Υ−1(·), namely,
A(t) = inf
{
θ ≥ 0 : Υ(θ) > t} , 0 ≤ t <∞, (2.20)





















ds , 0 ≤ t <∞.
Notice that this, in fact, is unique solution of the integral equation (2.18).
Indeed, if A(·) is any continuous, strictly increasing process that satisfies (2.18) and
A(0) = 0, then it is necessarily the inverse of the process Υ(·) in (2.19).
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Consolidation:
Let us now recall the processes Pi(·) which were defined in (2.14) as the
inverses of the FBi -adapted processes Qi(·) in (2.12), starting with the independent


































, 0 ≤ θ <∞, (2.23)
for i = 1, . . . , n, and
〈Mi〉(θ) = Pi(θ) =
∫ θ
0
e−2βMi(ξ) dξ , 0 ≤ u <∞. (2.24)
It is clear that each Mi(·) in (2.23) is a continuous local martingale relative
to its own filtration FMi =
{FMi (θ)}0≤θ<∞, where
FMi (θ) , σ
(
Mi(ξ), 0 ≤ ξ ≤ θ
)
, 0 ≤ θ <∞;
and from (2.24) that it is also a diffusion process in natural scale, with dispersion
coefficient σ(m) = e−βm, m ∈ R. Therefore (using the fact that Mi(0) = Bi(0) =
Yi(0) = logXi(0)) we deduce that Mi(·) satisfies the stochastic integral equation
Mi(θ) = logXi(0) +
∫ θ
0




eβMi(ξ) dMi(ξ) is an F
M
i - Brownian motion. We also know that the
processes M1(·), . . . ,Mn(·) are independent; this is because for each i = 1, . . . , n the
process Mi(·) is FBi (∞)-measurable, and the Brownian motions B1(·), . . . , Bn(·) are
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independent. Thus, the Brownian motions V1(·), . . . , Vn(·) are independent as well.
Recalling the definition of G(·) in (2.16) and using the definition of processes













, 0 ≤ θ <∞, (2.26)
and notice that the process G(·) is adapted to the filtration
FM =
{FM(θ)}
0≤θ<∞, where FM(θ) , σ
(
















dξ , 0 ≤ θ <∞ (2.28)
of (2.19): a continuous, strictly increasing process which is FM -adapted, and real-
valued. Indeed, 0 < Υ(u) <∞ for 0 < u <∞, since
0 < Υ(θ) <
∫ θ
0
e−2βMi(ξ) dξ = Pi(θ) <∞
for 0 < θ <∞ and i = 1, . . . , n, where the inequality is a consequence of (2.28) and
the equality comes from (2.22). In particular, we have Υ(0) = 0 and we will argue
below, see (2.42), that
Υ(∞) =∞ a.s. (2.29)
Then we have A(∞) =∞, as well as Ai(∞) = Pi
(
A(∞)) =∞ for every i = 1, . . . , n,
a.s.
The processes G(·) and Υ(·) are both adapted to the filtration FM of (2.27).
Thus, for the continuous, strictly increasing process A(·) = Υ−1(·), the random
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variable A(t) as in (2.20) is a stopping time of the filtration FM for every 0 ≤ t <∞;
and by (2.7), (2.10), (2.15) and (2.21) we have












, 0 ≤ t <∞,
therefore each Xi(·) is FM(∞)-measurable. We deduce from all this
Xi(t) = e




, 0 ≤ t <∞ (2.30)
for i = 1, . . . , n, and each Xi(·) is FM(∞)-measurable.
In other words, given the paths of the vector-valued process M(·) = (M1(·),
. . . ,Mn(·)
)
, the components of which are independent one-dimensional diffusions in
natural scale, the paths of the vector process X(·) = (X1(·), . . . , Xn(·)) are deter-
mined uniquely. In particular, the distribution of X(·) is determined uniquely from
the distribution of M(·).
2.2.1.2 Synthesis
On a filtered probability space (Ω,F ,P), F = {F(t)}
0≤t<∞ rich enough to carry n
independent Brownian motions V1(·), . . . , Vn(·), we consider independent diffusions
in natural scale as in (2.25), satisfying the stochastic differential equations
dMi(θ) = e
−βMi(θ) dVi(θ) , Mi(0) = logXi(0)
These equations can be solved in the weak sense by the method of time-change
(see Karatzas and Shreve (1991), Theorem 5.4 and Remark 5.5, p.332), and the
dispersion coefficient σ(m) = e−βm is locally Lipschitz continuous in m ∈ R. In
other words, pathwise uniqueness holds for these equations, and this implies the
equations are strongly solvable:
FMi (θ) = FVi (θ) , 0 ≤ θ <∞ , i = 1, . . . , n
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where we have defined the σ-algebras FMi (θ) , σ
(
Mi(ξ), 0 ≤ ξ ≤ θ
)
and FVi (θ) ,
σ
(
Vi(ξ), 0 ≤ ξ ≤ θ
)
for every 0 ≤ θ <∞ and i = 1, . . . , n.
The resulting diffusion processes are also local martingales in their own fil-
trations FMi = F
V
i , thus also in the larger filtration F





e−2βMi(ξ) dξ , 0 ≤ θ <∞ , i = 1, . . . , n
and 〈Mi,Mj〉(t) ≡ 0 for i 6= j. Let us denote these continuous and strictly increasing
variations by Pi(·) and their inverses by Qi(·), that is,
Pi(θ) , 〈Mi〉(θ) =
∫ θ
0
e−2βMi(ξ) dξ , 0 ≤ θ <∞ , i = 1, . . . , n,
Qi(u) , inf
{
θ ≥ 0 : Pi(θ) > u
}
, 0 ≤ u <∞ , i = 1, . . . , n
Then by F.B. Knight’s theorem (see for instance Theorem 4.13 in Karatzas and





, 0 ≤ u <∞ , i = 1, . . . , n





, 0 ≤ θ <∞ , i = 1, . . . , n. (2.31)








) dv = ∫ u
0
e2βBi(v) dv , 0 ≤ u <∞
in accordance with (2.12), (2.14) and (2.22). Notice also that not only is Bi(·) mea-
surable with respect to FMi (∞), but clearly each Mi(·) is FBi (∞)-measurable thanks
to the representations (2.31) and the fact that the process Pi(·) is the inverse of the
FBi -adapted process Qi(·), for each i, . . . , n. Therefore FBi (∞) = FMi (∞), that is,
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each Mi(·), i = 1, . . . , n is a pure martingale in the sense of Dubins and Schwarz
(1967).











dξ ; 0 ≤ θ <∞ (2.32)
in accordance with (2.26), (2.28), as well as the FM -stopping times
A(t) := inf
{
θ ≥ 0 : Υ(θ) > t}















as in (2.18), so that A(·) is adapted to the time-changed filtration
G =
{G(t)}




, 0 ≤ t <∞.


































X1(s) + · · ·+Xn(s)
)β
dlogXi(s) , 0 ≤ t <∞
in accordance with (2.30), (2.25), (2.8) and (2.6). All these processes are clearly
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From P. Le´vy’s theorem (see for instance Theorem 3.16 in Karatzas and Shreve
(1991)), we deduce thatW1(·), . . . ,Wn(·) are independent Brownian motions, adapted
both to G and to the smaller filtration F =
{F(t)}
0≤t<∞ with
F(t) , FX(t) = σ(Xj(s) : 0 ≤ s ≤ t, j = 1, . . . , n), 0 ≤ t <∞.
It follows from (2.34) that the processes X(·), W (·) of (2.33), (2.34) solve on the
filtered probability space (Ω,F ,P), F the system of equations (2.6).
We have constructed a weak solution, and shown that this solution is unique
in the sense of the probability law (as is discussed in the end of the “Consolidation”
part of the Analysis section).
2.2.1.3 Lamperti-Jacobsen-type representations
From the stochastic differential equations (2.25) it is not difficult to check that the
processes
Ni(θ) , eMi(θ) , 0 ≤ θ <∞ (2.35)











dVi(θ) , 0 ≤ θ <∞ (2.36)





















, 0 ≤ t <∞, i = 1, . . . , n (2.37)
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for the solution X1(·), . . . , Xn(·) of the system (2.6) in terms of the diffusions in




, where Υ(·) = A−1(·) is

























, 0 ≤ θ <∞ , i = 1, . . . , n (2.38)
for the diffusions in (2.36), in terms of the processes X1(·), . . . , Xn(·) in (2.36).
2.2.1.4 Connection to Bessel and Squared-Bessel processes
For a brief introduction to Bessel and square-Bessel processes we refer the reader to
the Appendix which contains the definitions as well as a few known results regarding
the properties of these processes.







, 0 ≤ θ <∞ (2.39)
are independent 2-dimensional squared-Bessel processes:
dZi(θ) = 2 dθ + 2
√
Zi(θ) dVi(θ) , 0 ≤ θ <∞ , i = 1, . . . , n.







, 0 ≤ θ <∞ (2.40)




+ dVi(θ) , 0 ≤ θ <∞ , i = 1, . . . , n.
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In terms of the independent squared-Bessel processes in (2.39) (resp., the













, 0 ≤ t <∞













, 0 ≤ t <∞
for the processes Xi(·), i = 1, . . . , n. Here A(·) is the inverse of the continuous,











dξ , 0 ≤ θ <∞. (2.41)
From this representation, it is now possible to deduce Υ(∞) = ∞ a.s. for






































Zj(ξ) , 0 ≤ ξ <∞
is a squared-Bessel process in dimension 2n, by the additivity property of indepen-
dent squared-Bessel processes, (see Revuz and Yor (1999), (1.2) Theorem). But












holds a.s. This, in conjunction with (2.42), implies that for any value of β ∈ (0,∞)
we have Υ(∞) =∞ a.s., thus also A(∞) =∞ a.s.
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In fact, one can describe the asymptotic behavior of the process Υ(·), namely,
we have the asymptotic property (4.6).
Remark: As was noted in Goia (2009), the volatility-stabilized processes exhibit
some similarity with the classical Black-Scholes market model which consists of
n stocks with capitalizations following the geometric Brownian motions dynamics.
The Lamperti representation implies that the stock capitalizations in Black-Scholes
model can be represented as time-changed squared-Bessel processes, with the time
change being intrinsic to each stock. On the contrary, in the volatility-stabilized
markets, as well as in the generalized volatility-stabilized markets introduced here,
the time change process depends on the entire market but is the same for each stock.
2.2.2 Solution of the SDEs - The General Case
Since we already described how to construct a solution in the simple case in the
previous subsection, we can now make use of those observations in the general
case with α1 ≥ 0, . . . , αn ≥ 0, σ > 0, β > 0, and a given measurable function
K(·) : (0,∞)n → (0,∞).
2.2.2.1 Analysis
Suppose we have constructed a weak solution of the system (2.4); in other words,
suppose that on some filtered probability space (Ω,F ,P), F = {F(t)}
0≤t<∞ we
have constructed independent Brownian motions
(
W1(·), . . . ,Wn(·)
)
and continuous,
strictly positive and adapted processes
(
X1(·), . . . , Xn(·)
)
, such that the integral
version of (2.4) is satisfied, namely, for i = 1, . . . n, and 0 ≤ t <∞
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K(x) , x ∈ (0,∞)n.





T (X(s))]2 ds , 0 ≤ t <∞. (2.43)
This process A(·) is clearly adapted to the filtration FX = {FX(t)}
0≤t<∞, where
FX(t) , σ(Xi(s) : 0 ≤ s ≤ t, i = 1, . . . , n) , 0 ≤ t <∞.
We have A(0) = 0, and assume that
A(t) <∞, t ∈ (0,∞), and A(∞) =∞ a.s.1 (2.44)
Let us also denote by
Υ(θ) , inf
{
t ≥ 0 : A(t) > θ} , 0 ≤ θ <∞ (2.45)








, 0 ≤ θ <∞ (2.46)





, 0 ≤ θ <∞ , i = 1, . . . , n (2.47)
N(θ) =
(










T (N(θ))]2 , 0 ≤ θ <∞,








































In particular, with FN =
{FN(θ)}
0≤θ<∞ where
FN(θ) , σ(Nj(ξ) : 0 ≤ ξ ≤ θ, j = 1, . . . , n) , 0 ≤ θ <∞,
we see that the processes G(·), Υ(·) are FN -adapted.








T (X(t)) dWi(t) , 0 ≤ θ <∞, (2.49)
of the filtration H in (2.46). They satisfy
〈Vi, Vj〉(θ) = δij
∫ Υ(θ)
0





so V1(·), . . . , Vn(·) are independent Brownian motions by the P. Le´vy theorem (see for
instance Theorem 3.16 in Karatzas and Shreve (1991)). In terms of these processes,





, 0 ≤ t <∞ , i = 1, . . . , n (2.50)
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Ni(0) = xi ∈ (0,∞) , i = 1, . . . , n








, 0 ≤ θ <∞, (2.53)
and note from (2.52) that this process satisfies the stochastic differential equation
dZi(θ) = mi dθ + 2
√




x2βi =: zi > 0
for a squared-Bessel process in “dimension” mi , 2 + αi/(βσ2) ≥ 2, for each
i = 1, . . . , n.







, 0 ≤ θ <∞, (2.55)









xβi =: ri > 0
for a Bessel process in “dimension” mi = 2 + αi/(βσ
2) ≥ 2, for each i = 1, . . . , n.
Since the squared-Bessel SDE of (2.54) with dimension mi ≥ 2 admits a
pathwise unique, strong and strictly positive solution, we have
FNi (θ) = FZi (θ) = FVi (θ) , 0 ≤ θ <∞ , i = 1, . . . , n (2.57)
where we have defined the filtrations FNi (θ) , σ
(
Ni(ξ) : 0 ≤ ξ ≤ θ
)
, FZi (θ) ,
σ
(
Zi(ξ) : 0 ≤ ξ ≤ θ
)
, and FVi (θ) , σ
(
Vi(ξ) : 0 ≤ ξ ≤ θ
)
for every 0 ≤ θ < ∞
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and i = 1, . . . , n. Since the processes V1(·), . . . , Vn(·) are independent, (2.57) implies
that the squared-Bessel processes Z1(·), . . . , Zn(·) of (2.53) are also independent;
and thus so are the processes N1(·), . . . , Nn(·) of (2.52).
It follows also from (2.48), (2.50) and (2.53) that the inverse of the time-
change A(·) of (2.43) is given as
Υ(θ) = inf
{







































, 0 ≤ t <∞, (2.59)
for i = 1, . . . , n, are all FZ(∞)-measurable, since the process A(·) is the inverse of
the FZ-adapted process Υ(·) in (2.58).
In conclusion, we see that, if (2.44) is satisfied and if the vector processes
X(·) and W (·) are parts of a weak solution of the equation (2.1) or (2.4), then
X(·) is necessarily of the form (2.59), expressible in terms of some appropriate
independent squared-Bessel processes Z1(·), . . . , Zn(·) as in (2.54), in dimensions
m1, . . . ,mn, respectively. In particular, since the paths of
(
X1(·), . . . , Xn(·)
)
are
determined uniquely from the paths of
(
Z1(·), . . . , Zn(·)
)
, the joint distributions of(
X1(·), . . . , Xn(·)
)
are determined uniquely. In other words, uniqueness in distribu-
tion holds for the system of equations (2.1), as well as for the system of equations
(2.4).
Remark: For a specific choice of the function K(·), and the corresponding function
T (·) as in (2.3), one can use the representation in (2.58) and the properties of squared
Bessel processes to decide whether this choice of K(·) implies Υ(θ) <∞, θ ∈ (0,∞),
Chapter 2. System of SDEs for the Generalized Volatility-Stabilized
Processes 26
and Υ(∞) = ∞ a.s. (thus (2.44) also holds). Examples of sufficient conditions on
K(·) for these to be satisfied are discussed in Section 2.3.
2.2.3 Synthesis
Let us follow now this same thread in reverse, in an effort actually to construct
a weak solution to the system of (2.4). On a filtered probability space (Ω,F ,P),
F =
{F(t)}
0≤t<∞ rich enough to carry n independent standard Brownian motions
V1(·), . . . , Vn(·), we construct the squared-Bessel processes described by stochastic
equations of the form
dZi(θ) = mi dθ + 2
√
Zi(θ) dVi(θ) , Zi(0) =
1
(βσ)2
x2βi > 0 (2.60)
with mi = 2 + αi/(βσ
2) ≥ 2 for i = 1, . . . , n as in (2.54). These equations admit
pathwise unique, strong and strictly positive solutions, so
FZi (θ) = FVi (θ) , 0 ≤ θ <∞ , i = 1, . . . , n,
where FZi (θ) , σ
(
Zi(ξ) : 0 ≤ ξ ≤ θ
)
and FVi (θ) , σ
(
Vi(ξ) : 0 ≤ ξ ≤ θ
)
. Let us
also denote FZ =
{FZ(θ)}
0≤θ<∞, where
FZ(θ) , σ(Zi(ξ) : 0 ≤ ξ ≤ θ, i = 1, . . . , n) , 0 ≤ θ <∞.
In terms of the squared-Bessel processes Z(·) = (Z1(·), . . . , Zn(·)) and by analogy























for 0 ≤ θ <∞, as in (2.58). The function T is defined in (2.3). Obviously we have
Υ(0) = 0 a.s.
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Let us now assume that the process Υ(·) satisfies the following two proper-
ties2:
(P1) Υ(θ) <∞ a.s., for θ ∈ (0,∞) (2.62)
(P2) lim
θ→∞
Υ(θ) =∞ a.s. (2.63)
Next, we define the process A(·) as the inverse of Υ(·), that is
A(t) , inf
{
θ ≥ 0 : Υ(θ) > t} , 0 ≤ t <∞,
and note that the process A(·) is strictly increasing, continuous and satisfies A(0) =
0, A(t) <∞, t ∈ (0,∞), and A(∞) =∞ a.s.
Moreover, each A(t) is a stopping time of the filtration FZ , therefore
G =
{G(θ)}




, 0 ≤ θ <∞ (2.64)












, 0 ≤ t <∞ (2.66)
defined for i = 1, . . . , n according to (2.53) and (2.50), are respectively FZ-adapted
and G-adapted. Furthermore, X(·) = (X1(·), . . . , Xn(·)) is FZ(∞)-measurable
since the process A(·) is the inverse of the FZ-adapted process Υ(·). This means
that the paths of X(·) are determined uniquely from those of Z(·).





















T (X(s))]2 ds (2.67)
2Note again that since the process Υ(·) is strictly increasing, the inverse process A(·) is well-
defined even if Υ(·) does not satisfy the assumptions (P1) and (P2). These assumptions are
equivalent to (2.44) and sufficient conditions are discussed in Section 2.3.
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in accordance with (2.43); this means that A(·) is adapted to the filtration FX ={FX(t)}
0≤t<∞, where
FX(t) , σ(Xi(s) : 0 ≤ s ≤ t, i = 1, . . . , n) , 0 ≤ t <∞.
The processes Ni(·) of (2.65) are themselves independent one-dimensional diffusions












dVi(θ) , 0 ≤ θ <∞
Ni(0) = xi > 0 , i = 1, . . . , n

















































)) = ∫ A(t)
0
dVi(ξ)
T (N(ξ)) , 0 ≤ t <∞






T (N(ξ))]2 dξ = δij
∫ A(t)
0
Υ′(ξ) dξ = δijt , t ≥ 0,
thus W1(·), . . . ,Wn(·) are independent Brownian motions. Moreover, in terms of
these processes and using the representation in (2.67), we can write the equations
in (2.68) as
































































Ω,F ,P), FX , (X(·),W (·)) constitutes a weak solution of
the system of equations (2.4), which is equivalent to the system in (2.1). According
to our discussion in the Analysis section, uniqueness in distribution holds for this
system and the constructed solution does not explode in finite time assuming that
(2.44) is satisfied, i.e. the properties (P1) and (P2) stated in (2.62) and (2.63) are
satisfied (we will discuss sufficient conditions for this in more detail in the following
section).
Let us summarize the results of this section in the following proposition.
Proposition 2.1. Assume K(·) : (0,∞)n → (0,∞) is a measurable function and
that the properties (P1) and (P2) stated in (2.62) and (2.63) are satisfied. Then
there exist a unique in distribution weak solution for the system of equations (2.1),
and it does not explode in finite time.
Remark: We note that the properties (P1), (P2) of (2.62), (2.63) are not necessary
conditions for the existence of a weak solution. As is shown in Pickova (2013), even
if property (P1) of (2.62) is not satisfied there still exists a non-exploding weak
solution (at least, on an extension of the probability space). However, if property
(P2) of (2.63) is not satisfied, then this solution may explode in finite time.
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Remark: It is possible to extend the results of this section also to the case of path-
dependent K(·); one would need to introduce slightly more complicated notation,
but the whole construction would still hold and the solution will be unique in dis-
tribution and non-exploding, once the appropriate versions of conditions (P1) and
(P2) are satisfied.
2.3 Discussion of conditions on K(·)
In this section we will discuss conditions on the function K(·), under which the
time-change process Υ(·), defined in (2.61), satisfies the properties (P1) and (P2)
stated in (2.62) and (2.63), respectively. The main tool in proving the statements
below is finding bounds in terms of integral functionals of one-dimensional squared-
Bessel processes (respectively, functionals of one-dimensional Bessel processes), and
applying results known for these functionals.
2.3.1 Growth Conditions on K(·) to ensure property (P1)
In the following proposition, we state sufficient growth conditions on the function
K(·), that is, conditions implying that the time-change process Υ(·) defined in (2.61)
satisfies property (P1) in (2.62), namely, Υ(θ) < ∞ a.s. for all θ ∈ (0,∞) (i.e. it
does not explode in finite time).
Let us consider a measurable function K(·) : (0,∞)n → (0,∞) and the
following conditions:
1. There exists an integer ν ∈ {1, . . . , n} and a measurable function f : (0,∞)→
(0,∞) such that
K(x) ≥ f(xν), ∀x = (x1, . . . , xn) ∈ (0,∞)n, (2.69)
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and the function u 7→ [uf(u1/β)]−2 is locally integrable on (0,∞);
2. There exists an integer k ∈ {1, . . . , n}, a set of k integers ν1, . . . , νk ∈ {1, . . . , n},
and measurable functions f1, . . . , fk : (0,∞)→ (0,∞), such that
K(x) ≥ f1(xν1) ∧ . . . ∧ fk(xνk), ∀x = (x1, . . . , xn) ∈ (0,∞)n, (2.70)
where the functions u 7→ [ufi(u1/β)]−2 are locally integrable on (0,∞), for all
i ∈ {1, . . . , k};
3. There exists a non-increasing measurable function f : (0,∞) → (0,∞) such
that
K(x) ≥ f(||x||2β), ∀x = (x1, . . . , xn) ∈ (0,∞)n, (2.71)
and the function u 7→ [uf(u1/β)]−2 is locally integrable on (0,∞), where we
define ||x||p := (xp1 + · · ·+ xpn)1/p for any p > 0;









, ∀ x ∈ (0,∞)n (2.72)
where we define a ∧ b := min{a, b} for any a, b ∈ R.
Proposition 2.2. Assume K(·) : (0,∞)n → (0,∞) is a measurable function, and
one of the above conditions (2.69), (2.70), (2.71) or (2.72) holds. Then the time-
change process Υ(·) defined in (2.61) satisfies property (P1) in (2.62).














































where Cβ,σ,n is a scaling constant depending only on β, σ, and n.
In order to show that the process Υ(·) satisfies property (P1) in (2.62), note

























where we noted that Rν(·) :=
√
Zν(·) is a Bessel process in dimension mν ≥ 2.
The claim follows from Proposition A.1, and from the assumption that the function
[uf(u1/β)]−2 is locally integrable on (0,∞).




































































where we have denoted Rνi(·) :=
√
Zνi(·) a Bessel process in dimension mνi ≥ 2, for
i = 1, . . . , k. The claim again follows from Proposition A.1, and from the assumption
that functions [ufi(u
1/β)]−2 are locally integrable on (0,∞), for i = 1, . . . , k.
In the third case, using (2.71) and noting that f(·) is assumed to be a non-










































In other words, if we define R1(·) :=
√
Z1(·), a Bessel process in dimension m1 ≥ 2,












The claim follows once again from Proposition A.1, and from the assumption that
the function [uf(u1/β)]−2 is locally integrable on (0,∞).


























































β ∨ (R1(ξ))−2+2Kpβ dξ
where we have defined R1(·) :=
√
Z1(·), a Bessel process in dimension m1 ≥ 2. The
claim follows once again from Proposition A.1, and from the fact that the function[
u−2−2kp/β ∨ u−2+2Kp/β] is locally integrable on (0,∞).
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Furthermore, we have the following bound























where we have noted that R1(·) :=
√
Z1(·) is a Bessel process in dimension m1 ≥ 2,
respectively R(·) := √Z(·) = √Z1(·) + . . .+ Zn(·) is a Bessel process in dimension
m = m1 + . . . + mn > 2. The claim follows once again from Proposition A.1, and









integrable on (0,∞). 
2.3.2 Conditions on K(·) to ensure property (P2)
In the following proposition, we state conditions on K(·) that are sufficient so that
the process A(·) does not explode in finite time. In other words, the stated conditions
imply that the time-change process Υ(·) defined in (2.61), with T (·) defined in (2.3),
satisfies property (P2) in (2.63), that is Υ(θ)→∞ a.s. as θ →∞. As a consequence,
explosion of the system in (2.1) does not occur in finite time.
Proposition 2.3. Assume K(·) : (0,∞)n → (0,∞) is a measurable function
and there exists a measurable function f : (0,∞) → (0,∞) such that for all
x = (x1, . . . , xn) ∈ (0,∞)n
K(x) ≤ f(||x||2β), and
∫ ∞
a
[uf 2(u1/β)]−1 du =∞, (2.74)
where a :=
∑n





i > 0, and ||x||p := (xp1 + · · ·+ xpn)1/p for
any p > 0. Then the time-change process Υ(·) defined in (2.61) satisfies property
(P2) in (2.63).


































































where we have noted that R(·) := √Z(·) = √Z1(·) + . . .+ Zn(·) is a Bessel process
in dimension m = m1 + . . . + mn > 2 starting from R(0) =
√
a. The claim follows
from Proposition A.2, and from the assumption in (2.74). 
Remark: It is easy to see that if K(·) is bounded, i.e. if there exist real constants
Kmax > Kmin > 0 such that Kmin ≤ K(x) ≤ Kmax for all x ∈ (0,∞)n, then
conditions (2.69), (2.70), (2.71), (2.72), and (2.74) are trivially satisfied. Therefore,
if K(·) is bounded, the system of equations in (2.1) has a weak solution that is
unique in the sense of the probability distribution and does not explode in finite
time. Notice that K(·) need not be continuous.
2.4 Pathwise Uniqueness and Strength
After constructing a weak solution, a natural question arises: Is the constructed
solution strong? In other words, one would like to know if the processes X1(·), . . . ,
Xn(·) are adapted to the filtration FW =
{FW (t)}
0≤t<∞ of the driving Brownian
motion W (·) in (2.1), where we have denoted
FW (t) , σ(Wi(s) : 0 ≤ s ≤ t, i = 1, . . . , n) , 0 ≤ t <∞.
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In this section, we argue that under certain additional conditions, pathwise unique-
ness holds for the system of equations (2.1) in the state space (0,∞)n. As a conse-
quence, we obtain strength thanks to the results of Yamada and Watanabe (1971).
We will use the following notation for the (Euclidean) L2-norm || · ||2, resp.









, u ∈ Rn.
Assume that K(·) is continuous and bounded from above, i.e., assume there
exists a constant Kmax > 0 such that
K(x) ≤ Kmax , ∀ x ∈ (0,∞)n. (2.77)
Then the system of stochastic differential equations in (2.1) has a non-exploding
weak solution which is unique in distribution (according to the results of the previous




























for i = 1, . . . , n, with the state process X(·) = (X1(·), . . . , Xn(·)) taking values in
the strictly positive orthant (0,∞)n. If we define
Yi(t) , logXi(t) , 0 ≤ t <∞, i = 1, . . . , n, (2.79)
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for i = 1, . . . , n, where the state process Y (·) = (Y1(·), . . . , Yn(·)) takes values in Rn,
and we have defined the C∞-function ξ(·) : Rn 7→ (0,∞)n as
ξ(y) := (ey1 , . . . , eyn), ∀y ∈ Rn.
In addition to the assumption that K(·) is bounded, assume that K(·) is
differentiable in the strictly positive orthant (0,∞)n, and all of its partial derivatives
are locally bounded. Then, for any positive integer k there exists a constant Dk such
that




u = (u1, . . . , un) ∈ Rn | ||u||1 ≤ k
}
, k ≥ 1. (2.82)
We claim that under assumptions (2.77) and (2.81), namely if the function K(·)
is bounded and has locally bounded partial derivatives, pathwise uniqueness holds
for the system of equations (2.80) in the state space Rn, thus also for (2.78) in the
strictly positive orthant (0,∞)n thanks to the definition in (2.79).
We shall show that the coefficients of the equations in (2.80) are locally
Lipschitz in the state space. First, fix an arbitrary j ∈ {1, . . . , n} and p > 0,
and consider a function gpj (·) : Rn 7→ (0,∞) defined as follows





, y ∈ Rn. (2.83)
It is easy to see that all partial derivatives of the function gpj (·) are bounded on
compact sets in Rn. Therefore, for any positive integer k and u, v ∈ Bk, where Bk
is defined as in (2.82), there exist a constant Cp,k (which depends only on k and p)
such that
∣∣gpj (u)− gpj (v)∣∣ ≤ Cp,k ||u− v||1 , ∀ u, v ∈ Bk. (2.84)
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The corresponding drift vector b(·) = {bi(·)}1≤i≤n and the dispersion matrix

















respectively, for y ∈ Rn, 1 ≤ i, j ≤ n, recalling the definition in (2.83). Thanks to
the bounds in (2.81) and (2.84), and since for any positive integer k and p > 0 we
have
∣∣gpj (y)∣∣ ≤ epk(nek)p for y ∈ Bk, all the partial derivatives of the functions in
(2.85) are locally bounded, in particular for any 1 ≤ i, j ≤ n, any positive integer k
and any y ∈ Bk, we have∣∣∣∣ ∂∂yj bi(y)
∣∣∣∣ ≤ αi2 [C2β,k ·K2max + e2β(nek)2β · 2Kmax ·Dk · ek],∣∣∣∣ ∂∂yj sii(y)
∣∣∣∣ ≤ σ [Cβ,k ·Kmax + eβ(nek)β ·Dk · ek].
Therefore, there exists a constant K˜k,α,β,σ,n which depends only on the values of
k, αmax, β, σ and n, such that for any positive integer k and any u, v ∈ Bk
||b(u)− b(v)||2 + ||s(u)− s(v)||2 ≤ K˜k,α,β,σ,n ||u− v||2.
In other words, the coefficients in (2.80) are locally Lipschitz in the state space
Rn. Hence, pathwise uniqueness holds for (2.80), thanks to the Itoˆ theory (see for
instance Theorem 5.2.5 in Karatzas and Shreve (1991)), which, in conjunction with
the existence of a weak solution, implies strength (thanks to the results of Yamada
and Watanabe (1971)). In conclusion, the system in (2.1) admits a pathwise unique
strong solution under the above stated assumptions on K(·). Let us summarize this
result in the following proposition.
Proposition 2.4. Assume K(·) : (0,∞)n → (0,∞) is a continuous and diffe-
rentiable function such that (2.77) and (2.81) are satisfied (namely, it is bounded
and has locally bounded partial derivatives). Then the system in (2.1) admits a
pathwise unique strong solution.
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Remark: The assumptions on K(·) can be further relaxed. In particular, if K(·) is
bounded and locally Lipschitz, then again the coefficients in (2.80) are locally Lip-
schitz in the state space Rn, and pathwise uniqueness holds for (2.80), respectively
(2.1).




processes in Stochastic Portfolio
Theory
In this chapter we will describe the properties and the role of the Generalized
Volatility-Stabilized processes within the framework of Stochastic Portfolio The-
ory. Let us start with a brief overview of the basic concepts of stochastic portfolio
theory, introduce some definitions and statements that we will use in the following
sections. For more details we refer the reader to the monograph Fernholz (2002)
and to the survey paper Fernholz and Karatzas (2009), as well as the references
mentioned there.
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3.1 Basic Concepts of Stochastic Portfolio Theory
Consider a modelM for a financial market consisting of n stocks with capitalizations









Xi(0) = xi > 0, i = 1, . . . , n,
driven by the d-dimensional Brownian motion W (·) = (W1(·), . . . ,Wd(·)), with
d ≥ n ≥ 2, on a complete probability space (Ω,F ,P) equipped with a filtra-
tion F =
{F(t)}
0≤t<∞. We shall assume that the vector-valued process X(·) =(
X1(·), . . . , Xn(·)
)′
of stocks’ capitalizations, as well as the vector-valued process
b(·) = (b1(·), . . . , bn(·))′ of rates of return, and the (n × d)-matrix-valued process
s(·) = (siν)1≤i≤n,1≤ν≤d of stock-price volatilities are all F-progressively measurable,
where the filtration F (which represents the “flow of information” in the market), is
part of a weak solution to the system of stochastic differential equations in (3.1) and
satisfies the usual conditions of right-continuity and augmentation by P-negligible
sets. Note, that it does not necessarily have to be the filtration generated by the
Brownian motion itself.
We also assume that there exist a weak solution to the system of stochastic
differential equations in (3.1). An example of a sufficient condition for this is that











dt < ∞, a.s. (3.2)










Xi(0) = xi > 0, i = 1, . . . , n,
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where we have introduced











Here a(·) = (aij(·))1≤i,j≤n is the nonnegative definite matrix-valued covariance pro-
cess of the stocks in the market, and γi(·) will further be referred to as the growth
rate of the ith stock.
Next, we define a long-only portfolio rule pi(·) = (pi1(·), . . . , pin(·)), that is, an
F-progressively measurable process, with values in the simplex
∆n =
{
(x1, . . . , xn) ∈ Rn|x1 ≥ 0, . . . , xn ≥ 0 and x1 + · · ·+ xn = 1
}
. (3.5)
The quantity pii(t) is interpreted as the proportion of wealth invested in the ith
stock at time t.
The wealth process V ω,pi(t), which corresponds to a portfolio rule pi(·) and













V ω,pi(0) = ω,








the rate of return and the volatility coefficients, respectively, associated with the
portfolio pi(·).
Using elementary stochastic calculus as in (3.3), we can write the dynamics









ω,pi(0) = ω, (3.8)























is the excess growth rate of the portfolio pi(·). The excess growth rate is always
nonnegative for any long-only portfolio (see Lemma 3.3 in Fernholz and Karatzas
(2009), and the alternative expression (3.10) below). Under certain conditions on
the market (see Remark 3.2 in Fernholz and Karatzas (2009)), the excess growth
rate is strictly positive for portfolios that do not concentrate their holdings in just
one stock (that is if pii(t) > 0 holds a.s. for all i = 1, . . . , n and t ≥ 0).



















, 1 ≤ i, j ≤ n. (3.11)
It is of key interest in mathematical finance, whether it is possible to outper-
form a given strategy. The assumption that such outperformance is not possible is
common in classical mathematical finance, and one is usually interested in finding
what conditions on the underlying model would prevent such “arbitrage”. Stochas-
tic portfolio theory, on the contrary, does not rule out arbitrage, and studies the
market characteristics that allow for the possibility of outperformance. We say that
a portfolio rule pi(·) is an arbitrage opportunity relative to (equivalently, outper-
forms) the portfolio rule ρ(·) over the time horizon [0, T ], with T > 0 a given real





V ω,pi(T ) ≥ V ω,ρ(T )] = 1 and P[V ω,pi(T ) > V ω,ρ(T )] > 0. (3.12)
Moreover, if we have
P
[
V ω,pi(T ) > V ω,ρ(T )
]
= 1, (3.13)
we say that pi(·) is a strong arbitrage opportunity relative to ρ(·) (equivalently,
strongly outperforms ρ(·)). The notion of relative arbitrage was introduced by
Fernholz (2002). Under certain conditions on the market model M, Fernholz and
Karatzas (2009) show that the existence of relative arbitrage implies the absence of
equivalent martingale measure in the market model M. In the following, we shall
use the notation V pi(t) := V 1,pi(t) whenever we start with initial capital ω = 1.
An important long-only portfolio (and also a natural choice for a reference




X1(t) + . . .+Xn(t)
, i = 1, . . . n. (3.14)






X1(t) + . . .+Xn(t)
)







X1(t) + . . .+Xn(t)
)
, 0 ≤ t <∞
where x = X1(0) + . . .+Xn(0). Therefore, holding the market portfolio amounts to
owning the entire market in proportion to the initial capital.
We say, that the market modelM of (3.1) and (3.2) is coherent if the relative





logµi(T ) = 0 , a.s., for each i = 1, . . . , n, (3.15)
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that is, if none of the stocks decline too rapidly with respect to the market as a
whole.







of the market portfolio measures the average relative variance rate of stocks in the
market at any given time, as it is the average of relative market capitalization of
the individual stocks’ relative variance rates τµii(·) with respect to the market. If
it is bounded away from zero over a period of time, i.e., if there exists a constant
ζ ∈ (0,∞) such that
γ∗µ(t) ≥ ζ, ∀ 0 ≤ t ≤ T
holds with probability one, then certain types of portfolios outperform the market
portfolio over the fixed time horizon [0, T ], with T ∈ (0,∞) a given real number,
as was shown in Proposition 3.1 in Fernholz and Karatzas (2005). Another way
to construct arbitrage opportunities is using the functionally generated portfolios
(see Chapter III in Fernholz and Karatzas (2009)). In the next subsection, we will
provide examples of arbitrage opportunities in a particular financial market, the
Generalized Volatility-stabilized market (GVSM) which assumes the dynamics in
(2.1) for stocks’ capitalizations.
3.2 Arbitrage Opportunities in Generalized
Volatility-Stabilized Markets
As we have already mentioned, the special case of the system in (2.1) with β = 1/2
and K(·) ≡ 1 corresponds to the volatility-stabilized market models which were
introduced in Fernholz and Karatzas (2005). These markets exhibit one of the
features observed in the real-life equity markets, in particular, the fact that small
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stocks tend to have bigger growth rates and are more volatile than the largest stocks
in the markets. Fernholz and Karatzas (2005) discuss arbitrage opportunities that
are present in these markets which we will now extend to the more general system
in (2.1).
Let us first consider the case of the system in (2.1) with K(·) ≡ 1 but β > 0,






























for all i = 1, . . . , n, where αi ≥ 0, σ > 0, β > 0 are given constants, µ(·) =(
µ1(·), . . . , µn(·)
)






X1(t) + · · ·+Xn(t) , i = 1, . . . , n
and
(
W1(·), . . . ,Wn(·)
)
is n-dimensional Brownian motion.
3.2.0.1 Excess growth rate of the market portfolio and the diversity
weighted portfolio
Assuming that the dynamics of the processes Xi(·) are described by the system of























Therefore, we have for this model
aµµ(t) := µ(t)a(t)µ










































Let us show that the excess growth rate γ∗µ(t) of the market portfolio is
bounded away from zero, if 1/2 ≤ β < ∞; indeed, since all market weights are













(n− 1) > 0 (3.18)
for n ≥ 2. Therefore, in this case, the condition (3.2) in Proposition 3.1 in Fernholz
and Karatzas (2005) is satisfied with Γ(t) = tσ2 (n− 1)/2, and the model of (3.16)
admits relative arbitrage opportunities, namely there exist a sufficiently large real
number c > 0 such that the portfolio rule
pii(t) :=
cµi(t)− µi(t)logµi(t)
c−∑nj=1 µj(t)logµj(t) , j = 1, . . . n
outperforms the market portfolio at least on the time-horizons [0, T ] with T >
2log(n)/
[
σ2(n−1)] (for the proof we refer the reader to Proposition 3.1 in Fernholz
and Karatzas (2005)).
If β ∈ (0, 1/2), then γ∗µ(t) can get arbitrarily close to zero whenever µ(1) =
maxi=1,...,n{µi} approaches one. Hence, condition (3.2) in Fernholz and Karatzas
(2005) is not satisfied in this case.
However, one can construct a simple example of an arbitrage relative to the
market portfolio that works for any value of β > 0, as follows. With 0 < p < 1 and










)p , i = 1, . . . n. (3.19)
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δij for the elements of the vari-














































where the inequality is only valid if p ≤ 2β. Since the function ∆n 3 pi 7→∑ni=1(pii)p
attains its maximum, namely n1−p, over the simplex ∆n defined in (3.5), at the











































) )+ (1− p)∫ T
0
γ∗µ(p)(t) dt , a.s. (3.21)
for the wealth process V µ
(p)
(·) of the diversity-weighted portfolio µ(p)i (·) in (3.19)
(see (7.5) in Fernholz and Karatzas (2009)). Notice that there is no stochastic
integral term on the right hand side of the expression (3.21); this will allow us
to make pathwise comparisons as follows: Since the function D(pi) takes values in
[1, n(1−p)/p] for all pi ∈ ∆n, and thanks to the lower bound on γ∗
µ(p)


















) )+ (1− p)∫ T
0
γ∗µ(p)(t) dt (3.22)















np(1− 1/n) =: T
∗(β, σ, n).
In other words, the diversity-weighted portfolio of (3.19) outperforms the mar-
ket portfolio over sufficiently large time horizons [0, T ], namely with T > T ∗(β, σ, n).
Notice, that the threshold T ∗(β, σ, n) depends on the choice of parameter β through
the requirement p ≤ 2β. If the parameter β → 0, we also need to choose p ≤ 2β → 0,
and then the threshold T ∗(β, σ, n)→∞ (which means one needs to wait longer for
the arbitrage). On the other hand, if either the volatility parameter σ or the number
of stocks n increases to infinity, then T ∗(β, σ, n)→ 0.
Remark: When 0 < β < 1/2, we can show that if we choose p = 2β, then in the
model of (3.16) the excess growth rate of the diversity-weighted portfolio dominates
the excess growth rate of the market portfolio at any time t > 0:
γ∗µ(p)(t) ≥ γ∗µ(t).
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which completes the argument. (Notice that diversity-weighted portfolios are de-
fined for p ∈ (0, 1) only, therefore we needed the condition 0 < β < 1/2 in order to
be able to choose p = 2β and still have p ∈ (0, 1). )
3.2.0.2 Generalized excess growth rate of the market portfolio
We can construct a similar example of an arbitrage that is valid for any value of
β > 0 using the notion of generalized excess growth rate and Proposition 3.8 in
Fernholz and Karatzas (2005).
Notice that in model (3.16) we have sµν(t) =
∑n






















































τµii(t), 0 < p < 1
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Assume now that we choose p ∈ (0, 1) so that 0 < p ≤ 2β. Then we also have






















)2−p ≥ 1, (3.24)

















For the second term on the right-hand side in (3.23) and for every fixed t, we
need to consider two cases:
First, if all market weights are smaller than 1/2, i.e., 0 < µi(t) ≤ 1/2 for
i = 1, . . . , n, then we have
(
µi(t)













= 22β−p(n− 2) ≥ n− 2 .
Secondly, if one of the market weights is bigger than 1/2, i.e., there exist an
integer 1 ≤ j ≤ n such that 1/2 < µj(t) ≤ 1, the remaining market weights must
then all be strictly less than 1/2, i.e., 0 < µi(t) < 1/2 for i 6= j. In this case we have
1 ≤ (µj(t))p−2β ≤ 22β−p, and (µi(t))p−2β ≥ 22β−p for i 6= j, and moreover we have
































[− 1 + (n− 1)− 2(1− µj(t))]
= 22β−p(n− 4 + 2µj(t)) > 22β−p(n− 3) > n− 3 ;








> n− 3 . (3.25)
If we combine (3.23), (3.24) and (3.25) together, still under the assumption
that 0 < p ≤ 2β, we obtain
2
σ2
γ∗µ,p(t) > 1 + n− 3 = n− 2, (3.26)
and γ∗µ,p(t) > 0 for n ≥ 2 and all t. Now, Proposition 3.8 in Fernholz and Karatzas
(2005) guarantees that, over sufficiently long time-horizons [0, T ] (in particular, with
T > 2
pσ2
· log(n) · n1−p
n−2 ), there exist arbitrages relative to the market portfolio µ(·).








)p + (1− p)µi(t), i = 1, . . . n (3.27)
is a strong arbitrage opportunity relative to the market portfolio µ(t) in the sense
of definition (3.13).
Notice that the portfolio of (3.27) is a convex combination, with fixed weights
1−p and p, of the market portfolio and of the diversity-weighted portfolio of (3.19),
respectively. Note also that if β ≥ 1/2 one can choose p ∈ (0, 1) arbitrarily, but if
0 < β < 1/2 one needs to choose p ∈ (0, 2β], in order to get the inequality in (3.24).
3.2.0.3 Short-term Arbitrage in the General Model




























































Consider the case of K(·) bounded away from zero, i.e., there exists Kmin > 0
such that Kmin ≤ K(u) for all u ∈ (0,∞)n. Then the excess growth rate of the











(n− 1)K2min > 0,
whenever β ∈ [1/2,∞), thanks to (3.18).
Moreover, for any value of β ∈ (0,∞) and arbitrary p ≤ 2β, the excess
growth rate of the diversity-weighted portfolio, defined in (3.19), is bounded away















Therefore, recalling the formula in (3.21), and the computations in (3.22), there
exist strong arbitrage opportunities relative to the market portfolio over sufficiently





· log(n) · n
1−p
n− 1 =: T
∗(β, σ, n,Kmin)
the diversity-weighted portfolio µ(p)(·) outperforms the market over [0, T ].
If in addition to the assumption that K(·) is bounded away from zero, we
assume that β ≥ 1/2, then we obtain from (3.28) a lower bound on the individual
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This allows to use the same approach as in Proposition 2 in Section 5 of Banner and
Fernholz (2008), and construct a portfolio which is guaranteed to outperform the
market portfolio over arbitrarily short time horizon (“short-term arbitrage”). Note,
that if σ2K2min ≥ 1, then we can use exactly the same construction (and the same
portfolio rule) as in Proposition 2 in Section 5 of Banner and Fernholz (2008). If
σ2K2min < 1, then only minor adjustments are needed. Hence, if K(·) is bounded
and β ≥ 1/2, then short-term arbitrage exists in the model of (2.1).
We summarize the results of this section in the following proposition.
Proposition 3.1. If the function K(·) is bounded away from zero, then there exist
strong long-term arbitrage opportunities in the financial market with stocks’ capital-
izations following the system in (2.1). If in addition β ≥ 1/2, then strong short-term
arbitrage is present in this market.
Example: Let us conclude with a simple example of systems that lead to markets
in which both long-term and short-term arbitrage opportunities are present. It is
easy to see that if K(·) is chosen to be the reciprocal of the Lp-norm of the market
weights (defined in (2.2)), with p ≥ 1, then K(·) is bounded on the state space
and has locally bounded partial derivatives. Therefore, the corresponding system of


















Xi(0) = xi > 0 , i = 1, . . . , n,
has a unique in distribution weak solution, and it also admits a pathwise unique,
strong solution. Moreover, according to the results obove, if β ≥ 1/2, then short-
term (as well as long-term) arbitrage opportunities exist in the model described by
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(3.29).
Remark: Assuming that the function K(·) is bounded and β ≤ 1/2, one can use the
so-called ”market price of risk” process to compute the corresponding exponential
local martingale (for definitions and more details, see Remark 2.1 in Fernholz and



































. This process is in fact strict local martingale, according to
the Proposition 3.4 in Fernholz and Karatzas (2005). Indeed, there are arbitrage
opportunities present in the market models under consideration, in particular, we
showed that a long-only portfolio (diversity-weighted portfolio) is an arbitrage op-
portunity relative to another long only portfolio (the market portfolio), hence, it is
obvious that there cannot exist an equivalent martingale measure.
3.3 Market Weights and the Diversity Weighted
Portfolio
Let us consider in this section the case of the system in (2.1) with K(·) ≡ 1, that








)β dWi(t) , (3.30)
Xi(0) = xi > 0 , i = 1, . . . , n






X1(t) + . . .+Xn(t)
,
andW (·) = (W1(·), . . . ,Wn(·)) is an n-dimensional Brownian motion with an integer
n ≥ 2.
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3.3.0.4 Dynamics of the Market Weights under the GVSM


















for each i = 1, . . . , n. Then, for the strictly positive process S(·) = X1(·)+. . .+Xn(·)







































Direct application of multidimensional Itoˆ’s rule, where the function f(u, v) = u/v












)2 dS(t) + 12 2Xi(t)(S(t))3 d〈S〉(t)− 1(S(t))2 d〈Xi, S〉(t).
Hence, recalling (3.31), (3.32), and substituting µi(t) = Xi(t)/S(t), we obtain the








































Note (as a sanity check) that the sum over i = 1, . . . , n of both the drift and diffusion
terms in this equation is zero, as it should for dµ1(t) + · · ·+ dµn(t) = d
(
µ1(t) +
· · · + µn(t)
)











































which is an equation for a diffusion process with values in the strictly positive
simplex.
From (3.34), it is now easy to derive the variance-covariance structure of the
system of market weights, in particular for i 6= j we have
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Remark: Note that in the special case of β = 1/2, α1 = . . . = αn = α ≥ 0 and
























































As was shown already in Goia (2009) and Pal (2011), this system of stochastic

























dWν(s), 0 ≤ t <∞
are standard, but dependent, Brownian motions by P. Le´vy’s theorem (see for in-
stance Theorem 3.16 in Karatzas and Shreve (1991)). Since for the case of n = 2,
the first coordinate of the Wright-Fisher diffusion is also known as the Jacobi diffu-
sion, the general class is also referred to as the multidimensional Jacobi diffusions
(see Goia (2009)).
Thus in the case β = 1/2, α1 = . . . = αn = α ≥ 0 and σ = 1, not only is(
µ1(·), . . . , µn(·)
)
a diffusion with values in the positive simplex, but each one of the
components is a Wright-Fisher diffusion of the form (3.36) in the interval (0, 1) in
its own right.
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3.3.0.5 Dynamics of the Weights of the Diversity Weighted Portfolio
under the GVSM



















and p ∈ (0, 1]. For the special case of p = 1 we will continue using the notation
S(t) = S(1)(t) = X1(t) + . . .+Xn(t),
for the process solving the stochastic differential equation in (3.32). We will in par-
ticular be interested in the case of p = 2β for β ∈ (0, 1/2].

















2β(2β − 1)(Xi(t))2β−2 d〈Xi〉(t)




































dWν(s), 0 ≤ t <∞
is a standard Brownian motion by P. Le´vy’s theorem (see for instance Theorem 3.16
in Karatzas and Shreve (1991)).
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Remark: Note that in the special case of β = 1/2, the process S(·), as in (3.32),







































dWν(s), 0 ≤ t <∞
is another standard Brownian motion by P. Le´vy’s theorem (see for instance Theo-
rem 3.16 in Karatzas and Shreve (1991)). In other words, in this case the process S(·)
is a geometric Brownian motion, as was already observed in Fernholz and Karatzas
(2005).
In order to derive the dynamics for the weights of the diversity weighted
portfolio µ
(2β)
i (t) we will again apply multidimensional Itoˆ’s rule, with the function




















)3 d〈S(2β)〉(t) − 1(
S(2β)(t)
)2 d〈(Xi(t))2β, S(2β)〉(t)







































































































From (3.38), it is easy to derive the variance-covariance structure of the sys-
tem of the weights µ
(2β)































































































































Similarly as before, choosing β = 1/2 and σ = 1 leads to the special case of
Wright-Fisher diffusion as in (3.36).
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Chapter 4
Asymptotics for the Generalized
Volatility-Stabilized Processes
Let us consider in this section the case of the system in (2.1) with
K(·) ≡ 1, and α1 = . . . = αn = α ≥ 0 (4.1)
The assumption on equal drift coefficients is made here only in order to simplify the
notation, the extension to the more general case is rather straightforward. In other
words, we are assuming the following system of stochastic differential equations for












)β dWi(t) , i = 1, . . . , n (4.2)
where β > 0, and σ > 0 are given real numbers.
We have constructed a weak solution of the system of stochastic differen-
tial equations (4.2), and argued that both uniqueness in distribution and pathwise
uniqueness hold for this system, hence this solution is strong. Furthermore, us-
ing (2.65) and (2.66) we expressed the solution in terms of independent squared-
Bessel processes Zi(·) which satisfy the equations in (2.54), (respectively, indepen-
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, 0 ≤ t <∞ , i = 1, . . . , n.
(4.3)
Note, that under the setting of this section, i.e. (4.1), all processes Zi(·), as well as
Ri(·), have “dimension” m = m1 = . . . = mn = 2 + αβσ2 . We will use the represen-
tations in (4.3) and the asymptotic properties known for squared-Bessel processes
(respectively, for Bessel processes), to derive some asymptotic properties of the pro-
cesses Xi(·), as well as the market weights µi(·), following the model in (4.2).
Remark: Recall that we have used the representation (2.41) of the time-change
process Υ(·) defined in (2.32) in terms of squared-Bessel processes Zi(·) of (2.53),
when we showed that Υ(∞) = ∞ a.s., see the inequality in (2.42). Note that we











2n− 2 , a.s. (4.4)
of the squared-Bessel process Z(·) = ∑nj=1 Zj(·) in “dimension” (2.n) > 2. The
statement (4.4) is a direct consequence of Lemma 4.2 in Cherny (2000); for com-
pleteness, we will establish it in subsection 4.3.
In order to derive the asymptotic properties of the market under the model
of (4.2), we will determine the asymptotic behavior of the time-change process Υ(·)
defined in (2.45) which can be expressed in terms of squared-Bessel processes Zi(·)












dξ , 0 ≤ θ <∞ (4.5)
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which is just a special case of (2.58).
In particular, we will prove in subsection 4.3 that process Υ(·) of (4.5) satisfies













)1/(2β))2β dξ −→θ↗∞ φ(1) , a.s., (4.6)











)1/(2β))−2β (q1 . . . qn)m/2−1e−(q1+···+qn)/(2θ)(
(2θ)m/2Γ(m/2)





for 0 < θ <∞, and with Γ(·) denoting the Gamma function. We shall also show in
subsection 4.3 that this quantity is finite.
4.1 Some Asymptotic Results - the Case of
α = 0, that is m = 2
Considering the case whenmi = m = 2, we know that 2-dimensional Bessel processes






























= −∞ , a.s.
















































































= −∞ , a.s.
These results show that the market is not coherent (in the a.s. sense of Definition
2.1.1 in Fernholz (2002))when α = 0.
4.2 Some Asymptotic Results - the Case of
α > 0, that is m > 2
For the Bessel processes in “dimension” mi = m > 2 of (2.55) one can show that





















we now obtain (using same derivation as in (4.9))
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for the total capitalization of the entire market and for the biggest stock X(1)(t) =
max1≤j≤nXj(t). In particular, it follows from (4.11), (4.12) that the model of (4.2)





logµi(t) = 0 , a.s.
















)2β dt = βσ4αφ(1) , a.s. (4.13)
























































where in the last equality we substituted m = 2+α/(βσ2). The claim (4.13) follows
from this.
4.3 Proofs of (4.4) and (4.6)
4.3.1 Proof of (4.4)
We shall show that for a squared-Bessel process Z(·) in “dimension” d > 2, namely,
a diffusion process that satisfies the SDE
dZ(t) = d dt+ 2
√
Z(t) dV (t) , Z(0) = z ≥ 0 (4.14)
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d− 2 , a.s. (4.15)
With z > 0 as in (2.54), this will prove the claim (4.4). Notice that any other
positive number (i.e. take c > 0 instead of 1) taken as the lower bound of the
integral in (4.15) yields the same limit.
As we mentioned already, this statement was proved in Lemma 4.2 in Cherny
(2000). In fact, this result (for an integer dimension m) is stated as Exercise (3.20),
Chapter X in Revuz and Yor (1999). For completeness, we repeat the proof here,
as we will use the same approach in proving (4.6).











t≥0 for any c > 0,
which follows from the scaling property of Brownian motion (see Revuz and Yor







ds , k = 0, 1, . . .



































E(ξ0|I) , a.s. (4.16)




σ(ξn, ξn+1, . . .)
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Z(s), s ≥ t) =: Z.
We claim that the σ-algebra Z is trivial, and argue as follows: thanks to the
strong solvability of the stochastic differential equation (4.14) we know that the tail
σ-algebra Z is the same as the tail σ-algebra of the Brownian motion V (·), namely
V , ⋂t>0 σ(V (s), s ≥ t). Then Blumenthal’s zero-one law (see Blumenthal (1957))
implies that the σ-algebra FV (0+) = ⋂t>0FV (t) = ⋂t>0 σ(V (s), s ≤ t) is trivial.













which means that the triviality of FV (0+) implies the triviality of V . Consequently,
the σ-algebra Z is trivial.
But then the σ-algebra I is also trivial, so we can compute the expectation
in (4.16) as








ds = f(1) =
1


































21+`/2 Γ(1 + `/2)
2 du =
1










for ` , d− 2. Note that we have used the known formula for the transition density
of the d-dimensional squared-Bessel process (see for instance, Revuz and Yor (1999),
p.441, Corollary 1.4) and Γ(·) denotes the Gamma function.
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ds = E(ξ0|I) = 1
d− 2 , a.s.
Now for any given z > 0, the first hitting time Tz , inf{t ≥ 0 : Zt = z} is
a.s. finite (since any squared-Bessel process in “dimension” d > 2 is transient); and
by the strong Markov property, Zˆ(·) = Z(· + TZ) is also a squared-Bessel process,

















d− 2 , a.s.,
and the proof of (4.15), thus also (4.4), is complete.
4.3.2 Proof of (4.6)
We shall show that for n independent copies Z1(·), . . . , Zn(·) of the squared-Bessel
process in “dimension” m ≥ 2, namely
dZj(t) = m dt+ 2
√
Zj(t) dVj(t) , Zj(0) = zj ≥ 0 (4.19)











)1/(2β))2β ds = φ(1) ∈ (0,∞) , a.s. (4.20)
in the notation of (4.7). With z1 > 0, . . . , zn > 0 this will prove claim (4.6). Notice
that any other positive number (i.e. take c > 0 instead of 1) taken as the lower
bound of the integral in (4.20) yields the same limit.
From the definition of φ(θ) in (4.7) it is obvious that φ(θ) = φ(1)/θ > 0 for
0 < θ <∞. To show that φ(1) <∞, consider first the case when m > 2. Note that,
if we introduce independent random variables Q1, . . . , Qn with common distribution
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where the inequality follows from the fact that the variables Qj are non-negative for
all j = 1, . . . , n. We have recalled here the notation and computation of (4.18).






















where Q1, . . . , Qn are independent random variables with common exponential λ =



















































Hence, we have shown that φ(1) is positive and finite for any m ≥ 2.
Now, in order to prove the limiting property in (4.20), we shall mimic the
argument that led to the proof of (4.4), starting with the case z1 = . . . = zn =
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0. Then the independence and scaling properties of the squared-Bessel processes








)1/(2β))2β ds , i = 0, 1, . . .



































)1/(2β))2β ds = η0,














E(η0|I) , a.s. (4.22)







, 0 ≤ s <∞,
and I, the σ-algebra of invariant sets, is included in the tail σ-algebra of the se-
quence {ηk}k∈N0 , which is in turn included in the tail σ-algebra of the n-dimensional
Brownian motion V (·) = (V1(·), . . . , Vn(·)) (again by the strong solvability of the
stochastic differential equation (4.14)). For this Brownian motion V (·) the σ-algebra
FV (0+) = ⋂t>0FV (t) is trivial, by Blumenthal’s zero-one law (see Blumenthal












shows that V = ⋂t>0 σ(V (s), s ≥ t) is trivial. Consequently, I is trivial as well, and
therefore we have
















ds = φ(1) , a.s.
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ds = E(η0|I) = φ(1) , a.s.
We have shown the limiting property in (4.20) for the case z1 = . . . = zn = 0
(this was important when applying the scaling property). Now we will argue that
it holds even for a starting point in the positive orthant, that is, the case when
z1 > 0, . . . , zn > 0.
Let us now consider two systems of squared-Bessel processes. Together with
the system of n independent squared-Bessel processes Z1(·), . . . , Zn(·) with starting
points Z1(0) = z1 > 0, . . . , Zn(0) = zn > 0 of (4.19), let us denote by Z
0
1(·), . . . , Z0n(·)
the squared-Bessel processes with the same “dimension” m and the same generating
independent Brownian motions V1(·), . . . , Vn(·) as in (4.19) but starting from the
origin Z01(0) = 0, . . . , Z
0
n(0) = 0, namely for j = 1, . . . , n we have
dZj(t) = m dt+ 2
√
Zj(t) dVj(t) , Zj(0) = zj > 0, (4.23)
dZ0j (t) = m dt+ 2
√
Z0j (t) dVj(t) , Z
0
j (0) = 0, (4.24)
where V1(·), . . . , Vn(·) are independent Brownian motions. Then the comparison
theorem (see Karatzas and Shreve (1991), Proposition 2.18 on p. 293) gives us for
every j = 1, . . . , n
























)1/(2β))2β ds = φ(1) , a.s.(4.25)
thanks to the first part of the proof.
Let us now consider another system of squared-Bessel processes. In partic-
ular, let us first denote by Z˜01(·), . . . , Z˜0n(·) the squared-Bessel processes with the
“dimension” m and starting from the origin, that is, for j = 1, . . . , n we have
dZ˜0j (t) = m dt+ 2
√
Z˜0j (t) dWj(t) , Z˜
0
j (0) = 0, (4.26)
where W1(·), . . . ,Wn(·) are independent Brownian motions which are independent




t > 0 : min
i=1,...,n
Z˜0i (t) = zmax
}
.
we know that τ <∞ a.s., since the squared-Bessel processes in “dimension” greater
than two are transient, and the squared-Bessel processes Z in dimension two satisfies
P(supt Z(t) =∞) = 1. After time τ , we use the processes V1(·) +W1(τ), . . . , Vn(·) +
Wn(τ) as the generating Brownian motions for the processes Z˜
0
1(·), . . . , Z˜0n(·) and we
also define for j = 1, . . . , n the processes
Z˜j(t) := Z˜
0
j (τ + t) , 0 ≤ t <∞.
Therefore, we have
dZj(t) = m dt+ 2
√
Zj(t) dVj(t) , Zj(0) = zj ≤ zmax, (4.27)
dZ˜j(t) = m dt+ 2
√
Z˜j(t) dVj(t) , Z˜j(0) ≥ zmax (4.28)
Using the comparison theorem again, we obtain for every j = 1, . . . , n
P(Zj(t) ≤ Z˜j(t), ∀ 0 ≤ t <∞) = 1.


































)1/(2β))2β ds = φ(1) , a.s.
thanks to the first part of the proof.
Combining (4.25) and (4.29) together, we see that the limiting property in
(4.20) holds also in the case when z1 > 0, . . . , zn > 0.
This finishes the proof of (4.6).
Chapter 5. Conclusion and future directions 76
Chapter 5
Conclusion and future directions
As a conclusion, we will provide in this Chapter a brief list of related open questions,
possible extensions and future research directions.
5.1 Study of explosions
Let us return to the discussion in Section 2.3, where we stated sufficient conditions
on the given function K(·), so that the properties (P1) and (P2), as in (2.62) and
(2.63), are satisfied by the time-change process Υ(·) defined in (2.61), with T (·)
defined in (2.3). As we already noted, there exists a weak solution of the system
in (2.1) even if these properties are not satisfied, although this solution may then
explode in finite time. We will state here sufficient conditions under which these
properties are not satisfied.
First, we state sufficient conditions on the function K(·) which imply that the
time-change process Υ(·) defined in (2.61), fails to satisfy property (P1) in (2.62),
namely, the process Υ(·) a.s. explodes in finite time. There still exists a weak
solution of the system in (2.1) that is unique in distribution, for more details see
Pickova (2013).
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Proposition 5.1. Assume K(·) : (0,∞)n → (0,∞) is a measurable function
and there exists a measurable function f : (0,∞) → (0,∞) such that for all
x = (x1, . . . , xn) ∈ (0,∞)n
K(x) ≤ f(||x||2β), ∀x = (x1, . . . , xn) ∈ (0,∞)n, (5.1)
where ||x||p := (xp1 + · · ·+ xpn)1/p for any p > 0, and the function u 7→ [uf(u1/β)]−2
fails to be locally integrable on (0,∞). Then the time-change process Υ(·) defined in
(2.61) fails to satisfy property (P1) in (2.62).
Proof. The proof is similar to the proof of Proposition 2.3 in Section 2.3.2. First,






















where Cβ,σ,n is a scaling constant depending only on β, σ, and n. Assuming (5.1),




































where we have noted that R(·) := √Z(·) = √Z1(·) + . . .+ Zn(·) is a Bessel process
in dimension m = m1 + . . .+mn > 2. The claim follows from Proposition A.1, and
from the assumption that the function u 7→ [uf(u1/β)]−2 fails to be locally integrable
on (0,∞). 
Let us now state sufficient conditions on the function K(·) which imply that
the time-change process Υ(·) defined in (2.61), fails to satisfy property (P2) in
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(2.63), that is Υ(θ) 9 ∞ a.s. as θ → ∞, thus the process A(·) explodes in finite
time (recall, that it is defined as the inverse of the process Υ(·)). As a consequence,
under these conditions, explosion of the system in (2.1) does occur in finite time.
We consider, as before, a measurable function K(·) : (0,∞)n → (0,∞) and
the following conditions:
1. There exists an integer ν ∈ {1, . . . , n} and a measurable function f : (0,∞)→
(0,∞) such that
K(x) ≥ f(xν), ∀x = (x1, . . . , xn) ∈ (0,∞)n, (5.3)
the function u 7→ [uf(u1/β)]−2 is locally integrable on (0, aν ], and∫ ∞
aν
[uf 2(u1/β)]−1 du <∞, (5.4)
where aν := Zν(0) = 1/(βσ)
2x2βν > 0;
2. There exists a non-increasing measurable function f : (0,∞) → (0,∞) such
that
K(x) ≥ f(||x||2β), ∀x = (x1, . . . , xn) ∈ (0,∞)n, (5.5)
the function u 7→ [uf(u1/β)]−2 is locally integrable on (0, a], and∫ ∞
a
[uf 2(u1/β)]−1 du <∞, (5.6)
where a :=
∑n






Proposition 5.2. Assume K(·) : (0,∞)n → (0,∞) is a measurable function, and
one of the above conditions holds. Then the time-change process Υ(·) defined in
(2.61) fails to satisfy property (P2) in (2.63), which means that its inverse, the
process A(·), explodes in finite time.
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Proof. The proof is similar to the proof of Proposition 2.2 in Section 2.3.1. First,



























Zν(·) denotes a Bessel process in dimension mν ≥ 2. If mν > 2,
then the claim follows from Proposition A.2, as we assume (5.4) and the function
[uf(u1/β)]−2 is locally integrable on (0, aν ]. If mν = 2, then the claim follows Propo-
sition A.3.
In the second case, using (5.5) and noting that f(·) is assumed to be a non-








































Hence, if we denote R1(·) :=
√













Now again, if mν > 2, then the claim follows from Proposition A.2, as we assume
(5.6) and the function [uf(u1/β)]−2 is locally integrable on (0, a]. If mν = 2, then
the claim follows Proposition A.3. 
One might be interested to know more about the system in (2.1) in the case
when explosions occur, for instance to know what the distribution of the time-to-
explosion is. Recently, Karatzas and Ruf (2013) examine the distribution of the
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time-to-explosion for linear diffusions. To the best of our knowledge, no similar
work has been done in the multi-dimensional setting, and remains to be explored in
the future.
In the case of the models presented in this thesis, we could see that the time-





















where T (·) is defined in (2.3), and the processes Z1(·), . . . , Zn(·) are squared-Bessel
processes as in (2.60).
5.2 Invariant distribution of the market weights
In Section 3.3 we derived the dynamics for the market weights if the market model
is determined by the system in (2.1). For the case of volatility-stabilized markets,
that is the case of β = 1/2 and K(·) ≡ 1, Pal (2011) studies the market weights in
more detail, in particular, it is shown that the law of the market weights is the same
as that of a multi-allele Wright-Fisher model with mutation parameters given by
the parameters α1, . . . , αn. Moreover, the joint density of market weights at fixed
times and certain stopping times in volatility-stabilized models is also determined.
One may be interested to know for what choices of the parameters the in-
variant distribution of the market weights exists in the more general setting of (2.1)
presented in this thesis, respectively, one may wish to determine how the invariant
distribution looks like. It is not possible to simply use the same approach as in Pal
(2011), where the results utilize the fact that the time change process in the case of
volatility-stabilized models is an integral functional of the total capitalization pro-
cess, and this process is shown to be be independent from the vector-valued process
of the market weights. However, this is not true in the more general setting, hence
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one would need to find a new approach.
5.3 Other possible extensions
More results have been derived for the case of volatility-stabilized models, and could
possibly be extended to the more general setting of models presented here. For
instance, Shkolnikov (2013) investigates the behavior of volatility-stabilized market
models when the number of stocks n approaches infinity. It would also be of interest
to know how the market properties depend on the choice of parameter β. Some
dependence on β was discussed in Section 3.2 where we show that the value of β
affects the time one needs to wait for some arbitrage opportunities.
Also, it shall be possible to say more about the behavior of the model as time
approaches infinity, in particular, to derive the large deviation principle, at least in
the case when K(·) ≡ 1, using the already known results for Bessel-square processes.
Another open problem is whether it is possible to extend the models studied
in this thesis to the case when the driving Brownian motions W1(·), . . . ,Wn(·) are
correlated, in other words, it is not known whether there exists a weak solution to
the system in (2.1) in this case.
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A.1 Definition and Basic Properties
A Bessel process with dimension d, where d ≥ 2 is an integer, is defined as a process




du+ dB(u) , R(0) = r > 0 , 0 ≤ u <∞ (A.1)
where B(·) is a Brownian motion. It can be checked easily that the squared-Bessel
process Z(·) = (R(·))2 satisfies the following stochastic differential equation
dZ(u) = d du+ 2
√
Z(u) dB(u) , Z(0) = z > 0 , 0 ≤ u <∞. (A.2)
According to results of Yamada-Watanabe (see, for instance Proposition 2.13 on
p.291 in Karatzas and Shreve (1991)), each of these equations admits a pathwise
unique, strong solution with the values in (0,∞). Bessel processes can also be defined
as the modulus (resp., distance from the origin) of the d-dimensional Brownian
motion (see Definition 3.19 on p.158 in Karatzas and Shreve (1991)).
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In fact both stochastic differential equation, (A.1) and (A.2), admit a path-
wise unique, strong and strictly positive solution even for non-integer values of
“dimension” parameter d (see, for instance Revuz and Yor (1999), p. 439).
We will state here known results regarding convergence and divergence of
integral functionals of Bessel processes that we use in the proofs of the results in
Section 2.3 and in Section 5.1. When examining finite as well as infinite integral
functionals of Bessel processes it is necessary to treat different cases separately, since
the sufficient and necessary conditions differ depending not only on the dimension
of the process, but also on whether the process starts from the origin or from a
different (positive) initial value. For a detailed discussion of different cases, we refer
the reader to Engelbert and Schmidt (1987) and to Xue (1990).
The first proposition below treats the case of finite integral functionals, and
the following proposition deals with the case of infinite integral functionals.
Proposition A.1. For a Bessel process R(·) with dimension d ≥ 2 and R(0) =











h(Rs) ds <∞, ∀0 ≤ t <∞
)
= 1;
3. fh is locally integrable on (0,∞).
For d = 2, all three statements are equivalent. For d > 2 the statements 2. and
3. are equivalent, however the so-called zero-one law (i.e. equivalence of 1. and 2.)
does not hold when d > 2.
Proof. See Theorem 1 in Engelbert and Schmidt (1987), and Remark 5 in Xue
(1990). 
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Proposition A.2. Let R(·) be a Bessel process with dimension d > 2 and R(0) =
r > 0. If a measurable function fh : (0,∞) 7→ [0,∞) satisfies∫ ∞
r








If additionally we assume that f is locally integrable on (0, r], then we have







Furthermore, condition (A.3) is also necessary for P
( ∫∞
0




Proof. See Theorem 2 in Engelbert and Schmidt (1987). 
Proposition A.3. Let R(·) be a Bessel process with dimension d = 2 and R(0) =







if and only if Lebesque measure of the set {h 6= 0} is strictly positive. Moreover, the







Proof. See Theorem 2 in Engelbert and Schmidt (1987). 
