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Jsem ra´d, zˇe na tomto mı´steˇ mohu podeˇkovat vedoucı´mu te´to pra´ce, prof. Ing. Ivanu
Zelinkovi, Ph.D. Deˇkuji mu za jeho odborny´ a za´rovenˇ lidsky´ prˇı´stup a da´le za jeho
rady a doporucˇenı´, ktere´ mi dal beˇhem tvorby te´to pra´ce. V neposlednı´ rˇadeˇ bych mu
take´ velmi ra´d podeˇkoval za jeho vy´borne´ prˇedna´sˇky z prˇedmeˇtu Biologicky inspirovane´
vy´pocˇty, beˇhem ktery´ch jsem zı´skal mnoho informacı´ a za´rovenˇ jsem objevil zajı´mave´
odveˇtvı´ v oblasti informacˇnı´ch technologiı´.
Dalsˇı´ osobou, ktere´ bych ra´d vyja´drˇil podeˇkova´nı´, je ma´ prˇı´telkyneˇ. Deˇkuji ji za jejı´
podporu a prˇedevsˇı´m za pochopenı´, ktere´ meˇla, kdyzˇ jsem vytva´rˇel tuto pra´ci.
Abstrakt
Tato pra´ce pojedna´va´ o evolucˇnı´m algoritmu diferencia´lnı´ evoluce. Je zde vysveˇtlen za´-
kladnı´ koncept evolucˇnı´ch algoritmu˚, po neˇmzˇ na´sleduje podrobny´ popis a vysveˇtlenı´
principu cˇinnosti diferencia´lnı´ evoluce. Da´le je v te´to pra´ci uvedeno neˇkolik modifikacı´
tohoto algoritmu, prˇicˇemzˇ du˚raz je kladen na popsa´nı´ zpu˚sobu˚, jaky´mi lze vytvorˇit distri-
buovany´ algoritmus diferencia´lnı´ evoluce. Pote´ na´sleduje strucˇne´ prˇedstavenı´ neurono-
vy´ch sı´tı´, ktere´ byly pouzˇity beˇhem prova´deˇnı´ experimentu˚. Soucˇa´stı´ pra´ce je take´ popis
implementace, popis provedeny´ch experimentu˚ a da´le prezentace dosazˇeny´ch vy´sledku˚.
Klı´cˇova´ slova: diferencia´lnı´ evoluce, distribuovana´ diferencia´lnı´ evoluce, paralelnı´ di-
ferencia´lnı´ evoluce, evolucˇnı´ algoritmy, neuronove´ sı´teˇ
Abstract
Thesis deals with evolutionary algorithm called differential evolution. A basic concept of
evolutionary algorithms is explained here, after that there is followed detailed description
and explanation of the differential evolution principles.Then there are mentioned several
modifications of the algorithm, with the stress in description of the way how to create
differential evolution distributed algorithm. Afterwards it is introduced the neural net-
works, that were used during performing experiments. Thesis also contains description
of implementation, performed experiments and demonstration of achieved results.
Keywords: differential evolution, distributed differential evolution, parallel differential
evolution, evolutionary algorithms, neural networks
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61 U´vod
Pokud bychomdostali za u´kol najı´t odpoveˇdi na ota´zky ty´kajı´cı´ se vzniku zˇivota na Zemi,
zjistili bychom, zˇe je to u´kol vı´ce nezˇ obtı´zˇny´, ne-li nadlidsky´. Cela´ rˇada veˇdcu˚, filosofu˚
ale i obycˇejny´ch laiku˚ pa´trala po staletı´ po pu˚vodu zˇivota a prˇinesla spoustu teoriı´, at’uzˇ
teˇch me´neˇ pravdeˇpodobny´ch (pru˚nik zˇivota na Zemi z vesmı´ru; bozˇsky´ za´sah; nemeˇnny´
stav organismu˚ od doby jejich stvorˇenı´) cˇi vı´ce pravdeˇpodobneˇjsˇı´ch, jako naprˇı´klad vy´voj
zˇivota prˇı´mo na Zemi z nezˇivy´ch organismu˚. Sta´le jde ale jen o hypote´zy a domneˇnky. [5]
[7]
Daleko snadneˇjsˇı´ by pro na´s bylo najı´t odpoveˇdi na ota´zky ty´kajı´cı´ se vy´voje lidske´ho
rodu. Kdo je cˇloveˇk a od jake´ho momentu rozlisˇujeme lidsky´ druh od ostatnı´ch zˇivy´ch
organismu˚? Pomineme-li opeˇt nepravdeˇpodobne´ teorie zalozˇene´ na na´bozˇensky´ch prˇed-
stava´ch, existuje jizˇ velka´ rˇada veˇdeckypodlozˇeny´ch faktu˚, dı´ky ktery´mmu˚zˇeme surcˇitou
mı´rou „prˇesnosti“ urcˇit moment, kdy se po Zemi pohyboval prvnı´ zˇivocˇisˇny´ druh rodu
Homo – Homo habilis (cˇloveˇk zrucˇny´). Stejneˇ tak mu˚zˇeme s urcˇitostı´ tvrdit, zˇe od doby,
kdy se po planeteˇ Zemi pohyboval cˇloveˇk zrucˇny´, uplynulo jizˇ vı´ce nezˇ milion let, po
ktery´ se druh druh Homo postupneˇ vyvı´jel azˇ do soucˇasne´ podoby Homo sapiens sapiens
(cˇloveˇk moudry´). [14] Tento dlouhy´ proces vy´voje lze oznacˇit jednı´m slovem – evoluce.
Pojem evoluce urcˇiteˇ nenı´ nezna´my´ a nenı´ trˇeba ho detailneˇji vysveˇtlovat. Stejneˇ tak
nenı´ trˇeba zdu˚raznˇovat du˚lezˇitost pru˚kopnı´ku˚ evolucˇnı´ teorie, mezi ktere´ bezpochyby
patrˇı´ Charles Darwin, britsky´ prˇı´rodoveˇdec, ktery´ je povazˇova´n za zakladatele teorie
evoluce. Za´kladnı´m stavebnı´m kamenem jeho teorie je prˇeda´va´nı´ rodicˇovske´ho genomu
novy´mpotomku˚msna´sledny´muvolneˇnı´mprostorupro tytonove´ potomky, cˇı´mzˇ vznikne
nova´ generace, ktera´ je vyspeˇlejsˇı´ nezˇ ta prˇedchozı´. Tuto velmi jednoduchou teorii lze
uplatnit i v jine´ oblasti, cozˇ bude vysveˇtleno da´le v te´to kapitole.
Zˇijeme ve 21. stoletı´, jsme obklopeni velmi modernı´mi technologiemi a doba, kdy
jsme pouzˇı´vali primitivnı´ na´stroje a zˇili v jeskyni, je da´vnou historiı´. Za celou dobu nasˇı´
existence jsme udeˇlali nesmı´rneˇ velke´ pokroky v ru˚zny´ch oblastech - jmenujme naprˇı´klad
medicı´nu, astronomii, biologii, matematiku, chemii cˇi fyziku. Jsme rovneˇzˇ schopni rˇesˇit
celou rˇadu ru˚zny´ch proble´mu˚, od jednoduchy´ch azˇ po velmi slozˇite´. Lze tedy jisteˇ tvrdit,
zˇe hranice nasˇich mozˇnostı´ se velmi rozsˇı´rˇily. Navzdory tomu vsˇak sta´le existuje velka´
rˇada te´mat a objektu˚ k prozkouma´nı´ a neusta´le se poty´ka´me s neprˇeberny´m mnozˇstvı´m
proble´mu˚, ktere´ nejsme schopni rˇesˇit ani s pomocı´ nejrychlejsˇı´ch pocˇı´tacˇu˚. Dnesˇnı´ pocˇı´tacˇe
sice pracujı´ velmi rychle, ne vsˇak nekonecˇneˇ rychle. Sta´le tak prˇed na´mi stojı´ u´lohy, jezˇ
nedoka´zˇeme rˇesˇit zˇa´dny´mdeterministicky´m algoritmem, ktery´ by byl uspokojiveˇ rychly´.1
Jako prˇı´klad takove´ u´lohy uved’me proble´m obchodnı´ho cestujı´cı´ho, rovneˇzˇ zna´my´
pod na´zvem TSP (Travelling Salesman Problem). Zada´nı´ te´to u´lohy je velmi proste´. Exis-
tuje nmeˇst, mezi nimizˇ vedou cesty o zna´my´ch de´lka´ch a u´kolem obchodnı´ho cestujı´cı´ho
je najı´t nejkratsˇı´ mozˇnou cestu, prˇi nı´zˇ navsˇtı´vı´ vsˇechna meˇsta.
1Pod termı´nem deterministicky´ algoritmus, ktery´ vracı´ vy´sledek v uspokojive´m cˇase, cha´pejme algorit-
mus s polynomia´lnı´ cˇasovou slozˇitostı´. Proble´my, ktere´ umı´me takovy´m algoritmem rˇesˇit, patrˇı´ do skupiny
zvane´ PTIME.
7Zcela nepochybneˇ existuje deterministicky´ algoritmus rˇesˇı´cı´ tento proble´m. Stacˇı´ vzı´t
v potaz vsˇechny mozˇne´ existujı´cı´ cesty, zjistit, jak jsou dlouhe´ a pote´ vybrat tu nejlepsˇı´,
resp. nejkratsˇı´. Budeme-li prˇedpokla´dat, zˇe mezi vsˇemi meˇsty existuje prˇı´ma´ cesta, pak
v prˇı´padeˇ peˇti meˇst existuje celkem 5! mozˇnostı´, v jake´m porˇadı´ je lze navsˇtı´vit. Stacˇı´ tedy
ze 120 kombinacı´ vybrat tu nejlepsˇı´. Co se ale stane v prˇı´padeˇ, zˇe meˇst bude naprˇı´klad 50?
Celkovy´ pocˇet mozˇnostı´ je pak 50!, cozˇ je prˇiblizˇneˇ 3, 0414 · 1064 mozˇny´ch rˇesˇenı´. Projı´t
postupneˇ vsˇechna tato rˇesˇenı´ a vybrat z nich to nejlepsˇı´ je jizˇ u´kol, ktery´ by i na velmi
rychle´m pocˇı´tacˇi trval velmi dlouhou dobu. Nenı´ teˇzˇke´ si nynı´ uveˇdomit, zˇe cˇasova´ slozˇi-
tost na´mi navrzˇene´ho algoritmu je n!, kde n je pocˇet meˇst, ktera´ musı´ obchodnı´ cestujı´cı´
navsˇtı´vit. Zatı´m se nikomu nepodarˇilo najı´t deterministicky´ algoritmus s polynomia´lnı´
cˇasovou slozˇitostı´, ktery´ by u´lohu TSP doka´zal rˇesˇit. Jiny´mi slovy to znamena´, zˇe TSP
nepatrˇı´ do trˇı´dy proble´mu˚ zvane´ PTIME.
Fakt, zˇe TSP nenı´ ve trˇı´deˇ PTIME, jesˇteˇ ale neznamena´, zˇe nejsme schopni takovou
u´lohu vyrˇesˇit. TSP je optimalizacˇnı´ proble´m a pro takove´ proble´my existuje mnoho kate-
goriı´ a typu˚ algoritmu˚, jezˇ mu˚zˇeme pouzˇı´t. Jedna z teˇchto kategoriı´ obsahuje algoritmy,
jejichzˇ za´kladnı´ princip se opı´ra´ o jizˇ zmı´neˇnou Darwinovu evolucˇnı´ teorii. Jedna´ se o
kategorii evolucˇnı´ch algoritmu˚.
Hlavnı´ mysˇlenka evolucˇnı´ch algoritmu˚ spocˇı´va´ v napodobenı´ biologicke´ho evolucˇ-
nı´ho procesu. Tyto algoritmy pracujı´ s populacı´, ktera´ je tvorˇenamnozˇinou jedincu˚, jejichzˇ
kombinacı´, resp. jejich krˇı´zˇenı´m amutacı´, pote´ vznikajı´ novı´ jedinci, kterˇı´ vytva´rˇejı´ novou,
vyspeˇlejsˇı´ populaci. Cely´ tento proces se periodicky opakuje, stejneˇ jako je tomu u evo-
lucˇnı´ho biologicke´ho procesu. Z tohoto velmi strucˇne´ho nastı´neˇnı´ za´kladnı´ho principu
cˇinnosti evolucˇnı´ch algoritmu˚ je snad jizˇ dostatecˇneˇ videˇt silna´ podobnost s Darwinovou
evolucˇnı´ teoriı´. Jednı´m z algoritmu˚, ktery´ patrˇı´ do te´to kategorie, je diferencia´lnı´ evoluce,
ktera´ je za´rovenˇ na´plnı´ te´to pra´ce.
Na´sledujı´cı´ text je mozˇno pomyslneˇ rozdeˇlit na dveˇ cˇa´sti, a to na cˇa´st teoretickou a
praktickou. V teoreticke´ cˇa´sti je nejprve obecneˇ nastı´neˇn koncept evolucˇnı´ch algoritmu˚
spolecˇneˇ s uvedenı´m kategorie proble´mu˚, pro neˇzˇ jsou tyto algoritmy vhodne´. Da´le je te-
oreticka´ cˇa´st tvorˇena podrobny´m popisem algoritmu diferencia´lnı´ evoluce vcˇetneˇ strucˇne´
historie, rovneˇzˇ je popsa´no prˇesne´ fungova´nı´ algoritmu, za ktery´m na´sleduje popis jeho
mozˇny´ch vylepsˇenı´, prˇicˇemzˇ du˚raz je kladen na zpu˚soby, jaky´mi lze vytvorˇit distribuo-
vany´ algoritmus diferencia´lnı´ evoluce. Poslednı´ kapitolu teoreticke´ cˇa´sti tvorˇı´ zevrubny´
popis neuronovy´ch sı´tı´. Pote´ jizˇ na´sleduje prakticka´ cˇa´st, v nı´zˇ je popsa´n zpu˚sob imple-
mentace vytvorˇeny´ch projektu˚. Da´le je cˇa´st tvorˇena kapitolou s prˇehledem pouzˇity´ch
testovacı´ch funkcı´, za kterou na´sleduje kapitola, v nı´zˇ jsou popsa´ny provedene´ experi-
menty spolecˇneˇ s prezentacı´ dosazˇeny´ch vy´sledku˚.
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Prˇedtı´m, nezˇ bude cˇtena´rˇ sezna´men s algoritmemdiferencia´lnı´ evoluce, je potrˇeba nastı´nit
oblast pouzˇitı´ evolucˇnı´ch algoritmu˚, za´kladnı´ koncept jejich cˇinnosti, a da´le je nutne´ uve´st
a vysveˇtlit za´kladnı´ pojmy, ktere´ se v ra´mci evolucˇnı´ch algoritmu˚ pouzˇı´vajı´.
2.1 Oblast pouzˇitı´
Evolucˇnı´ algoritmy jsou obecneˇ vhodne´ k rˇesˇenı´ optimalizacˇnı´ch proble´mu˚, ktere´ majı´
svu˚j pu˚vod v da´vne´ historii a ktery´ch v soucˇasne´ dobeˇ existuje cele´ spektrum pokry´va-
jı´cı´ ru˚zne´ oblasti lidske´ cˇinnosti. Jmenujme naprˇı´klad u´lohy z ekonomie, kam se obecneˇ
rˇadı´ proble´my optimalizace vy´robnı´ch programu˚, prˇicˇemzˇ cı´lem mu˚zˇe by´t naprˇı´klad
maximalizovat zisk beˇhem vy´roby, nebo naopak minimalizovat cˇas potrˇebny´ k vy´robeˇ
pozˇadovane´ho mnozˇstvı´ produktu˚. Da´le jmenujme proble´my z oblasti dopravy. Zde si
prˇedstavme situaci, kdy se hleda´ pla´n rozvozu zbozˇı´ tak, aby byly minimalizova´ny na´-
klady nebo aby byl minimalizova´n cˇas, ktery´ bude potrˇeba pro splneˇnı´ pla´nu rozvozu.
Obecneˇ lze tvrdit, zˇe optimalizacˇnı´ch proble´mu˚ sta´le prˇiby´va´ a jsou sta´le obtı´zˇneˇjsˇı´. Jejich
spolecˇny´m prvkem je fakt, zˇe rˇesˇenı´ pomocı´ deterministicky´ch algoritmu˚ by ve veˇtsˇineˇ
prˇı´padu˚ spotrˇebovalo extre´mneˇ velke´ mnozˇstvı´ cˇasu. Proto se k jejich rˇesˇenı´ nabı´zı´ pouzˇı´t
evolucˇnı´ algoritmy, ktere´ doka´zˇı´ v pomeˇrneˇ kra´tke´m cˇase najı´t optima´lnı´ rˇesˇenı´. Optima´l-
nı´m rˇesˇenı´m se rozumı´ rˇesˇenı´ takove´, ktere´ nejvı´ce vyhovuje stanoveny´m pozˇadavku˚m
(maxima´lnı´ vy´robnı´ zisk, minima´lnı´ ztra´ty, apod.). Pokud bychom na tyto proble´my na-
hlı´zˇeli jako na geometricke´ proble´my, lze optima´lnı´m rˇesˇenı´m rozumeˇt globa´lnı´minimum
nebo maximum na N rozmeˇrne´ plosˇe.
V soucˇasne´ dobeˇ je zna´mo relativneˇ velke´ mnozˇstvı´ evolucˇnı´ch algoritmu˚, prˇicˇemzˇ
platı´, zˇe zˇa´dny´ z nich nenı´ vhodny´ pro rˇesˇenı´ vsˇech druhu˚ proble´mu˚, tedy kazˇdy´ evolucˇnı´
algoritmus vykazuje dobre´ vy´sledky pouze na omezene´ mnozˇineˇ proble´mu˚. Jako prˇı´klad
uved’me algoritmus ACO (Ant Colony Optimization) 2, ktery´ poda´va´ velmi dobre´ vy´sledky
prˇi pouzˇitı´ na kombinatoricky´ch optimalizacˇnı´ch proble´mech, jaky´m je naprˇı´klad jizˇ zmı´-
neˇny´ proble´m obchodnı´ho cestujı´cı´ho. Oproti tomu existuje cela´ rˇada proble´mu˚, u ktery´ch
by pouzˇitı´ ACO prˇineslo horsˇı´ vy´sledky, a proto je vhodneˇjsˇı´ aplikovat algoritmus jiny´.
Prˇi pouzˇitı´ evolucˇnı´ch algoritmu˚ je tak tedy skutecˇneˇ du˚lezˇite´ veˇdeˇt, jaky´ typ algoritmu
na rˇesˇenı´ dane´ho proble´mu aplikovat. [19]
2.2 Za´kladnı´ princip cˇinnosti
I navzdory faktu, zˇe evolucˇnı´ch algoritmu˚ existuje cela´ rˇada a zpu˚soby jejich cˇinnosti
nejsou stejne´, existuje spolecˇna´ mysˇlenka, z nı´zˇ tyto algoritmy vycha´zı´. Tato mysˇlenka jizˇ
byla velmi strucˇneˇ nastı´neˇna v u´vodu, nicme´neˇ pro u´plnost ji zopakujeme a rozvedeme
do veˇtsˇı´ch detailu˚.
Typicky jsou evolucˇnı´ algoritmy zalozˇeny na pra´ci s populacı´, ktera´ se prˇi beˇhu algo-
ritmu vyvı´jı´. Populace se skla´da´ z mnozˇiny jedincu˚, prˇicˇemzˇ kazˇdy´ jedinec reprezentuje
2ACO nenı´ typicky´m za´stupcem evolucˇnı´ch algoritmu˚, nicme´neˇ patrˇı´ k evolucˇnı´m vy´pocˇetnı´m techni-
ka´m. [19]
9jedno rˇesˇenı´ dane´ho proble´mu. Jedinec se skla´da´ z parametru˚ a da´le z tzv. vhodnosti,
te´zˇ oznacˇovane´ jako fitness hodnota. Parametry jedince jsou v podstateˇ argumenty tzv.
u´cˇelove´3 (nebo take´ optimalizacˇnı´) funkce, cozˇ je funkce, jejı´zˇ hodnota prˇedstavuje pro
zvolene´ argumenty onu zmı´neˇnou fitness hodnotu.
Pro lepsˇı´ vysveˇtlenı´ opeˇt uvedeme prˇı´klad proble´mu obchodnı´ho cestujı´cı´ho. Pocˇet
parametru˚ jedince bude roven pocˇtu meˇst a argumenty u´cˇelove´ funkce budou v tomto
prˇı´padeˇ indexy meˇst, ktere´ reprezentujı´ porˇadı´, v jake´m ma´ cestujı´cı´ meˇsta navsˇtı´vit.
U´cˇelova´ funkce je pak funkce, ktera´ pro zadane´ porˇadı´ meˇst vyda´ na sve´m vy´stupu
celkovou de´lku trasy. De´lka trasy prˇedstavuje fitness hodnotu jedince a cı´lem je tedy najı´t
kombinaci argumentu˚ takovou, aby de´lka trasy byla co nejmensˇı´.
Jak jsme jizˇ zmı´nili, populace se prˇi beˇhu algoritmu vyvı´jı´. To znamena´, zˇe z popu-
lace jsou postupneˇ odstranˇova´nı´ nevyhovujı´cı´ jedinci, kterˇı´ jsou nahrazova´nı´ novy´mi a
lepsˇı´mi. To se deˇje tak, zˇe se z populace vybı´rajı´ jedinci, kterˇı´ prˇedstavujı´ rodicˇe, a jejichzˇ
krˇı´zˇenı´m vznikajı´ potomci, kterˇı´ jsou na´sledneˇ zmutova´ni (obdoba biologicke´ mutace
genu˚). Tı´m vznikajı´ novı´ jedinci. Do nove´ populace se pak dostanou pouze nejlepsˇı´ je-
dinci, nevyhovujı´cı´ jsou z populace vyloucˇeni (umı´rajı´). To, jak prˇesneˇ probı´ha´ vy´beˇr
rodicˇu˚, krˇı´zˇenı´ a mutace, je jizˇ odvisle´ od konkre´tnı´ho typu evolucˇnı´ho algoritmu. Cely´
proces vytva´rˇenı´ novy´ch jedincu˚ se periodicky opakuje do doby, nezˇ je splneˇno ukoncˇo-
vacı´ krite´rium. Ru˚zny´m ukoncˇovacı´m kriteriı´m se budeme veˇnovat v kapitole 3.3. Pro
u´plnost jesˇteˇ odkazujeme cˇtena´rˇe na obra´zek 1, ktery´ obecneˇ zachycuje beˇh evolucˇnı´ho
algoritmu. [19]
2.3 Vzorovy´ jedinec
Ve veˇtsˇineˇ prˇı´padu˚ je u evolucˇnı´ch algoritmu˚ prvotnı´ populace tvorˇena na´hodneˇ, tedy
s pouzˇitı´m genera´toru pseudona´hodny´ch cˇı´sel. Obvykle je potrˇeba hledat rˇesˇenı´ pouze
na neˇjake´ omezene´ N rozmeˇrne´ plosˇe, cozˇ jiny´mi slovy znamena´, zˇe parametry jedincu˚
musı´ by´t generova´ny v prˇedem zadane´m intervalu. Tı´m se dosta´va´me k pojmu vzorovy´
jedinec, ktery´ se mnohdy v literaturˇe oznacˇuje te´zˇ jako specimen.
Specimen definuje, v jake´m rozsahu se majı´ nacha´zet jednotlive´ parametry jedincu˚.
Obecneˇ platı´, zˇe parametry jedince mohou by´t trojı´ho typu:
1. rea´lne´ - hodnota parametru je rea´lne´ cˇı´slo
2. celocˇı´selne´ - hodnota parametru je cele´ cˇı´slo
3. diskre´tnı´ - hodnota parametru je vybra´na z prˇedem urcˇene´ mnozˇiny hodnot
3V anglicˇtineˇ se mu˚zˇeme setkat s na´zvy objective function, cost function, fitness function nebo take´ error
function. [12]
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Mutace
potomk˚u
Ohodnocen´ı
potomk˚u
Vy´beˇr nejlepsˇ´ıch
jedinc˚u z
populace
Nahrazen´ı
populace
novou populac´ı
Vy´beˇr
rodicˇ˚u
Vytvorˇen´ı
potomk˚u
Definice
parametr˚u
Vytvorˇen´ı
1. populace
Ohodnocen´ı
jedinc˚u
Obra´zek 1: Obecny´ pru˚beˇh evolucˇnı´ho algoritmu [19]
Obra´zek neobsahuje ukoncˇenı´ algoritmu po splneˇnı´ ukoncˇovacı´ho krite´ria a vy´beˇr nejlepsˇı´ho
jedince z poslednı´ populace.
Mu˚zˇeme tedy klidneˇ pracovat s populacı´ jedincu˚, jejichzˇ parametry jsou ru˚zne´. Neˇktery´
z parametru˚ jedince tak mu˚zˇe by´t naprˇı´klad cele´ cˇı´slo ze zadane´ho intervalu, jiny´ pa-
rametr mu˚zˇe mı´t hodnotu vybranou z neˇjake´ prˇedem definovane´ mnozˇiny - naprˇı´klad
{true, false, 20, 30,Monday}. Abychom tedy mohli jednoznacˇneˇ urcˇit, z jaky´ch parame-
tru˚ budou jedinci slozˇeni, stacˇı´ nadefinovat vzorove´ho jedince. Jeho obecny´ za´pis vypada´
takto:
Specimen = {{Real, {Lo,Hi}}, {Integer, {Lo,Hi}}, ..., {Real{Lo,Hi}}}
KonstantyLo aHiurcˇujı´ dolnı´, resp. hornı´ hranici dane´ho parametru. Jaky´mzpu˚sobem se
pracuje s celocˇı´selny´mi a diskre´tnı´mi parametry bude popsa´no v jedne´ z cˇa´stı´ na´sledujı´cı´
kapitoly.
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3 Diferencia´lnı´ evoluce
Vprˇedchozı´ kapitole jsme obecneˇ nastı´nili za´kladnı´mysˇlenku evolucˇnı´ch algoritmu˚. Da´le
jsme zmı´nili, zˇe jednotlive´ operace v ra´mci evolucˇnı´ho cyklu, jaky´mi jsou krˇı´zˇenı´, mutace
a zpu˚sob vy´beˇru˚ rodicˇu˚, jsou jizˇ za´visle´ na konkre´tnı´m typu algoritmu. V kapitole 3 bude
vysveˇtleno, jak jsou tyto operace realizova´ny u algoritmu diferencia´lnı´ evoluce. Nejprve
ale bude prˇedstavena strucˇna´ historie algoritmu. V za´veˇru kapitoly se pak cˇtena´rˇ sezna´mı´
s ru˚zny´mi variantami diferencia´lnı´ evoluce a s dalsˇı´mi mozˇny´mi modifikacemi, ktere´ lze
prova´deˇt za u´cˇelem zlepsˇenı´ vy´konu algoritmu.
3.1 Historie
Diferencia´lnı´ evoluce (DE) je algoritmus, jehozˇ za´kladnı´ mysˇlenka je podobna´ genetic-
ky´m algoritmu˚m. Autory DE jsou Kenneth Price a Rainer Storn. Vzniku DE prˇedcha´zelo
vytvorˇenı´ algoritmu zvane´ho geneticke´ zˇı´ha´nı´, ktery´ roku 1994 publikoval Kenneth Price
v magazı´nuDr. Dobb’s Journal, cozˇ je popula´rnı´ magazı´n pro programa´tory. Po uverˇejneˇnı´
geneticke´ho zˇı´ha´nı´ se Rainer Storm rozhodl spojit s Pricem za u´cˇelem pouzˇitı´ geneticke´ho
zˇı´ha´nı´ na slozˇiteˇjsˇı´ proble´m, v anglicˇtineˇ oznacˇovany´ jako Chebyshev polynomial fitting pro-
blem. Uka´zalo se, zˇe je velmi obtı´zˇne´ pro tento proble´m urcˇit rˇı´dı´cı´ parametry algoritmu,
a proto Price zacˇal algoritmus geneticke´ho zˇı´ha´nı´ modifikovat, cozˇ vedlo k vytvorˇenı´
opera´toru diferencia´lnı´ mutace, na ktere´m je DE zalozˇena. Na za´kladeˇ dalsˇı´ vza´jemne´
spolupra´ce obou vy´sˇe zmı´neˇny´ch autoru˚ byla v roce 1995 poprve´ prˇedstavena a pou-
zˇita diferencia´lnı´ evoluce. Tento u´speˇch vedl oba autory k pouzˇitı´ diferencia´lnı´ evoluce
na prvnı´ ICEO (International Contest on Evolutionary Optimization) konferenci, ktera´
se konala v kveˇtnu roku 1996 v japonske´m meˇsteˇ Nagoya. Uka´zalo se, zˇe DE dobrˇe
fungovala na testovacı´ch funkcı´ch, nicme´neˇ na rˇesˇenı´ sˇiroke´ho spektra optimalizacˇnı´ch
proble´mu˚ byla nedostacˇujı´cı´. Tento neu´speˇch vedl k vytvorˇenı´ dalsˇı´ verze diferencia´lnı´
evoluce a rovneˇzˇ k napsa´nı´ cˇla´nku Differential Evolution - A Simple Evolution Strategy for
Fast Optimization, ktery´ byl publikova´n v kveˇtnu roku 1997 v jizˇ zmı´neˇne´m magazı´nuDr.
Dobb’s Journal. Tento cˇla´nek byl odbornı´ky pomeˇrneˇ dobrˇe prˇijat a diferencia´lnı´ evoluce
tak byla poprve´ prˇedstavena velke´mu mezina´rodnı´mu publiku. [12] [19]
V prosinci 1997 byl v magazı´nu The Journal of Global Optimization publikova´n dalsˇı´
cˇla´nek, po jehozˇ prˇecˇtenı´ si mnoho dalsˇı´ch odbornı´ku˚ a vy´zkumnı´ku˚ v te´to oblasti zacˇalo
uveˇdomovat potencia´l diferencia´lnı´ evoluce. Cˇla´nek poskytl rozsa´hle´ du˚kazy o robust-
nosti a vy´konnosti algoritmu na sˇiroke´ sˇka´le testovacı´ch funkcı´.
Te´hozˇ roku se v Indianopolis konala i druha´ ICEO konference. Z prˇedstaveny´ch
optimalizacˇnı´ch technik se diferencia´lnı´ evoluce uka´zala jako nejlepsˇı´. Na te´to konferenci
se Kenneth Price setkal s Dr. Davidem Cornem, ktery´ jej prˇizval k napsa´nı´ cˇa´sti publikace
New Ideas in Optimization. Spolu s nı´m byli osloveni i dalsˇı´ odbornı´ci - jmenovat mu˚zˇeme
naprˇı´klad prof. Jouniho Lampinena nebo prof. Ivana Zelinku. [12] [19]
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V dnesˇnı´ dobeˇ je jizˇ diferencia´lnı´ evoluce dlouhodobeˇ povazˇova´na za velmi efektivnı´
algoritmus, ktery´ lze u´speˇsˇneˇ pouzˇı´t na sˇirokou sˇka´lu optimalizacˇnı´ch proble´mu˚. 4
3.2 Popis cˇinnosti diferencia´lnı´ evoluce
3.2.1 Rˇı´dı´cı´ parametry
Hlavnı´m faktorem, ktery´ vy´razneˇ ovlivnˇuje beˇh a vy´konnost diferencia´lnı´ evoluce, jsou
tzv. rˇı´dı´cı´ parametry. Tyto parametry typicky nastavuje uzˇivatel prˇed spusˇteˇnı´m algo-
ritmu. Je nutne´ podotknout, zˇe jejich sˇpatny´mnastavenı´mmu˚zˇe dojı´t k tomu, zˇe optima´lnı´
rˇesˇenı´ nebude nikdy nalezeno, nebo jeho nalezenı´ zabere zbytecˇneˇ velke´ mnozˇstvı´ cˇasu.
Doporucˇeny´m hodnota´m parametru˚ se budeme v te´to kapitole take´ veˇnovat, nejprve ale
uvedeme, o jake´ parametry se jedna´ a jaky´ je jejich vy´znam.
Pokud v souvislosti s diferencia´lnı´ evolucı´ mluvı´me o rˇı´dı´cı´ch parametrech, jedna´
se prˇedevsˇı´m o parametry CR, F, da´le velikost populace (v literaturˇe se objevuje pod
zkratkou NP) a pocˇet parametru˚ jedince. Samozrˇejmeˇ je nutne´ definovat i ukoncˇovacı´
krite´rium, prˇi jehozˇ splneˇnı´ se algoritmus zastavı´ a vra´tı´ nejlepsˇı´ nalezeny´ vy´sledek. Velmi
cˇasto pouzˇı´vany´m ukoncˇovacı´m krite´riem je prˇedem stanoveny´ pocˇet evolucˇnı´ch cyklu˚
(generacı´). V ra´mci te´to pra´ce budeme stanoveny´ pocˇet generacı´ oznacˇovat symbolemG.
Prˇehled parametru˚, spolecˇneˇ s jejich vy´znamem, je uveden v tabulce 1.
Parametr Vy´znam
CR Pra´h krˇı´zˇenı´
F Mutacˇnı´ konstanta
NP Velikost populace
D Pocˇet parametru˚ jedince (dimenze proble´mu)
G Pocˇet generacˇnı´ch cyklu˚
Tabulka 1: Parametry diferencia´lnı´ evoluce
Jizˇ samotny´ vy´znamparametru˚ CR aFnapovı´da´, zˇe pra´h krˇı´zˇenı´ se vyuzˇı´va´ v pru˚beˇhu
procesu krˇı´zˇenı´ a mutacˇnı´ konstanta je vyuzˇita beˇhem mutace. Oba tyto parametry majı´
svu˚j povoleny´ rozsah hodnot. V prˇı´padeˇ CR jde o interval ⟨0, 1⟩, zatı´mco parametr Fmu˚zˇe
naby´vat hodnot z intervalu ⟨0, 2⟩. Jak prˇesneˇ se tyto parametry pouzˇı´vajı´ je vysveˇtleno
da´le v te´to kapitole.
4Pro u´plnost jesˇteˇ uva´dı´me, zˇe tı´m rozhodneˇ nechceme tvrdit, zˇe je diferencia´lnı´ evoluce nejlepsˇı´ algorit-
mus, ktery´ spolehliveˇ rˇesˇı´ vsˇechny proble´my. Du˚vodem je prˇedevsˇı´m fakt, zˇe takovy´ algoritmus neexistuje
a take´ to, zˇe existujı´ i jine´ velmi vy´konne´ algoritmy.
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3.2.2 Vytvorˇenı´ pocˇa´tecˇnı´ populace
Ponadefinova´nı´ rˇı´dı´cı´chparametru˚ evoluce lzeprˇistoupit kvytvorˇenı´ prvnı´ populace, aby
bylo mozˇno zacˇı´t prova´deˇt evolucˇnı´ cykly. Pocˇa´tecˇnı´ populace je tvorˇena na´hodneˇ. Vsˇem
jedincu˚m z populace se tedy prˇirˇadı´ na´hodne´ hodnoty jejich parametru˚. Matematicky
mu˚zˇeme vytvorˇenı´ populace zachytit vztahem uvedeny´m nı´zˇe.
P (0) = x
(0)
i,j = ri,j(x
(U)
j − x(L)j ) + x(L)j
Hodnota i zde prˇedstavuje index jedince v populaci, j oznacˇuje porˇadı´ parametru a r je
na´hodne´ cˇı´slo v rozsahu [0, 1]. Hodnoty x(U)j a x
(L)
j prˇedstavujı´ hornı´, resp. dolnı´ hranici
hodnoty dane´ho parametru.
3.2.3 Mutace
Pozna´mka 3.1 V pru˚beˇhumutace se v diferencia´lnı´ evoluci vyuzˇı´vajı´ za´kladnı´ vektorove´
operace. Pokud si u libovolne´ho jedince odmyslı´me jeho fitness hodnotu, zu˚stanou na´m
jen jeho parametry, ktere´ ve sve´ podstateˇ tvorˇı´ vektor. Proto tedy da´le v textu, nebude-li
rˇecˇeno jinak, budeme pod pojmem vektor rozumeˇt jednoho jedince.
Ve sve´ za´kladnı´ verzi vytva´rˇı´ diferencia´lnı´ evoluce nove´ potomky celkem ze cˇtyrˇ
rodicˇu˚. Nejprve je nutno vytvorˇit va´hovy´ diferencˇnı´ vektor, ktery´ vznikne jako rozdı´l
dvou na´hodny´ch vektoru˚ z populace vyna´sobeny´ mutacˇnı´ konstantou F. Tento vektor se
pote´ prˇicˇte ke trˇetı´mu na´hodne´mu vektoru, cˇı´mzˇ vznikne tzv. sˇumovy´ vektor (v anglicˇtineˇ
oznacˇova´n jako noisy vector). Proces vytvorˇenı´ sˇumove´ho vektoru nazy´va´memutace. Pro
forma´lneˇjsˇı´ vyja´drˇenı´ opeˇt pouzˇijme matematicky´ vztah:
vi,G+1 = xr1,G + F · (xr2,G − xr3,G)
Symboly r1, r2, r3 prˇedstavujı´ na´hodne´ indexy, pro ktere´ platı´ r1, r2, r3 ∈ {1, 2, ..., NP} ∧
r1 ̸= r2 ̸= r3 ̸= i.
Pro u´plnost je potrˇeba dodat, zˇe vlivem mutace mu˚zˇe vzniknout jedinec s parametry,
ktere´ se nemusı´ nacha´zet v prˇedempovolene´m rozsahu hodnot. U proble´mu˚, ktere´ nemajı´
kladena omezenı´ na argumenty u´cˇelove´ funkce, se mu˚zˇe jednat o vhodnou vlastnost. Je
tak totizˇ mozˇne´ najı´t optima´lnı´ rˇesˇenı´ i za hranicı´ prostoru, do ktere´ho byla na´hodneˇ
vygenerova´na prvotnı´ populace. [10]
U proble´mu˚, kde je potrˇeba prohleda´vat pouze omezeny´ prostor, je vsˇak nutne´ zajistit,
aby vsˇechny parametry jedincu˚ lezˇely v na´mi definovane´m intervalu. K zajisˇteˇnı´ splneˇnı´
te´to podmı´nky existuje neˇkolik mozˇnostı´.
Patrneˇ nejtrivia´lneˇjsˇı´m rˇesˇenı´m je zastavenı´ jedince na hranici prohleda´vane´ho pro-
storu. V takove´m prˇı´padeˇ vsˇak velmi lehce mu˚zˇe dojı´t k tomu, zˇe se jedinci budou
postupneˇ shlukovat na hranicı´ch, cˇı´mzˇ se bude snizˇovat diverzibilita populace, cozˇ mu˚zˇe
v konecˇne´m du˚sledku ve´st k faktu, zˇe nalezenı´ globa´lnı´ho extre´mu bude trvat velmi
dlouho, nebo v horsˇı´m prˇı´padeˇ nebude nalezen vu˚bec. [19]
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Dalsˇı´m rˇesˇenı´m u parametru˚, ktere´ prˇekrocˇı´ povoleny´ rozsah hodnot, je opakova´nı´
procesumutace tak dlouho, jak bude potrˇeba. Tedy do doby, nezˇ bude vytvorˇen parametr
lezˇı´cı´ v povolene´m intervalu. [10]
Poslednı´ mozˇnostı´, kterou uvedeme, je proste´ nahrazenı´ nevyhovujı´cı´ch parametru˚
na´hodny´mi hodnotami uvnitrˇ povolene´ hranice, cozˇ lze opeˇt zachytit pomocı´ matematic-
ke´ho vztahu, v neˇmzˇ hodnota i prˇedstavuje index jedince v populaci a j index parametru
dane´ho jedince.
x
(G+1)
i,j =
 ri,j(x
(U)
j − x(L)j ) + x(L)j pokud x(G+1)i,j < x(L)j ∨ x(G+1)i,j > x(U)j
x(G+1)i,j v opacˇne´m prˇı´padeˇ
Prˇi pouzˇitı´ te´to techniky nedocha´zı´ ke snizˇova´nı´ diverzibility populace, ale naopak
k jejı´mu zvysˇova´nı´. Z geometricke´ho hlediska dojde v prˇı´padeˇ na´hodne´ho nahrazenı´
parametru k prˇesunutı´ jedince na novou pozici, ktera´ nevznikla krˇı´zˇenı´m jedincu˚. [19].
Tato technika byla pouzˇita i v implementacˇnı´ cˇa´sti te´to pra´ce.
3.2.4 Krˇı´zˇenı´
Po mutaci na´sleduje v diferencia´lnı´ evoluci proces krˇı´zˇenı´, ke ktere´mu jsou zapotrˇebı´
dva vektory. Jedna´ se o cˇtvrte´ho, dosud nepouzˇite´ho rodicˇe (aktivnı´ jedinec) a sˇumovy´
vektor vznikly´ prˇi mutaci. Vy´sledkem krˇı´zˇenı´ je zkusˇebnı´ vektor (trial vector), ktery´ pote´
souteˇzˇı´ o postup do nove´ populace. [19] Faktorem, ktery´ rozhoduje o postupu do dalsˇı´ho
evolucˇnı´ho cyklu, je jizˇ zmı´neˇna´ fitness hodnota.
Proces vytvorˇenı´ zkusˇebnı´ho vektoru je za´visly´ na typu pouzˇite´ho krˇı´zˇenı´. V klasicke´
varianteˇ DE (DE/rand/1/bin) se vyuzˇı´va´ binomicke´ krˇı´zˇenı´, existuje vsˇak i krˇı´zˇenı´ zvane´
exponencia´lnı´. V obou prˇı´padech je vzˇdy zkusˇebnı´ vektor vytvorˇen kombinacı´ parametru˚
z sˇumove´ho a rodicˇovske´ho vektoru. Jak prˇesneˇ probı´hajı´ oba zmı´neˇne´ procesy krˇı´zˇenı´
zachycujı´ pseudoko´dy 1 a 2, ktere´ jsou prˇevzaty z cˇla´nku [18]. Vy´znam symbolu˚ x, y a z
je na´sledujı´cı´:
• x - aktivnı´ vektor (cˇtvrty´ rodicˇ)
• y - sˇumovy´ vektor
• z - zkusˇebnı´ vektor
3.2.5 Evolucˇnı´ cykly
Nynı´, kdyzˇ bylo popsa´no, jaky´m zpu˚sobem probı´ha´ proces mutace a krˇı´zˇenı´, je jizˇ snadne´
popsat cely´ pru˚beˇh jednoho evolucˇnı´ho cyklu, ktery´ se opakuje tak dlouho, dokud nenı´
splneˇna podmı´nka pro ukoncˇenı´ algoritmu.
Evolucˇnı´ cyklus tedy probı´ha´ tak, zˇe postupneˇ procha´zı´me celou populaci a k aktu-
a´lnı´mu jedinci vzˇdy na´hodneˇ vybereme dalsˇı´ trˇi, cˇı´mzˇ zı´ska´me cˇtyrˇi rodicˇe pro nove´ho
potomka (jedince). Pote´ probeˇhne procesmutace a krˇı´zˇenı´, cˇı´mzˇ vznikne zkusˇebnı´ jedinec,
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Pseudoko´d 1 Binomicke´ krˇı´zˇenı´
1: crossoverBin (x,y)
2: k ← irand({1, ..., n})
3: for j = 1, n do
4: if rand(0,1) < CR or j = k then
5: zj ← yj
6: else
7: zj ← xj
8: end if
9: end for
10: return z
Pseudoko´d 2 Exponencia´lnı´ krˇı´zˇenı´
1: crossoverExp (x,y)
2: z ← x; k ← irand({1, ..., n}); j ← k;L← 0
3: repeat
4: zj ← yj ; j ← ⟨j + 1⟩n;L← L+ 1
5: until rand(0, 1) > CR or L = n
6: return z
ktery´ na za´kladeˇ sve´ vhodnosti postoupı´ cˇi nepostoupı´ do nove´ populace. Po dokoncˇenı´
iterace je vytvorˇena nova´ populace, ktera´ nahradı´ populaci starou. Tı´m je dokoncˇen
jeden evolucˇnı´ cyklus a cely´ tento jednoduchy´ proces se mu˚zˇe zacˇı´t znovu opakovat.
V momenteˇ, kdy dojde ke splneˇnı´ ukoncˇovacı´ podmı´nky, je z aktua´lnı´ populace vybra´n
nejlepsˇı´ jedinec, ktery´ je pote´ vy´stupem algoritmu.
Vy´sˇe popsane´ kroky jsou zna´zorneˇny v pseudoko´du 3, ktery´ byl opeˇt prˇevzat z cˇla´nku
[18].
3.3 Ukoncˇovacı´ krite´ria
Jak jizˇ bylo v prˇedchozı´ch cˇa´stech uvedeno, ukoncˇovacı´ krite´rium urcˇuje, kdy se ma´
algoritmusDE zastavit a vybrat z aktua´lnı´ populace nejlepsˇı´ho jedince, ktery´ reprezentuje
nejlepsˇı´ rˇesˇenı´, jezˇ algoritmus doka´zal najı´t. Do te´to chvı´le jsme zmı´nili pouze jednu
mozˇnou podmı´nku ukoncˇenı´, a to prˇedem stanoveny´ pocˇet generacˇnı´ch cyklu˚.
Nastavenı´m prˇesne´ho pocˇtu generacˇnı´ch cyklu˚ mu˚zˇeme znacˇneˇ ovlivnit celkovou
dobu beˇhu algoritmu. Je pochopitelne´, zˇe se zvysˇujı´cı´ se hodnotou evolucˇnı´ch cyklu˚ se
zvysˇuje i cˇas potrˇebny´ pro provedenı´ algoritmu. V prˇı´padeˇ, zˇe nastavı´me hodnotu G
prˇı´lisˇ velkou, mu˚zˇe dojı´t k situaci, zˇe nejlepsˇı´ jedinec bude nalezen mnohem drˇı´ve, nezˇ
probeˇhne G evolucˇnı´ch cyklu˚, tudı´zˇ se zbytecˇneˇ prodlouzˇı´ doba beˇhu algoritmu, ktera´
samotny´ vy´kon algoritmu jizˇ nezlepsˇı´. V opacˇne´m prˇı´padeˇ, nastavı´me-li G prˇı´lisˇ male´,
nemusı´ by´t nejlepsˇı´ rˇesˇenı´ vu˚bec nalezeno.
Mı´rnou modifikacı´ vy´sˇe uvedene´ podmı´nky pro ukoncˇenı´ dostaneme dalsˇı´ mozˇnost,
kdy zastavit beˇh algoritmu. V pru˚beˇhu evolucˇnı´ch cyklu˚ si stacˇı´ vzˇdy ulozˇit nejlepsˇı´ho
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Pseudoko´d 3 Pru˚beˇh diferencia´lnı´ evoluce
1: Population initialization X(0)← {x1(0),...,xm(0)}
2: g ← 0
3: Compute {f(x1(g)),...,f(xm(g))}
4: while the stopping condition is false do
5: for i = 1,m do
6: yi ← generateMutant(X(g)) {Vytvorˇenı´ sˇumove´ho vektoru}
7: zi ← crossover(xi(g), yi) {Vytvorˇenı´ zkusˇebnı´ho vektoru}
8: if f(zi) < f(xi(g)) then
9: xi(g + 1)← zi
10: else
11: xi(g + 1)← xi(g)
12: end if
13: end for
14: g ← g + 1
15: Compute {f(x1(g)),...,f(xm(g))}
16: end while
jedince v dane´ populaci a algoritmus ukoncˇit ve chvı´li, kdy se fitness hodnota nejlepsˇı´ho
jedince nezmeˇnı´ beˇhem stanovene´ho pocˇtu evolucˇnı´ch cyklu˚ (∆gmax). Je ovsˇem du˚lezˇite´
dba´t na to, aby tato hodnota nebyla prˇı´lisˇ nı´zka´, jelikozˇ delsˇı´ periody bez zlepsˇenı´ nejle-
psˇı´ho jedince jsou u DE mnohem cˇasteˇjsˇı´ nezˇ u ostatnı´ch evolucˇnı´ch algoritmu˚. [12]
Nı´zˇe jsou uvedeny dalsˇı´ mozˇnosti ukoncˇovacı´ch krite´riı´. Je nutne´ zmı´nit, zˇe uvedeny´
vy´cˇet zdaleka nenı´ kompletnı´, nebot’sta´le lze vymy´sˇlet nove´ podmı´nky.
3.3.1 Limitovany´ cˇas doby beˇhu
V neˇktery´ch prˇı´padech je pro optimalizaci dostupne´ pouze omezene´ mnozˇstvı´ cˇasu. V
takovy´chto prˇı´padech musı´ by´t algoritmus ukoncˇen po uplynutı´ zadane´ho cˇasu, a to bez
ohledu na stav populace nebo pocˇet provedeny´ch evolucˇnı´ch cyklu˚. [12]
3.3.2 Dosazˇenı´ hledane´ hodnoty
Ve veˇtsˇineˇ optimalizacˇnı´ch u´loh z rea´lne´ho sveˇta nezna´me prˇedem hledanou minima´lnı´
cˇi maxima´lnı´ hodnotu u´cˇelove´ funkce. V prˇı´padeˇ, zˇe je ale hodnota hledane´ho extre´mu
prˇedem zna´ma (naprˇ. u testovacı´ch funkcı´), mu˚zˇeme algoritmus ukoncˇit ve chvı´li, kdy
je nalezena hodnota extre´mu(nebo hodnota velmi blı´zka´). [12] V prˇı´padeˇ pouzˇitı´ tohoto
ukoncˇovacı´ho krite´ria je ale nutne´ si uveˇdomit, zˇe naprˇı´klad sˇpatny´m nastavenı´m rˇı´dı´-
cı´ch parametru˚ mu˚zˇe dojı´t k tomu, zˇe algoritmus hledany´ extre´m nikdy nenajde. K tomu
mu˚zˇe dojı´t naprˇı´klad tak, zˇe populace uva´zne v loka´lnı´m extre´mu. Vinou te´to skutecˇnosti
by tak dosˇlo k tomu, zˇe by se algoritmus nikdy nezastavil a evolucˇnı´ cykly by probı´haly
nekonecˇneˇ dlouho. Abychom takove´ situaci prˇedesˇli, mu˚zˇeme pouzˇitı´ tohoto ukoncˇo-
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vacı´ho krite´ria zkombinovat s jiny´m krite´riem, naprˇı´klad s prˇedem stanoveny´m cˇasem
maxima´lnı´ doby beˇhu nebo maxima´lnı´m pocˇtem generacˇnı´ch cyklu˚.
3.3.3 Statistika populace
Dalsˇı´ mozˇnost ukoncˇenı´ beˇhu algoritmu je zalozˇena na pozorova´nı´ vy´voje populace.
Mu˚zˇeme naprˇı´klad sledovat rozdı´l mezi fitness hodnotou nejlepsˇı´ho a nejhorsˇı´ho jedince
v dane´ populaci. K ukoncˇenı´ algoritmu pak dojde ve chvı´li, kdy se tato hodnota bude na-
cha´zet v prˇedem stanovene´m intervalu. Pouzˇitı´ tohoto ukoncˇovacı´ho krite´ria bymeˇlo by´t
aplikova´no s opatrnostı´, nebot’by mohlo dojı´t k prˇedcˇasne´mu zastavenı´ algoritmu. Jinou
statistickou hodnotou, kterou mu˚zˇeme u populace pozorovat, je smeˇrodatna´ odchylka
vhodnosti jedincu˚, nebo naprˇı´klad nejveˇtsˇı´ vzda´lenost mezi dveˇma vektory v populaci.
[12]
3.4 Varianty diferencia´lnı´ evoluce
Azˇdo te´to chvı´le jsmeuvedli pouze jednuvariantu (strategii) diferencia´lnı´ evoluce, kterou
jeDE/rand/1/bin. Tato strategie je povazˇova´na za „klasickou“ a je velmi cˇasto vyuzˇı´va´na.
Nicme´neˇ, existujı´ i dalsˇı´ strategie, ktere´ se lisˇı´ ve zpu˚sobu vytva´rˇenı´ sˇumove´ho vektoru a
take´ v pouzˇite´m typu krˇı´zˇenı´.
Obecneˇ lze libovolnou strategii diferencia´lnı´ evoluce zapsat jako DE/x/y/z, prˇicˇemzˇ:
• DE je zkratka pro diferencia´lnı´ evoluci
• x oznacˇuje zpu˚sob, jaky´m bude vybı´ra´n aktivnı´ jedinec
• y je pocˇet diferencˇnı´ch vektoru˚
• z urcˇuje typ krˇı´zˇenı´ - exp pro exponencia´lnı´ a bin pro binomicke´
V tabulce 2 je uvedeno celkem 10 ru˚zny´ch strategiı´ diferencia´lnı´ evoluce spolecˇneˇ se
vztahem, podle neˇhozˇ se tvorˇı´ sˇumovy´ vektor.
U strategiı´ DE/rand-to-best/1/exp a DE/rand-to-best/1/bin je mozˇne´ si vsˇimnout
vy´skytu parametru λ. Za u´cˇelem redukova´nı´ pocˇtu rˇı´dı´cı´ch parametru˚ se obvykle u teˇchto
strategiı´ pouzˇı´va´ λ = F . [15] Pro u´plnost jesˇteˇ doplnı´me, zˇe xbest prˇedstavuje nejlepsˇı´ho
jedince z populace.
3.5 Optima´lnı´ nastavenı´ algoritmu
Nastavenı´ parametru˚ diferencia´lnı´ evoluce je klı´cˇovy´ faktor, ktery´ ovlivnˇuje beˇh cele´ho
algoritmu. Hraje tak du˚lezˇitou roli prˇi tom, zda bude nalezeno optima´lnı´ rˇesˇenı´ dane´ho
proble´mu, cozˇ na´s jasneˇ vede k za´veˇru, zˇe nastavenı´ hodnot parametru˚ nelze podcenit. Prˇi
sˇpatny´ch hodnota´ch mu˚zˇe velmi lehce dojı´t k situaci, zˇe hledany´ globa´lnı´ extre´m nebude
vu˚bec nalezen. Populace jedincu˚ mu˚zˇe naprˇı´klad uva´znout v loka´lnı´m extre´mu funkce,
cozˇ zpu˚sobı´, zˇe zˇa´dnı´ lepsˇı´ jedinci jizˇ nebudou vytvorˇeni. Dalsˇı´m nezˇa´doucı´m chova´nı´m
mu˚zˇe by´t naprˇı´klad situace, kdy sice dojde k nalezenı´ globa´lnı´ho extre´mu, avsˇak celkova´
18
doba beˇhu algoritmu bude velmi dlouha´, cozˇ poukazuje na to, zˇe se populace vyvı´jela
velmi pomalu.
Chceme-li vy´sˇe zmı´neˇny´m situacı´m prˇedejı´t nebo jejich pocˇet vy´skytu˚ minimalizovat,
je spra´vne´ nastavenı´ parametru˚ nutnou podmı´nkou. Jedna´ se vsˇak o u´kol, ktery´ nemusı´
by´t vzˇdy u´plneˇ snadny´, jelikozˇ neexistujı´ zˇa´dne´ univerza´lnı´ hodnoty parametru˚, ktere´
bychom ve vsˇech prˇı´padech mohli oznacˇit jako spra´vne´. Vzˇdy za´lezˇı´ na typu rˇesˇene´ho
proble´mu, le´pe rˇecˇeno na u´cˇelove´ funkci.
Jak jizˇ bylo v ra´mci te´to pra´ce naznacˇeno, nastavenı´ parametru˚ veˇtsˇinou prova´dı´ uzˇi-
vatel prˇed samotny´m spusˇteˇnı´m algoritmu. Jedna´ se o parametry CR, F, NP, ukoncˇovacı´
krite´rium a prˇı´padneˇ lze vybrat i variantu DE (viz kapitola 3.4). O mozˇny´ch zpu˚sobech
ukoncˇenı´ algoritmu pojedna´vala kapitola 3.3, proto se jimi nebudeme da´le zaby´vat. Za-
meˇrˇı´me se pouze na vy´beˇr vhodne´ varianty, velikost populace a hodnoty parametru˚ CR
a F.
3.5.1 Vy´beˇr vhodne´ varianty
V tabulce 2 je uvedeno celkem deset za´kladnı´ch variant diferencia´lnı´ evoluce. Patrneˇ
nejcˇasteˇji pouzˇı´vanou variantou je DE/rand/1/bin, cozˇ je v podstateˇ klasicka´ varianta
diferencia´lnı´ evoluce.Da´le se rovneˇzˇ pouzˇı´vajı´ variantyDE/rand/1/exp aDE/best/1/z.5
Typ pouzˇite´ho krˇı´zˇenı´ nenı´ azˇ tak du˚lezˇity´, acˇkoli Kenneth Price tvrdı´, zˇe binomicke´
krˇı´zˇenı´ nebude nikdy horsˇı´ nezˇ exponencia´lnı´. [4]
Strategie Vy´pocˇet sˇumove´ho vektoru
DE/best/1/exp v = xGbest,j + F · (xGr2,j − xGr3,j)
DE/rand/1/exp v = xGr1,j + F · (xGr2,j − xGr3,j)
DE/rand-to-best/1/exp v = xGi,j + λ · (xGbest,j − xGi,j) + F · (xGr1,j − xGr2,j)
DE/best/2/exp v = xGbest,j + F · (xGr1,j + xGr2,j − xGr3,j − xGr4,j)
DE/rand/2/exp v = xGr5,j + F · (xGr1,j + xGr2,j − xGr3,j − xGr4,j)
DE/best/1/bin v = xGbest,j + F · (xGr2,j − xGr3,j)
DE/rand/1/bin v = xGr1,j + F · (xGr2,j − xGr3,j)
DE/rand-to-best/1/bin v = xGi,j + λ · (xGbest,j − xGi,j) + F · (xGr1,j − xGr2,j)
DE/best/2/bin v = xGbest,j + F · (xGr1,j + xGr2,j − xGr3,j − xGr4,j)
DE/rand/2/bin v = xGr5,j + F · (xGr1,j + xGr2,j − xGr3,j − xGr4,j)
Tabulka 2: Strategie diferencia´lnı´ evoluce
5Symbol z zde prˇedstavuje typ pouzˇite´ho krˇı´zˇenı´, tedy exponencia´lnı´ cˇi binomicke´.
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Obecneˇ mu˚zˇeme tedy rˇı´ci, zˇe pokud nema´me zˇa´dny´ specificky´ du˚vod pro pouzˇitı´
konkre´tnı´ varianty DE a nevı´me tedy, jakou variantu prˇesneˇ zvolit, nabı´zı´ se jako vhodna´
prvnı´ volba DE/rand/1/bin. [4]
3.5.2 Velikost populace
Velikost populace by´va´ obvykle volena s ohledem na dimenzi proble´mu, jinak rˇecˇeno
s ohledem na pocˇet parametru˚ jedince. Doporucˇena´ hodnota parametru NP se pohybuje
v rozmezı´ 10D azˇ 100D, nicme´neˇ 100D se pouzˇı´va´ v prˇı´padech, kdy je u´cˇelova´ funkce
vysoce multimoda´lnı´ (obsahuje velke´ mnozˇstvı´ loka´lnı´ch extre´mu˚). [19] Rainer Storn ve
sve´m cˇla´nku [15] uva´dı´, zˇe promnohe´ proble´my jeNP = 10D dobrou volbou. Samozrˇejmeˇ
ale existujı´ prˇı´pady, kdy byla hodnotaNP< 10D a i prˇesto diferencia´lnı´ evoluce pracovala
spra´vneˇ analezla optima´lnı´ rˇesˇenı´. Pro u´plnost je jesˇteˇ potrˇeba zmı´nit, zˇe velikost populace
nesmı´ by´t nikdymensˇı´ nezˇ 4, jelikozˇ pro vytva´rˇenı´ potomku˚ je u veˇtsˇiny variant zapotrˇebı´
cˇtyrˇ rodicˇu˚.
3.5.3 Rˇı´dı´cı´ parametry CR a F
Parametry CR a F prˇedstavujı´ pra´h krˇı´zˇenı´ a mutacˇnı´ konstantu. Povolene´ hodnoty para-
metru CR se pohybujı´ v rozsahu 0 azˇ 1, prˇicˇemzˇ ale nenı´ prˇı´lisˇ vhodne´, aby CR naby´valo
teˇchto hranicˇnı´ch hodnot. Doporucˇene´ hodnoty pro tento parametr se pohybujı´ v rozsahu
0,8 - 0,9 [19], nicme´neˇ bylo zjisˇteˇno, zˇe pokud je optimalizovana´ funkce separabilnı´6, je
vhodne´ nastavit CR na nizˇsˇı´ hodnotu blı´zkou nule - naprˇ. 0,2. [4]
U mutacˇnı´ konstanty je k dispozici rozsah hodnot 0 - 2 [19], prˇicˇemzˇ obvykle se
hodnota volı´ v rozsahu 0,5 - 1 [15]. Rainer Storn da´le v cˇla´nku [15] uva´dı´, zˇe cˇı´m vysˇsˇı´ je
velikost populace, tı´m mensˇı´ by meˇla by´t hodnota parametru F.
Lze tedy tvrdit, zˇe pokud nema´me o u´cˇelove´ funkci mnoho informacı´, je vhodne´ vy-
zkousˇet klasickou variantu DE/rand/1/bin s NP = 10D, F = 0,8 a CR = 0,9. [4] Rovneˇzˇ je
vhodne´ sledovat, jak se meˇnı´ parametry nejlepsˇı´ho jedince z populace. Dobry´m ukazate-
lem spra´vneˇ fungujı´cı´ho algoritmu mu˚zˇe by´t vysoka´ promeˇnlivost parametru˚ nejlepsˇı´ho
jedince v pru˚beˇhu evolucˇnı´ch cyklu˚ (zejme´na zpocˇa´tku beˇhu algoritmu), a to i v prˇı´padeˇ,
zˇe fitness hodnota nejlepsˇı´ho jedince klesa´ pomalu. [15]
3.6 Pra´ce s celocˇı´selny´mi a diskre´tnı´mi parametry
Ve sve´ za´kladnı´ podobeˇ je diferencia´lnı´ evoluce schopna pracovat pouze s rea´lny´mi
parametry. V kapitole 2.3 vsˇak bylo uvedeno, zˇe parametry jedince mohou by´t trojı´ho
typu - rea´lne´, celocˇı´selne´ a diskre´tnı´. Rozsˇı´rˇenı´ algoritmu diferencia´lnı´ evoluce tak, aby
byla schopna pracovat se vsˇemi typy parametru˚, je pomeˇrneˇ snadne´, stacˇı´ pouze pa´r
jednoduchy´ch modifikacı´. [10]
V prˇı´padeˇ, zˇe potrˇebujeme pracovat s celocˇı´selny´m parametrem, stacˇı´ pouze dany´
parametr prˇed dosazenı´m do u´cˇelove´ funkce zaokrouhlit na cele´ cˇı´slo. Dı´ky tomu mu˚zˇe
6Separabilnı´ funkcı´ se rozumı´ takova´ funkce, ktera´ mu˚zˇe by´t vyja´drˇena jako soucˇin funkcı´ o jedne´
promeˇnne´. Forma´lneˇji zapsa´no musı´ platit na´sledujı´cı´: f(x1, x2, ...xn) = f1(x1)f2(x2)...fn(xn)
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algoritmus sta´le pracovat s rea´lny´mi parametry a teprve v momenteˇ, kdy je nutne´ vy-
pocˇı´tat fitness hodnotu jedince, dojde k zaokrouhlenı´ potrˇebny´ch parametru˚. [10]
Stejneˇ jednoduchy´ je postup prˇi pra´ci s diskre´tnı´mi parametry. Prˇedpokla´dejme, zˇe
ma´me mnozˇinu obsahujı´cı´ povolene´ hodnoty parametru˚. Pocˇet prvku˚ v mnozˇineˇ je n.
Jednotlivy´m hodnota´m tak mu˚zˇeme prˇirˇadit indexy v rozsahu 1 azˇ n. Diferencia´lnı´ evo-
luce tak mu˚zˇe pouzˇı´vat pouze tyto indexy, s nimizˇ bude pracovat jako s celocˇı´selny´m
parametrem. Jiny´mi slovy to znamena´, zˇe namı´sto toho, abychom optimalizovali prˇı´mo
hodnotu diskre´tnı´ho parametru, optimalizujeme hodnotu indexu. Teprve ve chvı´li, kdy
je potrˇeba zı´skat hodnotu u´cˇelove´ funkce, dojde k pouzˇitı´ skutecˇne´ hodnoty. [10]
3.7 Prˇehled mozˇny´ch vylepsˇenı´ diferencia´lnı´ evoluce
Od doby prvnı´ho prˇedstavenı´ diferencia´lnı´ evoluce azˇ do soucˇasnosti se mnoho odbor-
nı´ku˚, vy´zkumnı´ku˚ a veˇdcu˚ zaby´va´ mozˇnostmi, jak lze algoritmus diferencia´lnı´ evoluce
modifikovat, prˇı´padneˇ zkombinovat s jiny´mi technikami, za u´cˇelemdosazˇenı´ jesˇteˇ lepsˇı´ch
vy´sledku˚. Jednou z teˇchto mozˇnostı´ je paralelnı´ cˇi distribuovane´ zpracova´nı´ algoritmu.
Vzhledem k tomu, zˇe hlavnı´m te´matem pra´ce je distribuovana´ DE, bude te´to problema-
tice veˇnova´na cela´ kapitola 4. V te´to cˇa´sti kapitoly se pouze velmi strucˇneˇ sezna´mı´me
s neˇktery´mi dalsˇı´mi mozˇnostmi, nebudeme je vsˇak s ohledem na hlavnı´ cı´le te´to pra´ce
rozebı´rat do hlubsˇı´ch detailu˚.
3.7.1 Technika zvana´ Dither a Jitter
V cˇa´sti 3.5.3 bylo uvedeno doporucˇenı´, podle neˇhozˇ lze nastavit hodnoty parametru˚ CR
a F. Prˇedpokla´dali jsme, zˇe hodnota mutacˇnı´ konstanty se v pru˚beˇhu algoritmu nemeˇnı´,
nicme´neˇ nikde v textu nebylo uvedeno, zˇe tato hodnota musı´ zu˚stat konstantnı´.
Jednou z mozˇny´ch jednoduchy´ch modifikacı´ algoritmu je tedy dynamicka´ zmeˇna
hodnoty tohoto parametru. Mu˚zˇeme naprˇı´klad sledovat vy´voj fitness hodnoty nejlepsˇı´ho
jedince v populaci a pokud se beˇhem n generacˇnı´ch cyklu˚ hodnota nezmeˇnı´, je mozˇne´
zmeˇnit hodnotu rˇı´dı´cı´ch parametru˚. [19] Specia´lnı´mi prˇı´pady u ktery´ch je jasneˇ da´no, kdy
se ma´ zmeˇnit hodnota parametru F, jsou techniky zvane´ dither a jitter.7
V prˇı´padeˇ techniky jitter se hodnota F meˇnı´ beˇhem mutacˇnı´ho procesu pro kazˇdy´
parametr a oznacˇuje se Fj , kde j prˇedstavuje index dane´ho parametru. Pokud se hodnota
meˇnı´ pro kazˇdy´ diferencˇnı´ vektor, pak jde o techniku dither. Hodnota F se v tomto prˇı´padeˇ
znacˇı´ Fi, kde i oznacˇuje index aktua´lnı´ho jedince v populaci.
Na prvnı´ pohled by se mozˇna´ mohlo zda´t, zˇe obeˇ vy´sˇe uvedene´ techniky se od sebe
prˇı´lisˇ nelisˇı´, nicme´neˇ z pohledu vektoru˚ a vektorovy´ch operacı´ je rozdı´l celkem patrny´.
V prˇı´padeˇ, zˇe vsˇechny sourˇadnice diferencˇnı´ho vektoru na´sobı´me stejny´m cˇı´slem (dither),
jedna´ se z hlediska vektorovy´ch operacı´ o na´sobenı´ vektoru rea´lny´m cˇı´slem. Je jasne´, zˇe
takova´ operace pouze zmeˇnı´ velikost na´sobene´ho vektoru - smeˇr vektoru zu˚stane stejny´.
V prˇı´padeˇ metody jitter je kazˇda´ sourˇadnice diferencˇnı´ho vektoru na´sobena jiny´m
cˇı´slem Fj . Na´sledkem toho vznikne novy´ vektor (v terminologii DE oznacˇova´n jako
7Vzhledem k nehodı´cı´m se cˇesky´m prˇekladu˚m slov dither a jitter bylo v textu ponecha´no anglicke´
oznacˇenı´.
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Obra´zek 2: Porovna´nı´ technik dither a jitter
Obra´zek a) ukazuje techniku dither. Je videˇt, zˇe se meˇnı´ pouze velikost vektoru, smeˇr zu˚sta´va´
stejny´. U techniky jitter na obra´zku b) je patrne´, zˇe dosˇlo nejen ke zmeˇneˇ velikosti, ale take´ ke
zmeˇneˇ smeˇru.
va´hovy´ diferencˇnı´ vektor), ktery´ oproti vektoru diferencˇnı´mu ma´ nejen jinou velikost, ale
i smeˇr. Cele´ toto vysveˇtlenı´ le´pe objasnı´ obra´zek 2, kde vektor v1 prˇedstavuje diferencˇnı´
vektor a v2 va´hovy´ diferencˇnı´ vektor.
3.7.2 Opposition-Based Differential Evolution
Algoritmus Opposition-Based Differential Evolution (OBDE) byl publikova´n v cˇla´nku
[13]. Ve strucˇnosti se jedna´ o standardnı´ algoritmus DE, u neˇhozˇ jsou provedeny mı´rne´
modifikace beˇhem generova´nı´ prvotnı´ populace a prˇi dokoncˇenı´ kazˇde´ho generacˇnı´ho
cyklu, kdy je stara´ populace nahrazova´na novou. Vyuzˇı´vajı´ se zde tzv. „protilehla´“ rˇesˇenı´
(odtud na´zev Opposition-Based DE), ktera´ se tvorˇı´ podle definice 3.1. Pro podrobneˇjsˇı´
informace a popis OBDE odkazujeme cˇtena´rˇe na cˇla´nek [13].
Definice 3.1 Necht’P = (x1, x2, ...xD) je bod vD-rozmeˇrne´m prostoru, kde x1, x2, ...xD ∈ R a
xi ∈ [ai, bi] ∀i ∈ {1, 2, ...D}. „Protilehly´“ bod Pˇ = (xˇ1, xˇ2, ...xˇD) je pak definova´n sourˇadnicemi,
pro neˇzˇ platı´:
xˇi = ai + bi − xi
3.7.3 Rozsˇı´rˇenı´ DE o algoritmus Local Search
Poslednı´ modifikacı´ algoritmu DE, kterou si v te´to kapitole uvedeme, je jeho rozsˇı´rˇenı´ o
algoritmus Local Search (LS) neboli loka´lnı´ hleda´nı´. Jedna´ se o velmi jednoduchy´ algorit-
mus, ktery´ prˇi sve´m startu vytvorˇı´ pocˇa´tecˇnı´ rˇesˇenı´ proble´mu, ktere´ je typicky generova´no
na´hodneˇ. K tomuto rˇesˇenı´ se na´sledneˇ vygeneruje mnozˇina sousednı´ch rˇesˇenı´. Mezi sou-
sedy se najde nejlepsˇı´ rˇesˇenı´ a v prˇı´padeˇ, zˇe je lepsˇı´ nezˇ rˇesˇenı´ vy´chozı´, vezme se jako
nove´ aktua´lnı´ nejlepsˇı´ rˇesˇenı´. Pote´ se cely´ postup generova´nı´ sousednı´ch rˇesˇenı´ opakuje
22
do doby, nezˇ nastane situace, kdy mezi sousedy nebude existovat zˇa´dne´ zlepsˇujı´cı´ rˇesˇenı´.
[19]
Jaky´m zpu˚sobem vyuzˇı´t LS v algoritmu DE pak jizˇ za´lezˇı´ na konkre´tnı´m na´vrhu a
implementaci cele´ho algoritmu.
V cˇla´nku [6] byla naprˇı´klad uvedena varianta Local Search Differential Evolution
(LSDE), u nı´zˇ je pro kazˇde´ho jedince s pravdeˇpodobnostı´ p generova´n sousednı´ jedinec
X ′i podle vztahu
X ′i = r1 ·Xi + r2 · (Xi −Xbest),
kde Xi prˇedstavuje jedince v populaci na pozici i, Xbest je nejlepsˇı´ jedinec z populace a
r1, r2 jsou na´hodna´ cˇı´sla z rozsahu 0 - 1, prˇicˇemzˇ platı´ r1 + r2 = 1. Vı´ce informacı´ o LSDE
je mozˇno zı´skat v cˇla´nku [6].
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4 Distribuovane´ zpracova´nı´ diferencia´lnı´ evoluce
V dnesˇnı´ pokrocˇile´ dobeˇ, kdy ma´me k dispozici jizˇ velmi rychle´ a vy´konne´ pocˇı´tacˇe,
nenı´ prˇı´lisˇ velky´m divem, zˇe mnoho aplikacı´ vykona´va´ vı´ce operacı´ najednou. Cela´ rˇada
takovy´ch aplikacı´ je vytvorˇena tak, zˇe pracujı´ ve vı´ce vla´knech, prˇicˇemzˇ kazˇde´ vla´kno
obvykle prova´dı´ odlisˇnou cˇinnost. Takove´ zpracova´nı´ nazy´va´me paralelnı´. Pokud ma´me
k dispozici vı´ce pocˇı´tacˇu˚, nemusı´me se omezovat pouze na zpracova´nı´ ve vı´ce vla´knech,
ale mu˚zˇeme algoritmus rˇesˇı´cı´ zadany´ proble´m spustit na veˇtsˇı´m mnozˇstvı´ pocˇı´tacˇu˚ - pak
hovorˇı´me o distribuovane´m algoritmu.
J.R.Koza ve sve´ publikaci [9] uva´dı´, zˇe existujı´ dva za´kladnı´ prˇı´stupy, jak lze vytvorˇit
distribuovanou verzi geneticky´ch algoritmu˚. Prvnı´ prˇı´stup, v neˇmzˇ je celkova´ populace
rozdeˇlena na neˇkolik mensˇı´ch subpopulacı´, lze uplatnit i na algoritmus DE. Za´kladnı´
koncept je zde takovy´, zˇe se kazˇda´ subpopulace vyvı´jı´ samostatneˇ a po urcˇite´m pocˇtu
generacˇnı´ch cyklu˚ docha´zı´ k migraci neˇktery´ch jedincu˚ z jedne´ subpopulace do jine´. [9]
V kapitole 4 se sezna´mı´me s konkre´tnı´mi mozˇnostmi, jak lze vytvorˇit distribuovany´
algoritmus diferencia´lnı´ evoluce. V ra´mci te´to pra´ce byly vytvorˇeny dveˇ verze distribuo-
vane´ DE, ktere´ jsou popsa´ny v na´sledujı´cı´ch dvou podkapitola´ch 4.1 a 4.2. V dalsˇı´ch dvou
podkapitola´ch jsou pak navı´c prˇedstaveny dalsˇı´ dveˇ varianty distribuovane´ diferencia´lnı´
evoluce.
4.1 Single Slave Single Core
Prˇedtı´m, nezˇ prˇejdeme k samotne´mu popisu, je trˇeba podotknout, zˇe termı´n „Single Slave
Slave Core“ nenı´ obecneˇ pouzˇı´vany´m pojmem a byl zvolen autorem pouze pro pojme-
nova´nı´ nı´zˇe popsane´ho zpu˚sobu. Ve vytvorˇene´ rˇı´dı´cı´ aplikaci je tento termı´n pouzˇit pro
vybra´nı´ zpu˚sobu provedenı´ algoritmu DE, tudı´zˇ pro zachova´nı´ jednotnosti pojmenova´nı´
byl termı´n ponecha´n i v textove´ cˇa´sti pra´ce.
Jedna´ se patrneˇ o nejjednodusˇsˇı´ zpu˚sob, pomocı´ ktere´ho lze algoritmus diferencia´lnı´
evoluce ucˇinit distribuovany´m. Princip je prosty´ - na kazˇde´m pocˇı´tacˇi spustı´me diferen-
cia´lnı´ evoluci a pote´ ze zı´skany´ch vy´sledku˚ vybereme ten nejlepsˇı´. V tomto prˇı´padeˇ tedy
neprobı´ha´ zˇa´dna´ spolupra´ce mezi jednotlivy´mi pocˇı´tacˇi, ktere´ zpracova´vajı´ algoritmus.
Na zacˇa´tku jim pouze rˇı´dı´cı´ pocˇı´tacˇ prˇes sı´t’rozesˇle parametry a dalsˇı´ informace potrˇebne´
pro provedenı´ algoritmu (u´cˇelova´ funkce, specimen, atd...). Kazˇdy´ pocˇı´tacˇ pote´ provede
samostatnou diferencia´lnı´ evoluci a svu˚j vy´sledek odesˇle zpeˇt na rˇı´dı´cı´ pocˇı´tacˇ. Ten na-
konec ze vsˇech dosˇly´ch vy´sledku˚ vybere ten nejlepsˇı´, ktery´ prˇedstavuje nejlepsˇı´ nalezene´
rˇesˇenı´ proble´mu.
4.2 Parallel Differential Evolution
Druhou variantou distribuovane´ diferencia´lnı´ evoluce, ktera´ byla v ra´mci te´to pra´ce
implementova´na, je tzv. paralelnı´ diferencia´lnı´ evoluce (PDE) publikovana´ v cˇla´nku [16].
Na´zev se mu˚zˇe na prvnı´ pohled zda´t mı´rneˇ matoucı´, nebot’by se dalo prˇedpokla´dat, zˇe
se jedna´ o vı´cevla´knove´ zpracova´nı´ na jednom pocˇı´tacˇi. Autorˇi pouzˇili tzv. parallel virtual
machine (PVM), cozˇ je sada softwarovy´ch na´stroju˚ a knihoven, prˇicˇemzˇ hlavnı´m u´cˇelem
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Vy´pocˇetn´ı uzel
Rˇı´d´ıc´ı uzel
Obra´zek 3: Topologie u paralelnı´ diferencia´lnı´ evoluce [17]
PVM je propojit pocˇı´tacˇe tak, aby se jevily jako jeden vy´konny´ virtua´lnı´ pocˇı´tacˇ. [16]
Zrˇejmeˇ dı´ky pouzˇitı´ PVM autorˇi zvolili na´zev paralelnı´ diferencia´lnı´ evoluce.
Hlavnı´m rozdı´lem u PDE oproti zpu˚sobu popsane´mu v kapitole 4.1 je fakt, zˇe jednot-
live´ pocˇı´tacˇe (vy´pocˇetnı´ uzly) prˇi prova´deˇnı´ algoritmu spolupracujı´. Celkova´ populace je
rozdeˇlena na mensˇı´ subpopulace, prˇicˇemzˇ kazˇdy´ vy´pocˇetnı´ uzel pracuje se svou jednou
subpopulacı´. Velikost subpopulace je rovna NPm , kde m prˇedstavuje pocˇet vy´pocˇetnı´ch
uzlu˚. Tyto uzly jsou pomyslneˇ usporˇa´da´ny do kruhu, uvnitrˇ ktere´ho se nacha´zı´ rˇı´dı´cı´ uzel
(Master), ktery´ zajisˇt’uje vy´meˇnu dat mezi vy´pocˇetnı´mi uzly, ktere´ o sobeˇ navza´jem nevı´.
Skutecˇna´ topologie propojenı´ je tedy hveˇzda, jak je zna´zorneˇno na obra´zku 3.
Hlavnı´m u´kolem rˇı´dı´cı´ho uzlu je zajisˇt’ovat tzv. migraci jedincu˚. Kazˇdy´ vy´pocˇetnı´ uzel
prova´dı´ klasickou diferencia´lnı´ evoluci se svou subpopulacı´, avsˇak po kazˇde´m genera-
cˇnı´m cyklu mu˚zˇe dojı´t k migraci jedince z jedne´ subpopulace do druhe´. Proces migrace
probı´ha´ tak, zˇe se vytvorˇı´ kopie nejlepsˇı´ho jedince z dane´ subpopulace, ktera´ se pote´ skrze
rˇı´dı´cı´ uzel odesˇle sousednı´mu vy´pocˇetnı´mu uzlu. Jakmile uzel obdrzˇı´ nove´ho jedince, vy-
bere na´hodneˇ jednoho jedince ze sve´ subpopulace (kromeˇ nejlepsˇı´ho), ktere´ho nahradı´
noveˇ prˇı´chozı´m jedincem. [17]
Klı´cˇovy´m faktorem, ktery´ rozhoduje o tom, zda bude cˇi nebude migrace mezi dveˇma
subpopulacemi provedena, je parametr φ, ktery´ mu˚zˇe naby´vat hodnot v intervalu ⟨0, 1⟩.
Po kazˇde´m generacˇnı´m cyklu je pro kazˇdou subpopulaci generova´no na´hodne´ cˇı´slo
v rozsahu 0 azˇ 1 a pokud toto cˇı´slo je mensˇı´ nezˇ hodnota parametru φ, bude provedena
migrace, v opacˇne´m prˇı´padeˇ nikoli. [17]
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Cely´ vy´sˇe uvedeny´ princip cˇinnosti algoritmu zachycujı´ pseudoko´dy 4 a 5 prˇevzate´
z [17].
Pseudoko´d 4 Paralelnı´ diferencia´lnı´ evoluce - rˇı´dı´cı´ uzel
1: Spawn N sub-populations, each one on a different processor
2: for each generation do
3: Receive an individual from each sub-population
4: for each received individual do
5: if rand(0,1) < φ then
6: Send the individual to the next sub-population in the ring
7: end if
8: end for
9: if the stop criterion for the objective function is met then
10: Send a termination signal to all the sub-populations
11: end if
12: end for
Pseudoko´d 5 Paralelnı´ diferencia´lnı´ evoluce - vy´pocˇetnı´ uzel
1: for each generation do
2: Perform a DE generation
3: Send a copy of the best individual to the master node
4: if a migrated individual has been received then
5: Replace a random individual, different from the best, by this migrated individual
6: end if
7: if a termination signal has been received then
8: Terminate the execution
9: end if
10: end for
4.3 Island Based Distributed Differential Evolution
Island Based Distributed Differential Evolution (IBDDE) prˇedstavuje dalsˇı´ zpu˚sob, jaky´m
lze vytvorˇit distribuovany´ algoritmus diferencia´lnı´ evoluce. Jedna´ se o lehce modifiko-
vanou verzi PDE, ktera´ byla prˇedstavena v prˇedchozı´ cˇa´sti te´to kapitoly. Opeˇt platı´,
zˇe celkova´ populace je rozdeˇlena na m subpopulacı´, kde kazˇda´ z nich obsahuje NPm
jedincu˚. Rozdı´l oproti PDE spocˇı´va´ pouze v migraci, ktera´ je zde kontrolova´na peˇticı´
M = (γ, ρ, φs, φr, τ). Vy´znam jednotlivy´ch parametru˚ je na´sledujı´cı´: [17]
• γ - pocˇet generacı´ mezi dveˇma migracemi (γ ∈ N)
• ρ - pocˇet jedinu˚, kterˇı´ migrujı´ z jedne´ subpopulace beˇhem jedne´ migrace (ρ ∈ N)
• φs - funkce, ktera´ z dane´ subpopulace vracı´ jedince urcˇene´ k migraci
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• φr - funkce, ktera´ ze subpopulace vybere jedince, kterˇı´ budou nahrazenimigrujı´cı´mi
jedinci
• τ - pravidlo, ktere´ vybere cı´lovou subpopulaci (tedy subpopulaci, do nı´zˇ budou
umı´steˇni migrujı´cı´ jedinci)
Je tedy videˇt, zˇe oproti PDE se IBDDE lisˇı´ prˇedevsˇı´m v tom, zˇe migrace nemusı´ nutneˇ
probı´hat po kazˇde´m generacˇnı´m cyklu, nemusı´ by´t vzˇdy migrova´n pouze jeden jedinec
a migrace nemusı´ by´t provedena pouze mezi sousednı´mi subpopulacemi.
4.4 Distributed Differential Evolution
Poslednı´m zpu˚sobem distribuovane´ho zpracova´nı´ diferencia´lnı´ evoluce, ktery´ si v te´to
kapitole prˇedstavı´me, je Distributed Differential Evolution (DDE). U te´to varianty se opeˇt
nacha´zı´ neˇkolik vy´pocˇetnı´ch uzlu˚, ktere´ prova´deˇjı´ diferencia´lnı´ evoluci se svou subpo-
pulacı´. V porovna´nı´ s BDE cˇi IBDDE, kde jsou ale vy´pocˇetnı´ uzly pomyslneˇ usporˇa´da´ny
do kruhu, je u DDE kazˇdy´ vy´pocˇetnı´ uzel propojen s dalsˇı´mi µ uzly. Jiny´mi slovy, kazˇdy´
vy´pocˇetnı´ uzel ma´ prˇesneˇ µ sousedu˚. Na obra´zku 4 je zachyceno sche´ma propojenı´, kde
µ = 4. Cˇerneˇ je vyznacˇen jeden vy´pocˇetnı´ uzel a sˇedou barvou jsou oznacˇeny jeho cˇtyrˇi
sousednı´ uzly. O ostatnı´ch uzlech, vyznacˇeny´ch bı´lou barvou, cˇerny´ vy´pocˇetnı´ uzel nevı´
a komunikuje s nimi pouze neprˇı´mo skrze sve´ sousedy. Zˇa´dny´ vy´pocˇetnı´ uzel tedy nevı´,
kolik uzlu˚ celkem se podı´lı´ na prova´deˇnı´ algoritmu.
Vzˇdy po urcˇite´m pocˇtu generacˇnı´ch cyklu˚, ktery´ se zde oznacˇuje MI (migration in-
terval; migracˇnı´ interval), docha´zı´ mezi sousednı´mi vy´pocˇetnı´mi uzly k vy´meˇneˇ jedincu˚.
Pocˇet jedincu˚, kterˇı´ budou odesla´ni do sousednı´ch populacı´, je zde rˇı´zen parametrem
MR (migration rate; mı´ra migrace). Vsˇichni jedinci v ra´mci jednoho vy´pocˇetnı´ho uzlu,
kterˇı´ jsou urcˇenı´ k migraci (oznacˇme jejich pocˇet SI ), jsou pote´ posla´ni vsˇem sousednı´m
uzlu˚m, cozˇ znamena´, zˇe kazˇdy´ uzel prˇijme celkem SI ·µ novy´ch jedincu˚. [3] Prˇijatı´ jedinci
pote´ mohou nahradit nejhorsˇı´ jedince v dane´ subpopulaci, nebo je mohou nahradit pouze
v prˇı´padeˇ, zˇe majı´ nizˇsˇı´ fitness hodnotu, prˇı´padneˇ mohou nahradit na´hodneˇ vybrane´
jedince s vy´jimkou nejlepsˇı´ho jedince.[2]
V literaturˇe se uva´dı´, zˇe prˇı´lisˇ cˇasta´ migrace mnoha jedincu˚ znacˇneˇ degraduje vy´-
konnost algoritmu, stejneˇ tak jako migrace, ktere´ jsou prova´deˇny velmi zrˇı´dka s maly´m
mnozˇstvı´m jedincu˚. [1] V prˇı´padeˇ, zˇe migrace probı´hajı´ prˇı´lisˇ cˇasto, je proces hleda´nı´
globa´lnı´ho extre´mu v ra´mci jedne´ subpopulace prˇı´lisˇ cˇasto narusˇova´n noveˇ prˇı´chozı´mi
jedinci, cozˇ ma´ ve vy´sledku negativnı´ dopad na vy´konnost cele´ho algoritmu. [3]
Na za´veˇr jesˇteˇ dodejme, zˇe v DDE nenı´ bezpodmı´necˇneˇ nutne´, aby byl prˇı´tomen rˇı´dı´cı´
uzel. Pokud bychom ale takovy´ uzel prˇidali, jeho hlavnı´m u´kolem by bylo shromazˇd’ovat
nejlepsˇı´ nalezena´ rˇesˇenı´ v jednotlivy´ch subpopulacı´ch, ktera´ by pote´ mohl prezentovat
uzˇivateli.
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Obra´zek 4: Topologie u distribuovane´ diferencia´lnı´ evoluce [17]
Sˇede´ vy´pocˇetnı´ uzly prˇedstavujı´ cˇtyrˇi sousedy cˇerneˇ zvy´razneˇne´ho uzlu. Kazˇdy´ uzel ma´ prˇesneˇ
cˇtyrˇi sousedy, proto µ = 4.
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5 Neuronove´ sı´teˇ
I navzdory faktu, zˇe hlavnı´m te´matem te´to pra´ce je algoritmus diferencia´lnı´ evoluce, je
potrˇeba cˇtena´rˇe alesponˇ zevrubneˇ sezna´mit s problematikou neuronovy´ch sı´tı´, jelikozˇ
prˇi prova´deˇnı´ experimentu˚ byla spolecˇneˇ s testovacı´mi funkcemi pouzˇita i jednoducha´
neuronova´ sı´t’ pro rˇesˇenı´ proble´mu XOR. Cı´lem te´to kapitoly je tedy podat za´kladnı´
informace o tom, jak neuronove´ sı´teˇ vznikly, jaky´m zpu˚sobem pracujı´ a jake´ je jejich
vyuzˇitı´.
5.1 Popis fungova´nı´ neuronovy´ch sı´tı´
Historie vzniku neuronovy´ch sı´tı´ se datuje do prvnı´ poloviny 20. stoletı´, kdy W. S.
McCulloch publikoval prvnı´ pra´ci o neuronech a jejich modelech. Pozdeˇji pakMcCulloch
spolecˇneˇ se svy´m studentem vypracoval model neuronu, ktery´ je v podstateˇ pouzˇı´va´n
dodnes. Inspiracı´ ke vzniku neuronovy´ch sı´tı´ byla snaha napodobit lidske´ mysˇlenı´, resp.
cˇinnost lidske´ho mozku, v neˇmzˇ se nacha´zı´ obrovske´ mnozˇstvı´ neuronu˚, prˇiblizˇneˇ 1010.
[21] Kazˇdy´ takovy´ neuron v lidske´m mozku dosta´va´ zpra´vy od jine´ho neuronu pomocı´
dendritu˚, cozˇ jsou u´pony rasˇı´cı´ z jednoho konce neuronu. Na jeho druhe´m konci se na-
cha´zı´ dlouhe´ vla´kno zvane´ axon. Ten se mu˚zˇe prˇipojit azˇ k deseti tisı´cu˚m jiny´ch neuronu˚
pomocı´ jejich dendritu˚. Spojenı´ mezi nimi nazy´va´me synapse, jezˇ slouzˇı´ jako bra´ny re-
gulujı´cı´ tok informacı´ v mozku. Do synapsı´ jsou uvolnˇova´ny chemicke´ la´tky nazy´vane´
neurotransmitery, ktere´ meˇnı´ pohyb impulzu˚ miliardami mozˇny´ch cest mozkem. [8]
Tento velmi zjednodusˇeny´ popis cˇinnosti mozku se snazˇı´ napodobit technicke´ neu-
ronove´ sı´teˇ. Jak jizˇ jejich na´zev napovı´da´, za´kladnı´m stavebnı´m kamenem je neuron
podobny´ tomu, ktery´ se nacha´zı´ v lidske´m mozku. Samozrˇejmostı´ je, zˇe podoba neuronu
je velmi zjednodusˇena´ v porovna´nı´ s neuronem biologicky´m, nicme´neˇ i prˇesto je pro
pouzˇitı´ v neuronovy´ch sı´tı´ch dostacˇujı´cı´. Model neuronu je v podstateˇ jednotka, ktera´ ma´
neˇkolik vstupu˚ a pouze jeden vy´stup. Kazˇdy´ ze vstupu˚ ma´ prˇirˇazenou svoji va´hu, cozˇ je
bezrozmeˇrne´ cˇı´slo, ktere´ urcˇuje, jaky´ vy´znam ma´ dany´ vstup pro konkre´tnı´ neuron. [21]
Uvnitrˇ teˇla modelu neuronu se nacha´zı´ tzv. prˇenosova´ funkce. S teˇmito znalostmi je jizˇ
mozˇne´ prˇistoupit k jednoduche´mu vysveˇtlenı´ cˇinnosti modelu neuronu. Hodnoty vstupu˚
neuronu jsou vyna´sobeny odpovı´dajı´cı´mi vahami, zı´skane´ soucˇiny jsou pote´ secˇteny a
vy´sledek je dosazen do prˇenosove´ funkce. Vy´stup funkce pak tvorˇı´ hodnotu vy´stupu
dane´ho neuronu. [20]
Neuronove´ sı´teˇ se skla´dajı´ z neˇkolika vy´sˇe popsany´ch neuronu˚, ktere´ jsou organizo-
va´ny do vrstev. Podle pocˇtu vrstev se pak sı´teˇ mohou deˇlit na sı´teˇ s jednou vrstvou cˇi
sı´teˇ s vı´ce vrstvami. Pro topologii vı´cevrstvy´ch sı´tı´ obvykle platı´, zˇe vsˇechny neurony v
ra´mci jedne´ vrstvy jsou spojeny se vsˇemi neurony ve vysˇsˇı´ vrstveˇ. [21] Jeden zmnoha prˇı´-
kladu˚, jak mu˚zˇe jednoducha´ vı´cevrstva´ neuronova´ sı´t’vypadat, je zobrazen na obra´zku 5.
Obra´zek prˇedstavuje neuronovou sı´t’s celkem peˇti neurony usporˇa´dany´mi do trˇı´ vrstev.
U takovy´ch sı´tı´ platı´, zˇe neurony v prvnı´ vrstveˇ pouze distribuujı´ vstupnı´ hodnoty do
dalsˇı´ vrstvy. Dı´ky faktu, zˇe se typicky jedna´ o vı´cebodovy´ vstup do sı´teˇ, hovorˇı´ se o vstup-
nı´ch (prˇı´p. vy´stupnı´ch) vektorech informacı´. Sı´t’na obra´zku obsahuje ve vy´stupnı´ vrstveˇ
pouze jeden neuron, cozˇ ovsˇem nenı´ zˇa´dny´m pravidlem. Veˇtsˇı´ neuronove´ sı´teˇ mohou
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Vstupn´ı vrstva
Skryta´ vsrtva
Vy´stupn´ı vrstva
Obra´zek 5: Neuronova´ sı´t’s jednou skrytou vrstvou
mı´t (a typicky take´ mı´vajı´) ve vy´stupnı´ vrstveˇ vı´ce neuronu˚. Obra´zek 5 byl zvolen pouze
pro svou jednoduchost. Jednotlive´ sˇipky v obra´zku prˇedstavujı´ spojenı´ mezi neurony,
prˇicˇemzˇ je zde videˇt obvykle´ (ne vsˇak nutne´) vy´sˇe uvedene´ pravidlo, zˇe vsˇechny neurony
v jedne´ vrstveˇ jsou spojeny se vsˇemi neurony ve vysˇsˇı´ vrstveˇ.
5.1.1 Prˇenosove´ funkce
Jak jizˇ bylo uvedeno, v teˇle modelu neuronu se nacha´zı´ prˇenosova´ funkce, ktera´ trans-
formuje vstupnı´ signa´l na signa´l vy´stupnı´. Jejı´ volba hraje du˚lezˇitou roli prˇi tvorbeˇ sı´teˇ a
za´visı´ na typu proble´mu, ktery´ ma´ sı´t’rˇesˇit. Pokud naprˇı´klad chceme prova´deˇt klasifikaci
pouzemezi dveˇma trˇı´dami (naprˇ. dobry´ vs. sˇpatny´ vy´robek), pak bude dostacˇujı´cı´ bina´rnı´
funkce. Prˇenosovy´ch funkcı´ existuje vı´ce, mezi nejpouzˇı´vaneˇjsˇı´ vsˇak patrˇı´: [20]
• perceptron
• bina´rnı´
• logisticka´ (nebo te´zˇ sigmoida)
• hyperbolicky´ tangens
V te´to pra´ci byly pouzˇity dveˇ z vy´sˇe uvedeny´ch funkcı´, konkre´tneˇ bina´rnı´ a logisticka´.
Omezı´me se proto pouze na popis teˇchto dvou funkcı´.
V prˇı´padeˇ bina´rnı´ funkce se jedna´ o jednoduchou dvouhodnotovou funkci, jejı´mzˇ
vy´stupem mu˚zˇe by´t hodnota 0 nebo 1. Jejı´ za´pis vypada´ na´sledovneˇ:
F (B) = 1 ∀x > 0 jinak x = 0
Za za´pisu je zrˇejme´, zˇe se jedna´ o funkci, ktera´ pro vsˇechny vstupy veˇtsˇı´ nezˇ 0 vra´tı´
hodnotu 1 a pro vstupy mensˇı´ nebo rovny 0 vracı´ hodnotu 0.
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Obra´zek 6: Graf logisticke´ funkce
Logisticka´ funkce je jedna z nejpouzˇı´vaneˇjsˇı´ch funkcı´ a byla odvozena jako aproximace
prˇenosove´ funkce biologicke´ho neuronu. Na´sleduje jejı´ matematicky´ za´pis.
F (S) = 1
1+e−x
Vy´stupem te´to funkce je hodnota z intervalu (0; 1), cozˇ je dobrˇe videˇt z grafu funkce na
obra´zku 6.
5.2 Proces ucˇenı´
Vyuzˇitı´ neuronovy´ch sı´tı´ je velmi sˇiroke´, nebot’existuje rozsa´hle´ spektrum disciplı´n, v ni-
chzˇ neuronove´ sı´teˇ nacha´zejı´ sve´ uplatneˇnı´. Lze je naprˇı´klad pouzˇı´vat pro rozpozna´va´nı´
tva´rˇı´, symbolu˚, objektu˚ apod. Obecneˇ lze rˇı´ci, zˇe neuronove´ sı´teˇ slouzˇı´ k rˇesˇenı´ klasifika-
cˇnı´ch proble´mu˚. Jsou tedy schopny pro dany´ vstupnı´ vektor urcˇit, do jake´ skupiny trˇı´d
vektor patrˇı´. Jako prˇı´klad lze uve´st rozpozna´va´nı´ cˇı´sel na obra´zku. Pokud by byl dany´
obra´zek vhodneˇ reprezentova´n cˇı´selny´m zpu˚sobem ve formeˇ vektoru, lze vytvorˇit sı´t’
takovou, ktera´ bude schopna pro jednotlive´ obra´zky vydat na sve´m vy´stupu cˇı´slo, ktere´
se na dane´m obra´zku nacha´zı´. Tento prˇı´klad je samozrˇejmeˇ jen jeden z mnoha proble´mu˚,
ktere´ jsou neuronove´ sı´teˇ schopny rˇesˇit.
Du˚lezˇity´m krokem k tomu, aby neuronova´ sı´t’ byla schopna spra´vneˇ klasifikovat
jednotlive´ vstupnı´ vektory, je jejı´ naucˇenı´ cˇili adaptace na rˇesˇeny´ proble´m. To se prova´dı´
tak, zˇe se upravujı´ va´hy vstupu˚ jednotlivy´ch neuronu˚ v sı´tı´. Byly vyvinuty ru˚zne´ ucˇı´cı´
algoritmy, ktere´ lze obecneˇ rozdeˇlit do dvou za´kladnı´ch skupin:
• ucˇenı´ s ucˇitelem
• ucˇenı´ bez ucˇitele
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Pro naucˇenı´ sı´teˇ je potrˇebna´ tzv. tre´novacı´ mnozˇina, ktera´ obsahuje skupinu vektoru˚
obsahujı´cı´ch informace o dane´m proble´mu. V prˇı´padeˇ ucˇenı´ sı´teˇ s ucˇitelem je mnozˇina
tvorˇena dvojicemi vektoru˚ reprezentujı´cı´ vstup a k neˇmu pozˇadovany´ vy´stup. Prˇi ucˇenı´
bez ucˇitele obsahuje tre´novacı´ mnozˇina pouze vstupnı´ vektory. [21]
Proces ucˇenı´ sı´teˇ je slozˇen ze dvou fa´zı´, a to z adaptacˇnı´ a aktivacˇnı´. V aktivacˇnı´ fa´zi se
sı´ti prˇedlozˇı´ vektor z tre´novacı´ mnozˇiny, sı´t’tento vektor zpracuje a vyda´ vektor vy´stupnı´.
Ten se porovna´ s pozˇadovany´mvy´stupnı´mvektorem, cˇı´mzˇ vznikne rozdı´l (loka´lnı´ chyba),
ktery´ se ulozˇı´. Pote´ na´sleduje adaptacˇnı´ fa´ze, jejı´mzˇ cı´lem je minimalizovat loka´lnı´ chybu,
cozˇ se prova´dı´ tak, zˇe se prˇenastavujı´ jednotlive´ va´hy neuronu˚. Na´sledneˇ se opeˇt opakuje
aktivacˇnı´ fa´ze, znovu se zı´ska´ loka´lnı´ chyba, ktera´ se prˇicˇte k prˇedchozı´ chybeˇ, probeˇhne
adaptacˇnı´ fa´ze a cely´ tento proces se opakuje tak dlouho, nezˇ se projde cela´ tre´novacı´
mnozˇina. Tı´m dojde k dokoncˇenı´ tzv. jedne´ epochy. Soucˇet vsˇech zı´skany´ch loka´lnı´ch
chyb se nazy´va´ globa´lnı´ chyba. Je-li splneˇna podmı´nka, zˇe hodnota globa´lnı´ chyby je
mensˇı´ nezˇ pozˇadovana´ chyba, proces ucˇenı´ koncˇı´. [21]
Jiny´mi slovy, proces ucˇenı´ nenı´ nic jine´ho nezˇ nalezenı´ optima´lnı´ kombinace vah
sı´teˇ tak, aby globa´lnı´ chyba byla pokud mozˇno co nejmensˇı´. Jedna´ se tak v podstateˇ
o optimalizacˇnı´ proble´m, ktery´ lze rˇesˇit naprˇ. pomocı´ diferencia´lnı´ evoluce, cozˇ bylo
provedeno beˇhem experimentu˚, ktere´ jsou popsa´ny v kapitole 8.
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6 Implementace
Jak jsme jizˇ zmı´nili, v ra´mci te´to pra´ce byly vytvorˇeny dva zpu˚soby distribuovane´ dife-
rencia´lnı´ evoluce, ktere´ byly popsa´ny v kapitola´ch 4.1 a 4.2. V te´to cˇa´sti pra´ce se blı´zˇe
podı´va´me na zpu˚sob, jaky´m byl cely´ projekt implementova´n.
Jednı´m ze stanoveny´ch cı´lu˚ byl pozˇadavek, aby vytvorˇena´ aplikace nebyla za´visla´
na pouzˇite´ platformeˇ. Jinak rˇecˇeno, aplikaci musı´ by´t mozˇne´ spustit na vsˇech beˇzˇneˇ
pouzˇı´vany´ch operacˇnı´ch syste´mech, ktery´mi jsou Windows, Linux a OS X. Z tohoto
du˚vodu byl vesˇkery´ zdrojovy´ ko´d vytvorˇen v jazyce Java. Ko´d jazyku Java je kompilova´n
do tzv. bajtove´ho ko´du, ktery´ je ulozˇen v souborech s prˇı´ponou .class. Bajtovy´ ko´d
je na´sledneˇ interpretova´n JVM (Java Virtual Machine), ktery´ ko´d prˇelozˇı´ do strojove´ho
jazyka. JVM je dnes dostupny´ pro veˇtsˇinu druhu˚ pocˇı´tacˇu˚. Dı´ky tomu je tak aplikace
napsana´ v Javeˇ neza´visla´ na typu pouzˇite´ platformy.
Vesˇkera´ implementace byla provedena ve vy´vojove´m prostrˇedı´ IntelliJ IDEA ve verzi
14.0.2 a vy´voj probı´hal na platformeˇWindows 7 Professional 64-bit. Beˇhem implementace
byly vytvorˇeny celkem trˇi samostatne´ projekty. Jedna´ se o dveˇ spustitelne´ aplikace a jednu
knihovnu, kterou obeˇ aplikace vyuzˇı´vajı´ ke sve´ cˇinnosti. Vytvorˇene´ aplikace prˇedstavujı´
rˇı´dı´cı´ aplikaci (tzv. Master) a aplikaci prova´deˇjı´cı´ algoritmus diferencia´lnı´ evoluce (tzv.
Slave). Obeˇ tyto aplikace si spolecˇneˇ se sdı´lenou knihovnou popı´sˇeme v na´sledujı´cı´ch
cˇa´stech te´to kapitoly.
Vzhledem k tomu, zˇe vsˇechny projekty obsahujı´ relativneˇ velke´ mnozˇstvı´ trˇı´d a roz-
hranı´, nebudeme v te´to kapitole zacha´zet azˇ do u´plny´ch implementacˇnı´ch detailu˚ jed-
notlivy´ch trˇı´d a omezı´me se pouze na popis projektu˚ a prˇedstavenı´ funkcı´ a u´kolu˚, za
neˇzˇ jsou jednotlive´ projekty zodpoveˇdne´, spolecˇneˇ s vysveˇtlenı´m, jak je zdrojovy´ ko´d
strukturova´n. Da´le take´ zmı´nı´me neˇktere´ steˇzˇejnı´ trˇı´dy u nichzˇ uvedeme, jakou funkci
zajisˇt’ujı´. Blizˇsˇı´ popis jak lze aplikaci spustit, ovla´dat a konfigurovat, se nacha´zı´ v prˇı´loze
na konci te´to pra´ce. Detailnı´ popis cele´ho zdrojove´ho ko´du pak poskytne dokumentace,
ktera´ je dostupna´ na prˇilozˇene´m CD ve forma´tech PDF a HTML.
6.1 Rˇı´dı´cı´ aplikace (Master)
Jak jizˇ samotny´ na´zev naznacˇuje, jedna´ se o aplikaci, ktera´ podle terminologie pouzˇite´
v kapitole 4 prˇedstavuje rˇı´dı´cı´ uzel. Jejı´m klı´cˇovy´m u´kolem je zajisˇt’ovat komunikaci
s jednotlivy´mi vy´pocˇetnı´mi uzly a rˇı´dit tak cely´ pru˚beˇh diferencia´lnı´ evoluce. Pro snad-
neˇjsˇı´ ovla´da´nı´ uzˇivatelem obsahuje graficke´ uzˇivatelske´ rozhranı´ (GUI - Graphic User
Interface), dı´ky ktere´mu mu˚zˇe uzˇivatel prova´deˇt nastavenı´ parametru˚ algoritmu, vy´beˇr
vy´pocˇetnı´ch uzlu˚, vy´beˇr u´cˇelove´ funkce a dalsˇı´ nastavenı´.
Vsˇechny du˚lezˇite´ funkce a mozˇnosti, ktere´ tato aplikace nabı´zı´, mu˚zˇeme shrnout do
na´sledujı´cı´ho prˇehledu.
• Nastavenı´ parametru˚ zadany´ch uzˇivatelem. GUI aplikace obsahuje pro nasta-
venı´ celkem cˇtyrˇi hlavnı´ graficke´ panely, ktere´ zna´zornˇuje obra´zek 7. Prvnı´ panel
slouzˇı´ k vy´beˇru jednotlivy´ch vy´pocˇetnı´ch uzlu˚, ktere´ budou zapojeny do zpraco-
va´nı´ algoritmu. Na druhe´m panelu lze nastavit parametry algoritmu a variantu
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(DE/rand/1/bin, atd...). Trˇetı´ panel je urcˇen k definova´nı´ vzorove´ho jedince, ktery´
mu˚zˇe by´t zada´n bud’prˇı´mo skrze GUI, nebomu˚zˇe by´t importova´n ze souboru XML.
Poslednı´ panel slouzˇı´ k vy´beˇru typu distribuovane´ DE, ktera´ bude pouzˇita. V cele´m
GUI nechybı´ samozrˇejmeˇ take´ mozˇnost vybrat u´cˇelovou funkci a pocˇet opakova´nı´
algoritmu.
• Nacha´zenı´ a prˇida´va´nı´ vy´pocˇetnı´ch uzlu˚. Jednotlive´ vy´pocˇetnı´ uzly odesı´lajı´ perio-
dicky zpra´vu o tom, zˇe jsou prˇipraveny k prova´deˇnı´ algoritmu. Soucˇa´stı´ te´to zpra´vy
je take´ cˇı´slo portu, na ktere´m dana´ vy´pocˇetnı´ aplikace nasloucha´. Aby nebylo nutne´
prˇi kazˇde´m spusˇteˇnı´ vy´pocˇetnı´ aplikace zada´vat IP adresu rˇı´dı´cı´ aplikace, je tento
proble´m vyrˇesˇen tak, zˇe jednotlive´ vy´pocˇetnı´ uzly odesı´lajı´ datagram skrze multi-
cast. Stacˇı´ tedy, aby rˇı´dı´cı´ i vy´pocˇetnı´ aplikace meˇly nastavenu stejnou skupinovou
adresu. Multicastove´ adresy zacˇı´najı´ bajtem v rozsahu 224 - 239. [11] Nastavenı´
skupinove´ adresy aplikace se prova´dı´ v konfiguracˇnı´m souboru.
V prˇı´padeˇ, zˇe by skupinove´ adresy nebyly nastaveny stejneˇ, je zde take´ mozˇnost
prˇidat vy´pocˇetnı´ uzel rucˇneˇ prˇı´my´m zada´nı´m IP adresy a cˇı´sla portu.
• Komunikace s vy´pocˇetnı´mi uzly a rˇı´zenı´ pru˚beˇhu algoritmu. Kromeˇ vy´sˇe uve-
dene´ho prˇı´padu s multicastem, kde se pro prˇenos vyuzˇı´va´ protokol UDP, probı´ha´
jizˇ vesˇkera´ dalsˇı´ komunikace skrze spolehlivy´ protokol TCP. Do te´to komunikace
patrˇı´ odesla´nı´ parametru˚ algoritmu na jednotlive´ vy´pocˇetnı´ uzly, prˇı´jem vy´sledku˚
od teˇchto uzlu˚ a v prˇı´padeˇ paralelnı´ DE take´ rˇı´zenı´ migrace jedincu˚. IP adresu a port
pro komunikaci s dany´m vy´pocˇetnı´m uzlem aplikace zjistı´ z prˇijate´ho datagramu.
• Zpracova´nı´ a prezentace vy´sledku˚. Po dokoncˇenı´ provedenı´ algoritmu odesı´lajı´
vy´pocˇetnı´ uzly zpra´vy s vy´sledky. Rˇı´dı´cı´ aplikace tyto zpra´vy prˇijme a vyhodnotı´
vy´sledky, ktere´ pote´ uzˇivateli zobrazı´ skrze GUI. Uzˇivatel takmu˚zˇe videˇt nejlepsˇı´ho
a nejhorsˇı´ho nalezene´ho jedince spolecˇneˇ s jejich postupny´m vy´vojem v ra´mci vsˇech
evolucˇnı´ch cyklu˚. Tento pru˚beˇh je pro veˇtsˇı´ prˇehlednost zanesen take´ do grafu,
ktery´ si uzˇivatel mu˚zˇe ulozˇit do souboru. Nechybı´ zde ani mozˇnost exportu zı´ska-
ny´ch vy´sledku˚ do souboru˚ TXT nebo CSV. Obra´zek 8 prezentuje, jak vypada´ okno
s prˇehledem vy´sledku˚. Pro tvorbu grafu˚ byla pouzˇita knihovna jmathplot, ktera´ je
zdarma dostupna´ na adrese https://github.com/yannrichet/jmathplot.
Vy´sˇe uvedene´ funkce a mozˇnosti zajisˇt’uje zdrojovy´ ko´d rozdeˇleny´ do celkem 66 trˇı´d
a rozhranı´, ktere´ jsou usporˇa´da´ny do neˇkolika balı´cˇku˚. Kazˇdy´ balı´cˇek sdruzˇuje ko´d, ktery´
je zodpoveˇdny´ za jednu ucelenou logickou cˇa´st aplikace. Jedna´ se o na´sledujı´cı´ balı´cˇky:
• core Sdruzˇuje nejdu˚lezˇiteˇjsˇı´ trˇı´dy cele´ aplikace. Ty jsou zodpoveˇdne´ za veˇtsˇinu
klı´cˇovy´ch funkcı´, ktere´ rˇı´dı´cı´ uzel prova´dı´. Pro lepsˇı´ prˇehlednost a orientaci v ko´du
je balı´cˇek da´le deˇlen do neˇkolika mensˇı´ch balı´cˇku˚.
– core.driver V tomto balı´cˇku jsou umı´steˇny trˇı´dy, ktere´ slouzˇı´ pro spusˇteˇnı´
a rˇı´zenı´ pru˚beˇhu algoritmu.
– core.result Obsahuje trˇı´dy zodpoveˇdne´ za zpracova´nı´ vy´sledku˚ a jejich
mozˇny´ export do souboru˚, da´le take´ trˇı´dy pro tvorbu grafu˚.
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Obra´zek 7: Cˇtyrˇi panely rˇı´dı´cı´ aplikace umozˇnˇujı´cı´ uzˇivatelske´ nastavenı´
Levy´ hornı´ obra´zek zobrazuje panel pro vy´beˇr jednotlivy´ch vy´pocˇetnı´ch uzlu˚. V prave´ hornı´
cˇa´sti se vyskytuje panel pro nastavenı´ parametru˚ algoritmu. V dolnı´ cˇa´sti jsou zleva panely pro
nastavenı´ vzorove´ho jedince a pro vy´beˇr typu distribuovane´ho zpracova´nı´ diferencia´lnı´ evoluce.
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Obra´zek 8: Okno s prˇehledem zı´skany´ch vy´sledku˚
– core.xml Zajisˇt’uje nacˇtenı´ vzorove´ho jedince ze souboru XML.
• logging Tento balı´cˇek obsahuje pouze dveˇ trˇı´dy, ktere´ poskytujı´ mozˇnost monito-
rovat beˇh aplikace. Trˇı´dy umozˇnˇujı´, aby vesˇkere´ du˚lezˇite´ uda´losti byly zapisova´ny
do log souboru.
• network Obsah tvorˇı´ trˇı´dy pro nacha´zenı´ vy´pocˇetnı´ch aplikacı´ v sı´ti a take´ trˇı´da
umozˇnˇujı´cı´ prˇidat vy´pocˇetnı´ uzel zada´nı´m cˇı´sla portu a IP adresy. Zbyle´ trˇı´dy,
ktere´ zajisˇt’ujı´ komunikaci beˇhem prova´deˇnı´ algoritmu, jsou umı´steˇny ve spolecˇne´
knihovneˇ.
• ui V tomto balı´cˇku jsou umı´steˇny vsˇechny trˇı´dy, ktere´ vytva´rˇı´ graficke´ uzˇivatelske´
rozhranı´. Soucˇa´stı´ jsou take´ dva dalsˇı´ balı´cˇky da´le oddeˇlujı´cı´ neˇktere´ prvky GUI.
– ui.dialog Obsahuje dialogova´ okna a trˇı´dy, ktere´ s nimi bezprostrˇedneˇ sou-
visı´.
– ui.validation Balı´cˇek je tvorˇen trˇı´dami pouzˇity´mi pro validaci dat, ktera´
uzˇivatel zada´va´.
Mezi velmi du˚lezˇite´ trˇı´dy cele´ho projektu patrˇı´ abstraktnı´ trˇı´da AlgorithmDriver a
jejı´ dva potomci, trˇı´dy BasicDEDriver a DistributedDEDriver. Jak jizˇ na´zev samot-
ny´ch trˇı´d napovı´da´, jde o trˇı´dy, ktere´ rˇı´dı´ zpracova´nı´ algoritmu. Obeˇ tyto trˇı´dy pochopi-
telneˇ vykona´vajı´ ko´d v jine´m vla´kneˇ, aby nebylo narusˇeno naprˇı´klad ovla´danı´ aplikace,
prˇı´padneˇ dalsˇı´ funkce.
U´kolem trˇı´dy BasicDEDriver je rozeslat jednotlivy´m vy´pocˇetnı´m uzlu˚m parametry
algoritmu zadane´ uzˇivatelem a da´le cˇekat, azˇ jednotlive´ uzly dokoncˇı´ zpracova´nı´. Trˇı´da
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pote´ prˇijme vy´sledky, ktere´ na´sledneˇ prˇeda´ k dalsˇı´mu zpracova´nı´ nadrˇazeny´m trˇı´da´m.
Dalsˇı´m zpracova´nı´m se zde rozumı´ prˇedevsˇı´m graficke´ zobrazenı´ vy´sledku˚ uzˇivateli.
Za rˇı´zenı´ diferencia´lnı´ evoluce, u nı´zˇ docha´zı´ k migraci jedincu˚, je zodpoveˇdna´ trˇı´da
s na´zvem DistributedDEDriver. Jejı´ hlavnı´ u´koly lze prˇehledneˇ shrnout v na´sledujı´-
cı´m vy´cˇtu:
• Odesla´nı´ parametru˚ jednotlivy´m vy´pocˇetnı´m uzlu˚m. Soucˇa´stı´ teˇchto parametru˚ je
take´ informace o tom, zˇe bude prova´deˇna paralelnı´ DE, dı´ky cˇemuzˇ jednotlive´ vy´-
pocˇetnı´ uzly vı´, zˇe po kazˇde´m generacˇnı´m cyklumajı´ odeslat kopii sve´ho nejlepsˇı´ho
jedince a cˇekat na zpra´vu od rˇı´dı´cı´ aplikace.
• Prˇijetı´ kopie nejlepsˇı´ch jedincu˚ od vsˇech vy´pocˇetnı´ch uzlu˚ po kazˇde´m generacˇnı´m
cyklu.
• Provedenı´ migrace po kazˇde´m dokoncˇene´m evolucˇnı´m cyklu. Tento proces probı´ha´
tak, zˇe pro kazˇde´ho prˇijate´ho jedince z dany´ch subpopulacı´ je generova´no na´hodne´
cˇı´slo, ktere´ je porovna´no s hodnotou parametru φ. Je-li na´hodne´ cˇı´slo mensˇı´ nezˇ
tato hodnota, je patrˇicˇne´mu sousednı´mu uzlu odesla´na zpra´va s kopiı´ jedince a
s informacı´ o tom, zˇe ma´ by´t provedena migrace. V opacˇne´m prˇı´padeˇ, tj. kdyzˇ
na´hodne´ cˇı´slo nenı´ mensˇı´ nezˇ hodnota φ, je vy´pocˇetnı´mu uzlu rovneˇzˇ odesla´na
zpra´va, ktera´ vsˇak obsahuje informaci o tom, zˇe migrace neprobeˇhne. Vy´pocˇetnı´
uzel tak vı´, zˇe mu˚zˇe prove´st dalsˇı´ evolucˇnı´ cyklus.
• Prˇijetı´ vy´sledku˚ po dokoncˇenı´ zadane´ho pocˇtu generacˇnı´ch cyklu˚. Do vsˇech subpo-
pulacı´ je odesla´na ukoncˇovacı´ zpra´va, po jejı´mzˇ prˇijetı´ vy´pocˇetnı´ aplikace ukoncˇı´
zpracova´nı´ algoritmu a odesˇle rˇı´dı´cı´ aplikaci vy´sledky. Ty jsou stejneˇ jako v prˇı´padeˇ
BasicDEDriver prˇeda´ny nadrˇazeny´m trˇı´da´m k dalsˇı´mu zpracova´nı´.
Vy´sˇe uvedene´ trˇı´dy, tedyBasicDEDriver aDistributedDEDriver, jsou take´ zod-
poveˇdne´ za zpracova´nı´ chyb. Pokud na neˇktere´m z vy´pocˇetnı´ch uzlu˚ dojde k chybeˇ nebo
pokud nebude mozˇne´ odeslat neˇktere´mu z uzlu˚ zpra´vu, trˇı´da tento stav detekuje a ode-
sˇle ostatnı´m uzlu˚m chybovou zpra´vu s informacı´, zˇe majı´ ukoncˇit prova´deˇnı´ algoritmu.
K te´to situaci dojde pouze v prˇı´padeˇ PDE, jelikozˇ jednotlive´ uzly spolupracujı´ a nenı´ tak
mozˇne´ ve vykona´va´nı´ algoritmu pokracˇovat. V prˇı´padeˇ, zˇe kazˇdy´ vy´pocˇetnı´ uzel zpraco-
va´va´ algoritmus samostatneˇ, dojde pouze k informova´nı´ uzˇivatele a k vyrˇazenı´ uzlu, na
neˇmzˇ dosˇlo k chybeˇ nebo se ktery´m nelze da´le komunikovat. Ostatnı´ uzly da´le pokracˇujı´
v prova´deˇnı´ algoritmu.
Jak jizˇ bylo vy´sˇe uvedeno, obeˇ rˇı´dı´cı´ trˇı´dy jsou potomky abstraktnı´ trˇı´dy pojmenovane´
AlgorithmDriver, ktera´ obsahuje neˇkolik za´kladnı´ch spolecˇny´ch metod, ktere´ kon-
kre´tnı´ rˇı´dı´cı´ trˇı´dy vyuzˇı´vajı´. V prˇı´padeˇ, zˇe by meˇl by´t v budoucnu projekt rozsˇı´rˇen o dalsˇı´
variantu distribuovane´ DE, meˇla by by´t vytvorˇena trˇı´da, ktera´ by byla dalsˇı´m potomkem
abstraktnı´ rˇı´dı´cı´ trˇı´dy. V te´ by jizˇ nebylo nutne´ implementovat vsˇe od za´kladu, ale stacˇilo
by prˇidat pouze logiku souvisejı´cı´ s dany´m zpu˚sobem distribuovane´ DE.
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6.2 Vy´pocˇetnı´ aplikace (Slave)
Oproti aplikaci rˇı´dı´cı´ neobsahuje vy´pocˇetnı´ aplikace graficke´ uzˇivatelske´ rozhranı´, jeli-
kozˇ nenı´ prima´rneˇ urcˇena pro pra´ci s uzˇivatelem. Jedna´ se tak o konzolovou aplikaci.
Skrze konzoli je mozˇne´ prova´deˇt za´kladnı´ ovla´da´nı´ pouze pomocı´ neˇkolika za´kladnı´ch
prˇı´kazu˚, ktere´ aplikace umı´ zpracovat.8 Vesˇkere´ dalsˇı´ chova´nı´ aplikace je ovlivneˇno rˇı´dı´cı´
aplikacı´. Jediny´m hlavnı´m u´kolem aplikace je prˇijı´mat zpra´vy od rˇı´dı´cı´ho uzlu, prova´deˇt
algoritmus diferencia´lnı´ evoluce a vy´sledky odesı´lat zpeˇt rˇı´dı´cı´ aplikaci.
Nastavenı´ aplikace se prova´dı´ prˇes konfiguracˇnı´ soubor. V tom lze nastavit cˇı´slo
portu, na neˇmzˇ bude aplikace naslouchat a da´le skupinovou adresu a skupinovy´ port pro
periodicke´ odesı´la´nı´ datagramu˚, ktere´ bylo zmı´neˇno v prˇedchozı´ cˇa´sti te´to kapitoly.
Zdrojovy´ ko´d aplikace je opeˇt rozdeˇlen do neˇkolika na´sledujı´cı´ch balı´cˇku˚:
• algorithm Balı´cˇek obsahuje algoritmus diferencia´lnı´ evoluce spolecˇneˇ s trˇı´dami,
ktere´ jsou s vykona´va´nı´m algoritmu teˇsneˇ spjaty.
• core Zde se nacha´zı´ trˇı´da pro cˇtenı´ nastaveny´ch hodnot v konfiguracˇnı´m souboru.
Da´le jsou obsahem na´sledujı´cı´ dva mensˇı´ balı´cˇky:
– core.commandObsahem balı´cˇku jsou trˇı´dy pro zpracova´va´nı´ za´kladnı´ch prˇı´-
kazu˚. Ty mohou by´t zada´ny uzˇivatelem prˇes konzoli, nebo mohou by´t prˇijaty
z rˇı´dı´cı´ aplikace.
– core.controller Zde jsou trˇı´dy, ktere´ zpracova´vajı´ prˇijate´ zpra´vy ty´kajı´cı´
se prova´deˇnı´ algoritmu. Da´le tyto trˇı´dy zahajujı´ prova´deˇnı´ algoritmu a v prˇı´-
padeˇ potrˇeby take´ prˇipravujı´ zpra´vy s migrujı´cı´mi jedinci. Jinak rˇecˇeno, trˇı´dy
tvorˇı´ proteˇjsˇek k rˇı´dı´cı´m trˇı´da´m v rˇı´dı´cı´ aplikaci a ovla´dajı´ tak pru˚beˇh cele´ho
zpracova´nı´ algoritmu.
• logging Podobneˇ jako v rˇı´dı´cı´ aplikaci, i zde je tento balı´cˇek zodpoveˇdny´ za
za´znam uda´lostı´ do log souboru.
• network V tomto balı´cˇku je umı´steˇna trˇı´da pro periodicke´ odesı´la´nı´ datagramu˚
s informacı´ o tom, zˇe je aplikace prˇipravena prova´deˇt algoritmus, spolecˇneˇ s cˇı´slem
portu, na ktere´m nasloucha´. Tato stejna´ trˇı´da take´ odesˇle datagram vmomenteˇ, kdy
je aplikace regule´rneˇ ukoncˇena.Obsahemdatagramu je pouze informace o ukoncˇenı´
aplikace, dı´ky cˇemuzˇ dostane rˇı´dı´cı´ uzel ozna´menı´, zˇe s dany´m vy´pocˇetnı´m uzlem
jizˇ nemu˚zˇe pocˇı´tat. Da´le balı´cˇek obsahuje trˇı´du, ktera´ ma´ za u´kol odpovı´dat rˇı´dı´cı´
aplikaci na zpra´vu, ktera´ je odesla´na ve chvı´li, kdy se rˇı´dı´cı´ aplikace snazˇı´ najı´t
vy´pocˇetnı´ uzel prˇı´my´m zada´nı´m IP adresy a cˇı´sla portu. Poslednı´ trˇı´da, ktera´ je zde
umı´steˇna, slouzˇı´ k odesı´la´nı´ zpra´v informujı´cı´ch o tom, zˇe dosˇlo k chybeˇ prˇi beˇhu
algoritmu.
• main Tento balı´cˇek obsahuje pouze jednu trˇı´du, ktera´ obsahuje i statickou metodu
main(String[] args), ktera´ tvorˇı´ vstupnı´ bod aplikace. Je zde provedena inici-
alizace vsˇech potrˇebny´ch objektu˚, ktere´ zajisˇt’ujı´ vy´sˇe uvedene´ funkce a cˇinnosti.
8Seznam dostupny´ch prˇı´kazu˚ spolecˇneˇ s jejich vysveˇtlenı´m je uveden v prˇı´loze te´to pra´ce.
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Nejdu˚lezˇiteˇjsˇı´ trˇı´dou je abstraktnı´ trˇı´da s na´zvem DifferentialEvolution na-
cha´zejı´cı´ se v balı´cˇku algorithm. Tato trˇı´da zajisˇt’uje prova´deˇnı´ samotne´ho algoritmu
DE. V projektu bylo implementova´no 10 ru˚zny´ch variant algoritmu, ktere´ jsou uvedeny
v tabulce 2. Vzhledem k tomu, zˇe jednotlive´ varianty se od sebe lisˇı´ pouze ve zpu˚sobu,
jaky´mi jsou prova´deˇny operace mutace a krˇı´zˇenı´, abstraktnı´ trˇı´da obsahuje prakticky vsˇe-
chen potrˇebny´ ko´d pro zpracova´nı´ algoritmu (vytvorˇenı´ populace, ohodnocenı´ jedince,
atd.). Pouze metody pro mutaci a krˇı´zˇenı´ jsou abstraktnı´ a jejich konkre´tnı´ implementace
se nacha´zı´ v deseti trˇı´da´ch, ktere´ deˇdı´ z trˇı´dy abstraktnı´. Teˇchto deset trˇı´d prˇedstavuje
jednotlive´ varianty DE. Jelikozˇ vsˇechny tyto varianty pouzˇı´vajı´ bud’ binomicke´, nebo
exponencia´lnı´ krˇı´zˇenı´, jsou v abstraktnı´ trˇı´deˇ dveˇ metody prova´deˇjı´cı´ oba typy krˇı´zˇenı´.
V ra´mci jednotlivy´ch potomku˚ abstraktnı´ trˇı´dy tak nenı´ nutne´ sta´le psa´t stejny´ ko´d pro
krˇı´zˇenı´, ale stacˇı´ pouzˇı´t jednu ze zmı´neˇny´ch metod.
Vy´hodou tohoto na´vrhu je snadne´ prˇida´nı´ nove´ varianty algoritmu. Za prˇedpokladu,
zˇe by se tato varianta lisˇila pouze ve zpu˚sobu krˇı´zˇenı´ cˇi mutace, stacˇı´ prˇidat nove´ho
potomka abstraktnı´ trˇı´dy a implementovat pouze dveˇ jednoduche´ metody.
Pro potrˇeby generova´nı´ pseudona´hodny´ch cˇı´sel v tomto projektu nebyla pouzˇita
standardnı´ trˇı´da java.util.Random. Mı´sto nı´ byl vyuzˇit genera´tor Mersenne Twister,
ktery´ je soucˇa´stı´ knihovny, jezˇ byla v te´to aplikaci pouzˇita. Jedna´ se o knihovnu Apache
Commons Math a lze ji bezplatneˇ sta´hnout z adresy http://commons.apache.org/
proper/commons-math/.
6.3 Sdı´lena´ knihovna
Jedna´ se o projekt, ktery´ sa´m o sobeˇ nenı´ spustitelnou aplikacı´. Vy´stupem tohoto projektu
s na´zvem DDE Common je jar soubor, ktery´ ke sve´ cˇinnosti vyuzˇı´vajı´ obeˇ vy´sˇe prˇedsta-
vene´ aplikace. Za´kladnı´m u´kolem knihovny je zprˇı´stupnit obeˇma aplikacı´m trˇı´dy, ktere´
slouzˇı´ pro jejich vza´jemnou komunikaci. Ta probı´ha´ vzˇdy prˇes protokol TCP a zahajuje ji
vzˇdy rˇı´dı´cı´ uzel.
6.3.1 Komunikace mezi aplikacemi
Komunikace probı´ha´ prostrˇednictvı´m vy´meˇny zpra´v, jezˇ jsou reprezentova´ny pomocı´
objektu˚. Tyto objekty jsou pote´ odesı´latelem prˇevedeny na proud bajtu˚, ktery´ je na´sledneˇ
odesla´n prˇı´jemci. Ten si pote´ zrekonstruuje zpeˇt pu˚vodnı´ objekt. K zajisˇteˇnı´ tohoto procesu
je nutne´, aby vsˇechny trˇı´dy, reprezentujı´cı´ zpra´vy, byly serializovatelne´. Vprogramovacı´m
jazyce Java toho lze dosa´hnout velmi snadno - stacˇı´, aby patrˇicˇna´ trˇı´da implementovala
rozhranı´ Serializable.
Za´kladem vsˇech zpra´v je trˇı´da AbstractMessage. Samotny´ na´zev napovı´da´, zˇe se
jedna´ o abstraktnı´ trˇı´du, z nı´zˇ pote´ jednotlive´ trˇı´dy, prˇedstavujı´cı´ konkre´tnı´ zpra´vy, deˇdı´.
V pru˚beˇhu cele´ komunikace docha´zı´ k vy´meˇneˇ celkem cˇtyrˇ za´kladnı´ch typu˚ zpra´v:
• Zpra´vy souvisejı´cı´ s pru˚beˇhem diferencia´lnı´ evoluce. Tyto zpra´vy jsou reprezento-
va´ny trˇı´dou DifferentialEvolutionMessage. Mu˚zˇe se tak jednat naprˇı´klad o
zpra´vy obsahujı´cı´ parametry algoritmu, nebo naprˇı´klad zpra´vy s vy´sledkem.
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<<abstract>>
AbstractMessage
DifferentialEvolutionMessage
CommandMessage
ConnectionTestMessage
ErrorMessage
DDEDataMessage ParametersMessage ResultMessage
Obra´zek 9: Diagram zna´zornˇujı´cı´ trˇı´dy pouzˇite´ pro komunikaci
• Chybove´ zpra´vy. Ty jsou posı´la´ny v prˇı´padeˇ, kdy dojde k neˇjake´ chybeˇ beˇhem
prova´deˇnı´ algoritmu. Reprezentuje je trˇı´da ErrorMessage.
• Rˇı´dı´cı´ zpra´vy, pomocı´ nichzˇ mu˚zˇe rˇı´dı´cı´ uzel odesı´lat za´kladnı´ prˇı´kazy jednotlivy´m
vy´pocˇetnı´m uzlu˚m. Jedna´ se o objekty trˇı´dy CommandMessage.
• Zpra´vy, ktere´ jsou posı´la´ny ve chvı´li, kdy se rˇı´dı´cı´ aplikace snazˇı´ nale´zt vy´pocˇetnı´
uzel prˇı´my´m zada´nı´m jeho IP adresy a cˇı´sla naslouchajı´cı´ho portu. Odpovı´dajı´cı´
trˇı´dou pro tyto zpra´vy je ConnectionTestMessage.
Vy´hodou tohoto na´vrhu je v prˇı´padeˇ nutnosti snadne´ prˇida´nı´ nove´ho typu zpra´vy. Stacˇı´
pouze vytvorˇit novou trˇı´du rozsˇirˇujı´cı´ AbstractMessage. Trˇı´dy starajı´cı´ se o samotne´
odesı´la´nı´ zpra´v jizˇ nenı´ trˇeba nijak modifikovat.
Pro u´plnost a detailnı´ prˇehled jednotlivy´ch zpra´v uva´dı´me obra´zek 9, ktery´ zachycuje
vsˇechny aktua´lneˇ pouzˇı´vane´ komunikacˇnı´ zpra´vy.
Vsˇechny trˇı´dy zajisˇt’ujı´cı´ komunikaci, spolecˇneˇ s trˇı´dami reprezentujı´cı´ jednotlive´ ko-
munikacˇnı´ zpra´vy, jsou umı´steˇny v balı´cˇku communication. O samotne´ odesı´la´nı´ a
prˇijı´manı´ zpra´v se starajı´ trˇı´dy SenderThread a ReceiverThread, ktere´ vykona´vajı´
svou cˇinnost ve vedlejsˇı´ch vla´knech, aby nebyly ovlivneˇny dalsˇı´ funkce.
6.3.2 U´cˇelove´ funkce
Druhou skupinou trˇı´d, ktere´ sdı´lena´ aplikace obsahuje, jsou trˇı´dy prˇedstavujı´cı´ u´cˇelove´
funkce. Podobneˇ jako u zpra´v, i zde je vytvorˇena abstraktnı´ trˇı´da prˇedstavujı´cı´ obecnou
u´cˇelovou funkci. Jde o trˇı´du OptimizationFunction, ktera´ obsahuje jednu abstraktnı´
metodu zvanou evaluate(Object[] parameters). Konkre´tnı´ u´cˇelove´ funkce pak
rozsˇirˇujı´ vy´sˇe uvedenou obecnou trˇı´du a poskytujı´ vlastnı´ implementaci abstraktnı´ me-
tody. Dı´ky tomuto na´vrhu je opeˇt velmi snadne´ prˇidat novou u´cˇelovou funkci. Nenı´
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potrˇeba zasahovat do zdrojovy´ch ko´du˚ vy´pocˇetnı´ ani rˇı´dı´cı´ aplikace, stacˇı´ pouze do sdı´-
lene´ knihovny prˇidat nove´ho potomka trˇı´dy OptimizationFunction. Trˇı´da´m je take´
mozˇno nastavit jejich jme´no skrze instancˇnı´ promeˇnnou name, ktere´ se pote´ zobrazı´ v rˇı´-
dı´cı´ aplikaci u vy´beˇru u´cˇelove´ funkce. Vzhledemk tomu, zˇe jsou u´cˇelove´ funkce umı´steˇny
ve sdı´lene´ knihovneˇ, rˇı´dı´cı´ aplikace vzˇdy vı´, jake´ funkce jsou k dispozici, cˇı´mzˇ odpada´
vy´pocˇetnı´m aplikacı´m nutnost informovat rˇı´dı´cı´ uzel o dostupny´ch u´cˇelovy´ch funkcı´ch.
Balı´cˇek s na´zvem optimizationfunction sdruzˇuje vsˇechny implementovane´ u´cˇe-
love´ funkce. Soucˇa´stı´ tohoto balı´cˇku jsou i dveˇ jednoduche´ neuronove´ sı´teˇ, ktere´ byly
pouzˇity beˇhem experimentu˚. Jsou take´ potomky abstraktnı´ trˇı´dy prˇedstavujı´cı´ obecnou
u´cˇelovou funkci a implementujı´ metodu pro vy´pocˇet fitness hodnoty jedince. Tato hod-
nota zde prˇedstavuje globa´lnı´ chybu dane´ neuronove´ sı´teˇ.
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7 Testovacı´ funkce
V na´sledujı´cı´ kapitole se sezna´mı´me s neˇkolika testovacı´mi funkcemi, ktere´ byly v ra´mci
te´to pra´ce pouzˇity k oveˇrˇenı´, zda vytvorˇeny´ algoritmus diferencia´lnı´ evoluce funguje
spra´vneˇ. Obecneˇ lze rˇı´ci, zˇe potrˇebujeme-li otestovat vy´konnost na´mi vytvorˇene´ho op-
timalizacˇnı´ho algoritmu, mu˚zˇeme pouzˇı´t existujı´cı´ proble´my, ktere´ jizˇ byly vyrˇesˇeny
pomocı´ jiny´ch algoritmu˚. Vy´sledky testovane´ho algoritmu pak stacˇı´ jen porovnat s jizˇ
existujı´cı´mi vy´sledky. Druhy´m prˇı´stupem je pouzˇı´t jizˇ zmı´neˇne´ testovacı´ funkce, u nichzˇ
je obvykle zna´ma pozice globa´lnı´ho extre´mu. Tyto funkce navı´c disponujı´ mnoha vlast-
nostmi, ktere´ cely´ proces hleda´nı´ extre´mu znacˇneˇ zteˇzˇujı´. Funkce mohou by´t nelinea´rnı´,
mohouobsahovat velke´mnozˇstvı´ loka´lnı´ch extre´mu˚ cˇimohou trpeˇt ru˚zny´mi patologiemi,
naprˇı´klad rovinou okolo pozice globa´lnı´ho extre´mu. [19]. V te´to pra´ci byly experimenty
prova´deˇny celkem na sˇesti testovacı´ch funkcı´ch. Jejich vy´cˇet je na´sledujı´cı´:
• Ackleyho funkce
• Griewangkova funkce
• Rastriginova funkce
• Salomonova funkce
• Schwefelova funkce
• Sfe´ricka´ funkce (Sphere function)
Vsˇechny vy´sˇe zmı´neˇne´ funkce si da´le v te´to kapitole prˇedstavı´me. Spolecˇneˇ s grafem
dane´ funkce pro dva argumenty uvedeme vzˇdy i matematicky´ za´pis konkre´tnı´ funkce,
interval, v neˇmzˇ lezˇı´ argumenty funkce a samozrˇejmeˇ take´ pozici globa´lnı´ho minima.
7.1 Ackleyho funkce
Pro argumenty te´to testovacı´ funkce obvykle platı´ xi ∈ ⟨−32, 768; 32, 768⟩ pro vsˇechna
i = 1, ..., D. Jedna´ se o multimoda´lnı´ funkci a jejı´ matematicky´ za´pis je:
f(x) = −a exp

− b

1
D
D
i=1
x2i

−exp

1
D
D
i=1
cos(cxi)

+ a+exp(1)
Doporucˇene´ hodnoty promeˇnny´ch a, b a c jsou a = 20, b = 0, 2 a c = 2π. Pro globa´lnı´
minimum funkce platı´ f(x∗) = 0, kde x∗ = (0, ..., 0).
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Obra´zek 10: Ackleyho funkce
7.2 Griewangkova funkce
Jedna´ se stejneˇ jako v prˇı´padeˇ Ackleyho funkce o multimoda´lnı´ funkci, pro jejı´zˇ argu-
menty platı´ xi ∈ ⟨−600; 600⟩ pro vsˇechna i = 1, ..., D. Matematicky´ za´pis te´to funkce je
na´sledujı´cı´:
f(x) =
D
i=1
x2i
4000 −
D
i=1
cos

xi√
i

+ 1
Pro globa´lnı´ minimum funkce platı´ f(x∗) = 0, kde x∗ = (0, ..., 0).
7.3 Rastriginova funkce
Rastriginova funkce obsahuje velke´ mnozˇstvı´ loka´lnı´ch extre´mu˚, je tak vysoce multimo-
da´lnı´. Vsˇechny argumenty funkce lezˇı´ v intervalu ⟨−5.12; 5.12⟩ a je definova´na na´sledujı´-
cı´m prˇedpisem:
f(x) = 10D +
D
i=1
(x2i − 10cos(2πxi))
Hodnota globa´lnı´ho minima je stejna´ jako u prˇedchozı´ch dvou funkcı´, tedy f(x∗) = 0,
kde x∗ = (0, ..., 0).
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Obra´zek 11: Griewangkova funkce
−4 −2 0
2
4 −5
0
5
0
20
40
60
80
x1
x2
Obra´zek 12: Rastriginova funkce
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Obra´zek 13: Salomonova funkce
7.4 Salomonova funkce
Tato funkce je symetricka´ a je dalsˇı´m ze za´stupcu˚ multimoda´lnı´ch funkcı´. Argumenty se
nacha´zı´ v intervalu ⟨−100; 100⟩. Matematicke´ vyja´drˇenı´ je na´sledujı´cı´:
f(x) =-cos(2π ·∥x∥) + 0, 1 ·∥x∥+ 1
∥x∥ =

D
i
x2i
Hodnota globa´lnı´ho minima je rovna nule a nacha´zı´ se v bodeˇ (0, ..., 0). Opeˇt tedy
mu˚zˇeme psa´t f(x∗) = 0, kde x∗ = (0, ..., 0).
7.5 Schwefelova funkce
Prˇedposlednı´ funkcı´, kterou si prˇedstavı´me, je Schwefelova funkce. Obsahuje mnoho
loka´lnı´ch extre´mu˚ a jejı´ matematicky´ za´pis vypada´ na´sledovneˇ:
f(x) = 418, 9829 ·D −
D
i=1
xisin(
|xi|)
Argumenty funkce se pohybujı´ v intervalu ⟨−500; 500⟩. Globa´lnı´ minimum se nacha´zı´
v bodeˇ (420, 9687; ...; 420, 9687) a jeho hodnota je 0.
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Obra´zek 14: Schwefelova funkce
7.6 Sfe´ricka´ funkce (Sphere function)
Jedna´ se opomeˇrneˇ jednoduchouunimoda´lnı´ funkci. Robustneˇjsˇı´ optimalizacˇnı´ algoritmy
by tak s touto funkcı´ nemeˇlymı´t proble´mameˇly by snadnonajı´t globa´lnı´ extre´m. Sfe´rickou
funkci lze matematicky zapsat velmi snadno:
f(x) =
D
i=1
x2i
Pro argumenty sfe´ricke´ funkce platı´ xi ∈ ⟨−5.12, 5.12⟩ pro vsˇechna i = 1, ..., D. Globa´lnı´
minimum lze vyja´drˇit: f(x∗) = 0, kde x∗ = (0, ..., 0)
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Obra´zek 15: Sfe´ricka´ funkce
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8 Experimenty
Po dokoncˇenı´ implementacˇnı´ cˇa´sti pra´ce byly provedeny experimenty, ktere´ mu˚zˇeme roz-
deˇlit na dveˇ cˇa´sti. Do prvnı´ cˇa´sti patrˇı´ experimenty, u nichzˇ bylo pouzˇito sˇest testovacı´ch
funkcı´ prˇedstaveny´ch v kapitole 7. Druha´ cˇa´st experimentu˚ byla zameˇrˇena na prakticke´
pouzˇitı´ diferencia´lnı´ evoluce, konkre´tneˇ na nalezenı´ optima´lnı´ kombinace vah neuronove´
sı´teˇ. V te´to kapitole budou popsa´ny obeˇ cˇa´sti provedeny´ch experimentu˚ a da´le zde budou
prezentova´ny dosazˇene´ vy´sledky.
8.1 Experimenty na testovacı´ch funkcı´ch
Experimenty byly prova´deˇny na celkem sˇesti testovacı´ch funkcı´ch, ktere´ jsou uvedeny
v kapitole 7. U kazˇde´ funkce byly experimenty prova´deˇny pro peˇt ru˚zny´ch dimenzı´, jme-
noviteˇ 2, 5, 10, 20 a 30. Cı´lem teˇchto experimentu˚ bylo v prvnı´ rˇadeˇ oveˇrˇit, zda vytvorˇeny´
algoritmus diferencia´lnı´ evoluce pracuje spra´vneˇ, a da´le byly experimenty provedeny za
u´cˇelem srovna´nı´ vy´konnosti klasicke´ diferencia´lnı´ evoluce s paralelnı´ DE, jejı´zˇ vysveˇtlenı´
je poda´no v kapitole 4.2. Obeˇ varianty algoritmu byly pro kazˇdou testovacı´ funkci a kazˇ-
dou jejı´ dimenzi spusˇteˇny stokra´t a ze zı´skany´ch vy´sledku˚ pote´ byly vypocˇı´ta´ny za´kladnı´
statisticke´ hodnoty, ktere´ si da´le v textu pro kazˇdou pouzˇitou testovacı´ funkci uvedeme.
Konkre´tneˇ se jedna´ o na´sledujı´cı´ hodnoty:
• minima´lnı´ a maxima´lnı´ fitness hodnota nejlepsˇı´ho nalezene´ho jedince (bestmin a
bestmax)
• minima´lnı´ a maxima´lnı´ fitness hodnota nejhorsˇı´ho nalezene´ho jedince (worstmin a
worstmax)
• pru˚meˇrna´ fitness hodnota nejlepsˇı´ho a nejhorsˇı´ho jedince (µbest a µworst)
• smeˇrodatna´ odchylka fitness hodnoty nejlepsˇı´ho a nejhorsˇı´ho jedince (σbest a σworst)
• minima´lnı´ a maxima´lnı´ cˇas doby zpracova´nı´ algoritmu v sekunda´ch (timemin a
timemax)
• pru˚meˇrna´ hodnota doby zpracova´nı´ algoritmu v sekunda´ch (µtime)
Parametry algoritmu byly nastaveny pro kazˇdou funkci a kazˇdou jejı´ dimenzi roz-
dı´lneˇ, avsˇak vzˇdy stejneˇ pro DE a PDE. Nastavenı´ parametru˚ zachycuje tabulka 3, v nı´zˇ
jsou pro kazˇdou funkci a dimenzi uvedeny parametry NP, G, CR a F. V prˇı´padeˇ PDE
zde NP prˇedstavuje velikost jedne´ subpopulace. Migracˇnı´ parametr φ byl u PDE vzˇdy
nastaven na hodnotu 0,2. Spolecˇny´m rysem pro vsˇechny experimenty je varianta DE -
byla zvolena klasicka´ varianta DE/rand/1/bin. U PDE bylo pouzˇito vzˇdy 5 vy´pocˇetnı´ch
uzlu˚, ktere´ spolupracovaly na vy´pocˇtu. Vsˇechny vy´pocˇetnı´ uzly byly z du˚vodu nedosta-
tecˇne´ho mnozˇstvı´ PC spusˇteˇny na jednom pocˇı´tacˇi, cozˇ ale na dosazˇene´ vy´sledky nema´
vliv. V prˇı´padeˇ, zˇe by byl kazˇdy´ vy´pocˇetnı´ uzel spusˇteˇn na jine´m PC, lisˇil by se pouze
cˇas potrˇebny´ k provedenı´ algoritmu, ktery´ by za´visel prˇedevsˇı´m na vy´pocˇetnı´m vy´konu
jednotlivy´ch PC a na prˇenosove´ rychlosti mezi rˇı´dı´cı´ aplikacı´ a vy´pocˇetnı´mi uzly.
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Dosazˇene´ vy´sledky jsou da´le v textu prezentova´ny prostrˇednictvı´m tabulek 4 - 15.
Kazˇda´ tabulka obsahuje vy´sˇe uvedene´ statisticke´ hodnoty pro vsˇechny testovane´ dimenze
dane´ funkce pro jednu variantu algoritmu, tedy DE nebo PDE.
Z tabulek s vy´sledky lze vycˇı´st, zˇe ve veˇtsˇineˇ prˇı´padu˚ se obeˇma typu˚m algoritmu
podarˇilo nale´zt hodnotu globa´lnı´ho extre´mu, nebo hodnotu tomuto extre´mu velmi blı´z-
kou. Uka´zalo se, zˇe mezi obtı´zˇneˇjsˇı´ funkce na optimalizaci patrˇı´ funkce Rastriginova,
Salomonova a Schwefelova. U Schwefelovy funkce je videˇt, zˇe klasicka´ varianta DE ne
vzˇdy nasˇla globa´lnı´ extre´m - u dimenzı´ 5, 20 a 30 dosˇlo v neˇktery´ch prˇı´padech k tomu, zˇe
se evoluce zastavila v loka´lnı´m extre´mu s hodnotou prˇiblizˇneˇ 118,5. Sveˇdcˇı´ o tom i vysˇsˇı´
pru˚meˇrna´ fitness hodnota nejlepsˇı´ch nalezeny´ch jedincu˚. U paralelnı´ DE k uva´znutı´ u
Schwefelovy funkce v loka´lnı´m extre´mu nikdy nedosˇlo, populace se vzˇdy dostala velmi
blı´zko ke globa´lnı´mu minimu.
2 5 10 20 30
Ackley NP = 10
G = 100
CR = 0,8
F = 0,5
NP = 25
G = 100
CR = 0,7
F = 0,3
NP = 50
G = 100
CR = 0,7
F = 0,2
NP = 100
G = 200
CR = 0,8
F = 0,2
NP = 150
G = 200
CR = 0,5
F = 0,15
Griewangk NP = 20
G = 100
CR = 0,9
F = 0,5
NP = 50
G = 100
CR = 0,4
F = 0,1
NP = 100
G = 150
CR = 0,4
F = 0,1
NP = 100
G = 200
CR = 0,6
F = 0,2
NP = 150
G = 300
CR = 0,6
F = 0,2
Rastrigin NP = 20
G = 100
CR = 0,2
F = 0,2
NP = 50
G = 100
CR = 0,3
F = 0,1
NP = 100
G = 200
CR = 0,3
F = 0,1
NP = 150
G = 300
CR = 0,3
F = 0,1
NP = 150
G = 450
CR = 0,3
F = 0,1
Salomon NP = 20
G = 100
CR = 0,75
F = 0,2
NP = 50
G = 100
CR = 0,75
F = 0,2
NP = 100
G = 200
CR = 0,75
F = 0,2
NP = 150
G = 300
CR = 0,75
F = 0,2
NP = 150
G = 350
CR = 0,75
F = 0,2
Schwefel NP = 20
G = 100
CR = 0,85
F = 0,75
NP = 50
G = 100
CR = 0,5
F = 0,2
NP = 100
G = 150
CR = 0,4
F = 0,1
NP = 100
G = 300
CR = 0,4
F = 0,1
NP = 150
G = 450
CR = 0,5
F = 0,1
Sphere NP = 10
G = 100
CR = 0,8
F = 0,3
NP = 25
G = 100
CR = 0,7
F = 0,2
NP = 50
G = 100
CR = 0,7
F = 0,2
NP = 100
G = 100
CR = 0,6
F = 0,2
NP = 150
G = 200
CR = 0,6
F = 0,15
Tabulka 3: Nastavenı´ parametru˚ algoritmu beˇhem testova´nı´
V prˇı´padeˇ PDE zde NP prˇedstavuje velikost jedne´ subpopulace. Parametr φ byl u PDE vzˇdy
nastaven na hodnotu 0,2.
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Dimenze 2 5 10 20 30
bestmin 0 0,00001005 0,00355854 0,00061866 0,00603074
bestmax 2,57992756 4,66199529 1,64878326 0,79379635 0,01206165
µbest 0,05270297 0,06356811 0,12478513 0,03509959 0,00914862
σbest 0,36293917 0,49278219 0,36626456 0,15563035 0,00132972
worstmin 0 0,00003835 0,00799764 0,0011874 0,01180078
worstmax 2,57992756 4,66199604 1,65879103 0,79386187 0,02229622
µworst 0,05270305 0,06377359 0,13717879 0,03601723 0,01656323
σworst 0,36293916 0,4927558 0,36372253 0,15546858 0,00225081
timemin 0,003 0,011 0,033 0,165 0,377
timemax 0,055 0,049 0,177 0,777 1,326
µtime 0,00696 0,01783 0,06252 0,28728 0,5503
Tabulka 4: Vy´sledky DE na Ackleyho funkci
Dimenze 2 5 10 20 30
bestmin 0 0,00000264 0,00147407 0,00028857 0,00481511
bestmax 0 0,00003108 0,00669048 0,00065939 0,00834165
µbest 0 0,00001239 0,00344509 0,00047555 0,0062684
σbest 0 0,00000583 0,0010042 0,00007975 0,00059191
worstmin 0 0,0000183 0,00501074 0,00051348 0,01010451
worstmax 0 0,00008472 0,01886466 0,00130539 0,01546127
µworst 0 0,00004644 0,00875782 0,00089517 0,01158592
σworst 0 0,00001689 0,00235825 0,00014408 0,00096464
timemin 0,284 0,274 0,302 0,81 1,16
timemax 2,034 1,001 1,022 2,148 2,71
µtime 0,38801 0,3164 0,33716 0,90646 1,24648
Tabulka 5: Vy´sledky PDE na Ackleyho funkci
Obecneˇ lze tvrdit, zˇe obeˇ varianty algoritmupracovalyna testovacı´ch funkcı´ch spra´vneˇ,
nicme´neˇ PDE v drtive´ veˇtsˇineˇ prˇı´padu˚ nebyla nikdy horsˇı´ nezˇ klasicka´ varianta.
8.2 Hleda´nı´ optima´lnı´ kombinace vah neuronove´ sı´teˇ
Druha´ cˇa´st prova´deˇnı´ experimentu˚ byla zameˇrˇena na demonstraci prakticke´ho vyuzˇitı´
diferencia´lnı´ evoluce. Cı´lem bylo najı´t optima´lnı´ kombinaci vah jednoduche´ neuronove´
sı´teˇ pro rˇesˇenı´ proble´mu XOR. XOR, nebo take´ exkluzivnı´ disjunkce, je logicka´ operace,
jejı´zˇ hodnota je pravda v prˇı´padeˇ, kdyzˇ kazˇda´ vstupnı´ hodnota ma´ unika´tnı´ hodnotu
v porovna´nı´ s ostatnı´mi vstupy. Pravdivostnı´ tabulku funkce XOR zachycuje tabulka 16.
Pro rˇesˇenı´ proble´mu byla vytvorˇena neuronova´ sı´t’ s jednou skrytou vrstvou, ktera´
se skla´dala ze cˇtyrˇ neuronu˚. Vy´stupnı´ vrstva obsahovala jeden neuron a vrstva vstupnı´
dva neurony. Kazˇdy´ neuron pouzˇı´val bina´rnı´ prˇenosovou funkci. Cela´ topologie sı´teˇ je
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Dimenze 2 5 10 20 30
bestmin 0 0,00494095 0,00000488 0,00001484 0,00000124
bestmax 0,04683502 0,27752851 0,07973418 0,03032969 0,00128971
µbest 0,00093509 0,04167801 0,02186513 0,00260928 0,00001907
σbest 0,00499614 0,04149177 0,01548071 0,00664573 0,00013179
worstmin 0 0,08289114 0,00015349 0,00007936 0,00000331
worstmax 0,04683502 0,62359731 0,38835129 0,11862972 0,01007806
µworst 0,00143089 0,28037157 0,14959327 0,00859049 0,00012379
σworst 0,00532407 0,11640664 0,07907837 0,02322802 0,0010106
timemin 0,006 0,028 0,106 0,181 0,616
timemax 0,363 0,126 0,427 0,743 1,719
µtime 0,02929 0,04186 0,18901 0,31005 0,83518
Tabulka 6: Vy´sledky DE na Griewangkoveˇ funkci
Dimenze 2 5 10 20 30
bestmin 0 0,0006081 0,0000563 0,00001237 0,00000057
bestmax 0 0,03556587 0,03459107 0,00110614 0,00000184
µbest 0 0,01547066 0,00881975 0,00004847 0,00000101
σbest 0 0,00737177 0,00686173 0,00010953 0,00000023
worstmin 0 0,04888057 0,00135489 0,00005227 0,00000168
worstmax 0 0,34145619 0,19312679 0,00531951 0,00000554
µworst 0 0,16932108 0,10342168 0,00019517 0,00000316
σworst 0 0,05745143 0,04786898 0,00052468 0,00000072
timemin 0,306 0,324 0,56 0,828 1,822
timemax 2,112 1,065 1,602 2,737 3,829
µtime 0,44841 0,36635 0,61008 1,00739 1,92412
Tabulka 7: Vy´sledky PDE na Griewangkoveˇ funkci
zna´zorneˇna na obra´zku 16, z neˇhozˇ je patrne´, zˇe sı´t’obsahuje celkem dvana´ct vah, ktere´
jsou oznacˇeny wxy, kde x prˇedstavuje index neuronu a y index vstupu pro dany´ neuron.9
Hleda´nı´ optima´lnı´ kombinace vahpote´ probı´halopomocı´ diferencia´lnı´ evoluce.Kazˇdy´
jedinec obsahoval dvana´ct parametru˚, prˇicˇemzˇ hranice parametru˚ byla nastavena v in-
tervalu ⟨−20, 20⟩. Fitness hodnota jedince reprezentovala globa´lnı´ chybu sı´teˇ. Tre´novacı´
mnozˇina pro neuronovou sı´t’byla slozˇena ze cˇtyrˇ vstupnı´ch dvojic hodnot a cˇtyrˇ odpovı´-
dajı´cı´ch vy´stupnı´ch hodnot (viz tabulka 16).
Po neˇkolika provedeny´ch experimentech byl nalezen jedinec, jehozˇ fitness hodnota
se rovnala nule. Tı´m se podarˇilo minimalizovat globa´lnı´ chybu neuronove´ sı´teˇ. Va´hy
v sı´ti tedy byly nastaveny podle parametru˚ tohoto nejlepsˇı´ho jedince a byla provedena
druha´ cˇa´st experimentu, jehozˇ u´kolem bylo oveˇrˇit, zda sı´t’doka´zˇe spra´vneˇ klasifikovat i
9Dva neurony ve vstupnı´ vrstveˇ nejsou do tohoto indexova´nı´ zahrnuty, jelikozˇ vstupnı´ vrstva pouze
distribuuje vstup do skryte´ vrstvy.
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Dimenze 2 5 10 20 30
bestmin 0 0 0 0,00000582 0,00000049
bestmax 1,17736473 2,00152311 0,99738322 1,0024264 1,01119491
µbest 0,19716061 0,30982342 0,07964275 0,07999662 0,09980012
σbest 0,3922205 0,56095639 0,27136228 0,27011806 0,29905594
worstmin 0 0,00000008 0,00000003 0,00002452 0,00000163
worstmax 1,17736495 2,17573839 0,9981172 1,03367205 1,04355319
µworst 0,19716539 0,31264757 0,0796611 0,08171991 0,10049401
σworst 0,3922298 0,56648109 0,2713919 0,27095305 0,30025839
timemin 0,006 0,025 0,116 0,43 0,835
timemax 0,041 0,182 0,521 1,497 2,649
µtime 0,00977 0,04604 0,21576 0,61585 1,15032
Tabulka 8: Vy´sledky DE na Rastriginoveˇ funkci
Dimenze 2 5 10 20 30
bestmin 0 0 0 0,00000097 0,00000017
bestmax 0 0,00000065 0,00000012 0,00004598 0,00003284
µbest 0 0,00000004 0,00000001 0,0000104 0,0000045
σbest 0 0,00000009 0,00000002 0,00000873 0,00000529
worstmin 0 0,00000001 0,00000001 0,00000443 0,00000065
worstmax 0 0,00001682 0,00000122 0,00024804 0,00010826
µworst 0 0,00000138 0,00000018 0,00005677 0,0000158
σworst 0 0,00000256 0,0000002 0,00004719 0,00001808
timemin 0,278 0,299 0,737 1,463 2,467
timemax 0,852 1,035 1,954 3,451 7,424
µtime 0,30892 0,34979 0,79836 1,65699 2,77838
Tabulka 9: Vy´sledky PDE na Rastriginoveˇ funkci
neorigina´lnı´ vstupnı´ vektory, naprˇ. (0,8; 0,2).
Tato cˇa´st experimentu probı´hala tak, zˇe byly postupneˇ vyzkousˇeny vsˇechny vektory
s hodnotami v rozsahu ⟨0, 1⟩ s velikostı´ kroku 0,05 - (0; 0), (0,05; 0), ..., (1; 1). Jednotlive´
vy´stupy sı´teˇ byly porovna´ny s odpovı´dajı´cı´mi pozˇadovany´mi vy´stupy, cˇı´mzˇ bylo mozˇne´
stanovit procentua´lnı´ hodnotu, ktera´ urcˇuje u´speˇsˇnost, s jakou sı´t’ klasifikuje spra´vneˇ.
Z celkem 441 vstupnı´ch vektoru˚ sı´t’klasifikovala 347 vektoru˚ spra´vneˇ, cozˇ da´va´ u´speˇsˇnost
klasifikace 78,68%. Tuto hodnotu jisteˇ nelze povazˇovat za sˇpatnou, nicme´neˇ za´rovenˇ na´m
tato hodnota ponecha´va´ dostatek prostoru pro dalsˇı´ vylepsˇenı´.
Za u´cˇelemdosazˇenı´ vysˇsˇı´ procentua´lnı´ u´speˇsˇnosti klasifikace byl proveden dalsˇı´ expe-
riment, beˇhem neˇhozˇ byla mı´rneˇ pozmeˇneˇna neuronova´ sı´t’. Topologie sı´teˇ zu˚stala stejna´,
avsˇak prˇenosova´ funkce v neuronech skryte´ vrstvy byla zmeˇneˇna z bina´rnı´ na logistickou.
Bina´rnı´ funkce tak zu˚stala pouze v neuronu vy´stupnı´ vrstvy. Po te´to u´praveˇ byl cely´ pro-
ces hleda´nı´ optima´lnı´ kombinace vah zopakova´n. Algoritmu se pote´ opeˇt podarˇilo nale´zt
jedince s fitness hodnotou rovnou nule a parametry tohoto jedince byly znovu pouzˇity
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Dimenze 2 5 10 20 30
bestmin 0 0,09987335 0,09987335 0,10007712 0,19988042
bestmax 1,39987335 0,19987421 0,19987335 0,19988356 0,30003593
µbest 0,11737623 0,10094367 0,101054 0,1936491 0,25913445
σbest 0,20325322 0,00999858 0,01001905 0,02254536 0,04635188
worstmin 0 0,10450231 0,10761608 0,20623105 0,31675879
worstmax 1,39987335 0,40128066 0,23439648 0,35860055 0,50174656
µworst 0,11738709 0,17658301 0,18315359 0,27991868 0,40672209
σworst 0,20325055 0,06183099 0,04086113 0,03880582 0,03676076
timemin 0,002 0,008 0,054 0,233 0,355
timemax 0,015 0,018 0,14 0,418 0,606
µtime 0,00378 0,01296 0,09143 0,32848 0,45446
Tabulka 10: Vy´sledky DE na Salomonoveˇ funkci
Dimenze 2 5 10 20 30
bestmin 0 0,09987335 0,09987335 0,09987335 0,10002345
bestmax 0,09987335 0,09987372 0,09987336 0,19987335 0,19988435
µbest 0,02609644 0,09987337 0,09987335 0,14293911 0,19887508
σbest 0,04396895 0,00000006 0 0,04863226 0,00998501
worstmin 0 0,10039118 0,10023274 0,20014557 0,20563604
worstmax 0,09987335 0,12019293 0,11003788 0,21138671 0,31983668
µworst 0,02610163 0,10524778 0,10268712 0,20404871 0,2928173
σworst 0,04396607 0,00359626 0,00171663 0,00167683 0,02874689
timemin 0,24 0,256 0,596 1,159 1,448
timemax 0,357 0,499 0,773 1,497 4,674
µtime 0,2542 0,2696 0,63101 1,21648 1,63323
Tabulka 11: Vy´sledky PDE na Salomonoveˇ funkci
jako va´hy upravene´ neuronove´ sı´teˇ. Byl zopakova´n experiment s neorigina´lnı´mi vektory
a v tomto prˇı´padeˇ jizˇ sı´t klasifikovala spra´vneˇ 399 vektoru˚. Jiny´mi slovy, v porovna´nı´
s prˇedchozı´m experimentem se podarˇilo snı´zˇit pocˇet chybneˇ klasifikovany´ch vektoru˚
prˇiblizˇneˇ o jednu polovinu. Procentua´lnı´ u´speˇsˇnost sı´teˇ beˇhem tohoto experimentu byla
90,48%, cozˇ jizˇ lze povazˇovat za dostacˇujı´cı´.
Graficke´ zna´zorneˇnı´ u´speˇsˇnosti klasifikace obou neuronovy´ch sı´tı´ je zna´zorneˇno na
obra´zku 17. V tabulce 17 jsou uvedeny nalezene´ hodnoty vah pro obeˇ sı´teˇ.
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Vstup Vy´stup
w11
w12
w21
w22
w31
w32
w41
w42
w51
w52
w53
w54
Obra´zek 16: Topologie neuronove´ sı´teˇ pouzˇite´ pro rˇesˇenı´ proble´mu XOR
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Obra´zek 17: Graficke´ zna´zorneˇnı´ u´speˇsˇnosti klasifikace neuronove´ sı´teˇ
Zelena´ barva prˇedstavuje vektory, ktere´ sı´t’ klasifikovala spra´vneˇ, oproti tomu barva cˇervena´
prˇedstavuje ty vektory, ktere´ sı´t’klasifikovala sˇpatneˇ. V leve´ cˇa´sti obra´zku je graficke´ zna´zorneˇnı´
pro sı´t’, v nı´zˇ vsˇechny neurony pouzˇı´valy bina´rnı´ prˇenosovou funkci. Prava´ cˇa´st obra´zku graficky
zna´zornˇuje u´speˇsˇnost klasifikace sı´teˇ, jejı´zˇ neurony ve skryte´ vrstveˇ pouzˇı´valy logistickou funkci.
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Dimenze 2 5 10 20 30
bestmin 0,00002546 0,00006389 0,00012909 0,00025461 0,00038183
bestmax 0,00002546 118,4384022 0,11141916 118,51053595 118,43871648
µbest 0,00002546 2,37172841 0,00234379 4,75753926 3,56147093
σbest 0 16,66450355 0,0148729 23,32676367 20,30454511
worstmin 0,00002546 0,00006795 0,00015145 0,00025474 0,00038183
worstmax 0,00002559 118,43889604 0,11595619 118,51056045 118,43871662
µworst 0,00002546 2,37581345 0,00274891 4,75755433 3,56147119
σworst 0,00000002 16,66398852 0,01608367 23,32676242 20,30454508
timemin 0,005 0,018 0,097 0,202 0,659
timemax 0,019 0,085 0,347 0,839 2,37
µtime 0,00904 0,03594 0,16303 0,32271 0,90732
Tabulka 12: Vy´sledky DE na Schwefeloveˇ funkci
Dimenze 2 5 10 20 30
bestmin 0,00002546 0,00006364 0,00012748 0,00025456 0,00038183
bestmax 0,00002546 0,00006845 0,00014769 0,00025516 0,00038184
µbest 0,00002546 0,000064 0,00013012 0,00025465 0,00038183
σbest 0 0,00000065 0,00000273 0,00000008 0
worstmin 0,00002546 0,00006409 0,00013132 0,00025461 0,00038183
worstmax 0,00002546 0,00016469 0,00028448 0,00025655 0,00038186
µworst 0,00002546 0,00007423 0,00015841 0,00025495 0,00038183
σworst 0 0,00001418 0,00002494 0,00000032 0,00000001
timemin 0,288 0,305 0,517 1,08 2,168
timemax 0,955 0,953 1,458 2,441 6,21
µtime 0,3328 0,33503 0,56174 1,14556 2,36431
Tabulka 13: Vy´sledky PDE na Schwefeloveˇ funkci
Dimenze 2 5 10 20 30
bestmin 0 0 0,00000044 0,00087891 0,00000163
bestmax 0,73456967 0,51664242 0,03437771 0,00367143 0,00000931
µbest 0,01708687 0,01630136 0,00057249 0,00212623 0,00000322
σbest 0,07946012 0,06876463 0,00355948 0,00068837 0,00000119
worstmin 0 0 0,00000174 0,00418238 0,00000478
worstmax 0,73456973 0,51665211 0,03451359 0,01466698 0,00001632
µworst 0,01708687 0,0163033 0,00059198 0,00773918 0,00000927
σworst 0,07946013 0,06876652 0,00357515 0,0021948 0,00000265
timemin 0,002 0,01 0,032 0,088 0,3
timemax 0,032 0,021 0,137 0,318 1,332
µtime 0,00415 0,01395 0,04917 0,15199 0,45902
Tabulka 14: Vy´sledky DE na sfe´ricke´ funkci
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Dimenze 2 5 10 20 30
bestmin 0 0 0,00000008 0,00048206 0,0000007
bestmax 0 0 0,00000076 0,00142828 0,00000212
µbest 0 0 0,00000027 0,00090213 0,00000133
σbest 0 0 0,00000014 0,00020488 0,00000024
worstmin 0 0 0,00000048 0,0026155 0,00000228
worstmax 0 0 0,00000374 0,00558673 0,00000637
µworst 0 0 0,00000156 0,0035983 0,0000041
σworst 0 0 0,00000071 0,0006114 0,00000069
timemin 0,331 0,328 0,339 0,413 1,059
timemax 0,965 0,969 1,011 1,425 2,524
µtime 0,36788 0,35898 0,37959 0,52621 1,20184
Tabulka 15: Vy´sledky PDE na sfe´ricke´ funkci
x1 x2 Vy´stup
0 0 0
0 1 1
1 0 1
1 1 0
Tabulka 16: Pravdivostnı´ tabulka funkce XOR
Experiment 1 Experiment 2
w11 3,1809 -1,8861
w12 -5,7916 1,1426
w21 -2,0998 -5,3073
w22 5,7639 -4,1488
w31 -8,8388 -2,5822
w32 4,8468 4,4775
w41 -10,7771 -7,6232
w42 4,6131 -18,6276
w51 7,1296 9,9899
w52 -7,004 -16,8894
w53 7,7793 -5,438
w54 1,6682 -9,7928
Tabulka 17: Nalezene´ hodnoty vah pro obeˇ pouzˇite´ neuronove´ sı´teˇ
Prˇi experimentu 1 byla pouzˇita sı´t’, jejı´zˇ vsˇechny neurony pouzˇı´valy bina´rnı´ funkci. Prˇi druhe´m
experimentu byla pouzˇita sı´t’, jejı´zˇ neurony ve skryte´ vrstveˇ pouzˇı´valy logistickou funkci.
Vsˇechny hodnoty vah v te´to tabulce byly zaokrouhleny na cˇtyrˇi desetinna´ mı´sta.
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9 Za´veˇr
Cı´lem te´to pra´ce bylo vytvorˇit platformeˇ neza´visly´ distribuovany´ algoritmus diferencia´lnı´
evoluce s jeho na´sledny´m otestova´nı´m a uka´zkou prakticke´ho vyuzˇitı´. Pro tento u´cˇel
byl zvolen proble´m naucˇenı´ neuronove´ sı´teˇ neboli nalezenı´ optima´lnı´ kombinace vah.
Dalsˇı´m cı´lem bylo sezna´mit cˇtena´rˇe prostrˇednictvı´m tohoto textu s obecny´m principem
evolucˇnı´ch algoritmu˚ a da´le podat podrobne´ vysveˇtlenı´ algoritmu diferencia´lnı´ evoluce
spolecˇneˇ se zmı´nkou o mozˇny´ch vylepsˇenı´ch, prˇicˇemzˇ du˚raz byl kladen na zpu˚soby,
jimizˇ lze ucˇinit algoritmus distribuovany´m. Text navı´c seznamuje cˇtena´rˇe velmi strucˇneˇ
s problematikouneuronovy´ch sı´tı´, z du˚vodu jejichpouzˇitı´ beˇhemprova´deˇnı´ experimentu˚.
Popis provedeny´ch experimentu˚ spolecˇneˇ s prezentacı´ dosazˇeny´ch vy´sledku˚ je uve-
den v kapitole 8. Z prvnı´ fa´ze experimentu˚, ktere´ byly prova´deˇny na sˇesti testovacı´ch
funkcı´ch, lze vyvodit za´veˇr, zˇe ve veˇtsˇineˇ prˇı´padu˚ bylo paralelnı´ zpracova´nı´ DE u´speˇsˇneˇjsˇı´
nezˇ klasicka´ varianta. Prˇi paralelnı´m zpracova´nı´ byly nalezeny pozice blizˇsˇı´ globa´lnı´m
extre´mu˚m, nicme´neˇ rozdı´l ve vy´sledcı´ch nelze povazˇovat za nikterak velky´. Obeˇ varianty
algoritmu tak pracujı´ spra´vneˇ.
Druhou cˇa´st experimentu˚ tvorˇila prakticka´ uka´zka vyuzˇitı´ algoritmu DE. Cı´lem zde
bylo vytvorˇit neuronovou sı´t’ rˇesˇı´cı´ proble´m XOR a na´sledneˇ najı´t optima´lnı´ kombinaci
vah. V prvnı´ cˇa´sti tohoto experimentu se podarˇilo u neuronove´ sı´teˇ dosa´hnout stavu, kdy
sı´t’klasifikovala spra´vneˇ v 78,68%. prˇı´padu˚. Prˇi snaze dosa´hnout jesˇteˇ lepsˇı´ch vy´sledku˚
byla vytvorˇena´ sı´t’mı´rneˇ upravena a na´sledneˇ se jizˇ podarˇilo najı´t takovou kombinaci
vah, prˇi ktere´ sı´t’klasifikovala s u´speˇsˇnostı´ 90,48%.
Pokud bychom se na vytvorˇene´ aplikace podı´vali z hlediska jejich mozˇne´ho dalsˇı´ho
rozsˇı´rˇenı´, zjistı´me, zˇe je zde spousta prostoru pro dalsˇı´ u´pravy a prˇida´va´nı´ nove´ funk-
cionality. Z hlediska samotne´ho algoritmu diferencia´lnı´ evoluce se nabı´zı´ hned neˇkolik
dalsˇı´ch u´prav, ktere´ je mozˇno prove´st. Jmenujme naprˇı´klad techniku dither a jither uve-
denou v cˇa´sti 3.7.1. Prˇida´nı´m te´to u´pravy by tak vznikl algoritmus paralelnı´ diferencia´lnı´
evoluce, v nı´zˇ by jednotlive´ subpopulace na´hodneˇ meˇnily svou hodnotu mutacˇnı´ kon-
stanty.
Dalsˇı´ mozˇnou u´pravou je prˇida´nı´ nove´ ukoncˇovacı´ podmı´nky algoritmu, jelikozˇ
v soucˇasne´ verzi je implementova´no ukoncˇenı´ pouze po zadane´m pocˇtu generacˇnı´ch
cyklu˚. Jako inspirace pro ru˚zne´ mozˇnosti ukoncˇenı´ algoritmu slouzˇı´ kapitola 3.3.
V neposlednı´ rˇadeˇ nelze opomenout mozˇnost implementace dalsˇı´ho zpu˚sobu dis-
tribuovane´ho provedenı´ algoritmu, o nichzˇ jsme se zmı´nili v kapitole 4. Aplikace by
samozrˇejmeˇ mohla by´t rozsˇı´rˇena o neˇktery´ z teˇchto zpu˚sobu˚, prˇı´padneˇ i o dalsˇı´ varianty,
ktere´ nejsou v te´to pra´ci uvedeny.
Pokud se oprostı´me od samotne´ho algoritmu diferencia´lnı´ evoluce, je zde take´ prostor
pro prˇida´nı´ zcela jine´ho algoritmu. Jmenovat mu˚zˇeme naprˇı´klad algoritmus SOMA (Self
Organizing Migrating Algorithm), ale zajiste´ by se nasˇla cela´ rˇada dalsˇı´ch.
Opustı´me-li prˇehled mozˇny´ch vylepsˇenı´ vytvorˇeny´ch aplikacı´, mu˚zˇeme se na algorit-
mus diferencia´lnı´ evoluce podı´vat z hlediska jeho uplatneˇnı´ v kazˇdodennı´ch proble´mech
lidske´ cˇinnosti. Nenı´ trˇeba zdu˚raznˇovat, zˇe potencia´l vyuzˇitı´ algoritmu je skutecˇneˇ velky´.
S jistou mı´rou nadsa´zky lze tvrdit, zˇe diferencia´lnı´ evoluci lze pouzˇı´t vsˇude tam, kde kla-
sicke´ deterministicke´ algoritmy selha´vajı´ nebo jsou z hlediska cˇasu velmi pomale´. Jedna´
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se o slozˇite´ optimalizacˇnı´ u´lohy, ktere´ se dnes vyskytujı´ v cele´ rˇadeˇ oboru˚ a ktery´ch sta´le
prˇiby´va´ a mnohe´ z nich jsou cˇı´m da´l slozˇiteˇjsˇı´ z pohledu jejich rˇesˇenı´. Vzhledem ke zvy-
sˇujı´cı´ se slozˇitosti ale rozhodneˇ nenı´ ztra´tou cˇasu zaby´vat se dalsˇı´mi zpu˚soby, jimizˇ lze
algoritmus upravit s cı´lem dosa´hnout jeho lepsˇı´ vy´konnosti. Mezi tyto zpu˚soby rozhodneˇ
patrˇı´ metody zajisˇt’ujı´cı´ paralelnı´ zpracova´nı´ algoritmu, dı´ky ktere´mu jsme schopni do-
sahovat lepsˇı´ch vy´sledku˚, nebo stejny´ch vy´sledku˚ v kratsˇı´m cˇase v porovna´nı´ s klasickou
variantou algoritmu. Navı´c v dnesˇnı´m sveˇteˇ velmi modernı´ch technologiı´ nenı´ nedosta-
tek vy´pocˇetnı´ho vy´konu, tudı´zˇ ota´zka paralelnı´ho zpracova´nı´ neprˇedstavuje z hlediska
dostupne´ho hardwaru a technologiı´ zˇa´dny´ proble´m.
Obecneˇ lze tvrdit, zˇe evolucˇnı´ algoritmy jsou v dnesˇnı´m sveˇteˇ velmi potrˇebne´ pro
rˇesˇenı´ sˇiroke´ho spektra proble´mu˚. Pokud toto tvrzenı´ jesˇteˇ vı´ce zobecnı´me, mu˚zˇeme dojı´t
k za´veˇru, zˇe biologicky inspirovane´ metody a vy´pocˇty prˇedstavujı´ velmi zajı´mavou a
potrˇebnou oblast informacˇnı´ch technologiı´, prˇicˇemzˇ i s prˇihle´dnutı´m k faktu, zˇe v te´to
oblasti dosˇlo k velke´mu vy´voji a mnoho technik a principu˚ je jizˇ objeveny´ch, sta´le na´m
toto odveˇtvı´ ponecha´va´ dostatek prostoru pro dalsˇı´ vy´zkuma nacha´zenı´ novy´ch postupu˚,
a proto je zcela jisteˇ vhodne´ se touto problematikou da´le zaby´vat.
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A Uzˇivatelska´ prˇı´rucˇka
A.1 Vy´pocˇetnı´ aplikace
A.1.1 Spusˇteˇnı´ aplikace
Pro spusˇteˇnı´ aplikace je potrˇeba nejprve spustit prˇı´kazovy´ rˇa´dek (prˇı´p. termina´l) a po-
mocı´ prˇı´kazu cd zmeˇnit aktua´lnı´ pracovnı´ adresa´rˇ na adresa´rˇ, v neˇmzˇ je umı´steˇn soubor
DDE Slave.jar. Pote´ je nutne´ zadat na´sledujı´cı´ prˇı´kaz:
java -jar DDE Slave.jar [name]
Nepovinny´ parametr name prˇedstavuje jme´no vy´pocˇetnı´ho uzlu a v prˇı´padeˇ jeho zada´nı´
se jedna´ o jme´no, ktere´ bude zobrazeno v GUI rˇı´dı´cı´ aplikace.
Za prˇedpokladu, zˇe je na dane´mpocˇı´tacˇi nainstalova´no Java SERuntime Environment
veverzi alesponˇ 1.7 (JRE), dojdepo zada´nı´ prˇı´kazuke spusˇteˇnı´ aplikace a objevı´ se textThe
slave is running. V prˇı´padeˇ, zˇe JRE nenı´ na dane´m pocˇı´tacˇi k dispozici, je mozˇne´
tento software bezplatneˇ sta´hnout pro celou rˇadu platforem ze stra´nek http://www.
oracle.com/technetwork/java/javase/downloads/jre7-downloads-1880261.
html.
A.1.2 Seznam dostupny´ch prˇı´kazu˚
Je-li vy´pocˇetnı´ aplikace spusˇteˇna, jemozˇne´ ji ovla´dat pomocı´ neˇkolika za´kladnı´chprˇı´kazu˚.
Tytoprˇı´kazy jsou spolecˇneˇ s jejich vysveˇtlenı´muvedenyv tabulce 18.Dva z teˇchtoprˇı´kazu˚,
konkre´tneˇ restart a quit, vyzˇadujı´ po jejich zada´nı´ dodatecˇne´ potvrzenı´ uzˇivatele,
ktere´ se prova´dı´ zada´nı´m a potvrzenı´m znaku Y (Yes). K zamı´tnutı´ se pouzˇı´va´ znak N
(No).
Prˇı´kaz Vysveˇtlenı´
port Vypı´sˇe port, na neˇmzˇ aplikace nasloucha´.
g-address Vypı´sˇe pouzˇı´vanou skupinovou adresu pro odesı´lanı´ da-
tagramu˚ skrze multicast.
g-port Vypı´sˇe pouzˇı´vany´ skupinovy´ port pro odesı´la´nı´ datagramu˚.
r-period Zobrazı´ cˇasovy´ interval v jednotka´ch ms, ktery´ urcˇuje, jak
cˇasto aplikace odesı´la´ datagram s informacı´ o tom, zˇe je
prˇipravena k prova´deˇnı´ algoritmu.
help Vypı´sˇe na´poveˇdu.
restart Probı´ha´-li algoritmus, dojde k jeho prˇerusˇenı´. Aplikace se
tak dostane do stejne´ho stavu jako prˇi spusˇteˇnı´.
quit Ukoncˇı´ aplikaci.
Tabulka 18: Prˇı´kazy pro ovla´da´nı´ vy´pocˇetnı´ aplikace
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A.2 Rˇı´dı´cı´ aplikace
Ke spusˇteˇnı´ rˇı´dı´cı´ aplikace je stejneˇ jako vprˇı´padeˇ vy´pocˇetnı´ aplikace nutne´, aby nadane´m
pocˇı´tacˇi bylo k dispozici JRE alesponˇ ve verzi 1.7. Da´le je nutne´ opeˇt spustit prˇı´kazovy´
rˇa´dek cˇi termina´l a prˇejı´t do adresa´rˇe, v neˇmzˇ se nacha´zı´ soubor DDE Master.jar.
Nakonec je potrˇeba zadat prˇı´kaz:
java -jar DDE Master.jar
Zada´nı´m vy´sˇe uvedene´ho prˇı´kazu dojde ke spusˇteˇnı´ aplikace.
A.2.1 Ovla´da´nı´ rˇı´dı´cı´ aplikace
Po u´speˇsˇne´m spusˇteˇnı´ se objevı´ nove´ okno s na´zvem Distributed Differential Evolution
Algorithm. V ra´mci tohoto okna jsou k dispozici cˇtyrˇi ru˚zne´ panely, prˇicˇemzˇ ve vy´chozı´m
stavu je zobrazen panel pro vy´beˇr vy´pocˇetnı´ch uzlu˚. Obra´zky 18 azˇ 21 zobrazujı´ vsˇechny
cˇtyrˇi panely. U kazˇde´ho obra´zku jsou detailneˇ popsa´ny vsˇechny ovla´dacı´ prvky v GUI.
Po nastavenı´ parametru˚, vzorove´ho jedince, typu DE a po vybra´nı´ vy´pocˇetnı´ch uzlu˚
je mozˇne´ zaha´jit algoritmus tlacˇı´tkem Start umı´steˇne´m v dolnı´ cˇa´sti GUI. Pokud je vsˇe
nastaveno spra´vneˇ, zobrazı´ se dialog s ota´zkou, kolikra´t chceme algoritmus prove´st. Zde
zada´me cˇı´slo v rozsahu 1 - 500 a potvrdı´me spusˇteˇnı´ algoritmu. Pote´ se zobrazı´ informacˇnı´
dialog informujı´cı´ uzˇivatele o aktua´lnı´m pru˚beˇhu vykona´va´nı´ algoritmu. V prˇı´padeˇ, zˇe
beˇhemprova´deˇnı´ algoritmudojde kodpojenı´ neˇktere´ho z vy´pocˇetnı´chuzlu˚,mohounastat
dveˇ situace.
• prova´deˇnı´ algoritmu se okamzˇiteˇ zastavı´ - tato situace nastane v prˇı´padeˇ, zˇe byla
vybra´na PDE
• prova´deˇnı´ algoritmu bude pokracˇovat s mensˇı´m pocˇtem vy´pocˇetnı´ch uzlu˚ - tato
situace nastane v prˇı´padeˇ, zˇe byla vybra´na za´kladnı´ jednoducha´ varianta distribu-
ovane´ DE (v prˇı´padeˇ, zˇe se ale odpojı´ vsˇechny vy´pocˇetnı´ uzly, dojde k ukoncˇenı´
algoritmu)
Po dokoncˇenı´ vykona´va´nı´ algoritmu se zobrazı´ okno s prˇehledem zı´skany´ch vy´sledku˚.
V prˇı´padeˇ, zˇe byl algoritmus z neˇjake´ho du˚vodu prˇerusˇen a je-li k dispozici alesponˇ cˇa´st
vy´sledku˚, je uzˇivatel dota´za´n, zda chce tyto vy´sledky zobrazit. Pokud zvolı´ zobrazenı´
teˇchto nekompletnı´ch vy´sledku˚, dojde take´ k zobrazenı´ okna s jejich prˇehledem.
Vzhled okna s vy´sledky je za´visly´ na typu vybrane´ varianty distribuovane´ DE. Ob-
ra´zek 22 zna´zornˇuje okno s vy´sledky prˇi pouzˇitı´ za´kladnı´ varianty DE, obra´zek 23 pak
zachycuje vy´sledky paralelnı´ diferencia´lnı´ evoluce.
Vprˇı´padeˇ jednoduche´ distribuovane´ variantyDE je na obra´zku 22 videˇt, zˇe algoritmus
byl spusˇteˇn celkem peˇtkra´t, cozˇ lze vycˇı´st z leve´ho panelu (2). Dalsˇı´ panel (1) zachycuje
seznam vsˇech vy´pocˇetnı´ch uzlu˚, ktere´ se na zpracova´nı´ algoritmu podı´lely. Vybereme-li
neˇktery´ z teˇchto uzlu˚, v panelu 3 se zobrazı´ detailneˇjsˇı´ informace o vy´sledku, ktery´ tento
uzel odeslal rˇı´dı´cı´ aplikaci. Z tohoto panelu lze vycˇı´st nejlepsˇı´ a nejhorsˇı´ nalezenou fitness
hodnotu, da´le parametry nejlepsˇı´ho jedince a take´ pru˚beˇh vy´voje nejlepsˇı´ho a nejhorsˇı´ho
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Obra´zek 18: Rˇı´dı´cı´ aplikace - panel pro vy´beˇr vy´pocˇetnı´ch uzlu˚
1 - vy´beˇr u´cˇelove´ funkce; 2 - prˇepı´na´nı´ cˇtyrˇ za´kladnı´ch panelu˚; 3 - seznam dostupny´ch
vy´pocˇetnı´ch uzlu˚; 4 - manua´lnı´ prˇida´nı´ vy´pocˇetnı´ho uzlu (je trˇeba zadat IP adresu a cˇı´slo portu);
5 - informacˇnı´ vy´pisy pro uzˇivatele; 6 - spusˇteˇnı´ algoritmu; 7 - vy´beˇr, zda bude hleda´no globa´lnı´
minimum cˇi maximum; 8 - seznam vybrany´ch vy´pocˇetnı´ch uzlu˚; 9 - tlacˇı´tko pro prˇesun aktua´lneˇ
vybrane´ho vy´pocˇetnı´ho uzlu do seznamu vybrany´ch uzlu˚; 10 - tlacˇı´tko pro prˇesun vsˇech
dostupny´ch vy´pocˇetnı´ch uzlu˚ do seznamu vybrany´ch uzlu˚; 11 - tlacˇı´tko pro prˇesun aktua´lneˇ
vybrane´ho vy´pocˇetnı´ho uzlu zpeˇt do seznamu dostupny´ch uzlu˚; 12 - tlacˇı´tko pro prˇesun vsˇech
vy´pocˇetnı´ch uzlu˚ zpeˇt do seznamu dostupny´ch uzlu˚;
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Obra´zek 19: Rˇı´dı´cı´ aplikace - panel pro nastavenı´ parametru˚
1 - dimenze proble´mu (pocˇet parametru˚ jedince); 2 - velikost populace (v prˇı´padeˇ PDE
prˇedstavuje celkovou populaci, velikost sub-populace se urcˇı´ automaticky); 3 - pocˇet generacˇnı´ch
cyklu˚; 4 - pra´h krˇı´zˇenı´ CR; 5 - mutacˇnı´ konstanta F; 6 - parametr λ (pole je dostupne´ jen pro
varianty DE/rand-to-best/1/exp a DE/rand-to-best/1/bin); 7 - parametr φ pro nastavenı´
migrace (dostupne´ jen pro PDE); 8 - varianta DE;
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Obra´zek 20: Rˇı´dı´cı´ aplikace - panel pro nastavenı´ vzorove´ho jedince
1 - vy´beˇr typu parametru (rea´lny´, celocˇı´selny´, diskre´tnı´); 2 - potvrzenı´ aktua´lnı´ho nastavenı´
vzorove´ho jedince; 3 - nacˇtenı´ vzorove´ho jedince ze souboru XML; 4 - minima´lnı´ a maxima´lnı´
hodnota rea´lne´ho parametru; 5 - minima´lnı´ a maxima´lnı´ hodnota celocˇı´selne´ho parametru; 6 -
vy´cˇet povoleny´ch hodnot diskre´tnı´ho parametru, jednotlive´ hodnoty se oddeˇlujı´ strˇednı´kem;
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Obra´zek 21: Rˇı´dı´cı´ aplikace - panel pro vy´beˇr typu distribuovane´ DE
1 - kazˇdy´ vy´pocˇetnı´ uzel bude samostatneˇ zpracova´vat algoritmus DE; 2 - paralelnı´ diferencia´lnı´
evoluce s migracı´ jedincu˚;
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Obra´zek 22: Rˇı´dı´cı´ aplikace - panel s vy´sledky za´kladnı´ verze DE
jedince. Oba tyto pru˚beˇhy jsou pote´ pro prˇehledneˇjsˇı´ zobrazenı´ zaneseny do grafu, ktery´ je
umı´steˇn v panelu 4. Na obra´zku 23 jsou zobrazeny vy´sledky zı´skane´ pomocı´ PDE. V leve´
cˇa´sti (1) lze opeˇt videˇt, zˇe algoritmus byl spusˇteˇn peˇtkra´t. Vzhledem k tomu, zˇe jednotlive´
vy´pocˇetnı´ uzly spolupracovaly prˇi vykona´va´nı´ algoritmu, je k dispozici celkovy´ slozˇeny´
vy´sledek, ktery´ je v aplikaci oznacˇova´n jako Compound result. Tento vy´sledek je pote´
prezentova´n v panelech 4, 6 a 7. Na panelu 6 je nejlepsˇı´ a nejhorsˇı´ zı´skana´ fitness hodnota.
Pod teˇmito hodnotami se nacha´zı´ panel 7, v neˇmzˇ je zapsa´n celkovy´ pru˚beˇh vy´voje
nejlepsˇı´ a nejhorsˇı´ hodnoty u´cˇelove´ funkce. Tyto hodnoty jsou zı´ska´ny tak, zˇe po kazˇde´m
generacˇnı´m cyklu a po dokoncˇenı´ migrace je vybra´n vzˇdy jeden nejlepsˇı´ a jeden nejhorsˇı´
vy´sledek ze vsˇech subpopulacı´. V ra´mci panelu 4 jsou pak tyto hodnoty prˇevedeny do
grafu, aby byl pohled na vy´sledky prˇehledneˇjsˇı´. Panely 2, 3 a 5 pak zachycujı´ tote´zˇ jako
panely 7, 6 a 4, jen s tı´m rozdı´lem, zˇe se nejedna´ o celkovy´ vy´sledek, ale o vy´sledky v
ra´mci jedne´ subpopulace.
A.2.2 Nacˇtenı´ vzorove´ho jedince z XML souboru
Definice vzorove´ho jedince se prova´dı´ na panelu s oznacˇenı´m Specimen a existujı´ dveˇ
mozˇnosti, jak mu˚zˇe by´t jedinec vytvorˇen.
1. prˇı´me´ zada´nı´ parametru˚ prostrˇednictvı´m GUI aplikace
2. nacˇtenı´ vzorove´ho jedince ze souboru
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Obra´zek 23: Rˇı´dı´cı´ aplikace - panel s vy´sledky PDE
Prvnı´ mozˇnost je vhodna´ pouze pro prˇı´pady, kdy definujeme jedince s mensˇı´m pocˇtem
parametru˚. V prˇı´padeˇ, zˇe potrˇebuje jedince smnoha parametry, je zada´va´nı´ skrze GUI po-
meˇrneˇ zdlouhave´. Stejneˇ tak pokud pouzˇı´va´me dane´ho vzorove´ho jedince velmi cˇasto, je
z uzˇivatelske´ho hlediska celkem neprˇı´jemne´ vkla´dat stejne´ parametry znovu prˇi kazˇde´m
spusˇteˇnı´ aplikace.
Z teˇchto du˚vodu˚ jemozˇno vzorove´ho jedince nacˇı´st z XML souboru.Neˇkolik takovy´ch
XML souboru˚ je jizˇ vytvorˇeno a umı´steˇno na CD prˇilozˇene´m k te´to pra´ci. Pro potrˇeby
vytvorˇenı´ nove´ho vzorove´ho jedince je ale nutne´ popsat strukturu XML souboru, ze
ktere´ho bude aplikace schopna jedince nacˇı´st.
Korˇenovy´m elementem v souboru musı´ by´t vzˇdy <specimen>. Da´le musı´ na´sledo-
vat vnorˇene´ elementy <parameter> s atributem, ktery´ urcˇuje, o jaky´ typ parametru
se bude jednat. Povolene´ hodnoty jsou real, int, discrete. Celocˇı´selny´ a rea´lny´
parametr da´le vyzˇaduje dva vnorˇene´ elementy<min> a<max>, pomocı´ nichzˇ se urcˇuje
minima´lnı´ a maxima´lnı´ hodnota parametru. Diskre´tnı´ parametr vyzˇaduje neˇkolik vnorˇe-
ny´ch elementu˚ <value>, jimizˇ se specifikujı´ povolene´ hodnoty. Na´sledujı´ vy´pisy 1, 2, a
3, ktere´ zna´zornˇujı´ za´pis jednotlivy´ch typu˚ parametru˚.
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1 <parameter type = ”real”>
2 <min>-10.5</min>
3 <max>10.5</max>
4 </parameter>
Vy´pis 1: Uka´zka definice rea´lne´ho parametru s rozsahem -10,5 azˇ 10,5
1 <parameter type = ”int”>
2 <min>-5</min>
3 <max>5</max>
4 </parameter>
Vy´pis 2: Uka´zka definice celocˇı´selne´ho parametru s rozsahem -5 azˇ 5
1 <parameter type = ”discrete”>
2 <value>1</value>
3 <value>2</value>
4 <value>3</value>
5 </parameter>
Vy´pis 3: Uka´zka definice diskre´tnı´ho parametru s hodnotami {1, 2, 3}
Nynı´ prˇedpokla´dejme, zˇe chceme definovat vzorove´ho jedince se trˇemi parametry,
prˇicˇemzˇ prvnı´ bude rea´lny´ v rozsahu -10,5 azˇ 10,5, druhy´ celocˇı´selny´ v rozsahu -5 azˇ 5 a po-
slednı´ parametr bude diskre´tnı´. Povolene´ hodnoty budou {true, false, 1, 2, 3, January}.
Cely´ XML soubor by pak vypadal stejneˇ jako ve vy´pisu 4.
1 <specimen>
2 <parameter type = ”real”>
3 <min>-10.5</min>
4 <max>10.5</max>
5 </parameter>
6 <parameter type = ”int”>
7 <min>-5</min>
8 <max>5</max>
9 </parameter>
10 <parameter type = ”discrete”>
11 <value>true</value>
12 <value>false</value>
13 <value>1</value>
14 <value>2</value>
15 <value>3</value>
16 <value>January</value>
17 </parameter>
18 </specimen>
Vy´pis 4: Uka´zka XML souboru definujı´cı´ho vzorove´ho jedince
A.3 Nastavenı´ aplikacı´ pomocı´ konfiguracˇnı´ch souboru˚
Za´kladnı´ nastavenı´ obou aplikacı´ se prova´dı´ skrze jejich konfiguracˇnı´ soubory, ktere´
musı´ by´t vzˇdy umı´steˇny ve stejne´m adresa´rˇi jako soubor pro spusˇteˇnı´ dane´ aplikace.
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Konfiguracˇnı´ soubory majı´ na´zev config.properties. V prˇı´padeˇ vy´pocˇetnı´ aplikace
vypada´ konfiguracˇnı´ soubor obdobneˇ jako na vy´pisu 5.
1 GROUP_ADDRESS = 239.2.3.4
2 GROUP_PORT = 5454
3
4 REPORT_PERIOD = 10000
5 ENABLE_REPORTING = true
6
7 TCP_RECEIVING_PORT = 6604
Vy´pis 5: Uka´zka konfiguracˇnı´ho souboru vy´pocˇetnı´ aplikace
GROUP ADDRESS a GROUP PORT prˇedstavujı´ IP adresu a cˇı´slo portu pro zası´la´nı´ da-
tagramu˚ skrzemulticast.REPORT PERIODurcˇuje v jednotka´chmilisekund, jak cˇasto bude
tento datagram odesı´la´n, cozˇ se ale bude dı´t jen v prˇı´padeˇ, zˇe ENABLE REPORTING bude
nastaveno na hodnotu true. Hodnota TCP RECEIVING PORT definuje cˇı´slo portu, prˇes
ktery´ je aplikace prˇipravena prˇijı´mat zpra´vy od rˇı´dı´cı´ aplikace.
Konfiguracˇnı´ soubor rˇı´dı´cı´ aplikace vypada´ stejneˇ jako ve vy´pisu 5, jen s tı´m rozdı´-
lem, zˇe neobsahuje hodnoty REPORT PERIOD a ENABLE REPORTING. Vy´znam zbyly´ch
hodnot zu˚sta´va´ obdobny´ jako v prˇı´padeˇ vy´pocˇetnı´ aplikace.
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B Prˇida´nı´ nove´ u´cˇelove´ funkce
V kapitole zaby´vajı´cı´ se implementacı´ bylo uvedeno, zˇe vsˇechny u´cˇelove´ funkce jsou
umı´steˇny ve sdı´lene´ knihovneˇ. Pokud tedy chceme prˇidat novou u´cˇelovou funkci, je
trˇeba ji prˇidat do sdı´lene´ho projektu. Ve vy´vojove´m prostrˇedı´ tedy otevrˇeme projekt
s na´zvem DDE Common a do balı´cˇku s na´zvem optimizationfunction prˇida´me no-
vou trˇı´du, ktera´ bude reprezentovat novou u´cˇelovou funkci. Tato trˇı´da musı´ by´t potom-
kem trˇı´dy OptimizationFunction, ktera´ obsahuje jednu abstraktnı´ metodu s na´zvem
evaluate. Tato metoda vracı´ typ double a ocˇeka´va´ pole trˇı´dy Object, ktera´ byla pou-
zˇita za´meˇrneˇ, nebot’ne vsˇechny funkce musı´ nutneˇ vyzˇadovat pouze cˇı´selne´ argumenty.
Z toho vyply´va´, zˇe konkre´tnı´ funkce si musı´ prˇijate´ argumenty prˇetypovat na vhodny´
datovy´ typ.
Zkusme nynı´ vytvorˇit novou u´cˇelovou funkci, ktera´ bude ocˇeka´vat cˇı´selne´ argumenty
a jejı´ matematicky´ prˇedpis bude na´sledujı´cı´:
f(x) =
D
i=1
x3i
Z matematicke´ho za´pisu je zrˇejme´, zˇe se jedna´ o jednoduchou funkci, ktera´ pouze secˇte
trˇetı´ mocniny vsˇech svy´ch argumentu˚. Zdrojovy´ ko´d v Jazyku Java ve vy´pisu 6 ukazuje,
jak by trˇı´da definujı´cı´ vy´sˇe uvedenou funkci mohla vypadat.
1 package skl0013.dde.common.optimizationfunction;
2
3 public class BasicFunction extends OptimizationFunction {
4
5 // Zadani nazvu funkce v tele konstruktoru neni povinne
6 public BasicFunction() {
7 name = ”Our basic function”;
8 }
9
10 @Override
11 public double evaluate(Object[] parameters) {
12 int lenght = parameters.length;
13
14 double output = 0;
15 for (int i = 0; i < lenght; i++) {
16 output += Math.pow((double)parameters[i], 3);
17 }
18 return output;
19 }
20 }
Vy´pis 6: Uka´zka ko´du jednoduche´ u´cˇelove´ funkce
Ma´me-li takto vytvorˇenou trˇı´du, je trˇeba prove´st jesˇteˇ jednumı´rnou u´pravu ve zdrojo-
ve´mko´duknihovny.Vbalı´cˇkuoptimizationfunction senacha´zı´ trˇı´daFunctionProvider,
cozˇ je velmi trivia´lnı´ trˇı´da s jednou statickoumetodou.Metoda se jmenujegetAllFunctions(),
nema´ zˇa´dne´ vstupnı´ argumenty a jejı´m na´vratovy´m typem je pole u´cˇelovy´ch funkcı´. Jizˇ
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samotny´ na´zev metody napovı´da´, zˇe nedeˇla´ nic jine´ho, nezˇ zˇe vra´tı´ pole vsˇech dostup-
ny´ch u´cˇelovy´ch funkcı´. Teˇlo te´to metody je tedy potrˇeba pouze upravit tak, aby vracela i
nasˇi noveˇ vytvorˇenou u´cˇelovou funkci. U´prava je velmi snadna´, ale pro u´plnost uva´dı´me
ve vy´pisu 7 i uka´zku zdrojove´ho ko´du. Na rˇa´dku 17 tohoto vy´pisu je videˇt prˇida´nı´ noveˇ
vytvorˇene´ u´cˇelove´ funkce.
1 package skl0013.dde.common.optimizationfunction;
2
3 import java.util.Arrays;
4
5 public class FunctionProvider {
6
7 public static OptimizationFunction[] getAllFunctions() {
8 OptimizationFunction[] functions = new OptimizationFunction[]{
9 new AckleyFunction(),
10 new GriewangkFunction(),
11 new RastriginFunction(),
12 new SchwefelFunction(),
13 new SphereFunction(),
14 new SalomonFunction(),
15 new XorNeuralNetworkBinary(2),
16 new XorNeuralNetworkLogistic(2),
17 new BasicFunction()
18 };
19 Arrays.sort(functions);
20 return functions;
21 }
22 }
Vy´pis 7: Uka´zka metody, ktera´ vracı´ pole u´cˇelovy´ch funkcı´
Po prˇida´nı´ nove´ funkce do metody getAllFunctions() je vesˇkera´ potrˇebna´ im-
plementace dokoncˇena a je nutne´ cely´ projekt znovu prˇelozˇit a vytvorˇit tak novou verzi
vy´stupnı´ho .jar souboru. Tento soubor je pote´ potrˇeba prˇidat k projektu˚m DDE Master
a DDE Slave, ktere´ na´sledneˇ stacˇı´ znovu zkompilovat a vytvorˇit jejich nove´ spustitelne´
.jar soubory. Zdrojovy´ ko´d obou aplikacı´ nenı´ trˇeba zˇa´dny´m zpu˚sobem modifikovat.
Po vytvorˇenı´ novy´ch spustitelny´ch souboru˚ je cely´ proces prˇida´nı´ nove´ u´cˇelove´ funkce
dokoncˇen. Obeˇ aplikace majı´ k dispozici stejnou novou verzi sdı´lene´ knihovny, takzˇe jsou
schopny pracovat s noveˇ vytvorˇenou u´cˇelovou funkcı´.
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C Obsah prˇilozˇene´ho CD
Soucˇa´stı´ te´to pra´ce je prˇilozˇene´CD,naneˇmzˇ senacha´zı´ neˇkolik adresa´rˇu˚. Popis adresa´rˇove´
struktury spolecˇneˇ s vysveˇtlenı´m, co dane´ adresa´rˇe obsahujı´, je na´sledujı´cı´:
• documentation
– pdf - dokumentace ke zdrojove´mu ko´du ve forma´tu PDF
– html - dokumentace ke zdrojove´mu ko´du ve forma´tu HTML
• source codes - obsahuje dalsˇı´ trˇi adresa´rˇe, v nichzˇ jsou umı´steˇny zdrojove´ ko´dy;
jedna´ se o projekty vy´vojove´ho prostrˇedı´ IntelliJ IDEA
– master - zdrojovy´ ko´d rˇı´dı´cı´ aplikace
– slave - zdrojovy´ ko´d vy´pocˇetnı´ aplikace
– common - zdrojovy´ ko´d sdı´lene´ knihovny
• results - vy´sledky zı´skane´ beˇhem prova´deˇnı´ experimentu˚
• specimens - XML soubory se vzorovy´mi jedinci
• text - text te´to pra´ce ve forma´tu PDF
• applications
– master - obsahuje spustitelny´ jar soubor rˇı´dı´cı´ aplikace
– slave - obsahuje spustitelny´ jar soubor vy´pocˇetnı´ aplikace
