Johnston's organ is the largest mechanosensory organ in Drosophila. It contributes to hearing, touch, vestibular sensing, proprioception, and wind sensing.
In Brief
Patella and Wilson show that the primary and secondary mechanosensory regions of the Drosophila brain contain stereotyped and orderly maps of vibration frequency, with different subregions representing distinct features of motion amplitude and phase (direction).
INTRODUCTION
Mechanosensation begins with specialized receptor cells that convert mechanical forces into electrical signals. A current challenge is to understand what happens next, as receptor cell signals are translated into patterns of activity in the CNS. In vertebrates, the relevant regions of the spinal cord and brainstem are difficult to access, especially in awake organisms. Therefore, organisms with more accessible nervous systems can be especially useful in the study of mechanosensory processing.
In particular, studies of mechanosensory processing in insects have yielded a number of important findings [1] [2] [3] [4] [5] . For example, recent studies in crickets have revealed neural mechanisms of acoustic template matching [6, 7] . Recent studies in stick insects have provided insight into the mechanisms of proprioceptive feedback during tactile exploration [8, 9] and the roles of mechanosensory reflexes in voluntary limb movements [10] .
The most genetically tractable insect is currently Drosophila melanogaster. As such, Drosophila has emerged as a useful model for studying the cellular and network mechanisms of mechanosensory processing [5, 11, 12] . The largest mechanosensory organ in Drosophila is Johnston's organ, which is situated inside the antenna ( Figure 1A ). This organ contains an array of mechanosensory neurons termed Johnston's organ neurons (JONs) [13] . JON dendrites are stretched and compressed as the distal antennal segment rotates [14] . The resulting changes in JON firing patterns are conveyed via the antennal nerve into the brain. Experimentally manipulating JONs perturbs a variety of behaviors, including acoustic startle reflexes [15] , auditory conditioning [16] , social behaviors evoked by courtship song [17] [18] [19] , locomotor responses to wind [18, [20] [21] [22] , vestibular sensing [17] , somatosensation [23] , and proprioceptive feedback during flight [24, 25] .
Calcium imaging has suggested that there are several JON types, each with distinct tuning properties [17, 18, 26, 27] . However, this may be an underestimate of JON diversity, given that there are almost 500 neurons in Johnston's organ [13] . Interestingly, neurons homologous to JONs are found in leg mechanosensory organs, and these cells show tremendous physiological diversity [28] [29] [30] [31] .
JON axons mainly terminate in a brain region termed the antennal mechanosensory and motor center (AMMC). The AMMC contains a range of cell types that respond selectively to specific features of mechanical stimuli [15, 17, [32] [33] [34] [35] [36] [37] [38] . However, no studies have undertaken systematic comparisons between JONs and AMMC neurons. Also little is known about the next stage of processing, beyond the AMMC. One region in particular (termed the wedge, or WED, because of its distinctive shape) is a major target of the AMMC, and it receives input from a particularly large diversity of morphological cell types [37] ; however, its functional organization is largely unexplored.
In this study, our goal was to visualize mechanosensory feature maps in the brain. To survey all JON types simultaneously, we used pan-JON calcium imaging; to survey all CNS cell types simultaneously, we used pan-neuronal calcium imaging, with the calcium indicator excluded from JONs. Imaging in vivo while delivering a large panel of mechanical stimuli, we found widespread and diverse responses at the level of JONs, the AMMC, and the WED. We used an unsupervised image analysis algorithm to discover a large set of reliably localized functional response types. These functional maps reveal the broad organization of the primary and secondary mechanosensory regions of the brain. They should guide future work focused on the characterization of specific cell types and the mechanosensory computations they implement.
RESULTS

Mapping Peripheral Mechanoreceptor Responses
Our first goal was to map the representation of mechanical features in JONs. Specifically, we imaged JON axons at the site where they enter the brain and terminate in the AMMC (Figure 1C) . We chose to image JON axons, rather than JON somata, in order to directly compare the spatial maps of JON responses with the spatial maps of postsynaptic responses (in AMMC neurons).
To displace the antenna in a controlled manner, we attached a piezoelectric actuator to the arista, the rigid branching structure that protrudes from the antenna ( Figures 1A and 1B) . We delivered mechanical waveforms that included frequency-modulated (FM) sweeps, narrowband vibrations (tones), sustained displacements, and courtship songs ( Figure 1D ). We used stimulus amplitudes (225 nm-14 mm) that captured the physiological range Data were pooled from all pan-JON imaging experiments (using nan-Gal4) and also all experiments imaging from small JON subsets (using the specific Gal4 lines at left). Pixels were hierarchically clustered using Ward's method. Then, pixels were divided into functional types (i-x) using a fixed threshold (dashed line).
pan-JON imaging
(B) Each row is a different experiment and each column is a different response type. Each bar represents the number of pixels belonging to that type (at the z-level where that type is best represented, normalized to the maximum for that type across brains).
(legend continued on next page) of displacements evoked by natural stimuli; these stimuli range from barely audible sound [15] to high-speed wind [18] . We used frequencies (0 to 600 Hz) that captured the physiological range of antennal movement frequencies [14] .
To image activity in all JONs simultaneously, we drove expression of GCaMP6f [39] using the pan-JON driver line nan-Gal4 [40] . In separate experiments, we expressed GCaMP6f in subsets of JONs using many sparse and diverse Gal4 lines [13] . Single-pixel responses ( Figure 1E ) from all genotypes were analyzed together.
The first step in our data analysis pipeline ( Figure 1F ) was to discard unresponsive pixels. We then pooled pixels across all z-planes, all brains, and all genotypes. We discarded pixels that were functionally uncorrelated with other pixels (i.e., they contained mainly noise), yielding a 102,669 3 3,549 matrix (pixels 3 time). We then categorized pixels into response types based on their functional similarities (Figures 2A and 2B ). Finally, pixel categories were projected back into spatial coordinates, allowing us to visualize functional maps in the brain ( Figure 2C ).
This approach offers three advantages over traditional image analysis methods. First, we make no assumptions about what mechanical stimulus features might define the functional differences between types. Discovering the relevant mechanical stimulus features was one of our goals. Second, types are defined in purely functional terms; the algorithm that categorizes pixels into types has no information about the pixel's spatial location. Thus, this approach allows us to discover the spatial organization of response types in an unbiased manner. Third, the algorithm is blind to the identity of the brain that contained each pixel. In truth, however, we expect that all brains would contain similar response types. Therefore, we can assess cross-brain similarity as a check on the plausibility of the algorithm's output.
Using this unsupervised approach, we identified 10 JON response types in total. As expected, each response type was consistently identifiable in every pan-JON imaging experiment ( Figure 2B ) at a fairly consistent spatial location ( Figures 2C  and 2D ). There were two exceptions (types iii and vi), which were identifiable in only a subset of pan-JON experiments. However, both types emerged again in sparse genotypes (see below), which supports their validity. If we lowered the threshold for dividing pixels into response types, thereby splitting pixels into finer categories, we found that cross-brain consistency was worse ( Figure S1 ). Thus, the JON response types we have defined are the most finely split types that were consistently resolvable.
In principle, the response types in the sparse genotypes should simply be subsets of the response types in the broad genotype. This is indeed what we observed ( Figure 2B ). Moreover, the spatial location of each response type in the sparse genotypes was consistent with its location in pan-JON imaging experiments ( Figure S2 ).
Frequency Selectivity and Tonotopy in JONs
Two JON response types responded best to steady antennal displacements ( Figure 3A , types i and ii). These types responded only weakly to antennal vibrations ( Figures 3B and 3C ). Type i was excited when the antenna was pushed toward the head, while type ii was excited when the antenna was pulled away from the head. Both types were localized to the medial edge of the JON axon bundle ( Figure 3D ). Push responses were medial to pull responses ( Figure S3 ), in agreement with a previous report [18] .
Another JON response type (iii) was inhibited by all stimuli (Figures 3A-3C ). This response type was always localized to the middle of the JON axon bundle ( Figure 3D ). In pan-JON imaging experiments, it was not always visible, but it was consistently present in a specific Gal4 line ( Figure 2B ; Figure S2 ).
All the other JON response types were excited mainly by vibrations (types iv-x). Their best frequencies spanned a wide range, from 4 to 600 Hz ( Figures 3A and 3B ). These response types were arranged in a loosely tonotopic spatial order ( Figure 2D and Figure 3D ), with the representation of high-vibration frequencies (>300 Hz) positioned laterally and the representation of lower frequencies more medially. Most medial of all were the JON response types devoted to steady displacements of the antenna (push/pull), in other words, DC stimuli ($0 Hz). Our results are consistent with previous reports that lateral JON axons prefer high frequencies while medial JON axons prefer lower frequencies [18, 26, 27] .
It is important to note that courtship songs recruit all these JON types ( Figure 3A) . Thus, there are no specialized courtship song detectors at the level of JONs. This is perhaps not surprising, as courtship song is a spectrally broadband stimulus [11] .
Amplitude Sensitivity and Adaptation in JONs JON response types differed in the range of stimulus amplitudes to which they were sensitive. Notably, one type responded robustly to the lowest amplitude we tested (type x, Figure 3C ), but increasing stimulus amplitude 8-fold produced only a 2-fold response increase. Thus, this type was nearly saturated at low amplitudes. By contrast, the other vibration-preferring JON types were less sensitive to low amplitudes, but their responses were also less saturated (types iv-ix).
JON response types also differed in their adaptation properties. On one hand, some types showed adaptation to sustained high-frequency vibrations ( Figure 3E ). Most of these types also showed adaptation during FM sweeps, so their apparent preferred frequency was different during down-and up-modulations ( Figure 3F ). These response types are likely responsible for the observed adaptation in JON field potentials evoked by sustained vibrations [41, 42] . On the other hand, we found that other JON response types showed little or no adaptation ( Figure 3E ). These less-adapting types were positioned medially to the more-adapting types ( Figure 3D ).
(C) Maps of JON response types in the AMMC in one representative experiment. Shown are four optical sections from one experiment in a brain where all JONs expressed GCaMP6f (under nan-Gal4 control). Note that the long axis of each color patch is typically oriented along the anterior-posterior axis, parallel to the long axis of the antennal nerve, as we would expect if each functional type represents a distinct group of JON axons. The four consistently identifiable major zones of the axon bundle (A, B, D, and E) are labeled in the second map, following the scheme of Kamikouchi et al. [13] . Some functional types are found in more than one zone, consistent with the fact that some JON axons branch and innervate multiple zones [13] . In summary, our results indicate considerable specialization among JON response types. Each encodes signals over a specific spectral band. Thus, we can view JONs as a parallel array of bandpass filters, with center frequencies ranging from $DC (types i and ii) to R600 Hz (type x). Some channels are directionally tuned, meaning that they are sensitive to the phase of antennal motion (push/pull). Moreover, different channels carry amplitude information over distinct dynamic ranges. Strongly adapting channels Figure 2A . Types i and ii prefer steady displacements (push/pull). Type iii is inhibited by all stimuli. The remaining types are excited by specific vibration frequencies, and they are color coded according to their center frequency (the center of mass of the frequency-tuning curve; Figure S4 ). (B) Vibration frequency-tuning curves. Vibration amplitude is 1.800 mm (peak to mean). Peak DF/F is measured over a 500-ms time window, beginning 100 ms after vibration onset. Horizontal line is zero DF/F. The y axis is scaled in each case to represent 65% of the maximum range of modulation within each type, across all stimuli. (C) Vibration amplitude modulation curves. Shown as in (B) but measured at three stimulus amplitudes, at the best frequency for each type. (D) Left: maps of each type at a z-level near the center of the JON axon bundle. The outline shows the envelope of all registered responsive pixels. Maps are oriented as in Figure 1B . Each grayscale map represents the proportion of responsive pixels assigned to the corresponding type at a particular z-level (second from left in Figure 2C should prefer repeated brief bursts of stimulus energy, whereas less-adapting channels should prefer prolonged stimuli.
Mapping Mechanosensory Responses in Central Neurons
Our next goal was to map mechanosensory responses in brain regions downstream of JONs in the CNS. To image signals from all neurons that were not JONs, we drove GCaMP6f expression using the pan-neuronal Gal4 line nSyb-Gal4 [43] while repressing expression in JONs using pan-JON Gal80. As an alternative approach, in separate experiments, we labeled JONs with a red fluorescent marker (tdTomato), and we discarded the labeled pixels during data analysis. The analyses described below combine data from the two genotypes.
In pilot experiments, we found that reliable responses were generally localized to two brain regions, the AMMC and WED ( Figure 4A and 4B). Mechanosensory responses certainly exist outside these regions [35, 44, 45] , but they might be undetectable if co-tuned neurons are not co-localized. Also, these responses might depend on behavioral state. Finally, responses in the dorsal part of the brain might be difficult to detect in our experiments, because we chose to image the brain ventral side up.
In each experiment, we imaged multiple horizontal planes through the AMMC and WED. We then pooled pixels from the AMMC and WED, in all z-planes, and all brains. We used the same data analysis pipeline we devised for the JON data to divide pixels into types.
In total, we identified 19 response types in the CNS. Each response type was found in a fairly consistent location in almost every experiment ( Figures 4C and 4D ). If we lowered the threshold for dividing pixels into response types, cross-brain consistency became notably worse. Thus, the 19 response types we define in the CNS are the most finely split types we could consistently resolve.
Some response types were well represented in both the AMMC and WED (e.g., type 1). Other types were almost exclusively found in the WED (e.g., type 18). We did not find response types that were exclusive to the AMMC. Figure 5 shows the representation of each type in the AMMC and WED.
General Organization of Maps in the AMMC and WED
We found some CNS response types that preferred steady displacements and other response types that preferred vibrations ( Figures 5A and 5B). Steady displacements were preferred in the medial AMMC and WED, whereas vibrations were preferred in the lateral AMMC and WED ( Figures 4C and 4D ). This roughly mirrors the functional divisions of the JON axon bundle.
Within these broad sectors, medial versus lateral, we found multiple functional subregions. The medial AMMC and WED contained subregions that preferred either push or pull displacements (Figures 4 and 5) . Meanwhile, the lateral AMMC and WED contained subregions that preferred different vibration frequencies (Figures 4 and 5 ). Courtship songs recruited most subregions of the AMMC and WED ( Figure 5A ).
Frequency Selectivity and Tonotopy in the AMMC and WED
These data allowed us to compare vibration frequency representations in JONs, the AMMC, and the WED. First, in comparing JONs with the AMMC, we found a shift toward an over-representation of low frequencies in the AMMC. Second, in comparing the AMMC with the WED, we found a shift toward an over-representation of extreme frequencies (both low and high) in the WED ( Figure 6A ).
In addition, we found that overall frequency tuning of individual response types was significantly narrower in the WED than in the AMMC or JONs ( Figure 6B ). This could arise if individual WED neurons are more narrowly tuned than AMMC neurons or JONs. Alternatively, there might be no difference in frequency selectivity at the single-cell level, but instead WED neurons could simply be more systematically positioned according to frequency. Either way, responses to different frequencies were more spatially segregated in the WED neuropil.
Notably, the tonotopic organization of WED maps was more orderly than that of AMMC and JON maps. To quantify this observation, we identified the main axis of tonotopic organization in each map ( Figure 6C ). We then projected every pixel position onto that axis. The relationship between axis position and frequency preference is a metric of tonotopic order. This metric was indeed significantly higher in the WED than in the AMMC or JONs ( Figure 6D ). In other words, there was a significantly stronger relationship between linear position and frequency tuning in this region.
Amplitude Sensitivity and Adaptation in the AMMC and WED Overall, the amplitude sensitivity of the AMMC and WED was comparable to that of JONs. Some AMMC and WED response types were particularly sensitive to low-amplitude stimuli. Others were only recruited by high-amplitude stimuli ( Figure 5 ). We found high-and low-sensitivity response types devoted to both high-and low-vibration frequencies ( Figure 6E ).
Some AMMC and WED subregions showed strong adaptation whereas others did not ( Figure 5A ). Strong adaptation was present in high-frequency-preferring subregions as well as low-frequency-preferring subregions ( Figure 6F ). This contrasts with the situation in JONs, where only high-frequency-preferring subregions showed strong adaptation.
Unilateral and Bilateral Maps in the AMMC and WED
The vibration-preferring subregions of the AMMC responded mainly to the ipsilateral antenna, with little or no response to vibrating the contralateral antenna. The situation in the WED was different: here we found consistent and widespread responses to both vibrating either the ipsilateral antenna or the contralateral antenna (Figures 5D). In the WED, the tonotopic maps evoked by ipsi-and contralateral stimuli were similar (Figure 4D ). This indicates that each strip in the WED tonotopic map integrates input from similarly tuned vibration-sensitive channels on the right and left.
Non-vibration-preferring subregions could also show bilateral responses. In particular, responses to contralateral stimulation were found in the subregion recruited by steady ipsilateral pull. This subregion is labeled gray in the AMMC maps and the ipsilateral WED maps ( Figure 4C and 4D). It straddles the dorsal-ventral division between the AMMC and WED, forming one continuous subregion. Interestingly, the contralateral stimulus that recruited this subregion was not pull but push. Thus, in the same spatial subregion, the contralateral WED map appears black rather than gray ( Figures 4C and 4D ). We wondered (B) Examples of maps at these two z-levels. Pixels that responded to mechanosensory stimuli are color coded as below. GCaMP6f is expressed under the control of a pan-neuronal promoter, with expression suppressed in JONs (using iav-Gal80). The approximate envelope of JON axons is indicated by a red boundary. Top: most-responsive pixels reside in the AMMC (defined as the region inside the red boundary). A few responsive pixels reside in the WED (lateral to the red boundary). Here only the ipsilateral side was imaged. Bottom: at this z-level, the WED was imaged on both ipsi-and contralateral sides to the stimulated antenna. whether this subregion might respond best if we presented both of these stimuli simultaneously, i.e., if we pulled the ipsilateral antenna while also pushing the contralateral antenna. Therefore, we set out to test this idea next.
Stimulating Both Mechanoreceptor Organs Simultaneously
To pull the ipsilateral antenna (away from the head) while pushing the contralateral antenna (toward the head), we used steady wind directed at the ipsilateral side of the head ( Figure 7A ; Figure S5 ). Flipping the orientation of the wind (from ipsi-to contralateral) inverted this pattern of antennal displacements. Next, we found we could emulate a tailwind by delivering ipsi-and contralateral wind at the same time; this pulled both antennae away from the head. Finally, a headwind pushed both antennae toward the head. Thus, we could switch each antenna between two states, yielding four stimulus configurations ( Figure 7A ; Figure S5 ). We then imaged responses to these stimuli in the CNS. Again, we expressed GCaMP6f pan-neuronally while excluding GCaMP6f from JONs. Using our standard data analysis pipeline (see above), we identified several distinct CNS response types. Four types were reliably localized to discrete locations in the brain, and they had robust responses to at least one stimulus ( Figure S5) ; we therefore focused on these four subregions.
Among the four wind-responsive subregions we identified, three were sensitive to one antenna only. The first (a) was activated whenever the ipsilateral antenna was pushed, regardless Headwind pushes both antennae toward the head. Tailwind pulls both antennae away from the head. Ipsilateral wind pulls the ipsilateral antenna and pushes the contralateral antenna, while contralateral wind does the reverse. In all our experiments, ipsilateral and contralateral are defined relative to the imaged side; the schematics here show ipsilateral relative to one side only, but in fact both sides were imaged in all flies and produced comparable results.
(B) When CNS pixels were divided into types based on their responses to these stimuli, we found four response types that were reliably localized to discrete locations ( Figure S5 ). The first three (types a-c) responded mainly to moving one antenna in a particular direction, and so they had similar responses to two of the four stimuli. The last type (type d) responded selectively to pulling the ipsilateral antenna while also pushing the contralateral antenna (i.e., the pattern of antennal displacement produced by ipsilateral wind). of the state of the contralateral antenna ( Figures 7B and 7C ). This subregion mapped to the ipsilateral push zone we identified previously ( Figures 4C and 4D ). The second (b) was activated whenever the ipsilateral antenna was pulled, again regardless of the state of the contralateral antenna. This mapped to the ipsilateral pull zone we identified previously. The third (c) responded whenever the contralateral antenna was pushed, regardless of the state of the ipsilateral antenna. This mapped to the contralateral push zone we identified previously. Interestingly, the fourth subregion (d) was bilateral, meaning that its responses depended on the state of both antennae. This subregion was activated only when the ipsilateral antenna was pulled and the contralateral antenna was pushed ( Figure 7B) . In other words, it responded only to ipsilateral wind. None of the other wind stimuli produced large or reliable responses. This subregion overlapped with the AMMC/WED border, but it resided mainly in the WED (Figures 7C and 7D) , dorsal to the other subregions and positioned at the approximate location we had predicted on the basis of our unilateral stimulus experiments.
In summary, using an independent dataset, we confirmed our previous identification of several subregions that detect unilateral antennal displacements; we also identified an additional subregion that detects a particular bilateral antennal configuration. All these subregions detect steady displacements, but they detect different features of those displacements. In short, the medial WED/AMMC contains a detailed representation of the antenna's steady positional state. This complements the equally detailed representation of the antenna's movement frequency in the lateral WED/AMMC.
DISCUSSION
Advantages and Limitations of Neuropil Calcium Imaging
In this study, we imaged activity in specific neuropil regions in the Drosophila brain. Our focus on neuropil, rather than neural somata, may require explanation for readers unfamiliar with Drosophila neuroanatomy. Briefly, most of the Drosophila brain volume is exclusively neuropil, i.e., axons and dendrites. Axons and dendrites with similar tuning properties are often co-localized, and so pan-neuronal GCaMP imaging can reveal orderly maps of sensory stimulus features in Drosophila brain neuropil [46, 47] . By contrast, neural somata are excluded from the neuropil and are instead confined to a thin rind around the neuropil core; there is no simple rule that relates the location of a neuron's soma to the location of its axon and dendrites. Thus, similarly tuned cells often have dissimilar soma locations, and a sensory stimulus typically evokes activity in widely dispersed somata on the surface of the brain [48] . Our goal was to visualize maps of mechanosensory stimulus features in the brain, and so neuropil imaging was an appropriate choice.
One limitation of neuropil imaging (as compared to somatic imaging) is that we are measuring signals from groups of neurons, not single neurons. Cell type diversity may disappear due to optical mixing. Alternatively, we might actually overestimate diversity. Consider a hypothetical scenario with only two cell types, occurring in 10 different ratios in 10 different neuropil subregions; our algorithm would identify 10 response types because of optical mixing. We can be reasonably certain that we are not overestimating diversity because of optical mixing, because sparse Gal4 lines (where only scattered cells are labeled) collectively revealed the same sort of diversity we saw with a broad Gal4 line (Figure 2A) . It seems more likely that we are underestimating diversity rather than overestimating it.
Calcium imaging also has limited temporal resolution. This is especially relevant to mechanosensation, which is the fastest known sensory modality. Both JONs and AMMC neurons can phase-lock to vibrations as fast as 500 Hz [38, 41] . GCaMP6f signals will reveal only the amplitude modulation envelope of these responses, not their fine structure.
Fundamental Features of Mechanical Stimuli
All the stimuli transduced by Johnston's organ can be reduced to a single variable, namely, the rotational angle of the distal antennal segment, and its evolution over time. This single variable fully describes the rich content of the natural stimuli that impinge on Johnston's organ. These include stimuli as diverse as courtship song [19] , wind [18, 20, 21] , self-generated wingbeat patterns [24, 25] , vestibular cues [17] , and tactile stimuli [23] . In much the same way, the rich content of human speech and music is also described by a single variable, i.e., the position of our tympanal membrane.
Any one-dimensional time-varying signal can be described in terms of three fundamental features: frequency, amplitude, and phase. Our results show that mechanosensory neurons in this system show specializations for encoding all three of these fundamental features. Collectively, they divide up frequency space, amplitude space, and phase space. Below we discuss each of these features in turn.
Frequency Selectivity and Tonotopic Maps
Almost all of the neural response types we identified were tuned to frequency. Moreover, frequency tuning was consistently related to spatial position. In other words, we found tonotopy at every level of this system, from JONs to AMMC to WED.
Tonotopy may be useful because it allows co-tuned neurons to interact with each other using a minimal expenditure of ''wire.'' This arrangement should maximize speed and minimize metabolic costs [49] . Tonotopic maps are a prominent feature of vertebrate auditory systems in peripheral cells and CNS neurons [50] . In insects, tonotopic maps have been described in peripheral cells [51] [52] [53] , but there is less evidence for tonotopy in CNS neurons. Coarse tonotopy has been reported in some CNS neurons [54, 55] , but in other cases there is a lack of tonotopy [56] . Indeed, it has been proposed that the insect CNS generally discards the tonotopic organization of the periphery [3, 57] . Surprisingly, we find that tonotopy is a prominent feature of the AMMC and WED in the Drosophila brain, suggesting there may be more functional similarity than previously suspected in the auditory systems of insects and vertebrates.
The prominence of tonotopy in the AMMC and WED-and the narrowness of frequency tuning in the WED-is also surprising for yet another reason: spectral cues are reportedly irrelevant for determining behavioral responses to courtship song in Drosophila [58] [59] [60] . However, courtship behaviors are not the only behaviors that depend on Johnston's organ. Spectral cues may be important for other Drosophila behaviors that are much less well studied, e.g., suppression of locomotion by turbulent wind [18] , flight-steering maneuvers [24] , or defensive reactions to predator sounds [61] .
Encoding Amplitude over a Wide Dynamic Range
We found that different neural channels were specialized to encode stimulus amplitude over different ranges. At one extreme, some channels responded to vibrations as small as 225 nm (Figures 3 and 5) . This is close to the smallest vibration amplitude that elicits a detectable electrophysiological [15, 38, 62] or behavioral [16] response.
Interestingly, the most sensitive coding channels were already approaching saturation at low-stimulus amplitudes (Figures 3  and 5 ). These channels should be relatively insensitive to amplitude modulations at high amplitudes. Indeed, when the stimulus is the sound of the fly's own flight (which is a loud buzz, from the fly's perspective), high-sensitivity JONs are saturated, and so they cannot follow the sound amplitude modulation envelope [25] . This illustrates the need for low-sensitivity channels as well. Accordingly, we found low-sensitivity coding channels that did not saturate at high-stimulus amplitudes (Figures 3 and 5) . Together, these findings illustrate the principle of dynamic range fractionation: different stimulus intensity ranges are allocated to different coding channels. This principle applies to many peripheral sensory cells, including insect auditory receptors [51, 63, 64] and proprioceptors [29] .
In other sensory systems, distinct cell types comprise lowand high-threshold subtypes. For example, in the vertebrate somatosensory system, each patch of skin contains low-and highthreshold afferents [65] . In the vertebrate auditory system, each frequency band contains low-and high-threshold auditory fibers [66] . Similarly, in the Drosophila brain, we find that each frequency band contains both high-and low-sensitivity channels ( Figure 6E) . In other words, these neural channels tile both frequency space and amplitude space.
Phase and Direction
Phase is the third fundamental feature of time-varying signals. Like frequency and amplitude, phase is also represented systematically in JONs and downstream CNS neurons. The push/ pull channels are a case in point. When the antenna is pushed and pulled, the push/pull channels respond $180 degrees out of phase (Figures 3 and 5) . This is equivalent to saying that these two channels have opposing preferred directions.
Direction sensitivity has obvious utility in wind sensing. Walking flies use wind direction as a guidance cue [21, 22] . Johnston's organ is a wind-sensing organ [18, 20] , and so it is interesting to compare it with the best-studied insect windsensing organ, the cricket cercus. The mechanisms of direction sensitivity are quite different in the cricket cercus and the fly antenna. The cercus is covered by tiny hairs. Due to the asymmetric structure of the hair socket, each hair has a preferred direction of movement, and wind from different directions will maximally deflect different hairs [67] . Each hair is innervated by one mechanoreceptor neuron, which only spikes when the hair is pushed in its preferred direction. By contrast, in the wind-sensing system of Drosophila, there is a single mechanical receiver (i.e., the arista, which is rigidly coupled to the distal antennal segment); this stands in contrast to the many mechanical receivers on the cricket cercus (i.e., the many hairs that move independently). Whereas each receiver in the cricket cercus is innervated by a single neuron, the single receiver in Johnston's organ is innervated by many neurons (JONs), with some cells having opposing responses to the same receiver movement. Thus, in the cercus peripheral complexity is mechanical, whereas in Johnston's organ peripheral complexity is neural.
Direction sensitivity is also potentially useful in sound sensing, because the relative phase (direction) of right and left antennal movements can carry information about the sound source location in the azimuth [68] . Thus, direction sensitivity may exist in vibration-preferring JONs. Indeed, direction sensitivity does exist in certain vibration-preferring neurons in the AMMC that project to the WED [38] . However, in this study, we could not resolve direction sensitivity in vibration-preferring JONs or AMMC/WED subregions, because GCaMP signals cannot fluctuate rapidly enough to capture any direction sensitivity (phase preferences) in vibration responses.
Bilateral Integration
Our study provides the first physiological evidence of bilateral integration downstream of Johnston's organ. Notably, we found that each strip of the WED tonotopic map receives convergent input from both antennae. Within each strip, ipsi-and contralateral frequency preferences are matched.
One potential function of bilateral integration is sound localization. In vertebrates [50] and large insects [1] [2] [3] [4] , lateralized sound produces a detectable difference in the amplitude and/or timing of sound pressure cues at the two auditory organs. However, as body size decreases, sound pressure differences become difficult to resolve. For example, in the fly Ormia ochracea, the two auditory organs are only $500 mm apart; this species has evolved mechanisms for amplifying left/right differences in sound pressure [69] [70] [71] . Drosophila melanogaster is even smaller than Ormia ochracea, meaning left/right differences in sound pressure are correspondingly smaller as well. Accordingly, Drosophila has evolved an auditory organ that does not sense sound pressure: instead, the distal antennal segment blows back and forth with air particle velocity fluctuations (like a flag), rather than expanding and compressing with air pressure fluctuations (like a balloon) [14, 72] . Thus, each antenna has intrinsic direction sensitivity [68] . Because the two aristae are positioned at different angles ( Figure 7A ), they have different preferred directions. Bilateral comparisons would still be needed for true directional hearing, because one organ alone could not tell the difference between a quiet sound coming from a preferred direction and a loud sound coming from a nonpreferred direction. The key point is that each organ is inherently directional, so there is no need for them to be separated by a large distance [73] .
In crickets, bilateral integration for sound localization occurs in cells directly postsynaptic to peripheral auditory afferents. These cells receive antagonistic input from ipsi-and contralateral auditory organs [74] . By contrast, in Drosophila, bilaterality does not seem to emerge in cells directly postsynaptic to JONs (AMMC neurons). Instead, we find the first evidence for bilaterality in the WED.
In addition to finding bilaterality in vibration-preferring subregions, we also found bilaterality in one subregion of the CNS that preferred steady antennal displacements. This subregion spans the border between the AMMC and WED. This subregion is particularly interesting because it has antagonistic directional preferences for ipsi-and contralateral displacements: it responds best when the ipsilateral antenna is pulled while the contralateral antenna is pushed. This pattern of bilateral antagonism confers selectivity for wind directed at the ipsilateral side of the head.
Of course, bilateral integration does not necessarily involve left/right antagonism. Instead, excitatory signals from the two auditory organs may simply be added together. This sort of bilateral pooling could improve the accuracy of behavioral decisions based on the temporal or spectral features of sound stimuli [7] .
From Maps to Cells
Drosophila neurobiologists refer to the little-studied regions of the fly brain as terra incognita [75] . New tools have recently opened these brain regions to functional characterization. Like explorers in an unknown land, Drosophila neurobiologists are now facing the task of mapmaking.
Here we illustrate a general approach to mapmaking that makes no assumptions about the scale or shape of functional compartments or the functional properties that distinguish them. This approach yielded fine-grained maps of mechanosensory feature representations. Maps like these will complement new bioinformatic tools that allow researchers to search genetic driver lines using fine-grained anatomical criteria. Together, these tools will enable detailed investigations of specific cell types and the neural computations they implement.
STAR+METHODS
Detailed methods are provided in the online version of this paper and include the following: 
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EXPERIMENTAL MODEL AND SUBJECT DETAILS
Flies were raised on standard cornmeal-agar based medium and kept on a 12-hr light/12-hr dark cycle at 25 C. All experiments were performed on female flies 1-2 days post-eclosion. Genotypes were as follows: 
20XUAS-IVS-GCaMP6f/+; JO28-Gal4/+ JO29-Gal4/+; 20XUAS-IVS-GCaMP6f/+; +/+ 20XUAS-IVS-GCaMP6f/JO32-Gal4; +/+
Transgenic stocks were previously described as follows: 20XUAS-IVS-GCaMP6f [39] , nan-Gal4 [40] , 8XLexAop2-IVS-GAL80-WPRE [77, 78] , nSyb-GAL4 a.k.a. GMR57C10-Gal4 [43] , iav-LexA [79] , and LexAop-myr-tdTom [80] . Specific JON driver lines (JO2-Gal4, JO4-Gal4, JO15-Gal4, JO22-Gal4, JO23-Gal4, JO26-Gal4, JO28-Gal4, JO29-Gal4, JO32-Gal4) are described in [13] . The sources of these stocks are listed in the Key Resources Table. METHOD DETAILS Dissection Each fly was anesthetized by briefly cooling it on ice. It was immobilized by wedging its dorsal thorax in the hole of a thin sheet of stainless steel foil (0.001 inch thick). The hole was machined with a small end mill on a commercial Computer Numerical Control (CNC) machine. The thin steel foil was bent to accommodate the preparation, and it was fixed in an aperture in a rigid plastic platform. The fly's head was gently turned through a 180 angle so that its ventral side was accessible from above the platform, while the antennae were free to vibrate beneath the platform. The head, thorax, tarsi, and wings were then fastened to the foil with wax to prevent motion. Next, the first and second segments of the antennae (a1 and a2) were glued to the head with a small drop of UV-cured epoxy (Kemxert) to prevent active movement of the antennae. A drop of saline was then added to the recording chamber on the upper side of the foil. The proboscis and adjacent cuticle, along with the medial parts of the eyes, were removed to expose the ventral brain. The rostral part of the esophagus, tracheas, and excessive adipose tissue were removed to increase optical clarity. Finally, the muscles of the frontal pulsatile organ [muscle 16; 81] were severed to reduce brain motion.
Piezoelectric stimulation of the antenna (Figures 1, 2, 3, 4 , 5, and 6) A closed-loop piezo-controlled linear actuator with 30 mm travel range (Physik Instrumente) was mounted on a micro-manipulator (Sutter Instruments). A custom-milled attachment linearly coupled the piezo actuator to a sharpened tungsten filament, which was then attached to the arista. To increase the stability of the tungsten filament, it was inserted into a glass pipette filled with epoxy and rigidly coupled to the custom-milled attachment, with the tungsten extending 1 mm past the end of the glass. The tungsten filament was oriented 5 above horizontal, approximately perpendicular to the axis of antennal rotation, and the platform was rotated horizontally so to place the right arista perpendicular to the tungsten filament in the transversal plane. The tip of the tungsten filament was coated with a thin layer of flange sealant (Loctite 515) and was brought in contact with the right arista, consistently in the same location across flies. Two cameras (FLIR Firefly USB equipped with InfiniStix 44 mm/3.00 3 lenses and 2 3 DL Tube modules) were used to precisely position the filament and arista relative to each other. One camera's viewing direction was parallel to the plane of the arista, and the other camera's viewing angle was orthogonal to the arista. The two cameras were used to verify that actuator commands were producing purely rotational movements of the arista.
The stimulus set included 6 classes of stimuli: frequency-modulated (FM) sweeps, narrowband vibrations (''tones''), pips, pipswith-bias, courtship songs, and steady displacements. Each class included multiple stimuli, for a total of 96 stimuli, described as follows. (Amplitudes are always reported as mean-to-peak amplitudes. Positive displacements push the antenna toward the head, while negative displacements pull it away.) FM sweeps had frequencies linearly sweeping from 2 to 600 Hz (or from 600 Hz to 2 Hz) over 12 s, with an amplitude of 1.8 mm. Tones were 2 s in duration, and had frequencies of 4, 25, 75, 125, 175, 225, 275, 325 Hz; tones were presented at two different amplitudes (450 nm and 1.8 mm). The four lowest-frequency tones were presented in both phases. Pips were 1 s vibrations that were sinusoidally amplitude-modulated at 2 Hz, with carrier frequencies of 8, 16, 25, 50, 75, 100, 125, 150, 175, 200, 225, 250, 275, 300, 350 , 400, 500, and 600 Hz; pip amplitudes were 225 nm, 450 nm, and 1.8 mm. Pips-with-bias were the same, except that there was a steady offset of ± 9.246 mm in the antenna's position during the pip (beginning 1.25 s before pip onset); pips-with-bias had carrier frequencies of 8, 50, 150, 250, 350 Hz, and the pip amplitude (relative to the bias) was 1.8 mm. Courtship songs were two low-pass filtered extracts (12.8 s and 15.8 s) of Drosophila melanogaster courtship song [82] . Steady displacements were 2.5 s in duration, with amplitudes of À14.250, À9.246, À6.000, +6.000, +9.246, and +14.250 mm.
Directional air flow stimulation of both antennae ( Figure 7 ) To deliver controlled air flow (''wind''), we built a module that could be coupled to the platform holding the fly. This module was an acrylic mount for three 18G steel syringe needles, arranged radially around the fly's head. The needles were spaced 50 apart, with the middle needle pointing directly at the anterior face of the head. The tip of each needle was positioned 5 mm from the head. The needles were placed in narrow grooves in the acrylic and fixed with dental wax.
Total air flow into the system was controlled by a flow meter. After the flow meter was a 2-way relief valve which was normally open (i.e., venting to the room), and so normally diverting a portion of the input air flow away from the needles. The remaining air flow was sent in parallel to the three needles, with a 3-way valve positioned in front of each needle. Each 3-way valve normally vented to the room. All valves were controlled by an Arduino Uno board in serial communication with the acquisition computer. Switching the middle 3-way valve pushed both antennae toward the head. Switching the left or right 3-way valve pulled the ipsilateral antenna away from the head and pushed the contralateral antenna toward the head. Switching both the right and left 3-way valves (while also closing the normally open relief valve to keep total airflow constant) pulled both antennae away from the head.
We monitored the movement of the two antennae using two cameras placed parallel to the two aristae. At the beginning of each experiment, we manually adjusted the position of the wind-delivery module relative to the fly until each stimulus produced the desired movement of the antennae. Occasionally we also made small manual adjustments of the individual needles. We used the two video cameras to visualize both antennae during all four air flow configurations. Antennal movements were checked at the beginning and end of each experiment ( Figure S5A ). Stimulus-induced displacements were generally stable across the entire experiment, except for 2 flies that were excluded from further analysis. To ensure that all ''push'' displacements were similar (regardless of how they were produced), and to ensure that all ''pull'' displacements were also similar (again regardless of how they were produced), an independent observer (who was blind to the results of each experiment) checked all the video images. We retained the 5 experiments where this blinded observer judged that stimulus control was good; 11 experiments were excluded. We also excluded one experiment where the signal-to-noise ratio of the GCaMP6f fluorescence was particularly poor, leaving 4 flies in our final dataset.
Two-photon calcium imaging
Images were acquired on a custom-built two-photon microscope using ScanImage 3.8 software [76] . The system was equipped with a mode-locked Ti:Sapphire laser (Mai Tai DeepSee, Newport Spectra-Physics) tuned to 925 nm, a water immersion objective (XLUMPlanFL N 20 3 /1.00 W, Olympus), and separate fluorescence detection channels for GCaMP6f emission and tdTomato emission (R9110, Hamamatsu).
Immediately before beginning to record stimulus-evoked fluorescence changes, an anatomical z-stack of the resting GCaMP6f fluorescence was acquired at high resolution for the entire field of view. For this anatomical stack, frames (512 3 512 pixels, $15 repetitions per z-level) were acquired at 0.98 Hz, sampling a volume of the ventral brain (generally 150 mm in depth, by 5 mm steps).
Acquisition of stimulus-evoked fluorescence changes was performed in frame scan mode. Several acquisition runs were performed per fly at different xyz coordinates identified from the anatomical stack. Each acquisition run was performed at a fixed z level and was divided into discrete trials, where each trial contained a randomly selected stimulus. Each trial comprised a number of frames ranging from 41 to 204, depending on the duration of the stimulus. Stimuli were drawn without replacement until each stimulus was repeated 3 times. Frames were 128 3 86 pixels in size and imaged at 11.63 Hz, scanning from the top left of each frame to bottom right. One fly in Figure 7 was imaged at 10 Hz (128 3 100 pixels per frame) and later upsampled to 11.63 Hz. Four flies in Figure S3 were imaged at 12.5 (128 3 80 pixels) and later downsampled to 11.63 Hz. Between consecutive trials there was a gap extending for 65% of the duration of the preceding stimulus.
During the entire experiment, the brain was perfused constantly (at $4 mL/min) with saline solution that was continuously bubbled with 95% O 2 , 5% CO 2 . The saline was held at a constant temperature of 22 C. We observed spontaneous and evoked neural activity throughout the course of the experiment.
In the JON imaging experiments, the boundaries of the imaging volume were chosen to encompass all significantly responsive pixels; this included all regions where any resting GCaMP6f expression was observed. The imaging volume therefore included the entire AMMC, as well as the portion of the WED where a small group of JONs terminate [branch ''AD''; 13]. The imaging volume also included the portion of the gnathal ganglion where a few JONs terminate [branch ''AV''; 13]; however, we did not reliably observe significant responses in the gnathal ganglion, so the gnathal ganglion does not appear in our JON maps, although the more proximal parts of the AV axons may contribute to our AMMC maps. While most JONs terminate strictly ipsilaterally, a small number of JONs extend to the contralateral side of the brain [branch ''EDC-c''; 13]; we did not reliably observe significant responses on the contralateral side, so it does not appear in our JON maps.
In CNS imaging experiments, the boundaries of the z-stack were again chosen to encompass all significantly responsive pixels. These pixels were limited to the AMMC and WED. There are certainly regions outside the AMMC and WED that contain neurons responsive to Johnston's organ stimulation; however, they did not appear as significantly responsive in our experiments. One key limitation was that regions in the more dorsal part of the brain (i.e., deeper regions in our inverted-brain preparation) were subject to more light scattering. Therefore, we might not detect deep (dorsal) regions even if they were responsive. A second consideration is that neurons in regions outside the AMMC and WED might not be spatially organized according to their mechanosensory tuning properties, and so their responses might not be detectable in our pan-neuronal imaging experiments. Notably, we did not find significant responses in the gnathal ganglion, although this region was very accessible in our preparation, and it receives a direct JON projection [13, 23] .
Data pre-processing
In each experiment, data were split in green/red channels when applicable, and saved into movies using ImageJ 1.48v (NIH). Each movie was then loaded into MATLAB 2016a, which was used for all subsequent analysis. Pixels whose raw fluorescence intensity exceeded the 99.998th percentile were set to the 99.998th percentile value; this was done to reduce the impact of "noise pixels" on the subsequent analysis, and it had no consequences for signal-pixels. In order to align data in the x-y plane on a frame-by-frame basis, each movie was first low-pass filtered with a Gaussian kernel (SD = 0.5 3 0.5 3 3) and further smoothed in z with a moving average filter (15 frames). The magnitude of a Sobel gradient operator was calculated for each frame, and its frame-by-frame regis-tration shifts were computed using efficient subpixel motion registration [83] . This procedure was generally successfully applied on data where only the green channel (GCaMP6f fluorescence) was available. When the red channel (tdTomato) was available, we calculated the registration shifts on the red channel. Subsequently, these registration shifts were applied to the raw data.
Registered movies were downsampled in x-y to 70% of the original pixel number (bilinear interpolation), and temporally smoothed with a Gaussian kernel (sigma = 3).
Next, responses to different trials of the same stimulus were averaged. For each pixel and each stimulus, DF/F 0 was computed, where F 0 was calculated over an extended baseline window including the baseline of the current trial, and that of the 3 preceding and 3 following trials. A trial-averaged DF/F 0 series was then calculated for each stimulus type.
Then, we discarded nonresponsive pixels. Pixels were considered responsive if they fluctuated significantly in response to at least one stimulus. For each pixel and for every stimulus, the distribution of fluorescence values over a fixed stimulus window was compared to the distribution of fluorescence values in the extended baseline window described above using a t test. The stimulus time window began 0.8 s after stimulus onset and ended 0.1 s after stimulus offset for the piezo-stimulation experiments; it began 0.2 s after stimulus onset and ended 0.2 s after stimulus offset for the wind experiments. Each pixel was deemed responsive or unresponsive based on a threshold p value (adjusted for false discovery rate) which was determined separately for each experiment, based on the expectation that GCaMP-negative pixels should be unresponsive. We also discarded pixels whose mean intensity projection was close to zero.
We grouped the imaging data into three main datasets (JON, piezo-CNS, wind-CNS). Within each dataset, we pooled responsive pixels from all experiments and z-levels. In the CNS datasets where JONs expressed tdTomato, we removed all tdTomato-positive pixels.
Clustering pixels by functional similarity Our unsupervised, function-based analysis approach is similar to that employed by several previous pan-neuronal calcium imaging studies of the Drosophila brain [46, 47] . First, we concatenated each pixel's trial-averaged responses to all the stimuli to obtain a response vector r(t). For the piezo-stimulation experiments (Figures 1, 2, 3, 4 , 5, and 6), we took the window from stimulus onset to 0.7 s after stimulus offset, for each stimulus. Each vector r(t) contained 3549 time points. For the wind-stimulation experiments (Figure 7) , we took the window starting 1.6 s after stimulus onset and ending 0.4 s before stimulus offset. Each vector r(t) contained 92 time points.
We next z-scored each pixel so that its response vector r(t) had zero mean and unit SD, and we used a Euclidean distance metric to hierarchically agglomerate functionally similar pixels using the ''average-linkage method.'' We discarded clusters of pixels which showed a high degree of dissimilarity from the majority of the dataset, because the fluorescence fluctuations in these pixels appeared to be mainly noise. We established the threshold for dissimilarity by visual inspection of the dendrogram branching pattern and the corresponding single-pixel response profiles. With this procedure, we discarded 6% of the responsive pixels in the JON dataset and 17% in the piezo-CNS dataset. We did not apply the pixel-exclusion procedure to the wind-CNS dataset; instead, the ''noise pixels'' are mainly aggregated in types e-h of that dataset ( Figure S5 ). The final sizes of the data matrices were 102669 3 3549 (JON dataset), 49608 3 3549 (piezo-CNS dataset), and 4496 3 92 (wind-CNS dataset); matrices are arranged as (pixels 3 time).
Finally, we re-computed the hierarchical agglomerative clustering, this time using ''Ward's method,'' which produces more uniform group sizes than the ''average-linkage method'' does. We selected a threshold for dividing pixels into types so as to create as many types as possible, while also satisfying two criteria: (1) we assumed that spatial maps should be as similar across flies as possible; (2) we assumed that pixels belonging to the same functional type should be spatially contiguous. Thus, we progressively lowered the threshold for splitting pixels into types until the quality of the map began to decline markedly (according to these two criteria), and then fixed the threshold just above that point ( Figure S1 ).
The thresholds used to cut pixels into clusters were different for JON experiments and CNS experiments. These thresholds are defined in terms of the Euclidean distance between the z-scored response vectors of the pixels. However, the choice of thresholds was governed by the same rules in both cases: we aimed to create as many types as possible, while also maintaining cross-brain consistency, and also maintaining spatial contiguity within each type.
Anatomical registration and drawing regional boundaries Anatomical registration was performed for three purposes: (1) for mapping tdTomato-positive pixels onto brains where tdTomato was not used to label JONs, (2) for dividing pixels into AMMC versus WED domains, and (3) for generating example display images. Anatomical registration was not used for clustering pixels by functional similarity, because the clustering was purely based on r(t), without regard to space. In order to perform anatomical registration, we semi-automatically registered the mean projection of each x-y imaging window to the anatomical z-stack we acquired at the beginning of that experiment, by applying a non-reflective similarity transformation calculated over manually selected control points. Each brain (i.e., each anatomical z-stack) was then registered to a template z-stack semi-automatically (as above) in x-y and manually in z.
We defined the AMMC as the region delimited by the envelope of the JON axon bundle [84] ; the only exception was a small dorsolateral branch of the JON axon bundle which was assigned to the WED based on anatomical and functional landmarks; the localization of this small branch to the WED was confirmed by a previous study [which called it branch ''AD'' ; 13] . The boundary of the AMMC was drawn on the basis of tdTomato fluorescence in brains where tdTomato was expressed in all JONs. In brains where this marker was not used, the boundary of the AMMC was mapped by registering a tdTomato-positive sample onto that brain.
We defined the WED as the region immediately lateral and dorsal to the AMMC. We did not employ the term ''saddle'' [which has been recently proposed as a term to be applied to the region interposed between the AMMC and WED; 84] because we did not find evidence of a separate functional map interposed between the AMMC map and the WED map.
Responses in the AMMC were resolvable in experiments where JON GCaMP expression was suppressed using Gal80. Responses in the WED were resolvable in all CNS imaging experiments.
In JON imaging experiments, we were able to reliably identify four major zones in the JON axon bundle (A, B, D, and E) . The fifth reported major zone (C) could not be reliably identified, probably because it is relatively small; it is visible in high-resolution confocal z stacks of fixed tissue [13] , but not in our lower-resolution images. Our functional maps of the JON axon bundle are largely consistent with previous descriptions of the JON map in the brain [18, 26, 27] , except that that the ''pull-preferring'' subregion in our JON maps (the subregion in gray) was typically localized to the most medial part of the axon bundle, immediately adjacent to the ''push''-preferring subregion (black). Previously, ''pull'' responses were attributed to the C zone, which would situate the ''pull'' subregion between the B and D branches, i.e., slightly more lateral relative to its location in our maps [18] .
QUANTIFICATION AND STATISTICAL ANALYSIS
Data were analyzed using ImageJ (Version 1.48v) and custom software written in MATLAB (Version R2016a). Portions of this research were conducted on the Orchestra High Performance Computer Cluster at Harvard Medical School. This NIH-supported shared facility consists of thousands of processing cores and terabytes of associated storage and is partially provided through grant NCRR 1S10RR028832-01.
No statistical methods were used to predetermine sample sizes in advance, but sample sizes are similar to those reported in other studies in the field. Data collection and analysis were generally not performed blind to the conditions of the experiments, except when specifically noted above. Some experiments were excluded from the final wind-CNS dataset based solely on the accuracy of antennal displacements and the overall signal-to-noise ratio of the recording (as described above) by an observer blind to the results of the experiment. In the JON dataset and the piezo-CNS dataset, a relatively small number of recordings were discarded prior to any analysis due to excessive drift and/or poor signal-to-noise ratio.
The analyses in Figure 6 focused only on pixels belonging to vibration-preferring response types in the piezoelectric-stimulation experiments (JON and CNS). Several of these analyses use the metric we call ''center frequency,'' which we define as the centerof-mass of the frequency tuning curve ( Figure S4 ). In Figure 6A , we computed a histogram of frequency preferences by aggregating the center frequency of all pixels in all experiments. When we repeated this analysis using ''peak frequency'' instead of center frequency, our conclusions were unchanged. In Figure 6B , we measured ''frequency selectivity'' as follows: for each response type and each experiment, we computed a frequency tuning curve (averaged over pixels); we then log-interpolated the tuning curves and measured their lifetime sparseness [85] , and finally averaged these values within each map (JONs, AMMC, WED) for each experiment, weighted according to the relative representation of each response type within each map. In Figure 6C , the axis of tonotopy was computed as the spatial axis in each map (each xy imaging plane) that minimizes the variance in center frequency as a function of axis position. (In principle, the true axis of tonotopy might have resided outside the xy plane -e.g., the tonotopy axis might actually have been the z-axis; however, we found that maps we obtained at adjacent z-depths were quite similar, with only gradual changes in tonotopic maps as we traversed the z-axis in 4-10 mm increments.) In Figure 6D , we computed a ''tonotopy index'' as follows: for each experiment and each map (JONs, AMMC, WED), we measured each pixel's center frequency and its projected position on the tonotopy axis. We then measured the correlation between the vector of center frequencies ordered by frequency and the same values ordered by axis position. If axis position varied perfectly monotonically with frequency, then the tonotopy index would be one. When we repeated this analysis using ''peak frequency'' instead of center frequency, our conclusions were unchanged. In Figure 6E , we identified the vibration amplitude eliciting a half-maximum response as follows: we fit sigmoidal functions to the amplitude-response curves ( Figures 3C and 5C ) and we took the vibration amplitude of the fitted function at half-maximum. In Figure 6F , we computed an ''adaptation index'' as follows: for each response type (using data from Figures 3A and 5A) , we compared responses to frequency upmodulations and down-modulations, after first inverting the down-modulation response and shifting it slightly to maximize its similarity to the up-modulation response. The adaptation index was taken as the sum of the squared difference between the up-response and the (inverted) down-response. Thus, if up-and down-modulation were to elicit symmetrical responses, the adaptation index would be zero.
DATA AND SOFTWARE AVAILABILITY
Data and software may be obtained upon request.
