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INTRODUCCION
Una década antes de que Howard H. Altken revolucionara el mundo de los 
cofflputadores presentando su Automatic Sequence Controlled Calculator (ASCC), 
en agosto de 1944. en la Universidad de Harvard, haciendo realidad el suefio 
de Babbage de construir una màqulna de calculer de uso general, un grupo de 
mateaAticos habla formallzado la nociôn de lo que se entendla por
"computable" y habla demostrado que, por encima de ella, habla problemas que
ni la mlsma ASCC lograrla resolver nunca.
La forma de hacer esto es conocida. "Basta", como hizo Turing, idear una 
sencilla màquina, que realice unas senclllas operaciones, para superar en 
potencla, y quizi en r^idez, los engranajes de las 750000 piezas y las
conexiones de los màs de 800000 metros de cable de la ASCC y, aunque se
tardaran màs de los diez segundos que empleaba ella en realizar una dlvlslàn 
(algo compllcada), se tenla al alcance de la mano la posibilidad de cu&lquier 
cômputo que se pudiera pensar.
Desde entonces hasta hoy las màqulnas reales han aumentado 
extraordinariasente su potencla, mlentras que, en la vertlente teârica, se ha 
Investlgado, entre otros temas, el comportamiento de mécanismes imaginarios 
màs proximos a ellas, no tan potentes, en ciertos casos, como para poder 
alcanzar a définir todo lo computable. Se han estudiado asl, slsteaas 
formales que permiten razonar sobre las propledades que tlenen los progranas 
que los gobieman: correcciôn, termlnacldn, equivalencla y slntesis de
progranas, potencla expresiva de operadores, etc.
Surgleron asl, a finales de la década de los sesenta, diverses slstemas, 
màs o menos relaclonados con la lôgica matemàtica, que haclan hlncaplé en 
alguno de les temas anterlores. Son de este tlpo los prlmeros trabajos de 
Engeler y Thlele, el nétodo de las aserclones invariantes de Floyd y Naur, 
las lôgicas de las que fueron precursores, como la algorltmica de Salwicki, 
la modal de Pratt, la dinàmica de Harel, Meyer y Pratt, la temporal de 
Pnueli, la de procesos, ... Y cada una de estas ûltimas definidas, a su vez, 
sobre un conjunto diverso de programas, con un conjunto de posibilidades de 
cômputo màs o menos prôximo a la realidad de un lenguaje imperative de alto 
nivel. Para màs detalles pueden consultarse los trabajos monogràficos sobre 
el tema de IKTl y [Har 841.
La pràctica comùn en estas lôgicas era entender un programa como una 
transformaciôn de unos dates en otros; con otras palabras, entender el 
signlficado de un programa como una funciôn de los valores de entrada que
recibia, sobre los valores de salida que producla, lo que suele denominarse 
funciôn de entrada/sallda.
Sin embargo, mientras que. en la realidad, un programa podia no llegar a 
producir nlngün resultado a causa, la mayor parte de las veces, de las 
limitaciones fisicas del ordenador o de las Intelectuales del que lo 
programaba (valores fuera de rango, errores, excepciones, funciones 
recursivas divergentes, iteraciones sin fin, desbordamiento, etc.), 
generalmente los sistemas lôgicos que los estudiaban consideraban la funciôn 
de entrada/salida, asociada a un programa, como total.
El tratamiento de las funciones parciales dentro de la lôgica matemàtica 
no era nuevo cuando aparecieron los primeros trabajos que se ocupaban del 
tema desde un punto de vista computacional. Sin embargo, para los lôgicos, en 
principle, la motivaciôn tuvo un caràcter màs matemàtico. Si una funciôn 
parcial divergla en un conjunto conocido de valores, era sencillo convertirla 
en total o, màs aôn, ocuparse solamente del grafo que definla.
Desde un punto de vista computacional, en cambio, el problema es 
distinto. La posibilidad de averiguar cuàndo un programa arbitrario diverge 
es uno de esos problemas que se sabe no tiene soluciôn, desde hace màs de 
medio siglo. Por tanto no basta solamente con convertir, a nivel semàntico, 
las funciones parciales en totales o considerar su grafo.
Como soluciôn, una de las posturas que se puede tomar, y asi lo haremos, 
es hacer algo màs que lo anterior. Para ello, en primer lugar convertiremos 
las funciones parciales en totales haciendo que valgan un elemento 
distinguido nuevo en aquellos argumentes en que divergen. La forma de hacer 
esto es, siguiendo una conocida idea de Scott [Sco 70], considerar las 
funciones, definidas sobre cpo’s, reservando su elemento minimo, para 
elemento distinguido. A su vez, el sistema formai dispondrà de un mécanisme 
sintàctico para razonar ûnicamente en los casos en los que la funciôn 
converge.
Ahora bien, cabe preguntarse qué sentido tiene una fôrmula que contiene 
expresiones parcialmente definidas -es decir, cuyo valor semàntico es el 
elemento minimo de un cierto cpo. La respuesta, por nuestra parte, ha sido 
considerar un nuevo valor booleano Indef inido, ademàs de los clàsicos cierto 
y falso. De esta manera, una fôrmula que no contiene suficicente informaciôn 
como para poder determinar su certeza o falsedad, queda indefinida; por tanto 
el nuevo valor booleano actùa como elemento minimo de informaciôn en la 
semàntica y, en consecuencia, pueden tratarse, de la misma forma, las
funciones parciales y los predicados parciales, ya que en ambos casos 
reservamos un elemento para la divergencia. Ademàs, extendemos la aplicaciôn 
del operador de definiciôn desde las expresiones a las fôrnulas de manera que 
el sistema formai disponga de mécanismes sintàcticos para razonar solo en los 
casos en que el predicado converge.
Este operador de definiciôn y este sentido semàntico, que empleamos para 
funciones y predicados parciales, constituyeron la base del presents trabajo 
en el que trataremos de estudiar mecanismos teôricos de cômputo, màs o menos 
potentes y màs o menos cercanos a la realidad de un lenguaje de programaciôn, 
y en el que nos ocuparemos, fundamentalmente, del caràcter parcial de las 
funciones que los rigen.
La otra caracterlstica esencial de este trabajo es el aarco funcionai 
puro en el que se désarroi la. Las lôgicas que mencionàbamos màs arriba se 
han centrado màs en lenguajes de programaciôn imperatives. En su lugar 
emplearemos una combinaciôn del X-càlculo con la lôgica de predicados, con la 
que se pueden expresar propiedades de funciones obtenidas por recursiôn.
Este trabajo està estructurado en cuatro capitules, divididos en 
secciones, y unos apéndices finales que los complementan. Kagamos un breve 
repaso de lo tratado en cada uno de elles.
El primer capitule està dedicado a aspectos relaclonados con la 
introducciôn de un nuevo valor booleano y todos elles caen dentro del campe 
de lo que se dio en llamar lôgica aultivaicrada. Se trata de determinar cômo 
se pueden extender ciertas nociones desde la lôgica clàsica (en adelante, el 
adjetivo clisico harà referenda al case en que se disponga solamente de dos 
valores booleanos: cierto y falso) hasta la lôgica trivalorada. Dichas
nociones incluyen fundamentalmente las que se refieren a conectlvas y 
cuantificadores y la de relaciôn de consecuencia lôgica, concluyendo el 
capitule con la elecciôn de un sentido para cada una de ellas. En concrete, 
la consecuencia lôgica es aquella que permits el paso de hipôtesis ciertas a 
conclusiones no falsas. Ya que no es transitive, los càlculos que obtengamos 
no podràn serlo tampoco, con lo que optaremos por los de-secuencias.
El sepindo capitulo es un estudio del primer sistema formai que 
présentâmes y està basado en el de (GL 89]. Se trata de una lôgica de primer 
orden para funciones parciales LFP con construcciones condicionales para los 
términos. Los cômputos estudiados son pues limitados. Sin embargo, el 
capitulo servirà para investigar, màs adelante, posibilidades de cômputo
mayores.
Mediante el método de los tableaux mostraremos c6mo obtener condictones 
de forma que los càlculos de secuencias que las satisfagan sean completes. A 
su vez, la completitud del método de los tableaux se basarà en una 
construcciôn "al estilo de Hintikka", adaptada a las peculiaridades del 
lenguaje.
El tercer capitulo se ocupa de extender el sistema formai anterior. Se 
trata en él una lôgica de primer orden para funciones recursivas parciales 
LFRP. El apelativo "primer orden" hace referencia al hecho de que las 
funciones que manejamos tienen un tipo, construido sobre un conjunto de 
géneros bàsicos, de forma que los argumentos que toma la funciôn son todos de 
gènero bàsico. Las funciones de las que nos ocupamos se obtienen mediante dos 
operadores: uno, el usual de abstracciôn del X-càlculo, y otro, el de
recursiôn.
El désarroilo del capitulo es similar al anterior. La semàntica considéra 
las funciones como continuas sobre dominios de estructuras arbitrarias de 
primer orden. Empleamos el método de los tableaux para obtener condiciones de 
completitud de forma que los càlculos de secuencias que las satisfagan sean 
complètes. En este caso, sin embargo, los càlculos son infinitarios y, 
aunque, como para LFP. sigue siendo cierto el teorema de Skolem-LSwenheim, la 
lôgica pierde su caràcter de primer orden y no satisface el teorema de 
compacidad.
Por ùltimo, el capitulo cuarto està dedicado a exponer una aplicaciôn de 
la lôgica LFRP al estudio de la semàntica de un lenguaje de programaciôn 
imperative LI. Este lenguaje contiene las construcciones usuales de uno tipo 
ALGOL, incluyendo las de declaraciôn local de variables y procedimientos, 
eventualmente recursivos con paso de paràmetros por valor y por referencia. 
Utilizamos LFRP como especificaciôn semàntica de los programas de LI, 
asociando a cada uno de estos, una expresiôn del primero; de esta forma el 
lenguaje de programaciôn imperative queda dotado con una semàntica de tipo 
denotacional, como la que se da para LFRP, conceptualmente màs clara y 
simple. Ademàs mostramos cômo es posible traducir las fôrmulas de una lôgica 
de programas para LI a fôrmulas de nuestra lôgica, poniendo de manifiesto que 
ésta dispone de tanta potencia expresiva como las lôgicas de programas al 
uso, para lenguajes imperativos.
CAPITU.0 1
LOGICAS 3-VALORADAS
El tratamiento de las funciones parciales y. por ende, la nociôn de valor 
Indefinido de una funciôn para un argumente dado, puede incluirse, y de hecho 
histôricamente asi ha ocurrido, en el marco màs general de verdad Imprecisa 
(cuando no es posible obtener la certeza o falsedad de una fôrmula si una 
parte suya no tiene valor veritativo complete, cierto o falso), incierta 
(cuando el valor veritativo de una fôrmula "puede llegar a hacerse" cierto o 
falso, con idéntica probabilidad en uno u otro caso) o indeterminada (cuando 
el valor veritativo de una fôrmula queda determinado por la respuesta de un 
proceso de cômputo cualquiera).
Estos conceptos que, por diversos motivos, han estado présentes en el 
trabajo de muchos investigadores desde principios de siglo, han confluido en 
lo que ha venido en llamarse lôgica niltlvalorada ("many-valued logic").
Bàsicamente se trata de formaiizar el razonamiento bajo los tipos de
verdad, arriba mencionados, afiadiendo uno o màs valores veritativos a los 
clàsicos cierto y falso, pero manteniendo la idea de la lôgica clàsica de que 
el valor veritativo de una fôrmula depende del de sus componentes 
(extensiona1idad).
En la primera parte de este capitulo nos ocupamos de las lôgicas con très 
valores veritativos -ya que, como quedarà patente en capitules posteriores, 
bastarà afiadir un nuevo valor booleano para poder tratar la divergencia de 
las funciones- y présentâmes, en primer lugar, de qué forma se puede ampliar 
el sentido de las conectlvas proposicionales cuando interviens un nuevo valor 
booleano, haciendo un repaso histôrico de los intentes que ha habido al
respecto y optando finalmente por las conectlvas definidas por Kleene. En la
siguiente secciôn veremos cômo es posible ampliar estas conectlvas a fin de 
obtener un conjunto funcionalmente complete; esta nociôn se obtiens, de 
manera obvia, a partir de la clàsica, es decir, se trata de un conjunto de 
conectlvas en funciôn del cual puede obtenerse por composiciôn cualquier otra 
conectiva extensional. Terminaremos con un estudio de los cuantificadores 
anàlogo al hecho con las conectlvas, optando por aquellos que extiendan el 
caso finito definido por éstas; es decir, una cuantificaciôn existencial 
(resp. universal) serà entendida como una disyunciôn (resp. conjunciôn) 
infinita. Esto nos llevarà a elegir también la semàntica de Kleene para los 
cuantificadores.
En la segunda parte del capitulo estudiaremos cômo afecta la introducciôn 
de un nuevo valor booleano a ciertos conceptos semànticos. Asi, veremos 
primeramente que existen varias maneras de définir la nociôn de modelo de una 
fôrmula: modelos fuertes (aquellos que la hacen cierta), débiles (los que no 
la hacen falsa) e indefinidos (los que la hacen indefinida); a cada una de 
estas nociones se asocia a su vez otra de satisfactibilidad.
Hecho ésto estaremos en disposiciôn de définir la relaciôn de 
consecuencia lôgica en una forma anàloga a como se hace en el caso clâsico. 
Ya que existen très maneras de satisfacer las hipôtesis y otras très de 
hacerlo con la conclusiôn, se presentaràn hasta nueve formas de définir la 
consecuencia lôgica. En la secciôn segunda se definen éstas y se hace un 
estudio de las relaciones que existen entre ellas.
A pesar de que este proceso parece llevar a una definiciôn general de la 
nociôn de consecuencia, veremos en la siguiente secciôn que algunos trabajos 
sobre lôgicas 3-valoradas emplean nociones que no se contemplan entre las 
definidas. Como nuestro objetivo en los capitulos siguientes es obtener 
sistemas formales correctes y completes, basados en très valores booleanos, 
la importancia de la consecuencia lôgica elegida serà muy grande. Es por ésto 
que en la secciôn cuarta nos proponemos un estudio de este concepto desde un 
punto de vista absolutamente general, que permita englober a las formas de 
consecuencia lôgica màs importantes que se han tratado.
Dicho estudio nos lleva a considerar todas las formas de modelo que 
admiten las hipôtesis de un razonamiento -fuerte, débil e indefinido- y dar 
para cada una de ellas -si hace el caso- el tipo de modelo que se admite en 
la conclusiôn. La diferencia con el enfoque anterior es que se puede définir 
con màs finura el paso de unas a otra; asi, podremos admitir que la
conclusiôn no sea falsa, si no lo son las hipôtesis, pero exigiendo que sea
cierta, si si lo son.
Dedicamos las dos secciones siguientes a aplicar este concepto general al 
caso 3-valorado y a hacer un estudio de las caracteristicas principales que 
presentan las relaciones de consecuencia lôgica résultantes. Dicho estudio 
permitirà concluir que las consecuenc i as que satisfacen propiedades
importantes de la lôgica clàsica y que, por tanto, se près tan mejor para ser 
empleadas en capitulos posteriores, son las que se obtienen por nuestra 
primera definiciôn, en la cual relacionàbamos el tipo de modelo de las
hipôtesis y la conclusiôn, de manera fija.
Concluido el capitulo, dlspondremos de los principales conceptos 
semànticos necesarios para el tratamiento de cualquier sistema formal sobre 
très valores veritativos. en particular una lôgica para funciones parciales. 
Dichos conceptos son, bàsicamente, un significado para las conectlvas y 
cuantificadores y una forma de consecuencia lôgica.
A. SIMBOLOS LOGICOS EN LOGICAS 3-VALORADAS.
1.- CONECTIVAS 3-VALORADAS.
Por lôgica multivalorada, en lo que sigue m-valorada. entendemos 
cualquier sistema que formalice el razonamiento, en el sentido clàsico, 
usando m valores booleanos (o veritativos): cierto y falso, mis m-2 valores, 
para reflejar situaciones de indefinitud, indeterminaciôn, imprecisiôn, 
incertidumbre, etc.
Como veremos, a nosotros nos bastari restringirnos al caso m-3. Una 
visiôn histôrica del desarrollo de las lôgicas 3-valoradas nostrari la base 
para construir sistemas formales en los que poder tratar las funciones 
parciales.
Aunque aparecen referencias en Boole, Peirce y Vasiliev, puede 
decirse que la era modema de las lôgicas m-valoradas empieza con los 
primeros trabajos de Lukasiewicz [Luk 20] y Post (Pos 21].
Al primero le guian motivos filosôficos. Su objetivo es liberarse de la 
"coerciôn lôgica" que supone considerar a todas las sentencias plenas de 
verdad o falsedad. Para ello afiade a los dos valores booleanos tradicionales, 
cierto y falso, un nuevo valor que expresa "lo posible" y que, por tanto, se 
moverâ entre lo verdadero y lo falso. Siguiendo la notaciôn de Lukasiewicz, 
tendremos la lôgica 3-valorada sobre <0, 1/2, 1} con el orden numérico que 
existe entre ellos.
Basàndose en {0, 1/2, 1}, Lukasiewicz define dos conectivas
extensionales, la negaciôn y la implicaciôn, a través de las siguientes 
tablas veritativas:
0 1/2 1
0 1 0 1 1 1
1/2 1/2 1/2 1/2 1 1
1 0 1 0 1/2 1
Dos observaciones importantes hay que hacer sobre estas conectivas. En 
primer lugar, se comportan como las clàsicas cuando sus argumentos son 
valores veritativos clàsicos. En segundo lugar, una implicaciôn se hace 
cierta cuando antecedente y consecuente no estàn definidos (esto es, toman 
ambos el valor 1/2). Como sefiala Blikle [Bli 88], cualquier lôgica con
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funciones parciales que esté basada en esta Interpretaciôn no serà 
implementable. En efecto, la no terninaciôn es una propiedad no computable y. 
por tanto no se podrà decidir, en general, cuando los miembros de una 
implicaciôn toman valor indefinido.
Caso diferente fue el de Post quien, siguiendo consideraciones
matemàticas, definiô una lôgica con m valores veritativos M={0,1.... m-1} y
dos conectivas:
-IX ■ (x+1) mod a 
xvy = minimo {x,y>
para x, y e M. El orden en M es el aritmético, pero la interpretaciôn de sus 
elementos es la contraria de Lukasiewicz; ahora 0 se refiere a lo cierto y 
m-1, a lo falso.
Investigaciones sobre la teorfa de las funciones recursivas llevaron a 
Kleene a définir una lôgica basada en très valores veritativos <t, i, f> [Kle 
52]. En este caso i puede imaginarse como la "respuesta" que darïa una 
màquina si, bajo ciertas entradas, no parara por cualquier motivo.
En este enfoque, las tablas veritativas, para la negaciôn y disyunciôn,
son:
t i f
f t
i i
t f
t t t
t i i
t l f
Como se comprueba fàcilmente, la disyunciôn es la de Post para el caso 
m=3 y la negaciôn es la de Lukasiewicz.
Si se piensa en la implicaciôn como su abrevlatura clàsica es inmediato 
ver que la implicaciôn de Kleene es igual que la de Lukasiewicz salvo en el 
critico valor i— i^ que ahora es indefinido. Incluso bajo el supuesto de que 
Interpretemos i como "lo posible" parece claro que si el antecedente y el 
consecuente pueden llegar a ser ciertos o falsos, a la implicaciôn le ocurre 
lo nismo y es, por tanto, lôgico concluir que su valor esté indefinido.
Sin embargo, la interpretaciôn usual de las conectivas de Kleene se 
enmarca en la teoria de la computabilidad. Asi, la respuesta de una màquina 
que calcula el valor de una disyunciôn serà "cierto" tan pronto obtenga 
"cierto" como valor de alguno de los miembros de la disyunciôn, mlentras que 
su respuesta no se harà "definida" en tanto alguno de ellos no se haga 
"cierto".
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No obstante, no es ésta la ûnlca manera de interpreter computacionalmente 
unas conectlvas. Kleene imagina una màquina "paralela" que évalua a la vez 
ambos miembros de una disyunciôn. Podemos, sin embargo, pensar en una màquina 
"secuencial" que evalûe primero el izquierdo y después el derecho. De esta 
manera, si el primer miembro no se hiciera "definido", la disyunciôn tampoco, 
independientemente de lo que le ocurriera al segundo.
Es éste el caso de las conectivas de McCarthy [HcC 63] definidas por:
->
t f
i i
f t
t t 
i i 
t i
Decimos entonces que la disyunciôn es estricta por la izquierda. Con ello 
queremos expresar ûnicamente el hecho, arriba mencionado, de que ivx»i, para 
todo xc(t, i, f>. Si representamos dicha disyunciôn por . v es inmediato 
définir las disyunciones estrictas por la derecha v. y por ambos lados . v. 
mediante las tablas veritativas: 
t i f
t i 
t i 
t i
V. t i f
t t i t
i i i i
f t i f
Las conectivas estrictas por ambos lados reflejan la idea de que 
cualquier fôrmula que contenga una components no definida queda indefinida. 
Sobre ellas basa Bochvar (Boc 39] su lôgica 3-valorada.
Como vemos los très tipos de verdad, mencionados en la introducciôn de 
este capitulo, quedan capturados por las interpretaciones estudiadas: la 
verdad incompleta por Bochvar, la incierta por Lukasiewicz y la indeterminada 
por Kleene.
En adelante nosotros optaremos por las conectivas de Kleene, a las que 
nos referiremos mediante K (*{t , v }), entendiendo que otras conectivas
extensionales como * y <-», se interpretan como abreviaturas en funciôn de 
los elementos de K, a la manera tradicional.
Asi mismo supondremos definido el conjunto de valores veritativos por:
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l.-$2s£lûl£l5n.
B»(B, s) es el orden foraado por el conjunto de très valores 
booleanos £. i}. que corresponden a los clàsicos cierto y falso, màs un
valor Indefinido, respectlvamente, parcialmente ordenados por s de acuerdo 
con el diagrama:
t f
Aunque volveremos sobre el tema en el capitulo siguiente, destacar un 
hecho importante: el orden dado a los valores booleanos convierte a B en un 
orden parcial complete (abreviado, cpo) piano (cf. [Ber 85]). Taies ôrdenes 
sirven para modelizar funciones parciales (cf. (Sco 70]), utilizando su 
elemento minimo para expresar la indefiniciôn o divergencia.
De las conectivas K de Kleene definidas sobre B destacamos las siguientes 
propiedades:
2.-Lema.
(a) K restringido a (t, f> coincide con la negaciôn y la disyunciôn
clàsicas.
(b) La disyunciôn v entendida como funciôn binaria de B^ en B
(resp. la negaciôn -i de B en B), es una funciôn monôtona; esto es:
bab’ * avbaavb*, bvasb’va (resp. nba^b")
para todo a,b,b*eB.
(c) En las mismas condiciones que en (b), la funciôn v no es
estricta en ninguno de sus argumentes.
Demostraciôn. (a) es inmediato.
(b) Si bsb’ entonces si b=b', es évidente. Si no, b«i (pues el
orden es piano) con lo cual:
(i) Si a=£ o a»i entonces avb=isavb'.
(il) Si a»i entonces avb*avb’»l.
Para bvaab'va basta observar que v es conmutativa. Por ùltimo, la 
negaciôn se comprueba de forma inmediata.
(c) Recorder los comentarios sobre las conectivas .v, v. y .v.. -
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2.- COMPLETITUD FUNCIONAL.
El objetivo de esta secciôn es encontrar un conjunto de conectivas C tal 
que KfiC y C sea funcionalmente complete, concepto éste que tiene el nismo 
sentido que en lôgica clàsica, es decir:
1 -Definiciôn-
Un conjunto A de conectivas se dice funcionalmente complete para un 
conjunto de valores booleanos arbitrario B si para cualquier funciôn n-aria 
F : s"— Æ, naO, existe una funciôn n-aria C: b"— »B, obtenida a partir de los 
elementos de A mediante composiciôn, tal que F(a) = G(a), para toda n-tupla 
âcB". g
Nosotros buscamos la completitud funcionai con respecto al conjunto B 
definido en 1.1. Para ello fijamos nuestra atenciôn primeramente en las 
conectivas monàdicas. Para abreviar la escritura, adoptemos el convenio de 
asociar ^ con 0, x con 1, £ con 2 y T con el conjunto {0, 1, 2>. Es inmediato 
que las conectivas -i y v de K se corresponden entonces con las funciones: 
h^(x)»2-x y h^(x,y)«mlnimo<x, y>, respectivamente.
Para demostrar que K no es funcionalmente complète, consideremos las 
funciones f :T— »T, i»0,1,2, definidas por f^(x)»(x+i) mod 3.
2. -Lena.
Mo existe ninguna funciôn n-aria p:l“— »T, n&O, obtenida a partir de 
hg y hj mediante composiciôn, de forma que p(l,..,l)=0 o p(l,..,l)»2.
Demostraciôn. Por inducciôn sobre el numéro k de apariciones de y
en la definiciôn de p. Para k=l es évidente. Supuesto para k entonces para 
k+1 caben las siguientes posibilidades:
(i) p(x)=h^((b(x)). Entonces, si p(l,..,l)*0 (resp. 2), tendremos 
que f(l,..,l)=2 (resp. 0) y ^ tendria a lo sumo k apariciones de y h^ , 
contra la hipôtesis-de inducciôn.
(il) p(x)=h^(*^(x),^^(x)). Entonces: 
p(l,..,l)"h^(^^(l,..,l),^g(l,..,1))=0 (resp. 2} *
♦ . 1)*0 o ^^(1,.., l)=0 (resp. ^^(1,..,1)=2, i»l,2)
contradiciendo de nuevo la hipôtesis de inducciôn. ,
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3.-Corolarlo.
No es posible expresar a partir de y mediante composiciôn.
las funciones f^  y f^ .
Demostraciôn. Basta observar que f^(l)=2 y f^ (l)»0.
Obsérvese que K permite expresar. en cambio, fôrmulas nunca falsas, como 
pvnp, o nunca ciertas, taies como pA-ip, donde p represents una variable 
proposicional. Estos ejemplos guardan relaciôn con las leyes del terclo 
excluso y la contradicciôn, respectlvamente.
Consideremos ahora la conectiva monàdica A definida por la tabla 
veritativa:
A
Se trata del que llamaremos operador de definiciôn, ya que se hace cierto 
cuando su argumento no està indefinido y falso, cuando lo està. En términos 
numéricos podemos escribirla como:
0 si x*l
h (x):
■ 2 Si x=l
Segün acabamos de ver, A no es expresable en términos de las conectivas 
de K. Aûn asi, el conjunto {-«, v. A} sigue sin ser funcionalmente complete.
4. -Lema.
No existe ninguna funciôn n-aria p:f"— T^, neO, obtenida a partir de 
h^ , i«0,1,2, por composiciôn, de forma que p(0,..,0)=1.
Demostraciôn. Por 1.2.(a), h^  y h^  restringidas a <0,2} tienen rango 
<0,2} y, segün acabamos de ver, el rango de h^  es también <0,2}. Por tanto, 
cualquier funciôn %, obtenida a partir de h^ , i=0,1,2, por composiciôn, 
verifies que, restringida a <0,2}, nunca toma valor 1. ,
Por tanto, una fôrmula siempre indefinida no es expresable en términos de 
las conectivas <n, v. A}. Sin embargo, si se puede expresar una fôrmula nunca 
indefinida; en efecto, basta recorder que el rango de h^ es <0,2} y tomar la 
fôrmula Ap. Como consecuencia de ello es posible obtener fôrmulas siempre 
ciertas, como AAp, o siempre falsas, como lAAp (algo que, segün hemos visto
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en 2, no era posible hacer con <-i.v} ûnicamente).
Consideremos pues una conectiva que permita expresar una fôrmula siempre 
indefinida. Para ello introducimos la siguiente notaciôn.
Por T (resp. F, Q) representamos la conectiva 0-àdica que siempre da como 
valor veritativo £ (resp. £, i). Segun sabemos. podemos asociar a Q la
funciôn 0-àdica h^ : — *T definida por: h^ ( )■!.
Dado un conjunto de funciones A definidas sobre T con rango en T 
representamos por el conjunto:
U (p:T“— »T / p es una funciôn n-aria obtenida a partir de funciones de A 
ncN
por composiciôn)
S.-Teorema.
‘■'VN' '  X  -. S'
<'> \  \  ‘“ "«"■■•‘I"-
Demostraciôn. (a) Por 2: h t L .
(bl por 4; h, .
(c) Como en (b): L. . no està contenido en L_  ^ ^
Extendiendo el lema 2 al conjunto (h^ , h^ , h^ > es inmediato demostrar que
Terminâmes esta secciôn demostrando la completitud funcionai del conjunto 
de conectivas (n. v. A, □}. Para abreviar la escritura consideraremos las 
funciones h y g asociadas a la conjunciôn e implicaciôn, respect ivamente. Ya 
que pAq es la abreviatura de -i(-ipv-iq), se tiene h(x,y) ■ 2-mfnlmo (2-x, 2-y}. 
De forma similar, como p— »q représenta -ipvq entonces g(x,y)=mlnimo (2-x, y>.
6.-Teorema.
Dada una funciôn n-aria, nso, p:l"— »T, p e  ^ . ...<ho,h^ .h^ .h3>
Demostraciôn. Seguiremos una demostraciôn similar a la de la lôgica 
proposicional clàsica (cf. [Dal 80]) y haremos inducciôn sobre n.
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El caso n=0 es trivial ya que solo hay très conectivas extensionales 
0-àdicas: la propia Q. F. que puede définirse mediante AQ. y T, que se
obtiene con -t&Sl.
Supuesto para naO. sea p: %" — »T y condidereaos las funciones n-arias 
Pj^;T“— >T, k-0.1,2, definidas por: 
p^(Xj,..,x^) ■ p(x^... .x^ .k).
Por hipôtesis de inducciôn existen é e L,^   ^  ^  ^ k-0,1,2, taies
k
que: ^^(x ,^..,x )^ - ^ (^x) - p (^x), k"0,1,2. Conslderemos la funclôn »T
definida por:
h( g(h(h^(x^ ^^ ),
La expresiôn booleana anterior se corresponde con la siguiente fôraula 
16gica:
donde es la conectiva n-aria que tiene por funcidn asociada a 1=0,1.2. 
Se tiene que H=p puesto que:
(i) x^ ^^ =0 # H(x.O) - h[g(h(0.0),*^(x)).
h(g(h(2.0).*2(x)),g(2 .*;(ü))) l =
« h(g(O,0^(x)),h(g(2,i^^(x) ).0)) =
= h(*^^x),h(0,0)) = h(0^(x),G) =
= g^(x) » Pg(x) = p(x.O)
(il) x^ ^^ =l •» H(x.l) = h(g(h(1.2).*g(x)).
h(g(h(1.2).0^(x)).g(O.^^(x)))l
h(g(2. ^ ^(x) ). h(g(2, ^g(x) h (x) ) ) 
h<0,h(0.^^(x))) = hCO.^^Cx)) = 
0j(x) = p^ (x) » p(x,1)
(ili) x_^ j^»2 * H(x,2) = h[g(h(2.0).^^(x>).
h(g(h(0.0).^j(x)),g(2,^j(x)))l
h{g(2,^^(x}).h(g(Û.^^(x)).0)) 
hCO.hC^^Cxl.O}) » hCO.^^Cx)) * 
* Pg(x) - p(x,2)
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Igual que al téralno de la secciôn precedente supusimos fljo el conjunto 
de conectivas K de Kleene, de ahora en adelante supondremos dado el conjunto 
de conectivas (% » K v {A,Q>, funcionaleente complète.
3.- CUANTIFICAOGRES 3-VALCAADOS.
Como se ha visto en la secciôn primera de este capitule, existen varias 
maneras de définir el significado de las conectivas cuando se refieren a 
valores booleanos no clàsicos. Otro tante puede decirse de les 
cuantificadores si se interpretan como conjunciones y disyunciones infinitas.
Si siguiéramos la linea expuesta en 1, un repaso histôrico del tema nos 
mostraria dos formas principales de définir la semàntica de les 
cuantificadores, basadas en su "caràcter estricto".
Por tal "caràcter" entendemos le siguiente. Segün se vio en 1.2.(c), la 
disyunciôn de Kleene no es estricta en ninguno de sus argumentes. Si 
imaginâmes la cuantificaclôn existencial como una disyunciôn infinita podemos 
définir su semàntica como [Kle 52]:
3(3xp) -
1 si existe acA tal que 3(a/x](p)=i.
£ si todo acA veriflca que 3(a/x}(p)=f
X en otro caso
donde 3 es una interpretaciôn, formada por una estructura 3, de dominio A, y 
una valoraciôn de variables v, e 3[a/x] es la interpretaciôn que coincide con 
3 salvo en x, que se valora como a.
Observer que una fôrmula 3xp queda indefinida si algün valor de x hace 
indefinida a p, y el reste no la hace cierta.
Por tanto la semàntica del cuantificador existencial vuelve a ser "no 
estricta" en el sentido de que 3xp se puede hacer cierta, a pesar de que para 
algün valor de x la subfôrmula p no esté definida.
Expresando la cuantificaclôn universal Vxp como su abreviatura clàsica 
-r3x-ip, résulta:
£ si todo acA verifies que 3[a/x](p)=£
£ si existe aeA tal que 3[a/xl(p)*£
i en otro caso
Como antes, es inmediato ver que Vxp queda indefinida si algün valor de x 
hace indefinida a p, y el resto no la hace falsa.
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3(Vxp) -
SI tomaaos las conectivas de McCarthy (cf. secciôn 1) y generalIzamos su 
definicito a un nümero no finito de miembros résulta:
3(3xp) " £ # existe aeA tal que 3(a/x](p)=£ y todo aeA verifies que
3(a/x](p)*x
3(3xp) ■ £ • todo aeA verifies que 3(a/x](p)>£ 
quedando indefinida en otro caso; es decir, cuando algün valor de x hace 
indefinida a p. Es por ello que esta definiciôn se corresponde con una 
interpretaciôn "estricta" de la disyunciôn.
Como heaos venido hacicndo en secciones anteriorcs. elegimos la semàntica 
de Kleene para los cuantificadores, Por tanto. en lo que queda de capitule, 
supondremos fijo:
(1) un conjunto de conectivas bàsico K, formado por la disyunciôn y 
, la negaciôn de Kleene
(2) dos conectivas auxii lares que afiadidas a K proporclonan un 
conjunto funcionalmente complète CK: el operador de definiciôn A y la
conectiva siempre Indefinida Q
(3) la semàntica "no estricta" de Kleene para los cuantificadores, 
que extiende de forma natural la dada para la disyunciôn y la conjunciôn.
Los apartados que siguen forman, en su mayor parte, un estudio que no 
depends de las elecciones que acabamos de mencionar. En aquellas partes en 
que no sea asl (generalmente, resultados que dependen de la exlstencia de 
cierta* fôrmula* con un valor semàntico determinado), la metodologla al 11 
seguida no variarà si se hacen otras elecciones de conectivas y ünicamente 
seràn necesarios minimes cambios.
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B. CONCERTOS SEMANTICOS EN LOGICAS 3-VALORADAS.
1.- MQOELOS Y SATISFACTIBILIDAD EN LOGICAS 3-VALŒIADAS.
Ciertos conceptos semànticos que en lôglca clàsica estàn deterslnados de 
manera univoca, deben ser preclsados cuando se aflade un nuevo valor boôleano. 
Tal es el caso de la noclôn de aodelo. Recordemos que en aquélla, dados un 
conjunto de fôraulas # y una Interpretaciôn 3, se dice que 3 es aodelo de $ 
si todas sus fôraulas son ciertas en 3; es decir. si 3(p)#£, para toda peô.
Ahora bien, en lôgicas 3-vaIoradas, una fôrmula que no es falsa no 
siempre serà cierta con lo cual la nociôn de aodelo deberia hacer referenda 
al hecho de que todas las fôraulas de * se hagan ciertas, o parte de ellas 
queden indefinidas. Caben entonces très tipos de aodelo.
1.-Definiciôn. Modela fuerte, dibll e Indefinida.
Dados un conjunto de fôrmulas é y una Interpretaciôn 3 declmos que:
(1) 3 es modela fuerte de *, lo que escrlbimos mediante 3^ *, si y 
solo si 3(p)=£, para toda fôrmula peé.
(2) 3 es modela débll de *, lo que escrlbimos mediante 3^$, si y 
solo si 3(p)e£, para toda fôrmula pe*.
(3) 3 es modela indefinida de #, escrito 3^ $^, si y solo si 3(p)=i, 
para toda fôrmula peô. ,
Los conceptos de fôrmula e interpretaciôn se preclsaràn en el siguiente
capitule.
Como se ve hay très nociones de aodelo correspondlendo a las très 
posibilidades que existen cuando ninguna fôrmula del conjunto es falsa; a 
saber, que todas sean ciertas, que lo sea alguna o que no lo sea ninguna.
La definiciôn anterior se generalize al caso m-valorado de forma 
Innediata. Basta decir, dado un conjunto cualquiera Bool de "valores
booleanos” y dado DSBool, un subconjunto suyo no vacio tal que £<D, que una
interpretaciôn 3 es un D-modela de #, escrito 3^ *^, si y solo si Da3(ô), 
donde 3(9) “ {3(p)/pc9}. Obsèrvese que esto comprende los casos antes 
definidos tomando s*D^»(£> para w=D^=<t, x> para y u»D^»{x> para 
 ^. Obviaaente, si 3 es tal que 3(p)#£, para toda pcô, entonces 3 es un
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3(*)-modelo de ♦.
Los conceptos de modelo que acabamos de définir, considerados como 
relaciones de modelo, esto es, relaciones binaries entre Interpretaciones y 
conjuntos de fôrmulas, cumplen el siguiente diagrams:
k.
I". K
(incomparables)
donde las fléchas indican inclusiôn estricta, debido a las inclusiones 
estrictas {£>, {x> c {£, x> y a la existencia de las fôrmulas T, Q.
Como en lôgica clàsica, cada tipo de modelo origine una forma de 
satisfactibilidad. Recordemos que en aquélla, un conjunto de fôrmulas é se 
dice satisfactibie si existe una interpretaciôn 3 que hace ciertas todas las 
f ôrmulas de é; o, equi valentemente, que no las hace falsas. Siguiendo un 
anàlisis similar al hecho màs arriba, podemos hablar de un conjunto de 
f ôrmulas # fuertemente SMtlsfectible, escrito Sat ($), débllmente
satlsfMCtlble, escrito Sat (#), o IndefInldaaente satisfactibie, escrito 
Sat (♦).
2.- RELACIONES DE CONSECUENCIA EN LOGICAS 3-VALORADAS.
La nociôn de consecuencia lôgica en lôgica clàsica se formula en funclôn 
del concepto de modelo. Asi, dado un conjunto de f ôrmulas ô u {p> se dice que 
p es consecuencia lôgica de $, y se escribe , si para toda Interpretaciôn 
3, si 3 es modelo de # entonces también lo es de p. Siguiendo una notaciôn
habituai en lôgica de primer orden (cf. [EFT 84]) y representando por Mod(é)
el conjunto de interpretaciones que son modelo de #, lo anterior puede ser 
escrito como Hod(é)SMod((p>).
Ya que en lôgicas 3-valoradas existen très tlpos de modelo, podrlan 
darse, en principle, nueve formas de consecuencia lôgica.
1.-BsflnlElâa-
Dados un conjunto de f ôrmulas é u (p) y a,bc(s,w, u>, decimos que p
es ab-consecuencla lôgica de é, y escrlbimos si y solo si para toda
interpretaciôn 3 se tiene: 3^^é <* 3)'^ p. ,
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siguiendo un estudio similar al que suele hacerse en lôgica clàsica nos 
ocuparemos ahora de dos temas: 1) la relaclôn que existe entre los conceptos 
de modelo, satisfactibilidad y consecuencia que hemos deflnldo, y 11) la 
conexlôn de las ab-consecuenclas entre si.
Respecte de 1), como es sabido, en lôgica clàsica se tiene la 
equlvalencla:
1)
2) Hod(«)£Hod(p)
3) # V <-ip> no es satisfactibie
En nuestro caso, la equlvalencla de 1) y 2) para es anàloga
defInlendo Mod (*), ac<s,w,u>, como el conjunto de interpretaciones que son 
a-modelo de *.
Para la equlvalencla de 1) y 3) dlstlnguimos el valor de b«{s,w,u>. Por 
ejemplo. para w tenemos:
2.-Lema.
Dado un conjunto de fôrmulas $ u {p}:
(a) * * V {-(p> no es s-satlsfactlble.
(b) ♦f’^ P * * V {npAôp) no es w-satlsfactlble.
(c) *).^ p * * u {npAÔpAD) no es u-satlsfactlble.
Demostraclôn. Basta apllcar las deflnlclones de consecuencia dadas, 
tenlendo en cuenta las slgulentes observaclones: 
para (a): 3(p)=£ • 3(np)=t
para (b): 3(p)=£ * 3(npAôp)#£
para (c): 3(p)=f » 3(-ipAôpAa)«x. *
Obsèrvese en el lema anterior que las fôraulas T, (2 (y F) estàn bien 
formadas debido a que fueron definidas como conectivas 0-àdicas (cf. A.2).
De forma similar, y aprovechando la completltud funclonal del conjunto de 
conectivas CK, es fàcll encontrar fôraulas p^ , 1=1,2,3, en funclôn de p de 
manera que:
3(p)#i # 3(p^)=t 
3(p)#x * 3(p^)#£
3(p)*i » 3(p )^=i
Tomar, por ejemplo, ûp, ôp y ôpAQ, respectivamente. Dichas fôraulas 
permiten expresar las consecuencias lôgicas , ae(s,w,u), en funclôn de la
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a-satlsfactibllidad.
Flnalnente. para relacionar con la a-satisfactibllldad basta
encontrar fôraulas 1=1.2,3, tales que:
3(p)«l * 3(p^)-t 
3(p)#l # 3(p^)#£
3(p)#£ # 3(pg)"i
Para lo priaero bastarla con encontrar una conectiva unarla H(p) de 
manera que: p=i * H(p)»i,. p=£ «♦ H(p)=t y p»£ # H(p)«t; se puede eleglr,
entonces Ap >-ip. Anàlogaaente los otros dos casos.
Respecto de 11). esto es, la conexlôn de las ab-consecuenclas entre si, 
cabe decir que cada una de el las puede ponerse en funclôn de cualquiera de
las otras, coao deauestran los siguientes dos leaas.
3.-Lema.
Para todo conjunto de fôraulas * v {p> se tiene:
(a) # 1"^  p # <iA9 / p.
(b) ♦ hrt 9 «» / 0e*> 1»^  p.
(c) $ 1"^  p # p.
(d) ♦ p » {0aA0aQ / ^e$) |.^  p.
Deaostraclôn. Comprobaclôn Inmedlata tenlendo en cuenta que:
3(0)=i * 3(tA0)«£
3(*)=£ • 3(^aA^)v£
3(^ )^v£ # 3(A0— »^ )(>»3(-iA<^ rvp))*t,
3(0)»t # 3(\^aA^)v£ * 3(0AA^An)=i. n
4.-Lema.
Para todo conjunto de fôraulas 4 u {p} se tiene:
(a) ♦ P • * -»Ap.
(b) # p » * ApAp.
(c) 4 p # 4 Ap— »p.
(d) 4 P ** * pAApAQ.
Demostraclôn. Anàloga al lema anterior. ,
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Las ab-consecuenclas lôgicas que acabamos de presenter son. sin embargo, 
demaslado générales en el sentido de que algunas de ellas son Incompatibles 
con la clàsica. Asl por ejemplo, b«(s,w,u>, admltlrla que T^^F.
Igualnente, para a«{s,w,u>, se da el caso de que no es clerto que 
Optaremos pues por restrlnglrnos a aquellas consecuencias que extlenden 
la clàsica en el doble sentido que acabamos de preclsar: no se tiene T F, 
pero si T. Esto supone conslderar ünicamente las slgulentes formas de 
ab-consecuencla: U , U , U y k .' wa ' ww ' ma ' SM
Tenlendo en cuenta las relaciones que existen entre los modelos fuerte y 
débll, es Inmediato demostrar:
5.-Lema.
Dado un conjunto de fôrmulas 4 u {p>:
# L  F F
î î
♦ F “ > F !■„ F.
Ademàs, y son Incomparables.
Demostraclôn. Para demostrar que y  ^ son Incomparables observar que 
T|-^ n, pero no para Igualmente O^ ^^ F, pero no para ,
De este lema deduclmos que  ^ es la relaclôn màs fuerte. en el sentido
de que Impllca a las otras très, y ^  es la màs débll, en el sentido de que
es Impllcada por las otras très.
Antes de terminer convlene hacer una observaclôn Importante sobre los
conceptos definidos en esta ültlma secciôn. Se ha estudlado la relaclôn- de 
consecuencia lôgica para pares de la forma (4, p). La generalIzaciôn a pares 
(4, 4), donde 4 y 4 son conjuntos cualesquiera de fôrmulas, puede hacerse 
entendiendo el antecedente 4 como una conjunciôn y el consecuente 4 como una 
disyunciôn. De esta manera, decimos que 4|«^ 4^ si para toda interpretaciôn 3, 
si 3 es un a-modelo de todas las fôrmulas de 4 entonces 3 es un b-modelo de 
alguna fôrmula de 4. Los lemas 2, 3 y 4 se extlenden a conjuntos de fôrmulas 
de manera natural. En particular, se veriflca:
4^ 4 * 4 u {n0 / 4«4} no es s-satlsfactlble
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3. - OTRAS RELACIONES DE CONSECUENCIA LOGICA.
Antes de describlr de què forma es poslble tratar de determiner la 
relaclôn de consecuencia lôgica ôptima y en què sentido ésta lo es, daremos 
un breve repaso a algunos trabajos previos sobre lôgicas 3-valoradas con el 
fin de expresar las consecuencias, en elles usadas, en funclôn de los 
conceptos aqui definidos.
La mayor parte de las relaciones k , k , L y V , que obtuvlmos en la' »• ' «n« ' ' «w
secciôn anterior ban sldo la base de algunos trabajos sobre lôgicas
3-valoradas. Asl, una consecuencia que Impusiera conclusiones ciertas a
partir de hipôtesis ciertas, . fue usada por Kleene [Kle 52] en sus 
estudlos sobre el tema; màs tarde séria eapleada para el estudio formai de 
las funciones parciales por Barringer et al. (BCJ 84], aunque Introduciendo 
el operador de definiciôn à. Por motives slmllares fueron las Investlgaclones 
de Hoogewijs (Hoo 87], qulen empleô la relaclôn débll
La llamada "relaclôn paraconslstente" que Avron define en sus trabajos 
[Avr 87], (Avr 88] permlte sacar conclusiones no falsas a partir de hipôtesis 
no falsas, es decir, Se trata asl mismo de la que Owe [Owe 84] emplea
para estudiar la que, él llama, "weak logic", un formalisme parecldo al de 
primer orden para el estudio de las funciones parciales.
No conocemos nlngün trabajo en el cual se haya tratado con la relaclôn 
màs fuerte de las cuatro, |«^ ; se trata de una consecuencia verdaderamente 
extrafia que no siempre permlte conclulr una fôrmula p a partir de si mlsma 
(observar que, por ejemplo, no es clerto
El répertorie de consecuencias usadas en trabajos sobre lôgicas 
3-valoradas no termina, sin embargo, con las menclonadas hasta ahora. Existen 
otras màs o menos extraftas, distlntas de las anteriores, que muestran que el 
concepto de ab-consecuencla deflnldo màs arriba no es lo suficlentemente 
general.
Tal es el caso de la tratada por Blamey (Bla 86] en su estudio sobre 
lôgicas parciales. Alli se define:
p » para toda Interpretaciôn 3:
1) 3(|^ )«t, para toda ^ 4  = 3(p)«t
2) 3(p)=£ * 3(^)«f, para alguna ÿe4
A partir de esta definiciôn es Inmediato comprobar que:
con lo que también se tiene:
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por el lema 2.S.
Otra consecuencia que no se cubre hasta ahora es la utillzada por 
Sobocinski (Sob 52] definida por:
«* para toda interpretaciôn 3:
3(4)**£. para toda 4«4 ♦ (3(p)»t o 3 (tj)*x , para toda T)c4u{p>]
Es decir, o bien alguna hipôtesis es falsa, o bien la concluslôn es
cierta o bien hipôtesis y conclusion son todas indeflnldas. Esta relaclôn
présenta una patologla curlosa; en efecto, con ella no es poslble debilitar
el antecedente pues se tiene pero no Q,
No parece que la consecuencia de Sobocinski sea expresable como una
comblnaciôn send 11a de consecuencias de la forma a,b«(8,w. u>.
Lo mlsmo ocurre para la consecuencia de Lukasiewicz, cuya definiciôn, 
siguiendo (Avr 87], es:
*1", • para toda interpretaciôn 3:
3(#)*£, para toda 4c4 * (3(p)=£ o ai menos dos fôrmulas de
$u(p} estàn Indeflnldas en 3]
En esta definiciôn, la Intenciôn es que 4 u {p} sea tratado como
nultIconJunto, de manera que las poslbles aparlclones repetIdas de fôrmulas
cuenten segûn su nùmero. Se conslgue asl que valga 0 ^ 0 ,  y en general,
p^j_^p para cualquler p. En camblo, no valen T JCi ni 0[-, mientras que
(n. Q>|*^F si séria cierto.
Este comportamiento nos parece muy patolôgico, por lo cual no
Intentaremos que los métodos a désarroilar en las slgulentes secciones
abarquen consecuencias como ésta.
4.- GERMENES DE CWISECUENCIA LOGICA.
Vlsta la exlstencia de relaciones de consecuencia lôgica que no son del 
tlpo nos ocuparemos ahora de Investigar maneras slstemàtlcas de
deflnirlas, conslderando las consecuencias lôgicas como relaciones entre dos 
conjuntos de fôrmulas 4 y 4, entendidos como antecedente y consecuente.
Un procedlmiento general para définir relaciones de consecuencia en 
lôgicas m-valoradas consiste en emplear alguna variante del llamado método de 
la matrlz (cf. (Urq 86]). En él, dados un conjunto B de m valores booleanos y 
un subconjunto suyo 0 no vaclo tal que no contiene el valor falso, cuyos
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elementos son llanados destacados. una consecuencia lôgica |> es una relaclôn 
entre conjuntos de fôrmulas de tal forma que:
4 ). * » para toda Interpretaciôn 3:
3(p)cD, para toda pe4 # 3(4)cD, para alguna 4e4
De esto se deduce que todas las consecuencias lôgicas definidas a través 
del método de la matrlz satlsfacen las slgulentes dos propledades:
(1) Reflexlvldad: 4 ^4, si 4 n 4 * o.
(2) Transitivldad (o corte): si 4 ). 4 u {p} y 4" v {p} |i 4" entonces 
4 V 4' t 4 u 4'.
La demostraclôn de que satlsfacen (1) es Inmedlata. Para (2). supongamos 
que 3 es una Interpretaciôn tal que 3(%)*D, para toda n « 4 u 4* ; si 3(4)<D 
para ninguna 0e4 v 4', entonces 3(p)cD. pues 4  ^4 v {p>. Pero 4" v <p>  ^4’. 
luego existe ^4* tal que 3(#)cD, contra lo que acabamos de suponer.
De forma altematlva, podrlamos haber deflnldo las relaciones de 
consecuencia lôgica como aquéllas que verlflcan (1) y (2). De hecho, asl se 
hace en [Avr 87J (Avr 881.
No obstante, el método de la matrlz no permlte dlstlngulr entre una 
relaclôn que satlsfaga D|0 y otra que no lo haga.
Al tratar de superar este Incovenlente, una primera aproxlmaclôn nos 
lleva a conslderar dos conjuntos de valores booleanos de elementos 
destacados, D^  y D^ , para poder referlrnos al valor respectlvo que toman 
antecedente y consecuente. Por tanto, como antes, supondremos que D^  y D^  son 
conjuntos no vaclos que no contlenen el valor booleano falso. Podemos définir 
entonces:
4 ^ 4 #  para toda Interpretaciôn 3:
3(p)eD^, para toda pe4 # 3(4)«D^, para alguna 4e4
SI una relaclôn de consecuencia  ^es definida asl entonces:
(3)  ^es reflexlva # D^  S D^ .
Para la demostraclôn de ésta y propledades slmllares. en adelante 
supondremos que en una lôgica con un conjunto Bool de m valores booleanos 
cualesquiera se dlspone de un conjunto de conectivas funcionalmente complete 
tal que dado DCBool, existe un conjunto de fôrmulas 4^  construldo sobre ellas 
tal que 3(4^)=D (cf. comentarlos a la definiciôn 1.1 para la notaciôn 3(4^ )), 
para toda Interpretaciôn. 3. En el caso 3-valorado que venlmos estudlando, 
ello ocurre asl, segûn se demostrô en A. 2, conslderando T, F y D. SI D es un 
conjunto formado (>or un solo valor booleano aeBool entonces escrlblremos 
para expresar que
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Supongamos entonces que  ^es reflexlva y sea aeD^ ; entonces luego
acD^ . El reciproco es obvlo.
(4)  ^es transltlva • C D^ .
Supongamos que  ^es transltlva y que no esté Incluido en D^ . Exlstirà 
pues un elenento aeD^ XD^ ; llegamos a contradlcclôn eliglendo beD^ , que existe 
por ser no vacio, y observando que y y^ F^. pero no y^^, pues el
valor booleano falso no pertenece a D^ . El reciproco se slgue con un 
razonamlento similar al dado cuando se demostrô (2).
De esta forma se pueden consegulr relaciones de consecuencia que sean o 
no sean reflexlvas y/o transltlvas. Sln embargo, si buscamos una lôgica 
3-valorada que verlfIque (a) Q|0, (b) no se tenga y ademàs extlenda la 
clàsica en el sentido de que no permlta que (c) T^ F, entonces (por (c)),
xcD^  (por (b)) y xcD^ (pues xcD^  y (a)). Por tanto no es poslble consegulr 
que  ^ no satlsfaga {0,1}  ^ 0, con lo que  ^ no serà la consecuencia de
Sobocinski. Parece necesarlo pues dlstlngulr casos y définir expllcltamente 
cômo transforma  ^ cada tlpo de modelo al pasar de las premlsas a la 
concluslôn.
Recordemos que en lôgicas m-valoradas exlstia una nociôn de modelo por 
cada subconjunto de valores booleanos DSBool no vacio que no contuvlera el 
valor falso (cf. comentarlos a la definiciôn 1.1). Un primer Intente de 
definiciôn nos lleva a conslderar relaciones que asoclen a cada subconjunto 
DSBool un tlpo de modelo determinado por otro conjunto similar D’SBool. Es
decir, una relaclôn de consecuencia podria ser entonces un subconjunto p de
P(Bool)xfXBool) de manera que:
$|"4 # para toda Interpretaciôn 3:
3 es D-modelo de 4, (D,D*)cp * 3 es un D"-modelo de alguna fôrmula de 4
Ahora bien, convlene exlglr que si (D, D')ep entonces D'#Bool pues en 
otro caso 3 siempre séria un D*-modelo de alguna fôrmula de 4. En las mlsmas 
condlclones es lôglco pedlr que D*ma pues en otro caso 3 nunca podria ser 
D"-modelo de ninguna fôrmula de 4.
También séria deseable que el conjunto vacio se comportera semàntlcamente 
siempre como un conjunto de fôrmulas fuertemente vàlldas, esto es, ciertas en 
toda Interpretaciôn (recorder que, por definiciôn, m es también
IndefInidamente satisfactibie). De este modo, si (D, D')ep entonces podemos 
suponer que D*m, pues lo que ocurre cuando el antecedente es vacio es lo 
mismo que cuando està formado por fôrmulas fuertemente vàlldas y, como
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veremos, p siempre dirà algo, si éste es el caso.
Dicho esto se puede définir cuàndo un subconjunto de p(Bool)xP(Bool) 
détermina una relaclôn de consecuencia lôgica.
1. -Definiciôn. Cérmenes de consecuencia làgica.
Un germen de consecuencia lôgica es una relaclôn psp(Bool)xP(Bool)
tal que:
para todo A, CeP(Bool): ((A, C)ep * 0 * A, 0 # C # Bool). g
En adelante escrlblremos la pertenencla a gérmenes, (A, Ocp, mediante 
notaciôn Inflja, ApC.
Segûn los comentarlos que acabamos de hacer sobre la forma en que 
esperamos se transformen los D-modelos, podemos définir la relaclôn de 
consecuencia lôgica asociada, a un germen de la forma siguiente:
2. -Definiciôn. Consecuencia lôgica induclda por un germen.
Dados un conjunto de fôrmulas 4 y una Interpretaciôn 3 cualesquiera 
définîmes el valor booleano de 4 bajo 3 en el antecedente, escrito A^ (4), y 
en el consecuente, escrito C^(4), respectivamente mediante:
3(4) si 4 * 0
Aj(4) = 
y. dualmente:
(t) en otro caso
0^(4}
3(4) si 4 # 0
(£} en otro caso
Dado un germen p, deflnlmos la consecuencia lôgica Induclda por 
p como una relaclôn blnarla entre conjuntos de fôrmulas, de la manera 
siguiente:
4 |*p 4 <» Para toda Interpretaciôn 3 y todo C£B:
(A^(4)pC # CaCj(4)) 
donde C'aC * C" n C * 0. ■
Dados D, D’CBool taies que D£D" se tiene, segûn sabemos, que todo 
D-modelo es un 0'-modelo. Obsèrvese, sln embargo, que un germen p tal que DpC 
puede verlf Icar D'pC’, para algûn C’ dlsjunto con C. Es decir, una 
consecuencia que muestre cômo se transforma un D'-modelo, no explica 
Impllcitamente cômo se transforma un D-modelo, slendo DSD’. Es por ello que a 
la hora de définir gérmenes se ha de tener ésto en cuenta, como quedarà
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patente màs adelante.
Las ab-consecuencias que deflnlmos en la secciôn 2 son Inducldas por
gérmenes. como pasamos a demostrar. Recordemos que en la secciôn 1
Introdujlmos las siguientes notaclones: s={£.}, u»{i> y x}. Sea, por
ejemplo, la ss-consecuenc1a. En ella se transforma todo modelo fuerte en un
modelo fuerte. Por tanto, el germen p^^={(s,s)> Induce Anàlogamente
puede demostrarse que:
(1) ■ V donde p^^={(s,w)}
(2) ■ |i^ donde p^ «^{(s,s), (u,s), (w, s)}
(3) ■ |i donde p^«{(s,w), (u,w), (w, w)}
(4) donde Pg^ =^< (s, s), (u,w), (w,w)>
(5) donde p^^«{(s,s), (u,w), (w,s)}.
Obsèrvese que exige transformer un modelo débll en uno fuerte, pues 
(w,s)cp^^, mientras que permlte transformer uno IndefInldo, que también lo 
es débll, en uno débll, pues (u,w)cp^^. Sobre estas y otras propledades 
hablaremos en la siguiente secciôn. Antes termlnaremos haclendo noter que las 
relaciones de consecuencia obtenldas por el método de la matrlz son también 
Inducldas por gérmenes. En efecto, dado 0 c D c Bool tal que £éO se tiene que 
la relaclôn definida por D de acuerdo con lo dicho al principle de esta 
secciôn, coïncide con donde p^={(D’,0) / 0cD’£D>. De la mlsma manera, si
dlstlnguimos dos conjuntos de valores booleanos D^ , D^  con 0 c D^,D^  c Bool
entonces la relaciôn de consecuencia k que deflnen coïncide con k
°l-“2 '’d1,D2
donde p^   ^"MB', 0^ ) / 0 cD’CD^ }.
S. - mSFiBB0Bg X  LAS CONSECUENCIAS LOGICAS INDUCIDAS POR GERMENES.
Termioàbeaes la æcclôn anterior haclendo notar que ciertos gérmenes de 
conseemmmqiam lég&g##, como no satlsfacen una propledad de "monotonia"
segûn la cual ai p tr»isforma modelos débiles en fuertes entonces ha de 
transformar, «a^ partlcttlar, los indefInidos también en fuertes. Parece lôglco 
Impatoar éa## y atn» ffepledades que pasamos ahora a formuler en térmlnos de 
restricciofwa ambre les gérmenes. Antes de ello Introduzcamos la siguiente 
notaciôn. Dado un geamen p, llamamos dominio y rango de p a los conjuntos 
definidos por:
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doffl(p) » {ASBool / existe CSBool tal que ApC} 
ran(p) = {CSBool / existe ASBooI tal que ApC}. 
respectivamente.
1.-Definiciôn. Cérmenes y consecuencias lôgicas monôtonos.
Un germen p se dice monôtono si y solo si para todos A, A’. C’SBooI 
se veriflca que:
ecAcA’pC’ # [Aedom(p) y para todo C: ApC # CSC* J
Una consecuencia lôgica  ^ se dice monôtona si y solo si para 
cualesquiera conjuntos de fôrmulas 4^ , 4^ , 4^ , 4^  se veriflca que:
W  ♦al'V
Es évidente que todos los gérmenes definidos al final de la secciôn 
anterior son monôtonos, salvo el de Sobocinski, ya que (w,s), (u,w)ep.
Veamos la relaclôn existante entre la monotonia de un germen y la
monotonia de la consecuencia lôgica que éste Induce.
2.-Lema.
SI un germen p es monôtono entonces la consecuencia lôgica que 
Induce, |»^, es monôtona.
Demostraclôn. Supongamos que 4^  4^ , 4^ S4^ , 4^S4^  y sea 3 una
interpretaciôn cualquiera. Para demostrar que 4^ ).^  4^  conslderemos A^=A^(4^) 
y C^aAgtF^ ), 1*1,2. SI A^edom(p) o A^=A^, no hay nada que demostrar. SI no, 
demostremos que para cada C* tal que A^C* se tiene que C aC .
En efecto, si entonces como ocA^cA^ (recorder que 3(0)=(£})
resultarâ que, por ser p monôtono, existe CSC’ tal que A^ pC, con lo cual 
C^ aC, pues 4^^^ 4^ , y entonces C^aC*, pues C^ 2C^  y C’2C. ,
El reciproco del lema anterior es falso. Para demostrarlo razonemos como 
slgue. Conslderemos la consecuencia lôgica induclda por el germen p = 
((w, s), (w, u), (s, s), (u, s), (u.u)}. Es inmediato demostrar que es
monôtona, sln embargo p no lo es como lo prueba el hecho de que (w. s),
(u, u)ep. Obsèrvese que ups, upu slendo u*s. A contlnuaclôn vemos que sôlo 
este tlpo de comportamiento puede ser causa de que una consecuencia monôtona 
tenga un germen no monôtono.
31
3. -Definiciôn. Cérmenes déterministes.
Un germen p se dice determlnlsta si y solo si para todo ASBool 
existe a lo mâs un CSBool tal ApC. g
Es évidente que todos los gérmenes definidos al final de la secciôn 
anterior son determlnistas.
A ciertos gérmenes puede asociàrseles otros determlnistas como demuestra 
el siguiente resultado:
4.-Lema.
Si p es un germen tal que para todo Aedom(p) se tiene: 
r> {C / ApC} # 0
entonces existe un germen determlnlsta p tal que se veriflca para cualquler 
conjunto de fôraulas $ v 4 u {ÿ}:
(a) él. - 4 .* 4 I. 4I p ip
(b} 4|.^  ^ * 4 y -*•
Demostraclôn. Dado un germen cualquiera p en las condlclones del lema, le 
asoclaaos la relaclôn p definida por:
p - {(A,C) / Aedom(p). C ■ r» Ap} 
donde Ap * {C / ApC}.
Obsèrvese entonces que p es un germen y, por construcclôn, es 
determlnlsta.
(a) 4^ - 4 * 4 hp Sean una Interpretaciôn 3 y un conjunto CSBool
cualesquiera taies que A^(4)pC. Entonces A^(4)pD, para algün DSC. Como 4|^4 
entonces C2(4)aD con lo que [^(4)30.
(b) 4^^ ^ # 4  ^- #. Como en (a) supongamos que A^(4)pC entonces, 
por construcclôn. C = n {D / A^(4)pD}. Pero dado D tal que A^(4)pD sabemos 
que Cgt^leD. pues 4).^  0, luego Cj(^)eC. ,
5.-Lema.
SI la consecuencia lôgica Induclda por un germen p es monôtona y 
p es determlnlsta entonces p es monôtono.
Demostraclôn. Por contraposlclôn, supongamos que p no es monôtono 
entonces existen A, A', C’SBool taies que mcAcA’pC’ y se da alguna de las 
siguientes condlclones:
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(i) Aedom(p)
(11) existe C no Incluido en C* tal que ApC.
En el caso (1) elegimos bcBoolXC*, que existe pues A’pC* y p es un
germen, luego C  #Bool. Entonces 4^  (recuérdese esta notaciôn
Introduclda en la secciôn anterior), pues Addom(p), 4^ c4^ , y no se tiene
4^ , [-p y^ . pues para cualquler 3: Aj(4^ , )*A* pC* (observar que A^ (4^ , )*3(4^ , )
pues A" #0 ya que 0cAcA" ), pero . Luego no es monôtona.
En el caso (11) elegimos ceCNC, que existe pues C no està Incluido 
en C , y tenemos (pues para cualquler 3 y cualquler DSBool, si
Aj(4^)»ApD entonces D*C, pues p es determlnlsta, y se tiene Cj(y^)»c€D),
4^ c4^ , y no es clerto que 4^ , y^  (pues para cualquler 3:
Aj(4^ , )*3(4^ , )»A’pC' e ). Por tanto en este caso tampoco es
monôtona, como querlamos demostrar. g
6.- GERMENES Y CONSECUENCIAS INDUCIDAS EN LOGICAS 3-VALORADAS.
Nos ocuparemos en esta secciôn de estudiar los gérmenes que existen para 
el caso de très valores booleanos. En adelante, pues, supondremos que B=(t, 
£, x} y que p es un subconjunto de p(B)xP(B). Impondremos, sln embargo, 
ciertas restrlcclones, que formularemos en forma de principles, de manera que 
las consecuencias lôgicas que resulten tengan algunas propledades deseables.
I. Principle de Contradlcclôn.
Es lôglco suponer que las consecuencias lôgicas que estudlemos extiendan 
el comportamiento de la dada en lôgica clàsica. En este sentido pediremos que 
un conjunto de fôrmulas sea consecuencia de cualquler otro en el que alguna 
de las hipôtesis sea falsa.
1.-Definiciôn.
Decimos que una consecuencia lôgica  ^ satlsface el principle de 
contradlcclôn, que abrevlamos mediante (CT), si y solo si para todo conjunto 
de fôrmulas 4 u ♦ se tiene 4 v (F)  ^4.
Declmos que un germen p satlsface (CTT) si y solo si para todo 
Aedom(p): £«A. g
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Veamos la equlvalencla de los conceptos anteriores en el sentido del 
siguiente lema:
2.-Lema.
Un germen p satlsface (CT) si y solo si la consecuencia lôgica que
induce t satlsface (CT).
P
Demostraclôn. Supongamos que p satlsface (CT) entonces. dada una 
interpretaciôn 3 cualquiera, A^(4 u (F>)pC no se cumple para r.lngûn C, pues 
£eA, para todo Aedom(p). Por tanto 4 u {F} 4 es trlvlalmente clerto.
Para el reciproco. razonemos por contraposlclôn. Supongamos que p 
no satlsface (CT) entonces A u (£}pC, para ciertos A, C. Como p es un germen 
elljamos bcBNC y tendremos que no es clerto que 4^  u (F) con lo que
no satlsface (CT). g
II. Principle de Conslstencla.
En lôgica clàsica no es poslble conclulr algo contradlctorio a partir de 
nlngùn conjunto satisfactibie de fôrmulas. En nuestro caso tenemos:
3.-Definiciôn.
Declmos que una consecuencia lôgica j- satlsface el principle de 
conslstencla, abrevladamente (CN), si y solo si para todo conjunto de
fôrmulas 4, si Sat^ 4 entonces no es el caso que 4  ^F.
Declmos que un germen p satlsface (CN) si y solo si existe C tal 
que £<C y spC. g
4.-Lema.
Un germen p satlsface (CN) si y solo si la consecuencia lôgica que
Induce t satlsface (CN).
•p
Demostraclôn. Supongamos que p es un germen que satlsface (Œ) y sea 4 un
conjunto de fôrmulas fuertemente satisfactibie. Entonces existe una
interpretaciôn 3 tal que A^(4)=s. Por tanto A^(4)pC para algun C tal que £dC.
Pero entonces no se tiene 4 k F con lo que }• satlsface (CN).
P P
Supongamos ahora que p no satlsface (CN) con lo que se tendrà que
para todo C: spC <* Ca£. Entonces T F y, de nuevo, no satlsface (CN). g
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III. Principle de Tautologia.
Como en lôgica clàsica. supondremos que una concluslôn idénticamente 
cierta es consecuencia del conjunto vaclo de premlsas.
5.-Definiciôn.
Declmos que una consecuencia lôgica satlsface el principle de 
tautologla, abrevladamente (TL), si y solo si se tiene )• T.
Declmos que un germen p satlsface (TL) si y solo si para todo C tal 
que spC, se veriflca JteC. g
6.-Lema.
Un germen p satlsface (TL) si y solo si la consecuencia lôgica que
Induce t satlsface (TL).'P
Demostraclôn. SI p satlsface (T).) entonces teC siempre que spC con lo que 
T (recuérdese que, por definiciôn de consecuencia lôgica Induclda por un 
germen, A^(0 )»s, para toda Interpretaciôn 3).
SI p no satlsface (TL) entonces existe C tal que spC y £éC, con lo 
que no se tendrà T y no satlsface (TL). g
Existe otra condlclôn que es coherente pedlr que satisfagan los gérmenes, 
pero que no es reflejo de ninguna sltuaciôn similar en lôgica clàsica.
7. -Definiciôn. Gérmenes superconsistentes.
Un germen p se dice que es superconslstente si y solo si se tiene 
que para todo Ceran(p): £éC. g
La idea es que una tal p no impone condlclones relatives a la presencia 
de fôrmulas falsas en el consecuente. Obsèrvese que (CN) exlgia la 
conslstencla baJo la satisfactibilidad fuerte en el sentido de que de un 
conjunto de fôrmulas que tuvlera un modelo fuerte no era poslble deducir algo 
falso (Impldlendo asl que T  ^F). En un germen superconslstente pedlmos que 
esto mlsmo suceda para cualquler otra satisfactibilidad, débll o Indefinida, 
sobre la cual diga algo la consecuencia lôgica Induclda.
En adelante estudlaremos aquellos gérmenes que, amén de ser 
determlnistas, monôtonos y superconsistentes, satlsfacen los très principles 
discutldos màs arriba.
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8. -Definiciôn. Cérmenes regixieres.
Un germen se dice regular si y solo si es determlnlsta, monôtono, 
superconslstente y satlsface los prlnclplos de contradlcclôn (CT), 
consecuencia (CN), y tautologla (TL). g
Una vez definidas las condlclones que debe satisfacer un germen pasemos a 
estudiar cuâles resultan en el caso 3-valorado.
Un germen regular cualquiera p debe cumpllr:
(I) Para C*s o C*w (o excluyente): spC. En efecto, por conslstencla
existe C tal que spC y £*C. Por tautologla £eC y, por ser p un germen, C»s o 
C*v. Por déterminisme, C està unlvocamente determinado.
(II) dom(p)S<s, u, w). Por contradlcclôn, nlngün Acdom(p) puede cumpllr
A3£.
Obsèrvese ademàs que, por monotonia, si wcdom(p) entonces ucdom(p).
(III) ran(p)S{s, u, w). Por ser p un germen, nlngùn Ceran(p) puede ser a 
o B. Por superconslstencla, nlngùn Ceran(p) puede cumpllr £eC.
Obsèrvese que si wpC entonces C#u pues en otro caso spu, por monotonia,
contra el principle de tautologla. Luego Cc(s, w>.
Conslderando (l)-(lll) y el caràcter monôtono y determlnlsta de los
gérmenes, deduclmos fàcllmente cuàles resultan, de entre los regulares. Para 
ello dlstlnguimos los slgulentes casos, observando que, segùn (1), scdom(p).
Caso 1; dom(p) » (s). Por la condlclôn (1), p sôlo puede ser ((s, s)>, es 
decir la ss-consecuencla (cf. secciôn 2), o {(s, w)}, esto es la
sw-consecuencla.
SI dom(p) 3 (s) entonces, por monotonia, solamente son poslbles otros dos 
casos:
Caso 2: dom(p) ■ {s, u). Por (1) tendremos que spC^ , slendo C^«s o C^ =w. 
Por otro lado tendremos que upC|^  para un ùnlco C^ que, por (111), veriflca 
Cÿe(s, u, w>. Por tanto, p es de una de las sels poslbles formas determlnadas 
por {(s, b), (u, b’)), con be(s, w} y b'«{s, u, w>.
Caso 3: dom(p) * (s, u, w). Por (1) tendremos que spC^ slendo C^ »s o 
C^ *w. Por otro lado tendremos C^ , C^  unlvocamente determlnados taies que 
upC^ , wpC^ . Por monotonia, deberà verlfIcarse que C^ , C^  S C^ , con, segùn
(111), C e(s, w). SI C^=s entonces C^ =C^ *s, por monotonia. Escrlblremos, 
entonces, slmplemente {(w, s)), es decir la ws-consecuencla. SI C^*w entonces 
p es de una de las sels poslbles formas determlnadas por {(s, b), (u, b").
36
(w, w)}, con b€{s, w> y b’e{s, u, w}. Para b=w y b’=w se obtiene, abreviando 
como antes, {(w, w)>, esto es la ww-consecuencia; para b=s y b’*w escrlbimos 
{(s, s), (w, u)>, que es la consecuencia de Blamey (cf. secciôn 3).
Es fàcll demostrar que los quince gérmenes que acabamos de obtener son 
regulares.
Las relaciones de Inclusiôn que existen entre las quince consecuencias 
lôgicas inducldas por estos gérmenes se expresan en el siguiente diagrams 
donde, para abreviar la escritura, se supone que p ===> p" represents .
{(s,s)} »»»> {(s,w)>
{(s,w).(u, s)> 
A A
{ (s, s), (u, s)>
I
{(s,w),(u,w)> <a 
A A
{(s,w),(u,u)> 
A A
1 1
=*=> <(s,s),(u,w)> <«* {(s, s), (u. u)>
/V /
((w.w)
A
1
{(w.w), (u.u)}
A
1
{(w.w),(s,s),(u,s)> ===> {(w,w),(s.s)> <=** {(w,w),(s,s),(u,u)}
A
I
{(w,s)>
Las inclusiones que muestra este diagrama son propias, es decir, dados p 
y p' que aparezcan en dos nodos dlferentes del diagrama taies que p ===> p', 
se tiene que c . En efecto, si p ===> p' entonces pueden darse los 
siguientes casos;
1) existen dos pares (a,b)ep y (a,b’)ep’ taies que b<b’(=w). Si b=s
entonces y k ,0, pero no y kn. Si b=u entonces y t ,T, pero no y k T.
a'p « p a'p ^  a'p
2) existe a tal que aedom(p)\dom(p') entonces a=w o a=u (observar que el 
paso de p a p" corresponde entonces al paso del caso 3 al 2 o del 2 al 1). Si 
a=w se tendrà tï,T)*^ ,F, pero no, por superconslstencla, para Si a=u
entonces F, pero no, anàlogamente, para
Conclulmos esta secciôn haclendo notar que dos hechos se mantienen igual 
que en la definiciôn 2.1: <(w,s)> induce la consecuencia lôgica màs fuerte, y 
{(s,w)>, la màs débil.
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7.- CARACTER ISTICAS GENERALES DE LAS CONSECUENCIAS LOGICAS REGULARES.
El propôslto de esta secciôn es caracterizar las consecuencias lôgicas 
que acabamos de définir con el fin de encontrar criterios que nos permitan 
optar adecuadamente por una de ellas. Para tal propôslto, estudlaremos su 
comportamiento frente a cuatro propledades caracterlstlcas de la lôgica 
clàsica: la ref lexlvldad, el modus ponens, la régla de deducciôn y la régla 
de corte.
En adelante supondremos pues que p es siempre un germen regular.
(A) Reflexlvldad.
1.-Definiciôn.
Declmos que una consecuencia lôgica  ^es reflexlva si y solo si 
para todo conjunto de fôrmulas 4 v 4 se tiene que 4 ^ 4  siempre que 4 n 4 *0 .
Declmos que un germen p es reflexivo si y solo si para todo A. C se 
tiene: ApC * ASC. ,
2.-Lema.
Un germen p es reflexivo si y solo si la consecuencia lôgica que 
induce es reflexlva.
Demostraclôn. Sea p reflexivo y supongamos que 4 n 4 # a. Sea 3 una 
interpretaciôn cualquiera tal que A^(4)pC. Como p es reflexivo se tendrà que 
3(4)SC. Entonces Cg(4)3C, pues 4 n 4 * o. Por tanto 4 4.
Reclprocamente, por contraposlclôn. supongamos que ApC y que A no 
està contenldo en C. Elljamos aeAXC con lo que y «4 , pero no es el caso que
♦* l-p ■
De 2 se deduce que los cuatro gérmenes que contlenen el par (u, s) y el 
germen {(w, s)}, no son reflexlvos y, por tanto, las consecuencias lôgicas 
que Inducen, tampoco.
(B) Modus ponens.
3.-Definiciôn.
Declmos que una relaclôn de consecuencia lôgica  ^ satlsface el 
modus ponens, abrevladamente MP, si y solo si para todo par de fôrmulas y, 4
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se tiene y, y— »4 h 4-
Declmos que un germen p satlsface (MP) si y solo si uèdom(p). g
4.-Lema.
Un germen p satlsface (MP) si y solo si la consecuencia lôgica que
induce k satlsface (MP).
'P
Demostraclôn. Supongamos que p satlsface (MP) y que existe una 
interpretaciôn 3 tal que A2(4)=3($)pC. 4={y. y—*4>, e 3(4)eC. SI 3(y)=i
entonces uS3(4)pC con lo que, por monotonia, supondria que uedom(p), contra 
(MP). SI 3(y)=t entonces 3(4)#f (pues en otro caso fe3(4)pC, contra (CT)); 
simllarmente se razona que 3(4)*i. para no contradecir (MP) pues entonces 
3(y— »4)*x; por tanto 3(4)»£. Pero entonces 3(4)=spC y teC, contra (TL). Luego 
3(y)»f con lo que, como antes, fe3(4), contradlclendo (CT).
Para el reciproco, razonemos por contraposlclôn. SI p no satlsface 
(MP) entonces uedom(p) luego upC con f«C, por superconslstencla. Entonces no 
es el caso que (n, Q—»F> F, con lo que |*^ no satlsface (MP). g
El contraejemplo anterior muestra cômo obtener una versiôn mâs débll de
(MP). Para ello exigimos que el antecedente esté deflnldo, es decir:
y, ûy, y— >4  ^4 
Escrlblremos (MP^ ) para referlrnos a ella.
5. -Definiciôn.
Declmos que una relaciôn de consecuencia |« satlsface (MP^ ) si y 
solo si para todo par de fôrmulas y, 4 se tiene que y, ûy, y— >4 h
Declmos que un germen p satlsface (MP^ ) si y solo si (w,s)«p. g
6.-Lema.
Si un germen p satlsface (MP) entonces satlsface (MP^).
Demostraclôn. En efecto, en otro caso wedom(p) con lo que, por monotonia,
se tendria que uedom(p), contra (MP). g
7.-Lema.
Un germen p satlsface (MP^ ) si y solo si la consecuencia lôgica que 
Induce satlsface (MP^ ).
Demostraclôn. Supongamos que p satlsface (MP^ ) y que existe una
Interpretaciôn 3 tal que Aj(4)=3(4)pC. 4={y, Ay, y— >4). e 3(4)*C. Por (CT),
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3(y), 3(6y)*f luego 3(Ay)=t y, entonces, 3(y)=t luego 3(0)vf, para no 
contradecir (CT) (pues en otro caso 3(y— >4)*£): si 3(4)=i entonces 3($)=wpC; 
pero Ceis. w> luego, como p satlsface (MP^), C#s y entonces 3(4)=ieC=w, 
contra lo supuesto. Por tanto 3(4)“1 luego 3(4)=spC e 3(4)=t«C, contra (TL).
Para el reciproco, razonando por contraposlclôn, tenemos que si
(w,s)ep entonces no es el caso que {T, AT, T— >0> 0, con lo que y^  no
satlsface (MP^). ,
(C) Regia de deducciôn.
8.-Definiciôn.
Declmos que una relaciôn de consecuencia lôgica j» satlsface la
régla de deducciôn, abrevladamente (RD), si y solo si para todo conjunto de
fôrmulas 4 u (y, 4> se tiene: 4, y  ^4 * $  ^y— >4.
Declmos que un germen p satlsface (RD) si y solo si p es {(w, w)}, 
{(w, s)> o {(s, w)>. g
9.-Lema.
Un germen p satlsface (RD) si y solo si la consecuencia lôgica que 
induce y^  satlsface (RD).
Demostraclôn. Supongamos que p satlsface (RD) y distingamos casos segûn 
la ab-consecuencla que Induzca. Para la aw-consecuencla, ae{s, w}, razonamos 
como slgue. Supongamos que 4, y 4 y sea 3 una interpretaciôn cualquiera 
tal que A^(4)pw; si 3(y— »4)éw entonces 3(y— >4)“£ con lo que 3(y)=t e 3(4)=f. 
luego Ag(4 u {y>)*3(4 u {y})pw (pues o bien A^lélefs, w} y se tendrà 3(4v(y)) 
u}, o bien Ag(4)=u y como Ag(4)pw, estaremos en el caso de la 
ww-consecuencla y tendremos también que 3(4 u (y>)=wpw): por ser 4, y y^  4, 
resultarâ que 3(4)ew, de manera que si 3(4)=f, contradecimos la 
superconslstencla. El caso de la ws-consecuencla es similar. SI, como antes, 
Ag(4)ps e 3(y— entonces 3(y)*f con lo que 3 slgue slendo modelo débil de 
4 u (y>; como 4, y |t^ 4 entonces 3(4 u (y>)ps y por tanto 3(4)=1. con lo que 
3(y— >4 )=t. contra lo que habiamos supuesto.
SI p no satlsface (RD) entonces razonamos segûn la siguiente cadena 
de casos. Supongamos que wadom(p). Si uëdom(p) entonces p es {(s, s)> que 
veriflca 0 y^  il, pero no f^ i^î— >(1. Si (u, b)ep, para algün be<s, w, u), 
entonces il, T y^  F, pero no il y^  T^F. Supongamos entonces que (w, a)ep, para 
cierto ae{s,w). SI p no induce la ws-consecuencla entonces a=w. SI (s, s)ep.
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vale el mismo contraejemplo que para {(s, s)}. Si no, (s, w)ep y, como
uedom(p), por monotonia, caben très posibilidades:
(i) (u, w)ep resultando que p»{(w, w)> que, segùn hemos visto, satlsface
(RD)
(11) (u, s)ep. Entonces Q, T iJ, pero no Q y^
(ill) (u, u)ep. Entonces fî, T y^  T, pero no £1 T— >T. *
Como se hlzo mâs arriba, es poslble encontrar una versiôn mâs débil (RD^ ) 
de (RD) Imponiendo de nuevo que el antedente de la implicaciôn esté deflnldo; 
es decir: ♦, y  ^4 * 4, Ay  ^y— »4- Por monotonia es inmediato demostrar que 
todo germen regular que satlsface (RD), satlsface (RD^).
10. -Lema.
Todas las consecuencias lôgicas inducldas por gérmenes. regulares 
satlsfacen RD^ .
Demostraclôn. Supongamos que 4, y 4 y sea 3 una interpretaciôn
cualquiera tal que A^(4 u (Ay>)=3(4 u (Ay})pC, entonces 3(4 u {Ay})e(s, w), 
pues 3(Ay)#i, y Ce(s, w>. Por tanto, 3(Ay)=t con lo que o bien 3(y)=f, y se
tendrà que 3(y— >4)=t y, por (TL), 3(y— >4)eC. o bien 3(y)=t, y resultarâ que
3(4 u (Ay>)=3(4 u (y)) con lo que, por ser 4, y y^  4. habrâ de tenerse 
3(y— >4)=3(4)eC. g
(D) Régla de corte.
11.-Definiciôn.
Decimos que una relaciôn de consecuencia lôgica satlsface la 
régla de corte (o transitivldad), abrevladamente (RC), si y solo si para todo 
conjunto de fôrmulas 4 u 4' u 4 u 4" u (tj) se tiene:
4  ^(t)) V 4, 4' u (t)}  ^4" * 4 u 4"  ^4 u 4'.
Decimos que un germen p satlsface (RC) si y solo si p es o bien
{(w, s)> o ((w, w), (s, s), (u, u)} o un subconjunto de éste que sea un
germen regular. g"
En caso de que una consecuencia lôgica no satlsfaga (RC) entonces no es 
poslble encontrar para ella câlculos correctes y completes “al estllo de 
Hllbert". En su lugar serâ necesarlo la utlllzaciôn de câlculos de 
secuenclas, como veremos en el capitule siguiente.
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12. -Lema.
Un germen p satlsface (RC) si y solo si la consecuencia lôgica que
induce k satlsface (RC).
*P
Demostraciôn. Supongamos que p es un germen distinto de {(w, s)>, que 
satlsface (RC) (observar que, entonces, p es un conjunto de pares de la forma 
(a, a), para a recorrlendo algûn subconjunto no vaclo de (s, w, u>) y que se 
tlene $ (tj> vj ♦ y ♦' u (t)> . Sea 3 una Interpretaclôn cualqulera tal
que Ag($ V ♦’ )pC y A^(4’ u $' )=a, ae(s. w, u), con lo que C=a, por lo que 
acabamos de declr sobre p. SI no es el caso que tengamos CaC^($ v ) 
entonces, como $ (tj) u ♦, tendremos que 3(n)ea. Pero u (n) 1»^ ♦’ luego 
CaC^(*' ) y, entonces. CaC^($ u ♦'), contra lo supuesto. SI p es ((w. s)}
entonces dada una Interpretaclôn 3 cualqulera tal que A^(ô u $' )=wps e 3 no 
sea modèle fuerte de nlnguna fôrmula de $ v $' entonces, como $ (tj> u
se tendrà que 3(%)=t^  luego A^l*' u (tj})=w , con lo que al ser $' v (rj) ♦*. 
tendremos que 3 serà modelo fuerte de alguna fôrmula de , contra lo 
supuesto.
Reclprocamente, por contraposlclôn, si p no satlsface (RC) entonces 
razonamos como slgue. Empecemos suponlendo que (s, w)ep. SI wedom(p)
tendremos que T Q y £î, T F, pero no T F. SI no es el caso anterior 
entonces (w, w)ep y (u. b)ep, para algûn be(s, w, u>, por monotonia.
Supongamos ahora que (u. s)ep; tendremos entonces 0 T. 0 y 0, T 0, pero
no Q n. SI, en camblo, (u, s)dp tendremos que o bien (u, w)ep y p sera 
{(w, w)}, que acabamos de ver satlsface (RC), o bien (u, u)ep y p sera el 
germen {(w, w), (u, u)}, que tamblén satlsface (RC). Flnalroente, si (s, w)ep 
entonces (s, s)ep y volvemos a dlstlngulr segün (w, s)ep (tenléndose entonces 
que p es {(w, s)} que satlsface (RC)) o no pertenezca. En este caso, si se 
tlene que (w, w)«p y p no satlsface (RC) entonces (u, s)ep y vale el ultimo 
contraejemplo para demostrar que no es transltlva; si, por el contrario, 
(w, w)ëp entonces para el caso (u, s)ep volvemos a tomar éste contraejemplo, 
para (u, w)cp observâmes que 0 T y 0. T F, pero no £î |*^ F y para el 
reste de les cases ((u. u)ep o uSdom(p)) hacemos notar que resultan gérmenes 
({(s, s), (u, u)> y ((s, s)>, respectIvamente) que satlsfacen (RC). ,
Como en (B) y (C), existe una verslôn mâs débll RC^ de la régla de corte 
que consiste en: (♦  ^♦, <p/\à<p y <p  ^ <» $.  ^ ♦’)• En primer lugar
demostremos que realmente RC^ es una verslôn mâs débll de RC.
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13.-Lema.
Si satlsface RC entonces satlsface RC^ .
Demostraclôn. Evldentemente, basta ver que p satlsface:
♦ y^  *, VAÔf * * *. V
Supongamos que * If, pAÔy y sea 3 una Interpretaclôn cualqulera tal que 
A^(*)pC entonces CaC^O* u {pA0^ >). SI CeCj('I') hemos acabado; si no, por ser p 
superconslstente, 3(yA0v)*& luego 3(yAAy)=t y, por tanto, 3(y)=t. SI se 
tuvlera Cg($ u {</>}) r\ C = 0 entonces 3(y/\A{p) (=3(y))eC, pues $ y^  ♦, yAôy y 
Aj(*)pC, contra lo supuesto. ,
14.-Lema.
La consecuencia lôgica IndueIda por un germen p satlsface (RC^  ^ si 
y solo si p es {(s, w)>, {(s, w), (u, u)> o de alguna de las formas de los
gérmenes que satlsfacen (RC).
Demostraclôn. SI p es ((s, w)> entonces, supuesto que ♦ y^  ♦, yAÔy y que 
$', (p si existe una Interpretaclôn 3 tal que A^LO u $' )=s y u i" )
={f>, resultarâ que, p>or ser ♦ y^  ♦, ÿAÔy, entonces 3(yAAy)*f luego 3(yAAy)=t 
luego 3(p)=t y, al ser *'. <p l*p *’• tendremos que waC^ ('i''), contra lo 
supuesto.
Para {(s, w), (u, u)} se razona como antes tenlendo en cuenta que 
si 3 es una Interpretaclôn tal que A^(* v $' )=u, pero Cg(* u ♦’ ) n u = a 
entonces, como por hlpôtesls ô y^  $, yAAy, resultarla que 3(yAAy)=i, lo que 
es absurdo. Qultado este poslble caso, el otro que résulta es el mlsmo que el 
de {(s, w)>, que se razona como antes.
Para los casos en que p satlsface (RC) apllcamos el lema anterior.
Supongamos ahora que p no satlsface (RC^ ). Slgulendo el 
razonamlento del lema 12, si (s, w)ep y wddom(p), como p no satlsface (RC^ ), 
entonces o bien (u, s)ep tenléndose £î 1»^ TaAT, 0 y 0, T n, pero no £î y^  0, 
o bien (u, w)ep, resultando n TaAT y £Î, T 1»^ F, pero no n F. SI por el 
contrario, (s, w)<fp razonamos Igual que en el lema 12, tomando ahora los dos 
contraejemplos, alli usados, en su forma debllltada, que es la que acabamos 
de dar. .
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Concluiraos asi el estudio mencionado al principle de esta secclôn. 
Resunlmos las propledades que satlsfacen o no cada uno de los gérmenes 
regulares obtenldos, medlante el slgulente cuadro:
(Réf.) (MP) (MP^ ) (RD) (RD^ ) (RC) (RC^
Us, w)> SI SI SI SI SI NO SI
{(s. s)} SI SI SI NO SI SI SI
{(s. w). (u. u)l SI NO SI NO SI NO SI
{ (s, w). (u. w)> SI NO SI NO SI NO NO
{ (s. w). (u. s)} NO NO SI NO SI NO NO
((s. s), (u. u)> SI NO SI NO SI SI SI
((s. s). (u. w)> SI NO SI NO SI NO NO
{ (s. s). (u. s)> NO NO SI NO SI NO NO
{(w. w). (u. u)} SI NO SI NO SI SI SI
{(w. w)> SI NO SI SI SI SI SI
{(w. w). (u. s)> NO NO SI NO SI NO NO
{(w. w). (s. s). (u. u)} SI NO SI NO SI SI SI
{(w. w). (s, s)> SI NO SI NO SI SI SI
<(W, w). (s. s). (u. s)> NO NO SI NO SI NO NO
{(w. s)> NO NO NO SI SI SI SI
De este cuadro se deduce que sôlo algunas de las ab-consecuencia:
satlsfacen el modus ponens y la regia de deducclôn. La regia de corte la 
satlsfacen, ademàs de algunas de ellas, los gérmenes {(s,s). (w,w), (u,u)>, 
{(w. w), (u, u)>, {(s,s), (u,u)} y la consecuencia de Blamey {(s,s). (w,w)>. 
Unlcanente {(s,w)} verlflca a la vez MP y RD y, aunque no cumple la régla de 
corte, admltlrà, segün veremos, câlculos de secuenclas correctes y completes.
De todo lo dlcho deduclmos que las relaclones de consecuencia lôgica mâs 
naturales, en el sentldo de que satlsfacen mâs propledades de la lôgica 
clâslca, son las ab-consecuenclas y alguna comblnaclôn (Intersecclôn) de 
ellas. Es por tanto lôglco que optemos por una de estas para estudlar, en 
adelante, slstemas formales basados en très valores booleanos. Por lo que 
acabamos de declr, eleglremos la mâs débll de tal modo que en capitules 
posterlores escrlblremos slmplemente  ^en lugar de En todo caso podemos
relaclonar cualquler otra con ésta, usando los lemas 2.3 y 2.4.
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De los apartados A y B del présenté capitule obtenemos como conclusion 
los slguientes hechos que seràn usados en capitules posterlores:
(1) Se dlspone de un conjunto de très valores booleanos (t. i. f}, 
correspondlentes a los valores de verdad cierto, IndefInldo y falso, 
respectIvamente.
(2) Se dlspone de un conjunto QC de conectlvas, funclonalmente complete, 
formado por la negaclôn y la dlsyunclôn de Kleene, el operador de definlclôn 
A y el operador 0-âdlco constantemente IndefInldo O.
(3) La seraàntlca de los cuantlfIcadores exlstenclal y universal es la de 
Kleene y extlende la dlsyunclôn y la conjunclôn de éste. respectlvamente.
(4) La relaclôn de consecuencia lôgica es la sw-consecuencla. Con ella se 
exige que la concluslôn no sea falsa si las hlpôtesls son clertas.
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CAPITULO 2
UNA LOGICA DE PRIMER ORDEN PARA 
RJNCIONES PARCIALES
El problems fundamental que introducen las funclones parclales en los 
slstemas formales que las Incluyen es el tratamlento de la dlvergencla. Dlcho 
tratamlento se ha llevado a cabo, en muchos casos, desde un punto de vista 
estrlctamente matemàtlco. Para ello se optaba o bien por transformer las 
funclones en predlcados, conslderando su grafo, o bien por aslgnar valores 
arbltrarlos en los argumentes en que dlvergen.
As! conslderadas, ambas soluclones no son totalmente Idôneas para 
nuestros objetlvos. La primera se vuelve Inopérante si nos proponemos tamblén 
el estudio de los predlcados parclales, ya que no hacemos màs que trasladar 
el problema de la dlvergencla de las funclones a la de los predlcados. La 
segunda no es ùtll desde un punto de vista computaclonal pues, si bien de las 
funclones manejadas en matemàtlcas se supone conocldo el domlnlo de 
definlclôn, no es éste el caso si nos referlmos. a algorltmos, para los cuales 
averlguar si termlnan sobre una entrada determlnada se convlerte en un 
problema, segûn se sabe, Indecldlble.
La soluclôn que se toma entonces es, por una parte, la màs compllcada, 
pero, por otra, la màs satlsfactorla para un estudio del razonamlento formal 
sobre las funclones computables.
Se trata de Introduclr un valor arbltrarlo ûnlco para expresar la 
dlvergencla de una funclôn y utlllzar un mécanisme formal que nos permlta 
averlguar cuàndo una funclôn no està deflnlda en un argumente.
Lo prlmero lo hacemos de la manera obvia: todo conjunto sobre el que toma 
valores una funclôn parclal f se amplla con un elemento nuevo u de tal forma 
que f se vuelve total haclendo que valga u en los argumentes en que diverge. 
Lo segundo lo hacemos medlante el operador de definlclôn A del que hablamos 
en el capitule anterior, extendlendo su apllcaclôn a los térmlnos. Dlcho 
operador permlte el razonamlento formai sobre funclones parclales de domlnlo 
no determlnado, de la slgulente manera: dada, pongamos por caso, la funclôn 
parclal f, declr que el valor, si existe, de f en x, para cualquler valor de 
X, es un numéro par, se puede expresar medlante la fôrmula slgulente 
Vx(Af(x)— >Par(f(x))).
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A los predlcados parclales se Ilega si pensamos en el valor semàntlco que 
tomaria una formula como x/x>0 cuando se valora x como 0. En este caso 
Interpretamos la dlvergencla de la dlvlslôn dlclendo que el valor verltatlvo 
de la fôrmula no està defInldo. Introduclendo para ello el conjunto de très 
valores booleanos mencionado en el capitulo anterior. Obsérvese ademàs que 
esto supone tratar de manera uniforme tanto a funclones como a predlcados 
parclales pues en ambos casos se reserva un elemento para expresar lo 
divergente.
Inlclamos pues nuestro estudio bajo estas conslderaclones y lo empezamos 
tratando de obtener un slstema formal bàslco, una lôgica de primer orden. En 
este marco no serà poslble, como es bien sabldo, un anàllsls de todas las 
funclones computables, sln embargo se mostrarà la forma que ha de tener 
cualquler lôgica que lo extlenda y que aspire a un estudio formai de las 
funclones recurslvas parclales.
El desarrollo de este capitulo se Inlcla con la definlclôn del lenguaje 
que emplearemos y su semàntlca. La slntaxls de los térmlnos serà la de primer 
orden, màs dos construcclones al estllo de los lenguajes de programaclôn, 
"If-then" e "If-then-else", que servlràn, entre otras cosas, para définir 
formulas slempre IndefInldas. La slntaxls de las fôrmulas Inclulrà, como ya 
hemos dlcho, el operador de definlclôn A apllcado tanto a térmlnos como a 
fôrmulas.
La semàntlca tratarà las funclones parclales medlante ôrdenes parclales 
complètes (cpo’s) pianos, utlllzando su elemento minlmo para representar la 
dlvergencla. Ya que el conjunto de très valores booleanos que emplearemos es 
tamblén un cpo piano, trataremos de la mlsma forma, como se ha dlcho, a 
funclones y a predlcados.
En la secclôn segunda presentaremos algunos resultados técnlcos, 
como los conocldos sobre colncldencla y sustituclôn para lôgica de primer 
orden, aplicados a nuestra lôgica.
En la secclôn tercera Introduclmos un método de tableaux capaz de tratar 
funclones parclales y très valores verltatlvos. El método de los tableaux es 
un procedimiento potente para estudlar la teorla de prueba de los slstemas 
formales de primer orden y nosotros veremos cômo apllcarlo al nuestro.
El método se basa en la construcclôn de àrboles para conjuntos de 
fôrmulas de forma que segün sea el àrbol, podamos extraer Informaclôn sobre 
la satlsfactlbllldad del conjunto. Los nodos del àrbol estàn etiquetados por 
fôrmulas del lenguaje y segün sea la estructura de éstas, el àrbol se
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extlende de una forma u otra.
En la slgulente secclôn continuâmes la definlclôn de los tableaux para 
nuestro método, preclsando cuàndo se conslderan cerrados. De los tableaux 
cerrados se puede conclulr la Insatlsfactlbllldad de un conjunto de fôrmulas; 
màs exactamente, el método de los tableaux puede utlllzarse como un 
procedimiento de demostraclôn por refutaclôn, usando que un tableau para un 
conjunto de fôrmulas que contenga una contradlcclôn semàntlca obvia en todas 
sus ramas hace Insatlsfactlble fuertemente el conjunto de partlda.
Demostraremos formalmente esto, la asl llamada correcclôn del método, en 
la secclôn qulnta y en la slgulente veremos que tamblén es cierto el 
recfproco, la completltud del método, es declr, si un conjunto de fôrmulas no 
es fuertemente satlsfactlble, podemos construlr para él un tableau tal que 
todas sus ramas contlenen una contradlcclôn semàntlca obvia. Para ello 
segulremos una construcclôn de modelo (fuerte) a partir de constantes, 
empleando un concepto adecuado de conjunto de Hlntlkka. y mostraremos cômo se 
obtlenen dlchos conjuntos en la construcclôn de clertos tableaux, los que 
1lamamos canônlcos.
La secclôn séptlma muestra cômo relaclonar el método de los tableaux con 
la obtenclôn de càlculos de secuenclas complètes para nuestra lôgica, 
obtenlendo condlclones de manera que todo càlculo que las satlsfaga sea 
complete. La slgulente secclôn présenta un càlculo de secuenclas para nuestra 
lôgica y en las secclones décima y undéclma se demuestra su correcclôn y 
completltud, ésta ultima apoyada en la relaclôn entre tableaux y càlculo que 
acabamos de menclonar. Por fin, el capitulo termina con una reseha de los 
trabajos màs Importantes que conocemos sobre el tema.
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1. - LENGUAJE DE UNA LOGICA DE PRIMER ORDEN PARA FUNCIONES PARCIALES: LFP.
La slntaxls del lenguaje que présentâmes es similar a la de primer orden. 
con la salvedad de dos nuevos tlpos de construcclones para térmlnos y para 
fôrmulas.
En adelante supondremos que Z es una signature de primer orden con 
Igualdad. es declr, un conjunto (numerable o no) formado por constantes 
c.d,... slmbolos de funclôn f, g,.., cada uno con una arldad asoclada n>0, y 
slmbolos de predlcado R, S,... con su arldad n&l. Supondremos tamblén un 
conjunto numerable V de variables x, y,...
1. -Definlclôn. Z-térmInos y Z-fôrmulas.
Dada una slgnatura Z, el conjunto de los Z-térmlnos, cuyos 
elementos tlplcos representaremos por t, t^ , t^ ,... y el conjunto de las 
Z-fôrmulas p, %,.., se deflnen, respectlvamente, por las slguientes reglas 
en forma de Backus-Naur:
t::» c (constante de Z) |
X (variable de V) [
f(t^,..,t^) (f slmbolo n-arlo de funclôn de Z) |
If X then t 1
If X then t^  else t^  (% Z-fôrmula sln cuantlf Icadores)
y:
V::= t^ atg I
R(t^,..,t ) (R slmbolo n-arlo de predlcado de Z) )
At I I pvÿ, I 3xp I ôp n
En la slntaxls de los térmlnos admltlmos dos nuevas construcclones a las 
que, abrevladamente, nos referlremos como If-then e If-then-else. Su sentldo 
serà patente cuando tratemos la semàntlca. Para las fôrmulas, como dljlmos, 
admltlmos la apllcaclôn del operador de definlclôn tanto sobre térmlnos como 
sobre fôrmulas.
El resto de las conectlvas usuales en primer orden se entenderàn como
abrevlaturas, deflnldas del modo clàslco; esto es: pA0 abrevla. T(-ipv->(^ ), p—
abrevia npv^ y p«-»^  abrevla (p— . Asi mlsmo, la cuantlf Icaclôn 
universal Vxp abrevla n3xip.
50
A la lôgica que hemos comenzado a introduclr en la definlclôn anterior 
nos referlremos abrevladamente medlante LFP (Lôgica para Funclones 
Parclales).
Como se ha dlcho en la presentaclôn de este capitulo, la semàntlca de las 
funclones parclales se basa en su transformaclôn en totales Introduclendo un 
elemento nuevo aproplado. Para ello convertlremos los domlnlos de las 
estructuras en conjuntos con un elemento destacado; màs exactamente, 
emplearemos ôrdenes parclales completes, abrevladamente cpo's, pianos, para 
définir la semàntlca de una funclôn parclal, slgulendo una Idea bien conoclda 
de Scott [Sco 701.
Dado pues un conjunto A, se dice que convertîmes A en un cpo piano, que 
représentâmes por A^ , si considérâmes el conjunto A v con el orden
parclal defInldo sobre él:
xsy # x=i^ V x=*y
para todo x, y eA^ .
' Como vemos un cpo piano no es màs que un conjunto A con un orden que 
considéra a sus elementos Incomparables entre si, salve a uno, que es la 
base y es menor que el resto; a dlcho elemento se le llama "bottom" del cpo y 
serà el valor flctlclo que tome una funclôn cuando dlverja. Obsérvese que, de 
acuerdo con esto, el cpo B defInldo en §1.A.1.1 y formado por B(=(i, f, i})
con su orden, se puede conslderar como la converslôn del conjunto de valores
clàslcos en un cpo piano. Abusando de la notaclôn escrlblremos B en lugar de 
y i en lugar de i^ .
La semàntlca de las funclones parclales supone que éstas son estrlctas. 
Con esto queremos declr que si una funclôn està deflnlda para clertos
argumentos, todos ellos a su vez estaràn deflnldos. Màs formalmente:
2. - Definlclôn. Funclones estrlctas.
Dados A^ , 1=1,. .,n,n+1, cpos pianos, y una funclôn
f:A^x. .xA"— »a"*^ , dlremos que f es estrlcta si verlflca:
V \ l  "
para todo a^ eA^ , 1=1,..,n. g
Evldentemente si f es una funclôn parclal f:A*x. .xA"- — »a"*', donde - — »
se refiere a la parclalldad de f, entonces existe f : a\. . xA"— »a"*^  deflnlda 
por:
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f(a^,. .,a^ )
f(a^,...a^ ) si existe
1 en otro caso
para todo a^ eA*, 1=1,..,n, y f es una funclôn estrlcta.
Reclprocamente, dada f:A*x..xA*— , estrlcta, existe una
funclôn parclal f:A'x. .xA" »a'**^ deflnlda por:
(a ,..,a )Edom(f) # f(a , ..,a )*x 
I n  I n  An* I
para todo a^ eA*, 1=1,..,n.
Existe pues una correspondencla blunlvoca entre funclones parclales sobre
un conjunto A y funclones estrlctas sobre el cpo piano A^ .
Tenlendo en cuenta lo dlcho hasta ahora, podemos Interpretar los slmbolos
de una slgnatura Z de la slgulente manera:
3.-Definlclôn. Z-estructuras.
Una Z-estructura 3 es una cuâdrupla formada por un conjunto no 
vaclo A, al que 1lamamos domlnlo de la estructura, un conjunto de elementos 
c^ eA^ , por cada constante ceZ, un conjunto de funclones estrlctas f^ A^^A^, 
por cada slmbolo n-arlo de funclôn feZ, donde A^ représenta el producto 
carteslano de A^ , n veces, y un conjunto de funclones estrlctas R^ : a "-4B, por 
cada slmbolo n-arlo de predlcado ReZ. -
La valoraclôn de una variable entenderemos que, lôglcamente, aslgna 
slempre a ésta un valor defInldo.
4.-Definlclôn. Valoraciones y Z~interpretaciones.
Dada una Z-estructura 3, una valoraclôn sobre 3 es una apllcaclôn 
del conjunto de variables en su domlnlo; es declr o-:V— »A.
Una Z-lnterpretaclôn 3 es un par (3, «■) formado por una
Z-estructura 3 y una valoraclôn a sobre 3. ,
La semàntlca de térmlnos y fôrmulas serà, bàslcamente, la de primer 
orden, tenlendo en cuenta las conslderaclones que se hlcleron en el capitulo 
anterior sobre el comportamlento de conectlvas y cuantlfIcadores en lôglcas 
con très valores booleanos.
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s.-Definlclôn. Valor semântico de un término y una fôraiula.
Dada una Z-lnterpretaclôn 3, la semàntlca de térmlnos y fôrmulas 
vlene dada por sendas apllcaclones T^— y F^— que aslgnan a cada término 
t, un elemento 3(t)«A^, y a cada fôrmula p, un valor booleano 3(f)eB, de la 
manera slgulente:
(1) Térmlnos:
3(c) = c^
3(x) = (tCx )
3(f(t^,...t^)) = f“(3(tj)...,3(t^))
3(lf X then t)
3(t)
1
si 3(x)=t 
en otro caso
3(if X then t else t") =
3(t) 
3(f ) 
1
si 3(%)=t 
si 3(x)=l 
en otro caso
(2) Fôrmulas:
3(R(t^ . - . . tJ) = R®(3(tj). ...3(t^))
t si 3(t) » 3(f ) #
3(t=t’ ) f si 3(t) # 3(f )
1 en otro caso
3(6t)
t si 3(t)
£ otro caso
t si 3(?) = £
3( y^) £ si 3(?) = t
i en otro caso
t si 3(?) = t o 3(^) = t
3(^ vi/») £ si 3(?) = £ e 3(0) = f
1 en otro caso
t si existe aeA tal que 3[a/x](?)
3(3xp) £ si 3(a/x](?) = £ para todo aeA
i en otro caso
£ si 3(?) * i
3(6?) » •
1 en otro caso
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donde 3(a/xl es la Interpretaclôn (3, irfa/xl), slendo <r(a/xj la valoraclôn 
deflnlda por:
<r(y) si y*x
o-[a/xl (y) =
a si y=x
Varias observaclones hay que hacer sobre la definlclôn anterior. En 
primer lugar, yc que las variables slempre tnraan valores deflnldos. la 
fôrmula Ax (resp. lAx) verlflca 3(Ax)=t (resp. f). para toda Interpretaclôn 3 
y toda variable x. En adelante usaremos la letra T (resp. F) para referlrnos 
a la fôrmula Ax^  (resp. -lAx^ ), supuesto V totalmente ordenado y slendo x^ , su 
primer elemento. Tendremos pues, como hemos dlcho, una fôrmula slempre clerta 
(resp. slempre falsa).
Hecho esto podemos obtener térmlnos nunca deflnldos en nlnguna 
Interpretaclôn, como por ejemplo if F then x^ , que representaremos medlante w 
(no confundlr con el ordinal Inflnlto u).
En segundo lugar, la Interpretaclôn de la Igualdad = es la que llamaremos 
"débll" segün la cual queda Indeflnlda si alguno de sus mlembros es un valor 
IndefInldo. En oposlclôn se encuentra la Interpretaclôn "fuerte". 
2-valorada, que aslgna cierto cuando ambos mlembros son Iguales, es declr, 
IndefInldos o deflnldos con el mlsmo valor, y aslgna falso en otro caso. Esta 
Interpretaclôn, que representaremos por =, puede expresarse en funclôn de la 
débll medlante:
t a t ’ :<-» ( A t A A f  A t = t ’ ) v ( - i A t A n A f  )
Evldentemente, la débll (3-valorada) no puede expresarse en funclôn de la 
fuerte (2-valorada).
Ya que dlsponemos de un término Indef Inldo en toda Interpretaclôn y ya 
que la Igualdad « se Interpréta “débllmente" se tlene que:
3(w=w) = i
fôrmula que, slgulendo la notaclôn del capitulo anterior, representaremos por 
la letra 0. Observar que la slntaxls y semàntlca deflnldas permlten, pues, 
dlsponer de un conjunto de conectlvas funclonalmente complète (cf. §1.A.2.1).
2.- RESULTADOS SEMANTICXS TECNICOS.
Algunos conceptos clàslcos en lôgica de primer orden pueden ser deflnldos 
aqui de una forma similar. Tal es el caso de los de aparlclôn de 
una variable en un término y de una variable libre en una fôrmula.
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1.-Definlclôn. Variables en térmlnos y variables libres en fôrmulas.
Dados un término t y una fôrmula <p, se deflnen los conjuntos de
aparlclones de variables en t, escrlto var(t), y de aparlclones libres de 
variables en ?, escrlto Ilb(?), por Inducclôn sobre la estructura de t y ?, 
como slgue:
(1) var(t) se define como en primer orden si t tlene la estructura 
de un término de primer orden. En los demés casos:
vardf X then t) = llb(x) u var(t)
vardf X then t else t’) = llb(%) u var(t) u var(t')
(2) llb(?) se define para los nuevos tlpos de fôrmulas como:
llb(At) = var(t)
llb(A?) = llb(?) g
Nôtese que aunque T, F y Q tlenen una variable libre (x^ ), sus valores en 
cualquler Interpretaclôn 3 son Independlentes de 3(x^ ). Lo mlsmo puede 
declrse de u.
Obsérvese que en I f  x then t, puede tomarse llb(%) o var(%) (concepto 
éste def Inldo de forma anàloga a var(t)), ya que al estar x libre de 
cuantlfIcadores, cualquler variable que aparezca en x lo hace de forma libre.
Puede demostrarse, como en primer orden, un resultado de colncldencla 
(cf. (EFT 84]) para térmlnos y fôrmulas.
2. -Lema. Colncldencla.
Dados una estructura 3, dos valoraciones <r y o*’ sobre 3 y un 
término t (resp. una fôrmula ?) tal que <r(x) = «r’(x), para toda variable 
X€var(t) (resp. llb(?)) entonces (3,<r)(t) = (3,<r’)(t) (resp. ?). g
Anàlogamente puede deflnlrse la operaclôn de sustituclôn de variables por 
térmlnos medlante:
3. -Definlclôn. Sustituclôn.
Dados una variable x y un término t, se define la sustituclôn de x 
por t en un término s, escrlto s(t/x], o una fôrmula ?, escrlto ?(t/x}‘, por 
Inducclôn sobre la estructura de s y ? como slgue:
(1) Sustituclôn en térmlnos. Para las construcclones If-then:
(if X then s)(t/xl“lf x(t/x] then s(t/x]
(If X then s else s')[t/x]=lf %[t/x] then s(t/x] else s'{t/xl
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(2) Sustituclôn para fôrmulas. Para el operador A apllcado a 
térmlnos o fôrmulas:
(As)(t/xl .= As[t/x]
(A?)[t/x] = A?(t/x]
En los demàs casos, la definlclôn es la clàslca. ,
Como en lôgica de primer orden (cf. (EFT 84)) puede demostrarse el 
slgulente lema de sustituclôn. usando Inducclôn sobre la estructura de 
térmlnos y fôrmulas:
4.-Lema. Sustituclôn.
Dados una Interpretaclôn 3 y un término t tal que 3(t) * se 
tlene, para todo término s y fôrmula ?:
(a) 3(s(t/x)) = 3[3(t)/x)(s).
(b) 3(?[t/x]) = 3[3(t)/xl(?).
Demostraclôn. (a) En los nuevos casos tenemos, por ejemplo:
3((lf X then s)(t/xj) = 3(lf xlt/xj then s(t/x)) =
3(s(t/xl) si 3(x(t/x))=£
x^  en otro caso
3(3(t)/x](s) si 3(3(t)/xKx)-t
(por hlpôtesls de Inducclôn)
X^  en otro caso
« 3(3(t)/x](lf X then s)
(b) se demuestra de forma anàloga. g
Obsérvese que exlglmos que el término a sustltulr t tenga valor deflnldo 
por el detalle técnlco de que 3I3(t)/xJ tenga sentldo y no aslgne un valor 
IndefInldo a una variable lo que, como hemos dlcho, no està permltldo.
3.- UN METODO DE TABLEAUX PARA LFP. PRELIMINARES.
El método de los tableaux creado por Beth (Bet 59] y que nosotros 
formulâmes en una verslôn Insplrada en Smullyan (Smu 68] es un procedimiento 
de refutaclôn extremadamente elegante y natural. Su apllcaclôn en lôgica 
clàslca se basa en el principle de que ? es consecuencia lôgica de un 
conjunto de fôrmulas 4 si y solamente si 4 u (n?) no es satlsfactlble. Por
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tanto, para demostrar ? a partir de $ basta refutar el conjunto 4 u {i?>, 
esto es, probar su Insatlsfactlbllldad. Para hacer lo se construye para él un 
tableau que no es mâs que un àrbol con fôrmulas etlquetando sus nodos. En el 
proceso de su construcclôn, se empleza con una suceslôn de nodos etiquetados 
con fôrmulas del conjunto de partlda; en cada paso, una rama puede extenderse 
o blfurcarse, tenlendo slempre présente la Idea de que si el conjunto de 
partlda fuera satlsfactlble entonces exlstlrfa una rama en la que todas las 
fôrmulas que aparecleran serlan satlsfactlbles.
Asl, si ?A0 étiqueta la hoja de una rama, puede extenderse ésta con dos 
nuevos nodos etiquetados con ? y 0. pues si ?a0 es satlsfecha, tamblén lo son 
? y 0. Anàlogamente si qulen étiqueta es ?v0, la rama se blfurca con dos 
nodos etiquetados respectlvamente por ? y 0, pues si ?v0 fuera clerta 
entonces alguna de las nuevas ramas termlnarlan en una hoJa clerta.
Nosotros emplearemos el método de los tableaux para estudlar la teorla de 
prueba de LFP, es declr, para encontrar condlclones que permltan asegurar que 
un càlculo para LFP es complete. Para ello serà necesarlo adaptar el método a 
las caracterlstlcas slntàctlcas y semàntlcas que posee nuestra lôgica. Una 
vez hecho esto expllcaremos la forma de operar que tlenen los tableaux para 
taies propôsltos.
En principle, extenderemos la slgnatura de primer orden E, que 
supondremos a lo sumo numerable, con un conjunto numerable de nuevas 
constantes auxlllares C={c^ / n<w>. El propôslto de taies slmbolos es servir 
de "testlgos" en la prueba de completltud, donde segulremos una técnlca 
similar a la de construcclôn de modelo a partir de constantes (cf. [OC 73]), 
apllcada a un conjunto de Hlntlkka, obtenlendo un domlnlo formado por clases 
de equivalencla de térmlnos. La nueva slgnatura asl obtenlda, Z u C, serà 
representada medlante Z.
Ya que los nuevos slmbolos seràn usados para denotar Indlviduos deflnldos 
con clertas propledades, nos restrlnglremos, de ahora en adelante, a aquellas 
Z-lnterpretaclones 3 taies que 3(c) # para todo ceC.
Como hemos dlcho, un tableau es un àrbol para cuya construcclôn se deben 
dar reglas que dependen de la estructura y semàntlca de las fôrmulas. Por 
ello, en primer lugar, claslfIcaremos el conjunto de todas las Z-fôrmulas en 
clases y daremos para cada una de ellas un crlterlo semàntlco que permlta 
asoclar a una de sus fôrmulas, otras màs simples llamadas constltuyentes.
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1.-Definlclôn. Clases BASICA, ALFA. BETA. GAHHA y DELTA.
Una claslf icaclôn orientada hacia los tableaux es una partlclôn del 
conjunto de las Z-fôrmulas en clnco clases dlsjuntas de manera que se
satlsfagan los slguientes requerlmlentos:
(1) BASICA: Està formada por todas aquellas fôrmulas que no
pertenecen a nlnguna de las clases restantes. No tlenen constltuyentes.
(2) ALFA: Està formada por el conjunto de las llamadas
fôrmulas conluntlvas a que deben satlsfacer:
Sat^ $ u {a} # Sat  ^4 u {a^,. ., 
para clertos constltuyentes a^,.., a , slendo mal y flnlto.
EsquemàtIcamente representaremos esto por:
(3) BETA: Està formada por el
fôrmulas dlsvuntlvas g que deben satlsfacer:
Sat^ 4 V {g} » Sat^ 4 u {g^ } o ... o Sat^ 4 u {g^ } 
para clertos constltuyentes g^,. ., g , slendo mal y flnlto.
conjunto de las llamadas
Su esquema ahora es:
g
». I   I ».
(4) GAMMA: Està formada por el conjunto de las llamadas
fôrmulas unlversales y que deben satlsfacer:
Sat^ 4 u {y} # Sat^ 4 v {y, y(t)>
para todo Z-térmlno t. En este caso se tlenen Infinites constltuyentes y(t)
para los dlferentes t.
Su esquema es:
y
------  (t Z-térmlno)
y(t)
(5) DELTA: Està formada por el conjunto de las llamadas
fôrmulas existenclales 3 que deben satlsfacer:
Sat^ 4 u {5> # Sat^ 4 v {3(c)> 
para toda constante auxlllar ceC que no aparezca ni en 4 ni en 3. Por cada 
ceC es poslble formar un constltuyente 3(c).
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E!n este caso el esquema es:
a
3(c)
En todos los apartados anteriores, 4 représenta un conjunto 
arbltrarlo de Z-fôrmulas. g
Para nuestra lôgica LFP, las condlclones de (l)-(5) se satlsfacen si las 
clnco clases se deflnen como slgue:
BASICA: Ax, -lAx, -»Af (t^ ,. ., t^ ), iAR(t^,. .. t^), Ac, -lAc, slendo c una
constante cualqulera de Z.
ALFA: R(t^,..,t^)
(al)------------
At
At
(o2)-
-iR(t . . . , t )
At
At
(o3)-
At
(a4).
At,
At
(*S)
~>-up l(?V0)
(a6)-
•vp
(a7)-
Af(t^ t^ )
At:
At
(a8)-
A If X then t
X
At
-iA3x?
(a9)-
3x-iA? 
Vx(A?— »i?)
(alO)-
nA-i?
-lA?
(ail)
-lAAt
(al2)-
~iAA?
(al3)-
AAt
(al4)
AA?
BETA: ?v0
(gl) (g2)
A If X then t else t"
XAAt 1 iXAAt'
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GAMMA:
DELTA:
03)
05)
(g7)
(r)
(3)
-lA If X then t else t"
X A -iA t I n X A -iA t’ I nA%
-iA(?v0)
1 ( A ? v 0 ) I n (? v A 0 )  I n (A ? v A 0 )  
A?
(g4)
06)
iA If X then t
XA-iAt I ->x I iA%
nA(t =^t^ )
nAt^  I -At,
? I 1? 
-i3x?
(si ? no es de la forma A0 ni At)
At — > -»?(t/x] 
3x?
?(c/x]
Es fàcil comprobar que (l)-(5) de la definlclôn anterior dan una 
partlclôn de las fôrmulas. Basta segulr el slgulente esquema donde a la 
derecha de cada tlpo de fôrmula aparece la condlclôn de la claslfIcaclôn 
anterior en la que se Incluye:
1
R(t.
At:
) (a3)
(al)
Ac BASICA
Ax BASICA
Af(t^ .. "t») (a7)
A If % then t (a8)
A If X then t else t’ 02)
) (a4)
-a(t^ .. • • V (a2)
lAt: lAc BASICA
-lAx BASICA
nAf(t^.... t^ ) BASICA
-lA If X then t 04)
-lA If X then t else t’ 03)
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(aS)
(a6)
-i3x?j (y)
tA?^ : -iA(t^ *t^ ) (g6)
-iAR(tj, . .,t^ ) BASICA
-lAAt (ail)
->A-i0 (alO)
tA(0/0^) (gS)
iA3x0 (a9)
iAA0 (al2)
(gl)
3x? (3)
A?: A(t/t/ (g7)
AR(t^___t^ ) (g7)
AAt (al3)
Ai4j (g7)
A(f»/4,) (g7)
A3X0^ (g7)
AA?^ (al4)
2. -Lema.
La claslfIcaclôn que acabamos de dar es una claslfIcaclôn orientada 
hacla los tableaux, en el sentldo de la definlclôn anterior.
Demostraclôn. Veamos que se satlsfacen los requerlmlentos semàntlcos
(2)-(5) que aparecian en la definlclôn anterior. Para ello demostramos que 
dada una Z-lnterpretaclôn 3 cualqulera, se tlene:
ALFA: 3 k a # 3 k a a. . a a.'a 'al m
Ademàs vale tamblén excepto en los casos (al), (a2), (a3),
(a4) y (a7).
BETA: 3 g . 3 g^v..v g_
GAMMA: 3 y # 3 ?(t), para cualquler Z-térmlno t
DELTA: 3 $ u {3> » 3(a/c] {3(c)}, para algûn elemento a
del domlnlo de 3, slempre que ceC sea nueva, esto es, no 
aparezca ni en 4 ni en 3.
Demostremos pues ALFA por Inducclôn sobre la estructura de la 
fôrmula conjuntlva. Se tlene:
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(I) Los casos (al), (a2), (a3), (a4) y (a7) se basan en el hecho de que
Interprétâmes los slmbolos de funclôn y predlcado, y la Igualdad, por medlo 
de funclones estrlctas; de este modo, si ésta no diverge (que es como declr
que toma valor t. en (al) y (a3), f, en (a2) y (a4), o distinto de i^ , en
(a7)), entonces sus argumentos han de estar deflnldos, es declr. han de ser 
clertos todos los constltuyentes y, por tanto, tamblén su conjunclôn.
(II) Para (a8) supongamos que 3 es tal que 3(0 If x then t)=£, entonces 
3(lf X then t) * con lo cual 3(%)=t e 3(t)#x^. El reclproco es 
consecuencia Inmedlata de la semàntlca dada en 1.5. De forma similar para 
(alO), si 3(-iAi?)*i, entonces 3(û->?)=£ luego 3(-t?)=x. Por tanto 3(?)=i y se 
tendrà 3(-iA?)»t,. Anàlogamente el reclproco.
(III) Para (a9) supongamos que 3(nA3x?)=t entonces 3(3x?)=i luego existe 
a/A tal que 3(a/xJ(?)«i y para todo aeA. 3[a/x] (?)#£. Por tanto existe a/A
tal que 3îa/xJ (nA?)«£ y para todo aeA, 3ta/xl(?)=£ o 3la/x](4)=i. De lo
prlmero se deduce que 3(3x-iA?)»t y de lo segundo que 3{a/x](A?— >-i?)=t, para 
todo aeA (pues es Inmedlato que no es falsa y si estuvlera Indeflnlda 
entonces 3(a/x) (A?)=£, 3[a/x](?)=i, para algûn aeA, y esto entra en
contradlcclôn con lo supuesto), es declr 3(Vx(A?— >->?))=£. Slmllarmente el 
reclproco.
(Iv) Los casos (aS), (a6), (al3) y (al4) son triviales y los casos (ail) 
y (al2) son vaclamente clertos.
Para BETA se tlene:
(v) Para (g3), sea 3 tal que 3(-iA If x then t else t' )=£ entonces o bien 
3(x)=t e 3(t)*i^ , o bien 3(%)=£ e 3(t" )=i^ , o bien 3(%)=i. En cada caso es 
fàcll deduclr que el correspondlente constltuyente es cierto. De forma 
similar se demuestra para (g2) y (g4). Para los reclprocos basta recordar que 
si una dlsyunclôn es clerta entonces lo es alguno de sus mlembros. De la 
certeza de un constltuyente se obtlene la de la fôrmula de partlda. de forma 
similar a lo que acabamos de ver.
(vl) Para (g5) recuérdese que si una dlsyunclôn no està deflnlda 
entonces, ya que no es estrlcta, o bien un mlembro no està deflnldo y el otro 
es falso. o bien los dos estàn Indef Inldos, y esto es preclsamente lo que 
expresan los constltuyentes pues, por ejemplo, t (A?v0) tlene el mlsmo valor 
semàntlco que -iA?a-i0 (que aflrma que el primer mlembro de la dlsyunclôn no 
està deflnldo y el segundo es falso), y t (A?vA0), el mlsmo que -iA?atA0 (que 
expresa que los dos mlembros estàn IndefInldos). El reclproco se demuestra de 
forma similar.
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(vil) Para (g6) obsérvese que la Igualdad es el ûnlco predlcado del que 
sabemos. "a priori", la razén para que quede Indef Inldo y ésta no es otra 
que la dlvergencla de alguno de sus mlembros. Para el reclproco recuérdese 
que la Interpretaclôn de la Igualdad es débll y queda Indeflnlda si alguno de 
sus mlembros lo esté.
(vlll) Los casos (gl) y (g7) son Inmedlatos. Obsérvese que en el caso 
(g7), obtenemos que ?v-i? es verdadera si y solo si ? esté deflnlda. Este 
hecho Juega en nuestra lôgica un papel similar a la ley del terclo excluso en 
lôgica cléslca.
Para la demostraclôn de GAMMA tenemos:
(Ix) Sea una fôrmula universal clerta, esto es, supongamos que 3(-«3x?)=t 
entonces para todo aeA, 3(a/x](?)=f. Sea t un E-térmlno cualqulera y
demostremos que 3(ôt— »n?[t/x])-t. SI no fuera asl se tendria 3(ût)»t (pues el
operador de definlclôn slempre es cierto o falso. y si fuera falso, la 
Impllcaclôn séria clerta) y a la vez 3(n?[t/x])#t. Entonces 3(t)»a, aeA, e 
3(?[t/x])*£ luego, apllcando el lema de sustituclôn, 3[a/x)(?)#f, contra el 
supuesto de que 3{-i3x?)=t.
Por ûltlmo, la demostraclôn de DELTA es como slgue;
(x) Supongamos que las fôrmulas de * u {3x?> fueran clertas en 3 entonces 
exlstlrla aeA tal que 3[a/xl(?)»t. Sea ceC una constante auxlllar que no 
aparezca en 4 v j {3x ?} y conslderemos la Interpretaclôn 3(a/c]; es évidente, 
como en el lema de colncldencla, que 3[a/c] es modelo fuerte de 4 (por no
aparecer c en 4) y de ?(c/x) (por no aparecer en ? y usando el lema de
sustituclôn, tenlendo en cuenta que 3(a/cl(c)=a»i^ e 3(a/xl(?)=£). Luego 4 v 
{?Ic/xD tlene a 3[a/cJ por modelo fuerte. Slmllarmente el reclproco. g
4.- TABLEAUX PARA LFP.
Como dljlmos en la secclôn anterior, los tableaux son usados con el 
propôslto de refutar un conjunto de fôrmulas. Demostrar por refutaclôn que ? 
se obtlene del conjunto de fôrmulas 4 slgnlflca "llegar a contradlcclôn" a 
partir de 4 u probando que 4 vj (n?) no admlte modelos fuertes.
Recuérdese que esto équivale a 4  ^ ya que nuestra consecuencia |« es
(cf. &1.B.7).
Si en el proceso de construcclôn de un tableau para 4 u (-*?} llegamos a 
que nlnguna de sus ramas es fuertemente satlsfactlble, el conjunto de partlda
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tampoco lo serla ya que, gracias al lema 3.2, una rama se va extender o 
blfurcar de tal forma que la satlsfactlbllldad fuerte se conserve en la 
operaclôn.
Para définir nuestro método, hemos de expllcar cômo se construyen los 
tableaux y cuàl es el crlterlo para decldlr que una clerta rama Incluye una 
"contradlcclôn obvia" que garantlza la Inexlstencla de modelos fuertes y
autorlza a cerrar el desarrollo del tableau a lo largo de ella. En lôgica 
clàslca, una "contradlcclôn obvia" se define como la presencla de dos
fôrmulas opuestas, ? y -up. en la rama. Nosotros tendremos que conslderar 
otros casos.
1. -Definlclôn. Conjuntos coherentes. Ramas cerradas y ablertas.
Un conjunto de Z-fôrmulas 4 se dice coherente si satlsface las 
slguientes condlclones:
(1) No existe nlnguna fôrmula ? de manera que ?, -i?e4 o ?, -vA?s4 o 
-I?, -iA?e4.
(2) i6x t 4, para nlnguna variable xcV.
(3) lAc é 4, para nlguna constante auxlllar ceC.
La condlclôn (2) garantlza, en particular, que Fé4. Aslmlsmo 
obsérvese que nlngùn conjunto no coherente es fuertemente satlsfactlble.
Dado un àrbol Z con fôrmulas del lenguaje de LFP etlquetando sus 
nodos, declmos que una rama de Z està cerrada si el conjunto de fôrmulas que 
etlquetan sus nodos no es coherente. Una rama que no està cerrada dlremos que 
està ablerta. g
La noclôn de coherencla formalize la ausencla de "contradlcciones
obvias”. El proceso de construcclôn de un tableau puede deflnlrse ahora 
fàcilmente, basta con ampllar las ramas que no estàn cerradas de acuerdo con 
una claslfIcaclôn orientada hacla los tableaux. Ya que el proceso puede 
requérir reallzar un numéro no flnlto de operaclones, dlstlngulremos entre 
los tableaux flnltos -aquellos que obtenemos en cada momento- y las
suceslones de tableaux que deflnen en el limite un tableau Infinite.
2.-Definlclôn. Tableaux flnltos y suceslones de tableaux.
Un tableau flnlto para un conjunto no vaclo de fôrmulas 4 es un
àrbol deflnldo InductIvamente por las slguientes reglas:
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(INI) Si {?^,..,?^}£4 entonces el àrbol:
0 »
1 /
I
o
es un tableau flnlto para 4.
(A) SI Z es un tableau flnlto para 4 y a es una fôrmula conjuntlva 
que aparece en una rama ablerta de Z, entonces el àrbol résultante de ampllar 
dlcha rama con m nuevos nodos etiquetados con sus constltuyentes es 
un tableau flnlto para 4.
(B) Si Z es un tableau flnlto para 4 y g es una fôrmula dlsyuntlva 
que aparece en alguna rama ablerta de Z. entonces el resultado de blfurcar 
dlcha rama con a nuevos nodos etiquetados con sus constltuyentes g^ ,..,g^. es 
un tableau flnlto para 4.
(C) Declmos que un S-térmlno t ea .adecuado a un conjunto de 
fôrmulas 4 si y solo si t se puede construlr con slmbolos de f y variables 
que aparecen libres en fôrmulas de 4, o t es la primera constante c^  de C.
SI Z es un tableau flnlto para 4, r es una fôrmula universal que 
aparece en alguna rama ablerta de Z y t es un Z-térmlno adecuado al conjunto 
de fôrmulas que etlquetan dlcha rama, entonces el resultado de ampllar la 
rama con un nuevo nodo etlquetado con el constltuyente r(t), es un tableau 
flnlto para 4.
(D) SI Z es un tableau flnlto para 4, S es una fôrmula exlstenclal 
que aparece en alguna rama ablerta de Z y c es una constante auxlllar que no
aparece en dlcha rama, entonces el àrbol résultante de ampllar la rama con un
nuevo nodo etlquetado con 3(c), es un tableau flnlto para 4.
(IG) Llamamos axioma de la Igualdad 9 a cualquler fôrmula de alguno 
de los slguientes tlpos:
Vx(x=x)
VxVy(x*y — » y«x)
VxVyVz(x*y A y=z — » x»z)
VxVÿ(x“ÿ A Af(x) —* Af(ÿ))
VxVÿ(x»ÿ A A%(x) A x(x) %(ÿ))
Vx(% A Ax —> (If X then x)«x)
(z A Ax A At —♦ (If X then t else t‘)»t) a
A (-IX A Ax A At’ —* (If X then t else t’ )«t' )
donde t, t’sTg
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slendo x una fôrmula libre de cuantlfIcadores, feZ, un slmbolo de 
funclôn n-arlo y x (idem y), una n-tupla de variables dlstlntas dos a 
dos X X , con lo que Vx abrevla Vx .. Vx y x«y, x *y a . . a x «y . Asl mlsmo
i n  1 n l l n n
entléndase que con %(x) Indlcamos que llb(x)C(x^,. . ,x^ >, donde x es una 
n-tupla de variables, como antes, dlstlntas dos a dos.
Un axioma de la Igualdad se dice adecuado a un conjunto de fôrmulas 
4 si solo usa constantes, slmbolos de funclôn y slmbolos de predlcado que 
aparezcan en 4, y si ademàs todas sus variables libres aparecen libres en 
alguna fôrmula de 4.
Si X es un tableau flnlto para 4, el resultado de ampllar cualquler 
rama ablerta con un nuevo nodo etlquetado con un axioma de la Igualdad 
adecuado a la rama, es un tableau flnlto para 4.
(HIP) SI Z es un tableau flnlto para 4, el resultado de ampllar 
todas las ramas ablertas de Z con un nuevo nodo etlquetado con una fôrmula de 
4 que no aparezca en una de ellas, es un tableau flnlto para 4.
Una suceslôn de tableaux para un conjunto de fôrmulas 4 es 
cualquler suceslôn <Z^  /keN> donde:
(I) Z^  es algûn tableau flnlto lineal de la forma deflnlda en el 
apartado (INI) anterior.
(II) Z^ ^^  se obtlene a partir de Z^  a través de alguna de las 
reglas que acabamos de dar en (A)-(HIP). ,
Varias observaclones hay que hacer sobre la definlclôn anterior. En
primer lugar, las slete reglas (INI)-(HIP) que acabamos de ver ponen de
manlflesto cômo usar una claslfIcaclôn orientada hacla los tableaux en la 
construcclôn de los mlsmos.
En segundo lugar, la régla (IG) corresponde al uso, en una demostraclôn,
de los axlomas de la Igualdad, que aqui deben extenderse para preclsar el
comportamlento de los nuevos térmlnos If-then e If-then-else y para expresar 
que la Igualdad es compatible con la convergencla de funclones y con el
caràcter deflnldo de fôrmulas.
Por ûltlmo hacer notar que las reglas mantlenen el principle de que si Z
es un tableau flnlto para 4 y 4 es fuertemente satlsfactlble , entonces
alguna rama de Z debe ser fuertemente satlsfactlble. Este hecho es
consecuencia de que la claslflcaclôn ALFA-DELTA satlsface el lema 3.2, y serà 
Investlgado detalladamente en la slgulente secclôn.
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Como veremos en la secciôn 7, slempre construiremos tableaux para 
conjuntos no vaclos de fôrmulas. Por ello, de ahora en adelante supondremos 
que siempre que hablemos de un tableau para $, éste serà un conjunto no vaclo 
de fôrmulas. Queremos asl evltar las molestias técnicas que supondrla 
conslderar el caso exceptional de los tableaux para el conjunto vacio 0, para 
los cuales (INI) de la definiciôn anterior no tiene sentido. Obsérvese que 
una definiciôn que tuviese en cuenta 0 podria hacerse suponiendo que todos 
los tableaux finîtes comienzan con un nodo etiquetado por ôc^ y se amplian 
como acabamos de decir.
Explicar ahora cômo se construyen tableaux infinités no requiers màs que 
préciser cuàl es la nociôn de limite de una sucesiôn de tableaux <1^  / keW> 
Para ello "codificamos" la posiciôn de un nodo dentro de un tableau I y 
definimos el conjunto Fos(X) de posiciones de Z mediante las clôusulas:
(1) 1, "côdigo" de la ralz de I, pertenece a Pos(Z)
(2) dado ucN, si n es un nodo de I cuyo "côdigo" es u y n' es el
i-ésimo hijo de n, i»l,..,9, la sucesiôn de dlgitos ui es el "côdigo" 
de n’ y ui pertenece a Pos(X).
Représentâmes entonces por X(u), uePos(X). la étiqueta que tiene el nodo 
de "côdigo" u dentro del tableau X. Decimos que el tableau X es el limite de 
la sucesiôn de tableaux <X^  / ksN> si y solo si se verifican las siguientes 
condlciones;
(1) Para todo ueIN:
uePosCX) # existe keN tal que uePos(X^)
(2) Para todo u, keM:
uePosCX^) * X(u) = Ij^ (u).
Este ârbol es el "limite" de la sucesiôn en el sentido del espacio 
métrico de los àrboles (cf. (AN 801).
3.-Definiciôn. Tableaux Infinites.
Un tableau infinite para un conjunto de fôrmulas $ se define como 
el limite de alguna sucesiôn de tableaux para t. g
En lo sucesivo, al referirnos a tableaux para $, entenderemos que pueden 
ser finîtes o infinités.
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Finalizaremos esta secciôn con un ejemplo que muestre el uso del método 
de los tableaux en un razonamiento dentro de la lôgica para funciones 
parciales.
Consideremos la signatura relativa a los numéros naturales formada por la 
constante 0 y el sfmbolo de funciôn unaria pred. Sea <p la fôrmula que expresa 
que el cero no tiene predecesores, es decir: n3x(pred{0)=«x). Veamos que es 
poslble concluir entonces que cualquier predicado que contenga el término 
pred(O) no estâ definldo, en particular la fôrmula ip siguiente: -tôpred(0)<0.
Segûn sabemos, demostrar que 0 es consecuencia lôgica de y es équivalente 
a demostrar que <p, i0> no es fuertemente satisfactible y esto, usando el
método de los tableaux, se reduce a ver que existe un tableau para (y, ->0> 
que tiene todas sus ramas cerradas. Para ello tenemos:
-10
* Apred(0)<0
Régla (A) a -i0
 Régla (B) a <p
<p^ - pred(0)<0
 1
= -ipred(0)<0
pg = Apred(O)
Régla (A) a <p
Régla (A) a y
» ÛO
I --------Régla (C) a y
= ôpred(O) —* n(pred(0)»pred(0))
  I______________________ Régla (B) a ®
<p^ = lApred(O) = -i(pred(0)«*pred(0) )
p » Vx(x»x) 
11
Régla (IG) 
Régla (C) a y.
a Apred(O) — > mpred(0)“pred(0)
Régla (B) a 9 ,^
= -1-1 (pred(0)apred(0) )
a pred(0)apred(0)
(fl4"
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El àrbol empieza con el conjunto de fôrmulas de partlda {9 , -i0>. Cada
apllcaciôn de una régla es explicada al margen, diclendo la fôrmula a qulen 
se api ica. La primera bifurcaciôn conduce a dos ramas; la derecha es igual 
que la izquierda y. por lo tanto, no la escribiremos. La izquierda termina en 
très ramas cerradas. lo que se expresa escribiendo entre paréntesis las dos 
fôrmulas que producen la incoherencia. Como todas las ramas del tableau estàn 
cerradas, de acuerdo con lo que venimos diclendo, el conjunto de partida {9 , 
-i0> no serà fuertemente satisfactible y, en consecuencia, 0 serâ consecuencia 
lôgica de 9 .
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5. - CORRECCrON DEL METODO DE LOS TABLEAUX.
La formalizaclôn del razonamiento que acabamos de hacer al final del 
ejemplo anterior constltuye lo que venimos en llamar correcciôn del método. 
Se trata de demostrar que realmente si un conjunto de fôrmulas es fuertemente 
satisfactible entonces no puede tener tableaux cerrados. entendiendo por 
taies los definidos de la manera obvia siguiente:
1.-Definiciôn. Tableaux ablertos y cerrados.
Un tableau Z se dice cerrado si es finito y todas sus ramas estàn 
cerradas. Se dice abierto si no es cerrado. g
Podemos, entonces, expresar la correcciôn dei método de los tableaux 
mediante el siguiente teorema:
2.-Teorema. Correcciôn.
Si un conjunto de fôrmulas $ tiene un tableau cerrado entonces no 
es fuertemente satisfactible.
Para su prueba nos bastarà demostrar lo tantas veces dicho, que si el 
conjunto de partida es fuertemente satisfactible entonces al menos una rama 
de cualquier tableau finito suyo lo es. Mâs exactamente, se tiene:
3.-Lema.
Sea I un tableau finito para un conjunto de Z-fôrmulas $ y sea 
♦^ £4, el subconjunto de 4 usado en la construcciôn de Z. Para toda 
Z-interpretaclôn 3:
3 es modèle fuerte de 4^  » existen una rama en Z con 4^ como conjunto de 
fôrmulas etiquetando sus nodos y una Z-interpretaciôn 3 
expandiendo 3 taies que 3 es modelo fuerte de 4^ .
Demostraclôn. (#) Por inducciôn sobre la construcciôn de Z. Si se ha 
aplicado la régla (INI) de 4.2 entonces 4^  = 4^ , tomando como rama la ùnica 
que existe. El resultado es, entonces, trivial pues, por el lema de 
coincidencia 2.2, cualquier expansiôn 3 de 3, sirve. Para el reste suponemos 
que existe un tableau finito Z" al que le aplicamos una de las reglas de
(A)-(HIP) para obtener Z, y que, por hipôtesis de inducciôn, posee una rama 
satlsfaciendo las condlciones pedidas.
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SI la regia es (A), (B) o (C), el resultado se sigue de forma
inmediata de las condlciones ALFA, BETA y GAMMA que se demostraron en ei lema 
3.2. En los très casos vale para I la misma Z-interpretaciôn 3 obtenida, por 
hipôtesis de inducciôn, para I', pues 4^  es el mismo.
Para la régla (D) basta seguir un razonamiento anàlogo al dado en 
la demostraclôn de DELTA del lema 3.2. De nuevo 4^  es el mismo para Z y Z'. 
Si 3 es la E-interpretaclôn para Z", que nos da la hipôtesis de inducciôn, 
entonces 3[a/cJ (cf. (x) de 3.2) vale para Z.
El caso de la régla (HIP) es obvio pues si ^€4 es la fôrmula usada 
para ampliar todas las ramas abiertas entonces 0C4^ luego 3(f)-l, luego
3(p)«t, aplicando el lema de coincidencia 2.2, pues 3 expande 3.
Por ûltimo, para la régla (IG) basta demostrar que los axiomas de 
la igualdad son verdaderos en toda Ë-interpretaciôn 3. Para aquellos que 
expresan que la igualdad es reflexiva. simétrica y transitiva la cuestiôn es 
fàcil pues. ya que las variables sôlo toman valores definidos. la 
demostraclôn es la misma que en lôgica de primer orden.
Para el resto de los axiomas se tienen los siguientes casos. Dada 3 
arbitraria. hemos de ver que 3 |-^ VxVy(x««yAAf (x)— »ôf (y) ). Para ello es
suficiente que se tenga 3(â/x. b/yl x*yAÔf(x)— »Af(y), para n-tuplas a, b
cualesquiera sobre el dominio de 3. Y en efecto, fijadas a, b, se tiene que:
o bien a*b. y entonces 3[â/x, b/y] (x=yAAf(x)) = f; o bien a=b y f^(a)*i^, en
cuyo caso también 3[â/x. b/y] (x*yAAf(x)) = f; o bien a*b y f^(a)^i^. en cuyo
caso 3[â/x. b/yl(Af(y)) » t. En los très casos se tiene 3tâ/x. b/y] 
(x»yAAf(x)—*Af(y)) = t. Similarmente se demuestra. por inducciôn sobre la 
estructura de %, que el axioma VxVy(x«yAAx(x)A%(x)— >x(y)) es cierto en
cualquier Ë-lnterpretaciôn 3.
Respecte a los axiomas del if-then e if-then-else, el primero de 
ellos. Vx(x A Ax — » (if X then x)=x), verifies, dada 3 arbitraria y un 
elemento cualquiera a sobre el dominio de 3. que: o bien 3[a/x](Ax)*f> con lo 
cual 3[a/x] (xAAx)*f : o bien 3(a/x](Ax)=t e 3(a/x](x)“f. con lo cual
• 3[a/x] (xaAx )*£; o bien 3(a/x] (Ax)-t e 3(a/x](x)*t. en cuyo caso 3(a/x](if x
then x«x)»t. En cualquiera de los casos 3(a/x] (xAAx-^(if x then x)«x)*t. De
forma similar se demuestra para (xAAxAAt—»(lf x then t else t* )=t)A
A(-ixAAxAAt’— >(if X then t else t’)«t’) 
conslderando los dos miembros de la conjunciôn.
71
(#) Se demuestra observando que 4^  S 4^  y aplicando el lema de 
coincidencia (ya que 3 expande 3). En efecto, sôlo se introducen fôrmulas de 
4 en el tableau mediante la régla (HIP) de 4.2 y cuando se hace, se amplian 
todas las ramas abiertas. Ya que la rama que estamos conslderando tiene a 3 
como modelo fuerte entonces no puede ser cerrada, luego es abierta, luego 
contiene todas las fôrmulas usadas cada vez que se aplicô la régla (HIP), es 
decir, contiene a 4^ , como querlamos demostrar. g
Demostraclôn (del teorema 2). Sea I un tableau cerrado para 4. Por 
definiciôn de tableau cerrado, I es finito y solo tiene ramas cerradas. Sea 
4g el subconjunto finito de 4 usado en la construcciôn de X. Si 4 fuese 
fuertemente satisfactible, existirla una Z-interpretaciôn 3 que cumplirla en 
particular 3 4^ . Por el lema 3, tendrlamos también 3  ^ 4^  para alguna
Z-expansiôn 3 de 3 y alguna rama de Z que tenga 4^  como conjunto de étiquetas 
de sus nodos. Ahora bien, como Z es cerrado, 4^  no es coherente, y es absurdo 
que posea un modelo fuerte. Concluimos pues que 4 tampoco es fuertemente 
satisfactible. -
6.- COMPLETITUD DEL METODO DE LOS TABLEAUX.
La completitud del método de los tableaux expresa el reciproco del 
teorema 2 de la secciôn anterior, es decir, que si un conjunto de fôrmulas 4 
no es fuertemente satisfactible entonces es poslble construir para él. un 
tableau cerrado. Para demostrar este resultado, daremos un procedimiento para 
asoclar a cualquier conjunto de fôrmulas 4 un tableau especial, llamado 
canônico, que en caso de ser abierto permite construir un modelo fuerte de 4 
a partir de alguna de sus ramas. Si obtenemos tableaux canônicos con esta 
propiedad, la completitud estarà garantizada, puesto que el tableau canônico 
de cualquier conjunto insatisfactible tendrâ que ser cerrado.
Las ramas de los tableaux canônicos capaces de proporcionar modèles 
fuertes seràn aquellas que, sin estar cerradas, ya no pueden prolongarse mâs 
mediante las reglas de construcciôn de tableaux. El conjunto de fôrmulas que 
etiquetan los nodos de una tal rama tendrâ propiedades de clerre especiales 
que se formalizan mediante el concepto de conjunto de Hlntikka.
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1 ■ -Definiciôn. Conjunto de Hintikka.
Un conjunto H de E-fôrmulas se dice de Hintikka si y solo si 
verifies las siguientes condlciones:
(A) Para toda fôrmula acALFA: aeH a^ eH, para todo 1=1,...m.
(B) Para toda fôrmula BcBETA: geM * B^ eH, para algûn 1=1,..,n.
(C) Para toda fôrmula rcGAMMA: yeW -* y(t)eW, para todo Z-término t
adecuado al conjunto H.
(D) Para toda fôrmula ôeDELTA: ■* d(c)eH, para alguna ceC.
(E) Todo axioma de la igualdad adecuado a H pertenece a H.
(F) H es un conjunto coherente de fôrmulas (cf. 4.1). ,
La caracterlstica esencial de los conjuntos de Hintikka es que todos son 
fuertemente satisfactibles. La construcciôn de un modelo fuerte para ellos 
se basa en la construcciôn de una Z-interpretaciôn cuyo dominio es un 
conjunto de clases respecte a una relaciôn de equivalencia definida sobre 
ciertos £-términos.
En primer lugar, demostraremos un resultado técnico sobre los conjuntos 
de Hintikka:
2.-Lema.
Dados un conjunto de Hintikka H y un Z-término t adecuado a él, se
tiene:
nAt * H * at € H
Demostraclôn. Supongamos t en las condlciones dichas tal que lAt C M. 
Usando las condlciones de la definiciôn anterior tenemos:
Vx(x=x)eM (por condiciôn (E)) # -i3x-i(x=x)€H (abreviatura de V)
* At —* -»-i(t“t)6lH (condiciôn (O)
<* lAteH o -i-i(t=t)«H (condiciôn (B))
# m(t=t)€H (hipôtesis)
# t=t e H (condiciôn (A))
* AteH (condiciôn (A)). g
La construcciôn de un modelo para un conjunto de Hintilcka es la habituai 
“al estilo de Hintikka" (cf. por ejemplo (Hin 55]) usando clases de términos 
para formar el dominio, con la salvedad de que ahora tomaremos clases de 
términos definidos.
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3.-Teorema. Existencia de modelo fuerte para conjuntos de Hintikka.
Todo conjunto d« Hintikka es fuertemente satisfactible.
Demostraclôn. Sea H£Fg un conjunto de Hintikka. Consideremos el conjunto 
de Z-términos;
T^ - <t€Tg / At «
El conjunto T^ no es vacio pues c^eC es adecuado a H (por 4.2. (O) 
y, como H es coherente. lACgSH luego, por el lema anterior, Ac^ eM.
Consideremos la relaciôn binaria » definida sobre T^T|^ por: 
t=s # t=s < H
Usando los axiomas para la igualdad =, se demuestra que = es una 
relaciôn de equivalencia. Para simpiificar la escritura nos referiremos a las 
condlciones de la definiciôn de conjunto de Hintikka como (A),...(F). Tenemos 
entonces que:
(i) Reflexividad. Dado teT^ tenemos que AteM luego:
Vx(x=x)eH (E) # At —* -»-i(t«t) c H (abreviatura de V y (O)
# lAteH o m(t*t)€H (B)
# Ti(t=t)€H (At€« y (F))
•* t“t e M * t»t
(il) Simetrla. Dados t,seT^ entonces At, AseH. Supongamos que t=s 
entonces t=seM luego:
VxVy(x“y —$ y«x)€« (E) * At —» TiVy(t*y— >y*t)«H (C)
a Vy(t*y— »y*t)€H ((B), AteM, (F) y (A))
# As — » -i-»(t»s— >s*t)eH (C)
•* t«s— »s=t c H (de forma similar usando AseH)
# -it*s€H o s=teH (B)
# s=t€H (t=s€H y (F)) <* s»t
(ill) Transltividad. Dados t,s,u«Tj^  entonces At, As, AueH. 
Supongamos que t«s y s»u entonces t=s, s=ueM luego:
VxVyVz(x*yAy*2—»x=z)€H (E) a At— »n-iVyVz( t*yAy»z— »t=z)eM (C)
# VyVz(t=yAy=z—»t*z)€H ((B), AteH, (F) y (A))
# t=SAS=u— »t=u c H (de forma similar a t)
# ->t»s€H o ns=usH o t=ueH ((A) y (B))
# t»u€W (t»s, s»u €H y (F)) * t»u.
Es poslble demostrar también que, dados t^ , s^eT^ taies que t^ s^^ , 
1=1,..,n, se tiene:
74
(iv) Para todo simbolo n-arlo de funciôn feZ:
Af(t^....t^)«H # Af(Sj....s^)«H
(v) Para toda fôrmula libre de cuantlficadores x(x ,^...x )^:
X(t^,...t^)*M • x(Sj. • • .s^)eH
Supongamos en (iv), sin pérdida de generalidad, que f es unaria 
(el caso n-ario solo complicarfa la notaciôn) entonces si Af(t)eH tendremos:
VxVy(x»yAAf (x)—*Af (y) )«H (E) # At— »-i-iVy(t«yAAf (t)— »Af (y) )€H (C)
* Vy(t«yAAf(t)-»Af(y))«H ((B), (A), (F) y AteW, pues teT^ )
"» t«SAAf(t)— »Af(s)cM (similarmente)
# -it"S*W o iAf(t)cM o Af(s)cM ((B) y (A))
* -iAf(t)«H o Af(s)eM ((F) y t=scH, pues t*s)
Luego Af(s)eM, por (F), ya que Af(t)eH. Reclprocamente, si Af(s)cH, 
como t»s supone s«t, por simetrla. entonces, razonando de forma similar, se 
obtiens Af(t)«N.
Supongamos en (v) también, sin pérdida de generalidad, que n=l. 
Entonces a partir del axioma VxVy(x=yAAx(x)Ax(x)— »%(y)), y como hicimos en 
(iv), obtenemos -iAx(t)eM o -ix(t)eM o %(s)eH.
Si %(t)eH entonces nA%(t)eM o %(s)eM, por (F). Pero también por (F) 
no es posible que iAx(t)eH luego x(s)eH. De forma anàloga el reciproco.
Los cinco apartados que acabamos de demostrar nos permiten définir 
la siguiente Z-interpretaciôn 3 » (3,<r) con dominio A:
A “ (conjunto cociente). En adelante, la clase de equivalencia
de t serà denotada por [t]
g (cl si AceH
en otro caso
para todo simbolo de constante ceZ
g
c = (cl para todo simbolo de constante auxillar ceC que aparezca
en H; si no, un elemento arbitrario de A.
Obsérvese que si ceC aparece en H entonces el término c es adecuado
a H; como -lAcéW, por (F), entonces AccH, por el lema 2. Por tanto (cl tiene
sentido, pues ceT^ .
f C(tJ,.., (tj)
(f(t^, ...tjl si Af(t^, ...tj€H
1 en otro caso
f®(a . ...a ) ■ 1^ . si a^"i^, para algûn i-1,...n
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t si R(t^,..,
£ si nR(t^, ...t
1 si -iAR(t^ , . . .t^)«W
arbitrario en otro caso
g
R (a^ ,...a^ ) » i, si a^ =i^ . para algûn 1=1....n
Por (iv) y (v), la interpretaciôn de slmbolos de funciôn y de 
predicado no depende del représentante elegido. Decir también que. como se
g g  *g
ve, f y R son funciones estrictas. Ademàs. la definiciôn de R es correcta
ya que los cuatro casos son excluyentes por la condiciôn (F) de la definiciôn
g
de conjuntos de Hintikka. Finalmente digamos que R asigna un valor 
veritativo arbitrario cuando H no incluye suficiente informaclôn que fuerce 
un valor particular.
Por ûltimo la valoraciôn <r es la. siguiente:
[x] si AxcH
e-(x) = •
elemento arbitrario de A en otro caso
Obsérvese que, como para las constantes auxiliares, f(x) = [x], 
para toda variable que aparezca libre en H (pues al aparecer libre, el 
término x serà adecuado a H y se le podrà aplicar el lema 2).
Veamos. por fin, que 3 es un modelo fuerte de H para lo cual 
demostraams, por inducciôn simultànea sobre la estructura de t y p, los 
siguientes très hechos:
Hecho 3.1: Para todo teTg: ûteH * 3(t)=(tl
Hecho 3.2: Para todo t«Tg: lôteH # 3(t)=x^
Hecho 3.3: Para toda peTg: peH * 3(p)=t
La inducciôn requerirà una medida -de complejidad que permits 
demostrar que una fôrmula es siempre màs compleja que cualquiera de sus 
constituyentes. Dicha medida se introduce en el apéndice 1 y al11 se 
demuestran las propiedades que requiere. Obsérvese también alll que la 
complejidad de clertas fôrmulas puede ser un ordinal numerable mayor que w y, 
por tanto, la inducciôn a la que nos estamos refiriendo es transfinita.
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Demostraclôn del Hecho 3.1.
Si t es una constante o una variable, se tiene trivialmente, por 
definiciôn de 3.
Si t es de la forma f(t^,..,t^) entonces, si AteH tendremos que
At^,..,At^€H (por (A)) luego: 3(t) « f^ ( ( t^  1,.. , ( t^ l ) (por hipôtesis de
inducciôn; en adelante, HI) = [f(t^,..,t )J (pues At«H).
Si t es de la forma if % then s entonces, si AteH tendremos que 
X.AseH, por (A). Ahora bien:
Vx (xaAx— »(if X then x)=x)eM (E) * As— »-i-i(xAAx— »(if x then s)=s)cH (C)
* (xaAx— »(if X then s)«s)«H ((B), (A), (F) y AscM)
* -iX«M o -lAxcH o (if X then s)=seH ((B) y (A))
"» (if X then s)=scH ((F) y x«H)
<♦ [if X then s] = [s]
For tanto 3(t) ■ 3(s) (pues x«H luego 3(x)-t, por HI) ■ (s) (pues 
AseH luego 3(s)=[s], por HI) - [if x then s).
Si t es de la forma if x then s else s' entonces, si AteH tendremos
que xAAseH o -ixaAs 'cH, por (B). Supongamos, sin pérdida de generalidad, lo 
primero (el otro caso es anàlogo). Entonces x. AseH, por (A), luego:
(z A Ax A As — » (if X then s else s')=s) a
A (-IX A Ax A As’ — » (if X then s else s' )=s’ )eH (E) ■»
* (% A Ax A As (if X then s else s' )=s)eH (A)
•* -iX€M o -lAxeM o -lAseH o (if x then s else s' )=seH
((A) y (B))
* (if X then s else s')=seH (F)
"* (if X then s else s' l»(s]
Por tanto 3(t) = 3(s) (pues x«H luego 3(x)=l. por HI) = (s) (pues
AseH luego 3(s)=(sJ, por HI) = (if x then s else s' 1. , Hecho 3 1
Demostraclôn del Hecho 3.2.
Si t es una constante o una variable es trivial, por definiciôn de
3 y (F).
SI t es de la forma f(tj,..,t^), distinguimos dos casos. Cuando 
-lAt^ eH, para todo 1=1,...n, entonces, por el lema 2, At^ eH, para todo 
a
1=1,...n, luego 3(t) = f ((t l^,.., (t^ J ) (pues, por HI, 3(t^ ) = (tj. para 
todo 1=1,..,n) » (pues -lAf (t^ ,.. , t^)eM luego Af (t^,.. . t^ )«H, por (F)).
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SI, por el contrario, lAt^ eH, para algûn J=l,..,n, entonces
93(tj)“i^  (por HI), luego 3(t) ■ x^ , pues f es estricta.
Si t es de la forma if % then s entonces, si nAteM tendremos, 
usando (B) y (A), que o bien XA-iAseH, es decir x, ->As€H, o -ixeH o nAxeH. En 
el primer caso se tiene que: 3(t) » 3(s) (pues x«M luego 3(x)“t, por HI) = x^  
(pues -lAseH luego 3(s)=x , por HI). El segundo es anàlogo. Para el tercero, 
si -lAxeH entonces 3(x)*x, por HI, con lo cual 3(t) = x^ .
Si t es de la forma if x then s else s’ basta seguir un 
razonamiento similar al anterior para concluir que 3(t) = x^ . , Hecho 3 2
Demostraclôn del Hecho 3.3.
Se tienen los siguientes casos:
t=seH * At, AseH y t«s (por (A) y definiciôn de »)
# 3(t)»(t]*[sl=3(s) (HI y t«s)
<* 3(t“s)=i (semàntica de =)
R(t^,.., t^)eM "* At^ eH, para todo i=l,..,n (A)
* 3(R(t^,..,t^)) - R®(ttjl,..,[t^D (HI)
a
■ .t (definiciôn de R )
AteH "» 3{t) » (t) (HI) "* 3(At)»i (semàntica de A)
-lyeH. Distinguimos casos segûn sea <p:
nt»seH t=seH y At, AseH (por (F) y (A))
■» 3(t)»[tl, 3(s)«(sl, [tl#[s] (HI y def. »)
# 3(nt»s)»t (semàntica de *)
-iR(t^ ,. ., t^)eH # At^ eH, para todo i=l,..,n (A)
3(R(tj,..,t_^))-R^((tJ,.., [tj) (HI)
9
= £ (definiciôn de R )
■* 3(iR(t^,.., t^ ) ) = t (semàntica de -i) 
nAteH * 3(t)=x^ (HI) * 3(-iAt) = t (sen. A)
-infeH * peH (A) # 3(p) = 3(ny) » £ (HI y sem. -i) 
-i(0v0)eH * -vp, -i0eH (A) * 3(np)=3(-i0)=t (por HI)
# 3{pv0)=f (semàntica de v)
# 3(n(pv0)) ■ t, (semàntica de -i)
tBx^eH # At— »-i»»(t/xleH, para todo t adecuado a H
# At— »-ip(t/x]eH, para todo teT^ (pues si teT^
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entonces AteH luego t es adecuado a H)
"* 3(At)*f o 3(if [t/x] )=£. para todo teT^
(semàntica de A, — » e HI)
* 3(-ip[t/x] )=t, para todo teT^ (pues si teT^
serà AteH luego 3(At)=t, por HI)
* 3(p[t/xl )=£, para todo teT^ (sem. de -i)
* 3(3(t)/xJ(p)=£, para todo teT^ (por el lema
de sustituciôn 2.4, pues 3(t) = [t] ya que 
AteH al ser teT^ )^
* 3[a/x](f)=£, para todo aeA (def. de A)
■* 3(i3xp) = t (semàntica de -i y 3)
-lApeH. De nuevo se tienen los siguientes casos: 
iA(t=s)eH * -lAteH o -lAseH (B)
* 3(t)=i o 3(s)=i (HI)
* 3(t»s)=x (semàntica de =)
-iAR(t^ ,.. , t^ )eH. Distinguimos dos casos:
caso 1: -lAt^ eH, para todo 1=1,...n
* At^ eH, para todo 1=1....n (por el lema 2)
* 3(t|) = [t^ |, para todo 1=1,...n (HI)
* 3(R(t^,..,t^))=R®([tJ___[t^])=x (def. R ^
caso 2: -lAt^ eH, para algûn J=l,..,n 
-* 3(tj)=x^ . para algûn J=l,..,n (HI)
•* 3(R(t^,. . , t^ ) )=x (pues R^ es estricta) 
-lAAteH * FeH (A) •* lAx^eH (absurdo por (F)).
Luego -lAAteH y no hay nada que demostrar 
-lA-ipeH # -lApeH (A) # 3(y)=x (por HI) * 3(ny)=x 
(semàntica -i) # 3(nAny) = t 
-iA(pv0)eH *
* n(AfvA0)eH o n(<pvA0)eH o n(0vAp)eH (B)
* lAy. *iA0eH o ny, nA0eH o -i0, lApeH (A)
* o bien 3(p)=3(0)=x o 3(p)=£,3(0)=x o 
3(0)=£,3(f)=x (HI)
* 3(pv0)=x (semàntica de v) 
nA3xpeH # 3x-iAp, Vx(Ap-4^p)eH (A)
* 3(ag/x](p)=x, para algûn a^eA e
3[a/x](Ap— »-»p)=t, para todo aeA
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(por HI y semàntica de 3 y V)
* 3[ag/xJ(v)»i, para algûn a^eA y
para todo aeA tal que 3[a/x](p)*i: 
3(a/x)(y)=£
(por semàntica de A, —* y -i)
* 3(3xp)=i (semàntica de 3)
-lAApeH * FeH ( A )  * -vAx^ eH (absurdo por (F)). 
Luego lAAp e H y no hay nada que demostrar 
y>v0eH # yeH o 0eH (B) -* 3(p)*£ o 3(0)*£ (por HI)
* 3(pv0) * £ (semàntica de v)
3xyeH # f>[c/x]cH, para alguna constante auxillar ceC (D)
"» 3(plc/xj)«£, para alguna ceC (por HI)
* 3[3(c)/x] (#)*£, para alguna ceC (por el lema de
sustituciôn 2.4. ya que 3(c)=(c])
•* 3fa/x](p)«£, para algûn aeA (por def. de A)
* 3(3xp) » £ (semàntica de 3)
ApeM, 9 no es de la forma At o A0 (obsérvese que, por la 
semàntica de A, 3(AAt) = 3(AA0) - £)
<* pcH o nyeH (B) * 3(p)»£ o 3(p)»f (HI y sem. de i)
* 3(p)*i * 3(Ap) = £ (semàntica de A).
■ Hecho 3.3
El hecho 3.3 demuestra, obviamente, que la interpretaciôn 3, definida mâs 
arriba, es un modelo fuerte de H. g
Recordemos que nuestra motlvaciôn para introducir los conjuntos de 
Hintilcka al comienzo de esta secciôn fue caracterizar formalmente aquellas 
ramas de un tableau que, pese a estar abiertas, “no pueden prolongarse màs* 
aplicando las reglas de construcciôn de tableaux. Podemos ahora precisar esta 
idea de la siguiente forma.
4.-Definiciôn. Tableau compléta.
Un tableau (finito o infini to) para un conjunto de fôrmulas 4 se 
dice complete si y solo si toda rama abierta de él es compléta, esto es,
tiene un conjunto H de fôrmulas etiquetando sus nodos que satisface:
(1) 4 S H
(2) H es un conjunto de Hintikka. g
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Obsérvese que todo tableau cerrado es trivialmente complete. Nos 
propusimos al principle de esta secciôn demostrar la llamada completitud del 
método de los tableaux. Segûn dijimos, ello lo harlamos viendo la existencia 
del llamado tableau canônico. Pues bien, éste no es màs que un tableau
complete construido siguiendo un procedimiento sistemàtico.
5.-Teorema. Existencia de tableaux complétas. Tableau canônico.
Todo conjunto de fôrmulas tiene un tableau complete.
Demostraclôn. Sea *»{pg, 9 ^..... 9^,...} una enumeraciôn de un conjunto
cualquiera de Z-fôrmulas, para el cual vamos a especificar la construcciôn de 
su tableau canônico.
En primer lugar, consideremos las siguientes enumeraciones:
V«{x / n<w} (variables)
C={c^ / n<w) (constantes auxiliares)
6={8^ / n<w} (enumeraciôn de axiomas de la igualdad de Fg: sin
pérdida de generalidad supondremos que 0 es Vx(x=x)) 
T={t^ / n<w} (enumeraciôn de Tg)
G=<y^ / n<«} (enumeraciôn de f-fôrmulas universales)
Para la construcciôn del tableau canônico, damos un algoritmo en 
forma de programa while. Dicho programa es el siguiente: 
begin
s: =0;
I %  '
while no-completo?(I^) do 
begin
abd-extensiôn(I^);
I^':= c-extensiôn(I^);
n-extensiôn(I^’) : 
s:= s+1
end
end.
donde;
abd-extensiôn(I^) modiflca ejecutando las siguientes
operaciones:
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(I) Extender toda rama abierta que pase por un nodo etiquetado 
con una fôrmula conjuntiva en el nivel s de con m 
nodos etiquetados con los constituyentes de dicha fôrmula.
(II) Blfurcar toda rama abierta que pase por un nodo
etiquetado con una fôrmula disyuntiva en el nivel s de Z^ . 
con a nodos etiquetados con los constituyentes de dicha 
fôrmula.
(ill) Extender toda rama abierta que pase por un "nodo
etiquetado con una fôrmula existencial S en el nivel s de 
Z^ , con un nodo etiquetado con el constituyente d(c^ ),
siendo i el nenor indice tal que la constante auxillar c^
no aparece en la rama. 
c-extensiôn(Z^) modiflca Z^  a través del siguiente proceso:
Para toda rama abierta de Z\ elegir el menor par de nûmeros 
naturales (i.J), si lo hay. tal que 7  ^aparece en la rama, t^  es adecuado al 
conjunto de fôrmulas que etiquetan nodos de la rama y ?^ (tj) no aparece en ia 
rama. Extender, entonces, la rama con un nuevo nodo etiquetado con r^ (t^ ).
n-extensiôn(Z^*) modifies Zy extendiendo todas sus ramas abiertas 
con nuevos nodos etiquetados con 9  ^ (si existe) y 0 . si èste es adecuado a 
la rama.
Si el programs anterior para, Z^  es un tableau (finito) para 4, 
pues las operaciones que acabamos de mencionar se corresponden con las reglas 
de construcciôn de tableaux dadas en 4.2. Obsérvese que Vx(x=x) es un axioma 
adecuado a cualquier conjunto de fôrmulas y por tanto Z^  es un tableau finito 
(recuérdese que 4 no es vacio). Por la misma razôn, si no para, el limite de 
la sucesiôn de tableaux finîtes <Z :s<w> es un tableau para 4.
Razonemos ahora que en ambos casos el tableau Z^ résultante -al que 
denominaremos tableau canônico de 4 - es complete. En el primer caso (Z^  = Z^  
para cierto s finito) ello es évidente, pues el procedimiento solo se detlene 
en la etapa s si Z^  es un tableau complète. En el segundo caso, Z^ es el 
limite de la sucesiôn <X^ :s<u>, y hemos de demostrar que cualquier rama 
abierta de Z^ -si las hay- està etiquetada por un conjunto de Hintilüca H que 
contiene a 4. Intuitivamente, esto està garantizado por las rutinas de 
abd-extensiôn, c-extenslôn y n-extensiôn, que disponen de infinités etapas 
s<u para incluir a lo largo de cualquier rama abierta todas las fôrmulas 
necesarias. Màs formalmente, podemos razonar por reducciôn al absurdo y
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suponer que alguna rama abierta de etiquetada por un conjunto de fôrmulas 
4, no cumpla lo requerido. El que 4 no contenga a 4 es imposlble, porque la 
rutina de n-extenslôn se ejecuta en cada etapa. Una de las condlciones 
(A)-(F) de los conjuntos de Hintikka debe, pues, fallar. Estudiemos un caso; 
los restantes son anâlogos. Si falla (C), existiràn indices 1, J tales que 
7 €4, t^  es adecuado a 4 y 7 (^t^ )d4. Sea 4^  la parte flnita de 4
correspondiente a restringimos a I^ . Para algûn s<w tendremos que 7|«4  ^y t^
es adecuado a 4^ . Pero entonces y^ ft^ ) aparecerâ en 4^ , para algûn s’>s, tras
ejecutarse la rutlna de c-extensiôn durante el paso de I ,  ^ a I^ ,, lo que 
nos lleva a contradicciôn. g
Podemos ahora demostrar la completitud del método de los tableaux 
combinando el resultado anterior con el teorema 3.
6.-Teorema. Completitud.
Si un conjunto de fôrmulas 4 no es fuertemente satisfactible 
entonces tiene un tableau cerrado.
Demostraclôn. Veamos el reciproco y supongamos que 4 no tiene un tableau
cerrado. En este caso, su tableau canônico serâ abierto. Si es finito,
deberà tener alguna rama abierta, puesto que no es cerrado. Si por el 
contrario es infinito, deberà tener alguna rama infinite, por el lema de 
Kdnlg (cf. (K8n 26]), y esta serà abierta, ya que las ramas cerradas son 
finitas, por construcciôn. En ambos casos, podemos concluir que Z^ tiene al 
menos una rama abierta. Ahora bien, como el tableau es complete, dicha rama 
estarà etiquetada por un conjunto de fôrmulas H tal que 4 £ H y H es un 
conjunto de Hintikka. Por el teorema 3, H es fuertemente satisfactible. Ya 
que 4 £ H entonces 4 es, también, fuertemente satisfactible. g
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7. - EL METODO DE LOS TABLEAUX Y LOS CALCULOS DE SECUENCIAS PARA LFP.
El método de los tableaux es una herramienta potente para estudlar la 
teoria de prueba de una lôgica. En esta secciôn veremos cômo hacer esto con 
LFP, para lo cual tenemos que encontrar la relaciôn que existe entre Los 
tableaux y la derivabilidad. Antes de ello precisemos de qué forma son los 
càlculos que estudiaremos para LFP.
A lo largo de todo este capitule venimos estudiando propiedades de una 
lôgica para funciones parciales, con respecte a una consecuencia: que
recordemos se fijô en el capitule anterior. Dicha consecuencia dijimos que no 
satisfacia la régla de corte y que, por tanto, no era transitiva. Esto 
signifies que no es posible encontrar càlculos correctes y completes para 
ella, "al estilo de Hilbert". En su lugar, estudiaremos los càlculos de 
secuencias.
1.-Definiciôn. Secuencias.
Una secuencla es un par de conjuntos finîtes de fôrmulas (F,à). A F 
se le llama el antecedente y a à, el consecuente de la secuencla. g
En adelante utilizaremos las letras F, F',.. para representar 
antecedentes de secuencias. Nosotros nos ocuparemos de càlculos de secuencias 
en los que el consecuente solo contiene una fôrmula, lo que escribiremos como 
Cr,9 ). Siguiendo a Ebblnghaus et al. (EFT 84], representaremos la secuencla 
(F,p) mediante F p, o simplemente p si F=0, no habiendo lugar a confusiôn 
sobre qulen es el consecuente, que siempre serà la ultima fôrmula. Por 
ûltimo, decir que usaremos comas para la uniôn de conjuntos de fôrmulas; es 
decir, F,F' representarà F u F".
Para los càlculos de secuencias demostraremos la correcciôn y la 
completitud, entendidas como se précisa en la siguiente definiciôn.
2.-Definiciôn. Càlculos de secuencias. Correcciôn y completitud.
Un càlculo de secuencias es un conjunto de esquemas de reglas de la
forma:
^0 ^ ....'n
r  P
Cuando n sea 0 omitiremos la parte superior de la régla y solo 
escribiremos la inferior.
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Una secuencla f p es derivable, escrito si y solo si existe
una sucesiôn de secuencias que termina en ella y donde cada una se ha
obtenido por apllcaciôn de alguna régla a secuencias anteriores a ella en la 
sucesiôn.
Dado un conjunto cualquiera de fôrmulas 4 v {p>, decimos que p es 
derivable a partir de 4. y escribimos 4|^ , si y solo si existe una parte 
finita FS4 tal que F^ p.
Un càlculo de secuencias se dice correcte si y solo si para
todo conjunto de fôrmulas 4 u <p>: 4|^ * 4|f.
Un càlculo de secuencias se dice complete si y solo si para
todo conjunto de fôrmulas 4 u <p>: 4 ^  4fip. g
Recordemos que la relaciôn de consecuencia lôgica que se usarà a lo largo 
de este trabajo es También hacemos notar que la derivaciôn de una
secuencla F p, formada por Z-fôrmulas, puede usar Z-fôrmulas.
Veamos en primer lugar cuàl es la relaciôn que existe entre los tableaux 
y la derivabilidad.
3.-Lema.
Si la derivabilidad en un càlculo de secuencias E satisface las 
siguientes ocho condlciones entonces el càlculo es completo:
(0) Para todo conjunto de Z-fôrmulas 4 y todo tableau finito Z para 
4, si toda rama de Z con F como conjunto de fôrmulas etiquetando sus nodos 
satisface F[f, entonces II |f, s iendo II el conjunto de fôrmulas de 4 usadas en 
la construcciôn de Z.
(1) F, p, np |- F
(2) F, p, -lAp |- F
(3) F, -ip, nAp |- F
(4) F, -lAx (- F, para toda variable x
(5) F, -lAc |- F, para toda constante auxillar ceC
(6) F, ip |- F ^ F [• p
(7) F |- p i* F, F’ |- p, para todo F’.
Demostraclôn. Sea 4 u {p> un conjunto cualquiera de fôrmulas y supongamos 
que 4|"p. Entonces 4 u {-ip} no es fuertemente satisfactible. Por el teorema
6 .6, 4 V {'ip> tiene un tableau cerrado, que por tanto serà finito igual que
sus ramas. Por las condlciones (l)-(5), si F es el conjunto de fôrmulas que
étiqueta una reuna cualquiera entonces F|f (pues todas las ramas estàn
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cerradas). Por la condiciôn (0), si II es el conjunto de fôrmulas de * v {-tp} 
usadas en el tableau entonces II|f. Si -ipeU entonces II', -ip[-F, con II*S4; en 
otro caso, por la condiciôn (7); H, -ip|f, con TTC*. En aodx>s casos. por la 
condiciôn (6): Tlf^p, con II£4. Como II es finito. pues el tableau es finito, 
entonces 4 [p. g
Como vemos, mientras que las condlciones (l)-(7) son especificas sobre la 
derivabilidad en un càlculo de secuencias, la condiciôn (0 ) se refiere 
todavia a una relaciôn general que mantienen los tableaux y la derivabilidad. 
En el siguiente lema tratamos de expresar dicha condiciôn en funciôn de los 
càlculos de secuencias.
4.-L.
Si la derivabilidad en un càlculo de secuencias C satisface las 
siguientes condlciones:
(7) r  ^p * r, r* }• p, para todo F'
(8) Para toda fôrmula acALFA: F, a^ ,...  ^p « F, a |- p
(9) Para toda fôrmula 0eBETA:
r. Bj 1- P   F, B^ I- r, B 1-0
(10) Para toda fôrmula ycGAMMA y todo Ë-término t:
r, r(t)  ^p * F, y |- p
(11) Para toda fôrmula ôcDELTA y toda constante auxillar c que no 
aparezca en F u (8 , p}:
F, a(c) j- p # F, a I- p
(12) Para todo axioma de la igualdad 0: F, 0 f-p^Fj-p
(13) F, p I- 0 e F I- p-i0
entonces:
Para todo conjunto de Z-fôrmulas 4, toda Z-fôrmula a y todo tableau 
finito Z para 4, si toda rama de Z con F como conjunto de fôrmulas 
etiquetando sus nodos satisface F a, entonces II a, s iendo II el conjunto 
de fôrmulas de 4 usadas en la construcciôn de Z.
En particular, se satisface la condiciôn (0) del lema anterior. 
Demostraclôn. Sea Z un tableau finito para 4 con n ramas y sea H el
conjunto de fôrmulas de 4 usadas en Z. Sean F^ , 1=1....n, los conjuntos de
fôrmulas que etiquetan las n ramas de Z. (]ueremos demostrar que se tiene: 
Fj |-a, 1=1,...n * n|-«.
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La prueba es por Inducciôn sobre la construcciôn de ï, es decir. si
Ig, es la sucesiôn de tableaux finitos taies que 1=1 .^ razonaremos
por inducciôn sobre k.
Si k=0 entonces 1^ =1 tiene una ùnica rama y el resultado es
trivial. Para k>0 hay sels casos de acuerdo con las sels réglas de
construcciôn de tableaux finitos que se dieron en 4.2. En todos los casos
definiremos n, F^ ...,F^ . iï de a partir de los respectives n’. F*, ... F^ ,.
Supongamos pues que F^  [- w. 1=1....n y veamos que IT [- it. ten iendo
en cuenta que esto es cierto para los respectives de Se tiene entonces:
Caso 1: se obtiene a partir de  ^ por apllcaciôn de la régla
4.2.(A). Supongamos. sin pérdida de generalidad. que la rama modificada es la 
ultima. Entonces:
(1. l) II = n*
(1.2) n = n'
(1.3) F^  = F^ , u para algûn aeF^ ,
(1.4) Fj = F*. 1=1 n’-l
de manera que por (1.2). (1.3). (1.4). hipôtesis y la condiciôn (8): F’ |- ir.
1=1.... n’. Por hipôtesis de inducciôn: II' (- n, luego II (- jt. por (1.1).
Caso 2: se obtiene a partir de  ^ por apllcaciôn de la régla
4.2.(B). Supongamos. de nuevo. que la rama modificada es la ûltima. Entonces:
(2. 1) n = n’
(2.2) n = n’+m-l
(2.3) F , = F' u (B, ). J=0,...m-1, para alguna BeF’,
n ♦j n'*j J»1 n'
(2.4) F^  = r .  1=1 n’-l
de manera que por (2.2), (2.3), (2.4). hipôtesis y la condiciôn (9): F’ j- n,
1=1,...n'. Por hipôtesis de inducciôn: D’ n luego II |- Jt , por (2.1).
Caso 3: se obtiene a partir de  ^ por apllcaciôn de la régla
4.2.(C). siendo la rama modificada. la ûltima. Entonces:
(3.1) n = n'
(3.2) n = n"
(3.3) F^ = F^, u {y(t)>. para alguna yeF^, y t adecuado a F|^,
(3.4) F^  = F*. 1=1 n’-l
luego por (3.2). (3.3). (3.4). hipôtesis y la condiciôn (10): F| }- Jt.
i=I,..,n’. Por hipôtesis de inducciôn: II’ [• Jt luego II [• Jt. por (3.1).
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Caso 4: se obtiene a partir de  ^por apllcaciôn de la regia
4.2. (0). siendo la ûltima. la rama modificada. Entonces:
(4.1) H - r
(4.2) n ■ n’
(4.3) u (a(c)), para alguna aef^ , y alguna constante
auxillar c que no aparece en P,
(4.4) - r;. i=i....n'-i
luego por (4.2), (4.3), (4.4), hipôtesis y la condiciôn (11); f* %,
1=1,..,n*. Por hipôtesis de inducciôn: II' |- it luego II |- n, por (4.1).
Caso 5: Z^  se obtiene a partir de Z^  ^  por apllcaciôn de la régla
4.2.(IG), sIendo n' la rama modificada. Entonces:
(S. 1) n - n*
(5.2) n ■ n'
(5.3) u <9>. para algûn axioma de la igualdad 8
(5.4) Fj - F|, i=l,..,n'-l
luego por (5.2), (5.3), (5.4), hipôtesis y la condiciôn (12): F| [- e,
i=l,..,n’. Por hipôtesis de Inducciôn: II' |- ir luego H [• it. por (5.1).
Caso 6: Z^  se obtiene a partir de Z^  ^  por apllcaciôn de la régla
4.2.(HIP). Entonces:
(6.1) n - r  V (p)
(6.2 ) n = n'
(6.3) Fj » F' u (p>, si F| es abierta
(6.4) F^  = F', si F| es cerrada 
de manera que se puede razonar asi:
Fj (■ », i=l,..,n # F| u <p) (- », 1=1,..,n’ (por (6.2), (6.3), (6.4) y la 
condiciôn (7)) * FJ »w, 1=1, ...n' (por la condiciôn (13)) * H'  ^p—*» (por 
hipôtesis de inducciôn, pues p— >» es una Z-fôrmula) II' u (p) |- » (por la 
condiciôn (13)) # II )- » (por (6.1)). g
Por tanto podemos demostrar la completitud de un càlculo de secuencias, 
sin màs que aplicar los dos lemas anteriores.
5.-Teorema. Condlciones de completitud.
Si la derivabilidad en un càlculo de secuencias S satisface las 
condlciones (1)-(13) de los lemas 3 y 4 entonces S es completo. g
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8. - UN CALCULO DE SECUENCIAS PARA LFP: ff5P-
Las condlciones que acabamos de ver permiten obtener un càlculo de 
secuencias complète para LFP. Sin embargo no serà muy natural, ya que estarà 
muy influenciado por el método de los tableaux. En este sentido, la mayor 
parte de las pruebas seràn refutaciones.
En su lugar daremos un càlculo màs natural y demostraremos tanto su 
correcciôn como su completitud. Consideremos pues ei càlculo de secuencias 
para LFP, al que llamaremos dado por el siguiente conjunto de reglas:
REGLAS ESTRUCTURALES 
(IHip) r f
IGUALDAD
(REF)
(IF)
(IFT)
(IFE)
(Subs)
dig)
r. r  f
t“t
(if X then t)»t
X (if % then t else t’)«t
-1% (if % then t else t' )«t’
r f[t/xl
F, t«f y[t'/x]
r -lût -lAt
n(t^ »t^ )
(13132)
REGLAS PARA CONECTIVAS 
(ITPr) r -làt
F R(t^,..,t^ ) 
(IaC) F -1^  , F -iip
F n(pvÿ) 
(I-iiC) F f '
F -lAt
F iR(t^,...t^)
(IvC) r f
(I3i3n)
r 9
F >^9
F -iny
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(ctp^) r. f ^
(Ctd)
r. -If
(RFT) r. If F
r f
( E— »c ) r <p—
r, f ip
(ctp ) r, If -10
(MP^ )
r, 0 f 
r f— )0, r f, r Af
r 0
p. 0
f, lAf 0
Tf. -\Af 0
-lAx 0 para toda variable x
-lAc 0 para toda constante auxillar ceC
REGLAS PARA CUANTIFICADORES 
(130 F AtAf(t/xl
F 3xf
(IVC) F -.fic/x)
F -i3xf
donde ceC y no aparece en F u <f>
REGLAS SOBRE DEFINICION 
(IFun) F -lAt
F -iAf(tj t^ )
(IIF)
(I3i3n)
F -.At
F -lAif X then t F -lAif x then t
(DIF) F %. F Ax. F At (DIFT) F Ax. F x-»ût. F ix-»A:
F Aif X then t 
(IIFT) F x-*-^t. F nx-4-.At'
F -lAif X then t else t"
F Aif X then t else t"
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(Dig) r At. r At' (D-i) r Af
r A(t«f) r A-,f
(Dv) r Afv0, r A0vf, r a^va0
r A(fv0 )
(D3) r -i3x-iAf r 3x(AfAf)
r A3xf 
(iFor) r f, r -If
r A3xf
r -lAf
(DTer) AAt (DFor) AAf
Las réglas llevan nombres nemotécnicos que indican la operaciôn que 
realizan. Asi, (IIFT) se refiere a la Indeflniciôn del If-Then-else, mientras 
que (IIF) se refiere a la del If-then.
Obsérvese que la régla (IFor) no es la habituai de la lôgica de primer 
orden:
r f, r -If
r 0
ya que es incorrecta (basta tomar como f la fôrmula £î y como 0, F). Para  ^
si una fôrmula f y su negaciôn son el consecuente de secuencias derivables, 
solo podemos concluir que f no puede estar definida.
9.- REGLAS DERIVADAS Y EJEMPLOS.
Antes de demostrar la correcciôn y completitud del càlculo que acabamos 
de définir, vamos a mostrar cômo se derivan algunas reglas que emplearemos 
después en la prueba de completitud del càlculo. Las derivaciones seràn 
sucesiones numeradas de secuencias con anotaciones en el margen derecho que 
indican las reglas que las producen y los numéros de las lineas donde se 
encuentran las hipôtesis.
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(Hip) r <p si <p^ r
1. f. F
2. T, -vp F
3. r ï>
(Ctd)
(iHip). 1. 
(RFT). 2
(E-I-.C) r -i-iy
r p
1. r -I-If
2. r, -iF -\-vp
3. r. F
4. r ^
Hlpôtesls 
(IHip). 1
(Ctpg). 2
(RFT). 3
(IaC2) r p. r
1. r <p
2. r -i-iy
3. r
4. r TT0
5. r
6. r
t(-i^ V-i0)
fAÿ
Hipdtesis 
(I-inC). 1 
Hipdtesis 
(I-.-.C). 3 
(IaC). 2. 4 
Oefiniciôn de a. S
(IivA) r. If, -10 Tj
r. -i(fv0) TJ
1. r. -If. -10 TJ Hipotesis
2. r. -If, -ITJ -1-10 (CtpJ. 1
3. r. -If. -ITJ 0 (EiiC), 2
4. r. -If. -ITJ fV0 (IvC). 3
S. r. -If, -l(fV0) -11% (Ctp^), 4
6. r. -l(fV0), -ITJ V (Ctp;), 5
7. r. -l(fV0), -ITJ fV0. (IvC), 6
8. r. -l(fV0) -I-ITJ (Ctp^), 7
9. r. -l(fV0) TJ (EiiC). 8
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( I a A)
( I  VA)
(I^)
r. f . 0  T)
r. f A 0  T7
1 . r . f .  0 % H l p ô t e s l s
2 . r . f . iTJ -10 ( C t p ^ ) .  1
3 .  r . <p, 1-10 n r ) ( C t p j ) .  2
4 .  r . n 0 , n - iT j  - I f ( C t P | ) .  3
5 .  r . n f ,  n 0  n n l ] , ( C t p ^ ) .  4
6 . r . n f ,  n 0  r) ( E i i C ) .  5 ,  ;
7 .  r . - i ( - i f V - i f )  1) ( I i v A ) ,  6
8 . r . f A 0  7) D e f l n l c l o n  i
r . f  %, r ,  0  T)
r ,  f v 0  T)
1 . r . f  T) H l p ô t e s l s
2 . r . 0  % H l p ô t e s l s
3 .  r . -IT) - I f ( C t p ^ ) ,  1
4 .  r . -IT) -10 ( C t P j ) ,  2
5 .  r . 1% - l ( f V 0 ) ( I a C ) ,  3 .  4
6 . r . f V 0  7) ( C t p ^ ) ,  5
1 r,. 0  0
r 0 — >0
1 . r, 0  0 H l p ô t e s l s
2. r. 0 , T 0 ( I H i p ) ,  1
3. r. 0 . 1 0  F ( C t p ^ ) ,  2
4. r. 1 0 ,  i F  I f ( G t p ^ ) ,  3
5 .  r , I l f ,  1 0  i i F ( C t p ^ ) ,  4
6. r. i i f ,  1 0  F ( E n C ) ,  5
7 .  r . 1 ( I f v 0 ) F ( I i V A ) ,  6
8. r - l f V 0 ( R F T ) ,  7
9. r 0 - ^ D e f l n l c l ô n  de
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(I— >C2) r, f 0
r 0v-if 
1. r, f 0
2. r, 10, n f  F
3. r, i(0vif) F
4. r 0vif
Hlpôtesls 
Como 1-6 de (I— >C) 
(IiVA). 2 
(RFT). 3
(DVar) r. ÔX f  
r f
1. x»x
2. r x*x
3. lAx F
4. r. lAx F
5. r Ax
6. r A(x“x)
7. f. Ax f
8. r, If lAx
9. r. If i(x“x)
10. r. x“x f
11. r x“x— >f
12. r f
(REF)
(IHip). 1 
(Ctd)
(IHip). 3 
(RFT). 4 
(Dig). S 
Hlpôtesls 
(CtP|). 7 
dig). 8 
(Ctpg). 9 
(I-Æ). 10 
(MP^ ). 11. 2. 6
(DCon) r. Ac f
r f
donde ceC
La derivaclôn es similar a la dada para (DVar).
(IFor2) lAf
r f
1. r lAf
2. AAf
3. r AAf
4. r AiAf
5. If. lAf
lAf
r If
Hlpôtesls 
(DFor) 
(IHip). 2 
(Di). 3 
(Ctd)
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6.  r ,  - I f ,  - lA f  F
7. r, -lAf f 
8 . r -lAf— rf 
9. r f
(IHlp), 5 
(RFT). 6 
(I-Æ). 7 
(MP^ ). 8. 1. 4
L a  o t r a  r é g l a  se  d é r i v a  d e  f o r m a  s i m i l a r .
(IIFC) r iA%
r lAif X then t
1. r -iA% Hlpôtesls
2. r 1% (IFor2). 1
3. r -lAlf X then t (IIP). 2
(I3A) r. f(c/xl 0
r. 3xf 0
1. r, f(c/x] 0
2. r. -10 -if(c/x]
3. r. -10 -i3xf
4. r. 3xf 0
(IVC2) r f[c/x]
r vxf
1. r f [c/x)
2. r -i-if[c/xi
3. r i3x-if
4. r vxf
d o n d e  ceC no a p a r e c e  en  T u  ( f .  0 }
Hlpôtesls 
(Ctp^ ). 1 
(IVC). 2 
(CtPg). 3
donde ceC no aparece en F u (f)
Hlpôtesls 
(I-i-iC), 1 
(IVC). 2
Deflnlclôn de V. 3
(I— »A) r. If TJ. r. 0 T)
r. f— »0 TJ
1. r. -If T)
2. r, 0 T)
3. r. ifv0 T)
4. r. f— >0 T)
Hlpôtesls 
Hlpôtesls 
(IvA). 1. 2 
Deflnlclôn de ^ 3
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(HP) r, <p, ip— )0 0
1. f, -If 0 (Ctd)
2.0 0 (Hip)
3. f. 0 0 (IHlp). 2
4. f. f— *0 0 (I— >A). 1. 3
5. r. f. f—»0 0 (IHlp). 4
(i-iA) r f
r, -If 0
1. r f Hlpôtesls
2. r, -iF, -10 f (IHlp). 1
3. r. -10. -If -i-iF (Ctp^ ). 2
4. r. -10. -If F (EiiC). 3
5. r. If 0 (RFT). 4
Ley del terclo excluso (TE) fv-if
1. If, 1-if F (Ctd)
2. i(fvif) F (IivA). 1
3. fv-if (RFT). 2
(ctpg) r. If 0
r. 10 f
1. r. If 0 Hlpôtesls
2. r, 10 Ilf (ctp^ ), 1
3. r, 10 f (EiiC). 2
Terminâmes esta secciôn con dos ejemplos de derivaclones llevadas a cabo 
n S3p. Empezanos formallzando el ejemplo que mostramos en la secciôn 4. 
lecordemos que alii probamos que f}0. slendo f » i3x(pred(0)»x) y 0 = 
-iA(pred(0)<0), usando el método de los tableaux y obtenlendo un tableau 
errado para {f, i0}. Ahora podemos demostrar f[V mediante la slgulente
ierlvaclôn:
1. Apred(O) Apred(O) (Hip)
2. pred(0)spred(0) (REF)
3. Apred(O) pred(0)=pred(0) (IHlp). 2
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4. Apred(O) Apred(0)Apred(0)“pred(0) (IaCZ), 1, 3
5. Apred(O) 3x(pred(0)=x) (130, 4
6. i3x(pred(0)“x) -iApred(O) (Ctp^ ), 5
7. -i3x(pred(0)ax) pred(0)<0 (ITPr), 6
8. i3x(pred(0)“x) ->(pred(0)<0) (ITPr). 6
9. -i3x(pred(0)»x) iA(pred(0)<0) (IFor), 7, 8
Para nuestro segundo y ultimo ejemplo. ampllamos la slgnatura con un
simbolo unarlo de funclôn suc que hace referenda al sucesor de un numéro
natural. Tomemos las formulas slgulentes: f^  = Vx-i(suc(x)“0). =
Vx(-ix“0— »Apred(x)) y 0 = Vx(Apred(suc(x) ) ). Demostremos que ^   ^0
mediante la slgulente derivaclôn; en ella. c es una constante auxlllar.
1. -isuc(c)“0— »Apred(suc(c) ). isuc(c)=>o Apred(suc(c) ) (MP)
2. -isuc(c)“0— >Apred(suc(c)). -lApred(suc(c) ) nsuc(c)=0 (Ctp^ ). 1
3. -lAc Apred(suc(c) ) (Ctd)
4. -lAc. isuc(c)“0— >Apred(suc(c)) Apred ( suc ( c ) ) (IHlp), 3
5. isuc(c)*0— »Apred(suc(c)), -lApred(suc(c) ) Ac (Ctp^ ), 4
6. isuc(c)“0— >Apred(suc(c) ), lApred(suc(c) ) Acai-isuc(c)“0 (IaC2), 2, 5
7. isuc(c)=0— >Apred(suc(c) ), -lApred(suc(c) ) 3xnsuc(x)=0 (130. 6
8. isuc(c)=0— >Apred(suc(c)), f ^ Apred(suc(c) ) Def. V. (Ctp ), 7
9. <p^, -lApred(suc(c) ) n(-isuc(c)=0— >Apred(suc(c) ) ) (Ctp^ ), 8
10. -lAc, -iAsuc(c) Apred(suc(c) ) (IHlp), 3
11. -iAsuc(c), -lApred(suc(c) ) Ac (Ctp^ ), 10
12. -iAsuc(c), -iApred(suc(c) ) -iAsuc(c) (Hlp)
13. -iAsuc(c), -iApred(suc(c) ) suc(c)=0 (Ilg), 12
14. -iAsuc(c), lApred(suc(c) ) n(suc(c)=0) (I-i-iC), 13
15. lAsuc(c), -lApred(suc(c) ) ÔCAn(suc(c)=0) (IaC2), 11, 14
16. -iAsuc(c). lApred(suc(c) ) 3xn(suc(x)“0) (130, 15
f . lApred(suc(c)) Asuc(c) Def. V,(Ctp ), 16
f .iApred(suc(c)) As u c (c )a i (i s u c (c )=0— »Apred(suc(c))) (Ia C2),9,17
f^. lApred(suc(c)) 3xi(ix=0— >Apred(x)) (130. 18
<p . <p -iiApred(suc(c) ) Def. V,(Ctp^).19
01. 02 0 Def. V.(IVC), 2 0
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10.- CORRECCIOM DEL CALCULO DE SECUENCIAS (T3P.
En esta secciôn demostraremos la correcclôn del càlculo que acabaraos de 
définir. Recordemos que la correcclôn de un càlculo de secuenclas se 
establece probando que $ {- f ^ 4 f, para cualquler conjunto de fôrmulas 
dado 4 u <f>.
Ya que nuestro càlculo se conpone de esquemas de reglas, basta demostrar 
que éstos son correctos, en el sentldo de que preservan la consecuencla 
lôglca, y apllcar entonces Inducclôn sobre la longltud de la prueba formai de 
4 |- f. Preclsando este ultimo concepto se tlene;
1.-Deflnlclôn. Correcclôn de esquemas de reglas.
Un esquema de régla de la forma:
Pg fg (nao)
r f
se dice correct© si y solo si |« (Oslsn) * T  ^f. ,
Tenemos entonces que:
2.-Lema.
Todas los esquemas de reglas del càlculo Egp son correctos. 
Demostraclôn. Obsérvese que dada una fôrmula aeALFA, si se tlene un 
esquema de régla de la forma: F -kx
(islsm)
r - M
entonces es correcte. En efecto, dada una Interpretaclôn 1» tal que 3 es 
modelo fuerte de f entonces 3(-w%^  )#^ , luego 3(a^ )*t. Por tanto 3 no es modelo 
fuerte de a^ A. .Aa^ , de manera que, por 3.2 (consulter alll la condlclôn 
ALFA), 3(«)#t luego 3(ia)^£, como se buscaba.
Por tanto, salvo doble negaclôn, queda estableclda la correcclôn de 
(Ilg), (ITPr), (IvC), (IFun), (IIF), (D-i) y (D3).
De forma similar, dada geBETA, un esquema de régla de la forma:
r r
r - y f i
es correcte. En efecto, si 3 F entonces 3(-^ )#£, para todo l»l,..,m. 
Luego 3(g^ )*£, para todo i*l,..,m. Por tanto 3(g)*&, por 3.2, condiciôn BETA, 
y entonces 3(ig)*j[.
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Son connectas pues, elimlnando o Introduciendo dobles negaclones de 
forma convenlente. (IaC), (DIFT), (IIFT), (Dig). (Dv) y (IFor). Respecto a 
(DIF), si 3 I* r entonces 3(%)#f, 3(A%)#f e 3(At)*f, luego 3(x)=£ e 3(At)»t, 
con lo que 3(Alf x then t)=t.
Razonando de forma similar a como lo venlmos haciendo, se demuestra 
la correcclôn de (130 usando la condlclôn GAMMA de 3.2.
Respecto a (IVC), razonemos por contraposlclôn y supongaraos que no 
se verlflca F  ^-i3xf, entonces existe 3 tal que 3 es modelo fuerte de F, pero 
tal que 3(-*3xf)=f; por tanto 3(3xf)=t y exlstlrâ aeA tal que 3[a/xl(f)»t. 
Tomemos csC que no aparezca en 4 u {f> y tendremos 3[a/c](f[c/x])-£, por el
lema de sustltuciôn 2.4. Como 3 F entonces tamblén 3[a/c] F, por el
lema de colncidencla 2.2, tenlendo en cuenta que c no aparece en F. Por tanto 
no se verlflca que F |" if [c/x], como querlamos demostrar.
La correcclôn de los esquemas que se refleren a la Igualdad, (REF), 
(IF), (IFT) e (IFE), es Inmedlata tenlendo en cuenta que la Igualdad se
Interpréta débllmente.
Algunos esquemas como (InC), (Ctd), (DTer) y (DFor), son 
obviamente correctos; (Subs) se demuestra correcto, usando el lema de
sustltuciôn 2.4. La correcclôn de (IHlp), (Ctp^ ) y (Ctp^ ) se demuestra de 
forma Inmedlata.
Veamos, pues, la correcclôn del resto de las reglas. Para (RFT), 
supongamos F, if  ^F y sea 3 un modelo fuerte de F tal que 3(f)=f; entonces 
3(if)=£ luego 3 es modelo fuerte de F u {if> y, por tanto, tamblén de F, lo 
que es absurdo.
Para (MP^ ), supongamos que F  ^0— >0, F  ^f y F [■ Ap, y sea 3 un 
modelo fuerte de F. Entonces 3(A0)*f, 3(0)»f e 3(f— >0)*f luego 3(p)=t y, por 
tanto, 3(0)*f.
Para (E— )C), supongamos que F p— »0 y sea 3 un modelo fuerte de
F V {p>. Entonces 3(p)=t e 3(p-^)*f luego 3(0)*f. *
Demostrado este lema, la correcclôn del càlculo Cgp es Inmedlata, como 
hemos dlcho, por Inducclôn sobre la longltud de la prueba.
3. -Teorema. Correcclôn de fjp.
Sea 4 V {p> un conjunto cualqulera de fôrmulas entonces:
4  ^0 # 4  ^f. n
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11.- COMPLETITUD DEL CALCULO DE SECUENCIAS (T3P-
En esta secciôn demostramos la caracterlstlca fundamental de nuestro 
càlculo, la completltud. Recordemos que ella se establece probando que 4  ^f 
^ 4 [• 0, para cualquler conjunto de fôrmulas 4 v {0>. Para hacerlo nos 
ayudaremos del teorema 7.5 que establecla condlclones de completltud, segùn 
las cuales todo càlculo de secuenclas que las satlsflclese séria complete. 
Nosotros nos centraremos en las condlclones (8)-(13) del teorema ya que las 
otras son, como veremos, Inmediatas.
Para establecer (8 ) y (9) utlllzamos el slgulente resultado donde se 
aprecla que dlchas condlclones se expresaron mediante reglas, de una forma 
solo llgeraaente dlstlnta.
1. -Lema.
Dado un conjunto flnlto de fôrmulas f:
(a) Para toda fôrmula aeALFA con constItuyentes a ,.., a y para
todo l»l,..,m: F [• -ta # F -ta.
(b) Para toda fôrmula geBETA con constItuyentes 0^ , .. , 0^ :
F I- -iB^ ,.., F I- F I- iB
Demostraclôn. (a) Basta observer que, generalmente, existe un esquema de 
régla que lo establece. Asi, para (al) se tlene (ITPr) y para (a2), tamblén, 
usando (IiiC). Lo mlsmo cabe declr para (a3) y (a4) y el esquema (Ilg).
Para las conectlvas se tlene (InC) para (aS), (IFun) para (a7) e
(IIF) para (a8). Usando (I-i-iC) y (Ei-iC) se prueba para (a9), con (D3), para
(a6), con (IvC), y para (alO), con (D-i).
Para (ail) se tlene:
1. r -iF Hlpôtesls
2. AAt (DTer)
3. F ÛAt (IHlp), 2
4. F iiAAt (I-t-iC), 3
Nôtese que esta derivaclôn no précisa hacer uso de la hlpôtesls. 
Para (al2) el razonamlento es anàlogo.
Para (al3) tenemos:
1. F -iT Hlpôtesls
2. F F Deflnlclôn de F, 1
3. F, -i-iAAt F (IHlp), 2
4. F iMt (RFT), 3
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y, simllarmente, (ol4).
(b) Lo dlcho para el apartado anterior vale tamblén para éste. 
Obsérvese que (IaC) establece (#1) e (IIFT) y (IFor) establecen 02) y 07), 
respectivamente, usando (EiiC) para esta ultima.
Para 03) tenemos:
1. r i(XAiAt) Hlpôtesls
2 . r i(iXAiAt") Hlpôtesls
3. r niAx Hlpôtesls
4. r ii(i%viiAt) Deflnlclôn de a, 1
5. F n(nXViiAt’ ) Deflnlclôn de a, 2
6. F i%ViiAt (EiiC), 4
7. F ii%ViiAt" (EiiC), 5
8. F A% (EiiC), 3
9. F, X -i-iAt (E— *C), Deflnlclôn de — », 6
10. F,, -1% iiAt" (E— »C), Deflnlclôn de — 7
11. F., X At (EiiC), 9
12. F,, IX At' (EiiC), 10
13. F X — >At ( I-» c j,  11
14. F iZ-»At’ (I-»C), 12
15. F Alf X then t else f (DIFT), 8, 13, 14
16. F 1-iAlf X then t else f (IiiC), 15
Para i(/34) se tlene:
1. F i(XA-iAt) Hlpôtesls
2. F 11% Hlpôtesls
3. F iiAx Hlpôtesls
4. F ii(i%ViiAt) Deflnlclôn de a, 1
5. F %— >At Anàlogo a 6, 9, 11 y 13 anterlores
6. F % (EiiC), 2
7. F &X (EnC), 3
8. F At (MP^ ), 5, 6, 7
9. F Alf X then t (DIF), 6, 7, 8
10. F iiAlf X then t (IiiC), 9
Por ûltlmo, para 05) y 06) se usan (Dv) y (Dig), respectivamente. 
Junto con ( IiiC) y (EnC). g
Veamos, por fin, que el càlculo que hemos definido es complete, 
demostrando que las trece condlclones dadas en 7.3 y 7.4 se verIflean.
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*  r.
■» r.
■» r.
■» r.
*  r . *
2. -Teorema. Completltud de Cjp.
El càlculo de secuenclas Cgp es un càlculo completo para LFP. 
Demostraclôn. Las condlclones (l)-(S) de 7.3 son satlsfechas 
Inmedlatamente usando (Ctd) e (IHlp). La condlclôn (6 ) es el esquema de régla 
(RFT) y la (7), (IHlp).
Para la condlclôn (8 ) de 7.4 hacemos el slgulente razonamlento: 
r. “, (■ 0 (por hlpôtesls) #
* r, a,,.., a^ _^ , -10 |- -la^  (por (Ctp^ )) ^ 
a^ _^ , 10 |- Kx (por lema l.(a)) ■*
“•-r “ (por (Ctp^ )) #
<x. 10 |- i«^ _j (por (Ctp^)) * 
a, 10 [- -MX (por lema l.(a)) #
“■-2’ “ 1" ^  (por (Ctp^ )) *
r . a |- 0 
repltlendo el proceso anterior.
Para la condlclôn (9):
r, Bj |- 0 (Islam) (por hlpôtesls) ■*
* r , 10 ^ iBj (islsm) (por (Ctp^ )) *
* F, 10 [• -iB (por lema 1. (b)) *
* F, B 0 (por (Ctp^ )).
Para la condlclôn (10):
F, At—»i0 (t/x] (- 0 (por hlpôtesls) #
* F, iAtvi0 (t/xl |- 0 (Deflnlclôn de —») *
* F, 10 )- i(iAtvi0 (t/x) ) (por (Ctp^ )) *
* F, 10 (- 3x0 (por (130 y deflnlclôn de a )  *
* F. i3x0 0 (por (CtPg)).
Para la condlclôn (11):
F, 0lc/x) [• 0 (por hlpôtesls) *
* F. 10 (- i0 [c/x] (por (Ctp^ )) *
1* F, 10 }- i3x0 (por (IVC)) *
* F, 3x0 [- 0 (por (Ctpg)).
Para la condlclôn (13) usamos (I— »C) y (E— »C). Veamos, por tanto, la
condlclôn (12). Por hlpôtesls tenemos que F, 0 [• 0 luego F |- 8— »0. por
(I— >C); por tanto si demostramos que F |- 0 y que F [- A0, bastarà apllcar la
régla (MP^ ) para conclulr que F [- 0.
Demostramos, màs en general, que |- 0 y |- A0 se verlflca para cualquler 
axloma 8 de la Igualdad, en el segundo apéndlce de este trabajo. g
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Para conclulr esta secciôn hagamos observar que la lôglca que hemos 
venldo descrlblendo satisface resultados clàsicos de las de primer orden. 
Entre elloa los slgulentes teoremas de Ldwenhelm-Skolem y compacidad.
3.-Teorema.
(a) Teorema de Ldwenhein-SkoJem:
SI un conjunto de fôrmulas es fuertemente satisfactlble entonces lo 
es, en una estructura a lo màs numerable.
(b) Teorema de compacidad:
Si todo subconjunto flnlto de uno dado 4 es fuertemente 
satisfactlble entonces 4 tamblén lo. es.
Demostraclôn. (a) SI 4 es fuertemente satisfactlble entonces no tlene un 
tableau cerrado con lo cual su tableau canônlco es ablerto y, por tanto, 
exlstlrâ un conjunto de Hintlkka H que contlene a 4 y que posee por modelo 
una estructura a lo màs numerable.
(b) Supongamos que 4 no es fuertemente satisfactlble entonces 
resultarà que 4 u {-iF> tampoco lo es con lo que 4 F. Por completltud 
tendremos entonces que 4 |- F, luego exlstlrâ un subconjunto flnlto F£4 tal 
que F F. En consecuencla F F, por correcclôn y, por tanto, F no serà 
fuertemente satisfactlble. -
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12.- TRABAJOS RELACIONADOS.
Algunos de los autores que han tratado el tema de las funclones parclales 
en el marco de la lôglca de primer orden ya fueron menclonados en el capltulo 
anterior, cuando se hablô de las relaclones de consecuencla lôglca que 
emplearon para hacerlo. Asi Hoogewijs (Hoo 83J estudlô un càlculo de 
secuenclas y Barringer et. al [BCJ 84], uno de deducclôn natural -a partir 
del trabajo del anterior y de Koletsos [Kol 76], sobre el tema. Una 
comparaclôn de ambos slstemas puede encontrarse en [Hoo 87]. Tamblén el 
cltado en el capitule anterior Owe, présenta en [Owe 84] un slstema formai 
donde las fôrmulas son expreslones booleanas sobre un lenguaje con tlpos. Su 
lôglca de primer orden, llamada "weak logic", es presentada a través de otros 
dos slstemas formales: una lôglca base y una extenslôn de la lôglca base. En 
la primera, el razonamlento es el de la lôglca clàslca, es declr, si y
està deflnlda y si slendo clerta, tamblén lo es 0. En la segunda, se relaja 
la condlclôn sobre la hlpôtesls y ùnlcamente se plde que la concluslôn 0 sea 
clerta si lo era p. Por ûltlmo, la “lôglca débil" solo exige concluslones no 
falsas a partir de hlpôtesls no falsas. La obtenclôn de un càlculo completo 
para esta lôglca pasa, pues, por la extenslôn de uno para la lôglca clàslca 
de primer orden.
Fueron tamblén cltados en el capitule anterior los trabajos de Urquhart 
[Urq 86] y Blarney [Bla 86]. El primero es un estudio de las lôglcas 
m-valoradas desde un punto de vlsta general y trata las funclones parclales 
en tanto que la dlvergencla afecta el valor booleano de una fôrmula, como se 
précisé màs arrlba. Blamey, por el contrario, présenta una lôglca parclal 
para la relaclôn de consecuencla lôglca obtenlda por la Intersecclôn de la ww 
y la ss-consecuencla, dando para ella un càlculo de secuenclas del que se 
aflrma su correcclôn y completltud.
Ebblnghaus [Ebb 69} présenta tamblén una lôglca de primer orden PPL para 
funclones y predlcados parclales en la que las Impllcaclones slempre estàn 
deflnldas, al estllo de Lukasiewicz. Para ella obtlene un càlculo de 
secuenclas, cuya demostraclôn de completltud se basa en una construcclôn al 
estllo de Henkln.
Por ûltlmo cltar el trabajo de Konlkowska et al [KTB 88] qulenes hacen un 
estudio de conectlvas y cuantlfIcadores 3-vaIorados antes de especlflcar las 
poslbles formas de consecuencla lôglca. Especlflcada una de ellas, la 
ss-consecuencla bajo conectlvas de McCarthy y cuantlfIcadores de Kleene -sln
104
operador de deflnlclôn- presentan dos càlculos correctos y completos, uno de 
secuenclas y otro de deducclôn natural. Sln embargo, no se hace menclôn 
explicita de las funclones parclales ni de la Igualdad.
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CAPITULO 3
UNA LOGICA DE PRIMER ORDEN PARA 
RJNCIONES RECURSiVAS PARCIALES
El slstema formal que acabamos de presenter en el capltulo anterior 
permlte el tratamlento de una sencllla forma de cômputo. Nuestro propôslto 
ahora es ampllar el conjunto de funclones tratadas. tenlendo como marco de 
desarrollo la lôglca LFP.
Para ello Introduclmos un formallsmo que permlta construlrlas. Dlcho 
formalisme es una especle de X-cilculo que permlte définir funclones a través 
de dos operadores: el habituai de abstracclôn del X-c&lculo y uno de punto 
fijo (1, con el que se pueden définir funclones recurslvas. Ademàs existlràn 
los slmbolos de funclôn de la signatura y las variables funclonales. como 
nuevos constructores de funclones.
Sobre un conjunto flnlto de géneros se construye el conjunto de los tlpos 
de manera que cada funclôn, de las que acabamos de cltar, posea un tlpo. Los 
mecanlsmos de construcclôn de funclones estàn restrlngidos de forma que el 
tlpo de toda funclôn es de primer orden, es declr, los tlpos que Intervlenen 
en su deflnlclôn, son géneros.
Sobre estos supuestos veremos que es poslble dar una semàntlca sencllla 
que Interprète las funclones como continuas entre cpo’s aproplados. La 
mayor clarldad y slmpllcldad de la aproxlmaclôn funclonal que ofrece 
el X-càlculo quedarà patente en el slgulente capltulo, cuando se ponga en 
relaclôn con un lenguaje de programaciôn imperative.
Con las conslderaclones anterlores se construye la lôglca para funclones 
recurslvas parclales LFRP. En ella exlsten dos clases de expreslones: las 
funclonales, obtenldas como acabamos de ver, y las de Indlvlduo, obtenldas 
por apllcaclôn de funclones o por operadores condlclonales. Sobre la clase de 
expreslones se define la de las fôrmulas con las mlsmas caracterlstlcas que 
LFP.
La semàntlca de LFRP Interpretarà, como es lôglco, las expreslones 
funclonales a través de funclones continuas (y estrlctas) sobre cpo’s pianos, 
deflnlendo la Interpretaclôn del operador p como el menor punto flJo de una 
clerta transformaciôn de funclones. Dedicamos las secclones segunda y tercera 
a demostrar que el operador que acabamos de menclonar es continue, de forma 
que el punto flJo exista y la semàntlca tenga sentldo. Tendremos asl un
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formallsmo de carâcter puramente funclonal.
Iras demostrar algunos resultados semântlcos (referidos, entre otros. a 
la forma de expresar la deflnlclôn de fôrmulas en tèrmlnos de la de 
predlcados, y a la extenslôn de la deflnlclôn a expreslones funclonales), 
pasamos en la secciôn qulnta a définir las llamadas aproxlmaclones 
slntàctlcas. expreslones que permltlràn définir càlculos (no flnltarlos) para 
el manejo de funclones deflnldas por recurslôn. Con ellas se trata de poder 
tratar computaclonalmente un programa recursive a través de una régla de 
punto flJo (cf. [Man 741). Como veremos entonces, la régla que sustltuye toda 
ocurrencla de una variable funclonal por su cuerpo, présenta dlflcultades 
técnicas cuando se dan deflnlclones recurslvas anldadas; optaremos pues por 
una que éliminé, en cada aproxlmaclôn de la funclôn recursive, todas las 
aparlciones de cualquler otra funclôn recurslva que esté en el alcance de la 
primera.
El resto de las secclones slgue un desarrollo similar al dado en el 
capltulo anterior. Se trata, en las primeras, de Introduclr un método de 
tableaux aproplado a las peculiarIdades del lenguaje que se maneja. Dlchas 
pecullarldades se refleren a los slgulentes puntos.
Las clases de fôrmulas se ampllan con dos nuevos tlpos; w-alfa y w-beta. 
Estas nuevas clases no son màs que conJunelones y dlsyunclones Inflnitas y su 
comportamlento semàntlco es anàlogo al de las clases alfa y beta.
Los tableaux son àrboles w-ramlflcados, es declr, los nodos pueden tener 
una cantldad numerable de hljos. A dlferencla de los dados para LFP, 
supondremos, por razones técnicas, que los nodos estàn etlquetados por 
conjuntos de fôrmulas.
El anàlogo a los tableaux finîtes es ahora el que denomlnamos tableau de 
ramas flnltas. Se trata de un àrbol, poslblemente de profundldad no flnlta, 
pero tal que todas sus ramas tlenen profundldad flnlta. La razôn de 
conslderar esto asl es que con una cantldad numerable de ramas, como se puede 
llegar a tener, se puede alcanzar una profundldad arbltrarla (un ordinal 
numerable en todo caso).
Las ramas de los tableaux se extlenden como en LFP, pero en cada paso 
puede hacerse con una cantldad arbltrarla de ramas. Ello es necesarlo si 
esperamos définir un algorltmo que pueda generar un tableau canônlco. cerrado 
en un nümero flnlto de pasos.
Como en el capltulo segundo, el método de los tableaux es correcto y 
completo, con una construcclôn de tableau canônlco, especlflca, basada en una
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técnica "a la Hintlkka". La completltud servlrâ, en la secciôn décima, para 
obtener condlclones que demuestran la completltud de càlculos (InfInltarlos) 
de secuenclas.
Las très secclones slgulentes estàn dedlcadas a exponer un càlculo 
correcto y completo (gxp, con una régla Inflnltarla que expresa cuàndo una 
funclôn f, deflnlda a través del operador de recurslôn p. no està deflnlda en 
algün argumente. Dlcha régla estarà basada en el hecho de que las
aproxlmaclones slntàctlcas forman una cadena numerable de funclones flnltas 
cuya unlôn es la funclôn que aproxlman. De esta forma, si f no converge en x 
no lo harà tampoco nlnguna de las funclones f\ l<w, que la aproxlman
slntàctlcamente.
Una lôglca Inflnltarla como ésta. plerde entonces su carâcter de primer
orden, ya que no satisface, por ejemplo, el teorema de compacidad, aunque si
el de Lduenhelm-Skolem, como ocurrla con LFP.
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1.- LENGUAJE DE UNA LOGICA DE PRIMER ORDEN PARA FUNCIONES RECURSIVAS
PARCIALES: LFRP.
El lenguaje que présentâmes en este capltulo es una extenslôn del 
presentado en el capltulo precedente, que consiste en la generallzaclôn de 
los tèrmlnos mediante expreslones construldas a la manera de un Xp-câlculo 
tlpado, con las que se pueden définir funclones computables.
En primer lugar, deflnlremos los tlpos que pueden tener las expreslones 
del lenguaje, que se construlrân sobre un conjunto soporte de tlpos bàslcos 
que se supondrâ flJo en adelante.
1.-Deflnlclôn. Tlpos elenentales, relaclonales y funclonales.
Dado un conjunto flnlto S = {cr^ ,.. ,o*^ }, deflnlmos los slgulentes 
conjuntos de tlpos:
(1) S, cuyos mlembros seràn llamados tlpos elementales o géneros
(2) TRg, cuyos mlembros p seràn llamados tlpos relaclonales,
formado por las sucesiones no vaclas de tlpos elementales <r^ ..(r^ , n>0, ir^ eS
(3) TFg, cuyos mlembros t seràn llamados tlpos funclonales y
tendrân la forma xr, n>0, treS. ,
Obsérvese que todo tlpo funclonal es de la forma p— xr, para clertos peTR^ 
y <reS.
Definido el conjunto de los tlpos pasamos a définir las signatures, que
habràn de tener en cuenta el hecho de que las expreslones construldas sobre
ellas tlenen un tlpo determlnado. Para formallzar esto usaremos el conocldo 
concepto de slgnatura heterogénea (memy-sorted signature).
2.-Deflnlclôn. Signatures.
Una slgnatura £ es una cuàdrupla formada por:
(1) un conjunto S de géneros <<r^ ,..,<r^ >
(2) famlllas de conjuntos C^ de constantes c con género asoclado o*
(3) famlllas de conjuntos SF^ de slmbolos de funclôn f con tlpo
funclonal asoclado r*cr ..a- — xr, n>0
(4) famlllas de conjuntos 5P^ de slmbolos de predlcado R con tlpo
relaclonal asoclado p*<r^ ..<r^ , n>0. g
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En adelante, dada una slgnatura £ con un conjunto de géneros S, 
representaremos por TFj. y TR^ , los conjuntos de tlpos funclonales y 
relaclonales foraados a partir de S. respectIvaaente.
Como para LFP, supondremos dado un conjunto numerable de variables ^  = 
{x^ / n<u>, que llamaremos de Indlvlduo, con un género asoclado <r, para cada 
tlpo elemental <r. Aslmlsmo admltlremos variables de tlpo funclonal, que haràn 
el papel de llamadas a funclones y cuya semàntlca dependerà del contexte en 
que aparezcan. Supondremos pues la exlstencla, para cada reTF^, de conjuntos 
numerable* VF^ = {X^ / n<u> de variables que llamaremos, simplement*,
funclonales. Slempre que no baya amblgOedad ellmlnaremos subindice y 
superIndice en ellas.
3. -Deflnlclôn. Z-términos, Z~expresiones y Z-fàrmlas.
Dada una slgnatura £, deflnlmos el conjunto de £-térmlnos de 
género (r(cS), el conjunto de £-expreslones de género <r(eS), el conjunto
EFj de £-expreslones funclonales de tlpo t («TFj ) y el conjunto Fg de 
£-fôrmulas, por las slgulentes reglas en forma de Backus-Naur:
(1) ijat:
t::■ X (xeV^) I
IccC^ ) I
(2) E^E:
E;:- t (t€l^ )
I
(x— »Ej, Eg) (x E-fôrmula sln cuantlfIcadores
ni operador de deflnlclôn A y E^ , EgSE^) |
M(E^ ,..,E^ ) y Ej«E^‘, 1=1,..,n)
(3) EF^ sM:
M:;« f (feSFg) 
X (XeVF^ )
Xx^..x^.E (EeE^ , x^eV^\ 1*1,.., n, dlstlntas 
dos a dos, T*?^ . xr) |
pX.M (XeVF^ . MeEF^)
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(4) Fj.90:
f=: = Eg (E^ . EgSE;)
V -  - E 
AE (EeEj)
R(E^,...E^) (ReSP^'- y E^eE^‘, 1 = 1 n)
AR(E^ E_^) ( R e S P ^ ^ - y E^eE^‘, 1=1 n) |
I
0jV0g 1
3x0^  (xeV*^ ). g
Varias observaclones hay que hacer sobre esta deflnlclon. Eln primer lugar 
declr que la slntaxls de las expreslones de tlpo funclonal Incluye las 
construcciones usuales, para définir funclones, de un Ap-câlculo tlpado: la
abstracclôn Xx^ ..x^ .E, que define una funclôn de n argumentes que obtlene el 
valor mediante E, y la recurslôn pX.M, que define una funclôn como "el menor
punto flJo" asoclado a M.
En segundo lugar, la slntaxls de las fôrmulas admlte, como es lôglco en 
primer orden, ùnlcamente la Igualdad de tlpo elemental. Eln consecuencla, el 
operador de deflnlclôn A solo se apllca a ellas. Respecto a la deflnlclôn de
fôrmulas, restrlnglraos A a predlcados con el ûnico objetIvo de slmpllficar
nuestro estudio, entendlendo que la ampllaclôn de A a fôrmulas cualesqulera 
daria lugar a caracterlstlcas lôglcas slmilares a las respectivas de LFP; en 
todo caso, veremos que la apllcaclôn de A a los demàs tlpos de fôrmulas se 
puede expresar con las construcciones aqul deflnldas.
Por ûltlmo hacer notar que, como en el capltulo anterior, el resto de las 
conectlvas y el cuantlfleader universal, se suponen deflnldos en funclôn de 
la negaclôn, la disyunciôn y el cuantlficador existencial.
En adelante, para referirnos a los conjuntos de E-térmlnos, E-expresiones 
y Z-expresiones funclonales, deflnlremos los conjuntos slgulentes:
Tj. = U {T^ / o-6S>
Ej. = U {eJ / <reS}
y:
EFj. = U {EF^ / xeTFj.}.
En lo que slgue supondremos dada una signatura flja E y escrlblremos LFRP 
para representar nuestro Lenguaje para Funclones Recurslvas Parclales formado 
por el triple <Ej., EF^ ., Fj.>.
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2.- SEMANTICA DEL LENGUAJE LFRP. œNCEPTOS INTRODUCTORIOS.
Como hemos visto en la secciôn anterior, LFRP permlte la deflnlclôn de 
funclones por recurslôn, mediante un operador de punto fljo. Por tanto, la 
semàntlca debe deflnirse de tal modo que tales funclones tengan sentldo. Para 
ello dedicamos un breve espacio a expllcar las condlclones que permiten la 
exlstencla de "menores puntos fijos*.
En el capltulo precedente usamos los cpo’s pianos para définir la 
semàntlca de las funclones parclales. Un cpo piano es un caso especial de 
orden parclal completo, de hecho, qulzàs el màs simple de los no triviales. 
En general, un cpo se define de la manera slgulente:
1.-Deflnlclôn. Ordenes parclales completos.
Dado un conjunto D con un orden parclal <, esto es, una relaclôn 
binarla sobre DxD que sea reflexlva, antlslmétrlca y transitive, declmos que 
dos elementos x, ysD son compatibles, si tlenen una extenslôn comun, es 
declr, existe zeD tal que x, y<z.
Un subconjunto no vaclo de D se dice dlrlgldo si todo par de 
elementos suyos son compatibles. De entre los conjuntos dlrlgldos destacamos 
las cadenas que son aquellos llnealmente ordenados, es declr, para cada par 
de elementos (x, y) de ella, x<y o y<x.
Dado un par (D, <) formado por un conjunto D con un orden parclal 
<, declmos que es un orden parclal completo, lo que escrlblmos con su 
abrevlatura Inglesa cpo, si todo conjunto dlrlgldo tlene cota superior minima 
y ademàs existe un elemento mlnlmo, que se représenta por i y se denomlna 
“bottom" del cpo. *
Obsérvese que los cpo’s pianos responden a la deflnlclôn anterior, pues 
las cadenas estàn slempre formadas, a lo màs, por el elemento "bottom" y un 
elemento del conjunto soporte y. por tanto, slempre son cadenas flnltas, con 
lo cual la cota superior minima es su mayor elemento.
Entre cpo’s dlstlngulmos un tlpo especial de funclones que permlten 
définir otras por recurslôn. Se trata de las funclones continuas, deflnldas 
por:
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2.-Deflnlclôn. F u n c l o n e s  m o n ô t o n a s  y c o n t i n u a s .
Dados los cpo's (D, <) y (D', <*). una funclôn f : D— »D' se dice
monôtona si préserva el orden, es declr:
X < y * f(x) <’ f(y)
para todos x, yeD.
En las mlsmas condlclones, una funclôn monôtona f se dice continua 
si préserva las cotas superlores minlmas de cadenas, es declr: 
f(U <x^ / l6l>) < U {f(x^) / l€l} 
para toda cadena (x^  / lel> de D, donde el simbolo U représenta la cota 
superior minima. Nôtese que la monotonia de f garantlza que {f(x^) / lel} sea 
una cadena. _
Obsérvese que si f es una funclôn continua entonces, ya que x < 
U{x^/l€l>, tendremos que f(x^ ) < f (U fx^  / lel}), por ser f monôtona, y 
entonces U {f(x^ ) / lel} < f(U {x^  / lel}), con lo que: 
f(U {Xj / lel) = U (f(X|) / lel).
Para définir la semàntlca de nuestro lenguaje segulremos las pautas 
marcadas por LFP y extenderemos la semàntlca dada en el capltulo anterior a 
fin de définir correctamente el significado de las expreslones. Mantendremos 
pues los cpo’s pianos como base para la obtenclôn de estructuras.
Recuérdese que un cpo piano es una estructura (D, <) formada a partir de 
un conjunto A, un elemento dlstlnguldo i. que se aftade a A y se llama 
"bottom" del cpo, y un orden < definido por la condlclôn: d^  < d^  «* d^  = i o 
d^  * dg. Sobre cpo’s pianos deflnlmos las slgulentes operaclones:
3.-Deflnlclôn.
(1) Dados los cpo’s pianos (D^ , <^ ), 1=1,..,n, deflnlmos su
producto carteslano estrlcto (D^®..®D , <^ ) como el orden definido sobre
el conjunto 0^ ®. . ®D  ^= u {(a^ ,..,a^) / a^eD^ Nli^)) por: d^  d^ * d^  =
ig o d^  = dg, para todo d^ , dgCD^ ®. ,®D^ .
(2) Dados los cpo’s pianos (D, <) y (D’. <’), deflnlmos el espacio 
de ô-funclones ((D—»D’]^  , <^ ), Ôe{e (de estrlcta), m (de monôtona), c (de 
continua)), como el orden ^  definido sobre el conjunto de ô-funclones de D
en D’, de la slgulente manera. Dados f, ge(D— »D’1^ : 
para todo xeD. •
f g * f(x) <’ g(x)
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Entléndase en la deflnlclôn anterior que una e-funclôn (resp. m o 
c-funclôn) se reflere a una funclôn estrlcta (recuérdese que una funclôn 
estrlcta entre cpo’s es aquella que toma valor "bottom" cuando su argumento 
es el valor "bottom"; cf. 1.2 del capltulo 2 para la deflnlclôn de este 
concepto) (resp. funclôn monôtona o continua). Es senclllo demostrar que los 
espaclos de funclones que acabamos de définir son realmente cpo’s.
4.-Lema.
Dados los cpo’s pianos (D^ , <^ ), 1*1,..,n, y (D, <), se tlene que: 
(D^m.. eO^— »Dl^  C (D^#.. #D^ — »D1^ .
Demostraclôn. Inmedlata tenlendo en cuenta que, tal como se deflnlô el 
orden las cadenas de D^ m. .«D^ estàn formadas, a lo màs, por y una
tupla de elementos deflnldos. ,
Eventualmente usaremos algunas propledades de las funclones continuas que 
pasamos a enumerar y cuya demostraclôn puede encontrarse en [Sto 77).
5.-Lema.
Dados los cpo’s (D, <), (D’, <’) y (D” , <” ), se tlene:
(a) IdelD—*D) , donde ld(x) * x. para todo xeD
(b) k^€(D— >D’1^ , donde k (^x) * aeD', para todo xeD
(c) si f«[D—*D’ y gelD’— »D’’)^  entonces g»fe(D-^D’ ’ ]^ , donde
g*f(x) * g(f(x)), para todo xeD
(d) si f^ , fgClD—»D’ y ge(D—*B]^ , recuérdese que B es el cpo
piano booleano (cf. §1.A.1.1) entonces cond(g, f^ , fg)e[D— »D’ ] , donde
cond(g, f^ , fg) (x) vale f^ (x) si g(x) es t, fg(x) si g(x) es f y x, si g(x)
es el valor booleano Indeflnldo x. g
No trataremos de desarrollar aqul los fundamentos matemàtlcos de la 
teorla de domlnlos, que puede encontrarse en cualquler tratado sobre el tema
(cf. (Ber 85] o [Sto 77], por ejemplo). S Implements daremos cuenta de algunos
resultados sobre los que se basa la semàntlca de nuestro lenguaje.
6.-Teorema. Teorema de exlstencla de menor punto flJo.
Dado un cpo (D, <), toda funclôn continua f: D— »D tlene un menor 
punto flJo, esto es, existe xeD tal que:
115
(a) f(x)=x
(b) para todo yeD: f(y)=y * x < y.
Demostraclôn. Conslderemos el conjunto PF={f*Ci) / ieIN}. Por inducclôn 
sobre 1 demostramos que PF es una cadena. En efecto:
(1) 1=0: i < f*(x), por deflnlclôn de x
(2) 1— >1 + 1: por hlpôtesls de Inducclôn f'(x) < f'*'(i) luego, por
monotonia. f'*'(x) < f^ *^ (x).
Ya que PF es una cadena entonces existe x = U PF. Demostremos que x 
es el menor punto flJo buscado. Tenemos:
(3) f(x) = f(U {f‘(x) / lel}) = U {f(f‘(x)) / lel) = U (f‘(x) /
lel) » X, usando la contlnuidad de f.
(4) Supongamos que f(y)=y y demostremos que f*(x) < y, para todo 1. 
con lo que x < y, por deflnlclôn de U. Por Inducclôn sobre 1:
(a) 1=0: X < y, por deflnlclôn de x
(b) 1— »1 + 1: supongaunos que f*(x) < y con lo que, por
monotonia, f(f*(x)) = f***(x) < f(y) = y (por ser y punto flJo). ,
Como acabamos de ver, las funclones continuas poseen menores puntos 
fiJos. Ademàs el funclonal que asocla a cada funclôn continua su menor punto 
flJo es tamblén continue, como vemos a continuaciôn.
7. -Teorema. Contlnuidad del operador de punto fljo.
Dado un cpo (D, <), el funclonal fix: [D— »D)^ — >D definido por: 
flx(f) = menor punto fljo de f 
para toda fe(D—»D]^ , es continue.
Demostraclôn. Para demostrar que fix es monôtono obsérvese que el menor 
punto fljo de una funclôn continua f es de la forma U (f^ (i) / lel), de donde 
se slgue fàcllmente que flx(f) < flx(g) si f < g. Para la contlnuidad es 
necesarlo que para toda cadena <f^  / leI)S(D— »D]^  se tenga:
flx(U f^ ) < U fix(fj).
i 1
Para ello basta que U flx(f ) sea punto fljo de U f^ , ya que el 
1 ‘ I
menor de ellos es fix(U f^ ). Ahora bien, se tlene:
(U f ) (U flx(f )) = U (f (U flx(f ))) (por deflnlclôn de U f^ ) =
i ‘ j  ^ i ‘ j  ^ i
= U U (f (flx(f ))) (por contlnuidad de f^) =
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U (cofflprobable usando la definiclbn de
supremo: para màs detalles cf. (Bak 801) =
U flx(f ) (per definlclôn de punto fljo). ,
J
3. - SEMANTICA DE LFRP.
Como hemos dicho en la secciôn precedente, mantendremos las ideas del 
capitulo segundo y expresaremos las fundones parciales como funclones 
estrictas sobre cpo’s pianos. reservando su elemento base para la 
divergencia. Las Z-estructuras ser&n pues slmllares a las definidas enfonces, 
con ciertas modificaciones técnicas a tener en cuenta cuando se trata con 
signaturas heterogéneas.
1.-Definlcldn. Z-estructuras.
Una Z-estructura 9 es una cuàdrupla formada por una familia de
conjuntos (D^ / (T€S>, donde cada es un cpo piano sobre un
conjunto A^ u (unidn disjunta), donde es el elemento mlnimo y A^ serâ
llamado soporte del género o* en 9; un conjunto de elementos c ^ u n o  por
cada constante ceC^ , un conjunto de funclones estrictas f^ e 
una por cada slmbolo de funclôn feSF^ de tlpo funclonal 
T=<r^ .. w, y un conjunto de f unclones estrictas e . •D*’*"— , una
por cada slmbolo de predlcado ReSP^ de tlpo relaclonal p=v^ ,.(r . g
Las valoraclones se extlenden ahora para cubrlr tamblén las variables 
funclonales, memtenlendo la Idea de que ellas representan funclones 
estrictas.
2. -Definlclôn. Valoraclones y Z-tnterpretaciones.
Dada una Z-estructura 9, una valoraciôn c sobre 9 es una apllcaclôn 
deflnlda sobre todos los conjuntos de variables tal que;
(1) c (x®‘)€A®‘ (»d' M i^>)
(2) c(X^) c [d‘” *..*d‘^ -Æ®‘]^ . xeTF .^
117
Una Z-lnterpretaciôn 3 es un par (3, c) formado por una 
Z-estructura 3 y una valoraciôn c sobre 3. ,
Obsérvese que, de nuevo, las variables de Individuo slempre se valoran 
como elementos definidos.
La semântica de expresiones y fôrmulas -la de los términos es la misma 
que la dada en §2.1.5. (D- puede ahora definlrse de manera similar a la de 
LFP. La Justlficaciôn de la existencia de ciertos puntos fljos mfnimos se 
harâ después de esta definlclôn.
3.-Definlclôn. Valores semânticos de expresiones y fôrwulas.
Dada una Z-lnterpretaclôn 3, la semântica de expresiones y fôrmulas 
vlene dada por apiIcaciones que aslgnan a cada EeE^ . un elemento 3(E)eD^. a 
cada MeEFj, r=<r^ .. w, una funclôn estricta 3(M)€[D*^ «^. .«D*^— y a 
cada fôrraula un valor booleano 3(f)eB, de la manera siguiente:
3(E) = 3(t), si E = tCeTp (cf. §2.1.5.(1))
3(z-^ Ej. E^ ) =
3(Ej) si 3(%) = t
3(E^ ) si 3(%) = f
1 en otro caso
Anâlogamente 3(X— »E^ ).
3(M(E^...,E^)) = 3(M)(3(E^)...,3(E^))
En adelante, entenderemos ( ) como una operaclôn estricta de
construcclôn de tuplas, esto es, si alguna de las componentes de la misma 
estâ Indeflnlda entonces la tupla es el "bottom" del producto cartesiano 
estrlcto. Recuérdese que dicho producto solo ténia como tuplas, distintas del 
"bottom", a aquellas cuyas componentes eran todas distintas del elemento 
minlmo del correspondlente mlembro del producto.
(2) EF^ aM, T=o-^ . .0-^— w:
3(f) = fS 
3(xf) = c(X )^
3{Xx^ ..x^ . E) es la funclôn estricta de [0°^ ®^. . 
deflnlda por:
3(Xx ..X .E)(a ,..,a ) = 3(a/x ,..,a/x ](E)
t n  l n 1 1  n n
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para a^eA , 1=1,..,n, donde esta ultima interpretaclôn se define 
de manera obvia a partir de la dada en §2.1.5.(2).
3(fiX.M) es el menor punto fljo de la transformaclôn que asocla 
a cada h e [D®^ e. .eD^— »o'^l , la funclôn estricta 3[h/X)(H).
(3) Para la definlclôn es la misma que la dada en el capitulo
anterior para LFP, cuando la fôrmula es una negaclôn o una dlsyunclôn. Para 
el resto de los casos se tlene:
3(E-^E')
3(R(E E ))
3(ÛE)
3(ÔR(E E )) -
3(3x p)
si x^ # 3(E) * 3(E*) #
I si x^ * 3(E) # 3(E*) * 0^-
1 en otro caso
i si R®(3(EJ,..,3(E^)) » t
I si R®(3(Ej),..,3(E^)) * £
X en otro caso
' i si 3(E) # x^
, t en otro caso
t si 3(R(E^,..,E^)) # X
£ en otro caso
'i si existe acA®^  tal que 3[a/x®^ l (p) = t
£ si 3(a/x®*l(p) « £ para todo aeA®^
X en otro caso
Para que la definlclôn anterior tenga sentldo hemos de demostrar, entre 
otras cosas, que 3(M) queda bien deflnlda y es una funclôn estricta, para 
MeEFg, T=<r^ . .<r^— xr.
4. -Teorema.
Dados una Interpretaclôn 3, una variable funclonal XeVF^, una 
expreslôn EeE^ de género o-, una expreslôn funclonal MeEF^ y una fôrmula zeF^ . 
libre de cuantlficadores y de operador de definlclôn ô:
(a) T(3, X. E): (o'^ 'e.. - »  D®“ deflnlda por:
T(3, X. E)(h) - 3(h/Xl(E)
satlsface;
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(I) T(3, X, E) estâ bien deflnlda
(II) T(3, X, E) es continua
(b) T(3, X. %): . «D®^— »D*^1 — » B deflnlda por:
T(3. X. x)(h) = 3[h/X](%)
satlsface:
(I) T(3, X, x) estâ bien deflnlda
(II) T(3, X, x) es continua
(c) T(3, X, M): ID®^ «. .•D®^-»D®]^-^ (D®“'»..®D®^— »D®“l^  deflnlda por:
T(3. X. M)(h) = 3(h/Xl(M)
satlsface:
(I) T(3, X. M) estâ bien deflnlda
(II) T(3, X, M) es continua.
Demostraclôn. Se demuestran los très apartados por Inducclôn slmultânea 
sobre la estructura de E, x y M. Teneaos;
(a) Que T(3, X. E) estâ bien deflnlda se comprueba Innedlatamente,
dlstlngulendo las dlferentes formas poslbles para E. Por ejemplo, si E es de 
la forma M(E^,..,E^) entonces, para cualquler Interpretaclôn 3’, 
3’(M)€lD®^ e. .eD®"—Æ®^ ]^  e 3' (E^  )eD®\ 1=1,..,n, por las hlpôtesls de
inducclôn para M y las E^ , luego 3’(E)eD®.
Respecte a la contlnuldad, obsérvese que para E=t se puede
demostrar, por Inducclôn sobre la estructura de t, que T(3,X,t) es constante 
luego, por 2.5.(b), continua. Para E=x— E^ , anâlogamente x— >E^ , apllcamos 
hlpôtesls de Inducclôn para T(3, X, E^ ), 1=1,2, y T(3, X, x) V usâmes
2.5. (d). Por ultimo, para E=M(E^,..,E ) basta usar la contlnuldad de las 
funclones T(3, X, M) y T(3, X, E ), 1=1,..,n, que nos da la hlpôtesls de 
inducclôn, y apllcar que ésta se conserva bajo composlclôn, segün 2.5.(c).
(b) La buena definlclôn de T(3, X, x) es Inmedlata. Respecte a su 
contlnuldad dlstlngulmos los slgulentes casos. Para E=^E" tenenos:
3(U h^/X](E=^E’ ) = t . Xp * 3[U h^ /X](E) = 3[U h^ /XJ (E* ) * x^ #
# x^ * U (3(h^/X](E)) = U (3[hj/X](E’)) # x^ (por hlp. de Inducclôn) #
» 3[hj/X)(E) = 3(h^/X](E’) * x^ , para algûn 1 (por tratarse de cpo’s
pianos) *
# 3th^/X] (E=^E’ ) - i, para algûn 1 » U (3Ih^ /X] (E=^ E* ) ) = t
Slmllarmente si la Igualdad es falsa o Indeflnlda (en este caso 
recuérdese que la Igualdad se Interpréta como una funclôn estricta). De 
manera anâloga se demuestra la contlnuldad para los predlcados (recordando de
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nuevo que es una funclôn estricta). Por hlpôtesls de Inducclôn resultarà, 
entonces, la contlnuldad para la negaclôn y la dlsyunclôn.
(c) La buena definlclôn de T(3, X, H) es Inmedlata para las 
expresiones funclonales f. X y Xx^..x^ .E, por la definlclôn semântica 3.(2) y 
la hlpôtesls de Inducclôn para E. La contlnuldad, en estos casos, es fàcll de 
demostrar. Para T(3, X, f) y T(3, X, Y), Y#X, résulta una funclôn constante 
y, por tanto, continua, por 2.S. (b). Para T(3, X, X) résulta la funclôn 
Identldad que es continua, por 2.5.(a). Para T(3, X, Xx^..x^.E) résulta:
(31U h/XKXx . .X .E))(a ...,a ) - 3(U h/XJ [a/x ..., a/x 1 (E) -
I n  1 o  ^ I 1 1  a n
- 3(aj/x^,..,a^/x^ltU hj/XKE) - T(3', X, E)(U h,)
(con 3* • 3[ayx^,.. ,a/x ] ) -
- U (T(3*. X, E)(h^)) (por hlpôtesls de Inducclôn para E) ■
- U (3[a/X ...,a /X Ith./XKE)) - U (3[h./Xl(a/x ,.. ,a /x 1(E)) =
 ^ 1 1  u n i   ^ 1 1 1  n n
■ U ( (3[h^ /Xl (Xx^.. x^ . E) ) (a^ ..., a ) ) ■
- (U (3[hj/Xl(Xx^..x^.E))) (a^ ,...a^ )
luego T(3, X, Xx^..x .^E) es continua.
Respecto a pY.M*, Y#X, tenemos que:
T(3, X, pY.M')(h) - 3(h>T(l(pY.M* ) (por def. de T) » f lx(T(3(h/XJ, Y, M')) 
con lo que T(3, X, pY.N’)(h) esté bien deflnlda, por hlpôtesls de Inducclôn 
para M*. Para la contlnuldad, conslderemos el funclonal deflnldo por:
F(h) - T(3(h/XI, Y, M’ ).
SI demostramos su contlnuldad entonces, como T(3, X, pY.M’)(h) = 
flx(T(3(h/X], Y, M') “ flx(F(h)), resultarà que T(3, X, pY.M’) es continua, 
por ser composlclôn de dos funclones continuas. Ahora bien, para cualquler 
cadena (h^  / l6l> S [D®'e.. #D®“— »D®1^  y cualquler funclôn f«[D®'e.. eD®"— *0®]^  
tenemos:
T(3[U h^ /Xl, Y, M')(f) - 3(U hj/Xl(f/Yl(M’) -
- 3(f/Yl(U h / X K M ’) (pues X#Y) - T(3lf/YJ, X, M‘)(U h ) -
l ‘ i ‘
- U T(3tf/Yl, X, M')(h|) (por contlnuldad de T(3(f/Yl, X, M ), por
hlpôtesls de Inducclôn) ■
- U 3{f/YJ(hj/Xl(M') » U 3{hj/Xj (f/Yl (M* ) (pues X#Y) -
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=• u T(3[h^/Xl, Y, M’ )(f) 
luego T(3(U h / X ] . Y, M') = U T(3(h^/X], Y, M’), que prueba la contlnuldad de
F.
SI Y=X entonces T(3, X. pX.M) estâ bien deflnldo, por hlpôtesls de
Inducclôn. y por tratarse ademâs de un funclonal constante, su contlnuldad es
trivial. m
Demostrado que T(3, X, M) es continua, por 2.6 tendrâ punto fijo y, por 
tanto, 3(M) estarà bien deflnlda, para cualquler expreslôn funclonal M.
La razôn de que exljamos que la fôrmula x no contenga nlnguna aparlciôn 
del operador de definlclôn ô es que en otro caso la funclôn T(3, X, %) no es 
siquiera monôtona en general. Intultlvamente cabe esperar esto si recordamos 
que A no es un operador monôtono, pues para 3, 3" y <p adecuadas puede suceder 
que 3(y)=i < 3’(y)=t, mientras que 3(Aç))=f no es menor que 3"(Ay)=£. Veamos 
un ejemplo concreto conslderando la fôrmula AX^(x^,. . , x^), T=<r^ . . cr^— w. Se
tlene:
3[n/X](AX^(x^ X )) = f
y:
3[k^/X](AX^(x^,..,x^)) = t 
donde Q, k^ e[D®^ ®. . »D®"— >D®] son las funclones estrictas deflnldas por:
n(a^,..,a^ ) = y k^(a^,..,a^ ) = a(eA®)
para toda n-tupla (a^,. ., a^ )eO®^ ®. . ®D®" \ {i^ }.
Entonces se tlene que £1 < k , pues J.^ < a, pero no es c 1er to que f sea 
menor que £.
Una vez demostrado que la semântica de nuestro lenguaje estâ bien 
deflnlda usaremos el hecho de que podemos caracterlzar los puntos fljos 
minlmos de una manera concrete, segün se vio en 2.6.
5.-Corolarlo.
Dadas una Z-lnterpretaclôn 3, una expreslôn funclonal MeEF^ y una 
variable funclonal XeVF^, T=<r^ ..o* — xr, deflnamos la siguiente suceslôn de 
funclones {<pX.M>*e(D®^®. .»D®"— »D®] / Ku}, por Inducclôn sobre 1:
. 0<pX.M> = 0^ (la funclôn £î deflnlda mâs arrlba) 
<pX.M>‘*^  = 3[<pX.M>‘ /XI(M).
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Entonces 3(pX.M) = U {<pX.M> / Ku}.
i
Demostraclôn. En efecto, por 2.6 tenemos que:
3(pX.M) - U {T(3, X, M)'(i ) / Ku}
I ^
Ahora bien <pX.M>* ” T(3, X, M)*(i^). En efecto, por Inducclôn 
sobre 1 tenemos que:
1«0. Es évidente pues ■ Q^ .
1— >1+1. Supongàmoslo clerto para 1 entonces:
<pX.M>‘*' - 3[<pX.M>‘/Xl(M) -
- 3(T(3, X, M)‘(i^)/X1(M) (por hlp. de Ind. )
- T(3, X, M)(T(3, X, M}‘(i^)} - T(3. X, M)‘*^x^}
El corolarlo résulta ahora de forma inmedlata. ■
4. - ALGUNOS RE5ULTAD0S SEMANTICOS.
De la semântica que acabamos de définir se deducen algunos resultados que 
pasamos a comentar a continuaciôn. En primer lugar, vale lo dicho en el 
capitule anterior sobre las fôrmulas slempre ciertas ôx y slempre falsas n&x, 
para cualquler variable de Indlvlduo x. Escrlblremos, sin embargo, T (resp. 
F) para representar x^"x  ^(resp. -i(x^ «x^ )), slendo x^ , la primera variable de 
un género arbltrarlo fljo. Evitâmes el use del operador de definlclôn A y 
poslbllltamos asi que dlchas fôrmulas aparezcan en expresiones condlclonales. 
Igualmente escrlblremos u para la expreslôn slempre indeflnlda F—*x^ . Con 
dicha expreslôn es poslble définir una funclôn que slempre tome valores 
Indeflnldos. En efecto, dado T«e‘^.. w, sea M la expreslôn
Xx . .X .-«(x.«x )— »x^ , donde x «V®‘, 1-1, ..,n, y x «V®. Para cualquler
1 n 1 1 O 1 O
interpretaclôn 3 y tupla (a^ ,.. ,a^ )€D®^ e. .eD®“ \ {x^} se tlene 3(H)(a^,..,a^ ) 
= 3(a/x . ..,a/x ] (n(x.«x )— »x„) » x^ (pues slempre a «a ). Por tanto 3(H) «
1 1  m a  1 1  O V 1 1
Q^ . Para evltar compllcar la notaclôn escrlblremos para referlrnos tanto a 
la expreslôn que acabamos de définir como a su denotaclôn.
Es poslble définir una funclôn slempre Indeflnlda sln hacer uso de 
expresiones condlclonales. Para ello conslderemos la variable funclonal 
XeVF^, .o*^— >0* y las variables de Indlvlduo x^eV®\ 1=1, ..,n. Sea la
expreslôn pX. Ax^ . x .X(x^,.. ,x ) y conslderemos una Z-lnterpretaclôn 3 
cualqulera. Entonces, segûn 3.5:
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3(pX.XXj. .x^.X(x^,. . ,x^ )) = U (3(<pX.M>‘) / l<w>
donde <pX.M>‘ se define InductIvaaente como slgue:
<pX.M>® -
<pX.M>‘*' = 3[<pX.M>‘/Xl(XXj..x^.X(x^....x^))
Demostremos por Inducclôn sobre 1 que <pX.M>^ = tî^, para todo Ku. Para 
1=0 es évidente. Supuesto para 1 y dados a^ eD®^ , J=l,..,n, se tlene:
<|iX.M>‘*‘(a , ...a ) ■ 3[<pX.M>‘/Xl [a /x ... ,a /x ] (X(x ,.. ,x )) =
I n  l l n n l n
= <pX.M>' (a^ ,.. . a ) = (por hlpôtesls de Inducclôn)
Por tanto:
3(pX.Xx^ . x^.X(x^,..,x )) =
En cualquler caso, la fôrmula w=x^ slempre estarà Indeflnlda, por estarlo 
el mlembro Izqulerdo de la Igualdad.
Por otra parte, como hemos vlsto, el operador de definlclôn à solo se 
apiIca a predlcados ya que, segûn se dljo, el resto es expresable en funclôn 
de estos. Veamos que, en efecto, esto es asi.
1. -Definlclôn. Definlclôn de fârüxilas.
El operador de definlclôn Â apllcado a una fôrmula p, escrlto Ap, 
se define por Inducclôn sobre la estructura de p medlante:
AR(E^ ,..,E^) està ya entre las fôrmulas 
A(E^ « E^ ) = AE^  A AEg
Anp = Ap
A(pv^) = (Apv^ ) A  (pvA^ ) A  (ApvA#)
A3xp = VxAp V  3x(ApAp)
AAp » T
AAE = T. a
Se puede demostrar fàcllmente que Ap se comporta como cabe esperar, esto 
es, que es clerta si p no es Indeflnlda, y es falsa en otro caso. Para ello 
basta segulr la demostraclôn de §2.3.2.
Tamblén se puede extender la apllcaclôn de A a expresiones de tlpo 
funclonal. En efecto, si entendemos que una funclôn està deflnlda cuando lo 
està en algûn argumente entonces:
AM ■ 3xy,. 3x^AH(x^,. .,x ) 
para toda MeEF^, » o*.
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Tamblén la Igualdad de dos funclones se puede expresar en el lenguaje. En 
principle, caben dos formas de entender la Igualdad, como ocurrla con la 
Igualdad débll y fuerte de términos en LFP (cf. §2.1). Una, la fuerte m. es 
la que se hace clerta cuando para cualquler tupla de argumentes, si una de 
las funclones converge entonces la otra tamblén y ambas lo hacen al mlsmo 
valor, y si no converge, la otra tampoco; y se hace falsa en otro caso. Es 
declr, dadas dos expresiones M, M’sEF^ , w, se tlene:
(MaH* ) « Vx^ . .Vx^I(AM(x^,.. ,x^)aAM’(x^,.. ,x^ ) A
A M(x^,.. ,x^)»M'(x^,.. ,x^ )) V 
V (iAM(x^,.. ,x^ ) A -ïAM* (x^,.. ,x ))1
Obsérvese que la fôrmula anterior solo puede llegar a tener valor 
booleano clerto o falso. Es por esto, en este sentldo, una Igualdad fuerte 
(compérese con la Igualdad fuerte deflnlda en §2.1). La correspondlente 
Igualdad débll séria slmplemente la fôrmula:
(M-M* ) ■ Vx^ . .Vx^(M(Xj,.. ,x^)“M* (x^ ,.. ,x^ )) 
y podrla tomar los très valores booleanos. Para que se hlclera clerta las dos 
funclones habrian de estar deflnldas y tomar el mlsmo valor, sobre todos los 
argumentos.
Los conceptos de aparlciôn libre de una variable en una expreslôn o una 
fôrmula se deflnen extendlendo los ya dados en §2.2.1, para tener en cuenta 
tamblén las variables funclonales.
2. -Definlclôn. Variables (libres) en expresiones y fôraulas.
Dadas una expreslôn E y una fôrmula p, se deflnen los conjuntos de 
aparlclones de variables (resp. libres) en E, escrlto var(E) (resp. llb(E)),
y en p, escrlto var(p) (resp. llb(p)), por Inducclôn sobre la estructura de E
y p, como slgue:
(1) E^E:
var(t) se define como en §2.2.1 y llb(t) = var(t)
var(%—Æ) ■ var(%) v var(E)
var(%—+E, E*) “ var(%) u var(E) v var(E')
var(M(E^,.. ,E^ )) ■ var(M) v U (var(E )^ / 1=1,.., n> y
anâlogamente para las libres, camblando var por 11b.
(2) EF^M, fg—*r:
var(f) “ llb(f) « 0 
var(X) - llb(X) - (X>
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var(Xx^.. x^ . E) = var(E) u {x^,...x }
llb(Xx^.. x^ . E) = llb(E) \ {x^,..,x^ > 
var(#jtX.M) * var(M) u {X}
Hb(nX.M) - llb(M) \ {X}
(3) Para fôrmulas tomamos la definlclôn de §2.2.1. g
Como en el capitulo anterior, puede demostrarse un resultado de 
colncldencla al estllo siguiente.
3.-Lema. Colncldencla.
Dadas dos E-lnterpretaclones 3 e 3" cualesqulera, ambas con el 
mlsmo domlnlo, se tlene que si 3 e 3" Interpretan de la misma forma los 
simbolos de Z entonces, para toda expreslôn EeEj. u EF^ (resp. peF^), si 3(x) 
= 3*(x) para toda variable de Indlvlduo o funclonal xellb(E) (resp. llb(p)) 
entonces 3(E) * 3*(E) (resp. 3(p) = 3'(p)). g
Anâlogamente puede definlrse el concepto de sustltuclôn de una variable 
(del tlpo que sea) por una expreslôn (del mlsmo tlpo) en otra expreslôn o en 
una fôrmula.
4.-Definlclôn. Sustltuclôn.
Dada una variable x y una expreslôn E ambas del mlsmo tlpo, se 
define la sustltuclôn de x por E en una expreslôn E*, escrlto E’[E/x], o una 
fôrmula p, escrlto p[E/x], por Inducclôn sobre la estructura de E" y p como 
slgue:
(1) EeE^ . La sustltuclôn en términos se define como en §2.2.3. (1). 
Para las expresiones condlclonales se define anâlogamente a las If % then t e 
If X then t eJsc t' del capitulo anterior. Por ultimo:
(M(Ej,..,E )^)[E/x) M[E/x](EjIE/x],..,E^[E/xl)
(2) MeEFg, T=(r^ . .<r^— xr. Para f o X, la definlclôn es inmedlata.
Para el resto tenemos:
(Xx . .X .E')[E/xl
Xx^.x^.E [E/x] si x#x^ , 1=1,..,n, y
y llb(E) n (x^,..,x }
X..z^..2^...E'[z^/x^
y llb(E)n{x^,..,x^>-(Xj^,..,x^ >^, m>0
,z^/Xj^llE/x] si x®Xj
Xx . X .E" en otro caso
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donde "X .z ..z . abrevla "Xx..x zx., ,..x. z x . .x " y donde z .
t a  1 tt-1 1 ll*t la-1 a  la+l n J
Xj^eV®^ y cada z^  es la primera variable tal que z^afx^,...x } u
llb(E) V lib(E') u (x). j-l....m.
Anâlogamente se trata la colisiôn de variables en expresiones como
jiX.M.
(3) Para fôrmulas tomamos la definlclôn de §2.2.3.(2). g
Se puede demostrar un resultado sobre la sustltuclôn anâlogo al dado en 
§2.2.4.
S.-Lema. Sustltuclôn.
Dadas una Z-interpretaclôn 3, una expreslôn E'eE^ v EF^ y una 
fôrmula peF^ se tlene:
(a) 3(E'tE/xJ) - 3(3(E)/x](E)
(b) 3(pIE/xJ) - 3l3(E)/xJ(p)
supuesto que E y x tengan el mlsmo tlpo e 3(E)ei^. si xsV®.
Demostraclôn. Unlcamente demostraremos los casos nuevos, slendo anâloga a 
LFP. la demostraclôn del resto. De los nuevos, veremos como caso tlplco la
abstracclôn, slendo similar la recurslôn. Dlstlngulmos, como en la
definlclôn:
(I) xd{x^,..,x^> y llb(E) n <x^,..,x } ■ 0:
3(Xx^.. x^ . E* (E/xl ) (a^ ,.. ,a^ ) • 3[â/x] (E* [E/x] ) (donde â y x se refleren,
de la manera obvia, a las n-tuplas (a^,..,a^ ) y
(x^,..,x ), respectIvamente)
■ 3[â/x] [3(âi/xl (E)/xl (E* ) (por hlpôtesls de Inducclôn)
« 3[â/x][3(E)/x](E*) (por colncldencla 3 y ser llb(E) n <x^,..,x } « 0 )
» 3(3(E)/x](â/xl(E*) (pues xS(x^,..,x ))
■ 3(3(E)/xl (Xx^ . .x^.E’)(a^,.. ,a^ )
(II) xs(x^,.. ,x ) y, sln pérdlda de generalIdad, supongamos que 
llb(E) n {x^,..,x >^ ■ {x^ }:
3((Xx ..X .E')[E/x])(a,,..,a ) - 3((Xzx,..x .E’tz/x 1[E/x])(a ... ,a )
1 1 1  i n  2 n  1 . 1  n
■ 3[ayz, â/xl (E’[z/x^ l [E/x] ) (entléndase que, ahora, â y x se refleren a
(n-1)-tuplas)
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= 3(a^ /z, a/x) [3{E)/x] (E’[z/x^ ] ) (por 3, al ser zSilb(E) y llb(E) a
A (x^,.., x^}*0, e hlpôtesls de Inducclôn)
= 3{a^ /z, â/xl (3(E)/xl (a^/x^KE* ) (por hlpôtesls de inducclôn para E" y 
por ser 3[a^ /z, â/x)[3(E)/xl(z) = a^ , pues zdix.x^...,x ))
= 3(3(E)/xl[â/xl(a^/xj (E’) (por 3, al ser xe(x^,..,x^} y zdllb(E'))
= 3[3(E)/xl(XXj..X .E')(a^ .. ., a^ )
(111) xe(x^....X ) y supongamos. sln pérdlda de generalldad, que 
x=x^  entonces;
3((Xx^ . .x^.E’)[E/xl) - 3(\x^ . .x^.E') = 3[3(E)/xl(Xx^..x^. E') 
por el lema de colncldencla 3, ya que x=x^ no estâ libre en Xx^..x^ .E*. g
Obsérvese que se mantlene el detalle técnlco de exlglr 3(E)#i^ cuando la 
variable es de Indlvlduo, para Impedlr dar a dlcha variable el valor 
IndefInldo.
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s.- APROXIMACIONES SINTACTICAS Y APfWDXIMACIONES SEMANTICAS.
Dearastr&bamos al final de la secciôn tercera que el menor punto fljo que 
dénota una expreslôn funclonal pX.H de tlpo w  en una Interpretaclôn
cualqulera 3 era la cota superior minima de la siguiente cadena de funclones:
<mX.M>® -
<pX.M>‘*‘ - 3t<|iX.M>‘/XJ(M)
Dlcha suceslôn de funclones corresponde a la forma en que se obtlene el 
menor punto fljo de la funclôn continua T(3, X, M) (cf. 3.4) deflnlda por:
T(3, X. M)(f) - 3tf/Xl(M) 
para toda f«(D®*e. .eD®*— »D®1^ .
De acuerdo con 2.6:
3(pX.M) - flx(T(3, X. M)) - U (t‘(3, X, M)(0^) / l<w) 
y, como se vlo en 3.5, T*(3, X, M)(0^) ■ <pX.M>*, para todo 1<«.
Por tanto <pX.M>* < 3(pX.M), para todo Ku, y es en este sentldo que se 
dice que <pX.M>' "aproxlma", o es una "aproxlmaclôn" de. la funclôn denotada 
por 3(pX.M). Como en la definlclôn de <fiX.H>* no Intervlene nlnguna expreslôn 
del lenguaje, salvo la que se està deflnlendo, hablamos de aproximaciones 
sewAntlcas, haclendo aluslôn al hecho de que se obtlenen de forma Inmedlata a 
partir de la semântica dada.
Cabe pensar si es poslble que cada aproxlmaclôn semântica tenga una 
contrapartlda slntâctlca en el lenguaje. Ello es clerto como pasamos a 
demostrar a continuaciôn.
1. -Lena.
Dadas una Z-lnterpretaclôn 3, una variable funclonal XeVF^ y una 
expreslôn funclonal MeEF ,^ se tlene que las expresiones [pX.M]^ deflnldas por 
Inducclôn sobre 1 como:
(pX.Ml® - D^(eEFp 
(pX.Mj**^  » M K mX.M1‘/X1 
satlsfacen:
(a) <pX.M>‘ ■ (fiX.M]', para todo Ku.
(b) 3(pX.M) - U {[pX.M]‘ / Ku}.
Demostraclôn. (a) Por Inducclôn sobre 1. Para 1=0 es évidente y supuesto 
para 1 résulta que:
3((pX.Mj‘**) - 3(M((pX.M)‘/X]) - 3l3[pX.M]‘/Xj(M) (por el lema de
sustltuclôn 4.5) =
129
» 3[<pX. M>*/X1 (M) (por hlpôtesls de Inducclôn) 
* <pX.M>**' (por definlclôn)
(b) es Inmedlato a partir de (a). _
Como antes résulta que 3([pX M)*) < 3(pX.M), para todo Ku. y en el mlsmo 
sentldo del que hablamos, declmos, de nuevo. que 3([pX.M]‘) "aproxlma" la 
funclôn que dénota 3(pX.M). Por razones évidentes podemos entonces llamar, a 
estas aproxlmaclones. slntàctlcas.
Ahora bien, si considérâmes una expreslôn funclonal (deflnlda sobre una 
slgnatura aproplada) tal como pX.pY.Xx.(x=0— >X(0). Y(0)) y calculâmes su
segunda aproxlmaclôn slntâctlca resultarà la siguiente expreslôn: 
pY.Xx.(x-0-+(pY.Xx.x»0-»n(0). Y(0))(0). Y(0)) 
expreslôn que contlene dos apllcaclones del operador de punto fljo p. Es 
fâcll ver que. ep general, la 1-éslma aproxlmaclôn slntâctlca contendrà 1 
veces el operador p. Pero si nuestro propôslto es encontrar una lôglca que 
maneje formaImente el operador p a través de sus aproxlmaclones slntâctlcas y 
que permlta deduclr propledades del prlmero a partir de propledades de las 
segundas. se hace necesarlo dlsponer de una medlda (de complejldad) que 
demuestre que cualquler aproxlmaclôn slntâctlca es menos compleja que la 
expreslôn que aproxlma. y ello se hace extremadamente compllcado si tenemos 
en cuenta que. segûn muestra el ejemplo anterior, el nûmero de operadores p 
lejos de dlsmlnulr puede llegar a crecer de forma extraordlnarla.
La dlflcultad provlene de que. slempre que exlstan operadores p anldados, 
esto es. unos en el alcance de otros, la ellmlnaciôn del mâs externo produce 
nuevos anldamlentos en los Interlores. Para soluclonarlo basta con aproxlmar. 
a la vez. todas las funclones que aparezcan deflnldas a través del operador 
p. Ello puede hacerse. en principle, de varias formas. La que nosotros 
segulmos se define como slgue. donde hablamos de aproxlmaclones slntâctlcas. 
callfIcando las que Introdujlmos antes como directes, ya que entendemos que 
éstas. al colncldlr con las semântlcas, reflejan de una manera dlrecta el 
comportamlento del operador de punto fljo. desde un punto de vlsta 
slntâctlco.
2.-Definlclôn. Aproxlmaclones slntâctlcas.
Dadas una Z-expreslôn EeE^ . una expreslôn funclonal MeEF^ y una 
fôrmula % libre de cuantlficadores y operador de definlclôn â. définîmes sus 
aproxlmaclones slntâctlcas. respectIvamente. por Inducclôn sobre sus
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«structuras, de la siguiente manera:
(1) e‘ciJ:
t‘ - t
(X-»E)‘ - z‘-Æ*
(»-$E, E*)‘ - x‘-»e‘, E*‘
(M(E^,..,E^))‘ - m‘(e[,..,e‘)
(2) m‘cEfJ:
f‘ - f 
x‘ - X
(Xx . .X .E)' ■ Xx . X .E*
1 n 1 a
(pX.M) . Se define por Inducclôn sobre 1 de la forma:
(liX.M)® -
(jjX.M)‘*‘ - m ‘*‘K pX.M)‘/X]
(3) xeFg, libre de cuantlficadores y operador de definlclôn 6:
(E-E* )‘ - e‘=E*‘
(R(Ej,..,EJ)‘ - R(e[,..,e‘)
(nf)' - V
(fV^)‘ - p'v*' g
Obsérvese que mientras las aproxlmaclones slntâctlcas dlrectas solo se 
ocupaban de las funclones deflnldas medlante el operador de punto fljo p, las 
aproxlmaclones slntâctlcas tratan cualquler expreslôn (o fôrmula, con las 
restricclones adecuadas). Evldentemente, si una expreslôn (o fôrmula) no 
contlene nlnguna definlclôn recursive es fâcll demostrar que cualqulera de 
sus aproxlmaclones slntâctlcas coïncide con alla misma. El ejemplo mâs claro 
de esto son los términos.
Para demostrar que las aproxlmaclones que acabamos de définir realmente 
"aproxlman", serâ necesarlo que, por ejemplo, para toda expreslôn funclonal M 
y toda Interpretaclôn 3 se tenga que 3(M) = U (3(M^) / Ku>. Para ello veamos 
prlmeramente que las aproxlmaclones se comportan monôtonamente.
3.-Lema.
Dadas una Z-expresiôn EeE^ , una expreslôn funclonal MeEF^ y una 
fôrmula x libre de cuantlficadores y operador de definlclôn A. se tlene, para 
toda Z-lnterpretaclôn 3 y todo Ku:
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(a) 3Ce‘) < 3(e‘*')
(b) 3(x‘) < 3(x‘*‘)
(c) 3(m‘) < 3(m ‘*').
Demostraclôn. Por inducclôn slmultânea sobre la estructura de E, % y M. 
Dlstlngulmos pues los slgulentes casos:
(a) Para términos es évidente. Para expresiones condlclonales 
(%— >E, E’ dlstlngulmos el valor de
(I) 3(x') « X ® 3((x->E, E*)‘) » 3(x'->E\ E"') - y el
resultado es évidente pues x^ es elemento minlmo.
(II) 3(%') ■ 1 + £ < 3(x^ *^ ) # 3(x'*^) » t (por ser piano el
cpo de los booleanos)
•» 3((%-»E. E')‘) - 3(x'-»E\ E"') - 3(e‘) < 3(e‘*M 
(por hlpôtesls de Inducclôn)
* 3(a'**^ — E’**^ ) (pues 3(%'^ ') » t) »
- 3(%-Æ. E" )'*'
(III) 3(%') » £ es anâlogo a (11).
Anâlogamente para (%— Æ)\
Por ùltlmo, para la apllcaclôn de expresiones funclonales tenemos: 
3((M(E^,..,E^))‘) - 3(m‘(eJ___e‘)) - 3(m‘)(3(eJ)___ 3(E^)) <
< 3(M*)(3(e|*^ ), .. ,3(E***)) (por hlpôtesls de Inducclôn y usando el
hecho de que 3(M*) es una funclôn continua y, por tanto, monôtona)
< 3(M**^ )(3(e|*^ ), .. ,3(E***)) (por hlpôtesls de Inducclôn)
= 3(m ‘*^ (eJ*\...e‘*‘)) = 3((M(E^,...E^))‘*M
(b) Para fôrmulas, si su valor booleano es x, la demostraclôn es 
Inmedlata ya que x es elemento minlmo. De los otros dos valores booleanos, 
solo nos ocuparemos de t, haclendo observar que £ es dual. Tenemos entonces 
que:
(1) 3((E=E')') = 3(e‘=E*‘) = t ■* 3(e ‘) » 3(E*‘) y ambos son
valores definidos, esto es, dlstlntos de x^ . Ahora bien, por tratarse de
cpo’s pianos y apllcando la hlpôtesls de Inducclôn resultarà entonces que
3(e‘*M » 3(e‘) » 3(E’‘) = 3(E’‘*M con lo que 3(E‘*'»E’“ )^ »
3((E«E’)‘*M = t.
(il) 3((R(Ej,..,E^)‘)) = 3(R(e[,..,e‘)) = t # 3(Ej) # x^ , para
todo J“l,..,n (por ser R^ estricta) + 3(E*) = 3(e |*') # x^ , para todo 
J*l,..,n (por hlpôtesls de Inducclôn y por tratarse de cpo’s pianos) # 
3(R(eJ,..,e‘)) » 3(R(eJ*‘,..,e‘**)) = 3((R(E^,..,E^)‘*M) = t.
132
(ill) Los casos -vp y son inmedlatos, por hlpôtesls de
Inducclôn.
(c) Para f o X es Inmedlato. Para expresiones funclonales deflnldas 
por abstracclôn résulta que:
3((Xx ..X .E)‘)(a ,..,a ) - 3((Xx ..x .E‘))(a ,..,a ) ■
l u  1 n t n 1 a
■ 3(a/X ... .a/x ) (E ) < 3(a/x .... a/x 1 (E ) (por hlpôtesls de
I l  a a  — I l  a n
Inducclôn)
- 3((Xx ,..x .E‘**))(a ....a ) - 3((Xx ,..x .E)‘*^(a ... .a ) 
l a  l a  l a  l a
Para expresiones funclonales deflnldas recursIvamente lo 
demostramos por Inducclôn sobre 1: -
1=0. Es Inmedlato ya que es el elemento minlmo del correspondlente cpo
de funclones.
1— *1+1. Se tlene que: ,
3((/iX.M)‘*‘) = 3(m ‘**((pX.M)‘/X]) = 3(3((pX.M)‘)/X1(m ‘*M (por el
lema de sustltuclôn)
< 3(3((|iX.M)*)/Xl (m ‘**) (por hlp. de Inducclôn sobre M***)
< 3(3((|iX.M)***)/Xl(M***) (por hlpôtesls de Inducclôn sobre 1
y monotonia de la semântica de M^ *^ )
= 3(M***((fiX.M)**^ /Xl) (por el lema de sustltuclôn 4.5)
= 3((jiX.M)‘**) 
como querlamos demostrar. g
Demostrada la monotonia de las aproxlmaclones slntâctlcas veamos que la 
cota superior minima de la Interpretaclôn de cada una de ellas, coïncide con 
la denotaclôn de la expreslôn que estân aproxlmando.
4. -Teorema. Equlvalencla de aproxlmaclones slntâctlcas y semântlcas.
Dadas una Z-expreslôn EeE^ . una expreslôn funclonal McEF^ y una 
fôrmula % libre de cuantlficadores y operador de definlclôn A. se tlene, para 
toda Z-lnterpretaclôn 3:
(a) 3(E) = U (3(e‘) / Ko}
(b) 3(%) . U <3(x') / 1<«>
(c) 3(M) = U {3(m‘) / Ku>.
Demostraclôn. Por Inducclôn slmultânea sobre la estructura de E. % y M. 
Se tlenen pues los slgulentes casos:
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(a) Para términos es évidente. Para expresiones condlclonales 
%—+E,E" dlstlngulmos segün sea el valor de X‘
(I) 3(%) « i • 3(%*) » 1, para todo K w  (por hlpôtesls de
Inducclôn)
Luego 3(x— >E, E")=U (3((x— »E. E’)*)/l<w>«i^ (como acabamos de ver).
(II) 3(%) = 1 e  existe K u  tal que 3(%^) = t (por hlp. Ind. ) 
Luego. conslderando dicho 1. résulta que:
3(x->E, E’) - 3(E) » U (3(E^ ) / J<u> (por hlp. de Ind.) »
■ U (3((x—>E. E')^ ) / Jfcl) (pues si 3(%') ■ £ entonces. por
monotonia, tendremos que 3(%^) » t. para Jal) ■
“ U (3((%— >E. E')'*) / J<u> (pues si 3(%') » t entonces. por
monotonia, tendremos que 3(%/)e{i, £> con lo que, de 
nuevo por monotonia, esta vez referlda a E, el supremo 
slgue slendo el mlsmo)
Anâlogamente se demuestra cuando 3(%) = £. De forma similar para
%-*E.
Para el caso de expresiones obtenidas por apllcaclôn se tlene: 
3(M(E^,..,E^)) - 3(M)(3(EJ,..,3(E^)) -
- lU (3(m‘) / Ku>l((U (3(e[) / Ku}l,..,[U <3(E^ ) / Ku}J) (hlp.
ind. )
» (U (3(m‘) / Ku>](U {(3(e|),..,3(e‘)) / Kü)l (pues la operaclôn 
estricta de construcclôn de tuplas es Inmedlato demostrar que 
es continua)
= U {3(m ‘)(U {(3(Ej)....3(E*)) / Ku>] / Ku) (por definlclôn de
U {fj / Ku))
* U (U (3(m‘)(3(eJ),..,3(E )^) / J<u> / Ku) (por contlnuldad de m‘)
• U {3(m‘)(3(e‘),..,3(e‘)) / Ku) (la relaclôn > es évidente; para
< ûsese la monotonia que acabamos de demostrar)
» U (3((M(E^,..,E^)‘)) / Ku>
(b) Respecto a las fôrmulas, para la Igualdad se tlenen los casos:
(1) 3(E*E’) » X. Entonces 3(E) = x^ o 3(E* ) « x^ . Supongamos, sln 
pérdlda de generalldad, que 3(E) “ x^ . Por hlpôtesls de inducclôn tendremos 
que U (3(E*) / Ku) ■ x^ con lo que 3(E*)=x^, para todo l<u. Por ^anto se 
tendrà U {3(e ‘«E’‘) / Ku) ■ x, pues la Igualdad se Interpréta como una 
funclôn estricta. Luego U (3((E=E’)*) / l<u> ■ x.
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Reciprocamente si U {3((E«E*)*) / Kw} = x entonces 3(E*) » x^ o 
3(E*‘) » x^ , para todo Ku. SI 3(E*) ■ x^ (anâlogamente para E’*), para todo 
Ku, entonces es évidente que 3(E=E* ) = x, pues apllcando la hlpôtesls de 
Inducclôn tendrlamos que 3(E) ■ U (3(E*) / Ku} “ x^ . SI, por el contrario, 
existe K u  tal que 3(E*) * x^ entonces 3(E^ ) * x^ , para todo jti. con lo que 
3(E'^) ■ x^. para todo Jal y, por hlpôtesls de Inducclôn. U <3(E'*) / Ku} * 
3(E' ) ” x^ . Por tanto. en ambos casos. uno de los mlembros de la Igualdad 
toma valor Indefinldo y. en consecuencla. la Igualdad tamblén.
(11) 3(E=E* ) ■ £• Entonces 3(E) • 3(E" ) * x^ . Por hlpôtesls de 
Inducclôn U (3(E*) / Ku) » U (3(E**) / Ku} * x^ . Por tratarse de cpo’s 
pianos, exlsten 1. J<u taies que 3(E*) ■ 3(E’ )^ # x^ y. para todo k>max(l, J} 
se tlene 3(E*‘) • 3(E’*) * x^ . Por tanto tendremos que: U (3(E*=E’*) / Ku} ■
U (3((E=E’)') / Ku) ■ £. El reclproco slgue una demostraclôn similar;
téngase en cuenta para ello que si 3(E*) # x^ . para algün i<u. entonces 3(E) 
■ 3(e‘). Por ùltimo decir que el caso en que la igualdad es falsa se
demuestra anâlogamente.
El caso de los predlcados es parecldo y la negaclôn y dlsyunclôn 
son Inmedlatas, por hlpôtesls de Inducclôn.
(c) La demostraclôn para f o X es trivial. Para el caso de la
abstracclôn tenemos:
(U (3(Xx . X .E*) / Ku})(a ,..,a ) ■ U (3(Xx . x .E*)(a ...,a ) / Ku} »i n  I f i  I n i n
■ u (3(a^/x^,.. .a^ /x^ I (e ‘) / l<u} (por definlclôn)
■ 3(a^/x^,.. ,a^ /x^ J (E) (por hlpôtesls de Inducclôn)
« 3(Xx^ . .x^ .E)(a^ ... ,a^ )
Por ultimo, para el caso de la recurslôn demostramos los dos
sentldos del orden <. Se tlene:
(1) >. Por Inducclôn sobre 1:
1=0. Es évidente pues es elemento minlmo.
1— >1+1. Résulta que:
3((»xX.M)‘*’) - 3(m ‘*’((pX.M)‘/XI) - 3(3(pX.M)‘/X1(m ‘*M (por el
lema de sustltuclôn 4.5)
< 3l3(pX.M)*/Xl (M) (por hlpôtesls de Inducclôn para M)
< 3[3(|iX.H)/X] (M) (por hlpôtesls de inducclôn para 1 y
monotonia de la semântica de M (cf. 3.4. (c)))
= 3(pX. M) (por definlclôn de la semântica de ptX. M)
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(il) < Demostremos que </iX.M>* < U (3((pX. M)^ ) / J<w), para todo 
Kw, y entonces U (<plX.M>' / Kw} = 3(fxX.M) < U {3((pX.M)'*) / J<w}, como se 
busca. Demostramos esto por inducclôn sobre 1:
1=0. Inmedlato como antes.
1— >1+1. Se tlene que:
<pX.M>‘*‘ - 3[<pX.M>‘/Xl(M) < 3(U {3((pX.M)j) / J<w}/Xl (M) (por 
hlpôtesls de Inducclôn sobre 1 y monotonia 
de la semântica de M (cf. 3.4.(c)))
■ U (3(3((pX.M)^)/Xl (M) / J<w} (por contlnuldad de T; cf. 3.4.(c))
< U {U {313((mX.M)^)/X1(m‘) / Ku} / J<u} (por hlp. Ind. sobre M)
< U (3[3((pX.M)")/X|(M^) / k<w} (dados 1, J<u, tomar k-maxd, J} y
apllcar monotonia de M*)
< U (313((pX.M)’')/X](M*‘*') / k<w} (por monotonia de M**)
■ U {3(M*‘*'( (pX.M)VxD / k<u} (por el lema de sustltuclôn 4.5)
* U (3( (pX.M)***') / k<w} (por definlclôn)
Como la relaclôn < es antlslmétrlca, de (1) y (11) résulta lo que
queriamos demostrar. -
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6.- UN METODO DE TABLEAUX PARA LFRP. PRELIMINARES.
El sentldo del método de los tableaux dentro de la lôglca y su forma de 
operar fueron expllcados ya en el capitulo anterior cuando se Introdujeron 
para LFP. Por ello, nos llmltaremos aquf a expllcar qué modIfIcaciones son 
necesarlas a fin de que puedan apllcarse tamblén a la lôglca LFRP.
Como se hlzo alll, extenderemos la slgnatura (heterogénea) Z, con una 
colecclôn de conjuntos numerables de nuevas constantes, que llamaremos 
auxlllares, C® ” (c® / n<w>, para cada género omS. Slempre que no haya 
amblgUedad omltlremos el tlpo. A la slgnatura as! extendlda la 
representaremos medlante Z.
Como estos nuevos simbolos denotarân Indlvlduos definidos con ciertas 
propledades, nos restrlnglremos, como hlclmos en el capitulo anterior, a 
aquellas E-lnterpretaclones 3 taies que 3(c®) # para todo c®eC® y todo 
<reS.
Para la construcclôn de tableaux habremos de tener en cuenta los nuevos 
tlpos de expresiones. haclendo notar que algunos de ellos daràn lugar a la 
blfurcaclôn de un nodo en una cantIdad numerable de ramas.
1.-Definlclôn. Clases BASICA, ALFA. BETA, GAMMA, DELTA, u-ALFA, u-BETA.
Una clasiflcaclôn orlentada hacia los tableaux (de LFRP) es una 
partlclôn del conjunto de las Z-fôrmulas en siete clases dlsjuntas de manera 
que se satlsfagan los slgulentes requerlmlentos:
(l)-(3) Los requerlmlentos para las clases BASICA, ALFA y BETA son 
los mlsmos que los que se dleron en §2.3.1.
(4) GAMMA: Estâ formada por el conjunto de las 1 lamadas
fôrmulas unlversales r que deben satlsfacer:
Sat^ # V (t > # Sat^ ♦ u (y, y(E)} 
para toda Z-expreslôn Ee£^ , slendo y de la forma i3x®y.
Su esquema es:
  --  {Ee4)
y(E) ^
(5) DELTA: Estâ formada por el conjunto de las llamadas
fôrmulas exlstenclales 6 que deben satlsfacer:
Sat # V (a) # Sat * u {«(c®)> 
para toda constante auxiliar c®eC®, slendo 5 de la forma 3x®p. que no
aparezca ni en $ ni en 3. El esquema es como el que se dlo en §2.3.1.
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(6) u-ALFA: Estâ formada por el conjunto de las llamadas
fôrmulas w-conluntlvas a que deben satlsfacer:
Sat Ô u {« > • Sat $ V / l<w> 
para clerta cantIdad numerable de constItuyentes l<w.
Su esquema es:
(Kw)
t
(7) u-BETA: Estâ formada por el conjunto de las llamadas 
fôrmulas w-dlsvuntlvas g que deben satlsfacer:
Sat^ Ô u (B ) * existe K w  tal que Sat^ ♦ u {/3^ > 
para clerta cantIdad numerable de constItuyentes Ku.
Su esquema es:
B*
Bj (Ku)
En todos los apartados anterlores, 4 represents un conjunto 
arbltrarlo de Z-fôrmulas. g
Obsérvese que las fôrmulas unlversales y exlstenclales se comportan como 
las dadas para LFP, aunque se generalize al conjunto de expresiones de tlpo 
elemental. Asimlsmo, las fôrmulas u-conjuntlvas y w-dlsyuntlvas extlenden el 
caso de una conjunclôn o una dlsyunclôn a una cantIdad numerable de mlembros 
y su comportamlento es, en este sentldo, anâlogo.
Para nuestra lôglca LFRP, las condlclones (l)-(7) de la definlclôn
anterior dan lugar a la siguiente partlclôn:
BASICA: Ax, lAx, para cualquler variable de Indlvlduo de cualquler género o*, 
Ac, -lAc, para cualquler constante c de Z, -lAf (E^,.. ,E^ ),
nAR(E^ ,..,E^). -iAX(E^ ,.. ,E_^).
ALFA: R(E^,..,E^) iR(E^,..,E^ ) E^«E^
(al)-------------  (o2)---------------  (o3)--------
AE^  AE^  AE^
AE AE ^ 2
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n(yvqp)
(a4)--------  (<x5)   (a6)-
AE^  <p -f
AE^ 10
Af(Ej...,E^ ) AX(Ej....E^ )
(a7)-------------  (a8)-
AE^  AE^
AE AE
A(Xx^..x^ .E)(E^ ,. . ,E^ ) A(%-+E)
(a9)----------------------  (*10)-
AEIE^ /X^ ..., Eyx^l X
àE. AE
AE
BETA: fV0 A(%-^E, E")
(Bl) ------  (B2)
<P 1 0 XAAE I 1XAAE"
iA(x-+E. E") AR(E^,..,E^)
03) - - - - - - - - - - - - - - -  04)
%AiAE I i%AiAE' I lAx R(E^,..,E^) | iR(E^,..,E^)
iA(%— >E)
OS)
%AiAE I ->x I ~^X
iA(XXj. . X .E)(Ej,. .. E^)
06)-
lAEtE^/x^,..,E^/x^] I lAE^ I ••• 1
GAMMA: i3xy
(y) --------------  (x«V®. E€E|)
AE -+ 10[E/x]
lAE
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DELTA: 3x0
(ô) ------
0(C/Xl
(x€V®, ceC®)
u-ALFA: iA(pX.M)(E^.. . . E^ )
(a )
iA(pX.M)‘(E. E )
( K u )
u-BETA: A(pX.M)(E ...,E )
(P )
A(pX.M)‘(E E ) (Kur)
Para coaprobar que (l)-(7) de la definlclôn anterior dan una partlclôn de 
las fôrmulas basta segulr el siguiente esquema donde a la derecha de cada 
tlpo de fôrmula aparece la condlclôn de la clasiflcaclôn anterior, en la que 
se Incluye:
(E^ .E^ )
AE: At: Ac
Ax
Af(t t )
A(x->E) 
A(x->E. E*) 
AM(E^ ,...E^):
Af(E|,...E^)
AX(Ej.. . ,E^ )
A(Xx^ . .x^.E)(Ej,. ..E^ ) 
A(pX.M)(E^....E^)
AR(E^....E^)
10: i(E^ »E^ ) 
iR(E
lAE: lAt: lAc
lAx 
iAf(t^
iA(%— >E) 
iA(x->E, E')
iAM(Ej,..,E )^:
iAf(E^
iAX(E.
t )
•EJ
..E )
(o3)
(al)
BASICA
BASICA
(a7)
(alO)
02)
(a7)
(aS)
(a9)
O*)
04) 
(*4) 
(o2) 
BASICA 
BASICA 
BASICA
05) 
03)
BASICA
BASICA
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-iA(Xx^ . .x^.E)(E^,. . ,E^ ) 06)
-iA(pX.M)(E^ __E^ ) (*")
-iAR(E^ ...,E^ ) BASICA
110J (o5)
•'(0j''0^ ) (*6)
-i3x0^  (y)
0jV0^ Ol)
3x0 («)
2. -Lema.
La clasiflcaclôn que acabamos de dar es una clasiflcaclôn orlentada 
hacia los tableaux, en el sentldo de la definlclôn anterior.
Demostraclôn. Como en §2.3.2, veamos que se satlsfacen los requerlmlentos
semânticos (2)-(7) que apareclan en la definlclôn anterior. Para ello 
demostramos algo aùn mâs fuerte, a saber: dada una S-lnterpretaclôn 3
cualqulera, se tlene:
ALFA: 3 a + 3 a^ A. .a
Ademâs ”«•" vale tamblén excepto en los casos (al), (a2), (o3), 
(a4). (a7) y (a8).
BETA: 3 B * 3 B / . . V B_
GAMMA: 3 y # 3 y(E), para cualquler Ë-expreslôn E
DELTA: 3 |»^ 4 U (3> » 3[a/cl 4 u {3(c)}, para algün elemento a 
del domlnlo de 3, slempre que ceC sea nue va, esto es, no 
aparezca ni en 4 ni en 3 
u-ALFA: 3 a e 3 |»^ a^ , para todo K u
u-BETA: 3 B ^ para algûn Ku.
La demostraclôn de (al)-(a7) es similar, cuando no la misma, a la 
dada en el capitulo anterior (cf. lema cltado). Para (aS) cabe declr algo 
parecldo. Obsérvese que si AX(E^,..,E^) es clerta entonces 3(X(E^,.., E^ ) ) =
c (X)(3(E^), .. ,3(E^)) estâ deflnldo con lo que, por ser c(X) una funclôn
estricta, supone que 3(E^) esté deflnldo, para todo 1=1,..,n.
Para (a9) se tlene, por hlpôtesls:
3((Xx ..X .E)(E ...,E )) - 3((Xx ..X .E))(3(E ),..,3(E )) * i
l a i n  I n  l n ( T
Como los constItuyentes en (a9) solo pueden tener valor booleano
clerto o falso, lo mlsmo le ocurre a su conjunclôn. Supongamos que 3(AE^ ) =
f, para algûn 1=1,..,n. Entonces 3(E^) - luego, (3(E^),. .,3(E^)) ■ y,
por tratarse de funclones estrictas, tendrfamos:
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3((Xx^. ,x^.E))(3(E^). .. ,3(E^n = ig. 
contra lo supuesto. Ahora bien, si 3{ûE^) = t, para todo 1=1,..,n,
entonces 3(E^ ) # para todo 1=1,..,n, con lo que tendremos que:
3((Xx ..X .e ))(3(e ),..,3(e )) = 3 i3(e )/x ___ 3(E )/x ](E) -
I n  1 n 1 1  n n
• 3(E(E^/Xj, ..,E^ /x^ l ) (por el lema de sustltuclôn)
y en consecuencla 3(AE[E^/x^,.. , E^ /x^ l ) ■ t, como buscàbamos.
La desostraclôn del reclproco es Inmedlata ya que si los
constltuyentes son clertos entonces la ùltlma serle de Igualdades que hemos 
escrlto se verlflca. Por ûltlmo, la deaostraclôn para (alO) se deduce de la 
dada en §2.3.2 para (a8).
Las deaostraclones de O D ,  02), 03), 04) y 05) sos anàlogas a
las de OD ,  02), 03). 07) y (04) vlstas en el cltado lema §2.3.2. Lo
mlsmo se puede declr sobre la deaostraclôn de (y) y (3). La deaostraclôn de
(06) se slgue de forma Inmedlata de lo hecho en (a9).
Para (a ) y (0 ) tenemos:
3(A(jiX.M)(E^,...E^)) = t # 3((pX.M)(E|,..,E^))
• U 3((pX.M)*(E^,..,E^)) * (por el teorema 5.4) «»
* existe K w  tal que 3((pX.M)'(E^,.. ,E^))#i^ (por ser cpo piano)
# existe K w  tal que 3(A(pX.M)‘(E ,..,£))» i. 
y la demostraclôn es ahora Inmedlata. -
7.- TABLEAUX PARA LFRP.
La deflnlciôn de los tableaux para la nueva Idglca habrà de tener en 
cuenta la construcclôn de tableaux w-ramlfIcados, esto es, ârboles que pueden 
tener nodos con una cantldad numerable de hljos. A dlferencla de los que se 
deflnleron para LFP, sln embargo, ahora se tratarà de Arboles con conjuntos 
de fôrmulas etlquetando sus nodos. La razôn de hacer esto as! quedarà patente 
mis adelante. En primer lugar deflnlmos el concepto de conjunto coherente, 
que se ajusta al que se dlô en el capltulo anterior.
1.-Deflnlciôn. Conjuntos coherentes. Ramas cerradas y ablertas.
Un conjunto de Z-fôrmulas t se dice coherente si satlsface las 
slgulentes condiclones:
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(1) No existe nlnguna fôrmula <p de manera que p, o p. nAye* o
•vp, iApc4.
(2) lAx â *, para nlnguna variable xeV^ , de cualquler género ir
(3) -«Ac 4 *, para nlnguna constante auxlllar ceCf*. de cualquler
género o*.
Dado un irbol Z con conjuntos de ?-fôrmulas del lenguaje LFRP 
etlquetando sus nodos, declmos que una rama de I esti cerrada si la unlôn de 
los conjuntos de fôrmulas que etlquetan sus nodos no es coherente. Una rama 
que no esté cerrada dlremos que esté ablerta. ,
En estas condiclones podemos définir los tableaux, dlstlngulendo entre 
los flnltos y las suceslones de estos ûltlmos, tenlendo en cuenta que los 
prlmeros se entlenden flnltos solamente en "profundldad", ya que pueden tener 
una cantldad numerable de ramas. La profundldad de un irbol Z tal que todas 
sus ramas contlenen un nômero flnlto de nodos (cf. (Rog 67]) se define por 
Inducelôn sobre su estructura de la slgulente manera:
(I) si Z esté formado por un solo nodo entonces d(Z) « 0
(II) si Z està formado por la ralz y los hlJos Z^ , Ici. entonces d(Z) es 
el supremo de los ordinales d(Z )+l. Ici.
Entonces un irbol Z se dlri de profundldad flnlta si d(Z) es un ordinal 
flnlto.
La deflnlciôn de un tableau tal i^ ue todas sus ramas contlenen un numéro 
flnlto de nodos es, entonces, la slgulente.
2.-Deflnlciôn. Extenslones de tableaux y tableaux de ramas fini tas.
Sea Z un irbol w-ramlfIcado con nodos etlquetados por conjuntos de 
Ë-fôrmulas y sea R una rama flnlta ablerta de Z. El irbol Z' que résulta de 
anallzar la étiqueta $ de la hoja de R se define por el slgulente proceso:
(A) SI una fôrmula conjuntiva a pertenece a ♦ y a^ , para clerto 
le{l,..,m>, es un constltuyente de a que no pertenece a ♦, entonces ampllar 
la rama R con un nuevo nodo etlquetado con * u (a^ ).
(B) SI una fôrmula dlsyuntlva 0 pertenece a * entonces blfurcar la 
rama R con m nuevos nodos etlquetados con * v (0^ >, 1=1,..,m.
(C) Declmos que una Z-expreslôn E de género a* es adecuada a un 
conjunto de fôrmulas * si y solo si E se puede construlr con slmbolos de Z y 
variables que aparecen libres en fôrmulas de *, o E es la primera constante 
auxillar c^ el^ .
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Si una fôrmula universal y pertenece a $ y E es una Z-expreslôn 
adecuada a f, entonces ampllar la rama R con un nuevo nodo etlquetado con el 
conjunto ♦ u {y(E)>.
(D) SI una fôrmula exlstenclal 5 pertenece a * y c es una constante
auxlllar que no aparece en $, entonces ampllar la rama R con un nuevo nodo
etlquetado con ♦ u {5(c)}.
(A ) SI una fôrmula w-conjuntlva a pertenece a ♦ y a^ , para clerto 
Kw, es un constltuyente de a que no pertenece a $, entonces ampllar la rama 
R con un nuevo nodo etlquetado con $ u {a*>.
(B ) SI una fôrmula w-dlsyuntlva 0 pertenece a *, entonces 
blfurcar la rama R con w nuevos nodos etlquetados con $ u <0^ 1. Kw.
Representaremos medlante I — > I" el paso de Z a Z' a través del
anàllsis, que acabamos de descrlblr, de la étiqueta de la hoJa de la rama R.
Dado el àrbol w-ramlf Icado Z, sea B un conjunto de ramas ablertas 
de Z. Escrlblmos Z — Z" para representar que Z* es el àrbol résultante de 
anallzar sImultàneaménte todas las ramas ReB de Z.
Llamamos axioma de la Igualdad 9 a cualquler fôrmula de alguno de 
los slgulentes tlpos:
Vx(x«x)
VxVy(x«y — » y*x)
VxVyVz(x«y a y=z —» x=z)
VxVÿ(x»ÿ A ôf(x) —» ôf(ÿ))
Vx\^(x«ÿ A  ûX(x) — » ÔX(ÿ))
VxVÿ(x“ÿ A  ô%(x) A  %(x^ —» %(ÿ))
Vx(z A  àx — * (%— >x)=x)
(% A  ô% A  ÔE — > (%— Æ, E')=E) A
A  (-,% A  A% A  &E' — » (%— )E, E" )“E* ) 
donde E, E"eE^
Vy^.. Vy^(AE[yyx^,.., y^x ] -$
—* (Ax X . E)(y ,..,y ) » E[y /x ,..,y /xJ)
l a  1 n I I  n o
VÎ(A(jiX.M)‘(x) -$ (jiX.M)(x) « (pX.M)‘(x)) (Kw)
slendo % una fôrmula libre de cuantlfIcadores (y, en clertos casos, 
libre del operador de deflnlciôn A, segûn lo exlja la slntaxls), feZ, un 
slmbolo de funclôn, XeVF^, una variable funcional de tipo t , y x (Idem y).
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una n-tupla de variables dlstlntas dos a dos x^ . x , con lo que Vx abrevla 
Vx^ . Vx^ y x«y, Xj=y^A., Ax^ *y^ . As! mlsmo entléndase que con %(x) Indlcamos 
que llb(%)S{x^,..,x^}, donde x es una n-tupla de variables dlstlntas dos a 
dos. Aunque no se dice, se supone que existe coherencia de tlpos entre todas 
los slmbolos que aparecen en las fôrmulas.
Un axloma de la Igualdad se dice adecuado a un conjunto de fôrmulas 
$ si solo usa constantes, slmbolos de funclôn y slmbolos de predlcado que 
aparezcan en *. y si ademis todas sus variables libres aparecen libres en 
alguna fôrmula de $.
Dado un àrbol u-ramificado Z escribimos Z — Z" para representar 
que Z" es el àrbol que se obtiene extendiendo todas las ramas ablertas de Z 
mediante el axioma de la igualdad 0 a través del slgulente proceso:
Dada una rama ablerta de Z con # como conjunto de fôrmulas
etlquetando su hoja, si e es adecuado a * entonces ampllar la rama con un 
nuevo nodo etlquetado con # v (6).
En las mlsmas condiclones, dada una fôrmula p, escrlblmos Z Z"
para representar que Z' es el àrbol que se obtiene extendiendo todas las
ramas ablertas de Z medlante el slgulente proceso:
Dada una rama ablerta de Z con * como conjunto de fôrmulas
etlquetando su hoja entonces ampllar la rama con un nuevo nodo etlquetado con 
♦ u {p>.
Dados los àrboles w-ramlf Icados Z, Z", declmos que Z’ es una 
extenslôn de Z. lo que escrlblmos medlante Z — » Z', si se da alguno de los 
slgulentes casos, o bien Z Z’ o Z Z ' o Z  Z’.
Un tableau de ramas finitas para un conjunto de Ë-fôrmulas $ es un 
àrbol deflnldo InductIvamente por las slgulentes reglas:
(INI) SI entonces el àrbol:
o
es un tableau de ramas finitas para $.
(ET) SI Z es un tableau de ramas flnltas para ô y Z — > Z’ entonces 
el àrbol Z* es un tableau de ramas flnltas para ô. ,
Dada la deflnlciôn de tableaux de ramas flnltas podemos définir 
suceslones de elles tal como se hlzo en el capitule anterior. Supuesta 
entonces una noclôn de limite de una suceslôn de tableaux de ramas flnltas, 
similar a la dada en §2.4, se puede dar la deflnlciôn general de tableau.
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3.-Deflnlciôn. Suceslones de tableaux. Tableaux.
Dado un conjunto de Ë-fôrmulas $, declmos que <Z^  / keW>, es una 
suceslôn de tableaux de ramas flnltas para $ si;
(I) es un tableau de ramas flnltas como los obtenldos por (INI) 
de la deflnlciôn anterior.
(II) para todo keW.
Un tableau para un conjunto de fôrmulas ô es o bien un tableau de 
ramas flnltas para $ o bien el limite de una suceslôn de tableaux de ramas 
flnltas para 4. ,
Razones que se harén précisas mis adelante obllgan a que los tableaux de 
ramas flnltas satlsfagan la propledad de que los hljos de la ralz de uno
cualqulera de ellos sean a su vez tableaux de ramas flnltas. Obsérvese que
esto era évidente para los tableaux de LFP debldo a la flnltud de todos los 
procesos de construcclôn de tableaux haclendo que éstos se puedan obtener
tanto de la ralz a las hojas como de éstas a la ralz. En LFRP los àrboles son
w-ramlfIcados y, por tanto, el proceso de "abajo a arrlba" no es Inmedlato
que dé lugar a todos los tableaux de ramas flnltas. Es por esto que
demostramos el slgulente resultado.
4.-Lema.
El àrbol X es un tableau de ramas flnltas para un conjunto de
fôrmulas 4 si y solo si se da alguna de las slgulentes condiclones;
(a) I es un àrbol cuya ralz està etlquetada con un conjunto 4(24)
(b) existe un subconjunto 4 de 4 tal que 4 es coherente y Z se ha 
obtenldo de alguna de las slgulentes maneras:
(I) existe una fôrmula conjuntiva a (resp. w-conJuntlva a ) en
4 tal que (resp. a^ ) es un constltuyente de a (resp. a^ ) que no
pertenece a 4 y existe un tableau de ramas flnltas Z' para un conjunto de
fôrmulas que Incluye a 4 v {a^ } (resp. 4 u {a^ >) de forma que Z »
Alargar(Z’, 4)
(II) existe una fôrmula dlsyuntlva 0 (resp. w-dlsyuntlva 0 ) 
en 4 y m tableaux de raimas flnltas Z^  para un conjunto de fôrmulas que
Incluye a 4 u {0^ }, islam, (resp. w tableaux para 4 u (0^ )), de forma
que Z ■ Ramificar({Z^ / Islam (resp. Kw)>, 4)
(III) existe una fôrmula universal y en 4, una expreslôn
E adecuada a 4 y un tableau de ramas flnltas Z* para un conjunto de 
fôrmulas que Incluye a 4 u (y(E)> de forma que Z » Alargar(Z’, 4)
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(Iv) existe una fôrmula exlstenclal 5 en 4, una constante 
auxlllar c que no aparece en 4 y un tableau de ramas flnltas I" para un 
conjunto de fôrmulas que Incluye a 4 u {ô(c)} de forma que I = 
Alargar(Z*. 4)
(v) existe una fôrmula y un tableau de ramas flnltas Z* 
para un conjunto de fôrmulas que Incluye a 4 v <p> de forma que Z « 
Alargar(Z’. 4)
(vl) existe un axloma de la Igualdad @ adecuado a 4 y un 
tableau de ramas flnltas Z' para un conjunto de fôrmulas que Incluye al 
dado por 4 u {0} de forma que Z ■ Alargar(Z'. 4)
donde AlargarCZ, 4) es el àrbol formado al poner el àrbol Z, como hoja de 
otro àrbol formado por un solo nodo etlquetado por 4, y Ramlflcar({Z^ / islsm 
(resp. Kw)}. 4), es el obtenldo al poner como hoJas, de forma similar, los
àrboles Z^ , islam (resp. Kw).
Demostraclôn. Si Z es un tableau de ramas flnltas para el conjunto de 
fôrmulas 4 entonces o bien se lia obtenldo por la régla (INI) de 2, y se da
(a), o por la régla (ET), tamblén de 2. En este caso, supongamos que existe
un solo hljo para la ralz 4 de Z y sea el àrbol Z’ lo que nace de tal hljo;
entonces Z ■ AIargar(Z', 4).
Es fàcll demostrar que Z* es un tableau de ramas flnltas para un 
conjunto de fôrmulas que Incluye a la étiqueta 4* de su ralz. El conjunto 4' 
depende de la forma en que se pasô de 4 a 4’; por ejemplo, si fue por el 
constltuyente de una fôrmula conjuntiva a entonces ae4, a^s4 y 4* = 4 u (o^ ). 
Obsérvese que esto realmente ocurre asl debldo a que las fôrmulas que 
etlquetan un nodo pasan, cuando se extlende, a su hljo; en efecto, si en 
lugar de etlquetar nodos con conjuntos lo hicléramos con fôrmulas, al 
suprimlr la ralz, en nuestro caso una fôrmula conjuntiva; un paso posterior 
en Z’ que adladlera un nuevo constltuyente de a no quedarla Justlflcado pues a 
ya no està.
De forma anàloga se razona si existen w o m hljos. En consecuencla, 
se da alguna de las condiclones (l)-(vl) de (b), como querlamos demostrar.
El reclproco del lema en el caso (a) es évidente. Para (b) si, por 
ejemplo, se ha dado el caso (1), esto es, Z = Alargar(Z’, 4) por una fôrmula 
conjuntiva, es fàcll demostrar que Z es un tableau de ramas flnltas para 4, 
para lo cual se tlene en cuenta que la primera extenslôn se debe al anàllsis, 
medlante (A) de 2, del nodo etlquetado con 4, y el resto de las extenslones 
se producen como lo hlcleron para Z'. ,
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Finallzamos esta secciôn con un ejemplo que muestre el uso del método de 
los tableaux que acabamos de définir.
ConslderemoE la expreslôn funcional M = Xy.y«0— »1,(y=l— »X(l), X{y-2))
sobre la signature Z de género S={nat> y los conjuntos de slmbolos 
2pn«t y gpn«t,n*t Entendemos que n es el S-térmlno
suc(suc(.?.(suc(O))...)).
Veamos que el conjunto de fôrmulas 4 = (-«(1=0), A(mX.M)(1)> tlene un
tableau de ramas flnltas X tal que todas sus ramas estin cerradas, lo que 
como veremos supone que lo esté tamblén el tableau. Como en el capltulo 
anterior esto Impllcaré que el conjunto no sea fuertemente satlsfactlble y, 
segün §1.8.2.2. (a), tendremos que -i(l«0)  ^-iA(pX.M)(l).
El primer tableau lo constltuye un nodo etlquetado con el conjunto de 
fôrmulas 4. Esto es:
o 4
Anallzando este nodo de acuerdo con (B ), lo blfurcamos creando w nuevos 
nodos de la slgulente manera:
0 4
1
_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ I_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
o 4 u {A(mX.M)°(1)} o 4 u {A(pX.M)^(l)}
La contlnuaclôn del tableau la haremos construyendo un tableau de ramas 
flnltas para cada una de las w hojas anterlores. Representemos por z‘ el 
tableau que tlene por ralz a 4 u {A(pX.M)‘(1)}, l<w. Las ramas de cada uno de 
estos tableaux Irén etlquetadas con una marca de entre (A), (B), (C), (D), 
(A ), (B ) e (IG). Dlchas marcas supondrlan el anàllsis del nodo orlgen de la 
rama etlquetada, que en el momento del anàllsis séria hoja, e Implicarlan que 
se ha hecho una extenslôn del tableau X de la forma Z -g-» Z", para las sels 
primeras, slendo B el conjunto de ramas formado ünlcamente por la rama 
extendlda, o Z — Z’, para la ùltlma. En benef Iclo de la escrltura 
supondremos, por una parte, que cada nodo va etlquetado solamente con la 
fôrmula nueva Introduclda, y por otra, que la extenslôn de una rama medlante 
un axloma de la Igualdad afecta solo a la rama para qulen se Introduce dlcho 
axloma. Una vez construldos los tableaux Z*, 1<«, el lema anterior demostrarà 
que el tableau obtenldo afiadlendo, al que acabamos de menclonar, los z' como 
àrboles en sus hojas, es un tableau para 4.
148
Los tableaux I* se construyen por Inducclôn sobre 1. Se tlene que: 
-O
(1) r
o 4 u (A(pX.M)”(l)(=û{Xx. i(x«x)-^x)(l))>
(A) '
o At(1=1)— >1
(A) '
o Al
(A) '
o i(l=i)
(1C)
o Vx(x“x)
(C) •
o Al— »n(l=l)
(B) / \
/ \
-lAl o o m(l»l)
(A) '
0 1*1
(1) Paso de I* a
o 4 u {A(pX.M)‘*‘(D}
(A) >
o A(l*0-»1, (l«l-^(pX.M) (1). (pX.M)‘(l-2)))
(B) / \
/ \
1»0aA1 o o -i(1*0)aA(1*1— >(pX.M) (1), (pX.M)‘(l-2))
I I
(A) (A)
I I  , ,
1*0 o O A(l*l-»(pX.M)‘(l), (pX.M) (1-2))
(B,
/ \
l*lAA(fiX.M) (1) O o n(l*l)AA(MX.M)‘(l-2)
I I
' ,
(l‘l O -.(1*1)
1
(A)
I
0 Al
1
(IC)
0 Vx(x“x)
1
(C)
0 Al—»-i-i(l*l)
(B) / \
/ \ 
tAI o o m(l*l)
(A) '
O 1*1
donde (Z'i es el irbol l\ pero suponlendo que a los conjuntos de fôrmulas 
que etlquetan sus nodos se afiaden las fôrmulas que han Ido apareclendo en la
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construcclôn de la rama de Z**' que termina en [l'i.
Una vez que se ahaden los ârboles Z* en los nodos ♦ u {A(fxX.M)*(l)> que 
menclonâbamos mis arrlba, es fàcll demostrar que todas las ramas de Z‘ estân 
cerradas, para todo l<w. En efecto, las de Z° es évidente que lo estân, 
mlentras que z’** tamblén lo estâ si lo estaba Z*, pues la rama que termina 
en -1(1=0 ) "se cierra" con la fôrmula 1=0 de la ralz. Esto demuestra 
obvlamente que todas las ramas de Z estân cerradas.
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8.- CORRECCION DEL METODO DE LOS TABLEAUX.
La correcciôn y completitud del método de los tableaux que acabamos de 
Introducir tlene el mlsmo sentldo que para la lôglca LFP. Se trata de 
demostrar la equlvalencla entre la Inexlstencla de un modelo fuerte para un
conjunto de fôrmulas y la exlstencla para él de un tableau cerrado. En este
caso, este ûltlmo concepto no se entlende como en el capltulo anterior. 
Recuérdese que entonces todos los tableaux cerrados eran tableaux flnltos. 
Ahora un tableau cerrado puede no ser de profundldad flnlta; por ejemplo, el 
tableau Z, obtenldo en el ejemplo anterior, es cerrado y, sln embargo, d(Z) = 
U d(Z )^ = w, pues es fàcll comprobar que:
(1) 0 < d(Z*) < u, para todo K w  
(il) d(Z') < d(Z***), para todo l<w.
Si exiglremos, en camblo, que las ramas de un tableau cerrado se hayan
cerrado en un nùmero flnlto de pasos.
1.-Deflnlciôn. Tableaux ablertos y cerrados.
Un tableau Z se dice cerrado si es un tableau de ramas flnltas en 
el que todas ellas estàn cerradas. Se dice ablerto si no es cerrado. g
La construcclôn de un tableau de ramas flnltas para un conjunto de 
fôrmulas verlflca que si el conjunto es satlsfactlble, al menos una rama del 
tableau està etlquetada por un conjunto tamblén satlsfactlble.
2. -Lema.
Sea Z un tableau de ramas flnltas para un conjunto de Z-fôrmulas * 
y sea el subconjunto de 4 usado en la construcclôn de Z. Para toda
Z-lnterpretaclôn 3:
3 es modelo fuerte de 4^  # existen una rama (flnlta) de Z con 4^ como 
conjunto de fôrmulas etlquetando su hoja y una 
Z-lnterpretaclôn 3 expandlendo 3 taies que 3 es 
modelo fuerte de 4^ .
Demostraclôn. (#) Por Inducclôn sobre la construcclôn de Z. SI se ha 
obtenldo por apllcaclôn de la régla (INI) de 7.2 entonces es évidente pues Z 
tlene una ûnlca rama formada por un solo nodo etlquetado con un conjunto de 
fôrmulas 4^£4 y, por hlpôtesls, 3 es modelo fuerte de 4.
151
SI I se ha obtenldo por apllcaclôn de la regia (ET) de 7.2 entonces 
existe un tableau de ramas flnltas Z’ tal que Z" —* Z. Por hlpôtesls de 
Inducclôn existe una rama (flnlta) R’ en Z" y una expanslôn 3’ de 3 taies que 
3’ es modelo fuerte del conjunto de fôrmulas 4^ ' que étiqueta la hoja de R’.
SI R' no se ha prolongado en la extenslôn de Z" . es Inmedlato. Si 
no, tomemos como R la prolongaclôn de R" y dlstlngamos casos segûn haya sldo 
la extenslôn del tableau Z*.
Supongamos pues, en primer lugar, que la extenslôn se ha producldo 
por zmàllsls de un conjunto de ramas B. Como R’ se ha prolongado entonces 
R’eB. Demostremos que la extenslôn R de R' es una rama ablerta de Z para la 
que existe una expanslôn 3’ de 3 que es modelo fuerte del conjunto de
fôrmulas 4^  que étiqueta su hoja.
Para demostrarlo dlstlngulmos casos segûn la régla (A)-(B ) de 7.2 
empleada para la extenslôn. Para (A), (B), (C), (D) se slgue una demostraclôn 
similar a la de §2.5.3. Respecte a (A ) el resultado se slgue de forma 
Inmedlata de la condlclôn u-ALFA vlsta en 6.2, tomando la mlsma 3* que 
existe, por hlpôtesls de Inducclôn. De forma similar para (B ), usando la
condlclôn w-BETA. Por ûltlmo declr que, evldentemente, si 3 es modelo fuerte 
de las fôrmulas que etlquetan la hoja de R entonces R no puede estar cerrada, 
pues los conjuntos Incohérentes de fôrmulas no son fuertemenete 
satlsfactlbles.
SI la extenslôn de Z se ha producldo prolongando todas las ramas 
ablertas con un nuevo nodo etlquetado con un axloma de la Igualdad, razonando 
slmllarmente al caso anterior basta demostrar que la Interpretaclôn 3*, que 
existe por hlpôtesls de Inducclôn, es modelo fuerte del axloma. Màs en
general, como en el capltulo anterior, demostremos que los axlomas de la
Igualdad son verdaderos en toda Z-lnterpretaclôn 3. Para ello solo nos 
ocuparemos de los nuevos tlpos de axlomas, remitlendo a §2.5.3 para el resto.
El caso para VxVÿ(x*ÿ a ôX(x ) —» AX(ÿ)) es anàlogo a VxVy(x«y a 
Af(x) — » ôf(y)). Para el axloma:
Vÿ(AE[y/x ,.. .y/x J — > (Ax. .x.E)(ÿ) « E(y/x ,.., y/x J )
1 1  n n  i n  i i  n n
entendlendo que la tupla ÿ se reflere a (y^ ,..'Xg)» basta demostrar que para 
toda n-tupla â cualqulera sobre el domlnlo de 3. se tlene que:
3[â/ÿ] li AE(y/X ... ,y/x ] — » (Ax . . X  .E)(ÿ) “ Ely . .y/X . .X I 
* # 1 1  n n  I n  i n i n
SI 3Câ/ÿJ(AE(y^/x^,.. ,y^ /x^ l) » £, no hay nada que demostrar. 
Supongamos pues que 3[i/ÿl (AEly^/x^,.., y^ /x^ l ) ■ t entonces:
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3(â/ÿl(E(yj/x^... ,y^ /x^ l) #
Pero 3{â/ÿl((Ax^. .x^ . E)(ÿ)) = 3(i/ÿl (Xx^.. x^ . E) (â) =
■ 3[â/ÿl(â/xl(E) “
= 3(a/ÿJ(E[y/x]) (por el lema de sustltuclôn 4.5)
luego:
3lâ/ÿl ({Xx^ .. x^ . E) (ÿ) * E[ÿ/xD) “ t 
como querlamos demostrar.
Slmllarmente. para Vx(A(pX.M)‘(x) — » (pX.M)(x) * (pX.M)'(x)).
(Kw), si 3[â/x] (A(pX.M)‘(x)) » t entonces 3[â/x] ( (pX.M)* (x) ) # luego 
3(â/x] (CpX.M)(x)) = U  <3[â/xl ( (pX.M)^(x) )/j<w) (por 5.4) = 3[â/xl ((pX.M)* (x) ) 
(por tratarse de cpo"s pianos) y entonces 3(â/x]((pX.H)(x) « (pX.M)'(x)) = t.
Por ûltlmo, si la extenslôn de I se ha producldo prolongando todas 
las ramas ablertas con un nuevo nodo etlquetado con una fôrmula del conjunto 
4, la demostraclôn es évidente tomando la mlsma 3*, que existe por hlpôtesls 
de Inducclôn, pues èsta Interpretaclôn expande 3 e 3 es modelo fuerte de 4.
(#) Es évidente conslderando la restrlcclôn de 3 a la slgnatura Z y 
tenlendo en cuenta que, por construcclôn, 4^24^ . ,
3.-Teorema. Correcclàn del método de los tableaux.
Si un conjunto de fôrmulas tlene un tableau cerrado entonces no es 
fuertemente satlsfactlble.
Demostraclôn. Sea I un tableau cerrado para 4. Por deflnlciôn de tableau 
cerrado, Z es un tableau de ramas flnltas y cerradas. SI 4 fuese fuertemente 
satlsfactlble entonces tamblén lo séria 4^ . el subconjunto de 4 usado en la 
construcclôn de Z. Sea 3 un modelo de 4^ entonces, por el lema anterior, 
existe una expanslôn 3 de 3 y una rama (flnlta) en Z con 4^ como conjunto de 
fôrmulas etlquetando su hoja taies que 3 es modelo fuerte de 4^ . Ahora bien, 
como Z es cerrado todas sus ramas son cerradas luego 4^ es un conjunto 
Incohérente de fôrmulas y, por tanto, no satlsfactlble fuertemente, contra lo 
supuesto. En concluslôn, 4 no lo es tampoco. ,
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9.- COMPLETITUD DEL METDDO DE LOS TABLEAUX.
El concepto de conjunto de Hlntlkka que ya Introdujimos en el capltulo 
anterior para demostrar la completitud del método de los tableaux, serà ahora 
extendldo para poder tratar las fôrmulas w-conjuntlvas y w-dlsyuntlvas.
1.-Deflnlciôn. Conjunto de Hintikka.
Un conjunto H de Ë-fôrmulas se dice que es un conjunto de Hlntlkka 
si y solo si satlsface las slgulentes condiclones:
(A) Para toda fôrmula aeALFA: aelH # a^ eH, para todo 1*1,..,m.
(B) Para toda fôrmula geBETA: para algûn 1*1,..,m.
(C) Para toda fôrmula yeCAMMA: yeH * y(E)cH, para toda E-expreslôn
E de género <r, adecuada a H.
(D) Para toda fôrmula AcDELTA: ScH •* 5(c)elH, para alguna ceC^ de
género o* adecuado.
(A ) Para toda fôrmula a eu-ALFA: « eH * para todo i<w.
(B ) Para toda fôrmula 0 ew-BETA: 0 «H # para algûn l<w.
(E) Todo axloma de la Igualdad adecuado a H pertenece a H.
(F) H es un conjunto coherente de fôrmulas. g
En el apartado (C) (resp. (D)) de la deflnlciôn anterior se supone que la 
expreslôn E (resp. c) tlene género o-, entendlendo que la fôrmula universal y 
es de la forma -i3x^ p (resp. 3x*’^ï>) y que, por tanto, la sustltuclôn estâ bien 
deflnlda.
Como los conjuntos de Hlntlkka para la lôglca de primer orden, los que 
acabamos de définir satlsfacen la propledad de que aquellas exprèslones 
adecuadas acerca de las cuales no se aflrma nada sobre su IndefInlclôn, puede 
conclulrse que estàn deflnldas.
2.-Lema.
Dados un conjunto de Hlntlkka H y una expreslôn Ee^ adecuada a éî, 
se tlene que: -lôEeH •* AEeM.
Demostraclôn. Como en §2.6.2. ,
En la demostraclôn de la satlsfactlbllldad fuerte de todo conjunto de 
Hlntlkka nos centraremos en aquellos casos partlculares de la lôglca LFRP, 
remltlendo el resto a lo vlsto para LFP.
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3. -Teorema. Satlsfactlbllldad fuerte de los conjuntos de Hlntlkka.
Todo conjunto de Hlntlkka es fuertemente satlsfactlble.
Demostraclôn. Sea HSFg un conjunto de Hlntlkka y, para cada género «reS. 
conslderemos el conjunto de Z-expreslones de género <r:
El conjunto T^^  es no vaclo por las mlsmas razones ya vlstas
para LFP. Sobre T,^ . _XT _ , considérâmes la relaclôn blnarla = deflnlda(n,(rj <r
por:
E»^E* * E«^E’ € H 
Como vlmos en el capltulo anterior, es poslble demostrar que es
una relaclôn de equlvalencla, usando los axlomas de la Igualdad que expresan
la reflexlvldad, slmetrla y transltlvldad de Tamblén se puede demostrar 
que es congruente con respecte a slmbolos de funclôn, relaclôn y variables 
funclonales, en el sentldo que se vio para los dos prlmeros y que précisâmes 
a contlnuaclôn.
Dados E . E'eT _ taies que E » E', 1=1,..,n, se tlene:
i 1 i <Ti 1
(1) Para todo slmbolo de funclôn feSF^ , r=<r^ .. o*^— xr:
Af(Ej E^)«H # Af(E*... ,EDeH
(il) Para toda fôrmula %(x^,..,x^ ) libre de cuantlfIcadores y 
slmbolos del operador de deflnlciôn A:
%(E^... ,E^)€H # %(E^.. . ,E/)dH
(111) Para toda variable funcional XeVF^, r=<r^ .. o-^—w:
AX(E^,..,E^)eH # AX(E’ EDeH
La demostraclôn de (111) es anàloga a la de (1), usando el 
axioma: VxVÿ(x«ÿAAX(x)— »AX(y)).
De lo que acabamos de demostrar podemos deduclr que la slgulente 
Z-lnterpretaclôn està bien deflnlda. Conslderemos 3 » (S, c) dada por:
(a) Conjuntos soporte de género «r:
Representaremos medlante [E], la clase de equlvalencla de E.
(b) Interpretaclôn de las constantes ceC^ de género «r:
[c] si AceH
1 en otro caso
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(c) Interpretaclôn de las constantes auxlllares ceC de género <r;
9 [cl
elemento arbitrerlo de A 
e los slmboli 
[f(E.,.. ,E )]
si c aparece en H 
en otro caso
(d) Interpretaclôn de los slmbolos de funclôn feSF^ ,
si 6f(E^ EJeH
en otro caso
para todos [EJeA*^ . 1=1,..,n. y:
donde es el elemento "bottom" del producto carteslano estrlcto.
(e) Interpretaclôn de los slmbolos de relaclôn ReSR^. p=<r . 
t 
f
R“( [EJ.... [E^ l ) =
arbltrarlo
si R(Ej,...E^leH 
si -iR(Ej....E^6H
si -Û1R(£^ ... .E^leH 
en otro caso
para todos (EJeA , 1=1,..,n. y:
R ( X , )  = X.
(f) Valoraclôn de variables de Indlvlduo xeV*^ , o’eS: 
[xl si ûxeH
c(x)
elemento arbltrarlo de A en otro caso
(g) Valoraclôn de variables funclonales XeVF^, T=<r^ ..<r^
c(X)([Ej,... [E^ ll
[X(Ej...,E^ )} si AX(E^ E^leH
en otro caso
para todos (EJeA 1=1. .n, y:
c(X)(x^) = x^ .
Obsérvese que una variable funcional libre X se trata de la mlsma 
forma que los slmbolos de funclôn, a efectos de la construcclôn de modelo.
Una vez deflnlda la Z-lnterpretaclôn 3 veamos que es modelo fuerte 
de todas las fôrmulas de H. Para ello demostramos por Inducclôn slmultànea 
sobre E y p (Inducclôn que se basarâ sobre una medlda de complejldad que 
demuestra que cada fôrmula es màs compleja que sus constltuyentes), los 
slgulentes très hechos:
Hecho 3.1: Para toda expreslôn EeEg, «reS: ôEeH # 3(E) = (El
Hecho 3.2: Para toda expreslôn EeEg, «reS: tôEcH # 3(E) “ x^
Hecho 3.3: Para toda fôrmula yeFg: yeH •* Zip) = t,.
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Demostraclôn del Hecho 3. 1.
SI E es o bien un térmlno, o bien de la forma o(E^,..,E^), oe{f. X> 
o bien una expreslôn condlclonal de la forma x— >E o %— »E. E’, basta segulr 
una demostraclôn similar a la dada en §2.6.3. 1. Para el resto de los casos 
tenemos lo slgulente.
(1) A(Xx . X .E)(E ... .E )€H # AElE./x ... .E /x ]. AE . . .. AE eW (A)
I n l n  l l n n t  n
* 3(E(E/x ,.. . E/x J ) = [EIE/x ... , E/x ] 1 (por HI;1 1  n n  1 1  n n
léase "hlpôtesls de Inducclôn")
Ahora bien, por la condlclôn (E), el axioma:
Vy .. Vy (AEly /X ,. . , y /x ] — » (Ax . x . E)(y ,.. ,y ) « E[y/x ... , y /x ] )
1 n 1 1  n n  1 n 1 n 1 1  n n
pertenece a H. Partlcularlzando para E^ ,..,E^ , respectIvamente, y tenlendo en 
cuenta que AE^ eH, 1*1,..,n, es fàcll ver que:
AE(E/X ...,E /X ) — » (Ax . X .E)(E ... ,E ) « EIE /x .. . , E /x ]eH
1 1  n n  1 n 1 n 1 1  n n
y como acabamos de ver que AElE^/x^,.. ,E^ /x^ IeH, es Inmedlato entonces que: 
con lo que:
(Ax . X .E)(E ,.. ,E ) » EIE /x ,..,E /x leH
1 n 1 n 1 1  n n
[(Ax . X .E)(E ,..,E )) = [E(E/X ,. ., E /x ]]
1 n 1 n 1 1  n n
pues recuérdese que A(Ax . . x . E) (E ,. ., E ), AE[E/x ,. . , E/x leH y, por
1 n 1 n 1 1  n n
tanto, ambas clases tlenen sentldo.
En concluslôn:
3((Ax . .X .E)(E .. . ,E )) = 3(Ax . .X .E)(3(E ),.. ,3{E )) =
I n l n  1 n 1 n
= 3(Ax^..x^ . E)((E^l,. . , [E^J) (pues AE^ eH, 1*1,..,n, 
luego 3(E^) * [E|], 1=1,..,n, por HI) 
= 3( (E^]/x^,.. , [E^ J/x^ l (E) (por sem. de abstracclôn)
* 3(E[E^/x ,^ .., E^ /x^ ] ) (por lema de sustltuclôn 4.5)
* [E[E^/x^ ,. . ,E^ /x^ }}
* {(Ax^..x^.E)(Ej,.. ,E^ )1
como querlamos demostrar.
(11) A(/iX. M) (E^ , .. , E^)eH # A(pX. M) * (E^ ,. . , E^ )€H, para algûn K w  (B )
Dada una expreslôn funcional MeEF^, se puede demostrar que si se 
tlene AM(E^,.., E^)eH entonces AE^ eH, para todo 1*1,..,n. En efecto, 
demostrémoslo por Inducclôn sobre M. Para M slendo f o X es évidente por (A), 
usando (a7) y (<x8) de la claslfIcaclôn orlentada hacla los tableaux. Para una 
abstracclôn usamos de la mlsma forma (a9). Para una recurslôn tenemos que si 
A(pX.M) (E^,.. ,E^)eH entonces A(pX.M)'(E^,.. .E^ )eH, para algûn Kw, por (0 ),
luego, por hlpôtesls de Inducclôn para (pX.M)*, résulta que AE^ eH, 1*1,..,n, 
como querlamos demostrar.
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De lo que acabamos de declr deducimos que AE^ eH, para todo 
1=1,...n. Usando que el axioma:
Vx(A(»iX.M)‘(x) (mX.MXx ) » (mX.M)‘(x )) 
pertenece a M, para cualquler l<w, y opérande como en el caso (1), résulta 
que:
(pX.M)(E^,. . ,E^ ) - (pX.M)‘(Ej E_^ )eH.
Como A(pX.M) (E^ ,... E^ ), A(pX.M)\E^,. . ,E^ )eH entonces se tendrâ
((pX.M)(E^ E^ )l » t(pX.M)‘(Ej E^ )].
Pero si A((pX.M)'(E^,.. ,E^))eM entonces, por hlpôtesls de
Inducclôn, se tlene que 3( (pX. M)*(E^,.., E^ ) ) = ( (pX.M)* (E^,. .,E^ ) 1 luego;
3((pX,H)(E^,..,E^)) - U <3((pX.M)J(E|,..,E^)) / J<«> (por 5.4)
■ 3((pX. M) *(E^ ,.. , E^)) (por tratarse de cpo"s pianos y ser
3((pX.M)‘(Ej,..,E^)*i^)
» [ (pX. M) ^ (Ej,.. , E^ ) ] (por hlpôtesls de Inducclôn)
» ((pX.M)(Ej,.. ,E^ )1
como querlamos demostrar. - „ . _ ,■ Hecho 3.1
Demostraclôn del Hecho 3.2.
Como antes, solo nos ocupamos de las nuevas construcclones. Solo es 
el caso, entonces, de iAM(E ,..,E^ )€H. Obsérvese que si lAE^ eM, para algûn 
1=1,..,n, entonces 3(E )^=i^ ,^ por hlpôtesls de Inducclôn, con lo que el valor 
de la tupla (E^ ,..,E^ ) es y el de M(E^,..,E^) es i^ , pues la
Interpretaclôn de cualquler expreslôn funcional M es una funclôn estrlcta. 
Por tanto supondremos que AE^ eH, para todo 1=1,..,n, con lo que 3(E^ ) = [EJ, 
para todo 1=1,..,n. Entonces, dlstlngulendo los dos casos poslbles para M, 
tenemos:
(1) -.A(Ax ..X .E)(E ...,E )€H * -lAEtE/ X . ,E/X ]€« ((B), pues AE eM
I n l n  1 1  n n i
con lo que no es poslble -lAE^ eH, para nlngûn 
1=1,..,n)
# 3((Ax ..X .E)(E E )) = 3((Ax . .X .E))((E J,.., fE ])
I n l n  1 n i n
= 3([EJ/Xj,.., lE ]^/x^ )(E) (por deflnlciôn)
= 3(EIEj/Xj, .. ,E^ /x^ ] ) (por el lema de sustltuclôn)
= 1 (por hlpôtesls de Inducclôn)
158
(il) -iA(pX.M)(E^ , . . ,E^ )€H ♦ -.A(pX.M)‘(E^,.. .E^ )eH, para todo l<u(A*)
# 3((pX.M)(Ej....E^)) - 3((pX.M))([EJ lE^l) =
= U (3((pX.M)‘)([EJ___ (E^ l) / Kw> (por 5.4)
= V
pues 3((pX.M)‘)((EJ,. . . [E^D = para todo Kw, por hlpôtesls de
Inducclôn. ya que nA(pX.M)* (E^ ,.., E^ )eH, para todo Kw. , Hecho 3 2
Demostraclôn del Hecho 3. 3.
La demostraclôn es, nutatis nutandl, la mlsma que la que se dlo en
§2.6.3.3, tenlendo en cuenta que all! se trataban térmlnos y aqul se tratan
expreslones. # Hecho 3.3
Demostrado el Hecho 3.3 es evldente que la Z-lnterpretaclôn 3 es 
modelo fuerte del conjunto de Hlntlkka H. g
SI un conjunto de Hlntlkka aparece etlquetando nodos de una rama de un 
tableau entonces dlcha rama no serA preclso que "se prolongue màs". Aquellos 
tableaux a los que les ocurre esto se caracterlzan, como en primer orden,
medlante el concepto de tableau compléta.
4. -Deflnlciôn. Tableau complete.
Un tableau para un conjunto de fôrmulas 4 se dice complete si y 
solo si toda rama ablerta de él es compléta, esto es, el conjunto de fôrmulas 
que etlquetan sus nodos es un conjunto H que satlsface:
(1) 4 S H
(2) H es un conjunto de Hlntlkka. g
La completitud del método de los tableaux, que tlene el mlsmo sentldo que 
para LFRP, se demuestra tamblén medlante la construcclôn de un tableau 
canônlco.
5.-Teorema. Exlstencla de tableaux complètes. Tableau canônlco.
Dado un conjunto de fôrmulas 4, el conjunto 4^  ^ » 4 u AI, donde Al 
es el conjunto de axlomas de la Igualdad adecuados a 4 u <Ac / ceC*’^, o-eS), 
tlene un tableau complete.
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Demostraclôn. Sea una enumeraclôn 4 = {<p^,   .. . } de un conjunto
cualqulera de Z-fôrmulas. Conslderemos una enumeraclôn de la unlôn de los 
slgulentes conjuntos (numerables) de fôrmulas:
(I) {<a, a^ > / aeALFA, Islam}
(II) (0 / 0eBETA}
(III) (<T, t (E)> / yeCAMMA, EeE^}
(Iv) (Ô / ÔeDELTA}
(v) (<a , a^ > / a*eu-ALFA, Kw}
(vl) {$ / 0*€w-BETA}
Para un conjunto de Z-fôrmulas cualqulera 4, deflnlmos el slgulente 
concepto de reievancia:
(a) <p. es relevante para 4 # pe4 y ^e4
(b) 0 es relevante para 4 # 0e4 y 0 e4, para nlngûn 1=1,..,m
(c) S es relevante para 4 * Ôe4 y Ô(c)e4, para nlnguna constante
auxlllar ceC*^
(d) 0 es relevante para 4 * 0 e4 y 0^ e4, para nlngûn l<w.
El tableau complète para el conjunto de fôrmulas 4 se obtiene 
medlante el slgulente algorltmo dado en forma de programa while: 
begin
s: =0;
while no-completo?(I ) do 
begin
extenslân(I^); 
s:= s+1
end
end.
donde extenslôn(Z^) modiflca Z de acuerdo con el slgulente proceso:
extender toda rama ablerta con la menor fôrmula, o par de fôrmulas, 
relevante al conjunto que étiqueta su hoja, de acuerdo con la régla de entre 
las (A)-(B ) dadas en 7.2.
Por Inducclôn sobre s demostremos que cada Z^  es un tableau de 
ramas flnltas para el conjunto de fôrmulas 4^ .^ Para s=0, el àrbol con un 
solo nodo etlquetado con 4^  ^es un tableau para 4^ ,^ segûn la condlclôn (INI) 
de 7.2. Supuesto que lo sea Z entonces es evldente que Z^  -y* donde B
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es el conjunto de ramas ablertas de I , por tanto es un tableau de ramas 
flnltas, de acuerdo con la condlclôn (ET) de 7.2.
Por tanto, si el programa anterior se detlene en alguna etapa s, el
àrbol résultante es un tableau (de ramas flnltas). En otro caso, obtenemos
una suceslôn de tableaux de ramas flnltas <Z^  / seW> cuyo limite es, por
deflnlciôn, un tableau. Representemos por al tableau résultante en
cualqulera de los dos casos, y llamémosle tableau canônlco para 4.
Veamos que es un tableau complete. SI es uno de los
tableaux de ramas flnltas entonces, segûn se ha deflnldo el programa que 
lo genera, el tableau es complète, pues solo se detlene cuando éste es el 
caso. SI es el limite de la Suceslôn <Z^  / s#0 veamos que todas sus
ramas ablertas -si las hay- tlenen sus nodos etlquetados por conjuntos de 
fôrmulas cuya unlôn forma un conjunto de Hlntlkka. Una vez hecho esto las 
ramas seràn complétas pues contlenen a la ralz 4^ (^24).
Sea pues R una rama ablerta tal que 4^ es la unlôn de los conjuntos
de fôrmulas que etlquetan sus nodos y demostremos que 4^  es un conjunto de
Hlntlkka. Por ejemplo, para la condlclôn (A ) supongamos que a es una
fôrmula w-conJuntlva tal que m"e4^  y «^ #4^ . para algûn Kw. SI 4^  ^ es la
parte de 4 correspondlente a restrlnglrnos en dlcha rama a Z entonces, ya 
• “ . • • • 
que a e4^ , exlstlrà s<w tal que a «4^ ;^ pero para algûn s" >w, <a , a^ > serà
el menor Item relevante para 4^ ,^ y entonces pertenecerà a •
lo que nos lleva a contradlcclôn. De manera similar se razona con los casos
restantes entre (A) y (B ). Respecte a (E), sea 6 un axloma de la Igualdad
adecuado a 4^ ; si 0 no aparece en 4^  ^entonces, por deflnlciôn de AI, 0 no es
adecuado a 4 u (ôc / ceC*^ , aeS). Pero esto nos lleva a contradlcclôn ya que
si asl fuera se darla alguna de las slgulentes condiclones:
(I) 0 contiens algûn slmbolo de Z que no aparece en AI
(II) 0 contiens alguna constante auxlllar que no aparece en AI
(III) 0 contlene alguna variable libre que no lo està en AI.
El caso ( 1 ) es absurdo pues al ser 0 adecuado a 4^ , todos sus 
slmbolos aparecen en el tableau y, por tanto, en la ralz, ya que en el 
programa anterior nunca se llegan a Introducir nuevas fôrmulas slno solo 
constltuyentes de las que ya habla. El caso (11) es claramente Imposlble pues 
AI contiens todas las constantes auxlllares. Por ûltlmo, el caso (111) vuelve 
a ser absurdo ya que en el proceso de extenslôn de un tableau que no 
Introduce nuevas fôrmulas, como es este caso, nunca llegein a aparecer nuevas 
variables libres que no hublera (obsérvese que la régla (C), que es qulen lo
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podrla llegar a hacer, no lo hace por deflnlciôn de expreslôn adecuada a un 
conjunto de fôrmulas). En consecuencla 8 aparece en 4^  ^ y, por tanto, 4^  
contlene todos los axlomas de la Igualdad adecuados a él.
Por ûltlmo la condlclôn (F) es evldente pues una rama ablerta no 
puede contener Incoherenclas ya que, si asl fuera, séria cerrada. g
La demostraclôn de la completitud del método de los tableaux es similar a 
la de LFP, aunque no se usa en ella el lema de Künlg.
6.-Teorema. Completitud del método de los tableaux.
Si un conjunto de fôrmulas 4 no es fuertemente satlsfactlble
entonces tlene un tableau cerrado.
Demostraclôn. Supongamos que 4 no tlene nlngûn tableau cerrado. Entonces 
su tableau canônlco es ablerto. Caben entonces dos poslbllldades:
(I) SI Z^^2 es de ramas flnltas entonces alguna de ellas habrà de 
ser ablerta, pues Z^ ^^  no es cerrado.
(II) SI Z^ ^^  no es de ramas flnltas entonces alguna rama serà 
Infinita y, por tanto, ablerta, ya que las ramas cerradas son flnltas.
En ambos casos podemos conclulr que Z^ ^^  tlene una rama ablerta.
Pero Z^ ^^  es complete luego toda rama ablerta suya està etlquetada por un
conjunto de fôrmulas H que es de Hlntlkka y satlsface H 2 4 u AI (24). Como, 
segûn hemos demostrado, H es fuertemente satlsfactlble, entonces 4 tamblén lo 
es, como querlamos demostrar. -
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10. - EL METODO DE LOS TABLEAUX Y LOS CALCULOS DE SECUENCIAS PARA LFRP.
Recordemos que los câlculos que se obtlenen para la consecuencla lôglca 
que venlmos empleando, , son càlculos de secuenclas (cf. §2.7.1). En el 
capltulo anterior derlvâbamos secuenclas de la forma (F, p), donde F era un 
conjunto flnlto de fôrmulas. Para LFRP obtendremos càlculos que derlvan 
secuenclas de la forma (4, p), donde 4 es un conjunto cualqulera de fôrmulas. 
Mantendremos la notaclôn que escribe “4 p“ para referlrse a (4, p), asl como 
la que utlllza comas para referlrse a la unlôn de conjuntos de fôrmulas.
La razôn de que el antecedente de una secuencla pueda ser un conjunto 
arbltrarlo de fôrmulas es que los càlculos que vamos a obtener producen 
derlvaciones en las que clertas fôrmulas solo es poslble concluirlas a partir 
de una cantldad numerable de hlpôtesls. Se trata de los llamados càlculos 
Infinitarlos.
1.-Deflnlciôn. Câlculos infinitarlos de secuenclas. Derivabilidad.
Un càlculo Inflnltarlo de secuenclas es un conjunto de esquemas de 
reglas de la forma;
♦, Pj (KÇ)
4 p
donde Ç es un ordinal menor o Igual que u.
Cuando Ç sea 0 omltlrémos la parte superior de la régla y solo 
escrlblremos la Inferior.
Una secuencla 4 p es derivable, escrlto 4|^ . si y solo si existe 
una suceslôn, Indexada por un ordinal a lo màs numerable, de secuenclas que 
termina en ella y donde cada una se ha obtenldo por apllcaclôn de alguna
régla a una cantldad (flnlta o numerable) de secuenclas anterlores a ella en
la suceslôn. ,
Los conceptos de correcciôn y completitud de càlculos InfInitarlos de 
secuenclas son slmllares a los fInitarlos (cf. §2.7.2).
2.-Deflnlciôn. Correcciôn y completitud de câlculos InfInitarlos.
Un càlculo Inflnltarlo de secuenclas se dice correcte si y solo si
para todo conjunto de fôrmulas 4 u (p): 4 ^  * 4^.
Un càlculo Inflnltarlo de secuenclas se dice complete si y solo si
para todo conjunto de fôrmulas 4 v {p}: 4)f * 4}^ . ,
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En adelante suprlmiremos el adjetlvo inflnltarlo y hablaremos slmplemente 
de càlculos de secuenclas. La relaclôn que existe entre los tableaux y la 
derivabilidad en dlchos càlculos es ahora la slgulente.
3.-Lema.
SI la derivabilidad en un càlculo de secuenclas S satlsface las 
slgulentes ocho condiclones entonces el càlculo es complete:
(0) Para todo conjunto de Z-fôrmulas 4 y todo tableau de ramas
flnltas I para 4, si toda rama de I con 4 como conjunto de fôrmulas
etlquetando su hoja satlsface 4[-F entonces n|-F, slendo II el conjunto de
fôrmulas de 4 usadas en la construcclôn de Z.
(1) 4. p. -.p I- F
(2) 4, p, -lûp j- F
(3) 4, -ip, -lAp |- F
(4) 4, -lAx |- F, para toda variable x*^ de cualquler género <r
(5) 4, F, para toda constante c^ de cualquler género (T
(6) 4, -ip [- F ■» 4 |- p
(7) 4  ^p * 4, 4" [• p, para todo 4’.
Demostraclôn. Sea 4 u <p} un conjunto cualqulera de fôrmulas y supongamos 
que 4^ ?. Entonces 4 u { n p }  no es fuertemente satlsfactlble. Por el teorema 
9.6, 4 u {-ip} tlene un tableau cerrado de manera que todas sus ramas son 
flnltas y estàn cerradas. Por las condiclones (l)-(5), todas las ramas 
satlsfacen que sus hojas estàn etlquetadas por un conjunto de fôrmulas 4 de
forma que 4|-F. Por la condlclôn (0) se tlene que R^ F, slendo R el conjunto de
fôrmulas de 4 v {np} usadas en la construcclôn del tableau. Por la condlclôn 
(7) resultarà que 4, np |- F luego, por la condlclôn (6): 4 p, como
querlamos demostrar. *
Para expresar la condlclôn (0) en térmlnos de condiclones de
derivabilidad màs flnas, demostramos el slgulente resultado.
4.-Lema.
SI la derivabilidad en un càlculo de secuenclas S satlsface las 
slgulentes condiclones:
(7) 4  ^p * 4, 4" [- p, para todo 4"
(8) Para toda fôrmula aeALFA y todo 1=1,..,m: 4, a^  [• p ■* 4, a |- p
(9) Para toda fôrmula geBETA:
4, 0^  |- p ,... , 4, 0^ (- p i* 4, 0 y p
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(10) Para toda fôrmula yeGAMMA y toda E-expreslôn E:
♦, y(E) I" p # 4. y |- p
(11) Para toda fôrmula ôcDELTA y toda constante auxlllar c que no 
aparezca en 4 v (ô, p):
4, 5(c) (- p ^  4, 5 )■ p
(12) Para toda fôrmula a ew-ALFA y todo Kw: 4.  ^p * 4, a |- p
(13) Para toda fôrmula 0 ew-BETA: 4, 0^  |- p (Ku) # 4. 0 )- p
(14) Para todo axioma de la Igualdad 8: 4. 8  ^p * 4  ^p
entonces:
Para todo conjunto de Z-fôrmulas 4. toda Z-fôrmula n y todo tableau 
de ramas flnltas Z para 4, si toda rama de Z, con 4 como conjunto de fôrmulas
etlquetando su hoja, satlsface 4 [■ ir, entonces II |- ic, slendo R el conjunto de
fôrmulas de 4 usadas en la construcclôn de Z.
En particular, se satlsface la condlclôn (0) del lema anterior. 
Demostraclôn. Por Inducclôn sobre la profundldad d(Z) de Z. SI d(Z)=0 
entonces Z està formado por un solo nodo que, segûn la condlclôn (INI) de 
7.2, estarà etlquetado con un conjunto de fôrmulas 4 (^£4). El lema es, en 
este caso, obvlo. SI d(Z)>0 dlstlngulmos casos de acuerdo con la forma de 
Z que nos dan las condiclones (l)-(vl) de 7.4.
Supongamos pues que 4^  }• rr, para cada una de las ramas R de Z,
slendo 4^ el conjunto de fôrmulas que étiqueta su hoja, y veamos que R |- ir,
tenlendo en cuenta que, por hlpôtesls de Inducclôn, esto es clerto para todo 
tableau de ramas flnltas cuya profundldad sea menor que la de Z. Como vlmos 
en el lema 7.4, existe un subconjunto 4 de 4 tal que 4 es coherente y
étiqueta la ralz de Z. Dlstlngamos ahora las formas poslbles de Z:
(1) Existe una fôrmula conjuntiva ae4 tal que a^ e4, para algûn 
1=1,..,m, y existe un tableau de ramas flnltas Z" para un conjunto R" que
Incluye la étiqueta 4 u (a^ ) de la ralz de Z’ de forma que se verlflca Z =
Alargar(Z’, 4).
Por deflnlciôn de Alargar, la profundldad de Z* es menor que la de 
Z. Por otra parte, 4^ , (- n, para toda rama R’ de Z', segûn se ha supuesto
para Z (recuérdese que las fôrmulas pasan de padres a hljos). Por tanto, por
hlpôtesls de Inducclôn, R’ [• n. Ahora bien, R2R’\{a^> luego, por la condlclôn
(7), se tlene R, (- n. Entonces, por la condlclôn (8), se tendrà R (- z, 
como querlamos demostrar.
De forma anàloga se demuestra para el caso en que Z se alargue por 
una fôrmula w-conJuntlva, usando la condlclôn (12).
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(il) Existe una fôrmula dlsyuntlva 0e4 y m tableaux de ramas 
flnltas cada uno para un conjunto de fôrmulas que incluye la étiqueta 
4 u (0^ > de la ralz de cada uno de ellos, de forma que se verlflca I = 
Ramiflcar({Z^ / lalsm}. 4).
Como en el caso anterior, por deflnlciôn de Ramiflcar, la 
profundldad de cada es menor que la de I. Por otra parte, 4^  ^ |- n, para 
toda rama RI de X^ , segûn se ha supuesto para X. Por hlpôtesls de Inducclôn 
j- ir, para todo 1=1,..,m. Como entonces, por la condlclôn (7), se
tlene lî, 0^  (- n, para todo 1=1,..,m. Entonces, por la condlclôn (9),
tendremos que II |- ir, como querlamos demostrar.
Slmllarmente se demuestra cuando X se ramlflca medlante una fôrmula 
w-dlsyuntlva, usando la condlclôn (13). Obsérvese que en el proceso anàlogo 
al anterior es necesarlo usar el hecho de que el antecedente de una secuencla 
puede no ser flnlto.
(111) Existe una fôrmula universal ye4, una expreslôn E adecuada a 
4 y un tableau de ramas flnltas I’ para un conjunto de fôrmulas H' que 
Incluye la étiqueta de su ralz 4 u {y(E)>, de forma que I = Alargar(I’, 4).
Como en los casos anterlores, I’ tlene menos profundldad que I y 
para la étiqueta 4^  de las hojas de todas sus ramas R se tlene 4^  [- w, por 
verlflcarse para I. En consecuencla. H" |- ir, por hlpôtesls de Inducclôn. Como 
H2II’\{y(E)} tendremos entonces que H, y(E) |- n, por la condlclôn (7), de 
manera que II |- ir, por la condlclôn (10).
(Iv) Existe una fôrmula exlstenclal 5e4, una constante auxillar c 
que no aparece en 4 y un tableau de ramas flnltas X’ para un conjunto de 
fôrmulas R’ que Incluye la étiqueta de su ralz 4 v {5(c)>, de forma que I = 
Alargar(Z’, 4).
De la mlsma forma que antes résulta que R, 5(c) [- n. Como c no 
aparece en 4 y 5e4 entonces c no aparece en 5. Como R u {«> es un conjunto de 
Z-fôrmulas, tampoco aparece en R u (jt). Por la condlclôn (11), R j- ir, como 
buscàbamos.
(v) Existe una fôrmula ye4 y un tableau de ramas flnltas Z" para un 
conjunto de fôrmulas R’ que Incluye la étiqueta de su rafz 4 u (p>, de forma 
que Z » Alargar(Z’, 4).
Como para los casos anterlores résulta que R' |- it, por hlpôtesls de 
Inducclôn. Como peR resultarà que R' = R, luego R |- ir.
(vl) Existe un axioma de la Igualdad 0 adecuado a 4 y un tableau de 
ramas flnltas Z' para un conjunto de fôrmulas R* que Incluye la étiqueta de 
su ralz 4 u (0>, de forma que Z = Alargar(Z', 4).
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Como en los case (l)-(lv) résulta que IT, 0 [• it de manera que, per 
la condiciôn (14). se tendrà II it, como queriamos demostrar. g
Per tanto podemos demostrar la completitud de un càlculo de secuenclas, 
sin mâs que aplicar los dos lemas anterlores.
S. -Teorema. Condiclones de completitud.
Si la derivabilidad en un càlculo de secuenclas S satlsface las 
condiclones (1)-(14) de los lemas 3 y 4 entonces C es complete. -
11.- UN CALCULO DE SECUENCIAS PARA LFRP: CgKp.
De la condiciôn (13) del lema 3 de la secclôn anterior observâmes que los 
càlculos de secuenclas que obtendremos para LFRP son InfInltarlos. En efecto, 
para poder deduclr que una fUnclôn recurslva no està deflnlda en un argumente 
dado habremos de demostrar que no le està en nlnguna de sus aproxlmaclones y 
tener en cuenta que, segûn 5.4, la unlôn de éstas define plenamente a la 
primera. Esta serà la caracterlstlca esenclal del càlculo que deflnamos en 
esta secclôn; un càlculo, que en le demàs, segulrà las pautas marcadas por el 
de primer orden para LFP.
Como hlclmos, pues, en el capitule anterior, conslderemos el slgulente 
càlculo de secuenclas, al que denomlnaremos EgXp, deflnldo por el conjunto de 
esquemas de reglas dado por:
REGLAS ESTRUCTURALES 
(IHlp) $ V
IGUALDAD
(REF) E»E
(IF) (z— >E)“E
(IFT) X (%-^ E. E’)«E
(IFE) ■'X (%-*E. E')«E'
(ABS) (Xx^..x^ . E) (Ej,.
(REC) (pX.M)(E^,..,E^)
(Subs) * p(E/x]
E«E* f[EVxJ
,E ) » E(E./x E /X ]
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dig) ♦ *iAE $ -lAE
(IsisZ)
REGLAS PARA OONECTIVAS
(lEPr) $ lAE
( I  AC)
♦ R(E^...,E )^
$ np , ♦ T0
♦  -lAE
♦ nR(Ej E^ )
(IvC) # <p
(lalsn)
$ ifi
(I-i-iC)
♦ n ( y v y )  
$ y
$ y v y $ y v y
(Ctp^ )
♦ -i-iy
$ . y  y (CtPg) ♦, -ly  -ly
(RFT)
♦, -ly -ly
♦, T y  F
$. y y
(MP^ ) * y— *y. * y. $ Ay
(E-*C)
$ y
$ y— »y
$ y
*. y y
(Ctd) <p, i<p ^ 
y, -lAy ÿ 
- ly , -lAy ^
-lAx*^ <li para toda variable x^eV^ de cualquier género a- 
-tAc^  y para toda constante auxlllar c*^ €C*^  de cualquier
género <r
REGLAS PARA CUANTIFICADORES 
(130 ♦ AEAy(E/x"‘]
♦ 3x y
donde EeEg
(IVC) ♦ nvlc'/x^]
♦ -i3x y
donde c*^ eC*^  y no aparece en $ u {y}
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REGLAS SOBRE D E F IN IC IO N
(IFun) ♦ -lAE. (IVarFun) ♦  -lAE.
♦ nAX(E^,. . ,E^ )
(islsn)
(IIF) ♦ ->x « tAE
♦ iA(j;— Æ) ♦ iA(%— >E)
(DIF) * X, $ A%. * AE (DIFT) * A%. * %-*AE. $ -,x-*AE'
(IIFT)
(IPr)
(DAbs)
(lAbs)
(DRec)
♦ A(%-*E)
♦ %—*-iAE. # ■ -IX— »-iAE"
♦ -iA(x-»E. E' )
♦ R(E^....E^), $ -iR(E^ ...,E^ )
♦ -iAR(E^ .. •. E^ )
$ AE(E^ /x^ ,.. .E^ /x^ ]. ♦ AE^ $ AE^
♦ A(Xx^ . .x^.E)(E^,. . ,E^ )
♦ A(x-»E. E’)
$ -iAE(E^ /x^ ,.. .E^ /x^ l
♦ -iA(Xx^ .. x^ . E) (E^ ,.. , E^ )
$ A(mX.M)‘(E^ ,..,E^ ) 
$ A(pX.M)(E . ...E )
$ -lAE1
* -iA(XXj.. x^ E) (E^ ,.., E^ )
(islan)
(i<u)
(IRec) $ iA(fiX.M)‘(E^  E^ ) (i<w)
$ -iA(pX.M)(E^  E^ )
(DE) AAE para cualquier expresiôn E
Gran parte de las reglas apareclan ya en el càlculo (TSP que vimos en el 
capitulo anterior. Respecte de las nuevas hacemos notar que seguimos
nombràndolas nemotécnlcamente; as! por ejemplo, (DRec) se refiere a la 
Definiciân de la Recurslôn.
Obsérvese que la régla (IRec) es inflnitaria y permits concluir que una
funciôn. deflnlda por recurslôn. no està deflnlda en unos argumentes si no lo
està en nlnguna de sus aproxlmaclones.
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Es fâcil demostrar que los esquemas de reglas del càlculo ffjp que se 
referlan a la definlciôn de fôrmulas (cf. en §2.8 los llaunados (Dig), (D-i), 
(Dv), (D3)) son derlvables en CgXp, sln mis que tener en cuenta cômo se 
deflnlô la aplicaclôn de A a una fôrmula cualquiera en térmlnos de la 
aplicaclôn a predlcados (cf. 4.1). En efecto, para (Dig) y (Dv) usar (I-i-iC), 
el resto de los casos son Inmedlatos.
Demostrado esto es fàcil ver que todas las reglas derlvadas en §2.9 
usadas para probar la completitud de Ggp, son tamblén derlvadas en nuestro 
càlculo en particular los esquemas (Hlp), (EnC) e (I— >C).
Para termlnar esta secclôn veamos un ejemplo de derlvaclôn en E&KP- Se 
trata de formaiIzar medlante nuestro càlculo la refutaclôn que obtuvlmos, en 
forma de tableau cerrado, al final de la secclôn 7. Mil demostramos que se 
tenla n(l*0) iA(pX.M)(1), donde M era la expresiôn funclonal
Xy.y«0-^l,(y«l— »X(1), X(y-2)); recordar que abrevlàbamos el térmlno
suc(suc(.?.(suc(O))...)) medlante n. Demostremos entonces que la secuencla 
i(l“0) iA(pX.H)(l) es derivable. Para ello hacemos:
(1) -1(1*0) nA(pX.M)°(l) (recuérdese que (pX.M)° represents 0)
1. 1*1 (REF)
2. -i-i(l*l) (InnC), 1
3. -,(1*0) -,-,(1*1) (IHlp). 2
4. -,(1*0) -,A(-,(1*1)-^ 1) (IIF). 3
5. -,(1*0) -iA(Xx. -i(x*x)— »x) (1) (lAbs), 4
6. -,(1*0) -,A(pX.M)°(l) Def. de £1. 5
-,(1*0) [- iA(mX.M)‘(1) ■» -,(1*0) 1- -,A(pX.M)‘*‘(l)
1. -,(1*0) -,A(jxX.M)‘(l) Hlpôtesls
2. -,(1*0) i(l*l)v-,A(pX.M)‘(l) (IvC). 1
3. 1*1 (REF)
4. -,(1*0) 1*1 (Hlp). 3
5. -,(1*0) -,-,(1*1) (I-,-,C). 4
6. -,(1*0) -,-,(l*l)v-,A(pX.M)‘(l-2) (IvC), 5
7. -,(1*0) -,A(l*l-»(fxX.M)‘(l), (pX.M)‘(l-2)) (IIFT). 2. 6
8. -,(1*0) -,-,(l*0)v-,A(l*l-»(pX.M)‘(l), (pX.M)‘(l-2)) (IvC). 7
9. -,(1*0) -,(1*0) . (Hlp)
10. -i(l*0) n(l*0)VnAl (IvC). 9
11. -,(1*0) -,A(1*0-»1, (l*l-+(pX.M)‘(l), (pX.M)‘(l-2))) (IIFT), 10. 8
12. -,(1*0) iA(Xy.y*0-^l. (y*l^(pX.M)'(l), (nX.M)‘(y-2) ) ) (1) (lAbs), 11
13. -,(1*0) -,A(pX.M)‘*‘(l) Def. (pX.M) \ 12
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Con (1) y (2) probamos, por inducclôn sobre I, que -,(1*0) (- -iA(pX.M)*(l), 
para todo l<w. Con la regia (IRec) résulta entonces que -,(1*0) |- -dKpX.M) (1 ), 
como queriamos demostrar.
12. - CORRECCION DEL CALCULO DE SECUENCIAS HgXp.
La correcciôn del càlculo de secuenclas que acabamos de définir se 
establece a través de la correcciôn de los esquemas de reglas que lo forman. 
concepto este ültlmo que fue Introducldo en el capitulo anterior. Recordemos 
que por un esquema de régla correcte entendlamos aquel que preservaba la 
consecuencla lôglca, esto es, si las premises son secuencias correctes (es 
decir, el consecuente es consecuencla lôgica del antecedente) entonces 
tamblén lo es la concluslôn.
1. -Lema.
Todos los esquemas de reglas del càlculo CgKp son correctes.
Demostraclôn. Como vîmes en §2.10.2, si un esquema de régla es 
de la forma: $ -Mt.
(islsm)
# *,a
para alguna fôrmula acALFA y constltuyente suyo a^ , 1*1,..,m, entonces es
correcte (cf. alll la demostraclôn).
Segûn esto, son correctes, salve doble negaclôn, las reglas (Ilg), 
(lEPr), (IvC), (IFun), (IVarFun), (IIF) e (lAbs).
Anàlogamente, un esquema de régla de la forma:
♦ . .. t
♦ nff
para alguna fôrmula geBETA y constltuyentes suyos g ,... g^ . es correcte.
Por tanto son correctes salve, de nuevo, Introducclôn o ellmlnaclôn 
de dobles negaclones, (IaC), (DIFT). (IIFT), (IPr) y (DAbs).
Por otra parte, las demostraclones de la correcciôn de (DIF), 
(130, (IVC), d-,-,0, (Ctpj), 1*1, 2. (RFT), (Ctd), (E-Æ), (MP^ ), (IHlp),
(REF), (IF), (IFT), (IFE) y (Subs) son anàlogas a las vlstas para Î3p.
Para la demostraclôn de la correcciôn de las reglas (Wec) e (IRec)
usâmes las condiclones w-ALFA y w-BETA que vlmos en 6.2. Por ûltlmo. la de
(ABS) y (REC) se slgue del hecho de que los axlomas:
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Vy .. Vy (AE[y /X ... .y /x 1 — » (Xx . . x . E) (y . . . ,y )*E(y /x .. . ,y /x 1 ) 
I n  l l  n n  I n  t n 1 1  n n
y:
V?(A(nX.M)‘(x) -» (pX.M)(x) * (pX.M)'(x)) (i<u)
son clertos en toda InterpretaciAn. Entonces. de la semàntlca del lenguaje es 
ficll deduclr que el consecuente no es falso para nlnguna tupla de 
argumentos. como expresan los respectives axlomas del càlculo. g
La correcciôn del càlculo CgXp se slgue ahora de forma Immediate haclendo 
Inducclôn transflnlta sobre la derlvaclôn. Para ello basta asoclar un ordinal 
a cada derlvaclôn y ello se hace de forma obvia. Cada secuencla en una 
derlvaclôn ocupa el orden que determine el supremo de los sucesores de los 
■ôrdenes de las secuenclas anterlores a elle en la derlvaclôn.
2.-Teorema. Correccldn de gg%p.
Sea # V {y} un conjunto cualquiera de fôrmulas entonces:
* I- y # $  ^y. ,
13.- COMPLETITUD DEL CALCULO DE SECUENCIAS ff3*P-
La completitud de C3%P se demuestra usando las quince condiclones que se 
obtuvleron en el teorema 10.S. Para probar las que se refleren a las fôrmulas 
ALFA, BETA, <<>-ALFA y w-BETA vemos un resultado prevlo, anàlogo al que ya 
vlmos en el capitulo anterior (cf. §2.11.1).
1.-Lema.
Dado un conjunto de fôrmulas cualquiera $:
(a) Para toda fôrmula aeALFA y todo constltuyente a^ , islsm. se
tiene: ♦ j- # ô  ^n*.
(b) Para toda fôrmula geBETA con constltuyentes g^ , isism:
♦ f- ig^,... ♦ |- Tg^  ♦ |- lg
(c) Para toda fôrmula a eu-ALFA y todo constltuyente a^ . Ku, se
tlene: ♦ j- ♦ F •
(d) Para toda fôrmula g'eu-BETA con constltuyentes g^ . Ku:
$ F -ig^ (Ku) * ♦ |- -ig
Demostraclôn. (a) El esquema de régla que establece (al) es (lEPr) y el 
de (o2), tamblén, usando (IinC). Lo mlsmo cabe declr para (o3) y (a4) y el
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esquema (Ilg). Para (o5) se tlene (InC), (IFun) para («7), (IVarFun) para 
(o8), (lAbs) para (a9) e (IIF) para (*10). Usando (InC) y (EnC) se prueba 
para (*6), con (IvC).
(b) Razonando de la misma manera que en el apartado anterior se 
tiene que (IaC) establece (gl), (IIFT) e (IPr) establecen (g2) y (g4). 
respectivamente, y (DAbs) establece (g6), usando (InC) y (EnC) para las dos 
ùltlmas. Para (g3) y (gS) se pueden usar las mlsmas derlvaclones que se 
vieron en §2.11.1.(b).
(c) y (d) son Inmedlatamente demostrados con las reglas (DRec) e 
(IRec), respect Ivamente, usando (InC) y (EnC). para el prlmero. ,
La completitud del càlculo se obtlene demostrando que satlsface las 
quince condiclones del teorema 10. S.
2.-Teorema. Completitud de C5*P-
El càlculo de secuenclas <13%p es un càlculo complète para LFRP.
Demostraclôn. Las condiclones (l)-(S) del teorema 10. S son obvlamente 
satlsfechas usando los esquemas de reglas (Ctd) e (IHlp). La condiciôn (6) es 
el esquema de régla (RFT) y la (7). (IHlp). Para la condiciôn (8) razonamos 
como slgue:
ô, [■ y (por hlpôtesls) # 
e ♦, -,y |- T*^  (por (Ctp^ )) * 
e ♦, ny F (por lema l.(a)) # 
e ♦, * F f (por (Ctp^ ))
Para las condiclones (9), (10) y (11) slrven las demostraclones
dadas en §2.11.2 para sus anàlogas, entendlendo que para las dos ûltlmas se
^particularize y se generalize sobre expreslones en lugar de sobre térmlnos.
La condiciôn (12) se obtlene como la (8). a partir del lema 1. (c) 
mlentras que la (13), como la (9), a partir del lema 1. (d). Asi, para esta 
ùltlma, se tlene:
♦, g* j- y (Ku) (por hlpôtesls) *
e ♦, -ly F (K«) (por (Ctp^ )) *
* #, ny F (por lema l.(d)) «*
^ g’ F f (por (Ctp^ ))
Respecto de la condiciôn (14) cabe declr lo mlsmo que para su
anàloga del capitulo anterior, es declr, por hlpôtesls se tlene que *, 8 F f
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luego $ F ®— V. por ( I—*C); si demostramos que ♦ F ® V ♦ F bastarà
aplicar la regia (MP^ ) para concluir que $ F f-
Como hlclmos en el capitulo anterior, màs en general demostramos. 
en el tercer apéndlce de este trabajo, que F ^ y F verifies para
cualquier axioms de la Igualdad 8. ,
Como en el capitulo anterior, termlnamos haclendo observer que la lôglca 
satlsface el teorema de Lôwenhelm-Skolem, slendo la demostraclôn. similar a 
la que dlmos entonces. No podemos declr lo mlsmo sobre la compacldad. ya que 
la prueba de una secuencla puede hacer uso. como hemos vlsto. de una cantldad 
no finita de hlpôtesls.
14. - TRA3AJCS RELACIONADOS.
El estudlo de aspectos relaclonados con las lôglcas de programas. 
tratados desde un punto de vlsta puramente funclonal. aparece en los trabajos 
de Goerdt [Goe 85] [Goe 86]. donde el X-câluclo es usado para demostrar la 
completitud relatlva de un càlculo de Hoare para el lenguaje Imperative 
(cf. [Cia 79] y (Apt 81], para una Introducclôn al tema). Sln embargo, los 
slstemas presentados alll solo se ocupan de la correcciôn parclal. mlentras 
que la lôglca LFRP abarca tamblén la total.
El tratamlento de las funclones parclalmente deflnldas forma tamblén 
parte actualmente de varias àreas de Investlgaclôn sobre aspectos téorlcos de 
la Informàtlca, dlferentes de aquella que se refiere al razonamlento formai 
sobre los programas, como cltàbamos en la Introducclôn.
(Zabe cltar, entre otras, las dos slgulentes. La primera se refiere a los 
estudlos sobre especlfIcaclôn formai de tlpos abstractos de datos [BU 82] 
[Pro 85] [Loe 87]. Este ültlmo centra la dlscuslôn en especlficaclones 
permltlendo funclones parclales y présenta una lôglca para àlgebras 
estrlctas.
La segunda se refiere a la programaclôn lôglca y destacamos los trabajos 
slgulentes. Fitting en [Fit 85] [Fit 86] présenta très extenslones de la 
semàntlca de punto fljo de PROLOG: saturada^, fuerte^ y débll^ , para
programas formados por conjuntos P de deflnlclones R(x) *■ y(x), donde y es 
una E-fôrmula y R es un slmbolo de predlcado (no se permlte la Igualdad) que 
no ocurre dos veces en P. Para hacerlo Introduce el concepto de 
E-lnterpretaclôn parclal 3 que no es màs que un conjunto consistante de
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Z-fôrnulas atômicas (sln Igualdad), con signe asoclado T y F, que expresa si 
la fôrmula es cierta o falsa en 3. de forma que aquel la que no pertenezca a 3 
està Indeflnida. Las très semàntlcas colnclden con la convenclonal sobre 
programas con claüsulas de Horn puras. (Fit 86] da ademàs, para la semàntlca 
débll , un procediniento de prueba correcte y complete basado en el método de 
los tableaux.
Sobre slstemas trlvalorados en el campo de la programaclôn lôglca son 
tamblén las Investlgaclones de Delahaye. En [Del 88] se define el concepto de 
régla trlvalorada en la que se permit* el uso de la negaclôn tanto en la 
cabeza como en el cuerpo. Un conjunto de taies reglas es un programs, 
probàndose que se satlsface la propledad clàslca de que un tal programs tlene 
un màs pequeAo modelo, trlvalorado. La aplicaclôn de estes estudlos para la 
obtenclôn de Intérpretes trlvalorados para PROLOG son tratados en [Del 88] y 
[DM 89].
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CAPITULO 4 
APLICACIONES
La semàntlca de un lenguaje de programaclôn puede ser deflnlda desde dos 
puntos de vlsta: operaclonal y denotaclonal. Segün el prlmero. un programs S 
se entlende como una construcclôn que. fljados unos valores de sus variables 
globales (libres), los transforma dando lugar, si el programs no diverge, a 
unos valores de sallda. A su vez, la forma en que hace esto se define 
recurslvamente sobre la estructura de S, es declr, sobre la forma en que se
ha construldo. Con otras palabras, la semàntlca de S se define en funclôn de
cômo opéra S.
Desde el punto de vlsta denotaclonal, el slgnlflcado de un programs es 
una funclôn, pero con un enfoque dlferente. Mlentras que operaclonalmente la 
funclôn se entlende en su sentldo Intenslonal, centrando el Interés en la 
forma en que se obtlene la sallda a partir de los valores de entrada,
denotaclonalmente la funclôn se entlende en su sentldo extenslonal, 
conslderando el grafo que dénota.
El X-càlculo es un formalisme adecuado para définir funclones, de manera 
que resultarla aproplado para tratar en él la semàntlca denotaclonal. Ello ha 
sldo asi y es conoclda la relaclôn que existe entre une y otra (cf. por 
ejemplo, (Sco 76] iSco 82]).
Como vlmos en el capitulo anterior, la lôglca para funclones recurslvas 
parclales LFRP es un X-càlculo, que dlspone ademàs de un operador p de 
recurslôn; por tanto es natural plantearse la poslbllldad de usarlo para
descrlblr el slgnlflcado de lenguajes de programaclôn.
Los lenguajes de programaclôn Imperatives dlsponen de construcclones 
diflclles de expresar operaclonalmente. Asi, los mecanlsmos de paso de
paràmetros por variable (que Incluyen la compartlclôn de memorla entre 
variables) o las declaraclones de procedlmlentos con variables globales (con 
lo que supone de efectos colaterales en las llamadas a los mlsmos) requleren 
procesos slntàctlcos engorrosos.
Nuestro propôslto es trasladar estos problèmes desde un piano slntàctlco 
a uno semàntlco y définir los procesos, que en él llevemos. medlante
expreslones de nuestro formallsmo funclonal. Hecho esto asi, clertos aspectos
de las lôglcas de programas de lenguajes Imperatives podràn ser expllcados
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con mayor clarldad y slmpllcidad.
Inlciamos el capitule presentando la sintaxls de un lenguaje de 
programaclôn Imperative LI de tlpo ALGOL. Se caracterlza. esenclalmente. por 
la poslbllldad de reallzar declaraclones locales de variables y
procedlmlentos; estos ûltimes dlsponen de dos mecanlsmos de paso de 
paràmetros: por valor y por referenda. El resto de las construcclones son 
las habltuales: aslgnaclôn, composlclôn, blfurcaclôn condlclonal,
llamadas a procedlmlentos. Respecto a éstas se permlte que puedan ser a 
procedlmlentos no declarados.
La semàntlca de un lenguaje como LI es dlflcll de expresar de una forma 
operaclonal. debldo fundamentalmente al paso de paràmetros. Nuestro propôslto 
en la secclôn segunda es estudlarla dlstlngulendo de forma précisa entre los 
datos que maneja un programs, que vendràn dados por los clàslcos estados de 
memorla, y las dlrecclones, que vendràn dadas por apiIcaclones entre 
variables que Indlquen dônde se ublcan éstas. Con estos dos conceptos puede
ser expresada la semàntlca del lenguaje, tenlendo en cuenta que la de una
declaraclôn local de variable o procedlmlento utlllza variables "nuevas", 
evltando que la variable declarada (o, en su caso, los paràmetros formates 
usados en la declaraclôn) quede afectada colateralmente.
Todas estas operaclones, que se descrlben en un piano semàntlco, es 
poslble llevarlas a cabo slntàctlcamente dentro de LFRP. Ello hacemos en la 
secclones tercera y cuarta, donde se muestra qué géneros y qué simbolos sobre 
ellos son necesarlos para hacerlo. Una slgnatura que dlsponga de esto 
permltlrà construlr expreslones funclonales que, Interpretadas de forma 
apropiada, simulen el comportamlento de los programas.
La semàntlca de un programa vendrà dada entonces a través de dos 
expreslones funclonales. En una se expllca el comportamlento de la ejecuclôn 
de un programa a partir de un estado de memorla, una ublcaclôn de sus 
dlrecclones y un contador que nos dlga la primera dlrecclôn no usada hasta 
entonces; en la otra, la semàntlca proplamente dlcha de un programa S es 
expresada por la transformaclôn de estados que produce la ejecuclôn de S 
cuando inlclalmente no se ha reublcado nlnguna variable y el contador es 
aquel que seAala a la primera dlrecclôn (variable) que no aparece en S.
Ambos comportamlentos, ejecuclôn y slgnlflcado, se obtlenen a través de 
expreslones funclonales de tlpo aproplado, de forma que empleamos LFRP como 
herramlenta para especlfIcar denotaclonalmente la semàntlca de los programas 
de LI,
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Por ultimo dedicamos la secclôn quinta a mostrar cômo es poslble traduclr 
una lôglca dlnàmlca. basada en la clase de los programas de LI, a expreslones 
de nuestro formallsmo LFRP, sobre la slgnatura que hemos Introducldo en las 
secclones anterlores. Para ello suponemos que una fôrmula "diamante" del tlpo 
<S>y, se hace falsa slempre que el programa S diverja, y hacemos uso, para 
llevar a cabo la traducclôn, del operador de definlciôn A apllcado a la 
expresiôn cuya Interpretaclôn es el slgnlflcado de S. La traducclôn, a su 
vez, préserva el slgnlflcado de las fôrmulas de tal manera que el valor 
booleano (de los tres posibles) es el mlsmo para una fôrmula y su traducida.
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1.- SINTAXIS DE UN LENGUAJE DE PROGRAMACION IMPERATIVO PARA PROGRAMAS 
RECURSIVOS.
El lenguaje que aqul présentâmes es una llgera variante del lenguaje de 
programas recursivos de [MM 83]. Se trata de un lenguaje de programaclôn 
Imperative cuya caracterlstlca esenclal es la declaraclôn de procedlmlentos 
(eventualmente. mutuamente) recursivos y la poslbllldad de llamadas a 
procedlmlentos no declarados (generalmente llamados globales). En ambos 
casos. las llamadas pasan una serle de paràmetros por valor y otros por 
referenda.
Sobre la clase de los programas asi defInldos se construye una lôglca 
dlnàmlca de programas, al estllo de las usuales sobre otra clase de programas 
(cf. por ejemplo, entre otras. QDL. sobre la clase de los programas 
regulares, o la de los while-programas en [Har 79] [Har 84]).
Para définir el lenguaje supondremos dada, pues, una slgnatura de primer 
orden E a la manera de la lôglca clàslca, es declr, £ està compuesta por un 
conjunto de simbolos de funclôn (f/n, f /n", ...}, cada uno con una arldad 
asoclada n, n*, .. (entendlendo, como slempre, que aquellos con arldad cero 
representan constantes c) y un conjunto de simbolos de predlcado (R/n, R'/n", 
...>, con una arldad asoclada n, n",
Supondremos tamblén dados unos conjuntos numerables de variables (de 
Indlvlduo) V={x^ / Ku) y de variables de procedlmlento PV=(X^/m>n / l<w). 
Las primeras hacen el papel de variables de un programa y las segundas el de 
IdentlfIcadores de procedlmlentos; estas ûltlmas llevan asoclada una arldad 
m>n que indlca su nûmero de paràmetros por valor (m) y por referenda (n).
Para que la notaciôn sea màs send lia emplearemos las letras P, Q para
referlrnos a los elementos de PV, suprlmlendo, slempre que no haya 
amblgUedad, la arldad asoclada.
Bajo estos supuestos, la slntaxls del lenguaje de programaclôn que 
présentâmes es la slgulente.
1.-Definlciôn. Slntaxis.
El conjunto P^ de los programas recursivos S sobre £, y F^ , de las 
fôrmulas y sobre £, se deflnen medlante las slgulentes reglas en forma de 
Backus-Naur:
S::= skip | 
div I
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x;» t (x€V y t«Tj.) |
S; S" I
if y then S else S* fi (yeF^ , de primer orden y libre de 
cuantificadores) | 
dec x"t do S od (x*V y tsT^ ) |
proc P(x»ÿ):S do S' od (P/monePV, x represents una sucesiôn de 
m variables dlferentes x^,..,x^ e y, 
otra dlsjunta de n variables, tamblén 
dlferentes, y^,.,y^, donde x^ , y^ «V, 
1-1,..,m, J»l,..,n) I 
P(toÿ) (P/mOnePV, T represents una sucesiôn de m £-términos 
t^,..,t  ^ e ÿ, una de n variables y^,.. ,y^ , t^ sT^ , 
i-l,..,m, y^ eV, J-l,..,n)
y:;- t-t' (t, t'sTj.) |
R(t^,..,t^) (R simbolo n-ario de relaclôn de £, t^ sT^ ,
i-l,..,n) I
I
fvy I
3xy (xeV) |
<S>y
Como puede verse, la clase de programas que acabamos de définir contiens 
las construcclones habituales de un lenguaje de programaclôn tipo ALGOL, esto 
es, aslgnaclôn, composlclôn, Instrucciôn condlclonal, declaraclôn de 
variables locales, declaraclôn local de procedlmlentos y llamadas a éstos.
Asi mlsmo, afiadlmos dos construcclones especlales: skip, un programa que no
hace nada, y div, un programa que diverge slempre.
En un programa como proc P(x>y):S do S" od declmos que P(x>ÿ):S es la
declaraclôn del procedlmlento P, que S es el cuerpo de la declaraclôn y que x 
(resp. ÿ) es la lista de parimetros formales por valor (resp. por referenda) 
de la declaraclôn de P. Entonces en una llamada de la forma P(t>ÿ) dlremos 
que t (resp. ÿ) es la lista de paràmetros actuales que se pasan por valor 
(resp. por referenda).
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Con la clase de programas que acabamos de définir es poslble expresar 
otras construcclones usuales en un lenguaje de programaclôn Imperative. 
Veamos algunas de ellas.
Con skip es poslble slmular la construcclôn usual if y then S fi -que
converge cuando y es falsa- medlante if y then 5 else skip fi, y con div, la
construcclôn If y then S fl -que diverge cuando y es falsa- medlante If y 
then S else div fi. Asi mlsmo, el test y?, cuyo comportamlento deseado es 
continuer la ejecuclôn si se cumple y y diverger, en otro caso, puede
slmularse medlante If y then skip else div fl.
La construcclôn while y do S od puede expresarse medlante el slgulente
programa que contlene una declaraclôn de procedlmlento:
proc P( >x): If y then S; P( >x) else skip fi do
P( ►x) 
od
donde x Incluye a todas las variables que aparecen libres en S (cf. (Apt 81]
o [Bak 80] para una definlciôn de este concepto; téngase en cuenta, en todo
caso, que en un programa de la forma proc P(x^ÿ):S do S' od, cualquier 
aparlclôn de un paràmetro formai en S està llgada -no asi en S". De la mlsma 
forma, en un programa como dec x-t do S od, cualquier aparlclôn de x en S 
està llgada -asi como està llgada la aparlclôn de x en x-t); obsérvese que 
dlchas variables son pasadas como paràmetros por referenda a fin de que S se 
ejecute sobre los valores de su ejecuclôn prevla.
La declaraclôn anldada de, dlgamos, dos procedlmlentos mutuamente 
recursivos tal como proc P...:S , Q...:S do S od puede expresarse medlante 
el slgulente programa:
proc P...: proc Q.. . : do
S;
od
do
proc Q.. . : do 
S 
od
od
Evldentemente, cualquiera de las construcclones anterlores està sujeta a 
una semàntlca que, como veremos en la slgulente secclôn, hace que se 
comporten como razonablemente cabria esperar de ellas.
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2 - HACIA UNA SEMANTICA DENOTACIONAL PARA UN LENGUAJE DE PROOlAMACIW 
IMPERATIVO.
Como so dljo en la introducclôn de este capitulo nuestro objetIvo es
utilizer el formallsmo del capitulo procédante para poder définir una
semàntlca denotaclonal para los programas del lenguaje Imperative. La forma 
en que haremos ésto es caracterlzar, de marnera razonable, el comportamlento 
de los programas, y consegulr expresar dlcho comportamlento medlante el 
formallsmo funclonal del que dlsponemos, deflniendo apropladamente la 
slgnatura y los tlpos sobre los que se basen las expreslones que lo hagan.
La forma usual de définir la semàntlca de un programa es entender que 
éste represents una transformaclôn (parclal) de estados, slendo un estado una 
aplicaclôn que hace corresponder a cada variable, un dato; es declr, slendo 
un estado, una valoraclôn de las variables (de Indlvlduo).
Si el lenguaje, como es el caso, dlspone ademàs de la poslbllldad de 
reallzar llamadas a procedlmlentos (declarados o no), entonces se aftade a la 
semàntlca una valoraclôn para las variables de procedlmlento que asocle a 
cada una de ellas, una transformaclôn adecuada. El tlpo de transformaclôn que 
se asocle depende de: (1) el caràcter de los paràmetros sobre los que se
define (valor o referenda), (11) el valor de los mlsmos y (111) la forma en 
que comparten dlrecclones los paràmetros por referenda (lo que suele 
llamarse "sharing" o relaclôn de dlrecdonamlento). Es évidente la
dependencla de la semàntlca en los casos (1) y (11). Respecto al tercero
téngase en cuenta, por ejemplo, el slgulente programa:
proc P(»x, y): If x-y then x:-l; x:«y fi do ... od
Una llamada P(»x, y) con los contenldos de las dlrecclones de ambas, 
Iguales, deja 1 en los contenldos de las dlrecclones de las dos, si dlchas 
dlrecclones eran Iguales, y no hace nada en otro caso. Por tanto no es igual, 
en principle, una llamada de la forma P(»x, x) que una P(»x, y), con y#x.
Para expresar la manera en que una variable comparte una dlrecclôn con 
otra usaremos el concepto que denomlnamos ubicacidn. Una ublcaclôn es una 
aplicaclôn que aslgna a cada variable de Indlvlduo, otra variable 
(poslblemente la mlsma); entonces dlremos que la primera variable comparte la 
dlrecclôn de la segunda. Preclsando estos conceptos conslderemos la slgulente 
definlciôn.
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1.-Definlciôn. Estados, ubJcaclones y contextos de procedlmlento.
Dada una slgnatura de primer orden £ y una £-estructura 0 deflnlmos 
los conjuntos:
(1) el conjunto de los datos sobre D, dat ,^ es el domlnlo D de la
estructura S
(2) el conjunto de los estados (de memorla) sobre D, est^ , es el
formado por las apllcaclones de la forma e:V — » dat
(3) el conjunto de las ublcaclones sobre D, ubi^, es el formado por 
las apllcaclones de la forma t:V —* V taies que t (x ) » x. casl para toda xeV. 
esto es, para todas, salvo un nûmero flnlto, de variables
(4) el conjunto de las denotaclones de procedlmlento sobre D para 
una variable (de procedlmlento) P/m>n, dpr^(F), es el formado por las 
apllcaclones de la forma w:est® # (dat®)" e v" — » est®
(5) el conjunto de los contextos de procedlmlentos sobre D, cpr®, 
es el formado por las apllcaclones p que asignan a cada variable de 
procedlmlento una denotaciôn sobre D para ella. ,
Respecto a esta definlciôn hay que hacer las slgulentes observaclones. En 
primer lugar, pedlmos que las ublcaclones solo reubiquen un nûmero finito de 
variables. Esto coincide con lo que hace realmente un programa cualquiera S 
ya que éste solo contiens un nûmero finito de variables y, en cada paso, solo 
puede reubicar a algunas de ellas; en todo caso, slempre un nûmero finito.
En segundo lugar, las denotaclones de procedlmlento toman como argumentos 
un estado, m datos y n variables. Entendemos que los m datos son los valores 
de los m paràmetros actuales por valor y las n variables son los n paràmetros 
actuales por referenda. Obsérvese que dichos argumentos permiten obtener la 
informaciôn de la que, segûn hemos dicho, depende una llamada a un 
procedlmlento: los valores de los paràmetros actuales por valor (a través de 
los m datos), la forma en que comparten dlrecclôn los paràmetros actuales por 
referenda (a través de las n variables) y los contenldos de las dlrecclones 
de éstos ûltimos (a través del estado).
Sobre los conceptos que acabamos de définir podemos estudiar de qué 
manera un programa cualquiera S obtlene un estado, dados un contexto de 
procedlmlentos, una ublcaclôn y otro estado. Hecho esto, la semàntlca de un 
programa se obtendrà tomando como ublcaclôn Inicial aquella que no ha 
reublcado nlnguna variable todavia, esto es. la identidad.
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Veamos entonces cômo définir la transformaclôn parclal de estados que 
asociamos a cada programa S. Para ello estudiaremos algunos casos tlpicos 
empezando por la aslgnaclôn.
Es bien sabido que en una asignaelôn como x: -x+l, cada apariciôn de la 
Variable x es entend Ida en un sentldo dlferente. La de la Izquierda se 
refiere a la dlrecclôn de memorla donde està ublcada x y la de la derecha se 
refiere al contenldo de dlcha dlrecclôn. Por tanto, en presencla de un estado 
c, una ublcaclôn t y un contexto de procedlmlento p (Irrelevante en este 
caso), el estado que résulta de dlcha aslgnaclôn es el que pone en la 
dlrecclôn d* x, t(x), el contenldo de dlcha dlrecclôn auswntado en una 
unldad, esto es *(T(x))+l, y deja el resto de las dlrecclones de memorla con 
los contenldos que les aslgnaba f.
Para expresar esto màs formalmente Introduzcamos alguna notaciôn. Dado el 
conjunto A® de apllcaclones A entre objetos de tlpo A sobre objetos de tlpo 
B, dados acA y beB deflnlmos la aplicaclôn A(b/a] como aquella obtenlda por:
(b si x-a
A(x) en otro caso
para todo xcA.
Segûn lo que acabamos de declr, el estado que obtenemos tras la
aslgnaclôn x:-t en presencla del estado o* y la ublcaclôn t es:
f[t®(f, t )/t (x )J
donde t®(f, t ) es el dato que semàntlcamente hacemos corresponder al térmlno 
t. Como hemos convenldo en asignar a los contenldos de memorla, valores 
deflnldos, el estado anterior exlstlrà si existe el dato correspondlente a t.
Para calcular dlcho dato podemos définir inductIvamente sobre la estructura
de t, la semàntlca de los térmlnos en una estructura D bajo un estado e y una 
ublcaclôn t . Tenemos pues: 
c®(f, t ) ■ c® 
x®(f, t ) ■ ot(t (x ))
(f(t^ , .., T) . f®(t®(f, T), .., t®(<r, T)).
Pasemos ahora a ver cômo actûa la transformaclôn de estados en el caso de 
la definlciôn local de una variable. Sea pues un programa de la forma dec x-t 
do S od. Para la semàntlca de taies contrucclones seguimos lo que se conoce 
como disciplina de imbJto estàtlco ("static scope"). Segûn ella, el valor que 
tenla la dlrecclôn de memorla de x antes de entrer en la declaraclôn local 
dec, es recuperado tras salir de ella. Podrlamos escrlblr entonces la 
semàntlca, en principle, como:
IBS
(S®(e{t®(<r, t)/t(x)], t, p ) ) («t(t(x))/t(x) 1 (1)
Ahora bien suponganos que tenemos la slgulente declaraclôn de 
procedlmlento:
P(»x): dec u-x+x do x:-u*u od 
Para cualquier variable y, se espera intuitivamente que P(»y) equlvalga a 
y;-y+y+y+y. Sln embargo, si se aceptase (1), P(»u) no tendrla efecto. El 
problema es que el caràcter local de u exige que u se "ellja nueva", ésto es, 
se ubique en una dlrecclôn de memorla no usada por otra variable.
Dada entonces una ublcaclôn t , declmos que una variable x està disponible 
en T si t (x ) - x y no existe nlnguna otra variable y tal que T(y) » x. 
Obsérvese que, segûn se deflnleron las ublcaclones, existe slempre una 
cantldad Inflnlta de variables disponibles.
En estas condiclones, la transformaclôn de estados de la declaraclôn 
local de una variable puede expresarse como slgue:
(S®(y(t®(f, t )/v J, t{v/x1, p))[*(v)/v] 
donde v es la primera variable nueva que no aparezca en dec x-t do S od y que 
esté disponible en t.
Nôtese que la disciplina de àmblto estàtlco se mantlene para la variable 
V. Por otra parte nôtese tamblén que los camblos de contenldos de dlrecclôn 
de memorla que corresponden a v y que, en principle, deberlan hacerse en 
t(v), se hacen en v pues t(v) ■ v, por estar v disponible.
La Introducclôn de una variable disponible évita hacer cualquier 
comentarlo sobre la slntaxls de las declaraclones de variables locales o de 
procedlmlentos, con vlstas a Imponer clertas restrlcclones en ellas que 
traten de evltar los problèmes que planteàbamos màs arriba.
Pasemos ahora a estudiar la transformaclôn de estados para el caso de un 
programa con una declaraclôn de procedlmlento. Conslderemos entonces proc 
P(xoy): S do S* od. Ya que nuestra Intenclôn es définir la semàntlca del 
lenguaje Imperative a través del formallsmo funclonal del capitulo anterior, 
entenderemos que el cuerpo S tendrà como semàntlca asoclada el mener punto 
fljo de un clerto operador. Es por ello lôglco declr entonces que:
(proc P(x>ÿ): S do S' od)® « (S')®(f, x, p(«^/Pj) 
donde es una denotaciôn de procedlmlento sobre D para P obtenlda a partir 
del cuerpo S como punto fljo de un operador aproplado T que transforma una 
denotaciôn para P en otra.
En principle, el operador T:dpr®(Pj — » dpr®(Pj podrla venir deflnldo de 
la forma slgulente:
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T(*)(f ', â, z) - (Stz/ÿl )®(o-'(â/xj, T, p(w/Pl) 
para cualesqulera estado f', m-tupla de datos â y n-tupla de variables z.
Sln embargo hacerlo asi supondrla définir una forma de sustltuclôn que
tuvlera en cuenta los conceptos de compartlclôn de memorla por variables; 
ademàs. habria que hacer clertos camblos con el fin de que se preserven los 
valores Inlclales de x. Todo ésto, como hemos vlsto en la declaraclôn local, 
présenta algunos problemas.
En su lugar. para el tratamlento de los paràmetros por referenda,
manejaremos el concepto de ublcaclôn de tal manera que la sustltuclôn
anterior se corresponder la con una reublcaclôn de las variables de z en las 
dlrecclones de las variables de y. Para los paràmetros por valor vol vemos a 
conslderar variables disponibles y reallzamos sobre ellas todas las 
operaclones que corresponderla hacer con los paràmetros formales por valor.
Deflnlmos i^es el operador de la slgulente manera:
T(s)(f ", â, z) ■ (S®(s'[a/ûl, t ’, p[s/P]))[s(ü)/û] 
donde ü es una n-tupla formada por las n primeras variables nuevas que no 
aparezcan en proc P(x>ÿ): S do S* od y estèn disponibles en t , y donde t * es
la ublcaclôn que se obtlene a partir de la t de la slgulente manera:
(I) T'Cy^) - x(Zj), para todo lajan
(II) t’(Xj) ■ u^ , para todo Ülam
(III) t ’(w) “ t (w ), en el resto de los casos.
Obsérvese que (1) se corresponde con la reublcaclôn de los paràmetros por 
referenda en las dlreclones de memorla de z mlentras que (11) se corresponde 
con la de los paràmetros por valor en las dlrecclones de las variables nuevas 
(disponibles).
Como hlclmos en la declaraclôn local de variables, las variables
disponibles recuperan su valor una vez ejecutado el cuerpo S de la
declaraclôn.
Por ûltlmo, veamos cuàl es el estado que résulta de la llamada a un 
procedlmlento P. Dlcho estado puede obtenerse de la manera slgulente:
(P(t>ÿ)®)(f, T, p) - p(P)(f, t®(f, t ) t®(e, t ), x(y^)......x(y^))
Una vez que hemos estudlado la transformaclôn de estados para los
programas del lenguaje de comportamlento no usual (para el resto de los 
casos -skip, div, composlclôn e Instrucciôn condlclonal- es Inmedlato), como
dljlmos, la semàntlca de un prograaui cualquiera S puede ser deflnlda como:
S®(f, p) ■ S®(y, Idy, p) 
donde Id^  es la Identidad sobre el conjunto de variables.
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3 - SEMANTICA DENOTACIONAL PARA UN LENGUAJE DE PROOIAHACION IMPERATIVO. 
OBJETIVOS.
Como dljimos a lo largo dm la secclôn anterior, nuestro propôslto es 
utlllzar el formallsmo que presentamos en el capitulo tercero, para définir 
la semàntlca del lenguaje Imperative, desde un punto de vlsta denotaclonal. 
Para ello basta tomar tlpos elementales y una slgnatura sobre ellos apropiada 
de manera que sea poslble expresar todas las transformaclones que estudlaaos 
màs arriba. Con tal fin haremos un estudlo de los mlsmos programas que vlmos 
entonces, tratando de encontrar los tlpos y simbolos que seràn necesarlos.
Empezamos como slempre con la aslgnaclôn. Recordemos que la semàntlca que 
pretendemos expresar es la transformaclôn de estados deflnlda por:
)/t (x )1 si t®(e, t) e
en otro caso
0
a f T
(x;»t) (e, T, p) " 4
I
donde x^  (resp. x ) es el "bottom" del cpo piano que tlene por soporte a dat 
(resp. est®).
Si pensamos en o* como una tupla Inflnlta donde la components 1-éslma es 
el contenldo de la dlrecclôn 1-ésima, parece necesarlo dlsponer de un slmbolo 
de funclôn asignar que aslgne datos a componentes de un estado de manera que 
podamos escrlblr asignar(e, 1, d), entendlendo que lo que queremos expresar 
es el estado resultants de asignar en la components 1-éslma de <r, el dato d.
A su vez, parece lôglco dlsponer de otro slmbolo de funclôn localizar que 
averlgOe la dlrecclôn en la que està ublcada una variable de tal forma que 
localizar(t , x ) represents la operaclôn de ublcaclôn t (x ).
Supongaaos pues que dlsponemos de dichos simbolos. Una aslgnaclôn como 
X:-X+1 podrla expresarse como una funclôn que transforma cada estado, 
ublcaclôn y contexto de procedlmlentos, en otro estado. Conslderemos pues los 
géneros dat, est y ubl y, para ser fleles a la notaciôn que vlnlmos empleando 
en la secclôn anterior, representemos por e y x, las variables para los dos 
ûltimos tlpos, respectlvamente. SI la slgnatura contuvlera el slmbolo de 
funclôn * de tlpo funclonal (dat dat — > dat) y la constante 1 de tlpo dat 
entonces podrlamos escrlblr la slgulente funclôn deflnlda por abstraccciôn: 
Xrc. asignar(e, localizar(t , x), f(x(x))+l)
Obsérvese que el contexto de procedlmlentos desaparece a nivel 
slntàctlco. Como veremos màs adelante, las variables de procedlmlento tendràn 
su contrapartida, en el formallsmo, en variables funclonales, y seràn
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tratadas, semàntlcamente. medlante valoraclones.
Quedarla ûnlcamente por declr qulén représenta el papel de la variable x 
y cuàles son los tlpos de los nuevos simbolos de funclôn, a fin de que algo 
como e*(T(x)) tenga sentldo. Para ello Introduclmos un nuevo género var. Con 
él podemos declr que asignar se Interpréta como una funclôn que obtlene un 
estado a partir de otro, una dlrecclôn y un dato, es declr, es un slmbolo 
cuyo tlpo funclonal asoclado es (est var dat — » est). Obsérvese que, como 
hlclmos con las ublcaclones (cf. 2.1). IdentlfIcamos dlrecclones de memorla 
con variables.
De manera anàloga, localizar tendrla como tlpo asoclado (ubl var — » var). 
Por ûltlmo, para referlrnos dentro del lenguaje a la variable x, supondremos 
que la slgnatura dlspone de una cantldad numerable de constantes x de tlpo 
var que se Interpreteràn como la propia variable x a la que estàn asocladas 
de manera natural.
Queda por declr cômo se e>q>resa e(T(x)). Sabemos que t(x) se corresponde 
con localizar(t, x ). Parece necesarlo dlsponer de un slmbolo de funclôn valor 
de tlpo asoclado (est var — » dat), que permlta obtener el dato que contlene 
una dlrecclôn de memorla en un estado de memorla. De esta forma podremos 
escrlblr entonces:
valor(e, localizar(x, x)) 
para e(x(x)), como buscàbamos.
En consecuencla, hecho esto la expresiôn para la aslgnaclôn x:=t podrla 
ser la slgulente:
Xo-r. aslgnar(v, localizar (x, x), t’(v, x)) 
donde t’ serà una expresiôn funclonal de tlpo (est ubl — » dat) que puede ser 
deflnlda por Inducclôn sobre la estructura de t de la forma slgulente:
(I) c' ■ Xrc. c
(II) x" - Xffx. valor(e, localizar(x, x))
(III) (f(t^, ... t^)') « X«rr. f(t|(<r, x), ... t/(v, x))
Nos ocupamos ahora de la declaraclôn de variables locales. Recordemos, 
como antes, cuàl era la semàntlca que queriamos asoclarle y que venla dada 
por:
S®(e(t®(v, x)/v], x(v/xl, p)l<r(v)/vl
(dec x-t do S od)®(<r, x, p) “ si t®(f, x) #
en otro caso
donde v es la primera variable que no aparece en la declaraclôn y està 
disponible en x.
189
SI suponemos que. para S. existe una expresiôn funclonal S' de tipo 
asoclado (est ubi — » est), que expresa su semàntlca entonces. de las 
^>èraciones que aparecen màs arriba. son cxpresables aquellas que se refleren 
a la modiflcaciôn del estado de la forma en que se hacla para la aslgnaclôn. 
Para x(v/X). «i caabio. parece necesarlo dlsponer de un slmbolo de funclôn 
ubicar de tlpo asoclado (ubi var var — » ubi) que permlta reubicar una 
variable «i la dlrecclôn de otra dada. Con dlcho slmbolo podemos escrlblr 
ubicar (r, z, v) para exim-esar xlv/x).
Sin embargo, lo que no podemos expresar es el h e d w  de que v sea la 
primera variable disponible. Para hacerlo supondremos que dlsponemos de un 
Indice que nos diga. en cada moewnto. cuàl es la primera variable que no ha 
sido reubicada ni aparece en el programa y està. en consecuencla. disponible. 
Por tanto introduclmos un nuevo tipo net para poder referlrnos a dicho 
Indice, y afiadlmos el slmbolo de funclôn s (de sucesor) y la constante 0, 
para poder expresario.
Eh estas condiclones. la expresiôn funclonal que asociamos para un 
programa S obtendrà un estado a partir de otro dado, de una ublcaclôn y de un 
indice. Ea dacir; el tipo funclonal asoclado a dlcha expresiôn habrà de ser 
(est ubi net — » est). Obsérvese que si t es el Indice en un memento dado, 
parece necesarlo dlsponer de un slmbolo de funclôn var de tipo (nat — » var) 
de forma que var(c) sea la primera variable disponible.
La expresiôn correspondlente a lo que en la semàntlca de la declaraclôn 
local de variables se escribe medlante:
S®(elt®(r. x)/vl. xCv/xI. p) 
podemos ahora escrlblr la con F(r, x. t) de tipo est deflnlda por:
S' (amigmar(r, var(i). f  (r. x)). obicar(x. %, var(t)). s(t)) 
slendo S* la ejq^residn inductivamente deflnlda. correspondlente a S.
Obsérvese que, como se ha tornado la variable disponible var(i). el Indice 
debe aumantar en una unldad. lo que hacemos con s(t).
Con F(r. x, t) podemos escrlblr la siguloite expresiôn para la 
declaraclôn local de variables, sin màs que devolver al contenldo de la 
dlrecclôn de la variable disponible, su valor original. Es decir:
XoTt. asignar(F(e. x. t). var(t). valor (e. var(t)))
La introducclôn de un nuevo argumente en la ej^resiôn funclonal no afecta 
a la que dlmos para la wignaclôn. Se puede escrlblr sixylemente:
XoTi. asignar (e. localizar (x. z). t'(r. x))
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Pasaaos ahora a la declaraclôn de procedlmlentos. Como en los casos 
anterlores. recordemos que la semàntlca de proc P(x»y): do od se
entlende como:
(proc P(3^y): do od)®(r. x. p) - S^®(r, x. p(«^/Pl)
donde « ea la denotaciôn de procedlmlento sobre S para P obtenido como punto
0
fljo del operador T:dpr — » dpr deflnldo por:
T(«)(r'. â, z) - (S^®(e'[â/ül. x(x(z)/ÿ. ü/x]. p(x/P] ) ) (r(ü)/ü] 
donde û ea una n-tupla formada por las n primeras variables que no aparecen 
en la declaraclôn y estàn disponibles en x.
Para expresar el punto fljo utilizamos el operador de recurslôn p de 
nuestro lenguaje. Dada la variable de procedlmlento P/mon. le asociamos la 
variable funclMtal de tipo x - (est dat .T. dat var .f. var — » est) (no 
confundir el tipo x con las variables de tipo ubi), Ehtonces el punto fljo es 
el de la funclôn que expresa el co^xirtamlento del operador anterior. Dlcha 
funclôn. que toma como argumentos un estado e. m variables d . ... d^ de tipo 
dat y n variables v . ... v^ de tipo var. se obtlene a través de los 
slgulentes pesos:
(I) para s[3/ü) utilizamos la expresiôn obtenlda como slgue. 
Deflnamos la sucesiôn de estados:
Sj ■ asignar(«-j_^ . var(s*"‘*‘(c)))
para 1-1. ... m. slendo - o-. Entonces la expresiôn que buscamos es
Obsérvese que la aslgnaclôn secuencial no es relevante por ser las variables
de ü. disponibles y dlstlntas
(II) para x(x(v)/ÿ.ü/x] utilizamos la expresiôn obtenlda a través de 
la slgulente sucesiôn de ublcaclones:
(1) para û/x tenemos:
x' - ubicar(x|_^. var(s""‘*‘(t)))
para 1-1. ... m. slendo x^ - x
(2) obtenlda la ublcaclôn x", para x(v)/ÿ hacemos:
Xj - ubicar(x^ localizar(x^_^. v^_^^^))
para j-1. ... n. slendo x^ - x \  La expresiôn que buscamos es entonces x^ .
Como en (1). obsérvese que la ublcaclôn secuencial no es relevante 
pues las variables de x e ÿ. son todas dlstlntas. segûn deflnlmos la
slntaxls. y las de ü son dlstlntas de las anterlores. disponibles y
dlstlntas entre si
191
(Ill) por ùltlBO, para (<r(ü)/u], tenemos la slgulente suceslân de
estados:
■ asignar(o‘’_^ , var(»"”**'(t)). valor(<r, var(«“"‘*'(t)))) 
para 1*1, ... m. slendo (<r^. % . y S^ , la expreslôn
correspondlente a S^ . Valen de nuevo los mlsaos cooentarlos sobre la 
Irrelevancia de la aslgnacldn secuenclal.
Una vez obtenlda la expresldn del apartado (111). podeaos expresar el 
comportaalento del operador dado por:
T(a)(f', â, z) - (S^ ®(ff* lî/ül, T(T(z)/ÿ, ü/xl. p(Tt/P) )) (or(u)/ul 
■ediante la expreslôn funclonal deflnlda a través del operador de recursiôn 
ft coao:
pX^.Af d^  .d^ .. t.
En consecuencia, la expreslôn con la que podemos définir la sesAntlca de 
la declaraciôn de procedislentos puede ser obtenlda sustltuyendo cada
apariclôn de P (esto es. de la variable funclonal X^ ). por la expreslôn que 
dénota su punto fijo. Por tanto, la sesAntlca que venla dada por:
(proc P(x>ÿ): do od)^ (y. t, p) « S^ ®(s‘. t. p[x^/P] )
puede ser expresada con:
Aort. S'tpX^ .Aff d^  ..d^ .. i. <rVX^ ](<r. t. t)
slendo S* la expreslôn correspondlente a S^ .
Obsérvese que. por el lésa de sustltuclôn §3.4.5. la sustltuclôn que
realizaaos équivale a conslderar. semàntlcamente. la variable de
procedlsiento P como su punto flJo.
Finalsente nos ocupamos de las 1lamadas a procedislentos. Recordesos que 
la sesAntlca de taies construcclones debe ser:
(P(toÿ)®)Ca*. T. p) « p(P)(<r. t®(<r. t). .... t®(<r. t). r(y^).......%(y^))
slendo la arldad de P, m>n. Conslderesos pues la variable funclonal X^ de 
tlpo T » (est det .T. dat var .f. ver —* est), entonces la expreslôn que 
buscasos es:
X^(f. t^ (f. t). ... tMo-. t). locallzar(T. y^ ). ... locallzar(T. y^ ))
4.- Ft»MALIZACION DE LA SEMANTICA DENOTACIONAL.
Una vez encontradas las expreslones que denotan la sesAntlca que 
esperasos de los prograsas. resuslsos todos los conceptos forsalsente. 
E^pezasos pues conslderando los tlpos elementales y las slgnaturas.
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1. -Définielôn. Tlpos elementales y slgnaturas.
El conjunto de los tlpos elementales esti formado por los géneros 
dat, var, nat, est y ubl.
Dada una slgnatura de primer orden £ para el conjunto de programas 
recursive* P^ . definlaos la slgnatura heterogénea E* sobre el conjunto de 
géneros anterior, foraada por los slgulentes slmbolos:
(1) Constantes:
(I) c de género dat, para cada constante ccZ
(II) de género var, para cada neft
(III) 0 de género nat
(2) Slmbolos de funclén: .
(I) f de tlpo (funclonal) (dat f. dat — » dat), para cada 
slabolo de funclén n-arlo fc£
(II) s de tlpo (nat — » nat)
(III) aslgnar de tlpo (est var dat — » est)
(Iv) ublcar de tlpo (ubl var var — » ubl)
(v) valor de tlpo (est var — » dat)
(vl) locallzar de tlpo (ubl var — » var)
(vil) var de tlpo (nat — > var)
(3) Slmbolos de predlcado: R de tlpo (relaclonal) (dat ?. dat), 
para cada slabolo de relaclôn n-arlo Rc£. ,
La Interpretaclén de los slmbolos anteriores esté determlnada por las 
expreslones que obtuvlmos mis arrlba.
2. -DefInlclén. £'-estructuras standard.
Una £’-estructura standard S esti formada por los slgulentes 
domlnlos e Interpretaclones de slmbolos de £*:
(1) Domlnlos:
D^** es el cpo sobre un soporte de género dat 
d'^ *^  ■ (cpo piano con el conjunto de las variables (de 
Indlvlduo) del lenguaje como soporte de var)
d'^^ 8 (cpo piano con el conjunto de los nûmeros naturales
como soporte de nat)
jjUbl
(cf. 2.1.(3)) como soporte de ubl)
D^^ <B ubi^ (cpo piano con el conjunto de ublcaclones sobre D
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D*** = (cpo piano con el conjunto de estados sobre D (cf.
2.1.(2)) como soporte de est).
(2) Interpretaclones de slmbolos:
(I) Constantes: 
c^eD*^*
= X (la correspondlente variable de V)
0 ^ = 0  (cero de los nûmeros naturales).
(II) Slmbolos de funclén:
f^: e î*. e es una funclén estrlcta
s^ : d”** —* es la funclén estrlcta deflnlda como el sucesor de
nûmeros naturales. esto es, s^(n) “ n+1, para todo nûmero natural n ^
aslgnar^: e es una funclén estrlcta
deflnlda por:
aslgnar^(f, x, d) ■ y[d/x)
para todo estado <r«est^ , variable xeV y dato dedat^
ublcar®: e e es una funclén estrlcta
deflnlda por:
ublcar®(t , x , y) ■ x(y/x)
para toda ublcaclén xeubl® y variables x, yeV
valor®: es una funclén estrlcta deflnlda por:
valor®(f, x) « <r(x) 
para todo estado <reest® y variable xeV
locallzar®: e es una funclén estrlcta deflnlda
por:
locallzar®(T, x) • t (x )
para toda ublcaclén reubi® y variable xeV
var®: — * es una funclén estrlcta deflnlda por:
var®(n) ■ x^
para todo nûmero natural n#(. Recuérdese que suponemos que cada xaV es de la 
forma x , slendo n ^  un indice para x, univocamente detemlnado.
(111) Slmbolos de predlcado:
R®: • !*. • —» B es una funclén estrlcta. ■
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Como venimos expllcando a lo largo de esta seccldn, nuestro objetivo es 
utilizer el formallsmo que Introdujimos en el capltulo anterior para définir 
la semintlca de los programas recurslvos que Introdujimos en éste.
La sem&ntlca de un programa S cualqulera se define a través de dos
etapas. En la primera, deflnlmos de qué manera obtlene S un nuevo estado a
partir de otro dado, una ublcaclén y un Indice que seftala a la primera 
variable disponible. Esto es, deflnlmos cuél es el slgnlflcado de la
ejecuclôn del programa S. Para ello utlllzamos las expreslones que obtuvlmos 
mis arrlba.
En la segunda, deflnlmos la seméntlca, proplamente dlcha, de S,
conslderando. como ublcaclén Inlclal, la Identldad sobre el conjunto de 
variables (es declr, conslderando una ublcaclén que no ha reublcado nlnguna 
variable todavla) y s'‘(0). como Indice de la primera variable disponible, 
slendo k el menor nùyro natural tal que toda variable que aparezca en S 
tlene un indice menor que k. En definitive, deflnlmos el slgnificado del 
programa S.
3. -DefInlclén. Ejecuclôn de progra
La ejecuclén de un programa S es una expreslén funclonal
EJEC^eEFg,. con t ■ (est ubl nat — » est), deflnlda por Inducclén sobre la
estructura de S como slgue:
(I) S - skip: EJECg ” Aert. <r
(II) S ■ dlv: EJECg = Ae-ri. n^ (<r), donde x es el tlpo funclonal
(est — » est)
(III) S “ x:»t:
EJECg ■ Affxt. aslgnar(e, locallzar(x, x), E^ (e, x)) 
donde E^  se define por Inducclén sobre la estructura de t de la slgulente 
manera:
(a) t ■ c: E^  “ Aex. c
(b) t » x: E^  « Aex. valor (e, locallzar (x, x) )
(c) t - f(t^ , ... t^ ): E^  ■ Aex. f(E^ (^e, x), .., E^ (^e, x))
(Iv) S - S^ ; Sg: EJEC^ = A«rxt. EJECg^ (EJECg^ (<r. x, t), x, t)
(v) S « If p then else fl:
EJEC^ » Aexc. E^(r, x) — » EJEC^ (^o". x, t), EJEC^(o-, x, t) 
donde E^(e, x) es una férmula que se define por Inducclén sobre la estructura 
de p. de la slgulente manera:
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(a) p = R(t , .., t ): E (v, t ) - R(E («r, t ), ... E (o*. x))l A y ti vn
(b) p ■ o. E^ (<r, x) - E^ (^<r. x) « E^ C^o*. x)
(c) p - -ip^ ; E^ (f. x) - -lE^ t^fl*. x)
(d) p » p^ A p :^ E^(f, x) - E^ (^«r. x) a  E^ g(<r. x)
(vl) S » dec x"t do od:
EJECg “ AoTt. asignar(F(<r, x, t), var(i), valor(ir, var(t))) 
donde la expreslôn F(f. x, c) vlene dada por:
EJEC^  ^(aslgnar (o-, var(t), E^ (o-, x)), ublcar (x, x, var(c)). s(t))
(vil) S “ proc P(xoÿ): do od:
EJBC ■ Ao t c . EJEC (pX^ . Ao" d . .d v .. v t. e'/X l(o-, x, t)
9 SI T 1 a l  A A T
donde ** una expreslôn de tlpo est obtenlda coao ultimo elemento de la 
slgulente suceslôn de expreslones de dlcho tlpo:
0-’ ■ aslgnar(0*1 var(8*”***(t)), valor(o*. var(s"”‘**(t))))
para todo 1-1, ... a. donde:
v; - EJEC^(<r,. x^ . s - ^ O )
slendo o*^ el ûltlmo elemento de la suceslôn dada por:
o*^ » aslgnar(o-j_j, var(s“"‘*‘(t)))
para todo 1-1, ... a, slendo o^ - r, y slendo, a su vez, x^  el ultimo 
elemento de la suceslôn:
X, - ublcar(Xj ,^ locallzar(x^^,
para todo J-1, ... n, donde x^ » x^ slendo x\ por su parte, el ûltlmo
elemento de la suceslôn dada por:
x| » ublcar(x|_^, var(s“"‘*^(t)))
para 1-1, ... m, donde x^ » x.
(vlll) S - P(t>ÿ):
EJECg
X^ (o*, E^ (^cr, x), ... E^(o-, x), loçallzar(x, y^), ... locallzar(x, y ))
Respecte al slgnlflcado de un programa S, segûn se dljo mis arrlba, el 
indice de la primera variable disponible deberia ser, en principle, s'‘(0), 
donde k es el menor nûmero tal que toda variable que aparezca en S es de la 
forma x , con n<k; para la ublcaclén tomibaaos aquella que has ta ese memento
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no habla reublcado nlnguna variable, esto es. la Identldad. La expreslôn Av. 
V, slendo v una variable de tlpo var, es la funclôn Identldad entre 
variables, sin embargo no es un objeto de tlpo ubl, como necesltamos. Para 
poder referlmos a ello Introduclmos un nuevo, y ûltlmo, slmbolo a la 
slgnatura £*, que ya tenlamos. Dlcho slmbolo es una constante Id^  de tlpo 
ubl, cuya Interpretaclén en una estructura 0 es la obvia, es declr, ld^®eubl® 
esti deflnlda como una funclén estrlcta tal que ld®(v) - v, para toda 
variable veV.
En estas condlclones se puede définir el slgnlflcado de un programa de la 
slgulente manera.
4. -DefInlclén. Slgnificado de un programa.
El slgnlflcado de un programa S es una expreslén funclonal 
SIC^eEF^,, con T ■ (est — » est), deflnlda por:
SIG^ - As. EJECgCe, Id^ , s*(0)) 
slendo k el menor nûmero natural tal que toda variable que aparezca en S 
tlene un Indice menor que k. ,
S. - TRADUCCION DE UNA LOGICA OINAMICA DE PROGRAMAS RECURSIVOS.
Una vez que dlsponemos de una semintlca (denotaclonal) para los programas 
recurslvos expresada en el formallsmo del capltulo anterior (esto es, LFRP) 
podemos traduclr las f émulas de la léglca dlnimlca que velamos en 1.1, a 
la léglca de primer orden para funclones recurslvas parclales LFRP. Antes de 
ello hemos de définir cémo se Interpretan clertas féraulas como <S>p en un 
contexte que dlsponga de très valores booleanos.
Es conocldo que <S>p, en léglca dlnimlca clislca (cf. (Har 79], para 
QDL), se hace clerta bajo un estado de una clerta estructura, si p, a su vez, 
se hace clerta en el estado résultante (si el lenguaje dlspone de una 
construcclén no determlnlsta como QDL hablarlamos de "algûn estado 
résultante") de la ejecuclén de S, si es que existe, es declr, si es que S no 
diverge. Cuando S pueda tomar como valor el elemento Indeflnldo del cpo 
piano de estados entonces es léglco pedlr que la férmula en cuestlén, <S>p, 
se haga falsa. Asl lo haremos, tal como Indlcamos en la slgulente deflnlclén.
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1. -Deflnlclén. Seaàntica de las fôrwulas de F^ .
Dada una £'-estructura standard D, un contexte de procedlmlentos p 
y un estado eeest®, deflnlmos la semintlca de las férmulas por
Inducclén sobre su estructura como slgue:
(1) (D, f. p)(t^  “ t^ ) tlene por semintlca la que se ha vlsto en
capitules anteriores. slendo la semintlca de los térmlnos la dada por:
(I) O, e, p)(c) - c®
(II) (D, e, p)(x) - e(x)
(III) (D, e. p)(f(t^ , ... t^ )) - f®((S, e. p)(t^ ), ...)
(2) La semintlca en los casos de la negaclén y la dlsyunclôn se
define como en LFRP
(3) (D, 0-, p)(3xp)
t si existe d«D tal que (D.e(d/x),p)(p)=l
£ si (fl,e[d/xl.p)(p)«f, para todo d«D
X en otro caso
(5) (D. o-, p)(<S>p)
,p)(p) si x^#o^=(D,p\p)(S)
£ en otro caso
donde (D, v, p)(S) es la semintlca dada por (D, p) (v/<r) (SIG^ (<r) ). ,
Deflnlda la semintlca de las férmulas de la léglca dlnimlca para 
programas recurslvos veamos que existe una traducclén de ellas a férmulas de 
LFRP de manera que el valor booleano de ambas sea el mlsmo. Para ello 
empezamos demostrando que, tal como se ha deflnldo, el slgnlflcado de los 
térmlnos teT^ , programas SeP^ y férmulas de primer orden libres de 
cuantlficadores peF^ de 1.1 tlenen el mlsmo comportamlento semintlco que E^ . 
SIGg y E^ , respectlvamente.
Dada una Z*-estructura standard D, un estado ceest® y un contexte
2.-Teorema.
de procedlmlentos p se verifies que:
(a) (D. r, p)(t) = (D, pile/e, ld®/T](E^ (<r, t ))
(b) (D, ç, p)(S) » (D, p)(e/<rl(SIGg(<r))
(c) (D, f, p)(p) * (D, p)[ç/e, ld®/Tl (E^ (e-, t )).
Demostraclén. (a) se demuestra por Inducclén sobre la estructura de t.
Por ejemplo, para el caso en que t es una variable tenemos:
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(D, p)(e/«r, id®/Tl(E^ ) -
“ (D. p)(a*/(r, id®/T) (valor(«r, localizar(%, %))) - 
« valor®(v, locallzar®(id®, x®)) «
- £(x) - (D, V, p)(x)
(b) Es évidente tal y como se ha deflnldo la semintlca de los
programas.
(c) Es Inmedlato para el caso en que y es una Igualdad o un slmbolo 
de predlcado apllcado a n térmlnos. tenlendo en cuenta el apartado (a), para 
éstos. El resto de los casos es Inmedlato, por blpôtesls de Inducclén. ,
Una vez vlsto en qué sentldo hablamos de traducclén de férmulas y 
preservaclén de la semintlca, pasamos a demostrar que ésta se mantlene 
tamblén, no solo para las de primer orden libres de cuantlfIcadores.
3.-Teorema. Traducciôn de la léglca dlnàmica a LFRP.
Dada una férmula existe una Z’-férmula (<r, t ) con una
variable o* de tlpo est y otra t  de tlpo ubl. libres, de manera que, para toda 
Z"-estructura standard D, estado eeest® y contexto de procedlmlentos p se
verifies que:
(D, £. p)(p) - (D, p)[e/«r, ld®/xj (p’(e, x)).
Demostraclén. DefInamos la férmula p* por Inducclén sobre la estructura 
de p:
(I) (t^ -tg)' = E^ j(«r, x) « E^ (^«r, x)
(II) (R(t^ ___ t^ ))' - R(E^ J«r, x), ... E^ (^<r, x))
(III) (np)' - Tp*(e, x)
(Iv) (p^  v p^ )' = p| (e, x) V p^ («r, x)
(v) (3xp)' = («r, x)
( v l )  (<S>p)' = 3<r'®^ (^A SIG^ (<r) a  <r’«SIGg(<r) a  p ' (<r*, x ) )
Salvo para <S>p, demostraremos, sln pérdlda de generalldad, 
solamente el caso en que el valor booleano de la férmula en cuestlén es t. De 
forma similar se demostrarla en el resto de los casos.
Tenemos entonces que:
(l) SI (B, f, p)(t “^t^ ) * t entonces résulta que:
* (D, ff, p)(tj) ■ (D, f, p)(t^ ) #
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Por el teorema anterior tenemos que:
* (B, p)[ff/cr, l d ® / T j (E^ (^<r, t)) = ID. pKv/ir, i d ® / x l  {E^ (^<r. x)) *
luego el valor semintlco de la Igualdad es el mlsmo en ambos casos. El caso
(11) para los slmbolos de predlcado es anilogo.
(lll)-(lv) Los casos para la negaclén y la dlsyunclôn son 
Inmedlatos, por hlpétesls de Inducclén.
(v) SI (B, y, p) (3xp) - i, entonces:
(B. e(d/xl, p)(p) - 1 
para algûn dato deflnldo deO. Por tanto:
(B, p)(çld/xl/o-, id®/xl(p’(o-, x)) = t 
por hlpétesls de Inducclén. Entonces. por el lema de colncldencla §3.4.3:
luego:
como querlamos demostrar.
(D, p)le/<r, ld®/x. d/x****) (p* (e. x)) - t
(D, p)(<r/c-, id®Vx)(3x^ **p'(f. x)) = t
(vl) SI (B, p)(<S>p) = t entonces:
•‘•e * 5;’*(B. p)(S) y (D, a‘, p)(p) = t
Por el teorema anterior tendremos entonces que:
con lo que:
(D, p) (f/ir) (SIGg(«r) )= ^
(D. p)[a/<r, f'/f" ](é SIGg(<r) a <r* « SIGg(<r)) = t
y, por el lema de colncldencla:
(D, p)[y/(r, ld®/x, vVf" ](A SIGg(o*) a <r' -SIGg(o-)) = t (1)
Por otra parte, por hlpétesls de Inducclén:
(B, p)lv‘/ff‘, ld®/xl (p* (<r*, x)) = t 
luego, por el lema de colncldencla:
(D, p)[f/f, id®/x, e'/e" ] (p' (o-', x)) - t (2)
De (1) y (2) résulta que:
(B, p)(er/<r, IdJ/x, v'/e’Ké SIGg(f) a «r* « SIGg(e) a p'(<r’, x)) = t 
con lo que:
(B, p)[f/«r, ld®/xJ(3(r’®^*(A SIG^ (<r) a <r’ « SIGg(«r) a p'(<r’. x))) = t 
como buscibamos.
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SI (D. 0*. p)(<S>p) « f entonces caben dos poslbllldades;
(a) (D, IT, p)(S) ■ Por el teorema anterior résulta que: 
(D. p)[f/f)(SIGg(f)) - i 
luego (D, p)[v/(r](& SIG^ (ir) ) - En consecuencia, para todo estado v" 
tenemos, por el lema de colncldencla, que:
(D, p)lo-/«r, l d ® / T ,  o-'/ir’Ko-’ « SIG^ («r) a  A SIG^ (<r) a  p'(r', t )) «  £
luego:
(», p)[f/f, ldj/xl(3(r'**‘(<r’ « SIG^ Co*) a  A SIG^ («r) A p ' ( e ' ,  x))) - £ 
como querlamos demostrar.
(b) (D, 9 , p)(S) » y (D, £', p)(p) ■ £. Por el teorema anterior 
tenemos que:
(D, p)(e/el(SIG^(e)) - e" #
con lo que:
(B, p)(e/e, ld®/x, e’Ve'KA SIG^ (e) a  e' « SIG (^e)) *  ^ (1)
para todo estado e’’«est®. Obsérvese que para e' la férmula es clerta y para 
el resto de los estados. es falsa.
Como, por hlpétesls de Inducclén, tenemos que:
(B, p)[e/e, ld®/x, eVe'Kp’Ce', x)) = £ (2)
entonces, de (1) y (2), concluions:
(B, p)(e/e, ld®/x, e'Ve'KA SIG^ Ce) a  e’ « SIG^ Ce) a  p'(e", x)) - £
para todo e’’cest®. Obsérvese que para e' se hace falsa "p'(e", x)“ y, para
el resto, se hace falsa “A SIG^ (cr) a  o-* * SIG^ («r)“. Por tanto:
(D, p)[e/«r, idj/xl(3<r*®**(<r' « SIG^ (<r) a  A SIG^Cv) a  p'(«r*, x))) = £
como buscibamos.
Por ûltlmo, si (3, v, p)(<S>p) = i entonces (B, v', p)(p) = i, 
slendo e' - (B, e, p)(S). Por hlpétesls de Inducclén tendremos entonces que: 
(D, p)[v/f, ld®/x](p'(ff’, x)) = i 
con lo que résulta de forma Inmedlata que:
(B, pllff/o-, id®/x)(3(r'®^ *(<r* - SIG^ Ce) a  A SIG^ (<r) a  p'(r', x))) - x 
como querlamos demostrar. -
201
6.- TRABAJOS RELACIONADOS.
El tratanlento. en légicas de programas. de la semintlca de un lenguaje 
de programaclôn Imperative con las caracterlstlcas que tlene el que 
présentâmes aqui. ha sldo llevado a cabo, generalmente, desde un punto de 
vlsta operaclonal. Ver, por ejemplo, como casos tlplcos, los de (Apt 81] y 
[Bak 80]. En estes enfoques, la llamada a un procedlmiento declarado de la 
forma P(tay) se Interpréta medlante lo que se llama aproxiaiaciàn slntictlca. 
Segûn ella, los parimetros actuales por valor son cedldos a una tupla de 
variables locales, pasando a ejecutarse el cuerpo de la declaraciôn, 
sustltuyendo los formales por referenda, por sus actuales, y los formales 
por valor, por las variables locales.
Esta forma de Interpreter los programas no es muy conforme, como afIrma 
(Bak 80], con los principles générales de la semintlca denotaclonal. Ademis 
exige, como dljlmos, un tratamlento rlguroso del concepto de sustltuclôn.
La semintlca denotaclonal para lenguajes de programaclôn, ya tratada en
trabajos como (Ten 76] o el cltado (Sto 77], ha sldo la base de dlstlntos 
estudlos sobre su apllcaclôn para lôglcas de programas. Cabe cltar entre 
ellos, los slgulentes.
El trabajo de Reynolds (Rey 81] trata estos mlsmos problemas en su
llamada specification logic, un slstema de correcclôn de programas que admlte 
procedlmlentos con paso de parimetros por nombre. Este mecanlsmo consiste en 
sustltulr el parimetro formai por el actual, llteralmente, esto es, 
Independlentemente de que el prlmero esté llgado; una vez sustltuldo, el 
parimetro actual recibe su valor. Con él pueden ser slmulados el paso de 
parimetros por valor y por referenda.
El trabajo de Trakhtenbrot et al. [THM 83] discute las ventajas de la 
semintlca denotaclonal sobre la operaclonal, para un lenguaje de programaclôn 
con las caracterlstlcas del presentado en este capltulo, pero admitlendo 
procedlmlentos de orden superior (flnlto). La semintlca del lenguaje se
présenta de una forma similar a la que hemos vlsto: tradudendo los programas 
a un A-cilculo tlpado con recursiôn y aslgnando slgnlflcado a las expreslones 
asl obtenldas. Se discute sobre una teorla de prueba de correcclôn parcial, 
al estllo de Hoare, aunque no se dan pruebas de su completltud.
En la llnea de la espedflcadôn lôglca de Reynolds se encuadra el 
trabajo de Sleber [Sle 85]. Se trata de una lôglca de correcclôn parcial, al 
estllo de Hoare, para el razonamlento sobre los programas de un lenguaje
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Imperative con mecanlsmos de paso de procedlmlentos como parimetros, tal como 
presentan lenguajes como el cltado (cf. §3.14). La semintlca del lenguaje 
es deflnlda desde un punto de vlsta denotaclonal, sin traducclôn previa al 
A-cilculo. Un cilculo de Hoare permitlendo cuantlfIcacldn en las fôrmulas de 
correcclôn parcial es presentado, aunque no se da ningùn esquema de prueba de 
su completltud.
Por ûltlmo, hacer referenda al trabajo de Goerdt (Goe 87], donde se 
ocupa de trasladar, al lenguaje L^ , los resultados que obtenla para el 
A-cilculo (cf. §3.14), esto es, completltud relative de una lôglca de Hoare. 
Para ello define una traducclôn de los programas Imperatlvos en el A-cilculo 
-sobre la que nos hemos Insplrado para définir la que se ha presentado aqul- 
con abstracclôn sobre variables de localIzaclôn.
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CONCLUSIONES
El objetivo de este trabajo ha sldo el estudlo de las funclones parclales 
dentro de diverses slstemas lôglcos. Para ello nos hemos basado en dos hechos 
principales: la comblnaclôn del A-càlculo con la lôglca de predlcados, para 
expresar propiedades de funclones deflnldas recurs1vzunente. y el empleo de 
très valores verltatlvos, como marco semintlco para una lôglca parcial.
Creemos haber mostradc de forma compléta cuiles son las poslbllldades 
ôptlmas de razonamlento dentro de una lôglca con très valores booleanos. Para 
ello hemos deflnldo un concepto, lo sufIclentemente genérlco, de relaclôn de 
consecuencia y hemos estudlado las caracterlstlcas y conexlones que presentan 
aquellas consecuenclas lôglcas que resultan de su desarrollo.
Como concluslôn de todo ello, pensâmes que se ha Justlflcado 
suficlentemente la elecclôn de una relaclôn de consecuencia para una lôglca 
trlvalorada.
Por otra parte, hemos obtenldo una lôglca de primer orden para el 
razonamlento sobre funclones parclales, con un operador slntictlco de 
deflnlclôn. Para ello hemos mostrado una metodologia, basada en el método de 
los tableaux, para estudlar su teorla de prueba y construlr cilculos de 
secuenclas correctes y completes.
A su vez, dlcha lôglca se ha extendldo a una que permitlera el 
tratamlento de funclones recurslvas parclales (de primer orden), para lo cual 
hemos seguldo un enfoque funclonal pure, basado en un A-cilculo con operador 
de punto flJo.
Hemos mostrado que la lôglca résultante puede ser usada para la 
espedflcadôn semintlca de lenguajes de programaclôn Imperatlvos, con un 
caricter netamente denotaclonal, con las ventajas que ello lleva conslgo en 
cuanto a clarldad y slmpllddad se reflere. Ademis, es poslble llevar a cabo
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una traducclôn, que préserva el valor semintlco, desde una lôglca de 
programas Imperatlvos a una de programas funclonales.
Pensamos que es poslble extender los resultados anteriores a una lôglca 
que considéré funclones recurslvas parclales de orden superior, aunque 
creemos que deberlamos segulr restrlngléndonos, como ocurre en los slstemas 
de correcclôn parcial, a los tlpos de primer orden. A su vez. ello 
poslbllltarla llevar a cabo una espedflcadôn semintlca de lenguajes 
Imperatlvos mis complejos, con mecanlsmos de paso de procedlmlentos como 
parimetros.
205
APENDICES
APÉNDICE 1
1.-Deflnlclôn. Hedida de eomplejldad.
Dada una slgnatura de primer orden Z, deflnlmos la eomplejldad de 
un Z-térmlno t, escrlto |t|, y una Z-fôrmula p, escrlto |p|, por dos 
funclones |-|:Tj—w  y |-|:Fj— ki*. donde w es el primer ordinal no flnlto y u* 
es el supremo del conjunto de ordinales {u*n / n<u> (cf. [Lev 79] para una 
deflnlclôn formai de estos conceptos). deflnldas respectlvamente por:
|x| - |c| - 1
|f(t^,..,t^ )I - mixlmo (|tj / l*l*n} + 1
IIf X thon t| - màximo (|%|, |t|> ♦ 2
jlf X then t else t'| - màximo <|%|. |t|, |t'|) + 2
It-t*I ■ 2 • màximo (|t|, |t'|) + 1
|R(t^,..,t )| ■ 2 • màximo (ItJ / islsn) + 1
|At| - 2 ""|t|
|-V| - |f| + 1
si ^ y ^  no tlenen cuantlfIcadores 
en otro caso
f màximo <|*|. |*|) + 1
|pvé| » •{
I w + màximo (|f|, |*|)
|Af| - |f| " 2
|3xp| - w " 2 + |f| ,
La razôn de définir la eomplejldad de clertas fôrmulas como un ordinal no 
flnlto es que ^^xy debe ser mis compleja que su constltuyente At—^{t/x], 
para cualquler térmlno t; de esta forma, si la eomplejldad de t crece tanto 
coao queramos, hemos de asegurarnos que nunca sobrepasemos la de -i3xy. Como 
la de t puede ser, en principle, cualquler nûmero flnlto, entonces la de -i3xp 
debe ser mayor que todas ellas, es declr, no flnlta.
Obsérvese en la deflnlclôn anterior que para todo teT^ : ls|t|<w, para 
toda fôraula peF^ sln cuantlf Icadores: 2s|p|<w, y para toda fôrmula peF^ con 
alguna apariclôn de algûn cuantlfIcador: u<|p|<u^ . Para esto ûltlmo - lo 
prlmero es évidente - basta tener en cuenta que w " k + n, con k, new, es un 
ordinal menor que w^  (cf. [Lev 79] sobre arltmétlca ordinal), y que la 
eomplejldad de cualquler fôrmula que contenga algûn cuantlfIcador, es de este 
tlpo, segûn demuestra el slgulente lema.
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2. -Lema.
Si p contiene algûn cuantlficador entonces |p| = w " k + k'. para 
ciertos k, k'eu.
Demostraclôn. En efecto, por induceiôn sobre la estructura de p. Los 
casos de base y el paso Inductlvo para el caso de la negaciôn son obvios. 
Para la dlsyunclôn se tlene:
|pv^ | - w + (w " k + k") = w " (k + 1) + k'
pues ^ * k no es nàs que la suma de k veces el ordinal é-
Tenlendo esto en cuenta:
|3xp| ■ w • 2 + |p| - w * 2 + (w " k + k') - w " (k + 2 ) + k"
Por ûltlmo:
|Ap| - |p| " 2 - (w " k + k") • 2 » (u • k ♦ k') + (w * k + k') =
- w " k + (k’ + w " k) + k' (ya que la suma de ordinales es asociatlva}
= w " k + w " k + k "  (ya que n + w - w luego n +«+..+ w = u *..+ «)
« u • (2 • k) ♦ k’. g
Obsérvese que si hubiéramos deflnldo |Ap| = 2 * |p| entonces:
2 " (w " k + k') = 2 * (w + w + k") = 2 * w +^.+ 2 " w + k" (ya que el
producto de ordinales es distributive con respecte de la suma) = 
w +*.+ w + k" (pues 2 * w - « ) - ü * k + k *  
con lo cual las complejldades de Ap y p serian iguales.
3.-Teorema.
Para la claslfIcaclôn orlentada hacia los tableaux dada tras
§2.3.1, toda fôrmula no bâslca tlene una eomplejldad mayor que la de sus
constltuyentes. Esto es:
(1) Para toda fôrmula aeALFA: |a| > jaj, para todo 1=1,..,m.
(2) Para toda fôrmula geBETA: |g| > |gj, para todo 1=1,..,m.
(3) Para toda fôrmula yeGAMMA: |y| > |y(t)|, para todo tsT^ .
(4) Para toda fôrmula ôeOELTA: jôj > jô(t)|, para todo teT^ .
Demostraclén. (1) Vayamos tomzmdo une por uno, cada caso dado tras la
deflnlclôn §2.3.1. Tenemos:
(al) |R(t^,..,t^)| - 2 • màximo (|tj / islsn) + 1 > 2 • |tj = |AtJ, 
para todo 1=1,..,n.
(02) Inmedlato pues jnR(t^,.., t^ ) j = )R(t^ ,..,t^)| ♦ 1 > |R(t ,^.., t^ )|.
(03) y (a4) son anàlogos, por ser la mlsma la deflnlclôn para la 
Igualdad.
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(05) |-inp| * |p| * 2 > |p|.
(06 ) (n(pv )^I « |pv*| * 1. Distinguimos dos casos:
caso 1; p y é no tlenen cuantlfIcadores, entonces:
|pv^ | ♦ 1 - màximo {|p|, |*|) + 2 > |p| + l(»|-ip|), |^ | + 1 
caso 2: p o * tlenen algûn cuantlfIcador. entonces:
|pv^ | ♦ 1 » u ♦ màximo {|p|, ♦ 1 > màximo {|p|, |#|) * 1
(ya que w + * > *, para todo ordinal * - w * k + k')
a |p| ♦ l(-|-ip|), |(A| ♦ 1
(a7) |Af(t^ ,...t^)| - 2 • (màximo (|tj / lalsn} * 1) -
- 2 • màximo {|tj / lslan> ♦ 2 > 2 • |tj - |AtJ.
para todo 1-1,..,n.
(o8 ) |Alf X then t| - 2 * màximo <|x|, |t|> -*■ 4
a 2 • |x| ♦ 4 > 2 • |x| > |kl (recuérdese que x no
tlene cuantlfIcadores)
a 2 • |t| ♦ 4 > 2 • |t| - |At|
(a9) |iA3xp|. Distinguimos dos casos:
caso 1; p no tlene cuantlf Icadores, de manera que |p| - a, donde 
2sa<w. Entonces:
|iA3xp| - (w " 2 + a) " 2 + l - w " 4 + a * l  
|3xiAp| - w " 2 + a " 2 * l
|n3x-i(-iApv-ip)| - w " 2 + (màximo (|iAp|, |-»p|} + 2) + 1 »
- u • 2 + (màximo (a " 2 + 1, a + 1) + 2 ) + 1 * 
- u * 2 + ( a * 2 + l ) + l  (pues 2sa<w) =
- w " 2  + a " 2  + 2
En ambos casos se tlene lo buscado pues, como hemos dlcho, u * n es 
la suma de n veces w, y w + é > à, para cualquler é - w " k + k'. 
caso 2; p tlene algûn cuwtlfIcador, de manera que u<|p|<w*. 
Segûn el lema 2 podemos escrlbir |p| - w * k + k', para ciertos k, 
k"<u. Entonces:
|iA3xp| = (w * 2 + (w " k + k')) " 2 + 1 -
- w * (4 + 2 " k) + k" + 1
|3x-iAp| - w " 2 + ( w " k  + k ' ) " 2  + l -
- w " (2 + 2 " k) + k" + 1
I-i3xn(lApvnp) I - (w " 2 + (w + màximo (|-iAp|, |~ip|)) + 1) + 1
- u • 2 * (ci> ♦ màximo (w * (2 " k) + k" + 1,
w " k + k' + 1) + 1) * 1 -
- w * 2 + (w + w " (2 " k) + k' + 2 ) + 1 —
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= w " (3 + 2 " k) + k' + 3
y se tlene lo dado. Obsérvese que la eomplejldad primera es mayor
que la segunda por "dos u" y que la tercera, por "una w" ; el 3 es 
despreclable en esta comparaclôn pues u * (3 + 2 " k) + k" + 3 es 
menor que el supremo de w " (3 + 2 " k) + k ’ +n, para n < u, y 
éste a su vez es w ' (4 + 2 " k) + k*, menor que w " (4 + 2 " k) * 
♦ k' ♦ 1.
(*10) |iA-ip|. De nuevo distinguimos dos casos:
caso 1: p no tlene cuantlfIcadores, entonces:
|-iA-ip| = 2 " |p| + 3 > 2 * |p| + 1 = |-iAp| 
caso 2: p tlene algûn cuantlfIcador. Por el lema 2, supongamos que 
|p| es de la forma u • k k*, entonces:
|nAnp| - (w * k * k' ♦ l ) * 2 + l » u * 2 * k + k '  * 2
> M " 2 " k + k" + 1 = |iAp|
(*11) |-iAAt| » 4 ■ |t| ♦ 1 > 3 (pues |t| a 1, para todo t) = = F
(*12) |iAAp| - |p| " 4 + 1  (pues el producto de ordinales es asoclatlvo)
> 3 (pues |p| a 2, para toda p) = F
(*13) |AAt| * 4 • (t| > 2 = |AXg| = T y anàlogamente (*14).
(2) De nuevo tomamos los casos de §2.3.1. Tendremos entonces:
(gl) es Inmedlata si no aparecen cuantlfIcadores. En otro caso:
jpv^ l = w + màximo (|p|, |^ |} > màximo (|p|, |*|). pues w + # > p. 
para cualquler à = w * k + k".
(g2) |Alf X then t else t'| « 2 " màximo (|%|. |t|, |t’|) + 4
|xAAt| ■ |n(-,%ViAt)| » màximo (|%| + 1, 2 " |t| + 1) + 1 (pues x no
tlene cuantlfIcadores)
s màximo {2 " |%|, 2 • |t| + 1) + 1 (pues |%| a 2)
< màximo <2 * |%| + 4, 2 " |t| + 4}
|-i%AAt' I s màximo <2 " |%| + 1, 2 " |t'| + 1) + 1 (anàlogamente)
< màximo (2 " |%| +4, 2 " |t'| +4)
y se tlene de forma Inmedlata lo buscado.
(g3) |-iAlf X then t else f  j = 2 " màximo (|%|, |t|, |t*|> + 5
|%AnAt| “ |i(i%v-,iAt)I = màximo (|%| +1, 2 " |t| * 2) + 1
< màximo (2 " |%| + 5, 2 " |t| + 5) (como en (g2))
|nXA-iAt" I a màximo <2 " |%| + 1, 2 " |t'| + 2) + 1
< màximo <2 " |%| +5, 2 " |t'| +5} (como en (g2))
- 2 " |%| + 1 < 2 " |x| + 5
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y el objetivo es inmedlato.
(g4) |-iAlf X then t| ■ 2 • màximo {|x|, |t|} ♦ S
|xA-iàt| » |-i(-iXVTiAt) I ■ màximo {|x| + 1. 2 • |t| + 2 } + 1
< màximo {2 • |x| * S, 2 • |tj * 5)
h%| - |%| + 1 < 2 " |%| + 5 
l-iAxI - 2 " |x| + 1 < 2 " |x| + S
y de nuevo el objetivo es Inmedlato.
(gS) |ià(pv )^|. Dlstingulremos casos como es habituai. En ellos solo
comprobaremos que la eomplejldad de i(Apvà^) es menor, pues los otros dos
constltuyentes tlenen eomplejldad aûn menor que éste. Entonces: 
caso 1; p y é no tlenen cuantlfIcadores con lo cual:
|nà(pv )^| - (màximo (|p|. |é|> + 1) • 2 + 1
- màximo (|p| • 2, |#| • 2} ♦ 3
|i(Apvàé)| ■ (màximo <|p| * 2. |#| " 2) + l) + 1
- màximo (|p| • 2, |ÿ| • 2} ♦ 2
caso 2: p o ÿ contlenen algûn cuantlfIcador. Supongamos, sln
pérdlda de generalIdad, que |p| a |é| y |p| " w * k + k', entonces:
|-iA(pv^ )| ■ (u ♦ màximo <|p|, " 2 + 1
■ ( « +  (w " k + k')) " 2 + 1
- (w " (k + 1) + k') " 2 + 1
- u " (2 " k + 2 ) + k’ + 1
|-i(ApvAp)| - (w + màximo {jp| " 2, |p| " 2}) + 1
- w + ( w " k  + k ' ) " 2 +l 
* u " ( 2 " k + l ) + k ’ + 1  
y en ambos casos el objetivo es obvlo.
(g6 ) |-iAt«t*| ■ 4 " màximo (|t|, 11'| > + 3 > 2 " |t| + 1 * |-iAt| y
anàlogamente con t*.
(g7) |Ap| - |p| " 2 > |p|, |-«p| (» |p| + 1), pues |p| a 2.
Para demostrar (3) y (4) estableceremos en primer lugar los hechos 
slgulentes:
(I) It[s/x]I » It| + n
(II) |p{s/x]I - |p| + n 
para algûn n < w.
(1) es évidente si tenemos en cuenta que |t| es slempre un numéro 
flnlto con lo que n - |t[s/x]| - |t|, pues obvlamente |t(s/x]| es slempre 
mayor o Igual que Itl.
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(11) Cabe declr lo mlsmo, si p no contiene cuantlf Icadores con lo
que supondremos, en adelante, que si los tlene. Por tanto. segûn el lema 2
podemos escrlbir: |p| - u " k + k". Entonces aplicando Inducclôn sobre la
estructura de p se tlene que:
(-1) |(-ip)[s/x]{ = |-ip[s/x]| * |p[s/x]| + 1 = |p| ♦ n + l (por HI) (léase
"por hlpétesls de Inducclén")
» |-ip| + n
(A) |(Ap)[s/x]| = |Ap[s/xl| = |p[s/x]| " 2 =  ((w * k + k") + n) “ 2 (por
HI) » « •  (2 " k) + k" + n = (u " k + k") " 2 + n = |Ap| + n
(v) Por hlpétesls. contlenen cuantlficadores. Distinguimos los dos
casos slgulentes:
caso 1: Solo una de las dos férmulas de la dlsyunclôn contiene 
cuantlfIcadores. Supongamos, sln pérdlda de generalIdad, que es 
con lo cual |^ '| < |p|. Usando la hlpétesls de Inducclén se tlene
q w  [s/x]| < |*(s/x]|. Entonces:
I ()^rv^’) (s/x) I = |0 [s/x]v^’[s/xl I = w + |0 (s/x]| -
= « ♦  |0 | + n = w +  màximo {j0 |, |0'|) + n = |0vp’| + n
caso 2: Las dos fôrmulas contlenen cuantlfIcadores. Escrlbamos
entonces: |0 | = u • k + k’, (0 [s/x]| = |0 | + n. |0'| = w " 1 + 1" y
|0’Is/xJI = |0'| + n'.
SI k > 1 entonces |0| > |0'| y (0(s/x]| > |0’[s/x)|, y estâmes 
como en el caso 1. SI k < 1, estaremos en un caso slmétrico. 
Supongamos pues que k = 1. SI k' a l ’ y k’ + n a 1’ + n’ (o, 
slmétrlcamente, si k’ < 1* y k’ ♦ n < 1’ + n’ ), es évidente que 
basta segulr de nuevo el caso anterior. Por tanto supongamos, sln 
pérdlda de generalldad, uno de los dos casos que restan, es declr:
k = 1. k' a 1', k’ + n < 1’ + n"
entonces:
I(0v0‘)[s/x]I = (j + màximo (|0 (s/x]|, |0’(s/xl|) =
= u + màximo {u • k + k’ + n, w " k + 1' + n") =
» u  + u " k  + l’ + n’
|0v0’I « w + màximo (w " k + k", w " k + 1’) =
= « + u * k  + k’ 
con lo cual |(0v0*)[s/x]| » |0v0*| + (1" + n’ - k").
(3) Para 3y0, si y=x, es trivial tomando n = 0. SI y aparece en s 
entonces (3y0)[s/x) = 3u(0[u/y])[s/xl, slendo u nueva con respecto a 0. 
Pero en este caso es évidente que |0[u/y]| = |0|, ya que se trata de
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una sustltuclôn literal de una variable por otra, de manera que
|3u0[u/y]| - |3u0’| y podemos apllcar el caso general que vemos a
continuéelôn, en el que tenemos:
|(3y0)(s/x]| ■ |3y0[*/x]| ■ u • 2 ♦ |0(s/x]| - w " 2 + (|0| + n) 
(por HI) " (w " 2 + |0|) + n = |3y0| + n.
Demostrados los hechos (1) y (11), pasamos a demostrar (3) y (4)
del teorema. Para (3), si p no tlene cuantlfIcadores entonces es trivial pues 
|ôt— *p[t/xl I es flnlta y la de |i3xp| no lo es. Supongamos pues que p 
contiene cuantlfIcadores. Por (11) tenemos:
|At— *p(t/x] I - |-iAtvp[t/x] I » w + |p[t/x]| (pues |nôt| es un nûmero 
flnlto y |p(t/x]|, no) ■ « ♦ |p| ♦ n 
para algûn n < w. Por otra parte:
|i3xp| - w * 2 + |p| + 1 
y vale lo dlcho en el caso 2 de (a9) para demostrar que n es despreclable 
frente al w que i3xp saca a su constltuyente At— »p(t/x).
Por ûltlmo, para demostrar (4) tenemos que:
|3xp| ■ u • 2 ♦ |p|
|p(t/x)| - |p| + n 
y valen los mlsmos comentarlos que acabamos de hacer. —
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APÉNDICE 2
El propôsito de este apéndice es demostrar que para todo axioma de la 
Igualdad 8 se tlene que |- 8 y |- A8. Antes de verlo, demostraremos algunos 
esquemas de reglas sobre la deflnlclôn de conectlvas, cuantlficadores e 
Igualdad con constantes auxlllares, que serin frecuentemente usados en la 
prueba.
r, 0 Ap, r, p A0. r A0
(D-^ )
0 Ap, r, p A0. r Ap I
r A(pA0 )
1. r. 0 Ap Hlpétesls
2. r. p A0 Hlpétesls
3. r Ap Hlpétesls
4. r. 0 A-ip (Dn). 1
5. r A-*pvi0 (I-4C2), 4
6. r Ai0v-ip Anilogo a 4i, :
7. r A-ip (Dn). 3
8. r A*ipvAi0 (IvC), 7
9. r A ( -ipv-i0 ) (Dv). 5. 6, 8
10., r An(npVn0) (Dn). 9
11.. r A(pA0) Deflnlclôn de
r Ap, r, p A0
r A(p-#)
1. r Ap Hlpétesls
2. r. p A0 Hlpétesls
3. r Anp (Dn). 1
4. r Anpv0 (IvC), 3
5. r A0Vnp (I-Æ2), 2
6. r AnpvA0 (IvC). 3
7. r A(npv0) (Dv). 4. S. 6
8. r A(p— )0) Deflnlclôn de
r A(pA0)
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(DV) r ûp(c/xi
donde ceC no aparece en f u {p}
r AVxp
1. r Ap(c/x] Hlpétesls
2. r Anp(c/xl (Dn). 1
3. r nnAnp(c/xl (InnC), 2
4. r nSxnAnp (IVC). 3
s. r A3xnp (D3). 4
6. r An3xnp (Dn). 5
7. r AVxp Deflnlclén de V. 6
(DIgCon) Ac“c*
1. -lAc F
2. Ac
3. Ac’
4. Ac»c’
5. A-i(c“c’ )
An(c-c’), donde c, c’eC
(Ctd)
(RFT). l 
Anilogo a 1, 2 
(Dig). 2. 3 
(Dn). 4
1. -Teorema.
Para todo axioma de la igualdad B se tlene: |- 8 / [■ Ad.
Demostraclén. Dlstingulremos el tlpo de axioma léglco de que se trate.
mostrando las dos derlvaclones. Se tlene entonces:
(1) Vx(x“x)
1. c=c (REF)
2. Vx(x*x) (IVC2). 1
1. Ac»c
2. AVx(x-x)
(DIgCon) 
(DV). 1
(2) VxVy(x=y— >y=x)
1. c-c
2. c“c’ c’«c
3. c«c’— »c’“c
4. VxVy(x=y— *y-x)
(REF)
(Subs). 1, c*c’ 
( I - Æ ) .  2
(IVC2), 3, 2 veces
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1. ûc=c’ (DlgCcn), c*c"
2. Ac*“c (DIgCon)
3. c*c’ Ac'-c (IHlp), 2
4. A(c“c’— k:'“c ) (d— »), 1, 3
5. AVxVy(x=y— ♦yo'x) (DV), 4, 2 veces
(3) VxVyVz(x“yAy=2—♦x-z)
1. c*c’ c=c" (Hlp), c»c'
2. c«c’, c’«c’’ c*c’' (Subs). 1. c. c’*c’’
3. c-c'Ac'-c"' c“c’' (IaA). 2
4. c«c* Ac’*c'’ — »c«c'* (I—Æ). 3
5. VxVyVz(x=yAy=z— >x=z) (IVC2), 4. 3 veces
1. Ac“c’ (DIgCon). c#c'
2. Ac*-c" (DIgCon), c'#c''
3. Ac*c’• (DIgCon). c#c'
4. c'-c"' Ac«c’ (IHlp). 1
5. c-c* Ac’=c” (IHlp). 2
6. A(c-c'Ac'«c'') (Da ). 4. 5. 1
7. c-c"Ac'“C ’’ Ac=c’' (IHlp). 3
8. A(c-c"A C ’=c'’ — »c=c’') (D-^ ). 6. 7
9. AVxVyVz(x*yAy=z— »x»z) (DV). 8, 3 veces
(4) Supongamos. para simpliflcar la notaclôn. que f es unaria. 
Entonces para VxVy(x=yAAf(x)— >Af(y)) se tlene:
1. Af(c) Af(c) (Hlp)
2. c*c’. Af(c) Af(c') (Subs). 1. c*c"
3. c-c'AAf(c) Af(c') (IaA). 2
4. c=c'AAf(c)->Af(c" ) (I-Æ). 3
5. VxVy(x=yAAf(x)— >Af(y)) (IVC2). 4. 2 veces
1. Ac-c" (DIgCon). c*c'
2. Af(c) Ac«c* (IHlp). 1
3. AAf(c) (Wor)
4. c«c* AAf(c) (IHlp). 3
5. A(c«c’AAf(c)) (DA). 2. 4. 1
6. AAf(c') (DFor)
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7. c"c'AAf(c) AAf(c*) (IHlp), 6
8. A(c«c'AAf(c)-»Af(c’)) (D->). 5. 7
9. ûVxVy(x*yAAf(x)— (y)) (DV). 8, 2 veces
(S) De nuevo suponemos, para slapllflcar la notaclôn, i
variable libre. Entonces para VxVy(x»yAAx(x)A%(x)-4%(y))
1. 6%(c), xCc) x(c) (Hip)
2. c«c’, A%(c). x(c) %(c') (Subs), 1. c*c'
3. c««c’aAx (c)ax(c ) x(c') (IaA), 2, 2 veces
4. c«»c’aAx (c )ax(c )— »x(c* ) (I-Æ). 3
5. VxVy(x«yAAx(x)Ax(x)— »x(y)) (IVC2), 4. 2 veces
1. AAx(c) (DFor)
2. x(c) AAx(c) (IHlp). 1
3. Ax(c) Ax(c) (Hip)
4. A(Ax (c)a x(c )) (Da ), 2, 3. 1
5. Ac*c" (DlgCon)
6. Ax(c)ax(c) Ac*c’ (IHlp). 5
7. c*c' A(Ax (c )ax(c)) (IHlp). 4
8. A(c«c'AAx(c)A%(c)) (Da). 6. 7. 5
9. A%(c), x(c) A%(c) (Hip)
10. c«c*, A%(c). %(c) A%(c") (Subs), 9. c*c'
11. c«k:*aAx (c )ax(c) A%(c') (IaA), 10. 2 veces
12. A(c«c 'aAx (c )ax(c )— »x(c*)) (D->). 8, 11
13. AVxVy(x«yAA%(x)A%(x)-4%(y) ) (DV). 12. 2 veces
(6) VxCxaAx— ♦df X then x)*x)
1. (If X then c)«c (IF). csC no aparece en x
2. X, Ax (If X then c)»c (IHlp). 1
3. xaAx (If X then c)“c (IaA). 2
4. xaAx— »(lf X then c)«c (I-»C). 3
S. Vx(xaAx— ♦df X then x)*x) (IVC2). 4
1. AAx (DFor)
2. Ax Ax (Hip). 1
3. X AAx (IHlp), 1
4. A(xaAx ) (Da ). 2. 3, 1
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5. tAc F
6. Ac
7. %AAx Ac
8. X. Ax X
9. XaAx X
10. X. Ax Ax
11. X/\Ax Ax
12. xaAx Aif X then c
13. x/^X A(if X then c)“c
14. A(xAAx-^(if X then c)«c) (D-^ ), 4, 13
15. A(Vx (xaAx— »(lf X then x)“x)) (DV), 14
(Ctd), ceC no aparece en x 
(RFT). 5 
(IHlp). 6 
(Hip)
(IaA). 8 
(Hip)
(IaA). 10 
(DIF). 9. 11. 7 
(Dig). 10. 7
(7) (x/\AxAAt-^ (lf X then t else t* )«tj a 
l-iXAAxAAf— »(lf X then t else t* )«t* I
1. X (If X then t else f)»t
2. X. Ax. At (If X then t else t')=t
3 XaAxaAI (If X then t else t’ )<*t
4. XAAxAAt— »(lf X then t else t’)«t
5. iXAAxAAt'— >(lf X then t else t')«t'
6. (xAAxAAt— >(lf X then t else t’)»tl a
A [-iXAAxAAf— >(lf X then t else t')«t ]
(IFT)
(IHlp). 1 
(IaA). 2, 2 veces 
(I-»C). 3
Anàlogo a 1-4. con (IFE)
(IaC2). 4. 5
1. A(xaAx) Como en (6), 1-4
2. At A(xaAx ) (IHlp). 1
3. AAt (DTer)
4. xaAx AAt (IHlp). 3
5. A(xAAxAAt) (Da ). 2. 4. 1
6- X, IX At' (Ctd)
7. X, Ax, At. -IX At’ (IHlp). 6
8. X. Ax, At -IX— »At’ (I-*C). 7
9. XAAxAAt -IX—»Af (IaA). 8. 2 veces
10. X. Ax. At At (Hip)
11. Ax. At X—*At (I-Æ). 10
12. X, Ax. At X— >At (IHlp). 11
13. XAAxAAt X—»At (IaA). 12, 2 veces
14. X. Ax. At Ax (Hip)
15. XAAXAAt Ax (IaA), 14, 2 veces
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16. xAAxAAt Aif X then t else t' (DIFT), 15, 13. 9
17. xaAxaAI At (IaA). 10. 2 veces
18. xAAxAAt A(lf X then t else t')«t (Dig). 16. 17
19. AtxAAxAAt— »(lf X then t else t’)«t] (D—>). 5. 18
20. A[n%AA%AAt'— >(lf X then t else t*)«t’ ] Anàlogo a 1-19
21. n%AAxAAt'— >(lf X then t else t')»t'
A(xAAxAAt— »(lf X then t else t’)*tl (IHlp). 19
22. xAAxAAt— »(lf X then t else t’ )=t
A[nxAAxAAt'-4^if X then t else t')=t'] (IHlp). 20
23. A((xAAxAAt— >(lf X then t else t')»t]A
A[-iXAAxAAt'— >(lf X then t else t’)*t’] ) (Da), 21. 22, 19
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APENDICE 3
El propAsito de este apéndlce es demostrar que para todo axloma de la 
Igualdad 9 se tiene [- 0 y A9, entendlendo que la derlvabilldad se refiere 
ahora al càlculo de secuencias SgRp que se definiô en el capitulo tercero. 
Para la demostraclôn emplearemos las reglas sobre definiciân de las 
conectivas (Dv). (Da ) y D(.^ ), as! como las que se refleren a la definiciôn 
de les cuantifIcadores (DV) y de las constantes auxlliares (DIgCon) (cf. 
apéndlce 2 para detalles).
1.-Teorema.
Para todo axloma de la Igualdad 8 se tlene: |- 8 y |- A8.
Demostraclôn. Para aquellos aodomas que ya exlstlan en el càlculo para 
LFP, vale la mlsma demostraclôn. Para el axloma:
VxVÿ(x«ÿAAX(x) — » AX(ÿ)) 
la demostraclôn es anàloga a la dada para simbolos de funciôn.
La demostraclôn para el axloma sobre la construcclôn condlcional 
X— Æ, E" es, camblando térmlnos por expreslones, la mlsma que la dada en el 
apéndlce 2.
Nos ocuparemos, por tanto, solamente de los axlomas que se refleren
a las deflnlciones por abstracclôn y a las definlclones recurslvas. Para
ellos se tlene:
( 1 )  Vy^. . V y ^ ( A E (y ^ / X j , . . , y ^ /x ^ ]  —*
— > (Xx . X .E)(y ...,y ) « E[y /x , ..,y /x 1 )
i n  1 n 1 1  n n
Supongamos, sln pérdlda de generalidad, que la funciôn definlda es
de un solo argumento; las derlvaclones del axloma y de su definiciôn son,
entonces, las slgulentes, donde c es una constante auxiliar del mlsmo tipo 
que la variable que sustltuye:
1. (Xx.E)(c) « E[c/x] (ABS)
2. AEfc/x] (Xx.E)Cc) « E(c/xl (IHlp), 1
3. AEIc/xl -» (Xx.E)(c) « E[c/x] (I^), 2
4. Vy(AE(y/xl (Xx.E)(y) « E[y/xl) (IVC2), 3
1. AAE(c/x) (DE)
2. AE(c/xJ AE(c/xl (Hip)
3. AElc/x], Ac AE(c/x] (IHlp). 2
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4. AE[c/xl, Ac Ac
5. AE[c/x], Ac A(Xx.E)(c)
6. AElc/xl. Ac A((Ax.E)(c) » Etc/x))
7. AE[c/xJ A((Xx.E)(c) * E(c/x])
8. A(AE[c/x] — > (Xx.E)(c) “ E[c/x])
9. AVy(AE[y/x] — ¥ (Xx.E)(y) “ E[y/xl)
(Hip)
(DAbs), 3. 4 
(Dig). 5. 3 
(DCon). 6 
(D->). 1. 7 
(DV). 8
(2) Vx(A(pX.M)‘(x) (pX.M)(x) * (pX.M)'(x)) (l<w)
Como en el caso anterior, supongamos. sin pérdlda de generalidad, 
que la funciôn definlda por recursion es de un solo argumento. Entonces, dado 
K w  cualqulera. se tlene:
1. (pX.M)(c) « (pX.M)‘(c) (REC)
2. A(pX.M)‘(c) (pX.M)(c) « (pX.M)‘(c) (IHlp). 1
3. A(pX.M)‘(c) -* (fiX.M)(c) « (pX.M)‘(c) (I— »C). 2
4. Vx(A(|iX.M)‘(x) (fxX.M)(x) « (pX.M)‘(x)) (IVC2), 3
1. AA(pX.M)‘(c) (DE)
2. A(pX.M)‘(c) A(pX.M)‘(c) (Hip)
3. A(pX.M)‘(c) A(pX.M)(c) (DRec), 2
4. A(pX.M)‘(c) A((pX.M)(c) = (pX.M)'(c)) (Dig), 2, 3
5. A(A(pX.M)‘(c) ((pX.M)(c) « (pX.M)'(c))) (D-$), 1, 4
6. AVx(A(pX.M)(x) ((pX.M)(x) » (pX.M)‘(x))) (DV), 5
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