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Abstract 
A number of modern learning tasks involve esti­
mation from heterogeneous information sources. 
This includes classification with labeled and un­
labeled data as well as other problems with anal­
ogous structure such as competitive (game theo­
retic) problems. The associated estimation prob­
lems can be typically reduced to solving a set 
of fixed point equations (consistency conditions). 
We introduce a general method for combining 
a preferred information source with another in 
this setting by evolving continuous paths of fixed 
points at intermediate allocations. We explic­
itly identify critical points along the unique paths 
to either increase the stability of estimation or 
to ensure a significant departure from the initial 
source. The homotopy continuation approach is 
guaranteed to terminate at the second source, and 
involves no combinatorial effort. We illustrate 
the power of these ideas both in classification 
tasks with labeled and unlabeled data, as well as 
in the context of a competitive (min-max) formu­
lation of DNA sequence motif discovery. 
1 INTRODUCTION 
Many important learning problems involve a compromise 
between competing sources of information. For example, 
in semi-supervised classification the available training ex­
amples typically include a limited set of labeled data as 
well as a large dataset of unlabeled examples. A number 
of other problems share the same abstract structure. For 
example, in estimating graphical models we often need to 
determine the equivalent sample size, i.e., how the prior 
model should count relative to the available data. While 
such "allocation" problems are ubiquitous, it is not clear 
how they should be solved in general. In other words, what 
principle we should use to determine how one privileged 
source (labeled set, prior) should be balanced relative to 
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the other source(s) (unlabeled set, observed data). 
The allocation problems are not stable in the sense that 
small changes in the allocation can result in drastic changes 
in the model. Standard algorithms such as EM for combin­
ing complete and incomplete data do not address (or are 
aware of) the problem. 
We introduce a general algorithm based on globally con­
vergent homotopy continuation (Chow, Mallet-Pare!, and 
Yorke, 1978) that combines a preferential data source with 
another by following a continuous path of stationary points 
of the optimization criterion for possible weightings of the 
sources. The path of fixed points found by the algorithm is 
unique and has strong theoretical existence guarantees, and 
provides a rich basis for analyzing problems that feature 
a competition between potentially conflicting sources. We 
demonstrate, in particular, how continuation methods can 
be used to identify critical allocations of the two sources, 
i.e., allocations around which dramatic changes can take 
place with minimal changes in allocation. Such critical 
events can be exploited either to guarantee stability of esti­
mation, or to ensure a substantial deviation from the initial 
data source. 
We begin by introducing homotopy continuation in a clas­
sification setting and subsequently present relevant theoret­
ical foundation. We extend the methodology in a number 
of relevant directions. Specifically, we provide results in 
text classification with naive Bayes as well as solve the 
problem of finding DNA binding motifs in a competitive 
manner with homotopy continuation. 
2 CLASSIFICATION WITH LABELED 
AND UNLABELED DATA 
We commence here with the problem of improving clas­
sification accuracy by means of incorporating information 
from unlabeled examples. Unlabeled examples are typi­
cally easy to come by and often define the context in which 
the classification task has to be solved. Moreover, they pro­
vide information about the density and arrangement ( clus-
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tering) of the examples. We restrict ourselves here to gen­
erative models but the methodology remains applicable to a 
wider class of approaches including margin based discrim­
inative methods. 
2.1 ESTIMATION AS SOURCE ALLOCATION 
The objective here is to estimate the parameters of a joint 
distribution p(zl6) from both labeled and unlabeled sam­
ples. Here z = (x, y), where y is the class label of x. For 
clarity, we define "incompleteness" of examples simply in 
terms of missing labels; this restriction is not necessary (cf. 
(Corduneanu, 2002)). 
We assume that the joint distribution can be written as an 
(extended) exponential family where t( z) denotes the vec­
tor of sufficient statistics and 1/!( 6) is the partition function 
( cumulant generating function): 
p(zl6) = exp (6t(zf + k(z) -1/!(6)) (I) 
The standard approach in this setting is to maximize the 
likelihood of both labeled and unlabeled data (Nigam et a!., 
2000) via optimization algorithms that handle missing data 
such as the EM algorithm (Dempster, Laird, and Rubin, 
1977). The combined likelihood criterion can be expressed 
in terms of minimizing 
(1- A)D(fF (z) II p(zl6)) + AD(f/ (x) II Px(xl6)) (2) 
where Px is the x marginal of p; iF and f/ refer to the 
empirical estimates from complete and incomplete data, re­
spectively. From the point of view of maximum likelihood 
estimation, A should be set to the fraction of incomplete 
samples. Fixing A in this manner has no sound justification, 
however. Indeed, with a disproportionately large number of 
incomplete examples, A :::: 1, and the criterion effectively 
omits1 the few labeled examples defining the classification 
task. The solution should be sought with other allocations 
A E [0 , 1] . 
Perhaps surprisingly, the estimation problem with varying 
allocation is inherently unstable. To better illustrate this, 
we provide here an alternative but equivalent formulation 
of the estimation criterion. Specifically, we minimize the 
distance to the incomplete data source (empirical estimate) 
subject to a constrain that we remain sufficiently close to 
the complete data solution. More precisely, 
minD(Ji(x) 11Px(xl6)) s.t. D(p0(z) llp(zl6)) :S:: (3(A) 6 
(3) 
where (3(A) is a monotonically increasing function of the 
allocation A and /3(0) = mineD(p0(z) llp(zl6)). The 
equivalence is shown in the Appendix (Proposition 4). 
Figure 1 illustrates why the estimation problem involves 
critical events (sudden drastic changes in the model). The 
1 Save perhaps in terms of initialization. 
Figure I: Minimum Distance May Jump as the Bound on 
Distance to p0 Loosens. 
objective minimizes the distance between a convex data 
manifold TJ (densities with marginal p1), and a non-convex 
marginal exponential family M (Csiszar and Tusnady, 
1984), while bounding the distance from p0. As (3(A) in­
creases the bound becomes less restrictive, and the mini­
mum may suddenly jump to a different convex region of 
M. Another way of expressing the phenomenon is that 
while the achieved likelihood value changes smoothly with 
the allocation A, the optimizing argument (the model) can 
incur drastic changes. 
From the point of view of classification, it is crucial to 
understand when the critical events occur. The drastic 
changes at the critical points are after all no longer tied 
to the classification task (the few labeled examples). The 
critical points are, however, not visible within the EM algo­
rithm and can be found only by tracing the solutions at in­
creasing levels of allocation. The paths generated by evolv­
ing the solutions in this manner tum out to be unique (see 
later sections). They can also be found relatively efficiently. 
2.2 PATH TRACING OF EM FIXED POINTS 
We describe here the EM algorithm for classification with 
labeled and unlabeled data (cf. (Nigam et a!., 2000)) and 
how the continuous paths of solutions can be traced in an 
efficient and stable manner by appeal to the theory of ho­
motopy continuation. 
With only unlabeled examples, the convergence points of 
the EM algorithm are fixed points of the EM iteration ( op­
erator): 71 = EM1 (71), where 
EM1(77) = � � E[t((xj,y))l77,x}J (4) 
l<:;j<::_M 
and the sum is over unlabeled samples xJ, and 77 = 
E[t(z)] = j61/!(6) is the equivalent mean parameteriza­
tion of the exponential family. 
When we also have some labeled information, we can ad-
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just the EM operator so as to optimize Eq. (2): 
where rF are the mean parameters of empirical iF. The 
key property here is the linear separation of labeled and 
unlabeled information in the mean parameterization. 
Fixed points ofEM.x range from the unique rF at A = 0 to 
multiple optima at A = 1 which are indistinguishable with 
respect to label permutations (at least). Only one such per­
mutation achieves good classification performance but the 
EM algorithm offers no guarantees finding it. In contrast, 
we identify only those fixed points that are firmly rooted 
in the labeled evidence by extending a continuous path of 
solutions EM.x ( 'IJ) = 'IJ, from >. = 0 up to the critical allo­
cation >.•. 
A simple but numerically unstable method for tracing such 
paths is to solve the associated differential equation as a 
function of>. (Corduneanu and Jaakkola, 2001); however, 
discontinuities arise from non-functional relations between 
the allocation >. and the model (these are precisely the crit­
ical points) and this solution breaks down at/close to such 
points. An alternative approach is needed for stability and 
for going through the critical points. 
Homotopy continuation eliminates the difficulty by follow­
ing the path in the joint ('IJ, >.) space. The allocation>. may 
now actually decrease along the path (upon hitting a criti­
cal point as defined previously). This is enough to remove 
discontinuities (which are almost surely not bifurcations) 
in all but measure zero cases (see Section 3). To evolve 
fixed points in the joint parameterization (71, .A) we have to 
ensure that any adjustments to the solution do not violate 
the fixed point condition: 
where s may be chosen to be the unit length parameteri­
zation of the curve2. Provided that certain rank constraints 
discussed later in the paper are satisfied, the null space con­
straint above indeed defines a unique curve. 
For exponential families the Jacobian V' '1EM1 ( 7J) of the 
EM operator has an explicit formula: 
V''IEM1(71) = [� L cov(t(x;,y)I7J,x;)] F(TJ)-1 
l:'5j:'5M 
(7) 
where cov is the covariance of the vector of sufficient statis­
tics, and F is the Fisher information matrix -fip¢( 9). (See 
(Corduneanu, 2002).) 
2This is analogous to annealing procedures, where the state of 
the system may no longer be a function of temperature but rather 
a function of time. 
Singularities of .AV'1JEM1('1J)- I recover the discontinu­
ities (critical points) where the naive method breaks down. 
A stable identification of critical allocations, where the path 
looses connection with the initial data source, is a powerful 
feature of homotopy continuation. The critical allocations 
emerge as non-functional relations between the evolving 
model and the allocation >.(see later in the paper). In set­
tings other than classification, it may actually be desirable 
to follow through the critical points to ensure a substantial 
departure from the initial information source. 
We present an algorithm based on Euler's method for 
path following, although in practice better ODE solvers 
are more appropriate (our implementation uses the Runge­
Kutta method). See, e.g., (Watson and Morgan, 1987) or 
(Salinger et a!., 2002) for a range of numerical algorithms 
for homotopy continuation. Starting at i]0, we follow the 
path by finding the one-dimensional null space of the ho­
motopy matrix in (6), and changing ('IJ, .A) in this direc­
tion. The orientation is ambiguous: we can move forward 
or backward along the unique path. We select the direction 
that makes the smallest angle with the previous path direc­
tion. In terms of complexity, the dominant step is solving 
(6) which involves O(n3) computation, where n is the di­
mensionality of 7J. 
3 CONTINUATION FROM A 
THEORETICAL PERSPECTIVE 
3.1 GENERAL HOMOTOPIES 
Continuation methods discussed above are based on the 
theory of globally convergent with probability one homo­
topy continuation, introduced in (Chow, Mallet-Pare!, and 
Yorke, 1978). Watson gives a careful description of this 
method (Watson, 2000), and provides a numerical package 
HOMPACK for homotopy continuation (Watson and Mor­
gan, 1987). We start by briefly elaborating the theoretical 
foundation. 
Homotopy continuation is a general method for solving a 
nonlinear equation g(x) = 0, by starting with a trivial 
equation f ( x) = 0 whose solution is known, and track­
ing its root while morphing f into g. Formally, given 
f, g : En -+ En, define a homotopy function to be a 
smooth map h: En x [0, 1] -+ hn such that h(x, 0) = f(x) 
and h(x, 1) = g(x). The goal becomes to find solutions of 
h(x, >..) = 0 for all>.. E [0, 1]. For instance, the nonlin­
ear equation in classification with labeled/unlabeled data 
would be the fixed-point condition of the EM operator. 
As discussed earlier, we can track solutions by solving the 
associated differential equation with respect to a path pa­
rameter s and initial condition f(x) = 0 and >.. 0 at 
s = 0: (dx/ds) Y'(x ,.x)h(x, >..) · d>../ds = 0 (8) 
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f.(x) = 0 g(x) = 0 
a�D '[ 
Figure 2: Possible Configurations of Roots of the Homo­
topy between fa (:r:) and g ( :r:) 
The above differential equation defines a unique path free 
of discontinuities and bifurcations as long as the homotopy 
matrix Y'(x,>.)h(x, .A) has maximal rank along the path (cf. 
implicit function theorem). While this is not always the 
case, a simple change makes discontinuities very unlikely. 
The idea is to extend the analysis to a family of trivial equa­
tions J a ( x) = 0, with a E Em an initial point that we are 
free to choose, that are all morphed into g by the homo­
topy ha(x, .A) = h(a, x, >.). Then a continuous path of 
solutions from fa to g exists for all but a measure 0 set 
of initial points a. This is a consequence of the following 
theorem proved in (Chow, Mallet-Pare!, and Yorke, 1978) 
from Parametrized Sard 's Theorem: 
Theorem 1 Let h : Em x En X [0, 1) --t En be a C2 
map such that then x (m + n + 1) Jacobian V'(a,x,>.)h has 
rankn on the set h-1(0), and h�1(0) is bounded forfixed 
a E Em. Then \7 (:c,>.Jha has full rank on h�1(0) except 
for possibly on a set of measure 0 of a's. 
Thus when the hypothesis of the theorem holds and a is 
not in the measure-zero set, any ( x, A) root of ha can be 
continuously and uniquely extended in both directions of 
increasing and decreasing s. Assuming that fa has a unique 
root, if follows that all roots of ha must be on a unique 
continuous path of roots from .A = 0 to .A = 1, on closed 
continuous loops with 0 < .A < 1, or on paths that start and 
end at .A = 1 (Figure 2). 
Using homotopy continuation involves choosing an appro­
priate homotopy and set of initial points such that the first 
function has a unique root, and the hypothesis of the fun­
damental theorem holds. 
The most difficult assumption to guarantee in Theorem I 
is that Y'(a,x,>.)h has full rank. This rank constraint is triv­
ially satisfied for (almost) all initial a's under the following 
standard fixed-point homotopy: 
ha(x, .A)= (1->.)(a-x) + .A(g(x)-x) (9) 
3.1.1 Fixed-point Homotopy for EM 
The fixed points of the EM operator in the context of com­
plete and incomplete information sources (5) can be seen 
as a standard fixed-point homotopy as defined in (9). To 
see this, simply replace :1: with the mean parameters 71, A 
remains the source allocation, and rye plays the role of the 
initial point a. 
In the case of EM, a necessary condition for the bounded­
ness requirement of Theorem l ,  needed to ensure that the 
path reaches >. = 1 in finite time, is that conditional expec­
tations of sufficient statistics are always bounded. While 
this is not satisfied by all exponential families, most inter­
esting cases will satisfy it, including all classification prob­
lems with finitely many labels. In addition, the EM opera­
tor is C2 on valid mean parameters, thus the existence and 
uniqueness of a path of fixed-points from rye to .A = 1 is 
assured. 
Not all fixed points of the EM>. operator are valid3 mean 
parameters, and one may wonder whether other constraints 
must be imgosed along the path. Fortunately, the path 
started at iJ will automatically follow valid mean param­
eters for all .A < 1. If C is the valid convex set of mean 
parameters, no fixed point with .A < 1 can be on the bound­
ary ofC, as a convex combination between EM
1 
(71) on the 
closure of C, and the interior point iJ c. Thus the continu­
ous path started at iJ c cannot intersect the boundary of C, 
and it must be entirely contained in C. 
3.2 LINEAR ALLOCATION OF OPTIMIZATION 
CRITERIA 
We derive important properties valid along any continuous 
path of stationary points of a convex combination of opti­
mization criteria. Let F ( x) and G ( x) be two optimization 
criteria, possibly derived from different sources of informa­
tion, where x are the parameters to be estimated. Let 
h(x) = (1-.A)F(x) + .AG(x), .A E [0, 1] ( 10) 
be their convex combination, and consider a path of sta­
tionary points \7 x h ( x) = 0 in the ( x, ). ) space that starts 
at .A = 0 and ends at >. = 1. We are interested in the mono­
tonicity of the individual criteria F(x) and G(x) along the 
path. 
A first result shows that such path cannot take the same x 
value twice, unless it is a constant path. If s is the path 
parameter, then: 
Theorem 2 If�;= Ofor some s, .A(s) E (0, 1), then x(s) 
is constant for all s. 
3The operator itself does not explicitly guarantee that, e.g., 
certain mean parameters such as marginals are necessarily non­
zero but rather maintains the property if it holds for the initial 
guess in the EM iterations. 
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Proof Any x along the path satisfies (1 - A)V' F(x) + 
A 'VG(x) = 0, from which we obtain (V'G(x) -
'VF(x))�; + ((1 - A)'V2F(x) + AV'2G(x))�� = 0. 
If � = 0 for some x0, the previous equations yield 
V' F(xo) = 'VG(xo) = 0, thus (1-A)F(xo)+AG(xo) = 0 
for all A E [0, 1], and the path must be constant. 0 
More importantly, F(x(s)) and G(x(s)) can change their 
monotonicity only at critical points, and even then this is 
unlikely to happen. Thus typically F always increases with 
s while G decreases, even if the path passes through critical 
allocations (assuming we are searching for minima). The 
property stems from the following formal result: 
Theorem 3 l,F(x(s)) and ddsG(x(s)) can be 0 only 
when �� = 0, unless x ( s) is constant for all s. 
Proof Assume V' F( x) � = 0 for some s at which 
�; i- 0. Then from ('VG(x) - 'VF(x))�; + ((1 -
A)V'2 F(x) + AV'2G(x)) �� = 0 we derive (V'G(x) -
'VF(x))'VF(x)T = 0. This combined with (1 -
A)V' F(x) + A'VG(x) = 0 yields V' F(x) = 'VG(x) = 0, 
which again means that the same x is a stationary point for 
all A, and the path must be constant. 0 
For the monotonicity reversal of F(x) to happen at a criti­
cal point, the gradient V' F ( x) must be orthogonal to dx / ds 
exactly at the critical point, which rarely happens in prac­
tice. 
Usually the starting criterion F( x) is convex with a unique 
minimum, while G(x) features many local minima. The 
continuous path of stationary points deterministically finds 
a preferential minimum of G(x) reachable from the ini­
tial point by continuous descent in G ( x). Although mono­
tonicity is not influenced by critical points, the mini­
mum/maximum character of the stationary points must 
change after passage through critical allocation. Figure 3 
illustrates this phenomenon in a one-dimensional problem. 
4 TEXT CLASSIFICATION WITH NAiVE 
BAYES 
We illustrate homotopy continuation on text classification 
from labeled/unlabeled data on a discrete naive Bayes 
model. We represent documents by word-appearance bi­
nary features, assumed to be independent given class la­
bel. Such assumption is tractable but inaccurate, and we 
expect homotopy continuation to be able to guard against 
model-misfit errors by limiting allocation below its critical 
value. We use standard naive Bayes rather than a multino­
mial model (Nigam et a!., 2000), for the purpose of intro­
ducing continuation on the simplest graphical model. 
Observed data consists of features (x1,x2, ... ,xk), 







Figure 3: Continuous Path of Stationary Points Going 
through a Local Maxima Region between Critical Points 
[TI�=l P(x;ly)] P(y). This defines an exponential family 
of mean parameters P(y), P(xi, y), and an EM.>- operator 
P(y)+- (1-A)Pc(y)+AL;xP1(x)P(y/x) 
P(xi,Y) <--- (1- A)Pc(xi,y) + ALx\x; P1(x)P(y/x) 
where pC and P1 are Laplace smoothed empirical fre­
quencies from complete and incomplete samples. 
In order to compute the EM Jacobian we only need deriva­
tives of P(y/x) with respect to mean parameters: 
8P(y/x) 
= 
(k _ 1) [P(y/x)P(x/y') _ 8 , ( ) P(x/y')] 8P(y') P(x) y y P(x) 
8P(y/x) _8 ( · ) [-P(y/x)P(x \Xi /y') 8P(xj, y') - x; x, P(x) + 
8 • ( ) P(x\xi/Y')] 
+ Y y P(x) 
where P(x \Xi /y') is marginalized over the i'th feature. 
Then homotopy continuation proceeds as described in the 
general classification setting, stopping at critical allocation 
to preserve continuity with the complete or labeled infor­
mation source. 
4.1 TEXT CLASSIFICATION RESULTS 
We use the 20-newsgroups database for training (Nigam et 
a!., 2000), which is a collection of newsgroup articles la­
beled by the newsgroup on which they were posted. To 
control the O(n3) complexity of the algorithm, we reduce 
the size of the problem to 3 classes, and 20 features selected 
by their mutual information with class labels. We perform 
feature selection only once on all 20 newsgroups, hoping 
that the most significant 20 words do not vary too much for 
the three-class problem with limited labeled samples. 
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Table I: Error Rates of Maximum Likelihood from Labeled 
Data, Homotopy Continuation, and EM initialized based 
on the labeled estimate on 50 Random Selections of 10 La­
beled Documents from 2926 Documents in Three Classes 
labeled only homotopy EM 
critical runs 35.8% 20.4% 28.0% 
all runs 35.7% 21.4% 27.7% 
In Table 4.1 we show results from an experiment with 
10 randomly selected labeled documents, and the rest 
of 2916 available documents from the 3 classes selected 
(talk.politics.mideast, soc. religion. christian, and sci. crypt) 
as unlabeled data. The results combine 50 experiments out 
of which 45 featured homotopy paths with critical alloca­
tion. We break the results into an average over the 45 exper­
iments with critical allocation, and an average over all runs. 
Maximum-likelihood allocation is effectively 1, while the 
average critical allocation was 0.93. We see that homo­
topy continuation dramatically improves the poor estima­
tion based only on 10 labeled samples, and outperforms 
EM even if the critical allocation is close to the maximum 
likelihood allocation. This can happen essentially for two 
reasons: first, even a small increase in allocation can re­
sult in a jump followed by large increase in error rate, and, 
second, the EM algorithm, even with the same allocation, 
may converge to other fixed points no longer traceable to 
the initial labeled solution. 
To illustrate the sudden degradation of performance after 
critical allocation we plot the evolution of error rate and 
allocation along the homotopy path (Figure 4). Note that 
different runs may produce different types of evolution, in­
cluding no critical allocation, increasing error rate from the 
very beginning, optimal allocation less than the critical one, 
and even a sudden increase of performance at the critical 
allocation. However, critical allocation invariably signals a 
sudden change in performance, most often negative, show­
ing that estimation beyond critical allocation is unstable. 
5 COMPETITIVE MOTIF DISCOVERY 
We provide here a novel competitive (minimax) formula­
tion of DNA sequence motif discovery and show how the 
continuation approach developed earlier in the paper pro­
vides a natural solution. 
In motif discovery we are given a set of DNA sequences 
corresponding to (upstream) intergenic regions (promoter 
regions) of selected genes. These sequences (each a few 
hundred bases long) potentially contain binding sites for 
transcriptional activators or other DNA binding proteins. 
Each binding site is characterized by a sequence of not 
necessarily adjacent bases whose identity is relatively con­
served across sequences containing the same binding site 
iteration 
Figure 4: Evolution of Error Rate and Allocation with Ho­
motopy Continuation Iteration on a Discrete Naive Bayes 
Model with 20 Binary Features 
or motif. The locations of the motifs along the sequences 
are unknown and each sequence may or may not contain 
any particular (unknown) motif. 
Unlike previous approaches (Hughes et a!., 2000), we for­
mulate the problem as a direct competition between the 
motif model capturing the limited base conservation and 
the background model typically tailored to the overall fre­
quence of bases. We seek motifs that are robust in the sense 
that they can distinguish themselves from a family of back­
ground models (specifically the worst case background). 
Let PB ( x) denote the background model over sequence x. 
For simplicity, we assume that the bases are independent, 
i.e., PB(x) = TI��01 B(xt), where Lis the length of the sequence and B(xt) is multinomial over the four possible 
bases {A, G, T, C}. W hen x contains a motif in position 
t, we replace the background predictions with those of m 
(size of the motif) consecutive position specific multinomi­
als. In other words, 
m-1 ( ) 
PB,q(xlmotif in position t) = P8(x) IT Qi( Xt+i) (II) 
i=O 
B Xt+i 
When we add the uncertainty about the position and the 




where p0(t) is the (sequence specific) prior over positions 
(e.g., uniform) and p0 is the prior probability that x has 
the motif. The minimax problem we wish to solve is 
maxq minn Lk log Pn,q(x(k))/ Pn(x(k)), where k goes 
over the available sequences (minimax and maxmin are 
equivalent in this case). 
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In the continuation approach we trace a specific minimax 
solution of 
m-1 
(1- .X)D(B0IIB)- (1- .X)2_ L D(B0IIQi) 
m i=O 
Pn q(x(k)) 
+.X�log P�(x(k)) (12) 
starting with .X = 0. Here B0 is the reference background 
model and is based on the empirical frequence of bases in 
the available sequences. The fixed point equations resulting 
from the above objective are analogous to those discussed 
earlier (EM equations). Let n; (z) = 'Ek PkP(tjk)5x,+, (z ) , 
where Pk is the posterior probability of motif appearing 
in the kth sequence and 71(tjk) is the conditional posterior 
over the motif location. The fixed point equations are now 
given by 
Qi(z) = ((1- .X)B0(z) +.Xmn;(z))/Z-\ (13) 
B(z) ((1- )..)B0(z) +.X 2:: n;(z))/Z-\ (14) 
where Z>. = 1- .X+). m 'Ek Pk· The main difference here 
is that while the fixed points of B ( ·) have a similar form, 
they characterize the unique minimum of the objective (by 
convexity). The background model therefore remains at the 
worst case choice within the limits allowed by the current 
allocation .X. 
At .X = 0, both the motif and the background model reduce 
to the reference model B0. We subsequently evolve the 
pair ( Q, B) of fixed point solutions from the initial model 
using the continuation approach. For the resulting model 
Q to represent a valid motif, we expect that the path passes 
through critical point(s) ensuring that the motif Q deviates 
substantially from the competing background. This indeed 
takes place. 
5.1 MOTIF FINDING RESULTS 
In our experiments, we have used a couple of extensions of 
the basic approach described above. First, the competing 
background model has to consider a slightly wider win­
dow of basis than the motif. This is reasonable since the 
background should set the context in which the motif has to 
differentiate itself. This requires only a minor adjustment 
to the fixed points4. Second, we iteratively find additional 
motifs by adjusting the prior motif locations p0(t) for each 
sequence on the basis of already found motifs. The result­
ing "search" remains deterministic from the point of view 
of the algorithm and involves no combinatorial effort. 
4The summation .l:; n;(z) in the fixed point equation forB is 
now over the wider context. The normalization constant has to be 
adjusted accordingly. Note that the specific minimax optimiza­
tion problem defined above is no longer strictly speaking valid 
with this change. The fixed point equations remain meaningful, 
however, and the continuation approach can be used as before. 
25 
"0 I\ - > 75% ace (compel) 
0 I 
- � >50% ace (compel) � en > 50% ace (AiignACE) � 20 :5 
>-" \ � ::1 I \ tl 15 "' I 
Q) I > 0 I \ -" 
"'10 \ "' I \ <: I \ 2 
0 \ 
iii 5 .c I ' E ::1 I <: 
0 
0 5 10 15 20 25 
encoding difference 
Figure 5: Number of runs above 75% and 50% accuracy 
against the encoding length. No AlignACE results were 
above 75% 
We have tested the competitive minimax approach against 
the well-known Gibbs sampling motif software AlignACE 
(Hughes et al., 2000) on artificially generated data with 
known motif locations and a significant controlled noise 
level. We genemted sequences from a 5-order Markov 
background model trained on yeast promoter sequences, 
and added a single uniformly random motif conserved 
across all sequences but corrupted by noise at various lev­
els. Problem size was 20 sequences of 200 bases and mo­
tifs of length I 0. To get comparable results we turned off 
column sampling in AlignACE (effectively fixing the motif 
length to the correct one), and set the expected number of 
sites to 1. We scored only the first motif found by Alig­
nACE and the first motif found by the competition against 
the motif locations from which we generated the data. 
The issue in running a comparison test between such dif­
ferent models is coming up with a fair measure of perfor­
mance not biased against any of the models. To this end we 
computed the accuracy of each experimental run as the per­
centage of sequences in which the found motif was within 
half motif length of the true location. Sequences with pos­
terior over motif presence smaller than 0.5 were considered 
errors. Similarly, AlignACE sequences with no motif re­
ported were also errors. We report motif accuracies against 
the level of noise (encoding length) averaged over all se­
quences, computed in the following manner: 
log2 Pq (motif) - max log2 Pq( other motiflocations) 
(15) 
where the maximum is over all motif locations not over­
lapping the found motif. The intuition behind encoding 
length is that sequences with high encoding length have 
distinguishable motifs. High levels of noise ensure that the 
encoding length measure is finite. 
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For a robust comparison we analyze only the number of 
runs above 75% and 50% accuracy (Figure 5). The com­
petitive motif algorithm consistently finds correct locations 
more often than AlignACE, even at high noise levels. 
6 DISCUSSION 
We have described a new methodology for addressing a va­
riety of learning tasks that feature a competition between 
two conflicting sources of information, one of which ad­
mits a closed-form (or at least a feasible) solution. The 
homotopy continuation method follows a continuous path 
of stationary points of the mixed optimization criterion, by 
solving a differential equation based on stationarity condi­
tions in Q(n3) in the number of optimized parameters. By 
identifying critical points along such paths we can better 
determine the ideal allocation of the sources. 
The method is deterministic and avoids the typical combi­
natorial complexity of non-convex optimization problems. 
The key requirement is that the estimation criterion can be 
reduced to fixed point computations. 
The basic methodology admits a number of important ex­
tensions from active learning (with the idea of regaining 
stability) to game theoretic problems more generally. 
APPENDIX 
Theorem 4 Let F and G be continuous functions on a 
compact set. There exists a monotonically increasing func­
tion {3 : [0, 1] --+ [0, oo) such that for every>-. E [0, 1], 
(1- >-.)F+>-.G and {G!F::; {3(>-.)} achieve their minimum 
at the same time. Moreover, we can choose {3(0) = min F 
andany{3(1) :2: maxF. 
Proof (1-.A)F+.AG is continuous on a compact set thus it 
achieves its minimum. Let X>. be one of the points achiev­
ing it. Moreover, let x� be a point achieving the mini­
mum of {GIF ::; F(x;>.)}. Then F(x�) ::; F(x>.) and 
G(x�) ::; G(x;>.). Therefore (1 - .A)F(x�) + .AG(x�) ::; 
(1 - .A)F(x>.) + .AG(x>.), and because X>. is a minimum 
by definition, we must have equality. If follows that x� 
achieves the minimum of both {GIF ::; F(x�)} and 
(1 - .A)F + .AG. Therefore we can define f3(.A) = F(x�) 
to ensure that the functions in the statement achieve their 
minimum at the same time. 
It remains to show that f3 is increasing. Let .A1 ::; >-2. By 
definition 
(1->-.l)F(x�1)+.A1G(x�1)::; (1-.A1)F(x�2)+.A!G(x�2) 
(1-.A2)F(x�.)+.A2G(xU ;:::: (1-.A2)F(x�,)+.A2G(x�,) 
Subtracting the second inequality from the first we obtain: 
therefore F(xU- G(xU ::; F(x�,)- G(x�,), or equiv­
alently {3(.A1) - f3(.A2) ::; G(xU - G(x�, ). 
Assume by contradiction that f3(.A1) > f3(.A2). It follows 
that G(xU > G(x�2), and since F(x�,) ::; f3(.A2) < 
{3(.>-1), x�1 cannot be a minimum of { G!F::; (3(-Al)}. This 
is a contradiction. The choice of values of f3 at 0 and 1 is 
trivial. D 
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