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Abstract
The time fractional diusion equation (TFDE) is obtained from the
standard diusion equation by replacing the rst-order time derivative
with a fractional derivative of order  2 (0; 1). In this work, an ex-
plicit nite-dierence scheme for TFDE is presented. Discrete models
of a non-Markovian random walk are generated for simulating random
processes whose spatial probability density evolves in time according
to this fractional diusion equation. We derive the scaling restriction
of the stability and convergence of the discrete non-Markovian ran-
dom walk approximation for TFDE in a bounded domain. Finally,
some numerical examples are presented to show the application of the
present technique.
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1 Introduction
A growing number of works by many authors from various elds of science
and engineering deal with dynamical systems described by fractional-order
dierential equations [10]. Fractional-order dierential equations provide a
powerful instrument for the description of memory and hereditary properties
of dierent substances. Diusion equations that use time fractional deriva-
tives are attractive because they describe a wealth of non-Markovian random
walks.
Time fractional diusion equations have recently been treated by a num-
ber of authors. Typically, the solution is given in closed form in terms of Fox
functions [14]. Schneider and Wyss [11] considered the time fractional diu-
sion and wave equations and derived the corresponding Green functions in
closed form for arbitrary space dimensions in terms of Fox functions. Goreno
et al. [2] used the similarity method and the method of Laplace transform
to obtain the scale-invariant solution of the time-fractional diusion-wave
equation in terms of the Wright function. However, an explicit represen-
tation of the Green functions for the problem in a half-space is dicult to
determine, except in the special cases  = 1 (i.e., the rst-order time deriva-
tive) with arbitrary n, or n = 1 with arbitrary  (i.e., the fractional-order
time derivative). Huang and Liu [4] considered the time-fractional diusion
equations in an n-dimensional whole-space and half-space. They investigated
the explicit relationships between the problems in whole-space with the cor-
responding problems in half-space by the Fourier-Laplace transform. Liu et
al. [5] considered time fractional advection dispersion equation and derived
the complete solution.
The most signicant advantage of the fractional order models in compari-
son with integer-order models is based on its important fundamental physical
considerations. However, because of the absence of appropriate mathematical
methods, fractional-order dynamical systems were studied only marginally in
theory and practice of control systems. Numerical methods and theoretical
analysis of fractional dierential equations are very dicult tasks [6, 7].
Time fractional diusion and wave equations have been derived by consid-
ering continuous time random walk (CTRW) problems, which involve in gen-
eral non-Markovian processes, and via diusion in fractal media. Diusion
equations with fractional spatial derivative are used for studying Levy-type
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stable processes. The physical interpretation of the fractional derivative in
both cases is that it represents a degree of memory in the diusing material.
In this paper, numerical methods of the time fractional diusion equa-
tion (TFDE) is considered. TFDE has been investigated by several authors
for dierent purposes [3, 14]. Goreno et al. [3] adopted a suitable nite-
dierence scheme and generated a discrete random walk approach. From
a physical view-point, this generalized diusion equation is obtained from
a fractional Fick law that describes transport processes with long memory.
The fundamental solution of the TFDE is interpreted as a probability density
of a self-similar non-Markovian stochastic process related to a phenomenon
of slow anomalous diusion [9]. We use an eective explicit nite-dierence
scheme [12] for TFDE, and generate discrete models of random walk suitable
for simulating random variables whose spatial probability density evolves in
time according to this fractional diusion equation. Subsequently, the condi-
tions for the stability and convergence of the explicit nite-dierence scheme
for TFDE in a bounded domain are derived. Some numerical examples are
presented. The results show that for time fractional derivatives of order
 2 (0; 1), the system exhibits diusion behaviors. The techniques can be
applied to deal with fractional-order dynamical systems and controllers.
2 The discrete non-Markovian random walk
approximation
In this section the following time fractional diusion equation is considered:
tD

 u(x; t) =
@2
@x2
u(x; t); 0 <  < 1; x 2 R; t 2 R+0 ; (1)
where tD

 denotes the time fractional derivative intended in the Caputo
sense:
tD

 u(x; t) =
1
 (1  )
tZ
0
[
@u(x; )
@
]
d
(t  ) ; 0 <  < 1:
In the case  = 1, the standard diusion (heat equation) is recovered.
In the case 0 <  < 1, we have to consider the previous time levels (non-
Markovian process).
We now discretize space and time by grid points and time instants as
follows:
xj = jh; h > 0; j = 0;1;2; : : : ; tn = n;  > 0; n = 0; 1; 2; : : : ; N
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where h and  are space and time steps, respectively. The dependent variable
u is then discretized (after multiplication of (1) by the spatial mesh-width
h) by introducing yj(tn) as the intended approximation to
xj+
h
2R
xj h2
u(x; tn)dx 
hu(xj; tn):
With the quantities yj(tn) so intended, we replace the time fractional
diusion equation (1), by the nite-dierence equation
tD

 yj(tn+1) =
yj+1(tn) 2yj(tn)+yj 1(tn)
h2
; 0 <   1: (2)
As usual, we have adopted a second-order central dierence in space at level
t = tn for approximating the second-order space derivative. The time frac-
tional diusion term can be approximated by the following scheme:
tD

 yj(tn+1)
= 1
 (1 )
nP
i=0
(i+1)R
i
y0j(tn+1 r)
r
dr
= 
 
 (2 )f[yj(tn+1)  yj(tn)]
+
nP
i=1
[yj(tn+1 i)  yj(tn i)][(i+ 1)(1 )   i(1 )]g:
(3)
Thus, the discrete form of the equation (1) can be expressed as:
[yj(tn+1)  yj(tn)] +
nP
i=1
[yj(tn+1 i)  yj(tn i)][(i+ 1)(1 )   i(1 )]
=  (2  )[yj+1(tn)  2yj(tn) + yj 1(tn)]
(4)
where  := 

h2
. Rearranging, we obtain
yj(tn+1) =  (2  )yj+1(tn) + [2  21    2 (2  )]yj(tn)
+ (2  )yj 1(tn) + [2  21    1  31 ]yj(tn 1)
+[2  31    21    41 ]yj(tn 2)
+   + [2  n1    (n  1)1    (n+ 1)1 ]yj(t1)
+[(n+ 1)1    n1 ]yj(t0):
(5)
Introduce the coecients ck,bn dened as follows:
ck = 2k
1    (k   1)1    (k + 1)1  ; k  1;
bn = (n+ 1)
1    n1  ; n  0: (6)
The equation (5) can be written in the following discrete non-Markovian
random walk approximation, hereafter referred to as DNMRWA:
yj(tn+1) = bnyj(t0) +
nP
k=1
ckyj(tn+1 k)
+ (2  )[yj+1(tn)  2yj(tn) + yj 1(tn)]:
(7)
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In particular,
for n = 0:
yj(t1) = yj(t0) +  (2  )[yj+1(t0)  2yj(t0) + yj 1(t0)];
for n = 1:
yj(t2) = b1yj(t0) + [c1   2 (2  )]yj(t1) +  (2  )[yj+1(t1) + yj 1(t1)];
and for n  2:
yj(tn+1) = bnyj(t0) +
nX
k=2
ckyj(tn+1 k) + [c1   2 (2  )]yj(tn)
+ (2  )[yj+1(tn) + yj 1(tn)]:
For 0 <  < 1, the coecients (6) possess the properties8>>>><>>>>:
1 = b0 > b1 > b2 > b2 >    ! 0;
ck = bk 1   bk;
nP
k=1
ck = 1 + n
1    (n+ 1)1 ;
1P
k=1
ck = 1; 1 > 2  21  = c1 > c2 > c3 >    ! 0:
(8)
From equation (7), the following properties can be established (see [8] for
further details).
Property 1: The term yj(tn+1) preserves non-negativity if all coecients
are non-negative.
Hence, we require that the coecient of the term yj(tn) be non-negative,
i.e.,
0 <  =

h2
 1
 (2  )(1 
1
2
): (9)
The following result can be proved using mathematical induction [8].
Property 2: DNMRWA is conservative, i.e.,
+1P
j= 1
jyj(t0)j <1)
+1P
j= 1
yj(tn) =
+1P
j= 1
yj(t0) ; n 2 N: (10)
Remark 1: Non-negativity preservation and conservation implies that
our scheme can be interpreted as a redistribution scheme of clumps yj(tn)
[3].
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3 Stability analysis of DNMRWA
We now discuss the stability of the DNMRWA for TFDE in a bounded do-
main [0; L] with the following initial and boundary conditions:
u(0; t) = u(L; t) = 0; t  0;
u(x; 0) = f(x); 0 < x < L:
(11)
For the given initial and boundary conditions (11), equation (7) can be ex-
pressed in matrix form:
Y1 = BY0; n = 0
Yn+1 = AYn + c2Yn 1 + c3Yn 2 +   + cnY1 + bnY0; n  1 (12)
where
Yn =
26664
y1;n
y2;n
...
ym 1;n
37775 ; A =
26664
c1   2 
 c1   2 
. . . . . . 
 c1   2
37775 ;
B =
26664
1  2 
 1  2 
. . . . . . 
 1  2
37775 :
The matrices A and B are both tridiagonal of order (m-1).
We now analyse the stability via mathematical induction. First, we assume
that the matrix B satises kBk1  1.
Next, when n = 1, we have Y1 = BY0; thus
kY1k1  kBk1  kY0k1  kY0k1:
Now we assume that kYkk1  kY0k1 holds for n  k: When n = k+1, we
have
kYk+1k1 = kAYk + c2Yk 1 + c3Yk 2 +   + ckY1 + bkY0k1
 [kAk1 + c2 + c3 +   + ck + bk]  kY0k1:
If we assume that   1 2 
 (2 ) , i.e., , c1  2, then
kAk1 + c2 + c3 +   + ck + bk =  + c1   2 +  +
kP
i=2
ci + bk = 1:
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Thus, kYk+1k1  kY0k1:
We also notice that when   1 2 
 (2 ) , i.e. c1  2, the matrix B satises
kBk1  1. We therefore conclude that, if   1 2  (2 ) for any natural num-
ber n, then kYnk1  kY0k1. According to the Lax-Richtmer denition of
stability [13], the following theorem is obtained:
Theorem 1: When   1 2 
 (2 ) , the DNMRWA (7) for the TFDE in a
bounded domain is stable.
4 Convergence analysis of DNMRWA
The convergence of the solution of an approximating set of dierence equa-
tions to the solution of a TFDE can be investigated directly by deriving
DNMRWA for the discretization error e. Denote the exact solution of the
TFDA by U and the approximation solution of the DNMRWA by y. Then
e = U   y. We have adopted the DNMRWA (7) approximation to (1) with
initial and boundary conditions (11).
At the mesh points,
yj;n = Uj;n   ej;n; yj;n+1 = Uj;n+1   ej;n+1; etc:
It can be shown that the error vectors satisfy the following matrix form:
En+1 = AEn + c2En 1 + c3En 2 +   + cnE1 +M ; n = 0; 1; : : : ;
E0 = 0;
(13)
where
En =
26664
e1;n
e2;n
...
em 1;n
37775 ;M =
26664
 (2  ) O ( + h2)
 (2  ) O ( + h2)
...
 (2  ) O ( + h2)
37775 :
Now we will use mathematical induction to analyse the convergence: We
intend to show that
kEnk1  n (2  ) O
 
 + h2

:
In fact, when n = 1, we have kE1k1 = kMk1 =  (2 ) O ( + h2). We
now assume that the above inequality holds for n  k. Then, when n = k+1,
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we have
kEk+1k1 = kAEk + c2Ek 1 + c3Ek 2 +   + ckE1 +Mk1
 [kAk1  k + c2  (k   1) +   + ck 1  2 + ck + 1]  kMk1:
If we assume that   1 2 
 (2 ) , i.e., , c1  2, then kAk1 = c1. Thus,
kEk+1k1  [c1  k + c2  (k   1) +   + ck 1  2 + ck + 1]  kMk1
 [k 
kX
i=1
ci + 1]  kMk1
 (k + 1)   (2  ) O   + h2 :
As a result, if   1 2 
 (2 ) for any natural number n, then kEnk1  n (2 
)  O ( + h2). Note that n  T is nite, n (2   ) is also nite. So
when  ! 0, h! 0, we have kEnk1 ! 0, thus jej;nj ! 0.
The following result therefore holds:
Theorem 2: Let U be the exact solution of the TFDE and y the ap-
proximate solution of the DNMRWA; then y converges to U as h and  tend
to zero when   1 2 
 (2 ) .
Remark 2: We note that the condition for the convergence conforms
with the condition for stability, and it is also the scaling restriction (9) for
the random walk interpretation.
5 Numerical results
Consider the following time fractional diusion equation
@u(x; t)
@t
=
@2u(x; t)
@x2
; 0  x  2; t > 0; (14)
with the initial and boundary conditions:8<:
u(0; t) = u(L; t) = 0; t  0;
u(x; 0) = f(x) =

2x; 0  x  1
2
;
4 2x
3
; 1
2
 x  2:
(15)
The function f(x) represents the temperature distribution in a bar gen-
erated by a point heat source kept at the point x = 1
2
for suciently long
time.
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Table 1: The analytical solution, numerical solution and errors FOR TFDE
at t = 0:4,  = 0:5 with h = 0:25 and  = 0:0004
xi Exact solution Numerical solution Error
0.2500 0.11142969145557 0.11518090561289 0.37512141573288E-02
0.5000 0.19509878512488 0.20485969480164 0.97609096767644E-02
0.7500 0.23600504990465 0.24310836570733 0.71033158026851E-02
1.0000 0.23839946140957 0.24041632963199 0.20168682224165E-02
1.2500 0.20189560252579 0.20638292119192 0.44873186661341E-02
1.5000 0.14686074424754 0.14973422698737 0.28734827398313E-02
1.7500 0.07732025045697 0.07845546109749 0.11352106405132E-02
Table 2: The analytical solution, numerical solution and errors FOR TFDE
at t = 0:4 for  = 0:5 with h = 0:2 and  = 0:0001
xi Exact solution Numerical solution Error
0.2000 0.09059892100864 0.09040068350251 0.19823750613149E-03
0.4000 0.16630215192153 0.16774686870583 0.14447167843033E-02
0.6000 0.21685918003294 0.21884254079849 0.19833607655493E-02
0.8000 0.23890826322395 0.23569340259763 0.83785827565538E-03
1.0000 0.23839946140957 0.23569340259763 0.27060588119426E-02
1.2000 0.21055465276237 0.21155311201255 0.99845925018582E-03
1.4000 0.17098207583787 0.17183726955209 0.85519371421183E-03
1.6000 0.12042505044573 0.12074159745943 0.31654701369382E-03
1.8000 0.06224531797324 0.06220767401546 0.37643957783141E-04
By taking the nite sine transform and Laplace transform, the analytical
solution for the equation (14) with the initial and boundary conditions (15)
is obtained [1] as
u(x; t) =
2
L
1X
n=1
E( a2n2t) sin(anx)
LZ
0
f(r) sin(anr)dr; (16)
where a = =L, E(z) =
1P
k=0
zk
 (k+1)
is the Mittag-Leer function.
The analytical solution, numerical solution (DNMRWA) and errors for
TFDE at t = 0:4,  = 0:5 with h = 0:25,  = 0:0004 and with h = 0:2 and
 = 0:0001 are listed in Tables 1 and 2, respectively. From Tables 1 and 2,
it can be seen that the rate of convergence is O( + h2). Here
0 <  =

h2
 1
 (2  )(1 
1
2
):
9
Now we present some results to demonstrate that the DNMRWA can
be applied to simulate the behavior of the solution of a fractional diusion
equation as the order of the fractional derivative is changed. Such a numerical
technique overcomes the problem of not being able to evaluate the analytical
solution for 0 <   1 due to the nature of the Mittag-Leer function.
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Figure 1: (a)The analytical solution and the numerical solution at t = 0:4 for
 = 0:5; (b)Evolution of the initial state of the numerical solution ( = 0:5)
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Figure 2: (a)Displacement at t = 0:4 as a function of x for various ;
(b)Displacement at x = 0:5 as a function of t for various ;
Figure 1(a) shows the results of DNMRWA with h = 0:25,  = 0:0004 and
the analytical solution for TFDE at t = 0:4 and  = 0:5. It is apparent from
Figure 1(a) that the numerical solution (DNMRWA) is in good agreement
with the analytical solution. Figure 1(b) shows the evolution result using
DNMRWA with h = 0:25,  = 0:0004 for  = 0:5. From Figure 1(b), it can
be seen that the  = 0:5 order derivative system exhibits fast diusion in the
beginning and slow diusion later.
Figures 2(a) and 2(b) compare the response of the diusion system for
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dierent real numbers 0 <   1 at t = 0:4 and dierent x, and at x = 0:5
and dierent t, respectively. Here h and  satisfy the restriction (9). From
Figure 2, it is seen that DNMRWA can be applied to solve fractional-order
dynamical systems.
6 Conclusions
The time fractional diusion equation arises in a natural way when space-
probability distributions evolve in time consistently with the phenomenon
of slow anomalous diusion. In this paper we have provided DNMRWA
for TFDE, and we generate discrete models of a random walk approach to
this phenomenon. The DNMRWA possesses, with the scaling restriction (9)
and simulating on a discrete space-time grid, the essential properties of the
continuous process, namely, conservation and preservation of non-negativity.
We also have proved that the scaling restriction is the condition for the
stability and convergence of our scheme for TFDE in a bounded domain.
The method can be applied to solve fractional-order dynamical systems.
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