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Abstract
The ribosome is a complex, dynamic molecular machine responsible for protein synthesis in all cells
according to the genetic information. Recent breakthroughs in ribosome crystallography culmi-
nated with the 2009 Nobel Prize in Chemistry. Concomitantly, advances in cryo-electron microscopy
(cryo-EM) enabled the determination of images of the ribosome trapped in functional states at ever
increasing resolution. In order to study different aspects of ribosome function at the atomic level,
we developed the molecular dynamics flexible fitting (MDFF) method that combines X-ray and
cryo-EM data, furnishing atomic models of the ribosome corresponding to functional intermediates.
The MDFF-derived atomic models, combined with molecular dynamics simulations and other com-
putational techniques, allowed us to address different research questions presented in this thesis.
First, we found how ribosome-induced changes in the structure of elongation factor Tu leads to its
GTPase activation, a crucial step in the decoding of genetic information. Next, we investigated
structural and regulatory aspects of ribosomes in complex with a protein-conducting channel, which
transports certain nascent proteins across or into membranes. Another area of investigation was
the recognition of a regulatory nascent chain by the ribosome, as well as the mechanism by which
it leads to translational stalling. Finally, we studied intermediate states of translocation of messen-
ger and transfer RNAs through the ribosome, reconciling data from cryo-EM and single-molecule
experiments.
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Chapter 1
Introduction
Advances in cryo-electron microscopy (cryo-EM) single-particle reconstruction have truly trans-
formed the field of structural biology. Macromolecular assemblies are now routinely investigated
from a structural perspective at ever increasing resolution. Sometimes cryo-EM provides the first
glimpse into the structure of macromolecular complexes, long before X-ray crystal structures be-
come available. However, it is actually when crystal structures are available that the full power of
cryo-EM can be realized. The bacterial ribosome is a prototypical example. Although many insights
were obtained from cryo-EM before crystal structures were available, the landmark achievements of
ribosome crystallography (that culminated with the 2009 Nobel Prize in Chemistry) dramatically
increased the amount of information that could be derived from cryo-EM reconstructions. Several
different methods have been recently developed for flexibly fitting atomic structures into electron
microscopy density maps. Here we review the first applications of the molecular dynamics flexi-
ble fitting (MDFF) method [1], which illustrate the power of hybrid methods for investigating the
biological function of macromolecular assemblies.
In the MDFF method [1], a molecular dynamics (MD) simulation is performed using an initial
atomic model. In addition to the standard MD force field, forces proportional to the gradient of
the density map are applied to each atom, locally driving the structure to occupy high-density
regions. Secondary structure restraints can be applied to proteins and nucleic acids in order to
prevent overfitting. Furthermore, any feature available in regular MD simulations can be employed
in MDFF. For instance, a system can be simulated in environments containing, water, ions, and even
a membrane bilayer, mimicking in vitro or in vivo conditions. MDFF simulations are performed
with NAMD, a highly scalable MD simulation package [2], allowing for systems composed of million
of atoms to be studied with MDFF. The setup and analysis of MDFF simulations are performed
with VMD, a molecular visualization package [3]. A practical guide for setting up, performing, and
analyzing MDFF simulations has been provided elsewhere [4].
The challenge of morphing crystal structures of the ribosome into cryo-EM maps representing
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various functional states was the driving force for the development of MDFF [1]. Thus, most of the
initial applications of the method involved the study of the ribosome. MDFF was first applied to
investigate ribosome-induced conformational changes in elongation factor Tu, a critical step in the
decoding of genetic information [5]. MDFF also furnished the first atomic models of the ribosome
bound to a protein-translocon channel, shedding light into how the ribosome modulates the channel’s
function [6, 7]. MDFF-derived atomic models of the ribosome stalled by the regulatory nascent
chain TnaC revealed how this nascent peptide leads to translational arrest [8], as well as how it
is recognized by the ribosomal exit tunnel [9]. MDFF also provided insights into the process of
tRNA translocation through the ribosome, and proved to be a useful complement to single-molecule
techniques [10].
1.1 Control of elongation factor Tu’s GTPase activity
Elongation factor Tu (EF-Tu) delivers aminoacyl-tRNAs to the elongating ribosome. EF-Tu is a
GTPase, and it only binds to aminoacyl-tRNAs with high affinity in the GTP-bound state. When
there is a cognate codon-anticodon interaction between the mRNA and the tRNA, GTP hydrolysis
takes place and EF-Tu dissociates, allowing for the incoming aminoacyl-tRNA to be accommodated
into the ribosome. The study of ribosome-induced conformational changes in EF-Tu was the first
application of MDFF [5]. A 6.7-A˚ cryo-EM reconstruction of a 70S ribosome in complex with an
aminoacyl-tRNA:EF-Tu:GDP ternary complex, stalled by the antibiotic kirromycin, was obtained.
The cryo-EM data was interpreted by employing MDFF, which furnished the first atomic model of
a 70S:EF-Tu complex (Fig. 1.1A).
The GTPase activity of EF-Tu is very low when the factor is not bound to the ribosome. Crystal
structures of EF-Tu [11, 12] show that a hydrophobic gate, formed by Val20 and Ile20, blocks access
of the catalytic residue His84 [13] to the GTP molecule (Fig. 1.1B; E. coli numbering is used
throughout this paper). The MDFF-derived model of a 70S:EF-Tu complex revealed that EF-
Tu’s switch I, which harbors Ile20, moves away from the gate and interacts with the 16S rRNA
(Fig. 1.1C). EF-Tu’s P-loop, where Val20 is located, stays in place due to its interaction with the
sarcin-ricin loop, a conserved region of the 23S rRNA. The model also shows a reorientation of the
catalytic residue His84 toward the nucleotide, yielding a state consistent with GTP hydrolysis by
EF-Tu. Thus, application of MDFF shed light into ribosome-induced conformational changes in
EF-Tu relevant for the control of its GTPase activity.
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Figure 1.1: Ribosome-induced GTPase activation of EF-Tu. (A) 6.7-A˚ cryo-EM reconstruction of a 70S:EF-
Tu:aminoacyl-tRNA:GDP complex stalled with kirromycin, together with and MDFF-derived model. (B) EF-Tu
contains a hydrophobic gate formed by Val20 (P-loop, green) and Ile60 (Switch 1, blue), which prevent the catalytic
residue His84 (Switch 2, orange) from accessing the GTP molecule. (C) When bound to the ribosome, Switch 1 moves
away from the P-loop, opening the hydrophobic gate; His84 can reorient toward the nucleotide in a conformation
conducive to GTP hydrolysis. (Reproduced in part with permission from [5].)
1.2 Complex formation between the ribosome and the
protein-conducting channel
The ribosome is responsible for all protein synthesis in the cell, the nascent polypeptide often exiting
into and folding directly in the cytoplasm. However, in many cases, such as for membrane proteins
or those secreted to a different cellular compartment or outside the cell, the ribosome-nascent-
chain (RNC) complex is directed to a membrane-bound channel shortly after synthesis begins. This
protein-conducting channel (PCC), also referred to as SecYEG (bacterial) or Sec61αβγ (eukaryotic),
serves to aid the passage of the nascent chain across a membrane or into it, the direction depending
on the polypeptide [14]. To carry out this task, in which translocation of the nascent chain into
the channel occurs concomitantly with translation, the ribosome must dock to the PCC, forming a
complex. Visualization of this ribosome-channel complex has been limited to cryo-EM maps, most of
them at a resolution too low to definitively determine the orientation or even the number of channel
copies present. Recently, however, cryo-EM maps displaying a monomer of SecY/Sec61 bound to
the ribosome have been resolved [7, 15, 16]. Two of these maps in particular [7, 15] served as the
basis for MDFF and subsequent modeling studies of ribosome-channel complexes (Fig. 1.2A) [6, 7].
Atomic-scale structures of ribosome-channel complexes resulting from MDFF have revealed much
about how these complexes are formed and maintained. In the case of a non-translating, bacterial
ribosome-SecY-monomer complex [15], two cytoplasmic loops of SecY are seen to insert into the
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Figure 1.2: Ribosome-SecY complex formation. (A) Cryo-EM map from Me´ne´tret et al. [15] of an inactive bacterial
ribosome-SecY-monomer complex with the MDFF-fitted atomic model. (B) Close-up of the interactions between
bacterial ribosome and channel. The four primary connections involve SecY’s cytoplasmic loops (red and purple),
SecY’s C-terminus (blue) and SecE (orange). (C) Simulated translocation of a polypeptide. The polypeptide is seen
exiting the ribosomal tunnel and entering SecY. (Reproduced in part with permission from [6].)
ribosome’s polypeptide exit tunnel, shown in Figure 1.2B [6, 15]. Two additional connections were
also observed, between the C-terminus of SecY and ribosomal protein L24 and between the accessory
protein SecE and L23 and L29 in the ribosome [6]. All four connections involve conserved residues in
the channel and, furthermore, three of them share analogues in the crystal structure of SecYEG with
SecA, a post-translational translocase [17]. Further support for this binding mode came in the form
of another MDFF-derived structure, this one of an actively translating mammalian ribosome-Sec61-
monomer complex [7]. The ribosome-channel connections observed in the mammalian structure are
quite similar to those found in the bacterial one, further supporting the universality of ribosome-PCC
complex formation [7].
MD simulations of the bacterial ribosome-SecY complex in its native water-lipid environment
permitted a functional analysis of the complex [6]. While SecY is known to be water-tight in its
closed state [18, 19], it does become permeable to ions and small molecules upon RNC binding
and nascent chain removal [20–22]. This suggests that ribosome binding is already sufficient to
open the channel, at least partially. In agreement with this suggestion, simulation of the ribosome-
SecY complex also indicated a destabilizing effect of ribosome binding on the PCC, particularly
the channel-blocking plug [6]. MD simulations also proved that despite the partial occlusion of the
exit tunnel by SecY’s loops, the complex is still competent for translocation. By pulling a nascent
polypeptide through the exit tunnel and into SecY, it was shown that the tunnel could accommodate
an α helix without breaking interactions between SecY and the ribosome (Fig. 1.2C) [6].
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Figure 1.3: TnaC-mediated translational stalling. (A) 5.8-A˚ cryo-EM reconstruction of a 70S:TnaC complex, together
with an MDFF-derived atomic model. (B) Conformations of the 23S rRNA residues A2602 and U2585 in the 70S:TnaC
model. (C) Superposition of the 70S:TnaC model with a 70S:RF2 crystal structure, showing that the conformations
of A2602 and U2585 seen in the cryo-EM map are incompatible with proper positioning of RF2. (D) Recognition
of critical TnaC residues by the ribosome as discovered by MD simulations. (Reproduced in part with permission
from [8, 9].)
1.3 Tnac-mediated translational stalling
There exist several examples of nascent peptide chains that can regulate ribosome function while
they are still being synthesized. A classical example is TnaC, a leader peptide of the tna operon
in E. coli responsible for tryptophan degradation [23]. Presence of a nascent TnaC peptide inside
the ribosomal exit tunnel creates a Trp binding site in the ribosome [24]. High concentrations of
free tryptophan then lead to inhibition of TnaC translation termination, which eventually lead to
expression of the tna operon through an intricate gene regulatory mechanism [23]. A 5.8-A˚ cryo-
EM reconstruction of the 70S ribosome stalled with TnaC was recently obtained, showing that this
nascent chain has a distinct conformation and engages in several interactions with the exit tunnel [8].
MDFF was employed to obtain an atomic model of the 70S:TnaC complex, shedding light into the
mechanism of TnaC-mediated translational stalling (Fig. 1.3A).
At normal conditions, the ribosome reaches the TnaC stop codon and release factor 2 (RF2)
catalyzes hydrolysis of the ester bond between TnaC and the P-site tRNA at the peptidyl transferase
center. At high concentrations of Trp, the reaction catalyzed by RF2 is inhibited [23]. Analysis of the
70S:TnaC atomic model shows that two 23S rRNA conserved residues within the peptidyl transferase
center (PTC), namely A2602 and U2585, adopt conformations incompatible with binding of RF2,
providing a structural basis for understanding TnaC-mediated PTC silencing [8]. Figure 1.3B shows
the conformations of these two residues in the 70S:TnaC atomic model, together with the cryo-EM
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density map, which nicely supports the interpretation. A control cryo-EM reconstruction shows that
A2602 is disordered in the absence of TnaC. Figure 1.3C presents a superposition of the 70S:TnaC
atomic model and a 70S:RF2 crystal structure, showing that the position of the two aforementioned
PTC residues would clash with the RF2 structure [8]. The free Trp that binds somewhere at the
PTC in the 70S:TnaC complex may provide further steric hindrance to proper RF2 positioning
within the ribosome, but the exact location of the Trp binding site in still unknown.
Even though the register of TnaC could be satisfactorily obtained from the cryo-EM data, the
precise positioning of side chains and their interactions with the exit tunnel could not be directly
determined from MDFF-derived models. To further investigate the recognition of critical TnaC
residues by the ribosome, extensive MD simulations of TnaC inside the exit tunnel were performed
using MDFF-derived models as starting conditions [9]. The simulations, supported by quantum
chemistry calculations, indicate that the critical TnaC residue Trp12 is recognized by the ribosome
via a cation-pi interaction with Arg92 of ribosomal protein L22 (Fig. 1.3D). Furthermore, the critical
TnaC residue Asp16 is seen to form salt bridges with ribosomal proteins, in particular with Lys90
of L22, also an essential residue for TnaC stalling (Fig. 1.3D). This work illustrates that not only
can MDFF-derived models help interpret cryo-EM data, but they can also readily enable further
investigations by means of MD simulations.
1.4 Linking cryo-EM and single-molecule data on ribosome
dynamics
The ribosome is a dynamic machine that undergoes large structural transitions critical for its func-
tion. It was discovered by cryo-EM that the two ribosomal subunits can rotate with respect to
each other during translocation of tRNAs and mRNA through the ribosome, a process that was
termed ratcheting [25]. Another highly mobile element is the L1 stalk, a lateral protuberance of the
the 50S subunit [25]. Furthermore, tRNAs have to travel over 100 A˚ inside the ribosome, moving
through three classical tRNA binding sites (A, P, and E) [26]. It is known that tRNAs move in a
step-wise manner, transitioning to the next site in the 50S before the 30S, giving rise to so-called
tRNA hybrid states [27]. For example, an A/P tRNA is bound simultaneously to the 30S A site
and the 50S P site. After peptide bond formation, the ribosome spontaneously fluctuates between
two metastable states: (1) nonratcheted subunits, open L1 stalk, and classical tRNAs (A/A-P/P);
and (2) ratcheted subunits, closed L1 stalk, and hybrid tRNAs (A/P-P/E) [28–33] (Fig. 1.4A).
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Figure 1.4: Ribosomal L1 stalk structure and dynamics. (A) Atomic models of two metastable states of a pretranslo-
cation ribosome complex obtained by applying MDFF to cryo-EM data from [30]: (i) nonratcheted subunits, open L1
stalk, and classical tRNAs (not shown); (ii) ratcheted subunits, closed L1 stalk, and hybrid tRNAs (not shown). (B)
By comparing an MDFF-derived model of the L1 stalk and the corresponding cryo-EM density (from [34]), it becomes
clear that domain II of ribosomal protein L1 is mobile with respect to the rest of the L1 stalk [10]. (C) Structures of
the L1 stalk interacting with P/E tRNAPhe or tRNAfMet, obtained by applying MDFF to cryo-EM data (from [34],
followed by equilibrium MD simulations [10]. Stacking interactions between the 23S rRNA and the P/E tRNAs are
highlighted.
Single-molecule fluorescence resonance energy transfer (smFRET) has been recently employed to
study several aspects of ribosome dynamics. MDFF-derived models, corresponding to well defined
metastable states imaged by cryo-EM, provide a structural basis for interpreting smFRET data [10].
For instance, it could be seen from the atomic models that three distinct L1 stalk positions should
give rise to two or three FRET states, depending on which labeling strategy is applied, reconciling
available FRET data [32, 33]. Comparison of an MDFF-derived model with a cryo-EM density
map, together with MD simulations, showed that one of the domains of ribosomal protein L1 moves
independently from the rest of the L1 stalk, which has implications on FRET labeling strategies
for studying L1 motion (Fig. 1.4B) [10]. In particular, these findings can be used to design new
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three-color FRET experiments to address the functional importance of L1 interdomain motion.
An interesting finding from recent smFRET experiments is that the initiator tRNAfMet induces
markedly different ribosomal dynamics when compared to elongator tRNAs. For instance, the
rate of L1 stalk opening and disruption of L1 stalk-tRNA interaction is faster for P-site tRNAfMet
compared to tRNAfMet [33]. In order to investigate the sources of the observed differences, models
of P/E tRNAfMet and P/E tRNAPhe bound to a closed L1 stalk were obtained from a cryo-EM
map by employing MDFF followed by MD simulations (Fig. 1.4C) [10]. Structural and dynamical
differences observed in the MD simulations help explain the FRET observations. When compared
to P/E tRNAPhe, P/E tRNAfMet exhibits weaker stacking interactions with the 23S rRNA, less salt
bridges with positive residues of the L1 protein, and smaller correlation with L1 stalk motion [9].
This work illustrates how structural and computational approaches can fruitfully complement single-
molecule experiments.
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Chapter 2
The molecular dynamics flexible
fitting method
Reproduced in part with permission from Leonardo G. Trabuco, Elizabeth Villa, Kakoli Mitra, Joachim Frank,
and Klaus Schulten. Flexible fitting of atomic structures into electron microscopy maps using molecular dynamics.
Structure, 16:673-683. Copyright 2008 Elsevier.
2.1 Introduction
A key to understanding how biological systems work is to look at their structures captured in their
various functional states. Experimental techniques reveal different levels of macromolecular struc-
ture: high-resolution techniques such as X-ray crystallography furnish atomic detail, but structures
obtained are often in functionally undefined states; techniques such as cryo-electron microscopy
(cryo-EM) image systems captured in different functional states, albeit at lower resolution [35].
Computational techniques can help bridge the resolution gap by adapting high-resolution crystallo-
graphic structures to EM maps, thus providing atomic detail of the system in different functional
states. These techniques can also be used to analyze the physical and dynamical properties of the
resulting structures, revealing astonishing views of cellular processes.
Until a few years ago, typical resolutions for EM maps of biomolecules were 15-30 A˚, and high-
resolution crystal structures were often available only for domains of a biomolecular complex [36, 37].
This led to the development of so-called rigid-body docking techniques, that fit atomic structures
into density maps keeping the high-resolution structure rigid, usually by performing an exhaustive
search over all rotational and translational degrees of freedom in real or reciprocal space, guided by
some choice of similarity measure. Rigid-body docking has reached maturity, permitting today the
independent docking of parts of the assembly into a map, thus producing a jigsaw structure of the
macromolecular complex as a whole. The main limitation of this class of methods is that neither the
interaction between the docked subunits nor the difference in conformation between the structures
of the domains in crystal form and in the complex can be determined. A comprehensive review of
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the available rigid-body docking methods can be found in [38].
Recent improvements in the resolution of cryo-EM structures motivated the development of
methods to flexibly fit atomic structures into density maps. In these methods, many degrees of
freedom are considered in the fit, allowing the atomic structures to undergo conformational changes
that improve their correspondence to the EM map. Various approaches to flexible fitting have re-
cently been employed, and have provided insight into the structural mechanisms of a number of
biomolecular processes. One of the first attempts to introduce flexibility in the fitting process, still
in use today, consists in dividing a macromolecule studied into “rigid bodies” and fitting them in-
dependently (see [39], for example). Refinement techniques can then be applied to the resulting
structure, such as the real-space refinement originally developed for X-ray crystallography [40, 41].
Other approaches include the use of so-called vector quantization, where a reduced representation
is derived from both the atomic structure and the EM map and used as constraints in a molecular
mechanics refinement [42, 43]; the use of a linear combination of low-frequency normal modes to de-
form the atomic structure, applying minimization techniques to maximize the correlation coefficient
between atomic structure and EM map [44, 45]; the combination of comparative modeling, based
on alternative alignments and loop conformations, and structure refinement [46]; the generation
of deformed structures based on the variability exhibited by the protein domains of a superfamily
and subsequent selection of the best fit based on the cross-correlation coefficient [47]; the use of a
combination of restraints imposed by the EM map and a deformable elastic network [48]; the use
of Monte Carlo simulations with constraints derived from a rigidity analysis [49]; and a hierarchical
approach consisting of docking the structure as one or more rigid bodies with a Monte Carlo search,
followed by two refinement steps based on minimization of a scoring function and simulated anneal-
ing [50]. Li and Frank recently correlated an ensemble of conformations from equilibrium molecular
dynamics (MD) simulations with cryo-EM data, suggesting that a cryo-EM map can be interpreted
as a conformational average, and that using MD to flexibly fit structures into EM maps should yield
structures representative of the conformational ensemble represented by the EM map, particularly
when combined with an enhanced sampling technique [51].
We suggest here a novel method to perform MD simulations to flexibly fit atomic structures
into EM maps, the MD simulation incorporating EM data through an external potential. Forces
proportional to the density gradient of the EM map are added in the MD simulation of the atomic
structure, effectively biasing the system toward the region of conformational space of interest, i.e.,
one that is consistent with the density distribution of the EM map. Since large forces are applied
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and simulations presently are performed in vacuo, harmonic restraints must be applied to keep
secondary structure elements intact, thus preventing structural distortions and “overfitting.” The
molecular dynamics flexible fitting (MDFF) method presented brings together several of the most
desirable features of existing methods. First, MDFF takes into account all information contained
in the map by avoiding the use of reduced representations or global measures of similarity to drive
the fitting. Since the external potential is applied locally, it is possible to fit some components of
a macromolecular assembly even when the structure of the remaining components is not available.
Moreover, the degree of success of the MDFF method is independent of system size, which is an
advantage over the use of optimization or Monte Carlo-based approaches where an increase in system
size decreases the likelihood of successful transitions.
The two methods that MDFF is based on, namely, conventional MD simulation and 3-D cryo-EM
single particle reconstruction, are introduced in Appendices A and B. In the following, we describe
how the MDFF method incorporates EM data into MD simulations, and how it applies restraints
to preserve the integrity of structural elements. We demonstrate MDFF by fittings into noise-free,
simulated maps created from atomic structures. Finally, as an example application of MDFF, we
fit atomic structures into cryo-EM maps of the E. coli ribosome at different resolutions.
2.2 MD simulation with an EM-derived external potential
In the MDFF method, an external potential derived from the EM map is introduced into an MD
simulation to steer the atoms into high-density regions. The stereochemical quality of the structure
is preserved by the MD force field, and also through harmonic restraints applied to enforce the
integrity of secondary structure. The method, therefore, adds two extra terms to the potential
energy function of an MD simulation
Utotal = UMD + UEM + USS, (2.1)
where UMD is the conventional MD potential energy function (see Appendix A), UEM corresponds
to a potential derived from the EM data, and USS is a potential that aims to preserve the secondary
structure of protein and nucleic acids. We now describe the latter two terms.
The data provided by cryo-EM reconstructions represent the Coulomb potential of the macro-
molecule (see Appendix B); the dependence of this potential on the atomic number of the composing
atoms makes it roughly proportional to the mass density of the macromolecule. It is then sensible
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to define a potential so that when the atomic structure is placed in it, the atoms are driven through
application of forces into high-density areas and away from low-density areas. This potential can
be defined on a grid, thus preserving all the information contained in the EM density map. The
potential energy function corresponding to this map is
UEM(R) =
∑
j
wjVEM(rj), (2.2)
where
VEM(r) =
 ξ
[
1− Φ(r)−ΦthrΦmax−Φthr
]
if Φ(r) ≥ Φthr,
ξ if Φ(r) < Φthr.
(2.3)
Here Φ(r) is the Coulomb potential revealed by cryo-EM , Φmax is the maximum value of all voxels
in the EM map, ξ is an arbitrary scaling factor (ξ > 0) discussed below, Φthr is a threshold value
used to disregard data not corresponding to the biomolecule, i.e., solvent density, wi is a weight
that can be varied according to the type of atom placed in this potential, typically set to the atomic
mass, and rj is the position of atom j. The global minimum of UEM alone corresponds to all atoms
collapsed on the density maximum; however, the other two terms in Eq. (2.1) counterbalance this
effect, preserving physically sound structures.
The threshold value Φthr is selected in accordance with the density histogram of the EM map,
which reveals two peaks of different density [52]; an example is shown in Fig. 2.1A. The first and
higher peak corresponds to solvent density, whereas the second, broader peak corresponds to protein
and nucleic acid density. The density histogram thus suggests a natural threshold value at the
minimum between the two density peaks; clamping all values below this threshold removes the
solvent contribution and yields a flat potential in the solvent regions. For cases where the solvent
and biomolecule peaks are not well resolved, the average, which generally lies at the solvent peak, is
chosen as the threshold, thus removing much of the undesired density while conservatively avoiding
loss of macromolecular density information, as portrayed in Fig. 2.1C.
The force applied to an atom inside the potential defined by Eq. (2.3) is
fEMi = −
∂
∂ri
UEM(R) = −wi ∂
∂ri
VEM(ri) (2.4)
where UEM is the potential energy function introduced in Eqs. (2.2, 2.3). fEMi can thus be tuned
via the scaling factor ξ, which is the same for all atoms, and the weight wi, which can be defined
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Figure 2.1: Reconstruction of the E. coli ribosome from cryo-EM data at ∼12.8 A˚ resolution. (A) A density his-
togram shows two distinct peaks pertaining to the solvent and macromolecule; (B) 2-D slice of the density; (C) 2-D
slice of the density after clamping values below the average, thus homogenizing the density corresponding to the
solvent surrounding the macromolecule and the bulk solvent. Unpublished data from Mitra, Trabuco, Villa, Zavialov,
Ehrenberg, Schulten, and Frank.
on a per-atom basis. The external forces fEMi are applied in MDFF using grid-steered molecular
dynamics, an extension of the SMD method [53, 54] that allows an arbitrary steering potential
to be defined on a grid [55]. The force applied to each atom i depends only on the gradient of
the potential derived from the EM density map at position ri; and thus, the fitting in MDFF is
performed locally.
In order to preserve the stereochemical quality of the structure and prevent overfitting in MDFF,
harmonic restraints are applied to a set of internal coordinates relevant to the secondary structure
of the macromolecule in its initial conformation – in many cases, the crystal structure. For protein
structures, harmonic restraints are applied to φ and ψ dihedral angles of amino-acid residues in
helices and β strands. For nucleic acids, the software package RNAView [56] is used to identify and
classify base pairs. The following base pair types, that were observed to preserve the secondary
structure of RNA in simulation when restrained, are selected: W/W, W/H, W/S, H/H, H/S, and
stacked (W = Watson-Crick edge, H = Hoogsteen edge, S = sugar edge; see Fig. 2.2A). For these
base pairs, harmonic restraints are applied to the seven dihedral angles (α, β, γ, δ, , ζ, and χ) and
two interatomic distances (d1 and d2) depicted in Fig. 2.2B, the latter to preserve the planarity of
the base pair. Thus, an extra term introducing secondary structure harmonic restraints is added to
the potential energy function, namely
USS =
∑
µ
kµ(Xµ −X0µ)2, (2.5)
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Figure 2.2: Harmonic restraints applied to base-paired RNA residues. (A) RNA interaction edges for both purines
(adenine is shown of the left) and pyrimidines (cytosine is shown on the right), according to [57]; (B) dihedral angles,
and the two interatomic distances (dashed lines) to which harmonic restraints are applied.
where the restraints Xµ stand for protein dihedral angles φ and ψ, RNA dihedral angles α, β, γ,
δ, , ζ, and χ, and RNA distances d1 and d2. The equilibrium values X0µ are generally taken from
the initial atomic structure, but can also be set to ideal values. Additional restraints can be added,
such as codon-anticodon interactions in the ribosome, as discussed below.
The MDFF simulations are performed using NAMD [2], with the CHARMM27 force field [58, 59]
in vacuo, using a dielectric constant of 80. A multiple time-stepping integration scheme is used,
calculating bonded interactions every 1 fs and nonbonded interactions every 2 fs; a cutoff distance of
10 A˚ is used for the nonbonded interactions. Temperature is maintained at 300 K using a Langevin
thermostat [60] coupled to all heavy atoms with a damping coefficient of 5 ps−1. Rigid-body docking
performed as the initial step of a fitting protocol in all examples presented was executed using
Situs [61].
2.2.1 Flexible-fitting protocol
Obtaining an optimal fit in MDFF relies on a balance among the three terms in Eq. (2.1). For the
first term, UMD, parameters are given by the choice of standard force field and are here not subject to
alteration; the other two terms, UEM and USS, contain parameters that can be tuned and represent a
trade-off: higher forces derived from the EM map (UEM) and lower restraints to secondary structure
(USS) can yield a better fit, but can also lead to distortions of the macromolecular structure, a natural
concern in flexible fitting methods generally referred to as “overfitting” [44]. For UEM, parameters
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that can be varied are the scaling factor ξ and atomic weights wi (Eqs. 2.2, 2.3). The latter are
typically set to the atomic masses while ξ determines the range in magnitude of forces applied to the
atoms and is usually set to values around 0.3 kcal/mol, resulting in forces typically on the order of 10-
15 pN per atom (for a carbon atom). The gradient of the potential derived from the EM density map
can be calculated before the fitting to pick a value of ξ: high values can result in high accelerations of
atoms rendering the simulation unstable. The term USS requires the selection of spring constants kµ
in Eq. (2.5). Typical values used in MDFF are kµ = 200 kcal mol−1rad−2, or 200 kcal mol−1A˚−2 in
the case of RNA distances; (300 kcal mol−1A˚−2 is a typical spring constant value for a carbon-carbon
bond in the CHARMM27 force field). The choice of these values renders the restrained secondary
structure elements relatively stiff, thus preserving their structure throughout the simulation.
MDFF can also be performed in multiple steps, varying parameters at every step, such that the
atomic structure gradually converges into the EM map. Generally, a step is considered “finished”
when the MD simulation has converged as evaluated by a goodness measure, e.g., by stabilization of
the root mean square deviation (RMSD, given by
〈
(ri − 〈ri〉)2
〉1/2, where ri is the position of each
atom i); one can also track the correlation between the trajectory and the EM map, as described
later. Naturally, in a last step of MDFF one can switch UEM and USS off and equilibrate the system
subject only to the intrinsic potential UMD.
In this multi-step protocol of MDFF, several parameters can be varied besides those mentioned
above: (i) Temperature can be adjusted to allow the system to overcome energy barriers, exploring
a larger portion of the conformational space in less time, often done in simulated annealing simula-
tions [62]; (ii) low-pass filtering the map in a first step can be used to avoid getting trapped in local
minima, followed by use of the original map; this approach first induces overall domain motions
and refines the structure subsequently on the local scale using the high-resolution information in
the original map; (iii) along the same line, one can initially apply strong harmonic restraints to
the secondary structure and in a subsequent step weaken the restraints to refine the structure; (iv)
at any given time, any portion of the structure may be fixed or restrained to its current position
(positional restraints); this is useful, e.g., when factors or low-occupancy ligands are introduced for
fitting, and the rest of the previously fitted structure can be fixed or restrained while the ligands are
fitted; (v) one can also delete the density corresponding to parts of the structure, which is useful,
e.g., for fitting protein-RNA complexes, as discussed below; the deletion is done by assuming the
current fit is perfect, creating a simulated map from the fitted structure as described in the next
section, and using it as a mask to selectively delete a portion of the original EM map. The new map
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Φ′ defining UEM as in Eq. (2.3) is given by
Φ′ =
(
1− Φsim
max(Φsim)
)
Φ (2.6)
where Φ is the original EM map, and Φsim is the simulated map, with a maximum voxel value of
max(Φsim). Equation 2.6 results in potentials with smoother gradients than those obtained from
difference maps.
An important advantage of a multi-step protocol in MDFF is evident when fitting protein-RNA
complexes into EM maps. The atomic number of the atoms composing RNA is on average higher
than those composing protein, which may lead to incorrect fitting of proteins due to lower energy
minima attracting them into RNA density. To avoid this problem, the RNA can be fitted first,
followed by deleting the RNA contribution from the EM map once it is well fitted and proceed with
the fitting of the proteins, or by positionally restraining the RNA structure to prevent the protein
from being drawn into the density the RNA occupies.
2.3 Fitting atomic structures into simulated maps
In the following sections, we demonstrate application of MDFF to noise-free, simulated EM maps
as a means of validation of the method. We briefly describe how simulated maps are generated from
atomic structures and how we calculate correlation coefficients between a fitted structure and the
EM map. Using examples where X-ray crystal structures are available in two different conformations
of the same molecule, we apply the method to fit one conformation into simulated maps generated
from the other.
2.3.1 Simulated EM maps from atomic structures
Noise-free, simulated EM maps can be created from atomic structures using the approach described
in [63], which assumes that the EM map represents the electrostatic potential of the nuclei. The
atomic number of each atom is interpolated onto a grid, and the resulting 3-D density map is
subsequently low-pass filtered to the desired resolution. Simulated maps can be generated from a
single structure or from a set of structures obtained from an MD simulation by averaging maps
created from each frame of the trajectory (see [51]). In the present work, simulated maps are used
for three different purposes: (i) calculate correlation coefficients between EM maps and atomic
structures; (ii) delete selected regions from the experimental EM map based on a fitted atomic
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structure; and (iii) provide noise-free maps for validation purposes.
2.3.2 Cross-correlation coefficients
To quantify the goodness of the fit, a simulated map can be generated from the fitted atomic
structure with the same target resolution as the EM map. The Pearson’s correlation coefficient
(usually referred to in the EM literature as the cross-correlation coefficient) between these two data
sets, i.e., the simulated (S) and the experimental (E) 3-D maps, can be used as a measure of
similarity between them, and is given by
ρSE =
〈(S − 〈S〉)(E − 〈E〉)〉
σSσE
, (2.7)
where 〈S〉 and 〈E〉 correspond to the average voxel values of the simulated and experimental maps,
respectively, and σS and σE correspond to their standard deviation [52]. Note that the cross-
correlation coefficient is normalized, i.e., ρSE ∈ [−1, 1]. All cross-correlation coefficients reported
were computed both considering all voxel values in the density maps (“global correlation”) and
considering only voxels inside the molecular envelope of the simulated map (“local correlation”) [64],
using a threshold that we report as the number of standard deviations (σ) above the mean of the
simulated map. The global correlation, commonly quoted in the literature, depends sensitively on
the box size arbitrarily selected by the electron microscopist. Larger boxes result in artificially
higher correlation values, leading to overestimation of the quality of the fit; thus, local correlations
should be preferred.
2.3.3 Validation using atomic structures in two conformations
In order to validate the method and estimate the accuracy of the fitted structures, we use X-ray
structures of molecules available in two conformations as test cases. One of the structures is fitted
into noise-free simulated maps of the other at 5, 10, and 15-A˚ resolutions, after an initial phase of
rigid-body docking. Here we present two examples, acetyl-coenzyme A synthase/carbon monoxide
dehydrogenase (ACS/CODH) [65] and a 16S rRNA [66]. Several other examples are presented in
the Supplemental Data of [1].
All simulations used ξ = 0.3 kcal/mol and kµ = 200 kcal mol−1 rad−2 (or 200 kcal mol−1 A˚−2)
for the harmonic restraints (see Eq. 2.5 and Fig. 2.2B), except for 16S rRNA dihedral restraints
that were enforced using kµ = 50 kcal mol−1 rad−2. The simulations converged in less than 200 ps
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Table 2.1: Effect of resolution and grid spacing on flexible fitting into noise-free simulated maps using MDFF. For each
system, maps were created computationally from a given crystal structure of conformation I and a crystal structure
available in an alternative conformation, II, was fitted into the computed map. The initial backbone RMSD and
cross-correlation coefficients correspond to rigid-body docked structures into computed maps with grid spacing of
2.0 A˚ using Situs with default options. The final mean backbone RMSD values were calculated from the last 200 ps
of 500-ps trajectories. The final mean cross-correlation coefficients were calculated using computed maps generated
from the average of the trajectories. Corresponding local cross-correlation coefficients that consider only the molecular
envelope are also shown in parenthesis (a threshold of 0.2σ was used in these examples).
System Resolution
Initial Initial (local)
Grid spacing
Final mean Final mean
RMSD correlation RMSD (local) correlation
ACS/
CODH
5.0 A˚ 14.82 A˚ 0.677 (0.282)
1.0 A˚ 0.75 A˚ 0.988 (0.934)
2.0 A˚ 1.04 A˚ 0.986 (0.917)
10.0 A˚ 14.33 A˚ 0.778 (0.478)
1.0 A˚ 1.25 A˚ 0.996 (0.977)
2.0 A˚ 1.25 A˚ 0.996 (0.976)
15.0 A˚ 13.92 A˚ 0.817 (0.582)
1.0 A˚ 2.01 A˚ 0.995 (0.980)
2.0 A˚ 2.07 A˚ 0.995 (0.980)
16S
rRNA
5.0 A˚ 3.60 A˚ 0.873 (0.611)
1.0 A˚ 0.65 A˚ 0.992 (0.961)
2.0 A˚ 0.84 A˚ 0.988 (0.939)
10.0 A˚ 3.57 A˚ 0.947 (0.812)
1.0 A˚ 1.04 A˚ 0.996 (0.984)
2.0 A˚ 1.21 A˚ 0.995 (0.976)
15.0 A˚ 3.56 A˚ 0.973 (0.901)
1.0 A˚ 2.06 A˚ 0.992 (0.972)
2.0 A˚ 2.21 A˚ 0.991 (0.965)
of simulation, but they were run for 500 ps to improve statistics. Table 2.1 lists the correlation
coefficients and mean backbone RMSD between the fitted and target structures, calculated from
the last 200 ps of trajectories (a plot of the RMSD through the entire trajectories for ACS/CODH
can be found in the Supplemental Data of [1]. One can see that the RMSD decreases with higher
resolution. It is important to note that the simulations result in a representative set of structures that
fit the map. Since fitting atomic structures into low-resolution data is an indeterminate problem, a
representative set of conformers should be considered when interpreting the data. The structures
presented in this paper serve as an illustration of one such representative structure for each of the
problems considered. Figure 2.3 shows the initial and target conformation for each of the systems,
as well as representative structures from MDFF into 10-A˚ resolution simulated maps.
The final structures closely match the target structures used to generate the simulated maps; as
expected, the match is less precise for lower resolutions or larger grid spacings. As an example, at
10-A˚ resolution, which represents a typical resolution for EM maps today, the final mean backbone
RMSD is 1.25 A˚ for ACS/CODH and 1.04 A˚ for the 16S rRNA. The additional test cases presented in
the Supplemental Data of [1] also show that the accuracy obtained by applying MDFF is comparable
to other methods [49, 50] and that MDFF can describe a large range of conformational changes,
such as movements around a hinge and domain shearing. The fact that smaller grid spacings yield
better results suggests that higher-order interpolation schemes in the grid-based force calculation
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Figure 2.3: Validation of the MDFF method using X-ray structures in two conformations. (A) Acethyl-CoA synthase;
(B) 16S rRNA (only the head is shown for clarity, since it is the only region where the two conformations differ
significantly). The target structures and simulated maps are shown in gray, whereas the initial and final fitted
structures are shown in green (top) and colored by backbone RMSD per residue with respect to the target structures
(bottom; color scales in A˚). The final structures correspond to fittings into 10-A˚ simulated maps generated from the
target structures.
can improve the fitting; indeed, the use of cubic interpolation in the current implementation of grid-
steered molecular dynamics in NAMD (used in the calculations presented) yielded slightly better
results when compared to linear interpolation (data not shown). The simulated maps presented in
this section differ significantly from EM maps in that they do not contain noise emerging from the
imaging process and numerical errors due to image processing and reconstruction, and in that they
represent a single structure instead of an ensemble average as captured by cryo-EM. An attempt to
address the latter is presented in the Supplemental Data of [1], where a protein structure is fitted
into maps created from an ensemble of structures obtained from equilibrium MD simulations. For
these tests, the fluctuation of atomic positions observed in MDFF reproduce reasonably well the
fluctuations on the target map, especially for resolutions in the range of 10-15 A˚.
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2.4 Example application: The E. coli ribosome
The ribosome, a complex macromolecular machine responsible for protein synthesis in all cells,
is one of the biological systems for which cryo-EM has provided much insight to date [67]. The
ribosome undergoes several conformational changes and binds a number of co-factors throughout
the process of protein synthesis. Different functional states have been extensively imaged by cryo-
EM at ever-increasing resolution [68]. The ribosome has driven the development of methods to
obtain quasi-atomic structures by combining X-ray crystallographic structures with cryo-EM maps
(e.g., [42, 44, 69–71]; for a review, see [72]).
We present the ribosome as an application of MDFF, using EM maps corresponding to two func-
tional states, namely, the E. coli ribosome in complex with the ternary complex EF-Tu·aminoacyl-
tRNA·GDP stalled by the antibiotic kirromycin (70S-fMet-tRNAfMet-Phe-tRNAPhe·EF-Tu·GDP·kir)
at resolutions of 9 A˚ [73] and 6.7 A˚ [5], and a ribosome with an accommodated A-site tRNA at 9-A˚
resolution [73]. The first functional state corresponds to the initial selection of the ternary complex
(TC) in the elongation cycle, after which EF-Tu leaves the ribosome and, subsequently, the peptide
bond is transferred, resulting in the second functional state, with a deacylated tRNA occupying the
P site, and an accommodated fMet-Phe-tRNAPhe in the A site (70S-tRNAPhe-MF-tRNAPhe). The
atomic model of the ribosome used in this section is described in in the Methods section below.
The flexible fitting was performed following a multi-step protocol: (i) After rigid-body docking,
the 30S and 50S subunits were flexibly fitted, using ξ = 0.3 kcal/mol, kµ,RNA = 200 kcal mol−1 rad−2
or 200 kcal mol−1A˚−2 for angles and distances, respectively, and kµ,protein = 400 kcal mol−1 rad−2.
In addition to the secondary structure restraints, the φ and ψ angles of the rest of the amino acid
residues were restrained with kµ,protein = 200 kcal mol−1 rad−2. (ii) The potential corresponding to
the 5S, 16S, and 23S rRNAs was deleted, and the atoms in these chains were restrained to their
current positions (positional restraints) with a relatively stiff force constant of 10 kcal mol−1 A˚−2,
effectively fixing them. This allowed the fitting of ribosomal proteins to improve, since the poten-
tial energy minima corresponding to the ribosomal RNA were removed from the simulation. (iii)
The harmonic restraints applied to the ribosomal proteins were relaxed to 200 kcal mol−1 rad−2, re-
straining only residues in helices and β sheets. (iv) The remaining ligands, namely EF-Tu, tRNAs,
and mRNA were introduced using rigid-body docking. For this step, the original EM potential
(before RNA deletion) was used, all ribosomal proteins were positionally restrained, and the posi-
tional restraints on the rRNAs were lifted. The same secondary structure restraints to proteins and
RNAs used in the previous step were preserved, and also applied to the recently introduced ligands.
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In addition, equivalent RNA restraints were imposed to enforce codon-anticodon interactions be-
tween the A-site mRNA codon and the tRNA. During this last step, force scaling was increased to
ξ = 1.0 kcal/mol. Convergence times and cross-correlation coefficients for each step are presented
for all maps in Table 2.2.
Table 2.2: Convergence time for each step in the multi-step protocol applied to three ribosome cryo-EM maps (TC-
bound at 6.7 A˚ and 9.0 A˚ resolution; and with an accommodated A-site tRNA at 9.0 A˚ resolution). The protocol is
described in the text. For most steps convergence times are close in value; step (iii), at which the fit of ribosomal
proteins is improved, exhibits the largest variability, with significantly longer convergence times for lower resolutions.
The cross-correlation coefficients are given in parenthesis, with the global correlation given first, followed by the local
correlation calculated with a threshold of 0.2σ; EF-Tu and tRNAs were only included in the correlations in step (iv).
The RB step corresponds to the initial rigid-body docking. Average fitted structures were obtained from the last
100 ps of the MDFF trajectories for the the 6.7 and 9.0-A˚ resolution TC-bound ribosome maps. The Cα/P RMSDs
between the ribosome structure after rigid-body docking into the 6.7-A˚ TC-bound ribosome map and the average
fitted structures are 7.41 A˚ and 7.56 A˚, for the 6.7 and 9.0-A˚ resolution maps, respectively, whereas the RMSD between
the two average fitted structures is 3.10 A˚.
Step
6.7-A˚ TC-bound 9.0-A˚ TC-bound 9.0-A˚ Accommodated
ribosome ribosome ribosome
RB – (0.841, 0.640) – (0.819, 0.476) – (0.756, 0.511)
(i) 250 ps (0.881, 0.738) 250 ps (0.885, 0.697) 250 ps (0.843, 0.688)
(ii) 900 ps (0.883, 0.738) 800 ps (0.888, 0.703) 1600 ps (0.849, 0.702)
(iii) 500 ps (0.884, 0.735) 3000 ps (0.890, 0.702) 10000 ps (0.854, 0.700)
(iv) 100 ps (0.913, 0.764) 325 ps (0.919, 0.739) 100 ps (0.878, 0.735)
Total 1750 ps 4375 ps 11950 ps
The MDFF method applied to different ribosome cryo-EM maps yielded quasi-atomic models
that closely fit the EM densities; indeed, the cross-correlation coefficients between the maps and
the fitted structures are significantly higher than those obtained from rigid-body docking (local
correlations with a threshold of 0.2σ are given in parenthesis): 0.913 (0.764) versus 0.858 (0.632)
(TC-bound ribosome at 6.7 A˚); 0.919 (0.739) versus 0.835 (0.503) (TC-bound ribosome at 9.0 A˚);
and 0.878 (0.735) versus 0.756 (0.513) (ribosome with accommodated A-site tRNA at 9.0 A˚). Se-
lected regions for which conformational changes have been previously characterized are presented in
Fig. 2.5. It can be seen that distinct structural elements such as RNA and protein helices fit well
into their corresponding densities, despite internal restraints imposed to avoid structural distortions.
Local cross-correlation coefficients of different elements are presented in Figure 2.4.
An overview of the fitting into the 6.7-A˚ map of the TC-bound ribosome is depicted in Fig. 2.5A,
along with a detailed view of the decoding center. Figure 2.5B shows the X-ray structure of tRNA
(crystallized in complex with EF-Tu), a fitted structure, and the same crystal structure fitted manu-
ally in a previous study [73]. It can be seen that the conformation of the anticodon loop (ACL) of the
A/T-site tRNA is significantly different from the one adopted in the free TC. Interestingly, our fitted
structure is very similar to the previously proposed one; however, the previous work assumed that
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Figure 2.4: MDFF using a TC-bound ribosome cryo-EM map at 6.7-A˚ resolution. The structures are colored according
to the local cross-correlation coefficient. The rigid-body docked structure is shown on the left, whereas the final
structure obtained by the MDFF method is shown on the right. (A) View of the entire ribosome; (B) GTPase-
associated center, in the same view as depicted in Fig. 2.5D. Correlation maps used to color the structures were
calculated in the following way: for each grid point, the cross-correlation coefficient between the structure and the
EM map was calculated considering only atoms in a sphere with radius of 5 A˚ centered on the grid point.
the ACL of the A/T-site tRNA adopts the same conformation as that of the free ternary complex,
and thus a model of the structure was built by interpolating coordinates between two manual fittings
of the same crystal structure [73]. With the MDFF method we obtained the conformational change
that the ACL undergoes when the TC binds to the ribosome without any assumptions, the fitting
being driven only by the EM data. The structure of the ACL of the A/T-site tRNA obtained from
our fitting has the same conformation as the ACL of the A-site tRNA observed by [74], as shown
in Fig. 2.5C. A comparison between the fittings into cryo-EM maps of the TC-bound ribosome at
different resolutions (6.7 A˚ and 9.0 A˚) is presented in Table 2.2.
Binding of the TC to the ribosome induces a conformational change in the GTPase-associated
center (GAC) [73]. Figure 2.5D presents a comparison of the GAC conformation in the TC-bound
ribosome and the ribosome in complex with an accommodated A-site tRNA. In the first conformation
(closed), the GAC approaches the 50S to interact with the TC; when EF-Tu leaves the ribosome,
the second conformation (open) arises in which the GAC lobe moves back to its original position.
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Figure 2.5: Fitting into the TC-bound ribosome cryo-EM map at 6.7-A˚ resolution by means of MDFF. (A) Overview
of the all-atom ribosome structure fitted into the 6.7-A˚ map, with a close view into the decoding center (inset). (B)
Conformation of tRNA in the A/T site. The crystal structure from the free TC used as a starting point for the fitting
(PDB 1OB2, unpublished data) is shown in red; the A/T tRNA model obtained by applying the MDFF method
to the 6.7-A˚ map is shown in blue; the A/T tRNA model previously obtained using a 9.0-A˚ map constructed by
interpolating two manual fittings of tRNA (PDB 1OB2) is shown in green [73]. (C) Conformation of tRNA in the
A/T site (blue) compared to a partial crystal structure of the A-site tRNA [74] (red). The crystal structure from
the free TC used as a starting point for the fitting (PDB 1OB2, unpublished data) is shown on the left; the A/T
tRNA model obtained by applying the MDFF method to the 6.7-A˚ map is shown on the right. (D) Conformational
dynamics of the GTPase-associated center. Shown are differences in the conformation of the GTPase-associated center
between the TC-bound ribosome (EM map at 6.7-A˚ resolution, top), and the accommodated ribosome (EM map at
9-A˚ resolution, bottom). Rigid-body docked structures into the corresponding maps, used as initial coordinates for
flexible fitting, are shown on the left; flexibly fitted structures are shown on the right.
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One can see that rigid-body docking of the crystal structure to the ribosomal cryo-EM map with
an accommodated A-site tRNA shows a good fit for the GAC, revealing that the crystal structure
captures this conformation. Flexible fitting obtains a closer match to the EM map for this state,
and reveals the closed conformation of the GAC and TC in the TC-bound ribosome. The details of
the atomic structures obtained from the 6.7-A˚ map are presented elsewhere [5] (see Chapter 3).
Even at subnanometer resolution that permits the identification of secondary structure elements,
some regions are not well defined in an EM map. For example, the switch regions of EF-Tu in the 6.7-
A˚ TC-bound ribosomal EM map are not resolved, presumably due to their high flexibility. Though
information about their structure is not directly available in the EM map, MD simulations can be
performed in the presence of the EM potential to assess the feasibility of different conformations of
the switches: an unfeasible conformation will either change during simulation, or alter the quality
of the fit of neighboring domains. The conformational dynamics of the interaction of EF-Tu with
the ribosome can be deduced from the computational studies, even though a crystal structure of
a ribosome-bound EF-Tu is not yet available, and density for some key elements governing the
interaction is missing in the EM map [5].
2.5 Discussion
We have developed a novel method, MDFF, for combining atomic structures and EM maps to
reveal atomic details of macromolecular complexes in functional states. High-resolution structures of
complexes imaged by cryo-EM permit a better interpretation of the data, e.g., by characterizing the
flexibility of the complex, identifying key interactions between its composing elements, or locating
bound co-factors. The MDFF method takes advantage of the impressive advances both in X-
ray crystallography and cryo-EM, by using MD simulations that incorporate EM data through a
potential driving an atomic structure into a conformation corresponding to an EM map. The method
has several characteristics that bring together the best features of previously developed methods: (i)
MDFF avoids the use of reduced representations which necessarily discard some of the information
contained in the crystal structure or the EM map. (ii) MDFF considers information contained in
the map through a potential, such that the fitting is performed locally, i.e., independently of other
regions of a molecule. (iii) MDFF uses global measures of the fit only to assess convergence, and
not to drive the fit. Methods that rely on global measures to obtain a good fit become less efficient
as the size of the system increases. (iv) MDFF can be used to fit both protein and nucleic acids,
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as well as systems composed of both. (v) MDFF can fit parts of the complex independently when
complete atomic structures are not available. (vi) MDFF does not require user input to divide a
molecule into pieces to flexibly fit them into the map; rather, the flexibility is indigenous to the
molecular structure, with additional restraints dictated by the secondary structure. (vii) MDFF
follows multi-step protocols that permit adjusting the method to face various challenges, e.g., in case
of systems composed of protein and nucleic acids, fitting can be performed on nucleic acids first and
the protein component second. (viii) MDFF ensures stereochemical correctness during the fitting
process, obviating the need for post-fitting refinement, which often results in deviations from the
EM map. In fact, the structures obtained by MDFF can be used as initial coordinates for further
simulation studies; in particular, for an equilibration testing the stability of the model arrived at.
(ix) MDFF uses restraints to preserve secondary structure elements and other structural features in
order to prevent overfitting; in this respect it bears some similarity to real-space refinement [40], but
MDFF is more automated and more adaptive; (x) MDFF can represent the structural variability
present in the experimental map by providing a representative set of fitted structures instead of a
single one; (xi) MDFF can be extended to take advantage of other enhanced-sampling techniques
such as the use of elastic network models [44, 48].
A natural concern about flexible fitting methods is overfitting. We have shown that the harmonic
restraints proposed are enough to prevent overfitting into noise-free maps. However, the degree of
overfitting into experimental EM maps prevented by applying the restraints presented here cannot be
evaluated at this time, and thus users are discouraged from softening the tight restraints suggested in
this paper. The choice of restraints in MDFF might be improved further, e.g., through incorporation
of restraints based on rigidity analysis [49, 75]. A limitation intrinsic to our method is that rotation
of structural elements are difficult to capture; this may be addressed, e.g., by enhancing the lowest-
frequency normal modes in the simulation [76], or by refining with MDFF models generated with a
flexible fitting method based on normal modes [44, 45]. Naturally, with the current restraints it is not
possible to capture conformational changes that involve unfolding of secondary structure elements.
Even though the fitting in MDFF is performed locally, proteins that interact with nucleic acids
should not be fitted in the absence of the latter, since they might be attracted to the higher nucleic
acid density. An interesting alternative involves the use of local, but not global, cross-correlation
maps to define UEM.
Naturally, MDFF results cannot be better than the EM data used permit. Any artifact in the
molecular density reported in the EM map can be propagated to the fitted structure. The quanti-
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tative use of the density map requires high-quality data collection and efficient 3-D reconstruction
algorithms, as extensively discussed in [52]. The fitting and the interpretation of the resulting struc-
tures must be done taking into account factors that prevent the 3-D reconstruction from accurately
representing the molecular density.
An additional concern that the MDFF technique might raise is computational cost. Indeed,
the necessary calculations are extensive, akin to other available flexible-fitting methods [43, 48].
However, with the prospect of automated cryo-EM data eventually being able to match the speed of
throughput achieved by other structural methods [77], the advantages of not requiring ad hoc user
input and of incorporating as much of information from the original data as possible, together with
expected increases in computer power, will make MDFF a feasible and attractive tool for obtaining
atomic structures from the wealth of EM data. Moreover, by using NAMD, the computational cost
of the MDFF method scales linearly with system size, permitting the application of MDFF to large
macromolecular complexes.
The success of the MDFF method is evident from the quality of the high-resolution structures
obtained for cryo-EM maps of ribosomal complexes. The ribosome represents one of the greatest
challenges to fitting methods due to its sheer size, its lack of symmetry, and its mixed composition
of protein and RNA. We have recently fitted atomic structures to several ribosomal cryo-EM maps
to study the conformational changes that take place during the decoding process (Mitra, Trabuco,
Villa, Zavialov, Ehrenberg, Schulten, and Frank, unpublished data; [5]). Typical cross-correlation
coefficients obtained improve from ∼ 0.8 after rigid-body docking, to ∼ 0.9 after completion of the
flexible fitting.
In recent years, it has become evident that cellular functions are carried out by assemblies of
interacting macromolecules [78], many of them existing only transiently in the cell. In order to
provide a comprehensive description of such complexes, spanning the atomic and the system-level,
data obtained from various structural techniques must be combined into high-resolution structures
with the aid of theoretical approaches [79, 80]. MD is a method of choice, being increasingly used to
refine macromolecular structures, and an established tool for studying structural dynamics of large
biomolecules. The conceptual grounds of the methodology presented here can easily be extended to
other sources of structural data by including them in MD simulations of atomic or coarse-grained
structures [81, 82] as external potentials that merge several levels of description into high-resolution
structures.
As structural methods become more prolific, automated software capable of interpreting intermediate-
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resolution structures at the atomic level is becoming crucial; indeed, it seems likely that in years
to come this type of approach will yield the main, and perhaps only, source of atomic structures
for large macromolecular complexes in functional conformations. The software should be widely
available and should not require very detailed technical expertise or ad hoc input, but rather should
be easy to use and general. These requirements are met by the MDFF method. The method is
currently implemented in the molecular dynamics software package NAMD [2], and the automated
setup and analysis of the simulations is done through the molecular visualization software package
VMD [3].
2.6 Methods
2.6.1 Atomic model of the E. coli ribosome
An X-ray structure of the E. coli ribosome at 3.22 A˚ resolution (PDB 2I2U/2I2V) [83] furnished the
initial coordinates for applying MDFF to cryo-EM maps. Two missing regions in the 23S rRNA, the
L1 protuberance and the A-site finger, were modeled. The model of the L1 protuberance was based
on an X-ray structure of a T. thermophilus 23S rRNA fragment in complex with S. acidocaldarius
L1 protein (PDB 1MZP) [84]. A homology model of the ribosomal protein L1 was built using
MODELLER [85] with the structure of the T. thermophilus L1 in complex with mRNA (PDB
1ZHO) [86] as a template. The A-site finger of the T. thermophilus 23S rRNA was resolved at the
level of phosphorous atoms [87]; Tung and Sanbonmatsu built an atomic homology model of this
structure (PDB 1TWB) [88], which was used as a template. Models for P- and E-site tRNAs and
mRNA were obtained from a 2.8 A˚ crystal structure of the T. Thermophilus ribosome [74]. For
the TC, an E. coli EF-Tu structure complexed with kirromycin, a GTP analog, and Phe-tRNAPhe
obtained by P. Nissen and co-workers was used (PDB 1OB2; unpublished data).
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Chapter 3
Ribosome-induced changes in
elongation factor Tu
Reproduced in part with permission from Elizabeth Villa, Jayati Sengupta, Leonardo G. Trabuco, Jamie LeBarron,
Willian T. Baxter, Tanvir R. Shaikh, Robert A. Grassuci, Poul Nissen, Ma˚ns Ehrenberg, Klaus Schulten, and Joachim
Frank. Ribosome-induced changes in elongation factor Tu conformation control GTP hydrolysis. Proc. Natl. Acad.
Sci. USA, 106:1063-1068. Copyright 2009 The National Academy of Sciences of the USA.
3.1 Introduction
In the elongation cycle of protein synthesis, each aminoacyl-tRNA (aa-tRNA) is delivered to the
mRNA-programmed ribosome as a ternary complex with elongation factor Tu (EF-Tu) and GTP.
Upon binding to the ribosome, aa-tRNA enters the A/T hybrid state, where it occupies the A site on
the 30S ribosomal subunit while still interacting with EF-Tu. When the codon-anticodon interaction
is cognate, GTPase activity of EF-Tu is greatly stimulated and GTP hydrolysis occurs rapidly,
inducing a large conformational change of EF-Tu followed by its dissociation from the ribosome and
subsequent accommodation of aa-tRNA into the ribosomal A site. The irreversible GTP hydrolysis
separates two kinetic steps of aa-tRNA incorporation, namely initial selection and proofreading, that
jointly establish the overall accuracy of tRNA selection by the codon-programmed ribosome [89].
Much effort has been devoted to elucidate the mechanism by which codon recognition in the 30S
subunit leads to GTP hydrolysis by EF-Tu over 75 A˚ away. Biochemical and structural studies
identified some key interactions, but the atomic details of the mechanism have remained elusive.
In particular, the transduction of the codon recognition signal and subsequent ribosome-induced
EF-Tu conformational changes leading to GTPase activation are not well understood.
GTP hydrolysis in EF-Tu takes place through an in-line, direct attack on the γ-phosphate by a
water molecule [90]. His84 of EF-Tu has been proposed to activate a water molecule for nucleophilic
attack on the γ phosphate by extracting one of its protons [11, 91]. This proposal agrees with studies
identifying His84 as the catalytic residue that stabilizes the transition state of GTP hydrolysis by
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hydrogen bonding to the attacking water molecule or the γ-phosphate group of GTP [13]. Crystal
structures of EF-Tu in the GTP form revealed a “hydrophobic gate” that appears to control access
of His84 to the GTP binding pocket [11, 12]. For His84 to carry out its catalytic role and activate
the water molecule, the gate would have to open upon interaction with the ribosome [11, 12]. So
far, gate opening has only been observed in the crystallographic structure of T. thermophilus EF-Tu
in complex with GDP and the GTPase-stimulating antibiotic methyl-kirromycin (aurodox), outside
the ribosome.
In the present work, we focus on the ribosome-induced EF-Tu conformational changes that trigger
GTP hydrolysis on the factor as revealed by cryo-electron microscopy (cryo-EM) studies. We provide
structural evidence suggesting that the ribosome induces the opening of the hydrophobic gate and
repositioning of His84 of EF-Tu. Our results reconcile a large body of experimental data and explain
how the ribosome controls the GTPase activity of EF-Tu in the ternary complex.
3.2 Results
We obtained a 6.7-A˚ cryo-EM map of the pre-accommodated E. coli 70S ribosome bound to the Phe-
tRNAPhe·EF-Tu·GDP ternary complex stalled by the antibiotic kirromycin (kir) [92]. We applied
the recently developed molecular dynamics flexible fitting (MDFF) method [1] to obtain an atomic
model of the complex that enables the interpretation of the cryo-EM data in unprecedented detail.
The map, along with the fitted atomic model of the 70S ribosome, the ternary complex, P- and
E-site tRNAs, and mRNA are shown in Fig. 3.1A. This map presents a substantial advancement in
resolution over previously reported cryo-EM data [73, 93, 94], allowing us to corroborate previous
observations in greater detail, and to observe new contacts and changes in conformation of the
complex. In particular, with the improvement in resolution, the structural features of EF-Tu and
its interactions with the ribosome are clearly discernible in the density map for the first time.
The relative orientation between the domains of the ribosome-bound EF-Tu with kirromycin
(Fig. 3.1B) is most similar to the “closed,” GTP-bound form of EF-Tu [11, 12], as previously
observed outside of the ribosome. The structure of EF-Tu·GDP·kir bound to the ribosome has
been proposed to correspond to a state immediately following GTP hydrolysis, yet preceding the
conformational change into the free, GDP-bound structure and, hence, preceding EF-Tu release [73].
Our data show that this EF-Tu structure indeed corresponds to an activated state for the hydrolysis
of the nucleotide, as detailed below. Several conserved regions playing prominent roles in the working
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Figure 3.1: Overview of EF-Tu structure bound to the ribosome. (A) Cryo-EM map of the 70S·fMet-tRNAfMet·Phe-
tRNAPhe·EF-Tu·GDP·kir complex at a resolution of 6.7 A˚ shown in transparent surface. The atomic model obtained
by molecular dynamics flexible fitting (MDFF) is shown in cartoon representation. (B) Atomic model of the ribosome-
bound EF-Tu showing a domain orientation most similar to the closed, GTP-bound form. The switch regions are
highlighted, Switch I (Sw1) in blue, Switch II (Sw2) in orange, and P-loop in green. The same coloring scheme is
used in all figures. (C) Close-up of the GTPase domain of EF-Tu. The cryo-EM density map is displayed at a lower
threshold to make the Switch I density visible. Density thresholds are 2.6σ (A), 2.2σ (B), and 1.4σ (C).
cycle of GTPases, namely Switch I (EF-Tu residues 40–62; E. coli numbering is used throughout),
Switch II (80–100) and P-loop (18–23), are found to undergo characteristic conformational changes
in EF-Tu. We describe these changes in the context of the ribosome-bound state of EF-Tu captured
by the map.
3.2.1 GTPase activation is controlled by a hydrophobic gate
The hydrophobic gate of EF-Tu, represented schematically in Fig. 3.2A, is formed by residues Val20
(P-loop) and Ile60 (Switch I). The gate in its closed form is present in many crystal structures of
GDP- and GTP-bound EF-Tu both bound and unbound to tRNA, indicating that gate opening
occurs only in the presence of the ribosome. Figure 3.2B shows the hydrophobic gate present in
the crystal structure of the free E. coli ternary complex (PDB 1OB2, unpublished data). The
aurodox-bound structure, shown in Fig. 3.2D, displays an open gate, where Ile60 and the remainder
of Switch I are disordered and His84 is repositioned toward the nucleotide [95], hinting that the
increased GTPase activity induced by aurodox is achieved by gate opening.
One wing of the hydrophobic gate is formed by residue Val20, which forms part of the P-loop,
a conserved element in GTPases important in guanine nucleotide release [96, 97]. Our structure
shows that the P-loop interacts with the sarcin-ricin loop (SRL; nucleotides 2646–2674 of the 23S
rRNA). It was established that SRL interacts with EF-Tu (see [73] and references therein), but
available cryo-EM data until now lacked the resolution needed to identify the residues of EF-Tu
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Figure 3.2: Hydrophobic gate. (A) Schematic representation of the hydrophobic gate formed by EF-Tu residues Ile60
and Val20, which prevents His84 from activating the water molecule and thus catalyzing GTP hydrolysis. (B) The
gate shown in the crystal structure of the ternary complex bound to kirromycin (PDB 1OB2, unpublished data).
(C) The ribosome-bound ternary complex model obtained through MDFF displaying conformational changes in the
nucleotide binding area. Switch I has moved away, opening the gate on the Ile60 side, the acceptor stem of the
tRNA has moved significantly closer to Switch II, and the side chain of His84 has been repositioned towards the
nucleotide, resulting in catalysis of GTP hydrolysis. (D) Open hydrophobic gate seen in the crystal structure of the
aurodox-bound ternary complex (PDB 1HA3 [95]). The structure suggests that an opening of the hydrophobic gate
is necessary for hydrolysis, and exhibits a conformation of the gate very similar to that obtained by cryo-EM and
MDFF. A GTP molecule is shown in all panels for comparison purposes, to illustrate the spacial rearrangements in
the hydrophobic gating, although the structures depicted were obtained in presence of GDPNP (B) and GDP (C and
D). The coordinates of the GTP molecule correspond to those of GDPNP in the crystal structure depicted in (B);
the coordinates of the nucleotides present in the structures depicted in (C) and (D) are very similar.
involved in this interaction. Fig. 3.3 shows the residues as resolved in our MDFF analysis, namely
His19 of EF-Tu and A2660 in the tetraloop of SRL. Because of the importance of the P-loop for
nucleotide exchange in EF-Tu [97], one may expect that interaction with SRL pulls the P-loop
away from the nucleotide binding pocket, thereby opening the gate through a mechanism similar to
nucleotide exchange. However, our analysis shows that the contact with SRL stabilizes the P-loop
in its position, acting as an anchor point for this wing of the gate, while the other wing opens as
described below. The P-loop·SRL interaction might also be involved in signal transduction after
GTP hydrolysis from the G domain of EF-Tu to the peptidyl-transferase center (PTC), inducing
conformational changes in the PTC required for complete accommodation and efficient peptide bond
formation (see [98, 99] and references therein).
The other wing of the hydrophobic gate (Ile60) is part of Switch I (also known as effector loop),
which assumes an α-helix conformation in the closed form of EF-Tu and changes to a β hairpin
conformation in the open form [100, 101]. The large flexibility of this region has prevented Switch
I from being resolved in EM density maps and some crystallographic structures. At low density
threshold, the present map displays clear density corresponding to Switch I; i.e., all molecular
surfaces are solid, without disruption by spikes or other noisy features. The map allowed us to
build an atomic model of Switch I interacting with the ribosome (Fig. 3.4A; see Methods). In the
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Figure 3.3: Interaction (marked with an asterisk) between His19 in the P-loop of EF-Tu (green) and the tetraloop of
the SRL (cyan; tetraloop shown in blue). This interaction presumably establishes an anchor point holding one of the
wings of the hydrophobic gate (cf. Fig 3.2) in place. The inset shows the ribosome in the same orientation. The map
is contoured at 2.5σ. This figure is rotated 90◦ with respect to the view in Fig. 3.2.
state captured by the map, Switch I interacts with the junction formed by helices h8 and h14 of the
16S rRNA (Fig. 3.4A,B). It is interesting to note that a similar interaction was recently observed
between the eukaryotic 40S subunit and the elongation factor eEF2 in a cryo-EM map of a transition-
state complex [102], suggesting that this interaction is already present before GTP hydrolysis. The
conformation of Switch I in the ribosome-bound EF-Tu is different from that in the closed (GTP) as
well as open (GDP) forms of free EF-Tu. The conformational change from the closed form involves
repositioning of the wing containing Ile60 leading to the opening of the hydrophobic gate, as depicted
in Figure 3.2C. This scenario receives support from the previous observation that cleavage of the
peptide bond between Arg58 and Gly59 in Switch I of EF-Tu abolishes ribosome-induced GTPase
activation [103], since interruption of this peptide bond should prevent the movement of Switch I
from opening the hydrophobic gate. The effect of the interaction between Switch I and the 16S
rRNA h8/h14 junction remains to be determined, but this contact could serve as a pathway for
signal transduction to/from the decoding center through helix h44 of the 16S rRNA; this helix
interacts with the decoding center at one end and with the h8/h14 junction at the other (Fig. 3.4C).
At low threshold, we also observe a bulged density in the S-turn motif of SRL (nucleotides 2653–
2656 of the 23S rRNA). The S-turn motif has been shown to be critical for EF-G binding [104],
and thus it is likely that this density represents an interaction between this motif and Switch I that
occurs prior to the movement of the latter toward the h8/h14 junction; the density of the bulged
region indicates that only a fraction of the particles in the sample are found in this conformation.
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Figure 3.4: Structure of Switch I in the ribosome-bound EF-Tu. (A) Stereo view illustrating the movement of Switch
I (blue) towards the junction of helices h8 and h14 of 16S rRNA (yellow). Rigid-body fitting of the crystal structure
(green; PDB 1OB2) places Switch I close to the SRL (cyan). At low density threshold, shown as gray mesh, the
density corresponding to SRL exhibits a protuberance (marked with an asterisk) around the S-turn motif, possibly
corresponding to an interaction with Switch I (blue) during its movement towards the h8/h14 junction (yellow). The
map is contoured at 1.25σ. (B) Detail of the interaction between Switch I and the 16S rRNA. Elements of EF-Tu
(red and blue) and the 30S (yellow) and 50S (cyan) subunits are shown along with the crystal structure of Switch
I (green; PDB 1OB2). (C) Overview of the ternary complex bound to the 30S subunit (yellow). Switch I (blue)
interacts with the h8/h14 junction; h44 interacts with the latter on one side, and with the decoding center on the
other, possibly serving as part of a signal transduction pathway.
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As depicted in Fig. 3.2, the third effector region of EF-Tu is Switch II, which contains the
catalytic residue His84 [13]. Upon gate opening, the side chain of His84 is free to reach the GTP
binding pocket and to activate hydrolysis. Our atomic model resolves the activating conformation of
His84 (Fig. 3.2C), which is indeed similar to the one seen in the aurodox-bound structure of EF-Tu
outside of the ribosome [95], shown in Fig. 3.2D. In our model, the His84 side chain is positioned ∼4A˚
from the nucleotide, i.e., much closer than the ∼8A˚ seen in the crystal structure of the free ternary
complex that exhibits the closed hydrophobic gate (PDB 1OB2, unpublished data; see also [105]).
A comparison of all the above structures is presented in Fig. 3.5. Reorientation of His84 to form the
activated state is supported by mutational data showing that replacement of Gly83 by Ala abolishes
ribosome-induced GTPase activation [106], likely because any side chain bulkier than a hydrogen in
position 83 prevents the reorientation of His84 toward the GTP binding pocket [11, 12]. A similar
mechanism is observed in the G protein Gαi1, where rotation of the catalytic residue Gln204 to
stabilize the transition state for GTP hydrolysis requires the presence of Gly at position 203 [107].
Figure 3.5: Comparison of the ribosome-bound EF-Tu with crystal structures. The bottom panels are close-ups of
the top panels. (A) Model of the ribosome-bound EF-Tu GTPase domain fitted into the EM map. (B) Comparison
of the conformation of the switch regions in the model derived from our data (EF-Tu shown in red; tRNA shown
in purple) with the conformation present in the crystallographic structure of the free ternary complex bound to
kirromycin (white; PDB 1OB2, unpublished data). (C) Same comparison as in (B), but to the crystal structure of
the aurodox-bound ternary complex (PDB 1HA3 [95]). The similarity in the structure of the P-loop and Switch
II supports the hydrophobic gate mechanism of GTPase activation control. Note that the structure of the switches
obtained by MDFF in no way incorporated the information from the aurodox crystal structure. Panel A shows a GDP
molecule, as present in the map and the MDFF simulations; panels B and C show a GTP molecule for comparison
purposes.
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3.2.2 Interaction between EF-Tu and ribosomal protein L12
Another element known to interact with EF-Tu is ribosomal protein L12, which binds to the G
domain of EF-Tu at helix D [108]. L12 greatly contributes to the GTPase activity of EF-Tu on
the ribosome [109], which led to the speculation that L12 induces conformational rearrangements of
EF-Tu, in particular the reorientation of His84 [109]. However, this claim could not be corroborated
from structural data. In our map, helix D of EF-Tu has clear density, from which we see no evidence
for conformational changes of EF-Tu in the region binding to L12. It is therefore likely that L12
stabilizes the transition state complex on the ribosome, without actively inducing the required
structural rearrangements of EF-Tu.
3.2.3 The role of tRNA in signal transduction
tRNA plays a central role in GTPase activation induced by codon recognition, as suggested by
several mutations [89] and by the fact that an intact tRNA is required to trigger GTP hydrolysis
by EF-Tu on the ribosome [110]. Previous cryo-EM data showed that the elbow of tRNA interacts
with the L11-binding region of the 23S rRNA which, together with ribosomal protein L11, consti-
tutes the GTPase-associated center (GAC) [73, 93]. Cryo-EM data at lower resolution suggested
the interaction to occur at A1067 [73]; this claim was supported by mutational studies of A1067
that impair EF-Tu function [111]. The present map corroborates these findings, showing that the
interaction is established between a flipped A1067 of the GAC and C56 in the elbow region of
the tRNA (Fig. 3.6). Previous molecular dynamics (MD) studies showed that A1067 can exist in
two different conformations in solution, suggesting that the flipped-out conformation might occur
during aa-tRNA binding and selection [112]. Ribosomal protein S12 contacts the tRNA both at
the acceptor stem and the anticodon loop, connecting the movement of the acceptor stem with the
reorganization of the decoding center upon codon recognition [93, 94]. Figure 3.6 shows the residues
involved in this direct link between the codon-anticodon helix and the tRNA acceptor stem through
ribosomal protein S12.
Cryo-EM data had already demonstrated that the relative orientation of tRNA and EF-Tu
changes upon binding to the ribosome; our model reveals that even though the overall movement of
tRNA is directed away from EF-Tu (Fig. 3.7), this rearrangement results in a closer interaction be-
tween tRNA’s acceptor stem and EF-Tu’s Switch II, specifically with Asp86 on Switch II (Figs. 3.2C,
3.5, and 3.7). The universally conserved residue Asp86 was proposed to play a role in stabilization of
the protonated His84 [11], and was observed to interact strongly with the tRNA in MD simulations
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Figure 3.6: Stereo views of interactions between the ternary complex and the ribosome. (A) the N-terminus of EF-Tu
interacts with the junction between h5 and h15 of the 16S rRNA; (B) the nucleotide binding pocket; (C) the A/T
tRNA with interacts with S12 [113]; (D) A1067 in the GTPase-associated center (GAC) interacts with C56 of the
tRNA (indicated with an asterisk).
of the free ternary complex [114]. These findings, together with our structural evidence, strongly
suggest that repositioning of the tRNA leading to interaction with Switch II assists in the required
conformational change of the latter, which leads to the repositioning of His84.
3.3 Discussion
Our data represent a significant improvement in resolution over previously reported cryo-EM struc-
tures of the ternary complex-bound ribosome. The advance toward higher resolution has allowed
us to use a systematic method to obtain atomic models that explain the cryo-EM density. By us-
ing force fields that represent physical-chemical properties of biomolecules, similar to those used in
X-ray crystallography structure refinement, the interpretation of the data can be pushed beyond
the nominal resolution. An extensive comparison of the model obtained through the use of MDFF
and models obtained through other methods is offered in [1], along with a discussion of the role of
resolution on the model accuracy.
Here, we presented the interactions between EF-Tu and both the ribosome and tRNA in atomic
detail. The interactions induce the conformational changes necessary to trigger GTP hydrolysis upon
cognate codon-anticodon interaction. Our data suggest that interaction of the ternary complex with
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Figure 3.7: Reorientation of tRNA with respect to EF-Tu. All panels show stereo views, with the cryo-EM density
shown in cyan mesh, the crystal structure (PDB 1OB2) in lime, and the fitted model in red (EF-Tu) and purple
(tRNA). The red arrows indicate the direction of the movement. (A) Overall movement of the tRNA with respect
to EF-Tu, clearly shown by the density, and supported by the fitted model. (B) Close-up of the interaction of the
tRNA acceptor stem and Switch II. The density and the fitted model reflect the movement of the Switch II and the
acceptor stem toward each other. The change in distance between them is ∼4 A˚. (C) Close-up of the anticodon loop.
The movement of the anticodon loop spans ∼ 14 A˚, as noted in previous studies [73, 93, 94]. Switch I is not shown
in any of the panels. The scale bar is the same for B and C; the structure in C is rotated 90◦ with respect to A and
B around the vertical axis.
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the ribosome opens a hydrophobic gate formed by residues Ile60 and Val20, allowing His84 to act as
a general base activating an active-site nucleophilic water molecule, and thus triggering hydrolysis.
Based on the available structural and biochemical data, we propose a refined model of aa-
tRNA incorporation into the ribosome. The interaction between tRNA and GAC occurs at an early
stage [73]. The geometry of the codon-anticodon helix is monitored by 23S rRNA nucleotides A1492,
A1493, and G530, leading to a 30S domain closure and a tighter binding of the anticodon loop [89].
This binding affects the relative orientation between tRNA and EF-Tu, a process influenced by
S12. While tRNA moves, EF-Tu must be held in place, likely aided by its interaction with L12. A
conformational change in Switch II takes place, influenced by the acceptor stem of tRNA. Switch I
of EF-Tu moves away from the nucleotide binding pocket and interacts with the junction of helices
h8/h14 of the 16S rRNA, opening one wing of the hydrophobic gate, while the other wing is held
fixed by the interaction between SRL and P-loop. His84 reorients toward the nucleotide, which
leads to activation of a water molecule and subsequent GTP hydrolysis. After inorganic phosphate
release, EF-Tu undergoes a large conformational change to an “open,” GDP-bound form, leading
to its dissociation from the ribosome, after which tRNA can be accommodated into the A site. The
conformational change of EF-Tu can be sensed by SRL and communicated to the PTC, inducing
changes in PTC required for peptide bond formation.
3.4 Methods
3.4.1 Cryo-electron microscopy
The sample consisted of pre-accommodated E coli 70S ribosome bound to the Phe-tRNAPhe·EF-
Tu·GDP ternary complex stalled by the antibiotic kirromycin (kir) [73] using a standard prepara-
tion [115]. The map was obtained from ∼130,000 particles, recorded with ∼58,000X magnification
on a FEI Tecnai F30 Polara electron microscope operated at 300 kV at liquid-nitrogen temperature
(80 K) and processed using SPIDER. The resulting resolution of the map was estimated to be 6.7 A˚
using the 0.5 FCS criterion, and extrapolation to a full data set. A version of the map filtered
to 5 A˚ proved to show the positions of phosphorus atoms along exposed RNA helices [92]. The
map represents a significant improvement in resolution over the previously published 10.3-A˚ map
obtained from an identical sample preparation [73]. The improvement in resolution was realized
through optimization of image processing parameters, described in detail in [92].
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3.4.2 Flexible Fitting
The atomic model of the aminoacyl-tRNA·EF-Tu·GDP·kirromycin ternary complex-bound E. coli ri-
bosome was obtained by applying the recently developed molecular dynamics flexible fitting (MDFF)
method [1]. MDFF incorporates the EM data into molecular dynamics simulation as a potential
proportional to the density gradient of the EM map. The potential applies forces on the atoms that
actively drive the model into the density. The initial coordinates of the model were taken from avail-
able structural data. For the ribosome, an atomic model of the E. coli ribosome based on a 3.22-A˚
crystal structure (PDB 2I2U/2I2V) [83] was built, as described in [1]. The initial structure of the
ternary complex was taken from the crystal structure of E. coli EF-Tu in complex with kirromycin,
a GTP analog, and yeast Phe-tRNAPhe (PDB 1OB2; unpublished data). For details on MDFF of
these models to the map presented in this report, the reader is referred to [1]. An additional step
was required to fit the structure of the Switch I of EF-Tu into the density. Even though the map
presents clear density corresponding to this region when visualized at low threshold, a model for
Switch I could not be obtained using MDFF alone, since the gradient of the EM map in this area
is not steep enough to drive the structure into the density unequivocally. Therefore, we manually
fitted the helices of Switch I in the GTP conformation into the density, and used the positions of
the Cα atoms in this conformation as a target location for the respective atoms during MDFF sim-
ulations. The Cα atoms were driven into the target positions by introducing an additional potential
term equivalent to a targeted molecular dynamics simulation [116], in which the root mean squared
deviation between the simulated and the target positions of the Cα atoms is minimized along the
simulation. In this way, the Cα atoms of Switch I became located close to the target positions, while
the rest of the atoms were still driven into the measured density, the stereochemical correctness of
the model being enforced by the molecular dynamics force field.
The model produced by MDFF is useful to interpret the EM data in atomic detail; however, the
atomic structure should always be analyzed together with the original data to insure consistency and
proper interpretation. Uncertainty in the coordinates arises both from features of the EM data, e.g.,
resolution and flexibility of certain regions, and from the conservative secondary structure restraints
used in MDFF to avoid overfitting (see [1] for a detailed discussion). A cryo-EM map represents
an ensemble average of structures in the same functional state; certain regions can only be seen at
low threshold, implying that, in the represented functional state, these regions are flexible and exist
in two or more conformations. Combining MDFF with cryo-EM maps at resolutions like the one
presented here permits the location of certain elements beyond the nominal resolution. An example
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is the acceptor stem of the tRNA where, even though the deviation from the crystal structure is
only a few angstroms, it is clear that an overall movement of the tRNA away from the density places
this regions closer to the Switch II of EF-Tu (Fig. 3.7).
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Chapter 4
Regulation of the
protein-conducting channel by the
ribosome
Reproduced in part with permission from James Gumbart, Leonardo G. Trabuco, Eduard Schreiner, Elizabeth Villa,
and Klaus Schulten. Structure, 17:1453-1464. Copyright 2008 Elsevier.
4.1 Introduction
While practically all protein synthesis begins at the ribosome, one of the most complex molecular
machines present in all organisms, the direction a newly formed or forming protein takes next varies.
A number of proteins are synthesized directly into the cytoplasm where they remain. However, for
proteins not destined for the cytoplasm, including, e.g., secretory and membrane proteins, the pos-
session of an N-terminal signal sequence targets them to the membrane-bound protein-conducting
channel, the SecY (as it is known in the bacterial and archaeal cytoplasmic membrane) or Sec61
(in the eukaryotic endoplasmic reticulum membrane) translocon [14, 117–120]. When this targeting
occurs prior to the end of translation, in a process known as co-translational translocation, the ribo-
some must dock to the channel and insert the nascent chain while it is still being synthesized [121].
Significant work has been carried out to elucidate the nature of the ribosome-translocon complex,
including its arrangement and the oligomeric state of the translocon, although multiple hypothe-
ses remain. Fluorescence-quenching experiments led to the suggestion that the ribosome forms a
tight seal with a large channel (40-60 A˚ wide when open) [122–124]. A number of low-resolution
cryo-electron microscopy (cryo-EM) maps, however, revealed a gap between the ribosome and the
translocon; from these maps it was also concluded that the eukaryotic translocon is comprised of
three to four Sec61s with the pore likely being formed at their interface [125–129]. A higher reso-
lution map of the complex displayed a dimer of SecY bound to a translating ribosome, leading to
the hypothesis that two separate channels in the monomers could fuse to form a larger one in the
dimer [70]. More recent cryo-EM maps have shown both a monomer of SecY [15] and a monomer
of Sec61 [16] beneath a non-translating ribosome, suggesting that the SecY/Sec61 monomer is the
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active channel and that dimers or tetramers may form for reasons other than forming a larger chan-
nel. The location of SecY/Sec61 in the maps containing a monomer does not match that of either
copy of SecY in the map containing a dimer, leaving open the question of the proper arrangement
of ribosome and translocon and whether the arrangement may change depending on the functional
state of the ribosome.
Despite a wealth of low-resolution structural data on ribosome-translocon complexes, high-
resolution data are only available for the components (i.e., ribosome and translocon) separately.
The crystal structure of a single SecY (the archaeal SecYEβ) led to the hypothesis that instead
of being formed at the interface of monomers, the channel exists within a single monomer (see
Fig 4.1A,B) [130]. The structure of a SecY monomer displays an hourglass-shaped pore with a
constriction region in the center formed by a handful of hydrophobic residues, the so-called pore
ring. During translocation, the nascent chain is in close contact with the pore ring [131, 132],
which has been shown to be capable of expanding to accommodate the incoming polypeptide in
simulations [18, 133]. The periplasmic half-channel is also blocked by a small mobile helical “plug”
domain [130]. For the exit of membrane proteins into the lipid bilayer, a lateral gate is seen at
the interface between two pseudosymmetric halves of SecY composed of transmembrane segments
(TMs) 1-5 and 6-10 [130, 134]. The insertion of a signal sequence at the lateral gate initiates channel
opening apparently by destabilizing the interactions holding the plug in place, causing it to move
out of the channel [135–138].
In order to address the nature of the ribosome-translocon complex, in particular the role of
the Escherichia coli ribosome in channel opening, we have modeled and simulated an atomic-level
structure of the ribosome in complex with a SecYEβ monomer. The model of the complex was
developed by fitting individual structures of the ribosome and the channel into the cryo-EM map
of a ribosome-SecY-monomer complex [15] using the molecular dynamics flexible fitting (MDFF)
method ([1, 4]; see Methods), which was recently successfully applied for resolving the structure
of a functional intermediate of the ribosome [5]. By simulating the resulting complex in its native
membrane/water environment, we are able to characterize the atomic-scale interactions that bind
the ribosome to the channel. We observe a slight destabilizing effect of the bound ribosome on
SecY’s plug, the destabilization being enhanced through the inclusion of a second copy of SecYEβ
in an additional simulation. The association between the ribosome and channel is only minimally
disturbed during simulated translocation of a polypeptide from the exit tunnel into SecY; however,
mutating conserved arginines in the SecY binding loops to glutamate is found to decrease the
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Figure 4.1: SecYEβ monomer, alone and in complex with the ribosome. (A) SecYEβ viewed from the cytoplasmic
side. SecY is in grey with loop 6/7 highlighted in purple, loop 8/9 in red, the plug in blue, and the lateral gate
in green. SecE is shown in orange and Secβ in yellow. (B) SecYEβ viewed from the plane of the membrane in the
same representation as in (A). (C) Simulation system assumed for the SecYEβ monomer in complex with a ribosome.
SecYEβ is shown as in parts A and B. The large subunit of the ribosome is shown in cyan and the small subunit in
yellow. The membrane is in yellow with its phosphorus atoms in orange. The surrounding water is indicated as a
light blue background.
strength of association. In total, we carried out nearly 50 ns of simulations of the 2.7-million-atom
system, which resulted in one of the largest molecular dynamics simulations published to date. The
simulation period is sufficient to apply the MDFF method [1, 5, 139] and to relax and equilibrate
the ribosome-SecY interface.
4.2 Results
We began simulations of the ribosome-channel complex by fitting the crystallographic structures
of the E. coli ribosome and the Methanococcus jannaschii SecYEβ, both with modifications (see
Methods), into the cryo-EM map of the ribosome-SecY-monomer complex [15]. We then carried
out equilibrium simulations of the complex, analyzing both the interactions between the ribosome
and SecYEβ as well as the effect of the ribosome on SecY’s structure and dynamics. We examined
the change in the interactions between SecY and the ribosome upon mutation of conserved residues
in SecY’s ribosomal binding loops, a mutation which is known to eliminate binding between the
ribosome and channel [15]. We also simulated translocation of a partially extended and partially
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helical polypeptide through the exit tunnel and into the channel. Finally, we tested if the ribosome-
SecY model derived permits placement of a second copy of SecY.
4.2.1 Flexible fitting of the atomic structures into the cryo-EM map
We flexibly fitted the initial model of the ribosome-channel complex into the cryo-EM map using
MDFF [1, 4] in multiple stages over the course of approximately 11 ns (see Methods). This simulation
time is comparable with those needed in other applications of MDFF [1, 5, 139]. The resolution of
the channel portion of the map is relatively low (17 A˚ compared to 9.6 A˚ for the ribosome), possibly
due to a natural flexibility of the channel in the prepared samples [15]; alternatively, the presence of
bound lipids and detergents may reduce the apparent resolution of the channel, such as in the case
of the yeast V-ATPase [16, 140]. The low resolution of the channel in the map provides insufficient
detail to guide flexible fitting of the atomic structure of SecYEβ; therefore, we constrained most of
SecYEβ during fitting, except for those parts which interact directly with the ribosome, which are
well resolved in the map.
Loops 6/7 and 8/9 of SecY, i.e., the loops between helices 6 and 7 and 8 and 9, respectively,
which insert into the ribosome’s protein exit tunnel, were not constrained during fitting (see Fig. 4.2).
Loop 6/7 expands slightly, resulting in a maximum RMSD of 5.4 A˚ for the backbone compared to
the initial structure. Loop 8/9 is more stable under the influence of the ribosome and the map,
exhibiting a maximum RMSD of 4.4 A˚. The largest change in SecY comes from the C-terminus,
which shifts significantly to increase its interaction with ribosomal protein L24. The repositioning
of part of L24 also allows it to interact with loop 6/7; the area of interaction between L24 and SecY
increases over 50% during fitting, from 305 A˚2 to 467 A˚2.
After fitting the ribosome and channel structures to the map, we prepared a system containing
the complex with membrane, water, and ions, involving altogether 2.7 million atoms (see Methods).
Initial equilibration of water and lipids was carried out for 1.5 ns, after which we allowed the entire
system to move freely. Secondary structure restraints (as described in [1]) were maintained for the
ribosome-channel complex for an additional 2.5 ns. We simulated the complex for a total of 15.5 ns.
This relatively short simulation time is sufficient to relax the components of the ribosome and SecY
involved in interactions localized at the interface, which are the focus of this study.
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Figure 4.2: Molecular dynamics flexible fitting of the ribosome-translocon complex. (A) Fitted structure. The
ribosome and SecYEβ are colored as in Figure 4.1 except that both loops 6/7 and 8/9 are shown in red. The cryo-EM
map used for fitting is shown in grey, transparent, contoured at 1.67σ above the mean. (B) Fitting of SecYEβ. Only
parts of SecY near the ribosome (e.g., loops 6/7, 8/9, and the C-terminus) were free during fitting. Blue represents
the starting structure and red the final one.
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Figure 4.3: Insertion of loops 6/7 and 8/9 of SecY into the ribosome. The ribosome (blue) and SecYEβ (red) are
shown as molecular surfaces. Loops 6/7 and 8/9 are near the top of the stereo image.
4.2.2 Interactions between the ribosome and the channel
To characterize the connection between the ribosome and channel, shown in Figure 4.3, we moni-
tored hydrogen bonds and hydrophobic/hydrophilic interactions that formed between them during
equilibration of the full system (see Table 4.1). The first two connections (see Fig. 4.4), involving
the 6/7 and 8/9 cytosolic loops of SecY, contribute the majority of interactions; the C-terminus of
SecY and part of SecE also contribute to the interactions. As expected, the nonessential Secβ forms
no interactions with the ribosome [141]. On average there are 5-8 hydrogen bonds formed between
the ribosome and each of loops 6/7 and 8/9. Primary contacts between loop 6/7 and the 23S rRNA
involve Arg255 and Arg256 in SecY, along with Tyr248; interactions on the RNA side include both
backbone and bases. Hydrogen bonds between ribosomal proteins and loop 6/7 of SecY are also ob-
served. In particular, one discerns that Arg243 interacts strongly with residues 34 to 36 in L29, and
that Gln261 and Ser262 interact with Ser34 and Gln36 of L29, respectively. Additionally, Tyr258
interacts with L24, and Gly254 with L23. In contrast to loop 6/7, loop 8/9-RNA hydrogen bonds
almost exclusively engage the RNA backbone. The highly conserved Arg357 interacts most strongly
with the 23S rRNA, while Gly359, Lys364, and Tyr365 interact less strongly.
A third ribosome-channel connection was recognized from the EM map in which SecE is seen to
contact the ribosome. In simulation, Lys81 of SecE interacts predominantly with the C-terminus of
L23, although it also intermittently forms a salt bridge with Glu52. In addition, residues Trp84 and
Pro85 are found to interact with Phe26 of L29. The contacts all fall within the conserved cytoplasmic
domain of SecE (approximately residues 71-89 in E. coli) recognized previously [142, 143]. The
observed interactions suggest that the conserved region of SecE is important for ribosome binding,
in agreement with previous simulations which also suggested channel-partner binding as one of
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Figure 4.4: Interactions between a SecYEβ monomer and the ribosome during simulation. On the left, all of SecYEβ,
colored as in Figure 4.1, is shown with the relevant interactions numbered. The C-terminus is highlighted in blue.
On the right, each site of interaction is shown in more detail. On top, Arg255, 256, and 357 are shown in a blue,
space-filling representation. In the middle, residues from L23 (cyan), L29 (red) and SecE (orange) that interact are
highlighted in licorice, colored according to their type (blue for basic, red for acidic, green for polar, and white for
hydrophobic). On the bottom, hydrogen bonds between the C-terminus of SecY (blue) and L24 (cyan) are shown.
SecE’s primary roles [144].
A fourth ribosome-channel connection was observed between the C-terminus of SecY and L24.
While present in the original fit of the complex, this connection became stronger during MDFF, as
noted above. The interaction between the two proteins resembles the initial stages of a β sheet, with
the most prevalent hydrogen bonds involving His437 and Ile440 of SecY and residues 50 to 55 in L24.
The structure of SecY in complex with SecA, the bacterial post-translational translocation partner,
also displays contacts between the C-terminal region of SecY and the channel partner, and mutation
(Tyr429Asp) or deletion of this region is known to inhibit SecA-mediated translocation [17, 145, 146].
Based on the interactions observed here, the C-terminal region of SecY is relevant for ribosome
binding as well.
In addition to interactions with the channel, a number of interactions between the ribosome and
the membrane are formed. Helices H7, H9, H54, and H59 of the 23S rRNA contact the membrane,
along with ribosomal proteins L23, L24, and L29 (Fig. 4.5). The ribosome-lipid connection allows
the ribosome to maintain its angle relative to the membrane plane, estimated to be 20◦ based on
the cryo-EM density and, thus, to maintain also the gap between ribosome and channel [15]. The
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Table 4.1: Prominent interactions between SecYEβ and the ribosome observed during simulation. Residue numbers
are taken from E. coli with the exception of the starred residues (Arg369 in connection 2 and His427 and Ile430 in
connection 4) which are not absolutely conserved between M. jannaschii and E. coli.
SecYEβ residue Ribosome residue Connection Interaction Type
Arg243 (SecY) Ser34-Gly35 (L29) 1 H-bond
Arg243 (SecY) Gln36 (L29) 1 hydrophilic
Val245 (SecY) Val16 (L23) 1 hydrophobic
Tyr248 (SecY) Gua1337 (23S) 1 H-bond
Ala249 (SecY) Pro49 (L24) 1 hydrophobic
Lys250 (SecY) His70 (L23) 1 H-bond
Gly254 (SecY) His70 (L23) 1 H-bond
Arg255 (SecY) Ura62 (23S) 1 H-bond
Arg256 (SecY) Ura90 (23S) 1 H-bond
Tyr258 (SecY) Pro49 (L24) 1 H-bond
Tyr258 (SecY) Val48-Pro49 (L24) 1 hydrophobic
Gln261 (SecY) Ser34 (L29) 1 H-bond
Ser262 (SecY) Gln36 (L29) 1 H-bond
His264 (SecY) Gln38 (L29) 1 hydrophilic
Arg357 (SecY) Gua1317-Cyt1319 (23S) 2 H-bond
Arg357 (SecY) Gua1334-Cyt1335 (23S) 2 H-bond
Gly359 (SecY) Ade1336 (23S) 2 H-bond
Lys364 (SecY) Gua1317 (23S) 2 H-bond
Tyr365 (SecY) Ade1392 (23S) 2 H-bond
Arg369* (SecY) Val16-Ser17 (L23) 2 H-bond
Arg369* (SecY) Ser21 (L23) 2 H-bond
Arg369* (SecY) Glu25 (L23) 2 H-bond
Glu74 (SecE) Lys26 (L23) 3 H-bond
Lys81 (SecE) Leu93 (L23) 3 H-bond
Trp84 (SecE) Phe26 (L29) 3 hydrophobic
Pro85 (SecE) Phe26 (L29) 3 hydrophobic
His427* (SecY) Asn52 (L24) 4 H-bond
Ile430* (SecY) Ala50 (L24) 4 H-bond
Ile430* (SecY) Pro47 (L24) 4 hydrophobic
ribosome-membrane contact is a feature of the overall placement of SecY as seen in the EM map
and should not be affected by long-time relaxation; however, the contact may be superseded by
interactions with a second copy of SecY, as experiments have indicated additional copies of the
channel may be present in functioning ribosome-translocon complexes [147].
4.2.3 Effects of ribosome binding on the channel
To determine the effects of the ribosome, if any, on the channel, we compared the behavior of the
channel alone and in complex with the ribosome. It was found that on a time scale of 14 ns, a
difference in behavior is small but recognizable. The root mean-square fluctuations (RMSF) for all
residues in SecY are presented in Figures 4.6A and B for the ribosome-bound and unbound channels.
The most obvious difference is seen for the ribosome-binding loops. In the ribosome-free SecY, loops
6/7 and 8/9 have significant flexibility, as reflected in the RMSF; this flexibility has been observed
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Figure 4.5: Ribosome-membrane interaction. Regions of the ribosome which contact the membrane during simulation
of the ribosome-SecY-monomer complex along with SecYEβ are shown from the cytoplasmic side and labeled. For
reference, the grey dotted line indicates where the second copy of SecY would be in the simulation of the ribosome-
SecY-dimer complex.
also in other simulations of SecY on the same time scale [148]. In contrast, in the ribosome-bound
channel, loops 6/7 and 8/9 are less mobile. Disturbances due to the ribosome are primarily found on
the cytoplasmic side of the channel, due to its proximity to the ribosome. The plug, which serves to
close the channel on its periplasmic side, exhibits greater fluctuations when the ribosome is bound
compared to when it is not. Although the corresponding difference in RMSF is small, it is in line
with previous observations for plug-deletion mutants simulated on the same time scale [138].
The increased fluctuations of the plug are supported by Principal Component Analysis (PCA),
a method which finds the dominant correlated motions present in a simulation trajectory that are
often indicative of the long-time behavior of biopolymers beyond the sampled time scale. The first
mode computed via PCA displays a downward motion of the plug, away from the channel center,
in the simulation of the ribosome-SecY complex. However, in the simulation of SecY alone, the first
mode given by PCA displays a motion of the plug towards the lateral gate, maintaining the closed
state of the channel (Fig. 4.7).
We also simulated SecY alone, but with its ribosome-binding loops 6/7 and 8/9 held fixed. Fixing
the loops mimics the ribosome’s restraining effect, allowing one to determine the relative importance
of the mechanical and electrostatic effects of ribosome binding. By comparing their RMSFs one finds
that the disturbance to the plug is even larger when the loops are held fixed compared to when the
ribosome is bound; there is also a small disturbance to one half of the lateral gate (TM7; see
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Figure 4.6: Effects of ribosome binding on SecY. (A) Root mean-square fluctuations (RMSF) for the ribosome-bound
SecY (red) and SecY alone in the membrane (black). The RMSF was calculated over the last 12 ns of the simulation.
The positions of TMs 1 through 10 are indicated in the plot. (B) SecYEβ, with SecY colored according to the
difference of the two RMSF curves in (A). Red represents regions which fluctuate more in the ribosome-bound SecY
compared to SecY alone. (C) RMSF for SecY alone with loops 6/7 and 8/9 free (black) and immobilized (red).
Fig. 4.6C). Interactions (primarily hydrophobic) of the plug with the rest of the channel over the
course of the simulation were also examined; the frequency of interactions between plug and TM3
decreased significantly with respect to the simulation in which the loops were unrestrained (see
Table 4.2). This decrease is likely due to the increased fluctuations of TM3 and may explain in part
the increased fluctuations of the plug (Fig. 4.6C). As in the case of the ribosome-SecY complex,
PCA reveals a downward motion of the plug in the first mode, actually a larger one than for the
ribosome-SecY complex (Fig. 4.7C). Thus, a mechanical interaction between the channel partner
and SecY, in which SecY’s binding loops are restrained, is sufficient to increase fluctuations in the
plug. However, electrostatic interactions, including additional contacts with SecE or the C-terminus
of SecY, may also play a role in destabilizing the closed state of the channel.
4.2.4 Mutations in the ribosome-binding loops of SecY
Loops 6/7 and 8/9 in SecY form the most prominent interactions with the ribosome by inserting into
the ribosome’s polypeptide exit tunnel. A number of positively charged residues within these loops
are known to be required for ribosome binding to the channel in both bacteria and eukaryotes [15,
149, 150]. Specifically, mutating Arg255 and Arg256 in loop 6/7 or the highly conserved Arg357 in
loop 8/9 to glutamate abrogates ribosome binding in E. coli [15]; the locations of the three amino
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Figure 4.7: Principal Component Analysis (PCA) of SecY. SecYEβ is shown in all panels, transparent, colored as in
Figure 2B. The plug is highlighted in green. The red arrows represent exaggerated motions from the largest PCA
mode for simulation of (A) ribosome-SecY-monomer system, (B) ribosome-SecY-dimer system, (C) SecY alone with
loops 6/7 and 8/9 immobilized, and (D) SecY alone with no constraints. In each case, PCA was calculated only for
Cα atoms of the SecY helices.
Table 4.2: Frequency (freq.) of interactions between plug and lateral gate helices, i.e., the fraction of the total
simulation time that a hydrophobic interaction or hydrogen bond is formed between two residues, during simulation
of SecYEβ alone with loops 6/7 and 8/9 free (loops free) and constrained (loops fixed). Residue numbers correspond
to M. jannaschii.
Plug residue SecY residue (helix) freq. % (loops free) freq. % (loops fixed)
59 73 (TM2) 43.50 56.94
56 126 (TM3) 88.10 78.48
59 126 (TM3) 86.16 33.45
56 129 (TM3) 58.41 6.37
56 131 (TM3) 81.49 39.07
59 267 (TM7) 31.73 64.93
62 267 (TM7) 94.62 59.24
56 271 (TM7) 64.71 41.19
59 271 (TM7) 76.55 83.44
56 274 (TM7) 96.87 26.28
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Figure 4.8: Effect of mutations in loops 6/7 and 8/9 of SecY on ribosome binding. (A) SecYEβ with the location
of the three mutated arginine residues indicated. (B) Electrostatic potential surface near the wild-type SecY at
+1 kT/e (blue) and -1 kT/e (red). (C) Electrostatic potential surface near SecY with the three arginines in (A)
mutated to glutamate, colored as in (B). (D) Potential difference between B and C. Blue represents regions that are
0.5 kT/e higher in potential in the wild-type SecY; red represents regions that are 0.5 kT/e lower. (E,F) Normalized
distributions for the number of hydrogen bonds formed between loop 6/7 (E) and loop 8/9 (F) of SecY and the
ribosome. Black represents the wild-type SecY and red the mutant SecY.
acids are indicated in Figure 4.8A. To characterize the effects of these mutations on the ribosome-
channel complex, we mutated all three residues, Arg255, Arg256, and Arg357 in SecY, to glutamate
and simulated the resulting complex for 14 ns.
The effect of the three mutations is most pronounced in the change of the electrostatic potential
of SecY. A significant positive potential near loops 6/7 and 8/9, shown in Figure 4.8B, is eliminated
as a result of the mutations, indicating why the negatively charged ribosome does not bind to
the SecY mutant. In simulation of the ribosome-SecY-mutant complex, hydrogen bonds between
loops 6/7 and 8/9 of SecY and the ribosome were reduced, particularly those involving the mutated
residues of SecY.
4.2.5 Translocation of a polypeptide from ribosome to channel
An obvious question that arises from the modeled structure of the ribosome-channel complex is if
protein translocation can proceed without disrupting the connection between ribosome and channel.
The potential for disruption is particularly high within the exit tunnel, where loops 6/7 and 8/9
of SecY insert. From the original cryo-EM map, two conformations of the tip of loop 6/7 were
found, one with 70% occupancy, which was used in the initial model, and one with 30% occupancy,
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Figure 4.9: Translocation of an alanine polypeptide through the ribosome’s exit tunnel and into the channel. In all
panels, the ribosome is shown as cyan space-filling spheres and SecYEβ is shown as in Figure 4.1. The translocating
polypeptide, Ala26, is shown in green. The system is shown at (A) t=0 ns, with only the tip of Ala26 visible outside
the ribosome, (B) t=3 ns, (C) t=6 ns, and (D) t=9 ns.
which was proposed to leave a greater opening in the exit tunnel for polypeptide translocation [15].
In our simulations of the ribosome-channel complex, loop 6/7 maintained its initial conformation.
To determine if this conformation would hinder the passage of a polypeptide chain through the
exit tunnel, we simulated, using steered MD and a reduced model of the ribosome (see Methods),
the translocation of an alanine polypeptide that included six extended residues followed by 20
helical residues (Ala26). Ala26 was positioned initially such that only the N-terminus protruded
from the ribosomal exit tunnel (see Fig. 4.9A). Previous studies using normal mode analysis of
the ribosome exit tunnel suggested that motions inherent to the exit tunnel facilitate polypeptide
translocation [151]. However, all residues in the reduced ribosome model used here are restrained
to their initial configuration (see Methods), preventing any conformational changes in the ribosome
that may take place during polypeptide translocation. Thus, only conformational changes in SecY,
and in its interactions with the ribosome, are accounted for.
Over the course of the 10-ns simulation, Ala26 was translocated 50 A˚. The short simulation time,
sufficient for the present purposes of exploring an undetermined ribosome-SecY translocation route,
is comparable to simulation times used in prior translocation studies of an individual SecY [18, 138].
As shown in Figure 4.9, despite the gap between the channel and the exit tunnel of the ribosome,
the polypeptide can easily bridge the two separate environments. Additionally, the exit tunnel is
large enough to accommodate the two loops of SecY as well as an α-helix. Interactions between
the loops and the ribosome are only minimally affected by the passing polypeptide. The average of
5.5 hydrogen bonds between loop 6/7 of SecY and the ribosome is maintained during translocation
while hydrogen bonds between loop 8/9 and the ribosome decrease from an average of 7.5 to 5.5.
The original conformation of loop 6/7 is maintained during the simulation and does not impede
translocation of Ala26.
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4.2.6 Binding of the ribosome to a SecY dimer
As noted in the Introduction, both monomers and dimers of SecY bound to the ribosome have been
seen in cryo-EM maps, but the reasons for the formation of dimers are still unknown [15, 70, 152].
Based on the map of the SecY dimer in complex with the ribosome, a “front-to-front” orientation of
SecY monomers, in which the lateral gates face each other, was proposed [70]. In this orientation,
both gates could open in order to form a larger channel. Alternatively, a “back-to-back” orientation
of SecY monomers in which the two SecE TMs are in contact had also been suggested [18, 130, 152].
Based upon our model of the ribosome-SecY-monomer complex, the second copy of SecY in the front-
to-front orientation could only interact with helix H59 of 23S due to the gap between the ribosome
and the channel on its front side. In the back-to-back orientation, however, the second copy of SecY
can form a number of interactions with both ribosomal proteins and RNA (see Fig. 4.10). Therefore,
we chose to simulate the complex formed between the ribosome and a back-to-back SecYEβ dimer
for 15.5 ns. We characterized the interactions formed over time between the ribosome and the SecY
dimer, finding an increased stability of the ribosome-SecY-dimer complex compared to the ribosome-
SecY-monomer complex. However, as the placement of the second SecY is neither supported nor
guided by EM density, the model arrived at is hypothetical and serves here mainly to illustrate the
possible nature of a ribosome-SecY-dimer complex. The properties of the hypothetical complex are
described in detail in Supplemental Data of [6].
4.3 Discussion
By combining separate atomic-resolution structures with a cryo-EM density map, we have modeled
the complex formed by the ribosome and the translocon preceding protein translocation. This
complex, at nearly 2.7 million atoms including water and membrane, is among the largest simulated
to date. Simulations are reaching the million-atom mark with increasing frequency, however [153];
prominent examples include atomic-scale simulations of a virus (1 million atoms) [154], arrays of
light-harvesting proteins (1 million) [155] and BAR domains (2.3 million) [156], the flagellum (2.4
million) [157], and the ribosome (1.9-2.64 million) [158–160]. Our simulations of the ribosome-
channel complex began with flexible fitting via MDFF of the crystal structures of the ribosome and
channel to a cryo-EM map in order to produce a model in agreement with the physiological state
of the complex in the cryo-EM experiments. Because the fitting is also an MD simulation itself,
the resulting structure is stereochemically accurate and thus suitable for further simulations. Our
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Figure 4.10: Complex between the ribosome and a SecY dimer. The ribosome and two copies of SecYEβ in a
back-to-back conformation are shown.
subsequent simulations revealed not only the atomic-level details of the interactions between the
ribosome and the channel, but also how the ribosome can prepare the channel for translocation.
Given the large size of the system investigated, computer power limited overall simulation time to
50 ns. However, the availability of the EM map to construct the complex and the focus on local
properties (ribosome-SecY interface) made a study over the limited time scale feasible.
Interactions between the ribosome and channel observed during equilibration of the complex are
limited to four primary connections, namely loops 6/7 and 8/9 of SecY with the 23S rRNA as well
as ribosomal proteins L23, L24, and L29; the C-terminus of SecY with L24; and SecE with L23 and
L29. Three of these four connections have analogues in the recently solved SecA-SecY structure,
the one involving SecE being absent [17]; additionally, the C-terminus of SecY is known to be
required for SecA-mediated translocation [145, 146]. A cryo-EM map of a eukaryotic 80S ribosome
bound to Sec61 displays many features similar to the bacterial system studied here, particularly the
orientation of the channel beneath the ribosome and the insertion of loops 6/7 and 8/9 into the
ribosome’s exit tunnel [16]. Furthermore, none of the four connections involve ribosomal signatures,
i.e. proteins or rRNA residues present in one domain of life but not in others [161]. Thus, it appears
that most of the sites of interaction on the channel are common to all organisms, even for different
channel partners.
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Interactions between the ribosome and the channel might be enhanced through the presence of
a second copy of SecYEβ. Modeled in a hypothetical back-to-back configuration, the second copy
forms a number of additional contacts to the ribosome that stabilize the complex. The placement
of the second copy and the contacts formed agree with a previous cryo-EM map of a Sec61-TRAP-
ribosome complex [129], although the number of Sec61 copies present in that map has recently
been questioned [16]. However, experiments have demonstrated that only one in four Sec61s is
protected from proteases by ribosome binding, even at high ribosome concentrations, suggesting
that the ribosome may bind four copies of Sec61 but interacts asymmetrically with them [162]. In
our simulation of the SecY dimer, loops 6/7 and 8/9 of the second copy rest on the surface of the
ribosome, possibly exposing it enough to be accessible to proteases, whereas the copy with the loops
in the ribosome’s exit tunnel would remain protected. Crosslinking experiments have demonstrated
that SecA also interacts with a SecY dimer asymmetrically, binding to one copy of SecY but inserting
the nascent chain into the other [163].
It was also found that binding of the ribosome has a small but distinct effect on the channel’s
fluctuations. In particular, fluctuations of the plug are larger when the ribosome is bound than
when it is not. This effect is noticeably increased by the presence of a SecYEβ dimer beneath the
ribosome, as expected from previous simulations [18]. By simulating SecY alone with loops 6/7 and
8/9 immobilized, it was demonstrated that the increased fluctuations in the plug are primarily a
result of restraining these loops, as opposed to more specific interactions with the ribosome. Two
recent structures of SecY in complex with the channel partner SecA [17] as well as with a Fab
fragment [164] also illustrate the effects of restraining loops 6/7 and 8/9 of SecY. In both structures
the lateral gate is slightly opened, while in the former the plug’s position is also shifted. If specific
interactions with a channel partner were required to “pre-activate” the channel, one would not expect
a Fab fragment to have a similar effect. However, specific interactions between the ribosome and
the channel could serve to establish the proper orientation of the channel preceding translocation.
Altogether, our results support the idea that the monomeric SecY is the functional channel. The
channel is well positioned below the ribosome to receive the exiting polypeptide chain as shown by
the simulated translocation of an alanine polypeptide. Although loops 6/7 and 8/9 of SecY insert
into the exit tunnel of the ribosome, they do not interfere with the translocation of the polypeptide.
Additionally, interactions between the ribosome and channel involve conserved regions in SecY and
SecE, suggesting that the interactions are representative of those in vivo. The gap between the
ribosome and the channel persists throughout the simulation, in agreement with the assertion that
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the membrane seal is formed within a single channel as opposed to at the ribosome-channel interface,
as suggested by other models [124]. Nonetheless, experiments have demonstrated that additional
copies of Sec61 can increase their affinity for ribosomes [147], in agreement with our results for the
SecY dimer. However, as no nascent chain nor other channel partners were present in the cryo-EM
map used, the possibility that their presence alters the connection between the ribosome and channel
cannot yet be ruled out.
4.4 Methods
4.4.1 Model of the E. coli ribosome-channel complex
Before simulations of the ribosome-channel complex could be carried out, an atomic-scale model of
the complex had to be built. While a model of the E. coli ribosome has been developed in [15],
we chose as a starting point a model developed in our lab. This model is more complete than that
in [15] and has already been used for simulations [1, 4]. Briefly, our model of the ribosome is based
on the 3.22-A˚ crystal structure from [83] (PDB 2I2V/2I2U) with the L1 protuberance and the A-site
finger of the 23S rRNA modeled and inserted into the structure. See Methods in Chapter 2 for more
details.
The model of the channel, taken from [15], is based on the crystal structure of the archaeal
SecYEβ (PDB 1RHZ) with two modifications. First, loops 6/7 and 8/9 of SecY, which insert into
the ribosome’s exit tunnel and are longer in the E. coli SecY than the archaeal one, are extended
with insertions from the bacterial SecY sequence. Second, SecE’s N-terminal amphipathic helix is
mutated to match the E. coli sequence (residues 2 to 26 in M. jannaschii corresponding to residues 63
to 87 in E. coli). As SecY and SecE are homologous between archaea and bacteria, residue numbers
from E. coli are used in the text where possible; sequence alignments for the channel components
can be found in the Supplementary Materials of [130]. Secβ and SecG are not homologous (SecG in
particular has two TM helices whereas Secβ has only one), although they exist at the same location
in their respective complexes. To produce the initial model of the complex, our ribosome model was
fitted as a rigid body to that of [15] and then combined with these authors’ model of SecYEβ.
4.4.2 Molecular dynamics flexible fitting
In the next step, our model of the ribosome-channel complex was fitted into the cryo-EM map of
the ribosome-SecY-monomer complex [15] using the molecular dynamics flexible fitting (MDFF)
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method [1]. The MDFF method involves a molecular dynamics (MD) simulation in which external
forces proportional to the cryo-EM density gradient are applied, driving atoms into high-density
regions of the EM map. Furthermore, secondary structure restraints are applied to protein and
RNA molecules in order to prevent structural distortions [1, 4]. The ribosome structure was fitted
in multiple stages using the approach previously employed [1, 5]; the channel was constrained during
these stages. Subsequently, residues at the ribosome-channel interface were fitted to the cryo-EM
density while the rest of the structure was constrained (see Fig. 4.2). Simulation times needed for
MDFF are typically ∼10 ns [1, 5, 139].
4.4.3 Building the simulation system
The full simulation system was built in several stages. First, crystallographic ions associated with
the ribosome, 172 Mg2+ and one Zn2+, were placed into the new, fitted structure. The ions’ new
positions were determined by fitting the coordinating phosphate atoms from the crystal structure
to the new model. An additional 1,826 Mg2+ ions were placed in and around the ribosome by the
GPU-accelerated code cIonize, which places each ion at a minimum in the electrostatic potential,
recalculated after each placement [165].
Solvation of the ribosome took place in three steps. First, the primary coordination shell
of each Mg2+ ion was completed by placing up to eight water molecules in vacant coordination
sites [114]. Next, 24,210 water molecules were placed into internal cavities within the ribosome
with DOWSER [166], using the Dowser plugin of VMD [3], which extends DOWSER to support
systems containing RNA. Finally, the system was solvated using the program Solvate, which placed
an additional 330,163 water molecules in and around the ribosome-channel complex [167].
In the final steps, we built a POPC membrane of size 290 A˚ × 280 A˚ and placed the ribosome-
channel complex such that the hydrophobic belt of SecYEβ corresponds to the membrane interior.
Water that overlapped with the membrane was removed. The system was solvated with an additional
330,359 water molecules, this time using the Solvate plugin of VMD [3]. Finally, K+ and Cl− ions
were added to establish a concentration of 100 mM. The final system size was 300× 285× 335 A˚3 and
contained 2,679,727 atoms.
4.4.4 Simulation protocols
All molecular dynamics simulations were performed using NAMD 2.7b1, which includes options for
grid-steered molecular dynamics as well as internal coordinate restraints [2, 55]. The CHARMM27
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force field with the CMAP correction terms was used for all simulations [59, 168, 169]. A multiple
time-stepping protocol was employed for evaluating the potential, with bonded interactions calcu-
lated every 1 fs, van der Waals and short-range electrostatic interactions every 2 fs, and long-range
electrostatic interactions every 4 fs. For long-range interactions, the particle mesh Ewald (PME)
method was used. The PME grid density was never less than 1/A˚3. Periodic boundary conditions
were assumed for all simulations.
Equilibration of each system was carried out in multiple stages. First, all atoms were constrained
except those in the lipid tails, which were allowed to relax for 0.5 ns. In the next stage, the protein
and RNA backbones were constrained while the membrane, water, and ions were equilibrated for
1 ns in the NpT ensemble (T=310 K, p=1 atm). Next, all atoms were freed, but secondary structure
restraints maintained, for an additional 2.5 ns (see Chapter 2 for definition of the restraints). Finally,
all external forces were removed and the simulation was continued in the NVT ensemble. For the
present study the main simulations involved 2.7 millions atoms and covered overall nearly 50 ns.
4.4.5 Simulated translocation
For the simulated translocation of a polypeptide from the ribosomal exit tunnel into the channel,
a reduced system containing 208,000 atoms was used. Starting with the ribosome-SecY-monomer
complex resulting from the end of the equilibration, residues of the ribosome within 20 A˚ of any part
of SecYEβ were retained while those farther away were removed. Harmonic restraints with a force
constant of k = 5 kcal/mol·A˚2 were applied to the backbone of all remaining ribosomal residues in
order to maintain their structure. The 26-residue alanine polypeptide (Ala26) was then placed in
the exit tunnel such that only the N-terminus was exposed at the tunnel’s mouth. The simulations
followed a protocol used previously for an individual SecY [138], covering overall translocation times
similar to those in the prior study.
After equilibration for 0.5 ns, the Cα-atom of the N-terminal residue of Ala26 was pulled at a
velocity of 5 A˚/ns toward the center of SecY using steered MD [54, 170]. The velocity was maintained
by attaching the relevant atom to an imaginary point moving at constant velocity via a spring
with force constant k=350 pN/A˚2. The force required for translocation was typically 200-300 pN
with a maximum of 800 pN. As the goal of the simulation was to determine any potential steric
barriers presented by SecY to translocation of polypeptides of varying size, the secondary structure
of the helix in Ala26 was maintained through weak (k=50 kcal/mol·rad2) dihedral restraints, which
permitted intermittent distortions of the helix [1].
59
4.4.6 Analysis
VMD was used for analysis and figures [3]. Hydrogen bonds were counted if the donor-acceptor
distance was less than 3.5 A˚ and the angle formed by donor, hydrogen, and acceptor was greater than
145◦. Electrostatic potential maps were calculated by solving the Poisson-Boltzmann equation using
APBS [171] with a grid volume of less than 1 A˚3 per point, mobile ions present at a concentration
of 150 mM, and protein and solvent dielectric constants of 1.0 and 78.54, respectively.
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Chapter 5
Recognition of the regulatory
nascent chain TnaC by the
ribosome
Reproduced in part with permission from Leonardo G. Trabuco, Christopher B. Harrison, Eduard Schreiner, and
Klaus Schulten. Recognition of the regulatory nascent chain TnaC by the ribosome. Structure, In press. Copyright
2010 Elsevier.
5.1 Introduction
Gene expression is regulated at multiple levels, such as transcription, post-transcriptional modifica-
tion, mRNA processing, mRNA stability, translation, post-translational modification, and protein
degradation. These regulatory levels do not necessarily operate in isolation. For instance, there exist
several examples in which translation of certain messages can control transcription of downstream
genes via regulation of translation by specific nascent peptides [172]. The exit tunnel of the ribo-
some, once viewed as a passive path, is now known to respond in different ways to signals present in
nascent chains. Possible responses include modulation of the rate of translation [173], recruitment
of ribosome-binding partners such as the signal recognition particle [174], and inhibition of peptide
bond formation [175] or translation termination [24].
Most known examples of ribosome regulation by nascent chains involve translational stalling. A
classical example in bacteria is the SecM protein, translated from an open reading frame (ORF)
upstream to the ORF coding for SecA, involved in protein export [175]. When expression levels of
SecA are low, SecM-mediated translational stalling leads to rearrangement of the mRNA, expos-
ing the Shine-Dalgarno sequence of the downstream SecA ORF, thus leading to SecA translation.
When SecA levels are high, however, SecA mechanically pulls SecM out of the ribosome, inhibiting
its own expression via a negative feedback mechanism [175]. In contrast to SecM, which can induce
stalling without any additional factors, several regulatory nascent chains stall their own translation
only in the presence of a small effector. For instance, non-lethal concentrations of certain antibi-
otics lead to translational stalling of regulatory leader peptides, inducing translation of downstream
61
genes conferring antibiotic resistance (reviewed in [176]). Interestingly, in vivo analysis of ribosome
occupancy on yeast mRNAs showed a surprisingly large number of translated regions upstream of
known ORFs [177], which suggests that regulatory nascent chains may be much more prevalent than
previously thought.
The regulatory nascent chain with the most biochemical and structural data available is TnaC,
the leader peptide of the tryptophanase (tna) operon responsible for tryptophan degradation in
E. coli. The tna operon contains two structural genes, tnaA (tryptophanase) and tnaB (a tryptophan
permease), downstream of the tnaC ORF. Transcription initiation of the tna operon is regulated
by catabolite repression, i.e., at high concentrations of cyclic AMP (which correlates with low
concentrations of glucose) the catabolite activating protein binds at the promoter region and induces
transcription [178]. A transcription pause site exists at the end of the tnaC gene, allowing time for
the ribosome to bind to the transcript and initiate translation. The ribosome then decreases the
life-time of this transcription pause complex, synchronizing transcription and translation [179]. At
low concentrations of tryptophan, the ribosome completes translation of the TnaC peptide. Rho
factor then binds at a site immediately downstream of the TnaC ORF, moves along the mRNA
toward the 3’ end, and interacts with the RNA polymerase complex paused at one of the pause sites
located prior to the structural genes, inducing transcription termination. At high concentrations of
tryptophan, however, termination of TnaC synthesis by the ribosome is inhibited, and the ribosome
stalls at the TnaC stop codon, precluding binding of Rho factor, hence preventing transcription
termination. Thus, high concentrations of tryptophan lead to expression of the structural genes via
transcription antitermination [180].
Specific elements of both ribosome and TnaC are required for the formation of a tryptophan
binding site at the ribosome, likely at the peptidyl transferase center (PTC) near the A site [24].
Table 5.1 summarizes the available experimental data on TnaC and ribosome residues regarding tna
induction to the best of our knowledge. The structure of the E. coli 70S·TnaC complex was recently
determined by cryo-electron microscopy (cryo-EM) single-particle reconstruction at 5.8 A˚ [8], which
showed that TnaC adopts a distinct conformation in the exit tunnel, with several contact points
between TnaC and the ribosome. An atomic model was obtained from the cryo-EM data by ap-
plying the molecular dynamics flexible fitting (MDFF) method (Fig. 5.1) [1], which revealed that
universally conserved 23S rRNA nucleotides A2602 and U2585, located at the PTC, adopt confor-
mations incompatible with co-habitation by release factors, explaining how the PTC is inactivated
in the stalled complex [8]. Even though the register of the TnaC peptide could be identified from
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the cryo-EM data, side chain positions in the TnaC structure became only approximately known.
Table 5.1: Summary of experimental data on TnaC and ribosome residues regarding tna induction. ∆ = deletion;
Ins = insertion. All data correspond to E. coli unless otherwise noted.
Molecule Residue Experimental data References
TnaC
M1-W12 The following alterations have little or no effect on induction: N2F, I3S,
T9I, ∆N2I3L4, ∆C7, ∆N2I3L4H5I6, Ins after T9 (A10), Ins after T9
(G10G11), Ins after L4 (H5H6H7H8H9), Ins after I6 (N7I8L9H10I11),
Ins after T9 (H10I11C12V13T14).
[24]
K11 UV cross-links with A750 (23S). [181]
W12 W12R, W12L, and W12R-F13W eliminate induction. Substitution of
33 unique codons (encoding 16 different amino acids) eliminate induc-
tion (Eshoo and Yanofsky, unpublished data). In P. vulgaris, W20L,
W20R, or ∆W20 (W12 in E. coli) eliminate induction.
[24, 182–186]
W12-P24 The following alterations reduce or eliminate induction: substitution
of W12 with a stop codon (UAG or UGA), ∆K18, ∆V20D21, Ins
after D21 (A22), ∆H22, ∆P24, ∆R23P24. Synonymous mutations at
positions 13-17 and 19 do not appreciably affect induction levels, but
changes at positions 16 and 19 increase basal activity 2-3 fold.
[24, 182, 183]
F13 F13W results in semiconstitutive expression of the tna operon. F13C,
F13L, and W12R-F13W eliminate induction. F13I greatly reduces in-
duction.
[181–183]
N14 N14I, N14S, and N14K eliminate induction. [183]
I15 I15A has no effect on induction. I15F and I15N eliminate induction. [183, 187]
D16 D16A, D16N, D16E, D16W, D16S, D16L, D16C, D16V, and D16K
eliminate induction. In P. vulgaris, D24A (D16 in E. coli) eliminate
induction.
[183, 186, 187]
K18 K18R and K18A have little or no effect on induction. K18Q reduces
induction.
[181, 183, 187]
I19 I19T and I19N eliminate induction. In P. vulgaris, L27A (I19 in
E. coli) slightly reduces induction.
[183, 186]
P24 P24A and P24S eliminate induction. In P. vulgaris, P32A (P24 in
E. coli) eliminates induction.
[24, 186, 187]
>P24 The following insertions after P24 (replacing P24-UGA
stop codon) reduce or eliminate induction: F25-UGA,
M25H26T27Q28K29P30T31L32E33L34L35T36-UGA, R25P26-UGA,
V25D26H27R28P29-UGA. P. vulgaris contains K33K34 after P32
(P24 in E. coli); the following changes do not reduce induction: K33R,
K33I, K33R-K34R, K33I-K34I, ∆K33-34, and TAA35TGA.
[24, 186]
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Table 5.1 – continued.
Molecule Residue Experimental data References
23S
A750 UV cross-links with K11 (TnaC). [181]
A751 Insertion of an A at position 751 eliminates induction and the ability
of Trp to compete with puromycin or sparsomycin. See also A2572.
[181, 188]
A752 A752C and A752T reduce induction. A752C eliminates ability of Trp
to compete with puromycin or sparsomycin. See also A2572.
[188]
U754 U754A reduces induction. [181]
A788 Presence of W12 (TnaC), compared to W12R, protects A788 from
methylation, implying A788 displacement.
[181]
A792 A792 is slightly protected from methylation by TnaC. [181]
A2058-A2059 The antibiotics chloramphenicol and sparsomycin enhance methyla-
tion of A2058-A2059 when ribosomes are treated with the methylating
agent DMS. Trp does not affect A2059 methylation induced by chlo-
ramphenicol, indicating that it does not affect chloramphenicol inter-
action with the ribosome. A2059 methylation induced by sparsomycin
is reduced by Trp, indicating that Trp affects the ability of sparsomycin
to interact with the PTC.
[188, 189]
A2058 A2058G slightly increases induction. [181]
A2062, A2503 A2062C or A2503G does not prevent stalling. (Vasquez-Laslop
and Mankin,
personal commu-
nication)
A2572 Free Trp blocks methylation of A2572 of wild-type 70S·TnaC complexes
but not of 70S·TnaC(W12R) complexes or A752C (23S), +A751 (23S),
or U2609C (23S), indicating that Trp is unable to bind effectively to
these mutant ribosomes.
[188, 189]
2583-2587 The PTC mutations G2583A and U2584C reduce the ability of
ribosome-bound Trp to inhibit peptidyl transferase activity, but do not
affect Trp binding or sparsomycin action. Other changes in the U2585
region (U2586G, U2586C, A2587G, A2587C) do not affect induction.
[190]
U2585, A2602 Cryo-EM data show that PTC residues U2585 and A2602 adopt con-
formations incompatible with co-habitation by release factors.
[8]
U2609 U2609A and U2609C reduces and eliminates induction, respectively.
U2609C eliminates the ability of Trp to compete with puromycin or
sparsomycin. See also A2572.
[181, 188]
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Table 5.1 – continued.
Molecule Residue Experimental data References
L22
K90 K90W, K90H, K90A, K90A-G91K, and K90W-G91K eliminate induc-
tion. K90W eliminates the ability of Trp to compete with puromycin
or sparsomycin.
[181, 188]
G91 G91D, G91W, and G91K reduce induction, but G91A does not signif-
icantly affect induction.
[181]
A93 A93S does not significantly affect induction. [181]
V107 V107M slightly increases induction. [181]
L4 K57-K58 K57E-K58Q, K57Q-K58Q, K57E-K58E, and K57Q-K58E slightly re-
duce induction.
[181]
In order to characterize the precise atomic interactions through which the ribosome recognizes
TnaC, we performed extensive molecular dynamics (MD) simulations of TnaC in the exit tunnel.
The simulations, supported by quantum chemistry calculations, indicate that the critical TnaC
residue W12 is recognized by the ribosome via a cation-pi interaction with R92 of ribosomal protein
L22. Another critical TnaC residue, D16, is seen in the simulations to be involved in salt bridges
with ribosomal proteins, in particular with K90 of L22, another essential element for tna induction.
The simulations also confirm that TnaC-mediated stalling does not involve swinging of the tip
of L22, as previously proposed [191]. Furthermore, bioinformatic analysis of naturally occurring
proteins that contain the TnaC consensus suggests that mutations at positions 19 and 20 of TnaC
may alleviate translational stalling, for which additional simulations provide further evidence. Our
results thus shed light onto the precise atomic-level interactions involved in the recognition of TnaC
by the ribosome.
5.2 Results
5.2.1 Evolutionary analysis of TnaC and the exit tunnel
Recently, tnaC genes in various bacterial species were identified computationally [187]. Starting
with the 31 sequences reported by the authors, we selected a non-redundant set using the sequence
QR algorithm [192]. The obtained non-redundant set contains 13 sequences and is presented in
Figure 5.2A. According to the evolutionary profile, the critical residues W12, D16, and P24 are
indeed the most conserved ones. Furthermore, certain mutations at relatively conserved positions
13-15 and 19 reduce or eliminate induction (Table 5.1). Given the sequence conservation in the
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Figure 5.1: Structure of TnaC in the exit tunnel. Shown are selected residues of the 23S rRNA, the portions of
ribosomal proteins L4 and L22 forming the exit tunnel’s constriction site, and ten models of the nascent chain
found to be consistent with cryo-EM data [8]. 23S rRNA residues displayed in black represent bacterial sequence
signatures [161]. See also Fig. 5.3.
alignment and the available biochemical data, it is unlikely that other very specific requirements for
TnaC-mediated stalling exist. Interestingly, all organisms other than E. coli presented in Figure 5.2A
contain one or more residues after P24, which poses the question whether stalling would occur at
the stop codon or at the conserved proline codon in these organisms. It was recently shown that,
in Proteus vulgaris, TnaC stalling occurs at the conserved proline codon, implying in this case
inhibition of protein elongation instead of termination [186].
Sequence alignments were also obtained for ribosomal proteins L4 and L22 (Fig. 5.2B and C,
respectively), which form the constriction site in the exit tunnel. The regions of L4 and L22 forming
the constriction site are visibly very conserved. Residue K90 in the β-hairpin at the tip of L22 is
critical for TnaC stalling in E. coli as judged by mutational studies (K90W, K90H, and K90A; see
Table 5.1). Interestingly, K90 is not strictly conserved in bacteria, and Figure 5.2C shows that other
residues occur at this position, which may point to either absence of TnaC stalling in some bacteria
or a different recognition mode. It would be worthwhile to investigate the effect of further naturally
occurring substitutions of K90 on tna induction.
Non-redundant sequence alignments of 16S and 23S rRNAs were recently obtained for both
bacteria and archaea, and sequence and structure signatures distinguishing these two domains of
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Figure 5.2: Non-redundant sequence alignments of TnaC (A) and the regions of ribosomal proteins L4 (B) and L22
(C) comprising the exit tunnel’s constriction site. The sequence alignments and corresponding structures are colored
by sequence similarity using the BLOSUM 30 matrix and a red-white-blue color scale, with most conserved residues
shown in blue. For TnaC (A), complete sequences are shown, i.e., there exists a stop codon at the end of each
presented sequence. See also Table 5.2.
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Table 5.2: Base composition of 23S rRNA residues listed in Table 5.1. The data presented here are derived from
sequence alignments described in [161].
Bacteria
Archaea
Proteobacteria Not Proteobacteria
E. coli %A %G %C %U %A %G %C %U %A %G %C %U
A750 100 0 0 0 100 0 0 0 96 4 0 0
A751 100 0 0 0 93 7 0 0 96 4 0 0
A752 80 3 7 10 94 0 6 0 38 0 8 54
U754 0 43 7 50 7 13 28 52 0 0 96 4
A788 100 0 0 0 99 0 0 1 79 0 21 0
A792 97 3 0 0 41 59 0 0 12 42 0 46
A2058 100 0 0 0 100 0 0 0 0 95 0 5
A2059 97 3 0 0 100 0 0 0 100 0 0 0
A2062 100 0 0 0 100 0 0 0 86 0 0 14
A2503 100 0 0 0 100 0 0 0 91 0 9 0
A2572 100 0 0 0 100 0 0 0 50 9 0 41
G2583 0 100 0 0 0 100 0 0 0 100 0 0
U2584 0 0 0 100 0 2 0 98 0 0 0 100
U2585 0 0 0 100 0 0 0 100 0 0 0 100
U2586 0 0 41 59 0 0 81 19 0 0 14 86
A2587 100 0 0 0 100 0 0 0 100 0 0 0
A2602 100 0 0 0 100 0 0 0 100 0 0 0
U2609 0 0 0 100 0 2 0 98 36 0 27 36
life were identified [161]. None of the structure signatures lie in the vicinity of TnaC, but four
sequence signatures (23S rRNA residues) do (Fig. 5.1). Using the sequence alignments obtained by
the authors, we calculated the base composition of 23S rRNA in proteobacteria (phylum to which
E. coli belongs), the remaining bacterial phyla, and archaea (Table 5.2). Only two nucleotides in the
vicinity of TnaC show significantly different base compositions in proteobacteria versus the other
bacterial phyla, namely U754 and A792.
5.2.2 Consensus stalling sequence in bacterial genomes
Considering only TnaC elements critical for stalling and highly conserved (W12, D16, P24, and
the spacing between W12 and P24), current experimental data suggest that the consensus sequence
WxxxDxxxxxxxP is necessary for TnaC-mediated stalling (see Table 5.1). Furthermore, substitu-
tion of TnaC’s stop codon with a tryptophan codon leads to constitutive, tryptophan-independent
translational arrest [24]. We thus searched all bacterial protein sequences corresponding to avail-
able genomes for the consensus sequence WxxxDxxxxxxxPW. After removing redundancy of the
underlying sequences, we found a slight evolutionary selection against the consensus in proteobac-
teria, but not in other bacterial phyla. Specifically, 114 sequences from proteobacteria matched the
WxxxDxxxxxxxPW consensus, compared to an expected number of 134 ± 12 by chance (standard
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deviation given). On the other hand, 125 bacterial sequences from phyla other than proteobacteria
matched the same consensus, compared to an expected number of 79 ± 9.
If the searched consensus sequences were sufficient to induce arrest, they should not be found in
any protein. However, several proteins do match the consensus, as described above. Three possible,
non-mutually exclusive explanations are: (1) there are other TnaC elements required for arrest, (2)
proteins that match the consensus have features that prevent arrest, and/or (3) there are differences
in ribosomes that make them less susceptible to arrest by the consensus sequence. Intriguingly, there
exist proteins from E. coli and close relatives that match the consensus WxxxDxxxxxxxPW. Thus,
the fact that these proteins presumably do not induce constitutive stalling cannot be explained by
differences in the corresponding ribosomes.
For each protein sequence that matches the consensus WxxxDxxxxxxxPW, the relative frequency
of each amino acid was calculated for each position and compared to frequencies obtained from the
entire data set. A bias toward presence of an arginine residue at positions 19 and 20 was identified
in the sequences matching the consensus, with frequencies equal to 16.3± 4.7% and 13.8± 4.4%, re-
spectively, compared to 6.0±0.002% for the entire data set (95% confidence intervals given). Similar
results were obtained repeating the analysis for proteobacteria and non-proteobacteria separately
(data not shown). Note that positions 19 and 20 are relatively conserved according to the TnaC
evolutionary profile (Fig. 5.2A). It is possible that presence of these arginine residues helps prevent
translational arrest of the identified proteins. In fact, MD simulations show that the TnaC muta-
tions I19R and V20R can displace a 23S rRNA residue critical for stalling (see below). Alterations
of TnaC residues 19 and 20 should be investigated experimentally, particularly the mutations I19R
and V20R, which may reduce tna induction. Indeed, mutations I19T and I19N have already been
shown to eliminate induction [183].
5.2.3 Recognition of TnaC by the exit tunnel
A 5.8-A˚ cryo-EM map of the E. coli 70S·TnaC complex was recently obtained [8], from which
an atomic model of the ribosome and ten different TnaC models were generated using the MDFF
method [1, 8] (see Fig. 5.1). MDFF allows for automated generation of atomic models using cryo-EM
data which are ultimately checked for consistency by direct comparison with the density maps [5–
8, 139]. In order to characterize the specific interactions between TnaC and the ribosome, extensive
all-atom MD simulations were performed on ten different systems containing TnaC and the exit
tunnel. The simulation setup is illustrated in Figure 5.3. Each of the ten systems comprises about
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Figure 5.3: Simulation system setup. (A, C, E) 70S·TnaC cryo-EM map described in [8]. (B, D) Atomic model
derived from the cryo-EM data. (F) Subsystem simulated in the present work.
125,000 atoms and the total aggregate simulation time was 1.8µs. The goal was to sample as much
as possible the conformational space of TnaC side chains inside the tunnel, allowing for favorable
TnaC-ribosome interactions to be identified.
The TnaC models derived from the cryo-EM reconstruction [8], as well as the simulations pre-
sented here, show that the universally conserved TnaC residue W12, critical for tna induction,
is located in the exit tunnel at the constriction site formed by ribosomal proteins L4 and L22
(see Fig. 5.1). In several simulations, W12 exhibited potential interactions with positively charged
residues (arginine or lysine) from L4 and L22. Aromatic residues such as tryptophan can form
cation-pi interactions with positively charged residues, a strong and specific interaction important in
different cases of molecular recognition [193]. Unfortunately, MD force fields do not accurately de-
scribe cation-pi interactions [194–196], in particular due to the lack of polarizability [197]. However,
it was shown that the electrostatic component of the MD interaction energy between aromatic and
positively charged residues correlates well with binding energies computed via quantum-mechanical
(QM) calculations [193]. Thus, we calculated the MD electrostatic interaction energy between the
side chains of W12 and of each nearby positively charged residue for each frame of the ten inde-
pendent simulations, which allowed us to select conformations corresponding to potential cation-pi
interactions involving W12. The potential cation-pi interaction partner with the highest frequency
from the MD trajectories was R92 from L22 (Fig. 5.4A).
To confirm that the identified conformations indeed correspond to cation-pi interactions, we com-
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Figure 5.4: (A) Selection of trajectory frames with potential cation-pi interactions involving W12 of TnaC. Only
trajectories that exhibited MD electrostatic interaction energies lower than -3 kcal/mol are shown. Frames selected
for QM calculations are marked with circles. (B) Interaction energies between W12 (TnaC) and positively charged
ribosomal residues calculated using the MD force field from the simulations. Several trajectory frames were selected
as potential cation-pi interactions (circles; see A), for which interaction energies were also determined using QM
calculations (diamonds; full results given on Table 5.3). Interaction energies between W12 (TnaC) and R92 (L22),
given in Figure 5.5A, are also presented here for completeness. (Continues on the next page.)
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Figure 5.4: Continued.
puted the interaction energy between the relevant side chains using QM calculations (Fig. 5.5A and
Fig. 5.4B). Ammonium and guanidinium ions were used to represent lysine and arginine, respec-
tively, whereas tryptophan was represented as indole [193]. Using minimum energy structures for
these fragments and their relative orientation from the MD trajectory frames, their binding energy
was calculated using second-order Møller-Plesset perturbation theory (see Methods). The QM calcu-
lations confirm that several of the selected conformations indeed correspond to cation-pi interactions
between W12 (TnaC) and mostly R92 (L22), with interaction energies of up to around -13.5 kcal/mol
(Table 5.3, Fig. 5.5A and Fig. 5.4B). If the classical force field used in the MD simulations more
accurately described cation-pi interactions, the frequency of such interactions would be presumably
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Figure 5.5: Recognition of key TnaC residues by the exit tunnel. (A) Interaction energies between W12 (TnaC) and
R92 (L22) calculated using the MD force field from the ten independent simulations starting from the different TnaC
models shown in Figure 5.1 (labeled “model 0–9”). Several trajectory frames were selected as indicative for cation-pi
interactions (circles; see Fig. 5.4A), for which the interaction energies were also determined using QM calculations
(diamonds; full results given on Table 5.3). The same procedure was followed for all positively charged residues in
the vicinity of W12 (Fig. 5.4B). (B) Snapshot from one of the simulation trajectories showing a cation-pi interaction
between W12 (TnaC) and R92 (L22) as well as a salt bridge between D16 (TnaC) and K90 (L22) (see Fig. 5.6). See
also Fig. 5.4 and Table 5.3.
higher than observed in our simulations. The involvement of a cation-pi interaction between W12
and the exit tunnel during TnaC stalling may be confirmed experimentally by incorporation of a
series of fluorinated tryptophan derivatives, as recently done in the binding site of G protein-coupled
receptors [198].
The universally conserved TnaC residue D16, required for tna induction, is involved in salt
bridges with ribosomal proteins in about half of the simulations (Fig. 5.6). Observed interaction
partners of D16 comprise K90 (L22), R92 (L22), R61 (L4), and K18 (TnaC). The other negatively
charged TnaC residue D21 is not involved in salt bridges with ribosomal proteins but, like D16, salt
bridges with positively charged residues from TnaC itself (Fig. 5.7). Given our finding that W12
(TnaC) is likely recognized by R92 (L22) via a cation-pi interaction, and also that K90 (L22) is
critical for induction as shown by several mutations [181], it is conceivable that among the observed
salt bridges the most relevant for induction is the one between D16 (TnaC) and K90 (L22). The
importance of this salt bridge may be tested experimentally by constructing the double mutant D16K
(TnaC) and K90D (L22), which we predict will have little effect on tna induction, even though the
D16K (TnaC) mutation eliminates induction (see Table 5.1). Figure 5.5B shows a snapshot from a
trajectory where a cation-pi interaction between W12 (TnaC) and R92 (L22) as well as a salt bridge
between D16 (TnaC) and K90 (L22) can be observed.
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Table 5.3: Interaction energies between fragments representing W12 (TnaC) and positively charged residues from
ribosomal proteins, obtained by QM calculations (see main text for details). The relative orientation of the fragments
was taken from selected frames from MD simulations (Fig. 5.4A). Trajectory frames from 0 to 60000 correspond to
the last 120 ns of each of ten independent MD simulations (models 0–9). BSSE = basis-set superposition error.
Interacting
Model
Trajectory Interaction energy
BSSE (kcal/mol)
residue (protein) frame (kcal/mol)
K90 (L22)
3 1420 -6.58 0.57
7 29324 0.36 0.30
R92 (L22)
3
40088 -9.00 3.01
45127 -4.06 2.31
51060 -2.25 2.06
54747 -12.75 3.68
5
710 5.20 2.24
10915 -11.24 2.55
48827 -8.03 3.22
53896 -9.28 2.92
57978 -8.40 3.63
6 20825 -8.78 2.56
7
32037 -13.48 2.95
36658 -11.83 2.22
43992 -10.94 3.05
46493 -8.95 2.50
49684 -11.10 3.38
52541 -12.32 2.48
R95 (L22)
6
27866 -8.39 2.55
30673 -9.37 1.55
35040 -7.70 1.82
8 94 -8.44 2.09
9
2064 -11.27 2.05
6305 -8.67 2.02
8433 -6.29 2.07
23662 -9.23 3.20
29488 -3.48 3.53
32330 -7.85 3.51
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Table 5.3 – continued.
Interacting
Model Frame
Interaction energy
BSSE (kcal/mol)
residue (protein) (kcal/mol)
K57 (L4) 4
14472 -7.21 0.30
20059 -8.90 0.45
R61 (L4) 1
23268 -3.31 2.70
32842 -2.64 2.10
37120 -5.13 2.16
58974 -0.38 1.67
R67 (L4)
2
44535 -0.33 0.01
50334 -0.40 0.02
51701 -0.40 0.02
5
29873 -0.90 0.24
38851 -1.21 0.25
43306 -0.81 0.20
56781 -0.02 0.18
Since our bioinformatic analysis suggests an important role of TnaC residues I19 and V20 (see
above), we characterized the contacts between these residues and the ribosome. The frequencies at
which I19 and V20 contacts ribosomal residues was calculated from the last 40 ns of each of the ten
simulations (Fig. 5.8). The 23S rRNA residues contacting I19 most often were 2058-2059, 2061-2062,
2503, and 2609-2611, with I19 usually inserting between two RNA bases. Since mutations of U2609
reduced or eliminated tna induction (see Table 5.1), the frequencies of contacts between U2609 and
TnaC residues were also characterized. V20 accounted for the majority of U2609 contacts (data not
Figure 5.6: Salt bridges formed between D16 (TnaC) and the exit tunnel in all simulations. The plots show the
distance between the center of mass of the oxygen atoms in the acidic side chain and the center of mass of the
nitrogen atoms in the basic side chain. For each interaction pair, only simulations in which a stable salt bridge was
observed are shown. The ten independent simulations starting from different TnaC models shown in Figure 5.1 are
labeled “model 0–9.” See also Fig. 5.7.
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Figure 5.7: Salt bridges formed within TnaC in all simulations. The plots show the distance between the center of
mass of the oxygen atoms in the acidic side chain and the center of mass of the nitrogen atoms in the basic side chain.
For each interaction pair, only simulations in which a stable salt bridge was observed are shown. The ten independent
simulations starting from different TnaC models are labeled “model 0–9.”
shown); likewise, the most frequent contact partner of V20 was U2609 (Fig. 5.8). Interestingly, our
bioinformatic analysis suggests that the mutations I19R or V20R may prevent translational stalling.
Thus, it is conceivable that mutations of I19 or V20 could affect the critical residue U2609 and
reduce stalling. Each of the ten simulations were extended for 15 ns introducing either the TnaC
mutation I19R or V20R, for a total additional 300 ns of simulation time. The mutant simulations
show that either change is able to displace U2609 by up to 2–3 A˚ in the relatively short simulation
time of 15 ns (Table 5.4). Note that the boundaries of the exit tunnel (10 A˚ away from TnaC) were
restrained in space (see Methods), which limited actually the magnitude of possible displacements
of U2609.
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Figure 5.8: Frequency of contacts between TnaC residues I19 and V20 and ribosomal residues. Contacts were defined
based on a cut-off distance of 3.5 A˚ between heavy atoms of side chains, and the last 40 ns of each of the 10 independent
simulations were considered in the analysis. See also Table 5.4 and Fig. 5.9.
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Table 5.4: Displacements (in A˚) of 23S rRNA nucleotides induced by point mutations on TnaC (I19R and V20R).
The average position of either the P atom or the center of mass of the base was calculated from the last 5 ns of
wild-type (wt) and mutant simulations. The given displacements correspond to differences between the calculated
average positions. Each independent simulation is labeled “model 0–9.” The largest displacements are highlighted in
bold.
A2058 (23S rRNA) A2609 (23S rRNA)
Model
wt vs. I19R wt vs. V20R wt vs. I19R wt vs. V20R
P Base P Base P Base P Base
0 0.54 0.63 0.63 0.69 0.27 0.24 0.44 2.92
1 0.14 0.08 0.15 0.17 1.02 2.41 0.61 2.06
2 0.21 0.13 0.16 0.23 0.28 0.57 0.14 0.34
3 0.32 0.65 0.49 2.21 1.27 0.36 1.27 0.27
4 0.49 0.18 0.31 0.21 0.29 0.34 0.13 0.63
5 0.24 0.42 0.21 0.59 0.63 1.13 1.54 2.74
6 0.43 0.16 0.24 0.30 0.34 0.25 0.71 0.80
7 0.19 0.39 0.65 0.48 0.24 0.50 0.51 0.32
8 0.36 0.53 0.18 0.39 0.22 0.32 0.49 0.82
9 0.06 0.05 0.06 0.17 0.90 0.33 0.93 0.46
Recently, three-dimensional free-energy profiles for different amino-acid side chains inside the exit
tunnel have been calculated using MD-based umbrella sampling simulations [199]. Even though the
free-energy profiles were obtained by these authors using a Haloarcula marismortui 50S model, the
structure of the region of the exit tunnel discussed in the current work is very similar to the E. coli
one (Fig. 5.9). The authors have described a significant energy barrier for tryptophan binding
at the constriction site (∆G > 6kBT , see Fig. 2F in [199]), which is inconsistent with the W12
position derived from cryo-EM data [8]. The discrepancy is likely due to the improper treatment of
cation-pi interactions by the MD force field used to calculate the free-energy profile. On the other
hand, the salt bridges between D16 and either side of the exit tunnel (L4 or L22) observed in our
simulations are consistent with local free energy minima (∆G < −5kBT , see Fig. 2C in [199]) in the
free-energy profile for aspartate positioning inside the tunnel. Interestingly, the position of TnaC
residue I19 is also consistent with a local free energy minimum (∆G < −3kBT , see Fig. 2E in [199])
for isoleucine positioning inside the tunnel. We proposed above that the mutations I19R or V20R
may reduce tna induction. Although a free-energy map for arginine is not available, presence of a
positive charge (lysine) at positions occupied by I19 and V20 in our simulations is unfavorable (see
Fig. 2B in [199]). Note that the effect may be less pronounced for arginine due to potential favorable
stacking interactions with 23S rRNA bases.
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Figure 5.9: Superposition of a portion of the exit tunnel from E. coli (PDB 2I2V) and H. marismortui (PDB 1S72).
Ribosomal proteins L4 and L22 are shown, as well as selected 23S rRNA residues that contact TnaC. A trace of one
of TnaC’s conformations is shown for reference. Panel (A) shows an overview and panel (B) presents a stereo figure
of the region of interest. The colors of L4, L22, and 23S rRNA for E. coli are gray, blue, and purple, respectively. For
H. marismortui the colors of L4, L22, and 23S rRNA are orange, cyan, and white, respectively.
5.2.4 TnaC stalling does not involve a swung conformation of L22
It has been proposed that the conserved β-hairpin at the tip of L22 (Fig. 5.2C), located at the
constriction site of the exit tunnel (Fig. 5.1), may act as a tunnel gate controlling nascent chain elon-
gation [191]. The suggestion was based on the crystal structure of the Deinococcus radiodurans 50S
(D50S) subunit in complex with the antibiotic troleandomycin (TAO), in which the L22 β-hairpin
assumes a swung conformation and interacts with L4, blocking the tunnel [191]. The authors hy-
pothesized that SecM- and TnaC-mediated translational arrest could involve a swung conformation
of the L22 β-hairpin [191]. However, the cryo-EM reconstruction of the E. coli 70S·TnaC complex [8]
and the simulations presented here do not support this hypothesis for TnaC-mediated stalling. Fig-
ure 5.10A shows the structure obtained from the cryo-EM data [8], as well as a model of the swung
conformation of L22 for comparison, obtained by aligning L22 from D50S·TAO (PDB 1OND) [191]
to L22 from 70S·TnaC. From the figure it is clear that a swung L22 would severely clash with the
TnaC density. Moreover, L22 remains in the native conformation during all simulations (data not
shown). In the case of SecM-mediated translational arrest, involvement of a swung conformation of
L22 is also unlikely, since it was recently shown that mutants in which the tip of L22 was deleted
still show significant SecM stalling [200].
The L22 swinging mechanism of translational arrest had been advocated based on previous com-
putational studies. Rigidity analysis showed that the L22 β-hairpin is flexible outside the ribosome
but becomes rigid within the ribosome, whereas those residues that form a hinge, around which
the β-hairpin would swing, retain their flexible form [201]. However, MD simulations of a complete
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Figure 5.10: Path of the TnaC peptide inside the exit tunnel. (A) Atomic model of ribosomal proteins L4 and L22
obtained from the 70S·TnaC cryo-EM map [8], along with the density corresponding to TnaC. For comparison, the
swung conformation of the tip of L22 is shown in red (PDB 1OND) [191]. (B) Conformations explored by TnaC
during the MD simulations according to clustering analysis of the Cα atoms (see Methods). Two possible paths for a
poly-alanine nascent chain had been previously proposed, namely “case-over” and “case-under” R92 from L22 [160].
ribosome showed that the tip of L22 does not exhibit significant flexibility (Fig. 5.11). Another com-
putational study predicted paths of the nascent chain inside the ribosome, which were classified in
two categories: “case-over” and “case-under” L22’s R92 [160]. Via pulling simulations, the authors
hypothesized that the case-under category corresponds to protein elongation, whereas the case-over
corresponds to translational arrest, based in part on the proposed L22 swinging mechanism of ar-
rest [191]. However, the path of TnaC inside the exit tunnel clearly corresponds to the case-under
category (Fig. 5.10B). Altogether, our data show that TnaC-mediated translational stalling does
not involve swinging of the tip of L22.
5.3 Discussion
It has been increasingly realized that modulation of ribosome function by specific nascent chains
is a prevalent regulatory mechanism. Most known examples involve a regulatory nascent chain
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Figure 5.11: Fluctuations of ribosomal proteins L4 and L22 as observed in a 60-ns MD simulation of a complete E. coli
ribosome in the posttranslocational state. The figure shows a superposition of snapshots taken every nanosecond.
It is clear that fluctuations of the tip of L22 are not sufficient to block the constriction site at any time during the
simulation. The full-ribosome MD simulations will be presented elsewhere.
encoded by an upstream ORF, whose translation controls expression of downstream genes. For
instance, nascent chain-mediated translational stalling controls expression of several genes conferring
antibiotic resistance in bacteria [176]. The recent discovery that a large proportion of mRNAs in
yeast contain small upstream ORFs which are translated in vivo point to a central role of regulatory
nascent chains in the control of gene expression also in eukaryotes [177].
In the present work, we employed a range of computational techniques to address how TnaC, the
leader peptide of the tryptophanase (tna) operon, is recognized by the ribosome. Using recent atomic
models of the E. coli 70S·TnaC complex obtained from a 5.8-A˚ cryo-EM map [8], we performed
extensive MD simulations of TnaC inside the exit tunnel for a total aggregate time of 2.1µs (1.8µs
and 0.3µs of wild-type and mutant simulations, respectively). The MD simulations, complemented
by QM calculations, indicate that the critical TnaC residue W12 is recognized by R92 of ribosomal
protein L22 via a cation-pi interaction (Fig. 5.5 and Table 5.3). The simulations further show that
TnaC residue D16, also critical for stalling, forms salt bridges with ribosomal proteins (Fig. 5.6),
in particular with K90 from L22, which, too, is essential for stalling (see Table 5.1). All findings
presented here are experimentally testable. Incorporation of a series of fluorinated tryptophan
derivatives may be used to confirm that W12 is recognized by the ribosome via a cation-pi interaction,
as recently done in the binding site of G protein-coupled receptors [198]. In order to test the relevance
of the salt bridge between D16 (TnaC) and K90 (L22), the double mutant D16K (TnaC) and K90D
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(L22) may be constructed and its ability to induce tna expression analyzed.
Bioinformatic analysis suggests that presence of an arginine at TnaC positions 19 or 20 reduces
translational arrest. MD simulations of TnaC inside the exit tunnel show that TnaC residues I19
and V20 contact 23S rRNA residues critical for stalling, in particular U2609. Simulations of TnaC
mutants I19R and V20R reveal that these changes are able to displace U2609, supporting the hypoth-
esis that these mutations reduce stalling. The effect of these mutations on tna induction remains to
be tested experimentally. Finally, the current study provides evidence that TnaC-mediated stalling
does not involve swinging of the tip of L22, as previously hypothesized [191]. SecM-mediated arrest
likely also does not involve L22 swinging, since deletions of the tip of L22 still allow for significant
stalling [200].
Three main open questions regarding TnaC-mediated translational stalling remain. The first
question is how does the recognition of TnaC by the exit tunnel (described in this paper) lead
to the creation of a tryptophan binding site in the ribosome. Possible communication pathways
between critical elements of TnaC and the PTC have been proposed based on cryo-EM data [8],
but further investigations will be necessary to unveil the signaling mechanism. The second open
question is the precise location of the tryptophan binding site at the PTC. A previous study showed
that substituting the TnaC’s stop codon with a tryptophan codon leads to constitutive stalling,
indicating that a tRNA bearing a tryptophan residue has the same effect as free tryptophan and
induces stalling [24]. Thus, the binding site for free tryptophan is likely formed near the A site,
but a high-resolution structure will be required to determine the exact location. Finally, it was
recently found that TnaC-mediated stalling in P. vulgaris involves inhibition of elongation instead
of termination [186], but the structural basis for elongation inhibition is not known.
5.4 Methods
5.4.1 Bioinformatic analyses
All bioinformatic analyses were performed with the VMD [3] plugin MultiSeq 3.0 [202]. Representa-
tive sequences of TnaC, L4, and L22 were selected using the sequence QR algorithm [192], which sorts
a sequence alignment by increasing linear dependency. For TnaC, 31 bacterial sequences previously
identified computationally [187] were utilized, and 13 sequences were selected using a 50% sequence
identity cut-off. For each protein L4 and L22, over 600 bacterial sequences were retrieved from the
NCBI nr database using a BLAST search [203], and the sequences aligned with ClustalW [204].
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Representative sets containing 19 and 14 L4 and L22 sequences were obtained using 43% and 53%
sequence identity cut-offs, respectively.
Protein sequences corresponding to bacterial genomes were downloaded from NCBI. To reduce
redundancy, only one genome from each species was considered. In total, 513 genomes were analyzed,
corresponding to 1,696,002 protein sequences and 545,566,949 amino acids. The relative frequency
of each amino acid residue was calculated in different data sets, and a binomial distribution was
assumed in each case to calculate 95% confidence intervals. In order to calculate the expected
number of matches to a consensus sequence of size n at random, the probability pn of a sequence
of size n matching the consensus was calculated using the relative frequencies of each amino acid.
Introducing the approximation that overlapping sequences of size n are independent, the expected
number of matches in the entire data set is given by pn
∑
i(Ni−n+ 1), where the sum is performed
over all sequences i in the data set, Ni is the length of each sequence i, and Ni > n. Standard
deviations were calculated assuming a binomial distribution with probability pn and sample size∑
i(Ni − n+ 1).
5.4.2 MD simulations of TnaC-exit tunnel
An atomic model of the 70S ribosome complexed with TnaC, as well as 10 different models for
TnaC itself, were obtained from a 5.8-A˚ cryo-EM map using MDFF [1, 4], as previously described
(PDB 2WWL/2WWQ, [8]). For each of the ten 70S·TnaC models, a subsystem was defined by
selecting all residues within 20 A˚ of TnaC. Each system was then neutralized by adding diffusively-
bound Mg2+ ions (minimum ion-solute distance of 5 A˚) using cionize, a GPU-accelerated program
that iteratively places ions at electrostatic potential minima [165], and the solvation shell of each
Mg2+ ion was completed [4, 114]. Subsequently, DOWSER [166] was used to place water molecules
into internal cavities; the VMD plugin Dowser [6], which extends DOWSER to support systems
containing RNA, was used in this step. Each system was then placed in a water box using the VMD
plugin solvate, after which neutralization was completed by placing an additional Na+ ion with the
VMD plugin autoionize. The total size of each of the ten systems was about 125,000 atoms.
MD simulations were conducted using NAMD 2.7 [2] with the CHARMM27 force field [59, 168]
and CMAP correction [169] and the TIP3P water model. The equations of motion were integrated
using a 2-fs time step, with all interactions calculated every 2 fs, except for long-range electrostatic
interactions, which were calculated every 6 fs using the particle mesh Ewald (PME) method with
pencil decomposition. The PME grid density was never less than 1/A˚3, and periodic boundary
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conditions were applied. Short-range, nonbonded interactions were calculated using a distance cut-
off of 8 A˚. Each system was equilibrated in the NpT ensemble (T=300 K, p=1 atm) using the following
protocol: water and ions were equilibrated for 420 ps, keeping the rest of the atoms restrained; side
chains were then free to move and equilibrated for 3 ns; all restraints on TnaC were subsequently
removed, but ribosome backbone restraints were kept, and each system was equilibrated for 60 ns;
finally, only ribosome backbone atoms farther than 10 A˚ from TnaC were restrained, and each system
was equilibrated for an additional 120 ns.
5.4.3 QM calculations of cation-pi interactions
For each frame from the MD simulation trajectories, the electrostatic interaction energy between
W12 (TnaC) and all nearby positively charged amino acid residues from ribosomal proteins was
calculated using the VMD plugin NAMDEnergy with a 10 A˚ cut-off (see Fig. 5.4A). Only fragments
representing the side chains were considered, namely indole (tryptophan), ammonium (lysine), and
guanidinium (arginine) [193]. For each interaction pair, several frames corresponding to local energy
minima were manually chosen (Fig. 5.4A), from which the interaction energies were estimated using
QM calculations.
QM energies for the selected MD geometries were calculated with the Gaussian03 revision E.01
package [205] using second-order Møller-Plesset perturbation theory and a triple-ζ Pople basis
set including double diffuse functions and polarization functions added to d and p functions (6-
311++G(d,p)). Similar interaction energy values were obtained with the GAMESS package [206].
Estimates of the basis-set superposition error (BSSE) were determined using the Counterpoise cor-
rection method [207]. Interaction energy values from the MD potential were also calculated using
NAMDEnergy for comparison purposes.
5.4.4 Clustering analysis
Trajectory frames from the last 40 ns of each MD simulation were concatenated and the conformation
of TnaC was analyzed using the GROMOS clustering method [208, 209]. RMSDs were calculated
using all heavy atoms of the protein backbone, with cut-offs chosen from the pairwise frame-frame
RMSD distributions of each selected set of atoms between clustering calculations.
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Chapter 6
Structure and dynamics of
ribosomal L1 stalk:tRNA
complexes
6.1 Introduction
Proteins are synthesized by the ribosome, a universal molecular machine present in all cells con-
sisting of a large and a small subunit (50S and 30S in bacteria, respectively). Transfer RNAs
(tRNAs) deliver amino acids and have to travel through three main binding sites in the ribosome (A
= aminoacyl-tRNA; P = peptidyl-tRNA; E = exit). Early chemical probing experiments demon-
strated that tRNAs can occupy hybrid states, in which the acceptor stem moves to the next binding
site on the 50S before the anticodon-stem loop (ASL) moves in the 30S [27]. (See Fig. 6.3 for a refer-
ence on tRNA structure nomenclature.) For example, a P/E tRNA has its ASL bound to the 30S P
site while the acceptor stem is bound to the 50S E site. After peptide bond formation, which results
in a deacylated P-site tRNA and a peptidyl A-site tRNA, a dynamic equilibrium is established in
which tRNAs spontaneously fluctuate between classical (A/A-P/P) and hybrid (A/P-P/E) states,
as discovered by single-molecule fluorescence resonance energy transfer (smFRET) studies [28]. The
pretranslocation ribosome complex formed after peptidyl transfer also spontaneously fluctuates be-
tween two states differing by a relative intersubunit rotation [29–31]. Elongation factor G (EF-G)
binds to the pretranslocation complex and stabilizes the rotated ribosome containing hybrid A/P-
P/E tRNAs [25, 29, 34, 210]. GTP hydrolysis by EF-G then promotes translocation of the messenger
RNA (mRNA) by one codon, resulting in the posttranslocation complex, i.e, nonrotated ribosome
and classical P/P-E/E tRNAs [26].
The L1 stalk, a flexible protuberance of the ribosome composed of ribosomal protein L1 and
23S ribosomal RNA (rRNA) helices 76–78, is seen in at least three main conformations that cor-
relate with the tRNA and intersubunit rotation states during translocation: open (vacant E site,
nonrotated ribosome), half-closed (E/E tRNA, posttranslocation nonrotated ribosome), and fully
closed (P/E tRNA, pretranslocation rotated ribosome) [32, 211]. Using atomic models derived
from cryo-electron microscopy (cryo-EM) data, it can be seen that two rotation angles account for
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Figure 6.1: Schematic figure illustrating two rotation angles (α and β) that account for most of the observed motion
of the L1 stalk as seen in cryo-EM-derived atomic models (see Table 6.4). Two conformations of the L1 stalk are
shown (blue = closed; red = open). See Methods for details on how these angles are calculated.
most of L1 stalk motion (Fig. 6.1). In a pretranslocation complex, an interaction between the L1
stalk and the P-site tRNA is reversibly established and disrupted [212], and the L1 stalk fluctu-
ates between the open and closed states [32]. Considering available cryo-EM and smFRET data,
a model was proposed in which the pretranslocation ribosome fluctuates between two global states
in a coupled fashion, namely (i) nonrotated subunits, classical tRNAs and open L1 stalk, and (ii)
ratcheted ribosome, hybrid tRNAs and closed L1 stalk [33, 212]. By analyzing L1 stalk movement
and intersubunit rotation with smFRET at similar experimental conditions, correlation between
the rates of L1 stalk closure and forward intersubunit rotation (or ratcheting) was found, but the
rates for the reverse processes (L1 opening and reverse intersubunit rotation) were shown to be
uncorrelated [32]. Furthermore, smFRET experiments reporting on both L1 stalk:tRNA interaction
and tRNA hybrid states formation indicate that these movements are not tightly coupled [213, 214].
In posttranslocation complexes (with an E/E tRNA), the L1 stalk has been described as either
static [32] or dynamic [33]; it was suggested that the difference may be due to different experimental
approaches used to populate the E site [33]. The importance of the L1 stalk for ribosome function
is reflected by the observations that mutant ribosomes depleted of the L1 protein show a reduced
rate of protein synthesis [215] and a destabilization of the tRNA hybrid states [216]. Real-time
smFRET experiments showed that the interaction between the L1 stalk and the tRNA persists
throughout the translocation step, further suggesting an important role for the L1 stalk in assisting
tRNA translocation [212].
Initiator tRNAfMet (see Fig. 6.3B), which delivers the first amino acid to the bacterial ribo-
some [217], translocates from the P to the E site slower than elongator tRNAs [218, 219]. Compared
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to elongator tRNAs, a P-site initiator tRNAfMet exhibits a preference for the classical P/P over
the hybrid P/E state [216], inducing less ratcheting [29, 210] and less L1 stalk closure [29, 33].
Regarding the kinetics of L1 stalk closure and formation of L1 stalk:tRNA interaction, the major
differences between tRNAfMet and tRNAPhe are observed for the back rates, i.e., for tRNAfMet both
L1 stalk opening and disruption of L1 stalk:tRNA interaction occur on a faster time scale than for
tRNAPhe [33]. At first approximation, the higher rate of disruption of L1 stalk:tRNA interaction is
presumably due to a lower affinity between the P/E tRNA and the L1 stalk itself.
To elucidate the atomic basis of the lower affinity between the L1 stalk and tRNAfMet compared to
elongator tRNAs, we analyzed structural and dynamical properties of the complex formed between
the L1 stalk and P/E tRNAfMet or tRNAPhe. We first obtained atomic models of a ratcheted
ribosome with a P/E initiator tRNAfMet or elongator tRNAPhe by applying the molecular dynamics
flexible fitting (MDFF) [1, 4] method to a cryo-EM reconstruction of an EF-G-stabilized ratcheted
ribosome [34]. By employing molecular dynamics (MD) simulations, we analyzed structural and
dynamical differences of tRNAs and their interactions with the L1 stalk. We found that P/E tRNAs
interact with the 23S rRNA via stacking interactions previously observed in crystal structures for
E/E tRNAs [74, 220]. Our simulations show that P/E tRNAfMet, when compared to P/E tRNAPhe,
binds deeper to the 30S P site, undergoes larger fluctuations in the elbow region, interacts less
strongly with the L1 stalk, and its movement is less coupled to L1 stalk motion. We also show
evidence that domain II of ribosomal protein L1 can move independently from the rest of the stalk.
Utilizing cryo-EM-derived ribosome models and MD simulations, we provide structural support for
the assignment of states involving L1 stalk motion from previous smFRET experiments. Finally,
we tested the hypothesis that L1 stalk opening helps release tRNAs from the E site by simulating a
complete ribosome model while the L1 stalk was moved from a half-closed to an open conformation.
L1 stalk movement indeed induced movement of the E-site tRNA, supporting the hypothesis that
L1 stalk dynamics is involved in tRNA release.
6.2 Results and Discussion
6.2.1 Structural differences between tRNAPhe and tRNAfMet in the P/E
state
Atomic models of an E. coli ratcheted ribosome with a fully closed L1 stalk and a P/E tRNA
were obtained by applying the MDFF method [1, 4] to a cryo-EM reconstruction of a pretranslo-
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Figure 6.2: Simulation system. (A) Atomic model of the ribosome containing a hybrid P/E tRNA, obtained by
flexibly fitting atomic structures into a cryo-EM reconstruction using MDFF (see Methods). (B) Simulated subsystem
representing a P/E tRNA interacting with the L1 stalk. The simulated system is shown in color with the rest of the
ribosome structure shown in light gray for reference. 50S = cyan; 30S = yellow; P/E tRNA = red; mRNA = black.
cation ribosome complex stabilized by EF-G and GDPNP (a non-hydrolyzable GTP analogue) [34]
(Fig. 6.2A; see Methods for details). Two independent models were obtained containing either
tRNAfMet or tRNAPhe in the P/E site (the cryo-EM reconstruction was obtained with tRNAIle).
MD simulations were then performed on reduced systems encompassing the P/E tRNA and the
L1 stalk, as well as the surrounding ribosomal elements (Fig. 6.2B). For each tRNA, a simulation
was performed with or without naturally occuring modifications of its ribonucleosides (Fig. 6.3).
For comparison, an MD simulation of a full posttranslocation ribosome containing P/P and E/E
tRNAPhe with modified ribonucleosides was also performed. Table 6.1 summarizes the MD simu-
lations presented in the current study. The relative positions of P/P, P/E, and E/E tRNAPhe, as
seen in the MD simulations, are shown in Figure 6.4.
The positions of P/E tRNAPhe and tRNAfMet inside the ribosome are remarkably different. Even
though the initial models for both tRNAs were obtained from the same cryo-EM data, the structures
relaxed during MD simulations to different positions inside the ribosome. P/E tRNAfMet binds
deeper in the 30S P site, with its ASL positioned about 5 A˚ closer to the small subunit (Fig. 6.5A).
The internal conformation of P/E tRNAfMet is also distinct from tRNAPhe. The average angle γ
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Figure 6.3: RNA modifications highlighted on the (A) tRNAPhe and (B) tRNAfMet structures used in this study. The
conformations shown correspond to the last frame of 60-ns MD simulation trajectories of tRNAs in the hybrid P/E
state. On the right, secondary structure diagrams for each tRNA are given. Symbols for RNA modifications [221]:
s4U = 4-thiouridine; D = dihydrouridine; Ψ = pseudouridine; ms2i6A = 2-methylthio-N6-isopentenyladenosine; m7G
= 7-methylguanosine; acp3U = 3-(3-amino-3-carboxypropyl)uridine; T = thymine; Cm = 2’-O-methylcytidine.
Table 6.1: Summary of MD simulations presented in this work.
Simulation description RNA modifications System size (atoms) Duration (ns)
Subsystem with P/E tRNAPhe + L1 stalk no 335,720 60
Subsystem with P/E tRNAPhe + L1 stalk yes 335,522 60
Subsystem with P/E tRNAfMet + L1 stalk no 340,500 60
Subsystem with P/E tRNAfMet + L1 stalk yes 340,248 60
Full ribosome with P/P and E/E tRNAPhe yes 2,926,193 80
Full ribosome with EF-Tu, A/T, P/P, and E/E
tRNAPhe, pulling L1 stalk open
yes 2,934,851 2 + 3
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Figure 6.4: Relative position of P/P, P/E, and E/E tRNAPhe with modified ribonucleosides from MD simulations.
Shown are the average coordinates from the last 20 ns of each simulation (full ribosome for P/P and E/E, subsystem
for P/E). In case of the classical tRNAs, the last 20 ns of the trajectory were averaged and aligned to the restrained
part of the subsystems used for the simulations of P/E tRNAs. Note that within the full ribosome the relative
position of the tRNAs depends on the intersubunit rotation angle, which indeed varies considerably throughout the
full-ribosome simulation.
formed between the two arms of P/E tRNAfMet (98◦) over the last 20 ns is significantly larger than
in P/E (78◦), P/P (80◦), or E/E (81◦) tRNAPhe (Fig. 6.5B–D). In fact, the higher γ value presented
by P/E tRNAfMet allows its ASL to bind deeper into the 30S P site (Fig. 6.5A).
The angle γ formed between the two arms of the tRNA is also strongly influenced by ribonu-
cleoside modifications. In particular, for the fully modified P/E tRNAPhe we observe an angle of
78◦, while the angle in the nonmodified structure is 95◦. Interestingly, P/E tRNAfMet shows the
opposite behavior: 98◦ versus 83◦ for the modified and nonmodified structures, respectively.
6.2.2 Flexibility of tRNAs inside the ribosome
It is to be expected that the structural differences between the two tRNA species will be accompanied
by different flexibilities of the tRNAs. The flexibility of tRNAs can be analyzed by quantifying
their internal fluctuations from the MD simulations. We first analyzed the effect of ribonucleoside
modifications (see Fig. 6.3), since they are expected to significantly change tRNA flexibility. For
P/E tRNAPhe, the modifications render the D and T loops stiffer (Fig. 6.6A), whereas the opposite
is seen for P/E tRNAfMet (Fig. 6.6B). These loops make up the elbow region that interacts with the
23S rRNA, as shown in Fig. 6.7. Interestingly, one part of the D loop, the region between residues 21
to 27, in P/E tRNAPhe is more flexible when RNA modifications are included, even though there are
no modified ribonucleosides in this region; however, RNA modifications do occur in regions spacially
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Figure 6.5: Structure of tRNAs inside the ribosome. (A) Relative position of P/E tRNAPhe (blue) and P/E tRNAfMet
(red), calculated as an average from the last 20 ns of each MD simulation (all modified ribonucleosides included). (B)
Definition of the angle γ formed between the two arms of the tRNA. One arm consists of the ASL, D loop and variable
loop (ice blue), while the other is comprised of the acceptor stem and T loop (pink). The arrows show the principal
axes of inertia corresponding to the smallest moments of inertia for each of the two arms. The residues in the single
strand at the 3’ terminus (green) were not taken into account in the analysis. (C) Angle γ calculated for the last
20 ns for the simulation of P/E tRNAPhe (black) and P/E tRNAfMet (red). The thick lines show running averages
with a 100-ps window. (D) Angle γ calculated for the last 20 ns for the simulations containing tRNAPhe in classical
P/P (green) and E/E (blue) as well as the hybrid P/E (black) states. The thick lines show corresponding running
averages with a 100-ps window.
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Figure 6.6: Per-residue root mean square fluctuations (RMSFs) for the individual tRNAs obtained from the last 20 ns
of each trajectory. Panels A and B show the comparison of non-modified (black) versus fully modified (red) P/E
tRNAPhe and P/E tRNAfMet, respectively. Panel C compares the fully modified P/E tRNAPhe (black) and P/E
tRNAfMet (red). The blue triangle indicates the insertion within tRNAfMet with respect to tRNAPhe. Panel D shows
a comparison of the RMSFs for the fully modified tRNAPhe in the P/E (black), P/P (red), and E/E (blue) states.
close to residue 21 (see Fig. 6.3).
As described above, ribonucleoside modifications have opposite effects on the overall tRNA struc-
ture when comparing P/E tRNAPhe and tRNAfMet. Namely, as a result of the modifications, the
angle γ between the two tRNA arms decreases for tRNAPhe but increases for tRNAfMet. Interest-
ingly, RNA modifications also have opposite effects on the residue-level flexibility of P/E tRNAPhe
and tRNAfMet. Concretely, while in tRNAPhe modified ribonucleosides decrease the flexibility of the
D and T loops, these loops are more dynamic in the fully modified tRNAfMet relative to the nonmod-
ified form. These observations show that ribonucleoside modifications can serve different functions
for different tRNA molecules, either increasing or decreasing flexibility of key regions that interact
with the ribosome, and inducing either more or less compactness or the overall tRNA structure.
Figure 6.6C compares the internal fluctuations of P/E tRNAPhe and P/E tRNAfMet, both with
RNA modifications. The D and T loops, which contact the 23S rRNA, are clearly more flexible in
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tRNAfMet than in tRNAPhe, which correlates well with a smaller interaction surface between the L1
stalk and P/E tRNAfMet (see Fig. 6.7E). Note that the entire ASL is far more rigid in tRNAfMet,
which may be important for preventing frameshifting during initiation of protein synthesis. Fur-
thermore, tRNAfMet is the only tRNA that is not delivered to the ribosome by EF-Tu, and thus
does not have to occupy the A/T state in which the ASL is largely distorted. For this reason, there
was possibly not an evolutionary pressure for a flexible ASL in tRNAfMet compared to elongator
tRNAs.
Figure 6.6D compares the flexibility of P/P, P/E, and E/E tRNAPhe, all including the RNA
modifications. The ASL is clearly more flexible in the hybrid P/E state when compared to the
classical P/P or E/E states. The D and T stems show more fluctuations in P/E and E/E versus
P/P, which indicates that interaction with the L1 stalk leads to additional fluctuations in the elbow
region. Also of note is that the acceptor stems of P/E and E/E tRNAPhe show similar flexibilities,
which are larger than for P/P tRNAPhe. Presumably base-pairing interactions between the P-
site CCA and the 23S P-loop restrict the internal fluctuations more than the stacking interactions
between E-site CCA and the 23S.
6.2.3 Structural differences of L1 stalk:tRNA complexes explain
smFRET results
Based on structural models obtained from crystallography, it has been described [220] that the E/E
tRNA engages in stacking interactions with the L1 stalk, specifically between tRNA’s G19–C56 base
pair (tRNAPhe; E. coli numbering is used throughout this paper) and 23S rRNA’s G2112–A2169.
Analysis of all available 70S crystal structures reveals that similar interactions can also be observed in
several other crystals of the ribosome (e.g., Ref. [74]). Note that usually either a mixture of different
tRNA species [220] or a noncognate tRNA [74] is present in the E site of 70S crystal structures. Not
all crystal structures show stacking between an E/E tRNA and the L1 stalk, such as two recently
published structures of the ribosome in complex with either a ternary complex [222] or EF-G [223].
Interestingly, the G19–C56 region seems to be a common interaction site between the tRNA and
different binding sites in the ribosome. For instance, C56 is seen to interact with A1067 of the 23S
rRNA in the A/T site, i.e., when the tRNA is bound to the ribosome in complex with EF-Tu [5]. In
the P site, C56 interacts with the ribosomal protein L5; in this case, the interactions between the
elbow of tRNAfMet and tRNAPhe with the ribosome are virtually indistinguishable [224].
Here, we see that the P/E tRNA engages in stacking interactions with the L1 stalk, similar to
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those reported in Ref. [220] for a classical E/E tRNA. This stacking interaction joins the tRNA’s
elbow and helix 77 of the 23S rRNA into one structural unit (Fig. 6.7A,C). Our findings confirm a
prediction, based on smFRET data, that the contacts between the L1 stalk and tRNAs is similar
for P/E and E/E tRNAs [212]. Interestingly, mutations in the strictly conserved G18–Ψ55 base pair
(adjacent to G19–C56) lead to an 80-fold reduction in the rate of translocation [225], indicating that
this stacking interaction is functionally important. Figure 6.7E shows that the interaction between
the tRNA’s elbow and the L1 stalk is weaker in tRNAfMet versus tRNAPhe. This finding is consistent
with the observed higher rate of L1 stalk opening and disruption of L1 stalk:tRNA interaction in
the tRNAfMet case [33]. Furthermore, the RNA modifications increase the 23S:tRNA stacking for
both tRNAPhe and tRNAfMet (Fig. 6.7E), although the effect is much stronger for tRNAPhe than
tRNAfMet.
The L1 protein contains several basic residues at its surface near the P/E tRNA. Throughout
the simulations, direct interactions between these positively charged L1 residues and the negatively
charged tRNA backbone (“salt bridges”) are observed (Fig. 6.8). During the last 20 ns, the average
number of salt bridges for P/E tRNAPhe was 3.2, versus 2.7 for tRNAfMet. The difference in the
average number of salt bridges, albeit small, is consistent with a stronger interaction between the
L1 stalk and P/E tRNAPhe versus P/E tRNAfMet, which helps explain the higher rate of L1 stalk
opening and disruption of L1 stalk:tRNA interaction for tRNAfMet seen in smFRET experiments [33].
During the simulation containing fully modified P/E tRNAPhe, the universally conserved non-
canonical 23S base pair U1851–G1891 breaks and U1851 flips out of helix 68 (H68), interacting
with G70 in the tRNA (Fig. 6.9). Since stronger interactions with the L1 stalk position the P/E
tRNA closer to H68, interactions between the P/E tRNA and both H68 and the L1 stalk may work
synergistically to stabilize the hybrid state. The interaction with H68 is not observed in the fully
modified P/E tRNAfMet simulation, even though it also contains G70. However, more sampling will
be required to fully characterize differences in interaction between H68 and P/E tRNAPhe versus
tRNAfMet. Interestingly, mutating C1–A72 to G1–C72 in tRNAfMet, in an attempt to recover an
elongator tRNA phenotype, significantly slows the disruption of the L1 stalk:tRNA interaction (Fei
and Gonzalez Jr., personal communication). We especulate that this mutation has an indirect effect
on the interaction between the acceptor stem and H68.
In summary, the simulations reveal clear structural differences between P/E tRNAPhe and
tRNAfMet interacting with the ribosome. The stacking interactions between the elbow region of
the P/E tRNA (G19–C56) and the L1 stalk (G2112–A2169) are more stable for tRNAPhe than for
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Figure 6.7: Stacking between P/E tRNA and L1 stalk bases. The figure shows structures obtained after 60 ns of MD
simulations of (A,B) tRNAPhe or (C,D) tRNAfMet at the hybrid P/E site interacting with the L1 stalk. All RNA
modifications were considered in the simulations. Highlighted in surface representations are RNA residues involved
in stacking interactions between the L1 stalk (G2112–A2169) and tRNA (G19–C56). The dashed boxes represent
structural elements formed by sets of residues from both the L1 stalk (helix 77) and the tRNA’s elbow involved in
a series of stacking interactions. (E) Interaction surface area for residues involved in stacking interactions between
tRNA and L1 stalk. Data calculated from the last 20 ns of each trajectory considering every 2 ps and applying a
running average with a window size of 20 ps.
tRNAfMet. Moreover, the average number of salt bridges between L1 and the acceptor stem of the
P/E tRNA is slightly larger for tRNAPhe versus tRNAfMet. Finally, tRNAPhe is seen to interact
with H68 via a base triple (C3–G70–U1851). All the observations above point to a higher affinity of
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Figure 6.8: Number of salt bridges between positively charged residues from ribosomal protein L1 and fully modified
P/E tRNAs. One trajectory frame for every 10 ps was analyzed, and the distance between nitrogen atoms in Arg or
Lys side chains (L1 protein) and the tRNA phosphate backbone was measured; a salt bridge was defined when this
distance was smaller than 3.2 A˚. In the plots, a running average with a window size of 50 was applied for visualization
purposes.
Figure 6.9: Interaction between U1851 (23S rRNA) and G70 (tRNA), observed in the fully modified P/E tRNAPhe
simulation. (A) Part of helix 68 is shown, with a dashed circle highlighting the interaction with the P/E tRNAPhe. (B)
The C3-G70-U1851 base triple is represented in detail. (C) Distance corresponding to the hydrogen bound between
U1851 and G70, showing that this interaction forms after about 40 ns in the simulation containing fully modified P/E
tRNAPhe and is stable thereafter.
tRNAPhe for the P/E site when compared to tRNAfMet, consistent with smFRET data. The simula-
tions thus provide a structural basis for interpreting smFRET data, complementing single-molecule
experiments.
6.2.4 Domain II of ribosomal protein L1 can move independently of the
rest of the L1 stalk
The ribosomal protein L1 contains two domains. Domain I encompasses residues 1–67 and 160–
234, with residues 68–159 making up domain II [226]. Based on the initial crystal structure of
L1, it was stated that there could be significant interdomain flexibility [226]. By contouring the
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Figure 6.10: Interdomain motion of ribosomal protein L1. (A, B, C) Cryo-EM density map (EMD 1363, Ref. [34])
contoured at increasing threshold levels, together with atomic model obtained via flexible fitting (see Methods). The
images clearly show that L1’s domain II (residues 69–159) has lower density than domain I, indicating interdomain
motion. (A,B) In one of our simulations, namely P/E tRNAfMet without modified ribonucleosides, we observe a
significant movement of ribosomal protein L1’s domain II respect to the rest of the L1 stalk. Shown are snapshots
from the MD trajectory that illustrate the observed range of motion. A movie of the entire trajectory is also available
(Movie S1). (C) Cα RMSD of L1’s domain II throughout each MD P/E tRNA trajectory after aligning the entire L1
protein with respect to domain I.
cryo-EM density map used to obtain the models presented here at increasing threshold values, it
becomes apparent that domain II has lower density than the remaining of the stalk, also indicating
L1 interdomain motion (Fig. 6.10A–C). Indeed, in one of our simulations, namely P/E tRNAfMet
without modified ribonucleosides, we see that domain II of L1 detaches from the rest of the L1 stalk
and moves independently from it (Fig. 6.10D–F and Movie S1). The physiological significance of
this motion is unclear. Three-color smFRET experiments in which the L1 interdomain movement
is measured together with L1 stalk or tRNA motion may shed light into the possible role of L1
domain II movement, provided that the experimental time resolution is fast enough to capture L1
interdomain motion.
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6.2.5 Communication between L1 stalk and tRNAs
The structural peculiarities of the interface between the L1 stalk and tRNAPhe and tRNAfMet, as
well as the internal structure and dynamics of the two tRNAs, can be expected to have an influence
on the dynamic interplay, i.e, the communication between the L1 stalk and the tRNAs. In order to
investigate differences in communication between the L1 stalk and P/E tRNAPhe versus tRNAfMet,
we performed a correlation-based network analysis using MD data [227]. For each case, a graph
was constructed with each protein or RNA residue represented as one or two nodes, respectively,
and edges between non-neighboring nodes were added based on a distance cut-off. Edge weights
were determined based on their correlation observed in the MD simulations, with higher correlations
corresponding to lower weights.
A community analysis was performed on each network, providing communities or substructures
which are densely interconnected but loosely connected with other communities (Fig. 6.11). A
comparison of the comunities for the complexes of L1 and P/E tRNAPhe (Fig. 6.11A) tRNAfMet
(Fig. 6.11C) shows that in both cases communities can be identified which span both the tRNA
and the L1 stalk. Most notably, the stacking interactions between tRNAs and the nucleic acid part
of the stalk are located within such spanning communities, clearly showing that the corresponding
parts of the system are coupled in their dynamics. For both complexes we also observe communities
spanning domain I of ribosomal protein L1 and the D loop of the P/E tRNA.
Optimal and suboptimal paths were calculated between the tRNA core (C48) and the rRNA
stem connecting to the rest of the ribosome (G2093) (Fig. 6.12). The path ends were chosen to
examine communication between the tRNA and the end of the L1 stalk. Nucleotide C48 on the
tRNA is a critical node in the systems studied, i.e., it lies at a boundary between two communities
and is connected from one community to the other through the edge with the greatest number of
pairwise shortest paths. All three sets of suboptimal paths cluster tightly around the optimal path,
which appears thicker than the rest and connects stacked bases within the rRNA (Fig. 6.12). The
main difference between the paths shown for P/E tRNAfMet versus P/E tRNAPhe and E/E tRNAPhe
is that the paths run solely through RNA in the P/E tRNAfMet system, but they cross L1 in the
other two. This is caused by a relative conformational change in P/E tRNAfMet that brings its D
loop into close contact with the rRNA.
Next, we analyzed network edges at the interface between tRNA and L1 stalk. Table 6.2 provides
both the number of edges connecting the tRNA and the L1 stalk in each case, as well as their mean
weight. Note that higher correlation translates to smaller edge weights. It can be clearly seen from
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Figure 6.11: Community partitioning for L1 stalk:tRNA complexes. Panels A and C show the L1 stalk colored by
community. Panels B and D show a closeup of the base stacking interaction between the tRNA and rRNA using
the same community coloring. Both systems have communities bridging the two RNA molecules. Only simulations
including all modified ribonucleosides were analyzed.
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Figure 6.12: Suboptimal paths from the tRNA core to the L1 stalk. Suboptimal paths shown in green connect C48
on the tRNA with G2093 at the base of the L1 stalk. Only simulations including all modified ribonucleosides were
analyzed.
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Table 6.2: Comparison of dynamical network edges at the L1:tRNA and rRNA:tRNA interfaces. Only simulations
including all modified ribonucleosides were analyzed.
System L1:tRNA rRNA:tRNA
num total mean num total mean
edges weight weight edges weight weight
P/E tRNAfMet 13 23.86 1.84 14 24.01 1.71
P/E tRNAPhe 14 14.48 1.03 10 10.77 1.08
E/E tRNAPhe 13 21.97 1.69 16 19.29 1.21
Table 6.2 that P/E tRNAfMet is more loosely coupled to the L1 stalk (both L1 protein and 23S
rRNA) than P/E and E/E tRNAPhe.
6.2.6 Cryo-EM and simulation data support assignments of smFRET
states
Table 6.3 presents a list of smFRET signals used to address L1 stalk dynamics, along with the FRET
efficiencies for the assigned states corresponding to a closed L1 stalk conformation or interaction
between the L1 stalk and P/E tRNA. Only approximate inter-dye distances can be estimated from
apparent FRET efficiencies due to the uncertainty in the orientation factor κ2 between the two
fluorophores and the required instrument corrections [228]. In fact, experiments performed by the
same group but using different instrumentation often yield different FRET efficiencies for the same
biological construct (e.g., Refs. [212, 229]). Estimating inter-dye distances from atomic structures
is also ambiguous, since the average dye position is unknown, and the mere presence of the rather
large fluorophores can lead to unpredictable structural changes with respect to the wild-type system.
Nonetheless, comparison between FRET-derived distances and our simulations provide qualitative
support for previously assigned FRET states. For smFRET states assigned to L1 stalk interacting
with a P/E tRNA, FRET-derived distances from some experiments agree reasonably well with our
simulations [33, 212, 229], while others show larger discrepancies [213, 214] (Table 6.3). Munro et
al. considered five different labeling sites on the L1 protein [213, 214]; even though the absolute
FRET-derived distances do not agree well with the ones derived from our simulations, the predicted
order between different labeling strategies agrees exactly with the smFRET data.
In addition, we calculated the angles describing L1 stalk motion (see Fig. 6.1) from cryo-EM-
derived atomic models, as well as predicted inter-dye distances for smFRET signals reporting on
L1 stalk opening/closing (Table 6.4). Relatively large discrepancies between predicted and FRET-
measured absolute distances are seen for the L1-88:L33-39 signal [32]. The L1 labeling site is located
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Table 6.3: Comparison between FRET-derived inter-dye distances, corresponding to assigned states simulated in the
present work, and distances calculated from the simulations.
Donor dye Acceptor dye P/E
FRET FRET Model
Ref.
Efficiency Distance (A˚)a Distance (A˚)b
Closed L1 stalk conformation
L33-29 (Cy3) L1-88 (Cy5) tRNAfMet 0.55 53 53 [32]
L9-18 (Cy3) L1-202 (Cy5) tRNAfMet 0.34 61 52 [33]
L9-18 (Cy3) L1-202 (Cy5) tRNAPhe 0.34 61 54 [33]
L1 stalk:tRNA interaction
tRNAPhe-47 (Cy3) L1-202 (Cy5) tRNAPhe 0.84 42 39 [212]
tRNAPhe-47 (Cy3) L1-202 (Cy5) tRNAPhe 0.76 45 39 [229]
tRNAfMet-8 (Cy3) L1-202 (Cy5) tRNAfMet 0.60 51 38 [33]
tRNAfMet-8 (Cy3) L1-202 (Cy5) tRNAfMet 0.5 55 38 [213]
tRNAfMet-8 (Cy3) L1-55 (Cy5) tRNAfMet 0.65 50 25 [213]
tRNAPhe-8 (Cy3) L1-55 (Cy5) tRNAPhe 0.65 50 28 [213]
tRNAfMet-8 (Cy3) L1-72 (Cy5) tRNAfMet 0.1 79 53 [213]
tRNAfMet-8 (Cy3) L1-117 (Cy5) tRNAfMet 0.4 59 49 [213]
tRNAfMet-8 (Cy3) L1-173 (Cy5) tRNAfMet 0.45 57 44 [213]
a FRET inter-dye distances were estimated assuming R0 = 55 A˚.
b Model distances were calculated based on the attachment sites of the FRET labels, averaged over the last 10 ns of
the corresponding MD simulations, which included all modified ribonucleosides. The following atoms were considered:
Cβ for all protein residues (which were mutated to cysteine for labeling purposes in the experiments), sulfur in the
thiol group of s4U (tRNAfMet-8), and nitrogen in the amino group of acp3U (tRNAPhe-47).
on the mobile domain II, and it is possible that the introduction of a dye induces a different confor-
mation of this domain relative to the rest of the stalk. However, the L1-88:L33-39 smFRET signal
satisfactorily discriminates between the three main L1 stalk conformations. Distance displacements
measured by the L1-202:L9-18 smFRET signal [33, 229] agree well with predicted displacements.
According to the cryo-EM-derived structures, the inter-dye distances for closed and half-closed L1
stalk conformations differ by only ∼2 A˚, explaining why these two states cannot be discerned with
the L1-202:L9-18 smFRET signal, as previously suggested [33].
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6.2.7 E-site tRNA release facilitated by L1 stalk opening
It has been speculated that L1 stalk movement assists tRNA release from the ribosome [33]. In
order to gain insight into the propensity of L1 stalk opening for directing E-site tRNA release,
we prepared a ribosome model corresponding to the functional state in which the E/E tRNA was
suggested to be released [230]. To test the hypothesis that L1 stalk opening induces E-site tRNA
movement, the L1 stalk was moved from the half-closed to the open conformation during simulation
using MDFF. The ribosome model is based on a previously published model derived from cryo-EM
data [5] (see Methods for details) and contains P/P and E/E tRNAs, as well as a ternary complex
EF-Tu:aminoacyl-tRNA:GDP. Note that there is no stacking between the L1 stalk and the E-site
tRNA in this structure. Since some crystal structures (e.g., Ref. [74, 220]) show stacking between the
L1 stalk and the E-site tRNA (see above), we prepared a complex featuring these interactions using
structures reported in Ref. [74] as a guide. During the initial equilibration, however, the stacking
between the D loop and the L1 stalk was disrupted on a time scale of just 2 ns. Note that in the
case of hybrid P/E tRNA these interactions were stable on a much longer time scale. Nevertheless,
this partially stacking structure was used as a starting point for the L1 stalk opening simulation.
In order to induce L1 stalk opening, MDFF was employed to move the stalk from the half-closed
to the open state (Fig. 6.13A). The open state was represented by a simulated density map of the
globular part of the open L1 stalk [231] (see Methods for details).
The starting and final configurations of the L1 stalk and the tRNA (see Fig. 6.13B) clearly show
that the E/E tRNA follows the movement of the L1 stalk. To monitor the coupling between the
tRNA and the L1 stalk, we tracked the displacements of the center of mass of the L1 stalk and the
Figure 6.13: L1 stalk opening simulation. (A) Ribosome model corresponding to the state at which the E/E tRNA
is released from the ribosome. The initial half-closed L1 stalk (blue) was moved to the open conformation (magenta)
using MDFF in order to observe the effect of L1 stalk opening on the E/E tRNA. The white arrow illustrates L1
stalk opening. (B) Inset showing the initial structure of E/E tRNA and L1 stalk in white and the final structure in
the same colors as in panel A. (C) Displacement of the center of mass of the L1 stalk and E/E tRNA elbow during
the L1 stalk opening simulation.
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tRNA during the simulation (see Fig. 6.13C). In the first stages of the L1 stalk opening simulation,
movement of L1 and E/E tRNA is significantly coupled, indicating that the L1 stalk movement
may help direct E-site tRNA release. Eventually, the coupling gets reduced in the simulation,
which is expected due to the artificially high velocity of L1 opening. Nevertheless, the simulation
provides qualitative evidence that the movement of the L1 stalk to the open conformation can direct
movement of the bound tRNA. This finding is consistent with smFRET data that shows that L1
stalk:tRNA interaction is stable in a posttranslocation complex, even though there are fluctuations
of the L1 stalk position [33]. A possible interpretation is that the L1 stalk fluctuates between
the half-closed and open positions while bound to the E/E tRNA and, eventually, a productive
movement leads to tRNA release from the ribosome.
6.3 Conclusion
In the last few years, smFRET has proven to be a powerful technique to study the dynamics of
conformational transitions important for translation. In particular, the L1 stalk has been studied
with two main kinds of smFRET signals, reporting on (i) L1 stalk movement with respect to the
ribosome [32, 33] or (ii) L1 stalk:tRNA interaction [33, 212–214, 229]. Three-color smFRET experi-
ments combining signals reporting on L1 stalk:tRNA interaction and tRNA hybrid states formation
were also reported [213, 214]. It was shown that the L1 stalk exhibits clear dynamical differences
when comparing ribosome complexes bearing initiator tRNAfMet in the P site versus elongator tR-
NAs [29, 33, 213, 214]. In particular, ribosome complexes with P-site initiator tRNAfMet have higher
rates of L1 stalk opening [32, 33] and disruption of the L1 stalk:tRNA interaction [33, 213, 214].
Since our L1 stalk:P/E tRNA models, derived from cryo-EM data [34], correspond to assigned sm-
FRET states for closed L1 stalk interacting with a P/E tRNA, our simulations provide a structural
basis for interpreting and explaining the smFRET observations.
The simulations show several differences between P/E tRNAfMet and tRNAPhe that explain
the lower affinity between the L1 stalk and initiator tRNA versus elongator tRNAs. Compared to
tRNAPhe, initiator tRNAfMet binds deeper into the 30S P site by about 5 A˚, exhibits a distinct
internal conformation, as probed by the angle formed by the two tRNA arms, and its elbow region
is more flexible. Stacking interactions between the 23S rRNA and the elbow of the P/E tRNA, as
well as the number of salt bridges between the L1 protein and the P/E tRNA backbone, are smaller
for tRNAfMet versus tRNAPhe. In the tRNAPhe simulation, an additional interaction between the
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tRNA’s acceptor stem and H68 of the 23S was formed, but not for tRNAfMet. Correlation-based
network analysis also shows that communication between P/E tRNAfMet and the L1 stalk is smaller
than for P/E tRNAPhe. Thus, our data points to a lower stability of L1 stalk:tRNA interaction for
tRNAfMet compared to tRNAPhe consistent with the aforementioned differences in rates measured
by smFRET [29, 33, 213, 214].
Atomic models of the ribosome derived from cryo-EM data, together with MD simulations,
confirm the assignment of states from previous smFRET experiments. Such models are also valuable
for designing new labeling schemes to probe different conformational transitions of the ribosome.
Finally, we tested the hypothesis that L1 stalk opening helps release the E-site tRNA from the
ribosome. A simulation of the entire ribosome in which the L1 stalk was moved from the half-
closed to the open conformation supports this hypothesis, since the tRNA spontaneously follows
the movement of the L1 stalk. Thus, the dynamic L1 stalk appears to be actively involved in both
hybrid state formation, translocation of tRNAs from the P to the E site, and tRNA release from
the ribosome.
6.4 Methods
6.4.1 Atomic model of a posttranslocation ribosome
A complete atomic model of the E. coli ribosome was developed based on an X-ray crystal structure
(PDB 2I2U/2I2V) [83]. All the missing residues and ribosomal proteins (except for S1) were mod-
eled. A 46-nucleotide messenger RNA (mRNA) molecule was modeled based on X-ray data [232].
E. coli P/P fMet-Phe-Phe-tRNAPhe and E/E deacylated tRNAPhe were modeled based on a T. ther-
mophilus ribosome crystal structure (PDB 2OW8) [220]. All modeling, simulation setup and analyses
were performed with VMD [3], unless otherwise noted. MD simulations were performed with NAMD
2.7 [2].
The general simulation setup followed the protocol described in Ref. [4]. After completing the
all-atom model of the full ribosome, the protonation states of all histidine residues were assigned
manually based on their local environment. Additionally, C2575 of the 23S rRNA was protonated
according to Ref. [233]. For systems containing RNA, it is particularly important to accurately place
counterions at energetically favorable locations in order to stabilize the structure [114]. Thus, the
system was neutralized with Mg2+ ions using the GPU-accelerated VMD plugin cionize, which
places each ion at a minimum in the electrostatic potential, recalculated after each placement [165].
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After completing the solvation shells of all Mg2+ ions [114], the system was solvated in three steps.
First, all crevices and cavities were solvated with the Dowser plugin [6] of VMD, which extends
DOWSER [166] to support systems containing RNA. In the next step, a water shell was constructed
around the presolvated ribosome using the Solvate program [167]. Finally, the resulting system was
placed in a water box, ensuring that the periodic images of the ribosome are separated by at least
55 A˚. After the solvation, a concentration of 0.1 M KCl was established by randomly placing ions.
The final system contains 2,926,193 atoms, including around 900,000 water molecules and 2,073
Mg2+, 1,688 K+and 1,636 Cl−ions. This ribosome model was employed in the full-ribosome MD
simulations with P/P and E/E tRNAs. Due to its direct relevance to the present work, we describe
below in detail how the L1 stalk was modeled. Modeling of the remaining ribosomal elements will
be described elsewhere.
L1 stalk model The L1 stalk is a very flexible region, thus generally not well resolved in crystal
structures of the ribosome. Part of the 23S rRNA corresponding to the L1 stalk is resolved in the
E. coli structure (PDB 2AW4) [66]. Specifically, residues 2099-2110, 2135-2156, 2179-2190 of the 23S
rRNA comprising part of the L1 stalk were resolved in PDB 2AW4; approximately the same region
was resolved in a newer E. coli structure (PDB 2I2V) [83]. The structure of ribosomal protein L1
from S. acidocaldarius complexed with a 55-nucleotide fragment of 23S rRNA from T. thermophilus
containing helix 77, shortened versions of helices 76 and 78, and two interconnecting loops was
resolved crystallographically (PDB 1MZP) [84]. This 55-nucleotide fragment was used to build a
homology model of the missing residues in the E. coli L1 stalk 23S rRNA. A homology model of the
E. coli ribosomal protein L1 was built using MODELLER [85]. The template structure used was
the T. thermophilus ribosomal protein L1 in complex with mRNA (PDB 1ZHO) [86].
Four Mg2+ ions were placed on the L1 stalk model based on experimental evidence: three Mg2+
ions were resolved in PDB 1MZP [84] and included in our model; a K+ ion was resolved in PDB
1ZHO [86], but since the K+ concentration used for crystallization was very high (200 mM) and
this ion’s position is consistent with a predicted Mg2+-biding site [234], a Mg2+ was placed at this
position instead. By analogy to the number of Mg2+ ions usually associated with tRNAs [114],
26 additional diffusively bound Mg2+ ions were placed iteratively at electrostatic potential minima
using cionize [165], with a minimum solute-ion distance of 7 A˚. Finally, 21 K+ ions were added
to fully neutralize the system. Crystallographic water molecules from PDBs 1MZP and 1ZHO were
included in the L1 stalk when possible, and the system was embedded in a water box with padding
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of 10 A˚. A series of restrained energy minimizations and equilibrations was performed to arrive at a
final L1 stalk model.
Since the L1 stalk is half-closed in the presence of an E/E tRNA [5, 74, 87] but is open in the
employed X-ray model (PDB 2I2V) [83], for the purposes of this study the L1 stalk was modeled
in the half-closed state. A simulated density map at 7 A˚ resolution was generated representing a
half-closed L1 stalk [5] and used as a target in a 3-ns molecular dynamics flexible fitting (MDFF)
simulation [1, 4]. Because the fitting was performed in explicit solvent, no restraints were necessary
to maintain the secondary structure. The same procedure was used to close the ribosomal protein L9.
Although the positioning of the E-site tRNA is based on the structure 2OW8 [220], which features
stacking interactions between the elbow of the E-site tRNA and L1 stalk, no such stacking could
be observed in the present model. Interestingly, this stacking is observed in some crystal structures
but not in others, such as the two recently published structures of the ribosome in complex with
a ternary complex [222] or EF-G [223]. In all investigated crystal structures, a non-cognate tRNA
or a mix of tRNAs is present in the E-site not engaging in codon-anticodon interactions with the
mRNA, unlike in the present simulations. Thus, the significance of this stacking between the E/E
tRNA and the L1 stalk is not clear.
6.4.2 Atomic model of a ratcheted ribosome
A model of the ratcheted E. coli ribosome containing a hybrid P/E tRNA was obtained by applying
MDFF [1, 4] to a 10.9-A˚ cryo-EM map of E. coli 70S:EF-G:GDPNP:puromycin (EMD 1363) [34].
First, a vacant ribosome, corresponding to the atomic model described above without water, ions,
mRNA and tRNA, was used as the initial structure for MDFF, and a multistep fitting protocol
previously described [1, 4] was applied. The L12 stalk was restrained in space during the MDFF
simulations, since it was not resolved in the cryo-EM map. Once a ratcheted ribosome model was
obtained with MDFF simulations in vacuo, the ribosome model containing water, ions, and mRNA
was driven to the ratcheted state using targeted molecular dynamics (TMD) simulation [116]. The
system was then refined with MDFF, this time with explicit solvent. Water, ions, mRNA, and the
L12 stalk were not coupled to either the TMD or the final MDFF refinement, thus being allowed to
freely equilibrate.
P/E tRNA models The initial structure for E. coli tRNAPhe was taken from a crystal structure
of the T. thermophilus ribosome in complex with a P-site E. coli tRNAPhe (PDB 2OW8, chain
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z) [220]. For E. coli tRNAfMet, the initial structure was obtained from a crystal structure including
a formyltransferase (PDB 2FMT, chain C) [235]. Each tRNA structure was added to the P/E site
of the ratcheted ribosome obtained in vacuo (see above) via rigid-body docking using Situs [61]
and refined using MDFF. During the MDFF refinement, the ribosome structure was positionally
restrained; for the P/E-tRNA, base pairs were enforced via distance restraints and dihedral restraints
were applied to seven dihedral angles in each residue (see Refs. [1, 4] for definition of the restraints).
Ions and water molecules were added to each fitted tRNA according to the following steps. Five site-
bound and 20 diffusively-bound Mg2+ ions were added to each tRNA using cionize [165] (minimum
allowed distance between ion and tRNA set to 2 A˚ and 6.5 A˚, respectively), and the primary solvation
shell of each Mg2+ ion was completed [114]. The tRNA systems were then solvated using the VMD
plugin Dowser [138], which extends DOWSER [166] to support RNA systems. Each solvated tRNA
model was placed in a water box and added to the solvated ribosome, removing overlapping water
molecules and ions. Each ribosome-tRNA system was then neutralized by randomly adding K+ ions
and the tRNAs were refined with MDFF. During the MDFF refinement, the ribosome was initially
fixed and then only backbone atoms of the ribosome were positionally restrained, while secondary
structure restraints were applied to each P/E tRNA (see Refs. [1, 4]). After MDFF refinement,
the following tRNA-ribosome interactions [236] were enforced by means of interactive molecular
dynamics [237]: (1) codon-anticodon interactions between the P/E tRNA and the P-site mRNA
codon; (2) A-minor interactions between the 16S rRNA and the tRNA; and stacking interactions
between the tRNA’s CCA and the 23S rRNA.
6.4.3 Molecular dynamics simulations
L1 stalk and P/E tRNA subsystems Molecular dynamics simulations of subsystems encom-
passing the L1 stalk and a P/E tRNA (tRNAfMet or tRNAPhe) were conducted using NAMD 2.7 [2].
Atoms within 20 A˚ of the L1 stalk or the P/E tRNA were included in the subsystem, which was
put in a water box with padding of 10 A˚. Backbone atoms farther than 10 A˚ from the L1 stalk and
the P/E tRNA were positionally restrained. Potassium ions were added randomly to neutralize any
charge imbalance generated in the definition of each subsystem. The equations of motion were inte-
grated using periodic boundary conditions and a 2-fs time step, with bonded interactions calculated
every 2 fs; nonbonded, short-range interactions calculated every 4 fs; and nonbonded, long-range
electrostatic interactions calculated every 6 fs using the Particle Mesh Ewald (PME) method with
pencil decomposition. The PME grid density was never less than 1/A˚3. A distance cut-off of 10 A˚
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Figure 6.14: Number of base pairs (calculated with RNAView [56]), within (A) L1 stalk and (B) P/E tRNA throughout
simulations of a subsystem containing these elements. Data were collected every 1 ps, and a running average with
widow size of 10 was applied. It is apparent that the L1 stalk was structurally unstable in simulations performed
with the CHARMM force field, as opposed to simulations performed with the Amber force field. Thus, we focused
our analysis on the Amber simulations only.
was used in the calculation of short-range nonbonded interactions, with a switching function applied
at 9 A˚.
Each system was simulated in the NpT ensemble (T=310 K , p=1 atm) with the following pro-
tocol: water and ions were equilibrated for 200 ps with the remaining of the system restrained, after
which the side chain restraints were released and each system was equilibrated for an additional
800 ps. Finally, backbone restraints were removed (except for system boundaries, see above) and
each system was equilibrated for around 60 ns. Codon-anticodon interactions were enforced via
harmonic restraints during the first 5 ns of free equilibration. The simulations presented here were
performed with the AMBER99 force field [238] with the SB [239] and BSC0 [240] corrections, with
or without modified ribonucleosides [241]. For technical reasons, the force field was converted to
CHARMM force field format (see below). In simulations using the CHARMM27 force field [59, 168]
with the CMAP correction [169], not described in this paper, the L1 stalk rRNA was not stable
(Fig. 6.14).
Full posttranslocation ribosome The all-atom posttranslocation ribosome complex described
above was equilibrated by means of an MD simulation. A multistep protocol was used in which
the ribosome was gradually equilibrated to 310 K first using NVT and subsequently NpT (p=1 atm)
conditions. The total equilibration time was 24.5 ns. It is noteworthy that during the first 7.5 ns of
the final steps of the equilibration distance restraints were used to keep intact the codon-anticodon
109
interactions in the P and E sites, as well as the base pairing between the 23S rRNA P-loop and the
CCA of the P/P peptidyl-tRNA, allowing the ribosome to adjust. After this equilibration phase a
trajectory of 60 ns was collected.
The AMBER99 force field [238] with the SB [239] and BSC0 [240] refinements and parameters for
all necessary modified ribonucleosides [241] was used for all simulations (see below for details). The
equations of motion were integrated using periodic boundary conditions and a 1-fs time step, with
bonded interactions calculated every 1 fs; short-range, nonbonded interactions calculated every 2 fs;
and long-range electrostatic interactions calculated every 4 fs using PME with pencil decomposition
and grid density of at least 1 A˚3. A distance cut-off of 12 A˚ was used in the calculation of short-range
nonbonded interactions, with a switching function applied at 10 A˚.
Simulation of L1 stalk opening with full-ribosome model For the simulations of L1 stalk
opening we used a pre-equilibrated (20 ns) all-atom complex of the E. coli ribosome described above
bound to a ternary complex (aminoacyl-tRNA:EF-Tu:GTP). The structure of the ternary complex
was obtained from Ref. [5]; however, GDP was replaced by GTP. The final system was obtained
by flexiby fitting (with explicit-solvent MDFF) the 70S atomic model described above into a 7-A˚
simulated map generated from the structure in Ref. [5] while restraining the conformation of the
decoding center to the structure reported in Ref [74]. The interactions between the E-site tRNA and
the L1 stalk, in particular the stacking between base pairs G2112-A2169 (23S) and G19-C56 (tRNA)
were adjusted according to an X-ray based model 2J00/2J01 [74] using MDFF in combination with
interactive molecular dynamics [237]. The fitting was followed by a 2-ns equilibration.
The simulation of the L1 stalk opening was performed using MDFF. To define the target position
of the open conformation, we generated a 7-A˚ simulated map of the globular part of the modeled L1
stalk (see above) aligned to the partially resolved L1 stalk in the X-ray model reported in Ref. [231].
This particular structure was chosen because of the relatively large displacement, about 15A˚, of
the center of mass of the globular part of the L1 stalk relative to the closed state. The opening
simulation protocol was identical to that for the full ribosome with the exception that MDFF was
applied. To allow for slow opening, the MDFF coupling parameter ξ (see Refs. [1, 4]) was set to
0.001 instead of the usual 0.3; no additional secondary structure restraints were used. The total
time for opening was 3 ns.
Molecular dynamics force fields Since it was not possible to build the full 2.9-million-atom
ribosome system using the LeaP module of the AMBER10 suite [242], we converted the AMBER
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force field [238] to CHARMM format in order to be able to set up the system with the psfgen
plugin of VMD. The conversion was performed in an automated manner using in-house programs
developed solely for this purpose.
The ff99SB set of parameters containing the basic force field for nucleic acids and proteins as
well as the refinements of protein backbone dihedrals [239] (SB refinement) was downloaded from
http://ambermd.org/dbase.html. The refined parameters for the backbone dihedrals of nucleic
acids [240] (BSC0 refinement) were downloaded from http://mmb.pcb.ub.es/PARMBSC0/. Finally,
topologies and parameters for all the necessary modified ribonucleosides [241] were retrieved from
the Modifieds Database server http://ozone3.chem.wayne.edu/.
The conversion was performed starting from the basic topologies and parameters, adding SB
and BSC0 refinements and finally the parameters and topologies of the modified ribonucleosides.
This strategy corresponds to the way the LeaP module of the AMBER suite loads topologies and
parameters. However, in the present case we did not permit redefinitions of parameters by the data
sets for the modified ribonucleosides. Since each of the modified ribonucleosides was paramerized
individually, i.e., redefinitions of parameters occured within the complete set of modified nucleosides,
it was necessary to create a unique set of parameters. Moreover, these parameters must not interfere
with the existing parameters for nucleic acids and proteins. Thus, only parameters for bonds,
dihedrals, and impropers interactions were included which were different from those already present
in the basic force field plus the SB and BSC0 refinements. Finally, parameters for protonated
cytidine [243] contributed by Pavel Bana´sˇ and Jiˇr´ı Sˇponer were included.
The accuracy of the conversion was verified with NAMD. Equivalent input files were prepared
with both LeaP and psfgen in AMBER and CHARMM format, respectively, both of which are
supported by NAMD. In order to verify the correctness of the conversion we compared the pairwise
energies for all the interaction terms in the force field using a modified version of NAMD and
an in-house program developed for this purpose. This procedure was performed for tripeptide and
trinucleotides constructed in such a way that every amino acid or nucleoside is at the second position.
All termini were verified using a similar protocol. The final test was the comparison of the pairwise
interaction of all the ribosomal proteins as well as the fully modified 16S rRNA.
6.4.4 Angle measurements for the L1 stalk
The angles defining the opening of the L1 stalk (Fig. 6.1) were measured based on inertia tensors.
The frame of reference was defined as the inertia tensor for 5S and 23S rRNAs excluding L1 stalk,
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Figure 6.15: Axes of inertia used in the calculation of the L1 stalk opening angles (see Fig. 6.1). The inertia tensor for
the frame of reference, calculated from the part of ribosomal RNA shown in grey, is displayed by thick, long arrows.
The disregarded parts of 23S rRNA, L7/L12 stalk, and the central protuberance are shown in cyan. The axes are
colored according to the associated moments of inertia: blue, red and green correspond to the largest, intermediate
and smallest moment of inertia, respectively. The L1 stalk is shown in purple and the axis used for the calculations
of the opening angles is represented by a short thin arrow.
L7/L12 stalk, and the central protuberance. In the following it is implied that the axes of inertia are
ordered according to their corresponding moments, i.e., the first axis would correspond to the largest
moment of inertia. The orientation of the L1 stalk was defined by the the third axis of inertia of 23S
residues 2093 to 2196. This axis roughly coincides with the axis of helix 76. Subsequently, this axis
was projected onto the three planes spanned by the axes of the frame of reference (see Fig. 6.15).
For the calculation of the α angle (Fig. 6.1), the L1 stalk axis was projected onto the plane parallel
to the subunit interface; the normal vector to this plane is the first axis of the reference system.
The angle was then calculated between this projection and the second axis of the reference frame.
Similarly, for the β angle (Fig. 6.1) a projection was performed onto the plane normal to the third
axis of the reference system. The β angle was defined as the angle of this projection relative to the
first axis of the reference system.
6.4.5 Correlation-based network analysis
Weighted L1 stalk:tRNA networks were constructed for each system based on contacts as outlined
previously [227]. Each amino acid is represented by a single node, and nucleotides are split into
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two nodes: one for the nucleobase and another corresponding to the sugar and backbone atoms.
Edges between nodes are defined by dynamical contacts. A contact is present when a heavy atom
corresponding to one node is within 4.5 A˚ of a heavy atom from another node for at least 75% of
the trajectory frames analyzed (50 ps intervals from the last 20 ns of each simulation). Covalently
bonded neighbors were neglected. The edge weights wij were derived from correlation values (Cij)
which define the probability of information transfer across a given edge: wij = −log(|Cij |).
Shortest paths through a dynamic network represent the dominant pathway for communication
between two nodes. Path lengths are the sum of the edge weights between consecutive nodes (k,l)
along the given path, Dij = Σk,lwkl = Σk,l−log(|Ckl|) = −log(Πk,l|Ckl|). The shortest paths, which
are the highest correlation paths, were calculated using the Floyd-Warshall algorithm [244, 245].
Betweenness of an edge is defined as the number of shortest paths traversing that edge, and high
betweenness values identify contacts that are important for communication across the complex.
The Girvan-Newman algorithm was used to identify tightly interconnected modules or commu-
nities of nodes [246]. This algorithm iteratively removes edges with the highest betweenness values
and recalculates the betweenness of all remaining edges to determine the optimal community struc-
ture as measured by the modularity score. This score is a measure of the difference between the
probability of inter- and intracommunity edges and is maximized during the calculation.
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Chapter 7
Conclusions and outlook
The resolution of atomic-level structures of biomolecules, e.g., proteins and RNA, has permitted
great insight into their function and profoundly transformed the life sciences. Similarly, lower-
resolution density maps of large biomolecular complexes have provided a glimpse of how cells organize
themselves into an assortment of large structures and organelles. However, both approaches have
limits to their applicability, one in size for atomic-level structures and one in resolution for density
maps. Thus, structural biology confronts a major hurdle on the path to imaging cellular components
at the atomic scale. In order to overcome this hurdle, hybrid methods to merge the detail of
atomic-scale structures with the size of density maps are needed. We have recently developed
MDFF [1, 4], a hybrid method that employs molecular dynamics (MD) simulations to combine
structural data from X-ray crystallography and cryo-EM. MDFF was successfully applied in several
research problems, namely: control of GTP hydrolysis by elongation factor Tu upon ribosome
binding [5]; structural and regulatory aspects of ribosome-translocon complexes [6, 7]; recognition of
the regulatory nascent chain TnaC by the ribosome [4] and TnaC-mediated translational stalling [8];
analysis of intermediate states relevant to tRNA:mRNA translocation through the ribosome [10];
and protein-induced membrane curvature in photosynthetic chromatophores [139, 247].
Since MDFF is an MD-based method, any atomic system that can be simulated with standard
MD force fields can also be studied with MDFF. In particular, systems containing proteins, nucleic
acids, water, ions, and lipids are supported. MDFF simulations are performed with NAMD [2],
a highly scalable parallel MD simulation package, which means that the structure of large, multi-
million-atom assemblies can be modeled with MDFF. Of special interest is that MDFF-derived
structures can readily furnish further investigations by means of MD simulations and related tech-
niques. In fact, nearly all applications of MDFF thus far benefited from MD simulations performed
using MDFF-derived atomic models.
Ongoing developments of MDFF include optimization of parameters using a large test set of
atomic structures in different conformations, use of implicit solvent models, combination with en-
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hanced sampling techniques, implementation of symmetry restraints, correlation-based MDFF, and
interactive MDFF. Over the last couple of years, several different flexible fitting methods were
proposed. It will be valuable to evaluate the performance of different methods on test sets un-
der comparable conditions. Such comparisons will help users choose the most appropriate hybrid
method for the problem at hand, but will also leverage further method development. During the
next few years, we envision that lessons learned from one method will be used to improve other
methods. Furthermore, multi-method protocols can be designed, taking advantage of the specific
strengths of different methodologies, improving the overall quality of atomic models obtained from
cryo-EM data.
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Appendix A
Molecular dynamics simulations
Reproduced in part with permission from Leonardo G. Trabuco, Elizabeth Villa, Kakoli Mitra, Joachim Frank,
and Klaus Schulten. Flexible fitting of atomic structures into electron microscopy maps using molecular dynamics.
Structure, 16:673-683. Copyright 2008 Elsevier.
Molecular dynamics (MD) simulation is a powerful computational method that describes in
atomic detail the behavior of a macromolecular system over time solving the equations of classical
mechanics [62]. Given a set of initial coordinates for all atoms in a system, often obtained from
an X-ray crystallography or nuclear magnetic resonance (NMR) experiment, the positions ri and
velocities vi of all atoms i are calculated by integrating a discrete form of Newton’s equations of
motion, with each atom represented by a point mass mi.
The interaction among the atoms in the system is described by a potential energy function
UMD(R), where R = r1, r2 . . . rN is the collection of all atomic coordinates. The potential energy
function is composed of contributions that can be classified into bonded and nonbonded interactions.
The bonded terms describe interactions between covalently-bonded atoms, and include Ubond which
represents high-frequency vibrations along covalent bonds; Uangle which represents bending motions
between two adjacent bonds; Udihedral which represents torsional motions around a bond; and
Uimproper which describes the planar orientation of one atom relative to three others. The nonbonded
terms describe interactions between atoms that are not covalently bonded or that are separated by
three or more covalent bonds, and include UvdW , the pairwise van der Waals energy, modeled as a
6-12 Lennard-Jones potential, and Uelec, the pairwise Coulomb energy. The form of the empirical
potential energy function as used, e.g., in the CHARMM force field [58, 59, 169, 248], is
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UMD(R) =
∑
bonds
kα(rα − r0α)2︸ ︷︷ ︸
Ubond
+
∑
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kβ(θβ − θ0β)2︸ ︷︷ ︸
Uangle
+
∑
dihedrals
kγ([1 + cos(nγψγ + δγ)])︸ ︷︷ ︸
Udihedral
+
∑
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kδ(φδ − φ0δ)2︸ ︷︷ ︸
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+
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[(
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−
(
σij
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)6]
︸ ︷︷ ︸
UvdW
+
∑
i
∑
i6=j
qiqj
4pi0rij︸ ︷︷ ︸
Uelec
, (A.1)
where rα is a bond length, r0α the associated equilibrium bond length, kα the respective bond spring
constant; θβ is the angle between two bonds, θ0β the associated equilibrium angle, kβ the respective
angular spring constant; ψγ is the angle of rotation around a bond, kγ the rotational spring constant,
nγ the number of maxima or minima in one full rotation, and δγ the angular offset; φδ is the so-called
improper torsion angle with associated equilibrium angle φ0δ and spring constant kδ; ij is the depth
of the energy minimum for UvdW , the minimum located at rij = |ri−rj | = 21/6σij ; qi and qj are the
atomic partial charges separated by a distance rij = |ri − rj |, 0 is the permittivity of free space,
and  is the dielectric constant of the medium in which the charges are placed. The sums in UvdW
and Uelec are performed over all atom pairs (i, j).
The force applied to an atom resulting from this potential energy function in a simulation time
step is defined by
fi = − ∂
∂ri
UMD(R) + fexti , (A.2)
where fexti can be any external force applied to the atom in the simulation.
The parameters for the force field defined through Eq. (A.1), e.g., equilibrium values for bonds
and angles, are obtained through a calibration of experimental results and quantum mechanical
calculations of small molecules. The energy parameters used in the examples throughout this paper
are those of the CHARMM27 force field. The MD software used is NAMD [2].
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Appendix B
Cryo-electron microscopy
single-particle reconstructions
Reproduced in part with permission from Leonardo G. Trabuco, Elizabeth Villa, Kakoli Mitra, Joachim Frank,
and Klaus Schulten. Flexible fitting of atomic structures into electron microscopy maps using molecular dynamics.
Structure, 16:673-683. Copyright 2008 Elsevier.
Single-particle cryo-electron microscopy (cryo-EM) uses electron micrographs of single (i.e.,
unattached), usually large, multimeric molecules flash-frozen in vitreous ice. The method com-
plements other structure-determination methods, such as X-ray crystallography and NMR spec-
troscopy. The former is the most prolific structural method and can determine structures from
small molecules to large assemblies of hundreds of kilodaltons [249]. The limitations of X-ray crys-
tallography stem largely from the necessity to crystallize the complex of interest. Thus, it is difficult
to study complexes that (i) are highly dynamic and resist crystal formation, or (ii) cannot be purified
in a homogeneous state in large quantities. Even when crystals can be obtained the functional state
of the complex might be undefined. NMR can capture both structural and dynamical information
of macromolecules, but is limited to sizes of tens of kilodaltons [250].
Many cellular processes involve assemblies of macromolecules, resulting in sizes challenging for
NMR and X-ray crystallography. As the interaction between the components of a complex changes
over time, knowledge of different conformational states is crucial to understanding function. Single-
particle cryo-EM is suitable for imaging large complexes, presenting various advantages: large as-
semblies can be studied; crystallization is not required; small amounts of material are sufficient to
obtain data; and the particles imaged can be trapped in transient or functional states in their natural
environment. Examples of macromolecular assemblies for which cryo-EM has revealed structures
in different states are poliovirus [251], ribosome [68], and ATPase [252]. In principle, 3-D cryo-
EM single-particle reconstructions could yield atomic resolution, but practical limitations, including
electron-optical aberrations [253], prevent achieving resolutions better than 3 A˚ [254]. Presently,
single-particle cryo-EM maps can be routinely obtained at resolutions of 10-20 A˚ [35].
The single-particle cryo-EM 3-D reconstruction technique uses 2-D images of a macromolecular
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complex obtained by a transmission electron microscope, where the sample has been blotted and
rapidly plunge-frozen, generating a very thin specimen with molecules arranged in random orienta-
tions trapped in the same defined conformational state. Typically, tens to hundreds of thousands
of images, or projections, are obtained and subsequently classified according to their orientation;
these projections are combined to reconstruct a three-dimensional image, or density map, of the
biomolecule. For details on single-particle three-dimensional reconstruction from cryo-EM data, the
reader is referred to [52]. In what follows, we discuss the features present in the final reconstructions
that are relevant to the flexible-fitting methodology.
The process of image formation by a transmission electron microscope is well understood [255,
256]. The electrons in the beam impinging on the sample interact with both the nuclei and the
electrons in the atoms of the sample. Different types of interactions occur, resulting in elastic and
inelastic scattering. The former provides the structural information used in 3-D reconstructions,
while the latter causes radiation damage and background noise [256]. Image formation for very
thin biological samples in bright-field transmission EM can be described by the weak-phase approx-
imation, according to which the image contrast resulting from the interference of unscattered and
elastically scattered electrons [52] is linearly related to the 2-D projection of the Coulomb poten-
tial of the atoms in the sample [255]. When the sample is reconstructed in three dimensions, the
data reported by the cryo-EM density map is a reconstruction of the three-dimensional Coulomb
potential Φ(r) generated by the nuclei and the electrons of the sample. The main contribution
to this potential comes from the nuclei; the potential from a given nucleus is proportional to the
atomic number Z of that atom, i.e., the number of protons in its nucleus. For atoms contained in
biomolecules, this number is roughly proportional to the atomic mass; thus, in principle, a mass
density distribution of the macromolecular assembly can be obtained from cryo-EM data [257].
The weak-phase approximation is widely used, but it is worth noting that it disregards other
contributions to image formation, including those from inelastically scattered electrons, that can
be eliminated during data collection (energy filtering), and from elastically scattered electrons that
are lost before participating in image formation due to subsequent inelastic collisions or due to
scattering outside the objective aperture (amplitude contrast). The latter has a strong dependency
on the atomic species, and can be neglected for low atomic number nuclei as occur in biological
specimens, but becomes important when comparing the EM map to simulated maps derived from
X-ray structures of molecules composed of atoms with strongly different atomic numbers, such as
RNA-protein complexes. In practice, the description of image formation has to take lens aberrations
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into account, which result in a distortion of the image intensity, described in Fourier space by the
so-called contrast transfer function (CTF) [255]. The images can be post-processed to correct for
the CTF in a systematic way [52].
The Coulomb potential is reported in the reconstruction on a discrete 3-D grid. It is important
to note that the magnitude of the values reported varies considerably from map to map, which
should be considered when defining an external potential for the MD simulations from the EM data,
as described in the text. A source of such variability arises during the reconstruction process, when
a scaling factor is chosen by the reporting authors by which all grid point values, or voxel values, are
multiplied for convenience in visualization and data storage. Another source of discrepancy between
different EM maps concerns negative values reported. Generally, a zero value is assigned to the
average intensity using optical-density scaling [52], with all values below that threshold becoming
negative; however, some maps also report data arising from negative staining experiments, and in
these, negative values represent regions which are dominated by accumulation of stain.
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Appendix C
A practical guide to molecular
dynamics flexible fitting
Reproduced in part with permission from Leonardo G. Trabuco, Elizabeth Villa, Eduard Schreiner, Christopher
B. Harrison, and Klaus Schulten. Molecular dynamics flexible fitting: A practical guide to combine cryo-electron
microscopy and X-ray crystallography. Methods, 49:174-180. Copyright 2009 Elsevier.
C.1 Introduction
The field of structural biology is evolving rapidly, turning its focus from single proteins or pro-
tein domains to large macromolecular assemblies formed by many components working together.
Most biological functions come about through the orchestrated interaction between many of such
components. Recent advances have positioned cryo-electron microscopy (cryo-EM) single-particle
reconstruction as a central structure determination technique for studying macromolecular assem-
blies. In some cases, cryo-EM is the only source of structural information; however, it is increasingly
common to have low- to medium-resolution cryo-EM reconstructions of macromolecular complexes
for which high-resolution structures of the individual components are available. Furthermore, cryo-
EM can provide images of macromolecular assemblies at different functional states usually elusive
to X-ray crystallography. A notable example is the ribosome, for which cryo-EM has provided
important insights into its function [72].
Computational methods for fitting atomic structures into cryo-EM maps bridge the resolution
gap between cryo-EM and X-ray crystallography, allowing for interpretation of cryo-EM data beyond
the nominal resolution. Moreover, structures obtained by fitting methods are sometimes the only
source of atomic models of macromolecular assemblies. Attempts to fit crystal structures into cryo-
EM density maps have been pursued for more than two decades. For low-resolution EM maps,
locations of proteins inside a complex can be inferred by their overall shape compared to the density
by simple visual inspection, or by systematic rigid-body docking, where an exhaustive search in
six dimensions (three translational and three rotational degrees of freedom) is performed to find
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the best position and orientation of a given molecule inside the density. Rigid-body docking is a
well-established technique with several software packages available. A comprehensive comparison
of rigid-body docking methods, as well as a discussion on flexible fitting techniques, can be found
in [38].
The advent of subnanometer-resolution structures stemming from single-particle cryo-EM studies
has boosted the development of flexible fitting techniques. Unlike rigid-body docking, flexible fitting
methods allow for conformational changes of the atomic structure in order to better represent the
conformational state captured by the EM density. Early attempts to flexibly fit atomic structures
into EM maps include reciprocal space refinement described by Mendelson and Morris [258]. A
commonly used flexible fitting approach consists of dividing the macromolecule into rigid pieces
which are then rigid-body docked and optimized with the real-space refinement method [40, 41,
259]. The Situs package implements a flexible fitting method based on vector quantization, where
coarse-grained representations of both the atomic structure and the density map are used to drive
the fitting using molecular mechanics refinement [42, 43] or spatial interpolation [260]. Another
popular approach is to use a linear combination of the low-frequency normal modes to deform the
atomic structure, optimizing its correlation to the density map [44, 45]. Bioinformatic analyses
have also been used for flexible fitting, including iterative comparative modeling [46] and use of
structural variability in protein superfamilies [47]. Other recently proposed approaches include
identifying structures generated by molecular dynamics (MD) that correspond to the conformation
in the EM map [51]; use of a deformable elastic network model with restraints imposed by the
EM map [48]; a Gaussian network model combined with an empirical potential derived from the
map [261]; an empirical potential for both the atomic structure and the EM map combined with
a Monte Carlo search [50]; MD simulations with added forces proportional to the gradient of the
cross-correlation coefficient between the atomic structure and the density map [262]; constrained
geometric simulations based on rigidity analysis [49]; and damped-dynamics flexible fitting, in which
the atomic structure is attracted toward incompletely occupied regions of the EM map [263].
Our approach consists in applying forces proportional to the gradient of the EM density map in
MD simulations, driving the atomic structure into the high-density regions resulting in conforma-
tions representing the functional state captured by the experimental data [1]. The MD force field
describing the interactions between the individual components at the atomic level ensures that the
resulting structure is physically sound. The molecular dynamics flexible fitting (MDFF) method
has been successfully applied to the study of the ribosome [1, 5, 6] and protein-induced membrane
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Figure C.1: Flexible fitting of a tRNA into a cryo-EM map. An atomic model of the ribosome was obtained by
applying MDFF to a 6.7-A˚ cryo-EM map [1, 5]. For illustration purposes, we show only a single tRNA and the
corresponding density segmented from the cryo-EM map. The top panel contains the initial tRNA structure after
rigid-body docking, whereas the bottom panel contains the fitted structure obtained with MDFF.
curvature [139, 247]. As an illustration of the method, Fig. C.1 shows the a tRNA from a ribosome-
free crystal structure flexibly fitted into a cryo-EM density map of the tRNA being presented to
the ribosome by EF-Tu during decoding. For details on the derivation of the method, as well as on
the application of MDFF to several test cases for validation purposes, the reader is referred to [1].
Here, we describe in detail the practical steps to be followed in the application of MDFF and in the
analysis of the results obtained.
C.2 The MDFF method
The MDFF method is an extension of the molecular dynamics simulation technique, in which each
atom is represented by a point particle with assigned mass and charge. The interaction between
every pair of atoms is described by the force field – an empirical potential energy function UMD.
Based on the forces calculated from UMD, the position and velocity of every atom are propagated in
time according to classical mechanics, providing a dynamical description of the system. For details
on the MD technique, the reader is referred to [62]. A recent review discussing MD simulation of
nucleic acids can be found in an earlier issue of Methods [264].
MDFF builds on the MD method by extending UMD by two additional terms. The first term
takes into account the experimental information. The cryo-EM map is converted into a potential
energy function, UEM, that drives the atoms into the cryo-EM density, while the MD potential, UMD,
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preserves the correct physical parameters of the model (e.g., no high-energy prohibitive structural
features such as long covalent bonds or overlapping atoms are introduced). The second term, USS,
maintains the integrity of secondary structure elements.
The preparation of MDFF simulations and the analysis of the resulting trajectories are performed
using the mdff plugin of the visualization and analysis software VMD [3]. The MDFF simulations
are conducted with the software package NAMD [2].
Section C.2.1 describes the necessary data to perform MDFF simulations, namely a cryo-EM map
and atomic models of the composing elements represented by the EM data. Section C.2.2 details
the form of the potential energy term UEM derived from the cryo-EM density map that drives atoms
into high-density regions. The atomic models have to be prepared for MD simulations, as described
in Section C.2.3. Section C.2.3 describes the USS term aimed to prevent so-called overfitting, i.e.,
unphysical deformations of the atomic structure that result in a better fit to the cryo-EM data. A
number of simulation parameters can be tuned in an MDFF simulation in order to achieve a better
fit; the MDFF simulation protocol is described in detail in Section C.2.4. The simulation can be
performed in several steps, which is particularly useful when working with nucleoprotein complexes,
as discussed in Section C.2.4.
C.2.1 Data required for starting MDFF simulations
To carry out an MDFF simulation, two types of input data are required: a cryo-EM map of the
complex under study, and atomic models of the components to be fitted into it. The source of
the initial atomic models can be any structural technique such as X-ray crystallography or nuclear
magnetic resonance (NMR) spectroscopy, or a modeling technique such as ab initio or homology
modeling. It is important to note that any errors contained in the initial atomic models may be
propagated into the atomic models obtained through MDFF. In the same way, errors in the cryo-EM
data arising from the optics, sample, numerical imprecision, small number of particles, and others,
will be included in the potential energy function driving the fit and, thus, will affect the final model.
It is therefore crucial to keep in mind the nature of the errors contained in the data when interpreting
the results. For more information on cryo-EM data, the user is referred to [52]; a brief discussion is
also included in the supplemental material of [1].
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C.2.2 Converting the cryo-EM density map into a potential
The VMD plugin mdff can be used to generate a potential energy function UEM defined on a 3-D
grid based on the cryo-EM density map
UEM(R) =
∑
j
wjVEM(rj), (C.1)
where
VEM(r) =
 ξ
[
1− Φ(r)−ΦthrΦmax−Φthr
]
if Φ(r) ≥ Φthr,
ξ if Φ(r) < Φthr.
(C.2)
Note that the Coulomb potential, Φ(r), represented by the cryo-EM data, as well as its maximum
value, Φmax, are clamped below the threshold value Φthr to remove the solvent contribution. The
choice of Φthr is simplified by the analysis of the EM density histogram with the mdff plugin.
Generally, cryo-EM maps will display a large density peak corresponding to the solvent; a threshold
value at or above the solvent peak should be chosen, yielding a flat potential in the solvent regions
(see [1] for a detailed discussion). The scaling factor ξ can be used to uniformly adjust the strength
of the influence of the cryo-EM map on the molecular system. In addition, VEM(r) has a weight
wj for each atom j present at position rj . Generally, wj is set to the atomic mass; this weighting
avoids strong differences in the acceleration of atoms due to mass disparities, ensuring stability of
the simulation. This choice of weighting factor is also in line with the rough correspondence between
the mass of the atoms and their density in a cryo-EM map.
The potential energy function UEM defined by Eqs. (C.1, C.2) is incorporated into an MD
simulation using NAMD’s gridForces feature [55]. The gridForces feature allows an arbitrary
potential defined on a 3-D grid (in DX file format) to be added to any MD simulation. The gradient
of the potential is calculated by finite difference methods and forces are applied to each atom
depending on its position on the grid using an interpolation scheme. In the case of MDFF, for each
atom i in the system, the resulting force is given by
fEMi = −
∂
∂ri
UEM(R) = −wi ∂
∂ri
VEM(ri). (C.3)
The force fEMi can be tuned via the scaling factor ξ (Eq. (C.2)), which is the same for all atoms,
and the weight wi, which can be defined on a per-atom basis. Fig. C.2 shows a cryo-EM map of
the ribosome and a 2-D slice of a region of VEM illustrating how the calculated forces drive the
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Figure C.2: Potential derived from the cryo-EM map. (A) Surface representation of a 6.7-A˚ cryo-EM map of the
ribosome [5, 92]. (B) Section of a 2-D slice of the potential generated from the map shown in A, represented as a contour
plot. Arrows represent forces calculated using Eq. (C.3) for each grid point, driving the atomic structure toward high-
density regions. In an actual MDFF simulation, the force applied to each atom is calculated by interpolating between
the on-lattice forces depicted in the figure.
atomic model into high-density regions of the EM map, which correspond to low-energy regions of
the potential.
VMD provides many capabilities for visualization and manipulation of volumetric data. Cur-
rently, maps can be manipulated with the volutil plugin; inclusion of map manipulation functions
in the core code of VMD with added support for graphics processing unit (GPU) acceleration is
under way. Examples of map manipulations that can be performed with volutil include adding,
subtracting, multiplying, averaging, filtering, cropping, downsampling, supersampling, scaling, and
clamping, among others. All map operations are performed in Cartesian space and do not rely on
the native grid of the map. This approach makes manipulations like combining maps represented on
grids with different dimensions and spacing possible; the resampling of the maps to a common grid
is transparent to the user. VMD can read all file formats commonly used in electron microscopy,
and currently can write DX files, supported by NAMD gridForces; Situs files, useful for rigid-
body docking with the Situs software [61]; and the commonly used CCP4 format. Even though
the intended use of the Situs package within the MDFF workflow is limited to rigid-body docking,
we note that Situs also provides map manipulation capabilities and flexible fitting based on vector
quantization [42, 43, 260].
C.2.3 Structure preparation
Since MDFF is an extension of the MD simulation method, the steps required for setting up a
regular MD simulation are also required by MDFF. The general requirements for setting up an MD
126
simulation are described in Section C.2.3. The additional potential energy term USS, introduced in
MDFF to preserve the secondary structure of proteins and nucleic acids, is described in Section C.2.3.
Building an all-atom structure
As for any all-atom MD simulation, a structure containing all the atoms, including hydrogens, is
required for MDFF. Such a structure, together with the associated MD force field, determines the
connectivity (bonds, angles, and dihedrals), and all the interactions in the system. The VMD plugin
autopsf provides an easy and automated way to build an all-atom structure for MD simulation.
For a thorough introduction on how to set up a system for MD simulation the reader is referred to
the NAMD tutorial1.
For explicit solvent simulations, the structure must be placed in a water box and typically ions are
added to neutralize the total charge of the system and to mimic the desired ionic strength. For RNA
simulations, it is particularly important to accurately place counterions at energetically favorable
locations in order to stabilize the structure [114]; to that end, the highly efficient VMD plugin
cionize may be employed [165]. Proper solvation of the system can be achieved in several steps.
It is advisable to complete the octahedral first solvation shell of Mg2+ ions prior to the simulation
(see [114] for details). Cavities and crevices can be solvated using the DOWSER program [166];
the VMD plugin dowser provides a graphical user interface to DOWSER, and extends the latter to
support RNA systems. A water shell can then be constructed around the macromolecule using the
Solvate program2 [167]. Finally, the VMD plugin solvate can be used to insert the system into a
water box. The desired ionic strength can be adjusted using the VMD plugin autoionize.
Once an all-atom structure is ready, the VMD plugin mdff can be used to generate a NAMD
configuration file and to define the per-atom force scaling for the external potential derived from
the EM map (Eq. (C.3)) needed for MDFF.
Secondary structure restraints
In order to avoid overfitting during the flexible fitting procedure, it is suitable to use restraints that
preserve secondary structure elements in proteins and nucleic acids. The definition and strength of
secondary structure restraints is facilitated by the VMD plugin ssrestraints. NAMD can then
use the defined restraints through its extraBonds feature, which allows a user to restrain internal
coordinates such as bonds, angles, dihedrals and impropers in an MD simulation.
1http://www.ks.uiuc.edu/Training/Tutorials/
2http://www.mpibpc.mpg.de/home/grubmueller/downloads/solvate/index.html
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Figure C.3: Restraints applied to base-paired RNA residues. (A) RNA interaction edges for both pyrimidines (cytosine
is shown on the left) and purines (guanine is shown on the right), according to [57]; (B) Dihedral angles and the two
interatomic distances to which restraints are applied (see Section C.2.3).
For proteins, ssrestraints defines extra φ and ψ dihedral angles, with the equilibrium values
taken either from the initial atomic structure or from ideal secondary structure elements. By default,
only amino acid residues in helices or β sheets are considered for restraints, but any set of residues
can be selected.
For nucleic acids, the VMD plugin rnaview provides an interface to the software package
RNAView [56], currently used by ssrestraints to identify and classify base pairs. It is worth
noting that ssrestraints can be easily extended to support other packages for analysis of nucleic
acid structure. RNA base pairs can be classified according to the interaction edges involved, i.e.,
Watson-Crick (WC), Hoogsteen (H), sugar (S), or “C-H” edges (Fig. C.3A). The following RNA
base pairs are selected by ssrestraints: WC/WC, WC/H, WC/S, H/H, H/S, and stacked. For all
of these six types of base pairs, restraints are applied to the seven dihedral angles (α, β, γ, δ, , ζ,
and χ) and two interatomic distances (d1 and d2) depicted in Fig. C.3B, the latter to preserve the
planarity of the base pair.
The potential energy term USS has the form
USS =
∑
µ
kµ(Xµ −X0µ)2, (C.4)
where µ denotes the restrained internal coordinate, i.e., protein dihedral angles φ and ψ, RNA
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dihedral angles α, β, γ, δ, , ζ, and χ, and RNA distances d1 and d2; Xµ is the instantaneous value
of this coordinate. By default, the equilibrium values X0µ are set to the values from the initial atomic
structure, but can also be automatically set to ideal values or manually set to any user-defined value.
Secondary structure restraints are applied in MDFF in order to conservatively prevent overfitting.
The user may gradually decrease the secondary structure restraints along the MDFF simulation,
in particular after large-scale motions have been accomplished and local structural refinement is
desired, as exemplified in the multistep protocol described in Section C.2.4. Moreover, through the
use of the extrabonds feature, other internal coordinates of the structure can be restrained, e.g., to
enforce rigidity or proximity of certain subdomains.
C.2.4 MDFF simulation protocol
In this section, we discuss in detail the simulation protocol used by MDFF. First, we describe general
MD simulation parameters used, such as force field, temperature control, and integration scheme
(Section C.2.4). Then, we address the main parameters in an MDFF simulation that can be tuned
to achieve better results (Section C.2.4). Finally, we give one concrete example of a multistep MDFF
protocol that was applied to experimental cryo-EM maps of the ribosome (Section C.2.4).
MD simulation protocol
MDFF simulations are performed using NAMD [2], and thus any MD force field or simulation
parameter supported by NAMD can be used in MDFF. Thus far, we have employed the CHARMM27
force field with the CMAP correction [58, 59, 169, 248]. MDFF simulations can be performed with
explicit solvent [139, 247]; however, for large macromolecular complexes, one may wish to omit the
solvent and use an overall dielectric constant for Coulombic forces to decrease the computational
cost [1, 5, 6]. A natural extension, which is under development, is the use of an implicit solvent
model. MDFF simulations commonly make use of a multiple time-stepping integration scheme, with
bonded interactions calculated every 1 fs and nonbonded interactions calculated every 2 fs. Other
simulation parameters generally used within MDFF are a cut-off distance of 10 A˚ for the nonbonded
interactions and a temperature of 300 K maintained using a Langevin thermostat [60] coupled to all
heavy atoms with a damping coefficient of 5 ps−1.
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Adjustable MDFF parameters
There are four main parameters in MDFF that can be adjusted in order to obtain a better fit. First,
in some cases it has proved effective to perform an initial MDFF simulation with strong secondary
structure restraints (see Section C.2.3), or even with equivalent restraints applied to all residues,
followed by a subsequent MDFF simulation with weaker restraints. The strong restraints render the
structure relatively rigid, preventing structural distortions during the initial phase of the fitting when
the movements of the atomic model may be large. The weak restraints in the subsequent step allow
for a better refinement of the structure (see Section C.2.4 for a concrete example). Second, increasing
the force scaling (ξ in Eq. (C.2)) will generally improve the fit, although stronger forces may lead
to structural distortions (overfitting); furthermore, very strong forces may render the simulation
unstable. A typical value of ξ is 0.3 kcal/mol, but a value around 1.0 kcal/mol is appropriate for
fitting low-occupancy ligands. Third, the input map may also be manipulated in different ways,
such as by low-pass filtering it in the initial phase in order to smooth the potential energy function,
allowing the structure to undergo large conformational changes while preventing the system from
becoming trapped in a local minimum. The user may also delete a density region, which is useful
when fitting ribonucleoprotein complexes, as described in the next section. Finally, temperature may
be temporarily increased in order to overcome energy barriers. Simulated annealing was successfully
used in the context of a number of flexible fitting methods [48, 50, 261, 265] and is another natural
extension to MDFF currently under development.
MDFF multistep protocol applied to the ribosome
A macromolecular complex such as the ribosome imposes several significant challenges to flexible
fitting methods, namely:
1. two thirds of its mass is composed of RNA, and modeling techniques designed for RNA are
relatively immature compared to those for proteins;
2. the cryo-EM density corresponding to RNA is significantly higher than for proteins due to
their difference in molecular weight;
3. ligands such as tRNAs and translation factors have typically occupancy lower than 100%.
In order to overcome these challenges, we designed secondary structure restraints for RNA (Sec-
tion C.2.3), as well as a multistep flexible fitting protocol, which was applied to cryo-EM maps
130
Figure C.4: Multistep flexible fitting protocol applied to ribosome cryo-EM maps [1] (see Section C.2.4 for details).
of the ribosome (see Fig. C.4). Each MDFF step is extended until convergence is reached (see
Section C.3 and Fig. C.5). The initial atomic model used is described in detail elsewhere [1].
Before starting MDFF (step 0 ), the ribosome is rigid-body docked into the cryo-EM map using
an FFT-accelerated 6-D exhaustive search, as implemented in the colores program from the Situs
package [61]. MDFF step 1 aims to obtain a good fit for the RNA components, while the protein
components are kept relatively rigid by imposing strong restraints. In particular, in the first MDFF
step, the ribosome is flexibly fitted using ξ = 0.3 kcal/mol, kµ,RNA = 200 kcal mol−1 rad−2 or 200
kcal mol−1A˚−2 for angles and distances, respectively, and kµ,protein = 400 kcal mol−1 rad−2. Addi-
tionally, φ and ψ angles of the amino acid residues not included in secondary structure restraints are
restrained with kµ,protein = 200 kcal mol−1 rad−2. The restraints preserve the secondary structure
and the overall shape of the proteins, while the RNA, with higher molecular weight, fills its corre-
sponding density. In MDFF step 2, the cryo-EM density corresponding to RNA is deleted. The new
map Φ′ is given by
Φ′(r) =
(
1− Φsim(r)
max(Φsim(r))
)
Φ(r), (C.5)
where Φsim(r) is the simulated map generated from the fitted RNA structure with the same resolution
as the experimental cryo-EM map Φ(r); the generation of simulated maps is described in the next
section. During the fitting in the second MDFF step, the RNA atomic structure is restrained to
its current Cartesian coordinates with a relatively large force constant of 10 kcal mol−1 A˚−2, while
proteins are restrained identically to MDFF step 1. In MDFF step 3, the structure of the proteins
is refined by reducing the restraints to 200 kcal mol−1 rad−2, restraining only residues in helices and
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β sheets. Finally, in MDFF step 4, the atomic structures of the remaining ligands (tRNAs and
translation factors) are added by rigid-body docking and subsequently refined with MDFF. For this
final step, the original potential derived from the experimental cryo-EM map is used (before RNA
density deletion), ribosomal proteins are positionally restrained, and the positional restraints on the
RNA structure are removed. The secondary structure restraints described above are applied to all
proteins, RNA, and newly introduced ligands.
C.3 Analysis of MDFF results
Convergence of an MDFF simulation (or an MDFF step in a multistep protocol) can be assessed by
monitoring over time the root mean square deviation (RMSD) with respect to the original structure,
or the cross-correlation coefficient (CCC) between the atomic structure and the original cryo-EM
density map. The RMSD is given by
〈
(ri − 〈ri〉)2
〉1/2, where ri is the coordinate vector of atom i
and the averages are taken over a set of atoms in the atomic structure, such as all backbone atoms.
Fig. C.5A presents an example of an RMSD plot over a multistep MDFF trajectory. Notice how
the RMSD always reaches a plateau before the next MDFF step is initiated.
In order to calculate a CCC between an atomic structure and a cryo-EM map, first a simulated
map has to be generated from the atomic structure. This can be accomplished by interpolating
the atomic numbers of all atoms onto a 3-D grid, and subsequently applying a low-pass (Gaussian)
filter. The target resolution of the simulated map is determined by the width (2σ) of the Gaussian
filter. Once a simulated map has been created with resolution matching the one from the cryo-EM
reconstruction, the CCC can be calculated by
ρ =
〈(S − 〈S〉) (E − 〈E〉)〉
σSσE
, (C.6)
where 〈S〉 and 〈E〉 are the average voxel values from the simulated and original experimental maps,
respectively, σS and σE are the corresponding standard deviations, and ρ ∈ [−1, 1]. The averages
in Eq. (C.6) are taken over the intersection of the simulated and experimental 3-D grids.
The CCC as defined in Eq. (C.6) is a global measure of the similarity between an atomic structure
and a cryo-EM map. Even though this measure is widely used in the literature, it suffers from
a serious problem: a considerable fraction of the statistical sample corresponds to the solvent,
not to the macromolecule. In fact, the value of the CCC can be made arbitrarily close to the
optimal value by defining a large enough 3-D grid, i.e., by padding the space with zero density. To
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overcome this problem, it is appropriate to define a local CCC in which only the volume encompassing
the macromolecule is considered. A simulated map is created from the atomic structure, from
which a volume can be defined by all voxels with value above a chosen threshold. The intersection
between this volume and the experimental cryo-EM map defines the sample space for the local CCC
calculation. To contrast with the local CCC, we refer to the CCC which considers the entire map
as the global CCC. Fig. C.5B presents a plot of both the global and the local CCC over a multistep
MDFF trajectory. As for the RMSD, the CCC always levels off before the next MDFF step is
initiated.
The VMD plugin mdff allows the user to monitor over time the RMSD and the global or local
CCC. Notice that neither the RMSD nor the CCC are used to drive an MDFF simulation; they
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Figure C.5: Convergence of MDFF simulation steps. For each MDFF step, both the (A) RMSD (shown in blue) and
(B) global and local CCC (shown in red and black, respectively) reach a plateau. In the figure, the local CCC was
calculated with a threshold of 0.2σ above the mean (see Section C.3 for details). The insets show the corresponding
full-scale plots. The multistep MDFF simulation presented corresponds to flexible fitting applied to a 6.7-A˚ cryo-EM
map of the ribosome [1].
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are simply measures used to assess the progress and quality of the fit. Not using a global measure
to drive the fit allows MDFF to be used for large systems, and avoids pitfalls stemming from the
variability in resolution in different regions of the EM map.
After convergence is reached in the last step of MDFF, a representative set of structures, all
conforming to the EM data, is obtained. While any of these structures represents a plausible
structure in the ensemble imaged by cryo-EM, interpretation of the EM map beyond the nominal
resolution can only be achieved by considering different conformations sampled by this representative
set. Structures obtained with MDFF can greatly aid in the interpretation of the 3-D reconstructions;
however, all the limitations should be kept in mind, in particular the experimental resolution and
the quality of the starting models. It is therefore advisable to always inspect the density together
with the atomic models when interpreting the data.
C.4 Concluding remarks
MDFF is a flexible fitting method particularly well-suited for the study of macromolecular assem-
blies. Since MDFF is implemented in NAMD [2], a highly scalable MD software with a memory-
efficient implementation of its gridForces feature, it can be used to fit large systems in their entirety
in the same simulation [1, 5, 6, 139, 247]. MDFF has also been successfully applied to RNA sys-
tems [1, 5, 6]. The setup and analysis of MDFF simulations is achieved with the VMD plugin mdff,
while the simulations are run using NAMD. Alternatively, MDFF can be combined with interactive
molecular dynamics [237, 266], allowing a user to apply extra forces using, e.g., a haptic device.
Future extensions of MDFF will include use of implicit solvent models, simulated annealing,
enhanced sampling techniques such as normal mode-accelerated dynamics, more sophisticated sec-
ondary structure restraints, and others. Explicit-solvent MDFF applied to the ribosome suggests
that secondary structure restraints may not be required in this case, though results are still prelim-
inary.
Due to its flexibility and scalability, NAMD is ideally suited to serve as the optimal platform to
combine the most desirable features of the many flexible fitting techniques recently developed, with
the aim to obtain the best possible atomic models from cryo-EM data. Furthermore, we foresee that
the ongoing implementation of GPU acceleration technologies into NAMD will allow MDFF to be
performed interactively in real time. It is worth noting that other sources of structural information
can already be included in the MDFF modeling effort, such as restraints derived from nuclear
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magnetic resonance spectroscopy, Fo¨rster resonance energy transfer, cross-linking and immuno-
labeling, small-angle X-ray scattering, among others.
Once an atomic model of a macromolecular complex in a functional state has been obtained by
means of MDFF, further MD simulations can be carried out to test hypotheses on the function of the
system under study [6], thus completing a structural dynamics description of the macromolecular
complex.
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