As the Internet of medical Things emerge in the field of medicine, the volume of medical data is expanding rapidly and along with its variety. As such, clustering is an important procedure to mine the vast data. Many swarm intelligence clustering algorithms, such as the particle swarm optimization (PSO), firefly, cuckoo, and bat, have been designed, which can be parallelized to the benefit of mass data computation. However, few studies focus on the systematic analysis of the time complexities, the effect of instances (data size), attributes (dimensionality), number of clusters, and agents of these algorithms. In this paper, we performed a comparative research for the PSO, firefly, cuckoo, and bat algorithms based on both synthetic and real medical data sets. Finally, we conclude which algorithms are effective for the medical data mining. In addition, we recommend the more suitable algorithms that have been developed recently for the different medical data to achieve the optimal clustering. INDEX TERMS Medical data analysis, data mining, swarm intelligence, clustering algorithms.
I. INTRODUCTION
Clustering is a well-known problem in computer science. In recent years, scholars have applied swarm intelligence algorithms to solve the clustering problem. Some examples are the PSO clustering, Firefly clustering, Bat clustering, etc. Swarm intelligence algorithms are popular in the optimization community. The core idea of swarm intelligence algorithms is imitating behaviors of creatures in nature, especially creatures that have a habit of swarming together, e.g. ants, fireflies, bees, etc. Researchers believed that there are some underlying reasons for their behavior, such as searching for food, being together with companions, evading obstacles, etc. It is found that swarm intelligence clustering approaches have more possibilities to deviate from the local optima, and therefore it is useful to apply swarm intelligence algorithms to solve clustering problems. Up-to-date, different kinds of swarm intelligence algorithms have been applied to clustering problems [1] - [5] .
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In literature, Tang et al. [4] have compared the performance of several swarm intelligence clustering approaches. However, there is no systematic experiment and analysis on how instances (data size), attributes (dimensionality), number of clusters, and number of agents can affect the performance of all those approaches. Therefore, this gives us the motivation to analyze the time complexities of four swarm intelligence clustering approaches (PSO, Firefly, Cuckoo and Bat) systematically in this paper. Then, by conducting experiments on synthetic and real data, we also confirmed that the assumption of their time complexity is correct. The experiments on synthetic data were conducted based on four aspects: data size, dimensionality, number of clusters and number of agents. In addition, we conducted experiments on real data to further confirm that our assumption is correct.
The remainder of this paper is organized as follows: Related work of swarm intelligence algorithms and swarm intelligence clustering approaches are reviewed in Section 2. Next, preliminaries (i.e. notations, problem definition and fitness function) are introduced in Section 3. After that, four swarm intelligence clustering approaches are introduced in Section 4 and their time complexity is analyzed.
Then, Section 5 provides the experiment results for analysis of the algorithms, while Section 6 concludes the paper and outlines future work.
II. RELATED WORKS
This section briefly reviews several swarm intelligence algorithms, literature that involves application of swarm intelligence algorithms to solve clustering problem, as well as articles comparing swarm intelligence clustering algorithms.
For the current optimization problems, it is difficult to search the optima when the search space is very large. Therefore, Kennedy and Eberhart [6] proposed Particle Swarm Optimization (PSO) to obtain an approximate optimum with partially searching the search space. In this way, it is highly efficient as it does not require searching the whole search space and its strategy ensures its accuracy is quite good. This was the first time that the strategy of a group of individuals was presented to the swarm intelligence community. Later on, Yang [7] proposed the Firefly algorithm by imitating the behavior of this insect. The basic idea is that one Firefly will be attracted by another. The attractiveness is defined to be proportional to their brightness, which is mathematically represented by the fitness in clustering problems. Subsequently, Yang and Deb [8] also proposed another swarm intelligence algorithm called the Cuckoo algorithm, which imitates the behavior of cuckoos laying eggs. In particular, each Cuckoo (agent) will lay an egg in a random nest and that egg will randomly be dumped or kept by the host of that nest in one generation. Furthermore, Yang [9] proposed the third swarm intelligence algorithm in 2010, called Bat algorithm, whereby the basic idea is imitating bats to sense distance by echolocation.
As various swarm intelligence algorithms were proposed, Van der Merwe and Engelbrecht [5] became the first to suggest clustering by PSO. To the best of our knowledge, his was the first paper proposed to adopt a swarm intelligence algorithm to solve the clustering problem. After that, Senthilnath et al. [3] proposed the Firefly clustering approach. Recently, Ameryan et al. [1] and Saida et al. [2] also proposed new clustering algorithms based on the Cuckoo algorithm. Tang et al. [4] has compared the performance of several swarm intelligence clustering algorithms in 2012. However, none of the above papers have systematically compared the time complexities of all four swarm intelligence clustering algorithms (pertaining to PSO, Firefly, Cuckoo, and Bat). Furthermore, none of the above papers have systematically analyzed the effect of data size, dimensionality, number of clusters and number of agents to all four swarm intelligence clustering algorithms.
III. PRELIMINARIES

A. NOTATIONS AND PROBLEM DEFINITION
The key terms as well as the problem investigated by this paper are defined in this section. First of all, the definition of an agent (based on a particle, Firefly, Bat, or Cuckoo) is given below:
Definition of Agent:
An agent is a set of points in n-dimensional space, denoted A = {a 1 , a 2 , a 3 , . . . , a n }. Each point a i = {x 1 , x 2 , x 3 , . . . , x n } is a n-dimensional vector, namely a point in n-dimensional space.
Note that a i also represents i-th cluster from the perspective of clustering. Based on the definition of agent, the distance between the agent and a point in n-dimensional space is defined as follows:
Definition of Distance: The distance between the agent A and a point p in n-dimensional space is defined as
Note that a i and p are both points in n-dimensional space. p is assigned to cluster a i if ||a i −p|| is minimal for all a i ∈ A. After the agent and distance are defined, we are in the position to define the problem of clustering.
Problem Definition: Given a set of points P = {p 1 , p 2 , . . . , p l }, the objective of clustering is to find an agent A which minimizes the equation l i=1 Dist(A, p i ). Therefore, as the objective is to find the agent A, which can minimize the equation l i=1 Dist(A, p i ), we adopt PSO, Firefly, Bat and Cuckoo respectively to find the best agent A. Table 1 summarizes the above notations as follows. 
B. FITNESS FUNCTION
Fitness/objective function is essential in optimization problems. In this paper, swarm intelligence algorithms, which are used for optimization problems, are adopted to perform clustering. However, optimization problem and clustering problem are different. Thus, we transform the clustering problem into an optimization problem so that swarm intelligence algorithms can be easily implemented. The fitness function for clustering problems is defined as follows:
Interestingly, Equation (1) is the objective of our problem definition, which represents that the clustering problem can be transformed into an optimization problem in a straightforward manner. Furthermore, the time complexity of Equation (1) is O(ml) as there are l points in total and each p i is compared with all a i according to the definition of Dist(A, p i ).
IV. SWARM INTELLIGENCE CLUSTERING A. PSO CLUSTERING
Particle Swarm Optimization (PSO) was firstly attributed to [6] and [8] . For applying PSO to clustering, given P, VOLUME 7, 2019 Algorithm 1 PSO Clustering Algorithm Input: A set of points P = {p 1 , p 2 , . . . , p l } and three parameters w, c 1 and c 2 Output: An agent A with best fitness calculated by Equation (1)
. . , F k } according to Equation (1);
For before stop criterion meets do For each A i do Update A i by Equation (2); Calculate F i according to Equation (1); 
. . , x n ). Then, the location of agents is updated based on the previous best agent of itself PA i and the global best agent of all agent GA. Note that the agent in PSO is a n-dimensional point, but the agent outlined in this paper is a set of n-dimensional points. Therefore, when updating one agent, all the points in this agent will be updated accordingly. As an example, A i is going to be updated based on PA i and GA. The equation for this is given below:
where w is a weight parameter set by the user and r is a random number that is subject to a uniform distribution, denoted as r ∼ U (0, 1). Furthermore, the time complexity of Equation (2) is O(mn) as the size of each A i is m and the dimensionality of each a i j is n, where m represents the number of clusters.
The pseudo code is shown using Algorithm 1. As the time complexity of Equation (1) is O(ml) and Equation (2) is O(mn), the time complexity of updating each A i is O(ml+mn). After that, the size of A is k and thus the time complexity of PSO for one generation is O(k(ml+mn)), where k represents the number of agents.
B. FIREFLY CLUSTERING
The Firefly algorithm was proposed by Yang, which simulates the behavior of the Firefly for searching the optima in a search space. Given are P and three parameters α, δ and γ , where α is the randomness of each agent, δ is the randomness reduction rate and γ is the absorption coefficient. Firstly, initialize a set of agents A = {A 1 , A 2 , . . . , A k }. Then, the fitness of all agents F is calculated in advance. After that, the location of each agent A i is affected by all other better agents and updated accordingly. For example, the location of A i is waited to be updated. Suppose that by comparing fitness, A x and A y are found to be better than A i . Afterwards, A i will firstly move towards A x based on Equation (3) and then move towards A y based on Equation (3). Suppose A i is moving towards A x , the movement equation of each a i j of A i is given below:
where γ and α are parameters given by the user, and r is a random number such that r ∼ U (−1, 1). The time complexity of Equation (3) is O(mn) as the size of each A i is m and the dimensionality of each a i j in A i is n.
The pseudo code of Firefly clustering is given in Algorithm 2. As each A i of A will be compared with all other A j of A, the time complexity to compute this is O(k 2 ), where k denotes the number of agents. Besides, Equation (3) may be calculated after comparing A i and A j ; therefore, the time complexity is O(mnk 2 ). Finally, the cost to calculate all F i of F in advance is O(mlk). Therefore, the time complexity of Firefly clustering for one generation is O(mlk + mnk 2 ).
Algorithm 3 Firefly Clustering Algorithm
Input: A set of points P = {p 1 , p 2 , . . . , p l } and a parameter p a Output: An agent A with best fitness calculated by Equation (1) Yang proposed the Cuckoo algorithm in 2009. The Cuckoo algorithm searches the optima by simulating the behavior of a Cuckoo laying eggs. Given are P and a parameter p a , where p a is the probability to abandon an old agent. First of all, a set of agents A is initialized and then the corresponding fitness F of A is calculated. Besides, the minimum fitness F min of F and its corresponding agent A min are recorded. Next, there are two steps in one generation to update the location of agents. The pseudo code of the Cuckoo clustering is given in Algorithm 3.
The first step is updating the location of agents via Levy flights using the Mantegna's algorithm. Suppose A i is going to be updated, the equation to update every a i j of A i is given in Equation (4).
where r ∼ U (0, 1) is a random number and s is the step size calculated by Mantegna's algorithm. In Mantegna's algorithm, step size can be calculated as below:
where σ is a parameter calculated via Levy flights and β = 3/2 by default for Cuckoo search. The equation of Levy flights to calculate σ is given below:
where β is set to 3/2 by default for Cuckoo search. Besides, the time complexity to update one agent of Cuckoo clustering is O(mn), where m is the number of clusters and n is the dimensionality. After the location of A i is updated, the fitness of A i should also be calculated, which costs O(ml), where l represents the size of data. Moreover, the size of A i is k and thus the total time complexity of step one for one generation is O(k(ml+mn)).
The second step is randomly replacing some agents by other random agents based on the probability p a . The time complexity of replacing is O(l) as the only calculation is determination and replacement. Additionally, the time complexity to calculate fitness of A i is O(ml). Moreover, the size of A i is k. Therefore, the time complexity of step two for one
In general, the total time complexity of Cuckoo clustering for one generation is the sum of these two steps. Besides, there is a calculation of finding the minimum fitness F min of F and its corresponding agent A min of A followed by each step, whose time complexity is O(k). Thus, the time complexity is O(k(ml+mn)+mlk+2k).
D. BAT CLUSTERING
The Bat algorithm was again proposed by Yang. It searches the optima in search space by simulating bats that sense distance via echolocation. Given P and four parameters ld, pr, fq min and fq max , where ld indicates loudness, pr indicates pulse rate, fq min and fq max represent the domain of frequency. Firstly, a set of agents A and the corresponding fitness of A (F) are initialized. In addition, the minimum fitness F min and its corresponding agent A min are recorded. Then, the velocity of all agents V is also initialized. After that, the location of agents can be updated by the Bat clustering algorithm. Suppose that A i is going to be updated, then every a i j can be updated according to Equation (7) .
where fq is a random number which is subject to fq ∼ U (fq min , fq max ). The time complexity of Equation (7) is (mn) as there are ma i j in total and dimensionality n. Additionally, the location of agents have probability to be set to a position around A min directly. The equation is given below: Generate a random number r1 ∼ N (0, 1); If r1 > pr then Set TA i by Equation (8); End Calculate TF according to TA by Equation (1); Generate a random number r2 ∼ N (0, 1); If TF < F i and r2 < ld then Assign TA and TF to A i and F i ; End End Find the minimum fitness F min of F and its corresponding agent A min of A; End where r ∼ N (0, 1) is a random number. The time complexity of Equation (8) is also O(mn) as it depends on the number of a i j (number of clusters) and dimensionality. The pseudo code of Bat clustering is shown in Algorithm 4. After location updating and replacement, calculating TF costs O(ml), where l is the size of data points. Thus, the time complexity to update one A i is (2mn+ml). Therefore, the time complexity to update A is O(k(2mn+ml)). Finally, the step to find the minimum fitness F min and its corresponding agent A min costs O(k). Therefore, the total time complexity of Bat clustering for one generation is O(k(2mn+ml)+k).
E. TIME COMPLEXITY ANALYSIS
After all four approaches have been introduced, we conclude their time complexities using Table 2 . By analyzing the time complexities of these four clustering approaches, we can conclude that the number of clusters m and the number of agents k affect the efficiency most as they are outside the parenthesis and will multiply all components in the parenthesis. Besides, Cuckoo clustering is the slowest as it contains more components compared to other approaches. Firefly clustering would be also slow if k is large because it is (l +k) in the parenthesis rather than (l+1) for others, where k represents the number of agents. Lastly, PSO and Bat are relatively faster than the other two approaches.
V. EXPERIMENT RESULT
In this section, parameters for every clustering algorithms are introduced in the first place. Next, the experiments are conducted on synthetic data for comparing the efficiency and effectiveness of four approaches. The synthetic data are scaled from four aspects (data size l, dimensionality n, number of clusters m and number of agents k) so as to compare different approaches from different perspectives. Afterwards, we also conduct the experiments based on real data sets to show our experiments on synthetic data are reasonable. Finally, six medical data sets are tested as case studies. In this paper, all our experiments were conducted on a computer with an Intel Xeon E5-1650 CPU at 3.5GHz, with 64 GB memory. The operating system was Windows 7 and programming language is Matlab with development environment of Matlab 2014a.
A. PARAMETER SET
The parameters of all algorithms are set to the default values as shown in Table 3 . If not specifically mentioned otherwise, all experiments are implied to be based on the parameter settings in this table. 
B. CALCULATE ACCURACY OF CLUSTERING ALGORITHM
The accuracy of clustering algorithm is represented by their purity. It is briefly introduced in this section. Given the best agent chosen by clustering algorithm A = {a 1 , a 2 , . . . , a n }. Note it also represents the set of clusters corresponding to the set of data P. Suppose the set of classes corresponding to P is C = {c 1 , c 2 , . . . , c n }. We interpret a i and c j as the set containing all the points p k ∈ P which are assigned to a i and c j . Then we can calculate the purity of the clustering result by Equation (9) .
Purity(A, C)
Where l = |P|, 1 ≤ i ≤ m and 1 ≤ j ≤ x. a i ∩ c j represents the number of p k ∈ P which belong to cluster a i and class c j at the same time. For example, Figure 1 shows two clusters which have two classes. Then, the summation part of Equation (9) is max (6, 2, 2) + max (7, 1, 2) + max(8, 1, 1). Finally, the purity is (6 + 7 + 8)/30 = 0.7. 
C. TEST ON SYNTHETIC DATA
The synthetic data are generated by uniformly putting the clusters of data into the search space. Figure 2 provides an example of synthetic data whose data size is 800, dimensionality is 3, and number of clusters is 8. In this experiment, the parameters of data and algorithm vary from data size and dimensionality to number of clusters and number of agents to test the scalability of the four algorithms. By default, the data size is 10, dimensionality is 2, number of clusters is 2, and number of agents is 16. Then, we increase the data size, dimensionality, number of clusters and number of agents respectively to compare the purity and execution time of the four clustering approaches (PSO, Firefly, Cuckoo and Bat). For correctness, each clustering approach is run ten times and we calculate the average and standard deviation of results to show its stability.
Firstly, the results of increasing the data size are shown in Table 4 and Figure 3 . For purity, there is no significant change for the four approaches except a small drop when the data size is 10 4 . That is, data size affects the purity of the clustering approaches but not very significantly. For execution time, all the clustering approaches are increasing gradually. This is because data size l is in the parenthesis for all four clustering approaches so that it affects the efficiency insignificantly. Besides, Cuckoo clustering is the slowest. This result is reasonable according to the analysis of time complexity in Section 4.5.
Secondly, the results of increasing dimensionality of data are shown in Table 5 and Figure 4 . For purity, there is no obvious decrease when dimensionality increases. However, the results of clustering approaches are not stable except Cuckoo, as the Cuckoo is much more stable in comparison to the other approaches when dimensionality increases, although it is the slowest. For execution time, the result is similar to increasing data size, where the execution time of all approaches increases gradually, as the dimensionality n is also inside the parenthesis.
Thirdly, the results of increasing number of clusters are shown in Table 6 and Figure 5 . For purity, four clustering approaches tend to fluctuate, which represents that the number of clusters will affect the purity of clustering approaches but there is no obvious increasing or decreasing effect. For execution time, it increases dramatically along with the increasing of number of clusters. This result is expected as VOLUME 7, 2019 the number of clusters m is outside the parenthesis according to Section 4.5. In other words, the number of clusters m affects the execution time more than dimensionality and data size.
Finally, Table 7 and Figure 6 demonstrate the results of increasing numbers of agents. For purity, there is no notable difference when increasing the number of agents as the data size is not big, so that a few agents are sufficient to achieve clustering. For execution time, Cuckoo is still very slow which is similar to other experiments on synthetic data. However, the execution time of Firefly increases dramatically this time when the number of agents increases. That is to be expected as the number of agents k is both outside and inside the parenthesis, which means the value of k affects the efficiency of Firefly significantly.
Based on these four experiments on synthetic data sets, we can conclude that there is no significant difference between these four approaches regarding purity. By analyzing the time complexities of the four approaches in our experiments, we can conclude that Cuckoo clustering is slowest among all four approaches. Firefly is very sensitive to the number of agents. PSO and Bat are relatively faster. In addition, the number of clusters and number of agents affect the efficiency of the four approaches the most. It is not acceptable as it costs hours or maybe days to run when the number of clusters and number of agents reaches 10 5 .
D. TEST ON REAL DATA
We also compared the four clustering approaches on three real data sets for further confirming of our conclusions. They are the Iris data set, Image Segmentation (IS) data set and Character Trajectories (CT) data set, respectively. Their descriptions are given below.
1) IRIS DATA SET
The Iris data set was first created by Fisher [11] , and is widely used in the classification and clustering community as it is simple, clear, and proposed long ago. It contains 150 instances (data size) and 4 attributes (dimensionality) with 3 classes. The attributes represent sepal length, sepal width, petal length and petal width. This data set is adopted as a simple tester for four approaches. The Iris data set can be downloaded from [3] .
2) IS DATA SET
The Image Segmentation (IS) data set was created by the vision group at the University of Massachusetts. This data set contains 2,310 instances, 19 attributes and 7 classes. The attributes are 19 features extracted from the image, e.g. the column of the center pixel of the region, the number of the center pixel of the region, etc. The IS data set can be downloaded from [2] .
3) CT DATA SET
The Character Trajectories (CT) data set was created by Williams et al. [14] . It has 2,858 instances, 615 attributes and 20 clusters. The CT data set originally contained only one attribute, which is a 3 by 205 matrix. Each column of the matrix represents a feature (they are x-axis value, y-axis value and force of the pen). We vectorize this matrix to a vector with length 615 so that it can be conveniently transformed into an instance for clustering. The CT data set can be downloaded from [1] .
The results of the four clustering approaches on the three real data sets are shown in Table 8 and Figure 7 . The results in Table 8 are as expected, being similar to the results in Section 5.3. For purity, the four approaches are similar on all three data sets, except that Firefly appears to be slightly weaker (92.9%) compared to other three approaches (98.2% on average). For execution time, Cuckoo is still the slowest while the other three approaches are similar on all three data sets. As a systematical discussion of the performance (effectiveness and efficiency) of four algorithms was given in Section 5.3, the objective of our experiments on real data is validating the assumption and the detailed discussion is therefore omitted.
E. CASE STUDY ON MEDICAL DATA SETS
In this section, we analyzed 6 medical databases as case studies using the sEMG for Basic Hand Movements (sEMG) data set [16] , Arrhythmia data set [7] , Mice Protein Expression (MPE) data set [20] , Heart Disease (HD) data set [5] , Arcene data set [10] and Dorothea data set [10] . The description of each data set is given below:
sEMG Data Set: The sEMG for Basic Hand Movements (sEMG) data set [16] contains 900 instances, 6000 attributes and 6 classes from 5 healthy subjects (based on three females and two males). The 6 classes refer to six kinds of hand grasps data, which are holding spherical tools, holding small tools, grasping with palm facing the object, holding thin, flat objects, holding cylindrical tools and supporting a heavy load respectively. Arrhythmia Data Set: The Arrhythmia data set [7] has 452 instances, 279 attributes and 16 classes. Among the 16 classes, class 1 represents normal, classes 2 to 15 refer to different classes of arrhythmia and class 16 means unclassified ones.
MPE Data Set: MPE data set [20] contains 1080 instances, 77 attributes and 8 classes. c and t represent control mice and trisomy mice respectively, CS and SC mean stimulated to learn and not stimulated to learn respectively, s and m represent injected with saline and injected with memantine respectively. HD Data Set: HD data set [5] contains 303 instances, 13 attributes, and 5 classes. Among the 5 classes, 0 represents absence of heart disease and 1, 2, 3, 4 represents presence of heart disease.
Arcene Data Set: Arcene data set [10] has 100 instances, 10000 attributes and 2 classes. Dorothea Data Set: Dorothea data set [10] has 350 instances, 4857 attributes and 2 classes.
The purity on 6 medical data sets are given in Table 9 and Figure 8 . As shown in Table 9 , the purity on sEMG, Arrhythmia and MPE are quick good (around 99% averagely) while HD, Arcene and Dorothea are relatively low (around 20% averagely). This result illustrates that the swarm intelligence algorithms cannot be applied to all data sets. We can conclude that even though PSO, Firefly, Cuckoo and Bat can have good performance on some data sets (e.g. Iris, IS, CT, sEMG, Arrhythmia, MPE, etc), but they are not universal solution to all problems. Thus, it is required to consider whether the algorithm is suitable to solve a specific problem.
VI. CONCLUTION
In this paper, we introduced four main clustering approaches, which are based on swarm intelligence, and analyzed their time complexities. Our analysis showed that the Cuckoo clustering is the slowest one. Firefly clustering is slow when the number of agents is large. In comparison, the PSO and Bat are relatively faster than the other two approaches. After that, we conducted experiments on synthetic data by considering four aspects (data size, dimensionality, number of clusters and number of agents) to demonstrate our assumption, while we also conducted experiments on three real data sets to further confirm our assumption. Besides the conclusion on efficiency, we also conclude that there is no significant difference for these four clustering approaches on purity based on the experimental results using both synthetic data and real data.
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