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1. INTRODUCTION 
Travelling waves (TW) in dissipative systems generate their own 
dynamics. Even if they belong to one-parameter families of TW’s, the effect 
of neighboring family members is not felt when working in the right spaces. 
These spaces are given in a natural way via a metric introduced by the TW. 
In this contribution I describe this phenomenon by means of a simple 
example. 
The celebrated KPP equation 
ut - uxx =u(l -U) (1.1) 
is chosen. In their original paper [12] Kolmogorov, Petrovsky, and 
Piskunov treated the “global” question about what happens to an initially 
given Heaviside-step during its evolution in time. A multitude of contribu- 
tions have been devoted to various generalisations of this question. We 
refer to the monograph of Bramson Cl] for an earlier “state of the art” 
account concerning the scalar equation. For a recent work on systems we 
quote a paper by Freidlin [S]. 
The aim of this paper is comparatively modest since it deals with the 
“local” dynamics of a TW, i.e., with the time behavior of perturbations 
which do not feel the effect of neighboring TW’s. This is more in the spirit 
of the two papers by Sattinger [ 14,151, also the work of Fife and McLeod 
[4] on the bistable equation, and that of Henry [7]. We reopen this 
discussion for several reasons. 
First, to present a suitable transformation which reveals the functional 
analysis to use in the discussion of (1.1); second, to solve some still open 
stability problems concerning the travelling fronts of slowest speed. Finally, 
we describe the long-time dynamics in some detail in order to prepare the 
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ground for incorporating nonlocal terms into the analysis which might 
stem from systems in which (1.1) describes the evolution in “lowest order.” 
The last question, vaguely indicated here, arises when one tries to give 
a mathematical justification of so-called modulation equations of dis- 
sipative systems in spacelike extended domains which possess a continuum 
of amplified modes. These equations are known under the name of 
Ginzburg-Landau or Newell-Whitehead or DiPrima-Eckhaus-Segel. For 
large but finite time intervals these justifications have been obtained by 
Collet and Eckmann [3] in the case of the Swift-Hohenberg-equation, and 
by van Harten [6] in a general situation. In the case of time independent 
and time periodic functions the solution set of the modulation equation 
and those of the Taylor-Couette problem in fluid mechanics, e.g., coincide 
as has been shown by Iooss et al. in [9, lo]. Here we promote the idea to 
find a general dissipative system whose modulation equation is an equation 
of type (1.1) and for which the long-time behavior of solutions near a given 
specified one-like a front+an be described by (1.1). However, we only 
prepare a basis here for this analysis. 
We introduce moving coordinates x H x + yt, y is the wave speed, in 
which the TW is a steady solution u,Jx). Then we replace u in (1.1) by 
u0 + u and obtain 
u, + YUX - u.xx = (1-2U,)u-u*. (1.2) 
In order to study the dynamics generated by u0 we seek an appropriate 
transformation which makes the vectorlield “conjugate” to a constant one, 
quite in the spirit of Floquet theory. This is done in Section 2 and leads to 
u H 4, U, where U solves 
u1 - b*(x) L (b*(x) U,), = -a, U*, (1.3) 
where b* = ub2 exp( - yx), a, = ub. We call (1.3) the eichform of (1.2). It can 
be derived for every steady solution and for each y. The operator 
9 := (-b*U,),/b* is selfadjoint in the Hilbertspace H”(b2) with weight b*, 
even if b has countably many zeroes (cf. [ 171). 
In this paper we consider the case of a front, i.e., a monotone connection 
of the equilibrium states u = 1 and u = 0. It is well-known-and easy to 
verify-that fronts exist only if IyI > 2. We choose y < - 2. Then the front 
connects 1, a saddle at x = - co, u - 1 - exp((cr + y)x/2), with 0, a node at 
x= 00, u-exp((/?+ y)x/2), u >/?aO, c1*--~*= 8, where a, /I are given in 
terms of y in (3.2). We have u;(x) < 0 for all x and 0 < uo(x) < 1. 
The proper space in which to pose the Cauchy-problem for (1.3) is deter- 
mined by 2 and the nonlinearity; in our case it is X0:= H”(b2) n H’(af). 
This implies that the perturbation ub U of u. belongs to L,( - cc, 0) and 
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exp( -yx/2) ub U to L,(O, co). This setting for the functional analysis of 
(1.3) would work for more general nonlinearities. But we do not strive for 
generality. The weights explain the ones chosen in Sattinger [15]. 
The eichform (1.3) contains U = 0 as an isolated steady solution. If we 
would weaken the asymptotic requirements, this property would be lost. 
The argument should shed new light on the remark by Henry in [7, p. 1331 
about the missing continuity of the translation h H uO(. + h). 
The operator 9 introduces the shift 2bJb into (1.3), which is asymptoti- 
cally constant equal to c1 resp. j? at x = - cc resp. x = + co. A deeper under- 
standing of the dynamics requires detailed knowledge about the role of this 
shift. At first sight one would expect two diffusive wave-packages both 
travelling to the left, one with speed c(, the other with speed a, carrying the 
information of the initial condition for large times. However, the situation 
is more complicated. For the operator &, associated to 9, and defined in 
Section 5-its drift is piecewise constant CI resp. p-two diffusive wave- 
packages dominate the long-time behavior and move with equal speed /?, 
see (5.12). In this paper we exploit this insight only to obtain the stability 
bounds. 
First, however, we discuss the properties of 9 and exp( - .9f) in Sec- 
tion 3, prove the positivity of the latter, and show blow up of solutions in 
finite time, for arbitrarily small positive initial data of (1.3). This 
corresponds to negative initial data of (1.2). Section 4 contains the straight 
forward proof of local existence. Moreover, we show stability whenever the 
initial data of (1.3) lie below -u&b, the solution corresponding to u = 0 
in (1.1). Thus, stability is global if only the initial condition of the pertur- 
bation ub U of u0 is nonnegative and belongs to X0. 
Explicit stability estimates are well known in different cases, see Henry 
[7, p. 128 ff]. All of them are obtained by using spectral arguments, in par- 
ticular stabilisation methods for the essential spectrum. This is the reason 
why asymptotic stability is not known for b = 0, i.e., y = -2, the slowest 
front. Here we show sharpened versions of Sattinger’s results [ 151 
and include the case b = 0. They are summarized in Theorem 5.3. The 
sup-norm of the perturbation ubU of uo, e.g., obeys the inequality 
The power of t depends strongly on the decay properties of the initial con- 
dition U, at infinity. If U. has compact support, the dynamics initiated by 
ubUo can be analysed by (1.3) for every y, i.e., with respect o every front 
uo( ., y). The stability bound (1.4) then hold for every y and p = (7’ - 4)“‘. 
I gratefully acknowledge penetrating discussions with J. P. Eckmann 
about this work. I wish to thank also the I.H.E.S., the Institut Non- 
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Lineaire de Nice, and the Center for Dynamical Systems and Nonlinear 
Studies in Atlanta for their kind hospitality. There I could prepare this 
work in an inspiring atmosphere. 
2. THE TRANSFORMED EQUATION 
Starting with (1.2) we describe in this section the transformation leading 
to the eichform (1.3). It is independent of the special form of uO and can 
be easily extended to more general nonlinearities. Equation (1.2) is written 
as a first order system, 
Du,+u,=Aq!+yA,u+a(x)Du-ff(u), (2.1) 
where 
A= -DT, u(x) = 1 - 2&j(x). 
Indices denote derivatives henceforth. 
The transformation we seek is a smooth mapping 2: 118 -+ GL(2), and 
A E L(2) denotes an arbitrary real 2 x 2 matrix. (2, A) has to solve 
Z,=AZ$yA,Z+a(x)DZ-Z/i. (2.2) 
Let [A, Z] = AZ- ZA denote the commutator, then (2.2) is ful~lled if 
A = A and Z satisfies 
Z,=[A,Z]+yA,Z+a(x)DZ. (2.3) 
The final transformation will be _u = Zp. To solve (2.3) define 
M= u ker[A,Z]‘, 
tE N 
then M is generated by N,, . . . . N4 given by 
N,=-% &=D==N;, N,= -A,, 
where E, denotes the unit matrix. We have 
CA, NI I= CA, NJ = 0 
[A, NJ = NZ, [A, N4] = -N, -2N,. 
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The action of the Nj in M is given by 
N, Nj = NjN, = N, for all j; 
N2N2=NjN2=N4N3=N4N4=0 
N2N3=-N2,N2N4=N1+N3 (2.4) 
N3N3=N4N2= -N,, N3N4= -N4. 
Writing Z = a, N, + ... + a,N, we obtain from (2.3) and (2.4) the 
following system: 
a; = -ad, a:, = ya, + a, a(x) 
a;=a,, a;=r(a,-a,)-a,a(x)-2a,. 
We take as solutions 
a, = ub, a*=a,(x+~(x))=:a,c(x), 
where fl is a primitive of eYX/a :. The transform-matrix is given by 
Z=(It .,TaJ, detZ=:A= -eyx. 
Now transform via u = Z_v and obtain 
B(X)& + _v, - A_v = z-‘f(Zg) 
with 
b(x)=z-‘Dz(x)= -$( “1 r:)- 
Moreover we have 
Z-y-(z_v)=fy c ( 1 -1 
with 
One derives from (2.5) by elementary calculations 
(2.5) 
b’U,-(b2U,),= -a,b2U2, 
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whence we obtain the final form of the transformed equation (1.3), 
Observe that a,(x) = u;(x) and 
(2.6) 
and b is strictly positive for Iy/ 2 2, when a travelling front u0 is considered. 
We could have started with the formulae (2.6), but this would have given 
no insight as to how the transformation has to be constructed in a more 
general case. 
3. PROPERTIES OF THE OPERATOR .2' 
The operator 9 which we are going to discuss was first derived in (1.3) 
and contains, besides the diffusion - U,,, a drift-term -26,X UJb. It is 
given by 
Yu := - $ (b2UX), (3.1) 
and determines the dynamics induced by the travelling wave uO. Up to 
now, we have made no special assumption concerning its shape. From now 
on we suppose u0 to be a front, i.e., a strictly monotone solution of (1.1) 
connecting the equilibria 0 and 1. ft is easy to see that this implies IyJ & 2. 
To be specific, take y < -2. Thus we have a one-parameter family of 
admissible fronts; they are parameterized by their speed y. Our analysis 
describes the time behavior of perturbations for each front separately. 
We have z+,( - co) = 1, uO( + 00) =0, and u&f is strictly negative. The 
asymptotic behavior is such that the following limits exist 
4(x) exp( - %(a + Y)x), b(x) exp( - 4 ax) (3.2a) 
as x+ --co and 
uX.4 expf - %(B + YM b(x) exp( - $x) (3.2b) 
as x--r -t-a. Here 
a = (y2 + 4p, p = (y2 - 4)‘/2 
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holds. The natural spaces for 9 are weighted Sobolev-spaces @(b2), 
j=O, 1 9 . . . . where the scalar products are 
(U, V), := j- UVb2 
and similarly for higher values of j. Throughout the paper unspecified 
bounds resp. measures in integrals are always R resp. the Lebesgue- 
measure. We have b(x) = -al(x) exp( -yx/2) > 0. When other weights are 
used, self-explanatory indices are defined, e.g., (U, V), indicates the use of 
the weight 
k(x) := exp(axP), 
x<o 
exp(#W), x 2 0, 
which determines an equivalent topology as 6. The norm in the Hilbert 
space H’(b2) will be denoted by II.II j,b, in particular 11. [lb := (I .Il,,b. Of 
course uEHj(b’) if UEH{,,(R) and bucW(R). 
We consider 9 in H”(b2) with domain D(9) = H2(b2). It is selfadjoint 
and positive, i.e., (YU, U), > 0 for all U E D(Y). We have 
O<(.SJ, U),=(Y”2U, Y112U)=~ bU;, 
The spectrum Z(Y) is [0, co) and coincides with its essential part; there 
are no eigenvalues. 
DEFINITION. Positivity of U E Hj(b’) is defined pointwise for j 2 1. For 
j=O we require (U, (~)~a0 for all ~QEC~(R), cp>O. 
LEMMA 3.1. Let U. E H”(b2) and U, > 0. Then U(t) := exp( -2’t) U, > 0 
for all t > 0. 
Proof. Suppose first that Uo~ H2(b2). Then U. is a Cl-function such 
that b(x) U,(x) decays to 0 at x = f co. This follows from the inequality 
(x’ <x). 
Ib*U:(x) - b*U;(x’)l = I( (2 u; + 2uo uo4 b* / 
.c{C”,,,(,:b2U,)1’2(j-;b2u;,X)“2]. 
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Observe that 2b,/b approaches the finite limits a resp. p as x -+ -co resp. 
+ co. We conclude 
lim e(a/2)xU0(X) = lim e~P’2)XcJ0(~) = 0.
x---co x-m 
Since exp( - 5?f) is a holomorphic semigroup, U(Z) E H’(b’) for every t > 0. 
Therefore, the relations given above hold for U(t) as well. In particular 
Ibwb t)l G Cl II UII Lb(t) 
holds for x E R and t > 0. Moreover, U, + 2?U = 0 implies 
and thus, for all t 2 0, 
Therefore, for any 6 > 0 
,xty5 e- 6x2 1 U(x, t)l= 0 
holds uniformly in t>O. It follows from [13, Theorem 10, p. 1831, that 
U(r)20 for t>O. 
To prove the assertion for U0 E H”(b2), choose 0 < U;t E D(9), such that 
Ug -+ U, in H”(b2) and obtain for every cp f C~(iR), 
This completes the proof. 
Let us now turn to Eq. (1.3 ). 
u,-knJ= -a&F (3.3) 
Since LI, = uh<O, we conclude that every solution of (3.3) with 
UI , = o = U. 2 0 satisfies 
u(t)~e--~Uo for d 20, (3.4) 
hence is positive. The precise notion of a solution is given in the next 
section. Here it suffices that u(t) E iY2(b2), u,(t) E H”(bZ) are continuous. 
Equation (3.4) follows from the variation at constant formula and the 
positivity of 9. 
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Equation (3.3) exhibits finite-time blow up. Choose a bounded interval 
[x,, x,] of length d; set cp = 0 outside this interval and inside as a solution 
of 
yv = h% cP(xj) = O, v(x) > 0 
for some J>O. Multiply (3.3) by b2q and integrate to obtain 
Z,+AZ3 (-a,) U2qb2 
s 
where Z= Uqb2. 
I 
Here we have used U,, > 0, and therefore U(t) 2 0 for all t 2 0. The 
boundary term satisfies UqXb2(x,) - UcpXb2(x,) < 0. The following 
inequality, 
holds, whence we conclude 
z, + AZ 2 l-22, 
which leads to blow-up if Z, = Z(0) > n/J’. 
To obtain an explicit lower bound for ZO, normalize cp such that r= 1. 
Observe that, taken the obvious class of admissible cp, 
We claim that 1+ b2/4 as x,, + + cc and ,I + a2/4 as x0 + - 00. According 
to (3.2b), b(x) = c exp(px/2). (1 + Lo(exp( -j?,x/2))) for some /?r > 0. Then 
Set Y(x) = q(x) exp(gx/2) and obtain 
p2 IEn2 
infQ= -+- 
v ( > 
4 d2 (1 +~(e-fl’xo)), 
whence the assertion follows for x,, -+ co. A similar argument yields a proof 
for x+ -co. 
PROPOSITION 3.2. Choose x,, sufficiently large and d = x1 - x0 > 0 
arbitrary. Given U,(x) 2 0 such that 
lub(x)l U,(x) b - + R P’ 2 
4 d2 
for x E Cx,, x11. 
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Then every solution of (1.3) with U, as initial condition blows up in finite 
positive time. Similarly, the assertion holds when x --+ -co and /I is replaced 
by ~1. 
The proof follows from the previous arguments which imply blow-up if 
The question of existence is treated in the next section. 
4. LOCAL EXISTENCE AND STABILITY 
The natural choice of space in which to pose the Cauchy-problem for 
(1.3) is determined by 9 and the character of the nonlinearity. The former 
suggests one to work in H”(b*), whereas the latter need II’( In this sec- 
tion we prove existence and uniqueness in X0 := H’(ai) n H”(b2) locally in 
time. Stability of U =0 will follow, if only Uo lies below a definite bound. 
Global one-sided stability holds. 
Existence and uniqueness can be proved easily by following general 
results for semilinear parabolic equations by Sobolevskii [16] and 
Kielhiifer [ll]. We define Xj := ZP(a:) A Hj(b2) and pose the Cauchy- 
problem 
U,+ 6pU= -a, U2 
UI,=,= uo 
for U,EX’. As a first step, we solve (4.1) in H’(a:) in the form 
U,+dp1U= -a,U*--U, 
Ult=o= uo, 
where U, E H’(a:). Here 
(4.1) 
(4.2) 
Yl := --$(a:a,).x=5?+~. 
In Hj(a:) we denote the scalar product by ( , ),. 5?i is a positive, self- 
adjoint operator with D(Y) = H2(af), Z(2,) = [0, co), and exp( -9, t) 
is positive for t 20. 2a,,/a, approaches the limits y + a resp. y + fl as 
x -+ T co. As in the last section for bU, we conclude here also that 
lim X+ *,(a, U)(x)=0 if U~Hl(af). Moreover 
I(afU*)(x)I Gc* IIUllf,,, XER (4.3) 
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holds for some c > 0 independent of U. Set A := YI + id, then 
(AU, U), = llA”*Ullt = 11 U/l:,, 
hence 
sup I(a~Wx)l dc IIA”*W,,. 
xsR 
Setting V= A “*U, we can write (4.2) in the form 
(4.3’) 
(4.4) 
where 
R(V):=kA-“2(V), R(U)= -a,U*--yU,+U, 
We conclude from (4.3’) the inequality 
for all Vim H’(af) with II Villa Q d, d > 0. As a selfadjoint operator, A 
generates a holomorphic semigroup. Its spectrum satisfies C(A) = [ 1, co) 
and thus A-‘12 exists and is bounded in H’(ai). We can invoke Satz 3.3 in 
[ 111, with a = 0 and y = 4, and also its Corollary 3.4 to obtain 
THEOREM 4.1. Given U, E H’(aT), then there exists a positive T and a 
unique solution U of (4.2) in [0, T] with the following properties: 
(4 UE C”([O, Tl, Ho( 
(b) U(t)EW=%) for tE(O, Tl 
(cl -% UE C”((O, Tl, HO(a 
U, in (4.2) denotes the strong derivative in H’(ai). 
The solution constructed in this way has the continuation property such 
that IIU(t)lJ. is unbounded as t approaches the right end of the maximal 
interval of existence. 
To solve the Cauchy-problem in X0 we consider 
U,+PlJ= -al&J 
Ulr=o= UOEXO, 
(4.5) 
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where 0 is the solution of Theorem 4.1. For 
it follows 
The same argument as in Theorem 4.1 yields a unique solution U* of 
(4.5) in H”(b2) in some time-interval, which we take as [0, TJ again; D is 
considered as a given function. Now, U* and 0 solve (4.5), the first in 
H”(b2), the second in H’(af). Thus they are of exponential type and their 
growth and decay can be determined by (3.2). In particular, for every 6 > 0 
,jmm emax max Dfx, t) = 0 
O<t<T 
holds for D = U* - 0. Moreover, D solves (4.5) with Dl,,O=O. By 
[ 13, Theorem 10, p. 1831, we conclude D SE 0. 
COROLLARY 4.2. For every UOe H’(af)n H”(b2)=: X0 there exists a 
po~itjue T and a ~n~4~e sorption of the ~uu~hy-problem (4.1). It has the 
properties of U in Theorem 4.1 when @(a:) and Pl are replaced by Xi 
and 3’. 
Since ub U is the original perturbation of the travelling front u. in (1.2), 
the solution of Corollary 4.2 leads to perturbations ub UE L2( - co, 0) and 
u&U exp( Iy/ x/2) E L’(O, a)). 
A more interesting question is that of stability, which we attack now. 
Observe that 
-<u<-uo 1 -llo 
4 4 (4.6) 
defines an invariant interval, i.e., if (4.6) holds for U,E~ then it holds for 
U(t), t 2 0, the solution of (4.1). This is a well known fact. We shall not use 
it but argue directly by the positivity of exp( -dPt). The lower bound in 
(4.6) corresponds to u 5 1 in the original equation, the upper bound to 
u = 0. 
Let U,>:O and define U(t)=: B(t)U’, where U” := -tao/ub. Then 
U(t) E X0 iff B(t) E H”(f2) n H”(f2 e”) =: Y”, and similarly for rj. Here 
f(x) := uo(x) e-(y’Z)x, -w := -f2(x) -L u-2c4 B.A 
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and B satisfies 
B, c +I= -u,(B- B2) 
BI I =* = B, := u*ju”. 
(4.7) 
The existence theory for (4.7) can be copied from Theorem 4.1 and 
Corollary 4.2 if Be E Y*. It follows that 0 d B. < 1 implies 0 Q B(t) d 1 for 
all t 2 0, where we use the ordering defined by the notion of positivity in 
Section 3. Positivity of B follows from U” > 0, U,= B, U* > 0 and thus 
U(t) = B(t) U* > 0 by (3.4). Furthermore (4.7) implies 
(l-B),+5$(1--B)-uo(l-B)=-u,(l-B)*GO, 
whence we conclude via [13, p. 1831, that 1 - B, > 0 implies 1 - B(t) & 0 
for all t 3 0. Here, we have used dp in a formal way, since 1 - 3 does not 
belong to D(&). 
THEOREM 4.3. Given any U, E X0, U, < - uo& =: U*, then the solution 
of (4.1) exists for all t B 0 and satisfies the inequalities 
.Cz’Uo 6 U(t) < U* e-+[ Uo( U”)-‘1. (4.8) 
~~0~~ The left inequality is just (3.4). The right inequality is true for 
U. > 0 since 8, > 0 and thus 0 < B(t) < 1 follows. Via (4.7) we conclude 
B(t)Fexp(-Q)B,. 
It remains to treat nonpositive U,. Denote by U(t) the corresponding 
solution, and by o(ct) the solution of (4.1) with initial condition 1 Vol. 
Define 
a is bounded; t E N implies the existence of a constant C > 0 such that 
t E [O, t]. 
This follows from (a) in Theorem 4.1 and (4.3’), since the image of [0, t] 
in H’(a:) is compact. D := o-- U satisfies 
D,fZD+a, D(o+U)=O 
and U is bounded. Therefore, Do > 0 implies D(t) 3 0 for 1 E N, according 
to [13, p. 183). Since ifs H’(af), we conclude that N is closed. If 
N= [0, t* J, then U(t*)E X0, since IU(x, t*) a,(x)1 is bounded by L2- 
integrable functions. Therefore the Cauchy-problem can be solved with 
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initial condition V(x, t*) for t > t *. Hence N= [0, co). The same argument 
yields global existence in time whenever the inequalities (4.8) are valid. But 
these are true if only U, < -u&b and U,, E X0 hold. 
We have proved stability of U= 0 for Eq. (4.1) and thus stability of the 
original travelling front ua. It is of interest to note that U, need not to be 
bounded below, U, E X0 sufices. The implications for the original problem 
are discussed in the next section, when we analyse the asymptotics of U(t) 
for large t in some detail. 
5. THE LONG TIME ASYMPTOTICS 
In this section we analyse the behavior of solutions of (4.1) for large t. 
As was shown, U(t) stays between given bounds whenever U, < - u0 Jub. 
These bounds depend on the behavior of exp( - 91) and converge to 0 as 
r + co. Using Laplace-transform technique we are able to determine a 
representation of this semigroup and obtain the exact form of the time 
behavior. Scale UH EU, U, t+ &JO then 
u,-C?u= -EU,U~=:&F 
uII=o= u, 
(5.1) 
has to be solved. Introduce the norms 
II UII T,b:= ioIT,b+$ jOT tirriil,b(t)df~ 
Moreover we set 
I uI T.0 := i uI T,b + I u/ F,a 
//“t/T,l := 11 u/l T,b + II u/i T,o% 
where the latter is used in C’([O, T], H’(b’)), T>O. Similar notations 
hold when the weight b is replaced by a, (index a). 
Observe that (4.8) implies U(t) to be bounded in X0 for all t 2 0. From 
now on we assume tacitly that the assumptions of Theorem 4.3 hold and 
thus, (4.8) is valid. 
LEMMA 5.1. Given T> 0 and U, E X1. Then there exists a positive 
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constant co and, for 0 GE < zo, a unique family U(t; E) of solutions of (5.1). 
They can be written as 
u(t; E) = f E”U”(t; E), 
n=O 
where the U” are given by 
~;f’+yu”+‘= -a, i ,ykUn-k 
k=O 
U” = exp( - Yt) U,. 
The series converges in C”( [0, T), X’). 
Proof. The proof is an immediate consequence of the implicit function 
theorem. Therefore, we only give a sketch of the proof. Remark that 
U,+JZ’U=F, UJtco= U. implies 
whence we obtain 
(1 - b2 + 2)T) II U’ll T,l G 2T IfI T,o + 2 II Uoll;. 
Write the equation for U in integral form and use the above estimates to 
complete the proof for T > 0 sufficiently small. If T > 0 is arbitrary, apply 
the above argument a finite number of times. 
In this paper, the terms of order so are calcuralcd for large t first. This 
suffices to obtain the stability bounds in Theorem 4.3. Then the long-time 
behavior of exp( -2’f) is estimated and finally that of solutions of the full 
nonlinear equations (5.1). 
We rewrite U,-I-9U=F, Ul,=O= U. in the form 
U,-U,,-(2k,/k)U,=pUX+F 
Ult=o= uo (5.2) 
where 
b’(x) = k2(x) e”@), M’(x)=p(x):=(~+j 
x<o 
x > 0. 
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We have 2k,/k = a if x c 0 and equal to p if x B 0. k/b approaches finite 
limits at x = Ifr 00 and p/k = O(exp y 1x1/2) decays to 0. 
Take UOo X2 in (5.2), then UE C”( [0, co), X2) according to Theorems 
4.1 and 4.3 if only U, < -uo/ub holds. Moreover U, E C?( [0, co), X0). 
Therefore, the Lapla~-transform can be applied to (5.2) and interchanged 
with the differentiations. This follows, e.g., from the absolute integrability 
of U,,cp exp( -st) on R + x R for each s > 0 and cp E CF( R) and Fubini’s 
theorem, cf. [S]. Denote by U(S) the Laplace-transform (M)(s) and 
similarly f(s) := (U)(s), then (5.2) reads (s > 0). 
su - u, - W-,/‘kb, = sfx, sf 
U,(x) + wxk s) +f(x, s) =: gk s). 
(5.3) 
Observe that the coefficients of U, have jump-discontinuities at x = 0. 
To obtain an integral representation of u invert the left side of the first 
equation in (5.3) under the additional requirement hat u be continuously 
differentiable across x = 0. An elementary calculation yields for U, = u/R +, 
=tdliw- 
K(X*S)‘X--S’k(<) g({,s) &, (5.4) 
where 
v(x, s) = j ecKlei x(x, 5, $1 g(L .y) & 
Ri v+ = VI Rf 
ii= a-P -Gvh,lc(x,s)= 
{ 
Ns), x<o, w(s) = (s + rt2/4)“2 
2 Q(S), x > 0, (7(s) = (s + p/4)“* (5.5) 
(0 - 6 f a) x(x, 5, s) =: q(x, 5, s), q(-l-, +,s)=(o-w+~)/20 
cp(+, -,s)=d-, +,s)=1, cp(--, -,s)=(m+d--ay2w. 
The notation for rp is self explanatory, e.g., denotes IJI( +, -, s) the value 
of q for x > 0, 5 < 0, and given s. The functions in (5.4) and (5.5) are 
holomorphic in conic regions D, c C given by -rc + E < arg(s + p*/4) < 
7c- E for every E > 0. 
The original function U(x, t) is reconstructed from (5.4) by determining 
the inverse Laplace-transformation for g(<, .) and the kernel-functions 
separately, and by using the convolution formula for the product (cf. [2]>. 
These operations, and also the interchange of integration, are justified on 
every finite interval [0, TJ, since U( -, X) is piecewise C* in t, is of exponen- 
tial order 0, and this holds uniformly in x E [w for bUc L*(R). The double 
integral with respect to s and < can be evaluated in arbitrary order. 
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We deform the path of integration for the inverse transformation as 
indicated in Fig. 1. Thus, if K(x, 5, S) denotes any kernel in (5.4) we 
calculate its Laplace-inverse by 
:=&lim j 
‘O” e 
eSIK(x, 5, s) ds, (5.6) 
where rf = BB’B”PA”A’A, P= -fi2/4, Q = -a2/4. The integrals along 
A’A and BB’ are easily estimated to be of order O(R-‘); those along A”A’ 
and B’B” are of order O((&R)-I). The Laplace-inverse of the explicit 
integral-term in (5.4) can be found in every table; it is given by 
1 
( 
-LtJx-t5)2 P=& 
)i 
xc0 
2fiexp 4 4t p=P, x > 0. 
(5.7) 
Asymptotics of Kz 
For the first term on the right side we distinguish the different cases, 
listed by rp in (5.5), by upper and lower indices. Thus KG means x > 0, 
5 < 0, KXe denotes x < 0, < < 0. We treat the case /I > 0, i.e., 6 < fi and 
obtain 
es* ds 
Im s 
4 
A’= -R+iR A= so+iR 
i Re s 
B’ B = so - iR 
FIGURE 1 
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Sets= -~2/4~~exp(i~),~~~-&, resp. #=a$&, then 
p~&-‘m4’qm nno 
e-Prexp(--h) 
J 
R J 0 iP”2exp(-i&/2)$(2-pexp(-h))1’2-~ 
.e.r(2-peXp(-iF))‘R.e-iep’/2eXF(--i&/2) exp( - i&) &. 
Via Cauchy’s theorem we evaluate the integral 
cut (arg 4 = n). Set & = q and obtain 
along the upper bank of the 
cifq)=zq(iq-t(2-q2)“‘2-ij)--. 
Using Cauchy’s theorem again-the integral is real for q = iz, z E R-we 
can determine the integral along q = - i(Q2t) c Y. 
where 
The term O(r) is bounded by cr + r2 as r --, 0 uniformly for < >, 0, t >, 0. Its 
effect on the final result can be estimated by a factor e(r) again, since x < 0. 
We obtain 
L-l@= ' me-(8*/4”.e - (i2/4r) -+ x(2 + (5*/4ti)f’,* 
x J;;; 
(2, (~)( I+ 0 (~)~7 (5.8) 
where 
Let us denote L-IKE by X:(t) and by U,,(x, t) the corresponding part of 
U in (5.4), then the following representation holds: 
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The case p = 0 can be treated similarly. Since 6 = ,/? we obtain 
Z(q)=2 i--(2-q$‘;*+6 ( > 
and thus the result in (Ua,) 
We have described how to derive (5.8) in some detail. Since the other 
cases can be solved along the same route, we state the results without 
further explanations. All order-terms are uniform in x, { and hold for 
t-+ +a. 
-(&4t)+w(2 + (<2/4t2))‘/2 
(5.9a) 
where 
P(y)=y-6+(2+y2)? 
(-, -t- ) : /? = 0. Set fi = 0 in (5.9a,) and replace Qz by 
~~(v)=(l+y(Jz+(2+y2)“2)~~)--‘ WW 
Q and Q’ are bounded for y > 0 uniformly in t 2 1, and this holds for 
Q = Q$ as well as for 0:. 
(-, -): 
(5.9b) 
(-, -): p=O, i.e., S=$. 
( + , + ) : Kx5 = 20~~~+-661 exp( - a(x + {)), /? > 0, 
(5.9c) 
X”‘(t) = 
e-fSz/4fr 
2 J& 
e.-(X+t)2/4~ Q”‘(q) 
Qx”b9= ( y2-((2+y2)“Lq2+ $30+~(~)). 
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(+, +): p=o, i.e., 6 = fi, Set B = 0 and replace Q*” by QXr 
PTY) = - 1 +Y2P2(Y) +; (1 +YP(Y))-*> ( ) 
x+5 - Y= 2t 3 
where 
Q”t, @t and their derivative are bounded for y 2 0 uniformly in t 2 1. 
(+, -): q=& exp(-0x+05), B>O. X;(t) equals X$(t) 
in (5.9a), when 5 is replaced by x and vice versa. The same is true for /? = 0, 
i.e., 6 = Jz. 
We denote by X-(t) and X+(t) the kernels defined in (5.7). 
Asymptotics of exp( - L&t) 
We are now able to describe the large-time asymptotics of exp( - ~$t), 
where L$U= -(k2UX),/k2 was defined in (5.2). 
THEOREM 5.2. Given U, E H’(b*), then U(t) = exp( - L$ t) U0 satisfies 
(i) for x 2 0, j? > 0 and V(x, t) = k(x) U(x, t) 
V+(x, t) = ff?$ {c exe (52) e-cx+‘32/4t vo+(t) 
+2Ql(~)epx2”‘J~m et(2+ (x2/49))1’2 vo- (5) (g 
+jme 
0 
p(x-5)2/4f V,+(t) 4j (1 + Co (-&)). (5.10a) 
The formula for fi = 0 follows from (5.10a) by replacing Q by &. 
(ii) for x < 0, B > 0 we obtain 
(5.10b) 
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The case /I = 0 follows from (LlOb), if we keep the third term unchanged 
and replace Qf by Qf in the first term. The coefficient @(l/t) of exp(x(fi) 
has to be replaced by 2. 
The proof follows by a simple inspection of (5.9). All order estimates are 
uniform in x and t. (5.9) can be simplified further by observing 
Qx5(0)=(jxt(O)= -1 +O f 
0 
Q;(O)=0 f , 
0 
Q;(o) = 1. 
Then we obtain for p > 0 in lowest order 
V+(x, t) = 
e-(P2/4)1 m 
2 JG2 s 
(e-(x-r)2/4t-e -(x+5)2’4z) I’,+(<) d< 
0 
(5.1Oc) 
V-(x, t) = O(e-(p2’4)‘tr3’2). 
For /I = 0, V, is as before and 
e”fi 0 
VI(x, t)=fit1-2[p, e’Jivo-(t)dt. (5.10d) 
It is easy to verify the following estimates for x > 0, /3 > 0: 
(1 + t”4) [k(x) U(x, t)l < coeC(B2’4)r 11UOJlk. (5.11) 
For x < 0 and /I strictly positive this inequality holds with t3’4 on the left 
side. Stronger decay properties of U. result in stronger estimates for U. The 
case /I = 0 and x < 0 leads to the power t”’ in the left side of (5.11). 
It is of interest to note that for p > 0, the region of slowest decay is x > 0. 
We obtain in lowest order 
e-q2’4r U,(x + /?t + r) dq 
(5.12) 
U, is the superposition of two diffusive wave-packages travelling to the 
left. Its representation, easily obtained from (J.lOa), shows that the 
exponential decay in time is due to convection. 
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The case /? = 0 can be obtained from (5.12) by setting /? = 0 in the 
formula for U, . 
Asymptotics of exp( - 2t) and Perspectives 
Finally we show that (5.11) holds for exp( -2’t) UO, Applying 
Theorem 4.3, a similar stability result will follow for the nonlinear equation 
(1.3). The proof being presented is of an adhoc character. But deriving it 
from the explicit representation of exp( - gk t) would require a discussion 
of the long-time asymptotics of (5.2) for F= 0 using (5.9). This would lead 
beyond the frame of this paper, and therefore we postpone it to a future 
~ont~bution. 
THEOREM 5.3. (i) Given UO~ II’ and U(t) =exp( - ?Zer) U,. Then the 
following inequality is valid for all t > 0 and /I 2 0: 
(ii) Let U, E X0 satisfy U. 6 -u,/ub as in Theorem 4.3, and let U(t) 
denote the solution of U, + 9U = -a, U2 existing for all t 2 0. Then U(t) 
satisfies an inequality of type (5.13) as well. 
ProoJ: (i) Set W= bU and obtain 
w,- wx.y+% w=o 
WltzO= bUo =: Wo. 
Moreover, using the original equation for uo, we conclude 
Therefore 
holds if W20. Let W,>O, then W(., t)>O for t 20 and thus 
o< W(x, t)< ,-w2/4tt 
2 J&1= s e-(x-5)2/4t W,(r) d<, R 
(5.14) 
whence (5.13) follows by applying the Cauchy-Schwarz inequality. 
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If W, is not positive, set IV, = IV: - WC, where Wl = max( W,, 0), 
W; = max( - W,, 0) and apply the previous argument to the positive and 
negative part separately. 
To prove (5.13) for the nonlinear case we use the inequalities of 
Theorem 4.3. The lower inequality involves exp( -P’t), which was 
estimated in (i). For the upper inequality we need exp( - L$t), where 
f(x) = u,, exp( -yx/2). Set W =f U and obtain (5.14) with f replacing b. We 
obtain, by using (1.2) for Q(X), 
Lz,u~~+yz>!c 
f o 44’ 
Therefore, we can proceed as under (i) and the proof is complete. 
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