We consider a model arising from biology, consisting of chemotaxis equations coupled to viscous incompressible fluid equations through transport and external forcing. Global existence of solutions to the Cauchy problem is investigated under certain conditions. Precisely, for the Chemotaxis-Navier-Stokes system in two space dimensions, we obtain global existence for large data. In three space dimensions, we prove global existence of weak solutions for the Chemotaxis-Stokes system with nonlinear diffusion for the cell density.
Introduction
Chemotaxis is a biological process, in which cells (e.g. bacteria) move towards a chemically more favorable environment. For example, bacteria often swim towards higher concentration of oxygen to survive. The chemical can be produced or consumed by the cells, although we are only interested in the latter in this paper.
INTRODUCTION
In particular, here we consider the following: In [14] , the authors observed large-scale convection patterns in a water drop sitting on a glass surface containing oxygen-sensitive bacteria, oxygen diffusing into the drop through the fluid-air interface and they proposed this model:
∂ t c + u · ∇c = µ∆c − k(c)n, ∂ t u + u · ∇u + ∇P = ν∆u − n∇φ, ∇ · u = 0, t > 0, x ∈ Ω.
(1.1)
Here, the unknowns are n = n(t, x) : R + × Ω → R + , c = c(t, x) : R + × Ω → R + , u(t, x) : R + × Ω → R 3 or R 2 and p = p(t, x) : R + × Ω → R, denoting the cell density, chemical concentration, velocity field and pressure of the fluid, respectively. Ω ⊂ R 3 or R 2 is a spatial domain where the cells and the fluid move and interact. Positive constants δ, µ and ν are the corresponding diffusion coefficients for the cells, chemical and fluid. χ(c) is the chemotactic sensitivity and k(c) is the consumption rate of the chemical by the cells. φ = φ(x) is a given potential function accounting the effects of external forces such as gravity. The system (1.1) is supplied with initial conditions 2) and some proper boundary conditions. The experimental set-up corresponds to mixed-type boundary conditions [14] . However, for simplicity here we work in full space, either R 2 or R 3 and assume sufficient decay at infinity. It can be seen from (1.1) that chemotaxis and fluid are coupled through both the transport of the cells and the chemical u · ∇n, u · ∇c by the fluid and the external force −n∇φ exerted on the fluid by the cells.
In three space dimensions, we consider the Chemotaxis-Stokes system with nonlinear diffusion having the following form
where compared with (1.1), the linear diffusion for n is replaced by a nonlinear diffusion. For these two systems, initial data is given by (1.2) and Ω = R 3 or R 2 is supposed.
For the system (1.1) and related systems there is a local existence result [13] . Moreover, in [8] the authors proved global existence for (1.1) with the simpler Stokes equations for weak potential or small initial c. For the system (1.3) in 2 D and 3 D, existence issues and asymptotic behavior are investigated in [9] . To our knowledge, these are the only results on (1.1) and (1.3).
However, attention has recently been focused on coupled kinetic-fluid systems firstly introduced in [3] which have a similar mathematical flavor; also refer to [6, 10] about the studies of the Vlasov-Fokker-Planck equation coupled with the compressible or incompressible Navier-Stokes or Stokes equations, where the main tool used to prove the global existence of weak solutions or hydrodynamic limits is an existing entropy inequality.
Concerning chemotaxis, the best-studied model is the Keller-Segel system where the chemical is produced and not consumed as in our case: For the elliptic-parabolic Keller-Segel model in R 2 , [2] summarizes the results, i.e. there is a critical mass M , below M we have global existence and above M we have finite-time blow-up. For the parabolic-parabolic Keller-Segel model recent progress has been achieved in [5] . For more references on the general Keller-Segel system, the interested reader can refer to recent work [1, 2, 5] . Kinetic models for chemotaxis can be found in [7] .
Several authors of chemotaxis literature have recently addressed the prevention of finitetime blow-up (overcrowding, from the modelling viewpoint) by assuming e.g. that, due to the finite size of the bacteria, the random mobility increases for large densities. This leads to a nonlinear porous-medium-like diffusion instead of a linear one, see e. g. [4, 11] .
Compared to the results in [8] we use weaker assumptions on the potential i.e. no decay at infinity is required and do not need any smallness assumptions neither on the potential nor on the initial data. Moreover, compared to [9] the range for the exponent m is improved for the 3 D case although in this article we need stronger assumptions on the functions f and χ.
The paper is structured as follows. In section 2 we state the assumptions and our results on global existence. In section 3 we prove global existence of solutions for large data by deriving an entropy, proposing a regulisation of the system and a compactness argument to pass to the limit. Finally, in section 4 we follow the same procedure to show global existence in three dimensions for nonlinear diffusion (1.3).
Let us emphasize that several calculations are similar to [8] .
Preliminaries
Before we establish global existence, we first need a proper notion of a weak solution:
, and for any T > 0,
Definiton of weak solution for (1.3):
Definition 2.2 (weak solution). A triple (c, n, u) is said to be a weak solution of (1.
(ii)
Set of assumptions:
where
Remark 2.1. In [14] , the experimentalists used mulitples of the Heaviside step function to model χ and k. This clearly is not compatible with assumption (B1), whereas assumption (B2) includes the case used in [14] .
These assumptions enable us to obtain an entropy functional which is at most exponentially growing in time:
Theorem 2.1 (2 D). For Ω = R 2 , under the assumptions (A) and (B1)-(B3), the system (1.1) has a global-in-time weak solutions. Moreover, we have this entropy estimate
and 3 Results in 2 D
Positivity of n and c
Notice that the assumptions (A) and (B1)-(B3) imply that c and n preserve the nonnegativity of the initial data by the maximum principle. Moreover, we have c ≤ c M .
Entropy
Multiplying the equation (1.1) 1 with 1 + ln(n) and integrating, gives
Multiplying the equation (1.1) 2 with Ψ , then with ∆Ψ and integrating, gives 1 2
where from the assumptions (A) and (B1)-(B3), it holds that
We remark that Ψ is chosen such that the contribution of the n∇c-term in (3.1) cancels part of the contribution of the nk(c)-term in (3.2). Noticing the identity
it follows from integration by parts that
Therefore, it holds that
where we used the identity
Thus, adding (3.1) and (3.2), we obtain
Now working on the right-hand side, we have with Young inequality
where we define
by the assumptions (A) and (B1)-(B3), λ 0 > 0 and λ 1 > 0. Therefore we have
The left-hand side already looks like an entropy and its entropy dissipation. To deal with the right-hand side, we will use (1.1) 3 , but first we need to control the behavior of n as |x| → ∞.
Moment control
The goal is to obtain a bound of the first-order spatial moment of n(t, x), in order to bound n ln(n) from below. For this purpose, multiplying (1.1) 1 by the smooth function ξ = (1 + |x| 2 ) 1/2 and integrating, we have
Next, we estimate each term on the r.h.s. of the above identity. Notice that ∇ξ L ∞ and ∆ξ L ∞ are finite constants. For the first term, it follows from the Cauchy-Schwarz inequality, Gagliardo-Nirenberg-Sobolev inequality and the mass conservation for n that
For the third term, it follows from the Cauchy-Schwarz inequality that
Collecting the above estimates, it therefore holds that
We have
and the estimate
and adding it to (3.5), we obtain
So we achieve an estimate of the form:
Regularisation
and
With this entropy at hand, the next step is establish a regularised system which is consistent with the entropy: Let us take a mollifier σ and define the regularised system as 12) with initial data
Entropy for Regularisation To increase readability, we write k, χ and Ψ instead of k(c ), χ(c ) and Ψ(c ): Multiplying the equation (1.1) 1 with 1 + ln(n ) and integrating, gives
Multiplying the equation (1.1) 2 with Ψ , then with ∆Ψ and integrating, gives
Therefore the same entropy works also for the regularised system and we have the following bounds uniform in :
1) -3) can be directly seen from the entropy. For 4) we use the Gagliardo-Nirenberg-Sobolev inequality n ≤ C ∇ √ n n 1/2 L 1 . 6) can be shown as standard regularity results for Stokes, see e.g. [12] . 7) and 8) can be both obtained using parabolic regularity for the c-equation together with the L 2 -space-time bound on nk(c) and the regularity of u. For 9), we consider
Therefore we have
Compactness This will be done in detail for the more involved case of R 3 at the end of the next section. As far as the a-priori estimates are concerned, the Gagliardo-Nirenberg-Sobolev inequality to show 4) is now n ≤ C ∇n 2/3 n 1/3 L 1 .
Compactness
We apply Aubin-Lions with the following spaces
for all smooth, bounded domains Ω ⊂ R 3 .
Together with the a-priori estimates, it follows that u converges strongly in L 2 ([0, T ]; L 2 loc (R 3 )) and that c converges strongly in L 2 ([0, T ]; H 1 loc (R 3 )). For n , we obtain weak convergence in L 2 ([0, T ]; L 2 loc (R 3 )) and weak convergence of (n ) 4/3 in L 1 ([0, T ]; L 1 loc (R 3 )). Moreover, k(c ) and χ(c ) converge almost everywhere.
So we can pass to the weak limit in L 1 ([0, T ]; L 1 loc (R 3 )) in the terms n m , n · u and n · (χ(c)∇c) from the definition of weak solution for the n-equation. Similarly, we can pass to the weak limit in all terms of the c and u-equation.
So the limit is indeed a weak solution of (1.3).
