We give a necessary and sufficient condition for an MV polytope P in a highest weight crystal to lie in a (fixed, but arbitrary) Demazure crystal, in terms of the lengths (Lusztig datum) of edges along a path through the 1-skeleton of P corresponding to a reduced word for the longest element of the Weyl group W . Also, we give a polytopal expression for the MV polytopes of extremal weight in a highest weight crystal by describing explicitly the set of vertices (in terms of the Bruhat ordering on W ), which forms a certain subset of the set of vertices for the MV polytope of lowest weight.
these algebraic subvarieties provide a basis for the irreducible highest weight module L(λ) of highest weight λ over the Langlands dual group G ∨ . Furthermore, Braverman and Gaitsgory [BrG] (see also [BFG] ) endowed the set Z(λ) of MV cycles with a crystal structure, and gave an isomorphism of crystals between the resulting crystal and the crystal basis B(λ) of the irreducible highest weight module V (λ) of highest weight λ ∈ X * (T ) ⊂ h for the quantized universal enveloping algebra U q (g ∨ ) over C(q) of the (Langlands) dual Lie algebra g ∨ of g
with Cartan subalgebra h * .
In order to obtain an explicit combinatorial description of the MV cycles in Z(λ) for a dominant coweight λ ∈ X * (T ) ⊂ h, Anderson [A] defined a family MV(λ) of convex polytopes in the real form h R of h, which he called Mirković-Vilonen (MV for short) polytopes, to be the moment map images of the MV cycles in Z(λ). Furthermore, Kamnitzer [Kam1] , [Kam2] gave an explicit characterization of the MV polytopes in MV(λ) in terms of pseudoWeyl polytopes and tropical Plücker relations, and then showed the existence of a bijection (in fact, an isomorphism of crystals) between the crystal basis B(λ) and the set MV(λ)
of MV polytopes, which is endowed with a crystal structure coming from the one (due to Lusztig [Lu1] and Berenstein-Zelevinsky [BZ] ) on the canonical basis for the negative part
in [Kam2] , Kamnitzer also proved that this crystal structure agrees with the crystal structure coming from the one on the set Z(λ) of MV cycles.
Let W denote the Weyl group of g, with e the unit element and w 0 the longest element.
We fix a dominant coweight λ ∈ X * (T ) ⊂ h R . Now, to get a better understanding of the MV polytopes in MV(λ), we consider a filtration (compatible with the Bruhat ordering ≤ on W ) of the crystal basis B(λ) by Demazure crystals B x (λ) ⊂ B(λ), x ∈ W , and then their images MV x (λ) ⊂ MV(λ), x ∈ W , under the isomorphism of crystals B(λ) ∼ → MV(λ) above. Here, for each x ∈ W , the Demazure module V x (λ) is the U + q (g ∨ )-submodule of V (λ) generated by the one-dimensional weight space V (λ) x·λ ⊂ V (λ) of weight x · λ ∈ X * (T ) ⊂ h R , where
is the positive part of U q (g ∨ ); recall from [Kas] that the Demazure crystal B x (λ) is a subset of B(λ) such that
where G λ (b), b ∈ B(λ), form the lower global basis of V (λ). In this paper, for a dominant coweight λ ∈ X * (T ) ⊂ h R and x ∈ W , we give a necessary and sufficient condition for an MV polytope in MV(λ) to lie in the image MV x (λ) ⊂ MV(λ) of B x (λ) ⊂ B(λ) under the isomorphism B(λ) ∼ → MV(λ), in terms of the lengths of the edges along a path through the 1-skeleton of an MV polytope corresponding to a reduced word of w 0 ∈ W (see The-orem 3.2.1 (1) for details). Also, we give a similar result for the crystal basis B(∞) of the negative part U − q (g ∨ ) of U q (g ∨ ) (see Theorem 3.2.1 (2) for details).
Furthermore, for each x ∈ W , we give an explicit polytopal expression for the image (called an extremal MV polytope) P x·λ ∈ MV(λ) of the extremal element u x·λ ∈ B(λ) of weight x · λ under the isomorphism of crystals B(λ) ∼ → MV(λ). In fact, we prove that the extremal MV polytope P x·λ ∈ MV(λ) of weight x · λ ∈ X * (T ) ⊂ h R is precisely the convex hull Conv(W ≤x · λ) in h R of the subset W ≤x · λ := z · λ | z ∈ W with z ≤ x of the W -orbit W · λ through λ (see Theorem 4.1.5 for details). This result generalizes the fact (shown in [A] ; see also [Kam1] ) that the MV polytope P e·λ ∈ MV(λ) of highest weight λ consists only of the single element λ ∈ X * (T ) ⊂ h, which is the moment map image of the point [λ] ∈ Gr, and the MV polytope P w 0 ·λ ∈ MV(λ) of lowest weight w 0 ·λ is the convex hull Conv(W ·λ) in h R of the W -orbit W · λ, which is the moment map image of the finite-dimensional projective algebraic subvariety Gr λ of Gr.
Finally, we should mention a few of related results: In [S] , Savage gave a geometric realization of Demazure crystals (and of Demazure modules) for simply-laced Kac-Moody algebras by using certain subvarieties (called Demazure quiver varieties) of Nakajima's quiver varieties. In [N] , Nakashima gave a parametrization of the elements of each Demazure crystal for symmetrizable Kac-Moody algebras as a set of lattice points in some convex polytope in Z ∞ , and also gave explicit forms of extremal elements.
This paper is organized as follows. In § §2.1 and 2.2, following Kamnitzer [Kam1] , [Kam2] , we review some of the basic facts on MV polytopes, and then describe the structure of a crystal on them. In § §3.1 and 3.2, after recalling the notion of Demazure crystals, we state a necessary and sufficient condition for an MV polytope to lie in a (fixed) Demazure crystal; the proof is given in §3.3. In §4.1, we provide an explicit polytopal expression for extremal MV polytopes; § §4.2-4.4 are devoted to its proof. Finally, in §4.5, we propose a question concerning a necessary (but, not sufficient) condition for an MV polytope to lie in a (fixed) Demazure crystal.
2 Mirković-Vilonen polytopes.
2.1 Mirković-Vilonen polytopes. Here, following [Kam1] , we briefly review some of the basic facts on Mirković-Vilonen (MV for short) polytopes and the associated GelfandGoresky-MacPherson-Serganova (GGMS for short) data. Let G be a complex connected semisimple algebraic group with Lie algebra g, and T a maximal torus with Lie algebra h. Throughout this paper, we assume that G (and hence g) is simply-laced, for reasons explained in the Introduction. Let A = (a ij ) i,j∈I , Π := α j j∈I , Π ∨ := h j j∈I , h * , h be the root datum of g, where A = (a ij ) i,j∈I is the Cartan matrix, h is the Cartan subalgebra,
is the set of simple roots, and Π ∨ := h j j∈I ⊂ h is the set of simple coroots; note that α j , h i = a ij for i, j ∈ I, where ·, · denotes the canonical pairing between h * and h. Let W := s j | j ∈ I be the Weyl group of g, where s j is the simple reflection for j ∈ I, with length function ℓ : W → Z ≥0 , and let e, w 0 ∈ W be the unit element and the longest element of W , respectively. Let R(w 0 ) denote the set of all reduced words for w 0 , that is, all sequences (i 1 , i 2 , . . . , i m ) of elements of I such that
where m is the length ℓ(w 0 ) of the longest element w 0 . Also, we denote by ≤ the (strong) Bruhat ordering on W .
We denote by G ∨ the Langlands dual group of G, and by g ∨ its Lie algebra. Thus, g ∨ is the complex finite-dimensional semisimple Lie algebra associated to the root datum
denote the quantized universal enveloping algebra over the field C(q)
of rational functions in q associated to the dual Lie algebra g ∨ , with positive part
and negative part U
We denote by B(∞) the crystal basis of U Let µ • = (µ w ) w∈W be a collection of elements of h R = j∈I Rh j . We call µ • a GelfandGoresky-MacPherson-Serganova (GGMS) datum if it satisfies the condition that w −1 · (µ w ′ − µ w ) ∈ j∈I Z ≥0 h j for all w, w ′ ∈ W . It follows by induction on W with respect to the (weak)
Bruhat ordering that µ • = (µ w ) w∈W is a GGMS datum if and only if
Following [Kam1] and [Kam2] , to each GGMS datum µ • = (µ w ) w∈W , we associate a convex polytope P (µ • ) ⊂ h R by:
Note that the GGMS datum µ • = (µ w ) w∈W is determined uniquely by the convex polytope
. Also, we know from [Kam1, Proposition 2.2] that the set of vertices of the polytope P (µ • ) is given by the collection µ • = (µ w ) w∈W (possibly, with repetitions). In particular, we have
where for a subset X of h R , Conv X denotes the convex hull in h R of X.
Definition 2.1.1. Let i = (i 1 , i 2 , . . . , i m ) ∈ R(w 0 ) and j = (j 1 , j 2 , . . . , j m ) ∈ R(w 0 ) be reduced words for the longest element w 0 ∈ W .
(1) We say that i and j are related by a 2-move if there exist indices i, j ∈ I with a ij = a ji = 0 and an integer 0 ≤ k ≤ m − 2 such that i l = j l for all 1 ≤ l ≤ m with l = k + 1, k + 2, and such that i k+1 = j k+2 = i, i k+2 = j k+1 = j, i.e.,
(2) We say that i and j are related by a 3-move if there exist indices i, j ∈ I with a ij = a ji = −1 and an integer 0 ≤ k ≤ m − 3 such that i l = j l for all 1 ≤ l ≤ m with
Remark 2.1.2. Let i, j ∈ R(w 0 ). It is well-known (see, for example, [BB, Theorem 3.3 .1 (ii)]) that there exists a sequence i = i 0 , i 1 , . . . , i t = j of elements of R(w 0 ) such that i u and i u+1
are related by a 2-move or a 3-move for each 0 ≤ u ≤ t − 1.
. . , i m ) ∈ R(w 0 ) be a reduced word for w 0 . We set w 
(2.1.5)
Definition 2.1.3. A GGMS datum µ • = (µ w ) w∈W is said to be a Mirković-Vilonen (MV) datum if it satisfies the following condition:
(1) If two reduced words i, j ∈ R(w 0 ) are related by a 2-move as in (2.1.3), then n
.
(2) If two reduced words i, j ∈ R(w 0 ) are related by a 3-move as in (2.1.4), then n i l = n j l for all 1 ≤ l ≤ m with l = k + 1, k + 2, k + 3, and
(2.1.6)
The polytope P (µ • ) associated to an MV datum µ • = (µ w ) w∈W by (2.1.2) is called a Mirković-Vilonen (MV) polytope with MV datum µ • . We denote by MV the set of all MV polytopes.
Remark 2.1.4. In the definition above of MV polytopes, we first introduce the notion of MV data (which is not introduced in [Kam1] , [Kam2] ), and then call the associated convex polytopes (by (2.1.2)) MV polytopes. This definition of MV polytopes is equivalent to the one in [Kam1] , [Kam2] , as is easily shown by the proof of [Kam1, Proposition 5.4 ] (see the comment following [Kam1, Theorem 7 .1]).
Crystals MV(∞) and MV(λ)
, and such that µ ′ w = µ w for all w ∈ W with s j w < w (see [Kam2, Theorem 3.5] and its proof); note that µ ′ w 0 = µ w 0 and µ
Now, let MV(∞) denote the set of MV polytopes P = P (µ • ) with MV datum µ • = (µ w ) w∈W for which µ w 0 = 0 ∈ h R ; note that, by the length formula, µ w ∈ Q ∨ − := j∈I Z ≤0 h j for all w ∈ W . Following [Kam2, § §3.3, 3.5, and 3 .6], we endow MV(∞) with a crystal structure for U q (g ∨ ) (due to Lusztig [Lu2] and Berenstein-Zelevinsky [BZ] ) as follows. Let
be an MV polytope with MV datum µ • = (µ w ) w∈W . The weight wt(P ) of P is, by definition, equal to the vertex µ e ∈ Q ∨ − . For each j ∈ I, we define the (lowering) Kashiwara operator f j : MV(∞) ∪ {0} → MV(∞) ∪ {0} and the (raising)
Kashiwara operator e j : MV(∞) ∪ {0} → MV(∞) ∪ {0} by:
where 0 is an additional element, not contained in MV(∞). We set ε j (P ) := max N ≥ 0 | e N j P = 0 , and ϕ j (P ) := α j , wt(P ) + ε j (P ).
Theorem 2.2.1 ([Kam2, §3.3 and §3.6]). The set MV(∞), together with the maps wt, e j , f j (j ∈ I), and ε j , ϕ j (j ∈ I) above, is a crystal for U q (g ∨ ). Moreover, there exists a
Remark 2.2.2. Define a GGMS datum µ • = (µ w ) w∈W by: µ w = 0 ∈ h R , w ∈ W . It is obvious that µ • is an MV datum, and the MV polytope
whose weight is 0 ∈ h R . Therefore, under the isomorphism Ψ of Theorem 2.2.1, the element u ∞ ∈ B(∞) corresponding to the identity element 1 ∈ U − q (g ∨ ) is sent to the MV polytope
Let λ ∈ X * (T ) ⊂ h R be a dominant coweight for g. Let MV(λ) denote the set of MV polytopes P = P (µ • ) with MV datum µ • = (µ w ) w∈W such that µ w 0 = λ and such that P is contained in the convex hull Conv(W · λ) of the W -orbit W · λ ⊂ h R ; note that, by the length formula, µ w ∈ λ+Q ∨ − for all w ∈ W . Following [Kam2, §6.2], we endow MV(λ) with a crystal structure for U q (g ∨ ) as follows. Let P = P (µ • ) ∈ MV(λ) be an MV polytope with MV datum
The weight wt(P ) of P is, by definition, equal to the vertex µ e ∈ λ + Q ∨ − . For each j ∈ I, we define the lowering Kashiwara operator
and the raising Kashiwara operator e j : MV(λ) ∪ {0} → MV(λ) ∪ {0} by:
otherwise,
where 0 is an additional element, not contained in MV(λ). We set ε j (P ) : Kam2, Theorem 6.4] ). The set MV(λ), together with the maps wt,
Moreover, there exists
Remark 2.2.4. Define a GGMS datum µ • = (µ w ) w∈W by:
It is obvious that µ • is an MV datum, and the MV polytope P λ := P (µ • ) is an element of MV(λ) whose weight is λ ∈ h R . Therefore, under the isomorphism Ψ λ of Theorem 2.2.3, the highest weight element u λ ∈ B(λ) is sent to the MV polytope P λ ∈ MV(λ).
3 MV polytopes lying in a Demazure crystal.
We fix (once and for all) an arbitrary dominant coweight λ ∈ X * (T ) ⊂ h R .
3.1 Demazure crystals. Let x ∈ W . The Demazure module V x (λ) is defined to be the
where
, form the lower global basis of V (λ). We know from [Kas, Proposition 3.2.3 ] that the Demazure crystals B x (λ), x ∈ W , are characterized by the inductive relations:
In addition, we know from [Kas, Proposition 3.2.5 ] that there exists a unique family B x (∞), x ∈ W , of subsets of B(∞) satisfying the inductive relations:
for each x ∈ W , the subset B x (∞) ⊂ B(∞) is also called the Demazure crystal (of B(∞)) associated to x.
3.2 Condition for an MV polytope to lie in a Demazure crystal. Let us fix an arbitrary x ∈ W , and denote by p the length ℓ(xw 0 ) of xw 0 ∈ W . For each reduced word
with MV datum µ • = (µ w ) w∈W which satisfy the following condition:
For some i ∈ R(w 0 ), there exists a sequence a = (a 1 , a 2 , . . . , a p ) ∈ S(xw 0 , i) such that
The following is the first main result of this paper.
Theorem 3.2.1. Keep the notation above.
(1) Under the isomorphism
(2) Under the isomorphism Ψ :
3.3 Proof of Theorem 3.2.1. We keep the notation and assumptions of §3.2. The following proposition plays a key role in the proof of Theorem 3.2.1.
Proof. In view of Remark 2.1.2 along with the definitions of MV x (λ) and MV x (∞), it suffices to show the following claim.
Claim. Let i ∈ R(w 0 ) be such that there exists a sequence a = (a 1 , a 2 , . . . , a p ) ∈ S(xw 0 , i)
Proof of Claim. We give a proof in the case that i and j are related by a 3-move as in (2.1.4), i.e.,
for some indices i, j ∈ I with a ij = a ji = −1 and an integer 0 ≤ k ≤ m − 3; the proof for the case of 2-move is similar (or, even simpler). Now, for 0
reduced expression and i k+1 = i k+3 = i, the subsequence a ′ cannot be equal to (k + 1, k + 3).
Namely, the subsequence a ′ is equal to one of the following:
We define a strictly increasing sequence
p as follows:
Then, it follows that b ∈ S(xw 0 , j). Also, by using (2.1.6), we can easily verify that n j bq = 0 for all 1 ≤ q ≤ p. This proves the claim, completing the proof of Proposition 3.3.1.
Remark 3.3.2. By Proposition 3.3.1, we can replace the phrase "For some i ∈ R(w 0 )" in the definitions of MV x (λ) and MV x (∞) with the phrase "For every i ∈ R(w 0 )". (1) We have MV e (λ) = P λ and MV e (∞) = P 0 .
(2) Let x ∈ W and j ∈ I be such that s j x < x. Then, we have
Proof.
(1) It is obvious from the definitions of MV e (λ) and MV e (∞) that P λ ∈ MV e (λ) and P 0 ∈ MV e (∞). Now, let P = P (µ • ) ∈ MV e (λ) (resp., P = P (µ • ) ∈ MV e (∞)) be an MV polytope with MV datum µ • = (µ w ) w∈W . Note that the set S(ew 0 , i) = S(w 0 , i)
consists of the single element (1, 2, . . . , m) for all i = (i 1 , i 2 , . . . , i m ) ∈ R(w 0 ). Therefore, we see from Proposition 3.3.1 that n i l (µ • ) = 0 for all i ∈ R(w 0 ) and 1 ≤ l ≤ m, which implies that
Here we recall the well-known fact (see, for example, [BB, Proposition 3.1.2] ) that for each w ∈ W , there exist some i ∈ R(w 0 ) and an integer 0 ≤ l ≤ m such that w = w i l . From this fact, it follows that µ w = λ (resp., µ w = 0) for all w ∈ W , and hence P = P λ (resp., P = P 0 ). Thus we have shown part (1).
(2) We denote by p the length ℓ(xw 0 ) of xw 0 as in §3.2. Then the length ℓ(s j xw 0 ) of s j xw 0 is equal to p + 1, since s j x < x by assumption. We take and fix i = (i 1 , i 2 , . . . , i m ) ∈ R(w 0 ) such that i 1 = j.
First we show the inclusion ⊃ of (3.3.1) (resp., (3.3.2)). Let P = P (µ • ) ∈ MV s j x (λ) (resp., P = P (µ • ) ∈ MV s j x (∞)) be an MV polytope with MV datum µ • = (µ w ) w∈W .
Assume that f N j P = 0 for some N ≥ 0, and let µ
is a reduced expression of s j xw 0 by the definition of S(s j xw 0 , i). Since s j xw 0 > xw 0 , it follows from the "exchange condition" (see, for example, [MP, Chap. 5 , §3, Proposition 2]) that xw 0 has a reduced expression of the form: xw 0 = s ia 1 · · · s ia q−1 s ia q+1 · · · s ia p+1 for some (uniquely determined) 1 ≤ q ≤ p+1. Here we note that if a 1 = 1, then q = 1 (i.e., s ia 1 is removed) since i a 1 = i 1 = j and s j xw 0 > xw 0 . Thus, the sequence (a 1 , . . . , a q−1 , a q+1 , . . . , a p+1 ) obtained from the sequence a by removing a q is an element of S(xw 0 , i). We now define b = (b 1 , b 2 , . . . , b p ) to be this sequence (a 1 , . . . , a q−1 , a q+1 , . . . , a p+1 ) ∈ S(xw 0 , i). It follows that b q ≥ 2 for all 1 ≤ q ≤ p.
is such that i 1 = j. Therefore, it follows from the definition of the Kashiwara operator f j that µ It follows from Claim 1 that f
λ) (resp., ∈ MV x (∞)), and hence the inclusion ⊃ of (3.3.1) (resp., (3.3.2)) is verified.
The inclusion ⊂ of (3.3.1) (resp., (3.3.2)) can be shown similarly. Let P = P (µ • ) ∈ MV x (λ) (resp., P = P (µ • ) ∈ MV x (∞)) be an MV polytope with MV datum µ • = (µ w ) w∈W . = (a 1 , a 2 
be the sequence b = (1, a 1 , a 2 , . . . , a p ). Then it follows immediately that b ∈ S(s j xw 0 , i)
Proof of Claim 2. Note that e j (e It follows from Claim 2 that e max j P = P (µ ′ • ) ∈ MV s j x (λ), (resp., ∈ MV s j x (∞)). Therefore, we conclude that P ∈ f ε j (P ) j MV s j x (λ) (resp., ∈ f ε j (P ) j MV s j x (∞)), which implies the inclusion ⊂ of (3.3.1) (resp., (3.3.2)). Thus, we have shown (3.3.1) and (3.3.2), thereby completing the proof of Proposition 3.3.3.
Part (1) 4 Extremal MV polytopes.
We fix (once and for all) an arbitrary dominant coweight λ ∈ X * (T ) ⊂ h R . For each x ∈ W , we denote by P x·λ the image of the extremal element u x·λ ∈ B(λ) of weight x·λ ∈ X * (T ) ⊂ h R 
The proof of this lemma will be given in §4.2. From this lemma, using [Kam1, Theorem 7.1], we see that there exists a unique MV datum µ
Proposition 4.1.4. Let j ∈ R(w 0 ) be another reduced word for w 0 , and define an MV datum µ x, j
• in the same way as above, with i replaced by j. Then, we have µ
The proof of this proposition will be given in §4.3. It follows from this proposition that the MV datum µ
• does not depend on the choice of i ∈ R(w 0 ). Moreover, the MV polytope P (µ 
The following is the second main result of this paper.
Theorem 4.1.5.
(1) The weight of the MV polytope P (µ
The proof of this theorem will be given in §4.4. If l + 1 does not appear in the sequence min S(xw 0 , i), then we have 
Proof of Lemma
Thus we have shown that y 
∨ , where β ∨ denotes the dual root of a positive root β, and hence that
Therefore, we see from the definition (4.1.1) that 
where, as above, [l + 1, m] ∩ min S(xw 0 , i) = (c 1 , c 2 , . . . , c u l ). Hence we calculate:
is a positive root. Suppose, contrary to our claim, that it is a negative root. Then, by the exchange condition, s ic 1 s ic 2 · · · s ic u l has a reduced expression of the form:
for some 1 ≤ r ≤ u l . We now write the sequence [1, l] ∩ min S(xw 0 , i) as:
is a reduced expression of xw 0 , and hence the sequence
is an element of S(xw 0 , i). However, since l < l + 1 ≤ c 1 , this sequence is strictly less than min S(xw 0 , i) with respect to the lexicographic ordering , which is a contradiction. Thus we have proved Lemma 4.1.3.
Proof of Proposition 4.1.4.
Keep the notation and assumptions of §4.1. Assume that i = (i 1 , i 2 , . . . , i m ) ∈ R(w 0 ) and j = (j 1 , j 2 , . . . , j m ) ∈ R(w 0 ) are related by a 2-move or a 3-move. We will study the relation between the two elements min S(xw 0 , i) and min S(xw 0 , j).
Assume first that i and j are related by a 2-move as in (2.1.3), i.e.,
for some indices i, j ∈ I with a ij = a ji = 0 and an integer 0 ≤ k ≤ m − 2. We define a map σ i, j : S(xw 0 , i) → S(xw 0 , j) (resp., σ j, i : S(xw 0 , j) → S(xw 0 , i)) as follows. Let a = (a 1 , a 2 , . . . , a p ) ∈ S(xw 0 , i) (resp., a = (a 1 , a 2 , . . . , a p ) ∈ S(xw 0 , j)). We have
. . , a u 1 ), and define a strictly increasing sequence b = (b 1 , b 2 , . . . , b p ) by:
It is obvious that b ∈ S(xw 0 , j) (resp., b ∈ S(xw 0 , i)). We now set σ i, j (a) := b (resp.,
Remark 4.3.1. Assume that i and j are related by a 2-move as above. Obviously,
Assume next that i and j are related by a 3-move as in (2.1.4), i.e.,
for some indices i, j ∈ I with a ij = a ji = −1 and an integer 0 ≤ k ≤ m − 3. We define
It is easily seen that b ∈ S(xw 0 , j) (resp., b ∈ S(xw 0 , i)). We now set σ i, j (a) := b (resp.,
Remark 4.3.2. Assume that i and j are related by a 3-move as above, and take a = (a 1 , a 2 , . . . , a p ) to be the minimum element min S(xw 0 , i). It follows from the minimality of a = (a 1 , a 2 , . . . , a p ) ∈ S(xw 0 , i) with respect to the lexicographic ordering that if
. Using this, we see easily from the definitions of the maps σ i, j and σ j, i that
Similarly, we obtain
related by a 2-move or a 3-move as above. Then, we have
Proof. We prove that σ i, j (min S(xw 0 , i)) = min S(xw 0 , j) in the case that i and j are related by a 3-move as in (2.1.4); the proof of the equation σ j, i (min S(xw 0 , j)) = min S(xw 0 , j) is similar, and the proof for the case of 2-move is simpler. For simplicity of notation, we set
We have
From the definition of the map σ i, j , it is obvious that
We will prove that b = c. follows from the definition of the map σ j, i that a t 0 +1 = a u 1 = k + 2. Since a q = d q for all 1 ≤ q ≤ t 0 as seen above, and since d t 0 +1 = k + 2 (= a t 0 +1 ) and d t 0 +2 = k + 3 (< a t 0 +2 ) by the definition of the map σ j, i along with the assumption that [k + 1,
it follows that a d = σ j, i (c), contradicting the minimality of a. Now, suppose, contrary
, and w := (w ′ ) −1 xw 0 . Then, the w has reduced
If we set z := s jc t 1 +1 s jc t 1 +2 · · · s jc p , then
. . , c t 1 ) = (k + 1, k + 2) by assumption and j k+1 = j, j k+2 = i. Also, since b t 0 +1 = k + 2 by assumption and j k+2 = i, we deduce by [MP, Chap. 5, §3, Proposition 2 (i)] that w −1 · α j k+2 = w −1 · α i is a negative root, and so
Hence it follows from the exchange condition that z has a reduced expression of the form:
for some t 1 + 1 ≤ r ≤ p. Therefore, we obtain
which is a reduced expression of xw 0 , and hence the sequence
is an element of S(xw 0 , j). However, this sequence is strictly less than c = min S(xw 0 , j) with respect to the lexicographic ordering, which is a contradiction. Hence we conclude that
Thus, we have shown that u 1 = t 1 and b q = c q for t 0 + 1 ≤ q ≤ u 1 = t 1 , and so
(4.3.5)
The equations (4.3.5) imply that q 0 > t 1 = u 1 . In this case, since c = min S(xw 0 , j) b, it follows from the definition of the map σ j, i that σ j, i (c) σ j, i (b) = a, contrary to the minimality of a. Thus we have proved that b = c, thereby completing the proof of Proposition 4.3.3.
Proof of Proposition 4.1.4. By Remark 2.1.2, we may assume that i, j ∈ R(w 0 ) are related by a 2-move or a 3-move. Furthermore, in view of [Kam1, Theorem 7.1] , it suffices to show that µ
We give a proof in the case that i, j ∈ R(w 0 ) are related by a 3-move as in (2.1.4), i.e., i = (i 1 , . . . , i k , i, j, i, i k+4 , . . . , i m ), j = (i 1 , . . . , i k , j, i, j, i k+4 , . . . , i m ) for some indices i, j ∈ I with a ij = a ji = −1 and an integer 0 ≤ k ≤ m − 3; the proof for the case of 2-move is similar (or, even simpler).
Assume first that l = k + 1, k + 2. Then, it is obvious that w 
Hence we obtain µ
and µ
(4.3.6)
Recall that the integers n
• ) ∈ Z ≥0 for l = k +1, k +2, k +3 are defined via the length formula:
respectively. Also, we know from (the proof of) Lemma 4.1.3 that for l = k + 1, k + 2, k + 3, there exists an integer N j l ∈ Z ≥0 such that
recall that the integer N j l ∈ Z ≥0 is given by:
Since µ . We will show that n
We know that the sequence [k + 1, k + 3] ∩ min S(xw 0 , i) is equal to one of the following:
otherwise, (4.3.8)
otherwise, (4.3.9)
otherwise. (4.3.10)
For simplicity of notation, we set γ i := w i k · α i and γ j := w i k · α j . Then we calculate:
(4.3.11)
As an example, let us give a proof in case (iii). Since k + 3 does not appear in min S(xw 0 , i),
by definition (4.1.1), and n
by definition (4.1.1), and n i k+2 = 0 by (4.3.9). Since k + 1 does not appear in min S(xw 0 , i), we conclude by (4.3.8) that
The proofs for the other cases are similar. Hence it follows from (2.1.6) that 
Also, since w (4.3.13)
As an example, let us give a proof in case (iii); recall that [k+1, k+3]∩min S(xw 0 , j) = (k+1).
Since k + 3 does not appear in min S(xw 0 , j), we have ξ Therefore, wt(P (µ x • )) = µ x e = x · λ. Because P x·λ is the unique element of MV(λ) whose weight is x · λ, we conclude that P (µ Next, we show the reverse inclusion: P x·λ = P (µ x • ) ⊃ Conv(W ≤x · λ). By (4.1.2), it suffices to show that for each z ∈ W with z ≤ x, there exist some i ∈ R(w 0 ) and an integer 0 ≤ l ≤ m such that ξ i l = z · λ. Let z ∈ W be such that z ≤ x; note that zw 0 ≥ xw 0 (see, for example, [BB, Proposition 2.3.4 (i) It follows that the sequence (a 1 , . . . , a q−1 , b q , a q , . . . , a r−1 , a r+1 , . . . , a p )
is an element of S(xw 0 , i) ≤l , and is strictly less than a = min S(xw 0 , i) ≤l with respect to the lexicographic ordering, which is a contradiction. Thus, we have shown that min S(xw 0 , i) ≤l = min S(xw 0 , i), as desired. This proves the claim.
and hence S(xw 0 , i) = (2) and S(xw 0 , j) = (1), (3) , it follows from (4.5.1) that f 2 f 1 P λ is not an element of MV x (λ). 
