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ABSTRACT 
 Urban areas are responsible for the majority of global anthropogenic CO2 
emissions. Urbanization has altered the structure and function of terrestrial ecosystems 
and is increasing rapidly, further modifying global carbon cycling. The three research 
papers in this dissertation explore the role of urban vegetation in the carbon cycle using a 
combination of atmospheric observation, field measurements, remote sensing, and 
modeling. First, I characterized the spatiotemporal patterns of observed atmospheric CO2 
mixing ratios and compared these data to estimated CO2 fluxes at three sites across 
Boston’s urban-to-rural gradient. Total fossil fuel emissions estimates ranged from 1.5 to 
37.3 Mg C ha-1 yr-1 between rural Harvard Forest and urban Boston. Despite large 
differences in emissions, atmospheric CO2 concentrations only differed by approximately 
5%. The growing season length in Boston was approximately 31 days longer than in 
Harvard Forest, enhancing the period for biological carbon uptake. In Boston, gross 
primary production was 3.8 Mg C ha-1 yr-1, which was ~75% lower than gross primary 
production at Harvard Forest and ~10% of total anthropogenic carbon fluxes in Boston.  
Second, I assessed how forest-to-urban land cover change affected both aboveground 
	  	   vi	  
biomass and productivity across eastern Massachusetts.  I found that urban land covers 
contained less than half the biomass of adjacent forests, but the mean basal area 
increment of existing trees nearly doubled with development over time from 17.1 ± 3.0 to 
35.8 ± 4.7 cm2 yr-1. Scaling this increase in growth suggests an aboveground biomass 
growth rate of 1.8 ± 0.4 Mg C ha-1 yr-1, a rate similar to that found in Harvard Forest, 
despite having only ~1/3 the standing aboveground biomass.  Last, I assessed how above- 
and belowground ecosystem characteristics changed as a function of time since 
development and development intensity.  I found that soil C and aboveground biomass 
showed significant differences with time since development.  My data suggests that soil 
C, N, and bulk density are dependent on land use history, with previously agricultural 
sites consistently showing higher rates of soil N and C accumulation than previously 
forested and grassland sites. Taken as a whole, this dissertation highlights the potential 
consequences of altered ecological and environmental conditions on tree growth, the 
legacy effects of land use history, climate, and land management practices on below 
ground soil C and N, and the importance of vegetation in the C cycle in urban areas. 
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Chapter 1: Introduction 
1.0 Research Statement 
 Terrestrial ecosystems are a key component of the global carbon cycle.  Above- 
and belowground components of terrestrial ecosystems store about three times more 
carbon (C) than the atmosphere (Pachauri et al., 2014) and have sequestered roughly 25% 
of recent anthropogenic carbon emissions (Stocker et al., 2013).  Terrestrial ecosystems 
help to regulate the climate through carbon storage (Malhi et al. 2008) and are critical to 
the long-term sustainability of global biodiversity (Butchart et al., 2010; DeFries et al., 
2007).  Yet, it is unclear how significant anthropogenic land cover change over the last 
century has altered the ability for terrestrial ecosystems to sequester C. 
One of the current leading drivers of anthropogenic land cover change is 
urbanization.  Presently, over half of the world’s population lives in urban areas 
(McDonald, 2008), which cover ~ 3% or ~3,600,000 km2 of global land area (Schneider 
et al., 2009).  Urban areas are increasing rapidly in step with rising population and rural 
to urban migration (McDonald, 2008; Seto et al., 2012a; Theobald, 2005; UNDESA, 
2012).  It has been projected that by 2030, global land area will increase to ~ 4,800,000 
km2 (Seto et al., 2012a), suggesting that new urban settlements relative to today’s 
coverage will cover an area roughly equivalent to the size of California and Texas 
combined.  Unlike other forms of land cover change, urbanization, especially exurban, 
low-density residential development, often results in a patchwork of anthropogenic and 
natural land covers, some of which are activity managed (Boone et al., 2010; McDonnell 
et al., 1997; Pickett et al., 2011).  Further, urban areas in the eastern U.S. often have 
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complex land use history dating back 100-200 years (Foster, 2005).  These factors 
ultimately result in highly variable ecosystem structure and function. 
 Recent studies suggest that urbanization impacts the environment in a variety of 
ways.  In terms of the C cycle, urban areas account for ~ 2/3 of both global energy use 
and C emissions (International Energy Agency, 2008).  Reductions in soil C and N under 
impervious surfaces (Raciti et al., 2012b), increases in invasive species and species 
richness (Hope et al., 2003), reductions in aboveground biomass (Hutyra et al., 2011a; 
Raciti et al., 2012c), increases in runoff (Walsh et al., 2012), air temperatures (Arnfield, 
2003; Bonan, 1989; Oke, 1982), and emissions of atmospheric pollutants (Cohen et al., 
2004; Li et al., 2015) are all common characteristics of urban areas.  Given 
environmental teleconnections such as demand for energy and food, the ecological 
footprint of urban areas expands well past city limits (Seto et al., 2012b). 
Recent research also suggests that urban areas have levels of atmosphere CO2 that 
are 10-50 ppm higher than nearby residential, rural, and forested areas (Briber et al., 
2013; Coutts et al., 2007; George et al., 2007; Strong et al., 2011).  This phenomenon is 
known as an urban CO2 dome (Idso et al., 2001; Idso et al., 2002) and highlights the 
effect of anthropogenic CO2 emissions in urban areas.  These higher CO2 mixing ratios in 
urban areas are a result of increased on road emissions (Gately et al., 2015; Velasco &  
Roth, 2010; Vesala et al., 2008), as well as increases in commercial, industrial, and 
residential energy use (Gurney et al., 2009). 
Despite our knowledge of elevated concentrations of CO2 in urban areas and its 
corresponding anthropogenic drivers, we do not yet have a sound understanding of 
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potential urban biogenic sources and sinks of C.  This lack of knowledge also makes it 
difficult to determine the spatial and temporal patterns of atmospheric CO2 within urban 
areas, especially using the coarse spatiotemporal data that is currently available.  While 
there have been some attempts to reconcile anthropogenic and biogenic fluxes of CO2 
within urban areas with observed atmospheric CO2, we require a better understand the 
processes that determine atmospheric CO2 mixing ratios.  This knowledge will help us to 
increase the accuracy at which we monitor, verify, and report emissions (Gibbs et al., 
2007; Intergovernmental Panel on Climate Change, 2014) .  Further, detailed information 
about C sinks, sources, and the resulting atmospheric CO2 mixing ratios will likely be 
needed to gauge the feasibility and effectiveness of C reduction initiatives such as 
Boston’s Climate Action Plan (http://www.cityofboston.gov/climate/). 
 Elevated atmospheric CO2 concentrations is one of several factors that can 
influence tree growth in urban areas.  Greater nitrogen (N) inputs from on road emissions 
(Bettez et al., 2013; Fang et al., 2011; Raciti et al., 2011; Rao et al., 2013) and greater 
CO2 availability (Friedlingstein et al., 1995) can both potentially stimulate tree growth, 
although the influence of an enriched CO2 environment on growth rates appears to be 
limited by soil N levels (Thornton et al., 2007) and soil fertility (Oren et al., 2001).  
Urban heat islands can increase growing season length by 10-20% relative to rural 
counterparts, thereby increasing annual tree growth (Briber et al., 2013; Zhang et al., 
2004a; Zhang et al., 2004b).  Others have found that higher tree growth rates in urban 
areas are likely influenced by relatively lower ozone concentrations within some urban 
areas (Gregg et al., 2003).  Fertilizer applications and irrigation in heavily developed and 
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managed areas may also stimulate tree growth (Pickett et al., 2011; Raciti et al., 2008; 
Raciti et al., 2011), especially during times of low nutrient and water availability, 
respectively.  Initial land clearing in places that were once forest can also increase tree 
growth of the remaining trees through tree crown release (Ward, 2008; Ward, 2011). 
While these factors can stimulate tree growth in urban areas, others constraints, 
such as reductions in soil N and water due to impervious surfaces (Lorenz &  Lal, 2009; 
Pouyat et al., 2006; Raciti et al., 2012b) and increases in foliar ozone damage (Novak et 
al., 2003), may limit growth.  Consequently, we do not know the net effect of the myriad 
factors that can influence growing conditions.  This lack of data hampers our ability to 
determine the importance of vegetation in urban areas, especially in the context of the C 
cycle (Pataki et al., 2011) and municipal sustainability and tree planting initiatives. 
Given significant changes to above- and belowground components of terrestrial 
ecosystems as well as the presence of active and often changing land management 
practices, it is not surprising that soil C, N, and bulk densities are also impacted by 
urbanization.  While soil N is typically elevated in urban areas compared adjacent areas 
due to fertilizer application and on road emissions (Bettez et al., 2013; Fang et al., 2011; 
Raciti et al., 2011; Rao et al., 2013), soil C is often lower as there is less above- and 
belowground biomass (Hutyra et al., 2011a; Raciti et al., 2011; Raciti et al., 2012c).  Soil 
C and N have also been associated with land cover: soils under lawn cover often contain 
more C and N than soils under other land covers (Raciti et al., 2008; Raciti et al., 2011). 
Despite these trends, it is unclear how soil C stocks and N availability change 
since time of development and across development intensity.  Soil characteristics might 
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also change by location due to differences in climate, land use history, and land 
management practices and policy.  Ultimately, our ability to better scale field data in 
urban areas will likely depend on our knowledge of how soil characteristics change by 
time since disturbance and across a variety of urban development types. 
1.1 Dissertation Objectives 
My dissertation research explores the cycling of C and N across urban-to-rural 
gradients to understand how urbanization influences C and N pools and flows.  In chapter 
two, I analyze the spatial and temporal patterns of atmospheric CO2 across Boston’s 
urbanization gradient, both for the purposes of general characterization and to test the 
relationship between observed CO2 concentrations and nearby land cover.  Diel and 
seasonal temporal patterns of atmospheric CO2 are examined as are the differences in 
annual means between locations.  To determine the role of vegetation in atmospheric CO2 
concentrations in Boston, I estimate biogenic and anthropogenic fluxes by scaling 
measured fluxes from Harvard Forest and incorporating Vulcan emissions estimates 
(Gurney et al., 2009), respectively. I also related trends in observed CO2 in the 
atmosphere to proximate sources and sinks of carbon by examining the relationships 
between CO2 mixing ratios and wind direction at the Worcester, MA. 
In chapter three, I examine how net primary productivity of trees changes 
following forest-to-urban development and examine potential relationships between 
observed changes in NPP with other ecosystem characteristics such as canopy and ground 
cover.  Plots of known land cover change were selected using the Landsat-based 
Continuous Change Detection and Classification (CCDC) algorithm (Zhu &  Woodcock, 
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2014) were selected for biometric sampling. I compared pre- and post-development tree 
growth rates in 59 of red oak trees in the greater Boston, MA area. Changes in growth are 
aggregated by development intensity and year built.  Finally, I compare growth rates to 
aboveground biomass in order to identify the potential influence of tree growth on 
terrestrial carbon stocks. 
In chapter four, I explore the relationship between soil characteristics such as soil 
C, N, and bulk density and time since development, intensity of development, land cover, 
and canopy cover within urban Boston.  I compare soil data collected form the Boston 
area with soil data collected from Los Angeles, Baltimore, and Denver in order to assess 
the importance of location, climate, and land use history on soil characteristics. 
 When viewed together, these chapters highlight the importance of above- and 
belowground components of terrestrial ecosystems in urban areas, the need for further 
ecological research in cities, and some key data gaps and challenges present in our 
understanding of the ecology of cities. 
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Chapter 2: Variations in Atmospheric CO2 Mixing Ratios Across a 
Boston, MA Urban to Rural Gradient 
2.1 Abstract 
Urban areas are directly or indirectly responsible for the majority of 
anthropogenic CO2 emissions. In this study, we characterize observed atmospheric CO2 
mixing ratios and estimated CO2 fluxes at three sites across an urban-to-rural gradient in 
Boston, MA, USA. CO2 is a well-mixed greenhouse gas, but we found significant 
differences across this gradient in how, where, and when it was exchanged. Total 
anthropogenic emissions were estimated from an emissions inventory and ranged from 
1.5 to 37.3 Mg C·ha−1·yr−1 between rural Harvard Forest and urban Boston. Despite this 
large increase in anthropogenic emissions, the mean annual difference in atmospheric 
CO2 between sites was approximately 5% (20.6 ± 0.4 ppm). The influence of vegetation 
was also visible across the gradient. Green-up occurred near day of year 126, 136, and 
141 in Boston, Worcester and Harvard Forest, respectively, highlighting differences in 
growing season length. In Boston, gross primary production—estimated by scaling 
productivity by canopy cover—was ~75% lower than at Harvard Forest, yet still 
constituted a significant local flux of 3.8 Mg C·ha−1·yr−1. In order to reduce greenhouse 
gas emissions, we must improve our understanding of the space-time variations and 
underlying drivers of urban carbon fluxes. 
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2.2 Introduction 
 The world’s population has been rapidly shifting from rural and agrarian to urban 
areas, with the percent of global population living in cities increasing from 29.4% to 
51.6% between 1950 and 2010 (UNDESA, 2012). This urbanization trend is forecast to 
continue with models suggesting that by 2050 nearly 70% of the global population will 
live in urban areas (UNDESA, 2012). While urban areas currently comprise less than 2% 
of global land area (Schneider et al., 2009), their impact extends far beyond the city 
limits through environmental teleconnections (Seto et al., 2012b) and demand for goods 
and services (DeFries et al., 2010). Urban areas are estimated to consume 67% of global 
energy and emit 71% of energy-related CO2 emissions (International Energy Agency, 
2008). Despite the significant role these areas play in anthropogenic emissions, most 
research relating to atmospheric CO2 dynamics has avoided areas close to or heavily 
influenced by cities (Grimmond &  Oke, 2002; Velasco &  Roth, 2010). Efforts to 
quantify terrestrial carbon exchange have instead focused on areas dominated by biogenic 
fluxes and homogenous land use patterns such as forest and agriculture (Baldocchi, 2008). 
By contrast, urban areas are often comprised of heterogeneous land cover and complex 
topography, which complicate measurements and source attribution of both CO2 fluxes 
and mixing ratios. 
A range of environmental gradients has been observed between urban and 
adjacent rural locations. For example, urban heat islands, where temperatures can be 
several degrees higher than adjacent rural areas, develop due to reductions in latent heat 
fluxes and surface albedo changes associated with paving, among other reasons (Oke, 
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1982; Oke, 1987). Urban canyons created by tightly spaced buildings and roadways can 
change airflow patterns and increase downwelling longwave radiation by reducing the 
sky view factor. This in turn raises temperatures. Importantly, these increases in 
temperature have also been shown to extend the growing season (Richardson et al., 2010; 
Zhang et al., 2004b) and likely also affect biogenic carbon exchange in cities.  
Differences in hydrology, floral and faunal species diversity, soil nitrogen and carbon 
stocks, and concentrations of atmospheric pollutants have also been observed along 
urbanization gradients (Pickett et al., 2011), although not always according to 
expectations. 
While some of the environmental gradients associated with urbanization have 
been better defined (McDonnell &  Hahs, 2008), the influence of these variables on 
atmospheric CO2 mixing ratios has just recently begun to be assessed. For example, CO2 
mixing ratios have been found to be higher in urban centers compared to adjacent rural 
locations in Phoenix (Idso et al., 2001), Salt Lake City (Strong et al., 2011), and 
Baltimore (George et al., 2007)—a phenomenon known as an “urban CO2 dome”. These 
higher mixing ratios are due in part to local traffic emissions, as seen in Helsinki (Vesala 
et al., 2008), Mexico City (Velasco &  Roth, 2010), and Basel (Vogt et al., 2006), but 
may also be effected by residential, commercial, and industrial emissions. Unique 
patterns of CO2 across urbanization gradients have also been demonstrated in Melbourne 
(Coutts et al., 2007), Phoenix (Day et al., 2002), and Rome (Gratani &  Varone, 2005), 
suggesting an association between urban land uses, urban density, and observed CO2 
(Kennedy et al., 2007). There have also been attempts to map emissions at finer spatial 
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scales in urban areas using mass flux measurements of carbon dioxide, among other data 
sources (Bergeron &  Strachan, 2011; Christen et al., 2011; Zhou &  Gurney, 2010), but 
these results can be very difficult to interpret due to complex urban micrometeorology 
(Grimmond 2006). 
Urban areas’ influence on atmospheric CO2 is often framed in terms of 
anthropogenic emissions; however, biomass and biogenic CO2 flux in urban areas can 
approach that of nearby forest-dominated areas (Crawford et al., 2011; Hutyra et al., 
2011a; Raciti et al., 2012c).  In remote sensing products such as MODIS NPP, urban 
areas are masked out and assumed to have little productivity, but the biomass present in 
these areas suggests that biogenic fluxes are also important.  Ecological processes in 
human-dominated ecosystems such as urban areas are expected to differ from adjacent, 
predominantly rural locations (Grimm et al., 2008a; Kaye et al., 2006; Liu et al., 2007), 
but these differences in ecosystem function are poorly understood. 
While our knowledge of carbon emissions and biogenic carbon exchange in urban 
areas is limited (Crawford et al., 2011; Peters &  McFadden, 2012), local policies for 
climate action plans, emissions reductions, and urban greening are continually being 
developed (e.g., US Mayors Climate Protection Agreement and the California Global 
Warming Solutions Act).  Biogenic carbon exchange estimates in urban areas are poorly 
constrained and represent a serious impediment to sustainable urban planning (Pataki et 
al., 2011).  It is difficult to quantify the carbon exchange impacts of local greening 
initiatives such as Million Trees NYC and Grow Boston Greener, which have significant 
financial costs associated with them.  Policymakers require better spatially and 
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temporally resolved estimates of both anthropogenic emissions and biogenic exchange to 
assure that local climate mitigation actions are cost effective and CO2 reductions are 
being actualized in the atmosphere. 
In this study, we report atmospheric results from a new interdisciplinary research 
effort focused on (1) better characterizing atmospheric CO2 mixing ratios across the 
urban-to-rural gradient near Boston, MA and (2) associating atmospheric CO2 with 
changing CO2 fluxes and land cover.  We measured CO2 mixing ratios at Harvard Forest 
in Petersham, MA (a forested area), Worcester, MA (urbanized to the east and forested to 
the west), and Boston, MA (urbanized) during 2011 in order to capture the heterogeneity 
of the urban gradient.  From these observations, diurnal and seasonal patterns are 
examined.  These temporal patterns are then compared to estimates of biogenic and 
anthropogenic CO2 fluxes and land cover at each study site.  We use remote sensing to 
investigate the potential implications of the urban heat island effect on vegetation 
phenology and atmospheric CO2 exchange across the urbanization gradient.  Finally, we 
explore the relationship of land cover to atmospheric CO2 mixing ratios and determine 
how variables such as impervious surface area influence patterns of observed 
atmospheric CO2. 
2.3 Methods 
2.3.1 Site Description 
This research was conducted at three atmospheric measurement sites that 
extended across an urban-to-rural gradient from downtown Boston, to the medium-sized 
city of Worcester, MA, and to the Harvard Forest Long Term Ecological Research 
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(LTER) site in Central Massachusetts (Figure 2.1).  Our eastern and most urban 
measurement location was a 2.0 m tall instrument tower located on the 29.0 m tall roof of 
the College of Arts and Sciences (CAS) building on the campus of Boston University 
(42.35°N, 71.10°W), in Boston, MA, USA.  The base of the building is approximately 
3.8 meters above sea level (masl). The tower is located within a heavily developed urban 
area ~0.16 km from Interstate 90 and ~4 km from the downtown high-rise buildings.  The 
BU Law building (~60 masl) and the Warren Towers (~45 masl) are approximately 70 
and 180 m from the test site, respectively.  Boston, with a population of approximately 
600,000 people, is characterized by high-density urban development with parks 
interspersed.  There are three power plants (all utilizing natural gas or oil) and one large 
regional airport within 16 km of the tower site (Environmental Protection Agency, 2009). 
Figure 2.1. Land cover across our eastern Massachusetts study area, derived from Mass GIS data 
layers. Impervious surface fraction is between 0 (no constructed impervious surfaces) and 1 
(completely covered by constructed impervious surface). 
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 Our central MA location was 65 km west of downtown Boston on a 21.7 m tall 
building roof on the Worcester State University campus (42.27°N, 71.84°W), which is on 
the western side of Worcester, MA.  The base of the building is approximately 173.5 
masl.  Worcester is a secondary urban center with a population of 180,000 people.  This 
site is characterized by large tracts of forest to the west and urbanized areas to the east.  
The Worcester Regional Airport and Interstate 290 are located 1.6 km to the west and 4 
km to the east of the tower site, respectively.  There are also several large industrial point 
source emissions within 16 km of the Worcester tower site including the Saint-Gobain 
Abrasives and Wheelabrator Millbury, Inc power plants (Environmental Protection 
Agency, 2009). 
Our western MA and most rural site is located 41 km northwest of Worcester and 
94 km northwest of downtown Boston at the Harvard Forest LTER site in Petersham, 
MA. Atmospheric observations were made on the Prospect Hill tract (42.54°N, 72.17°W, 
elevation 340 m) at the Environmental Monitoring Site (HF EMS), which is a 30-m tall 
tower that extends above the forest canopy (Barford et al., 2001; Wofsy et al., 1993).  
The base of the tower is approximately 349.4 masl.  This area is characterized by low 
human population and by a mixed broadleaf forest dominated by red oak (Quercus rubra) 
and red maple (Acer rubrum) with moderately high biomass (115 Mg C·ha−1) (Foster, 
2005).  The most proximate source of anthropogenic CO2 emissions is Route 2, located 
~5 km north of the tower.  There are no large point sources of CO2 within the Harvard 
Forest study area (Environmental Protection Agency, 2009). 
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For this study, we examined meteorological observations and CO2 mixing ratios 
at all three tower locations for 2011.  We considered the biogenically dominated CO2 
mixing ratios from Harvard Forest to be the background signature for Eastern 
Massachusetts. Worcester and Boston represented points of increasing anthropogenic 
influence along Boston’s urbanization gradient.  The Boston, Worcester, and Harvard 
Forest areas had population densities of approximately 4,900, 2,800, and 9 people/km2, 
respectively (United States Census, 2010).  Viewed together, these three sites constituted 
both an urban to rural gradient and an anthropogenic to biogenic carbon flux gradient. 
2.3.2 Instrumentation and Data Analysis 
In Boston, CO2 and H2O mixing ratios were measured at 1 Hz using a Picarro 
2301 cavity ring down spectrometer (Picarro, Sunnyvale, CA, USA).  CO2 measurements 
were corrected for water vapor content (Rella, 2010).  To ensure data quality and correct 
any possible sensor drift, periodic calibrations were performed every four months using 
three known reference CO2 standards between 350 and 460 ppm (traceable to 
NOAA/CMDL). Instrument coefficients were adjusted to correct for minor drift over 
time (less than 0.2 ppm between calibrations).  A Campbell Scientific (Logan, UT, USA) 
CSAT3 sonic anemometer was used to measure wind velocities and wind direction.  
Temperature and relative humidity were measured with a Vaisala HMP45C probe 
(Helsinki, Finland). The system operated nearly continuously from January through 
December: 2011 data completeness was 93%. 
In Worcester, CO2 mixing ratios were measured at 1 Hz with a closed path LI-
6262 (LICOR, Lincoln, NE, USA) infrared gas analyzer.  The system was automatically 
	  	  
15	  
calibrated every six hours using three reference gases between 340 ppm and 460 ppm 
(traceable to NOAA/CMDL standards).  Wind speed and direction were measured with a 
Met One 034B Windset 2 wind instrument.  All data were recorded using a Campbell 
Scientific (Logan, UT, USA) CR1000 datalogger.  The system operated nearly 
continuously from installation in late March through December: overall 2011 
completeness was 70%. 
CO2 at Harvard Forest was measured by a LI-6262 (LICOR, Lincoln, NE, USA) 
infrared gas analyzer.  Automated calibrations of the sensor were run at least twice daily 
to account for instrumentation drift; at least two reference gases between 340 and 460 
ppm (traceable to NOAA/CMDL) were used during these calibrations.  Wind speed and 
direction above the canopy were measured using an Applied Technologies (Longmont, 
CO, USA) SATI/3K 3-D sonic anemometer.  Air temperature was derived from sonic 
anemometer's speed of sound measurement by accounting for influence of water vapor.  
Relative humidity was measured by Vaisala (Vantaa, Finland) HMP45 probe in an 
aspirated radiation shield.  Ambient atmospheric pressure was measured by a MKS 
Instrument (Andover, MA, USA) absolute manometer. Data at the EMS tower were 
digitized and recorded using a custom data acquisition and control system.  The Harvard 
Forest EMS tower operated from January through December in 2011, but experienced 
several interruptions in the CO2 data: 2011 data completeness was 65%. 
Since instrument height can significantly alter observed CO2 concentrations due 
to plume dispersion (Britter &  Hanna, 2003; Grimmond, 2006), gas analyzers were 
placed at approximately the same height above ground level at each location.  While this 
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ensured that all sites observed emissions from similarly sized source areas, each 
instrument was likely located at a different vertical position within its respective 
boundary layer.  For example, observations from urban Boston and Worcester were likely 
affected by building topography and the corresponding changes in micrometeorology and 
atmospheric mixing (Kanda, 2007; Roth, 2000).  Methodological challenges (e.g., urban 
tall tower construction) in elevating instruments above the roughness layer combined 
with differences in boundary layer height at each location prevented similar instrument 
positioning within each plume/boundary layer.  However, given their locations on roofs 
of similar heights, the instruments in urban Boston and Worcester were assumed to be 
within a similar urban canopy layer, which is supported by the similar mean wind speed 
observed at these two sites. 
On the same roof as the Worcester tower, there were also a series of large 
mechanical units.  While we confirmed that these units were not venting fossil fuel 
exhaust, we also conducted wind rose analyses to verify that CO2-rich air from the 
interior of the building was not being vented. 
The R software package, version 2.15.2, was used for all statistical analyses and 
for data pre- and post-processing (R Core Team, 2012).  Half hourly block averages were 
calculated from the quality-controlled data from each site.  Given the non-random 
distribution of data gaps and strong seasonality in the CO2 signal at all of the sites, annual 
means were calculated using time weighting such that the monthly means were first 
calculated then averaged to annual scales for 2011.  Due to the non-normal data 
distributions, a bootstrapping method was used to determine the 95% confidence intervals 
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(CI) of different ecosystem variables for the nine sample classes (Efron &  Tibshirani, 
1994).  Unless noted otherwise, all parenthetically reported values are 95% CI.  The 
seasonal trends in CO2 were calculated using locally weighted regression (LOESS) with a 
0.5 span (Cleveland &  Devlin, 1988). 
2.3.3 Anthropogenic and Biogenic Carbon Fluxes 
 With the exception of human respiration, anthropogenic emission estimates for 
this analysis were based on the Vulcan CO2 fossil fuel emission estimates (Gurney et al., 
2009).  The Vulcan product includes hourly anthropogenic CO2 emissions estimates at a 
0.1 × 0.1 degree (~121 km2 in the Boston area) spatial resolution for the entire 
continental US for the year 2002.  Vulcan emissions are partitioned into a variety of 
sectors, including total, residential, commercial, and on-road emissions.  For this analysis, 
total emissions from all sectors were extracted for a 9 pixel area surrounding each tower 
site.  A 9 pixel area was chosen to ensure that the centroids of the three study areas were 
within 3km of the tower locations.  Annual, seasonal, daily, and diurnal anthropogenic 
emissions estimates were calculated over the 9 pixel area (1,089 km2 areas).  At all three 
sites, the emissions and mixing ratios were analyzed by 45° and 180° sections aligned to 
the cardinal directions.  Only the results from Worcester were significantly variable by 
sector (and only for the east and west 180° sectors) due to the distinct boundaries 
between vegetation and more intensively developed areas.  These emissions represent 
estimated local emissions, rather than demand-induced emissions elsewhere.  For 
example, the effect of emissions from air conditioning at these tree sites is difficult to 
assess since most of the electricity was generated outside of our study areas.  In contrast, 
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most space heating emissions were captured in our analysis since 82%–90% of all 
residential homes in the Worcester and Boston areas used natural gas and fuel oil for 
heating (Raciti et al., 2012a). 
To estimate CO2 flux from human respiration, we created a spatially explicit data 
layer based on a Massachusetts population density map (Raciti et al., 2012c) and an 
estimate of mean per-capita CO2 flux from respiration (257 g C/person/day (Prairie &  
Duarte, 2007)).  The population density map was based on block-level data from the 2010 
US Census (United States Census, 2010) and allocated the population within a given 
census block to the residential land area (MassGIS Datalayers: Land Use) of that census 
block. 
At each tower site, we digitized and calculated the canopy cover within a 1km 
radius using high resolution QuickBird imagery downloaded from Google Maps (Google 
Inc., 2011) and the ImageJ image analysis software (Abramoff et al., 2004).  The 
QuickBird images used for this analysis represent land cover from recent, unspecified 
dates.  The vegetative fraction at each site includes only large woody vegetation, 
excluding lawns and shrubs.  Average annual gross primary production and ecosystem 
respiration at Harvard Forest was 14.0 and 11.5 Mg C·ha−1·yr−1, respectively, between 
1992 and 2004 (Urbanski et al., 2007).  Since long-term flux tower based estimates of 
gross primary production are not available for urban areas in our region, we scaled gross 
primary production and ecosystem respiration linearly based on percent canopy cover, 
using Harvard Forest as our baseline (97% tree canopy cover).  In Boston, a robust 
relationship between canopy cover and biomass was observed (Raciti et al., 2012c), 
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supporting the use of canopy cover as a proxy for biomass and leaf area.  These first 
order biogenic flux estimates were calculated for the 1 km2 area around each site. 
2.3.4 Phenology Timing and Time Series 
Remotely sensed surface reflectance indices, such as the Enhanced Vegetation 
Index (EVI), are commonly used to characterize vegetation properties based on surface 
greenness and have been widely used to monitor tree phenology and photosynthetic 
activity (Huete et al., 2002; Tucker &  Sellers, 1986).  Spring and autumn vegetation 
phenology at each tower site was estimated using a new algorithm that exploits a time 
series of data from the 30 m resolution Landsat Thematic Mapper satellite sensor (Melaas 
et al., 2013).  Only landsat pixels with average “summertime” EVI above 0.6 were 
included in this analysis so that the effect of building shading and drought prone urban 
lawns—both of which tend to push EVI below 0.6—could be mitigated.  While this 
method reduces biomass estimates in shaded areas, shaded vegetation comprises a very 
small percentage of total vegetation.  We validated this method in Boston using Bing 
Maps bird’s eye pictometry. 
The spring and autumn phenological dates roughly correspond to the timing when 
leaf lengths reach 25% of their seasonal maximum (“green-up”) and 90% coloration 
(“brown-down”), respectively.  Annual phenology dates at each pixel were estimated 
based on the deviation in Landsat observations in 2011 relative to the 1982–2001 long 
term average phenology at each pixel.  Pixels with low seasonal amplitude in EVI were 
classified as non-forest and removed from the analysis.  We then calculated the median of 
all retrieved phenology dates across a roughly 3 km × 3 km window (100 × 100 pixels) 
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centered on each study site.  The seasonal EVI trend was computed using LOESS with a 
span of 0.5. 
Since Boston, Worcester and Harvard Forest are 5, 70, and 99 km away from the 
coastline, respectively, the Atlantic Ocean likely moderated climate and influenced 
phenology along our urban to rural gradient.  However, given the results of Zhang et al. 
2004b, which highlight clear urban heat islands in cities within 75km of the coast, we feel 
that we are seeing a primarily urban signal (Zhang et al., 2004b). 
2.3.5 Spatial Analysis 
We examined associations between land cover and CO2 mixing ratios for 2 
different sectors around the Worcester tower site.  Each sector spanned 180 degrees, with 
the “East”, more urbanized sector extending from 0 to 180 degrees, with 0 degrees being 
polar north.  Henceforth, we will refer to these urban and rural sectors as East Worcester 
and West Worcester, respectively.  A categorical variable representing the wind sector 
was then appended to the CO2 dataset according to observed wind direction, so that each 
CO2 observation was associated with one of the two sectors. Since the wind direction 
observations at Worcester and Boston could have been adversely affected by 
micrometeorology, they were validated by data from the NOAA affiliated Boston Logan 
International and Worcester Regional Airport weather stations.  For our land cover 
analysis, we used MassGIS’ 2005 impervious surface and land use layers (MassGIS 
Datalayers: Impervious Surface), which are based on 0.5 m resolution digital 
orthoimagery and accessor’s parcel information, as well as a 2010–2011 30 m 
summertime cloud-free EVI layer generated from LandSat Thematic Mapper data (Zhu &  
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Woodcock, 2012).  The impervious surface area (ISA) layer defined an impervious 
surface as one covered by buildings, parking lots, roads, and compacted, man-made soils.  
The land cover layer originally contained 40 categories, which were combined into 8 
categories including wetland, water, forest, residential, agricultural, open and 
successional, commercial and industrial, and other developed (including roads).  We 
calculated ISA, land cover, and EVI within a 5km radius of the tower site for each sector 
using the ArcGIS 10.0 software (ESRI, Redlands California).  To address a finer spatial 
domain around the Worcester tower site, we repeated this analysis for 8 sectors 
representing 45 degree wind fields around the tower (e.g., 0 to 45 degrees, 45 to 90 
degrees, etc.). 
We also used land cover to determinate a first order estimate of the CO2 mixing 
ratio source area at each site.  For example, land cover around the Worcester tower 
appeared to be dominated by vegetation, despite the presence of downtown Worcester.  
Yet, there was a statically significant difference in CO2 mixing ratios between easterly 
and westerly sectors at the Worcester tower site, presumably due to local emissions 
sources.  Consequently, we assumed that the source area at Worcester (and those at the 
Harvard Forest and Boston sites) fell primarily within the 5 km radius around each tower 
since it was this approximate spatial scale that clearly highlighted site specific differences 
in land cover. 
2.4 Results and Discussion 
CO2 is a well-mixed gas in the atmosphere; its spatial and temporal variations 
reflect a combination of anthropogenic emissions, exchange with the biosphere, 
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atmospheric transport, and boundary layer dynamics.  On the basis of atmospheric mixing 
patterns alone, CO2 is expected to build up during the nighttime hours due to atmospheric 
stratification and decrease in the morning with the break-up of the nocturnal boundary 
layer (Grimmond &  Oke, 2002; Reid &  Steyn, 1997).  However, the mixing ratio also 
reflects biogenic uptake, ecosystem respiration, and anthropogenic emissions including 
human respiration, each of which has different diurnal, seasonal, and spatial patterns.  
The biogenic signal tends to draw down daytime CO2 during the summer growing season 
when photosynthesis is active, resulting in lower overall CO2 mixing ratios. CO2 mixing 
ratios are higher during the winter months when respiration dominates in the biosphere 
and heating-related emissions are highest. 
These diurnal and seasonal trends in CO2 mixing ratios were evident at each of 
our measurement sites, which spanned a gradient of urbanization intensities.  All three 
sites had a larger seasonal amplitude in CO2 than the global background measurements 
from Mauna Loa, HI and the measurements from Niwot Ridge, Colorado (Earth System 
Research Laboratory: Global Monitioring Division), which is a site at a similar latitude to 
our study area and within the free troposphere.  These differences highlight broad scale 
patterns such as the increasing strength of seasonality with distance from the equator and 
the influence of local to regional uptake and release processes.  In all cases, seasonal 
maxima and minima occurred during winter and summer months, respectively (Figure 
2.2a).  Total anthropogenic emissions estimates (Gurney et al., 2009) also have a strong 
seasonal signal due to residential heating demand, and were roughly 4 and 24 times 
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higher in Boston than similar estimates in Worcester and Harvard Forest, respectively 
(Figure 2.2b). 
 
Figure 2.2 (a) Time series of daily median CO2 mixing ratios and (b) 2002 daily total Vulcan 
emissions estimates for all sectors. Vulcan emissions are drawn from the nine 10 km × 10 km grid 
cells surrounding each tower site. 
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2.4.1 Trends in Observed CO2 
 The spatial and temporal variability in carbon fluxes hinders simple 
characterization of the primary determinants of local CO2 observations, especially in 
urban areas where the land cover is heterogeneous and topography is complex.  Despite 
these challenges, we observed variations in CO2 mixing ratios across Boston’s 
urbanization gradient that were consistent with vegetation and urbanization patterns at 
each site (Figure 2.3).
 
Figure 2.3. Estimates of carbon flux and canopy cover across Boston’s urbanization gradient. 
Anthropogenic emissions estimates (↑) are based on the Vulcan dataset and estimates of human 
respiration for the 33 km × 33 km focal areas shown in each panel. Canopy percentage and biogenic 
fluxes (both ↑  and ↓) were estimated within the 1 km radius around each tower (red circles). In 
Worcester, statistics were split into easterly and westerly sectors that represent half the areal 
coverage and are delineated by the dashed line. GPP = Gross primary production, E.R. = Ecosystem 
respiration, Human = Human CO2 respiration, Mob. = Mobile source emissions, Res. = Residential 
emissions, and Other = All other fossil fuel emissions. All fluxes are in Mg C·ha−1·yr−1. All 
atmospheric CO2 measurements are time weighted annual means with bootstrapped 95% 
confidence intervals. 
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In 2011, mean CO2 mixing ratios in Boston were 8.8 ppm higher than air 
originating from East Worcester, 15.5 ppm higher than air originating from West 
Worcester, and 20.6 ppm higher than observations at Harvard Forest.  These observations 
were consistent with the patterns in local anthropogenic and biogenic fluxes.  Across all 
sites these differences amounted to a roughly 5% difference in mean annual CO2 mixing 
ratios, despite the combination of a large biotic imprint on atmospheric CO2 in the rural 
areas and large anthropogenic emissions in the urban areas.  The 2011 annual mean 
observed CO2 mixing ratios in Boston, East Worcester, West Worcester, and Harvard 
Forest were 393.4 ± 0.15, 398.5 ± 0.23, 405.2 ± 0.45, and 414.0 ± 0.21 ppm, respectively 
(Figure 2.3).  The trends in CO2 mixing ratios at all sites showed seasonal shifts with 
winter enhancement—associated with heating related emissions and ecosystem 
respiration—and summer draw-down, coinciding with enhanced ecosystem productivity 
and reduced anthropogenic emissions. 
Anthropogenic emissions for all sectors decreased significantly from Boston to 
Harvard Forest (Figure 2.3).  Total annual estimated fossil fuel emissions for Boston 
(excluding the area covered by water), East and West Worcester, and Harvard Forest 
were 34.7, 5.9, 1.97, and 1.53 Mg C·ha−1·yr−1, respectively.  The composition of 
anthropogenic emissions also changed across Boston’s urbanization gradient: emissions 
from other sources (such as industrial and commercial) decreased as a percentage of total 
emissions as urbanization decreased.  There were also large seasonal differences in 
anthropogenic emissions: the ~47% increase in total emissions between summer and 
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winter at all sites (Figure 2.2) was driven by the ~480% increase in residential emissions 
between these seasons. 
Patterns in the estimated biogenic fluxes showed the opposite trend; gross primary 
productivity (photosynthesis) and ecosystem respiration increased from urban Boston to 
rural Harvard Forest (Figure 2.3).  This increase in biogenic fluxes was associated with 
the increase in forest canopy from east to west across the region.  Biogenic fluxes 
dominated carbon exchange processes at Harvard Forest and West Worcester and reflect 
the largely undeveloped, forested character of these areas.  Tree canopy cover was 27% 
within a 1 km radius of the Boston tower: this is consistent with the 29% average overall 
canopy for the City of Boston (Urban Ecology Institute, 2008).  Gross primary 
production and ecosystem respiration each constitute a substantial portion of total CO2 
fluxes in Boston, suggesting considerable biotic influence even within dense urban areas. 
Differences between the human and vegetation-dominated environments across 
Boston’s urbanization gradient were reflected in the annual standard deviations of CO2 
mixing ratios in Boston (17.8 ppm), East Worcester (21.5 ppm), West Worcester (15.9 
ppm) and Harvard Forest (14.0 ppm).  Higher overall and diurnal variability in Boston 
and East Worcester was likely due to proximate anthropogenic emissions, such as local 
traffic, combined with higher air entrainment from surrounding buildings.  This 
variability was also exhibited in the hourly average CO2 mixing ratios and the 
corresponding seasonal trends (Figure 2.4).  In Harvard Forest, total carbon emissions 
were relatively low in winter due to low biogenic and anthropogenic fluxes, resulting in 
CO2 mixing ratios that remained relatively constant over time.  Moving towards Boston, 
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CO2 mixing ratios quickly became more sinusoidal and reflected greater levels of 
anthropogenic emissions, which were quite high during winter months. 
Figure 2.4. Hourly average CO2 mixing ratios in (a) Harvard Forest, (b) West Worcester, (c) East 
Worcester, and (d) Boston with a LOESS regression trend line. To the right of each panel, a box and 
whisker plot summarizes the annual data. Open circles represent observations that are more than 1.5 
times greater than the inter-quartile range. 
 The variability in the trend of seasonal CO2 is supported by the changes in the 
heteroscedasticity and skewness of the frequency distributions of CO2 observations at 
these three sites (Figure 2.4).  For example, the data distributions from Boston and East 
Worcester exhibited a strong positive skewness of +2.8 and +1.1, respectively.  On the 
other hand, hourly CO2 mixing ratios in West Worcester and Harvard Forest had a slight 
positive (+0.6) and negative skewness (−0.8), respectively, and exhibited a much lower 
variance.  Without large proximate anthropogenic emissions at these two sites, mixing 
ratios rarely exceeded 450 ppm.  The negative skew at Harvard Forest likely resulted 
from strong photosynthetic activity. 
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While other studies have observed urban CO2 mixing ratios well above 
background levels, the magnitudes of these CO2 domes varied greatly by location (Coutts 
et al., 2007; Idso et al., 2001; Rice &  Bostrom, 2011). For example, mean peak city-
center mixing ratios in Phoenix, AZ were 28%–76% higher than local background values, 
although this finding was likely influenced by highly stable atmospheric conditions 
resulting from local wintertime atmospheric inversion.  In Portland, OR and Melbourne, 
Australia mean CO2 mixing ratios at more developed sites were as much as 6 and 12 ppm 
greater, respectively, than those in corresponding lesser-developed locations.  The 
strength of urban CO2 domes, including Boston’s, is sensitive to local meteorological 
conditions, emissions, biogenic processes, and the height of the gas analyzer above the 
surface.  These local influences complicate simple generalization or extrapolation of 
urban carbon domes. 
Observed diurnal patterns in CO2 mixing ratios across Boston’s urbanization 
gradient exhibited predictable behavior associated with stratification of the atmosphere, 
but also showed marked differences as urbanization increased (Figure 2.5).  The diurnal 
patterns at Boston and Worcester broadly showed a daily maximum occurring between 
4:00 am and 7:00 am, followed by a rapid decrease occurring with sunrise and the 
associated break-up of the nocturnal boundary layer (Reid &  Steyn, 1997; Vogt et al., 
2006).  The daily minimum in CO2 occurred in the early afternoon hours as atmospheric 
mixing and photosynthesis were maximized.  At Harvard Forest, this same diurnal pattern 
occurred during the summer when photosynthesis and respiration were both large, but 
was absent during the winter months when CO2 hovered around 400 ppm, reflecting the 
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low local anthropogenic emissions (Figure 2.3), minimal photosynthesis, and reduced 
ecosystem respiration due to low temperatures (Urbanski et al., 2007). 
Figure 2.5. Seasonal deviation from the 24 hour median CO2 mixing ratio in (a) Harvard Forest, (b) 
West Worcester, (c) East Worcester, and (d) Boston. The Worcester system was established in April 
of 2011. Therefore, a full seasonal analysis was not possible. 
We observed the largest diurnal variability in CO2 during the summer months 
with maximum diurnal amplitudes of 29.2, 31.6, 31.1, and 29.0 ppm at Boston, East 
Worcester, West Worcester, and Harvard Forest, respectively (Figure 2.5).  These results 
vary slightly from observations across Portland, OR’s urbanization gradient during 
summer and fall where amplitudes were higher in rural (33 ppm) and suburban (29.5 
ppm) areas compared to the downtown core (25 ppm) (Rice &  Bostrom, 2011). 
Differences in both the absolute magnitude in CO2 mixing ratios and their relationship 
with urban development between Boston and Portland’s urbanization gradients reflect 
local meteorology, emissions, and the influence of deciduous versus evergreen vegetation 
exchange dynamics.  For example, the Portland area has a greater number of conifers and 
a more temperate climate than Boston, which could result in biogenic fluxes that are 
greater in magnitude and driven more by moisture availability. 
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Diurnal patterns in mobile and total emissions in Boston and Worcester (east and 
west sectors combined) reflected human activity with overall emissions increasing around 
7 am and remaining high through 8 pm (Figure 2.6). Mid-day weekday CO2 mixing ratios 
in Boston and Worcester were 5.1 and 2.3 ppm greater than on weekends, respectively. 
 
Figure 2.6. (a) A comparison between diurnal Vulcan mobile source emission estimates for the focal 
areas surrounding the Boston and Worcester (combined east and west sectors) tower sites for 
summer weekends and weekdays. (b) A weekend and weekday CO2 mixing ratio comparison at the 
same sites. Confidence intervals (C.I.) were boostrapped and reflect 90% confidence. 
There was no statistically significant weekend effect observed at Harvard Forest. When 
integrated across the day, Vulcan mobile source emission estimates were 42.7% and 
58.7% higher during the weekday compared to weekends in Boston and Worcester, 
respectively, which is consistent with elevated CO2 mixing ratios observed during 
weekdays at each site.  Observational studies in Portland and Phoenix showed 
weekday/weekend differences as high as 4.0 and 14.4ppm, respectively (Idso et al., 2001; 
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Rice &  Bostrom, 2011), while a study from suburban Baltimore showed no significant 
weekend difference (George et al., 2007). Weekend effects reflect the importance of local 
commuting patterns on observations of CO2 mixing ratios. 
Despite being a relatively well-mixed gas, the imprint of human and biogenic 
activity can be seen in both the short-term and long-term signals of CO2 across Boston’s 
urbanization gradient. Moreover, many of the changes in CO2 mixing ratios across the 
gradient were caused by alteration of land cover and the concomitant changes in 
vegetated fraction and anthropogenic emissions, as seen in Figure 2.3.  These data 
suggest significant, direct alteration of CO2 mixing ratios due to urban land cover change 
and associated anthropogenic activities. 
2.4.2 Enhanced Vegetation Index (EVI) Time Series and Phenology Timing 
While emissions variations are clearly associated with urban areas, less direct 
effects of urbanization can also influence CO2 fluxes and observed CO2 mixing ratios. 
The urban heat island effect, in particular, may alter the balance of respiration and 
photosynthesis in urban areas relative to nearby rural counterparts (Zhang et al., 2004a; 
Zhang et al., 2004b).  Urban heat islands may also alter seasonal anthropogenic emissions 
due to changes in heating and cooling degree days.  Temperature gradients are frequently 
observed between urban and rural areas (Arnfield, 2003; Oke, 1987). We observed mean 
summer temperatures of 21.7, 21.1, and 20.6 °C in Boston, Worcester, and Harvard 
Forest, respectively.  Increases in temperature across the gradient were likely related to 
elevation differences, increased incoming longwave radiation (due to a reduced sky view 
factor and by the presence of atmospheric pollution), decreased latent heat fluxes, 
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increased building and road storage heat flux, and anthropogenic heat emissions 
(McDonnell &  Hahs, 2008; Oke, 1982; Oke, 1987). 
Higher temperatures associated with urbanization can result in altered vegetation 
phenology (Roetzer et al., 2000; Zhang et al., 2004a; Zhang et al., 2004b).  For example, 
urban green-up (defined here as 25% leaf emergence) and brown-down (defined here as 
90% leaf senescence) tend to occur earlier and later, respectively, than in nearby rural and 
suburban areas (Richardson et al., 2010).  To examine trends in phenology across the 
gradient, we used the EVI, a measure of surface greenness.  Based on the absolute EVI 
time series, green-up in 2011 occurred on approximate day of year (DOY) 126, 136, and 
141 in Boston, Worcester and Harvard Forest, respectively (Figure 2.7).  Brown-down in 
2011 occurred on approximate DOY 304, 284, and 288, respectively.  The total growing 
season length difference between Boston and Harvard Forest in 2011 was 31 days, a 
potential 20% lengthening in the period for biogenic carbon uptake. 
While the differential impacts of earlier green-up and later brown-down are still 
being quantified, for each one-day increase in growing season length, net ecosystem 
carbon uptake has been found to increase by 4.3 g C·m−2·day−1 across a range of 
temperate deciduous forests (Wu et al., 2012).  Assuming similar productivity per unit 
canopy cover and a 31 day phenologic change, the extended urban growing season could 
potentially increase net biogenic carbon sequestration in Boston (27% canopy cover) by 
as much as 0.36 Mg C·ha−1·yr−1, a 50% increase in net biogenic exchange.  However, 
abiotic growing conditions that affect ecosystem productivity, such as soil moisture, 
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nitrogen availability, and atmospheric ozone, differ significantly between urban and rural 
areas (Pickett et al., 2011). 
 
Figure 2.7. A Landsat Enhanced Vegetation Index (EVI) time series for Boston, Worcester and 
Harvard Forest. Curves were fit using LOESS. Up arrows (↑) and down arrows (↓) represent green-
up and brown-down timing, respectively, at each site. 
As a result, scaling ecosystem productivity by canopy cover should only be 
considered a first order estimate of the effect of longer growing seasons on carbon uptake.  
Further, while it is clear that the urban heat island effect significantly alters air and soil 
temperatures and growing season length in the region, it is difficult to determine what 
fraction of the lengthened growing season in Boston, relative to Harvard Forest, is due to 
heat island effects versus local climate and topographic differences between the sites. 
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The timing of green-up and brown-down occurred at different points along the 
seasonal CO2 trend (Figure 2.7).  In Boston, CO2 mixing ratios began to decline in early 
February, well before the onset of photosynthesis in early.  This is likely due to a 
combination of increased vertical mixing, changes in background CO2 mixing ratios, and 
the 50% reduction in residential emissions from January through March (Gurney et al., 
2009) due to the typical early year decrease in heating degree days (HDD): during 2011 
in Boston, there were 1156 HDD in January, 961 in February, and 804 in March 
(National Climatic Data Center, 2012).  As a result, green-up occurred well after the 
timing of peak CO2 mixing ratios in Boston. Conversely, CO2 mixing ratios at all sites 
began to rise between late June and mid-August, proceeding brown-down by as many as 
104 days in Boston’s case.  The late summer increase in CO2 was likely not due to 
changes in residential emissions, but rather decreases in canopy photosynthetic efficiency 
(associated with foliar aging and decreasing insolation (Urbanski et al., 2007)), 
increasing ecosystem respiration, and changes to background CO2 mixing ratios.  Others 
have found that rates of gross primary production typically begin to decline in early July 
(Falge et al., 2002), consistent with the patterns observed at all sites. 
In contrast to the patterns in Boston, green-up and brown-down occurred closer to 
maxima and minima mixing ratios in Harvard Forest.  Mixing ratios at Harvard Forest 
began to decline in mid-May, 25 days before green-up. Biogenic fluxes dominate this 
rural site, which likely reflects the influence of the coniferous trees in the canopy: 
conifers begin photosynthesizing as soon as daily mean temperatures are consistently 
above freezing (Urbanski et al., 2007). The high values of EVI observed in Boston were 
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influenced by urban and suburban lawns, which typically sequester less carbon than 
forests (Pouyat et al., 2006). 
2.4.3 Trends in Observed CO2 
The differences we observed between our three study sites suggest that the land 
cover around a measurement location can influence observed mixing ratios of CO2.  For 
example, we found that observations near a densely populated area with high traffic 
emissions (Boston) exhibited higher atmospheric mixing ratios than a site surrounded by 
forest (Harvard Forest).  However, measurements in heterogeneous urban or suburban 
areas reflect a mosaic of land covers and depend on local meteorological conditions.  
To better quantify the influence of land cover on atmospheric CO2, we conducted 
a more detailed analysis of the Worcester site, which has both large tracts of forests and 
urban development nearby (Figure 2.8).  To the west of the Worcester site, forests 
dominate the land cover. To the east, residential, commercial/industrial, and other 
developed land uses dominate.  Downtown Worcester—including Interstates 90, 190, and 
290—is located between 40 and 170 degrees relative to the Worcester tower. Total ISA, 
which includes buildings, roads, and compacted man made soils, and mean EVI reflect 
these land covers (Figure 2.8). 
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Figure 2.8. A basemap with EVI of the two sectors at Worcester tower site, derived from Zhu and 
Woodcock, 2012. Worcester was chosen for this analysis due to its proximity to large tracts of forest 
to the west and to Worcester’s urban core, visible to the southeast. The 1km and 5km radii test areas 
were used to estimate biogenic emissions and correlate surrounding land cover to CO2 observations, 
respectively. 
CO2 mixing ratios measured from the primarily forested sector to the west 
(between 180 and 360 degrees) were on average 6.7 ± 1.8 ppm lower than CO2 mixing 
ratios observed from the urban sector to the east (between 0 and 180 degrees) (Figure 2.3). 
This provides further evidence that biogenic and anthropogenic fluxes associated with 
different land cover types likely influence observed atmospheric CO2 mixing ratios. For 
example, West Worcester exhibited much higher tree canopy cover (65%) and 
corresponding estimated biogenic fluxes (−9.1 and +7.48 Mg C·ha−1·yr−1 for GPP and 
E.R., respectively) than East Worcester (46% canopy, −6.44 and +5.29 Mg C·ha−1·yr−1 
for GPP and E.R., respectively). Anthropogenic emissions for East Worcester (11.16 Mg 
C·ha−1·yr−1) were relatively high compared to West Worcester and Harvard Forest, 
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suggesting that lower levels of canopy cover can serve as a proxy for human activity and 
associated anthropogenic emissions (Nordbo et al., 2012). 
There were also seasonal differences exhibited between the sectors. The mean 
summer CO2 mixing ratio for West Worcester was 389.4 ppm, compared to 395.2 ppm 
for East Worcester. These lower values in the west sector suggest increased 
photosynthesis, which is reflected in the higher EVI (0.56) and lower ISA (13.6%) 
exhibited by the west sector. Despite higher ISA (44.0%) and lower EVI (0.41) in East 
Worcester, the estimated ecosystem respiration comprised the largest single source of 
CO2 to the atmosphere (3.1 Mg C·ha−1·yr−1), underscoring the importance of vegetation 
cover on local carbon fluxes, even within developed areas. In fall, the mean CO2 mixing 
ratios for West and East Worcester were 404.0 and 416.1 ppm, and in winter, they were 
407.0 and 419.6 ppm, respectively.  The larger difference in mixing ratios between the 
two sectors in the fall and winter could be a result of proportionally greater increases in 
residential anthropogenic emissions in East Worcester relative to less-developed West 
Worcester during the cooler months. 
While the land cover in Boston and Harvard forest was more uniformly urban and 
rural, respectively, we also parsed the CO2 data by easterly and westerly wind sectors. In 
contrast to the Worcester results, the Boston and Harvard sector analyses in did not yield 
statistically significant differences, suggesting that the Worcester results were not driven 
by synoptic scale pollution patterns.  
Despite these strong associations between land cover, CO2 flux, and observed 
mixing ratios at the sector scale (east versus west), a more detailed spatial analysis, where 
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we divided the source area into 45 degree wind sectors, yielded inconclusive results. 
There were no statistically significant correlations between ISA, EVI, or any of 8 land 
use classes and CO2 mixing ratios for these more spatially resolved sectors. These results 
highlight several of the challenges associated with assessing the influence of 
heterogeneous land cover on CO2 mixing ratios. Mean EVI was not necessarily lower in 
areas with higher human population and emissions: for example, the residential areas 
found in East Worcester (Figure 2.8) had both a high mean EVI and population density. 
We attribute these high EVI values in residential areas in part to grass, which increases 
mean EVI, but does not sequester as much carbon in biomass as forests (Pouyat et al., 
2006).  This likely contributed to the inconclusive results in our analysis, further 
highlighting the challenges in using remotely-sensed measures of greenness as a proxy 
for biogenic fluxes in areas dominated by a mix of trees and grasses. Impervious surface 
area percentage is also a problematic proxy for CO2 emissions. ISA can underestimate 
carbon emissions from point sources, which are small in area, and from major 
transportation arterials, which are relatively narrow and are often surrounded by 
vegetation to provide a sound buffer in urban areas. Furthermore, attribution of emissions 
to local energy usage is very challenging since energy demand is often spatially separated 
from power generation. 
While we generated mixed results using this directional analysis around the 
Worcester site, there appeared to be an association between land cover and CO2 mixing 
ratios across Boston’s urbanization gradient, as demonstrated by Figure 2.3. As ISA and 
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anthropogenic emissions increased from Harvard Forest to Boston, so did CO2 mixing 
ratios. 
2.5 Conclusions 
In this study we examined the spatial and temporal variations in atmospheric CO2 
mixing ratios and carbon fluxes across Boston’s urbanization gradient.  There were large 
differences in estimated biogenic and anthropogenic carbon fluxes across this gradient 
with total anthropogenic emissions ranging from 37.3 Mg C·ha−1·yr−1 in urban Boston to 
1.5 Mg C·ha−1·yr−1 at the rural Harvard Forest. Despite the ~25-fold difference in local 
emissions, the mean annual difference in atmospheric CO2 mixing ratios was only 20.6 ± 
0.4 ppm from the most rural to the most urban ends of our Boston gradient.  The 
atmospheric signal from vegetation was clear in the observed seasonality at all sites, 
regardless of the amount of local vegetation (Figure 2.2).  We observed significant 
differences in growing season length across the gradient, with Boston’s growing season 
exceeding Harvard Forest’s by 31 days in 2011.  This extended growing season in Boston 
could potentially increase Boston’s annual net carbon sequestration by as much as 50%.  
In densely populated urban Boston, we estimated that human respiration contributed 
nearly as much CO2 as ecosystem respiration with each contributing 2.8 and 3.1 Mg 
C·ha−1·yr−1, respectively, similar to results found in Vancouver, CA, USA (Kellett et al., 
2013).  Heterogeneity in land cover across the urban-rural gradient, combined with variable 
meteorology and concomitant shifts in source areas, created a profound challenge in 
disaggregating the contributions to the CO2 signal. 
	  	  
40	  
The estimated carbon fluxes in this study highlight potential carbon mitigation 
strategies in urban areas, which are responsible—directly or indirectly—for the majority 
of anthropogenic emissions.  For example, it has already been suggested that net carbon 
uptake from vegetation and corresponding soils can be significant, even in urban areas 
(Peters &  McFadden, 2012).  Woody vegetation in Boston is not actively managed to 
reduce carbon emissions, but our first order estimate of urban vegetation sequestration is 
nearly 0.7 Mg C·ha−1·yr−1.  Grow Boston Greener, which seeks to increase the city’s tree 
canopy cover to 35%, might with time increase the sequestration by an additional 0.2 Mg 
C·ha−1·yr−1 (assuming productivity scales linearly with canopy cover), but the 
establishment and maintenance of those new trees can also have significant associated 
emissions (Pataki et al., 2011).  Our results suggest other strategies may have a larger 
effect on the area’s carbon budget.  For example, urban growth strategies which focus on 
densifying suburban areas rather than clearing new exurban areas could reduce both 
transportation related emissions (currently estimated at 10.6 Mg C·ha−1·yr−1 in Boston 
(Gately et al., 2013)) and emissions associated with forest cover loss (Hutyra et al., 
2011b).  Further, residential emissions are the second largest CO2 source in Boston (8 Mg 
C·ha−1·yr−1; Figure 2.3).  Given that over 60% of Boston’s housing stock was built before 
1939 (United States Census, 2010), there are ample opportunities for efficiency 
improvements from this sector (Raciti et al., 2012a). 
As cities, regions, and nations move forward with climate action plans and treaties, 
we need to improve our capacity to measure emissions and carbon exchange within urban 
areas. With our current measurement networks, modeling techniques, and fundamental 
	  	  
41	  
understanding of the urban carbon cycle, we are not yet able to adequately characterize 
urban carbon sources and sinks or to define the influence of urban ecosystems on regional 
atmospheric composition. The significant overlap of biogenic and anthropogenic 
processes in these areas makes partitioning of atmospheric mixing ratios into component 
fluxes difficult. Despite scientific uncertainties, current literature clearly suggests 
pathways for policymakers and highlights the imperative for CO2 emission reductions. 
For example, Massachusetts Governor Deval Patrick signed the Global Warming 
Solutions Act into law in 2008, committing Massachusetts to an aggressive and sustained 
reduction of greenhouse gas emissions over the next 40 years.  To meet these goals, the 
Commonwealth of Massachusetts and the City of Boston have undertaken a serious effort 
to develop emissions reduction plans, but current uncertainties in emissions estimates are 
large and can inhibit effective policy action (National Research Council (U.S.). 
Committee on Methods for Estimating Greenhouse Gas Emissions. et al., 2010). To 
move forward with cost effective and verifiable emission reduction plans, we need to 
expand our surface observations in urban areas, improve the spatial and temporal 
resolution of emission estimates, and continue the development of atmospheric models 
that can integrate such data to provide transparent estimates of spatiotemporal changes in 
carbon sources and sinks.  These advances would provide local policymakers the tools 
necessary to target emission hotspots and monitor the effectiveness of greenhouse gas 
emission reduction strategies over space and time.
	  	  
42	  
Chapter 3: Tree Productivity Enhanced with Conversion from Forest to 
Urban Land Covers 
3.1 Abstract 
Urban areas are expanding, changing the structure and productivity of landscapes. 
While some urban areas have been shown to hold substantial biomass, the productivity of 
these systems is largely unknown. We assessed how conversion from forest to urban land 
uses affected both biomass structure and productivity across eastern Massachusetts. We 
found that urban land uses held less than half the biomass of adjacent forest expanses 
with a plot level mean biomass density of 33.5 ± 8.0 Mg C ha-1. As the intensity of urban 
development increased, the canopy cover, stem density, and biomass decreased. Analysis 
of Quercus rubra tree cores showed that tree-level basal area increment nearly doubled 
following development, increasing from 17.1 ± 3.0 to 35.8 ± 4.7 cm2 yr-1. Scaling the 
observed stem densities and growth rates within developed areas suggests an 
aboveground biomass growth rate of 1.8 ± 0.4 Mg C ha-1 yr-1, a growth rate comparable 
to nearby, intact forests. The contrasting high growth rates and lower biomass pools 
within urban areas suggest a highly dynamic ecosystem with rapid turnover. As global 
urban extent continues to grow, cities consider climate mitigation options, and as the 
verification of net greenhouse gas emissions emerges as critical for policy, quantifying 
the role of urban vegetation in regional-to-global carbon budgets will become ever more 
important. 
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3.2 Introduction 
Terrestrial ecosystems are an important and dynamic component of the global 
carbon cycle. In recent decades, terrestrial ecosystems have sequestered approximately 
25% of the carbon emitted to the atmosphere by human activities (Stocker et al., 2013). 
Patterns of human development, including deforestation and urbanization, have changed 
the spatial distribution, structure, and extent of terrestrial ecosystems. Understanding the 
consequences of urban land use and land cover changes on terrestrial productivity and 
carbon stocks is critical for modeling the local, regional and global carbon cycle 
(Christen, 2014; Churkina, 2008). 
Population growth, migration into cities, and sprawling forms of land 
development are increasing urban populations and the spatial extent of cities. Between 
1950 and 2010, the global population grew from 2.6 to 6.9 billion people, with the 
percentage of people living in cities increasing from 29% to 52% (UNDESA, 2012). 
Urban areas comprise nearly 3% of global land area (Schneider et al., 2009), an extent 
comparable to that of temperate forests (Food Agriculture Organization, 2001), and the 
urban extent is projected to double by 2050 (UNDESA, 2012). In the U.S., approximately 
80% of the population now lives in urban areas (United States Census, 2010) and urban 
land cover expanded by 50-380% between 1974 and 2002, depending on how urban land 
cover is defined (Fulton et al., 2001; Jenerette &  Wu, 2001; Zhao et al., 2012). 
 Urban land cover is inherently heterogeneous, with roads, buildings, and 
vegetation co-occurring within small patches of land. Urban areas can include significant 
quantities of vegetation (Huyler et al., 2014), and often have a complex land use history 
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(Foster, 2005). These areas represent a patchwork of vegetated and developed land covers 
across which ecosystem function, productivity, and structure vary significantly 
(McDonnell et al., 1997; Pickett et al., 2011). 
The global environmental impacts of cities are growing (Foley et al., 2005; 
Grimm et al., 2008a; Seto et al., 2012a). Cities are estimated to consume 67% of global 
energy and emit 71% of energy-related carbon
 
emissions (International Energy Agency, 
2008). Further, urban development results in additional carbon emissions associated with 
the clearing and paving of land (Hutyra et al., 2011b; Raciti et al., 2012a; Seto et al., 
2012a). Studies also suggest that urban areas have unique meteorological and 
atmospheric properties (Coutts et al., 2007), distinct flora and faunal diversity (Hope et 
al., 2003), and higher levels of air and water pollution due to increased human activity 
and waste production (Grimm et al., 2008a).  These ecological impacts	  of urbanization 
extend far beyond individual city limits through environmental teleconnections and 
demand for agricultural and energy related goods and services (DeFries et al., 2010; Seto 
et al., 2012b). 
Vegetation in urban areas experiences modified growing conditions (Kaye et al., 
2006; Pickett et al., 2011). Urban areas typically exhibit 3-12° C higher mean annual 
temperatures than adjacent rural locations (Arnfield, 2003; Bonan, 2008b; Oke, 1982) 
and this “urban heat island” effect has been shown to increase growing season length by 
15-31 days in New England cities (Briber et al., 2013; Zhang et al., 2004b).  Fertilizer 
applications and enhanced urban atmospheric N deposition have been associated with 
increased soil N concentrations (Raciti et al., 2011). Atmospheric N inputs have been 
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positively correlated with on-road CO2 emissions (Rao et al., 2013) and proximity to 
major roadways (Bettez et al., 2013), highlighting the influence of human activity on 
plant nutrient inputs. Furthermore, urban areas often exhibit atmospheric CO2 
concentrations that are 10-50 ppm above ambient, which can stimulate plant productivity 
(Briber et al., 2013; George et al., 2007; Strong et al., 2011). Elevated concentrations of 
urban atmospheric aerosols increase diffuse beam radiation, thereby potentially 
enhancing photosynthetic efficiency of vegetation (Jacovides et al., 1997; Takagi &  
Gyokusen, 2004). While increases in N inputs, atmospheric CO2, and light availability 
coupled with a longer growing season may enhance plant productivity in urban areas, 
carbon deficient and compacted soils (Golubiewski, 2006; Lorenz &  Lal, 2009; Pongratz 
et al., 2009), foliar ozone damage (Novak et al., 2003), and reduced water availability 
due to runoff and the presence of hydrophobic soils (McDonnell et al., 1997) may limit 
plant productivity.  Our understanding of the net effect of urbanization on plant growth 
remains uncertain. The few existing in situ studies focusing on urban vegetation 
productivity found higher growth rates for urban trees than for trees in adjacent rural 
areas (Gregg et al., 2003; Searle et al., 2012). These studies focused on seedlings and 
saplings and did not consider land use history in their sampling. 
In this study we assessed the effect of land cover conversion from forest to a 
variety of urban land covers on vegetation dynamics. Specifically, we used a combination 
of remote sensing, field biometric measurements, dendrochronology, and tax assessor 
records to quantify how vegetation structure and growth rates changed as a function of 
urban development type and development intensity.  We hypothesized that urbanization 
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would simultaneously decrease terrestrial carbon pools and increase the relative 
ecosystem productivity of the remaining vegetation. 
3.3 Methods 
3.3.1 Study Area 
This study was conducted across a range of land covers in eastern Massachusetts (Figure 
3.1). Boston is the largest urban area in New England, both in terms of population and 
land extent. The population within the Boston Metropolitan Statistical Area (MSA) is 
approximately 4.6 million, making it the 10th largest MSA in the United States. Since 
1950, the Boston MSA population has increased by an average of nearly 1% yr-1 (U.S. 
Census, 2012). The region has a humid continental climate (Köppen classification Dfa), 
which is characterized by cold, snowy winters and hot, humid summers: Boston’s mean 
January and July temperatures are -1.5° and 23.3° C, respectively. There is a 0.25-1.5°C 
mean annual temperature gradient between our coastal and inland field sites. Mean 
annual precipitation is 1056 mm and is evenly distributed throughout the year (National 
Climatic Data Center, 2012). Vegetation in eastern Massachusetts is dominated by 
temperate mixed-hardwood forests that include red oak (Quercus rubra), white pine 
(Pinus strobus), red maple (Acer rubrum), and paper birch (Betula papyrifera). Soils in 
eastern Massachusetts are glacial in origin and are dominated by sand and silt loams and, 
to a lesser extent, rocky outcroppings (USDA NRCS, 2009). 
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Fig 3.1. The maps show the distribution of forested land use/cover and impervious surfaces across 
eastern Massachusetts. The hatched area on the inset denotes the extent of the Boston MSA.  Each 
point on the map reflects field plot locations and the area for street tree sampling. All of the orange 
points were converted from forest to urban land uses between 1971 and 2012; the shapes of the points 
denote the intensity of urban development, which include low density residential (LDR; circle), 
medium density residential (MDR; square), and other development (OTH; dominated by commercial, 
industrial, high density residential, and parking lot areas; triangle). The green, blue, and red points 
indicate plot locations for stable forests, stable urban land covers, and City of Boston street trees, 
respectively. The panels surrounding the central map illustrate the land cover characteristics of the 
different plot types, with white areas representing all other land covers (e.g. lawns, isolated trees, 
etc.).  Example field plots are shown to scale (30 m diameter) and point locations for street trees 
correspond to sample trees. 
Land use and land cover in eastern Massachusetts vary considerably and reflects 
evolving land use practices and development patterns over the last several hundred years.  
Most of the forested land in eastern Massachusetts was cleared for agriculture or human 
settlement in the 19th century. Agricultural abandonment in the early 20th century resulted 
in widespread reforestation across the region (Foster, 2005). While eastern Massachusetts 
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has a large and dense population, it also includes patches of extensive vegetation cover, 
with 41.7% of the Boston MSA forested (Raciti et al., 2012c). 
To quantify changes in vegetation structure and productivity that occur after 
urban development, we established 135 field plots (706.9 m2 each) across eastern 
Massachusetts. All plots were located on land with a coarse-loamy, mixed, mesic typic 
dystrochrepts soil, the most common soil family in eastern Massachusetts (USDA NRCS, 
2009). All of these plots were converted from forest to an urban land cover between 1971 
and 2012.  We also revisited existing plots from Raciti et al., 2012c) that were on the 
same soil family and had red oak present. Additionally, and in collaboration with the 
Morton Arboretum, we analyzed street tree growth rates in the City of Boston 
(Scharenbroch, unpublished data). For the purposes of data comparison and extrapolation, 
our final study area included five eastern and central Massachusetts counties: Essex, 
Suffolk, Middlesex, Norfolk and Worcester. 
3.3.2 Plot Selection and Stratification 
Definitions of “forest” and “urban” areas vary geographically and with the 
context of analysis (e.g. Raciti et al., 2012c).  For the purposes of this analysis, we used 
two different remote sensing-based land use and land cover change datasets to identify 
candidate locations for field sampling and categorize land cover. The MacConnell dataset 
was based on manual photo interpretation and included land use maps for 1971, 1985, 
and 1999 (MassGIS Datalayers: Land Use). In addition, we used the Continuous Change 
Detection and Classification (CCDC) (Zhu &  Woodcock, 2014) algorithm applied to a 
timeseries of Landsat observations in order to identify changes between 1984 and 2012. 
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Combining the two datasets provided a forty-year time window for land cover change 
analysis. 
The MacConnell land use maps were created by classifying 21 distinct land 
covers/uses using 1:25,000 aerial photographs across Massachusetts. The resulting data 
layers were developed explicitly for land cover change analysis and contain nested 
polygons at a 0.4 ha minimum mapping unit, with each polygon containing classification 
values for all three time periods. Polygons containing change after 1971 were subset and 
relabeled in a nested, hierarchical fashion to allow direct comparison across time periods. 
Using the CCDC algorithm, we analyzed the spectral reflectance from all available 
Landsat observations between 1984 and 2012 at each 30m pixel to identify the timing of 
spectral disturbances. We categorized change in land cover by classifying the land cover 
of stable time periods before and after a disturbance and comparing pixel-level 
reflectances to their stable model statistics (Zhu &  Woodcock, 2014). These land cover 
change products were combined to stratify field plots based on the intensity of urban 
development and time since development.  
The MacConnell and CCDC products had different mapping units (0.4 ha and 
0.09 ha, respectively) and different output data given their focus on land use and land 
cover, respectively. To facilitate comparison, the CCDC maps were filtered to include 
only land cover change pixels that were neighbored by at least two additional change 
pixels, changing from forest to any type of developed land cover. Filtering by such pixel 
groups helped to reduce high frequency errors and spectral changes that did not represent 
actual land cover change while increasing the effective minimum mapping unit to a level 
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comparable with the MacConnell maps. In addition, we spatially dilated the area of land 
cover change when there were three or more change pixels adjacent to one another.  
Dilating areas of land cover change identified by CCDC reduced change pixel omission 
along the edges of these patches and created continuous polygons that more closely 
reflect the land use change polygons mapped by MacConnell. For example, while forest 
edges adjacent to new suburban developments might not have changed their spectral 
reflectance - and thus would not have been picked up by CCDC - the land use may 
change from a forest to a developed, residential use. 
Using land use and land cover change locations identified by the MacConnell and 
CCDC maps, we stratified field plots into three urban intensity categories; low density 
residential (LDR), medium density residential (MDR), and other development (OTH). 
These classifications, which were generated before fieldwork began, were also used to 
analyze and parse processed data. These classes were defined by combining a collapsed 
version of a Landsat based Massachusetts training dataset (Zhu &  Woodcock, 2014) with 
a 2005 1m impervious Massachusetts GIS data layer (MassGIS Datalayers: Impervious 
Surface).  Areas around and including the LDR plots exhibited 0-50% impervious surface 
area (ISA) which contained single family residences; areas around and including the 
MDR plots exhibited 0-80% ISA and typically contained multi-story and condominium 
residences; areas around and including the OTH plots exhibited greater than 80% ISA 
and were dominated by parking lots and commercial and industrial buildings. There was 
overlap in the ISA range for the LDR and MDR classes, but the land use composition of 
those classes differed in housing density. The urban categorization was confirmed with 
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field observation. All field plots converted from forest to urban development and were 
further stratified into three time windows of conversion: 1971-1985, 1985-1999, and 
1999-2012. This sample design resulted in nine different land use and time since land 
cover change categories.  
With a goal of sampling at least 15 plots in each of these nine change categories, 
we generated a stratified random sample of 1,500 candidate plot locations from both 
public and private lands sharing the same soil type. Following the methods outlined in 
Raciti et al., 2012c, we used digital parcel data to derive ownership information and 
mailed letters requesting permission to sample. We visited only those sites for which 
permission to conduct the study on that site was granted, including sites on public and 
private property.  Access limitations prevented us from using a truly random sample. In 
order to prevent a potential bias towards plots where access was easier (e.g., commercial 
parking with no vegetation), we sampled public and private properties in the same 
proportion as found among the first 15 randomly chosen plots in each category. The final 
number of plots in this “land cover change” group included a minimum of 14 plots in 
each of the nine categories for a total of 135 plots (Figure 3.1). For most of the analysis, 
the plots were aggregated based on the land use conversion category: forest-to-LDR, 
forest-to-MDR, and forest-to-OTH.  The minimum number of plots in each of these three 
categories was 43. 
3.3.3 Field Sampling 
Field sampling took place from June through August 2013. Each sample plot was 
circular with a 15 m radius (706.9 m2). Plot centers were located using satellite basemaps 
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in ArcMap 10.0 (ESRI, Redlands, CA) and handheld GPS units with accuracies of ~3 m.  
A TruPulse 200 Professional Range Finder and Hypsometer (Laser Technology, 
Centennial, CO, U.S.) and field measuring tapes were used to determine the plot 
boundaries. The tree canopy cover was visually estimated from the ground at each plot 
and ground cover fraction was visually estimated for lawn, garden, forest, degraded forest 
(defined as small, unmanaged tracts that were often surrounded by development), weedy, 
bare ground, and paved surfaces. 
All trees with a diameter at breast height (DBH; measured at 1.37 m 
aboveground) ≥ 5 cm were measured and identified to species, whenever possible. Coarse 
woody debris (CWD) with a minimum diameter of 10cm and 1m length were measured 
within the plot area using either a Haglöfs (Langsele, Sweden) 40 cm analogue caliper or 
a DBH tape measure. See Raciti et al., 2012c for a complete methodological description 
of the aboveground live and dead biomass estimations. 
3.3.4 Tree Cores 
We extracted one tree core in each plot at breast height from a red oak ≥ 20 cm in 
DBH with a 200 mm long Haglöfs 5 mm increment borer.  If no red oaks were present 
within a sample plot, cores were extracted from a similarly sized red oak within ~50m of 
the plot center.  Only one core was extracted from each plot due to property owner 
concerns about tree damage.  In an attempt to control for differences in light conditions 
across plots, we preferentially extracted cores from canopy trees that were located along 
forest edges.  These trees frequently had crowns that were directly abutted on one side by 
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other trees’ crowns.  Cores were mounted and glued onto grooved wood blocks in the 
field. 
 A total of 75 tree cores were extracted.  After drying, each core was sanded on a 
belt sander to a broad, flat surface using coarse, 220 grit sand paper and then sanded by 
hand with fine, 400 grit paper to create a smooth surface.  Cores were scanned using a 
high-resolution color scanner (Epson Perfection V700 Photo) and ring increments were 
measured using WinDENDRO 2012 (Regent Instruments, Inc., Sainte-Foy, Quebec, 
Canada) image analysis software.  All increment measurements were independently 
verified for their ring count and position by at least two observers.  When chronologies 
were long enough, initial cross-dating was performed by identifying statistically 
significant reductions in growth during the gypsy moth outbreak of 1980 (Naidoo &  
Lechowicz, 2001).  All measurements, regardless of chronology length, were cross-dated 
using the program COFECHA (Grissino-Mayer, 2001; Holmes, 1983). 
DBH (cm) for each year in a core’s chronosequence was calculated as  
DBHi = DBH2013 – 2*RDi    (1) 
where DBH2013 is the DBH measured in 2013 DBH and RD is the radial distance from 
the year i to the bark.  Biomass was calculated using a forest-based red oak allometric 
equation (TerMikaelian &  Korzukhin, 1997) with biomass in kg and DBH in cm: 
Biomass = 0.113 * (DBH2.4572)   (2) 
Basal area was estimated as follows with basal area in cm2 and DBH in cm: 
  Basal area = π*(DBH/2)2    (3) 
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Basal Area Increment (BAI) and biomass increment (BI) were calculated for each year 
(Y) as: 
BAIY = basal areaY - basal areaY-1   (4) 
BIY = biomassY - biomassY-1    (5) 
where the units of BAI and BI are cm2 yr-1 and Kg yr-1, respectively. 
Land cover change dates for each core were determined using a combination of 
Massachusetts parcel data from tax assessor records (MassGIS Datalayers: Level 3 
Assessors' Parcels), remote sensing CCDC results (Zhu &  Woodcock, 2014), and aerial 
imagery from Google Earth (Google Inc., 2005).  In cases where the tax assessor record 
was incomplete, we used alternative commercial real estate databases to supplement the 
parcel records (www.thewarrengroup.com, www.zillow.com).  In addition, time-lapse 
imagery in Google Earth was used to confirm and identify land cover changes for each 
plot between 1993 and 2012. 
We required a minimum of five years of increment data before and after land 
cover change for each core to obtain robust growth estimates.  We assessed the suitability 
of requiring 10 years of rings before and after development, but found that 1) this reduced 
the number of available cores from 59 to 46; 2) the 10 year window yielded aggregated 
before and after BAI means that were within 2% and 18%, respectively, of those using 
the 5 year window; and 3) the 5-year window acceptably captured typical inter-annual 
variability.  Of the 75 cores extracted in 2013 for analysis in the “land cover change” 
category, four cores were excluded from analysis as they did not have a minimum of five 
years of growth increment data both before and after the established land cover change 
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date and nine additional cores were removed due to severe rot and/or unreadable rings.  
Five cores were reclassified from the land cover change category to the “stable urban” 
category (see below) as these plots likely had no vegetation pre-dating land cover change 
or we could not locate any physical records that the plot had been modified during the 
last 50 years.  Two cores from the Raciti et al., 2012c sampling effort were found to have 
converted from forest-to-LDR since 1971 and were reclassified accordingly.  In total, we 
had 59 useable cores for our land cover change analysis, 57 of which came from our 2013 
field campaign and two of which came from our 2010 field campaign. 
3.3.5 Background, Stable Urban, and Street Tree Increment Data 
In order to develop background regional tree growth rates for forest trees we used 
Forest Inventory and Analysis data (Forest Inventory Data Online: Aboveground 
Biomass Standard Report) from 99 red oaks within our study area.  The spatial 
distribution of these FIA data were not as even as the spatial distribution of our land 
cover change cores: 82 of the FIA data originated from trees in Worcester County, while 
the remaining 11 came from locations north and northwest of Boston.  Annual increment 
data was not available from the FIA; we estimated an average increment by dividing the 
most recent DBH by the tree age. 
Tree growth rates for street trees within the City of Boston were estimated using 
17 red oak cores collected by the Morton Arboretum in 2012 (Scharenbroch, personal 
communication).  The Boston street trees were all open grown, and most were in high 
exposed light environments.  The street tree cores were prepared (mounted, sanded, etc.) 
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and scanned by the Morton Arboretum; we processed the images with WinDENDRO 
using the methods described above. 
We also obtained tree growth rates for our “stable urban” category by revisiting 
13 plots from the work described in Raciti et al., 2012c.  Eleven of these plots did not 
undergo land cover or use change from 1971 to 2012 and were classified as stable urban.  
The two plots that underwent recent forest to urban land cover change were analyzed 
with our 2013, land cover change data. Including the four reclassified cores from our 
2013 field campaign, we analyzed a total of 15 stable urban cores.  One of the 15 plots 
was also identified as being completely forested (see Figure 3.1). 
All 2010 and 2013 plots, FIA, and Boston street tree data originated from within 
55 miles of Boston.  What distinguished our urban, land cover change plots from our 
background, forest plots was that our urban plots were in locations that had experienced 
anthropogenic land cover change. 
3.3.6 Statistical Analysis 
Statistical analysis was conducted using R Statistical Software 3.1.3 (R Core 
Team, 2012).  Unless specifically noted otherwise, all reported errors in the text and 
figures reflect 95% confidence intervals. Confidence intervals were calculated by 
bootstrap analyses (Efron &  Tibshirani, 1994) due to heteroscedasticity within the data 
distributions. Bootstrap samples were drawn 1000 times with replacement to estimate 
95% confidence intervals around mean. Error estimates do not include allometric or 
spatial scaling errors. An alpha-value of 0.05 was used to denote significance. 
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3.4 Results 
3.4.1 Plot Biomass, Ecosystem Structure, and Land Cover in Urban Plots 
Mean plot-level DBH, total live aboveground biomass, stem density, and canopy 
cover all declined as development intensity increased such that LDR > MDR > OTH 
(Table 3.1 and Figure 3.2).  Across all forest-to-urban land cover conversion pathways, 
we found a mean, area-weighted aboveground biomass of 42.7 ± 14.7 Mg C ha-1, 
approximately 54% of the mean eastern MA forest biomass (78.6 Mg C ha-1) reported by 
the FIA (Forest Inventory Data Online: Aboveground Biomass Standard Report).  While 
the changes in ecosystem structural characteristics were broadly consistent across all land 
cover change categories, differences between the forest-to-LDR and forest-to-MDR 
categories were more pronounced than differences between the forest-to-MDR and 
forest-to-OTH categories (Table 3.1).  Moreover, as development intensity increased 
from LDR to OTH, aboveground biomass decreased by about 65% from 52.3 ± 16.0 to 
18.4 ± 9.5 Mg C ha-1, respectively.  Biomass differences were more pronounced than 
accompanying differences in canopy cover and stem density across the same change in 
development intensity. 
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 Land 
Conversion 
Rate (km2 
yr-1)  
Current 
Areal 
Extent 
(km2) 
Percent of 
Study 
Area 
Number 
of Plots  
Current Stem 
Density (stems 
ha-1) 
Current 
Canopy Cover 
(%) 
Forest-to-
LDR (0-50% 
ISA) 
20.3 2028 23.0 46 359 ± 109 45.2 ± 9.7 
Forest-to-
MDR (0-
80% ISA) 
1.3 110 1.3 43 241 ± 96 30.0 ± 9.8 
Forest-to-
OTH (>80% 
ISA) 
0.9 75  8.5 46 232 ± 94 25.2 ± 10.4 
All 
Development 
Types 
22.5 2890 32.8 135 322 ± 99  39.4 ± 9.9 
Table 3.1. Ecosystem characteristics and land conversion rates. Ecosystem structure characteristics 
of all plots, parsed by forest conversion pathway.  Land area within the eastern Massachusetts study 
area includes all five counties in which we had study plots and is approximately 8,800 km2.  Stem 
density and canopy cover estimates across all development types are area weighted based on the 
current areal extent of each development category.  Land conversion rates were based on the 
difference in areal extent within each category between 1971 and 1999.  Current values were 
generated from 2013 field and FIA data. 
 
We found that trees ≥ 20cm in DBH (minimum size for coring) had a stem 
density of 106.1 ± 18.3 stems ha-1, represented an area-weighted mean biomass of 39.1 ± 
7.7 Mg C ha-1, and had a mean post-development growth rate of 16.8 ± 0.6 kg C tree-1 yr-
1.  Excluding stem recruitment, planting, and mortality and assuming all trees exhibit the 
same growth response to development as those cored for this study, our data suggest an 
aboveground biomass growth rate of 1.8 ± 0.4 Mg C ha-1 yr-1, representing a 4.6% yr-1 
increase in biomass (ranging from 3 to 7% yr-1). 
Visual estimates of ground cover were highly variable across all urban land cover 
types.  As development intensity increased from LDR to OTH development types, plot-
level lawn extent showed no statistically significant change.  However, there was a 
significant increase in plot-level ISA from 20.2 ± 6.8% to 53.0 ± 10.2% (MassGIS 
	  	  
59	  
Datalayers: Land Use) as development intensity increased from LDR to OTH 
development types. We found no significant relationship between the amount of ISA on 
the plot and stem density, live biomass, or tree-level BAI. 
 
Fig 3.2. Ecosystem structure. Aboveground biomass (AGB) and diameter at breast height (DBH) for 
all low density residential (LDR), medium density residential (MDR), and other (OTH) 2013 land 
cover change field plots.  The area weighted urban estimate was based on the areal extents from 
Table 1. Error bars are 95% confidence intervals. 
Land cover conversion rates between 1971 and 1999 indicate reductions in forest 
cover that are concomitant with increases in the coverage of urban development, 
especially in the form of forest-to-LDR land cover change (see Table 3.1).  Between 1971 
and 1999 forest cover within the study area decreased 13% from 5,023 to 4,451 km2 
(MassGIS Datalayers: Land Use). Given that most of this forested land was converted to 
some kind of urban development, we estimated that the resulting forest area lost was 
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roughly 0.23% yr-1 (MassGIS Datalayers: Land Use).  However, independent, county-
level FIA estimates suggest that forest area loss may have been higher at 0.35% yr-1 for 
1985-1998, decreasing to 0.19% yr-1 between 2005 and 2012 (Forest Inventory Data 
Online: Area Standard Report).  Based on the 2011 National Land Cover Database, 
forested and developed land covers (LDR, MDR, OTH) comprised approximately 54% 
and 33%, respectively, of total land cover within our study area (Jin et al., 2013). 
3.4.2 Tree Growth Rates 
We analyzed a total of 91 tree cores for annual growth increment. Cores from 
plots that underwent conversion from forest-to-urban land covers since 1971 (n=59 cores) 
had a mean DBH at the time of sampling of 45.6 ± 3.2 cm, with a mean BAI of 25.2 ± 3.7 
cm2 yr-1.  Cores from open-grown Boston street trees (n=17 cores) had a mean DBH of 
39.6 ± 6.5 cm at the time of sampling, with a mean BAI of 36.9 ± 9.5 cm2 yr-1. Cores 
from the stable urban plots that did not undergo any land cover change since 1971 (n=15 
cores) had a mean DBH of 45.9 ± 9.2 cm at the time of sampling, with a mean BAI of 
30.0 ± 7.1 cm2 yr-1. Data for the background growth category were based on 99 trees 
from FIA plots with a mean DBH of 31.4 ± 1.2 cm at the time of sampling and a mean 
BAI of 13.4 ± 1.1 cm2 yr-1. 
Of the 59 cores analyzed from sites that underwent land cover change, there were 
28, 18, and 13 cores in the LDR, MDR, and OTH subcategories, respectively.  
Differences in increment growth rates between development trajectories (i.e., urban 
subcategories) were not statistically significant and were aggregated for analysis.  
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Following conversion of forest to urban development, the mean overall BAI increased 
from 17.1 ± 3.0 cm2 yr-1 to 35.8 ± 4.7 cm2 yr-1 (Figure 3.3). Fifty-three of the 59 tree 
cores showed a significant increase in BAI, while 18 cores showed an increase of over 
200% after conversion (9.6 ± 3.9 to 39.7 ± 11.7 cm2 yr-1).  Generally, the cores with a 
lower initial BAI showed a larger growth response following development (Figure 3.3).  
Three cores showed no significant change and three cores showed a decrease in growth 
post-development. Overall mean annual biomass increment increased by 138%, from 6.5 
± 1.6 to 16.9 ± 3.0 kg C tree-1 yr-1 after the land conversion date. 
 
Figure 3.3. Basal area increment before and after land cover change. Mean basal area increment 
before and after conversion from forest to urban land cover for each tree.  The 95% confidence 
intervals reflect both inherent variability in growth rates and changes in the number of rings before 
and after land conversion.  Individual cores are color coded to denote the difference in before vs. 
after basal area increment and are categorized as a “Negative/No Response”, “Typical Positive”, and 
“Strong Positive.”  Trees which exhibited a “strong” response were those that had a ≥  200% increase 
in growth rates following land use change. 
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Across all cores, the average BAI indicated an increase in productivity after land 
cover change (Figure 3.4).  The mean growth rates for the period after land conversion, 
street trees, and stable urban plots were similar at 35.8 ± 4.7, 36.9 ± 9.5, 30.0 ± 7.1 cm2 
yr -1, respectively. Annual growth rates from these urban sites were approximately double 
the growth rates of the forest-grown red oaks sampled from the FIA plots and the pre-
development BAI.  Estimated growth rates in the FIA trees (13.4 ± 1.1 cm2 tree-1 yr-1) 
were similar to the pre-conversion growth rates at our sites undergoing land cover change 
(17.1 ± 3.0 cm2 tree-1 yr-1). 
 
Figure 3.4. Basal area increment for forest and urban land covers. Mean Basal Area Increment 
(BAI) within forested areas was based on the FIA regional plots and growth rates before land cover 
change.  Urban BAI includes growth rates after development, trees from stable urban plots, and 
open-grown Boston street trees. 
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The mean DBH at the time of conversion was 28.5 ± 3.6 cm, while the mean 
DBH at the time of sampling (i.e., 2013) was 45.6 ± 3.2 cm.  To test for tree size-related 
biases in the observed before-after land cover change BAI, we also calculated BAI as a 
function of size and found that, on average, trees within a given DBH class grew faster 
after the conversion than before the conversion (p < 0.01 for paired student t-test; Figure 
3.5).  While the variability within each size class is substantial, this result suggests that 
changes in size class did not drive the observed increases in productivity.  Note, while the 
basal area of a tree scale non-linearly with DBH, BAI is a function of growth in any 
given year and is independent of tree DBH. 
 
Figure 3.5. Basal area increment as a function of diameter at breast height (DBH) class before and 
after conversion to urban land covers.  DBH classes represent binned DBH values spaced at 5cm 
intervals.  The solid lines represent the medians for each category. 
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3.5 Discussion and Conclusions 
3.5.1 Plot Level Changes in Biomass with Land Cover Change 
We found that aboveground biomass was negatively correlated with development 
intensity (e.g. OTH < MDR < LDR).  Reductions in aboveground biomass with 
increasing development intensity were likely due to a combination of biomass removal 
associated with development and ensuing land management practices, including tree 
maintenance and removal.  Hutyra et al., 2011a and Raciti et al., 2012c found similarly 
large decreases in aboveground biomass with increasing intensity of urban development.  
We also found that as development intensity increased, the percentage of paved and lawn 
land covers increased while the percentage forested cover decreased.  Further, plots	  that 
underwent a forest-to-OTH land cover change typically had fewer and smaller trees, and 
consequently far less aboveground biomass than the other urban categories.  While we 
observed a ~100% increase in tree growth rates following development, we found that 
there was little relationship between plot biomass and growth rates. The biomass present 
within a plot at any point in time is a product of growth, recruitment, planting, and 
mortality rates integrated over time.  Further, tree growth rates reflect both inherent 
biological processes and active land management.  Since these processes and 
management choices likely change through time, we were only able to capture the current 
aboveground biomass pools and the pre- and post- development growth rates for one tree 
species (red oak). 
We found no significant relationship between plot-level ISA and biomass.  The 
ISA-biomass relationship was influenced by plots that simultaneously contained high 
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canopy cover (approaching 100%), high biomass, and high ISA due to a small number of 
large trees whose expansive crowns overtopped the paved areas around them.  This result 
is in contrast to the significant decreases of biomass with increases in ISA found by 
Raciti et al., 2012c at larger spatial scales. 
3.5.2 Tree level productivity and land cover change 
Tree productivity is a function of many biotic and abiotic factors, including: 
species, age, resource availability, growing season length, and competition (Iakovoglou et 
al., 2001; McDonald &  Urban, 2004). (Searle et al., 2012) found an eight-fold increase 
in tree growth rates in red oak seedlings in New York City compared to seedlings in rural 
New York that they attributed to local temperature differences.  (Gregg et al., 2003) 
suggested that lower levels of atmospheric ozone in urban areas, compared to adjacent 
suburban and rural areas, were responsible for elevated urban tree growth rates in New 
York City Populus deltoides seedlings. 
Despite a wide range of counterbalancing factors that might lead to increased or 
decreased vegetation productivity in urban areas, we found that the productivity (in BAI) 
of individual trees not removed during urbanization doubled with the conversion of forest 
to urban land cover.  While we are not aware of other studies that explicitly quantify tree 
growth in response to urbanization, several forest gap studies have found that mature red 
oak trees growing in gaps created in a Connecticut forest during tree harvesting 
experienced a 25-47% increase in DBH 5-12 years following disturbance (Ward, 2008; 
Ward, 2011). (Ward, 2008; Ward, 2011) attributed increased growth rates to crown 
release, as the trees in those studies had 25-100% of their canopy released, which is likely 
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comparable to the increased light conditions experienced by residual trees on recently 
developed land.  Tree crown release could be responsible for the similar increases in 
growth observed in our study, as greater than 80% of the trees that we cored were within 
10 meters of an edge or clearing, at the edge itself, or were completely isolated from 
other trees (e.g., in a lawn).  Trees growing in these conditions would have been exposed 
to more light due to less competition and, depending on land management practices, 
could have also been irrigated, fertilized, and given treatment for pests and diseases. 
In order to control for drivers of tree growth other than land cover change, we 
compared red oak BAI after land cover change with BAI from trees in stable urban 
conditions (i.e., no known land cover changes since at least 1971), from Boston street 
trees, and from stable forests (i.e., from FIA plots).  Before land cover change, tree 
growth rates were comparable to FIA forest plots.  In contrast, the average growth rates 
for post-land cover change trees, Boston street trees, and the stable urban trees were 
statistically indistinguishable from one another, and all were enhanced relative to FIA 
and pre-disturbance BAI.  Elevated light availability is an environmental condition shared 
by urban trees generally, which may explain the higher growth rates in these locations 
compared to forest trees. 
The suite of observational data from our study is consistent with the hypothesis 
that reduced competition for light and nutrients after land cover change stimulates tree 
growth.  The timing of tree growth response was closely correlated with our carefully 
determined date of land cover change, over half of the plots experiencing land cover 
change showed a large increase in tree growth within five years of the land cover change.  
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In several cases where a strong increase in growth did not fall within the 5-year window 
of the land cover change date, we suspect that an earlier land cover change may have 
occurred.  Further, the increases in growth after land cover change exceeded inter-annual 
variation.  Annual tree ring data can be noisy, but for over 3/4 of all cores analyzed we 
observed a flat trend (slope ~0) in increment prior to development, followed by a 
dramatic increase in growth rates after development.  In several instances growth rates 
increased over 1000% after land cover change.  We do not know of any other abrupt 
anthropogenic changes in growing conditions during the 1971-2012 time period, other 
than the identified land cover change.  During this study interval, there were 
climatological and ecological disturbances, like the 1980 Gypsy Moth infestation.  
However, the resulting changes in growth associated with these natural disturbances were 
typically short lived and/or several orders of magnitude smaller than those seen after land 
cover change. 
We observed the strongest growth response in the trees with the slowest growth 
prior to land cover change. The three trees that did not experience a significant 
enhancement in growth following development had high pre-development growth rates, 
suggesting that growing conditions for these trees may have been altered prior to the 
estimated land cover change date or that resources made available after land cover 
change were not previously limiting. Further, for two of the three cores that showed no 
response in growth after development, the estimated land cover change date fell more 
than three years outside of the identified CCDC/MacConnell land cover change time 
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period.  This suggests that we may have missed the timing of growth release in the cores 
that exhibit no change after our estimated date of land cover change. 
3.5.3 Effect of Elevated Productivity on Carbon Stocks in Urban Areas 
While there remains considerable uncertainty regarding C fluxes and terrestrial C 
stocks in urban areas (Hutyra et al., 2014; Pataki et al., 2011), recent studies have 
suggested that urban vegetation plays an important role in C cycling.  Studies that used 
field and remote sensing data to map vegetation have found extensive canopy cover and 
large aboveground C stocks in urban areas (Davies et al., 2011; Raciti et al., 2014).  
Furthermore, the vegetative fluxes in urban areas may be increasing due to urbanization-
induced changes to regional climate.  For example, it has been estimated that gross 
primary productivity has increased by 13% in the heavily developed eastern U.S., 
primarily through increases in downwelling shortwave radiation and temperature (Zhao et 
al., 2012).  (Briber et al., 2013) estimated that urban heat islands and resultant longer 
growing seasons may account for as much as a 50% increase in net biogenic exchange in 
the City of Boston, though there is still large uncertainty regarding the role of growing 
season length in C sequestration (Wu et al., 2012). 
Despite the substantial extent of urban vegetation and potentially high urban C 
densities, many remote sensing products and C mapping initiatives discount or 
completely ignore vegetation in urban areas (e.g. Bondeau et al., 2007; Raciti et al., 
2014; Sitch et al., 2003; Zhang et al., 2003). It should be noted that many remote sensing 
products were never intended to map vegetation in urban areas, rather their focus is 
typically on forested land covers.  In the case of the NASA Carbon Management System 
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forest biomass maps for biosphere flux estimation (NASA Carbon Monitoring System, 
2014), ~ 30% of Massachusetts is effectively assumed to have no vegetative fluxes due to 
its degree of urbanization. We found that aboveground biomass in urban land covers 
stored as much as 42.7 ± 14.7 Mg C ha-1, which is nearly 1/3 the aboveground C stocks in 
mature New England forests such as Harvard Forest (Urbanski et al., 2007).  These urban 
C pools coupled with the rapid tree growth observed in this study highlight the 
importance of urban vegetation for C storage and large biological fluxes from highly 
developed regions such as the northeastern United States.  
In order to explore the role of urban vegetation in net C sequestration, we must 
further our understanding of urban tree mortality and recruitment/planting rates (Nowak 
et al., 2004; Nowak et al., 1990; Roman et al., 2014).  For example, (Nowak et al., 2004) 
found that mortality rates for urban trees were 6.6% yr-1, resulting in an overall net 
decrease in the number of live trees by 4.2% yr-1. (Nowak et al., 1990) Urban tree 
mortality is often higher for smaller, more recently planted trees.  found mortality rates 
for newly planted street trees can be as high as 19% yr-1.  However, over 50% of the red 
oaks that we cored during our 2013 campaign date back to at least 1950, suggesting that 
mortality may affect street trees more than residual trees left standing or trees planted 
after land cover change. 
 Considering only trees large enough for coring in this study (≥ 20 cm in DBH), 
we found 39.1 ± 7.7 Mg C ha-1 of biomass in developed areas and an aboveground 
biomass growth rate of 1.8 ± 0.4 Mg C ha-1 yr-1, representing a 4.6% yr-1 increase in 
biomass (ranging from 3.8 to 5.7% yr-1).  For comparison, we extracted data from the 
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Harvard Forest data archives (Munger &  Wofsy, 1999for a mature mixed-hardwood 
forest in the Environmental Measurement Site at Harvard Forest in central Massachusetts. 
Using aboveground biomass accumulation of trees ≥ 20 cm in DBH over a 16 year period 
(1998 through 2013) we found a 1.4 ± 0.3% yr-1 increase in biomass (accounting for 
recruitment and mortality), with 1.5 ± 0.34 Mg C ha-1 yr-1 biomass accumulation and 
117 ± 7.9 Mg C ha-1 in aboveground live biomass {Munger, 1999 #542). Despite having 
~1/3 the aboveground biomass, the biomass growth rate in developed areas is comparable 
to that of Harvard Forest. 
The high growth rates in developed areas likely reflect favorable growing 
conditions, but this analysis does not fully inform us of the annual vegetative C balance 
since it is likely that recruitment rates will be lower and mortality rates will be higher 
within developed areas.  Moreover, urban tree biomass estimates in this paper were based 
on forest allometries, which may not accurately reflect urban tree forms (Troxel et al., 
2013). Nonetheless, the high observed tree growth rates highlight that vegetation within 
developed areas is very dynamic and has the potential to be a significant C sink at some 
points in time and space. 
Our results clearly show that the conversion of forests to developed areas have the 
potential to considerably alter both ecosystem productivity and the regional C balance.  It 
is likely that urban ecosystems could sequester a significant amount of C, depending on 
residential and municipal landscape management choices.  Given global forecasts for 
continued population growth, patterns of urban expansion and the resulting land cover 
changes, urban areas will continue to be a critical component of the changing global 
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carbon cycle (Hutyra et al., 2014).  Additional measurements of vegetation growth, 
mortality, planting, and recruitment rates within developed areas will be necessary for 
constraining our estimates of urban regional C balance and informing our land 
development choices.  Moreover, more accurate urban tree allometries are needed to 
better estimate terrestrial C stocks in urban areas. The consequences of development will 
vary among pre-development ecosystems (e.g., forest vs. grassland) and land use 
conversion pathways (e.g., forest to development vs. agriculture to development), 
improved our global estimates of both land cover change and biomass are needed to 
assess the C impacts of different development typologies (Romero‐Lankao et al., 2014).
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Chapter 4: Changes in Soil Characteristics with Time Since 
Development and Across Development Intensity  
4.1 Abstract 
Land cover changes associated with urbanization influence above and 
belowground components of terrestrial ecosystems, but it is unclear is how time since 
development, development intensity, and land management practices affect ecosystem 
carbon and nitrogen dynamics.  This study examines (1) how aboveground biomass, 
coarse woody debris, litter mass, and soil N, C, and bulk density vary across the Boston 
area as a function of different intensities of and time since urban development and (2) 
how soil N and C accumulation varies among four metropolitan areas in the United States.  
Most ecosystem characteristics show significant differences between urban areas and 
nearby forests, with soil C and aboveground biomass showing increases as a function of 
time since development. Integrating data from Baltimore, Denver, and Los Angeles 
indicate a dependence on land use history, with previously agricultural sites consistently 
showing higher rates of soil accumulation of N and C than plots that were previously 
forested or grassland in all four cities. 
4.2 Introduction 
 Land cover change significantly influences the local and global cycling of 
nitrogen (N) and carbon (C) (Houghton et al., 2012; Pongratz et al., 2009), ecosystem 
tree composition (Grimm et al., 2008a; Grimm et al., 2008b; McKinney, 2008), and local 
weather and climate (Zhang et al., 2004a; Zhang et al., 2004b).  While much of the 
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research related to the effects of land cover change on biogeochemical cycling has 
focused on agriculture (Gray et al., 2014; Murty et al., 2002) and tropical deforestation 
(Geist &  Lambin, 2002; Harris et al., 2012), there has been increasing interest in the 
biogeochemical impacts of urbanization (Briber et al., 2013; Grimm et al., 2008b; Hutyra 
et al., 2011b; Imhoff et al., 2010; Raciti et al., 2012c).  Due to their rapidly increasing 
spatial extent, human population, and economic activity, urban areas are directly and 
indirectly altering the structure (Seto et al., 2012b) and productivity of landscapes (Briber 
et al., 2015).  Currently, urban areas contain over half of the world’s population and 
cover approximately 3% of the planet’s land area (Schneider et al., 2009); by 2050 70% 
of the worlds population are projected to live in urban areas (UNDESA, 2012).  Between 
1980 and 2000, urban land area grew from 10.2% to 13.3% within the conterminous 
United States, 25% faster than the rate of population growth during the same time 
(Theobald, 2005).  Global urban land area could triple by 2030 (Seto et al., 2012a), with 
much of that expansion in the form of exurban development if past trends continue 
(Brown et al., 2005; Theobald, 2005). 
Urbanization and associated land cover changes can have a profound effect on 
above and below ground carbon stocks (Hutyra et al., 2011a; Pouyat et al., 2006; Raciti 
et al., 2012c), and atmospheric nitrogen inputs (Rao et al., 2014).  Previous work has 
shown that nitrogen deposition and foliar nitrogen concentrations are often elevated in 
urban areas compared to adjacent rural locations, likely due to human activity such as 
fossil fuel combustion (Fang et al., 2011; Pickett et al., 2011; Rao et al., 2013; Templer 
&  McCann, 2010).  However, soil carbon concentrations have been found to be lower in 
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urban areas compared to forested locations since vegetation biomass density is typically 
lower (Raciti et al., 2011).  Soil carbon and nitrogen have also been found to vary by 
specific land cover/use types.  For example, land converted from agricultural to 
residential uses such as lawn can retain high levels of nitrogen and carbon compared to 
nearby forested soils (Raciti et al., 2011).  On the other hand, impervious surfaces have 
been found to greatly reduce soil nitrogen and carbon concentrations (Edmondson et al., 
2012; Raciti et al., 2012b; Wei et al., 2014).  Soil C and N under lawn land covers has 
also been found to increase with time since development, but these trends vary by 
location, eco-region, and land use history (Golubiewski, 2006; Pouyat et al., 2009; Raciti 
et al., 2011; Townsend-Small &  Czimczik, 2010). 
Past research also suggests that increases in soil nitrogen inputs are correlated 
positively with rates of net primary productivity for some tree species (Thomas et al., 
2010).  Soil nitrogen availability in New England’s recovering forests has decreased over 
the last 100 years (Hooker &  Compton, 2003), which suggests that soil nitrogen may 
limit growth over some land covers, especially in higher CO2 urban environments (Oren 
et al., 2001).  Tree clearing during and after urbanization can also have a dramatic effect 
on tree growth due to canopy expansion and corresponding increases in light interception 
and nutrient availability (Ward, 2008; Ward, 2011).  In addition, increased temperatures 
within and across urban areas are likely responsible for changes in phenology (earlier tree 
budburst and later dormancy), increases in growing season length, and increases in 
annual net primary productivity of trees (Briber et al., 2013; Zhang et al., 2004b). 
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In this study we explore how soil and vegetation characteristics vary due to land 
conversion from forest to low-density residential, medium-density residential, and 
commercial/industrial land cover classes within Boston’s urban domain.  Using data from 
135 locations with known forest-to-urban land cover conversion dates across Eastern 
Massachusetts, we examine how soil, vegetation, and land cover characteristics vary as a 
function of intensity of development and time since development.  Further, we integrate 
our results with previous studies in three other metropolitan areas to synthesize emerging 
patterns in soil characteristics following development. 
4.3 Methods 
4.3.1 Study Area and Plot Selection  
Our study area covers much of Eastern Massachusetts, including the majority of 
Worcester, Norfolk, Suffolk, Middlesex, and Essex counties (Figure 4.1).  In 2013, we 
selected 135 field plots within this study area based on a random sample of areas that had 
experienced some form of forest-to-urban land cover change since 1972.  These plots 
were a combination of publicly and privately owned land and were classified as low-
density residential (LDR), medium to high-density residential (MDR) or other developed 
plots (OTH), which included commercial and industrial developments.  The 2013 field 
sampling was further stratified based on the year of forest-to-urban conversion: 1972-
1985, 1985-1999, and 1999-2012.  The 2013 field plots will henceforth be referred to as 
“post-1972”, in reference to their time of development.  A complete description of post-
1972 plot sample selection and stratification can be found in Briber et al., (2015) (Table 
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4.1).  In this analysis we also integrated field data from two urban to rural transects that 
were sampled in 2010 across eastern Massachusetts from Raciti et al., (2012c).  These 
sample plots from 2010 were classified as developed prior to 1972 (henceforth referred to 
as “pre-1972”) or “forest” (Table 4.1). 
	  
Figure 4.1 – A map of the study area with the various data sources as well as predominant land cover.  
The 2010 data was collected along two urban to rural transects, the southern of which went through 
secondary urban centers such as Framingham, MA and Worcester, MA.  The 2013 data was 
collected at locations that had undergone conversion from forest to development since 1972.  Note 
that the locations of the meteorological and trace gas monitoring towers used in the second chapter 
were included for reference. 	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Response Variable Years Sampled – 
Number of plots/samples 
Aboveground Tree 
Biomass 
2010 – 142 plots 
2013 – 135 plots 
Deadwood Biomass 2010 – 142 plots 
2013 – 135 plots 
Stem Density 2010 – 142 plots 
2013 – 135 plots 
Tree Growth 
Increment 
2010 – 15 samples 
2013 – 59 samples 
Soil C/N 2010 – 90 plots 
2013 – 113 plots 
Soil Bulk Density 
(10 cm depth) 
2010 – 90 plots 
2013 – 113 plots 
Litter Mass 2013 – 135 plots 
Plot Land Cover 2010 – 142 plots 
2013 – 135 plots 
Canopy Cover 2010 – 142 plots 
2013 – 135 plots 
ISA 2005 
Table 4.1 – Summary of observational data, years sampled, and sample size.  Each plot was 706 m2 in 
areas and typically included numerous observations with replicates for the soil samples. Deadwood 
Biomass includes both snag and coarse woody debris.  The years sampled for impervious surface 
area (ISA) refer to when the aerial photography was collected and complied; ISA was determined for 
all the 2010 and 2013 plots. 
4.3.2 Sampling Methods 
Field sampling occurred in 2010 for the forest and pre-1972 plots and in 2013 for 
the post-1972 plots. All sample plots were circular with a 15 m radius (706.9 m2). Trees 
with a diameter at breast height (DBH; measured at 1.37 m aboveground) ≥ 5 cm were 
measured and identified to species whenever possible. Coarse woody debris (CWD) with 
a minimum diameter of 10 cm and 1 m length were measured within the plot area using 
either a Haglöfs (Langsele, Sweden) 40 cm analog caliper or a DBH tape measure. See 
Raciti et al. (2012c) for a complete methodological description of the allometries used for 
aboveground live and dead biomass estimation.  From a subset of the pre- and post-1972 
plots, we extracted red oak 59 tree cores, usually along the separation between forested 
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and lawn or garden land covers.  Chapter two (Briber et al., 2015) provides a complete 
description of the tree core collection and processing methods.   
The standing soil organic horizon (litter) was sampled within a 20x20 cm area 
randomly located within the dominant permeable land cover(s) (garden, forest, weedy, 
and lawn); compost piles were avoided.  All litter samples were placed into paper bags 
and were taken back to the laboratory for weighing and drying. One or two soil cores 
samples were extracted from all plots that had exposed permeable land covers.  For post-
1972 soil data, one core was taken from each of the two predominant permeable land 
covers, if applicable. Two soil core samples were collected for each of the pre-1972 sites; 
soil cores were taken from random locations within the field plot (Raciti et al. 2012c).  
Cores were collected using a 5 cm slide-hammer corer to a depth of approximately 10cm 
(AMS Equipment, American Falls, Idaho).  After collection, soil samples were placed 
into plastic bags and taken back to the laboratory to be refrigerated. Before chemical 
analysis, soil samples were weighed and sieved to remove rocks, roots, and bulky organic 
material.  We dried 50 g of the remaining soil material in the laboratory oven at 60° C for 
48 hours.  The dried soil was ground using a mortar and pestle, and 20 g of homogeneous, 
well-mixed soil was then placed into a 9 x 5 mm tin capsule for chemical analysis.  Total 
N and C content were measured using flash combustion/oxidation in a Thermo Finnigan 
Flash EA 1112 elemental analyzer (Thermo Fisher Scientific, Waltham, MA, USA). For 
additional detail on soil N, C, and bulk density laboratory processing see Raciti et al. 
(2012c). 
	  	  
79	  
4.3.3 Statistical, Spatial, and Analytical Methods 
Statistical analysis was conducted using R Statistical Software 3.1.3. As the data 
presented in this chapter paper are discrete, significant differences were indicated by non-
overlapping, 95% confidence intervals unless specifically noted otherwise.  Confidence 
intervals were calculated by bootstrap analyses (Efron &  Tibshirani, 1994) due to 
heteroscedasticity within the data distributions. Bootstrap samples were drawn 1000 
times with replacement to estimate 95% confidence intervals around mean. Error 
estimates do not include allometric or spatial scaling errors. An alpha-value of 0.05 was 
used to denote significance.  All p values reported herein are from two sided student t 
tests, unless otherwise noted. 
Spatial datasets used in this chapter are identical to those from chapter 3 (Briber et 
al., 2015), and include the MASSGIS Level 3 Parcel Layer (MassGIS Datalayers: Level 
3 Assessors' Parcels) MASSGIS Impervious Surface Layer (MassGIS Datalayers: 
Impervious Surface), and the MacConnell-based MASSGIS Land use layer (MassGIS 
Datalayers: Land Use). 
4.4 Results 
4.4.1 Soil N, C, and Bulk Densities Over Time, Across Development Intensities, and Over 
Differing Land Covers 
In the forest plots, we observed mean soil characteristics of 4.16 ± 0.37 kg C m-2 
and 0.22 ± 0.02 kg N m-2 (Table 4.2; Figure 4.2a, b, c).  While there was no statistically 
significant difference between soil C and N between the forest and sites developed before 
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1972 (pre-1972 plots), bulk density increased from 0.66 ± 0.05 to 0.88 ± 0.05 g cm-3, 
respectively.   Mean soil characteristics for post-1972 plots were 3.01 ± 0.23 kg C m-2 
and 0.17 ± 0.01 kg N m-2, with a bulk density of 0.80 ± 0.04 g cm-3, indicating an overall 
decrease in soil N (p = 0.003) and C (p = 0.0000004) and increases in bulk density  (p = 
0.03) in developed soils relative to the forest plots. 
 Bulk Density (g cm-3) Soil C (kg m-2) Soil N (kg m-2) 
Forest 0.66 ± 0.05 4.16 ± 0.37 0.22 ± 0.02 
Pre-1972 0.88 ± 0.05 3.78 ± 0.33 0.24 ± 0.01 
Post-1972 0.80 ± 0.04 3.01 ± 0.23  0.17 ± 0.01 
1972-1985 0.82 ± 0.07 3.31 ± 0.73 0.18 ± 0.03 
Lawn 0.96 ± 0.05 2.83 ± 0.33 0.19 ± 0.03 
Garden 0.68 ± 0.10 3.80 ± 1.09 0.18 ± 0.04 
Forest 0.67 ± 0.08 3.77 ± 0.70 0.19 ± 0.03 
1985-1999 0.86 ± 0.06  2.84 ± 0.45  0.17 ± 0.02 
Lawn 0.93 ± 0.05 2.48 ± 0.24 0.17 ± 0.03 
Garden NA NA NA 
Forest 0.71 ± 0.05 3.63 ± 0.59 0.18 ± 0.03 
1999-2012 0.71 ± 0.10 2.93 ± 0.70 0.15 ± 0.02 
Lawn 0.90 ± 0.06 2.40 ± 0.36 0.17 ± 0.03 
Garden 0.76 ± 0.16 3.11 ± 1.03 0.10 ± 0.02 
Forest 0.45 ± 0.10 3.48 ± 0.52 0.15 ± 0.03 
Table 4.2 – Bulk density, soil C, and soil N by land cover and time of development.  The time of 
development is indicated in the first column, except for the “Forest” plots which were undeveloped at 
the time of sampling.  Aggregated row data by development time was calculated as an area-weighted 
mean based on the plot-level observations of lawn, garden, and forest land cover fractions. 
Area-weighting by the fraction of lawn, garden, and forest cover within each plot 
shows no significant changes in soil C as a function of since time of development.  
However, soil N consistently increased with time since development (Figure 4.2b). Bulk 
density was variable as a function of time since development, but broadly increased 
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relative to the forest observations.  Lawn samples showed reduced soil C relative to the 
other pervious land covers, with reduced C:N ratios and increased bulk density (Figures 
4.3e, f). 
 
Figure 4.2 – Soil C (a), N (b), and bulk density (c) at the forest, pre-1972, and post-1972 plots.  Post-
1972 data are parsed by land cover and aggregated by time period.  Aggregated values for the post-
1972 sites are area-weighted means based on plot-level observations of lawn, garden, and forest land 
cover fractions. Aboveground biomass (AGB) (d), coarse woody debris (CWD) (e), and littermass (f) 
at the forest, pre-1972, and post-1972 plots.  Pre-1972 and post-1972 data is parsed by land 
development intensity (LDR, MDR, and OTH) and aggregated by time period. White numbers 
within the bars indicate total number of soil samples (a, b, and c) and the total number of plots (d, e, 
and f).  Since garden land cover comripsed a much small fraction than lawn and forest land covers, 
the number of garden soil samples was low. 
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The forest patches within the developed plots showed a comparable soil bulk density to 
intact forest sites. Of the three soil characteristics examined, bulk density exhibited the 
strongest difference between land covers. 
 Looking at intensity of development reveals that soil N appears to have increased 
the fastest following development for plots in the forest-to-LDR category (Figures 4.3a, b, 
c, and d), especially under lawn land cover, although none of these trends are significant 
using linear regression (p > 0.05). For all development intensities, lawn and forest soil C 
exhibited weaker, statistically insignificnt increases trends over time. The trends in bulk 
denisty over time were also not significant (data not shown).  Mean lawn and forest soil 
N and and mean lawn bulk desnity bulk density all exhibited stepwise decreases with 
increasing development intensity (Figures 4.3d, e), although few of these decreases were 
statistically significant.  The difference between mean lawn and forest bulk density was 
significant at all land development intensities, with the greatest increase occuring from 
0.45 ± 0.10 to 0.9 ± 0.07 g cm-3 (p = 0.007) for the forest-to-OTH category (Figure 4.3e). 
Differences between mean lawn and forest soil C showed similar decreases with 
incrasing developemnt intensity, but the trends were weaker.  In contrast, the differences 
between lawn and forest soil C and N were not significant at any development intensity.  
Trends in C:N ratios by development intensity varied by land cover, but none of the 
trends within a given land cover were significantly different with changes in intensity of 
development (Figure 4.3f).  However, the differences between lawn and forest C:N for all 
development intensities were significant, with the greatest decrease from 23.8 ± 4.1 to 
14.2 ± 0.8 (p = 0.02) for the forest-to-OTH category.  Overall, differences in mean soil 
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charactersitics between land covers and across time were more significant than means 
across development intensity (Figures 4.2, 4.3). 
 
Figure 4.3 – Trends in lawn and forest soil N over time since development for forest-to-LDR (a), 
forest-to-MDR (b), and forest-to-OTH (c) land development intensities. Comparison between mean N 
(d), bulk density (e), and C:N ratios (f) for lawn and forested land covers, parsed by the three 
development intensities. 
4.4.2 Ecosystem Structure Since Time Development and Across Land Cover and 
Development Intensity 
Mean aboveground biomass (AGB) and total coarse woody debris (CWD) for 
forest plots was 106.2 ± 18.8 and 5.7 ± 1.6 Mg C ha-1, respectively (Figure 4.2d, e, f). As 
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development intensity increased from forest-to-LDR to forest–to-OTH at the post 1972 
plots, both AGB and CWD decreased from 50.1 ± 16.2 to 17.9 ± 9.3 (p = 0.001) and 2.0 
± 1.8 to 0.7 ±1.0 (p = 0.06) Mg C ha-1, respectively. 
 Aboveground 
Biomass (Mg C ha-1) 
CWD (Mg C ha-1) Litter (g C m-2) 
Forest 106.2 ± 18.8 5.7 ± 1.6 NA  
Pre-1972 26.0 ± 8.3 0.3 ± 0.7 NA 
Post-1972 32.6 ± 7.7 1.32 ± 0.4 254.7 ± 91 
1972-1985 50.1 ± 16.2 2.0 ± 1.8 282 ± 109 
LDR 55.4 ± 20.1 2.5 ± 2.5 233 ± 130 
MDR 68.5 ± 29.7 2.1 ± 1.5 343 ± 137 
OTH 24.5 ± 14.5 1.0 ± 1.2  258 ± 167 
1985-1999 31.2 ± 11.6 1.3 ± 1.4 239 ± 155 
LDR 63.3 ± 17.9 1.3 ± 1.4 500 ± 224 
MDR 27.2 ± 15.6 2.3 ± 2.1 212 ± 149 
OTH 0.5 ± 1.0 NA NA 
1999-2012 17.9 ± 9.3 0.7 ± 1.0  240 ± 203 
LDR 30.3 ± 14.0 1.0 ± 0.7 335 ± 322 
MDR 17.9 ± 14.1 1.2 ± 1.4 212 ± 142 
OTH 1.2 ± 1.2 NA  163 ± 327 
Table 4.3 – Abovegrund biomass, coarse woody debris, and litter mass at the forest, pre-1972, and 
post-1972 plots by development intensity and time of development.  The time of development is 
indicated in the first column, except for the “Forest” plots which were undeveloped at the time of 
sampling.  Aggregated row data by development time were not weighted in any way. 
In general, mean AGB and CWD increased with time since development, 
although the differences were not statistically significant. Differences in AGB and CWD 
between development intensity were only significant between the forest-to-LDR and the 
other two development intensity categories.  Basal area increment trees in the post-1972 
plots increased from 17.1 ± 3.0 to 35.8 ± 4.7 cm2 yr-1 (p = ) following development 
	  	  
85	  
(Briber et al., 2015).   Similar to aboveground biomass, litter mass was highly variable 
across land development intensity and since time of development. 
At the post-1972 plots, the two best predictors of AGB (Figure 4.4) were canopy cover 
(linear regression R2=0.50, p< 0.01) and time since development (linear regression R2 = 
0.15, p < 0.01), although these relationships were only significant when estimating AGB 
by the area of permeable land cover (rather than total plot survey area).  Conversely, 
DBH, land cover, and mean basal area increment after land cover change at the post-1972 
plots were not significantly correlated with the AGB pool size.  Despite trends of 
increasing soil N at the post-1972 plots, there was no observed relationship between 
measured mean basal area increment and any observed soil characteristics. 
 
Figure 4.4 – Changes to aboveground biomass/permeable area with time since development and 
canopy cover for the post-1972 plots.  Permeable area includes forest, lawn, garden, and weedy plot-
level land covers. 
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4.5 Discussion 
Changes in soil characteristics observed in urban areas may be due to changes in 
soil microbial communities, temperature, moisture, and the corresponding changes in 
nutrient availability and cycling and biomass composition  that typically occur after land 
development (Huyler et al., 2014; Stockmann et al., 2013; Trumbore, 1997).  For 
example, during and immediately following development, AGB is likely reduced due to 
land clearing and construction activities.  Reductions in AGB can in turn reduce soil C as 
well as soil N (Raciti et al., 2011), perhaps due to disturbed soil organic matter upon 
which the belowground microbial communities depend (Raciti et al., 2012b).  However, 
as the managed ecosystems on developed land begins to recover, there are often increases 
in temperature over lawn land covers (Groffman et al., 2009), water availability due to 
irrigation (Law et al., 2004), light conditions due to tree clearing (Briber et al., 2013; 
Ward, 2008; Ward, 2011), and N availability due to fertilizer application (Law et al., 
2004).  All of these factors can enhance soil C and N by stimulating biomass productivity 
and soil microbial communities (Hu et al., 2001; Kaye et al., 2005; Qian &  Follett, 2002; 
Raciti et al., 2011; Trumbore, 1997).  We found that soil C and N densities at the post-
1972 plots initially declined with conversion from forest to developed land uses, but 
recovered over time (Figures 4.2, 4.5), likely due to the factors mentioned above. 
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Figure 4.5 – Percent change in basal area and soil C and N after development at the post-1972 plots.  
Data points for basal area increment represent the mean for across all cores for the year given on the 
x-axis.  Data points for soil C and N represent binned averages at 5-year intervals.  The pre-
disturbance mean for basal area increment was calculated from the trees at developed locations, but 
from their pre-development, forested growth period.  The pre-disturbance means for soil C and N 
were calculated from the forest plots.  Trend lines are LOESS regression lines with a span of 0.75. 
Another explanation for why soil C and N increased at the post-1972 plots is their 
co-dependence, wherein increases in soil N due to fertilization can increase net primary 
productivity, especially in the presence of higher temperatures and water availability (Hu 
et al., 2001; Qian &  Follett, 2002).  Further, post-development land management 
practices such as lawn, garden, and forest mulching and composting could have played a 
role in the gradual accumulation of N and C (Kahlon et al., 2013). While it appears that 
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soils from the post-1972 plots recovered more than half of the C and N that they lost, we 
did not observe a full recovery to the pre-disturbance conditions (Figure 4.5). 
Contrary to soil C and N, bulk density did not change since time of development 
across the pre- and post-1972 plots, but there were significant changes between soils that 
experienced land cover change (both pre- and post-1972) and the forest soils.  Our bulk 
density results were similar both in magnitude and across land covers to those found by 
(Raciti et al., 2012c) who found significant increases in bulk density on developed lands 
between forest, residential, and other development land covers.  Mean pre- and post-1972 
bulk density also suggest that initial increases in bulk density under developed land 
covers were likely due to soil compaction during construction (Lorenz &  Lal, 2009) and 
are likely longer lasting than the observed, initial decreases in soil C and N.  In fact, some 
of the pre-1972 soils were disturbed more than 60 years ago and still show elevated bulk 
density values, supporting the idea that development-related bulk density changes persist 
with time. 
There have been several recent studies suggesting that carbon dynamics and 
microclimate are more homogeneous in urban areas (Groffman et al., 2014; McKinney, 
2006).  At the heart of these studies lies the notion that anthropogenic factors resulting 
from development and post-development land management practices tend to overwhelm 
natural biological processes and ecosystem function (Pouyat et al., 2009; Pouyat et al., 
2006), thus creating areas of similar soil carbon densities.  However, others have 
highlighted that while anthropogenic factors can overwhelm natural biological processes, 
post-development management is not homogeneous within and across urban areas 
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(Polsky et al., 2014).  The notion of urban homogeneity highlight the importance of land 
management identification and monitoring as a means to predicting local ecology (Polsky 
et al., 2014). 
Differences in land management practices by location could help explain some of 
the differences observed between the post-1972 data and those from other studies.  For 
example, working in at previously developed location within the Baltimore, MD area, 
Raciti et al. (2011) found that soil N increased rapidly with time since development under 
lawn land cover (p = 0.009, slope = 0.009 kg N m-2 year-1; Figure 4.6a).  In the Boston 
area we also found an increase in soil N density in lawns with time since development (p 
= 0.008, slope = 0.003 kg N m-2 year-1), but the forest reference soil conditions were 
lower than in Baltimore’s previously agricultural soils (Figure 4.6a).  While both Boston 
and Baltimore lawn soil N recovered to their pre-development levels, the Baltimore soils 
continued to accumulate soil N with time following development.  The differences 
between Boston (p =  0.17,  slope = 0.03 kg C m-2 year-1) and Baltimore (p = 0.03, slope 
= 0.08 kg C m-2 year-1) for soil C density were similar to those for soil N, and the mean 
carbon densities (in mass per unit area) in were again lower in Boston (Figure 4.6b). 
Boston soil C changes with time since development were similar to those found at 
developed residential sites in the Denver, CO area (p = 0.06 and 0.03, mean slope = 0.05 
kg C m-2 year-1) (Golubiewski, 2006; Pouyat et al., 2009), although soils in the Los 
Angeles area (Townsend-Small &  Czimczik, 2010) exhibited considerably stronger C 
accumulation rate following development than soils in Boston or Denver (p = 0.01, LA 
slope = 0.14; Figure 4.6c). 
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Figure 4.6 – Lawn soil N (a) and C (b) since time of development for the Boston (post-1972) and 
Baltimore (pre-1972) plots (Raciti et al. 2011).  Lawn C (c) since time of development for Los Angeles 
(Townsend-Small and Czimczik 2010) and Denver (Golubiewski 2006, Pouyat et al. 2009) plots.  All 
plots were developed from forest, agriculture, or grassland into residential land uses.  Data was 
grouped by region, biome, and soil characteristic.  Shaded areas around the forest references 
represent 95% confidence intervals. 
That soil N appears to rebound faster than soil C for both previously forested and 
cultivated soils suggests that land use management practices, such as fertilizer application, 
may play a significant role in the observed N accumulation over time.  With the 
exception of mulching and composting, landowners are less likely to amend their lawn 
soils with C than N.  Further, while we found no relationship between post-1972 soil 
characteristics and property value or town per-capita income, there are likely significant 
land management differences both within and across all locations.  Construction practices 
on agricultural land likely require different methods than for practices on forested land.  
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Different states and municipalities can also vary in their policies regarding proximate 
disturbance and erosion controls following construction.  All of these differences in turn 
are likely to influence soil C and N densities and over time. 
The differences in soil N and C between these locations could have also been 
influenced by corresponding land use histories: the post-1972 Boston plots were 
previously forested; the Baltimore (Raciti et al., 2011) and Los Angeles (Townsend-
Small &  Czimczik, 2010) plots were previously agriculture; and the Denver plots were 
previously shortgrass steppe grassland (Golubiewski, 2006; Pouyat et al., 2009).  Others 
have suggested that increases in water and nutrient availability help previously cultivated 
residential lawn soils to accumulate C and N quickly after development (Kaye et al., 
2005; Raciti et al., 2008).  While it is still unclear why lawn soils that were previously 
under agriculture accumulate soil C and N faster than previously forested soils, Raciti et 
al. (2011) suggested that differences in soil organic matter, soil structure, and aeration 
may increase the N and C capacity of previously cultivated lawn soil. 
In addition to changes in soil characteristics, there are often changes in AGB and 
growth rates after development.  For example, observations from within the Seattle and 
Baltimore areas indicate decreased AGB with increasing urban intensity (Hutyra et al., 
2011a; Raciti et al., 2012c).  Further, AGB typically increases with time since 
development, although it is usually much lower than nearby forest means (Briber et al., 
2015).  In the post-1972 plots, we found a similar positive correlation between AGB and 
time since development and a similar negative correlation between AGB and 
development intensity.  These results suggest that aboveground biomass does partially 
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recover in urban areas after development, and could potentially store more carbon than 
current biomass maps suggest (Bondeau et al., 2007; Sitch et al., 2003; Zhao et al., 2005). 
Others have also observed increases in growth rates for trees in urban areas 
compared to those in adjacent rural locations (Briber et al., 2013; Gregg et al., 2003; 
Searle et al., 2012). It has been suggested that these increases in productivity were a 
result of the increases in nutrient, water, and light availability (Briber et al., 2015), 
decreases in atmospheric ozone (Gregg et al., 2003), and increases in temperature (Searle 
et al., 2012) often found within urban areas. Unlike AGB, our findings suggest that 
biomass productivity increases following development with post-1972 basal area 
increment increasing immediately after land cover change and continuing to increase 
over time such that the mean post-development growth rate 30 years after development 
was roughly 140% higher than the pre-development growth rate (Briber et al., 2015).  It 
is possible that growth rates continue to be enhanced after 30 years since development 
since these trees likely continue to experience enhanced light conditions, are often 
watered during drought, and live within an elevated temperature (Bonan, 2008a; Oke, 
1982) and atmospheric CO2 (Thornton et al., 2007) environment in the urban areas.  It 
should be noted that the increase in tree productivity is much more rapid than the 
recovery in soil C and N densities, in mass per unit area. 
4.6 Conclusions 
This study suggests that examining land use history, land cover type, and land 
management practices is critical to our understanding of above- and belowground C 
stocks and N availability, especially within urban areas.  In the case of soil C and N, past 
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anthropogenic land use change in combination with recent land management practices 
appear to be driving the differences in observed trends.  Soils under lawn land covers 
exhibited the greatest decreases and subsequent recoveries in C and N after development, 
suggesting a strong relationship between land management and and C and N cycling.  
Trends in soil N and C also imply that the influence of urbanization on a soil’s ability to 
retain C and N varies considerably by location.  Further, the decrease in soil lawn C and 
N from pre-disturbance levels can either be short lived (~ 10 years) or can be 
comparatively long lasting (over 40 years).  Taken together, these results highlight both 
the potential of urban lawn soils to either sequester or lose C after development. 
Altered environmental conditions through development activities likely also 
influence local biota.  For example, it is possible that canopy expansion due to original 
land clearing could be primarily responsible for increases in biomass productivity, 
especially in areas like eastern Massachusetts that are less water and more light limited in 
terms of photosynthetic activity (National Climatic Data Center, 2014; Nemani et al., 
2003).  These conclusions highlight the need for further study regarding the effects of 
development and subsequent land management practices on important ecological 
variables within the N and C biogeochemical cycles. 
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Chapter 5: Conclusions 
Patterns of human development, including urbanization, have changed the spatial 
distribution, structure, and extent of terrestrial ecosystems.  Further, urban areas are 
directly or indirectly responsible for the majority of anthropogenic CO2 emissions 
(Satterthwaite, 2008; UNDESA, 2012). In the United States, urban, suburban, and 
exurban development extent is rapidly expanding (Zhao et al., 2012), and more than 80% 
of the USA population is living in urban areas (U.S. Census, 2012). Understanding the 
consequences of urban land use and land cover change on terrestrial productivity and 
carbon stocks is critical for modeling the local, regional, and global carbon cycle 
(Christen, 2014; Churkina, 2008). This dissertation explored how urban characteristics 
and the processes of urbanization affect CO2 in the atmosphere (second chapter), rates of 
carbon uptake by plants in cities (third chapter), and the structure of urban ecosystems 
(fourth chapter).  
 The second chapter characterized observed atmospheric CO2 mixing ratios and 
estimated CO2 fluxes at three sites across an urban-to-rural gradient in Boston, MA, USA. 
Using one year of atmospheric CO2 mixing ratio observations I found significant 
differences in how, where, and when CO2 was exchanged within Boston’s urban domain. 
I observed that local atmospheric CO2 mixing ratios across Boston’s urbanization 
gradient could be partially explained by the patterns of nearby carbon sources and sinks. 
However, the differences in atmospheric CO2 were all within 5%, while the local fossil 
fuel emissions varied from 1.5 to 37.3 Mg C ha yr-1. Comparing mean annual 
atmospheric CO2 and our estimated biogenic and anthropogenic fluxes at the three 
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locations demonstrated that while anthropogenic sources of CO2 dominated within urban 
Boston, ecosystem respiration was ~3.8 Mg C·ha−1·yr−1, approximately 10% of fossil fuel 
emissions.  Further, human respiration fluxes in densely populated Boston were 
comparable in magnitude to ecosystem respiration. Using remote sensing observations, I 
found that the growing season in Boston was approximately one month longer than in the 
rural location, potentially leading to an additional 0.36 Mg C·ha−1·yr−1 in ecosystem 
uptake. 
As cities, regions, and nations move forward with climate action plans, we need to 
improve our capacity to measure emissions and carbon exchange within urban areas. In 
this study, we were not able to fully characterize urban carbon sources and sinks due to 
the significant overlap of biogenic and anthropogenic processes in these areas.  However, 
to move forward with cost effective and verifiable emission reduction plans, we need to 
expand our surface observations in urban areas, improve the spatial and temporal 
resolution of emission estimates, and continue the development of atmospheric models 
that can integrate such data to provide transparent estimates of spatiotemporal changes in 
carbon sources and sinks. 
 The third chapter explored the change in aboveground biomass and biomass 
growth rates at sites that had undergone conversion from forest to urban development in 
Boston, MA, USA.  Urban areas contained less than half of the aboveground biomass of 
nearby Harvard Forest, and exhibited decreasing above ground biomass with increasing 
urban intensity.  I observed a ~100% increase in mean basal area increment, from 17.1 ± 
3.0 cm2 yr-1 before development to 35.8 ± 4.7 cm2 yr-1 after development.  Scaling the 
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observed stem densities and growth rates yielded an estimated annual increase in 
aboveground biomass of 1.8 ± 0.4 Mg C ha-1 yr-1.  This value is comparable to the 
aboveground biomass accumulation found at Harvard forest, suggesting that urban trees 
have the potential to accumulate carbon at rates approaching those of trees in forested 
locations. 
 Given these results, it is likely that urban ecosystems sequester a significant 
amount of C, which are partially determined by residential and municipal landscape 
management choices.  In order to constrain our estimates of urban regional C budgets and 
inform land development choices, we will also need to integrate vegetation growth data 
with mortality and recruitment rates within developed areas. Given expanding urban 
areas, aggressive municipal greenhouse gas reduction goals, and the need for verification 
of net greenhouse gas emissions, quantifying the amount and role of urban vegetation in 
carbon cycling will become increasingly important. 
In my fourth chapter, I found that belowground carbon pools and nitrogen 
availability under lawns appeared to recover and, on land that was previously agriculture, 
likely exceed post-development decreases in Boston, MA, USA.  However, the data I 
used in this chapter exhibited considerable variability, both across time and development 
intensity.  Comparing our results with those from Baltimore (Raciti et al., 2011), Los 
Angeles (Townsend-Small &  Czimczik, 2010), and Denver (Golubiewski, 2006; Pouyat 
et al., 2009) indicated that previous land use history also influenced belowground pre-
disturbance C and N levels as well as a soil’s ability to recover C and N after disturbance. 
The inherent variability of soil data combined with highly variable local land 
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management practices (Polsky et al., 2014) further suggests the influence of the site-
specific social drivers of C and N cycling. 
In summary, this dissertation highlights the importance of vegetation in urban 
areas.  My results indicate that both above- and belowground terrestrial C stocks could be 
higher than previously assumed (Pataki et al., 2011; Raciti et al., 2011), and have the 
potential to increase significantly depending on management practices and policies. A 
useful next step in this research includes expanding the use of eddy flux towers in urban 
areas.  This would be an excellent next step in improving our estimates of both net carbon 
balance and the contribution from biogenic and anthropogenic sources, especially if we 
could measure all C isotopes in the atmosphere.  Careful sighting of urban tower is 
critical for flux tower footprint determination. 
We also need to expand our understanding of urban vegetation ecology, 
particularly our quantification of tree recruitment, planting, and mortality rates. 
Understanding these terrestrial dynamics is critical to scale the consequences of our 
observed urban tree growth enhancements. Terrestrial lidar systems (Yang et al., 2013) 
are a promising tool for estimating aboveground tree form and biomass, regardless of 
ecosystem type and location.  Finally, we need to increase our understanding of the social 
drivers of above- and belowground C and N cycling.  Land management practices, which 
likely vary by location, ecosystem, and region, could help to explain some of the 
variation that we see in urban soil C, N, and bulk density.  Taken together, these next 
steps will aid in emissions verification, municipal carbon sequestration strategy, and our 
fundamental understanding of the ecology of cities. 
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