In this paper, we combine the gradient projection algorithm and the hybrid steepest descent method and prove the strong convergence to a common element of the equilibrium problem; the null space of an inverse strongly monotone operator; the set of fixed points of a continuous pseudocontractive mapping and the minimizer of a convex function. This common element is proved to be the unique solution of a variational inequality problem. MSC: 47H06; 47H09; 47J05; 47J25
Introduction
Let H be a real Hilbert space with inner product ·, · and norm · and let K be a nonempty, closed, and convex subset of H. Let F be a bifunction of K × K into R. The equilibrium problem for F : K × K → R is to find x ∈ K such that F(x, y) ≥ , ∀y ∈ K.
(.)
The set of solutions of (.) is denoted by EP(F). For a given nonlinear operator A, the problem of finding z ∈ K such that Az, y -z ≥ , ∀y ∈ K, (  .  )
is called the variational inequality problems VIP and the set of solutions of the VIP is denoted by VIP(A, K). Given a mapping A : K → H, let F(x, y) = Ax, y -x for all x, y ∈ K , then z ∈ EP(F) if and only if Az, y -z ≥ , ∀y ∈ K , that is, z is a solution of the variational inequality (.). The set of fixed points of a mapping T is denoted by F(T) = {x ∈ K : Tx = x}.
In what follows, we shall use → for strong convergence and for weak convergence. For every point x ∈ H, there exists a unique nearest point in K denoted by P K x such that x -P K x ≤ x -y , ∀y ∈ K . The map P K is called the metric projection of H onto K . It is also well known that P K satisfies http://www.fixedpointtheoryandapplications.com/content/2014/1/156 where the parameters μ, μ n are positive real numbers known as step-size. The scheme (.) has been considered with several step-size rules:
• Constant step-size, where for some μ > , we have μ n = μ for all n.
• Diminishing step-size, where μ n →  and ∞ n= μ n = ∞.
• Polyaks step-size, where μ n = f (x n )-f * ∇f (x n )  , where f * is the optimal value of (.).
• Modified Polyaks step-size, where μ n = f (x n )-f n ∇f (x n )  andf n = min ≤j≤n f (x j ) -δ for some scalar δ > . The constant step-size rule is suitable when we are interested in finding an approximate solution to the problem (.). The diminishing step-size rule is an off-line rule and is typically used with μ n = c n+ or c √ n+
for some distributed implementations of the method. These schemes are the well-known Gradient Projection Algorithms. However, the convergence of these schemes requires that the operator ∇f must be Lipschitz continuous and strongly monotone, which is a strong condition and restrictive in application. If ∇f is Lipschitz continuous and strongly monotone on H, it is obvious that the map P K (I -μ∇f ) is a strict contraction and by the Banach contraction principle, the sequence {x n } defined by (.) converges strongly to the unique minimizer of (.) which is the solution of the variational inequality problem (.). Another limitation of the scheme in (.) is that it is based on the assumption that the closed form expression of P K : H → K is well known, whereas in many situations it is not.
The iterative approximation of fixed points and zeros of the nonlinear operators has been studied extensively by many authors to solve nonlinear operator equations as well as variational inequality problems (see [, ] , and the references therein).
Ceng et al.
[] studied the following algorithm:
and P C (I -λ n ∇f ) = s n I + ( -s n )T n , n ≥ , and they proved that the sequence {x n } converges strongly to a minimizer of a constrained convex minimization problem which also solves a certain variational inequality.
For r > , T r and F r as in Lemma . and Lemma ., respectively, Ofoedu [] introduced the following iteration scheme:
and proved that if H is a real Hilbert space; S : H → H is a continuous pseudocontractive mapping; T j : H → H, j = , , , . . . , is a countable infinite family of nonexpansive mappings; f : H × H → R is a bifunction satisfying (A)-(A); : H → R ∪ {+∞} a proper lower semicontinuous convex function; : H → H a continuous monotone mapping; u ∈ H is a fixed vector; A : H → H is a strongly positive bounded linear operator with coefficient γ ; B : H → H is an η-inverse strongly monotone mapping and the sequences {r n }, {α n }, {β n } satisfy appropriate conditions, then the sequence {x n } converges strongly to a unique solution
In , Yamada [] introduced the hybrid steepest descent method which solves the variational inequality VIP(F, K) over the set K of fixed points of a nonexpansive map T. http://www.fixedpointtheoryandapplications.com/content/2014/1/156
In particular, he studied the following:
x n+ = (I -α n μF)Tx n and proved the following theorem.
Theorem IY []
Assume that H is a real Hilbert space and T : H → H is nonexpansive such that F(T) = ∅, and A : H → H is η-strongly monotone and L-Lipschitz. Let μ ∈ (, η L  ). Assume also that the sequence {λ n } ⊂ (, ) satisfies the following conditions: 
and he proved that if α n , β n , λ n satisfy certain conditions, then the sequence {x n } given by (.) converges strongly to q ∈ F(S) ∩ EP(φ), which solves the variational inequality
In , Tian and Liu [] introduced the following scheme:
and proved that if C is a nonempty, closed, and convex subset of a real Hilbert space H; a bifunction from C × C into R satisfying (A)-(A); f : C → R a real valued convex function; ∇f is an L-Lipschitzian mapping with L ≥ ; ∩ EP( ) = ∅ where is the solution set of a minimization problem; F : C → H a k-Lipschitzian continuous and η-strongly monotone operator with constants k, η ≥ ;  < μ < η
) and the sequences {α n }, {r n }, {λ n } satisfy appropriate conditions, then the sequence {x n } generated by x  ∈ H converges strongly to a point q ∈ ∩ EP(φ) which solves the variational inequality Fq, p -q ≥ , ∀p ∈ ∩ EP(φ). operator; the set of fixed points of a continuous pseudocontractive mapping and the minimizer of a convex function. This common element is proved to be the unique solution of a variational inequality problem.
Preliminaries
For solving the equilibrium problem for a bifunction F : K × K → R, let us assume that F satisfies the following conditions: 
Furthermore, if
∀x ∈ H, then the following holds:
is closed and convex. 
Lemma . (Combettes and Hirstoaga
Recall that a mapping A :
Lemma . Let A : H → H be monotone over a closed and convex subset K of H, then the following statements are equivalent:
() z ∈ K is a solution of VIP(A, K) if Az, x -z ≥ , ∀x ∈ K . () For fixed μ > , z = P K (I -μA)z.
Lemma . (see [, ])
Let {a n } be a sequence of nonnegative real numbers satisfying the following relation:
Then lim n→∞ a n = . 
Lemma . Let H be a real Hilbert space, then for all x, y ∈ H, the following hold:
(i) x -y  = x  - x, y + y  ; (ii) x -y  ≤ x  - y, x + y .
Lemma . A map T : H → H is averaged if and only if A
= I -T is η-inverse strongly monotone for η >   . In particular, for α ∈ (, ), T
is α-averaged if and only if I -T is
 α -inverse strongly monotone.
Lemma . Let T = ( -α)A + αS, α ∈ (, ). If A is averaged and S is nonexpansive, then T is averaged.

Remark .
(i) A map N is firmly nonexpansive if it is -inverse strongly monotone.
(ii) N is firmly nonexpansive if and only if I -N is firmly nonexpansive.
(iii) Every firmly nonexpansive map is averaged.
where N is firmly nonexpansive and S is nonexpansive, then T is averaged. 
When α = , (.) implies that A is firmly nonexpansive and hence, A is nonexpansive. Thus, a map A is firmly nonexpansive if and only if it is -inversely strongly monotone.
From the Schwartz inequality, we find that α-inverse being strongly monotone implies 
-averaged, so that from Remark ., we have 
and let ε be a real constant such that  < ε < γ . For r > , T r , F r are as in Lemma . and Lemma ..
Consider the sequence {x n } n≥ generated iteratively from arbitrary x  ∈ H by
we shall study the strong convergence of the iteration scheme to a unique solution q ∈ where q = P (I -μA)q solves the variational inequality Aq, z -q ≥ , ∀z ∈ , and z n = F r n x n and we have P K (I -λ n ∇f ) = s n I + ( -s n )T n , where s n = -λL  , T n is nonexpansive.
Lemma . Suppose the conditions of Remark
Proof We first show that (I -εB) is nonexpansive. For x, y ∈ K and  < ε < γ , we have
which implies that
and hence (I -εB) is nonexpansive. Let p ∈ . Let w n = T r n z n ; u n = T n w n ; v n = (I -εB)u n , then F r n p = p, T r n p = p, T n p = p and we have
where A is a k-Lipschitzian and η-strongly monotone mapping on H. Assume that  < μ < η k  , for x, y ∈ H, we have
). Hence, (I -α n μA) is a strict contraction and by the Banach contraction principle, it has a unique fixed point in H. Now, for p ∈ and from (.) and (.), we have
By induction, we get
Therefore {x n } is bounded. Consequently we find that {z n }, {w n }, {u n }, {v n } are bounded.
Lemma . Suppose that the conditions of Remark . are satisfied, and {x n } is as defined by (.), then
Proof For any p ∈ , we have
which shows that {A(I -εB)T n- T r n- z n- } is bounded.
Similarly, we have
Hence, {P K (I -λ n ∇f )x n } is bounded.
Noting that T n T r n- z n- -T n- T r n- z n- = T n w n- -T n- w n- and from
and we compute as follows:
where
Now, from Lemma ., (.), and (.), we have x n+ -x n = (I -α n μA)(I -εB)T n T r n z n -(I -α n- μA)(I -εB)T n- T r n- z n-
= (I -α n μA)(I -εB)T n T r n z n -(I -α n μA)(I -εB)T n T r n z n-
+ (I -α n μA)(I -εB)T n T r n z n- -(I -α n μA)(I -εB)T n T r n- z n-
+ (I -α n μA)(I -εB)T n T r n- z n- -(I -α n μA)(I -εB)T n- T r n- z n-
+ (I -α n μA)(I -εB)T n- T r n- z n- -(I -α n- μA)(I -εB)T n- T r n- z n- ≤ (I -α n μA)(I -εB)T n T r n z n -(I -α n μA)(I -εB)T n T r n z n-
+ (I -α n μA)(I -εB)T n T r n z n- -(I -α n μA)(I -εB)T n T r n- z n-
+ (I -α n μA)(I -εB)T n T r n- z n- -(I -α n μA)(I -εB)T n- T r n- z n-
Since, z n = F r n x n , and z n+ = F r n+ x n+ , we have
Substitute y = z n+ in (.) and y = z n in (.) to get
From (A), we have (.) + (.):
Without loss of generality, let us assume that there exists a real number c such that r n > c >  for all n ∈ N. We now have
where L * = sup{ z n+ -x n+ , n ∈ N}. From (.) and (.), we have
Using conditions on {r n }, {λ n }, {α n }, and Lemma ., we get 
Proof Observe that
Furthermore, for p ∈ and using (B) we have
From (.) and (.), we have the following estimate:
Since x n+ -x n →  and α n →  as n → ∞, we have
Similarly, using (C), we have
hence,
From (.), we have
From (.), we obtain
On re-arranging, we have Furthermore, for p ∈ ,
+ ε T n T r n F r n x n -(I -εB)T n T r n F r n x n BT n T r n F r n x n , which implies that
Using (.) in (.), we obtain
Using the fact that x n+ -x n → , α n → , BT n T r n F r n x n → , as n → ∞, we deduce that Proof To show this inequality, we choose a subsequence {x n i } of {x n } such that
correspondingly, there exists a subsequence {z n i } of {z n }. Since {z n i } is bounded, there exist a subsequence {z n i j } of {z n i } and z ∈ H such that z n i j z. Without loss of generality, we may assume that z n i z. Since {z n i } ⊂ K and K is closed and convex, K is weakly closed. http://www.fixedpointtheoryandapplications.com/content/2014/1/156
+ α n (I -εB)T n T r n F r n x n -(I -α n μA)(I -εB)T n T r n F r n x n , μA(I -εB)T n T r n F r n x n , which implies that (I -α n μA)(I -εB)T n T r n F r n x n -p  ≤ (I -εB)T n T r n F r n x n -p  -(I -εB)T n T r n F r n x n -(I -α n μA)(I -εB)T n T r n F r n x n  + α n (I -εB)T n T r n F r n x n -(I -α n μA)(I -εB)T n T r n F r n x n × μA(I -εB)T n T r n F r n x n ≤ x n -p  -(I -εB)T n T r n F r n x n -(I -α n μA)(I -εB)T n T r n F r n x n  + α n (I -εB)T n T r n F r n x n -(I -α n μA)(I -εB)T n T r n F r n x n × μA(I -εB)T n T r n F r n x n = x n -x n+ + x n+ -p  -(I -εB)T n T r n F r n x n -(I -α n μA)(I -εB)T n T r n F r n x n  + α n (I -εB)T n T r n F r n x n -(I -α n μA)(I -εB)T n T r n F r n x n × μA(I -εB)T n T r n F r n x n ≤ x n -x n+  + x n+ -p  +  x n -x n+ x n+ -p -(I -εB)T n T r n F r n x n -(I -α n μA)(I -εB)T n T r n F r n x n  + α n (I -εB)T n T r n F r n x n -(I -α n μA)(I -εB)T n T r n F r n x n × μA(I -εB)T n T r n F r n x n http://www.fixedpointtheoryandapplications.com/content/2014/1/156 = x n -x n+ x n -x n+ +  x n+ -p + x n+ -p  -(I -εB)T n T r n F r n x n -(I -α n μA)(I -εB)T n T r n F r n x n  + α n (I -εB)T n T r n F r n x n -(I -α n μA)(I -εB)T n T r n F r n x n × μA(I -εB)T n T r n F r n x n .
From (.) and the condition on α n , we obtain (I -εB)T n T r n F r n x n -(I -α n μA)(I -εB)T n T r n F r n x n ≤ x n -x n+ x n -x n+ +  x n+ -p + x n+ -p  -(I -α n μA)(I -εB)T n T r n F r n x n -p  + α n (I -εB)T n T r n F r n x n -(I -α n μA)(I -εB)T n T r n F r n x n × μA(I -εB)T n T r n F r n x n = x n -x n+ x n -x n+ +  x n+ -p + x n+ -p  -x n+ -p x n -(I -εB)x n ≤ x n+ -x n + x n+ -(I -εB)x n = x n+ -x n + (I -α n μA)(I -εB)T n T r n F r n x n -(I -εB)x n ≤ x n+ -x n + (I -α n μA)(I -εB)T n T r n F r n x n -(I -εB)T n T r n F r n x n + (I -εB)T n T r n F r n x n -(I -εB)x n ≤ x n+ -x n + (I -α n μA)(I -εB)T n T r n F r n x n -(I -εB)T n T r n F r n x n + T n T r n F r n x n -x n → . Theorem . Suppose that the conditions of Remark . are satisfied, and {x n } is as defined by (.), then {x n } converges strongly to q ∈ , which is a unique solution of the variational inequality Aq, z -q ≥ , ∀z ∈ .
