A new method to prove the identifiability of asymmetric circular and cylindrical distributions, which utilizes Teicher's approach, is proposed. We use the simultaneous Diophantine approximations and the trigonometric moments of circular random variables to check some conditions of the proposed method. We prove the identifiability of a general sine-skewed circular distribution including the sine-skewed von Mises and sine-skewed wrapped Cauchy distributions, and a cylindrical distribution combining the sine-skewed von Mises distribution on the circle and the Weibull distribution on the non-negative linear under suitable parameter spaces.
Introduction
Identifiability is a prerequisite and essential condition for most common statistical inferences, especially for deriving consistency of estimators. A statistical model is said to be identifiable if no two sets of parameter values yield the same distribution for the data. Identifiability of statistical models has been considered in various contexts, see for details we refer Rothenberg (1971) and the monograph of Prakasa Rao (1992) .
Traditional statistical models and methods are based on the data taking values in a Euclidean space, which relies on the linear structure of a space and the fundamental operations in linear algebra. Recently, various statistical data analyses are introduced for manifolds because the linear statistical approaches are inappropriate for these non-linear spaces. Examples in manifolds include the circle, sphere, cylinder, and so on. For further readings in statistical data analysis in various manifolds, we refer recent monographs of Dryden and Kent (2015) , Ley and Verdebout (2017a) , Bhattacharya and Bhattacharya (2008) , and Chikuse (2003) .
As an alternative approach to modeling finite mixtures of symmetric circular distributions for asymmetric and/or multimodal data, asymmetric circular and spherical distributions, and cylindrical models having an asymmetric marginal distribution on the circle have been also proposed by many authors (Abe and Pewsey (2011) , Abe and Ley (2017) , Jones and Pewsey (2012) , Ley and Verdebout (2017b) , Umbach and Jammalamadaka (2009) and among others). According to these studies, a single skewness parameter (vector) is introduced and determines the skewness of the distribution. Owing to these distributions, we can provide a more meaningful interpretation than finite mixture modeling when the data show a clear asymmetric pattern. Although the identifiabilities of these skew families of the distributions on circle and cylinder is primary importance for estimating model parameters, those are not fully investigated in literature.
Since almost all of finite mixture models are not identifiable due to the label switching and the potentially overfitting (e.g., Frühwirth-Schnatter (2006) ), the generic identifiability of Yakowitz and Spragins (1968) is discussed instead. The generic identifiability means if two finite mixture distributions in a parametric family are equal then it is able to choose identical parameter vectors corresponding to these two distributions under suitable permutation and aggregation of component densities. For the details, see Frühwirth-Schnatter (2006) , Yakowitz and Spragins (1968) and Titterington et al. (1985, Definition 3.1.1) . To show the generic identifiability of finite mixture models, Teicher (1963, Theorem 2) uses oneto-one transforms m j (t) (j = 1, 2) of the distribution functions of any two distinct components indexed by t, such as the moment generating function and the characteristic function, and verify that the ratio m 1 (t)/m 2 (t) converges to zero or infinity as t → ∞. We call this method as Teicher's approach hereafter. His works are extended for another concept of partially identifiability based on the information of parametric functions of Prakasa Rao (1992) and strong identifiability of Chen (1995) for finite mixtures. Holzmann et al. (2004) employ Teicher's approach to show the generic identifiability of finite mixtures of symmetric circular distributions including the von Mises and wrapped Cauchy distributions. The point here is that any component density satisfying the conditions of Teicher (1963) in a finite mixture model is identifiable. Accordingly, the result of Holzmann et al. (2004) also shows that the von Mises and wrapped Cauchy distributions are identifiable. In contrast, it can not be applied Teicher's approach directly for asymmetric circular models because such models do not have the explicit moment generating functions in general due to their probability structures in manifold.
In this paper, we apply Teicher's approach using the trigonometric moments and their functions for circular random variables as the transforms, instead of using the moment generating functions, to show the ordinary identifiability of some asymmetric circular and cylindrical distributions. In general, a sequence of the ratios of pth trigonometric moments (p = 1, 2, ...) does not have the limit as p → ∞ because it includes sine and cosine functions. Hence, we also present a subsequence {p n } n∈N , which is derived from the simultaneous Diophantine approximation, such that a sequence of the ratios of p n th trigonometric moments converges as n goes to infinity. The simultaneous Diophantine approximation originally evaluates the accuracy when a vector of real numbers is approximated by a vector of rational numbers. See Schmidt (1991 Schmidt ( , 1996 for details.
The rest of the paper is organized as follows. In Section 2, we propose a new approach to show the identifiability whose conditions are weaker than those of Teicher (1963) . In Section 3, we clarify the identifiability of a general sine-skewed circular distribution including the sine-skewed von Mises and the sine-skewed wrapped Cauchy distributions, and the cylindrical distribution of Abe and Ley (2017) which combines the sine-skewed von Mises distribution on the circle and the Weibull distribution on the non-negative linear. Section 4 concludes the paper, and the proofs are given in Section 5.
Main results
This section presents a general approach to show the identifiability for the cumulative distribution function (c.d.f.) F (x|γ) of an observed random vector X ∈ R m , where γ is an element in a parameter space Γ in R d and X does not have to be a circular random variable. First, we rigorously define the identifiability of model. We say that F (x|γ) is identifiable in Γ if for any elements γ 1 , γ 2 in Γ,
Before describing our proposed approach, we need a special attention with the non-equal condition for parameter vectors γ 1 and γ 2 . For simplicity of exposition, we consider the case for the dimension of model parameter as d = 2. Then, the non-equal symbol is decomposed as follows: for any
We here call (i) "
Step 1" and (ii) "
Step 2". Now, to show the identifiability of model, we consider the following conditions which are weaker than those of Teicher (1963) . Suppose that F := {F (x|γ)|γ ∈ Γ} is a family of distribution functions on Γ, and φ i (p|γ) (i = 1, ... 
denotes the domain of the function φ i (p|γ) of p from R m to C for each γ and step i.S denotes the closure of set S.
Theorem 1 Suppose that for any γ 1 and γ 2 in Γ with γ 1 = γ 2 , there exist a mapping M p : F → G
and step i such that the followings hold:
Then, the family {F (x|γ)|γ ∈ Γ} is identifiable.
Note that the mapping M p : F → G is allowed not to be one-to-one, and some in the transforms φ i (p|γ)
Remark 1. We consider a special case of the condition of Theorem 1 that
φ 1 (•|γ) = · · · = φ d (•|γ), c 1 = · · · = c d = 0, p 1 n = · · · = p d n = p n , the mapping M p : F →
G is linear and one-to-one, and
equation (2) holds for any sequence {p n }. Furthermore, the symbol = is replaced by a total ordering
≺. An example of the ordering is described in Titterington et al. (1985, p.40) . These conditions are equivalent to those of Theorem 2 of Teicher (1963) . Now, we replace the condition that equation (2) holds for any sequence {p n } by a weaker condition that (2) holds for "some" sequence {p n }. Even then, the generic identifiability immediately holds from the same argument as in the proof of Theorem 2 of Teicher (1963) under the relaxed conditions, which leads to an extension of Teicher (1963, Theorem 2) .
However, since this is beyond the scope of this paper, we devote to proving the ordinary identifiability of statistical models on manifolds.
Remember that the limit in equation (2) is taken along some sequence {p i n } n∈N whose element is in the domain Z m of p. Let γ 1 = γ 2 . As seen in the proof of Propositions 3 and 4 in Section 4., the simultaneous Diophantine approximation leads to a sequence {p n } such that p n → ∞ as n → ∞ and the sequences of the ratios α pn (γ 1 )/α pn (γ 2 ) and β pn (γ 1 )/β pn (γ 2 ) have the limits as n → ∞. Thereby, we can apply Theorem 1 for asymmetric circular and cylindrical distributions.
Application to circular and cylindrical distributions
From now on, we consider to apply Theorem 1 to asymmetric circular and cylindrical distributions.
of the situation considered in previous section where the random variables are defined as X ∈ R m . When m = 1, as choices for the transform φ i (p|γ) of Theorem 1, we employ the pth cosine and sine moments (2012)), but do not go into the details more in this paper.
Suppose that f 0 (θ|κ) is a base symmetric circular density with the center µ = 0 and the other parameter κ, i.e., for any θ ∈ [0, 2π), f 0 (−θ|κ) = f 0 (θ|κ). For a random variable Θ having f 0 (θ|κ), we denote the pth cosine and sine moments by α 0,p (κ) := E 0,κ {cos(pΘ)} and β 0,p (κ) := E 0,κ {sin(pΘ)}.
Here, we consider a sine-skewed circular density
with a parameter space Γ :
Skewing parameter λ controls the skewness of distribution (3). When λ = 0, the corresponding asymmetric circular distribution reduces to the base symmetric distribution with density f 0 (θ − µ|κ). By the result of Abe and Pewsey (2011) , the pth cosine and sine moments α p (γ) := E γ {cos(pΘ)} and β p (γ) := E γ {sin(pΘ)} of the distribution (3) are given by
, and
Thereby, the pth mean result length becomes
Then, the following result holds from Theorem 1.
Theorem 2 Assume that
(ii) for any κ ∈ K, there exists a constant M = M (κ) > 0 such that
(iii) there exists a constant c ≥ 0 such that for any κ ∈ K,
and for any κ 1 = κ 2 (κ 1 , κ 2 ∈ K), it holds either
Then, the family {f (θ|γ)|γ ∈ Γ} of densities (3) is identifiable.
Condition (i) is standard in symmetric circular distributions. Condition (ii) is needed to verify the identifiability with respect to parameters with λ 1 = λ 2 . Condition (iii) is a sufficient condition for that ρ p (γ 1 ) = ρ p (γ 2 ) for different parameters γ 1 and γ 2 with κ 1 = κ 2 .
As an example of (3), we consider the sine-skewed wrapped Cauchy distribution (SSWC) with density
and a parameter space
By Abe and Pewsey (2011) , the pth cosine and sine moments are α p (γ) := E{cos(pΘ)} = cos(pµ)ρ |p| − sin(pµ)λ(ρ |p−1| − ρ |p+1| )/2 and β p (γ) := E{sin(pΘ)} = sin(pµ)ρ |p| + cos(pµ)λ(ρ |p−1| − ρ |p+1| )/2, and hence the pth mean resultant length is ρ p (γ) = ρ 2|p| + λ 2 (ρ |p−1| − ρ |p+1| ) 2 /4.
Then, the following proposition holds.
Proposition 3
The SSWC distribution (7) is identifiable in Γ 1 .
As another example of (3), we consider the sine-skewed von Mises (SSvM) distribution with density
where (µ, κ, λ) T belongs to the parameter space
and I ν (κ) := (1/2π) 2π 0 cos(νθ) exp{κ cos θ}dθ is the modified Bessel function of the first kind and order ν ∈ Z. By Abe and Pewsey (2011), the pth cosine and sine moments are α p (γ) = {cos(pµ) − (pλ/κ) sin(pµ)}I p (κ)/I 0 (κ) and β p (γ) = {sin(pµ) + (pλ/κ) cos(pµ)}I p (κ)/I 0 (κ). The pth mean resultant length is ρ p (γ) = I p (κ) κ 2 + (pλ) 2 /(κI 0 (κ)). Then, the following proposition holds.
Proposition 4 The SSVM distribution (9) is identifiable in the parameter space Γ 2 .
Finally, we consider the following cylindrical distribution for the pair (Θ, X) where Θ is a random variable on [−π, π) which corresponds to the circle S 1 and X is a random variable on the non-negative
where η = (α, β, µ, κ, λ) T is a parameter vector with α > 0 ,β > 0, −π ≤ µ < π, κ > 0 and −1 ≤ λ ≤ 1.
This model is proposed by Abe and Ley (2017) , and has some desirable properties in which the marginal distributions of Θ and X, the conditional distribution of Θ given X, and the conditional distribution of X given Θ can be expressed explicitly. For example, the marginal distribution of Θ is the SSWC distribution, and the marginal density of X is given by
We omit the details but refer the reader to Abe and Ley (2017) . Then, the following result holds by combining Theorem 1 and Proposition 4.
Proposition 5 The distribution (11) is identifiable in the parameter space
, where Γ 2 is given in equation (10).
Concluding Remarks
In this paper, we have presented a method to prove the identifiability of circular and cylindrical distributions under weaker conditions than those in Teicher (1963, Theorem 2) . As a challenging topic, a problem still remains on the identification of the inverse Batschelet distribution, which is an alternative asymmetric circular distribution proposed by Jones and Pewsey (2012) . Although it is not clear at this time whether this model is identifiable or not, its characteristic function is explicitly presented by Abe (2015) . Therefore, there is a possibility that application of Theorem 1 with this characteristic function solves this problem.
Because Theorem 1 of this paper is quite general, it can be also applied to spherical models having a skewing function, which is defined in Ley and Verdebout (2017b) , other than the sine-skewing function.
Further theoretical and methodological development concerning about asymmetric distributions on such manifolds are expected in coming days.
As a further topic, it is worthwhile to investigate whether Theorem 1 is applicable or not for finite mixtures of asymmetric circular distributions to show the generic identifiability which is defined in Teicher (1963) . Recently, Miyata et al. (2019) discussed the identifiability for finite mixtures of SSWC distributions when the true number of components is known. It would be worthwhile to find an asymmetric circular/spherical models that are generically identifiable.
Proofs
Proof of Theorem 1. We prove this by contradiction. Assume conditions (a) and (b), and that there exist parameters γ 1 , γ 2 such that γ 1 = γ 2 and F (x|γ 1 ) = F (x|γ 2 ). By the assumption, it holds that φ i (p|γ 2 )/φ i (p|γ 1 ) = 1 for every i and any p, which contradicts condition (b).
Lemma 6 Let A := {cπ|c ∈ [0, 2)} and let A Q := {cπ|c ∈ [0, 2) ∩ Q}, where Q denotes the set of all rational numbers. Then, for any a 1 , ..., a s ∈ A and any ǫ > 0, there exist infinitely many p ∈ N such that |pa i (mod 2π)| < ǫ (i = 1, ..., s), where "mod" indicates the modulo operation.
Proof. Fix any ǫ > 0. For any a i ∈ A (i = 1, ..., s), there exist constants c i ∈ [0, 2) such that
. From the simultaneous Diophantine approximation (e.g., see Theorem 1A on page 27 of Schmidt (1996) ), for any N with N 1/s ∈ N and N 1/s ≥ 2, there exist p i ∈ Z (i = 1, ..., s) and q ∈ {1, ..., N } such that for every i ∈ {1, ..., s},
where p is any natural number. For simplicity, we let c * i = p i /q. Then, choosing a number N with 2πN −1/(2s) < ǫ and N 1/(2s) ∈ N, and putting p = 2qN 1/(2s) in (12) yields
In addition, we have pc *
and N 1/(2s) p i ∈ Z, it follows from the inequality (13) that
which completes the proof. Note that we can take infinitely many p = 2qN 1/(2s) by choosing N successfully because there are infinitely many N with 2πN −1/(2s) < ǫ and N 1/(2s) ∈ N, and q is at least more than or equal to one.
Proof of Theorem 2. We decompose two different parameters γ 1 and γ 2 into the following six steps:
Step 1:κ 1 = κ 2 , Step 2:κ 1 = κ 2 , λ 1 = λ 2 , λ 1 = 0, λ 2 = 0, Step 3:κ 1 = κ 2 , λ 1 = λ 2 , and either
Step 5:κ 1 = κ 2 , λ 1 = λ 2 = 0, and µ 1 = µ 2 .
Then, under each step, we verify the condition in Theorem 1.
Step 1. We consider two parameter vectors γ 1 and γ 2 with κ 1 = κ 2 , and set φ 1 (p|γ) = ρ p (γ) 2 where ρ p (γ) is defined in (5). Then, the ratio of φ 1 (p|γ 1 ) and φ 1 (p|γ 2 ) is
By condition (6), there exists a function e p (κ) of p and a positive constant M such that sup p∈N |e p (κ)| ≤ M and
Hence, equation (14) is expressed as
Thus, from equation (18), the ratio of φ 2 (p|γ 1 ) and φ 2 (p|γ 2 ) with p replaced by p n is
Step 3. We set φ 3 (p|γ) = ρ p (γ) 2 as a transform. When κ 1 = κ 2 = κ, λ 1 = λ 2 , λ 1 = 0 and λ 2 = 0, because there exists p such that α 0,p−1 (κ) − α 0,p+1 (κ) = 0, the ratio of φ 3 (p|γ 1 ) and φ 3 (p|γ 2 ) is
The case λ 1 = 0 and λ 2 = 0 is proved similarly.
Step 4. We consider two parameter vectors γ 1 and γ 2 with κ 1 = κ 2 = κ, λ 1 = λ 2 = 0 and µ 1 = µ 2 , and set φ 4 (p|γ) = α 1 (γ) + iβ 1 (γ) which is the polar form of the mean direction. Then, the ratio of φ 4 (p|γ 1 ) and φ 4 (p|γ 2 ) is
Step 5. We consider two parameter vectors γ 1 and γ 2 with κ 1 = κ 2 = κ, λ 1 = λ 2 = 0 and µ 1 = µ 2 , and set φ 5 (p|γ) = f (p|γ). Substitutingp = (µ 1 + µ 2 )/2 to difference of φ 5 (p|γ 1 ) and φ 5 (p|γ 2 ) yields
By condition (i), the term f 0 ( µ2−µ1 2 |κ) is bounded away from zero. Because −π < µ2−µ1 2 < π and µ2−µ1 2 = 0, equation (21) is not zero, which completes the proof.
Proof of Proposition 3. The base density is the WC distribution with density f 0 (θ|ρ) =
Thus, conditions (ii) and (iii) hold.
To prove Proposition 4, we present a lemma on the modified Bessel function.
Proof. By the Laplace method, the result is proved rigorously. The details are given in Jensen (1995, p.63 ).
Proof of Proposition 5. Because the marginal distribution of Θ is the SSWC, the identifiability with respect to the parameter vector (µ, κ, λ) T holds from Proposition 3. Hence, we begin with the case of (µ 1 , κ 1 , λ 1 ) T = (µ 2 , κ 2 , λ 2 ) T (= (µ, κ, λ) T ) and α 1 = α 2 . First, we let α 1 > α 2 . Then, the ratio of the marginal distributions of the linear part x is f (x|α 1 , β 1 , κ) f (x|α 2 , β 2 , κ) = I 0 ((xβ 1 ) α1 tanh(κ)/ cosh(κ)) α 1 β 1 (xβ 1 ) α1−1 exp{−(xβ 1 ) α1 } I 0 ((xβ 2 ) α2 tanh(κ)/ cosh(κ)) α 2 β 2 (xβ 2 ) α2−1 exp{−(xβ 2 ) α2 } .
Applying the Laplace approximation to the modified Bessel functions in the numerator and denominator in (29) yields (2π) −1/2 {(xβ 1 ) α1 tanh(κ)} −1/2 exp{(xβ 1 ) α1 tanh(κ)}α 1 β 1 (xβ 1 ) α1−1 exp{−(xβ 1 ) α1 } (2π) −1/2 {(xβ 2 ) α2 tanh(κ)} −1/2 exp{(xβ 2 ) α2 tanh(κ)}α 2 β 2 (xβ 2 ) α2−1 exp{−(xβ 2 ) α2 } × 1 + 
Then, (xβ 1 ) α1 − (xβ 2 ) α2 ≤ (1/2)(xβ 1 ) α1 holds for large x > 0. Therefore, equation (30) 
In contrast, the case of α 1 < α 2 is also proved by the same argument.
As a final step, we consider the case of (µ 1 , κ 1 , λ 1 , α 1 ) T = (µ 2 , κ 2 , λ 2 , α 2 ) T (= (µ, κ, λ, α) T ) and β 1 = β 2 . First, we let β 1 > β 2 .
f (x|α, β 1 , κ) f (x|α, β 2 , κ) = I 0 ((xβ 1 ) α tanh(κ)) I 0 ((xβ 2 ) α2 tanh(κ))
Applying the Laplace approximation to the modified Bessel functions in the numerator and denominator of (32) yields 
