Recently, some authors have questioned the validity of methods which correct relative risk estimates for measurement error and misclassification when the "gold standard" used to obtain information about the measurement error process is itself imperfect. When such an "alloyed" gold standard is used to validate the usual exposure measurement, the bias in the "regression calibration" (Rosner et al., Stat Med 1989;8:1051-69) measurement-error correction factor for relative risks estimated from logistic regression models is derived. This quantity is a function of the correlations of the "alloyed" gold standard (X) and the usual exposure assessment method (Z) with the truth, of the ratio of the variances of X and Z, and of the correlation between the errors in the "alloyed" gold standard and the errors in the usual exposure assessment method. In this paper, it is proven that if the errors between Z and X are uncorrelated, the regression calibration method has no bias even when the gold standard is "alloyed." When a third method of exposure assessment is available and it is reasonable to assume that the errors in this method are uncorrelated with the errors in the other two exposure assessment methods, point and interval estimates of the correlation between the errors in X and Z are derived. These methods are illustrated here with data on the measurement of physical activity, vitamins A and E, and poly-and monounsaturated fat. In addition, when a third exposure assessment method is available, a modification of standard regression calibration is derived which can be used to calculate point and interval estimates of relative risk that are corrected for measurement error in both X and Z. This new method is illustrated here with data from the Health Professionals Follow-up Study, a study investigating the associations between physical activity and colon cancer incidence and between vitamin E intake and coronary heart disease. It is shown that in these examples, correlations of the errors in X and Z tended to be small. Even when moderate, estimates of relative risk corrected for error in both X and Z were not very different from the estimates which assumed that X was a true gold standard. Am J Epidemiol 1997; 145:184-96. bias (epidemiology); data interpretation, statistical; epidemiologic methods; logistic models; models, statistical; regression analysis A recent paper by Wacholder et aJ. (1) investigated the influence of errors in an imperfect ("alloyed") gold standard when a validation study is used to correct estimates of effect. Typically, exposure data using an "alloyed" gold standard method of assessment are expensive and otherwise difficult to obtain and are available only in a small validation study, while exposure is measured inexpensively using the usual
method in a large, main study. The abstract of Wacholder et al.'s paper concluded that "when the errors [of the alloyed gold standard and the usual method of measurement] are negatively correlated, independent, or weakly positively correlated, the corrected estimate will tend to overcorrect beyond the true value" (1, p. 1251) . This is certainly a disturbing finding, since rarely in epidemiology is the method of exposure assessment which is regarded as the gold standard a perfect measurement of true exposure. Wacholder et al. ' s findings suggested that methods of correcting point and interval estimates of effect for measurement error might be introducing more bias than they are correcting. However, in their Discussion section, Wacholder et al. stated without proof that "the approach of Rosner et al. [(2) ] appears to be the most robust against use of alloyed instead of actual gold standards, as it does give an unbiased estimate when the errors in the two measures being compared in the validation study are independent" (1, p. 1256).
In this paper, we focus on the approach of Rosner et al. (2) , which we call the "regression calibration" estimator, following the usage of Carroll et al. (3) . We formally confirm Wacholder's assertion regarding regression calibration when errors in the alloyed gold standard are uncorrelated with the usual measure. We quantify the magnitude and direction of bias in the relative risk obtained through regression calibration, as a function of the correlation between the errors in the alloyed gold standard and the usual exposure measure. Given a third method of measuring exposure that can reasonably be assumed to have errors that are uncorrelated pairwise with both the alloyed gold standard and the usual exposure measurement, we present a method for estimating the correlation between the errors in these two measurements. This permits an assessment, for a given set of data, of the existence of correlated errors and their magnitude. Finally, for cases where correlation of the errors is reasonably a cause for concern, we derive a method for correcting point and interval estimates of relative risks obtained from logistic regression models which accounts for correlation between the errors when a third independent measure is available whose errors are uncorrelated with the truth. Examples are given throughout and are taken from validation studies carried out in conjunction with the Health Professionals Follow-up Study (4) , a large cohort study of male health professionals who have been followed since 1986 for assessment of the relation between diet/lifestyle and chronic disease, and the Nurses' Health Study II (5) , a large cohort study of female nurses who have been followed since 1989 for assessment of the relation between diet/lifestyle and the incidence of breast cancer and other major illnesses in younger women.
All methods discussed in this paper, including regression calibration, assume that measurement error is nondifferential, in the sense that the measurement error process is independent of disease status, and that the exposure is continuous. Methods of correcting relative risks for binary exposure variables have been presented elsewhere (6, 7) and are not considered further here.
QUANTIFICATION OF BIAS FROM THE "REGRESSION CALIBRATION" CORRECTION OF THE ODDS RATIO WHEN THE ERRORS ARE CORRELATED

Regression calibration
Let Xj denote subject i's true exposure, and let Z, denote subject i's usual exposure measurement. These two variables are assumed to be related by the measurement error model
Ignoring measurement error, the logistic regression model for regressing D on Z,
is fitted to the data, and the unconnected log odds ratio, (5, is obtained. The regression calibration (RC) estimator, which corrects the uncorrected log odds ratio for exposure measurement error, is given by
where •^ is obtained by fitting equation 1 to the validation data. It has been shown through theory as well as through a detailed simulation study (2) that when the disease is rare, the relative risk is not large, and the measurement error is not large, this estimator will remove most of the bias due to measurement error in Z. Carroll and Stefanski (8) gave further details on and generalizations of this procedure.
Regression calibration when X is an alloyed gold standard
Now suppose that a perfect gold standard does not exist, but rather an alloyed gold standard is observed instead. The relation between this alloyed gold standard, X t , and subject i's true value, x { , is given by X = x + e x , where it is assumed that e x has mean 0, variance denoted by Var(e^), and Cov(e x , x) -0. In addition, we assume that the errors of replicate measurements within an individual are uncorrelated, i.e., that these errors are random within-person. For convenience, we rewrite the model describing the relation between Z and x as Z = a + bx + e z , where e z has mean 0, Var^z), and Cov(x,e^) = 0. Then, when we use equation 1 
S can be factored out of all terms in equation 4; thus, the relative bias (bias/y^ will not depend on this quantity. Details of this derivation are given in Appendix 1. Table 1 shows how the relative bias in the regression calibration estimator, compared with OR, the true odds ratio, varies as a function of Con{e x ,e^), Corr(jt,Z), and R, when the correlation between the errors is ignored and X is treated as if it were the gold standard. The relative bias in the uncorrected odds ratio, OR, is also given, where OR estimates e^7* and the formula for y^ as a function of Corr(;c, Z), R, and S is expressed in equation 4.
For example, when Conte^t?^ is 0.10, R is 0.75, and Corr(x, Z) is 0.5, OR^ is biased by -4 percent and OR is biased by -21 percent. It is clear that the regression calibration odds ratio provides an increasingly insufficient correction as the correlation between the errors increases in a positive direction. As shown above, when the correlation is 0, there is no bias. The amount of bias in estimating the odds ratio decreases as R increases; thus, if X is a "good" alloyed gold standard, the problem of bias due to correlated errors is minimized. Similarly, as the validity of Z improves as a measure of x, the problem of bias due to correlated errors is minimized. The numbers in parentheses represent the bias in the uncorrected odds ratio obtained by using the regression of D on Z to estimate the odds ratio while disregarding measurement error altogether. They indicate that unless the correlation of the errors is negative, it is typically better to use the regression calibration estimate of the odds ratio rather than ignore measurement error altogether in the analysis, when the errors are correlated. When the errors are moderately negatively correlated, regression calibration can lead to estimated odds ratios which have large bias in an unpredictable direction. In this case, it will often be better to use the uncorrected estimate. In the scenarios we considered, this occurred when the correlation of the errors in X and Z was -0.3 or less.
Evidence for bias due to correlated errors: some examples Figures 1-3 show how the relative bias in the estimated odds ratio varies when regression calibration is applied to correct for measurement error, ignoring the correlation between the errors of X, the "alloyed gold standard," and Z, the usual method of exposure assessment, as a function of the correlation of these errors, for the measurement of physical activity, vitamin A, and polyunsaturated fat. The values of R, S, and Corr(*,Z), where x is the underlying true exposure, are fixed at their estimates from validation studies of these variables conducted within the Nurses' Health Study II and the Health Professionals Follow-up Study (9) (10) (11) . The estimation of R and S is straightforward, and the derivation for the estimate of Corr(x^Z) can be obtained by writing to the senior author. Further details on these validation studies are given below.
As figures 1-3 show, the extent of the relative bias in the odds ratio increases as the underlying value of the odds ratio increases, while the extent of bias in the logarithm of the odds ratio is independent of the underlying value of the odds ratio (not shown). Since Corr(;c,Z) and R are lowest for physical activity, the greatest amount of bias is produced for the same amount of error correlation, compared with vitamin A and polyunsaturated fat. For physical activity, an odds ratio of 1.5 would be partially corrected through regression calibration, being underestimated by nearly 20 percent, for an error correlation as great as 0.5, while for vitamin A, the same scenario would also produce only partial correction, but with an underestimation of the odds ratio by slightly more than 5 percent. Negative error correlations, unlikely in most practical settings, lead to greater amounts of bias than their positive analogues. In addition, the bias is anticonservative and thus of greater concern. As long as the error correlation is positive and not too large, the bias in the uncorrected estimate is always greater than and points in the same direction as the bias in the standard regression calibration estimate. When the error correlation is negative, large increases in bias can occur when standard regression calibration is applied, and the uncorrected estimate may be preferable in many cases. The alloyed gold standard for physical activity was measured with considerable random error, and the usual method of assessment of activity was also poorly correlated with the truth. In this case, a discontinuity in the relative bias function was apparent in the region of large negative bias, specifically when
For probably unrealistically large positive correlations, the regression calibration estimate for polyunsaturated fat had more bias than the uncorrected estimate.
EMPIRICAL ESTIMATION OF THE CORRELATION BETWEEN THE ERRORS USING A THIRD METHOD OF MEASUREMENT
If a third method of measuring exposure, denoted W, is available, and if it is reasonable to assume that the correlations between the errors in this method are uncorrelated with errors in both the alloyed gold standard, X, and the usual measure, Z, point and interval estimates of the correlation of the errors in X and Z can be explicitly obtained. There are many examples where third methods of exposure assessment are available and for which these assumptions may be reasonable. One which we consider here is the measurement of physical activity (7), where X is metabolic equivalent (MET) hours/week assessed through four 1-week physical activity diaries maintained at 4-month intervals over the course of 1 year, Z is MET hours/week of physical activity as calculated through 10 selfadministered questions on the frequency and duration of common activities over the past year, and W is physical fitness assessed through the change in pulse rate before and after a step test. Another example that we consider is the measurement of average daily grams of polyunsaturated fat intake and monounsaturated fat intake, where Z is obtained from a 131-item semiquantitative food frequency questionnaire, X is derived from data collected in two 7-day diet records completed 7 months apart, and W is obtained from chemical analysis of subcutaneous fat aspirate samples (9) . A third example considered in this paper is the measurement of dietary intakes of vitamins A and E, where Z is again obtained through the semiquantitative food frequency questionnaire, X is again obtained through two diet records, and W is plasma concentrations of total carotene and a-tocopherol (8) . In this study, data on total carotenoid intake were not avail- able from the diet records (X). Important hypotheses regarding diet and cancer center around each of these variables.
The methods described in this section are closely related to methods given by Plummer and Clayton (12) and Kaaks et al. (13) . However, rather than using structural equations models as in Kaaks et gold standard (e.g., diet record, physical activity record); Z, is subject i's measurement of the usual exposure assessment method (e.g., food frequency questionnaire, physical activity questionnaire); W t is a third method of assessing exposure, where we assume that Cov(e w ,e x ) = Cov(e vv ,e 2 ) = 0; r, is the number of measurements of X available from subject /; n^ is the number of subjects in the validation study; and n is the total number of subjects in the study. The number of measurements of X available from subject i, r,, must be greater than 1 for at least some of the validation study subjects. For example, when W t is a biomarker or some other objective measurement, it may be reasonable to assume that the errors of this method are uncorrelated pairwise with the two methods that both rely on self-report. In addition, we assume that Cov(x,e x ) -Co\{x,e^) -Cov^.e^,) = 0, or, less desirably, that appropriate transformations of X, Z, and W can be found to satisfy this assumption. It is then possible to estimate the variances and pairwise covariances of X, Z, and W using method-ofmoments techniques and solve for the quantity of interest, Cov(e x ,e z ), as we describe below. The above The formula for the robust variance of the estimated correlation coefficient, Corr(e x ,e^), is given in Appendix 2. Table 2 shows the estimated correlation of the errors of the alloyed gold standards and usual measures for physical activity, poly-and monounsaturated fat, and vitamins A and E. There was little evidence for any correlation of the errors of the two methods of measurement of physical activity, vitamin A, and monounsaturated fat. There was some evidence for a positive correlation of the errors in vitamin E and for a negative correlation of the errors for polyunsaturated fat. Confidence intervals for Corr(£x> e z) were wide in these data. The estimator for the correlation between the errors in X and Z is a complex function of six estimates, most of which are correlated with some of the others. Thus, it appears that more data than are available in these validation studies are needed to estimate the error correlation with a more optimal amount of precision. Because there could be some within-person correlation of the errors of the third measurement with the errors in the other two methods which might be related to some of the important determinants of these variables and thus could be removed by controlling for these covariates, we also calculated residuals of the three measurements (W, X, Z) from the regression of each of them on these determinants. Age, body mass index, and total energy intake were among the covariates considered. The estimated error correlation coefficients obtained by using these residuals were materially the same in nearly all cases considered.
With empirical estimates of the error correlations, we can use figures 1-3 to compare the amount of bias in the estimated odds ratio from standard regression calibration with the amount of bias in the uncorrected odds ratio for physical activity, polyunsaturated fat, and vitamin A. The bias is calculated relative to the underlying true value of the odds ratio. For example, with an estimated error correlation of -0.09 for physical activity, the relative bias in the regression calibration estimate of the odds ratio would be 10 percent when the true odds ratio was 1.5, while the relative bias in the uncorrected odds ratio would be -20 percent.
MODIFYING THE "REGRESSION CALIBRATION" APPROACH WHEN ERRORS ARE CORRELATED
If Conie x ,e^) is estimable, i.e., if data using a third method of measurement are available in the validation study, a modification of regression calibration can be derived which will not be biased due to error correlation. Following methods similar to the method given in this paper and also as elaborated in recent papers by Stefanski and colleagues (14, 15) , we derived this new correction factor for the uncorrected logistic regression coefficient obtained by regressing D on Z, which is not biased by correlation between X and Z. This method requires the availability of data on W in the validation study. As previously, the assumptions that Corr(x,e x ) = Corrfoez) = Corr(x,e w ) = 0 and that Con^e^e^) = Con(e z ,e w ) = 0 are made. In the econometrics literature, when it is assumed that Con(e x ,e w ) = Corrie z ,e w ) = 0, Whas been termed an "instrumental" variable, and methods have been extensively developed along these lines (16, 17) . In much of this work, data on W must be available for all study subjects, not in the validation study only. In addition, much of this work has focused on the linear model rather than the logistic model as the primary regression model from which estimation of the parameter /3 is to be obtained.
From the logistic regression of D on Z (equation 2), we obtain a biased estimate of /3 which can be corrected approximately, by dividing by the term y^. From least-squares theory, under the measurement error model given by equation 1, y^ can be estimated from the regression of x on Z and is equal to Cov(x, Z)l Var(Z). In the present setting, data on x are unavailable; instead, the validation study consists of data on (X, Z, W) which are assumed to be related as given by equation 5. Using the relations given by equation 6, we find that a consistent estimate of y^z is
Jwxz -T-K, Jw\x
where yw\ z and y^ are the slopes of the regressions of W on Z and X, respectively. The derivation of this estimator is given in Appendix 3. To then correct the estimate of the odds ratio obtained from the regression of D on Z as in equation 2 for bias due to measurement error in Z, the regression calibration procedure similar to that of equation 3 is followed, and, using the delta method,
IWXZ JWXZ
where Vai(ywxz) is derived using generalized estimating equations theory (given in Appendix 4). The point and interval estimates of the odds ratio are obtained by exponentiating j^c and its corresponding interval estimate. Table 2 gives point and interval estimates of y^, the usual regression calibration correction factor, and ywxz' me new factor. The new factor is estimated with an acceptable amount of precision in these examples, although with less precision than the standard correction factor. Compared with the estimator for the correlation between the errors in X and Z, the new regression calibration correction factor is a less complicated function of four quantities.
Based on the results presented in table 2, it would not be of great interest to correct estimates of relative risk for measurement error using this new method when the exposure under study was physical activity, vitamin A, or monounsaturated fat, since the estimated error correlations are so low. To demonstrate this point empirically, we applied these methods to data from the Health Professionals Follow-up Study on the relation between physical activity and colon cancer incidence (18) . A 10-MET/week increase in physical activity was associated with a relative risk of 0.88 (95 percent confidence interval (CI) 0.81-0.95), ignoring measurement error in physical activity and adjusting for potential confounding by age and body mass index by taking least-squares residuals. Using standard regression calibration methods to correct for measurement error, a 10-MET/week increase in physical activity was associated with a relative risk of 0.65 (95 percent CI 0.48-0.88), and using the new method elaborated here which allowed for correlation in the errors between the activity diary and the activity questionnaire, a 10-MET/week increase in physical activity was associated with a relative risk of 0.67 (95 percent CI 0.39-1.16). Using the new method when it was not needed had no impact on the point estimate but increased the variance of the estimate unnecessarily. The new method is more usefully applied to analyses of the effect of vitamin E on the risk of coronary heart disease (19) , where the estimated error correlation was relatively large. Using data from the Health Professionals Follow-up Study, we found that the uncorrected relative risk of coronary heart disease from a 10-IU/day increase in vitamin E consumption was 0.90 (95 percent CI 0.82-0.99), adjusted for potential confounding by age, body mass index, and total energy intake by taking least-squares residuals. After using standard regression calibration to adjust for measurement error in vitamin E, the corresponding relative risk was 0.82 (95 percent CI 0.69-0.98). Using the new method elaborated in this paper which accounts for the observed correlation between the errors in the diet record and the food frequency questionnaire, the relative risk corresponding to a 10-IU/day increase in vitamin E intake was 0.78 (95 percent CI 0.62-0.98). It can be seen from table 2 that although the estimated error correlation for vitamin E was 0.49, ^x\z was verv similar in value to 'y lvxz . Again, consideration of the error correlation between the "alloyed gold standard" and the usual method of exposure assessment made no material difference. This is because, as equation 4 illustrates, the magnitude of the bias depends not only on Corr{e x ,e^) but also on R, S, and CorrOc, Z).
DISCUSSION
For the above methods to be applied in the more typical situation where there are confounders of the exposure-disease relation of primary interest, where the variable measured with error is itself a confounder of the primary exposure-disease relation of interest, or where there are multiple determinants of the outcome, several of which are measured with error, extensions to the multivariate case will be required. Further research by our group is ongoing in this regard. A major issue in this far more complicated setting involves defining the minimum data structure required for identification of all elements of the several multidimensional variance-covariance matrices involved. Furthermore, given this minimum data structure, we need to investigate what validation study sample sizes are needed to provide reasonable statistical efficiency for the ultimate quantity of interest-the odds ratio of the exposure-disease relation that is the primary focus of the research. Optimal validation study designs can be imagined where the number of measurements and replicates within-person of X, Z, and W differ depending on unit cost differences and other features of the setting.
The methods discussed in this paper invoke four sets of assumptions. The first assumption is the assumption of nondifferential measurement error. This assumption is required for valid application of the regression calibration procedure. It is typically satisfied in prospective studies. In addition, it is assumed that the alloyed gold standard is an unbiased estimate of the subject's true underlying value. This assumption may or may not be reasonable for a given scenario. If this assumption is relaxed, the parameters of interest are no longer identifiable from the equations in expression 6, and new methods will be required to address the problem of correlated errors. In the examples considered in this paper, we believe that this assumption is reasonable. The third assumption concerns the lack of correlation of the errors in W, the third method of measurement, with X and Z. This assumption cannot be empirically verified. Of course, the greater the correlation of W with x, the less likely that this assumption could be violated, since W is measured with little error to begin with. For example, if the scientific hypothesis centered around physical fitness rather than physical activity, but activity was measured as a surrogate for fitness because of the difficulty of directly measuring fitness in a large-scale epidemiologic study, then step-test scores might well be highly correlated with true underlying fitness levels. Certainly, if the errors in W are generated by a process which is understood to be quite different from the process which generates the errors in X and Z, then the assumption may also be reasonable. For example, daily nutrient intake measures which rely on food frequency questionnaires (Z) and diet records (X) both rely on self-report, and obese subjects may underreport intake in both cases. Errors in plasma vitamin levels, in contrast, are produced by random biologic within-person variation and laboratory measurement error, processes quite independent of the postulated error mechanisms from the selfreported data methods. Similarly, errors generated in adipose tissue sampling of concentrations of types of fats will be independent of self-reported mechanisms but will involve laboratory error and variations in individual metabolism and storage dynamics. The biggest concern in many cases may be temporal correlation. If all measurements are made at the same time, within-subject fluctuations in the underlying level may be reflected in all three methods of measurement. In general, the validity of the assumption of lack of correlation of the errors in W with the errors in X and Z must be reviewed on a case-by-case basis, and may or may not be reasonable in a given instance. If this assumption is violated, the six equations in expression 6 contain more than six unknowns and are thus not solvable.
Further work is needed to determine whether the last assumption, that x is uncorrelated pairwise with e x , e z , and e w , can be empirically verified. Wacholder has shown that when there is a strong negative correlation between the underlying true value and the error with which it is measured, the uncorrected point estimate can be biased away from the null, even when the error is nondifferential (20) . As Wacholder points out, this can plausibly happen, for example, when data on individuals whose true levels are high tend to be underestimated and data on individuals whose true levels are low tend to be overestimated. Ideally, we would estimate these correlations, in addition to the other variances and covariances estimated using the methods described above. Simply including these three additional covariance parameters in the appropriate equations in expression 6 gives seven equations with 10 unknowns, suggesting an identifiability problem. Further research is needed to determine whether a clever reformulation exists which renders all 10 parameters identifiable from data on (Xy, Z,, W,), j -1, ..., n h i = 1, . .. , n, or which describes what additional data might render the parameters identifiable.
In conclusion, when data using an additional method of measurement whose errors can reasonably be assumed to be independent from the errors in the other two methods, such as a biomarker, are available in a validation subsample, we recommend that the methods given in this paper be used to ascertain whether the errors in X and Z are correlated. If the estimated correlation is very small, e.g., less than ±0.1, this calculation can be used to verify that the usual regression calibration methods of correcting for measurement error will produce approximately valid estimates. In many instances, perhaps most, this will be the case. If the correlation is large, the methods given in this paper can be applied to obtain estimates of the odds ratio which are approximately unbiased even when the errors between X and Z are correlated. As is seen in several of the examples discussed above, even a moderate error correlation may not lead to much bias when error correlation is ignored and standard regression calibration is applied, since the extent of bias is mediated by 5, the variance ratio of X and Z, and R, the reliability coefficient of X. If available validation data do not include a third method of measurement, the relations and figures shown in this paper can be used for a sensitivity analysis of departures from the assumption of uncorrelated errors. As is seen in figures 1-3, in many cases, perhaps most of which will be realistically encountered, it can be deduced that correcting for measurement error while falsely assuming that the errors between the alloyed gold standard and the usual method of exposure assessment are uncorrelated will produce less bias than ignoring exposure measurement error altogether in the analysis. 
The first term in equation 7 is simply y x \ z . Now we wish to write y^7 in standard terms. 
