We present a version with non-definable forcing notions of Shelah's theory of iterated forcing along a template. Our main result, as an application of this, is to prove that, if κ is a measurable cardinal and θ < κ < µ < λ are uncountable regular cardinals, then there is a ccc poset forcing s = θ < b = µ < a = λ. Another application is to get models with large continuum where the groupwise-density number g takes an arbitrary regular value.
Introduction
The technique of template iterations was first introduced by Shelah in [23] to prove the consistency of d < a where d is the dominating number and a is the almost disjointness number. There are two approaches for the construction of the models. Shelah first observed that, given a measurable cardinal κ witnessed by a κ-complete ultrafilter D and a ccc poset P, forcing with the ultrapower P κ /D destroys the maximality of any almost disjoint family of the P-extension of size ≥ κ, while it preserves all scales of length different from κ (see Lemma 6.2) . Therefore, taking P as the finite support iteration (fsi) of length µ > κ of Hechler forcing, with µ regular, then, by taking ultrapowers λ times for some λ > µ regular with λ ω = λ (with special care in the limit steps), the obtained poset forces b = d = µ < a = c = λ, where b is the unbounding number and c = 2 ℵ0 is the size of the continuum. Although these ultrapowers can be represented by iterations along a template, it is not necessary to look into the template structure of the ultrapowers generated in the proof, but it is enough to understand its forcing equivalence with a fsi to get the consistency statement. This approach can be used to get the consistency of u < a modulo a measurable, where u is the ultrafilter number, by starting with a fsi of Laver forcing with an ultrafilter, but, as this forcing notion is not definable enough, it is not known whether this construction can be represented by a template iteration (for this last part, see also [10] ). The second approach consists in defining a template iteration where the ultrapower argument to increase a is replaced by an isomorphism-of-names argument, so the consistency result can be obtained modulo ZFC alone. Concretely, if ℵ 1 < µ < λ are regular cardinals and λ ω = λ, the statement b = d = µ < a = λ is consistent by this method. However, this approach only works for definable ccc (Suslin) forcing notions, so it is still not known whether such a construction can be done to get the consistency of u < a on the basis of ZFC, which is still an open problem. All details of this discussion and more applications of the template technique can be also found in [9] , [14] and [15] . In this paper, we investigate to what extent it is possible to obtain, with the techniques discussed above, models where the values of b, a and the splitting number s can be separated. The simplest of these results is the consistency of s < b = c that was proved in [1] by a fsi of Hechler forcing, even more, using techniques from [8] (see also [20, Sect. 3] ) a model of s = θ ≤ b = c = µ can be obtained, where θ ≤ µ are regular uncountable cardinals (fix these cardinals for this paragraph). Shelah [22] proved, by countable support iteration techniques, the consistency of b = ℵ 1 < a = s = ℵ 2 and the consistency of b = a = ℵ 1 < s = ℵ 2 . Extensions of these results are the consistency of b = µ < a = µ + obtained by Brendle [12] with fsi techniques and, in [16] , using matrix iterations, Brendle and Fischer proved the consistency of b = a = θ ≤ s = µ with ZFC and the consistency of κ < b = µ < a = s = λ where κ is measurable in the ground model and µ < λ are regular uncountable cardinals (here, the ultrapower technique explained above is also used). In Shelah's model for the consistency of u < a mentioned above, it is also true that κ < b = s = u = µ < a = λ where κ is measurable in the ground model and the other two cardinals are regular. The consistency of b = s = ℵ 1 < a = ℵ 2 with ZFC is still and open problem (see [17] ). Concerning models where s, b and a are different, these are the possibilities. Problem 1.1. Let θ < κ < λ be uncountable regular cardinals. Is it consistent that (1) b = θ < a = µ < s = λ?
(2) b = θ < s = µ < a = λ? (3) s = θ < b = µ < a = λ?
As models for b < s and b < a are hard to get, many difficulties arise to answer each question of this problem. In the case of (1) and (2) it seems required to construct a poset by starting with a matrix iteration and turning it into a three dimensional iteration, but in such a construction it is not known how to guarantee embeddability between the intermediate stages. A way to think about the answer of (3) is to use the known techniques for obtaining posets that force b < a with large continuum and guarantee that these preserves splitting families of the ground model. This is not viable for the techniques of [12] , so we are left with the elaborated technique of iterations along a template to attack (3) . In the models constructed in both approaches explained at the beginning of this introduction, s is preserved to be equal to ℵ 1 (see Remark 4.14 for details), so the consistency of (3) with ZFC is true for θ = ℵ 1 . We obtain a partial answer to (3) for larger θ, which is the main result of this text. By using a forcing construction as in the first approach above, given a measurable cardinal κ, we prove the consistency of s = θ < b = µ < a = λ for regular cardinals θ < κ < µ < λ. The idea of the proof is to start with V a model of ZFC that satisfies s = c = θ and θ <θ = θ and, with the measurable κ, perform a forcing construction with iterations and ultrapowers. It is needed that the resulting poset preserves s ≤ θ and, moreover, we need to use posets with small filter bases (of size < θ), like Mathias or Laver forcing with a filter base, along the iteration to ensure that s ≥ θ in the final extension. Although this construction can be done without using the template structure of the iterations, it seems that knowledge about the template is necessary to get an easy proof of the preservation of s ≤ θ in the final extension. As these posets with small filter bases are non-definable, we need to expand Shelah's theory of iterated forcing along a template by explaining how to include certain non-definable posets in the template framework. This is the main technical achievement of this paper and it is presented in such generality that it can be used for other purposes. In particular, we use this to obtain models where the groupwise-density number g can assume an arbitrary regular value, even in models obtained by well known fsi techniques. Concerning this it is known, from results in [4] , how to force g = ℵ 1 by a fsi of Suslin ccc forcing that adds new reals at many intermediate stages. Our application is an extension of this argument to force g to be an arbitrary regular uncountable cardinal by some template iteration constructions. Throughout this text, we refer as a real to any member of a fixed Polish space (e.g. the Baire space ω ω or the Cantor space 2 ω ). Our notation is quite standard. Given a measurable cardinal κ witnessed by a κ-complete ultrafilter D, we denote the ultrapower of an object X by X κ /D. Say also that a property ϕ(α) holds for D-many α iff {α < κ / ϕ(α)} ∈ D. A represents the amoeba poset, B the random poset, C the Cohen poset, D is Hechler forcing, E is the eventually different reals forcing and 1 denotes the trivial poset {0}. Those posets are Suslin ccc forcing notions. See [2, Chapter 3, Section 7.4B] for definitions and properties. Basic notation and knowledge about forcing can be found in [18] and [19] . First, we fix some notation. A family A ⊆ [ω] ω is said to be almost disjoint (a.d.) if the intersection of any two different members of A is finite. A maximal family of this kind is called maximal almost disjoint (mad). a, the almost disjointness number, is defined as the least size of an infinite mad family. For A and B subsets of ω, A ⊆ * B denotes that A B is finite. A family F contained in [ω] ω is a filter base if the intersection of any finite subfamily of F is infinite and
ω is said to be a pseudo-intersection of F if X ⊆ * A for any A ∈ F . The cardinal invariant p, the pseudo-intersection number, is defined as the least size of a filter base that does not have a pseudo-intersection, and the cardinal invariant u, the ultrafilter number, is the least size of a filter base that generates a non-principal ultrafilter on ω. G ⊆ [ω] ω is groupwise-dense if G is downward closed under ⊆ * and, for any interval partition I n n<ω of ω, there exists an A ∈ [ω] ω such that n∈A I n ∈ G. The groupwise-density number g is defined as the least size of a family of groupwise-dense sets whose intersection is empty. In this text, without loss of generality, we only consider filter bases that contain the cofinite subsets of ω and that are closed under finite intersections (e.g., the value of p and u does not change with this additional condition). For a filter base F , M F denotes Mathias forcing with F , which is a σ-centered forcing notion that adds a pseudo-intersection of F . For definitions, properties and proofs, see [2] , [5] and [6] . For a Polish space with a Lebesgue measure, let M be the σ-ideal of meager sets and N is the σ-ideal of null sets (from the context, it is clear which Polish space corresponds to such an ideal). For I being M or N , the following cardinal invariants are defined, whose value does not depend on the space used to define it: add(I) the least size of a family F ⊆ I whose union is not in I, cov(I) the least size of a family F ⊆ I whose union covers all the reals, non(I) the least size of a set of reals not in I, and cof(I) the least size of a cofinal subfamily of I, ⊆ .
The cardinal invariants b, d, s and r (the reaping number) are defined in Section 4. Recall the typical inequalities between these cardinal invariants that are true in ZFC. Clearly, they are between ℵ 1 and c. Cichon's diagram (figure 1) illustrates some provable inequalities in ZFC, where vertical lines from bottom to top and horizontal lines from left to right represent ≤. Also, the dotted lines mean add(M) = min{b, cov(M)} and cof(M) = max{d, non(M)}. We also know that [3] and [5] for details. This paper is structured as follows. We introduce, in Section 2, the basic definitions of, and results about, the templates that are used as supports for the iterations in this paper. In Section 3 we present a version of Shelah's theory of iterated forcing along a template for non-definable forcing notions, plus some basic results about ccc-ness, complete embeddability and equivalence for posets that come from a template iteration. Most of the concepts and results of these two sections are due to Shelah and many proofs of the extended results are not that different from the original proofs, which can be found in [9] and [14] . In Section 4 we extend some preservation theorems of [8] and [20] to some cases of template iterations with ccc posets. Our applications are included in Sections 5 and 6, the former shows how to obtain an arbitrary regular value for the groupwise-density number in models of cardinal invariants presented in [8] , [20] and [21] , and the latter presents the proof of our main result, Theorem 6.1. Section 7 contains questions and discussions about the material of this text.
Templates
We introduce Shelah's notion of a template (in a simpler way than in the original work [23] ), which represents the index set of a forcing iteration as defined in Section 3. The definitions and the criteria of construction of templates discussed here are relevant for the proof of many of the results concerning template iterations in Section 3 and for the construction of the model of our main result in Section 6. Except for Lemmas 2.6 and 2.8, all definitions and results are, in essence, due to Shelah [23] , but for proofs we refer to [9] . For a linear order
Definition 2.1 (Indexed template). An indexed template is a pair L,Ī := I x x∈L such that L is a linear order, I x ⊆ ℘(L x ) for all x ∈ L and (1) ∅ ∈ I x , (2) I x is closed under finite unions and intersections, (3) if z < x then there is some A ∈ I x such that z ∈ A.
(4) I x ⊆ I y if x < y, and (5) I := x∈L I x ∪ {L} ∪ {X ∪ {m} / X ∈ I m and m = max(L)} (the last set of this union is only considered when such a maximum exists) is well-founded with the subset relation. Let Dp := Dp I : I → On be the rank function for this relation.
L is meant to be the index set of an iteration as defined in Section 3. The well-foundedness of I allows to define, by recursion, such an iteration for each support A ∈ I. Note that properties (2) and (4) imply that I is closed under finite unions and intersections. If A ⊆ L and x ∈ A, define I x ↾A := {A ∩ X / X ∈ I x } the trace of I x on A. Then, A,Ī↾A := I x ↾A x∈A is also an indexed template.
This family is important at the time of the construction of an iteration because the generic object added at stage x is generic over all the intermediate extensions that come from any support inÎ x (see comment after Theorem 3.3). Note that B ∈Î x if and only if B ⊆ H for some H ∈ I x . Also, (1), (2) and (3) imply that any finite subset of L x is inÎ x .
(2) (Template for a fsi) Let δ be an ordinal number. Then, I α := α + 1 = {ξ / ξ ≤ α} for α < δ form an indexed template on δ. This is the template structure that corresponds to a fsi of length δ. Note thatÎ α = P(α).
Definition 2.3 (Innocuous extension)
. Let L,Ī be an indexed template and θ an uncountable cardinal.
for every x ∈ L, I x ⊆ J x , and (2) for any x ∈ L, A ∈ J x and X ⊆ A of size < θ, there exists a C ∈ I x containing X.
If in (2) we can even find
The main point of this definition is that, when two iterations are defined along templates where one is an innocuous extension of the other and where some "coherence" is ensured in the construction of both iterations, we can get complete embeddability or equivalence between the resulting posets. The results that express this are Corollary 3.11 and Lemma 3.12.
Then, L,J is an indexed template which is a θ-innocuous extension of L,Ī and a strongly θ-innocuous extension of L 0 ,Ī↾L 0 for any θ. Moreover,
Fix a measurable cardinal κ with a non-principal κ-complete ultrafilter D and let L,Ī be an indexed template. Put L * := L κ /D, which is a linear order.
Typically, given a poset Q that comes from an iteration along the template L,Ī , its ultrapower is (forcing equivalent to) an iteration along L * ,Ī * . Also,Ī † is very close toĪ * , so there is an iteration along L * ,Ī † that gives a poset which is forcing equivalent to the ultrapower of Q. This procedure is used for the inductive step of the construction of the chain of template iterations of the proof of Theorem 6.1 and the use ofĪ † , though it is used likeĪ * to define the same iteration for Q κ /D, is preferred in order to ease the construction of the template in the limit step.
† ↾X comes from two objects of the formȲ = [{Y α } α<κ ] where Y α ∈ I↾X α for D-many α. But, as θ < κ and each |I↾X α | < θ, there exists ν
Now we deal with the context of the construction of a "limit" of templates, which is relevant for the construction of the templates corresponding to the limit step in the proof of Theorem 6.1. Fix an uncountable cardinal θ and consider a chain of indexed templates
Note that properties (i) and (ii) also hold for the template L δ ,J , but (ii) may not hold for L δ ,Ī . Although, in many cases, both templates lead to the same template iteration construction when cf(δ) ≥ θ, J is preferred overĪ because of property (ii). As Lemma 2.6, the following result states that, in the resulting template, it is preserved the property of having small templates when restricting to a small set. This is used for the application of Theorem 4.13, which deals with the preservation properties of Section 4.
Lemma 2.8. Assume that ν ≤ θ is a regular cardinal and that, for each α < δ and
Proof. If cf(δ) < ν, choose an increasing cofinal sequence {α η } η<cf(δ) for δ and note that I ↾ X = η<cf(δ)
α ↾X or Z = X ∩ H for some H ∈ I β ξ with ξ ∈ µ and α < β < δ. As |Z| < ν, by strong θ-innocuity, we can find a
then it has size < ν when X does.
Iterations along templates
We present the theory of template iterations for non-definable posets. Although this approach is general, the proofs of the criteria of construction of the iterations and ccc-ness are not different from those in [14] , actually, our presentation is based on this reference. With some generality, we can say that the original version of template iterations with definable forcing (in [23] ) corresponds to Example 3.6 with L C = ∅.
To introduce some notation, if M is a transitive model of ZFC and P ∈ M , Q are posets, P ⊆ M Q means that P is a suborder of Q and that every maximal antichain of P in M is still a maximal antichain of Q. Recall the four-element lattice I 4 := {∧, 0, 1, ∨} where ∨ is the largest element, ∧ is the least element and 0, 1 are in between.
Definition 3.1 (Correct system of embeddings). Let P i be a poset for each i ∈ I 4 and let e i,j : P i → P j be complete embeddings for i < j in I 4 such that e 0,∨ • e ∧,0 = e 1,∨ • e ∧,1 . This system of embeddings is correct if, for each p ∈ P 0 and q ∈ P 1 , if both have compatible reductions in P ∧ , then e 0,∨ (p) and e 1,∨ (q) are compatible in P ∨ . An equivalent statement is that, for each p ∈ P 0 and for every reduction r ∈ P ∧ of p, e ∧,1 (r) is a reduction of e 0,∨ (p). When e i,j is the identity embedding for any i < j in I 4 (which corresponds to all the cases in this text), we say that P ∧ , P 0 , P 1 , P ∨ is a correct system.
Recall that a partial order I, ≤ is directed iff any two elements of I have an upper bound in I. A sequence of posets P i i∈I is a directed system of posets if, for any i ≤ j in I, P i is a complete suborder 1 of P j . In this case, the direct limit of P i i∈I is defined as the partial order limdir i∈I P i := i∈I P i . It is clear that, for any i ∈ I, P i is a complete suborder of this direct limit. [11] , see also [14, Lemma 1.2]). Let I be a directed set, P i i∈I and Q i i∈I directed systems of posets such that (1) for each i ∈ I, P i is a complete suborder of Q i , and
Lemma 3.2 (Embeddability of direct limits
Then, limdir i∈I P i is a complete suborder of limdir i∈I Q i .
Theorem 3.3 (Iteration along a template).
Given a template L,Ī , a partial order P↾A can be defined by induction on A ∈ I given the following conditions.
(1) For x ∈ L and B ∈Î x ,Q B x is a P↾B-name of a poset given by reals. The following conditions should hold.
(2) The partial order P↾A is given by:
(i) P↾A consists of all finite partial functions p with domain contained in A such that p = 0 or, if |p| > 0 and x = max(domp), then there exists a B ∈ I x ↾A such that p↾L x ∈ P↾B and p(x) is a P↾B-name for a condition inQ (ii) The ordering on P↾A is given by: q ≤ A p if domp ⊆ domq and either p = 0 or, when p = 0 and x = max(domq), there is a B ∈ I x ↾A such that q↾L x ∈ P↾B and, either x / ∈ domp, p ∈ P↾B and q↾L x ≤ B p, or x ∈ domp, p↾L x ∈ P↾B, q↾L x ≤ B p↾L x and p(x), q(x) are P↾B-names for conditions inQ
Within this induction, the following properties are proved.
(c) P↾A is obtained from P↾B where B A belongs to I in the following way:
(iii) If A does not have a maximum element, then P↾A is the direct limit of the P↾B where B ∈ I x ↾A for some x ∈ A. Actually, considering the previous result proved by induction for all the templates of the form X,Ī↾X for any X ⊆ L, P↾X can be defined and Theorem 3.3 becomes valid for any subset of L. In the same way, results proved throughout this text "by induction on A ∈ I" become valid for any subset of L. Condition (1), particularly item (i), implies that, when we step into the generic extension of P↾L, the generic object added at stage x is generic over the intermediate extension by P↾B for any B ∈Î x . In general, as L x may not belong toÎ x (that is, to I x ), this object added at stage x need not be generic over the intermediate extension by P↾L x or over the extension for any subset of L x that is not inÎ x . The following are the definable forcing notions that, typically, are involved in a template iteration.
Definition 3.4 (Correctness-preserving Suslin ccc notion). A Suslin ccc notion S (with parameters in
the ground model) is correctness-preserving if, for any correct system P i i∈L4 with complete embeddings e i,j for i < j in L 4 , P i * Ṡ i i∈L4 is a correct system (with the obvious resulting embeddings), whereṠ i is a P i -name for S.
For example, the partial orders B, C, D, E are correctness-preserving forcing notions, see [11] , [13] and also [14, Lemma 1.3] . So far, there is no known example of a Suslin ccc notion that is not correctnesspreserving.
The following examples present the types of template iterations that are used in our applications.
Example 3.5 (Fsi in terms of a template iteration). Let δ be an ordinal and consider the templateĪ defined in Example 2.2(2). An iteration along δ,Ī defined as in Theorem 3.3 is equivalent to the fsi P↾α,Q α α α<δ . Unlike a generic fsi, this iteration has the feature that it can be restricted to any subset of δ. To be more precise, if X ⊆ δ, then P↾X is equivalent to the fsi P↾(X ∩ α),Q X∩α α α∈X that is a complete suborder of P↾δ. Recall that, for any α < δ,Î α = P(α), so the generic object added at stage α is generic over the intermediate extension by P↾X for any X ⊆ α. Of course, the proof of Theorem 3.3 is much simpler for this template, for it is enough to have the conditions in (1) and prove, by induction on α ≤ δ, that P ↾ X is defined for any X ⊆ α and that properties (a)-(f) hold.
for B ∈Î x according to one of the following cases.
, where S x is a fixed Suslin correctness-preserving ccc poset coded in the ground model.
(ii) If x ∈ L C , for a fixed C x ∈Î x and a P↾C x -nameQ x for a poset given by reals,
It is a straightforward calculation to see that the properties stated in (1) of Theorem 3.3 hold, so the template iteration can be defined as stated in that Theorem.
The following result is about complete embeddability between two template iterations. Although it is stated in a general way, Corollary 3.11 presents a particular case corresponding to what we need for our applications. (1) For x ∈ L and B ∈Î x , if P↾B is a complete suborder ofP↾B, then P ↾BQ
(2) Whenever B ∈Î x , A ⊆ B and P ↾ A,P ↾ A, P ↾ B,P ↾ B is a correct system, then the system
if C ∈ J x ↾B and p ∈P↾C, then there exists an A ∈ I x ↾B such that p ∈P↾A.
andq is aP↾C-name for a condition inQ C x , then there exists an A ∈ I x ↾B such thatq is aP↾A-name for a condition inQ Then, the following hold for each B ∈ I.
(a) P↾B is a complete suborder ofP↾B.
Proof. Proceed by induction on B ∈ I. The non-trivial case is when B = ∅. According to Theorem 3.3, consider the following cases
Then, by induction hypothesis and (1), P↾B is a complete suborder ofP↾B. This gives (a).
is a correct system, so P↾A, P↾B,P↾A,P↾B is a correct system by (2). The conclusion is simpler when x / ∈ A.
(ii) Case x = max(B) and B x / ∈Î x . Then, with B :
By induction hypothesis and Lemma 3.2, it is enough to prove thatP↾B = limdir B ′ ∈BP ↾B ′ to see that P↾B is a complete suborder ofP↾B. If p ∈P↾B, then, in the case that x = max(dom(p)), there exists an A ′ ∈ J x ↾B such that p↾L x ∈P↾A ′ and p(x) is aP↾A ′ -name for a condition inQ A ′ x . By (3) and (4), we can find C ∈ I x ↾B such that p↾L x ∈P↾C and p(x) is aP↾C-name for a condition inQ C x , so p ∈P↾(C ∪ {x}) with C ∪ {x} ∈ B. The case max(dom(p)) < x is treated in a similar way. For (b), let A ⊆ B and p ∈ P↾A which is a reduction of q ∈ P↾B and prove that p is a reduction of q with respect to the posetsP↾A andP↾B. Find
It is easy to notice that p is a reduction of q with respect to the posets P↾A ′ and P↾B ′ so, by induction hypothesis, p is a reduction of q with respect to the posetsP↾A ′ andP↾B ′ . As P ↾A ′ ,P↾A,P↾B ′ ,P↾B is a correct system, our claim is proved.
(iii) Case B does not have a maximum element. Then,
Like in the previous case, (3) and (4) imply thatP↾B = limdir B ′ ∈BP ↾ B ′ . Then, by Lemma 3.2, P↾B is a complete suborder ofP↾B. The argument for (b) is very similar to the one of the previous case.
Four our applications, we are interested in template iterations that produce ccc posets. The following result presents some conditions for this. Recall that a poset P has the Knaster condition if, for any sequence {p n } n<ω1 of conditions in P, there exists an E ⊆ ω 1 uncountable such that all the members of {p n / n ∈ E} are pairwise compatible.
Lemma 3.8 (Ccc-ness of template iterations). Consider an indexed template L, I and P↾L a corresponding template iteration such that the following conditions hold.
(i) For any x ∈ L and B ∈Î x there are P↾B-names Q B n,x n<ω witnessing thatQ B x is σ-linked and
n,x for all n < ω.
Then, for any A ∈ I, P↾A has the Knaster condition.
Proof. Same proof as [14, Lemma 2.3].
For this Lemma, if the template L, I is as in Example 2.2(2), to obtain that P ↾ L has the ccc conditions (i) and (ii) can be replaced by P↾B "Q B x has the ccc" for any x ∈ L and B ∈Î x . The reason of this, as explained in Example 3.5, is that P↾X is a fsi for any X ⊆ L. Recall from [14] that a forcing notion S is Suslin σ-linked if it is Suslin ccc and S = n<ω S n where all S n are linked and "x ∈ S n " is a Σ 1 1 -statement. This implies that "S n is linked" is Π 1 1 and, thus, absolute. In a similar way, Suslin σ-centered forcing notion is defined. In particular, B is a Suslin σ-linked poset and C, D and E are Suslin σ-centered posets. ≤ω such that p ∈ P↾C andẋ is a P↾C-name.
The last assertion of the preceding Corollary follows from the next result. In contrast with this, when we consider iterations as in Example 3.6 with L C = ∅, it is not possible to guarantee that the supports of a condition or a name for a real have countable size. • for x ∈ L S , S x is a Suslin σ-linked correctness-preserving forcing notion and
• for x ∈ L C ,Q x is a P↾C-name for a σ-linked poset of reals such that each linked component contains the trivial condition, and |C x | < θ.
Then, for each A ∈ I, P↾A has the Knaster condition and each condition and name of a real for this poset has a support of size < θ.
Proof. The Knaster condition follows from Lemma 3.8. The proof of the statement about the support follows the same lines of the proof of [14, Lemma 2.4] except for a further detail. Proceed by induction on A ∈ I and let p ∈ P↾A be such that x = max(domp) ∈ L C . Then, there exists a B ∈ I x ↾A such that p↾L x ∈ P↾B and p(x) is a P↾B-name for a condition inQ B x . By induction hypothesis, there exists D 0 ⊆ B of size < θ such that p ∈ P↾D 0 . If C x ⊆ B then p(x) will be the trivial condition, so that p ∈ P↾(D 0 ∪ {x}). Else, if C x ⊆ B, by induction hypothesis find D 1 ⊆ B of size < θ such that p(x) is a P↾D 1 -name for a real. Without loss of generality, we may assume
The argument when x ∈ L S is similar. Now, ifẋ is a P↾A-name for a real, note that it can be determined by countably many conditions r n n<ω in P↾A. As each r n has a support of size < θ and θ has uncountable cofinality, we can find X ⊆ A of size < θ such that r n ∈ P↾X for all n < ω. This implies thatẋ is a P↾X-name.
The following is a consequence of Theorem 3.7 that fits for the purposes of our applications. Although this type of results was considered originally to get only forcing equivalence, we need to extend to cases where we can get complete embeddability, fact that is needed in order to deal with the limit steps of small cofinality in the proof of Theorem 6.1. (1') For x ∈ L S , the same Suslin forcing S x is considered for both template iterations.
(2') For x ∈ L C eitherČ x = C x andQ x =Q x , or C x = ∅ andQ x is the trivial forcing.
Then, the following hold for each B ∈ I.
(a) P↾B is a complete suborder ofP↾B. (1) Straightforward from (0'), (1') and (2').
(2) For x ∈ L S , the result follows because S x is a correctness-preserving Suslin ccc notion. For x ∈ L C , it is straightforward from (2').
(3) Let B ⊆ L, x ∈ B, C ∈ J x ↾B and p ∈P↾C. By Lemma 3.10, there exists K ⊆ C such that p ∈P↾K and |K| < θ. Then, by θ-innocuity, there exists H ∈ I x such that K ⊆ H, so K ⊆ A and p ∈P↾A, where A := B ∩ H ∈ I x ↾B.
(4) Let B ⊆ L, x ∈ B, C ∈ J x ↾B andq aP↾C-name for a condition inQ C x . A similar argument as before works with Lemma 3.10. It is clear for x ∈ L S , so assume x ∈ L C . IfČ x ⊆ C, find K ⊆ C such thaṫ q is aP↾K-name for a real, |K| < θ andČ x ⊆ K. Then,q is aP↾K-name for a condition inQ x so, by θ-innocuity, find an A ∈ I x ↾B containing K, so thatq is aP↾A-name for a condition inQ x . The caseČ x C is simpler becauseq is aP↾C-name for the trivial condition.
We conclude this section with a version of a known result of forcing equivalence for the template iterations of Lemma 3.10. Let p ∈P↾B. If p = ∅, put F B (∅) = ∅, so assume that p = ∅. Let x := max(domp) and findB ∈ J x ↾B such that p↾L x ∈P↾B and p(x) is aP↾B-name for a condition inQB x . Consider the following cases.
(i) x ∈ L S . By hypothesis, there exists anĀ ⊆B of size < θ such that p↾L x ∈P↾Ā and p(x) is ǎ P↾Ā-name for a condition in S
. By innocuity, there exists aC ∈ I x ↾B ⊆ J x ↾B containingĀ, so p↾L x ∈P↾C and p(x) is aP↾C-name for a condition in S VP ↾C x . AsC ∈ J and has rank less than B, the embedding FC has already been defined. So let F B (p) := FC (p↾L x ) ∪ {(x, p 0 (x))} where p 0 (x) is the P↾C-name associated to p(x) with respect to the embedding FC . Notice that, because of (2), F B (p) does not depend on the choice ofC.
(ii) x ∈ L C and C x ⊆B, soQB x =Q x . Proceed like before, but takeĀ such that C x ⊆Ā.
(iii) x ∈ L C but C x ⊆B, soQB x = 1, that is, p(x) is forced to be the trivial condition. Proceed as in 2 (i).
Preservation theorems for iterations along templates
The main goal of this section is to prove preservations results for template iterations associated to some cardinal invariants. The preservation properties involved use the same notation as in [20 We are going to use the notion of quotients between posets in the proofs of many results of this section. For P, Q posets and a complete embedding i : P → Q, define the quotient poset (with respect to i) Q/P := q ∈ Q / ∃ p∈Ġ (p is a reduction of q (with respect to i)) , which is a P-name of a poset which inherits the same order as Q, whereĠ is the P-name for the P-generic set. Note that p ∈ P is a reduction of q ∈ Q iff p P q ∈ Q/P. It is well known that Q is forcing equivalent to P * (Q/P). In the proofs of our results, i will be the identity embedding.
Lemma 4.1. Let P, P ′ , Q, Q ′ be a correct system. Then,
Proof. Correctness implies directly that P ′ Q/P ⊆ Q ′ /P ′ . We prove first that P ′ forces that any pair of incompatible conditions in Q/P are incompatible in
We need to find a p ′′ ≤ p ′ in P ′ which forces that q 0 and q 1 are compatible in Q/P. As p
′ is a reduction of q ′ . Find p ∈ P and q ∈ Q such that q ≤ q 0 , q 1 , p is a reduction of q, p is a reduction of p ′ and q is a reduction of q ′ . Indeed, choose p 0 ∈ P a reduction of p ′ . Then, as p 0 is also a reduction of q ′ , there exists a q ′′ ∈ Q ′ such that q ′′ ≤ q ′ , p 0 . Then, we can find q ∈ Q a reduction of q ′′ such that q ≤ q 0 , q 1 , p 0 . Now, find p ≤ p 0 in P such that it is a reduction of q. Clearly, p and q are as desired. Now, p P q ∈ Q/P and, as it is a reduction of p ′ , find p ′′ ∈ P ′ such that p ′′ ≤ p, p ′ . Thus, p ′′ P ′ "q ∈ Q/P" and q ≤ q 0 , q 1 . Now, letȦ be a P-name for a maximal antichain in Q/P. Given p ′ ∈ P ′ and q
′ is a reduction of q ′ , so there exists q ′′ ∈ Q ′ that extends both p ′ and q ′ . Now, let q 2 ∈ Q be a reduction of q ′′ . Hence, asȦ is the P-name of a maximal antichain in Q/P, there exist q, q 3 ∈ Q and p ∈ P such that q 3 ≤ q, q 2 and p is a reduction of q 3 that forces q ∈Ȧ. Find q 4 ∈ Q such that q 4 ≤ p, q 3 . As q 4 ≤ q 2 , there exists q ′′′ ∈ Q ′ extending q ′′ and q 4 . Now, let p
Throughout this section, fix θ an uncountable regular cardinal.
Context 4.2.
Fix an increasing sequence ⊏ n n<ω of 2-place relations in ω ω such that
• Each ⊏ n (n < ω) is a closed relation (in the arithmetical sense) and
• for all n < ω and
ω is a ⊏-unbounded family if, for every g ∈ ω ω , there exists an f ∈ F such that f ⊏ g. Define the cardinal b ⊏ as the least size of a ⊏-unbounded family. Besides, D ⊆ ω ω is a ⊏-dominating family if, for every x ∈ ω ω , there exists an f ∈ D such that x ⊏ f . Likewise, define the cardinal d ⊏ as the least size of a ⊏-dominating family. Given a set Y , say that a real f ∈ ω ω is ⊏-unbounded over Y if f ⊏ g for every g ∈ Y ∩ ω ω .
Although we define Context 4.2 for ω ω , we can use, in general, the same notion by changing the space for the domain or the range of ⊏ to another uncountable Polish space, like 2 ω or other spaces whose members can be coded by reals in ω ω .
Definition 4.3. For a forcing notion P, the property (+ θ P,⊏ ) holds if, for every P-nameḣ of a real in ω ω , there exists a set Y ⊆ ω ω such that |Y | < θ and, for every f ∈ ω ω , if f is ⊏-unbounded over Y , then f ⊏ḣ. When θ = ℵ 1 , we just write (+ P,⊏ ).
(+ θ P,⊏ ) is a standard property associated to the preservation of b ⊏ ≤ θ and the preservation of d ⊏ large through forcing extensions of P. To explain this, first say that F ⊆ ω ω is θ-⊏-unbounded if, for any X ⊆ ω ω of size < θ, there exists an f ∈ F which is ⊏-unbounded over X. In practice, F has size θ and, as it is a ⊏-unbounded family, b ⊏ ≤ |F | = θ. Now, if (+ θ P,⊏ ) holds, then P preserves, in any generic extension, θ-⊏-unbounded families of the ground model and, if λ ≥ θ is a cardinal and d ⊏ ≥ λ in the ground model, then this is also preserved in any generic extension. It is also known that the property of Definition 4.3 is preserved under fsi of ccc forcing (details can be found in [20, Sect. 2]). We prove in this section, under some conditions, that this property is preserved through template iterations. Before that, we present some examples.
Lemma 4.4 ([20, Lemma 4]).
If P is a poset and |P| < θ, then (+ θ P,⊏ ). In particular, (+ C,⊏ ) always holds.
Example 4.5 (Preserving unbounded families). For
). The unbounding number is defined as b := b < * and d := d < * is the dominating number. 
Example 4.6 (Preserving splitting families). For
A, B ∈ [ω] ω , define A ∝ n B ⇔ (B n ⊆ A ∨ B n ⊆ ω A), so A ∝ B ⇔ (B ⊆ * A ∨ B ⊆ * ω A). Note also that A ∝ B iff A splits B,
Example 4.8 (Preserving null-covering families). Fix, from now on, I n n<ω an interval partition of
g is a co-null F σ meager set. 
Example 4.11 (Preserving new reals). For
). Note that, if M is a model of ZFC and c is a real, then c is = * -unbounded over M iff c / ∈ M . It is also easy to see that b = * = 2 and d = * = c. For this relation, we are not interested in the cardinal invariants but in the "preservation" of new reals that are added at certain stage of an iteration and that cannot be added at other different stages. Concretely, we use this relation to prove Theorem 4.16.
Lemma 4.12. If P is a θ-cc poset, then (+ θ P,= * ). In particular, ccc posets satisfy (+ ·,= * ).
Proof. Letḣ be a P-name for a real. Find a maximal antichain A ⊆ P such that, for p ∈ A, either p "ḣ / ∈ V " or there is a real f p such that p ḣ = f p . Clearly, Y := {f p / p ∈ A} (we include only those that exist) has size < θ and it is a witness of (+ θ P,= * ) forḣ.
Theorem 4.13 (First preservation theorem for template iterations). Consider L, I an indexed template and P↾L a corresponding template iteration such that it is ccc and ν ≤ θ is an uncountable cardinal such that (i) for all B ∈ [L]
<ν , I↾B has size < ν,
(ii) for all A ∈ I, every condition and name for a real in P↾A has a support of size < ν and (iii) for all x ∈ L and B ∈ I x , P↾B (+
Proof. Let V be the ground model and let
Case 1 x = max(A) exists and A
x so, by (iii) and the induction hypothesis, (+ θ P↾A/P↾L ′ ,⊏ ) holds.
Letḣ ∈ V be a P↾A-name for a real. If there is some B ∈ A such thatḣ is a P↾B-name, then, in V ′ , by induction hypothesis, there exists a witness of (+ θ P↾B/P↾L ′ ) forḣ (which can be seen as a P↾B/P↾L ′ -name) and we are done.
Assume thatḣ is not a P↾B-name for any B ∈ A.
As µ := |I↾C| < ν by (i), this equation implies that |C| ≤ µ, so enumerate C := {D α / α < µ} where 
P↾(L ′ ∪C)/P↾L ′ f ⊏ḣ and so P↾A/P↾L ′ forces the same.
Case 3 There is no max(A), so P↾A = limdir B∈B P↾B where B := {B ∈ I x ↾A / x ∈ A and L ′ ⊆ B}. Letḣ a P↾A-name for a real, so there exists C ⊆ A of size < ν such thatḣ is a P↾(L ′ ∪ C)-name and, without loss of generality, assume that C doesn't have a maximum. Proceed like in case 2 to find a witness of (+ θ P↾A/P↾L ′ ,⊏ ) forḣ.
Remark 4.14. Shelah's model ( [23] , see also [9] ) for the consistency of d < a with ZFC uses a template iteration like in Example 3.6 where L C = ∅ and S x = D for every x ∈ L S = L. To use the isomorphism-ofnames argument, the iteration is done under the continuum hypothesis so, by Lemma 4.7, the conditions of Theorem 4.13 with θ = ℵ 1 and ⊏=∝ hold for that template iteration and, thus, s = ℵ 1 in the generic extension. Therefore, if ℵ 1 < µ < λ are regular cardinals and λ ω = λ, there is a model of ZFC such that s = ℵ 1 < b = d = µ < a = c = λ. Moreover, the same model satisfies cov(N ) = ℵ 1 , add(M) = cof(N ) = µ and non(N ) = λ. See details in [9] .
We introduce a preservation result of the same property for template iterations but with different conditions. Theorem 4.15 (Second preservation theorem for template iterations). Consider L, I an indexed template and P↾L a corresponding template iteration such that it is ccc, (i) whenever A ∈ I has a maximum x and A ∩ L x / ∈Î x , ifḣ is a P↾A-name for a real, then there exists an increasing sequence B n n<ω in B A := {B ⊆ A / B ∩ L x ∈ I x ↾A} such thatḣ is a P↾C-name for a real, where C := n<ω B n , and P↾C = limdir n<ω P↾B n , (ii) whenever A ∈ I does not have a maximum andḣ is a P↾A-name for a real, then there exists an increasing sequence B n n<ω in B A := {B ⊆ A / ∃ x∈A (B ∈ I x ↾A)} like in (i), and Case 2 Letḣ be a P↾A-name for a real. Choose B n n<ω and C as in (i). Now, for each n < ω, choose a P↾B n -nameḣ n for a real and ṗ n,k k<ω P↾B n -names for a decreasing sequence of conditions in P↾C/P↾B n such that it is forced with P↾B n thatṗ n,k P↾C/P↾Bnḣ ↾k =ḣ n ↾k. Choose Y n to be a witness of (+ θ P↾Bn,⊏ ) forḣ n . Put Y := n<ω Y n . As in the proof of Theorem 4.13, this is a witness of (+ θ P↾A,⊏ ) forḣ (first note this for P↾C).
Case 3 Similar argument as in the previous case.
It is easy to note that any iteration as in Example 3.5, where all the involved posets have the ccc, satisfies the conditions of the previous theorem, moreover, any A ∈ I that has a maximum x satisfies A ∩ L x ∈Î x , so condition (i) becomes irrelevant in this case. To finish this section, we prove the following result about new reals added in an intermediate extension of a template iteration. Theorem 4.16 (New reals not added at other stages of a template iteration). In a (ground) model V of ZFC, let P↾ L,Ī be a template iteration as in Example 3.6, x ∈ L such that L x ∈ I x and letḟ be a P↾(L x ∪ {x})-name of a real such that
This result is a direct consequence of Theorem 4.18, which is a more general result about the preservation of ⊏-unbounded reals. Fix ⊏ a relation as in Context 4.2, M ⊆ N transitive models of ZFC, P ∈ M and Q ∈ N posets such that P ⊆ M Q (recall this notation from the first paragraph of Section 3) and let c ∈ ω ω ∩ N be a ⊏-unbounded real over M . Recall the following property from [20, Sect. 4] .
(⋆, P, Q, M, N, ⊏, c) : For every P-nameḣ ∈ M for a real in ω ω , Q,N c ⊏ḣ.
This means that c is ⊏-unbounded over M [G ∩ P] for every Q-generic G over N . Such a property was introduced for the first time in [6] and generalized in [16] and [20] . Recall 
Theorem 4.18 (Preservation of ⊏-unbounded reals in a template iteration).
In a (ground) model V of ZFC, let P↾ L,Ī be a template iteration as in Example 3.6 such that, for every x ∈ L S and B ∈Î x , P↾B forces that
Proof. We prove, by induction on A ∈ I, that if L x ∪ {x} ⊆ A then P ↾ (A {x}) forces thatċ is ⊏-unbounded over V P↾(A {x}) . 
Case 1 y = max(A) exists and

The groupwise-density number and fsi
With the fsi techniques of [8] , the author constructed in [20, Sect. 3] and [21, Thm. 4.1-4.4] models with large continuum where the cardinal invariants defined in the introduction, with the exception of g and a, can take many different values. But, because the iterations used there can be defined as a template iteration as explained in Example 3.5 and Theorem 4.15 for preservation can be used, then we can also get a value of g. We show how to do this in this section. First, recall the following result.
Lemma 5.1 ([4, Thm. 2]). Let θ be an uncountable regular cardinal, V α α≤θ an increasing sequence of transitive models of ZFC such that
For any infinite cardinal λ, we use the notation GCH λ For any infinite cardinal µ,
Fix uncountable regular cardinals µ 1 ≤ µ 2 ≤ µ 3 ≤ κ and a cardinal λ ≥ κ.
, non(N ) = r = c = λ and that one of the following statements hold. <µ3 := {C α,β } β<λ . Fix a bijection g : λ → λ 3 such that g −1 (α, β, γ) ≥ α, β, γ for any α, β, γ < λ. Consider a template iteration P ↾ λ,Ī as in Example 3.6 such that L S = {ξ < λ / ∃ δ (ξ = 4δ)}, S ξ = C for ξ ∈ L S and, for each ξ ∈ L C , if ξ = 4δ ξ + r ξ with 0 < r ξ < 4 and g(δ ξ ) = (α, β, γ), then
• {Ȧ α,β,η } η<λ is an enumeration of the P↾C α,β -names for all the subalgebras of A of size < µ 1 .
• {Ḃ α,β,η } η<λ is an enumeration of the P↾C α,β -names for all the subalgebras of B of size < µ 2 .
• {Ḟ α,β,η } η<λ is an enumeration of the P↾C α,β -names for all the filter bases of size < µ 3 .
• If r ξ = 1, thenQ ξ =Ȧ α,β,γ .
• If r ξ = 2, thenQ ξ =Ḃ α,β,γ .
• If r ξ = 3, thenQ ξ = MḞ α,β,γ . By Lemma 3.10, P↾λ is ccc and each condition and name for a real has a support of size < µ 3 . Let V 3 λ be a generic extension by P↾λ. The same argument as in the proof of [20, Thm. 2] , by the use of Theorem 4.15, yields GCH λ , add(N ) = µ 1 , cov(N ) = µ 2 , non(M) ≤ µ 3 and cov(M) = c = λ in V 3 λ . To get p ≥ µ 3 note that, if F is a filter base of size < µ 3 , then there is an α < λ such that F is in the intermediate extension by P↾α. Thus, there exists β < λ such that F is in the intermediate extension by P↾C α,β and F = F α,β,γ for some γ < λ, so the Mathias real added at the coordinate ξ = 4δ + 3 with g(δ) = (α, β, γ) is a pseudo-intersection of F . We are left with g ≤ µ 3 . In V 3 , let {A ε } ε<µ3 be a partition of λ into sets of size λ such that <µ3 := {D α,β } β<λ . Perform a template iteration P↾ λκ,J such that L S = {λα / α < κ}, S ξ = D for each ξ ∈ L S and, for each ξ ∈ L C , if ξ = λα + η for some α < κ, 0 < η < λ and h(η) = (β, γ, r), then
• {Ȧ α,β,η } η<λ is an enumeration of the P↾D α,β -names for all the subalgebras of A of size < µ 1 .
• {Ḃ α,β,η } η<λ is an enumeration of the P↾D α,β -names for all the subalgebras of B of size < µ 2 .
• {Ḟ α,β,η } η<λ is an enumeration of the P↾D α,β -names for all the filter bases of size < µ 3 .
• If r = 0, thenQ ξ =Ȧ α,β,γ .
• If r = 1, thenQ ξ =Ḃ α,β,γ .
• if r = 2, thenQ ξ = MḞ α,β,γ .
Arguments as in the proof of (a) and [20, Thm. 5] give the result. gives the result.
The following results are modifications of proofs in [20, Sect. 3] as done in the proof of Theorem 5.2. We do not show the proofs but refer to the modified result instead. In this last result, we cannot say much about s, r and u because the corresponding iteration uses random and Hechler forcing for the L S -coordinates (as explained in Example 3.6) and it is not known how to preserve splitting families when these two forcing notions are involved in this way.
6 Proof of the main result Theorem 6.1 (Main result). Let κ be a measurable cardinal, θ < κ < µ < λ all regular uncountable cardinals. Assuming GCH, there exists a ccc poset forcing that s = θ < b = µ < a = c = λ. Moreover, this poset forces p = g = θ and GCH λ .
The following result will be relevant at the end of the proof of this theorem. Lemma 6.2 (Destruction of mad families. Shelah [23] , see also [9, Lemma 0.3]). Let P be a ccc poset andȦ a P-name for an a.d. family of size ≥ κ. Then, P κ /D forces thatȦ is not maximal.
As forcing notions of size < κ preserve the measurable cardinal, by Theorem 5.2(a) with µ 1 = µ 2 = µ 3 = λ = θ, we work in a ZFC model V that satisfies add(N ) = s = θ = c and GCH θ . Note that
ω ∩ V is a θ-∝-unbounded family 3 . Fix D a non-principal κ-complete ultrafilter on κ. (II) Every x ∈ L has an immediate successor and, for ξ ∈ λµ, ξ + 1 is the immediate successor of ξ.
(III) If γ ∈ λµ is a limit ordinal of cofinality = κ, then γ = sup L {α ∈ λµ / α < γ}.
<θ , then |I↾X| < θ.
(IX) For x ∈ L F there is a fixed C x ∈Î x of size < θ andḞ x a P↾C x -name for a filter base on ω of size < θ such that, for every B ∈Î x ,Q
x is the trivial forcing.
(XI) GivenḞ a P ↾ L-name for a filter base on ω of size < θ, there exists an x ∈ L F such that
Notice that an appropriate template iteration P↾ L, I satisfies the hypothesis of Lemma 3.10, so it has the Knaster condition and the support of each condition and of each name of a real has size < θ. Therefore, all conditions of Theorem 4.13 are satisfied for ∝ (see Lemmas 4.4 and 4.7), so (+ θ P↾L,∝ ) holds and, thus, P ↾ L, I forces that s ≤ θ, moreover, equality is forced because p ≥ θ by (XI) and a similar argument as in the proof of Theorem 5.2(a) (notice that, for each x ∈ L F , C x ∈Î x and P↾(C x ∪ {x}) = P↾C x * MḞ x ). Also, by (V), (VI) and (VIII), P↾ L, I forces b = d = µ. As |L| = λ, it is also clear that P↾ L, I forces c ≤ λ. g ≤ θ is also forced: let {A ε } ε<µ3 be a partition of L into sets of size λ such that A ε ∩ L H = ∅ for each ε < µ 3 and, by using Lemma 5.1 and Theorem 4.16, proceed like at the end of the proof of Theorem 5.2(a). Therefore, to prove Theorem 6.1, it is enough to construct an appropriate template iteration that forces a ≥ λ. This will be done by constructing a chain of appropriate template iterations of length λ such that the inductive step is done by taking ultrapowers (so we can use Lemma 6.2 to force a to be large). Before proceeding with this construction, we explain how we deal with the inductive and limit steps for the construction of that chain. Fix an appropriate template iteration P↾ L, I . Recall from the context of Lemma 2.5 the templates I * and I † associated to the ultrapower L * of the linear order L. We show how to construct, in a canonical way, an appropriate template iteration P † ↾ L * , I † that is forcing equivalent to the ultrapower of P↾L. As cf(λµ) = µ > κ, it is easy to note that λµ is still cofinal in L * . By standard arguments with ultrapowers, conditions (I)-(III) of Definition 6.3 are satisfied by
Lemma 6.4 (Ultrapower of a template iteration). There is a template iteration P * ↾ L * , I * such that (VIII)-(X) hold and, for anyĀ ∈ I * , there is an onto embedding FĀ :
Proof. To define the desired template iteration P * ↾ L * , I * , it is enough to show how C x andḞ x are defined for (IX). This is done in parallel with the construction, by recursion onĀ ∈ I * , of the desired onto embeddings.
x -nameḞ * x := Ḟ xα α<κ /D is defined in the following way. By ccc-ness find, for D-many α, cardinals ν α < θ such thatḞ xα is forced by P↾C xα to have size ≤ ν α , but, as θ < κ, there exists a ν < θ such that ν α = ν for D-many α. For those α putḞ xα := U α,ξ / ξ < ν . LetU * ξ := U α,ξ α<κ /D, which is a α<κ P↾C xα /D-name (so a P * ↾C * x -name) for an infinite subset of ω. LetḞ * x be a P * ↾C *
x -name for U * ξ / ξ < ν . By standard arguments with ultrapowers, it is easy to see thatḞ * x is a P * ↾C * x -name for a filter base.
(as the size of C x is < θ, its ultrapower is the same set) and, thus,Ḟ *
As mentioned, the onto embedding is constructed by induction onĀ ∈ I * . Letp ∈ α<κ P↾ A α /D, that is, p α ∈ P↾A α for D-many α. Let x α := max(dom(p α )), so there exists a B α ∈ I xα ↾A such that p α ↾L xα ∈ P↾B α and p α (x α ) is a P↾B α -name for a condition inQ Bα xα . Letr := p α ↾L xα α<κ /D and p(x) := p α (x) α<κ /D which is a P * ↾B-name for a real (by inductive hypothesis), whereB := [{B α } α<κ ] ∈ I * x ↾Ā. By considering cases on (VIII), (IX) and (X), p(x) is actually a P * ↾B-name for a condition inQ * B
x , so define FĀ(p) = FB(r) p(x) x . Note that this definition does not depend onB.
A template iteration P † ↾ L * ,Ī † can be defined in a similar way as in the previous proof, so that P † ↾Ā is forcing equivalent to α<κ P↾A α /D for anyĀ = {A α } α<κ /D given by subsets of L. Notice that L * ,Ī † is a θ-innocuous extension of L * ,Ī * (Lemma 2.5), so, by Lemma 3.12, P † ↾Ā is forcing equivalent to P * ↾Ā.
Lemma 6.5. P * ↾ L * ,Ī * and P † ↾ L * ,Ī † are appropriate template iterations. Moreover, P↾A is forcing equivalent to P * ↾A and P † ↾A for any A ∈ I.
Proof. It remains to prove condition (XI) for both iterations. As every set in I † x is contained in some set in I * x for anyx ∈ L * , it is enough to consider only the case forĪ * . Indeed, letḞ be a P * ↾L * -name for a filter base on ω of size < θ. By ccc-ness, find ν < θ such thatḞ is forced to have size ≤ ν and leṫ F = U ǫ / ǫ < ν . EachU ǫ is of the form U α,ǫ α<κ /D where eachU α,ǫ is a P↾L-name for an infinite subset of ω. As ν < θ,Ḟ α := U α,ǫ / ǫ < ν is a P↾L-name for a filter for D-many α, so, by (XI), there
exists an x α ∈ L F such that P↾LḞα =Ḟ xα . Then, P * ↾L * Ḟ =Ḟ *
x . The second part of the proof follows from Lemma 3.12 because, for x ∈ L, I * x ↾L = I † x ↾L and L,Ī * ↾L is a strongly θ-innocuous extension of L,Ī . Now, we explain how we deal, in general, with the limit step. Let δ be a limit ordinal and consider a chain { L α ,Ī α } α<δ of templates and appropriate template iterations P α ↾ L α ,Ī α with the following properties for all α < β < δ.
Note that Corollary 3.11 implies that P α ↾X is a complete suborder of P β ↾X for any X ⊆ L α . Consider L δ and the templatesĪ andJ as in the context of Lemma 2.7. (1)- (3) hold for any α < δ by replacing β by δ and for both templatesĪ and J . (VII) also holds for both templates because of Lemma 2.8. Nevertheless, (VI) holds forJ but it need not hold forĪ. We show how to define template iterations P δ 0 ↾ L δ ,Ī and P δ 1 ↾ L δ ,J such that they are close to be appropriate and have nice agreement with the template iterations P α ↾ L α ,Ī α for α < δ. We just need to be specific about (IX) in order to define the iterations. In the case ofĪ, for x ∈ L δ F , if there is some
For this to be defined, it is necessary to proceed inductively and guarantee that, for each α < δ, P α ↾X is a complete suborder of P δ 0 ↾X for any X ⊆ L α , but this can be done along the way using Corollary 3.11. Notice that (4) holds in this case by replacing β by δ. P δ 1 ↾ L δ ,J is defined in the same way by just ensuring to make the same choices of C δ x andḞ δ x as forĪ. The same conclusions as in the previous case hold in the same way. However, it is not always the case that property (XI) holds, moreover, it will depend on the particular "free" choices of C Proof. By Lemmas 2.7 and 3.12, both template iterations are equivalent, so it is enough to prove (XI) for the iteration alongĪ. We claim that P δ 0 ↾ A = limdir α<δ P α ↾ A for any A ∈ I δ . Proceed by induction. Let p ∈ P δ 0 ↾ A and x = max(dom(p)), so there exists a B ∈ I x ↾ A such that p ↾ L The use of the template I is to prove the preceding result, but for the construction of the model of the main result, J is the one used for the limit step.
Proof of Theorem 6.1. Fix a bijective enumeration λ {0} := {τ α,β / α, β < λ}, a bijection g : λ → λ × θ and an increasing enumeration δ α α<λ of 0 and all the limit ordinals below λ that have cofinality < θ. For an ordered pair z = (x, y), denote (z) 0 := x and (z) 1 := y. By recursion on γ ≤ λ, define a chain of templates { L γ ,Ī γ } γ≤λ such that they satisfy conditions (I)-(VII) and (1)- (3). It is also required that, for γ < δ α , L γ F ∩ {λξ + τ α,β / ξ < µ and β < λ} = ∅ and, if δ α ≤ γ, then {λξ + τ α,β / ξ < µ and β < λ} ⊆ L γ F . Let L 0 := λµ andĪ 0 be the template corresponding to a fsi of length λµ (Example 2.
† as in the previous discussion of ultrapowers. Clearly,
, the same for the other two type of sets, so (2) and (3) hold. For (1), recall that L γ+1 ,Ī γ+1 is a strongly θ-innocuous extension of L γ ,Ī γ , so it is needed to prove that it is also a strongly θ-innocuous extension of L β ,Ī β for each β < γ. Indeed, the non-trivial part is to see that, for
=J according to the previous discussion about chains of templates. Hence, it is only needed to be specific about how to define • For each ξ < µ and α < λ, let Ḟ 0 ξ,α,η η<θ be an enumeration of all the P 0 ↾C • For x ∈ L 0 and B ∈Î x ,Q
To see that P 0 ↾ L 0 ,Ī 0 is appropriate, it remains to prove (XI). Indeed, ifḞ is a P 0 ↾L 0 -name for a filter of size < θ then, as the support of every name of a real has size < θ, find C ∈ [L 0 ] <θ such thatḞ is a P 0 ↾C-name. Clearly, there exist ξ < µ and α < λ such that C = C 0 ξ,α , soḞ is forced to be equal tȯ F 0 ξ,α,η =Ḟ 0 λξ+τ 0,g −1 (α,η) for some η < θ.
γ as explained in the previous discussion of ultrapowers. From the proof of Lemma 6.4, (4) is satisfied. For the limit step for δ limit consider two cases. When cf(δ) ≥ θ, define P δ ↾ L δ ,Ī δ as in Lemma 6.6. So assume that cf(δ) < θ, that is, δ = δ ǫ for some ǫ < λ. For each ξ < µ, enumerate [L <θ := C δ ξ,α / α < λ . As it was done for P 0 ↾L 0 , define the iteration corresponding to δ inductively in the following way.
• For each ξ < µ and α < λ, let Ḟ δ ξ,α,η η<θ be an enumeration of all the P δ ↾C δ ξ,α -names of filter bases on ω of size < θ.
• According to the previous discussion with chains of templates, we only need to prove condition (XI) for P δ ↾L δ , but its proof follows the same lines as in the case of P 0 ↾L 0 . From the discussion following Definition 6.3, it is enough to prove that P λ ↾L λ forces that a = λ. Indeed, letȦ be a P λ ↾L λ -name for an a.d. family of size ν < λ with ν ≥ κ (we don't need to consider a.d. families of size < κ because b is forced to be equal to µ > κ and b ≤ a is true in ZFC). By Lemma 6.6, P λ ↾L λ = limdir α<λ P α ↾L α , so there exists an α < λ such thatȦ is a P α ↾L α -name. As P α+1 ↾L α+1 is forcing equivalent to the ultrapower of P α ↾L α (Lemma 6.4), by Lemma 6.2 this poset forces thatȦ is not mad, and so does P λ ↾L λ .
With this same type of construction, it is possible to use small suborders of A to get consistency results with some other cardinal invariants.
Theorem 6.7. It is consistent with ZFC and the existence of a measurable cardinal κ that, for θ < κ < µ < λ all regular uncountable cardinals, add(N ) = cov(N ) = p = s = g = θ < add(M) = cof(M) = µ < non(N ) = a = r = c = λ.
Proof. We imitate the preceding construction, but in this case we include suborders of A of size < θ along all the iterations. Redefine L 0 H := {λξ + η / ξ < µ and η < λ even } and consider the enumeration {τ α,β / α, β < λ} for all the odd ordinals < λ. For the chain of template iterations, use the ordinals congruent to 1 modulo 4 to force with Mathias forcing with a filter base of size < θ (like in (IX)) and use the ordinals congruent to 3 modulo 4 to force with suborders of A of size < θ. For P 0 ↾L 0 , we ensure (XII) for any sequence {N η } η<γ of P 0 ↾L 0 -names for Borel-null subsets of 2 ω and γ < θ, there exists an ordinal β < λ such that τ 0,β ≡ 3 mod 4 and the forcing at coordinate τ 0,β adds a Borel-null set that covers {N η } η<γ .
We imitate the construction of the chains of templates of length λ in such a way that, for each template iteration, a condition like (XII) is satisfied. The same argument as in the proof of Theorem 6.6 implies that P λ ↾L λ forces add(N ) ≥ θ, p = s = g = θ < b = d = µ < a = c = λ and GCH λ . Also, Theorem 4.13 implies that (+ θ P λ ,⋔ ) holds, so we get that cov(N ) ≤ θ is preserved in its generic extension. The redefinition of L Proof. Let {ż ξ } ξ<ν , with ν < λ, be a sequence of P ↾ L-names of reals. In V ′ , by Theorem 4.13, for each ξ < ν there exists a set of reals Y ξ ∈ V ′ of size < θ such that, for any real y ∈ V ′ , if y is ⊏-unbounded over Y ξ , then P↾L/P↾L ′ y ⊏ż ξ . Let Y := ξ<ν Y ξ , which clearly has size < λ. Then, as P↾L ′ = limdir η<λ P↾L η , there exists an η < λ such that Y ∈ V P↾Lη , so, as (⊏) y is meager for any real y, c η is ⊏-unbounded over Y . Therefore, P↾L/P↾L ′ c η ⊏ż ξ for any ξ < ν.
As the hypotheses of the Claim are satisfied for the relations ∝ and ⋔, P↾L forces that r = d ∝ ≥ λ and non(N ) ≥ d ⋔ ≥ λ.
Remark 6.9. Shelah's model discussed in Remark 4.14 satisfies cov(N ) = s = g = ℵ 1 < add(M) = cof(M) = µ < non(N ) = a = r = c = λ by the same arguments as in this section for the values of g, cov(N ), non(N ) and r.
Questions
Question 7.1. Can we solve Problem 1.1(3) with respect to ZFC, that is, if θ < µ < λ are regular cardinals, is it consistent with ZFC that s = θ < µ = b < a = λ?
As Theorem 6.1 was an extension of Shelah's argument for the consistency of d < a modulo a measurable, we can think about extending the isomorphism-of-names argument to our context in order to obtain a proof without the measurable. This argument works for Shelah's proof of the consistency of d < a with ZFC alone because the template iteration for this, where only Hechler forcing is involved, has enough uniformity. But in the case of our question, we need to include Mathias forcing with a filter base of size < θ in many coordinates of the template (as done in Section 6), but there, the iteration is not uniform enough to do an isomorphism-of-names argument. Within the results in Section 6, we ask the following about Theorem 6.7.
Question 7.2. Is it consistent with ZFC and the existence of a measurable cardinal κ that add(N ) = θ 0 < cov(N ) = θ 1 < s = p = g = θ < κ < b = d = µ < a = r = c = λ with all these cardinals uncountable and regular? Working in a model of ZFC + GCH θ + add(N ) = θ 0 < cov(N ) = θ 1 < s = c = θ (this can be obtained by Theorem 5.2(a), but techniques for an easier construction of this model can be found in [8] , [20, Sect. 3] and [21, Thm. 4.1]), the idea of this would be to include suborders of A of size < θ 0 and suborders of B of size < θ 1 in the construction of the template iteration of Theorem 6.1. The only problem is that Theorem 4.13 does not work anymore to prove that add(N ) ≤ θ 0 and cov(N ) ≤ θ 1 are preserved in the final forcing extension. This is because a name of a real may not have a support of size < θ 1 in any of the iterations. A way to solve this would be to prove by induction on α ≤ λ that the hypothesis of Theorem 4.15 hold for the α-th template iteration in the chain. This can be done for the basic and the successor steps, but the limit step for δ with cf(δ) < θ is problematic. Shelah's proof of the consistency of d < a and u < a modulo a measurable involves an easier construction that does not appeal to templates but to iterations (forcing) equivalent to a fsi ( [23] , see also [10] ). In this way, the construction of the chain of iterations of the results of Section 6 can be simplified, but we do not know if preservation results as in Section 4 can be proved in this simplification. Question 7.3. Can we simplify the construction of the chain of iterations of Section 6 like in [23] and [10] and have a preservation result for this like the one for templates in Section 4?
