Among the various applications of the shallow water equations (SWE) is the simulation of gravity currents 5 (GC). The SWE are used as an alternative to track GC motion without explicitly dealing with turbulent application is the simulation of the lock-exchange problem. In this particular problem, the ambient velocity 10 influences the velocity as well as the shape of the gravity current, especially in the initial slumping stage.
For the deep ambient problem, the Froude number is a constant that is equal to one (Shin et al., 2004) .
125
Benjamin (1968) showed that for the full depth lock-exchange problem, the Froude number at the front 
in which Benjamin's theoretical front condition was modified to account for entrainment, friction, etc. by approximately 20% for the lock-exchange problem due to the effects of entrainment. In this work, β was 134 recalibrated for φ = 1 scenarios to equal 1.21 based on experimental observations.
135
Because there are two variables at the GC front (e.g. depth and velocity or flow rate per unit width), known. This may be cumbersome and computational intensive, particularly in the case of two-layer flows.
140
That motivated the development of an alternative method to handle boundary calculations at the GC front,
141
which is detailed in the Methodology section.
142
In summary, there have been clear advances in the formulation and numerical solution of GC flows 143 using the SWE. These models now have the ability to simulate more complex GC flows involving lock- 
170
The numerical model is tested with lock-exchange experiments in which MicroADV probes were utilized 171 in both the denser current and ambient fluids and high definition digital cameras tracked the front of the 172 density current.
173
In one layer implementations of the SWE, influences of the ambient fluid are neglected. However, when the 174 fractional depth φ approaches unity, the ambient velocity becomes an important parameter. This potential 175 problem led to the mathematical model for the two-layer shallow water equations presented below for a
Boussinesq system, as formulated by Rottman and Simpson (1983) . The following set of PDEs that represent 177 conservation of mass and momentum in the lower and upper fluid layers: 
Furthermore, Rottman and Simpson (1983) implemented the Boussinesq simplification, which eliminates 188 r (i.e. ρ 2 /ρ 1 ) except where it is multiplied by the gravitational term. The subscripts are omitted so that the 189 variables h, u and uh represent the lower GC layer.
where 
where A and B are written as:
This mathematical model is suitable to be solved using a Finite Volume framework by integrating equa-203 tion 8, yielding the following expression that performs the updates on the conserved variables for each 204 computational cell i at the time step n + 1:
where
i±1/2 are the interfacial fluxes, which can be calculated with various numerical schemes formula- to ensure that the solution does not become undefined. As result, A becomes:
The value of the parameter( h = 0.01) was selected in the basis of stability and accuracy of simula- 
243
Qualitatively, both of these approaches are equivalent. There was a slight advantage in terms of continuity 244 errors that led to the adoption of the characteristic wall BC in this work.
245
The other boundary condition calculation is at the GC front, and as mentioned the traditional approach is 
264
The continuity equation at the two cells solved by the DC method are presented below:
in which A is the cell area (A = ∆x h LE for cell LE and A = ∆x LE+1 h LE+1 for cell LE+1). The continuity that is implemented at the leading edge cell (LE):
whereṁ = ρ c uh is the mass flow rate. The set of momentum and continuity equations along with the 270 front condition and the kinematic condition used in the DC method is presented below:
where n is the time step index, F 1 is the upstream hydrostatic force at the interface between cells LE-1
272
and LE, and F 2 is the downstream hydrostatic force at the interface between cells LE and LE+1. These five for the set of the two new leading edge cells.
280
As the result section shows, this alternative to compute the boundary conditions is shown to be accurate 281 for the tested two-layer SWE models, comparing well with experimental data collected in this work as well 282 with previous investigations. The method has worked equally well for one-layer SWE models, but these 283 results are not presented as they are outside the scope of this work.
284
Numerical schemes and stability
285
As previously mentioned, to perform updates in the conserved variables using the FVM, it is necessary to brevity. The linear LxW scheme has been applied to a large range of gravity current problems (Ungarish, lock-exchange problem to the authors' knowledge.
293
Due to the choice of applying explicit schemes for the numerical solution, there is an upper limit for the 294 computational time step ∆t established by the Courant-Friedrichs-Lewy (CFL) condition:
For the numerical schemes used in the present lock-exchange problem simulations, a Courant number
296
(Cr) equal to 0.9 was the value that most frequently produced the best results.
297
Experimental procedure
298
In order to validate the numerical model, experiments were performed in a 9.14 m long acrylic channel.
299
This tank has a rectangular cross-section with a width of 12.7 cm. Although the GC was driven by the 300 addition of salt, there were small differences in temperature between the two fluids that were caused by 301 mixing the sodium chloride and the dye. A polynomial expression provided by the University of Michigan and
302
NOAA was used to estimate the density of the system based on the effects of salinity as well as temperature.
303
Precision hydrometers were then used to measure the density of each fluid (error of 0.005 mg/L).
304
Lock-exchange experiments were conducted in this work for two different density differences ( = 1% conducted in this work, the initial conditions and some of the dimensionless results are presented in Table 1 . 
The mean velocity of the GC (u m ) front was determined from high definition digital cameras tracking 332 the front during the initial slumping stage.
333
The GC front trajectories measured in the experiments are compared to the two layer SWE in Figure   334 4. The experiments display good consistency regardless of MicroADV placement and compare well with 
337
Towards the end of the experiments, the velocity starts to decrease, and there is a transition between the 338 slumping and self-similar stages (Simpson, 1997).
339
Comparative analysis of numerical results from the proposed model
340
The effect of the numerical scheme and time step size on the accuracy of the numerical model predictions 341 are analyzed in Table 2 . The assessment of the model accuracy is measured using two criteria: the difference 342 between the experimental propagation time and the respective numerical prediction, and the continuity (mass where otherwise stated), are compared to experimental conditions (x 0 = 76.2 cm, h 0 = 40.6 cm, = 1% and 347 2%), but results for larger density differences (not shown here for brevity) follow the same general trend.
348
The continuity errors were all less than 0.7% for the numerical model (Table 2) , and the largest divergence 
386
Velocity measurements indicate a gradual decline in the velocity after an initial peak that was caused by the 387 front arrival. Measurements were continued after the GC advanced the entire length of the channel in order 388 to observe the reflections. As the reflected front reached the MicroADV probes, sharp negative values were 389 generated for velocity denoting the arrival of the reflected front (t * = 40) (see Figure 5 ). to measure the salinity variations within the salinity-driven GC flow.
487
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