In this paper we investigate the asymptotics of the zeros of normalized Krawtchouk polynomials k n (Nx; p; N) when the ratio of the parameters n=N ! as n; N ! 1. For this purpose we consider in detail a particular constrained energy problem on the interval 0; 1] in the presence of an external eld. We nd the support and the density of the constrained extremal measure for all possible values of the parameter .
Introduction and statement of main results
In 5] we investigated the constrained energy problem (denoted brie y by CEP) for logarithmic potentials and derived several theoretical results. As an application we showed that the weak limit of the normalized zero counting measures of the Krawtchouk polynomials is the solution to a particular CEP. In the case when the parameter p = 1=2 the solution was found explicitly. Our goal here is to settle the general case. The results of this paper also provide a concrete example for the solution to an inverse problem for the Toda lattice having Hamiltonian The research done by this author is in partial ful llment of the Ph.D. requirements at the University of South Florida.
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For details see the paper by Deift and McLaughlin 3] . Their parameters are related to those of this paper as follows; x $ , t $ p, and $ x. With where (i) is the unit measure with mass point at i, i = 0; 1; :::; N. As is well known the zeros of k n are all simple and lie in the interval (0; N) (see 1], 2]). They are also separated by the mass points of the measure of orthogonality. We shall convert the problem to the interval 0; 1] by scaling the polynomials. Let P n (x) = P n (x; p; N) := A p;n;N k n (Nx; p; N), where the factor A p;n;N = N n ! 1=2
(pq) n=2 n!N ?n (1.2)
is chosen so that P n has leading coe cient one. Then the polynomials P n (x) satisfy the orthogonality relation where the norm kp n k N of a polynomial p n is de ned by the square root of the sum above. Next we introduce the terminology and the notations that are required to state our main results. Let Pn be the normalized zero counting measure of the polynomial P n , i.e. We de ne the -constrained extremal measure w to be the unique solution of the minimal energy problem I w ( w ) = minfI w ( ) : 2 M g; (1.6) where M := f : k k = 1 and 0 g (see 5]). The notation means that ? is a positive measure. We shall denote the constrained extremal measure by ;p in order to emphasize the dependence on the parameters. We also use ;p to denote the solution of the unconstrained problem (i.e. when the minimum in (1.6) is taken over all probability measures with S 0; 1]).
The following theorem about the weak limit of Pn was proved in 5].
Theorem A Let k n (x; p; N) be the Krawtchouk polynomial (1.1) and P n (x) := A p;n;N k n (Nx; p; N) be the associated normalized monic polynomials. Suppose N = N j ; n = n j are sequences satisfying N j ! 1; n j ! 1, and n j =N j ! < 1 as j ! 1. Then the normalized zero counting measures of P n and the n-th root of the discrete norms satisfy Pn ! ;p as j ! 1;
( By the principle of domination this inequality can be extended to hold everywhere (see 7, Theorem 1.27]). On the intersection S ;p \ S ;q the opposite inequality holds ( just by adding (2.7) and (2.9)) and by 11, Theorem IV.4.5] we obtain the assertion of part c).
3 The support of ;p .
To nd the -constrained extremal measure ;p it is essential to determine the support of this measure. This alone is an interesting question, because the support is exactly the spectrum of the limit of the Jacobi matrices connected with the Krawtchouk polynomials. The last condition can be easily veri ed for our choice of A and B from which it also follows that (1= ) R (t) dt = 1. We shall now compute a formula for (t) and in so doing we shall verify that := (1= ) (t)dt is positive on A; B], so that is a probability measure.
Let where + and ? are the limits of (z) from the upper and the lower halfplane, respectively. Now consider the contour (see .11), and use the formula arctan x + arctan(1=x) = =2 we see that the resulting measure is positive and given by the right-hand side of formula (1.10). Moreover, is bound above by 1= , i.e. ;p , therefore ;p = ;p and we obtain part a) of Theorem 3. b) Case p < < 1 ? p. The line of proof of this part is somewhat similar to the one in part a), so we will give just a sketch. In this case we know In a similar fashion we obtain the formula for the density 1 of 1 (see (4.1)) The rst and the last integrals were already computed in (4.10) and (4.11), so what is left is the second one. 
