The semiparametric statistical model is used to formulate the problem of blind source separation. The method of estimating functions is applied to this problem. It is shown that estimation of the mixing matrix or its learning rule version is given by an estimating function. The statistical eciencies of these algorithms are studied. The main results are as follows 1) The space of all the estimating functions is derived. 2)The space is decomposed into the orthogonal sum of eective and redundant ancillary parts. 3) The Fisher ecient (that is, asymptotically best) estimating functions are derived. 4) The stability of learning algorithms is studied.
Introduction
Since the proposal of Jutten and Herault [1988] , blind source separation is one of the most active areas in signal processing. Although a lot of new ideas and heuristic algorithms have so far been proposed, there still remain fundamental problems such as statistical eciency and convergence properties of learning algorithms to be studied further.
The present paper elucidates these problems from the statistical point of view. Blind source separation is formulated in the framework of semiparametric statistical models (Bickel et al. 1993 ). We apply the estimating function theory of semiparametric statistics (Amari and Kawanabe, 1996, a, b) and analyze the eciency of an estimator by obtaining the error covariance matrix. We then obtain the estimating function which gives asymptotically the best estimator, that is, the Fisher ecient estimator. We also discuss the convergence property of learning algorithms.
Let us formulate the problem. Let s = (s 1 ; s 2 ; 11 1 ; s m ) T be a vector of m source signals whose components are stochastically independent. Let x = As be an observed mixtured signal vector, where we assume A is an unknown m 2 m invertible matrix and the probability distribution r(s) of s is unknown except that the components are independent. Let fx(1); x(2); 11 1; x(n)g be a sequence of observed signals. Our task is to obtain a good estimate W of A 01 , and recover the original signals (more precisely, a permutation of its scaled version) by y(t) = W x(t):
Most of the algorithms proposed so far (Jutten and Herault, 1988 ; Common, 1994; Bell and Sejnowski, 1995; 1995) nd heuristically a matrix F (x; W ), which is often of the form F (x;W) = G(y) = G(W x), that satises to hold whatever the independent probability distribution r(s) is. Such a function is called an estimating function.
Given n observations, x(1); 1 11 ; x(n), an estimatorŴ is obtained by solving the estimating equation
F fx(i); W g = 0;
(1 :2) which is obtained by replacing the expectation (1.1) by the mean over the observed data. The related learning rule is given by W t+1 = W t 0 t F fx(t);W t g: (1: 3)
It is not a trivial task to obtain an estimating function satisfying (1.1) because this should hold for any r(s). The present paper solves the following fundamental problems based on the results of Amari and Kawanabe (1996a, b) . The main results are as follows.
1. We derive the set of all estimating functions in the explicit form. The set forms a linear space.
2. The asymptotic covariance matrix of an estimatorŴ obtained form F (x;W) is explicitly obtained.
3. The Fisher ecient estimator is derived by the optimal F .
4. We decompose the space of estimating functions into the orthogonal sum of an eective part and ancillary part. The eective part consists of the functions of the form 5. This shows that a general form of estimating functions such as
or of more complicated forms include redundant ineective parts, and a better F is found in the class of form (1.4).
6. When F is an estimating function from which a consistent estimatorŴ is obtained by (1.2), the learning equation (1.3) does not guarantee even the local convergence to the separating solution. We discuss this problem, and give converging estimating functions.
The background of the present paper is information geometry which is constructed as dierential geometry of the manifold of probability distributions. We avoid to state its mathematical details in the present paper. For information geometry, see Amari (1985) , Amari and Kawanabe (1996 a, b), Amari (1996) In either case, the blind separation problem is formulated in terms of a semiparametric statistical model. Since the nuisance parameter r is of innite dimensions, it is dicult to estimate it from a nite number of observations. There has been a remarkable progress recently in the theory of semiparametric statistics (Bickel et al., 1993; Amari and Kawanabe, 1996a) . The next section is devoted to a brief introduction to the results of the geometrical theory of estimating functions in semiparametric models (Amari and Kawanabe, 1996a, b).
Estimating Functions in Semiparametric Statistical Models

Ecient score and Cram er-Rao theorem
Let us consider a general statistical model fp(x; ; )g where the probability density function of a random variable x is specied by two vector parameters and , being the parameter of interest and being the nuisance parameter. In this subsection, we assume that both and are of nite dimensions so that the classical statistical theory is applicable to this case. Given n iid observations D n = fx 1 ; 11 1 ; x n g, the maximum likelihood estimator (mle) is known to be the ecient estimator, that is, asymptotically the best estimator. Let and be the maximum likelihood estimator that maximizes the likelihood function The joint covariance matrix (or the expected squared error) of estimator and is dened by
where and are the true parameter and E denotes the expectation. Then, for any unbiased estimators and, the Cram er-Rao theorem shows the lower bound of errors by the inequality,
where G 01 is the inverse of the Fisher information matrix G dened by
(3:3)
Here, the matrix inequality is in the sense of positive deniteness. For the mle and, the equality holds asymptotically so that the mle is an ecient estimator, that is, asymptotically the best estimator.
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The covariance matrix of the parameter of interest is denoted by
By taking the -part of the matrix G 01 , for the mle, this is given asymptotically by
This V is asymptotically the best one when the unknown nuisance parameter exists. When the nuisance parameter is known, the covariance matrix of the mle of is given asymptotically by
(3:5)
Comparing (3.4) with (3.5), we see that the term G uv G 01 v G vu represents the loss of information caused by the existence of unknown nuisance parameter .
Ecient score
A geometrical interpretation of the Cram er-Rao theorem is shown by using again the nite dimensional and . This gives a good introduction to the innite-dimensional semiparametric case. We consider the set of functions w(x) of x, H ; = fw(x) j E ; [w(x)] = 0; E ; [fw(x)g 2 ] < 1g; (3:6) where E ; denotes the expectation with respect to p(x; ; ). This is a linear space dened at each (;). The linear space H ; is a Hilbert space, where the inner product of w 1 (x); w 2 (x) 2 H ; is dened by
The components u i (x; ; ) and v i (x;; ) of the -score u and -score v belong to H ; , provided the Fisher information exists, because, for example, 8 Geometrically speaking, w(x) 2 H ; represents a small deviation of the probability density function from p(x; ; ) to p(x; ; )f1 + "w(x)g; where " is a small constant. Since this is again a probability distribution, E[w(x)] = 0 holds. The set H ; of all such deviations w(x) can be regarded as the \tangent space" at p(x; ; ) of the set of all the probability distributions. Among them, u i (x; ; ) and v i (x;; ) represent the deviations caused by small changes in i and in i , respectively. Any other w(x) includes a deviation which cannot be realized by changing and .
Since u i denotes a change in the direction of i , we can interpret it as the tangent direction along the coordinate curve i . The subspace (3:9)
The equality asymptotically holds for the covariance matrix of the mle. When the value of the nuisance parameter is known, the Fisher information matrix is
This is larger than G E ,
in the sense of the positive-deniteness. The Fisher information G u represents the magnitude of the -score u. In the case when the unknown nuisance parameter exists, the u is decomposed as the sum of u E whose components are orthogonal to T N ; and (u 0 u E ) whose components belong to T N ; . The inequality (3.9) shows that the eective part of the -score function is only that orthogonal to the -score, and the part parallel to -score becomes ineective when is unknown.
Estimating functions
In the case of a semiparametric model, is innite-dimensional so that the joint estimation of and is dicult. Here, we state the method of estimating functions to obtain a consistent estimator of the parameter of interest. This gives the asymptotic evaluation of the estimator obtained from an estimating function z(x; ).
The method of estimating functions can easily be applied to the semiparametric model where the nuisance parameter is of functional degrees of freedom and is dicult to estimate. However, it is not easy to nd an estimating function in general.
Amari and Kawanabe (1996; a, b) proposed the information-geometrical theory of estimating functions and solved the following problems:
1. To obtain a condition which guarantees the existence of estimating functions.
2. To obtain the linear function space of all the estimating functions.
3. To obtain a condition which guarantees that the optimal M-estimator is Fisher ecient.
The results of Amari and Kawanabe [1996; a, b] are applied to the blind separation problem. It is shown that the manifold of the probability distributions (2.7) of blind separation is information-curvature free (Amari and Kawanabe, 1996b), implying the following results:
2) The ecient score vector function u E (x; ; 0 ), where 0 is an arbitrarily xed function, is an estimating function satisfying E ; [u E (x; ; 0 )] = 0 at least locally for any 0 and . This is the optimal estimating function when the true nuisance parameter is 0 . It should be remarked that u E is not an estimating function in the general semiparametric model. We need to calculate the ecient score u E in our semiparameteric model p X (x;A; r) of blind separation.
Ecient Scores
Score function matrix
The present paper applies the above results to the blind separation problem. The parameter of interest is the mixing matrix A, and the nuisance parameter is a function r. Hence, an estimating function in the present problem is a matrix F (x; A) that satises for all A and r, together with the additional conditions given by (3.11) and (3.12). Here, E A;r denotes the expectation with respect to p X (x; A; r 
Reparameterization to calculate scores
We have used the mixing matrix A as the parameter of interest. However, it is convenient to reparameterize it by using another parameter matrix E as follows. Let us x A and put A(E) = A(I 0 E) (4:11) where I is the identity matrix. Then, E plays the role of a local coordinate system at a neighborhood N A of A in the space of all the non-singular mixing matrices. The origin E = 0 corresponds to A. A small change dE of E corresponds to a small change dA = 0AdE of A.
It is easy to show that the gradient in terms of A is expressed as By using this parameter E, whatever the true parameter A is, the neighborhood N A is mapped to a neighborhood N I of the unit matrix, so that, in terms of the parameter E, the behavior of estimation of A can be analyzed in the form not depending on a specic A. This is the equivariant property (Cardoso and Laheld, 1996), and the relative or the natural Riemannian gradient (Cardoso and Laheld, 1996, Amari et al., 1995) is automatically derived by the gradient in terms of E.
The score functions U = (u ij ) in terms of E are given by 
Ecient scores
The ecient scores U E (s; A; r) or its elements u E ij (s; A; r) are obtained by projecting the scores u ij to the subspace orthogonal to the nuisance tangent space T N A;r . To this end, we show the following lemma. 
Eciencies of estimators
The asymptotic covariance matrix of an estimator derived from an estimating function matrix is evaluated by (3.14) . Since the parameter of interest is matrix A, its covariance matrix is represented by a fourth-order tensor. Here, we state general results by using the parameter and instead of A and r, thus avoiding complicated notations of tensors.
Let us decompose an estimating function z(x; ) as a sum z(x; ) = z E (x; ; ) + z A (x;;); (5:6) where z E and z A belong to the space of the ecient scores and the ancillary space, respectively, at a point (;). where r k (k = 1; 11 1 ; p) are adequately chosen probability distributions, and determine the coecients c k from the data (see Lindsay, 198?; Pham, 1992) . The other is to use a parametric family of distribution r(s; ) where is a nite-dimensional parameter. It is then easy to estimate from the data. Since the true r 0 does not necessarily belong to fr(s;)g,r = r(s;) does not converge to the true r 0 . However, the estimating function U E (x; A;r) gives a good performance. This was used in Amari et al (1996) , where the third and fourth cumulants are used as . We state another important consequence of the theorem. Let us consider a function of the form like '(s i ) (s j ) or P c k '(s i ) (s j )(s k ) etc. They do not belong to T E A;r or their linear combinations, provided (s j ) 6 = s j or is not constant. It looks that these functions are more general than those of the form '(s i )s j , and it has been suggested that such functions might increase eciency of the estimator. This is not true. The simplest form of '(s i )s j (except for diagonal elements) is the best one and the point is how to choose '(s i ). where C(W ) is a linear operator which maps a matrix to a matrix. Then, the two estimating equations X F (y t ; W ) = 0; XF (y t ; W ) = 0 are essentially the same so that they give the same estimator. Therefore,F is an estimating function giving the same asymptotic eciency. However, their stability may be dierent in the learning equations of (6.2). When F is a gradient of a convex potential function, the local stability is guaranteed. Moreover, it is known that the relative or natural gradient has a good convergence property as well as the equivariant property. But an estimating function matrix F is not in general of the gradient form of a convex function for general r.
How 
Conclusions
The present paper uses the information geometry of estimating functions in the semiparamtric statistical model to elucidate the statistical and geometrical structures of the blind source separation. We have given general solutions to this problem, and studied the asymptotic eciencies of algorithms. The optimal estimator is included in this class. The corresponding estimating function, however, depends on the unknown probability distribution r(s) of sources. The method of estimating functions works well even if we misspecify the true r(s). This leads to the adaptive method of obtaining a good estimating function. We have also studied the local convergence of the learning algorithms to the true solutions.
