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Abstract 
A new system for grid and cloud services simulation is presented. The system is focused on improving 
efficiency of the grid/cloud systems development by using quality indicators of some real system to 
design and predict its evolution. For this purpose the simulation program are combined with real 
monitoring system of the grid/cloud service through a special database. The database development and 
web interface are described.  
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1 Introduction 
Distributed complex computing systems for data storage and processing are in common use in the 
majority of scientific centers. The WLCG - distributed data processing system of the Large Hadron 
Collider (LHC) can be pointed out as an expressive example. According to available statistics, the 
volume of information stored and processed in the four LHC experiments during the first run was 
hundreds of petabytes (WLCG, 2015). 
During the LHC second run in 2015-2020 the considerable increase of the data volume at LHC 
experiments and corresponding transitions to the grid/cloud complexes are expected.  It is necessary 
for new physics, but faces great challenges in LHC computing: 
 Large increase of CPU and WLCG resources; 
 Combined grid and cloud access; 
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  Intelligent dynamic data placement; 
 Distributed parallel computing; 
 Overhaul most of simulation and analysis software codes. 
These problems are also inherent to the JINR projects as the Tier 1 for CMS and the planning Tier 0/1 
for NICA (NICA, 2015). 
Both design and development of sophisticate grid/cloud systems intended to store, distribute, and 
process huge volumes of experimental data inevitably demand a substantial study of their optimality 
by careful dynamical simulations of a corresponding grid/cloud system on all stages of its evolution. 
Grid systems design processes usually based on recommendations obtained via a preliminary 
simulated model used and executed only once. The simulation program (Korenkov V. V., 
Nechaevskiy, Ososkov, Pryahina, Trofomov, & Uzhinskiy, Synthesis of the simulation and monitoring 
processes for the development of big data storage and processing facilities in physical experiments, 
2015) based on the use of programming packages GridSim (GridSim, 2015) and ALEA (Klusacek, 
Matyska, & Rudova, 2008) describes namely this approach. To run this program one needs to specify 
structure and topology of designed resource centers and job distributions between them. Then the 
program performs jobs passing simulation through a generated grid structure.  The estimates of the 
desired parameters of job flow are calculated, as simulation results.  
However experiments are continuing for years and decades, and simultaneously with their  running 
the computing system development is going on, not only quantitative but also qualitative. Even with 
the substantial efforts invested to the design phase to understand the systems configuration, it would 
be quite hard to develop any system without additional researches of its future evolution. Developers 
and operators are faced with the problem of predicting the behavior of the system after the planned 
modifications. 
The simulations should give them answers to different questions on the design stage of a 
grid/cloud system:  
x How evaluates grid/cloud system performance under various changes (workloads, system 
configuration, scheduling heuristics); 
x How to direct users toward running time of their jobs through a cloud cluster; 
x How to balance the equipment needed for data transfers and storage by minimizing cost, 
malfunction risk and execution time; 
x How to optimize resource distribution between user groups;  
x How to predict and prevent a number of unexpected situations and other. 
The development of sophisticate grid/cloud systems demands a substantial study of their optimality 
The need is to create a methodology and software environment to simulate and predict the system 
behavior on a permanent basis. It can be done by combining simulation and monitoring within a single 
software package through a special database. Such a combination promises to achieve a significant 
reduction in investments and operating costs as well as the system capasity increase needed to 
preserve the speed of obtaining experimental results with expected data flow growth. 
2 Database and Web-Service Development 
At the Figure 1 the typical scheme of the Tier0-Tier1 level of grid infrastructure are shown. Model 
objects include jobs, files, CPUs, tapes, disk storages, tape libraries and communications. List of 
events occurring with objects includes: submission jobs to the queue, retrieval jobs from the queue, 
occupation or release computing resources, file transfers, extraction/mounting/reading/writing the 
tapes and others. The model is built in the form of discrete event simulation based on the GridSim 
library.  
Web-Service Development of the Grid-Cloud Simulation Tools Korenkov et al.
534
 The authors intend to improve the efficiency of the grid/cloud system development by using work 
quality indicators of some real system to design and predict its evolution. To carry out this idea the 
simulation program combined with a real monitoring system of a corresponding grid/cloud service 
through a special database, where monitoring information processed to provide needed simulation 
parameters. More detailed simulation approach is expounded in (Korenkov V. V., et al., The JINR 
Tier1 Site Simulation for Research and Development Purposes, 2015).  In the given paper authors 
describes how to design and develop such the database, create a software environment and interface of 
interaction with it. 
 
 
Figure 1: Data storage and processing scheme of Tier0-Tier1 level 
2.1 Database Design  
Database contains the description of the grid structure, each of its nodes, links between nodes, 
running jobs information, execution time, the monitoring results of the various subsystems of the grid 
and the simulation results.  
To ensure its compatibility with the monitoring system, the format of the database has been chosen 
to coincide with the database of the workflow management system (WMS) PanDA (Maeno, 2012) 
which is considered as a perspective for a number of new and upgraded experiments.  
Therefore the main table (jobswaiting4) is the same as a similar table of the PanDA’s database. 
This table contains a description of the job flow, which is used as the simulation input data. This 
compatibility makes it possible to use the monitoring data without parameters changes. The simulation 
results writes to the database in a format that requires the PanDA. Tables with grid structure 
description and configuration parameters were modified. Also some tables have been added to 
communicate with the web service and computational experiments managing. 
The database structure are shown at the Figure 2. The database includes following main tables:  
x Experiments —contains information about the experiments; 
x Simulation_Parameters —  describes starts (runs) simulation program; 
x Configurations — contains a description of the simulation configuration; 
x Jobswaiting4 — contains a description of a  job flow (the model input data); 
x Results — program results. 
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Figure 2: The database scheme 
2.2 Web Service Development 
Web service for the description of experiment computing structure and workflow parameters are 
developed. Description of the assigned ID that is specified in the startup parameters of the model. The 
model reads the information from the database and builds a description of the computational structure. 
After that set of tools are launched. These tools allow one to use the monitoring data or generate a 
workflow with different parameters (number of events, the CPU time and memory).  
Generation of the workflow could be done as follows: 
x Using the web interface, shown at the Figure 3, user set the required parameters: period 
of simulation measured in the system time,  list of sites, the number of files in the system, 
maximum and minimum numbers of jobs per day (according to three of types of jobs: 
modeling, reconstruction, analysis), the minimum and maximum CPU time, the number 
of events and the amount of memory; 
x For each day of the period the number of jobs are determined; 
x Calculates the amount of CPU time, memory, and events for the job, the start and 
completion time of the job, additional parameters are generated as well. 
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Figure 3: Web-interface for workflow generation 
When the source data are ready one can run a simulation and analyze following parameters: 
1. The intensity of the data flow on communication equipments and lines. 
2. The utilization of the computing elements. 
3. The level of the data storage elements usage. 
Based on these results and the optimization criteria, one can select the hardware configuration, data 
transfer and storage algorithms and rules for the queues. To analyze the calculation process the most 
suitable graphical way. 
The authors propose the following list of charts. All charts are built depending of the time. 
1. The load on the communication line between the detector and the data center. 
2. The load on each communication node. 
3. The number of jobs executed on each farm. 
4. The value of the free space on the disk buffer. 
5. Loading the interchange device of the tape robot library. 
6. The job waiting time in the queue. 
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 Since the simulation can be done using the generated workflow or statistics from the database, then 
the input variables must be controlled also. Controlled values are as follows: 
1. The calculation jobs submitting time 
2. The data collection simulation jobs submitting time. 
 
In order to obtain access to use the simulation program, the user needs to register on the web portal 
by entering login and password. Passing the authentication procedure, the user is able to carry out 
launches program to simulate the various systems using the existing hardware configuration or adding 
a new one.  
3. Simulation Results  
Simulation algorithm is designed that at the initial time all buffers are empty, the processor is not 
loaded and data is not transferred. In this way the initial time is observed transition process which 
must be excluded from the analysis, since such a situation in real life is rare. It also happens when the 
current job flow stops. So only selected range that does not capture transients can be analyzed at the 
charts. 
The result of the simulation program is a sequence of records in the database, which reflects all the 
events occurring at the system. 
The example of the simulation possibilities is below. Typically physics experiment consist of   
powerful particle accelerator, data acquisition system (DAQ) and the data storage and processing 
system. All the experimental data should be transferred to the data center for storing and processing. In 
case of NICA-MPD project it is about 24 PB  by one month of the detector's work (Baskakov, 
Bazylev, Filippov, & al, 2015). The Figure 4 shows the simulation of the "data collection jobs" 
number,  it is the number of files that the data acquisition (DAQ) system builds on the output disk 
buffer. In this example the frequency of the files arrival is every 10 seconds. 
 
 
Figure 4: DAQ system simulation 
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 Such simulation mechanism shows what happened in the grid/cloud system if the data volumes are 
grow up in 1,5 times for example. This simulation result allows one to understand how the intensity of 
the input stream determines the reserves of the system capacity.  
4. Conclusions  
It was designed and developed the structure of the database, which contains monitoring data of the 
grid data storage and processing systems, the results of the simulation program and data for 
computational experiments. The database was designed to make further use of it for the web portal. It 
means that multiple users can work simultaneous, store input data and simulation results for different 
experiments. 
The test results of the project showed that all database queries are executed correctly. 
Several computational experiments were also accomplished. The experiments specification and the 
results are described in the following articles (Ososkov, et al, 2015; Nechaevskiy, et al, 2014). 
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