Abstract. Reachability query is a fundamental problem in graph databases. It answers whether or not there exists a path between a source vertex and a destination vertex and is widely used in various applications including road networks, social networks, world wide web and bioinformatics. In some emerging important applications, uncertainties may be inherent in the graphs. For instance, each edge in a graph could be associated with a probability to appear. In this paper, we study the reachability problem over such uncertain graphs in a threshold fashion, namely, to determine if a source vertex could reach a destination vertex with probabilty larger than a user specified probability value t. Finding reachability on uncertain graphs has been proved to be NP-Hard. We first propose novel and effective bounding techniques to obtain the upper bound of reachability probability between the source and destination. If the upper bound fails to prune the query, efficient dynamic Monte Carlo simulation technqiues will be applied to answer the probabilitistic reachability query with an accuracy guarantee. Extensive experiments over real and synthetic datasets are conducted to demonstrate the efficiency and effectiveness of our techniques.
Introduction
In many real world applications, complicatedly structured data could be represented by graphs. These applications include Bioinformatics, Social Networks, World Wide Web, etc. Reachability query is one of the fundamental graph problems. A reachability query answers whether a vertex u could reach another vertex v in a graph. Database community has put considerable efforts into studying the reachability problem, for example, [7] , [5] , [1] , [14] , [9] , [2] , [8] , [4] , [3] , etc.
All of the above works focus on the applications where edges between two vertices exist for certain. However, in many novel applications, such an assumption may not capture the precise semantics and thus the results produced are also imprecise.
Example 1: In Protein-Protein interaction networks, an edge between two proteins means they have been observed to interact with each other in some experiments. However, not all interactions can be consistantly observed in every experiment. Therefore, it is more accurate to assign probabilities to edges to represent the confidence on the relationship. In this application, biologists may want to query whether a particular protein is related to another protein through a series of interactions.
Example 2: Social Network Analysis has recently gained great research attention with the emergence of large-scale social networks like LinkedIn, Facebook, Twitter and MySpace. In these social networks, connections between entities/individuals(vertices) may not be completely precise due to various reasons including errors incurred in data collection process, privacy protection, complexed semantics, disguised information, etc( [22] ). In above applications, an edge connecting two vertices is associated with a probability value indicating the confidence of its existence. Reachability queries over this kind of uncertain graphs are thus called Probabilistic Reachability Queries. The Probabilistic Reachability problem is intrinsically difficult. As a running example in Fig 1, this graph consists of only 11 edges. To accurately answer the Probablistic Reachability from u to v, we need to enumerate up to 2 11 possible instances of the uncertain graph. For each of these instances, we need to check whether u can reach v, and then aggregate the probabilities of the instances in which u can reach v. In [10] , Valiant has proved this problem is NP-Hard.
Monte Carlo simulation provides an approximate solution to this problem. A considerable number of articles( [15] , [16] , [17] , [18] , [19] , etc) studied how to use Monte Carlo simulation to solve the probablistic reachability problem. The focus of those studies are on utilizing different sampling plans to reduce sampling error. Due to the dramatical increase of the scale of graphs and the large number of iterations required by Monte Carlo simulation to guarantee the accuracy, the computational cost of traditional Monte Carlo method is still considerably expensive.
In this paper, we propose a more efficient dynamic Monte Carlo method to approximate the answer. This dymanic Monte Carlo method will only simulate necessary part of the graph and will share most of the overlapping cost between different iterations. In addition to that, we also propose an index which can assist in calculating upper bound of probablistic reachability. Queries pruned by the bound do no need to be approximated by the Morte Carlo method which is relatively more expensive. The main contributions of the paper are: Table 1 . Notations u v, u v u can reaches v; u cannot reach v p(e) the probability that edge e will exist Ru,v the probability that u could reach v R U u,v the upper bound probability that u could reach v ω, Ω a possible world and the set of all possible worlds respectively pω the probability of a possible world s (u, v) the shortest distance between u and v P rob(Event) the probability that an Event will occur
The whole paper is organized as follows: Section 2 will introduce the background knowledge of this problem. Section 3 will briefly outline our Bound and Monte Carlo(BMC) framework. Section 4 will propose a novel bound-based scheme to address the problem. Section 5 will introduce our dynamic Monte Carlo method. Section 6 will demonstrate and analyze the experiments. Section 7 will introduce related works and Section 8 concludes the paper.
Background

Problem Definition
In this paper, we study the reachability problem in graphs in which each edge is associated with an existence probability and we call such graphs Uncertain Graphs Definition 1 (Uncertain Graph). An uncertain graph is defined as G = (V, E, P E ) where V is the set of vertices, E is the set of edges and P E : E → (0, 1] is the edge probability function. We use p(e) to denote the probability that e exists where e ∈ E.
The probability that vertex u could reach v can be calculated by summing the probability of all possible combinations of the edge states. Each of the combination corresponds to a Possible World in the Possible World semantics. We use R u,v to represent the probability of being reachable andR u,v otherwise.
Definition 2 (Possible World
. Let x e = 1 if e exists and x e = 0 if otherwise. We call ω a possible world where ω = {x e |e ∈ E}.
We use Ω to denote the set of all possible worlds of an uncertain graph and let r u,v (ω)= 1 if u could reach v in ω or r u,v (ω)= 0 when otherwise. We also use p ω to represent the probability for ω to occur. p ω = e∈E h(e) where:
Definition 3 (Probabilistic Reachability). The probabilistic reachability between two vertices u and v, R u,v , is the sum of probability of all possible worlds in which u can reach v. That is, R u,v = ω∈Ω r u,v (ω)·p ω .
Definition 4 (Probabilistic Reachability Queries). Given a large uncertain database graph G, two vertices u, v, where u, v ∈ V , and a threshold t where 1 ≥ t > 0, the database outputs true if R u,v ≥ t or false if R u,v < t. We call this type of queries Probabilistic Reachability Queries.
Preliminaries
Naive Enumeration: Without any pruning strategy, we need to enumerate every possible world ω ∈ Ω and to increment the probability of success or failure till t or 1 − t is reached. Algorithm NaiveEnumerate outlines the naive enumeration process.
Procedure NaiveEnumerate(G, u, v, t) Monte Carlo Sampling: The complexity of caculating probablistic reachability has been proved to be NP-Hard [10] . The cost grows exponentially as size of graphs grows. Monte Carlo sampling method is generally a widely accepted method of approximating the result. Briefly, it has three steps:
1. Randomly and independently determine a state for every edge in the graph according to the operational probability of each edge. A sample graph consists of all edges with a exist state. 2. Test the the reachability for this sample graph. 3. Repeat the above step 1 and 2 for k iterations.
The approximate probabilistic reachability is:
where Ω k is a set of k sampled states.
Framework
As finding the probablistic reachability is infeasible when data graphs are large, we propose a framework integrating an effective bounding-pruning technique and an efficient Monte Carlo sampling technique. Intuitively, if R u,v is small and the threshold is large, it is possible to obtain an upper bound, R 1. We create an index on the database graph so that the upper bound of the exact reachability could be calculated efficiently. We will attempt to prune the query by calculating the upper bound of the probablistic reachability. This technique is to be detailed in Section 4. 2. If the upper bound cannot prune the query, we will sample a number of possible worlds and use our proposed Dynamic Monte Carlo simulation to estimate the reachability. This technique is to be detailed in Section 5.
Upper Bound Index
Naive Enumeration is impractical to answer Probabilistic Reachability Queries. However, Probabilistic Reachability Queries only need to answer whether the reachability is above a threshold t, rather than the exact probabilistic reachability. With the help of indices, we can efficiently calculate an effective upper bound of the reachability between the source and the destination. If the upper bound can be used to prune the query before Monte Carlo Simulation, we can avoid the relatively more expensive sampling and reachability testing.
As mentioned previously, it is infeasible to enumerate every single possible world when a graph is large. The following observations inspired us to propose an efficient upper bound index:
Observation 1: Many real-world graphs are sparse and a local neighbourhood graph surrounding a vertex is usually small in sparse graphs. It is affordable to enumerate all possible worlds in a small neighbourhood graph.
Observation 2: The local neighbourhood structure surrounding a vertex can usually provide an upper bound of its ability to reach(or to be reached by) other vertices. As shown in Fig 2 (a) , a vertex u has to reach at least one vertex outside the circle of radius l before it can reach vertex v if l is less than the unweighted shortest distance between u and v. We will use s(u, v) to denote the shortest distance between u and v. Similarly, a vertex v has to be reached by at least one vertex outside the circle of radius m before it can be reached by v if m is less than s(u, v). The probabilistic reachability is bounded from above by the outgoing probability and the incoming probability, which are defined as below.
Definition 5 (Outgoing and Incoming Probability). The outgoing probability of vertex u, out k u , represent the probability that u could reach at least one vertex w where s(u, w) ≥ k. Similarly, the incoming probability of vertex v, in k v , means the probability that at least one vertex w could reach v where s(w, v) ≥ k. Table 2 . u's Outgoing Probability Possible World ω pω Possible World ω pω {uw1, uw2, w2w1, w2w4, w1w3} 0.08192 {uw1, uw2, w2w1, w2w4, w1w3} 0.02048 {uw1, uw2, w2w1, w2w4, w1w3} 0.02048 {uw1, uw2, w2w1, w2w4, w1w3} 0.00512 {uw1, uw2, w2w1, w2w4, w1w3} 0.08192 {uw1, uw2, w2w1, w2w4, w1w3} 0.02048 {uw1, uw2, w2w1, w2w4, w1w3} 0.02048 {uw1, uw2, w2w1, w2w4, w1w3} 0.00512 {uw1, uw2, w2w1, w2w4, w1w3} 0.02048 {uw1, uw2, w2w1, w2w4, w1w3} 0.32768 {uw1, uw2, w2w1, w2w4, w1w3} 0.08192 {uw1, uw2, w2w1, w2w4, w1w3} 0.08192 {uw1, uw2, w2w1, w2w4, w1w3} 0.08192 {uw1, uw2, w2w1, w2w4, w1w3} 0.02048 {uw1, uw2, w2w1, w2w4, w1w3} 0.02048
In Table 2 , we give an example of how to calculate the outgoing probability of u when the radius is 2 for the graph in Fig 2 (b) . In this example, we list all possible worlds in which u can reach at least one of w 3 and w 4 . Each possible world is represented by a list of edge states. For example, {uw 1 , uw 2 } represents a possible world in which the edge between u and w 1 exists, and the edge between u and w 2 does not exist. The outgoing reachability is the aggregated probability of all listed possible worlds. Please note that we do not need to enumerate edges which are further than the specified radius because they have no effect on the outgoing reachability.
Generally speaking, as the outgoing(or incoming) edges get denser, it is more likely to reach(or to be reached by) other vertices. We can index the outgoing and incoming probability for every vertex for a specific small radius. In addition to the incoming and the outgoing probability, every u-v cut will bound the reachability between u and v from above.
Definition 6 (u-v Cut and Non-overlapping u-v Cut Set ). A u-v cut is a set of edges which will make v unreachable from u if all edges in the set are missing. A non-overlapping set of u-v cuts C l,m u,v is a set of u-v cuts such that
Let us denote a cut with c, the event that all edges in c are missing with Cut(c) and the probability for this event to occur with P rob(Cut(c)). For any l and m where l + m ≤ s(u, v) and we are given C l,m u,v , u could not reach v if any one of the following conditions is true:
Theorem 1. For any u and v, if we are given out
Proof. We will prove the above theorem by proving the following three conditions are necessary conditions and they are independent to each other.
u,v , Cut(c) cannot occur. Let us call this event E 3 . Since E 1 , E 2 , E 3 are necessary conditions for the event u v, therefore R u,v ≤ P rob(E 1 ∩ E 2 ∩ E 3 ). P rob(E 1 ) = out l u and P rob(E 2 ) = in m v . E 1 could only overlap with E 2 if there exists an edge (x, y) such that s(u, x) ≤ l − 1 ∧ s(y, v) ≤ m−1. There will exist a path starting from u and arriving at v via the edge (x, y) with length s(u,
In the running example in Fig 2 (b) , the source and the destination is u and v respectively. The numbers on the edges are the existence probability. Suppose we have already indexed the outgoing/incoming probability up to the radius 2 and the shortest distance. The outgoing probability of radius 2 for u is the total proability of the possible worlds in which u can reach at least one of w 3 and w 4 whose shortest distance from u is 2. We initialize the upper bound as out 
Dynamic Monte Carlo Simulation
Traditionally, Monte Carlo simulation has been widely accepted as one of the efficient methods to answer reachability problems in uncertain graphs due to the NP-hard nature of this problem. In this section, we will propose a dynamic Monte Carlo simulation method which integrates sample generation and reachability test to maximize the computational sharing.
There are two major costs in Monte Carlo method: 1. Generating Sample: running a sample pool of size k requires to generate k samples, for each sample, every edge is to be assigned exist or not exist according to the existence probability. This costs O(k|E|) of time.
2. Checking Sample Reachability: For each sample, we need to check the reachability between u and ve. This operation costs O(|E|) of time for each iteration.
We have two observations in regarding to these two costs. Observation 3: When some edges are missing, the presence of some other edges are no longer relevant. For example, in the example Fig 2 (b) , the states of other edges will no longer affect the reachability between u and v if uw 1 and uw 2 are missing.
Observation 4: Many samples share a significant portion of existing or missing edges, the reachability checking cost could be shared among them. In our dynamic Monte Carlo method, starting with the source vertex u, we say u is already reached. An edge e is expandable if it starts from a reached vertex. We randomly pick an expandable edge e, then sample the existence of e for k iterations. The next step is to divide the samples into two groups, one group with e existing and another with e not existing. In the group with e existing, we can reach a new vertex w, and more edges become expandable. For both groups, we repeat the process of picking a random expandable edge, sampling its existence, and dividing the group into smaller batches. If a group contains no more expandable edges, the whole group cannot reach v. On the other hand, if v is contained in a group's reached vertices, then the whole group can reach v.
In the running example Fig 2(b) , we assume the number of samples to draw is 100. In the first step, we simultaneously poll the states of uw 1 for 100 samples, the result is shown in Fig 3, uw 1 is missing in 22 of the 100 samples and exists in the rest. If uw 1 is failed, the next step is to poll on the other possible outgoing edge, uw 2 , 6 of the 22 are failed in this case, and a u-v cut is formed in these 6
Procedure TestSample(visited, expand, n, t) Input: visited: visted vertices, expand: edges that can expand, n: number of samples in this group, v: destination if expand = ∅ then 1 f ail = f ail + n ; Based on above observations, we present our Monte Carlo algorithm in Algorithm DynamicMontecarlo and Algorithm TestSample. In DynamicMontecarlo, we initializes a few global variables and invoke TestSample at line 6. Then it checks whether the number of reachable samples is greater than kp. In TestSample, we firstly check whether there exist any more edges to expand. We could determine the whole group fails the reachability test if there is no more edges to expand. At line 9, we will randomly pick one edge to expand. From line 11 to line 12, we set up two groups which each represents the sample group in which the chosen edge is missing or is present, respectively. At line 13 to line 18, we will split all samples into these two group. At the end, it will recursively invoke TestSample. Line 7 to line 8, and line 20 to line 21 will check whether the current number of reachable or unreachable samples are enough to accept or reject the query.
Accuracy Guarantee: Let R u,v be the Probabilistic Reachability between u and v, the variance of the expected value, E(R u,v ) sampled by the Monte Carlo method is as following ([16] :
As we introduce a threshold t into the Probabilistic Reachability Query, the result approximated by the Monte Carlo is correct as long as
Theorem 2 (Cantelli's Inequality [21] ). Suppose that r is a random variable with mean E(r) and variance σ 2 (E(r)), P rob(r − E(r) ≥ a) ≤ δ(a, σ(E(r)) for any a ≥ 0, where P rob(r − E(r) ≥ a) denotes the probability of r − E(r) ≥ a, and δ(x, y) is defined as: Proof. By using the Theorem 2, the probability that the Monte Carlo method returns a false negative answer:
Similarly, the probability that the Monte Carlo method returns a false positive answer can be deduced and the details are omitted.
Experiment
We have performed extensive experiment to demonstrate our approach(Bounds and Dynamic Monte Carlo, or BMC ) significantly outperforms plain Monte Carlo(PMC) simulation and Naive Enumeration. Note that, to the best of our knowledge, there are no other existing techniques aiming at efficiently support Probabilistic Reachabilityover large scale datasets. In the experiment, we used both real datasets and synthetic datasets to evaluate the performance. All experiments are conducted on a PC with 2.4GHz 4-core cpu, and 4GB main memory running Linux. Programs are implemented with C++. Every experiment is run against a group of 1000 randomly generated queries, and the average response time is taken as the result.
Real Dataset
In the experiments, we use 3 real datasets, Anthra, Xmark, and Reactome. All of these datasets were used by Jin in [14] . Anthra is a metabolic pathway from EcoCyc 1 . It contains 13736 vertices and 17307 edges. Xmark is a XML document containing 6483 vertices and 7654 edges. Reactome is a metabolic network with 3678 vertices and 14447 edges. We uniformly assign each edge a probability between 0 to 1. The index construction time for Anthra, Xmark, and Reactome is 11, 9, 16 seconds respectively. The index size is 1.5MB, 700KB, 120KB respectively. Please also note that the index size and construction time do not include the shortest path index since this depends on the technique chosen, which is not the scope of this paper.
As expected, Naive Enumeration cannot complete any experiment within 6 hours. This is because, out of the 1000 queries in each experiment, Naive Enumeration always freezes on at least one of them. The reason is that the cost of Naive Enumeration is almost the same as calculating the reachability if the probabilistic reachability between two vertices is close to the threshold. If the number of edges involved in the calculation is large, the enumeration cost is unaffordably expensive. This result shows that Naive Enumeration is not pratical in solving Probabilistic Reachability Queries. As a result, we will not include the experiment result for Naive Enumeration explicitly. The first group of experiments studies how distance between query vertices affects the performance. The threshold is set at 0.6 and 1000 queries are issued. The result is shown in Fig 4. The results show that BMC performs approximately one order of magnitude faster than PMC. An interesting observation is that as the distance increases, BMC and PMC both perform faster. In our analysis of this phenomenon, we have two observations: 1) It is generally much more time consuming to prove the destination is reachable than to prove it is not reachable in a possible world. Similarly, it is generally more time consuming to accept a query than to reject a query; 2) When the difference between the threshold and the probabilistic reachability is large, the Monte Carlo simulation requires less samples to answer the query, and also there is a better chance for the upper bound to be able to answer the query. These two observations can explain the above phenomenon. When the distance is small, generally speaking, the probabilistic reachability is higher, and thus the possibility for a state to be reachable is also higher. As the distance increases, the probabilistic reachability drops drastically. It means the average difference between probabilistic reachability and the threshold becomes larger. It also means the possibility for a state to be reachable becomes lower. We can also notice when the distance increases, the gap between BMC and PMC expands. This indicates the upper bound have played a more important role in this scenario. In order to confirm our analysis, we repeat the experiment with a threshold of 0.1. The result is presented in Fig 5. In this case, when the distance is small, BMC and PMC are both very efficient. This is because the average probabilistic reachability is much higher than 0.1. As the distance increases, the probabilistic reachability slowly drops towards the threshold and then keeps going lower. This represents the peak points of the three result graphs. In next experiment, we fix the query distance to 5 and vary the threshold from 0.1 to 0.9. The result is shown in Fig 6. We have observed that as the threshold increases, the response time generally increases slightly to a peak then drops drastically. This is because when the threshold is small, the probabilistic reachability is generally considerably higher than the threshold. As the threshold increases, it approaches the probabilistic reachability, thus the response time increases. In addition, as the threshold increases, more queries are rejected. To some extents, this effect offsets the increase caused by smaller gap between the threshold and the probabilistic reachability. This explains why the increase from 0.1 to the peak is moderate, as well as why the response time decreases drastically beyond the peak point.
The Anthra dataset has a similar density (average vertex degree) to Xmark but approximately 2 times the number of vertices. Reactome is much dense than both of Anthra and Xmark. As we can see from all of the above experiments, Anthra and Xmark have similar response time whereas Reactome is much slower than them. This suggests that the graph size will have limited effect on response time whereas the density plays a major role. 
Synthetic Dataset
In the first experiment, we generate graphs with 5000 to 15000 vertices with a fixed density of 1.5. The query distance is fixed at 5 and the threshold is set to 0.6. The result is shown in Fig 7(a) . We found that the increase of graph size has limited affect on BMC . This is because when the distance is fixed, the number of edges which can significantly affect the probabilistic reachability is somewhat unchanged. However, PMC's response time increases slightly as the graph size increases this is because PMC needs to draw a complete sample before testing the reachability.
In the second experiment, we generate graphs with density from 1 to 4 with a fixed graph size of 10000 vertices. The rest of the set up remains the same. The result is shown in Fig 7(b) . This shows the density will impact the response time significantly. However, BMC 's response time increases 5 times from density of 1 to density of 4, whereas PMC's response time increases 10 times. This is because a portion of queries can be rejected by upper bounds. This portion of cost is affected less by the density.
Accuracy
Since Probabilistic Reachabilityis NP-hard, it is impractical to obtain probabilistic reachability precisely over large scale datasets. Thus, in this set of experiments, we use a small synthetic graph with 10 vertices to demonstrate the accuracy of the Monte Carlo simulation method. For the first experiment, we pick a pair of nodes whose reachability is approximately 0.7, and fix the threshold to be 0.85. We then vary the number of iteration k and the result is shown in Fig 7 (c) . We notice that the increase of k can dramatically increase the accuracy initially, and the increase diminishes when k grows larger. In the second part, we pick a pair of nodes whose reachability is approximately 0.5 and fix the number of iteration to be 100. We then vary the threshold from 0.1 to 0.9. The result is shown in Fig 7 (d) . In this case, the accuracy drops dramatically when the threshold approach 0.5 and again increases when the threshold moves further away from 0.5. This is because the Monte Carlo simulation will perform the worst when the threshold is very close to the probabilistic reachability.
Related Work
The Probabilitic Reachability problem has been studied in a number of papers from the 1970s on small scaled graphs, for example, [10] , [13] . Valiant( [10] ) proved it is NP-hard in 1979. As Monte Carlo becomes the widely accepted method to approximate the answer, there are many studies( [15] , [16] , [17] , [18] , [19] ) to propose different sampling plans to reduce the estimation error.
There has been considerable effort put on the the certain reachability problem. A group of techniques( [7] , [5] , etc) named chain decomposition, proposed to speed up online calculation of certain reachability by decomposing graphs into chains. Agrawal et. al. shows that using trees instead of chains is more efficient( [1] ). Based on the tree cover strategy, a few variants were proposed to improve The techniques and applications of Uncertain Graphs have been studied in a number of recent papers, including mining frequent subpatterns( [24] , [25] ), finding top-k maximal cliques( [26] ), etc.
Conclusion
In this paper, we study the problem of Probabilistic Reachability Queriesand proposed effective and efficient techniques to solve this problem. To the best of our knowledge, we are the first to efficiently support Probabilistic Reachability Queries over large scale graphs using indexing techniques. We propose an index structure which assists in calculation of upper bound of probabilistic reachability efficiently. Should the bounds fail to answer a query, a dynamic Monte Carlo method is proposed to output an approximate answer. Through comprehensive experiments, we demonstrate that our solution is one order magnitude faster than the most widely accepted plain Monte Carlo simulation.
