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More time series forecasting methods were researched and made available in recent
years. This is mainly due to the emergence of machine learning methods which also
found applicability in time series forecasting. The emergence of a variety of methods
and their variants presents a challenge when choosing appropriate forecasting methods.
This study explored the performance of four advanced forecasting methods: autoregres-
sive integrated moving averages (ARIMA); artificial neural networks (ANN); support
vector machines (SVM) and regression models with ARIMA errors. To improve their
performance, bagging was also applied. The performance of the different methods was
illustrated using South African air passenger data collected for planning purposes by
the Airports Company South Africa (ACSA). The dissertation discussed the different
forecasting methods at length. Characteristics such as strengths and weaknesses and
the applicability of the methods were explored. Some of the most popular forecast ac-
curacy measures were discussed in order to understand how they could be used in the
performance evaluation of the methods.
It was found that the regression model with ARIMA errors outperformed all the other
methods, followed by the ARIMA model. These findings are in line with the general
findings in the literature. The ANN method is prone to overfitting and this was evident
from the results of the training and the test data sets. The bagged models showed mixed
results with marginal improvement on some of the methods for some performance mea-
sures.
It could be concluded that the traditional statistical forecasting methods (ARIMA and
the regression model with ARIMA errors) performed better than the machine learning
methods (ANN and SVM) on this data set, based on the measures of accuracy used.
This calls for more research regarding the applicability of the machine learning meth-
ods to time series forecasting which will assist in understanding and improving their
performance against the traditional statistical methods.
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Forecasting is an essential planning tool for organisations, enabling them to better un-
derstand what to expect in the near future. Certain environmental factors have an im-
pact on businesses that operate in that particular environment. Hence, the ability of
businesses to understand and be able to predict some of these factors and associated
events enables them to plan better.
One of the most critical steps in the forecasting process is choosing and fitting models.
There are a number of forecasting models to choose from. These models can be grouped
into two basic categories, namely qualitative and quantitative methods. Qualitative
methods rely on human judgement, the so-called expert knowledge or intuition, and
become more valuable when there is no historical data available. Some of the most pop-
ular qualitative forecasting methods include Delphi, market surveys and expert opin-
ion.
In contrast to qualitative methods, quantitative forecasting methods rely on historical
data where mathematical models are fitted based on such data. These methods are fur-
ther grouped into two subcategories, namely causal and time series forecasting meth-
ods. Time series methods assume that the historical data is made up of four compo-
nents, namely trend, seasonality, cycle and an irregular component. These components
are extracted from the data and form the basis for forecasting.
2 Chapter 1. Introduction
In recent years, there has been an increase in the number of time series forecasting meth-
ods available to the forecaster. This is mainly due to the emergence of the machine learn-
ing methods which also found applicability in time series forecasting. These methods
include the artificial neural networks and support vector machines. The increase in the
number of time series methods has also presented some challenges when deciding on
the forecasting methods to consider for evaluation. In order to decide on a quantita-
tive forecasting model to investigate, one needs to understand certain properties of the
different models that can be observed from the historical data. As it is impossible to
investigate all the available models, knowing some of these properties will enable the
forecaster to narrow down the list of methods to consider and save time in the process.
The literature shows wide applicability for the advanced forecasting methods. These
include Widowati et al. (2016), Ramos, Santos, and Rebelo (2015), Sánchez Lasheras et
al. (2015), Taneja et al. (2016), Yuan, Liu, and Fang (2016), Oliveira, Steffen, and Che-
ung (2017), Gibrilla, Anornu, and Adomako (2018), and Hikichi, Salgado, and Beijo
(2017) for autoregressive integrated moving averages, Kaur, Kumar, and Segal (2016),
Panapakidis and Dagoumas (2016), and Keles et al. (2016) for artificial neural networks,
Francis, Tay, and Cao (2001), Kim (2003), and Cao and Tay (2001) for support vector ma-
chines and Van den Bossche, Wets, and Brijs (2004) for regression models with ARIMA
errors. A comparison of advanced forecasting methods can be found in Ahmed et al.
(2010) and Makridakis, Spiliotis, and Assimakopoulos (2018).
The literature on the comparison of these methods is mainly quantitative and based on
quantitative measures of accuracy. The application of these models to the South African
aviation data is also limited. This study is aimed at studying and applying advanced
forecasting methods to South African air passenger data. Different advanced forecast-
ing models will be explored and used to forecast the number of air passengers passing
through airports. Accuracy measures will also be used to compare the performance of
different methods and determine which model produces the most suitable forecasts.
The objectives of this study are to:
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• explore and compare advanced forecasting methods
• illustrate the performance of the methods using South African air passengers data
• evaluate and select the most suitable method for forecasting South African air
passenger data.
This dissertation consists of five chapters. Chapter 1 introduces the background and
aims of the study as well as giving a summary of the document. In Chapter 2, the dif-
ferent forecasting methods are introduced, the literature on these methods is reviewed
and the advantages and disadvantages of the various methods are discussed. Chapter
3 reviews the most important measures of forecasting accuracy. The performance of the
different methods is evaluated in Chapter 4. In this chapter, the monthly air passenger
data set used is introduced and the models are also bagged to improve their perfor-





The literature presents a number of forecasting methods that can be used, but most of
them work well only under certain conditions. In order for a method to work, the data
need to behave in a certain way. Some methods work well when the data have no trend,
others when the variance in the data is constant. When the data have no trend over time,
they are said to be stationary in the mean. This means that the time series has a constant
mean. Differencing the time series that is not stationary in the mean will change the time
series to one that is stationary in the mean. When the time series shows no changes in
variance over time, it is said to be stationary in the variance. In most cases, transforming
the data using some mathematical function will stabilise the variance.
In recent years a number of more advanced forecasting methods have begun to gain
popularity (Aladag and Eǧrioǧlu, 2012). Despite this, the autoregressive integrated
moving averages (ARIMA) model remains one of the most widely used forecasting
methods across different industries (Adhikari and Agrawal, 2013). These models were
made popular by Box and Jenkins during the 1970s (Hyndman and Athanasopoulos,
2018).
Some of the advanced forecasting methods include the artificial neural network (ANN),
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the regression model with ARIMA errors, the support vector machine (SVM) and boot-
strapping and bagging. These methods have proved to be superior to some of the tradi-
tional models for certain types of data. They are also able to handle nonlinear time series
data and as a result are used mainly to forecast financial time series data (Sapankevych
and Sankar, 2009).
In this chapter, advanced forecasting methods are discussed. Section 2.2 to Section 2.5
discuss the different forecasting methods, followed by a discussion on bagging in Sec-
tion 2.6. The final sections examine the advantages and disadvantages of the different
methods and the implementation of these methods in R, a language that provides a
variety of statistical and graphical techniques.
2.2 ARIMA Models
ARIMA models are some of the most popular methods used to analyse time series data
(Adhikari and Agrawal, 2013). Time series models assume that everything that needs
to be known about the possible state of the system in the future depends solely on the
behaviour of that system in the past and the present. Using past observations, a math-
ematical model is then created, which is subsequently used to predict future outcomes.
This is called time series forecasting.
ARIMA models are being used for forecasting across several industries. Gibrilla, Anornu,
and Adomako (2018) used an ARIMA model to forecast the groundwater levels in the
White Volta River basin of Ghana, while Hikichi, Salgado, and Beijo (2017) used an
ARIMA model to forecast the number of ISO 14001 certifications in the Americas. The
use of ARIMA models can also be observed in other areas (Widowati et al., 2016; Ramos,
Santos, and Rebelo, 2015; Sánchez Lasheras et al., 2015; Taneja et al., 2016; Yuan, Liu, and
Fang, 2016; Oliveira, Steffen, and Cheung, 2017).
Like most univariate time series methods, an ARIMA model assumes that all the infor-
mation needed to predict the future is contained in the history of the time series. The
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general ARIMA model is represented by equation 2.1.
(1− φ1B− φ2B2 − . . .− φpBp)(1− B)dYt = ϑ0 + (1− θ1B− θ2B2 − . . .− θqBq)εt. (2.1)
The variables Yt and εt are the actual value and the error term of the time series at time
t respectively. The coefficients φi and θi where i = 0, 1, 2, . . . are model parameters for
the autoregressive (AR) and moving average (MA) to be estimated respectively. The
variables p and q represent the order of the AR and the MA part of the model respec-
tively and ϑ0 is a constant term. The errors are assumed to be normally distributed with
a mean of 0 and a variance of σ2. The B is called the shift operator and is defined as
BsYt = Yt−s.
The ARIMA model in 2.1 can be represented by the notation ARIMA(p, d, q). The d here
represents the order of differencing and corresponds to the I in ARIMA. Varieties of this
model exist, in fact when d and q equal zero the model can be represented as AR(p), an
autoregressive model of order p.
2.2.1 Dealing with Non-stationarity in Time Series
A time series is said to be stationary if the properties of the series do not change over
time. Therefore, a time series that shows signs of trend or seasonality is not stationary.
A plot of the time series could be used to check whether the series is stationary, for ex-
ample if the plot shows no sign of changes in the mean of the data, the series is said
to be stationary in the mean. By the same token, if the time series does not show any
signs of change in variation of the observations over time, the series is said to be station-
ary in the variance. Non-stationarity in the variance can be removed by transforming
the series using a mathematical function such as log or square root depending on the
pattern.
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When the time series is not stationary in the mean, differencing the time series has the
effect of transforming it to one that is stationary. The first difference Y′t is defined as
Y′t = Yt −Yt−1
= (1− B)Yt, (2.2)
where Yt is the observation of the series at time period t and B is the backwards shift




= (Yt −Yt−1)− (Yt−1 −Yt−2)
= Yt − 2Yt−1 + Yt−2
= (1− 2B + B2)Yt
= (1− B)2Yt. (2.3)
Figure 2.1 presents a time plot of a simulated non-stationary time series. This time series
was differenced once and the results are shown in Figure 2.2.
Figure 2.1: Simulated non-stationary time series
The plot in Figure 2.2 suggests that the data are stationary. The data fluctuate around a
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constant mean and there appears to be no evidence of change in the variance of the data
over time. It is important to identify non-stationarity in a time series as this enables the
fitting of a proper ARIMA model. If the time series is not stationary in the mean, one
needs to take the first difference of the series. If, after differencing, the series still shows
signs of non-stationarity, then further differencing can be done until the series becomes
stationary. This will be represented by the value of d in the ARIMA(p, d, q) model.
Figure 2.2: First difference of simulated non-stationary time series
The other form of differencing is called seasonal differencing. This is the difference be-
tween observations that are a season apart. For seasonal data, the seasonal differencing
Y′t can be defined as
Y′t = Yt −Yt−s
= (1− Bs)Yt, (2.4)
where s is the length of the season, for example s = 4 for quarterly data and s = 12 for
monthly data.
For a seasonal time series, a seasonal difference is recommended. If the time series
remains non-stationary after seasonal differencing of the data, first differencing can be
applied to the resulting data. It should be noted that when both the seasonal and the
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first differences are applied, it does not matter which difference is applied first, as the
results will not be affected. Sometimes taking the seasonal difference first will result
in a stationary series and there will consequently be no need for further differencing
(Hyndman and Athanasopoulos, 2018).
2.2.2 Autoregressive and Moving Average Model
An AR(p) model is a special ARIMA(p, d, q) model where d = 0 and q = 0. The model
can also be written as ARIMA(p, 0, 0). An AR(p) model is defined as
Yt = c + φ1Yt−1 + φ2Yt−2 + . . . + φpYt−p + et, (2.5)
where c is a constant term, φi is the ith autoregressive parameter and et is the error term
at time t.
The other form of the ARIMA model occurs when p = 0 and d = 0. This form is repre-
sented as MA(q) or ARIMA(0, 0, q), a moving average model of order q. The model is
defined as
Yt = c + ε− θ1εt−1 − θ2εt−2 − . . .− θqεt−q, (2.6)
where c is a constant term, θi is the ith moving average parameter and εt−q is the error
term at time t− q.
2.2.3 The Autocorrelation Function (ACF) and Partial Autocorrelation Func-
tion (PACF)
In time series analysis, the autocorrelation coefficient of a series is defined as
rk =
∑nt=k+1 (Yt − Ȳ)(Yt−k − Ȳ)
∑nt=1 (Yt − Ȳ)2
, (2.7)
where Ȳ is the mean of the time series data and k = 1, 2, . . . is the lag in the series. rk
is called the autocorrelation coefficient of the time series at lag k. For example r1 shows
10 Chapter 2. Advanced Forecasting Methods
how successive observations relate to each other and r2 shows how observations two
periods apart relate to each other. In general rk shows how values k periods apart relate
to each other. The autocorrelation coefficients at lags 1, 2, 3, . . . together form what is
called the autocorrelation function (ACF). The plotted ACF makes it easier to under-
stand the result. The ACF is one of the most useful tools used to identify an ARIMA
model.
Another tool used for the purpose of identifying the relevant ARIMA model is the par-
tial autocorrelation Function (PACF). The PACF is formed by stringing the partial au-
tocorrelations of a series together. A partial autocorrelation is a conditional correla-
tion between yt and yt−p given the observations that lie between yt and yt−p, namely
yt−p+1, . . . ,yt−1. By definition, the first order partial autocorrelation coefficient is the
same as the first order autocorrelation (Eberly College of Science, 2019). Partial auto-
correlation coefficients are used to measure the degree of association between Yt and
Yt−p when the effects of other time lags (1, 2, 3, . . . , k − 1) are removed (Hyndman
and Athanasopoulos, 2018). The partial autocorrelation coefficient αp is calculated by
regressing Yt against Yt−1, . . . ,Yt−p as
Yt = b0 + b1Yt−1 + b2Yt−2 + . . . + bpYt−p. (2.8)
The partial autocorrelation coefficient αp is estimated by the bp in equation 2.8. Fig-
ure 2.3 displays an ACF and a PACF of a simulated time series.
The dashed horizontal lines on the ACF and PACF plots show the critical values for the
lags ri. For a white noise model, the majority of the ris should fall within these lines.
According to Quenouille (1949), a white noise model has approximately independent
and identically distributed autocorrelations with standard error 1√n . This is the reason
why the critical values are drawn at ± 1.96√n , where n is the number of observations. The
±1.96 ensures that 95% of the lags lie between these limits for white noise series.
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Figure 2.3: ACF and PACF of a simulated non-stationary time series
2.2.4 Seasonal Considerations in ARIMA Models
Seasonality in a time series can be identified by observing the behaviour of the auto-
correlations at seasonal lags. For example a monthly time series has seasonal lags at
r = 12, 24, 36, . . . and a quarterly series would have seasonal lags at r = 4, 8, 12, . . .. If
any seasonality exists, the seasonal lags in the ACF or PACF will show large spikes that
are significantly different from zero. An ARIMA model with a seasonal component is
written as ARIMA(p, d, q) (P, D, Q)s where P, D and Q are the seasonal orders of the
AR, seasonal differencing and MA respectively. An ARIMA model of this form is also
referred to as the seasonal ARIMA model or SARIMA for short. Using the backward
shift operator a SARIMA model can be presented as
φ(B)Φ(Bs)(1− B)d(1− Bs)Dyt = δ + θ(B)Θ(Bs)ηt, (2.9)
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where δ is the constant term, and the error term at time t is represented by ηt. Further
more
φ(B) = 1− φ1B− . . .− φpBp (2.10)
Φ(B) = 1−Φ1B− . . .−ΦPBP (2.11)
θ(B) = 1− θ1B− . . .− θqBq (2.12)
Θ(B) = 1−Θ1B− . . .−ΘQBQ. (2.13)
2.2.5 ARIMA Model Identification
Since there are many ARIMA models, the ACF and PACF become increasingly instru-
mental when identifying a suitable ARIMA model. The first step in model identification
is to fit a tentative model. The following steps show how to go about choosing a tenta-
tive model:
• Plot the time series and try to identify any unusual observations and non-stationarity
in the variance of the series over time. The unusual observations need to be dealt
with and transformations made to the data to achieve stationarity in the variance.
• The next step is to plot the ACF, the PACF and the time plot of the time series.
Check whether the data show any signs of trend or seasonality. If the ACF or the
PACF drops rapidly to zero or the time plot shows a horizontal line with a constant
mean, then the series is stationary.
• If the series does not appear to be stationary then the data should be differenced.
For non-seasonal data, the first difference should be taken, otherwise seasonal
differencing should be applied to the data. Again plot the ACF, the PACF and the
time plot of the differenced data to determine whether the series is stationary. If
the series still appears to be non-stationary, take the difference of the differenced
series. In most cases, this should be enough to obtain stationarity.
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• Plot the ACF and the PACF to examine any patterns in the time series. The pattern
of the autocorrelations will reveal one of the following:
– Signs of seasonality: these can be identified by large ACF or PACF values
which are significantly different from zero at seasonal lags. For monthly data
the ACF will be large at lag 12.
– The MA(q) model: this model can be identified by observing the autocorre-
lation function. In fact, if there are no significant autocorrelations after lag q
then MA(q) is suggested. On the other hand, if there are no significant partial
autocorrelations at lag p then AR(p) may be appropriate.
– Instances where a clear AR(p) or MA(q) does not exist. In such instances, a
mixed model is suggested.
In regression analysis, the Akaike information criterion (AIC) is used to select the pre-
dictors. The same measure can also be used to select the order of ARIMA models. The
AIC is calculated as
AIC = −2 log(L) + 2(p + q + k + 1),
where L is the likelihood of the data, k = 1 if c 6= 0 and k = 0 if c = 0. c is the intercept
of the ARIMA model.
2.2.6 Behaviour of ACF and PACF for Pure AR and Pure MA Models
Table 2.1 compares the behaviour of the ACF and the PACF for pure AR and pure MA
models.
2.3 Artificial Neural Network (ANN)
An artificial neural networks (ANN) model is an advanced nonlinear method that is
used for forecasting. In recent years, a number of research papers have been published
on the application of ANN models to time series data. These include Kaur, Kumar, and
Segal (2016), Panapakidis and Dagoumas (2016), and Keles et al. (2016). In their study,
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Table 2.1: Behaviour of the ACF and the PACF for pure AR and pure MA
models
Process ACF PACF
AR(p) Exponential decay or
damped sine-wave. The
exact pattern depends on the
signs and sizes of φ1, . . . ,φp
Spikes at lags 1 to p, then cuts
off to zero




exact pattern depends on the
signs and sizes of θ1, . . . ,θq
Keles et al. (2016) found that an ANN model produced better results than other models
in predicting day-ahead electricity spot prices. Kaur, Kumar, and Segal (2016) used an
ANN model to forecast wind speed which is an essential aspect when calculating wind
energy that will be produced. The model achieved the 70% accuracy mark that was set
by the Central Electricity Regulatory Commission (CERC) of India.
There are two main network designs for the ANN method, namely feed-forward net-
works and recurrent networks. The feed-forward network design has all the arcs of
the network pointing forward while the recurrent network allows for information to be
fed back to the previous nodes in the network. This means that information is allowed
to loop back between layers. In this section, the feed-forward network architecture is
described. There are a number of variants of the ANN model which use this type of
network design. The following variants, which are more suitable for time series fore-
casting, are described: time-lagged neural networks and seasonal artificial networks.
2.3.1 ANN Architecture
Figure 2.4 shows the architecture of a feed-forward network ANN model. This feed-
forward network model is called a multi-layer perceptron (MLP) and is the ANN model
most widely used for forecasting.
The model uses a network consisting of three layers, namely the input, hidden and
output layers, which are connected by acyclic links. This type of network is called a
feed-forward network (FNN).
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Figure 2.4: An ANN architecture with a single hidden layer
As input, each node gets a weighted sum of the nodes in the previous layer. Then a
transfer function is applied to the input nodes and the relevant output is weighted to
produce the final output. The mathematical expression












+ εt, for all t (2.14)
is used to compute the output layer of the model, where yt−i(i = 1,2, . . . ,p) are the p
inputs and yt is the output. The number of input and hidden nodes are represented by
p and q respectively. The connection weights for the arcs are represented by αj and βij
and εt is the random shock, which is referred to as bias in the literature. The terms α0
and β0j are the intercepts terms.
2.3.2 Time-lagged Neural Networks (TLNN)
This FNN model uses the values of the time series at a particular lag. There is also an
additional constant term that is connected to all the nodes in the hidden and the output
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layer. This constant term is taken to be one and helps avoid introducing a bias term
separately.
Figure 2.5 shows an example of an TLNN model with one hidden layer.
Figure 2.5: An example of a TLNN model
Each node in the hidden layer gets as input a weighted sum of the nodes in the input
layer plus an additional input from the constant node. Then a transfer function is ap-
plied to the outputs from the hidden nodes. The constant node is also linked directly to
the final output node. The equation
x̂t = φ0
{
wc0 + ∑h wh0φh
(
wch + ∑i wihxt−ji
)}
(2.15)
is used to calculate the output values of the output layer for a TLNN model with one
hidden layer. Here xt−j1 , xt−j2 , . . . , xt−jk are the input terms, wch are the weights that
connect the input and the hidden layers, the wc0 is the connection between the constant
term and the output layer, wih represents the weights for the connections between the
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input and the hidden layers, and wh0 denotes the weights for the connections between
the hidden and the output layers. φh and φ0 are the activation functions for the hidden
and the output layers respectively (Faraway and Chatfield, 1998).
2.3.3 Seasonal Artificial Neural Networks (SANN)
The SANN model is capable of learning the seasonal pattern in the time series without
actually removing it. This model was first introduced by Hamzaçebi (2008) and is used
to improve the performance of an ANN model for seasonal time series. Figure 2.6 shows
a diagram of a SANN model where the input layer contains s input nodes and s is the
length of the season in the time series. There is also an additional constant node as
before. The number of the output nodes is also determined by length of the season s.
A SANN model also uses the feed-forward architecture, but it differs from the TLNN
Figure 2.6: An example of a SANN model
when it comes to the inputs and outputs of the network. With SANN, the inputs are
strictly the last s observations and the output is a vector of s outputs where s is the
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length of the season in a seasonal time series. The output for the model is computed
using the following formula:












, for all t; l = 1, 2, 3, . . . , s, (2.16)
where Yt+l is the prediction for the future s and Yt−i (i = 0, 1, 2, . . . , s− 1) are the ob-
servations of the previous s periods. The weights from the input nodes to the hidden
nodes and the hidden nodes to the output nodes are represented by vij and wjl respec-
tively. The weights of the bias connection are represented by θj and αl , and f is the
activation function.
2.4 Support Vector Machines
The support vector machines (SVM) method was developed by Vapnik (1995). The
method was initially developed for classification problems. Owing to its success in clas-
sification, the method was also adapted for regression problems and later for time series
forecasting. The SVM enjoys interest across industries, from financial markets to gen-
eral business applications. According to a survey by Sapankevych and Sankar (2009),
the SVM model has been applied in financial markets more than any other industry.
SVM has proven to be superior to other methods when applied to financial data (Fran-
cis, Tay, and Cao, 2001; Kim, 2003; Cao and Tay, 2001). Kim (2003) used SVM and back
propagation (neural networks) models to predict the direction of the daily price change
in the Korean stock price index. The results showed that SVM produced better results.
This suggests that the SVM could be used as an alternative to forecasting financial time
series.
The SVM model uses the structural risk minimisation principle which aims at minimis-
ing the upper bound of the generalisation error. This may be compared to the traditional
neural networks which use an empirical risk minimisation principle. The advantage of
using SVM is that it is able to generalise to unseen data. The solution found by SVM
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is always unique and optimal and this therefore guarantees that the solution found is
not a local minimum. In order to understand and be able to use SVM, one needs to
understand its foundations, some of which are discussed below.
2.4.1 Support Vector Regression (SVR)
In order to use the SVM for time series analysis, the concept of support vector regression
(SVR) needs to be understood. The method is discussed by Vapnik (1998) and uses an ε-
intensive loss function. The idea is to penalise errors that lie outside the ε-tube created.
This tube is formed symmetrically around the estimated function with a minimal radius.
Lε(y, f (x,w)) =

0 if | y− f (x,w) |≤ ε
| y− f (x,w) | −ε otherwise,
(2.17)
where Lε(y, f (x,w)) is referred to as a ε-intensive loss function and, y and f (x,w) are
the actual and predicted values respectively.
Small values for 2.17 are desirable as they minimise the error of misclassification. This
leads to the formulation of the empirical risk function in 2.18. The empirical risk func-
tion is






Lε(yi, f (x,w)). (2.18)
Here N is the size of the training set.
In order to minimise the risk, the following quadratic programming equations are solved:










subject to yi −wT ϕ(xi)− b ≤ ε + ξi; for all i = 1, 2, . . . , N
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where ϕ(xi) is the mapping function and b is the bias term. ξi and ξ∗i are the slack
variables. The slack variables represent the distance from the actual observations to the
boundary of the ε-tube.
In order to solve quadratic programming problem 2.19, two sets of Lagrange multipliers
are used namely: α = (α1,α2, . . . ,αN)T and α∗ = (α∗1 ,α
∗
2 , . . . ,α
∗
N)
T where 0 ≤ αi,α∗i ≤ C.





(αi − α∗i )k(x,xi) + bopt. (2.20)
2.4.2 Least Square Support Vector Machine (LS-SVM)
The least square version of the SVM was formulated by Suykens and Vandewalle (1999)
and uses the equality constraint instead of the inequality constraint employed by equa-
tion 2.19. It employs a sum-squared error (SSE) cost function, instead of the quadratic














subject to yi −wT ϕ(xi) + b + ei; ∀i = 1, 2, . . . , N,
(2.21)
where γ is the regularisation parameter and ϕ is a linear mapping to a higher dimension.





αi{wT ϕ(xi) + b + ei − yi}, (2.22)
where α = [αi,α2, . . . ,αN ]
T and α ≤ 0 are the Lagrange multipliers.
In order to simplify the quadratic programming problem 2.22, partial derivatives of L
are derived by applying conditions of optimality. The following system of equations is
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derived from the partial derivatives:
 0 1



















αik(x,xi) + b, (2.24)
where α and b are the solutions to the matrix in 2.23.
2.4.3 Dynamic Least Squares Support Vector Machine (DLS-SVM)
The dynamic least squares support vector machine (DLS-SVM) is derived from the LS-
SVM. The method was presented by Fan, Li, and Song (2006) and is highlighted here.
According to Fan, Li, and Song (2006), the method works well on time series data and
real-time systems. The goal of the DLS-SVM procedure is to ensure that the model ad-
justs to the nonlinear dynamics in the data over time. This is achieved by removing
older observations from the training data and replacing them with the latest observa-
tions when they become available and the model is refined accordingly. In order to

















where k∗N+1 = γ
−1 + k(xN+1,xN+1) and kN+1 = [1,k(xN+1,xi)]T.
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By applying the matrix inversion lemma for Q−1N+1, the following is obtained:
Q−1N+1 =
 Q−1N + Q−1N kN+1kTN+1Q−1N ρ−1 −Q−1N kN+1ρ−1
−KTN+1Q−1N ρ−1 ρ−1
 . (2.27)
Here ρ = k∗N+1 −KTN+1Q
−1
N kN+1. This recursion equation removes all the matrix inver-
sions.
When adding a new observation, the oldest observation is pruned. The first data point is
removed from the training set by assuming that the new data point has just been added








where k∗1 = γ
−1 + k(x1,x1) = γ−1 + 1, k1 = [1,k(x1,x1)]T , for i = 1, 2, . . . , N + 1.
Q̂N =
 0 1T




with Ωi,j = k(xi,xj), i,j = 2,3, . . . ,N + 1. It can now be seen that the only difference
between QN+1 and Q̂N+1 is the order of the rows and columns. The same applies to
Q−1N+1 and Q̂
−1
N+1. Therefore, by adjusting the positions of the elements of Q
−1
N+1 the
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from equations 2.29 and 2.30.
The α and b from 2.23 can now be computed with Q−1N . Then substitute the old data
points with the new ones until all the new data points have been added. The values
of α and b are computed from the N training data points. The following steps will be
repeated for every new data point (xn+1,Yn+1) for time series forecasting:
1. Compute Q−1n+1.
2. Adjust the element position of Q−1n+1 to get Q̂
−1





3. Compute Q−1n from 2.31 to delete the first point from the training data set.






5. Apply the new LS-SVM model function for the next time prediction.
6. Obtain a new point (xn+2,Yn+2). Shift the point as xi = xi+1, yi = yi+1. Q−1N = Q̂
−1
N
and repeat the steps from 1.
2.5 Regression with ARIMA Errors
In section 2.2.2 an AR(p) model was discussed. If Yt−i for i = 1 ,2 , . . . p are replaced by
Xi,t where Xi,t are independent variables then Yt becomes a multiple regression model.
Equation 2.5 can now be rewritten as
Yt = c + φ1X1,t + φ2X2,t + . . . + φpXp,t + et. (2.32)
In multiple regression analysis the error term et is assumed to be an uncorrelated series.
If this assumption is relaxed and correlated errors are allowed for, then equation 2.32
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becomes a regression model with ARIMA errors. The error term is modelled as an
ARIMA process and is now represented by Nt.
There is little literature on the application of this modelling approach. The only litera-
ture available is from Van den Bossche, Wets, and Brijs (2004). In their study Van den
Bossche, Wets, and Brijs (2004) used a regression model with ARIMA errors to study
the effect of laws, weather conditions, regulations and economic conditions on the fre-
quency and severity of accidents. They found that the model accuracy was acceptable
and that the model could be used to forecast the frequency and severity of accidents in
Belgium.
2.5.1 Modelling Procedure
The method of ordinary least squares estimation cannot be used for this type of regres-
sion where the errors are correlated as this leads to incorrect estimates of the param-
eters. This problem is caused by the autocorrelated errors from the model, while the
other problem is that autocorrelated errors may lead to spurious regression. Instead,
a generalised least squares estimation or method of maximum likelihood estimation is









generalised least squares estimates can be obtained. Here wi and wj are weights based
on the patterns of the autocorrelations, and Ni and Nj are the correlated error terms.
The method of generalised least squares estimation works only if the errors follow an
ARIMA process.
The following procedure as described by Hyndman and Athanasopoulos (2018), can be
used to fit a regression model with ARIMA errors:
1. Fit the regression model with a proxy AR(1) or AR(2) model for errors.
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2. If the errors from the regression appear to be non-stationary, and differencing ap-
pears appropriate, then difference the forecast variable and all explanatory vari-
ables. Then fit the model using the same proxy model for errors, this time using
differenced variables.
3. If the errors now appear stationary, identify an appropriate ARIMA model for the
error series, Nt.
4. Refit the entire model using the new ARIMA model for the errors.
5. Check that the et residual series looks like white noise.
2.6 Bootstrap Aggregating
Bootstrap aggregating also known as bagging was first suggested by Breiman (1996).
According to Härdle, Horowitz, and Kreiss (2003), bootstrapping is “a method for es-
timating the distribution of an estimator or test statistic by resampling one’s data or
a model estimated from the data”. In time series analysis, bagging is achieved by ran-
domly generating new time series that are similar to the original time series with the aid
of a bootstrap method. With this approach, the inputs to the model are bootstrapped
and copies of possible predictors are estimated from the bootstrapped inputs. An ag-
gregate of the output of these predictors is then used as the final output of the model.
This method is popular in machine learning and is used to improve the accuracy of the
predictors.
The literature on the application of bagging shows some successes where the method
was used. For example, Khwaja et al. (2015) compared the performance of a bagged
neural network (BNN) to other models including an ARIMA and ANN model. The
results proved that the BNN model was better at predicting the short-term load in the
electricity grid. In their study titled “Bagging Exponential Smoothing Methods using
STL Decomposition and Box-Cox Transformation”, Bergmeir, Hyndman, and Benítez
(2016) proposed a method for bagging exponential smoothing methods. The results
suggest that the method was better than the original exponential smoothing models
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when applied to the Makridakis Competitions (M3) dataset. The M3 datasets contain
time series data from different industries and the time horizon used in the competition
(Makridakis and Hibon, 2000). The model also achieved better results than any of the
competition participants for the monthly datasets.
In this section, moving block bootstrap (MBB), dependent wild bootstrap (DWB) and
tapered block bootstrap (TBB) bagging procedures are discussed.
2.6.1 Moving Block Bootstrap (MBB)
The moving block bootstrap is a bootstrap method used for resampling correlated time
series observations. With the moving block bootstrap, the time series data are separated
into blocks which may overlap. These blocks become observations and a number of
observations are drawn at random with replacement and aligned in the order they were
picked to form a bootstrap series. The method is free of assumptions and does not
require intermediate computations of other quantities (Mignani and Rosa, 1995).
The MBB is described by Lahiri and Lahiri (2003) as follows: Let βi = (Xi, . . . ,
Xi+`−1) represent a series of length ` starting with Xi where 1 ≤ i ≤ N and N =
n− `+ 1. The MBB samples can be obtained by randomly selecting a suitable number
of blocks from the collection {β1, . . . ,βN}.
Let {β∗1, . . . ,β∗N} represent a simple random sample drawn with replacements from
{β1, . . . ,βN} and each of the blocks has ` elements. If the elements of βi are represented




1 , . . . ,X
∗




is defined as the MBB version θ∗m,n of θ̂n. Here F∗m,n is the empirical distribution of
(X∗1 , . . . ,X
∗
m).
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2.6.2 Dependent Wild Bootstrap (DWB)
The DWB method was suggested by Shao (2010). This bootstrap method is suitable for
stationary time series and can also be used when the time series is irregularly spaced.
The method also works well on data which are weakly dependent. Unlike the MBB
method, the DWB does not require the data to be partitioned into blocks.
Let XN = {Xt}nt=1 be a set of observations with µ = E(Xt) and γk = cov(X0,Xk), then
DWB pseudo-observations can be defined as
X∗i = X̄n + (Xi − X̄n)Wi, for i = 1, . . . ,n; (2.34)
where X̄n = 1n ∑
n
t=1 Xt and {Wi}ni=1 are the sample mean and n random variables re-
spectively. The {Wi}ni=1 satisfy the following assumption:
• The random variables, {Wi}ni=1, are independent of the data Xn. For t = 1, . . . ,n
the E(Wt) = 0 and var(Wt) = 1. Assume that Wt is a stationary process with
cov(Wt,W ′t ) = a{(t− t′)/I}, where a(.) is a kernel function and I = In is a band-




a(u)e−iuxdu ≥ 0 for x ∈ <. (2.35)
2.6.3 Tapered Block Bootstrap (TBB)
Politis and Paparoditis (2001) introduced the method of tapered block bootstrap (TBB)
where a sequence of data-tapered windows is produced. The results produced by this
method were found to be superior to those produced using the other block bootstrap
methods for time series. First the data Xt, where t = 1,2, . . . ,N is centred by letting Yt =
Xt − X̄N . Then a sequence of data-tapering windows wn(.) is introduced. The values of
the weights Wn(t) lie between 0 and 1. More specifically Wn(t) = 0 for t /∈ {1,2, . . . ,N}.
It follows that ‖wn‖1 ≤ n and ‖wn‖2 ≤ n
1
2 . Here ‖wn‖1 = ∑nt=1 |wn(t)| and ‖wn‖2 =
{∑nt=1 w2n(t)}
1
2 . The sequence of data-tapering windows wn(.) can be constructed by
28 Chapter 2. Advanced Forecasting Methods







The function w(.) is assumed to satisfy the following assumptions:
• w(t) ∈ [0,1] for all t ∈ <, w(t) = 0 if t /∈ [0,1], and w(t) > 0 for t in the neighbour-
hood of 12 .
• The function w(t) is symmetric about t = 0.5 and non-decreasing for t ∈ [0, 12 ].
The TBB algorithm can now be defined as follows:
– First choose a positive integer b less than N, and let i0,i1, . . . ,ik−1 be drawn
independently and identically distributed uniform on the set {1,2, . . . ,Q},
where Q = N − b + 1. Here k = [N/b] is taken, where [.] is the integer part.






Yim+j−1 (j = 1,2, . . . ,b). (2.37)







• The self-convolution w ∗ w(t) is twice continuously differentiable at the point t =
0, where w ∗ w(t) =
∫ 1
−1 w(x)w(x + |t|)dx.
2.7 Application to Aviation and Comparison of Methods
Time series forecasting is widely used in aviation to forecast air passenger demand.
The application of time series methods to forecast this demand in the literature in-
cludes studies by Yukun, Tao, and Zhongyi (2012), Adeniran, Kanyio, and Owoeye
(2018), Dantas, Cyrino Oliveira, and Varela Repolho (2017), and Weatherford, Gentry,
and Wilamowski (2003). Yukun, Tao, and Zhongyi (2012) proposed an ensemble empir-
ical mode decomposition (EEMD)-Slope-SVMs; this modelling approach is based on the
SVM modelling framework. They used air passenger data from selected airlines in the
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United Kingdom and the United States for comparing the use of the SVM, Holt-Winters
and ARIMA methods. Adeniran, Kanyio, and Owoeye (2018) used single moving aver-
age and simple exponential smoothing methods to forecast demand for air passengers
in Nigeria. Dantas, Cyrino Oliveira, and Varela Repolho (2017) combined bootstrap ag-
gregating (bagging) and Holt Winters methods to forecast demand for air passengers
using data from 14 different countries. An application of neural network forecasting in
an airline can be found in Weatherford, Gentry, and Wilamowski (2003). They compared
the method with traditional forecasting methods and the results showed promising per-
formance.
A comparison of forecasting methods can be found in Ahmed et al. (2010) and Makri-
dakis, Spiliotis, and Assimakopoulos (2018). Ahmed et al. (2010) compared the per-
formance of machine learning methods and found that multi-layer perceptron and the
Gaussian process regression performed better than the other methods. The machine
learning methods compared included Bayesian neural networks, radial basis functions,
generalised regression neural networks, K-nearest neighbour regression, CART regres-
sion trees and support vector regression. In the comparison, the traditional statistical
methods for forecasting were not considered which makes it difficult to generalise the
performance of the methods. Makridakis, Spiliotis, and Assimakopoulos (2018) com-
pared the performance of the traditional statistical forecasting methods with the ma-
chine learning methods. The results showed that the traditional statistical methods out-
performed machine learning methods and the authors concluded that there is still a lot
of work required to improve machine learning methods for forecasting.
2.8 Advantages and Disadvantages of the Different Methods
In this section, the advantages and disadvantages of the different forecasting methods
are discussed. Accordingly, the literature is examined in order to understand these fac-
tors.
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2.8.1 Advantages
ARIMA models are not particularly sensitive to the underlying assumptions of the na-
ture of the data fluctuations, but they are highly accurate in forecasting short time hori-
zons. Under special conditions, these models are equivalent to other models like expo-
nential smoothing. Bagging is a method which is very useful in improving the accuracy
of the underlying method and the regression model with ARIMA errors will inherit the
strengths of the ARIMA method.
ANN models are capable of detecting nonlinear and other complex relationships in the
data. This method is able to derive those relationships without any prior assumptions
regarding the relationships. This makes ANN models some of the most used models in
prediction problems. The ANN models are also able to derive meaning from imprecise
data when the relationship among the variables is difficult to explain using conventional
methods (Zhang and Qi, 2005).
Most of the advantages that are highlighted for ANN models also apply to SVM models.
In addition, SVM models are not prone to the problem of overfitting suffered by ANN
models. Compared to ANN models, SVM models in general provide better results.
2.8.2 Disadvantages
The ARIMA model needs many observations in order to accurately capture the compo-
nents of the time series. There is no automatic updating of the model, instead the model
will have to be refitted with new observations. The procedure for selecting parameters
during the identification stage is subjective and the method is best only for forecasting
short time horizons. The method also requires that the data should be stationary in
variance, otherwise transformation is required.
ANN models are sometimes criticised for their “black box” nature. This is because even
though better results can be obtained with this method, the results cannot be explained.
ANN models also tend to be prone to overfitting and they are also data intensive com-
pared to other forecasting methods. Training an ANN model requires large quantities of
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data which in turn demands a large amount of computer memory (Zhang and Qi, 2005).
For the SVM, when training data is large the computation time increases. Even though
the choice of correct hyper-parameters is critical in the SVM, there is still no structured
way of choosing the correct hyper-parameters in advance.
Bagging cannot be used as a forecasting method alone, it can only be used in conjunc-
tion with other forecasting methods in order to improve the accuracy of a forecasting
method. The method may also be computationally expensive.
The advantages and disadvantages of the different methods are summarised in Ta-
ble 2.2.
2.9 Implementing the Forecasting Methods in R
R is open source software used for statistical computing. One of the reasons why the
software is favoured is because of the ease with which high quality plots can be pro-
duced. R also allows users to develop their own packages or extensions and share them
with the community. This makes it easier for new statistical methods to find their way
to R users faster than other statistical software (R Core Team, 2017).
For the ARIMA models and all the other advanced methods considered here, except
SVM, the forecast package in R developed by Hyndman et al. (2018) offers functions to fit
the different models. The nnetar() function is used to fit an ANN model. The function
fits an FFN with one hidden layer as explained in Section 2.3. The function nnetar()
requires that the time series be stationary in the variance. This enables the function to
achieve better results.
The function Arima() is suitable for fitting ARIMA models in R. The parameters order
and seasonal are some of the most important parameters in the function, as order speci-
fies the order of the ARIMA model while seasonal specifies the order of the seasonality.
Using the function auto.arima(), allows for the automatic selection of a suitable ARIMA
model for a given time series. In choosing a suitable ARIMA model, the auto.arima()
function follows the methodology explained in Section 2.2. The parameter lambda is
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Table 2.2: Advantages and disadvantages of the methods
Method Advantages Disadvantages
ARIMA
Not very sensitive to the underlying
assumptions of the nature of the data
fluctuations
Data intensive
Highly accurate in forecasting short
time horizons
No automatic updating of the model
Under special conditions, these mod-
els are equivalent to other models
like exponential smoothing
The procedure for selecting parame-
ters during the identification stage is
subjective
Data should be stationary in variance
ANN
Capable of detecting nonlinear and
other complex relationships in the
data
“Black box” nature
Able to derive meaning from impre-
cise data
Require large quantities of data




Not prone to the problem of overfit-
ting
No structured way of choosing cor-
rect hyper-parameters
Tuning the hyper-parameters is time-
consuming
Regression
Not very sensitive to the underlying
assumptions of the nature of the data
fluctuations
Data intensive
with Highly accurate in forecasting short
time horizons
No automatic updating of the model
ARIMA er-
rors
Under special conditions, these mod-
els are equivalent to other models
like exponential smoothing
The procedure for selecting parame-
ters during the identification stage is
subjective
Data should be stationary in variance
Forecasts are also required for the
predictor variable
Bagging
Improves the accuracy of the under-
lying method
Used in conjunction with other fore-
casting methods
The method may also be computa-
tionally expensive
very useful for a time series that is not stationary in the variance, as this parameter al-
lows for both the automatic selection and the manual specification of the lambda value.
The estimated lambda is used to transform the time series using BoxCox transformation
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(Hyndman and Athanasopoulos, 2018). The formula
wt =





where wt is the BoxCox transformed series, is used to transform a non-stationary time
series to one that is stationary in the variance. In R, the function BoxCox() from the
forecast package can be used to transform the time series.
The transformed time series can also be reversed using the formula
yt =






The function boxcox.inv() in the forecast package can be used for this purpose.
Hyndman and Athanasopoulos (2018) highlight that the back-transformed forecasts ob-
tained from equation 2.39 are usually not the mean of the forecast distribution but rather






















can be used in cases where mean point forecasts are required. Here σ2h is the h-step
forecast variance. The difference between the results obtained from equations 2.39 and
2.40 is known as bias.
For SVM, the function svm() in the e1071 package is used to estimate the parameters
of the forecasting model. The R package was written by Meyer et al. (2018). The e1071
package implements the SVR model discussed in Section 2.4. The success of the method
depends on the choice of the parameters cost (C) and gamma (γ). The e1071 package
allows for the tuning of these parameters using a grid of a number of combinations
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by using the tune.svm() function. Hsu, Chang, and Lin (2016) suggest a combination
of values in the range [2−5,215] and [2−15,23] for C and γ respectively. The function
optimises the values by maximising the information criteria.
The bootstrap aggregating method discussed by Makridakis and Hibon (2000) is im-
plemented in the forecast package. The modelling procedure uses the moving block
bootstrap discussed in Section 2.5. The function bld.mbb.bootstrap() in R can be used
to bootstrap a time series. The most important arguments in this function are the time
series x and the number of bootstrapped versions to be generated (num). To produce
forecasts from this, an average of the bootstraps at time t is calculated resulting in time
series of means. Forecasts can now be produced using the ets() function as usual. The
baggedETS() function can also be used to fit this kind of model.
The regression model with ARIMA errors uses the same function as the ordinary ARIMA
model. The only difference lies in the arguments where xreg is specified for the regres-
sion model with ARIMA errors. In order to produce forecasts for the model, the fore-





In this chapter, the different accuracy measures applied to forecasting models are inves-
tigated.
3.2 Standard Statistical Measures
All models should be evaluated in order to determine how well they are able to pre-
dict future values for a given dataset. In this section, a number of forecasting accuracy
measures are introduced and discussed.
The error of a forecast et is defined as the difference between the actual value of the
series Yt and the forecast value Ft. This is represented as
et = Yt − Ft. (3.1)
Ft is called the one-step-ahead forecast and is calculated using the past observations
Y1, . . . , Yt−1. If there are n observations and forecasts, then there will be n error terms
and some statistical measures could be calculated.
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3.2.1 Scale-dependent Accuracy Measures
Using equation 3.1 one can compute the errors for each period. An average of these








Equation 3.2 is called the mean error (ME). Since the errors will wander between posi-
tive and negative, ME will always be closer to zero. This means that ME is not a good
measure of accuracy.
In order to try to overcome the problem of negative and positive errors suffered by ME,
















respectively. The MAE is easy to interpret and explain to a non-technical person. By
squaring the errors, MSE ensures that all the errors become positive and the mean of
these squared errors is then calculated. The MSE is much easier to handle mathemati-
cally compared to MAE. Taking the square root of the MSE results in another popular
measure of accuracy called the root mean squared error (RMSE). The RSME is repre-









3.2.2 Percentage Accuracy Measures
The main weakness of the accuracy measures considered so far is that their size depends
on the scale of the observations. The next set of accuracy measures are relative measures.
These measures make it easier to compare forecast accuracy across time frames and
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Like the ME, the MPE suffers from the effects of negative and positive errors. Another









3.2.3 Scaled Accuracy Measures
As an alternative to using percentage errors, Hyndman and Koehler (2006) proposed
















The scaled measures can now be calculated from the scale-dependent measures. For






3.2.4 Relative Accuracy Measures
It is sometimes important to compare a forecasting model with a baseline model. A
baseline model can be an existing model that was developed and used before, or a
“naïve model”. For non-seasonal time series, a naïve model is defined as Ft = Yt−1.
This means that the forecast for the next period is the same as the most recent available
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observation. This is called a naïve forecast 1 or NF1. For seasonal time series, the fore-
cast for the next period is the same as the last observation in the corresponding season.
This can be represented mathematically as Ft = Yt−s. This simple model is called naïve
forecast 2 or NF2 (Makridakis, Wheelwright, and Hyndman, 1998).
Let MAEb be an MAE for the naïve model, then relative MAE (relMAE) is defined as
MAE/MAEb. The other measures can also be derived in the same way.
Another relative measure called Theil’s U statistic, can also be used. Mathematically,























The following interpretations can be made of Theil’s U statistic (Makridakis, Wheel-
wright, and Hyndman, 1998):
• When U = 1, then the forecasting method being evaluated is as good as the naïve
method.
• When U < 1, then the forecasting method being evaluated performs better than
the naïve method. In fact the smaller the value of U, the better the forecasting
method.
• When U > 1, then the forecasting method under investigation performs worse
than the naïve method. Therefore there is no point in using the proposed model.
The literature shows that there is a number of other forecast accuracy measures and
Table 3.1 summarises some of these measures.
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Table 3.1: Other accuracy measures
Accuracy Measure Symbol Formula










































3.3 Out-of-sample Accuracy Measures
The acceptable results obtained during model fitting do not give a guarantee that the
model will generalise, as the model might still not perform well when used with unseen
future observations. For that reason, it is customary to withhold or hide the last 20% of
the time series during model fitting. This set of withheld observations is called a test set
whereas the rest is called the training set. The training set is used to fit an appropriate
forecasting model while the test set is used to evaluate the accuracy of the model.
One of the main reasons why models perform well on the training set and bad on the
test set is overfitting. Overfitting occurs when a model used to fit a training set fails
to acknowledge that some variations in the data pattern are due to randomness. To
demonstrate this concept consider Figure 3.1 which was produced using a function y =
ax + b, where b is a normally distributed random number. In this demonstration, the
last three observations were used as a test set. Two functions were fitted to the first nine
observations as shown. The polynomial function seems to fit the data well compared to
the linear model.
Figure 3.2 shows the projections of the two models with the test data. The polynomial
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Figure 3.1: Linear versus polynomial model
Figure 3.2: Linear versus polynomial model results
model fails to generalise to the unseen data whereas the linear model seems to perform
better on the test set compared to the polynomial model. If the entire dataset were used
to fit the models, an incorrect model would have been chosen. The main advantage
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of having holdout data is time compression, as the forecasting model performance is
determined instantly without the need to wait for new data in the future. Splitting the
time series into a training and test set also enables earlier detection of overfitting. The
model can be adjusted and re-tested before deployment, saving cost and precious time
in the process.
3.4 Accuracy Measures in R
The forecast package created by Hyndman et al. (2018) in R can be used to calculate
most of the accuracy measures presented. The performance of the method is shown for
both the training and the test sets and the best model is determined by evaluating its






This chapter focuses on the application of the different forecasting methods discussed
in Chapter 2. In this chapter, the data set analysed is introduced in Section 4.2, the
data are prepared for the fitting of the forecasting methods in Section 4.3, the different
forecasting methods are fitted to the data and the results are analysed in Sections 4.4 to
4.8, and the findings are made in Section 4.9. In Section 4.10, the forecasting models are
bagged and Section 4.11 presents the results as well as a summary.
4.2 The Data Set
The data set contains the total number of air passengers passing through major South
African airports per month. This data set contains 94 observations and pertains to the
period between April 2012 and January 2020, a period of seven years and 10 months.
The data set was obtained from the Airports Company South Africa website (Airports
Company South Africa, 2020); such data are published monthly by the company. The
passenger data set is made up of four passenger components:
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1. International: These are the international arrivals and departures passing through
South African airports.
2. Regional: Refers to passengers arriving or departing to other countries within
the Southern African Development Community (SADC) member states that go
through South African airports.
3. Domestic: These are passengers within the country who pass through South African
airports.
4. Unscheduled: These are air travellers whose destination or origin is unknown
who travel through the airports.
Figure 4.1 shows the proportions of air passengers by the components. The majority
of passengers in the data are domestic at 65%, followed by international passengers at
31%. The regional passengers make up a mere 3%.
Figure 4.1: Proportion of passengers by type
4.3 Exploring the Time Series
Figure 4.2 shows a time plot of the monthly number of air passengers. The time plot
shows an upward trend and signs of seasonality. It also shows that passenger numbers
are at their highest for the year in December and March, and lowest in June. The peaks
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correspond to the summer holiday season in the southern hemisphere while the lows
correspond to the winter season. The visibility of trend and seasonality means that the
series is not stationary in the mean. The slight variation in the level of seasonality over
time suggests that the series may also be non-stationary in the variance.
Figure 4.2: Passengers passing through South African airports from April
2012 to January 2020
The time series was broken down into its basic components and the results are shown in
Figure 4.3. The plot confirms earlier observations about the behaviour of the time series.
The combination of the functions decompose() and plot() in R were used to produce the
results. The decompose() function automatically selects an optimised procedure to split
the time series into trend, seasonality and irregular component using moving averages.
The trend in the air passenger time series seems to evolve over time. Initially, there
appears to be no trend between April 2012 and March 2014, but this is followed by a
steep upward trend between April 2014 and 2018, which in turn is followed by a slightly
flatter trend thereafter.
The decompose() function also determines the type of seasonality observed in the series.
Seasonality can take on two possible forms, additive seasonality and multiplicative sea-
sonality. The former is chosen when the time series does not show any signs of a change
in variance over time, while the latter is chosen when there are signs of a change in the
variance of the series over time. This can be used as an indicator for the presence of
non-stationarity in the variance of a time series. For the air passenger data, additive
seasonality was chosen. This indicates that the time series is stationary in the variance
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Figure 4.3: Components of the passengers time series
and there will be no need to transform the series to remove the non-stationarity in the
variance.
4.4 Splitting the Time Series into Training and Test Sets
For the purpose of fitting the different forecasting methods, the last 12 months of the
data were reserved as a test set. This means that February 2019 to January 2020 obser-
vations were not used during model fitting and only used later on to see how models
performed on unseen data. Due to the limited number of observations, reserving the
last twelve months ensured that the selected model would be tested on a full season
while also maximising the available data for training the model. The data used for fit-
ting the models will be referred to as the training set and the remaining observations
will be referred to as the test set.
46 Chapter 4. Application of Advanced Forecasting Methods
4.5 Fitting the ARIMA Model
A suitable ARIMA model was investigated for the time series. The function auto.arima()
from the forecast package introduced in Section 2.8 was used to fit a suitable ARIMA
model for the time series. The auto.arima() function implements the ARIMA fitting
methodology explained in Section 2.2 (Hyndman et al., 2018).
For the air passenger data, an ARIMA(0,1,1)(0,1,1)12 model was chosen with parame-
ters indicated in Table 4.1. This meant that for this model there was no AR part. The
model contains both the MA and the seasonal MA part. There is a normal differencing
of order one, together with a 12-month seasonal differencing of order one.
Table 4.1: Coefficients of ARIMA(0,1,1)(0,1,1)12 model
Parameter Coefficient Standard error
MA(1) −0,6038 0,0879
Seasonal_MA(1) −0,4723 0,1305
After substituting the variables in equation 2.9, it becomes
(1− B)(1− B12)yt = (1 + 0,6B)(1 + 0,47B12)ηt. (4.1)
Table 4.2 shows the performance measures of the fitted ARIMA(0,1,1)(0,1,1)12 model
on both the training and test data.
Table 4.2: Performance measures of the fitted ARIMA(0,1,1)(0,1,1)12
model
Data Data type ME RMSE MAE MPE MAPE MASE Theil’s U
Air Passengers
Training set 5957,163 59604,47 46273,640 0,184 1,585 0,450 0,273
Test set 21071,795 91643,330 81043,460 0,566 2,503 0,787 0,338
The value of MAPE is 1,585 on the training set, indicating that the fitted model can be
expected to produce forecasts that are on average close to 1,6% of the actual observa-
tions. The value of MAE is 46 273,64 . Both the values of Theil’s U statistic (0,273) and
MASE (0,45) are below one, giving an indication that the model is better than a naïve
model. The value of RMSE is also vital in establishing the usefulness of a model, and
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Figure 4.4: ARIMA(0,1,1)(0,1,1)12 model fitted on air passenger data
is 59 604 for this model. This also points to a good model considering that the average
number of passengers per month stands at close to three million.
Figure 4.4 shows a plot of the fitted ARIMA(0,1,1)(0,1,1)12 model for air passengers and
the actual observations. The model produced satisfactory results on the training data.
The residuals of the fitted ARIMA(0,1,1)(0,1,1)12 model are shown in Figure 4.5. The
ACF plot shows no significant spikes, indicating that the error series is uncorrelated and
represents a white noise series.
The time plot of the residuals shows that the variation remains the same over time,
except for the first few observations with exactly zero variation. The plot also shows
that all the information in the data is accounted for as there are no notable patterns in the
errors. The histogram of residuals suggests that the residuals are normally distributed
with a mean close to zero.
Formal tests can also be used to investigate the presence of autocorrelation. These tests
are called portmanteau tests. Instead of looking at individual autocorrelations, a port-
manteau test looks at a group of autocorrelation (Hyndman and Athanasopoulos, 2018).
One such test is the Ljung-Box test. The value of the Ljung-Box test (Q∗) can be calcu-
lated as
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Figure 4.5: Residuals of the fitted ARIMA(0,1,1)(0,1,1)12 model




(T − k)−1r2k , (4.2)
where T is the number of observations, h is the maximum lag being considered, rk is the
autocorrelation for lag k and k is the number of parameters in the model. Large values
of Q∗ indicate that the autocorrelations do not come from an uncorrelated series. The
function checkresiduals() from the forecast package in R can be used for the test and can
also be used to produce residual diagnostic charts.
For the selected ARIMA model, the value of Q∗ is calculated as 12,38 with a p-value of
0,5754. This is an indication that the autocorrelations are no different from a white noise
series.
The values of RMSE and MAE on air passenger time series increased from 59 604 and
46 274 on the training data to 91 643 and 81 043 on the test data. The value of MAPE
also increased from 1,6% to 2,5% on the test data, while the values of MASE and Theil’s
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U statistic remained below one. A plot of the forecasted values from the model is also
shown in Figure 4.6. The forecasted values generally match those from the actual ob-
servations, although there is evidence of higher residuals at the peaks and lows of the
Figure 4.6: Forecasts of ARIMA(0,1,1)(0,1,1)12 model for air passengers
on the test set
time series compared to other observations. This is clearer in forecasts for March and
December 2019. These observations were all underestimated which is an indication that
the model can still be improved.
4.6 Fitting the Artificial Neural Networks Model
The nnetar() function in the R forecast package implements a feed-forward neural net-
work with a single hidden layer and lagged inputs for forecasting univariate time series
(Hyndman et al., 2018). This function allows for an automatic model selection of an
ANN model and was used in this section to fit ANN models for the time series data
under investigation. An ANN model can be written as NNAR(p,P,k)[m], where k is the
number of hidden nodes, the parameter p is the number of lagged inputs and P is the
number of seasonal lags. The parameters P and p are equivalent to the order of the sea-
sonal AR and the order of non-seasonal AR in the ARIMA model respectively and m is
the length of the season.
An NNAR(5,1,4)[12] model was identified for the passenger data. This model contains
a network with five input nodes, four hidden nodes and one lagged seasonal input.
50 Chapter 4. Application of Advanced Forecasting Methods
Figure 4.7 shows a plot of the fitted ANN model compared to actual observations, which
suggests that the ANN model is of acceptable fit. Table 4.3 shows the performance
Figure 4.7: NNAR(5,1,4)[12] model fitted on air passenger data
measures of the fitted ANN model. The value of MAPE on the training set is 0,936,
which means that, on average, the model can be expected to produce forecasts that are
within 0,9% of the actual observations. Both the values of Theil’s U statistic and MASE
are below one.
Table 4.3: Performance measures of the fitted ANN model
Data Data type ME RMSE MAE MPE MAPE MASE Theil’s U
Air Passengers
Training set −37,640 33034,94 27062,85 −0.029 0,936 0,263 0,140
Test set 59915,340 96902,880 76799,790 1,757 2,299 0,745 0,355
Figure 4.8 shows the residual analysis of the ANN model fitted to the data. The time
plot of the residuals shows no clear pattern and the errors are oscillating above and
below zero. The time plot also shows that the variance of the residuals remains sta-
ble over time. This is also evident from the ACF plot, as there is only one significant
autocorrelation at lag 12.
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Figure 4.8: Residuals for the fitted ANN model for air passengers
The histogram of the residuals suggests that the distribution of the series is symmetric
with a mean close to zero and a constant variance. The Ljung-Box test statistic is 16,323
with 18 degrees of freedom. This produced a p-value of 0,57, which indicates that the er-
ror series is equivalent to a white noise series, in turn showing that the model is suitable
for forecasting values for this data set.
The value of the RMSE jumped from 33 034 on the training set to 96 902 on the test set.
This degrading performance can also be observed on MAE which increased from 27 062
to 76 799 on the test set. However, the Theil’s U statistic and MASE still showed values
that are below one. A plot showing the model performance on the test set is shown in
Figure 4.9.
The plot shows that the pattern of forecasted values generally follows that of the actual
observations. A closer look at the peaks reveals that the model also suffers from the
underestimation observed in the ARIMA model. The absolute residuals in this case are
higher compared to the ARIMA model.
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Figure 4.9: Forecasts of ANN model for air passengers
4.7 Fitting the Support Vector Machines Model
In fitting the SVM model, the e1071 package in R written by Meyer et al. (2018) was used
to fit the time series for the passengers. The function tune.svm() allows for the fitting
of a specified SVM model as discussed in Section 2.4. The function also provides the
ability to automatically tune the model based on the intervals provided for the different
parameters of the SVM model. The parameters that need tuning are Epsilon, Cost and
Gamma. For this modelling approach, the monthly number of passengers is represented
by y while x represents the time.
The automatically tuned model parameters are 1, 0,08 and 0,1 for the Cost, Gamma and
Epsilon respectively. The results of the fitted model are shown in Figure 4.10. Visually,
the model seems to miss the seasonality of the time series and instead chose a straight
line as a better fit for the time series.
Table 4.4 shows the performance measures of the fitted SVM model. The value of MAPE
is 4,547 and the value of MAE is 129 319,5. The values of MASE and Theil’s U statistic
are both below one.
Table 4.4: Performance measures of the fitted SVM model
Model Data type ME RMSE MAE MPE MAPE MASE Theil’s U
SVM
Training set −15092,27 165949,2 129319,5 −0,898 4,547 0,707 0,764
Test set 98522,52 126370,7 103313,6 2,958 3,124 0,444 0,462
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Figure 4.10: Fit of the SVM model for air passengers
Figure 4.11 shows the residual analysis of the SVM model fitted to air passenger data.
The time plot of the residuals shows an observable pattern with a mean close to zero.
The ACF plot of the errors shows three significant spikes at lags 6, 12 and 18. This is
an indication that the model has not accounted for some of the variations in the time
series. The huge spike at lag 12 shows that seasonality was also not accounted for in the
model. This is not surprising given the observations in Figure 4.10. The histogram of
the errors shows that the majority of the observations are in the middle.
In their article titled “Time series forecasting by a seasonal support vector regression
model“, Pai et al. (2010) suggested a method for forecasting time series data with a
seasonal component. The method is called seasonal support vector regression. Their
modelling procedure begins by splitting the time series into its basic components. The
time series is then deseasonalised and an SVM model is fitted to the deseasonalised time
series. In order to select optimal values for the parameters, a hybrid genetic algorithm
and tabu search called GA/TS is used. Finally, the forecasts are produced by combining
the forecasts from the SVM with the seasonal estimates from the decomposition method.
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Figure 4.11: Residuals of the fitted SVM model
In order to account for seasonality in the SVM model fitted to air passengers, a similar
methodology is followed. However, instead of using the GA/TS method for fitting the
SVM, the e1071 package was used to fit the deseasonalised time series. The procedure
is shown in Figure 4.12.
The air passengers time series was decomposed by means of seasonal and trend de-
composition using Loess (STL). The R function mstl() was used to decompose the time
series. Using the tune.svm(), the values of the parameters were calculated as 1, 10 and
0,1 for Cost, Gamma and Epsilon respectively. Table 4.5 shows the performance of the
model on the training data.
Table 4.5: Performance measures of the SVM model for deseasonalised
air passengers
Model Data type ME RMSE MAE MPE MAPE MASE Theil’s U
Seasonal SVM
Training set 333,694 46472,39 38307,37 −0,014 1,338 0,696 0,743
Test set 78768,87 130327 104566,9 2,294 3,174 0,450 0.468
The fitted model showed significant improvements on the training set. The value of
MAPE has dropped from 4,55 to 1,34 compared to the original model. All the other
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Figure 4.12: SVR accounted for seasonality
measures also showed significant improvement. Figure 4.13 shows the residuals from
the fitted model.
Figure 4.13: Residuals of SVR for deseasonalised air passenger data
56 Chapter 4. Application of Advanced Forecasting Methods
The huge spike at lag 12 has disappeared and the residual plot also shows no observable
pattern. This shows that seasonality was successfully removed from the data. After a
suitable model was fitted to the deseasonalised time series, the seasonal component was
added back to the fitted model for comparison with the training data. Figure 4.14 shows
the fitted model compared to the training data. The results show that the model is able
to track the changes in the level of the series.
Figure 4.14: Fitted SVR with seasonality added
The performance measures on the test data show improved results for the fitted SVM
model applied to the original time series. The value of the MAE has improved by 15,6%
to 103 313 for the test set compared to the training set. The value of RMSE has also
improved from 157 772 to 126 371 on the test set. There is also a clear improvement
in the value of the MAPE, which decreased from 4% to 3%, an improvement of one
percentage point. The values of the MASE and Theil’s U statistic remained within the
acceptable level of below one.
The model with deseasonalised time series produced a MAPE of 3,17, which is more
than twice the performance compared to the training set. The model also failed to per-
form better than the model fitted to the original time series based on the values of MAE
and RMSE, although the results were close. However, the model managed to perform
well on MPE and ME. A plot of the forecasts from the two models is also shown in
Figure 4.15.
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Figure 4.15: Forecasts of the SVM models for air passengers on test set
The figure shows that the seasonal model is able to predict the actual observations of the
test set. However, the plot also shows deteriorating performance as the forecast window
increases. On the other hand, the model fitted to the original series shows consistency
as the forecasting time horizon increases.
4.8 Fitting the Regression Model With ARIMA Errors
To fit a regression model with ARIMA errors, the same function used for fitting a normal
ARIMA model was used. In addition, an argument xreg was used to allow for the fitting
of the regression part of the model. The argument takes on a vector of inputs equal in
size to the time series under investigation (Hyndman and Athanasopoulos, 2018).
A vector of length 94 was generated, which should be of the same size as the time
series under investigation. This vector holds a sequence of numbers starting from 1 to
94 and was converted to a time series starting from April 2012 to January 2020. This
new time series was used in the argument xreg of the function for the time series under
investigation.
A regression model with ARIMA(0,0,1)(1,0,0)12 errors was identified with parameters
as shown in Table 4.6. This model indicates that the error series is seasonal since there
is a seasonal part in this model, however, there is no any form of differencing in this
model. The model has an MA part of order one and a seasonal AR part of order one.
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Table 4.6: Coefficients of the regression model with
ARIMA(0,0,1)(1,0,0)12 errors





Using the data in Table 4.6, the equation of regression with ARIMA errors can be written
as
Yt = 2589233,25 + 7366,13Xt + Nt. (4.3)
Nt is a remainder from the regression model and it is modelled as follows:
Nt = 0,87Nt−12 + et − 0,41et−1, (4.4)
where et represents the residuals of the model. Figure 4.16 shows a plot of the fitted
regression model with ARIMA errors. The fitted model shows an improvement as the
forecasting period moves from the left to the right. In the period between 2012 and 2015,
the fitted model seems to underestimate the lowest values in the time series.
Figure 4.16: Fit for the regression model with ARIMA(0,0,1)(1,0,0)12 er-
rors
Table 4.7 shows the performance measures of the fitted model. The value of MAPE on
the training set is 2,280, while the values of MASE and Theil’s U statistic are 0,632 and
0,367 respectively. The errors of the model are also expected to be around 65 069 as
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measured by the value of MAE.
Table 4.7: Performance measures of the fitted regression model with
ARIMA(0,0,1)(1,0,0)12 errors
Passenger Type Data type ME RMSE MAE MPE MAPE MASE Theil’s U
All
Training set −1457,905 79724,41 65069,17 −0,168 2,280 0,632 0,367
Test set 13201,449 83800,70 73454,36 0,296 2,266 0,713 0,303
Figure 4.17 shows the residual analysis of the fitted model. The time plot of the residuals
shows a clear pattern, which suggests that there is some information in the residuals that
was not accounted for in the model. This is also evident from the ACF plot as there are
a number of significant autocorrelations.
Figure 4.17: Residuals for the fitted regression model with
ARIMA(0,0,1)(1,0,0)12 errors
The histogram of the residuals suggests that the distribution of the series is not symmet-
ric. The plot also suggests that the residuals have a mean close to zero and a constant
variance. In addition, the Ljung-Box test indicates that the residual series, with a signif-
icant p-value of 0,001359, is not white noise.
The performance measures on the test data show results that are close to those obtained
from the training set. The only exception is on the ME which jumped from −1 458 on
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the training set to 13 201 on the test set. The values of the MASE and Theil’s U statistic
also remained within the acceptable levels of below one. A plot of forecasts from the
model is also shown in Figure 4.18.
Figure 4.18: Forecasts of regression model with ARIMA errors for air pas-
sengers on the test set
The plot shows that the regression model with ARIMA errors also indicates significant
gaps that appear at the peaks of the time series. These gaps, however, appear smaller
when compared to the other models considered.
4.9 Comparing the Performance of the Methods
Table 4.8 shows the performance of the different models on both the training set and
test set.
Table 4.8: Performance measures of the fitted models on all data sets
Method Data type ME RMSE MAE MPE MAPE MASE Theil’s U
ARIMA
Training set 5957,163 59604,47 46273,640 0,184 1,585 0,450 0,273
Test set 21071,795 91643,330 81043,460 0,566 2,503 0,787 0,338
ANN
Training set −37,640 33034,94 27062,85 −0.029 0,936 0,263 0,140
Test set 59915,340 96902,880 76799,790 1,757 2,299 0,745 0,355
SVM
Training set 40732,09 157772,9 122457,3 1,167 4,312 0,670 0,737
Test set 98522,52 126370,7 103313,6 2,958 3,124 0,444 0,462
Seasonal SVM
Training set 333,694 46472,39 38307,37 −0,014 1,338 0,696 0,743
Test set 78768,87 130327 104566,9 2,294 3,174 0,450 0.468
Regression with ARIMA errors
Training set −1457,905 79724,41 65069,17 −0,168 2,280 0,632 0,367
Test set 13201,449 83800,70 73454,36 0,296 2,266 0,713 0,303
Based on the value of RMSE, the selected ANN model produced the best value of 33 035
for the training set. This model was followed by the seasonal SVM model with an RMSE
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value of 46 472. The ARIMA(0,1,1)(0,1,1)12 model followed with an RMSE value nearly
twice the best value at 59 604. The original SVM model came in last with an RMSE
value of 157 773. This is more than four times the RMSE value of the best performing
model. The ordering of the models based on the best RMSE is the ANN, seasonal SVM,
ARIMA(0,1,1)(0,1,1)12, regression model with ARIMA(0,0,1)(1,0,0)12 errors and SVM.
The same performance and ordering can also be observed for MAE. The absolute errors
remained high for SVM and low for the ANN model.
Looking at MAPE, the chosen ANN model achieved a value below a percentage point
on the training set, followed by the seasonal SVM model with MAPE of 1,34%. All the
models produced values of MAPE that are below 5%. Coupled with the values of MASE
and Theil’s U statistic, which are below one, this is an indication that the four methods
have performed well on the training set of air passenger data.
Figure 4.19 shows the forecasts from the different methods and the test data. All the
Figure 4.19: Combined forecasts of the different methods and the test set
models produced acceptable results based on the values of the MASE and Theil’s U
statistic. These values are way below one for all the models, giving an indication that all
the models are better than a naïve model which is a benchmark model for forecasting
models.
Looking at the RMSE, the regression model with ARIMA(0,0,1)(1,0,0)12 errors pro-
duced the best value for the RMSE at 83 801 compared to the other models. This was
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followed by the ARIMA(0,1,1)(0,1,1)12 model with an RMSE value of 91 643. Similar to
the training set, the original SVM produced the worst results on the test set compared
to the other methods with an RMSE value of 126 371 for the model fitted to the original
data and 130 327 on the seasonal model.
The performance of the models when compared using the value of the MAE shows that
the regression model with ARIMA(0,0,1)(1,0,0)12 errors remained the better method
with a MAE of 73 454. This regression model was followed closely by the ANN method,
with the chosen model producing a MAE of 76 800. Again, the chosen SVM model
produced the worst results with a MAE of 103 314.
The regression model with ARIMA(0,0,1)(1,0,0)12 errors remained the best model on
all the measures considered, producing the best MAPE of 2,266 compared to the other
models. This model was closely followed by the ANN model with a MAPE of 2,299.
The SVM performed the worst on all the measures considered here, even though the
model performance improved on the test set compared to the training set.
Although the worst performing model, the selected SVM model is the only model that
showed improved results on the test set when compared to the training set. All other
models showed degrading performance on the test set. For example, the selected ANN
model performed better on the test set but could not replicate this performance on the
test set.
4.10 Bagging the Models
In this section, the models are bagged to see if they can improve their performance on
the test set. The bagging method used here was explained by Bergmeir, Hyndman, and
Benítez (2016) and is included in the forecast package. Firstly, 10 different time series
were created by using a bootstrap method on the training set. Figure 4.20 shows the
bootstrapped time series for the air passenger data. It can be observed from the plot that
the bootstrapped data show increased variability in the months of July and August.
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Figure 4.20: Bootstrapped air passenger data
Secondly, a forecasting model was fitted to each time series for a given forecasting
method and grouped by forecasting method, for example ARIMA. Forecasts were then
produced for each time series using the fitted model. Finally, the mean of the forecasts
for each month was taken as the forecast for the month. This new time series, consisting
of mean forecasts, was compared with the test set. Table 4.9 shows the performance of
the bagged models on the test set.
Table 4.9: Performance measures of the fitted bagged model on test data
Model ME RMSE MAE MPE MAPE
Bagged ARIMA 92,573 89638,36 81783,8 −0,096 2,537
Bagged ANN 44257,04 94523,97 78785,18 1,262 2,384
Bagged SVM 50870,19 212405 165450,7 1,164 5,060
Bagged seasonal SVM 86413,9 134573 108178,4 2,527 3,272
Bagged Regression
model with ARIMA errors
2664,602 89255,48 80148,47 −0,036 2,476
The bagged ARIMA model showed improvements on both the RMSE and MPE com-
pared to the ARIMA model without bagging. Thus, the use of a bagged model improved
the value of the RMSE by over 2% from 91 643 to 89 638. The MPE also improved from
0,566 to −0,096. On the other hand, the values of the MAPE and MAE did not improve,
in fact they deteriorated. The value of the MAPE increased from 2,5% to 2,54% while
the value of the MAE increased from 81 043 to 81 784 passengers. The forecasts from the
ARIMA and the bagged ARIMA models on the test set are shown in Figure 4.21(a).
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The bagged ANN model also showed improved performance in the RMSE and MPE.
The value of the RMSE decreased from 96 903 to 94 524 compared to the originally fitted
ANN model. This is an improvement of 2,45%. The value of the MPE also improved
from 1,76 to 1,26 on the bagged ANN model. Similar to the bagged ARIMA model,
the values of the MAE and MAPE did not improve for the bagged ANN model. Fig-
ure 4.21(b) shows the bagged ANN forecasts and ANN models compared to the test
set.
The bagged SVM model applied to the original time series deteriorated in performance.
The value of the RMSE increased from 126 371 to 212 405, an increase of 68% compared
to the original model. There was a similar deterioration in performance on the MAE,
which increased by 62 135 to 165 451. The value of the MAPE also increased from 3,12
to 5,06, an increase of 1,94. However, there were some improvements from the MPE and
the ME. The value of the MPE improved from 2,96 in the original model to 1,16 in the
bagged model. Figure 4.21(c) shows a plot of the forecasts of the original model against
the bagged model.
The bagged seasonal SVM model also showed no improvement when compared to the
original seasonal SVM model. The value of the RMSE increased from 130 327 to 134 573
and there was also a slight increase in the value of the MAE from 104 567 to 108 178 as
well as a slight increase the MAPE from 3,17 to 3,27. Figure 4.21(d) shows forecasts of
both the bagged model and the original model on the test set.
There was also no improvement in performance on the bagged regression model with
ARIMA errors. The value of the MAPE increased from 2,27 to 2,48, as did the values
of the RMSE and the MAE. The only measure that produced improved results was the
MPE; the absolute value of the MPE improved from 0,296 to 0,036 on the bagged model.
Figure 4.21(e) shows forecasts of the original model against the bagged model.
A comparison of the bagged models with regard to the MAPE shows that the bagged
ANN model performed better than the other bagged models with a MAPE of 2,38. This
was followed by the bagged regression model with ARIMA errors which had a MAPE
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of 2,47. The bagged model that performed the worst on the value of the MAPE was the
SVM model. This model produced a MAPE of 5,06. Interestingly, all the models still
performed worse than their original counterparts on this measure of performance. The
same order of performance was also observed for the MAE. The bagged ANN model
produced the lowest MAE of 78 785.
On the values of the RMSE, the bagged regression model with ARIMA errors performed
better than the other bagged models with an RMSE value of 89 255. This was closely
followed by the bagged ARIMA model which produced an RMSE value of 89 638. The
bagged regression model with ARIMA errors also produced the best MPE absolute
value of 0,036 followed again by the bagged ARIMA model with an MPE absolute value
of 0,096.
When measuring the performance of the bagged models, mixed results were found.
The values of the RMSE and MPE improved for the bagged ARIMA and ANN mod-
els, while the other measures did not when compared to the original models. These
slight improvements did not, however, affect the outcome of the analysis made using
the original models.
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4.11 Summary
This chapter introduced an air passenger data set containing information of passen-
gers from April 2012 to January 2020. The information pertained to passengers passing
through South African airports and was disaggregated by the type of passenger. The
types of passenger included international, regional, domestic and unscheduled. The
data set was converted to a time series and further split into a training set and a test set.
The data from the period April 2012 to January 2019 were used for the training set and
the remainder were used as the test.
The fitted models were explored and compared using forecast accuracy measures such
as the RMSE, MPE, MAE, MAPE and Theil’s U statistic. The Ljung-Box test was also
conducted to see if the residuals of the fitted models were a white noise series. All
the methods considered in this study performed very well on the time series analysed,
giving values for MASE and Theil’s U statistic of less than one.
The artificial neural network NNAR(5,1,4)12 model outperformed the other models on
the training data, performing better than the other models on most of the accuracy mea-
sures used. This model was followed by ARIMA(0,1,1)(0,1,1)12. The regression model
with ARIMA(0,0,1)(1,0,0)12 errors came out third overall.
Based on the performance of the models on the test set, the regression model with
ARIMA(0,0,1)(1,0,0)12 errors performed better than the other methods on the air pas-
senger data. This is an interesting observation considering that the residuals from this
model failed the Ljung-Box test, which was an indication that the model did not cap-
ture all the available information. The ARIMA(0,1,1)(0,1,1)12 model again came second,
which shows the consistency of the ARIMA method in general.
The SVM models performed worst on this data set according to the accuracy measures.
This is despite having improved their performance compared to the training set. In
fact, the SVM models were the only models that showed improved performance on the
test set. Despite coming out first on the training data, the selected ANN model failed
to emulate that performance on the test set. Consequently, the SVM and ANN models
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failed to perform better than the regression with ARIMA errors and the ARIMA models.
The ANN and SVM are traditionally machine learning methods. These findings are in
line with those made by Makridakis, Spiliotis, and Assimakopoulos (2018), who found
that the machine learning methods are dominated by the traditional statistical methods.
A bagging procedure using a moving block bootstrap was also applied to the time series
in order improve the performance of the different forecasting methods. The bagged
models showed mixed results when compared with the original models. There was
an improvement in the performance of the bagged ANN and ARIMA models when
compared on the values of RMSE and MPE, but these results did not influence the order
of performance observed with the original models. It is therefore evident that bagging
helps reduce bias in a forecasting model.





(d) Seasonal SVM forecasts
(e) Regression model with ARIMA errors forecasts





The study was aimed at studying advanced time series forecasting methods. The meth-
ods were also tested using monthly South African air passenger data. It can be con-
cluded that the traditional statistical forecasting methods (ARIMA and regression model
with ARIMA errors) performed better than the machine learning methods (ANN and
SVM) on this data set, based on the measures of accuracy used. This is in line with a
study conducted by Makridakis, Spiliotis, and Assimakopoulos (2018). This research
used aviation data for illustration, but more data sets could be added for a wider com-
parison. The application of the methods to different data sets might result in the other
methods performing better.
The machine learning methods performed well on the training data but could not main-
tain the same performance on the unseen data, with their performance deteriorating
substantially when compared to the training data. The traditional statistical methods
performed more consistently when comparing their performance on the training data
and the test data. In their study, Makridakis, Spiliotis, and Assimakopoulos (2018) also
found that the machine learning methods failed to beat the traditional statistical meth-
ods during forecasting, despite doing well during the training stage. The reason for this
is that these methods are prone to overfitting.
Bagging the methods showed marginal improvement on the SVM and ARIMA methods
for the values of MAPE and MPE. The other methods showed no improvement with
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some deterioration in performance. It is evident that bagging does not influence the
choice of a suitable forecasting method when applied to all the competing methods.
The area of time series forecasting has recently gained traction especially with the in-
troduction of machine learning algorithms for time series forecasting. Current research
on time series forecasting includes the development of the necessary theory in the area
of machine learning methods. With the increase in the number of forecasting methods,
future studies in the area may look at the development of a comprehensive framework
that guides the identification of methods to be considered for evaluation. The increase
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A.1 Transforming the Air Passengers Time Series






#Load the Dataset from local directory
my_data_path<-"C:/..."
passenger_data<-read.csv(my_data_path,header=T)
# Create a ts
passengers_ts<-ts(passenger_data$Overall,start=c(2012,4),frequency=12)
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start=length(passengers_ts)-11)
# Extraxt the components of air passengers time series
plot(passengers_ts,xlab="Month",ylab="Number of Passengers",
main=" Monthly Number of Air Passengers in South Africa")
plot(decompose(passengers_ts),main="Decomposed Passengers series")
A.2 ARIMA Model Code
# check if transformation is necessary
(lambda<-BoxCox.lambda(train_passengers_ts))





checkresiduals(fit) # Analyse Residuals











A.3 ANN Model Code
#fit ANN Model and assess the fit


















80 Appendix A. R Code Used
A.4 SVM Model Code
# prepare sample data in the form of






set.seed(1234) # For reproducibility
#fit ANN Model and assess the fit using a grid of parameters





tunedModel <- tuneResult$best.model #best model based on the grid search
#specify timesteps for forecast, eg for all series + 12 months ahead
nd <- c(seq(1,94))
#compute forecast for all the months
prognoza <- predict(tunedModel, newdata=data.frame(x=nd))
#Fit and evaluate the fit
forecasts_DF<-data.frame(prognoza)






















A.5 Seasonal SVM Model Code
################# Extract Seasonality by STL Decomposition#############
Season<-mstl(train_passengers_ts,s.window=13,t.window=50)[,3]
des_train_passengers_ts<-seasadj(mstl(train_passengers_ts,
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#specify timesteps for forecast, eg for all series + 12 months ahead
nd <- c(seq(1,94))
#compute forecast for all the months
prognoza <- predict(tunedModel, newdata=data.frame(x=nd))

























A.6 Regression Model With ARIIMA Errors Code









# produce forecasts and plots
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forecast<- fit %>% forecast(12,xreg=x_test) %>%
forecast::accuracy(test_passengers_ts)















































function(t){forecast(nnetar(t,p=5,repeats = 1000))[["mean"]]}) %>%
as.data.frame() %>%








































#specify timesteps for forecast, eg for all series + 12 months ahead
nd <- c(seq(1,94))
#compute forecast for all the months
prognoza <- predict(tunedModel, newdata=data.frame(x=nd))






























################# BAGGED Seasonal SVM #########################
bootstraps<-10
sim <- bld.mbb.bootstrap(train_passengers_ts, bootstraps) %>%
as.data.frame() %>%
ts(frequency=12, start=c(2012,4))
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SVM_Bagged<-function(p){
Season<-mstl(p)[,3]













#specify timesteps for forecast, eg for all series + 12 months ahead
nd <- c(seq(1,94))
#compute forecast for all the months
prognoza <- predict(tunedModel, newdata=data.frame(x=nd))
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####BAGGED regression model with ARIMA errors#####################
bootstraps<-10
































More time series forecasting methods were researched and made available in recent 
years. This is mainly due to the emergence of machine learning methods which also 
found applicability in time series forecasting. The emergence of a variety of methods 
and their variants presents a challenge when choosing appropriate forecasting methods. 
 
This study explored the performance of four advanced forecasting methods: auto-
regressive integrated moving averages (ARIMA); artificial neural networks (ANN); 
support vector machines (SVM); and regression models with ARIMA errors. To 
improve their performance, bagging was also applied. The performance of the different 
methods was illustrated using South African air passenger data collected for planning 
purposes by the Airports Company South Africa (ACSA). The dissertation discussed 
the different forecasting methods at length. Characteristics such as strengths and 
weaknesses and the applicability of the methods were explored. Some of the most 
popular forecast accuracy measures were discussed in order to understand how they 
could be used in the performance evaluation of the methods. 
 
It was found that the regression model with ARIMA errors outperformed all the other 
methods, followed by the ARIMA model. These findings are in line with the general 
findings in the literature. The ANN method is prone to overfitting and this was evident 
from the results of the training and the test data sets. The bagged models showed mixed 
results with marginal improvement on some of the methods for some performance 
measures. 
 
It could be concluded that the traditional statistical forecasting methods (ARIMA and 
the regression model with ARIMA errors) performed better than the machine learning 
methods (ANN and SVM) on this data set, based on the measures of accuracy used. 
This calls for more research regarding the applicability of the machine learning methods 
to time series forecasting, which will assist in understanding and improving their 
performance against the traditional statistical methods. 
 
Opsomming 
Die afgelope tyd is verskeie tydreeksvooruitskattingsmetodes ondersoek as gevolg van die 
ontwikkeling van masjienleermetodes met toepassings in die vooruitskatting van tydreekse. 
Die nuwe metodes en hulle variante laat ŉ groot keuse tussen vooruitskattingsmetodes. 
Hierdie studie ondersoek die werkverrigting van vier gevorderde vooruitskattingsmetodes: 
outoregressiewe, geïntegreerde bewegende gemiddeldes (ARIMA), kunsmatige neurale 
netwerke (ANN), steunvektormasjiene (SVM) en regressiemodelle met ARIMA-foute. 
Skoenlussaamvoeging is gebruik om die prestasie van die metodes te verbeter. Die prestasie 
van die vier metodes is vergelyk deur hulle toe te pas op Suid-Afrikaanse lugpassasiersdata 
wat deur die Suid-Afrikaanse Lughawensmaatskappy (ACSA) vir beplanning ingesamel is. 
Hierdie verhandeling beskryf die verskillende vooruitskattingsmetodes omvattend. Sowel 
die positiewe as die negatiewe eienskappe en die toepasbaarheid van die metodes is 
uitgelig. Bekende prestasiemaatstawwe is ondersoek om die prestasie van die metodes te 
evalueer. 
Die regressiemodel met ARIMA-foute en die ARIMA-model het die beste van die vier 
metodes gevaar. Hierdie bevinding strook met dié in die literatuur. Dat die ANN-metode na 
oormatige passing neig, is deur die resultate van die opleidings- en toetsdatastelle bevestig. 
Die skoenlussamevoegingsmodelle het gemengde resultate opgelewer en in sommige 
prestasiemaatstawwe vir party metodes marginaal verbeter. 
Op grond van die waardes van die prestasiemaatstawwe wat in hierdie studie gebruik is, kan 
die gevolgtrekking gemaak word dat die tradisionele statistiese vooruitskattingsmetodes 
(ARIMA en regressie met ARIMA-foute) op die gekose datastel beter as die 
masjienleermetodes (ANN en SVM) presteer het. Dit dui op die behoefte aan verdere 
navorsing oor die toepaslikheid van tydreeksvooruitskatting met masjienleermetodes om 





Go nyakišišitšwe ka ga mekgwa ye mentši ya go akanya ka ga molokoloko wa dinako le 
go dirwa gore e hwetšagale mo mengwageng ye e sa tšwago go feta. Se  k e  k a  
l eb ak a  l a  g o  t šwelela ga mekgwa ya go ithuta ya go diriša metšhene yeo le yona e 
ilego ya dirišwa ka kakanyong ya molokolokong wa dinako. G o  t šwelela ga mehutahuta 
ya mekgwa le go fapafapana ga yona go tšweletša tlhohlo ge go kgethwa mekgwa ya 
maleba ya go akanya. 
 
Dinyakišišo tše di lekodišišitše go šoma ga mekgwa ye mene ya go akanya yeo e 
gatetšego pele e lego: ditekanyotshepelo tšeo di kopantšwego tša poelomorago ya maitirišo 
(ARIMA); dinetweke tša maitirelo tša nyurale (ANN); metšhene ya bekthara ya thekgo 
(SVM); le mekgwa ya poelomorago yeo e nago le diphošo tša ARIMA. Go 
kaonafatša go šoma ga yona, nepagalo ya go ithuta ka metšhene le yona e dirišitšwe. 
Go šoma ga mekgwa ye e fepafapanego go laeditšwe ka go šomiša tshedimošo ya 
banamedi ba difofane ba Afrika Borwa yeo e kgobokeditšwego mabakeng a dipeakanyo 
ke Khamphani ya Maemafofane ya Afrika Borwa (ACSA). Sengwalwanyakišišo se 
ahlaahlile mekgwa ya kakanyo ye e fapafapanego ka bophara. Dipharologanyi tša go 
swana le maatla le bofokodi le go dirišega ga mekgwa di ile tša šomišwa. Magato a 
mangwe ao a tumilego kudu a kakanyo ye e nepagetšego a ile a ahlaahlwa ka nepo ya go 
kwešiša ka fao a ka šomišwago ka gona ka tshekatshekong ya go šoma ga mekgwa ye. 
 
Go hweditšwe gore mokgwa wa poelomorago wa go ba le diphošo tša ARIMA o phadile 
mekgwa ye mengwe ka moka, gwa latela mokgwa wa ARIMA. Dikutollo tše di sepelelana 
le dikutollo ka kakaretšo ka dingwaleng. Mok g wa  wa  ANN o ka fela o fetišiša gomme 
se se bonagetše go dipoelo tša tlhahlo l e  d ih lopha  t ša teko ya tshedimošo. Mekgwa 
ya nepagalo ya go ithuta ka metšhene e bontšhitše dipoelo tšeo di hlakantšwego tšeo di 
nago le kaonafalo ye kgolo go ye mengwe mekgwa ya go ela go phethagatšwa ga 
mešomo. 
 
Go ka phethwa ka gore mekgwa ya setlwaedi ya go akanya dipalopalo (ARIMA le 
mokgwa wa poelomorago wa go ba le diphošo tša ARIMA) e šomile bokaone go phala 
mekgwa ya go ithuta ka metšhene (ANN le SVM) ka mo go sehlopha se sa 
tshedimošo, go eya ka magato a nepagalo ya magato ao a šomišitšwego. S e  se nyaka gore 
go dirwe dinyakišišo tše dingwe mabapi le go dirišega ga mekgwa ya go ithuta ka 
metšhene mabapi le go akanya molokoloko wa dinako, e lego seo se tlago thuša go 
kwešiša le go kaonafatša go šoma ga yona kgahlanong le mekgwa ya setlwaedi ya 
dipalopalo. 
 
