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(A1) ノード集合N とアーク集合  Aから成るネットワーク  G(N, A) を警備空間とする.このゲー
ムのプレイヤーを,侵入者及び警備側とする.
(A2) 侵入者には幾つかのタイプがあり,そのタイプ集合を  H とする.タイプ  h\in H の侵入者は,
その侵入ノードから初期の手勢  R_{0}^{h} でもって侵入し,その目的ノードへ進もうとする.タイ
プ  h の侵入者が侵入途中のノード  i に生き残って到着した場合,1人あたり物的人的被害
 d_{i}^{h} を施設側に与える.同時に , 施設側被害とは別に , 1人あたり  p_{i}^{h} の利益を得る.
タイプ  h\in H の侵入者は,目的地到達までの利益の和 (総利益) を最大にすべく,侵入ノー
ドから目的ノードに至る閉路の無い侵入経路全体  \Omega_{h} から1本のパスを選択する.
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(A3) 警備側にはネットワーク上に幾つかの待機場所をもち,その集合を  W で表す.警備側のも
つ有限複数の警備体制の集合を  S で表す.警備側は警備体制  s\in S をとる頻度 (確率)  g(s)
を決める.警備体制  s では,初期の警備人数  B_{0}^{s} をノード,アーク及び待機場所に配備し,侵
入者を阻止しようとする.ただし,人目に立つノード,アークへの配備人数は  M^{s} 人を上限
とし,余りは待機場所で待機するものとする.また,警備レベルの高い体制は一般に負担が
大きいため,警備体制  g(s) の使用頻度にはその負担に応じた上限  U(s) がある.
警備側は,最初にノード,アークに配備した人員を再配備できないが,待機場所に待機させ
た人員は,侵入者の侵入事案の情報を得て,ノードやアークに急派できる.
警備側は,これまでの発生事案データから,侵入者タイプに関する発生確率分布  \{f(h), h\in H\}
を知っているとする.  f(h) は侵入者がタイプ  h である確率である.
(A4) ネットワーク上をタイプ  h の侵入者がパス  l をとった場合の侵入口からノード  j までの移動
時間を  t_{hl}^{A}(j) で,侵入口からアーク  e までの移動時間を  t_{hl}^{A}(e) で表す.一方のタイプ  s の警
備人の待機場所ノード  r\in W からノード  j までの移動時間を  t_{s}^{D}(r,j) で,アーク  e までの
移動時間を  t_{s}^{D}(r, e) で表す.
(A5) ノード  i\in N上での  x人の侵入者と  y 人の警備員との対峙の結果生じる侵入者側の損耗は線
形モデルに従うとし,侵入者の残存人数  f_{\dot{i}}^{hs}(x, y) は,侵入者のタイプ  h 及び警備体制  s に
依存し,次式で与えられる.
 f_{i}^{hs}(x, y)= \max\{0, x-\gamma_{i}^{hs}y\} (1)
同じ状況におけるアーク  e\in A上での衝突による侵入者の残存人数  f_{e}^{hs}(x, y) も,同様な次
式で与えられる.
 f_{e}^{hs}(x, y)= \max\{0, x-\gamma_{e}^{hs}y\} (2)
係数  \gamma_{i}^{hs},  \gamma_{e}^{hs} は,ノード  i , アーク  e における侵入者に対する警備側の相対的な強さを表し,
これを戦力交換比と呼ぶ.



















イヤーの戦略を定義する.タイプ  h\in H侵入者の純粋戦略は,全パス  \Omega_{h} から1つのパスを選択
することでああるが,その混合戦略をパス  l の選択確率  \pi_{h}(l) で表す.その実行可能性条件は次式
で与えられる.
  \sum_{l\in\Omega_{h}}\pi_{h}(l)=1,  \pi_{h}(1)\geq 0,1\in\Omega_{h} . (3)
タイプ  h侵入者のこの混合戦略を  \pi_{h}=\{\pi_{h}(l), l\in\Omega_{h}\} で,全タイプの混合戦略を  \pi=\{\pi_{h},   h\in
 H\} で表す.
一方の警備側は,警備体制  s\in S をとる確率  g(s) と,その総員  B_{0}^{s} の配備として  y^{s}=\{\{y_{i}^{s},   i\in
 N\},  \{y_{e}^{s}, e\in A\},  \{y_{r}^{s}, \tau\in W\}\} を計画する.  y_{i}^{s},  y_{e}^{s},  y_{r}^{s} は,それぞれノード  i , アーク  e 及び待機
ノード  r への配備人員数である.さらに,侵入事案発生直後に侵入者のタイプ  h とそのパス  l の
情報を得て,各待機場所  r から各ノード  i , 各アーク  e への派遣人員数である  z_{l}^{hs}=\{z_{l}^{hs}(r, i),   r\in
 W,  i\in N\},  \{z_{l}^{hs}(r, e), T\in W, e\in A\} により派遣計画を表す.またこれらの集合体として,  g=
 \{g(s), s\in S\},  y=\{y^{s}, s\in S\} や  z^{8}=\{z_{l}^{hs}, 1\in\Omega_{h}, h\in H\},  z=\{z^{s}, s\in S\} といった表記も適
宜用いるものとする.モデルの前提から,警備側戦略に関する実行可能性条件は次のように表さ
れる.
  \sum_{s\in S}g(s)=1, 0\leq g(s)\leq U(s), s\in S , (4)
  \sum_{i\in N}y_{i}^{s}+\sum_{e\in A}y_{e}^{s}+\sum_{r\in W}y_{r}^{s}\leq B_{0}
^{s} , (5)
  \sum_{i\in N}y_{i}^{s}+\sum_{e\in A}y_{e}^{s}\leq M^{s}, s\in S , (6)
  \sum_{i\in N}z_{\iota}^{hs}(r, i)+\sum_{e\in A}z_{l}^{hs}(r, e)=y_{r}^{s}, 
r\in W, s\in S, l\in\Omega_{h}, h\in H , (7)
 y_{i}^{s} , y_{e}^{s}, y_{r}^{s}, z_{\iota}^{hs}(r, i) , z_{l}^{hs}(r, e)\geq 
0, i\in N, e\in A, r\in W, s\in S, l\in\Omega_{h}, h\in H . (8)
以後,各プレイヤーの利得を表す式を導出する.記号として,パス 1上のノード集合とアーク集合
をそれぞれ防,  E_{l} で表す.また,  V_{l}^{i} を,パス  l 上での出発ノードからノード  i に到るまでに通
過する  i 自身を含むノード集合,瑠を,パス  l 上での出発ノードからノード  i に到るまでに通過す
るアーク集合とする.
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タイプ  h の侵入者がパス 1をとり,警備体制  s が配備計画  y^{s},  z^{hs} をとることにより,パス 1上
のノード  i\in V_{l} での侵入者残存数は次式で書ける.
 D_{hsi}^{+}(l, (y^{s}, z^{s})) \equiv\max\{0, D_{hsi}(l, (y^{s}, z^{S}))\} (9)
ただし,
 D_{hsi}(1, (y^{8}, z^{s}))  \equiv  R_{0}^{h}- \sum_{j\in V_{l}^{i}}\gamma_{\dot{j}}^{h_{8}}(y_{j}^{s}+\sum_{r\in 
W|t_{hl}^{A}(j)\geq t_{s}^{D}(r,j)}z_{l}^{h_{8}}(r,j))
 - \sum_{e\in E_{l}^{\dot{x}}}\gamma_{e}^{hs}(y_{e}^{s}+\sum_{r\in W|t_{hl}^{A}
(e)\underline{>}t_{s}^{D}(r,e)}z_{l}^{hs}(r, e)) (10)
第2項はノード  j での事前配備と待機所からの派遣人数の総警備員数による損耗,第3項はアー
ク  e における同様の損耗である.
これにより,生き残った侵入者によるノード  i での被害量と利益が次式で表される.
 N_{hsi}(l, (y^{s}, z^{s}))  =  d_{i}^{h}D_{hsi}^{+}(l, (y^{s}, z^{s})) (11)
 R_{hsi}(l, (y^{s}, z^{s}))  =  p_{i}^{h}D_{hsi}^{+}(l, (y^{s}, z^{s})) (12)
これをすべてのノード  i\in V_{1} で総和をとった次の  N_{hs}(l, (y^{S}, z^{S})) 及び  R_{hs}(l, (y^{s}, z^{s})) が,タイプ
 h 侵入者のパス 1と警備体制  s の警備配備計画  (y^{s}, z^{s}) による施設被害量及び侵入者利得である.
 N_{hs}(l, (y^{s}, z^{s}))  =   \sum_{i\in V_{l}}d_{i}^{h}D_{hsi}^{+}(l, (y^{s}, z^{8}))
 R_{hs}(l, (y^{s}, z^{s}))  =   \sum_{i\in V_{l}}p_{i}^{h}D_{hsi}^{+}(l, (y^{s}, z^{s}))
侵入者側は確実な警備配置は知らないから,上式を警備体系のランダム化戦略  g(s) により期待値
をとる.
 N_{h}(l, (g, y, z))= \sum_{s\in S}g(s)N_{hs}(l, (y^{s}, z^{s}))=\sum_{s\in S}
g(s)\sum_{i\in V_{\iota}}d_{i}^{h}D_{hsi}^{+}(l, (y^{s}, z^{s}))
 = \sum_{s\in S}g(s)\sum_{i\in V_{\iota}}d_{i}^{h}\max\{0, R_{0}^{h}-\sum_{j\in 
V_{\iota}^{i}}\gamma_{j}^{hs}(y_{j}^{s}+\sum_{r\in W|t_{hl}^{A}(j)\geq t_{s}^{D}
(r,j)}z_{l}^{hs}(r,j))
 - \sum_{e\in E_{\iota^{\dot{i}}}}\gamma_{e}^{hs}(y_{e}^{s}+\sum_{r\in W|t_{hl}^
{A}(e)\geq t_{s}^{D}(r,e)}z_{\iota}^{hs}(r, e))\} (13)
 R_{h}(l, (g, y, z))= \sum_{s\in S}g(s)R_{hs}(l, (y^{s}, z^{s}))=\sum_{s\in S}
g(s)\sum_{i\in V\iota}p_{i}^{h}D_{hsi}^{+}(l, (y^{s}, z^{s}))
 = \sum_{s\in S}g(s)\sum_{i\in V\iota}p_{i}^{h}\max\{0, R_{0}^{h}-\sum_{j\in V_{
\iota}^{\dot{i}}}\gamma_{j}^{hs}(y_{j}^{s}+\sum_{r\in W|t_{hl}^{A}(j)\geq t_{s}^
{D}(r,j)}z_{l}^{hs}(r,j))
 - \sum_{e\in E_{l}^{\dot{i}}}\gamma_{e}^{hs}(y_{e}^{s}+\sum_{r\in W|t_{hl}^{A}
(e)\underline{>}t_{s}^{D}(r,e)}z_{\iota}^{hs}(r, e))\} (14)
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さらに,タイプ  h 侵入者の混合戦略  \pi_{h} による期待被害量,期待利得は次式となる.
 N_{h}(\pi_{h}, (g, y, z))  =   \sum_{l\in\Omega_{h}}\pi_{h}(l)N_{h}(1, (g, y, z))
 R_{h}(\pi_{h}, (g, y, z))  =   \sum_{1\in\Omega_{h}}\pi_{h}(l)R_{h}(l, (9, y, z))
 R_{h}(\pi_{h}, (g, y, z)) がタイプ  h侵入者の期待利得であり,彼は警備計画  (g, y, z) を知った後,これを
最大にすべく次の問題を考える.
 (P_{I})   \max_{\pi_{h}}R_{h}(\pi_{h}, (g, y, z))=\max R_{h}(ll\in\Omega_{ん}'(g, y, z)) (15)
この最適混合戦略を  \pi_{h}^{*} , あるいは右辺による最適パスを  l^{*} とすれば,警備側の支払は,侵入者の
出現確率  f(h) を加味した次式で表される.
  \sum_{h\in H}f(h)\sum_{1\in\Omega_{h}}\pi_{h}^{*}(l)N_{h}(l, (g, y, z))=
\sum_{h\in H}f(h)N_{h}(l^{*}, (g, y, z))
結局 , 警備側は次の最小化問題を考えることになる.
 (P_{S})  () \min_{g,y,z}\sum_{h\in H}f(h)\sum_{l\in\Omega_{h}}\pi_{h}^{*}(l)N_{h}(l, (g,
y, z))=(g,y,z)m\dot{{\imath}}n\sum_{h\in H}f(h)N_{h}(l^{*}, (g, y, z)) (16)
ここでのゲームは,警備側が先手で警備計画  (g, y, z) を立て,次に各タイプ  h の侵入者が  (g, y, z)
を知って問題  (P_{I}) の最適パスをとろうとするシュタッケルベルグ ゲームである.
4 有限な支払双行列をもつ非ゼロ和シュタッケルベルグゲームの解法




もつ.リーダーの戦略集合は Xである.フォロワーのタイプ集合は有限加算集合  L であり,その
出現確率分布  \{p^{1}, l\in L\} をリーダーは知っている.フォロアーの純粋戦略の集合は,すべてのタ
イプについて共通の  Q である.リーダーの戦略  i\in X とタイプ  l フオロアーの戦略  j\in Q による
リーダーの利得を  A_{ij}^{l} , フオロアーの利得を  C_{ij}^{l} とする.リーダーの混合戦略を  x=\{x_{i}, i\in X\}
で,タイプ  l\in L のフォロアーの混合戦略を  \{q_{\dot{j}}^{l}, j\in Q\} で表す.フォロアーは  x を知って自らの
戦略を決めるものの,その際は必ず最適な純粋戦略が存在することから,リーダーの最適混合戦
略を求める問題は次の2次混合整数計画問題で定式化できる.ただし,  M は「ピック  M」と呼ば
れる十分大きな数である.
(MIQP)   \max_{x,q,a}\sum_{i\in X}\sum_{l\in L}\sum_{j\in Q}p^{l}x_{i}A_{ij}^{l}q_{j}
^{l}
s.t.   \sum_{i\in X}x_{i}=1,
  \sum_{j\in Q}q_{j}^{l}=1, l\in L,
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 0 \leq a_{l}-\sum_{i\in X}x_{i}C_{ij}^{l}\leq(1-q_{\dot{j}}^{l})M, j\in Q, l\in
L , (17)
 x_{i}\geq 0, i\in X , (18)
 q_{j}^{l}\in\{0,1\}, j\in Q, l\in L . (19)
条件 (19) から分かるように,この定式化ではフォロアーの最適戦略を純粋戦略の中から求めよう
としており,また (17) 式から,任意の  j\in Q に対し   \sum_{i\in X}x_{i}C_{ij}^{l}\leq a_{l} が成立し,かつ左辺の  j に
関する最大値が  a_{l} となることを示している.この最大化問題では,タイプ  l フオロアーの利得の
最大値を与える純粋戦略  q_{j}^{l} に対し,リーダーの利得を目的関数で与え,これを最大にしようとす
る変数  x を求めるように定式化されている.
ここで暢  \equiv x湧で定義した新たな変数を用いることで,次のように線形の混合整数計画問題
に変形できる.
(MILP)   \max q,z,a\sum_{i\in X}\sum_{l\in L}\sum_{j\in Q}p^{\iota}A_{\dot{i}}^{l_{\dot
{j}}}z_{ij}^{l}
s.t.   \sum_{i\in X}\sum_{j\in Q}z_{\dot{i}}^{l_{j}}=1,  l\in L,
  \sum_{j\in Q}z_{ij}^{l}\leq 1, i\in X, l\in L,
 q_{j}^{l} \leq\sum_{i\in X}zい  \in Q,  l\in L,
  \sum_{j\in Q}q_{\dot{j}}^{l}=1, l\in L,
 0 \leq a_{l}-\sum_{i\in X}C_{ij}^{\iota}(\sum_{h\in Q}z_{ih}^{\iota})\leq(1-q_{
\dot{j}}^{l})M, j\in Q, l\in L,
  \sum_{j\in Q}z_{ij}^{\iota}=\sum_{j\in Q}z_{1j}^{l}, i\in X, l\in L,
 z_{ij}^{l}\geq 0, i\in X, j\in Q, l\in L,




(2) リーダーである警備側の戦略は,その混合戦略  \{g(s), s\in S\} の他に配備計画  (y, z) があり,
これらは連続変数で表されている.
(3) プレイヤーの利得関数には,   \max\{\} といった取り扱いの難しい演算が含まれている.










これを使って,警備体制  s\in S の配備  (y^{s}, z^{s}) とタイプ  h\in H侵入者のパス選択  1\in\Omega_{h} がとら
れる場合のノード  i での損害と利得は,基本モデルの (11) , (12) 式から次式に変更される.
 N_{hsi}^{2}(l, (y^{s}, z^{s}))  =  d_{i}^{h}D_{hsi}(l, (y^{s}, z^{s}))
 R_{hsi}^{2}(1, (y^{s}, z^{s}))  =  p_{i}^{h}D_{hsi}(l, (y^{s}, z^{s}))
この評価式によるパス  l 上での総利得は次式で表される.
  R_{hs}^{2}(l, (y^{s}, z^{s}))=\sum_{i\in V_{l}}R_{hsi}^{2}(l, (y^{s}, z^{s}))=
\sum_{i\in V_{l}}p_{i}^{h}D_{hsi}(l, (y^{s}, z^{s}))
また,残存量  D_{hsi}(l, (y^{s}, z^{s})) の  g(s) による期待値は次式で表される.
  D_{hi}(l, (9, y, z))=\sum_{s\in S}g(s)D_{hsi}(l, (y^{s}, z^{s}))
 =R_{0}^{h}- \sum_{s\in S}\sum_{j\in V_{l}^{i}}\gamma_{j}^{hs}(g(s)y_{j}^{s}+
\sum_{r\in W|t_{hl}^{A}(j)\geq t_{s}^{D}(r,j)}g(s)z_{l}^{hs}(r,j))
 - \sum_{s\in S}\sum_{e\in E_{l}^{\dot{i}}}\gamma_{e}^{hs}(g(s)y_{e}^{s}+\sum_{r
\in W|t_{hl}^{A}(e)\underline{>}t_{s}^{D}(r,e)}g(s)z_{l}^{hs}(\tau, e)) (20)
基本モデルの (13) , (14) 式に対応して,このモデルにおけるタイプ  h侵入者による期待被害量及
び期待利得は,
  N_{h}^{2}(l, (g, y, z))=\sum_{s\in S}g(s)\sum_{i\in V_{l}}dク  D_{hsi}(1, (y^{s}, z^{s}))= \sum_{i\in V_{l}}d_{i}^{h}D_{hi}(l, (g, y, z))
  R_{h}^{2}(l, (g, y, z))=\sum_{s\in S}9(s)\sum_{i\in V_{l}}p_{\dot{i}}^{h}
D_{hsi}(l, (y^{s}, z^{8}))=\sum_{i\in V_{l}}p_{i}^{h}D_{hi}(l, (g, y, z))
と書ける.さらに,混合戦略  \pi_{h} による上式の期待値は次のようになる.
 N_{h}^{2}(\pi_{h}, (9, y, z))  =   \sum_{l\in\Omega_{h}}\pi_{h}(l)N_{h}^{2}(l, (g, y, z))=\sum_{l\in\Omega_{h}}
\pi_{h}(l)\sum_{i\in}ぬ  d_{\dot{i}}^{h}D_{hi}(l, (g, y, z))
 R_{h}^{2}(\pi_{h}, (g, y, z))  =   \sum_{1\in\Omega_{h}}\pi_{h}(l)R_{h}^{2}(l, (g, y, z))=\sum_{1\in\Omega_{h}}
\pi_{h}(l)\sum_{i\in V_{l}}p_{i}^{h}D_{hi}(l, (g, y, z))
警備情報  (g, y, z) を得て,自らの利益を最大化しようとするタイプ  h 侵入者は問題
 (P_{I}^{2})R_{h}^{2}( \pi_{h}^{*}, (g, y, z))=\max_{\pi_{h}}R_{h}^{2}(\pi_{h}, 
(g, y, z))=\max R_{h}^{2}(ll\in\Omega_{h}'(g, y, z)) (21)
を考え , 最適なパスを示す  \{\pi_{h}^{*}, h\in H\} をとることになる.侵入者のこの最適反応を考慮して,警
備側は,侵入者のタイプに関する期待被害
  \sum_{h\in H}f(h)N_{h}^{2}(\pi_{h}^{*}, (g, y, z))) (22)
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を最小化しようとする.
ここで,(20) 式から分かるように,変数  y,  z は  g(s) と掛けて使用されているから,  y,  z の代わ
りに次の変数  x,  v を用い,  D_{hi}(l, (g, y, z)) を変数  x,  v の線形式  D_{hi}(l, (x, v)) で再定義する.
 x_{i}^{s}\equiv g(s)y_{i}^{s},  x_{e}^{s}\equiv g(s)y_{e}^{s},  x_{r}^{s}\equiv g(s)y_{r}^{s},  v_{l}^{h_{8}}(r, i)\equiv g(s)z_{l}^{h_{8}}(r, i),  v_{l}^{h_{8}}(r, e)\equiv g(s)z_{l}^{h_{8}}(r, e)
この新しい変数の実行可能性条件は,(5), (6), (7) 及び (8) 式に対応して次式で与えられる.
  \sum_{i\in N}x_{i}^{s}+\sum_{e\in A}x_{e}^{s}+\sum_{r\in W}x_{r}^{s}\leq g(s)
B_{0}^{s}, s\in S,
  \sum_{\dot{i}\in N}x_{i}^{s}+\sum_{e\in A}x_{e}^{s}\leq g(s)M^{s}, s\in S,
  \sum_{i\in N}v_{l}^{hs}(\tau, i)+\sum_{e\in A}v_{l}^{hs}(\tau, e)=x_{r}^{s}, r
\in W, s\in S, l\in\Omega_{h}, h\in H,
 x_{\dot{i}}^{s}, x_{e}^{s}, x_{r}^{s}, v_{l}^{h_{8}}(r, i), v_{l}^{hs}(r, e)
\geq 0, i\in N, e\in A, r\in W, s\in S, l\in\Omega_{h}, h\in H.
となる.これらの条件を満たす非負の変数  x,  v からは,  g(s)>0 の場合には
 y_{i}^{s}= \frac{x_{i}^{s}}{g(s)},  y_{e}^{s}= \frac{x_{e}^{s}}{g(s)},  y_{r}^{s}= \frac{x_{r}^{s}}{g(s)},  z_{l}^{hs}(r, i)= \frac{v_{l}^{hs}(r,i)}{g(s)},  z_{l}^{hs}(r, e)= \frac{v_{l}^{hs}(r,e)}{g(s)}
により,条件 (5)  -(8) を満たす非負の変数  y,  z が再構成できる.  g(s)=0 の場合はこの警備体制
 s は採用されないことを意味するから,その配備計画  y^{s},  z^{s} を立てる必要はない.
2節では警備ゲームの基本モデルを説明し,本節では現実的な修正モデルとして侵入者の強い侵
入動機のあるモデル (モデル 2) を説明した.実際には,式(10) の方が式 (9) より定式化上単純
であり,このゲームの均衡解の導出手法に4節で解説した Paruchuri らの方法を適用すれば,次
のような定式化が可能となる.
 (P_{S}^{2})   \min_{g,x,v,\pi,\eta,\zeta,\xi}\sum_{h\in H}f(h)\sum_{l\in\Omega_{h}}\pi_{h}
(l)\sum_{i\in V_{l}}d_{i}^{h}D_{hi}(l, (x, v)) (23)
s.t.   \sum_{1\in\Omega_{h}}\pi_{h}(l)=1,  h\in H,  \pi_{h}(l)\in\{0,1\},  l\in\Omega_{h},  h\in H (24)
 0 \leq a_{h}-\sum_{i\in}巧  p_{i}^{h}D_{hi}(l, (x, v))\leq(1-\pi_{h}(l))M,  l\in\Omega_{h},  h\in H , (25)
 0\leq g(s)\leq U(s), s\in S,
  \sum_{i\in N}x_{i}^{s}+\sum_{e\in A}x_{e}^{s}+\sum_{r\in W}x_{r}^{s}\leq g(s)
B_{0}^{s}, s\in S,
  \sum_{i\in N}x_{i}^{s}+\sum_{e\in A}x_{e}^{s}\leq 9(s)M^{8}, s\in S,
  \sum_{i\in N}v_{l}^{hs}(\tau, i)+\sum_{e\in A}v_{l}^{hs}(r, e)=x_{r}^{s}, r\in
W, s\in S, l\in\Omega_{h}, h\in H,
 x_{i}^{s}, x_{e}^{s}, x_{r}^{s}, v_{l}^{h_{8}}(r, i), v_{l}^{h_{8}}(r, e)\geq 
0, i\in N, e\in A, r\in W, s\in S, 1\in\Omega_{h}, h\in H.
目的関数 (23) は,式(22) による.式(24) は,問題 (21) の最適解が最適なパス選択により実現さ
れることによる.また制約式 (25) により,各タイプ  h の侵入者の利得が最大となるパスが選択さ
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