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If the purpose of a review is to help a reader decide whether to order the 
book being reviewed for his library, then the reader need read no further. 
This book is worth having in your library. Order it. 
Having got that off my chest, I can concentrate on what I perceive to be 
the weaknesses of the book, without fear that I am dissuading potential 
buyers and readers. 
The book is primarily a textbook for senior undergraduate students who 
do not necessarily have a background in matrix algebra or knowledge of the 
standard linear statistical model. (I’m paraphrasing the preface.) However, it 
is also a reference work on the history of least-squares computations. Casual 
computer programmers will appreciate the inclusion of algorithms detailing 
computations one might wish to perform. 
The book is written with a particular audience in mind, but is also 
intended for a larger audience. Because of the need to supply the essential 
background information in as unobtrusive a manner possible, while not 
restricting discussion to trivialities, the style varies from that appropriate for 
high-school students to that of a trained mathematician communicating 
complicated ideas in a compact notation. To give the obvious example of the 
style, the author defines the determinant of a square matrix in three clauses 
(p. 34). The first is “If F and G are p X p matrices, then det(FG) = det(F)* 
det(G),” and the other two clauses state that for an upper or lower triangular 
matrix the determinant is the product of the diagonal elements. This defini- 
tion and some discussion relating the determinant of an arbitrary square 
matrix to that of a derived triangular matrix occupy just under a page. True, 
about the same amount of space is needed to demonstrate that in a particular 
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case swapping rows or columns changes the sign of a determinant, but pages 
of definitions and proofs have been eliminated by giving the main results as 
the definition. 
As I teach courses in which students have a similar lack of background, I 
can relate to his approach. However, I did feel that the author missed an 
opportunity in his opening chapter. In my opinion, all the ideas of rank, 
consistency, (generalized) inverses, and multiplicity of solutions can (and 
should?) be explained by direct manipulation of sets of equations. (I was 
taught these ideas from notes expanding on the first chapter of MacDuffee’s 
Theory of Equations [5].) Although the author begins his explanation with 
sets of equations, he only solves one of the three potential types of sets 
(nonsingular, singular consistent, and singular inconsistent) before moving on 
to matrix formulations. If only he had pointed out that the purpose of 
Gaussian forward elimination is to triangularize a system of equations, and 
that at the “tip” of the triangle one ends up with an equation of the type 
ax = b! If a (which, for square matrices, can be arranged to be the value of 
the determinant) is not zero, one has a unique solution to x, and to the 
system. If a is zero, then if b is zero one has infinitely many solutions; 
otherwise the system has no solution. In the case of many solutions, introduc- 
ing the concept of parameters of the solution prepares a nonmathematics 
student for z in the well-known formula for all of the solutions of Ax = b, viz. 
x = Gb + (I - GA)z. To achieve all this one needs the concept of the elemen- 
tary operations (the author’s “elementary matrices,” but not embedded in 
matrices), so the text I have in mind need not be much longer than that of 
the author’s By contrast, in the author’s text multiple solutions and inconsis- 
tency are covered by (p. 10) “. . . in which case the problem does not have a 
unique solution. See exercise 4.9 for further details.” Exercise 4.9 requires a 
student to show that “ . . .Xb = y has a single solution if X and [X y] both 
have rank p, . . . infinitely many solutions if.. no solutions if the rank of [X y] 
is greater than the rank of X.” Even if the book had contained a clear 
definition of the rank of a matrix, such an explanation is just not good 
enough, given the audience for whom it is primarily intended. 
*_ Least-squares calculations could be classified as either for a full-rank 
system of equations, or for a non-full-rank system. Since I associate mainly 
with researchers conducting experiments, I spend most of my day on 
non-full-rank problems, and very little time on full-rank problems. There are 
many others like me. Therefore, one might expect at least equal time. This is 
not the case. One must wait until Chapter 12 (one of the optional, “nonbasic” 
chapters) to be told, almost in passing, how to solve an analysis-of-variance- 
type problem-but the latter phrase does not occur in the discussion. Nor 
does the term “generalized inverse” ever occur in the book. What is present 
is discussion of the means to solve econometric problems. The information 
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about the author on the back of his book explains it all: Dr. Farebrother 
lectures on econometrics. 
In the author’s defense, I must point out that he does discuss solving 
least-squares systems of equations which are subject to constraints. If he had 
accompanied his discussion with a reference to (for example) Hocking’s book 
[3], one might have been willing to concede that discussion of non-full-rank 
systems of equations is unnecessary. 
Although the book contains an astonishing number of different ways of 
solving least-squares problems, it is not a complete catalogue. For a reason I 
believe to be obvious, there is no algorithm for the singular-value decomposi- 
tion method, but it surprised me that this method is never mentioned. As I 
understand it, theoreticians interested in collinearities (and outlying and 
influential observations) view this method with particular favor. (See [l, p. 
721.) As another example of a method not catalogued, there is no mention of 
the Gauss-Seidel iterative method-which is particularly suitable for solving 
very large but very sparse systems (i.e. those with very few nonzero 
elements). There is an item on this method in the Encyclopedia of Statistical 
Sciences [4]. 
To me the most serious criticism of this book is that it does not make 
nearly enough of the eigenvalues and eigenvectors of a matrix. Consequently 
there is no discussion of collinearity, a condition in which some predictor 
variables are very nearly linear combinations of the other predictor variables. 
(In such conditions, once a model involving the other variables have been 
fitted, insufficient information remains to allow the addition-with accept- 
able accuracy-of the linearly dependent variables. An eigenanalysis can be 
used to display the linear dependencies present and, by more than one 
means, to obtain a stable fit.) 
A major strength of the book is in the trouble the author has taken to 
trace the historical origins of the various methods he presents. This is 
essential if we are to honor the creative people who have brought us to 
where we are today. 
Going back to the preface, the author presents his book as an “attempt to 
give readers a thorough grounding in the computational issues involved.” In 
my opinion his book will be valuable for a novice programmer wanting to try 
out his new ability on the least-squares calculation problem. I arrived at this 
conclusion by following the author’s recommendation and programming a 
number of the algorithms he supplies. My criterion was that I should not 
necessarily have to understand an algorithm, but that it should be complete 
enough in itself to allow me to concentrate on its translation into the 
language of my choice, in this case Borland’s Turbo Pascal 5.0. 
Unfortunately the algorithms are marred by errors. As a result the book 
fails my self-imposed test. Three times (twice on p. 61 and once on p. 62) 
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the subscript i is specified as running from 1 to p - 1. Studying the method 
leads one to conclude that it should run to p. This conclusion is confirmed on 
p. 67. Secondly, the algorithm on p. 92-93 does not work. It would work if 
line 6 were moved to the end of the algorithm, and “xii” in line 8 replaced 
by “tii,” but if that is done then the remark following on the algorithm is in 
error, suggesting that my correction does not produce the algorithm the 
author had in mind. 
Whereas errors can be corrected, a more fundamental problem is that the 
essential refinements needed to improve the algorithms given in the text to a 
professional standard are left as problems for the reader, or mentioned only 
briefly in the text. For example, not one of the algorithms in the book 
includes a test for singularity. Consequently a reader has to look to himself 
(by tackling the problems) and (preferably) elsewhere for more than the 
“thorough grounding” the author claims to offer. 
Due to a long-standing interest in the topic, I paid particular attention to 
any mention in the book of the accuracy of least-squares computations. The 
author follows the unusual strategy of instructing his reader to run experi- 
ments to determine a value for an empirical condition number for a data set, 
but otherwise his message boils down to the injunction I find in just about 
every paper or book I read on the method of least squares these days: 
Calculations should be done using a nummically stable method, and not by 
fming and solving the normal equations. Running my implementations of 
the author’s algorithms for Gauss, Gauss-Jordan, Cauchy-Bienayme, Laplace 
(modified Gram-Schmidt), Householder (two variants), Givens, and Cholesky 
on four of the data sets in Randall and Rayner [6] (leaving out Wampler Yl), 
I could compare the calculated values with the numerically correct solutions 
for data sets suffering from extreme ill-conditioning. In all cases the normal- 
equation based methods gave me better than 10 digits of accuracy. (I was 
using the “extended” type variable of Pascal, which represents the first 19 to 
20 digits of a decimal number, and the maximum variance inflation factor for 
the data sets is in the region of log, so my observation agrees with 
prediction.) Since 10 digits is surely sufficient accuracy for the most demand- 
ing user, I was a little disappointed that the author toes the traditional line in 
this regard. (My disappointment is undoubtedly justified if as reputable a 
body as the SAS Institute pointedly ignores the standard injunction-SAS 
(Statistical Analysis System) is arguably the best available in statistical 
software. Part of SASS thinking regarding excessive numerical accuracy 
relative to the statistical accuracy available seems to be reflected by 
Goodnight in the last paragraph of Section 2 in his 1979 paper [2]. Although 
the newly released version 6 of SAS includes the ORTHOREG 
procedure-which uses Gentleman’s method-the details in the manual 
make it clear that the procedure is included only to supply a means of 
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obtaining very accurate solutions. A user wanting anything other than this 
will have to revert to the REG procedure, which uses a sweep algorithm.) 
Two further points on accuracy are that there is no explicit explanation of 
how accuracy is lost (for example, cancellation is never mentioned), and the 
author perpetuates the myth that scaling improves accuracy. In regard to the 
former, sentences such as the second in Section 5.4 make it clear that 
the author is aware of cancellation, and in regard to the latter, decimal 
scaling on a binary machine can affect accuracy (sometimes dramatically), 
but if one were to scale with integer powers of 2, not 10, exactly the same 
solutions would be obtained. The reason is that such scaling modifies the 
exponent of numbers in the machine, but not the mantissa. 
Technically, the book seems well produced. Errors I spotted and recorded 
were a missing “b,” at the bottom of p. 5, an erroneous cross-reference to 
Section 1.6 (it should be 1.7) on p. 37, and that xi should be xii (twice) 
on p. 90. 
The third of the three strengths of this book, the emphasis on applications 
in econometrics, suggests to me that the book is ill named. Perhaps the 
inclusion of a qualification (such as “in econometrics”) would have prevented 
me from expecting as much from the book as I did initially. However, the 
remaining two strengths (as a textbook and as an historical reference work) 
are enough to convince me to recommend this book. In particular, I have 
never seen as clear a description or “comparative anatomy” of the basic 
methods used in solving least-squares problems. 
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