Abstract-Image sets and videos can be modeled as subspaces which are actually points on Grassmann manifolds. Clustering of such visual data lying on Grassmann manifolds is a hard issue based on the fact that the state-of-the-art methods are only applied to vector space instead of non-Euclidean geometry. In this paper, we propose a novel algorithm termed as kernel sparse subspace clustering on the Grassmann manifold (GKSSC) which embeds the Grassmann manifold into a Reproducing Kernel Hilbert Space (RKHS) by an appropriate Gaussian projection kernel. This kernel is applied to obtain kernel sparse representations of data on Grassmann manifolds utilizing the self-expressive property and exploiting the intrinsic Riemannian geometry within data. Although the Grassmann manifold is compact, the geodesic distances between Grassmann points are well measured by kernel sparse representations based on linear reconstruction. With the kernel sparse representations, experimental results of clustering accuracy on the prevalent public dataset outperform state-of-the-art algorithms by more than 90 percent and the robustness of our algorithm is demonstrated as well.
I. INTRODUCTION
In computer vision, many visual data have the geometry of nonlinear manifolds instead of lying in Euclidean spaces [1, 2, 3, 4, 5, 6, 7, 8] . It is generally known that there are corresponding examples including 3D rotation matrices with the Lie group SO(3) [9, 10] , geometric transformation matrices that form the Lie group SL(3) [11, 12] , symmetric positive definite (SPD) matrices [13, 14, 15] , linear subspaces of a Euclidean space [16, 17] and statistical manifolds [18, 19] . Grassmann manifolds, specifically, are widely used to model image sets and videos. An image set or a video can be modelled as a linear subspace, which is actually a point on the Grassmann manifold [20, 21, 22] . Considering the nonEuclidean structure of image sets, clustering over Grassmann manifolds has attracted more and more attention in a few years comparing to methods over Euclidean spaces. Turaga et al. [23] extended k-means clustering on Grassmann manifolds by means of the Karcher mean [24] . Sareh Shirazi et al. [25] proposed a kernel method for clustering data on Grassmann manifolds by defining a measure of clustering distortion and embedding the Grassmann manifold into a Hilbert space [26] to minimize the distortion. Meanwhile, because the image sets are always high-dimensional which can be represented by a low-dimensional subspace, the sparse representation of highdimensional data is considered for clustering in recent years.
Naturally, considering about non-Euclidean structure and high-dimensional property of image sets, combing with the kernel method and sparse representation for clustering on Grassmann manifolds is coming up. Boyue Wang et al. [27] generalized low rank representation (LRR) method on Euclidean space to a LRR model on Grassmann manifolds for clustering. In order to handle non-linearity in data, Mehrtash Harandi et al. [28] developed a kernelized method of sparse coding and dictionary learning on Grassmann manifolds. They devised the optimum solution by minimizing the reconstruction error through a Grassmann dictionary. To the best of our knowledge, there doesnt exist an algorithm combing with the kernel method and the sparse representation without dictionary on Grassmann manifolds for clustering. In this paper, we propose a novel method for clustering on Grassmann manifolds, which combines the sparse representation without dictionary with the kernel trick to embed data into a Reproducing Kernel Hilbert Space (RKHS) and utilizes the intrinsic Riemannian geometry of data.
The remainder of this paper is organized as follows. Section 2 briefly introduces the notion of the sparse manifold representation. In Section 3, we describe the Gaussian projection kernels for Grassmann manifolds and then our proposed algorithm is presented in detail. The experimental results are shown in Section 4 and Section 5 concludes the paper with a brief summary.
II. RELATED WORK

A. Sparse Subspace Representation
Sparse representation has been developed as a powerful method for representing and compressing high-dimensional data. The key idea of the sparse subspace representation is that every data point in a union of subspaces can be efficiently represented by a combination of a few other points from the same subspace in the dataset, which is based on the selfexpressive property of the data. Sparse Subspace Clustering (SSC) [29] is a popular theory that takes advantage of sparse representation to cluster data into subspaces which they belong to respectively. More specifically, X = [x 1 , x 2 , · · · , x N ] ∈ R d×N denotes a matrix dataset with each x i coming from a subspace S j f or j ∈ [1, 2, · · · , k]. By the use of the selfexpressive property of the data, the formulation of SSC can be written as follows,
is the coefficient matrix with the column c i corresponding to the sparse representation of x i . E is the reconstruction error term.
B. Sparse Representation on Grassmann Manifolds
As mentioned above, the sparse subspace representation in SSC is just appropriate for vector space. In general, the sparse representation of X on the manifold M is formulated as follows.
where
represents the logarithmic map from the manifold to the tangent space at X. By locally flatting the manifold to tangent spaces, the traditional sparse representation model can be reconstructed linearly on Riemannian manifolds.
Considering that visual data such as image sequences or videos can be regarded as points on Grassmann manifolds, the sparse representation of them can be extended to the nonEuclidean space by embedding the Grassmann manifolds to the Reproducing Kernel Hilbert Space (RKHS). Based on this idea, Vishal M. Patel and R. Vidal proposed the kernel sparse subspace clustering on Euclidean space in [30] . Similarly, kernel sparse subspace clustering on symmetric positive definite Riemannian manifolds has been proposed by Ming Yin in [31] , where the sparse representation of data is obtained without referring to a library. However, to our knowledge, the method of kernel sparse representations of data on the Grassmann manifold without referring to a library has not been concerned up to now.
III. KERNEL SPARSE SUBSPACE CLUSTERING ON GRASSMANN MANIFOLDS
Based on the kernel sparse subspace clustering method in [30] , we propose a novel kernel sparse subspace clustering algorithm on Grassmann manifolds, which models the sparse representation of data as an optimization problem by embedding Grassmann manifolds into the high-dimensional RKHS space through the Gaussian projection kernel. In this way, the kernel sparse manifold representation of the data via exploiting the self-expressive property can be written as
Note that Φ(·) is the mapping function which projects the Grassmann manifolds to the high-dimensional RKHS space.
The explicit formulation of Φ(·) is not necessary to be known because it depends on the kernel matrix K where
A. Gaussian Projection Kernel for Grassmann Manifolds
Considering about the non-linearity of manifolds, to handle this issue, the traditional method is locally flattening Riemannian manifolds via tangent spaces [32] which transfers the non-Euclidean geometry to the Euclidean structure. However, this method has two main disadvantages. One is the expensive computational cost which is caused by the operation of mapping data back and forth to the tangent spaces iteratively. The other is the reconstruction error of the tangent space mapping which is just a first-order approximation. Furthermore, the choice of the original data point for the tangent space is difficult and it influences the accuracy of approximation significantly.
To address this problem, the kernel method is widely used recently in [14, 21, 22, 25, 26, 30, 31, 33] . Right now, we need to find an appropriate kernel for the Grassmann manifolds. Recently, the Gaussian kernel has proven to be of great effectiveness in Euclidean spaces for a variety of kernelbased algorithms, so we intend to extend the Gaussian kernel to Grassmann manifolds. In Euclidean space, the Gaussian kernel can be expressed as k G (x, y) = exp −γ x − y 2 , which makes use of the Euclidean distance between two data points x and y. If we want to extend the Gaussian kernel above to the manifolds, the Euclidean distance should be replaced by the geodesic distance which measures the true distance of points on the manifolds. Meanwhile, the new kernel should be positive definite for all γ > 0 because according to Mercers theorem, only positive definite kernels define valid RKHS. However, not all geodesic distances lead to positive definite kernels. Since the Grassmann manifold is a compact manifold, there doesnt exist a geodesic distance that also satisfies the condition that the corresponding Gaussian kernel is positive definite for all γ > 0.
To define a new distance metric in order to replace the Euclidean distance in the Gaussian kernel, we use the projection metric on the Grassmann manifolds in [33] which leads to a positive definite Gaussian kernel for all γ > 0. The projection distance between two subspaces X 1 , X 2 on the Grassmann manifold is
directly is not efficient. For the convenience of computation, combing with the property of matrix trace and the fact that X 1 T X 1 = X 2 T X 2 = I, we obtain that
B. Kernel Sparse Representation on Grassmann Manifolds
To get the optimal solution C in (3) as the kernel sparse representation on the Grassmann manifolds, we solve the optimization problem by alternating direction method of multipliers (ADMM) in [34] . Taking advantage of the kernel trick, the equation (3) can be rewritten as
Then, we get a new formulation by adding an auxiliary matrix A into (6),
By adding two penalty terms as constrains, the Lagrangian formulation of (7) is given by
where ρ is a Lagrangian multiplier and ρ is a Lagrangian multiplier matrix.
In ADMM algorithm, we optimize one variable each time while making the other variables fixed. The three steps of suboptimization are described in detail as follows.
1. Update steps for A: While C, ρ, Δ are fixed, we can obtain the equation of A by minimizing
Solving the derivative with respect to A to zero, the result is given by
Since the kernel Gram matrix K is symmetric, the closed-form solution to (9) is formulated by
where I is the identity matrix. 2. Update steps for C: With A, ρ, Δ fixed, the subproblem is given by
To find C k+1 , the solution of the above is given by virtue of shrinkage operator
Algorithm 1 : Kernel Sparse Subspace Clustering on the Grassmann Manifold Input: {X 1 ,X 2 , · · · , X N }, γ, λ and ρ 1.Get the kernel sparse representations C by solving (3). 2.Construct the affinity matrix W as W = |C | + C T 3.Apply the spectral clustering method to the affinity matrix for clustering results. Output: the clustering labels of data.
where S σ (·) is the shrinkage operator acting on each element defined as
3. Update steps for Δ: Once A, C, ρ having fixed , we can obtain Δ through gradient ascent method with step size of ρ
These steps are repeated until
C. Clustering on Grassmann Manifolds
Solving the problem (3) by ADMM method mentioned in section 3.2, C is actually the kernel sparse representations of data on the Grassmann manifold. This new representation utilizes the self-expressive property of data without any training dictionary because the original data themselves are regarded as the dictionary. Then we construct the affinity matrix as W = |C| + C T to guarantee that nodes i and j are connected to each other if either X i or X j is in the kernel sparse representation of the other. Next, the spectral clustering method [35] is applied to the affinity matrix to cluster subspaces. The complete steps of our method are described in Algorithm 1.
IV. EXPERIMENTS
In this section, to validate the effectiveness of the proposed GKSSC method, we compare it with the state-of-the-art algorithms including:
1. Sparse Subspace Clustering (SSC) [29] , which aims to find the sparsest representation of data using l 1 approximation.
2. Low rank subspace clustering (LRSC) [42] , which utilizes the self-expressive property to get low-rank coefficients by solving a non-convex optimization problem for clustering.
3. Sparse Manifold Clustering and Embedding (SMCE) [37] , which constructs a similarity graph with the local geometry of manifolds for clustering and embedding.
4. Latent Space Sparse Subspace Clustering (LS3C) [38] , which learns the projection of data and finds the sparse coefficients in the latent space for clustering.
SSC is the classical subspace clustering method which can be used as a baseline. LRSC, SMCE and LS3C are the state-of-the-art algorithms considering the geometry of manifolds. For the effectiveness and generalization to conduct our experiments, we choose the public databases online which are challenges for clustering task. All the experiments are run on the Windows7 system with 3.6 GHz Intel Core i7 processor using Matlab 2014b. The clustering accuracy of our experiments to measure the performance of different algorithms is defined as accuracy = number of correctly classified points total number of points × 100% (17)
A. Data preprocessing of experiments
As our method is devised for clustering points on Grassmann manifolds, we should represent image sets as Grassmann points which can be modeled as subspaces in the matrix form. It is known to us that a subspace is generally represented by orthonormal bases, so we can construct the subspace from samples of the same subspace by Singular Value Decomposition (SVD), which is utilized similarly to [39, 40] . Given an image set including N samples, denoted by
, each sample I i is a grayscale image with m×n dimension. Based on this, we can vectorize each image as a column vector to construct a matrix of the image set
Then, we decompose I set as I set = USV by SVD. Taking the first r singular vectors of U, we can obtain a (m * n) × r matrix which represents the subspace of the image set as a point on Grassmann manifolds G (r, m * n). However, SSC is the clustering algorithm applied for Euclidean space, so we cant choose Grassmann points as their inputs for avoiding inaccurate performance. As mentioned in [41] , we vectorize the whole set of images by pulling all image vectors into a long vector in order. For the effectiveness of computation, such high dimensionality can be reduced by Principal Components Analysis (PCA). In this way, the dimension-reduced vectors can be used for SSC naturally.
B. Handwritten Digits Clustering
In general cases, experiments of clustering always have the clustering number fixed. Thus, in this part, we wonder that how our method performs compared to different clustering methods with varying clustering numbers. We conduct the corresponding experiment on the Binary Alphadigits dataset for handwritten digits clustering. The Binary Alphadigits dataset includes 36 classes of binary handwritten digits which consist of numbers 0 through 9 and capital A through Z. Each class has 39 samples of binary images with size 20×16. The samples in the dataset is shown in the Figure 1 . We can observe that some couples of digits have great similarity between O and 0, S and 5, Z and 2, U and V, respectively. For this reason, it is a big challenge to cluster digits in this dataset with low intraclass variations.
In order to study the influence of intraclass similarity for clustering, we divide the dataset into three groups. The first group and the second group consist of digits 0 through 9 and capital A through Z, respectively. For testing the whole performance of the clustering method, the third group contains all the digits in the dataset. For the first group, the clustering number is considered as n=2, 3, 5, 8, 10 and the clustering number of the second group is considered as n=2,5,10,16,26. As for the last group, n is selected as 2,5,10,20,36.
To generate Grassmann points, we randomly select 4 samples from each digit and then adopt SVD to construct subspaces with the dimension of 4. (We have tested different size of subspace dimension for Grassmann manifold, it doesnt have obvious impact on the experimental results.) For GKSSC, the parameter r used in the Gaussian projection kernel is set to 0.5. In this setting, we generate 5 image sets for each class and 180 image sets of 36 classes in total are clustered on the Grassmann manifold G(4,320).
The results of three groups are shown in the table 1, 2 and 3. As we can see, the clustering results in the table 1 are better than the results in table 2 and 3. This is reasonable because the digits in the first group are more distinguishable than the others and the amount of digits is less correspondingly. Comparing with other clustering methods, the accuracy of our method outperforms and is improved to a large extent. When the number of clustering becomes larger (usually n is more than 5), the performance of other methods drops dramatically while our method always gets desirable results even if n is 36. From this section, we can conclude that our method performs well with varying clustering numbers even if the clustering number is large.
V. CONCLUSION
In this paper, we propose a novel method, kernel sparse subspace clustering on the Grassmann manifold (GKSSC), which produces a new kernel sparse representation of the Grassmann manifold based on Riemannian metric. Through the kernel sparse representations of our method, we combine the self-expressive property of data with the Riemannian structure based on linear reconstruction by kernel method. Experimental results indicate that the proposed algorithm not only outperforms the state-of-the-art approaches to a large extent on clustering accuracy but also owns robustness under different conditions. 
