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This paper aims to gain insight into capacity allocation and downsizing decisions in
project portfolio management. By downsizing, we mean reducing the scale or size of
a project and thereby changing the project's content. We ¯rst determine the amount
of critical capacity that is optimally allocated to strategic projects with deterministic
or stochastic workloads for a single-period problem when the impact of downsizing is
known. In order to solve the multi-period problem, we have modeled the behavior of the
portfolio in subsequent periods as a single project for which the return on investment
can be estimated. Secondly, we investigate how the scarcity of resources a®ects the
(expected) value of projects. The independent (expected) project value is calculated
under the assumption of unlimited capacity; in contrast, the dependent (expected) project
value incorporates the resource constraints. We ¯nd that the dependent project value is
equal to the independent project value when the return on investment of the portfolio is
su±ciently low. In addition, we determine the relation between the return on investment
of the portfolio and the value of a project and conclude that the impact of resource
scarcity on the value of a project cannot be fully captured by the common ¯nancial
practice of adapting the discount rate with the estimated return on investment.
Keywords: project portfolio management; downsizing; stochastic workload.
1. Introduction
Financial models such as the Net Present Value (NPV) model, generally assume that re-
sources are available in unlimited supply, be it at a certain cost. Consequently, a project's
NPV is computed by discounting its cash °ows at the opportunity cost of capital (Brealey &
Myers 2003). Accordingly, Loch & Bode-Greuel (2001) suggest to incorporate the scarcity
of resources by adapting the discount rate with the average return on investment. In this
paper, we investigate how the scarcity of resources a®ects the value of projects. We speak
of the independent (expected) project value when it is calculated under the assumption of
unlimited capacity. In contrast, the dependent (expected) project value incorporates the
resource constraints. We ¯nd that the dependent project value is equal to the independent
value when the return on investment (ROI) of the portfolio is su±ciently low. In addition,
we determine the relation between the ROI of the portfolio and the value of a project and
conclude that the impact of resource scarcity on the value of a project cannot be fully cap-
tured by the common ¯nancial practice of adapting the discount rate with the estimated
ROI.
1This paper considers environments where capacity expansion through the deployment of
additional resources is not possible, such as, for instance, most R&D (Research and Develop-
ment) or NPD (New Product Development) departments, where the number of researchers
or other critical resources is ¯xed as a result of a strategic decision depending on the revenue
stream and costs. The company's restricted resource availability then represents the most
important constraint on project selection.
We consider the case of static project selection, where the set of projects available for
execution during the planning horizon is known in advance. Such static models are mainly
suitable for the selection of internal projects, which are projects that have been proposed by
internal customers. Since projects may have uncertain requirements for renewable resources,
which are available in limited amounts, resources may become overcommitted. Evidence from
practice as well as from literature suggests that when extra resources cannot be acquired, sev-
eral options exist: reducing the scale or size of some strategic projects, reallocating resources,
slowing down the execution, etc. In this paper, we investigate the capacity allocation and
downsizing decisions in project portfolio management. Project portfolio management deals
with the continuous °ow of projects; it entails choosing the right projects and the associated
capacity allocation. Such decisions are typically subject to periodic revisions (e.g. on a half-
yearly basis). By downsizing, we mean reducing the scale or size of a project and thereby
changing the project's content to the extent that the project's capacity requirements comply
with the allocated capacity. Downsizing is based on the principle that project selection is
not an all-or-nothing decision, but that multiple funding alternatives exist for executing a
project (Sharpe & Keelin (1998); Kavadias & Loch (2004)). In this paper, we determine the
e®ect of downsizing on a project's value and the circumstances under which downsizing is
recommendable.
We focus on the selection of strategic projects, which are essential to guarantee the future
pro¯ts of the company. This type of projects contrasts strongly with utility projects, which are
low-risk projects that can easily be cut or postponed without any impact on the attainment
of the strategic goals of the company. If we evaluate the performance of strategic and utility
projects by the same measures, utility projects might never get selected (Levine 2005). It
is therefore advised to reserve parts of the total capacity for each project type (Cooper
et al. 1998) and to divide the resource budget into more focused budgets or strategic buckets
(Chao & Kavadias 2008). For this reason, we consider the selection and capacity allocation
of strategic projects for a ¯xed amount of available capacity. We examine the case where
2a company has a °exible renewable resource pool with more or less equal competencies
present within the di®erent departments. This allows us to consider only one renewable
resource type. The accuracy of the decisions made, however, increases when we make a
¯ner distinction between resource types by considering di®erent functions such as manager,
project engineer and technician; this extension will be presented at the end of the paper.
A project's revenue depends on its characteristics and its allocated capacity. The main
project parameters are overall value, workload and downsizeability. The overall value is
determined by the strategic and the ¯nancial project value; it incorporates the project risk
and its maximization is considered to be the primary objective. The workload is estimated
in terms of the number of manhours of each resource type required during every period of
the problem horizon and may be either deterministic or stochastic. In the deterministic
case, the allocated capacity ¯xes the scale of the project before the start of the execution. In
case of stochastic workloads, the project is only downscaled if the actual workload exceeds
the allotted capacity, in order to respect the resource limits. Reducing the scale or size of
a project equates with changing its content to comply with the allocated resources. As an
example, in a drug development process for cancer treatments, a downsize could result in
dropping one of two alternative product forms (intravenous and oral) in one of two markets
(tumor types A and B) (Sharpe & Keelin 1998). The downsizeability expresses the e®ect of
such a scale reduction on the overall value of the project.
This paper aims to gain insights into the capacity allocation and downsizing decisions in
project portfolio management; its focus is twofold. First, we determine the amount of critical
capacity that is optimally allocated to strategic projects with deterministic or stochastic
workloads for a single-period problem when the impact of downsizing is known. In order
to solve the multi-period problem, we model the behavior of the portfolio in subsequent
periods as a single project for which the return on investment (ROI) can be estimated. The
ROI is variable since it results from the events in previous periods. Under uncertainty,
precommitment to any action is not necessarily optimal, so that the NPV rule is no longer
appropriate. We therefore turn to real option analysis (ROA) (cfr. Dixit & Pindyck (1994),
Trigeorgis (1997)) to correctly incorporate the value of managerial °exibility in the portfolio
appreciation. Secondly, as already mentioned, we study the relation between the (expected)
project value and the scarcity of resources.
This paper is organized as follows. Section 2 surveys the literature that is most relevant
to our problem. In Section 3, an extensive problem formulation is provided. Subsequently,
3we discuss the impact of downsizing on a strategic project's value in Section 4. In Section 5,
we solve the selection and capacity allocation problem for multiple strategic projects, both
in case of deterministic as well as stochastic workloads. The behavior of the single-period
project portfolio is studied in Section 6, and our ¯ndings allow us to extend the problem
horizon to multiple periods and to determine the value of multi-stage projects in Section 7.
Model extensions such as the downsizing of multiple stages and multiple resource types are
considered in Section 8. Section 9 contains some conclusions.
2. Literature
Our work adheres to di®erent research domains, one of which is R&D portfolio management
(Martino (1995), Cooper et al. (1998), Kavadias & Loch (2004) and Loch et al. (2006)).
Kavadias & Loch (2004) assume that projects are never canceled for budgetary reasons, and
estimate the project values independently, so without incorporating the resource require-
ments of the other projects in the portfolio. A project is then characterized by its ¯rst-year
capacity need and the value of the option to continue the project execution at the end of this
period. In the current paper, we consider the case where resources are shared and limited, so
that the option values of the projects cannot be regarded as independent, but rather depend
on the other projects in the portfolio and their characteristics, as well as on future oppor-
tunities. This view is shared by Girotra et al. (2007), who claim that project interactions
in a multi-project context signi¯cantly alter the value of a project. More speci¯cally, they
investigate how the presence of other projects in a portfolio in°uences a project's value, e.g.
when another project fails, this frees up resources for remaining projects in the portfolio.
The authors make an event study around the failure of stage-based pharmaceutical projects
and their e®ect on the market valuation of the company.
Loch & Bode-Greuel (2001) calculate the option value of projects that compete for the
same resources by using a discount rate that re°ects the average return on investment of
all R&D projects. Huchzermeier & Loch (2001) apply a real-options approach to assess the
value of °exibility for a single R&D project and they investigate the impact of ¯ve di®erent
types of variability on the option value. Variability that issues from the shared resource usage
in a multi-project environment, however, is not taken into account. This subject has been
studied by Ding & Eliashberg (2002), who construct optimal NPD pipelines and analyze
the in°uence of variability in the available resources (caused by the limited probability of
4survival of multi-staged NPD projects) on the selection process. In our model, we assume that
insu±cient capacity leads to a downsizing of projects. The value of downsizeable projects
cannot be straightforwardly determined, since it depends on the available capacity as well as
on the characteristics and the downsizing capabilities of all other projects in the portfolio.
The study of interdependent options is still very limited, for an overview we refer to Childs
et al. (1998).
Research on portfolio management and resource allocation has brought about other in-
teresting surveys, among which a study by Heidenberger (1996). The author presents a
mixed integer linear programming (MILP) model for solving the project selection and fund-
ing problem. He considers multiple scarce resources and assumes that their input a®ects the
probability of project success. Lockett & Gear (1973) determine the portfolio composition
through simulation of the resource requirements of di®erent projects, starting from decision
trees. In Loch & Kavadias (2002), marginal returns are used to optimally split a scarce
budget between NPD programs over multiple periods while decisions have multiperiod con-
sequences. In their model, the NPD programs are assumed to all have either increasing or
decreasing returns, while the resource allocation to a single program is only bounded by the
available budget. These NPD programs may be considered as special cases of the strategic
projects dealt with in our paper. Our models, however, do allow for portfolios to contain both
projects with increasing and with decreasing returns and impose lower and upper bounds on
the projects' resource allocation.
This paper is also closely related to the project planning literature. A great deal of this
literature is dedicated to the selection and sequencing of activities in order to maximize the
NPV (De et al. (1993), Gupta et al. (1992) and Kyparisis et al. (1996)). This problem is
extended to the selection of R&D activities from a set of alternatives by Granot & Zuckerman
(1991). A more detailed planning is performed by Kis (2005), and by Kolisch & Meyer (2006)
for pharmaceutical research projects; they model the problem of selecting and planning
projects as extensions of the resource-constrained project scheduling problem (RCPSP) (cfr.
Demeulemeester & Herroelen (2002); Neumann et al. (2002)).
Downsizing in the deterministic sense (i.e. where we decide upon the project's scale before
its execution starts) has barely been touched on in the existing literature. Sharpe & Keelin
(1998) discuss how considering downscaling and upscaling projects can enlarge the set of
projects available for selection and in this way they succeed in increasing the company's
output. Huchzermeier & Loch (2001) derive the value of an option to decrease or increase













Figure 1: The project selection and capacity allocation process for downsizeable projects.
the project scale depending on the development of the market but do not consider a multi-
project environment where resources are shared. Implicitly, the idea of downsizing has been
used by Kavadias & Loch (2004), who allow for a reduction of a project's resources down to
a lower feasibility limit. Between this lower bound and the upper feasibility limit the project
return function is concave. Bayus (1997) investigates the market conditions under which it is
optimal to enter the market with a low-performance project (this is a product with reduced
features, which is equivalent to a downsized project), rather than delay the time-to-market
until a high-performance product has been developed. To the best of our knowledge, the
problem of downsizing a project with stochastic workloads has not been studied in literature.
An important contribution of our paper lies in the modelling of downsizing decisions both for
the case of deterministic as well as for stochastic workloads in an environment with limited
available resources.
3. The project selection and capacity allocation pro-
cess
The selection and allocation process comprises three phases, visualized in Figure 1. Dur-
ing the ¯rst phase, discussed in Section 3.1, we identify the strategic project opportunities
available for execution. Next, the resources are split between the selected projects (Section
3.2). In Phase III, we downsize running projects that exceed their allocated resources. The
downscaling process is the topic of Section 3.3.
63.1 Phase I: Identify project opportunities
Before selecting projects and allocating resources, a company should identify all project op-
portunities. A strategic project's expected output is determined by its expected commercial
value (ECV), workload, downsizeability and allocated capacity. The ECV is usually based
on a decision-tree analysis and incorporates the future stream of earnings from the project,
the commercialization and development costs, along with both the market and technologi-
cal uncertainty involved in the development of the project. It also considers the strategic
importance of the project (Cooper et al. 1998).
A project's workload is expressed as the number of manhours the project requires dur-
ing the problem horizon. The workload of a strategic project may be either deterministic
or stochastic; in the stochastic case, the workload P is a random variable, with mean ¹.
When the workload is considered to be deterministic, P is replaced by ¹. The resource
budget available for strategic projects is expressed as the available number M of manhours
within each period of the planning horizon. Value ^ M ( ^ M · M) indicates the amount of
capacity allotted to a strategic project. We de¯ne the scaled input I as the apportioned
project's workload ¹, scaled so that the actually needed workload during execution ¯ts into
the available capacity. The scaled input is a virtual measure that is used to model the ¯-
nancial impact of downsizing. If the realized strategic project's workload P is smaller than
or equal to the reserved capacity, the project can be exercised at its full scale and the scaled
input I is equal to ¹. In case P exceeds ^ M, we need to downsize the strategic project by
a percentage ^ M=P so that the scaled input I = ¹ ¢ ^ M=P. The ratio ^ M=P is related to the
Cost Performance Index (CPI) encountered in the cost control literature on Earned Value
Management (EVM) (cfr. Kerzner (1997)), where it represents the ratio of the budgeted cost
for work performed (or `earned value') over the actual cost of work performed (sometimes
also simply called `actual cost'). Within the EVM literature, the CPI is used to measure the
performance of the project execution. A CPI < 1 indicates poor performance, and in our
case leads to downsizing.
The ECV of a strategic project is modelled as follows.
y( ^ M;®;°;¹;C) = ®I
°C; (1)
with ½
I = ¹ if P · ^ M;





























Figure 2: Project value for varying input ^ M, with ° equal to 0.5, 1 and 1.5 and deterministic
workloads with ¹ = 4.
with ® > 0 the project's production factor (cfr. the Cobb-Douglas functional form of pro-
duction functions (Cobb & Douglas 1928)) and C a constant value. If we set C = ¹1¡°, then
the pro¯t per workload y( ^ M;®;°;¹;C)=¹ of the project when it is not downsized is equal
to
®¹°¹1¡°
¹ ; which corresponds to the production factor ®.
The impact of downscaling on the project's overall value depends on the downsizeability
parameter °. When 0 < ° < 1, the impact of a resource reduction is moderate. A plot of
the value of a project with deterministic workloads against the input in manhours yields a
concave curve; this corresponds with the lowest curve in Figure 2. This setting often holds
for incremental innovation projects (Tushman et al. 1997), which aim to improve existing
products and result in moderate productivity increases. When ° = 1, a linear relation
between in- and output is implied. In case ° > 1, the e®ect of downsizing is detrimental to
the project's revenue. This behavior is inherent in many radical innovation projects, which
lead to radical improvements or completely new products. When successful, these projects
lead to an upward productivity jump (Tushman et al. 1997). An example of the extreme
case where ° = 1 are the clinical testing trials during a drug development process, where
downsizing is often not permitted due to strong governmental regulations.
3.2 Phase II: Allocate resources
Based on the properties of the project opportunities identi¯ed in Phase I, we select the
projects to be executed in the next period and determine the allocated capacity. During its
execution, a project can only employ the allotted resources. This is equivalent to the situation
where all projects are processed in parallel, and should be distinguished from sequential
planning, where unused resources can be shifted to later projects (De et al. (1993), Granot
8& Zuckerman (1991)). As a direct consequence of this parallel planning policy, all projects
planned within the same period ¯nish at the end of the period in which they are executed.
We assume that all revenues have been transformed into present values at the start of the
period based on the cost of capital.
We establish the optimal selection by comparing the objective values of all feasible selec-
tions. A selection is feasible if the sum of the lower bounds of the projects in the selection is
smaller than or equal to the available capacity M in a period. In a multi-project setting, an
index k will be added to all parameters or variables that relate to a project k. Determining
an optimal capacity allocation for a set of ^ N projects corresponds to solving a non-linear




E[yk( ^ Mk)] (3)
subject to P
k=1;:::; ^ N ^ Mk · M
^ Mk · Lk (k = 1;:::; ^ N)
^ Mk ¸ Lk (k = 1;:::; ^ N):
The allocated capacity ^ Mk is bounded by a lower limit Lk and an upper limit Lk. The
presence of a lower downsizeability limit incorporates the fact that a project is not viable
below a minimal resource input. The upper bound represents the resource input above which
increases cease to produce additional pro¯ts.
3.3 Phase III: Downsize if required
When the project workloads are deterministic, the project's scale is a direct consequence of
the allocated capacity and is known before the project's start. In such cases, the °exibility
is maximal and we will mostly assume in this text that L = 0 and L = ¹. In the stochastic
case, the actual required amount of resources (i.e. the realization of P) is only revealed
during the execution of the project. If this exceeds the foreseen capacity, downsizing occurs.
We assume that P follows a uniform distribution with bound values equal to ¹(1§¯), with
0 < ¯ < 1; these values can also be interpreted as con¯dence limits for the estimated value
¹. Since the need to downsize is only revealed during the execution of the project, the lower
downsizeability bound L is set to ¹(1 ¡ ¯); the upper bound L is equal to ¹(1 + ¯). The
capacity that remains unused by strategic projects is assigned to utility projects.
94. The impact of downsizing on a strategic project's
value
In this section, we assess the impact of downsizing on the project's value. For reasons
of completeness, we set the lower bound L to 0, further in this text we will assume that
L = ¹(1 ¡ ¯) in the stochastic case. The allocated amount is restricted by the available
capacity M and by upper bounds ¹(1+¯) and ¹ for stochastic and deterministic workloads,
respectively.
In the stochastic case, the strategic project needs to be downsized in case of a resource
shortfall. This is incorporated in the reward function by reducing the strategic project's
input. Two situations may occur: either the allocated capacity lies below the minimal
realized workload ¹(1 ¡ ¯) and downsizing is mandatory, or the allocated capacity is larger
than or equal to ^ M, so that the need to downsize depends on the realization of P. We have




¹(1¡¯) fP(p) ¢ ®(¹
^ M
p )°C dp;
E[y( ^ M)j ^ M ¸ ¹(1 ¡ ¯)] =
R ^ M
¹(1¡¯) fP(p) ¢ ®C¹° dp +
R ¹(1+¯)




with fP(p) the density function of random variable P. For deterministic workloads, P = ¹
and since ^ M · ¹, the project value is equal to
y( ^ M) = ®C ^ M
°: (5)
Proposition 1. The function E[y( ^ M)] consists of two parts: ^ M < ¹(1 ¡ ¯) and ^ M ¸
¹(1 ¡ ¯). As long as ^ M < ¹(1 ¡ ¯) (or ^ M · ¹ when workloads are deterministic), the
allocated capacity ^ M has increasing marginal returns when ° > 1, constant marginal returns
when ° = 1 and decreasing marginal returns when ° < 1. Investments above ¹(1 ¡ ¯) bring
decreasing marginal returns for all values of °.
All proofs are relegated to the appendix. Proposition 1 states that the expected value of
projects with stochastic workloads increases concavely between the minimal and the maximal
realized workload. For projects with deterministic workloads an increase of the allocated
capacity is associated with decreasing, linear or increasing marginal returns depending on
the value of the downsizeability parameter. This result will be used in Section 5 to maximize





































Figure 3: Expected value of a project with varying input and di®erent values for ° equal
to 0.5, 1 and 1.5 (¹ = 4 and ¯ = 0:25).
Figure 2 showed the value of a project with a deterministic workload, di®erent amounts
of allocated capacity and for parameter ° equal to 0.5, 1 and 1.5 (¹ = 4). In Figure 3, the
expected value of a project with a stochastic workload with varying resource input is given
for ¯ = 0:25. Capacity allocation above ^ M = ¹(1 ¡ ¯) = 3 leads to diminishing marginal
returns for all values of the downsizeability parameter.
5. Selection and capacity allocation of multiple strate-
gic projects
The sharing of resources makes the projects in a multi-project environment highly inter-
dependent (Reiss 1996). In the extreme case where all projects are planned in parallel,
resources allocated to a speci¯c project can only be used by that project, while left-over
resources can only be recovered by °exible utility projects. In Section 5.1 we study the prob-
lem for multiple projects with deterministic workloads and subsequently, Section 5.2 deals
with stochastic workloads.
5.1 Multiple projects with deterministic workloads
When projects have deterministic resource requirements, then E[y( ^ M)] = ®C ^ M° and the







with ^ Mk 2 [Lk;¹k]. This objective function is no longer guaranteed to be concave when
their exists a project k for which °k > 1. An optimal solution of this NLP needs to satisfy
11the Kuhn-Tucker conditions (Bertsekas 1995). When Lk = 0 for all k = 1;:::;N, project
selection is implicit from the solution of the NLP, since projects with ^ Mk = 0 are no longer
selected. If we cannot provide all projects with their maximal amount of capacity then
Proposition 2 holds.
Proposition 2. At most three values need to be considered for the resource allocation of






, with ¸ > 0. At most one of the
projects in the selection with ° ¸ 1 will receive an intermediate amount (i.e. an amount
strictly between the lower and upper bound) of capacity.
In other words, the allocation of a project for which downsizing has a large (° ¸ 1) impact
generally becomes an all-or-nothing decision and only when ° < 1, downsizing is commonly
applied. This result is related to the ¯ndings of Loch & Kavadias (2002), who allocate the
total capacity to a single program or project if all projects have increasing returns. In case
the set of projects have decreasing returns, the budget is split according to the projects'
marginal bene¯ts.
5.2 Multiple projects with stochastic workloads
Since for stochastic workloads, the need to downsize is only revealed during the execution of
the project, the lower downsizeability bound Lk is set to ¹k(1¡¯k) for every project k in the
stochastic setting, so that ¹k(1¡¯k) · ^ Mk · ¹k(1+¯k). Since we observed in Proposition 1
that investments above ¹k(1¡¯k) bring decreasing marginal returns, the objective function
z in Eq. (3) is a sum of concave functions. The resources are therefore distributed optimally
if the following conditions hold (Bertsekas (1995), p. 432).
@E[yk( ^ Mk)]
@ ^ Mk = ¸ if ¹k(1 ¡ ¯k) < ^ Mk < ¹k(1 + ¯k);
@E[yk( ^ Mk)]
@ ^ Mk · ¸ if ^ Mk = ¹k(1 ¡ ¯k);
@E[yk( ^ Mk)]
@ ^ Mk ¸ ¸ if ^ Mk = ¹k(1 + ¯k);
(7)
with ¸ ¸ 0 the Lagrange multiplier and ¸(
P
k=1;:::; ^ N ^ Mk ¡ M) = 0. These conditions show
that projects can receive any amount of capacity between the upper and lower capacity
bounds. The in°uence of the project parameters that we observe is as follows. The optimal
selection is obtained by enumerating all feasible selections and comparing the objective values
corresponding with an optimal solution obtained from Eq. (7).
12Proposition 3. If two projects have the same parameter values except for C, respectively
®, then the project with the higher value for C, respectively ®, will never receive less capacity
than the other project.
Proposition 3 indicates that a project that has a larger production factor or constant value
than a similar project is more precious and must therefore be appointed at least as much
capacity as the similar project.
The following proposition holds for any two projects for which the available capacity is
larger than the higher lower capacity bound.
Proposition 4. If two projects have the same parameter values except for ¹, then the project
with the higher value for ¹ receives the most capacity.
When two projects are alike except for their average workload, Proposition 4 exhibits that
the project with the higher workload receives the most capacity under the restriction that
su±cient capacity is available to satisfy its lower capacity bound.
Proposition 5. If two projects have the same parameter values except for ¯ (¯1 > ¯2) and
their optimal capacities are ^ M1 and ^ M2 respectively, then it follows that:
(1) if ¹2(1 ¡ ¯2) · ^ Mk < M¤
2 for k 2 f1;2g then ^ M1 · ^ M2;
(2) if M¤
2 · ^ Mk < M¤
1 for k 2 f1;2g then the highest allocation can go either way;
(3) if M¤
1 · ^ Mk for k 2 f1;2g then ^ M1 ¸ ^ M2;
with
M¤





if °k = 1;





if °k 6= 1:
Proposition 5 describes the relation between the optimal capacity of two similar projects
with di®erent coe±cients for the uniform distribution. When both projects obtain little
capacity (1) and resources are scarce, the project with the highest workload uncertainty
receives the least capacity. In this case, the probability of downsizing is high for both
projects, so that it is preferable to invest resources in the more certain project. In case (3),




1), the project with the lowest workload uncertainty receives
the least capacity. In this case, the probability of downsizing is low for both projects, so
additional capacity goes to the project with low workload variability. For the remaining
cases no conclusions can be drawn.
136. Portfolio behavior
To solve the multi-period project selection and capacity allocation problem, we are inter-
ested in the behavior of a portfolio. More speci¯cally, we demonstrate through simulation
experiments and statistical analysis that the expected value of a portfolio of more than 10
projects decreases linearly when we moderately (by at most two times the average project
size) reduce the portfolio capacity.
During multiple (50) simulation runs we generate sets of random projects for which
the optimal selection is computed. From the optimal capacity allocations, the expected
portfolio values are obtained, which serve as inputs for the statistical analysis. An overview
of the factors varied during the simulation experiments is given in Table 1. The capacity M
available for allocation is 5lN, with l 2]0;1] the load parameter, indicating the ratio of the
joint average workload 5N of the N projects and the available capacity M. We subsequently
reduce the capacity M by one and two times the average project workload.
Table 1: Factors of the simulation experiment.
factor name values
® production factor U(0;10)
C constant value ¹1¡°
¹ average workload U(0;10)
¯ parameter of the workload distribution U(0;1)
N number of projects available 10, 20
l load parameter 0.6, 0.8
Based on the simulation results for portfolios of projects with deterministic and stochastic
workloads we test the following hypothesis.
Hypothesis 1. The expectation of the value Y of a portfolio obtained by the model decreases
linearly when the portfolio capacity M is moderately (by maximal two times the average
project size) reduced.
To test Hypothesis 1 we run a pooled general linear regression with E[Y ] as the dependent
variable and one explanatory variable M; we add l, the load parameter, as a control variable.
The pools follow from N, the number of available projects. The regression is performed with
cross-section weights to counter the heteroskedasticity resulting from the di®erent pools;
diagnostic tests reveal no other issues. The coe±cient of determination R2 for the model
with stochastic workloads is 85% and amounts to 82% for the model with deterministic loads.
14The estimates for the in°uence of the portfolio capacity M for both pools are all signi¯cant
at the (p < 0:001)-level.
We ¯nd support for Hypothesis 1, and continue to model the behavior of a portfolio as a
project with linear (° = 1) downsizeability, with C = 1 and ¹ = M. This behavior is justi¯ed
as long as only moderate reductions of the project size are performed. The production factor
® is ¯xed and corresponds to the ROI of the whole portfolio, which is denoted as ® = ®ROI.
7. Multi-period project selection and capacity alloca-
tion
Traditionally, the multi-period selection problem for one- or multi-stage projects is solved
by collapsing it into a one-period problem in which future opportunities and uncertainties
are captured by a decision tree. These decision trees treat projects independently from each
other (see e.g. Hess (1993), Kavadias & Loch (2004)) and implicitly assume that su±cient
resources can always be found. In this section, we investigate how the value of multi-stage
projects is a®ected when resources are limited and under what circumstances we can treat
projects independently from each other.
We allow for projects to advance in stages or subprojects. Between these stages a complete
order is imposed and some of the stages are only reached with a certain probability (cfr. stage-
gating (Cooper et al. 1998)). We assume that per project at most one project stage can be
selected in every period and that, if the project is successful, the project revenue is reaped
at the end of the ¯nal stage. For ease of analysis we assume that downsizing a multi-stage
project can only occur in the ¯nal stage and that the revenue of the project will depend
on the scale of that stage. The possibility of downscaling all project stages is discussed in
Section 8.1. The ¯rst stage of a ¯ctitious two-stage project may for instance comprise the
development of a new fabric for high-tech swimsuits (SP1), while the second subproject may
deal with the restyling of the bathing suits (SP2).
In this section, we consider a multi-period setting where a new allocation decision is made
at the start of each period. The multi-period problem aims to determine the optimal portfolio
at the start of the ¯rst period, assuming that optimal decisions will be made in all subsequent
periods t, t = 2;3;:::;T. To determine the optimal decision at time zero, we move backward,
starting from the optimal selection and capacity-allocation decision in the ¯nal period T;
a visualization of this process is provided in Figure 4. In Section 6, we advanced that a
15ĮROI2











Figure 4: The multi-period selection and capacity-allocation process for a two-stage project
consisting of SP1 and SP2.
su±ciently large portfolio behaves as a project with linear downsizeability (° = 1), C = 1,
® = ®ROI and ¹ = M if only moderate reductions of the project size are allowed. We
now assume that the return on investment for all subsequent periods t = 2;3;:::;T can be
estimated and is equal to ®ROIt. Since the capacity allocation of the ¯nal-stage subproject
(in casu SP2 in Figure 4) is the key driver of the value of multi-stage projects, this outcome
contains essential information for the decision-making process in all previous periods. The
decision problem in period 1 then corresponds to the single-period problem described in
Section 5.
In Section 7.1 we determine the expected value of a (sub)project for an estimated return
on investment for periods 2 to T during the multi-period process. In the pharmaceutical
industry, for example, the average return on investment is said to be much higher than
the weighted average cost of capital (WACC) (Brealey & Myers 2003) and typically lies
between 20% and 30% (Loch & Bode-Greuel 2001). When projects may fail, continuation
in the following periods is uncertain. In addition, new project opportunities may arise
that have unknown pro¯ts and resource requirements. Both events have an e®ect on the
resource availability during subsequent periods (cfr. Ding & Eliashberg (2002)). Under these
circumstances, the return on investment is the result of these di®erent sources of uncertainty
and becomes scenario-dependent; this case is the subject of Section 7.2.
7.1 Project value for an estimated return on investment
We now derive the value of a project that is either a single-stage project or a subproject that
is the ¯nal stage of a larger project while the ROI of its ¯nal execution period is estimated
to be ®ROIt, with t 2 f2;3;:::;Tg. In this section, we determine the resources to reserve
16and the project value at the start of period t, which are required to solve the single-period
problem in the ¯rst period. We consider decision period t 2 f2;3;:::;Tg which has an
available periodic capacity Mt. Since we always study period t in this section, we drop the
index t for ease of notation. The di®erent cases that may occur during the decision period
are the following:
Case (a) M < L: the (sub)project cannot be accepted in the decision period due to a lack
of available resources. The value of E[y( ^ M)j ^ M · M] is therefore 0.
Case (b) M ¸ L: the amount of allocated capacity will depend on the project properties.
The obtained ^ M allows us to determine the value of the (sub)project.
The derivation of the expected value of the (sub)projects in case (b) for deterministic and
for stochastic workloads is the topic of Section 7.1.1 and Section 7.1.2 respectively. One
can easily incorporate the possibility of failure or stage-gating into these calculations, by
multiplying the (sub)project value by the success rate at the gate.
7.1.1 Multi-period project selection with deterministic workloads
We ¯rst study the value of the project with certain workloads (¯ = 0) and L = 0. Later on
in this section, we raise the lower downsizeability bound to L > 0.
Proposition 6. The optimal values for ^ M for a project with deterministic workloads can be
found in Table 2; we distinguish between the situation where ° is smaller than, larger than
or equal to 1. In addition, the allocation depends on whether ¹ · M or ¹ > M.
Table 2: Optimal resource allocation for deterministic workloads.
¹ · M ¹ > M
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Figure 5: Value of projects with varying return on investment for di®erent values of ° and
¹ · M.
When the optimal value for ^ M is known, the project value is simply obtained as ®C ^ M°.
From Proposition 6, we derive that in case of linear or increasing returns to scale (° ¸ 1)
the project takes on the extreme value 0 or ®C ^ M°, with ^ M = min(¹;M). This implies
that if ° ¸ 1 the portfolio ROI constitutes a hurdle rate on the average project ROI, below
which the project becomes worthless. A hurdle rate is the minimum rate of return that
must be met for a company to undertake a particular project. The selection thus becomes
an all-or-nothing decision. When downsizing is associated with diminishing returns (° < 1),
the project may take on intermediate values depending on m1 as speci¯ed in Proposition 6;






: When the lower feasibility limit is raised (L > 0), the
allocated capacity is zero if ° < 1 and m1 < L. Obviously, a restriction of the downsizing
°exibility has a negative e®ect on the project value. A visualization of the project values
related to the return on investment (®ROI) of the portfolio for ° 2 f0:5;1;1:5g and ¹ · M
is given in Figure 5.
Proposition 7. When ° < 1, the expected value of the (sub)project decreases with the return
on investment (®ROI), this decrease is convex.
In Figure 5 we observe that when the rate of return (®ROI) is su±ciently low, the appointed
capacity is maximal and the project value equals the independent project value (i.e. the
project value when ®ROI = 0). The received capacity is in this case only restricted by the
total amount of available resources M.
Proposition 8. When the return on investment (®ROI) lies below ®C°¹°¡1, ®C and ®C¹°¡1
for ° < 1, ° = 1 and ° > 1, respectively, projects can be treated independently from each
other.
18From Proposition 7 and Proposition 8, we conclude that the impact of scarce resources on
the value of a project cannot be fully captured by the common ¯nancial practice of adapting
the discount rate with the estimated return on investment.
7.1.2 Multi-period project selection with stochastic workloads
The optimal capacity allocation for projects in the stochastic setting is characterized in
Proposition 9. The expected value E[y( ^ M)] of a (sub)project with stochastic workloads is
derived in the appendix (Proof Proposition 1).
Proposition 9. The optimal values for ^ M depend on whether ° = 1 and if ¹(1 + ¯) · M
or ¹(1 ¡ ¯) · M < ¹(1 + ¯); they are given in Table 3.
Table 3: Optimal resource allocation for stochastic workloads.
¹(1 + ¯) · M ¹(1 ¡ ¯) · M < ¹(1 + ¯)
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m1 < ¹(1 ¡ ¯) ) ^ M = 0 m1 < ¹(1 ¡ ¯) ) ^ M = 0
else ^ M = m1 else ^ M = m1







m2 ¸ ¹(1 + ¯) ) ^ M = ¹(1 + ¯) m2 ¸ M ) ^ M = M
m2 < ¹(1 ¡ ¯) ) ^ M = 0 m2 < ¹(1 ¡ ¯) ) ^ M = 0
else ^ M = m2 else ^ M = m2
Figure 6 shows how the project values vary with the return on investment (®ROI) of the
portfolio for ° 2 f0:5;1;1:5g, ¯ 2 f0:25;0:5g and ¹(1 + ¯) · M. Although the values of
the projects with ° = 1:5 will be a®ected the most by a downsize, their expected project
values are higher than those of the projects with smaller downsizeability parameters. The
reason for this is that the former receive more capacity to limit the risk of downsizing and
as a result exhibit a higher expected value.
Proposition 10. The expected value of the (sub)project decreases concavely with the ROI
of the portfolio: for ° < 1, the decrease becomes convex when ®ROI > ®C
2¯ °¹°¡1. For ° = 1,
the decrease becomes convex when ®ROI > ®C
2¯ .
Proposition 10 states that the expected value of a (sub)project decreases concavely with the










































































(b) ¯ = 0:5
Figure 6: Expected project values with return on investment for di®erent values of ° and
¹(1 + ¯) · M.
convex when the ROI is equal to the ratio of the marginal project return and two times
the parameter of the workload distribution. For projects with constant returns to scale
the decrease becomes convex once the portfolio ROI is higher than the ratio of the average
project return and two times the parameter of the workload distribution.
Proposition 11. Projects with stochastic workloads can only be treated independently if
®ROI = 0.
The expected project value is only equal to the independent project value if we do not
take the risk of downsizing and allocate the maximum amount of capacity to the project.
Proposition 11 reveals that only if the portfolio return is equal to zero, we do not undergo
the risk of downsizing selected projects. From Proposition 10 and Proposition 11, we again
conclude that the impact of resource scarcity on the expected value of a project cannot be
correctly incorporated by merely adapting the discount rate.
7.2 Project value with a scenario-dependent return on investment
Uncertainties such as a project's success or failure and the arrival of new project opportunities
have an impact on the return on investment of the project portfolio in future periods. This
is illustrated by a small example consisting of four projects that become available in the
following period. The ¯rst project (P1) is a new project opportunity that has a probability
of arrival Prob equal to 0.8. The second project (P2) is the second-stage subproject of a two-
stage project, the success rate of the ¯rst-stage subproject is 0.5, which is also the subproject's
probability of arrival. Projects 3 and 4 are certainly available during the following selection
period. All project characteristics are given in Table 4.
20Table 4: Project charactistics.
Property New opportunity (P1) Subproject (P2) Project (P3) Project (P4)
° 1 0.5 1.2 1
® 0.3 0.2 0.3 0.1
C 2 0.7 1 0.4
¹ 0.5 2 1 2.5
¯ 0.2 0.4 0.3 0.4
Prob 0.8 0.5 1 1
From the probabilities of arrival of each (sub)project a number of possible sets of can-
didate projects can be obtained. Based on the model in Eq. (7), we derive the optimal
portfolio composition and the capacity allocation for every project; the results for an avail-
able amount of capacity equal to 4 are gathered in Table 5. Pr represents the probability
of occurrence of the scenario. The average portfolio return on investment of the following
period is represented by ®ROI and equal to 0.17 for our small example.
Table 5: Return on investment and probability of occurrence of the optimal portfolios.
Available set ^ MP1 ^ MP2 ^ MP3 ^ MP4 Pr ®ROI
fP1;P2;P3;P4g 0.6 2.1 1.3 0 0.4 0.20
fP2;P3;P4g 0 1.2 1.2 1.6 0.1 0.13
fP1;P3;P4g 0.6 0 1.2 2.2 0.4 0.17
fP3;P4g 0 0 1.2 2.8 0.1 0.10
The actual ROI is the result of the decisions made during the selection process in each
period. For multi-stage projects this implies that after an initial investment, management
can gather more information on the speci¯c scenario that unfolds, and adapt its course of
action accordingly. Under these circumstances, a traditional NPV analysis of the project
value no longer su±ces and a real options approach (ROA) is required to determine the true
(sub)project value (see e.g. Dixit & Pindyck (1994), Trigeorgis (1997)):
ROA = E[y( ^ M)j®ROI]: (8)
In this equation, the allocated capacity ^ M varies with the estimated ROI of the portfolio;
this is motivated by the ¯ndings of Section 7.1. When calculating the ROA value of a single
project, we implicitly assume that the selection of a single project does not a®ect the ROI
of the whole portfolio. This assumption seems reasonable for real-size portfolios.
The expected value of a project for the distribution of the ROI given in Table 5, can
be calculated as E[y( ^ M)j®ROI] = 0:4 ¢ E[y( ^ M)j®ROI = 0:20] + 0:1 ¢ E[y( ^ M)j®ROI = 0:13] +
210:4 ¢ E[y( ^ M)j®ROI = 0:17] + 0:1 ¢ E[y( ^ M)j®ROI = 0:10]. As a result, the expected value of a
(sub)project with parameter values ° = 2, ® = 0:18, C = 0:5, ¹ = 2 and ¯ = 0:3 at the start
of its execution period corresponds to E[y( ^ M)j®ROI] = 0:4¢0:27+0:1¢0:32+0:4¢0:30+0:1¢
0:34 = 0:29. This value di®ers from the NPV value, for which the capacity amount reserved
for the project is assumed to be ¯xed depending on the average ROI: E[y( ^ M)j®ROI = 0:17] =
0:3. The expected project value calculated independently of the resource availability becomes
E[y( ^ M)j®ROI = 0] = 0:36: This illustration shows that neglecting the limited availability of
resources results in an overestimation of the expected project value.
8. Model extensions
Some model extensions are brie°y discussed in this section. We consider the downsizing of
multiple project stages in Section 8.1 and subsequently incorporate the presence of multiple
resources in Section 8.2.
8.1 Downsizing of multiple project stages
When downsizing can occur in multiple substages of a project and when this a®ects the
revenue at execution time, the optimal capacity allocations need to be calculated simulta-
neously for all periods. We consider a T-period problem and assume that the portfolio in
every period t = 1;2;:::;T can be modeled as a single project with an estimated return
on investment ®ROIt, as we have done previously in Section 7 for t > 1. The subproject
characteristics carry an index j 2 f1;2;:::;Tg denoting the subproject they belong to; for
this example the index value coincides with the period in which they are executable. The
ECV of the strategic project is obtained from Eq. (1) in which we replace ^ M with the al-
located capacity ^ M1 in the ¯rst downsizeable stage. The allocated amounts of capacity in
later periods are obtained through rescaling, so that ^ Mt = ft( ^ M1). In the stochastic case
ft( ^ M1) = ( ^ M1 ¡ ¹1(1 ¡ ¯1))
¯t¹t
¯1¹1 + ¹t(1 ¡ ¯t) with t 2 f2;3;:::;Tg. This implies that
when the minimal (maximal) amount of capacity is allocated to subproject 1, subproject t
(t 2 f2;3;:::;Tg) also receives a minimal (maximal) allocation. This relies on the assump-
tion that the realizations of Pt (t 2 f2;3;:::;Tg) deviate from ¹t with the same proportion
as P1 deviates from ¹1 in the ¯rst stage. The scale for downsizing is thus determined in the
¯rst stage and remains unchanged throughout the whole project execution. For determin-
istic workloads ft( ^ M1) = ^ Mt = ^ M1¹t=¹1 with t 2 f2;3;:::;Tg, the scale factor ^ M1=¹1 is
22determined prior to the project execution.
The project scale that maximizes the expected value of the portfolio is determined by an
NLP with linear constraints:





^ Mt = ft( ^ M1) (t = 2;:::;T);
^ Mt · Lt (t = 1;:::;T);
^ Mt ¸ Lt (t = 1;:::;T):
For stochastic workloads, it follows from Proposition 1 that the ¯rst part of the objective
function is a concave function and that the second part is a sum of linear functions. The
solution can therefore be derived analogously to the solution in Eq. (7). In the deterministic
case, the shape of the objective function depends on the value of °, so that the optimal so-
lution must be obtained from the Kuhn-Tucker conditions. The NLP trades o® the project's
revenue for di®erent capacity allocations and the capacity's opportunity cost incorporated
by the return on investment of the portfolio in every period. In case z · 0, no capacity
should be allocated to the project.
8.2 Multiple resources
We can extend the model for R di®erent resource types by considering di®erent functions
such as manager, project engineer and technician. The ECV of a strategic project now
becomes:






Ij = ¹j if Pj · ^ Mj;
Ij = ¹j ^ Mj=Pj if Pj > ^ Mj:
Every resource j has its own downsizeability factor °j. Based on this more general payo®
function, an extension of our model to multiple resources can be undertaken, but would not
lead to additional insights.
9. Conclusions
In this paper, we have determined the optimal capacity allocation for both single and multi-
period project portfolios, while taking into account the possibility of downsizing and limited
23resource availability. We have found that when the project workloads are known, the optimal
resource allocation for the single-period optimization problem is usually an all-or-nothing
decision for projects with constant or increasing returns to scale. For decreasing returns to
scale and also in case of stochastic workloads, the optimal allocation depends on the marginal
bene¯ts of the projects.
In order to solve the multi-period problem, we have modeled the behavior of the portfolio
in subsequent periods as a single project for which the return on investment (ROI) can be
estimated. When this setting is unappropriate and the ROI is scenario-dependent, precom-
mitment to any action is not necessarily optimal and one needs to turn to real option analysis
to correctly incorporate the value of managerial °exibility in the portfolio appreciation.
For given estimates of the portfolio ROI, we have established the impact of resource
scarcity on the value of downsizeable projects. We ¯nd that limited resource availability can
be neglected only when the ROI of the portfolio is su±ciently low. When a project has known
workloads and linear or increasing returns, the portfolio ROI constitutes a hurdle rate on
the average project ROI, below which the project becomes worthless; project selection thus
corresponds to an all-or-nothing decision. When returns are decreasing, on the other hand,
the project value goes down convexly with the ROI of the portfolio. When workloads are
not perfectly known from the start, however, the expected project value generally decreases
concavely with the portfolio's ROI, and again becomes worthless once the portfolio ROI
exceeds a speci¯c measure of project pro¯tability. These ¯ndings contrast strongly with
the common practice in Finance to incorporate the impact of scarce resources simply by
adapting the discount rate.
Appendix: proofs
Proof (Proposition 1): From Eq. (4), we derive the expected project values for the stochas-
tic case. These take on a di®erent form if ° is equal to 1 or not and if ^ M is smaller than, or
24equal to or larger than ¹(1 ¡ ¯).
If ° 6= 1 ) 8
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From these values we obtain partial derivatives of the expected project values.
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From these functions, we derive the second-order partial derivatives.
If ° 6= 1 ) 8
> > > <
> > > :
@2E[y( ^ M)j ^ M<¹(1¡¯)]




(1 + ¯)1¡° ¡ (1 ¡ ¯)1¡°
´
;
< 0; if ° < 1;
> 0; if ° > 1;
@2E[y( ^ M)j ^ M¸¹(1¡¯)]
@2 ^ M = ¡
®C°
2¯ ^ M°¡2(1 + ¯)
(1¡°) < 0;
if ° = 1 ) (
@2E[y( ^ M)j ^ M<¹(1¡¯)]
@2 ^ M = 0;
@2E[y( ^ M)j ^ M¸¹(1¡¯)]
@2 ^ M = ¡®C
2¯ < 0:
(11)
From Eq. (5), we derive the ¯rst-order partial derivative for the deterministic case.
If ° 6= 1 )
@y( ^ M)
@ ^ M = ®C° ^ M°¡1;
if ° = 1 )
@y( ^ M)
@ ^ M = ®C:
The second-order partial derivative for the deterministic case are the following.
If ° 6= 1 )
@2y( ^ M)
@2 ^ M = ®C°(° ¡ 1) ^ M°¡2;
if ° = 1 )
@2y( ^ M)
@2 ^ M = 0:
If ° > 1 the second-order partial derivative is larger than zero and if ° < 1 the derivative is
negative. ¤
25Proof (Proposition 2): Maximizing the Lagrangean L( ^ M1; ^ M2;:::; ^ M ^ N) =
P





k ^ Mk) +
P
k µk(¹k ¡ ^ Mk) +
P
k !k( ^ Mk ¡ Lk), with ¸;µk and !k the Lagrange mul-
tipliers (¸ 0), results in the following Kuhn-Tucker conditions
®kCk°k ^ M
°k¡1
k ¡ ¸ ¡ µk + !k = 0 8k;
¸(M ¡
P
k ^ Mk) = 0;
µk(¹k ¡ ^ Mk) = 0 8k;
!k( ^ Mk ¡ Lk) = 0 8k:
For every project k with ¹k 6= Lk, it follows that if µk 6= 0 ) !k = 0 and if !k 6= 0 ) µk = 0.







. This third value can only be obtained if all capacity is allocated
(M =
P
k ^ Mk). We need only consider this case since capacity can only be left unallocated
in an optimal allocation pattern if
P
k ¹k < M, otherwise we can improve the value of the
objective function by simply increasing the amount of allotted resources of one or more
projects k for which ^ Mk < ¹k.
When comparing two projects that both have non-decreasing (° ¸ 1) returns, the objec-
tive function is convex (see Eq. (1)). The maximum of a convex function de¯ned on a closed
convex set (such as the set of all solutions to our system of linear constraints) is achieved
at an extreme point (Luenberger 2003). This implies that at least one of the projects will
be appointed its boundary value, which one will depend on their respective total pro¯ts. A
solution that allocates to more than one project with non-decreasing returns an intermediate
amount of capacity is therefore dominated. ¤
Proof (Proposition 3): For the functions given previously (Proof Proposition 1), we de-
rive the second-order partial derivative
@2E[y( ^ M)j ^ M¸¹(1¡¯)]
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@2E[y( ^ M)j ^ M¸¹(1¡¯)]






when ° = 1. The sign of the second-order par-
tial derivative
@2E[y( ^ M)j ^ M¸¹(1¡¯)]
@ ^ M@C ¸ 0. The analysis for ® is analogous. ¤
Proof (Proposition 4): We can easily derive the second-order partial derivative from the
¯rst-order partial derivative given in Proof (Proposition 1) for ° 6= 1:
@2E[y( ^ M)j ^ M¸¹(1¡¯)]
@ ^ M@¹ =
®C°
2¯ ¹°¡2 ¸ 0. When ° = 1,
@2E[y( ^ M)j ^ M¸¹(1¡¯)]
@ ^ M@¹ = ®C
2¯¹ ¸ 0. ¤
26Proof (Proposition 5): From the ¯rst-order partial derivative in Eq. (9), we obtain that
If ° 6= 1 ) n
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The sign of these second order derivatives is negative for all values below M¤, de¯ned in
Proposition 5, and positive for all values above this value. Based on these ¯ndings, one can
easily distinguish the intervals in which
@2E[y( ^ M1)]
@ ^ M@¯ and
@2E[y( ^ M2)]
@ ^ M@¯ have the same sign. ¤
Proof (Proposition 6): If ° · 1; the project's pro¯t is concavely increasing in ^ M. The
optimal capacity can therefore be obtained from Eq. (7), with
@E[y( ^ M)j ^ M=m1]
@ ^ M = ®C°m
°¡1
1 and
¸ = ®ROI. We determine m1 from ®ROI = ®C°m
°¡1
1 . For ° > 1; we have shown in the proof
of Proposition 2 that the maximum is achieved at an extreme point, and thus the project
will be allocated a boundary amount of capacity. When the average pro¯t per capacity unit
of the project exceeds ®ROI this boundary amount is ¹ and otherwise we allocate L = 0. ¤

















Proof (Proposition 8): This proposition immediately follows from the results in Table 2.¤
Proof (Proposition 9): We established in Proposition 1 that E[y( ^ M)j ^ M ¸ ¹(1 ¡ ¯)] is
concavely increasing in ^ M for all values of °: The optimal capacity can therefore be obtained
from Eq. (7). The partial derivatives
@E[y(m1)jm1¸¹(1¡¯)]
@ ^ M and
@E[y(m2)jm2¸¹(1¡¯)]
@ ^ M are obtained
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Proof (Proposition 10): From Proposition 9, it follows that
@E[y(m1)jm1¸¹(1¡¯)]









. If m1 > 0 the last factor of the partial derivative is also
larger than zero because of their similar composition. It is clear that
@E[y(m1)jm1¸¹(1¡¯)]
@®ROI < 0.














. When m1 ¸ 0; the sign of the second partial derivative is determined by the last
factor. So that
@2E[y(m1)jm1¸¹(1¡¯)]
@2®ROI < 0 if ¹°¡1 >
®ROI2¯
C®° ; this is always the case when ° > 1
27(since m1 > 0 and the similarities in composition). If ° < 1, the second partial derivative is
smaller than zero as long as ®ROI <
C®°
2¯ ¹°¡1.
From Proposition 9, it follows that
@E[y(m2)jm2¸¹(1¡¯)]









< 0. The second derivative becomes
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. From this we derive that for ®ROI < C®
2¯ ,
@2E[y(m2)jm2¸¹(1¡¯)]




@2®ROI > 0. ¤
Proof (Proposition 11): Replacing m1 and m2 with ¹(1 + ¯) in Table 3 delivers the
minimal values for the return on investment, which is zero. ¤
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