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2.1 Quelques brefs rappels d’optimisation
(Les rappels qui vont suivre repr´ esentent la ﬁn du cours du 1 octobre)
2.1.1 Cadre
Dans la suite de cette partie, on va s’int´ eresser ` a la minimisation sans contrainte d’une
fonction convexe x  → f(x), r´ eguli` ere (typiquement C2). On rappelle qu’on a le r´ esultat:
x
∗est le minimum global pour f si et seulement si ∇xf(x
∗) = 0.
2.1.2 M´ ethode du premi` ere ordre, descente de gradient
Une descente produit une s´ equence x(k) telle que x(k+1) = x(k) + ε(k)d(k) o` u d(k) est une
direction de descente, ε(k) > 0 est le pas, de sorte ` a avoir f(x(k+1)) < f(x(k)) (sauf pour le
x(k) optimal).
Dans la cadre de la descente de gradient, on choisit d(k) = −∇xf(x(k)).
Il existe plusieurs strat´ egies pour d´ eﬁnir le pas ε(k) > 0:
1. Le pas constant: ε(k) = ε. Dans ce cas l’algorithme n’est pas toujours convergent.
2. Un pas d´ ecroissant ε(k) ∝ 1
k (avec
P
k ε(k) = ∞ et
P
k ε(k)2
< ∞). Toujours convergent.
3. La “Line Search” qui cherche ` a trouver minε f(x(k) + εd(k)):
• soit de mani` ere exacte (en pratique, c’est une op´ eration coˆ uteuse et souvent inu-
tile). Toujours convergent.
• soit de mani` ere approch´ ee (voir le chapitre 3 de [BGLS06]). Toujours convergent.
2.1.3 M´ ethode du second ordre, m´ ethode de Newton
L’id´ ee sous-jacente ` a la m´ ethode de Newton est de minimiser l’approximation quadratique
de f en x(k), x  → ˜ f(x) = f(x(k)) + ∇xf(x(k))T(x − x(k)) + (x − x(k))T∇2
xf(x(k))(x − x(k)).
On reprend le mˆ eme sch´ ema de descente d´ ecrit pr´ ec´ edemment avec d´ esormais, la direction
de descente ´ egale ` a d(k) = −(∇2
xf(x(k)))−1∇xf(x(k)) (on suppose que la Hessienne est bien
conditionn´ ee en x(k)).
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Pour rendre la m´ ethode de Newton globalement convergente, il est n´ ecessaire d’avoir recours
` a une Line Search (voir le chapitre 4 de [BGLS06] ou encore la partie 9.5 de [BV04]).
La complexit´ e algorithmique de cette m´ ethode est de l’ordre de O(p3 + p2n) (o` u p et n sont
respectivement la dimension et le nombre de points), correspondant ` a la formation ainsi qu’` a
l’inversion de la Hessienne. Il existe de nombreuses extensions de m´ ethodes Newtoniennes -
telles que les m´ ethodes dites Quasi-Newtoniennes - qui essaient de r´ eduire la complexit´ e de
la proc´ edure en approximant le calcul de la Hessienne.
Remarque: en pratique, lorsque l’on utilisera la m´ ethode de Newton dans la cas de la
r´ egression logistique vu dans le cours 1, on pourra constater une convergence en environ 20
it´ erations, sans line search.
2.2 Expectation-Maximization (EM)
Jusqu’` a pr´ esent, on a abord´ e des situations o` u on cherchait ` a trouver le param` etre θ qui
maximisait la vraisemblance de mod` eles pθ(x) lorsque les donn´ ees x sont eﬀectivement ob-
servables (autrement dit, on a acc` es ` a des r´ ealisations x de la variable al´ eatoire X). On va
d´ esormais ´ etudier des mod` eles pθ(x,z) pour lesquels, seuls les x sont observables. Cela nous
am` ene ` a introduire l’algorithme EM (Expectation-Maximization).
2.2.1 Cadre th´ eorique
Notation X repr´ esente les variables al´ eatoires observ´ ees, Z les variables al´ eatoires cach´ ees
et θ les param` etres du mod` ele.
Figure 2.1. Exemple de distribution pour laquelle il est naturel d’introduire une variable cach´ ee.
Situations pratiques d’utilisation :
1. Il y a des donn´ ees manquantes (situation fr´ equente dans l’industrie).
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2. Le mod` ele est plus simple si on introduit une variable cach´ ee (cf ﬁgure 2.1).
Ici, on a Z ∈ {1,2} et X|Z = i ∼ N(µi,Θi).
p(x) =
P
z p(x,z) =
P
z p(z)p(x|z) =
P
i p(z = i)N(µi,Θi).
La densit´ e p(x) est une combinaison convexe de densit´ es normales.
On parle de mod` ele de m´ elanges (“mixtures”).
Sans introduire de variable cach´ ees, la repr´ esentation de p(x) aurait pos´ e probl` eme. On
peut citer l’exemple de la distribution des tailles parmi une population, distribution qui
se mod´ elise mieux par une approche mulitmodale (le sexe des individus en l’occurence).
• Pour parler d’estimation de paramˆ etres “cach´ es“, les Fran¸ cais et les Anglais utilisent
des appelations qui peuvent porter ` a confusion. Dans un cadre supervis´ e, les Anglais
parleront de classiﬁcation, alors que les Fran¸ cais utiliseront discrimination. Dans un contexte
non-supervis´ e, les Anglais parleront cette fois de clustering, alors que les Fran¸ cais utiliseront
classiﬁcation.
Cadre classique On a des donn´ ees i.i.d., x1,...,xn.
p(Donnees|θ) =
Y
i
p(xi|θ) =
Y
i
X
zi
p(xi,zi|θ)
logp(Donnees|θ) =
X
i
log
X
zi
p(xi,zi|θ)
. ´ Deux solutions s’oﬀrent alors ` a nous :
1. Maximiser directement s’il est possible d’utiliser la structure intrins` eque au probl` eme
´ etudi´ e.
2. Utiliser l’algorithme Expectation Maximization (EM).
Un r´ esultat utile pour l’´ etude de l’algorithme EM: l’in´ egalit´ e de Jensen
1. Soit f une fonction convexe et x une variable al´ eatoire. Si Ef(x) < ∞ et f(Ex) < ∞,
alors Ef(x) ≥ f(Ex).
2. Soit f une fonction strictement convexe et x une variable al´ eatoire. Si Ef(x) < ∞
et f(Ex) < ∞, alors Ef(x) ≥ f(Ex) avec ´ egalit´ e si et seulement si X est constante
presque sˆ urement.
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L’algorithme EM Nous introduisons la fonction q(z|x) ayant les propri´ et´ es d’une proba-
bilit´ e, c’est ` a dire q(z|x) ≥ 0 et ∀x
P
z q(z|x) = 1.
Nous avons alors:
logp(x|θ) = log
X
z
p(x,z|θ)
= log
X
z
￿
p(x,z|θ)
q(z|x)
￿
q(z|x)
≥
X
z
q(z|x)log
p(x,z|θ)
q(z|x)
, par l’in´ egalit´ e de Jensen
=
X
z
q(z|x)logp(x,z|θ) −
X
z
q(z|x)logq(z|x)
= L(q,θ)
L’application de l’in´ egalit´ e de Jensen montre que logp(x|θ) = L(q,θ) si et seulement si
pour tout z,
p(x,z|θ)
q(z|x) est constant. Cela est ´ equivalent ` a dire que q(z|x) = p(z|x,θ) grˆ ace aux
conditions de normalisation de q(z|x) et p(z|x,θ).
Proposition 2.1 Pour tout q, on a logp(x|θ) ≥ L(q,θ), avec ´ egalit´ e si et seulement si
q(z|x) = p(z|x,θ).
L’algorithme Expectation Maximization consiste ` a maximiser L(q,θ) de mani` ere altern´ ee.
On commence par initialiser θ0 puis, pour tout t ≥ 0 on calcule
• E-step : qt+1 ∈ argmaxqL(q,θt)
On fait qt+1(z|x) = p(z|x,θt). On trouve la meilleure borne inf.
• M-step : θt+1 ∈ argmaxθL(qt+1,θ)
C’est l’´ etape de maximisation, il faut trouver le maximum de la borne inf.
Les propri´ et´ es de l’algorithme EM
1. ∀t,p(x|θt+1) ≥ p(x|θt)
2. L’algorithme convergence vers un point stationnaire de θ  → p(x|θ).
3. Nous sommes dans un cas non convexe (notre probl` eme n’est pas convexe de mani` ere
jointe en (q,θ)). L’algorithme EM souﬀre par cons´ equent de plusieurs d´ efauts:
• L’optimum global n’est pas garanti
• La limite d´ epend fortement de l’initialisation
• L’optimum global a souvent une vraisemblance ∞
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θ0 θ2 θ1
θ
logP(x|θ)
L(q1,θ0)
L(q1,θ1)
Figure 2.2. Illustration de l’algorithme EM: minimisations it´ eratives de bornes inf´ erieures de la log-
vraisemblance.
Recette Les d´ eveloppements pr´ ec´ edents permettent d’utiliser la recette suivante:
1. ´ Ecrire la vraisemblance compl` ete lc = logp(x,z|θ).
2. E-step : esp´ erance de lc sous p(z|x,θ). On obtient une fonction de θ. On veut q(z|x) =
p(z|x,θ)
3. M-step : maximiser en fonction de θ.
2.2.2 Sur un exemple : mixtures Gaussiennes
Notation Z prends q valeurs et suit une loi multinomiale Π, X ∈ Rd est tel que X|Z =
j ∼ N(µj,Σj).
Nous avons des donn´ ees xi ∈ Rd i.i.d. et nous voulons estimer p(z|x) et les param` etres
θ = (µ,Σ,Π).
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Calcul de p(z|x)
p(z = j|x) =
p(x|z = j)p(z = j)
P
k p(x|z = k)p(z = k)
=
ΠjN(x|µj,Σj)
P
k ΠkN(x|µk,Σk)
∝ exp
￿
logΠj −
1
2
(x − µj)
TΣ
−1
j (x − µj) − logdet(Σj)
1/2
￿
Remarque : p(z = j|x) est le softmax des valeurs
logΠj −
1
2
(x − µj)
TΣ
−1
j (x − µj) − logdet(Σj)
1/2.
Estimation de θ = (Π,µj,Σj) On suite la “recette EM”:
Vraisemblance compl` ete
lc = logp(x,z|θ) =
n X
i=1
logp(xi,zi|θ)
=
n X
i=1
q X
k=1
δ(zi = k)logp(xi,k|θ)
=
n X
i=1
q X
k=1
z
k
i (logp(z = k|θ) + logp(xi|zi = k,θ)), avec z
k
i = δ(zi = k)
=
n X
i=1
q X
k=1
z
k
i (logπk + logN(xi|µk,Σk))
< lc >z|x,θ =
n X
i=1
q X
k=1
< z
k
i > (logπk + logN(xi|µk,Σk))
E-step
τ
k
i (t) = < z
k
i >
= E(δ(zi = k))
= p(zi = k|xi,θ(t))
=
πk(t)N(xi|µk(t),Σk(t))
P
s πs(t)N(xi|µs(t),Σs(t))
2-6Cours 2 — 8 octobre 2008/2009
M-step maximisation par rapport ` a π:
P
k(
P
i τk
i (t))logπk Donc πk(t+1) = 1/n
P
i τk
i (t)
par rapport ` a µk,Σk P
i τk
i (t)logN(xi|µk(t).Σk(t)) =
P
i τk
i (t) −
1
2(xi − µk)TΣ
−1
k (xi − µk) − logdet(Σk)1/2
µk(t + 1) =
P
i τk
i (t)xi P
i τk
i (t)
Σk(t + 1) =
P
i τk
i (t)(xi − µk(t + 1))(xi − µk(t + 1))T
P
i τk
i (t)
2.2.3 Un probl` eme pratique de l’algorithme EM : l’initialisation
Comme l’algorithme EM trouve un minimum local, son initialisation est tr` es importante et
on essaie donc de trouver une conﬁguration initiale proche du maximum de vraisemblance
global.
Pour cela, on utilise l’algorithme K-means qui, ´ etant donn´ e un ´ echantillon de points xi
(que l’on suppose s´ eparable en K clusters de centres µk) va chercher ` a d´ eterminer ces µk. Il
est important de remarquer ici que le paramˆ etre K est consid´ er´ e comme connu.
` A chaque xi, on assigne une les variables indicatrices zk
i telles que zk
i = 1 ssi xi appartient
au cluster k. L’algorithme K-means va alors chercher ` a minimiser la fonctionnelle suivante,
appel´ ee “mesure de distortion” :
J(z,µ) =
n X
i=1
K X
k=1
z
k
i  xi − µk 
2
l’algorithme K-means L’algorithme eﬀectue une minimisation altern´ ee :
• minimisation par rapport ` a z: zk
i = 1 pour k ∈ argmin xi − µk 2
• minimisation par rapport ` a µ: µk =
P
i zk
i xi P
i zk
i
Remarque: on peut voir ces deux ´ etapes comme une version hard de l’algorithme EM, o` u
les assignements des points aux moyennes ont des probabilites ´ egale ` a 0 ou 1.
Les propri´ et´ es de l’algorithme K-means K-means converge vers un minimum local,
donc on l’utilise de la mani` ere suivante :
• On lance K-means un grand nombre de fois, avec des initialisations al´ eatoires.
• On retient les µ pour lesquels on obtient la plus faible distortion.
• On les utilise pour initialiser l’algorithme EM (avec des variances larges)
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2.3 Notations et rappels de th´ eorie des graphes
Un graphe G est la donn´ ee d’un ensemble V de sommets et d’un ensemble d’ar` etes E
d´ el´ ements de V × V . Les sommets sont souvent appel´ es noeuds, et en anglais vertex ou
vertices. (les ar` etes sont quant ` a elles appel´ ees edge en anglais)
Il existe deux types de graphes : les graphes orient´ es et les graphes non orient´ es.
2.3.1 Graphes non orient´ es
les graphes G = (V,E) non orient´ es v´ eriﬁent la propri´ et´ e suivante :
∀(u,v) ∈ V × V (u,v) ∈ E ⇔ (v,u) ∈ E
Notions importantes
Voisins l’ensemble des voisins d’un noeud v not´ e N (v) est par d´ eﬁnition
N (v) = {u ∈ V | (v,u) ∈ E}
Clique une clique est un sous ensemble de V totalement connect´ e (ie. C ⊂ V est une
clique si ∀(u,v) ∈ C × C (u,v) ∈ E)
Clique maximale les cliques maximales sont des ´ el´ ements maximaux pour l’inclusion (ie.
une clique maximale est incluse dans aucune clique strictement plus grande qu’elle)
S´ eparation A,B,C ∈ C3, o dit que C s´ epare A et B si tous les chemins de A vers B passent
par C.
Composante connexe soit R la relation : u R v si et seulement si il existe un chemin
de u vers v. On appelle composante connexe les classes d’´ equivalence pour R. Les graphes
trait´ es dans la suite du cours contiendront une seule composante connexe, car si ils en ont
plusieurs, elles pourront ˆ etre trait´ es s´ epar´ ement.
2.3.2 Graphes orient´ es
les notions importantes concernant les graphes orient´ es (appel´ es en anglais ”directed graphs”)
sont les suivantes:
Parent on dit que u ∈ V est parent de v si (u,v) ∈ E
Enfant on dit que v est enfant de u si u est parent de v
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Ancˆ etre on dit que u est un ancˆ etre de v si il existe un chemin de u vers v. On dit alors
que v est un descendant de u
Cycle un cycle est un n-uplet (u1,...,un) (pour n ≥ 3 ) tel que
∀p ∈ {1,...,n − 1} (up,up+1) ∈ E et u1 = un
Graphe acyclique un graphe acyclique est simplement un graphe sans cycle. Il sera
parfois not´ e DAG par abr´ eviation (de l’anglais ”directed acyclic graph”)
Ordre topologique pour les graphes orient´ es acycliques on appelle ordre topologique un
ordre I tel que : pour tout u et v de V, si u est parent de v alors I (u) ≤ I (v). Pour tout
DAG, il existe forc´ ement un ordre topologique (le plus souvent non unique)(voir [CLRS01]).
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