This paper presents a two-dimensional pore-scale network model of a rough-walled fracture whose inner structure had been mapped using x-ray microtomography. The model consists of a rectangular lattice of conceptual pores and throats representing local aperture variations. It is a two-phase model that takes into account capillary, viscous, and gravity forces. Mapping of fluids and fracture topology was done at a voxel resolution of 0.027ϫ 0.027ϫ 0.032 mm 3 , which allowed the construction of realistic fracture representations for modeling purposes. This paper describes the necessary data conditioning for network modeling, a different approach to determine advancing and receding contact angles from direct x-ray microtomography scans, and the network model formulation and methods used in the determination of saturation, absolute and relative permeabilities, capillary pressures, and fluid distributions. Direct comparison of modeled results and experimental observations, for both drainage and imbibition processes, is presented in the companion paper ͓M.
I. INTRODUCTION
Mapping the distribution of fluids in underground formations is of great importance for fields such as environmental remediation, geohazard mitigation, hydrology, geothermal exploitation, and hydrocarbon recovery. The ability to predict where fluids will migrate, and the characterization of fundamental transport properties, has motivated extensive research regarding multiphase flow through geologic formations. Many formations also present structural discontinuities that have great impact on the mobilization of fluids. Fractures are the most common form of discontinuity found in these systems. Fractures control the overall conductivity of the rock while the porous matrix provides fluid storage capacity. Understanding transport properties of fractures and their dependence on structure, fluids, and boundary conditions is essential for the design of effective recovery and remediation strategies.
Various approaches have been developed for the study of transport phenomena in fractures. They range from geometrical characterization of single fractures and fracture networks to transport processes, single and multiphase flow. Early work on computer-based network modeling dates back to the late 1950s ͓1-3͔. In the past two decades, pore-scale network modeling has gained vast attention and has improved with the addition of features such as fluid trapping and wetting layers ͓4-9͔. Dynamic network models allow the study of the effect of injection rate on residual saturations, relative permeabilities and the competition between various driving forces, i.e., capillary, viscous, and gravity forces, and their effects on displacement mechanisms, i.e., snapoff, cluster growth, and frontal advance ͓10-14͔. Wetted structures and gravity fingers have been observed in network simulations of spontaneous imbibition in porous media including the effect of gravity ͓15͔. Glass et al. ͓16͔ studied quasistatic immiscible displacement in horizontal, rough-walled fractures using modified invasion percolation models. They ignored viscous and gravity forces and also assumed that influence of local convergence ͑or divergence͒ of the fracture walls was ignorable. They examined the influence of the combined effect of two principle radii of curvature, in-plane and aperture-induced. This allowed the authors to model the experimentally reported saturation fronts. The dependence of capillary pressure and relative permeability characteristics on contact angles and void structures has also been investigated using pore-scale network models ͓17-20͔.
Proper characterization of the pore structure is crucial for the accuracy of multiphase displacement mechanisms implemented in pore network models. Experiments using statistical approaches, transparent epoxy replicas, and imaging techniques, e.g., nuclear magnetic resonance, serial section measurements of porous materials, and high resolution microtomography, have provided means to characterize aperture distributions and describe preferential flow paths in fractures ͓21-26͔. In spite of recent advances in pore-scale representations of fractures and understanding of their flow characteristics, additional investigation is still needed. It is important to have a reliable physically-based tool able to predict macroscopic flow properties and fluid distributions in realistic fractures representation.
In this work, a highly detailed aperture distribution map constructed from x-ray microtomography scans is used to create a network of conceptual pores and throats representing the fracture's void structure. The fracture model presented in this study is a modified two-dimensional adaptation of a three-dimensional mixed-wet random pore-scale network model of two-and three-phase flow in porous media with *mpiri@uwyo.edu relative permeability predictions ͓27,28͔. The approach is similar to the method utilized by Glass et al. ͓16͔ , but the model has been extended to handle quasidynamic displacements taking into account rate and gravity effects. We also consider flow through wetting layers. The model recognizes three types of displacement: Pistonlike, cooperative pore filling ͑I n mechanisms ͓29͔͒, and snapoff. The I n mechanisms allowed us to account for the effects of in-plane curvature; see Ref ͓16͔. In the simulations presented in this paper, we compute pressures in both pores and throats, this is not the case, for instance, in the work by Hughes and Blunt ͓10͔. Also we find threshold capillary pressures for displacements in pores and throats while Hughes and Blunt ͓10͔ allow the throats to be automatically filled after the neighboring pores are invaded. Various simulations were conducted to test the predictive capabilities of the model using a single fracture with highly detailed structure and fluid occupancy data. Paper I describes the conditioning of x-ray microtomography data and formulation of the two-dimensional, two-phase quasidynamic porescale network model. Paper II ͓30͔ presents modeling results for primary drainage, imbibition, and secondary drainage, as well as rigorous comparison of the predicted fluid occupancies with experimental results.
II. EXPERIMENTAL OVERVIEW

A. Core sample and imaging technique
Experimental results from previous work ͓31͔ are used in this study to construct a detailed two-dimensional conceptual network model of a rough fracture. In those experiments, a tensile fracture was induced on a cylindrical Berea sandstone core having 18% matrix porosity and 200 mD absolute permeability. The sample was 25.4 mm in diameter and 101.4 mm long. The two exposed fracture surfaces were illmatched with a slight shift of 1 mm along the longitudinal axis to accentuate aperture changes inside the fracture. X-ray microtomography was used to determine fracture aperture variations, map the distribution of oil and water during drainage and imbibition, and determine contact angles. X-ray microtomography is a nondestructive imaging technique that uses x rays and mathematical reconstruction algorithms to view a cross-sectional slice of an object ͓32͔. The image reconstruction is based on multiple x-ray measurements made through the object along different paths. The computed tomography ͑CT͒ system consists of an ionized x-ray source, a detector, a translation system, and a computer system that controls motions and data acquisition. The x-ray source has a Tungsten target with a focal spot of 5 microns. It produces a cone beam that passes through the core and activates the detector. The image intensifier detector surface releases electrons that are then focused on a screen that is photographed by a high-resolution ͑1024ϫ 1024͒ camera with a frequency of 15 Hz. The sample is rotated 360°in the x-ray beam while the detector is providing attenuation views to the data acquisition computer. After the sample is rotated a complete turn, the system reconstructs a slice, which is a cross-sectional image of the attenuation values that represent a combination of the density and the apparent atomic number of the sample at the imaged position. The imager operates in volume mode where several separate slices are collected in one rotation. After each rotation, the sample is translated axially to a new scanning position, thus allowing a continuous three-dimensional coverage of the sample. The voxel resolution in the experimental data presented in this paper was 0.027344 mmϫ 0.027344 mmϫ 0.032548 mm, where 0.032548 mm indicates the slice thickness.
B. Fracture aperture characteristics
Three-dimensional reconstruction of the scanned fractured sample allowed mapping of the fracture void and construction of a detailed fracture aperture map. Figure 1 presents the aperture map obtained where dark and light gray represent small and large apertures, respectively. The scanned length was 101.42 mm and corresponds to the total sample length. The scanned diameter was 24.86 mm, 0.54 mm smaller than the actual core diameter ͑25.40 mm͒ to avoid core wall irregularities, maximize pixel resolution, and prevent direct exposure of x rays from the x-ray source to the detector. One should note that this was not done to exclude the high fracture apertures at the edges. The fracture aperture map presented in Fig. 1 provided the basis to construct the conceptual pore-scale network model representing the fracture. A fracture aperture histogram is presented in Fig. 2 , indicating a maximum aperture of 1.60 mm and ap- 
C. Core flooding
The experimental procedure consisted of monitoring fluid distribution inside a single rough fracture during several injection stages. These stages include primary drainage, or continuous oil injection into water; imbibition or continuous water injection into oil, and a simultaneous, one-to-one, injection of oil and water into the fracture. In the rest of this paper, parts I and II ͓30͔, we call this process secondary drainage due to the increase in oil saturation. Prior to primary drainage, the fractured sample ͑matrix and fracture͒ was vacuum-saturated with the water phase, which was a 15% by weight solution of sodium iodide, then scanned to confirm that no major air bubbles remained trapped inside the fracture. All these stages are schematically depicted in Fig. 3 , and Table I presents a summary of the experimental flowing conditions and final oil saturation for each experimental stage. The matrix was fully saturated with the wetting phase ͑water͒ during all stages of the experiment. We think since the fracture was the preferential flow path for the nonwetting phase ͑oil͒ there was no significant exchange of nonwetting phase between the fracture and the matrix. This was confirmed by the x-ray images of the matrix at the end of all stages of the experiment. However, flow of water from the fracture into the matrix is quite possible and we had no means of preventing or monitoring it. As the wetting phase, water could flow into the matrix and bypass the fracture to reach the outlet, or return into the fracture at a different location, but we have no means of quantifying it experimentally. In the modeling part of this work we ignore this effect. But as an extension to this work, it would be interesting to model the fracture with permeable walls and look at its impact on fluid occupancy; see, for instance, Ref. ͓33͔. The oil phase was a mixture of silicone oil and 30% by weight of n-decane. The aqueous phase was brine with 15% by weight NaI. We will use phrase "water" for the aqueous phase in the rest of the paper. Measured viscosities and densities at 25°C were 5.0 cP and 0.89 g / cm 3 for the oil phase, and 1.2 cP and 1.11 g / cm 3 for the water phase. The interfacial tension of this oil-water system, 41.2 mN/ m, was measured in the laboratory using the DuNouy ring method ͓34͔. Precise representation of experimental conditions, fracture structure, fluid properties, and wetting characteristics were essential for the construction of the network model presented in this paper.
D. Experimental data
Visualization of fluid occupancy inside the fracture during primary drainage, imbibition, and secondary drainage was possible using x-ray microtomography. Mechanisms such as fluid trapping, preferential flow paths, and coalescence and redistribution of liquid globules were observed. Findings from those laboratory experiments demonstrated strong correspondence between fluid distribution and the mismatch of the fracture surfaces ͓31͔. Figure 4 shows the distribution of oil globules inside the fracture, relative to the dry aperture map on the left. The globules of oil in the two-dimensional maps are denoted in green, while the gray zones represent local fracture apertures filled with water. Oil globules match most areas in light gray on the aperture map, confirming the presence of water in the narrowest gaps ͑dark gray͒. Some oil globules in the imbibition map appear to be truncated by a horizontal line. These discontinuities resulted from the scanning process when, coincidentally, globules changed positions while being scanned, thus creating a fictitious globule discontinuity. The three occupancy maps shown in Fig. 4 were used in the present study as a comparative platform to test the accuracy of the equivalent pore-scale network model at the same final saturations; 65% oil saturation at the end of primary drainage, 37% during imbibition, and 58% during secondary drainage. The structure and location of the oil globules residing in the fracture are compared and discussed.
III. DATA CONDITIONING FOR NETWORK MODELING
A. Coarse fracture representations
The original fracture aperture map obtained from CT scans contains a total of 2 832 444 elements with variable apertures. An equivalent network model preserving such resolution would be extremely large and computationally expensive. Therefore, four coarser versions of the original high-resolution fracture aperture map ͑OHRM͒ were created. Table II presents a list of the geometric characteristics and statistical information for the networks that were constructed using four coarse maps ͑A through D͒ and the original map at the highest resolution. The tabulated information includes the number of elements, directional resolution, fracture width, length, volume, and contact area. The level of coarsening increases from map A to map D, as depicted in Fig. 5 . The mathematical algorithm constructed to generate the coarse aperture maps imposes the preservation of total contact area. Initially, only nonzero apertures are averaged in the calculation of the equivalent coarse apertures. Groups containing zero-aperture points are ranked according to their proportion of zero-apertures in decreasing order. Finally, groups with the largest zero-aperture ratio are converted into solid contacts in the new coarse-resolution map. The conversion stops when the contact area in the new coarse-resolution map is the closest to the actual high-resolution contact area. Each of the four coarse aperture maps was generated from the original high-resolution map to build an equivalent network model. The effect of resolution on simulation results is discussed in the results and discussions section of this paper ͑part II͒.
B. Determination of contact angles from x-ray microtomography
Contact angle is an important indicator of the wetting characteristics of a fluid-solid system. It is defined as the angle between the two-phase line and the solid surface mea- sured traditionally through the denser phase. Figure 6͑a͒ shows a schematic diagram of a two-phase system on a horizontal solid surface, indicating the interfacial forces acting on the system and the corresponding contact angle. In a twophase system, where oil and water reside on a solid, a horizontal force balance can be written as os − ws = ow cos ow , ͑1͒ where ow is the contact angle and is an interfacial tension between two phases labeled o, w, or s to represent oil, water, or solid, respectively.
The greater the adhesion of the denser phase to the solid, the smaller the contact angle. The contact angle in a fracture with nonparallel surfaces is presented in Fig. 6͑b͒ , where r is the principal radius of curvature, a is the fracture aperture at the triple interface, and ␤ is the fracture surface inclination. If we define a line of symmetry between the two fracture surfaces, r is related geometrically to the local aperture, the fracture surface angle, and the contact angle through the following expression:
The x-ray imaging technique described in this paper allowed a detailed mapping of fracture apertures and fracture topography, as well as the visualization of oil-water interfaces, from which contact angles can be estimated. Figure 7 shows a CT scan obtained during primary drainage ͑a͒, a magnification of the oil-water interface in the fracture ͑b͒, and the same magnified section in the dry sample ͑c͒. Oil and water coexist in the fracture at preferential locations. In general, water occupies narrow apertures while oil prefers large gaps. In order to provide an accurate representation of the fluid flow system under study, contact angles were estimated from the CT slices obtained during the core flooding experiment. Due to the difficulty of measuring radius of curvature directly from CT images, the authors implemented an inverse-solution approach to determine contact angle from x-ray microtomography scans. For a given fracture geometry, a trial contact angle is imposed. Then, radius of curvature and fluid occupancy are modeled using a wetting-phase growth model at constant contact angle. Results from this model are compared against CT data, and a close estimation of contact angle is reached when the imposed angle gives an accurate representation of the fluid distribution and the interfaces observed experimentally. Figure 8 shows the simulated interfacial curvature for a CT slice located 22.88 mm above the bottom of the core, at an imposed contact angle of 10°. The top image ͑a͒ is a cropped section of the original CT slice, and the images below ͓͑b͒ through ͑e͔͒ are intermediate results from the model developed for the determination of contact angles. Water growth is controlled by changes in radius of curvature using a constant contact angle. Water invasion stops when the final fluid saturation approaches that in the original CT slice. As water fills the fracture in the model, oil is assumed to migrate in the direction perpendicular to the slice. Water appearance starts at the smallest fracture apertures in the fracture cross section. The image at the bottom of Fig. 8 demonstrates a satisfactory representation of fluid distributions compared to those obtained experimentally.
The magnitude of the contact angle depends on the direction of displacement. This difference between advancing, i.e., wetting phase displacing the nonwetting phase, and receding, i.e., nonwetting phase displacing the wetting phase, is called contact angle hysteresis and may be as large as 50°-90°͓34-36͔ depending on surface roughness, surface heterogeneity, swelling, rearrangement, or alteration of the surface by solvent ͓34͔. Four different contact angles at two different locations were examined, and results were compared against the experimental CT slices: 5, 10, 15, and 20°f or receding contact angle and 20, 25, 30, and 35°for advancing contact angle. Receding and advancing contact angles for the system under study were found to be 10°and 25°, respectively. We assume there is no wettability alteration owing to contact between the oil phase and the solid surface of the fracture. In other words, the contact angle hysteresis in this work is only due to direction of displacement.
IV. NETWORK MODEL
We present a two-dimensional network model of conceptual pores and throats in order to simulate two-phase flow in the tensile fracture described in Sec. II. In this section we show how the network was constructed, and describe the procedures used to compute threshold capillary pressures, saturations, pressure fields, and absolute and relative permeabilities.
A. Description
A two-dimensional regular lattice of conceptual pores and throats, Fig. 9͑b͒ , is generated to present the variations in the aperture of the fracture ͑see Fig. 11͒ . The model allows us to capture the complex topological features of the fracture's inner structure. Table II lists statistical information for each network used in this work.
The pore-scale network model employed in this work was originally developed by Piri and Blunt ͓27,28͔. It is capable of reading as input any two-or three-dimensional regular or random network comprised of pores connected by throats. It has been successfully used to predict two-and three-phase relative permeabilities in Berea sandstone ͓28͔. In this work, we extend the capabilities of the model by implementing rate and gravity effects. We then feed the two-dimensional networks that were constructed using the coarse aperture maps described in Sec. III A. The aperture maps and the resolutions along the width and length of the fracture were used to assign appropriate dimensions to each pore and throat. We consider each element as a pore or throat only because of a specific input format required by the network model, but pores and throats are treated exactly the same in all the modeling procedures we utilize. Therefore, local aperture size does not determine whether an element is a pore or a throat and a pore does not necessarily have an aperture greater than a neighboring throat. We start from the lower-left corner of the network assigning a "P" ͑for pore͒ or "T" ͑for throat͒ to each element with a known aperture using the pattern depicted in Fig. 9͑b͒ . Each pore is connected to throats ͑not pores͒ and vice versa. After skipping an asperity we make sure that this condition is still satisfied. Each pore or throat is connected to a maximum of four neighboring elements ͑see Table II for average coordination number for each network͒ and is rectangular in cross section with the local aperture, a k , being the height, and the resolution along the width of the fracture, R w , being the width of the element ͑see Fig. 10͒ . Each pore or throat is also assigned a length, R l , equal to the scanning resolution along the length of the fracture. Thus the total volume of each element becomes V k = a k ϫ R w ϫ R l . One should note that a k = n k ϫ R a , where n k is the number of pixels for aperture in element k and R a is the resolution in the aperture direction. The angular cross section shown in Fig.  10 allows the wetting phase to occupy the corners when the nonwetting phase fills the center.
The displacement mechanisms incorporated in the model are based on the physics of multiphase flow observed in micromodel experiments. The model calculates threshold capillary pressures for three different displacement mechanisms that are relevant to the processes that we simulate, i.e., pis- tonlike displacement, snapoff, and cooperative pore filling. A series of pore-level displacements are combined in order to simulate different two-phase processes. For each process, the model uses pertinent displacement mechanisms. It also takes into account contact angle hysteresis in the computation of threshold capillary pressures. To find the pressure difference across an interface we use the Young-Laplace equation:
where r 1 and r 2 are the principal radii of curvature, and P i and P j are pressures of the phases on either side of the interface. There are two types of interface under such conditions: (I) Main terminal meniscus (MTM) ͓37͔, which is the invading meniscus at the pore-throat junction separating wetting and nonwetting fluids. The shape of such meniscus in a cylindrical tube of uniform wetting is spherical meaning that the two radii of curvature are the same ͑r 1 = r 2 = r͒. The pressure difference across an MTM is then given by
(II) Arc meniscus (AM), which is the interface at a corner of a noncircular element ͑see Fig. 10͒ . It is assumed that the curvature of the interface is negligible parallel to an element meaning that the principal radii of curvature would be r 1 = r and r 2 = ϱ ͓34,37͔. The pressure difference across such an interface is given by
Pistonlike displacement refers to the displacement of one phase in the center of an element by another residing in the center of a neighboring element. In other words, once the threshold capillary pressure is reached, the MTM that has access to the entrance of the element moves into the capillary with a fixed curvature filling the center of the element with the invading phase. While the MTM displaces the defending phase from the center of the element, the residual of the displaced phase-in noncircular elements-may remain in the corners creating new AMs ͑see Fig. 10͒ . This happens only if
where ij is the angle that the new AMs make with the solid surface towards the apex of the corner, which is the contact angle in this case, and ␣ is the corner half angle. If the effect of gravity is ignored then the curvature of the AMs will be exactly the same as that of the invading MTM ͓37͔. Every displacement is either drainage or imbibition. Drainage in a capillary element is referred to an event where a wetting phase is displaced by a nonwetting phase, while an event in which a nonwetting phase is displaced by a wetting phase is called imbibition. Pistonlike displacement can take place in both cases.
The prevailing contact angles during pistonlike drainage and imbibition events are receding and advancing values, respectively. In the absence of contact angle hysteresis, the FIG. 11 . Three-dimensional visualization of the fracture topology using coarse aperture map C ͑see Table II͒. One should note that the network was visualized assuming, for illustrative purposes, that the reference plane is located at the center resulting in a symmetric three-dimensional image.
threshold capillary pressure of pistonlike imbibition is the same as that of drainage, otherwise during imbibition, when the relevant capillary pressure is reduced, each interface starts hinging from the receding contact angle towards the advancing value. Interface in each corner stays pinned as long as the hinging value is smaller than the advancing contact angle. The wetting phase will enter the element when the advancing contact angle is reached. The threshold capillary pressures are found using the Mayer-Stowe-Princen ͑MS-P͒ method described in Sec. IV B.
To accommodate drainage and imbibition displacement processes, we assign two contact angles to each pore and throat: ow r receding contact angle for oil displacing water ͑drainage͒ and ow a advancing contact angle for water displacing oil ͑imbibition͒.
B. Threshold capillary pressures
The threshold capillary pressures for pistonlike displacements are calculated using the Mayer-Stowe-Princen ͑MS-P͒ method ͓38-41͔. The MS-P method is based on equating the pressure difference across the AMs, given by Eq. ͑5͒ for elements with straight walls, left at the corners of the capillary tube by the pistonlike displacement, to that of the MTM which is found from an energy balance for MTM invasion.
Consider a capillary element with rectangular cross section filled with a defending phase in the center and an invading phase having access at one end, forming an MTM. An increase in the pressure of the invading phase to the threshold value, when the pressure of the defending phase is fixed, results in the MTM entering the capillary with a fixed curvature and changing fluid configurations ͑old to new͒ at the corners. Assuming that the system is closed, at equilibrium, the MTM spherical, the solid a rigid phase ͑dV s =0͒, and the solid walls straight, for a small movement, dx, of an MTM in the capillary where two fluids, oil ͑o͒ and water ͑w͒, may be present, the Helmholtz free energy balance can be written as ͓42͔
where P is the pressure, V is the volume, ij is the interfacial tension, and A ij is the fluid-fluid or fluid-solid contact area. Also
where superscripts nc and oc stand for new and old fluid configurations, respectively, A i,t is the total area occupied by phase i in the cross section, and L ij,t is the total length of contact between phases i and j in the cross section. A system with constant temperature and constant total volume is at equilibrium when the Helmholtz free energy F is minimum ͓43͔ or
The total area of the cross section, ͑A t ͒ k , and perimeter, ͑L t ͒ k , of capillary k with rectangular cross section are given by
For drainage pistonlike displacement ͓A o,t ͔ oc =0, ͓L os,t ͔ oc = 0 and ͓L ow,t ͔ oc = 0 as we inject oil into elements fully saturated with water. And for imbibition pistonlike displacement ͓A o,t ͔ nc =0, ͓L os,t ͔ nc = 0 and ͓L ow,t ͔ nc = 0 since water invasion into a water-wet angular capillary tube with oil in the center and water in the corners leads to a fully saturated fluid configuration. Therefore, from Eqs. ͑1͒, ͑5͒, and ͑7͒-͑12͒ the threshold capillary pressure for drainage is derived as
where L ow,t =4L ow,c , L os,t = L t −8b, and b, and A w,c are the length of contact line between oil and water, meniscus-apex distance of the interface, and the area occupied by water at a corner, respectively. These are calculated using Eqs. ͑A1͒-͑A3͒ with k = ow r and r ow = r ow
͑see Appendix A͒, where superscript d stands for drainage. For an imbibition pistonlike displacement one may use Eq. ͑13͒ with ow r replaced by ow a to calculate the threshold capillary pressure. Also L ow,c and A w,c are computed using Eqs. ͑A1͒ and ͑A3͒, respectively, with k = ow h and r ow = r ow im = ow / P cow im , where superscript im stands for imbibition. ow h is used only when it is less than ow a ; otherwise, ow a is used. To calculate b we use Eq. ͑A2͒ with k = ow r and r ow = r ow d for ow h Յ ow a and with k = ow a and r ow = r ow im for ow h Ͼ ow a . ow h is found using Eq. ͑A4͒ ͑see Appendix A͒. During imbibition, displacement of oil from the center of each element may also be carried out by a cooperative pore filling mechanism where threshold capillary pressure depends on aperture of the element and the number of neighboring elements that do not hold the invading phase in the center. For an element with coordination number m, m −1 cooperative pore filling events are possible, called I n , where n is the number of neighboring element that are not involved in the displacement, 1 Յ n Յ m −1 ͓29,44͔. When n = 1, the displacement is a pistonlike event and the threshold capillary pressure is given by Eq. ͑13͒. But for I 3 and I 2 displacement events, we use ͓10,29͔ 
Snapoff corresponds to an event where oil in the center of an element is displaced by water residing in corners. When oil-water capillary pressure decreases, the invading phase starts swelling and consequently contributing AMs may hinge and eventually move-when the hinging contact angle reaches the advancing value-towards the center to meet the other moving AMs. When AMs meet, the center of the element is filled spontaneously by the displacing phase. Snapoff is not favored over a pistonlike or cooperative pore filling event when there is a neighboring element with the invading phase in the center that is able to carry out the displacement. The threshold capillary is calculated using
We assume snapoff takes place when meniscus-apex distance of oil-water interface in a corner of element k becomes equal to a k /2.
V. SATURATION, CONDUCTANCE, AND PRESSURE FIELD CALCULATIONS
Saturation and relative permeability in a capillary dominated process are only computed when invading phase pressure reaches a new maximum-this means that the system is at equilibrium and it is not possible to carry out any displacements with the current phase pressures. The capillary pressure is found from the pressure difference between continuous phases. If V p k is the volume of phase p in element k then the saturation of phase p in the system is given by
where n e is the total number of elements. Volume of a phase in an element is the total volume of that element multiplied by the fraction of the cross-sectional area occupied by that phase. When saturation is computed, relative permeability and capillary pressure can also be found. This is not done after every saturation computation to save computer time. To compute absolute and relative permeability, conductance of each continuous phase location in each element is computed first. Normally exact analytic results are not possible, and semiempirical expressions derived from solutions of the Stoke's equation for flow in pores of different geometries, and for different fluid configurations, are used ͓45-51͔. Then the average conductance for each continuous phase in the network is computed, by explicitly calculating the flow through the network assuming conservation of volume. From this absolute and relative permeability can be found ͓48,50,52,53͔.
In order to minimize the influence of end effects on the calculated macroscopic properties, we calculate saturation within two surfaces perpendicular to the main flow direction bounding the central 90% of the network. However, pressures are solved over the entire network for each pore and throat. Then, the average pressure of the fluid whose permeability is being calculated is found at the two surfaces located, for instance, at 0.05L and 0.95L from the inlet, where L is the total length of the fracture. The absolute permeability of the network is calculated using Darcy's law:
where K is the absolute permeability, is the viscosity of fluid , L is the distance between the aforementioned surfaces, and ⌬P is the corresponding pressure drop. A is the cross-sectional area perpendicular to the main direction of flow and Q total is the total flow rate of fluid . The network is assumed to be completely saturated with only one phase, , initially and conductivity of each fully saturated element is calculated from ͓48,54,55͔
where r h is the hydraulic radius that is given by ͓10͔
where A t is the total cross-sectional area of the element. When a network has elements with noncircular cross section, a single element might accommodate more than one fluid in it. A fluid might be residing in corners or the center. For the fluid in the center, Eqs. ͑19͒ and ͑20͒ are still used to find the conductance with A t being the cross-sectional area occupied by that fluid ͑oil in this case͒, while conductivity to the fluid residing in the corners is found from Eqs. ͑B1͒-͑B6͒ ͑see Appendix B͒. The conductance to phase through an assembly of two neighboring elements ͑pore and throat͒ connected to each other is considered to be the harmonic mean of the conductance to the phase through each element ͓53͔
where L ij is the distance between the centers of two connected elements ͑R l or R w ͒, g ij is the conductance of the assembly to phase , L i and L j are the half length of the elements i and j ͑R l /2 or R w /2͒, and g i and g j are conductance of the elements i and j to phase , respectively. The flow rate of phase between two connected elements, q ij , is then given by ͓53͔ 
where P i and P j are the pressures of fluid in elements i and j, respectively. Conserving volume for phase in each element gives
where m i is the number of elements containing continuous phase . If Eq. ͑21͒ is written for all such assemblies and then inserted into Eq. ͑23͒, a system of linear equations is formed for the pore and throat pressures that is solved using the conjugate gradient method ͓48͔. Having the pressures allows us to compute the total flow rate of phase , Q total , which in turn is used in Eq. ͑18͒ to calculate the absolute permeability of the network, K. Table III presents the absolute permeability of the networks that were constructed using four coarse fracture aperture maps ͑see Table II͒ . Relative permeabilities are computed only when the system contains more than one phase and only for phases that have at least one network-spanning cluster ͑a cluster that is continuous from inlet to outlet͒. First conductance in all the elements that contain continuous phase is computed. Then by utilizing the procedure used for the calculation of absolute permeability, phase pressures in all the pores and throats that belong to the network-spanning cluster͑s͒ are found. The relative permeabilities during capillary dominated drainage and imbibition simulations are calculated from
where sp stands for single phase. For quasidynamic simulations of imbibition, we utilize a method that is similar to the one used by Hughes and Blunt ͓10͔. Displacements are ranked based on their P rank that is calculated from
where ͑P rank ͒ i is the ranking pressure for a displacement of oil by water in element i, ͑⌬P w ͒ i is the water pressure drop between the inlet and element i, ͑P cow th ͒ i is the threshold oilwater capillary pressure for invasion of water into oil in element i, ⌬ is the difference between densities of oil and water, g is the gravitational constant, ͑⌬l͒ i is the distance from the inlet to the center of element i, and is the angle that the central plane, along the length, of the fracture makes with the horizontal.
To simulate quasidynamic imbibition, first we assume an arbitrary pressure drop across the network and solve for pressure field, which in turn allows us to compute water flow rate. This is done assuming that water flow rate is constant throughout the network. Then, water pressure drop is adjusted accordingly to allow a water flow rate that is similar to the experimentally measured value. The resultant pressure field is used in Eq. ͑25͒ to rank the displacements. The pressure field is updated after every 20 displacements. More frequent pressure field updates did not affect the results, presented in part II of this work ͑see Ref. ͓30͔͒, significantly.
Relative permeabilities for quasidynamic simulations of imbibition are computed using a pseudo method used by Hughes and Blunt ͓10͔ k r = P inlet sp − P outlet sp P inlet − P outlet , ͑26͒
where P inlet sp and P outlet sp are inlet and outlet pressures in a single-phase system, while P inlet and P outlet are inlet and outlet pressures of phase in a multiphase system.
A. Model assumptions
In this work, it is assumed that the fluids are Newtonian, incompressible, and immiscible. It is also assumed that primary and secondary drainage processes are capillary dominated ignoring rate and gravity effects. To model imbibition we take into account capillary, rate, and gravity effects ignoring pressure drop in the nonwetting phase ͑oil͒. In the execution of the experiments, oil and water phases were thoroughly mixed and presaturated with each other to prevent further mass transfer during core floods. Accordingly, the model neglects mutual solubility of the fluid phases when modeling displacement mechanisms. Temperature is also fixed to prevent changes in solubility of fluids in each other. These two assumptions ensure that interfacial tension stays the same during different processes. In our computations of phase conductance we consider no-flow boundary for all oilwater interfaces as proposed by Zhou et al. ͓47͔. In reality layers closer to the inlet are thicker than those that are closer to the outlet. The conductance associated with the thin layers ͑close to the outlet͒ can be small enough to prevent us from finding a solution for the pressure field ͓10͔. Therefore, similar to the procedure used by Hughes and Blunt ͓10͔ we assign a fixed conductance to the wetting layers when quasidynamic imbibition is simulated. Fluid conductance through the layers is adjusted using parameter , which is defined as = average conductivity of fully saturated elements wetting layer conductivity .
͑27͒
Also flow rate is assumed to be constant throughout the network.
VI. CONCLUDING REMARKS
We propose a pore-scale network model to study twophase displacements in a rough-walled fracture. In this study, x-ray imaging techniques proved useful to extract an exact replica of the fracture's inner structure and void volume for the construction of a network model. We were able to characterize the void space and wetting properties of a single fracture with sufficient details to build a robust model to predict fracture transport properties and fluid distributions. We also propose a different method to estimate advancing and receding contact angles using x-ray microtomography images, and a controlled interface growth model to match oil-water interface curvatures from drainage and imbibition experiments. We present a methodology for modeling twophase flow in fractures with complex internal geometry, which can be used as a platform for studying immiscible transport phenomena in fractured formations. Results of the implementation of the proposed pore-scale network model are presented in part II of this work; see Ref. ͓30͔. 
