The minimum rank problem for a (simple) graph G is to determine the smallest possible 2 rank over all real symmetric matrices whose ijth entry (for i = j) is nonzero whenever {i, j} 3 is an edge in G and is zero otherwise. This paper surveys the many developments on the 4 (standard) minimum rank problem and its variants since the survey paper [36]. In particular, 5 positive semidefinite minimum rank, zero forcing parameters, and minimum rank problems for 6 patterns are discussed. 
Then the minimum rank of a graph G of order n is defined to be 41 mr(G) = min{rank B : B ∈ S n (R) and G(B) = G}.
Formally, the average minimum rank of graphs of order n is the sum over all labeled graphs of 114 order n of the minimum ranks of the graphs, divided by the number of (labeled) graphs of order .
117
The average minimum rank is equal to the expected value of the minimum rank of G(n, 2. |mr(G(n, 1/2)) − amr(n)| < √ n ln ln n with probability approaching 1 as n → ∞.
122
The results in [42] are somewhat more general. Asymptotic bounds are obtained for E[mr(G(n, p))],
123
the expected value of the minimum rank of G(n, p), where p is the probability that an edge is 124 present, and for the expected value of the Colin de Verdière type parameter ξ.
125
3 Positive semidefinite minimum rank
126
Associating mathematical objects to the vertices of a graph has long been a useful tool in graph 127 theory. This technique also has roots in certain minimum rank problems.
128
A standard example is assigning vectors to the vertices of a graph in such a way that orthogo-129 nality corresponds to non-adjacency. That is, for any pair of vertices u, v in G, the vectors x u and 130
x v assigned to u and v are orthogonal if and only if {u, v} ∈ E.
131
For example, if G is the graph from Figure 1 , then assigning the standard basis vector e 1 from 132 R 2 to vertex 1, e 2 ∈ R 2 to vertices 3 and 4, and e 1 + e 2 to vertex 2, is a labeling of the vertices an orthogonal vector representation with vectors from R d .
159
As noted above, it is also of interest to investigate the smallest d such that the graph G admits
160
an orthogonal vector representation with vectors lying in C d instead of restricting to the real case.
161
The smallest such d will be denoted by mr
and it is not difficult to observe that
where H + (G) is the subset of positive semidefinite matrices among all complex Hermitian matrices
164
A such that G(A) = G. This term has been well-studied just like its real counterpart and in the 165 papers [22, 39, 62] we note that mr C + (G) is denoted by the symbol msr(G). It is very important to 166 observe that changing fields from R to C does result in a different parameter as noted in [7] .
167
In many ways, it does appear that the parameters mr + (G) and mr connections to graph theory.
171
For example, it is known that the minimum semidefinite rank of any tree is precisely the order 172 of the tree less one, which is as large as the minimum semidefinite rank can be in general (see, for 173 example, [48] or [22] ).
174
In the context of certain graph operations, the minimum semidefinite rank behaves rather 175 nicely. For example, in the case when G has a cut vertex the minimum semidefinite rank of G can 176 be computed by summing the minimum semidefinite ranks of smaller graphs (see [22] for a proof 177 over the complex numbers, although a similar argument will work over the reals, see also [48] ). We 178 note here that the formula below can easily be used with a simple induction argument to verify 179 that the minimum semidefinite rank of trees is precisely the order of the tree less one. 
183
An analogous cut-vertex reduction formula for minimum rank for a graph was obtained earlier by various authors and is presented in [36] . However that formula is more convoluted and depends 185 on the notion of the rank-spread of a vertex. Recall that the rank-spread of G at vertex v is defined 186 to be r v (G) = mr(G) − mr(G − v). In the positive semidefinite case it is not difficult to observe 187 that the rank spread of a vertex v is bounded between
where deg(v) is the degree of the vertex v. The fact that the rank spread in the positive semidefinite 190 case can be larger than 2 seems to simplify calculations in the case of cut vertex reduction.
191
In the case of the join of two graphs a similar simplification occurs. Recall that the join G ∨ G 
197
where K 1 is the complete graph on a single vertex.
198
Observe that if G and H do not contain any isolated vertices, then we have
200
For standard minimum rank it is well-known that the equations above need not hold in general, number of G (that is, the fewest number of cliques needed to cover the edges of G). Furthermore,
207
if G is known to be chordal (no induced cycles of length four or more), then mr + (G) = cc(G).
208
(See [22] for a proof over the complex numbers. This equation over the reals then follows easily.)
209
However, mr(G) < cc(G) for any chordal graph for which it is known that mr(G) < mr + (G), such 210 as a tree that is not a path.
211
In addition, many other interesting facts are known about the minimum semidefinite rank,
212
including:
similar argument applies over R),
215
• If G is triangle free, then mr
216
• If G is outerplanar, then M + (G) is equal to the tree cover number of G (see [12] ). to hold between the minimum degree and maximum nullity (see [23] ). Since that time the validity 220 of this inequality is still unresolved. However, there is significant positive evidence to suggest that 221 the inequality is indeed valid. The delta conjecture, as it has become known, states that any graph
222
G with minimum degree δ(G) satisfies, 0 as an eigenvalue among matrices A ∈ S n (R) that satisfy:
239
• A is positive semidefinite.
240
• A satisfies the Strong Arnold Hypothesis. conjecture about the minimum rank of G and its complement,
241

In [47] is was observed that results in [57] in fact implied that ν(G) ≥ κ(G). In [8] it is conjectured
242 that ν(G) ≥ δ(G).247 mr(G) + mr(G) ≤ |G| + 2,(2)
248
where G is the complement of G.
249
For instance, if G = C 5 , the cycle on 5 vertices, then mr(C 5 ) = 3 and mr(C 5 ) = mr(C 5 ) = 3.
250
Hence, mr(G) + mr(G) = 3 + 3 < 5 + 2. For paths on n vertices, it can be shown that equality 251 holds in (2) whenever n ≥ 4 (see [2] ).
252
As with the delta conjecture, there is overwhelming evidence in favor of GCC, however it 
260
A further strengthening has also been conjectured in terms of the Colin de Verdière parameter
263
In the recent work [9] there is a number of positive results pertaining to the GCC and it variants,
264
including the case of the join of two graphs and restrictions to k-trees.
265
4 Zero forcing parameters
266
One approach to studying the minimum rank or maximum nullity of a graph is to investigate the 267 possible structure of the null space in order to provide bounds on the nullity itself.
268
For example, if the null space of a given n × n matrix A has dimension at least 2 (or > 1), then i ∈ S implies x = 0, then null A ≤ |S|.
274
Consider the path on n vertices as a preliminary example. Suppose A ∈ S(P n ), and that the 275 vertices of P n are labeled in increasing order. Suppose that x is a null vector for A and that x 1 = 0.
276
Then the equation Ax = 0 in the first coordinate becomes
where i ∼ j means vertex i is adjacent to vertex j. The above equations imply that x 2 = 0 as 279 a 12 = 0. Replacing i = 1 with i = 2 and continuing in the same manner we deduce that x 3 = 0.
280
In other words, if A ∈ S(P n ), then the dimension of null A is at most 1. Hence we may conclude In other words a zero forcing set of vertices corresponds to an initial collection of indices with 304 the property that if the coordinates of these indices are assigned with zeros in a null vector, then 305 the associated null vector must be the zero vector.
306
A subset of the vertices is called a minimum zero forcing set for G if it is a zero forcing set for
307
G and there is no other zero forcing sets that consist of fewer vertices. For example, a pendant 308 vertex of a path is a minimum zero forcing set of a path, and the set of five black vertices in the
309
Petersen graph above form a minimum zero forcing set for the Petersen graph. Finally, the size of 310 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 000 000 000 000 000 000 000 The idea of zero forcing on a graph was introduced independently by physicists to study control 
347
As indicated above, the positive semidefinite zero forcing number of a graph G, denoted by Z + (G),
348
is the minimum of |X| over all CCR-Z + zero forcing sets X ⊆ V G .
349
Forcing with the positive semidefinite color change rule can be viewed as decomposing the 350 graph into a union of certain induced subgraphs and then using CCR-Z on each of these induced 351 subgraphs. For example, it is evident that Z + (T ) = 1 for any tree T , because any one vertex is a 352 positive semidefinite zero forcing set for T . In addition, it is also easy to verify that Z + (G) ≤ Z(G) 353 for any graph G.
354
The graph G in Figure 3 satisfies Z + (G) = 3 < 4 = Z(G) [7] ; the vertices colored black form a 355 minimum positive semidefinite zero forcing set. an upper bound on the positive semidefinite maximum nullity.
358
Theorem 4.2.
[7] For any graph G, Z + (G) ≥ M + (G).
359
We also note that the concept of positive semidefinite zero forcing is related to the notion of 360 ordered sets that appear in [39, 52, 62]. In fact, it is known (see [7] ) that for any graph G = (V, E)
361
and any ordered set S, V \ S is a positive semidefinite forcing set for G, and for any positive 362 semidefinite forcing set X for G, there is an order that makes V \ X an ordered set for G. Thus 
Other zero forcing parameters
369
In an attempt to obtain improved bounds on M, graphs that allow loops have been considered [8] .
370
A loop graph is a graph that allows loops, i.e., G = (V G , E G ) where V G is the set of vertices of G 371 and the set of edges E G is a set of two-element multisets. Vertex u is a neighbor of vertex v in G 372 if {u, v} ∈ E G ; note that u is a neighbor of itself if and only if the loop {u, u} is an edge. The 373 underlying simple graph of a loop graph G is the graph G obtained from G by deleting all loops.
374
The set of symmetric matrices described by a loop graph G is 375 S( G) = {A = [a ij ] ∈ S n (R) : a ij = 0 if and only if {i, j} ∈ E G }.
376
Note that a loop graph G constrains the zero-nonzero pattern of the main diagonal entries of 377 matrices described by G. There is a distinction between a graph, i.e., a simple graph, and a loop 378 graph that has no loops-the latter forces the matrices to have zero diagonal, whereas the former 379 does not (see also Section 5.2). The color change rule for loop graphs is:
380
CCR-Z( G) If exactly one neighbor w of u is white, then change the color of w to black.
381
The zero forcing number of a loop graph G, denoted by Z( G), is the zero forcing parameter for CCR-Z ℓ If u is black and exactly one neighbor w of u is white, then change the color of w to black.
392
If w is white, w has a neighbor, and every neighbor of w is black, then change the color of w 393 to black.
394
Theorem 4.4.
[8] For any graph G, for nonzero patterns has been studied over fields other than the real numbers, but for simplicity 409 we limit the discussion here to matrices over the real numbers. The definitions of minimum rank and maximum nullity are also extended to an m × n nonzero In [11] it is shown that the minimum rank problem for a nonzero pattern can be converted to a
424
(larger) minimum rank problem of standard type, i.e., symmetric matrices described by a simple 425 undirected graph.
426
A t-triangle of an m × n nonzero pattern Y is a t × t subpattern that is permutation similar to a 
433
For a square nonzero pattern Y , the (row) edit distance to nonsingularity, ED(Y ), of Y is the 434 minimum number of rows that must be changed to obtain a pattern that requires nonsingularity
435
[11]. The edit distance to nonsingularity is related to the triangle number.
436
Theorem 5.1.
[11] For an n × n nonzero pattern Y , tri(Y ) + ED(Y ) = n. 
Graphs of various types
438
Graphs continue to be a powerful tool in the study of minimum rank of nonzero patterns, but the a loop graph was denoted by G), and the definitions given in that section for the set of matrices 448 described by the graph, minimum rank, maximum nullity, zero forcing number, etc. coincide with 449 those given here, although the notation is slightly different.
450
Each type of graph describes a set of matrices, the qualitative class of G of order n, denoted 451 by Q(G).
452
• For a simple graph G, Q(G) = {A ∈ R n×n : A T = A and for i = j, a ij = 0 ⇔ {i, j} ∈ E(G)}.
453
• For a simple digraph G, Q(G) = {A ∈ R n×n : for i = j, a ij = 0 ⇔ (i, j) ∈ E(G)}.
454
• For a loop graph G, Q(G) = {A ∈ R n×n : A T = A and a ij = 0 ⇔ {i, j} ∈ E(G)}.
455
• For a loop digraph G,
For a graph G of any type,
458
Clearly mr(G) + M(G) = |G|.
459
The definition of zero forcing number has been be extended from simple graphs to loop graphs,
460
loop digraphs, and simple digraphs [11, 43] . In this section, we denote a graph by G even if it is a 461 loop graph (or digraph), and the zero forcing number of G is denoted Z(G). As noted in Section where M is the spectral norm of M .
509
An n × n Hadamard matrix H realizes sign-rank(H) ≥ . For a square sign pattern X, the (row) edit distance to nonsingularity, ED(X),
516
of X is the minimum number of rows that must be changed to obtain an SNS pattern [44] .
517
Theorem 5.5.
[44] For any n × n sign pattern X, SNS(X) + ED(X) = n.
518
Sign patterns for which the minimum rank differs from the maximum rank by a fixed amount
519
(such as 1) are discussed in [6] .
520
Trees were the first family of simple graphs for which the minimum rank problem was studied, and 522 the minimum rank problem has been solved for square nonzero patterns and square sign patterns 523 for which the graph (simple or loop, undirected or directed) of the nonzero positions is a tree.
524
Minimum rank/maximum nullity can be computed by computing other parameters that are equal 525 for trees. Since solving the minimum rank problem on connected components solves the problem,
526
"tree" can be replaced with "forest" throughout this discussion.
527
A simple tree is a connected acyclic simple graph. A pseudocycle is a digraph from which a 528 cycle of length at least three can be obtained by reversing the direction of zero or more arcs. A 529 ditree is a (simple or loop) digraph that does not contain any pseudocycles. A tree is a graph that 530 is one of the following: a simple tree; a loop graph that is a simple tree after all loops are removed; 531 a ditree. The loop digraph G(X) of an n × n sign pattern X is equal to G(B) for B ∈ R n×n such 532 that sgn(B) = X. A square sign pattern X is a tree sign pattern if G(X) is a ditree.
533
It is well-known that that P(T ) = M(T ) for a simple tree T . In [11, 43] 
548
The parameters Z(T ) and ED(T ) are equal to M(T ) when they have been defined.
549
Theorem 5.7. [2, 11, 43] For a tree of any type, M(T ) = Z(T ).
550
Theorem 5.8.
[11] For loop ditree, M(T ) = ED(T ) and mr(T ) = tri(T ).
551
Theorem 5.9.
[44] If T is a tree sign pattern, M(T ) = ED(T ) and mr(T ) = SNS(T ).
552
For simple trees, the equality M(T ) = P(T ) was established in [53] , and was extended to forbidden induced subgraphs in [17, 18] (with the set of forbidden subgraphs depending on the 565 characteristic of F and number of elements in F ). In [34] 
576
A universally optimal matrix is a (symmetric) integer matrix A such that every off-diagonal 577 entry of A is 0, 1, or −1 (note for such a matrix G(A) is independent of field), and for all fields 
591
We now examine the relationship between η(G) and the minimum rank parameters already 
