A field-theoretic formulation is used to describe the resistive properties of a randomly diluted network consisting of nonlinear conductances for which V~I r . The nonlinear resistance R(x,x') between sites x and x' is expressed in terms of an analytic continuation in an associated crossover field. The renormalization-group recursion relations are analyzed within this analytic continuation to order ε=6-d, where d is the spatial dimension. For r near unity a perturbative calculation to first order in (r-1) agrees with both the result obtained here for general r and with the approximate relation proposed by de Arcangelis et al. between the nonlinear conductivity and the noise characteristics of a linear network. For arbitrary r and d a generalization of this perturbative treatment gives (r+1)dφ(r)/dr=∂ψ(q,r)/∂q‖ q=1 , where φ(r) is the resistance crossover exponent and ψ(q,r) a generalized noise crossover exponent associated with ‖∂R/∂σ b ‖ q , both quantities referred to the nonlinear system, where σ b is the conductance of an individual bond. For r not near unity our results to first order in ε for φ(r) and ψ(q,r) satisfy the above relation but not that of de Arcangelis et al. For q=0, ψ(q,r)/ν p is the fractal dimension of the backbone, where ν p is the correlation length exponent for percolation. As is known, φ(0)/ν p is an exponent associated with the chemical length, for which our result agrees with that given by Cardy and Grassberger and by Janssen.
I. INTRODUCTION
Although much progress has been made in recent years in understanding the critical properties of random resistor networks, relatively little is known about nonlinear networks. Here we consider the model of a nonlinear network as proposed by Kenkel and Straley' for which each circuit element obeys a nonlinear generalization of Kirchoff's Law, which can be written in either of two equivalent ways as:
[ V(x) -V(x')]=I"" I I" (l.la) orb [ V(x) -V(x')]~V(x) -V(x')~=I ", (1 lb) where crb (rs) is the nonlinear conductance (resistance) of the bond b connecting sites x and x', r and s are the exponents describing the nonlinearity with s = r ', and I"" is the current in the bond flowing from site x to site x'. We will consider a version of this model in which each bond randomly is present (with conductance oo) with probability p and is absent (with zero conductance) with probability 1 -p. Such a model has also been studied recently by Blumenfeld In any configuration of occupied and unoccupied bonds we define the two-point resistance R (x, x') as follows. We solve the circuit equations g tr, " [ V(y) -V(y')]~V(y) -V(y')~' ' =I, ",(y) , when an external current I,", is put into the network at site x and taken out at site x': (1.6) Then R (x, x') is defined to be R (X, X') = [ V(x) -V(x')]/Io.
(1.7)
We may consider the average resistance between sites known to be in the same cluster. Denoting this quantity' by R we have For p near the percolation threshold at p, the critical exponent associated with X is defined via (1.3) for a given nonlinear exponent r. It can be shown, ' using the node-link picture, ' that 35 5056 1987 The American Physical Society (y, y') ( Stephen's procedure for the linear network' ' ' we consider the correlation function G(x, x';A, ): In this section we will study the analytic continuation needed to generate the two-point resistance. To obtain the correlation function required in Eq. (2.5 ) it suffices to obtain the propagator in the replicated field theory for the randomly diluted network. The recursion relation' ' for the inverse propagator r(A, ) has been used in several calculations' ' ' and 
where G (A, ) is the propagator which we take in the form G(A) '=1+r(0)+6r(A, ) .
(3.4) 5r(A, )= -wi g( -iA, ) '+' (3.5) For notational convenience we will set ro r(0 For r = 1+6 with 6 « 1, Eq.
(3.15) gives which we write as
where where s =(1 -5). To calculate R (y, y') we take the source terms to be I,",(x)=I(5""-5""). We consider the case 6«1 so that r =1+6. Note, however, that throughout this section the spatial dimension, d, is arbitrary. We have, correct to first order in 6:
A more general test of this type is discussed in Eq. (5.12), below. Also, we note that for r~0, the resistance between two points, x and x', becomes equal to the "chemical distance" or length of the shortest path, r,h, between the two points. Thus we write
For 6=0 we have the usual solution denoted V' ':
V(x)= g G(x, x')J' '(x') , (4.6) where G(x, x') is the Cyreen's where J' '(x) is the value of J(x) for V= V' '. In this way we obtain V(y) -V(y') =R' '(y, where 8' ' , the two-point resistance in the linear network, is R' '(y, y') 
Cohn's theorem' in this notation is
so that we have '( ') v(y, y') "'" The importance of the above analysis is that it shows that our procedure of analytic continuation of the recursion relations can be substantiated to first order in r -1.
V. GENERAL RELATION BETWEEN NONLINEARITY AND RESISTANCE EXPONENTS
In this section we obtain a general relation between the resistance crossover exponent ct)(r) and the generalized noise exponent, 1t(q, r) for a system with nonlinear exponent r. In the Appendix we show that our e-expansion results satisfy this relation.
We calculate the nonlinear resistance between sites I and x' for the nonlinearity exponent s of Eq. (1.5) assuming the value s +hs. To do this we write the circuit equations as I [v(x, x') ' ' For r~oo, we obtain P(r)~1, as expected. (3) We have calculated the above-mentioned crossover exponent P(q, r) associated with~BR (y, y')/Bo""~' i which partially characterizes the noise characteristics of the system, and the result is given in Eq. (A9) in the Appendix.
(4) We obtain a relation valid for arbitrary spatial dimension and r between P(r) and the crossover exponent P(q, r): (r + 1)BP(1,r)/dr = Bg(q, r)/Bq~(Al la) (A 10) aI (q, s, r) r+1 Br dI(q, s, r) r}I(q,s, r) r20s Qq For the nonlinear system the value of P(q, r) determines the scaling behavior of (BR/Bcrb)~as indicated in Eq.
(5.11b) and also various noise scaling exponents as discussed in the preceding paper. ' This result satisfies several checks. Firstly, from Eq.
(5.8) we see that P(l, r) should equal P(r) and our result in for q =rs = 1. (Allb) To facilitate the derivation of Eq. (All) we have artificially expressed I(q, s, r) as a function of both r and s. In view of the dependence of I(q, s, r) on the variable
