Abstract. Now the traditional composition score required a large number of manpower material resources. And the marking quality is greatly influenced by subjective factors. Combined with the present popular technology-Machine Learning and the Text Classification, studied the middle school essay grading system based on support vector machine (SVM). The software system use the crawler to climb a scale middle school students' composition as the training set and the test set from the website, then participle, segmentation sentences and extract the features, use the support vector machine algorithm train the grading model and build a classifier by features, then we use the classification model to predict the test sample or Judge an unknown level article. The experiment results show that this method has a bit feasibility and effectiveness.
Introduction
With the development of information technology, the combination of Internet information technology and traditional industries has related to human development more closely in many aspects, enabling people to handle things more conveniently, efficiently and quickly. Since the 1980s, along with breakthroughs in big data, cloud computing, distributed, and GPU technologies, the processing power of computers has been greatly improved, which has made machine learning break out of the bottleneck period and achieved explosive growth. And the text classification is an important field of machine learning applications. The commonly text classification machine learning method include Naive Bayesian, K nearest neighbors, logistic regression, decision tree algorithm, support vector machine (SVM), etc [2, 8] . The SVM algorithm has good learning ability and generalization ability, and has a good effect on the classification problem [3] .
The following article introduces the basic principles of SVM and builds a middle school student's essay grading system with this as the core. The system crawls a certain amount of middle school students' composition as training set and test set, extracts features of the data set, and uses the training set to train the SVM classification model. The model can be used to divide the composition into three grades: excellent, good and poor. Finally use the test set to tested and visualized the classification model and given the conclusion.
Support Vector Machine Model

Basic Principles of SVM
In the plane as shown in Figure. 1, The middle line can distinguish the square and circle samples into two categories on both sides of the line, It's indicates that There are a classification line wx-b=0 can separate samples correctly, so that we can set a linear function g (x) = wx -b, to construct a classifier. and we usually use the Margin to solve for the best classification line. The line is the classification line, and wx-b=1 and wx-b=-1 are straight lines that are parallel to the lineand deviate from the two types of samples closest to H. The distance between them is called the classification interval. The optimal classification line can maximize the classification interval. In the two-dimensional linear classification, the marks representing the classification are always represented by 1 and -1, and the vector in the training set satisfies wx+b≥1 or wx +b≤−1. Therefore, the classification interval is equal to 2/||w||,So we can transforms the maximum problem of classification interval into the problem of finding the minimum value of . If the minimum distance between sample points set to 1, then yi(wxi+b) ≥1 is established. Therefore, the search for the optimal classification surface under the constraints of the above two conditions is converted into a quadratic programming problem. The decision function can be expressed as f(x)=sgn( +b) +b). After obtaining the training model by the training sample, the sample to be classified can be judged its category by calculating the value of f(x).
SVM Multiple Classification
SVM is proposed for binary classification problems, But the practical application of classification problems tend to be more classification. There are two main ways to apply SVM to multiple classification, the first method is the basic of two kinds of support vector machine classifier to expand multiple class classification support vector machine classifier, another method is to more class classification problem for the gradual reduction of two class classification problem, It means the multiple class classifier is composed of multiple two kinds of classification of support vector. The latter can be divided into one-to-many and one-to-one methods.
In experiment we use One-to-many method, that is, We see all the samples as a whole dichotomy problem, and crawl composition divided into three categories-excellent, good, bad according to the crawled label "cp_rating rating4", Put the sample into one category when we training, so that we can construct three SVM classifier, put the composition unknown level into the class that have the maximum classification function.
Composition Scoring System Data Acquisition and Preprocessing
The system uses urllib2 library to collect data. This experiment selected 900 junior high school compositions in the Lele Composition Network (http://www.leleketang.com/) as training set and 900 as test set, Among them, the best, the good, the bad composition each 300. The crawl content included the topic of the composition, the content of the composition, the name of the author, the writing time, the scoring result, and the evaluation of the teacher. And use MySQL database for data storage. The link between the background and the database uses python's third-party library pymysql, so that the background can be easily added, deleted, modified, searched and other operations on the database. After crawled the data, preprocessed the data and extract the feature. 
SVM Model Training
The SVM classification framework adopted in the experiment is sk-learn. By representing the characteristics of each article as a list, the list of the articles is matched with their corresponding rating values using the fit function to train the model, and use the model to predicts the test set or an article. The model training process is shown in Figure 2 . 
User Display
System adopt C/S architecture, use pyqt5 for front-end interface display, the user can log in and register, after login successful, interface including two kinds of function, one is composition view, another is composition grade, composition view enables users to view training set essay in the database, and the extracted features and grading results. Essay scoring module can be let the user input by itself or direct import a composition, use rating has trained model, or according to the features of display as auxiliary score of reference.
Analysis of Experimental Results
The evaluation indicators used in this paper are accuracy rate P, recall rate R, and F value, which are also three experimental evaluation indexes often used in natural language processing. The accuracy rate is the ratio of the number of essays belonging to the i category volume in the forecast composition grade and the prediction grade to the i class volume, and the real classification is also the I class volume, in which i = excellent, good, and bad. The formula is shown in formula (1):
The recall rate (Recall Rate, also call as recall rate) is the ratio of the number of essays belonging to category i in the predicted composition grade to the true rating in the test set, where i = excellent, good, bad. The formula for calculating recall rate is shown in formula (2):
The F value is calculated by the recall rate R and the accuracy rate P. It is an evaluation index for synthesizing the two indicators and is used to comprehensively reflect the overall indicators. The formula is shown in formula (3):
For the multi-classification problem, a commonly used visualization method is the confusion matrix. Each column of the confusion matrix represents the prediction category. The total number of each column represents the number of data predicted to be the category, and each row represents the true attribution category of the data. The total number of data for one row represents the number of data instances of this category, and the results of the classification that using the SVM shown in Table  2 . The result show that when some characteristics, such as the number of words, the number of paragraphs are more obvious, these characteristics will be easier to distinguish a category. The articles with excellent grades and articles with good grades have poor classification results, which may be due to the fact that the measurement of the quality of a middle school student's composition needs more features, such as whether the semantics are smooth, the topic is out of question, and the structure of sentences is complete. This feature extraction involves syntax analysis, semantic analysis and other aspects. On the other hand, the scoring system can be used as an aid to the scoring of the examination, that is, the first round of machine scoring, and then artificial scoring. The score of the machine can be used to quantify idioms, poems, and other characteristics of the composition as criteria for scores. The manual scoring only needs to check whether the article is out of the question and whether the handwriting is neat, which greatly increases the objectivity of the score and reduces the workload of the examiners.
Summary
This paper focuses on the problems of the low efficiency and poor result of traditional essay grading. Combined with the support vector machine, Designed a system for middle school students' essay grading. The results show that the support vector machine model has a certain degree of practicality in the field of automatic essay grading. The automatic essay grading is a problem of text categorization in essence. The selection of essay features is the most important factor in the grading progress. The experiment selects eight features for classification. Obviously, obtain better categorization results need to select more features, and if we select too many features, we will use the principal component analysis (PCA) or other methods to reduce dimensions, removing unnecessary features. On the other hand, the middle school student essay we selected for training set may not be conform to the grading criteria, so that the trained model will reduce the accuracy of grading. In addition, the essay score is also related to sentiment analysis, and abstract extraction.
