This paper presents a new conservative level set method for numerical simulation of evolving interfaces. A PDE-constrained optimization problem is formulated and solved in an iterative fashion. The proposed optimal control procedure constrains the level set function to satisfy a conservation law for the corresponding Heaviside function. The target value of the state variable is defined as the solution to the standard level set transport equation. The gradient of the control variable corrects the convective flux in the nonlinear state equation so as to enforce mass conservation while minimizing deviations from the target state. A relaxation term is added when it comes to the design of an iterative solver for the nonlinear system. The potential of the optimization-based approach is illustrated by two numerical examples.
Introduction
Many problems in science in engineering are characterized by the presence of evolving interfaces that divide the domain of interest into two or more timedependent subdomains. One of the most popular approaches to numerical solution of such free boundary problems is the level set method which traces its origins to the work of Dervieux and Thomasset [5, 6] and Osher and Sethian [16] . The crux of the level set formulation is an implicit representation of the interface as zero level set of an auxiliary function whose evolution is governed by a scalar transport equation [15, 21, 22] . The reasons for the popularity of this interface capturing technique include simplicity of interface reconstruction and straightforward definition of normals and curvatures. However, the level set method is generally nonconservative and may fail to preserve the total mass/volume in applications to immiscible incompressible fluids [10, 11, 23] .
The ongoing quest for a conservative level set algorithm has produced a large number of publications in which various improvements to the original formulation are proposed. As shown by Smolianski [23] , global mass conservation can readily be enforced by adding a constant to the convected level set function. Obviously, there is a danger that the mass lost in one place might reappear in another place. If one fluid consists of multiple disconnected components, global mass correction does not guarantee that the mass/volume of each component is conserved. In the method developed by Lesage et al. [11] , the correction to the level set function is proportional to the residual of a dual level set equation. If the local conservation principle holds in the neighborhood of a mesh vertex, then the corresponding nodal value of the level set function remains unchanged. However, some nonphysical mass exchange between the remaining nodes may still occur since the weights are defined using a global constant.
Another popular approach to improving mass conservation properties of level set methods involves solving a continuity equation for the volume fraction of one phase. Hybrid algorithms based on this idea include the coupled level set and volume-of-fluid (CLSVOF) method of Sussman and Puckett [24, 25] , the mass-conserving level set (MCLS) formulation of Pijl et al. [18] , and the variational mass correction technique of Kees et al. [10] . The conservative level set method of Olsson and Kreiss [13, 14] operates directly with a regularized characteristic function and can be classified as a diffuse interface method.
In this paper, we use PDE-constrained optimization tools (cf. [1, 4, 7, 8, 19] ) to enforce mass conservation. In contrast to other methods, we treat the regularized Heaviside function not as an independent variable but as a derived quantity that must satisfy a conservation law written in terms of the level set function (state variable) and an adjustable flux potential (control variable). The objective function is defined so as to minimize the difference between the conservative and nonconservative approximations. After presenting the basic level set algorithm and formulating the PDE-constrained optimization problem, we describe the iterative solution strategy and relevant implementation details. The paper concludes with a preliminary numerical study of mass conservation properties for solid body rotation of a circle and a slotted disc.
Level set algorithm
Consider a free interface Γ evolving inside a bounded domain Ω. The outer boundary of Ω is denoted by ∂Ω. In level set methods [15, 21, 22] , the shape of Γ is implicitly defined by a scalar indicator function φ(x, t) such that
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In applications to two-phase fluid dynamics, the convective transport of φ by a given velocity field v is described by the hyperbolic equation
It is common practice to initialize φ by the signed distance function (SDF)
Since the SDF property is generally lost as time evolves, the solution to (2) is commonly reinitialized to become a SDF after a certain number of time steps. This task can be accomplished using geometric redistancing [2, 23] or PDE-based reinitialization techniques [3, 9, 26] . Regardless of what approach is adopted, it is essential to guarantee that the employed postprocessing technique does not displace the interface. In our recent publication [3] , we present a new minimization-based interface-preserving reinitialization procedure. This methodology builds on ideas introduced by Li et al. [12] in the context of distance regularized level set evolution (DRLSE) for image segmentation.
Conservation laws
If the interface separates two incompressible fluids, the piecewise-constant density ρ is defined in terms of the level set function φ as follows:
where
The total mass contained in
The differential form of the integral conservation law d dt Ω ρ dx = 0 reads ∂ρ ∂t + ∇ · (ρv) = 0 in Ω
3 or, equivalently,
If the level set function φ is approximated by a numerical solution to (2), the corresponding density ρ and Heaviside function H may fail to satisfy the continuity equations (7) and (8), respectively. Hence, the standard level set formulation is generally nonconservative. As an alarming consequence, the volume of incompressible fluids may change in an unpredictable manner.
The design of level set algorithms with improved conservation properties has been actively pursued by several groups in recent years [11, 18, 23, 26] . The proposed improvements range from simple postprocessing to sophisticated hybridizations of (2) and (8) . These recent developments have significantly advanced the state of the art but still leave some room for improvement.
Optimal control approach
In this section, we introduce the new optimization-based approach to enforcing mass conservation in level set algorithms. Let H(φ) := H • φ denote the Heaviside function defined by (5) and suppose that φ satisfies
where u is a suitably chosen flux potential andφ is a given approximate solution to the nonconservative level set equation (2) . Integrating over Ω and invoking the divergence theorem, one can show that the integral conservation law holds under the homogeneous Neumann boundary condition n · ∇u = 0, on ∂Ω,
where n denotes the outward unit normal to the fixed outer boundary ∂Ω.
The objective of optimization-based mass correction is to find a solution (φ, u) to the nonlinear transport equation (9) such that φ is as close toφ as possible. Let us measure the quality of this solution using the following cost functional:
where · Ω is the L 2 norm and β > 0 is the Tikhonov regularization parameter.
Of course, other definitions of the cost functional are possible. For example, the signed distance function property can be maintained using [3] 
where α > 0 is another regularization parameter. For details, we refer to [3] .
In general, the PDE-constrained optimization problem is formulated thus:
Minimize the cost functional w.r.t. the state variable φ and control variable u subject to the PDE constraint (9) and natural boundary condition (10) .
Simultaneous minimization of J(φ, u,φ) w.r.t. φ and u is known as the all-atonce strategy [8, 19] . Alternatively, one may formally eliminate the auxiliary variable u = u(φ) using the state equation and solve an unconstrained minimization problem for φ. This strategy is called the black-box [8] or reduced space [1, 20] approach. In what follows, we present an all-at-once method.
Discrete control problem
Following the discretize-then-optimize approach, we begin with the time discretization of the optimal control problem. Let 0 = t 0 < t 1 < . . . < t M = T be the sequence of discrete time levels. For simplicity, the time step ∆t = t n+1 −t n is assumed to be constant. Optimization-based mass correction is performed after each time step. Using a two-level θ-scheme to discretize (2) and (9) in time, we end up with the following predictor-corrector algorithm:
• Compute the auxiliary solutionφ n+1 by solving the level set equatioñ
• Find the solution (φ n+1 , u n+1 ) of the minimization problem for (11) s.t.
Note that the adjustable flux component is evaluated at the time level t n+1 and the time step ∆t is absorbed into the definition of the control variable.
The discretization in space is performed using the finite element method. In this paper, we discretize all variables using bilinear finite elements. Let ϕ j denote the global basis function associated with the mesh vertex x j . The numerical approximations to φ and u are defined as follows:
Plugging these approximations into the cost functional (11), we obtain [17, 19] 
where φ, u,φ denote the vectors of nodal values and M = {m ij } is the consistent mass matrix. The entries of this sparse matrix are given by
Substitution of approximations (15) into the variational form of the semidiscrete state equation (14) leads to a nonlinear algebraic system of the form
The stiffness matrix S = {s ij } and the components of f, g are defined by
In a numerical implementation, the Heaviside function H is commonly replaced by a smooth approximation H ǫ . In the present paper, we consider
and choose the regularization parameter ǫ > 0 to be smaller than the mesh size h to avoid mass conservation errors. Clearly, this definition requires that special numerical quadrature rules be employed when it comes to computation of element contributions to (20) and (21) . In the numerical study to be presented, we split each rectangular element into m × m subelements and apply the midpoint rule on each subelement. A more efficient approach to subgridscale numerical integration is the use of adaptive quadrature rules [27] .
It is easy to verify that the solution to (18) satisfies a discrete conservation law. Invoking definitions (19)- (21) and the identity j ϕ j ≡ 1, we obtain
Importantly, the mass is conserved for any choice of the control variable u.
Optimality conditions
The Lagrangian associated with the discrete optimization problem is given by
where r(φ, u,φ) is the residual of (18) and p is the vector of Lagrange multipliers. The first-order optimality conditions are obtained by differentiating L(φ, u, p) w.r.t. φ, u, and p. The resulting system of equations reads
The entries of the nonlinear operator K(φ) = ∂g i (φ) ∂φ j are calculated using the derivative of the regularized Heaviside function defined by (22) . That is,
where H ′ ǫ (φ h ) is a regularized delta function associated with the interface Γ
Since system (25)- (27) is nonlinear, an iterative solution strategy must be adopted. In this paper, we use a simple fixed-point iteration method. Given the current values of all variables, we assemble the residual
and update the approximate solution of the nonlinear system as follows:
The relaxation parameter τ > 0 that appears at the bottom left corner of the above all-at-once preconditioner can be interpreted as a pseudo-time step. In essence, the unwieldy nonlinear state equation (27) is replaced by
Each fixed-point iteration (31) involves solving a linear system of the form
In the current implementation, we use a brute force direct method. Efficient iterative solvers for saddle-point problems of the form (33) can be designed using approximate factorizations or Schur complement preconditioners [19] .
Numerical examples
In this section, we perform a preliminary evaluation of the proposed methodology by solving two solid body rotation problems. In both cases, the domain Ω is a unit square, and the incompressible velocity field is given by v(x, y) = (0.5 − y, x − 0.5), (x, y) ∈ Ω.
This formula describes a counterclockwise rotation about the point (0.5, 0.5).
After each full revolution, the exact solution φ to the level set transport equation (2) coincides with the initial distance function φ 0 . Hence, the challenge of this test is to preserve the shape of the interface Γ, as defined by φ 0 .
All computations are performed on a uniform mesh of 50×50 bilinear elements using the Crank-Nicolson (θ = 0.5) or backward Euler (θ = 1.0) time-stepping with the time step ∆t = 10 −2 . As long as the numerical solutionφ h remains sufficiently smooth, an implicit Galerkin approximation to (13) can be used without any stabilization. No reinitialization is performed in the current version of the code. The employed parameter settings are given by
The objective of the below numerical study is to assess the mass conservation properties of the PDE-constrained optimization method and to compare the results with those produced by the nonconservative level set algorithm.
Rotating circle
In the first solid body rotation test, the initial solution is a circle of radius 0.1 centered at the point (0.5, 0.75). The circular subdomain Ω 1 (0) and the corresponding level set function are depicted in Fig. 1 . The numerical results after one full rotation (t = 2π) are presented in Fig. 2 . It can be seen that the numerical diffusion associated with the first-order accurate backward Euler time discretization (θ = 1.0) gives rise to considerable distortions of the interface. The use of the second-order accurate Crank-Nicolson time-stepping (θ = 0.5) leads to a marked improvement in the final shape of the interface.
The evolution of total mass m 1 (t) for the four schemes under consideration is illustrated by the diagrams in Fig. 3 . The mass of the exact solution is given by m 1 = 0.01π. The backward Euler version of the nonconservative level set algorithm gives rise to a rapid loss of mass. By the final time t = 2π, the mass conservation error becomes as large as 23%. The Crank-Nicolson version exhibits better mass conservation properties, whereas the constrained level set formulation preserves the initial mass perfectly for θ = 1.0 and θ = 0.5 alike. 
Zalesak's disc
In the second numerical experiment, the initial solution is given by Zalesak's slotted disc [28] . The configuration depicted in Fig. 4 is often used to assess the mass conservation properties of level set methods [10, 11, 18] . The numerical results presented in Figs 5 and 6 confirm that PDE-constrained optimization makes it possible to achieve perfect mass conservation. In accordance with our definition of the cost functional (11), the solutions produced by the constrained and unconstrained level set algorithms look alike but the latter approach may give rise to both positive and negative conservation errors (see Fig. 6 ). As in the first example, the quality of numerical solutions depends on the choice of the time-stepping scheme. A further gain of accuracy could be achieved using interface-preserving reinitialization [3] or a cost functional of the form (12) . 
Conclusions
In this paper, we explored the possibility of using PDE-constrained optimization as a tool for enforcing mass conservation in level set algorithms. The proposed approach is fundamentally different from existing mass correction techniques and conservative level set methods. In addition to perfect mass conservation, it offers the possibility of incorporating additional design criteria into the definition of the cost functional. In particular, the distance function property may be maintained by embedding minimization-based redistancing [3] into the optimal control formulation proposed in this paper. Another aspect that merits further research is the design of efficient iterative solvers and preconditioners for the nonlinear system of optimality conditions. Last but not least, the development of reduced space methods for the nonlinear optimal control problem appears to be a promising direction for future work.
