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Abstract
Many collective phenomena in Nature emerge from the -partial- synchronisation of the units
comprising a system. In the case of the brain, this self-organised process allows groups of
neurons to fire in highly intricate partially synchronised patterns and eventually lead to high
level cognitive outputs and control over the human body. However, when the synchronisa-
tion patterns are altered and hypersynchronisation occurs, undesirable effects can occur.
This is particularly striking and well documented in the case of epileptic seizures and tremors
in neurodegenerative diseases such as Parkinson’s disease. In this paper, we propose an
innovative, minimally invasive, control method that can effectively desynchronise misfiring
brain regions and thus mitigate and even eliminate the symptoms of the diseases. The con-
trol strategy, grounded in the Hamiltonian control theory, is applied to ensembles of neurons
modelled via the Kuramoto or the Stuart-Landau models and allows for heterogeneous cou-
pling among the interacting unities. The theory has been complemented with dedicated
numerical simulations performed using the small-world Newman-Watts network and the
random Erdős-Re´nyi network. Finally the method has been compared with the gold-stan-
dard Proportional-Differential Feedback control technique. Our method is shown to achieve
equivalent levels of desynchronisation using lesser control strength and/or fewer controllers,
being thus minimally invasive.
Author summary
Synchronisation plays an important role in most of the neuronal activities and in particu-
lar in the control of the motor system. However, due to biochemical dysfunction in the
brain activity, an abnormal and excessive synchronisation may occur being responsible
for severe symptoms of several neurological diseases. For the case of Parkinson’s disease,
for instance, an insufficient dopamine production in the basal ganglia causes rigidity or
continuous tremors. In the case of epilepsy instead, imbalance between excitation and
inhibition causes strong unpredictable seizures. Several neurostimulation techniques have
been developed with the aim to control and relieve the symptoms as alternatives to oral
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medication. In this line of research, we propose a new method which has the property of
being as little invasive as possible, in the number of electrodes needed and the strength of
the current applied, while still controlling the symptoms. It is based on the consideration
that neuronal patches resemble a set of phase-coupled oscillators which dynamics can be
described by the celebrated Kuramoto model. The control technique we employ is
inspired by a Hamiltonian formulation of the Kuramoto model. To verify the effectiveness
of our method, we test it in a more realistic model of coupled neuronal patches described
by the Stuart-Landau equations. Numerical simulations validate our approach.
Introduction
Synchronisation is one of the key mechanisms responsible for self-organisation and emergence
in living organisms [1–3]. Regular and periodic activity emerging from the collective behav-
iour of a set of interacting agents, has been noted to be crucial for the operation of many pro-
cesses in living organisms [4, 5]. A prime example are the firing patterns of neuronal
populations that form the basis of brain activity [6, 7] and their coordination among distrib-
uted mesoscopic neuronal populations [8] that ultimately controls our behaviour with an
impressive and somehow mysterious accuracy [9]. It is therefore not surprising that defects or
hypersynchronisation in neural firing patterns can lead to a host of neurological and psychiat-
ric pathologies such as schizophrenia, Alzheimer’s disease, Parkinson’s disease and epilepsy
[10–12].
One of the most conspicuous manifestation of neural hypersynchronisation are perturba-
tion in the motor control systems. For example, a lack of dopamine in the basal ganglia is
responsible for the uncontrolled and continuous tremors, rigidity and abnormal gait found in
Parkinson’s disease (PD) [13]. Epilepsy is an even more striking example where strong and
violent seizures occur unpredictably [14] and can be caused by an imbalance in neuronal exci-
tation and inhibition [15]. While the exact causes of these diseases have yet to be elucidated
[16], they share a common mechanism: a dysfunction of neuronal firing patterns. Being able
to control and restore normal synchronisation patterns could alleviate or even eliminate the
symptoms [17]. Long term drug treatments are the reality for most patients suffering from PD
or epilepsy, with only partially satisfying results [13, 18–20] and the potential associated long
term and side effects. An alternative to chemical treatments is neurostimulation, which
induces a modulation of the neuronal activity in order to desynchronise the phase dynamics
of neurons [21–24]. Our methods is to be applied in the framework of standard neurostimula-
tion techniques [25–27] e.g. Deep Brain Stimulation (DBS) and is designed to render it as
little invasive as possible, both by reducing the number of implanted electrodes and by using
weaker applied currents. Although our methods may find clinical application in a number of
diseases [28], we will focus on the control of focal epileptic seizure as an example. Our work is
computational in spirit and aims at validating a control strategy using simple but effective
computational models already in use in computational neuroscience. The usefullness of such
approaches to investigate epilepsy to complement and guide experiments has recently been
reviewed [29–31].
In this paper, we will focus on the theoretical description of a novel, minimally invasive,
brain neurostimulation method. It is minimally invasive in the sense that with a similar num-
ber of electrodes as existing set ups, e.g. the Proportional-Differential feedback method [24]
the strength signal needed to control the hypersynchronisation is set at the minimum enough
level to desynchronise the neuronal patches (see Discussion at page 10 and Supplementary
Neurostimulation and abnormal synchronization
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Material (SM)). This work lays the foundations of an applicable desynchronisation technique
specifically aimed to control focal seizures, hypersynchronisation events in localised portion of
the brain. We will first use the paradigmatic Kuramoto model [32, 33] (KM) to describe syn-
chronisation in networks of small patches neurons that can be targeted by microelectrodes,
and then extend our results to the more general Stuart-Landau model (SLM).
Neurons are commonly modelled using leak and fire model (LIF), and it has been shown
that coherent synchronous behaviour can be obtained from very small patches of neurons
[34]. The signal emerging from small neuronal patches can then be considered as phases of
non-linearly coupled Kuramoto oscillators and their behaviour is indistinguishable from the
more detailed LIF models. Networks of Kuramoto oscillators are particularly adapted to
describe synchronisation pattern in neuronal patches: neuronal patches are connected with
axonal tracts, forming a network of cells and they can synchronise easily their activation; i.e.,
neurons are able to synchronise even when operating in a weakly coupled regime. Indeed the
parameter responsible for the interaction among neurons can, without any loss of generality,
be considered small.
The method presented here simplifies the theoretical control term introduced in [35] to
make it operational and show the potential for implementation. With this method, we can
reduce the system wide phase synchronisation, or phase-locking, of nonlinearly coupled Kura-
moto oscillators. The core mechanism brings the coupling between neurons patches below a
certain critical value where partial synchronisation remains, but the system does not hypersyn-
chronise. The magnitude of the control term, even when activated, is much smaller than the
interaction among the patches and so minimally affects their activity. Once the coupling
among the neurons is strong enough and the system is hypersynchronised, the control term
naturally kicks in and induces a desynchronisation of the neuronal dynamics with the conse-
quent suppression of the hypersynchronised behaviour. Keeping the control parameter at its
lowest possible value both in the phase-unlocked and in phase-locked regime is important to
avoid any side effects such as hallucinations or hypersexuality, commonly observed in other
neurostimulation methods due to the stimuli being too strong [36]. For this reason, the pro-
posed procedure for controlling the onset of the symptoms, as in the case of epilepsy, is opti-
mised to get the right balance between managing the seizures and being as little invasive as
possible.
The basis of the control framework proposed in this work [35] is grounded in the well
established Hamiltonian control theory [37–40], which relies on the Hamiltonian formulation
of the synchronisation process proposed in [41]. However, this theoretical control procedure
[41] assumes a complete knowledge of the observables of the system: the network topology,
phase variable and, more importantly, all the interacting nodes must be directly controlled.
This is clearly not directly applicable to the brain where in the best case we can only measure
the local dynamics and control only with a very limited number of patches of neurons com-
pared with the whole number of neurons involved. To tackle this problem, we hereby adapt
the theoretical control in order to limit the number of necessary microelectrodes to achieve
the desired level of control and at the same time reduce the amount of information required
on the signal measured from the electrodes. In the following section, we will introduce the
mathematical formalism which describes the synchronisation phenomenon and give a short
presentation of the Hamiltonian control theory, we invite the interested reader to consult [35]
for a detailed discussion. Then, we illustrate our method with neuronal desynchronisation in
the framework of the Kuramoto model. Let us observe that the method developed in [35] has
been proposed in the framework of unweighted networks, where all the oscillators interact
with the same strength, given by the Kuramoto parameter K. However, our method can be
straightforwardly extended to the wider class of weighted networks (see SM). We finish by
Neurostimulation and abnormal synchronization
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extending our results to the more complex and realistic Stuart-Landau model, which has been
used to reproduce brain activity in different settings describing various diseases [42]. Control-
ling abnormal synchronisation patterns in this model makes a strong point for the applicability
of our method in real situations. We then conclude by summing up our results.
Methods
Neuronal patches modelled as nonlinear oscillators
Abnormal synchronisation of the neural activity is responsible for the symptoms of many neu-
rological diseases. Despite the very different nature of various systems exhibiting synchronisa-
tion, the main features are quite universal and can thus be described using the paradigmatic
Kuramoto model [32, 33, 43–45] of nonlinearly coupled oscillators. Interestingly, as we show
now, the KM is the limit of the more general Stuart-Landau model [24, 46]. This model is well
adapted to describe the normal form of a supercritical Andropov-Hopf bifurcation, which
describes the switch from a stationary state to a periodic one—limit cycle—(and vice versa)
according to a single bifurcation parameter:
_zk ¼ ð1þ iok   jzkj
2
Þzk þ Zk; where Zk ¼
K
N
XN
j¼1
Akjzj : ð1Þ
Here the complex variable zk ¼ rkeik encodes the information about the amplitude ρk and the
phase ϕk of the coupled oscillators and i ¼
ffiffiffiffiffiffiffi
  1
p
is the imaginary unity. The others terms are:
the natural frequencies of the oscillators ωk, and are drawn from a symmetric, unimodal distri-
bution g(ω), the coupling strength K and the symmetric adjacency matrix Akj encoding the
connections among the N oscillator (Akj = Ajk = 1 if oscillators k and j are coupled and zero
otherwise). Considering the real part of Eq (1) and assuming the amplitudes to be almost
equal, i.e. ρk ρj for all k and j (this statement is true in a weakly coupled regime as the case of
neuronal patches ensemble), we obtain that the angles ϕk evolve according to the Kuramoto
model
_k ¼ ok þ
K
N
XN
j¼1
Akj sinðj   kÞ : ð2Þ
We remind the reader that the original Kuramoto model corresponds to an all-to-all cou-
pling [32], Akj = Ajk = 1, for all k 6¼ j, Akk = 0. The model can be rewritten using the order
parameter [33]
ReiC ¼
1
N
XN
j¼1
eij ; ð3Þ
a macroscopic quantity that measures the strength of the synchronisation; if R 0, the oscilla-
tors are almost independent each other while if R 1 they are close to be phase-locked. Substi-
tuting the above definition in the original model we get the mean-field equation
_k ¼ ok þ KRsinðC   kÞ : ð4Þ
Thus the oscillators are no longer directly coupled to each other, but to the mean field oscil-
lator with phase C.
Neurostimulation and abnormal synchronization
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Hamiltonian control and the synchronisation problem
The KM is a dissipative system, however an N dimensional Hamiltonian system H(ϕ, I) writ-
ten in angles variables ϕ = (ϕ1, . . . ϕN) and actions variables I = (I1, . . ., IN), has been proposed
recently [41] and embeds as particular orbits the ones of the KM
Hðϕ; IÞ ¼
X
i
oiIi  
K
N
X
i;j
Aij
ffiffiffiffiffiffi
IiIj
q
ðIj   IiÞ sinðj   iÞ
 H0ðIÞ þ Vðϕ; IÞ ;
where H0 and V are defined by the rightmost equality. The previous model represents a class
of systems able to describe the Lipkin-Meshkov-Glick (LMG) model in the thermodynamic
limit [47] and of the Bose-Einstein condensate in a tilted optical lattice [48]. The temporal evo-
lution of the angle-action variables is obtained from the Hamilton equations:
_I i ¼  
@H
@i
¼   2
K
N
XN
j¼1
Aij
ffiffiffiffiffiffi
IiIj
q
Ij   Ii
 
cosðj   iÞ ð5Þ
_ i ¼
@H
@Ii
¼ oi þ
K
N
XN
j¼1
Aij 2
ffiffiffiffiffiffi
IiIj
q
sin ðj   iÞ  
ffiffiffiffiffiffiffiffi
Ij=Ii
q
Ij   Ii
 
sinðj   iÞ
h i
ð6Þ
for i = 1, . . ., N. More precisely, one can define the invariant Kuramoto torus
T :¼ fðI; ϕÞ 2 RN
þ
 TN : Ii ¼ 1=2 8ig and prove, to have a more detailed description of
the model and of its properties. that the restriction of time evolution of the angles variables
(ϕ1, . . . ϕN) to this torus coincides with Eq (2). We refer the interested reader to [35, 41] for
further details.
In [41], the authors have analytically proved and confirmed numerically that when the Kur-
amoto oscillators enter in a synchronised state, the dynamics of the actions close to the Kura-
moto torus become unstable and exhibit a chaotic behaviour. Based on this result, our aim is
to reduce the synchronisation in the KM (2) by controlling the Hamiltonian system H(ϕ, I) by
adding a small control term able to increase the stability of the invariant torus T . Based on the
previous remark this implies a reduction of the chaotic behaviour close to said torus, and thus
impedes the phase-locking of the coupled oscillators. Let us rewrite the Hamiltonian in the
form H = H0 + V, where H0 is the integrable part, i.e. the uncoupled harmonic oscillators, and
V the non-linear term, namely the KRsin(C − ϕk) function in the KM, that can be considered
as a perturbation of H0 because of the small magnitude of the parameter K. The main idea of
Vittot and coworkers [37, 39] is to add to H a small control term f  OðK2Þ, whose explicit
form depends on V, in order to reduce the impact of the perturbation V, i.e. to increase the sta-
bility of the invariant torus. The size of f implies that the controlling procedure is much less
invasive than other techniques generally used in control theory and is also able to give a rapid
response to possible abnormal dynamics and more importantly, without any need for further
measurement of the state of the system. Assuming a technical condition on the natural fre-
quencies, namely ω = (ω1, . . ., ωN) to be not resonant, i.e. for all k 2 Znf0g then k  ω 6¼ 0, one
can straightforwardly compute the required control term f(ϕ, I). Let us observe that the theory
by Vittot can also handle more general cases where such additional assumption is relaxed.
The embedding of the KM in the Hamiltonian system is based on the existence of the
invariant torus T , which is no longer invariant for the controlled Hamiltonian H0 + V + f.
Nevertheless, it is possible to provide an effective control by truncating the latter to its first
term, such that the resulting controlled Hamiltonian system preserves the Kuramoto torus.
Neurostimulation and abnormal synchronization
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One can thus transpose this information into the KM and achieve a control strategy:
_k ¼ ok þ KRsinðC   kÞ þ hkð1; . . . ; NÞ ; ð7Þ
where hk(ϕ1, . . ., ϕN) is the contribution of the control f to the angles dynamics and is explicitly
given by:
hkð1; . . . ; NÞ ¼  
K2
4N2

X
j
Akj cos ðj   kÞ
X
l
Akl
ol   ok
cosðl   kÞ þ
þ
X
j
Akj
oj   ok
sinðj   kÞ
X
l
Aklsinðl   kÞ þ
 
X
l
Akl cosðk   lÞ
X
j
Ajl
oj   ol
cosðj   lÞ þ
Akl
ok   ol
sinðk   lÞ
X
j
Ajlsinðj   lÞ
 !
; ð8Þ
where, with a slight abuse of notation, we used the same letter to denote the new controlled
angular variable. The truncation to the first order of the control term f is justified by the Ham-
iltonian perturbation theory. Moreover the smaller the perturbation parameter K, being
f  OðK2Þ, the better the approximation. The details of the derivation of formula (8) can be
found in [35].
To simplify the previous equation, let us introduce a second modified local order parameter
that depends on the node index:
~Rke
iCk ¼
1
N
XN
j¼1
eij
oj   ok
: ð9Þ
Under the hypothesis of an all-to-all coupling and a straightforward computation, the con-
trol term can be rewritten as:
hkð1; . . . ; NÞ ¼  
K2
4
R~RkcosðC   CkÞ   Bk
 
; ð10Þ
where Bk is defined by
Bk ¼
1
N
X
l
cosðk   lÞcosðCl   lÞ~Rl þ
X
l
sinðk   lÞ
ok   ol
sinðC   lÞR :
Results
Effective desynchronisation of the phases of coupled neurons
Before we enter into the technical details of the proposed method, let us first comment on the
analytic result obtained above and discuss its advantage with particular attention to the control
of the onset of abnormal synchronisation. As already anticipated earlier in this paper, our prin-
cipal aim is to develop a novel method to lower the synchronisation level of the neuronal
patches situated in regions responsible for causing symptomatic behaviour. However, current
neurostimulation techniques achieving this goal are often strongly invasive in terms of its
strength. Our aim is to optimise the control strategy by letting the control to act only when
necessary and with minimal magnitude. This means that, although the control is always pres-
ent, it should dynamically “switch on”, i.e. achieve a strength comparable to the one of the
Neurostimulation and abnormal synchronization
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signal, when the seizures start and again dynamically “switch off”, i.e. become negligible with
respect to the signal) during the normal neuronal regime. This is exactly what the proposed
control term (8) does; the two main contributions to the control are the prefactor K2 and the
denominators containing the differences of natural frequencies ωj − ωk, which are of the order
of the width of the frequency distribution g(ω). Because the critical value of the coupling
strength Kc (< 1), the value for which the system exhibits a synchronised state, is of the order
 g(ω) [33], the control term becomes of order K in the critical regime, exactly when it is nec-
essary to reduce the synchronisation. On the other hand, during the normal regime the control
size is much smaller than the critical one, K2 Kc, and in consequence the method can be
considered to be minimally invasive.
Let us now come back to the theoretical control term (10) and prove that one can realise it
as an operational control strategy. The first observation is that the latter requires the control of
all neuronal patches, and this is impossible to be achieved in a realistic situation. The second
observation is that the control demands the exact knowledge of the connectivity of all the
interacting cells. From a practical point of view we a priori know that in order to control the
synchronisation we must interfere with the neuronal dynamics, by sending an electrical signal
through a microelectrode inserted into a suitable zone of the brain. For this reason the main
dilemma inherent with all neurostimulation methods is how to be as little invasive as possible
but at the same time as efficient as possible? To give a possible solution to this issue we will
simplify the formula (10) to fit our goal of having an operational control. We will show that we
can obtain a desynchronisation effect using a limited number of controlling microelectrodes,
as good as the one involving the control of all the patches. We will work under the hypothesis
that the interaction network allows easy global interactions while having a strong local connec-
tivity, i.e. a small-world type of architecture [49]. This assumption is justified by experimental
observations [50] which describe mesoscopic brain networks as small-world. Although the
control method proposed here operates at a much smaller scale than the ones considered in
[50], there are compelling evidence [51] and models [52] that a form of self-similarity of brain
circuitry and function is present, and thus what is observed at a macroscale can be inferred to
be similar at a smaller scale. For this reason we believe that the theory previously developed
under the assumption of all-to-all coupling, can be applied to a more general network topol-
ogy, without substantially modifying the resulting dynamics. In this respect, the microelec-
trodes are supposed to be positioned, for instance as best as possible in the epileptic foci and
each of them to directly control a zone which includes a certain number of neurons, optimis-
ing the efficiency of the control.
The first observation is that the second term in Eq (10), Bk, is often much smaller than the
first one; mathematically this can be understood because this term involves averages of prod-
ucts of oscillatory functions that can thus compensate each other. The second observation is
that one can hardly compute the local phase Ck using a limited number of microelectrodes
sampling few neurons, we then decide to replace the latter with the neuron phase ϕk. The last
point concerns the term ~Rk whose computation requires the knowledge of the phases and the
natural frequencies of all the neurons. In a real implementation of the control strategy this
requirement is too stringent to be achieved, we thus decided to replace it with a term, R^k, com-
puted using information obtained only from the neuronal patches where the microelectrodes
are implanted in
8k ¼ 1; . . . ;M R^ke
iC^k ¼
1
M
XM
j¼1
eij
oj   ok
: ð11Þ
Neurostimulation and abnormal synchronization
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In the previous formula, we assumed the ordering the neuronal patches j to be such that the
first M are the ones upon which the microelectrodes are implanted. We are aware of the
impact of these working assumptions, nevertheless the justification of these choices is obtained
a posteriori by observing that the effective control performs very well. In conclusion the pro-
posed local control strategy is given by:
8k ¼ 1; . . . ;M h^kð1; . . . ; MÞ ¼  
g
4
K2RR^kcosðC   kÞ ; ð12Þ
where we stressed again the dependence of such control term only onto the M neuronal
patches upon which the microelectrodes are set in. Let us observe that we added a free parame-
ter γ to take into account the direct action on a small number of nodes, M  N, and the
imperfectly known network structure. In particular γ can be set equal to the ratio of the aver-
age connectivity with the maximum possible number of links, which is a macroscopic parame-
ter that can be known with good precision in advance. In conclusion let us observe that the
local control term is built using a cosine function which is nothing but the coupling term in
the KM (2) delayed by a quarter of its period T. We thus recover the empirical rule proposed
by [22] consisting in the re-injection in the microelectrodes used in the DBS of the measured
signal delayed by one fourth of its period. The operational control of a given neuronal patches
is the following: compute the signal from a given neuron through a microelectrode, delay the
signal by T/4, multiply it by gKR^k=4, where R^k is computed using a limited number of signals
from neurons where the microelectrodes are inserted, and re-inject the new signal in the initial
neuron using the same microelectrode. In this way the latter will desynchronise and break
away from the whole system acting as a single giant oscillator.
We however observe that this is not enough to desynchronise the whole system, but only
the controlled nodes where the microelectrode is placed. Because we want to limit the number
of implanted electrodes, this strategy will not be able to sufficiently reduce the symptoms. To
achieve our goal, it is thus necessary to indirectly influence the behaviour of the other neurons.
This can be done be noticing that a microelectrode controlling a given node produces an elec-
tromagnetic field potential [53, 54]. To be more specific, let us denote with Sstimk the stimulation
signal generated on the position of the k-th neuron by the potential produced by the micro-
electrodes located in all the controlled neuronal patches, mathematically:
Sstimk ð1; . . . ; MÞ ¼ cs
XM
l¼1
e  2rkl h^lð1; . . . ; MÞ ; ð13Þ
where rkl and cs are respectively the distance of node k from the origin of the electromagnetic
field l, and the strength of the potential which in our case is taken to be cs = 1, finally M N is
the number of directly controlled nodes.
In conclusion the proposed control strategy will modify the activity of all the N neurons as
follows:
_k ¼ ok þ KRsinðC   kÞ þ S
stim
k ð1; . . . ; MÞ ; ð14Þ
let us observe that if the k–th neuronal patch has a microelectrode implanted into it, the right-
most term can be rewritten as csh^kð1; . . . ; MÞ þ cs
PM
l 6¼k e
  2rkl h^lð1; . . . ; MÞ, namely the
direct control term plus the electromagnetic field generated by the remaining M − 1 microelec-
trodes, while if the k–th neuronal patch doesn’t have any microelectrodes it will feel the result-
ing electromagnetic field. A schematic illustration of the proposed control method is given in
Fig 1.
Neurostimulation and abnormal synchronization
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In Fig 2, we report the results of a generic simulation for the Kuramoto model; an oscillator
is represented by a circle laying on the unit circle whose angular coordinate is given by the
oscillator phase. The green circle identifies the Kuramoto order parameter, its angular position
being given by C while the distance from the origin, the black segment (clearly visible on the
panel a)), represents R. Let us observe that the longer such segment is, i.e. the larger R, the
stronger the synchronisation of the oscillators is. This can be clearly appreciated on panel a)
where most of the circles are very close to the green one. On the other hand (see panel b)) one
can observe that in the case of non-synchronisation the oscillators are quite uniformly
Fig 1. A schematic description of the control strategy. An array of neuronal patches (white circles) is controlled using M = 2
microelectrodes (red-blue cones). The signals, KRsin(C − ϕi), i = 1, 2, acquired by each microelectrode are passed (red arrows) to the
controller that computes the control signals, Sstimi ð1; 2Þ, i = 1, 2, which are in turn (blue arrows) injected back to the neuronal
patches 1 and 2. This determines an electromagnetic field which possesses a spatial extension whose strength decays with the
distance from the injection point (large circles with shaded of blue). In this way nearby neuronal patches are also influenced but in a
weaker fashion. The mechanism is presented as a sequence of steps repeated cyclically (external grey circular arrows), however under
the assumption that the measurement and the computation of the control and the injection are very fast with respect to the natural
time scale of the underlying system, this process can be considered to be instantaneous and thus acting directly on the evolution of
the system without any delay (see Eq (14)).
https://doi.org/10.1371/journal.pcbi.1006296.g001
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distributed on the circle, resulting in R 0. The network chosen for coupling the 100 oscilla-
tors is a Newman-Watts small-world [55].
The Newman-Watts network is a well known and widely used generating model for com-
plex networks, and exhibits the small-world property for a determined set of parameters; it dif-
fers from the other widely used model of small-world network, i.e. the Watts-Strogatz [49],
mainly because the resulting network is always connected, and thus does not have isolated
nodes. This is extremely important in our case where the neuronal patches by definition form
a connected structure. The model contains a single parameter, p 2 [0, 1], which determines the
density of the network; indeed the network generation starts from a 1D regular lattice with
coordination number 2k, i.e. each node is connected to its first k neighbours counted clockwise
and k counterclockwise, then each couple of unconnected nodes is considered and with proba-
bility p a link is added. In the limit p! 1 many links can be potentially added and the network
can become very dense; in the opposite case the network is sparse and very similar to the 1D
regular lattice backbone.
In Fig 2 we can clearly observe that in the uncontrolled KM the oscillators tend to synchro-
nise for the chosen coupling parameter. They almost all have the same phase (see panel a)), as
K = 0.5 is larger than the critical parameter, here Kc 0.4. On the other hand, for the same
value of the coupling parameter, but applying the effective control using M = 20 oscillators and
γ/4 = 4.25, the behaviour is completely different, the oscillators are almost uniformly distrib-
uted on the unit circle (see panel b)), corresponding to a desynchronised system.
Let us emphasise that the results reported in Fig 2 are another a posteriori proof of the good-
ness of the control given by Eq (14). Indeed, despite the latter, as well as the theory presented
in [35], has been developed under the assumption of all-to-all coupling, it works perfectly on a
different underlying topology such as the Newman-Watts; in the SM we present a complete
analysis of the role of the parameter p in the desynchronisation problem. Moreover in the SM
we have improved the control strategy and extended it to handle weighted complex networks,
and so make a further step towards empirical topologies.
Fig 2. A snapshot of the Kuramoto dynamics at a generic time. N = 100 oscillators (circles) are drawn on the unitary
circle, their angular position is given by the oscillator phase. The dynamical behaviour presented in panel a)
corresponds to the uncontrolled phase-locked regime for a coupling parameter K = 0.5. In panel b) we report, for the
same coupling parameter, the controlled case obtained acting on M = 20 oscillators and γ/4 = 4.25, resulting in a
desynchronised behaviour. The underlying network is a Newman-Strogatz small-world network [55] with parameter
p = 0.85. The green circle represents the Kuramoto order parameter, its angular position is given by the angle C while
its distance from the origin is R.
https://doi.org/10.1371/journal.pcbi.1006296.g002
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The control strategy we proposed depends on two main parameters: the number of con-
trolled microelectrodes M and the strength of the injected signal γ. Intuitively large values are
associated to an efficient control for both parameters and thus to a reduction/suppression of
the abnormal synchronisation, but with the drawback of being invasive; many microelectrodes
have to be implanted and the strength of the signal could induce undesired collateral effects.
Let us observe that under the assumption of all-to-all coupling and homogeneous interaction
strengths among the oscillators, the results above are indistinguishable and thus the spatial lay-
out of the microelectrodes does not matter. The same result seems to hold in the case of more
complex coupling (see SM), for these reasons, we decided to position the microelectrodes uni-
formly at random among the oscillators.
To understand the impact of M and γ and possibly determine an optimal range of values we
performed a series of numerical simulations. In Fig 3 we report (left panel) the averaged (over
50 independent repetitions) Kuramoto order parameters, hRi, for the controlled system (12) as
a function of the parameters M and γ/4. One can observe that for large enough M ≳ 33, the
control is able to completely suppress the synchronisation, hRi  0, for all values of γ/4. For
intermediate values, 15 ≲ M ≲ 30, there exists a non trivial relation γr(M) (see right panel)
such that if γ/4 γr(M) then the control can achieve a partial desynchronisation, hRi  r (here
r 2 (0, 1) is a parameter defining the amount of partial desynchronisation present in the sys-
tem). Finally for too small values of M ≲ 10, the proposed strategy is not able to reduce the
synchronisation for any tested values of γ.
To support the claim that our method is minimally invasive, both in terms of the number of
microelectrodes needed and the strength of the signal applied, we compared it with the Pro-
portional-Differential Feedback technique (PDF) [24], whose capability to suppress hypersyn-
chronisation has been already proved. In short, the main idea of the PDF is to split the
population of N oscillators into two groups: a first group made by N1 elements whose signal is
measured in time; and a second group, containing the remaining N2 = N −N1 oscillators, that
will receive the feedback signal which is proportional to the mean-field signal of the N1 first
oscillators, with a proportionality parameter P> 0, and to the derivative of the same signal,
with a proportionality parameter D 0. We refer the interested reader to [24] and to the SM
for a more detailed presentation of the PDF.
Fig 3. The Kuramoto order parameter as a function of number of microelectrodes and the strength of the control. Left panel: for each
couple (M, γ/4) 2 [5, 50] × [2, 10] we numerically simulate the controlled system (12) involving N = 100 oscillators interconnected using an all-
to-all topology, with coupling parameter K = 0.5 and frequencies ωi drawn from a normal distribution N ð1; 0:1Þ. Each point is the average over
50 independent realisations (different initial conditions but same frequencies). Right panel: a different visualisation of hRi allowing to emphasise
the relation γr(M), r = 0.8 (dashed curve), r = 0.4 (dotted curve) and r = 0.1 (solid curve); let us stress that the latter curves have been draw with a
visual guide scope and have not been analytically determined.
https://doi.org/10.1371/journal.pcbi.1006296.g003
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The PDF, like our method, is thus essentially based on two parameters, the number of con-
trollers N2 and the strength of the feedback signal P + D, a comparison among the two meth-
ods is thus straightforward: N2 = M and P + D = γ/4. We have thus chosen as benchmark the
KM composed by N = 100 oscillators coupled with an unweighted all-to-all network. We have
numerically computed the asymptotic synchronisation state for several values of the parame-
ters, measured with the Kuramoto order parameter R ¼ j
P
j e
ij j=N, and averaged the over
several independent realisations. The results presented in Fig 4 (see also Fig. D in S1 Text)
should be compared with the ones of Fig 3 (the same colour code has been used to help the
comparison). At first glance both methods exhibit the same behaviour, for a small number of
controllers one needs a large control strength, P + D or γ/4, to remove/reduce the synchronisa-
tion, and below a certain values of N2 or M desynchronisation cannot be achieved. However
looking at the values of P + D versus γ/4 we realise that the former are 5 times larger. Indeed
P + D ranges from 10 to 50 while γ/4 in the interval [2, 10]. This means that for the same num-
ber of controllers our method requires a much weaker signal strength or that for a fixed con-
trol strength we can achieve a desynchronisation level with a smaller number of implanted
microelectrodes.
Fig 4. The role of N2, P andD on the desynchronisation for the PDF-control. The average Kuramoto order
parameter hR(t)h is reported as a function of number of controlled oscillators, N2, and the control strength, P, for
D = 10. For each couple (N2, P) 2 [5, 50] × [2, 40], we numerically simulate the PDF-controlled system on the KM
involving N = 100 oscillators coupled using an all-to-all scheme; each point being the average of 25 independent
realisations. The coupling parameter is K = 0.5 and the natural frequencies are drawn from a normal distribution
N ð1;sÞ, σ = 0.01 and the initial angles uniformly randomly drawn in [0, 2π].
https://doi.org/10.1371/journal.pcbi.1006296.g004
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To mimic the onset of an epileptic seizure in the brain and the action of the proposed con-
trol strategy, we realise the following numerical experiment: using N = 100 neurons connected
using a Newman-Watts small-network, firstly without control (reference case) and then con-
trolled using M = 20 microelectrodes and γ/4 = 4.25. In both cases, during a given period of
time, [0, 5000], we numerically solve the KM with a small control parameter fluctuating in
time to mimic the physiological fluctuations one can observe in neuron; more precisely every
Δt = 100 time units, we draw a value for K from a uniform distribution with support [0.05,
0.15], and thus with average 0.1, and we follow the model dynamics during Δt time units. Let
us observe that the coupling parameter is smaller than the critical one, Kc 0.4, and thus the
system, for both the reference case and the controlled one remains in a non-synchronised
state. This can be appreciated from Fig 5 where we plot the order parameter R as a function of
time for the uncontrolled (blue) and controlled (red) KM. Observe moreover that both systems
behave very similarly (the curves are very close), hence the control, even if present, is not
changing the dynamics when not needed.
Then we assume that the coupling parameter quickly increases and then fluctuates around
a large value, mimicking a seizure. Mathematically we assume that during the time interval
[5000, 7500] every Δt = 100 time units, we draw a value for K from a uniform distribution
whose average grows linearly in time from 0.1 at t = 5000 to reach 0.5 for t = 7500, while in the
interval [7500, 125000] the coupling parameter is drawn from a uniform distribution with sup-
port [0.55, 0.65], and thus with average 0.6. The results of the numerical simulations are strik-
ing, after a short transient time the uncontrolled system (blue curve) almost fully synchronises,
R is very close to 1, while the controlled one remains in the non-synchronised phase, with R
Fig 5. Onset of an epileptic seizure in the Kuramoto-like neuron population and the outcome of the controlled
system. We represent the order parameter R (blue curve for the KM model and red curve for the controlled version) as
a function of time for N = 100 coupled oscillators linked using a Newman-Watts small-world network [55] with
parameter p = 0.85 and M = 20 microelectrodes for the controlled case (γ/4 = 4.25). To smooth the results, each curve
is the average over 20 independent realisations. We assume K to be small in the interval [0, 5000] fluctuating around
the average value 0.1, during this period of time both systems behave similarly and do not exhibit synchronisation.
Then we assume the coupling parameter starts to increase, t 2 [5000, 7500], to eventually remain quite large, 0.5 on
average, for t 2 [7500, 125000]; we can observe that the KM falls in a synchronised state while the controlled one still
does not exhibit synchronisation. Once the coupling parameter decreases and fluctuates again around a small value,
0.1, both systems recover the same non-synchronised state.
https://doi.org/10.1371/journal.pcbi.1006296.g005
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very close to 0. Of course when the coupling parameter starts to decrease to eventually reach
again a small average value, the original reference system and the controlled one both exhibit
again a non-synchronised behaviour.
Effective desynchronisation of coupled neuronal patches
In the previous section we built an operational control scheme able to effectively reduce the
level of phase-locking in the phases of the neurons described by the Kuramoto model, even for
large values of the coupling parameter. As previously stated, the KM can be derived from the
more general Stuart-Landau model, it is then natural to try to extend the control strategy to act
directly on the Stuart-Landau system, self-consistently defined in terms of the control used for
the Kuramoto model.
Let us consider Eq (1) under the assumption of all-to-all connection with the additional
term Zctrlk ¼   i
K
4
~RkZ, where Z ¼ KN
PN
j¼1 zj, namely
_zk ¼ ð1þ iok   jzkj
2
Þzk þ Z þ Z
ctrl
k : ð15Þ
Assuming the amplitudes to be very close each other, one can easily prove that the phase of
the complex variable zk ¼ rkeik in Eq (15) evolves according to the controlled Kuramoto sys-
tem, see Eq (7).
As before, we performed simulations to mimic the onset of an epileptic seizure to prove the
effectiveness of the control strategy applied to the Stuart-Landau model. More precisely we
consider a system of N = 100 neurons described by the Stuart-Landau model (1) and its con-
trolled version (15) (M = 20 microelectrodes and γ/4 = 4.25) using again a Newman-Watts net-
work. Initially the coupling parameter fluctuates around a small value and then becomes
larger. In Fig 6 we represent the total (real part of the) signal, ∑k<zk = ∑k ρk cos ϕk, for the orig-
inal Stuart-Landau model (blue curve) and the controlled model (red curve). In the interval
[0, 90], K is small and neither system synchronises, as can be seen in the insets A (real part
of the signal for 10 generic neurons for the original Stuart-Landau model) and C (real part of
the signal for 10 generic neurons for the controlled Stuart-Landau model), the amplitude of
the total signal is thus quite small. On the other hand for larger times, [ 90,170] (roughly
corresponding to the shaded central rectangular part of the figure), K assumes larger values
than in the previous period and the Stuart-Landau system enters in a synchronised state (see
inset B where we plot the real part of the signal for the same 10 generic neuronal patches of
inset A) while the controlled system remains in a non-synchronised state (see inset D where
again we plot the real part of the signal for the same 10 generic neurons of inset C). This corre-
sponds to quite a large amplitude for the total signal because now the amplitudes of each single
signal add coherently together.
Discussion
In this paper, we presented a new method to control abnormal synchronisation of neuronal
activity based on the Hamiltonian control formalism applied to the paradigmatic Kuramoto
model. We focus on the phase dynamics which prepares the foundation for most of the basic
functioning of the brain regions. As it is well-known when the coupling strength K exceeds a
critical value, the phases of the electrical currents of the neurons of interest get locked and, due
to a resonance effect, the neural signal amplifies directly affecting the behaviour. However,
sometimes this behaviour is not the desirable and can be associated to neurological diseases, as
in the case of epileptic seizures. Often drugs are not sufficient to control, i.e. reduce, the
strength of the seizures and invasive brain stimulation becomes necessary. We therefore
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propose an efficient and minimally invasive control technique aimed to prevent the phase-
locking and thus applicable to all cases where over-synchronisation is responsible for unde-
sired negative effects.
Starting from a theoretical result [35], we further develop the control term and adapt it
towards potential realistic applications where an abnormal synchronisation state is present,
including complex (weighted) network topologies. The main idea is to effectively control the
interested neuronal patches and brain regions while reducing side effects as much as possible.
In terms of control strategy, this amounts to have as few microelectrodes implanted as possi-
ble, and which signal injection is directly regulated by the magnitude of the order parameter.
The control term then becomes active only when needed. The method is very promising and
the desynchronisation level achieved is very good compared with the standard represented by
the Proportional-Differential Feedback control.
Starting from control scheme developed for the KM we are able to define a control strategy
acting directly on the Stuart-Landau model widely used to describe the interaction of coupled
neuronal patches [42] and numerically show its effectiveness in suppressing the synchronised
state and thus the neuronal disease. The latter result is in our opinion a proof-of-concept that
the presented method could be applied to deal with real cases.
Fig 6. Onset of an epileptic seizure in the Stuart-Landau-like neurons population and the outcome of the controlled system. In the main
plot, we represent the (real part of the) total signal ∑k ρk cos ϕk (blue curve for the SL model and red curve for the controlled one) as a function
of time for N = 100 coupled oscillators coupled by a Newman-Watts small-world network [55] with parameter p = 0.85 and M = 20
microelectrodes for the controlled case and γ/4 = 4.25. We assume K to be small, namely fluctuating around the average value 0.1, in the
interval [0, 90]; during this period of time both systems behave similarly and do not exhibit synchronisation (see inset A for the SL model
and inset C for the controlled SL model). Then we assume the coupling parameter to start to increase to eventually remain quite large, on
average 0.5, in the time interval [ 90, 170]; we can observe that the SL synchronises (see inset B) while the controlled version still exhibit a
non-synchronised regime (see inset D). Once the coupling parameter decreases and fluctuates again around a small value, 0.1, both systems
recover the same non-synchronised state (data not shown).
https://doi.org/10.1371/journal.pcbi.1006296.g006
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The control strategy presented in this paper is purely theoretical and need further validation
before envisaging a clinical implementation. First we need to carry further in silico investiga-
tions on more realistic topologies. The human connectome would be used for the large scale
interaction between brain regions, each modelled by smaller network of interacting neural
patches, would allow for an extensive investigation of how the control of neural patches within
brain regions reverberates to large scale brain dynamics. This goes along the current research
lines where brain regions activities are modelled using Stuart-Landau systems, whose bifurca-
tions parameters are used to reproduce the disease we are interested in [42, 56]. The main dif-
ference with respect to the model presented here, based on a 100-nodes networks of coupled
Stuart-Landau systems, is the size and the topology of the network and the possibility to have
negative bifurcation parameters. However, based on our positive results (see Fig 6) and on the
potential robustness of the strategy with respect to changes in the connectivity (see Fig. B in S1
Text), we are confident that this generalisation can be achieved. This first phase will also be
used to precisely benchmark the goodness of the synchronisation controllability versus the
invasiveness of the strategy, namely the number of used microelectrodes (M) and the strength
of the signal (γ) and thus yield results directly comparable with current implementation. Paral-
lel to these in silico experiments, in vitro experiments could be designed to test our control
framework. Indeed Shew and colleagues [57] have performed experiments altering the balance
between inhibition and excitation on cortical slices, and this set up could in principle be used
to directly test the potential of our control framework to restore the inhibition/excitation bal-
ance. Finally, we must point out that our method provides a theoretical framework for empiri-
cally determined control strategies proposed in the literature [22–24], adding credibility to its
applicability in real conditions.
Supporting information
S1 Text. Generalisation, role of topology and effectiveness of the control method. In the
Supplementary Text we have discussed and proposed a generalisation of our control method
to deal with weighted networks and also tested its effectiveness in network models with differ-
ent topology. Furthermore, we have compared our technique with another well-known one
already experimented in Parkinsonian patients, the Proportional-Differential Feedback (PDF)
method. In all the cases our approach results better than the PDF method and is relatively
independent on the network topology.
(PDF)
Author Contributions
Conceptualization: Malbor Asllani.
Formal analysis: Malbor Asllani.
Investigation: Malbor Asllani, Timoteo Carletti.
Methodology: Malbor Asllani, Paul Expert, Timoteo Carletti.
Supervision: Timoteo Carletti.
Writing – original draft: Malbor Asllani, Timoteo Carletti.
Writing – review & editing: Malbor Asllani, Paul Expert, Timoteo Carletti.
Neurostimulation and abnormal synchronization
PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1006296 July 19, 2018 16 / 18
References
1. Pivkosky A., Rosenblum M. and Kurths J. Synchronization: A universal concept in nonlinear sciences,
Cambridge University Press (2003).
2. Manrubia S. C., Mikhailov A. S., and Zanette D. H. Emergence of dynamical order: Synchronization
phenomena in complex systems, World Scientific (2005).
3. Boccaletti S. The synchronized dynamics of complex systems, Elsevier (2008).
4. Strogatz S. H. Sync: The emerging science of spontaneous order, Hyperion (2003).
5. Winfree A. T. Biological rhythms and the behavior of populations of coupled oscillators. J. Theor. Biol.
16, 15 (1967). https://doi.org/10.1016/0022-5193(67)90051-3 PMID: 6035757
6. Lord L.-D., Expert P., Huckins J. F., and Turkheimer F. E., J. Cereb. Blood Flow Metab. 33, 1347
(2013).
7. Buzsa´ki G., The Rythms of the Brain, Oxford University Press, (2006).
8. Uhlhaas P.J. et al., Front. Integr. Neurosci. 3, 17 (2009).
9. Berg R., Alaburda A. and Hounsgaard J. Balanced inhibition and excitation drive spike activity in spinal
half-centers. Science, 315, 390 (2007). https://doi.org/10.1126/science.1134960 PMID: 17234950
10. Uhlhaas P. J. and Singer W., Nat. Rev. Neurosci., 11, 100 (2010).
11. Uhlhaas P. J. and Singer W., Neuron 52, 155 (2006). https://doi.org/10.1016/j.neuron.2006.09.020
PMID: 17015233
12. Yener G. G. and Basar E., Brain Oscillations as Biomarkers in Neuropsychiatric Disorders: Following
an Interactive Panel Discussion and Synopsis, 1st ed. Elsevier (2012), pp. 343–363.
13. Sveinbjornsdottir S. The clinical symptoms of Parkinson’s disease. J. Neurochem. 139, 318 (2016).
https://doi.org/10.1111/jnc.13691 PMID: 27401947
14. Chang B. and Lowenstein D. Epilepsy. N. Engl. J. Med. 349, 1257 (2003). https://doi.org/10.1056/
NEJMra022308 PMID: 14507951
15. Treiman D. M., Epilepsia, 42 8 (2001). https://doi.org/10.1046/j.1528-1157.2001.042suppl.3008.x
PMID: 11520315
16. Glass L. Synchronization and rhythmic processes in physiology. Nature 410, 277 (2001). https://doi.
org/10.1038/35065745 PMID: 11258383
17. Louzada V. H. P., Arau´jo N. A. M., Andrade J. S Jr., and Herrmann H. J. How to suppress undesired
synchronization. Sci. Rep. 2, 658/srep00658 (2012). https://doi.org/10.1038/srep00658 PMID:
22993685
18. Parkes J. D., Baxter R. C., Marsden C. D., and Rees J. E., J. Neurol. Neurosurg. Psychiatry 37, 422
(1974).
19. Holloway R. G. Archives of Neurology 62, 430 (2005). https://doi.org/10.1001/archneur.62.3.430
20. Deckers C., Czuczwar S. J., Hekster Y. A., Keyser A., Kubova H., Meinardi H., Patsalos P. N., Renier
W. O., and Van Rijn C. M., Epilepsia 41, 1364 (2000). https://doi.org/10.1111/j.1528-1157.2000.
tb00111.x PMID: 11077449
21. Hallet M. Transcranial magnetic stimulation and the human brain. Nature 406, 147 (2000). https://doi.
org/10.1038/35018000
22. Tass P. Desynchronization by means of a Coordinated Reset of neural sub-populations: A novel tech-
nique for demand-controlled Deep Brain Stimulation. Prog. Theor. Phys. Suppl. 150, 281 (2003).
https://doi.org/10.1143/PTPS.150.281
23. Popovych O. and Tass P. Control of abnormal synchronization in neurological disorders. Front. Neurol.
5, 268/fneur.2014.00268 (2014). https://doi.org/10.3389/fneur.2014.00268 PMID: 25566174
24. Pyragas K., Popovych O. and Tass P. Controlling synchrony in oscillatory networks with a separate
stimulation-registration setup. EPL, 80, 40002 (2007). https://doi.org/10.1209/0295-5075/80/40002
25. Kringelbach M., Jenkinson N., Owen S. and Aziz T. Translational principles of deep brain stimulation.
Nat. Rev. Neurosci. 8, 623 (2007). https://doi.org/10.1038/nrn2196 PMID: 17637800
26. Bronstein J. M. et al., Arch. Neurol. 68, 1 (2011).
27. Theodore W. H. and Fisher R. S., Lancet Neurol. 3, 111 (2004). https://doi.org/10.1016/S1474-4422
(03)00664-1 PMID: 14747003
28. Lyons M. K., Mayo Clin. Proc., 86, 7, (2011).
29. Wendling F., Benquetm P., Bartolomei F., Jirsa V., J. Neurosci. Methods, 260, (2016).
30. Holt A. B. Netoff T. I. Exp. Neurol., 244, (2013).
Neurostimulation and abnormal synchronization
PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1006296 July 19, 2018 17 / 18
31. Wendling F. Bartolomei F. Mina F. Huneau C. Benquet P. European Journal of Neuroscience, 36, 2,
(2012). https://doi.org/10.1111/j.1460-9568.2012.08039.x
32. Kuramoto, Y. Self-entrainment of a population of coupled non-linear oscillators in Lecture Notes in
Physics, International Symposium on Mathematical Problems in Theoretical Physics (Araki, H.) 39,
420–422 (1975).
33. Kuramoto Y. Chemical Oscillations, Waves, and Turbulence, Springer-Verlag (1984).
34. Schaub M. T., Billeh Y. N., Anastassiou C. A., Koch C., and Barahona M., PLoS Comput. Biol. 11,
e1004196 (2015).
35. Gjata O., Asllani M., Barletti L. and Carletti T. Using Hamiltonian control to desynchronize Kuramoto
oscillators. Phys. Rev. E 95(2), 022209 (2017). https://doi.org/10.1103/PhysRevE.95.022209 PMID:
28297916
36. Burn D. and Tro¨ster A. Neuropsychiatric complications of medical and surgical therapies for Parkinson’s
disease. J Geriatr Psychiatry Neurol. 17, 172 (2004). https://doi.org/10.1177/0891988704267466
PMID: 15312281
37. Vittot M. Perturbation theory and control in classical or quantum mechanics by an inversion formula. J.
Phys. A: Math. Gen. 37, 6337 (2004). https://doi.org/10.1088/0305-4470/37/24/011
38. Chandre C. et al. Channeling chaos by building barriers. Phys. Rev. Lett. 94, 074101 (2005). https://doi.
org/10.1103/PhysRevLett.94.074101 PMID: 15783819
39. Ciraolo G. et al. Control of Hamiltonian chaos as a possible tool to control anomalous transport in fusion
plasmas. Phys. Rev. E 69, 056213 (2004). https://doi.org/10.1103/PhysRevE.69.056213
40. Boreux J., Carletti T., Skokos C., Papaphilippou Y. and Vittot M. Efficient control of accelerator maps.
Int. J. Bifurcation Chaos 22, 1250219 (2012). https://doi.org/10.1142/S0218127412502197
41. Witthaut D. and Timme M. Kuramoto dynamics in Hamiltonian systems. Phys. Rev. E 90, 032917
(2014). https://doi.org/10.1103/PhysRevE.90.032917
42. Deco G., Kringelbach M. L., Jirsa V. K. and Ritter P. The dynamics of resting fluctuations in the brain:
metastability and its dynamical cortical core. Sci. Rep., 7, 3095/s41598-017-03073-5 (2017). https://
doi.org/10.1038/s41598-017-03073-5
43. Strogatz S. H. From Kuramoto to Crawford: exploring the onset of synchronization in populations of cou-
pled oscillators. Physica D 143, 1 (2000). https://doi.org/10.1016/S0167-2789(00)00094-4
44. Acebro´n J. A., Bonilla L. L., Vicente C. J. P., Ritort F. and Spigler R. The Kuramoto model: A simple par-
adigm for synchronization phenomena. Rev. Mod. Phys. 77, 137 (2005). https://doi.org/10.1103/
RevModPhys.77.137
45. Arenas A., Diaz-Guilera A., Kurths J., Moreno Y. and Zhou C. Synchronization in complex networks.
Phys. Rep. 469, 93 (2008). https://doi.org/10.1016/j.physrep.2008.09.002
46. Ermentrout B. and Kopell N. Multiple pulse interactions and averaging in systems of coupled neural
oscillators. J. Math. Biol., 29, 195 (1991). https://doi.org/10.1007/BF00160535
47. Lipkin H. J., Meshkov N. and Glick A. J. Validity of many-body approximation methods for a solvable
model: (I). Exact solutions and perturbation theory. Nucl. Phys. 62, 188 (1965). https://doi.org/10.1016/
0029-5582(65)90862-X
48. Thommen Q., Garreau J. C. and Zehnle´ V. Classical chaos with Bose-Einstein condensates in tilted
optical lattices. Phys. Rev. Lett. 91, 210405 (2003). https://doi.org/10.1103/PhysRevLett.91.210405
PMID: 14683285
49. Watts D. and Strogatz S. Collective dynamics of ‘small-world’ networks. Nature 393, 440 (1998).
https://doi.org/10.1038/30918 PMID: 9623998
50. Bullmore R. and Sporns O. Complex brain networks: graph theoretical analysis of structural and func-
tional systems. Nat. Rev. Neurosci. 10, 186 (2009). https://doi.org/10.1038/nrn2575 PMID: 19190637
51. Expert P. Lambiotte R. Chialvo D. R. Christensen K. Jensen H. J. Sharp D. J. and Turkheimer F. E. J.
Royal Soc. Interface 8, 472 (2011).
52. Turkheimer F. E. Leech R. Expert P. Lord L.-D. and Vernon A. C. Neurosci. Biobehav. Rev. 55, 211
(2015).
53. Nunez P. Electrical fields of the brain, Oxford University Press (1981).
54. Rinzel J. and Ermentrout G. Analysis of the neural excitability and oscillations, in Methods in Neuronal
modelling from synapses to networks (eds. Koch C. and Segev I.) 135–169 MIT Press (1989).
55. Newman M. E. J. and Watts D. J. Scaling and percolation in the small-world network model. Phys. Rev.
E, 60, 7332 (1999). https://doi.org/10.1103/PhysRevE.60.7332
56. Saenger V.M., et al., Cerebral Cortex, 1–11 (2017).
57. Shew W. L., Yang H., Yu S., Roy R. and Plenz D. J. Neurosci. 31, 55 (2011).
Neurostimulation and abnormal synchronization
PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1006296 July 19, 2018 18 / 18
