We consider a dynamical system with small noise where the drift is parametrized by a finite dimensional parameter. For this model we consider minimum distance estimation from continuous time observations under some penalty imposed on the parameters in the spirit of the Lasso approach. This approach allows for simultaneous estimation and model selection for this model.
1 Introduction Knight and Fu (2000) considered the linear regression model Y i = x T i β + ε i , with x i a vector of covariates, β a vector of parameters and ε i i.i.d. Gaussian random variables. They proposed to use the so called Bridge estimators (Frank and Friedman, 1993) β n solutions of
for some γ > 0 and λ n → 0 as n → ∞. The estimatorsβ n solution to (1) are a generalization of the Ridge estimators which correspond to the case γ = 2. The usual Lasso-type estimators (Tibshirani, 1996) are obtained setting γ = 1. The estimators solutions to (1) are attractive because with them it is possible to perform estimation and model selection in a single step, i.e. the procedure do not need to estimate different models in first stage and compare them later with, e.g., information criteria (see e.g. Uchida-Yoshida, 2004 .) Indeed, the dimension of the space of the parameters do no change, just some of the components of the vector β * j are assumed to be zero. As mentioned in Knight and Fu (2000) , in the limit as γ → 0, this procedure approximate the AIC or BIC selection methods, i.e.
with 1 A the indicator function for set A. Efron et al. (2004) proved that, for some models, the solution of (1) has the same computational complexity of the standard OLS method, which makes the approach appealing both from the theoretical and the computational point of view. In nonlinear models a preliminary simple reparametrization (e.g. β → β ′ − β) is needed to interpret this approach in terms of model selection.
In this work, we consider a problem similar to (1) for the class of diffusion processes with small noise and replace the least squares approach with minimum distance estimation. The asymptotic properties of the minimum distance estimators in the i.i.d. framework have been established in Millar (1983 Millar ( , 1984 . Later Kutoyants (1991 Kutoyants ( , 1994 and Kutoyants and Philibossian (1994) studied in details the properties of such estimators for diffusion processes with small noise. This work relays mainly on Chapter 7 of Kutoyants (1994) and extends part of the results in it to the case of constrained parameters. The other basic reference for this paper is the work of Knight and Fu (2000) which contains the general idea on how to study the properties of constrained least squares estimators which we apply here to a class of minimum distance estimators of the drift of a dynamical systems with small noise.
2 The Lasso-type problem for dynamical systems
Let {X t , 0 ≤ t ≤ T } be a stochastic process solution of the following stochastic differential equation
with non random initial condition X 0 = x 0 . The parameter θ ∈ Θ ⊂ R p are supposed to the unknown. P θ denotes the law induced by the process X when the true parameter is θ. We denote u = (u 1 , . . . , u p ) the vector u ∈ R p and the true value of θ by θ * . Let || · || = || · || L 2 (µ) be the L 2 norm with respect to some measure µ on [0, T ], i.e.
Although the result in the present work generalizes to different metrics as explained in Kutoyants (1994) , for simplicity we consider only the L 2 type distance. We suppose that the trend coefficient in (2) is of integral type, i.e.
where the functions V (θ, t, x) and K(θ, t, s, x) are such that (2) has a strong unique solution. For example, the usual conditions (1.34) and (1.35) in Kutoyants (1994) about Lipschitz behaviour and linear growing are sufficient. The asymptotic in this model is considered as ε → 0.
We will also write x(θ) = x t (θ) to denote the limiting dynamical system satisfying the integrodifferential equation
t (θ * ) be the Gaussian process solution to
x (1) 0 = 0 , where V x (θ, t, x) and K x (θ, t, s, x) are the partial derivatives of V (θ, t, x) and K(θ, t, s, x) with respect to argument x. The process x (1) t plays a central role in the definition of the asymptotic distribution of the estimators in the theory of dynamical systems with small noise.
For this model we consider a constrained minimum distance estimator based on the following penalized contrast
γ > 0, u ∈ Θ and λ ε > 0 a real sequence.
In analogy to (1), we introduce the Lasso-type estimator for θ, defined as the solution of
As mentioned in the Introduction, the properties of non-penalized minimum distance estimators for model (2) have been proved in Section 7 in Kutoyants (1994) , hence all the proof of this work, rely on the same techniques developed in the mentioned reference with adjustments for the penalization.
We need in addition the following assumptions.
Assumption 1. The stochastic process X is differentiable in ǫ at the point ǫ = 0 in the following sense
Assumption 2. The deterministic dynamical system x t (θ) is differentiable in θ at the point θ * in the following sense ||x(θ
where h ∈ R p .
We further denote byẋ t (θ) the p-dimensional vector of partial derivatives of x t (θ) with respect to θ j , j = 1, . . . , p.
Assumption 3. The Fisher information matrix
is positive definite.
Consistency of the estimator
Theorem 1. Let Assumptions 1-3 hold and let ε −1 λ ε → λ 0 ≥ 0 as ε → 0. Then,θ ε is a consistent estimator of θ * .
Proof. Let
where |θ − θ * | > ν is to be intended component wise, for real constant ν. By definition ofθ ε we have that
Moreover,
Take the supremum on t ∈ [0, T ] and the infimum for θ * ∈ Θ and obtain
In the above we made use of the Gronwell's Lemma:
with C independent of θ and ε, and the following estimate
see e.g. formula (1.49) in Kutoyants (1994) .
From the proof of the consistency of the estimatorθ ε is it clear that the speed of the convergence depends on the speed of λ ε . The speed of λ ε also affects the asymptotic distribution of the estimator.
Asymptotic distribution of the estimator
In order to study the asymptotic distribution of the Lasso-type estimator we need to distinguish the different cases for γ. We start with the case of large γ's. We denote by "→ d " the convergence in distribution and we denote by ζ the following Gaussian random vector
Theorem 2. Let Assumptions 1-3 hold, ζ defined as in (5), γ ≥ 1 and ε −1 λ ε → λ 0 ≥ 0. Then
where
for γ > 1 and
Proof. Let u ∈ R and introduce the quantity
which is minimized at the point ε −1 (θ ε − θ * ) by definition ofθ ε . Then
where ζ is from (5) . For the term
we have to distinguish the case γ = 1 and γ > 1. Let γ > 1, then
If γ = 1, then by similar arguments, we have
Notice that V ε (u) is convex in u since we can write the first term as
with κ 1 , κ 2 , some positive quantities and the second term is also trivially convex. Thus V ε (u) → d V (u) due to the convexity of V ε , i.e.
arg min
Notice that the result on the convergence of using convexity dates back to Pollard (1991) and Geyer (1994 Geyer ( , 1996 , and a modern account can be found in Kato (2009) .
In the case 0 < γ < 1 the convexity argument cannot be applied, moreover, some rate of convergence is required to the sequence λ ε .
Theorem 3. Let Assumptions 1-3 hold, ζ defined as in (5), 0 < γ < 1 and
Proof. As before we start with V ε (u) from (6) . The first part of the expression in V ε (u) converges in distribution to −2u T ζ + u T I(θ * )u as in Theorem 2. For the second term, we need to distinguish the two cases θ * j = 0 or θ * j = 0. By assumptions we have that λ ε /ε 1−γ → λ 0 and hence necessarily λ ε /ε → 0. So, if θ * j = 0, we have that
Conversely, if θ * j = 0 we have that
So, as a whole, V ε → d V (u). Following Kim and Pollard (1990) , the final step consists in showing that arg min V ε = O p (1) and so arg min V ε → d arg min V . Indeed,
|εu j | γ and for all u and ε sufficiently small, δ > 0, we have
The term |u j | γ grows slower than the the first normed terms in V δ ε (u), so arg min V δ ε (u) = O p (1) and, in turn, arg min V ε (u) is also O p (1). Since arg min V (u) is unique, then the theorem is proved.
Remark 1. Theorem 3 shows that, if γ < 1, one can estimate the nonzero parameters θ * j = 0 at the usual rate without introducing asymptotic bias due to the penalization and, at the same time, shrink the estimates of the null θ * j = 0 parameters toward zero with positive probability. On the contrary, if γ ≥ 1 non zero parameters are estimated with some asymptotic bias if λ 0 > 0. This is a well known result in the literature.
