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ABSTRACT. In this paper we show that between PDE’s and crystallographic groups there is an
unforeseen relation. In fact we prove that integral bordism groups of PDE’s can be considered
extensions of crystallographic subgroups. In this respect we can consider PDE’s as extended
crystals. Then an algebraic-topological obstruction (crystal obstruction), characterizing existence
of global smooth solutions for smooth boundary value problems, is obtained. Applications of this
new theory to the Ricci-flow equation and Navier-Stokes equation are given that solve some well-
known fundamental problems. These results, are also extended to singular PDE’s, introducing
(extended crystal singular PDE’s). An application to singular MHD-PDE’s, is given following
some our previous results on such equations, and showing existence of (finite times stable smooth)
global solutions crossing critical nuclear energy production zone.1
AMS (MOS) MS CLASSIFICATION. 55N22, 58J32, 57R20; 20H15. KEY WORDS AND
PHRASES. Integral bordisms in PDE’s; Existence of local and global solutions in PDE’s; Conservation
laws; Crystallographic groups; singular PDE’s; singular MHD-PDE’s.
1. Introduction
New points of view were recently introduced by us in the geometric theory of
PDE’s, by adopting some algebraic topological approaches. In particular, integral
(co)bordism groups are seen very useful to characterize global solutions. The meth-
ods developed by us, in the category of (non)commutative PDE’s, in order to find
integral bordism groups, allowed us to obtain, as a by-product, existence theorems
for global solutions, in a pure geometric way. Another result that is directly related
to the knowledge of PDE’s integral bordism groups, is the possibility to character-
ize PDE’s by means of some important algebras, related to the conservation laws
of these equations (PDE’s Hopf algebras). Moreover, thanks to an algebraic char-
acterization of PDE’s, one has also a natural way to recognize quantized PDE’s
as quantum PDE’s, i.e., PDE’s in the category of quantum (super)manifolds, in
the sense introduced by us in some previous works. These results have opened a
new sector in Algebraic Topology, that we can formally define the PDE’s Algebraic
Topology. (See Refs.[46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62,
63, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74], and related works [2, 3, 38, 81, 82, 83].)
1See also [75, 76, 77, 78, 79, 80].
Work partially supported by Italian grants MURST ”PDE’s Geometry and Applications”.
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Aim of the present paper is, now, to show that PDE’s can be considered as extended
crystals, in the sense that their integral bordism groups, characterizing the geomet-
rical structure of PDE’s, can be considered as extended groups of crystallographic
subgroups. This fundamental relation gives new insights in the PDE’s geometrical
structure understanding, and opens also new possible mathematical and physical
interpretations of the same PDE’s structure. In particular, we get a new general
workable criterion for smooth global solutions existence satisfying smooth bound-
ary value problems. In fact, we identify the obstruction for existence of such global
solutions, with an algebraic-topologic object (crystal obstruction). Since it is easy
to handle this method in all the concrete PDE’s of interest, it sheds a lot of light
on all the PDE’s theory.
Finally we extend above results also to singular PDE’s, and we recognize extended
crystal singular PDE’s. For such equations we identify algebraic-topological ob-
structions to the existence of global (smooth) solutions solving boundary value
problems and crossing singular points too. Applications to MHD-PDE’s, as intro-
duced in some our previous papers [69, 71], and encoding anisotropic incompressible
nuclear plasmas dynamics are given.
The paper, after this Introduction, has three more sections, and four appendices.
In Section 2 we consider some fundamental mathematical properties of crystallo-
graphic groups that will be used in Section 3. There we recall some our results
about PDE’s characterization by means of integral bordism groups. Furthermore
we relate these groups to crystallographic groups. The main results are Theorem
3.16, Theorem 3.18 and Theorem 3.19. The first two relate formal integrability and
complete integrability of PDE’s to crystallographic groups. (It is just this theorem
that allows us to consider PDE’s as extended crystallographic structures.) The third
main theorem identifies an obstruction, (crystal obstruction), characterizing exis-
tence of global smooth solutions in PDE’s. Applications to some under focus PDE’s
of Riemannian geometry (e.g., Ricci-flow equation) and Mathematical Physics (e.g.,
Navier-Stokes equation) are given that solve some well-known fundamental mathe-
matical problems. (Further applications are given in Refs.[68, 69, 70, 71].) Section
4 is devoted to extend above results also to singular PDE’s. The main result in
this section is Theorem 4.30 that identifies conditions in order to recognize global
(smooth) solutions of singular PDE’s crossing singular points. There we character-
ize 0-crystal singular PDE’s, i.e., singular PDE’s having smooth global solutions
crossing singular points, stable at finite times. Applications of these results to sin-
gular MHD-PDE’s, encoding anisotropic incompressible nuclear plasmas dynamics
are given in Example 4.33. Here, by using some our previous recent results on
MHD-PDE’s, we characterize global (smooth) solutions crossing critical nuclear
zone, i.e., where solutions pass from states without nuclear energy production, to
states where there is nuclear energy production. The stability of such solutions is
also considered on the ground of our recent geometric theory on PDE’s stability
and stability of global solutions of PDE’s [67, 68, 69, 70, 71].
In appendices are collected and organized some standard informations about crys-
tallographic groups and their subgroups in order to give to the reader a general
map for a more easy understanding of their using in the examples considered in the
paper.
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2. CRYSTALLOGRAPHIC GROUPS
Definition 2.1. Let (E, (E, g¯), α) be a d-dimensional Euclidean affine space, where
α : E×E → E is the action mapping of the n-dimensional vector space E on the set
E of points, and g¯ is an Euclidean metric on E. Let us denote by A(E) = E⋊GL(E)
the affine group of E, i.e., the symmetry group of the above affine structure and
by M(E) = E ⋊ O(E) the group of Euclidean motions of E, i.e., the symmetry
group of the above euclidean affine structure. (The symbol ⋊ denotes semidirect
product, i.e., the set is the cartesian product and the multiplication is defined as
(a, u)(b, v) = (ab, u + av).)2 Let us denote by R(E) = E⋊ SO(E) the group of all
rigid motions of E, i.e., the symmetry group of the above oriented euclidean affine
structure, where the orientation is the canonical one induced by the metric. One
has the following monomorphisms of inclusions: R(E) < M(E) < A(E). One has
the natural split exact commutative diagram
(1) 0 // E // A(E) // GL(E)oo // 1
0 // E // M(E)
?
OO
// O(E) //
?
OO
oo 1
0 // E // R(E)
?
OO
// SO(E) //
?
OO
oo 1
The quotient groups A(E)/E ∼= GL(E), M(E)/E ∼= O(E) and R(E)/E ∼= SO(E),
are called point groups of the corresponding groups A(E), M(E) and R(E) respec-
tively. E is called the translations group.
Definition 2.2. A crystallographic group is a cocompact 3, discrete subgroup of
the isometries of some Euclidean space.
Definition 2.3. A d-dimensional affine crystallographic group G(d) is a subgroup
of M(E), such that its subgroup T ≡ G(d) ∩E of all pure translations is a discrete
normal subgroup of finite index.
If the rank of T is d, i.e., T ∼= Zd, G(d) is called a space group. The point group
G ≡ G(d)/T of a space group is finite, and isomorphic to a subgroup of O(E):
G < O(E).
Remark 2.4. Note that the point group G of a crystallographic group G(d) does
not necessarily can be identified with a subgroup of G(d). In other words, G(d) is
in general an upward extension of T, as well as an downward extension of G, i.e.,
for a crystallographic group G(d) one has the following short exact sequence:4
(2) 0 // T
i // G(d)
π // G // 1
2Recall that given two groups A and B and an homomorphism α : B → Aut(A), the semidirect
product is a group denoted by A ⋊α B, that is the cartesian product A× B, with product given
by (a, b).(a¯, b¯) = (a.α(b)(a¯), b.b¯). The semidirect product reduces to the direct product, i.e.,
A⋊α B = A×B ≡ A⊕B, when α(b) = 1, for all b ∈ B. In the following we will omit the symbol
α.
3A discrete subgroup H ⊂ G of a topological group G, is cocompact if there is a compact subset
K ⊂ G such that HK = G.
4Usually one denotes such an extension simply with G(d)/T, whether we are not interested to
emphasize the notation for G ∼= G(d)/T.
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Thus we can give the following definition.
Definition 2.5. We call symmorphic crystallographic groups ones G(d) such that
the exact sequence (2) splits.
Theorem 2.6 (Characterization of symmorphic crystallographic groups). The fol-
lowing propositions are equivalent.
(i) G(d) is a d-dimensional symmorphic crystallographic group.
(ii) G(d) has a subgroup G˜ < G(d) mapped by π isomorphically onto G, i.e., G(d) =
i(T).G and i(T) ∩ G˜ = {1}.
(iii) G(d) has a subgroup G˜ < G(d) such that every element a ∈ G(d) is uniquely
expressible in the form a = i(h)g˜, h ∈ T, g˜ ∈ G˜.
(iv) The short exact sequence (2) is equivalent to the extension
(3) 0 // T
i′ // T⋊G
π′ // G // 1
Proof. The equivalence of the propositions (i)–(iv) follows from the Definition 2.5
and standard results of algebra. (See, e.g., [10].) 
Theorem 2.7 (Cohomology symmorphic crystallographic groups classes). The
symmorphic crystallographic groups G(d), having point group G and translations
group T, are classified by T-conjugacy classes that are in 1-1 correspondence with
the elements of H1(G;T).
Proof. Even if this result refers to standard subjects in homological algebra, let us
enter in some details of the proof, in order to better specify how the theorem works.
In fact these details will be useful in the following. In the case G acts trivially on T,
so that the group G(d) = T×G, the splitting of (2) are in 1-1 correspondence with
homomorphisms G → T. In general case the splitting correspond to derivations
(crossed homomorphisms) d : G→ T satisfying d(ab) = da+ a.db, for all a, b ∈ G.
In fact, let us consider the extension (3). A section s : G → T ⋊ G has the form
s(g) = (dg, g), where d is a function G→ T. One has s(g)s(g′) = (dg + g.dg′, gg′).
So s will be a homomorphism iff d is a derivation. Two splitting s1, s2, are called
T-conjugate if there is an element h ∈ T such that s1(g) = i(h)s2i(h)−1, for all
g ∈ G. Since (h, 1)(k, g)(h, 1)−1 = (h+ k − gh, g) in T⋊G, the conjugacy relation
becomes d1g = h + d2g − gh, in terms of the derivations d1, d2 corresponding to
s1 and s2 respectively. Thus d1 and d2 correspond to T-conjugate splittings iff
their difference d2 − d1 is a function (principal derivation) G → T of the form
g 7→ gh − a for some fixed h ∈ T. Therefore T-conjugacy classes of splittings
of a split extension of G by T correspond to the elements of the quotient group
Der(G,T)/P (G,T), where Der(G,T) is the abelian group of derivations G→ T,
and P (G,T) is the group of principal derivations. On the other hand, considering
the cochain complex C•(G,T), we see that Der(G,T) is the group of 1-cocycles
and P (G,T) is the group of 1-coboundaries. Thus we get the theorem. 
Theorem 2.8 (Cohomology crystallographic group classes). The cohomological
classification of d-dimensional crystallographic groups G(d), with point group G, is
made by means of the first cohomology group H1(G;Rd/Zd). One has the natural
isomorphism: H1(G;Rd/Zd) ∼= H2(G;Zd). Two cohomology classes define equiva-
lent crystallographic groups iff they are transformed one another by the normalizer
of G in GLd(Z). Two crystallographic groups G(d), G(d)′, belong to the same
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class (arithmetical class) if their point groups, respectively G, G′, are conjugate in
GLd(R), (in GLd(Z)).
Proof. The proof follows directly by the following standard lemmas of (co)homological
algebra.
Lemma 2.9 ([11]). Let G be a group and A a G-module. Let E(G,A) be the set of
equivalence classes of extensions of G by A corresponding to the fixed action of G
on A. Then, there is a bijection E(G,A) ∼= H2(G,A).
Lemma 2.10 ([11]). For any exact sequence
(4) 0 // M ′ // M // M ′′ // 0
of G-modules and any integer n there is a natural map δ : Hn(G;M ′′)→ Hn+1(G;M ′)
such that the sequence
(5)
0 // H0(G;M ′) // H0(G;M) // H0(G;M ′′)
δ // H1(G;M ′) // . . .
is exact. Furthermore if P is a projective (resp. if Q is an injective) ZG-module
then Hn(G;P ) = 0 (resp. H
n(G;Q) = 0) for n > 0.5
In fact, it is enough to take A = T = Zd, M ′ = Zd, M = Rd and M ′′ = Rd/Zd. 
Definition 2.11. We call lattice subgroups of a crystallographic group G(d) the
set of its subgroups.6
Definition 2.12. We call d-dimensional crystal any topological space zE ⊂ E, i.e.,
contained in the d-dimensional Euclidean affine space E, having the crystallographic
group G(d) as (extrinsic) symmetry group. We call unit cell of zE, the compact
quotient space zE/T, having the point group as (extrinsic) symmetry group.7
Theorem 2.13 (Hilbert’s 18th problem). For any dimension d, there are, up to
equivalence, only finitely many-dimensional crystallographic space groups. These
are called space-group types. We denote by [G(d)] the space-group type identified
by the space group G(d).8
Proof. The 18th Hilbert’s problem put at the beginning of 1900, has been first
proved in 1911 by L. Bieberbach [8]. For modern proofs see also L. S. Charlap.
[15].9 
5ZG is the free Z-module generated by the elements of G. The multiplication in G extends
uniquely to a Z-bilinear product ZG × ZG → ZG so that ZG becomes a ring called the integral
group ring of G. A G-module A, is just a (left)ZG-module on the abelian group A. This action
can be identified by a group homomorphism G→ Homgroup(A).
6The lattice subgroups of a group G is a lattice under inclusion. The identity 1 ∈ G identifies
the minimum {1} < G and the maximum is just G. In the following we will denote also by e = 1
the identity of a group G. The subgroup T ⊂ G(d) is called also the Bieberbach lattice of G(d).
7For example if zE is identified by means of an infinite graph, (see, e.g., [94]), then the unit cell
is the corresponding fundamental finite graph. Of course d-dimensional chains can be associated
to such graphs, so that also the corresponding unit cells can be identified with compact d-chains.
8Note that a space group is characterized other than by translational and point symmetry,
also by the metric-parameters characterizing the unit cell. Thus the number of space groups is
necessarily infinite.
9See also Refs.[1, 4, 6, 7, 32, 45, 85, 89, 91], and works by M. Gromov [25] and E.Ruh [89] on
the almost flat manifolds, that are related to such crystallographic groups.
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Example 2.14 (3-dimensional crystal-group types). Up to isomorphisms, there
are 17 crystallographic groups in dimension 2 and 219 in dimension 3. However,
if the spatial groups are considered up to conjugacy with respect to orientation-
preserving affine transformations, their number is 230. These last can be called
affine space-group types. These are just the F.S. Fedorov and A. Scho¨nflies groups
[21, 90]. The corresponding translation-subgroup types, or Bravais lattices, are 14.
In Appendix A, Tab. 5, are reported the 32 affine crystallographic point-group
types, and in Tab. 7 the 230 affine crystallographic space-group types. There are 66
symmorphic space-group types in [G(3)]. For the other 164 G(3) cannot be identified
with the semidirect product T ⋊ G(3)/T. It is useful, also, to know the subgroups
corresponding to the 32 crystallographic point groups, i.e., their subgroup-lattices,
in relation to the results of the following section where integral bordism groups of
PDE’s will be related to crystallographic subgroups. For this we report in Appendix
B a full list for such subgroups, and in Appendix C a list of amalgamated free
products in [G(3)].10 See also in Appendix A, Tab. 8 for the 2-dimensional 17
crystal-group types, and Appendix D for the corresponding list of subgroups.11
Definition 2.15 (Generalized crystallographic group). Let K be a principal ideal
domain, H a finite group, and M a KH-module which as K-module is free of finite
rank, and on which H acts faithfully. A generalized crystallographic group is a
group G(d) which has a normal subgroup isomorphic to M such that the following
conditions are satisfied:
(i) G(d)/M ∼= H.
(ii) Conjugation in G(d) gives the same action of H on M .
(iii) The extension
(6) 0 // M // G(d) // H // 0
does not split. We define dimension of G(d) the K-free rank d of M . We define
holonomy group of G(d) the group H.
Example 2.16. With K = Z one has the crystallographic groups.
Example 2.17. A complex crystallographic group is a discrete group of affine
transformations of a complex affine space (V,V), such that the quotient X ≡ V/G
is compact. This is a generalized crystallographic group with K = C.12
In the following we give some examples of crystallographic subgroups in dimension
d = 3. In fact, it will be useful to know such subgroups in relation to results of the
next section.
Example 2.18 (The group Z
⊕
Z). This is the crystallographic subgroup, of the
crystallographic group G(3) = Z3×Z1, with point group C1 = Z1 (triclinic syngony).
10Let A, B and C groups and B✁A, B✁C, the amalgamated free product A⋆BC is generated
by the elements of A and C with the common elements from B identified.
11Let us recall that the index of a subgroup H ⊂ G, denoted [G : H], is the number of left
cosets aH = {ah : h ∈ H}, (resp. right cosets Ha = {ha : h ∈ H}), of H. For a finite group G
one has the following formula: (Lagrange’s formula) [G : H] =
o(G)
o(H)
, where o(G), resp. o(H), is
the order of G, resp. H. If aH = Ha, for any a ∈ G, then H is said to be a normal subgroup.
Every subgroup of index 2 is normal, and its cosets are the subgroup and its complement.
12See also the recent work by Bernstein and Schwarzman on the complex crystallographic
groups [7].
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Let us emphasize that Z
⊕
Z is crystallographic since it can be identified with the 2-
dimensional crystallographic group G(2) = Z2 ×Z1 = p1, generated by translations
parallel to the x and y-axes, with point group Z1.
Example 2.19 (The groups Z2
⊕
Zn, n = 2, 3, 4, 6). These are subgroups of the
crystallographic groups G(3) = Z3 ⋊ Zn, n = 2, 3, 4, 6, (point groups Zn, mono-
clinic, hexagonal, tetragonal, trigonal syngony respectively). Furthermore, Z2×Zn,
n = 2, 3, 4, 6, can be considered also subgroups of the 2-dimensional crystallographic
groups G(2) = Z2 ⋊ Zn = pn, n = 2, 3, 4, 6, (point groups Zn, oblique, trigonal,
square, hexagonal syngony respectively), generated by translations parallel to the x
and y-axes, and a rotation by π/n, n = 2, 3, 4, 6, about the origin.
Example 2.20 (The groups Z2
⊕
Z2). This group coincides with the amalgamated
free product Z2⋆eZ2 that is generated by reflection over x-axis and reflection over
y-axis. It is a subgroup of the crystallographic group G(3) = Z3 ⋊D4, (point group
D4, tetragonal syngony). (See Appendix A and Appendix C.) The group Z2
⊕
Z2 is
also a subgroup of the 2-dimensional crystallographic groups G(2) = Z2⋊D4 = p4m
and G(2) = Z2 ⋊D4 = p4g that have both point group D4 = Z2 × Z2, and square
syngony. (See in Appendix A, Tab. 6 and Tab. 8.)
Example 2.21 (The groups Z4⋆Z2D2). (Note that D2 ∼= Z2, see in Appendix A,
Tab. 6). This group is generated by rotation of π, rotation by π/2 and reflection
over the x-axis. It can be considered a subgroup of some crystallographic group
G(3), (see Appendix C).
Definition 2.22. The subgroups of GLd(Z) that are lattice symmetry groups are
called Bravais subgroups. Every maximal finite subgroup of GLd(Z) is a Bravais
subgroup.
Definition 2.23. The geometrical (arithmetical) holohedry of a crystallographic
group G(d) is the smallest Bravais subgroup Ĝ(d) containing the point group G ≡
G(d)/T of G(d).
Definition 2.24. A crystallographic group G(d) is said in general position if there
is no affine transformation φ ∈ A(E) such that φG(d)φ−1 ≡ φG(d) is a crystallo-
graphic group whose lattice of parallel translations has lower symmetry.
Proposition 2.25. If the crystallographic group G(d) is in general position, then
its holohedry Ĝ(d) is the lattice symmetry group of the parallel translations T of
G(d).
Definition 2.26. Two crystallographic groups belong to the same syngony, (Bravais
type), if their geometrical (arithmetical) holohedries coincide.
Example 2.27. For the 3-dimensional case there are 73 arithmetic crystal classes.
The space group types with the same point group symmetry and the same type of
centering belong to the same arithmetic crystal class. An arithmetic crystal class
is indicated by the crystal symbol of the corresponding point group followed by the
symbol of the lattice. Furthermore G(3) has 7 syngonies and 14 Bravais types of
crystallographic groups. (See in Appendix A, Tab. 7. The number between brackets
() after the symbol of the point group is the number of space-group types with that
point group.) The geometric crystal classes with the point symmetries of the lattices
are called holohedries and are 7. The other 25 geometric crystal classes are called
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merhoedries. The Bravais classes (or Bravais arithmetic crystallographic classes)
are the arithmetic crystal classes with the point symmetry of the lattice. The Bravais
types of lattices and the Bravais classes have the same point symmetry.
3. INTEGRAL BORDISM GROUPS VS. CRYSTALLOGRAPHIC
GROUPS
In the following we shall relate above crystallographic groups to the geometric
structure of PDE’s. More precisely in some previous works we have characterized
the structure of global solutions of PDE’s by means of integral bordism groups. Let
us start with the bordism groups.13
Theorem 3.1 (Bordism groups vs. crystallographic groups). Bordism groups of
closed compact smooth manifolds can be considered as subgroups of crystallographic
ones. More precisely one has the following:
(i) To each nonoriented bordism group Ωn, can be canonically associated a crys-
tallographic group G(q), (crystal-group of Ωn), for a suitable integer q, (crystal
dimension of Ωn), such that one has the following split short exact sequence:
(7) 0 // Zq
// G(q)oo // Ωnoo // 0
So Ωn is at the same time a subgroup of its crystal-group, as well as an extension
of this last. If there are many crystal groups satisfying condition in (7), then we
call respectively crystal dimension and crystal group of Ωn the littlest one.
(ii) To each oriented bordism group +Ωn, n 6≡ 0 mod 4, can be canonically associated
a crystallographic group G(d), (crystal-group) of +Ωn, for a suitable integer d,
crystal dimension) of +Ωn, such that one has the following short exact sequence:
(8) 0 // +Ωn
// G(q) // G(d)/+Ωn // 0
So +Ωn is a subgroup of its crystal-group.
Proof. Let us recall the structure of bordism groups.
Lemma 3.2 (Pontrjagin-Thom-Wall [93, 96, 101]). A closed n-dimensional smooth
manifold V , belonging to the category of smooth differentiable manifolds, is bordant
in this category, i.e., V = ∂M , for some smooth (n+1)-dimensional manifold M , iff
the Stiefel-Whitney numbers < wi1 · · ·wip , µV > are all zero, where i1+ · · ·+ ip = n
is any partition of n and µV is the fundamental class of V . Furthermore, the
bordism group Ωn of n-dimensional smooth manifolds is a finite abelian torsion
group of the form:
(9) Ωn ∼= Z2
⊕
· · ·q · · ·
⊕
Z2,
where q is the number of nondyadic partitions of n.14 Two smooth closed n-
dimensional manifolds belong to the same bordism class iff all their corresponding
Stiefel-Whitney numbers are equal. Furthermore, the bordism group +Ωn of closed
n-dimensional oriented smooth manifolds is a finitely generated abelian group of the
form:
(10) +Ωn ∼= Z
⊕
· · ·
⊕
Z
⊕
Z2
⊕
· · ·
⊕
Z2,
13For general informations on bordism groups, and related problems in differential topology,
see, e.g., Refs.[31, 39, 41, 52, 84, 88, 92, 93, 96, 97, 98, 99, 101, 102].
14A partition (i1, · · · , ir) of n is nondyadic if none of the iβ are of the form 2s − 1.
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where infinite cyclic summands can occur only if n ≡ 0 mod 4. Two smooth closed
oriented n-dimensional manifolds belong to the same bordism class iff all their cor-
responding Stiefel-Whitney and Pontrjagin numbers are equal.15
Let us recall that a group G is cyclic iff it is generated by a single element. All
cyclic groups G are isomorphic either to Zp, p ∈ Z+ or Z. G ∼= Zp iff there is some
finite integer q such that gq = e, for each g ∈ G. Here e is the unit of G. A group G
is virtually cyclic if it has a cyclic subgroup H of finite index. All finite groups are
virtually cyclic, since the trivial subgroup H = {e} is cyclic. Therefore, to compute
the finite virtually cyclic subgroups of the d-dimensional crystallographic groups
is equivalent to compute the finite subgroups. Of course can be there also infinite
virtually cyclic subgroups. For these we can use the following lemma.
Lemma 3.3 (Scott & Wall [92]). Given a group G, the only infinite virtually cyclic
subgroups of G will be semidirect products H ⋊α Z and amalgamated free products
A⋆BC for H,A,B,C < G.
The finite subgroups of the crystallographic groups may be derived exclusively from
their point groups. The following lemmas are useful to gain the proof.
Lemma 3.4. (a) Let f = (0, b) be a finite-ordered element of a crystallographic
group G(d). Furthermore, let x = (v, 1) be a translation. Then, f commutes with
x iff b(v) = v, i.e., b fixes v.
(b) F × Z is a subgroup of some d-dimensional crystallographic group iff F is a
subgroup of some (d− 1)-dimensional crystallographic group.
Proof. (a) It follows directly by computation.
(b) Let assume that F is a subgroup of some (d − 1)-dimensional crystallographic
group G(d − 1), then F × Z is a subgroup of the d-dimensional crystallographic
group G(d − 1) × Z. Vice versa, let F × Z be a subgroup of some d-dimensional
crystallographic group G′(d). Since in this direct product the generator x ∈ Z
commutes with all f ∈ F and x belongs to the Bieberbach lattice T′ of G′(d),
there are at most (d− 1) independent elements t ∈ T′ which do not commute with
a given f ∈ F . Therefore, F must be a subgroup of some (d − 1)-dimensional
crystallographic group. 
Lemma 3.5. If a crystallographic group G(d) admits a subgroup F ⋊α Z for some
finite group F and some homomorphism α : Z→ Aut(F ), then G(d) also admits a
subgroup F × Z.
Proof. Since Z is cyclic, α is completely determined by the α(1). Since F is finite,
Aut(F ) is also finite, hence one has α(1)q = 1 for some finite q. Therefore the
elements y = xpq ∈ Z, ∀p ∈ Z, commute with any f ∈ F , hence F ⋊α Z contains
as a subgroup F × Z, identified with the couples (f, y), were y are above defined
elements. 
Lemma 3.6. Let H = F ⋊α Z, Z =< x >, be a subgroup of a crystallographic
group G(d). The elements f ∈ F fix the shift vectors xq ∈ T.
15Pontrjagin numbers are determined by means of homonymous characteristic classes belong-
ing to H•(BG, Z), where BG is the classifying space for G-bundles, with G = Sp(n). See, e.g.,
Refs.[39, 41, 88, 93, 96, 97, 98, 101, 102].
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Proof. According to Lemma 3.5 we can consider the subgroup K = F × Z < H .
Then the elements z ∈ Z of K correspond to translation vectors xq ∈ Z < H . On
the other hand, since K is a direct product F × Z, all f ∈ F commute with all
z ∈ K. By Lemma 3.4(a), all f ∈ F fix all xq ∈ H . 
Lemma 3.7 (Alperin & Bell [4]). Let F and H be groups, let α : H → Aut(F )
b a homomorphism, and φ ∈ Aut(F ). If φˆ is the inner automorphism of Aut(F )
induced by φ, then F ⋊φˆ◦α H
∼= F ⋊α H.
(This means that if we identify the conjugacy classes of authomorphisms of a given
group, we need to consider only one element of each class to evaluate the candidacy
of all automorphisms in that class.)
Lemma 3.8. If the presentation of the amalgamated free product contains two or
more elements of order two that do not commute, then the amalgamated free product
is not a subgroup of any three dimensional crystallographic group.
Proof. In three dimension there are only three possible elements of order two, in-
versions, π rotation, and reflection. All these symmetry commute. Therefore, an
amalgamated free product with two order two elements that do not commute cannot
exist in 3-dimensions. 
Let us first note that for bordism groups identified with some finite or infinite cyclic
groups, theorem is surely true by considering the following two standard lemmas.
Lemma 3.9. If H is a finite subgroup of a group G, every element a ∈ H generates
a finite cyclic subgroup < a >≡ Zn ⊂ H, where n is the order of a, and a−1 = an−1,
or equivalently an = e, where e is the unit of H (and also that of G.)
Lemma 3.10. Every element a of a group G generates a cyclic subgroup < a >⊂ G.
If a has infinite order, then < a >∼= Z.
Thus if Ωp ∼= Z2, or +Ωp ∼= Z, it follows that theorem is proved.
Now, let us consider the more general situation. We shall consider the following
lemma.
Lemma 3.11. The group Zs⋊Zs2 can be considered a crystallographic group in the
Euclidean space Rs.
Proof. The Zs-conjugacy classes of splittings of the split extension
(11) 0 // Zs // Zs ⋊ Zs2 // Z
s
2
// 0
are in 1-1 correspondence with the elements of
(12)

H1(Zs2;Z
s) = HomZ(H1(Zs2;Z);Z
s)
⊕
ExtZ(H0(Zs2;Z);Z
s)
∼= (HomZ(H1(Zs2;Z);Z))
s⊕
ExtZ(Z;Z)s
∼= HomZ(Z2;Z)s
2
.
We have used the fact that for any finite cyclic group K of order i one has
(13)
Hr(K;Z) =
 Z if r = 0Zi if r =odd
0 if r > 0 even.
⇒ Hr(Z2;Z) =
 Z if r = 0Z2 if r =odd
0 if r > 0 even.
 .
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Furthermore, the Ku¨nneth theorem for groups allows us to write the unnatural
isomorphism:
(14)
Hr(G1×G2;Z) ∼=
⊕
p+q=r
Hp(G1;Z)⊗ZHq(G2;Z)
⊕
p+q=r−1
TorZ(Hp(G1;Z), Hq(G2;Z))
for any two groups G1 and G2. Taking into account that Tor
Z(A,B) = 0 for
projective Z-module A (or B), and ExtZ(Z;Z) = 0 since Z is a projective Z-
module, we get that H1(Zs2;Z
s) = HomZ(Z2;Z)s
2
. Thus we conclude that there
is not an unique Zs-conjugacy class in the splitting in (11). Furthermore, the set
of equivalence classes of s-dimensional crystallographic groups with such a point
group are in 1-1 correspondence with
(15)

H2(Zs2;Z
s) ∼= HomZ(H2(Zs2;Z);Z
s)
⊕
ExtZ(H1(Zs2;Z);Z
s)
∼= HomZ(H2(Zs2;Z);Z)
s
⊕
ExtZ(Zs2;Z
s)
∼=
⊕
1≤r≤(s−1)HomZ(Z2 ⊗Z Z
s−r
2 ;Z)
⊕
Zs
2
2 .
The above calculation holds for s > 1. Instead, for s = 1, one has H2(Z2;Z) =
Z2. 
Therefore if Ωn = Zs2 = Z2 × · · ·s · · · × Z2 it can be identified with a point group
G of a crystallographic group G(q), belonging to one of these equivalence classes,
such that G(q) < M(Rq). So one has the exact sequence
(16) 0 // Zq // G(q) // Ωn // 1
that proves that Ωn admits a crystallographic group as its extension. Now, since
G(q) contains also as subgroup Zq×Zq2, that contains as subgroup Z
q
2, it follows that
G(q) contains also as subgroup Ωn. So one has also the following exact sequence:
(17) 0 // Ωn // G(q) // G(q)/Ωn // 0
Since G(q)/Ωn ∼= Zq, it follows that sequence (17) is the split sequence of (16), and
vice versa.
Let us consider, now, the oriented case. Let us exclude the case n ≡ 0 mod 4. Then
we can write +Ωn = Zr×Zs2. Let us assume r ≥ s. Then we can consider in R
r the
crystallographic group G(r) = Zr ⋊Zs2. This contains as subgroup Z
r×Zs2 =
+Ωn.
Therefore one has the following exact sequence:
(18) 0 // +Ωn // G(r) // G(r)/
+Ωn // 0
Let us assume, now, that r < s, then one has the following sequence of subgroups:
(19) +Ωn = Z
r × Zs2 < Z
s × Zs2 < Z
s ⋊ Zs2 = G(s).
So we have the following short exact sequence
(20) 0 // +Ωn // G(s) // G(s)/
+Ωn // 0
Therefore we can conclude that +Ωn is a subgroup of the crystallographic group
G(d) = Zd ⋊ Zd2, with d = max{r, s}. 
Remark 3.12. It is important emphasize that crystallographic groups and bordism
groups, even if related by above theorem, are in general different groups. In other
words, it is impossible identify any crystallographic group with some bordism group,
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since the first one is in general nonabelian, instead the bordism groups are abelian
groups.
We can extend above proof also by including bordism groups relatively to some
manifold.
Theorem 3.13. Bordism groups relative to smooth manifolds can be considered as
extensions of crystallographic subgroups.
Proof. Let us recall that a k-cycle of M be a couple (N, f), where N is a k-
dimensional closed (oriented) manifold and f : N →M is a differentiable mapping.
A group of cycles (N, f) of an n-dimensional manifold M is the set of formal sums∑
i(Ni, fi), where (Ni, fi) are cycles of M . The quotient of this group by the cy-
cles equivalent to zero, i.e., the boundaries, gives the bordism groups Ωs(M). We
define relative bordisms Ωs(X,Y ), for any pair of manifolds (X,Y ), Y ⊂ X , where
the boundaries are constrained to belong to Y . Similarly we define the oriented
bordism groups +Ωs(M) and
+Ωs(X,Y ). One has Ωs(∗)
∼= Ωs and +Ωs(∗)
∼= +Ωs.
For bordisms, the theorem of invariance of homotopy is valid. Furthermore, for any
CW-pair (X,Y ), Y ⊂ X , one has the isomorphisms: Ωs(X,Y )
∼= Ωs(X/Y ), s ≥ 0.
One has a natural group-homomorphism Ωs(X) → Hs(X ;Z2). This is an isomor-
phism for s = 1. In general, Ωs(X) 6= Hs(X ;Z2). In fact one has the following
lemma.
Lemma 3.14 (Quillen [84]). One has the canonical isomorphism:
(21) Ωp(X)
∼=
⊕
r+s=p
Hr(X ;Z2)⊗Z2 Ωs.
In particular, as Ω0 = Z2 and Ω1 = 0, we get Ω1(X) ∼= H1(X ;Z2). Note that for
contractible manifolds, Hs(X) = 0, for s > 0, but Ωs(X) cannot be trivial for any
s > 0. So, in general, Ωs(X) 6= Hs(X ;Z2).
So we get the following short exact sequence:
(22) 0 // Kp(X) // Ωp(X) // Ωp // 0
where Kp(X)
∼=
⊕
r+s=p,r>0Hr(X ;Z2) ⊗Z2 Ωs. Therefore by using Theorem 3.1
we get the proof soon. 
Let us, now, consider a relation between PDE’s and crystallographic groups. This
will give us also a new classification of PDE’s on the ground of their integral bordism
groups.
Definition 3.15. We say that a PDE Ek ⊂ Jkn(W ) is an extended 0-crystal PDE,
if its integral bordism group is zero.
The first main theorem is the following one relating the integrability properties of
a PDE to crystallographic groups.
Theorem 3.16 (Crystal structure of PDE’s). Let Ek ⊂ Jkn(W ) be a formally
integrable and completely integrable PDE, such that dimEk ≥ 2n + 1. Then its
integral bordism group ΩEkn−1 is an extension of some crystallographic subgroup.
Furthermore if W is contractible, then Ek is an extended 0-crystal PDE, when
Ωn−1 = 0.
EXTENDED CRYSTAL PDE’S 13
Proof. Let us first recall some definitions and results about integral bordism groups
of PDE’s. (For details see Refs.[52, 54, 55, 56, 58, 60, 61], and the following related
works [2, 3].) LetW be an (n+m)-dimensional smooth manifold with fiber structure
π : W → M over a n-dimensional smooth manifold M . Let Ek ⊂ Jkn(W ) be
a PDE of order k, for n-dimensional submanifolds of W . For an ”admissible” p-
dimensional, p ∈ {0, · · · , n−1}, integral manifoldN ⊂ Ek, we mean a p-dimensional
smooth submanifold of Ek, contained in an admissible integral manifold V ⊂ Ek, of
dimension n, i.e. a solution of Ek, that can be deformed into V , in such a way that
the deformed manifold N˜ is diffeomorphic to its projection X˜ ≡ πk,0(N˜) ⊂ W . In
such a case the k-prolongation X˜(k) = N˜ . The existence of p-dimensional admissible
integral manifolds N ⊂ Ek is obtained solving Cauchy problems of dimension p ∈
{0, · · · , n− 1}, i.e., finding n-dimensional admissible integral manifolds (solutions)
of a PDE Ek ⊂ Jkn(W ), that contain N . Existence theorems for such solutions
can be studied in the framework of the geometric theory of PDE’s. For a modern
approach, founded on webs structures see also [2, 3]. A geometric way to study the
structure of global solutions of PDE’s, is to consider their integral bordism groups.
Let Ni ⊂ Ek, i = 1, 2 be two (n−1)-dimensional compact closed admissible integral
manifolds. Then, we say that they are Ek-bordant if there exists a solution V ⊂ Ek,
such that ∂V = N1
.⋃
N2 (where
.⋃
denotes disjoint union). We write N ∼Ek N2.
This is an equivalence relation and we will denote by ΩEkn−1 the set of all Ek-bordism
classes [N ]Ek of (n−1)-dimensional compact closed admissible integral submanifolds
of Ek. The operation of taking disjoint union defines a structure of abelian group on
ΩEkn−1. In order to distinguish between integral bordism groups where the bording
manifolds are smooth, (resp. singular, resp. weak), we shall use also the following
symbols ΩEkn−1, (resp. Ω
Ek
n−1,s, resp. Ω
Ek
n−1,w).
16 Let us first consider the integral
bordism group ΩEkn−1,w (or Ω
Ek
n−1,s), for weak solutions (or for singular solutions).
We shall use Theorem 2.15 in [60], that we report below to be more direct. (See
also [2, 3].)
Theorem 2.15 in [60]. Let Ek ⊂ J
k
n(W ) be a formally and also completely inte-
grable PDE, such that dimEk ≥ 2n + 1. Then one has the following canonical
isomorphism:
(23) ΩEkp,w
∼=
⊕
r,s,r+s=p
Hr(W ;Z2)⊕Z2 Ωs.
16Let us recall that weak solutions, are solutions V , where the set Σ(V ) of singular points of V ,
contains also discontinuity points, q, q′ ∈ V , with πk,0(q) = πk,0(q′) = a ∈ W , or πk(q) = πk(q′) =
p ∈M . We denote such a set by Σ(V )S ⊂ Σ(V ), and, in such cases we shall talk more precisely of
singular boundary of V , like (∂V )S = ∂V \Σ(V )S . However for abuse of notation we shall denote
(∂V )S , (resp. Σ(V )S), simply by (∂V ), (resp. Σ(V )), also if no confusion can arise. Solutions
with such singular points are of great importance and must be included in a geometric theory
of PDE’s too [60]. Let us also emphasize that singular solutions can be identified with integral
n-chains in Ek, and in this category can be considered also fractal solutions, i.e., solutions with
sectional fractal or multifractal geometry. (For fractal geometry see, e.g., [20, 35, 40].)
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Furthermore, if W is an affine fiber bundle π : W → M over a n-dimensional
manifold M , one has the isomorphisms:17
(24) ΩEkp
∼= Ωp(M)
∼=
⊕
r,s,r+s=p
Hr(M ;Z2)⊕Z2 Ωs.
So we can write for the weak integral bordism group
(25) ΩEkn−1,w
∼=
⊕
r+s=n−1
Hr(W ;Z2)⊗Z2 Ωs.
Then one has that ΩEkn−1,w is an extension of the bordism group Ωn−1. Hence by
using Theorem 3.1 we get the proof.
Let us now consider the integral bordism group ΩEkn−1 for smooth solutions. This
bordism group is related to previous one, and to singular bordism group ΩEkn−1,s, by
means of the exact commutative diagram (26). Furthermore, the relation between
ΩEkn−1, Ω
Ek
n−1,w and Ωn−1 is given by means of the exact commutative diagram (27),
where KEkn−1,w = ker(a), K
Ek
n−1,w;n−1 = ker(b), K
Ek
n−1 = ker(c), with c = b ◦ a. From
this we get that also ΩEkn−1 can be considered an extension of Ωn−1 if Ω
Ek
n−1,w is
so. Therefore we can apply Theorem 3.1 also to the integral bordism group for
smooth solutions whether it can be applied to the integral bordism group for weak
(or singular) solutions. Therefore theorem is proved.
(26) 0

0

0

0 // K
Ek
n−1,w/(s,w)

// KEkn−1,w

// KEkn−1,s,w

// 0
0 // KEkn−1,s

// ΩEkn−1

// ΩEkn−1,s

// 0
0 // ΩEkn−1,w

// ΩEkn−1,w

// 0
0 0
17The bording solutions considered for the bordism groups are singular solutions if the symbols
gk and gk+1 are different from zero, and for singular-weak solutions in the general case. Here we
have denoted Ωp(X) the p-bordism group of a manifold X. For informations on such structure of
the algebraic topology see. e.g. [31, 52, 84, 88, 93, 95, 96, 97, 98, 101, 102].
EXTENDED CRYSTAL PDE’S 15
(27) 0
""D
D
DD
D
DD
D
D 0

K
Ek
n−1
##G
G
G
G
G
G
G
G
// KEkn−1,w;n−1

// 0
0 // KEkn−1,w
OO
// ΩEkn−1
c
%%KK
KK
KK
KK
KK
a // ΩEkn−1,w
b

// 0
0
OO
// Ωn−1

0

Definition 3.17. We say that a PDE Ek ⊂ Jkn(W ) is an extended crystal PDE, if
conditions of above theorem are verified. We define crystal group of Ek the littlest
crystal group such Theorem 3.16 is satisfied. The corresponding dimension will be
called crystal dimension of Ek.
In the following we relate crystal structure of PDE’s to the existence of global
smooth solutions, identifying an algebraic-topological obstruction.
Theorem 3.18. Let Ek ⊂ J
k
n(W ) be a formally integrable and completely integrable
PDE. Then, in the algebra Hn−1(Ek) ≡Map(Ω
Ek
n−1;R), (Hopf algebra of Ek), there
is a subalgebra, (crystal Hopf algebra) of Ek. On such an algebra we can represent
the algebra RG(d) associated to the crystal group G(d) of Ek. (This justifies the
name.) We call crystal conservation laws of Ek the elements of its crystal Hopf
algebra.
Proof. In fact the short exact sequence
(28) 0 // K
Ek
n−1
d // ΩEkn−1
e // Ωn−1 // 0
obtained from the commutative diagram in (27), identifies for duality the following
sequence
(29) 0 KEkn−1
oo Hn−1(Ek)
d∗oo RΩn−1
e∗oo 0oo
On the other hand from the short exact sequence
(30) 0 // Ωn−1
f // G(d)
g // G(d)/Ωn−1 // 1
identifying Ωn−1 with a crystallographic subgroup, we get for duality the following
sequence
(31) 0 RΩn−1oo RG(d)
f∗oo RG(d)/Ωn−1
g∗oo 0oo .
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So we can identify the crystal Hopf algebra of Ek with RΩn−1 . On such an algebra
we can represent all the Hopf algebra RG(d) associated to the crystal group G(d) of
Ek.
18 
Theorem 3.19. Let Ek ⊂ Jkn(W ) be a formally integrable and completely integrable
PDE. Then, the obstruction to find global smooth solutions of Ek can be identified
with the quotient Hn−1(E∞)/RΩn−1 .
Proof. Let us first consider the following lemma that gives some criteria to recognize
(n− 1)-dimensional admissible integral manifolds in Ek.
Lemma 3.20 (Cauchy problem solutions criteria). 1) Let Ek ⊂ Jkn(W ) be a for-
mally integrable and completely integrable PDE on the fiber bundle π : W → M ,
dimW = m + n, dimM = n. Let N ⊂ Ek be a smooth (n − 1)-dimensional in-
tegral manifold, diffeomorphic to X ≡ πk,0(N) ⊂ W , such that X ⊂ Y , where Y
is a smooth n-dimensional submanifold of W , satisfying the condition that its k-
order prolongation Y (k) ⊂ Jkn−1(W ), contains N , (0-order admissibility condition).
Then, there exists a (weak, or singular, or smooth) solution V ⊂ Ek, such that
N ⊂ V .
2) Furthermore, if the symbols gk and gk+1, of Ek and Ek+1 respectively, are dif-
ferent from zero, then V can be a singular or smooth solution. Moreover, if there
exists a nonzero smooth vector field ζ : Ek → TEk, transversal to N , and charac-
teristic, at least for a sub-equation of Ek, then a smooth solution V passing through
N can be built by means of the flow φ associated to ζ. For suitable initial Cauchy
integral manifolds, solutions can be built by using infinitesimal symmetries of the
closed ideal encoding Ek. (For details see Theorem 2.10 in [55].)
3) Finally, let Ek → Ek−1 ≡ πk,k−1(Ek), be an affine subbundle of πk,k−1 :
Jkn(W ) → J
k−1
n (W ), with associated vector bundle π¯k−1 : gk → Ek−1, where
π¯k,k−1 = πk,k−1 ◦ π¯k, with π¯k : gk → Ek is the canonical projection. Let N ⊂ Ek be
a smooth (n−1)-dimensional integral manifold, diffeomorphic to X ≡ πk,0(N) ⊂W
and satisfying the 0-order admissibility condition. Then, there exists a (singular,
or smooth) solution V ⊂ Ek, such that N ⊂ V .
An integral manifold N ⊂ Ek, as above defined and contained into a solution V ⊂
Ek, is called admissible.
Proof. Since N is an (n−1)-dimensional smooth integral manifold, diffeomorphic to
X ≡ πk,0(N) ⊂ W , satisfying the 0-order admissibility condition, we can consider
N ⊂ Y (k) ⊂ Jkn(W ), where Y is just a n-dimensional smooth manifold of W ,
containing X . In general Y (k) 6⊂ Ek, but taking into account that Ek is formally
integrable and completely integrable, we get that (Ek)+r is a strong retract of
Jk+rn (W ), ∀r > 0. Then, we can deform Y
(k+r) ⊂ Jk+rn (W ) into Ek+r , obtaining
a (weak, or singular, or smooth) solution Y˜ ⊂ Ek+r , passing for N (r) ∼= X(k+r).
Then πk+r,k(Y˜ ) ≡ V ⊂ Ek is a solution of Ek, passing through N . In particular,
if gk 6= 0, and gk+r 6= 0, Y˜ is a singular (or smooth) solution, and so can be also
18Let us remark that sequences (29) and (31) do not necessitate to be exact, but are always
partially exact. In fact, even if it does not necessitate that d◦e∗ = 0 and f∗ ◦ g∗ = 0, (hence
neither im (e∗) = ker(d∗) and im (g∗) = ker(f∗)), one has that e∗ and g∗ are monomorphisms and
d∗ and f∗ are epimorphisms. This is enough for our proof. Let us recall also that Hn−1(Ek) ≡
Map(Ω
Ek
n−1;R) is an Hopf algebra in extended sense, i.e. it contains the Hopf algebra R
Ωn−1 as
a subalgebra. (See also [55].)
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V . Moreover, in the case that N is transversal to a characteristic smooth vector
field ζ : Ek → TEk, then V =
⋃
λ∈]−ǫ,ǫ[ φλ(N) is a smooth solution of Ek passing
through N . Under suitable conditions on the Cauchy integral manifold, the vector
field used to build the solution can be an infinitesimal symmetry. (For a detailed
proof see the one of Theorem 2.10 in [55].)
Finally, whether Ek → Ek−1 ≡ πk,k−1(Ek), is an affine subbundle of πk,k−1 :
Jkn(W )→ J
k−1
n (W ), with associated vector bundle π¯k−1 : gk → Ek−1, then also Ek
is a strong retract of Jkn(W ), so we can reproduce above strategy used to build a
solution passing for N , without the necessity to prolong Ek, (if it is not differently
required by the structure of this equation). 
Example 3.21 (Fourier’s heat equation). Let us consider the second order PDE
(32) (F ) ⊂ JD2(W ) ⊂ J22 (W ) : F ≡ ut − uxx = 0
on the fiber bundle π : W ≡ R3 → R2, (t, x, u) 7→ (t, x). In this case (F ) →
π2,1(F ) ≡ (F )−1 = JD(W ) is an affine fiber subbundle of the affine fiber bundle
π2,1 : JD
2(W )→ JD(W ), with associated vector bundle identified with the symbol
g2: ζ = ζtt∂utt+ ζtx∂utx ∈ g2. So we can apply Lemma 3.20(3). Therefore, if N ⊂
(F ) is a (compact) 1-dimensional integral manifold, diffeomorphic to its projection
π2,0(N) ≡ X ⊂W , we can find solutions V ⊂ (F ), passing from N . In particular,
whether N is diffeomorphic to a smooth space-like curve u = h(x), (at t = 0), we
get that N is the image of a mapping, say γ : I ≡ [0, 1] ⊂ R → (F ), iff γ∗C2 = 0,
where C2 =< dF, ω ≡ du−utdt−uxdx, ωt ≡ dut−uttdt−utxdx, ωx ≡ dux−uxtdt−
uxxdx > is the Pfaffian contact ideal encoding solutions of (F ). Then one can see
that the integral curve γ is represented in coordinates (t, x, u, ut, ux, utt, utx, uxx) on
JD2(W ), by the following equations:
(33){
t ◦ γ = 0; x ◦ γ = x; u ◦ γ = h(x); ut ◦ γ =
d2h
dx2 (x); ux ◦ γ =
dh
dx(x);
uxx ◦ γ =
d2h
dx2 (x); utx ◦ γ =
d3h
dx3 (x); utt ◦ γ = κ(x).
where κ(x) is an arbitrary smooth function. Then, by considering that the Fourier’s
heat equation is a formally integrable and completely integrable PDE, we can see,
by taking the first and second prolongations of (F ), that must necessarily be κ(x) =
d4h
dx4 (x). In fact, from the first prolongation we get that must be utt = uxxt. From
the second prolongation of (F ) one has utxx = uxxxx. Since must be uxxt = utxx
we get utt = uxxxx. By restriction on t = 0, one has utt|t=0 = uxxxx|t=0 = hxxxx.
So we can build solution also by using Lemma 3.20(1). For example, if we are
interested to a solution VS ⊂ (F ), obtained by means of a rigid propagation of the
initial Cauchy space-like integral curve (33), one can see that must necessarily be
h(x) = αx + β, with α, β ∈ R, x ∈ [0, 1] ⊂ R. In other words such type of steady-
state solution, u(t, x) = αx + β, determines also the admissible structure of the
integral initial Cauchy line Γ ⊂ (F )t=0. In such a case this must be given by the
following parametric equations in JD2(W ):
(34)
(Γ) :
{
t ◦ γ = 0; x ◦ γ = x; u ◦ γ = αx+ β; ut ◦ γ = 0; ux ◦ γ = α;
uxx ◦ γ = 0; utx ◦ γ = 0; utt ◦ γ = 0.
Remark that ζ = ∂t is the smooth vector field propagating the initial Cauchy curve
Γ in VS , i.e., ζ is the characteristic vector field of VS . This is not a characteristic
vector field for the Fourier’s heat equation and neither it is a characteristic vector
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field for the steady-state sub-equation {uxx = 0}. Instead, ζ = ∂t is an infinitesimal
symmetry for (F ). (See Lemma 3.20(2).) Let us also emphasize that the above
steady-state solution is not the unique solution passing for Γ. In order to see this
it is enough to generalize the concept of solution and to consider also weak-singular
solutions. In fact, let us find regular perturbations of the steady-state solution VS
that at t = 0, in correspondence of the boundary points {A,B} = ∂Γ of Γ, have
values respectively a and a+ b. These can be obtained by considering the Fourier’s
heat equation, that is a linear equation, as its linearized at the steady-state solution
VS, (F )[VS ] = (F ), i.e., the equation for perturbations of VS . Then we get:
(35) ν(t, x|µ, a, b) ≡ e−µ
2t
[
a+ b − b cos(µ)
sin(µ)
sin(µx) + b cos(µx)
]
.
ν(t, x|µ, a, b) depends on an arbitrary positive parameter µ > 0, and two other
parameters a, b ∈ R, and has the following limits:
lim
t→+∞
ν(t, x|µ, a, b) = 0; lim
µ→0
ν(t, x|µ, a, b) = ax+ b; lim
a,b→0
ν(t, x|µ, a, b) = 0.
This means that with respect to these perturbations the steady-state solution is
asymptotically stable, and all such perturbations produce deformations of the steady-
state solution, with deformation parameters just (µ, a, b). Let us denote by V [µ, a, b]
the 2-dimensional integral manifold, contained in (F ), representing the deformed
steady-state solution by ν(t, x|µ, a, b), 0 ≤ x ≤ 1. More precisely V [µ, a, b] is the
integral manifold of (F ) corresponding to the solution u(t, x|µ, a, b) ≡ αx + β +
ν(t, x|µ, a, b). Set V = VS
⋃
V [µ, a, b]. V is a weak-singular solution of (F ), that
for t = 0 passes for Ξ(2) = Γ(2)
⋃
Γ[µ, a, b](2), a 1-dimensional admissible integral
manifold of (F ), such that π2,0(Ξ
(2)) ≡ Ξ = Γ
⋃
Γ[µ, a, b], where Γ[µ, a, b] is the
curve identified by V [µ, a, b] for t = 0. Ξ is a space-like curve contained in W , that
is projected, by means of π, on the interval [0, 1] of the x-axis. The 2-dimensional
manifold Y ≡ π2,0(V ) = π2,0(VS)
⋃
π2,0(V [µ, a, b]) ≡ YS
⋃
Y [µ, a, b], passes for Ξ.
Furthermore V converges, for t→ +∞, to the steady-state solution VS .
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Let us, now, show also an explicit construction of solution for (F ) by means of
the method of the retraction given in Lemma 3.20. For example, let f(P ) ≡ V ⊂
J22 (W ), P ⊂ R
2, be a 2-dimensional integral manifold representing the smooth
function u(t, x) ≡
∑
n≥0 t
nan(x), passing for the integral curve given in (33). The
coefficients an(x) are suitable functions on x ∈ [0, 1], such that the series converges
in t ∈ R+, and such that a0(x) = h(x), a1(x) = hxx, a2(x) =
1
2hxxxx. These last
conditions assure that V passes for the integral curve (33). The integral manifold
V is not a solution of (RF ) since there are not restrictions on the other coefficients
19Singular solutions, like those described in this example, are very important in many physical
applications too, since they represent complex phenomena related to perturbations of some fixed
dynamic background. For example, for suitable values of the parameters a and b in (35), manifolds
Y [µ, a, b] intersect YS along common characteristic lines, and the singular solutions V are piecewise
Z2-manifolds. (For complementary informations on such singular manifolds, and singular solutions
of PDE’s, see also [13, 42, 55, 62].)
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an, n ≥ 3. The parametric equations of V are given in (36(a)).
(36)
(a)

t ◦ f = t
x ◦ f = x
u ◦ f =
∑
0≤n≤2 t
n 1
n!
d2nh
dx2n (x) +
∑
n≥3 t
nan(x)
ut ◦ f =
∑
1≤n≤2 t
n−1 d2nh
dx2n (x) +
∑
n≥3 nt
n−1an(x)
ux ◦ f =
∑
0≤n≤2
tn
n!
d2n+1h
dx2n+1 (x) +
∑
n≥3 t
n dan
dx (x)
uxx ◦ f =
∑
0≤n≤2
tn
n!
d2n+2h
dx2n+2 (x) +
∑
n≥3 t
n d2an
dx2 (x)
utx ◦ f =
∑
1≤n≤2 t
n−1 d2n+1h
dx2n+1 (x) +
∑
n≥3n nt
n−1 dan
dx (x)
utt ◦ f =
d4h
dx4 (x) +
∑
n≥3 n(n− 1)t
n−2an(x).

⇒ (b)

t ◦ r ◦ f = t
x ◦ r ◦ f = x
u ◦ r ◦ f = u˜(t, x)
ut ◦ r ◦ f = u˜t(t, x)
ux ◦ r ◦ f = u˜x(t, x)
utt ◦ r ◦ f = u˜tt(t, x)
utx ◦ r ◦ f = u˜tx(t, x)

.
Taking into account that on (F ) we can consider the following coordinate functions
{t, x, u, ut, ux, utt, utx}, it follows that the retraction mapping r(f(P )) = r(V ) ≡
V˜ ⊂ (F ) has the parametric equation given in (36(b)), where the function u˜(t, x) is
determined starting from the function u(t, x), by imposing the condition to belong
to (F ). So we get u˜(t, x) =
∑
n≥0 t
na˜n(x), with a˜n ≡
1
n!
d2nh
dx2n (x).
20 V˜ ⊂ (F ),
represents the solution u˜(t, x). This can be considered as a deformation of u(t, x).
In fact, the functions defined in (37), is just the explicit deformation connecting
u˜(t, x) with u(t, x).
(37)
u˜(t, x|λ) =
∑
n≥0 t
na˜n(λ|x), a˜n(λ|x) ≡ an(x)− λ[an(x) + a˜n(x)]
⇓
u˜(t, x|0) =
∑
n≥0 t
nan(x)
u˜(t, x|1) =
∑
n≥0 t
na˜n(x).
The integral manifolds V˜λ ⊂ J22 (W ), λ ∈ [0, 1], corresponding to u˜(t, x|λ), are
not contained in (F ) for all λ ∈ [0, 1], hence are not solutions of (F ). Therefore,
V˜ ⊂ (F ) is a solution for the corresponding Cauchy-problem, obtained by means of
the retraction method given in Lemma 3.20. The parametric equation of V˜ is given
in (38)
20This function u˜(t, x), is well defined and limited in all (t, x) ∈ R+ × [0, 1], since the function
h(x) is smooth in [0, 1] and with | d2nh
dx2n
(x)| ≤ C ∈ R, ∀x ∈ [0, 1]. In fact one has ∑n≥0 tna˜n ≤
C
∑
n≥0
tn
n!
≡ C∑n≥0 bn. The last series converges, with convergence radius r = ∞ since
limn→∞
∣∣∣ bn+1an
∣∣∣ = limn→∞ tn+1 = 0 = 1r . Therefore the series ∑n≥0 tna˜n(x) is convergent as it
is absolutely convergent.
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(38)

t ◦ r ◦ f = t
x ◦ r ◦ f = x
u ◦ r ◦ f =
∑
n≥0 t
n 1
n!
d2nh
dx2n (x)
ut ◦ r ◦ f =
∑
n≥1 t
n−1 1
(n−1)!
d2nh
dx2n (x)
ux ◦ r ◦ f =
∑
n≥0 t
n 1
n!
d2n+1h
dx2n+1 (x)
utt ◦ r ◦ f =
∑
n≥2 t
n−2 1
(n−2)!
d2nh
dx2n (x)
utx ◦ r ◦ f =
∑
n≥1 t
n−1 1
(n−1)!
d2n+1h
dx2n+1 (x)

x ∈ [0, 1].
Let us emphasize, that also in this case the solution so obtained is not unique.
In fact, similarly to the previous case, where we have considered weak-singular
solutions by means of perturbations of Cauchy data for the steady state solution
VS, now we have the following weak-singular solution V̂ ≡ V˜
⋃
V˜ [µ, a, b] ⊂ (F ),
where V˜ [µ, a, b] is the 2-dimensional integral manifold identified by the solution of
(F ) given in (39).
(39)
u˜(t, x|µ, a, b) =
∑
n≥0
tn
1
n!
d2nh
dx2n
(x) + e−µ
2t
[
a+ b− b cos(µ)
sin(µ)
sin(µx) + b cos(µx)
]
.
Let us denote by Γ˜[µ, a, b] ⊂ Wt=0 the space-like curve identified by u˜(0, x|µ, a, b).
Then V˜ [µ, a, b] passes for
Γ˜(2)[µ, a, b] ⊂ (F )t=0,
and the singular solution V̂ passes for the space-like curve
Ξ˜(2) = Γ˜(2)
⋃
Γ˜(2)[µ, a, b] ⊂ V̂ ⊂ (F ),
where
Ξ˜ = Γ˜
⋃
Γ˜[µ, a, b] ⊂Wt=0
is the space-like curve containing the fixed Cauchy data, i.e., the curve Γ˜. Further-
more the weak-singular solution V̂ asymptotically converges (t→ +∞) to the regu-
lar solution V˜ . Since the singular solution V˜ depends on the parameters (µ, a, b) ∈
R+×R2, the Cauchy problem identified by the curve Γ˜ has more than one solution.
Let us, now, N0, N1 ⊂ Ek be two closed compact (n − 1)-dimensional admissible
integral manifolds of Ek. Then there exists a weak, (resp. singular, resp. smooth)
solution V ⊂ Ek, such that ∂V = N0
.⋃
N1, iff X ≡ N0
.⋃
N1 ∈ [0] ∈ Ω
Ek
n−1,w, (resp.
X ∈ [0] ∈ ΩEkn−1,s, resp. X ∈ [0] ∈ Ω
Ek
n−1). On the other hand there exists such a
smooth solution iff X ∈ [0] ∈ Ωn−1 and X has zero all its integral characteristic
numbers, i.e., are zero on X all the conservation laws of Ek. Since these last can be
identified with the Hopf algebra Hn−1(Ek) ∼= Hn−1(E∞), where E∞ is the infinity
prolongation of Ek, it follows that the quotient Hn−1(E∞)/RΩn−1 measures the
amount of how the conservation laws of Ek differ from the crystal conservation
laws, identified with the elements of the Hopf algebra RΩn−1 . 
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Definition 3.22. We define crystal obstruction of Ek the above quotient of alge-
bras, and put: cry(Ek) ≡ Hn−1(E∞)/RΩn−1 . We call 0-crystal PDE one Ek ⊂
Jkn(W ) such that cry(Ek) = 0.
21
Corollary 3.23. Let Ek ⊂ Jkn(W ) be a 0-crystal PDE. Let N0, N1 ⊂ Ek be two
closed compact (n − 1)-dimensional admissible integral manifolds of Ek such that
X ≡ N0
.⋃
N1 ∈ [0] ∈ Ωn−1. Then there exists a smooth solution V ⊂ Ek such that
∂V = X.
Example 3.24 (The Ricci-flow equation). The Ricci-flow equation
(40) Fij ≡ (∂t.gij)− κRij = 0
on a Riemannian n-dimensional manifold (M, g), can be encoded by means of a
second order differential equation (RF ) ⊂ JD2(E) ⊂ J24 (E) over the following
fiber bundle π : E ≡ R × S˜02M → R × M , where S˜
0
2M ⊂ S
0
2M is the open
subbundle of non-degenerate Riemannian metrics on M . In [60] we have calcu-
lated the integral bordism group of the equation (RF ) ⊂ J24 (E). In particular if
M is a 3-dimensional closed compact smooth simply connected manifold, we get
Ω
(RF )
3,w
∼= Ω
(RF )
3,s
∼= Z2. Thus (RF ) is not an extended 0-crystal PDE. Taking
into account exact commutative diagram (27), we get also the short exact sequence
0→ K
(RF )
3,w → Ω
(RF )
3 → Z2 → 0. Taking into account Example 2.19 we can consider
Ω
(RF )
3 as an extension of a subgroup of the crystallographic group G(3) = Z
3 ⋊ Z2
or G(2) = Z2 ⋊ Z2. Therefore the integral bordism group of the Ricci-flow equa-
tion on S3 is an extended crystal PDE, with crystal group G(2) = Z2 ⋊ Z2 = p2
and crystal dimension 2. Furthermore, from the exact commutative diagram (27)
we get also the following short exact sequence 0 → K
(RF )
3 → Ω
(RF )
3 → Ω3 → 0.
Taking into account that Ω3 = 0, we can have cry(RF ) 6= 0. On the other hand let
us consider admissible only space-like integral Cauchy manifolds satisfying the fol-
lowing conditions: (i) They are diffeomorphic to S3 or to M , assumed any smooth
3-dimensional Riemannian, compact, closed, orientable, simply connected manifold;
(ii) M is homotopy equivalent to S3. Such integral manifolds surely exist, since we
can embed in E both manifolds M and S3 and identify these, for example, with
space-like smooth admissible integral manifolds of the subequation (RF )t ⊂ (RF ),
where (RF )t = πˆ
−1
2 (t), t ∈ R. Here πˆ2 is the canonical projection (RF ) → R,
induced by π2 : JD
2(E) → R × M , i.e., πˆ2 ≡ pr1 ◦ π2 : JD2(E) → R, where
pr1 is the canonical projection pr1 : R ×M → R. In fact, in (RF ), (∂t.gij) is
solved with respect to Rij . More precisely, starting from a 3-dimensional compact
closed, orientable, simply connected Riemannian manifold (M,γ), we can identify
a space-like integral Cauchy 3-dimensional manifold N0 ⊂ (RF )t=t0=0, diffeomor-
phic to its projection π2,0(N0) ≡ Y0 ⊂ Wt=t0=0 ∼= S˜
0
2M , by means of the mapping
21An extended 0-crystal PDE Ek ⊂ Jkn(W ) does not necessitate to be a 0-crystal PDE. In fact
Ek is an extended 0-crystal PDE if Ω
Ek
n−1,w = 0. This does not necessarily imply that Ω
Ek
n−1 = 0.
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f :M → JD2(E) defined by the parameter equation in (41).
(41)

t ◦ f = t0 = 0
xk ◦ f = xk
gij ◦ f = γij
gij,t ◦ f = κRij(γ)
gij,h ◦ f = γij,h
gij,th ◦ f = κRij(γ),h
gij,hk ◦ f = γij,hk
gij,tt ◦ f = Φij(γ),

, 1 ≤ i, j, h, k ≤ 3.
where {t, xk, gij , gij,t, gij,h, gij,th, gij,hk, gij,tt}1≤i,j,h,k≤3 are local coordinates on JD
2(E),
Φij(γ), i, j ∈ {, 2, 3}, are known analytic functions of γij and its derivatives up to
fourth order, symmetric in the indexes. In fact, since (RF ) is a formally integrable
and completely integrable PDE [60], from its first prolongation we get
{gij,tt = κRij(g),t, gij,th = κRij(g),h}1≤i,j,h≤3,
where Rij(g),t and Rij(g),h denote the first prolongation of Rij(g), with respect
the t-variable and xh-variable respectively. Since Rij(g) = Rij(grs, grs,h, grs,hk),
i, j ∈ {, 2, 3}, are analytic functions, we get also the following analytic functions
Rij(g),t = Kij(grs, grs,h, grs,hk, grs,t, grs,ht, grs,hkt), 1 ≤ i, j ≤ 3
where Kij are analytic functions of their arguments. Taking into account the expres-
sion of (RF ) and second order prolongation, we get the initial values (3-dimensional
Cauchy integral manifold), given in (42).
(42)

grs,h|t=0 = γrs,h
grs,t|t=0 = κRrs(γ)
grs,th|t=0 = κRrs,h|t=0
grs,hk|t=0 = γrs,hk
grs,tt|t=0 = Φij(γ)

1≤r,s,h,k≤3
where Rrs,h is the first prolongation of Rrs with respect to the coordinates x
h. Tak-
ing into account that one has the following functional dependence Rrs = Rrs(gij , gij,p, gij,pq),
we get
Rrs,h = (∂g
ij .Rrs)gij,h + (∂g
ij,p.Rrs)gij,ph + (∂g
ij,pq.Rrs)gij,pqh.
As by-product we get that Rrs,h|t=0 are functions of γij and their derivative up
to third order, that we shortly denote by Rrs,h|t=0. Furthermore, from the first
prolongation of (RF ) we get also
(43)
 grs,tt = κRrs,t = κ[(∂g
ij .Rrs)gij,t + (∂g
ij,p.Rrs)gij,pt + (∂g
ij,pq.Rrs)gij,pqt]
= κ[(∂gij.Rrs)κRij + (∂g
ij,p.Rrs)κRij,p + (∂g
ij,pq.Rrs)κRij,pq]

1≤r,s,h,k≤3
Then taking t = 0, we get that grs,tt|t=0 are functions that depend on γij and their
derivatives up to fourth order, that we shortly denote by Φij(γ).
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(44) 0 0
JD2(E)
OO
π2,1 // JD1(E)
OO
// 0
0 // S02(R×M)⊗ S˜
0
2(M)
66mmmmmmmmmmmmm
// vTJD2(E)
OO
// π∗2,1vTJD
1(E)
ggOOOOOOOOOOOO
OO
// 0
0 // g2
((RR
RR
RR
RR
RR
RR
RR
RR
R
?
OO
// vT (RF )

?
OO
// π∗2,1vT (RF )−1
wwnnn
nn
nn
nn
nn
n

?
OO
// 0
(RF )

π2,1
// (RF )−1

// 0
0 0
Similarly one can identify the Riemannian manifold (S3, γ¯), with another space-
like integral Cauchy 3-dimensional manifold N1 ⊂ (RF )t=t1 6=0, diffeomorphic to
its projection π2,0(N1) ≡ Y1 ⊂ Wt=t1 ∼= S˜
0
2M . Let us emphasize that, fixed the
space-like fiber (RF )t, above integral Cauchy manifolds are uniquely identified by the
Riemannian manifolds (M,γ) and (S3, γ¯), respectively. For such integral manifolds
N0 and N1, necessarily pass solutions of (RF ), (hence they are admissible).
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shall prove this by considering Lemma 3.20(2). First let us note that, similarly to
the Fourier’s heat equation, the Ricci-flow equation is an affine subbundle of the
affine bundle π2,1 : JD
2(E) → JD1(E), since the fiber π−12,1(q¯) ≡ (RF )q¯, for q¯ ∈
22In general a steady state solution of (RF ) is not admitted since this should imply that
(M,γ) is Ricci flat. Furthermore, regular solutions gij(t, x
k) = h(t)g¯ij(x
k), with separated time
variable from space ones, imply that (M, γ) is an Einstein manifold. In fact Rij(g) = Rij(hg¯) =
Rij(g¯). The Ricci-flow equation becomes ht(t)g¯ij (x
k) = κRij(g¯). Therefore, must be ht(t) =
ω = κRij(g¯)/g¯ij(xk), with ω ∈ R. By imposing the initial condition gij(0, xk) = γij(xk), we
get that must be h(t) = ωt + 1 and g¯ij(xk) = γij(xk), hence Rij(γ) = γijω/κ. Vice versa, if
the Ricci flow equation is considered only for Einstein manifolds, then solutions with separated
variables like above, are admitted. This means that in general, i.e., starting with any (M, γ),
we cannot assume solutions gij(t, xk) with the above separated variables structure, even if these
solutions ”arrive” to S3, that is just an Einstein manifold. The same results can be obtained by
considering metrics g(t, xk), obtained deforming γ(xk), under a space-time flow φλ of M ×R, i.e.,
{t ◦ φλ = t+ λ, xk ◦ φλ = φkλ(t, xi)}1≤i,k≤3, and with initial condition {φk0 = xk}k=1,2,3. In fact
if we assume that φrλ = h(λ)φ¯
r(xk), then the Ricci flow equation becomes as given in (45).
(45)
h˙2(λ)
h2(λ)
= κ
φ¯ri φ¯
r
i (Rrs(γ) ◦ φλ)
φ¯ri φ¯
r
i (γrs(γ) ◦ φλ)
= ω ∈ R+ ⇒
{
(a) h˙(λ) −±√ωh(λ) = 0
(b) φ¯ri φ¯
r
i [Rrs(γ) − ωκ γrs] ◦ φλ = 0
}
The integration of the equation (45(a)) gives h(λ) = Ce±λ
√
ω . Furthermore, if (M, γ) is an
Einstein manifold, i.e., there exists µ ∈ R, such that Rrs(γ) = µγrs, then taking ω = µκ,
one has the following solution, uniquely identified by the initial condition, (up to rigid flows):
φλ = e
±λ√µκxr. If (M, γ) is not Einstein, or equivalently, assuming ω 6= κµ, we see that the
solutions of equation (45(b)) are φ¯r = ar ∈ R, since the metric γ¯rs ≡ Rrs(γ) − ωκ γrs is not
degenerate, hence must necessarily be φ¯ri = 0. But such a flow does not satisfy initial condition
{φr0 = xr}r=1,2,3. In conclusion a metric gij(t, xk), obtained deforming γ with a space-time flow
φλ, where φ
r
λ = h(λ)φ¯
r(xk), is a solution of the Ricci flow equation iff (M, γ) is Einstein, or
Ricci-flat. This last case corresponds to take ω = 0 in equation (45) and has as solution the
unique flow, up to rigid ones, φrλ = x
r .
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(RF )−1, is an affine space. In fact, Tq(RF )q¯ ∼= (g2)q, and the vector space (g2)q is
constant on the fiber q¯ ∈ (RF )−1. The situation is shown by the exact commutative
diagram in (44) and by the fact that a vector field ζ = ζαβij ∂g
ij
αβ belonging to the
symbol must satisfy equation (46). (One has used the usual space-time indexes
numbering for the coordinates (t, xk)1≤k≤3 = (x
α)0≤α≤3 on R×M .) That equation
is constant on the points of the fiber (RF )q¯, since it depends only on the derivatives
of first order gij,h and zero order gij.
(46) ζαβrs (∂g
rs
αβ .Fij)(q) = 0, q ∈ (RF ).
This follows soon from the expression of the Ricci tensor as a differential polyno-
mial. See equation (47).
(47) Rjn = grpRrjnp
{
Rrjnp =
1
2 (grp,jn + gjn,rp − grn,jp − gjp,rn)
+gts([jn, s][rp, t]− [jp, s][rn, t])
}
[ij, k] = 12 (gik,j + gjk,i − gij,k)
grp ≡ [grp]/|g|
|g| ≡ det(grp)
[grp] : algebraic complement of grp.
Since the derivatives of second order gij,hk appear in (47) multiplied by zero-order
terms only, it follows that equation (46) is constant on each fiber (RF )q¯. As a
by-product it follows that we can apply the retraction method given in Lemma 3.20
directly on (RF ).
With this respect, let us see more explicitly, and less formally, how we can build,
a smooth solution of the Cauchy problem (RF ) identified by the 3-dimensional in-
tegral manifold given in (42). Since, fixed the Riemannian manifold (M,γ), we
uniquely identify a 3-dimensional integral manifold N0 ⊂ (RF ), diffeomorphic to
M , (resp. S3), then in order to build a solution passing for N0, (resp. N1), it
is enough to prove that we are able to identify a time-like vector field, tangent to
(RF ), transversal to N0 that besides the tangent space TN0 generate an integral
planes of (RF ). In fact, integral planes Lq̂ ⊂ (E2)q ∼= Lq̂
⊕
(g2)q ⊂ Tq(RF ),
q̂ ∈ (RF )+4, q = π6,2(q̂), are generated by the following horizontal vectors ζα(q) =
[∂xα +
∑
0≤|β|≤2 gij,αβ∂g
ij,β]q̂∈(RF )+4 ∈ Tq(RF ). (|β| denotes the multi-index
length and 0 ≤ α ≤ 3.) In (48) is given a more explicit expression of the hori-
zontal vectors ζ0.
(48)
ζ0 = ∂t+ gij,t∂g
ij + gij,th∂g
ij,h + gij,tt∂g
ij,t + gij,thk∂g
ij,hk + gij,tth∂g
ij,th + gij,ttt∂g
ij,tt
gij,t = κRij(γ) , gij,th = κRij,h(γ)
gij,tt = κRij,t(γ) = κ [(∂g
rs.Rij)κRrs(γ) + (∂g
rs,p.Rij)κRrs,p(γ) + (∂g
rs,pq.Rij)κRrs,pq(γ)]
gij,thk = κRij,hk(γ) , gij,tth = κRij,th(γ) , gij,ttt = κRij,tt(γ)

.
For q̂ ∈ (N0)(4) = D6γ(M) ⊂ [(RF )+4]t=0 ⊂ (RF )+4, at the corresponding point
q ∈ N0, one has ζ = ζ(S) + ζ(T ) ∈ (E2)q, with ζ(S) = X
kζk(q) ∈ TqN0, and
ζ(T ) = X
0ζ0(q) transverse to N0. Thus the 4-dimensional integral manifold Vq,
tangent to such an integral plane, is tangent to N0 too, and has the vector ζ0 as
characteristic time-like vector at q ∈ N0. By varying q in N0 we generate a 4-
dimensional manifold V that is the envelopment manifold of the family {Vq}q∈N0
of solutions of (RF ), formally defined as V ≡
⋃
q∈N0
X0,q, where X0,q is the integral
line transversal to N0, starting from q, tangent to ζ0(q) and future-directed. Thus V
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Figure 1. Solution Cauchy problem for (RF ), represented by the
integral manifold V , envelopment manifold, generated by local so-
lutions represented by manifolds Vq tangent to N0, ∀q ∈ N0, and
identified by means of 4-dimensional integral planes Lq̂, for any
q̂ ∈ N
(1)
0 . Voutside ⊂ JD
2(E) represents a 4-dimensional integral
manifold, passing for N0, but Voutside 6⊂ (RF ). Voutside can be de-
formed in V , taking fixed N0. (RF ) and (RF )+1 are represented
with (yellow) frames, containing respectively N0 and N
(1)
0 .
is a line bundle over N0, containing N0, with TqN0 ⊂ TqV , ∀q ∈ N0. This is enough
to claim that V is contained in (RF ) and it is a time-like integral manifold of (RF ),
whose tangent space is an horizontal one. In other words, V is not only a viscosity
solution, but just a solution of the Cauchy problem identified by N0 (resp. N1).
23
(See Fig. 1 where the 3-dimensional manifold N0 is reduced to dimension 2 (figure
in the left-side) or dimension 1 (figure in the right-side) for graphic necessities.)
Let us emphasize that, on N0, (resp. N1), the components of the characteristic
vector field ζ0 in (48) are uniquely characterized by the metric γij and its deriva-
tives up to sixth order. This proves that in order to characterize a solution of the
Cauchy problem, identified by N0 ⊂ (RF ), it is necessary to consider the prolon-
gation (RF )+4, of (RF ), up to fourth order. Then the 4-dimensional manifold
V =
⋃
t∈[0,ǫ[ φt(N0) ⊂ (RF ), obtained by means of the local flow φt generated by
ζ0 = ∂φ, is a local integral manifold, solution of the Cauchy problem identified by
N0. (So ζ0 is the characteristic vector field for such a solution.)
24 Let us remark
that such a solution does not necessitate to be smooth. In fact in this process we
have used only the prolongation of (RF ) up to fourth-order, i.e., we have considered
23Generalized solutions of PDE’s, called viscosity solutions were introduced by Pierre-Louis
Lions and Michael Crandall in the paper [36]. Such mathematical objects do not necessitate to
be solutions, but are envelope manifolds of solutions.
24Let us emphasize also that an integral 4-plane, where the components gij,β , 0 ≤ |β| ≤ 3,
satisfy conditions in (42), but not all conditions in (48), has the corresponding integral manifold,
say V˜ , that passes for N0, but it is not contained in (RF ). (This is represented by Voutside in
Fig. 1.) Let us denote the corresponding metric with g˜. Therefore the retraction method imposes
also to gij,β , with 0 ≤ |β| ≤ 3, to satisfy conditions reported in (48). The relation between
V˜ ≡ Voutside ⊂ JD2(E), and V ⊂ (RF ), can be realized with a deformation, gλ, connecting the
corresponding metrics g˜ and g. More precisely, gλ = g˜+λ[g− g˜], λ ∈ [0, 1]. The integral manifolds
Vλ ⊂ JD2(E), generated by gλ, are not contained in (RF ) for any λ ∈ [0, 1], but all pass forN0. In
fact, since (gλ)ij,β = g˜ij,β+λ[gij,β− g˜ij,β ], |β| ≥ 0, we get that (gλ)ij,β |N0 = g˜ij,β |N0 = gij,β |N0 ,
for 0 ≤ |β| ≤ 2, but (gλ)ij,β |N0 do not satisfy conditions in (48) for |β| = 3. This is just the
meaning of the retraction method considered in the proof of Lemma 3.20.
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only the projections given in (49).
(49) (RF )+4 // (RF )+3 // (RF )+2 // (RF )+1 // (RF ) .
However, we can obtain V as a continuous manifold. In fact, let gij(x
α) denote
a local solution identified by Lq̂ = TqVq ⊂ Tq(RF ), and TqN0 ⊂ Lq̂. Then the
time-like integral line X0,q ⊂ Vq, tangent to ζ0, is represented by a local curve
ξq : [0, ǫq[⊂ R→ (RF ), given by the parametric equation (50) in JD2(E).
(50)

t ◦ ξ = t
xk ◦ ξ = xk(q)
gij ◦ ξ = gij(t, xk(q))
gij,t ◦ ξ = κRij(g(t, x
k))|xk=xk(q)
gij,h ◦ ξ = gij,h(t, xk)|xk=xk(q)
gij,hk ◦ ξ = gij,hk(t, xk)|xk=xk(q)
gij,th ◦ ξ = κRij,h(g(t, xk))|xk=xk(q)
gij,tt ◦ ξ = κ2
∑
0≤|p|≤2[(∂g
rs,p.Rij)Rrs,p(g(t, x
k))]|xk=xk(q)
Since ζ0 continuously changes on N0, it follows that curves X0,q, q ∈ N0, continu-
ously change with q ∈ N0, if the solutions gij(t, xk) continuously change with q ∈ N0
too. This is surely realized by the fact that points q′ ∈ N0, near to q, come from
points q̂′ ∈ N
(1)
0 , near to q̂, if π3,2(q̂) = q. In fact, N0
∼= N
(1)
0 and π3,2(N
(1)
0 ) = N0,
thus π3,2|N(1)0
: N
(1)
0 → N0 is necessarily a continuous mapping. Moreover, we can
continuously transform any (local) solution gij(t, x
k) of (RF ) into other ones by
means of space-like (local) 1-parameter group of diffeomorphisms φλ, λ ∈ [0, ǫ[⊂ R
of M . In fact, such transformations are locally represented by the following func-
tions {t◦φλ = t, xk◦φλ = φkλ(x
i)}. As a by-product it follows that (RF ) is invariant
under such transformations. In fact (φ∗λg)ij,t−κRij(φ
∗
λg) = φ
∗
λ[gij,t−κRij(g)] = 0.
Thus we can continuously transform an integral manifold Vq, into other solutions
along the space-like coordinate lines of N0, passing for q and identify, in the points
q′ ∈ N0, the time-like curves X0,q′ that result continuously transformed of X0,q. In
this way V =
⋃
q∈N0
X0,q is a smooth manifold in a suitable tubular neighborhood of
N0 × [0, ǫ[, that is the integral manifold of a metric gij(t, xk), of class C3, solution
of the Ricci flow equation (RF ). This proves that the envelopment manifold V is
more regular than a viscosity solution.
In order to obtain a smooth solution of the Cauchy problem given by the integral
manifold N0 it is necessary to repeat the above process on the infinity prolongation
(RF )+∞ ⊂ JD∞(E). In fact, also on (RF )+∞, the 3-dimensional integral manifold
N0 ∼= D∞γ(M) ≡ N
(∞)
0 ⊂ (RF )+∞ is uniquely identified by (M,γ), and identi-
fies also a unique transversal time-like characteristic vector field ζ
(∞)
0 , tangent to
(RF )+∞. More precisely, ζ
(∞)
0 = ζ0 +
∑
|α|>2 gij,tα∂g
ij,α, with gij,tα = κRij,α(γ),
where α = 0, 1, 2, 3.
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The situation is resumed in the commutative diagram (51).
(51) T (RF )+∞ TN (∞)0_?oo
T (RF )+∞

(RF )+∞
ζ
(∞)
0
oo
ζ
(∞)
0
OO
_?
oo

[(RF )+∞]t=0_?oo

N
(∞)
0
≀
0
OO
_?
oo   // JD∞(S˜02M)

...

...

...

...
≀
...

T (RF )+r

(RF )+r
ζ
(r)
0
oo _?oo

[(RF )+r]t=0_?oo

N
(r)
0
≀
_?
oo   // JD2+2r(S˜02M)

...

...

...

...
≀
...

T (RF ) (RF )
ζ0
oo _?oo

[(RF )]t=0_?
oo

N0
≀
_?
oo   // JD4(S˜02M)

S˜02M

R×M M_?oo M M
γ
EE
D4γ
;;
D2+2rγ
[[
D∞γ
\\
Similarly to what made in the Fourier’s heat equation, (see Example 3.21), we
can prove that to the above solution one can associate weak-singular ones by using
perturbations of the initial Cauchy data. In fact, if V ⊂ (RF ) is a regular solution
passing for the integral manifold N0, we can consider perturbations like solutions
ν : R×M → E, of the linearized equation (RF )[V ] ⊂ JD2(E). Since also (RF )[V ]
is formally integrable and completely integrable, in neighborhoods of N0 there exist
perturbations. These deform V (background solution) giving some new solutions
V˜ ⊂ (RF ). Then V̂ ≡ V
⋃
V˜ ⊂ (RF ) is a weak-singular solutions of the type just
considered in Example 3.21 for the Fourier’s heat equation.25
Now, for any of two of such integral manifolds, N0 and N1, we can find a smooth
solution V bording them, V = N0
.⋃
N1 iff their integral characteristic numbers are
equal, i.e. all the conservation laws of (RF ) valued on them give equal numbers. By
the way, under our assumptions we can consider N0 and N1 homotopy equivalent.
Let f : N1 → N0 be such an homotopy equivalence. Let ω be any conservation law
for (RF ). Then one has equation (52).
(52) < [N0], [ω] >=
∫
N0
ω =
∫
N1
f∗ω =< [N1], [f
∗ω] >=< [N1], [ω] >=
∫
N1
ω.
So any possible integral characteristic number of N0 must coincide with ones with
N1 and vice versa. Thus we can say, that with this meaning of admissibility (full
admissibility hypothesis) on the Cauchy integral manifolds, one has cry(RF ) = 0,
i.e., (RF ) becomes a 0-crystal. Therefore there are not obstructions on the existence
25This generalizes a previous result by Hamilton [27], and after separately by De Turk [19] and
Chow & Knopp [18], that proved existence and uniqueness of non-singular solution for Cauchy
problem in some Ricci flow equation. Let us also emphasize that our approach to find solutions
for Cauchy problems, works also when N0 ⊂ (RF ) is diffeomorphic to a 3-dimensional space-like
submanifold of W , that is not necessarily representable by a section of Et=0 ∼= S˜02M →M .
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of smooth solutions V of (RF ) bording N0 and N1, ∂V = N0
.⋃
N1, i.e., solutions
without singular points.
This has as a by-product that M and S3 are homeomorphic manifolds. Hence
the Poincare´ conjecture is proved. With this respect we can say that this proof
of the Poincare´ conjecture is related to the fact that under suitable conditions of
admissibility for the Cauchy integral manifolds, the Ricci-flow equation becomes a
0-crystal PDE.26
Example 3.25 (The d’Alembert equation ∂
2 log f
∂x∂y = 0 on the 2-dimensional torus).
The d’Alembert equation on a 2-dimensional manifold M can be encoded by a
second-order differential equation
(53) (d′A)2 ⊂ JD
2(W ) : {uuxy − uxuy = 0}
with W ≡ M × R. In [60] we have calculated the integral bordism groups of such
an equation. In particular for M = T 2, the 2-dimensional torus, one has Ω
(d′A)2
1
∼=
Z2
⊕
Z2. Taking into account Example 2.20 we see that Ω
(d′A)2
1 is isomorphic to
the crystal group G(2) = Z2 ⋊D4 = p4m. Therefore, (d′A)2 on T 2 is an extended
crystal PDE, with crystal dimension 2.
Example 3.26 (The Tricomi equation on 2-dimensional manifolds). In [60] we
have considered the integral bordism groups of the Tricomi equation (T ):
(54) (T ) ⊂ JD2(W ) : {uyy − yuxx = 0}
defined on a 2-dimensional manifold M , i.e. with W ≡M×R. For example, on the
2-dimensional torus T 2 one has Ω
(T )
1
∼= Z2 ⊕ Z2. Furthermore on RP 2 we obtains
Ω
(T )
1
∼= Z2. Thus the Tricomi equation on T 2, (resp. S2), is an extended crystal
PDE with crystal group p4m, (resp. p2), and crystal dimension 2, (resp. 2).
Example 3.27 (The Navier-Stokes PDE). The non isothermal Navier-Stokes equa-
tion can be encoded by a second order PDE (̂NS) ⊂ JD2(W ) on a 9-dimensional
affine fiber bundle π :W →M on the Galilean space-time M . In Tab. 1 is reported
its polynomial differential structure.
There {xα, x˙k, p, θ} are fibered coordinates on W , adapted to the inertial frame, and
Gkij are the canonical connection symbols on M . Furthermore A ⊂ R[[x
1, x2, x3]] is
the algebra of real valued analytic functions of (xk).27 We have proved in Refs.[55,
62] that the singular integral bordism groups of such an equation are trivial, i.e.,
Ω
(̂NS)
3,s
∼= Ω
(̂NS)
3,w
∼= 0. Furthermore, with respect to the notation used in diagram
26The proof of the Poincare´ conjecture given here refers to the Ricci-flow equation, according
to some ideas pioneered by Hamilton [26, 27, 28, 29, 30], and followed also by Perelman [43,
44]. However the arguments used here are completely different from ones used by Hamilton and
Perelman. (For general informations on the relations between Poincare´ conjecture and Ricci-
flow equation, see, e.g., Refs.[5, 16, 17] and papers quoted there.) Here we used our general
PDE’s algebraic-topological theory, previously developed in some works. Compare also with our
previous proof given in [2, 3], where, instead was not yet introduced the relation between PDE’s
and crystallographic groups.
27R[[x1, . . . , xn]] denotes the algebra of formal series
∑
i1,...,in
ai1···in (x
1)i1 · · · (xn)in , with
ai1···in ∈ R. Real analytic functions in the indeterminates (x1, . . . , xn), are identified with above
formal series having non-zero converging radius. Thus real analytic functions belong to a subal-
gebra of R[[x1, . . . , xn]]. This last can be also called the algebra of real formal analytic functions
in the indeterminates (x1, . . . , xn).
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Table 1. Completely integrable Navier-Stokes equation: (̂NS) ⊂
JD2(W ) defined by differential polynomials.
(A) : F 0 ≡ x˙kGjjk + x˙
i
sδ
s
i = 0 (F
0∈A[x˙k,x˙is])
(continuity equation)
(B) : F 0α ≡ x˙
k(∂xα.G
j
jk) + x˙
k
αG
j
jk + x˙
i
sαδ
s
i = 0 (F
0
α∈A[x˙
k,x˙iα,x˙
i
sα])
(first prolonged continuity equation)
(C) : F j ≡ x˙sRjs + x˙
sx˙iρGjis + x˙
sx˙jsρ+ ρx˙
j
0 + x˙
k
sS
js
k + x˙
j
isT
is
+pig
ij + ρ(∂xi.f)g
ij = 0 (F j∈A[x˙s,x˙is,x˙
j
is
,pi])
(motion equation)
(D) : F 4 ≡ θ0ρCp + ρCpx˙kθk + θisE
is
+ x˙kx˙pWkp + x˙
kx˙spW
p
ks + x˙
k
i x˙
s
pY
ip
ks = 0
(F 4∈A[x˙k,x˙sp,θ0,θk,θis]) (energy equation)
Functions belonging to A⊂R[[x1,x2,x3]]
Rjs≡χ[(∂xp.G
j
is
)+GjpqG
q
is
−Gq
pi
Gjqs]g
pi
Sjs
k
≡χ[2Gj
ik
gsi−Gsqiδ
j
k
gqi]
T is≡χgis=T si
E
is
≡−νgis=E
si
Wkp≡−χG
a
jkG
b
sp(gbag
sj+δj
b
δsa)=−2χG
s
bkG
b
sp=Wpk
W
p
ks≡−2χ[G
j
ik
gjsg
ip+Gp
sk
]=−4χGp
sk
=W
p
sk
Y ip
ks
≡−χ[gksg
ip+δp
k
δis]=Y
pi
sk
0≤α≤3, 1≤i,j,k,p,s≤3. (∂x0.G
j
jk
)=0.
(26), one has that for the integral bordism group for smooth solutions: Ω
(̂NS)
3
∼=
K
(̂NS)
3,w . Thus we can conclude that the Navier-Stokes equation is an extended 0-
crystal PDE, but not a 0-crystal, i.e. cry(̂NS) 6= 0. Note that if we consider
admissible only all the Cauchy integral manifolds X ⊂ (̂NS) such that all their
integral characteristic numbers are zero, (full admissibility hypothesis), it follows
that cry(̂NS) = 0. So, under this condition, (̂NS) becomes a 0-crystal PDE.
Let us emphasize that, similarly to the Ricci flow equation, we can identify 3-
dimensional space-like smooth integral manifold N0 ⊂ (̂NS)t, such that N0
∼= Mt,
via the canonical projection π2 : JD
2(W ) → M , with some smooth space-like sec-
tion st :Mt ⊂M →Wt ⊂W , of the configuration bundle π : W →M . In fact, all
the coordinates in (̂NS), containing time-derivatives, can be expressed by means of
the other derivatives containing only space coordinates. (Warn for equation (̂NS)!
Even if there are not restrictions on the time derivatives of pressure, between space
derivatives of pressure arise some constraints, as well as there are constraints be-
tween space derivatives of velocity components, hence sections st that identify above
considered integral manifolds, are not arbitrary ones. For details see below.) Then
we can solve the corresponding Cauchy problem applying Lemma 3.20, similarly to
what made in the Ricci flow equation. It is useful to remark that in order to build en-
velopment solutions V =
⋃
q∈N0
X0,q, it does not necessitate to handle with PDE’s
that admit any space-like symmetry. This of course does not happen for any smooth
boundary value problem in (̂NS). With this respect, it is useful also to underline
that the popular request to maximize entropy cannot be an enough criterion to re-
alize a smooth envelopment solution. (For complementary results on variational
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problems constrained by the Navier-Stokes equation see [62].) The existence of such
a smooth envelopment manifold, can be proved by working on (̂NS)+∞. In fact, let
q, q′ ∈ N
(∞)
0 ⊂ (̂NS)+∞, and let Vq and Vq′ be two smooth solutions passing for the
initial conditions q and q′ respectively. We claim that their time-like integral curves
X0,q and X0,q′ cannot intersect for suitable short times, i.e., t ∈ [0, ǫ[, if q 6= q′.
Really if q¯ ∈ Vq
⋂
Vq′ 6= ∅, then Tq¯Vq = Tq¯Vq′ = (E∞)q¯. This means that in such
a point q¯, Vq and Vq′ must have a contact of infinity order with the Navier-Stokes
equation and between them. We can assume that q¯ is outside a suitable tubular
neighborhood N
(∞)
0 × [0, ǫ[ of N
(∞)
0 , otherwise we should admit that q¯ ∈ N
(∞)
0 . In
this last case Vq and Vq′ should have in q¯ time-like curves X0,q¯ and X
′
0,q¯, transversal
to N
(∞)
0 , and with a common tangent vector ζ0(q¯). Furthermore , Vq and Vq′ should
be tangent to N
(∞)
0 at q¯: Tq¯Vq = Tq¯Vq′ = (E∞)q¯ ⊃ Tq¯N
(∞)
0 . Let us assume that
in a suitable neighborhood N
(∞)
0 × [0, ǫ[, the manifold Vq identifies two separated
pieces, say and Vq|1 and Vq|2, tangent to N
(∞)
0 at q and q¯, respectively. In other
words Vq
⋂
N
(∞)
0 × [0, ǫ[= Vq|1
⋃
Vq|2. (If this condition is not satisfied, then Vq is
necessarily a smooth solution of the Cauchy problem at least in a subset Y ⊂ N
(∞)
0 .
Then we can write V = V1
⋃
V2 ≡ {
⋃
q∈Y X0,q}
⋃
{
⋃
q∈Z X0,q}, Z ≡ N
(∞)
0 \Y , and
we can continue to similarly discuss about the V2-part of V .) Then, for the time-like
coordinate lines X0,q|1 and X0,q|2, one has X0,q|1
⋂
X0,q|2 = ∅ in N
(∞)
0 × [0, ǫ[. The
same circumstance can be verified between Vq′ and Vq¯, eventually by reducing ǫ. This
proves that taking ǫ little enough, we can consider V ≡
⋃
q∈N
(∞)
0
X0,q ⊂ (̂NS)+∞,
a fiber bundle over N
(∞)
0 that is a 4-dimensional integral manifold representing
a local solution of the Cauchy problem identified by the smooth 3-dimensional in-
tegral manifold N0 ⊂ (̂NS). (See Fig. 2.) On V we can recognize a natural
smooth fiber bundle structure. In fact, since (̂NS) is an analytic equation and
any point q ∈ N
(∞)
0 identifies an analytic solution in a suitable neighborhood U
of p ≡ π∞(q) ∈ M , it follows that if two such solutions s and s′ are defined at
q ∈ N
(∞)
0 they should coincide in a suitable neighborhood of p, denote again it
by U . Then we can assume that s and s′ coincide also in Ω ≡ π−1∞ (U)
⋂
N
(∞)
0 .
Therefore, we can cover N
(∞)
0 by means of a covering set {Ωα}α∈J , where each
Ωα is such that if q, q
′ ∈ Ωα, the corresponding analytic solutions s and s
′ are
well defined in Uα ⊂ M . In this way each time-like curve X0,q is uniquely iden-
tified for q ∈ Ωα. Then we can define smooth functions (transition functions)
ψαβ : Ωα
⋂
Ωβ → R• ≡ R \ {0}, by τα = ψαβτβ, where τα are nowhere vanishing
sections of V → N
(∞)
0 on Ωα ⊂ N
(∞)
0 . These functions satisfy the following three
conditions: (a) ψαα = 1; (b) ψαβ = ψβα; (c) ψαβψβγψγα = 1 on Ωα
⋂
Ωβ
⋂
Ωγ
(cocycle condition). This is enough to claim that the line bundle V → N
(∞)
0 has
a smooth structure. Let us emphasize that Lemma 3.20 can be applied here also
to 3-dimensional space-like smooth Cauchy integral manifolds N ⊂ (̂NS)t, that are
diffeomorphic to their projections Y ≡ π2,0(N) ⊂Wt, but are not necessarily holo-
nomic images of smooth sections of π : W → M . In fact, by using the embeddings
N ⊂ (̂NS) ⊂ JD2(W ) ⊂ J24 (W ), we can repeat above construction to build smooth
envelopment solutions of the Cauchy problem N (∞) ⊂ (̂NS)+∞ ⊂ J
∞
4 (W ). Really,
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any smooth 3-dimensional space-like submanifold Y ⊂ Wt, identified by a space-
like smooth integral manifold Z ⊂ (̂NS)+∞ ⊂ J
∞
4 (W ), such that Z
∼= Y , via the
canonical projection π∞,0 : J
∞
4 (W )→ W , can be locally identified by some smooth
implicit functions {fI(xk, yj) = 0}1≤I≤5, with Jacobian matrix of rank five, where
{xk, yj}1≤k≤3;1≤j≤5 are coordinates in the 8-dimensional affine space Wt, and we
write Z = Y (∞). Then, as a by-product we get also a cohomology criterion to clas-
sify envelopment solutions according to the first cohomology space H1(N0,Z2). In
fact, a line bundle V → N
(∞)
0 is classified by the first Stiefel-Whitney class of V ,
that belongs to H1(N
(∞)
0 ,Z2) ∼= H
1(N0,Z2). The classifying space is RP∞ and the
universal principal bundle is S∞ → RP∞ ≡ S∞/Z2 ∼= R∞/R• ∼= Gr1(R∞), where
Gr1(R∞) denotes the Grassmannian of 1-dimensional vector subspaces in R∞, and
the nonzero element of Z2 acts by v 7→ −v. Since S∞ is contractible one has
πi(S
∞) ∼= πi(RP∞) = 0, i > 1 and π1(RP∞) ∼= Z2. RP∞ is the Eilenberg-Maclane
space K(Z2, 1) [58]. Hence [N0, Gr1] ∼= H1(N0;Z2), f 7→ f∗µ, where µ is the gen-
erator of H1(RP∞;Z2) ∼= Z2. Since one has the bijection [N0;Gr1] → V1(N0),
where V1(N0) denotes the set of 1-dimensional vector bundles over N0, we get
the bijection w1 : V1(N0) → H1(N0;Z2) that is just the Stiefel-Whitney class
for line bundles over N
(∞)
0 . In conclusion an envelopment solution V ⊃ N , of
an admissible Cauchy integral manifolds N ⊂ (̂NS), can be identified with some
cohomology class of H1(N ;Z2). In particular V is orientable iff its first Stiefel-
Whitney cohomology class w1(V ) = 0. Of course does not necessitate that all
cohomology classes of H1(N ;Z2) should be represented by some envelopment so-
lution V passing for N . However, when this happens we say that N is a wholly
cohomologic Cauchy manifold of (̂NS). This is surely the case when N ≃ D3,
i.e., when the space-like, smooth, 3-dimensional, integral manifold N is homotopy
equivalent to the 3-dimensional disk D3. In fact in such a case H1(N ;Z2) = 0,
hence there is an unique cohomology type of envelopment solution passing for N (∞),
(or N), the orientable one. Therefore, in such a case N is a wholly cohomologic
Cauchy manifold. For example, when N is identified by a smooth space-like section
st : Mt ⊂ M → Wt ⊂ W , N is a wholly cohomologic Cauchy manifold. It is im-
portant to remark also that, fixed some smooth Cauchy problem N ⊂ (̂NS), it does
not necessitate that a local smooth solution V ǫ should be unique. In fact, even if
the Cartan distribution E∞ ⊂ (̂NS)+∞, is a 4-dimensional involutive distribution,
the manifold (̂NS), is not finite dimensional, therefore for any point q ∈ (̂NS)
pass infinity 4-dimensional integral manifolds tangent to (E∞)q ⊂ Tq((̂NS)+∞).
However, we can see that if there are two smooth solutions Vǫ, V
′
ǫ ⊂ (̂NS)+∞ for a
fixed smooth Cauchy problem N ⊂ (̂NS), their Stiefel-Whitney classes must coin-
cide with a same cohomology class of H1(N,Z2). In fact, let us denote by N∞(N)ǫ
the integral ǫ-normal bundle of N (∞), i.e., N∞(N)ǫ ≡
⋃
q∈N(∞) N∞(N)ǫ,q, with
N∞(N)ǫ,q ≡ ((E∞)q/TqN)ǫ ≡ {[0, ǫ[ζ0(q)}. Then one has the canonical isomor-
phism of line bundles over N (∞): N∞(N)ǫ ∼= Vǫ, λζ0(q) 7→ X0,q(λ), λ ∈ [0, ǫ[. A
similar isomorphism can be recognized between N∞(N)ǫ and V
′
ǫ , taking into account
that also V ′ǫ can be considered a line bundle: V
′
ǫ ≡
⋃
q ∈ N (∞)X ′0,q. This proves
that must necessarily be ω1(Vǫ) = ω1(N∞(N)ǫ) = ω1(V
′
ǫ ).
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So we have shown that any space-like smooth 3-dimensional integral manifold N ⊂
(̂NS) that is diffeomorphic to its projection on Mt ⊂ M , (for some t), via the
canonical projection π2 : JD
2(W )t → Mt, or is diffeomorphic to its projection
on Wt, via the canonical projection π2,0 : JD
2(W )t → Wt, admits smooth solu-
tions, V ⊃ N . Since such integral manifolds (Cauchy manifolds) are not arbitrary
ones, but satisfy some constraints, here we shall explicitly prove that such Cauchy
manifolds exist. From Tab. 1 we can write (̂NS) in the form reported in (55)
(55)

(A) x˙kGjjk + x˙
s
s = 0
(B)0 x˙
k
0G
j
jk + x˙
s
s0 = 0
(B)h x˙
k(∂xh.G
j
jk) + x˙
k
hG
j
jk + x˙
s
sh = 0
(C) x˙j0 =
1
ρ
[
−x˙sRjs − x˙
sx˙iρGjis − x˙
sx˙jsρ− x˙
k
sS
js
k − x˙
j
isT
is − pigij − ρ(∂xi.f)gij
]
≡ Hj ∈ A[[x˙k, x˙kh, x˙
k
rs, pi]]
(D) θ0 =
1
ρCp
[
−ρCpx˙kθk − θisE
is
− x˙kx˙pWkp − x˙kx˙spW
p
ks − x˙
k
i x˙
s
pY
ip
ks
]
≡ K ∈ A[[x˙k, x˙kh, θk, θis]]
From the prolongation of equation (55)(C) with respect to space coordinates xk, we
get
(56)
(C)q x˙
j
0q =
1
ρ
[
−x˙sqR
j
s − x˙
s
qR
j
s,q − 2x˙
s
qx˙
iρGjis − x˙
sx˙iρGjis,q − x˙
s
qx˙
j
sρ− x˙
sx˙jsqρ
−x˙ksqS
js
k − x˙
k
sS
js
k,q − x˙
j
isqT
is − x˙jisT
is
,q − piqg
ij − pigij,q
−ρ(∂xq∂xi.f)gij − ρ(∂xi.f)gij,q
]
≡ Hj,q ∈ A[[x˙
k, x˙kh, x˙
k
rs, x˙
k
rsq, pi, piq]]
By using equations (55)(C) and (56)(C)q , we can rewrite equation (55)(B)0 in the
form reported in (57).
(57) (E) GjjkH
k(xk, x˙s, x˙sk, x˙
s
hk, pi) +H
s
,s(x
k, x˙s, x˙sk, x˙
s
hk, x˙
s
hkq, pi, piq) = 0.
Therefore, the parametric equations of a space-like integral analytic 3-dimensional
manifold N ⊂ (̂NS), diffeomorphic to Mt, are given in (58).
(58)

x0 = t
xk = xk
x˙j = vj(xk)
p = p(xk)
θ = θ(xk)
x˙jh = v
j
,h(x
k)
x˙j0 = H
j(xk)
p0 = p0(x
k)
pk = p,k(x
k)
θ0 = K(x
k)
θk = θ,k(x
k)
x˙j0h = H
j
,h(x
k)
x˙jhk = v
j
,hk(x
k)
x˙j00 = H
j
,0 = (∂x˙s.H
j)x˙s0 + (∂x˙
h
s .H
j)x˙sh0 + (∂x˙
hk
s .H
j)x˙shk0 + (∂p
i.Hj)pi0
= (∂x˙s.H
j)Hs + (∂x˙hs .H
j)(∂xh.H
s) + (∂x˙hks .H
j)(∂xk∂xh.H
s)
+(∂pi.Hj)(∂xi.p0)
p0k = (∂xk.p0)
phk = (∂xh∂xk.p)
p00 = p00(x
k)
θhk = (∂xh∂xk.θ)
θ0k = (∂xk.K)
θ00 = (∂x˙k.K)x˙
k
0 + (∂x˙
p
k.K)x˙
k
p0 + (∂θ
k.K)θk0 + (∂θ
is.K)θis0
= (∂x˙k.K)H
k + (∂x˙pk.K)x˙p.H
k) + (∂θk.K)(∂xk.K) + (∂θ
is.K)(∂xi∂xs.K)
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where vj = x˙j(xk) are solutions of the continuity equation (55)(A). Therefore,
equation (55)(A) can be considered a first order equation on the fiber bundle Et ≡
Mt × I→Mt, reported in (59).
(59) E1 ⊂ JD(Et) : {x˙
kGjjk + x˙
s
s = 0}.
One can see that E1 is an involutive, formally integrable and completely integrable
PDE. In fact, one has
dim(E1)+1 = 29 = dimE1 = 14 + dim(g1)+1 = 15 ,
hence the mapping (E1)+1 → E1 is surjective. Furthermore, we get
dim(g1)+1 = 15 = dim g1 = 8 + dim(g1)
(1) = 5 + dim(g1)
(2) = 2 + dim(g1)
(3) = 0 .
This is enough to state that g1 is an involutive symbol. Therefore, E1 is formally
integrable and, since it is analytic it is also completely integrable. As a by-product,
we get that for any analytic solution x˙k = x˙k(xi) of E1, we can write:
(60)
{
x˙j0 = A
j(xs)− gijpi
x˙jq0 = A
j(xs),q −
1
ρg
ijpiq −
1
ρg
ij
,qpi
where Aj = Aj(xs) are suitable analytic functions. So equation (57)(E) can be
rewritten as a second order equation E2 for a function p = p(x
k) as section of the
trivial fiber bundle Ft ≡Mt × R→Mt:
(61) E2 ⊂ JD
2(Ft) : {g
ispis + piC
i(xk)−B(xk) = 0}
where Ci and B are given analytic functions of xk. This is an involutive, formally
integrable PDE, hence it is completely integrable, since it is analytic. In fact,
dim(E2)+1 = 19 = dim(E2) = 12 + dim(g2)+1 = 7 .
Therefore, the map (E2)+1 → E2 is surjective. Furthermore,
dim(g2)+1 = 7 = dim(g2) = 5 + dim(g2)
(1) = 2 + dim(g2)
(2) = 0 ,
hence g2 is an involutive symbol. This concludes the proof. Thus, for any point
q ∈ E1, pass solutions of the continuity equation, and fixing a point q on the in-
finity prolongation (E1)+∞, one identifies an analytic solution defined in a suitable
neighborhood of p ≡ π∞(q) ∈ Mt. (Of course also for equation E1 we can identify
smooth solutions by solving lower dimension Cauchy problems, by means of Lemma
3.20, i.e., by using envelopment solutions.) Similar considerations can be applied to
the equation E2 to identify analytic and smooth solutions of the pressure functions
p = p(xk). This assures that one can identify space-like smooth Cauchy manifolds
in (̂NS), that are diffeomorphic with their canonical projections on Wt, for any
time t.
In [62] it is proved that the set of full admissible Cauchy integral manifolds is not
empty. This result gives us a general criterion to characterize global smooth solu-
tions of the Navier-Stokes equation and completely solves the well-known problem
on the existence of global smooth solutions of the Navier-Stokes equation. (For com-
plementary characterizations of the Navier-Stokes equation see also [62, 67, 68, 69,
70, 71]. There a geometric method to study stability of PDE’s and their solutions,
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related to integral and quantum bordism groups of PDE’s, has been introduced, and
applied to the Navier-Stokes equation too.)
Figure 2. Construction of envelopment solution V for Cauchy
problemN
(∞)
0 ⊂ (̂NS)+∞, on the infinity prolongation of (̂NS)+∞
of (̂NS). One has V =
⋃
q∈N
(∞)
0
X0,q, with X0,q the unique time-
like curve passing for q, tangent to the vector ζ0(q) and contained
in the unique analytic solution passing for q.
4. EXTENDED CRYSTAL SINGULAR PDE’s
Singular PDE’s can be considered singular submanifolds of jet-derivative spaces.
The usual formal theory of PDE’s works, instead, on smooth or analytic subman-
ifolds. However, in many mathematical problems and physical applications, it is
necessary to work with singular PDE’s. (See, e.g., the book by Gromov [25] where
he talks of ”partial differential relations”, i.e., subsets of jet-derivative spaces.) So
it is useful to formulate a general geometric theory for such more general mathe-
matical structures. On the other hand in order to build a formal theory of PDE’s it
is necessary to assume some regularity conditions. So a geometric theory of singular
PDE’s must in some sense weak the regularity conditions usually adopted in formal
theory and admit existence of subsets where these regularity conditions are not
satisfied. With this respect, and by using our formulation of geometric theory of
PDE’s and singular PDE’s, we study criteria to obtain global solutions of singular
PDE’s, crossing singular points. In particular, some applications concerning sin-
gular MHD-PDE’s, encoding anisotropic incompressible nuclear plasmas dynamics,
are given following some our recent works on this subject. The origin of singu-
larities comes from the fact that there are two regions corresponding to different
components PDE’s having different Cartan distributions with different dimensions.
However, by considering their natural embedding into a same PDE, we can build
physically acceptable solutions, i.e., satisfying the second principle of the thermo-
dynamics, and that cross the nuclear critical zone of nuclear energy production.
A characterization of such solutions by means of algebraic topological methods is
given also.
The main result of this section is Theorem 4.30 that relates singular integral bordism
groups of singular PDE’s to global solutions passing through singular points, and
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Example 4.33 that for some MHD-PDE’s characterizes global solutions crossing the
nuclear critical zone and satisfying the entropy production energy thermodynamics
condition.
Let us, now, resume some fundamental definitions and results on the geometry
of PDE’s in the category of commutative manifolds, emphasizing some our recent
results on the algebraic geometry of PDE’s, that allowed us to characterize singular
PDE’s.28
Definition 4.1 (Algebraic formulation of PDE’s). Let π : W → M be a smooth
fiber bundle, dimW = m+n, dimM = n. We denote by Jkn(W ) the space of all k-
jets of submanifolds of dimension n of W and by Jk(W ) the k-jet-derivative space
of sections of π. Furthermore we denote by JDk(W ) the k-jet-derivative space for
sections of π. One has JDk(W ) ∼= Jk(W ) ⊂ Jkn(W ). J
k(W ) is an open subset of
Jkn(W ). Let Ak be the sheaf of germs of differentiable functions JD
k(W )→ R. It is
a sheaf of rings, but also a sheaf of R-modules. A subsheaf of ideals Bk of Ak that
is also a subsheaf of R-modules is a PDE of order k on the fiber bundle π :W →M .
A regular solution of Bk is a section s : M → W such that f ◦Dks = 0, ∀f ∈ Bk.
The set of integral points of Bk (i.e., the zeros of Bk on JD
k(W ) is denoted by
J(Bk). The first prolongation (Bk)+1 of Bk is defined as the system of order k+1
on W →M , defined by the f ◦πk,k−1 and f (1), where f (1) on Dk+1s(p) is defined by
f (1)(Dk+1s(p)) = (∂xα.(f ◦ Dks(p))). In local coordinates (xα, yj , yjα) the formal
derivative f (1) is given by f (1)(xα, yj , yjα) = (∂xα.f) +
∑
[β]≤k y
j
βα(∂y
β
j .f). The
system Bk is said to be involutive at an integral point q ∈ JDk(W ) if the following
two conditions are satisfied: (i) Bk is a regular local equation for the zeros of Bk at
q (i.e., there are local sections F1, ..., Ft ∈ Γ(U,Bk) of Bk on an open neighborhood
U of q, such that the integral points of Bk in U are precisely the points q
′ for which
Fj(q
′) = 0 and dF1∧· · ·∧dFt(q) 6= 0, that is F1, · · · , Ft are linearly independent at q;
and (ii) there is a neighborhood U of q such that π−1k+1,k(U)
⋂
J((Bk)+1) is a fibered
manifold over U
⋂
J(Bk) (with projection πk+1,k). For a system Bk generated
by linearly independent Pfaffian forms θ1, · · · , θk (i.e., a Pfaffian system) this is
equivalent to the involutiveness defined for distributions.
Theorem 4.2 ([34]). Let Bk be a system defined on JD
k(W ), and suppose that
Bk is involutive at q ∈ J(Bk). Then, there is a neighborhood U of q satisfying the
following. If q˜ ∈ J((Bk)+s) and πk+s,k(q˜) is in U , then there is a regular solution
s of Bk defined on a neighborhood p = πk+s,−1(q˜) of M such that D
k+ss(p) = q˜.
Theorem 4.3 (Cartan-Kuraniski prolongation theorem [34, 58]). Suppose that
there exists a sequence of integral points q(s) of (Bk)+s, s = 0, 1, · · · , projecting
onto each other, πk+s,k+s−1(q
(s)) = q(s−1), such that: (a) (Bk)+s is a regular
local equation for J((Bk)+s) at q
(s); and (b) there is a neighborhood U (s) of q(s)
in J((Bk)+s) such that its projection under πk+s,k+s−1 contains a neighborhood of
q(s−1) in J((Bk)+(s−1)) and such that πk+s,k+s−1 : U
(s) → πk+s,k+s−1(U (s)) is a
fibered manifold. Then, (Bk)+s is involutive at q
(s) for s large enough.
28For general informations on the geometric theory of PDE’s see, e.g.,[9, 12, 14, 22, 23, 24,
25, 33, 34, 38, 97, 98, 99]. In particular, for singular PDE’s geometry, see the book [58] and the
recent papers [3, 76] where many boundary value problems are explicitly considered. For basic
informations on differential topology and algebraic topology see e.g., [9, 24, 31, 39, 41, 47, 88, 93,
92, 96, 97, 98, 99, 101, 102].
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The algebraic characterization of singular PDE’s can be given by adopting the
methods of the algebraic geometry, combined with the differential algebra. (See
e.g., [58].) Let us go here in some details about.
Definition 4.4. A differential ring is a ring A with a finite number n of commu-
tating derivations d1, · · · , dn, didj − djdi = 0, ∀i, j = 1, · · · , n. A differential ideal
is an ideal a ⊂ A which is stable by each di, i = 1, · · · , n.
A differential ring (A, {dj}1≤j≤n) identifies a subring (subring of constants): C ≡
cst(A) ≡ {a ∈ A|dja = 0, ∀j = 1, · · · , n} ⊂ A. We may extend each di to a
derivation of the full ring of fractions, Q(A), still denoted by di and such that
di(a/r) = (rdia− adir)/r2, for any 0 6= r, a ∈ A.
Example 4.5. If K is a differential field with derivations ∂1, · · · , ∂µ and yk,
k = 1, · · · ,m, are indeterminates over K, we set yk0 = y
k. Then the polynomial ring
K[y]d = K[y
k
µ, k = 1, · · · ,m, µ = µ1 · · ·µs, |µ| ≥ 0], can be endowed with a struc-
ture of differential ring by defining the formal derivations di ≡ ∂i + ykµ+1i∂y
µ
k . Of
course K[y]d is not a Noetherian ring. We write K[yq]d = K[y
k
µ|k = 1, · · · ,m; 0 ≤
|µ| ≤ q] and one has K(yq)d = Q(K[yq]d). We set also K(y)d = Q(K[y]d).
Definition 4.6. A differential subring A of a differential ring B is a subring which
is stable under the derivations of B. Similarly we can define a differential extension
L/K of differential fields, and such an extension is said to be finitely generated if
one can find elements η1, · · · , ηm ∈ L such that L = K(η1, · · · , ηm). Then the
evaluation epimorphism is defined by K[y]d → K[η]d ⊂ L, yk 7→ ηk. Its kernel is a
prime differential ideal.
Proposition 4.7. [58] Let < S >d denote the differential ideal generated by the
subset S ⊂ A, where A is a differential ring. If A is a differential ring and a, b ∈ A,
then one has the following:
(i) a|µ|+1dµb ∈< dν(ab)||ν| ≤ |µ| >.
(ii) (dia)
2r−1 ∈< ar >d.
(iii) If a is a radical differential ideal of the differential ring A and S is any subset
of A, then a : S ≡ {a ∈ A|aS ⊂ a} is again a radical differential ideal of A.29
(iv) If a is a differential ideal of a differential ring A, then rad(a) is a differential
ideal too.
(v) One has the following inclusion: a rad < S >d⊂ rad < aS >d, ∀a ∈ A, and for
all subset S ⊂ A.
(vi) If S and T are two subsets of a differential ring A, then
rad < S >d .rad < T >d⊂ rad < ST >d= rad < S >d ∩rad < T >d .
(vii) If S is any subset of a differential ring A, then we have:
rad < S, a1, · · · , ar >d= rad < S, a1 >d ∩ · · · ∩ rad < S, ar >d .
29If a is any ideal of A, the radical of a is the following ideal r(a) ≡ √a ≡ {x ∈ A|xn ∈
a for some n > 0} ≡ rad(a). If √a = a, then a is called radical ideal or perfect. One has also
that r(a) is the intersection of all prime ideals p ⊂ A, containing a. In particular, the radical
of the zero ideal < 0 > is the nilradical, nil(A), of A, i.e., the set of all nilpotent elements of
A. Therefore nil(A) is the intersection of all prime ideals, (since all ideals must contain 0). One
has also nil(A) ⊂ rad(A), where rad(A) is the ideal of A defined by intersection of all maximal
ideals m ⊂ A. If a is a radical ideal, then A/a is reduced, i.e., the set of its nilpotent elements is
reduced to {0}. In particular A/nil(A) is reduced. If π : A → A/a is the canonical projection,
then π−1(nil(A/a)) = r(a).
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Definition 4.8. A differential vector space is a vector space V over a differential
field (K, ∂i)1≤i≤n such that are defined n homomorphisms di, i = 1, · · · , n, of the
additive group V such that: di(av) = (∂ia)v + a(div), ∀a ∈ K, ∀v ∈ V . Then we
say that K is a differential field of definition.
Proposition 4.9. [58] Let V be a differential vector space over a differential field
K, with derivations di, i = 1, · · · , n, and let {ej}j∈I be a basis of V . Then the field
of definition κ of a differential subspace W ⊂ V is a differential subfield of K if it
contains the field of definition of each d1ei, · · · , dnei with respect to {ei}.
Definition 4.10. A family η = (η1, · · · , ηm) of elements in a differential extension
of the differential field K is said to be differentially algebraically independent (or
a family of differential indeterminates) over K, if the kernel of the evaluation epi-
morphism K[y]d → K[η]d is zero. Otherwise the family is said to be differentially
algebraically dependent (or differentially algebraic) over K.
Proposition 4.11. If K/κ and L/κ are two given differential extensions with
respective derivations dK and dL, there always exists a differential free composite
field of K and L over κ.
Proof. The ring K
⊗
κ L has a natural differential structure given by d(a ⊗ b) =
(dKa) ⊗ b + a ⊗ (dLb), as dK |κ = dL|κ = ∂. On the other hand there is a finite
number of prime ideals pi ⊂ K
⊗
κ L such that
⋂
i pi = 0 and pi + pj =< 1 >,
∀i 6= j. Now we have the following lemma.
Lemma 4.12. If a1, · · · , ar are ideals of a differential ring A such that ai+aj = A,
∀i 6= j, and a1 ∩ · · · ∩ ar is a differential ideal of A, then each ai is a differential
ideal too.
Therefore we can conclude that each pi is a differential ideal, hence the proposition
is proved. 
Lemma 4.13. A family η is differentially algebraic over K iff a differential poly-
nomial P ∈ p exists such that (∂yP .P ) 6∈ p, where yP is the highest power of yp
appearing in P . SP ≡ (∂yP .P ) is called the separout of P . (The initial of P is the
coefficient of the highest power of yP appearing in P and it is denoted by IP . More
precisely one has P = IP (yP )
r + terms of lower degree.)
Proposition 4.14. [58] If S is any subset of a differential ring A and r ≥ 0 is any
integer, we call r-prolongation of S, the ideal
(S)+r =< dνa|a ∈ S, 0 ≤ |ν| ≤ r >⊂ A.
One has the following properties: (i) (S)+(r+s) = ((S)+s)+r. (ii) (S)+∞ =< S >d.
(iii) Let a be a differential ideal of the differential ring K[y]d. We set aq = a∩K[yq]d,
a0 = a ∩K[y]d, a∞ = a. We call the r-prolongation of aq, the following ideal:
(aq)+r =< dνP |P ∈ aq, 0 ≤ |ν| ≤ r >⊂ K[yq+r]d.
One has:
(aq)+r ⊆ aq+r, (aq)+∞ ⊆ a, (aq)+r ∩K[yq]d = aq, ∀q, r ≥ 0.
With algebraic sets it is better to consider radical ideals. Hence if r ⊂ K[y]d
is a radical differential ideal, then rq is a radical ideal of K[yq]d, for all q ≥ 0.
Then if Eq = Z(rq) is the algebraic set defined over K by rq = I(Eq), we call
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r-prolongation of Eq the following algebraic set: (Eq)+r = Z((rq)+r). In general
one has (rq)+r ⊆ rq+r, hence rad((rq)+r) ⊆ rq+r . Therefore, in general one has:
Eq+r ⊆ (Eq)+r.
Proposition 4.15. [58] Let p ⊂ K[y]d be a prime differential ideal. Then we
can identify each field Lq = Q(K[yq]d/pq) with a non-differential subfield of L =
Q(K[y]d/p) and we have: K ⊆ L0 ⊆ · · · ⊆ L∞ = L. Then there are vector spaces
Rq over Lq or L defined by the following linear system:
(∂yµk .Pτ )(η)v
k
µ = 0, {1 ≤ τ ≤ t, 1 ≤ k ≤ m, |µ| = q} ,
where η is a generic solution of p and P1, · · · , Pt are generating pq. Such result
does not depend on the generating polynomials. We can also define the vector space
gq (symbol) over Lq or L, by means of the linear system:
(∂yµk .Pτ )(η)v
k
µ = 0, {1 ≤ τ ≤ t, 1 ≤ k ≤ m, 0 ≤ |µ| ≤ q} .
For the prolongations (gq)+r one has, in general, gq+r ⊆ (gq)+r, ∀q, r ≥ 0.
Definition 4.16. We say that Rq or gq is generic over Eq, if one can find a
certain number of maximum rank determinants Dα that cannot be all zero at a
generic solution of p.
Proposition 4.17. Rq or gq is generic if we may find polynomials Aα, Bτ ∈ K[yq]d
such that: ∑
α
AαDα +
∑
τ
BτPτ = 1.
Furthermore, Rq or gq are projective modules over the ring K[yq]d/pq ⊂ K[y]d/p.
Proof. It follows directly from the Hilbert theorem of zeros. (See [58].) 
Theorem 4.18 (Primality criterion [58]). Let pq ⊂ K[yq]d and pq+1 ⊂ K[yq+1]d
be prime ideals such that pq+1 = (pq)+1 and pq+1∩K[yq]d = pq. If the symbol gq of
the variety Rq defined by pq is 2-acyclic and its first prolongation gq+1 is generic
over Eq, then p = (pq)+∞ is a prime differential ideal with p ∩K[yq+r]d = (pq)+r,
for all r ≥ 0.
Let rq ⊂ K[yq]d and rq+1 ⊂ K[yq+1]d be radical ideals such that rq+1 = (r)+1 and
rq+1∩K[yq]d = rq. If the symbol gq of the algebraic set Eq defined by rq is 2-acyclic
and its first prolongation gq+1 is generic over Eq, then r = (rq)+∞ is a radical
differential ideal with r ∩K[yq+r]d = (rq)+r, for all r ≥ 0.
Theorem 4.19 (Differential basis). If r is a differential ideal of K[y]d, then r =
rad((rq)+∞) for q sufficiently large.
Proof. In fact one has the following lemma.
Lemma 4.20. If p is a prime ideal of K[y]d, then for q sufficiently large, there is
a polynomial P ∈ K[yq]d such that P 6∈ pq and Ppq+r ⊂ rad((pq)+r) ⊂ pq+r, for
all r ≥ 0.
After above lemma the proof follows directly. 
Every radical differential ideal of K[y] can be expressed in a unique way as the non-
redundant intersection of a finite number of prime differential ideals. The smallest
field of definition κ of a prime differential ideal p ⊂ K[y] is a finitely generated
differential extension of Q.
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Example 4.21. With n = 2, m = 2, q = 1. Let us consider the differential
polynomial P = y11y
2
2 − y
2
1y
1
2 − 1. We obtain for the symbol g1: y
1
1v
2
2 + y
2
2v
1
1 −
y12v
2
1 − y
2
1v
1
2 = 0. Setting v
k
i = y
k
l w
l
i we obtain (y
1
1y
2
2 − y
2
1y
1
2)(w
2
2 +w
1
1) = 0 and thus
w22 + w
1
1 = 0 on E1. Hence g1 is generic. One can also set P1 = y
1
2, P2 = y
2
1 and
we get the relation: y22P1 − y
1
2P2 − P ≡ 1. A similar result should hold for E1. g1
is involutive and the differential ideal generated by P in Q < y1, y2 > is therefore
a prime ideal.
Definition 4.22. A differentially algebraic extension L over of a differential field
K is a differential extension over K where every element of L is differentially
algebraic over K.
The differential transcendence degree of a differential extension L/K is the number
of elements of a maximal subset S of elements of L that are differentially transcen-
dental over K and such that L becomes differentially algebraic over K(S). We shall
denote such number by trdd(L/K).
Theorem 4.23 ([58]). One has the following formula:
dim(pq+r) = dim(pq−1) +
∑
1≤i≤n
(r + i)!
r!i!
αiq, ∀r ≥ 0,
where αiq is the character of the corresponding system of PDE’s. The character α
i
q
of a q-order PDE Eq ⊂ JDq(W ), π : W → M , dimM = n, with symbol gq, is the
integer αiq ≡ dim(g
(i−1)
q )p − dim(g
(i)
q )p, p ∈ Eq, where (g
(i)
q )p ≡ {ζ ∈ (gq)p|ζ(v1) =
· · · = ζ(vi) = 0}, where (v1, · · · , vn) is the natural basis in Tπk(p)M .
The character αnq and the smallest non-zero character only depend on the differential
extension L/K and not on the generators. In particular, one has: trdd(L/K) = α
n
q .
If ζ is differentially algebraic over K(η)d and η is differentially algebraic over K,
then ζ is differentially algebraic over K.
If L/K is a differential extension and ξ, η ∈ L are both differentially algebraic over
K, then ξ + η, ξη, ξ/η, (η 6= 0), and diξ are differentially algebraic over K.
Theorem 4.24. Let (A, {∂j}1≤j≤n) be a differential ring. The set D(A) of dif-
ferential operators over (A, {∂j}1≤j≤n) is a non-commutative filtered ring and a
filtered bimodule over A.
Proof. If y is a differential indeterminate over A, we may introduce the formal
derivatives d1, · · · , dn which are such that didj − djdi = 0, ∀i, j = 1, · · · , n, and
are defined by: di(ay) = (∂ia)y + a(diy). We shall write diy = yi, diyµ = yµ+1i,
where µ is the multi-index µ = (µ1, · · · , µn) with length |µ| = µ1 + · · · + µn. If
y = (y1, · · · , ym), we set dµ = (d1)µ1 · · · (dn)µn and dµyk = ykµ. Any differential
operator of order q over A can be written in the form P =
∑
0≤µ≤q a
µdµ, a
µ ∈ A.
Set ord(P ) = q. Then, we can write D(A) ∼= A[d1, · · · , dn] ≡ A[d] the ring of
partial differential operators over A with derivatives d1, · · · , dn. The addition rule
is clear. The multiplication rule comes from the Leibniz formula:
∂ν(ab) =
∑
λ+µ=ν
ν!
λ!µ! (∂λa)(∂µb)
dν(ay) =
∑
λ+µ=ν
ν!
λ!µ! (∂λa)dµy
⇒ dνa = ∑
λ+µ=ν
ν!
λ!µ!
(∂λa)dµ.
Here we have put µ! = µ1! · · ·µn!. With these rulesD(A) becomes a non-commutative
ring and a bimodule over A. In fact, the previous formula defines the right action
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Table 2. Examples of singular PDE’s defined by differential polynomials.
Name Singular PDE
PDE with node and triple point p1 ≡ (u1x)4 + (u2y)4 − (u1x)2 = 0
E1 ⊂ JD(E) p2 ≡ (u2x)6 + (u1y)6 − u2xu1y = 0
PDE with cusp and tacnode q1 ≡ (u1x)4 + (u2y)4 − (u1x)3 + (u2y)2 = 0
E¯1 ⊂ JD(E) q2 ≡ (u2x)4 + (u1y)4 − (u2x)2(u1y)− (u2x)(u1y)2 = 0
PDE with conical double point, r1 ≡ (u1)2 − (u1x)(u2y)2 = 0
double line and pinch point r2 ≡ (u2)2 − (u2x)2 − (u1y)2 = 0
E˜1 ⊂ JD(F ) r3 ≡ (u3)3 + (u3y)3 + (u2x)(u3y) = 0
π : E ≡ R4 → R2, (x, y, u1, u2) 7→ (x, y). π¯ : F ≡ R5 → R2, (x, y, u1, u2, u3) 7→ (x, y).
a ≡< p1, p2 >⊂ A, b ≡< q1, q2 >⊂ A, c ≡< r1, r2, r3 >⊂ B.
of A on D(A). The left action of A on D(A) is simply the multiplication on the
left by A, that is aP = a(
∑
0≤µ≤q a
µdµ) =
∑
0≤µ≤q aa
µdµ. Now, the filtration of
D(A) is naturally induced by filtration of spaces of differential operators. More
precisely Dq(A) = {P ∈ D(A)|ord(P ) ≤ q}, where ord(P ) = sup{|µ||aµ 6= 0}. We
set D−1(A) = 0 and D0(A) = A. Then, Dq(A) ⊂ Dq+1(A), D(A) =
⋃
q≥0Dq(A)
and Dq(A)Dp(A) ⊆ Dp+q(A). 
Theorem 4.25 (Algebraic criterion for formal integrability [58]). Let Zq = Z(pq)
be the variety defined by means of ideal pq ⊂ K[yq]d such that the following condi-
tions are verified:
(i) (pq)+1 = pq+1 ⊂ K[yq+1]d is also a prime ideal.
(ii) pq+1 ∩K[yq]d = pq.
(iii) gq+1 is generic over Eq.
(iv) gq is 2-acyclic.
Then (pq)+∞ = p ⊂ K[y]d is a prime differential ideal, where p is the differential
ideal generated by a finite number of differential polynomials P1, · · · , Pt, defining
Eq, and Eq is formally integrable. If one of these conditions is not satisfied we get
that p is not a prime ideal, hence we have a factorization of p. In other words the
PDE is not formally integrable.
Proof. For a detailed proof see [58]. 
Example 4.26 (Some singular PDE’s). In Tab. 2 we report some singular PDE’s
having some algebraic singularities. These are singular PDE’s of first order defined
on JD(E) ∼= R8 for the first two and on JD(F ) ∼= R11 for the third. To the ideals
a ≡< p1, p2 >⊂ A, b ≡< q1, q2 >⊂ A and c ≡< r1, r2, r3 >⊂ B, where A ≡
R[u1, u2, u1x, u
1
y, u
2
x, u
2
y] and B ≡ R[u
1, u2, u3, u1x, u
1
y, u
2
x, u
2
y, u
3
x, u
3
y], one associates
the corresponding algebraic sets
(62)

E1 = {q ∈ R8|f(q) = 0, ∀f ∈ a} ⊂ R8
E¯1 = {q ∈ R8|f(q) = 0, ∀f ∈ b} ⊂ R8
E˜1 = {q ∈ R11|f(q) = 0, ∀f ∈ c} ⊂ R11.
These algebraic sets are in bijective correspondence with the corresponding radicals:
r(a) = {g ∈ A|g(p) = 0, ∀p ∈ E1} ⊃ a, r(b) = {g ∈ A|g(p) = 0, ∀p ∈ E¯1} ⊃ b,
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r(c) = {g ∈ B|g(p) = 0, ∀p ∈ E˜1} ⊃ c. (This follows from the Hilbert theorem of
zeros [58].)
Let us consider in some details the singular PDE E˜1 ⊂ JD(F ), in order to see
existence of global algebraic singular solutions and characterize their stability. We
have the following representation: E˜1 =
⋃
A1
⋃
A2
⋃
A3, where
(63) Aj ≡

1) u1x =
(u1)2
(u2y)
2
2) u1y = s(j)
√
(u2)2 − (u2x)
2
3) u2x = −
(u3)3
u3y
− (u3y)
2
∣∣∣∣∣∣∣∣∣∣
(u2x)
2 ≤ (u2)2
u2y 6= 0
u3y 6= 0

⊂ E˜1 ⊂ JD(F )
(64) A3 ≡
{
q ∈ JD(F ) ∼= R11|u1 = u2 = u3 = u2x = u
1
y = u
2
y = u
3
y = 0
}
.
In (63) we put s(1) = 1 and s(2) = −1. A3 ∼= R4 is the set of singular points of
E˜1. Instead A1 and A2 are formally integrable and completely integrable PDE’s. In
fact, one has the exact commutative diagrams (65), with j = 1, 2:
(65) 0

Aj

// F // 0
JD(F ) π1,0
// F // 0
0

A3

// M // 0
JD(F ) π1
// M // 0
This can be seen rewriting equations in (63) in the following equivalent way:
(66)
Aj ≡

1) u1x =
(u1)2
(u2y)
2
2) u1y = s(j)
√
(u2)2 − [ (u
3)3
u3y
+ (u3y)
2]2
3) u2x = −[
(u3)3
u3y
+ (u3y)
2]
∣∣∣∣∣∣∣∣∣∣
(u2x)
2 ≤ (u2)2
u2y 6= 0
u3y 6= 0

⊂ E˜1 ⊂ JD(F ).
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The first prolongation (Aj)+1, j = 1, 2, is given by the following equations:
(67)
1) r1 = 0
2) r2 = 0
3) r3 = 0
4) u1xx = [2u
1u1x(u
2
y)
2 − (u1)22u2yu
2
yx]/(u
2
y)
4
5) u1xy = [2u
1u1y(u
2
y)
2 − (u1)22u2yu
2
yy]/(u
2
y)
4
6) u1xy = s(j)
a
2/
√
(u2)2 − [ (u
3)3
u3y
+ (u3y)
2]2
7) u1yy = s(j)
b
2/
√
(u2)2 − [ (u
3)3
u3y
+ (u3y)
2]2
8) u2xx = −[
3(u3)2u3xu
3
y−(u
3)3u3yx
(u3y)
2 + 2u
3
yu
3
yx]
9) u2xy = −[
3(u3)2(u3y)
2−(u3)3u3yy
(u3y)
2 + 2u
3
yu
3
yy]
∣∣∣∣∣∣∣∣∣∣
(u2x)
2 ≤ (u2)2
u2y 6= 0
u3y 6= 0

≡ (Aj)+1 ⊂ JD2(F )
where
(68)

a = 2u2u2x − 2[
(u3)3
u3y
+ (u3y)
2][
3(u3)2u3xu
3
y−(u
3)3u3yx
(u3y)
2 + 2u
3
yu
3
yx]
b = 2u2u2y − 2[
(u3)3
u3y
+ (u3y)
2][
3(u3)2(u3y)
2−(u3)3u3yy
(u3y)
2 + 2u
3
yu
3
yy]
Then by using (67)(9) to substitute u2yx in (67)(1), and by using the two different
expressions of u1xy in (67)(5) and (67)(6) to obtain an explicit expression of u
2
yy,
we get the following equations for the first prolongation of (Aj)+1:
(69)
1) r1 = 0
2) r2 = 0
3) r3 = 0
4) u1xx = [2u
1u1x(u
2
y)
2 − (u1)22u2yc]/(u
2
y)
4
5) u1xy = s(j)
a
2/
√
(u2)2 − [ (u
3)3
u3y
+ (u3y)
2]2
6) u1yy = s(j)
b
2/
√
(u2)2 − [ (u
3)3
u3y
+ (u3y)
2]2
7) u2xx = −[
3(u3)2u3xu
3
y−(u
3)3u3yx
(u3y)
2 + 2u
3
yu
3
yx]
8) u2xy = −[
3(u3)2(u3y)
2−(u3)3u3yy
(u3y)
2 + 2u
3
yu
3
yy]
9) u2yy = [
2u1u1y
(u2y)
2 − s(j)
1
2
a√
(u2)2−[ (u
3)3
u3y
+(u3y)
2]2
] 12
(u2y)
3
(u1)2
∣∣∣∣∣∣∣∣∣∣
(u2x)
2 ≤ (u2)2
u2y 6= 0
u3y 6= 0

≡ (Aj)+1 ⊂ JD
2(F )
with
(70) c = −[
3(u3)2(u3y)
2 − (u3)3u3yy
(u3y)
2
+ 2u3yu
3
yy].
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Therefore also (Aj)+1 are analytic submanifolds of JD
2(F ), for j = 1, 2. Further-
more, since (dim(Aj)+1 = 11) = (dim(Aj = 8) + (dim(g1)+1 = 3), we see that
the canonical projections π2,1 : (Aj)+1 → Aj, j = 1, 2, are affine subbundles of
JD2(F ) → JD(F ), with associated vector bundles (g1)+1 → Aj, j = 1, 2. Fi-
nally the symbol dim(g1)q∈Aj = 3, j = 1, 2, and dim(∂x⌋(g1)q∈Aj ) = 0. Therefore,
(g1)q∈Aj are involutive. This is enough to conclude that Aj are formally integrable,
and since they are also analytic they are completely integrable too. Furthermore,
taking into account that dimAj = 8 > 2× 2+1 = 5, we can apply Theorem 2.15 in
[60], (here reported in Section 3), to calculate the weak and singular integral bor-
dism groups of Aj . One has Ω
Aj
1,w = Ω
Aj
1,s = 0, j = 1, 2. Therefore, Aj are extended
0-crystal PDE’s. So for any two admissible closed 1-dimensional smooth integral
manifolds N0, N1 ⊂ Aj , there exists a (singular) 2-dimensional integral manifold,
solution V ⊂ Aj , such that ∂V = N0
.⋃
N1.
30 Such a solution is smooth iff all the
integral characteristic numbers of N0 are equal to ones of N1.
The Cartan distribution on E˜1 is given by the following vector fields
(71) ζ = Xx(∂x+ ukx∂uk) +X
y(∂y + uky∂uk) + Y
x
k ∂u
k
x + Y
y
k ∂u
k
y
such that the following equations are satisfied:
(72)

Y x1 (u
2
y)
2 + Y y2 2u
1
xu
2
y − 2u
1(u1xX
x + u1yX
y) = 0
Y y1 2u
1
y + Y
x
2 2u
2
x − 2u
2(u2xX
x + u2yX
y) = 0
Y x2 u
3
y + Y
y
3 (u
2
x + 3(u
3
y)
2) + 3(u3)2(u3xX
x + u3yX
y) = 0.
Therefore dim(E1)q∈Aj = 5, j = 1, 2. For example on A1, one has the following
expression of the Cartan vector field:
(73)
ζ = Xx[∂x+ ukx∂uk +
2u1u1x
(u2y)
2 ∂u
1
x +
u2u2x
u1y
∂u1y −
3(u3)2u3x
[u2x+3(u
3
y)
2]∂u
3
y]
+Xy[∂y + uky∂uk +
2u1u1y
(u2y)
2 ∂u
1
x +
u2u2y
u1y
∂u1y −
3(u3)2u3y
[u2x+3(u
3
y)
2]∂u
3
y]
+Y x2 [∂u
2
x −
u2x
u1y
∂u1y −
u3y
[u2x+3(u
3
y)
2]∂u
3
y] + Y
x
3 ∂u
3
x + Y
y
2 [−
2u1x
u2y
∂u1x + ∂u
2
y].
Instead, since equations (72) are identities for q ∈ A3, we get that (E1)q∈A3 =
E1(F )q∈A3 , i.e., in the singular points the Cartan distribution of E˜1 coincides with
the Cartan distribution of JD(F ) that is just given by vector fields given in (71)
for arbitrary functions Xx, Xy, Y xk , Y
y
k : JD(F ) → R, k = 1, 2, 3. Thus we can
prolong any solution V ⊂ Aj, j = 1, 2, ∂V = N0
.⋃
N1 to a solution Z, such that
∂Z = N1
.⋃
{q0} ∼= N1, where q0 ∈ A3 also. In other words, V
′ ≡ V
⋃
N1
Z is
an algebraic singular solution of E˜1. (See Fig. 3.) In fact, we can always find
a solution V˜ ⊂ J12 (F ) of the trivial equation J
1
2 (F ) ⊆ J
1
2 (F ), such that ∂V˜ =
30Let us emphasize that by using Lemma 3.20 we can identify admissible smooth 1-dimensional
integral manifolds in Aj , j = 1, 2. In fact, Aj are formally integrable and completely integrable
PDE’s. So we can use Lemma 3.20(1), but also Lemma 3.20(3), since π1,0(Aj) = F , and Aj → F
are affine subbundles of JD(F )→ F , with associated vector bundle the symbol g1.
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Figure 3. Algebraic singular solution V ′ = V
⋃
N1
Z ⊂ E˜1 ⊂
JD(F ), passing through a singular point q0 ∈ A3.
N1
.⋃
{q0} ∼= N1, and such that there exists a disk D2ǫ ⊂ V˜ , centered on q0, with
radius ǫ and boundary ∂D2ǫ ≡ Nǫ ⊂ Aj. (Let us emphasize that dimF = 5, hence
we can embed in F any 2-dimensional smooth compact manifold. See, e.g., [31].)
Let Vˆ be the submanifold of V˜ such that ∂Vˆ = Nǫ
.⋃
N1. Then, since Aj is a
strong retract of J12 (F ), we can deform Vˆ , obtaining a solution V
′′
ǫ ⊂ Aj, such
that ∂V ′′ǫ = Nǫ
.⋃
N1. By taking the limit ǫ → 0, we can see that the solution V ′′ǫ
identifies a solution V ′′ ⊂ Aj , such that V ′′
.⋃
{q0} = V ′ ⊂ E˜1 is just an algebraic
singular solution of the singular equation E˜1.
Note that the symbol (g1)q∈A3 = G1 ≡ TM ⊗ F , i.e., (g1)q∈A3 coincides with the
symbol of the trivial PDE JD(F ) ⊆ JD(F ). In fact the components of the symbol
on E˜1, must satisfy the following equations:
(74)

Y x1 (u
2
y)
2 + Y y2 2u
1
xu
2
y = 0;
Y y1 2u
1
y + Y
x
2 2u
2
x = 0;
Y x2 u
3
y + Y
y
3 [u
2
x + 3(u
3
y)
2] = 0.

These equations are identities on q ∈ A3. As a by-product, we get that above
considered algebraic singular solutions are, in general, unstable in finite times.
Definition 4.27. We define extended crystal singular PDE, a singular PDE Ek ⊂
Jkn(W ) that splits in irreducible components Ai, i.e., Ek =
⋃
iAi, where each Ai
is an extended crystal PDE. Similarly we define extended 0-crystal singular PDE,
(resp. 0-crystal singular PDE), an extended crystal singular PDE where each com-
ponent Ai is an extended 0-crystal PDE, (resp. 0-crystal PDE).
Definition 4.28 (Algebraic singular solutions of singular PDE’s). Let Ek ⊂ Jkn(W )
be a singular PDE, that splits in irreducible components Ai, i.e., Ek =
⋃
iAi. Then,
we say that Ek admits an algebraic singular solution V ⊂ Ek, if V
⋂
Ar ≡ Vr is
a solution (in the usual sense) in Ar for at least two different components Ar,
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say Ai, Aj , i 6= j, and such that one of following conditions are satisfied: (a)
(ij)Ek ≡ Ai
⋂
Aj 6= ∅; (b) (ij)Ek ≡ Ai
⋃
Aj is a connected set, and (ij)Ek = ∅.
Then we say that the algebraic singular solution V is in the case (a), weak, singular
or smooth, if it is so with respect to the equation (ij)Ek. In the case (b), we can
distinguish the following situations: (weak solution): There is a discontinuity in V ,
passing from Vi to Vj; (singular solution): there is not discontinuity in V , but the
corresponding tangent spaces TVi and TVj do not belong to a same n-dimensional
Cartan sub-distribution of Jkn(W ), or alternatively TVi and TVj belong to a same
n-dimensional Cartan sub-distribution of Jkn(W ), but the kernel of the canonical
projection (πk,0)∗ : TJ
k
n(W ) → TW , restricted to V is larger than zero; (smooth
solution): there is not discontinuity in V and the tangent spaces TVi and TVj
belong to a same n-dimensional Cartan sub-distribution of Jkn(W ) that projects
diffeomorphically on W via the canonical projection (πk,0)∗ : TJ
k
n(W ) → TW .
Then we say that a solution passing through a critical zone bifurcate.31
Definition 4.29 (Integral bordism for singular PDE’s). Let N1, N2 ⊂ Ek ⊂ Jkn(W )
be two (n − 1)-dimensional admissible closed integral manifolds. We say that N1
algebraic integral bords with N2, if N1 and N2 belong to two different irreducible
components, say N1 ⊂ Ai, N2 ⊂ Aj, i 6= j, such that there exists an algebraic
singular solution V ⊂ Ek with ∂V = N1
.⋃
N2.
In the integral bordism group ΩEkn−1 (resp. Ω
Ek
n−1,s, resp. Ω
Ek
n−1,w) of a singular PDE
Ek ⊂ Jkn(W ), we call algebraic class a class [N ] ∈ Ω
Ek
n−1, (resp. [N ] ∈ Ω
Ek
n−1,s, resp.
[N ] ∈ ΩEkn−1,), with N ⊂ Aj , such that there exists a closed (n − 1)-dimensional
admissible integral manifolds X ⊂ Ai ⊂ Ek, algebraic integral bording with N ,
i.e., there exists a smooth (resp. singular, resp. weak) algebraic singular solution
V ⊂ Ek, with ∂V = N
.⋃
X.
Theorem 4.30 (Singular integral bordism group of singular PDE). Let Ek ≡⋃
iAi ⊂ J
k
n(W ) be a singular PDE. Then under suitable conditions, algebraic sin-
gular solutions integrability conditions, we can find (smooth) algebraic singular
solutions bording assigned admissible closed smooth (n − 1)-dimensional integral
manifolds N0 and N1 contained in some component Ai and Aj, i 6= j.
Proof. In fact, we have the following lemmas.
Lemma 4.31. Let Ek ≡
⋃
iAi ⊂ J
k
n(W ) be a singular PDE with (ij)Ek ≡ Ai
⋂
Aj 6=
∅. Let us assume that Ai ⊂ Jkn(W ), Aj ⊂ J
k
n(W ) and (ij)Ek ⊂ J
k
n(W ) be
formally integrable and completely integrable PDE’s such that dimAi > 2n + 1,
dimAj > 2n+ 1, dim (ij)Ek > 2n+ 1. Then, one has the following isomorphisms:
(75) ΩAin−1,w
∼= Ω
Aj
n−1,w
∼= Ω
(ij)Ek
n−1,w.
So we can find a weak algebraic singular solution V ⊂ Ek such that ∂V = N0
.⋃
N1,
with N0 ⊂ Ai, N1 ⊂ Aj , iff N1 ∈ [N0].
Furthermore, if gk(Ai) 6= 0, gk+1(Ai) 6= 0, gk(Aj) 6= 0, gk+1(Aj) 6= 0, gk((ij)Ek) 6=
0, gk+1((ij)Ek) 6= 0, then one has also the following isomorphisms:
(76) ΩAin−1,s
∼= Ω
Aj
n−1,s
∼= Ω
(ij)Ek
n−1,s .
31Note that the bifurcation does not necessarily imply that the tangent planes in the points
of Vij ⊂ V to the components Vi and Vj , should be different.
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So we can find a singular algebraic singular solution V ⊂ Ek such that ∂V =
N0
.⋃
N1, N0 ⊂ Ai, N1 ⊂ Aj, iff N1 ∈ [N0].
Proof. In fact, under the previous hypotheses one has that we can apply Theorem
3.16 to each component Ai, Aj and (ij)Ek to state that all their weak integral
bordism groups of dimension (n−1) are isomorphic to
⊕
r+s=n−1Hr(W ;Z2)⊗Z2Ωs.
Furthermore, under the above hypotheses on nontriviality of symbols, we can ap-
ply Theorem 2.1 in [55]. So we can state that weak integral bordism groups are
isomorphic to the corresponding singular ones. 
Lemma 4.32. Let Ek =
⋃
iAi be a 0-crystal singular PDE. Let
(ij)Ek ≡ Ai
⋃
Aj
be connected, and (ij)Ek ≡ Ai
⋂
Aj 6= ∅. Then Ω
(ij)Ek
n−1,s = 0.
32
Proof. In fact, let Y ⊂ (ij)Ek be an admissible closed (n − 1)-dimensional closed
integral manifold, then there exists a smooth solution Vi ⊂ Ai such that ∂Vi =
N0
.⋃
Y and a solution Vj ⊂ Aj such that ∂Vj = Y
.⋃
N1. Then, V = Vi
⋃
Y Vj is
an algebraic singular solution of Ek. This solution is singular in general. 
After above lemmas the proof of the theorem can be considered done besides the
algebraic singular solutions integrability conditions. 
Example 4.33 (Extended crystal singular MHD-PDE’s). In the recent paper [68]
we introduced a new PDE of the magnetohydrodynamics encoding the dynamic
of anisotropic incompressible plasmas able to describe nuclear energy production.
This equation is denoted ˜(MHD) ⊂ JD2(W˜ ) and it is reported in Tab. 3. The
fiber bundle there considered is π : W˜ → M , over the Galilean space-time M ,
with W˜ ≡ M × I × S3 × R4, where I is an affine 3-dimensional space (time-like
flow velocities space) and S is a 3-dimensional Euclidean vector space. A section
s = (v, p, θ, E,H, I, ρ¯, h¯) represents flow-velocity, isobaric pressure, temperature,
electric vector field, magnetic vector field, electric current density, electric charge
density, nuclear energy production density. In that paper it is also proved that equa-
tion ˜(MHD) is formally integrable, completely integrable and an extended 0-crystal.
Now, from Theorem 3.16 we can see that for any two space-like admissible Cauchy
hypersurfaces N0 ⊂ ˜(MHD)t0 , N1 ⊂
˜(MHD)t1 , t1 6= t2, there exists a (singular)
solution V ⊂ ˜(MHD), passing through N0 and N1. The admissibility requires that
N0 and N1 are smooth 3-dimensional regular manifolds with respect to the embed-
ding ˜(MHD) ⊂ J24 (W˜ ), locally satisfying the Cauchy problem and with orientable
boundaries X0 ≡ ∂N0, X1 ≡ ∂N1, bording by means of a suitable 3-dimensional
time-like integral manifold P .
Then the solution V has boundary ∂V = N0
⋃
X0
P
⋃
X1
N1. (For details see
Refs.[69, 71] There can be also found the explicit expressions of the differential
polynomials defining ˜(MHD).) In [71] we proved that we can identify a sub-
equation ̂(MHD) ⊂ ˜(MHD) such that in some neighborhood of its points, there
exist entropy-regular-solutions passing from such initial conditions. More precisely,
32But, in general, it is Ω
(ij)Ek
n−1 6= 0.
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Table 3. Nuclear energy producing magnetohydrodynamics equa-
tion {F˜ (s) = 0; 1 ≤ s ≤ 7} : ˜(MHD) ⊂ JD2(W˜ ).
Maxwell F˜ (1) ≡ F (1) ≡ Bk/k = 0 (no magnetic monopoles)
F˜ (2) ≡ F (2) ≡ Dk/k − ρ¯4π = 0 (Gauss’s law of electrostatic)
F˜ (3) ≡ F (3)i ≡ ǫijsEj/s + 1c (∂t ·Bi) = 0 (Faraday’s law)
F˜ (4) ≡ F (4)i ≡ ǫijsHj/s − 1c (∂t ·Di)− 4pic Ii = 0 (Ampere’s law)
Dk = ǫkiEi, (ǫ =dielectric permeability tensor)
ǫik = −ǫ0gik + ǫ¯(vr/s + vs/r)grigsk
Bk = µkiHi, (µ =magnetic permeability tensor)
µik = −µ0gik + µ¯(vr/s + vs/r)grigsk
Navier-Stokes F˜ (5) ≡ F (5) ≡ vk/k = 0 (continuity equation)
F˜ (5) ≡ F (5)α ≡ x˙k(∂xα.Gjjk) + x˙kαGjjk + x˙ssα = 0,
(first-prolonged continuity equation)
F˜ (6) ≡ F (6)i ≡ ρ δvi
δt
− P ik/k − F i(body) = 0, (motion equation)
F˜ (7) ≡ ρCv δθδt + δwδt − ν(θ/i)/kgik + Sk/k − [2χe˙ik + 14pi (BiBk + EiEk)]vi/k
+IiEjgij − ρh¯ = 0, (energy equation)
qk = −νθ/igik, (heat flow)
P ik = (rh)P ik +M ik = −pgik + χ(vr/s + vs/r)grigsk +M ik
= −gik[p+ 1
8pi
(BsBs + EsEs)] + ℘ik (full stress tensor)
℘ki = χ(vr/s + vs/r)g
rigsk + 1
4pi
(BiBj +EiEj) (deviatory stress)
(magnetic stress tensor) (B)M ij ≡ 1
4pi
(− 1
2
BkBkg
ij + BiBj )
(electric stress tensor) (E)M ij ≡ 1
4pi
(− 1
2
EkEkg
ij +EiEj)
(e.m. stress tensor) M ij ≡ (B)M ij + (E)M ij .
(body force): F i
(body)
= −ρ(∂xk .f)gki + ρ¯Ei + ǫijkIjBk
h¯ body energy source density.
we can represent θ2R as a polynomial differential of first order on JD(W˜ ), belong-
ing to A[x˙a, x˙ab , H
p, Ep, θ, θj , h¯], where A ≡ [[x1, x2, x3]]. This can be seen taking
into account that
(77) θ2R(s) = θ
[
1
ρ4π
(BiBj + EiEj)e˙ij +
2χ
ρ
e˙ij e˙ij + h¯
]
+
ν
ρ
(grad θ)2.
and by calculating the corresponding explicit differential polynomial expression for
θ2R : JD(W˜ ) → R. (See Tab. 4.) ̂(MHD) ⊂ ˜(MHD) is an extended 0-crystal
singular PDE, in the sense of Definition 4.27.
Let us resume the proof given in [71], since this is necessary to understand the
further developments reported below. Let us define
(78) (MHD) ≡
{
q ∈ ˜(MHD)|θ(q) > 0, h¯(q) ≥ 0,R(q) ≥ 0
}
.
Then, (MHD) is a connected, simply connected bounded domain in ˜(MHD). In
fact, we can split (MHD) in the following way
(79) (MHD) = (+,+)Y˜1
⋃
(+,+)Y˜2
⋃
Y˜3
⋃
(+,+,+)(MHD),
where
(80) (+,+,+)(MHD) ≡
{
q ∈ ˜(MHD)|h¯(q) > 0, θ(q) > 0,R(q) > 0
}
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Table 4. Polynomial differential expression for θ2R.
θ2R = θ [x˙ab x˙cdR(1)bdac + x˙ab x˙cdHpHqR(2)bdacpq + x˙ab x˙cR(3)bac + x˙ab x˙cHpHqR(4)bacpq
+x˙ax˙bR(5)ab + x˙ax˙bR(6)abpq + x˙ms HsHrR(7)mr + x˙ms EiEjR(8)smij
+x˙tHqHrR(9)tqr + x˙tEiEjR(10)tij + x˙rux˙ab x˙cdHpHqR(11)ubdtacpq + x˙rux˙ab x˙cHpHqR(12)ubracpq
+x˙rux˙
ax˙bHpHqR(13)urabpq + x˙wx˙ax˙bHpHqR(14)wabpq + h¯
]
+ θjθkR(15)jk
R(1)bdac = χρ (gbdgac + δdaδbc)
R(2)bdacpq = −µ0µ¯4piρ (δdaδbqgpc + δbqδdpgca + gdbgqagpc)
R(3)bac = 4χρ Gbac
R(4)bacpq = −µ0µ¯4piρ (δbqgpkGkac + δbqgkaGkpc + δbpgajG
j
qc + 2gpaG
b
qc + 2gaqG
b
pc + gqtgajG
t
kcG
k
pb)
R(5)ab = 2χρ GisaGsib
R(6)abpq = −µ0µ¯4piρ (gkjG
j
qaG
k
pb + gqtG
t
kaG
k
pb + 2gpkG
j
qaG
k
jb)
R(7)mr = µ
2
0
4piρ
grm
R(8)smij = 18piρ (δsj gim + δsi gjm)
R(9)tqr = µ04piρ gmrGmqt
R(10)tij = 18piρ (gimGmjt + gjmGmit )
R(11)ubdtacpq = µ¯
2
8piρ
(δdaδ
b
qgic + δ
b
qδ
d
pgca + g
dbgqagic)(δ
i
rδ
u
p + g
iugrp)
R(12)ubracpq = µ¯
2
4piρ
[ 1
2
(δbqgikG
k
ac + δ
b
qgkaG
k
ic + δ
b
i gajG
j
qc + 2giaG
b
qc + 2gaqG
b
ic + gqtgajG
t
kcG
k
ib)
(δivδ
u
p + g
iugrp)
+(δua δ
b
qgir + δ
b
qδ
u
p gra + g
abgqagir)Gipc]
R(13)urabpq = µ¯
2
4piρ
[ 1
2
(GjqaG
k
ibgkj +G
t
kaG
k
ibgqt + 2G
j
qaG
k
jbgik)(δ
i
vδ
u
p + g
iugrp)
+(δuq gikG
k
rb + δ
u
q gkrG
k
ib + δ
u
i grjG
j
qb + 2girG
u
qb + 2grqG
k
ib + gqtgrjG
t
kbG
k
iu)G
i
pa]
R(14)wabpq = µ¯
2
4piρ
(GjqaG
k
ibgkj +G
t
kaG
k
ibgqt + 2G
j
qaG
k
jbgik+)G
i
pw
R(15)jk = ν
ρ
gkj
is an open submanifold of ˜(MHD), and
(81)

(+,+)Y˜1 ≡
{
q ∈ ˜(MHD)|h¯(q) = 0, θ(q) > 0,R(q) > 0
}
(+,+)Y˜2 ≡
{
q ∈ ˜(MHD)|R(q) = 0, θ(q) > 0, h¯(q) > 0
}
are codimension 1 submanifolds of ˜(MHD). Furthermore,
(82) Y˜3 ≡
{
q ∈ (+) ˜(MHD)|h¯(q) = 0,R(q) = 0
}
is a codimension 2 submanifold of
(+)
˜(MHD) ≡
{
q ∈ ˜(MHD)|θ(q) > 0
}
.
Let us study the integrability properties of such submanifolds of ˜(MHD). First note
that since (+,+,+)(MHD) is an open submanifold in ˜(MHD) and in JD
2((+,+)W˜ ),
where
(+,+)W˜ ≡M × I× R× R
+ × S3 × R× R+,
it follows that if q ∈ (+,+,+)(MHD) there exist solutions belonging to (+,+,+)(MHD),
i.e., entropy-regular-solutions passing through q, just follows from the fact that
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(+,+,+)(MHD) is an open submanifold of ˜(MHD). So (+,+,+)(MHD) is com-
pletely integrable. Furthermore, since
(83)

(+,+,+)(MHD)+r = JD
r((+,+,+)(MHD))
⋂
JD2+r((+,+)W˜ )
⊂ JDr( ˜(MHD))
⋂
JD2+r(W˜ ) = ˜(MHD)+r
it follows that (+,+,+)(MHD) is also formally integrable. Let us consider the
integrability properties of (+,+)Y˜1 ⊂ ∂(MHD). If q ∈ (+,+)Y˜1 it follows that
q ∈ (+) ̂(MHD). Since this last equation is formally integrable and completely
integrable, and (+,+)Y˜1 is an open submanifold of (+) ̂(MHD), it follows that also
(+,+)Y˜1 is formally integrable and completely integrable.
Let us, now, study the integrability properties of
(84) (+,+)Y˜2 ⊂ JD
2((+,+)W˜ ) :
{
R = 0, F˜ (s) = 0
}
.
One can see that this equation is not formally integrable, but becomes so if we add
the first prolongation of R = 0. So we can prove that the following equation
(85)
̂
(+,+)Y˜2 ⊂ JD
2((+,+)W˜ ) :
{
R = 0,Rα = 0, F˜
(s) = 0
}
is formally integrable and completely integrable. Similar considerations can be made
on the part Y˜3, and we can identify, the corresponding formally integrable PDE
̂˜
Y3.
We skip on the details. By conclusion we get that
(86) ̂(MHD) ≡ (+,+)Y˜1
⋃ ̂
(+,+)Y˜2
⋃̂˜
Y3
⋃
(+,+,+)(MHD) ⊂ ˜(MHD)
is the formally integrable and completely integrable constraint in ˜(MHD), where
for any initial condition, passes an entropy-regular-solution for ˜(MHD). Then we
can apply Theorem 3.16 to conclude that ̂(MHD) is an extended crystal singular
PDE. Furthermore, taking into account that it results
Ω
̂(MHD)
3,w
∼= Ω
̂(MHD)
3,s
∼= Ω3 = 0,
we get that ̂(MHD) is also an extended 0-crystal singular PDE. This assures that
for any two space-like admissible Cauchy integral manifolds N1 ⊂ ̂(MHD)t1
, N2 ⊂
̂(MHD)
t2
, t1 6= t2, such that if both Ni, i = 1, 2, belong to the same component,
in the split given in (86), there exist (singular) entropy-regular-solutions V such
that ∂V = N1
⋃
X1
P
⋃
X2
N2, and such that their boundaries X1 ≡ ∂N1, X2 ≡
∂N2, should be orientable and propagating with an admissible 3-dimensional integral
manifold P . (For details see [69].)33 The stability properties of ̂(MHD) and its
solutions, can be studied by utilizing our recent geometric theory on the stability
33Let us emphasize that admissible Cauchy integral manifolds can be found in each component
of ̂(MHD), thanks to Lemma 3.20. More precisely, the proceeding followed for the Navier-Stokes
equation in Example 3.27, to solve Cauchy problems there, can be applied also to ̂(MHD). In
fact, envelopment solutions can be built also for all the components of this last equation, since
they are formally integrable and completely integrable PDE’s.
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of PDE’s [67, 68, 69, 70, 71]. More precisely, ̂(MHD) is a functionally stable
singular PDE, in the sense that it slpits in components that are functionally stable
PDE’s. Furthermore, smooth entropy-regular-solutions, i.e., smooth solutions of
̂(MHD), do not necessitate to be stable. However, all they can be stabilized and
the stable extended crystal singular PDE of ̂(MHD), i.e., a singular PDE slpits in
components that are stable extended crystal PDE’s. This last is just (S) ̂(MHD) =
̂(MHD)
(+∞)
. There, all smooth entropy-regular-solutions, belonging to only one of
the components, in the split representation (86) are stable at finite times.
Let us, now, find global solutions of ̂(MHD), crossing the singular sets correspond-
ing to states without nuclear energy production, to ones where h¯ > 0, i.e., passing
from (+,+)Y˜1 to (+,+,+)(MHD). Let V ⊂ ˜(MHD) be a time-like solution such that
the following conditions are satisfied:
(i) V is a regular entropy solution;
(ii) V
⋂
(+,+)Y˜1 ≡ (+)V 6= ∅;
(iii) V
⋂
(+,+,+)(MHD) ≡ (+,+)V 6= ∅.
(iv) ∂V = N0
⋃
P
⋃
N1, N0 ⊂ (+)V , N1 ⊂ (+,+)V , ∂(+)V = N0
⋃
(+)P
⋃
Y .
Then we can give the following split surgery representation of V :
(87) V = (+)V
⋃
Y
Z
with Z = Y
⋃
(+,+)V . We call a solution V of ˜(MHD), such that holds the surgery
property given in (87) just a crossing nuclear critical zone solution. Then, for any
two admissible space-like Cauchy hypersurfaces N1 ⊂ ̂(MHD)t1
, N2 ⊂ ̂(MHD)t2
,
t1 6= t2, such that the following properties are satisfied:
(a) N1 ⊂ (+,+)Y˜1;
(b) N2 ⊂ (+,+,+)(MHD);
there exists a crossing nuclear critical zone solution V ⊂ ˜(MHD), such that ∂V =
N1
⋃
P
⋃
N2, where P is a time-like admissible 3-dimensional integral manifold of
˜(MHD). In general such a solution is a singular solution. Therefore, under above
condition of admissibility, one has algebraic classes in Ω
̂(MHD)
2,s . Furthermore, V
is represented by a smooth integral manifold at Y , with respect to the split given in
(87), if the tangent space T (+)V |Y = TZ|Y ⊂ E2 ˜(MHD)|Y , where E2 ˜(MHD) is
the Cartan distribution of ˜(MHD). In fact the dimension of the Cartan distribution
E2 of ̂(MHD) in the points q ∈ (+,+,+)(MHD) is higher than in the points q ∈
(+,+)Y˜1). This can be seen by direct computation. Let us denote by
(88) ζ = Xα[∂xα +
∑
0≤|β|≤1
yjαβ∂y
β
j ] + Z
j
β1β2
∂yβ1β2j
the generic vector field of the Cartan distribution E2(W˜ ), where
{yj}1≤j≤16 = {v
i, p, θ, Ei, Hi, Ii, ρ¯, h¯}
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are the vertical coordinates of the fiber bundle π : W˜ →M . The Cartan distribution
on the boundary (+,+)Y˜1 ⊂ ̂(MHD) is given by the vector fields (88) such that the
following equations are satisfied: ζ.F¯ I = 0, where F¯ I are the functions defining
equation (+,+)Y˜1. These are just the functions defining (+,+,+)(MHD), i.e., F˜
(s),
1 ≤ s ≤ 7, but with the condition h¯ = 0. So we get
(89)
{
dimE2(M˜HD) = dimE2((+,+,+)(MHD)) = 148 > dimE2((+,+)Y˜1) = 138.
}
.
Note that even if the points of (+,+)Y˜1 can be considered singular one, with respect
to the Cartan distribution of ̂(MHD), the embedding ̂(MHD) ⊂ ˜(MHD) allows us
to prolong a solution from (+,+)Y˜1 to (+,+,+)(MHD), according to Theorem 4.30
and surgery representation (87). Then such solution V in general bifurcates along
Y . By summarizing, we can say that the crossing nuclear critical zone solution
V ⊂ ̂(MHD) is represented by an integral manifold V ⊂ ̂(MHD) that is smooth
in a neighborhood of X ⊂ Y , iff for its tangent space TV , the following condition
is satisfied: T (+)V |X = TZ|X ⊂ E2(M˜HD)|X .
Now, in order to surgery a smooth solution V ′ ⊂ (+,+,+)(MHD), passing through
a compact smooth space-like 3-dimensional manifold N1, with X1 ≡ ∂N1 orientable,
with suitable smooth solutions of (+,+)Y˜1 it is enough that the following conditions
should be satisfied:
(90)

limh¯→0 V
′ = (+,+)V ⊂ (+,+,+)(MHD)
T (+,+)V ⊂ E2((+,+,+)(MHD))h¯=0.
Since (+,+)V is a smooth solution we can prolong it to ∞, obtaining a solution
(+,+)V
(∞) ⊂ (+,+,+)(MHD)(+∞). There it identifies an horizontal 4-plane H ⊂
E2((+,+,+)(MHD)(+∞)), contained in the Cartan distribution of (+,+,+)(MHD)(+∞).
Then H identifies also an horizontal 4-plane, that we continue to denote with H,
in the Cartan distribution of ˜(MHD)+∞, that on ((+,+)Y˜1)+∞, coincides with the
Cartan distribution of this last equation. Then we can smoothly prolong (+,+)V
(∞)
into ((+,+)Y˜1)+∞, identifying there a smooth solution (+)V
(∞). The projection of
this algebraic singular solution on (+,+)Y˜1
⋃
(+,+,+)(MHD) identifies a smooth so-
lution V that has the split surgery property (87). Therefore, it is enough to prove
that solutions with the property (90) exist in (+,+,+)(MHD). Now, we can see
that a Cartan vector field ζ of (+,+,+)(MHD) is given in (88) and subject to the
condition ζ.F˜ (s) = 0. Then conditions (90) are satisfied iff Xαh¯α = 0. Since this
condition can be satisfied for suitable functions Xα on (+,+,+)(MHD), we recognize
that in the set of smooth solutions of (+,+,+)(MHD) exist solutions that smoothly
surgery with smooth solutions of (+,+)Y˜1. Such solutions are not finite times sta-
ble in ̂(MHD since there the symbol is not trivial in each components (+,+)Y˜1 and
(+,+,+)(MHD). However, by using their formal integrability and complete integra-
bility properties, we can state that in ( ̂(MHD)+∞ such solutions are finite times
stable. So ̂(MHD)+∞ is the stable extended crystal singular PDE associated to
̂(MHD.
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5. APPENDIX A - THE AFFINE CRYSTALLOGRAPHIC GROUP
TYPES [G(3)] AND [G(2)]
Table 5. The 32 crystallographic point groups of the space-group
types [G(3)].
Type Schoenflies Symbol International Symbol
nonaxial (2) Ci = S2, Cs = C1h 1¯, m
cyclic (5) Cn, n = 1, 2, 3, 4, 6 n, n = 1, 2, 3, 4, 6
cyclic with horizontal planes (4) Cnh, n = 2, 3, 4, 6 2/m, 6¯, 4/m, 6/m
cyclic with vertical planes (4) Cnv, n = 2, 3, 4, 6 mm2, 3m, 4mm, 6mm
dihedral (4) Dn, n = 2, 3, 4, 6 222, 32, 422, 622
dihedral with horizontal planes (4) Dnh, n = 2, 3, 4, 6 mmm, 6¯m2, 4/mmm, 6/mmm
dihedral with planes between axes (2) Dnd, n = 2, 3 4¯2m, 3¯m
improper rotation (2) Sn, n = 4, 6 4¯, 3¯
cubic groups (5) T , Th, Td, O, Oh 23, m3¯, 4¯3m, 432, m3¯m
n (n = 1, 2, 3, 4, 6): rotations of 2π/n about a symmetry axis.
n¯ (n = 1, 2, 3, 4, 6): rotation n composed with inversion about symmetry centre; m = 2¯.
Cn = Zn ∼= {0, 1, 2, 3, · · · , n− 1} (cyclic abelian groups); Ci = S2; Cs = m; C3i = S6
Dn: group with an n-fold axis plus a two-fold axis perpendicular to that axis.
Dn is a non abelian group for n > 2. The group order is 2n.
Dnh: Dn with a mirror plane symmetry perpendicular to the n-fold axis.
Dnv : Dn with mirror plane symmetries parallel to the n-fold axis.
O: symmetry group of the octahedron. The group order is 24. One has the isomorphism O ∼= Td.
Oh: O with improper operations (those that change orientation). The group order is 48.
T : symmetry group of the tetrahedron, isomorphic to the alternating group A4. The group order is 12.
The group order is 12.
Td: T with improper operations. Non abelian group of order 24.
Th: T with the addition of an inversion.
An: group of even permutations on a set of length n. The group order is
n!
2
.
Table 6. Diehdral groups D2m, m ≥ 1.
m D2m
1 D2 ∼= Z2
m ≥ 2 D2m ∼= Zm ⋊ Z2
The generator of Z2 acts on Zm as multiplication by −1
2 D4 ∼= Z2 × Z2 (Klein four-group)
Warn that in crystallography diehdral groups are usually denoted by Dm = D2m, m ≥ 2.
This is just the notation used in Tab. 5.
Table 7. The 230 affine crystallographic space-group types [G(3)].
Syngonies (7) Geometric classes (32=Point Groups) Bravais types (14)
Triclinic Ci = S2(1), C1(1) 2P
Monoclinic C2(3), C1h(4), C2h(6) 8P , 5C
Orthorhombic D2(9), C2v(22), D2h(28) 30P , 15C, 9I, 5F
Tetragonal C4(6), S4(2), C4h(6), D4(10), C4v(12), D2d(12), D4h(20) 49P , 19I
Trigonal C6(4), S6(2), D3(7), C3v(6), D3d(6) 18P , 7R
Hexagonal C3(6), C3h(1), C6h(2), D6(6), C6v(4), D3h(4), D6h(4) 27P
Cubic T (5), Th(7), O(8), Td(6), Oh(10) 15P , 11F , 9I
(Crystal class systems =Syngonies): 7. (Triclinic=Anorthic), (Trigonal=Rhombohedral).
Bravais lattice centering types: P =primitive, I =body, F =face, A/B/C =side, R =rhombohedral.
(For the body-centerd case (B = I), the infinite translation group is {Z3,Z3 + ( 1
2
, 1
2
, 1
2
)}.)
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Table 8. The 17 affine crystallographic space-group types [G(2)].
Syngony (5) International Symbols Geometric classes (10=Point Groups)
Oblique p1, p2 Z1, Z2
Rectangular pm, pg, cm, pmm D1, D1, D1, D2
Rhombic pmg, pgg, cmm D2, D2, D2
Square p4, p4m, p4g Z4, D4, D4
Trigonal p3, p3m1, p31m Z3, D3, D3
Hexagonal p6, p6m Z6, D6
All planar crystallographic groups G(2) are subgroups of p4m or p6m, or both. (See Appendix D.)
p =primitive, c =centered, m =mirror plane, g =glide reflection.
A glide reflection is an isometry of the Euclidean plane that combines reflection in a line
with a translation along that line.
Table 9. The 4 holohedries (lattice symmetries) in [G(2)].
Holohedry Lattice system
2 monoclinic=oblique
2mm orthorohmbic={rectangular,rhombic}
4mm tetragonal=square
6mm hexagonal={trigonal,hexagonal}
Table 10. The 7 holohedries (lattice symmetries) in [G(3)].
Holohedry Lattice system
1¯ triclinic
2/m monoclinic
mmm orthorohmbic
4/mmm tetragonal (square)
3¯m trigonal (rombohedric)
6/mmm hexagonal
m3¯m cubic
Figure 4. Octahedron and Tetrahedron 3-chains in R3. (The
tetrahedron is a 3-chain in R3, identified with a regular 4-faced
polyhedron, where each face is an equilateral triangle. It can be
derived from the octahedron by extending alternate faces until they
meet.)
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6. APPENDIX B - THE SUBGROUPS OF THE AFFINE
CRYSTALLOGRAPHIC POINT-GROUP TYPES [G(3)]
Ci=S2
Subgroup Order Index
−1 2 1
1 1 2
Cs=C1h
Subgroup Order Index
m 2 1
1 1 2
C1
Subgroup Order Index
1 1 1
C2
Subgroup Order Index
2 2 1
1 1 2
C3
Subgroup Order Index
3 3 1
2 2 3
C4
Subgroup Order Index
4 4 1
2 2 2
1 1 4
C6
Subgroup Order Index
6 6 1
3 3 2
2 2 3
1 1 6
C2h
Subgroup Order Index
2/m 4 1
2 2 2
m 2 2
−1 2 2
1 1 4
C3h
Subgroup Order Index
−6 6 1
3 3 2
m 2 3
1 1 6
C4h
Subgroup Order Index
4/m 8 1
4 4 2
−4 4 2
2/m 4 2
2 2 4
m 2 4
−1 2 4
1 1 8
C6h
Subgroup Order Index
6/m 12 1
−6 6 2
6 6 2
−3 6 2
3 3 4
2/m 4 3
m 2 6
−1 2 6
1 1 12
C2v
Subgroup Order Index
mm2 4 1
2 2 2
m 2 2
1 1 4
C3v
Subgroup Order Index
3m 6 1
m 2 3
1 1 6
C4v
Subgroup Order Index
4mm 8 1
4 4 2
mm2 4 2
2 2 4
m 2 4
1 1 8
C6v
Subgroup Order Index
6mm 12 1
6 6 2
3m 6 2
mm2 4 3
2 2 6
m 2 6
1 1 12
D2
Subgroup Order Index
222 4 1
2 2 2
1 1 4
D3
Subgroup Order Index
32 6 1
3 3 2
2 2 3
1 1 6
D4
Subgroup Order Index
422 8 1
4 4 2
222 4 2
2 2 4
1 1 8
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D6
Subgroup Order Index
622 12 1
6 6 2
32 6 1
3 3 4
2 2 6
m 2 6
1 1 12
D2h
Subgroup Order Index
mmm 8 1
mm2 4 2
222 4 2
2/m 4 2
2 2 4
m 2 4
−1 2 4
1 1 8
D3h
Subgroup Order Index
−6 6 1
3 3 2
m 2 3
1 1 6
D4h
Subgroup Order Index
4/mmm 16 1
−42m 8 2
422 8 2
4/m 8 2
4 4 4
−4 4 4
mmm 8 2
mm2 4 4
222 4 4
2/m 4 4
m 2 8
2 2 8
−1 2 8
1 1 16
D6h
Subgroup Order Index
6/mm 24 1
−62m 12 2
6mm 12 2
622 12 2
6/m 12 2
−3m 12 2
−6 6 4
6 6 4
3m 6 4
32 6 4
−3 6 4
6/m 12 2
3 3 8
mmm 8 3
mm2 4 6
222 4 6
2/m 4 6
2 2 12
m 2 12
−1 2 12
1 1 24
D2d
Subgroup Order Index
−42m 8 1
−4 4 2
mm2 4 2
222 4 2
2 2 4
m 2 4
1 1 8
D3d
Subgroup Order Index
−3m 12 1
3m 6 2
32 6 2
−3 6 2
3 3 4
2/m 4 3
m 2 6
−1 2 6
1 1 12
S4
Subgroup Order Index
−4 4 1
2 2 2
1 1 4
S6=C3i
Subgroup Order Index
−3 6 1
3 3 2
−1 2 3
1 1 6
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T
Subgroup Order Index
23 12 1
3 3 4
222 4 3
2 2 6
1 1 12
Th
Subgroup Order Index
m−3 24 1
23 12 2
−3 6 4
3 3 8
mmm 8 3
mm2 4 6
222 4 6
2/m 4 6
2 2 12
m 2 12
−1 2 12
1 1 24
Td
Subgroup Order Index
−43m 24 1
23 12 2
3m 6 4
3 3 8
−42m 8 3
−4 4 6
mm2 4 6
222 4 6
2 2 12
m 2 12
1 1 24
O
Subgroup Order Index
432 24 1
23 12 2
32 6 4
422 8 3
4 4 6
3 3 8
222 4 6
2 2 12
1 1 24
Oh
Subgroup Order Index
m−3m 48 1
−43m 24 2
432 24 2
m−3 24 2
23 12 4
−3m 12 4
3m 6 8
32 6 8
−3 6 8
3 3 16
4/mmm 16 3
−42m 8 6
4mm 8 6
422 8 6
4/m 8 6
−4 4 12
4 4 12
mmm 8 6
222 4 12
2/m 4 12
2 2 24
m 2 24
−1 2 24
1 1 48
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7. APPENDIX C - AMALGAMATED FREE PRODUCTS IN THE
AFFINE CRYSTALLOGRAPHIC SPACE-GROUP TYPES [G(3)]
Amalgamated free products in [G(3)]
Z2⋆eZ2=<x,y>
Z4⋆Z2Z4=<4,4¯>
Z4⋆Z2D2=<2,4,x>
Z6⋆Z3D3=<3,6,x>
D4⋆D2D4=<4,4¯,x>
D2×Z2⋆D2D4=<2,4,1¯,x>
D6⋆D3D6=<6,6¯,x>
D3×Z2⋆D3D6=<2,6,1¯,x>
x=reflection over x-axis; y=reflection over y-axis.
8. APPENDIX D - THE SUBGROUPS OF THE AFFINE
CRYSTALLOGRAPHIC SPACE-GROUP TYPES [G(2)]
p2
Subgroup Index
p1 2
pm
Subgroup Index
pg 2
cm 2
p1
pg
Subgroup Index
p1 2
cm
Subgroup Index
pg 2
pm 2
p2
p1
pmm
Subgroup Index
cmm 2
pmg 2
pgg
pm
cm
p2
pg
p1
pgg
Subgroup Index
p2 2
pg 2
p1
p4
Subgroup Index
p2 2
p1
cmm
Subgroup Index
pmm 2
pmg 2
cm 4
pgg
pm 2
p2
pg
p1
p4m
Subgroup Index
p4g 2
pmm 2
cmm 2
pmg 4
p4 2
pgg 4
pm 4
cm 4
p2 4
pg 8
p1 8
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p4g
Subgroup Index
pmm 4
cmm 2
pmg
p4 2
cm
pgg
pm
p2
pg
p1
p6m
Subgroup Index
pmm 6
cmm 3
pmg 6
pgg 6
p3m1 2
p31m 2
pm 12
cm 6
pg 12
p6 2
p3 4
p2 6
p1 12
p3
Subgroup Index
p1 3
p3m1
Subgroup Index
pm 6
cm 3
p3 2
p31m 3
pg
p1
p31m
Subgroup Index
p3m1 3
p3 2
p3 2
pm 6
cm 3
pg
p1
p6
Subgroup Index
p3 2
p2 3
p1
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