The standard approach for estimating the fluid factor is flawed because intercept and gradient are statistically correlated. This pitfall is difficult to identify because the statistical correlation bears a strong resemblance to the expected lithologic correlation. As a result, the estimated fluid factor reduces to a far-angle stack.
Introduction
Among the many lessons Milo Backus imparted to me at the University of Texas was this definition of seismic inversion:
(1) find a simple model that explains most of the data, (2) remove this "background," (3) find a finer model that explains the residuals, (4) iterate if needed. In essence, this is exactly the approach Smith and Gidlow used in 1987 to define the fluid factor. They showed that in a brine-filled clastic sequence, the pre-stack seismic data have a simple background amplitude behavior. After removal of this background, the residual (the fluid factor) should indicate the presence of hydrocarbons.
Practically, there are two different ways of extracting the fluid factor from seismic data. The first approach, as originally proposed by Smith and Gidlow, is to compute the theoretical background from well information and remove it from the data with minimum adaptation (this gave rise to theoretical pre-stack weights that directly yield the fluid factor after stack). The second approach, favored by Fatti et al. and Castagna and Smith (both in 1994) , is to compute the background directly from the seismic data. This latter approach has become the preferred route because it provides the most meaningful results, even though the seismically derived background trend cannot be related to lithologic parameters.
The seismically derived background trend is generally obtained by crossplotting two AVO attributes. Castagna and Smith chose intercept and gradient (A and B) while Fatti et al. selected P-and S-reflectivity (R p and R s ). The difference is purely academic because these attributes are linearly related (A = R p , and B = R p -2 R s when V p /V s = 2). These crossplots exhibit a trend which, visually at least, can be explained by lithologic considerations. Figure 1a shows an R p -R s crossplot computed on real data using the Fatti et al. formula. In a clastic sequence, P-and S-reflectivity are supposed to be correlated, thus the trend in Figure 1a seems to indicate a genuine lithologic background.
However, I have shown in 1998 that most AVO attributes are statistically correlated and that, in the presence of noise, the statistical trend dominates. When this statistical trend is used to derive the background, the resulting fluid factor is a simple far-angle stack. Figure 1b shows the same crossplot as in Figure 1a but after the data have been replaced by pure random noise. The similarity between the two trends is, to say the least, suspicious. The main sources of noise in real data -and by noise I mean everything that does not fit the simple AVO equation -are wavelet variations with offset and residual NMO errors (Cambois, 2000) . The coincidence, at least visually, between the statistical and expected lithologic trends is purely fortuitous. It is nonetheless the biggest pitfall faced by AVO today.
In 1999, Connolly offered a new approach to pre-stack elastic inversion called elastic impedance. He proposed to perform stratigraphic inversion on angle-stacks, and then to compute the AVO attributes in the impedance domain. Working on inverted data circumvents the problems of wavelet variations with offset (the wavelet effects are removed by inversion) and residual NMO errors (if the inversion scheme is layer-based, see Cambois, 2000) . However, sonic and shear logs are necessary to invert the various angle-stacks. These logs are needed for two purposes: compute synthetic seismograms to extract the wavelets, and constrain the low frequencies of the inverted impedance.
In this paper I propose a new approach to the fluid factor that uses to its advantage statistical and lithologic correlations. A benefit of this method is that it automatically matches the wavelets of the pre-stack data. Hence the elastic inversion can be carried out without the need for shear logs.
The fluid factor
For a limited range of incidence angle θ, the pre-stack seismic data can be modeled through this simple equation:
(1)
A and B, respectively the intercept and gradient, are related to changes in P-and S-velocity and density. In a brine-filled clastic sequence, these three elastic parameters generally follow algebraic relationships (such as the mudrock line or Gardner's equation). Hence, it is possible to derive a linear equation that links A and B for "background" brine-filled shales and sands. In the special case where the ratio V p /V s is close to two, this equation is simply A + B = 0 (see Castagna and Smith, 1994) . Equation (1) can be rewritten as:
The second expression was first given by Verm and Hilterman (1995) , where PR is defined as Poisson's reflectivity. In a clastic sequence, the background is made of brine-filled shales and sands, and therefore corresponds to the first term in equation (2). The second term is then the difference between the data and the background, and is as such, by definition, the fluid factor.
Figure 1: R p and R s crossplot for real data (a), and after replacement of the data by pure random noise (b).
The simplest way to compute the fluid factor is to estimate intercept and gradient by linear regression on the seismic data, and then add them together. However, the linear regression often leads to gradient values that are much larger than intercept values. Adding them with such a scale difference is not very meaningful. To circumvent this problem, various authors (Castagna and Smith, Fatti et al.) recommend matching the scales before addition. Practically, this is achieved by crossplotting A and B, picking the observed trend, and combining these two attributes according to that trend. In essence, this approach corresponds to estimating the background trend directly from the data.
However, I have shown that intercept and gradient are statistically correlated and that, in the presence of noise, the statistical trend dominates the crossplot (Cambois, 1998) . I have also shown that when this trend is used to compute the fluid factor, the result takes the form:
which corresponds to a far-angle stack. It is generally a good hydrocarbon indicator, but it is not the fluid factor.
A new approach to the fluid factor
The fluid factor is, by definition, the attribute that measures departure from the background trend. As such, it can be mathematically defined as the perpendicular to the background trend. Statistically speaking, two perpendicular attributes are called "uncorrelated." Regarding the "noise trend," I have shown that A and F are indeed statistically uncorrelated (Cambois, 2001) , which explains why the fluid factor computation results in F when noise dominates. Figure 2 shows an A -F crossplot for the same data as in Figure 1 , and the associated noise crossplot. The absence of "noise trend" guarantees that the trend observed in the real data is a genuine lithologic effect. The correlation in Figure  2a is not as good as in Figure 1a , but it is in fact a lot more believable considering the general quality of real seismic data.
Defining Ω such that:
we have, following equation (2):
Remembering the definition of the fluid factor, it readily follows that PR should be lithologically perpendicular to the background A cos 2 Ω. Thus, the correlation observed in Figure 2a can only come from A. Assuming there are no wavelet variations and that amplitudes have been properly balanced pre-stack, the slope of the trend in Figure 2a should be exactly cos 2 Ω. But of course there are wavelet variations and inaccuracies in amplitude balancing, otherwise we would not see the "noise trend" behavior in Figure 1a . We can then utilize the statistical independence of A and F to derive a matching filter. This filter should be designed outside of potential reservoirs, in much the same way we perform cross-equalization for time-lapse surveys. Once the two attributes are matched, the difference directly points to the fluid factor, weighted by tan 2 Ω. In essence, this new approach to computing the fluid factor is identical to the standard approach, except that it is based on an A -F crossplot instead of an A -B crossplot. 
Near-and far-angle stacks
There is a small flaw in the previous derivation. Following the same approach as described in the previous section, we compute a matching filter on non-reservoir parts of the data. Using the feature that PR and A are lithologically uncorrelated the matching filter M takes the expression: 
Associating the background with S 1 we obtain two lithologically orthogonal attributes: 
Elastic impedance
In the elastic impedance approach, we apply stratigraphic inversion to S 1 and S 2 , and then compute the AVO attributes in the inverted domain. In this domain, A becomes the Pimpedance, and PR becomes V p /V s . To perform stratigraphic inversion, well logs are needed for wavelet extraction and low-frequency constraint. Therefore, in the case of elastic impedance, both sonic and shear logs are theoretically required.
The beauty of equation (8) is that its inversion does not require shear logs. Assuming θ 1 is small enough, the wavelet W 1 can be extracted directly from S 1 using only the P synthetic seismogram. The low-frequency constraint for Pimpedance only uses sonic and density logs, while the lowfrequency constraint for V p /V s is simply equal to two (according to the starting hypothesis). The fact that this method does not need shear logs makes it very attractive for oilfields that do not have this kind of information, which represents the vast majority of existing fields.
Alternatively, if shear logs are available, equation (8) allows for an independent check of the angles of incidence.
What if V p /V s is not equal to two?
For all the derivations above, I have made the starting hypothesis that V p /V s is equal to two. This assumption is clearly not valid in many areas. The method I propose can naturally be generalized to any V p /V s value, and I have focused on two only because it makes the equations a lot simpler. In the general case, the fluid factor takes a more complicated expression. However, its definition remains unchanged as the attribute lithologically perpendicular to the background trend. The general expression for the fluid factor can be found in Smith and Gidlow (1987) . It is just then a matter of reworking the terms in equation (2) to isolate two lithologically perpendicular attributes, and proceed according to the proposed scheme.
For stratigraphic inversion, the fluid factor is constrained with the same information that helped define it (e.g. the mudrock line or Gardner's equation). The elastic parameters are then derived by "reverse-engineering" the actual fluid factor formula. The general principle behind this technique is actually quite powerful. It utilizes statistically uncorrelated attributes to identify a genuine lithologic correlation, and then uses this correlation to derive lithologically orthogonal attributes. These attributes can then be combined to recompute all sorts of "meaningful" attributes (e.g. elastic parameters). The only case where this method does not work is when the lithologically orthogonal attributes are the same as the statistically uncorrelated attributes. In this case, it is impossible to derive a matching filter. I have yet to find a plausible lithologic setting where this exception would apply.
Discussion
The matching filter described in equation (7) involves shaping the far-angle wavelet to the near-angle wavelet. This is difficult to achieve since the former has a smaller bandwidth than the latter. In the proposed scheme, it is the far-angle wavelet that limits the ultimate resolution. Thus, the near-angle data have first to be filtered to honor the maximum far-angle bandwidth.
In this paper I only addressed the main source of "noise" for AVO studies, which is wavelet variations with offset. There are of course other types of noise to consider. First, random noise. The attribute orthogonal to S 1 in equation (8) is scaled by a function of the two angles considered. The closer these two angles, the smaller the scalar. In some cases, the signal may actually fall below noise level. Thus the technique will become ineffective when the angle range is too narrow or when the signal-to-noise ratio is too low.
The second type of noise is residual NMO errors. Their impact is limited on the actual angle stacks, but they can bias the match filter and render meaningless the fluid factor computation. The only effective way to avoid this problem is to use a layer-based stratigraphic inversion and combine the attributes in the inverted domain after reconciliation of the layers (Cambois, 2000) . Unfortunately, in this case the shear logs become necessary. Alternatively, an iterative approach with "guestimated" shear logs can possibly provide satisfactory results, although I have not tested it yet.
Conclusions
The fact that the statistical correlation between AVO attributes is visually extremely similar to the expected lithologic correlation is the most serious pitfall to affect AVO studies. Instead of the desired fluid factor, statistical background removal techniques systematically deliver a farangle stack.
To circumvent this problem, it is preferable to remove the background using an uncorrelated crossplot. Near-and farangles provide uncorrelated attributes, of which the crossplot actually exhibits genuine lithologic trends. Using these trends it is possible to extract a fluid factor that shares the same wavelet as the P-reflectivity. Consequently, the fluid factor can be inverted without the need for shear log constraints.
This feature is particularly noteworthy because most existing fields do not have shear information available. With the proposed technique, and assuming random noise and residual NMO errors are not too severe, it is possible to extend the elastic impedance concept to all fields, regardless of well information.
