Listeners identified a phonetically balanced set of consonant-vowel-consonant ͑CVC͒ words and nonsense syllables in noise at four signal-to-noise ratios. The identification scores for phonemes and syllables were analyzed using the j-factor model ͓Boothroyd and Nittrouer, J. Acoust. Soc. Am. 84, 101-114 ͑1988͔͒, which measures the perceptual independence of the parts of a whole. Results indicate that nonsense CVC syllables are perceived as having three independent phonemes, while words show jϭ2.34 independent units. Among the words, high-frequency words are perceived as having significantly fewer independent units than low-frequency words. Words with dense phonetic neighborhoods are perceived as having 0.5 more independent units than words with sparse neighborhoods. The neighborhood effect in these data is due almost entirely to density as determined by the initial consonant and vowel, demonstrated in analyses by subjects and items, and correlation analyses of syllable recognition with the neighborhood activation model ͓Luce and Pisoni, Ear Hear. 19, 1-36 ͑1998͔͒. The j factors are interpreted as measuring increased efficiency of the perception of word-final consonants of words in sparse neighborhoods during spoken word recognition.
I. INTRODUCTION AND BACKGROUND
In human speech recognition, listeners use sensory information from the speech signal to match a stimulus with an internal representation. While the structure of that internal representation, and by implication the matching process, is the subject of much debate, research has shown that the matching process is affected by many factors. These include, but are not limited to, the acoustic-phonetic properties of the stimulus, whether the stimulus is a familiar lexical item, its frequency of usage, and whether the stimulus is confusable with other potential stimuli.
A. The j-factor model
Boothroyd and Nittrouer ͑1988; also Nittrouer and Boothroyd, 1990͒ quantified the well-documented advantage of lexical status afforded to listeners, that items present in the mental lexicons of listeners are recognized more accurately than phonologically possible, but not meaningful, utterances. The recognition of familiar CVC words with CVC nonsense ͑though phonotactically English͒ syllables was compared using two measures of context effects that are relatively insensitive to the degree of signal degradation or overall performance level.
The present investigation uses the second of these measures, called the j factor, which quantifies the relationship between the recognition of a whole and the recognition of its parts. From probability theory, the recognition probability of a whole is the product of the marginal recognition probabilities of the parts. For CVC syllables, under the assumption that segments or phonemes are basic units of speech perception ͑e.g., Nearey, 1990; but cf. Massaro, 1998͒ , the probability of syllable recognition p s is the product of the recognition probabilities of the constituent phonemes p s ϭ p C2 p V p C2 . ͑1͒
Assuming the recognition probabilities p p of individual phonemes in CVC syllables are both statistically independent and approximately equal ͑Fletcher, 1953͒, ͑1͒ can be rewritten as
where j represents the number of phonemes in the syllable that are perceived independently. The j factor can be empirically determined by calculating the logarithms of recognition probabilities of whole syllables and segments in an identification task jϭlog͑ p s ͒/log͑ p p ͒. ͑3͒
A finding of jϭn ͑where nϭ3 for CVC stimuli͒ is consistent with the assumptions that phonemes are the basic units of speech perception and that they are independently recognized, without contextual information. The reduction of j below n is a measure of the effect of context. At the limit of jϭ1, the recognition of any one phoneme is all that is needed to recognize the whole. For the first experiment of their original study, Boothroyd and Nittrouer prepared 120 nonsense and 120 word CVC stimuli, with both lists phonetically balanced and the targets embedded in a carrier phrase. The stimuli were mixed with white noise at four different signal-to-noise ratios, and presented to 32 participants, blocked according to lexical status. Each participant heard and identified the 240 targets presented at one of the four signal-to-noise ͑S/N͒ ratios using a phonetic notation or standard English orthography. As expected, identification rates for word syllables were about 20%-30% higher than nonsense syllables, depending on the S/N ratio, and identification rates for phonemes in words were about 10% higher than in nonsense syllables.
The syllable and phoneme identification rates for word and nonsense targets were used to calculate j factors for the nonsense targets ( jϭ3.07Ϯ0.14, 95% C.I.͒ and the word targets ( jϭ2.46Ϯ0.08). Boothroyd and Nittrouer conclude that jϭ3.07 for nonsense targets is consistent with perception of three independent units. The finding of jϭ2.46 for word targets is interpreted by Boothroyd and Nittrouer as a contextual advantage such that the words used in the study were perceived as though they consisted of approximately of 2.5 independent units.
The j-factor reduction indicates that the higher recognition probabilities of meaningful syllables is due in part at least to the higher predictability of words relative to nonwords. As Allen ͑1994͒ says in his review of Fletcher ͑1953͒, because the set of meaningful CVC syllables is a subset of phonologically possible ͑e.g., nonsense and meaningful words͒ CVC syllables, meaningful syllables have a lower context entropy than phonologically possible syllables. Given correct recognition of part of a syllable, evaluation of ambiguous phonetic information of the rest of the syllable will be more accurate in the case of meaningful syllables because the set of possible alternatives is smaller. The j factor quantifies this lessening of statistical independence among the segments of meaningful syllables.
How could the reduced context entropy of meaningful words relative to nonsense words be implemented in a model of word recognition? On the basis of a computational simulation of Boothroyd and Nittrouer's experiment, Nearey ͑2001, in press͒ suggests that the j-factor effects could be reproduced in a Luce choice model of word recognition using a bias that favors lexical entries over nonsense words.
If the j factor measures bias, then manipulations of bias in a word recognition task should affect the j factor. It should be possible to measure j-factor differences for lexical biases more easily manipulated than lexical status, such as frequency of usage or response set size, as an evaluation of the claim that higher recognition rates for more frequent words result from biases ͑Broadbent, 1967; Norris, 1986͒. In the case of frequency of usage, high-frequency words are predicted to have lower j factors than low-frequency words.
B. Phonetic neighborhood density
In addition to frequency of usage, the existence of potential confusors to a given stimulus can affect recognition ͑Savin, 1963͒. The neighborhood activation model ͑NAM; Luce and Pisoni, 1998͒ proposes that similar-sounding words, or phonetic neighbors, compete with the actual target for activation in a Luce choice model. Degree of phonetic overlap between the neighbor and the target stimulus determines the degree of competition. Usage frequency also plays an important role, with higher values for targets increasing recognition probabilities, but higher values for the competing neighbors reducing recognition probability. These relationships are quantified in Luce and Pisoni's frequency-weighted neighborhood probability rule
where p(ID S ) is the probability of identifying a stimulus S; p(S͉S)log(freq S ) is the (logϪ) frequency-weighted stimulus word probability of S given S, and ͚ j p(N j ͉S)log(freq j ) is the sum of the (logϪ) frequency-weighted probabilities of each neighbor N j of S given S. Luce and Pisoni's ͑1998͒ explication of the NAM states that the frequency-weighted neighborhood probability rule ͑4͒ is instantiated in individual word decision units, all of which together constitute the NAM. For the present paper, the NAM will be assumed to be represented as ͑4͒.
For empirical evaluation of the model, Luce and Pisoni use the Kucera-Francis ͑Kucera and Francis, 1967͒ usage frequencies, and their own confusion matrices of nonsense syllables in noise. The conditional probability of an item is estimated by multiplying the conditional marginal probabilities of the constituent segments obtained from the confusion matrices.
The numerator of ͑4͒, the frequency-weighted stimulus word probability, quantifies the frequency-weighted raw intelligibility of the target item. This measure is analogous to Broadbent's ͑1967͒ stimulus level ␣ with a frequency bias term, and will be referred to as stimulus probability for the rest of this paper.
The denominator of ͑4͒ is the sum of the frequencyweighted stimulus probability and the frequency-weighted neighborhood probability. This latter term is a measure of the confusability of the target with other words, weighted by their log frequencies, and quantifies the density of the phonetic neighborhood of the target item. Targets that are highly confusable with other words have high values for this density measure, and reside in dense phonetic neighborhoods. Targets that are relatively not so confusable with other words reside in sparse phonetic neighborhoods, having low values for the density measure.
All other things being equal, accuracy of word recognition should be positively correlated with stimulus probability. On the other hand, accuracy should be negatively correlated with density, which quantifies the probability of competitors. These qualitative predictions as well as the quantitative predictions of ͑4͒ are borne out in experiments reported by Luce and Pisoni ͑1998͒.
C. Predictions
Under the assumption that j-factor differences are due to bias differences but not variation in the amount of stimulus information ͑following Nearey, 2001 , in press͒, the j-factor model can be applied to the parts of ͑4͒ to evaluate whether variation in word recognition accuracy is due to a bias or due to variation in the amount of stimulus information. Simple accuracy differences reflect differences in the amount of stimulus information, while j-factor differences reflect bias differences. Since the j factor is insensitive to the effects of stimulus information ͑unlike accuracy͒, the j-factor model offers a means of controlling for differences in raw intelligibility.
In the case of frequency of usage, words with high frequency of usage should have measurably lower j factors than words with low frequency of usage. On the other hand, words differing in stimulus probability should not have different j factors, all other things being equal. It is unclear what kind of an effect will be observed on the j factor of the product of the two, the frequency-weighted stimulus probability term in ͑4͒. It may be that the stimulus probability factor may dominate, in which case the j factor would not measure any context effect for stimulus probability.
On the other hand, density should be correlated with the j factor if the j factor is inversely related to bias. Consider the case of a listener perceiving partial phonetic information of a target word in a dense neighborhood. Given the partial phonetic information, the probabilities of nontarget potential responses are large, so any bias in favor of the target will be reduced. If the partial phonetic information delimits a sparse neighborhood, the probabilities of the competitors are low, and bias for the target should be high. Under this account, words in dense neighborhoods should have high j factors, while words in sparse neighborhoods should have low j factors.
The design of Boothroyd and Nittrouer offers an opportunity to test these predictions of usage frequency and neighborhood density, since the set of words was chosen to have a range of usage frequencies, and the word and nonsense syllables are phonetically balanced in the same way. While the original paper only reports average phoneme and syllable recognition probabilities for words and nonsense syllables for each participant, these probabilities could be calculated for subsets of the trials based on values of usage frequency, density, and stimulus probability. Since the nonsense syllables are phonetically balanced with the words, the segmental confusion matrices can be used to calculate conditional probabilities needed to calculate density and stimulus probability.
The effect of neighborhood density may also be considered with respect to different types of neighborhoods for a given CVC target: CV neighborhoods, which include all competitors that overlap with the first two phonemes (C 1 V) of the target; VC neighborhoods, which include all competitors that overlap with the two final phonemes (VC 2 ); and CC neighborhoods, which include all competitors that overlap with both of the two consonants (C 1 ,C 2 ) of the target. In the computation of density described below, neighborhoods were only allowed to include competitors that overlapped with at least two phonemes of the target. With these criteria, the target bag would have neighbors bad ͑CV neighbor͒, gag ͑VC neighbor͒, beg ͑CC neighbor͒, but the words dad or bed would not be neighbors. This simplification is not unreasonable, given that failure to overlap on more than two phonemes will result in an extremely low addend in the summation of the density calculation. The simplification does allow for a straightforward means of comparing three types of phonetic overlap for CVC words.
II. METHOD
The procedure for Boothroyd and Nittrouer's experiment 1, in which participants identified CVC nonsense and word syllables at different noise levels, was followed as closely as possible, except that stimulus presentation and response collection was done online. Proportion correct of phonemes and whole syllables of different subsets of the test items were subsequently used in j-factor analyses.
A. Participants
Forty-three young adults were recruited from an undergraduate introductory linguistics course at the University of Michigan and participated for course credit. All were native speakers of English and reported no known hearing problems.
B. Stimuli
The same lists ͑in the Appendix͒ of CVC syllables developed by Boothroyd and Nittrouer, consisting of 120 words and 120 nonsense items, were used for this study. Both the word and nonsense syllable lists were phonetically balanced such that the phonemes in the sets of 10 initial consonants /b p d t k s h m l r/, 10 vowels /i ( e( } u o* Å , Ä a(/, and 10 final consonants /p d t g k s z m n l/ were evenly distributed in the word and nonsense syllable lists.
Each item was read by the author, a native speaker of American Midwest English, in the carrier phrase ''You will write...please'' in a sound-treated room and was recorded to DAT with a Realistic Highball microphone and a Tascam DA-30 digital tape deck at a sampling rate of 48 kHz. The recording of each item embedded in the carrier phrase was converted to a WAV file at the same sampling rate and stored on computer disk. The overall level of each stimulus was adjusted so that the peak amplitudes of all stimuli were matched. This normalization did not change relative amplitudes within any given carrier phrase.
C. Procedure
The experiment was run using software running in the MATLAB ͑version 6.1͒ environment on four Windows NT laptop computers in an anechoic chamber. Signal-dependent ͑though uncorrelated͒ noise ͑Schroeder, 1968͒ was added online at one of four S/N ratios ͑Ϫ14 dB, Ϫ11 dB, Ϫ8 dB, Ϫ5 dB͒. A detailed analysis of the nonsense syllable confusion matrices reported in Benkí ͑to appear͒ shows that the nature of the confusions are highly consistent with intelligibility experiments employing white noise for both consonants ͑Miller and Nicely, 1955; Wang and Bilger, 1973͒ and vowels ͑Pickett, 1957; Nooteboom, 1968͒. The resulting stimuli in their carrier phrases were presented for identification binaurally via AKG headphones with the volume set to a comfortable listening level, blocked according to lexical status as described below.
Thirty-seven participants were randomly assigned to one of 4 S/N ratios ͑11 participants at Ϫ14 dB, 9 participants at Ϫ11 dB, 9 participants at Ϫ8 dB, and 8 participants at Ϫ5 dB͒. Six participants at the beginning of the study were assigned to other S/N ratios ͑1 participant at Ϫ10 dB, 2 participants at Ϫ9 dB, 2 participants at Ϫ7.5 dB, and 1 participant at Ϫ4 dB͒ in order to determine a range of S/N ratios to replicate the approximate performance levels reported in Boothroyd and Nittrouer. All 43 participants were instructed in writing that they would be listening to real and nonsense consonant-vowel-consonant syllables of English presented in a carrier phrase mixed with noise, and were to type what they heard using standard English orthography for both the words and nonsense items. A brief list of examples of English orthography for spelling nonsense items was provided.
The stimuli in their carrier phrases were presented for identification binaurally via AKG headphones with the volume set to a comfortable listening level. Following a practice block of five items, the stimuli were presented for identification, blocked according to lexical status ͑word or nonsense syllable͒. At the beginning of each experiment, the experiment software randomly determined the order of 12 word and 12 nonsense blocks. As a result, word and nonsense blocks did not necessarily alternate. Each block consisted of ten trials, which were randomly selected from the word or nonsense stimuli as appropriate. At the beginning of each block, the computer informed the participant whether the next block of ten items were either words or nonsense items, how many blocks remained, and then waited for the participant to press the ''enter'' key before presenting the first stimulus. Participants typed their responses using the keyboard, and could correct their responses for errors before pressing the enter key, but could not request the stimulus to be played again. A half-second after the enter key was pressed, the computer presented the next stimulus. Between one and four participants were run at a time, with each participant at their own computer station. Each session lasted about 30 min.
D. Phonemic analysis and scoring
The typed responses of the participants were preliminarily analyzed into phonemes with the text-to-phoneme program T2P ͑Lenzo, 1998͒. The preliminary phonemic analyses were compared to the corresponding original responses and corrected as needed.
Each phoneme response was scored as correct if it matched the corresponding stimulus phoneme, and incorrect otherwise, with the following adjustments. First, /Ä/ and /Å/ were counted as matching vowels. In their stimulus list preparation and response analysis, Boothroyd and Nittrouer regarded the vowels /Ä/ and /Å/ as distinct phonemes, and these distinctions were maintained in the preparation of the stimuli for the present study. However, these vowels are merged in the English spoken by many of the participants, and were therefore counted as the same vowel for scoring purposes.
Second, although the participants were told that all of the target items would consist of consonant-vowelconsonant sequences, occasionally they perceived and reported syllables containing clusters, onsetless syllables, or open syllables. The responses consisting of missing consonants in initial or final position ͑e.g., response ''Ed'' for target ''bed,'' or response ''bee'' for target ''beat''͒ were counted as ''null'' responses for the missing initial or final consonant, and the corresponding initial or final consonant scored as incorrect. Scoring was a bit more complicated for responses containing initial or final consonant clusters, with an effort made to count as much of the response as correct if appropriate. If neither consonant in the initial cluster matched the initial consonant of the stimulus, then the response was counted as an ''other'' response for the initial consonant and scored as incorrect. If the response contained an initial cluster whose second member matched the stimulus initial consonant ͑e.g., response ''stack'' for target ''tack''͒, the response cluster corresponding to the initial consonant was counted as ''other'' and scored as incorrect. If the response contained an initial cluster whose first member matched the stimulus initial consonant but the response vowel was incorrect ͑e.g., response ''black'' for target ''beak''͒, then the initial consonant was scored as correct, and the vowel response was counted as ''other'' and scored as incorrect. For responses containing a matching initial consonant, an epenthetic consonant, and a matching vowel ͑e.g., response ''black'' for target ''back''͒; half were counted as having an ''other'' response for the initial consonant but a matching vowel, and half were counted as having a matching initial consonant but an ''other'' response for the vowel. The same procedure was followed for final clusters.
III. RESULTS

A. Syllable and phoneme recognition rates
Using the above criteria, the observed probabilities of correct recognition of nonsense phonemes, word phonemes, nonsense syllables, and word syllables for each participant were calculated. The probabilities as a function of S/N ratio, averaged over the participants who performed the task at the same S/N ratio, are plotted in Fig. 1 with error bars indicating Ϯ1 standard deviation. Although the data from all participants are in the j-factor analyses below, only the data from the 37 participants who performed the experiment at the four selected S/N ratios are represented in Fig. 1 .
As expected, proportion correct of phonemes and syllables is higher for the word condition than that of nonsense condition at each S/N ratio. The range and pattern of performance is quite similar to those reported by Boothroyd and Nittrouer. The S/N ratios are about 11 dB lower in the present study, which may be due to differences in the quality of the stimuli, type of noise ͑they used spectrally shaped white noise that was the same level for all of the stimuli of a given S/N ratio, instead of the signal-correlated noise used here͒, or the experimental procedure.
B. Analyses of j factors by subjects
The values summarized by Fig. 1 were used to calculate the j factors for words and nonwords. For the frequency, density, stimulus probability, and frequency-weighted stimulus probability measures, the words were divided into high and low ͑dense and sparse for the density conditions͒ subsets according to whether the particular value of each word fell above the median value, or below or equal to the median value. Frequency of usage was taken from Kucera and Francis ͑1967͒. For the most part, the high and low subsets of each measure were not unduly phonemically unbalanced, with at least one each of C 1 , V, and C 2 phoneme in the high and low subsets. Exceptions were the high VC density subset with no instances of /+/ for C 2 ͑but 11 instances of /d/͒, and the low stimulus probability and frequency-weighted stimulus probability subsets with no instances of /m/ or /n/ for C 2 . This latter asymmetry is not unexpected given that place of articulation in syllable-final nasals of the nonword syllables is a particularly difficult contrast for listeners to perceive ͑Hura et al., 1992; Beddor and Evans-Romaine, 1995; Wright, 2001͒. An online version of Webster's Pocket Dictionary ͑Web-ster's Seventh Collegiate Dictionary, 1967; Nusbaum, Pisoni, and Davis, 1984͒ was used to determine the neighbors for each target word. As discussed above, all neighbors differed with the target by one segment, with a substitution or a deletion for the third nonmatching segment, but no insertions. Thus, for the target ''rice'' ͑/ra(s/͒, the neighborhood would include ''lice'' ͑/la(s/, substitution of C 1 ), ''race'' ͑/re(s/, substitution of V͒, ''ride'' ͑/ra(d/, substitution of C 2 ), ''rye'' ͑/ra(/, deletion of C 2 ), and ''ice'' ͑/a(s/, deletion of C 1 ), but not ''writes'' ͑/ra(ts/, insertion of /t/͒. Confusion matrices were calculated for C 1 , V, and C 2 by collapsing the nonsense syllable responses across all participants. The cells of each confusion matrix were used to calculate the conditional probabilities needed to compute density and stimulus probability for each target word, using log Kucera-Francis wordfrequency values as frequency weights for both targets and their neighbors.
Proportions correct of phonemes and syllables for the word trials, nonword trials, and for the high and low conditions of each measure applied to the word trials were converted into j factors for each participant using ͑3͒, and are plotted in the different panels of Fig. 2 . The resulting j factors were then averaged across participants for estimates of j for each condition, which are also plotted in the panels of Fig. 2 . Because measurement errors for probabilities near zero or unity have a large effect on the estimate of the j factor, if either the phoneme or syllable probability was less than 0.05 or greater than 0.95, the resulting j factor was not included in the calculation of average j factor or subsequent statistical tests, following Boothroyd and Nittrouer. The values from two participants were excluded from the j-factor analysis of nonwords because the syllable probabilities were too low.
Lexical status
The word and nonword points and curves representing the average word and nonword j factors are displayed in the same panel as a measure of the effect of lexical status on the j factor. Consistent with Boothroyd and Nittrouer's findings, jϭ3.07 with a 95% confidence interval of Ϯ0.08 ͑the C.I. here and in the rest of the paper were obtained by multiplying the standard error by the upper 5% cutoff value of Student's t with d f ϭNϪ1 subjects͒ does not significantly differ from nϭ3 ͓t(40)ϭ1.69, pϭ0.10͔, as predicted by independent perception of the phonemes of each syllable. A comparison of the high and low conditions of each measure is shown in Table I , using a paired t-test to assess significance of the difference, with d f ϭNϪ1 subjects who provided reliable estimates of the j factor for both conditions. Words and nonsense syllable j factors, are compared in the first row of Table   FIG . 1. Average phoneme recognition probabilities p p in words ͑w͒ and nonwords ͑n͒, and average syllable recognition probabilities p s for words ͑W͒ and nonwords ͑N͒. Averages are computed over participants at the S/N ratios of Ϫ14, Ϫ11, Ϫ8, and Ϫ5 dB, with error bars representing Ϯ1 standard deviation.
I, and the word j-factor mean, jϭ2.34Ϯ0.08, is significantly less than the nonsense syllable j-factor mean. The tests in Table I are all a priori motivated and significance is declared using a criterion of ␣ϭ0.05. That the word j factor is substantially less than the number of segments indicates that the phonemes in words are perceived not quite independently of each other, or that listeners are biased to perceive lexical items. While the j factor for words is lower than that found by Boothroyd and Nittrouer, the confidence intervals overlap.
Individual j factors are well predicted by using average j factors in ͑2͒ to predict syllable recognition probability p s from phoneme recognition probability p p for both words and nonwords. The root-mean-squared error ͑RMSE͒ for words is 0.030, and for nonwords is 0.027. Also consistent with Boothroyd and Nittrouer, individual j factors are not significantly correlated with phoneme recognition probability p p for either nonsense syllables ͓r 2 ϭ0.065, F(1,40)ϭ2.71, p ϭ0.117͔ or for words ͓r 2 Ͻ0.001, F(1,42)Ͻ0.001, p Ͻ0.999͔. The lack of correlation with phoneme recognition probability and the good fit across the range of recognition probability supports the use of the j factor as an index of context effects independent of phoneme recognition probability.
Word frequency
Word frequency effects were measured by dividing word trials into high-and low-frequency groups using the median log Kucera-Francis frequency of all the words ͑3.29͒ as a cutoff. The high-frequency words have a mean log KuceraFrancis frequency of 4.90, while the low-frequency words have a mean log Kucera-Francis frequency of 2.46. Average phoneme and syllable recognition probabilities were calculated for high-and low-frequency words for each participant, and converted to j factors. As expected, the high-frequency words have a statistically significant (pϽ0.001) lower j factor ( jϭ2.25) than the low-frequency words ( jϭ2.46).
Neighborhood density
As with frequency, median values of neighborhood density were used as cutoffs to divide the target words into dense ͑high density͒ and sparse ͑low density͒ conditions. The FIG. 2. Syllable recognition probability p s as a function of phoneme recognition probability p p for individuals. Each panel displays a pair of points for each individual, representing the probabilities for that individual averaged over a specific set of stimuli as indicated in each panel. Word ͑w͒ and nonword ͑n͒ probability points are plotted in the upper left panel, while each of the other panels display points corresponding to high ͑h͒ and low ͑l͒ subsets of the words for log-frequency, stimulus probability, frequencyweighted stimulus probability, overall density, CV density, VC density, and CC density ͓dense ͑d͒ denoting high density, and sparse ͑s͒ denoting low density͔. The mean j factors, averaged over the points meeting the cutoff criteria for each set of stimuli, are plotted as p s ϭp p j .
words were similarly divided into dense and sparse conditions for CV, VC, and CC density measures. Figure 3 shows histograms of the distribution of each density measure. Fig. 2 for overall density as well as the subdivided density measures. Table I shows comparisons of the dense and sparse conditions of each density measure. The difference in j factors between the dense and sparse conditions for overall density, 0.507, is significant (p Ͻ0.001), as well as the difference for CV density, 0.376 ( pϽ0.001). As expected, according to the notion that words in sparse neighborhoods will have a favoring bias, the sparse conditions have lower j factors than the dense conditions. However, the difference between the dense and sparse conditions for CC density, 0.122, is slight and in the opposite direction as anticipated, but significant (pϭ0.022). No statistically significant difference was found for the VC density measure (pϭ0.996).
Stimulus probability
As with frequency and density, the word trials were divided into high and low conditions for stimulus probability and frequency-weighted stimulus probability by using the median values as cutoffs. Individual j factors and curves of the average j factors for the high and low conditions of both measures are plotted in the lower panels of Fig. 2 . The effect of stimulus probability is significant, with the low stimulus probability condition having a j factor lower by 0.201 than the high condition (pϭ0.008). However, the difference between high and low conditions for frequency-weighted stimulus probability, 0.078, is not significant (pϭ0.300).
Comparisons of effect sizes
The j-factor effect magnitudes for the different measures can also be compared. Table II shows the results of selected paired-t tests of the different measures. Each row shows the mean of the difference across subjects and the p value for assessing whether the mean is reliably different than zero. For example, the first row compares lexicality with frequency by testing ͓j͑nonwords͒-j͑words͔͒-͓j͑low freq. words͒-j͑high freq. words͔͒. For comparisons involving stimulus probability and CC density, the magnitude of these two effects was defined as j͑high probability͒-j͑low probability͒ and j͑sparse CC words͒-j͑dense CC words͒, respectively, since the direction of these effects was the reverse of the others.
The paired comparison t-tests reported in Table II on the significance of the difference of differences of the j factors in Table I indicate that the effect of lexicality is stronger than any of the other effects, 0.544 higher than frequency, 0.571 higher than stimulus probability, and 0.245 higher than density. The effects of frequency and stimulus probability are no different in magnitude (pϭ0.948), presumably canceling each other out in the frequency-weighted stimulus probability measure. The effect of density is in turn 0.291 higher than the effect of frequency and 0.306 higher than stimulus probability (pϭ0.008). Among the density measures, overall density is no different than CV density (pϭ0.105), but both overall density and CV density are stronger than the effect of CC density ͑0.386 and 0.259, respectively͒.
More conservative criteria for statistical significance might be justified for the comparisons of Table II than those  of Table I , particularly since there are nine comparisons. If the tests between the different density measures are grouped into one family of three tests and the other tests into a family of six tests, Bonferroni-adjusted significance criteria would be ␣ϭ0.05/3ϭ0.0167 and ␣ϭ0.05/6ϭ0.0083, respectively. These adjustments do not change any of the declarations of significance.
C. Analyses of j factors by items
The subject j-factor analyses using median splits indicate that lexical status, frequency, stimulus probability, and neighborhood density-particularly CV density-influence word recognition as biasing context effects independent of phoneme recognition probability. This effect was not found for frequency-weighted stimulus probability or VC neighborhood density.
However, the histograms in Fig. 3 call into question whether a comparison of high and low ͑or dense and sparse͒ conditions using median splits is a reliable test of the effect for all of the density measures. As shown in Fig. 3 , while overall neighborhood density has a fairly even distribution, the distributions of the CV, VC, and CC density measures have long right tails. This skewing is most pronounced for the distribution of VC density, due to the lower intelligibility of C 2 relative to C 1 in nonsense syllables. Because recognition probability of C 2 is lower than C 1 in the nonword confusion matrices, the distribution of VC density is further to the left of the distribution of CV density.
While the VC density measure had no effect on the j factor in the subjects analysis, a more rigorous evaluation would be to test for correlation between the density values of individual words and the word j factors averaged across subjects. Despite a skewed distribution, there should be enough variation in the density measures to indicate whether they are correlated with the j factor at all. This same technique can also be applied to evaluating frequency, stimulus probability, and frequency-weighted stimulus probability.
Syllable recognition probabilities p s and phoneme recognition probabilities p p , averaged across subjects, were calculated for each word and nonword target, and were used to calculate a j factor for each target using ͑3͒. Seventeen nonwords and two words were excluded because p s Ͻ0.05. Eight words appeared twice in the word list and are represented only once in this and subsequent items analyses for a total of 110 word items, with p p and p s calculated over both sets of responses for the eight repeated target words. Figure 4 shows the resulting j-factor plot comparing words and nonwords, with average nonword jϭ3.03Ϯ0.12 and average word jϭ2.41Ϯ0.14, consistent with the subjects analysis. The j-factor model fits the items data less well than the subject data, with nonword RMSEϭ0.064 and word RMSE ϭ0.088. The poorer fit is not unexpected since the entire word list is phonemically balanced while each word is obviously not phonemically balanced, resulting in a less uniform sample of p p for the items analysis than for the subjects analysis.
Linear regressions were carried out on the word j factors, with frequency, stimulus probability, frequencyweighted stimulus probability, and the four density measures as the independent variables. The individual points are plotted in Fig. 5 with the best fitting lines for each independent variable. Table III Comparison of the magnitudes of the j-factor effects. Each row represents a comparison between two j-factor differences reported in Table I , evaluated by a paired-comparison t-test. The mean difference ͑averaged across participants͒ is shown with a 95% confidence interval, the standard error of the difference, and a significance value for whether the effect magnitudes are significantly different. (pϽ0.001), and CV density (pϽ0.001) are significantly correlated with the j factor. The CV density measure accounts for an extraordinarily large r 2 ϭ0.623 proportion of the variance in the j factors of different items and shows a low RMSEϭ0.305, both statistics indicating that CV density is well correlated with the j factor. Bootstrap analyses ͑10 000 samples͒ of the correlations between item j factors and the different density measures are consistent with the linear regression analyses, with only the distribution of CV density correlations not overlapping zero, while the distributions of VC density and CC density span both positive and negative values.
Comparison
D. Discussion
In summary, nonword CVC stimuli were perceived as approximately jϭ3 independent units ͑with the units corresponding to phonemes͒ in analyses by both subjects and items, consistent with Boothroyd and Nittrouer's ͑1988͒ original findings. Words were found to be perceived as j ϭ2.34 units in the analysis by subjects and jϭ2.41 in the analysis by items, also consistent with the previous study.
While the nonword j factors in this study and in Boothroyd and Nittrouer's ͑1988͒ study were both found to not differ significantly from 3, both studies found j factors slightly higher than 3. This result was also obtained in a subsequent study ͑Nittrouer and Boothroyd, 1990͒. The subsequent study also found slightly higher nonword j factors for geriatric listeners than for young adult listeners, and speculated that the geriatric listeners may have been more prone to impose lexical interpretations for nonword stimuli. The j factor slightly higher than 3 may be evidence that listeners are not neutral with respect to the nonwords but are in fact biased against that class of stimuli. While none of the three studies apparently has enough statistical power to verify that the j factors are significantly higher than 3, the consistency of the three studies is striking. The source of this effect is unknown.
A related issue is whether there are neighborhood effects contained within the nonword responses, and the validity of using the nonword responses in calculating neighborhood density measures. To the extent that the nonword j factor obtained was close to 3 ͑and in fact statistically does not differ from 3 in these data͒, support is provided for the assumption of independent phoneme recognition in nonwords, and the use of nonword responses to derive neighborhood density measures. The use of the nonword responses to derive neighborhood density measures is consistent with Luce and Pisoni ͑1998͒, who also used nonword response data to generate neighborhood density measures.
The new findings of the present study, then, consistent with the interpretation of the j factor as diagnostic of a bias in word recognition, are that frequency and neighborhood density are correlated with the j factor. High-frequency words and words in sparse neighborhoods show lower j factors than low-frequency words and words in dense neighborhoods. While stimulus probability does not appear to explain variance in the j factor in the items analysis, it was found to be a significant predictor of the j factor in the subjects analysis, with low stimulus probability words having a lower j factor than high stimulus probability words.
Considering the density results in more detail, the comparisons of effect sizes and the items analyses suggest that the advantage of CVC words in sparse neighborhoods is for the most part due to density defined by the initial two segments ͑CV͒ of overlap between competitors and the actual target. FIG. 4 . Syllable recognition probability p s as a function of phoneme recognition probability p p for items. Each point represents the probabilities for a particular stimulus, word ͑w͒ or nonword ͑n͒, averaged over all subjects. The mean j factors, averaged over the points meeting the cutoff criteria for each set of stimuli, are plotted as p s ϭp p j .
An implication of this latter result is that the final consonant (C 2 ) of words in sparse CV neighborhoods should show a higher recognition probability p p than words in dense CV neighborhoods. Additionally, if the effect of VC and CC competitors is negligible, as suggested by the items analysis and the small effect found in the subjects analysis, neither VC nor CC density measures should be correlated with C 1 and V recognition probability, respectively ͑the segments that distinguish the target from its competitors for these density measures͒.
It should be expected that the phoneme recognition probabilities p p from the nonword confusion matrices should be highly correlated with the corresponding recognition probabilities p p in the word responses. Accordingly, three multiple linear regressions on phoneme recognition probabilities were carried out to test these hypotheses. The average recognition probabilities p p of C 1 , V, and C 2 of each of the 110 words in the j-factor items analysis were modeled as functions of VC density and nonword p p of C 1 , CC density and nonword p p of V, and CV density and nonword p p of C 2 , respectively. The results of these multiple regressions with partial correlation, as well as single regressions for both variables, are shown in Table IV . Figure 6 shows word C 1 , FIG. 5 . Word j factors, averaged over subjects, as a function of overall density, CV density, VC density, CC density, log-frequency, stimulus probability, and frequency-weighted stimulus probability. The best-fitting lines from the linear regression analyses in Table  III are plotted in each panel. These regression analyses confirm that the nonword phoneme recognition probability p p is correlated with word p p , as expected (pϽ0.001 in each case͒, but the results are also consistent with the hypothesis that only CV neighborhood density is negatively correlated with word C 2 phoneme recognition probability. The partial correlation for CV density in the multiple regression, rϭ0.383, is significant, indicating that when the intrinsic phoneme recognition probability is held constant, CV density inhibits C 2 p p , or conversely, CV sparseness enhances C 2 p p . A bootstrap analysis was consistent with the significant partial correlation for CV neighborhood density.
In the panel displaying word C 1 p p as a function of VC density, a negative correlation is also apparent, and is confirmed with a bootstrap analysis. However, much of the effect may be due to an outlier ͑the word ''rot''͒, as confirmed by the negligible partial correlation rϭ0.069, and lack of improvement in rms error when is added to the model for nonword C 1 p p . The CC density measure is not correlated at all with word V p p , with a negligible partial correlation r ϭϪ0.066 and a flat slope in Fig. 6 , consistent with a bootstrap analysis. These results are interpreted as consistent with listeners identifying C 2 of words in sparse CV neighborhoods at higher rates than words in dense CV neighborhoods, all other things ͑such as the phoneme in question͒ being equal.
The primacy of the CV density measure can be evaluated by comparing the performance of the neighborhood activation model ͑NAM͒ in ͑4͒ in predicting observed word syllable recognition probability p s with versions of the neighborhood activation model that calculate neighborhood density using CV neighbors ͑CV-NAM͒, VC neighbors ͑VC-NAM͒, and CC neighbors ͑CC-NAM͒. If only CV density matters for the CVC stimuli used in this study, then there should be little difference between the full NAM and the CV-NAM, but the VC-NAM and CC-NAM should be worse at predicting word p s values.
Following Luce and Pisoni's ͑1998͒ assessment of ͑4͒ with a correlation analysis in predicting word recognition probability, the responses at different S/N ratios were not averaged together. Instead, neighborhood densities and stimulus probabilities using the confusion matrices were computed for subjects at S/N ratios of Ϫ14, Ϫ11, Ϫ8, and Ϫ5 dB. Observed word syllable recognition probabilities p s were similarly calculated by averaging across subjects at each S/N ratio for each word and S/N ratio combination, yielding 112 unique wordsϫ4 S/N ratiosϭ448 points. Predicted p s values were calculated for each word and S/N ratio for the four versions of the NAM, allowing for a different weight for the frequency-weighted neighborhood probability measure for each S/N ratio. Optimal weights were found with the Gauss-Newton nonlinear method with least squares, allowing the weight for each S/N ratio to vary to optimize the fit between the observed and predicted p s values. Table V shows the coefficients of correlation with nominal confidence intervals between the observed syllable recognition probabilities p s and the different versions of the NAM with density weights, as well as log-frequency, frequency-weighted stimulus probability, and stimulus probability. Figure 7 shows observed p s values plotted against the predicted values for the four versions of the NAM. The CV-NAM (rϭ0.657) and full NAM (rϭ0.657) are both highly correlated with observed p s values, consistent with Luce and Pisoni ͑1998, Table I͒. For comparison, Luce and Pisoni ͑1998͒ report correlations of the NAM from rϭ0.4043 at ϩ15 dB to rϭ0.2277 at Ϫ5 dB, based on a similar range of word recognition probabilities as the present study. They did not allow the effect of neighborhood density to vary with S/N ratio, but did analyze the data at different S/N ratios separately, obtaining higher correlations with the NAM at lower S/N ratios.
The correlation coefficients of the CV-NAM and NAM for the present data are virtually identical, consistent with the j-factor analyses indicating that the CV density measure is responsible for the vast majority of the density effect on CVC word recognition. The coefficients of correlation for the VC-NAM and CC-NAM are also significant but lower Table IV are plotted in each panel.
TABLE V. Correlations with nominal confidence intervals between observed word syllable recognition probability p s and the predicted p s values of the neighborhood activation models, frequency-weighted stimulus probability, log-frequency, stimulus probability, and CV-density adjusted stimulus probability. Each correlation is computed between 448 observed and predicted pairs ͑or values͒. Significance tests were computed by a transformation of the correlation into a t-statistic with dfϭNϪ2ϭ446. All correlations are significant (p Ͻ0.001). The neighborhood density weights are also displayed for the neighborhood activation models for the Ϫ14, Ϫ11, Ϫ8, and Ϫ5 dB-S/N ratios. than the CV-NAM and NAM values, with slightly overlapping confidence intervals. The neighborhood density weights for each version of the NAM are negatively correlated with S/N ratio, with the highest weights for the data at Ϫ14 dB and the lowest weights for the data at Ϫ5 dB, suggesting that the effects of neighborhood density are stronger in high noise conditions than in low noise conditions. The significant correlation between observed p s values and the predicted values of the CC-NAM and VC-NAM may be due to the presence of the frequency-weighted stimulus probability measure, which is identically present in all versions of the NAM evaluated above. The correlation analyses indicate a weak but significant correlation for log frequency, consistent with the literature. Frequency-weighted stimulus probability is highly correlated with observed p s , explaining the performance of the VC-NAM and CC-NAM. More interesting is the extremely high correlation between the stimulus probability ͑not frequency-weighted͒ and observed p s (r ϭ0.730). Luce and Pisoni ͑1998͒ do not report correlation between p s and stimulus probability or frequency-weighted stimulus probability.
The stimulus probability measure, identical to ͑1͒ above, is essentially Fletcher's proposed starting point for understanding CVC word recognition in terms of nonsense CVC recognition. Boothroyd and Nittrouer's ͑1988͒ k-factor model of word CVC recognition as a function of nonsense CVC phoneme recognition may be useful
where p WordP and p NonwordP are phoneme recognition probabilities in words and nonwords, respectively. Increases above 1 for the factor k quantify the extent of lexical status in improving phoneme recognition probability in words, and was found by Boothroyd and Nittrouer ͑1988͒ to be k ϭ1.32Ϯ0.06. Boothroyd and Nittrouer apply ͑5͒ to model individual average word phoneme recognition probabilities as a function of their nonword recognition probabilities. The present results, particularly the analyses in Fig. 6 and Table IV, suggest that word C 1 and V recognition probabilities are well predicted by the corresponding phoneme recognition probabilities in nonwords. However, nonword C 2 recognition probability underpredicts word C 2 recognition probability, and that underprediction is inversely correlated with CV density. This inverse correlation can be implemented as an adjustment to k for each word S
where the summation term is CV density and the parameters ␤ 1 and ␤ 1 regulate the dependence on CV density. The parameter ␤ 1 should be negative. The predicted phoneme recognition probability p p for C 2 in a specific word can then be calculated using ͑5͒, and predicted syllable recognition probability p s can be calculated using ͑1͒. The Gauss-Newton method was used to calculate optimal values for ␤ 0 and ␤ 1 for each of the four CV density measures used in the above comparison of the different versions of the NAM. Predicted syllable recognition probabilities p s for each of the 448 observed p s values were calculated by taking the product of nonword p p of C 1 , V, and the k C2 -adjusted nonword p p of C 2 using ͑5͒. This model is referred to as the CV-density adjusted stimulus probability model. Figure 8 shows the observed p s values plotted against stimulus probability and the CV-density adjusted model, and Table VI shows the parameter values. FIG. 7 . Word syllable recognition probabilities p s as predicted by the neighborhood activation models NAM, CV-NAM, VC-NAM, and CC-NAM. Data at Ϫ14 dB are points ͑•͒, at Ϫ11 dB crosses ͑ϫ͒, at Ϫ8 dB plus signs ͑ϩ͒, and at Ϫ5 dB circles ͑᭺͒.
The CV-density adjusted stimulus probability model is the most highly correlated of all the models with observed syllable recognition probability (rϭ0.766). The model shows a slightly higher correlation than the stimulus probability model, indicating a slight improvement. The lower range of the confidence interval of the correlation coefficient overlaps with the upper boundary of the stimulus probability model, but not of that of the NAM or CV-NAM.
IV. GENERAL DISCUSSION
A. Interpretation of the j factor
The interpretation of the result jϭn, as was found for nonsense CVC syllables with nϭ3 segments, is straightforwardly the confirmation of the hypothesis that the constituent segments of the syllables are perceived independently. But what does the result jϽn mean? Boothroyd and Nittrouer offer the interpretation that reduction of j below n measures the reduction in the number of independent perceptual units. Following their interpretation for the present study, words are perceived as consisting of jϭ2.34 independent units, with each phoneme consisting of about 0.78 units.
As discussed above, Nearey ͑2001, in press͒, proceeding from a computational simulation of Boothroyd and Nittrouer's results, suggests that small reductions ͑around 1 or less for nϭ3) in the j factor could arise from a bias in favor of particular items in a Luce choice model of word recognition. Under this interpretation, results of 2Ͻ jрn are consistent with independent perception of n segments, and reduction of j below n quantifies the amount of bias involved for those items. The present result for word frequency, that highfrequency words have lower j factors than low-frequency words, and neighborhood density, that words in dense neighborhoods have higher j factors than words in sparse neighborhoods are in line with this interpretation, and the widely held view that word frequency and neighborhood density influence word recognition as biases.
An alternative possibility, but not necessarily mutually exclusive with the bias interpretation, is that the highfrequency words were produced in a more casual and coarticulated style than the low-frequency words, resulting in a phonemic interdependence with a reduced j factor. Although clear speech is more intelligible ͑Picheny et al., 1985͒, an acoustic-phonetic investigation by Bradlow ͑in press͒ indicates that clear and casual speech contain equal amounts of CV coarticulation. In the present study, degree of coarticulation in the stimuli was not controlled for, so it may be difficult to assess the viability of this explanation, but a future investigation might pursue this issue.
An important issue is the generalizability of the present results on English CVC syllable identification to the recognition of longer words in English and to general word recognition in other languages. With respect to longer words in English, it is likely that the j factor would be much less than n segments for words of length n, reflecting the greater uniqueness of longer words. The relationship of the present results to other languages will depend strongly on the possible syllable structures. For example, CVC syllables are the most common type of syllables in English, while other languages place strong restrictions on syllable-final consonants ͑e.g., Spanish and Japanese͒. Investigations of these other languages using the present methodology would provide an interesting opportunity to examine the issue of density and temporal order, since words in these languages may have later uniqueness points as a result of the lack of syllable-final consonants. FIG. 8 . Word syllable recognition probabilities p s as predicted by the stimulus probability and CV-density adjusted stimulus probability models. 
B. Temporal restrictions on neighborhood density effects
The neighborhood density results suggest that the mechanism by which the bias is used by listeners is a function of the temporal order of the acoustic-phonetic information in the speech signal. Recall that, as predicted, words with sparse neighborhoods had a lower j factor than words with dense neighborhoods, consistent with a bias favoring words from sparse neighborhoods. Importantly, this result largely holds true of neighborhoods in which the target and neighbors share the first two segments and somewhat for those sharing the first and last segments ͑though opposite expectation, and only in the subjects analysis͒, but not the neighborhoods in which the target and neighbors share the last two segments. These findings are consistent with a recent investigation of reaction times in auditory shadowing and lexical decision ͑Vitevitch, 2002͒. In that study, slight but significant reaction time advantages ͑10 ms difference between RT means of approximately 1000 ms͒ were found for one-syllable target words whose phonological neighbors predominantly shared final phonemes rather than initial phonemes. Additonally, results from reaction time and phoneme-position investigations of the lexical identification shift ͑Ganong, 1980͒ are also consistent with the present temporal effect findings in word recognition. In those lexical identification shift studies, elements of a nonword-word stimulus continuum are more likely to be identified as words for late response times rather than early response times ͑Fox, 1984͒. Although there are results showing the effect with the ambiguous phoneme in word-initial position, it is also reported to be more reliable when the ambiguous phoneme occurs later in the word ͑Pitt and Samuel, 1993͒.
The lack of an effect of VC density on the j factor indicates that in open-response identification, contextual information from correct recognition of syllable-final material cannot bias the perception of earlier-occurring syllable-initial material in the same way that bias appears to affect the perception of upcoming material ͑cf. Salasoo and Pisoni, 1985͒ . If the role of bias were merely to narrow such a set, along the lines of what Broadbent ͑1967͒ calls the sophisticated guessing model, then one would expect a significant reduction of the j factor for words in sparse VC neighborhoods as well.
Correct perception of the beginning of a word in a sparse phonetic neighborhood delimits a sufficiently small set of potential candidates. A listener can then focus attention on just those phonetic features that distinguish the members of this small set to achieve correct recognition despite reduced acoustic-phonetic information present at the end of the syllable. This account of how listeners use bias, based on a temporal analysis of the effects of neighborhood density, offers support for the dynamic aspects ͑but perhaps not the strict autonomy͒ of the cohort theory of word recognition ͑Marslen-Wilson, 1989͒. In the cohort theory, the beginning of a stimulus defines a candidate set, which is pruned until the isolation point, when the acousticphonetic evidence uniquely identifies the target from within that set.
Alternatively, the lack of any significant j-factor effect for VC neighborhood density could be because C 2 is less intelligible than C 1 ͑see Wright, 2001 for original data and extensive review of the increased intelligibility of wordinitial consonants relative to word-final consonants͒, resulting in a reduced range for VC density relative to CV density, as reflected in the histogram of neighborhood density measures in Fig. 3 . While a negative result cannot disprove a hypothesis, the lack of any effect for the VC or CC density measures in the linear regressions of the items analysis is noteworthy. It is not likely that reduced intelligibility of C 2 , with concomitant reduced range of VC density, is the only explanation for a lack of a VC density effect. The virtually identical correlations between word syllable recognition probability p s and both the NAM and CV-NAM, along with significantly less correlation with the VC-NAM and CC-NAM, are consistent with a temporal order constraint on density effects.
C. Interaction between the lexicon and the sensory channel
Frequency of usage and neighborhood density effects could be explained here in terms of a criterion bias shift, consistent with noninteractive ͑feedforward͒ models of topdown effects in word recognition such as Merge ͑Norris, McQueen, and Cutler, 2000͒ or the fuzzy logical model of perception ͑FLMP; Massaro and Cohen, 1991͒. The high correlation between observed syllable recognition probability and the present implementation of the ͑CV-͒ NAM in ͑4͒, which explains word frequency and neighborhood density effects as biases in a Luce choice model, is consistent with the noninteractive approach.
However, the fact that the CV-density adjusted stimulus probability model is the most highly correlated with observed syllable recognition probability poses a problem for noninteractive theories of word recognition. In the CVdensity adjusted stimulus probability model, the phoneme recognition probability p p of C 2 of words in sparse neighborhoods is increased not by a bias, but as an explicit interaction between the lexicon and the sensory channel. This approach may be more consistent with interactive ͑feedback͒ models of word recognition such as TRACE ͑McClelland and Elman, 1986͒ or adaptive resonance theory ͑Grossberg and Stone, 1986; see also Grossberg, 2000; Luce et al. 2000͒ , in which contextual information directly influences the sensory channel at a relatively lower level of processing.
The difference in correlation values, though significant, between the NAM and the CV-density adjusted stimulus probability model may diminish with more sophisticated modeling techniques, such as more realistic representations of sensory input. However, it may turn out that resolution of the interactive/noninteractive issue in word recognition is not possible given the focus of most of the current approaches on relatively higher-level processes. None of the aforementioned models of word recognition ͑FLMP, Cohort, TRACE, adaptive resonance theory, or Merge͒ begins with realistic raw acoustic input, but instead starts from some phonological or phonetic feature time-ordered representation to produce predictions of reaction time and accuracy data in different contextual conditions ͑but cf. Johnson, 1997͒ . In this respect, the present approach of modeling word syllable recognition probability on the basis of nonsense phoneme recognition probability is not much better, given that phoneme recognition probabilities are only slightly less abstract than the phonemes themselves.
Certainly these research programs have contributed much to our understanding of word recognition, and they still have much to provide. However, if the mechanisms of relatively lower-level processes such as phoneme or phonological feature identification impose critical but as yet unknown constraints on more central lexical access processes-even if the interface between the levels is well defined-then the progress of current approaches in understanding the central processes may become limited at some point. If this is the case, then it becomes imperative for research on lexical access to take seriously the problems of speech invariance beyond limited consideration of contextual variability. It is worthwhile to note that Stevens's ͑2002͒ recent proposal of a research program to provide a model of lexical access is primarily concerned with detailing what is known about how phonological features are extracted from the speech signal, and that the solution of this problem is necessary for a complete understanding of the whole process of lexical access.
V. CONCLUSION
Support has been provided for Boothroyd and Nittrouer's j factor as a robust and replicable measure of the effects of context in human speech perception. The j factor represents the number of perceptually independent parts within a whole, and can be interpreted as a bias in favor of words over nonsense syllables, words with higher usage frequencies over words with lower usage frequencies, or of words from sparse phonetic neighborhoods over words from dense neighborhoods. The neighborhood density effect has temporal restrictions, such that the neighborhood is primarily determined by the beginning of a CVC word. This temporal effect appears to improve perception of the final segments of CVC words when listeners can take advantage of a sparse neighborhood, as demonstrated in a k-factor model incorporating CV neighborhood density effects to predict phoneme recognition probability of the word-final consonant.
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