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STOCHASTIC DIFFERENCE-OF-CONVEX ALGORITHMS FOR
SOLVING NONCONVEX OPTIMIZATION PROBLEMS
LE THI HOAI AN∗, HUYNH VAN NGAI† , AND PHAM DINH TAO‡
Abstract. The paper deals with stochastic difference-of-convex functions programs, that is,
optimization problems whose cost function is a sum of a lower semicontinuous difference-of-convex
function and the expectation of a stochastic difference-of-convex function with respect to a probability
distribution. This class of nonsmooth and nonconvex stochastic optimization problems plays a central
role in many practical applications. While in the literature there are many contributions dealing with
convex and/or smooth stochastic optimizations problems, there is still a few algorithms dealing with
nonconvex and nonsmooth programs. In deterministic optimization literature, the Difference-of-
Convex functions Algorithm (DCA) is recognized to be one of a few algorithms to solve effectively
nonconvex and nonsmooth optimization problems. The main purpose of this paper is to present
some new stochastic variants of DCA for solving stochastic difference-of-convex functions programs.
The convergence analysis of the proposed algorithms are carefully studied.
Key words. DC program, Stochastic DC program, Stochastic DC function, DCA, Stochastic
DCA, subdifferential.
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1. Introduction. We consider the single stage stochastic optimization problems
of the form:
(1.1) α = inf{f(x) := Φ(x) + r(x) : x ∈ Rn}.
Here, (Ω,ΣΩ,P) is a complete probability space; Φ : R
n → R is the expectation of a
stochastic loss function with respect to the probability distribution P:
(1.2) Φ(x) := Es≃Pϕ(x, s) =
∫
Ω
ϕ(x, s)dP,
and r : Rn → R ∪ {+∞} is an extended real valued lower semicontinuous function.
In general the probability distribution P is unknown.
A particular case, when r is the indicator function of a closed convex set C ⊆ Rn, the
problem reduces to the one of minimizing an expected loss function Φ over a closed
convex set:
(1.3) inf{Φ(x) = Es≃Pϕ(x, s) : x ∈ C}.
Stochastic optimization problems play a key role in many fields of applied science:
Statistics, signal processing, finance, machine learning, and data science,... (see e.g.,
[3, 6, 19, 22, 48, 49, 58, 62] and references given therein). Since the pioneering work
by Robbin-Monro in 1951 ([51]) for solving stochastic programs with smooth and
strongly convex data, a huge of publications on the methods for solving (1.1) have
been produced in both theoretical aspects and applications. Generally, there are the
two principal approaches to stochastic optimization problems, and some variants of
combinations of these two approaches have been exploited:
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1. Approximate the stochastic loss function by a deterministic function in some
appropriate stochastic ways, and investigate deterministic (or stochastic, as
well) optimization methods for solving the resulting approximate determinis-
tic optimization problem. Solutions of approximate problems found out are
then regarded as approximate solutions of the original problem ([18, 23, 39,
58, 57, 59]). A popular approximation method is the Monte-Carlo sample
average approximation, described briefly as follows. Let s1, s2, ..., sm are in-
dependent identically distributed realizations of the probability distribution
P. The expected loss function is approximated by
(1.4) Φ(x) ≈ Φm(x) := 1
m
m∑
i=1
ϕ(x, si),
and the approximate optimization problem is formulated as
(1.5) min{Φm(x) + r(x) : x ∈ Rn}.
In this approach, for approximate problems, although the cost function is
known, due to it’s complexity in nature when the sample size m is large,
deterministic approaches to (1.5) may be still prohibitively expensive, while
some stochastic approaches may be more effective for solving it ([4, 35, 37,
55]).
2. Develop some stochastic versions of iterative approximation methods inspired
from deterministic optimization for solving directly the original stochastic op-
timization problem. Among such methods, the stochastic subgradient-based
method and the stochastic proximal (possibly subgradient-based combined)
method (mainly for smooth or/and convex optimization problems) are the
most attractive and widely used, see for instance, [5, 11, 19, 20, 21, 50, 56,
55, 63, 67] and references therein. An advantage of these methods is that
the computational cost per iteration is cheap, however, the practical conver-
gence rates are relatively slow since the method variance is large. Recently,
some variance reduction techniques have been made for these methods (e.g.,
[2, 37]).
In our knowledge, up to now almost stochastic optimization methods in both two ap-
proaches in the literature have been developed for essentially solving smooth and/or
convex stochastic programs. There is still a few algorithms dealing with nonsmooth
and nonconvex stochastic optimization problems. Among that algorithms, a stochas-
tic generalized gradient method for nonsmooth nonconvex optimization with a special
generalized differentiability has been presented in [16, 17]. Recently, some versions
of the stochastic proximal subgradient-based method have been developed for solving
weakly convex and composite convex optimization problems ([11, 14, 13]).
In this contribution, we are interested in Stochastic Difference-of-Convex func-
tions (SDC in short) optimization problems, that is, the problem (1.1) with the
functions ϕ(·, s) being given by:
(1.6) ϕ(x, s) = g(x, s)− h(x, s), (x, s) ∈ Rn × Ω,
where g(·, s) and h(·, s) are convex functions, and r is an extended real valued lower
semicontinuous DC function. As ϕ(·, s) are Difference of Convex functions (DC), the
expected loss Φ is DC too, and therefore the original problem (1.1) is naturally a
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DC program. However, this expected loss function is usually either unknown since
the probability distribution P is unknown or too expensive for computations when
working directly on it by deterministic optimization methods.
In the deterministic optimization literature, DC optimization problems appear
in many practical situations, and DC programming plays a central role in noncon-
vex programming. The (deterministic) Difference-of-Convex Algorithm (DCA) was
introduced in 1985 by Pham Dinh Tao ([46]) in the preliminary state and extensively
developed throughout various joint works of Le Thi Hoai An and Pham Dinh Tao
(see [29] and references therein) to become now classic and increasingly popular. The
standard DCA solves a DC program of the form
(1.7) f(x) := g(x)− h(x), x ∈ Rn,
where g and h, called DC components of f , are convex functions on Rn. The main
idea of DCA is quite simple: at each iteration k, DCA approximates the second
DC component h(x) by its affine minorization hk(x) := h(x
k) + 〈x − xk, yk〉, with
yk ∈ ∂h(xk), and minimizes the resulting convex function.
Nowadays it is recognized that (DCA) is one of a few algorithms to solve effectively
nonconvex and nonsmooth programs, and there is a large range of applications of
DCA in various fields of applied sciences. The DCA was successfully applied to a
lot of different optimization problems, and many nonconvex programs to which it
gave almost always global solutions and proved to be more robust and more efficient
than related standard methods, especially in the large-scale setting. It is worth to
notice that (see [29]) with appropriate DC decompositions, and suitably equivalent DC
reformulations, DCA makes it possible to recover all (resp. most) standard methods
in convex (resp. nonconvex) programming. For instance, the readers are referred to
[25, 26, 27, 28, 32, 33, 34, 42, 43, 44], as well as [29] dealing with a survey on thirty
years of developments of DC programming and DCA and references therein, and very
recent papers (e.g. [1, 9, 36, 40, 41, 47]), for the nice properties of DC programming,
DCA and their fruitful applications.
A natural question raised is how to construct the DC type algorithms in the
stochastic setting? The first response to this question was stated in [35], where the
authors have proposed a stochastic DC approach to the DC problems of the aver-
age approximation form (1.5). However, the stochastic DCA version proposed in [35]
does not work longer for the general stochastic DC programs of the form (1.1). Very
recently, a stochastic algorithm based on DCA in combining regularization, convexifi-
cation, and sample average approximation for solving of two-stage stochastic programs
with a linearly bi-parameterized recourse function defined by a convex quadratic pro-
gram, has been proposed by the authors Liu, Cui, Pang and Sen in [36]. In [66], the
authors proposed some stochastic algorithms for DC programs. Basing on a similar
idea of deterministic DCA, say, iteratively replace h by its convex majorization (but
quadratic instead to affine majorization in DCA), and then solve the resulting convex
program), the authors investigated a stochastic proximal subgradient type method
for the convex subproblems. In fact, the ”stochastic nature” of their algorithms is
attached only on the solution method for convex subproblems.
This paper aims to develop stochastic DC algorithms for solving stochastic DC
optimization problems of the form (1.1) with ϕ being given in (1.6). This class of
problems is very broad to cover almost all stochastic programs appeared in practice,
and this is the first time in the literature that such a common model is being consid-
ered. In fact, even if there is a few works studying (1.1) with ϕ(·, s) being nonconvex
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and nonsmooth, these works often assume that r is convex. Basing on DCA, our main
idea is to iteratively randomly approximate the second DC component of the objective
function as well as its subgradient while maintaining (or also approximating) the first
DC component. The major feature of our algorithms is completely different from [66]
and others in the literature. We propose the following three variants of the Stochastic
DC Algorithms (SCDA in short):
• SDCA with the storage of the past samples and subgradients;
• SDCA with the storage of the past samples but updating subgradients; and
• SDCA with the regularization technique.
For the first variant, we develop four algorithms. In the first (resp. the second)
algorithm, we iteratively randomly approximate the second DC component of the ob-
jective function as well as its subgradient while maintaining (resp. approximating) the
first DC component. To accelerate possibly the convergence rate of these algorithms
we propose their two generalized versions. For the second variant, two versions are
investigated which differs from one of other by the fact that the first DC component
is approximated or not. In sum, seven algorithms are developed.
The paper is organized as follows. In Section 2, we recall some basic notations and
tools from Convex, Nonsmooth, and Variational Analysis which will be used in the
subsequent sections. Furthermore, we give a brief presentation on DC programming
and DCA. In Section 3, we present the SDCAs and the convergence results of these
proposed algorithms. Some conclusion remarks and further researches are discussed
in the final section.
2. Preliminaries.
2.1. Tools from Convex and Variational Analysis . Firstly we recall some
notions from Convex Analysis and Nonsmooth Analysis, which will be needed there-
after (see, e.g., [38], [53], [54]). In the sequel, the space Rn is equipped with the canon-
ical inner product 〈·〉. Its dual space is identified with Rn itself. The open and closed
balls with the center x ∈ Rn and radius ε > 0 are denoted, respectively, by B(x, ε)
and B[x, ε], while the closed unit ball is denoted by B. A function f : Rn → R∪{+∞}
is called ρ−convex for some ρ ≥ 0, if for all x, y ∈ Rn, λ ∈ [0, 1] one has
f(λx+ (1− λ)y) ≤ λf(x) + (1− λ)f(y)− ρ
2
λ(1 − λ)‖x− y‖2.
The supremum of all ρ ≥ 0 such that the above inequality is verified is called the
convex modulus of f, which is denoted by ρ(f).
The conjugate of a convex function f is denoted f∗ and is defined by
(2.1) f∗(y) := sup{〈x, y〉 − g(x) : x ∈ Rn}, y ∈ Rn.
The effective domain of f , denoted Dom f , is given by Dom f := {x ∈ Rn : f(x) <
+∞}. The subdifferential of a convex function f ∈ S(Rn) at x ∈ Dom f is defined by
∂f(x) = {x∗ ∈ Rn : 〈x∗, y − x〉 ≤ f(y)− f(x) ∀y ∈ Rn}.
We set ∂f(x) = ∅ if x /∈ Dom f. For a lower semicontinuous real extended valued
function f : Rn → R∪{+∞}, the Fre´chet subdifferential of f at x ∈ Dom f is defined
by
∂F f(x) =
{
x∗ ∈ Rn : lim inf
h→0
f(x+ h)− f(x)− 〈x∗, h〉
‖h‖ ≥ 0
}
.
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For x /∈ Dom f, we set ∂F f(x) = ∅. The limiting subdifferential of f at x ∈ Rn is
∂f(x) = {x∗ ∈ Rn : ∃(xk, f(xk))→ (x, f(x)), x∗k ∈ ∂F f(xk)), (x∗k)→ x∗}.
It is worth to mention that ∂Ff(x) is not necessarily closed, although ∂ˆf(x) is closed,
for any x ∈ Rn. A point x ∈ Rn is called a Fre´chet (resp. limiting) critical point for
the function f, if 0 ∈ ∂F f(x) (resp. 0 ∈ ∂f(x)).
When f is a convex function, then the Fre´chet subdifferential and the limit-
ing subdifferential coincide with the subdifferential in the sense of Convex Analysis.
Moreover, if f is a DC function, i.e., f := g−h, where g, h are convex functions, then
∂F f(x) ⊆ ∂f(x) ⊆ ∂g(x)− ∂h(x),
wherever h is continuous at x, especially, when h is differentiable at x, then one has
the equalities. The limiting subdifferential enjoys the following sum rule:
For two lower semicontnuous functions f, g : Rn → R ∪ {+∞} such that either f
or g is locally Lipchitz at x¯ ∈ Dom f ∩Dom g, one has
(2.2) ∂(f + g)(x¯) ⊆ ∂f(x¯) + ∂g(x¯).
Let us recall the well-known sudifferential characterizations of the ρ−convexity.
Theorem 2.1. Let f : Rn → R∪{+∞} be a lower semicontinuous function. For
ρ ≥ 0, the following three statements are equivalent.
(i) f is a ρ−convex function.
(ii) For all x, y ∈ Rn, x∗ ∈ ∂F f(x), one has
〈x∗, y − x〉 ≤ f(y)− f(x)− ρ
2
‖y − x‖2.
(iii) The sudifferential operator of f, ∂F f, is a ρ−monotone operator: for all
x, y ∈ Rn, x∗ ∈ ∂Ff(x), y∗ ∈ ∂F f(y),
〈x∗ − y∗, x− y〉 ≥ ρ‖x− y‖2.
2.2. A brief presentation on DC programming and DCA. Let Γ0(R
n)
denote the convex cone of all lower semicontinuous proper convex functions on Rn.
The vector space of DC functions is denoted by DC(Rn) = Γ0(R
n) − Γ0(Rn), that
is quite large to contain almost real life objective functions and is closed under all
the operations usually considered in Optimization (see, e.g., [27]). We consider now
a standard DC program, that is, an optimization problem of the form:
(P) α = inf{f(x) := g(x)− h(x) : x ∈ Rn},
where g, h belong to Γ0(R
n). Recall the natural convention +∞− (+∞) = +∞ and
the fact that α ∈ R implies Dom g ⊂ Domh, The dual problem of (P) is defined by
(D) inf{h∗(y)− g∗(y) : y ∈ Rn}.
where g∗, h∗ are the conjugate functions of g, h, respectively. Due to the dual result
by Toland ([64]), the optimal values of the primal and dual problems coincide and
there is the perfect symmetry between primal and dual programs (P) and (D): the
dual program to (D) is exactly (P).
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A point x∗ ∈ Rn is called a DC critical point of DC problem (P) if 0 ∈ ∂g(x∗)−
∂h(x∗), or equivalently 0 ∈ ∂g(x∗) ∩ ∂h(x∗). In the framework of DC programming,
the terminology ”critical point” is referred to the notion of DC criticality. As was
mentioned in the previous subsection, when h is a differentiable convex function, all
three notions of criticality, say DC, Fre´chet, limiting, coincide.
For a DC optimization problem with a closed convex set constraint:
inf{f(x) : x ∈ C},
where f is a DC function and C ⊆ Rn is a nonempty convex set, we can equivalently
transform it into a standard DC program by using the indicator function of C as
follows.
inf{f(x) + χC(x) : x ∈ Rn},
where, χC stands for the indicator function of C, that is, χC(x) = 0 if x ∈ C, +∞,
otherwise. For general DC programs with equality/ inequality constraints defined by
DC functions, some penalty techniques have been used to transform them to standard
DC programs (see [30, 31]).
The DC algorithm (DCA) which is based on local optimality and DC duality,
consists in the construction of the two sequences {xk} and {yk} (candidates for being
primal and dual solutions, respectively) such that the sequences of values of the primal
and dual objective functions {g(xk)− h(xk)}, {h∗(yk)− g∗(yk)} are decreasing, and
their corresponding limits x∞ and y∞ satisfy local optimality conditions (see, e.g.,
[26], [27], [43], [44]). Briefly, the standard DC Algorithm (DCA) is described as
follows. Starting a given x0 ∈ Dom g, and for k = 0, 1, ..., set
(DCA) yk ∈ ∂h(xk); xk+1 ∈ ∂g∗(yk) = argmin{g(x)− 〈yk, x〉 : x ∈ Rn}.
3. Stochastic DC Algorithms and convergence analysis. Let (Ω,ΣΩ,P) is
a probability space. Consider the stochastic DC program:
(3.1) α = min{f(x) := Φ(x) + r(x) : x ∈ Rn},
where, r : Rn → R ∪ {+∞} is a lower semicontinuous DC function, namely
(3.2) r(x) := r1(x) − r2(x), x ∈ Rn,
where r1, r2 : R
n → R ∪ {+∞} are lower semicontinuous convex functions, and the
expected loss function
(3.3) Φ(x) = Es[ϕ(x, s) = g(x, s)− h(x, s)] =
∫
Ω
[g(x, s)− h(x, s)]dP,
with respect to continuous convex functions g(·, s), h(·, s), s ∈ Ω, defined on Rn.
Throughout the paper, we assume that the expectations of g(x, ·) and h(x, ·) are
finite for all x ∈ Rn, and denote by
(3.4) G(x) := Es[g(x, s)] =
∫
Ω
g(x, s)dP, H(x) := Es[h(x, s)] =
∫
Ω
h(x, s)dP.
Then, G,H are continuous convex functions on the whole space Rn, and therefore the
objective function of problem (3.1) admits a DC decompsition: f = (G+r1)−(H+r2).
In what follows we will make use of the following assumptions:
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(A1) For each x ∈ Rn, the function h(x, ·) is bounded on Ω and the functions h(·, s)
are uniformly continuous at each x ∈ Rn, for s ∈ Ω.
(A2) For each x ∈ Rn, the functions g(x, ·), h(x, ·) are bounded on Ω and the
functions g(·, s), h(·, s) are uniformly continuous at each x ∈ Rn, for s ∈ Ω.
Recall that a critical point x∗ ∈ Rn of problem (3.1) is such that
(3.5) 0 ∈ ∂(G+ r1)(x∗)− ∂(H + r2)(x∗) = ∂G(x∗) + ∂r1(x∗)− ∂H(x∗)− ∂r2(x∗).
So for x∗ ∈ Rn, the distance
(3.6)
d(0, ∂G(x∗) + ∂r1(x∗)− ∂H(x∗)− ∂r2(x∗))
= inf{‖y‖ : y ∈ ∂G(x∗) + ∂r1(x∗)− ∂H(x∗)− ∂r2(x∗)},
serves as a measure of ”proximity to criticality”.
Many practical optimization models in various fields of science and engineer-
ing can be formulated as stochastic difference-of-convex optimization problems (3.1).
Note that this class of programs (SDC) contains convex-composite and weakly convex
optimization problems. For the sake of illustration, let us give just an example of the
following robust real phase retrieval problem (see e.g., [7, 11, 14]):
(3.7) min{Ea,b|〈a, x〉2 − b| : x ∈ Rn},
where, a ∈ Rn, b ∈ R are independent random variables with given probability distri-
butions. Usually, a is a standard Gaussian random vector in Rn, and b is defined by
b = 〈a, x¯〉2+η, with a noise η. Obviously, the functions ϕ(·, a, b) := |〈·, a〉2−b| are DC
functions, therefore problem (3.7) belongs to the class of stochastic DC programs. In
a particular case when a, b are random variables of the uniform distribution on a finite
set of m elements with the values respectively {a1, ..., am} and {b1, ..., bm}, problem
(3.7) reduces to the following optimization problem
(3.8) min
{
f(x) =
1
m
m∑
i=1
|〈ai, x〉2 − bi| : x ∈ Rn
}
.
Problem (3.8) can be regarded as an approximate problem of (3.7), when a′is and
b′is are realizations respectively of a and b. This latter problem is equivalent to the
following: Find x ∈ Rn such that bi = 〈ai, x〉2, i = 1, 2, ...,m. By noticing the
functions 〈ai, x〉2−bi are convex functions, for each i = 1, ...,m, the function |〈ai, x〉2−
bi| admits a DC decomposition as follows.
|〈ai, x〉2 − bi| = max{〈ai, x〉2 − bi, 0} − 2(〈ai, x〉2 − bi) := gi(x)− hi(x), x ∈ Rn,
where, for i = 1, ...,m,
gi(x) := max{〈ai, x〉2 − bi, 0}; hi(x) := 2(〈ai, x〉2 − bi), x ∈ Rn.
Then, a DC decomposition of the objective function is
f(x) =
1
m
m∑
i=1
gi(x) − 1
m
m∑
i=1
hi(x) := G(x) −H(x).
We are now going to present the proposed Stochastic DC Algorithms.
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3.1. Algorithms with the storage the past samples and subgradients.
Firstly we propose the following two algorithms in which at each iteration, the realized
samples as well as subgradients from the past iterations are inherited. It is worth to
notice that in these first algorithms, at each iterations, we have to compute only one
subgradient of the function h(·, s) with respect to one current realization of s.
Algorithm 1: Stochastic DC Algorithm 1 (SDCA1)
Initialization: Initial data: x0 ∈ Dom r1, draw s0 iid≃ P. Set k = 0.
Repeat: For k = 0, 1, ..., draw sk
iid≃ P, which is independent of the past.
1. Compute zk ∈ ∂h(xk, sk); uk ∈ ∂r2(xk).
2. Set yk = 1k+1
∑k
i=0 z
i = ky
k−1+yk
k+1 ; w
k = 1k+1
∑k
i=0 u
i = kw
k−1+wk
k+1 .
3. Compute a solution xk+1 of the convex program
(3.9) min{G(x) + r1(x)− 〈yk + wk, x〉 : x ∈ Rn}.
4. Set k := k + 1 and draw sk+1
iid≃ P.
Until Stopping criterion.
In the second algorithm, the first DC component of the expected loss function is
also randomly approximated at each iteration.
Algorithm 2: Stochastic DC Algorithm 2 (SDCA2)
Initialization: Initial data: x0 ∈ Dom r1, draw s0 iid≃ P. Set k = 0.
Repeat: For k = 0, 1, ..., draw sk
iid≃ P, which is independent of the past.
1. Compute zk ∈ ∂h(xk, sk); uk ∈ ∂r2(xk).
2. Set yk = 1k+1
∑k
i=0 z
i = ky
k−1+yk
k+1 ; w
k = 1k+1
∑k
i=0 u
i = kw
k−1+wk
k+1 .
3. Compute a solution xk+1 of the convex program
(3.10) min
{
1
k + 1
k∑
i=0
g(x, si) + r1(x)− 〈yk + wk, x〉 : x ∈ Rn
}
.
4. Set k := k + 1 and draw sk+1
iid≃ P.
Until Stopping criterion.
The convergence of the two algorithms is given in the following theorem. For
these two algorithms, we establish the almost sure convergence of a subsequence to a
critical point. The convergence rate will be given by means of the following measure
of proximity to criticality:
dk := min
i=0,...,k
Ed(0, ∂G(xi) + ∂r1(x
i)− ∂H(xi)− ∂r2(xi)), k ∈ N,
where the notation d(x,A), for a point x ∈ Rn, and a subset A ⊆ Rn, stands for the
distance from x to A.
Theorem 3.1. Suppose that for Algorithm 1, assumption (A1) holds, and for
Algorithm 2, (A2) holds. Assume that ρ := infs∈Ω ρ(h(·, s)) + ρ(r2) > 0. Let {xk} be
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a sequence generated by either Algorithm 1 or Algorithm 2. Suppose that the optimal
value α of problem (3.1) is finite and with probability 1, lim supk→∞ ‖xk‖ < ∞ and
lim supk→∞ ‖uk‖ <∞. Then one has
(i) There exists a subsequence {xlk} converging almost surely to a critical point
of problem (3.1).
(ii) Assume further that, r2 is differentiable with locally Lipschitz derivative, and
that for Algorithm 1, h(·, s), s ∈ Ω is differentiable such that for each x ∈ Rn,
∇h(x, ·) is bounded and the derivatives ∇h(·, s) is uniformly locally Lipschitz;
for Algorithm 2, both g(·, s), h(·, s) are differentiable such that their deriva-
tives are uniformly locally Lipschitz and ∇g(x, ·), ∇h(x, ·) are bounded for
each x ∈ Rn. Then one has dk = O(1/
√
ln k) as k →∞.
Proof. We consider the case where the sequence {xk} is generated by Algorithm
1. Denote by Fk = σ(x0, s0, ..., sk−1), k ∈ N, the increasing σ− field generated by
random variables x0, s0, ..., sk−1. Define the functions Vk : Rn → R∪{+∞}, k ∈ N by
Vk(x) = G(x) + r1(x) − 1
k + 1
k∑
i=0
〈zi + ui, x− xi〉 − 1
k + 1
k∑
i=0
[h(xi, si) + r2(x
i)].
As xk+1 is a solution of the problem (3.9), one has
(3.11)
Vk(x
k+1) ≤ Vk(xk) =
G(xk) + r1(x
k)− 1k+1
∑k
i=0〈zi + ui, xk − xi〉 − 1k+1
∑k
i=0[h(x
i, si) + r2(x
i)].
Next, one has the following estimate, due to the strong convexity of the function
h(·, s) + r2, s ∈ Ω with modulus at least ρ, Theorem 2.1 implies
(3.12)
Vk−1(xk)− Vk(xk) =
1
k+1 [h(x
k, sk) + r2(x
k)]− 1k(k+1)
[∑k−1
i=0
(〈zi + ui, xk − xi〉+ h(xi, si) + r2(xi))]
≥ 1k+1
[
h(xk, sk)− 1k
∑k−1
i=0 h(x
k, si)
]
+ ρ2k(k+1)
∑k−1
i=0 ‖xk − xi‖2.
From the preceding two inequalities, one has
(3.13)
Vk(x
k+1) ≤ Vk−1(xk)− (Vk−1(xk)− Vk(xk))
≤ Vk−1(xk)− 1k+1
[
h(xk, sk)− 1k
∑k−1
i=0 h(x
k, si)
]
− ρ2k(k+1)
∑k−1
i=0 ‖xk − xi‖2.
For x ∈ Rn, k ∈ N, define Zk(x) = H(x)− 1k
∑k−1
i=0 h(x, s
i). Taking expectations with
respect to Fk on both sides of the inequality above, one obtains
(3.14) EFkVk(x
k+1) ≤ Vk−1(xk)− ξk − ρ
2k(k + 1)
k−1∑
i=0
‖xk − xi‖2,
where, ξk := Zk(x
k)/(k+1). Since (xk) is assumed to be bounded almost everywhere
(a.e.), we can assume that there is a compact set B ⊆ Rn such that xk ∈ B for all
k ∈ N. By assumption (A1), h is bounded on B × Ω. Moreover, as h(·, s) are convex
functions, the uniform continuity implies the uniformly Lipschitz property of h(·, s)
on the compact set B, with a Lipschitz constant L. In view of the uniform law of large
numbers in mean ([18], Lemma B.2) (see also, [6], [60]), there is some c > 0 such that
(3.15) E|ξk| = 1
k + 1
E|Zk(xk)| ≤ E 1
k + 1
sup
x∈B
|Zk(x)| ≤ c(1 +
√
ln k)√
k(k + 1)
, for all k ∈ N.
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Thus
∑∞
k=1 E|ξk| < +∞, and from relation (3.14), thanks to the supermartingale
convergence ([10], [52]), almost surely the sequence {Vk(xk+1)} converges and
(3.16)
∞∑
k=1
1
k(k + 1)
k−1∑
i=0
‖xk − xi‖2 < +∞.
Hence, there is a subsequence of δk :=
1
k
∑k−1
i=0 ‖xk − xi‖2, converging almost surely
to 0. Next, by picking a subsequence and relabeling if necessary, without loss of
generality, we can assume that δk → 0. By the Cauchy inequality,
(
1
k
k−1∑
i=0
‖xk − xi‖
)2
≤ 1
k
k−1∑
i=0
‖xk − xi‖2,
which implies limk→∞ 1k
∑k−1
i=0 ‖xk − xi‖ = 0. Let x∗ ∈ Rn be a limit point of the
sequence {xk}, say, there is a subsequence {xlk} converges to x∗. The preceding
relation yields immediately
a.s., lim
k→∞
1
lk
lk−1∑
i=0
xi = lim
k→∞
xlk = x∗.
By the uniformly Lipschitzian property of h(·, s) with a Lipschitz constant L on B,
‖zi‖ ≤ L, (i = 0, 1, ...) and H is also Lipschitz on B with the same constant L.
Therefore one has
1
lk
∣∣∣∣∣
lk−1∑
i=0
〈zi, xlk − xi〉
∣∣∣∣∣ ≤ Llk
lk−1∑
i=0
‖xlk − xi‖,
and ∣∣∣∣∣ 1lk
lk−1∑
i=0
h(xi, si)−H(xlk)
∣∣∣∣∣ ≤
∣∣∣∣∣ 1lk
lk−1∑
i=0
h(x∗, si)−H(x∗)
∣∣∣∣∣+ Llk
lk−1∑
i=0
‖x∗ − xi‖.
As limk→∞ ‖xlk − x∗‖ = limk→∞ Llk
∑lk−1
i=0 ‖xlk − xi‖ = 0, and by the strong law of
large numbers,
lim
k→∞
[
1
lk
lk−1∑
i=0
h(x∗, si)−H(x∗)
]
= 0 a.s.,
one has almost surely,
(3.17) lim
k→∞
1
lk
lk−1∑
i=0
〈zi, xlk − xi〉 = lim
k→∞
[
1
lk
lk−1∑
i=0
h(xi, si)−H(xlk)
]
= 0;
By passing to a subsequence if necessary, assume that
lim
k
ylk−1 = lim
k
1
lk
lk−1∑
i=0
zi = y∗, and lim
k
wlk−1 = lim
k
1
lk
lk−1∑
i=0
ui = w∗.
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Since ylk−1 +wlk−1 ∈ ∂G(xlk) + ∂r1(xlk ), passing to the limit, one obtains y∗ +w∗ ∈
∂G(x∗) + ∂r(x∗). Next, wlk−1 ∈ 1lk
∑lk−1
i=0 ∂r2(x
i) and the Jensen inequality implies,
for some M > 0 such that ‖uk‖ ≤M, for all k ∈ N,
〈wlk−1, x− xlk−1〉 = 1lk
∑lk−1
i=0 〈ui, x− xi〉+ 1lk
∑lk−1
i=0 〈ui, xi − xxl〉
≤ r2(x) − 1lk
∑lk−1
i=0 r2(x
i) + lk
∑lk−1
i=0 ‖uk‖‖xi − xlk‖
≤ r2(x) − r2
(
1
lk
∑lk−1
i=0 x
i
)
+ Mlk
∑lk−1
i=0 ‖xi − xlk‖ ∀x ∈ Rn.
Passing to the limit as k →∞, by 1lk
∑lk−1
i=0 x
i → x∗ as well as Mlk
∑lk−1
i=0 ‖xi−xlk‖ → 0,
one derives w∗ ∈ ∂r2(x∗). On the other hand, ylk−1 ∈ 1lk
∑lk−1
i=0 ∂h(x
i, si), then
(3.18)
〈ylk−1, x− xlk〉 = 1lk
∑lk−1
i=0 〈zi, x− xi〉+ 1lk
∑lk−1
i=0 〈zi, xi − xlk〉
≤ 1lk
∑lk−1
i=0 h(x, s
i)− 1lk
∑lk−1
i=0 h(x
i, si) + Llk
∑lk−1
i=0 ‖xi − xlk‖ ∀x ∈ Rn.
Noticing that 1lk
∑lk−1
i=0 ‖xi − xlk‖ → 0, and by (3.17), 1lk
∑lk−1
i=0 h(x
i, si) → H(x∗),
almost surely, so to finish the proof of part (i), we need to show that, for any δ > 0,
almost surely, for all x ∈ B[x∗, δ], one has
σk(x) :=
1
k
k−1∑
i=0
h(x, si)→ H(x).
Indeed, let Qn ⊆ Rn the set of points with all rational coordinates. Then Qn∩B[x∗, δ]
is a countable set which is dense in B[x∗, δ]. Denote Qn∩B[x∗, δ] := {z1, z2, ..., zk, ...},
then for each l = 1, 2, ..., P{σk(zl)9 H(zl)} = 0. Hence, denoting by S the event
S :=
∞⋂
l=1
{σk(zl)→ H(zl)},
one has
1 ≥ P(S) := P
(∞⋂
l=1
{σk(zl)→ H(zl)}
)
≥ 1−
∞∑
l=1
P
({σk(zl)9 H(zl)}) = 1,
so P(S) = 1. Let x ∈ B[x∗, δ] be given. Let {εl}l∈N be a sequence of positive reals
converging to 0. Then there is a subsequence {zkl} ⊆ Qn ∩B[x∗, δ] such that |H(x)−
H(zkl)| < εl as well as |h(x, s)−h(zkl , s)| < εl for all l ∈ N, all s ∈ Ω. For {sk}k∈N ∈ S,
and for l ∈ N, since σk(zkl)→ h(zkl), there is an index Kl such that |σk(zl)−h(zl)| <
εl for all k ≥ Kl. Hence,
|σk(x)−H(x)| ≤ |σk(zl)−H(zl)|+|σk(x)−σk(zl)|+|H(x)−H(zl)| < 3εl, for all k ≥ Kl,
which shows that σk(x)→ H(x) on S. Now, by letting k →∞ in relation (3.18), one
obtains y∗ ∈ ∂H(x∗), consequently y∗ + v∗ ∈ ∂G(x∗) + ∂r1(x∗) ∩ ∂H(x∗) + ∂r2(x∗).
Thus, x∗ is a critical point of problem (3.1).
We now prove the part (ii). Assume the derivative ∇r2 and the derivatives
∇h(·, s), s ∈ Ω, are uniformly Lipschitz with the same modulus L/2 on a compact set
containing {xk}. Then, H is differentiable and ∇H(x) = Es∇h(x, s), for all x ∈ Rn.
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For k ∈ N \ {0},
(3.19)
yk−1 + wk−1 = 1k
∑k−1
i=0 [∇h(xi, si) +∇r2(xi)]
∈ 1k
∑k−1
i=0 ∇h(xk, si) +∇r2(xk) + Lk
∑k−1
i=0 ‖xk − xi‖B
⊆ ∇H(xk) +∇r2(xk) + (ηk + Lµk)B,
where, µk =
1
k
∑k−1
i=0 ‖xk − xi‖ and ηk =
∥∥∥ 1k∑k−1k=0∇h(xk, si)−∇H(xk)
∥∥∥ . As yk−1+
wk−1 ∈ ∂G(xk) + ∂r1(xk), we derive that
(3.20) d(0, ∂G(xk) + ∂r1(x
k)−∇H(xk)−∇r2(xk)) ≤ ηk + Lµk.
By using Lemma B.3 [18], there is, say, the same constant c > 0 above, such that for
all k ∈ N∗,
(3.21) Eηk = E
∥∥∥∥∥ 1k
k−1∑
k=0
∇h(xk, si)−∇H(xk)
∥∥∥∥∥ ≤ c(1 +
√
ln k)√
k
,
which together with the preceding relation yielding
(3.22) τk := Ed(0, ∂G(x
k) + ∂r1(x
k)−∇H(xk)−∇r2(xk)) ≤ LEµk + c(1 +
√
ln k)√
k
.
Consequently, by using the Cauchy inequality, (a+ b)2 ≤ 2(a2 + b2) for a, b ≥ 0,
(Eµk)
2 ≥ τ2k/(2L2)− c2(1 +
√
ln k)2/(L2k),
and as µ2k ≤ δk, from (3.15) and (3.13), one obtains
EVk(x
k+1)− EVk−1(xk) ≤ − ρEδk2(k+1) + E|ξk| ≤ − ρEµ
2
k
2(k+1) +
c(1+
√
ln k)√
k(k+1)
≤ − ρEτ2k4L2(k+1) + ρc
2(1+
√
ln k)2
2L2k(k+1) +
c
√
lnk√
k(k+1)
.
By adding these inequalities with k = 1, 2, ..., one derives for k ∈ N∗,
k∑
i=1
ρEτ2k
4L2(i+ 1)
≤ EV0(x1)− EVk(xk+1) +
k∑
i=1
[
ρc2(1 +
√
ln i)2
2L2i(i+ 1)
+
c(1 +
√
ln i)√
i(i+ 1)
]
.
Since dk ≤ τi, for i = 1, ..., k, and {Vk(xk+1)} is bounded a.s., say Vk(xk+1) ≥ V ∗ for
some V ∗ ∈ R, for all k ∈ N, the inequality above implies
ρ
4L2
d2k ≤
EV0(x
1)− V ∗ +∑ki=1 [ ρc2(1+√ln i)22L2i(i+1) + c(1+√ln i)√i(i+1)
]
∑k
i=1
1
i+1
= O
(
1∑k
i=1
1
i+1
)
= O
(
1
ln k
)
.
Consider now the sequence {xk} generated by Algorithm 2. The proof is almost
similar to the one for Algorithm 1, so we sketch it. Here consider the function Vk :
Rn → R ∪ {+∞}, k ∈ N, defined by
Vk(x) =
1
k + 1
k∑
i=0
g(x, si)+r1(x)− 1
k + 1
k∑
i=0
〈zk+uk, x−xi〉− 1
k + 1
k∑
i=0
[h(xi, si)+r2(x
i)].
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We arrive at
Vk(x
k+1) ≤ Vk−1(xk)−δk/(k+1)+ 1
k + 1
[
h(xk, sk)− g(xk, sk)− 1
k
k−1∑
i=0
(
h(x, si)− g(x, si))
]
,
where δk :=
1
k
∑k−1
i=0 ‖xk − xi‖2. Taking expectations with respect to Fk, one obtains
EFkVk(x
k+1) ≤ Vk−1(xk)− δk
k + 1
+ ξk,
where
ξk :=
1
k + 1
[
H(xk)−G(xk)− 1
k
k−1∑
i=0
(
h(x, si)− g(x, si))
]
;
The rest is completely similar to the preceding one, here instead of h, we make use of
assumption (A2) to obtain the uniformly Lipschit property of the functions g(·, s)−
h(·, s), and then the existence of a subsequence of {δk} converging to 0. 
Remark 1. For α ∈ (0, 1), set
γk := min
i=[kα],...,k
1
i+ 1
i∑
j=0
‖xi − xj‖2; lk := argmini=[kα],...,k
1
i+ 1
i∑
j=0
‖xi − xj‖2.
Observe from the proof of the part (i) of the theorem that almost surely γk → 0
as k → ∞ and any limit point of the sequence {xlk} is a critical point of problem
(3.1). So in the general case where without the smoothness of the functions h(·, s)
and/or g(·, s), reasonably the quantity γk can serve as a measure of ”proximity to
criticality”, and the convergence rate of the sequence {γk} serves as a convergence
rate of the algorithms.
Theoretically, as was shown in Theorem 3.1, the convergence rate of Algorithms
1 and 2 is of order O(1/
√
ln k) that is relatively slow. To accelerate possibly the
convergence rate, next we propose the following generalized schemata of Algorithms
1 and 2. The generalized version differs from the original algorithm only in the step
2, i.e., the way to determine yk, wk. Pick a sequence of positive reals {αk} with∑∞
k=0 αk = +∞.
Algorithm 3: Generalized SDCA1 (SDCA3)
Apply Algorithm 1 in which the step 2 is replaced by setting
yk =
1∑k
i=0 αi
k∑
i=0
αiz
i, wk =
1∑k
i=0 αi
k∑
i=0
αiu
i.
Algorithm 4: Generalized SDCA2 (SDCA4)
Apply Algorithm 2 in which the step 2 is replaced by setting
yk =
1∑k
i=0 αi
k∑
i=0
αiz
i, wk =
1∑k
i=0 αi
k∑
i=0
αiu
i;
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and in the step 3, the function G is replaced by
Gk(x) :=
1∑k
i=0 αi
k∑
i=0
αig(x, s
i), x ∈ Rn.
The convergence of Algorithms 3 and 4 is stated in the next theorem. We need
the following lemmas.
Lemma 3.2. For any increasing sequence of positive reals {γk} with limk→∞ γk =
+∞, one has ∑∞k=1(γk − γk−1)/γk = +∞.
Proof. Assume to contrary that
∑∞
k=0(γk−γk−1)/γk < +∞. Then limk→∞ γk−1/γk =
1, and since limt→1(t− 1)/ ln t = 1, one has
lim
k→∞
1− γk−1/γk
ln(γk/γk−1)
= 1.
As
∑∞
k=0 ln(γk/γk−1) = limk→∞(ln γk− ln γ0) = +∞, we derive the conclusion of the
lemma. 
The second is a variant of the strong law of large numbers. The proofs of this
lemma and the next lemma will be given in Appendix.
Lemma 3.3. Let {αk} be a sequence of positive reals such that∑k
i=0 α
2
k(∑k
i=0 αk
)2 ≤ Nkγ , for all k ∈ N, for some N > 0, γ > 0.
Let {Xk} be a sequence of independent identically distributed (i.i.d for short) random
variables with EXk = µ. If either EX
4
k < +∞ and γ > 1/2 or EX2k < +∞ and
limk,l→∞,l/k→1
∑l
i=0 αi∑k
i=0 αi
= 1, then almost surely
∑k
i=0 αkXk∑k
i=0 αk
→ µ as k →∞.
The next lemma is a weighted variant of the uniform law of large numbers ([18],
Lemma B.2).
Lemma 3.4. Let a compact set X ⊆ Rn and let (Ω,ΣΩ, P ) be a complete proba-
bility space. Let f : X ×Ω→ R be a function such that functions f(·, w) is uniformly
bounded and Ho¨lder continuous on X, that is, there are M,L > 0 and γ ∈ (0, 1] such
that
|f(x, ω)| ≤M, |f(x, ω)− f(y, ω)| ≤ L‖x− y‖γ, ∀x ∈ X, w ∈ Ω.
Then there exists some constant c > 0 such that for any sequence of positive reals
{αk} and any sequence of independent identically distributed random variables with
the probability distribution P, {sk}, one has
Emax
x∈X
∣∣∣∣∣ 1∑k
i=0 αi
k∑
i=0
αif(x, s
i)− Esf(x, s)
∣∣∣∣∣ ≤ c(1 +
√
lnβk)
βk
, for all k ∈ N∗,
where βk :=
∑k
i=0 αi
(
∑k
i=0 α
2
i )
1/2 , k ∈ N.
Theorem 3.5. Let a sequence of positive reals {αk} such that
∑∞
k=0 αk = +∞,
and for some N, γ > 0; for βk as in Lemma 3.4,
(3.23)
∑k
i=0 α
2
k(∑k
i=0 αk
)2 ≤ Nkγ , for all k ∈ N∗ and
∞∑
k=1
αk
√
lnβk
βk
∑k
i=0 αi
< +∞.
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Assume further that either γ > 1/2 or
(3.24) lim
k,l→∞,l/k→1
∑l
i=0 αi∑k
i=0 αi
= 1,
Suppose that (A1) holds for Algorithm 3; (A2) holds for Algorithm 4, and ρ :=
infs∈Ω ρ(h(·, s)) + ρ(r2) > 0. Let {xk} be a sequence generated by either Algorithm
3 or Algorithm 4. Suppose that the optimal value α of problem (3.1) is finite and with
probability 1, lim supk→∞ ‖xk‖ <∞, and lim supk→∞ ‖uk‖ <∞. Then one has
(i) There exists a subsequence {xlk} converging almost surely to a critical point
of problem (3.1).
(ii) With the additional assumptions as in Theorem 3.1 (ii), one has
dk = O


√√√√ k∑
i=0
αi/Ai

 as k →∞, where Ak = k∑
i=0
αi, k = 0, 1, ...
Proof. Let the sequence {xk} be generated by Algorithm 3, and let the functions
Vk : R
n → R ∪ {+∞}, k ∈ N be defined by
Vk(x) = G(x) + r2(x) − 1
Ak
k∑
i=0
αi〈zi + ui, x− xi〉 − 1
Ak
k∑
i=0
αi[h(x
i, si) + r2(x
i)].
By the same argument as in the proof of Theorem 3.1, one has
(3.25)
Vk(x
k+1) ≤ Vk−1(xk)−αk
Ak
[
h(xk, sk)− 1
Ak−1
k−1∑
i=0
αih(x
k, si)
]
− ραk
2AkAk−1
k−1∑
i=0
αi‖xk−xi‖2,
and therefore,
(3.26) EFkVk(x
k+1) ≤ Vk−1(xk)− ξk − ραk
2AkAk−1
k−1∑
i=0
αi‖xk − xi‖2,
where, ξk =
1
Ak
[
H(xk)− 1Ak−1
∑k−1
i=0 αih(x
k, si)
]
. By virtue of of Lemma 3.4, for
some c, c1 > 0,
E|ξk| ≤ cαk(1 +
√
lnβk−1)
βk−1Ak
. ≤ c1αk(1 +
√
lnβk)
βkAk
, for all k = 1, 2, ...,
Thus by the second relation of (3.23),
∑∞
k=1 E|ξk| < +∞, and therefore by (3.26),
almost surely the sequence {Vk(xk+1)} converges and
(3.27)
∞∑
k=1
αk
AkAk−1
k−1∑
i=0
αi‖xk − xi‖2 < +∞.
In view of Lemma 3.2,
∑∞
k=1 αk/Ak = +∞, consequently there is a subsequence of
δk :=
1
Ak−1
∑k−1
i=0 αi‖xk − xi‖2, converging almost surely to 0. Next, by picking a
subsequence and relabeling if necessary, without loss of generality, we can assume
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that δk → 0. From the Jensen inequality due to the convexity of the function ‖ · ‖2,
one has (
1
Ak−1
k−1∑
i=0
αi‖xk − xi‖
)2
≤ 1
Ak−1
k−1∑
i=0
αi‖xk − xi‖2,
which implies limk
1
Ak−1
∑k−1
i=0 αi‖xk − xi‖ = 0. Let x∗ ∈ Rn be a limit point of the
sequence {xk}, say, there is a subsequence {xlk} converges to x∗. Then, from the
above relation,
a.s., lim
k
1
Alk−1
lk−1∑
i=0
αix
i = lim
k
xlk = x∗.
Note that with the assumption (A1) and either γ > 1/2 or (3.24), Lemma 3.3 holds
for the sequence h(x∗, s0), ..., h(x∗, sk), .... With the same argument as in the proof of
the preceding theorem, one has
(3.28)
lim
k→∞
1
Alk−1
lk−1∑
i=0
αi〈zi, xlk − xi〉 = 0; lim
k→∞
[
1
Alk−1
lk−1∑
i=0
αih(x
i, si)−H(xlk)
]
= 0.
Furthermore, when γ > 1/2 or (3.24) is verified, then the strong law of large numbers
with weighted averages stated in Lemma 3.3 also holds for the sequence {h(x, sk)}
for each x ∈ Rn. So repeat the respective part in the proof of the preceding theorem,
one shows that almost surely, for all x ∈ B[x∗, δ] (δ > 0),
1
Ak
k∑
i=0
αih(x, s
i)→ H(x).
Now, similarly to the proof of Theorem 3.1, we derive the desired of the part (i). The
proof of the part (ii) is also similar, so we omit it, just noting that here we make use
of (3.27) instead of (3.16). For Algorithm 4, the same argument with the function V
defined by
Vk(x) :=
1
Ak
k∑
i=0
αig(x, s
i)+r1(x)− 1
Ak
k∑
i=0
αi〈zi+ui, x−xi〉− 1
Ak
k∑
i=0
αi[h(x
i, si)+r2(x
i)].

Remark 2. (i) Observe from the proof that to obtain the convergence rate in the part
(ii) of the theorem, it needs only the convergence of the series
∞∑
k=1
αk
√
lnβk
βk
∑k
i=0 αi
.
(ii) Obviously, the sequence αk := k
α, k ∈ N∗ with α ≥ −1/2 verifies all three
conditions (3.23) and (3.24) of Theorem 3.5. Let us take an other example of the
sequence {αk} which produces an asymptotic convergence rate better than the one
by the sequence {kα} (α > −1/2). For a > 1 and α ∈ (0, 1/2), let {αk} be a sequence of
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positive reals such that 0 < limk→∞ Akakα < +∞, where Ak =
∑k
i=0 αk. For example,
one can take the sequence αk = a
(k+1)α − akα , k ∈ N∗. One sees obviously that
αk = O(a
kαkα−1), therefore
(3.29) αk/Ak = O
(
kα−1
)
, and
k∑
i=0
αk/Ak = O(k
α).
One has the following estimate∑k
i=1 α
2
k ≤ C
∑k
i=1 a
2iα i2(α−1) ≤ Ca2kα∑ki=1 i2(α−1) ≤ Ca2kαk2α−1,
for some C > 0. It implies the first relation of condition (3.23) is verified with γ =
1− 2α, and moreover
∞∑
k=0
αk
√
lnβk
βkAk
=
∞∑
k=0
O
(
ak
α
kα−1
√
ln k1/2−α
k1/2−αakα
)
=
∞∑
k=0
O
( √
ln k
k3/2−2α
)
< +∞,
when α ∈ (0, 1/4).
3.2. Algorithms with the storage the past samples but updating sub-
gradients. In Algorithms 1 and 2 (and their generalized versions, Algorithms 3 and
4), at each kth iteration, we need only to compute a sugradient of the function h(·, sk)
at xk. In this subsection, we propose the following two algorithms, in which all sub-
gradients of the functions h(·, si), i = 0, 1, ..., k are computed at the current iteration
xk.
Algorithm 5: Stochastic DC Algorithm 5 (SDCA5)
Initialization: Initial data: x0 ∈ Dom r1, draw s0 iid≃ P. Set k = 0.
Repeat: For k = 0, 1, ..., draw sk
iid≃ P, which is independent of the past.
1. Compute zki ∈ ∂h(xk, si), i = 0, ..., k, and wk ∈ ∂r2(xk).
2. Set yk = 1k+1
∑k
i=0 z
k
i .
3. Compute a solution xk+1 of the convex program
(3.30) min{G(x) + r1(x)− 〈yk + wk, x〉 : x ∈ Rn}.
4. Set k := k + 1 and draw sk+1
iid≃ P.
Algorithm 6: Stochastic DC Algorithm 6 (SDCA6)
Initialization: Initial data: x0 ∈ Dom r1, draw s0 iid≃ P. Set k = 0.
Repeat: For k = 0, 1, ..., draw sk
iid≃ P, which is independent of the past.
1. Compute zki ∈ ∂h(xk, si), i = 0, ..., k, and wk ∈ ∂r2(xk).
2. Set yk = 1k+1
∑k
i=0 z
k
i .
3. Compute a solution xk+1 of the convex program
(3.31) min
{
1
k + 1
k∑
i=0
g(x, si) + r1(x)− 〈yk + wk, x〉 : x ∈ Rn
}
.
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4. Set k := k + 1 and draw sk+1
iid≃ P.
Remark 3. The principal difference between these algorithms and Algorithms 1 and 2
is that at each kth iteration, the subgradients of h(·, si) (i = 1, ..., k−1) with respect to
the past realizations of the sample are all updated. For Algorithms 5 and 6, we obtain
a stronger convergence result that almost surely the sequence {f(xk)} converges and
all limit points are critical points. Moreover, with the added same assumption as for
Algorithms 1 and 2, the convergence rate of dk is of order O(ln k/
√
k).
Theorem 3.6. Suppose that (A1) holds for Algorithm 5 and (A2) holds for
Algorithm 6. Let {xk} be a sequence generated by either Algorithm 5 or Algorithm
6. Suppose that the optimal value α of problem (3.1) is finite and with probability 1,
lim supk→∞ ‖xk‖ <∞. Assuming ρ := infs∈Ω ρ(h(·, s)) + ρ(r2) > 0, then one has
(i) Almost surely the sequence of function values {f(xk)} converges;∑∞k=0 ‖xk+1−
xk‖2 < +∞, and all limit points of (xk) are critical points of (3.1).
(ii) With the additional assumptions as in Theorem 3.1 (ii), one has dk = O(ln k/
√
k)
as k →∞.
Proof. (i). Consider the sequence {xk} generated by Algorithm 5. The proof
is similar for Algorithm 6. As before, denote by Fk = σ(x0, s0, ..., sk−1), k ∈ N,
the increasing σ− field generated by random variables x0, s0, ..., sk−1. For k = 1, 2, ...,
define the function Vk : R
n → R ∪ {+∞}, k ∈ N,
Vk(x) = G(x) + r1(x) −
〈
1
k
k∑
i=0
zki + w
k, x− xk
〉
− 1
k + 1
k∑
i=0
h(xk, si)− r2(xk).
As xk+1 is a solution of the problem (3.30), one has
(3.32) Vk(x
k+1) ≤ Vk(xk) = G(xk) + r1(xk)− 1
k + 1
k∑
i=0
h(xk, si)− r2(xk).
In virtue of the strong convexity of the function h(·, s) + r2, s ∈ Ω with modulus at
least ρ,
Vk−1(xk)− Vk(xk) = 1k+1
∑k
i=0 h(x
k, si)− 1k
[∑k−1
i=0
(〈zk−1i , xk − xk−1〉+ h(xk−1, si))]
+[r2(x
k)− 〈wk−1i , xk − xk−1〉 − r2(xk−1)]
≥ 1k+1
[
h(xk, sk)− 1k
∑k−1
i=0 h(x
k, si)
]
+ ρ2‖xk − xk−1‖2.
Thus
Vk(x
k+1) ≤ Vk−1(xk)− (Vk−1(xk)− Vk(xk))
≤ Vk−1(xk)− 1k+1
[
h(xk, sk)− 1k
∑k−1
i=0 h(x
k, si)
]
− ρ2‖xk − xi‖2.
By taking expectations with respect to Fk on both sides of the inequality above,
(3.33)
EFkVk(x
k+1) ≤ Vk−1(xk)− 1k+1
[
H(xk)− 1k
∑k−1
i=0 h(x
k, si)
]
− ρ2‖xk − xk−1‖2
≤ Vk−1(xk)− ξk − ρ2‖xk − xk−1‖2,
where ξk =
1
k+1
[
H(xk)− 1k
∑k−1
i=0 h(x
k, si)
]
. As in the proof of Theorem 3.1, one has
for some c > 0,
(3.34) E|ξk| ≤ c(1 +
√
ln k)√
k(k + 1)
, for all k ∈ N \ {0}.
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Hence,
∑∞
k=0 E|ξk| < +∞, then thanks to the supermartingale convergence, we ar-
rive at the conclusion that almost surely the sequence {Vk(xk+1)} converges, and∑∞
k=0 ‖xk+1−xk‖2 < +∞. The convergence of (Vk(xk+1)) implies obviously the con-
vergence of (Vk(x
k)), which follows so is (f(xk), since
Vk(x
k) = f(xk) +
[
H(xk)− 1
k + 1
k∑
i=0
h(xk, si)
]
,
in which, the second term converges almost surely to 0. The convergence of any subse-
quence to a critical point is proved similarly as for Theorem 3.1, since limk→∞ ‖xk −
xk−1‖ = 0.
(ii). Assume now ∇r2 and the derivatives ∇h(·, s), s ∈ Ω, are uniformly Lipschitz
with modulus L/2 on a compact set containing (xk). For k ∈ N∗,
(3.35)
yk−1 + wk−1 = 1k
∑k−1
i=0 ∇h(xk−1, si) + ∂r2(xk−1)
∈ 1k
∑k−1
i=0 ∇h(xk, si) + ∂r2(xk) + L‖xk − xk−1‖B
⊆ ∇H(xk) + ∂r2(xk) +
(
ηk + L‖xk − xk−1‖
)
B,
where, ηk =
∥∥∥ 1k∑k−1k=0∇h(xk, si)−∇H(xk)∥∥∥ . Noticing yk−1 + wk−1 ∈ ∂G(xk) +
∂r1(x
k), one has
(3.36) d(0, ∂G(xk) + ∂r1(x
k)−∇H(xk))− ∂r2(xk)) ≤ ηk + L‖xk − xk−1‖.
Relation (3.21) in the proof of Theorem 3.1 implies
(3.37)
τk := Ed(0, ∂G(x
k)+∂r1(x
k)−∇H(xk)−∇r2(xk)) ≤ LE‖xk−xk−1‖+ c(1 +
√
ln k)√
k
.
Thus E‖xk − xk−1‖2 ≥ τ2k/(2L2)− c
2(1+
√
ln k)2
L2k , and by (3.34),
EVk(x
k+1)− EVk−1(xk) ≤ − ρ2E‖xk − xk−1‖2 + E|ξk|
≤ − ρEτ2k4L2 + ρc
2(1+
√
ln k)2
2L2k +
c(1+
√
lnk)√
k(k+1)
Therefore, for k ∈ N∗,
ρ
4L2
k∑
i=1
Eτ2i ≤ EV0(x1)− EVk(xk+1) +
k∑
i=1
ρc2(1 +
√
ln i)2
2L2i
+
k∑
i=1
c(1 +
√
ln i)√
i(i + 1)
,
implying, for some V ∗ > 0,
ρ
4L2
d2k ≤
EV0(x
1)− V ∗ +∑ki=1 ρc2(1+√ln i)22L2i +∑ki=1 c(1+√ln i)√i(i+1)
k
.
By noticing that
k∑
i=1
(1 +
√
ln i)2
i
= O(ln2 k), and
∞∑
i=1
1 +
√
ln i√
i(i+ 1)
< +∞,
we conclude dk = O(ln k/
√
k). 
20 Le Thi Hoai An, Huynh Van Ngai and Pham Dinh Tao
3.3. Regularized Stochastic DC Algorithm. In this final subsection, we
consider a stochastic DC algorithm with proximal regularization process for solving
the DC problem (3.1). The algorithm is given as follows.
Algorithm 7: Regularized Stochastic DC Algorithm (RSDCA)
Initialization: x0 ∈ Dom r1, a sequence of positive reals {αk}, and set k := 0.
Repeat: k = 0, 1, ...,
1. Generating a random vector ζk ∈ Rn, yk ∈ ∂H(xk), and wk ∈ ∂r2(xk).
2. Compute a minimizer xk+1 of the problem
(3.38)
min
{
G(x) + r1(x) − 〈yk + wk + ζk, x〉+ 1
2αk
‖x− xk‖2 : x ∈ Rn
}
.
Remark 4. The stochastic proximal (sub)gradient type method for smooth/convex or
weakly convex functions can be regarded as particular cases of this stochastic algo-
rithm. In fact, the presence of the proximal regularization term in the subproblems
(3.38) can be regarded by the ”eye” of DCA as applying DCA on the following DC
decomposition (see e.g., [27]):
f(x) := G(x) + r1(x) −H(x)− r2(x)
=
[
G(x) + r1(x) +
1
2αk
‖x‖2
]
−
[
H(x) + r2(x) +
1
2αk
‖x‖2
]
.
Theorem 3.7. Let {xk} be a sequence generated by Algorithm 7. Denote by Fk =
F(ζ0, ..., ζk−1), k ∈ N∗ the increasing σ−field generated by random vectors ζ0, ..., ζk−1.
Suppose that the bounded sequence {αk} and the sequence of random vectors (ζk)
satisfies
(3.39)
∞∑
k=0
αk = +∞ and
∞∑
k=0
αkEFk‖ζk‖2 < +∞.
Assume further that almost surely lim supk→∞ ‖xk‖ < +∞ and lim supk→∞ ‖wk‖ <
+∞. Then one has
(i) (Convergence of the sequence of the objective values) The sequence
{f(xk)} converges and ∑∞k=0 αk‖xk+1 − xk‖2 < +∞. As a result, there is a
subsequence of {xk} converging almost surely to a critical point of problem
(3.1).
(ii) (The rate of the convergence to critical points) Suppose that either
G + r1 or H + r2 is continuously differentiable with a Lipschitz derivative
with a modulus L > 0 on a compact set containing the sequence {xk}. The
one has the following estimate, almost surely for each k ∈ N, for some c > 0,
(3.40) min
i=1,...,k+1
EFid
2
i ≤
c∑k
i=0 αi/(1 + αiL)
2
,
where dk := d(0, ∂G(x
k) + ∂r1(x
k)− ∂H(xk)− ∂r2(xk)), k ∈ N.
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Proof. Define the functions Vk : R
n → R ∪ {+∞} by
Vk(x) := G(x)+r1(x)−〈yk+wk+ζk, x−xk〉−H(xk)−r2(xk)+ 1
2αk
‖x−xk‖2, x ∈ Rn.
As xk+1 is a solution of (3.38), and by the convexity of the functions H, r2, for k ∈ N∗,
Vk(x
k+1) ≤ Vk(xk) = Vk−1(xk)− [H(xk) + r2(xk)−H(xk−1)− r2(xk−1)
−〈yk−1 + wk−1, xk − xk−1〉] + 〈ζk−1, xk − xk−1〉 − 12αk−1 ‖xk − xk−1‖2
≤ Vk−1(xk) + ‖ζk−1‖‖xk − xk−1‖ − 12αk−1 ‖xk − xk−1‖2.
Therefore, invoking the inequality ab− αb2/2 ≤ a2/(2α) for a, b, α > 0, one obtains
(3.41) Vk(x
k+1) ≤ Vk(xk) ≤ Vk−1(xk) + αk‖ζk‖2 − 1
4αk−1
‖xk − xk−1‖2,
consequently,
EFkVk(x
k+1) ≤ Vk−1(xk) + αkEFk‖ζk‖2 −
1
4αk−1
‖xk − xk−1‖2.
Since
∑∞
k=0 αkEFk‖ζk‖2 < ∞, thanks to the supermartingale convergence theorem,
the sequence {Vk(xk+1)} converges, and
∑∞
k=0
1
αk
‖xk+1−xk‖2 <∞. From (3.41), and
the second condition of (3.39), one obtains the convergence of the sequence {Vk(xk)} =
{f(xk)}. Next, since∑∞k=0 1αk ‖xk+1 − xk‖2 <∞, and the second condition of (3.39),
∞∑
k=0
αk
(
(‖xk+1 − xk‖/αk)2 + EFk‖ζk‖2
)
< +∞.
By the definition of the sequence {αk} that,
∑∞
k=0 αk = +∞, the preceding relation
implies that there are subsequences of {‖xk+1 − xk‖/αk} and of {ζlk} with the same
indices, say, {‖xlk+1 − xlk‖/αk} and {ζlk} converging to 0 almost surely. Let {xlk}
converge to some x∞ and let {ylk}, {wlk} converge to some y∞, w∞, respectively
almost surely. Then almost surely y∞ + w∞ ∈ ∂H(x∞) + ∂r2(x∞). Since
ylk + wlk + ζlk ∈ ∂G(xlk+1) + ∂r1(xlk+1) + (xlk+1 − xlk)/αk,
one obtains y∞ + w∞ ∈ ∂G(x∞) + ∂r1(x∞) a.s., that is
(∂G(x∞) + ∂r(x∞)) ∩ (∂H(x∞) + ∂r2(x∞)) 6= ∅,
showing x∞ is a critical point of f.
For (ii), assume now H + r2 is differentiable with Lipschitz derivative with mod-
ulus L on a set containing the sequence {xk} (the case of such the assumption on
G+ r1 is proved similarly). Then for k ∈ N, for each i = 0, 1, ..., k, since
yi + wi = ∇H(xi) +∇r2(xi) ∈ ∇H(xi+1) +∇r2(xi+1) + L‖xi+1 − xi‖B;
yi + wi + ζi ∈ ∂G(xi+1) + ∂r1(xi+1) + (xi+1 − xi)/αi,
one has
di+1 := d
(
0, ∂G(xi+1) + ∂r(xi+1)−∇H(xi+1)− r2(xi+1)
) ≤ ‖ζi‖+(L+1/αi)‖xi+1−xi‖.
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Thus, by using the inequality (a+ b)2 ≤ 2(a2 + b2) with a, b ∈ R,
EFid
2
i+1 ≤ 2EFi‖ζi‖2 + 2 (L+ 1/αi)2 EFi‖xi+1 − xi‖2,
consequently, for some c > 0,∑k+1
i=1 αiEFid
2
i /(1 + Lαi)
2
≤ 2∑ki=0 αiEFi‖ζi‖2/(1 + Lαi)2 + 2∑ki=0 1αiEFi‖xi+1 − xi‖2≤ 2∑∞i=0 αiEFi‖ζi‖2/(1 + Lαi)2 + 2∑∞i=0 1αiEFi‖xi+1 − xi‖2 ≤ c,
implying the desired estimate: mini=1,...,k+1 EFid
2
i ≤ c∑k
i=0 αk/(1+Lαi)
2 . 
We consider a particular way to generate yk and ζk at the iteration k, k ∈ N.
Let y(x, s) be a measurable selection of ∂h(x, s), (x, s) ∈ Rn × Ω. By the measurable
selection theorem (see e.g., [54] - Cor. 14.6, P. 647), such a measurable selection exists.
Then Esy(x, s) ∈ ∂H(x). At each iteration k of Algorithm 7, generate nk (nk ∈ N∗)
independent samples s1, ..., snk
iid≃ P and set
yk := Esy(x
k, s), yk + ζk :=
1
nk
nk∑
i=1
y(xk, si).
Then EFkζ
k = 0, and EFk‖ζk‖2 = Es‖y(xk, s)‖2/nk. Hence, the second condition of
(3.39) becomes
(3.42)
∞∑
k=0
αkEs‖y(xk, s)‖2
nk
< +∞.
Obviously, when the sequence {xk} is assumed to be bounded, this condition is sat-
isfied if the following two conditions are verified:
(a) For each x ∈ Rn, s ∈ Ω, h(·, s) is locally Lipschitz around x with a Lipschitz
modulus L(x, s) > 0 such that EsL
2(x, s) <∞;
(b) The sequences of regularized parameters {αk} and of sample sizes (nk) are
picked such that
(3.43)
∞∑
k=0
αkn
−1
k < +∞.
4. Conclusion remarks. In this paper, we have proposed the three variants
of SDCA (including 7 algorithms) and have established the convergence results for
these algorithms. From the theoretical viewpoint, as shown in the convergence the-
orems, the convergence rate of Algorithms 1 and 2 is relatively slow. To accelerate
the convergence rate, the generalized versions of these algorithms in making use of
weighted averages are proposed. The convergence rate of Algorithms 5 and 6 in which
the subgradients with respect to all past samples are updated at the current itera-
tion, is considerably faster than Algorithms 1 and 2, while the convergence rate of the
regularized SDCA (Algorithm 7) depends on the sequence of regularized parameters
{αk} and the sizes of samples at each iterations. In particular, if in Algorithm 7, the
constant parameter is used, then its convergence rate is of O(1/
√
k). An important
procedure in the proposed SDCA is to solve convex optimization subproblems. For this
purpose, existing stochastic convex optimization approaches, such as the stochastic
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proximal subgradient methods, could be used. The practical convergence rate of the
algorithms depends strictly on the methods dealing with those convex subprograms.
The convergence analysis of the proposed SDCA according to the stochastic methods
for solving the convex subproblems could be a challenge for further researches. The
applications of the proposed SDCA on real-world optimization problems will be the
forthcoming works as well.
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5. Appendix. Proofs of Lemmas 3.3 and 3.4. Proof of Lemma 3.3. The
idea of the proof is standard, as the one for the classical strong law of large number
(see [15]). We prove the lemma firstly for the case where EX40 < +∞ and γ > 1/2.
By consider Xi − µ instead of Xi, we can assume that EXi = 0, for all i ∈ N∗.
Setting Sk :=
∑k
i=0 αiXi, since ES
4
k =
∑
0≤i,j,l,m≤k αiαjαlαmE(XiXjXlXm), and by
independence, E(X3iXj) = E(X
2
iXjXl) = E(XiXjXlXm) = 0 for all 0 ≤ i 6= j ≤ k;
1 ≤ i 6= j 6= m and all 1 ≤ i 6= j 6= l 6= m ≤ k, one has
ES4k = EX
4
0
∑k
i=0 α
4
i + (EX
2
0 )
2
∑
0≤i6=j≤k α
2
iα
2
j
= EX40
∑k
i=0 α
4
i + (EX
2
0 )
2[(
∑k
i=0 α
2
i )
2 −∑ki=0 α4i ] ≤ C(∑ki=0 α2i )2,
for some C > 0. Therefore, the Chebyshev inequality implies, for any ε > 0,
P
(
|Sk| ≥ ε
k∑
i=0
αi
)
≤ ε−4 ES
4
k
(
∑k
i=0 αi)
4
≤ Cε
−4(
∑k
i=0 α
2
i )
2
(
∑k
i=0 αi)
4
≤ Cε−4/k2γ .
Consequently,
∑∞
k=1 P
(
|Sk| ≥ ε
∑k
i=0 αi
)
≤ Cε−4∑∞k=1 1/k2γ < +∞. As ε > 0 is
arbitrary, by the Borel-Cantelli Lemma, one has Sk∑k
i=0 αi
→ 0 a.s..
For the second case, by setting X+k = max{xk, 0} and X−k = max{−Xk, 0},
then X+k , X
−
k ≥ 0 and Xk = X+k − X−k , so it is enough to prove the lemma for
the case Xk ≥ 0.. Let Ak =
∑k
i=0 αk and Sk =
∑k
i=0 αiXi, k = 0, 1, .... Then
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ESk =
∑k
i=0 αiEXi = Akµ, and DSk =
∑k
i=0 α
2
iDX0. The Chebyshev inequality
implies, for any ε > 0,
P (|Sk −Akµ| > εAk) ≤ ε−2DSk
A2k
= ε−2DX1
∑k
i=0 α
2
i
A2k
≤ ε−2DX0 N
kγ
.
Let lk = [k
2/α], k ∈ N, the integer part of k2/α. One has
∞∑
k=1
P (|Slk −Alkµ| > εAlk) ≤ ε−2NDX1
∞∑
k=1
1/[k2/γ]γ < +∞.
Thanks to the Borel-Cantelli Lemma, since ε > 0 is arbitrary, one obtains Slk/Alk → µ
almost surely. To show Sk/Ak → µ a.s, for each k = 0, 1, .., picking lm(k) such that
lm(k) ≤ k < lm(k)+1, then
Slm(k)
Alm(k)+1
≤ Sk
Ak
≤ Slm(k)+1
Alm(k)
.
Since
lm(k)+1
lm(k)
→ 1, Alm(k)+1Alm(k) → 1, therefore limk→∞
Slm(k)
Alm(k)+1
=
Slm(k)+1
Alm(k)
= µ a.s.,
implying the desired conclusion Sk/Ak → µ a.s. as k →∞. 
Proof of Lemma 3.4. The proof is similar to the one of Lemma B2 in [18]. By using
symmetrization arguments and Rademacher averages as in Lemma 2.3.6 [60], one
obtains the following estimate, for k ∈ N∗,
(5.1) Emax
x∈X
∣∣∣∣∣ 1∑k
i=0 αi
k∑
i=0
αif(x, s
i)− Esf(x, s)
∣∣∣∣∣ ≤ 2ERk(f, α,X),
where,
Rk(f, α,X) := Eσ sup
x∈X
1∑k
i=0 αi
∣∣∣∣∣
k∑
i=0
σiαif(x, s
i)
∣∣∣∣∣ ;
{σi} are i.i.d random variables with values ±1 with probability 1/2. For a set A ⊆
Rk+1, denote by Rk(A) the Rademacher average of A with respect to {αi}:
Rk(α,A) := Eσ sup
a∈A
1∑k
i=0 αi
∣∣∣∣∣
k∑
i=0
σiαiai
∣∣∣∣∣ ,
where a = (a0, a1, ..., ak) ∈ Rk+1. The following lemma gives an upper bound of
Rk(α,A), which generalizes the one in Theorem 3.3 in [6].
Lemma 5.1. Let A ⊆ Rk+1 be a finite set of N elements. One has
Rk(A) ≤ max
a∈A
max
i=0,...,k
|ai|
√
2 ln(2N)
∑k
i=0 α
2
i∑k
i=0 αi
.
Proof. Set Ak =
∑k
i=0 αi. By using the Hoeffding inequality, stating that for a zero-
mean random variable with values in [t1, t2], Ee
X ≤ e(t2−t1)2/8, for any s > 0, one
has
Ee
s
Ak
∑k
i=0 σiαiai = Πki=0Ee
s
Ak
σiαiai ≤ Πki=0e
s2α2i a
2
i
2A2
k = e
s2
2A2
k
∑k
i=0 α
2
i a
2
i
,
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where the first equality is by independence. Hence, by the Jensen inequality,
esEmaxa∈A(1/Ak)
∑k
i=0 σiαiai ≤ Eesmaxa∈A(1/Ak)
∑k
i=0 σiαiai
≤∑a∈A Ee sAk ∑ki=0 σiαiai ≤ N maxa∈A e s
2
2A2
k
∑k
i=0 α
2
i a
2
i
,
which implies Emaxa∈A(1/Ak)
∑k
i=0 σiαiai ≤ lnNs +maxa∈A s2A2k
∑k
i=0 α
2
i a
2
i . By not-
ing that Rk(α,A) = Emaxa∈A∪(−A)(1/Ak)
∑k
i=0 σiαiai, the preceding inequality
yields, by considering the set A ∪ (−A) instead of A,
Rk(α,A)) ≤ ln(2N)
s
+max
a∈A
s
2A2k
k∑
i=0
α2i a
2
i ,
and by setting s = Ak
√
2 ln(2N)/maxa∈A
∑k
i=0 α
2
i a
2
i , it implies the desired estimate:
Rk(α,A) ≤ max
a∈A
√
2 ln(2N)
∑k
i=0 α
2
i a
2
i
Ak
≤ max
a∈A
max
i=0,...,k
|ai|
√
2 ln(2N)
∑k
i=0 α
2
i∑k
i=0 αi
.

To end the proof of Lemma 3.4, in view of estimate (5.1), we shall show that for
some c > 0, for all k ∈ N∗,
(5.2) Rk(f, α,X) ≤ c(1 +
√
lnβk)
βk
,
where βk :=
∑k
i=0 αi
(
∑
k
i=0 α
2
i )
1/2 . Indeed, assume that X ⊆ BR ⊆ Rn, a Euclide ball centered
at 0 with radius R > 0. For any ε > 0, there are N := N(ε) ≤ 4Ren/ε balls with
radius ε : B(yi, ε), yi ∈ X, i = 1, ..., N, which covers X, that is, X ⊆ ⋃Ni=1B(yi, ε)
(see, e.g., [8]). Setting Yε := {y1, ..., yN}, Since f(·, s) are Ho¨lder continuous on X
with constants L, γ >, one has
|Rk(f, α,X)−Rk(f, α, Yε)| ≤ Lεγ .
Defining the finite set A ⊆ Rk+1 by
A :=
{
ai = (f(yi, s0), ..., f(y
i, sk)) : i = 0, ..., N
}
,
we see thatRk(f, α, Yε) = R(α,A), therefore Lemma 5.1 implies, noting that |f(x, s)| ≤
M for all (x, s) ∈ X × Ω,
Rk(f, α, Yε) = R(α,A) ≤ max
a∈A
max
i=0,...,k
|ai|
√
2 ln(2N)
∑k
i=0 α
2
i∑k
i=0 αi
≤M
√
2n ln(8R/ε)
∑k
i=0 α
2
i∑k
i=0 αi
This together with the preceding inequality imply
Rk(f, α,X) ≤ Lεγ +M
√
2n ln(8R/ε)
∑k
i=0 α
2
i∑k
i=0 αi
,
and by taking ε =
(√∑
k
i=0 α
2
i∑k
i=0 αi
)1/γ
, we derive the desired estimate. 
