This paper considers the problem of analyzing and optimizing joint schedules of maintenance and throughput adjustment operations in manufacturing systems. The purpose of joint scheduling of maintenance and throughput changing operations is to maximize the cost benefits of maintenance operations in manufacturing systems in which some or all of the machines can execute their function under different process settings, resulting in different machine and system throughputs. Such a capability enables one to strategically slow down more degraded machines or accelerate freshly maintained machines so that production targets can be met and maintenance operations can be offset to times when they are less intrusive on the manufacturing process. A Monte-Carlo-simulation-based method is proposed for the evaluation of cost effectiveness of any schedule of maintenance and throughput changing operations, and a geneticalgorithm-based method is proposed to enable searching for schedules that would maximize the cost benefits of these operations. A matrix chromosome representation of the joint schedules of maintenance and throughput adjustment operations is introduced and several mechanisms of chromosome evolution and selection are proposed and analyzed in numerical simulations of such manufacturing systems. Results indicate a good ability for the newly proposed methods to achieve a tradeoff between cost benefits of production and losses due to maintenance operations through strategic allocation of maintenance and throughput changing actions.
Introduction
Traditional maintenance actions consist of repair and replacement activities (Chen and Feldman, 1997; Wang, 2002) . However, in addition to these two commonly accepted maintenance actions, there are many other actions that can be used as a maintenance response to combat machine degradation and failure. For instance, when a machine is severely degraded, the throughput setting of the machine can be lowered so that the machine runs in a less loaded state which decelerates its degradation. As the degradation is slowed down, the machine can stay in production, albeit at a lower rate, until a repair or replacement action is ready to be performed. By doing so, repair or replacement can take place in a more favorable time frame giving the maintenance crew adequate time to prepare the resources needed for such actions. With enough preparation, maintenance actions can be performed in a more efficient manner, using less labor and/or time, while also making the machine more available for production. * Corresponding author A change in throughput can also be beneficial for reaching production goals when unpredicted events happen in the system that disturb the original production plan. In typical manufacturing plants, such as automotive factories, production scheduling is usually done offline, on the basis of market demand and production capability. The outcome of the scheduling process is the daily production goal for each shop to achieve and it is the plant manager's task to manage in detail each piece of equipment in order to meet the objective. With current maintenance and production scheduling practices, when an unpredicted event such as a sudden machine breakdown happens, the system will resume its normal production level when the maintenance operation on the machine is finished. The time waiting for the maintenance completion is essentially lost time and there is an increased probability that the remaining time is not enough to complete the daily goal without additional resources, time and labor.
On the other hand, North American automotive factories operate typically at efficiency levels of 60-70%. Thus, if necessary, there is often an opportunity to increase system production throughput to meet the production goal within the remaining time. Hence, adjustments in the machine throughput can be used as another maintenance action 0740-817X C 2007 "IIE" in response to the dynamic change inside the production system, resulting in a more flexible maintenance decisionmaking process than the one relying only on repair and replacement actions. The main challenge is to perform replacement, repair and production speed changing actions in such a way that the resulting combined benefit considering production gain and maintenance expenses can be maximized.
In this paper, the need for scheduling methods that can fully utilize changeable throughput capabilities in order to maximize the benefits of maintenance operations is addressed. Methods will be presented to facilitate the concurrent finding of the schedule of maintenance actions and production throughput changes for production systems in which throughput settings of machines can be adjusted as a reaction to equipment degradation and plant variation.
The risk of equipment failure or unacceptable behavior over time can be assessed from historical reliability curves, or using predictive condition-based maintenance methods, such as those reported in Djurdjanovic et al. (2003) . Over time, equipment degrades and the likelihood of its unacceptable behavior grows. Figure 1 illustrates one possible degradation pattern for a machine operating at a constant throughput level. When the throughput settings are changed from one time instance to another, as shown in both illustrations in Fig. 2 , the machine health curve over time will change its shape accordingly. As shown in Fig. 2(a) , when the machine is slowed down and its throughput is lowered, the degradation of the machine's health is expected to decelerate, allowing the machine to have a greater chance of survival for a longer period of time. However, the change of throughput setting at any time instance will also affect the production output. The lowering of machine throughput will result in lower productivity and thus one can say that the additional chance of machine survival is achieved at the expense of a smaller production. On the contrary, when the throughput setting is raised to allow more production, machine health degradation will be accelerated, resulting in more risk of equipment breakdowns and consequent interruptions to the normal manufacturing process. The second case is illustrated in Fig. 2(b) .
A tradeoff needs to be achieved between the maintenance actions and throughput setting changes so that the combined benefit of production gain and maintenance expenses is maximized. Achieving this tradeoff becomes very significant especially in an the environment where producing more products does not imply a better (more profitable) manufacturing process. Such an environment can be found in order-based production where a certain amount of products is needed and over-production can even be detrimental. Due to the inherent interaction between the maintenance and throughput changing actions briefly described above, a solution to this problem becomes particularly challenging in complex manufacturing systems, when multiple machines in the system are capable of changing their throughput settings. The purpose of the work presented in this paper is to find methods to obtain the optimal schedule of maintenance and throughput changing actions, considering the effects these actions have on the overall system performance and reliability.
The remainder of this paper is organized as follows. In Section 1, an analytical solution to a maintenance and throughput setting schedule for a one-machine system is first presented. Analytical results obtained in this section are then verified through a Monte Carlo simulation. In Section 3, a genetic-algorithm-based search method is presented to facilitate the identification of the optimal maintenance and throughput changing schedule for a general production system, with each individual maintenance schedule being evaluated by a Monte-Carlo-simulation-based method. A numerical experiment based on the simulation of a manufacturing system with multiple machines capable of changing throughput settings is introduced in Section 4. The results collected from the corresponding experiment are also discussed in Section 4. The summary of the work presented in this paper and proposed future work can be found in Section 5.
Analytical solution to a one-machine system

Mathematical basics
Let us consider a one-machine system with the machine having two throughput settings. The machine is connected to an infinitely large supply to provide raw parts and an infinitely large buffer to accept finished parts. For the sake of analytical tractability, it will be assumed that the machine operating time between two adjacent repairs (i.e., time to failure) follows an exponential distribution, with the time to repair the machine following a different exponential distribution. It will be assumed that a corrective maintenance policy is used in this one-machine system (maintenance is performed only when the machine fails), and the machine life will not be affected by the maintenance action. It is also assumed that maintenance operations are independent of changes in throughput setting and that there are no extra costs or losses of time necessary to make the throughput changes. Finally, it will be assumed that the machine is not idling at any point, i.e., that it is either producing products or it is being maintained.
The production benefit will be evaluated as the difference between production gain and maintenance expense. Production gain is calculated based on the number of parts produced with a fixed profit associated with every part produced. In addition, a production goal will be assumed for each period. Once that goal is reached, additional products will create no additional benefit. On the other hand, if the goal is not reached, a fixed penalty will be assumed. Maintenance expense is depicted by the time spent on repairing the machine after it fails. In summary, the overall production benefit in this example is expressed as
where N T is the production target, C p is the benefit per part produced, M c is the time of maintenance spent on repairing the machine, C m is the maintenance cost per unit time, and C penalty is the cost penalty for not meeting the production goal.
Firstly, let us consider the case when only one machine throughput setting is used, that is, when the machine is working at a constant cycle time. In order to evaluate the expected production benefit the probability density function f (t) of producing n products within time period t by one single machine having alternating operation and repairing periods can be expressed as (Kim and Alden, 1997) :
where x = (λµn/S)(t − n/S) and S is the production speed of the station, measured in parts per unit time, λ is the failure rate for the station, where operating times between failures are independent and exponentially distributed with mean 1/λ, µ is the repair rate for the station, where repair times are independent and exponentially distributed with mean 1/µ, n is the number or parts, t is the time needed to produce those n parts, I 1 (x) is the modified Bessel function of order one, and u 0 (t) is the unit impulse function centered at t = 0. The probability p(n) of producing at least n parts within the time period T can be obtained through the integration of density f (t) over time from zero to T, that is
If P(x) T = Pr{x = n} denotes the probability of producing exactly n parts in the time period T, the probability function p(n) can be rewritten as
Then, one can easily conclude from Equation (4) that:
Let us now express the time of corrective maintenance, which is needed to express the benefit function (1). Since the cycle time is assumed to be constant, it is clear that if n parts are produced within the time period T, a time period of n/S is needed for the production and then T − n/S is the time spent on maintenance. The benefit function (1) with a production target can therefore be rewritten as
Consequently, the expected production benefit within the operation period T, with a production target N T can be expressed as
where N L = [T/S] is the maximum number of parts the system can produce, [a] denotes the largest integer number smaller than any real number a, and P(n) T is the probability of producing exactly n parts within a time period T, as expressed using Equation (5). Because of the "memory-less" properties of the exponential distributions, any given time period T with multiple throughput adjustments is equivalent in terms of reliability to machine operation in two successive time spans T 0 and T 1 = T − T 0 , where T 0 equals the sum of all time periods spent in one throughput setting, and T 1 equals the sum of all time periods spent in the other throughput setting. In this equivalent case, the change of machine throughput only happens once, when the machine transitions between modes. Furthermore, due to the same "memory-less" property of exponential distributions, there is no difference depending on which speed setting is used first. Therefore, the expected production benefit of any time period T is equivalent to that corresponding to its two-period counterpart, where the machine functions continuously with one throughput setting and then continuously with the other throughput setting.
Suppose n 0 and n 1 parts are produced respectively in the time periods T 0 and T 1 = T − T 0 respectively. Then, the maintenance time is given as
where S 0 is the machine speed in parts per unit time during the period T 0 , and S 1 is the machine speed in parts per unit time during the period T 1 . Therefore, the combined benefit of producing n 0 + n 1 parts can be expressed as
The probability of producing exactly n 0 parts in one throughput and n 1 parts in the second throughput can be written as
Therefore, the overall expected benefit within time period T, given that the machine operates in one throughput setting during period T 0 and in the other throughput setting during the period
where N L0 = T 0 /S 0 and N L1 = T 1 /S 1 are the maximum number of parts to be produced in mode 0 (throughput setting during the period T 0 ) and mode 1 (throughput setting during the period T 1 ).
One can now maximize the benefits of altering the throughput of the machine through an optimization process where Equation (11) is the objective function and time duration T 0 of machine operation in mode 0 is the decision variable. Local maxima of the benefits function (11) can be found by for example solving for T 0 so that derivatives of E (T 0 ) T with respect to T 0 satisfy E (T 0 ) T = 0 and E (T 0 ) T < 0.
Numerical example
Since a modified Bessel function is used in the probability density function (2), the expected benefit for the onemachine system E(T 0 ) T can not be simplified to an explicit analytical form. Numerical integration may be needed to calculate the probability of producing more than n parts within time period T, p(n) = Pr{x ≥ n} and other values depending on it.
The parameters for the system that was numerically studied in this section are listed in Table 1 .
Mode 0 has a larger production rate, allowing more throughput in unit time. The tradeoff in mode 0 is its higher failure rate because of which more maintenance is needed to maintain the production. In comparison, mode 1 has a smaller production rate but can sustain longer production periods between successive maintenance operations. Figure 3 shows analytical results obtained for various production targets N T as a function of machine operation in mode 0 (fast mode). In addition, it is also possible to see in this figure the average cost benefits evaluated from 200 runs of Monte Carlo simulations using the parameters listed in Table 1 . It can be seen that the analytical results closely match the simulation results. All analytical results were within a ±3σ range from the average cost effects evaluated by the Monte Carlo simulation, where σ denotes the variance of the cost effects evaluated from the 200 Monte Carlo simulation runs. Figure 4 shows the analytical results on the cost effects of maintenance schedules and throughput adjustments for a production target of N T = 7000 parts, superimposed with the expected cost effects and ±3σ limits away from the average cost effects, evaluated from the Monte Carlo simulation. Thus, the simulations confirmed the analytical results obtained in this section.
3. Optimal maintenance scheduling using a genetic algorithm approach
Method overview
The system considered in the previous section was a rather simple system consisting of one machine with two possible throughput settings and with very specific reliability and repair time assumptions that resulted in an analytically tractable problem of obtaining the most cost-effective maintenance and throughput setting schedule. However, there is a need to obtain maintenance schedules in the case of general systems of machines with variable throughput settings by specifying schedules of both maintenance operations and changes of machine throughputs that maximize the overall system-level profit, considering both the production gain and maintenance expense. In a general case, this problem is not analytically tractable and non-analytical tools are needed to evaluate the effects of a particular schedule.
The method proposed in this section for joint optimization of maintenance and throughput changing schedules in general manufacturing systems consists of a schedule evaluation process and a procedure for schedule optimization that maximizes the cost effects of maintenance and throughput changing operations. The schedule evaluation incorporates the throughput setting change into a discreteevent Monte Carlo simulation (Hoover, 1989 ) based on which the cost effects of given schedule are evaluated. The genetic-algorithm-based optimization approach (Holland, 1962; Marseguerra et al., 2002 ) is adopted to facilitate the search for the most cost-effective schedules. Both elements of this procedure for maintenance and throughput setting schedule optimization will be discussed in the remainder of this section.
Simulation-based schedule evaluation
The purpose of the schedule evaluation is to evaluate the cost effects of any possible schedule using a cost function that takes into account production gain and maintenance expenses. In addition to the effects caused by the traditional maintenance actions of repair and replacement, the effects of changing throughput settings also need to be considered in the evaluation process.
In Monte Carlo simulations of operations of multimachine manufacturing systems, machine life is expressed as a randomly generated number from a specific reliability distribution and a new value independent of the previous life is randomly selected from the same distribution whenever the machine is revived after a maintenance operation (Kouikoglou and Phillis, 1997; Kouikoglou, 2002) . In the simulation of systems consisting of machines with ad-justable throughput settings, the life value for each machine also needs to be adjusted whenever a machine changes its throughput settings. However, in this case, the life value cannot be independently selected from the associated random distribution at the time of change. Each time a change in throughput occurs, a portion of the total machine life has already been used up and the remaining life then follows a conditional random distribution given the past life of that machine, which is almost always different from the life distribution for a new or just repaired machine. Estimating such a conditional life at any given time from a particular given distribution can be challenging. In this paper, a linear life reduction model is used, which means that every machine starts with a random initial life value which continuously reduces over time (or with each working cycle for machines with cyclical operation) as long as the machine remains in operation. Whenever the life of a machine drops to zero, the machine is considered to be broken. The amount of life reduced per unit time (or working cycle) under a particular throughput setting is calculated using the life distribution associated with that setting. A setting with a longer expected life will have a smaller value of life reduction per unit time (working cycle) and will therefore have a longer time before failure. In contrast, a setting with a shorter expected life will have a larger life reduction value. With such an assumption, whenever the throughput setting changes, one only needs to adjust the value of the life reduction per unit time (working cycle) for that machine. In this paper, this adjustment is done proportionally to the expected life times (mean time between failures) for each throughput setting, that is
where t i red denotes life-time reduction under machine setting i, while MTBF i denotes mean time between failures for machine setting i. One should note that this adjustment that is based on the corresponding MTBF may not be the best way, but the adjustment of the remaining life under variable conditions is a research topic in itself and is outside the scope of this paper. Other alternatives for assessing the reliability of equipment under variable operating conditions include Liu et al. (1995) , Sloan and Shantikumar (2002) and references therein.
A cost function is needed to calculate the system profit based on the system performance obtained using the Monte Carlo simulation approach. Some of the possible cost factors that can contribute to the cost-effect function include: r production gain for each part produced; r production target; r maintenance cost per unit time; r extra cost of maintenance to change the operation modes.
Depending on the composition of the cost function, required parameters should be extracted and calculated to give the final evaluation of a candidate schedule, i.e., to evaluate the objective function for each candidate schedule. One possible cost function is given by Equation (1) shown in the previous section. This optimization can be conducted under the constraints of available maintenance personnel and resources, but this constrained problem is not addressed
Algorithm for optimizing maintenance and throughput schedule
3.3.1. Matrix chromosome For a system having N machines that can be maintained or whose throughput can be changed in M discrete timemoments, joint schedules of maintenance and throughput changing operations for the entire system can be represented by a N × M matrix illustrated in Fig. 5 . In one such matrix [A i,j ] i=1,···,N,j=1,···,M , element A i,j represents the action to be performed on machine i at time slot j. Such an action can be a preventive maintenance (coded as a 1 in the corresponding matrix entry), an increase in machine throughput setting (coded as a 2 in the corresponding matrix entry), a decrease in the machine throughput (coded as a 3 in the corresponding matrix entry), or no action at all (coded as a 0 in the corresponding matrix entry). One should note that numerical symbols 0, 1, 2 and 3 could have been replaced by some other four symbols. Each entry in this matrix is essentially a discrete decision variable for the optimization procedure that would maximize the cost benefits described in the previous section through appropriate allocation of actions that need to be taken on machine i at time slot j.
One can observe that a single column of elements [A i,j ] i=1,...,N in matrix A represents the action sequence at a given time moment T j . A single row of elements [A i,j ] j=1,...,M represents the combination of actions to be performed on machine i over time. Following the standard nomenclature used in the literature on genetic algorithms (GAs), matrix representation of joint schedules of maintenance and throughput changing actions will be referred to as the matrix chromosome, and each element of this chromosome will be referred to as a cell of that chromosome.
The heuristics in the GA-based improvement of schedules is iterative improvement through a series of crossover and mutation operations on each chromosome in the population, with higher-scored chromosomes that represent schedules with greater cost benefits having higher probabilities of passing their information to subsequent generations of schedules (Gen and Cheng, 2000) . In a matrix chromosome, the patterns contained across any chromosome row represent the combination of maintenance and throughput changing operations at the corresponding time moment, whereas patterns contained in matrix chromosome columns represent the combination of maintenance and throughput changing operations for corresponding machines. Both pieces of information are crucial to a good scheduling solution and need to be considered when the mechanism for chromosome crossover and mutation is selected.
The chromosome crossover is a mechanism of exchange of genetic material between two chromosomes that needs to facilitate exchange of genetic information representing both the machine actions on one machine over time as well as a combination of actions done in a system at any given time. Single-point crossover, that is treating the matrix chromosome as a linear chromosome and performing a cut-and-swap operation as illustrated in Fig. 6 , will readily change the pattern across columns in both parent matrix chromosomes while the patterns in rows are not sufficiently mixed. A block crossover as shown in Fig. 7 , gives sufficient chances for the patterns in rows and columns to be exchanged. In certain cases, the selected exchange window can be as wide as the whole height of the chromosome, thereby exchanging the complete schedule of a specific machine between two parent chromosomes. In some other cases, the selected window can be as high as the whole chromosome allowing two parent chromosomes to exchange schedule combination at corresponding time points. Such situations are illustrated in Fig. 8 . In order to achieve the same effect with single-point crossover, an exact sequence of crossover operators must be applied, which is less likely to happen in a stochastic search characteristic for GAs. Therefore, the mechanisms of block crossover illustrated in Figs. 7 and 8 was expected to perform better than the single-point crossover illustrated in Fig. 6.   Fig. 7 . Illustration of matrix chromosome block crossover.
Similar logic can be used to devise the chromosome mutation operation. In a typical GA application, mutation consists in a random perturbation of randomly selected cells in the chromosome, where the mutation ratio is kept low in order to stabilize the method (Gen and Cheng, 2000) . As illustrated in Fig. 9 , mutation can occur in a single cell (left-hand plot), which corresponds to random mutation often encountered in traditional GAs, as well as in a randomly selected series of cells (right-hand plot), where several consecutive chromosome cells are perturbed. A more aggressive mutation mechanism, such as the one illustrated in the right-hand plot of Fig. 9 , facilitates easier escape from local optima, even though it can potentially slow the convergence of the GA search. Therefore, a block mutation operator which changes a series of randomly selected, consecutive chromosome cells was expected to yield better results than the single-point mutation.
In the series of chromosome crossover and mutation operations described above, it is possible to generate a schedule candidate that requires more maintenance actions than there are maintenance crews available at one time point. Such a schedule can be viewed as an infeasible candidate because it cannot be executed. Instead of eliminating those infeasible candidates immediately after crossover and mutation, it is possible to keep them in the evaluation process and further chromosome evolution in order to fully utilize any good traits within those infeasible solutions. For example, crossover between two infeasible candidates may generate a feasible solution with a high corresponding cost benefit. Nevertheless, infeasibility can be detected during simulation evaluation and punished by reducing the evaluated benefits and the corresponding chromosome fitness. This reduces the chance for infeasible chromosomes to produce offspring and start dominating the population. In the long run, infeasible solutions will be ultimately eliminated due to their low fitness levels. Such penalty-based GA solutions to constraint optimization problems are well-documented in Michalewicz and Schoenauer (1996) .
Two evolution schemes are studied in this paper:
Evolution scheme E 1 : In this evolution scheme, chromosomes in the population of approximate candidate solutions are first sorted and the selection of the highest-scored individuals for mating is performed. New chromosomes generated using crossover and mutation operators then directly overwrite the existing ones, creating a new generation of candidate solutions for the next iteration. Elitism is used to prevent the chromosomes with highest fitness level being replaced during new population generation, thus ensuring that the best chromosomes always survive. This evolution scheme resembles the evolution schemes traditionally found in the GA literature (Coley, 1999; Djurdjanovic and Ni, 2004) . Evolution scheme E 2 : In this evolution scheme, new chromosomes are first generated using crossover and mutation operators, with the highest-scored individuals having a larger probability of participating in a crossover. The newly generated chromosomes are added to the in- Fig. 9 . Mutation operator.
dividuals from the previous generation, thus creating a temporary population of newly created and previously existing individuals. Subsequently, the highest-scored individuals in this temporary population are selected to create a new population representing the next generation of candidate solutions. A similar approach was followed in Gen and Cheng (2000) to ensure a larger genetic diversity and survival of highest-scored individuals from the previous generations of candidate solutions. Figure 10 illustrates the GA-based search for the most cost-effective schedules of maintenance and throughput changing operations using this evolution scheme.
The GA-based search process will end when a predetermined number of generations has elapsed, and the highestscored chromosomes in the last generation will be the output as the suggested maintenance schedules.
Experiments and results
This section offers results of numerical simulations of a manufacturing system of four machines, two of which have the capability of having variable throughput settings. These simulations were conducted to analyze the performance of the different chromosome evolution and selection schemes Fig. 10 . Genetic-algorithm based schedule search. described in the previous section. Based on this comparative performance analysis, one preferred GA scheme was tested in numerical simulations of the same manufacturing system for a series of production targets in order to observe changes in the optimal schedules of maintenance and throughput changing actions with changes in production targets.
Comparison of the performance of different GA schemes
The performance of the crossover, mutation and evolution schemes described in subsection 3.3 is compared using a simple system whose layout is shown in Fig. 11 . Two of Fig. 11 . Layout of the manufacturing system used for analysis and validation of the method for joint scheduling of maintenance and throughput adjustments.
the machines have two possible throughput settings: one fast mode and one slow mode. The corresponding parameters of the machines are listed in Table 2 . The time to failure of each machine is assumed to follow a one-parameter Weibull distribution with expected values (mean time between failures) as listed in Table 2 . The other two machines in the system are ordinary machines with only one operating speed. The speed of the ordinary machines is assumed to be high enough to keep up with any operating mode in which the two machines that can change their throughput setting are operating. It is also assumed that only one maintenance crew is available and hence only one machine can be repaired at a time. Four different combinations of GA-based optimization schemes are studied.
r In the first scheme, the single-point mutation and linear crossover are used. The next generation of individuals are generated using the evolution scheme E 1 , in which the selection of the highest scored individuals is performed before evolution operations.
r The second scheme uses the single-point mutation and linear crossover, combined with the evolution scheme E 2 , in which a temporary population consisting of individuals from the previous generation and the new chromosomess created through crossover and mutation, after which the highest scored individuals from this temporary population are selected to form the next generation of candidate solutions.
r The third scheme uses the block matrix crossover and mutation operators combined with the evolution scheme E 1 .
r The fourth scheme uses the block matrix crossover and mutation operators combined with the evolution scheme E 2 .
In all evolution schemes, the mutation rate was selected to be 5%, the crossover rate was set to 70% and the population size was 40 individuals. These parameters were selected ad hoc, even though one could systematically select the aforementioned parameters by optimizing the on-and off-line performance criteria as defined in De Jong (1975) , or the convergence velocity, as defined in Bäck (1996) .
When all machines are set at their slow mode, the system can produce a maximum of 4115 parts within the time horizon of a day. When the two machines that can change their throughput setting are set to their fast mode, the number of parts that can be produced within a day grows to 5293 parts. Based on this observation, two situations were considered in the comparison. In the first situation, the system is required to produce 4500 parts, which means that the machines can work in their slow mode for a prolonged period of time and the target can still be achieved within the designated time frame. In the second situation, the production target is set to 5000, which is close to the maximal throughput capacity of the system when all machines are set to their high throughput setting all the time. In other words, all machines must work as fast as possible to achieve the goal Fig. 12 . Comparison of convergence for various GA schemes, with the production target set at 4500 parts.
within the time horizon. For testing purposes, all initial decisions set all chromosome cells to have values consistent with the 'slow mode'. Therefore, less change is needed to produce the optimal solution in situation 1 than in situation 2. Furthermore, since all chromosome cells are intuitively expected to have the value as "fast mode" in situation 2, a dramatic evolution process transforming the initial population would be needed to find the optimal schedule solution.
The result of running multiple GA optimization runs with each optimization scheme is shown in the following figures. Figure 12 shows the convergence of multiple runs of the four GA optimization schemes applied to situation 1, Fig. 13 . Comparison of convergence for various GA schemes, with the production target set at 5000 parts.
while Fig. 13 shows the results of the four GA optimization schemes applied to situation 2. It is clear from Fig. 12 that in situation 1, all schemes are able to converge to a certain fitness level. However, both schemes using simple linear crossover and mutation operators converge to a lower fitness level compared with schemes using block crossover and mutation operators. It is found that this lower fitness level corresponds to a local optimum where maintenance actions are optimally scheduled but no changes of machine throughput are scheduled. Schemes using block crossover and mutation use the advantage of being able to change their throughput and suggest schedules with higher cost benefits. For situation 2 shown in Fig. 13 , schemes with simple linear crossover and mutation operators converge to a local optimum in the same manner as in situation 1. The schemes using block crossover and mutation operators showed a poorer convergence than those implementing simpler linear crossover and mutation operators, which is due to the aggressive nature of block operators. Nevertheless, this aggressive nature of block crossovers and mutations enables the corresponding GA to escape the local optima and find better solutions at the expense of the longer evolution that is necessary to achieve the convergence. Furthermore, the combination of block crossover and mutation operators with the evolution scheme E 2 evolution-first method shows more likelihood to converge towards a higher-scored solution.
Based on an analysis of the two situations described above, the cause of the early convergence and local trapping of GA optimization runs can be attributed to the ex-istence of multiple local optima that are more easily circumvented by more aggressive evolution operators, such as block chromosome crossovers and mutations, as well as by evolution schemes that maintain population diversity over a larger number of generations, which is the case of evolution scheme E 2 . The advantages of block crossovers and mutation become even more apparent in the second situation analyzed above, where a dramatic change of initial chromosomes was needed to find an optimal solution. The aggressive evolution facilitated by block crossovers and mutations facilitated such a dramatic change of the candidate schedules.
One should also observe that in the cases of results with production targets of 4500 parts and 5000 parts (the corresponding evolution of candidate fitnesses levels are shown in Figs. 12 and 13 , respectively), we noticed that only the GA runs implementing the aggressive block-crossover and block-mutation rules yielded solutions that met production goals in the majority of simulation runs. It is, however, noticeable that when the more aggressive production goal of 5000 parts was set (the corresponding evolution of candidate fitnesses is shown in Fig. 13 ), which, as mentioned earlier, requires that the system operates almost all the time in the fast mode, the majority of candidate solutions did not meet the production goal, even when the aggressive evolution schemes of block-crossover and block-mutation were used. Only in the case of the "chromosome evolution first" (shown in the bottom right of Fig. 13) , which is the most aggressive evolution scheme maintaining the highest level of population diversity throughout the GA process, did we observe five GA runs (out of ten) that yielded candidate solutions that in the majority of simulation replications met the production goal (and reached the fitness, or cost benefit, of 5000 manufactured units, even though the convergence characteristics were deteriorated, which is understandable since a more aggressive evolution scheme is used).
From the above, one can deduce that the problems addressed in this paper are highly multimodal and that aggressive evolution rules for candidate solution chromosomes may be needed to escape from local optima and yield better cost benefits of maintenance and throughput changes, in spite of the deteriorated convergence properties.
Optimization of joint maintenance and throughput changing schedules for different production targets
Following the results of the comparative study in subsection 4.1, we conducted the remaining numerical experiments using a GA-based search based on block chromosome crossover and mutation, combined with the evolution scheme E 2 . Based on the observation that within a horizon of a day, the system shown in Fig. 11 can produce at most 4115 parts when all machines are set at their slow mode, and 5293 parts when all machines are set at their fast production mode, three production targets are selected for optimization runs: a target of 4000 parts in a day, a target of 4500 parts in a day and a target of 5000 parts in a day. There is a severe penalty for an unachieved production goal. Therefore, in order to finish the 4500 part production goal optimally, the two special machines are expected to run about half a day in the fast mode. On the contrary, running the special machines all in slow mode can still achieve the 4000 parts production target, which in that case would be optimal since it would degrade the machines the least and hence possibly incur less maintenance than running the machines in the fast mode. Finally, in order to achieve the 5000 parts target, the two machines with variable throughput are expected to run almost the whole day in their fast mode.
The results of the runs are tabulated in Tables 3, 4 and 5 for production targets of 4000, 4500 and 5000 parts, respectively. When the machines with variable throughput capability are set at a slow production mode, they have a longer mean time between failure than when in a fast mode and thus need less time for preventive maintenance actions. The maintenance cost is therefore minimal when these machines are running in the slow production mode. However, the productivity is limited in this case and causes the production benefit to drop. On the other hand, when the machines with variable throughput capability are set at a fast production mode, more preventive maintenance actions are needed to maintain the machines in operation. The extra cost involved in maintenance is offset by the increased productivity, creating a higher overall combined benefit.
Consequently, in the case of a medium production target of 4500 parts in a day, it is good to run the special machines about half the time in the slow mode and the rest in the fast mode. As can be seen from Table 4 , the decisions calling for only slow production throughout the optimization horizon (row 1 of Table 4 ), or only fast production throughout the optimization horizon (row 2 of Table 4 ), cannot give benefits that are as high as the decision that has optimally combined maintenance with throughput changing operations (row 3 of Table 4 ). Therefore, the optimized decision combines slow and fast operation modes and suggests several throughput changes within the optimization horizon (in this particular case -five). These changes extended the useful machine life, resulting in smaller expenditures on the maintenance actions, while still achieving the production goal and thus yielding higher overall cost benefits. One should note that the throughput changing operations are not penalized in the objective function (1). If one penalized such throughput changing decisions, then the optimal solution would be likely to have fewer throughput changing operations (and eventually none, if the penalty for changing operations becomes sufficiently large). For the 4000 parts production target, the special machines do not ever need to increase productivity by switching to the fast mode. Then, the best solution is to keep the machines in the slow mode and maintain them preventively, which was readily found by the newly proposed schedule optimization method, as can be seen from Table 3 . For the case with a production target of 5000 parts, the goal can be barely achieved by machines running in the fast mode all the time. There is only a small amount of time the special machines can run in the slow mode and still reach the production target and therefore, the extension of machine life corresponding to that short-lived slowdown in production is not very significant. In this case, the newly proposed method readily offered the schedule in which all machines operate in the fast mode all the time, as can be seen from Table 5 .
Conclusions and future work
In this paper we introduce a method for optimizing systemlevel effects of maintenance operations by coupling traditional maintenance operations of machine repair and replacement with changes in machine throughput settings. It is shown through the analytical formulation that the optimal point for a single-machine system exists. In addition, the expected operation benefit comprising of both production gain and maintenance expenses for a special case of one machine with changeable throughput has been analytically derived and results were confirmed through simulations.
For any system of machines where at least some of them have the capability to have their throughput changed. A Monte-Carlo-simulation-based-evaluation method is proposed in order to calculate the expected benefit associated with any given maintenance and throughput changing schedule. A novel concept of matrix chromosomes is proposed to represent any concurrent schedule of maintenance actions and machine throughput changes, while a GA-based procedure is used to optimize those schedules using the natural heuristics of survival of the fittest. A simulated example is presented, demonstrating the capability of the newly proposed method for concurrent scheduling of maintenance operations and machine throughput settings.
Future work needs to deal with a real-life implementation of the methodology presented in this paper. Such effort will require consideration of costs and penalties involved with throughput or operation setting changes, as well as consideration of multiple failure modes on each machines, with the corresponding reliability characteristics and repair time distributions.
