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Abstract. A thermoelectric device creates a temperature gradient due to the applied voltage and produces a voltage
due to a temperature gradient. This thermoelectric coupling is referred to as the PELTIER-SEEBECK effect. We start
from the balance equations for a material with electric charge and deduce the constitutive equations necessary for
modeling. After insertion of the constitutive relations into the balance equations coupled nonlinear field equations
result. We implement and solve them by using open-source codes. A simulation of a thermoelectric device validates
the performed thermodynamically consistent continuum mechanics approach.
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1 GOVERNING EQUATIONS
In rational mechanics the balance equations are stated without further discussion. Unfortunately for balance equa-
tions including electromagnetic interactions many different formalisms exist, see [7, §286]. Even the MAXWELL
equations, which provide the connection between the electromagnetic fields, occur in various formulations, see [6]
and [3, §II]. Hence we present explicitly our derivation of the governing equations. We apply the EINSTEIN sum-
mation convention to all repeated indices and use a comma notation, ,i for partial derivatives in space, xi. We start
from the balance of (total) energy with energy density ρe and the balance of (linear) momentum with momentum
density ρvi written in (fixed) Cartesian coordinates:
ρe• − Fj,j − ρS = ρfLor.i vei , ρv•i − σji,j − ρfi = ρfLor.i , (1)
respectively, where the flux of energy, Fi, as well as the specific supply term, S, need to be defined. The flux of
momentum, σji, is nothing else but CAUCHY’s stress. The supply term of momentum, fi, includes body forces
stemming from a potential such as gravitational forces. The production of energy is given by the product between
the velocity of a charged particle, vei , and the LORENTZ force density:
ρfLor.i = ρzEi + ijkJjBk , (2)
where z denotes the specific electric charge, ρ the mass density, and Ji the electric current. The motion of atomic
charged particles is difficult to measure. However, the electric current, Ji = ρzvei , represents their motion in
macroscopic terms. Hence, the production term for total energy becomes
ρfLor.i v
e
i =
(
ρzEi + ijkρzv
e
jBk
)
vei = ρzEiv
e
i = JiEi , (3)
since ijk = −jik leads to ijkveivej = 0. The total energy is the sum of internal and kinetic energies. By multiplying
the balance of momentum by vi we obtain the balance of kinetic energy. After subtracting it from the balance of
total energy we obtain the balance of internal energy:
ρu• − (Fj − σjivi),j − ρ(S − fivi) = JiEi + σjivi,j − ρfLor.i vi . (4)
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The supply term of the internal energy is called the internal heating, r, and its flux term is known as the heat flux,
qi. By convention it is positive if the system gains energy. Hence:
−qj = Fj − σjivi , r = S − fivi . (5)
The production term can be rewritten by using Ji = ρzvi + Ji and the definition of the LORENTZ force density:
JiEi − ρfLor.i vi = JiEi − (ρzEi + ijkJjBk)vi = Ei(Ji − ρzvi)− ijk(Jj + ρzvj)Bkvi =
= EiJi − ijkJjBkvi = Jj(Ej + jikviBk) .
(6)
The electric current measured on the moving body, Ji, will be defined by a constitutive equation. The electromotive
intensity, Ei = Ei + ijkvjBk, allows us to rewrite the balance of internal energy as follows
ρu• + qi,i − ρr = JiEi + σjivi,j . (7)
For an unpolarized solid body the GIBBS equation reads
ρdu = ρT dη + eσijdεij , (8)
where the specific entropy, η, and the elastic part of stress, eσij , have been introduced. The stress tensor is additively
separated, σij = eσij + dσij , into an elastic term, eσij , and into a dissipative term, dσij . We use a linearized strain
measure εij = 1/2(ui,j + uj,i) = u(i,j), where ui is the displacement field in space and time, which will be
computed from the balance of momentum. Then by inserting the GIBBS equation (8) into the balance of internal
energy (7) we obtain the balance of entropy:
ρη• +
(qi
T
)
,i
− ρ r
T
= Σ , Σ = − qi
T 2
T,i +
Ji
T
Ei +
dσji
T
vi,j , (9)
where the entropy production, Σ, has to be positive according to the 2nd law of thermodynamics, Σ ≥ 0. Tensors
of different rank will not depend on each other—this principle is known as the CURIE principle. For simplicity
we neglect any viscous deformations in the continuum body, dσij = 0, and propose the following relations for an
isotropic material:
− qi
T 2
= λT,i + γEi ,
Ji
T
= βT,i + θEi . (10)
Since the 2nd law has to hold for any process:
− qi
T 2
T,i +
Ji
T
Ei ≥ 0 , λT,iT,i + (γ + β)T,iEi + θEiEi ≥ 0 , (11)
we conclude that:
λ ≥ 0 , γ + β = 0 , θ ≥ 0 . (12)
The second relation is referred to as ONSAGER’s relation.1 By renaming κ = λT 2, pi = Tβ/ς , and ς = θT we
obtain
qi = −κT,i + ςpiTEi , Ji = ςpiT,i + ςEi . (13)
The constitutive equations are linear if all coefficients are constant, viz., the heat conduction parameter, κ, the electri-
cal conductivity, ς , and the thermoelectric coupling, pi, are constants. For materials without thermoelectric coupling,
pi = 0, we obtain the well-known laws of FOURIER and OHM. In every conductor even a small temperature gradient
induces an electric current—this phenomenon is called the SEEBECK effect and is used by thermocouples. The same
relation also results in a heat conduction due to an electric field—this effect is named after PELTIER.
Now by introducing the specific free energy, f = u− Tη, and by inserting it in the GIBBS equation we obtain:
df = −η dT + eσijv dεij ⇒ f = f (T, εij) , (14)
According to the equipresence principle the conjugated variables, η and eσij , depend on the same set of arguments
as the energy, so that they become
dη =
c
T
dT − m˜ijv dεij , d eσij = m˜ij dT + Cijkl dεkl , (15)
1In the literature the ONSAGER relation is motivated by atomistic arguments. Herein we reach the same conclusion by using thermodynamics.
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where we have readily used the so-called MAXWELL relations and the fact that the measurement of entropy is
realized by controlling the heat pumped into the system. For a more detailed outline of these steps we refer the
interested reader to [1, §5]. The specific heat capacity, c, is measured at a constant strain and the stiffness tensor,
Cijkl, is determined at a constant temperature. Such measurements are well-known in the literature, however, the
thermal stress coefficient, m˜ij , is difficult to determine. For a constant stress we obtain:
0 = m˜ij dT + Cijkl dεkl ⇒ m˜ij = −Cijkl ∂εkl
∂T
∣∣∣∣
eσ
= −Cijklαkl , (16)
where the thermal expansion coefficient, αij , is known for many materials. For a linear material with constant
parameters, Cijkl, αij , we obtain the stress for an elastic material as well as the entropy after an integration from
the stress- and entropy-free states at ε = 0, T = Tref. to the present ones:
η = c ln
( T
Tref.
)
+ Cijklαklvεij , σij =
eσij = −Cijklαkl(T − Tref.) + Cijklεkl . (17)
For the electromagnetic fields, namely the electric field,Ei, and the magnetic flux (areal) density,Bi, we declare two
potentials, viz., the scalar potential φ in V =ˆ J/C, and the vector potential Ai in Wb/m =ˆ T m =ˆ J/(A m), as follows
Ei = −φ,i − ∂Ai
∂t
, Bi = ijkAk,j . (18)
For a conductor the scalar potential, φ, is calculated by satisfying the balance of (electric) charge:
Ji,i = 0 , (19)
under the assumption that no static load occurs, z = 0. In other words, we assume that the number of charged
particles flowing into the material from one end flow out through the other end simultaneously, such that the net
charge remains zero. In order to calculate the vector potential, Ai, we use one of MAXWELL’s equations:
−∂Di
∂t
+ ijkHk,j = Ji , (20)
where the charge potential, Di, and current potential, Hi, are given by the MAXWELL-LORENTZ aether relations:
Di = ε0Ei , Hi =
1
µ0
Bi , ε0 = 8.85 · 10−12 A s / (V m) , µ0 = 12.6 · 10−7 V s / (A m) . (21)
2 COMPUTATION
The objective is to compute the displacement ui from Eq. (1)2, the (absolute) temperature T from Eq. (9), and
the scalar and vector potentials, φ and Ai, from Eqs. (19) and (20), respectively. Since we model a solid body a
formulation in the LAGRANGEan configuration is more beneficial. For simplicity we approximate the deformation
gradient as the identity, in other words, we allow only small deformations. Then the governing equations remain
the same and the partial derivatives are in the space of initial positions of particles. For a numerical computation we
generate the weak form with the following steps:
• Discretize in time by using EULER backwards finite difference method, for example vi =
∂ui
∂t
=
ui − u0i
∆t
,
• Multiply the governing equations with test functions, δui, δT , δφ, δAi, and integrate over one finite element,
• Bring them to the same unit (herein we choose the unit of energy in J) and sum them up,
• Employ partial integrations in order to reduce the order in space derivatives in each term.
After applying these steps we obtain:
Fu =
∫
Ω
(
ρ
vi − v0i
∆t
δui + σjiδui,j − ρfiδui − ρfLor.i δui
)
dv −
∫
∂Ω
σjiδuinj da ,
FT =
∫
Ω
(
ρ(η − η0)δT −∆tqi
T
δT,i −∆tρr
T
δT + ∆t
qi
T 2
T,iδT −∆tJi
T
EiδT −∆t
dσji
T
vi,jδT
)
dv+
+
∫
∂Ω
∆t
qi
T
δTni da , Fφ =
∫
B0
(−∆tJiδφ,i)dV + ∫
∂B0
∆tJiδφNi dA ,
FA =
∫
Ω
(
− Di −D
0
i
∆t
δAi − ijkHkδAi,j − JiδAi − ρ0zviδAi
)
dv +
∫
∂Ω
ijkHkδAinj da ,
(22)
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where Form = Fu + FT + Fφ + FA is a nonlinear integral form. We choose the functional space for the primitive
variables ui, T , φ, Ai and their corresponding test functions δui, δT , δφ, δAi from the same SOBOLEV space as
usual in the GALERKIN-type finite element method. We program and solve in Python by using the novel open-
source packages developed under the FEniCS project, see [5].
Consider a wire with a rectangular cross section made of chromel (nickel-chromium alloy). This wire works as
a thermocouple (type E), such that a temperature difference at its both ends is measured as a (scalar) potential
difference. We clamp the wire of length ` = 0.1 m at one end and increase the ambient temperature at the other end
linearly in time, see the results in Figs. 1.
Figure 1: Distributions of primitive variables, T , ui, φ, Ai, colors indicate the magnitude, the deformation is 5000
times enlarged for a better visualization.
3 CONCLUSIONS
We have presented a multiphysical phenomenon well-known from thermocouples. As a consequence of the SEE-
BECK effect different temperatures at both ends of a wire produce a potential difference leading to an electric current
in a closed circuit. Hence, by measuring the potential difference in V we can detect the temperature. For the com-
putation of this phenomenon all necessary constitutive equations have been derived by using thermodynamics. The
weak form is solved by using the finite element method in space and the finite difference method in time. In order
to encourage further studies we publish the code in [2] under GNU Public license as in [4].
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Abstract. Air Plasma Spraying is a technological variant of thermal spraying which allows processing of nearly 
every congruent melting feedstock. This paper focuses on a methodology for the numerical prediction of the 
mechanical properties of the plasma sprayed coatings based on the process parameters. In the future the 
capability of the coatings to control the heat transfer between mould and molten plastics for injection moulding 
shall be investigated further to find out the applicability of the coatings to injection moulding. 
Keywords: Thermal Spray; Injection Moulding; Computational Fluid Dynamics; Finite Element Analysis 
 
1 INTRODUCTION 
The aim of this paper is the presentation of a methodology for simulative determination of properties of coatings 
deposited by air plasma spraying. The main goal here is the prediction of thermo-mechanical properties of final 
coatings based on the process parameters of the thermal spray process. In addition to that, the applicability of air 
plasma sprayed coatings as a thermal barrier in injection moulding will be discussed. Thermally sprayed coatings 
are expected to positively affect problems such as shrinkage and warpage of moulded components in injection 
moulding by influencing the heat transfer between the mould and workpiece during injection moulding process. 
 
Thermal spraying (TS) is a common coating process with diverse applications. Air plasma spraying (APS) is a 
process variant of thermal spraying which allows processing of almost every congruent melting powder feedstock. 
During APS the particles of the powder feedstock are heated to near melting temperature and accelerated towards 
the pre-processed substrate surface. A functional coating is formed through overlaying and solidification 
processes of individual particles which define the mechanical properties of the final coating. Particles that are 
spread on the substrate rapidly solidify due to the large heat dissipation rates. The microstructure of thermally 
sprayed coatings is more complex in comparison to conventional materials and their macroscopic properties differ 
significantly from the properties of the original pure feedstock material.  
 
Plasma sprayed coatings are expected to be utilized in manufacturing processes such as casting and moulding 
where controlling the heat transfer between the molten material and the mould component is of great importance. 
In order to be applicable to the given surface, the coatings should exhibit thermo-mechanical properties which are 
compatible to the substrate. Furthermore, they should provide certain properties of hardness, tensile strength etc. 
according to the intended functionalization of the coating. In addition to the chemical composition of the 
feedstock material, the microstructure of the obtained coating greatly influences the coating properties [1]. The 
current state of the art is constrained by complex interactions of numerous process parameters that hinder the 
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precise adjustment of coating properties according to the individual requirements of given surface and the 
application. The processes during the transition of the particle from the solid phase into molten state and back 
significantly influence the precision and the quality of the resulting coating. Employed process parameters such as 
electric current, process gas and gas flow rate notably affect the plasma behaviour inside and outside of the torch 
[2, 3]. These, subsequently together with powder injection properties, stand-off distance and feedstock material 
influence the particle melting and solidification processes and have a significant impact on the coating 
microstructure. Therefore, the main goal is to predict coating properties as a function of process parameters 
through the consistent modelling and simulation of separate APS sub-processes. Namely these are properties 
related to coating morphology (Figure 1, bottom left) such as coating thickness and porosity as well as 
thermomechanical properties such as heat conductivity, Young’s modulus and residual stresses. 
2 METHODOLOGY 
Because of the different physics and scales of phenomena of air plasma spraying, these processes cannot be 
described with a single model; instead they are rather modelled as separate sub-processes. The complete APS 
process can be divided into 3 sub-processes, namely the processes in the plasma generator, where the process 
gasses are heated and accelerated, the particle-laden free-stream which carries the heated particles up to the 
substrate surface and the coating formation process which consists of consecutive impacts of multiple particles 
and their solidification. 
 
Figure 1: Consecutive sub-process simulation of APS 
In order to generate large amounts of heat in a plasma generator a process gas or a mixture of gases is brought to 
plasma condition by application of electric potential difference between the electrodes. Electrical arc between the 
cathode and the anode consists of ionised gas particles and acts as a resistive path between the electrodes. A 
significant amount of the heat is generated due to resistive heat generation as well as due to the consecutive 
recombination of the ionic gas. The fluid model considers plasma as a continuum media with macroscopic 
temperature and pressure dependent properties [2, 3, 4, 5] is used for plasma simulations. Local Thermodynamic 
Equilibrium (LTE) is assumed and the coupling of Navier-Stokes equations with the Maxwell equations 
[2, 3, 4, 6] established in order to resolve magnetohydrodynamics of plasma behaviour. Real gas properties of 
process gasses under high temperatures are necessary for correct calculations which can be found in literature [7]. 
 
A numerical model of a three-cathode plasma generator was developed in the Surface Engineering Institute of 
RWTH Aachen (IOT) which was validated with the help of tomographic measurements [8]. The simulation model 
will be used to analyse the behaviour of the electrical arcs inside the plasma generator and consequently the 
temperature and velocity of the plasma jet exiting the nozzle which in turn will serve as boundary conditions for 
particle jet simulations (Figure 1, top left). 
 
After passing through the electrical arc, the ionised process gas leaves the plasma generator through the nozzle 
with high temperatures (>12000 K) and velocities (>1000 m/s). During the ionisation process the dynamic 
viscosity of the gas rises and the density drops significantly due to high gas temperatures [2]. Outside of the 
plasma generator, at the nozzle exit ion recombination is still taking place, emitting a huge amount of light and 
heat. The highly viscous plasma jet core exiting the nozzle is considered to be quasi-laminar; it is stable near the 
nozzle exit but becomes prone to turbulence as it advances downstream [9]. Sources for instabilities can be, 
among others, fluctuations of the electric arc between the electrodes, changes in the viscosity and density of the 
gas after recombination, cooling, diffusion and mixing with the ambient atmosphere. Therefore, additional 
equations are employed to model the effect of turbulence on the flow field which is a solution of Reynolds 
Averaged Navier-Stokes (RANS) equations. In addition to RANS description of the fluid flow the k-ε as well as 
the SST model is used in order to take into account the effects of turbulence on the averaged fluid flow with 
promising results obtained from SST model [3]. Another approach would be to employ Large Eddy Simulations 
(LES) in order to obtain more detailed description of particle behaviour in the free jet. Implementation LES for 
particle-laden multi-phase flows is related to a higher computational cost in comparison to RANS, nevertheless it 
can potentially deliver more precise information about the particle size distribution, particle dwell time and 
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velocity in the jet and therefore particle temperature at the end of the flight path line near the substrate. 
Determination of the aforementioned particle properties, which will in turn serve as crucial boundary condition 
information for the particle impact simulations, is one of the goals of the project (SFB1120) that this paper is 
based on. The results of particle jet simulations will be validated by means of established particle diagnosis 
systems such as DPV2000 (Tecnar, Canada) or SprayWatch (Oseir, Finland). Euler-Lagrange approach allows the 
modelling of the injected particles as a discrete phase and follows each particle and their velocity and temperature 
changes over the pathlines individually. For this method to be valid the volume fraction of the discrete phase must 
be significantly lower than the volume fraction of the continuous phase [10, 11] which is the case for the particle 
jet simulations in thermal spraying. The flight path of a particle is calculated through the equilibrium of inertial 
and aerodynamical and gravitational forces (Figure 1, top right). Inertial and pressure forces acting on the particle 
dominate the flight path of particles and effect of gravity is typically neglected [11, 12, 13]. Calculation of drag 
force, which is a function of Reynolds number, is accomplished through introduction of shape dependent drag 
coefficients. 
 
An approach for simulation of coating formation consists of numerical computations of impact of multiple 
particles on the substrate surface using the results obtained from the particle jet simulation. Phase interface 
between particle surface and surrounding gas can be described by Volume of Fluid (VoF) method, which is an 
approach for multi-phase modelling in computational fluid dynamics (Figure 1, bottom right). Typical for these 
simulations are the assumptions of fully molten particles, ideal spherical shape of the droplets and neglect of 
oxidation of molten metal droplets on their surface [11]. The degree of flattening of particles after impact can be 
described in terms of Reynolds, Peclet and Weber numbers [5, 13]. The number of considered particles is strongly 
limited by computational demand of such simulations. A reasonable prediction of coating microstructure is 
possible through the simulation of a large amount of impacting particles, in which case the implementation of 
parallel computations becomes extremely helpful. Complex phenomenon of residual stress development can be 
observed by coupling the simulation of droplet spreading with solid mechanics simulations. Finite Element 
method allows the determination of shrinkage of final coating by simulating the residual stress during the cooling 
down of individual particles [14].  
 
Although there exist several approaches to model the over mentioned sub-process separately, it cannot be stated 
that an established model, which couples all sub-models involved, is currently state of the art. Though a coupled 
simulation of the physical processes involved, it would be for the first time possible to correlate the process 
parameters directly with the coating microstructure and properties through numerical modelling. Such a 
correlation will allow adapting the coating properties for specific applications i.e. for injection moulding though 
variation of process parameters using simulative approach. The coupling of the single sub-models and their further 
development will be addressed in the context of this study. 
 
3 OUTLOOK APPLICATIONS OF TBCS IN INJECTION MOULDING 
Thermal barrier coatings (TBC) are the type of coatings which are used for thermal isolation of components. 
Characteristic for TBCs is a very low thermal conductivity that can maintain high thermal gradients during the 
heat inflow to the component. The most commonly used material for TBCs is yttria-stabilized zirconia (YSZ) 
which is typically applied with the help of air plasma spraying. The application of TBCs for injection moulds is 
part of the efforts of the SFB 1120. Here, it is the aim to produce injection moulded parts, with reduced warpage 
and highest possible dimensional accuracy. For the future the above mentioned coatings (Al2O3) will be used, 
among other applications, to control the temperature distribution inside an injection mould. The coating will be 
applied locally at available surfaces of the mould segments and elements. The effect of those coatings will first be 
investigated using simulation with the full 3D injection moulding software Sigmasoft of Sigma engineering 
GmbH, Aachen, Germany. An exemplary result of a coating is shown in Figure 2. 
 
The example was modelled with a coating on one side of the cavity with raising thickness in flow direction up to 
2 mm with an YSZ coating. Due to the significantly lower thermal conductivity of about 2.6 W/mK, the heat 
removal inside the part can distinctively be altered. On the one hand the temperature of the part is higher after 10 s 
cycle time for the simulation with the coating, but on the other hand in comparison the temperature distribution is 
more homogeneous (Figure 2, left side). Furthermore, temperatures arise just a little bit higher for the coated 
simulation, so cycle times are increased slightly (Figure 2, upper right side). Simultaneously, applied pressure of 
the plasticizing unit has a higher impact on the areas far from the gate (Figure 2, lower right side). With this, the 
density of the part can be affected in a positive manner, so the overall tendency towards warpage should be 
reduced. 
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Figure 2: Effect of an YSZ coating for an injection moulded part (dimensions 240x170x2 mm) 
For upcoming investigations within the SFB, it is the aim to build an automated thermal mould design process 
with the postulate of minimal warpage of the part. Besides other technological concepts like a highly segmented 
mould temperature control system, especially the presented coatings will be applied locally for an optimal control 
of heat balance inside the injection mould, which is based on the local inner properties of the material. 
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Abstract. We develop a family of optimized symmetric linear multistep methods for the efficient solution of the
the Schro¨dinger equation and related oscillatory problems. All methods have eight stages, eighth order and are
trigonometrically fitted. The trigonometric order of the methods varies from zero (classical non-optimized method)
to five (maximum allowed for the number of steps). Local truncation error analysis and periodicity analysis are
performed on the constructed methods and numerical results are presented.
Keywords: Symmetric linear multistep methods; trigonometric fitting; differential equations.
1 INTRODUCTION
We investigate the numerical integration of the time-independent radial Schro¨dinger equation:
y′′(x) =
(
l(l+ 1)
x2
+ V (x)− E
)
y(x) (1)
where l(l+1)
x2
is the centrifugal potential, V (x) is the potential, E is the energy and W (x) = l(l+1)
x2
+ V (x) is the
effective potential. It is valid that lim
x→∞
V (x) = 0 and therefore lim
x→∞
W (x) = 0.
We develop a family of efficient symmetric eight-step methods with eighth algebraic order and trigonometric orders
up to five for the numerical solution of the above equation and related oscillatory ordinary differential equations.
2 THEORY
For the numerical solution of the initial value problem
y′′ = f(x, y), where y′(x) is omitted (2)
multistep methods of the form
m∑
i=0
aiyn+i = h
2
m∑
i=0
bif(xn+i, yn+i) (3)
with m steps can be used over the equally spaced intervals {xi}mi=0 ∈ [a, b] and h = |xi+1 − xi|, i = 0(1)m− 1.
The method is called symmetric if ai = am−i and bi = bm−i, i = 0(1)⌊m2 ⌋.
2.1 Exponential fitting
The method (3) is called exponential of order p, if it integrates exactly the functions eωx, xeωx, x2eωx, . . ., xp−1eωx,
where ω ∈ C. The method can also be called trigonometric, if ω ∈ I.
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2.2 Stability analysis
We apply the symmetric linear m-step method (3) to the scalar test equation y′′ = −θ2y and then we solve the
corresponding characteristic equation, which has m characteristic roots λi, i = 0(1)m− 1.
If the characteristic roots satisfy the conditions λ0 = eI φ(s), λ1 = e−I φ(s) |λi| 6 1, i = 2(1)m− 1 for all s < s0,
where s = θh, θ = ω and φ(s) is a real function of s, then we say that the method has interval of periodicity (0, s20).
Furthermore the stability regions may be provided, when θ is independent of ω.
3 DEVELOPMENT AND ANALYSIS
3.1 Development
We consider the classical symmetric linear eight-step method of Quinlan SY8A [2]:
y4 + y−4 + a3(y3 + y−3) + a2(y2 + y−2) + a1(y1 + y−1) + a0y0 =
h2 (b3(f3 + f−3) + b2(f2 + f−2) + b1(f1 + f−1) + b0f0)
(4)
where a3 = −2, a2 = 2, a1 = −2, a0 = 2, b3 = 2208115120 , b2 = − 49032520 , b1 = 250615040 , b0 = − 188033780 .
We construct a family of trigonometrically fitted methods with common properties the eight steps and eighth order,
but differ in the trigonometric order and as a consequence in the local error, periodicity interval and other properties.
For the development of each method, we consider a set of the above eight coefficients ai, bi equal to the above
mentioned constant values of the classical method, while we determine the rest coefficients by the requirement
that the method must integrate exactly the set of functions
{
xieIωx
}
, i = 0(1)k, where k = 0(1)5 denotes the
trigonometric order, with k = 0 corresponding to the classical method. Parameter ω ∈ R represents the dominant
frequency of the oscillatory problem. The derived coefficients depend on v = ωh, thus the new optimized methods
have variable coefficients. For the case of ω → 0 the constant coefficients of the corresponding classical method are
obtained.
We consider two cases: a) We set ai coefficients as constants as in (4), leaving free the bi coefficients to be deter-
mined or b) vice versa. For the former case we achieve trigonometric order from one to five (methods TF1a, TF2a,
TF3a, TF4a, TF5), while for the latter case we achieve trigonometric order from one to four (methods TF1b, TF2b,
TF3b, TF4b).
3.2 Local truncation error analysis
The principal term of the local truncation error of all methods developed is given by:
h10
5∑
k=0
ck y
(2k)(x) ω10−2k, where ck ∈ R
This expression implies that the new optimized methods retain the eighth algebraic order of the classical method.
For ω = 0, we obtain the error of the corresponding classical method, which is
8183
129600
y(10)(x) h10.
For the case of the Schro¨dinger equation we can additionally determine the term of the above expression that contains
the energy with the maximum power. The term for each method is derived via the application of the Schro¨dinger
equation for the case described in Section 4, with the frequency provided by ω =
√
E −Wi.
For the classical method, the principal term of the local truncation error contains energy E with a maximum power
of five, as seen below:
P.L.T.E.Classical = − 8183
129600
h10 y(x)
(
E5 + . . .
) (5)
By increasing the trigonometric order, we can decrease the maximum power, as seen in Table 1. The lowest power
is two for the fifth trigonometric order method TF5 [3]. These results reveal the importance of high trigonometric
order for the efficient solution of the Schro¨dinger equation, especially for large values of E.
Z.A. Anastassi et al. | Young Investigators Conference 2015 3
Table 1: The maximum power n of the energy (En) in the principal term of the local truncation error .
Method Maximum power n Method Maximum power n
Classical 5
TF1a 4 TF1b 4
TF2a 3 TF2b 3
TF3a 3 TF3b 3
TF4a 2 TF4b 2
TF5 2
3.3 Stability analysis
After applying each method to the test problem y′′ = −θ2y, we find numerically each interval of periodicity, as
presented in Table 2. It is noteworthy that the largest interval of periodicity achieved was (0, 8.59) for second
trigonometric order, significantly larger than the interval of the classical method (0, 0.74).
Table 2: Intervals of periodicity.
Method
(
0, s2
0
)
Method
(
0, s2
0
)
Classical (0, 0.74)
TF1a (0, 0.87) TF1b (0, 0.87)
TF2a (0, 1.13) TF2b (0, 8.59)
TF3a (0, 4.12) TF3b (0, 4.46)
TF4a (0, 3.26) TF4b (0, 2.10)
TF5 (0, 2.17)
4 APPLICATION TO THE SCHR ¨ODINGER EQUATION
We consider E > 0 and divide [0, xmax], where xmax is the end of the integration interval and depends on the
potential used, into subintervals [ai, bi] so that on each subinterval W (x) is a constant with value Wi. After this the
problem (1) can be expressed by the approximation
y′′i = (Wi − E) yi, whose solution is
yi(x) = Ai e
√
Wi−E x +Bi e
−
√
Wi−E x,
Ai, Bi ∈ R, and x ∈ [ai, bi].
(6)
This approximate solution reveals the importance of exponential (trigonometric) fitting and gives an understanding
on the estimation of the frequency ω. The efficiency of the new method is evaluated through the integration of
problem (1) with l = 0 at the interval [0, 15] using the well known Woods-Saxon potential and with y(0) = 0 [4].
The rest of the starting values y(ih), i = 1(1)7 are computed by a Runge-Kutta method using a step-length, that
is a submultiple of the step-length used by the multistep method, in order to minimize the impact of the one-step
method on the total error. As x→∞, both V (x)x→∞ = 0 and l(l+1)x2 x→∞ = 0 and the solution of (1) becomes:
y(x)x→∞ = P sin
(
k x− l π
2
+ δl
)
, (7)
where k =
√
E, P ∈ R and δl is called scattering phase shift.
Usually for x ≫ 0 the potential decays faster than the centrifugal potential, so V (x) ≪ l(l+1)
x2
, for which case the
solution of (1) becomes:
y(x) = k x (Qjl(k x)− Rnl(k x)) , (8)
where jl and nl are the spherical Bessel and Neumann functions and Q,R ∈ R.
From the comparison of equations (7) and (8), we can derive the formula of δl, which is given by the following
expression:
tan (δl) =
y(xi)S(xi+1)− y(xi+1)S(xi)
y(xi+1)C(xi)− y(xi)C(xi+1) , (9)
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where S(x) = k x jl(k x), C(x) = k xnl(k x) and xi < xi+1.
We also know that δl = π/2 for the eigenenergy E = 989.701916.
As for the frequency ω we use ω =
√
E + 50, x ∈ [0, 6.5] and ω = √E, x ∈ [6.5, 15] (see [6]).
We note that we can produce an approximation of y′(x), with the same order of accuracy as the multistep method,
via the application of a finite difference scheme on the set of points used by the multistep method (3).
5 RESULTS AND CONCLUSIONS
The results of the efficiency of all compared methods are presented in Figure 1. On the vertical axis we see the
accuracy of the solution measured in decimal digits, as acc = −log10(2ǫ), where ǫ is the maximum error along the
entire integration interval and on the horizontal axis the number of function evaluations in logarithmic scale.
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Figure 1: Efficiency graph presenting the accuracy versus the function evaluations of all compared methods.
As we observe, the efficiency of each member of the family of methods highly depends on the trigonometric order of
the method (high accuracy with low computational cost). The least efficient method is the classical (i.e. non-fitted
method with constant coefficients) and the most efficient one is the fitted method with the highest trigonometric
order (five). The numerical results are in very close agreement with the theory, especially the local truncation error
analysis of the Schro¨dinger equation and the highest power of the energy in the principal term of the error, as seen
in Table 1. This reveals the importance of high trigonometric order in the numerical integration of the Schro¨dinger
equation.
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Abstract. We investigate the performance of a recently developed fluid-structure interaction solver for incompress-
ible flows using a model problem with known analytical solution. The solver is based on a partitioned approach
in which the fluid and structure subproblems are solved in a staggered procedure. The intended application is the
simulation of wind-sensitive structures in the atmospheric boundary layer whose large computational cost makes
weak coupling particularly attractive.
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1 INTRODUCTION
Fluid-structure interaction (FSI) algorithms are designed to solve coupled problems involving the mutual interac-
tion of a fluid in contact with a flexible structure. In this study, we consider an inviscid fluid governed by the
incompressible Navier-Stokes equations and a membrane whose free vibration is governed by the one-dimensional
wave equation. The fluid and structure subproblems may be solved using numerical methods such as the finite
element method while the coupling conditions of force equilibrium and kinematic consistency are enforced on the
fluid-structure interface (Γfs). In the continuous problem, these conditions are
vf =
dus
dt
, (1)
Tf · n = Ts · n, on Γfs, 0 < t, (2)
with vf the fluid velocity, dus/dt the structure velocity,n the interface normal vector pointing from the fluid domain
to the structure domain and Tf and Ts the Cauchy stress tensors for the fluid and structure, respectively. In the
discrete problem, the coupling conditions must be enforced in such a way that its solution is stable and converges
to the continuous solution as the time step and mesh size are refined. In the strongly coupled approach, the time-
discrete interface conditions are
v
n
f = δtu
n
s , (3)
T
n
f · nn = Tns · nn, on Γnfs, n=1,2,3. . . , (4)
with superscript n the time step tn = n∆t and δtuns the discrete time derivative of the structural displacement, uns .
The fluid and structure subproblems are commonly solved together with the coupling conditions (3) and (4) in an
iterative procedure using partitioned algorithms. Partitioned algorithms solve the fluid and structure subproblems
separately while updating the coupling conditions on the interface at each iteration until the interface conditions are
satisfied to within a specified tolerance.
In contrast, weakly coupled, hereafter referred to as staggered algorithms, do not satisfy the interface conditions
(3),(4) at every time step. Staggered algorithms have the advantage that the fluid and structure subproblems need
only to be solved once at every time step which can significantly speed up the simulation time of coupled FSI
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problems. Until recently, the application of staggered algorithms in FSI has largely been restricted to compressible
flow problems such as [1]. For problems in which the fluid is nearly incompressible, staggered algorithms often
become unstable. Until now, the most successful attempts to explain these instabilities have come from the study of
simplified FSI models [2].
Recently, a staggered algorithm for incompressible problems was proposed in [3]. In this work, we test the algorithm
using an iterative fractional-step solver in [4] with a relative pressure tolerance of 10−3. BDF2 and generalized-α
time discretizations are used for the fluid and structure, respectively. The solver is tested on a model problem with
analytical solution described in [5]. The purpose of the tests is to evaluate the range of applicability of the staggered
algorithm as well as its accuracy while varying both the model properties and coupling parameters.
2 MODEL DESCRIPTION
The model problem used to test the staggered solver consists of an elastic membrane in contact with an incompress-
ible, inviscid fluid. It is described in detail in [5] from which we recall the definition of the added-mass ratio and
natural frequency. The added-mass ratio is defined by
αfs =
ρfL
2piρshs
. (5)
ρf and ρs are the densities of the fluid and membrane respectively. L is the length of the membrane and hs is its
thickness. The natural frequency (ω0 = 2pi/T ) of the vibrating membrane in contact with the incompressible fluid
is defined by
ω0 =
ωs√
1 + αfs
, (6)
with ωs =
√
4pi2σs/ρsL2 (σs is the membrane tension). The initial membrane displacement and velocity are
prescribed as
us(x, 0) = us0 cos(2pix/L), (7)
dus
dt
(x, 0) = 0, 0 ≤ x ≤ L, (8)
with us0 = 0.0001L. Periodic and zero pressure conditions are used on the side and bottom boundaries respectively.
3 NUMERICAL RESULTS
Throughout the numerical study, the finite element mesh size is held constant with a uniform mesh size of h = L/64.
We first show pressure contours from the numerical solution over one period of oscillation with ρs = 2000, ρf = 1,
L = 2pi, hs = 0.003 and σs = 8000pi2 in Figure 1. Unless otherwise specified, a time step size of ∆t = T/200 and
coupling parameter β = 0.15 are used. Here β is used to average the traction force as proposed in [3].
Figure 1: From upper left to lower right: pressure contours in the range [-0.026, 0.026] at times t = 0, T/8, T/4, 3T/8,
T/2, 5T/8, 3T/4, 7T/8, T.
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3.1 Stability Behaviour
Next, the stability behaviour of the staggered solver with varying added-mass (αfs) and coupling parameter (β) is
investigated. The added-mass is varied from αfs = 0.1 to 2.0 with a step size of 0.1 while the coupling parameter
is varied from β = 0.025 to 0.3 with a step size of 0.025. The RMS error is defined by
ERMS =
1√
4T
[∫ 4T
0
‖ush − us‖2(t) dt
]1/2
, (9)
with
‖ush − us‖(t) = 1
us0
√
L
[∫ L
0
|ush(x, t)− us(x, t)|2dx
]1/2
. (10)
where ush is the finite element solution of the membrane displacement. The RMS error is plotted in Figure 2 as a
function of αfs and β.
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Figure 2: RMS error ERMS of the staggered solution of the FSI model problem.
The results confirm observations in [3] that increasing the ratio of fluid to structure mass requires smaller values of
the coupling parameter β to achieve stability. As β decreases, the RMS error tends to increase when ω0∆t is held
constant. For high enough added-mass, the solver becomes unstable when β exceeds a certain threshold.
3.2 Time Step Refinement
A time step refinement is used to demonstrate the convergence behaviour of the staggered solver towards the con-
tinuous solution. Time series of the normalized interface displacement ush(0, t)/us0 and the interface displacement
error ‖ush − us‖(t) are plotted in Figure 3 for several time step sizes.
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Figure 3: Time series of interface displacement and error.
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Finally, the convergence behaviour with time step refinement is plotted in Figure 4.
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Figure 4: Convergence behaviour with time step refinement.
Figure 4 shows that the coupled solution preserves the second order rate of convergence in the membrane displace-
ment when the generalized-α time discretization is combined with a BDF2 time discretization for the fluid.
4 CONCLUSIONS
In this work, we have presented the test results of a newly developed staggered solver for FSI problems involving
incompressible fluids and elastic structures using a model FSI problem. A stability analysis shows the range of
added-mass and coupling parameter for which the solver is applicable. A convergence analysis shows the solver to
be second order accurate with time step refinement.
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Abstract. The main focus of this paper is the development of an adaptive wingbox model and its application to a
structural wing optimization. The developed model can be fitted to virtually any external aerodynamic wing shape,
which is defined by a set of parametrized NACA airfoils. Different parameters of the internal wing structure e.g.
number and location of ribs/spars/stringers, their shape parameters and thicknesses can be varied automatically.
As the first step, a sampling-based sensitivity study is performed to determine the importance of design parameters
for the defined structural performance measures.
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1 INTRODUCTION
One of the main goals for the aircraft industry is reducing emission and improving fuel efficiency by 1.5% per
year from now until 2020 [1]. To achieve this, each component of an aircraft needs to be optimized, in particular
with respect to weight. Different disciplines such as aerodynamics, structural analysis and dynamic analysis should
be considered in order to find optimal designs. High computational costs lead to the need of computationally
efficient simplified models, which can be used at the preliminary design stages for the global exploration of possible
designs, while providing sufficient accuracy. A parametric wingbox model is required, which is suitable for the
global optimization of the internal wing structure. It is important, that the model should be adaptive to an external
aerodynamic wing shape (e.g. obtained from aerodynamic optimization).
A large number of papers is focused on the aircraft wing optimization. A lot of research is done on the optimization
of the external aerodynamic wing shape, often without consideration of the internal structure (e.g. [2]) or with
fluid-structure interaction methods, which is very computationally demanding and is used mainly at the last design
stages. High attention is paid to the composite wingbox optimization [3] and topology optimization of the wingbox
components [4, 5]. All these works tend to concentrate on more local model optimization, with already fixed
general internal structure layout (e.g. rib positions, etc). A lot of research is concentrated on developing generic
wing models for preliminary design [6, 7, 8, 9]. Wang et al. proposed an optimization procedure where the optimum
configuration can be obtained by adding or removing structural components [6]. Methods that are based on two-
dimensional topology optimization, where traditional rib and spar structures can be blended are presented in [7, 8].
Each structure member in these methods is defined in the wing plane between upper and lower skins. It is still
challenging to perform more global preliminary design optimization, with further local component shape/topology
optimization, and this is the main purpose of the presented research.
In the current paper created the wing parametrization for preliminary design and optimization was inspired by [9].
One of the goals was to make the model flexible and easily adaptive to a given wing aerodynamic shape. Another
important requirement was the easy automatic submodeling and load extraction for the further subcomponent op-
timizations. As the first illustration example, sampling-based sensitivity study is performed to identify important
design variables for the defined structural resultants.
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2 WING GEOMETRY MODELING
The wing external aerodynamic shape was created by using a set of NACA-type airfoils, but in general any closed
wing shape can be used. Each airfoil is defined in the 2D space and positioned in 3D space, according to global wing
parameters, such as sweep angle outer wing, dihedral angle, twist and length of the wing. All airfoil parameters can
be also used as design variables in case of aero-elastic optimization. For the current study, the wing dimensions
and shape are similar to the A320 wing [10]. In Figure 1, different examples of the outer wing shell variations
are shown, obtained by variation of the wing macro-parameters and airfoils. That model can be used for general
changes of the outer wing shell, e.g. for aerodynamic optimization, similar to [2].
Figure 1: External parametrized structural wing.
The main structural parts of the wing are spars, ribs, and stringers. Shear forces and bending moments acting on the
wing as a result of flight loads are carried mainly by spars. Aero loads are distributed over the wing skin and also
carried by the stringers. Ribs are very important for maintaining aerodynamic shape of wing shell and also carry
various structural loads [11]. The developed adaptive model of the wing is generated using Python and ANSYS
APDL scripting.
The parametrization of the internal wing box structure starts with the definition of spar lines as a parametric curves,
with the curve parameter defined in [0; 1], as proposed in [9]. Their location is linked to the shape of the outer
shell. Then the front and rear points of the ribs are defined along the spar curves in the parametric space. Using
the obtained line-based structure (see Figure 2a), the 3D spars and ribs are created by the offset of line-based
components perpendicular to the wingbox middle plane (see Figure 2b) and intersection of the obtained surfaces
with outer shell. After that, stringers are defined as lines on the wing skin, which will be modeled as beam elements
with different cross-sections (see Figure 2c).
The shell elements are used for ribs, spars and skin, while beam elements are used to model stringers. The used
type of elements can also be employed for the modeling of layered composite shells or sandwich constructions. For
beam elements the specific geometry and shape of the cross-section can be defined. The orientation of the beam
cross-sections is linked to the skin surface normal directions, so that stringers follow the skin curvature. Number
and location of the stringers can be varied.
Figure 2: Ribs and spars definition (a,b), stringer components and its possible shape (c).
Several types of loads are considered, including acceleration load, engine loads and aero loads. The fuel loads
can also be included, but they are not considered in the current paper. Simplified modeling of the aero-pressure
distribution over the skin is obtained by the linear interpolation of the pressure distributions over the 2D airfoils. For
the 2D airfoils, the XFOIL software is used to calculate pressure loads. The obtained loads are shown in Figure 3.
This approach takes few seconds and is much faster compared to full CFD analysis (range of hours), while providing
rough estimation of aero loads for the preliminary studies. The full model rebuilt with the load recalculation and
following static structural analysis requires approx. 1 min on a 4-cores workstation, which makes it possible to
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apply stochastic optimization methods (e.g. genetic algorithms, evolutionary strategies) for optimization in the
further research.
Figure 3: Pressure distribution for a wing
3 SENSITIVITY ANALYSIS
As the first step, the Latin-Hypercube sampling (LHS) [12] for the correlations-based sensitivity analysis is per-
formed using the introduced wing model. The importance of the defined design variables (ribs positions, thicknesses
of spars, ribs, skin and stringers, stringers pitch: in total 38 parameters) for the structural responses such as weight,
tip deflection and local skin displacement between each pair of ribs is determined. Two numerical experiments are
performed, consisting of 250 and 500 designs. The resulting Spearman coefficient matrices for correlations between
design parameters and resultants shown in Figure 4. It can be noted, that spar and shell thickness have higher impact
on the tip deflection and weight. For the local skin deflections the neighbouring ribs positions are very important,
which means that ribs are responsible for maintaining aerodynamic shape. The obtained sensitivity analysis results
are in a good agreement with known wingbox design dependencies [11].
Figure 4: The resulting Spearman coefficient matrices: 250 designs (a), 500 designs (b)
4 AUTOMATIC SUBMODELING
For the further refinement of the wingbox design, a submodeling approach is used for the detailed topology/shape
optimization of the sub-components. The automatic procedure for the interface loads extraction is used to transfer
loads between the full model and the sub-model. This enables fast component optimization, for example, automatic
topology optimization for ribs (see Figure 5). It might be noted, that optimal rib topology changes, depending on
the rib locations, and similar design patterns are shared between neighbour rib groups. This leads to the idea of the
generic pattern modeling approach, which is proposed here for the rib shape optimization.
The idea is to create generic pattern model in the parametric space, which is capable to represent simplified topo-
logical optimal results for different ribs and can be automatically mapped to different rib shapes. This approach
is implemented using the capabilities of the SFE CONCEPT [13] software, which is a powerful tool for shape
parametrization. The idea is illustrated in Figure 6, where the generic pattern (a) and corresponding mapped rib
4 A. Arsenyeva et al. | Young Investigators Conference 2015
Figure 5: Examples of topology optimization for ribs
model (b) are shown. By modifying the locations of the pattern control points defined in the parametric space
(marked with red arrows in Figure 6), the rib shape can be changed and optimized, which is the topic of the on-
going research.
Figure 6: Generic parametric sub-model (a) and FE mesh for the mapped sub-model to the real rib geometry (b,c)
5 CONCLUSION AND OUTLOOK
The parameterized adaptive wing model is developed and tested in the current research. The sampling-based sensi-
tivity analysis was performed using the model, in the high-dimensional design space, providing valuable informa-
tion about importance of the design parameters for the certain output resultants. The obtained results are in a good
agreement with the known dependencies. Additionally, the automated procedure for the submodeling is imple-
mented, allowing fast topology or shape optimization for the subcomponents under realistic load conditions. Also,
generic-pattern approach for the rib shape parametrization is proposed, which can be used for the efficient shape
optimization.
In the further research, the wingbox internal structure will be optimized with the use of implemented model. Based
on the proposed generic pattern approach the sub-components optimization will be introduced and compared to the
topology optimization results.
ACKNOWLEDGEMENTS
The authors would like to thank Aerospace Multidisciplinarity Enabling Design Optimisation project (AMEDEO),
Marie Curie Actions - Research Fellowship Programme, Seventh Framework Programme (FP7) for the financial
support of this research.
REFERENCES
[1] Reducing emissions from aviation through carbon-neutral growth from 2020,Working paper developed for the 38th ICAO
Assembly,2013.
[2] G.K.W. Kenway,J.R.R.A. Martins,G.J. Kennedy. Aerostructural optimization of the Common Research Model configu-
ration. In: 15th AIAA/ISSMO Multidisciplinary Analysis and Optimization Conference, Atlanta, June 2014
[3] J.K.S. Dillinger, M.M. Abdalla, T. Klimmek, Z. Gu¨rdal. Static Aeroelastic Stiffness Optimization and Investigation of
Forward Swept Composite Wings. In: 10th World Congress on Structural and Multidisciplinary Optimization, Orlando,
USA, 19 - 24, May,2013.
[4] B.K. Stanford, P.D. Dunning. Optimal Topology of Aircraft Rib and Spar Structures under Aeroelastic Loads. 10th AIAA
Multidisciplinary Design Optimization Conference, 2014.
[5] L. Krog, A. Tucker, G. Rollema. Application of Topology, Sizing and Shape Optimization Methods to Optimal Design of
Aircraft Components., Altair Engineering, 2011.
[6] W. Wang, S. Guo, W. Yang. Simultaneous Partial Topology and Size Optimization of a Wing Structure Using Any Colony
and Gradient Based Methods. Engineering Optimization Vol 43:433-446, 2011.
A. Arsenyeva et al. | Young Investigators Conference 2015 5
[7] D. Locatelli, R. Haftka. Topology Optimization of Transport Wing Internal Structure. Journal of Aircraft Vol 33:232-233,
1996.
[8] V. Balabanov, S. Mulani, R. Kapania. Wing-Box Weight Optimization Using Curvilinear Spars and Ribs (SpaRibs). Journal
of Aircraft Vol 48:1671-1684, 2011.
[9] F. Dorbath. A Flexible Wing Modeling and Physical Mass Estimation System for Early Aircraft Design Stages,PhD thesis,
Technischen Universita¨t Hamburg-Harburg,2014.
[10] R. Morishima. Analysis of Composite Structures With a Morphing Leading Edge,PhD thesis, Cranfield University,2011.
[11] M. Chun-Yung Niu. Airframe-structural design. Practical design information and data on Aircraft structures, Conmilit
Press Ltd, 1989.
[12] M.D. McKay, R.J. Beckman, W.J. Conover. A Comparison of Three Methods for Selecting Values of Input Variables in the
Analysis of Output from a Computer Code. Technometrics (JSTOR ABSTRACT) (American Statistical Association) 21(2):
239-245, 1979
[13] H. Zimmer, M. Prabhuwaingankar, F. Duddeck. Topology and Geometry Based Structure Optimization using Implicit
Parametric Models and LS-OPT. In: 7th European LS-DYNA Conference, 2009.
YIC GACM 2015
3rd ECCOMAS Young Investigators Conference
6th GACM Colloquium
July 20–23, 2015, Aachen, Germany
Numerical studies by means of MARPLE: new tools for parallel simulation
of continuous media using unstructured meshes
G. Bagdasarov a,∗, A. Boldarev a
a Keldysh Institute of Applied Mathematics RAS
Miusskaya sq., 4, Moscow, Russia, 125047
∗gennadiy3.14@gmail.com
Abstract. Code MARPLE, initially created for the 3D modelling of the high energy density plasmas with use of
unstructured meshes, due to its universal infrastructure for the mesh processing and the analysis of the results,
became a multy-purpose tool for the solution of various problems of continuous media. In the paper, the tools for
unstructured meshes handling are discussed, as well as some aspects of the results analysis. For example, Python
bindings for MARPLE matter properties C++ module were implemented using Boost Python library.
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1 INTRODUCTION
Code MARPLE [1] is an Eulerian numerical tool designed for 3D simulations of radiative magnetohydrodynamic
problems related to experiments with magnetically driven high energy density plasmas. In recent years new features
and optimizations were implemented in the code with the view of preparing it for comprehensively scaled multi-
physics and upcoming exascale computations.
Processing of unstructured meshes is not a trivial problem, especially in the case of a distributed code. In the code
MARPLE, the mesh data structures which allow easy mesh handling were developed.
Analysis and visualization of the results is an important part of the numerical simulations. The more data we have,
the deeper analysis of the simulations we can do. In case of 1D and 2D simulations this approach works pretty well
but for simulations in full 3D setup it doesn’t work — amount of generated data becomes enormous. For example
MARPLE produces 15 Gb of raw data for typical simulation on approximatly 5 million elements discretization. (We
should mention here that this estimation was made for a minimum set of raw data which include only indispensable
computational quantities: density, velocity, temperature, internal energy and electro-magnetic fields.) Additional
quantities, like pressure, effective charge and various informative coefficients (Hall parameter, Mach number, . . . )
requires even more disk space for storage (and net bandwidth to transfer them from HPC to a user).
2 UNSTRUCTURED MESHES AND MESH PROCESSING IN CODES
As a rule, computational domains in the problems formulations which are of interest have comparatively complex
geometry, and there may be some difficulties in discretization of these domains by simple structured computational
meshes. Moreover, in some problems and numerical techniques, the adaptation of the mesh to the peculiarities of the
solution is needed. There are different approaches to the problem of discretization of the computational domains,
and each involves its own type of the mesh and the technique of the mesh generation and handling, see Figure 1.
Initially, we have chosen unstructured meshes (Figure 1c), because this is a very flexible technique which allows easy
mesh adaptation to the geometry of the computational domain and to the solution. More simple mesh techniques,
for example, the one at Figure 1a, can be considered as particular cases of unstructured meshes. The technique
does not comprise the case Figure 1b, but the limitation that mesh elements can only intersect by their common face
(conformity of the mesh) may be important for some approximations of the equations, for instance, finite-element.
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boundary
incomplete cells
a b с
Figure 1: Various types of computational meshes: a — rectangular (with incomplete cells along the boundary);
b — octree (with possibility of adaptation to the boundary and solution peculiarities); c — unstructured (polyhedral
complex).
In further development of the mesh data structures, we suppose to provide the support of the meshes of the type
Figure 1b, and enhance the performance of the mesh processing for the simple meshes.
Theoretically, an unstructured mesh can be defined as a polyhedral complex, which is a set of the mesh elements of
different dimensionalities (i. e. nodes, edges, faces and cells), such as the intersection of each two mesh elements
(if not empty) is the element of the complex. The description of the complex may be constructed on the base of
the incidence relations (two mesh elements are incident to each other if one of them is a bound of another). For a
three-dimensional mesh, there are 12 incidence relations between the elements of different dimensions, but they are
not all independent: some of the relations can be expressed by means of others. If we denote by Innm the incidence
relation between the mesh elements of dimensions n and m (for example, In30(c) gives the set of nodes which are
the vertices of the cell c), we may write
Innm = Inlm ◦ Innl
for any l between n and m, and
Innm = In
−1
mn.
So, for processing an unstructured mesh in a code, one should store a sufficient set of incidence relations (and the
nodes coordinates). In this case, for a given mesh element, all its neighbouring elements can be found.
When a mesh is used for approximation and solution of some problem, it is also necessary to store the physical
values associated with the mesh elements (nodes or cells depending on the chosen discretization). In principle,
one can imagine three different methods to keep the correspondence between the mesh elements and the values
(attributes):
• the attributes are stored inside the structure (for example, C++ class) which describes the mesh element.
The number and types of the physical attributes depend on the system of equations and on the numerical
algorithm, so, the structure for storing a mesh element becomes dependent on solver. It is impossible to pick
out the geometrical data;
• a variant of the above point, but inside the mesh element structure there is a special container, which can
contain an arbitrary number of attributes of various types. The principal drawback is that the access to these
attributes requires the procedure of search in that container any time when an attribute associated with a given
mesh element is needed. Meanwhile, access to the attributes is a critical operation;
• the attributes are stored separately from the mesh, for example, in an array of attributes (presuming that the
mesh elements are numbered). This is the most common way of storing the attributes, but it has a fundamental
disadvantage too: the correspondence between a mesh element and the attribute is not established firmly and
is based on the supposition that the numbers of the mesh elements are constant.
The incidence relations can be also considered as the attributes of the mesh elements (more precisely, the list of
incident elements is considered as an attribute of a mesh element), and it is natural to apply the same approaches.
In the code MARPLE, the last approach to the attributes (and binary relations) storing was chosen. But, since the
mesh structures were developed for the dynamically changing meshes (which may be used in solvers with dynamical
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mesh adaptation as well as in the codes for mesh generation and editing), there were developed special C++ classes
for the arrays of the attributes. The concept of the numbered set has naturally arisen, for instance, the set of mesh
elements of one dimension is the numbered set. Each array of attributes is linked to a numbered set, which stores the
list of attribute arrays connected to this numbered set. So, if some change take place in a numbered set, for example,
some mesh elements are deleted and some other elements change their numbers in order to keep the continuous
numeration, the corresponding changes in all arrays of attributes are performed automatically. Namely, the size of
array changes, and the attributes which correspond to the elements with changing numbers are moved to the new
positions in the array.
In this case, the binary relations are naturally considered as the relations between two numbered sets. Special
data structures for the binary relations storing, like in the case of an array of attributes, automatically perform all
necessary changes if one of the numbered sets changes. In fact, one may consider binary relation as an array of the
lists of the corresponding elements, and it is convenient to store binary relations as arrays of lists.
To represent an unstructured mesh (a polyhedral complex), we should store the array of nodes coordinates and some
of the incidence relations. From the user’s point of view, it is not important what incidence relations are stored.
Thus, the user interface to the unstructured grid implies the request operations: for a given element (or a group of
elements) of dimension n get the incident elements of dimension m. That does not matter is the incidence relation
Innm stored, the set of elements can be computed through other incidence relations.
All modern solvers, especially 3D ones, process the meshes and the mesh data in a distributed manner, so, the
mesh is subdivided into a number of parts which are stored and handled by different processors (or processor cores,
command streams etc.). It is not even supposed that the whole mesh can be fit into the memory of one processor.
In solution of a problem, some interprocessor data exchange is required to process the data concerning the mesh
elements close to the bounds of the parts (MPI programming model). The most common technique is based on the
usage of the fictive mesh elements (also referred to as ghost, or halo, mesh elements), Figure 2. A fictive mesh
ba c
Figure 2: Fragment of an unstructured mesh and approximation stencil of a node (a), the same mesh fragment after
decomposition of the mesh among the processes (b), the fictive mesh elements are added and the stencils of all real
nodes are completed (c).
element represents a real mesh element present in another part of the mesh. The physical data corresponding to such
an element can be obtained by the interprocessor communications, and then the computations in the mesh elements
near the decomposition boundaries can be performed regularly, like in all other elements.
The ghost elements technique can be used also for the periodical problems. If the computational domain and the
problem in a whole is invariant with respect to some space transformation (usually translation, rotation or plane
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symmetry), that allows to solve the problem only in a part of the computational domain, for instance, one period.
In that case, the fictive mesh elements are the images in the symmetry transformation of some real elements, see
Figure 3.
T
Figure 3: Example of the fictive mesh elements usage for a periodical problem. The problem formulation is invariant
with respect to the translation T , and the lower and upper boundaries should be considered as periodical.
So, for processing the distributed meshes with periodical boundaries, the mesh data structures should contain the
descriptors for the fictive mesh elements and the tools for establishing the correspondence between each fictive
element and its real preimage.
3 POSTPROCESSING
Many useful data can be obtained from the minimum set of computational quantities using equations of state or
matter properties. In case of analytical equations these data can be evaluated using basic features of postprocessing
tools. However in case of table-defined properties and/or complex empirical formulas the task becomes non-trivial
if impossible.
ParaView [2], our main tool for postprocessing, provides API to its features and internal data structures using built-
in Python interpreter. The obvious solution for the last case is to implement such complex matter properties objects
from scratch in Python. However this approach is slow, nonscalable and error-prone.
Another way to solve the issue is to create bindings from Python to the existing C++ code. We used Boost Python
library to create such bindings to the essential classes and methods of the matter properties module. Due to hierarchy
architecture of the module based on inheritance relation, Python wrappers only for the base classes were needed.
Thus Python bindings to all implemented classes took only 500 lines of source code where description of each
derived class takes only two lines of code, for example:
class_< mhd_mp_derived, bases<mhd_mp_base> >(
"mhd_mp_derived", init<const std::string &>(args("filename")) );
Chosen approach is devoided of all the above drawbacks.
4 CONCLUSIONS
Data structures based on binary relations are used in the code to operate with unstructured meshes. New storage
scheme was implemented in order to improve performance, add support for octree type of meshes and adaptive mesh
refinement technique.
Initial support for scripting languages was embedded in the code. Python wrappers for equation-of-states module
were implemented which allow storing only indispensable minimum amount of computed values for postprocessing
thereby greatly reduces size of output data files.
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Abstract.  While classical continuous Galerkin methods must be piecewise affine conforming (continuous), dG 
methods can be applied for discontinuities across element boundaries by application of piecewise constant 
approximates within each element and the use of slope limiters to ensure stability for higher order schemes. In 
the present work, a dG method is applied to a linear elastic bar, where a weak discontinuity is allowed in the bar.  
Keywords: Discontinuous Galerkin method, linear elasticity, displacement jump. 
 
1 INTRODUCTION 
To approximate the solution of self-adjoint and nearly self-adjoint problems, finite element methods (FEM) have 
been used vastly for elliptic PDE problems like in elasticity models. Nevertheless, conventional FEM does not 
provide a satisfactory numerical solution for hyperbolic or nearly hyperbolic problems and other strongly non-
self-adjoint PDE problems. The latter problems cannot be naturally derived in a variational setting [1]. 
Consequently, finite volume methods (FVM) have been used in commercial software to solve hyperbolic or nearly 
hyperbolic systems numerically, especially in the field of computational fluid dynamics.  
However, in 1971, Reed and Hill [2] for the first time defined a new category of FEM, the discontinuous Galerkin 
finite element method (dG method) to approximate a nuclear transport PDE problem. Baker [3] proposed the first 
modern discontinuous Galerkin method for elliptic problems, later followed by Wheeler [4], Arnold [5] and 
others. 
Discontinuous Galerkin method allows displacement discontinuities in the interior subdomain and this is achieved 
by an extended weak form of the problem. The extra terms impose a weak enforcement of continuities of the 
displacement unknowns. This is derived by integration by parts of the equations not only in boundaries of the 
domain but also in the boundaries of the subdomains, where jumps of values like displacements and stress can 
occur. The resulting new terms to the weak form will be the boundary integral terms on the subdomain interfaces 
[6].  
In the present work, we introduce the equations of the dG method and will apply the latter in a bar extension 
problem, where discontinuities are allowed to emerge. The results will be compared and contrasted with the 
continuous Galerkin method, namely standard FE method. 
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2 Governing Equations 
2.1 Energy functional 
To include the discontinuities we define first a body ℬ ⊂  ℝ𝑛 which is then cut by a discontinuity 𝛤 into two parts 
ℬ+  and ℬ− . The normal vector 𝒏� ⊂  ℝ𝑛  directs from  ℬ+ to ℬ− and is a characteristic of 𝛤. The total energy 
functional is as follow: 
 
𝛱 = � 𝛹(𝜺) 𝑑𝑉
ℬ+∪ℬ−
+ �⟦𝒖⟧ ∙ {𝝈} 𝒏� 𝑑𝐴  
𝛤
+ � 12 𝜃⟦𝒖⟧ ∙ ⟦𝒖⟧ 𝑑𝐴  
𝛤
− � 𝒖 ∙ 𝒇 𝑑𝑉 
ℬ+∪ℬ−
− � 𝒖 ∙ 𝒕 𝑑𝐴 , 
𝜕ℬ
 
 
(1) 
 
where 𝛹  is the strain energy, 𝜺 is the strain tensor, and 𝝈 is the stress tensor. Moreover, 𝒇 and 𝒕 represent the body 
force and the traction vector, respectively. The term 𝜃 guaranties a positive definite stiffness matrix, provided that 
it is large enough. The terms ⟦∎⟧ and {∎} refer to jump and average of a quantity, correspondingly: 
 
⟦𝒖⟧ =    𝒖+ |𝛤  − 𝒖− |𝛤 , (2) 
{𝒖} = 1
2
 (𝒖+ |𝛤 + 𝒖− |𝛤). (3) 
The displacements on the positive and negative sides of discontinuities 𝛤 are shown as 𝒖+and 𝒖−, respectively. 
 
2.2 Weak form 
Taking the variation of the total energy, we derive the weak form, see Mergheim et al. [7]  
𝛿𝛱 = � 𝝈 : 𝛿𝜺 𝑑𝑉 
ℬ+∪ℬ−
+ �[ ⟦𝛿𝒖⟧ ∙ {𝝈} 𝒏�+ ⟦𝒖⟧ ∙ {𝛿𝝈} 𝒏� ] 𝑑𝐴 
𝛤
+� 𝜃⟦𝛿𝒖⟧ ∙ ⟦𝒖⟧ 𝑑𝐴  
𝛤
 
− � 𝒇 ∙ 𝛿𝒖 𝑑𝑉  
ℬ+∪ℬ−
− � 𝒕 ∙ 𝛿𝒖 𝑑𝐴 
𝜕ℬ𝑡
= 0, 
 
 
 
(4) 
where 𝜕ℬ𝑡  is the outer boundary of the body ℬ, where traction is prescribed.  
2.3 Discretization 
To discretize the displacement 𝒖 on the discontinuity, we use the iso-parametric shape function, provided that they 
are only evaluated on the border of discontinuities, namely 𝛤 and otherwise they are trivial.  
⟦𝒖⟧|𝛤 =  �𝑁𝑖+�𝛤𝒖𝑖+𝑛𝑛𝑛+
𝑖 =1
− � 𝑁𝑖−�𝛤𝒖𝑖
−
𝑛𝑛𝑛−
𝑖 =1
= � 𝐽𝑝𝒖𝑝𝑛𝑛𝑛−+𝑛𝑛𝑛+
𝑝=1
 
 
(5) 
{𝒖}|𝛤 =  12 �� 𝑁𝑖+�𝛤𝒖𝑖+𝑛𝑛𝑛+
𝑖 =1
+ �𝑁𝑖−�𝛤𝒖𝑖−𝑛𝑛𝑛−
𝑖=1
� = � 𝐴𝑝𝒖𝑝𝑛𝑛𝑛−+𝑛𝑛𝑛+
𝑝=1
 
 
(6) 
 
where 𝑛𝑛𝑛  is the number of element nodes, 𝐽𝑝 and 𝐴𝑝  contain all the shape functions, in which there are the 
subtraction and the arithmetic mean value, see Mergheim et al. [7]. 
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2.4 Simulation of bar extension 
In this example we applied dG method to include a discontinuous element among the standard finite elements. 
The bar with a length of 70 mm (30 mm aluminum and 40 mm steel) is fixed at the left hand side and subjected to 
a load on the other side. It is composed of two materials namely aluminum (left) and steel (right), which behave 
linear-elastically and have elasticity moduli of 70 GPa and 200 GPa, respectively. The material interface is 
utilized with a dG element (Figure 1). 
 
 
Figure 1. Bar composed of aluminium and steel under extension 
 
Figure 4 shows the strain values over different elements within the bar. One can see that there is a jump in strain 
values where we have a material transition, which results from the change in the slope of the increase of the 
displacements (Figure 3). The value of the strain in case of the dG method for 1D linear elasticity is the same as 
that of the continuous Galerkin method. Note that nodes 4 and 5 lay on each other and stick together (Figure 2).  
 
 
 
Figure 2. The nodes and elements distribution on the bar (node numbers in black and element numbers in blue) 
 
 
 
 
Figure 3. Displacements on nodes of the bar 
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Figure 4. Strains on elements of the bar 
 
 
 
3 CONCLUSIONS 
To sum up, dG method can be implemented to advantage the inclusion of discontinuities or where there are 
hanging nodes due to complex geometries or irregular meshes. However, it is not necessarily the case since in this 
problem the approximation coincided with the exact solution and no discontinuity appeared in the solution of dG 
finite element method. Therefore, a continuous displacement occurred, while discontinuities were allowed. 
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Abstract. Fiber reinforced plastics (FRP) such as carbon fiber-reinforced composites are typically characterized
by their high Young’s modulus and low density making them particularly attractive in lightweight construction. The
micro architecture of these materials results in an anisotropic material behaviour on the macro-level. In this work,
a nonlinear macro constitutive material model accounting for anisotropic plasticity is proposed. To validate the
model, volume averaged stress-strain response in normal stress and shear directions are generated from a micro
representative volume element (RVE). The model is fitted and compared to the micro stress-strain response.
Keywords: Fiber reinforced plastics; Constitutive model; Anisotropic plasticity; Representative volume element
1 MATERIAL MODELLING
1.1 Helmholtz free energy
The Helmhotz free energy per unit undeformed volume decomposes additively into two parts
ψ = ψe (εe) + ψiso (κ) (1)
The first part ψe represents the energy storage due to elastic straining. The second term ψiso(κ) describes the
additional amount of stored energy resulting from isotropic hardening, where κ is the isotropic hardening variable
(i.e. accumulated plastic strain).
1.2 Derivation based on the Clausius-Duhem inequality
The constitutive model is derived in the context of small deformations. Also, viscous effects are not taken into
account. The derivation is based on the Clausius-Duhem form of the entropy inequality for isothermal processes
−ψ˙ + σ · ε˙ > 0 (2)
Here, σ is the second order cauchy stress tensor. A dot between two second order tensors denotes their scalar
product. Inserting the Helmholtz free energy (1) into the Clausius-Duhem inequality and differentiating with respect
to time together with ε = εe + εp yields
−
(
∂ψe
∂ε
· ε˙+ ∂ψe
∂εp
· ε˙p + ∂ψiso
∂κ
κ˙
)
+ σ · ε˙ > 0 (3)
By rearranging and grouping terms in (3), the final form of the Clausius-Duhem inequality is derived as:(
σ − ∂ψe
∂ε
)
· ε˙− ∂ψe
∂εp
· ε˙p − ∂ψiso
∂κ
κ˙ > 0 (4)
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This inequality must be fulfilled for arbitrary thermodynamic processes, i.e. for arbitrary ε˙, ε˙p and κ˙. For arbitrary
choices of the tensor variable ε˙, a physical expression is derived for the Cauchy stress tensor σ as:
σ =
∂ψe
∂ε
(5)
Furthermore, it should be noted that ∂ψe/∂ε = −∂ψe/∂εp. With this relation, the Clausius-Duhem inequality
reduces to the form
σ · ε˙p +Rκ˙ > 0 (6)
where R = −∂ψiso/∂κ is the stress like isotropic hardening variable. This inequality is sufficiently satisfied by the
associative plastic flow rule for multisurface plasticity
ε˙p =
n∑
i=1
λ˙i
∂Φi
∂σ
(7)
and the evolution equation for multisurface plasticity
κ˙ =
n∑
i=1
λ˙i
∂Φi
∂Ri
(8)
often referred to as Koiter’s rule. The superscript n represents the total number of yield functions Φi and their
coresponding plastic multipliers λ˙i. The expression for the isotropic hardening stress Ri = −Qi(1 − e−βiκ) is
governed by the Voce’s exponential form. Here Qi and βi are two material parameters used to represent nonlinear
isotropic hardening which maybe different for different yield functions.
Plastic anisotropy is described using the method of structural tensors as developed by [2, 3, 4]. According to these
authors anisotropic scalar- and tensor-valued constitutive functions can be derived from isotropic ones by including
appropriate structural tensors as additional arguments. A second-order structural tensor is defined as the dyadic
product
Mi = Ni ⊗Ni, i = 1, 2, 3 (9)
where Ni is a privileged direction of the material. In general, orthotropic materials can be characterized by three
symmetry planes, described by the structural tensors. To this end, three yield functions
Φi = |σ ·Mi| − (σyi −Ri), i = 1, 2, 3 (10)
are specified such that each is a projection of the normal stress component of the Cauchy stress tensor in a priviledged
direction of the material. Furthermore, a fourth yield function motivated by the classical Hill’s type yield function
Φ4 =
√
σ ·A[σ]− (1−R4) (11)
is specified to account for plastification in shear directions. For this purpose, the fourth-order Hill tensor A that
characterizes plastic anisotropy in contracted form is defined as
A =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 A 0 0
0 0 0 0 B 0
0 0 0 0 0 C
 A =
1
τ2y12
B =
1
τ2y13
C =
1
τ2y23
(12)
where τy12, τy13 and τy23 are yield stresses in shear directions. Utilizing the yield functions, the evolution equation
for plastic deformation (flow rule) is obtained as:
ε˙p =
3∑
i=1
λ˙i
(σ ·Mi)Mi√
(σ ·Mi)2
+ λ˙4
A[σ]√
σ ·A[σ] (13)
The set of constitutive equations is completed by the Kuhn-Tucker conditions λ˙i > 0, Φi 6 0, and λ˙iΦi = 0,
in addition to, λ˙4 > 0, Φ4 6 0, and λ˙4Φ4 = 0. It remains to show that the above evolution equations actually
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fulfil the Clausius-Duhem inequality. With λi > 0, substituting equation (13) and the result of equation (8) into the
Clausius-Duhem inequality yields:
σ ·
(
3∑
i=1
λ˙i
(σ ·Mi)Mi√
(σ ·Mi)2
+ λ˙4
A[σ]√
σ ·A[σ]
)
+
3∑
i=1
Riλ˙i +R4λ˙4 > 0 (14)
The result in (14) can be further simplified as:
3∑
i=1
λ˙i (|σ ·Mi|+Ri) + λ˙4
(√
σ ·A[σ] +R4
)
=
3∑
i=1
λ˙i (Φi + σyi) + λ˙4 (Φ4 + 1) > 0 (15)
Taking into account the Kuhn-Tucker conditions and considering the fact that σyi is positive, it is obvious that the
Clausius-Duhem inequality is satisfied.
1.3 Restriction to unidirectional fiber reinforced composites
Till now, the equations of the constitutive model have been derived in a general manner. In the following, the model
is restricted to the case of unidirectional continuous fiber reinforced composites where the fiber is considered as an
elastic material and the matrix as an elastoplastic material. Since the fiber is linear elastic, and assuming that the
structural tensor M1 corresponds to the direction of the fiber, the yield functions reduce to:
Φi = |σ ·Mi| − (σyi −Ri), i = 2, 3
Φ4 =
√
σ ·A[σ]− (1−R4) (16)
It should also be noted that since unidirectional fiber reinforced composites behave as transversely isotropic materials
(i.e. τy12 = τy13), the constants of the fourth-order Hill tensor A are defined only in terms of τy12 and τy23.
Furthermore, the material response in M2 direction corresponds to the response in M3 direction.
For the present case, the energy stored due to elastic strain ψe is represented by a linearized version of the strain
energy function proposed for modelling bidirectional composite materials in [1]. Since originally, the strain energy
function is proposed for bidirectional fiber reinforced composites, the dependence on the structural tensorM2 which
corresponds to the second fiber direction is dropped. This leads to the following form of ψe
ψe(εe,M1) = 4K
iso
1 (I1)
2 + 4K iso2 (I2 + I1) + 4K
ani1
1 (I4)
2 + 4Kani12 (I5 + I4) + 4K
kop1(I1)(I4)
I1 := trεe I2 :=
1
2
[(trεe)
2 − tr(εe2)] I4 := tr(εe ·M1) I5 := tr(εe2.M1) (17)
where I1 and I2 denote the first and second invariants of the elastic strain tensor. Further, I4 and I5 denotes the
first invariant of εe ·M1 and εe2 ·M1 respectively. K iso1 , K iso2 , Kani11 , Kani12 and Kkop1 are material constants
which are determined by fitting the material model to volume averaged stress-strain response generated from the
micro-RVE discussed in the succeeding section.
2 MICRO MODEL
To verify the macro phenomenological material model, a micro representative volume element (RVE) of a unidirec-
tional continuous fiber reinforced composite as shown in figure 1 is developed. The fibers in the RVE are randomly
distributed. The length of the RVE in longitudinal fiber direction is 1.7µm and the length in both transverse fiber
directions is 35µm. The diameter of the fibers is 7µm, the fiber volume ratio is 50% and the total number of fibers is
16. The RVE is assumed to be part of a much larger material specimen. To fulfill this assumption, periodic bondary
conditions are applied on the three-dimensional RVE, which is computed in the finite element software package
Abaqus. The fibers are modelled as carbon with a transversely isotropic linear elastic constitutive model, the engi-
neering constants of which are taken from [5]. The matrix is modelled as an epoxy material with an elastoplastic
constitutive model. The elastic properties and the plastic evolution data for the matrix material are taken from [6].
Summarized in table 1 are the equations of the constitutive model. Here, Φ is chosen according to the standard
Mises yield function. The expression for the isotropic hardening stress R is the same as that for the macro-model.
In the present case, β = 182 and Q0 = 67MPa.
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Table 1: Matrix material model
Elastic material law σ = Cε Hardening law R = Q0(1− e−βκ)
Strain ε = εe + εp Flowrule ε˙p = λ˙∂Φ∂σ , κ˙ = λ˙
∂Φ
∂R
Yield function Φ =
√
σD · σD −
√
2
3 (σY +R) Kuhn Tucker conditions λ˙ ≥ 0, Φ ≤ 0, λ˙Φ = 0
3 MODEL CHARACTERIZATION
The constants of the nonlinear anisotropic constitutive material model after fitting to the volume averaged stress-
strain response of the micro model are summarized in table 2. Additionally, βi = 152.3, Qi = 77.86MPa, i = 2, 3,
and β4 = 6.02, and Q4 = 1.04MPa. From figure 2, a good agreement is observed between the macro material
model and the micro model.
Table 2: Macro model material constants
K iso1 [MPa] K
iso
2 [MPa] K
ani1
1 [MPa] K
ani1
2 [MPa] K
kop1[MPa] σy2,3[MPa] τy12,3[MPa] τy23[MPa]
1148.40 -1317.90 13361 373.61 -37.88 50.62 28.24 29.9
Figure 1: Micro RVE Figure 2: Comparison between micro and macro model
4 CONCLUSION
A nonlinear anisotropic constitutive material model which is capable of modelling unidirectional as well as bidirec-
tional composite materials has been proposed. It has been shown that the model agrees well with volume averaged
stress-strain responses generated from a micro-RVE of a unidirectional fiber reinforced composite material.
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Abstract.   In a fuel cell, the bipolar plates flow field geometry has an important effect on the mass transport 
rates of reactants and products and on the pressure drop of the reactants across the cell. This directly affects the 
cell performance. As a result, the aim of this research was project a new bipolar plate design increasing the 
channel deeps in both bipolar plate sides without increasing the bipolar plate thickness. The CFD tests showed 
that the new bipolar plate decreased the pressure loss and improved the fuel cell overall performance. 
Keywords: fuel cell, bipolar plate, pressure loss. 
 
1 INTRODUCTION 
The fast development of modern society is excessively dependent on non-renewable fossil fuels. With the 
increasing demand of energy and the rapid depletion of fossil fuel sources, the current generation of power from 
fossil fuels is generally accepted as being unsustainable [1]. Increasing emphasis on “green” energy, 
governments and transit agencies world-wide have been promoting measures to reduce the use of fossil fuels. As 
a result, hydrogen fuel-cells are gaining increasing popularity both in stationary power-generation and in motive 
applications [2]. As an electrochemical device that converts chemical energy into electric power by means of 
catalytic electrochemical reaction, the main advantages of fuel cells are relatively simple mechanisms, silent 
operation, high efficiency and flexible scaling between power and capacity [3]. In a fuel cell, in particular, the 
bipolar plates flow field geometry has an important effect on the mass transport rates of reactants and products 
and on the pressure drop of the reactants across the cell. This directly affects current distribution and cell 
performance [4]. Computational Fluid Dynamics (CFD) can simulate fuel cells under various operating 
conditions. CFD studies on fuel cells to date include two-dimensional [5] and three- dimensional [6] modeling 
of the fuel-cell domain and transport phenomenon. Owing to large times required for CFD simulation, CFD 
studies have focused on steady-state simulation of non-starved fuel cells and the authors are unaware of dynamic 
CFD modeling or CFD models that can diagnose fuel-cell faults. 
2 OBJECTIVES 
The aim of this research was project a new bipolar plate design with fillets in the curves and increasing the 
channel deeps in both bipolar plate sides without increasing the bipolar plate thickness and verify the reactants 
pressure loss performance in this new bipolar plate by CFD tests. 
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3 METHODOLOGY 
The new bipolar plate was created by SolidWorks software. In both sides of the plate was created flow field 
designs with amended serpentines, with fillets and expansion of depth. The dimensions of the new plate was     
60 x 60 x 10 mm and the solution to improoving the deep of the channels in both side keeping the same tickness 
of the bipolar plate was adapt the channels in order to the inlet channel located in one of the plate side to be 
closed with the outlet channel located in the other side of the plate. Figures 1 and 2 shows respectively 
ilustrations of the anode and cathode side. 
 
 
Figure 1: Bipolar plate anode side. 
 
 
Figure 2: Bipolar plate cathode side. 
 
3 D. Schmidt et al. | Young Investigators Conference 2015 
 
 
 
In both sides the inlet was project with 2 mm width and 1 mm depht, in the outlet with 2 mm width and 8 mm 
depht. This increasing in the depht was realized in a homogeneous way, making the bottom of the channel 
become steeper due to an increase in the depth. Since the total distance and difference between inlet and outlet 
was 400 mm and 7 mm respectively, the slope angle of the channel was approximately 1º.  To analised the 
pressure loss behavior was employed the SolidWorks software 2015 with flow simulation tool. 
These tests were performed at the UNOESC University and it was employed the SOLIDWORKS software 2013 
with flow simulation tool in a computer model Alienware Aurora Desktop – BRH3171 (3.2 GHz, 8 MB L3 
cache; 24GB DDR3 1333MHz memory (6x4GB)) with an high-performance liquid cooling (Alienware®), 
equipped with a Intel
® Core™ i7-960. In the simulations both flow fields had the temperature controlled in    
100º C, received a volume flow of 1 L/min (water at 20ºC) in the inlet and environment pressure in the outlet. 
To comparing results the same test was ralized with a similar bipolar plate, but without variations in the deepht 
and without fillets. 
The material adopted for both plates in the CFD tests was graphite. 
4 RESULTS AND DISCUSSION 
The result had shown a similar behavior in the classical plate and in the new bipolar plate fluid dynamic. In both 
simulations the water pressure loss improves as the reagent approaches the flow field outlet. However, in the 
classical plate, as shown in Figure 3, the minimum pressure was 90465,27 Pa and the maximum pressure was 
269089,92 Pa generating a pressure loss of 178624,65 Pa.  
 
 
Figure 3: Pressure behavior in the classical plate. 
In the new bipolar plate, in both sides, the minimum pressure was 85996,72 Pa and the maximum pressure was 
120567,24 Pa generating a pressure loss of 34570,52 Pa. 
 
 
Figure 4: Pressure behavior in the new bipolar plate. 
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5 CONCLUSIONS 
The CFD tests showed that the new bipolar plate decreased the pressure loss without increase the thicknes of the 
plate. Decreasing the pressure loss in a flow field plate without increase the thickness is a good tactic to 
increasing the power density,  improving the fuel cell overall performance. 
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Abstract. Pelvic floor dysfunction is considered to be a long run sequel of injuries of the weak pelvic supporting
structures during vaginal delivery and their laxity in old age. Besides immediate effects, it becomes a socially
embarrassing health issue in the form of incontinence and prolapse. To validate such clinical outcomes and to
highlight the importance of supporting ligaments and fascias in the maintenance of continence as suggested Petros’
integral theory, computational studies are carried out on a 3D finite element pelvic floor model.
Keywords: Urinary Incontinence; Pelvic Floor Dysfunction; Integral Theory; Finite Element Method.
1 INTRODUCTION
Unlike the male, the anatomic structure of the female pelvic floor sustains the pregnancy and facilitates the fetal
descent during delivery. A mother’s body undergoes unique physical changes from conception to birth. During
delivery, laxity of the ligaments and muscles facilitates to widen the way out for fetal descend. Muscles and lig-
aments normally regain shape and function after some time. However, critical damages affect the normal pelvic
functions which are seen in the form of pelvic floor (PF) dysfunction. Among them, urinary incontinence (UI) is
a well known situation in aging female where significant urine leakage occurs involuntarily during sudden increase
in intra-abdominal pressure (IAP). Causes are presumed due to weak support at the mid-urethral level from the
pubourethral ligaments (PUL), pubocervical fascia (PCF) and pubococcygeus muscle. These can be addressed ef-
fectively through a minimally invasive surgery with an insertion of a prosthetic mesh implant ’to restore the structure
to improve its function’: the fundamental principle of the ’Integral Theory System’ [1].
Today, it is estimated that more than 200 different textile constructs are available and more than 20 million meshes
are implanted per year world-wide for the reconstruction of the pelvic floor (PF) dysfunction [2]. An ideal location
and orientation of the prosthetic mesh around the mid-urethra for the reconstruction has not been found yet. Simple
selections of one universal orientation for any level of PF dysfunctions such as urinary incontinence and prolapse
without adopting the specific requirements will increase the risks for mesh related complications. The purpose of
this study is to investigate the influence of the IAP on the movement of the urethra and the urethro-vesical junction
(UVJ) to validate clinical hypotheses with respect to healthy, impaired and reconstructed urethral dynamics via
numerical simulations.
2 MATERIAL AND METHODS
Geometrical model
The model shown in Fig. 1 is a complete 3D finite element (FE) model reconstructed from a 70 year old female
cadaver specimen obtained from the human donation program of the Medical University of Vienna. The ethical
committee of the university provided approval for using the pelvis for 3D reconstruction: EK Nr: 1191/2011. The
methodology of creation of the computer model, finite element mesh generation and necessary repairing has been
described in the previous work [3]. Few structures have been added in the presented model after a detail study of
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the anatomy and the requirements of the numerical simulations, cf. [3]. Figure 1a shows all the structures, such as
muscles, organs, ligaments and fascias in the female pelvic floor. Since fascias are very thin structures, automatic
(a) The female pelvic floor model: lateral view (b) The pelvic floor model: lateral-ventral view
Figure 1: 3D FE mesh of the female pelvic floor in sitting position based on the data set from the plastinate reconstruction. USL=Uterosacral
ligament; CL=Cardinal ligament; PUL=Pubourethral ligament; PVL=Pubovesical ligament; Umb=Umbilical ligament; En-Ves= Vesical part
of endopelvic fascia; En-Ure= Urethral part of endopelvic fascia; PCF-Ure=Urethral part of PCF; PCF-Ves=Vesical part of PCF; Ve=Vesica;
Ur=Urethra; V=Vagina; Ut=Uterus; R=Rectum; ICM=Iliococcygeus muscle; PCM=Pubococcygeus muscle; PRM=Puborectalis muscle;
EAS=External anal sphincter; Pe=Perineal membrane; PAP=Post anal plate; T. Per=Transversus perinei superficialis; Pb=Perineal body.
reconstruction of their geometry from the plastinated images has been found to be complicated. Figure 1b shows the
female pelvic floor structures including the fascia which has been manually created in the pre-processing software
Salome1.
Material modeling of tissues
The hyperelastic material parameters for the Mooney-Rivlin class of strain energy
W = C10(I1 − 3) + C01(I2 − 3) + C20(I1 − 3)2, (1)
are listed in table 1, where, C10, C01 and C20 are empirically determined material constants, and I1 and I2 are the
first and second invariant of the right Cauchy-Green deformation tensor, respectively. Histological studies suggest
Table 1: Biomechanical properties of pelvic structures.
Structure C10(MPa) C01(MPa) C20(MPa) References
Vesica, urethra 0.2 - - [4]
Uterus, vagina 0.55 - 3.25 [5]
CL, Umb 0.834 - 6.779 [6]
USL 1.55 - 10.48 [6]
PVL, PUL 0.596 - 4.3125 [6],[7]
PCF-Ure, En-Ure - 0.965 - [8]
PCF-Ves, En-Ves - 0.24125 - [9],[10]
that the composition of the fascia varies along the anterior vaginal wall as it reaches the cervix from the distal
vagina [1]. Damage or weakness in the urethral supporting fascias (PCF-Ure and En-Ure), the vesical supporting
fascias (PCF-Ves and En-Ves) and in the corresponding ligaments results in stress UI and cystocele, respectively.
The mechanical behavior of the elastin-rich PCF-Ure and the En-Ure is adopted from the stress-stretch curves of
the collagenous human abdominal fascia [8], which has been recently fitted by Branda˜o et al. [7]. Uniaxial tensile
experiments on fresh (collagen-rich) liver and (elastin-rich) spleen measured a reduction factor of about 76% on the
stress-stretch curve [9], [10]. Hence, the material parameter for the elastic PCF-Ves and the En-Ves is approximated
by 75% reduction of the stress-stretch curve of the elastin-rich PCF-Ure and the En-Ure. Tissue impairment is
modeled as decreased tissue stiffness.
Mesh Implant
The FE model of the DynaMesh-SIS direct implants is embedded inside the endopelvic fasica behind the urethra at
two different positions to compare the effectiveness of each implant to support the impaired PUL and PCF-Ure, see
1www.salome-platform.org
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Fig. 2a. The mesh is modeled as linearly elastic orthotropic material with constants, EL=12.6 MPa, ET=5.28 MPa,
(a) (b)
Figure 2: Prosthetic mesh implants for the reconstruction of the urinary incontinence. a) 3D FE mesh of the female pelvic floor with possible
position of the prosthetic implants to reinforce the impaired PUL; b) DynaMesh SIS-Direct mesh implant with axes of orthotropy.
νLT=0.07 and GLT=4.37 MPa. Assuming neglegible change in the fibre diameter, higher values of the modulus
and the Poission’s ratio are provided along the thickness direction for the 3D mesh implant. Frictionless contact is
assumed between the anterior and the posterior vaginal walls. FE simulations are performed on the model shown in
Fig. 1b with an IAP of 4 kPa applied on the top of the vesical surface during Valsalva maneuver and with muscle
forces acting on the posterior vaginal wall and the endopelvic fascia.
3 RESULTS
The computational results presented here show the movement of the pelvic organs and the deformation of the
supporting soft tissues due to the IAP. The vesical mobility and the urethral position are considered to be a way
(a) (b)
Figure 3: A 3D FE simulation result showing large principal stresses due to IAP. a) PF at rest (wireframe) and displaced PF with healthy
structures (solid); b) Movement of the PF: healthy structures (wireframe) and 50% impaired PUL and PCF-Ure (solid).
of measuring the risk of stress UI, hence, the movement of the urethro-vesical junction is measured for the healthy
and 50% structurally impaired (lax) PUL and PCF-Ure, see Fig. 3. With 50% impairment, the IAP and the muscle
forces increase the urethro-vesical angle (the angle between the urethral axis and the posterior vesical base) by 4◦
more than the healthy case. Also, significant vertical descent of the urethro-vesical junction occur from 17.8 mm
(healthy) to 21.5 mm (impaired), which is in accordance with the ultrasound examinations in subjects with stress
UI, check all [11]. Principal stresses are maximum at the regions of the pubourethral ligaments (σmaxz =7.8 MPa) and
the pubovesical (σmaxz =6.5 MPa) for healthy and impaired tissues, respectively. For better visualization of the stress
distribution, the scale for stress component is manually limited to 1 MPa in the figures.
In order to reduce the risk of mesh related complications, simulations are performed with mesh implants at two
different positions. Irrespective of the position and orientation of the mesh implants around the mid-urethra, the
support to the impaired PUL is qualitatively and quantitatively satisfactory, see Fig. 4a. Despite satisfactory mid-
urethral support, implants near the vesical base are not preferable because of the chances of cutting the vesica by
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(a) (b)
Figure 4: FE simulation result showing the reconstruction of the stress UI using the prosthetic mesh implants. a) Urethral descent with healthy
PUL (green), 50% impaired PUL and fully impaired PCF-Ure (solid), urethral relocation with implant 1 (gray) and implant 2 (pink); b) Implant
2 at the level of the PUL and near the vesical base cuts the vesica.
the prosthetic mesh, see Fig. 4b. A slight difference of 4.7% in the extension of the PUL is found by rotating the
orthotropic fiber directions by 90◦. Nevertheless, the localized effect of the fibers due to the change in the fiber
orientation on the soft fascia has still to be investigated.
4 CONCLUSIONS
With progressively impaired PUL and complete paravaginal defect, dislocation of the UVJ is high. This correlation
of the UVJ with the laxity of the pelvic structures indicates the higher risk of stress UI. The simulation results
suggest that the surgical implant need to be placed far from the vesica for better reinforcement of the weaker PUL
to support the mid-urethra.
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Abstract.   Structural plastics parts are often used in assembly situations that cause structure-borne sound. Thus 
the parts can emit noise in form of airborne sound. Instead of analysing the acoustic behaviour of prototypes, the 
simulation of the structure-borne sound behaviour is preferred using finite elements analysis. We present the 
development of an integrative simulation method which calculates the structure-borne sound appropriate to the 
anisotropic and viscoelastic material behaviour of short fibre reinforced thermoplastics.  
Keywords: Acoustics simulation, anisotropic viscoelastic material behaviour, material characterisation 
1 INTRODUCTION 
Classic materials such as steel are often substituted or replaced by plastics for technical or economic reasons. In 
addition to the lower density, plastics have many advantages regarding e.g. processing or the integration of 
different functions in one component [1]. However, they do not achieve the stiffness and strength of metals.  
In particular, the low density and the low stiffness of plastics lead to an unfavourable acoustic behaviour. 
Generally, the acoustic behaviour of plastic components is affected by the part design as well as a variety of 
materials and process influences [2]. For this reason the acoustic design of a plastics part is usually determined at 
a late stage of development when prototypes are available. But the later changes are applied in the development 
phase, the greater the effort and the costs that are required. Numerical simulation methods can be used to 
minimize these costs by characterising the acoustic behaviour of components at an early stage of development. 
However, state of the art simulation tools are only able to calculate the viscoelastic material behaviour of isotropic 
thermoplastics. Accordingly, they are not suited to simulate the anisotropic material behaviour of short fibre 
reinforced thermoplastics, which are increasingly used for structural parts.  
2 ACOUSTICAL AND MECHANICAL PROPERTIES OF SHORT FIBRE 
REINFORCED THERMOPLASTICS 
In the case of gaseous media, oscillations are known as airborne sound. They are caused by temporal changes of 
pressure which are superimposed by static pressure [3]. Positive and negative pressures continuously try to 
compensate each other temporally and spatially, resulting in gas particles oscillating. Again, these particles 
stimulate neighbouring ones, so that sound started from a point source propagates in all directions. It must be 
noted that gas molecules oscillate only in propagation direction of the wave but do not move spatially [4]. This 
phenomenon is referred to as longitudinal waves. Compared to the acoustic behaviour of gases, sound in solids 
propagates with different wave forms. This behaviour is known as structure-borne sound. Since solids elastically 
resist against deformations, the transmission of sound results in also longitudinal and transversal waves [4]. As a 
result, the description of sound is much more complex. Oscillations in fluids and solids decrease in time and 
space. Thus, an oscillation will not oscillate indefinitely or will not propagate infinitely far. In acoustics this effect 
is called damping affecting especially the acoustic characteristics of thermoplastic components. Damping is a 
result of mechanical energy dissipating to thermal energy. The proportion of mechanical energy converted into 
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heat partly depends on the frequency of the oscillation [5]. Other influencing factors include the medium (air, gas, 
steel, plastic, etc.) and any existing anisotropies. 
Short glass fibre reinforced thermoplastics contain glass fibres with a length of up to 0.5 mm thus they are 
associated with the group of composite materials. They are typically processed by injection moulding so that parts 
can be produced economically in high volume. In comparison to unreinforced thermoplastics, the fibre-
reinforcement offers advantages especially in terms of mechanical properties, shrinkage and component tolerances 
[6]. Because of local shear and extensional flows during the injection moulding process, the fibre orientation 
varies within the parts. Through wall adhesion to the cavity, a very thin layer of random orientations is formed 
near the wall, while the fibres inside the shear zone are predominantly oriented in flow direction. In the core area a 
layer of perpendicular oriented fibres is formed by extensional flows caused by swelling effects at the gate [7]. 
This results in anisotropic mechanical properties with significantly higher stiffness parallel to the main fibre 
orientation than transversely thereto. For room temperature and relatively low loads thermoplastics behave both 
elastic and viscous. Especially with long-lasting and dynamic, time-varying stresses, viscoelastic material 
behaviour plays an important role. The viscoelastic properties are the subject of intensive research for many years. 
Overviews of the main relationships are found in various sources in the literature e.g. [8,9]. 
3 ANISOTROPIC ACOUSTIC SIMULATION 
An accurate calculation of the material behaviour of short fibre reinforced thermoplastics with structural 
simulation tools is only possible when local fibre orientations are taken into account. These orientations can be 
calculated with the help of process simulation tools. The necessary linking of process and structure simulation is 
referred to as an integrative simulation approach which will be transferred to the acoustic simulation in this work. 
For an acoustic simulation, the material properties stiffness and damping must be characterized frequency-
dependent. Due to the minimal frequency-dependent behaviour of glass fibres, the core point is thus the 
frequency-dependent description of material properties of the polymeric matrix. Through the combination of both 
material properties, the mechanical behaviour of short fibre reinforced thermoplastics can be calculated in 
structure-borne sound simulations. 
 Determine Material Data for Thermoplastic Matrices 3.1
The Dynamic Mechanical Analysis (DMA) is a non-destructive dynamic test method suitable for the 
determination of frequency-dependent material parameters. The method is used e.g. for the determination of 
transformation temperatures, the heat resistance or to study the aging behaviour. For this work, the information 
obtained via the DMA are stiffness and damping values dependent on the frequency f that are stored in the 
complex Young’s modulus E* 
)()()(* fEifEfE ʹ′ʹ′+ʹ′=  (1) 
This complex modulus consists of the storage modulus E', resembling material stiffness, and the loss modulus E’’, 
mostly resembling material damping. Therefore, the DMA is well suited for the testing of the viscoelastic material 
behaviour of thermoplastics. The results can be used as input data for the acoustics simulation. But it must be 
noted, that the resonance frequency of the test setup represents a limiting factor for measurements of 
thermoplastics with the DMA. This frequency must not be reached during the tests, resulting in a usable frequency 
spectrum of up to 80 Hz. But during acoustic tests, technical used thermoplastic components often are excited at 
frequencies up to 4000 Hz. As the material behaviour at these high frequencies cannot be determined by DMA 
directly, material data for large frequency ranges is determined with the help of the time/temperature-shift 
principle (tts) [10]. The tts describes the time- and temperature-dependent behaviour of plastics and their 
mathematical relationship. This allows the determination of the mechanical behaviour of polymers for loads 
applied at high speeds by carrying out experiments at a lower speed and a temperature below the required 
reference temperature [6]. As a calculation approach the method of Arrhenius is established for materials 
behaving thermorheologically simple [11].  
 Calculating the Composite Material Behaviour With the Help of Micromechanical Models 3.2
The mathematical modelling of short fibre reinforced plastics stiffness properties is based on micromechanical 
model concepts [12]. During the injection moulding production process, short fibre reinforced plastics adopt a 
state between complete anisotropy and isotropy. To mathematically characterise this behaviour, micromechanical 
models are used describing the material behaviour starting from a unidirectional, transversely-isotropic composite 
towards the characteristically orthotropic composite structure of injection moulded parts, as shown in Figure 1: 
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Figure 1: Determine local stiffness properties. 
A variety of different micromechanical models exists to determine local stiffness properties. Each model is based 
on some basic assumption as e.g. the ideal adhesion of fibre and matrix, linear elastic material behaviour, a 
constant aspect ratio (length/diameter) of the fibre and a cylindrical fibre form. The input values of the 
micromechanical models are the elastic properties of the fibre and matrix, the fibre volume content, and the aspect 
ratio of the fibre. 
4 RESULTS 
In this work, the structural simulation software Abaqus from Dassault Systèmes Simulia Corp., Providence, RI, 
USA, is combined with the process simulation software Sigmasoft from Sigma Engineering GmbH, Aachen, 
Germany. First, filling simulations are carried out to obtain information about the local fibre orientations. In 
mapping mode, the calculated fibre orientations are transferred to the finite element mesh of the Abaqus model. 
Then an interface combines the fibre orientations with mechanical properties of both matrix and fibre based on 
micromechanical models. Finally, the structure-borne sound simulation is performed in Abaqus with the help of a 
custom linear viscoelastic material model implemented as user subroutine. The quality of simulation results 
depends on the quality of the underlying material model [13]. A complete modelling of the thermoplastic material 
behaviour has to consider typical influence factors such as load time, load rate, temperature, type of load, and 
history of load. Effects caused by different load height can be left aside for acoustic simulations of thermoplastic 
parts, as only small deformations occur [6]. As a consequence, a linear viscoelastic material model is suited well. 
Until now, no material model is known that is able to take anisotropic stiffness and damping behaviour into 
account. Therefore, an appropriate material model has been implemented as a subroutine for the finite element 
analysis (FEA) software Abaqus/Explicit. 
Starting from a simple component geometry in form of rectangular bars and continuing with a plate geometry to 
finally simulating a practical relevant flange geometry, the integrative acoustic simulation gets first tested and 
then validated by comparing calculated results to measurements. Therefore, an acoustic test bed is used that has 
been developed at the IKV [10]. With its help, the structure-borne sound of parts can be measured contactless by 
using a laser vibrometer. During the tests, parts are forced to vibrate within a frequency range of 10 to 4000 Hz 
with a cyclic load of 1 N. The evaluation is then performed on basis of the resonance frequencies. These depend 
on the geometry and the material of a part, thus characterising its acoustic behaviour. In Figure 2 the results of 
tests and simulations are shown for rectangular bars, which have been machined longitudinal and perpendicular to 
the flow direction from dry conditioned injection moulded plates of polyamide 6 with 30 % short glass fibres 
(PA6-GF30). The simulation models used for this purpose are the same. The material modelling, however, 
depends in case of fibre orientations on the removal direction. As it is usual for a transmission function, the 
normalized acceleration level is plotted against the frequency in Figure 2. In this frequency range, the test bars 
have two resonance peaks that are visible both in the measurement as well as in the simulation. The specific 
frequencies of the resonance peaks depend on the material stiffness while the acceleration levels depend on the 
material damping. Accordingly, the measurement demonstrates the influence of anisotropic material behaviour on 
the structure-borne sound. 
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Figure 2: Comparison of simulation to test results for test bars. 
As Figure 2 shows, the simulation results correspond well to the experiment for both criteria: the frequency of the 
resonance peak which is a sign for the stiffness, as well as the peak height that resembles damping behaviour. 
5 SUMMARY AND OUTLOOK 
As part of the testing, both the linear viscoelastic material behaviour as well as the integrative consideration of 
fibre orientations is successfully reproduced in the anisotropic structure-borne sound simulation for the PA6-GF30 
specimen. Following these tests the validation takes place with the help of two-dimensional vibrating plates and 
three-dimensional vibrating flanges as complex components. In addition, the designed transferability to different 
short fibre reinforced thermoplastics has to be proven so that a universally applicable integrative simulation chain 
can be provided finally. This will support the design of short fibre reinforced technical plastic parts that are e.g. 
acoustically stressed by their resonance frequency.  
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Abstract. The aim of this paper is to investigate the properties of a specific implicit gradient-enhanced damage
model which is coupled to elastoplastic material behavior. The model may be regarded as a direct ‘nonlocal’
extension of the classical ‘local’ Lemaitre-type damage-plasticity formulation. A simple benchmark test conducted
in the numerical part of the work reveals that the discussed model is capable to suitably counteract the undesired
mesh-sensitivity effect typically observed in finite element simulations involving material softening behavior.
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1 INTRODUCTION
In continuum damage mechanics – a framework for describing material degradation processes from a continuum
mechanics point of view – internal damage variables are used to capture microscopic material defects in an averaged
sense. A number of different approaches exist in the literature on how these variables exactly influence the material’s
behavior in the model. Nevertheless, in most formulations, damage manifests itself through the occurence of strain-
softening which sets in at some distinct stage of the loading history (see e. g. [1]).
It is well known nowadays that the usage of conventional ‘local’ softening models in finite element simulations
may lead to severe mesh-dependent results whenever damage becomes sufficiently high and strains localize into a
narrow band (see e. g. [2]). The reason for this does not lie in an eventual shortcoming of the applied numerical
method but rather in the conceptual simplicity of the material model itself which possesses no length scale entering
its constitutive description. In order to counteract this problem, several solution strategies were proposed in the past
to restore the well-posedness of the formulation and ensure mesh-objective results. Among the class of enriched
continuum descriptions, so-called implicit gradient-enhanced continua have gained attention in the past years (see
e. g. [3]). The latter type of models is closely related to nonlocal integral-type formulations and is characterized by
the consideration of an additional partial differential equation expressed in terms of a further ‘nonlocal’ unknown of
the problem which has to be solved for globally.
In the current study, a specific implicit gradient-enhanced damage model coupled to elastoplastic material behavior
is examined and tested in a typical numerical benchmark problem. Damage modeling is based on a Lemaitre-
type formulation and nonlinear combined isotropic and kinematic hardening are considered for deformations in the
plastic regime. The goal is to assess the mesh-regularization properties of the model and to estimate its suitability
in describing crack initiation phases in ductile materials during finite element computations involving continuum
damage.
2 CONSTITUTIVE THEORY
2.1 Strong form of the problem
The gradient-extended problem under consideration is defined in the domain of interest Ω by the following set
of partial differential equations (PDEs) (1) and corresponding boundary conditions (2) – (3) on Γ = Γt ∪ Γu,
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Γt ∩ Γu = ∅:
∇ · σ + f = 0 in Ω D¯ − c∇2D¯ = D in Ω (1)
σn = tˆ on Γt ∇D¯ · n = 0 on Γ (2)
u = uˆ on Γu (3)
The usual balance equation of linear momentum (shown left) is supplemented by a scalar PDE of Helmholtz-
type (shown right) which describes the development of a certain nonlocal quantity D¯ in dependence of its local
counterpart D. Accordingly, the former quantity becomes a further global unknown of the problem in addition to
the displacements u. The present gradient-extension is referred to as ‘implicit’, a terminology originally introduced
by [3].
The influence of the gradient term ∇2D¯ (where ∇2 is a shorthand for the Laplacian operator) can be controlled
via the material parameter c which implicitly introduces an internal length into the model. Interestingly enough,
it can be shown that implicit gradient-enhanced models are very closely related to specific nonlocal integral-type
formulations which justifies their classification as ‘true’ nonlocal material models [4].
In the form presented above, the set of equations is rather general and the actual physical meanings of D and D¯
remain to be clarified. In the context considered here, both represent local and nonlocal damage variables according
to the well-known concept of effective stress and hypothesis of strain equivalence.
2.2 Weak form of the problem and its linearization
The corresponding weak form of the problem can be obtained in the usual way by multiplying PDEs (1) of the
model by suitable vectorial and scalar test functions η and η, respectively, integrating over the domain Ω and
applying Gauss’ theorem. By further exploiting boundary conditions (2) – (3), it follows:∫
Ω
σ : ∇sη dΩ−
∫
Ω
f · η dΩ−
∫
Γt
tˆ · η dΓ = 0 ∀η (4)∫
Ω
D¯ η dΩ +
∫
Ω
c∇D¯ · ∇η dΩ−
∫
Ω
Dη dΩ = 0 ∀η (5)
In the above equations, ∇s(•) denotes the symmetric gradient of (•).
Since the weak form (4) – (5) is generally nonlinear, a solution for it can usually not be found directly but a preceding
linearization with respect to the unknowns u and D¯ is required. This leads to the following set of equations which
need to be solved for the increments ∆u and ∆D¯ in an iterative manner:∫
Ω
∇sη :
(
∂σ
∂ε
: ∇s(∆u)
)
dΩ +
∫
Ω
∇sη :
(
∂σ
∂D¯
∆D¯
)
dΩ =
−
(∫
Ω
∇sη : σ dΩ−
∫
Ω
η · f dΩ−
∫
Γt
η · tˆ dΓ
)
∀η (6)
−
∫
Ω
η
(
∂D
∂ε
: ∇s(∆u)
)
dΩ +
∫
Ω
η∆D¯ dΩ +
∫
Ω
c∇η · ∇(∆D¯) dΩ−
∫
Ω
η
(
∂D
∂D¯
∆D¯
)
dΩ =
−
(∫
Ω
η D¯ dΩ +
∫
Ω
c∇η · ∇D¯ dΩ−
∫
Ω
η D dΩ
)
∀η (7)
The sensitivities ∂σ/∂ε, ∂σ/∂D¯, ∂D/∂ε and ∂D/∂D¯ can consistently be computed by first discretizing the cou-
pled model equations presented in the following section in time (by means of the backward Euler procedure) and
afterwards taking the partial derivatives of σ and D with respect to ε and D¯, respectively.
2.3 3D implicit gradient-enhanced damage model coupled to elastoplasticity
The constitutive model discussed here may be regarded as a direct ‘nonlocal’ extension of a corresponding ‘local’
model which was presented earlier e. g. by [5, 6, 7]. More precisely, nonlocality is achieved by exchanging in every
equation of the local model the local damage variable D by its nonlocal counterpart D¯ (except for D˙ in Equation
(16)). Besides that, the equations of the nonlocal gradient-enhanced model remain unchanged compared to the local
one. For brevity, only short descriptions of the equations are given below, since more details can be found in the
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latter mentioned references which provide a more comprehensive overview.
ε = εe + εp elastoplastic split of strain tensor ε (8)
σ = (1− D¯)C [ε− εp] stress-strain relationship (9)
σ˜ =
σ
1− D¯ effective stress (10)
Φ(σ,χ, R) =
√
3
2
∥∥σ˜D − χD∥∥− (σy0 +R) von Mises yield function (11)
ε˙p =
√
3
2
λ˙
1− D¯
σ˜D − χD∥∥σ˜D − χD∥∥ associative flow rule (12)
εp = εpe + εpi additional split of plastic strain tensor εp (13)
R = Q∞ (1− exp(−β α)) Voce-type isotropic hardening (14)
χ = a (εp − εpi) Armstrong-Frederick-type kinematic hardening (15)
D˙ =
λ˙
1− D¯
(
Y
r
)s
H(ε¯p − ε¯pD), Y =
1
2
εe · C [εe] Lemaitre-type damage (16)
ε˙pi = λ˙ b (εp − εpi) evolution equation for εpi (17)
α˙ = λ˙ evolution equation for isotropic hardening variable α (18)
λ˙ ≥ 0, Φ ≤ 0, λ˙Φ = 0 Kuhn-Tucker conditions (rate-independent plasticity) (19)
3 NUMERICAL EXAMPLE
In order to assess certain properties of the model, a simple numerical benchmark test is performed in the finite el-
ement analysis program FEAP by subjecting a one-dimensional bar of length l = 100 mm to uniaxial tension. A
symmetric problem is considered in which an increasing displacement u is applied at both ends of the bar. Symmetry
conditions are exploited and the properties of the material are assumed uniform for the whole bar; damage develops
with the onset of plastic deformations within the material. An imperfection zone of length lw = 10 mm (character-
ized by a 10% cross section reduction) is artificially introduced into the middle of the bar in order to trigger a strain
localization process.
In a first instance, the gradient influence parameter is set to c = 1 mm2 and a study of convergence is carried out
by repeatedly performing the simulation using an increasing number of elements. The results shown in Figure 1
demonstrate that the force-displacement curve as well as the damage distribution along the bar (when D¯ approaches
unity in the localization area) converge towards unique solutions for decreasing mesh-sizes. This is in contrast to the
results obtained with the corresponding local model which usually predicts varying energy dissipations and damage
distributions in dependence of the number of elements used in the simulation.
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Figure 1: Study of convergence (c = 1 mm2)
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In a second instance, the influence of the gradient-extension on the damage distribution is studied by varying material
parameter c for a fixed number of 160 elements. Figure 2 shows that a higher value for c leads to a widening of the
localization zone which is reasonable. Moreover, it can be seen that c also has an influence on the specific ‘shape’
of the damage distribution which develops during the localization process.
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Figure 2: Influence of gradient parameter c on damage distribution (160 elements)
4 CONCLUSIONS
The results of the numerical benchmark test considered above reveal that, even for decreasing mesh-sizes, a well-
defined and unambiguous energy dissipation and damage distribution are obtained during the simulation. The spe-
cific size of the localization area can be controlled by means of the additional material parameter c. It can therefore
be concluded that the discussed implicit gradient-enhanced damage model ensures mesh-independent results in
coupled damage-plasticity finite element simulations during crack initiation phases of the material.
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Abstract. For real-time applications in mechanised tunnelling, surrogate models are required instead of employing
numerical simulations to reduce the computational cost. A hybrid surrogate model is proposed combining Recurrent
Neural Network approach and gappy Proper Orthogonal Decomposition method to approximate time variant sur-
face settlement fields induced by mechanised tunnelling processes. This paper presents an investigation of advanced
iterative methods based on the gappy POD to improve the prediction capability of the hybrid surrogate model.
Keywords: Proper Orthogonal Decomposition; Surrogate Model; Mechanised Tunnelling; Neural Network.
1 INTRODUCTION
Mechanized tunneling in urban areas must always consider the effect of the construction process on the built en-
vironment, such as the risk of damage of existing buildings. This is associated with evaluating the limit state of
the system response, e.g surface settlements considering uncertainties of geotechnical data by means of reliabil-
ity analyses. In general, numerical simulations are considered as the deterministic solution for this problem since
they are proven to be a powerful tool to investigate and predict the structural behaviour in mechanised tunnelling
processes, see [1] and [2]. However, numerical simulations are time-consuming, if multiple runs of finite element
(FE) simulations are employed, e.g. for Monte Carlo simulations within stochastic or fuzzy stochastic analyses and
optimisation approaches to support the steering of the tunnel boring machine (TBM). To reduce the computational
burden for real-time applications, surrogate models are required. The focus of this work is on the prediction of time
variant surface settlement fields induced by mechanised tunnelling processes. Therefore, it is necessary to estab-
lish a surrogate model with the capability of multiple output prediction. In [3], Recurrent Neural Network (RNN)
approach and gappy Proper Orthogonal Decomposition (GPOD) method are combined to obtain such a surrogate
model. In this study, advanced iterative GPOD methods will be investigated to improve the prediction capability of
this hybrid surrogate model.
2 FINITEELEMENTMODELFORNUMERICAL SIMULATIONS INMECHANISED
TUNNELLING
The numerical simulations of mechanised tunnelling processes are performed based on the FE model ekate, which
has been developed for the simulation of shield driven tunnels. The simulation model accounts for all relevant
components of the mechanised tunnelling process such as stepwise excavation, hydraulic thrust jacks, heading
face support by both mechanical and fluid boundary conditions, frictional contact between the shield skin and the
surrounding ground and the ringwise installation of lining and tail void grouting. Additionally, in order to consider
the interactions between the model and buildings, a substitute model for buildings with a surface-to-surface contact
algorithm is also implemented. Details on the simulation model can be found in [4], see also Figure 1.
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Figure 1: Finite element model of mechanised tunnelling processes.
3 SURROGATE MODELS FOR REAL-TIME APPLICATIONS
The hybrid combination proposed in [3] consists of two widely used approaches for generating substitute models,
RNN, see [5], and POD, see [6]. The former is employed to predict (extrapolate in time) suface settlements of
selected points and the latter is for approximating the surface settlement fields (represented by many points). For
more information about the algortihms of each method, we refer to [3]. The prediction capability of the hybrid
surrogate model depends on all of its components, however, in this paper, the focus is only on improving the
prediction accuracy of GPOD method.
3.1 GPOD
Gappy POD procedure was first introduced by Everson and Sirovich [7] to reconstruct human face images from
incomplete data set. It was also successfully employed in the field of aerodynamic for flowfields data recovery, see
[8]. The procedure is summarised below.
Firstly, a vector m is defined to identify available and missing data as in Equation (1)
mi = 0, for locations of unknown or missing data
mi = 1, for locations of known data (1)
It is assumed that an output system response snapshots set U is given, where all snapshots are completely known,
with the POD basis Φ and U∗ is another solution vector, that has some elements missing, with corresponding mask
vector m. The complete or “repaired” vector from U∗ can be reproduced with the assumption that U∗ can be
characterized with the existing snapshots set U. The intermediate repaired vector U˜
∗
can be expressed in terms of
truncated POD basis vectors Φ as
U˜
∗ ≈ Φ · A∗ (2)
By minimizing the error E = ||U∗ − U˜∗||2n, coefficient vector A
∗
can be computed. A solution to this so-called
least squares or linear regression problem is given by a linear system of equations
M · A∗ = R (3)
with M = (ΦT,Φ) and R = (ΦT,U∗). Solving Equation (2) with A∗ computed from Equation (3), the intermediate
repaired vector U˜
∗
can be obtained. Finally, by replacing the missing elements in U∗ by these in U˜
∗
a complete
vector of output system responses is reconstructed.
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3.2 Iterative GPOD
In the method described above, the reconstruction procedure is done in one step with the assumption that the “re-
paired” vector can be characterized with the already known snapshots set. This method can be extended to the case
where the missing vector is included into the snapshots sets. Therein, the POD basis is constructed in an iterative
procedure. In [7], this is done based on some initial guesses at missing locations as described below (standard E-S
method)
E-S method
(a) use time-average values as initial guess at missing locations to obtain U˜
∗
.
(b) include U˜
∗
into snapshot U to form U˜.
(c) perform POD on U˜ to obtain Φ.
(d) choose the number of modes K to be employed in the reconstruction.
(e) compute A∗ from Equation (3) with M = (ΦT,Φ) and R = (ΦT,U∗).
(f ) compute U˜ from Equation (2) and overwrite the previous guess.
(e) check convergence, if not, go to (b).
Another extension of E-S method, which is not dependent on the initial guess and improves the accuracy signif-
icantly, is proposed by Venturi and Karniadakis in [9] (refered as V-K method). The main steps of this extended
procedure are described below.
V-K method
(a) perform the standard E-S procedure but employ only K=2 modes in the reconstruction.
(b) take the converged result from previous step as new initial guess.
(c) perform the standard E-S procedure but employ now K=3 modes in the reconstruction.
(d) Proceed similarly until the eigenvalues no longer change.
More details about these methods and also the convergence criteria can be found in [7] and [9].
4 APPLICATION EXAMPLE
In this section, the iterative GPOD methods are investigated on a synthetic example of a mechanised tunnelling
process. Details of this example are presented in [3], see also Figure 1. It is assumed that the TBM advances
to excavation step 22 and the surface displacement field data from step 1 to 22 is known. The goal is to predict
the behaviour of the surface in step 23 with a prescribed grouting pressure. To fulfil that, the surrogate model is
generated based on data obtaining from numerical simulations of this tunnelling scenario. Details of the procedure
from setting up the numerical model to creating and training the hybrid surrogate model can be found in [3]. Figure
2 depicts the prediction of surface displacement by GPOD, iterative GPOD (E-S method and V-K method) and the
result of the FE simulation.
Obviously, the iterative methods gives better approximation with the V-K methods producing the best accuracy as
shown in [9], however, the computation time of a run slightly increases. In the context of real time applications
with uncertain geotechnical parameters, which require reliability analyses (multiple runs computation), it is very
important to obtain the analysed result in an appropriate period of time. Therefore, an investigation of the computa-
tion time for Monte Carlo simulation using 100,1000 and 10000 samples based on the hybrid surrogate model with
different methods is shown in Table 1.
Table 1: Computation time of Monte Carlo simulation with 100,1000 and 10000 samples using hybrid surrogate
model with different methods.
Number of samples GPOD E-S V-K Units
100 9.89 11.33 13.55 s
1000 101.06 118.23 129.12 s
10000 1058.11 1085.97 1098.38 s
Theoretically, the computation time of iterative methods can be vastly increase because of number of iterations and
especially for V-K method with an increasing of number of modes. However, here we can see that the computation
time using different methods are just slightly different. One of the reason is that in this procedure, we only have to
reconstruct one gappy vector corresponding for 1 future excavation step so the gappiness of the data set is small.
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Figure 2: Surface displacement prediction with different methods.
This results in a faster convergence and a small number of modes being used.
5 CONCLUSIONS
Two iterative GPOD methods have been applied to an existing hybrid surrogate model combining POD and RNN
to enhance its prediction capability. The result shows an agreement with previous works, however, the computation
time does not increase significantly because of the small gappiness of the data set. In this study, the reliability
analyses is carried out with only a small to medium number of Monte Carlo runs for the purpose of real time
application in mechanised tunnelling. In future work, by combining with parallel techniques, reliability analyses
with an appropriate number of samples in the Monte Carlo simulation using iterative GPOD methods are possible
to be performed.
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Abstract. The paper is concerned with a boundary-oriented model to solve the motion problem of elastic solids.
It combines the merits of the so-called scaled boundary finite-element method (SB-FEM) and the isogemetric col-
location method. In the analysis, the boundary scaling technique of SB-FEM is adopted. It leads to a formulation,
where only the boundary of a structure is discretized. The domain inside the element is described by a radial scaling
parameter. Applying the weak form in circumferential direction the governing partial differential equations of elas-
ticity are transformed to an ordinary differential equation (ODE), where the unknown displacements are a function
of the radial scaling parameter. In the present approach an approximation in scaling direction is introduced. To
solve it, a NURBS based collocation scheme is employed. The proposed approach is validated by comparison with
the analytical solutions available in the literature.
Keywords: Boundary-oriented Model, NURBS, Isogeometric Analysis, Collocation Method.
1 INTRODUCTION
Nowadays, computer aided design (CAD) software offers various possibilities for the geometry definition, see [1].
A very popular method to define solids in CAD is the boundary representation modeling technique, see [2]. Within
this technique the solid is defined through the bounded surfaces, where each surface is created with non-uniform
rational B-spline (NURBS) basis functions by CAD software. Currently, the finite element method (FEM) is most
popular for the response analysis process. It is based on Lagrange functions to model the geometry of the structure
and the displacement response. Hence it leads to an approximation of the geometry, which has itself an impact to the
accuracy. To overcome this, the paper is concerned with a boundary-oriented novel numerical method. It will allow
to handle patches with an arbitrary number of contour boundaries. The method is therefore well suited to analyze
structures, which are designed by the boundary representation modeling technique.
2 ODE FOR DISPLACEMENTS IN SCALING DIRECTION
In this section the basic concept of SB-FEM is briefly reviewed. A basic assumption for the SB-FEM is a special
parametrization. A scaling center C is defined inside the solid, from which the total boundary is visible, see [3,
4]. The domain is partitioned in sections Ω = ∪nsecs=1 Ωs, each section is bounded by dashed lines in Fig.1 and
parametrized in circumferential direction with η, where 0 ≤ η ≤ 1. The domain inside the section is described by
the scaling parameter ξ with 0 ≤ ξ ≤ 1. For ξ = 0 the center is addressed and ξ = 1 describes the boundary, see
Fig.1. Let x¯s be points on the boundary and xs in the domain, it is assumed that
x¯s = N s(η)Xs on ∂Ωs; xs = x0 + ξ(N s(η)Xs − x0) in Ωs (1)
where, the matrix N s contains the NURBS basis functions to define the boundary.
Considering the governing equations for the 2D in-plane motion, one can obtain the so-called scaled boundary
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Figure 1: The domain Ω and the section Ωs in physical space and parameter space
finite element equations. Here, for brevity, only the final equations are given, the corresponding derivations can
be approached in [5, 6]. Here, an assemble operator Ansecs=1 is defined to represent the matrix assembly along the
boundary.
Ansecs=1
(
ξ2k11U s,ξξ +ξ(k12 − k21+k11)U s,ξ −k22U s +ξ2p+ ξq
)
= 0 (2)
The coefficients are derived from surface integrals and are constant in scaling direction [5, 6]. U s is the vector
of nodal degrees of freedom at the surface, see Sec.3. p and q are the contribution of the body force and surface
traction, respectively.
Considering the Neumann boundary condition, it leads to the following equation [5, 6].
Ansecs=1 (ξk11U s,ξ + k12U s − F s) = 0 (3)
with F s is the nodal force at the control points.
3 TREATMENT OF THE ODE IN SCALING DIRECTION
In the present contribution NURBS basis functions are employed to describe the geometry and to approximate the
displacements u¯s = us(η, ξ = 1) at the boundary of section Ωs, which results in
x¯s =
nbc∑
i=1
Ri,p(η)X¯i u¯s =
nbc∑
i=1
Ri,p(η)U¯ i (4)
i is the index of the control point along the boundary of section Ωs, where nbc denotes the number of control
points; the vector X¯i and U¯ i define the coordinate and displacement of the control points. Ri,p is the NURBS
basis function with the polynomial degree p, which can be approached in [7]. Likewise, the displacement along the
scaling direction is also approximated by employing NURBS basis functions, which leads to
U s(ξ) =
ncp∑
j=1
Rj,q(ξ)U j (5)
The different approximation strategies for the scaling and the circumferential direction are illustrated in Fig.2.
In the present paper the collocation method is employed to solve the Eqs.(2) and (3). In the context of NURBS
analysis the potential of collocation methodology was investigated in [8, 9] to solve the differential equations. For
the one dimensional case it has been proved to be numerically stable, see [8]. Due to this feature the collocation
method is utilized to solve Eq.(2). Therefore collocation points the so-called Greville abscissae are defined. They
are related to the knot vector as
ξˆk =
ξk+1 + ξk+2 + . . . ξk+q
q
for k = 1, . . . , ncp (6)
The approximated Eq.(2) is rewritten for each collocation point except the one at the boundary and leads to a system
of k = 1, . . . , ncp − 1 sets of equations
Ansecs=1 (
ncp∑
j=1
(ξˆ2kk11R
′′
jk,q + ξˆk(k12 − k21 + k11)R′jk,q − k22Rjk,q)U j + ξˆ2kp+ ξˆkq) = 0 (7)
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Figure 2: An example for different interpolations in the parameter space is given. For the interpolation in scaling
directions ξ, ncp = 5 control points are used, the NURBS Rj,q with q = 3 are depicted; in circumferential direction
η, nbc = 3 control points are employed, the NURBS Ri,p with p = 2 are shown.
At the boundary collocation point ξˆncp = 1, the Neumann boundary conditions in Eq.(3) are applied, which leads to
Ansecs=1 (
ncp∑
j=1
(k11R
′
jncp,q + k12Rjncp,q)U j − F s) = 0 on ∂tΩ (8)
The Dirichlet boundary conditions are directly applied to the nodes located at the boundary. Solving Eqs.(7) and
(8) yields the displacement U¯ of the control points at the boundary of the analysis domain Ω. Substituting it in the
corresponding equations, one can obtain the displacement, strain and stress in the global coordinate system (x, y).
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Figure 3: Infinite plate with circular hole: problem definition, here the initial control mesh is depicted in red colored
solid lines and the corresponding control points are denoted by red dots.
4 NUMERICAL EXAMPLE
In this section, we will employ the proposed method to analyze an infinite elastic plate with circular hole in tension
regime [6], see Fig.3. Here, we employ a small portion Ω of the infinite plate to illustrate the problem. Also, due to
the symmetry of the plate, only one quarter of the plate will be considered with the symmetry boundary conditions,
see Fig.3. The scaling center C is defined by the average of all control point coordinates. With respect to the center
the domain Ω is partitioned into 5 sections Ωs bounded by the dashed lines, see Fig.3. The properties of the plate are:
Young’s modulus E = 100, thickness h = 1 and Poisson’s ratio ν = 0.3. Due to the boundary oriented character of
the proposed approach, only the displacements at the boundary of the domain Ω are obtained directly in the analysis.
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Both the eigenvalue method [3] and proposed method are employed in the calculation. The L2-norm and L∞-norm
of error for the displacements at the boundary ∂Ω are employed to demonstrate the accuracy of both methods, see
Fig.4. In the figures, uγ denotes the displacements obtained from the proposed method and the eigenvalue method,
respectively. uan represents the displacements obtained from the analytical solution [6]. As illustrated in Fig.4,
good convergence of the proposed method and eigenvalue method is observed for both low and high polynomial
degree of the boundary NURBS. Increasing the polynomial degree of the boundary NURBS or total number of
boundary control points, both will lead to more accurate results.
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Figure 4: Convergence of the displacement in the L2-norm and L∞-norm (infinite plate with circular hole)
5 CONCLUSIONS
The paper presents a new numerical formulation for the response analysis of boundary represented solids. It is
well suited to analyze structures, which are designed by the boundary representation modeling technique. This is
a popular technique to define solids in CAD. In the analysis, the method employs the boundary scaling technique
of SB-FEM to describe the analysis domain. Here, the boundary geometry and the displacement response are
modeled by NURBS basis functions, which are the same functions used for the definition of the geometry. Hence a
geometrical approximation error is avoided.
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Abstract. The fluid flow across the free volume between a fractal rough surface in contact with a flat plane is
numerically simulated according to computational fluid dynamics (CFD) for deformed contact geometries. The
elastic normal contact problem is preliminary solved by the boundary element method (BEM) and the deformed
contact domain is passed as input to openFOAM for CFD simulations. The apparent permeability is determined by
a computation homogenization of the velocity field, by imposing a pressure driver condition on the free boundaries.
Keywords: Contact mechanics, fluid dynamics, roughness, permeability, minisymposium.
1 INTRODUCTION
Contact mechanics between rough surfaces is a topic of paramount importance in engineering and physics. Real
surfaces are never ideally flat and roughness is present at different scales, from the specimen size down to the
interatomic distance. Hence, when two bodies are pressed against each other, contact takes place at the asperities
and the real contact area is a fraction of the nominal one.
Below the full contact limit, a free volume between the contacting bodies is always present due to roughness.
This free volume constitutes a fractal network whose properties are important for the dynamics of a fluid flow in
different environment such as groundwater systems, petroleum reservoirs and hydraulic fracturing. The free volume
between rough surfaces in contact plays also an important role for the fluid transport properties across networks of
cracks and the leakage/percolation in seals. Recently, analytical models have been proposed in [1, 2] to understand
the proprieties of this fractal network, using BEM to predict the evolution of the contact area and the network
of channels. Moreover, the relation between the free volume and the fractal dimension D of rough surface was
investigated in [3].
In the present study we purpose a computational framework for the investigation of the dependency of the apparent
fluid permeability of laminar flow on the evolution of the contact domain between rough surfaces. We generate
fractal rough surfaces with a fractal dimension D = 2.3 and we solve the contact problem for various mean plane
separations using BEM. The deformed contact geometry is passed in input to openFOAM for carrying out CFD
simulations by imposing a pressure driver condition on the free boundaries. The apparent permeability entering the
Darcy’s law [4, 5] is finally computed via a computational homogenization approach.
This article is structured as follows. In Section 2, the results of the contact problem obtained in [3] are briefly sum-
marized. The computational framework for the fluid dynamics computations and for the homogenization procedure
are described in Section 3. Finally, numerical results are presented in Section 4 in the form of diagrams relating the
dimensionless permeability to quantities connected to the contact problem.
2 CONTACT PROBLEM
Rough surfaces with fractal properties are numerically generated according to the random midpoint displacement
(RMD) algorithm [11]. Square surfaces with different resolutions can be generated by successively refining an
initial mesh by a successive addition of a series of intermediate heights. A mid point in each square is generated,
with height equal to the mean values of those heights plus a random number extracted from a Gaussian distribution
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with zero mean and variance σ21 = σ
2
0/2
(3−D)/2, where σ20 = 1/
√
0.09 and D is the surface fractal dimension
ranging from 2 to 3. The refinement algorithm depends upon the parameter m, which is related to the number of
heights per side of the squared generated grid, 2m + 1. Given L the lateral size of the surface, the grid spacing is
δ = L/2m and the resolution can be defined as s = 1/δ. In the case study considered in this work, we generate a
rough surface with D = 2.3 and m = 7.
Once the surface is generated, the contact problem between the elastically deformable rough surface and a rigid half
space for different values of the far-field closing displacement ∆ is solved using BEM [3]. The maximum value of
∆ herein explored is equal to the difference between the highest elevation of the surface and the elevation of the
mean plane of the asperity heights (the 3D maxima) computed in the undeformed configuration. For each imposed
normal displacement, the grid points in contact are determined and the real contact area A and the contact pressure
p are computed. Moreover, the total free volume V is evaluated by summing up the corresponding contributions of
the boundary elements not in contact.
Numerical results are represented by the following dimensionless quantities: the real contact area fraction, A∗ =
A/An; the dimensionless pressure, p∗ = pL/(Eσ), where E is the composite Young’s modulus of the contacting
bodies and σ is the r.m.s. of the distribution of surface heights; the dimensionless free volume, V ∗ = V/(L2σ).
Results in Figure 1 show the dependency of V ∗ on the dimensionless pressure, p∗, and on the dimensionless real
contact area, A∗.
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Figure 1: Dimensionless volume V ∗ vs. dimensionless nominal contact pressure p∗ and real contact area fraction
A∗, for m = 7 and D = 2.3.
3 COMPUTATIONAL FLUID DYNAMICS
3.1 Numerical scheme
Simulation of water flow across surfaces in contact is performed by considering a square domain of lateral size
L = 0.01 m. The lower boundary of the channel is provided by the deformed mesh of the rough surface obtained
from contact simulations BEM results. The upper boundary is an infinitely stiff half-plane. Four different pressure-
driven channels are tested, corresponding to four different values of the normal contact pressure. The first case
involves only one point in contact in correspondence of the asperity with maximum elevation, i.e., for a contact
far-field displacement ∆ = 0. The second case corresponds to an imposed normal displacement ∆ = ∆max such
that the flat plane reaches the average plane of the undeformed rough surface. Two other cases are selected with
intermediate compenetrations, i.e., ∆ = ∆max/3 and ∆ = 2∆max/3.
The computational grid of the free volume is obtained by performing a boolean operation. First, a structured grid
is built for a square box of height equal to the difference between the lower point of the elastic surface and the
rigid plane. Next, the surface obtained by the BEM method is subtracted from the generated volume by using
snappyHexMesh [9]. In this way a mixed grid composed of hexahedral and tetrahedral cell elements is obtained.
The numbers of cell elements ranges from 3 to 7 millions, depending on the value of ∆ considered.
The flow simulations are performed with the open-source CFD software openFoam [9]. By the fact that we aim at
investigating the influence of roughness on the mean velocity field, an unsteady solver is employed. The solution
is obtained using the pimple algorithm, working on PISO mode [10], for incompressible flow [9]. Furthermore,
initialization with a potential solutor is made to accelerate convergence to the steady state. The time-integration
scheme used is a semi-implicit method with maximum Courant Number equal to 6, with 3 PISO loops. This choice
allows having small residual of the solution with affordable computation times.
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3.2 Evaluation of the fluid permeability
Simulation of the incompressible fluid flow in rough channels is a fundamental step towards the understanding of the
fluid-wall interaction. Starting from the seminal work by [6], the correlation between a roughness and the features
o fluid flow at different Reynolds number is a quantity of paramount importance in engineering applications.
In the case of a fluid flow constrained in a channel with rough boundaries, the average velocity in the fluid is related
to the average pressure gradient in the domain via a Darcy’s type relation [5]. The average pressure gradient over
the free volume is herein computed from the imposed pressures at the free volume boundaries due to equilibrium
considerations [5]. The average velocity is evaluated by averaging the velocity field over the whole free volume
domain where the fluid flows. The Darcy’s type relation:
v¯ = −K
µ
∇p¯ (1)
where K is the permeability tensor, and µ is the dynamic viscosity of the fluid holds between homogenized proce-
dure. In the present study, considering a pressure gradient imposed only along the global direction y, the component
Ky of the permeability tensor is computed from the ratio between the average velocity of the fluid cells in the di-
rection y and the average pressure gradient in the same direction. A dimensionless nominal permeability is finally
determined as K∗ = Ky/(L2).
4 NUMERICAL RESULTS
Numerical results of CFD computations are presented in the diagram in Figure 2. Figure 2(a) shows the Reynolds
number over time for each imposed ∆, by considering a pressure difference from the inlet and outlet boundaries of
1 Pa. After a preliminary time frame where the Reynolds number is very high, due to the algorithm initialization,
quasi-stationary regime takes place with a Reynolds number low enough to assure Stokes flow. In that regime we
perform the computation of the permeability. The convergent Reynolds number depends on the analyzed deformed
surface. By increasing ∆, the Reynolds number has a faster decrease and oscillations amplitudes disappear. An
image of the streamlines starting from the middle vertical line of the inlet cross section is shown in Figure 2(b).
The computed dimensionless permeability is plotted vs. the dimensionless contact pressure in Figure 3(a) for three
different pressure drops imposed at the boundaries. For a given normal contact pressure, the higher the pressure
drop imposed to the fluid, the lower is the permeability. This spread is diminishing by reducing contact pressures
(low indentations ∆), towards a value of permeability almost independent of ∆p. For high contact pressures (high
indentation ∆), an increased spread of permeability value is detected. These trends can be explained by the presence
of a microscale effect, which plays an important role in small channels at low Reynolds number [7, 8]. Those effects
are the same as for the laminar-turbulent transition of the flow moving across a rough surface at higher Reynolds
values [7]. For the sake of completeness, the dimensionless permeability is also plotted vs. the dimensionless free
volume V ∗ in Figure 3(b).
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Figure 2: Results obtained by the numerical simulation for the pressure-driver condition of ∆p = 1 Pa. (m = 7 and
D = 2.3).
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Figure 3: Values of apparent permeability K∗ obtained by the numerical simulation, for m = 7 and D = 2.3.
5 CONCLUSIONS
In this work, a numerical study of a fluid flow through a free volume with rough boundaries has been proposed.
Fractal rough surfaces have been generated by the RMD algorithm and the frictionless normal contact problem with
a flat plane has been solved numerically with BEM. The free volume domain corresponding to different contact
pressures has been used as input to openFoam to numerically compute the permeability of the fluid flow across the
same rough network by a computational homogenization procedure. A stabilization of the time oscillations in the
Reynolds number has been noticed by reducing the free volume, as a consequence of the reduction of the hydraulic
diameter governing the fluid flow. The convergent Reynolds number in the quasi static-regime tends to be almost
independent of the pressure drop. For high contact pressures, the small free volumes involved in the fluid flow lead to
a permeability strongly dependent on microscale effects. Further investigations on the effect of the fractal dimension
and of the surface resolution are required in order to derive scaling laws for the dimensionless permeability.
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Abstract. The computational burden of an explicit dynamic analysis of thin-walled structures discretized with
solid-shell elements can be very high, since the stability condition leads to extremely low time steps because of the
small thickness. A selective mass scaling procedure can be introduced to overcome this limitation. The technique
proposed by Cocchetti et al. for single-layer 8-node solid-shell elements is here generalized to the case of multi-layer
shells.
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1 INTRODUCTION
The use of solid-shell elements is particularly suitable for simulating the mechanical response of multi-layered shell
structure, in particular when fracture and delamination phenomena are involved. The presence of different layers
can be modelled employing one or more elements per layer through the thickness. In addition, they allow for the
implementation of fully three-dimensional constitutive behaviours, being formulated in displacement degrees of
freedom only. The main drawback is the high computational burden associated to the use of solid-shell elements
in an explicit dynamic simulation framework. The Courant-Friedrichs-Lewy (CFL) condition leads, indeed, to
extremely low values of the stable time step, since the thickness dimension is sensibly smaller than the in-plane
ones. To overcome this issue, it is possible to introduce a mass scaling, modifying the solid-shell element mass
matrix in order to artificially scaling down the highest structural eigenfrequencies, without significantly altering the
lowest ones. Several techniques for selective mass scaling have been developed in recent years, see, for instance,
[1], [2], [3]. In this paper, the selective mass scaling procedure, proposed in [4] and [5] and specifically conceived
for solid-shell elements, is reconsidered for application to layered shells, where several solid-shell elements are used
through the shell thickness. The adopted mass scaling leads to a critical time step size which is determined by the
element in-plane dimensions only, independent of the layers number, with negligible accuracy loss, both in small
and large displacement problems.
2 SELECTIVE MASS SCALING PROCEDURE
The reference solid shell element is the solid 8-node brick element shown in figure 1 and characterized by a thickness
dimension significantly smaller than the in-plane size. The element middle surface is coloured in grey. Let us define
the corner fibers as the segments connecting corresponding pairs of nodes belonging to the lower and upper surfaces
and the corner nodes as the four nodes belonging to the middle surface of the element. As in [4] and [5], the
starting point of the proposed procedure is the definition of a transformed set of degrees of freedom, corresponding
to the variables related to the corner nodes and to the corner fibers. Let us introduce the vectors of classical and
transformed nodal accelerations, ae and âe:
a =
[
a1−4
a5−8
]
, â =
[
am
∆a
]
, (1)
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Figure 1: Eight-node solid shell element
Figure 2: Fiber in a multi-layered shell structure
a1−4 and a5−8 represent the vectors gathering the accelerations of the nodes belonging to the lower and upper
surface of the element, while am and ∆a collect the corner nodes and the corner fibers dofs. A linear transformation
can be introduced to map the original nodal accelerations into the transformed ones.
ae = Qâe. (2)
with:
Q =
[
I12 −I12
I12 I12
]
(3)
where I12 is the 12×12 identity matrix.
Let us consider the balance momentum equation written in variational form by the principle of virtual work:
δaTeMeae = δa
T
e fe, (4)
By introducing the transformation 3 into equation 4, it is possible to define a transformed element mass matrix M̂e.
M̂e = Q
TMeQ =
[(
mup +mlow
) (
mup −mlow)(
mup −mlow) (mup +mlow)
]
e
(5)
being mlow and mup the diagonal matrices collecting the mass coefficients of the nodes belonging to the lower and
upper surfaces, respectively. The off-diagonal terms are usually small if compared with the diagonals ones and can,
thus, be neglected ([5]), obtaining a lumped form of the transformed mass matrix.
The dynamical response of an inertia dominated problem is mainly ruled by element translational rigid body modes,
which correspond to the corner nodes dofs. The basic idea of the selective mass scaling technique relies on a local
modification of the coefficients of the lumped transformed mass matrix. Only the coefficients corresponding to the
corner fibers dofs are increased, so that the inertia associated to the rigid body motion is left unaltered. Let us
introduce the scaled transformed mass matrix M̂eαlumped as:
M̂αelumped =
[(
mup +mlow
)
0
0 αe
(
mup +mlow
)]
e
, (6)
being αe is the element mass scaling parameter. The weak form of the momentum balance equation of an undamped
element becomes:
δâTe M̂
α
elumped
âe = δâ
T
e f̂e. (7)
The choice of the optimal scaling parameter has been discussed in details in [5]: it is computed by showing that
mass scaling is equivalent to a geometrical scaling and imposing that the geometrical scaling is such that the element
size in the thickness direction becomes comparable to the in-plane dimension.
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When a multi-lareyed shell problem is addressed, the fiber is a multilayer segment formed by the set of corner fibers
of the solid-shell elements stacked up through the shell thickness at the same in-plane position (fig. 2). Consequently,
it is necessary to introduce an assembly through the thickness to properly define the fiber degrees of freedom. Let
us consider the inverse of the transformation, defined in 2.
âe = aeQ
−1 =
1
2
aeQ
T (8)
being,
Q−1 =
1
2
QT =
1
2
[
I12 I12
−I12 I12
]
(9)
and introduce it into equation 7, in order to express the weak virtual balance equation in terms of nodal degrees of
freedom.
δaTe Q
1
2
M̂αelumped
1
2
QT︸ ︷︷ ︸
Mαe
ae = δa
T
eQ
T 1
2
f̂e (10)
The scaled element mass matrix of a generic solid shell element Mαe is, thus, defined as:
Mαe =
1
4
(
QM̂αelumpedQ
T
)
=
1
4
[
(1 + αe)
(
mlow +mup
)
(1 − αe)
(
mlow +mup
)
(1 − αe)
(
mlow +mup
)
(1 + αe)
(
mlow +mup
)] (11)
Let us focus on a single fiber. The mass matrix of a single layer Mαl can be defined as the assembly of the mass
matrices of the elements of the support of the fiber belonging to the same layer l:
Mαl =
∑
e
Mαe =
[
mLLl m
LU
l
mULl m
UU
l
]
(12)
being:
mLLl = m
UU
l =
∑
e
(1 + αe)
(
mupe +m
low
e
)
(13a)
mLUl = m
UL
l =
∑
e
(1− αe)
(
mupe +m
low
e
)
(13b)
The overall solution can be, thus, computed simply solving a set of subsystems in the form:
Mαf af = Ff (14)
where the fiber mass matrixMαf is built by assembling the mass matricesM
α
l arising for each layer l along the fiber,
namely:
Mαf =
Nl∑
l=1
Mαl (15)
The resulting scaled fiber mass matrix Mf is a tridiagonal matrix, whose dimensions are directly related to the
number of layers, which are in general in a limited number through the shell thickness. The global mass matrix
Mα =
∑Nf
f=1M
α
f becomes a diagonal block matrix, each block corresponding to the degrees of freedom of a
single fiber f. Even though accelerations cannot be computed explicitly, the solution of the small linear system
providing accelerations of nodes belonging to the same fiber is inexpensive and the small additional burden is by far
compensated by the largest stable time step which can be used in the computation.
The goal of the procedure is to scale down the highest structural eigenfrequencies, so that the critical time step
is determined only by the in-plane size of the elements, as with standard four-nodes shell meshes. Moreover, the
resulting critical time step is independent of the number of layers used for the through-the-thickness discretization.
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Figure 3: Sandwich beam: geometry, material layers, boundary conditions and tip displacement.
3 NUMERICAL EXAMPLE: SANDWICH CANTILEVER BEAM
The bending response of a cantilever sandwich beam is addressed in this example. As shown in figure 3, the beam
is completely clamped at one side and loaded at the opposite one by a surface load linearly varying in time from 0
to 0.05 MPa. The beam length is equal to 600 mm, while its rectangular cross section is 60 mm wide and 20 mm
deep. The sandwich beam is composed of two external aluminum thin face sheets (E=72400 MPa, ν=0.3, ρ = 2700
kg3) and of a soft core of low-density PVC foam (E= 58 MPa, ν=0.33, ρ = 60 kg3). Both aluminum layers are 0.5
mm high, while the thickness of the soft core is equal to 19 mm. Each aluminum layer has been discretized by only
one solid-shell element through-the-thickness, while five solid-shell elements of equal thickness are stacked up to
model the soft core. Two different values of the mass scaling parameter have to be defined since different materials
and thicknesses are present: α = 400 and α = 6.93 has been considered for the aluminum and for the soft core
respectively. The analysis is run for 0.04 s. The stable time step is equal to 1.126 µs or to 0.079 µs, depending on
whether the selective mass scaling technique is applied or not. In figure 3, the vertical displacement of the loaded
end of the beam computed with the proposed technique is compared both with the numerical result obtained without
applying the selective mass scaling procedure and with Abaqus.
4 CONCLUSIONS
The proposed scaling reduces the highest eigenfrequencies, while the lower ones, associated to the rigid body
translations, remain unaffected. As a result, when the dynamical behavior is governed by the lowest frequencies,
the structural response is well reproduced. The adopted mass scaling leads to a critical time step size which is
determined by the element in-plane dimensions only, independent of the layers number, with negligible accuracy
loss, both in small and large displacement problems. The resulting scaled mass matrix is not perfectly diagonal.
However, the introduced coupling is shown to be limited to the nodes belonging to the same fiber through the
thickness, so that the additional computational burden is almost negligible and by far compensated by the larger size
of the critical time step.
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1 INTRODUCTION 
Downsizing and downspeeding have become important measures to meet the increasing demand for fuel-economy 
in the automotive industry. To increase the maximum power output per litre displacement of the engine (i.e. 
kW/l), the size and inertia of conventional exhaust gas turbochargers in single stage supercharged engines are 
increasing. This leads to a conflict of objectives between high fuel efficiency at nominal power of the engine and a 
good transient performance especially at low engine speeds (so called low end torque). 
One measure to overcome this conflict is to use multiple stages for the supercharging of the engine. By using an 
electrically driven compressor, a part of the charging pressure can additionally be completely decoupled from the 
engine speed or the enthalpy stream available at the turbine. Furthermore, the tendency of automotive 
manufacturers to install 48 V electric systems into their cars opens up a wider range of useable power and 
operational scenarios for such electric superchargers ([1], [2], [3]). 
2 SIMULATION MODEL AND WORKFLOW DEFINITION 
The whole optimization process is based on an Excel-Tool, which is able to describe the geometry of the impeller 
by a maximum of 79 parameters. The simulations result in 49 responses in total that are available in the parameter 
set of ANSYS Workbench. They consist of 32 results of the CFD simulations such as total and static pressure 
ratios, compression efficiency and axial force acting on the impeller and 17 results derived from the FEA 
calculations such as equivalent stresses, eigenfrequencies, mass and moment of inertia of the rotor. Dynardo‘s 
optiSLang controls the whole CAE-process that is mandatorily fully automated. 
  
Abstract.   The present paper shows an approach of a multicriteria optimization and robustness evaluation of a 
radial compressor impeller. The objective of the optimization is to improve the fluidic and mechanical 
properties of a radial compressor impeller and verify its robustness. Therefore is used the software ANSYS, 
optiSLang and an Excel-Tool of KSPG. The results of the optimization were a slight improvement of the CFD-
Objectives (0.7%) and huge improvement of the mechanical-objectives (45.6%). The robustness evaluation 
showed a robust behavior of the optimized design under the made assumptions. 
Keywords: radial compressor impeller, Multi-Objective Design Optimization, Automotive 
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3 SENSITIVITY ANALYSIS AND METAMODEL OF OPTIMAL PROGNOSIS 
The multidisciplinary and multi-objective numerical optimization including first steps towards robust design 
optimization [4], is based in the first step on a valid design of experiment (DoE), which is followed by a 
sensitivity analysis. A total of 130 designs were calculated within the DoE. Some pre-work was necessary to 
establish model stability, which was finally good: only 17 designs of the sampling (< 15%) failed. The remaining 
designs were also checked for plausibility (Outliers, non converged CFD Calculations). Additional 12 Desgins 
were therefore excluded. 
 
In the optimization workflow, the plausibility check is followed by the sensitvity analysis and the creation of the 
metamodels for each response. In total 49 geometrical input parameters, which are an excerpt of the 79 parameters 
included in the parametric compressor impeller model defined by the Excel-Tool, are available. The objectives of 
a sensitivity analysis are summarized as: 
• Identification of sensitive parameters and their influence on the various outputs, objectives of 
optimization and constraints. 
• Reduction of the parameter space for the optimization. 
• Analysis of correlations between input parameters and output parameters.  
• Estimation of the most important variables for the metamodels for the respective output variables [5]. 
• Determination of the prognosis quality of the metamodels. 
 
As a result of the sensitvitity analysis, for the local optimization which was performed in a second optimization 
step, the most important input parameters were reduced to a total number of six.  
4 GLOBAL AND LOCAL OPTIMIZATION 
The objectives and constraints for the optimization were (see Table 1 for the meaning of the variables): 
 
For CFD: 
max( = 0.4 ∗ (0.7 ∗ N1 + 0.3 ∗ N2 + 0.6 ∗ (0.3 ∗ N3 + 0.7 ∗ N4 (2) 
 
For mechanic: 
min( = (0.7 ∗ N5 + 0.3 ∗ N6      (3) 
 
Overall optimization objective: 
min( = (−0.7 ∗  + 0.3 ∗      (4) 
 
In addition to the objective function, a total of 14 constraints are defined for the optimization runs: 
• Global stress maximum of all defined stress outputs should be lower than the maximal allowed stress 
value 
• Minimal pressure ratio should be higher than a specified value 
• Maximal deformation should be smaller than a specified value 
• First eigenfrequency should avoid a critical range which corresponds to the machine frequency 
• Minimal impeller diameter should be higher than a specific value 
• Diffuser diameter should also be higher than a specific value 
 
shows the results of the best design after final optimization (local optimization). The optimization achieved a 
small improvement for the mechanical objective of 1.6% compared to preoptimization and even lost some points 
for the CFD objective (0.1%). The overall objective reached an improvement of 0.6% compared to the 46.1% in 
the preoptimization. In summary, the optimization resulted in a significant improvement especially in the 
mechanical objective (-45.6%) and a slight improvement in the CFD objective (- 0.7%) while maintaining the 
efficiency level. The local optimization in the sensitive subspace showed only minor changes compared to the 
preoptimization (overall objective -0.55%).The mass of the impeller could be reduced significantly to -35% 
compared to the reference design. Table 1 shows also the results based on the metamodel of optimal prognosis 
(MoP) and the recalculation in ANSYS. 
5 ROBUSTNESS EVALUATION 
Finally, a robustness evaluation for the optimal design was performed. The robustness evaluation aims to identify 
the influence of scattering parameters on the performance of the optimal design. In reality, each process parameter 
will scatter and thus can have a significant impact on the reliability of the product (e.g. exceedance of maximum 
stresses or lifetime reduction) as well as on the performance (e.g. reduced efficiency). In this case, scattering of 
 
K. Cremanns et al. | Young Investigators Conference 2015 3 
 
the geometry parameters (manufacturing tolerances, e.g. the impeller diameter), of the loads (e.g. massflow) and 
also of the material parameters (e.g. modulus of elasticity) is considered. 
For the robustness evaluation, optiSLang requires information regarding scattering characteristics such as the 
coefficient of variation (CoV) and the distribution type. In practice, this information is often difficult to obtain 
since extensive (and often expensive) series of measurements are needed. This problem was faced in this project, 
too. Hence Gaussian distribution was assumed for each scattering input parameter. In addition, conservative 
assumptions were made for the CoV of each parameter. 
 
Table 1: Overview optimization results 
Output / Objective (term) Preoptimization 
MoP/Calculated 
Final 
optimization 
Diff. to 
reference 
in % 
Diff. to 
preoptimization 
in % 
N1 Efficiency_LC1_Norm 1.02 / 1.00 1.00 +0.3 +0.2 
N2 Stat_Pressure_ratio_LC1_Norm 1.02 / 0.98 0.98 -2.5 -0.9 
N3 Efficiency _LC2_Norm 1.04 / 1.03 1.03 +2.5 -0.2 
N4 Stat_ Pressure_ratio _LC2_Norm 1.01 / 1.01 1.01 +1.3 +0.0 
N5 Bending_moment_Norm 0.53 / 0.50 0.48 -51.8 -3.3 
N6 Moment_of_inertia _Norm 0.54 / 0.58 0.57 -43.0 -1.5 
O1 CFD -1.02 / -1.01 -1.01 -0.7 -0.1 
O2 Mechanic 0.54 / 0.55 0.54 -45.6 -1.6 
O3 Overall -0.55 / -0.54 -0.54 -45.8 -0.6 
 
The robustness analysis is comparable to the sensitivity analysis. In both cases the active input parameters are 
varied between their bounds in a DoE. In the case of the sensitivity analysis, these bounds are the design limits 
defined by the user with a uniform distribution. In the robustness analysis, the bounds are specified by their 
tolerances / CoV and specific distribution type. The results of the robustness analysis are analogous to the initial 
sensitivity analysis and address the following areas: 
• Which scattering parameters have the most influence on a specific constraint (e.g. safety factor of total 
stress)? 
• Are there correlations of scattering parameters? 
• Determination of statistical data (e.g. min / max value).  
• In addition, probabilities for exceeding the limit state function - which means design failure – can be 
estimated by providing information about sigma levels. 
 
The robustness evaluation presented in this paper adresses 15 parameters (geometry, material and loads) which 
showed the highest impact on the optimization objective and constraints. For the 15 active parameters the settings 
for the expected value are derived from the best design (final optimization). All other parameters are set to be 
constant referring also to the best design. For the active geometry parameters CoV is conservative with a value of 
0.02. For the material and load parameters the CoVs are 0.05-0.10. 
Table 2: Overview results of the robustness evaluation 
Output CoV 
Equivalent_vonMises_Stress_1-9 0.06-0.11 
Mode_1_Reported_Frequency 0.06 
p2tot_to_p1tot_LC1 0.01 
Efficiency_LC1_Norm 0.01 
Stat_pressure_ratio_LC1_Norm 0.01 
Efficiency_LC2_Norm 0.01 
Stat_pressure_ratio_LC2_Norm 0.01 
Bending_moment_Norm 0.06 
Moment_of_inertia _Norm 0.08 
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The resulting CoVs of each output derived from the robustness evaluation are shown in Table 2. The overall 
maximum value for the CoV  is 11%. Thus, output variance correlates with the input variance (CoV of 2% - 10%). 
This indicates robust design behavior. In addition, for most output parameters the distribution type is in 
conformance with the input type which is a normal distribution. It can also be seen that, for the majority of 
outputs, the CoV is below 1 %. 
6 RESULT VALIDATION 
After the identification of the optimal designs, validation runs of the CFD results were performed on a numerical 
basis. This is necessary because the CFD-model used for the optimization only covers one flow channel of the 
rotor and does not contain the volute. For this purpose, the optimized impeller geometries were combined with the 
volute from the reference design. Table 3 shows the results of the validation runs normalized by the values of the 
reference design. The tendency, that can be seen here is the same as for the optimization results. For LC1 the 
performance of the optimized impeller is very similar to the reference design, whereas for LC2 a significant 
increase of the total pressure and the isentropic efficiency is present. 
The improvement in the validation model is even bigger then predicted by the optimization model. One possible 
reason for this difference might be an artificial elimination of asymmetric loading of the different channels in the 
optimization model due to the assumption of a periodic flow. In the validation model, the asymmetry of the flow 
for the reference model appears to be stronger than for the optimized designs; which leads to decreased efficiency 
of the reference model compared to the optimized designs. 
Table 3: Comparison of the results of validation runs for the optimized geometries 
Output / Objective (term) Preoptimization Final optimization 
Normalized isentropic efficiency LC1 1.04 1.03 
Normalized total pressure ratio LC1 1.00 0.97 
Normalized isentropic efficiency LC2 1.17 1.19 
Normalized total pressure ratio LC2 1.06 1.06 
7 CONCLUSION 
In this paper, the optimization of the fluid mechanical and structural properties of a radial compressor impeller, 
used for an electric supercharger, is presented. Due to special restrictions such as limited rotational speed, limited 
design space and the need for fast acceleration of the impeller the systematic and multiphysical approach of the 
numerical optimization process was estimated to be especially beneficial. The intense testing and geometry 
variation that took place during the course of the project enabled the stability of the KSPG Excel-tool and the 
connected CAE-process to be improved. Hence, the usability in a numerical optimization process could be 
demonstrated. 
As a result of the sensitivity analysis, the six geometry parameters with the biggest influence on the important 
performance indicators of the compressor could be identified. The key outcome of the optimization is an impeller 
that shows improved efficiency and pressure ratio near the surge line without falling back behind the conventional 
initial design at the design point. Additionally, the mass and moment of inertia of the impeller could be reduced 
significantly (approx. -45%). Last but not least, the optimized impeller design proves to be robust against 
statistical variation of selected input parameters based on the premise of assuming their distribution. 
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Abstract. The idea of isogeometric analysis is to use the more sophisticated basis functions of design systems also
for the analysis. This requires a thoughtful update of element formulations. A precise and effective Reissner–Mindlin
shell formulation is presented in this contribution. Special focus is put on the numerical integration of the stiffness
matrix. The usage of non-uniform integration can have positive or negative effects on the accuracy of computations.
A numerical example assesses the interaction between rotational concepts and integration.
Keywords: Isogeometric Analysis, NURBS, Reissner–Mindlin shell formulation, Integration, Rotation.
1 INTRODUCTION
Isogeometric analysis was introduced by Hughes et al. in [1]. A Kirchhoff–Love and a Reissner–Mindlin shell
formulation was proposed in [2] and [3], respectively. A Reissner–Mindlin shell formulation with rotational concepts
adapted to isogeometric analysis was proposed in [4, 5, 6]. Depending on the concepts for the rotational degrees of
freedom convergence from below or from above occurs, see [6]. The use of a non-uniform integration scheme as
proposed in [7] entails an alleviation of locking effects. The interaction with the concepts for the rotational degrees
of freedom proposed in [6] is examined in this work.
2 NURBS-BASED GEOMETRY DESCRIPTION
A NURBS surface is defined by two knot vectors Ξα =
{
ξα1 , ξ
α
2 , · · · , ξαnα+pα+1
}
with α = 1, 2 , by the orders p1
and p2 and the control points
Bij = [xij , yij , zij , wij ]
T
=
[
XI
wij
]
i = 1, . . . , n1 j = 1, . . . , n2 , (1)
where a fixed relation between the indices ij and I exists. A point on the surface is given by
X
(
ξ1, ξ2
)
=
nen∑
I=1
NI
(
ξ1, ξ2
)
XI nen = (p1 + 1)(p2 + 1) (2)
with the bivariant NURBS basis functions
NI
(
ξ1, ξ2
)
=
Np1i
(
ξ1
)
Np2j
(
ξ2
)
wij∑n1
iˆ=1
∑n2
jˆ=1
Np1
iˆ
(ξ1)Np2
jˆ
(ξ2)wiˆjˆ
. (3)
The univariant B-spline basis functions Npi are computed with the Cox–de Boor algorithm, see e.g. [6].
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3 ISOGEOMETRIC REISSNER–MINDLIN SHELL FORMULATION
The proposed Reissner–Mindlin shell formulation is based on a rotational formulation using Rodrigues’ tensor for
the determination of the current director vector. The use of Green–Lagrange strains in combination with the work-
conjugate second Piola–Kirchhoff stresses allows the computation of problems involving large deformations and
rotations.
3.1 shell theory
A thin-walled body of thickness h in space is described by a reference surface in combination with a director vector
D, which is chosen to be equal to the normal vector N with respect to the reference surface. In the reference and
the current configuration the position of a point X˜ is described by
X˜(θi) = X(θα) + θ3D(θα) and x˜(θi) = x(θα) + θ3d(θα) , (4)
respectively. The current director vector is computed with the help of an orthogonal rotation
d = R(ω)D R(ω) ∈ SO(3) (5)
using Rodrigues tensor, see [6]. The Green–Lagrange strains are split into shell strains
εαβ =
1
2 (x,α · x,β −X ,α ·X ,β)
καβ =
1
2 (x,α · d,β + x,β · d,α −X ,α ·D,β −X,β ·D,α)
γα = x,α · d−X ,α ·D
(6)
and arranged in the column matrix
ε = [ε11, ε22, 2ε12, κ11, κ22, 2κ12, γ1, γ2]
T (7)
using Voigt notation. The second Piola–Kirchhoff stresses are pre-integrated in thickness direction
nαβ =
∫
θ3
SαβµG dθ
3 mαβ =
∫
θ3
SαβµG θ
3 dθ3 qα =
∫
θ3
Sα3µG dθ
3 (8)
and assembled in the stress resultant column matrix
σ =
[
n11, n22, n12,m11,m22,m12, q1, q2
]T
. (9)
The simplification µG = 1 allows an analytic pre-integration of (8) and of the constitutive relation
σ = Dε with D =
 hCP 0 00 h312 CP 0
0 0 hCS
 , (10)
where CP and CS denote the linear elastic material matrices for in-plane and shear strains. The purely displace-
ment-based variational formulation is based on the weak form
G (v, δv) =
∫
Ω0
δεTσ dA−
∫
Ω0
δvT p¯0 dA−
∫
ΓN0
δvT t¯0 ds = 0 (11)
of the equilibrium.
3.2 Isogeometric discretization
The isogeometric discretization uses the NURBS basis functions NI for the interpolation of the reference geometry
X =
nen∑
I=1
NIXI X ,α =
nen∑
I=1
NI,αXI D
h =
nen∑
I=1
NIDI D
h
,α =
nen∑
I=1
NI,αDI (12)
as well as for the current position vector and its variations
xh =
nen∑
I=1
NIxI x
h
,α =
nen∑
I=1
NI,αxI δx
h =
nen∑
I=1
NIδuI δx
h
,α =
nen∑
I=1
NI,αδuI . (13)
The interpolation of the current director vector d and its variations δd can be performed in different ways. Two
concepts are given in Section 3.3.
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3.3 Rotational concepts
The presented concepts differ in the interpolation of the current director vector and of the rotational degrees of
freedom.
• RND concept: The current director vector is interpolated from rotated nodal director vectors
dh =
nen∑
I=1
NIdI dI = R
i
IDI ⇒ |dh| 6= |Dh| . (14)
This yields artificial thinning of the geometry if the structure undergoes bending deformations. The variation
is computed by
δdh =
nen∑
I=1
T IδβI T I = NIW
T
IHIT 3I . (15)
The update of the rotational tensor is performed in an additive manner by
RiI = R(ω
i
I) ω
i
I = ω
i−1
I + T 3I∆βI . (16)
• ∆RIDω concept: The current director vector is rotated from the interpolated reference director vectorDh by
dh = RiDh ⇒ |dh| = |Dh| (17)
in every integration point. The variation of the current director vector is expressed in terms of the variation of
the axial vector of the rotation ω. The interpolation of δω with the NURBS basis functions yields
δdh =
nen∑
I=1
T IδβI T I = W
hTNIT 3I . (18)
A multiplicative update formulation of the rotational state is applied
Ri = R(∆ωh)Ri−1 RiI = R(∆ωI)R
i−1
I . (19)
3.4 Numerical integration
Three different Gauss integration schemes are examined. The 1D integration schemes are defined as follows:
• full integration (FI): An exact integration of B-splines is possible if ngp = p+ 1 integration points are used
within every knot span.
• reduced integration (RI): In [8] it is shown that ngp = ceil p2 + 1 integration points per knot span suffice to
attain stable computations.
• non-uniform integration (NI): The usage of non-uniform Gauss integration was proposed in [7]. Basing on
this work the non-uniform integration rule
p− 1 | 2 | 1 | . . . | 1 | 2 | p− 1 (20)
is used. The boundary knot spans are integrated using p−1 Gauss points, whereas in the interior elements one-
point integration is used. In [6] an additional correction factor for the computation of the area is introduced.
The required 2D integration schemes are attained by a tensor-product multiplication.
4 NUMERICAL EXAMPLE: HEMISPHERICAL SHELL WITH HOLE
An hemispherical shell with hole is used as a model problem for the quantification of the impact of the numerical
integration schemes on the global deformation results. A system sketch and the necessary material constants are
given in Figure 1. The deformation u of the inward loaded point is used to assess the deformation convergence
behavior for mesh refinement using different combinations of rotational concept and integration scheme. The results
are given in Figure 2. Computations using the RND concept converge from above and the accuracy of results de-
teriorates with rising order of the basis functions. The ∆RIDω concept yields convergence from below and the
error level decreases with rising order of the basis functions. The reduction of the total number of integration points
from FI in Figure 2a to NI in Figure 2c alleviates locking effects and increases the deformations for both rotational
concepts. This yields improved accuracy of the deformation results if the ∆RIDω concept is used, and deteriorated
accuracy if the RND concept is used. The computation time of a discretization with p = 4 and 100 elements is
reduced to 50 % and 32 % by using RI and NI, respectively, instead of FI.
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Figure 1: Hemispherical shell with hole: System sketch, boundary conditions and material constants.
0.85
0.90
0.95
1.00
1.05
 0  10  20  30  40  50  60
N
o
rm
al
iz
ed
 d
ef
o
rm
at
io
n
 u
Elements per edge
RND, p=2
RND, p=3
RND, p=4
∆RIDω, p=2
∆RIDω, p=3
∆RIDω, p=4
(a) full integration (FI)
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(b) reduced integration (RI)
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(c) non-uniform integration (NI)
Figure 2: Hemispherical shell with hole: Effect of different integration schemes.
5 CONCLUSIONS
The interaction between integration scheme and rotational concept has been studied. The use of non-uniform inte-
gration reduces computational costs and diminishes locking effects. Numerical results show that the more accurate
∆RIDω concept has to be chosen in order to attain improved accuracy if locking effects are reduced. The applica-
tion of non-uniform integration in combination with the mortar method proposed in [9] will be subject of further
research.
REFERENCES
[1] T. J. R. Hughes, J. A. Cottrell, and Y. Bazilevs. Isogeometric analysis: CAD, finite elements, NURBS, exact geometry and
mesh refinement. Computer Methods in Applied Mechanics and Engineering, 194:4135–4195, 2005.
[2] J. Kiendl, K.-U. Bletzinger, J. Linhard, and R. Wu¨chner. Isogeometric shell analysis with Kirchhoff-Love elements. Com-
puter Methods in Applied Mechanics and Engineering, 198:3902–3914, 2009.
[3] D. J. Benson, Y. Bazilevs, M.-C. Hsu, and T. J. R. Hughes. Isogeometric shell analysis: The Reissner–Mindlin shell.
Computer Methods in Applied Mechanics and Engineering, 199:276–289, 2010.
[4] W. Dornisch, S. Klinkel, and B. Simeon. Isogeometric Reissner–Mindlin shell analysis with exactly calculated director
vectors. Computer Methods in Applied Mechanics and Engineering, 253:491–504, 2013.
[5] W. Dornisch and S. Klinkel. Treatment of Reissner–Mindlin shells with kinks without the need for drilling rotation stabi-
lization in an isogeometric framework. Computer Methods in Applied Mechanics and Engineering, 276:35–66, 2014.
[6] W. Dornisch. Interpolation of Rotations and Coupling of Patches in Isogeometric Reissner–Mindlin Shell Analysis. Ph.D.
thesis. Lehrstuhl fu¨r Baustatik und Baudynamik, RWTH Aachen University, 2015.
[7] C. Adam, S. Bouabdallah, M. Zarroug, and H. Maitournam. Improved numerical integration for locking treatment in
isogeometric structural elements. Part II: Plates and shells. Computer Methods in Applied Mechanics and Engineering,
284:106–137, 2015.
[8] T. J. R. Hughes, A. Reali, and G. Sangalli. Efficient quadrature for NURBS-based isogeometric analysis. Computer Methods
in Applied Mechanics and Engineering, 199:301–313, 2010.
[9] W. Dornisch, G. Vitucci, and S. Klinkel. The weak substitution method – An application of the mortar method for patch
coupling in NURBS-based isogeometric analysis. International Journal for Numerical Methods in Engineering, DOI:
10.1002/nme.4918, 2015.
YIC GACM 2015
3rd ECCOMAS Young Investigators Conference
6th GACM Colloquium
July 20–23, 2015, Aachen, Germany
A phase-field approach for lower bainitic transformation coupled with
carbon diffusion
M. Du¨sing a,∗, R. Mahnken a
a Chair of Engineering Mechanics (LTM), University of Paderborn
Warburger Str. 100, 33098 Paderborn
∗duesing@ltm.upb.de
Abstract. The evolution of lower bainite is coupled to carbon diffusion. Bainite consists of bainitic ferrite, residual
austenite and carbides. An interaction model between these phases and the carbon is presented in this work. The
goal is to describe the formation of carbides in lower bainite. To model the transformation a phase-field model is
coupled with a Cahn-Hilliard equation for the carbon diffusion. The results show the growth of the ferrite sheaf, the
ensuing uphill diffusion within this phase and the precipitation of carbides at accumulation points of carbon.
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1 INTRODUCTION
At transformation temperatures between those for perlite and martensite (250 – 550 ◦C) bainite can be formed
isothermal. The steel microstructure consists of sheaves of bainitic ferrite, carbides and residual austenite [1].
A distinction between lower bainite and upper bainite is made in materials science. Lower bainite forms at temper-
atures closer to the martensite start temperature and has mainly carbides within the sheaves. Upper bainite forms at
higher temperatures within the bainitic range and upper shows only carbides between the sheaves. This difference
occurs due to the varied diffusion speed which depends on the temperature. At high temperatures the carbon can
move out of the ferrite sheaf which can only contain much less carbon [2]. At low temperatures the diffusion is
too slow to move the carbon out of the sheaf. In this case the carbon starts to build accumulations and precipitates
as carbides. This diffusion behavior in lower bainite, which is called uphill diffusion, is much more challenging to
describe than diffusion in upper bainite.
The phase-field method is a widely used tool to model phase transformation in materials science [3, 4] which can
be derived from the Ginzburg-Landau equation [3]. It is based on a system of partial differential equations in
order to describe the evolution of the so called order-parameters. At the interfaces of the phases the parameters
vary continuously. Therefore the model do not show sharp interfaces, but diffuse ones which can be governed by
a thickness parameter. The advantage of this method is that it is not necessary to track the interfaces. Different
transformations, in particular those in steel, are described using this method [5]. The bainitic transformation is
a very complex transformation in steel. That is why there are only few phase-field models characterizing this
transformation [6, 7]. The precipitation of carbides has, up to our knowledge, not been modeled until now.
In this work we present a coupled phase-field and Cahn-Hilliard system of equations to fully model the characteris-
tics of lower bainitic transformations. A single bainitic sheaf is modeled to better understand the phase transition.
To model the evolution of the carbides it is necessary to simulate the diffusion of the carbon. To simulate these
complex diffusion behavior the Cahn-Hilliard equation is used. This equation is central to materials science because
it describes the movement of atoms between cells [3] and has been applied to simulate carbon diffusion before [5, 6].
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2 PHASE-FIELD AND CARBON DIFFUSION MODEL
We introduce the phase parameters φ1 for bainitic ferrite, φ2 for austenite, φ3 for carbide and use the following
multi-phase-field equation:
φ˙i =
N∑
j=1,j 6=i
µij
[
σij
(
(φj∇2φi − φi∇2φj)− 36
η2ij
φiφj(φj − φi)
)
+
6 ·∆Gij
ηij
φiφj
]
. (1)
The derivation of this equation can be found in [8]. To model the typical slim shape of a bainite sheaf, the phase-field
model is extended by an anisotropy approach as published in [9] and [10]. The interfacial energy σij is defined as a
function of the actual growth direction θ and the predefined main growth direction θ0
σij(θ, θ0) = σ
0
ij · (1 + s · cos(θ − θ0)), (2)
where the parameter s governs the strength of anisotropy, σ0ij is the constant interfacial energy parameter and
θ = arctan
∂φi
∂y
∂φi
∂x
. (3)
To model the uphill diffusion of carbon inside the ferrite a viscous Cahn-Hilliard equation is used. The diffusion
flux J is defined is defined as follows:
1. J = −φ1M∇η, 2. η = ac˙− b∆c+ df ′(c), 3. f(c) = (XUG − c)2(XOG − c)2. (4)
In eqaution (4.1) the flux is not only the product of the gradient of the chemical potential η and a diffusion coefficient
M but also of the phase parameter φ1 of the bainitic ferrite. Due to this the carbon can only diffuse within the
bainitic ferrite. The chemical potential η is a function of the time derivative c˙, the laplacian ∆c and of the carbon
concentration itself. To obtain the required uphill diffusion characteristics, appropriate values for the parameters
a, b, d are needed. A main difficulty is to find these values. The limits of the carbon concentration are defined by
the carbon double well potential function f which can be seen in Figure 1. This function is governed by the two
parametersXUG andXOG which describe the maximal carbon concentration in ferrite and the carbon concentration
of the carbide, respectively. With the concept of mass conservation one gets the evolution equation for the carbon
c˙ = −∇ · J = φ1M∆η +∇φ1M∇η. (5)
To model the carbide precipitation the interface mobility parameter µ13 between bainitic ferrite and carbide is
extended as a function of the carbon concentration. With regard to the numerical implementation a smooth step
function is defined as follows:
µ13(c) = µ
0
13 ·

0 if c < XOG − ε
1 if c > XOG
1
2 +
1
2 · sin(piε · c+ pi2 − piε ·XOG) else.
(6)
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Figure 3: Lower bainitic transformation after 0 s, 5 s, 15 s, 20 s and 30 s: a) austenite, b) bainitic ferrite, c) carbon
concentration in wt.%, d) carbides
The parameter ε governs the transition zone and µ013 is the constant interface mobility parameter between bainitic
ferrite and carbide in equation (6). Figure 2 shows a plot of this function for ε = 1. This modification prohibits the
evolution of the carbide phase while the concentration is low, which is physically reasonable. Especially the small
initial nucleuses of carbide are sheltered from extinction.
3 NUMERICAL RESULTS
The system of partial differential equations (1) and (5) is discretized using the finite element method with an isopara-
metric formulation and linear test- and shape-functions. The domain has a size of 3 µm× 3 µm with a regular grid.
The quadrilateral elements have an edge length of 0.0234 µm. The fine grid is needed to have at least 7 elements for
the diffuse interfaces which has in this example a width of ηij = 0.17 µm. An implicit Euler scheme is implemented
for the time discretization. In this example a time step of ∆t = 0.05 s is used. The nonlinear algebraic system of
equations is solved by Newton’s method. For further information see [8].
The evolution of a bainitic transformation with 1.93 wt.% carbon is shown in Figure 3. The plots in part a) show
the austenite phase in red, part b) shows the bainitic ferrite, part c) the carbon concentration in wt.% and part d)
shows the carbides. The first plots show the initial conditions. A nucleus of ferrite on the left side is given. Due to
the chosen scales small initial randomly distributed perturbations of the carbide phase and the carbon concentration
cannot be seen in this diagram. These nucleuses for the carbide are mandatory for the later precipitation. In the
second plot after 5 s, the results of the diffusion inside the ferrite can be clearly seen in part c). The carbon builds
elliptical accumulations. The interface between the ferrite and the austenite is now diffuse. There are no carbides yet.
At 15 s the area of ferrite is larger and there are more and larger carbon accumulations. In part d) a first carbide (φ3)
at the left edge can be seen. Furthermore there are two new nucleuses. The plot after 20 s shows merged carbides
and carbon accumulations within the sheaf. Near the boundary of the sheaf new carbon accumulations grow. They
have an elliptical shape again. The carbides grow within the bainitic sheaf at the places with maximum carbon
concentration. The results of the simulation after 30 s are shown in the last column. The bainitic sheaf nearly fills
the whole domain. In addition to the merged carbon accumulation there are smaller globular accumulations which
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Figure 4: Plots over time at x = 1.5 µm, y = 1.5 µm and x = 0.5 µm, y = 1 µm.
grow along with the moving interface. There are more carbides now and they have the same shape as the carbon
accumulations. In comparison with other examples [8] it can be seen that the results and especially the precipitation
of carbides depends highly on the initial conditions of the carbon concentration. The evolution velocity and the
shape of the carbides vary with the mean carbon concentration and the strength of the perturbation. Further details
can be found in [8].
Figure 4 contains two diagrams showing the phase transformation and the carbon diffusion over time for two differ-
ent points of the domain. At the start of the simulation the austenite phase parameter is one while all other phases
are zero. The initial carbon concentration is set to 1.93 wt.%. In both diagrams this initial setting lasts for around
10 s. The transformation begins when the sheaf grows to the observed points. Then the bainitic ferrite rises and the
austenite phase declines. The carbon starts to diffuse immediately. In part a) the observed point is located inside a
carbon accumulation, but not in the center of it. That is why the concentration decreases firstly but than rises to its
maximum. The carbide phase starts to grow when the carbon concentration reaches its maximum (at around 15 s).
After 30 s carbide is the single phase at this local point. The observed point whose values are plotted in part b)
of Figure 4 is located in a low carbon area. The carbon concentration decreases after a short curve. Therefore the
carbide phase remains zero.
4 CONCLUSIONS
The simulation shows the described physical evolution of the lower bainitic transformation. The formation of
carbides depends highly on the carbon diffusion. Globular carbides precipitate at carbon accumulations. Carbides
between the sheaves may be considered in further work.
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Abstract. Modeling of a growing mass like soft tissue becomes more essential in biomechanical applications such
as mesh implants, tissue replacements or stents in arteries. It could be hypothesised that growth and remodelling
may cause problems such as aneurisms and herniae. The paper presents growth modeling using a multiplicative
decomposition of the deformation gradient into the growth part and the elastic term. Stretch ratios in growth
tensors are introduced as internal variables at the integration point level in the finite element setting. Isotropic
and transversely isotropic growth models are implemented into the open source program Code Aster. The growth
problems are solved by adopting a Face-based Smoothed Finite Element Method (FS-FEM). To this end, internal
variables of the growth models are modified properly, the growth tensors are smoothed, and the implicit Euler
scheme for the stretch ratios is utilized. The FS-FEM can improve some existing problems which the standard Finite
Element Method (FEM) such as the well-known overly stiff behavior and poor stress solution.
Keywords: SFEM; Face-based SFEM; Growth Modeling; Growing mass; Constitutive Modeling.
1 INTRODUCTION
For very complicated geometries of growing masses such as human organs, the 4-node tetrahedral element (T4) is
often utilized since it can automatically be created according to the Delaunay techniques. However, when the finite
element T4 (FEM-T4) is used in solid mechanics, one still faces crucial shortcomings such as the well-known overly
stiff behavior, poor stress solution, and volumetric locking in nearly incompressible cases. Besides some new finite
elements were proposed such as mixed finite element methods [1], average nodal pressure [2] and the smoothed
finite element method (SFEM) can be an appropriate solution. Based on the work of Chen et al. [4] on stabilized
conforming nodal integration in mesh-free methods Liu et al. [3] introduced the SFEM based on the principal idea
to smooth the strain field on element boundary by formulating a strain field as a spatial average of the standard strain
measure. In this paper the Face-based FEM (FS-FEM), in which the strain is smoothed through the boundary face of
two neighbouring elements in a smoothing domain, was used in modeling and simulating for 3D solid applications
of growing masses using T4 elements. A combination of the growth model and the FS-FEM is described in detail.
2 MODELING OF A GROWINGMASS
Consider a body which grows by external stimulations such as loads (stress-induced growth). The multiplicative
decomposition of the deformation gradient into its elastic part and the growth term is
F = Fe · Fg det(Fg) 6= 1; det(Fe) = 1. (1)
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Figure 1: Multiplicative decomposition of F (a); Smoothing domain creation (b).
det(Fg) 6= 1 since growth does not require volume preservation, see Figure 1a. The following expression for the
growth part of the deformation gradient due to isotropic volume mass growth [5] in terms of a stretch ratio υ (later
considered as internal variables in the SFEM) is Fg = υI. Evolution equations of υ are incorporated with the
FS-FEM in the following.
3 FACE-BASED FEM FORMULATION
Face-based Smoothing Domain Creation
A 3D domain Ω is discretized with ne T4 elements (nf = 4) and nn nodes such that Ω = ∪nem=1Ωem and Ωei ∩Ωej 6=
∅, i 6= j [6]. For simplicity, the smoothing domains is described in the linear elasticity theory with the virtual
displacements uh(x), and the compatible strains  = ∇su (∇s is the symmetric part of the displacement gradient).
The smoothed strain on the smoothing domain Ωk associated with the face k illustrated in Figure 1 is calculated as
¯ =
∫
Ωk
(x)Φk(x)dV =
∫
Ωk
∇su(x)Φk(x)dV, (2)
where Φk(x) is a given smoothing function which satisfies at least the unity property as∫
Ωk
Φk(x)dV = 1; Φk(x) =
{
1
V k
, x ∈ Ωk
0, x /∈ Ωk, ; V
k =
∫
Ωk
dV =
1
4
nksb∑
m=1
V e(m), (3)
where nksb is the number of subsmoothing domains and is also exactly the number of elements around the faces k
(nksb = 1 for boundary and n
k
sb = 2 for inner faces) and V
e
(m) is the volume of the m
th element around the face k.
Finite element formulation
The total Lagrangian formulation for the FS-FEM based on the standard FEM is described by considering a body,
which is subjected to a body force b0 on the reference configuration Ω0 and the external traction T on the boundary
Γ0, inducing the second Piola-Kirchhoff stress S. The general weak form of the problem reads as∫
Ω0
BTSdV −
∫
Ω0
NT b0dV −
∫
Γ0
NTT dS = 0, (4)
where N is the shape function matrix. Using load increments with a load factor λ, the FEM-T4 formulation based
on the total Lagrange formulation [7] and the discrete system of equations in terms of the tangent stiffness Kt
constituted by the material tangent matrixKM and the geometric tangent matrixKG can be expressed as follows
Kt∆u = (KM +KG) ∆u = Fint(u)− λFext(u), (5)
where the internal force vector and the external force vector are estimated as
Fint =
∫
Ω0
BTSdV, Fext =
∫
Ω0
NT b0dV +
∫
Γ0
NTT dS. (6)
The variation of the Green strain is related with the variation of nodal displacement vector through B, δE = Bδu
where B = BL + BNL. To apply FS-FEM-T4 we replace the B built from elements by the smoothed B¯ =
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B¯L + B¯NL based on the smoothing domains. If the divergence theorem is applied, the linear smoothed strain
matrix B¯LI (xk) at node I can generally be evaluated on the domain Ω
k by
B¯LI (xk) =
1
V k
∫
Γk
n(k)(x)NI(x)dS =

B¯LI1(xk) 0 0
0 B¯LI2(xk) 0
0 0 B¯LI3(xk)
B¯LI2(xk) B¯
L
I1(xk) 0
0 B¯LI3(xk) B¯
L
I2(xk)
B¯LI3(xk) 0 B¯
L
I1(xk)
 , (7)
where Γk is the boundary of the smoothing domain Ωk with the volume V k, and n(k)(x) is the outward normal
vector matrix on the boundary Γk. We can calculate the nonlinear part of the strain-displacement matrix by employ-
ing the smoothed deformation gradient F¯k of the smoothing domain V k, which is obtained in terms of the linear
smoothed strain matrix and the nodal displacement by applying the divergence theorem
F¯k =
1
V k
∫
V k
(
∂u
∂X
+ I
)
dV =
1
V k
∫
V k
∂u
∂X
dV + I = B¯L(xk)u+ I, (8)
where X is the position vector and I is the unit tensor. Therefore, the smoothed growth tensor and the smoothed
elastic tensor can be derived from the smoothed deformation tensor in which the internal variables are also smoothed
F¯ = F¯eF¯g, for the smoothing domain Ωk : F¯kg =
1
V k
∫
Ωk
FkgdV, F¯e = F¯
k(F¯kg)
−1. (9)
Moreover, the B¯NL is calculated in terms of the smoothed deformation gradient F¯, see [7, 8]. Therefore, the FS-
FEM can be applied to solve the growing mass problem with the evolution equations in the following.
Evolution equations for stretch ratio
Considering each smoothing domain, for density preservation [9], in the simplest case the rate of the stretch ratio
depends linearly on the trace of stress and the strain in the intermediate configuration υ˙ = kυ(υ)tr(Se · Ce). To
prevent an unlimited growth at an arbitrary non-zero state of stress we yield
kυ(υ) = k
+
υ0
(
υ+ − υ−
υ+ − 1
)m+υ
for tr(Se ·Ce) > 0; kυ(υ) = k−υ0
(
υ − υ−
1− υ−
)m−υ
for tr(Se ·Ce) < 0, (10)
where, Ce and Se are the right Cauchy strain tensor and the second Piola-Kirchhoff stress tensor caused by the
elastic deformation. The elasticity tensor in this case is evaluated as
Ce = C+ Cυ in which C = 2
∂Se
∂Ce
and Cυ = 2
∂Se
∂υ
⊗ ∂υ
∂Ce
. (11)
The internal variables can be solved by employing the implicit Euler integration [8] on each smoothing domain.
3.1 Numerical test for growth of a cube using the FS-FEM
The FS-FEM was used to simulate growth of a cube with the strain-energy function [8] of a growing mass given as
W =
µ
2
(I1 − 3) +Wani(I4, I6) +Winter(I1, I8),
Wani(I4, I6, J) =
k1H
2k2H
{exp[k2H(I4 − 1)2]− 1}+ k1H
2k2H
{exp[k2H(I6 − 1)2]− 1},
Winter(I1, I8) =
k5p
4k4p
{exp[k4p (I1 + I8 − 3− (c2 − s2)2)2 ]− 1},
(12)
where the material parameters are: µ = 1.27 kPa, k1H = 1.00 ≥ 0 kPa, k2H = 1.91 > 0, k4p = 27.46, and
k5p = 1.00 kPa; invariants: I1 = trC, I4 = a0 ·Ca0 and I6 = g0 ·Cg0; in which a0 = [0 cos(α) sin(α)]T
and g0 = [0 cos(α) − sin(α)]T , α = 50.78◦ is an angle between two fiber families of soft biological tissues, C
is the right Cauchy Green strain tensor, and µ is equivalent to the small strain shear modulus. The growth constants
are k+υ0 = 0.8e− 3, k−υ0 = 0.8e− 3, m+υ = 2.500, m−υ = 3.000, υ+ = 2.00, υ− = 0.500 and4t(time) = 1. The
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Figure 2: Prescribed stretch, growth stretch ratio υ and Cauchy stresses σ [8].
Poisson’s ratio ν = 0.4 was adopted [9]. The intermediate configuration (Ωg) is incompatible as we can imagine
that the cube grows as a discontinuous medium and then the material is redistributed in a continuous way in an
increased volume. Thus, loading can be proportionally applied to the three orthogonal directions, Figure 2. For
five load increments of the monotonic loading, each has a value of 0.08, the stretch ratio of the isotropic growth is
computed as shown in Figure 2 using the FEM-H8 and the FS-FEM-T4. Both models result in the same solution
as the analytical one. The stresses vanish in biological equilibrium due to growth compensation, see Figure 2. The
grown cube has the volume V = 2.744V0 in which V0 is its initial volume. Furthermore, the limiting value for
extension growth is υ+ = 2 and is still larger than the final principal prescribed stretch 0.4. Thus, the cube can
grow further if it is stimulated with external loads until the stretch ratio reaches a value of 2. Exceeding this limiting
value, the load induces the corresponding stresses.
4 CONCLUSIONS
The FS-FEM method was implemented into Code Aster [10] for large scale biomedical applications. Through the
growth simulation of the cube, the growth models [5] are first verified and solved by the FS-FEM with expected
performances. To this end, internal variables of the growth models are modified properly, the growth tensor is
smoothed, and the implicit Euler integration is implemented on each smoothing domain. The FS-FEM not only
brings about higher accuracy but relative insensitivity to distorted meshes for large deformation. In conclusion, the
FS-FEM can overcome some disadvantageous properties of the FEM.
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Abstract.   The focus of this work has been set on simulating Fluid-Conveying-Pipes in a MBD-Software. Thus 
software was modified in order to take the additional inertia forces into account that arise from the conveyed 
fluid. Finally the continuous fluid forces are condensed on finite pipe elements according to the discretization 
approach of the beam elements. The modeling approach of the pipe is based on the Timoshenko-Beam Theory. 
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1 INTRODUCTION 
A Fluid-Conveying-Pipe is a commonly used machine element, which can be applied in many technical simulation 
models. Its Fluid-Dynamic-Effects are often neglected due to the fact that the influence is frequently low. To 
consider these effects in MFBD-models, it’s usual to use MBD- and CFD-Software in combination. In this context, 
the larger computing time as well as the impaired stability due to interface- and step-size-matching is a big 
disadvantage [2]. So this is exactly the point of motivation to develop universal applicable approaches for 
considering Fluid-Conveying-Pipes and its Fluid-Dynamic-Effects in a MBD-Software, without using Co-
Simulation, in a quick and easy manner. 
 
In a recent application, a pipe provides a robot with fluid for cleaning sewer lines (Figure 1). Due to a long fluid 
conveying pipe and occasionally unknown lines, it’s reasonable to consider fluid-dynamic-effects in foregoing 
MBD-Simulations in order to predict, whether it is feasible to push the robot through the pipe without risking 
getting stuck or having issues with the cleaning process. 
 
 
Figure 1: (a) Exemplary sewer line [Reference: VDRK], (b) MBD-Model of a sewer cleaning robot. 
2 CONDESATION OF CONTINUOUS FLUID FORCES 
2.1 Basic approach according to the principle of virtual work (D’Alembert) 
Due to the conveying fluid, a variable line load works on the elastic finite pipe elements. These continuous fluid 
forces will be finally condensed according to the discretization approach of the beam elements. Therefore a shape 
function 1 2w( q ,q ,s ) is established, which is depending on the generalized coordinates of the two element nodes, 
(a) (b) 
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1 1 1 1x y z
T
x,y,zq ( q q q ) and 2 22 2x y z
T
x,y,zq ( q q q ) , as well as on the tangential moving coordinate s , see Figure 2. 
 
 
Figure 2: Condensation of a finite pipe elements line load to equivalent nodal forces. 
The concentrated forces 1F and 2F which shall replace the line load p( s ) are derived from the principle of virtual 
work. This approach permits the analysis of the equilibrium conditions of mechanical systems. See Equation (1) 
below: 
 
0
1 2 1 1 2 2         vi
L
rtW p( s ) w( q , q ,s ) ds F q F q ,  (1) 
where
virtW describes the virtual work and w is the variation of a pipe element’s shape function. L is a pipe ele-
ment’s length,
1q and 2q are the variations of vectors with generalized coordinates of an element’s first and sec-
ond node. Since a pipe is three-dimensional, a pipe element node has three translational degrees of freedom (DOF) 
in x, y, z-direction. Substitution of the virtual displacements 
1 2 1 2 1 2
1 1 1
1 2 1 2 1 2
2 2 2
1 2 1 1 1
2 2 2
     
     
     
  
  
  
  
  
     
     
x y z
x y z
w( q , q , s ) w( q , q , s ) w( q , q , s )
q q q
w( q , q , s ) w( q , q , s ) w( q
x
,
y z
x y
q , s )
q q q z
w( q , q ,s ) q q q
q q q ,
 (2) 
where x y zq , q , q   are virtual displacements in x, y, z-direction, into Equation (1) yields 
1 1 1 1 1 1 2 2 2 2 2 2                virt x x y y z z x x y y z zW F q F q F q F q F q F q ,  (3) 
where x y zF ,F ,F are the nodal forces of a pipe element’s first and second node, both in x, y, z-direction. 
2.2 Generation of a compensatory shape function 
Due to the fact that the shape function for beams used in the respective software may be unknown, a linear 
interpolation function between the two nodes of an element is applied alternatively, see Equation (4), using nodal 
information about position, velocity etc., which is usually available. 
   1 2 1 21    s sL Lw(q ,q ,s ) q q  (4) 
Therein w is the linear interpolated shape function for a beam element, 1q and 2q are vectors with the displacements 
of the two nodes, s is the current position on a beam element with respect to a local tangential moving frame fixed 
to a pipe element as well as L is a beam element’s length. Substituting Equation (4) into Equation (1), the equation 
is given by 
     1 2 1
0 0
2
0
1                    
L L L
s
t Lv
s
Lir
W p( s ) w( q , q ,s ) ds p( s ) ds q p( s ) ds q .  (5) 
The expressions for the concentrated forces 1F and 2F can be extracted from Equation (5). This yields to two 
different types of intergrals which have to be solved: 
     
0
1 2
0 0 0
1 and                    
L L L L
s s s
L L L
F p( s ) ds p( s )ds p( s ) ds F p( s ) ds .  (6) 
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2.3 Integral types and their approximate simplifications 
Provided that p is an approximate solution in terms of the mean value of a pipe element’s line load, the 
interpolation function’s integral is calculated along the whole element length and subsequently divided by its 
length, so that one obtains 
   1 21 1
0 0
1          
L L
s s
L L L L
p p( s )ds p p ds ,  (7) 
where
1p and 2p are total line loads at the first and the second node. Substitute p into Equation (6) and simplify the 
expression, the equations for the nodal forces are given by 
   1 1 1 123 6 61 2 1 31 2and         F p p L F p p L .  (8) 
The line loads
1p and 2p ,which refer to the values of the two nodes, consist several components, including a term 
for the total inertial force
fp and the centrifugal zp plus the tangential force tp . One which is associated with 
coriolis effects
cp , one for the gravity gp and one which considers the internal pressure of the pipe pp . All load 
components, with exception of
gp and pp , are derived by applying the Newtonian theory of relativistic mechanics 
to a single fluid element which is moving along a continuous path line respective to s , see Figure 2. 
Thus one obtains a equation      f z t c g pp p p p p p p for a fluid element’s total line load [1], as well as 
equations for particular items of a line load. These are given by 
2
0
2
    
    
          
            
d
z t tdt
c g z
f F F n F
F F ip n
p a , p e , p e
p , p g e , p A p e ,
 (9) 
where
F is the mass of fluid per unit length, as well as 0a is the absolute acceleration of a pipe element’s node 
concerning a space-fixed inertia frame x y ze ,e ,e . describes the relative (steady) flow velocity of a fluid with 
respect to a pipe element and
ne  is the curvature in a center direction. The angular velocity of the local moving 
frame tn be ,e ,e is denoted by and the gravity by zg e . A is the pipe’s effective cross section as well as ip is the 
pipe’s internal pressure per unit length. Substituting Equation (9) into Equation (8) yields the expressions for the 
equivalent nodal forces at the element nodes, so that one obtains 
1 1 1 1 1 1 2 2 2 2 22
1 2and           f z t c g p f z t c g pF F F F F F F F F F F F F F ,  (10) 
where tf z c g pF ,F ,F ,F ,F ,F are the different nodal force components with respect to considered influences. 
3 VERIFICATION 
3.1 Model description and analytical approximate solution 
A two-sided simply-supported fluid-conveying-pipe is used as a test case to verify the developed subroutine 
according to [3]. Thereby, the governing equation in form of a PDE with respect to the axial coordinate x and the 
time t can be transformed into an ODE with respect to x by separation of variables, with the exponential approach 
   i ty( x,t ) u( x ) e . Thus one obtains 
4 2
4 2
2 22 0                      F F
d u( x )d u( x ) d u( x )
dx Fdx Pdx
E I i ( ) u( x ) ,  (11) 
where E I is flexural rigidity, u( x ) is the superposition of all modes and   is the natural frequency of the system. 
The first term of Equation (11) is the flexural restoring force as well as the second term is associated with the 
centrifugal force. The third part is related with coriolis effects while the last one describes the absolute inertial force 
of a fluid-filled pipe. Pressurization effects as well as gravity and internal damping have been neglected, whereat 
internal pressure works in the same way as centrifugal force [1]. 
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With a second order Galerkin-Method, an approximate solution for the first eigenfrequency of a fluid-conveying-
pipe can be calculated. Since the influence of coriolis effect is small [3], this effect has also been neglected. Thus 
one obtains a simplified approximate solution for the first eigenfrequency 
 
2
2
1
1
2
1 1


  



  
F P
F
I
E I
E
,  (12) 
with
1   L , wheryby 1 depends on the boundary conditions of a pipe, cp. [3]. The red part of this equation 
describes the eigenfrequency of a beam without fluid flow. The blue part is responsible for the decrease of the 
eigenfrequency in the case of a fluid-conveying-pipe. This term can be defined as an inflluence-coefficient C, 
which describes the influence of fluid velocity on the eigenfrequency of fluid-conveying-pipes. 
3.2 Numerical Solution and Comparison 
To verify the developed subroutine, a test case, according to the description above, is simulated in time domain. 
The corresponding eigenfrequency is subsequently specified via FFT. In Figure 3, the influence of the dimension-
less flow-velocity on the first eigenfrequency of a fluid-conveying-pipe is shown, whereat     F E I L defines 
the dimensionless flow-velocity. Thereby the curve of the simulation-results is very similar to the one of the 
analytical-results. The failure respectivly the discrepancy is small and the subroutine works with an acceptable 
accuracy. 
 
 
Figure 3 Influence of dimensionless Flow-Velocity on the first eigenfrequency of a fluid-conveying-pipe. 
4 CONCLUSION AND OUTLOOK 
With this contribution, an option to take fluid dynamic effects in MBD-Simulations of thin pipes into account, is 
presented. The developed subroutine works for geometrically nonlinear systems. Simulation results could be 
verified analytically for linear systems. In practice, further features are required e.g. nonuniform pipes, inhogeneous 
densities, accelerated fluids as well as friction between pipe and fluid. 
This work is useful for simulations in several fields of industry, due to the fact that this approach is universally 
applicable to almost each MBD-Software. 
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Abstract. The objective of this work is to present the overall activity performed to design the injection system of a 
Nitrous Oxide (N2O)-Paraffin based hybrid rocket engine currently under development at the Italian Aerospace 
Research Centre (CIRA). The Analytic Hierarchy Process (AHP) trade-off study, used for the choice of the 
injection system architecture and the CFD simulations supporting the detailed design process will be presented. 
Finally, the definitive layout of the injection plate will be shown and discussed. 
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1 INTRODUCTION 
The development of hybrid propulsion systems, based on hydrocarbons, is becoming a technology asset for 
launchers and new generation space transportation systems. Hybrid rockets, indeed, combine advantages of both 
liquid and solid propulsion. Compared to solid rockets, hybrids offer thrust modulation, restart and shut-down 
capability, higher Isp and environmental friendly exhaust gases. On the other hand, conventional liquid rockets are 
either based on cryogenic fluids or toxic storable propellants. Hybrids could potentially offer similar performances 
with improved simplicity and reduced hazards due to the use of a single fluidic line and an inert fuel grain. This 
leads to the possibility of getting rid of turbo pumps, resulting in great weight savings and increased system 
reliability. Unfortunately, classical hybrid rocket systems suffer from some shortcomings such as, low regression 
rate and combustion efficiency, the Oxidizer to Fuel ratio shift and the low frequency instabilities problem. Those 
phenomena prevented the complete achievement of operational status. To this purpose, within the Italian national 
research program HYPROB a specific project is dedicated to hybrid propulsion [1]. The objective is to increase 
the Technology Readiness Level (TRL) of this system through the development and test of a rocket engine 
demonstrator based on N2O-Paraffin wax able to exploit and prove the throttability and re-ignition capabilities of 
hybrid rockets. The hybrid technological demonstrator is a 30 kN thrust class engine based on nitrous oxide and 
paraffin [2]. In particular, the oxidizer will be stored in liquid condition while the combustion chamber pressure 
will always be kept below its vapor pressure, which is about 50 bar at 293 K. This means that a phase change from 
liquid to vapor occurs along the feeding line, between the tank and the combustion chamber itself. In order to 
avoid an uncontrolled transition and mitigate feed system coupled instabilities, which could be detrimental and 
dangerous for stability reasons, forcing the phase change through the injector has been assumed as a design 
constraint. In this way, the oxidizer remains in liquid condition until the injection head, whereas it will be gaseous 
at the injector exit. The consequent cavitation and flash vaporization is due to the expansion of the nitrous oxide 
along the injector at an almost constant temperature. This complex phenomenology increases the importance of 
the injection system design phase and the choice of the injection strategy. In particular, considering the lack of 
simplified relations, the design of those injectors is rather difficult, resulting in the necessity of simulating this 
complex thermodynamic phenomenon through numerical tools.  
2 THE ANALYTIC HIERARCHY PROCESS TRADE-OFF STUDY 
For a hybrid rocket engine the oxidizer mass flow rate is the only active control parameter for thrust modulation, 
thus the choice of the feeding system architecture, composed by the feeding line and the injector head subsystem, 
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is a complex and impactful decision. This became even more important if the designer has the constraint to force 
the oxidizer phase transition through the injectors. The activity started with a wide literature survey to understand 
which are the possible architectural solutions able to satisfy, in principle, the requirements. Among all, five were 
selected and considered for the trade-off study. The first solution is known as ‘Pintle Nozzle Technology’. This 
nozzle concept uses a fixed exit area and a mechanical pintle positioned in the nozzle throat region. The throat 
area, along with the expansion area ratio, is varied by axially moving this pintle. This leads to an increment in 
combustion chamber's pressure and the consequent increase in burning ratio and thrust. This concept has been 
used in solid rocket motors and tactical ballistic missiles and can be classified as a combustion efficiency control. 
The second solution is the adoption of ‘Multi-Injector Plates’. The thrust modulation is obtained through the 
manual replacement of the injection plates that are characterized by different injection areas. This concept is based 
on keeping constant the injection pressure and thus it’s not dependent on pressure regulators. Another option is to 
adopt a system composed by a fixed injector head and a Flow Control Valve (FCV) positioned upstream in the 
feeding line. The oxidizer mass flow variation and the shut off are obtained through the control valve regulation. 
This architecture, called in the following ‘FCV + Fixed Injector’ has been widely used in past and recent 
international missions for its intrinsically simplicity and low costs [3]. It’s worth to highlight that this concept 
implies an appropriate design of the injector head that has to guarantee good performances for each thrust regime. 
Often used in liquid rocket engines, the ‘Pintle Injector’ has unique features. In hybrids applications an electro-
mechanical actuated pintle is centered in the injection system just before the combustion chamber. The oxidizer 
flows around the pintle and is injected radially in the combustion chamber. Its axial position is easily linked to the 
injection area and thus the thrust control is accurate and rapid. Simple design, low combustion instabilities and 
high throttability make this concept very interesting, although high costs and strict requirements on manufacturing 
accuracy have to be taken into consideration [4]. In the final considered solution, the oxidizer mass flow 
modulation is obtained through the superimposition of a fixed perforated plate and a rotating injection plate. This 
solution, called ‘Rotating Plate’, allows modifying the injection area and the thrust by changing the relative 
position between plates. The main advantage is the fast response to throttling and shut down while the 
manufacturing complexity and high costs are its main issues.  
The engine performance high sensitivity from this subsystem leads to the necessity of adopting a robust strategy 
for the decision making process. In this regard, the Analytic Hierarchy Process has been chosen for its strong 
flexibility and effectiveness. This tool is well suited when dealing with complex decision and aids to set priorities 
and make the best choice among several possible solutions. By reducing complex decision to a series of pairwise 
comparisons, and then synthesizing the results, the AHP helps to capture both subjective and objective aspects of 
a decision. In addition, the AHP incorporates a useful technique for checking the consistency of the decision 
maker’s evaluations, thus reducing the bias in the decision making process [5]. 
Table 1 summarizes the results of the AHP methodology in terms of both, sub criteria weights and considered 
architectures scores. The hierarchic structure of the problem has been modeled considering three main criteria: 
functionality, technology innovation and costs. Some of those have been further detailed through the definition of 
sub criteria. 
Table 1: AHP Trade-off study on injection system architecture. 
Alternatives 
Functionality Technology 
Cost Total Throttability 
33.4% 
Reliability 
6.3% 
Stability 
35.3% 
Safety 
14.8% 
Efficiency 
10.2% 
Simplicity 
75% 
TRL 
25% 
Pintle Nozzle 
Technology 0.012 0.002 0.010 0.005 0.003 0.008 0.030 0.010 0.079 
Multi-Injector Plates 0.025 0.019 0.035 0.039 0.012 0.093 0.002 0.028 0.253 
FCV +  
Fixed Injectors 0.073 0.008 0.060 0.024 0.013 0.058 0.006 0.040 0.283 
Pintle Injector 0.067 0.008 0.097 0.017 0.026 0.021 0.011 0.022 0.269 
Rotating Plate 0.035 0.004 0.021 0.009 0.010 0.015 0.017 0.006 0.116 
 
In particular the functionality has been divided in ‘Throttability’ that represents the easiness in modulating the 
thrust and the capability of having a wide range of thrust regime; ‘Reliability’ of the overall architecture; 
‘Stability’ of the combustion process; ‘Safety’ and combustion ‘Efficiency’. Moreover, the technological criterion 
has been split into ‘Simplicity’ in terms of manufacturing easiness and ‘TRL’ improvement. 
The AHP analysis revealed that the use of an architecture composed by an upstream flow control valve and a fixed 
injector head is the most appropriate solution. This option allows higher throttability variation if compared to the 
multi-injector plates solution and huge advantages in terms of simplicity and costs if compared to the pintle 
injector. This architecture has been selected and the design activity continued with the injection plate design. 
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3 INJECTION SYSTEM DESIGN 
3.1 N2O in Rocket Application and its Implications 
Traditional rocket propellants are usually used as sub-cooled due to their low vapor pressure. Assuming that they 
behave as incompressible liquids in the injection system, the steady state Bernoulli equation can be safely used to 
properly design the injector. In particular, when the discharge coefficient is well characterized and the mass flow 
rate is imposed, the evaluation of the injection area is trivial. Unfortunately, this method is not applicable to 
injectors of hybrid engines that use high vapor pressure oxidizers such as nitrous oxide which vapor pressure, at a 
temperature of 293 K is about 50 bar. Indeed, this simple relation cannot take into account compressibility effects 
and the development of two-phase flow within the orifice. In the operating conditions considered for the present 
analysis, and for typical injection geometries, as the bulk downstream pressure drops below the vapor pressure, a 
significant vapor formation occurs within the injector. Simultaneously, a maximum flow rate is achieved and the 
mass flow rate chokes. This regime is known as critical flow since the mass flow rate is independent of the 
downstream pressure. This physical behaviour is a real plus since allows changing the mass flow rate simply by 
regulating the upstream pressure through the flow control valve and independently from the combustion chamber 
pressure. As a matter of fact, the evaluation of the needed injection area become remarkably complex since the 
presence of two-phase flow requires specific models to accurately estimate the discharge coefficient. A variety of 
models attempt to account for the effects of two-phase flow, however, none of these models agree in the 
prediction of actual critical mass flow rate values over a wide range of operating conditions, indeed experimental 
cold flow test are often necessary [6]. This limitation leads to the adoption of computational fluid dynamic to 
support the preliminary design phase. Among available CFD codes, the OpenFOAM® multiphase solver, namely 
interPhaseChangeFoam, has been extensively validated with respect to experimental data available in literature for 
analogue fluids and operating conditions [7][8]. This solver has been chosen for its capability to perform URANS 
simulations including appropriate models for phase change effects and interface tracking. The validation activity 
has shown an adequate level of reliability in terms of mass flow rate prediction and thus CFD can be used to 
evaluate the required total injection area. The mass flow rates, associated to the required low and high thrust 
conditions of 10 kN and 30 kN, have been preliminarily evaluated using 0-D relations. Values of 4.65 kg/s and 
10.9 kg/s have been obtained and taken as reference for the two thrust regimes. In particular, the global injection 
area has been calculated considering the low thrust operating condition, this is due to the possibility of increasing 
the mass flow rate, and thus the thrust, simply acting on the regulation valve. When the thrust is 10 kN, chamber 
pressure is 16.5 bar. Those values have been used for the estimation, through CFD simulations, of the necessary 
upstream pressure and total injection area. In particular, setting an upstream injection pressure of 55 bar, an 
overall injection area of about 2.65*10-4 m2 has been determined. Then, it has been possible to evaluate the 
upstream pressure increase that guarantees a mass flow rate of 10.9 kg/s. This value, together with a chamber 
pressure of 40 bar, characterize the high thrust regime for the engine. Thus, keeping the overall injection area 
constant, a value of 75 bar led to the achievement of 30 kN of thrust. Once known the overall injection area, the 
definition of the injection plate layout, in terms of number of injectors and their disposition, has been carried out. 
3.2 Injection Plate Definition and its Numerical Verification 
The quality and homogeneity of an atomized fluid, and therefore the stability and combustion efficiency of hybrid 
rocket engines, are basically determined by the injection system. In order to choose an optimal solution, different 
configurations, available in literature, have been considered and compared. The final choice has been done 
referring to an experimental campaign conducted on four different injection plate layouts and which results are 
reported in [9]. Being the mass flow rates of the demonstrator different from the one of the study, the only features 
adopted have been the number of injectors and a similar, but not identical, spatial distribution. In Figure 1 (left), 
the sketch of the injection plate is shown. The 60 axial injectors are distributed on five circles with an offset of 10 
mm each. In particular 4 injectors compose the first circle while 14 injectors each constitute the others. Once 
defined the number of injectors, knowing the total injection area, it has been possible to evaluate and verify 
through CFD simulations, that an injector diameter of 2.4 mm guarantee the oxidizer mass flow rate associated to 
the low thrust condition. Furthermore, in order to have a fully developed flow inside the injector, an aspect ratio of 
7.5 has been chosen, resulting in a total injector length of 18 mm. It’s of utmost importance to highlight that those 
geometrical characteristics are not problematic in terms of manufacturability.  
Using an increasing complexity strategy, an extensive CFD matrix has been defined. Simulations have been 
performed for a single injector, firstly, then for the entire 3D injection plate geometry, considering the coupling 
with the combustion chamber and both thrust regimes. In particular the complete 3D geometry exploited the 
possible symmetry hypothesis of the injection plate and thus the computational domain was reduced to a wedge of 
about 51 degrees resulting in an unstructured mesh of about 900000 cells. For turbulence closure the Menter SST 
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k-omega turbulence model has been used for its essential feature of accurate and robust near-wall treatment. 
Moreover, all numerical computations have been performed using second-order accurate numerical schemes in 
space. The simulations verified that, increasing the upstream pressure from 55 bar to 75 bar the total mass flow 
rate increases from about 4.8 kg/s to 11.5 kg/s, with an error of less that 6% if compared to the hypothesized 
values of 4.65 and 10.9 kg/s. Those results will be further refined with reacting flow simulations in the next phase 
of the project. The simulation campaign assessed the feasibility of throttle the engine simply varying the injection 
pressure through the flow control valve. 
 
 
Figure 1: CAD Sketch of the Injection plate (left, from [9]); 3D CFD simulation: Axial velocity contour (right)  
4 CONCLUSIONS 
The design of the injection system is fundamental for the full exploitation of hybrid rocket engine throttability. A 
robust design process, based on theoretical and numerical approach, has been defined and applied. The Analytical 
Hierarchy Process has been used to select the injection architecture as best compromise among different design 
criteria as functionality, technology innovation and cost. The impossibility to use engineering simplified relations 
for the dimensioning of the injectors led to the needs of applying a numerical approach based on OpenFOAM®. 
The plate has been selected in order to guarantee a good atomization of the oxidizer into the combustion chamber 
and therefore high combustion efficiency. To this purpose, the plate will be realized with 60 injectors whose 
diameter has been selected in order to reach the requested mass flow rate for the two operating conditions of 
maximum and minimum thrust. The overall design has been also verified through three-dimensional computations 
in cavitating non-reacting conditions and it has been verified that the proposed design solution is able to guarantee 
the requested values of mass flow rates. Hybrid project is approaching the preliminary design review, therefore 
the theoretical and numerical approach proposed in the present work will be validated against dedicated 
experimental tests foreseen in the next phase of the project. 
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Abstract. Bayesian formulations offer a framework to quantify unavoidable uncertainties. Especially in inverse
problems, which are often ill-posed and have multiple possible solutions, this is of high importance. We use an effi-
cient Variational Bayesian framework which approximates the exact posterior by solving an optimization problem.
Recently we employed a new technique which finds a lower-dimensional representation of the unknown parameters
with very few forward calls. We extend this to non-Gaussian posteriors and discuss applications in non-invasive,
medical diagnosis.
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1 INTRODUCTION
Deterministic optimization techniques lead to point estimates for the unknown parameters without considering the
statistical nature of the problem or providing quantification of the uncertainties in the inverse problem. In contrast,
Bayesian formulations offer the framework to quantify these uncertainties. Golden standard methods as Markov
Chain Monte Carlo (MCMC) are for engineering applications in general impractical as they require a massive
number of forward calls and it is computational expensive to achieve convergence.
Our method is based on a Variational Bayesian (VB) framework which approximates the posterior by optimizing
over a family of appropriately selected probability distributions. Thus a fully Bayesian inference can be derived
with the computational efficiency of a simple optimization problem. A crucial role in the presented method plays
dimensionality reduction which can also be based on the equations for VB and which has recently been derived for
non-linear inverse problem and multivariate Gaussian posteriors [1].
We demonstrate how this approach can be extended to multi-modal and non-Gaussian posteriors retaining the ef-
ficient VB and dimensionality reduction method. This algorithm is especially suited for application with a larger
number of unknowns and expensive forward calls. We are particular interested in the identification of the mechan-
ical properties of biomaterials for non-invasive medical diagnosis. An identification of the stiffness or mechanical
properties can potentially lead to earlier and more accurate diagnosis.
2 METHODOLOGY
2.1 Forward model
Our application is related to continuum mechanics in the nonlinear elasticity regime. However, the proposed algo-
rithm can be easily adapted for other forward problems as long as the response quantities for certain inputs (forward
solve) and the first derivatives of the unknowns with regards to the measurements are available.
In our application we want to derive the unknown material parameters Ψ and their uncertainties based on measured
displacements yˆ. The measured displacements are obtained by tracking pre- and post-compression images of the
interested body. More information about deriving unknown material parameters in the deterministic setting based
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on information images can be found under the search expression ’elastography’ and [2].
The conservation law of linear momentum is:
5 · (FS) + ρ0b = 0 (1)
where F is the deformation map, ρ0 the initial density and b the body force vector. The second Piola-Kirchhoff
stress tensor S depends on the material parameters as well as on the Lagrangian strain tensor E:
S = S(Ψ,E). (2)
The forward problem can be solved by discretizing the problem and using the Finite Element Method.
2.2 Bayesian model
Accounting the uncertainties in the problem and deriving the probabilities of the interested unknown parameters Ψ
based on the measurements yˆ and the modelM is grounded on the Bayes’ rule:
p(Ψ|yˆ,M) = p(yˆ|Ψ,M)p(Ψ|M)
p(yˆ|M) . (3)
The posterior p(Ψ|yˆ,M) is the probability of having certain parameters Ψ based on the measurement yˆ and the
model M. The denominator is the (marginal) likelihood or evidence p(yˆ|M) and the nominator is the product
of likelihood p(yˆ|Ψ,M) and prior p(Ψ|M), which includes the information you have before having any experi-
ment/measurements. In this study we disregard the error introduced by the image registration process and assume
that the displacement data are contaminated by i.i.d. Gaussian noise:
yˆ = y(Ψ) + z, z ≈ N (0, τ−1Idy ). (4)
y ∈ Rdy×1. For most of the models it may not be possible to derive the posterior distribution analytically. Us-
ing standard methods as MCMC schemes may in high-dimensional spaces also be impractical as they require an
enormous number of forward calls.
2.3 Variational Bayes
We consider now a simpler probability density q(Ψ) which is used to approximate the exact posterior density.
The Kullback-Leibler (KL) divergence is used as a measurement how good the approximated posterior density
coincide with the exact posterior. An optimization of the approximated posterior can be driven by minimizing the KL
divergence, for which the exact posterior needs to be known. As this is not the case one can equivalently maximize
the lower bound F . From the Jensen’s inequality one can construct the lower bound from the log-likelihood:
ln p(yˆ|M) = ln
∫
p(yˆ|Ψ,M)p(Ψ|M)dΨ
≥ Eq(Ψ)[ln(p(yˆ|Ψ,M)p(Ψ|M)
q(Ψ)
)]
= F(q(Ψ),M)
(5)
where Eq(Ψ)[ . ] denotes an expectation with regards to q(Ψ). The correlation of the lower bound and the KL
divergence is [3]:
F(q(Ψ),M) = ln p(yˆ|M)−KL(q(Ψ)||p(Ψ|yˆ,M)). (6)
Thus to optimize the simpler probability distribution q(Ψ) such that it is as close as possible to the exact posterior
one optimizes the parameters with regards to the lower bound F , the expectation in Equation (5).
2.4 Dimensionality reduction and linearization
Recently [1] it has been introduced that a dimensionality reduction can be consolidated in the Variational Bayesian
algorithm and that a good approximation of the exact posterior can been found on a lower-dimensional subspace.
The high-dimensional vector of unknowns Ψ can be expressed by
Ψ︸︷︷︸
dΨ×1
= µ︸︷︷︸
dΨ×1
+ W︸︷︷︸
dΨ×dΘ
Θ︸︷︷︸
dΘ×1
(7)
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where Θ are the reduced and latent variables. The model parameters µ represent the mean values and W a set of
orthonormal basis vectors. The dimension of the reduced latent variables is ideally much smaller than the one of
the unreduced parameters: dΘ  dΨ. Optimal basis vectors W correspond to directions of large variance of the
posterior [1].
The lower bound in dependence of the reduced latent variables and the model parameters is:
F(q(Θ),M) = Eq(Θ)[ln(p(yˆ|Θ,W, µ,M)p(Θ|M)
q(Θ)
)]. (8)
The required number of basis vectors depend on the specific application and can be determined by an information
gain-based criterion. By comparing the information gain from the dΘ-dimensional prior to the dΘ-dimensional
approximated posterior with the KL divergence we define the relative information gain as follows:
I(dΘ) =
KL(pdΘ(Θ)||qdΘ(Θ))−KL(pdΘ−1(Θ)||qdΘ−1(Θ))
KL(pdΘ(Θ)||qdΘ(Θ))
. (9)
The remaining difficulty arises from the nonlinear and implicit nature of y(µ +WΘ) and the integration of the
log-likelihood over q(Θ) in Equation (8). To alleviate this issue the map y(µ +WΘ) is approximated by a 1st
order Taylor series around µ:
y(µ+WΘ) ≈ y(µ) +GWΘ (10)
whereG = δyδΨ |Ψ=µ is the gradient of the map at µ.
The resulting likelihood derives from Equation (4) and from the 1st order Taylor approximation:
p(yˆ|Θ, τ,µ,W ) ≈ e− τ2 |yˆ−y(µ)−GWΘ)|2 . (11)
In this and in the following equations we use forM directly our model, our forward model y(µ +WΘ), white
Gaussian noise and a Gaussian prior on Θ.
2.5 Mixture of Gaussians
Having a multivariate prior on Θ: p(Θ) =MVN(0,Λ0) the posterior can be approximated by a Gaussian q(Θ) =
MVN(m,Λ−1). However, especially for nonlinear inverse problem the exact posterior can be multimodal and
non-Gaussian, which would not be captured correctly with a multivariate Gaussian. Therefore, we take up the
previous scheme (VB and dimensionality reduction) and enhance it for Mixture of Gaussians (MoG) as a MoG with
an adequate number of components can represent any probability density.
For each mixture s ∈ [1 : S] we introduce dimensionality reduction and the representation via a representative
mean and reduced latent variables: Ψs = µs +W sΘs. Accordingly, each mixture component can have different
subspaces. Including the linearized map, as used for a single Gaussian, the likelihood depending on a mixture
component s:
p(yˆ|s,Θ, τ,µ,W ) ≈ e− τ2 |yˆ−y(µs)−GsW sΘs)|2 . (12)
The resulting posterior approximation is q(s,Θ) and adopting a mean-field approximation, focusing at the factorized
densities: q(s,Θ) = q(s)q(Θ). On that account also the (approximated) posterior responsibility for each mixture
q(s) will be derived within the VB updates. The lower bound from Equation (8) updated for the MoG is:
F(q,W ,µ) =
S∑
s=1
q(s)
(
Eq[ln p(yˆ|s,Θ,µs,W s)] + Eq[ln
p(Θ)
q(Θ|s) ]
)
=
S∑
s=1
q(s)
(
Eq[−τ
2
||yˆ − y(Ψs)||2] + Eq[ln p(Θ)
q(Θ|s) ]
)
≈
S∑
s=1
q(s)
(
Eq[−τ
2
||yˆ − y(µs)−GsW sΘs||2] + Eq[ln
p(Θ)
q(Θ|s) ]
)
.
(13)
Significant is that all latent variables Θ, s and model parameters µ,W can be optimized in dependence of the lower
bound via coordinate ascent (m becomes zero):
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argmax
µs
Fµs = −
< τ >
2
|yˆ − y(µs)|2 (14)
argmax
W s
FW = −< τ >
2
W TsG
T
sGsW s : Λ
−1
s (15)
Λs = Λ0+ < τ >W
T
sG
T
sGsW s (16)
ln qopt(s) = −1
2
log |Λs| − < τ >
2
(yˆ − y(µs))2. (17)
Finally one needs a decision criterion if a new mixture component adds new information. We use the KL divergence
between each mixture double, normalized by the Entropy of the first mixture: H(qi). If the KL divergence falls
below a certain threshold the compared mixtures are too similar and the additional mixture is not informative
InformationGainij =
KL(qi||qj)
H(qi)
?≤ threshold, i, j ∈ [1 : S]. (18)
3 NUMERICAL EXAMPLE
In the presented example we are interested to derive the probabilistic identification of material parameters from
displacement data. Our nonlinear PDE is based on the incompressible Mooney-Rivlin material and the number of
unknown parameter is dΨ = 2500. We use synthetic derived displacements which are obtained from a different grid
level. In addition to the so far discussed methodology we added a smoothing regularization prior on µ and enforce
that the basis vectors W are orthogonal to (yˆ − y(µ))TG. Around 100 forward calls have been required to derive
the MoG outcome in Figure 1 (around 30 forward calls per mixture component).
Figure 1: MoG posterior mean and depicted marginal posterior probability distributions. The posterior responsibil-
ities associated with the mixtures are q(s = 1) = 0.07, q(s = 2) = 0.88, q(s = 3) = 0.05.
4 CONCLUSIONS
We have extended the recently presented, novel Variational Bayesian framework, including dimensionality reduc-
tion, to multimodal and non-Gaussian posteriors. A probabilistic description for a nonlinear, inverse problem with a
large number of unknowns is now accurately possible.
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Abstract. The presented work computationally investigates cardiac tissue constructs, so-called engineered heart
tissues, that consist of a collagen-based extracellular matrix and human-induced pluripotent stem-cell derived car-
diomyocytes. A finite element model is built in order to support the interpretation of experimental results and to
predict for instance the effect of drug application to the tissue. The electro-mechanically coupled model proves to
be useful by means of elucidating macroscopic experimental results at the microscopic level.
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1 INTRODUCTION
Cardiac tissue constructs, also termed engineered heart tissues often are monolayers consisting of a collagen-based
extracellular matrix and human-induced pluripotent stem-cell derived cardiomyocytes (hiPSc-CM). HiPSc-CM are
infinitely reproducible and they possess an electrophysiology that is similar to that of native human cardiomyocytes.
Different mechanical setups to investigate hiPSc-CM monolayers are currently built across the world for testing of
hiPSc-CM and for drug testing [1, 2]. Among these is an inflation test, named CellDrum in [3], that is computation-
ally investigated here.
All models of biological processes suffer from the fact that reliable experimental data is difficult to obtain. Experi-
mental results depend on many influences like the experimental setup, the cell type, the species, the cell production
batch, the maturity of the cells and their health condition. In total there are a lot of factors that can hardly be
measured, controlled or quantified during an experiment. Thus, developing or choosing an appropriate model for a
specific application often is very difficult and choices should be made with caution. The herein presented model is
applicable to very thin cardiac tissue constructs.
2 EXPERIMENTAL SETUP
The drug testing device called CellDrum is a circular, 4µm thin silicone membrane with a diameter of 1.6 cm =
16000µm. On top of the membrane hiPSc-CM (Cor.4U, Axiogenesis AG, Germany) are cultivated in a collagen
monolayer that has a thickness of about 4µm too. The tissue monolayer is chemically fixed to the silicone mem-
brane. A culture medium keeps the cells alive and as in the real heart the tissue is beating autonomously. This
composite material is clamped in a fixed ring. The CellDrum can be placed into an inflation setup as depicted in
Fig. 1. A syringe pump generates an inflating pressure and the resulting deflection is measured using a laser sensor.
Medication can be applied to the culture medium, leading to phenomenologically observable changes in beating
frequency, contraction force and others.
3 MECHANICAL MODELING
The model has initially been presented in [4]. Mechanically the tissue composite is modeled as a materially and
geometrically nonlinear Reissner-Mindlin shell. An active stress approach is employed to characterize the total
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Figure 1: CellDrumTM setup and change in deflection over time due to autonomous contraction [4]
stress in the tissue as
σ = σp + σa = 2J
−1B
∂Ψ
∂B
− pI + T (B, z)I, (1)
where σp and σa are the passive and active stress contributions, respectively, Ψ is the neo-Hookean strain energy
density, J the determinant of the deformation gradient, B the left Cauchy-Green tensor, I the identity tensor, p the
passive hydrostatic pressure, T the scalar factor of the spherical active stress tensor and z an activation parameter
that drives the contractibility of the cardiac tissue. Microscopic imaging verifies the hypothesis of isotropy.
4 MODELING OF EXCITATION AND EXCITATION-CONTRACTION COUPLING
The mechanical contractile stress results from the so-called excitation-contraction coupling as formulated by [5]. In
short terms it is given by algebraic and ordinary differential equations (ODE)
T = f1(B, z) (2)
z = f2(z,B, Cab) (3)
Cab = f3(Cai, T, Cab), (4)
where the ODE (4) determines the ion concentration Cab of the calcium that binds to troponin C based on the freely
available inner calcium concentration Cai. Cab determines the cellular activation that is reflected by the activation
parameter z given by the ODE (3). The algebraic equation (2) finally determines the active stress.
The time course of Cai originates from the underlying cellular excitation model that is described by a system of
ODEs. Herein we employ the sinoatrial model proposed in [6] and the ventricular model proposed in [7]. Like all
Hodgkin-Huxley based models its general structure is given as
∂Vm
∂t
=
1
Cm
(
Istim −
N∑
i=1
Ii(gx1 , gx2 , ...)
)
(5)
∂gx
∂t
= α+x (Vm)(1− gx) + α−x (Vm)gx, (x = x1, x2, ...) (6)
which describes the time course of the membrane or action potential Vm and the ionic open gates gx, which in
turn control the N ionic currents Ii. The parameter Cm is the membrane capacitance, Istim is a potential electrical
stimulus and α+x and α
−
x are opening and closing rates of the respective gate gx. This system of ODEs is completed
by multiple ODEs for different intra- and extracellular ion concentrations among which is Cai.
5 SIMULATION RESULTS
The model is implemented in the open source finite element software Code Aster. Here we show simulation results
for the application of the local anesthetic drug lidocaine that is known to lower the heart rate (negative chronotropy)
and the beating force (negative inotropy) mainly by inhibition of fast sodium channels. With a different focus we
already reported about simulation results for the application of lidocaine and other drugs in [8] and [9].
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Figure 2: Inotropic effect of lidocaine in experiment
(dashed), simulation paced at 1Hz (continuous, square
markers) and paced at measured frequencies (continuous,
triangular markers)
Figure 3: Chronotropic effect of lidocaine for different
model adjustments
As a motivation for phenomenological model adjustments we start from figure 2. It shows the normalized contractile
change in deflection as a measure of the beating force of the composite in the experiment and in two different
simulations. It can be seen that if the ventricular model, which is parameterized for a 1Hz stimulus, is paced at
1Hz, the simulation can qualitatively capture the experimental result. The cells in the experiment, however show a
beating frequency of 0.5Hz in the control group that even decreases when lidocaine is applied. Consequently, for a
quantitative agreement we paced the model at experimentally determined beating frequencies (cf. figure 2 as well)
and observe that the so-called force-frequency relationship (FFR) overly inhibits the beating force. It is obvious that,
although the FFR actually occurs in cardiomyocytes, the model overreacts to it with respect to the pacing. From
this we conclude that the model needs to be modified by means of reparameterization with respect to the externally
applied stimulus.
Therefore we run literature-supported parameter studies in order to determine the main influential ion currents on the
autonomous beating frequency of a sinoatrial model. Figure 3 shows simulation results for drug application on the
sinoatrial model that is altered by some modifications of different ion channel conductances gx. It can be seen that
some modifications lead to a model beating frequency that is much closer to the experimental one of approximately
0.5Hz under control conditions. The effect of the drug application though varies a lot depending on the chosen
model modification.
6 CONCLUSION
The presented model is able to simulate the electromechanics of a thin cardiac tissue composite. We simulate drug
application on the tissue resulting in inotropic and chronotropic effects. Adopting the cellular electrophysiological
models to the experimentally determined beating frequencies is essential in order to respect the FFR and to get the
chronotropic drug effects right.
The model modifications are still to be discussed with electrophysiologists. It is well known that hiPSc-CM are
somehow immature and thus show differences in ion channel expression compared to their native counterparts.
The specific differences however often stay unclear. The dedicated modifications of models of native mammalian
CM that are made to match macroscopic experimental observations, might give insights into the immature electro-
physiology of the hiPSc-CM. Further interpretation of the computational results thus is required to find the actual
differences between the investigated hiPSc-CM and the native mammalian cells the models have been created from.
One of the next steps will be to investigate the changes in inotropic effects with respect to the proposed model
modifications. It will especially be interesting to see whether modifications that lead to a proper adjustment of
the beating frequency and to chronotropic drug effects, also lead to a better approximation of the inotropic effects.
Further, the currently employed elliptic system that is coupled to systems of ODEs should be converted to a parabolic
system in order to allow for electrical conduction which itself influences the beating force of individual cells and the
whole tissue.
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Abstract. This paper describes the development of an highly efficient parallel multiblock structured code for aero-
dynamic applications. The goal of our research is to assess whether or not high-order energy stable schemes are
more efficient for such problems. The spatial part of the Reynolds-Averaged Navier-Stokes equations are solved mak-
ing use of high-order energy stable discretization techniques based on Summation By Parts (SBP) finite difference
operators and Simultaneous Approximation Term (SAT) boundary treatment [1, 2, 3, 4]. The SBP/SAT schemes we
employ are up to 5th order accurate. The solver is conservative, implicit and fully coupled with a modified version
of the Spalart-Allmaras turbulence model[5]. Thanks to the energy stability property of the SBP/SAT schemes, a
significantly reduced amount of artificial dissipation is needed compared to schemes which do not posses this (or a
similar) property. As it will be shown in the results, this leads to an higher accuracy of the numerical solutions.
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1 INTRODUCTION
High-order solvers for the Reynolds-Averaged Navier-Stokes (RANS) equations are rarely used in real-life appli-
cations. One reason is that turbulence model equation(s) in RANS introduce a modeling error difficult to quantify,
which may be greater than the discretization error introduced by the spatial and time integration schemes. In that
case, it would not pay off trying to minimize the discretization error with high-order schemes since the modeling er-
ror would be the leading error term. However, one may argue that modeling error and discretization error should be
considered separately, and that a fair comparison between models can only be performed if the discretization error is
minimized. In practical terms, minimizing the discretization error translates into finding a so-called grid-converged
solution. In this respect, it makes sense to look for more efficient schemes that, by definition, provide a solution
with a given accuracy with less computational work. Another reason is stability: the turbulence model equations
introduce severe non-linearities that may affect the stability of the scheme. This problem is typically solved by
adding artificial (numerical) dissipation that, however, undermines the accuracy of the scheme and in turn forces to
increase the number of grid points.
In this work we describe the development of a robust high-order CFD code that tries to overcome these issues by
using Summation By Parts (SBP) finite difference operators and Simultaneous Approximation Term (SAT) bound-
ary treatment [1, 2, 3, 4]. The robustness stems from the fact that the entire numerical procedure, including various
boundary conditions can be proven stable. Thanks to the energy stability property of the SBP/SAT schemes, a
significantly reduced amount of artificial dissipation is needed compared to schemes which do not posses this (or
a similar) property. This code has been successfully applied to many different CFD problems like inviscid flow,
laminar flow, Direct Numerical and Large Eddy Simulations [6], and in this work we focus on RANS test cases.
Section 2 provides a description of the code and the algorithms. In Section 3 we present the results for two test
cases, a multi-element airfoil and the Aachen turbine, and conclusions are drawn in Section 4.
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Figure 1: Coarse 2D grid (62.5 × 103 vertices) for the
multi-element airfoil.
Figure 2: Mach contours of the multi-element airfoil,
fine grid, 4thorder solution.
2 SOLVER DESCRIPTION
A general 3D code, which can handle multiblock grids in arbitrary configurations, has been developed. This code
can run on (massively) parallel platforms, where for load balancing reasons, the blocks may be split during run-
time in an arbitrary number of sub-blocks. A halo treatment of the newly created interfaces is used instead of an
internal interface treatment, such that the results of the parallel algorithm are identical to those of the sequential
algorithm. The discretization schemes used are finite difference SBP-SAT schemes of order 2 to 5. For the steady
test cases the set of nonlinear algebraic equations is solved using the nonlinear solver library of PETSc [7]. This
library requires the Jacobian matrix of the spatial residual, which is computed via dual numbers [8] and appro-
priate coloring of the vertices of the grid, for which the PETSc routines are used. Flow and turbulence equations
are fully coupled and solved simultaneously with the same scheme. The solution of the linear systems needed by
PETSc’s nonlinear solution algorithm is obtained by a Block ILU preconditioned GMRES. Implicit time integration
schemes of the ESDIRK type [9] have been implemented, for which the resulting nonlinear systems are solved us-
ing a slightly adapted version of the steady state algorithm explained above. We employ a modified version of the
Spalart-Allmaras turbulence model [5], the implementation of which has been verified with the results provided by
NASA at: http://turbmodels.larc.nasa.gov.
3 RESULTS
3.1 Multi-element airfoil
This problem is aimed at testing high-order methods for a two-dimensional turbulent flow with a complex configura-
tion. The target quantities of interest are the lift and drag coefficients at one free-stream condition: free stream Mach
number Ma∞ = 0.2, angle of attack α = 16◦, and Reynolds number Re = 9 × 106 based on the reference chord
of cref = 0.5588m. This test case has been run on three different grids, see Figure 1, the coarser grids are obtained
by taking every other point from the finer one (regular coarsening). The 2D fine grid contains 1 × 106 grid points.
Figure 2 shows the Mach contours resulting from the 4thorder solution on the fine grid. The flow is subsonic and
there is no separation on the suction side of the elements. The wake behind the trailing edge of the first element is
clearly visible. The lift and drag coefficients, Cl and Cd, obtained on the 3 different grids with the different schemes
are reported in Table 1. The lift coefficient tends to increase together with the order of accuracy and with the number
of degrees of freedom. The drag coefficient has the opposite tendency. We assume that the most accurate results
are those of the 4thorder scheme on the fine grid (bottom right of Table 1); in fact these values of lift and drag are
extremely close to the findings of other researchers as can be seen in [10]. The high-order schemes outperform the
2ndorder one, since the high-order solution is more accurate and less expensive in terms of CPU time: for example,
the 4thorder scheme on the medium grid gives a better prediction of lift and drag than the 2ndorder scheme on the
fine grid, which has 4 times more degrees of freedom than the medium grid.
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Table 1: Multi-element airfoil, lift and drag coefficient obtained on the three grid levels with the different schemes.
2nd order 3rd order 4th order
Grid Cl Cd Cl Cd Cl Cd
coarse 3.84635e+00 6.95157e-02 3.98023e+00 6.38924e-02 4.08491e+00 5.73991e-02
medium 4.07892e+00 5.22430e-02 4.11161e+00 5.27363e-02 4.14640e+00 4.95552e-02
fine 4.14497e+00 4.92002e-02 4.15436e+00 4.89298e-02 4.15844e+00 4.76742e-02
Figure 3: Surface mesh of the Aachen turbine. Every
other grid point is shown.
Figure 4: Skin-friction streamlines on the first stator of
the Aachen turbine.
3.2 Aachen 1-1/2 stage turbine
The Aachen turbine comprises of a stator, rotor and stator, operating in an axial configuration at modest Mach
numbers of ≈ 0.5. The geometry definition and experimental data are freely available [11, 12, 13]. Both the 36
stator vanes and the 41 rotor blades are cylindrical and untwisted. The rotor is unshrouded with a tip clearance of
0.4mm, and spins at 3500 rpm. In order to limit the computational time, the rotor has been scaled down to 36 blades
(originally 41), such that a periodic sector of 10◦ can be simulated. This scaling, however, changes considerably
the blade loading; hence in this work only a qualitative analysis of the results is presented. Additionally, only the
2ndorder SBP-SAT scheme is used since consistent 2D high-order interpolation operators are not yet available within
the SBP-SAT framework (they are available in 1D with certain restrictions; their application to sliding interfaces is
the object of a future paper [14]). For this case, bi-linear interpolation is used at the sliding interfaces.
The surface mesh used for this test case is shown in Figure 3. Note that a passage-centered topology has been
chosen and that the streamwise direction of the flow corresponds to the x−direction. The total number of vertices
of the volume mesh is 2.2× 106 and the target y+ is 1. The simulation has been advanced in time with the implicit,
3rdorder accurate, scheme ESDIRK3 [9], taking 32 time-steps per blade-passage (∆t = 1.4875× 10−5s).
Figure 4 shows the skin-friction stream lines on the suction side of the blade of the first stator. The flow is attached
and the passage vortex is captured: the vortex starts at the leading edge of the pressure side of the blade and travels
towards the trailing edge of the suction side of the adjacent blade. The tip leakeage vortex can be seen in Figure 5,
which represents the instantaneous isosurfaces of the Q-criterion colored with the Mach number. As expected, the
vortices highlighted by the Q-criterion increase in the rotor and in the last stator. Finally, Figure 6 shows the tip
flow, i.e. a few streamlines flowing through the tip gap.
4 CONCLUSIONS
Promising results have been obtained using high-order SBP-SAT schemes for subsonic (U)RANS problems. The
inherent stability of the schemes is reflected in the robustness of the solver; in fact no stability problems have arisen
in any of the two proposed test cases. The results of the multi-element airfoil in particular, suggest that increasing the
accuracy of the scheme does provide a better computational efficiency even for RANS problem. Further investigation
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Figure 5: Iso-surfaces of the Q-criterion colored with
Mach number
Figure 6: Tip flow. Streamlines are colored with pres-
sure.
is needed especially for the more complicated turbomachinery problems since only a qualitative analysis has been
performed. Nevertheless, the main flow features seem to be correctly captured.
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Abstract. Heat transfer in rarefied binary gas-mixtures confined in a bottom-heated squared cavity is investigated
through the Grad’s moment equations for gaseous mixtures composed of Maxwell molecules. The numerical method
based on finite differences is presented and the convergence of the numerical method is studied. Some preliminary
results on heat transfer are presented.
Keywords: Boltzmann equation, binary gas-mixtures, bottom-heated cavity, Grad’s moment equations
1 INTRODUCTION
Miniaturization of micro-devices further and further has become a popular trend in recent times, and it necessitates
good-understanding of heat transfer mechanism in these devices for designing, fabricating and optimizing their
performances. In micro-devices, it is quite common to have a hot plate surrounded by several other cold plates
maintained at ambient temperature, and to close and package this system in vacuum. Rarefied (or non-rarefied) gases
are usually present in the package and the heat transfer takes place from hot to cold plates leading to many rarefaction
phenomena [1–4]. The heat transfer in a (bottom-)heated square cavity is a classical problem in fluid mechanics and
has been studied by a few authors in context of single gases [1–4] and references therein. Unfortunately, we have
not found any work in the existing literature on the same problem in context of gaseous mixtures.
Owing to size of micro-devices, the macroscopic length scale is of the order of mean-free path, and therefore, the
Knudsen number,Kn—defined as the ratio of mean-free-path to a macroscopic length scale pertaining to problem—
for micro devices is not small. Typically, the Knudsen number encountered in micro-devices ranges from 0.01 to
1 [5] which is amalgam of the typical range of the so-called slip-flow regime (0.001 . Kn . 0.1) and transition
regime (0.1 . Kn . 10) [6]. Usually, the conventional fluid dynamical equations—e.g., Euler or Navier–Stokes
and Fourier (NSF) equations—break down in describing processes in these regimes. For describing processes in
the slip-flow regime, the NSF equations equipped with appropriate velocity slip and temperature jump boundary
conditions may still be acceptable [6, 7]; however, they are not adequate for flow descriptions in the transition
regime [6]. Moreover, particle-based methods, such as direct simulation Monte-Carlo (DSMC) and discrete velocity
methods, are forbiddingly expensive in the transition regime. The moment equations derived from the Boltzmann
equation—which is capable of describing processes in any regime but is extremely difficult to solve analytically
and is computationally very expensive to solve numerically if discretized directly—offer an attractive alternative
for describing the processes in the transition regime with reasonable compromise between computational cost and
numerical accuracy.
In this paper, we consider the problem of heat transfer in binary noble gas-mixtures confined in a square cavity whose
bottom wall is heated while all other walls are at a constant colder temperature, and study it numerically through
the Grad’s 2×13-moment (2×G13) equations for binary mixtures of monatomic-inert-ideal gases—interacting with
Maxwell interaction potential (or made up of Maxwell molecules (MM)).
2 | Young Investigators Conference 2015
2 PROBLEM DESCRIPTION AND METHOD OF SOLUTION
2.1 Problem description
We consider a binary mixture of gases α and β in steady state confined in a square cavity of side length L. Let the
temperature of the bottom of the cavity be TH = T◦+ε T˜H while the temperatures of its all other sides be TC = T◦,
where ε is a small parameter used also in the linearization, see [8]. The temperature difference between the hot wall
and any cold wall of the cavity TH − TC = ε T˜H is taken very small in comparison to T◦ so that the linearized
equations and linearized boundary conditions are sufficient for the description of the process. The schematic of the
problem is shown in Figure 1. The third dimension z of the cavity is assumed very long so that the heat transfer
essentially takes place in two dimensions (x and y) and, thus, z-axis in Figure 1 is just for illustration purposes.
x
y
z
TH
TC
TC TC
L
L
Figure 1: Schematic of a two-dimensional bottom heated square cavity; TH > TC .
2.2 Governing equations and boundary conditions
We shall study the problem via linear-dimensionless 2×G13 equations and associated boundary conditions derived
fromMaxwell accommodationmodel. The linear-dimensionless for 2×G13 equations follow from Equations (4.3)–
(4.7) and (4.15) of [8], on considering them for both the constituent in the mixture and substituting mˆ
(γ)
ijk = ∆ˆγ = 0,
uˆ
1(γ)
ij = 7σˆ
(γ)
ij for γ ∈ {α, β}. For the sake of conciseness, we shall not present these equations here and the reader is
referred to [8] for their detailed derivation, linearization, scaling and other notations, and to [9, 10] for understanding
the computation of the production terms (right-hand sides) of these equations. Moreover, we shall also drop the hats
over the dimensionless quantities for better readability and, therefore, in what follows, the quantities will understood
dimensionless unless otherwise stated. The associated boundary conditions from the Maxwell accommodation
model read (γ ∈ {α, β})
u(γ)x (0, y) = u
(γ)
x (1, y) = u
(γ)
y (x, 0) = u
(γ)
y (x, 1) = 0,
σ
(γ)
nt = −n
χγ
2− χγ
√
2
pi
[
v◦√
θ◦γ
(
vt − vw
)
+
1
2
u
(γ)
t +
1
5
q
(γ)
t
]
,
q(γ)n = −n
χγ
2− χγ
√
2
pi
[
2
(
Tγ − Tw
)
+
1
2
σ(γ)nn
]
,


(1)
where n = 1 for left and bottom walls while n = −1 for right and top walls; n = x and t = y for the left and
right walls of the cavity whereas n = y and t = x for the bottom and top walls of the cavity; vw, Tw denote the
dimensionless perturbations in velocity and temperature, respectively, of a wall of the cavity from their respective
dimensionless ground state values. For the present problem, vw = 0 for all the walls, and Tw = 0 for the left, right
and top walls while Tw = TH for the bottom wall where TH is now scaled with T◦.
2.3 Numerical method
Owing to symmetry, we include the balance equations for both the diffusion velocities into the moment system
(2×G13 equations and boundary conditions) while discard the total momentum balance equation. Furthermore, to
get rid of the macroscopic velocity of the mixture (vi), we replace the diffusion velocities of the constituents and the
macroscopic velocity of the mixture in the moment system in terms of the individual macroscopic velocities v
(α)
i
and v
(β)
i —by using the definitions of the diffusion velocities and macroscopic velocity of the mixture.
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The linear-dimensionless 2×G13 equations can now be written as
P1 ∂xU + P2 ∂yU +RU = 0, (2)
where P1, P2 and R are constant matrices andU is the vector containing all the unknowns
U =
{
nα, v
(α)
x , v
(α)
y , Tα, σ
(α)
xx , σ
(α)
xy , σ
(α)
yy , q
(α)
x , q
(α)
y , nβ, v
(β)
x , v
(β)
y , Tβ, σ
(β)
xx , σ
(β)
xy , σ
(β)
yy , q
(β)
x , q
(β)
y
}
⊤
.
We now discretize the dimensionless spatial domain of the cavity intoNx ×Ny identical cells using the equispaced
grid points xi = i∆x and yj = j∆y where i = 0, 1, . . . , Nx and j = 0, 1, . . . , Ny; clearly, x0 = 0, xNx = 1,
y0 = 0 and yNy = 1. With this discretization, (2) at each point (xi, yj) for i = 0, 1, . . . , Nx and j = 0, 1, . . . , Ny
takes the form
P1(∂xU)i,j + P2(∂yU)i,j +RUi,j = 0, (3)
where Ui,j = U(xi, yj), and (∂xU)i,j and (∂yU)i,j are the numerical approximations for the derivatives in (2) at
point (xi, yj). Both x and y derivatives in (2) are approximated with the central difference scheme at interior grid
points while with forward/backward schemes at the boundaries as follows:
(∂xU)i,j =


Ui+1,j−Ui,j
∆x for (i, j) ∈ {0} × {0, 1, . . . , Ny},
Ui+1,j−Ui−1,j
2∆x for (i, j) ∈ {1, 2, . . . , Nx − 1} × {0, 1, . . . , Ny},
Ui,j−Ui−1,j
∆x for (i, j) ∈ {Nx} × {0, 1, . . . , Ny}
(4)
and
(∂yU)i,j =


Ui,j+1−Ui,j
∆y for (i, j) ∈ {0, 1, . . . , Nx} × {0},
Ui,j+1−Ui,j−1
2∆y for (i, j) ∈ {0, 1, . . . , Nx} × {1, 2, . . . , Ny − 1},
Ui,j−Ui,j−1
∆y for (i, j) ∈ {0, 1, . . . , Nx} × {Ny}.
(5)
The boundary conditions at each wall are applied by replacing the moment equation for a variable—for which one
need to apply the boundary condition—with the corresponding boundary condition in discretized form. Combining
all the discrete vectors Ui,j’s into a vector X =
{
Ui,j |(i, j) ∈ {0, 1, . . . , Nx} × {0, 1, . . . , Ny}
}
⊤
, the full dis-
cretized moment system can again be written in form of AX = b where b is a constant vector and A is a constant
matrix. The algebraic system, AX = b, can then be solved for X using any standard iterative method, such as
Gauss-Seidel method, for solving a linear system of equations.
3 RESULTS
In order to investigate the convergence of the numerical method, we choose the error in L1-norm, defined as
‖err(ψ)‖1 =
Nx∑
i=0
Ny∑
j=0
∆x∆y
∣∣ψ(ex)(xi, yj)− ψ(num)i,j ∣∣, (6)
whereψ is any field variable and superscripts “(ex)” and “(num)” refer to exact and numerical solutions, respectively.
We shall approximate the exact solution with a reference numerical solution obtained with 512× 512 cells.
As an example, we consider neon–argon (Ne–Ar) mixture confined in the cavity. Let TH = 0.1, TC = 0, the mole
fraction of Ne in the mixture be x◦Ne = 0.25 and the accommodation coefficients be χα = χβ = 1. Figure 2 illus-
trates the errors in number densities of the constituents in L1-norm on log10-log10 scale for different cell numbers
Nx × Ny ∈ {16 × 16, 32 × 32, 64 × 64, 128 × 128} and for Knudsen numbers Kn = 0.01, 0.1. It can be seen
from Figure 2 that for very small Knudsen number (red lines) the method is second order convergent whereas for
large Knudsen number (blue lines) the method is not second order convergent but is slightly more than first order
convergent. This essentially happens due to the discretization at the walls which was first order accurate.
Figure 3 illustrates the velocity streamlines superposed over temperature contours on the left panel and heat flux
lines plotted over the shear stress contours on the right panel, both for Ne gas in the mixture at Kn = 0.01 with
100×100 cells. The values of other parameters are same as those for Figure 2. The left sub-figure of Figure 3 shows
four (two primary and two secondary) antipodal-rotating vortices, symmetrical about yz-plane passing through the
center of the cavity. The primary vortices are induced due to acute temperature differences at the lower corners of
the cavity leading to thermal transpiration. The right sub-figure of Figure 3 depicts that the shear stress is almost
zero in the whole cavity except at the lower corners where the acute temperature differences are present.
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Figure 2: Empirical error in number densities of (left) Ne and (right) Ar in Ne–Ar mixture for different Knudsen
numbers. The continuous and dashed black lines have the slopes of −2 and −1, respectively.
Figure 3: (Left) Velocity streamlines and temperature contours (right) heat flux lines and shear stress contours for
Ne at Kn = 0.01.
4 CONCLUSIONS
The numerical method for solving a two-dimensional problem of bottom heated cavity through 2×G13 equations
is described and some preliminary results have been presented. Apparently, the Grad’s moment equations for mix-
tures are a promising alternative to the computationally expensive methods, especially in the transition regime, for
exploring different problems—at least qualitatively.
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Abstract. Epistemic uncertainty, often resulting from deficiencies in modeling, is frequently encountered in model
updating. Since stochastic methods are not appropriate for the analysis of this type of uncertainty, in this paper, the
fuzzy Bayesian estimation is presented as an alternative approach. The method is based on inverse fuzzy arithmetic
and enables the inverse quantification of epistemic uncertainty. Thereby, information stemming from the reference
outputs is combined with some prior knowledge about the parameters in a Bayesian manner.
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1 INTRODUCTION
The reference output for a complex system can rarely be matched precisely by a model updating technique due to the
underlying uncertainties in the problem. Thus, in addition to the point estimation of the parameters, comprehensive
solutions have been formulated which include the estimation of interval bounds of the parameters.
In this context, stochastic methods have been introduced for model updating, since here the point estimation as well
as the intervals can be derived from the computed probability density function. A particularly popular method is
the Bayesian estimation [2], as it enables the estimation of the parameters not just based on the reference output
data, but also on the prior information about the parameters. In fact, for model updating problems, prior information
of the parameters is often available, in form of expert knowledge or direct observations of the parameters which
however are deficient with some respect. The additional information is beneficial, as it improves the estimates and
helps to reduce overfitting of the reference data.
Nevertheless, even though the method is suitable for problems with aleatory uncertainties, describing stochastic
variations, it is not appropriate for epistemic uncertainties, resulting from model deficiencies or a lack of information
[1]. Those uncertainties are typically modeled by fuzzy sets or fuzzy numbers [5] and are computed differently.
Here, in contrast to sampling techniques, like the Markov chain Monte Carlo algorithm, interval or fuzzy methods
[5] have proved to be appropriate. In this context, the fuzzy Bayesian estimation (FBE) [3] is presented in this paper,
which is a method based on inverse fuzzy arithmetic (IFA) [4]. The method combines the information in form of
the back-propagated output uncertainty with the prior information in a Bayesian manner, but here the uncertainty is
of epistemic type. Thereby, uncertainty intervals resulting from model deficiencies are computed by the IFA, and
epistemic prior information about the parameters is encoded in a fuzzy number.
In this study a new point estimation technique is proposed for the FBE which enables the finding of a solution for
ill-conditioned systems. This is possible since here the parameter space is explored in order to find a solution which
is in good agreement with both the reference data and the prior information. Furthermore, for the estimation of
the uncertainty intervals a new method is introduced. Unlike for classical IFA, where an iterative optimization is
required, the approach enables an analytic solution of the problem. The solution is also more informative, since not
just the worst-case intervals are computed, but also the intermediate bounds.
The remainder of the paper is structured as follows: Section 2 describes the extension of the FBE. In Section 3, the
proposed method is applied to an exemplary linear system.
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2 EXTENSION OF THE FUZZY BAYESIAN ESTIMATION
In the following, the steps are presented which are required for estimation of parameters based on the FBE. Since
the IFA can be considered as a part of the FBE, this method is also addressed. Thereby, theoretical aspects newly
introduced in this study are outlined in detail, whereas others are just roughly sketched. For the detailed description
of the two methods, the interested reader is referred to [3] and [4]. In this study, the special case will be considered
where the uncertainty results from the inability of a model to represent the reference outputs exactly. The prior
information about the parameters is given as a number of direct observations which are subject to some error.
2.1 Point estimation
For the FBE, the point estimation θˆ(yref,θprior) of the model parameters is done first, and for this purpose the
following objective function is defined:
J =
k∑
r=1
(
yrefr − yr(θ)
yrefr
)2
+
λ
n
n∑
i=1
p∑
l=1
(
θprioril − θi
θprioril
)2
. (1)
The minimization of this objective function basically represents the weighted least squares estimator for θ, using the
reference output observations as well as the prior observations of the parameters. Thereby, θprioril describes the lth
prior observation of the parameter θi. Since here relative errors are considered the solution is not dominated by large
absolute errors. If an observation of the parameter is assumed to be equal to an observation of the reference output
in terms of information content, λ is set to 1, and if not, λ is adjusted accordingly. The resulting objective function
is similar to those which are used for the solution of inverse problems. There, λ is referred to as the regularization
parameter, and the prior term as the regularization term. The prior information improves the condition of the problem
and thus prevents overfitting of the reference data.
2.2 Construction of the output uncertainty intervals and computation of gradients
Since the model is assumed to be deficient, there are deviationsM dev = Y ref−Y est(θˆ) between the outputs Y est(θˆ)
computed by the point estimation and the reference output observations Y ref. The deviations can be considered as
uncertainty intervals and are back-propagated to the parameters. This gives rise to deviations U dev of the crisp
parameter estimates θˆ. The back-propagation is performed by the IFA, and in this study, the method is slightly
modified. In this context, first, uncertainty regions around the crisp parameters θˆ are estimated. This information is
used to construct fuzzy numbers describing the parametric uncertainty. Here, for each parameter θi the uncertainty
region is divided into a number of intermediate intervals ∆θji , which are also called α-cuts [5]. The intervals of
different parameters, but with the same membership level µj [5], are combined into vectors U j . Based on U j , the
output intervals M j for each membership level µj can be computed using the transformation method [5]. In this
process, gradients hjri are determined which describe the variation of the output interval ∆y
j
r with respect to the
parameter interval ∆θji . The resulting relation can be described by the linear system
HjU j = M j , (2)
whereHj contains the gradients hjri. The gradients can now be used to back-propagate the output deviationsM
dev
to the parameters. However, M dev does not represent fuzzy-valued outputs, as it only contains intervals ∆ydevr
for each output. For this reason, in order to compute the corresponding parameter deviations ∆θdevi , for each out-
put deviation ∆ydevr only one gradient needs to be chosen for each parameter from the available set of gradients
h1ri, h
2
ri, ..., h
j
ri, ..., h
m
ri . For this purpose, for the index j = j
∗ of the gradient which needs to be chosen, the follow-
ing formal condition is defined {j∗|∆yj∗r > ∆ydevr > ∆yj
∗−1
r }. This ensures that the selected gradient belongs to
the closest measured output interval but not smaller, as interpolating some data can be done more accurately than
extrapolating it. As a result, the gradients hj
∗
ri are extracted, giving rise to a new single gradient matrix H¯ .
2.3 Back-propagation of the output deviations
For the back-propagation of the output deviations to the parameters, the inverse problem needs to be solved, where
U dev is to be computed based on H¯ andM dev. Since the matrix H¯ is often not square, it cannot be simply inverted.
For this reason, in the original IFA, the problem has been formulated as a constraint optimization problem
HjU j ≤M j , J = U jTW jU j , (3)
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where for each membership level µj , in addition to the inequality constraint, the parameter intervals must be mini-
mized. Thereby, the weighting matrixW j performs a rescaling of the entries ofU j with respect to their dimensions,
so that the magnitude of the parameters is not supposed to influence the results.
However, in this study the goal is different. As each output is crisp, the deviations ∆ydevr are propagated back to the
parameters θi independently of each other. For this purpose, the original problem
h11 h12 . . . h1i . . . h1n
h21 h22 . . . h2i . . . h2n
...
...
...
...
...
...
hr1 hr2 . . . hri . . . hin
...
...
...
...
...
...
hk1 hk2 . . . hki . . . hkn


∆θdev1
∆θdev2
...
∆θdevi
...
∆θdevn

≤

∆ydev1
∆ydev2
...
∆ydevr
...
∆ydevk

(4)
is decomposed into rows
hr1∆θ
dev
1 + hr2∆θ
dev
2 + . . .+ hri∆θ
dev
i + . . .+ hrn∆θ
dev
n = ∆y
dev
r , (5)
where the equality condition can be satisfied for each output. In order to solve the problem, in addition to the
equality condition, the deviations of the parameters are minimized by using the objective function
J =
(∆θdev1 )
2
w1
+
(∆θdev2 )
2
w2
+ . . .+
(∆θdevi )
2
wi
+ . . .+
(∆θdevn )
2
wn
. (6)
Equations 5 and 6 formulate an optimization problem which can be solved analytically by the method of Lagrangian
multipliers. Thereby, the differentiation of the Lagrangian is defined as
∂(
(∆θdev1 )
2
w1
+
(∆θdev2 )
2
w2
+ . . .+
(∆θdevn )
2
wn
)
∂∆θ
= −λ∂(hr1∆θ
dev
1 + hr2∆θ
dev
2 + . . .+ hrn∆θ
dev
n −∆yr)
∂∆θ
. (7)
After differentiation, the resulting equations can be combined with the equality condition (Eq. 5) and expressed as
the linear system 
0 hr1 hr2 . . . hrn
hr1
2
w1
0 . . . 0
hr1 0
2
w2
. . . 0
...
...
...
...
...
hrn 0 0 . . .
2
wn


λ
∆θdevr1
∆θdevr2
...
∆θdevrn
 =

∆ydevr
0
0
...
0
 . (8)
As a result, for each output deviation ∆ydevr a set of deviations U
dev
r of the parameters is computed, whereby λ is
omitted. Consequently, if k outputs are given, one needs to solve k linear systems to compute the back-propagation
of the output observations towards the parameters. As this matrix is square, it can simply be inverted to obtain the
solution. This approach is more efficient compared to the iterative optimization used for the classical IFA and is
also more informative, as the vectors U dev1 , ...,U
dev
r , ...,U
dev
k include not only the worst-case deviations but also
intermediate intervals. However, in comparison to the original problem with the inequality constraint (Eq.3), the
proposed solution leads to a modest overestimation of the uncertainty of the parameters in certain situations.
2.4 Parameter representation by fuzzy numbers
Once the deviationsU devr of the parameters are determined, for each output y
dev
r the parameters θˆ
dev
r = θˆ+U
dev
r can
be computed. As a result for each estimated parameter θˆi, k additional parameters are available which represent the
uncertainty around θˆi. The additional parameters can in fact be seen as a set of back-propagated output observations
for each parameter, as the model is not able to describe the outputs exactly. The parameters θˆdevr can now be used
to construct fuzzy numbers of the parameters based to the idea of percentage intervals [3]. The approach will be
shortly discussed using an example of a set of 10 observations. In this context, for the interval with the membership
level µ = 0, all 10 observations are included, giving rise to a 100%-interval. As the membership level increases,
less observations are considered in the interval. Thus, µ = 0.2 corresponds to a 80%-interval, which includes 8
observations, µ = 0.4 to a 60%-interval including 6 observations, and so on. If, in addition, direct observations
of the parameters are available, the parameters can be computed in a Bayesian manner, where the back-propagated
observations are combined with the direct observations of the parameters.
4 A. Hanselowski et al. | Young Investigators Conference 2015
3 NUMERICAL EXAMPLE
As an example for the presented approach, the solution of a simple linear system Aθ = y is considered. Here, θ
represents the parameters to be updated, A the model coefficients, and y the reference outputs. The outputs y are
considered to be crisp, and the uncertainty only results from deficiencies in the model. As an example, the following
linear system is considered: 3.5 2.51.4 2.0
2.3 1.5
 · [ θ1
θ2
]
=
 2.61.5
2.6
 . (9)
Furthermore, prior information about the parameters is additionally available, where for each parameter three direct
observations are given. The solution of the problem by the use of FBE is illustrated in the parameter space in
Fig. 1. The gray lines indicate the individual solutions for the three outputs independent of each other. Since there
is no intersection of the three lines no exact, but just an approximate solution can be found. The point estimation,
which is found by the proposed estimator (Eq.1), is indicated by the dot with the circle around it. The solutions for
the outputs computed by the Lagrangian multiplier method are marked by asterisks and are projected onto the two
parameter axes via the dashed lines. The constructed fuzzy numbers for the two parameters are illustrated to the left
of and underneath the parameter space plot, respectively. Here, the fuzzy numbers based on the back-propagated
information are marked in gray, and those based on prior information are marked in white. The fuzzy priors and the
back-propagated fuzzy numbers are combined into the fuzzy posteriors according to percentage intervals. In Fig. 1,
the fuzzy posteriors are indicated by the dashed lines.
Figure 1: Problem illustration in parameter space for the FBE
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Abstract. This contribution presents a micro-mechanically motivated, time-dependent constitutive model of soft
biological tissues. Beside the ground substance, the main components of collagen fibers (fibrils and proteoglycan
bridges) and their interactions are considered. Overstraining and healing of proteoglycan bridges leads to a time-
dependent damage formulation which results in amplification of the fibril stretch. Finally the model is compared
against experimental data.
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1 INTRODUCTION
Soft collagenous tissues are characterized by several mechanical phenomena such as material non-linearity, Mullins
effect, hysteresis and permanent set. Additionally patient specific behavior and a high dependency on the body
region is observed. This material behavior has already been described by phenomenological models which can be
found in the literature, however there is still a lack of micro-mechanically motivated models. Thus, this contribution
presents a constitutive multi-scale approach which includes all above mentioned phenomena of soft tissues.
2 MODELING
2.1 Model framework
The presented work utilizes the framework proposed by Linka et al. [3]. The authors describe a micro-mechanical
model for soft biological tissues, where the ground substance is considered as an isotropic elastic material, while
the inhomogeneously distributed collagen fibers are responsible for anisotropic behavior and inelastic effects at
high strain levels. The distribution of fibers is described by a symmetrized von Mises-Fisher function [2], which is
generalized for an arbitrary number of preferential fiber directions (see Figure 1a). The 3D free energy of the system
containing fibrils and PG interactions is obtained by integrating over the unit sphere (see Figure 1b).
2.2 Constitutive relations of proteoglycan (PG) bridges
The proteogylcan bridges, which act as connectors between fibrils, play a significant role in the viscoelastic behavior
of soft collagenous tissue [1]. Their initial length Linitov in the reference configuration is known to be statistically
distributed [4]. This distribution is assumed to be in form of a generalized beta-function
P (Linitov ) =
(Linitov − Lminov )p−1 · (Lmaxov − Linitov )q−1
B(p, q) (Lmaxov − Lminov )p+q−1
, (1)
where p and q are referred to as shape parameters.
The interaction of PG bridge i at time step t is motivated by Coulomb’s law of friction, where the damage initiation
is given as
0 ≥
t
F t,i − µpg|
t
F n,i|, (2)
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(a) Surface plot of von Mises-Fisher function (b) Unit sphere
Figure 1: Von Mises-Fisher function and integration over the unit sphere approach with two preferential fiber direc-
tions (shown as blue lines).
with the friction parameter µpg and subscripts for tangential (t) and normal (n) components of the interaction force
t
F i. For the PG bridges linear elastic behavior constant in the thickness direction is assumed. The elasticity modulus
in the tangential direction is linearly dependent on the current length of the PG bridge.
Slip between the fibrils causes a separation of the PG bridge, which leads to a decrease of the PG bridge length
t
Li,ov
and finally causes damage of the connection. We define the damage Di in PG bridge i by a relation of the current
and the initial length of the PG bridge as
Di =
Liniti,ov −
t
Li,ov
Liniti,ov
. (3)
Thus the total PG bridge damage D can be expressed as
D =
∑
i
P
(
Liniti,ov
) ·Di. (4)
After the slip has been reversed, healing can take place, which allows the PG bridge, driven by Brownian motion, to
slowly transform to a more relaxed configuration. In particular, we propose an exponential healing function of time
in order to model the PG bridge recovery.
2.3 Transition of macro stretch to fibril stretch
In addition, PG bridges play an important role in the interaction between two fibrils. According to [6] a high PG
density leads to interfibrillar sliding and a lower stretch in the fibrils themselves. This behavior is taken into account
by using a transition of the macro stretch λ to the fibril stretch λfb, which is linear with respect to damage D in the
PG bridges, where λfb denotes the fibril stretch [3]. A weighting factor wfb is introduced, which is referred to as the
percentage of the fibril length initially in contact. Thus,
λfb = (1−D) · [1 + (λ− 1)wfb] +Dλ (5)
= [1 + (λ− 1)wfb]︸ ︷︷ ︸
time independent
+ [λ− 1− (λ − 1)wfb]D︸ ︷︷ ︸
time dependent
. (6)
3 COMPARISON AGAINST EXPERIMENTAL DATA
The so obtained model was fitted to experimental data of sub-sequential uniaxial cyclic loading tests of human
vaginal tissue in the transversal direction [5]. Good agreement of the model predictions to the experimental data has
been observed, see Figure 2.
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Figure 2: Comparison of the model predictions against experimental data [5]
4 CONCLUSIONS
This contribution presents a constitutive multi-scale model of soft collagenous tissue. In comparison to the previ-
ously proposed framework [3] the present model of PG bridges and their fibril interactions additionally describes
time-dependency and hysteresis. The model predicts a stiffer response and a larger hysteresis when applying a
higher strain rate, which is in line with our expectations.
In the future we are going to study the time dependency in PG bridge rejoining and consideration of adhesive forces
between the PG chains.
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Abstract. In this work, a full 3D continuum-based material model is used to model the finite thickness interface
between the layers of a laminated composite. The model accounts for mixed mode I and II delamination and is
implemented into a commercial finite element code. Experiments with carbon fiber reinforced plastics (CFRP) are
carried out for various mode ratios according to ASTM D 6671. Digital image correlation (DIC) is used to obtain
the local strain field and the crack propagation. Finally, the experimental and numerical results are compared.
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1 INTRODUCTION
Fiber reinforced composites are an integral part of many lightweight constructions such as cars, sporting goods
and aerospace applications. One of the most crucial failure mechanisms is delamination, the separation of the
individual layers of the composite material. Due to the complex stress states in real structures the occurring delam-
ination is mixed-mode in nature. Reliable delamination modelling and prediction is particularly important, since
delaminations drastically reduce the strength and easily escape detection as they are embedded within the structure.
Delamination is often modelled by the use of cohesive zone models [3, 12]. These models assume that the delam-
ination process can be smeared over a damage zone of some length and that the separation of the two surfaces can
be linked to the traction between said surfaces by a traction-separation law. The proposed model also smears the
damage over a zone of some length. It differs from the aforementioned approach by using a stress-strain constitutive
relation instead of a traction-separation law and by explicitly accounting for the finite thickness of the neat resin
layer between the plies, including the full 3D stress state. The cohesive zone-like damage model is implemented
into the solid-shell presented in [5, 6]. This is necessitated by the very thin resin layers between the plies which lead
to high aspect ratios. Regular shell elements cannot be used for this purpose, since regular shells lack the desired
finite thickness.
2 CONTINUUM DAMAGEMODEL
In modelling and experiments most attention is devoted to the delamination in mode I (opening mode) und mode II
(sliding mode) as well as combinations of these two modes (mixed-mode). The material parameters associated with
the two pure modes are the fracture toughnesses
mode I : GIc =
∫ εFn
0
σ dεn mode II : GIIc =
∫ εFs
0
τ dεs (1)
Here εn and denotes the normal strain perpendicular to the delamination plane and σ denotes the corresponding
stress. Analogously εs denotes the effective shear strain in the delamination plane and τ represents the according
stress. The superscript F indicates the value at total decohesion, i.e. local failure. Benzeggagh and Kenane (BK) [1]
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proposed an empirical relationship for the mixed-mode fracture toughness as a function of the pure mode fracture
toughness and a parameter η which is adopted here.
Gc = GIc + (GIIc −GIc)
(
GII
GI +GII
)η
(2)
The damage onset – indicated by the superscript 0 – under mixed-mode loading is given by:
ε¯0 =
 ε0n ε0s
√
1 + β2
(ε0s)
2 + (βε0n)
2
for: εn > 0
ε0s for: εn ≤ 0
(3)
where β = εs/εn. Total decohesion under mixed mode is expressed as:
ε¯F =

2
Z¯
[
GIc + (GIIc −GIc)
(
αβ2
1 + αβ2
)η]
for: εn > 0
εFs for: εn ≤ 0
(4)
with α = 2µ/E. Defining Zn = Eε0n and Zs = µε
0
s the mixed-mode resistance Z¯ is written as:
Z¯ = Zn Zs
√
1 + α2β2
(Zs)2 + (αβZn)2
(5)
This leads to the following evolution of the damage parameter:
D =
ε¯F
(
ε¯− ε¯0)
ε¯ (ε¯F − ε¯0) (6)
A more detailed derivation can be found in [7].
3 EXPERIMENTS
GIc is a well-accepted fracture toughness value. The experimental determination is done by conducting the stan-
dardized double cantilever beam test (ASTM D 5528). In this test a notched specimen is pulled apart on piano
hinges which are attached to the notched end. While there has been some debate about whether GIIc is a true
material parameter [2, 11], GIIc has also become well-accepted for quasi-static testing. This is reflected by the
current standards (AECMA prEN 6034, JIS 7086) which govern its experimental determination. The testing is ac-
complished by subjecting an end-notched specimen to three point bending (end-notched flexure, ENF). The ENF
specimen geometry is similar to the DCB specimen geometry. The experimental determination of the mixed-mode
fracture toughness Gc for various ratios GII/GI is performed with mixed-mode bending (MMB) tests according to
ASTM D 6671. Again the same specimen geometry is used. For a comprehensive overview of existing tests and
data reduction techniques see [4]. The crack length is measured from both sides of the specimens simultaneously.
One side is painted with a white brittle coating into which markings are cut every 1 mm. The crack propagation is
monitored with a DSLR camera equipped with a high magnification lens, see Figure 1(a). The other side is coated
with titanium oxide spray on which graphite is speckled for contrast. This surface is monitored with the Aramis
DIC system, see Figure 1(b). The DIC measurements can be used to obtain the local strain field and to determine
the crack propagation. All specimens consist of 110 T700 carbon fiber plies, 55 plies on each side of the insert.
The fibers are embedded in epoxy resin which is cured at room temperature. The dimensions of the specimens are
25mm x 5mm x 150mm. The load point is 15mm from the notched end and the total insert length is 45mm, i.e.
the insert extends 30mm past the load point. The insert thickness is 13µm.
4 RESULTS
A comparison of the proposed delamination continuum damage model to the cohesive zone models implemented in
Abaqus 6.14 is given in Figure 2(a), [7]. The global load displacement curves of three numerical models are in good
agreement. In Figure 2(b) the proposed formulation is compared to experimental DCB curves which are obtained
in this investigation. The numerical model generally overpredicts the strength and underpredicts the toughness. The
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(a) Optical detection of the crack propagation for a MMB
specimen.
(b) Strain field measurement and crack propagation detection
for a MMB specimen. The vertical strain component is plotted.
Figure 1: Crack detection of a MMB specimen with GII/GI = 0.25.
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(b) Experimental and numerical DCB load-displacement curves.
Figure 2: Comparison of the proposed delamination model with other numerical delamination models and experi-
ments.
experimental toughness overestimation is due to the severe fiber bridging which has occurred during the experiments.
The fibers bridge the two legs and lead to an increase of the required force at a given displacement. This phenomenon
is known to give non-conservative estimates for the fracture toughness. It is of note that the numerical analysis and
the experiment seem to give rather similar answers when less fiber bridging is present, e.g. in Figure 2(b) ’DCB
experiment 1’ at a displacement of approximately 14 mm. At this point a high percentage of the bridging fibers
were snapped by a sudden and significant growth of the crack. The presence or absence of fiber bridging can also
be deduced by the slope of the load displacement curve. The crack growth is not completely continuous but rather
occurs in small steps. Between these steps, when no crack growth occurs and the load displacement curve forms a
straight line, the slope of the load displacement curve should go through the origin. This is not the case for most of
the graph. An example for severe fiber bridging which occurred during this investigation is shown in Figure 3(a). As
already observed in e.g. [4, 10] this leads to too high values for the fracture toughness as the intralaminar toughness
is measured, rather than the interlaminar toughness. The measured toughness values are plotted in Figure 3(b). At
this point it is not possible to say if the values circled in red in Figure 3(b) are scatter or not, since so far only one
measurement is available for each mixed-mode ratio. However, there are several measurements for the pure mode
fracture toughness (i.e. several DCB and ENF experiments). The reduced strength is attributed to the considerable
waviness of the plies which is presumably introduced by the net which holds the dry fibers together.
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(a) Severe fiber bridging in one of the DCB specimens. (b) Fracture toughness as a function of mode ratio.
Figure 3: Fracture toughness as a function of mode ratio.
5 CONCLUSIONS
The proposed delamination continuum damage formulation gives similar results for the global load-deflection curves
compared to established cohesive zone formulations. Neither the proposed formulation nor the established cohesive
zone formulations could capture the experimental load-deflection behaviour obtained in the experimental part of this
investigation, since there was considerable fiber bridging. When less fiber bridging was present, e.g. immediately
after a sudden substantial crack propagation, the numerical result is reasonably close to the experimental value.
ACKNOWLEDGEMENTS
The funding by the Excellence Initiative of the German federal and state governments (OPBF051) is gratefully
acknowledged.
REFERENCES
[1] M.L. Benzeggagh, M. Kenane. Measurement of mixed-mode delamination fracture toughness of unidirectional glass/epoxy
composites with mixed-mode bending apparatus. Compos Sci Technol 56: 439–449, 1996.
[2] T.K. O’Brien. Composite interlaminar shear fracture toughness. GIIc: Shear measurement or shear myth?. Composite
Materials: Fatigue and Fracture 7: 3–18, 1998.
[3] P.P. Camanho, C.G. Da´vila, M.F. de Moura. Numerical Simulation of Mixed-mode Progressive Delamination in Composite
Materials. Journal of Composite Materials 37: 1415–1438, 2003.
[4] L.A. Carlsson, D.F. Adams, R.B. Pipes. Experimental Characterization of Advanced Composite Materials. CRC Press,
fourth edition, 2014.
[5] M. Schwarze, S. Reese. A reduced integration solid-shell element based on the EAS and the ANS concept–geometrically
linear problems. Int J Numer Methods Engng 80: 1322–1355, 2009.
[6] M. Schwarze,S. Reese. A reduced integration solid-shell finite element based on the EAS and the ANS concept - large
deformation problems. Int J Numer Methods Engng 85: 289–329, 2011.
[7] J.-W. Simon, D. Ho¨wer, B. Stier, S. Reese. Meso-mechanically motivated modelling of layered fiber reinforced composites
accounting for delamination. Composite Structures 122: 477–487, 2015.
[8] A. Sjo¨rgen, L.E. Asp. Effects of temperature on delamination growth in a carbon/epoxy composite under fatigue loading.
International Journal of Fracture 24: 179–184, 2002.
[9] B. Stier, J.-W. Simon, S. Reese. Finite Element Analysis of Layered Fiber Composite Structures Accounting for the Mate-
rial’s Microstructure and Delamination. Applied Composite Materials 21: 1–17, 2014.
[10] Z. Suo, G. Bao, B. Fan. Delamination R-curve phenomnena due to dam- age. J. Mech. Phys. Solids 40: 1–16, 1992.
[11] T.E. Tay. Characterization and analysis of delaminationin composites: An overview of developments from 1990 to 2001.
Applied Mechanics Reviews 56: 1–32, 2003.
[12] A. Turon, P.P. Camanho, J. Costa, C.G. Da´vila. A damage model for the simulation of delamination in advanced composites
under variable-mode loading. Mechanics of Materials 38: 1072–1089, 2006.
YIC GACM 2015
3rd ECCOMAS Young Investigators Conference
6th GACM Colloquium
July 20–23, 2015, Aachen, Germany
Numerical integration in the finite cell method based on moment-fitting
S. Hubrich a,∗, M. Joulaian a, A. Du¨ster a
a Numerical Structural Analysis with Application in Ship Technology (M-10), Hamburg University of Technology,
Am Schwarzenberg-Campus 4 (C), 21073 Hamburg, Germany.
∗hubrich@tuhh.de
Abstract. The finite cell method extends the physical domain by a fictitious domain, allowing a straightforward
mesh generation. However, this modification leads to cells that do not conform to the physical boundaries and
that thus obey integrals with a discontinuous integrand. To compute these integrals, we generate an individual
quadrature rule for every cut cell, based on a modified version of the moment-fitting approach. Here, we will show
that this method allows us to compute the integrals of interest considering 3D problems accurately and efficiently.
Keywords: finite cell method; fictitious domain approach; numerical integration; moment-fitting
1 INTRODUCTION
The finite cell method (FCM) combines the fictitious domain approach with the high-order finite element methods
(high-order FEM), thus providing a technique that enables simple mesh generation procedures as well as high
convergence rates [2, 3, 7]. Simple mesh generation is achieved by embedding the physical domain Ω into a fictitious
domain Ωe \ Ω, which results in an easy-to-mesh extended domain Ωe that can be discretized, for instance, by a
Cartesian grid [3, 4], see Figure 1. The governing equation is now discretized on the extended domain with the
help of the high-order FEM where the geometry is resolved during the integration of the weak form. In order to
represent the geometry, we define an indicator function α that is equal to ”1” for points located within Ω – and equal
to ”0” for points that are not. The underlying integrals of cells that are completely located within Ω can be computed
using the standard Gaussian quadrature. This quadrature rule, however, does not perform well for cells intersected
by the physical boundary, which is due to the discontinuity defined by the geometry [1]. Several remedies have
been suggested to this end [1, 11], of which the adaptive integration based on an octree is most commonly used in
the field of FCM since it is robust, fully automatic, and allows control over the error of integration. Based on an
octree the adaptive integration subdivides the cut cells into sub-cells and performs a Gaussian quadrature on each
of them. In many applications, however, this method leads to a large number of integration points, thus rendering
the numerical computation very expensive. Another approach for the computation of integrals with discontinuous
integrands is based on moment-fitting equations [5, 6, 8]. Mousavi et al. [5] proposed a promising approach that
can be applied to geometries with planar surfaces. Here, we extend this method to geometries with curved surfaces
that are approximated using low-order triangular meshes, which can be obtained directly from any CAD software.
t¯
u¯ = 0
Ω
Ωe \ Ω
Ωe+ =
α = 1 α = 0
α = 0ΓD
ΓN
Figure 1: The FCM idea in 2D.
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2 MOMENT-FITTING
Moment-fitting is a generic method for setting up an individual quadrature rule over a fixed domain Ω by solving
the following moment-fitting equations, f1(x1) . . . f1(xn)... . . . ...
fm(x1) . . . fm(xn)

︸ ︷︷ ︸
w1...
wn

︸ ︷︷ ︸
=

∫
Ω
ω (x) f1(x) dΩ
...∫
Ω
ω (x) fm(x) dΩ

︸ ︷︷ ︸
with n ≥ m . (1)
=: A =: w =: b
In this equation system, F = {fj}mj=1 describes the set of the predefined linear independent basis functions over the
integration domain, m is the order of quadrature, and ω (x) is a positive weight function. In this paper we consider
ω (x) = 1. For the basis functions, we use orthogonal Legendre polynomials up to the order p of the problem.
The function basis spans the three-dimensional tensor product space {Lr(x)Ls(y)Lt(z) , r, s, t = 0, ..., p}. The
equation system (1) has to be solved for the integration points and the corresponding weights {xi , wi}ni=1. This is
not an easy task since Eq. (1) is nonlinear in terms of xi. To overcome this problem, we follow the idea of [5] and
fix the position of the integration points a priori – which makes Eq. (1) a linear equation system that depends only
on the weights. For the position of the quadrature points in cut cells, we perform a uniform subdivision inside the
cell, with a sufficiently fine grid and only store points that are inside the physical domain Ω. In order to compute
the right-hand side of Eq. (1), we convert the volume integrals over Ω into corresponding surface integrals over ∂Ω
using the divergence theorem of Gauss, see [5, 6, 10]. In doing so, we reconstruct ∂Ω by a triangulated mesh –
using STL – and perform the integrals on every triangle. Finally, having determined the coefficient matrix A and
the right-hand side b, the weights are computed by means of Newton’s least square method.
3 NUMERICAL EXAMPLES
To show the performance of the implemented quadrature, we consider two test cases: Test case 1) cell cut by a
planar surface where the boundary can be exactly represented by triangles and Test case 2) cell cut by a curved
surface where the geometry is approximated by a triangular mesh. For the integrands, we choose combinations of
integrated Legendre polynomials which are also used to build the high-order FEM shape functions [9] and compare
the numerical solution with the exact solution obtained by symbolic integration.
3.1 Test case 1: Cell cut by a planar surface
In this case, the surface is represented exactly by triangles, which is why the geometry error vanishes from the
computation completely. Consequently, we expect that all the integrals with a polynomial order pi smaller or equal
than the order of the moment-fitting pm can be computed accurately. In order to investigate this, we compute the
relative error in the integration er = | Iex−ImIex | where Iex is the corresponding exact value and Im is the result of
the integration computed with the help of the moment-fitting method. As it can be seen from Figure 2a, all cases
show a very low error of integration for pi ≤ pm. A large error occurs if the order of the integrand pi exceeds
the order of the quadrature pm. Furthermore, the relative error is within the range of machine precision for low-
order quadratures. It does show an increase for higher orders, but it is still very accurate. This is due to fixing
the position of the integration points, which may influence the condition number of the coefficient matrix A. It
is worth mentioning that the relative error becomes much smaller if the standard Gaussian points are used for the
quadrature points, yet this in turn means that some integration points are located within the fictitious domain – which
is undesirable in the FCM. In Figure 2b, we plot the number of integration points ng of the moment-fitting and the
standard Gaussian quadrature for different orders of the quadrature. The ratio between the number of integration
points of both quadrature methods is almost constant, around 8. This means that the computational effort for cut
cells is merely 8 times as high as it is for the full cells.
3.2 Test case 2: Cell cut by a curved surface
In this case, we contemplate a sphere / an ellipsoid where the geometry i.e. the surface cannot be represented exactly
by means of low-order triangles. Consequently, the accuracy of the moment-fitting equations can be deteriorated
if a coarse discretization is used for the surface. Figures 3a and 3b illustrate the relative error in integration of a
quadrature of order pm = 8 for different mesh densities. For the integrands, we choose three polynomials of order 0,
4 and 8 where pi = 0 leads to the volume of the physical domain. In both examples, we can observe a convergence
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Figure 2: (a) Relative error and (b) number of integration points for different quadrature orders pm
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Figure 3: Relative error depending on the number of triangles
rate (slope of 1) that agrees with the h-refinement related to the surface descretization. Since the results of the
sphere and the ellipsoid are very similar, it is safe to conclude that the curvature does not significantly contribute to
the error. In the next investigation, we compare the moment-fitting with the adaptive integration based on an octree.
In this adaptive integration scheme, the cell is subdivided into sub-cells using the octree technique with a predefined
tree depth level. In each sub-cell, the standard Gaussian quadrature with the same order of the parent cell is applied.
Figures 4a and 4b show the number of the integration points ng of both methods – for the sphere and the ellipsoid,
respectively. In the case of the moment-fitting, ng remains constant since the accuracy of the method is controlled
by the density of the surface mesh. As it can be seen, the moment-fitting approach requires much less integration
points as compared to the adaptive integration based on an octree. It is worth mentioning that the effort of setting
up a quadrature rule using the implemented moment-fitting method increases with the number of triangles because
the integrals presented in b are composed of the integrals of each triangle. However, this cost will be amortized
later during the stiffness matrix computation – and even more so in the scope of nonlinear applications – since the
moment-fitting has to be carried out only once.
4 CONCLUSIONS
In this paper, we presented a promising integration technique based on the moment-fitting method for 3D problems
with curved surfaces. The main idea of this integration method is to transform the volume integrals to surface
integrals using the divergence theorem and to represent the surface with triangular meshes. We showed that the
proposed quadrature is able to deliver very accurate results, provided that the surface of the physical domain is
represented accurately by low-order triangles. The proposed method is not restricted to the type of topology and
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Figure 4: Relative error vs. the number of integration points for an integrand of order pi = 8
does not require any partitioning as it is the case in quadrature rules based on local mesh generation. We also
showed that in the case of geometries with curved surfaces we can control the error of the surface representation
by increasing the mesh density, which can be obtained from CAD software at hardly any cost. By comparing the
performance of the moment-fitting to the adaptive integration scheme, we were able to show that it is possible to
reduce the number of integration points significantly.
In future work, we will continue the focus on finding the optimal position of the integration points and will also
combine this method with point removal algorithms [5] to increase the efficiency of the moment-fitting quadrature.
In addition we will extend this approach to other types of geometry descriptions such as B-Splines, NURBS, or
voxel-based models. Furthermore, we will apply this technique to the FCM and compare the cost, the performance,
as well as the overhead of the proposed approach with the existing integration methods.
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we show numerical results for the linear advection equation.
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1 INTRODUCTION
The discontinuous Galerkin (DG) method is a popular scheme for high-order CFD. If implicit time-stepping methods
are used, a large number of globally coupled unknowns arises making the method rather costly. However, the
cost can be reduced by using hybridized DG methods (HDG) [1, 2, 3]. These methods introduce an additional
hybrid variable on cell interfaces, allowing the system to be rewritten in such a way that it is coupled globally only
through these new unknowns [1]. HDG can significantly reduce the number of globally coupled unknowns especially
for polynomials of high degree p. Due to the implicit nature of the HDG method it is required to use implicit
time-stepping methods. In previous works diagonally implicit Runge-Kutta (DIRK) and backward differentiation
formulae (BDF) have been used [4, 5]. However, BDF schemes suffer from stability degradation when the order of
accuracy is increased. Stable DIRK methods can be constructed for arbitrary orders, but this comes at the cost of
additional stages, increasing the computational complexity of DIRK methods.
An interesting class of time integrators are multiderivative Runge-Kutta schemes [6, 7]. In contrast to classical
methods, higher time-derivatives are incorporated in the formula to increase its temporal accuracy. Explicit multi-
derivative methods have shown to be a feasible alternative to classical time integrators for high-order methods such
as DG [6]. We present an approach to couple the HDG method to implicit multiderivative Runge-Kutta methods
for the linear advection equation. Afterwards, numerical results are presented to show stability and accuracy of the
method.
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2 NUMERICAL METHOD
In this section, we describe two different two-derivative Runge-Kutta (TDRK) methods. Afterwards we introduce
an HDG method employing TDRK methods for the linear advection equation
ut +∇ · (~cu) = 0, ∀(x, t) ∈ Ω× [0, T ] (1)
u(x, 0) = u0(x) ∀x ∈ Ω (2)
on an open bounded domain Ω ⊂ R2. Here, u is a scalar unknown, ~c is a given vector and u0(x) is an initial datum.
We assume that the equation is equipped with appropriate boundary conditions.
2.1 Two-derivative Runge-Kutta methods
As a starting point, we consider an ordinary differential equation (ODE)
d
dt
y(t) = f(y), y(0) = y0, t > 0. (3)
Common integrators approximate y(t) only using f(y). For Runge-Kutta methods, the order of accuracy is increased
by introducing additional stages. This causes a substantial growth in terms of computational cost since each stage
requires solving a system of (nonlinear) equations.
Instead of adding stages, it is possible to consider additional derivatives of y (or f , respectively). In case of the ODE
(3) the second time derivative can be expressed by
d
dt
(
d
dt
y(t)
)
=
d
dt
f(y) =
d
dt
y(t) · f ′(y) = f(y) · f ′(y) =: g(y). (4)
The actual time derivative is replaced by the derivative of the right hand side of the ODE. Runge-Kutta methods
employing one additional derivative are called two-derivative Runge-Kutta methods. For an r-stage TDRK method
the solution at each time step is given by
yn+1 = yn + ∆t
r∑
i=1
b
(1)
i f(y
(i)) + ∆t2
r∑
i=1
b
(2)
i g(y
(i)), (5)
where the solution at each stage i is given by
y(i) = yn + ∆t
r∑
j=1
a
(1)
ij f(y
(j)) + ∆t2
r∑
j=1
a
(2)
ij g(y
(j)). (6)
The index n indicates the current time tn = n∆t where ∆t is the time step size. Only two-stage TDRK methods
are used in this work, i.e. r = 2.
In the setting of the linear advection equation the functions f and g are given by
f(u) := −∇ · (~cu) , g(u) := ∇ · (C∇u) . (7)
The additional time derivative has been replaced using Cauchy-Kovalevskaja’s procedure [6]. The unknown is called
u here to indicate that it is the solution of a partial differential equation (PDE) and not of an ODE. The matrix C
depends on the vector ~c through C = ~c ~cT .
The coefficients can be presented in an extended Butcher tableau (cf. Table 1) similar as for standard Runge-Kutta
methods. The nonzero structure determines whether a two-derivative method is explicit or implicit. We focus on
two different two-stage two-derivative methods that are third (TDRK3) and fourth (TDRK4) [7] order accurate. The
coefficients of both methods are given in Table 1. For both schemes the first stage is explicit and only the second
stage is implicit. The TDRK3 method is A- and L-stable while the TDRK4 method is A- but not L-stable. A more
detailed description of two-derivative Runge-Kutta methods can be found in [6, 7], for example.
2.2 Hybridized discontinuous Galerkin method
For the spatial discretization the domain Ω has to be partitioned into N disjoint elements
Ω =
N⋃
k=1
Ωk. (8)
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Table 1: Extended Butcher tableau and coefficients of the third (TDRK3) and fourth (TDRK4) order two-derivative
Runge-Kutta methods (from left to right).
c1 a
(1)
11 a
(1)
12 a
(2)
11 a
(2)
12
c2 a
(1)
21 a
(1)
22 a
(2)
21 a
(2)
22
b
(1)
1 b
(1)
2 b
(2)
1 b
(2)
2
0 0 0 0 0
1 13
2
3 0 − 16
1
3
2
3 0 − 16
0 0 0 0 0
1 12
1
2
1
12 − 112
1
2
1
2
1
12 − 112
We refer to edges of two intersecting elements and elements intersecting the domain boundary ∂Ω with ek. The set
of all edges is Γ and the number of edges is given by N̂ := |Γ|. On these edges we define a new hybrid unknown λ.
As utt contains the expression∇ · (C∇u), we treat the ocurring derivative as an additional unknown σ := ∇u.
For the description of the method we need the following function spaces
Hh := {f ∈ L2(Ω) | f|Ωk ∈ Πp(Ωk) ∀k = 1, . . . , N}2 (9)
Vh := {f ∈ L2(Ω) | f|Ωk ∈ Πp(Ωk) ∀k = 1, . . . , N} (10)
Mh := {f ∈ L2(Γ) | f|ek ∈ Πp(ek) ∀k = 1, . . . , N̂ , ek ∈ Γ} (11)
where Πp is the space of polynomials up to degree p. Then, to solve equation (6) for TDRK3 or TDRK4 one seeks
for functions (σh, uh, λh) ∈ Hh × Vh ×Mh such that(
σ
(i)
h −∇u(i)h , τh
)
−
〈
λ
(i)
h − u(i),−h , τ−h · n
〉
∂Ωk
= 0 ∀τh ∈ Hh (12)(
(u
(i)
h − unh)t, ϕh
)
+
i∑
j=1
[
−
(
∆ta
(1)
ij f(u
(j)
h ) + ∆t
2a
(2)
ij g(u
(j)
h , σ
(j)
h ),∇ϕh
)
+
〈(
∆ta
(1)
ij fˆ
(j) + ∆t2a
(2)
ij gˆ
(j)
)
· n, ϕ−h
〉
∂Ωk
]
= 0 ∀ϕh ∈ Vh (13)〈J∆ta(1)ii fˆ (i)K · n, µh〉
Γ
= 0 ∀µh ∈Mh (14)
holds with f and g as described in equation (7). Here, (·, ·) is the inner product on elements and 〈·, ·〉∂Ωk and 〈·, ·〉Γ
refer to the inner product on edges. Fluxes over edges have been replaced by numerical fluxes
fˆ (j) := f(λ
(j)
h )− α(λ(j)h − u(j),−h )n, gˆ(j) := g(λ(j)h , σ(j),−h ) + β(λ(j)h − u(j),−h )n. (15)
with positive parameters α and β that are chosen to ensure stability. A minus superscript indicates that the variable
is evaluated at the element’s interior.
The discretization in equation (12)–(14) looks similar to standard DG discretizations. However, uh and σh are only
evaluated locally on each element. The coupling between elements is solely realized by the hybrid variable λh. This
allows to rewrite the discrete system, such that it is only globally coupled in λh, using static condensation [1]. A
more elaborate description of the HDG method is given in previous papers, e.g. see [1, 2, 3].
3 NUMERICAL RESULTS FOR THE LINEAR ADVECTION EQUATION
We present some results of the method applied to the linear advection equation (1). The vector ~c is set to ~c = (1, 1)T .
Then, the matrix C has entries equal to one everywhere. The linear advection equation is solved on Ω = (−1, 1)2
for a final time T = 0.5. The domain is discretized using a triangular mesh and the time step on the coarsest mesh
is ∆t = 0.1. The coarsest mesh consists of 8 elements. Initial data and boundary conditions are chosen such that
the exact solution is
u(x, y, t) = sin(pi(x+ y − 2t)). (16)
In Figure 1 the error over the element size h for polynomials of degree p = 3 and the number of system assemblies
is shown. Both TDRK methods show good approximation properties and achieve the expected order of convergence
in time. The errors of the TDRK methods are comparable to DIRK and BDF methods. The error of the third order
TDRK methods is between the errors of BDF3 and a third order DIRK method with three stages. The errors of the
fourth order methods almost coincide as can be seen in Figure 1a.
We measure the costs of the methods as number of assemblies of the system arising from Newton’s method because
this is the most expensive step. The BDF3 method is less expensive than the DIRK methods as can be seen in Figure
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Figure 1: Errors for different time integrators on different meshes.
1b. It is a drawback of the DIRK methods the system has to be solved in each stage. The TDRK methods have the
fewest system assemblies since the first stage is explicit and no startup phase with another method is needed. During
the start-up phase of BDF3 we use BDF2 with a smaller time step size.
4 CONCLUSION AND OUTLOOK
We have presented a hybridized discontinuous Galerkin method for time-dependent problems. In contrast to ear-
lier publications [4, 5] a two-derivative Runge-Kutta method is applied for time integration. The arising system of
equations requir s the approxim tio of additional spatial derivatives. This can be incorpor ted in the HDG approx-
imation in a stable manner. The numerical results reflect the stability and accuracy of the method. The number of
system assemblies is similar to BDF methods and much lower than for DIRK methods. Thus, the multiderivative
methods are promising candidates for high-order time integration.
Future work will extend the formulation to nonlinear equations such as the Euler or Navier-Stokes equations. More-
over, the efficiency of two-derivative Runge-Kutta methods compared to multistep and common Runge-Kutta meth-
ods has to be evalu ed in more d tail.
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Abstract. In this work a numerical method for the low Mach isentropic Navier-Stokes equation is devised. Sup-
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1 INTRODUCTION
Singularly perturbed problems frequently arise in computational physics, in particular, for low Mach number flows,
the Navier-Stokes equations constitute such a singularly perturbed problem, as the speed of sound is extremely large
in comparison to the fluid’s speed. In the limit of zero Mach number, the equations change their type [1].
Devising a numerical method which solves the equations in the low-Mach regime with feasible computational costs
has attracted a lot of interest in the past years. For example in [2], [3] and in [4] different numerical methods of low
order have been published. Also high-order methods have been introduced, e.g. in [5] for the steady-state case or
in [6] a space-time implicit discontinuous Galerkin method has been introduced to solve the equations in entropy
variables. See also the references in these publications for a larger overview on this topic.
The goal of this work is to devise a high-order method based on the discontinuous Galerkin method for low Mach
flows. The paper is organized as follows. In the first section the governing equation and the corresponding dis-
cretization is introduced. In the second section the asymptotic preserving property is shown. The last two sections
present numerical results and give a short conclusion and an outlook for further work.
2 IMEX DISCONTINUOUS GALERKIN FOR ISENTROPIC NAVIER-STOKES
2.1 Governing Equations
The nondimensional isentropic Navier-Stokes equations on a domain Ω ⊂ R2 are given in equation ((2)-left), where
ρ denotes the density, p(ρ) = ργ , with γ ≥ 1, is the pressure function and ~u denotes the velocity. Assuming that
w := (ρ, ρ~u) can be expanded as
(ρ, ρ~u)T =: w = w(0) + εw(1) + ε
2w(2) +O(ε3), (1)
one can - given suitable initial and boundary conditions - directly compute the limit for ε → 0 and derive the
nondimensional incompressible isentropic Navier-Stokes equations ((2)-right).
ρt +∇ · (ρ~u) = 0
(ρ~u)t +∇ · (ρ~u⊗ ~u) + 1ε2∇p(ρ) = 1Re∆~u.
∣∣∣∣∣∣∣
ρ(0) ≡ const
∇ · ~u(0) = 0
(~u(0))t +∇ · (~u(0) ⊗ ~u(0)) + ∇p(2)ρ(0) =
1
Re∆~u(0)
(2)
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2.2 Discretization
Consider a partition of the domain into a finite number of elements T = {Ti}, e.g. triangles or rectangles, and
introduce the Ansatz space Vh on T ,
Vh := {v ∈ L2(Ω) : v|Ti ∈ Πk(Ti) ∀Ti ∈ T }3, (3)
with given polynomial degree k. Then one seeks functions wh ∈ C1([0, T ], Vh) and σh ∈ C1([0, T ], V 2h ) such that
(σh, τh)− (∇wh, τh) + 〈wh − wˆ, τh · n〉 = 0 (4)(
∂wh
∂t
, vh
)
− (fεc (wh)− fv(wh, σh),∇vh) +
〈
(fˆεc − fˆv) · n, vh
〉
= 0 (5)
holds for every τh ∈ V 2h and vh ∈ Vh. (·, ·) denotes the sum over integrals over the cells Ωi and 〈·, ·〉 the sum
over all integrals over the cell boundaries ∂Ωi. Furthermore, fεc denotes the convective part of ((2)-left) and fv the
viscous part of ((2)-left). This discontinuous Galerkin formulation is closed by the numerical flux functions fˆεc , fˆv
and wˆ and a suitable time integration method. For example one can choose the local Lax-Friedrichs numerical flux
for the convective part and the Bassi-Rebay [7] numerical flux for the viscous part, which is done in the following.
The equations are extremely stiff for small values of ε. Therefore an explicit method would have to deal with a large
amount of time steps. On the other hand an implicit method would produce unnecessary damping for larger time
steps and one has to solve a nonlinear system of equations in every step. A possible workaround is splitting the
convective part of the equation, which is responsible for the stiffness, into a part which should be solved explicitly
and into a part which should be solved implicitly. Then, one can use an IMEX scheme, which is a combination of an
explicit and an implicit time integration method. There are several IMEX schemes available in literature, e.g. IMEX
Runge-Kutta methods [8, 9, 10] or IMEX linear multistep methods [11].
Next, one has to find a suitable splitting for using an IMEX time integration method. The resulting scheme should be
stable for a CFL restriction independently of ε, both parts of the splitting should induce a hyperbolic system and the
implicit part should be linear to reduce the computational costs. Finding a stable splitting is, even for the linear one
dimensional case, nontrivial, see also [12]. There is a possible splitting available for the isentropic Navier-Stokes
equations by Haack et al. in [4], which is given by(
ρt
(ρ~u)t
)
+
(
τ∇ · (ρ~u)
∇ · (ρ~u⊗ ~u) + 1ε2∇ (p(ρ)− a(t)ρ)
)
−
(
0
1
Re∆~u
)
︸ ︷︷ ︸
explicit
+
(
(1− τ)∇ · (ρ~u)
1
ε2∇ (a(t)ρ)
)
︸ ︷︷ ︸
implicit
=
(
0
0
)
, (6)
where τ = cε2, with a constant c, and a = min p′(ρ). With this choice one can take the local Lax-Friedrichs
numerical flux function with a viscous stabilization coefficient in O(1) for the explicit and O(ε−1) for the implicit
part. Note that the implicit part of the splitting is only linear if one treats the splitting coefficient a(t) in an explicit
way, i.e., evaluated at time tn. Furthermore, there could be problems with the convergence order in the setting of
singular perturbation problems if one uses an IMEX Runge-Kutta method [13]. In [14], Boscarino derived a third
order IMEX Runge-Kutta which shows no order degeneration. For IMEX linear multistep methods no such effects
occur [15].
3 ASYMPTOTIC PRESERVING
For small values of ε the analytical solution is very close to the corresponding solution of the limiting equations.
Therefore it is useful to check if the limiting numerical method, viz. for ε → 0, is a discretization of the limiting
equation ((2)-right). This is the so-called asymptotic preserving (AP) property [16] and it can be verified with the
help of an asymptotic expansion.
Lemma 1. The given numerical method with an arbitrary polynomial degree and IMEX-Euler time discretization
is asymptotic preserving.
The proof of this lemma is very technical and too long for this short overview. Therefore only the main ideas are
given.
• Expand all quantities with the help of an asymptotic expansion (see eq. (1)) and collect the terms in power of
ε.
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• The stabilization term of the numerical flux function of the continuity equation gives continuity of the limit
density.
• From the ε−2 terms of the momentum equation and the continuity equation one can conclude that the limit
density is constant in space and time.
• Rearranging the terms and inserting expansions of different quantities delivers a discretization of the limit
equation with additional stabilization and splitting terms.
This lemma shows the AP-property for the IMEX Euler time discretization only. However, it can directly be ex-
tended to IMEX multistep methods. Note that in this case, high order might be lost for ε→ 0. Recovering a uniform
(in ε) high order is a difficult task, we refer to [13]. In the context of DG methods, this is left for future work. Note
that the AP property depends on the numerical flux through the viscosity coefficient, e.g. choosing O(ε−2) for the
continuity equation and O(1) for the momentum equation, one can also show that the density ρ(1) is constant in
space. Currently, this proof is only done for the local Lax Friedrichs flux, therefore choosing a complete different
flux function, e.g. the Roe flux, could also lead to a scheme which is AP, but this might be part of prospective
investigations.
4 NUMERICAL RESULTS
Two examples are taken from literature, see [4] and Table 1, to investigate the performance of the method. The DG
method is coupled to an IMEX Runge-Kutta time discretization to compute different high-order solutions. In this
case for the 2nd order method the SSP-332 [9], for the 3rd order method the BHR-553 [14] and for the 4th order
method the ARK-436lsa [10] IMEX Runge-Kutta methods are chosen. To investigate the convergence orders, the
numerical solution is compared with the numerical solution on a finer grid, namely on the grid which results from
one uniform refinement.
Table 1: The settings of the numerical examples ’Vortex in a Box’ and ’Periodic Flow’.
Values Vortex in a Box Periodic Flow
Ω [0, 1]2 ρ(0, x, y) 1− ε22 tanh
(
y − 12
)
1 + ε2 sin2(2pi(x+ y))
T 0.01 u(0, x, y) 2 sin2(pix) sin(piy) cos(piy) sin(2pi(x− y))
Re 100 v(0, x, y) −2 sin(pix) cos(pix) sin2(piy) sin(2pi(x− y))
ε 10−4 Boundary (u, v)|∂Ω = 0 periodic
γ 1.4 2
10−2 10−1 100
10−8
10−6
10−4
10−2
100
∆x
E
rr
or
k = 3
k = 2
k = 1
10−2 10−1 100
10−8
10−6
10−4
10−2
100
∆x
E
rr
or
k = 3
k = 2
k = 1
Figure 1: Convergence study for the ’Vortex in a Box’ (left) and ’Periodic Flow’ (right) examples with different
high-order methods.
In Figure 1-left one can see the convergence for different polynomial degrees k. The low order method seems to
deliver the desired results, but increasing the polynomial degree does not result in an increase of the convergence
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order. Especially polynomials of degree k = 3, viz. a 4th order method, only show third order convergence. Again
one can take a look at the reference method of Haack et al. in [4] who observe a similar behavior in the case of their
2nd order method.
The second example, namely the ’Periodic Flow’ example, shows a slightly better behavior. One can see in Figure
1-right, that for all polynomial degrees the desired convergence order is given. Only the 4th order method starts with
the desired convergence order but then slows down.
5 CONCLUSION AND OUTLOOK
Coupling the splitting of Haack, Jin and Liu [4] with a high-order IMEX discontinuous Galerkin method results in
an asymptotic preserving scheme, but it does not deliver the desired convergence order for all test-cases. Of course
this could have several explanations. One possible explanation could be, that the ’Vortex in a Box’ test case might
not be designed for high-order methods. Other explanations could be the order degeneration mentioned before or
an effect due to the splitting combined with a discontinuous Galerkin discretization. Similar observations have been
made in [4].
Therefore the next step would be to figure out what exactly constitutes the reason for these problems. One possible
solution to overcome the convergence problems and devise a stable high-order numerical method is considering a
different splitting. The so-called RS-IMEX splitting, applied to an ODE problem in [15], delivers very promising
results for simple test equations and could be an improvement. This splitting also has a direct extension to the
non-isentropic Navier-Stokes equations, which is not given for the splitting of Haack, Jin and Liu.
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Abstract. Sheet metal forming is a widely used process in production technology. In any case, material failure and
damage are the limiting factor which leads to increasing costs regarding experimental investigations. Therefore, a
virtual process design is presented in this work with the focus on a combined quasi-static and high-speed forming
process. Combining a large deformation viscoplastic material model including ductile damage with an efficient
optimization algorithm (inner point method) allows for identification of optimum parameters yielding an increased
overall formability of the material.
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1 INTRODUCTION
Sustainability is becoming more and more important for the vast majority of industrial fields, as consumption of
natural materials results in increasing costs. Especially the experimental design of new processes in sheet metal
forming is time and energy consuming, since many parameters influence the process, e.g., tool geometries, lubrica-
tion conditions and workpiece materials. The challenge is to obtain the best possible forming result, in this context
an increased formability, while keeping the energy consumption as low as possible.
Many approaches are found in the literature, investigating this problem for classical deep drawing processes [1, 2].
In the present work, a quasi-static deep drawing process is extended by a subsequent electromagnetic impulse post
forming. With this process chain, the effect of high strain rates and strain path changes is utilized, which is also
observed in [3]. A widely used method to classify the material’s formability is the forming limit diagram (FLD).
In a FLD, the major and minor strains of a specimen are plotted and compared to an experimentally determined
forming limit curve (FLC). The latter indicates the maximum deformation a sheet metal can withstand prior to
failure. Within the quasi-static process, the sheet metal is deformed up to the forming limits, where further loading
Figure 1: A comparison between the result after quasi-static and electromagnetic forming. The investigations were
performed by the Institute of Forming Technology and Lightweight Construction (IUL) at Technical University of
Dortmund, Germany.
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should lead to failure. By applying electromagnetic impulse forming afterwards, these limits can be exceeded. Fig.
1 shows the comparison of both forming stages by the example of a cross shaped cup. While the right edge shows
the deformation state after deep drawing according to the radius of the punch, the left edge shows a more sharpened
radius. The final geometry is obtained without material failure. The pulses usually used in electromagnetic forming
are given by decaying sinus waves, where the forming process is only governed by the first half wave. In the present
work, virtual process design comprising finite element simulation and mathematical optimization is utilized to study
in how far sharp pulsed triggering currents can be controlled and adjusted to lead to sharper bottom edge radii in
round cup forming.
2 SIMULATION AND OPTIMIZATION
A viscoplastic material model based on the multiplicative decomposition of the deformation gradient in the context
of hyperelasticity has been used to model the material behavior [4] both, during deep drawing and electromag-
netic forming. It includes all important characteristics, such as the nonlinear kinematic and isotropic hardening,
anisotropy, and ductile damage in the terms of continuum damage mechanics. Further, the rate dependency of dam-
age is taken into account. The model is incorporated into the commercial simulation software LSDYNA and can,
hence, be used within the mathematical optimization procedure. The finite element model is designed according to
the experimental setup. Punch, blankholder, dies, and other tools are modeled as rigid bodies. Further, six rows
of coil windings for the electromagnetic pulse are in total located at the bottom edge radius of the punch. Due to
symmetry only a quarter of the full setup is used for the simulation, yielding a reduction of the system size and,
hence, of the computation time. For a better representation of the overall simulation setup, a half of the full model
is shown in Fig. 2.
Figure 2: Tools for forming a cylindrical cup.
The induced current is modeled via a double exponential pulse, given by
I (t) = Iαe
−αt + Iβe−βt . (1)
The mathematical parameters Iα, Iβ , α, β can be related to parameters that are commonly used to describe such
currents, i.e., the pulse length, the rise time and the maximum amplitude of the current, see [5] for details. Since
maximum deformation is requested at the bottom edge radius, the related maximum major strain is the chosen as the
quantity of interest, giving the objective function. Additionally, constraints are set concerning the maximum value
the damage variable, coming from the material model, and restricting the amplitude of the current to a technically
reasonable value.
3 RESULTS
Figure 3 (a) depicts the deformed configuration of the blank at the final stage of the simulation. It can be observed,
that the bottom edge radius has changed drastically (r = 15.35mm) in comparison to the initial radius of the punch
(r = 20mm). At the same time, the prescribed constraints are fulfilled, by means of preventing material failure.
The maximum major strain has been obtained in the critical region at the bottom edge, while a minimal edge radius
can be observed. In Figure 3 (b) the triggering current obtained by optimization is displayed. The comparison of the
initial guess to the final curve shows an increase of the amplitude. The results were obtained after 17 optimization
steps.
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(a) Radius at the bottom of the cup after elec-
tromagnetic forming
(b) Current I(t) (red) for the identified parameters
Figure 3: Results of the numerical simulation and optimization.
4 CONCLUSIONS
The presented framework combines efficient material modelling with nonlinear constrained optimization methods.
The forming result achieved by the identified pulse has shown an increased formability of the material. However, no
experiments have been carried out at the present state to verify the computed results. This will be subject of future
research. Further applications of the presented approach may the investigation of multiple forming parameters at the
same time, e.g., a non constant blank holder force or a time variable punch speed during the quasi-static forming.
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Abstract. One of the problems in two-phase flows is the jump of the pressure variable at the fluid interface. The
extended finite element method (XFEM) can accurately apporoximate this jump on unfitted meshes, but the resulting
discretisations become unstable and the system matrices ill-conditioned. As a remedy, we apply the ghost-penalty
stabilisation and introduce an optimal preconditioner. Numerical experiments show only a very mild dependency of
the method on the stabilisation parameter.
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1 INTRODUCTION
We consider the variational formulation of the two-phase Stokes flow problem on a three-dimensional domain Ω:
find velocity u and pressure p such that
a(u,v) + b(v, p) = (b,v)L2(Ω) + fΓ(v) ∀v ∈ V,
b(u, q) = 0 ∀q ∈ Q, (1)
with spaces:
V :=
{
v ∈ (H1(Ω))3 ∣∣∣∣v = 0 on ∂Ω}, Q := {q ∈ L2(Ω) ∣∣∣∣ ∫
Ω
µ−1q dx = 0
}
, (2)
and bilinear forms:
a : V ×V→ R, (u,v) 7→
∫
Ω
2µ
(
D(u) : D(v)
)
dx,
b : V ×Q→ R, (u, q) 7→ −
∫
Ω
q(∇ · u) dx,
(3)
whereD(u) := 1/2(∇u+(∇u)>) is the strain-rate tensor and µ = µi > 0 in Ωi is the piecewise constant viscosity
function. The open sub-domains Ω1 and Ω2 are assumed to be disjoint Lipschitz domains with Ω¯1 ∪ Ω¯2 = Ω¯, which
are separated by the interface Γ := Ω¯1 ∩ Ω¯2. The effect of surface tension is modelled with the functional:
fΓ : V→ R, v 7→ −
∫
Γ
τκv · n dS, (4)
where κ refers to the mean surface curvature, n is the interface normal pointing from Ω1 into Ω2, and τ is the surface
tension coefficient, which is a material parameter that depends on the combination of the considered fluids. The term
b refers to external volume forces such as gravitational or Coriolis forces. As Groß and Reusken point out in their
book [1], this weak formulation is well-posed.
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The simplified model of Stokes flow is an interesting study case: many challenges that arise in the discretisation
of the non-linear Navier–Stokes equations already manifest themselves in Stokes flow, which is a linear model that
can be rigorously analysed. One of these challenges is that the effect of surface tension causes the pressure to
jump at the interface. Standard finite-element methods can only poorly approximate this jump, unless the mesh is
carefully fitted to the interface. The extended finite element method (XFEM), on the other hand, does not require
fitted meshes to represent these jumps accurately. Direct application to the problem of Stokes flow, however, yields
unstable discretisations with very ill-conditioned system matrices.
We describe the application of Burman’s ghost-penalty stabilisation [2] to the XFEM discretisation of our problem.
Similar work was done by Hansbo et al. [3] for a fictitious domain method in two spatial dimensions, where the
continuity of the velocity is enforced weakly using Nitsche’s method. Unlike them, we use the ‘real’ P2-P1 Taylor–
Hood pair instead of the so-called iso P2-P1 pair as our underlying spaces. As we use a standard conforming
velocity space combined with a XFEM pressure space, continuity of velocity does not need to be enforced weakly.
We establish stability and introduce a new optimal preconditioner for the Schur complement, independent of the
viscosity ratio and the interface’s position relative to the mesh.
2 DESCRIPTION
2.1 The XFEM space of piecewise linears
We assume a family of shape regular quasi-uniform triangulations {Th}h>0 of the domain Ω consisting of tetrahedra
T ∈ Th. The triangulations are not fitted to the interface Γ. In order to avoid various technicalities, we assume that
Γ cuts the elements T only in such a way, that it does not coincide with any of their faces, edges, or corners. We
introduce the sub-domains Ωi,h := {T ∈ Th |T ⊂ Ωi ∨ meas2(T ∩ Γ) > 0}, i = 1, 2, and the corresponding
standard linear finite element spaces
Qi,h := {vh ∈ C(Ωi,h) | vh|T ∈ P1 ∀ T ∈ Ωi,h }, i = 1, 2.
Note that we use the same notation Ωi,h for the set of tetrahedra as well as for the subset of Ω which is formed
by these tetrahedra, as its meaning is clear from the context. A given ph = (p1,h, p2,h) ∈ Q1,h × Q2,h defines
pΓh ∈ C(Ω1 ∪ Ω2) by pΓh(x) = pi,h(x) for x ∈ Ωi. Note that the mapping ph 7→ pΓh is injective. On Q1,h × Q2,h
we use a norm denoted by ‖ph‖20,Ω1,h∪Ω2,h := ‖p1,h‖20,Ω1,h + ‖p2,h‖20,Ω2,h . The XFEM space of piecewise linear
functions is defined by
QΓh := Q1,h ×Q2,h /R = {ph ∈ Q1,h ×Q2,h | (µ−1pΓh, 1)0,Ω = 0 }. (5)
Note that {pΓh | ph ∈ QΓh} is a subspace of the pressure space Q.
2.2 Instabilities
When the space QΓh is combined with the standard finite element space of piecewise quadratics Vh on the entire
domain Ω, the Galerkin discretisation of (1) yields very ill-conditioned system matrices and the corresponding
solutions of the pressure variable show huge spurious ‘spikes’ at the interface, as illustrated in figure 1. They occur
at functions that are cut-off very close to the boundary of elements, i. e., at functions with tiny support. Due to the
tiny support of these functions, however, their L2-norm remains quite small. The idea of the ghost-penalty method
is to penalise cut functions that are large when considered as part of Qi,h, i. e., when integrated on Ωi,h instead of
Ωi.
Figure 1: Large spurious spikes in the pressure solution at the interface. Apart from these spikes, the error in the
solution is small.
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Figure 2: Set of faces F1 (in red) and sub-domains ω1,h (light blue) and Ω1,h (light and dark blue combined). The
highlighted faces connect ω1,h to the remaining parts of Ω1,h.
2.3 Stabilisation
In order to specify the ghost-penalty stabilisation, we to introduce sets describing the vicinity of Γ and stable parts
of Ωi,h. To this end, we define sub-domains ωi,h = {T ∈ Ωi,h|meas2(T ∩ Γ) = 0}, i = 1, 2. When restricted to
these sub-domains, we can assume the Galerkin discretisation using QΓh×Vh to be LBB-stable, as the sub-domains
ωi,h converge to the physical domains Ωi and because the Taylor–Hood pair is known to be stable when used on
fixed domains. The ghost-penalty method can be interpreted as ‘transporting’ the stability of these sub-domains to
the larger domains Ωi,h. We define sets of faces Fi = {F ⊂ ∂T | T ∈ Ωi,h \ ωi,h, F 6⊂ ∂Ωi,h}, which form a
certain form of bridge from the domains ωi,h to Ωi,h. An illustration of these sets for i = 1 is given in figure 2.
Using these sets, we can define the stabilisation term:
j(ph, qh) =
2∑
i=1
ji(ph, qh),
ji(ph, qh) =
∑
F∈Fi
µ−1i h
3
F
(q∇pi,h · nFyF , q∇qi,h · nFyF)
L2(F )
.
(6)
This term essentially penalises large jumps in the normal components of the gradients at element boundaries, like
the spikes described in the previous section. The stabilised discretisation then reads: find (uh, ph) ∈ Vh×QΓh such
that
k
(
(uh, ph), (vh, qh)
)
= fΓ(vh) + (b,vh)L2(Ω) ∀(vh, qh) ∈ Vh ×QΓh,
k
(
(uh, ph), (vh, qh)
)
:= a(uh,vh) + b(vh, p
Γ
h)− b(uh, qΓh) + εpj(ph, qh),
(7)
with a stabilisation parameter εp > 0. For this discretisation one can prove consistency and stability independent of
µ, h, and how the interface cuts the mesh, i. e., we have for εp large enough:
inf
(uh,ph)∈Vh×QΓh
sup
(vh,qh)∈Vh×QΓh
k
(
(uh, ph), (vh, qh)
)
‖(uh, ph)‖‖(vh, qh)‖ ≥ C > 0,
‖(uh, ph)‖2 = ‖µ1/2uh‖21 + ‖µ−1/2ph‖20,Ω1,h∪Ω2,h + j(ph, qh).
(8)
A proof can be found in [4].
2.4 System Matrices and Preconditioning
The above introduced stabilised discretisation gives rise to the following matrix representation:(
A B>
−B εpJ
)
︸ ︷︷ ︸
=: K
(
uh
ph
)
=
(
f + b
0
)
, (9)
where A, B, and J are the matrices corresponding to the bilinear forms a, b, and j, respectively, f is the vector
corresponding to the surface tension functional fΓ, b corresponds to the external volume forces b, and ph and uh are
the coefficient vectors corresponding to the functions ph and uh, respectively. As shown in [4], for εp large enough,
this matrix’ condition number is bounded by Ch−2, where C is again independent of µ, h, and how the interface
cuts the mesh.
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From a numerical point of view, it is beneficial to solve the following equivalent, symmetric system with the same
condition number: (
A B>
B −εpJ
)
︸ ︷︷ ︸
=: K′
(
uh
ph
)
=
(
f + b
0
)
. (10)
This allows us to apply the MINRES method to solve the system. For an ideal preconditioner QA of the matrix
A, and an ideal preconditioner QS for the Schur complement S = BA−1B> + εpJ of K′, one can show that the
following symmetric matrix is an ideal preconditioner for K′:
Q :=
(
QA 0
0 QS
)
. (11)
For QA one can use a symmetric multigrid iteration, which is known to be an ideal preconditioner independent of h
but, however, not independent of µ. One can show that [4]:
QS := M + εpJ, (12)
is an optimal preconditioner for S, independent of h, µ, and how the interface cuts te mesh. In there M is the mass
matrix of the pressure space, defined by:
p>h Mqh = (µ
−1pΓh, q
Γ
h)L2(Ω) ∀ph, qh ∈ QΓh. (13)
This preconditioner also has the nice property that its application to a vector ph preserves the gauge condition
(µ−1pΓh, 1)L2(Ω) = 0, which would otherwise not be clear how to be achieved. The systems involving the precon-
ditioner QS can be efficiently solved approximately, as the diagonally scaled matrix D−1QS, D = diag(QS) is well
conditioned, again independent of h, µ, and how the interface intersects the mesh [4]. Therefore, systems involving
the matrix K′ can be solved approximately at acceptable costs.
3 NUMERICAL RESULTS
εp ‖eΓp‖0 ‖eu‖1 Iterations
0 1.82 · 10−2 4.90 · 10−3 > 1000
10−5 9.64 · 10−3 4.87 · 10−3 97
10−3 9.49 · 10−3 4.86 · 10−3 96
10−1 9.76 · 10−3 4.97 · 10−3 102
1 1.33 · 10−3 6.41 · 10−3 95
10 3.01 · 10−3 1.43 · 10−2 102
103 9.34 · 10−2 4.61 · 10−2 97
Table 1: Discretization errors and iteration counts or
various values of εp. For εp = 0 the MINRES solver
did not reach the target residual.
Our numerical experiments [4] showed that the stabilised dis-
cretisation combines the stability properties of the classical
Taylor–Hood pair with the accuracy of the XFEM. Table 1
shows the discretisation errors and iteration counts for vary-
ing values of εp for the numerical experiment of a static
droplet with an artificial force term b such that the analytic
solution was known. Note that the pressure error in the unsta-
bilised case is about twice as large as the one for εp = 10−5.
Also note that the MINRES solver did not converge in the un-
stabilised case, while iteration counts remained bounded for
all other choices of εp. For εp < 1, the discretisation error
remained nearly unchanged for all choices, while for larger
choices the error increased only very slightly. This leads us
to the conclusion that only tiny amounts of the stabilisation
are required to achieve stable discretisations, while the pre-
conditioner has shown to be robust. Ludescher [5] recently extended these results to the non-stationary Stokes
case.
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Abstract. We present a two-scale, FE-FFT- and phase-field-based model of bulk microstructure evolution and
macroscopic structural behavior. On the macro scale the finite element (FE) method is used to solve the macroscopic
BVP. In each integration point a microscopic RVE is embedded. Assuming microscopic periodic fields, Green-
function methods and fast Fourier transforms (FFT) are exploited to solve the microscopic IBVP, yielding local
stress-strain behavior and microstructure evolution, which is described by means of non-conserved phase-fields.
Keywords: Two-scale, FE-FFT, micro-macro-transition, phase-field, crystal plasticity
1 INTRODUCTION
Peripheral and surface zone properties such as the state of eigenstress or the volume fraction of retained austenite
determine the process behavior and the durability of the processed material significantly, but are very difficult to
predict in general. On the one hand this is due to the fact that different processes are characterized by different and
complex loading and boundary conditions on the macro scale. On the other hand these peripheral and surface zone
properties are determined by the underyling heterogeneous microstructure, the evolution of which is complex and
strongly non-linear. Thus, a two-scale approach is required to capture both, macroscopic boundary and loading con-
ditions, and a highly resolved and accurate representation of microscopic patterns and local fields. In the context of
direct micro-macro transition, the FE2-method is usually applied, which is based on representative volume elements
(RVE) and to which end homogenization methods have been developed. Recently, [1] presented a FE-FFT-based
two-scale model. On the micro scale a continuum damage model is used based on the basic fixed-point scheme [4]
to model progressive damage and compute the effective material response. Concentrating on phase-field based mod-
eling of microstructure evolution, only a few papers have been published in the context of two-scale and RVE-based
methods [2, 3] - in these studies the spatial discretization of the microstructure is based on finite difference (FD)
schemes. The purpose of this work is the two-scale, FE-FFT- and phase-field based modeling of bulk microstruc-
ture evolution and the coupling with crystal plasticity. An efficient reduced finite element formulation [5] is used
yielding one integration point per element. The proposed model is applied to the modelling of fcc-to-bcc marten-
sitic phase transformations in polycrystals. Two-dimensional results are presented and the effect of microstructure
evolution on the effective mechanical behavior is studied. Attention is restricted to the linear geometric, isothermal
and isochemical case.
2 MATERIAL MODEL FORMULATION
The proposed model is formulated for a polycrystalline material with ng grains, where each individual grain g has
a different local orientationRg with respect to the lab. Thus, elastic constants Cg, residual strainsERg and stresses
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TRg are transformed according to Rg . For this purpose we introduce the short-hand notation Rg∗A, where Rg∗
denotes the push-forward ofRg applied to an arbitrary second or fourth order tensorA. Considering the case of fcc-
to-bcc martensitic phase transformations (2D) and an underlying crystal-plasticity based constitutive law, the total
free energy density ψg is decomposed into an elastic ψEg =
1
2
(E −ERg(φ)−Ep) · CEg(φ)(E −ERg(φ)−Ep),
gradient ψG = ψG0
1
2
|∇φ|2, separation ψS = ψH0((3A2 − 1− 2φ2)(1− φ2)2)/(3A2 − 1) and hardening energy
ψH =
1
2
∑N
s=1 αsHs
ψg(E, φ,∇φ, γs, αs) := ψE g(E, φ) + ψS(φ) + ψH(αs) + ψG(∇φ), 1− ≤ φ ≤ 1 (1)
withCEg = Rg∗Cfcc+φ
2(Rg∗Cbcc−Rg∗Cfcc) andERg = φ εn (cg1⊗cg1+cg2⊗cg2)+φ εs(cg1⊗cg2+cg2⊗cg1)
defining the effective stiffness and residual strain tensor in terms of the normal εn and shear components εs of the
Bain tensor. Here, the short-hand notation cg1 := Rgc1 = cos θg ix + sin θg iy and cg2 := Rgc2 = −sin θg ix +
cos θg iy was used. ψH0 = κsG0/L0 and ψG0 = κg G0 L0 are material constants, relating the interfacial width L0
and energy density G0 to ψH and ψG, respectively. We consider s = 1, . . . , N slip systems, which are determined
by the slip direction bs and its normal vector ns. The hardening is described in terms of the hardening parameter
αs, which is assumed to evolve according to α˙s = |γ˙s|. The local structural reorientation (e.g. transformation from
austenite to martensite) is modeled by means of non-conserved phase-fields, the spatial and temporal evolution of
which is governed by the Allen-Cahn equation, φ˙m−10 = div ∂∇φψ − ∂φψ which is discretized based on a semi-
implicit time integration in Fourier space [6]. In this work we present the following rate-dependent formulation:
φn+1 = φn − ξ(F−1{F{∂φψn}/ψ0)/(1 + ξ (ψG0/ψ0)k · k). Here, F{·} denotes the Fourier transform and
F−1{·} and its inverse, respectively. ψ0 is a characteristic energy density and k defines the wave vector. In this
two-scale setting, the parameter ξ = ∆tm0 ψ0 = |un+1 − un|ψ0m0/|u˙| relates macroscopic mechanical loading
to local microstructure evolution in terms of dynamically evolving φ. The radius of convergence of the Allen-
Cahn equation is defined by 1/(m0 ψ0) and limits the displacement update un+1 on the boundary ∂BM of the
macroscopic continuum. The rate dependence of the material behavior solely arises from the Allen-Cahn equation
and the mobilitym0. The plastic strainEp due to dislocation glide is given by the usual form from crystal plasticity.
The glide system shear γs is modeled by γ˙s = γ˙s(|τs|/τcs )p depending on the Schmid stress τs and the critical
resolved shear stress τcs (αs, φ).
3 FIELD RELATIONS AND SOLUTION PROCEDURE
As alluded above, the proposed model is two-scale and RVE-based in nature. In what follows, macroscopic quanti-
ties are denoted by the index ’M’, microscopic counterparts by no index. On the macro scale the finite element (FE)
method is used to solve the macroscopic boundary value problem (BVP). In each integration point (e.g. Gauss point)
the microscopic RVE is embedded. Since fully coupled two-scale simulations with fully integrated finite elements
are computationally very expensive, a reduced finite element formulation [5] is used yielding one integration point
per element. The macroscopic quasi-static balance of linear momentum
divTM = 0 (2)
defines the macroscopic BVP, which is solved based on a FE-based iterative solution procedure. The constitutive
equation and local stress-strain behavior, respectively, are defined and determined by the underlying microstructure.
The evolution of the microstructure (e.g. martensitic phase transformations) is modeled by means of non-conserved
phase-fields φ. The Allen-Cahn evolution equation and the microscopic quasi static balance of linear momentum
div ∂∇φψ − ∂φψ = φ˙
m0
(3a)
divT =0 (3b)
form the microscopic IBVP. Assuming microscopic periodic fields (e.g. strain, stress), Green-function- and FFT-
methods are exploited to solve Eq. 3b. In particular, an Uzawa-type augmented Lagrangean iterative solution pro-
cedure [8] is used in this work to solve Eq. 3b. Using the classical Newton scheme to solve Eq. 2 in an iterative
fashion, the global alogrithmic tangent operator C := ∂EMTM is required. Due to the FFT-based microscopic so-
lution procedure and semi-implicit time integration scheme in Fourier space, an analytical derivation of C is rather
complex. Thus, C is computed numerically in this work (see e.g. [1])
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4 COMPUTATIONAL EXAMPLES
4.1 Parameter values
The proposed model is applied to the modeling of elasto-viscoplastic phase transformations from fcc austenite
to multiple bcc martensitic variants in a polycrystal in this section. The periodic grain structure was generated
by using DAMASK (www.damask.mpie.de). The model was implemented into the finite element program FEAP
(www.ce.berkeley.edu/projects/feap/), the FE-results were visualized using PARAVIEW (www.paraview.org) and
the results of the microstructure by using OVITO (www.ovito.org). The computational grid is assumed to have
a physical dimension of 10−7 x 10−7m2 with nx = ny = 256 discretization points. If not stated otherwise,
the parameters listed in Tab. 1 are used. Two slip systems are defined for each phase with slip directions b1 =
C11 C12 C44 ǫn ǫs a ψ0 ψH0 ψG0 m0
units GPa GPa GPa J m−3 J m−3 J m−1 m3 J−1 s−1
value 140 84 28 0.04 0.1 0.15 109 4.9042 107 1.0904 10−9 5 10−9
Table 1: Further,ψH0 and ψG0 are determined by the [7] parameters κs = 2.4521, κg = 2.1808, L0 = 2.5 10
−9 m,
and G0 = 0.1 J m
−3 via ψH0 = κsG0/L0 and ψG0 = κgG0L0.
[1, 0, 0]T, b2 =
1
√
2
[1, 1, 0]T and normal vectors n1 = [0, 1, 0]
T,n2 =
1
√
2
[−1, 1, 0]T. The following parameters
for the crystal-plasticity constitutive law are used: τcfcc = 0.25GPa, τ
c
bcc = 0.5GPa, Hs = 7.7GPa and p = 10.
All virtual experiments are performed displacement-controlled at fixed displacement rate. A total displacement of
uMx = 0.1mm is applied linearly in 500 macroscopic load steps. The tolerance at the RVE-level was chosen as
ltol = 10−8 and at the FE-level ftol = 10−6.
4.2 Numerical results
To anaylze the microscopic and macroscopic convergence behavior and the effect of microstructure evolution on the
overall mechanical response systematically, one-element simulation under uniaxial displacement-controlled BC are
peformed first.
φ [−]
1
−1
Teq [MPa]
665.746
10.1824
Epeq [−]
0.0646384
3.04513 10−15
Figure 1: Snapshots of underlying microstructure - left: phase distribution, middle: equivalent stress distribution,
right: equivalent plastic strain distribution
Quadratic convergence can be observed for all macroscopic load steps (see Fig. 3). At the RVE-level the basic fixed-
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Figure 2: Convergence behavior at RVE-level
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Figure 3: Convergence behavior at FE-level
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point scheme [4] (BS) and the augmented Lagrangean scheme [8] (AL) were used to solve the microscopic IBVP
and compared with respect to the convergence behavior in dependence of variations in stiffness contrasts c, grain
orientations θ and rigid or dynamically evolving phases. For small differences in c the BS converges much faster
than the AL, whereas for large values of c convergence cannot be guaranteed for the BS within a prescribed maximal
number of function calls (see Fig. 2). The AL scheme converges for arbitrary phase contrasts. With increasing load
stresses concentrate near grain boundaries and triple junctions. At these ’critical’ points the martensite forms and
grows into the bulk domain. The phase transformation is accompanied by plastic slip, which leads to local stress
1000
2000
0.000e+00
2.449e+03
Teq              MPa
|φ| = 0
|φ| > 0
Figure 4: Left: macroscopic equivalent stress distribution, right: phase distribution (red: 100% austenite)
relief. Furthermore, the plastic strain is inherited during the phase transformations. Considering more complex
structures at the FE-level, the phase transformation is initiated in regions with maximal (tensile) stresses (see Fig. 4).
5 CONCLUSIONS
A two-scale, FE-FFT- and phase-field-based model of microstructure evolution and macroscopic material behavior
was presented. The microscopic and macroscopic convergence behavior was studied for the basic fixed-point and
Augmented Lagrangean-based FFT-algorithm. The BS is the best choice with respect of overall efficiency for small
stiffness contrats c. At the FE-level quadratic convergence can be observed for all load steps. The FE-FFT-based
direct micro-macro-transition seems to be a promising and efficient alternative to the classical multiscale finite
element or FE2 method. The microscopic phase-field model can easily be extended to model for example grain
development or recrystallization, which will be the focus of future developments of the current work.
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Abstract. The Boltzmann equation can be used to model flows in the transition or kinetic regime. However,
standard moment methods like Grad’s approach lack hyperbolicity. Based on recent developments in this field, we
have derived a quadrature-based moment method leading to globally hyperbolic and rotationally invariant moment
equations. The method is presented as one example of a newly developed operator projection framework. We discuss
a special case of the model equations and compare the new model to standard models by analyzing the structure of
the equations.
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1 VELOCITY DISCRETIZATION OF THE BOLTZMANN EQUATION
We consider hyperbolic moment models for the solution of the Boltzmann Equation (1)
∂
∂t
f(t,x, c) + ci
∂
∂xi
f(t,x, c) = S(f), (1)
where we assume a general d-dimensional setting, i.e. we have position x ∈ Rd and velocity c ∈ Rd. As we focus
on the transport part, we set S(f) = 0 throughout this paper.
We apply a nonlinear transformation of the velocity variable in order to obtain a Lagrangian velocity phase space
and exhibit physical adaptivity, which allows for efficient and yet simple discretizations (see [1] for more details):
ξ(t,x, c) :=
c− v(t,x)√
θ(t,x)
. (2)
This yields a shift of the microscopic velocity c by the mean velocity v and a scaling by the temperature θ.
Now, we expand the distribution function in a series of basis functions times coefficients around local equilibrium
f(t,x, ξ) =
∑
α∈Nd
fα(t,x)Hα(ξ), (3)
using weighted Hermite polynomial basis functions in the transformed velocity variable ξ
Hα(ξ) = (−1)|α| d
α
dξα
w(ξ), w(ξ) =
1
√
2pi
d
exp
(
−|ξ|
2
2
)
. (4)
In the following, we will explain different methods to derive moments systems given the ansatz above and discuss a
1D example of the equations.
2 HYPERBOLIC MOMENT MODELS
A straightforward procedure to derive moment equations is to multiply Equation (1), including the inserted trans-
formations (2) and the ansatz (3), with test functions, for example the basis functions themselves, and integrate over
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the whole velocity space. This is known as projection of the equation on the test functions. However, standard
projection methods like Grad [2] do not lead to hyperbolic PDE systems. Hyperbolicity is necessary for physical
solutions and stability of the simulation. Recently, different methods have been developed to derive globally hyper-
bolic systems. The first method leads to the Hyperbolic Moment Equations (HME) by Cai et al. [3]. Another new
method yields the Quadrature-Based Moment Equations (QBME) by Koellermeier et al. [4]. The methods can be
derived in the same framework. Here we want to give a 1D example of QBME and compare to HME and Grad’s
approach.
Quadrature-Based Moment Equations can be explained using three different approaches: The first approach is to
substitute the exact integration over velocity space by Gaussian quadrature formulas (see [4] for details), which
changes some terms as the quadrature is not exact for all occurring terms. On the other hand, it is also possible to
cut off higher order terms multiple times during the derivation of the equation system which is equivalent to using a
quadrature formula. The same result can be obtained by repeated projection of the equations onto a subspace during
the derivation (see [5] for details), which is a more general approach and will be explained in the following section.
3 OPERATOR PROJECTION FRAMEWORK FORMOMENT MODELS
In 1D the discretization in the transformed velocity space leads to an infinite PDE system of the following form
MD∂tu+CMD∂xu = 0, (5)
for an unknown infinite dimensional vector u = (ρ, v, θ, f3, f4, . . . ) and matrices corresponding to different steps
during the derivation of the equation. The matrices M ,D and C correspond to operations like multiplication with
ξ or c and derivative with respect to ξ applied to the basis functions, according to the transformed version of the
Boltzmann equation (see [1] for the whole equation).
Note that the variables f0, f1, f2 have been eliminated using the definitions of the macroscopic variables ρ, v, θ (see
[4] for these so-called compatibility conditions).
In order to get a finite set of equations we apply projection operators (see [5] for details). For M + 1 equations the
simplest subspace projection operator PM is given as
PM = (IM+1,0) ∈ RM+1×∞,M ∈ N (6)
and can be interpreted as a cut-off of higher order terms which mimics the effect of a Gaussian quadrature rule
of respective order. A projection applied to matrices is then defined as (·)M := PM (·)P TM and for vectors as
(·)M := PM (·) respectively.
Depending on the subspace projection procedure, different models can be derived:
• Grad’s Equations
(MD)M ∂tuM + (CMD)M ∂xuM = 0, (7)
• Hyperbolic Moment Equations (HME)
(MD)M ∂tuM +CM (MD)M ∂xuM = 0, (8)
• Quadrature-Based Moment Equations (QBME)
MMDM∂tuM +CMMMDM∂xuM = 0. (9)
We see, that the different models only differ in the way the projections are applied. This leads to different terms in
front of the derivatives as we will see in the next section.
4 MODEL COMPARISON
4.1 General Properties
The most important property of the model equations is hyperbolicity as explained in Section 2. The concise proce-
dure of the operator projection leads to globally hyperbolic equations in the case of HME and QBME (see [5] for
details) in contrast to the conditionally hyperbolic Grad system. This is valid for arbitrary orders of the expansion
and as well as in the multi-dimensional case (see [6] for a straightforward multi-dimensional QBME example).
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Furthermore, all systems exhibit rotational invariance. This is particularly interesting for the QBME system, as
a standard quadrature approach would spoil this property. But the operator projection framework also works in
cases, where there is no rotationally invariant Gaussian quadrature rule and therefore the resulting system is always
rotationally invariant.
Due to the projections, the HME and QBME equation systems have some different terms. However, in case of
HME only the equations corresponding to the largest degree of the basis functions are changed. The QBME also
changes the equations corresponding to the second largest degree due to the additional projection in Equation (9).
It is important to say that an arbitrary number of equations can be recovered exactly by choosing a large number of
equations in total as in the following example.
4.2 A Five Moment Case
We write the different models in the following form to allow for comparison:
∂tuM +A∂xuM = 0, (10)
where the system matrix A depends on the model. We can analytically derive this matrix for arbitrary M , but here
we exemplify a 1D 5-moment case, so it is M = 4. The different models result in the following system matrices:
AGrad AHME AQBME
v ρ 0 0 0
θ
ρ v 2 0 0
0 θ v 3ρ 0
0 4f3 ρθ v 4
− f3θρ 5f4 3f3 θ v


v ρ 0 0 0
θ
ρ v 2 0 0
0 θ v 3ρ 0
0 4f3 ρθ v 4
− f3θρ 0 −2f3 θ v


v ρ 0 0 0
θ
ρ v 2 0 0
0 θ v 3ρ 0
0 4f3 ρθ− 20f4θ v 4
− f3θρ 5f4 −2f3 θ+ 15f4ρθ v

where terms written in red represent changes with respect to the standard Grad model that originate from the operator
projection procedure.
It is widely known that Grad’s method is only locally hyperbolic around equilibrium, compare Figure 1. For large
deviations from equilibrium (equilibrium is represented by f3 = f4 = 0), the system of equations is thus not
hyperbolic anymore and nonphysical solutions arise or strong numerical oscillations lead to instabilities of the
simulations. On the other hand, it can be shown that with the small changes in the system matrix for HME and
Figure 1: Hyperbolicity region around equilibrium for Grad’s method.
QBME, the system becomes globally hyperbolic, see [5]. It is also important to note, that only the last or the last
two equations change. The mass, momentum and energy equations thus remain the same as for the Grad case. Only
the higher order moments are obtained by different equations.
Rewriting System (10) in terms of the convective momentsmj :=
∫ ∞
−∞
f (ξ) ξjdξ and choosingm = (m0, . . . ,mM ),
we obtain a so-called companion matrix for Grad’s system. It has the following structure:
∂tm+MGrad ∂xm = 0, MGrad =

0 1
. . . . . .
0 1
∗ · · · · · · ∗
 , (11)
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where only the last row of MGrad contains many none zero entries. As the system matrix depends on the moments,
we writeMGrad =MGrad (m).
It can be shown that in case of HME, the companion matrix is simply the Grad matrix evaluated at equilibrium,
especially for our case M = 4.
MHME (m) =MGrad (m
eq) , (12)
so that the system matrix evaluates to
MHME =

v 1 0 0 0
0 v 1 0 0
0 0 v 1 0
0 0 0 v 1
v5 − 10v3θ + 15vθ2 −5v4 + 30v2θ − 15θ2 10v3 − 30vθ −10v2 + 10θ 6v
 , (13)
wheremeq with f3 = . . . = fM = 0 denotes equilibrium. The hyperbolicity of HME thus originates from the fact,
that the convective system matrix is just an evaluation of the standard Grad matrix in equilibrium, where the Grad
system is always hyperbolic and the system matrix does not depend on the higher order coefficients any more.
Interestingly, QBME represent a linear deviation from Grad’s equilibrium and is still hyperbolic:
MQBME (m) =MGrad (m
eq) + M˜ · fM , (14)
for some matrix M˜ depending only on equilibrium values and with only the last two rows containing non-zero
entries and defined as follows
M˜ =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
60
ρ − 60v
2
θρ
120v
θρ − 60θρ 0 0
300v
ρ − 300v
3
θρ − 60ρ + 660v
2
θρ − 420vθρ 60θρ 0
 . (15)
We can therefore expect to describe much more complex flow situations with the QBME system, as we do not
evaluate the Grad system matrix exactly in equilibrium but use a linear deviation from equilibrium. QBME can thus
be seen as an extension of the HME and Grad system respectively. Note that this is also true for M > 4, but the
case M=4 is especially relevant as it is the smallest system that includes mass, momentum and energy conservation.
5 CONCLUSION
We have presented the operator projection framework that can be used to derive hyperbolic moment models for
the Boltzmann equation. The application of a dedicated projection procedure is necessary as standard projection
techniques only yield conditionally hyperbolic PDE systems possibly lacking physical solutions. The comparison
of three different hyperbolic moment systems led to the interpretation of the QBME as a linear deviation from Grad’s
equilibrium. This is a new result and justifies a more detailed investigation of the new method. Next steps will be the
implementation of special numerical algorithms to solve the (non-conservative) PDE systems and the comparison
of the results in different flow regimes and for different test cases.
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Abstract. A partitioned explicit wave propagation analysis method in finite element computations of discontinuous
wave propagation problems in solids is presented. The suggested algorithm tracks, with different integration time
step sizes in accordance with their different wave speeds, the propagation fronts of longitudinal and shear waves by
integrating separately the element-by-element partitioned longitudinal and shear equations of motion. The presented
time scheme is a combination of the central difference integration time marching and a pullback interpolation of
the advanced state vectors pertaining to the longitudinal and shear wave fronts. The paper describes a predictor-
corrector form implementation of the present algorithm into standard finite element codes, with an adaptation of
quadrilateral and hexahedral finite elements.
Keywords: stress wave propagation; finite element method; explicit time integrator; spurious oscillations
1 INTRODUCTION
This paper reports a partitioned explicit wave propagation analysis method as an extension and generalization of
the previously published works of Park et al. [1] and Cho et al. [2]. The presented time scheme were proposed
for discontinuous wave propagation problems in solids. Suppression and removing of spurious oscillations in finite
element simulations of discontinuous wave propagation in solids is a current open problem.
In this paper, we bring about idea a suggestion of time integration scheme based on partitioned shear and longi-
tudinal wave equations, where these partitioned equations of motion are integrated separately with individual CFL
stability limits [3]. The equations of motion are decomposed into longitudinal and shear equations of motion on the
element-by-element level. Then, we use the pullback interpolation formula for evaluation of longitudinal and shear
displacement fields at the same time level. After that, the sum of the partitioned longitudinal and shear displacement
fields is employed as a predictor for the central difference computation by the stable time step size. The partitioned
wave time scheme is presented in depth in a predictor-corrector form as a modification of the originally published
four-time step version in [2]. In this paper, the three-time step version in the predictor-corrector form is presented
with a detailed step-by-step flowchart [4]. By this modification of the presented time scheme, the computational
time is reduced by 25% with holding the same order and accuracy of computations as the original version of the
partitioned wave time scheme [2]. The described predictor-corrector form of the present algorithm can be imple-
mented into standard finite element codes, with an adaptation of quadrilateral and hexahedral finite elements. Based
on performed numerical tests on wave propagation of stress discontinuities in solids [4], the presented time scheme
has a big potential for application in accurate numerical modelling of wave propagation in solids.
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2 THEORETICAL FRAMEWORK OF THE PRESENTED TIME SCHEME
Spatial discretization of a general dynamic problem by the finite element method (FEM) introduces the second-order
ordinary differential system
M(tn)u¨(tn) = fext(t
n)− fint (u(tn), u˙(tn), tn) , tn ∈ [t0, T ] (1)
u(t0) = u0, u˙(t0) = u˙0 + nodal Dirichlet boundary conditions
Here, M is the mass matrix, fext is the time-dependent external load vector, fint is the vector of generally non-
linear internal forces, tn = n∆t marks the time and ∆t is the time step size, vectors u, u˙ and u¨ contain nodal
displacements, velocities and accelerations, respectively. Vectors u0 and u˙0 get values of the initial state for nodal
displacements and velocities at the time t0.
Often, the central difference method as explicit time scheme for numerical solution of time history of displacement
is used. The predictor-corrector form of the central difference method to solve a general dynamic problem with
geometrical and material non-linearities is briefly listed below.
Predictor phase:
u˜
n+1
cd = u
n +∆tu˙n +
∆t2
2
u¨
n, ˙˜u
n+1
cd = u˙
n +
∆t
2
u¨
n, ¨˜u
n+1
cd = 0 (2)
The system of equations of motion constituted at the time tn+1 = tn +∆t to solve:
M
n+1(u˜n+1cd , t
n+1)∆¨˜u
n+1
cd = fext(t
n+1)− fint(u˜n+1cd , ˙˜u
n+1
cd , t
n+1) (3)
Corrector phase:
u
n+1
cd = u˜
n+1
cd , u˙
n+1
cd =
˙˜u
n+1
cd +
∆t
2
∆¨˜u
n+1
cd , u¨
n+1
cd = ∆
¨˜u
n+1
cd (4)
Here ∆¨˜u
n+1
cd marks the update acceleration vector. Quantities with the superscript n has a meaning of the approxi-
mation of quantities at the time tn, e.g. un ≈ u(tn) and so on. In the foregoing relationships, the predictor quantities
are marked by the tilde.
The critical time step size securing the stability of the central difference method for a linear undamped system takes
form
∆tc =
2
ωmax
(5)
where ωmax being the maximum eigenfrequency of the system, related to the generalized eigen-value problem
Ku = λMu, taking ω2 = λ and the stiffness matrix K of the system. The stable time step size is estimated as
∆tc = H/cL, where H is the edge length of the smallest finite element and cL is the longitudinal wave speed.
Based on the displacement decomposition [2], the elemental longitudinal and shear displacements, (ueL,ueS), can be
related to the total elemental displacements defined by the vector ue as
u
e = ueL + u
e
S , u
e
L = D
e
Lu
e, ueS = D
e
Su
e (6)
The discrete decomposition operators, (DeS ,DeL ), possess the following properties [2]:
Partition of unity: DeS +DeL = Ie (7)
Projector property: DeTS DeS = DeS , DeTL DeL = DeL (8)
Symmetry: DeTS = DeS , DeTL = DeL (9)
Orthogonality: DeLDeS = DeSDeL = 0e (10)
Element mass commutability: DeTL Me = MeDeL, DeTS Me = MeDeS (11)
Element mass orthogonality: DeTL MeDeS = MeDeLDeS = 0e (12)
Here, Ie is the unity matrix and Me denotes the elemental mass matrix. In our case, Me is diagonal. Employing the
orthogonality property, element mass commutability, and element mass orthogonality relations provided in Eqs (7)-
(12), the virtual work of generic finite element can be decomposed into the partitioned work
δΠe(ueL,u
e
S) = δu
eT
L (f
e
ext,L − feint,L −Meu¨eL)︸ ︷︷ ︸
longitudinal component equation
+ δueTS (f
e
ext,S − feint,S −Meu¨eS)︸ ︷︷ ︸
shear component equation
(13)
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where feext,L = DeTL feext, feint,L = DeTL feint, feext,S = DeTS feext and feint,S = DeTS feint. This force decomposition
process is carried out independently of the applied constitutive law. Because (δueL, δueS) are independent of each
other, we obtain the following component-wise partitioned equation set from the stationarity of Eq (13): longitu-
dinal component equation Meu¨eL = feext,L − feint,L and shear component equation Meu¨eS = feext,S − feint,S . The
component-wise partitioned equations of motion are then the principal equations of the present time algorithm.
3 PARTITIONED EXPLICIT WAVE PROPAGATION ANALYSIS METHOD
Here, we present a step-by-step flowchart of the presented partitioned three-time step scheme. In the following text,
H marks the edge length of finite element, cL and cS denote the longitudinal and shear wave speeds, respectively.
Table 1: Step-by-step flowchart of the suggested time integration in the predictor-corrector form.
A. Initial calculation at the time t0
1. Initialize u0, u˙0, all internal variables from the restart state and compute M0.
2. Compute fint(u0, u˙0, t0), fext(t0), and u¨0 = (M0)-1(f0ext − f0int).
3. Decompose u¨0 so that u¨0 = u¨0L + u¨0S
B. For each time step
〈Set required time step sizes〉
1. Estimate stability limits as ∆tnL = Hn/cnL and ∆tnS = Hn/cnS .
2. Set time step size as ∆tn = αnL∆tnL so that αnL ∈ (0, 1].
3. Compute αnL = ∆tn/∆tnL and αnS = ∆tn/∆tnS .
〈First sub-step〉 - Front-shock including integration of longitudinal component
1. We know un, u˙n, u¨n, u¨nL, and all internal variables at the time tn.
2. Set tn+L = tn +∆tnL, un+1fs = u
n +∆tnu˙n.
3. Predictor phase:
u˜
n+L = un +∆tnLu˙
n + 1
2
(∆tnL)
2
u¨
n
˙˜u
n+L
= u˙n + 1
2
∆tnLu¨
n
¨˜u
n+L
= 0
Apply boundary conditions at the time tn+L and update coordinates xn+L = X+ u˜n+L.
4. Solve the update vector:
M
n+L∆¨˜u
n+L
L = fext,L(t
n+L)− fint,L(u˜
n+L, ˙˜u
n+L
, tn+L)
5. Corrector phase:
u¨
n+L
L = ∆
¨˜u
n+L
L
Apply boundary conditions at the time tn+L.
Pullback approximation:
u
n+1
fs = u
n+1
fs + (∆t
n
L)
2β1(α
n
L)u¨
n
L + (∆t
n
L)
2β2(α
n
L)u¨
n+L
L
β1(α
n
L) =
1
6
αnL
(
1 + 3αnL − (α
n
L)
2
)
, β2(α
n
L) =
1
6
αnL
(
(αnL)
2 − 1
)
6. Save un+1fs .
7. Reset all variables to the state at the time tn. (Do not update internal variables).
〈Second sub-step〉 - Front-shock including integration of shear component
1. We know un, u˙n, u¨n, u¨nS , and all internal variables at the time tn.
2. Set tn+S = tn +∆tnS .
3. Predictor phase:
u˜
n+S = un +∆tnSu˙
n + 1
2
(∆tnS)
2
u¨
n
˙˜u
n+S
= u˙n + 1
2
∆tnSu¨
n
¨˜u
n+S
= 0
Apply boundary conditions at the time tn+S and update coordinates xn+S = X+ u˜n+S .
4. Solve the update vector:
M
n+S∆¨˜u
n+S
S = fext,S(t
n+S)− fint,S(u˜
n+S , ˙˜u
n+S
, tn+S)
5. Corrector phase:
u¨
n+S
S = ∆
¨˜u
n+S
S
Continuity on the next page
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Table 1. Continuity of the step-by-step flowchart of the suggested time scheme in the predictor-corrector form.
Apply boundary conditions at the time tn+S .
Pullback approximation:
u
n+1
fs = u
n+1
fs + (∆t
n
S)
2β1(α
n
S)u¨
n
S + (∆t
n
S)
2β2(α
n
S)u¨
n+S
S
β1(α
n
S) =
1
6
αnS
(
1 + 3αnS − (α
n
S)
2
)
, β2(α
n
S) =
1
6
αnS
(
(αnS)
2 − 1
)
6. Save un+1fs .
7. Reset all variables to the state at the time tn. (Do not update internal variables).
〈Third sub-step〉 - Post-shock including integration with the averaging for given θ ∈ [0, 1]
1. We know un, u˙n, u¨n, un+1fs , and all internal variables at the time t
n
.
2. Set tn+1 = tn +∆tn.
3. Predictor phase:
u˜
n+1
cd = u
n +∆tnu˙n + 1
2
(∆tn)2 u¨n
u˜
n+1 = θun+1fs + (1− θ)u˜
n+1
cd
˙˜u
n+1
= u˙n + 1
2
∆tnu¨n
¨˜u
n+1
= 0
Apply boundary conditions at the time tn+1 and update coordinates xn+1 = X+ u˜n+1.
4. Solve the update vector:
M
n+1∆¨˜u
n+1
= fext(t
n+1)− fint(u˜
n+1, ˙˜u
n+1
, tn+1)
5. Corrector phase:
u
n+1 = u˜n+1
u˙
n+1 = ˙˜u
n+1
+ 1
2
∆tn∆¨˜u
n+1
u¨
n+1 = ∆¨˜u
n+1
Apply boundary conditions at the time tn+1.
Decompose u¨n+1 so that u¨n+1 = u¨n+1L + u¨
n+1
S .
6. Save un+1, u˙n+1, u¨n+1, u¨n+1L , and u¨
n+1
S . Update internal variables.
For more implemention details and numerical testing, see the paper in process [4]. The suggested algorithm has
been successfully implemented into an open source program Tahoe [5].
4 CONCLUSIONS
A partitioned explicit wave propagation analysis method was presented, which tracks, with different integration step
sizes in accordance with their different wave speeds. The method can be implemented in a predictor-predictor
element-by-element form into standard finite element codes, and numerical examples indicate that the present
method mitigates both the front-shock and post-shock spurious oscillations [4].
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Abstract. Artificial oscillations in the contact pressure due to non-smooth contact surface are treated by the isoge-
ometric analysis (IGA). After a brief overview of the B-splines and NURBS representations, an explicit finite element
(FE) contact-impact algorithm is presented in a small deformation context. Contact constraints are regularized by
the penalty method. The contact-impact algorithm is tested by means of dynamic Hertz problem. The classic FEA
solution is compared to the IGA solution while different mass lumping techniques are considered.
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1 INTRODUCTION
The main difficulty in contact analysis is non-smoothness. It arises from inequality constraints as well as geometric
discontinuities inducted by the spatial discretization. Contact analysis based on traditional finite elements utilizes
element facets to describe contact surfaces. The facets are C0 continuous so that the surface normals can experience
jumps across facet boundaries leading to artificial oscillations in contact force and pressure. There were attempts to
treat these geometric discontinuities by smoothing the contact surfaces using splines interpolation. These remedies,
however, introduce an additional geometry on the top of the existing finite element mesh. This adds an additional
layer of data management and increasing computational overhead. Details and further references can be found in
[1].
Another remedy to the geometric discontinuity provides isogeometric analysis (IGA). The fundamental idea is to
accurately describe a physical domain by proper representation (e.g. NURBS) and then to utilize the same basis
for analysis. This is in contrast with the classical finite element method where the basis is given in advance by the
element type. Consequently the physical domain could be approximated inaccurately. A more detailed description
can be found in [2]. Isogeometric NURBS-based contact analysis has some additional advantages: preserving
geometric continuity, facilitating patch-wise contact search, supporting a variationally consistent formulation, and
having a uniform data structure for the contact surface and the underlying volumes.
Geometric basis and formulation for frictionless isogeometric contact were given in [6]. Sharp corners or C0 edges
that can exist on the interface of patches present a challenge to contact detection. A strategy to seamlessly deal with
sharp corners was proposed in this reference. The contact constraints were regularized by the penalty method and
the contact virtual work was discretized by the finite strain surface-to-surface contact element. Both one-pass and
two-pass algorithms were tested.
In reference [7], the finite deformation frictionless quasi-static thermomechanical contact problem was considered.
Two penalty-based contact algorithms were studied. The former was called knot-to-surface (KTS) algorithm. It is
the straightforward extension of the classical node-to-surface (NTS) algorithm. It was shown that this approach is
over-constrained and therefore not acceptable if a robust formulation with accurate tractions is desired. The latter
was called mortar-KTS algorithm. In this algorithm a mortar projection to control pressures was employed to obtain
the correct number of constraints.
The penalty-based mortar-KTS algorithm was extended to the frictional contact in [8, 10]. The mortar-KTS algo-
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rithm was also studied in conjugation with the augmented Lagrangian method in [11]. Isogeometric frictionless
contact analysis using the non-conforming mortar method in the two-dimensional linear elasticity regime was pre-
sented in [9].
In this paper, we present a frictionless isogeometric contact algorithm. After brief overview of B-splines and NURBS
representation in Section 2, the contact algorithm is presented in Section 3. The algorithm is studied by means of
dynamic Hertz problem in Section 4.
2 B-SPLINES AND NURBS
This section gives an overview of the B-spline and NURBS representations. For a comprehensive description as
well as efficient algorithmization see, e.g. [3]. Throughout this paper we use p to indicate the polynomial degree,
n to indicate the number of basis functions, dp to indicate the number of parametric dimensions, and ds to indicate
the number of spatial dimensions.
Let Ξi, i = 1, . . . , dp be the open non-uniform knot vector associated with ith parametric dimension of a patch
Ξi =
ξi1, . . . , ξipi+1︸ ︷︷ ︸
pi+1 equal terms
, ξipi+2, . . . , ξ
i
ni , ξ
i
ni+1, . . . , ξ
i
ni+pi+1︸ ︷︷ ︸
pi+1 equal terms
 , i = 1, . . . dp (1)
The knot vector is a non-decreasing sequence of parametric coordinates. The knot vector is said to be non-uniform
if the knots are unequally spaced in the parametric space. If the first and the last knot values appear pi + 1 times, the
knot vector is called open. The B-spline basis functions, Nj,p(ξ), are defined by Cox-de Boor recursion formula.
For p = 0 it is defined as
Nj,0(ξ) =
{
1 ξ ∈ [ξj , ξj+1) , j = 1 . . . n
0 otherwise
(2)
and for p > 0
Nj,p(ξ) =
ξ − ξj
ξj+p − ξjNj,p−1(ξ) +
ξj+1+p − ξ
ξj+1+p − ξj+1Nj+1,p−1(ξ) (3)
B-splines as the polynomial functions are known to be unable to describe conic sections. The NURBS (Non-Uniform
Rational B-Splines) was developed to extend interpolatory capability of the B-splines. A pth degree NURBS basis
function is defined by
Rpj (ξ) =
Nj,p(ξ)wj∑n
jˆ=1Njˆ,p(ξ)wjˆ
(4)
where wj is referred to as the jth weight.
Multivariate NURBS objects can be constructed simply by tensor product of univariate NURBS basis functions (4).
For dp = 2 it yields
Rp1,p2j1,j2 (ξ
1, ξ2) = Rp1j1 (ξ
1)⊗Rp2j2 (ξ2) =
Nj1,p1(ξ
1)Nj2,p2(ξ
2)wj1,j2∑n1
jˆ1=1
∑n2
jˆ2=1
Njˆ1,p1(ξ
1)Njˆ2,p2(ξ
2)wjˆ1,jˆ2
(5)
and similarly for the higher parametric dimension. With NURBS basis functions at hand we can introduce surface
discretization as
x(ξ1, ξ2) =
n1∑
j1=1
n2∑
j2=1
Rp1,p2j1,j2 (ξ
1, ξ2)Pj1,j2 (6)
where Pj1,j2 ∈ <ds is the control net, i.e., the array of coordinates of control points. Adopting the isogeometric
concept, an analogous interpolation is used for the unknown displacement field and its variation.
3 EXPLICIT DYNAMIC CONTACT ALGORITHM
In this section an isogeometric treatment of the frictionless contact between two elastic deformable bodies is pre-
sented. An algorithm, originally proposed in [12], has been adapted to the isogeometric analysis and expanded to
explicit dynamics. The main idea is as follow. The contact boundary value problem is formulated in the weak sense
δΠint,ext(u, δu) + δΠc(u, δu) = 0 (7)
gN(u) ≥ 0 (8)
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where u and δu are the displacement field and its variation respectively, δΠint,ext denotes the virtual work due to
internal, external and inertial forces, δΠc is the contact virtual work and gN is the gap function. In reference [12],
δΠc was proposed in the form
δΠc(u, δu) = −
∫
Γc1
εNgNδu dΓ−
∫
Γc2
εNgNδu dΓ (9)
where εN is the penalty parameter. Note that the contact virtual work is integrated over both contact boundaries
Γc1 and Γc2 so that the algorithm preserves symmetry. Consequently, after FE discretization the action-reaction
principle is not explicitly fulfilled. However, it should be shown that the equilibrium is recovered during the mesh
refinement.
Applying the standard finite element procedures [4] to the weak form (8)-(9), the resulting system of ordinary
differential equations (ODE) is obtained as
MU¨ + F(U) = R + Rc12(U) + Rc21(U) (10)
where M is the mass matrix, U is the displacement vector, F is the vector of internal forces, R is the vector of
external forces and Rc12, Rc21 are vectors of contact forces. Two superimposed dots denote time derivates. The
system of ODEs is integrated by the central difference method (CDM) [4] which yields
MUn+1 = ∆t
2 [R + Rc12(Un) + Rc21(Un)− F(Un)] + M(2Un −Un−1) (11)
The stability of the integration process requires time step, ∆t, to be smaller or equal to 2/ωmax, where ωmax is the
maximal angular frequency of the FE mesh. The global mass matrix, M, arises from its element counterpart, Me,
by the standard FE assembly procedure. The element mass matrix arising from the variational formulation has the
form
Me =
∫
Ωe
ρHTH dΩ (12)
where ρ is the density and H is the matrix of shape functions (5). This mass matrix is called consistent. The efficient
solution of the linear system (11) requires diagonalization of M. The common techniques are the row sum method
and HRZ method [12].
4 DYNAMIC HERTZ PROBLEM
In this section, an example is presented to illustrate the performance of the classic FEA and IGA contact-impact
algorithm described in the previous section. The example deals with Hertz dynamic problem, a classical benchmark
for which an analytical solution is available [13]. In the example, the effect of mass lumping is investigated. The
analysis is limited to the second order elements. In particular, quadratic serendipity eight-node finite elements are
used in case of FEA, and second order basis function in case of IGA.
The presented numerical example deals with frictionless impact of the cylinders of radius R = 4 m. The material
of each of the cylinders is linearly elastic with Young’s modulus E = 1000 MPa, Poisson’s ratio ν = 0.2, and
density ρ = 1 kg ·m3. The initial velocity of the cylinders is 2 m · s−1. In the initial configuration the cylinders just
touches each other in a point. Due to symmetry, only the half of each cylinder is considered. The penalty parameter
is N = 1×105 N ·m−2. The explicit time integration by CDM is performed for 0.9 s with the time step 5×10−4 s.
In order to evaluate the effect of mass lumping techniques on the oscillations of the contact forces and contact pres-
sure distribution in IGA, further analyses are performed using consistent mass matrix and mass matrix lumped by
the row sum method. Fig. 1 shows that consistent mass matrix delivers a more accurate contact pressure distribution
than row sum and HRZ mass lumping techniques.
5 CONCLUSIONS
This paper addressed the utilization of the NURBS based isogeometric analysis in an explicit contact-impact algo-
rithm. Two main conclusions may be drawn:
• For second order elements and mass matrix lumped by the HRZ method, IGA in comparison with classic FEA
leads to a more oscillatory contact force and consequently also contact pressure.
• The oscillations of the contact forces in IGA are minimal for consistent mass matrix.
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Figure 1: Influence of mass lumping techniques on contact forces (left) and contact pressures (right) for IGA.
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Abstract.   Laminated paperboard and paper is widely used in packaging products. It generally exhibits highly 
anisotropic and nonlinear mechanical behavior. The aim of this study is to describe the in-plane material 
behavior with an orthotropic elastic-plastic model based on the observed experimental results. A structural 
tensor-based approach was applied to model the elastic deformation, while the yield criterion proposed by Xia 
et al. [1] was simplified to describe the yield surface. The material parameters were calibrated from a set of 
simple uniaxial tensile tests in various directions. The model was found to capture the highly anisotropic elastic-
plastic behavior of paper accurately. 
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1 INTRODUCTION 
Laminated paperboard is widely used in packaging products such as toys, beverages and frozen foods. Its most 
beneficial characteristics, the low price, sustainability and straightforward manufacturing process, make it an 
attractive packaging material. Due to the manufacturing process, this material exhibits a highly anisotropic 
mechanical behavior; including anisotropic elasticity, initial yielding, strain hardening, and tensile failure strength 
[1].  
In the literature, several material models have been proposed to describe the in-plane anisotropic mechanical 
behavior of paperboard and paper. For example, Xia et al. [1] used an anisotropic yield surface with non-linear 
hardening functions, where plasticity was initiated by a multi-surface function constructed from yield planes for 
tension, compression and shear. The natural drawback of such a complex model is the extensive experimental effort 
required for the calibration of parameters. Alternative approaches describe the yield surface based on the Tsai-Wu 
criteria, see e.g. the one proposed by Harrysson and Ristinmaa [2]. Mäkelä and Östlund [3] considered the 
anisotropic behavior by incorporating an isotropic plasticity equivalent transformation tensor. However, in most 
investigations into the paperboard creasing and folding process, the comparatively simple Hill’s yield criterion has 
been used to describe the onset of yield and also the plastic flow, e.g. in [4, 5]. Other works dealing with the out-of-
plane behavior can be found e.g. in [6, 7]. These studies are based on the assumption that the in-plane and out-of-
plane problems can be solved independently, which means the in-plane and out-of-plane stress components can only 
drive the in-plane and out-of-plane inelastic deformation of paper, respectively. Furthermore, several studies have 
been performed to model the paper based on the microstructure [8] and by continuum damage models [9]. 
In this work, a general in-plane elastic-plastic constitutive model was proposed to describe the experimentally 
observed behavior of paper. The elastic deformation was modeled by adopting the structural tensor concept, while 
the yield criterion proposed by Xia et al. [1] was simplified to describe both the yield surface and the flow rule. The 
material parameters were calibrated from a set of simple uniaxial tensile tests in the machine direction (MD), the 
cross-machine direction (CD) and 45° direction. Finally, the proposed model was validated by tensile tests in 30° 
and 60° directions.  
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2 EXPERIMENTALLY OBSERVED BEHAVIOR OF PAPER 
The paper sheet forming process involves turbulent flow of a suspension of water and fibers, its filtration and 
sedimentation on a wire and further mechanical/chemical treatment. The stochastic nature of the drainage process 
leads to a planar network structure where the fibers are more oriented in the machine direction (MD) than in the 
cross-machine direction (CD), while nearly no fibers are directed in the out-of-plane (ZD) direction. The fiber itself 
is usually a tubular composite comprising of a wall and some other substructures. These characteristics lead to quite 
different macro response in the in-plane direction and out-of-plane direction. In this paper, only the in-plane 
behavior will be modeled. 
Although the fiber type and manufacturing process of paper varies, its general mechanical behavior remains similar. 
The paper is classically characterized as an orthotropic material. Its principal directions commonly coincide with 
the MD, CD and ZD. Due to the fiber orientation distribution, the magnitude of mechanical properties in MD can 
be 1-5 times higher than that in CD, and up to 100 times higher than that in ZD.  
To characterize the material behavior of paper, tensile tests were conducted for the studied paper sample in MD, 
CD and 45° direction. The tensile test samples were cut from a large sheet. The shape and dimensions of the test 
samples followed the standard ISO 1924-2:2008. 
The in-plane uniaxial tensile stress–strain curves for the MD, the CD and 45° direction are plotted together in Figure 
1 (left). These stress–strain curves clearly depict the difference in the modulus and initial yield strength between 
MD and CD. In-plane lateral strain vs. axial strain data for the MD and CD were also measured. After subtracting 
the respective elastic strain components, the lateral plastic strain for both MD and CD tension cases are computed 
and shown vs. the respective axial plastic strain in Figure 1 (right). It indicates the ratio between lateral plastic strain 
and axial plastic strain is nearly constant for both test directions. This data will be used for the construction of the 
yield function. 
  
Figure 1: In-plane tensile stress-strain curves (left) and lateral plastic strain vs. axial plastic strain curves for 
tensile test in the MD and CD (right). 
3 CONTINUUM MECHANICAL MODEL 
To model elastic-plasticity, the total deformation gradient F is multiplicatively decomposed into an elastic part, Fe, 
and a plastic part, Fp, i.e. 
e pF F F . (1) 
Although the maximum in-plane strain level in traditional paper is small, here all the equations are derived in the 
finite deformation framework so that the model can be easily extended to describe the out-of-plane behavior, which 
generally exhibits large deformation. 
For isothermal processes, the Clausius-Duhem inequality in the spatial setting is 
- + : 0 τ d  (2) 
where d is the symmetric part of the spatial velocity gradient, τ is the Kirchhoff stress tensor and ψ is the Helmholtz 
free energy. The free energy is assumed to be a function of the elastic Finger tensor, 
e e eTb F F , the structural 
tensors,    m n n , and a set of internal variables, κ(γ), i.e. 
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  = , ,e   b m , (3) 
where nα (α = 1, 2) are the mapping vectors of the privileged material directions in the current configuration. 
Following the discussion in [2], the Kirchhoff stress can then be obtained by  
2 +2e
e 

  

 
τ b m
b m
. (4) 
The remaining part of the Clausius–Duhem inequality is given as 
   
: 0p R
 
 τ d  (5) 
in which 
   
R
 
    . The elastic part and the plastic part of the model are formed based on the concept of 
structural tensors to describe the directional dependency of the material. Hence, the elastic part in terms of invariants 
is taken as 
       1 21 3 3 3 1 4 2 5-3 - ln 1 2ln + 1 1
2 4
e I I I I K I K I
 
 

        (6) 
where μ and Λ are the Lamé constants and K1, K2, β1, β2 are material constants which have to be fit to the 
experiment. The invariants in the formula follow the definition in [10]. 
The plastic part of the free energy is postulated to be 
 ep Q     . (7) 
Here, Q and β are two material parameters used to represent the nonlinear isotropic hardening. In addition, a 
simplified form of the yield criterion and associated flow potential proposed by Xia et al. [1] is given as 
   
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2 2
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τ z
τ  (8) 
where χα is a switching factor following the definition in [1], and k is an integer to smooth the corners between 
different subsurfaces, which is taken to be greater than 1. The constants σ0 and 
0r  in (8) denote the reference 
initial yield stress and the ratio of distance between the origin and the αth yield plane to the reference value, σ0, 
respectively. Here, a set of yield subsurface tensors, zα, normal to the yield plane, are introduced as 
 11 1 22 2 12 1 2 2 1z z z
        z m m n n n n  (9) 
where 11z

, 22z

 and 12z

 are constants fitted from experiments. 
4 VALIDATION AND COMPARISON 
To validate the model, the stress-strain behavior during tensile loading in 30° and 60° directions has been predicted 
using the parameters obtained from fitting the MD, CD and 45° test data (Figure 1). The Wyoming combined loading 
compression (CLC) test fixture was used for compression tests, which can prevent buckling. The results have been 
compared to experimental data, as shown in Figure 2. The good agreement demonstrates the proposed model can 
describe the elastic-plastic behavior of the paper over the whole range of deformation. 
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Figure 2: Comparison of experimental (dashed) and calculated (solid) stress-strain curves for uniaxial tension in 
30° and 60° directions. 
5 CONCLUSIONS 
To describe the highly anisotropic mechanical behavior of paperboard and paper, an in-plane elastic-plastic 
constitutive model has been presented within a finite deformation framework. The elastic part of the model was 
constructed by involving the concept of structural tensor, while the yield criterion in [1] was simplified to describe 
the plastic part. With the fitted parameters, the model was shown to predict in-plane stress-strain behavior for other 
orientations satisfactorily. Furthermore, since all the equations were derived in the large deformation framework, it 
can be easily extended to consider the out-of-plane deformation, which exhibits significant large strain both in 
normal tension and compression. This enables the simulation of complex loading conditions, such as paperboard 
creasing and folding process. 
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1 INTRODUCTION
The design of anisotropic properties of materials with several phases is a challenging problem in materials research.
Therefore, experimental techniques, analytical approximations and computer simulations have been developed over
the years in order to first explore the properties of materials by variation of their microstructure, and second, de-
pending on the collected data from experiments or simulations, search for manufacture process parameters of the
investigated materials for favorable properties.
The materials design approach in the present work follows inverse methodologies, as presented, e.g., in [1] for
general materials, and in [2] and [3] specialized for cubic materials. In the present work, anisotropic linear elastic
properties of composites with arbitrary number of phases and arbitrary anisotropy will be designed in an inverse
manner, i.e., effective properties will be prescribed from the beginning of the design process, appropriate materials
will be searched for and favorable statistical information of the microstructure will be determined. Here, only
the one-point statistics of each polycrystalline phase will be taken into consideration, i.e., the volume fraction
information.
2 EFFECTIVE LINEAR ELASTIC PROPERTIES OF POLYCRYSTALLINE COMPOS-
ITES
2.1 Effective quantities
We assume statistical homogeneity, ergodicity, the existence of a representative volume element (RVE) without any
cracks or pores. We consider a RVE v with locally and macroscopically linear elastic behavior
σ(x) = C(x)[ε(x)] x ∈ v , σ¯ = C¯[ε¯] , σ¯ = 〈σ〉 , ε¯ = 〈ε〉 , 〈ψ〉 = 1
v
∫
v
ψ(x) dv , (1)
where σ is the Cauchy stress tensor, ε is the infinitesimal strain tensor and C is the fourth-order stiffness tensor. The
effective measure for stresses and strains, σ¯ and ε¯, respectively, are defined as the volume averages over the RVE.
The effective stiffness C¯ connects ε¯ with σ¯. The effective strain energy density W¯ is defined by
W¯ = 〈W 〉 =
〈
1
2
ε · C[ε]
〉
=
1
2
ε¯ · C¯[ε¯] . (2)
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2.2 Zeroth- and first-order bounds
Two stiffness tensors C− and C+ are called lower and upper bounds, respectively, of the effective linear elastic
material behavior if the effective elastic energy density is enclosed from below and above
ε¯ · C−[ε¯] ≤ ε¯ · C¯[ε¯] ≤ ε¯ · C+[ε¯] ∀ε¯ ⇔ C− ≤ C¯ ≤ C+ . (3)
If n-point statistical information of the microstructure is considered, nth-order bounds can be formulated, see [4].
If nothing else is known from the composite but only its material constituents, then the zeroth-order boundsC0− and
C0+ can still be determined, see [4] and [5]. The zeroth-order bounds are isotropic tensors enclosing the effective
material behavior for fixed arbitrarily anisotropic constituents, independently of any microstructure statistics. This
property allows designers to use the zeroth-order bounds in order to scan material data bases and search for materials
and material combinations matching prescribed properties ranges. The upper zeroth-order bound is determined by
C0+ = λ0+1 P1 +λ
0+
2 P2 , (λ
0+
1 , λ
0+
2 ) = argminλ1,2tr(λ1P1 +λ2P2) s.t. C(x) ≤ λ1P1 +λ2P2∀x ∈ v , (4)
with P1 = I ⊗ I/3 and P2 = IS − P1, IS being the identity on symmetric second-order tensors. The lower zeroth-
order bound is defined as the upper zeroth-order bound of the compliance S = C−1, i.e., C0− = (S0+)−1.
If the material constituents have been fixed and volume fraction information (one-point statistics) of the microstruc-
ture is considered, then the first-order bound of Voigt C1+, the first-order bound of Reuss C1−, and the geometric
average CG can be used
C1+ = 〈C〉 , C1− = 〈C−1〉−1 , CG = exp(〈ln(C)〉) , (5)
see [6] and [7]. For Hashin-Shtrikman bounds depending on the one-point statistics, see [4] and [2]. The effective
linear elastic material behavior is enclosed for fixed constituents and fixed volume fractions by
C0− ≤ C1− ≤ C¯ ≤ C1+ ≤ C0+ . (6)
2.3 Uniform materials
We consider now a uniform material, i.e., a single constituent with a reference single crystal stiffness which is
rotated at each point of the microstructure. The non-negative and normalized crystallite orientation distribution
function f(Q) (codf),Q ∈ SO(3), reflects information of the relative amount of crystallites with orientationQ, i.e,
dv(Q)/v = f(Q) dQ. The codf is used in order to transform volume averages of uniform materials, see [8],
〈C〉 =
∫
v
Q(x) ? C dv =
∫
SO(3)
f(Q)Q ? C dQ , f(Q) ≥ 0 ∀Q ,
∫
SO(3)
f(Q) dQ = 1 . (7)
2.4 Central model functions
The codf of uniform materials can be modeled with several model functions. In the present work, the von Mises-
Fisher distribution function g(ωˆ, S), depending on the orientation distance ωˆ from a mean orientation Qˆ and a
concentration parameter S is considered
g(ωˆ, S) =
exp(S cos(ωˆ))
I0(S)− I1(S) , ωˆ = arccos
(
1
2
(
tr
(
QQˆ
−1)− 1)) , S ≥ 0 , (8)
where In(S) denote the modified Bessel functions. The von Mises-Fisher distribution function is one of several
central model functions depending solely on a distance between orientations, see [8]. The main result of the present
work is that for the von Mises-Fisher distribution function, the orientation average of uniform materials with a
stiffness tensor decomposed in harmonic parts hI1,2,H
′
1,2 and H′, see [9], can be given in closed form by
〈C〉 =
∫
SO(3)
g(ωˆ, S)Q ? C dQ = hI1P1 + hI2P2 + Qˆ ?
(
λD
(
J1[H ′1] + J2[H
′
2]
)
+ λHH′
)
,
λD =
I2(S)− I3(S)
5(I0(S)− I1(S)) , λ
H =
I4(S)− I5(S)
9(I0(S)− I1(S)) .
(9)
These results can be derived by considering the transformationQ→ QˆQ, the axis-angle parametrization of orthog-
onal tensors and a careful treatment of the integrals on the different harmonic parts. The von Mises-Fisher texture
factors are bounded, λD/H ∈ [0, 1]. The case λD/H(S = 0) = 0 corresponds to a uniform codf, eliminating any
anisotropy, while limS→∞ λD/H(S) = 1 corresponds to a Dirac distribution, i.e., a single crystal. The closed form
given in (9) can be used for any superposition of von Mises-Fisher distributions and for any anisotropic material. It
should be also noted, that the result given in (9) is applicable for C1+, C1−, CG, and for any expression using an
orientation average with g(ωˆ, S).
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3 MATERIALS DESIGN
3.1 Objective
Materials design is defined as the purposeful determination of materials and microstructure delivering best possi-
ble effective properties compared to prescribed requirements. For this purpose, for any given prescribed effective
properties and potential acceptable tolerances, material candidates based on an exemplary material data base will be
scanned for using the zeroth-order bounds. In a second step, using the Voigt bound as one approximation example,
the optimization of the one point statistics of the microstructure of the composite will be carried out by taking into
consideration the prescribed properties, acceptable tolerances and robustness of the solution. The solution will be
defined as a solution minimizing the distance to a point and providing a neighborhood being as smooth as possible.
3.2 Example
We consider now the following arbitrary requirements:
• Composite made of a maximum of two phases
• C¯r: C¯r1111 ∈ [250, 300]GPa , C¯r2323 ∈ [100, 150]GPa , C¯r1123 ∈ [50, 100]GPa
The exemplary material data base given in Table 1 will be used. The zeroth-order bounds of each material have been
computed, and degenerated bounds for the components of the elastic tensors are derived based on the ideas given in
[10]. The results are given in Table 2.
Table 1: Exemplary material data base with linearly independent elastic constants of single crystal materials in GPa;
material data taken from [5] and [11]
Material Symmetry Elastic constants
Copper cubic {C1111 = 168.4, C1122 = 121.4, C2323 = 75.4}
Graphite hexagonal {C1111 = 1060, C1122 = 180, C1133 = 15, C3333 = 36.5, C2323 = 4.5}
Uranium orthorhombic {C1111 = 214.8, C1122 = 46.5, C1133 = 21.8, C2222 = 198.6,
C2233 = 107.6, C3333 = 267.1, C2323 = 62.2, C1313 = 36.7, C1212 = 22.1}
Table 2: Eigenvalues of zeroth-order bounds of materials given in Table 1 in GPa and ranges for effective quantities
C¯1111, C¯2323 and C¯1123 obtained with the zeroth-order bounds
Material λ0−1,2 λ
0+
1,2 C¯1111 C¯2323 C¯1123
Copper {411, 47} {411, 151} [168, 238] [24, 76] [−30, 30]
Graphite {91, 9} {1538, 880} [36, 1099] [4, 440] [−340, 340]
Uranium {332, 44} {448, 244} [140, 312] [22, 122] [−65, 65]
Copper + Graphite {91, 9} {1538, 880} [36, 1099] [4, 440] [−340, 340]
Copper + Uranium {332, 44} {448, 244} [140, 312] [22, 122] [−65, 65]
Graphite + Uranium {91, 9} {1538, 880} [36, 1099] [4, 440] [−340, 340]
A scan for all possible two-phase combinations of the considered material data and a recomputation of the compo-
nent bounds deliver that either graphite or a combination of graphite with copper or uranium could be taken into
account. The materials selection could naturally contain further criteria, e.g., electric properties. We will consider
copper and graphite for the rest of the present example.
For the fixed composite constituents, it is now needed to determine favorable microstructural information. Here,
an approximation Ca of the effective linear elastic behavior C¯ depending on the microstructure statistics will be
used. For the sake of simplicity in the present example, Ca = 〈C〉 will be considered. It should be noted that the
geometric average or any other approximation considering the one points statistics can be used. For m material
phases, the average of the stiffness is equivalent to the arithmetic average of the single phase averages, which are
then orientation averages of uniform materials. For each phase p, a codf will be formulated as a linear combination
of a uniform part fu and np von Mises-Fisher distributions. The approximation then reads
Ca = 〈C〉 =
m∑
p=1
cp 〈C〉p ,
m∑
p=1
cp = 1 , 0 ≤ cp , (10)
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with
fp(Q) = f
u
p +
np∑
α=1
fp,αg(ωˆp,α, Sp,α) , f
u
p +
np∑
α=1
fp,α = 1 , 0 ≤ fup , fp,α ,
〈C〉p = hIp,1P1 + hIp,2P2 +
np∑
α=1
fp,αQˆp,α ?
(
λDp,α(J1[H
′
p,1] + J1[H
′
p,2]) + λ
H
p,αH′p
)
,
(11)
which is then a function of the volume fractions of the material constituents and the parameters of their distributions
functions, Ca = Ca(v),v = {cp, fp,α, Qˆp,α, Sp,α}. The mean orientations will be parametrized with Euler angles
(ϕ1,Φ, ϕ2) using the zxz convention. Robust solutions are determined by minimization of an error function in
respect to v and in respect to the accepted ranges for the requirements C¯r
(v∗, C¯r∗) = argminv,C¯r e , e = ‖C¯r − Ca(v)‖+ w1‖grad (Ca(v)) ‖+ w2‖grad (grad (Ca(v))) ‖ . (12)
This delivers requirements C¯r∗ in respect to which the microstructure statistics v∗ minimize the distance to the
requirements (w1,2 = 0), and in smoother regions (w1,2 6= 0), if needed. For the present example, the stiffness
requirements have only been specified for the components 1111, 2323, 1123. Since the rest is not prescribed, the
full range of the chosen material combination will be used for these components. Consideration of one von Mises-
Fisher functions per constituent delivers the results given in Table 3.
Table 3: Optimal microstructure one-point statistics for a composites including copper and graphite
Weights {Ca1111,2323,1123} c1 f1,1 (ϕ1,Φ, ϕ2)1,1 S1,1 c2 f2,1 (ϕ1,Φ, ϕ2)2,1 S2,1
{w1,2 = 0} {247,152,45} 0.6 1.0 (6.2,0.8,0.5) 353 0.4 0.9 (4.0,1.1,2.8) 364
{w1,2 = 1} {414,151,0} 0.4 0.3 (5.0,2.1,4.4) 0.6 0.6 0.0 (-,-,-) -
4 CONCLUSIONS
The problem of robust inverse design of effective linear elastic properties of polycrystalline composites materials has
been discussed. The zeroth-order bounds have been used for material screening. The von Mises-Fisher distribution
function allows the determination of closed forms of orientation averages. These closed forms have been used for
the determination of favorable and robust one-point statistics for prescribed properties using the Voigt average, but
can also be used for more sophisticated approximations, e.g., the geometric average or Hashin-Shtrikman bounds.
Furthermore, the closed forms could also be used for the delineation of properties closure of [1] for chosen composite
constituents.
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Abstract. Here we present ab initio calculations for selenium (PEDOS) and, for the first time, tellurium (PEDOTe)
derivatives of poly(3,4-ethylenedioxythiophene) (PEDOT) - the most studied organic thermoelectric material. Using
the Car-Parrinello molecular dynamics method we show that the PEDOS and PEDOTe molecules have a strong
tendency under the effect of the external charge to switch structures.
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1 INTRODUCTION
Poly(3,4-ethylenedioxythiophene) (PEDOT) is the most studied conductive polymer. It shows high conductivity, al-
most transparent and highly stable in oxidized state, it is also insoluble in the pure state. However, it was discovered
that applying of doping agents significantly increases water solubility of PEDOT which is essential for industrial
purposes. The most known doping agents are poly(styrenesulfonate) (PSS), tosylate (TOS) and tetramethacrylate
(TMA). The doping process also improves the thermoelectric properties of PEDOT by increasing polaron formation
along polymer backbone compared to the case of an undoped polymer. Polarons are electronic excitations which
results in localized structural changes and/or charge accumulation in the molecule. PEDOT has two possible struc-
tures: aromatic and quinoid (Figure 1), and earlier studies [1] have shown that the aromatic-like structure is the
ground state. PEDOT changes from the aromatic structure towards the quinoid one under the influence of an exter-
nal charge which represents the effect of the doping agent [2]. That is neutral PEDOT has aromatic-like structure,
while doped PEDOT partially transfers towards quinoid-like structure. Since PEDOT has a promising thermoelec-
tric properties, it is expected that the selenium (PEDOS) and tellurium (PEDOTe) derivatives will also be viable
thermoelectrics. Previous studies of polyselenophenes and polytellurophenes showed lower bandgaps compare to
polythiophenes [6]. Also earlier static electronic structure studies of PEDOS done by the Bendikov group [3, 4, 5, 6]
showed that PEDOS accepts a greater degree of doping, has a more planar polymer chain and a stronger conjugation
compared to PEDOT.
In this work we present molecular dynamics calculations of PEDOS and, for the first time, PEDOTe molecules
(Figure 3). We also studied changes of the geometrical structures when applying charge. In addition, we collected
information on point-charges distributions and analysed the difference before and after applying external charge.
2 CALCULATIONAL DETAILS
The structures of the studied dimers of PEDOS and PEDOTe were built using the AVOGADRO software [7]. We
used the Car-Parrinello molecular dynamics method (CPMD) [8] to perform the quantum mechanical calculations.
Molecules were located in an orthorhombic simulation box with a size of x:y:z=(a+8)3A˚:10A˚:15A˚, where a is
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Figure 1: Aromatic (a) and quinoid (b) structure of the PEDOT.
the length of the studied molecules (varying between 10-12 A˚). The soft norm-conserving Troullier-Martins typed
pseudo-potentials were used together with a cut-off of 90 Ry for plane-wave basis. In our calculations we applied
the exchange-correlation functional BLYP [9, 10]. The initial step of these studies was quenching combined with
annealing down to Ekin=0 eV in a time of 0.1 ps. That is, the wave functions were converged at the beginning of a
run, and the ionic velocities were scaled towards zero. The next step of equilibration process included a temperature
controlled molecular dynamics in a time of 4 ps calculations (velocity scaling 300 K with4T = +/-20 K). After that
the calculations were followed by the molecular dynamics at 300 K using a Nose-Hoover thermostat [11, 12] (t=6
ps) during which we collected statistics. To keep the physics of the calculations correct we applied two thermostats.
This was necessary since conductive polymers are so-called “organic metals” and they do not have a bandgap, and
since Car-Parrinello method is liable to break down for such systems. One of thermostats controls the kinetic energy
of the fictitious electrons and the second controls the ionic kinetic energy. Even two subsystems are held in different
temperatures, the whole system is kept in metastable state. Therefore, the calculations can adequately represent the
physical part of studies.
After calculations were completed we extracted bond lengths in every simulation step of the calculations using
the Nose-Hoover thermostat in order to determine the average geometrical structure of all the studied molecules.
We determined the polaron localization through calculation of the difference between charged and non-charged
molecules. The higher the difference after applying the charge, the higher is the localization of the polaron. The
CPMD code uses a R-ESP method [13] to calculate the point-charges from the electrostatic potential restricted to
charges from the Hirshfeld method [14]. For point-charge distribution an additional 1 ps of Nose-Hoover calculation
were performed while constantly collecting charges after every 10 steps (0.005 ps). The averages of the point-
charges were also compared before and after applying the external charge in order to find the polaron localization.
3 RESULTS AND DISCUSSIONS
Below we present our results and analysis of geometrical structure and charge distribution of PEDOS and PEDOTe
molecules.
3.1 Structure of PEDOS and PEDOTe
First of all, we determined the geometrical structure of the polymers. The average bond lengths along the poly-
mer backbone for the studied molecules were extracted from the calculations under the Nose-Hoover thermostat.
According to the earlier works on PEDOT and PEDOS, the neutral polymer normally has the aromatic structure,
while the doped polymer switches towards the quinoid-like structure [2]. Usually the switching in the ordering of
the single (=1.54 A˚) and double (=1.34 A˚) bonds after applying external charge is not complete. Our studies (Figure
2) of the PEDOT and PEDOS confirmed these previous results. Both sulfur- and selenium-containing polymers had
aromatic-like geometries in neutral state and switched towards the quinoid structure. For the case of PEDOTe, the
isolated dimer behaves similarly to PEDOT and PEDOS. However, the neutral polymer is quinoid-like, while the
doped molecule changes to more aromatic structure. One possible explanation for this exception of the polymer
case for PEDOTe can be found in the nature of the heterogeneous atoms - S, Se, and Te. The electronegativity
of the C is equal to 2.5, H - 2.1, S - 2.5, Se - 2.6, and Te - 2.1. The atomic radius of the C, H, S, Se ant Te are
equal to 0.67 A˚, 0.88 A˚, 0.53 A˚, 1.03 A˚, and 1.23 A˚, respectively. In case of isolated PEDOTe dimer one of the
carbon atoms is linked to tellurium, hydrogen and carbon atoms. It is influenced approximately equally from the
side of the hydrogen and tellurium and more influenced by the carbon atom. In the case of the polymer the hydrogen
atom is substituted by a carbon atom from the neighbouring monomer unit. That means that the same carbon atom
experiences approximately equal influence by two carbon atoms and has less influence from the tellurium side. That
makes a huge difference and makes the aromatic-like structure more preferable for the isolated molecule and the
quinoid-like - for the polymer.
A. Mirsakiyeva et al. | Young Investigators Conference 2015 3
Figure 2: Difference between bond lengths along polymer backbone of PEDOS and PEDOTe when applying the
external charge.
Figure 3: Structure of the PEDOT and its derivatives.
3.2 Charge Distribution along the Polymer Backbone of PEDOT and its Derivatives
Another way for the polaron to express itself is by influencing the charge distribution along the main polymer
backbone. It is expected from the previous studies that the aromatic structure of PEDOT is characterized by the
following distribution along polymer backbone: two carbon atoms connected to the sulfur atom (atom 3 and 4 on
Figure 3) have more negative charge compared to two carbon atoms connected to the oxygen atoms (atoms 1 and 2
on Figure 3). In the quinoid structure the sequence of the single and double bonds will be opposite to the aromatic
structure. Therefore, the signs or at least values for point-charges of the carbon atoms along the main polymer
chain should switch: two carbon atoms connected to the sulfur atom have more positive values compared to those
connected to the oxygen atoms. The switching of the signs or the changing of the point-charges values will confirm
the switching of the electronic structure from aromatic-like towards quinoid-like. In Figure 4 the difference between
point-charges of the carbon atoms among C-C/C=C chain is shown. The numbering of the x-axis in Figure 4 is
done according to Figure 3. Studied dimers of the PEDOS and PEDOTe show significant switching between values
(and sometimes signs) of the point-charges. Therefore, R-ESP analysis also confirms partial transition of the studied
molecules from one structure to other.
4 CONCLUSIONS
In conclusion, we used Car-Parrinello molecular dynamics in order to investigate PEDOS and PEDOTe - two po-
tentially important derivatives of the best studied and most successfully implemented industrial conductive polymer
PEDOT (poly(3,4-ethylenedioxythiophene)). Analysis of the bond lengths and point-charge distribution clearly
showed the tendency of the studied polymers to switch structure from the aromatic-like towards the quinoid-like.
We found an exception this rule - the polymer chain of PEDOTe. Unlike in the other cases, the polymer chain of
PEDOTe has quinoid-like structure in the neutral state, which then switches towards aromatic-like when applying
charge. This is in contrast to the isolated dimer of PEDOTe, which can be explained due to the nature of the tel-
lurium atom and its bonding with carbon and hydrogen atoms. This work is an on-going project, and the results for
the dimers will be supplemented with those from longer polymer chains (twelve monomer units).
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Figure 4: Difference between point-charges on the carbon atoms along the polymer backbone of PEDOS and PE-
DOTe dimers.
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Abstract.   In this paper, the supersonic flutter of Magneto-rheological fluid-based adaptive plates is considered. 
The structural formulation is based on the classical plate theory, the MR fluid core is modeled as a first order 
Kelvin-Voigt material and the quasi-steady first order supersonic piston theory is employed to describe the 
aerodynamic loading. The critical dynamic pressures at which unstable plate oscillations occur, are obtained via 
p method for selected applied magnetic field strengths and different base layer’s materials and thicknesses. 
Keywords: Aero elasticity, Smart Structures, Magneto-rheological Fluids, Flutter Instability Boundary. 
 
1 INTRODUCTION 
Panel flutter is a potentially catastrophic aeroelastic phenomenon that is frequently the resultant of interaction 
(coalescence) between certain structural eigen-modes, created by the unsteady aerodynamic pressure loads acting 
on the panel. Classical reviews on the subject can be found in Refs. [1-5].  
 Increasing the stiffness of the structure, as a primitive solution to suppress panel flutter, is not always 
feasible due to weight considerations or performance limitations enforced on the design of the next generation of 
flight vehicles.  As a result, controlling the flutter vibrations by various active means is recently being rigorously 
investigated [6]. In particular, recent emergence of smart structure technology accompanied by development of a 
variety of integrated multifunctional materials such as piezoelectric materials [7], shape memory alloys [8], 
electro-strictive materials [9], and electro- or magneto-rheological fluids [10], has paved the way for improving 
the dynamic performance of aeroelastic structures [11].  
 Adaptive structures utilizing tunable electro- or magneto-rheological fluids have recently gained 
increasing popularity for vibration and noise control of structural systems, as their rheological properties can 
rapidly, continually and reversibly be varied when subjected to an external electric/magnetic field [12].  Other 
valuable features of these materials include simplicity, compactness, low cost, low-energy loss, robustness and 
easy controllability by computers.   adaptive structures utilizing tunable magneto-rheological fluids (MRFs; where 
micron-sized ferrous particles are dispersed in a non-magnetic viscous liquid) or magnetorheological elastomers 
(MREs; where a polymer non-magnetic matrix material is filled with polarizable metallic particles during the 
crosslinking process) have the beneficial control capabilities of simultaneously changing the damping and 
stiffness of the system by application of a magnetic field [13-16]. While several researchers have studied vibration 
characteristics of electro- and magneto-rheological-based structures [17-20], comparatively very few authors have 
considered their properties in controlling the flutter. In this paper, the critical dynamic pressures at which unstable 
plate oscillations  occur, are gained for selected applied magnetic field strengths and also the effects of structural 
parameters like base layer’s materials and thicknesses are considered to find flutter stability region. The proposed 
model is of practical value for aerospace, civil and biomedical engineers  involved in development of reliable 
analytical and/or experimental tools for the design and analysis of ERF- or MRF-based adaptive panels with 
optimal vibrational/flutter characteristics. 
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2 FORMULATION 
The complete configuration of the simply supported MRF sandwich plate is illustrated in Fig.1.  The base and 
constraining layers are assumed to be elastic composite laminates, with no slipping relative to the core layer.  The 
transverse displacements, w, of every point on a cross-section of the sandwich plate are assumed to be the same.    
Also, the normal and in-plane shear stresses in the core layer as well as the transverse shear strains in the 
laminated layers 1 and 3 are assumed to be absent. A linear strain-displacement relations and also state of plane 
stress are assumed within the upper and lower cross-ply laminates [17]. Here we shall model the MR fluid core by 
a first order isotropic Kelvin-Voigt viscoelastic material in the pre-yield regime, whose pertinent constitutive 
equations in the time domain are written as [21]: 
𝜎𝑥𝑧
(2) = 𝐺2𝛾𝑥𝑧
(2) + 𝜂2?̇?𝑥𝑧
(2) , 
𝜎𝑦𝑧
(2)
= 𝐺2𝛾𝑦𝑧
(2)
+ 𝜂2?̇?𝑦𝑧
(2)
 , 
(1) 
where 𝜂2(𝑡) = 𝑚𝑒𝐵(𝑡) + 𝑏𝑒 and 𝐺2(𝑡) = 𝑚𝑔𝐵(𝑡) + 𝑏𝑔 denote the electric field-dependent viscosity and 
elasticity of the magnetorheological core fluid layer, respectively, and  𝐵(𝑡) is the time-dependant magnetic field 
(Tesla). Furthermore, adopting the two-dimensional first order quasi-steady linear supersonic piston theory, the 
aerodynamic pressure load, Δ𝑝,  which takes the flow yaw angle into account, is written as [22] 
Δ𝑝 =
2𝑞
𝛽
[
𝜕𝑤
𝜕𝑥
cos𝛬 +
𝜕𝑤
𝜕𝑦
sin𝛬 +
1
𝑉
(
𝑀2−2
𝑀2−1
) ?̇?],       (2) 
where 𝛽 = √𝑀2 − 1, M is the Mach number, 𝑞 =
1
2
𝜌𝑎𝑉
2 is the dynamic pressure, 𝜌𝑎 is the air density,  Λ is the 
flow yaw angle, and V is the free stream velocity. By performing the integration by parts with respect to the time 
variable in the Hamilton’s principle, subsequent use of the classical gradient theorem, while taking advantage of 
the fundamental lemma of calculus of variations, after some tedious but standard manipulations (see Ref. [22]), 
one obtains the final form of the system displacement equations of motion and the associated boundary conditions 
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where 𝐷 =
𝐸1ℎ1
3
12(1−𝜈2)
+
𝐸3ℎ3
3
12(1−𝜈2)
,  𝑒 = −𝐸1ℎ1/𝐸3ℎ3, 𝜍 = 𝜌1ℎ1 + 𝜌2ℎ2 + 𝜌3ℎ3, 𝐶𝑎 =
𝜇∗
𝛽
(
𝑀2−2
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)
2
, 𝜆∗ is the non-dimensional 
dynamic pressure,  𝑔𝑎
∗  is the nondimensional aerodynamic damping, and adopting the so-named Kerwin’s weak 
core assumption, which requires the net longitudinal forces in the MRF-based sandwich plate to vanish (i.e., 
𝐸1ℎ1𝑢1 = 𝐸3ℎ3𝑢3 and 𝐸1ℎ1𝑣1 = 𝐸3ℎ3𝑣3, [23]). Finally, by incorporation of the displacement components 𝑢1, 𝑣1, 
and 𝑤, which have been expanded as double Fourier series [22], into the equations of motion (3), one obtains 
three coupled second order differential equations in time and space, which by employing the standard Galerkin 
approach  and then integrating over the plate area, results  in  a  coupled system of second order ordinary 
differential equations in time which can advantageously be expressed in the state-space form.  
3 NUMERICAL RESULTS 
Square sandwich isotropic plates of selected geometric parameters (𝑎 = 𝑏 = 0.095m; ℎ1,3 = 7.353 ×
10−4m; ℎ2 = 2.9412 × 10
−3m) are considered (Figure 1).  Aluminium, titanium, copper and steel are considered 
as base and constrained layers separately. Based on the existing information on the MR material pre-yield 
rheology, only the magnetic field dependence of MR material in the pre-yield regime is to be considered.    In this 
regime, input parameters corresponding to our first order isotropic Kelvin-Voigt viscoelastic model  used for the 
 
M.Nezami, B. Gholami | Young Investigators Conference 2015 3 
 
magnetorheological core fluid layer subject to the time-dependent magnetic field (0≤ 𝐵(𝑡) ≤ 0.8𝑇𝑒𝑠𝑙𝑎) are as 
follows: 𝑚𝑒 = 898.974, 𝑏𝑒 = 1725.72, 𝑚𝑔 = 10.53 ∗ 10
6, 𝑏𝑔 = 10.39 ∗ 10
6 with 𝜌2 = 3470 kg m
3⁄   being the 
mass density of the MR fluid. Quasi-steady first order supersonic piston theory is employed to describe the 
aerodynamic loading. The simulation results are as follows: 
 
 
Figure 1: Problem Geometry. 
Figure 2a and 2b employs the conventional p-method to predict the onset of flutter in terms of the critical 
value of the nondimensional aerodynamic pressure for the different materials of base layer corresponding to 
square sandwich plate under a zero flow yaw angle (𝛬 = 0°)  at zero magnetic fields. It displays the variation of 
the real parts of complex plate natural frequencies along with the imaginary parts of complex plate natural 
frequencies with free stream nondimensional aerodynamic pressure, for the first two aeroelastic modes, for 
selected magnetic field strengths and different based layers. It is seen in these two figures that at the critical values 
of the nondimensional dynamic pressure, λcr, the real parts of eigenvalues associated with the two adjacent 
symmetric and asymmetric aeroelastic modes for all cases considered smoothly approach each other, while the 
modal damping associated with the first mode suddenly shows a sharp jump crossing the zero axis and that of the 
second mode drops away in a mirror fashion away from the horizontal zero axis, indicating that the flutter 
boundary has been reached.  Above the critical values, two frequencies coincide and become complex conjugates 
of each other. Consequently, the panel becomes unstable and the complex frequencies manifest themselves as a 
divergent oscillation.  Flutter occurs first in the structure with Steel base layer (because of having lowest stiffness 
to weight ratio) and at the end, it happens in the structure with Aluminium base layer, so it can be concluded that 
the sandwich structures with Aluminium as their base layer material have the best aero elastic compared to the 
other engineering materials. 
    
  
Nondimensional Dynamic Pressure (λ) Nondimensional Dynamic Pressure (λ) 
Figure 2: (a) Variation of the real and (b) imaginary parts of the MRF sandwich plate natural frequencies with 
nondimensional dynamic pressure for different materials of base layer. 
 
  Figures 3a and 3b show the relationship between nondimensional critical dynamic pressure and 
frequency with magnetic field at selected thickness ratio. It should be noted that increasing the magnetic field 
strength leads to a notable increase in the numerical value of the nondimensional critical dynamic pressure and 
natural frequency.  Furthermore, due to the linear relationship between the magnetic field strength and MRF layer 
damping, increasing the magnetic field strength leads to an expected increase in the structural damping, which 
implies that plate flutter will be postponed to higher dynamic pressures. Also as it can be seen, the highest 
nondimensional dynamic pressure happens in the plate with highest thickness ratio because the stiffness of 
structure increases by increasing of thickness ratio.  It can concluded that by increasing magnetic field in MRF 
material as mid layer in sandwich structure, the flutter occurrence will be postponed and the aerospace vehicle can 
move faster.   
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Figure 3: (a) Variation of nondimensional critical frequency and (b) dynamic pressure of the MRF sandwich plate 
with magnetic field at selected thickness ratio. 
ACKNOWLEDGEMENTS 
The authors gratefully acknowledge the financial support of the Islamic Azad University, Firoozkooh Branch 
(Iran), in funding the work described here and also thank Professor Hasheminejad for his perfect guidance. 
REFERENCES 
[1] P.F. Jordan, The physical nature of panel flutter Aero Digest Vol3: 34–8, 1956. 
[2] R.L.Bisplinghoff , H.Ashley, Principles of Aeroelasticity, Wiley, 1962. 
[3] E.H. Dowell, Panel flutter: a review of the aeroelastic stability of plates and shells AIAA, Vol8:385–99, 1970. 
[4] E.H. Dowell, Aeroelasticity of Plates and Shells, Noordhoff, 1975. 
[5] E.H. Dowell, H.C. Curtis H C, R.H. Scanlan, F. Sisto, A Modern Course in Aeroelasticity, Norwell, MA: Kluwer), 1989. 
[6]E.E. Forster and H.T.Y. Yang, Flutter control of wing boxes using piezoelectric actuators. J. Aircraft 35:949–57, 1998. 
[7] S.V. Gopinathan, V.V. Varadan and V.K. Varadan, A review and critique of theories for piezoelectric laminates. Smart 
Mater. Struct. 9: 24–48, 2000. 
[8] B.S. Balapgol , S.A. Kulkarni and K.M. Bajoria, A review on shape memory  alloy structures. J. Intell. Mater. Syst. Struct.. 
14:173–83, 2003. 
[9]F. Pablo, D. Osmont and R. Ohayon, Modeling of plate structures equipped with current driven electrostrictive actuators for 
active vibration control. Int. J. Struct.. Stab. Dyn.. 8: 531-46, 2008. 
[10]V. Rajamohan , S. Rakheja and R. Sedaghati, Vibration analysis of a partially treated multi-layer beam with 
magnetorheological fluid. J. Sound Vib. 329:3451–69, 2010. 
[11]D.P. Garg, M.A. Zirky and G.L. Anderson, Current and potential future research activities in adaptive structures: An ARO 
perspective. Smart Mater. Struct. 10:610–23, 2001. 
[12] S.M. Hasheminejad and M. Maleki, Free vibration and forced harmonic response of an electrorheological fluid-filled 
sandwich plate. Smart Mater. Struct. 18:Art No. 055013, 2009. 
[13]J.D. Carlson, M.R. Jolly, MR fluid, foam and elastomer devices, Mechatron, Vol10:555-69, 2000. 
[14]G.Y. Zhou, Q. Wang, Study on the adjustable rigidity of magnetorheological-elastomer-based sandwich beams, Smart 
Mater. Struct. 15 (2006) 59-74. 
[15]G.Y. Zhou, K.C. Lin and Q. Wang, Finite element studies on field-dependent rigidities of sandwich beams with 
magnetorheological elastomer cores, Smart Mater. Struct. 15 (2006) 787-791. 
[16]M. Kallio, T. Lindroos, S. Aalto, E. Jarvinen, T. Karna and T. Meinander, Dynamic compression testing of a tunable 
spring element consisting of a magnetorheological elastomer, Smart Mater. Struct. 16 (2007) 506–514. 
[17]S.M. Hasheminejad, M. Maleki, Free vibration and forced harmonic response of an electrorheological fluid-filled 
sandwich plate, Smart Mater. Struct. 18 (2009) 055013 doi:10.1088/0964-1726/18/5/055013. 
[18]N. Hoang, N. Zhang and H. Du, A dynamic absorber with a soft magnetorheological elastomer for powertrain vibration 
suppression, Smart Mater. Struct. 18 (2009) 074009 (10pp) doi:10.1088/0964-1726/18/7/074009. 
[19]Z.G. Ying and Y.Q. Ni, Micro-vibration response of a stochastically excited sandwich beam with a magnetorheological 
elastomer core and mass, Smart Mater. Struct. 18 (2009) 095005 (13pp) doi:10.1088/0964-1726/18/9/095005. 
[20]P. Blom and L. Kari, Smart audio frequency energy flow control by magneto-sensitive rubber isolators, Smart Mater. 
Struct. 17 (2008) 015043 (5pp) doi:10.1088/0964-1726/17/1/015043. 
[21] J.P. Coulter, T.G. Duclos and D.N. Acker, The usage of electrorheological materials in viscoelastic layer damping 
applications, in Proc. of Damping, Palm Beach, Florida, (1989). 
[22] S. M. Hasheminejad, M. Nezami and M. E. AryaeePanah, Flutter suppression of an elastically supported plate with 
electro-rheological fluid core under yawed supersonic flows, Int. J. Str. Stab. Dynam. 13(1) (2013) 1250073-1–24. 
[23]D.J. Mead and S. Markus, The forced vibration of a three-layer, damped sandwich beam with arbitrary boundary 
conditions, J. Sound Vib. 10(2) (1969) 163–175. 
N
o
n
d
im
. 
C
ri
ti
ca
l 
D
y
n
. 
P
re
ss
u
re
 (
λ
cr
) 
N
o
n
d
im
. 
 C
ri
ti
ca
l 
 F
re
q
u
en
cy
 (
ω
cr
) 
 
YIC GACM 2015
3rd ECCOMAS Young Investigators Conference
6th GACM Colloquium
July 20–23, 2015, Aachen, Germany
A new active region detection criterion
for selective algorithms in shakedown analysis
K.D. Nikolaou a,∗, D. Weichert b, C.D. Bisbos a
a Dep. of Civil Engineering, Aristotle University of Thessaloniki
Thessaloniki GR-54124, Greece
b Institute of General Mechanics, RWTH Aachen University
Aachen 52062, Germany
∗konnikol@civil.auth.gr
Abstract. Shakedown analysis, currently implemented by the coupling of FEM with optimization techniques, de-
fines safe limit states of ductile structures subjected to arbitrarily varying loads. In the present study, the selective
algorithm, a method to enhance computational efficiency, is combined with a general non-linear optimization pack-
age and several criteria for active region selection are compared. Moreover a new criterion based on Lagrange
multipliers and a way to efficiently enlarge the most active region is presented.
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1 INTRODUCTION
Shakedown analysis allows for the direct determination of the load carrying capacity of structures under variable
loads [1–4]. To this goal, standard FEM data is appropriately combined with optimization techniques to yield the
respective safety factor. Shakedown analysis of common engineering structures leads to large scale mathematical
programming problems. Several methods have been proposed to enhance computational efficiency, amongst them
the so called selective algorithm [5–7]. According to this concept, first the plastically most affected zones of the
structure are detected, and then the entire system is reduced to a substructure containing only these active zones.
This sub-system, which may undergo changes during the process, can be solved with a significantly lower cost.
Among other criteria, a new one based on the values of the Lagrange multipliers is presented and compared to
existing ones for a benchmark example. Moreover another idea for the selection of the active regions even when the
problem is interrupted at a very primal state is discussed.
2 SELECTIVE STRATEGY FOR SHAKEDOWN ANALYSIS
Let us consider an elastic perfectly plastic structure Ω discretized using the finite element method with NE elements.
Let NG be the total number of numerical integration points (Gauss points - GP) for the whole model. Based on
Melan’s theorem [1] shakedown analysis is the following optimization problem:
PSD maxα (1)
s.t. :
∑
Cj ρj = 0 (2)
F
(
α σ
E(i)
j + ρj , σY
)
≤ 0 (3)
∀j ∈ [1, NG], ∀i ∈ [1, NV ] (4)
where F is the local yield criterion at the j-th Gauss point. Cj is a constant equilibrium matrix, depending on the
discretization and the boundary conditions. ρj is the residual stress field that has to be self-equilibrating (Eq. (2)),
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while σE(i)j contains the fictitious elastic stresses for the NV vertices of the variable load domain. σY is the yield
stress and a the loading factor.
Selective algorithm is based on the idea that every iteration in the optimization procedure represents a realistic
mechanical state of the structure. After a number of iterations the optimization procedure is stopped, at this state
some highly stressed elements that are the most relevant to the solution can be determined. Elements with low
stresses, that are most likely to remain in the elastic regime can be excluded from the problem. So, the plastically
most active zones are defined and the system is reduced to a sub-system containing only these zones. For all the
inactive elements residual stresses, nonlinear inequalities and equalities are removed from the problem.
The safety factor a resulting from the reduced system is always less or equal to the one for the entire system, and
thus, the solution is conservative. According to [7] the subsystem has to contain the most relevant elements but
also be sufficiently large, such that a residual stress field can develop, which exhibits the same value and location
of the maximum equivalent stress as the one of the entire system. It should also be noted that the solution of
the sub-problem should be re-injected into the initial problem, to guarantee that calculations do not collapse in a
subspace.
3 ACTIVE REGION DETECTION CRITERIA
The selection of the most plastically active elements is central to the effectiveness of the selective algorithm. Several
criteria were presented in the literature [5–7], attempting to capture the most active zones. Here two already proposed
plus a new one will be presented and used in the examples. An element is considered active if it contains at least
one active GP. If an element is active then all the surrounding elements are set active.
In [5] a GP was identified as active if in the considered iteration step the equivalent residual stress in the von Mises
(or other yield criterion equivalent) sense is superior to the maximum value of equivalent residual stresses detected
in the entire structure multiplied by a factor γ ∈ [0, 1].
F(ρj) ≥ γ max
(F(ρj)) (5)
In [7], an alternative criterion based on equivalent total stresses was proposed, aiming to allow for the detection
of active regions at an earlier stage. First the maximum total stress components σ¯j at the j-th GP for all the load
domain corners are calculated. An element is active if the maximum total von Mises stress is superior to the yield
stress σY multiplied by a factor γ ∈ [0, 1].
σ¯j = max
i∈[1,NV ]
(
σ
(i)
j
)
F(σ¯j) ≥ γ σY (6)
In this work, we propose a detection criterion based on Lagrange multipliers. Lagrange multipliers connected to
the inequalities of the mathematical problem have zero values if the respective inequality is satisfied at the current
solution step. Nonzero multiplier implies constraint violation and their values measure the extend of violation. In
plasticity context they are directly connected to the plastic strains. According to this new criterion the j-th GP is
considered active if the respective Lagrange multiplier is greater than the maximum value of Lagrange multipliers
of all the GPs for the same load domain corner:
λ
(i)
IN,j ≥ γ max
i∈[1,NG]
(
λ
(i)
IN,j
)
(7)
Parameter γ is used to modify the size of the active zone selected. When the procedure is interrupted at an early
stage, γ has to be sufficiently small in order to select a large enough area to allow for the residual stresses distribution
that yields the same safety factor as the entire system. This can cause problems, since moderately active regions
could be defined as active. Instead, a much simpler way is to just add more and more neighboring elements to those
added at the interrupted stage (that are the most active) until the safety factor stabilizes. This way the active region
is detected early enough and then gradually extended in order to allow for the development of a residual stress field.
4 NUMERICAL EXAMPLE
A plane stress plate with two asymmetric holes (Fig.1a) is used as a numerical example to test the efficiency of the
active region detection criteria. Material is a magnesium AZ31B alloy with modulus of elasticity 45 GPa and a
Poisson’s ratio v = 0.35, obeying the von Mises yield criterion. Yield limit is σY = 220MPa. 1734 CST elements
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with one GP per element are used to model the structure (Fig.1b). The plate is subjected to loads varying in the range
[0, Fc = 100 N/mm2]. All the elastic stresses and the C matrix are derived using a simple research FORTRAN
FEM code. IPOPT [8] is used to solve the respective nonlinear programming problem. The entire system requires
21 iterations and 16s to yield a = 1.582.
44.5 11 44.5
22.5
D = 4mm
100
22.5
50
Fc Fc
Figure 1: System of numerical example and FEM model
After an initial number of 5 iterations the solution procedure is interrupted and active regions are detected using
the previously described criteria. γ = 0.90 was used. Selective algorithm results are depicted in figures 2-4. All
the reduced systems lead to conservative results as expected. Results concerning solution times refer to the initial
number of iterations plus the active element substructure problem solution time.
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Figure 2: Shakedown factor over number of active elements
Total Stresses Residual Stresses Lagrange Multipliers
Figure 3: Active elements required to yield the same a as for the entire system
The structure fails due to alternating plasticity, therefore a very small region can yield the same safety factor with
the entire system. 15% of the total number of elements are enough. Solution times are significantly lower (less than
50 %) compared to the initial problem. All the detection criteria select the same region (near the holes - fig. 3). The
Lagrange multipliers criterion detects a much smaller but sufficient region, so for this example it is more effective.
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Figure 4: Required running times over number of active elements
5 CONCLUSIONS
In the present study, we propose a new active region detection criterion for the selective algorithm, based on La-
grange multipliers. Lagrange multipliers express the degree of constraint violation and are strongly connected to
the plastic strains developed in the structure. Therefore, they allow for an effective detection even at an earlier
interruption of the solution procedure. For a simple example, detection criteria based on total, residual stresses and
Lagrange multipliers were compared. Results are very promising but more examples have to be examined, as well
as the possible effect of starting points (see Ch.7 in [4]) on the active region detection.
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Abstract. For injection moulding, a controlled heat removal is crucial for dimensional accurate parts. An introduc-
tion into a methodology for a reversed thermal mould design based on homogeneous local density inside the part
is given. It is the aim to bring local heat and cooling demand of the part in equilibrium to local heat and cooling
supply of the moulds tempering system. Therefore a desired temperature distribution and an automatically derived
tempering system has to be evolved. Also an outlook to upcoming work in the scope of the SFB 1120 is presented.
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1 INTRODUCTION
For injection moulding, the production cycle for each part is mainly characterised through the cooling phase of the
part. This phase affects cycle time as well as part quality to a high level [1].
Besides surface quality, especially the dimensional accuracy of the part is crucial. Plastics tend to a comparatively
high change in density within the production relevant temperatures and pressures. As a shematic course, this shrink-
age for one cycle is illustrated in Figure 1 in the pvT-diagramm for two different positions at a plate specimen. The
pvT-diagramm features the specific volume (reciprocal of density) of the plastics vm/s in relation to the temperature
T and pressure p. The pvT-data can be modelled for numerical simulations with different approaches, with one
Figure 1: Scematic example for local pvT-curves during the injection moulding cycle
example for melt (cp. Equation 1) and solid areas (cp. Equation 2) given. Based on experiment to identify all
constants Kim/s, the specific volume vm/s can be calculated in relation to pressure p and temperature T for both
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areas. As shown, the polymer at each position (near and far the gate) takes a different course during the cycle.
vm(p, T ) =
K1m
p+K4m
+
K2m
p+K3m
· T (1)
vs(p, T ) =
K1s
p+K4s
+
K2s
p+K3s
· T +K5s · exp(K6s·T−K7s·p) (2)
This affects inner properties like crystallisation, but also leads to a different shinkage potential, which might not be
compensated. This again causes inner stress, which may lead to a warpage of the part. Due to the warpage, the
aimed dimensional accuracy of the part, compared to the target geometry cannot be reached anymore.
So not only a quick but also suitable tempering system has to be implemented into the injection mould. Therefore,
relations for a purely analytical thermal mould design were developed in the 1970s. Here, thermal mould design
primarily needs six steps, whereas at first the cooling time is determined, derived from a simplified Fourier heat
transfer equation for the thickest section of the part. Afterwards, a particular distribution of the tempering system
is approximately defined in accordance with the boundary condition of turbulent flow and the postulate that the
wall temperatures are as homogeneous as possible along the cavity wall. This is often based on the so called
tempering error and is only applicable to simplified flat geometries. But through a suitable segmentation of the part
surfaces an approximate distribution can be determined [2]. In the 1980s and 1990s different numerical approaches
were developed to simulate the injection moulding process and the tempering system of the mould [3]. Examplary
simulation results are unwanted hot-spots or temperature homogeneity.
For the design of an injection mould, with this help also the pressure and temperature profile in the cavity as well as
an estimation of the resulting part dimensions can be calculated [4].
With these possibilities and the progressing increase of computing power, the need for an automated solution to
locate the positioning of the tempering system in the mould is obvious.
So nowadays, this issue is progressively addressed through different research activities into a user independent
optimisation strategy for a proper tempering system design [5, 6, 7].
Mehnen et al. [7] rely on the use of evolutionary algorithms and model a system based on light exchanging surfaces,
which is simulated by a ray tracing method. There, in a first step only spheres are used as parts to be designed. Maag
and Ku¨fer [6] in contrast study a cluster algorithm which is combined with a branch and bound search algorithm
to find the ideal tempering system position. In contrary Faßnacht et al. [5] approach an automated tempering
system positioning by an artificial neuronal network, which covers numerous problems concerning temperature
control. This also means that solutions may only come from the space of simulated training problems respectively
from possible interpolations in between. Common to all of these approaches is the forward headed nature which
emphasises the temperature control, but evaluation is only possible in a retrospective view afterwards [5, 6, 7].
Though also for those computer-aided optimisations a precise definition of the tempering system design is necessary
in advance and essential for the quality of the result. Without knowledge regarding the local cooling demand for
minimal part warpage and control of the polymer a targeted use of an optimisation is not possible.
Finally Agazzi et al. [8] show a promising approach which is based on an inverse heat conduction problem. Thus, in
this case a part is defined as polymer with homogeneous start temperature. Along a given cooling area, surrounding
the part, an optimised temperature distribution is calculated with a conjucate gradient algorithm in respect to a given
objective function, which is based on fast heat removal as well as a homogeneous temperature. Indeed here, an
inverse design is performed, but as well with the analytical approaches aim of thermal homogeneity.
2 PROPOSED METHODOLOGY FOR THERMAL MOULD DESIGN
In the light of the aformentioned technical development, the work of Agazzi et al. seems to be a promising starting
point for further investigation. Besides a significant improvement for part warpage, their work also shows some
simplifications, which may not lead to the best possible system. So the phases of the injection moulding cycle are
not modelled and implemented in the optimisation. This refers especially to the injection and the holding pressure
phase. Also the objective function refers to a rapid cooling and a homogeneous part temperature as the two aims [8].
This approach seems reasonable, but regarding to the phases of the injection moulding cycle and the pvT-behaviour,
a different design of the objective function can be considered. Also the derived cooling channels may cause issues
for real production.
The proposed methodology in the frame of the Sonderforschungsbereich (SFB) 1120 ”Precision Manufacturing by
Controlling Melt Dynamics and Solidification in Production Processes”, therefore favours a model, which considers
also the following aspects. On one hand, the design should address minimal cycle times to fulfill the need of an
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efficient process. On the other hand, only part quality should be mandatory addressed, which refers to mechanical,
visual and geometric requirements. Whereas mechanical and visual properties can be met through appropriate slow
cooling rates, especially geometric properties, in other words the dimensional accuracy of the part, turn out to be a
severe element of the thermal mould design phase.
With the help of a proper tempering system, a locally homogeneous shrinkage should be aimed to minimise the
tendency of the part to warp. As a second goal, on the long run, this methodology should be implemented into an
impartial and fully automated thermal mould design process.
The pursued approach for warpage minimisation is aimed to bring local heat and cooling demand of the part in
equilibrium to local heat and cooling supply of the tempering system. It is based on the principle, that on a local
scale the part should have the same potential of shrinkage, which should lead to an overall homogeneous shrinkage.
This postulate can be modelled as an objective function, so that the problem is also addressable as an inverse heat
conduction problem [9]. So one can say the required effectiveness of the system is known and set with this postulate,
while the necessary cause, the exact needed design of the tempering system is unknown. A first used example for
the objective function is given in Equation 3.
J(T∞) =
tf∫
0
∫
Ω1
(
Tejec − T1
Tinj − Tejec
)
σηdΩdt+
tf∫
0
∫
Γ
(
T 1 − T1
Tref
)
σdΓdt (3)
This objective function adresses a quick cooling through the first term, where a desired ejection temperature Tejec
is given for the area of the part. The second term adresses temperature homogeneity, with the differences of tem-
peratures compared to a reference temperatur Tref and will be changed to part quality criterias. For the proposed
work the exact modeling of the designed methodology will also be carried out as a hybrid simulation approach, con-
taining an injection moulding simulation as input for a heat conduction simulation calculated with a multiphysics
simulation. With this hybrid approach, all plastics related properties can be modelled and made be available for a
thermal optimisation at the same time.
With the injection moulding simulation the material properties can be modelled according to the pvT-approach as
well as other properties of the plastics can be calculated at each time step of the injection moulding cycle. So, for
any desired time step all necessary data like temperature and pressure distribution or inner properties like density
can be exported and then imported into the multiphysics simulation, where a thermal optimisation is modelled. This
inverse heat conduction problem is then solved for example with a gradient algorithm to calculate the necessary
temperature distribution along the surface of the cooling area.
3 EXPECTED RESULTS
The proposed methodology will offer results, which can be used in the future in different ways to set up a thermal
mould design for precise injection moulded parts. So, as a first result the necessary temperature distribution at
the surface of the cooling area around the part will be available (see Figure 2 for a calculated example of a L-
shaped part). Here, the objective function is modelled as stated above, but further work will also address different
Figure 2: Example for an inverse heat conduction problem for injection moulds
characteristics of this function as described. Also the cooling area will be transformed into a tempering system.
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But still it must be shown, that the solution of the thermal optimisation can be in general transferred to a realistic
tempering system. The temperature range in Figure 2 shows bigger deviations along the cooling area and locally
differences in heating and cooling rates, which might not be realised for a real mould with todays commonly used
technologies.
Also the expected warpage with the final tempering system must be analysed with simulation first but also with
pratical tests at an injection moulding machine, to validate the accuracy of the simulations and optimisations.
A further restriction, which will be considered in later work, is the exact positioning of the cooling channels, which
is currently calculated on the cooling area in a constant distance from the part. Due to the complexity of nowadays
injection moulds, this boundary condition should be questioned. But with different distances, also different heating
and cooling rates are needed.
4 FURTHER OUTLOOK IN THE SCOPE OF THE SFB 1120
As an outlook as part of the SFB 1120, in future works different designs for the objective functions will be used, to
reach for the goal of minimal warpage. They will be investigated in regard to effectiveness but also robustness. As
pointed out earlier, also different time steps during the injection moulding cycle will be tested as input for thermal
optimisation. Possibly, this will also lead to a time changeable solution.
For a second step, focus will be put on the actual design of the tempering system. Here, in particular other research
groups of the SFB will influence the possible solutions. Therefore, different possibilities to control the heat flux from
mould steel to the cooling fluid will be implemented into the methodology. Also new technological approaches like
a highly segmented mould temperature control system or coating onto the mould with reduced or increased thermal
conductivity will be investigated.
5 CONCLUSIONS
In this paper a methodology for an automated thermal mould design for injection moulds based on objective effi-
ciency and quality functions is proposed.
The methodology is founded on an integrated simulation chain combining injection moulding software with multi-
physics software. With this approach it is generally possible to consider fully implemented pvT-data and implement
shrinkage along cooling whith widely used models. By modeling an inverse heat conduction problem, a solution for
this plastics specific behaviour can me modelled. First results show a promising and reasonable outlook. But still it
must be proved, if the solution can be build into a reasonable tempering system and which alterations must be done
to match the solution.
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Abstract. The FFT-based homogenization method of Moulinec and Suquet [1] handles large voxelated microstruc-
tures with comparatively low computational times and has been successfully applied to large deformation problems
[3, 4, 5]. Unfortunately, for materials with large contrast the method becomes numerically unstable. To overcome
this problem we have introduced a finite difference discretization on a staggered grid, together with FFT-based
solvers [6]. This article is devoted to the extension of the staggered grid discretization to large deformations.
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1 INTRODUCTION
Over the last decades the resolution and quality of micro x-ray computed tomography (CT) images has been steadily
improving. Today, CT-devices have a maximum resolution below one µm and produce 3D images of up to 40963
voxels. Due to the high resolution of the CT images the resulting numerical homogenization algorithms face severe
challenges and are highly demanding w.r.t. the solution of such problems with conventional FEM [8]. These diffi-
culties are commonly overcome by working with conventional FEM on a variety of smaller subsamples of moderate
size. This, however, might not capture all heterogeneities contained in the original image.
In contrast, the numerical method of Moulinec-Suquet [1, 2] handles large voxelated microstructures with com-
paratively low computational times by operating on the voxels of the CT image directly: the set of unknowns is
formed by the strains, one for each voxel in the CT image. The solution of the linear algebraic system relies upon
a Lippmann-Schwinger fixed point formulation, which works in place by use of the fast Fourier transform (FFT)
and therefore requires only a minimal amount of memory. Furthermore, it treats arbitrary heterogeneity and degree
of compressibility in the materials, and the number of iterations depends only on the material’s contrast, i.e. the
maximum of the quotient of the largest and the smallest eigenvalue of the elastic tensor field.
The method of Moulinec and Suquet also has been successfully applied to large deformation problems [3, 4, 5].
Unfortunately, it becomes numerically unstable for materials with large contrast due to an ill-conditioning of the
system’s matrix that is associated to the global Fourier ansatz functions. For our problem at hand, this can be fixed
by introducing a very soft material into the voids. In practice however, the choice of the softness is delicate and the
convergence of the effective elastic moduli w.r.t. the artificial softness in the pore can be very slow.
To overcome this problem we have introduced a finite difference discretization on a staggered grid, together with
FFT-based solvers in [6]. The staggered grid discretization works on a regular grid and admits an efficient imple-
mentation due to the small finite difference stencil. The solutions are devoid of the spurious oscillations present for
Moulinec-Suquet’s discretization, and the staggered grid approach handles incompressible and porous microstruc-
tures and materials with defects easily. An efficient implementation of our nonlinear solver for small deformations
also requires only 1/2 of the memory of the original method [2].
This article is devoted to the extension of the staggered grid discretization to large deformations where we can even
reduce the required memory to 1/3 compared to [3, 4]. In particular the methods found in [5, 6] are combined and
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evaluated for the homogenization of a porous microstructure, as already considered in [6] for the linear elastic case.
2 HOMOGENIZATION AT FINITE STRAINS
Let Y = [0, L1]× . . .× [0, Ld] (d = 2, 3) be a unit cell with dimensions L1, . . . , Ld and let K materials with stored
energy functions Wk (k = 1, . . . ,K) be given, occupying the subsets Ωk (k = 1, . . . ,K). According to Hill [7]
and in a purely Lagrangean setting, the effective hyperelastic response W eff to the prescribed deformation gradient
F¯ agrees with the solution to the minimization problem
W eff (F¯ ) = inf
{
1
|Y |
∫
Y
W (X, F¯ +∇u) dX | u : Y → Rd is Y -periodic
}
, F¯ ∈ Rd×d, (1)
where W (X,F ) =
∑K
k=1 χΩk(X)Wk(F ) and χS denotes the characteristic function of a set S. The formal Euler-
Lagrange equation associated to the homogenization problem (1) reads
Div(P ) = 0, (2)
where P = ∂W∂F denotes the 1st Piola-Kirchhoff tensor, and Div refers to the (weak) right divergence, i.e. the
component form of (2) becomes ∂jPij = 0. The existence of solutions to the problem (1) depends crucially on the
constitutive laws of the stored energy functions Wk. For instance, realistic energy densities W satisfy the material
non-interpenetrability condition W (F )→∞ as detF → 0+, whereas W (F ) <∞ for detF > 0.
3 LIPPMANN-SCHWINGER REFORMULATION AND DISCRETIZATION
Following [5], we recall the Lippmann-Schwinger reformulation of the equilibrium equation (2) in weak form∫
Y
P (X,F ) : ∇v(X) dX = 0, F ≡ F¯ +∇u, (3)
for all periodic v : Y → Rd and introduce a reference 4-tensor C0 satisfying the coercivity condition
G : C0 : G ≥ c ‖G‖2 (4)
for some positive constant c independent of G ∈ Rd×d. C0 is devoid of any physical meaning, and only serves as a
numerical parameter later on. In practice, it is often sufficient to choose C0 as a multiple of the identity tensor. By
adding a zero and regrouping, the equilibrium equation (3) is transformed into∫
Y
∇u : C0 : ∇v(X) dX = −
∫
Y
[
P (X,F )− C0 : F ] : ∇v(X) dX, (5)
which is nothing but the weak form of the vector potential equation
Div
[
C0 : ∇u] = −Div [P (·, F )− C0 : F ] .
By applying the fundamental solution G0 to the operator u 7→ Div [C0 : ∇u], which exists by the coercivity as-
sumption (4), the transformed equilibrium equation (5) becomes
u = −G0Div [P (·, F )− C0 : F ] .
Differentiation and the addition of F¯ leads to the Lippmann-Schwinger equation for elasticity at finite strains [3, 5]
F + Γ0 :
[
P (·, F )− C0 : F ] = F¯ , Γ0 = ∇G0Div,
an integral equation of the second kind for the total deformation gradient field. FFT-based homogenization is based
on the observation that — due to the periodic boundary conditions — the fields u and F can be expressed as Fourier
series, and the operators G0 and Γ0 have a block-wise diagonal expression in Fourier space. The basic algorithm is
summarized in Algorithm 1, where the choice of C0 determines the convergence speed and for practical purposes
multiple load steps need to be used, cf. [5].
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Algorithm 1 Basic scheme [2]
1: F ← F¯ . Initialize the strain with the macroscopic strain
2: repeat
3: F ← P (F )−C0 : F . Compute the stress polarization in place
4: F ← FFT(F ) . Fast Fourier transform
5: F ← −Γ̂0 : F, F (0) = F¯ . Apply the Γ0 operator in Fourier space
6: F ← FFT−1(F ) . Inverse Fast Fourier Transform
7: until Convergence
8: return F
3.1 Moulinec-Suquet discretization
For any Rd×d-valued field τ : Y 7→ Rd×d we have the following Fourier representation of the Γ0-operator [5]
Γ̂0 : τ(ξ) =
{
τˆ(ξ)ξ⊗ξ
2µ0|ξ|2 , ξ 6= 0,
0, ξ = 0,
(6)
if C0 = 2µ0I and hats indicate Fourier coefficients. Moulinec-Suquet [1, 2] made use of this Fourier representation
and exploited the benefit of Fourier polynomials as ansatz functions to derive an efficient algorithm, crucially relying
upon the speed of current implementations of the fast Fourier transform (FFT) like FFTW1, which also supports
OpenMP and MPI based parallel processing.
3.2 Staggered grid discretization
By contrast our staggered grid discretization [6] uses the finite forward- and backward difference operators
D±j φ[I] = ±
φ[I ± ej ]− φ[I]
hj
, hj =
Lj
Nj
, I ∈ VN .
on a scalar discrete field φ : VN → R, VN = Z/N1Z×· · ·×Z/NdZ. For d = 3 this leads to the discrete operators
∇u =
 D+1 u1 D−2 u1 D−3 u1D−1 u2 D+2 u2 D−3 u2
D−1 u3 D
−
2 u3 D
+
3 u3
 and Divσ =
 D−1 σ11 +D+2 σ21 +D+3 σ31D+1 σ12 +D−2 σ22 +D+3 σ32
D+1 σ13 +D
+
2 σ23 +D
−
3 σ33

associated to a periodic displacement field u = (u1, u2, ud) : VN → R3 and strain field σ : VN → R3×3. Moreover,
for C0 = 2µ0I, the Fourier representation formula for the G0-operator reads
Ĝ0f(ξ) =
{
fˆ(ξ)
2µ0(k+(ξ)·k−(ξ)) , ξ 6= 0,
0, ξ = 0,
with k±j (ξ) = ±
1
hj
[
exp
(
±i2piξj
Nj
)
− 1
]
.
4 REPRESENTATIVE NUMERICAL EXAMPLE
In this section we give an example of the difficulties of Moulinec-Suquet’s discretization in dealing with porous
three-dimensionsal elastic structures. More precisely, we consider a 503 voxel model of Kelvin’s foam structure
(4.6% aluminum foam) as shown in Figure 1(a), generated with GeoDict2. We used the elastic constants E =
70MPa and ν = 0.34 for the aluminum foam and varied the elastic modulus (i.e. the artificial softness) of the
matrix material Em, while the Young’s modulus of the matrix material was fixed to νm = 0.34. Both materials
are assumed to follow the hyperelastic strain energy density function of an isotropic compressible neo-Hookean
material
W (F ) =
µ
2
(tr(FTF )− 3)− µ ln J + λ
2
(ln J)2
with J = det(F ). For the prescribed deformation gradient F¯k = [1, 0, 0; 0, 1, 0; 0, 0, 1]+ kN [0.1, 0.1, 0; 0, 0, 0; 0, 0, 0]
(k = 0, . . . N ) the evolution of the mean 1st Piola-Kirchhoff stress in ex-direction 〈Pk〉11 is plotted in Figure 1(b)
whereas the required number of iterations for the staggered grid and for the Moulinec-Suquet discretization is shown
in Figure 1(c). The results were obtained using the more advanced CG-based Newton-Raphson solver [5] with con-
vergence criterion ‖〈Pk〉 − 〈Pk−2〉‖F < 10−3‖〈Pk〉‖F for the inner and outer loop in each load step. For a matrix
1http://www.fftw.org/
2http://www.geodict.com/
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Figure 1: (a) A unit cell of Kelvin’s foam structure (top) and a periodic unit cell (bottom). (b) Mean 1st PK stress in ex-direction
〈P11〉 of the structure during load steps with different elastic moduli of the matrix material Em (in MPa) using the staggered
grid (solid lines) and Moulinec-Suquet’s discretization (dashed lines). (c) Total number of required iterations for all load steps.
softness Em ≥ 10−1MPa the staggered grid and Moulinec-Suquet’s discretization behave almost identical w.r.t.
the calculated effective properties as well as the required number of iterations (Figure 1(b) and (c)). While 〈P11〉
computed with the staggered grid discretization converges from above for Em → 0MPa towards the curve for
Em = 0MPa, Moulinec-Suquet’s discretization underestimates the solution increasingly with the contrast. For a
matrix softnessEm < 10−3MPa Moulinec-Suquet’s discretization even fails to reach the required tolerance at some
point. More importantly for Em = 10−3MPa Moulinec-Suquet’s discretization indicates a converged result, but
the results differ strongly from those of the staggered grid discretization for which the results for Em = 10−3MPa
are already almost identical to the case Em = 0MPa. Indeed, whether the matrix material is 3 or 4 orders of
magnitude softer than the solid material should not influence the resulting effective elastic properties significantly.
Consequently, Moulinec-Suquet’s discretization does not produce reliable results for the considered microstructure.
5 CONCLUSIONS
The extension of the staggered grid discretization [6] to problems at finite strain hyperelasticity leads to a powerful
solver for micromechanics. Our proposed scheme applies to sophisticated problems involving infinite contrast, for
instance porous materials, where the classical FFT-based method of Moulinec-Suquet leads to erroneous results.
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Abstract. Nonlinear wave propagation in biomembranes is studied. The analysis is based on the improved
Heimburg and Jackson (HJ) model that was recently derived by Engelbrecht et al (2015). Analytical and numerical
results are compared with the original HJ model and the effect of the additional dispersion parameter is discussed
and the advantages of the novel model are outlined.
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1 INTRODUCTION
Traditionally the nerve function has been attributed to the electrical pulse propagation along the nerve fibre and is
described by the widely accepted Hodgkin-Huxley (HH) model [1]. The HH model is actually based on the telegraph
equation where the inductivity is neglected. Such a model is able to describe several important and experimentally
checked properties, like a typical asymmetric pulse with an overshoot, the existence of a threshold for an excitation
for triggering the pulse (the all-or-none phenomenon), the refraction length, and the annihilation of pulses at the
head-on collision.
There is however a number of phenomena that is not described by the HH model. It has been shown experimentally
by Iwasa et al. [2] and Tasaki [3] that the propagation of the nerve pulse is accompanied by the mechanical swelling
of the nerve fibre and with reversible heat exchange. That means that there is also a mechanical wave associated
with the nerve pulse. Recently the effect was demonstrated for the lobster neuron [4].
To overcome this problem Heimburg and Jackson (HJ) [5] have proposed a Boussinesq-type equation describing
the nonlinear wave propagation along the cylindrical biomembrane. Their model is based on regular wave equation
where velocity c is determined by c2 = c20 + pu + qu
2. Here c0 is the velocity of low amplitude sound and p and
q are determined from the experiments and u = ∆ρA is the density change. Also a fourth order ad hoc dispersive
term −huxxxx was added in order to account for the dispersion. Their governing equation then reads
utt =
[(
c20 + pu+ qu
2
)
ux
]
x
− huxxxx. (1)
This model was recently enhanced by Engelbrecht et al. [6] from the viewpoint of solid mechanics. It is well known
that the presence of only fourth order spatial derivatives can lead to instabilities (see Maugin [7] for example)
and infinite propagation velocities for higher harmonics in case of anomalous dispersion. This can be avoided by
including a fourth order mixed derivative into Eq. (1) (see [8] and reference therein). From the viewpoint of solid
mechanics this new term accounts for inertia of the microstructure. The modified HJ model then reads [6]
utt =
[(
c20 + pu+ qu
2
)
ux
]
x
− h1uxxxx + h2uxxtt, (2)
where h1 = h and h2 is a new dispersion constant.
Equations (1) and (2) are of the Boussinesq-type with unusual terms of nonlinearity and are therefore also interesting
from the mathematical viewpoint. The nonlinearity in terms of plain u is uncommon in Boussinesq-type equations
although mathematically nothing prevents it. It can be shown that such a nonlinearity can be achieved with La-
grangian formalism by using nonlinear terms containing u · u2x and u2 · u2x with coefficients p and q, respectively
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in the expression for potential energy. It should be emphasised that the unusual nonlinear terms in Eq. (1) were
introduced on the basis of experimental results by Heimburg and Jackson [5]. We also note that the parameters used
in this article were taken from a wide possible range and not derived from a certain experiment. This allows us to
demonstrate the interesting and rich behaviour of solutions of Eq. (2). Here we explicitly focus on the role of the
additional dispersion parameter h2. The effect of the other parameters in Eq. (2) has been studied in [9] and [10].
2 MATHEMATICAL MODEL AND DISPERSION
The dimensionless form of Eq. (2) is
UTT = (1 + PU +QU
2)UXX + (P + 2QU)U
2
X −H1UXXXX +H2UXXTT , (3)
where X = x/l, T = c0t/l, U = u/ρ0 and P = pρ0/c20, Q = qρ
2
0/c
2
0, H1 = h1/(c
2
0l
2) and H2 = h2/l2. Here l is
a certain length and ρ0 is the lateral equilibrium density.
It is easy to show that the analytical solution of Eq. (3) is (cf. [11])
u(ξ) =
6(β2 − 1)
P (1 +
√
1 + 6Q(β2 − 1)/P 2 cosh(ξ√(1 − β2)/(H1 −H2β2)) , (4)
where ξ = X − βT and β is the velocity of the solitary wave. We also note that if H2 = 0 the Eq. (4) reduces to
the solution of Eq. (1) which can be found in [12].
Figure 1: Dispersion curves for Eq. (3) in case of normal (left figure) and anomalous dispersion (right figure). In the
left figure H1 = 0.81 and H2 = 1 (dashed line), H1 = 0.32 and H2 = 0.4 (dotted line), H1 = 0.81 and H2 = 0.1
(solid line). In the right figure H1 = 1.21 and H2 = 1 (dashed line), H1 = 0.48 and H2 = 0.44 (dotted line),
H1 = 0.18 and H2 = 0.15 (solid line).
Figure 2: Soliton profiles for P = −16.6, Q = 79.5, H1 = 2 and H2 = 1.9. β = 0.83 in the left and β = 0.93 in
the middle. In the right figure P = −0.21, Q = 0.0043, H1 = 72.14, H2 = 10 and β = 0.89. Solid lines represent
a solution for Eq. (2) and dashed lines - for Eq. (1).
The phase speed curves for Eq. (3) are depicted in Figure 1. The dispersion type depends on the ratio of the
dispersion constants: if H1/H2 < 1 then dispersion type is normal, if H1/H2 > 1 then we have anomalous
dispersion and the asymptotic velocity in both cases is equal to c1 = (H1/H2)−1/2, which is a clear advantage of
Eq. (2) over Eq. (1) as HJ model allows infinite velocities for higher harmonics. When H1 = H2 then there is
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no dispersion and all the harmonics travel at same velocity. It is also clear that the slope of the phase speed curve
depends on the second dispersion parameter H2 [10].
The effect of the dispersion parameter H2 on the analytical solution is demonstrated in Figure 2 where it can be
seen that in case of anomalous dispersion the second dispersion parameterH2 has a clear effect on the soliton width.
Moreover, the soliton width is retained in case of improved model (2) when the speed of the soliton is changed.
When the parameter H2 approaches zero, then the soliton profiles of the original and improved HJ model become
similar.
3 NUMERICAL SIMULATION
3.1 Numerical scheme, initial and boundary conditions
Equation (3) is solved by using the Discrete Fourier Transform (DFT) based pseudospectral method (PSM). To
that end the governing equation needs to be in a specific form with only time derivatives in the right hand side
and only spatial derivatives in the left hand side of the equation which is not the case with Eq. (3) where a mixed
partial derivative is present. For circumventing that, a new variable is introduced and the variable U and its spatial
derivatives can be expressed in terms of the variable Φ:
Φ = U −H2UXX , U = F−1
[
F(Φ)
1 +H2k2
]
,
∂mU
∂Xm
= F−1
[
(ik)mF(Φ)
1 +H2k2
]
. (5)
In expressions (5) F−1 denotes the inverse Fourier transform and F - the Fourier transform. Equation (3) is now
rewritten in terms of the variable Φ as
ΦTT = (1 + PU +QU
2)UXX + (P + 2QU) (UX)
2 −H1UXXXX . (6)
This equation can be easily solved by making use of the PSM after reducing it to a system of two first-order differ-
ential equations (see [13] for details).
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Figure 3: Wave profiles for P = −0.21, Q = 0.0043, H1 = 72.14 and H2 = 10.
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A bell-shaped pulse U(X, 0) = A0 · sech2 (B0 ·X) is used as an initial condition. Initial velocity of the pulse is
taken to be zero in which case the pulse splits into two bell-shaped pulses with half of the initial amplitude and
propagating in opposite directions. Further on we take B0 = 1/512 (the width parameter of the sech2-type initial
pulse), A0 = 2 (the amplitude of the initial pulse) and the spatial length is 8192pi. The number of grid points in
space is n = 212. The governing equations are solved and results presented in the dimensionless form. Periodical
boundary conditions are used.
3.2 Numerical results
The numerical solution of Eq. (3) is plotted in Figure 3 where it can be seen that the train of solitons will emerge in
case of chosen parameters in case of the initial sech2-type pulse. Three types of solutions are represented in Figure
3: H2 = 0 which corresponds to the original HJ model (1), H2 = 1.0 and H2 = 10. It can be seen that in case
of H2 = 10 the solitary train travels slightly faster than in case of H2 = 1.0 or H2 = 0. The effect is quite subtle
for the main pulse (see Figure 3 middle plot) and relatively large for the smaller amplitude pulses. In fact it appears
from Figure 3 that the speed increases linearly with the decreasing amplitude.
4 CONCLUSIONS
The improved HJ model was introduced by Engelbrecht et al. from the viewpoint of solid mechanics. Dispersion
analysis has shown that addition of fourth order mixed derivatives will make the propagation speed finite for all
the harmonics which is crucial for the physically sound model. Here we have shown additional advantages of the
dispersion parameter H2. Most importantly the additional dispersion parameter can be used in order to get more
localised pulses at all propagation speeds. As noted in earlier publications the true meaning of all the dispersion
parameters is still an open question, which has to be answered. Numerical modelling described above gives more
information about the process and may help to clarify the role of first principles for deriving the governing equations
for biomembranes.
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Abstract.   This paper introduces a simplified way to determine the shakedown load multiplier of bounded linearly 
kinematic hardening structures. The simplification is based on the shakedown solution for elastic-perfectly plastic 
structures. The numerical results show that the simplified way gives good results, compared to results from upper 
bound shakedown algorithm for bounded linearly kinematic hardening structures. 
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1 INTRODUCTION 
Shakedown theory and application have been developed for bounded linearly kinematic hardening structures, see 
[1-3], upper and lower bound approach have been used in [5] and [6], respectively. FEM-based shakedown dual 
algorithm for elastic perfectly plastic structures has been developed by [4] and this method can be also be used for 
hardening structures with respective modifications. Theoretically, the simplified theorem was proved in [3], and in 
this paper, we confirm it by FEM-based shakedown dual algorithms and numerical validation. 
2 BOUNDED LINEARLY KINEMATIC HARDENING PLASTICITY 
Bounded hardening can be modelled by the two-surface model of plasticity, figure 1. The first surface is the initial 
yield surface, 
yf , defined by the yield stress y . The second surface is the bounding surface uf , defined by the 
ultimate strength 
u . Bounded kinematic hardening means that the initial yield surface can translate linearly inside 
the bounding surface. The bounded translation is expressed by the back-stress surface 
bf , defined by  u y  . 
 
Figure 1: A two-surface model for bounded kinematic hardening.  
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for von Mises criterion, the definition and corresponding dissipation function of initial yield surface, bounding 
surface, back stress surface, subsequent yield surface are described as follows: 
The initial yield surface  
3
2
: 0D Dy yf   σ σ                                   (1a) 
  23: :
p p p p p
y yD  ε σ ε ε ε                                  (1b) 
The bounding surface  
3
2
: 0D Du uf   σ σ                                     (2a) 
  23: :
p p p p p
u u u u u uD  ε σ ε ε ε                                    (2b) 
The back stress surface  
 32 : 0b u yf     π π .                                   (3a) 
      23: :
p p D p p p
b u yD        ε σ π ε ε ε                    (3b) 
The subsequent yield surface or translated surface  
   32 : 0
D D
yf     σ π σ π                      (4a) 
    23: :
p p D p p p
yD      ε σ π ε ε ε                          (4b) 
where σ  and Dσ  are the stress tensor satisfying yield condition and its deviatoric part, π  is the back stress, pε  is 
the total plastic strain rate, which is composed of two components as in Equation (5) 
p p p
u  ε ε ε         (5) 
where p
uε  involves ratchetting, and 
p
ε  involves low cycle fatigue (LCF). There are three possibilities: 
(1)  and  p pu  ε 0 ε 0 then alternating plasticity occurs, (2)   and 
p p
u  ε 0 ε 0  then incremental plasticity occurs, 
and (3)  and 
p p
u  ε 0 ε 0  then both alternating and incremental plasticity occur. We can link these three 
possibilities to figure 1, the first possibility is corresponding to the case that the translated surface is fixed to 
bounding surface, the second possibility links to the case that the translated surface is below bounding surface, and 
the last possibility links to the case that the translated surface moves on the bounding surface. 
3 UPPER BOUND SHAKEDOWN SOLUTION 
Based on Koiter’s upper bound theorem, the shakedown limit load multiplier sd

is the solution of the following 
constraint nonlinear programming problem 
 
 
0
0
min ;                                     (a)
                                                    (b)
tr 0                                                       (
s.t.:
p
T
p p
sd
V
T
p p
p
D dVdt
dt
  
 

 

ε
ε
ε ε
ε
     
 
1
2
0
c)
       in           (d)
                                        on           (e)
, : 1                                    (g)
Tp
u
T
E p
V
V
V
t dVdt






      

  

 


 
ε u u
u 0
σ x ε
 
 
 
 
 
 
 
(6) 
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In the above problem, constraint (6b) is a definition, constraint (6c) is the incompressibility condition, (6d, e) are 
compatibility conditions, (6g) is the normalization condition, where pε  is the plastic strain accumulation, if 
p ε 0  then alternating plasticity occurs,   u is gradient operator of increment residual displacement,  ,E tσ x
is the fictitious elastic stress tensor,  p pD ε  is the plastic dissipation function, which is calculated as follows 
For elastic perfectly plastic structures 
   2 23 2
p p p p
y vD k J ε ε ε                                           (7) 
For bounded linearly kinematic hardening structures  
   2 23 3
0 0
T T
p p p p
y u y
V V V
D dVdt dVdt dV         ε ε ε                      (8) 
Details of the FEM-based algorithm of problem (6) for elastic perfectly plastic structures can be found in [4]. The 
extension to bounded linearly kinematic hardening structures can be found in [5]. 
 
4 A SIMPLIFICATION 
As mention in the equation (5), the plastic strain history pε  can be separated into two components, p p pu  ε ε ε , 
and we can calculate the low cycle fatigue limit and the ratchetting limit separately. This method is called separated 
shakedown method, and the shakedown load multiplier is defined as: 
 min ,sd L R
         (9) 
where L  is bound of low cycle fatigue, calculated as in equation (10) with the note 
0
T
p pdt   ε ε 0 , and R  is 
bound of ratchetting, calculated as in equation (11) 
 
 
0
0
min
, :
T
p p
V
T
E p
V
D dVdt
L
t dVdt
 


 
 
ε
σ x ε
      (10) 
 
 
0
0
min
, :
T
p p
u u
V
T
E p
u
V
D dVdt
R
t dVdt

 
 
ε
σ x ε
     (11) 
The hardening does not affect to alternating plasticity, or in the other words, there is only benefit of hardening if the 
structure collapses in ratcheting mode. We can calculate LCF limit via equations (6) and (7) with yield stress y  
and calculate the ratcheting limit via equations (6) and (7) with replacing the yield stress y by the ultimate strength
u . This simplification has been proved in [3]. 
5 VALIDATIONS 
In this section, we do a shakedown analysis for the steel hollow section bar subjected to tension force N , and 
torsion moment M . Both loads are cyclic, vary within the domain:    0,  1 ,  0,  1N M  . The material properties 
of the bar is: Young’s modulus 5 22.07 10  N/mmE   , yield stress 2485 N/mmy  , ultimate strength 
2631 N/mmu  , 1.3u y   , Poisson’s ratio 0.3  . This structure is shown in figure 2 and its FE mesh is 
shown in figure 3. Only the critical part of the structure is modelled by 20-node-3D elements for simplification. 
This does not affect the results. 
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Figure 2. Tension torsion steel bar with hollow section Figure 3: FE Mesh 
Shakedown load multipliers in table 1 are normalized by analytical solutions of pure tension 
0 15.602 kNN   and 
pure torsion 
0 29401.56 NmmM   
Table 1: Results of shakedown analysis of tension-torsion bar with hardening effect. 
Load domain Shakedown load multiplier 
Failure mode 
Tension Torsion 
Perfectly plastic 
material [4] 
Hardening 
material [5] 
with y  with u  1.3u y  
  
0.0N0 1.0M0 0.7551 0.7551 0.7556 Low Cycle Fatigue 
0.2N0 1.0M0 0.7554 0.7554 0.7556 Low Cycle Fatigue 
0.4N0 1.0M0 0.7553 0.7553 0.7556 Low Cycle Fatigue 
0.6N0 1.0M0 0.7551 0.7551 0.7556 Low Cycle Fatigue 
0.8N0 1.0M0 0.7550 0.7550 0.7556 Low Cycle Fatigue 
1.0N0 1.0M0 0.7077 0.7553 0.7557 Both 
1.0N0 0.8M0 0.7828 0.9487 0.9491 Ratcheting 
1.0N0 0.6M0 0.8600 1.0699 1.0703 Ratcheting 
1.0N0 0.4M0 0.9309 1.1845 1.1848 Ratcheting 
1.0N0 0.2M0 0.9826 1.2701 1.2702 Ratcheting 
1.0N0 0.0M0 1.0018 1.3022 1.3023 Ratcheting 
 
6 CONCLUSIONS 
 
The hardening does not affect the alternating plasticity limit. FEM-based shakedown dual algorithm for elastic-
perfectly plastic structures can also be used for hardening structures with respective modifications, but more labor. 
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Abstract. The objective of this study is to develop a finite element model of active human skeletal muscle. The 
skeletal muscles are modeled by combination of solid tetrahedral elements and line beam elements. In order to 
mimic the passive properties of the skeletal muscle, an Ogden material model is implemented into solid 
tetrahedral elements. To simulate the active behavior of the these muscles,  a Hill-type muscle model for the line 
beam elements is implemented.The effects of these active muscles during vehicle-pedestrian collision were 
analyzed. 
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1 INTRODUCTION 
Until today, many efforts have been conducted by researchers and automotive industries around the world in order 
to reduce the number of car-pedestrian collision. Although, the number of collision between vehicle and 
pedestrian can be reduced, this kind of accident cannot be eliminated. Because of that, the research in this field 
has been focused on reducing the injuries severity of pedestrians. 
To understand how specific vehicle designs affects injury type, injury mechanism, source and severity of the 
pedestrian,  three paths of analysis are possible: experimental tests with post mortem human surrogates (PMHS) or 
crash dummies,  computational simulations with mathematical models of the vehicles and pedestrians, or 
retrospective examinations of crash, vehicle and pedestrian parameters from crash database.[1] 
Several researchers has published their works in order to analyze the injury as well as the mechanisms and 
kinematics of pedestrian when under collision with the vehicle. They have done their research with  cadavers as 
pedestrians model, and others  have done by using simulations method either using multibody dynamics or finite 
element method. But, the effects of muscles contraction into pedestrian injuries and pedestrian kinematics during 
collision with a vehicle still remains unclear.  
The objective of this study is to develop a finite element model of active human skeletal muscle, which  can 
mimic the contraction behavior of the skeletal muscle in order to get better biofidelic properties of human FE 
Model. The active 3D muscle model will be combined together with THUMS  from Toyota in order to develop a 
pedestrian finite element model with 3D active and passive muscles properties. 
2 RESEARCH METHODOLOGY 
2.1 Hill’s Three Element Models 
The development of muscles Finite Element model on this research were based on Hill’s three element model of 
muscle. The Hill’s three element model of muscle is originated from the Hill’s work [2]. Hill’s model is the basis 
 
2 I P.A Putra etal. | Young Investigators Conference 2015 
 
for most of currently used muscle models and his model is composed of three elements : The Contractile Element 
(CE), The Series Elastic Element (SEE) and The Parallel Element (PE). 
2.2 Architectural Properties of Muscles 
Skeletal muscle architecture is defined as the arrangement of muscle fibers in a muscle  and can predicts muscle  
functional capacity  [3-5]. The physiological and mechanical functions of muscle  are characterized by associated 
architectural  parameters,  such as thickness, fascicle length, pennation angle and physiological cross-sectional 
area [6].  The architectural properties of skeletal muscle  which have been used in this research were based some 
measurenment on the cadavers which have been published by several authors [7-13]. 
2.3 FE Model Development Process of Skeletal Muscle 
In order to develop the finite element model of skeletal muscle with its active and passive properties, there were 
three process that has been conducted. The first step was to find the correct geometrical data of muscles. The 
geometrical data of muscles which is used in this research were downloaded from Body Parts3D projects.  
BodyParts3D is a dictionary-type database for anatomy in which anatomical concepts are represented by 3D 
structure data that specify corresponding segments of a 3D whole-body model for an adult human male [14]. 
The next process was the development of finite element model. The meshing process was conducted by using 
Hypermesh preprocessor. Firstly, the model was meshed by automatic feature for 2D shell mesh with triangle 
elements. The size of this triangle elements was set equal to 5.0 following the criteria by Burkhart et all [15]. After 
successfully meshing with this feature, the shell 2D elements were converted into 3D solid tetrahedral elements. 
After this process, the 1D elements was made manually in the surface of the model. After finishing with this 
process, the next process was deleting shell elements. The final model has 2 types of elements, the solid 
tetrahedral elements and the beam 1D elements. The orientation of 1D elements that will act as the fibers of the 
muscle were set as same as possible with the fibers orientation of the real human muscles. For the material model, 
these muscle model was developed by a combination of 1D elements and 3D solid tetahedral elements. In order to 
simulate the passive behaviour of the muscle, the solid tetrahedral elements were modeled by using Ogden 
material model (LS Dyna Material model number MAT_181- SIMPLIFIED_RUBBER/FOAM) and the 1D 
elements were used to simulate the active behaviour of  the muscle. Material number 156 based on Hill’s Muscle 
(MAT_156_MUSCLE) model was applied in this 1D beam element. Modeling the active muscle by the 
combination of 3D element and 1D element have been published also by Iwamoto et al [16] and Hedenstierna et al 
[17]. The last step of this development process was the insertion of the several important skeletal muscles into 
THUMS version 4.0 model. This insertion was made by sharing nodes and elements between the muscles model 
and the bones. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: 1.a Combination solid and line element, 1.b. Muscles insertion into THUMS model, 1.c Simple biceps 
simulation 
2.4 Simple Biceps Simulation Set Up 
In order to understand the characteristics of the active muscle model which have been developed, the simple 
biceps simulations were conducted. The simple biceps was fixed in the both of its end (to mimic isometric 
contraction). Then, this model was put on the top of the rigid plate. This muscle then was impacted by the rigid 
ball impactor which had mass equal to 100 gram with impact velocity equal to 10 km/h. 
2.5 Crash Simulation Set Up 
The crash simulations between the vehicle FE model with THUMS that has active muscles was also conducted in 
order to know the contraction effects of these active muscles. 
1.a 
1.c. 
1.b 
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2.5.1 Vehicle Finite Element Model 
Vehicle Finite element model that was used in this research was developed by National Crash Analysis Center 
(NCAC) of The George Washington University. This model are available online and can be dowlnoaded for free. 
In this research Pick Up Truck Chevrolet C2500 1994 was choosed as the vehicle model. In order to reduce time 
calculation, the reduced version (10500 elements) was used in the simulation. 
2.5.2 Total Human Model for Safety (THUMS) Academic Version 4.0 
The Finite Element Model of Pedestrian that was used in this research is called Total Human Model For Safety 
(THUMS). The THUMS was developed  by  Toyota Motor Corporation and Toyota Central Research and 
Development Labs Inc, for simulating crash-induced injuries. In this research the American 50 percentile THUMS 
with a heigth of 175 cm and a weigth of 77 kg was used. The total number of element is approximately 2 millions  
(18). 
2.5.3 Vehicle-Pedestrian Simulation Set Up 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: 2.a Pick Up FE model and THUMS FE model, 2.b Vehicle-pedestrian simulation set up 
3 RESULTS 
3.1 Simple Biceps Isometric Simulation and Kinematics 
 
 
 
 
 
 
 
 
 
 
Figure 3: 3.a Kinematics of simple biceps simulation, 3.b Stiffness variation based on activation 
The most important properties while modeling the active muscle is the stiffness-change. When the muscle 
contracts it should have higher stiffness than  in normal condition. From Fig 3 above it can be seen that the 
stiffness variation of simple muscle model in isometric contraction is based on different activations. This stiffness 
value was calculated when the muscle got its maximum displacement. It was found that the stiffness of the muscle 
increased when the activation level was also increased. 
 
3.2 Vehicle-pedestrian leg simualtion results  
The results of the simulation can be seen in the figure 4. In that figure, the effective stress distribution of the 
Femur is given. When the femur is hit by vehicle without active muscles, the maximum stress of the femur was 
equal to 192.535 MPa. But, when all of the muscles in Femur and Tibia were activated with 10 percent activation, 
the maximum effective stress was equal to 178.43 MPa. From the results above, it can be concluded that the active 
muscles contraction has effects to the pedestrian injury in this case the effective stress in the femur was  
decreasing when the muscles contracted. 
2.a 
2.b 
3.a 
3.b 
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Figure 4: Comparison of Stress in Femur 
 
4 CONCLUSIONS 
The 3D Finite Element Model of Active muscles with real 3D geometries that can mimic the contraction 
behaviour of human muscles has been successfully developed. From the vehicle- pedestrian leg simulation it can 
be concluded that the active muscles contraction can reduce the injury of the pedestrian. 
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Abstract. Preliminary results from an innovative adaptive-grid scheme for compressible inviscid flows, which auto-
matically guarantees the solution to be conservative, are presented. Thanks to a fictitious sequence of collapse and
expansion operations, local modifications due to mesh adaptation including connectivity changes are interpreted
as continuous deformation of the finite volumes that composed the computational domain. These deformations are
taken into account in a conservative way by adding additional fictitious fluxes to the Arbitrary-Lagrangian-Eulerian
(ALE) formulation of the governing equations. A three-dimensional simulation of a fixed wing is presented to assess
the correctness of the proposed approach.
Keywords: Mesh adaptation, finite volume, ALE formulation, Euler equations, DCGL, tetrahedral grids.
1 INTRODUCTION
In Computational Fluid Dynamics (CFD), mesh adaptations techniques are widely used to effectively deal with the
simultaneous presence of phenomena characterized by different spatial scales and with arbitrary large movements of
solid boundaries. Several techniques have been developed to refine the computational grid in the regions where an
higher accuracy is required and to enlarge grid cells where the solution is smoother. Classical re-meshing techniques
allow to insert and delete grid nodes, i.e. to modify the mesh topology or are based on overlapping grids [1, 2, 3, 4].
Both approaches require the interpolation of the solution over the new grid, which can undermine the conservative
properties and the accuracy of the time integration scheme.
The Arbitrary-Lagrangian-Eulerian (ALE) formulation allows to enforce the governing equations over moving and
deforming control volumes, independently from local fluid velocity [5]. This feature can be exploited to compute
the solution over a deforming grid with constant connectivity without any explicit interpolation over the new grid.
In such simulations, the additional constraint known as Discrete Geometric Conservation Law (DCGL) is generally
fulfilled to improve time accuracy and to guarantee the non-linear stability of the scheme [6].
Guardone and co-workers extended the ALE formulation of the finite-volume Euler equations to two-dimensional
adaptive grids in a way that automatically satisfies DCGL [7, 8]. Thanks to a sequence of fictitious local modi-
fications of the grids, connectivity changes are described as a three-steps sequence of continuous deformations of
the finite volumes that compose the computational domain. These deformations result in additional fictitious ALE
fluxes, which can be easily taken into account by standard ALE techniques, without requiring any explicit interpo-
lation of the solution over the new grid. Admittedly, the ALE mapping is indeed equivalent to an interpolation, but
it does not require a special treatment to guarantee the conservative property and accuracy of the scheme. In the
present work, the same approach is extended to three-dimensional tetrahedral grids.
A simulation of a fixed wing has been performed to preliminary assess the proposed approach, which has been im-
plemented in FlowMesh, an inviscid finite-volume solver under development at Aerospace Science and Technology
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of Politecnico di Milano [9]. To perform three-dimensional mesh adaptation, the re-mesher Mmg3d, developed at
INRIA-Bordeaux, has been linked to the solver [10].
2 COMPUTATIONAL METHOD
The Euler equations within the ALE framework for a control volume C moving at velocity v are
d
dt
∫
C
u dx+
∮
∂C
[f(u)− uv] · n ds = 0 , with f(u) =

 mm⊗m/ρ+ P (u)I3[
ET + P (u)
]
m/ρ

 (1)
where u = [ρ, m, ET ]T is the vector of conservative variables (density, momentum and total energy, respectively),
f is the flux function, n is the outward normal, P is the pressure and I3 is the 3× 3 identity matrix.
The computational domain Ω is split in Nm non-overlapping tetrahedra and an edge-based node centered finite-
volume discretization is applied to the governing equations (1). A detailed description of the discretization can be
found in [7]. Given a general approximation φ of the integrated numerical fluxes across the cell interfaces, and φ∂
for the ones across the boundary, the governing equations for each finite volume Ci of the set of nodes K read
d
dt
[Viui] =
∑
k∈Ki,6=
φ(ui, uk, νik,ηik) + φ
∂(ui, νi, ξi) , with Ki, 6= = {k ∈ K | ∂Ck ∩ ∂Ci 6= ∅} (2)
where ui is the average value of u over Ci, whose volume is denoted Vi. The metric quantities ηik , ξi, νik and νi
are, respectively, the integrated normals and the so-called interface velocities, defined as
ηik =
∫
∂Cik
ni , ξi =
∫
∂Ci,∂
ni , νik =
∫
∂Cik
v · ni , νi =
∫
∂Ci,∂
v · ni , (3)
where ∂Cik is the generic interface between the finite volumes Ci and Ck and it is associated to the grid edge eik
connecting nodes i and k. Similarly, the boundary interface ∂Ci,∂ is the portion of ∂Ci lying on the boundary ∂Ω
and it is associated to the boundary node. Obviously, if the node i does not lye on the boundary, it is null.
The same finite-volume discretization is applied to the GCL to obtain the DGCL. As in (2), the DGCL can be split
in two contributions pertaining to the domain and boundary interfaces:
dVi
dt
=
∮
∂Ci
v · ni split in : dVik
dt
=
∫
∂Cik
v · ni = νik and dVi,∂
dt
=
∫
∂Ci,∂
v · ni = νi . (4)
These relations allow to compute the interface velocities νik and νi for all edges and boundary nodes. In fact, the
volumes swept by the interfaces ∂Cik and ∂Ci,∂ during the time step (∆Vik and ∆Vi,∂ , respectively) can be easily
computed since the positions of the grid nodes at the beginning and at the end of the time step are known.
2.1 Volume swept by the interface for tetrahedral elements
This section shows how to compute the swept volume starting by the position of the grid nodes. First of all, it is to
be noticed that each elementm that shares the edge eik contributes to the interface ∂Cik with the elemental interface
∂Cmik . This elemental interface is composed by two triangles ∂Cmik,f relating to the different faces of the tetrahedron
m to which the edge eik belongs. The three nodes of the triangle are the barycenters of the element xm, of the edges
xe and of the face xf , as shown in Figure 1. According to this partition of the interface, also the integrated normals,
the interface velocities and the swept volumes are computed on each triangular portion ∂Cmik,f and then summed
together.
The contribution to the integrated normal ηik of the element m for the face f can be computed as the area of the
current triangular portion of the interface: ηmik,f = −1/2(xf−xm)×(xe−xm). Assuming now a constant velocity
of the grid points during the times step, the volume swept by this interface during the time step ∆tn = tn+1 − tn
can be computed as:
∆V m,nik,f =
v
n
m + v
n
f + v
n
e
3
∫ tn+1
tn
ηmik,f (t) with v
n
j =
x
n+1
j − xnj
∆tn
for j = m, f, e (5)
Describing points position as xj(t) = x
n
j + v
n
j (t− tn) (for j = m, f, e), it is easy to obtained
ηmik,f (t) = η
n
ik +
t− tn
∆tn
[
4η
n+ 1
2
ik − 3ηnik − ηn+1ik
]
+
(
t− tn
∆tn
)2 [
−4ηn+
1
2
ik + 2η
n
ik + 2η
n+1
ik
]
(6)
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Figure 1: In red, the interface
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Figure 2: Fictitious three-steps sequence for node insertion by edge split: a)
initial configuration, b) collapse phase, c) expansion phase, d) final configura-
tion. In cyan, the volume swept the by interface highlighted in blue. In red in
d), a portion of the interface of the new finite element.
where the indices f andm are omitted in the right side to simplify the notation and η
n+ 1
2
ik is defined as
η
n+ 1
2
ik = 1/4(η
n
ik + η
n+1
ik )− 1/8
[
(xnf − xnm)× (xn+1e − xn+1m ) + (xn+1f − xn+1m )× (xne − xnm)
]
.
Finally, integrating in time and substituting the expression for the velocities of the points, the equation for the volume
swept by the interface ∂Cmik,f during the time step∆tn is obtained:
∆V m,nik,f =
1
18
(xn+1m − xnm + xn+1f − xnf + xn+1e − xne ) · (ηm,nik,f + ηm,n+1ik,f + 4η
m,n+ 1
2
ik,f ) . (7)
A similar expression can be obtained also for the boundary interfaces, but it is not reported here for brevity.
2.2 Connectivity changes as continuous deformation
The aim of the present work is to find a description of the volume change due to a connectivity change (node
insertion or deletion) that allows to compute the swept volumes across the interfaces by the equation (4) so that the
DGCL is automatically satisfied. From [7], the fundamental idea is to describe the grid modification as a three-steps
sequence of continuous deformations, for which the change of volume can be easily computed by the equation (7).
The three steps are the following.
1. Collapse: the elements involved in the local modification collapse over an arbitrary point.
2. Connectivity changes: when all involved elements reach null volumes, the node is inserted or deleted. This
change does not generate any numerical fluxes, because it happens at null volumes.
3. Expansion: the elements expand to their final configuration (if they are not deleted).
This three-steps procedure is sketched in Figure 2, which shows the volume swept by a single portion ∂Cmik,f during
the collapse and the expansion phase of a node insertion by edge split.
It is important to notice that only the interfaces of elements involved in the local modification swept a non-null
volume, in fact equation (7) gives a null value if the positions of the barycentres of the element, of the edges and of
the faces do not change. Therefore, the element involved are: for a node deletion, the ones sharing the node; for a
node insertion through an edge split, the ones sharing the edge; for a node insertion through a Delaunay triangulation
all the elements of the cavity.
A further remark regards node deletion. Since during the collapse phase the interfaces of the deleted elements swept
a non-null volume, their contribution must be taken into account even if at the end of time step they are not more
present in the triangulation. Moreover, for a multi-step time integration scheme, this contribution has to be included
till the time step at which the deletion occurred is not more present in the scheme.
3 RESULTS
Preliminary results for the simulation of the M6 wing [11] are shown. A quite coarse grid has been used because
only a sequential implementation of the proposed approach is available at the moment. Figure 3 shows the contour
plot of the pressure, reduced w.r.t critical value, and the grid after 2 adaptation steps based on the gradient of the
pressure. Also a comparison with the initial mesh is shown.
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Figure 3: Results of an inviscid simulation of the M6 wing, at Mach number M = 0.8295 and angle of incidence
α = 3.06◦. Right: contour plot of reduced pressure and grid after two adaptation steps. Left: comparison of initial
(top, 48665 nodes) and final (bottom, 52135 nodes) grid on the portion of the leading edge highlight at right with a
red rectangle.
The final refinement level is not sufficient to appreciate a significant improvement of the solution. Other adaptation
steps are not performed because of the extremely high computational time (52 hours on an Intel Xeon Processor
X5650 (2.67GHz)) using the current version of the software that is not optimized for speed. This computational
burden indicates the necessity to make the computation parallel.
After each adaptation step, a check on the DCGL constraint was successfully performed, assessing the effectiveness
of the three-steps sequences used—here for the first time—to describe connectivity changes.
4 CONCLUSIONS
An innovative adaptive-scheme for three-dimensional tetrahedral grids was proposed. Based on the ALE formulation
of the Euler equations, the scheme is shown to be suitable to perform mesh adaptation, without undermining the
conservative properties and the accuracy of the time scheme. Moreover, it does not require an explicit interpolation
of the solution on the new grid, thanks to a description of the local modifications as a sequence of continuous
deformations. Despite the assessment of the proposed procedure is only at a very early stage, some encouraging
preliminary results were obtained which prove the correctness of the proposed approach.
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Abstract. Fiber-reinforced aerogels are known for retaining the exclusive thermal and acoustic properties of
aerogels and at the same time possessing a good load bearing strength as a result of the reinforcement. Along with
strong nonlinearity, these aerogels demonstrate many inelastic features such as stress softening and residual strains.
In this study, we present a micro-mechanical model describing this behavior of fiber-reinforced aerogels.
Keywords: fiber-reinforced; aerogel; stress-softening; permanent set; beam; bending; elastic foundation.
1 INTRODUCTION
Fiber-reinforced aerogels are a class of aerogels prepared by adding a fiber batting to the sol before the sol-gel
process [1]. These aerogels exhibit a good load bearing strength while still retaining the exclusive properties of native
silica aerogels, such as, low thermal conductivity and low acoustic velocity. The resulting fiber-reinforced aerogels
are also hydrophobic. These features have made fiber-reinforced aerogels attractive towards various applications in
the industry. Although their primary applications are insulation, its mechanical behavior is extremely important in
the context of the structural stability. Fiber-reinforced aerogels exhibit many inelastic features, which are captured
through a micro-mechanically motivated constitutive model briefly described below.
1.1 Uniaxial compression tests
Cylindrical samples of glass-fiber reinforced aerogels were subjected to uniaxial quasi-static compression tests. A
high non-linearity, cyclic stress softening, and permanent set are observed [2]. This cyclic stress softening is similar
to the Mullins effect as observed in rubber-like elastomers.
Hysteresis measurements show a low dissipation up to about 30% of applied maximum strain, beyond which there
is a sudden rise in the energy dissipation [2]. According to [3] and these tests, the mechanism responsible for
damage in the low dissipation region is the brittle particle network collapse and local bending of fibers. In the large
dissipation region, the damage is attributed to the excessive bending and breakage of fibers.
2 MODELING
2.1 Assumptions
We consider fiber bending and breakage as the main sources of elasticity and damage in the material, respectively.
Accordingly, fibers are assumed to behave as beams and the aerogel particles are assumed to form an elastic foun-
dation under the fibers. Since the fibers are randomly distributed within the sol during the preparation process, the
fiber orientations are random. Thus, a homogeneous and isotropic distribution of fibers is assumed. These three
assumptions are the basis of our model (see Fig. 1).
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Figure 1: Model assumption.
2.2 Model
The strain energy of a beam on an elastic foundation (of the Winkler type) is formulated according to the Euler-
Bernoulli beam theory for large deflection [4, 5], and is represented as a function of the length of the fiber (r¯), the
angle of orientation of the fiber with respect to a reference plane (θ) and the displacement of the fiber (δ). The
displacement is then geometrically expressed in terms of the stretch (λ) in the loading direction. Thus, the strain
energy can be expressed as
ψ = ψ(r¯, θ, λ). (1)
The network damage is based on the fiber failure after exceeding its critical/maximum bending stress value. Hence
the damage criterion can be expressed as:
σ > σmax. (2)
For a given applied displacement, the shorter fibers are considered to fail first as they reach the critical displacement
first. Hence the damage is assumed to propagate from the shorter to the longer fibers. The standard Gaussian
distribution is used to express the probability distribution of fiber breakage. This can be visualized through the
following Fig. 2
p(r)
rmin rmax
Broken fibers
Fibers available
Direction of breakage propagation
Figure 2: Illustration of the fiber distribution expressing the damage behavior.
The network energy is then obtained using the number of fibersN(r¯), and can be mathematically expressed in terms
of the available lengths of fibers ra as:
ψd =
∫
ra
N(r¯)ψ(r¯, θ, λ)dr¯. (3)
The 3D generalization is carried out using numerical integration over the unit sphere wherein 45 integration points
are used as they provide the best trade off between numerical error and computational costs [6]. Accordingly,
Ψ =
1
A
∫
S
ψddS ∼=
k∑
i=1
ωiψ
d
i , (4)
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where A represents the area of the unit sphere and ωi denote the weight factors corresponding to the collocation
directions di (i = 1, 2, 3, ..., k).
2.2.1 Material parameters
The model consists of six constituent parameters and two distribution parameters. The first two parameters r¯min
and r¯max denote the minimum and maximum fiber lengths. This is followed by the extent of elastic foundation s,
the stiffness in the foundation κ (which is basically the stiffness due to the aerogel particles), the maximum stress
required to break the fibers σmax, and the initial number of fibers N0. The last two parameters are the distribution
parameters; the mean fiber length r¯mean and the standard deviation in distribution m.
2.3 Results
The model predictions are validated against experimental data from tests conducted on glass fiber-reinforced aero-
gels. The validation is visualized through Fig. 3 and it is seen that the model gives a good estimation not only for
the loading but also for the unloading behavior.
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Figure 3: Model prediction vs experimental data.
3 CONCLUSIONS
A micro-mechanically motivated constitutive model is presented that is capable of capturing the inelastic effects,
such as cyclic stress softening and permanent set, in fiber-reinforced aerogels. The model is shown to provide good
validation against experimental data.
REFERENCES
[1] H. Maleki, L. Duraes, A. Portugal. An overview on silica aerogels synthesis and different mechanical reinforcing strategies.
J. Non-Crystalline Solids 385:55-74, 2014.
[2] A. Rege, R. Dargazany, M. Itskov, A. Deo. An experimental study towards micro-mechanical modeling of fiber-reinforced
aerogels. Proc. Appl. Math. Mech. 14:393-394, 2014.
[3] X. Yang, Y. Sun, D. Shi, J. Liu. Experimental investigation on mechanical properties of a fiber-reinforced silica aerogel
composite. Mater. Sci. And Engineering A 528:4830-4836, 2011.
[4] M. Kanninen. An augmented double cantilever beam model for studying crack propagation and arrest. International Jour-
nal of Fracture 9:83-92, 1973.
[5] K. Bisshopp, D. Drucker. Large deflection of cantilever beams. Quarterly of Applied Mathematics 3:272-275, 1945.
[6] A. Ehret, M. Itskov, H. Schmid. Numerical integration on the sphere and its effect on the material symmetry of constitutive
equations: a comparative study. International Journal for Numerical Methods in Engineering 81:189-206, 2010.
YIC GACM 2015
3rd ECCOMAS Young Investigators Conference
6th GACM Colloquium
July 20–23, 2015, Aachen, Germany
Prediction of the fracture behavior in nano-laminated structures using a
cohesive zone element technique
S. Rezaei,∗, S. Wulfinghoff, S. Reese
Institute of Applied Mechanics, RWTH Aachen University, Germany
∗shahed.rezaei@rwth-aachen.de
Abstract. A cohesive zone element technique (CZ) is applied to realize the interactions of the substrate surfaces
and the coatings produced by new technique [1]. This goes along with the investigations of the delamination and
failure behavior of the involved surfaces. To see the applicability of the model, several structural simulations are
performed. The developed CZ element model is capable of modeling the separation, the contact and also the
irreversible reloading conditions in both normal and tangential directions.
Keywords: cohesive zone element, nano laminates, damage and failure.
1 INTRODUCTION
In the last decades the requirements on manufacturing and production tools have widely increased. To increase
lifetime, these tools are coated with materials which have satisfactory degradation resistance [2].
In High Power Puls Magnetron Sputtering (HPPMS) technique the power is applied in pulses which leads to the
generation of ultra-dense plasmas. This results in the deposition of dense and smooth coatings on the substrates
with complex shape. This method also provides new parameters to control the deposition process compared to other
deposition techniques [3].
Investigation of the wear-resistant properties of the coating layers and their efficiency under different types of me-
chanical and thermal loading plays a very important role in selecting the parameters related to the coating deposition.
The relation between composition and mechanical properties of the protective layers in order to improve the me-
chanical behavior of the whole system is quite important for scientists to increase the life-time of these coating
layers.
Based on the microscopic visualization of the produced coating one can conclude that these types of coatings usually
consist of grains in long and column wised shape. The geometry of these grains can be varied according to the plasma
properties. The idea is to use cohesive zone elements between the grains in order to predict the fracture inside the
coatings. In this work, first we introduce the cohesive zone model formulation which we use and then we focus on
some results on fracture in the coating structure.
2 COHESIVE ZONE MODELING
In order to see the bonding strength of the joint structures a cohesive zone model (CZM) is implemented using an
interface element, which is inserted between the grains. The tractions depend on the separation or distance between
two surfaces in normal and tangential direction [4]. Different models can be established for the traction separation
law [5]. In this work, we use a bi-linear model (see Figure 1).
In order to get the corresponding damage parameter and relative traction first we define the effective separation λ
as:
λ =
√
〈δn〉2 + β2δ2s (1)
in which δn, and δs represent the normal and tangential separation between two surfaces. Four important parameters
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Figure 1: Bi-linear traction separation law and corresponding damage parameter
in order to represent the traction separation curve in this case are: amount of separation to reach maximum strength
λ0, maximum elongation before full failure λf , maximum strength t0, and ratio between normal and tangential
direction β. The damage parameter d can be obtained using following equation:
d =

0 if λm < λ0
λf
λf−λ0
λm−λ0
λm
if λ0 < λm < λf
1 if λf < λm
(2)
in which λm denotes the maximum effective separation reached in the simulation. This is due to the fact that we
consider the damage to be irreversible and always increasing (see Figure 1). Normal and tangential tractions can
then be written as:
tn = (1− d)K0δn −Kp〈δn〉, (3)
ts = (1− d)β2K0δs, (4)
in which Kp is a penalty constant to avoid the penetration of two surfaces when the gap between them becomes
negative. Using a proper value for Kp, one can also deal with the contact condition in the cohesive element.
3 RESULTS
In order to examine the resistance of the coating for different grain morphologies, we consider three different cases
with three different grain structures. All geometry and boundary conditions are the same for these three configura-
tions. We define a rigid circular contactor which hits the coating surface. Using this simulation we compare different
fracture behaviors and damage resistances for different grain morphologies (see Figure 3).
We observe that damage initiation in the cohesive elements starts earlier in grain structure number 1 compared to
number 2 and 3 which suggests that using more column wise grains may results into weaker structure and in fact
using more grains makes it more crack-resistant. Looking at the deformed grain structures in Figure 3, one can
conclude that crack propagation is more obvious in case 1 compared to case 2 and 3. In order to check our finite
element solutions we also studied the mesh convergence for the case 2. Figure 4 shows the convergence of the
reaction force at the boundary as we increase the number of elements inside each grain and also more cohesive
elements in connected surfaces. It is also worth to mention that using only one element per grain and also using
only one cohesive zone element at the interface may result into bad convergence of the algorithm. By using more
elements at the interface to capture the separation behavior more accurately one can overcome that problem.
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Figure 2: Problem description
Figure 3: Delamination and crack propagation in the coating layers
Figure 4: Convergence of the finite element simulation by increasing the number of elements
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Abstract. This contribution is concerned with a novel approach to structural optimization based on complementary
shape and topological sensitivity analysis. The main idea is to consider a staggered optimization routine that
comprises a sequence of design iterations, each consisting of a coarse-level conception phase based on the removal
of finite elements and a more detailed remodelling phase based on boundary variations.
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1 INTRODUCTION
Structural optimization is concerned with the optimal distribution of a limited amount of material within a prescribed
design domain and subject to external constraints. For the solution of such an optimal design problem, two concep-
tually different viewpoints have evolved, both of which are by now reflected in a variety of numerical optimization
procedures. On the one hand, material distribution approaches [1, 2] aim to establish an idealized 0− 1 density dis-
tribution within an invariable hold-all domain, thereby providing a vast geometric versatility. As a drawback, these
procedures do not allow for a straightforward portability of the resulting optimal design trials, but require several
post-processing procedures to facilitate an application-oriented geometric interpretation.
On the contrary, purely geometric approaches [3, 4, 5] alter a parametric geometry model by subsequent design
modifications, such as boundary variations and domain perforations, based on the evaluation of the corresponding
design sensitivities. An early representative of this type is the so-called bubble method [3] in which shape opti-
mization is performed on a sequence of design layouts that are interrelated through physically motivated topological
changes. In the same spirit, the present contribution is concerned with the design and evaluation of a staggered
optimization routine on the basis of complementary shape and topological sensitivity analysis. Herein, the novel
idea is to consider a sequence of design iterations, each of which consists from a subordinate coarse-level design
conception phase and a more detailed remodelling phase [6]. For the conception phase, we specify an advancing
front algorithm that is gradually removing finite elements from the computational domain until a termination cri-
terion based on the evaluation of the topological sensitivity [7] is met. Subsequently, we change our perspective
and try to obtain a more detailed approximation of the true optimal shape design through a direct modification of
boundary nodal points based on the evaluation of the corresponding shape sensitivity [8].
2 STRUCTURAL OPTIMIZATION
2.1 Design problem and objective functions
We restrict ourselves to the analysis of problems that lie within the scope of the geometrically linear theory of
continuum mechanics. Therein, we consider an elastic body B with material points X that is subject to distributed
volume forces b and traction forces t acting on the Neumann boundary ∂BN . The Dirichlet boundary ∂BD is
equipped with prescribed displacements u¯, such that spatial equilibrium is obtained for the displacement field u that
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fulfils the Euler-Lagrange equations
divσ + b = 0 in B
σ · n = t on ∂BN
u = u¯ on ∂BD,
(1)
where n denotes the outward unit normal to ∂BN and σ is the Cauchy stress tensor in the format
σ() = λ[tr]I+ 2µ. (2)
In Equation (2), I denotes the second-order identity tensor and  = ∇symu, whereas λ and µ denote Lame´ parameters
for the material under consideration. Following a standard finite element procedure, the approximate solution uh of
Equation (1) is then obtained from the algebraic system of equations
Kuh = f , (3)
where K and f denote the system stiffness matrix and the external force vector, respectively.
To allow for the formulation of optimization problems in minimum compliance design, we need to take into account
two primary objective functions to guide the optimization process. First, we consider a domain integral to evaluate
the weight (or volume) V of the current design configuration
V =
∫
Bh
1 dV, (4)
where a homogeneous material density ρ = 1 is assumed within B, and Bh denotes a triangulation of B. Second,
the rigidity of the current design configuration is evaluated by means of the so-called compliance function C via
C = [uh]T f , (5)
a measure that represents the work done by the external force vector f along the displacement uh.
2.2 Sensitivity analysis
The key requirement for the development of an efficient and stable optimization routine is to provide the so-called
design sensitivities, which describe the change of an arbitrary objective function on the condition that the current
design configuration B is subject to a specific alteration. Typically, from a continuum perspective, these alterations
may either result from (topology-preserving) boundary variations or (topology-changing) perforations in the interior
of the domain.
For the sensitivity analysis of linear problems in structural mechanics, two distinct approaches have evolved to take
into account both, the topology-preserving and the topology-changing design modifications [7]. On the one hand,
shape sensitivity analysis [8] rests upon the definition of a one-parameter family of domains being characterized by
a design velocity field θ and a time-like step-length parameter τ
Bτ → xτ = X+ τθ(X), (6)
where Bτ=0 ≡ B. Domain perturbations as given in Equation (6) allow for the evaluation of the shape derivative F ′
in the direction of θ for the limit τ → 0, which is formally expressed in the boundary integral format
F ′(B;θ) =
∫
∂B
g[θ · n] dA. (7)
For the application in minimum compliance design, closed-form expressions for the scalar-valued function g con-
sidering the objective functions V and C are available in the literature. As a direct result from the application of
the Reynolds’ transport theorem [8], we obtain g = 1 on ∂B for the volume measure V in Equation (4). For the
compliance function C in Equation (5), the boundary integral from Equation (7) is to be evaluated separately for its
respective Neumann and Dirichlet portions ∂BN and ∂BD
g = σ :  on ∂BD
g = 2H[t · u] + 2n · ∇[t · u]− σ :  on ∂BN , (8)
where H denotes the mean curvature along the domain boundary.
Topological sensitivity analysis [7], on the other hand, is concerned with the change of an objective function on the
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Figure 1: Hinge model under uniaxial loading: Design evolution and distribution of the topological derivative DT
in Equation (11) for two consecutive iterations of the staggered optimization routine. Each iteration consists of a
design conception phase (a-b and d-e) through element removal and a subsequent more detailed remodelling phase
(b-c and e-f) based on boundary variations.
condition that an infinitesimal hole % is introduced at a material point Xˆ within B, which reveals the definition of
the topological derivative DT for the limit %→ 0
DT (Xˆ) = lim
%→0
F(B%)−F(B)
f(%)
, (9)
where B% denotes the perforated domain and f(%) is a monotone function: lim%→0 f(%) = 0. Again, closed-form
expressions of the topological derivative in Equation (9) for the application in minimum compliance design are
available in the literature. As a direct result, the topological derivative for the volume measure V is readily obtained
via
DT (Xˆ) = −vol(%), (10)
whereas the resulting expression for the compliance function takes the format
DT (Xˆ) = a[σ : − b[trσ][tr]]− b · u. (11)
In Equation (11), a and b are given in terms of the Lame´ parameters λ and µ for the material under consideration.
3 ALGORITHMIC DESIGN AND NUMERICAL EVALUATION
For the numerical solution of problems in minimum compliance design, we invoke a staggered optimization routine
[6] that comprises a sequence of design iterations, each containing a subordinate (coarse-level) design conception
phase and a more detailed remodelling phase. Within the conception phase, the main idea is to consider an ad-
vancing front algorithm that is gradually removing a number of finite elements from the computational domain that
show comparatively low values for the topological derivativeDT in Equation (11). However, as opposed to classical
evolutionary-type algorithms [5], only such elements that share a common face with the evolving design boundary
may be removed from the computational domain. More precisely, we remove as many elements from the current
4 S. Riehl and P. Steinmann | Young Investigators Conference 2015
design configuration as are necessary to obtain a certain percentage of volume reduction within each iteration before
we re-evaluate the state variables and the topological sensitivity. Typically, the desired rate of volume reduction per
iteration is set to 0.5− 1.0%.
This process is repeated until the minimum topological derivative is no longer encountered at the evolving design
boundary but in the interior of the domain, which is a signal to us that a topological change is to be considered for
the continuation of the optimization procedure. In order to avoid the premature termination of the element removal
procedure and hence to safeguard the design optimization process, the advancing front algorithm is attributed with
a range of influence parameter r. Thereby, material points X whose distance to the evolving boundary is less than r
are still considered to be at the boundary. Typically, r is set to twice the characteristic element edge length.
For clarification, let us consider the hinge model depicted in Figure 1a: a quadratic plate with an eccentric circular
cut-out is subject to a concentrated load that is introduced through a fitted pin which is then pulled towards the right-
hand side, whereas the left-hand edge is equipped with a fixed bearing. The accompanying contour plot displays the
distribution of the topological derivative for the initial design layout.
Starting from this design layout, we sequentially eliminate a number of finite elements from the domain boundary,
each holding the respective lowest topological derivative available. This element removal procedure is stopped as
soon as the desired volume reduction per iteration is arrived at. Subsequently, we re-evaluate the state variables and
the topological derivative for the newly delimited domain and allow for the next iteration. Figure 1b shows the de-
sign layout along with the distribution of the topological derivative once the advancing front algorithm has reached
its termination criterion, i.e. the material point holding the minimum topological derivative is no longer within the
range of influence for the evolving design boundary.
At this point, prior to the continuation of the advancing front algorithm from the interior region that shows the
minimum topological derivative, we invoke a remodelling phase to overcome the previously established zig-zag
formation at the design boundary and hence aim to establish a more accurate approximation of the true optimal
shape for the newly delimited domain. Herein, we rely on the so-called traction method for boundary variation [4],
which is a method to obtain smooth descent directions after evaluation of the shape derivative in Equation (7). The
resulting design layout after completion of the remodelling phase and hence the result of the first design iteration is
depicted in Figure 1c, where the most characteristic design change stems from the formation of a protrusion at the
right-hand edge, which leads to a more evenly distributed topological derivative at the design boundary.
Only then, we resume the advancing front algorithm, now starting from the interior region that shows the minimum
topological derivative, cf. Figures 1d-e. Again, the remodelling phase is invoked once the advancing front algorithm
has reached its termination criterion, and we arrive at the final design layout depicted in Figure 1f.
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Abstract. Approximating solutions to singularly perturbed differential equations necessitates the use of stable
integrators. One famous approach is to split the equation into stiff and non-stiff parts. Treating stiff parts implicitly,
non-stiff ones explicitly leads to so-called IMEX schemes. These schemes are supposed to exhibit very good accuracy
and uniform stability, however, not every (seemingly reasonable) splitting induces a stable algorithm. In this paper,
we present a new IMEX-splitting - based on a reference solution (RS) - applied to the isentropic Euler equations.
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1 INTRODUCTION
In this work, we consider the isentropic Euler equations at low Mach number ε, given by
ρt +∇ · (ρu) = 0 (1)
(ρu)t +∇ · (ρu⊗ u) + ∇p(ρ)
ε2
= 0. (2)
Pressure p is set as p(ρ) = ργ , where γ is a constant larger than one. Consequently, (1)-(2) is a conservation law,
and it can therefore be written as
wt +∇ · f(w) = 0 (3)
for w = (ρ, ρu)T . The equations are equipped with suitable initial and boundary conditions that allow for a limit as
ε→ 0, so-called well-prepared conditions. To simplify the presentation, we only use periodic boundary conditions
in this work. The eigenvalues of the Jacobian of f in normal direction ~n are given by
λ0 = u · ~n, λ± = u · ~n± 1
ε
√
γp
ρ
.
It is well-known that for explicit finite volume-type schemes, the time-step restriction depends on the Courant-
Friedrichs-Levy (CFL) condition in a way such that ∆t . ε∆x which, for ε  1, is an undesirable feature. Fully
implicit schemes offer a (partial) remedy, as they usually tend to remove the severe CFL condition. However, these
schemes are, at least for low approximation orders, overly diffusive. Therefore, the use of an implicit / explicit
(IMEX) mixture has been developed for this type of problem, see, e.g., [1, 2, 3, 4] and the references therein. All
these schemes rely on a splitting of the convective function f into a stiff part f˜ (with eigenvalues of O(ε−1)) and
a non-stiff part f̂ . The former one is treated implicitly, while the latter one is treated explicitly. However, not
every splitting of f yields a stable IMEX scheme, see [5, 6]. Based on our work in [8], we therefore present a new
flux splitting for (1)-(2) which is based on what we call the reference solution, the (formal) solution for ε → 0.
Expanding all quantities ρ, u and p in (1) in terms of ε (i.e., ρ = ρ(0) + ερ(1) + . . .), one can - given suitable initial
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conditions [7] - show that the limit equation is given by
ρ(0) ≡ const, ∇ · u(0) = 0 (4)
(u(0))t +∇ · (u(0) ⊗ u(0)) +
∇p(2)
ρ(0)
= 0. (5)
More formally, this has been shown in [7]. Equations (4)-(5) constitutes the incompressible Euler equations. As
before, we abbreviate w(0) = (ρ(0), ρ(0)u(0)).
2 SPLITTING
Based on an earlier idea being momentarily under development [9], we consider a splitting of the convective flux
f into stiff and non-stiff terms based on the reference solution. For singularly perturbed ODEs, we have already
applied this idea successfully in [8].
Definition 1. RS-IMEX splitting: The reference-solution (RS) IMEX splitting for f in (3) is given by
f˜(w) = f(w(0)) + f
′(w(0))(w − w(0)), f̂(w) = f(w)− f˜(w). (6)
Let us note that f˜(w) is a linear function in w. In a numerical scheme, this will be beneficial in terms of computing
time. It follows from (4) that ρ(0) is a constant, which implies the following simple corollary:
Corollary 1. For f̂ and f˜ as defined in Definition 1, there holds
∇ · f˜(w) = ∇ · f ′(w(0))w. (7)
Furthermore, the eigenvalues of f̂ ′(w) · ~n are given by
λ̂0 = 0, λ̂1 = u · ~n− u(0) · ~n, λ̂1 = 2
(
u · ~n− u(0) · ~n
)
,
in particular, they are independent of ε.
With this being said, the semi-discrete first order IMEX scheme can be written as
wn+1∆t = w
n
∆t −∆t∇ ·
(
f˜(wn+1∆t ) + f̂(w
n
∆t)
)
. (8)
An important consistency requirement of such a scheme is asymptoticity preservation, see [1] for a thorough intro-
duction. Roughly speaking, this means that as ε→ 0, the numerical scheme (8) is a consistent discretization of the
ε→ 0 continuous equations. Indeed, the scheme investigated has this property:
Lemma 1. The semi-discrete IMEX scheme (8) is asymptotic preserving (AP), i.e., plugging
w∆t = w∆t,(0) + εw∆t,(1) + . . .
into (8), the lowest order terms constitute a consistent discretization of equations (4)-(5).
Proof. We assume that w0∆t (the initial datum) is such that both ρ
0
∆t,(0) and ρ
0
∆t,(1) are constants and that u
0
∆t,(0) is
solenoidal. This makes sense because it is only in this setting that the continuous equations have a limit as ε → 0,
see [7]. In literature, such a choice of initial data is called well-prepared. We conclude inductively, showing that
wn+1 is well-prepared given that wn is. With these preliminaries, there holds∇· f̂(wn) = O(1), i.e., the only terms
of order ε−2 and ε−1 can be found in∇ · f˜(wn+1). Leaving out the tedious details, one obtains that those terms are
γρ(0)
γ−1∇
(
ρn+1∆t,(0)
)
= 0, γρ(0)
γ−1∇
(
ρn+1∆t,(1)
)
= 0,
respectively, which yields the fact that both ρn+1∆t,(0) and ρ
n+1
∆t,(1) are constant in space. Due to conservation of mass
and periodic boundary conditions, it must be the same constant as on time slab n. Then again, considering the
continuity equation, one can deduce that ∇ · u∆t,(0)n+1 = 0. This means that at time slab n + 1, the data is again
well-prepared. Now, realizing that f̂(wn) + f˜(wn+1) = f(wn) +O(‖wn+1 − wn‖ + ‖w(0)(tn+1) − w(0)(tn)‖),
and further realizing that taking the divergence removes the O(ε−2) and O(ε−1) dependencies, the proof that the
first-order expansion (8) is a consistent approximation of (4)-(5) follows.
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3 FULL DISCRETIZATION
So far, we have only been concerned with the temporal discretization of (3). To simplify matters, the spatial dis-
cretization is chosen as a standard first-order finite volume scheme with a numerical flux with constant numerical
viscosity both for the explicit and for the implicit part of the equation. More precisely, we discretize (1)-(2) with
flux splitting as in Definition 1 by
wn+1j = w
n
j −
1
|Ωj |
∑
ejk∈∂Ωj
|ejk|
(
f̂num(w
n
k , w
n
j , ~njk) + f˜num(w
n+1
k , w
n+1
j , ~njk)
)
. (9)
As is standard in finite volumes, wnj is an approximation of the mean-value of w(x, t
n) on cell Ωj . ejk is an edge
connecting Ωj to Ωk; njk is the associated normal facing into Ωk. The numerical flux f̂num is set to
f̂num(w
n
k , w
n
j , ~njk) :=
1
2
(
f̂(wnk ) + f̂(w
n
j )
)
~njk − α̂
2
(wnk − wnj ),
similarly for f˜num, ensuring conservativity. In our numerical results, we set the viscosities α̂ and α˜ to positive
constants. Note that α˜ could be equally well set to zero. This work only constitutes a proof of concept as to what
extend the new splitting is able to cope with singular perturbations, which explains the simple choices of both
discretization and parameters. Extensions to more advanced methods, such as the discontinuous Galerkin method,
are currently underways.
The reference solution (4)-(5) is also approximated using a finite volume scheme. It is natural to treat the convection
term ∇ · (u(0) ⊗ u(0)) explicitly, and the remaining terms implicitly. The procedure is completely analogous to
(9), with the obvious exception that ∇ · u(0) = 0 does not have a time-derivative, and so (9) has to be modified
accordingly.
4 NUMERICAL RESULTS
In order to assess the stability properties of the proposed splitting, we consider a test case with periodic boundaries
on the unit square (0, 1)2 taken from [4], originally proposed in [3]. The adiabatic coefficient is set to γ = 2, and
initial data are given by
ρ(x, y, t = 0) = 1 + ε2 sin(2pi(x+ y))2
u(x, y, t = 0) = v(x, y, t = 0) = sin(2pi(x− y)).
Our numerical viscosities are set to α̂ = 2 and α˜ = 1. The choice for the explicit part is motivated by a rough
approximation of the eigenvalues of the explicit convective flux. As already stated, α˜ could be equally well set to
zero.
Obviously, the initial data are well-prepared, i.e., they allow for a limit as ε → 0. As outlined before, an explicit
scheme is not able to cope with this problem given a time step restriction independent of ε. With the scheme
presented here, we do not observe any ε restrictions on the CFL number, and can use a uniform CFL number for all
ranges of ε. See Figure 1 for an image of the approximated u for ε = 10−3 (left) and ε = 10−6 (right). As one can
see, there is hardly any difference between those plots, which is clear from the fact that the solution should converge
as ε→ 0.
5 CONCLUSION AND OUTLOOK
We have presented a way of splitting a hyperbolic equation into stiff and non-stiff contributions. The splitting relies
on the reference solution w(0). We have shown that this splitting is AP, and we have shown preliminary numerical
results.
Current work is twofold: First, mathematical analysis is performed to prove that the scheme is indeed stable inde-
pendent of ε for ε → 0. Second, we extend this concept to higher-order discretization schemes in both time and
space. In particular in that scenario, a better splitting can certainly yield improvements over existing splittings.
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Abstract. NEST [2] is a simulator for spiking neural networks. It runs on ordinary desktop computers and
notebooks, small clusters and supercomputers. Storing simulation data efficiently is essential for neuroscientific
studies but is not trivial on supercomputers with centralized storage. To assess different I/O strategies and libraries,
we have implemented a proxy which imitates the writing behavior of NEST. This proxy is useful in benchmarking
and statistical analysis, and thus consequent optimization, without the complexity of running full NEST simulations.
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1 INTRODUCTION
Over the past 20 years, the NEST Initiative [1] has developed the NEST simulator [2] for spiking neural network
models. It is used in computational neuroscience to simulate the dynamics of interactions between nerve cells.
The same code base is used to simulate a range of networks, from small networks on local machines up to large
brain-scale circuits using the full capabilities of the world’s leading supercomputers. The basis of this flexibility is
a hybrid parallelization scheme using threads on a single node and MPI [14] to communicate between the compute
nodes.
To record and store simulation data, NEST uses virtual recording devices. One instance of each device (Spike
detectors and Multimeters) is created on each thread, and each instance writes its data via a C++ stream to disk. For
large-scale simulations with many threads distributed over many compute nodes, this I/O strategy fails, because of
the large metadata overhead at the filesystem level, e.g. file creation alone can take up hours if a supercomputer like
JUQUEEN is fully used.
One solution used in recent releases of NEST has been the global spike detector [3]: a single file is opened by
a dedicated MPI rank to store spiking events, which is a low cost solution since all ranks currently see all spike
events through MPI collective communication. On the other hand, the global spike detector has several long-term
consequences: 1) it constitutes a serialization bottleneck as spike event I/O is handled by a single rank only without
using all available processors; 2) it is a design constraint, requiring all spikes being globally available, which may
not be scalable; and 3) it is inapplicable to more voluminous data (e.g. membrane potentials) which can not be
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tractably shipped to a single I/O node.
To overcome these problems, NEST requires an alternative approach to file I/O. An important part of our efforts in
this direction is the specification and implementation of a NEST I/O proxy, which mimicks how NEST operates at
the I/O level without actually executing a full simulation. More specifically, it generates data writing patterns similar
to full NEST using fake data, avoiding a large part of the computational costs of full NEST simulations during the
development and testing of new I/O backends. Using this proxy, we have investigated possible performance gains by
replacing the current I/O paradigm with calls to parallelized I/O libraries which could avoid serialization bottlenecks,
thus paving the road for better I/O performance in NEST.
2 DESIGN OF THE NEST I/O PROXY
To develop new I/O strategies, information about the writing behavior of NEST is necessary. In order to get this
information, the main algorithms of NEST were analyzed and typical writing behavior was statistically measured.
Given that NEST simulates an arbitrary neuronal network based on the rules given in a simulation script, the program
structure only gives approximate and not exact information about the writing behavior. To get the real runtime
behavior, code analysis was accompanied by runtime measurements for common use cases.
2.1 Analysis of NEST code
The main program structure of NEST can be reduced to an iteration loop of gather, scatter and update functions of
the network. Gather and Scatter calls distribute the node states throughout the network. For each node, the update
function calls internal algorithms which process the incoming information and update their state.
If the network node is a virtual recording device, the function called depends on the type of incoming information.
Spike detectors handle spike events and Multimeters store internal parameters of node objects. Whether or not a
writing call occurs depends on the neuronal network structure and activity.
2.2 Measurements of runtime behavior
To generate reliable timing measurements of the runtime behavior, part of the NEST code (in particular the functions
of the virtual recording devices and their internal calls to lower-level I/O functions) were manually instrumented with
Score-P [4]. We have used the instrumented NEST binary to generate trace data for the two use cases described in
Sect. 4.1. From the trace data, we derived statistical measures which describe the runtime behavior of NEST, e.g. the
distribution of the onset of spike writing in each thread relative to the start of the update phase in the main simulation
cycle of NEST.
2.3 Working principles of the proxy
The NEST I/O proxy contains three main parts: Construction of the network, the iteration loop and the destruction
of the network. During construction, each node creates the Spike detector and Multimeter objects. Their numbers
and properties are given by the parameters shown in Table 1. The iteration loop contains a sleep function and update
Table 1: Parameters which influence the I/O behavior of the proxy
Name Type Description
numberOfSpikeDetectorsPerThread Integer number of Spike detectors per thread
numberOfMultimetersPerThread Integer number of Multimeters per thread
spikesPerDetector Distribution number of spikes generated at each
Spike detector per iteration
samplingIntervalsOfMeter Distribution sampling interval of the Multimeters
numberOfValuesWrittenByMeter Distribution number of written values by each
Multimeter in sampling interval
deadTimeUpdate Distribution sleep timing between Spike detectors’
and Multimeters’ write operations
deadTimeDeliver Distribution sleep time in deliver function
Table 2: Input parameters for the NEST I/O proxy. The following distributions are implemented: Normal, Poisson,
Binominal and fixed values.
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Interface
ILogger
   initialize()
synchronize() 
nalize()
register_multimeter()
register_spikedetector()
record_multimeter()
record_spikedetector()
(a) ILogger implements the I/O interface for the virtual record-
ing devices. Three differenct logger interfaces are available:
ASCIILogger, SIONLogger, and HDF5Logger (see section 3
for details). [13]
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(b) NEST I/O proxy output (used microcircuit model
parametrization). Plot of the measured writing timings of the
ASCII driver against internal iteration loop number.
functions for the recording devices. The sleep function is parameterized by the distribution deadTimeDeliver; the
update functions execute a sleep function parameterized by the distribution deadTimeUpdate. During the update
function each Spike detector or Multimeter object calls one or more write functions.
2.4 Basic I/O driver interface
To provide maximum flexibility regarding the output format and to support all use cases of NEST, an interface
(see Fig. 1a) has been developed to connect the virtual recording devices with different I/O libraries, allowing easy
selection among them.
3 CURRENTLY IMPLEMENTED I/O DRIVERS
Based on the interface described above, three different drivers have been implemented.
ASCII NEST currently uses C++ streams to store results as plain text files containing time stamps as floating point
strings. This scheme is self-descriptive and simple to implement for post-processing and analysis tools. However,
this leads to excessive size of the data stored to disk and serialization bottlenecks for metadata updates in the file
system when new blocks are allocated, in addition to the problems described earlier regarding an excessive number
of file open operations leading to file system serialization. Nevertheless, We will still used an “ASCII” driver as
a benchmark against other approaches, for debugging and validating other drivers, and as an interface allowing
backwards compatibility.
HDF5 HDF5 is an API commonly used for file formats in the neuroscience community such as NEO [5] and Neu-
roshare [6]. Since they use a common binary layout and API, data can be accessed from many different languages
and through many different libraries. The HDF group publishes pHDF5 (parallel HDF5, [7]) which allows read and
write access to HDF5 files over MPI.
HDF5 is a highly structured, self-describing format intended for long-term accessibility and versatile usage. This
comes at the cost of significant amounts of metadata to describe the data layout, creating a collective barrier when
finite data structures are extended. In short, pHDF5 is read-oriented rather than write-oriented, with some of the
same drawbacks (and advantages) as the ASCII driver.
SIONlib SIONlib [8] is a library which addresses most of the common problems that arise from large scale parallel
I/O. Its API resembles task-local file I/O which makes it easy to replace the existing ASCII driver in NEST.
Compared to HDF5, SIONlib’s API is simpler since it does not describe the data that is written, but only offers an
interface for writing byte steams, similar to ANSI-C. In general it focuses on performance and simplicity and leaves
the interpretation of the data to the user.
The most common write strategy in SIONlib is to only use collective operations to open and close files; read and
write calls are independent and do not need any collective communication. This method is highly scalable. Since
it uses file system block alignment to achieve better performance, it results in a significant amount of unused space
for scenarios where the volume of data per task is very small, which is potentially the case for NEST. Hence for this
case, the collective writes in SIONlib are preferable.
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4 BENCHMARKING
4.1 Benchmark simulations
For benchmarking, we have used two typical simulation tasks: the simulation of a random balanced network [9] and
the microcircuit model of a cubic millimeter of cortex [10]. The first has very balanced I/O requirements while the
latter is very close to typical production runs carried out by the neuroscience community.
To collect runtime data for the parametrization of the NEST I/O proxy, we ran the random balanced network on
a single compute node of the supercomputer JUQUEEN split over 16 threads. The simulation of the microcircuit
model was distributed over 32 compute nodes on JUQUEEN with eight threads each; the overall number of neurons
amounted to 80,000. Both Spike detectors and Multimeters were used as recording devices.
4.2 Results
A final benchmark run shows the possibilities of the NEST I/O proxy. Using the parametrization of a typical
simulation (see 4.1), we ran the NEST I/O proxy using the current NEST implementation of the ASCII driver. The
NEST I/O proxy was executed on an Intel Xeon cluster using 10 compute nodes and 8 threads per compute node.
Mimicking the microcircuit simulation described above with the NEST I/O proxy, we obtained the benchmark
results shown in Fig. 1b for the current ASCII driver implementation. The current NEST I/O ASCII implementation
produces significant variation in writing timing. Besides leading to large delays (up to 0.2 seconds), this variation
also causes problems in workload optimization.
5 CONCLUSIONS
The NEST I/O proxy presented allows developers to flexibly switch between several backends with different perfor-
mance characteristics and use-case profiles. It proved to be a useful tool in profiling and benchmarking NEST’s I/O
over a range of parameters without the computational and developmental overhead required to cover the same range
of possibilities using production runs of NEST.
Additionally, the proxy can be used as a generic tool for benchmarking I/O strategies in general, given that NEST is
a leading neuronal network simulators with performance characteristics determined by the same constraints which
also affect similar software packages such as NEURON [11] and Brian [12].
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1 INTRODUCTION 
Plates and shells made of laminate composites are nowadays used for different purposes in many fields of 
engineering activity, for instance in aerospace industry, to manufacture sport equipment or everyday devices, or 
even as structural elements of civil engineering structures. Their safe and proper design becomes therefore a very 
important and responsible task. 
There are two main methods allowing for load capacity estimation in laminates: First Ply Failure (FPF) and Last 
Ply Failure (LPF) method, e.g. [1]. Regarding FPF, the composite laminate loses its load resisting abilities at the 
moment of failure initiation (defined by some criteria), which can occur in an arbitrary point of the structure. In 
fact, the failure process is more complex. Although the initial failure occurs and material stiffness properties start 
to degrade, the structure is still able to carry some loads until its final destruction, which is the essence of the LPF. 
This paper deals with numerical FPF load estimation in thin plates and shells. The calculations are primarily 
performed by means of Finite Element Method (FEM) in the framework of the nonlinear 6-parameter shell theory 
with asymmetric strain tensor measures and drilling rotation implemented in CAM [2, 3] code. For the purpose of 
failure calculations modified Tsai-Wu and Hashin criteria are introduced. This approach is compared with the  
theory which utilizes symmetric strain measures, available in Abaqus 6.14-2 environment. 
2 THEORETICAL APPROACH 
2.1 Basic assumptions 
Most of the theories used to determine the onset of failure in laminate composites are based on the stress tensor 
components. Thus, it is required to properly describe the stress state in each ply of the laminate. In this work the 
nonlinear 6-parameter shell theory with asymmetric strain measures and drilling rotation is used. The approach is 
described in details in [2]. Equivalent Single Layer theory and First Order Shear Deformation kinematics (see for 
instance [1]) are adopted to describe behaviour of multilayered medium. The material law is based on standard 
orthotropic elastic constants for a non-polar continuum under plane state of stress. As a consequence, five material 
engineering constants of the classical elastic continuum together with additional drilling stiffness parameter are 
required to fully describe the constitutive relation. This law was proposed in [3], where it was shown that it is 
possible to represent properly the behaviour of layered shells using this intuitive approach. 
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2.2 Failure initiation criteria - modified Tsai-Wu and Hashin hypotheses 
There are many failure criteria available (see for instance [4]). Some of them are relatively simple like maximum 
stress or strain hypotheses, whereas Tsai-Wu, Hashin or Puck theories represent more sophisticated descriptions 
of failure phenomenon. However, all of these theories are developed under the assumption of stress tensor 
symmetry. Therefore, their straightforward implementation into the formulation of the adopted shell theory is 
impossible. Thus, modified versions of Tsai-Wu and Hashin criteria are described here (see also [6]). 
2.2.1 Modified Tsai-Wu criterion 
The Tsai-Wu criterion is a general polynomial criterion. Its failure surface is described by all stress tensor 
components, that are available for the considered continuum (e.g. 3D or 2D under plane state of stress) [5]. 
Therefore, unidirectional or biaxial laminas can be analysed by means of this criterion. Unfortunately, it does not 
allow for failure mode identification. The difference between the original version [5] and the modified one 
concerns the in-plane shear stress failure polynomial components τ12, τ21. These measures are not symmetric in the 
present approach and it is assumed that their extreme value should be introduced into the polynomial [6]. This 
results in a more precise description of the failure initiation process. The modified criterion version is shown for 
the plane stress case in (1): 
( )
2
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 (1) 
where σ1, σ2, τ12, τ21 (τ12≠τ21) describe components of the stress tensor in the material 1-2 coordinate system; Xt, Yt 
are the absolute values of tensile strengths in the 1
st
 and 2
nd
 material direction, Xc, Yc are the absolute values of: 
compressive strengths in the 1
st
 and 2
nd
 material direction and Sl is the shear strength in the 1-2 plane. The failure 
occurs when the FTW index becomes equal to 1. 
2.2.2 Modified Hashin criterion 
Hashin criterion comprises of four expressions, in which the actions of different stress tensor components are 
taken into account. These expressions describe different failure modes that can occur in unidirectional lamina, viz: 
fibre tension (Ff
t
), fibre compression (Ff
c
), matrix tension (Fm
t
) and matrix compression (Fm
c
) [7]. Hashin claims 
that the failure is caused always by normal and shear stress components that are acting on the unique failure plane. 
Following this concept, the asymmetric shear stress components need to be associated with failure planes in 
appropriate manner. Hence, it is proposed here to include τ12 component in the fibre tension failure mode, since 
the failure plane normal axis is parallel to the 1
st
 material direction in this case. On the other hand, the normal of 
the matrix mode failure plane is assumed to be oriented along the 2
nd
 material direction [7]. As a consequence the 
τ21 component is associated with matrix modes, in the present approach. The modified Hashin criterion is 
presented for fibre modes in (2) and for matrix modes in (3):  
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(3) 
where the stress components and absolute strength values are described in 2.2.1. Additionally, St denotes the 
transverse shear strength in the 2-3 material plane. The failure initiates when the first of available four failure 
indices becomes 1, which also indicates the damage mode. 
3 NUMERICAL EXAMPLES 
Two finite element analyses are carried out with the use of CAM and Abaqus codes. FPF loads of cylindrical 
panel subjected to pressure load and flat compressed plate are estimated in order to assess the correctness of the 
proposed criteria modifications. The obtained numerical results are compared with literature solutions. 
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3.1 Cylindrical panel subjected to pressure load 
The analysis of pressure loaded cylindrical panel is performed following [8]. Geometry, loads, boundary 
conditions (BCs) together with material and strength parameters are depicted in Figure 1. The Tsai-Wu criterion is 
used in order to predict FPF pressures. 
 
 
Figure 1: Geometry, loads, BCs, elastic and strength properties of cylindrical panel subjected to pressure load. 
Three values of R/b ratio are considered here: R/b=10
6
, R/b=1000 and R/b=10. The panel has [0/90]s layers 
sequence, with 0 matching the circumferential direction The thickness of single lamina is equal to 0.127mm. 
The full panel is studied with 8x8 finite element mesh in both programs, as this is the discretization used in [8]. In 
Abaqus the S8R element is utilised, whereas in CAM the CAMe9FI (9-node, fully integrated shell element), in 
which the locking effect is negligible. FPF loads corresponding to the classical Tsai-Wu criterion ([8] and 
Abaqus) and modified Tsai-Wu criterion (CAM) are shown in Table 1. The failure indices are checked in the 
location of surface integration points and in the middle of each lamina, similarly to [8] 
Table 1: FPF pressures according to Tsai-Wu criteria. 
R/b [8] Present Abaqus Present CAM Units 
10 16.93 16.93 16.55 kPa 
100 4.31 4.47 4.49 kPa 
10
6
  4.08 (10
30
) 4.23 4.21 kPa 
 
Results presented in Table 1 are in good agreement with the reference solution reported in [8]. The FPF pressures 
for R/b=100 and 10
6
 obtained with the CAM code are very close to the results coming from Abaqus because of 
negligible shear components asymmetry (the failure starts in the middle of the panel). On the other hand there is a 
slight difference between the present results if R/b=10 (the failure initiates in the supporting area in the panel 
corner). It may be attributed to small asymmetry of the shear stress components and to the fact that the surface 
integration point of fully integrated element lies closer to the panel corner than the reduced integration one. 
3.2 Flat compressed plate 
A flat compressed plate, as studied in [9], is analysed. Geometry, loads and BCs together with material and 
strength parameters are depicted in Figure 2. Hashin criterion is used in order to predict FPF Pmag loads. 
 
 
Figure 2: Geometry, loads, BCs, elastic and strength properties of flat compressed plate. 
The plate has [±45]s sequence (0 is parallel to the "b" edge). The thickness of single lamina is equal to 0.25mm. 
Geometrical non-linear calculations are performed. S4 and CAMe16FI (16-node, fully integrated shell element, in 
which locking effect is negligible) finite elements are used correspondingly in Abaqus 6.14-2 and CAM. A 
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structural mesh comprising of the same number of nodes (925) is used in both programs. Since the buckling effect 
is supposed to occur during the analysis, the negligibly small force imperfection is applied, in order to enforce the 
panel deformation corresponding to the 1st buckling mode shape (the panel buckles into one half-wave along 
shorter edge). The failure indices are checked in the integration points in 3 locations in each layer (in the middle 
and external fibres). 
Both codes revealed that the failure initiates due to the matrix tension (Fm
t
), in the external ply (+45), close to the 
free edge, just after buckling. The FPF load (Pmag, as defined in Figure 2) obtained in Abaqus (classical Hashin 
criterion) is approx. 181.4N, while in CAM (modified Hashin criterion) it is close to 181.8N. The failure initiation 
indices are also similar. However, they are produced by different states of stress, namely σ2=17.14MPa, 
τ12=τ21=−28.71MPa in Abaqus and σ2=15.45MPa, τ21=−29.26MPa in CAM. Contours of matrix tension failure 
indices at the moment of failure initiation, in the external +45 ply are shown in Figure 3. 
 
  
Figure 3: Matrix tension failure indices obtained in Abaqus (left) and CAM (right), failure initiation in +45 ply. 
The FPF experimental load [9] is close to the buckling load, which is 195±12.3N and the failure develops from the 
panel edges [9]. The numerical FPF load calculated with the classical Hashin criterion is 307.34N [9]. Hence, the 
values and failure locations produced by the author calculations are in good correspondence with the experimental 
data and are noticeably better than the numerical one given in [9], which seems to be overestimated. 
4 CONCLUSIONS 
Modifications of Tsai-Wu and Hashin criteria required by nonlinear 6-parameter shell theory with asymmetric 
strain measures, drilling rotation and particular constitutive relation were described. Two analysed numerical 
examples revealed that these modifications yield similar FPF load predictions in comparison with the original 
criteria versions, basing on symmetric stress tensor. The second example showed that the new criteria estimations 
are comparable with experimental data. However, more numerical calculations need to be made and confronted 
primarily with experiments in order to finally judge correctness of this approach. 
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Abstract. In this paper we present a way how short fibre reinforced composites, which are produced by injection
moulding, can be simulated in a linear thermoelastic setting, with an instationary heat equation. The main problem
in simulating such composites is the unknown stochastic fibre orientation. The only information known about this
stochastic orientation field are the first moments of its distribution. We show how these rare information can be used
to describe such composites by using the known material behaviour of transverse isotropy.
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1 INTRODUCTION
Lightweight structures became more and more important over the last years. One important class of such structures
are short fibre reinforced composites, produced by injection moulding. During this production process the short
fibres are inside the molten plastics, and these composite is injected into the mould. Therefore, the exact fibre
orientation is unknown after the solidification of the structure. This is the reason, why it has to be assumed as
stochastic. The goal of this section is to introduce the general problem and the basic equations, we are looking on.
Note, that in our notation the common ⊗-symbol for the tensor product is suppressed, i.e. we simply write AB
instead of A ⊗ B for two tensors A and B. For the inner product of two tensors we write A · B and the double
contraction of two tensor A and B of at least second order is written as A : B.
1.1 Basic Equations
We consider the deformation of a body occupying the domain Ω ⊂ R3 based on outer forces and on thermal effects.
Let u(X) be the displacement vector at an arbitrary point X ∈ Ω and
ε(u) =
1
2
(
Gradu+ (Gradu)
>
)
the linearised strain tensor. Now, the central relation between the stresses, the strains and the temperature in the case
of linear thermoelasticity is given by
σ = C : (ε− ϑT) , (1)
where σ is the Cauchy-stress tensor, C is the so called material law, which is a symmetric fourth order tensor,
ϑ = θ0 − θ is the temperature difference between a initial temperature field θ0 and the recent temperature field θ,
and T is a symmetric second order tensor, called thermal expansion tensor.
Besides Equation (1), which is used for the equilibrium of forces (see e.g. [1, Sec. 2.2.2]), we also have to look at
the instationary heat equation,which describes the cooling of the structure
cρρ
∂θ(X, t)
∂t
−Div(κ(X, t) ·Gradθ(X)) = γ(X) X ∈ Ω, t > 0 (2)
∂θ(X, t)
∂n
= θb(X) X ∈ ΓN , t > 0; θ(X, t) = 0 X ∈ ΓD, t > 0; θ(X, 0) = θ0(X) X ∈ Ω ,
2 R. Springer et al. | Young Investigators Conference 2015
where cρ is the specific heat capacity, ρ is the density of the material, κ is the thermal conduction tensor, which is a
symmetric second order tensor, γ is a heat source, θb is the heat flux over the boundary, and θ0 are the same initial
conditions as in Equation (1). Note, that we do not have any back coupling between the strains/stresses and the
temperature.
1.2 Transverse Isotropy
Transversely isotropic material behaviour is a special form of anistropy. At any point it exists a plane with isotropic
material behaviour and different behaviour perpendicular to it. For more information see [1, Chapter 3]. This
behaviour can be described with the help of a vector field p defining the normal vector of the isotropy plane at a
specific point:
p : Ω→ S2 := {x ∈ R3 | ‖x‖2 = 1} . (3)
The material properties from the Equations (1) and (2) that are p dependent are the material law C, the thermal
expansion tensor T and the thermal conduction tensor κ. So, in our case they are given by
C = λII+µI+α(ppI+ Ipp) + (µp−µ)Cˆ+βpppp,T = αppp+αb(I−pp), κ = κppp+κb(I−pp) (4)
with Cˆ : V = V · pp+ pp ·V for an arbitrary second order tensor V. Here αp and αb are the thermal expansion
coefficients in direction p and perpendicular to it and κp and κb for the thermal conduction, respectively. Further-
more, I is the identity tensor of second order, and I is the identity tensor of fourth order. A detailed explanation of
the material law can be found in [1, Sec. 3.1].
1.3 Fibre Orientation Tensors
As already mentioned at the beginning, in case of short fibre reinforced composites the local orientation of the fibres
is not known exactly. In a mathematical view, the vector field p becomes a random field, i.e. p(X) is a unknown
random variable for all X in Ω. For these random variables it is assumed (see e.g. [3]), that there exists a symmetric
probability density function Ψ, which describes the distribution of the fibre orientation:
Ψ : S2 → [0,∞),
∫
S2
Ψ(p)dS = 1, Ψ(p) = Ψ(−p). (5)
The last assumption is reasonable, because for the properties from Equation (4) it does not matter if the fibre is
orientated into direction p or −p. Now, the moments mk of this density function fulfil
mk =
∫
S2
p . . . p︸ ︷︷ ︸
k times
Ψ(p) dS, mk = 0 for k odd (because of Equation (5)), A := m2, A := m4.
The second and the fourth moment are named special, because these are the only information, we can obtain from
the simulation of the injection moulding process.
2 AVERAGING OF MATERIAL PROPERTIES AND STRESSES
2.1 Material Properties
The most intuitive idea to describe the material properties of such composites, is to compute the expected value.
Note, that in Equation (4) C = C(p), T = T(p), and κ = κ(p) is given. So, we get directly
E(C) = λII+µI+α(AI+IA)+(µp−µ)E+βA, E(T) = αpA+αb(I−A), E(κ) = κpA+κb(I−A). (6)
Here, E is defined by E : V = V ·A + A ·V. Another way of the computation of the expected value is shown
in [3] and it is also said there that the averaging procedure from Tucker (see e.g. [4]) leads to the expected value,
too. But we give it in a coordinate-free representation (no indices are required, no need for an element by element
computation).
2.2 Stresses
Besides the material properties, we are more interested in the arising stresses within the structures. Therefore, it is
more appropriate to compute the expected value of (1):
E(σ) = E(C : ε)− E ((θ − θ0)C : T) = E(C) : ε+ θ0E(C : T)− E(θC : T), (7)
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where the last step is possible, because ε, as well as, the initial temperature field θ0 are independent of p. With the
help of Equation (4), we get
E(T : C) = ζ1I+ ζ2A
with
ζ1 = 2αb(λ+ µ) + αp(λ+ α), ζ2 = αb(2α− 2µ) + αp(2µ+ α+ 4(µp − µ) + β).
If we would now look onto the stationary problem with a stationary heat distribution θ independent of p (e. g.
cooling of the whole structure down to 10 degress) we would get
E(σ) = E(C) : ε− (θ − θ0)[ζ1I+ ζ2A]. (8)
Note, that this is exactly the result from [5], but again in a coordinate-free representation.
The problem is that in general θ(X, t) depends on p, because κ = κ(p). This is the reason that θ in Equation (7)
is still inside the integral. But, as already mentioned in Section 1.3, the only information about the distribution are
the second and the fourth order fibre orientation tensor. An exact representation of E(θC : T) in terms of A and A
is impossible caused by the structure of the problem. Therefore, the simplest idea is to replace κ in Equation (2) by
E(κ) from (6), i.e. we solve
cρρ
∂θ(X, t)
∂t
−Div(E(κ)(X, t) ·Gradθ(X)) = γ(X) X ∈ Ω, t > 0 (9)
∂θ(X, t)
∂n
= θb(X) X ∈ ΓN , t > 0; θ(X, t) = 0 X ∈ ΓD, t > 0; θ(X, 0) = θ0(X) X ∈ Ω .
Now, θ as solution of Equation (9) is independent of p. With this change Equation (8) makes sense again.
3 NUMERICAL SIMULATION
With the results from Sections 2.1 and 2.2 a simulation of short fibre reinforced composites, is possible with a few
adaptions of an existing FE-code. First, we replace the classical material law of transverse isotropy by the averaged
one from Equation (6), where the amount of floating point operations for both materials is nearly the same. If there is
no temperature difference, then this is the only adaption needed for linear elasticity. For a temperature dependence,
the computation of the thermal conduction tensor, has to be replaced, too. Together, the numerical effort is nearly
the same as for classical transversely isotropic materials in linear thermoelasticity. So, the simulation of short fibre
reinforced composites is possible in an efficient way.
One goal of the project, we are part of is to couple software for the simulation of the injection moulding process, the
cooling process, and some load cases for an optimisation of the prodcued structure, w.r.t. to some process parameters
of the injection moulding, the amount of energy, and the costs of the process. The first example is a demonstration
structure, for which some experiments are planned to compare the simulation results with experimental data. The
second example demonstrate the software coupling. Both examples are computed with our adaptive in-house FE-
code.
3.1 Plate with Inlay
This demonstration structure, is a plate of short fibre reinforced plastics with an cylindrical aluminium-inlay. This
structure is cooled from the left and the right boundary from 50 degrees down to room temperature. The injection
moulding process was simulated in such a way, that the resulting fibre orientation tensors around the inlay are not
symmetric. This can be seen in the asymmetric temperature field in Figure 1 during the simulated cooling process,
i.e. despite the error we made by replacing κ by E(κ), we still get plausible results.
3.2 Two Cuboids
This example is a demonstration example for the software coupling. It consists of two cuboids, which are stiffer in
the middle than on the boundaries. This can be seen in the left picture of Figure 2, where the structure is pressed from
above, without a change of temperature. The displacement in the middle is smaller (blue) than on the boundaries
(green). In the next picture we see the temperature difference θ0 − θ, going from -20 (red) down to -70 (blue).
In the right picture the same as in the left is simulated, but now with the temperature difference. We see, that the
displacement became bigger in general and especially around the injection point, where the temperature difference
is biggest, the displacement became much bigger.
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Figure 1: Asymmetric temperature distribution during the cooling process of a short fibre reinforced plate with
Aluminium-inlay caused by the asymmetry of the computed fibre orientation tensors
Figure 2: Different simulation results for the two cuboids example
4 CONCLUSIONS
We have computed the expected value of material properties and stresses in a coordinate-free form and have seen
that the classical results [3, 4, 5] are compatible with our point of view. Furthermore, considering the time dependent
cooling process, the simulation of the displacement field and the stresses can be done efficiently. Despite the error
we made the results are plausible.
In the nearer future experiments are planned to compare our results to the real thermoelastic behaviour of the plate
with inlay.
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Abstract. This paper presents a three-dimensional, anisotropic progressive damage model for composite mate-
rials and composite material constituents. The model has been applied to simulate the nonlinear behavior of a
damaging epoxy matrix within a unidirectional composite material representative volume element (RVE) under pe-
riodic boundary conditions. Results representing global transverse tensile, longitudinal shear, and transverse shear
stress-strain curves are presented, along with plots of the local fields indicating the damage progression within the
microstructure. Further, the influence of different damage interactions in the matrix material (e.g. normal and shear
stiffness reduction due to pure normal loading) caused by an applied global uniaxial stress on the whole RVE is
investigated.
Keywords: micro mechanics, damage, interaction, unidirectional composites
1 INTRODUCTION
The damaging behavior of composite materials has been extensively investigated on different scales in the past
decades. On the macroscopic or composite scale, the material behavior of unidirectional fiber reinforced plastics
(FRP) is often modeled as a transversely isotropic homogeneous (or effective) material, which has been proven to
be sufficient for the analysis of structures in the elastic regime. However, since the understanding of the material
grew and its potential to energy absorption was discovered, the applications of FRP was extended to lightweight
structures and parts that are designed to bear impact loads both in which damage and failure can occur. Since then,
the damaging behavior of these highly heterogeneous, anisotropic materials has received a great deal of attention.
The prediction of this kind of material behavior is very challenging. Many attempts have been made to model the
anisotropic damage and fracture behavior at the macroscopic scale [1, 2, 4], the microscopic scale [5], and in various
multi scale methodologies [6].
In this work, an anisotropic material model, taking the damage interaction into account, is presented. For micro
mechanical investigations, the micro structure of a carbon fiber reinforced plastic with random fiber locations is
generated. The presented material model is adapted to the initially homogeneous pure epoxy matrix phase. The
carbon fibers are modeled as a transversely isotropic material. The effect of different matrix material damage
interactions and their effect to the global composite behavior is investigated and discussed.
2 MATERIAL MODEL
A stiffness reduction progressive damage model has been developed and implemented for application to the matrix
material of a composite. For neat resin, it is reasonable to consider the material to be initially isotropic, however
when subjected to deformation, the governing equations enables the simulation of anisotropic behavior depending
on the activation (influence) of the damage mechanisms in the different directions. To allow for arbitrary damage,
the in situ material model should have the capability to allow for different coupling of the damage variables to
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represent, for example, penny shaped cracks or cavity type damage. The model is based on the principle of energy
equivalence [1] for small strains, and utilizes six scalar damage variables associated with the Young’s and shear
moduli.
The starting point of the presentation of the material model is the constitutive equation
σ = C(D)ε (1)
where σ is the Cauchy stress tensor, ε is the small strain tensor and C(D) is the constitutive tangent (or material
stiffness), which is a function of the damage tensor D. Further, we can state that the material stiffness tensor
C(D) = S(D)−1 is the inverse of the compliance tensor S(D) which is given by the second derivative of the
Gibbs free energy χ with respect to the stress tensor
S =
∂2χ
∂σ2
(2)
The proposed Gibbs free energy is given by,
χ =
1
2
[
σ211
(1−D1)2E˜1
+
σ222
(1−D2)2E˜2
+
σ233
(1−D3)2E˜3
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E˜1
)
σ11σ22
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(3)
where σij are the stress components, D1, D2, D3, D12, D13, D23 are the damage variables, and E˜i, G˜ij and ν˜ij are
the pristine (undamaged) Young’s moduli, shear moduli, and Poisson’s ratios, respectively. The associative damage
formulation relies on a damage surface, f(Y (D), γ(δ)), which is a function of the damage variable work conjugate
thermodynamic forces, Y , and a hardening/softening function, γ(δ), with δ being the damage hardening/softening
variable
f =
√
Y HY − c1(e
δ
c2 − 1)− γ0 ≤ 0 (4)
Here, c1 and c2 are material constants, γ0 is the damage threshold, and H is a matrix of material parameters
responsible for the interaction of the damage variables’ effects on the stiffness reduction of the material. If f is less
than zero, damage does not evolve. The tensor of thermodynamic driving forces is given byY = ∂χ∂D and the damage
evolution is D˙ = λ˙ ∂f∂Y . The evolution equation for the damage hardening/softening variable is δ˙ = λ˙
∂f
∂γ = −λ˙
A standard return mapping algorithm with an elastic predictor/damage corrector strategy was used for the numerical
implementation into the UMAT user material routine of the commercial FE software Abaqus [3].
3 MICROMECHANICAL INVESTIGATION
3.1 Choice of RVE
To represent a unidirectional (UD) composite material, it is common to model parallel cylindrical inclusions (the
fibers) surrounded by neat resin or the matrix material. In order to assure the proper size (a converged RVE size),
three RUC geometries with hexagonal dense packing (HDP), 5 fibers with random locations and 15 fibers with
random locations, have been investigated. In all cases, the fiber volume fraction is 0.49. The fiber’s material
parameters are chosen to represent the Toho Tenax ’IMS 65’ carbon fiber, whereas the matrix material is fitted to
RIMR 135/RIMH 137 neat epoxy data. The transversely isotropic elastic constants as well as the material parameters
for the proposed matrix material model are shown in Table 1. The matrix of material parameters H responsible
for the damage interaction has for the case of same damaging behavior in every direction identical components.
The parameter controlling the damage in normal directions is Hnn = H11 = H22 = H33, whereas the parameter
controlling the shear damage isHss = H44 = H55 = H66. In the case of a penny shaped crack, also the components
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Figure 1: Comparison of the composite response
subjected to transverse tension (solid:x, dashed:y) of
different RUC geometries
Figure 2: Comparison of the composite response
subjected to longitudinal shear (solid:xz, dashed:yz)
of different RUC geometries
Hns = H14 = H15 = H24 = H26 = H35 = H36 have a positive input. Every other value is set to zero in these
investigations.
Table 1: Material parameters for carbon fiber (1-direction is longitudinal fiber direction) and epoxy
Fiber Matrix
E1 290GPa E 3000MPa
E2 20GPa ν 0.38
ν12 0.2 c1 27.5MPa
G12 20GPa c2 −2.8
G23 9GPa Hnn 0.75
Hss varying
Hns varying
γ0 0.45MPa
The influence of external boundaries is removed by imposing periodic boundary conditions. Then, these RVEs are
subjected to uniaxial normal and shear stress loading conditions and the effective material response is compared.
Figure 1 and Figure 2 show the numerical transverse tensile and longitudinal shear composite response of the differ-
ent RUC geometries in different directions for Hss = 5. Note, that the predicted elastic stiffness is nearly the same
for all RUC geometries, whereas the predicted tensile and shear strengths differ significantly for the HDP and the
5 fiber random distribution RUCs. For 15 randomly located fibers, the stress-strain response is reasonably close for
both directions, which indicates a proper size of the RVE.
3.2 Investigation of the damage interaction
By inspecting the orientation of strain localization patterns of UD FRP RVEs when subjected to transverse tension
(e.g. in x-direction) near the end of the composites’ load carrying capability, one observes a tortuous ’crack’ path,
which is generally perpendicular to the loading direction, as can be seen in Figure 3.
According to the penny shaped crack theory, this pattern should also have a deleterious effect on the corresponding
shear directions (normal-shear-interaction in xy- and xz- direction, no interaction with yz-direction). Further, a
tortuous matrix crack in a composite can also have a damaging effect on the other composite normal-directions.
This normal-normal-interaction is also driven by the heterogeneity of the Poisson’s ratios of the constituents and
the micro architecture. The presented damage model can handle these directional damage interactions through the
parameter matrix H . The 15-fiber RVE has been subjected to uniaxial transverse tensile, longitudinal shear and
transverse shear loading conditions. During the simulation, the current Young’s and shear moduli of the composite
have been computed and recorded. This way, the influence of the damage due to loading in one particular direction
to every effective material parameter can be shown, see Figure 4 and Figure 5. In all these investigations, the shear
damage parameter of the matrix material was set to Hss = 0.5, and the normal-shear damage interaction parameter
Hns was varied.
Figure 4 shows the effective stiffness reduction due to uniaxial transverse tension in x-direction for no damage
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Figure 3: Maximum principal strain for applied global transverse tensile stress in x-direction
Figure 4: Effective composite stiffness for no local
damage interaction Hns = 0
Figure 5: Effective composite stiffness for activated
local damage interaction Hns = 0.5
interaction in the matrix material. As expected, the dominant effect is the normal stiffness reduction of the composite
in loading direction (x- direction). Note that even without local normal-shear damage interaction a global stiffness
degradation of the y- direction is observed. However, the corresponding shear stiffnesses remain constant, which is
not physical. By setting the normal-shear interaction of the matrix material to a positive value (Figure 5;Hns = 0.5),
the dominant effect is still the same: global stiffness reduction in loading direction. Additionally, the corresponding
shear stiffnesses sustain damage - i.e. stiffness reduction in xy- and xz- directions. As intended, the stiffness in yz-
direction remains constant.
4 CONCLUSIONS
An anisotropic damage material model, taking damage interaction into account, was presented. This material model
is adapted to the initially homogeneous pure epoxy matrix phase with and without damage interaction within an
UD RVE in order to carry out micro mechanical investigations. The composites stress-strain responses and stiffness
degradations are compared and discussed. It could be shown that damage interaction should be enabled to reach a
physically reasonable composite response.
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Abstract. The deformation of slender elastic structures due to the bulk motion of fluid around it is a common multi-
physics problem encountered in many applications. In this work we implement two computational FSI approaches
in a partitioned manner: a finite volume method for discretisation of the entire domain and a reduced-order modal
approach for the structure coupled with a finite volume fluid solver. Strong-coupling is achieved by means of a
fixed-point solver with dynamic relaxation. Both approaches are validated and compared on benchmark problems.
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1 INTRODUCTION
Fluid-structure interaction (FSI) systems may become unstable due to the interaction between the fluid-induced
pressure and structural rigidity. Examples of such fluid-structure interaction (FSI) systems include wing flutter on
aircraft, aeroelasticity of turbomachinery blades, flows in elastic pipes and blood vessels, heart valve dynamics,
swimming of fish and in the processing of paper. In this work, we make use of a blend of mathematical and
computational approaches to study the stability and dynamic behaviour of such slender-bodied FSI systems.
2 STRONGLY-COUPLED FINITE VOLUME FSI
The finite element method has primarily been used for modelling the mechanics of solids [1]. The finite volume
method [2] has traditionally been more dominant in the field of fluid mechanics but has received increased attention
for use in solid mechanics over the last two decades. Both schemes can be considered as methods of weighted
residuals where they differ in the choice of weighting function [3]. In terms of computational FSI approaches, many
recent studies have made use of a single discretisation scheme, either finite element [4–6] or finite volume [7–9],
to solve the entire domain. This simplifies the treatment at the interface of the fluid and solid domains. In the first
part of this work a strongly-coupled partitioned finite volume FSI approach has been developed and implemented in
OpenFOAM by coupling fluid and structural solvers.
2.1 Governing Equations
The equations governing viscous incompressible isothermal fluid flow in an arbitrary-Lagrangian-Eulerian (ALE)
reference frame [10] are given by the continuity and Navier-Stokes equations:
∂vi
∂xi
= 0 (1)
ρ
∂vi
∂t
+ ρ(vj − v
∗
j )
∂vi
∂xj
+
∂p
∂xi
−
∂σij
∂xj
− ρfi = 0 (2)
2 R. Suliman et al. | Young Investigators Conference 2015
where ρ, vi, p, σij and fi are the fluid density, velocity, pressure, stress and body forces respectively, xi are the fixed
Eulerian coordinates and v∗ is the mesh velocity.
The partial differential equations that describe a homogeneous isotropic elastic solid undergoing large, non-linear
deformation are given by Cauchy’s first equation of motion [11]:
ρai =
∂σij
∂Xj
+ fi (3)
where σij , fi, ρ and ai are the first Piola-Kirchoff stress, body force, density and acceleration, respectively.
2.2 Fluid-Solid Coupling
The fluid flow provides a traction onto the structure. This results in a deformation of the structure which in turn
affects fluid flow. In order to solve this intimately coupled system, first the discretised versions of Equations (1)-(3)
are solved for a single iteration. The following coupling conditions for the traction, displacement and velocity are
then applied at the interface:
tsi = pni − σ
f
ijnj (4)
u
f
i = u
s
i (5)
v
f
i = v
∗
i = v
s
i (6)
where the superscripts f and s refer to the fluid and solid respectively and ni is the unit vector pointing outward from
the fluid domain. The above steps are placed in a loop and repeated until convergence such that a strongly-coupled
solution is obtained.
3 MODAL FSI ANALYSIS
Tangential to the full finite volume FSI approach, a reduced-order modal approach to solving the structural equations
has been used and coupled with an incompressible finite volume fluid solver in OpenFOAM.
3.1 Governing Equations
For a modal structural analysis, Lagrange’s equations of motion in the general case are:
Mij q¨j +Dij q˙j +Kijqj = Qi, (7)
where Mij , Dij and Kij are the mass, damping and stiffness matrices derived for the physical problem at hand,
qi are the modal degrees of freedom or modal variables and Qi are the generalised forces. Assuming a linear
approximation valid for small values of qi, the deflection ui of the boundary of the solid being modelled is
ui =
N∑
i=1
qiφi, (8)
where φi are linear mode shapes and N is the number of degrees of freedom.
Equation (7) is solved for the structure at the beginning of each time-step using a fourth-order Runge–Kutta solver. In
this work we limit our analyses to incompressible flows and have made use of the incompressiblepimpleDyMFoam
flow solver. The coupling between the fluid and solid is done using Equations (4)-(6) once at the beginning of every
time-step when movement of the mesh occurs.
3.2 Strong-Coupling
A strongly-coupled fixed-point solver with dynamic relaxation, as described in [12], has been implemented. It is
the most basic of the above approaches yet is highly robust and efficient. The fixed point solver uses a relaxation
parameter based on Aitken’s method as given in [13]. The theory and implementation are discussed briefly below.
Given a latest force exerted on the body, F¯n+1i , we under-relax this using
Fn+1i = ω
nF¯n+1i + (1 − ω
n)Fni , (9)
where ωn is the dynamic relaxation parameter calculated based on its previous iteration value,
ωn = ωn−1
(rni − r
n+1
i ) · r
n
i
|rni − r
n+1
i |
2
(10)
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and rni is an interface residual based on two previous force iteration values:
rni = F¯
n
i − F
n−1
i . (11)
Note that Kuttler and Wall [12] relax the interface displacements, whereas in this work it was chosen to relax the
force instead, since this is simpler as one does not have to take into account relaxation of the velocity. The solver was
modified to call the mesh movement algorithm after every iteration, thus allowing a re-calculation of interface forces,
displacements and velocities with every iteration hence resulting in a fully-coupled scheme upon convergence.
4 RESULTS
4.1 2D Flapping Beam
Both FSI approaches have been successfully validated against benchmark cases and the results for a common FSI
benchmark problem, proposed by Turek & Hron [14], of an elastic beam in the wake of a cylinder undergoing
vortex-induced vibration are presented here. The properties of the fluid and solid are as described in [14]. A
uniform constant fluid velocity, vin = 1 m.s−1, or Reynolds number, Re = 100, was applied at the inlet while
at the exit pressure was set to zero. Flow is assumed to be laminar. The vertical tip displacements of the beam
using the finite volume method are compared with the results of Turek & Hron [14] in Figure 1 (left). There is a
good correlation between these results. These results, however, required a very fine mesh for the solid domain and
consequently a long run-time. Upon further investigation of just a cantilever beam under a tip load it was found that
the finite volume method for structural mechanics suffered from a phenomenon of shear locking. When the aspect
ratio of the elements (ratio of element width to height) is large, a numerical shear strain component is produced in
addition to a bending strain. This absorbs strain energy and results in a decrease in diplacement or stiffening, as
shown by the results in Figure 2 (left). In addition, an evaluation of the accuracy of the finite volume scheme shows
that the scheme is only first-order accurate, see Figure 2 (right), which also explains the slow convergence in the
result.
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Figure 1: Vertical tip displacement for the Turek & Hron [14] case using the finite volume method (left) and modal
approach (right).
A plot of the vertical displacements using the modal FSI approach and the first five modes is shown in Figure 1
(right). The results agree fairly well with the finite volume FSI results at the beginning. As the beam deformation
gets larger, the results diverge. This is primarily due to the fact that only linear modes have been included and the
use of quadratic or higher-order modes is necessary.
5 CONCLUSIONS
Two computational FSI approaches have been successfully implemented and validated on benchmark problems.
Whilst the partitioned finite volume FSI method displayed accurate results, fine meshes and hence long computa-
tional times were required. It was shown that the finite volume method for modelling solid mechanics has a number
of deficiencies and future work may look into developing a locking-free, second-order accurate scheme. The modal
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Figure 2: Analysis of a cantilever beam using the finite volume method: shear locking (left) and order of accuracy
(right).
FSI solver, together with a strongly-coupled fixed point solver, showed promising results. For large deformations of
a structure, the extension to quadratic or higher-order modes is required.
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Abstract. Wave propagation in the Mindlin type microstructured material is studied. Here we follow the models
from [1] derived for multiple micro-structures. It was shown in [2] that in case of hierarchical microstructure (a
scale within scale) the negative group velocity (NGV) may arise. Dispersion analysis is used in order to determine
the conditions for emergence of the NGV and numerical simulations of pulse propagation are carried out in order
to demonstrate the effect of the NGV. The numerical solutions of approximated and full systems are compared.
Keywords: Pseudospectral method; Boussinesq-type equations; Dispersion; Negative group velocity.
1 INTRODUCTION AND GOVERNING EQUATIONS
The driving force for the present study is to understand better the wave propagation in nonlinear materials with
microstructures. For that purpose we apply dispersion analysis and take a look at the numerical solutions of the
model equations describing a continuum with microstructure and nonlinearities in the macro– and microscales [1, 2].
The key aspect under consideration is how (and if) the existence of negative group velocity region in dispersion
curve(s) affects the evolution of the solution. Secondary goal of the study is to assess the quality of approximated
equation for double hierarchical microstructure [3] from the viewpoint of numerical simulation.
Briefly summarizing the main aspects of the governing equations under study. The physical background for the
model equations is Mindlin-type microstructured environment (details can be found in [1, 4, 5] and references
therein) with two distinct microstructures taken into account. The full system is considered against a hierarchical
approximation derived in [3] which, in a nutshell, gets rid of the two higher order dispersion branches (so called
optical branches) leaving it with only the lowest order dispersion branch (so called acoustical branch).
For governing equations we start with Lagrangian L = K − W , where K is kinetic and W is potential energy
and get the governing equations by using Euler-Lagrange equations after determining the K and W . For two
microstructures one of the simplest potentials W which accounts for nonlinear and dispersive terms can be taken as
W = Y2 u
2
x +A1ϕ1ux +
B1
2 ϕ
2
1 +
C1
2 ϕ
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6 ϕ
3
1x +
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6 ϕ
3
2x,
where u is macro displacement, ϕi are microdeformations and capital letters denote material coefficients. Subscript
x denotes the spatial and t– the temporal partial derivative. If we take A12 = 0 then we get a double microstructure
model where concurrent microstructures do not interact and taking A2 = 0 results in a hierarchical microstructure
model where the second microstructure is contained within the first one. In the following text we deal with the case
A2 = 0. Following Euler-Lagrange formalism the system of governing equations in the dimensionless form is
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where ρ is density, Ii are microinertia, li are characteristic scales of the microstructures, U0 is the amplitude and L
is wavelength of the initial excitation. Capital U and Φ are used to emphasize that this is the dimensionless case.
Applying slaving principle it is possible to derive an approximated equation from (1) [3]
utt = (c
2
0 − c2A1)uxx + p21c2A1
[
utt − (c21 − c2A2)uxx
]
xx
− p21c2A1p22c2A2
(
utt − c22uxx
)
xxxx
. (2)
Parameters ci and cAi are related to velocities in the system and parameters pi are time constants (detailed descrip-
tions found in [3]). In essence the slaving principle gets rid of higher order dispersion branches (higher degrees of
freedom) leaving only the acoustical dispersion branch. The advantages of Eq. (2) are discussed in detail in [3],
however, here we focus on assessing the “quality” of the approximation from the numerical standpoint by comparing
the solutions of the approximation (2) and full system (1) under selection of parameter combinations where NGV
exists. It should be added that the equations are of the Boussinesq-type, i.e., these are second order equations (in
terms of standard wave equation) with some kind of nonlinear and dispersive terms.
1.1 Numerical method, initial and boundary conditions
The pseudospectral method (PSM) is used: spatial derivatives are found using the Discrete Fourier Transform (DFT)
and then the model equations are rewritten as a system of first order differential equations with respect to time which
are solved with a numerical ODE solver. It should be noted that for applying the PSM the equation needs to be in
a suitable form with only time derivatives on the right hand side of the equation and only spatial derivatives on the
left hand side of the equation which is not a problem for (1) but is clearly not the case with Eq. (2). For solving Eq.
(2) a change of variables is used for transforming it into a suitable format for direct PSM application. The change
of variables is H = u− κ1uxx + κ2uxxxx, where κ1 = p21c2A1 and κ2 = p21c2A1p22c2A2 This allows one to write Eq.
(2) so that on the left hand side there is only term Htt making it possible to apply the PSM directly. The final result
is transformed back into terms of u for the purposes of comparing the solutions.
Periodic boundary conditions are used U(X,T ) = U(X + 2kmpi, T ), m = 1, 2, . . . , where k = 128 is length of
the spatial period in terms of 2pi sections. The initial condition is a bell shaped pulse described by sech2 function.
U(X, 0) = Uosech
2 (BoX) , Bo = 1/8, Uo = 2, where Uo is initial amplitude and Bo is parameter related to
the width of the initial pulse. In addition some initial conditions are needed for the microstructures for which the
microstructures are assumed to be at rest initially so that ϕ1(X, 0) = ϕ2(X, 0) = 0 and ϕ1(X, 0)T = ϕ2(X, 0)T =
0.
The detailed list of references for this particular implementation of the numerical scheme can be found in [6] in-
cluding a brief view on the accuracy and computational cost of the used scheme with Boussinesq-type equations in
Appendix A.
2 DISPERSION ANALYSIS AND NUMERICAL RESULTS
We use combined parameters (which are related to the wave speeds in the system) γA1 =
√
(A21ρ)/(B1Y ), γA12 =√
(A212ρ)/(B1I1Y ), γ1 =
√
(C1ρ)/(I1Y ), γ2 =
√
(C2ρ)/(I2Y ). Parameters related to non-linearity are used
separately. We use potential energy parameters A1, A12, C1 and C2 to control values of combined parameters. The
rest of the material parameters are fixed at values Y = 1, I1 = 0.8, I2 = 0.9, ρ = 2, B1 = 0.5, B2 = 0.7, A2 =
0,M1 =M2 = N = 0.01.
Under some parameter combinations dispersion curves can have a shape where there exists a negative group velocity
(NGV) region for a certain range of wavelengths. Out of set of about 6500 dispersion curves (combined parameter
step 0.1 between 0 and 1) 790 can be observed to have a NGV region in at least one of the dispersion branches
for Eq. (1). We investigate a subset of 27 characteristic cases from the larger NGV set focusing on cases where
the NGV region is present in the acoustic (lowest) dispersion branch and out of these 27 cases 4 are presented as
detailed examples in the present paper. Four detailed examples shown are chosen to represent different possible
(characteristic) NGV configurations for the hierarchical double microstructure model. Dispersion analysis for Eq.
(1) can be found, for example, in [2] and for Eq. (2) in [3, 7].
Parameter sets:
(a) γA1 = 0.1, γA12 = 0.5, γ1 = 0.1, γ2 = 0.9; NGV for middle opt. and aco. branches. No NGV for approx.
(b) γA1 = 0.3, γA12 = 0.8, γ1 = 0.4, γ2 = 0.9; NGV for middle opt. and aco. branches. No NGV for approx.
(c) γA1 = 0.4, γA12 = 0.6, γ1 = 0.3, γ2 = 0.7; NGV for middle opt. and aco. branches. No NGV for approx.
(d) γA1 = 0.7, γA12 = 0.3, γ1 = 0.2, γ2 = 0.3. NGV for only aco. branch. Small NGV for approx.
2.1 Results
Typical solution of Eq. (1) can be seen in Figure 1, top left panel.
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Figure 1: Top: A typical solution of Eq. (1). Time-slice plot of the solution (left), first 50 spectral amplitudes of the
initial condition (right). Bottom: Group and phase speed plots for the parameter sets a,b,c,d — dashed lines – phase
speeds, solid lines – group speeds, black – acoustic branch, red – middle optical branch, blue – top optical branch.
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Figure 2: Solutions at T = 1500 for the parameter sets a,b,c,d (left) and comparison of the acoustical dispersion
branches of the full system and approximation (right). Left panel: red solid line – wave equation, black dashed
line – full system, green dash-dotted line – approximation. Right panel: black solid line – full system group speed,
black dashed line – full system phase speed, green solid line – approximation group speed, green dashed line –
approximation phase speed.
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In principle the idea for detecting the effects of the NGV on the evolution of the solution is that some harmonic
components of the solution are in the NGV region and as such it might be possible to pick up the effect in the
solutions. The dispersion curves for Eq. (1) can be found in Figure 1 bottom panel. The optical branches are
omitted from the phase– and group speed plots in Figure 2 for the sake of clarity where only the speeds from the
acoustical branches of the full system (1) and approximation (2) are compared (right panels). Next, in Figure 2
snapshots of the solution waveprofiles at T = 1500 are presented for the full system and approximation as well as
for the classical wave equation for reference (left panels).
Taking a look at Figure 2 one can note that for the parameter sets:
(a) – the shape and amplitude of the solutions of the full system and approximation are similar, however, the wave
propagation speed is different; in the dispersion curves NGV regions exist for the middle optical and acoustical
branches. The NGV region for acoustical branch is wide. There is no NGV region for the approximation;
(b) – similarly to the parameter set (a) the shape and amplitude of the full system and approximation solutions are
similar and the wave propagation speeds are different; the match between dispersion curves is better but the NGV
region for the approximation is still absent;
(c) – similar to the cases (a) and (b) the amplitudes of the solutions of the full system and approximation match well
but there is significant difference between the propagation speeds of the pulses; both solutions have an oscillatory
tail behind the pulse but the amplitude of the tail is smaller for the approximation; the match between the dispersion
curves of the full system and approximation is better than in the cases of (a) and (b) but still not close enough to be
considered a good match;
(d) – like in the cases (a), (b) and (c) the amplitude of the solutions matches well, however, although the dispersion
curves match well to the point of approximation even having a NGV region there is still a significant gap between
the propagation speeds of the solutions.
3 CONCLUSIONS
In summary following main conclusions can be drawn from the present study:
(i) Qualitatively the approximation is good as the shape and amplitude of the waveprofile are well represented.
(ii) Dispersion curves for the approximation can have the NGV region and approximation dispersion curve shapes
are similar to the acoustic branches of the full system, however, for some parameter combinations the propagation
speed of the approximated solution can be much different from the one in full system of equations.
(iii) The wave propagation speed of the approximation is slower than in the solution of the full system.
(iv) For the wide spectrum of frequencies (Figure 1) only a few are influenced by the NGV phenomenon. This is the
reason why the existence of NGV has no significant effect on the evolution of pulse–type solutions under considered
parameter combinations, initial condition and integration intervals.
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Abstract. This paper describes an approach to determine virtual prototypes of PET bottles from a given preform 
design and process parameters using a three-dimensional simulation of the stretch blow molding process. The 
material behavior of PET bottles is described considering the dependency of the process induced local stretch 
ratio to the permeation and topload related material properties. The corresponding material model is used for 
the testing of the prototypes’ oxygen barrier and topload behavior. 
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1 INTRODUCTION 
The two-stage stretch blow molding process is well established for the large scale production of high quality PET 
containers with excellent mechanical and optical properties [1]. These benefits lead to an dominant market share 
in the field of packaging. The process consists of a heating and a forming phase. An injection molded preform is 
heated via infra-red radiation and afterwards stretched and blown into a mold [2]. The share of material costs of 
the entire process chain is about 70 to 75 percent [3]. The challenge in minimizing the use of material is ensuring 
the required properties of the bottle, such as a certain topload-behavior during the transport of the bottles on 
pallets and a certain barrier function, for example for oxygen-sensitive products. These requirements are achieved 
to a large extent through the material distribution of the bottle [5], that is determined by the preform design and 
the process parameters [3]. Another influence is the improvement of the material properties through the stretch 
induced material hardening in the process. This behavior is realized in CAE methods through stretch ratio 
dependent material models. These material models require a high effort in determining stretch ratio dependent 
material data, because the amount of samples and measurements increases strongly due to the accuracy of the 
model. Therefore, the contribution addresses the influence of the stretch ratio dependent material data on the 
properties of the bottle. 
2 GOUVERNING EQUATIONS 
The integrative simulation approach at the Institute of Plastics Processing at RWTH Aachen consists of a process 
simulation that is coupled either with a topload or an O2-barrier simulation. The heating phase is modeled through 
the radiation heat exchange between emitter and preform and the heat conduction in the preform [6]. The radiation 
flux from the environment on an element i is calculated through Eq. 1. 
𝑞!!! = 𝜎𝜀! 𝜀! 𝐹!,!𝐶!,!!!!!!!
!
!!! 𝑇!! − 𝑇!! with 𝐶!,! = 𝛿!,! − 1 − 𝜀! 𝐹!,! (1) 
 
2 B. Twardowski et al. | Young Investigators Conference 2015 
 
where σ is the Boltzmann constant, 𝜀 is the emission coefficient, 𝐹 are the view factors, 𝛿!,! the Kronecker Delta 
and 𝑇 the temperature. The radiation absorption is calculated through the law of Lambert-Bougier in Eq. 2. It 
describes the energy loss of radiation inside a solid material. 
𝑞!! 𝑦 = 𝑞!!! 𝜆 𝑒!! ! !!! 𝑑𝜆 (2) 
Where λ is the wavelength, q0'' λ  is the radiation on the body’s surface, 𝜅 𝜆  is the absorption coefficient, 𝑦 the 
depth of the radiation in the preform. The heat conduction is calculated through Eq. 3. 
𝜌𝑐! 𝜕𝑇𝜕𝑡 = 𝜕𝜕𝑥 λ 𝜕𝑇𝜕𝑥 + 𝜕𝜕𝑦 λ 𝜕𝑇𝜕𝑦 + 𝜕𝜕𝑧 λ 𝜕𝑇𝜕𝑧 + Φ!!! (3) 
where 𝜌 is the density, 𝑐! is the specific heat, 𝑡 the time, Φ!!! the internal heatsource and λ the thermal 
conductivity. The mechanical material behavior is modeled through a Mooney-Rivlin based hyper elastic Yeoh-
modell in Eq. 4. 𝑊 = 𝐶!" 𝐼! − 3 + 𝐶!" 𝐼! − 3 ! + 𝐶!" 𝐼! − 3 ! (4) 
where 𝑊 is the strain energy, 𝐶!" are material specific constants and 𝐼! is the first invariant of the left Cauchy-
Green tensor. The permeation is calculated through the permeation coefficient 𝑃 in Eq. 6. 
𝑉 = 𝐴 ∙ 𝑃 ∆𝑥∆𝑝 (5) 
where 𝑉 is the oxygen volume flow through the barrier, 𝐴 is the plastics surface, 𝑥 is the plastics thickness and 𝑝 
is the oxygen’s partial pressure. 
3 SIMULATION MODELS 
 
The process- and topload-simulation routines are implemented in the simulation software Abaqus by Dassault 
Systèmes, Société annonyme, in Velizy-Villacoublay, Cedex, France. The coupling of these routines is achieved 
through software tools implemented in VB using the .NET framework by the Microsoft Cooperation, Redmond, 
USA.  
The processes simulation was developed in [7]. The radiation heat exchange between Polyethylenterephthalat 
(PET) prefom and emitter is calculated through Eq. 1 in Abaqus. The resulting energy input on the perform’s 
surface is used to calculate the heat generation inside the preform. Therefore, Eq. 2 is solved with a wavelength-
dependent absorption characteristic. The resulting heat source Φ!!! allows determining the heat conduction 
through Eq. 3 with the Abaqus FEM-solver. The forming simulation requires the temperature profile of the 
preform. The used material model is a stretch ratio and temperature dependent Yeoh-model in Eq. 5. The 
described process simulation results in a formed bottle with a certain wall-thickness distribution. The elements 
stretch ratio is calculated through the comparison of preform and bottle elements. The “virtual prototype” of the 
bottle is used for further tests. A topload simulation was implemented in [8], that uses stretch ratio dependent 
material data. Furthermore an O2-barrier calculation was implemented, that uses Eq. 6, for element-wise 
calculation of the oxygen flow through the barrier material. 
3.1 Material data 
The absorption coefficient is calculated from the wavelength dependent transmission spectra in Figure 1. The 
forming simulation uses material-coefficients 𝐶!" of the Yeoh-model in Eq. 4 based on stress-strain-curves. These 
curves were measured on a lab stretcher KARO IV, by stretching PET-films at different temperatures and stretch-
speeds. The resulting stress-strain-curves for different temperatures are shown in Figure 1. 
The material properties for the topload and the barrier simulation were measured on probes of PET bottles with 
different homogeneous stretch ratios. Figure 2 shows the axial secant modules for the topload simulation in axial 
and circumferential direction on the left as well as on the right the permeation coefficients measured in permeation 
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chambers with a non-invasive optical sensor of the company PreSens Precision Sensing GmbH, Regensburg, 
Germany. 
 
Figure 1: Transmission spectrum of PET [7] (left) and stress-strain-curves of PET at a stretch-speed of 0.1 %/s 
 
 
Figure 2: Axial secant modules for the topload simulation [8] (left) and permeation coefficients (right) 
3.2 Validation of the process simulation 
Figure 3 shows the comparison between the measured and calculated temperature profile on the inner and outer 
preform surface. The simulated temperature is lower than the measurements, because the model does not take the 
transmitted radiation through the preform into account. The deviation in the bottom and the head of the prefom is 
caused by the modeling of the absorption behavior. In the model, the incoming radiation enters the preform 
orthogonal to the surface and that causes errors in these sections. The comparison between the measured and 
calculated wall thickness distribution of the bottle is shown in Figure 3 on the right side. The comparison shows a 
good agreement between simulation and measurement, despite the errors of the reheat simulation.  
 
 
Figure 3: Comparison between the measured and calculated temperature profile (left) and wall thickness 
distribution (right) through the integrative process simulation. 
3.3 Application of the topload and barrier simulation  
The process simulation was applied to four different preform geometries to test the influence of the stretch ratio 
dependent material data on different scenarios. The tool for the forming simulation was identical in each 
simulation. The different preforms in figure 4 are taken from a preform-optimization in [9]. The results of the 
process-simulations were used for a topload and an O2-barrier simulation with either constant or stretch ratio 
dependent material properties. The wall thickness distribution of the resulting bottles is shown in figure 4. 
Preform 3 has the highest amount of material in the body of the bottle and preform 1 has the lowest amount. 
Figure 4 shows also the result of the topload-simulation. The used constant stretch ratio is 4.0 in circumferential 
and 3.6 in radial direction. Preform 1 has a homogeneous wall thickness distribution in the body of the bottle and 
therefore homogeneous stretch ratios in that region, but the consideration of the stretch ratio dependence leads to a 
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difference of 20 % in region of failure. Preform 1 has the most varying wall thickness distribution, but nearly the 
same topload behavior with either constant or stretch ratio dependent material properties. 
 
Figure 4: Used preforms (left), the wall thickness distribution of the bottle from the process simulation (middle) 
and the topload behavior with either constant (grey) or stretch ratio dependent (black) material properties (right). 
Table 1 shows the oxygen transmission rate (OTR) of the O2-barrier simulation at 23 °C with either constant 
(CSR) or stretch ratio dependent (DSR) permeation coefficients. The used constant stretch ratio is 4.7 in 
circumferential direction. The difference in the permeation coefficient for different stretch ratios is approx. 10 %. 
The results of the simulations are in that magnitude. But in contrast to the topload simulation, preform 1 has the 
lowest stretch ratio dependence because of the homogeneous wall thickness distribution. The difference between 
CSR and DSR in case of the OTR depends on the stretch ratio deviations of the whole bottle while the topload 
result depends on the stretch ratio deviations of the region of failure. 
Table 1: Results of the barrier simulation 
Subject Preform 1 Preform 2 Preform 3 Preform 4 Units 
OTR (DSR) 2.100 2.489 2.0638 2.956 µm³/(day bottle 0,21 bar) 
OTR (CSR) 2.2645 2.1460 1.7826 2.5937 µm³/(day bottle 0,21 bar) 
Difference 7.82 13.81 13.62 12.28 % 
4 CONCLUSIONS 
An integrative simulation approach of the stretch blow molding process with a topload and an O2-barrier 
simulation was used to determine the influence of stretch ratio dependent material properties of different 
preforms. The result of the simulation shows, that the influence of these properties are highly dependent on the 
preform shape and the tested property (topload or O2-barrier). Therefore, it is not yet possible to precisely 
determine the influence of a stretch ratio dependent material model due to the wall thickness distribution of the 
bottle. Further studies will focus the development of sseparate models to assess the influence of a stretch ratio 
dependent material model for various properties. 
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Abstract. A parametric study is conducted to investigate the capability of Reynolds Averaged Navier-Stokes
(RANS) simulations to model turbulent shock wave-boundary layer interactions. The results are compared with
experiments and a interaction-length scaling of Souverein et al.[1]. It is found that at moderate interaction strengths
RANS predicts the interaction length correctly, but it fails for stronger (separated) interactions and systematically
underestimates the size of the interaction region.
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1 INTRODUCTION
Shock wave-boundary layer interactions (SWBLI’s) have been an active topic of research for over seven decades.
A primary motivation for the interest in SWBLI’s is their occurrence in almost all internal and external supersonic
flows. The presence of SWBLI’s can cause large pressure fluctuations and thermal loads which limit the design of
supersonic and hypersonic vehicles[2]. Numerical simulations play an important role for understanding SWBLI’s.
Great progress has been made with the use of Direct Numerical Simulation (DNS) and Large Eddy Simulation
(LES), however, due to computational resource requirements these methods are limited to low Reynolds numbers
and Reynolds Averaged Navier-Stokes (RANS) will therefore remain the workhorse of the industry for the foresee-
able future[3].
In this paper a parametric study of turbulent SWBLI’s is conducted by varying the Mach and Reynolds number and
shock strength. The resulting interaction length is scaled according to the scaling law proposed by Souverein et
al [1], in order to investigate if the interaction length is predicted correctly by RANS. The scaling of Souverein et
al. [1] is based upon the physical principles of conservation of mass and momentum and has been validated with
numerous experiments. The interaction strength S∗ is defined in Eq.(1) and depends on the pressure jump over the
entire shock system (both shock C1 and C2 in Fig.1), the freestream Mach number M∞, the ratio of specific heats
γ and a parameter k which takes into account the effects of the Reynolds number. The parameter k is based on the
Reθ and is 2.5 for Reθ > 104 and 3 otherwise. In Fig.1 (left) the interaction length Lint is defined as the distance
between the impinging shock C1 and the reflected shock C2 extrapolated towards the wall. The interaction length
is scaled using Eq.(2) which uses the compressible displacement thickness δ∗c and a geometric parameter G, which
depends on the shock angle β and deflection angle θ as defined in Fig.1. In the original paper by Souverein et al.[1]
the data showed a good collapse onto a single curve.
S∗ =
2k
γ
ppost
p∞
− 1
M2∞
(1)
L∗ =
Lint
δ∗c
G(β, θ) =
Lint
δ∗c
sin(β) sin(θ)
sin(β − θ) (2)
The simulations are compared with an experiment of a shock wave impinging on a flat-plate conducted at Technical
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University of Delft (TUD) which will provide a reference case for the present RANS simulations. The flow field of
the experiment is obtained by means of Particle Image Velocimetry (PIV). [4]
2 EXPERIMENTAL SETUP
The experimental setup at the TUD consists of a flat-plate and a shock-inducer, which deflects the supersonic flow
over an angle (θ = 3◦) in order to create a oblique shock wave, which impinges on the flat-plate boundary layer.
The freestream Mach number is M∞ = 1.7 and the total pressure and total temperature are 2.3 bar and 278 K,
respectively[4]. The Reynolds number is Reδ∗i ≈ 4.6 · 103. The boundary layer is fully turbulent after it has
undergone natural transition well upstream of the interaction (x − xsh = 30 mm) and can be described by the
incompressible boundary layer parameters in Table.1.
The computational geometry is given in Fig.1. The first and last part of the top wall are represented by a slip
boundary condition and between xst and xend a no-slip boundary condition is used to simulate the test-plate. The
bottom wall has a slip condition along the entire length to reduce the amount of cells. The boundary layer on the flat-
plate is modeled with a structured fine mesh with a small inflation layer, keeping it nearly uniform in the interaction
zone. The mesh is refined in the region of the incident and reflected shock to minimize the thickness of the shock
waves. The rest of the mesh is kept unstructured with relatively coarse cells, since the flow is either uniform (before
the interaction) or the shocks are no longer important to resolve precisely (after the interaction). The amount of cells
used is≈ 7 ·105. The SU2 [5] solver used does not have an implementation of a transition model, so as to match the
incoming boundary layer thickness of the experiment the point xst in Fig.1 is moved closer to the interaction zone.
The simulations were performed with the open source unstructured solver from Stanford SU2 [5] and the meshes
were generated with the open source meshing software GMSH[6]. A second order ROE upwind scheme is used with
the Venkatakrishnan slope limiter in combination with the Spalart-Allmaras (SA) turbulence model. A parametric
study is conducted by varying the deflection angle from 3o up to 12o, the Mach number from 1.3 to 2.3 and a
Reynolds number 2 · 103 < Reδ∗i < 5 · 103. The lower Reynolds number limit is chosen low to reduce computation
time, and the upper limit is chosen such that it resembles the experiment. The values for the deflection angle and
Mach number range are chosen such that a wide range of interaction strengths are modeled (S∗).
θ β
Slip No-slip Slip
xst xend
C1 C2
u∞
Lint
xsh
Slip
θ β
Slip No-slip Slip
xst xend
C1 C2
u∞
Lint
xsh
Slip
Figure 1: (left) ( ) indicating refinement
box.( ) expected shock shock waves.
Table 1: Comparision between experimental
results[4] and simulated results at x − xsh =
−4 mm
Experiment Simulation
δ99 0.96 mm 0.96 mm
δ∗i 0.133 mm 0.1406 mm
θi 0.101 mm 0.101 mm
Hi 1.32 1.39
Lint 1.6 mm 1.55 mm
S∗ 0.52 0.51
L∗ 0.43 0.39
3 RESULTS
A simulation has been conducted for the same conditions as the experiment of the TUD and the predicted velocity
field is compared with the velocity field obtained by PIV in Fig.3 (left). The computational and experimental
results agree well in terms of reflected shock location and overall velocity values. In the velocity field obtained
by simulation there appears a small bump on top of the interaction zone (x − xsh = −0.5 mm) which is not seen
in the PIV data. This might be due to the finite size of the PIV interrogation windows, which limits the spatial
resolution of the measurement. The incoming boundary layer characteristics are compared in Tab.1. The velocity
profiles of the experiment and simulation through the interaction are compared in Fig.2. The simulated undisturbed
boundary layer (x − xsh = −4 mm) is in good agreement with the experimental data. However, moving further
through the interaction it is clear that the simulation overpredicts the fullness of the profiles, similar behavior has
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been observed by DeBonis et al.[7]. After the interaction x − xsh = 4 mm the boundary layer predicted by the
simulation moves closer to the results from the experiment. The experimental boundary layer parameters show a
smooth development throughout the interaction region, whereas the simulated values show discontinuous features
in both the displacement and momentum thickness, which are due to the discrete nature of the shock waves. The
PIV measurements deliver a smoothened image of the velocity fields due to the finite particle response time and the
finite size of the PIV interrogation windows. The same type of filtering can also be applied to the simulated data.
A particle slip model [8] is used to take into account the finite response time of the particles and a moving average
filter is used to simulate the effects of the finite window size. The results after filtering are plotted as the solid lines
in Fig.3(right). The graph no longer shows any discontinuous features, and has a good (qualitative) agreement with
the experimental data.
-4 -1 -0.5 0 0.5 1 4
0
0.2
0.4
0.6
0.8
1
x− xsh (mm)
y
(m
m
)
Figure 2: Velocity profiles through the interaction. ( ) Simulation. (∗) Experiment.
−4 −2 0 2 4
0.1
0.15
0.2
x− xsh (mm)
δ∗ i
,θ
i
Figure 3: (left) Velocity field normalized by the free-stream velocity u∞, Simulation (top), Experiment (bottom).
Impinging shock ( ), reflected shock ( ). (right) Displacement thickness (red), momentum thickness (green).
Simulation (dashed line), simulation with PIV-based filtering (solid line), experiment (circles).
The scaling of the interaction-length introduced in Sec.1 is applied to all simulations conducted and the results are
presented in Fig.4. A confidence bound (gray area) is obtained from the data provided by Souverein et al. [1]. The
interaction length Lint of the simulation is virtually the same as that of the experiment as shown in Tab.1. In Fig.4
the scaling is applied to both cases and the simulated interaction length almost collapses onto the experiment. All
cases with attached flow remain inside the confidence bound, but at the most outer edge. The cases where flow
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Figure 4: Scaling by Souverein et al.[1] Confidence region () derived from original data[1]. Power law fit of
original data ( ). (Simulated data with separation . Simulated data without separation . Experimental data ∗.
Simulation at experimental settings N.
separation occur almost all fall outside of the confidence bounds. The overall trend in the data appears to be linear
instead of the power law of Souverein et al. [1].
4 CONCLUSION
A parametric study has been conducted, varying the deflection angle (θ), Mach number (M∞) and Reynolds number
(Reδ∗i ), using the SU
2 solver and and a comparison is made with experiments and the scaling by Souverein et al. [1].
The overall trend between the interaction strength S∗ and scaled interaction length L∗ is linear. For S∗ < 1.1 the
results of RANS using the SA turbulence model remain within the confidence bounds and the SA model appears to
predict the correct interaction length. The fullness of the velocity profiles inside the interaction region is, however,
overpredicted by RANS even for relatively weak interactions. For S∗ > 1.1 the SA model predicts interaction
lengths outside the theoretical correlation.
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Abstract. The biomechanics of the rumen play an important role in the digestion of plant matter in animals such
as cows and sheep, but are poorly understood. Computational modelling will be useful in explaining the role of
anatomy and contractions in the mixing and outflow of feed. We report on the development of a geometric model of
the sheep rumen. A plaster cast of an excised rumen was produced and imaged. The resulting point cloud was used
to create a cubic Hermite surface mesh that will be used for simulating rumen contractions and flow.
Keywords: : Rumen; Computational Biomechanics; Finite Element; Cubic Hermite.
1 INTRODUCTION
Unlike other mammals, ruminants such as cows and sheep have a compartmentalised stomach consisting of four
distinct sections. The rumen is the first and largest compartment of the digestive tract, and is the primary location for
digestion, where plant material rich in structural carbohydrates such as cellulose is broken down by microorganisms
via the process of enteric fermentation into short chain volatile fatty acids which can be absorbed through the rumen
epithelium [1]. The digestive process is facilitated by strong muscular contractions that mix the rumen contents.
Most previous research on the digestive role of the rumen has focused on the microbiology and metabolism. Little
is understood about the effects of rumen structure and motility on the digestive process, on the distribution and size
reduction of feed particles, and the inflow and outflow of digestive contents. Computational modelling of rumen
structure and motility is a potential tool for understanding the fluid dynamics of rumen digestion. Such an approach
could be used to investigate the role of compartmental contractions in the mixing and fluid dynamics of rumen
contents. The first step in the development of such a model is the definition of the geometry. Due to the relative
size of ruminants and the rumen itself it is difficult to gather accurate geometrical data without causing structural
deformations. Three possible techniques for obtaining the internal geometry include neutrally buoyant ex-vivo
casting, internal in-vivo casting, and X-ray computed tomography (CT) or magnetic resonance (MR) imaging of
the animal. Shape analysis can then be performed between methods to characterise regions that undergo significant
distortion. In this paper the results of ex-vivo casting of sheep rumens is presented and a cubic Hermite mesh of the
internal geometry created.
2 BACKGROUND
2.1 Anatomy and Digestive Physiology
The ruminant stomach is a compartmentalised system comprising of four sections: the rumen, reticulum, and oma-
sum, which together are considered as the fore-stomach, and the abomasum, which is the true acid digestion stomach
of the animal. The rumen (Figure 1) is the first and largest of these compartments in the digestive tract, and it is
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divided into numerous sections by a series of folds and pillars [2].
Figure 1: Sheep rumen showing compartments of the organ, (1) reticulum, (2) cranial sac, (3) dorsal sac, (4)
caudo-dorsal blind sac, (5) abomasum, (6) ventral sac, (7) caudo-ventral blind sac. Image taken from https://
commons.wikimedia.org/wiki/File:Rumen-sheep2.jpg by Uwe Gille licenced under CC-BY 2.5
The mucosal (internal) surface is covered by a layer of papillae (small leaf like structures), approximately 1-3mm
high, that increase surface area for absorption. The reticulum is the second compartment and is used primarily to
drive digestive flow in the rumen. Its surface is covered with folds forming 4-6 sided compartments that protrude
from the mucosal surface forming a honey comb structure. The next organ is the omasum. It is connected to the
reticulum via the reticulo-omasal orifice, which is surrounded by a sphincter allowing for closure. The size and
shape of the organ can vary significantly between different types of ruminants, being either non existent, small and
tube like, or a large and spherical [2]. In sheep,it takes on a bean shape roughly the size of a tennis ball. In cows, it
is shaped like an oblate sphere. The omasum is primarily used to remove water content from the digestive material
before it is passed on to the abomasum for acid digestion. The omasum is filled with laminae, folds of tissue to
increase surface area which fill the majority of the omasum volume. The abomasum is connected to the omasum
via a much larger orifice which has no sphincter. It is similar to the stomach of non-ruminants in both structure and
function.
2.2 Motility and Digestive Flow
The contractions of the rumen allow for the mixing and kneading of digestive material, ensuring that incoming feed
is thoroughly distributed. The process aids in the disintegration of feed [3] and the absorption of nutrients. These
contractions also aid in the process of eructation, in which gases that build up within the rumen are expelled via
a belching like mechanism. The driving force for this is supplied by a series of contractive movements of the ru-
men [4]. There are two distinct contraction patterns that occur: the first begins with the contraction of the reticulum,
followed by a wave of contraction passing from the reticulum to the caudal blind sacs. These contractions are often
termed the primary or mixing contractions and cause the mixing of digestive contents. Contractions that are not pre-
ceded by a reticulum contraction are termed secondary contractions and are associated with eructation, mixing also
occurs during this stage. Little is understood about the effect of rumen motility and structure on functions such as
outflow. Yet studies have shown that rumen mechanics play a role in the efficiency of the animal and the production
of waste products such as methane that represents a significant loss of metabolisable energy for the animal and is
also a potential greenhouse gas. Recent studies on high and low methane emitting sheep found that animals in the
high emitting group have larger mean rumen volumes [5]. It is also known that the feed intake and outflow rates
affect the amount of methane produced. Increasing the concentration of feeding increases productivity by decreas-
ing methane production relative to dry matter intake [6], while longer retention time of feed increases the rate of
methane emissions [7]
3 METHODS
3.1 Creating Rumen Casts
Rumens were obtained from healthy ewes aged between 4-5 years that were killed as part of another study approved
by the Animal Ethics Committee of the University of Auckland. The organs were approximately 400mm in length.
The rumen and reticulum were removed from the animal and a small, approximately 10cm incision was made along
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the dorsal sac, midway between the reticulum and dorsal blind sac. The digestive contents were removed, and the
organ was flushed with water to remove any remaining particulates. The organ was suspended inside a plastic tank
via hooks running along the dorsal surface. The esophagus was secured to reproduce internal conditions. Gypsum
plaster was poured both into the casting tank, to act as a buoyancy fluid to prevent gravitational distention, and into
the rumen sacs and reticulum via a funnel and tubing. The height of the internal plaster was kept slightly higher
than the plaster in the tank (approximately 1 cm) to give some positive pressure to allow the plaster to enter the
organ. During the process the organ was massaged to remove pockets of air that both prevent plaster from entering
a compartment and create a buoyancy force causing distortion. The cast was allowed to set for 24 hours before
being sawn in half down the centre line of the rumen from the cranial to posterior ends. As plaster does not bond
to tissue, the interior rumen cast in each half can then be removed from the outer layer of plaster with relative ease.
Remaining tissue, such as papillae caught within the interior plaster, was then removed by immersing the cast in a
solution of 5% sodium hypochlorite for 24 hours.
3.2 Computational Modelling
Plaster casts were imaged using X-ray CT at a slice plane thickness of 0.6mm to capture the muscular pillars
and folds that run between the different rumen sacs. The images were segmented using Stradwin (v 5.0, http:
//mi.eng.ca.ac.uk/rwp/stradwin). A VRML surface model was then interpolated from the segmented
planes using regularised tetrahedral marching [8] within the Stradwin environment. The two halves of the rumen
were stitched back together using Meshlab (v 1.3.3, http://meshlab.sourceforge.net/). A Poisson
surface reconstruction was used to form a water tight sterolithographic (STL) model of the rumen geometry. Due
to the difference in length scales between the size of the papillae and the dimensions of the rumen, a relatively
high density mesh would be required to capture these structures. This would impose significant computational costs
in terms of both memory and processing time and so these features were removed. Laplace smoothing was used
to smooth artifacts from the cast, scanning and reconstruction process. The RMS Hausdorff distance between the
original point cloud and reconstructed surface was calculated and found to be 0.9mm or 0.16% of the normalised
length. The resulting STL model is presented in Figure 2 consisting of approximately 50,000 nodes.
(a) (b)
Figure 2: Cross sectional view (a) and surface view (b) of the rumen STL model. A) rumo-reticulum orifice. B)
cranial sac, C) dorsal sac, D) dorsal blind sac, E) ventral sac, F) ventral blind sac. The muscular pillars that divide
the organ into different compartments are also seen. 1) cranial pillar, 2) dorsal pillar, 3) caudal pillar, 4) ventral
pillar
These models will be used for simulating contraction deformations, requiring large displacements of surface nodes.
Tetrahedral meshes are not suited for these problems as they introduce significant numerical errors under large defor-
mation [9]. Cubic Hermite meshing was therefore performed using CMGUI (v 2.7 http://physiomeproject.
org/software/opencmiss/cmgui), a modelling and visualization software package. A linear quadratic
mesh was first created using the reconstructed point cloud shown in Figure 2 and the derivatives for the Hermite
elements were calculated in CMGUI. The RMS Hausdorff distance between the reconstructed point cloud and the
surface of the cubic mesh was calculated to be 0.02 mm. The distance between vertices of the point cloud and
the surface were plotted to indicate the uniformity of the cubic mesh. These vectors showed that areas of inaccu-
racy occur in regions with strong curvature, and so additional optimization steps may be required. The final mesh
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containing 363 nodes is presented in Figure 3.
Figure 3: Cubic hermite mesh of rumen geometry. Vectors are drawn from the reconstructed point cloud to the
nearest surface, colour indicates distance magnitude.
4 CONCLUSIONS
An ex-vivo cast has been made from an excised sheep rumen and used to create STL representations of the internal
geometry. This model will be compared to results from in-vivo casting and in-vivo CT imaging to investigate regions
of high distortion during imaging. A finite element model was created using cubic Hermite elements. Rumen
contractions can be simulated by specifying boundary deformations in this model. The moving boundary conditions
can then be used within a computational fluid dynamic (CFD) environment to simulate digestive contractions to
investigate effects of anatomy and motility on digestive flow. Future work will look at implementing contraction to
the finite element model and coupling these to a CFD domain to drive digestive flow.
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Abstract. In this study, we consider phase-field-based fracture propagation in solid mechanics. The phase-
field model is based on a thermodynamically-consistent version proposed by Miehe, Welschinger, Hofacker. The
main focus is on goal-oriented functional evaluations using a partition-of-unity dual-weighted residual estimator
for accurate measurement of, for example, stresses or fluxes over parts of the boundary. Our developments are
substantiated with a numerical test.
Keywords: fracture; phase-field; dual-weighted residual method; goal-oriented error estimation
1 INTRODUCTION
The purpose of this study is on a posteriori error analysis accompanied with local mesh adaptivity for quasi-static
phase-field-based fracture propagation problems. Specifically, we concentrate on goal-oriented error estimation with
the dual-weighted residual (DWR) method [1, 2]. Here, a novel variational-based DWR localization technique is ap-
plied [3] that uses a partition-of-unity and avoids evaluation of strong forms (similar to [4]). A variational framework
for brittle fracture was first proposed by Francfort and Marigo [5] (supplemented with numerical simulations in [6])
and later modified by Miehe et al. [7, 8] in order to obtain a thermodynamically-consistent phase-field model for
brittle fracture. Numerical realization of such variational techniques for fracture are based on Ambrosio-Tortorelli
approximations [9, 10] in which discontinuities in the displacement field across the lower-dimensional crack surface
are approximated by an auxiliary function ϕ. The latter one can be viewed as an indicator function, which intro-
duces a diffusive transition zone between the broken and the unbroken material. This zone has half bandwidth ε, the
so-called model regularization parameter. Specifically, the resulting problem is a variational inequality because of
a fracture irreversibility constraint. Consequently, while combining phase-field fracture with the DWR method, we
borrow ideas from Rannacher and Suttmeier [11, 12, 13] who formulated DWR techniques for elasto-plasticity with
similar challenges. The outline is as follows: In Section 2, the forward problem is formulated. Next in Section 3, the
DWR estimator is derived. Finally in Section 4, a numerical example substantiates the algorithmic developments.
This example is coded in deal.II [14].
2 THE FORWARD AND ADJOINT PROBLEMS
We are interested in the following system: Let the function spaces we work with be
V := H10 (Ω) and Win := {w ∈ H1(Ω)|w ≤ ϕn−1 ≤ 1 a.e. on Ω},
where ϕn−1 denotes the previous time step solution. For later purposes we also need W := H1(Ω). For simplic-
ity we consider in this entire study scalar-valued displacements (i.e., a modified version of Poisson’s problem as
displacement equation).
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Formulation 1 (Euler-Lagrange system of phase-field fracture propagation) Find scalar-valued displacements
u and a scalar-valued phase-field variable ϕ, i.e., (u, ϕ) ∈ V ×W such that((
(1− κ)ϕ2 + κ) σ(u), e(w)) = 0 ∀w ∈ V, (1)
and
(1− κ)(ϕ σ(u) : e(u), ψ−ϕ) +Gc
(
−1
ε
(1− ϕ,ψ−ϕ) + ε(∇ϕ,∇(ψ − ϕ))
)
≥ 0 ∀ ψ ∈Win ∩ L∞(Ω), (2)
and the crack irreversibility constraint
∂tϕ ≤ 0.
The time t might enter through time-dependent boundary conditions, e.g., u = u(t) = g(t) on ∂ΩD with a pre-
scribed boundary function g(t) of Dirichlet-type or time-dependent traction conditions (Neumann).
In Formulation 1, κ is a positive regularization parameter for the elastic energy, with κ  ε, and Gc is the critical
energy release rate. Linear elasticity with the standard stress-strain relationship is defined as
σ := σ(u) = 2µe(u) + λ tr(e(u))I.
Here, µ and λ are material parameters, e(u) = 12 (∇u+∇uT ) is the strain tensor, and I the identity matrix.
The primal problem is then formulated in terms of a semi-linear form:
Formulation 2 (Primal form of coupled elasticity phase-field) Find U := {u, ϕ} ∈ V ×W such that
A(U)(Ψ) = 0 ∀Ψ := {w,ψ} ∈ V ×W. (3)
Here, A(U)(Ψ) is obtained as usually by summing up (1) and (2). In addition, the variational inequality is treated
with a penalization term (a discussion as well as suggestion of a more sophisticated scheme are provided in [15]).
The dual form (that is required for DWR error estimation) is obtained by switching test and ansatz functions in the
linearized Formulation of 2:
Formulation 3 (Dual form of coupled elasticity phase-field) Find Z := {zu, zϕ} ∈ V ×W such that
A′(U)(Φ, δZ) = J ′(U)(Φ) ∀Φ := {ϕu, ϕϕ} ∈ V ×W, (4)
where J(·) is the goal functional under consideration.
3 GOAL-ORIENTED ERROR ESTIMATION WITH THE DUAL-WEIGHTED RESID-
UAL METHOD
A relevant example for J(·) is a flux evaluation, i.e., J(U) = ∫
Γtop
∂nu ds. Employing the dual problem, the a
posteriori error estimator to such a functional reads [2]:
|J(U)− J(Uh)| ≤
∑
T∈Th
ρT (Uh)ωT (Z),
with the local residuals ρT (Uh) and sensitivity weights ωT (Z). Here, h denotes as usually the spatial discretization
parameter. The above dual solution Z ∈ V cannot be determined analytically but must be solved numerically as the
primal problem, i.e, we search for Zh ∈ Vh by solving Formulation 3.
To localize the error, we use a recently introduced variational localization formulation [3] that only needs a partition-
of-unity (PU),
∑
i χi ≡ 1. Specifically as PU, we consider the space of piece-wise bilinear elements V (1)h (without
restrictions on Dirichlet boundaries) with usual nodal basis {χih, i = 1, . . . , N}. The reason is that the local
influence of neighboring cells is collected via the PU rather than integration by parts and face-term evaluation as
originally suggested [1, 2]. The latter (well-known) classical technique becomes computationally expensive and
intractable for multiphysics problems (such as coupled elasticity phase-field) with many equations.
Taking into account that the phase-field variable ϕ is an auxiliary variable determining the crack path, we formu-
late the error estimator ‘only’ in terms of the physical displacements. Furthermore, we restrict ourselves to study
estimates for varying h while keeping the regularization parameters ε and κ fixed.
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Proposition 1 Let Uε be the continuous solution for fixed ε and Uε,h the corresponding discretized solution. We
have the (reduced) a posteriori error estimate for the displacement-phase-field problem:
|J(Uε)− J(Uε,h)| ≤
N∑
i
|ηi| =
N∑
i
∣∣∣(−((1− κ)ϕ˜2 − κ) σ(u), e(w))∣∣∣,
where ηi are the local (nodal-based) error indicators and their absolute value |ηi| is used for mesh refinement. The
weighting function (composed of the dual problem) [2] is defined as w := (w(2)2h − wh)χih. Furthermore, ϕ˜ is an
extrapolation of the true ϕ as suggested and discussed in [16].
4 A NUMERICAL EXAMPLE: FLUX EVALUATION ON A BOUNDARY
In this section, a numerical example is used to substantiate our developments. We consider the slit domain in
Ω := (−1, 1)2 with a displacement discontinuity (i.e., the crack). In [17, 18], a manufactured solution for the
displacement field has been constructed. The initial square domain is first five times globally refined; this mesh
level is to be considered as the coarse mesh.
Figure 1: Numerical example: phase-field fracture approximation in the slit domain. In the left sub-figure the
displacement field is shown in a three-dimensional view in order to highlight the displacement discontinuity. In the
middle, the phase-field function is observed; with values 0 in the fracture and 1 outside and smooth interpolation in
between. At right, the dual functional, here a flux evaluation on the top boundary {(x, y)|y = 1} is displayed.
The analytical solution on the slit domain Ω\{(x, 0)|−1 ≤ x ≤ 0} is given by [18] as (λr1/2 sinϕ/2; {(x, 0)|−∞ ≤
x ≤ 0}) where polar coordinates with r2 = x2 + y2 are used. Employing the boundary function g = λ sinϕ/2
on ∂Ω, we prescribe non-homogeneous Dirichlet conditions on all parts. Specifically, transforming g into Cartesian
coordinates we deal with
x ≤ 0 and y ≥ 0 : g(x, y) = λ/
√
(2) ∗
√√
x2 + y2 − x, x ≤ 0 and y ≤ 0 : g(x, y) = −λ/
√
(2) ∗
√√
x2 + y2 − x,
x ≥ 0 and y ≥ 0 : g(x, y) = λ/
√
(2) ∗
√√
x2 + y2 − x, x ≥ 0 and y ≤ 0 : g(x, y) = −λ/
√
(2) ∗
√√
x2 + y2 − x.
These conditions introduce a discontinuity on the boundary at (−1, 0) and consequently a crack with displacement
discontinuity as displayed in Figure 1. Here, ε is fixed by hcoarse = 8.84e − 2. The other model and material
parameters are given as: κ = 10−14, Gc = λ2Gc ×
√
pi/2, λGc = 1.0, µ = 1.0. The goal functional is defined as
J(uε) =
∫
Γtop
∂nuε ds,
and the error J(uε)− J(uε,h) (for fixed ε) is subject to our investigation. A related example has been considered in
[19]. The primal problem is computed with Qc1 (continuous bilinears) finite elements for both the displacement as
well as the phase-field approximation. The dual problem is computed with finite elements of higher order; namely
Qc2 (continuous biquadratic); other options for discretizing the dual problem are outlined in [2].
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Our findings are displayed in Figure 2. First, we observe that the error and the DWR estimate converge with the
same order. Secondly, the effectivity index (fraction of true error with respect to DWR estimate) yield relative good
results for such a problem. The corresponding primal and dual solutions are displayed in Figure 1.
 0.0001
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 0.01
 0.1
 1000  10000  100000
Er
ro
r
DoFs
DWR Error
DWR Estimate
O(h2)
Figure 2: Numerical example: phase-field fracture approximation in the slit domain. At left the error and the DWR
estimate are displayed including a comparison of the convergence order. Observing the error and the DWR estimate
yield a relative good effectivity index while both show the similar convergence order. In the right sub-figure, the
resulting locally adapted mesh and the crack contour ϕ = 0.1 (colorized in red) are shown. Here, the mesh is refined
primarily around the top boundary (where the goal functional is evaluated) but also at the tip of the fracture in (0, 0).
5 CONCLUSIONS
In this study, we combined the dual-weighted residual method with phase-field fracture propagation. Using phase-
field, two solution variables, for the displacements and a smoothed indicator function must be solved. In the dual-
weighted residual estimator only the displacement equation is considered for the error approximation. The devel-
opments are substantiated with a numerical test in which the error and the DWR estimator converge with the same
order and secondly, the effectivity is relatively satisfactory, while observing slight underestimation of the true error.
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Abstract.   Thermal inhomogeneities in a spiral mandrel die for blown film extrusion can lead to an uneven flow 
in spite of a rheological die design. In order to analyze these effects an integrative thermal and rheological flow 
simulation in Polyflow (ANSYS) has been developed, in which the whole die is modelled non-isothermally. The 
simulation takes both the non-linear flow behavior of the melt and the thermal phenomena in the die into account 
and is used to analyze the influence of the temperature distribution in the die on the melt flow. 
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1 INTRODUCTION 
Blown film extrusion is a manufacturing process for tubular plastics films. The extrusion die, which is usually a 
spiral mandrel die [1], has the function to shape the melt delivered by the extruder in to the desired film tube. The 
main goal in the design of the die is to ensure a uniform velocity distribution at the die outlet [2]. However, a 
simple rheological analysis of the die assuming isothermal conditions is not sufficient. Thermal inhomogeneities 
in the die due to the external heating of the die and the uneven shear heating in the flow channel can lead to an 
uneven flow in spite of a rheological die design [3]. The thermal inhomogeneities occur especially in the pre-
distributor of the die, whose task is to divide the melt stream delivered by the extruder into multiple sub-streams, 
which are then fed into to the mandrels of the following main distributor [4].  
In the presented work, an integrative FEM simulation in Polyflow (ANSYS) is applied, in which the whole die is 
modelled non-isothermally. With the help of the simulation, which takes both the heat transfer in the die and the 
shear heating in the melt into account, the influence of the temperature distribution in the die on the melt flow is 
investigated. In the simulation the whole die, consisting of both the pre- and main distributor, is modelled.  
2 GOVERNING EQUATIONS 
For a mathematical description of the non-isothermal flow in the extrusion die, the conservation equations for 
mass, momentum and energy are used [5]. For the simultaneous solution of the conservation equations, it is 
necessary to link them via constitutive equations. For the connection of the mass and momentum conservation a 
rheological constitutive law is used. A possible rheological material law, which describes both the Newtonian 
flow behavior of plastics melts at low shear rates and their pseudo-plastic behavior at high shear rates is the 
Carreau law [6]. The Carreau law describes the dependence of the shear viscosity form the shear rate. The 
influence of the temperature on the shear viscosity can be modelled with the temperature shift according to 
Williams, Landel and Ferry (WLF equation) [7]. If heat transfer processes occur in a flow, an additional 
thermodynamic equation of state is required, which describes the relation between the thermodynamic state 
variables pressure, density and temperature. Plastics melts are hereby usually modelled as incompressible fluids, 
whose density is independent of the pressure. 
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The relevant heat transfer processes for the integrative simulation of the spiral mandrel die are the heat conduction 
in the die and melt as well as the heat exchange of the outer surfaces of the die with the environment by means of 
convection and radiation. The heat conduction is described by the Fourier`s law, whereas the convective heat 
exchange is modelled by Newton`s law of cooling [8]. The radiative heat exchange with the environment can be 
described with the Stefan-Boltzmann law [9]. 
3 SIMULATION MODEL 
For the investigations the spiral mandrel die shown in Figure 1 was used. The die consists of a 23 pre-distributor 
and a main distributor. In the pre-distributor three distribution levels are used to feed a total of eight spiral 
mandrels in the main distributor. The circumferential surface of the die is covered by a heating tape in the actual 
blown film process. 
 
    
 
Figure 1: Pre-distributor (left), main distributor (middle) and model of the assembled die (right). 
The integrative simulation of the spiral mandrel die is conducted with the software Polyflow of Ansys Germany 
GmbH, Darmstadt. In the simulations both the flow channel and the surrounding die steel is modelled three-
dimensionally. However, non-isothermal flow simulations with the entire flow channel did not converge for any 
relevant process points. The reason for this is that the complex thermal effects in the main distributor, especially 
the shear heating, lead to too many non-linearities in the simulation model. That is why only the flow channel of 
the pre-distributor is modelled as the fluid area in the simulations, whereas the heat transfer in the die steel is still 
calculated for the whole die. With this simulation model convergence could be achieved for every calculated 
process point. To keep the calculation times as low as possible, the symmetry of the die is used and therefore only 
one die half is depicted. 
In the integrative simulation of the die both thermal and rheological boundary conditions for the flow channel and 
thermal boundary conditions for the die material must be specified. Regarding the rheological boundary 
conditions in the flow channel a steady-state, laminar, wall adhesive flow is assumed. The flow at the inlet of the 
pre-distributor is assumed to be fully formed and the total mass throughput through the die is given. In the 
simulation only the flow channel of the pre-distributor and not the flow channel of the following main distributor 
is modelled. At the outlets of the sub-channels of the pre-distributor a constant die back-pressure from the main 
distributor is defined. In addition to these rheological boundary conditions, it is also necessary to define thermal 
boundary conditions for the flow channel. At the inlet of the flow channel a constant melt temperature is assumed. 
Within the melt, heat conduction and dissipative shear heating occur. The flow channel wall is defined as the 
interface between the flow channel and the die material, where a convective heat exchange between the plastics 
melt and the die steel occurs. This heat exchange is calculated explicitly in the simulation as the simulation model 
includes both the flow channel and the surrounding die material. 
In case of the thermal boundary conditions of the die, it is assumed that the plane of symmetry is adiabatic. The 
circumferential surface of the die, which is covered by a heating tape in the actual process, is imposed with a 
homogeneous temperature. The remaining outer surfaces of the die exchange heat with the environment by free 
convection and radiation. This heat exchange is modelled in the simulation with Newton`s law of cooling, 
whereby a combined heat transfer coefficient for convection and radiation is used. The convective heat transfer 
coefficient was estimated with the help of an empirical equation for the Nusselt-number [8], whereas the heat 
transfer coefficient for the radiation was derived from the Stefan-Boltzmann law. There is also a heat exchange in 
the cooling air duct of the die by forced convection, which was likewise described by Newton`s law of cooling.  
The plastics used in the simulation is a HDPE, whose temperature and shear rate-dependent viscosity is described 
by the Carreau law and the temperature shift according to the WLF equation. In order to evaluate the temperature 
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and flow rate distribution in the die, different process points were calculated, in which the total mass through-
put ?̇?, the melt temperature at the die inlet TM and the temperature of the circumferential surface of the die TW 
were varied. 
The dissipative shear heating and convective heat transfer lead to many non-linearities in the simulation model, 
because of which a direct solution of the system at the desired process parameter values is not successful. For this 
reason, the simulations are carried out using an evolution scheme, in which the mass flow rate is gradually 
increased. The flow and temperature fields are first calculated for non-critical, small mass flow rates and serve as 
starting values for the next calculation step. This leads to an initially low shear heating and convective heat flux. 
4 RESULTS 
On the left side of Figure 2 the calculated temperature distribution in the pre-distributor is shown exemplary for 
the process point (?̇?=300 kg/h, TM=200 °C, TW=220 °C). First of all, it can be seen that the external heating of the 
die leads to a pronounced temperature gradient in the die material. This temperature gradient in combination with 
the shear heating of the plastics leads to an inhomogeneous temperature distribution in the melt. Both the shear 
heating and the temperature of the flow channel wall, which is in this case higher than TM, induce an increase of 
the melt temperature near the flow channel wall in the first part of the flow channel. Here, the flow channel side 
which is directed towards the outer edge of the die is heated more, since on this side of the flow channel the 
temperature of the flow channel wall is higher. Afterwards, the subsequent branching of the flow channel causes 
that the increased temperature remains only on one channel side in each branch. On the other flow channel side 
colder melt from the middle of the flow channel before the branching flows. The warmed melt part flows in the 
direction of outlets 2 and 3, while the relatively colder melt part flows toward the other two outlets. The result is 
that outlet 3 has the highest melt temperature and outlet 1 and 4 the lowest. 
As shown on the right side of Figure 2, the temperature distribution is also reflected in the flow rate distribution at 
the outlets. Outlet 3 has the highest temperatures and therefore the lowest flow resistance, because of which the 
highest output is also at outlet 3. At outlet 1 and 4 on the other hand, which have the lowest melt temperatures, are 
the lowest flow rates. The overall result is a difference between the maximum and minimum throughput of 
approximately 5 % of the average throughput. 
 
 
Figure 2: Temperature and flow rate distribution in the pre-distributor (?̇?=300 kg/h, TM=200 °C, TW=220 °C). 
The next step in the simulative investigation of the die is to determine thermal design measures for the 
homogenization of the temperature and flow rate distribution in the pre-distribution. A first measure consists in 
the application of several heater cartridges along the inner edge of the pre-distributor in order to warm up the 
colder melt parts and thereby adjust the flow rates at the outlets to each other. The effectiveness of the heater 
cartridges can be further enhanced by exchanging the die material immediately around the cartridges with brass 
inserts. This measure reduces the temperature decrease between the heating elements and the flow channel, so that 
the throughput difference between the outlets can be further reduced. A problem in the use of heater cartridges is, 
however, that the melt temperature takes values above 240 °C in certain areas of the flow channel, so that the risk 
of thermally damaging the melt is present. This danger, however, can be countered by installing an insulating 
recess in the die near outlet 3. Through the recess the melt temperature is significantly reduced in this area. As a 
result, the required temperatures of the heater cartridges in order to reduce the flow rate differences are decreased 
significantly. As shown in Figure 3, through a combination of the measures described, a significant 
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homogenization of the flow rate distribution can be achieved. In this way, the throughput difference could be 
reduced to a residual value of 0.8 % .The maximum melt temperature in this case has a value of 237 °C and is 
therefore below the temperature limit of the HDPE (240 °C). 
 
       
Figure 3: Temperature and flow rate distribution after optimization (?̇?=300 kg/h, TM=200 °C, TW=220 °C). 
5 CONCLUSIONS 
The integrative simulation of the pre-distribution in spiral mandrel dies shows that the thermal inhomogeneities in 
the pre-distributor lead to an uneven flow rate distribution in the following main-distributor. Both the dissipative 
shear heating and the external die tempering cause flow rates at the outlets 3 and 2 that are higher than the ones at 
the outlets 1 and 4. These inhomogeneities can be compensated by installing heater cartridges and brass inserts on 
the inner edge of the pre-distributor and an insulating recess near outlet 3. In this way, the temperature distribution 
in the sub-channels is equalized, which in turn homogenizes the flow rate distribution in the pre- and main 
distributor significantly. Thus, the efficiency of the blown film extrusion can be increased and the quality of the 
films produced can be improved. 
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Abstract. The paper investigates the modeling of anisotropic damage based on second order damage tensors.
Different approaches like the strain [1,2] or the energy equivalence principle [3] are compared concerning their
similarities and differences. Advantages and open issues of the individual formulations are discussed from a thermo-
dynamical perspective. Also addressed are related restrictions on damage models like thermodynamical consistency
and the requirement of monotonically increasing damage.
Keywords: Anisotropic damage, thermodynamical consistency, damage growth criterion.
1 INTRODUCTION
Damage Models represent a suitable tool for scientists and engineers to evaluate their designs and processes. In
particular, they are interested in the prediction of the initiation and propagation of failure mechanisms. Failure is
proceeded and initiated by material degradation. This means that the lifetime is reduced but the function is still
guaranteed. Damage mechanics represents a tool to model the material degradation. Often, this is described by an
internal damage variable large D. Usually D = 0 means that the material is fully healthy and D = 1 represents
the fully broken material state. In this sense, D measures the distance to failure. Micromechanically, the internal
variable D may be interpreted as microdefect density, i.e., the number of cracks and voids per unit volume. These
lead to a reduction of the load carrying area. Macroscopically, this implies a reduction of the elastic stiffness and
other material properties. Very often, an effective stress is defined, for example by the relation: σ¯ = σ/(1 −D).
The effective stress is a fictitious phenomenological quantity, which allows to set up phenomenological damage
models. In many cases the scalar damage variable D is not sufficient and a second order damage tensor D is
defined. The meaning of the damage tensor D differs from theory to theory. Often, D defines a linear mapping
M(D) to a fictitious undamaged configuration. The effective stress tensor σ¯ describes the stress in the undamaged
configuration and obeys the elastic law.
In the literature, two major ideas of what ”effective” or ”undamaged” means exist. These ideas are related to the
following principles
• strain equivalence principle
• energy equivalence principle
If the strain equivalence principle is applied, the effective stress is computed by the relation σ¯ = C0[ε
e], where
C0 represents the undamaged stiffness tensor and ε
e is the elastic strain. If the energy equivalence principle is
applied, an effective strain is introduced besides the effective stress and the relation between effective stress and
effective strain is given by the undamaged law σ¯ = C0[ε¯]. If the relation σ¯ = M(D)[σ] is assumed, the following
relation automatically follows from the requirement of energy equivalence: ε¯ = M−T [ε]. The damaged stiffness
tensor is obtained from the relation M−1C0M
−T . If the energy equivalence principle is applied, the symmetry of
the damaged stiffness tensor and the existence of a stress potential is automatically preserved.
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When damage models are formulated, several requirements have to be satisfied. First of all, the theory should
be as simple as possible, yet sufficiently accurate. The damage variables should be meaningful and the model
must respect the principles of material theory like, for example, objectivity. In addition, the model should be
formulated in a thermodynamically consistent manner and no artificial healing effects must occur. Furthermore,
tension-compression-asymmetry must sometimes be taken into account. If localization is to be predicted, mesh-
independent results can be obtained if additional non-local or gradient-extended terms are taken into account. Most
anisotropic damage models can be shown to be thermodynamically consistent. However in many cases it is not
shown that no artificial healing effects occur.
Wulfinghoff and Resse (2015) [4] recently proposed the following damage growth criterion, which needs to be
satisfied by the damage evolution law in order to guarantee strictly increasing damage evolution:
∂Dψ(ε˜,D) · D˙ ≤ 0 ∀ε˜. (1)
For the special choice ε˜ = ε the reduced dissipation inequality is obtained:
D = −∂Dψ(ε,D) · D˙ = Y · D˙ ≥ 0. (2)
This means that if the damage evolution equation satisfies the damage growth criterion (1), then thermodynamical
consistency is automatically guaranteed.
2 CONCLUSIONS
The modeling of anisotropic damage based on second order damage tensors has been shortly addressed. The strain
and energy equivalence principle have been compared. Different open issues of various models have been discussed
from a thermodynamical perspective. In addition, restrictions on damage models like thermodynamical consistency
and the requirement of strictly increasing damage have been addressed.
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Abstract. In the context of model order reduction applied to elasticity problems, we apply the Reduced-
Basis Method to a large-strain finite-deformation problem. Although linear in itself, a St. Venant consti-
tutive relation introduces a polynomial nonlinearity, which compromises the affine parameter-dependence
of the system and the efficient offline-online decomposition. Such a difficulty can be overcome by means of
the Empirical Interpolation Method. We present numerical results for a model plain strain problem.
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1 INTRODUCTION
In this work, we seek to apply a model order reduction technique, the Reduced Basis (RB) Method, to the
elasticity plain strain problem introduced in Section 2; see [2] for an example of applying RB to a nonlinear
problem. Even though it demands an expensive, Finite-Element (FE)-dimensional ‘offline’ phase, the goal
of RB is to be ‘online-efficient’, that is to allow for quick computations of reduced dimensionality on a wide
parameter range. A preliminary condition is the separability of the matrices involved in the discretized
equations into parameter-dependent coefficients and parameter-independent forms. Due to the nonlinearity
of the analysed problem, the Empirical Interpolation Method (EIM) developed in Section 3 is necessary to
obtain such a separation. In Section 4, the RB Method is finally applied to the EIM-approximated system.
2 DESCRIPTION OF THE PROBLEM
A parametrized 2D plain-strain problem, a rectangular domain subject to a distributed loading force, can
be formulated in the weak formulation in terms of the stress and deformation tensors as1:
Find u ∈ Y = {w ∈ (H1(Ω))2 : w = 0 on ∂ΩD} : 〈A(u(µ)), v〉 = 〈f, v〉 ,∀v ∈ Y ;
〈A(u(µ)), v〉 =
∫
Ω
Skj(u(µ))
1
2(Fik(u(µ))vi,j + Fij(u(µ))vi,k) ;
〈f, v〉 =
∫
∂ΩT
λv1 ; λ = 101.5N/m2 .
(1)
Referring to [5], the strain is described by the deformation and Cauchy-Green tensors as a function of the
displacement u:
Fij = ui,j + δij , Eij =
1
2 (ui,j + uj,i + um,ium,j) ;
while, at this stage of the analysis, the stress tensor is derived through the St. Venant law:
Sij = CijklEkl , Cijkl = Λ(E, ν)δijδkl +M(E, ν)(δikδjl + δilδjk) .
1We assume sum (1,2) over repeated indices and sum (1, . . . ,N ) over repeated indices in square brackets - if not otherwise
specified; gradient in index notation: vi,k := ∂vi∂xk ; δij : Dirach delta.
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The problem has two parameters, the Young’s modulus E and the Poisson’s ratio ν, which build up the lin-
spaced 2D training set: E ∈ [0.1, 0.5]N/m2 , ν ∈ [0.15, 0.25] : Dtrain = {µ = (E × ν)i, i = 1, . . . , 100} .
The FE projection with basis functions ψ(x) ∈ P2 of dimension N = 4961 is the ‘truth’ approximation
used for all the pre-computations, indicated when necessary with the superscript FE. In this setting, we
consider the Newton-Raphson method to solve the nonlinear equation (1):
for h = 1, . . . , hmax until ‖r.h.s.‖ < tol : 〈∆G1 + ∆G2, v, δu〉 = 〈G+ f, v〉 ; uh+1 = uh + δu ;
where each term corresponds to:
〈∆G1, v, δu〉 = vi[a]
(∫
Ω
Sljψ[b],lψ[a],j
)
δui[b] ;
〈∆G2, v, δu〉 = vi[a]
(∫
Ω
∆SfjklFifψ[b],lψ[a],j
)
δuk[b] ;
〈G, v〉 = vm[a]
(∫
Ω
SkjFmkψ[a],j
)
;
〈f, v〉 = −v1[a]λ
(∫
∂ΩT
ψ[a]
)
.
(2)
Note that after the linearization process, the derivative of the stress S with respect to the gradient of the
displacement u appears in ∆G2: ∆Sijkl := ∂Sij∂uk,l .
3 EIM APPROXIMATION OF THE STRESS TERMS
On the three stress quantities (S11, S12 ≡ S21, S22), the EIM technique is applied (see e.g.[1]), that is,
each component of the stress is approximated as a linear combination of parameter-independent functions
qij(x) ∈ L∞(Ω) and parameter-dependent coefficients ϕij(µ) ∈ R. The functions are built up through a
greedy selection process and collected into hierarchical sets W ij,EIM = span
{
qijk (x) ; k = 1, . . . ,Mmax
}
=
span
{
SFEij (µk) ; k = 1, . . . ,Mmax
}
. The approximation has the form:
SM,EIMij (x) =
M∑
k=1
qijk (x)ϕ
ij
k (u(µ);µ) ; (3)
the coefficients ϕ being the solution of the linear system defined by the lower triangular matrix B on the
left-hand side and the original functions evaluated at the interpolation points x∗ on the right-hand side2:{
Bijnkϕ
ij
k (µ) = SFEij (u(x∗n;µ);µ) ;
Bijnk := q
ij
k (x∗n) ; x∗n : k, n = 1, . . . ,M .
We show in Figure 1 the distribution of the interpolation points, where the EIM and FE functions
coincide; we notice here how the points are mainly clustered around the Dirichlet border, where the stress
is greater. Also, the approximations (3) converge to the precomputed stress functions: The error, shown
in Figure 2, is computed as:
max
µ∈Dtrain
‖SFEij (µ)− SM,EIMij (µ)‖L∞,rel ; M = 1, . . . ,Mmax ; i, j = 1, 2 . (4)
Following the procedure in [1], the ∆SFEijkl terms are approximated using the same basis functions and
interpolation points as for the SFEij terms:
∆SM,EIMijkl (x) =
M∑
h=1
qijh (x)ϕ
ijkl
h (u(µ);µ) ;
where the coefficients ϕ are similarly computed through the system Bijnkϕ
ijkl
k (µ) = ∆SFEijkl(u(x∗n;µ);µ).
We display in Figure 2 the error on such derivative terms as well:
max
µ∈Dtrain
‖∆SFEijkl(µ)−∆SM,EIMijkl ‖L∞,rel ; M = 1, . . . ,Mmax ; i, j, k, l = 1, 2 . (5)
It is clear that the attempt at approximating the derivative terms ∆S with the same basis functions as
for the stress terms S does not give the desired results; in the next Section we will therefore refrain from
EIM-approximating the jacobian term ∆G2.
2The interpolation points depend on both the number of EIM basis functions and on which Sij is considered: though we
should write x∗n,ij , for n = 1, . . . ,M and i, j = 1, 2, the subscript ij will be omitted in the following.
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as in (4) and (5).
4 RB-EIM APPROXIMATION OF THE SYSTEM
We construct the RB space as WRB = span {ζk(x) ; k = 1, . . . , Nmax} = span {u(µk) ; k = 1, . . . , Nmax}.
The FE components of the basis functions are then collected into a matrix Zij := ζj[i] ∈ RN×N . Such basis
functions are selected through a greedy hierarchical ‘training’ process (see e.g. [4]), in order to eventually
minimize the error between the FE and the RB approximation uRBN =
∑N
i=1 ui(µ)ζi(x):
∆uRB−EIM (N,µ) := ‖uFE(µ)− uRB−EIMN (µ)‖H1,rel ; (6)
which, in an ideal case, should be replaced by an online-efficient error bound. The greedy training in a
nutshell is carried out as follows:
for N = 1, . . . , Nmax or ∆uRB−EIM < tol
For every µ ∈ Dtrain, find uRB−EIMN :
〈∆GRB−EIM1 + ∆GRB2 , vRBN , δuRBN 〉 = 〈GRB + fRB , vRBN 〉 , ∀vRBN ∈WRBN ;
µ∗ = max
µ∈Dtrain
∆uRB−EIM (N,µ) ;
ζN+1(x) : Obtained through an orthogonalization process from uFE(µ∗) ; WRBN+1 = WRBN ∪ ζN+1 .
Only in ∆G1 the stress components are replaced by their respective EIM approximations. The reason
this is still not possible for ∆G2 has been explained at the end of Section 3. Concerning the residual, the
impediment is detailed later on in this Section, while the forcing term f is linear and does not need EIM.
On the other hand, ∆GRB−EIM1 , obtained reducing ∆G1 in (2) through EIM and RB, is an online-efficient
linear combination:
∆GEIM−RB1 =
[
M∑
k=1
ϕk(uRB−EIM (µ);µ)ZT
(∫
Ω
qljk (x)ψ[b],lψ[a],j
)
Z
]
∈ RN×N . (7)
In Figure 3 we show the error (6), and the analogous quantity for the ‘pure RB’ problem (∆uRB), where
EIM is not applied to ∆G1. We take the maximum over the parameter set:
max
µ∈Dtrain
∆uRB−EIM (N,µ) ; max
µ∈Dtrain
∆uRB(N,µ) ; N = Ninit, . . . , Nmax . (8)
In the case of ∆uRB , the machine tolerance can be reached with fewer basis functions, but without any
computational saving.
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Applying EIM to the residual G would lead the system to diverge. GEIM−RB is defined as:
GEIM−RB =
[
∆GEIM−RB1 u¯RB +
M∑
h=1
ϕkjh (u
RB(µ);µ)
(∫
Ω
qkjh (x)ψ[a],j
)
Z
]
∈ RN . (9)
We notice that the error on ∆GRB−EIM1 is reflected on GEIM−RB and further amplified by a second term.
In Figure 4 we represent the errors between the ‘pure RB’ terms (GRB = GZ, ∆GRB = Zt∆GZ) and the
RB-EIM ones, (9) and (7):
max
µ∈Dtrain
{
errG(N,µ) = ‖GRB(uRBN (µN ))−GRB−EIM (uRBN (µN ))‖l1,rel ;
err∆G1(N,µ) = ‖∆GRB1 (uRBN (µN ))−∆GRB−EIM1 (uRBN (µN ))‖l1,rel ;
N = Ninit, . . . , Nmax .
(10)
and conclude that the RB-EIM approximation of the residual is not good enough for the system to converge.
5 CONCLUSIONS
Since the joint approach RB-EIM can be succesfully applied only on one part of the jacobian matrix, the
desired computational advantage of RB is not fulfilled yet. A different strategy regarding the application
of EIM must be envisaged: A different term not corresponding with the stress function could be the object
of approximation (e.g. splitting the l.h.s. of (1) into a linear and a nonlinear part), or the EIM space
could be enriched with derivative terms. Since other projection-based model order reduction techniques
have proven to work on this and more complex problems, see e.g. POD in [3], the authors are optimistic
about the future outcome.
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Abstract.   A new auto-correlation-function-based damage detection approach is proposed in present paper. The 
maximum values of the auto correlation function of the vibration response signals (displacement, velocity and 
acceleration) from different measurement points of the structure are formulated as a vector called Auto 
Correlation Function at Maximum Point Value Vector (AMV). The relative change of the normalized AMV before 
and after damage is used as the damage index to locate the damage. Sensitivity analysis of the normalized AMV 
with respect to the local stiffness shows that the normalized AMV has a sharp change around the local stiffness 
change location, which means the normalized AMV is a good indicator for the damage even when it is very small. 
Keywords: sensitivity analysis; damage index; correlation function 
 
1 INTRODUCTION 
During functional age many large structures may experience some local damages that reduces structural reliability 
and durability, which may even lead to catastrophic, economic and human life loss. An effective and reliable 
damage detection technique is crucial to maintain safety and integrity of structures. Recently, damage detection by 
correlation function has been widely discussed as they utilize vibration responses directly and complex model 
updating procedures can be avoided. Yang and Yu [1] proposed a damage detection method based on Cross 
Correlation Function Amplitude Vector (CorV). It is verified that the CorV of a structure only depends on the 
frequency response function under a steady random excitation and the normalized CorV has a specific shape, 
which is useful for damage detection. Based on the concept of CorV and NExT [2, 3], Yang and Wang [4-6] 
proposed a damage detection method using the inner product vector (IPV) of structural responses. The IPV is 
proved to be a weighted summation of the mode shapes and can be directly calculated from the time domain 
vibration responses under white noise excitation. However, according to the definition of CorV and IPV, they both 
need to set a reference point, which indicates special reliability of that point. 
In this paper, a new auto-correlation-function-based damage detection approach that requires no reference point is 
proposed. Firstly, the theory of cross correlation function is studied, in the following the damage index is 
proposed, and then the reason to choose this damage index is explained by sensitivity analysis. Finally, some 
conclusions are summarized.    
2 THEORY OF CROSS CORRELATION FUCTION AND DAMAGE INDEX 
2.1 Cross Correlation Function  
Assuming the standard matrix equations of motion is given by 
𝐌?̈?(t) + 𝐂?̇?(t) + 𝐊𝐱(t) = 𝐟(t) (1) 
where 𝐌 is the mass matrix, 𝐂 is the damping matrix, 𝐊 is the stiffness matrix, 𝐟 is a vector of forcing 
functions and 𝐱 is the vector of displacements. Real normal modes and proportional damping 𝐂 = α𝐌 + β𝐊 are 
assumed. 
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Suppose 𝑥𝑖𝑘 and 𝑥𝑗𝑘 are responses at point i and j due to input force 𝑓𝑘 at point k. The cross correlation 
function 𝑅𝑖𝑗(𝑇)  is defined as the expected value of the product of these two responses evaluated at a time 
separation of T. 
𝑅𝑖𝑗(𝑇) = 𝐸[𝑥𝑖𝑘(𝑡 + 𝑇)𝑥𝑗𝑘(𝑡)] (2) 
Substituting 𝑥𝑖𝑘 and 𝑥𝑗𝑘 (where these two responses are obtained by convolution method) into Eq.(2), since 
𝑓𝑘(𝑡) is the only random variable: 
f f   

   
t t+T r sn n
r=1 s=1ij ir kr js ks k k--
R (T)= g (t +T -σ)g (t -τ)E( (σ) (τ))dσdτ  (3) 
where 𝜓𝑖𝑟 , 𝜓𝑘𝑟  is the i
th and kth component of mode shape 𝚿𝑟 , 𝜓𝑗𝑠, 𝜓𝑘𝑠 is the j
th and kth component of mode 
shape 𝚿𝑠, and g(t) is the unit impulse response function. 
Assuming 𝐟(t) is white noise, the auto correlation function of the input force 𝑓𝑘(𝑡) at k is: 
𝑅𝑓𝑘𝑓𝑘(𝜏 − 𝜎) = 𝐸[𝑓𝑘(𝜏)𝑓𝑘(𝜎)] = 𝛼𝑘𝛿(𝜏 − 𝜎) (4) 
where α𝑘  is a constant representing the one-side auto-spectral density of white noise, δ(t) is the Dirac delta 
function.  
Using the property of the delta function, we can get the cross correlation function 𝑅𝑖𝑗(𝑇)  calculated by 
displacement responses. In the same way, the cross correlation functions of velocity responses and acceleration 
responses can be obtained, respectively. 
Considering the cross correlation function between all combinations of the responses, the cross correlation function 
matrix 𝐑(T) can be defined as 
𝐑(T) = [
𝑅11(𝑇) 𝑅12(𝑇) … 𝑅1𝑛(𝑇)
𝑅21(𝑇) 𝑅22(𝑇) … 𝑅2𝑛(𝑇)
⋮
𝑅𝑛1(𝑇)
⋮
𝑅𝑛2(𝑇)
⋱
…
⋮
𝑅𝑛𝑛(𝑇)
] (5) 
2.2 AMV Method and Damage Index 
If two signals are the same when calculating the cross correlation function, the cross correlation function can be also 
called as auto correlation function. Set the values of the auto correlation function of the responses from different 
measurement points at T=0 as a vector, i.e., consider using the diagonal of the correlation function matrix 𝐑(T) 
when T=0. 
𝐑𝐴𝑀𝑉 = [𝑅11, 𝑅22, … , 𝑅𝑛𝑛] (6) 
where R𝑖𝑖 is the value of the auto correlation function of the response from measurement point i at T=0. Since the 
auto correlation function is also its maximum value, we define this vector as Auto Correlation Function at 
Maximum Point Value Vector, AMV for short. In order to eliminate the influence of the excitation, the vector 
should be normalized. 𝐑𝐴𝑀𝑉 is normalized by its root mean square (rms) value as follows. 
?̅?𝐴𝑀𝑉 =
𝐑𝐴𝑀𝑉
𝑟𝑚𝑠(𝐑𝐴𝑀𝑉)
= [?̅?11, ?̅?22, … , ?̅?𝑛𝑛]
𝑇 (7) 
where 𝑚𝑠(𝐑𝐴𝑀𝑉) = [(1/n) ∑ 𝑅𝑖𝑖
2𝑛
𝑖=1 ]
1/2 .
 Then the relative change of the i
th element in ?̅?𝐴𝑀𝑉 is defined as 
D𝐴𝑀𝑉,𝑖 =
?̅?𝑖𝑖
𝑑 − ?̅?𝑖𝑖
𝑢
?̅?𝑖𝑖
𝑢  (8) 
where a superscript d denotes the damaged structural state and u is the intact structural state. Thus, the damage index 
of the AMV method can be defined as follows. 
𝐃𝐴𝑀𝑉 = [𝐷𝐴𝑀𝑉,1, 𝐷𝐴𝑀𝑉,2, … , 𝐷𝐴𝑀𝑉,𝑛]
𝑇 (9) 
3 SENSITIVITY ANALYSIS 
The relative change of the normalized AMV before and after damage is used as the damage index. Sensitivity 
analysis has such functions that can evaluate the effect of changes of one variable to another. According to one 
definition of sensitivity, the sensitivity of the ith element of the vector ?̅?𝐴𝑀𝑉  to the local stiffness 𝑘𝑗 can be 
expressed as 
η(?̅?𝑖𝑖/𝑘𝑗) = lim
Δ𝑘𝑗→0
Δ?̅?𝑖𝑖/?̅?𝑖𝑖
Δ𝑘𝑗/𝑘𝑗
 (10) 
which means how the value ?̅?𝑖𝑖 will change due to the local stiffness 𝑘𝑗. 
From the value η(?̅?𝑖𝑖/𝑘𝑗) i=1,2,3…,n as a vector 
𝐒𝐴𝑀𝑉 = [η(?̅?11/𝑘𝑗), η(?̅?22/𝑘𝑗), … , η(?̅?𝑛𝑛/𝑘𝑗)] (11) 
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The first derivatives of three structural physical parameters with respect to k𝑗 is related to the derivatives of modal 
parameters, i.e., ∂𝐌/ ∂k𝑗 , ∂𝐊/ ∂k𝑗  and ∂𝐂/ ∂k𝑗 are involved in the calculation of the sensitivity, and the specific 
process be obtained from reference [7].  
 
                     
Figure 1: 12-Story frame structure. 
 
(a) (b) 
  
(c) (d) 
  
Figure 2: Sensitivity of normalized AMV to local stiffness k𝑚: (a)m=2; (b)m=5; (c)m=8; (d)m=11. 
A 12-story shear frame structure is adopted as the numerical simulation example in this paper, as Figure 1. It can be 
simplified as a 12-dof discrete system which vibrates in the x direction when we assume that the mass of every 
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story is centralized on its floor, the stiffness of each floor is supplied by the braces, and the stiffness of the frame 
in y direction is much higher than that in x direction. The mass m𝑖  of each floor is 1 kg and the stiffness coefficient 
 k𝑗 of each floor is 20,000 N/m. Proportional damping 𝐂 = α𝐌 + β𝐊 (α = 0.002, β = 0.001) is utilized. 
Figure 2(a)-(d) show the results of the 𝐒𝐴𝑀𝑉 with different local stiffness k𝑚 , m=2,5,8,11. The blue solid lines 
in Figure 2(a)-(d) indicate the sensitivity of the normalized AMV to the local stiffness k𝑚  is calculated by 
displacement responses, while the green dotted lines and dash dotted lines represent the velocity-based and the 
acceleration-based sensitivity. As can be seen from Figure 2(a), no matter what kind of vibration responses, the 
sensitivity results change sharply at measurement point 2. Correspondingly in Figure 2 (b)-(d), sensitivity results 
have abrupt changes at measurement points 5, 8 and 11. In contrast, the sensitivity curves of displacements are 
very smooth except sharp changes at stiffness changing points, the curves of velocities have the similar trend, while 
the curves of accelerations are very tortuous and have more obvious changes at stiffness changing point. 
Furthermore, it can be observed that the sensitivity value of the normalized AMV to the local stiffness 𝑘𝑚 at 
measurement point m is always negative and the minimum value on one curve. This means that when the local 
stiffness 𝑘𝑚 decreases, the normalized auto correlation function value, i.e., ?̅?𝑚𝑚 will increase and the increase is 
the largest of all measurement points. Besides, it is validated that this phenomenon also applies to the sensitivity of 
other local stiffness. 
We choose the vector 𝑫𝐴𝑀𝑉  as a damage index because its components represent the relative change of ?̅?𝑖𝑖 at 
different measurement point before and after 𝑘𝑗 decreases. According to the results of sensitivity analysis, we can 
know that when the local stiffness 𝑘𝑗 becomes insufficient, the value of the j
th component of 𝑫𝐴𝑀𝑉  is larger than 
values of other components, and the larger the value, the greater the damage. Although damage index is calculated 
by different response types, the corresponding component for the damage location always has the biggest change, 
which make it a good indicator. 
CONCLUSIONS 
A AMV-based damage detection approach is proposed in present paper. We adopt a 12-story shear frame structure 
as the numerical simulation example and sensitivity analysis of the normalized AMV with respect to the local 
stiffness shows that no matter what kind of vibration signals are, the normalized AMV has a sharp change around 
the local stiffness change location. It means the normalized AMV is a good indicator for the damage even when it 
is very small. Sensitivity calculated by displacement and velocity responses has more regularity, while 
acceleration responses have more dramatic changes in its sensitivity.   
While the damage indexes of the proposed methods have an unknown relationship with the damage extent in 
different locations, the AMV methods cannot be utilized to locate multiple damage. This is still future work be 
done. Besides, we are going to investigate whether the AMV-based method can be applied to other types of 
structure, such as truss or beam structure. 
ACKNOWLEDGEMENTS 
The author Miss Zhou Lu is grateful to the financial support from China Scholarship Council (Grant No. 
201406290227 ). 
REFERENCES 
[1] Z.C. Yang, Z.F. Yu, H. Sun, On the cross correlation function amplitude vector and its application to structural damage 
detection. Mechanical Systems and Signal Processing, 21, 2918-2932, 2007.  
[2] G.H. James III, T.G. Carne, J.P. Lauffer, The natural excitation technique (NExT) for modal parameter extraction from 
operating structures. Modal Analysis: The International Journal of Analytical and Experimental Modal Analysis, 10(4), 
260-277, 1995.  
[3] G.H. James III, C.R. Farrar, System identification from ambient vibration measurements on a bridge. Journal of Sound of 
Vibration, 205 (1), 1-18, 1997. 
[4] Z.C. Yang, L. Wang, H. Wang, Damage detection in composite structures using vibration response under stochastic 
excitation. Journal of Sound and Vibration, 325, 755-768, 2009.  
[5] L. Wang, Z.C. Yang, T.P. Waters, Structural damage detection using cross correlation functions of vibration response. 
Journal of Sound and Vibration, 329, 5070-5086, 2010.  
[6] L. Wang, Z.C. Yang, T.P. Waters, Theory of inner product vector and its application to multi-location damage detection.  
Journal of Physics: Conference Series, 305, 012003, 2011.  
[7] M. Zhang, R. Schmidt, Sensitivity analysis of an auto-correlation-function-based damage index and its application in 
structural damage detection, Journal of Sound and Vibration, 333(26): 7352-7363, 2014. 
YIC GACM 2015
3rd ECCOMAS Young Investigators Conference
6th GACM Colloquium
July 20–23, 2015, Aachen, Germany
Substructuring through bonded contact and a study of convergence
Lei Zhou a,∗, Stefanie Reese a
a Institute of Applied Mechanics, RWTH Aachen University
Mies-van-der-Rohe-Str. 1 D-52074 Aachen, Germany
∗lei.zhou@rwth-aachen.de
Abstract. In this paper we propose to apply substructuring techniques, through using a three dimensional surface-
to-surface (3D-STS) bonded contact algorithm, in order to enforce the coupling between substructures. A study of
convergence for the bonded contact patch test has been carried out, in order to show the performance with respect to
the change of the penalty parameter. The method is shown to be stable for any chosen penalty value. With increase
of the penalty parameter the displacement error shows a linear convergence.
Keywords: bonded contact; surface-to-surface contact; penalty; patch test
1 INTRODUCTION
Substructure technology, also named dynamic substructuring, is a special application of model order reduction
(MOR). MOR is especially needed, if the numerical model is too complex to be analysed, because of either memory
limit or computational time. There exist many numerical methods to achieve MOR.
One strategy is to apply domain decomposition (DD) and solve the equation system interactively. The DD method
was first introduced by Schwarz [10], which also enables parallel computing. Another strategy is to apply compo-
nents modes synthesis (CMS). The most widely used CMS method is the static condensation which was developed
by Guyan. The static condensation reduces the internal degrees of freedom (dofs) of a substructure to its interface
but is limited to static problems. Other CMS methods like the Craig-Bampton [1], Rubin [9] and MacNeal [6],
consider additionally free interface or dynamic modes, which can handle elastodynamic problems.
All the above mentioned methods focus on the solution of linear elastic problems, and only for cases with matching
meshes. For the general nonlinear analysis with non-matching meshes, usually contact formulations are preferred.
Considering the discretization of the interface, the most well-known methods are node-to-node (NTN), node-to-
segment (NTS), segment-to-segment (STS-segment) and surface-to-surface (STS-surface) methods. Looking at
the enforcement of the contact constraints, there are generally three methods, penalty, Lagrange multiplier and
augmented Lagrange multiplier methods. Those methods are discussed in [11]. The most well-known NTS method
is used in [14, 13]. A comparison of segment-based and surface-based methods has recently be presented in [3].
The mortar method uses Lagrange multiplier functions to approximate the contact stress distribution on the interface.
For this purpose segmentation is needed which leads to local refinement. Due to this restriction the method is difficult
to be extended into the 3D case. Puso used in [8] a mortar segment-to-segment method to solve large deformation
contact problems. Yang [12] analysed the large sliding contact problems by using a mortar method. Fischer [4]
developed a higher order mortar method to analyse 2D frictional contact problems. Popp ([7]) suggested a dual
quadratic mortar method for 3D contact problems. Recently Hesch investigated in [5] the coupling problem of
substructures through combining mortar method and isogeometric analysis (IGA).
Similar to the work of Hesch in [5], we propose to use a 3D STS bonded contact formulation to enforce the coupling
by means of the penalty method. The formulation is introduced in the next section.
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2 CONTACT FORMULATION
We consider the bonded contact problem of substructures in the framework of nonlinear continuum mechanics under
finite deformation. For the contact formulation we use the quantities on the contact interface between two bodies
in current configuration Bt. For the penalty method, the contact energy Πc is formulated as a function of traction
force and gap function:
Πc =
1
2
∫
∂Bc
t · g dAc = 1
2
∫
∂Bc
[N gN · gN + T gT · gT ] dAc (1)
with t as the traction force on the interface, g the gap function,  the penalty value, index N for normal and T for
tangential directions. In the equilibrium state, the first variation of the contact energy is zero. For an arbitrary test
function δu, it is expressed as follows:
δΠc(u)
[
δu
]
=
∫
∂Bc
 g · δg dAc =
∫
∂Bc
[N gN · δgN + T gT · δgT ] dAc (2)
The surfaces on both sides are meshed independently and this leads to a non-matching mesh. For discretization
of the master and slave side we propose to use the linear shape functions M and N for the master and slave side.
The integration is carried out separately using different collocation points. On the slave side the average distributed
collocation points are chosen, and on the master side the Gauss point integration is performed. The variation of the
normal gap function δgN is approximated by
δgN =
(
δx2 − δx1) · n1 = (MJδx2J −NIδx1I) · n1 = [ MJ · n1NI · n1
]T
·
[
δx2J
δx1I
]
= BTst,N · δx (3)
where the term Bst,N is the so called ”B-matrix” for the relationship between gap and displacement. The com-
ponents in tangential directions are analogously computed as δgTα = δxT · Bst,Tα. The contact force is derived
as
Rst =
∂B2c∑
i
Rst,i =
ne∑
e=1
np∑
p=1
Rst,e,p =
ne∑
e=1
np∑
p=1
A2c,e,p
(
pN ·Bst,N + tαT ·Bst,Tα
)
p
(4)
where A2c,e,p is the discrete contact area (c) on a certain contacting element (e) of the slave side, that is associated
with the collocation point (p), and tαT the tangential traction force vector. The total residual force is simply the sum
of all contribution of collocation points on the slave side.
3 NUMERICAL EXAMPLE
To show the performance of this method, a bonded contact patch test is investigated. Similar to the standard FEM
patch test, we consider a square consisting of 5 elements loaded under a uniformly distributed force. Each element
is treated as a substructure, and then coupled by means of the bonded contact algorithm. The model including its
boundary and load conditions as well as the corresponding exploded model in 3D are shown in Figure 1:
The model is generated in 3D by using brick elements with thickness t = 1.0. For finite deformation the Neo-
Hookean material with Youngs’s-modulus E = 3.0E4 and Poisson’s ratio ν = 0.2 is used. In the thickness
direction all the nodes are constrained to represent a plane strain state. A load with sum F = 1.0E5 is defined
on the surface of the right hand side. The analytical solution is given as reference for comparison. The maximum
deformations in each direction are: {
ux = 3.981
uy = −0.8555
(5)
For this homogeneous deformation, the corresponding deformation gradient F and Almansi strain tensor e are
F =
 1.3981 0 00 0.91445 0
0 0 0
 , e = 1
2
(I − F−TF−1) =
 0.2442 0 00 −0.09793 0
0 0 0
 (6)
The used Neo-Hookean material is described in Bonet [2], with the following definition of free energy:
Ψ(F ) =
µ
2
(IC − 3)− µ ln J + λ
2
(ln J)2 (7)
Lei Zhou | Young Investigators Conference 2015 3
10
10
4 3 3
3 5 2
3
4
3
2
5
3
10
10
4 3 3
3 5 2
3
4
3
2
5
3
(a) Geometry and boundary conditions (b) Perspective view of exploded model
Figure 1: Deformation with contour of total displacement field
and the corresponding Cauchy stress tensor is derived as:
σ = J− FSF T =
µ
J
(b− I) + λ
J
(ln J) I =
 10935.58 0 00 0 0
0 0 1601.37
 (8)
with Lame´ coefficients µ = 12500 and λ = 833.33 for the used material and Jacobian determinate J = 1.2785.
The internal force is computed from the stress as follows. The results is proven to be equal to the external force.
Fint = σ · h · t = 10935.58 · 9.1445 · 1.0 ≈ 1.0E5 (9)
with true stress σ and height h in current configuration. The deformations of the numerical solution with penalty
parameters from 1.0E3 to 1.0E6 are shown in Figure 2, with contours showing the norm of the displacement field.
(a)  = 1.0E3
(b)  = 1.0E4 (c)  = 1.0E5 (d)  = 1.0E6
Figure 2: Contour of total displacement
Figure 2 demonstrate that the results depend on the penalty parameter. The first figure shows that even with a relative
small penalty value of 1.E3, the method is still stable. With a value of 1.0E5 the elements seem to be fully coupled.
The convergence behavior with respect to the penalty values is numerically investigated in further steps.
In the first diagram 3 the converged solution of the displacement is found. A penalty value 1.0E6 leads to a
satisfactory result. Furthermore in the second diagram linear convergence behavior of the displacement error is
shown, with respect to an increasing penalty value upto 1.0E9.
4 Lei Zhou | Young Investigators Conference 2015
102 103 104 105 106 107 108 109 1010
0
20
40
60
80
Penalty value 
L
2
-N
or
m
of
d
is
p
la
ce
m
en
t
‖u
h
‖ Convergence of displacment
102 103 104 105 106 107 108 109 1010
10−6
10−4
10−2
100
Penalty value 
D
is
p
la
ce
m
en
t
er
ro
r
‖u
−
u
h
‖/
‖u
‖ Displacement error
(a) Convergence of displacement
102 103 104 105 106 107 108 109 1010
0
20
40
60
80
Penalty value 
L
2
-N
or
m
of
d
is
p
la
ce
m
en
t
‖u
h
‖ Convergence of displacment
102 103 104 105 106 107 108 109 1010
10−6
10−4
10−2
100
Penalty value 
D
is
p
la
ce
m
en
t
er
ro
r
‖u
−
u
h
‖/
‖u
‖ Displacement error
(b) Convergence of error
Figure 3: Convergence study
4 SUMMARY
In this paper we presented a bonded contact algorithm to couple substructures by means of the penalty method,
through using Neo-Hookean material under finite deformation. The convergence study shows not only stable be-
havior, but also the high accuracy. Since the nodes are obviously not strongly coupled, it is directly applicable for
general non-matching meshes.
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Abstract. When discretized nonlinear partial differential equations (PDEs) are solved numerically with the
Newton-Raphson method, the derivative of the residual vector with respect to the unknown field variables is re-
quired. With the aim of reducing manual user effort, we explore the possibility of using automatic differentiation
(AD) for the derivative calculation. Specifically, in this paper, we describe our recent experiences of using the AD
tool Tapenade for this purpose on our in-house flow solver XNS.
Keywords: Automatic differentiation; Newton–Raphson method; Finite element method
1 INTRODUCTION
One of the principal tasks involved in numerical simulations is the solution of partial differential equations. In
many cases, such as fluid simulations, these equations are nonlinear; a property that is inherited by the discretized
equations. We consider one such system, given by
F(u) = 0 , (1)
where u is the vector of unknown field variables that the equations are to be solved for.
A popular method for solving such systems of equations is the well-known Newton-Raphson iteration scheme
(cf. [1]), which promises quadratic convergence in the vicinity of the solution. For the system in Equation (1), one
iteration step of the scheme is given by
∂F(uk)
∂u
·∆uk+1 = −F(uk) . (2)
The calculation of the Jacobian matrix ∂F(uk)/∂u is essential for this algorithm. For many finite element codes,
the differentiation of the residual F(u) with respect to the unknown field variables u is done manually, and the
result is, again manually, implemented in the program code. Since these are both tasks that can involve complicated
mathematical terms, there is a risk of making mistakes. Additionally, these tasks take a lot of time and need to
be repeated when the simulation model is changed. As a consequence, it takes great effort to try out new sets of
equations, which could be a dissuasive factor in some cases. Our objective is to accelerate this process by automating
the calculation of the Jacobian matrix. We attempt this using automatic differentiation by source transformation.
In this document, we want to outline the difficulties involved with both the automatic differentiation of complex
Fortran code and the efficient calculation of the Jacobian matrix with AD, and present methods how they can be
handled.
2 SOFTWARE
The proposed method is implemented into our in-house simulation software XNS (cf. [2]). This is a finite element
software, which uses the Newton-Raphson method to solve the discretized weak form of a PDE. It is written in the
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Fortran programming language.
In Fortran codes, automatic differentiation is often implemented using source transformation (cf. [3]) techniques.
We chose the software Tapenade (cf. [4]) for this task.
Since XNS has been in continuous development for several decades, it makes use of concepts from many different
Fortran standards, ranging from Fortran 77 to Fortran 2008. In addition, it uses extensions that are not officially a
part of the Fortran language, such as Cray pointers.
Tapenade offers a selection of several different Fortran standards, but it is not backward compatible, supporting
only one standard at a time. It also does not support Cray pointers. For these reasons, the XNS source files are
not immediately compatible with Tapenade. In the interest of creating a solution that would work with current and
future versions of XNS, manual adjustments in the source files did not seem like a feasible option to deal with this
problem. Instead, a choice was made to create a set of transformation scripts that would be able to parse certain
constructs of the Fortran programming language, recognize statements that are incompatible with Tapenade, and
transform these statements in such a manner that Tapenade would accept them.
3 JACOBIAN CALCULATION
Recall the discrete weak form given by F(u) = 0 with u being the vector of unknown field variables. For a certain
vector uk, the residual of the equation is defined by
rk := F(uk) . (3)
We assume the existence of a program function that calculates the residual rk. For the Newton-Raphson method,
we are interested in the Jacobian matrix
Jk :=
∂F(uk)
∂u
. (4)
Since XNS uses equal-order interpolation for all degrees of freedom, the number of entries in the vectors u and r is
the product of the number of degrees of freedom per node and the number of nodes of the FE mesh. Consequently,
the matrix J can become very large for large meshes. In many cases, the matrix is too big to be handled in dense
format. Of course, the finite element discretization leads to an extremely sparse matrix, a property which XNS
makes use of. It is the efficient exploitation of this sparsity that would become cumbersome if J was to be calculated
directly using AD.
In XNS, as in many other finite element codes, the residual r and matrix J are assembled from element-level
contributions re and Je. The size of the element-level field variable vector ue and residual vector re is only the
product of the number of degrees of freedom and the number of nodes per element, which is small and independent
of the total mesh size. The matrix Je is also usually dense.
The assembly code that creates J and r from the contributions Je and re, which is independent of the equations
that are used, also handles the sparsity in J. Reusing this assembly code allows us to reduce the size of the problem
to the simpler task of using AD for the calculation of the element-level Jacobian matrix Je for the element-level
function Fe:
rke := Fe(u
k
e) ,
Jke :=
∂Fe(u
k
e)
∂ue
.
(5)
Forward mode automatic differentiation (cf. [3]) creates a derivative function Fd, which can calculate a single
directional derivative
∂Fe(ue)
∂ue
· v . (6)
If a Cartesian basis vector is used as direction v, the resulting derivative is one column of the Jacobian matrix. Since
all the columns, and thus multiple directional derivatives, are needed, we use Tapenade’s vector mode. This creates
a function that takes an array of direction vectors as input and yields an array of directional derivatives as output.
These vector arrays can also be viewed as matrices. This way, using the identity matrix for the input directions
yields the Jacobian matrix as the function result.
As mentioned before, the identity matrix that is passed to the derivative function is stored as an array of direction
vectors. These direction vectors are also stored as dense arrays, so the sparsity of the matrix is disregarded. As a
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consequence, the derivative code contains operations to handle every single entry of this matrix, not just the ones
different from zero. This results in a great number of redundant operations, mostly multiplications by zero, and
many unnecessary intermediate variables (cf. [5, §2]).
Considering these aspects, the code resulting from the automatic differentiation can be expected to be much less
efficient than a manual implementation of the same functionality. Therefore, avoiding the redundant operations is
the most important task on the path towards a competitive method.
To improve the efficiency, we would need code that is optimized for the calculation of the derivative with respect to
a specific component of vector ue. The only way to achieve this would be to partition this vector into many different
scalar variables and request the derivative with respect to one of them. This is impossible, since the size of the vector
depends on the number of nodes per element, which, by design, we do not know at compile time. What we do know
is the number of degrees of freedom, which is also a factor in the vector size. This allows us to split the full vector
ue into multiple vectors of smaller size. Consequently, the code to calculate the derivative with respect to a certain
component of the full vector will be optimized for the smaller vector that this component is a part of.
The number of the resulting vectors will be equal to the number of degrees of freedom, and their size will be equal
to the number of nodes per element. For an example case, the differences are illustrated in Figure 1. The left-hand
side shows the array of direction vectors that is needed when the full vector ue is used. On the right-hand side, the
different arrays that are needed with the separated vectors are shown. The empty boxes represent zero entries, so
they are associated with unnecessary operations. Note that their number is reduced on the right-hand side. The total
number of input values is reduced by a factor that is equal to the number of degrees of freedom per node.
Ψ1
Ψ2
Ψ3
u
v
p
:
Figure 1: Zeros (white) and ones (black and red) in the matrices passed to the derivative function using the old (left)
and new (right) variants, for an example case with 6 degrees of freedom and 6 nodes per element. In this case, the
six degrees of freedom are the components Ψi of a symmetric log-conformation tensor (see Section 4), the velocity
components u and v, and the pressure p.
A question that naturally comes to mind at this point is whether it is possible to reduce the number of unnecessary
operations even further, or even to avoid them completely. The answer depends on what software is to be used. With
Tapenade alone, further improvements may not be possible. It would take an additional source transformation tool
to achieve this.
4 NUMERICAL EXAMPLE
To test the new method, we simulate the flow of a viscoelastic fluid through an extrusion die (cf. [6]). The viscoelastic
fluid model was chosen, because the equations contain more complicated terms than, e.g., those for a Newtonian
fluid.
The incompressible Navier-Stokes equations used for the simulation are given by
∇ · u = 0 in Ω× (0, T )
ρ
(
∂u
∂t
+ (u · ∇)u
)
−∇ · σ = 0 in Ω× (0, T ) , (7)
with velocity vector u, density ρ, time t and model-dependent stress tensor σ.
For the viscoelastic fluid model, we chose the Oldroyd-B model in the log-conformation formulation (cf. [7]). The
equations are discretized using space-time finite elements and stabilized with the Galerkin/Least-Squares method
(cf. [2]).
The Jacobian matrix for the Newton-Raphson iteration that is created using automatic differentiation reduces the
residual at approximately the same rate as the matrix created by the manually written code. In that respect, both
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methods work equally well.
Table 1: Total runtimes and fractions taken up by matrix calculation for different methods.
Method Matrix calculation time Total runtime
manual derivative 26.92 s 126.22 s
unoptimized automatic derivative 226.48 s 331.50 s
separation by degree of freedom 138.76 s 242.33 s
As expected, the additional unnecessary operations in the automatically differentiated code lead to great performance
losses. This can be seen in Table 1. The calculation of the Jacobian matrix takes almost ten times longer when the
automatic method is used instead of the manual one. Fortunately, the optimization approach outlined in Section 3,
where the field variable vector is separated by degree of freedom, manages to accelerate this step by about 38%,
albeit falling far short of equaling the performance of the manual code.
Besides the performance issues, we have also experienced problems with numerical instability. This depends entirely
on the code that is differentiated. In our case, it was the result of a removable discontinuity in the equations. As
such, this might not be an issue in most cases.
5 CONCLUSIONS
The proposed method for the automatic creation of the Jacobian matrix was successfully implemented in XNS
and yields correct results. In its current state, the method is already useful for testing new simulation models
without having to spend much time on the implementation, and for validating existing manually written codes for
the Jacobian calculation. In that respect, it can serve as a development aid. Unfortunately, the longer runtime of the
resulting program means that it is still impractical for running simulations on a grand scale.
The work on this method has already yielded several useful results. With regard to the objective described in this
document, we were able to improve the performance of the original unoptimized method by a great amount using the
separation of the field variable vector. Further ideas for improvements are available, so the possibility of replacing
the manual method is still conceivable. Additionally, we initiated the development of a framework for the automatic
transformation and differentiation of XNS source files, which can be helpful for many future projects.
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