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Structures of boson and fermion Fock spaces in
the space of symmetric functions
Yurii A. Neretin1
We realize the Weil representation of infinite dimensional symplectic group and
spinor representation of infinite-dimensional group GL by linear operators in the space
of symmetric functions in infinite number of variables.
0.0. Purposes of this paper. Canonical unitary operators connecting a
boson Fock space and a fermion Fock space with a space of symmetric functions
are well known, see [PS], [MJD] and further references in these books.
The basic structure in the boson Fock space is a semigroup of Gauss opera-
tors. This semigroup contains the Friedrichs–Shale group of automorphisms of
the canonical commutation relations; see [Ber1], [Ner2]).
The basic structure in the fermion Fock space is a semigroup of Berezin op-
erators (i.e., fermion analogs of Gauss operators). This semigroup contains the
Friedrichs–Berezin group of automorphisms of the canonical anticommutation
relations, see [Ber1], [Ner2]).
The purpose of our paper is to transfer these structures to the space of sym-
metric functions. This problem is completely solved for the Gauss operators (see
below Subsection 3.5) and partially solved for the Berezin operators (Subsection
5.3). Results of this paper were announced in [Ner4]).
There are many problems of this kind, some of them are discussed in [Ner3],
[Ner4], [TsV].
0.1. Operators in the space of symmetric functions. We consider a
Hilbert space Scl, whose elements are formal symmetric series f(x1, x2, x3, . . . );
Scl is equipped with a classical (Redfield) scalar product (see [Mac], I.4; see
below 1.3). For each formal seriesK(x1, x2, . . . ; y1, y2, . . . ) symmetric separately
in xj and in yj , we associate the linear operator A in Scl given by
Af(x) = 〈K(x, y), f(y)〉Scl ; (0.1)
here we consider K(x, y) as a function in y depending on the parameters x. We
say that K(x, y) is the kernel of the operator A.
0.2. the Weil representation. We realize the ’Weil’ representation of the
Friedrichs–Shale symplectic group (see its definition below 2.10) by operators,
whose kernels have the form∏
k<l
{
1 +
∑
i>0,j>0
aijx
i
kx
j
l
}∏
k,l
{
1 +
∑
i>0,j>0
bijx
i
ky
j
l
}∏
k<l
{
1 +
∑
i>0,j>0
cijy
i
ky
j
l
}
×
×
∏
k
{
1 +
∑
i>0
αix
i
k
}∏
k
{
1 +
∑
i>0
βiy
i
k
}
, (0.2)
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where aij = aji, cij = cji. Moreover, all the bounded operators in Scl, whose
kernels are given by expressions (0.2), form a semigroup; this semigroup is
isomorphic to the semigroup of Gauss operators in the boson Fock space.
The correspondence (0.1) between the kernels K(x, y) and linear operators
depends on a scalar product. Many natural scalar products in the space of
symmetric functions are known (see [Mac], I.4, III.4, VI.5, V.10; [Ker], [GR],
[Ner5], Section 10, [Ner4]). Our construction literally survives for the Jack,
Hall–Littlewood and Macdonald scalar products; maximal generality, then it
exists, is a family of scalar product defined by Kerov in [Ker].
Nevertheless, in our context the classical case is distinguished, since it is
related to the Virasoro algebra (see [PS]); for some formulae related to actions
of the group of diffeomorphisms of the circle in Scl, see [Ner4]. On explicit
description of boson Fock spaces related to the Hall–Littlewood and Macdonald
cases, see [Ner4].
0.3. The spinor representation. The natural group O of symmetries of
the fermion Fock space is the group of (∞+∞)× (∞+∞) complex invertible
bounded matrices g =
(
A B
C D
)
such that g is orthogonal
(
A B
C D
)(
0 1
1 0
)(
A B
C D
)t
=
(
0 1
1 0
)
and B, C are Hilbert–Schmidt matrices (i.e., trB∗B, trC∗C < ∞); see [Ner2],
IV.4, this group is larger than the ’group of automorphisms of canonical anti-
commutation relations’ (see [Ber1]) described by Friedrichs, Bogolubov, Berezin
and Shale–Stinespring.
The representation of O in the fermion Fock space is an infinite dimensional
variant of the spinor representation.
The space Scl is in a canonical one-to-one correspondence with some subspace
in fermion Fock space that is called ’space of semi-infinite forms’, see definitions
below in 4.2-4.3. The natural group GL of symmetries of the space of semiinfi-
nite forms consists of (∞+∞)× (∞+∞) complex invertible bounded matrices(
P Q
R T
)
such that Q, R are Hilbert–Schmidt matrices and the Fredholm in-
dex of P is zero (in our case, this is equivalent to the condition dimKerP =
codim ImP ), see [Ner2], IV.3–IV.4.
The group GL is a subgroup in O2.
Now consider a Laurent polynomial in two variables
S(u, v) =
∑
−M<i<∞,−M<j<∞
aiju
ivj
2In notation of [Ner2], our groups are the the following (G,K)-pairs: GL =(
GL(2∞,C),GL(∞,C) × GL(∞,C)
)
and O =
(
O(2∞,C),GL(∞,C)
)
. For description of
the embedding GL → O, see [Ner2], IV.4); to avoid misunderstanding, emphasis that GL is
a subgroup in the group
(
O(4∞,C),GL(2∞,C)
)
with the duplicated infinity.
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(only finite number of terms are nonzero). Define the kernel K(x, y) by the
condition
K(x, y)
∣∣∣
xN=xN+1=···=0, yN=yN+1=···=0
=
=
det16k,l6N{S(xk, yl) +
∑∞
j=−M x
j
ky
j
l }
∏N
k=1 x
N
k y
N
k∏
16k<l6N (xk − xl)
∏
16k<l6N (yk − yl)
for all N > M .
We show that operators in Scl with such kernels form an infinite-dimensional
group GL∞, whose elements g =
(
P Q
R T
)
satisfy the condition: g− 1 has only
finite number of nonzero matrix elements.
This is a partial answer to the question formulated above, since this group
GL∞ is a proper subgroup in the natural group of symmetries GL.
This construction exists in the space Scl and does not survive for general
Kerov’s scalar products.
0.4. Structure of the paper. Sections 1–2 contain preliminaries on the
space of symmetric functions and on the boson Fock space. In Section 3, we
discuss the boson-symmetric correspondences.
In section 4, we introduce a space of semiinfinite forms and a space of skew-
symmetric functions. In Section 5, we discuss a fermion-symmetric correspon-
dence.
Acknowledgements. This work was done during my visit to Yale Univer-
sity in 1994. I thank prof. R.Howe for hospitality and discussions. I also thank
the organizers of Russian–French workshop on combinatorics (Independent Uni-
versity of Moscow, May 2003), since this was an occasion for writing the present
paper.
1. Symmetric functions
1.1. Symmetric functions. In this paper, x1, x2, . . . is an infinite collec-
tion of formal variables.
We denote by S = S(x) the space of all formal series in the variables xj sym-
metric with respect to permutations of xj . We call elements of S by symmetric
functions.
By Sk ⊂ S we denote the space of symmetric formal series of degree k in the
variables xj . This space is finite dimensional, its dimension equals the number
p(k) of partitions of k.
By S ⊂ S we denote the space of series of bounded degree.
1.2. Some bases in S. For details, see [Mac], I.2-3.
a) Functions pm. A Newton sum pm = pm(x), where m = 1, 2, . . . , is
pm(x) :=
∞∑
j=1
xmj .
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Denote by m a collection of nonnegative integers,
m = (m1,m2, . . . ); mj = 0 for suffitiently large j.
Denote
pm(x) := p1(x)
m1p2(x)
m2 . . .
The functions pm form a basis in S.
We also use another notation for the same functions. Let λ be a sequence
of integers
λ : λ1 > λ2 > . . . , λj = 0 for sufficiently large j.
Then
pλ := pλ1pλ2 . . . .
In other words, pλ(x) = pm(x), where mj is the number of entries of j into the
collection λ.
b) Monomial symmetric functions mλ. Let λ = (λ1, λ2, . . . ), where λ1 >
λ2 > . . . are integers and λj = 0 for sufficiently large j. Denote by mλ the sum
of all distinct monomials of the form
xλ1k1x
λ2
k2
xλ3k3 . . . ki 6= kj .
Obviously, the system mλ is a basis in S.
c) Schur functions sλ = sr. Let λ1 > λ2 > . . . be nonnegative integers, and
λj = 0 for sufficiently large j. The function sλ ∈ S is defined by the rule
sλ(x1, x2, . . . )
∣∣∣∣∣
xn+1=xn+2=···=0
=
det
16k6n,16j6n
{
x
λj+n−j
k
}
∏
16k<l6n(xk − xl)
.
We also use another notation for the same functions. Let r be a sequence of
integers such that
r : r1 > r2 > . . . and rj = −j for sufficiently large j.
We assume
sr := sλ, where λj = rj + j.
Remark. Thus, we introduced 3 types of notation for Young diagrams; in
these 3 cases we use respectively Greek letters (λ, µ, etc), bold Latin letters (m,
n, etc.), and Gothic letters (k, l, etc.) as above.
1.3. Scalar products in S. The classical scalar product (J.H.Redfield,
1927, see [Mac], I.4) in S is defined by the condition: the functions pm are
pairwise orthogonal and
‖pm‖2 =
∏
mj !j
mj .
The equivalent condition is: the Schur functions sλ form an orthonormal basis.
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More generally, let us define Kerov’s family 〈·, ·〉ω of scalar products in S.
Fix a sequence
ω = (ω1, ω2, . . . ); ωj > 0.
We assume that the functions pm are pairwise orthogonal and
‖pm‖2 =
∏
mj !ω
mj
j . (1.1)
There are three following distinguished examples of such scalar products
ωj = jα (Jack scalar products);
ωj = j(1− tj)−1 (Hall–Littlewood scalar products);
ωj = j · 1− q
j
1− tj (Macdonald scalar products). (1.2)
We denote by Sω the completion of the Euclidean space S equipped with the
scalar product 〈·, ·〉ω .
More carefully, denote by Sτω the (finite dimensional) Euclidean space S
τ
equipped with the Kerov scalar product. Then Sω is a Hilbert direct sum of the
Hilbert spaces Sτω,
S
τ
ω = ⊕∞τ=0Sτω.
Each element f ∈ Sω can be represented as a sum of a series
f =
∞∑
τ=0
fτ ; where fτ ∈ Sτ , and
∑
‖fτ‖2Sτω <∞.
In particular, Sω ⊂ S. The scalar product is given by
〈f, g〉ω = 〈
∑
fτ ,
∑
gτ 〉ω :=
∑
〈fτ , gτ 〉Sτω .
We emphasis that this expression has sense also for f ∈ S, g ∈ S.
We also denote by Scl the space corresponding to the classical case ωj = j.
1.4. Bisymmetric kernels. Let x1, x2, . . . and y1, y2, . . . be two collections
of formal variables. A bisymmetric kernel K(x, y) is a formal series symmetric
with respect to xj and symmetric with respect to yi.
1.5. Linear operators in Sω. Fix ω. Represent a bisymmetric kernel
K(x, y) as a series in xj with coefficients depending on yi,
K(x, y) =
∑
xk11 x
k2
2 x
k3
3 . . . uk1,k2,k3,...(y),
where kj are nonnegative integers, and all kj = 0 except a finite number of j.
Then uk1,k2,k3,...(y) ∈ S, these expressions also are symmetric with respect to
kj . Hence
K(x, y) =
∑
λ1>λ2>...
mλ(x)uλ1,λ2,...(y).
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We define the linear operator AK in the space of symmetric functions by the
formula
AKf(x) = 〈K(x, y), f(y)〉ω :=
∑
λ1>λ2>...
mλ(x)〈uλ1,λ2,... , f(y)〉ω, (1.3)
where f denotes the usual complex conjugation.
We also represent this expression in the form
AKf =
∞∑
σ=0
[AKf ]σ, (1.4)
where
[AKf ]σ :=
∑
λ1>λ2>... ,
∑
λj=σ
mλ(x)〈uλ1,λ2,... , f(y)〉ω . (1.5)
Obviously, [AKf ]σ ∈ Sσ and hence the summands of (1.4) are pairwise
orthogonal.
Proposition 1.1. The map K 7→ AK is a bijection of the space of all
bisymmetric kernels to the space of all linear operators S→ S.
Remark. This bijection depends on ω.
Proposition 1.2. Let A : Sω → Sω be a bounded operator. Then
a) There exists a bisymmetric kernel K(x, y) such that Af = AKf for f ∈ S.
b) For f ∈ Sω, its image Af equals (1.4)–(1.5); the series in the right hand
side of (1.4) converges in the Hilbert space Sω.
Proposition 1.3. For each σ = 0, 1, 2, . . . choose an arbitrary (in general,
nonorthogonal) basis ξ
(σ)
1 , . . . , ξ
(σ)
p(σ) in S
σ. Represent a bisymmetric kernel
K(x, y) in the form
K(x, y) =
∞∑
σ=0
[p(σ)∑
i=1
ξ
(σ)
i (x)v
(σ)
i (y)
]
,
where v
(σ)
i are some elements of S.
a) For each f ∈ S,
AKf(x) =
∑
σ
[∑
i
ξ
(σ)
i (x)〈v(σ)i (y), f(y)〉ω
]
. (1.6)
Summands of the formal series
∑
σ do not depend on a choice of a basis ξi.
In particular, they coincide with summands of the series (1.4).
b) If AK is a bounded operator and f ∈ Sω, then AKf coincides with (1.6);
the series
∑
σ in the right hand side converges in the Hilbert space Sω.
Proposition 1.4. Let
K(x, y) =
∑
m,n
γm,npm(x) pn(y).
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Then
〈AKpn, pm〉ω = γm,n
∏
j
ω
mj+nj
j mj!nj !.
Proposition 1.5. Let ωj = j, i.e., we have the classical scalar product in
S. Let
K(x, y) =
∑
λ,µ
βλ,µsλ(x) sµ(y).
Then
〈AKsµ, sλ〉ω = βλ,µ.
Remark. On the kernel of the identity operator, see [Mac], I.4, see also
below 3.6.
1.6. Proofs of Propositions 1.1–1.5. We start from Proposition 1.3a.
Represent K(x, y) as the series
K(x, y) =
∑
τ,σ
Kσ,τ (x, y),
where Kσ,τ has the degree τ in the variables x1, x2, . . . and the degree σ in the
variables y1, y2, . . . .
Let Aσ,τ be the operator with the kernel Kσ,τ(x, y),
Aσ,τ : ⊕Sj → ⊕Sj
Obviously, Aσ,τ is zero on all Sj for j 6= τ , and Aσ,τ : Sσ → Sτ .
For the kernel Kσ,τ the statement of Proposition 1.3a) is trivial. It is equiv-
alent to the following obvious lemma.
Lemma 1.6. Let V , W be finite dimensional Euclidean spaces. Let ej be a
basis in V . Let K ∈ V ⊗W ,
K =
∑
ej ⊗ hj , hj ∈W.
Then each linear operator W → V has the form
AKw =
∑
〈hj , w〉W ej
and AK does not depend on a choice of the basis ej.
We apply this lemma to W = Sτω, V = S
σ
ω.
Thus, AK is a block operator
AK =
A11 A12 . . .A11 A22 . . .
...
...
. . .
 (1.7)
in ⊕Sj. Now Proposition 1.3a became obvious.
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Let AK be bounded, let f =
∑
fj , Af =
∑
gj , where fj , gj ∈ Sj . Then
gτ =
∑Aτ,σfσ, and this is the statement of Proposition 1.3b.
Thus Proposition 1.3 is proved.
If we assume ξ = sλ, then we obtain Proposition 1.5.
If we assume ξ = pm, then we obtain Proposition 1.4. This implies Propo-
sition 1.1.
If we assume ξ = mλ in Proposition 1.3.b, then we obtain Proposition 1.2.
1.7. Products of operators.
Proposition 1.7. Let for bisymmetric kernels K, L the operators AK ,
AL be bounded in Sω. Then AKAL = AM , where
M(x, z) = 〈K(x, y), L(y, z)〉Sω(y). (1.8)
More exactly, we expand our kernels in mλ
K(x, y) =
∑
λ
mλ(x)uλ(y); L(x, y) =
∑
µ
mµ(z)vµ(y)
and write
M(x, z) =
∑
λ,µ
〈uλ, vµ〉ωmλ(x)mµ(z)
Proof. We represent AK , AL as block matrices (1.7), and the statement
becomes obvious. We also can refer to Proposition 1.4.
2. Boson Fock space. Semigroup of Gauss operators
Here we discuss some basic definitions related to the boson Fock space. For
details, see [Ner2].
2.1. Boson Fock spaces with finite degrees of freedom. Let n =
0, 1, 2, . . . . Consider the space Cn with the coordinates z1, z2, . . . , zn. Consider
the space Poln of polynomials in zj ; equip this space with the scalar product
〈f, g〉 = pi−n
∫
Cn
f(z)g(z) exp{−|z|2} |dz|, (2.1)
where |dz| is the Lebesgue measure on Cn.
The monomials zm11 . . . z
mn
n are pairwise orthogonal and
‖zm11 . . . zmnn ‖2 = m1! . . .mn! (2.2)
The boson Fock space Fn with n degrees of freedom is the completion of
Poln with respect to the scalar product (2.1). Elements of this space are entire
functions f(z) on Cn satisfying∫
Cn
|f(z)|2 exp{−|z|2} |dz| <∞.
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2.2. The boson Fock space with infinite number degrees of free-
dom. Let f = f(z1, . . . , zn) ∈ Fn. We define the function Inf ∈ Fn+1 as
Inf(z1, . . . , zn, zn+1) = f(z1, . . . , zn)
By (2.2), In is an isometric embedding Fn → Fn+1.
Consider the chain
F0 ⊂ F1 ⊂ · · · ⊂ Fn ⊂ . . .
The boson Fock space F = F(z) with infinite degree of freedom is the completion
of ∪nFn. The space F is called the boson Fock space.
Consider the system of functions
em(z) :=
∏
z
mj
j , (2.3)
wheremj are nonnegative integers andmj = 0 for sufficiently large j. Obviously,
these functions form an orthogonal basis in F, and
‖em‖2 =
∏
mj !.
Consider a series
∑
cmem(z) convergent in the Hibert space F. It can easily
be checked, that this series absolutely converges for each z ∈ l2. Hence we can
consider elements of F as entire functions on l2.
Let a = (a1, a2, . . . ) ∈ l2. Denote by ϕa(z) the function3
ϕa(z) = exp{
∑
zjaj}. (2.4)
For each f ∈ F, the following reproducing property holds
〈f, ϕa〉F = f(a). (2.5)
2.3. Hilbert–Schmidt matrices. (see [DS],XI.6,XI.9) Recall that an
infinite matrix A = {aij} is called a Hilbert–Schmidt matrix if
trA∗A =
∑
ij
|aij |2 <∞.
A matrix A belongs to the trace class if
tr
√
A∗A <∞.
Recall, that for Hilbert–Schmidt matrices A, B, the matrix AB belongs to
the trace class.
Also, recall that for a matrix A of the trace class the determinant det(1+A)
is well-defined.
3There are many terms that are used for this system of functions: systems of coherent
states, supercomplete basis, overfilled basis, delta-functions.
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2.4. Gauss vectors. For a matrix A, the symbol ‖A‖ below denotes the
norm of the operator l2 → l2, i.e., ‖A‖2 is the maximal eigenvalue of A∗A.
Let A = {aij} be a symmetric (i.e., aij = aji) Hilbert–Schmidt matrix and
‖A‖ < 1. Let α = (α1, α2, . . . ) ∈ l2. The corresponding Gauss vector b[A|α] is
a function in the variable z ∈ l2 defined by
b[A|α](z) = exp{1
2
∑
aijzizj +
∑
αjzj
}
= exp
{1
2
zAzt + αzt
}
.
Here t denotes the transposition, z, α are considered as matrix–rows.
Proposition 2.1. a) b[A|α] ∈ F.
b) 〈b[A|α], b[B|β]〉F = det(1−AB)−1/2 exp
{1
2
(α β)
(−A 1
1 −B
)−1(αt
β
t
)}
.
Remark.(−A 1
1 −B
)−1
=
(
B(1−AB)−1 (1−BA)−1
(1 −AB)−1 A(1 −BA)−1.
)
Remark. Since ‖AB‖ < 1, we define
(1 −AB)−1/2 := 1 + 1
2
AB +
1
8
(AB)2 + . . .
and det(1 −AB)−1/2 := det[(1−AB)−1/2].
2.5. Operators. Let H be a bounded operator F→ F. Let
Hen =
∑
m
hm,nem.
Consider the function K(z, u) (kernel of the operator) H on l2 × l2 given by
K(z, u) =
∑
m,n
hm,nn!em(z) en(u),
where en is given by (2.3) and n! =
∏
nj !. This series converges on l2 × l2,
moreover for a fixed z ∈ l2, the function kz(u) = K(z, u) as a function in u
belongs to F.
We also have
〈em, Hen〉 = hm,nm!n! (2.6)
The operator H can be reconstructed from K(z, u) by the formula
Hf(z) = 〈f(u),K(z, u)〉F(u) := 〈f(u), kz(u)〉F(u).
If K1 is the kernel of H1 and K2 is the kernel of H2, then the kernel of H1H2
is
L(z, w) = 〈K1(z, u),K2(u,w)〉F(u)
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2.6. Gauss operators. Let A, B, C be infinite matrices. Let S :=(
A B
Bt C
)
. Assume that these matrices satisfy the following conditions.
0◦. A, C are symmetric matrices, i.e., A = At, C = Ct. Equivalently, S is
symmetric.
1◦. ‖S‖ 6 1.
2◦. ‖A‖ < 1, ‖C‖ < 1;
3◦. The matrices A, C are Hilbert–Schmidt.
Under these conditions, we define the Gauss operator
B
[
A B
Bt C
]
: F→ F.
being the operator with the kernel
K(z, u) = exp
{
1
2
(
z u
)(A B
Bt C
)(
zt
ut
)}
.
The conditions 1◦ − 3◦ are necessary but not sufficient for boundedness.
There are two simple sufficient conditions of boundedness.
Theorem 2.2. ([Ner1]) a) If A, C are operators of the trace class, then
B[·] is bounded.
b) If
∥∥∥∥(A BBt C
)∥∥∥∥ < 1, then B[·] is bounded.
A product of two Gauss operators is well-defined4 and it is given by the
following theorem.
Theorem 2.3. ([Ols], [NNO])
B
[
A B
Bt C
]
B
[
U V
V t W
]
=
= det(1 − CU)−1/2B
[
A+BU(1− CU)−1Bt B(1− UC)−1V
V t(1 − CU)−1Bt W + V t(1− CU)−1CV t
]
.
(2.7)
2.7. Linear relations. Formula (2.7) hides a simple algebraic structure,
namely a product of linear relations. Recall necessary definitions.
Let V , W be linear spaces. A linear relation P : V ⇒ W is a subspace
P ⊂ V ⊕W .
Let P : V ⇒ W , Q : W ⇒ Y be linear relations. Their product QP is a
linear relation V ⇒ Y defined in the following way. A vector v ⊕ y ∈ V ⊕ Y is
an element of QP if there exists w ∈W such that v ⊕ w ∈ P , w ⊕ y ∈ Q.
Example. Let L : V → W be a linear operator. Its graph is a linear
relation. A product of operators corresponds to the product of their graphs in
the sense of linear relations.
4for the case of unbounded operators, see [Ner2],VI.2
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For a linear relation P : V ⇒ W , we define its kernel KerP ⊂ V and its
indefiniteness Indef P ⊂W by
KerP = P ∩ V ; Indef P = P ∩W.
2.8. Clarification of Theorem 2.3. For a given matrix S :=
(
A B
Bt C
)
we consider the subspace P [S] ⊂ [l2 ⊕ l2]⊕ [l2 ⊕ l2] consisting of vectors
[v+ ⊕ v−]⊕ [w+ ⊕ w−]
satisfying the equations (
v+
w−
)
=
(
A B
Bt C
)(
v−
w+
)
.
We consider this subspace as a linear relation l2 ⊕ l2 ⇒ l2 ⊕ l2.
Theorem 2.4. ([NNO], [Ner1]) The linear relations P [S], where S satisfies
conditions 1◦–3◦, form a semigroup with respect to the multiplication of linear
relations. The equality
B[S1]B[S2] = const · B[S3].
is equivalent to
P [S1]P [S2] = P [S3].
We call the semigroup of all the linear relations P [S] by the symplectic semi-
group.
Now we intend to characterize linear relations of type P [S].
2.9. Geometric description of symplectic semigroup. Denote by V +,
V −, W+, W− four copies of the space l2. Let
V = V + ⊕ V −, W =W+ ⊕W−.
We define in V the skew-symmetric bilinear form {·, ·}V and the Hermitian form
[·, ·]V by {
ξ+ ⊕ ξ−, η+ ⊕ η−}
V
:=
∑
j
(ξ+j η
−
j − ξ−j η+j );[
ξ+ ⊕ ξ−, η+ ⊕ η−]
V
:=
∑
j
(ξ+j η
+
j − ξ−j η−j ).
We define two forms in W by the same formulae. Further we define the skew
symmetric form {·, ·}V⊕W and the Hermitian form [·, ·]V⊕W in V ⊕W by{
v ⊕ w, v′ ⊕ w′}
V⊕W
=
{
v, v′
}
V
− {w,w′}
W
.[
v ⊕ w, v′ ⊕ w′]
V⊕W
=
[
v, v′
]
V
− [w,w′]
W
.
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Our conditions for the matrix S are equivalent to the following conditions
for linear relations P [S].
A) Our matrix S = St is symmetric. This means that P [S] is Lagrangian5
with respect to the skew-symmetric form {·, ·}V⊕W .
B) The condition ‖S‖ 6 1 is equivalent to the condition[
v ⊕ w, v ⊕ w]
V⊕W
> 0 for all v ⊕ w ∈ P [S].
C) The conditions ‖A‖ 6 1, ‖C‖ 6 1 follow from ‖S‖ 6 1. The ad-
ditional condition ‖A‖ < 1 is equivalent to positive definiteness of [·, ·]V on
KerP [S]. The condition ‖C‖ < 1 is equivalent to negative definiteness of [·, ·]W
on Indef P [S].
D) The condition 3◦ from 2.6 is not so transparent from geometrical point of
view. The orthogonal projectors P ∩ (V−⊕W )→ W− and P ∩ (V ⊕W+)→ V+
must be Hilbert–Schmidt operators.
The unit element of the symplectic semigroup is the graph of the identity
operator; the corresponding matrix S is S =
(
0 1
1 0
)
. The group of automor-
phisms of the canonical commutation relations defined in the next subsection is
the group of invertible elements of the symplectic semigroup.
2.10. The symplectic group. Consider the group Sp(2∞,R) of bounded
invertible operators g : l2 ⊕ l2 → l2 ⊕ l2 satisfying the following properties.
1) The operator g commutes with the R-linear transformation v1 ⊕ v2 7→
v2⊕ v1, where v 7→ v is the coordinate-wise complex conjugation. Equivalently,
the matrix of g has the following block form
g =
(
P Q
Q P
)
. (2.8)
Equivalently, g preserves R-linear subspace VR consisting of all the vectors hav-
ing the form (v, v).
2) The operator g preserves the skew-symmetric form {·, ·}. Equivalently,
g
(
0 1
−1 0
)
gt =
(
0 1
−1 0
)
.
3) The operator g preserves the Hermitian form [·, ·]. Equivalently,
g
(
1 0
0 −1
)
g∗ =
(
1 0
0 −1
)
.
Remark. Any two of conditions 1)–3) imply the third condition. The
conditions 1) and 2) mean that g preserves a skew-symmetric bilinear form in
the real linear space VR.
5A subspace P is Lagrangian with respect to a form {·, ·} if {v, w} = 0 for each v, w ∈ P
and P is a maximal among subspaces having this property.
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The Friedrichs–Shale (see [Sha], [Ber1]) group Sp of automorphisms of canon-
ical commutation relations6 consists of elements g ∈ Sp(2∞,R), such that the
block Q is a Hilbert–Schmidt matrix.
Proposition 2.5. [Ber1] For g ∈ Sp, define the operator
ρ(g) := B
[
QP
−1
(P ∗)−1
P
−1 −P−1Q
]
Then ρ(g) is a projective representation of Sp and the operators det(PP ∗)−1/4ρ(g)
are unitary.
3. Boson-symmetric correspondences
In this section, we consider arbitrary spaces Sω.
3.1. Definition of the correspondence. For f = f(z1, z2, . . . ) ∈ F, we
define the element Θf ∈ Sω by
Θf(x1, x2, x3, . . . ) = f(ω
−1/2
1 p1(x), ω
−1/2
2 p2(x), ω
−1/2
3 p3(x), . . . ). (3.1)
Theorem 3.1. The map Θ is a unitary operator F→ Sω.
Proof. This follow from formulae (1.1), (2.2). 
Remark. The square roots in formula (3.1) can be easily deleted after minor
variation of definition of boson Fock space. This variant of a language is used in
[Ner4]. Also, the boson Fock spaces corresponding to classical scalar products
(Redfield, Hall–Littlewood, Macdonald) are described in [Ner4].
3.2. Inversion formula.
Theorem 3.2. Let g ∈ Sω. Then
Θ−1g(z) = 〈g,Φz〉ω,
where Φz(x) ∈ Sω is given by
Φz(x) =
∏
k
exp
{ ∞∑
j=1
zjω
−1/2
j x
j
k
}
.
Proof. The functions Φa(x) ∈ Sω correspond to the elements exp(
∑
ajzj) ∈
F, see (2.4). It remains to apply the reproducing property (2.5). More carefuly,
f(z) := 〈f, ϕz〉F = 〈Θf,Θϕz〉ω = 〈Θf,Φz〉ω
3.3. Correspondence of operators.
Proposition 3.3. Let A : F→ F be a bounded operator, let K(z, u) be its
kernel. Then the bisymmetric kernel of the operator
ΘAΘ−1 : Sω → Sω
6It is the (G,K)-pair
(
Sp(2∞,U(∞)
)
in the notation of [Ner2].
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is given by
K(ω
−1/2
1 p1(x), ω
−1/2
2 p2(x), . . . ; ω
−1/2
1 p1(y), ω
−1/2
2 p2(y), . . . ),
Proof. See Proposition 1.4 and formula (2.6).
3.4. Multiplicative vectors. Let A = {aij} be a symmetric matrix
(i, j > 0), let α = {αj} be a sequence. We define the formal series Ψ[A|α] ∈ S
by
Ψ[A|α](x) = exp
{1
2
∑
16i<∞, 16j<∞
aijpi(x) pj(x) +
∑
16j<∞
αjpj(x)
}
=
=
∏
16k<l<∞
exp
{ ∑
16i<∞, 16j<∞
aijx
i
kx
j
l
}
·
∏
16k<∞
exp
{ ∑
16j<∞
(
αj+
∑
σ+τ=j
aστ
)
xjk
}
.
(3.2)
Remark. Consider an arbitrary formal series having the form∏
16k<l<∞
R(xk, xl)
∏
16k<∞
Q(xk), (3.3)
where Q(x) = 1 +
∑
j>0 qjx
j and
R(x, y) = 1 +
∑
i>0, j>0
rijx
iyj ; rij = rji
Each series (3.3) can be represented in the form (3.2). 
Denote
Ω :=
ω1 0 . . .0 ω2 . . .
...
...
. . .
 . (3.4)
Theorem 3.4. a) Denote A˜ := Ω1/2AΩ1/2. Let the matrix A˜ be Hilbert–
Schmidt, and ‖A˜‖ < 1. Let αΩ1/2 ∈ l2. Then Ψ[A|α] ∈ Sω.
b) Let A, α and B, β satisfy the conditions of statement a). Then
〈Ψ[A|α],Ψ[B|β]〉ω =
= det(1−AΩBΩ)−1/2 det
{(
α β
)(−A Ω−1
Ω−1 −B
)−1(αt
β
t
)}
Proof. The function Ψ[A|α] is the image of the Gauss vector
b
[
Ω1/2AΩ1/2|αΩ1/2]
under the map Θ. Thus the statement follows from Proposition 2.1. 
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3.5. Multiplicative bisymmetric kernels. We intend to discuss bisym-
metric kernels of the type∏
k<l
P (xk, xl)
∏
k,l
Q(xk, yl)
∏
k<l
R(yk, yl)
∏
k
pi(xk)
∏
k
ρ(yk), (3.5)
where P , Q, R, pi, ρ are formal series.
Fix symmetric matrices A = {aij}, C = {cij} and a matrix B = {bij}, where
i, j > 0. Assume that the matrix
S :=
(
Ω1/2 0
0 Ω1/2
)(
A B
Bt C
)(
Ω1/2 0
0 Ω1/2
)
satisfies the conditions of Subsection 2.6, i.e.,
1∗. ‖S‖ 6 1.
2∗. ‖Ω1/2AΩ1/2‖ < 1, ‖Ω1/2CΩ1/2‖ < 1.
3∗. Ω1/2AΩ1/2, Ω1/2CΩ1/2 are Hilbert–Schmidt matrices.
Then we define the bisymmetric kernel K
[
A B
Bt C
]
(x, y) by
K
[
A B
Bt C
]
(x, y) =
=
∏
k<l
exp
{ ∑
i>0,j>0
aijx
i
kx
j
l
}∏
k,l
exp
{ ∑
i>0,j>0
bijx
i
ky
j
l
}∏
k<l
exp
{ ∑
i>0,j>0
cijy
i
ky
j
l
}
×
×
∏
k>1
exp
{∑
j
( ∑
σ, τ : σ+τ=j
aστ
)
xjk
}∏
l>1
exp
{∑
j
( ∑
σ, τ :σ+τ=j
cστ
)
yjl
}
(3.6)
The same kernel can be also represented in the form
K
[
A B
Bt C
]
= exp
{1
2
∑
i,j
aijpi(x) pj(x)+
∑
i,j
bijpi(x) pj(y)+
1
2
∑
i,j
cijpi(y) pj(y)
}
(3.7)
Denote byB
[
A B
Bt C
]
the operator Sω → Sω defined by the kernel K
[
A B
Bt C
]
.
Theorem 3.5. Let the conditions 1∗–3∗ are satisfied.
a) Let ‖S‖ < 1. Then the operator A
[
A B
Bt C
]
is bounded.
b) Let Ω1/2AΩ1/2, Ω1/2CΩ1/2 be operators of the trace class. Then A
[
A B
Bt C
]
is bounded.
Theorem 3.6. Let A
[
A B
Bt C
]
, A
[
U V
V t W
]
be bounded operators. Then
A
[
A B
Bt C
]
A
[
U V
V t W
]
= det(1 − CΩUΩ)−1/2×
× A
[
A+BΩU(Ω−1 − CΩU)−1Bt B(Ω−1 − UΩC)−1V
V t(Ω−1 − CΩU)−1Bt W + V t(Ω−1 − CΩU)−1CΩV.
]
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The semigroup of operators A[·] is isomorphic to the semigroup of Gauss oper-
ators B[·].
Proofs. By Proposition 3.3,
A
[
A B
Bt C
]
= Θ ◦ B
[(Ω1/2 0
0 Ω1/2
)(
A B
Bt C
)(
Ω1/2 0
0 Ω1/2
)]
◦Θ−1.
Now our theorems follow from Theorems 2.2, 2.3.
3.6. Example. The identity operator. The identity operator in F has
the kernel
exp
{∑
zjuj
}
.
Hence the bisymmetric kernel of the identity operator in Sω is
K(x, y) =
∏
k,l
exp
{∑
j>0
ω−1j x
j
ky
j
l
}
.
1) For the Redfield scalar product, i.e., ωj = j, we obtain
K(x, y) =
∏
k,l
(1− xkyl)−1.
2) For the Jack scalar product, i.e., ωj = jα, we have
K(x, y) =
∏
k,l
(1− xkyl)−1/α.
3) For the Macdonald scalar products (see (1.2)),∑
j>0
xjyj
ωj
=
∑
j>0
1
j
· 1− t
j
1− qj x
jyj .
Expanding
1− tj
1− qj =
∑
k>0
qjk − tj
∑
k>0
qjk,
we obtain ∑
j>0
xjyj
ωj
= −
∑
k>0
ln(1− qkxy) +
∑
k>0
ln(1− qktxy).
Finally,
K(x, y) =
∏
k>0
1− txyqk
1− xyqk .
All these formulae are well known, see [Mac], Sections I.4, III.4, VI.2, VI.10,
see also [Ker].
3.7. Example. The Heisenberg group. Formula (3.5) is more general
than (3.6). Our construction can be easily extended to this more general case,
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it is sufficient to apply [Ner2], VI.4; the semigroup of all bounded operators in
Sω with kernels (3.5) is isomorphic to the semigroup of all bounded operators
in F having kernels of the form
exp
{1
2
(
z u
)(K L
Lt M
)(
zt
ut
)
+ zαt + uβt
}
We do not discuss the general case and consider an example.
Let α, β ∈ l2. Consider the operator T (α, β) in F whose the kernel is
exp
{∑
zjuj +
∑
zjαj +
∑
ujβj
}
.
Then (see [Ner2], Section VI.4)
T (α, β)T (α′, β′) = exp
{∑
α′jβj}T (α+ α′, β + β′).
Thus, the operators T (α, β) form the complex Heisenberg group.
Remark. If βj = −αj , then the operators T (α, β) are unitary up to a scalar
factor. Otherwise, they are unbounded. Nevertheless our operators and their
products are well-defined; for details, see [Ner2], VI.4. 
Let us describe the corresponding construction in Sω. Let aΩ
1/2, bΩ1/2 ∈ l2.
Consider the operator R(a, b) in Sω , whose bisymmetric kernel is∏
k,l
exp
{∑
j>0
ω−1j x
j
ky
j
l
}∏
k
exp
{∑
j>0
ajx
j
k
}∏
l
exp
{∑
j>0
bjy
j
l
}
.
Then
R(a, b)R(a′, b′) = exp
{∑
ωjbja
′
j
}
R(a+ a′, b+ b′).
These operators form the complex Heisenberg group.
Remark. The Heisenberg algebra (creation-annihilation operators) consists
of operators with kernels∏
k,l
exp
{∑
j>0
ω−1j x
j
ky
j
l
}
· (r +∑
k
∑
j
sjx
j
k +
∑
k
∑
j
tjy
j
k
)
3.8. Example: a formula for kernels of operators. We intend to write
a formula reconstructing the bissymmetric kernel K(x, y) by the operator A.
Let xj , yj , uj be 3 collections of formal variables. Then
K(x, y) = 〈
∏
k,l
exp
{∑
j>0
ω−1j x
j
ku
j
l
}
, Au
∏
k,l
exp
{∑
j>0
ω−1j u
j
ky
j
l
}
〉Sω [u] (3.8)
In this formula, Au means that the operator A acts on symmetric functions
in the variables uj depending on the parameters yj . Then we consider scalar
product of functions in the variables uj, depending on the parameters xj , yj ;
see explanations to formula (1.8) above.
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To prove (3.8), we expand∏
k,l
exp
{∑
j>0
ω−1j u
j
ky
j
l
}
=
∑
n
ωn
n!
pn(u)pn(y)
and apply Proposition 1.4.
4. Space of semiinfinite forms Λ and space of skew-
symmetric functions
By S∞ (respectively S2∞) we denote the group of all finite permutations of
the set {1, 2, 3, . . .} (respectively {−2,−1, 0, 1, 2, 3, . . .}).
4.1. Anticommuting variables. Let ξ1, . . . , ξn be anticommuting vari-
ables, i.e.,
ξiξj = −ξjξi (4.1)
for all pairs i, j; in particular ξ2j = 0. Denote by Λn the space of all polynomials
in ξj ; evidently, dimΛn = 2
n. We assume that the monomials ξi1ξi2 . . . ξik ,
where i1 > i2 > · · · > ik, form an orthonormal basis in Λn.
Consider a family of linear forms a1(ξ), . . . , am(ξ) and b1(ξ), . . . , bm(ξ):
ak(ξ) =
n∑
j=1
akjξj ; bk(ξ) =
n∑
j=1
bkjξj .
Denote by A and B the matrices {aij}, {bij}.
Lemma 4.1. Let m 6 n. Then
a) a1(ξ) . . . am(ξ) =
∑
j1>j2>···>jm
det
16i,s,6m
{aijs}ξj1 . . . ξjm
b) 〈a1(ξ) . . . , am(ξ), b1(ξ) . . . bm(ξ)〉 = det{〈ak, bl〉} = detAB∗
c)
m∏
l=1
( m∑
k=1
hlkak(ξ)
)
= det{hkl}
m∏
l=1
al(ξ)
These statements are obvious.
4.2. The space Λ. (see [Ber2], [FF]) Consider a countable collection
. . . , ξ−2, ξ−1, ξ0, ξ1, ξ2, . . .
of anticommuting variables,
A semi-infinite monomial is an infinite product of the type
Ξk =
∞∏
i=1
ξkj := ξk1ξk2ξk3 . . . , where kj = −j for sufficiently large j.
We allow to apply the rule (4.1) finite number of times. Hence, for σ ∈ S2∞,
Ξσk = (−1)σΞk.
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Modulo permutations, each collection k can be reduced to the form
k : k1 > k2 > k3 > . . . , where kj = −j for sufficiently large j. (4.2)
We emphasis that{
number of kj > 0
}
=
{
number of negative l such that l 6= ki ∀i
}
.
We define the space Λ as the Hilbert space whose orthonormal basis is Ξk,
where k satisfies (4.2). We also define the space Λ whose elements are formal
series
∑
k ckΞk with arbitrary ck.
4.3. Remark: the usual fermion Fock space. A fermion Fock space
is a space of functions depending on a countable collection of anticommuting
variables.
Consider an infinite collection ξ0, ξ1, . . . , η1, η2,. . . of anticommuting vari-
ables. Consider all possible finite monomials
ξu1 . . . ξun ηv1 . . . ηvm ; (4.3)
Denote by L the space (the fermion Fock space), whose orthonormal basis
consists of such monomials.
To each vector Ξk, we assign the vector∏
kj>0
ξkj
∏
l: l<0,l 6=ki ∀i
η−l.
Hence we obtain a space, whose basis consists of products ξu1 . . . ξun ηv1 . . . ηvn .
As we observed above, the number of ξ in this product equals the number of η;
i.e., we have m = n in (4.3)7 .
Thus, Λ is a subspace in L.
4.4. Decomposable vectors in the Hilbert space Λ. Consider two
infinite matrices A = {ami}, B = {bmj}, wherem > 0, 0 6 i <∞, −∞ < j < 0.
Assume that A is a Hilbert–Schmidt matrix and B belongs to the trace class8.
Consider the product
Ξ[A; 1 +B] :=
∞∏
m=1
(
ξ−m +
∑
i>0
amiξi +
∑
j<0
bmjξj
)
;
removing parentheses, we choose the summand ξ−m from each parenthesis ex-
cept a finite number of factors.
We call Ξ[A, 1 + B] by decomposable vectors. The vectors Ξk defined above
also have the form Ξ[A, 1 +B].
7In particular, to each sequence k we associated a collection of integers u1,. . . , un, v1, . . . ,
vn. This is the Frobenius parameters of Young diagrams, see [Mac],I.1.
8This condition can be replaced by other variants, see a discussion below and the next
subsection.
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Remark. Equivalently, we can consider one matrix R :=
(
A 1 +B
)
,
whose matrix elements rml are indexed by m > 1, l ∈ Z. After this, we can
write
Ξ[R] :=
∞∏
m=1
(∑
l
rmlξl
)
We prefer Ξ[A; 1+B] as a basic notation, since it is more convenient for under-
standing of convergence/divergence of our series.
Proposition 4.2. a) Ξ[A, 1 +B] ∈ Λ.
b) 〈Ξ[A1, 1 +B1],Ξ[A2, 1 +B2]〉Λ = det
(
A1A
∗
2 + (1 +B1)(1 +B
∗
2)
)
.
c) Ξ[A,B] =
∑
k γkΞk, where γk is the minor of the matrix
(
A 1 +B
)
consisting of the columns with numbers k1, k2, . . . .
d) Let D be a matrix of the trace class. Then
Ξ[(1 +D)A, (1 +D)(1 +B)] = det(1 +D) Ξ[A,B].
Proof. This statement is a variant of Lemma 4.1. The minors in Statement
b) converge since B is in the trace class. Thus we obtain a well-defined formal
series in vectors Ξk. We have ‖Ξ[A; 1 + B]‖2 = det(AA∗ + (1 + B)(1 + B)∗).
This determinant is convergent since AA∗ and B are in the trace class. 
Thus different matrices
(
A 1 +B
)
can give the same vector Ξ[A, 1 + B].
To reduce this freedom, we can consider the system of vectors Ξ[D, 1]
∞∏
m=1
(
ξ−m +
∞∑
i=0
dmiξi
)
(4.4)
A representation of a vector Ξ[A, 1 + B] in the form const · Ξ[D, 1] is unique
(indeed D = (1 + B)−1A), but in the case det(1 + B) = 0 such representation
does not exist (it does not exist for all the vectors Ξk except Ξ−1,−2,...).
In the notation of 4.3, element (4.4) corresponds to
exp
{∑
mi
dmiξiηm
}
,
it is also a spinor function in the terminology of [Ner2].
4.5. Decomposable vectors in the space of formal series Λ. Let A
be an arbitrary matrix and B satisfies the condition
bmj = 0 for j 6 −m (4.5)
Then the vector Ξ[A; 1 + B] is a well-defined formal series in vectors Ξk, i.e.,
Ξ[A; 1 + B] ∈ Λ. In other words, expressions of the following type are well
defined
∞∏
m=1
(
ξ−m + cm1ξ−m+1 + cm2ξ−m+2 + . . .
)
(4.6)
for arbitrary cmj .
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Indeed, all the coefficients of its expansion in the basis Ξk (see Proposition
4.2.c) are determinants having the following structure: diagonal elements are 1
starting some place, and only finite number of entries upper the diagonal are
nonzero. Hence an evaluation of our coefficients is reduced to an evaluation of
some determinants of finite size.
The expansion of (4.6) contains the term ξ−1ξ−2 . . . and hence there are
vectors Ξ[A; 1 +B] that can not be represented in this form.
More generally, let A be arbitrary and B satisfy the condition
bmj = 0 for j 6 −m except finite number of entries (4.7)
In other words, we consider products of the form
∞∏
m=1
(
ξ−m + cm1ξ−m+1 + cm2ξ−m+2 + · · ·+
∑
j
σmjξj
)
,
where σmj = 0 except finite number of entries. Again, we obtain a well-defined
element of the space Λ.
Below the both variants of the definition of decomposable vectors (in Λ and
in Λ) are sufficient for our purposes.
4.6. The action of GL∞ in Λ. We consider infinite matrices H = {Hij},
where i, j range in Z. Let δij be the Kronecker symbol, i.e., δii = 1 and δij = 0
for i 6= j.
We define the group GL∞ as the group of all invertible matrices H such that
hij − δij = 0 for all pairs (i, j) except finite number of entries.
We define the representation ρ of GL∞ in Λ by the assumption
ξi 7→
∑
i
hijξj .
The vectors Ξk and their linear combinations are transformed corresponding
this rule.
We have
ρ(H)Ξk =
∑
l: l1>l2>...; lj = −j for large j
det
i,j>1
{hkilj} Ξl. (4.8)
This equality can be considered as a definition of the operators ρ(H).
The operators ρ(H) transform decomposable vectors to decomposable vec-
tors:
ρ(H)Ξ[A, 1 +B] = Ξ[C, 1 +D], where
(
C 1 +D
)
=
(
A 1 +B
)
H.
4.7. The space of skew-symmetric functions. Let x1, x2, . . . be formal
variables. We say that a long monomial is an infinite product
xk11 x
k2
2 x
k3
3 . . . , where kj = −j for large j.
22
We say that a formal linear combination of long monomials is a skew-
symmetric function if it is skew-symmetric with respect to finite permutations
of variables.
Fix a collection
k : k1 > k2 > k3 > . . . where kj = −j for large j.
Define the skew-symmetric function
Ωk =
∑
σ∈S∞
(−1)σxk1σ(1)xk2σ(2)xk3σ(3) . . .
We introduce the scalar product in the space of skew-symmetric functions by
the assumptions:
1. Ωk are pairwise orthogonal
2. ‖Ωk‖ = 1.
Denote by A the Hilbert space of skew symmetric functions, i.e., the space,
whose elements are series∑
k
ckΩk, where
∑
k
|ck|2 <∞.
We also define the space A, whose elements are formal series
∑
k ckΩk without
any conditions for the coefficients ck.
4.8. Variant of definition. Consider a countable collection of formal
variables x1, x2, . . . . We consider formal series (in the usual sence) in x
±1
j
satisfying the following condition of skew symmetry
f(x1, x2, . . . , xi, . . . , xj , . . . ) = −
(
xj
xi
)j−i
f(x1, x2, . . . , xj , . . . , xi, . . . ).
Then f(x) ·∏∞j=1 x−jj is a skew symmetric function.
4.9. Identification of Λ and A. The canonical unitary operator Λ → A
is defined by Ξk 7→ Ωk.
4.10. Images of decomposable vectors. Fix matrices A, B as in 4.4 or
in 4.5. For each m = 1, 2, . . . we consider the formal Laurent series
qm(x) =
∑
i>0
amix
i +
∑
j<0
bmjx
j .
Also we will use an alternative notation for the same series
qm(x) =
∑
−∞<p<∞
κmpx
p
Consider the determinant
Ω[A, 1 +B] = det

x−11 + q1(x1) x
−1
2 + q1(x2) x
−1
3 + q1(x3) . . .
x−21 + q2(x1) x
−2
2 + q2(x2) x
−2
3 + q2(x3) . . .
x−31 + q3(x1) x
−3
2 + q3(x2) x
−3
3 + q3(x3) . . .
...
...
...
. . .
 .
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We understand this determinant as the following series in long monomials
∞∑
n=0
∑
16k1<k2<···<kn
{
det
16α,β6n,
{x−kαkβ (1− δαβ) + qkα(xkβ )}
∏
j:j>1,j 6=kα
x−jj
}
. (4.9)
This means that we consider only summands of the determinant that differ
from the diagonal product x−11 x
−2
2 x
−3
3 . . . in finite number of terms. Under our
conditions for A, B, this series converges.
Another variant to understand this determinant is
lim
N→∞
[
det
16j,k6N
{x−mk + qm(xk)} ·
∞∏
l=N+1
x−ll
]
; (4.10)
the limit means the coefficient-wise limit9.
If B = 0 and A is arbitrary, then our series is a well defined formal series,
i.e., it is an element of A. The same is valid if B satisfies condition (4.5) or
condition (4.7). For this case, the series for any coefficient in (4.9) is finite and
each sequence of coefficients in (4.10) is stabilized starting some place.
In particular, the determinants of the form
det{x−mk (1 +
∑
j>0
cmjx
j
k)}
are well-defined elements of A.
Proposition 4.3. The canonical map Λ→ A takes a vector Ξ[A, 1+B] ∈ Λ
to the vector Ω[A, 1 +B] ∈ A.
Proof. It is sufficient to expand Ω[A; 1 + B] in the functions Ξk. The
coefficient at Ξk is
det
16m6∞,16α6∞
{κmkα + δ−m,kα}
It coincides with the corresponding coefficient in Proposition 4.2c.
Remark. Also, we can write the following expression for Ω[A; 1 +B]
x−11 x
−2
2 x
−3
3 . . .det

1 + x1q1(x1) x2 + x
2
2 q1(x2) x
2
3 + x
3
3 q1(x3) . . .
x−11 + x1q2(x1) 1 + x
2
2 q2(x2) x3 + x
3
3 q2(x3) . . .
x−21 + x1q3(x1) x
−1
2 + x
2
2 q3(x2) 1 + x
3
3 q3(x3) . . .
...
...
...
. . .

and consider the determinant as a determinant det(1+Z) in the sence of formal
series in x±1j . This is equivalent to (4.9).
5. Fermion-symmetric correspondence
Here we consider only the Redfield scalar product in S, i.e., we assume
ωj = j. We denote our space Sω by Scl.
9The expression in brackets is a series in long monimials but not a skew symmetric function.
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5.1. The canonical unitary operator Scl → A. Consider the element
∆ ∈ A defined by
∆ := Ω−1,−2,−3,... =
∑
σ∈S∞
(−1)σx−1σ(1)x−2σ(2)x−3σ(3) . . .
For f ∈ S, we consider the skew-symmetric function ∆ · f .
Proposition 5.1. For the Schur functions sk,
∆sk = Ωk.
Proof. For fixed N , let us find terms (long monomials) of ∆·sk that contain
the factor
∏
j>N x
−j
j . For this, we must follow terms of sk, that do not contain
xN+1, xN+2, . . . . Hence it is sufficient to evaluate
sk
∣∣∣
xN+1=xN+2=···=0
·
∑
σ∈Sn
(−1)σ
N∏
j=1
x−jσ(j).
But, ∑
σ∈SN
(−1)σ
N∏
j=1
x−jσ(j) =
∏
16i<j6N
(xi − xj)
N∏
j=1
x−Nj
and this implies the required statement. .
Corollary 5.2. a) The map f 7→ ∆f is a unitary operator A→ Scl.
b) The map f 7→ ∆f is a well defined map of spaces of formal series S→ A.
5.2. Preimage of decomposable vectors.
Lemma 5.3. ([Hua]). Let rm(z) = c
(m)
0 + c
(m)
1 z + c
(m)
2 z
2 + . . . be formal
series, m = 1, . . . , N . Then
det
16m6N,16p6N
{rm(zp)} =
∑
l1<···<lN
det
16m6N,16j6N
{c(m)lj } det16j6N,16p6N{z
lj
p }.
Let A be arbitrary and B satisfies the condition (4.7). Fix M such that
bmi = 0 if i > m, i >M .
Consider the symmetric function Π[A, 1 +B] defined by the condition
Π[A, 1 +B]
∣∣∣
xN+1=xN+2=···=0
=
=
∏N
p=1 x
N
p · det16m,p6N{x−mp +
∑
i>0 amix
i
p +
∑
1>j>−N bmjx
j
p}∏
16p<q6N (xp − xq)
for all N > M .
Corollary 5.4.
∆ ·Π[A, 1 + B] = Ω[A, 1 +B].
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Proof. We expand Π[A, 1+B] in the Schur functions using Lemma 5.3 and
expand Ω[A, 1+B] in functions Ξk using Proposition 4.2c. We observe that the
coefficients of these two expansions coincide. It remains to apply Proposition
5.1.
5.3. The action of GL∞ in Scl.
Lemma 5.5. Let R(x, y) =
∑
ij cijx
iyj be a formal series. Then
det
16k6N,
16l6N
{R(xk, yl)} =
∑
i1<···<iN ,
j1<···<jN
det
16α6N,
16β6N
{ciαjβ} det
16k6N
16α6N
{xiαk } det16l6N
16β6N
{yjβl }.
Proof. First, our expression is skew symmetric with respect to xk and also
skew symmetric with respect to yl. Hence it has the form∑
γ(i1, . . . , iN ; j1, . . . , jN ) det{xiαk } det{y
jβ
l }.
A coefficient γ coincides with the coefficient at
∏
xiαα
∏
y
jβ
β in det{R(xk, yl)}.
The latter coefficient can be easily evaluated. .
Let H = {hij} be an element of GL∞, see 4.6. Let an integer M be suffi-
ciently large such that for i < −M we have hij − δij = 0 and the same holds
for j < −M . We define the bisymmetric kernel L[H ] by
L[H ](x, y)
∣∣∣xN+1=xN+2=···=0
yN+1=yN+2=···=0
=
=
det16k6N,16l6N{
∑
i>−N,j>−N hijx
i
ky
j
l }
∏N
j=1 x
N
j y
N
j∏
16p<q6N (xp − xq)
∏
16p<q6N (yp − yq)
for all N > M . Let A[H ] be the operator defined by the bisymmetric kernel
K[H ].
Lemma 5.5 implies the following statement.
Corollary 5.6. The following expansion in the Schur functions holds
K[H ](x, y) =
∑
i,j
det
16α<∞,16β<∞
{hiαjβ}si(x)sj(y),
where the summation is taken over all the sequences i: i1 > i2 > . . . , and
j: j1 > j2 > . . . , where iα = −α for sufficiently large α and jβ = −β for
sufficiently large β.
Remark. All the minors {hiαjβ} satisfy the property: hiαjβ − δαβ = 0 for
all pairs (α, β) except finite number.
Theorem 5.7. a) The map H 7→ A[H ] is a representation of the group
GL∞, i.e., A[H ]A[G] = A[HG].
b) The canonical unitary operator Λ→ A → Scl intertwines the representa-
tion ρ(H) given by (4.8) and the representation A[H ].
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Proof. It is sufficient to verify b). We must check that the matrix elements
of ρ[H ] in the basis Ξk ∈ Λ are equal to the matrix elements of A[H ] in the basis
sk ∈ Scl. The matrix elements of ρ[H ] are given by (4.8). To find the matrix
elements of A[H ], we must expand the kernel L[H ] in the the Schur functions,
see Proposition 1.5. This expansion is given by Corollary 5.6. 
Remark. Let extend the formalism of kernels to the space A. Consider a
series ∑
k1,k2,...;l1,l2,...
ak1,k2,...;l1,l2,...x
k1
1 x
k2
2 . . . y
l1
1 y
l2
2 . . .
in long monomials. We say that it is a biskewsymmetric kernel if it is skew
symmetric with respect to xj and with respect to yj . For a biskewsymmetric
kernel K(x, y), we define the operator A : Λ→ Λ by
Af(x) = 〈K(x, y), f(y)〉Λ[y]
The group GL∞ acts in A by operators whose biskewsymmetric kernels are
K(x, y) = det
kl
{
∑
i,j
hijx
i
ky
j
l },
we consider only terms of the determinant that differ from the product
∏∞
k (xkyk)
−k
in a finite number of places, see 4.10.
5.4. Images of some multiplicative vectors. Let r(x) = 1 + r1x +
r2x
2 + . . . . Consider the vector
R(x) =
∏∞
k=1
r(xk) ∈ S. (5.1)
Proposition 5.8. a) The image of the vector R under the maps Scl →
A→ Λ is
∞∏
m=1
(
ξ−m + r1ξ−m+1 + r2ξ−m+2 + . . .
)
. (5.2)
If R(x) ∈ Scl, then (5.2) is an element of Λ. Otherwise, (5.2) is in Λ.
b) The image of the vector R under the map Scl → A is given by
det{x−mk r(xk)},
where the determinant is defined in the same way as in 4.10.
Proof. The statement a) is a corollary of b). To obtain b), we write
N∏
k=1
r(xk) =
{detxm−1k r(xk)}∏
16l<k6N (xk − xl)
and tend N to infinity. 
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5.5. Another expressions for the same vectors. Let r(x) and R be
the same as above (5.1). We intend to write the canonical form (4.4) for the
image of R in Λ. Let
r(x) = 1 + r1x+ r2x
2 + · · · = exp a(x) = exp{a1x+ a2x2 + . . . }
By Proposition 3.1a, we have R ∈ Scl iff
∑
j|aj|2 < ∞. Therefore, a(x) is
holomorphic in the disc |x| < 1, and hence r(x) is holomorphic in the same disc.
Consider the function
r(x)/r(u) − 1
x− u .
This function is holomorphic in the bidisc |x| < 1, |u| < 1, and hence it can be
expanded in a power series
r(x)/r(u) − 1
x− u =
∑
α>0,β>0
ζαβx
αuβ.
Proposition 5.9. a) The image of R under the map Scl → A→ Λ is
∞∏
m=1
(
ξ−m +
∑
j>0
ζ(m−1)jξj
)
b) The image of R under the map Scl → A is
det
m>1, k>1
{
x−mk +
∑
j>0
ζ(m−1)jx
j
k
}
Proof. It is sufficient to prove b). By Proposition 5.8, the required vector
is the determinant of the matrix
· · ·+ r2x1 + r1 + x−11 · · ·+ r2x2 + r1 + x−12 · · ·+ r2x3 + r1 + x−13 . . .
· · ·+ r2 + r1x−11 + x−21 · · ·+ r2 + r1x−12 + x−22 · · ·+ r2 + r1x−13 + x−23 . . .
· · ·+ r2x−11 + r1x−21 + x−31 · · ·+ r2x−12 + r1x−22 + x−32 · · ·+ r2x−13 + r1x−23 + x−33 . . .
...
...
...
. . .

We can replace n-th row by a linear combination of the first (n−1) rows. Hence,
we can replace the series in the n-th row by
µn(x) = x
−n(1 + r1x+ r2x
2 + . . . )(1 + s1x+ s2x
2 + · · ·+ sn−1xn−1),
where sj are arbitrary.
Let us choose sj defined by the rule
(1 + r1x+ r2x
2 + . . . )(1 + s1x+ s2x
2 + . . . ) = 1
Then
µn(x) = x
−n +
∑
j>0
Cnjx
j
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where
Cnj = rn+j + rn+j−1s1 + · · ·+ rj+1vn−1
We write the generating function Q(x, y) =
∑
Cnjx
n−1yj . A direct calculation
gives Q(x, y)(x − y) = r(x)/r(y) − 1. 
5.6. Example: inversion formula for boson-fermion correspon-
dence. A boson-fermion correspondence10 is the composition of the canonical
maps
F→ Scl → A→ Λ.
Obviously, it is a unitary operator.
Let f(z) be an element of F, let g(ξ) be the corresponding element of Λ. We
intend to write a formula that reconstructs f by g. For this, we find the images
in Λ of the vectors ϕa ∈ F, see (2.4), and apply the reproducing property (2.5),
see proof of Proposition 3.1.
Define the polynomials Rn(z) by
exp
{
z1x+ z2x
2 + z3x
3 + . . .
}
= 1 +R1(z)x+R2(z)x2 + . . . .
In other words,
Rn(z) =
∑
s1+2s2+3s3+···=n
∏
j
z
sj
j
sj !
. (5.3)
It will be also convenient to assume
R0 = 1, R−1 = R−2 = · · · = 0. (5.4)
We evaluate the image of ϕa in Λ by Proposition 5.8 and obtain
f(
√
1z1,
√
2z2,
√
3z2, . . . )) =
〈
g(ξ),
∞∏
m=1
(
ξ−m+R1(z)ξ−m+1+R2(z)ξ−m+2+. . .
)〉
Λ
5.7. Example: another inversion formula for the boson-fermion
correspondence. Proposition 5.9 allows to obtain another formula. Define
the polynomials Qmn(z) by
exp
{∑
j>0 zj(x
j − yj)}− 1
x− y =
∑
Qmn(z)xmyn (5.5)
Then
f(
√
1z1,
√
2z2,
√
3z2, . . . ) =
〈
g(ξ),
∞∏
m=1
(
ξ−m +
∞∑
j=0
Q(m−1)j(z)ξj
)〉
Λ
.
10In this definition, the boson Fock space F is identified with the subspace Λ in the fermion
Fock space L. The whole space L can be identified with F⊗C[t, t−1], where C[t, t−1] is space
of Laurent series in formal variable t, and 〈tk , tl〉 = δkl. There are some other variants of
this correspondence, see [Fre], [PS], [MJD], [Ner2] for further discussions; discovering of the
correspondence usually is attributed to Skyrme, 1971.
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5.8. Example: generating functions for characters of the symmet-
ric groups. Let µ : µ1 > µ2 > · · · > µh > 0 and λ : λ1 > λ2 > · · · > 0;
let
∑
µj =
∑
λj = N . Consider the irreducible representation of the symmet-
ric group SN corresponding the Young diagram µ; denote by χ
µ
λ the value of
its character on a permutation whose cycles has lengths λj . Then (see [Mac],
I.7.7)11
χµλ = 〈pλ, sµ〉
(in notation 1.2). Let lj be the number of entries of j into the collection λ, let
mj = µj − j, and let m := (m1,m2, . . . ). We denote χml := χµλ and write
χm
l
= 〈pl, sm〉; pl =
∑
m
χm
l
sm
Hence
exp
{∑
j>0
ajpj(x)} =
∑
l
(∏
j
a
lj
j
lj !
)
pl =
∑
l
∑
m
(∏
j
a
lj
j
lj!
)
χml · sm (5.6)
Then we transform the left-hand side to the form∏
k
exp
{∑
ajx
j
k
}
=
∏
k
{∑
j>0
Rj(a)xjk
}
Multiplying the left hand side and the right hand side of (5.6) by ∆, we obtain
det{x−mk (1 +
∑
j>0
Rj(a)xjk)} =
∑
l
∑
m
(∏
j
a
lj
j
lj !
)
· χm
l
Ωm (5.7)
Now we are ready to write 3 formulae for generating functions.
1. Expanding the left hand side of the last equality in Ωm, and equating
its coefficients, we obtain the following generating function for values of the
character of a given representation of a symmetric group SN
∑
l
(
χlm
∏
j
a
lj
j
lj!
)
= det
16i,j6h
{Rmi−j(a)},
the polynomials R are defined by (5.3)–(5.4) and mk = −k for k > h.
2. Applying the construction of 5.7, we obtain another expression for the
same generating function. Let u1,. . . ,un, v1,. . . ,vn are the parameters for m (or
µ) defined in 4.3. Then
∑
l
(
χlm
∏
j
a
lj
j
lj!
)
= det
16i,j6n
{Qvj−1ui(a)}
11In particular, this gives images of the functions el(z) ∈ F in Λ and preimages of the vectors
Ξm ∈ Λ in F. This was widely used in matematical physics.
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where the polynomials Q are defined by (5.5).
3. We also write identity (5.7) in the form
( ∑
σ∈S∞
(−1)σ
∞∏
k=1
x−kσ(k)
)
·
∞∏
k=1
exp
{ ∞∑
j=1
ajx
j
k
}
=
∑
l
∑
m
{
χlm·
( ∑
σ∈S∞
(−1)σ
∞∏
k=1
xmkσ(k)
)
·
∏
j
a
lj
j
lj!
}
Thus, the coefficients of the formal series in the left hand side are all the values
of all the characters of all the symmetric groups (up to signs and products of
factorials).
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