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Temperature in degrees Celsius (°C) may be converted to degrees Fahrenheit (°F) as follows: °F = (1.8 × °C) + 32.
Temperature in degrees Fahrenheit (°F) may be converted to degrees Celsius (°C) as follows: °C = (°F -32) / 1.8.
Datum
Horizontal coordinate information is referenced to the Universal Transverse Mercator (UTM) coordinate system, zone 15 North.
Supplemental Information
Specific conductance is given in microsiemens per centimeter at 25 degrees Celsius (µS/cm at 25 °C).
Concentrations of chemical constituents in water are given in either milligrams per liter (mg/L) or micrograms per liter (µg/L). 
Abstract
In support of nutrient reduction efforts, nitrate (as nitrate plus nitrite) and phosphorus loads and yields were computed for selected streams in Iowa based on continuously monitored sensor data for 2008-17 and 2014-17, respectively . Sample data were used to assess nitrate sensor bias and to create phosphorus-turbidity surrogate models. Where needed, nitrate loads were corrected for site-specific sensor bias, which was determined to be as high as 9.25 percent. Nitrate loads presented in this report using continuous (generally 15-minute interval) data were on average 4 percent less, but as much as 38 percent less, than annual loads computed from daily mean nitrate concentrations not corrected for sensor bias. Streamflow-based phosphorus models had poorer fit (adjusted coefficient of determination values less than 0.75) than turbidity-based models (adjusted coefficient of determination approximately 0.9). However, alternate models based on streamflow were used to obtain a more complete annual phosphorus load despite seasonal and fragmentary sensor data.
Mean annual nitrate yields for 18 selected sites (96 siteyears) ranged from 1.68 to 164 pounds per square mile per day (lb/mi
Introduction
The U.S. Geological Survey (USGS) and the Iowa Department of Natural Resources (IADNR) cooperatively studied nitrate and phosphorus loads using surrogate relations in several streams. Eutrophication of local and downstream waters, specifically an abundance of the nutrients nitrogen and phosphorus, is a high-priority issue in the Mississippi River Basin (Mississippi River/Gulf of Mexico Watershed Nutrient Task Force, 2017) and local Iowa waters (Iowa Department of Agriculture and Land Stewardship and others, 2017a) . Nutrient reduction goals in Iowa focus on nitrate loads as the dominant form of nitrogen, particularly for agricultural nonpoint sources from a landscape with pervasive subsurface drainage. Though laboratory and sensor measurements for nitrate include nitrite, nitrite is negligible in Iowa surface waters (Garrett, 2012) , and the term "nitrate" is used for nitrate plus nitrite throughout this report.
Using consistent methods applied across large scales, Iowa streams rank among the largest contributors to total Mississippi River Basin nutrient loads (Aulenbach and others, 2007; Robertson and others, 2009 ), but more accurate methods are needed locally to compute site-specific loads and track annual progress toward nutrient reduction goals within the State (Iowa Department of Agriculture and Land Stewardship and others, 2017b; Jones and others, 2018) . The nutrient reduction strategy in Iowa (Iowa Department of Agriculture and Land Stewardship and others, 2017a), as in other Midwest States (Anderson and others, 2016; Illinois Environmental Protection Agency and others, 2015; Ohio Environmental Protection Agency and others, 2016) , calls for large reductions in nutrient delivery to the Gulf of Mexico; the reduction goal for Iowa is 45 percent. Several traditional monitoring and load-computation approaches may be able to detect such large changes, but there also is a need to detect lesser interim changes.
Load-calculation methods based on infrequent (weekly to monthly) samples may not be accurate enough to assess interim progress toward load reduction goals because loadcalculation estimation errors can be quite large. Aulenback and others (2007, updates through 2016) reported load estimates for the Iowa River at Wapello, Iowa (05465500), for 1978-2016 with mean annual 95-percent confidence intervals for predicted fluxes of 42 percent for phosphorus and 76 percent for nitrate (Aulenbach and others, 2007) ; Garrett (2012) reported confidence intervals of 41 percent for phosphorus flux and 31 percent for nitrate flux for 10 streams in Iowa during 2004-08.
Many factors affect load-calculation errors. For example, Johnes (2007) highlights basin characteristics, such as low base-flow index and high population densities, that make load estimates more sensitive to errors. Lee and others (2016) describe greater sensitivity to errors for constituents with strongly positive or log-curvilinear relation between concentration and streamflow. Although greater sensitivity to errors was common for some constituents (total phosphorus and suspended sediment), the relation was ultimately site-specific. Several researchers concluded no single model performed well across multiple sites or years (Schilling and others, 2017a; Preston and others, 1989; Lee and others, 2016) , and that any of these models can be grossly inaccurate or biased when model assumptions are not met (Stenback and others, 2011; Preston and others, 1989; Hirsch, 2014) .
In contrast, monitoring with continuous data improves accuracy of load calculation (Cassidy and Jordan, 2011; Duan and others, 2014; Jones and others, 2012; Jones and others, 2018; Pellerin and others, 2014; Reynolds and others, 2016; Rozemeijer and others, 2010; Terrio and others, 2015) . Jones and others (2012) demonstrated about a 10-fold improvement in the accuracy of assessing phosphorus regulatory compliance, as percent of time exceeding a concentration-based criterion, based on daily versus monthly data. Reynolds and others (2016) showed precision improved 9-12 percent for multiple metrics-mean concentration, exceedance of concentrationbased criterion, peak concentrations, and total loads-with nitrate sampling frequency increased from monthly to daily. However, Cassidy and Jordan (2011) determined none of the typical sampling regimes (weekly, daily, event-triggered, or random) allowed load calculations accurate enough to assess interannual changes in phosphorus loads for very small (3-5 square kilometers) basins.
Though current phosphorus sensor technologies (Warwick and others, 2013) are not as field robust or accurate as ultraviolet nitrate sensors, many of the benefits of continuous data can be obtained with surrogate-derived concentration data (Baldwin and others, 2012; Jones and others, 2012; Rasmussen and others, 2009; Stubblefield and others, 2007) . Surrogates, by definition, use indirect data intended to provide information about something that is difficult to measure directly, but often with a direct or uncomplicated association between the surrogate and the parameter of interest. However, the relation between a surrogate and parameter of interest should be more than statistical correlation and have some physical basis. For phosphorus, turbidity makes sense physically because, in many Iowa streams, total phosphorus loads are dominated by particulate-bound phosphorus (Garrett, 2012) . Turbidity is a measure of the scatter of light from particles in the water, particularly fine-grained sediment. Several studies have determined turbidity to be a good predictor for total phosphorus, that additional parameters associated with dissolved constituents or biological processes can improve turbidity-based models, and that site specificity is important (Christensen and others, 2006; Rasmussen and others, 2005; Schaepe and others, 2014; Schilling and others, 2017b) .
Purpose and Scope
The purpose of this report is to describe procedures for computing a time series of concentrations and loads of nitrate and total phosphorus based on data from water-quality sensors in selected Iowa streams collected during 2008-17. Techniques and guidelines are discussed to develop and evaluate an unbiased nitrate load time series based on continuous sensor measurements verified with sampled data, and total phosphorus loads primarily based on empirical statistical regression between sensor measurements and sample results, with alternate models and filling procedures for periods with gaps in sensor data.
Continuous sensor data, sample results, regression models, and modeled continuous data are presented for selected sites. Continuous nitrate, turbidity, and water temperature data are summarized through time and through a range of seasonal and streamflow event conditions. Sample concentration data for nitrate, nitrogen, orthophosphate, phosphorus, and suspended solids are presented. Statistical regression models relating sensor data and sample results are described, with detail on model selection and diagnostics. Time-series nutrient (nitrate and phosphorus) concentrations and loads presented in this report and computed moving forward using the methods presented can be used to monitor changes in stream nutrients.
Sites
Water-quality samples and sensor data summarized in this report were collected in selected Iowa stream sites collocated with existing streamflow-gaging stations ( fig. 1, table 1 ). The drainage area of nitrate and turbidity monitoring sites across the State vary from 3 to 12,500 square miles (mi 2 ). Of these, three sites with turbidity monitoring were selected for development of phosphorus surrogate relations-Maquoketa River near Green Island, Iowa; South Raccoon River at Redfield, Iowa; and West Nishnabotna River at Randolph, Iowa (USGS stations 05418720, 05484000, and 06808500, respectively). 
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Continuous Water-Quality Data Collection and Computation
Nitrate was monitored using Hach Nitratax plus sc probes (Hach Company, 2014) . Turbidity was monitored using Hach Solitax plus sc probes (Hach Company, 2009) in formazin backscatter ratio units (FBRUs) or using FTS DTS-12 turbidity sensors (Forest Technology Systems, Inc., 2015a) in formazin nephelometric units (FNUs). Although FBRUs and FNUs measure infrared light, turbidity in FBRUs is a ratiometric measure of light backscatter at two detector angles, whereas FNU measurements use a single backscatter detection angle. Turbidity data are not interchangeable among sensor types or measurement units and cannot be converted to other units (Anderson, 2005) ; therefore, to maintain consistency in turbidity measurements at a site, the type of sensor was not changed for a site during the study. Temperature was monitored using a WATERLOG® H-377 temperature probe (Design Analysis Associates, Inc., 2007) or FTS DigiTemp submersible water temperature sensor (Forest Technology Systems, Inc., 2015b) .
Field inspections of sensors and data processing followed methods described by Anderson (2005) and Wagner and others (2006) , with several adaptations. Sensor servicing was avoided during streamflow events unless sensors were not working because (1) a field comparison meter was not always available to document potentially changing stream conditions, and (2) data during rapidly changing conditions were valuable to the study. The "bucket method" was employed in the field, using a sample of stream water taken before sensor cleaning for postcleaning checks when a comparison meter was not available to document possible changing stream conditions. Fouling corrections generally were not applied when time-series data indicated rapidly changing streamflow or sensor readings for several hours before and after service visits, but data-quality ratings were downgraded. Cross-sectional data were collected to show general mixing of the stream and to verify data collected at the sensor location represented conditions throughout the entire channel. Mixing was documented with a multiparameter sonde, with multiple point grab samples analyzed with sensors from the site, or by comparison to flow-integrated samples.
The calibration threshold criteria for nitrate sensors was within 0.3 milligram per liter (mg/L) or 5 percent, and sensors were recalibrated when the calibration criteria were not met following verification during at least two consecutive visits using fresh standard solutions. Turbidity sensors were calibrated by the manufacturer at least every 2 years. Turbidity standards and deionized water (turbidity-free) were used in the field and the office to detect calibration changes between manufacturer servicing.
Steps to process continuous water-quality records are described by Wagner and others (2006) , with several adaptations. Data corrections were applied to nitrate data if the fouling and calibration errors exceeded the data correction criteria, typically the greater of 0.3 mg/L or 5 percent, though correction criteria for specific sites and periods varied somewhat, from 0.1 mg/L or 3 percent to 0.5 mg/L or 10 percent. The quality of the data was rated based on the severity of corrections applied: good within 0.5 mg/L or 10 percent, fair within 0.8 mg/L or 15 percent, and poor within 2.0 mg/L or 20 percent, which is the maximum allowable correction. The data-quality rating was downgraded one category for days with fragmentary data or other noted problems.
Water Sample Collection and Analysis
Discrete water samples for surrogate development at two sites were collected monthly by IADNR and Iowa State Hygienic Laboratory (IASHL) staff and during targeted events by USGS staff. The USGS sample collection protocol for the South Raccoon River at Redfield, Iowa (05484000), and the West Nishnabotna River at Randolph, Iowa (06808500), was consistent with IADNR and IASHL protocol (Mary Skopec, IADNR,written commun., 2016) . Water was collected midstream from the bridge using a weighted bottle or by wading and using either pre-cleaned high-density polyethylene (plastic) or pre-fired glass bottles to collect a grab sample. Sample collection bottles were rinsed twice with native river water prior to sample collection. The unfiltered sample was shaken or churned to make sure sediment did not settle and was split into individual sample bottles for the laboratory. Samples were acidified if needed, chilled, and transported to the laboratory and analyzed within 24 hours. Samples for surrogate development were analyzed by the IASHL facility in Ankeny, Iowa, for phosphorus, Kjeldahl nitrogen, ammonia, orthophosphate, and nitrate by colorimetric methods (U.S. Environmental Protection Agency methods 365.4, 351.2, 350.1, 365.1, and 353.2, respectively) , and for suspended solids by gravimetric method (Fishman and Friedman, 1989; Iowa Department of Natural Resources, 2019; U.S. Environmental Protection Agency, 1983) .
Discrete water samples for the surrogate model development at one site were obtained from another program. Approximately monthly water-sample data for the Maquoketa River near Green Island, Iowa (05418720), were accessed from the Upper Mississippi River Restoration Long Term Resource Monitoring (LTRM) program U.S. Geological Survey, 2018a) , with occasional additional sample data available in the National Water Information System (U.S. Geological Survey, 2018b).
Quality-Control Samples
Quality-control samples were used to describe variability in the data. Concurrent replicates were collected at sites with sample collection by the IADNR, IASHL, and USGS to describe comparability of data collected by the different agencies and verify that consistent procedures were maintained. Nitrate sensor check samples were collected every 4 to 6 weeks to describe nitrate sensor performance in the stream relative to laboratory data. Optical nitrate sensors are theoretically susceptible to matrix interference, such as from certain organic compounds that absorb light near the wavelengths used by the sensor (Pellerin and others, 2013) . Nitrate sensor check samples collected in addition to model calibration samples were analyzed by the USGS National Water Quality Laboratory in Lakewood, Colorado (Patton and Kryskalla, 2011) .
Methods for Continuous Concentration Models
Candidate multiple linear regression models for phosphorus concentration included explanatory variables for turbidity, nitrate, temperature, and streamflow with transformed and untransformed variables prepared in R (R Core Team, 2017), including natural logarithm and time-series transforms. Change in streamflow, a time-series transform, was computed as difference between streamflow at each step (instantaneous value or daily mean) and the moving mean of the preceding 30 days, similar to streamflow variability terms described by Garrett (2012) . The model was fitted to log-transformed phosphorus to provide a better linear fit. The log-transformed model was retransformed to the original units so that phosphorus can be calculated directly. The retransformation introduces a model bias in the calculated constituent. This model bias was corrected using a nonparametric smearing model bias correction factor (Duan, 1983) .
Explanatory time-series variables for primary models used a 15-minute time step, with small gaps filled by linear interpolation. Small gaps are typically up to a few hours for turbidity, or several days for nitrate. Models presented in this report apply linear interpolation for nitrate across 10-day gaps, which is slightly more conservative than other load estimates for Iowa streams (Jones and others, 2018) . However, a 10-day gap is consistent with findings of several researchers that linear interpolation for nitrate load calculation is fairly robust (Hirsch, 2014; Lee and others, 2016; Schilling and others, 2017a) . The lengths of small gaps are site-specific and much shorter for turbidity than gaps for nitrate to avoid misrepresenting typical event behavior for each site and parameter. Data filled across small gaps were used only for load computations and were not used for published sensor data records or for matched sample-sensor data for model calibration.
Concentrations and loads were evaluated with an alternate model, such as one based on streamflow, to fill longer periods with missing sensor surrogate data, such as through the winter, when operation of sensors is sometimes impractical. Variables for alternate models use a daily time step, using daily mean data, because streamflows in periods with gaps in sensor data, such as ice periods, often are estimated at a time step longer than typical 15-minute data interval.
Diagnostic tests and plots were considered in selection of the candidate models. Preferred models had low residual variance, residual plots indicating normality and homoscedasticity, low correlation among multiple explanatory variables indicated by low pairwise correlation and a low multicollinearity statistic (variance inflation factor), and mean observed (sampled) to estimated ratio near 1.0 (maximum range allowed 0.5 to 2) for values during known samples.
Model residuals were inspected for extreme values, which were investigated as potential outliers. If individual data points exhibited undue influence on model parameter estimates, alternate models were considered that included all data points but an alternate selection of variables, or outliers were removed from the calibration dataset. The undue influence of outliers can "pull" the model in one area of the data, resulting in poor model fit in other areas of data. Though a complete time series of phosphorus concentration was computed from the model, the primary purpose of the resulting time series is annual load calculation, and this objective is considered when determining if an outlier should be excluded. Excluded outliers are described for each model. If appropriate, the applied range of a model was restricted. For example, if samples with the lowest turbidity values were excluded as outliers, the resulting model was not used during periods of low turbidity, and an alternate model was used, if available.
Methods for Generation of Time-Series Concentrations and Loads
Continuous (typically 15-minute interval) and daily mean nitrate and phosphorus concentrations are published in the National Water Information System (U.S. Geological Survey, 2018b). Nitrate concentration data were collected following methods described by Wagner and others (2006) and Pellerin and others (2013) , with specific adaptations described previously in the Methods for Data Collection and Computation section. Other substances absorbing ultraviolet light at the wavelengths measured to compute nitrate concentration can affect nitrate sensor readings, resulting in a sensor bias. Sensor bias, assessed as the difference between nitrate sensor values and laboratory results, was highly variable through time and among sites, so individual time-series concentration data were not corrected for sensor bias ( fig. 2A ). Phosphorus concentration data were computed first from the primary surrogate model, based on turbidity, with alternate models applied at a daily time step to fill gaps in the primary model ( fig. 2B ).
Nitrate and phosphorus loads, in U.S. short tons per day, were computed as concentrations, in milligrams per liter, multiplied by streamflow, in cubic feet per second, and a unit conversion factor. The preferred calculation chain used continuous concentrations and continuous streamflow to compute continuous loads, which were then summarized as daily mean loads.
Though sensor-bias corrections were not applied to published concentration data, site-specific sensor bias correction was applied to the computation of nitrate loads to obtain more fig. 2A ). This correction was applied to the concentration data used for load computation if the mean sensor bias was (1) statistically significant (based on 95-percent confidence interval), and (2) outside sensor specifications (greater of plus or minus 0.5 mg/L or 3 percent).
An alternate computation method was used to fill gaps in phosphorus estimates for a daily time step based on daily mean concentrations and daily mean streamflow ( fig. 2B) . The alternate computation made use of the phosphorus concentrations from alternate surrogate models, which were computed only at a daily step.
Sample Water-Quality and Sensor Data
The following section presents summaries of calibration samples used for phosphorus models and summaries of continuous sensor data used for nitrate and phosphorus load and yield calculations. Surrogate model calibration samples should represent the full range of environmental conditions, covering the range of predictor variables (turbidity), as well as other conditions affecting the model, such as seasonality or hydrologic conditions.
Calibration Samples
To evaluate how well samples represented environmental conditions, the ranges of sensor readings during sample collection were compared with the ranges of sensor conditions during the study (table 2, fig. 3 ). The range of sampled streamflow also was compared with the long-term (30-year) streamflows. Individual sample results are presented in appendix 1.
Sample collection methods at Maquoketa River near Green Island, Iowa (05418720; did not specify event targeting for high-streamflow samples; therefore, such targeted samples were not collected during the 3.5-year period of sensor operation. Nevertheless, ranges of sensor values during sample collection cover the range of conditions for the period. Nitrate sample concentrations ranged from 2.66 to 12.7 mg/L, compared to daily mean sensor readings, which ranged from 3.0 to 15.6 mg/L during the calibration period (table 2) . Two samples with nitrate concentrations lower than the minimum range of nitrate time-series data were collected during winter seasonal gaps in the nitrate time-series data. Phosphorus sample concentrations ranged from 0.082 to 2.16 mg/L. Orthophosphate samples ranged from 0.004 to 0.727 mg/L but accounted for as much as 50 percent of phosphorus (mean 19 percent) in each sample. Daily mean streamflow on sampled days ranged from 702 to 18,900 ft 3 /s, compared to a range of 570 to 28,000 ft 3 /s during the calibration period (U.S. Geological Survey, 2018b). Because the streamflow period of record at Maquoketa River near Green Island, Iowa (05418720) was too short, long-term (30-year) streamflow data were based on the next upstream site, Maquoketa River near Maquoketa, Iowa (05418500). The drainage area of this site is 1,553 mi 2 , 17 percent smaller than Maquoketa River near Green Island, Iowa (05418720). The longterm streamflow at 05418500 ranged from 110 to 45,900 ft 3 /s and the highest sampled daily mean streamflow was greater than the 99th percentile for streamflow at the Maquoketa River near Green Island, Iowa (05418720), during the study (U.S. Geological Survey, 2018b).
Samples collected at the South Raccoon River at Redfield, Iowa (05484000), covered the range of nitrate concentrations, turbidity, and streamflow during the study period (table 2, fig. 3 ). Nitrate sample concentrations ranged from 1.4 to 11.0 mg/L, whereas daily mean sensor readings ranged from 0.6 to 13.0 mg/L during the calibration period. Phosphorus sample concentrations ranged from 0.08 to 2.6 mg/L. Although orthophosphate concentrations were much less than phosphorus concentrations overall (0.02 to 0.70 mg/L), orthophosphate in individual samples accounted for as much as 63 percent of phosphorus (mean 34 percent). Streamflows during the approximately 20-month period of sample collection were similar to or greater than the long-term average, though peak flows during the study were not historic peaks ( fig. 3 ). Daily mean streamflow on sampled days ranged from 144 to 3,900 ft Similarly, samples collected at the West Nishnabotna River at Randolph, Iowa (068088500), covered the range of nitrate concentrations, turbidity, and streamflow conditions during the 20-month study period. Nitrate sample concentrations ranged from 3.6 to 9.6 mg/L, compared to daily mean sensor readings, which ranged from 3.8 to 11.6 mg/L during the calibration period. Phosphorus sample concentrations ranged from 0.22 to 6.5 mg/L. Orthophosphate samples ranged from 0.11 to 0.74 mg/L but accounted for as much as 74 percent of phosphorus (mean 34 percent). Streamflows during the study period were similar to or greater than the long-term average through most of the range of streamflows (table 2) . Daily mean streamflow on sampled days ranged from 400 to 6,500 ft 3 /s, compared to a range of 370 to 6,500 ft 3 /s during the calibration period, and the long-term (30-year) range of 46 to 25,800 ft 3 /s (U.S. Geological Survey, 2018b). The greatest sampled daily mean streamflow coincided with the greatest measured daily mean streamflow for the study period, and the 99th percentile daily mean streamflow relative to long-term streamflows.
Continuous Sensor Data Summary
Nitrate and turbidity sensor records are fragmentary for all sites because deployments are seasonal and sensor fouling or other problems can result in data gaps. Nitrate sensor records typically include 51 to 71 percent of days for each The upper range of turbidity sensor at station 05418720 was 1,600 units. The 30-year streamflow statistics for Maquoketa River were based on upstream site Maquoketa River near Maquoketa, Iowa (05418500).
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The minimum instantaneous turbidity at station 05484000 was excluded from models as an overly influential outlier. The next least value was 29 units. 
Continuous Water-Quality Time-Series Data to Compute Nutrient Loadings
In this section, results of site-specific nitrate sensor bias relative to laboratory samples and models selected for calculating phosphorus concentrations are described. Resulting nitrate and phosphorus concentrations, loads, and yields are summarized.
Nitrate
The following section presents results of site-specific nitrate sensor bias relative to laboratory samples and summarizes resulting nitrate concentrations, loads, and yields. Presented loads based on continuous data (typically 15-minute interval) also are compared with loads computed from daily mean data without sensor bias correction.
Nitrate Sensor Bias
Nitrate sensor bias, the difference between sensor data and laboratory results, generally was within sensor and laboratory accuracy and performance standards but demonstrated a slight positive sensor bias, typically within 5 percent, based on data from 36 sites in Iowa and Illinois from March 2008 through October 2017 (appendix 2). The sensor bias is described for three ranges of data to allow a uniform mean difference or percent difference (slope) for each range of data and to minimize the step in the calculated sensor bias correction between adjacent ranges ( fig. 4, table 4 ). For example, the small step in figure 4 is evident between the mean percent difference and the mean difference for samples greater than 15 mg/L, though this break point was chosen to minimize this step. The mean difference (and 95-percent confidence limits) between sensor data and laboratory results among all 36 Iowa and Illinois sites was 0.14 (0.09 to 0.19) mg/L for sensor data less than or equal to 3 mg/L, 4.64 (3.90 to 5.42) percent for sensor data greater than 3 mg/L and less than or equal to 15 mg/L, and 0.70 (0.35 to 1.05) mg/L for sensor data greater than 15 up to the greatest sampled concentration, 40.3 mg/L ( fig. 4; table 4 ). The greatest mean difference between sensor and laboratory results (9.25 percent) occurred at in the West Nishnabotna River at Randolph, Iowa, station. The computed mean sensor bias was applied for all ranges of data if sensor bias was significant in at least one range, to prevent discontinuities in the data from one range of data to another.
Nitrate Concentrations, Loads, and Yields
Nitrate sensor concentrations are summarized for selected sites, with loads and yields presented for sites with collocated nitrate sensor and streamflow data (table 3, fig. 5 ). Nitrate sensor values ranged from below detection to 30.9 mg/L (sensor operating range 0.1 to 45 mg/L). Annual mean nitrate loads ranged from 0.3 to 367 U.S. short tons per day (ton/d) for sites with a 100-fold range in drainage area. Loads were computed using sensor values below detection rather than computing censored (less than) loads, though this had a negligible effect on annual loads because low sensor values generally were concurrent with low streamflow. The site most affected by sensor values below detection was the North Raccoon River near Jefferson, Iowa (05482500), particularly in 2012 and 2017. In 2012, 31 percent of days used for annual load computation included sensor values below detection, but loads on these days accounted for only 0.16 percent of the annual total. In 2017, days with sensor readings below detection occurred on 14 percent of days and accounted for less than 0.01 percent of the total load.
Overall, mean yields (load per drainage area) for complete deployment seasons (excludes 3 site-years with less than 30 percent of days, occurring at the beginning of the site For comparison, table 3 also presents summaries of an alternate nitrate load computed at a daily time step without correction for sensor bias, which previously was used at several sites. The differences between mean annual loads from the two methods were within 10 percent for 83 of the 93 complete-season site-years. The mean annual loads, however, were higher (table 3) by the alternate computation for most siteyears, relative to the more accurate loads based on a 15-minute time step that were corrected for sensor bias when appropriate (table 4) , overall by a mean of 3.8 percent. The greatest difference in mean annual loads (38.2 percent) occurred in 2014 at the Nodaway River at Clarinda, Iowa (06817000), though the difference was within 10 percent for 4 of the other 5 years monitored. Though small basins generally are considered more sensitive to flashy events, thus requiring increased frequency of data for accurate load computation (for example, Johnes, 2007; Cassidy and Jordan, 2011) , the difference between the two methods was greater than 10 percent for river drainages as large as 1,545 mi 2 . The change in maximum daily load for the year was within 10 percent for only 47 of 93 complete-season site-years. The greatest difference in maximum daily load for the year was 223 percent, though there were 4 site-years with a difference greater than 100 percent.
Phosphorus
The following section presents models selected for phosphorus concentrations and summaries of resulting phosphorus concentrations, loads, and yields. Factors affecting model performance are discussed, such as outliers and extrapolation, particularly relative to annual loads.
Phosphorus Models
The final surrogate regression models for phosphorus concentrations at the selected sites were based on turbidity, streamflow, nitrate, and date (table 5) . Though primary models were based on turbidity, alternate models were applied during gaps to obtain a more complete record of concentration despite periods of fragmentary sensor data (table 5) ) of approximately 0.9 and a root mean square error of approximately 0.29 mg/L. Turbidity-surrogate phosphorus models included calibration samples collected through the range of observed conditions during the study period. Alternate phosphorus models using streamflow at selected sites had marginal fit, with adjusted R 2 values less than 0.75 and root mean square error values 0.5 mg/L or greater. Models were extrapolated beyond the sampled range except where outliers were excluded or models were segmented by flow, in which case models were applied only to the reduced range of data.
For the Maquoketa River near Green Island, Iowa (05418720), one sample was excluded that was collected at the greatest sampled streamflow of 18,900 ft 3 /s (table 5, model 1b), so the resulting model may not be appropriate for streamflow values near or exceeding 18,900 ft 3 /s. Because the primary turbidity-based model was applied during most icefree periods, high-streamflow events during winter ice-affected conditions were more likely to result in gaps in daily phosphorus loads, specifically in December 2015 and outside the study period in February 2018.
For the turbidity model for the South Raccoon River at Redfield, Iowa (05484000, table 5, model 1a), the lowest sampled turbidity of 6.8 FBRUs was excluded and the next lowest sampled value was 29.3 FBRUs. Therefore, the resulting model may overestimate phosphorus concentrations at very low turbidity values. Turbidity at or below the value of the excluded outlier was rare, occurring on 3 consecutive days for a total of less than 5 hours.
For the West Nishnabotna River at Randolph, Iowa (06808500), samples with turbidities less than 100 FBRUs were excluded from the primary turbidity-based model 1a because the slope between log-phosphorus and log-turbidity is not significantly different than zero in this range. Therefore, resulting predictions from model 1a were not applied on days when a large portion of turbidity values were less than 100 FBRUs. Alternate streamflow-based models 1b and 1c use only samples collected at streamflow less than or greater than 1,000 ft3/s, respectively, and are appropriate for their respective streamflow ranges. A single sample excluded from model 1c was a winter (ice-affected) event sample where the estimated daily mean may not have accurately represented the conditions at the time of sample collection. The resulting estimates during similar events may underestimate phosphorus concentrations for those days.
Phosphorus Concentrations, Loads, and Yields
Phosphorus concentrations, loads, and yields are summarized for three selected sites with surrogate models using collocated sensor and streamflow data ( Mean daily phosphorus concentrations computed at the Maquoketa River near Green Island, Iowa (05418720), by regression model ranged from 0.026 to 1.66 mg/L (table 6). The greatest sample concentration at this site was 2.16 mg/L (table 2). The maximum sampled turbidity value was 1,590 FNUs (table 2), very near the 1,600 FNUs maximum operating limit of the sensor. The 15-minute turbidity data exceeded 1,590 FNUs at the site on 10 days, totaling less than 99 hours in the approximately 3.5 years of data collection. The maximum daily mean phosphorus load was 37.0 ton/d, and maximum daily yield was 39.6 lb/mi 2 /d. Mean daily phosphorus concentrations at the South Raccoon River at Redfield, Iowa (05484000), computed using the regression model ranged from 0.072 to 2.65 mg/L (table 6). The greatest sample concentration at this site was 2.60 mg/L (table 2). The maximum sampled turbidity value of 2,150 FBRUs, was lower than the maximum recorded turbidity of 9,250 FBRUs (table 2), but peak turbidity readings rarely exceeded the range of sampled values. Turbidity 15-minute data exceeded 2,150 FBRUs 10 times, totaling only 78 hours in the 21 months of data collection. Because high-turbidity values were concurrent with high streamflow, phosphorus loads on days with turbidity greater than 2,150 FBRUs (1.5 percent of days) accounted for 12 percent of the annual load. The maximum daily mean phosphorus load was 42.1 ton/d and maximum daily yield was 84.7 lb/mi 2 /d. Mean daily phosphorus concentrations at the West Nishnabotna River at Randolph, Iowa (06808500), computed using the regression model ranged from 0.297 to 5.41 mg/L (table 6). The greatest sample concentration was 6.50 mg/L (table 2). The maximum sampled turbidity value at this site was 6,200 FBRUs, compared with a maximum recorded turbidity of 8,160 FBRUs (table 2) . Turbidity data exceeded the sampled range on 2 days, totaling less than 17 hours in the 21 months of the study period. The maximum daily mean phosphorus load was 95.4 ton/d and maximum daily yield was 144 lb/mi 2 /d.
Summary
In support of nutrient reduction strategies, nitrate plus nitrite and phosphorus loads and yields were computed based on continuously monitored sensor data for more accurate calculations compared to methods based on infrequent sample collection and continuous streamflow. In-stream sensors recorded continuous nitrate, turbidity, and temperature at selected sites collocated with continuous streamflow-gaging stations during 2008-17. Sensor installation, maintenance, and records processing followed U.S. Geological Survey (USGS) protocols including field data collection to verify that data accurately represent stream conditions. Surrogate models at three sites described relations between phosphorus samples and sensor data to allow computation of continuous phosphorus concentrations.
Nitrate loads computed in this report were on average 3.8 percent less, but as much as 38 percent less, than annual loads computed from daily mean nitrate concentration not corrected for sensor bias. Sensor bias, calculated by comparison of sensor data and laboratory samples, ranged from not significantly different from zero to 9.25 percent. Because sensor bias was variable, individual time-series concentration data were not corrected for sensor bias, but the sensor bias correction was applied to load computation. The large difference in some cases between daily and subhourly load-computation highlights the importance of continuous data. Load computation in small drainages can be particularly sensitive to time step of data computations, but subdaily computation and correction for sensor bias improved annual loads by greater than 10 percent even in river drainages larger than 1,500 square miles. Mean annual nitrate yields for 18 selected sites ranged from 1.68 to 164 pounds per square mile per day (lb/mi 2 /d), compared to 19.4 lb/mi 2 /d average statewide yield needed to achieve the nitrate-reduction goal.
Phosphorus loads computed in this report were based on surrogate regression models with turbidity and other continuous sensor data, with alternate models based on streamflow applied at a daily time step to fill gaps in sensor data. Turbidity-based models at three selected sites were much better at predicting phosphorus concentrations (adjusted coefficient of determination [R 2 ] approximately 0.9) than alternate streamflow-based models (R 2 values less than 0.75). Alternate models are valuable, nonetheless, to obtain a more complete record of concentrations and loads despite fragmentary sensor data. Mean annual phosphorus yields for selected sites on the Maquoketa River, South Raccoon River, and West Nishnabotna River ranged from 1. 57 
