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NEW EFFECTIVE BOUNDS ON THE DIMENSION
OF A LINEAR SYSTEM IN P
2
MARCIN DUMNICKI, WITOLD JARNICKI
Institute of Mathematis, Jagiellonian University,
Reymonta 4, 30-059 Kraków, Poland
Abstrat. The main goal of this paper is to present an algorithm bounding the di-
mension of a linear system of urves of given degree (or monomial basis) with multiple
points in general position. As a result we prove the Hirshowitz{Harbourne Conjeture
when the multipliities of base points are bounded by 11.
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1. Introdution
Let K be a eld of harateristi zero, N = {0, 1, 2, . . .}, N∗ = {1, 2, 3, . . .}.
Denition 1. Let D ⊂ N2 be nite, let m1, . . . , mr ∈ N, let p1, . . . , pr ∈ K
2
. Dene the
vetor spae (over K):
LD(m1p1, . . . , mrpr) :=
{
f =
∑
β∈D
cβX
β | cβ ∈ K,
∂|α|f
∂Xα
(pj) = 0, |α| < mj , j = 1, . . . , r
}
.
Dene the dimension of the system of urves LD(m1, . . . , mr) to be
dimLD(m1, . . . , mr) := min
{pj}rj=1,pj∈K
2
dimKLD(m1p1, . . . , mrpr)− 1.
Remark 2. If points p1, . . . , pr are in general position we have
dimLD(m1, . . . , mr) = dimK LD(m1p1, . . . , mrpr)− 1.
System LD(m1, . . . , mr) an be understood as a vetor spae of urves generated by
monomials with exponents from D having multipliities at least m1, . . . , mr in r general
points.
Let us assume that D = {α ∈ N2 | |α| ≤ d} for some d ∈ N. Then the spae
LD(m1, . . . , mr) an be assoiated with the linear system over P
2
(:= P2K)
Ld(m1, . . . , mr) := |dH|(−
r∑
j=1
mjpj).
This system ontains all divisors from the system |dH| (H being a generi line in P2) that
have multipliity at least mj at pj , where p1, . . . , pr are in general position. In partiular,
the spae LD(m1, . . . , mr) and the linear system Ld(m1, . . . , mr) have equal dimensions.
Intuitively, the dimension of the system LD(m1, . . . , mr) should be equal to the dimen-
sion of VD := span{X
α | α ∈ D} (= #D − 1) minus the number of onditions imposed
by the multipliities m1, . . . , mr. However, the atual dimension may be dierent.
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Denition 3. Let L = LD(m1, . . . , mr) be a system of urves. Dene the expeted
dimension of L
edimL := max
{
#D − 1−
r∑
j=1
(
mj + 1
2
)
,−1
}
.
Proposition 4. For any system of urves L we have
dimL ≥ edimL.
Proof. Fix p1, . . . , pr ∈ K
2
. Put
ϕ
p1,...,pr
j,α : VD ∋ f 7→
∂|α|f
∂Xα
(pj) ∈ K, j = 1, . . . , r, α ∈ N
2.
Let A = {(j, α) | |α| < mj , j = 1, . . . , r}. Consider the linear mapping
ϕp1,...,pr : VD ∋ f 7→ (ϕ
p1,...,pr
a (f))a∈A ∈ K
#A.
By linear algebra we have dimkerϕp1,...,pr ≥ #D −#A, whih implies
dimL = min
{pj}rj=1,pj∈K
2
dimkerϕp1,...,pr − 1 ≥ edimL.

Denition 5. We say that system of urves L is speial if
dimL > edimL.
Otherwise we say that L is non-speial.
2. The Hirshowitz{Harbourne Conjeture
For systems of the form Ld(m1, . . . , mr) the well-known Hirshowitz{Harbourne Con-
jeture giving geometrial desription to the speiality of a system was formulated in [8℄.
To formulate this Conjeture onsider the blowing-up π : P˜2 → P in r general points with
exeptional divisors E1, . . . , Er.
Denition 6. A urve C ⊂ P2 is said to be −1-urve if it is irreduible, and the self-
intersetion of its proper transform C˜ ⊂ P˜2 is equal to −1.
Conjeture 7 (Hirshowitz{Harbourne). A system L = Ld(m1, . . . , mr) is speial if and
only if there exists a −1-urve C ⊂ P2 suh that
L˜.C˜ ≤ −2,
where L˜ = |dπ∗(OP2(1))−
∑r
j=1mjEj|.
This Conjeture was studied by many authors, we refer only to the reent results. For
homogenous systems (m1 = m2 = m3 = · · · = mr =: m), the above onjeture holds for
m ≤ 20 (see [4, 5℄). In the general ase multipliities bounded by 7 have been dealt with
(see [10℄). Both these results were obtained with the help of omputers.
For further information about above onjeture see for example [3℄.
The main result of this paper is Corollary 26 stating that Conjeture 7 holds for
multipliities bounded by 11.
For a given system one an verify whether the above onjeture holds. If a multiple
−1-urve in the base lous annot be easily found omputationally, we hek whether the
system is non-speial by using our redution method and/or alulating the determinant
of ϕ (see Proposition 4).
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Hene, in order to prove Conjeture 7 for linear systems up to multipliity 11, it is
enough to limit the number of ases to be heked. Therefore we will not fous on
the onjeture itself, but on the possibility of nding the list of all speial systems (in
partiular we use the redution method to obtain eetive bounds on the number of
ases).
3. Redution method
Denition 8. Let a1, . . . , ak ∈ N, aj ≤ j, j = 1, . . . , k. Dene the diagram (a1, . . . , ak)
(a1, . . . , ak) =
k⋃
j=1
{(α1, α2) ∈ N
2 | α1 + α2 = j − 1, α2 < aj}.
For a, a1, . . . , ak ∈ N, aj ≤ a+ j dene
(a, a1, . . . , ak) := (1, 2, . . . , a− 1, a, a1, . . . , ak).
Example 9.
N
N
diagram (5, 2)
N
N
diagram (3, 2, 2, 1)
Denition 10. Let k ∈ N∗, let D = (b1, . . . , bℓ, a1, . . . , ak) be a diagram, ak > 0. Dene
the numbers vj , j = k, . . . , 1 indutively to be
vj :=
{
aj, aj < k,
max{1, . . . , k} \ {vj+1, . . . , vk}, aj ≥ k.
If we have
vi 6= vj for i 6= j, vj ≤ aj for j = 1, . . . , k
then we say that D is k-reduible. The diagram
redk(D) := (b1, . . . , bℓ, a1 − v1, . . . , ak − vk)
will be alled the k-redution of D. We use the following notation
(b1, . . . , bℓ, a1, . . . , ak)
k
−→ (b1, . . . , bℓ, a1 − v1, . . . , ak − vk).
Denition 11. Let k ∈ N∗. We say that a diagram G = (b1, . . . , bℓ, a1, . . . , ak) is a weak
k-redution of a diagram D = (b1, . . . , bℓ, a
′
1, . . . , a
′
k) if there exists a sequene of numbers
c1, . . . , ck ∈ N (possibly all of them equal to 0) suh that
D′ := (b1, . . . , bℓ, a
′
1 + c1, . . . , a
′
k + ck)
is a diagram (in partiular a′j + cj ≤ ℓ + j, j = 1, . . . , k) and redk(D
′) = G. We use the
following notation
(b1, . . . , bℓ, a
′
1, . . . , a
′
k)
k w
−→ (b1, . . . , bℓ, a1, . . . , ak).
Remark 12. Observe that the k-redution of D is a weak k-redution.
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Example 13.
N
N
the 4-redution of diagram (5, 3, 2)
N
N
a weak 5-redution of diagram (4, 4, 4)
Now we an formulate the main theorem.
Theorem 14. Let m1, . . . , mr ∈ N. If a diagram D
′
is a weak mr-redution of a diagram
D then
dimLD(m1, . . . , mr) ≤ dimLD′(m1, . . . , mr−1).
Denition 15. In the situation above, we say that LD′(m1, . . . , mr−1) is a weak redution
of the system LD(m1, . . . , mr), or simply the redution if D
′ = redmr(D).
In partiular, we have
Corollary 16. Let m1, . . . , mr ∈ N. Let L = LD(m1, . . . , mr). If D is mr-reduible and
the redution of L is non-speial, then L is non-speial.
Proof of Theorem 14. We present here a sketh of the proof (for details see [7℄). If D′ is
a weak mr-redution of D then there exists a diagram G suh that D ⊂ G, and D
′
is the
mr-redution of G. Of ourse
dimLD(m1, . . . , mr) ≤ dimLG(m1, . . . , mr).
It remains to prove the inequality
dimLG(m1, . . . , mr) ≤ dimLD′(m1, . . . , mr−1).
We proeed in two steps.
Step 1. We will show the following:
(1) the system LG\D′(mr) is non-speial,
(2) if a set P ⊂ G satises #P = #(G \D′) and∑
α∈P
α =
∑
α∈G\D′
α
then the system LP (mr) is speial.
To prove (1), observe that the system LG\D′(mr) is non-speial if and only if the elements
of G \D′, onsidered as points in N2 ⊂ R2, do not lie on a urve of degree mr − 1. The
last ondition holds in view of Bezout's Theorem. To prove (2), onsider the set
F =
{
F ⊂ G | #F =
(
mr + 1
2
)
, F do not lie on a urve of degree mr − 1
}
.
For F ∈ F put |F | :=
∑
α∈F |α|. It an be shown by indution on mr that K := G \D
′
is the only element in F suh that |K| ≥ |F | for all F ∈ F (this is the most tehnial
part of the proof, for details see [7℄).
Step 2. Now we an ompute the dimension of a system L := LG(m1, . . . , mr) as
dimL = #G− rankM − 1, where M is the matrix of the mapping ϕp1,...,pr assoiated to
4
L (see the proof of Proposition 4). In an appropriate basis this matrix is of the following
form
M =


matrix
assoiated to K
LD′(m1p1, . . . , mr−1pr−1)
square matrix
K ′ assoiated to
LG\D′(mrpr)


.
The determinant of the lower right submatrix is nonzero (beause of (1)). Take a maximal
nonzero minor (of size k) in the upper left submatrix. Then, by generalized Laplae rule
and property (2),
rankM = k +#G−#D′,
whih nishes the proof. 
In the proof we have used two properties of the set of redued monomials. In fat
these two properties may hold for many other sets, whih allows us to nd and use other
\redutions".
Denition 17. Let D ⊂ N2 be nite (not neessarily a diagram). We say that a system
LD(m1, . . . , mr) admits a redution algorithm if there exists a sequene of sets D = Dr ⊃
· · · ⊃ D0 suh that
(1) #Dj −#Dj−1 ≤
(
mj+1
2
)
, j = 1, . . . , r,
(2) the system LDj\Dj−1(mj) is non-speial, j = 1, . . . , r,
(3) if P ⊂ Dj satises #P = #Dj −#Dj−1 and∑
α∈P
α =
∑
α∈Dj\Dj−1
α
then LP (mj) is speial, j = 1, . . . , r,
(4) #D0 − 1 ≤ edimLD(m1, . . . , mr).
The following theorem has been proven in [7℄ (also for dimension greater than two).
Theorem 18. If a system admits a redution algorithm, then it is non-speial.
Moreover, investigating non-speiality of many systems (in dimension two, as well as
for higher dimensions) has lead to the following
Conjeture 19. Every non-speial system admits a redution algorithm.
Remark 20. In [10℄ S. Yang presented the \box diagram algorithm", whih an be treated
as another possibility of reduing diagrams. However, not every non-speial system an
be redued to a trivial one using the redution of this type. Moreover, Theorem 18 works
also in a higher dimension.
Now we an present the main algorithm to bound the dimension of a system.
Algorithm DimensionBound
Input: a diagram D = (a, a1, . . . , ak) and sequene of multipliities (m1, . . . , mr).
Output: a number d ∈ N suh that dimLD(m1, . . . , mr) ≤ d.
for i←− 1 to r do {
D ←− a weak mi-redution of D
}
5
d←− #D − 1
return d
Remark 21. Observe that the quality of the bound obtained depends on the weak redu-
tions hosen. In partiular taking D as a weak redution of D results in a trivial bound
on the dimension. Our implementation of this algorithm hooses D′ ⊃ D (see Denition
11) of minimum possible ardinality, whih results in muh better bounds.
Example 22. Consider the system L = L27(24, 6, 6, 6, 6, 6, 6). We an see that dimL ≥ 0
(piture). The following sequene of weak redutions
(28)
24
−→ (4, 4, . . . , 4︸ ︷︷ ︸
24
)
6 w
−→ (4, 4, . . . , 4︸ ︷︷ ︸
18
, 3, 2, 1)
6 w
−→ (4, 4, . . . , 4︸ ︷︷ ︸
15
)
6 w
−→ (4, 4, . . . , 4︸ ︷︷ ︸
9
, 3, 2, 1)
6 w
−→ (4, 4, 4, 4, 4, 4, 4)
6 w
−→ (4, 3, 2, 1)
6 w
−→ (1)
gives dimL ≤ 0.
The system L27(24, 6, 6, 6, 6, 6, 6). Eah urve is triple.
Example 23. We an also use redutions to simplify the omputation. One of the ases
treated in [4℄ was the system L = L133(20
×43). In order to ompute the dimension of L
using the determinant method, one must onsider a 9045 × 9030 matrix. By redution,
it is enough to ompute the dimension of the system LD(20
×5), where
D = (36, 36, 36, 36, 36, 34, 33, 32, 30, 27, 25, 22, 18, 15, 11, 7, 1).
Now the matrix is only 1065 × 1050, whih allows omputation of the determinant sig-
niantly faster.
4. Speial systems with bounded multipliity
Theorem 24. Let d,M ∈ N∗, let D be the diagram obtained by applying a sequene of
mj-redutions to the diagram (d), where mj ≤M . If #D > 2M(2M − 1) then
(1) D an be written as (a, a1, . . . , aM), a ≥ 2M ,
(2) D is m-reduible for any m ≤M .
Proof. For the proof (tehnial but elementary) see [7℄. 
Corollary 25. For a given m1, . . . , mr and d large enough, the system Ld(m1, . . . , mr)
is non-speial.
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Proof. Put M := max{m1, . . . , mr}, take d suh that(
d+ 2
2
)
> 2M(2M − 1) +
r∑
j=1
(
mj + 1
2
)
,
and apply Theorem 24. 
The above theorem allows us to nd all speial systems with bounded multipliities
under some onditions. Fix an M ∈ N∗. The idea is to nd a nite set of diagrams D
with the following two properties.
(1) The system Ld(m1, . . . , mr), where mi ≤ M and d is large enough, redues to
either system LD′() (without onditions on points) or a system LD′′(k1, . . . , kℓ)
for D′′ ∈ D,
(2) Every system LD(k1, . . . , kℓ), where D ∈ D and kj ≤ M , j = 1, . . . , ℓ, is non-
speial.
The rst property an be ahieved due to above theorem, whih assures that any diagram
large enough an be redued, and desribes the form of its redution. The seond property
an be heked diretly, e.g. by omputing determinants and/or redutions.
Having hosen a suitable set D, it is enough to look for speial systems in a nite set
of systems built on diagrams, whih annot be redued to one of the diagrams in D.
The eetiveness and low time omplexity of omputing redutions allowed doing this
for multipliities bounded by 11.
The authors wrote and ran suitable programs to nd all speial systems up to multipli-
ity 11. We present here only the numbers of speial systems (of respetive multipliities).
The list of suh systems an be found at [6℄.
multipliity number of speial systems
1
2
3
4
5
6
7
8
9
10
11
0
2
14
91
405
1798
6751
25262
86147
291868
929519
As a orollary we have
Corollary 26. The Harbourne{Hirshowitz Conjeture holds for systems with multipli-
ities bounded by 11.
5. Bounding the regularity
Denition 27. The regularity of a sequene of multipliities (m1, . . . , mr) is dened to
be
rg(m1, . . . , mr) := min
{
d ∈ N | Ld(m1, . . . , mr) is nonempty and non-speial
}
.
It an be shown (see Corollary 25) that regularity is a well-dened natural number.
We present here a new algorithm to nd an upper bound on regularity of a system of
multipliities.
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Algorithm RegularityBound
Input: a sequene of multipliities (m1, . . . , mr).
Output: a number g ∈ N suh that rg(m1, . . . , mr) ≤ g.
g ←− −1
repeat
g ←− g + 1
d←− DimensionBound (g, (m1, . . . , mr))
until d = edimLg(m1, . . . , mr) > −1
return g
Theorem 28. Algorithm RegularityBound stops after a nite number of steps and
returns the upper bound for the regularity of a given system.
Proof. The orretness is obvious. The algorithm must stop in view of Corollary 25. 
Denition 29. Let m1, . . . , mr, k1, . . . , kr ∈ N. Dene
(m×k11 , . . . , m
×kr
r ) = (m1, . . . , m1︸ ︷︷ ︸
k1
, . . . , mr, . . . , mr︸ ︷︷ ︸
kr
).
In the paper [9℄ a new algorithm for bounding the regularity is given. We present the
omparison of these two algorithms. We use ve sequenes of multipliities (following the
author of [9℄).
L1 = (500
×2, 400, 300, 200×2, 150×3, 100×3, 80×3, 10),
L2 = (350, 300, 250, 200
×2, 100×3, 75×2, 70, 60, 50×2, 30×2),
L3 = (386, 243, 200, 170
×2, 162, 100, 81×3, 54, 40, 27×3, 25, 10, 9×3,
6, 3×4, 2, 1×5),
L4 = (600, 350, 300
×3, 180, 150×4, 80×5, 50, 40×4, 25, 20×4, 16, 10×5),
L5 = (500
×3, 425, 110, 100×7, 55, 50×2, 45, 20×5, 10×4).
For eah sequene we give its onjetural regularity (assuming Hirshowitz{Harbourne
Conjeture), and the bounds for regularity omputed by algorithm of Monserrat, and our
redution method. Moreover, for eah system Li, we present also a pair (d, p) (depending
on Li) suh that
dimL(d+1,p)(Li) = edimL(d+1,p)(Li) > −1
(also obtained by redution method).
L1 L2 L3 L4 L5
onjeture 999 650 628 959 1017
[9℄ 999 676 628 985 1018
redution 999 650 628 959 1017
redution (998, 1) (649, 100) (627, 144) (958, 816) (1016, 833)
6. Redution and Cremona transformation
It is worth mentioning that the Cremona transformation an make reduing muh
easier.
Denition 30. Let L = Ld(m1, . . . , mr). If L satises
(1) c := m1 +m2 +m3 − d > 0,
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(2) mi ≥ c, for i = 1, 2, 3,
then the system Ld−c(m1 − c,m2 − c,m3 − c,m4, . . . , mr) is alled a Cremona transfor-
mation of L.
Theorem 31. For any system L = Ld(m1, . . . , mr), whih admits a Cremona trans-
formation we have: L is speial if and only if it's Cremona transformation is a speial
system.
Proof. One an show that if we apply the usual Cremona transformation of P
2
based on
points with multipliities m1, m2, m3 then we obtain a system as above. Of ourse the
dimension annot hange. 
Remark 32. A Cremona transformation does not hange the expeted dimension of a
system (this an be heked by diret omputation). The redutions, however, beome
smaller and easier to perform. Many examples have shown that a ombination of Cremona
transformation and redution methods is more eetive than using only redutions.
Example 33. Let L = L63(24
×7). If we apply the redution method to L we obtain that
dimL ≤ 18. Applying Cremona transformation to L we get the system from example 22,
whih gives dimL = 0.
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