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Abstract
We mainly study polynomial differential systems of the form dx=dt ¼ Pðx; yÞ; dy=dt ¼
Qðx; yÞ; where P and Q are complex polynomials in the dependent complex variables x and y;
and the independent variable t is either real or complex. We assume that the polynomials P
and Q are relatively prime and that the differential system has a Darboux ﬁrst integral of the
form
H ¼ f l11 ?f lpp exp
h1
gn11
  m1
? exp
hq
g
nq
q
  mq
;
where the polynomials fi and gj are irreducible, the polynomials gj and hj are coprime, and the
li and mj are complex numbers, when i ¼ 1;y; p and j ¼ 1;y; q: Prelle and Singer proved
that these systems have a rational integrating factor. We improve this result as follows.
Assume that H is a rational function which is not polynomial. Following to Poincare´ we
deﬁne the critical remarkable values of H: Then, we prove that the system has a polynomial
inverse integrating factor if and only if H has at most two critical remarkable values.
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Under some assumptions over the Darboux ﬁrst integral H we show, ﬁrst that the system
has a polynomial inverse integrating factor; and secondly that if the degree of the system is m;
the homogeneous part of highest degree of H is a multi-valued function, and the functions
expðhj=gjÞ are exponential factors for j ¼ 1;y; q; then the system has a polynomial inverse
integrating factor of degree m þ 1:
We also present versions of these results for real polynomial differential systems. Finally, we
apply these results to real polynomial differential systems having a Darboux ﬁrst integral and
limit cycles or foci.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction and statement of the main results
By deﬁnition a complex (respectively real) planar polynomial differential system or
simply a polynomial system is a differential system of the form
dx
dt
¼ ’x ¼ Pðx; yÞ; dy
dt
¼ ’y ¼ Qðx; yÞ; ð1Þ
where the dependent variables x and y are complex (respectively real), the
independent variable (the time) t is complex (respectively real), and P and Q are
polynomials in the variables x and y with complex (respectively real) coefﬁcients. In
this paper m ¼ maxfdeg P; degQg denotes the degree of the polynomial system. In
all this paper we assume that the polynomials P and Q are relatively prime in C½x; y	;
the ring of all polynomials in the variables x and y with coefﬁcients in C:
Probably the two main open problems of the qualitative theory of planar
polynomial differential systems (1) are the distinction between a center and a focus,
and the determination of the number of limit cycles and their distribution in the
plane. In recent works it has been shown that a uniﬁed method based in an inverse
integrating factor Vðx; yÞ can be used to study both problems, see later on for
more details. A complex (respectively real) C1 function Vðx; yÞ deﬁned on an open
subset U of C2 (respectively R2), that satisﬁes the equation
P
@V
@x
þ Q @V
@y
¼ @P
@x
þ @Q
@y
 
V ð2Þ
is called an inverse integrating factor of system (1), because the function R ¼ 1=V is
an integrating factor of system (1) in U\fV ¼ 0g; see Section 3 for a deﬁnition. This
function V is very important because
(1) R ¼ 1=V deﬁnes on U\fV ¼ 0g an integrating factor of system (1) (which
allows to compute a ﬁrst integral of the system on U\fV ¼ 0g);
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(2) fV ¼ 0g contains the limit cycles of system (1) which are in U ; see [16]. This
fact allows to study the limit cycles which bifurcate from periodic orbits of a center
(Hamiltonian or not) under a perturbation and to compute their shape, see [17,18].
For doing that we develop the function V in power series of a small parameter,
associated to the perturbation of the center. A remarkable fact is that the ﬁrst term
of this expansion is essentially the ﬁrst non-identically zero Melnikov function,
see [31].
For a real or complex linear differential system x0 ¼ ax þ by; y0 ¼ cx þ dy; there
always exists a simple inverse integrating factor Vðx; yÞ ¼ cx2 þ ðd  aÞxy  by2 (a
quadratic polynomial).
If P and Q in system (1) are real or complex homogeneous polynomials of the
same degree, then the polynomial function V ¼ yP  xQ satisﬁes Eq. (2). This
follows easily from the Euler Theorem for homogeneous functions.
If P and Q in system (1) are real quadratic polynomials and the origin is a center,
then there always exists a polynomial function V : R2-R of degree 3 or 5 satisfying
Eq. (2), see [2,22].
If in system (1) P ¼ y þ P3ðx; yÞ and Q ¼ x þ Q3ðx; yÞ with P3 and Q3 real
homogeneous polynomials of degree 3, and the origin is a center, then there always
exists a polynomial function V : R2-R of degree at most 10 satisfying Eq. (2),
see [2].
The system
’x ¼ y½2x2 þ y2 þ ðx2 þ y2Þ2	; ’y ¼ x½2x2 þ y2 þ 2ðx2 þ y2Þ2	
has no analytic ﬁrst integral in a neighborhood of the origin, but it has the
simple inverse integrating factor V ¼ ðx2 þ y2Þ2ð2x2 þ y2Þ; for more details see [6,23,
p. 122].
For more details about inverse integrating factors see [6].
For many polynomial systems (1) having a center at the origin, it has been shown
that there are very simple functions V ; being often polynomial. On the contrary, the
ﬁrst integral has usually a more complicated expression in general non-globally
deﬁned, see [6]. We have also shown in [6] that the inverse integrating factor exists
and it is unique (except for a multiplicative constant factor) in an open
neighborhood of generic singular points. Therefore, we think that one of the best
ways to understand the properties of a given 2-dimensional differential system is
through their inverse integrating factors.
An interesting problem is to determine sufﬁcient conditions in order that the
inverse integrating factor V of a polynomial differential system be globally deﬁned in
the whole plane; for instance, sufﬁcient conditions in order that V be a polynomial
function. Thus, if we know a V globally deﬁned in the whole plane, in principle we
have determined all the limit cycles of the system. Additionally, if V is polynomial,
then all the limit cycles are algebraic and its number can be bounded using the degree
of V : On the other hand, while a polynomial ﬁrst integral does not allow the
existence of limit cycles, foci, nodes, cycle separatrices which are stable or unstable in
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one side, etc; all these objects are allowed for a system having a polynomial inverse
integrating factor, see for instance [5]. The fact that V is polynomial is also useful for
ﬁnding isochronous centers, because if a polynomial system has not a polynomial V ;
then such a system cannot commute with any other polynomial system, see [3]. Also
in [3] necessary conditions are given in order that V be polynomial.
We denote by F; either the real ﬁeld R; or the complex ﬁeld C: We deﬁne an F-
polynomial system as a polynomial system (1) with the variables x; y and the
coefﬁcients of the polynomials P and Q in F:
In this paper we mainly study complex (respectively real) polynomial differential
systems (1) having a Darboux ﬁrst integral H of the form
H ¼ f l11 ?f lpp exp
h1
gn11
  m1
? exp
hq
g
nq
q
  mq
; ð3Þ
where fi; gj and hj are polynomials in F½x; y	; fi and gj are irreducible, the
polynomials gj and hj are coprime, and li and mj are complex numbers if F ¼ C; or
real or complex numbers appearing together with their conjugates if F ¼ R; when
i ¼ 1;y; p and j ¼ 1;y; q: See Section 2 for the deﬁnition of ﬁrst integral, and
Section 6 for the deﬁnition of Darboux function and for more details about these
ﬁrst integrals when the polynomial differential system is either real or complex. We
are specially interested in the relationship between a Darboux ﬁrst integral H and its
associated inverse integrating factor deﬁned by
VH ¼  P@H
@y
¼ Q
@H
@x
: ð4Þ
Let H ¼ f =g be a rational ﬁrst integral of an F-polynomial system (1). According
to Poincare´ [25] we say that cAC,fNg is a remarkable value of H if f þ cg is a
reducible polynomial in C½x; y	: Here, if c ¼N then f þ cg denotes g: In Section 7
we prove that there are ﬁnitely many remarkable values for a given rational ﬁrst
integral H: As far as we know the notion of remarkable values has not been used
after Poincare´.
Let H be a polynomial ﬁrst integral. We say that the degree of H is minimal
between all the degrees of the polynomial ﬁrst integrals of system (1) if any other
polynomial ﬁrst integral of (1) has degree Xn:
Let H ¼ f =g be a rational ﬁrst integral. We say that H has degree n if n is the
maximum of the degrees of f and g: We say that the degree of H is minimal between
all the degrees of the rational ﬁrst integrals of system (1) if any other rational ﬁrst
integral of (1) has degree Xn:
Now, if H ¼ f =g is a minimal rational ﬁrst integral of system (1) which is not
polynomial, then H1 ¼ c1 þ H ¼ ð f þ c1gÞ=g ¼ f1=g1 for a convenient c1AF is also a
rational ﬁrst integral of system (1) with f1 an irreducible polynomial. Again, H2 ¼
c2 þ 1=H1 ¼ ðg1 þ c2f1Þ=f1 ¼ f2=g2 for a convenient c2AF is a rational ﬁrst integral
of system (1) with f2 and g2 irreducible polynomials. Hence, in what follows when we
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talk about a non-polynomial rational first integral H ¼ f =g of an F-polynomial
system (1) we always can assume that H is minimal, and that f and g are irreducible
polynomials in C½x; y	 having the same degree.
Now suppose that cAC is a remarkable value of a rational ﬁrst integral H and that
ua11 ?u
ar
r is the factorization of the polynomial f þ cg into irreducible factors in
C½x; y	: If some of the ai for i ¼ 1;y; r is larger than 1, then we say that c is a critical
remarkable value of H; and that ui ¼ 0 having ai41 is a critical remarkable invariant
algebraic curve of system (1) with exponent ai: For the deﬁnition of an invariant
algebraic curve for a polynomial differential system see Section 4.
Let f be a polynomial. We denote by f˜ the homogeneous part of f of highest
degree. Then, if H is the function (3), we deﬁne H˜ ¼ f˜ l11 ?f˜ lpp F˜ m11 ?F˜
mq
q ; where F˜j ¼
expðh˜j=g˜jÞ:
Prelle and Singer in 1983 proved that if H is a Darboux ﬁrst integral, then the
system (1) has a rational inverse integrating factor, see Theorem 7 of [26]. Here we
present another proof of this result, see the proof of statement (a) of the theorem. We
need this proof for proving the other statements of the Main Theorem. The results
are stated for complex polynomial systems, but they also can be stated and proved
(with minor changes) for real polynomial systems. For the deﬁnition of an
exponential factor for a polynomial differential system see Section 5.
Main Theorem. Suppose that a complex polynomial differential system (1) of degree m
with P and Q coprime has a Darboux first integral H given by (3) where the
polynomials fi and gj are irreducible, the polynomials gj and hj are coprime in C½x; y	;
and the li and mj are complex numbers, when i ¼ 1;y; p and j ¼ 1;y; q: Then the
following statements hold.
(a) VlogðHÞ is a rational function, and it can be written in the form u
k1
1 ?u
kr
r with
uiAC½x; y	; kiAZ; where each ui ¼ 0 is an irreducible invariant algebraic curve of
system (1). Moreover, if system (1) has no rational first integrals, then VlogðHÞ is
the unique rational inverse integrating factor of the system.
(b) Assume that H is a minimal polynomial first integral. Then there exists a
polynomial inverse integrating factor.
(c) Suppose that H ¼ f =g is a minimal rational first integral and that system (1) has
no polynomial first integrals. It is not restrictive to assume that f and g are
irreducible. Then,
(c.1) the rational function
Vf =g ¼ g
2Q
uai1i
;
where the product runs over all critical remarkable invariant algebraic
curves ui ¼ 0 having exponent ai; is an inverse integrating factor; and
(c.2) system (1) has a polynomial inverse integrating factor if and only if H has at
most two critical remarkable values.
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Additionally, if we assume for the first integral (3) that fi (respectively gj)
are different for i ¼ 1;y; p (respectively j ¼ 1;y; q), and that it is
complete (i.e. the unique algebraic invariant curves of system (1) are the
fi ¼ 0 and the gj ¼ 0), then the following two statements hold.
(d) If system (1) has no rational first integrals, then VlogðHÞ is the polynomial
f1?fpg
n1þ1
1 ?g
nqþ1
q :
(e) If H˜ is a multi-valued function and expðhj=gjÞ are exponential factors for j ¼
1;y; q; then VlogðHÞ ¼ f1?fpgn1þ11 ?gnqþ1q is a polynomial of degree m þ 1:
The proof of statement (a) of the Main Theorem is given in Section 8. In Section 9
we provide the proofs of statements (b) and (c). The proofs of statements (d) and (e)
are presented in Section 10, as we shall see in this section, the assumption that H is
complete is not redundant.
As it was observed by Prelle and Singer statement (a) of the Main Theorem says
that if a polynomial differential system (1) has a Darboux ﬁrst integral, then this
integral can be computed by using the invariant algebraic curves of the system.
The fact that in statement (c.1) g2=
Q
uai1i is an inverse integrating factor was
known by Poincare´, who stated it without proof in [25].
The Main Theorem shows again that, in general, the inverse integrating factor is a
simpler function than the ﬁrst integral or the integrating factor. Thus, the rational
inverse integrating factor VlogðHÞ is in general easier than the ﬁrst integral (3); and in
statements (c), (d) and (e) we have obtained an inverse integrating factor that is
deﬁned in the whole plane, while the ﬁrst integral and the integrating factor have
more complicated expressions and they are not deﬁned on certain algebraic curves.
In the particular case when m1 ¼? ¼ mq ¼ 0 statement (d) of the Main Theorem
can be thought as a generalization of a result due to Kooij and Christopher [20] and
independently to ’Zo"-adek [33], see for more details Theorem 12.
In Section 11 we apply the Main Theorem to real polynomial differential systems
having a Darboux ﬁrst integral and limit cycles or foci.
2. First integrals
The vector field X associated to system (1) is deﬁned by
X ¼ P @
@x
þ Q @
@y
: ð5Þ
Let S be a set of orbits of system (1) such that U ¼ F2\S is open. We say that an F-
polynomial system (1) is integrable on U if there exists a non-constant C1 function
H : U-F; called a first integral of the system on U ; which is constant on all solution
curves ðxðtÞ; yðtÞÞ of system (1) contained in U ; i.e. HðxðtÞ; yðtÞÞ ¼ constant for all
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values of t for which the solution ðxðtÞ; yðtÞÞ is deﬁned on U : Clearly H is a ﬁrst
integral of system (1) on U if and only if XH  0 on U :
3. Integrating factors
Let U be an open subset of F2 and let R : U-F be an C1 function which is not
identically zero on U : We say that the function R is an integrating factor of
an F-polynomial system (1) on U if one of the following three equivalent conditions
holds:
@ðRPÞ
@x
¼  @ðRQÞ
@y
; divðRP; RQÞ ¼ 0; XR ¼ R divðP; QÞ; ð6Þ
on U : As usual the divergence of a vector ﬁeld X is deﬁned by
divðXÞ ¼ divðP; QÞ ¼ @P
@x
þ @Q
@y
:
The first integral H associated to the integrating factor R is given by
Hðx; yÞ ¼ 
Z
Rðx; yÞPðx; yÞ dy þ hðxÞ;
satisfying @H@x ¼ RQ: Then
’x ¼ RP ¼  @H
@y
; ’y ¼ RQ ¼ @H
@x
: ð7Þ
Conversely, given a ﬁrst integral H of system (1) we can always ﬁnd an integrating
factor R for which (7) holds.
We will need the following well-known result later on.
Proposition 1. The following two statements hold.
(a) If an F-polynomial system (1) has two integrating factors R1 and R2 on the open
subset U of F2; then in the open set U\fR2 ¼ 0g the function R1=R2 is a first
integral.
(b) If an F-polynomial system (1) has one integrating factor R and a first integral H
on the open subset U of F2; then RH is another integrating factor on the open
subset U :
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4. Invariant algebraic curves
Let fAC½x; y	: The algebraic curve f ðx; yÞ ¼ 0 is an invariant algebraic curve of an
F-polynomial system (1) if for some polynomial KAC½x; y	 we have
Xf ¼ P @f
@x
þ Q @f
@y
¼ Kf :
The polynomial K is called the cofactor of the invariant algebraic curve f ¼ 0: We
note that since the polynomial system has degree m; then any cofactor has at most
degree m  1:
We note that from the deﬁnitions of integrating factor R and of inverse integrating
factor V ; the curves R ¼ 0 and V ¼ 0 are formed by orbits of system (1). Moreover,
if R or V are rational functions, then the curves R ¼ 0 and V ¼ 0 are formed by
invariant algebraic curves of system (1).
To really understand the real and complex polynomial differential systems one
needs to consider the invariant algebraic curve f ¼ 0 as being complex; that is
fAC½x; y	; as it is explained in the works of Schlomiuk [27–29], in particular
in the ﬁrst one. This is due to the fact that sometimes for real polynomial systems
the existence of a real ﬁrst integral can be forced by the existence of complex
invariant algebraic curves. Of course when we look for a complex invariant algebraic
curve of a real polynomial system we are thinking in the real polynomial system as a
complex polynomial system. The next two results are well known, see for instance
[12].
Proposition 2. For a real polynomial system (1), f ¼ 0 is a complex invariant algebraic
curve with cofactor K if and only if %f ¼ 0 is a complex invariant algebraic curve with
cofactor %K: Here to conjugate a polynomial means to conjugate the coefficients of the
polynomial.
Proposition 3. Suppose that fAC½x; y	 and let f ¼ f n11 ?f nrr be its factorization
in irreducible factors over C½x; y	: Then, for a polynomial system (1), f ¼ 0
is an invariant algebraic curve with cofactor Kf if and only if fi ¼ 0 is an invariant
algebraic curve for each i ¼ 1;y; r with cofactor Kfi : Moreover Kf ¼ n1Kf1 þ?þ
nrKfr :
A natural question in this subject is whether a polynomial system (1) has or not
invariant algebraic curves. The answer is not easy, see the large section in
Jouanolou’s book [19], or the long paper [21] devoted to show that one particular
polynomial system has no invariant algebraic solutions. Until 1995 not even for one
of the more studied limit cycle, the limit cycle of the van der Pol system, was it
known that it is not algebraic [24].
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5. Exponential factors
In this section we consider the notion of exponential factor, see for instance [9].
We will see that an exponential factor will play the same role that an invariant
algebraic curve in order to obtain a ﬁrst integral of a polynomial system (1).
Let h; gAC½x; y	 and assume that h and g are relatively prime in the ring C½x; y	:
Then the function expðh=gÞ is called an exponential factor of an F-polynomial system
(1) if for some polynomial KAC½x; y	 of degree at most m  1 it satisﬁes equation
X exp
h
g
  
¼ K exp h
g
 
; ð8Þ
where X is the vector ﬁeld associated to system (1). As before we say that K is the
cofactor of the exponential factor expðh=gÞ:
From the point of view of the integrability of polynomial systems (1) the
exponential factors are doubly important. On one hand, they verify Eq. (8), and on
the other hand, their cofactors are polynomials of degree at most m  1: These two
facts allow that they play the same role that the invariant algebraic curves in the
integrability of a polynomial system (1). We note that an exponential factor expðh=gÞ
does not deﬁne an invariant curve for the ﬂow of system (1), but that g ¼ 0 is an
invariant algebraic curve, see the next proposition. The next two propositions appear
in [12].
Proposition 4. If F ¼ expðh=gÞ is an exponential factor for the polynomial system (1)
and g is not a constant, then g ¼ 0 is an invariant algebraic curve, and h satisfies the
equation
Xh ¼ hKg þ gKF ;
where Kg and KF are the cofactors of g and F ; respectively.
As for the invariant algebraic curves we remark that in the deﬁnition of an
exponential factor expðh=gÞ we allow that as a function it can be complex; that is
h; gAC½x; y	 also in the case of a real polynomial system. Thus, the existence of a real
ﬁrst integral for a real polynomial system can be forced by the existence of complex
exponential factors.
Proposition 5. For a real polynomial system (1) the complex function expðh=gÞ is an
exponential factor with cofactor K if and only if the complex function expð %h= %gÞ is an
exponential factor with cofactor %K:
6. Darboux theory of integrability
The problem of integrating a polynomial system by using its invariant algebraic
curves was already considered by Darboux [14] in 1878. The version that we present
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improves Darboux’s version essentially because here we also take into account the
exponential factors (see [12]) and the independent singular points (see [8]). Jouanolou
[19] in 1979 showed that if the number of invariant algebraic curves of a polynomial
system of degree m is at least ½mðm þ 1Þ=2	 þ 2; then the system has a rational ﬁrst
integral, and consequently all its solutions are invariant algebraic curves. An easy
proof of Jouanolou’s result for planar polynomial differential systems is given in
[12].
Before stating the main results of the Darboux theory of integrability we need
some deﬁnitions. If Sðx; yÞ ¼Pm1iþj¼0 aijxiy j is a polynomial of degree m  1 with
mðm þ 1Þ=2 coefﬁcients in F; then we write SAFm1½x; y	: We identify the linear
vector space Fm1½x; y	 with Fmðmþ1Þ=2 through the isomorphism S-ða00; a10; a01;y;
am1;0; am2;1;y; a0;m1Þ:
We say that r points ðxk; ykÞAF2; k ¼ 1;y; r; are independent with respect to
Fm1½x; y	 if the intersection of the r hyperplanes
Xm1
iþj¼0
xiky
j
kaij ¼ 0; k ¼ 1;y; r;
in Fmðmþ1Þ=2 is a linear subspace of dimension ½mðm þ 1Þ=2	  r: The notion of
independent points is due to Chavarriga, Llibre and Sotomayor and it was
established in [8].
We remark that by Bezout Theorem the maximum number of isolated singular
points of a polynomial system (1) is m2; and that the maximum number of independent
isolated singular points of the system is mðm þ 1Þ=2; and that mðm þ 1Þ=2om2
for mX2:
A singular point ðx0; y0Þ of system (1) is called weak if the divergence, divðP; QÞ; of
system (1) at ðx0; y0Þ is zero.
The next theorem summarizes the Darboux theory of integrability for planar
polynomial differential systems as it is presented and proved in [12]. For applications
of this theorem see for instance [1].
Theorem 6. Suppose that an F-polynomial system (1) of degree m admits p invariant
algebraic curves fi ¼ 0 with cofactors Ki for i ¼ 1;y; p; q exponential factors
expðhj=gjÞ with cofactors Lj for j ¼ 1;y; q; and r independent singular points
ðxk; ykÞAF2 such that fiðxk; ykÞa0 for i ¼ 1;y; p and k ¼ 1;y; r: Then the following
statements hold.
(a) If there exist li; mjAC not all zero such that
Pp
i¼1 liKi þ
Pq
j¼1 mjLj ¼ 0; then the
(multi-valued) function
f l11 ?f
lp
p exp
h1
g1
  m1
? exp
hq
gq
  mq
ð9Þ
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is a complex first integral of system (1) if F ¼ C; or a real first integral if F ¼ R
substituting f lii for j fijli and where li; mj are real or complex together with their
conjugates.
(b) If p þ q þ r ¼ ½mðm þ 1Þ=2	 þ 1; then there exist li; mjAC not all zero such thatPp
i¼1 liKi þ
Pq
j¼1 mjLj ¼ 0:
(c) If p þ q þ rX½mðm þ 1Þ=2	 þ 2; then system (1) has a rational first integral, and
consequently all trajectories of the system are contained in invariant algebraic
curves. Moreover, if we choose s ¼ ½mðm þ 1Þ=2	 þ 1 arbitrary invariant algebraic
curves Gl ¼ 0 of system (1) for l ¼ 1;y; s; pairwise coprime, then there are
integers nl such that G
n1
1 ?G
ns
s is a rational first integral of the system.
(d) If there exist li; mjAC not all zero such that
Pp
i¼1 liKi þ
Pq
j¼1 mjLj ¼
div ðP; QÞ; then function (9) is an integrating factor of system (1) if F ¼ C; or
a real integrating factor if F ¼ R substituting f lii for j fijli and where li; mj are real
or complex together with their conjugates.
(e) If p þ q þ r ¼ mðm þ 1Þ=2 and the r independent singular points are weak, then
function (9) for convenient li; mjAC not all zero is a first integral if
Pp
i¼1 liKi þPq
j¼1 mjLj ¼ 0; or an integrating factor if
Pp
i¼1 liKi þ
Pq
j¼1 mjLj ¼ divðP; QÞ:
We note that statement (c) says that if a polynomial differential system (1) has no
rational ﬁrst integrals, then its number of irreducible invariant algebraic curves is
smaller than ½mðm þ 1Þ=2	 þ 2:
A (multi-valued) function of the form (9) is called a Darboux function. We remark
that any Darboux ﬁrst integral (9) can be written in the form
H ¼ f l11 ?f lll exp
h1
gm11
  m1
? exp
hk
gmkk
  mk
; ð10Þ
where the polynomials fi and gj are irreducible, and the polynomials gj and hj are
coprime, for i ¼ 1;y; l and j ¼ 1;y; k: In order to write (9) in the form (10) we
must factorize the polynomials fi which appear in (3) as product of irreducible
factors over C½x; y	; and take into account that if h and g are polynomials and
gr11?g
rs
s is the factorization of g in irreducible factors over C½x; y	 (respectively
R½x; y	), then we have the equality
h
g
¼ h1 þ h21
g2
þ?þ h2r2
gr22
þ?þ hs1
gs
þ?þ hsrs
grss
;
where the degreeðhjsÞ is less than or equal to the degree of gj for j ¼ 2;y; k and
s ¼ 1;y; mj :
Assume that the polynomial differential system (1) is real. Then if among the
invariant algebraic curves of system (1) a complex conjugate pair f ¼ 0 and %f ¼ 0
occurs (see Proposition 2), then the ﬁrst integral (9) has a factor of the form f l %f
%l;
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which is the multi-valued real function
ðRe f Þ2 þ ðIm f Þ2
h iRe l
exp 2 Im l arctan Im f
Re f
  
; ð11Þ
if Im l Im fc0: If among the exponential factors of system (1) a complex conjugate
pair expðh=gÞ and expð %h= %gÞ occurs (see Proposition 5), then the ﬁrst integral (9) has a
real factor of the form
exp
h
g
  m
exp
%h
%g
   %m
¼ exp 2 Re m h
g
  
:
Suppose that the polynomial differential system (1) is complex. If f ¼ 0 is an
invariant algebraic curve and the ﬁrst integral (9) has a factor of the form f l; then
f l ¼ ðRe f Þ2 þ ðIm f Þ2
h iRe l=2
exp Im l arctan Im f
Re f
  
ðcos A þ i sinAÞ;
where
A ¼ Re l arctan Im f
Re f
 
þ Im l log
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðRe f Þ2 þ ðIm f Þ2
q
:
Now we want to mention the excellent results of Prelle and Singer [26] in 1983, and
of Singer [30] in 1992 related with the Darboux theory of integrability, see also
[4,11,12].
Roughly speaking an elementary first integral is a ﬁrst integral expressible in terms
of exponentials, logarithms and algebraic functions. The notion of elementary
function of one variable is due to Liouville who, between 1833 and 1841, used it in
the theory of integration. Elementary functions of two variables are deﬁned by
starting with the ﬁeld of rational functions in two variables Cðx; yÞ and using
extension ﬁelds but with two commuting derivations @=@x and @=@y: For more
details see [26].
Theorem 7. If a polynomial system has an elementary first integral, then it has a
rational integrating factor of the form f n11 ?f
np
p with fiAC½x; y	; niAZ; and each fi ¼ 0
is an invariant algebraic curve.
In particular Theorem 7 says that if a polynomial system (1) has an elementary
ﬁrst integral, then this integral can be computed by using the invariant algebraic
curves of the system.
Roughly speaking the Liouvillian functions are those functions which can be
obtained ‘‘by quadratures’’ of elementary functions, see for instance Singer [30] for a
precise deﬁnition. Of course the class of elementary functions is a subclass of the
Liouvillian one. From the results of [30] the next result follows.
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Theorem 8. If a polynomial system has a Liouvillian first integral, then the system has
a Darboux integrating factor.
Theorem 8 is saying that the Darboux theory of integrability ﬁnds all Liouvillian
ﬁrst integrals. In fact the theorem given in [30] is slightly different from Theorem 8;
however, both theorems are equivalent, see [10].
7. Remarkable values
In this section we shall prove the following result.
Theorem 9. Assume that for the polynomial system (1) the first integral (3) is rational
and minimal. Then H has finitely many remarkable values.
For proving this result we need the deﬁnition of ecstatic curve and the following
two propositions, see [13] for more details and proofs.
Let B ¼ fv1; v2;y; vlg be a basis of the C-vector space of polynomials in C½x; y	 of
degree at most n (hence l ¼ ðn þ 1Þðn þ 2Þ=2), X 0ðviÞ ¼ vi and X jðviÞ ¼ X j1ðXðviÞÞ:
If X is a vector ﬁeld on C2 the nth ecstatic curve of X ; Eðn;BÞðXÞ ¼ 0; is given by
the equation
det
v1 v2 ? vl
X ðv1Þ Xðv2Þ ? X ðvlÞ
^ ^ ? ^
X l1ðv1Þ X l1ðv2Þ ? X l1ðvlÞ
0
BBB@
1
CCCA ¼ 0: ð12Þ
From now on we drop the B since the deﬁnition of ecstatic curve does not depend on
the particular basis chosen.
Proposition 10. Let X be a vector field on C2: Then EnðXÞ  0 and En1ðXÞc0 if, and
only if, X admits a rational first integral of exact degree n:
Proposition 11. Every algebraic curve of degree n invariant by the vector field X is a
factor of EnðXÞ:
Proof of Theorem 9. We must prove that there are ﬁnitely many values of cAC such
that f þ cg is reducible in C½x; y	:
Suppose that H ¼ f =g has degree n: Let u be a factor of a reducible polynomial of
the form f þ cg: Then the degree of u is smaller than n: Since the degree of H is
minimal between all the degrees of the rational ﬁrst integrals, by Proposition 10 the
ecstatic curves EkðX Þc0 for k ¼ 1;y; n  1: From the deﬁnition of ecstatic curve
EkðXÞ for k ¼ 1;y; n  1 are polynomials. By Proposition 11, any algebraic curve u
which is a factor of a reducible polynomial f þ cg must be a divisor of EkðXÞ for
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some k ¼ 1;y; n  1: This implies that the number of factors of all the reducible
polynomials f þ cg is ﬁnite. Consequently, the number of remarkable values of H is
ﬁnite. &
8. Proof of statement (a)
Assume that we are under the hypotheses of the Main Theorem. First we prove
statement (a). Since (3) is a ﬁrst integral of system (1),
%H ¼ logðHÞ ¼
Xp
i¼1
li logð fiÞ þ
Xq
k¼1
mk
hk
gnkk
ð13Þ
is also a ﬁrst integral. The inverse integrating factor V %H associated to the ﬁrst integral
%H can be obtained from one of the two expressions of (4). Thus, from (13) we obtain
@ %H
@x
¼ 1
f1?fpg
n1þ1
1 ?g
nqþ1
q
Sx;
@ %H
@y
¼ 1
f1?fpg
n1þ1
1 ?g
nqþ1
q
Sy; ð14Þ
where
Sx ¼
Xp
i¼1
li
Yp
j ¼ 1
jai
fj
0
BBBBB@
1
CCCCCA
Yq
l¼1
gnlþ1l
 !
@fi
@x
þ
Xq
k¼1
mk
Yp
j¼1
fj
 ! Yq
l ¼ 1
lak
gnlþ1l
0
BBBBB@
1
CCCCCA gk
@hk
@x
 nkhk @gk
@x
 
;
Sy ¼
Xp
i¼1
li
Yp
j ¼ 1
jai
fj
0
BBBBB@
1
CCCCCA
Yq
l¼1
gnlþ1l
 !
@fi
@y
þ
Xq
k¼1
mk
Yp
j¼1
fj
 ! Yq
l ¼ 1
lak
gnlþ1l
0
BBBBB@
1
CCCCCA gk
@hk
@y
 nkhk @gk
@y
 
:
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Since %H is a ﬁrst integral we have
X %H ¼ P @ %H
@x
þ Q @ %H
@y
 0: ð15Þ
From (14) and (15) we obtain PSx þ QSy ¼ 0: As Sx; Sy; P and Q are
polynomials, and P and Q are relatively prime we have
Sx ¼ K Q; Sy ¼ K P; ð16Þ
where K is a polynomial. Then, from (4) and (14) we obtain
V %H ¼
f1?fpg
n1þ1
1 ?g
nqþ1
q
K
: ð17Þ
Consequently, V %H is rational. Therefore, since from (2) and (6), the algebraic curves
V ¼ 0 and R ¼ 0 are formed by trajectories of system (1), using Proposition 3, the
ﬁrst part of statement (a) follows.
Now assume that system (1) has no rational ﬁrst integrals. Then, by Proposition 1,
it follows that VlogðHÞ is the unique rational inverse integrating factor of the system.
Hence, statement (a) is proved.
9. Proof of statement (b) and (c)
Proof of statement (b). Let H be a polynomial ﬁrst integral of degree n: Then we
have
@H
@x
P þ @H
@y
Q  0;
that is,

@H
@y
@H
@x
¼ P
Q
:
Since P and Q are relatively prime, it is easy to see that maxfdeg @H@y ; deg @H@xg ¼
n  1Xm: Hence degHXm þ 1 and there exists a polynomial, denoted by Rðx; yÞ; of
degree n  1 m such that
@H
@y
¼ PR; @H
@x
¼ QR:
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If deg H4m þ 1; then Rðx; yÞ is a polynomial integrating factor. When degH ¼
m þ 1; then H is a polynomial inverse integrating factor. &
Proof of statement (c.1). Suppose that H ¼ f =g is minimal a rational ﬁrst integral
which is not polynomial. Then, f and g are irreducible. Moreover, the rational
inverse integrating factor Vf =g satisﬁes
’x ¼ P
Vf =g
¼  f
g
 
y
¼  f
g
þ c
 
y
¼  ð fy þ cgyÞg  ð f þ cgÞgy
g2
;
’y ¼ Q
Vf =g
¼ f
g
 
x
¼ f
g
þ c
 
x
¼ ð fx þ cgxÞg  ð f þ cgÞgx
g2
ð18Þ
for every cAC: Here, hx and hy denote the partial derivatives of the function h with
respect to the variables x and y; respectively.
Let ui ¼ 0 be a critical remarkable invariant algebraic curve having exponent ai
such that uaii jð f þ cjgÞ where cj is a critical remarkable value of H: Then, from (18)
with c ¼ cj; we obtain
g2
uai1i
Vf =g
P
 and g2
uai1i
Vf =g
Q
 :
Here the notation a
b
jc
d
between two rational functions denotes that ajc and bjd: Now,
since P and Q are coprime, it follows that
g2
uai1i
Vf =g: ð19Þ
On the other hand, from (18) we have that an irreducible factor n of the numerator
and an irreducible factor d of the denominator of the rational function Vf =g satisfy
njg; djðð fy þ cgyÞg  ð f þ cgÞgyÞ and djðð fx þ cgxÞg  ð f þ cgÞgxÞ; ð20Þ
for every cAC: Now, since g is irreducible, we get
n ¼ g: ð21Þ
Since 1=Vf =g ¼ 0 is formed by invariant algebraic curves of system (1), d ¼ 0 is an
invariant algebraic curve. Therefore, since H ¼ f =g is a rational ﬁrst integral, we
obtain that djð f þ cgÞ for some cAC: Now we consider two cases.
Case 1: djð f þ cgÞ and f þ cg is irreducible. Then, from (20) it follows that djg:
This is in contradiction with the fact that djð f þ cgÞ; and f and g are irreducible and
coprime.
Case 2: djð f þ cgÞ and f þ cg is reducible. So c is a remarkable value for H: Then,
from (20) and since g is irreducible, it follows that djð fy þ cgyÞ and djð fx þ cgxÞ:
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Hence, c is a critical remarkable value of H: Consequently,
d ¼ 0 is a critical remarkable invariant algebraic curve of H: ð22Þ
In short, from (19), (21) and (22), we get that
Vf =g ¼ g
2Q
uai1i
¼ g
2
F
;
where the product runs over all critical remarkable invariant algebraic curves ui ¼ 0
having exponent ai; is a rational inverse integrating factor. &
Proof of statement (c.2). First, we suppose that H ¼ f =g has at most two critical
remarkable values. If there are no critical remarkable values, then V ¼ g2=F ¼ g2 is
a polynomial inverse integrating factor and we are done. So, assume that H has only
one critical remarkable value. The proof in the case that H has exactly two critical
remarkable values follows in a similar way. Let c1 be the unique critical remarkable
value. Then,
V ¼ g
2
F
f þ c1g
g
is a polynomial, and it is an inverse integrating factor because it is the product of an
inverse integrating factor by a ﬁrst integral (see Proposition 1(b)). This proves the
‘‘if’’ part of statement (c.2).
Now we shall prove the ‘‘only if’’ part of statement (c.2). We assume that system
(1) has a polynomial inverse integrating factor V1: Since V ¼ g2=F is a rational
inverse integrating factor also for system (1), from Proposition 1(a) we have that
V1=V ¼ V1F=g2 is a rational ﬁrst integral H1; which by assumptions is not polynomial.
Since f ¼ 0 is an irreducible invariant algebraic curve and V1F=g2 is a ﬁrst
integral, by the Zeroes Theorem of Hilbert it follows that V1F þ c1g2 ¼ Of for a
convenient polynomial O and c1AC: Clearly, Of =g2 ¼ V1F=g2 þ c1 is a ﬁrst integral.
Since f =g is also a ﬁrst integral, we obtain that O=g is a ﬁrst integral.
Again, since f ¼ 0 is an irreducible invariant algebraic curve and O=g is a ﬁrst
integral, by the Zeroes Theorem of Hilbert it follows that Oþ c2g ¼ lf for a
convenient polynomial l and c2AC: Of course, lf =g ¼ O=g þ c2 is a ﬁrst integral.
Since f =g is a ﬁrst integral, we get that l is a ﬁrst integral or it is a constant. By
assumptions there are no polynomial ﬁrst integrals, so l is a constant.
We can write O ¼ lf  c2g: From V1F þ c1g2 ¼ Of ; it follows that V1F þ c1g2 ¼
ðlf  c2gÞf ; or equivalently V1F ¼ lf 2  c2gf  c1g2 ¼ lð f þ d1gÞð f þ d2gÞ for
convenient d1; d2AC: Therefore, we have the following polynomial:
V1 ¼ l g
2
F
f þ d1g
g
f þ d2g
g
:
Hence, H ¼ f =g has at most two critical remarkable values. &
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10. Proof of statements (d) and (e)
Proof of statement (d). Let V %H be the inverse integrating factor (17) given by
statement (a). From the third equation of (6) it follows that the curve fR ¼ 1=V %H ¼
0g is formed by trajectories of system (1). Therefore, since the unique irreducible
invariant algebraic curves of system (1) are the curves fi ¼ 0 and gk ¼ 0; by
Proposition 3, we obtain that K ¼ f a11 ?f app gb11 ?g
bp
p ; where the ai’s and bk’s are non-
negative integers for i ¼ 1;y; p and k ¼ 1;y; q:
Suppose that ai40 for some 1pipp; or bk40 for some 1pkpq: Then, from
expressions (16), we get that fi divides the polynomials S
x and Sy if ai40; or that gk
divides the polynomials Sx and Sy if bk40:
From the expressions of Sx and Sy and since the polynomial fi is irreducible, fi
must divide @fi=@x and @fi=@y if ai40: Similarly gk must divide @gk=@x and @gk=@y
if bk40; here we have used that gk and hk are coprime. But this is impossible for a
polynomial. Then all exponents ai for i ¼ 1;y; p; and bk for k ¼ 1;y; q must
vanish. Hence, we have that K  1: Therefore, V %H ¼ f1?fpgn1þ11 ?gnqþ1q : &
Now we provide a polynomial differential system having a Darboux ﬁrst integral
which is not complete, the system has no rational ﬁrst integrals if a parameter
aAR\Q; and Vlog H is not polynomial. We consider the following polynomial
differential system:
’x ¼ 2x½4þ a þ 6ð4þ aÞx þ 8ð4þ aÞx2 þ 8ay2	;
’y ¼ y½4þ a þ 4ð8þ 3aÞx þ 16ð4þ aÞx2 þ 16ay2	; ð23Þ
which has the following Darboux ﬁrst integral:
H ¼ ðx þ 2x
2 þ 2y2Þ4a½ð4 aÞxð1þ 4xÞ  4ay2	2a
y2ð4þaÞ
¼ f 4a1 f 2a2 f 2ð4þaÞ3 ;
and the following rational inverse integrating factor:
Vlog H ¼ yðx þ 2x
2 þ 2y2Þ½ð4 aÞxð1þ 4xÞ  4ay2	
x
:
It is easy to verify that the ﬁrst integral H is not complete for system (23). Note that
the irreducible invariant algebraic curve x ¼ 0 is different from the invariant
algebraic curves fi ¼ 0 for i ¼ 1; 2; 3:
In order to prove that system (23) has no rational ﬁrst integrals if aAR\Q; we use
the following well-known result that can be found for instance in [15]. If ðx0; y0Þ is a
singular point of system (23) and the system has a rational ﬁrst integral deﬁned in
this point, then the quotient of the two eigenvalues of the linear system at this
singular point must be a rational number. Since ð1=4; 0Þ is a singular point of
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system (23), and the quotient of its eigenvalues is 1þ 4=aeQ if aAR\Q; it follows
that system (23) has no rational ﬁrst integrals if aAR\Q:
Proof of statement (e). By statement (d) we obtain that V %H ¼ f1?fpgn1þ11 ?gnqþ1q : To
prove statement (e) only remains to show that the degree of V %H is m þ 1: We assume
that degreeðV %HÞ ¼ nam þ 1; and we shall arrive to a contradiction.
We write V ¼ V %H ¼ V0 þ V1 þ?þ Vn; P ¼ P0 þ P1 þ?þ Pm and Q ¼ Q0 þ
Q1 þ?þ Qm; where Vi; Pj and Qj are homogeneous polynomials of degree i and j
respectively, for i ¼ 0; 1;y; n and j ¼ 0; 1;y; m: Since V %H satisﬁes Eq. (2) it follows
that Vn satisﬁes the equation
Pm
@Vn
@x
þ Qm @Vn
@y
¼ @Pm
@x
þ @Qm
@y
 
Vn:
Therefore Vn is an inverse integrating factor for the homogeneous polynomial
differential system
’x ¼ Pm; ’y ¼ Qm: ð24Þ
But any homogeneous polynomial differential system also has the following inverse
integrating factor %V ¼ yPm  xQm; see Section 3. From Proposition 1, we obtain
that Vn= %V is a rational ﬁrst integral of system (24).
We know that the fi ¼ 0 are irreducible invariant algebraic curves of system (1) for
i ¼ 1;y; p: From the assumptions of statement (d) the functions expðhj=gnjj Þ are
exponential factors for j ¼ 1;y; q: So, if Kfi and KFj denote the cofactors of fi ¼ 0
and Fj ¼ expðhj=gnjj Þ respectively, we have that Xfi ¼ Kfi fi and XFj ¼ KFj Fj; where
X denotes the vector ﬁeld (5) associated to system (1). Since H is a ﬁrst integral of
system (1) we have
Xð f l11 ?f lpp Fm11 ?F
mq
q Þ ¼ ð f l11 ?f lpp Fm11 ?F
mq
q Þ
Xp
i¼1
li
Xfi
fi
þ
Xq
j¼1
mj
XFj
Fj
 !
¼ð f l11 ?f lpp Fm11 ?F
mq
q Þ
Xp
i¼1
liKfi þ
Xq
j¼1
mjKFj
 !
 0;
consequently
Xp
i¼1
liKfi þ
Xq
j¼1
mjKFj  0: ð25Þ
We recall that if f is a polynomial, then f˜ denotes the homogeneous part of f of
highest degree. We deﬁne
Xm ¼ Pm @
@x
þ Qm @
@y
;
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i.e. Xm is the vector ﬁeld associated to homogeneous polynomial differential system
(24). We claim that the function H˜ ¼ f˜ l11 ?f˜ lpp F˜ m11 ?F˜
mq
q ; where F˜j ¼ expðh˜j=g˜jÞ is a
ﬁrst integral for the homogeneous polynomial differential system (24).
Now we prove the claim. Since fi ¼ 0 is an invariant algebraic curve for system (1)
with cofactor Kfi ; it follows that f˜i ¼ 0 is an invariant algebraic curve for system (24)
with cofactor K˜f˜i : Since Fj is an exponential factor for system (1) with cofactor KFj ; it
follows that F˜j is an exponential factor for system (24) with cofactor K˜F˜j : Then, from
(25) it follows that
Xp
i¼1
liK˜f˜i þ
Xq
j¼1
mjK˜F˜j  0:
Therefore H˜ is a ﬁrst integral of system (24) because
Xmð f˜ l11 ?f˜ lpp F˜ m11 ?F˜
mq
q Þ ¼ ð f˜ l11 ?f˜ lpp F˜ m11 ?F˜
mq
q Þ
Xp
i¼1
li
Xmf˜i
f˜i
þ
Xq
j¼1
mj
XmF˜j
F˜j
 !
¼ð f˜ l11 ?f˜ lpp F˜ m11 ?F˜
mq
q Þ
Xp
i¼1
liK˜f˜i þ
Xq
j¼1
mjK˜F˜j
 !
 0:
In short, the claim is proved.
By assumption the ﬁrst integral H˜ of system (24) is multi-valued. Therefore we
have a contradiction, the homogeneous system (24) cannot have simultaneously the
rational ﬁrst integral Vn= %V and the multi-valued ﬁrst integral H˜: The only way to
overcome this contradiction is that n ¼ m þ 1; i.e. the function Vn= %V must be
constant, and consequently it is not a ﬁrst integral. Hence, the degree of V %H ¼
f1?fpg
n1þ1
1 ?g
nqþ1
q is m þ 1: &
In the particular case m1 ¼? ¼ mq ¼ 0 statement (d) of the Main Theorem can be
thought as a generalization of the following result due to Kooij and Christopher [20]
and independently to ’Zo"-adek [33].
Theorem 12. Consider an F-polynomial system (1) of degree m having q invariant
algebraic curves fi ¼ 0 such that the polynomials fi are irreducible in F½x; y	 and satisfy
that no more than two curves meet at any point of the plane F2 and are not tangent at
these points, no two curves have a common factor in their highest order terms, the sum
of the degrees of the curves is m þ 1: Then f1?fq is an inverse integrating factor and
f l11 ?f
lq
q for convenient liAF is a first integral of system (1).
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11. Darboux ﬁrst integral and limit cycles or foci
In this section we study real polynomial differential systems (1) having
simultaneously a Darboux ﬁrst integral (10) and a limit cycle or a focus.
We present two examples of these kind of systems. First, we consider the real cubic
polynomial differential system
’x ¼ y  xðx2 þ y2  1Þ; ’y ¼ x  yðx2 þ y2  1Þ: ð26Þ
This system has the algebraic invariant curve f1 ¼ x2 þ y2  1 ¼ 0 as an algebraic
limit cycle with cofactor Kf1 ¼ 2ðx2 þ y2Þ; and the focus f2 ¼ x2 þ y2 ¼ 0
with cofactor Kf2ðx; yÞ ¼ 2ðx2 þ y2  1Þ: Since the divergence of the system (26)
is equal to K1 þ K2; by Theorem 6(d) it follows that V ¼ f1 f2 is an inverse
integrating factor of degree 4 for system (26). Hence, computing the ﬁrst integral of
the system in polar coordinates ðx; yÞ ¼ ðr cos y; r sin yÞ we obtain Hðr; yÞ ¼ ðr2 
1Þ expð2yÞ=r2 ¼ C deﬁned on R2\fV ¼ 0g: We remark that H is not continuous on
fV ¼ 0g:
The second example is the following. We consider the real quadratic polynomial
differential system
’x ¼ y  4xy; ’y ¼ x þ x2 þ 2xy  y2: ð27Þ
This system has three invariant algebraic curves, one real and two complex
conjugated (see Proposition 2). Namely, f1 ¼ 1 4x; f2 ¼
ﬃﬃﬃ
2
p
y þ ðx þ y  1Þi and
f3 ¼
ﬃﬃﬃ
2
p
y  ðx þ y  1Þi with cofactors Kf1 ¼ 4y; Kf2 ¼ x  y 
ﬃﬃﬃ
2
p
xi and Kf3 ¼
x  y þ ﬃﬃﬃ2p xi; respectively. Since Kf1 þ ð2þ ﬃﬃﬃ2p iÞKf2 þ ð2 ﬃﬃﬃ2p iÞKf3 ¼ 0; from
Theorem 6(a) and (11) it follows that
H ¼ð1 4xÞð
ﬃﬃﬃ
2
p
y þ ðx þ y  1ÞiÞ2þ
ﬃﬃ
2
p
ið
ﬃﬃﬃ
2
p
y  ðx þ y  1ÞiÞ2
ﬃﬃ
2
p
i
¼ð1 4xÞ 2y2 þ ðx þ y  1Þ2
 2
exp 2
ﬃﬃﬃ
2
p
arctan
x þ y  1ﬃﬃﬃ
2
p
y
  
is a ﬁrst integral of system (27). Moreover,
V ¼ f1 f2 f3 ¼ ð1 4xÞð2y2 þ ðx þ y  1Þ2Þ
is an inverse integrating factor of system (27). This quadratic system has a center at
ð0; 0Þ whose periodic orbits ﬁll the half plane on the left-hand side of the invariant
straight line f1 ¼ 0; and it has an unstable focus at ð1; 0Þ whose unstable basin ﬁlls
the half plane on the right-hand side of f1 ¼ 0:
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For a real polynomial differential system the condition that H˜ in statement
(d) of the Main Theorem be a multi-valued function is equivalent to the
condition
Xp
i¼1
Im li arctan
Im f˜i
Re f˜i
 
a0;
see (11).
From statement (d) of the Main Theorem, the following result follows easily.
Corollary 13. Suppose that a real polynomial differential system (1) of degree m with P
and Q coprime has a Darboux first integral H given by (3) where the polynomials fi and
gj are irreducible, fiagj; the polynomials gj and hj are coprime in R½x; y	; expðhj=gnjj Þ
are exponential factors, the li and mj are either real numbers, or if some of them is
complex then it appears its conjugate, when i ¼ 1;y; p and j ¼ 1;y; q: If
H is complete and H˜ is multi-valued, then VlogðHÞ ¼ f1?fpgn1þ11 ?gnqþ1q is a polynomial
of degree m þ 1: If the system has foci or limit cycles, these are contained in
VlogðHÞ ¼ 0:
It is easy to verify that the previous two examples (26) and (27) satisfy the
assumptions of Corollary 13.
Using Corollary 13 we obtain for quadratic polynomial differential systems the
next result.
Corollary 14. Under the assumptions of Corollary 13 there are no real quadratic
systems ðm ¼ 2Þ with a Darboux first integral (3) and a limit cycle.
Proof. Let X be a quadratic vector ﬁeld (5) associated to a quadratic system (1)
satisfying the hypotheses of Corollary 13. We assume that X has a limit cycle and we
shall arrive to a contradiction.
From Corollary 13 we obtain that X has a polynomial inverse integrating factor V
of degree 3. From Section 1 we know that all limit cycles of X must be contained in
V ¼ 0: But V cannot be irreducible because it is proved that a quadratic system has
no algebraic limit cycles given by a cubic irreducible polynomial, see [7]. Then,
V must be the product of a linear factor V1 and a quadratic factor V2: Hence
the algebraic limit cycle must be V2 ¼ 0; because V1 ¼ 0 is an invariant straight
line.
Since a limit cycle of a quadratic vector ﬁeld X must surround a focus p (see [32]),
and X has a Darboux ﬁrst integral deﬁned, at least, on R2\fV ¼ 0g; it follows that V
must vanish on the focus pAR2: If VðpÞa0; then we would obtain a univalued ﬁrst
integral at p; which is not possible. Therefore, either V1ðpÞ ¼ 0 which is not possible
because the invariant straight line V1 ¼ 0 would intersect the limit cycle V2 ¼ 0; or
V2ðpÞ ¼ 0 which is not possible because V2 ¼ 0 would not be a limit cycle. This
completes the proof of the corollary. &
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