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Coherence and elicitability
Johanna F. Ziegel∗
Abstract
The risk of a financial position is usually summarized by a risk
measure. As this risk measure has to be estimated from historical
data, it is important to be able to verify and compare competing es-
timation procedures. In statistical decision theory, risk measures for
which such verification and comparison is possible, are called elic-
itable. It is known that quantile based risk measures such as value
at risk are elicitable. In this paper, Gneiting’s (2011) result of the
non-elicitability of expected shortfall is extended to all law-invariant
spectral risk measures unless they reduce to minus the expected value.
Hence, it is unclear how to perform forecast verification or comparison.
However, the class of elicitable law-invariant coherent risk measures
does not reduce to minus the expected value. We show that it consists
of certain expectiles.
Keywords: Coherent risk measures; Decision theory; Elicitability; Expected
shortfall; Expectiles; Law-invariant risk measures; Spectral risk measures
1 Introduction
Value at Risk (VaR) is the most common risk measure used in banking and
finance. The VaR at level α ∈ (0, 1) is given by
VaRα(Y ) = − inf{x ∈ R | FY (x) ≥ α},
where the financial position Y is a real-valued random variable, and FY is
its cumulative distribution function. In this paper, a positive value of Y
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denotes a profit. The sign convention we have chosen for VaR implies that
extreme losses correspond to levels α close to zero, and for Y ≤ 0, the risk
VaRα(Y ) will be non-negative. Since the influential paper of Artzner et al.
(1999) introduced coherent risk measures, VaR has frequently been criticized
as a risk measure because it fails to be subadditive, and hence it is not
coherent; see for example Acerbi (2002). Other authors have pointed out the
lack of VaR at level α to account for the size of losses beyond the level α
(Dan´ıelsson et al., 2001). Median shortfall at level α, or equivalently, VaR at
level (α+ 1)/2 (Kou et al., 2013), does account for the size of losses beyond
level α.
The Basel Committe on Banking Supervision (2012) has been investigat-
ing the points in favor of and against a change of the regulatory risk measure
from VaR to the coherent risk measure expected shortfall (ES), also known
as average or conditional value at risk, which is defined by
ESα(Y ) =
1
α
∫ α
0
VaRτ (Y )dτ.
From the perspective of coherent risk measures, ES is a better alternative
to VaR. It remedies both problems mentioned above: It is a coherent risk
measure, and it is sensitive to the sizes of the potential losses beyond the
threshold α. Other popular coherent risk measures are the so-called spectral
risk measures, which generalize ES (Acerbi, 2002).
However, despite their theoretical appeal, there are also major drawbacks
to using spectral risk measures in risk management, which should not be ne-
glected. Cont et al. (2010) show that there is a fundamental theoretical con-
flict between subadditivity and robustness of risk measurement procedures
for spectral risk measures; see also the related discussion in Kou et al. (2013,
Section 5). Cont et al. (2010) state
We hope to have convinced the reader that there is more to risk
measurement than the choice of a ‘risk measure’: statistical ro-
bustness, and not only ‘coherence’, should be a concern for regula-
tors and end-users when choosing or designing risk measurement
procedures. The design of robust risk estimation procedures re-
quires the explicit inclusion of the statistical estimation step in
the analysis of the risk measurement procedure.
The next steps beyond estimation are backtesting and forecast verification.
Backtesting refers to validating a given estimation procedure for a risk mea-
sure on historical data. In this paper, following the ideas of Gneiting (2011),
we consider risk measures from a forecasting perspective. With our knowl-
edge of today, we are trying to give the best possible point estimate of the
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risk measure for tomorrow, or ten days ahead, or for any other time point
in the future. There are numerous choices concerning models, methods and
parameters that have to be made to come up with predictions. Hence, for
a number of competing forecast or estimation procedures we would like to
decide which one performs best. If we restrict our attention to law-invariant
coherent risk measures as introduced by Kusuoka (2001) we can view them
as functionals on some set P of probability distributions on R. From the
viewpoint of statistical decision theory not all functionals allow for meaning-
ful point forecasts; see Gneiting (2011). Functionals for which meaningful
point forecasts and forecast performance comparisons are possible are called
elicitable; see Section 2 for details. One important example of elicitable
functionals are quantiles, hence VaR is elicitable.
Gneiting (2011) has shown that ES is not elicitable, which may be a
partial explanation for the difficulties with robust estimation and backtesting.
This raises the natural question whether there is a different option. Is there
any (interesting) law-invariant coherent risk measure that is also an elicitable
functional? We show that the only law-invariant spectral risk measure that
is also elicitable is minus the expected value:
ρ(Y ) = −E[Y ];
see Corollary 4.3. However, there are law-invariant coherent risk measures
that are elicitable. They are expectiles which were first introduced by Newey and Powell
(1987). The elicitability of expectiles is a simple corollary of their definition.
They have been considered as a risk measure by Kuan et al. (2009). Propo-
sition 4.4 shows that they are coherent risk measures. Very recently, and
independently of our work, a proof of this result also appears in Bellini et al.
(2013). Proposition 4.4 also identifies the minimal generating set of the
Kusuoka representation as defined in Pichler and Shapiro (2012, Definition
2.3). Expectiles are the only elicitable law-invariant coherent risk measures;
see Section 4.3.
In the literature, there are procedures for evaluating ES forecasts and
that allow for tests; see for example McNeil and Frey (2000); Christoffersen
(2003). However, these methods do not allow for a direct comparison and
ranking of the predictive performance of competing forecasting methods
(Gneiting, 2011).
The non-elicitability of spectral risk measures, and in particular of ES,
is the reason that there is no analogue to the quantile regression method
(Koenker, 2005) for these functionals, and no M-estimators can be con-
structed. Chun et al. (2012) construct a mixed quantile estimator for ES as
an approximation to an M-estimator. The recent contribution of Rockafellar et al.
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(2013) takes this approach further and proposes a framework for ‘generalized’
regression that is suitable for ES. However, the problem with forecast com-
parison remains.
The paper is organized as follows. In Section 2 we introduce the no-
tion of elicitability and describe its importance in point forecasting. A brief
introduction to law-invariant coherent risk measures is given in Section 3.
Section 4 contains the main results of the paper, showing in particular that
law-invariant spectral risk measures are not elicitable, and elaborating the
prominent role of expectiles as the only elicitable law-invariant coherent risk
measures. We conclude the paper with a discussion; see Section 5.
2 Elicitability
Let P be a class of probability measures on R with the Borel sigma algebra.
We consider a functional
ν : P → 2R, P 7→ ν(P ) ⊂ R,
where 2R denotes the power set of R. Often, but not always, ν(P ) is single
valued, for example if we consider the expectation functional E on the class
of all probability measures with finite mean. However, quantile functionals
may be set-valued. In the case of single valued functionals we will confound
the one-point set ν(P ) with its unique element.
In this paper we are interested in the statistical properties of functionals
that are law-invariant coherent risk measures; see Section 3. The following
Definitions 2.1 and 2.2 are central in the context of point forecasting; see
Gneiting (2011, Section 2) for a discussion of their historical background.
Let Y be a real-valued random variable, which models the future observation
of interest.
Definition 2.1. A scoring function s : R× R→ [0,∞) is consistent for the
functional ν relative to the class P, if
EP s(t, Y ) ≤ EP s(x, Y ) (1)
for all P ∈ P, all t ∈ ν(P ), and all x ∈ R. Here, Y has distribution P . It is
strictly consistent if it is consistent and equality in (1) implies that x ∈ ν(P ).
Given a consistent scoring function s for a functional ν, an optimal forecast
xˆ for ν(P ) is given by
xˆ = argminx EP s(x, Y ).
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Competing forecast procedures for ν can be compared using the scoring func-
tion s. Suppose that in n forecast cases we have point forecasts x
(k)
1 , . . . , x
(k)
n ,
k = 1, . . . , K, and realizing observations y1, . . . , yn. The index k numbers
the K competing forecast procedures. We can rank the procedures by their
average scores
s¯(k) =
1
n
n∑
i=1
s
(
x
(k)
i , yi
)
.
The consistency of the scoring rule for the functional ν ensures that accurate
forecasts of ν(P ) are rewarded. On the contrary, evaluating point forecasts
with respect to ‘some’ scoring function, which is not consistent for ν, may lead
to grossly misguided conclusions about the quality of the forecasts. A drastic
example is provided in the simulation study of Gneiting (2011, Section 1.2).
Summarized in rough terms, one can construct realistic examples where the
performance of skilful statistical forecasts is ranked worse than an ignorant
no-change forecast when evaluated by ‘some’ scoring function, such as the
absolute error or the squared error, for example. Therefore, point forecasts
for a functional ν have to be evaluated by means of a scoring function, which
is consistent for ν.
Definition 2.2. A functional ν is elicitable relative to the class P, if there
exists a scoring function s which is strictly consistent for ν relative to P.
Many interesting functionals are elicitable and a wealth of examples is
given in Gneiting (2011). The most prominent example concerning risk man-
agement may be VaR, which is essentially a quantile and as such elicitable.
The scoring functions that are consistent for α-quantiles have been character-
ized by Thomson (1979); Saerens (2000); see also Gneiting (2011, Theorem
9). Subject to some regularity and integrability conditions, they are given
by
s(x, y) = (1{x ≥ y} − α)(g(x)− g(y)), (2)
where g is an increasing function and 1 denotes the indicator function.
However, not all functionals are elicitable, the most striking example in
the present context being ES. The following necessary condition is due to
Osband (1985); see also Lambert et al. (2008). As this theorem is central to
the results presented in this paper, we provide a proof.
Theorem 2.1 (Osband). An elicitable functional ν has convex level sets in
the following sense: If P0 ∈ P and P1 ∈ P, and P
∗ = pP0 + (1 − p)P1 ∈ P
for some p ∈ (0, 1), then t ∈ ν(P0) and t ∈ ν(P1) imply t ∈ ν(P
∗).
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Proof. Let s be a strictly consistent scoring function for ν and let P0, P1, P
∗,
p and t be as required in the Theorem. Then we obtain for any x ∈ R that
EP ∗s(t, Y ) = pEP0s(t, Y ) + (1− p)EP1s(t, Y )
≤ pEP0s(x, Y ) + (1− p)EP1s(x, Y ) = EP ∗s(x, Y ),
hence t ∈ ν(P ∗).
3 Coherent risk measures
Let (Ω,F ,P) be a standard probability space without atoms. A coherent
risk measure is a map ρ : L∞(Ω,F ,P) → R, which fulfils the following
four properties. It is monotone, so X ≥ Y implies ρ(X) ≤ ρ(Y ); it is
subadditive, that is ρ(X + Y ) ≤ ρ(X) + ρ(Y ) for all X, Y ∈ L∞(Ω,F ,P);
it is positively homogeneous, i.e. for λ ≥ 0, it holds that ρ(λY ) = λρ(Y ).
Finally, it is translation invariant in the sense that for all a ∈ R, we have
ρ(Y + a) = ρ(Y )− a.
Coherent risk measures were introduced by Artzner et al. (1999); see
also Delbaen (2002) and Fo¨llmer and Schied (2004, Chapter 4). All com-
mon coherent risk measures used in applications, share the property of law-
invariance. That is, if X and Y have the same distribution P on R, then
ρ(P ) := ρ(X) = ρ(Y ).
Law-invariant risk measures were characterized by Kusuoka (2001). His re-
sult was strengthened by Jouini et al. (2006). We summarize the result that
is relevant for this paper in the following theorem; compare Jouini et al.
(2006, Theorem 2.1). LetP denote the set of all probability measures on [0, 1]
with the weak topology. For a cumulative distribution function F : R→ [0, 1]
we define its generalized inverse or quantile function by
F−1 : [0, 1]→ R, α 7→ inf{x ∈ R | F (x) ≥ α}.
Theorem 3.1 (Kusuoka). Let ρ be a law-invariant coherent risk measure.
Then there exists a closed convex set M⊂ P such that
ρ(Y ) = − inf
m∈M
∫
[0,1]
Uα(Y )dm(α),
where
Uα(Y ) :=
1
α
∫ α
0
F−1Y (u)du, α ∈ (0, 1],
and U0(Y ) = ess inf Y .
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For m ∈ P, Y ∈ L∞(Ω,F ,P) we define
νm(Y ) =
∫
[0,1]
Uα(Y )m(dα). (3)
Up to the sign, the νm are exactly the spectral risk measures of Acerbi (2002).
The following alternative representation of νm will be useful in the following.
It is a direct consequence of Fubini’s theorem.
νm(Y ) =
∫
(0,1]
Uα(Y )m(dα) +m({0})U0(Y )
=
∫
(0,1]
1
α
∫
(0,1]
1{u ≤ α}F−1Y (u)du m(dα) +m({0})U0(Y )
=
∫
(0,1]
∫
[u,1]
1
α
m(dα)F−1Y (u)du+m({0})U0(Y )
= E(gm(U)F
−1
Y (U)) +m({0})U0(Y ), (4)
where U is standard uniformly distributed, and gm : (0, 1]→ [0,∞) is given
by
gm(u) =
∫
[u,1]
1
α
m(dα).
Following Pichler and Shapiro (2012) we call gm the spectral function of m ∈
P. It is left-continuous, decreasing and
∫ 1
0
gm(u)du = m((0, 1]) ≤ 1. This im-
plies in particular that the functional νm(Y ) is finite for all Y ∈ L
∞(Ω,F ,P).
We call the function p 7→
∫ 1
p
gm(u)du the integrated spectral function ofm. As
νm is law-invariant, we will also write νm(P ) := νm(Y ) if Y has distribution
P .
4 Coherence and elicitability
4.1 Coherent functionals with convex level sets
If a functional ν is not elicitable with respect to a class of probability distribu-
tions P0, then it cannot be elicitable with respect to any larger class P ⊃ P0.
In particular, if the functional ν does not have convex level sets in the sense
of Theorem 2.1 for some class P0, it will fail to have convex level sets for any
larger class P containing P0. A simple class P
∗ of probability distributions,
that has proven useful to show the violations of the necessary condition for
elicitability in Theorem 2.1 is the class of two-point distributions, that is
P∗ = {pδx + (1− p)δy | x, y ∈ R, p ∈ [0, 1]}, (5)
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where δx is the Dirac measure at the point x ∈ R.
The following theorem summarizes the main results of this paper.
Theorem 4.1. Let P∗ be the class of two-point distributions on R; see (5).
Let M ⊆ P be a closed set of probability measures on [0, 1], that does not
contain δ0. If the functional
ν : P∗ → R, P 7→ ν(P ) = inf
m∈M
νm(P ),
with νm defined at (3), has convex level sets, then m({0}) = 0 for all m ∈M,
and there exists a C ∈ (0, 1] such that all probability measures
mp =
p(1− C)
p(1− C) + C
δp +
C
p(1− C) + C
δ1, p ∈ (0, 1), (6)
are contained in M. Furthermore, for all measures m ∈ M, there exists a
q ∈ (0, 1) such that∫ 1
p
gm(v)dv ≥
∫ 1
p
gmq(v)dv, p ∈ [0, 1], (7)
and ∫ 1
p
gm(v)dv ≥
C(1− p)
C(1− p) + p
, p ∈ [0, 1]. (8)
The lower bound in (8) and the integrated spectral functions of mp are
illustrated in Figure 1. We would like to give a short summary of the proof
of Theorem 4.1. The details are deferred to Section 4.4.
For a two-point distribution pδx + (1 − p)δy it is possible to calculate
that ν(pδx + (1 − p)δy) = αpx + (1 − αp)y for some αp ∈ [0, 1]. It follows
from the properties of ν as a risk measure that αp > 0. The assumption
δ0 6∈ M is necessary to guarantee that for some p ∈ (0, 1) we have αp < 1.
Exploiting the convexity of level sets as given by Theorem 2.1, first we show
that αp ∈ (0, 1) for all p ∈ (0, 1), and then we derive an explicit formula for
αp in terms of C and p.
Remark. Weber (2006) also studied law-invariant risk measures with convex
level sets. His motivation came from considerations of dynamic consistency of
risk measures, which he shows to be closely related to convexity of level sets.
Weber (2006, Theorem 3.1) is more general than Theorem 4.1 in the sense
that not only coherent risk measures are considered and that it provides a
characterization instead of a necessary condition. However, his result requires
regularity assumptions on the risk measure under consideration, which we do
not impose in this work. See also the remarks in Section 4.2 and 4.3.
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4.2 Spectral risk measures
The first corollary to Theorem 4.1 shows that none of the coherent risk
measures considered in Pichler and Shapiro (2012, Example 3) are elicitable,
unless they reduce to minus the expected value.
Corollary 4.2. Suppose the functional ν in Theorem 4.1 has convex level
sets and there is a finite set M0 ⊂ P, δ0 6∈ M0 such that
ν(P ) = inf
m∈M0
νm(P ), P ∈ P
∗,
then M0 = {δ1} and
ν(P ) = EP (Y ).
Proof. By Theorem 4.1 the closed set M0 is uncountable unless C = 1. If
C = 1, then the lower bound in (8) is 1− p, which is the integrated spectral
function of δ1. The claim follows directly from Dana (2005, Lemma 2.2).
Now, it follows easily that elicitable spectral risk measures are essentially
the expected value.
Corollary 4.3. Spectral risk measures, other than minus the expected value,
are not elicitable relative to any class of probability distributions that contains
the two-point distributions.
Proof. It is a direct consequence of Theorem 2.1 and Corollary 4.2 that any
spectral risk measure, which is not minus the essential infimum, is not elic-
itable unless it is minus the expected value. Therefore, it only remains to
show that ess inf(Y ) is not an elicitable functional relative to the class of
two-point distributions. Suppose the contrary, and let S be a strictly con-
sistent scoring function. If Y = a almost surely for some a ∈ R, then
ES(x, Y ) = S(x, a) and we obtain S(a, a) < S(x, a) for all x ∈ R \ {a}. If Y
has distribution pδa + (1− p)δb with a < b and p ∈ (0, 1], we obtain
pS(x, a) + (1− p)S(x, b) > pS(a, a) + (1− p)S(a, b), x ∈ R \ {a}.
With x = b and letting p → 0, we obtain S(b, b) ≥ S(a, b), a contradiction.
Remark. While the proof of Corollary 4.3 shows that ess inf(Y ) is not elic-
itable relative to the class of two-point distributions, it is easy to check that
the interval (−∞, ess inf(Y )] is elicitable. Strictly consistent scoring func-
tions are given at (2) with α = 0 and any strictly increasing function g.
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Gneiting (2011, Theorem 11) shows that ES is not elicitable with respect
to any class of probability measures that contains the measures with finite
support, or the finite mixtures of absolutely continuous distributions with
compact support. In both cases the proof is done by showing a violation
of the necessary condition of convex level sets given in Theorem 2.1. We
believe that it is possible to modify the proof of Theorem 4.1 using mixtures
of absolutely continuous distributions with compact support instead of two-
point distributions. However, the details remain to be worked out and are
likely to be rather technical.
Remark. While the result that ES is not elicitable is due to Gneiting (2011),
the non-convexity of its level sets already appears in Weber (2006, Example
3.4).
4.3 Expectiles
Theorem 4.1 provides an upper and a lower bound on a potentially elicitable
law-invariant coherent risk measures ρ via the provided restrictions on the
integrated spectral functions. This is illustrated in Figure 1, and details are
given below.
Let M⊂ P be a closed set such that
ρ(X) = − inf
m∈M
νm(X), X ∈ L
∞(Ω,F ,P).
By Dana (2005, Lemma 2.2) equation (8) of Theorem 4.1 implies that there
exists a C ∈ (0, 1] such that
ρ(X) ≤ uC(X) := −
∫ 1
0
C
(v + C(1− v))2
F−1X (v)dv.
The map uC : L
∞(Ω,F ,P) → R is a spectral risk measure with spectral
function g(v) = C/(v + C(1 − v))2 for v ∈ (0, 1]. The associated measure
m ∈ P has density 2C(1 − C)v/(v + C(1 − v))3 on (0, 1) and a point mass
C at v = 1. The integrated spectral function
∫ 1
p
g(v)dv is illustrated as a
dashed line in Figure 1. By Corollary 4.3, the spectral risk measure uC is not
elicitable unless C = 1. In this case, it reduces to minus the expected value.
We define
MC := {mp ∈ P | p ∈ (0, 1)},
where mp is given at (6) and
lC(X) := − inf
m∈MC
νm(X), X ∈ L
∞(Ω,F ,P). (9)
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By Theorem 4.1 we immediately obtain ρ(X) ≥ lC(X). Invoking Dana (2005,
Lemma 2.2) equation (7) yields ρ(X) ≤ lC(X), hence ρ(X) = lC(X). In
the remainder of this section we characterize the law-invariant coherent risk
measure lC .
As introduced in Newey and Powell (1987), the τ -expectile µτ (X), τ ∈
(0, 1), of a random variable with finite mean is the unique solution x = µτ (X)
to the equation
τ
∫ ∞
x
(y − x)dFX(y) = (1− τ)
∫ x
−∞
(x− y)dFX(y). (10)
Bellini et al. (2013) show that (up to the sign) expectiles are law-invariant
coherent risk measures for τ ∈ (0, 1/2]. As mentioned in introduction, expec-
tiles are elicitable. The scoring functions that are consistent for τ -expectiles
were recently characterized by Gneiting (2011, Theorem 10). Subject to some
regularity and integrability conditions, they are given by
s(x, y) = |1{x ≥ y} − τ |(g(y)− g(x)− g′(x)(y − x)),
where g is a convex function with subgradient g′. The prominent role of
expectiles as the only elicitable law-invariant coherent risk measures is un-
derlined by the following proposition.
Proposition 4.4. The law-invariant coherent risk measure lC defined at (9)
is minus the τ -expectile for
τ :=
C
C + 1
∈ (0, 1
2
].
Proof. Let X a random variable with finite first moment, F := FX , and
µ := µτ (X) its τ -expectile with τ = C/(C + 1). We define
p∗ := F (µ).
We will show that νmp∗ (X) = µ and that νmp(X) is minimal at p = p
∗. If
F is continuous the latter claim can alternatively be shown by methods of
calculus. We show the claims directly in order to avoid case distinctions.
For p ∈ (0, 1), we obtain with mp defined at (6)
νmp(X) =
1
p(1− C) + p
∫ p
0
F−1(v)dv +
C
p(1− C) + p
∫ 1
p
F−1(v)dv
=
1
p(1− C) + p
∫ F−1(p)
−∞
ydF (y) +
C
p(1− C) + p
∫ ∞
F−1(p)
ydF (y)
+
1− C
p(1− C) + p
F−1(p)(p− F (F−1(p))),
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where we used Acerbi and Tasche (2002, Proposition 3.2) in the second step.
Newey and Powell (1987, Theorem 1) show that p∗ ∈ (0, 1). Using (10)
we obtain∫ µ
−∞
ydF (y) + C
∫ ∞
µ
ydF (y)
=
∫ µ
−∞
ydF (y) + C
∫ ∞
µ
µdF (y) +
∫ µ
−∞
µdF (y)−
∫ µ
−∞
ydF (y)
= Cµ(1− F (µ)) + µF (µ) = µ(p∗(1− C) + C). (11)
Let ε ≥ 0 such that p := p∗ + ε ∈ (0, 1). Then, using equation (11) and
partial integration, we obtain
νmp(X) =
1
p(1− C) + C
(∫ µ
−∞
ydF (y) + C
∫ ∞
µ
ydF (y)
+
∫ F−1(p)
µ
ydF (y)− C
∫ F−1(p)
µ
ydF (y)
+ (1− C)F−1(p)(p− F (F−1(p)))
)
=
µ(p∗(1− C) + C)
p(1− C) + C
+
1− C
p(1− C) + C
(
F−1(p)F (F−1(p))− µF (µ)
−
∫ F−1(p)
µ
F (t)dt+ F−1(p)p− F−1(p)F (F−1(p))
)
= µ−
µε(1− C)
p(1− C) + C
+
1− C
p(1− C) + C
(
F−1(p)p− µp+ µε−
∫ F−1(p)
µ
F (t)dt
)
= µ+
1− C
p(1− C) + C
(
p(F−1(p)− µ)−
∫ F−1(p)
µ
F (t)dt
)
.
The last term in the above equation is always non-negative. It vanishes for
p = p∗, hence νmp∗ (X) ≤ νmp(X) for all p ≥ p
∗. The argument for p ≤ p∗ is
completely analogous.
Remark. Expectiles as coherent risk measures also appear implicitly in Weber
(2006, Corollary 3.2). He shows that the shortfall risk measure with loss
function ℓ(x) = αx+ − βx− for α ≥ β > 0 is coherent. Such a short-
fall risk measure is equal to the minus the τ -expectile with τ = β/(α +
12
00.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 1
C = 0.3
0
0.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 1
C = 0.6
Figure 1: Integrated spectral functions. In both panels, the dashed lines
are the integrated spectral functions of −uC , and the solid lines are those of
νm0.3 and νm0.8 as examples. For comparison, the dotted line is the integrated
spectral function of −ESC .
β). However, Weber (2006) did not draw the connection to the expectiles
(Newey and Powell, 1987) in the statistical literature. Under the additional
regularity assumptions (3.1) and (1) of Weber (2006, Theorem 3.1), Weber
(2006, Corollary 3.1) characterizes all coherent risk measures with convex
level sets as minus τ -expectiles with τ ∈ (0, 1/2]. Theorem 4.1 shows that
these conditions are not necessary for the characterization in the coherent
case.
4.4 Proof of Theorem 4.1
For each m ∈M, 0 < p1 ≤ p2 ≤ 1, we define
Pm(p1, p2) =
∫ p2
p1
gm(v)dv, Pm(0, p2) =
∫ p2
0
gm(v)dv +m({0})
Using Fubini we obtain
Pm(p1, p2) =
∫ p2
p1
∫
[v,1]
1
α
m(dα)dv
=
∫
[p1,1]
1
α
∫ α∧p2
p1
dvm(dα) =
∫
[p1,1]
α ∧ p2 − p1
α
m(dα) (12)
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For all q ∈ (0, 1], the set
Cq = {(Pm(0, q), Pm(q, 1)) ∈ R
2 | m ∈M}
is a subset of the unit simplex in R2 because Pm(0, q)+Pm(q, 1) = 1. The set
Cq is also closed, which can be seen using Helly’s theorem, the fact that M
is closed, and the representation of of Pm(q, 1) at (12). Let αq := sup{α ∈
[0, 1] | (α, 1 − α) ∈ Cq} be the lower boundary point of Cq; see Figure 2 for
an illustration. As Cq is closed, the supremum is attained and there is an
mq ∈M such that Pmq(0, q) = αq. Note that αq > 0. Suppose the contrary,
then ∫ q
0
gmq(v)dv +mq({0}) = 0,
which implies mq({0}) = 0 and gmq(v) = 0 for v ∈ (0, q], hence gmq ≡ 0
because gmq is decreasing and non-negative. This is a contradiction because∫ 1
0
gm(v)dv +m({0}) = m([0, 1]) = 1.
The function (0, 1]→ (0, 1], q 7→ αq is increasing. Define
q∗ := inf{q ∈ (0, 1] | αq = 1}. (13)
If q∗ = 0, then αq = 1 for all q ∈ (0, 1], hence 1−αq =
∫ 1
q
gmq(v)dv = 0. This
implies mq((q, 1]) = 0 for all q ∈ (0, 1], and hence mq converges weakly to δ0
as q → 0. As M is closed this is a contradiction to the assumption δ0 6∈ M.
Therefore, q∗ > 0. We will conclude later that, actually, q∗ = 1.
Let A = {x = (x1, x2) ∈ R
2 | x1 ≤ x2}. For (x1, x2) ∈ A, p ∈ [0, 1] the
distribution function F of pδx1 + (1− p)δx2 has generalized inverse F
−1(v) =
x11{v ≤ p}+ x21{v > p}, v ∈ (0, 1]. This yields using (4)
νm(pδx1 + (1− p)δx2) = x1
∫ p
0
gm(v)dv + x2
∫ 1
p
gm(v)dv +m({0})x1
= Pm(0, p)x1 + Pm(p, 1)x2,
hence
ν(pδx1 + (1− p)δx2) = inf
m∈M
νm(pδx1 + (1− p)δx2)
= inf
(α,1−α)∈Cp
(
αx1 + (1− α)x2
)
= αpx1 + (1− αp)x2 = νmp(pδx1 + (1− p)δx2).
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(αq, 1− αq)
Cq
A
(1,1)
1
1
Figure 2: Illustration of the construction in the proof of Theorem 4.1.
Let x1 = x2 = 1, q ∈ (0, q
∗). Then 0 < αq < 1. All y = (y1, y2) ∈ A with
ν(δ1) = 1 = ν(qδy1 + (1− q)δy2) are given by
y1 = 1− c, y2 = My1 + a
for M = −αq/(1 − αq) ∈ (−∞, 0), a = 1 −M and c ≥ 0; cf. Figure 2. Note
that y1 ≤ x1 ≤ x2 ≤ y2. Convexity of the level sets of ν implies that for all
m ∈M, all v ∈ (0, 1] and all c > 0, we have
1 ≤ νm
(
v(qδy1 + (1− q)δy2) + (1− v)(qδx1 + (1− q)δx2)
)
= Pm(0, qv)y1 + Pm(qv, q)x1 + Pm(q, 1− v + qv)x2 + Pm(1− v + qv, 1)y2
= νm(δ1) + Pm(0, qv)(y1 − x1) + Pm(1− v + qv, 1)(y2 − x2)
= 1− cPm(0, qv)− cMPm(1− v + qv, 1),
hence,
Pm(0, qv) ≤
αq
1− αq
Pm(1− v + qv, 1). (14)
We have limv↓0 Pm(0, qv) = m({0}), and limv↓0 Pm(1−v+qv, 1) = Pm(1, 1) =
0, hence it follows that m({0}) = 0 for all m ∈ M. Equation (14) also
implies that gm(v) > 0 for all v ∈ (0, 1), m ∈ M. Suppose the contrary.
Then there is a w∗ ∈ (0, 1) such that gm(v) = 0 for all v ∈ (w
∗, 1], which
implies Pm(1− v
∗+ qv∗, 1) = 0 for some v∗ ∈ (0, 1). Now (14) yields gm ≡ 0,
which is a contradiction because m({0}) = 0. Going back to the definition
of q∗ at (13) we obtain in particular that 1 − αp =
∫ 1
p
gmp(v)dv > 0 for all
p ∈ (0, 1). Therefore, q∗ = 1.
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For m = mq we obtain
Pmq(0, qv) ≤
Pmq(0, q)
Pmq(q, 1)
Pmq(q + (1− q)(1− v), 1),
hence
Pmq(0, qv)
(
Pmq(q, 1− v + qv) + Pmq(1− v + qv, 1)
)
≤
(
Pmq(0, qv) + Pmq(qv, q)
)
Pmq(1− v + qv, 1)
which yields
Pmq(0, qv)Pmq(q, 1− v + qv) ≤ Pmq(qv, q)Pmq(1− v + qv, 1).
Monotonicity of gm yields
qvgmq(qv)(1− q)(1− v)gmq(1− v + qv) ≤ Pmq(0, qv)Pmq(q, 1− v + qv)
≤ Pmq(qv, q)Pmq(q + (1− q)(1− v), 1)
≤ q(1− v)gmq(qv+)v(1− q)gmq((1− v + qv)+),
hence we obtain
Pmq(0, qv)Pmq(q, 1− v + qv) = Pmq(qv, q)Pmq(1− v + qv, 1). (15)
Equation (15) implies that
cq :=
αq
1− αq
=
Pmq(0, q)
Pmq(q, 1)
=
Pmq(0, qv)
Pmq(1− v + qv, 1)
=
Pmq(qv, q)
Pmq(q, 1− v + qv)
, (16)
therefore
q
1− q
gmq(qv)
gmq((1− v + qv)+)
≤
Pmq(0, qv)
Pmq(1− v + qv, 1)
= cq =
=
Pmq(qv, q)
Pmq(q, 1− v + qv)
≤
q
1− q
gmq(qv+)
gmq(1− v + qv)
,
and hence
cq(1− q)gmq((1− v(1− q))+) = qgmq(qv) (17)
for all v ∈ (0, 1]. The left-hand side is increasing in v, whereas the right-hand
side is decreasing in v. Both sides are left-continuous. This implies that
gmq(w) =
{
c1, w ∈ (0, q],
c2, w ∈ (q, 1],
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for two constants c1 ≥ c2. We have
1 = mq((0, 1]) =
∫ 1
0
gm(v)dv = qc1 + (1− q)c2
and by (17)
cq(1− q)c2 = qc1,
hence
1 = cq(1− q)c2 + (1− q)c2 = c2(1− q)(1 + cq)
which yields
gmq(w) =
{
αq/q, w ∈ (0, q],
(1− αq)/(1− q), w ∈ (q, 1].
(18)
The inequality c1 ≥ c2 is equivalent to αq ≥ q. By the definition of gmq and
(18) we obtain that
mq = dq,1δq + dq,2δ1,
where dq,1, dq,2 fulfil dq,1 + dq,2 = 1,
dq,2 = gmq(1) =
1− αq
1− q
.
Therefore
dq,1 = 1− dq,2 =
αq − q
1− q
.
For any m ∈M equation (14) implies
q
1− q
gm(qv)
gm((1− v + qv)+)
≤
Pm(0, qv)
Pm(1− v + qv, 1)
≤
αq
1− αq
. (19)
If p < q ∈ (0, 1), let v = p/q. Then the above inequality implies
q
1− q
αp(1− p)
(1− αp)p
≤
αq
1− αq
.
On the other hand, we also obtain with v < (1− p)/(1− q), that
p
1− p
αq(1− q)
(1− αq)q
≤
αp
1− αp
.
Hence for p, q ∈ (0, q∗) we obtain that
(1− αq)q
αq(1− q)
=
(1− αp)p
αp(1− p)
=: C ∈ (0, 1].
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If C = 0, this implies αp = 1, which is a contradiction. This means that we
can express αp in terms of C and p ∈ (0, 1) as
αp =
p
C(1− p) + p
.
Let m ∈M. To show equation (7), observe that m({0}) = 0 implies that∫ 1
0
gm(v)dv = 1. Therefore, it suffices to show that there exists q ∈ (0, 1)
with gm(0+) ≤ gmq(0+) and gm(1) ≥ gmq(1) due to the convexity of the
integrated spectral function p 7→
∫ 1
p
gm(v)dv and the piecewise linearity of
p 7→
∫ 1
p
gmq(v)dv; cf. Figure 1.
Equation (19) implies
gm(pv) ≤
1
C
gm(1− v + pv)
for p ∈ (0, 1), v ∈ (0, 1]. Taking the limit as v ↓ 0 yields
1 ≤ gm(0+) ≤
1
C
gm(1) ≤
1
C
.
Suppose first that C ∈ (0, 1). In this case we have that gm(0+) < 1/C. If we
suppose on the contrary that gm(0+) = 1/C it follows that gm(1) = 1, hence
m = δ1, which in turn implies gm(0+) = 1, a contradiction. If gm(0+) = 1,
then (7) holds for all q ∈ (0, 1). If gm(0+) > 1, then there exists a q ∈ (0, 1)
such that gmq(0+) = 1/(C(1 − q) + q) = gm(0+). Furthermore, it follows
that
Cgm(0+) =
C
C(1− q) + q
= gmq(1) ≤ gm(1).
The case C = 1 is easy.
The last claim of the theorem follows because
1− αp =
C(1− p)
C(1− p) + p
= inf
m∈M
∫ 1
p
gm(v)dv.
5 Discussion
In this paper we have shown that spectral risk measures are not elicitable, so
it is unclear if and how it is possible to rank different point forecasts for such
measures in a decision theoretically sound manner. In other words, objective
comparison of competing estimation procedures for spectral risk measures
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is difficult, if not impossible. This does not imply that it is impossible to
perform backtests for a specific estimation procedure under fixed model as-
sumptions. However, if one needs to decide between two estimation methods,
the values of the test statistic used for backtesting should not be used for a
quality ranking of the methods. Such a ranking should only be done through
consistent scoring functions, which do not exist for spectral risk measures.
A possible solution to the problem could be working with probabilistic
forecasts for Y in the following way. Suppose that an empirical loss distribu-
tion FˆY for FY has been estimated. Usually, using this estimated distribution,
the forecast ρ(FˆY ) for the risk measure ρ(Y ) = ρ(FY ) of Y is calculated, and
all further verification and backtesting of the model and estimation proce-
dure are solely based on ρ(FˆY ). Alternatively, one could directly assess the
probabilistic forecast FˆY ; see for example Diebold et al. (1998); Berkowitz
(2001). Competing forecasts could be compared using proper scoring rules;
see for example Gneiting and Raftery (2007). Gneiting and Ranjan (2011)
propose a method to compare density forecasts with emphasis on different
regions of interest, such as the center or the tails of the distributions. If the
aim is to accurately predict a functional focussed on the tails, such as ES,
this approach seems promising.
McNeil and Frey (2000) propose a statistic, called exceedance residuals,
for backtesting ES, which can be interpreted as a score, and is used as such
in Chun et al. (2012, Section 5); see also McNeil et al. (2005, Section 4.4.3).
This score is not a scoring function in the sense of this paper, as it depends on
two functionals of the future outcome Y , namely on VaRα(Y ) and ESα(Y ).
Potentially, it is necessary and useful to extend the concept of elicitability in
order to put their construction into a decision theoretic framework. A useful
notion may be k-elicitability as introduced in Lambert et al. (2008, Definition
11). It is an interesting open question whether the bivariate functional of
VaRα and ESα is 2-elicitable.
Finally, Cont et al. (2010) propose to rethink the necessity of the sub-
additivity axiom as it is in conflict with robustness of risk measurement
procedures for spectral risk measures; cf. Section 1. Supporting their sugges-
tion, we believe that elicitability is also a crucial requirement that should be
taken into consideration when choosing a risk measure, if probabilistic fore-
cast evaluation is not an option. Given their appealing statistical properties,
the potential of expectiles as risk measures should be further investigated.
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