Fermionic algebraic quantum spin liquid in an octa-kagome frustrated
  antiferromagnet by Peng, Cheng et al.
ar
X
iv
:1
70
5.
06
00
6v
1 
 [c
on
d-
ma
t.s
tr-
el]
  1
7 M
ay
 20
17
Fermionic algebraic quantum spin liquid in an octa-kagome´ frustrated antiferromagnet
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We investigate the ground state and finite-temperature properties of the spin-1/2 Heisenberg antiferromagnet
on an infinite octa-kagome´ lattice by utilizing state-of-the-art tensor network-based numerical methods. It is
shown that the ground state has a vanishing local magnetization and possesses a 1/2-magnetization plateau with
up-down-up-up spin configuration. A quantum phase transition at the critical coupling ratio Jd/Jt = 0.6 is found.
When 0 < Jd/Jt < 0.6, the system is in a valence bond state, where an obvious zero-magnetization plateau is
observed, implying a gapful spin excitation; when Jd/Jt > 0.6, the system exhibits a gapless excitation, in which
the dimer-dimer correlation is found decaying in a power law, while the spin-spin and chiral-chiral correlation
functions decay exponentially. At the isotropic point (Jd/Jt = 1), we unveil that at low temperature (T ) the
specific heat depends linearly on T , and the susceptibility tends to a constant for T → 0, giving rise to a Wilson
ratio around unity, implying that the system under interest is a fermionic algebraic quantum spin liquid.
PACS numbers: 75.10.Jm, 75.10.Kt, 75.60.Ej, 05.10.Cc
I. INTRODUCTION
Quantum spin liquid (QSL),1 also known as quantum dis-
order or quantum paramagnet, has received considerable at-
tention since it was proposed to describe a possible magnetic
disordered state in interacting spin systems even at temper-
ature down to zero. It is intuitive that in two-dimensional
(2D) quantum spin models highly geometric frustration and
low coordination number usually lead to strong quantum fluc-
tuations, capable of destroying the semi-classical long range
orders in the ground state, and thereby inclining to generate a
QSL.2 In the past decades, there have been extensive numer-
ical simulations3–7 and experimental efforts8,9 showing that
the spin-1/2Heisenberg antiferromagneticmodel (HAFM) on
kagome´ lattice is the most promising QSL candidate. How-
ever, since the intractability of the quantum frustrated system,
some unsettled issues are still remaining in hot debate, e.g.,
whether the ground state of kagome´ HAFM is a gapped Z2
spin liquid or a gapless Dirac QSL.
Recently, a series of new layered compounds
BiOCu2(XO3)(S O4)(OH) · H2O, (X = Te, S e) were
discovered10,11. The 2D framework built by magnetic Cu2+
ions in these compounds shows an extremely unique lattice
(see Fig. 1). Such a lattice, we dub it as octa-kagome´
lattice (OKL), does not belong to any of the 2D uniform
Archimedean lattices, which has not been considered before.
OKL can be regarded as a variant of the standard kagome´
lattice by inserting a dimer between the corner sharing
triangles along one direction, which can also be viewed as
corner and edge sharing octagons. Owing to strong geometric
frustrations and lower coordination numbers in OKL, the
spin-1/2 HAFM on OKL could be a long-sought QSL
candidate more promising and intriguing than on kagome´
lattice.
Motivated by the newly synthesized layered compounds
BiOCu2(XO3)(S O4)(OH) ·H2O, (X = Te, S e), we shall study
systematically, for the first time, the ground state and ther-
modynamic properties of the spin-1/2 HAFM on OKL using
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FIG. 1. (Color online) Structure of the octa-kagome´ lattice (OKL).
It can be obtained by stretching the triangles in kagome´ lattice (KL)
along the horizontal direction. If one stretches all three directions of
the triangles in KL, it will end up with a star lattice. The OKL can
also be viewed as corner and edge sharing octagons. The blue balls
represent spins sitting on the lattice site, and the red dashed parallel-
ogram depicts a four-site unit cell, where a1 and a2 are basis vectors.
Jt (black) and Jd (orange) denote Heisenberg exchange couplings
between nearest neighbor spins inside triangles and inter-triangles,
respectively.
state-of-the-art tensor network (TN)-based numerical meth-
ods. Our results show that the system under investigation pos-
sesses a ferminonic algebraic QSL phase. This paper is orga-
nized as follows: In Sec. II, the model and TN-based simulat-
ing methods are described in detail. In Sec. III, by calculating
the local magnetization, we shall show that the ground state of
this system is magnetically disordered. In Sec. IV, the spatial
dependence of spin-spin, dimer-dimer and chiral-chiral cor-
relation functions of the system under interest in the ground
state will be given. In Sec. V, the magnetic curves and the
phase diagram in the ground state are presented. In Sec. VI,
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FIG. 2. (Color online) (a) The corresponding ground state TN rep-
resentation on OKL (black dash). (b) The unit cell containing two
non-equivalent tensors A (red circle) and B (green circle), and three
different diagonal matrices λ1 (blue diamond), λ2 (pink diamond) and
λ3 (yellow diamond).
the temperature dependence of specific heat and susceptibility
will be discussed. Finally, we give a conclusion in Sec. VII.
II. MODEL AND METHODS
The Hamiltonian under interest reads
H = Jd
∑
<i j>
Si · S j + Jt
∑
<lm>
Sl · Sm − h
∑
i
S z
i
, (1)
where Si is the spin operator on the ith site, Jd (Jt) is the cou-
pling constant between nearest neighbor spins standing inside
the dimer (triangle), as indicated in Fig. 1, and h is the mag-
netic field. We set Jt = 1 as energy scale.
It is usually challenging to simulate quantum many-body
systems. Due to strong correlations and quantum fluctuations,
most traditional methods fail to capture their novel proper-
ties. For example, mean-field theories underestimate long
range fluctuations that may be critically important to the ex-
otic many-body phenomena; quantum Monte Carlo suffers
from the notorious sign-problem20when calculating frustrated
spin models as well as fermionic models away from the half
filling; etc.
In this work, we use state-of-the-art TN algorithms to ex-
plore the spin-1/2 Heisenberg antiferromagnet on OKL. TN
scheme is free from negative-sign problem, and has been
demonstrated to be a powerful numerical tool not only in
strongly correlated quantum systems,21–23 but also in statisti-
cal physics,24,25,37,44 quantum information26–28 and so on. The
central task in such kind of algorithms is to compute the TN
contraction,27,29 i.e. to sum over all shared bonds in TN. How-
ever, except some special cases,30–33 the contraction of the TN
with a regular geometry (e.g. square or honeycomb) has been
shown to be NP-hard.27
Generally, there are two ways to deal with the TN simula-
tions: renormalization24,34–44 and encoding45–47 schemes. The
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FIG. 3. (Color online) Graphical representation for the cluster up-
date scheme. (a) The hexagon cluster is composed of six tensors and
twelve diagonal matrices. (b) We contract the physical indices and
virtual bonds connected with diagonal matrices λ2 and λ3 of double-
layer tensor cluster to get tensor W, which will later be canonicalized
for updating the diagonal matrices λ1, as well as the tensors A and B.
(c) The orthogonal conditions for renewed λ1 and W. (d) Extracting
a physical index from the hexagon cluster by Tucker decomposition.
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FIG. 4. (Color online) (a) SVD decomposition of the double layer
cluster in Fig. 3 (d). (b) Permutation of physical indices from A using
Tucker decomposition. (c) Absorbing the physical indices into B.
former follows a contraction-and-truncation scheme, while
the latter encodes the TN contraction into a local self-
consistent problem. Specifically, the renormalization scheme
originates from Wilson’s numerical renormalization group
method,48,49 which solves successfully the Kondo50 problem.
Then, the density matrix renormalization group (DMRG)51,52
was proposed by White, where the boundary condition (espe-
3P1
P2
A1 B1
A2 B2
a 1
a
2
P1
P2
A1 B1
A2 B2
T
cel l
v
1
v
2
v
3
v
4
v
5
v
6
(a)
(b)
(c)
T
cel l
Defect
FIG. 5. (Color online) (a) Unit cell of TN in NCD scheme, where
a1 and a2 are basis vectors. (b) The construction of T
cell. (c) Trans-
formation from T cell to “defect”. The “defect” is constructed by six
contractors vn (n = 1, 2, . . . , 6) obtained by Eq. (6), and each contrac-
tor is denoted by a yellow circle connected with a bold black line.
cially in 1D) is better considered with entanglement. For 2D
systems, algorithms based on tensor renormalization group
and the infinite projected entangled pair state (iPEPS)38 were
proposed. The degrees of freedom is coarse-grained in such a
way that when the tensor is invariant under renormalization, it
represents approximately an infinite system.
The encoding scheme follows an opposite way known as
the “mean-field” idea that considers well the entanglement
with the help of TN. The “mean-field” idea is incredibly im-
portant in numerical physics, which gives birth of the great
density functional theory53,54 and ab-initio scheme which has
been widely used in both physics and chemistry. To better deal
with the strong correlations in many-body physics, the dy-
namic mean-field theory55–59 and density matrix embedding
theory60–62 were also proposed. By combining “mean-field”
idea with TN and multi-linear algebra, the ab-initio optimiza-
tion principle was proposed,47 where an infinite TN is equiv-
alently transformed into a local tensor embedded in an entan-
glement bath.
We here employ three kinds of TN-based algorithms,
namely cluster update64–66 and full update schemes38,67,68 of
the iPEPS35,36,38 (a contraction-and-truncation scheme) and
network contractor dynamics46 (NCD) approach (an encod-
ing scheme) to investigate our model for mutually validating
the results obtained by each scheme. Consequently, the calcu-
lated results are consistent with each other, which manifests
itself the reliability of our simulations.
A. Tensor-network state ansatz
We start from a TN state ansatz, as shown in Fig. 2, to de-
scribe the states at zero temperature. Such a TN state is com-
posed of two non-equivalent tensors A and B, and three differ-
ent diagonal matrices λ1, λ2 and λ3. A and B (each of which
contains three virtual bonds that carry the entanglement of the
state) are located on the two inequivalent triangles of the OKL,
respectively. The physical degrees of freedom of the three
spins in triangle A are put on tensor A, where the dimension
of the physical space is 8. In this way, the dimension of the
physical bond of tensor B is 2, which is the Hilbert space of
the spin on the right side with the Jd coupling. Mathemati-
cally, such a TN state is written as
|Ψ〉 =
∑
{s}
Dc∑
µ,ν,ξ=1
( ∏
k∈TN
[λ1]µµ[λ2]νν[λ3]ξξA
sk,1 sk,2 sk,3
µνξ
B
sk,4
µνξ
|sk,1sk,2sk,3sk,4〉
)
, (2)
where k refers to the k-th unit cell of the whole lattice with a1
and a2 basis vectors [see Fig. 2 (b)]. To get the ground state,
the imaginary time evolution is implemented to minimize the
energy of the PEPS by
|Ψgs〉 = lim
β→∞
e−βH|Ψ〉
‖ e−βH|Ψ〉 ‖
, (3)
where β = 1/kBT .
It is impossible to calculate Eq. (3) exactly in the ther-
modynamic limit, since the dimension of H increases expo-
nentially with the number of lattice sites. Here, we use the
Trotter-Suzuki decomposition to implement the evolution on
the TN state. By splitting Hamiltonian into two parts, one has
Ha =
∑
k H
[k]
le f t−trangle
and Hb =
∑
k
(
H
[k]
dimer
+ H
[k]
right−trangle
)
, and
the first-order Trotter-Suzuki decomposition can be used to
approximate the evolution operator, i.e., e−βH ≈
(
eτHa eτHb
)N
+
O(τ2), with β = Nτ. The approximation becomes accurate
when the Trotter step τ approaches zero. In practical calcula-
tions, we decrease τ gradually from 1 × 10−1 to 1 × 10−5 so
that the Trotter error becomes negligible.
By considering the translation invariance, we can adopt the
local operation instead of evolving the whole system, and op-
timize the environment around the local tensors. Incidentally,
for finite-temperature thermal states, the imaginary-time evo-
lution of the density operator can be implemented similarly.
4B. Cluster update
We choose a hexagon consisting of six tensors as the envi-
ronment for cluster update, as depicted in Fig. 3 (a). The clus-
ter tensors are transformed into a super-orthogonal form45 in
order to approximate the global environment optimally. Tak-
ing Fig. 3 (b) as an example, we build a double-layer struc-
ture of the cluster tensor and contract all physical indices and
virtual bonds on the bra and ket layers except the bonds con-
nected by λ1. For convenience, the shaded part of Fig. 3 (b) is
represented by W. The super-orthogonalization is much like
the canonicalization for an infinite 1D lattice69. The update of
λ1 and W leads to the conditions
Dc∑
µ,µ′=1
δµµ′ [λ1]µµ[λ1]µ′µ′Wµµ′,νν′ = ηδνν′ , (4)
Dc∑
ν,ν′=1
Wµµ′ ,νν′[λ1]νν[λ1]ν′ν′δνν′ = ηδµµ′ . (5)
Fig. 3 (c) is the graphical representation of Eqs. (4) and
(5). The update of W is actually acting on A and B along the
λ1 direction, where A and B are renewed to A and B. Oper-
ations on the other two directions are similar. We iterate this
procedure until the cluster satisfies simultaneously the orthog-
onality conditions in all three directions. Then, the environ-
ment of the cluster can be best approximated by the converged
diagonal matrices λ1, λ2 and λ3.
Then we permute the physical indices fromA to B to evolve
the interactions on the B triangles. This operation will in-
crease the bond dimensions, and a truncation is needed. Tak-
ing Fig. 3 (d) as an example, we leave one physical index and
the corresponding virtual bonds of A open and others con-
tracted in the cluster. We use M to denote the intermediate re-
duced density matrix, where the dimension of M is 2Dc×2Dc.
Moreover, M is a Hermitian matrix because of the double-
layer structure. Then, we decompose M using the SVD and
only keep the basis corresponding to the Dc dominant singular
values. This procedure is shown in Fig. 4 (a), where U1 is the
unitary matrix given by the SVD holding the spared physical
index of M, and
=
λ1 is the square root of the singular spectrum
after truncation. U2, U3,
=
λ2 and
=
λ3 are obtained in the similar
way.
Finally, we change the position of all three physical indices
from A into B, as depicted in Figs. 4 (b) and (c). In such a
way, the evolutions given by the interactions of the triangles
A and B are implemented in turn, where the geometry and the
bond dimensions are kept unchanged.
C. Full update
Unlike the cluster update scheme, the full update scheme
needs to contract all the 2D TN in order to truncate and ob-
tain physical quantities. There are two widely used ways to
simulate the whole environment, namely the iTEBD34 and the
corner transfer matrix renormalization group (CTMRG)40,41.
Here, we use the iTEBD in our calculation, where the TN
is contracted to a matrix product state (MPS) on its boundary.
Full update can achieve a higher accuracy than local optimiza-
tion methods, but the computation cost is significantly large.
We set the bond dimension of the MPS in iTEBD as D2c to
balance the accuracy and cost. The permutation of physical
indices and variational optimization of the truncation matri-
ces follow Refs. 38, 66–68.
D. Network Contractor Dynamics
NCD was first proposed to solve the TN contractions in the
calculation of partition function of 2D quantum models. We
adopt the NCD algorithm to optimize the environment around
the local tensors in ground state simulation. Different from
the renormalization, NCD follows a TN encoding strategy47,
and the TN structure is also different from that in Fig. 2. The
specific cell tensor is shown in Fig. 5 (a), which contains 6
nonequivalent tensors with A1, B1, A2 and B2 located on tri-
angles, and P1, P2 on dimers. When mapping onto the OKL,
there are eight inequivalent lattice sites in the cell tensor of
NCD, twice as large as the cell tensors of cluster update and
full update schemes. Physical indices are on P1, A2 and B2,
indicating that the Hamiltonian splits into two parts, where
the first part contains interactions between spins sitting on the
dimer denoted by P1 and triangles denoted by A2 and B2, and
the rest of interactions are included in the second part of the
Hamiltonian. Imaginary time evolution is applied to minimize
the ground state energy, and consequently, NCD procedure
plays the role of super-orthogonalization to approximate the
whole TN contraction. As explained in Ref. 46, the whole TN
contraction is simplified to a local contraction of a tensor clus-
ter T cell with six contractors vn, n ∈ [1, 2, 3, 4, 5, 6]. T cell is a
six-order tensor obtained by contracting the physical indices
and connected virtual bonds of the double-layer cell tensors,
as represented in Fig. 5 (b), where we use bold black lines to
indicate a fat index that contains double virtual bonds in one
of the six directions. While each contractor vn is a vector with
the same dimension as the nth index of T cell. T cell and vn need
to meet the following self-consistent relation
∑
gn,ε
T cellg1g2g3g4g5g6
∏
n,ε
vngn ∝ v
ε
gε
. (6)
Eq. (6) includes six self-consistent equations for ε ∈
[1, 2, 3, 4, 5, 6], which should be satisfied simultaneously. An-
alytically, the six contractors solved from Eq. (6) are precisely
those given by rank-1 decomposition of T cell. The rank-1 ten-
sor, which we call a “defect”, is given by a direct product of
the six contractors. The graphic representation of “defect” is
shown in Fig. 5 (c). The “defect” is actually the first-order
approximation of T cell. If one substitutes the minimal number
of T cell’s with the “defects” so that no loop appears, then the
original TN will become a tree framework. Thanks to the self-
consistent conditions, there is no need to compute the whole
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FIG. 6. (Color online) The calculated energy per site for ground
state eg versus inverse bond dimension 1/Dc (up to Dc = 10 for
NCD, Dc = 15 for cluster update, and Dc = 7 for full update). It
is shown that eg decreases with enhancing Dc. Power law fittings
for NCD (blue solid line), cluster update (red dashed line) and full
update (black dash-dote line) are given, and eg is extrapolated to be
-0.4517 (NCD), -0.4518 (cluster update), and -0.4524 (full update)
in the infinite Dc limit.
contraction of such a tree, and only are the local contraction of
T cell and the contractors vn required. In this sense, the physical
quantities calculated from the “defective” TN can be viewed
as a mean-field approximation of the exact one. In addition,
we can introducemore loops into the defected TN to achieve a
higher accuracy, but the computing cost increases inevitably.
III. DISORDERED GROUND STATE
Let us now study the ground state properties of the spin-
1/2 HAFM on the infinite OKL for isotropic point (Jd = 1).
To testify the reliability of our calculations, we compare the
ground state energy eg (per site) obtained by different methods
including NCD, cluster and full updates of iPEPS (Fig. 6). We
found that for large bond dimension Dc > 4, all schemes give
consistent results, showing the reliability of our calculations.
A power law dependence is found, with which the energy of
infinite Dc is eg = −0.4524 by extrapolation, which is lower
than −0.4386(5), the extrapolated ground state energy of the
spin-1/2 HAFM on kagome´ lattice given by DMRG.5,6
In Fig. 7, we present the local magnetization 〈S α
i
〉 on each
nonequivalent site in a unit cell for h = 0. Small values
of 〈S z
i
〉 and 〈S x
i
〉 caused by the truncation error can be ob-
served. By increasing Dc, 〈S
z
i
〉 and 〈S x
i
〉 decay rapidly, and
the data are fitted (the dashed lines in Fig. 7) with the func-
tion f (Dc) = p(1/Dc)
q, where p and q are fitting parame-
ters. Thus, the extrapolation of local magnetic moments gives
a zero magnetization in Dc → ∞ limit. In particular, as the
average values of 〈S z
i
〉 and 〈S x
i
〉 only fluctuate in the vicinity
of zero with the increase of Dc, we may use a linear fitting for
the average magnetic moments that gives negligible intercepts
about 10−5. The absence of local magnetic moments strongly
FIG. 7. (Color online) The local magnetic moment (a) 〈S z
i
〉 and
(b) 〈S xi 〉 versus inverse bond dimension 1/Dc calculated by cluster-
update, where i = 1, 2, 3, 4 denote four inequivalent sites in a unit
cell marked in the inset of (a), and the “average” represents the in-
tracellular mean magnetic moment. The local magnetic moment (c)
〈S z
i
〉 and (d) 〈S xi 〉 versus inverse bond dimension 1/Dc calculated by
NCD, where i = 1, 2, 3, 4, 5, 6, 7, 8 denote eight sites in an expanded
cell in the inset of (c), and the “average” denotes the average of the
magnetic moments over these eight sites.
suggest that it does not have conventional magnetic orders in
the ground state, i.e., no traditional SO(3) symmetry is bro-
ken.
IV. SPIN-SPIN, DIMER-DIMER AND CHIRAL-CHIRAL
CORRELATION FUNCTIONS
In Fig. 8, we present the spatial dependence of several cor-
relation functions in the ground state for the system under in-
terest with Jd = 1. The spin-spin correlation function |〈S
z
i
S z
j
〉|
along the horizontal axis is found to decay exponentially, sat-
isfying f (|i − j|) = α exp(−|i − j|/ξ) with α = 0.084 and the
correlation length ξ = 0.16, which shows that the spin-spin
correlation of this system is short-ranged and the ground state
is magnetically disordered.
The chiral-chiral correlation function is defined by
|〈CiC j〉| = |〈[Si1 · (Si2 × Si3 )][S j1 · (S j2 × S j3)]〉 − 〈Si1 · (Si2 ×
Si3)〉〈S j1 · (S j2 × S j3)〉|, where the lattice sites i and j belong
to the left-triangles along the horizontal direction. It is found
that the chiral-chiral correlation function also decays expo-
nentially with α = 0.0054 and ξ = 0.11, revealing the absence
of a long-range spin chiral order.
The dimer-dimer correlation function, which is defined by
|〈DiD j〉| = |〈(S
z
i
S z
i+1
)(S z
j
S z
j+1
)〉− 〈S z
i
S z
i+1
〉〈S z
j
S z
j+1
〉| for the i-th
and j-th dimers, is disclosed to exhibit a power-law decay as
of the form |〈DiD j〉| ∼ 1/|i − j|
η with η = 17.96 [Fig. 8(b)].
This fact signatures possible existence of an algebraic QSL in
this system.
Here it is interesting to ask if the correlations along the
vertical axis behave the same as those along the horizon-
tal axis. To answer this question, we also calculated the
6FIG. 8. (Color online) Spatial dependence of correlation functions
of the spin-1/2 HAFM on OKL in (a) semi-log and (b) log-log plots.
The vertical direction is represented by subscript“⊥” and the hori-
zontal direction is marked by“=”. In vertical direction, the spin-spin
(fitting with blue solid line), chiral-chiral (fitting with red dash-dot
line) and dimer-dimer (fitting with black dot line) correlation func-
tions show exponential decaying behaviors. In horizontal direction,
the spin-spin (fitting with blue short-dash line), chiral-chiral (fitting
with red dash-dot-dot line) correlation functions show exponential
decaying behaviors, while the dimer-dimer (fitting with black dashed
line) correlation function shows a power law decay. All correlation
functions are calculated by the full update algorithm with Dc = 5.
three correlation functions in the vertical direction. The re-
sults show that the behaviors in this direction are different, as
shown in Fig. 8. It is seen that all three correlations along
the vertical axis decay exponentially, fitted by the function
f (|i− j|) = α exp(−|i− j|/ξ), with |〈S z
i
S z
j
〉| fitted with α = 0.034
and ξ = 0.94, |〈CiC j〉| fitted with α = 0.00075 and ξ = 0.47,
and |〈DiD j〉| fitted with α = 0.00038 and ξ = 0.68. This is ow-
ing to the nonequivalent lattice structure along the two axes.
It is the introduction of Jd that causes the lattice essentially
distinct from a combination of decoupled zig-zag spin chains,
of which the ground state is a valence bond state (VBS) with
two-fold degeneracy and a finite magnetic excitation gap.18,19
A strong Jd coupling (especially at the isotropic point) is cru-
cial in the critical phase, which will be discussed later.
We would like to mention that the nature of the correla-
tions presented here is similar to the case with a resonating
valence bond (RVB) wave function constructed on a square
lattice, where an exponentially decaying spin-spin correlation
and a power-law decaying dimer-dimer correlation were also
observed.16,17
V. MAGNETIC CURVES AND PHASE DIAGRAM IN
GROUND STATE
Themagnetization per site M as a function of magnetic field
h in the spin-1/2 HAFM on OKL is presented in Fig. 9. One
may observe that in magnetic curves [Fig. 9 (a)], for Jd = 0.2,
three plateaux with M = 0, 1
4
and 1
2
are observed, while for
FIG. 9. (Color online) Magnetic curves of the spin-1/2 HAFM on
OKL. (a) Jd = 0.2, 0.8 and 1, (b) Jd = 0.1, 0.4 and 0.55 under low
magnetic fields. Inset of (a): Up-down-up-up (UDUU) spin configu-
ration in a unit cell in the M = 1/4 plateau phase.
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FIG. 10. (Color online) Spin gap as a function of Jd for the spin-
1/2 HAFM on OKL. The inset is the second-order derivative of the
ground state energy with respect to Jd in the absence of a magnetic
field. It is clear that the point Jd = 0.6 is singular, at which the spin
gap closes.
Jd = 0.8 and 1, apart from the two plateaux with M =
1
4
and 1
2
, no M = 0 plateau is found. These results imply that
depending on Jd, there may be two phases in the system, one
phase with a zero-magnetization plateau and the other phase
without. As the width of the M = 0 plateau gives the gap
from the singlet ground state to the first triplet excited state,
we find that in the phase with small Jd the spin excitation is
gapful, while in the other phase with large Jd it is gapless.
For a closer inspection, we calculated the cases with small
Jd under weaker magnetic fields, as given in Fig. 9 (b). The
results demonstrate that the spin gap decreases with increasing
Jd, suggesting that there must be a critical point J
c
d
, at which
a quantum phase transition (QPT) happens: for Jd < J
c
d
the
ground state is in a gapped phase, and for Jd > J
c
d
it is in a
gapless phase.
Another interesting phenomenon in magnetic curves is the
occurrence of M = 1/4-plateau, which can also be called
7FIG. 11. The ground state phase diagram for the spin-1/2 HAFM
on OKL. A quantum phase transition from VBS phase to QSL phase
happens at the critical point Jc
d
= 0.6. UDUU: the 1/2-magnetization
plateau phase with up-down-up-up spin configuration.
M/Ms = 1/2-plateau (briefly 1/2-magnetization plateau) with
Ms = 1/2 the saturation magnetization per site. The frus-
trated Heisenberg models on lattices with triangular structures
lead usually to 1/3-magnetization plateau, which has been
found in, e.g., kagome´12–14 and Husimi15 lattices. The oc-
currence of the 1/2-magnetization plateau in the present sys-
tem is understandable, because the unit cell of the OKL con-
tains four inequivalent lattice sites, leading to the periodicity
n of the ground state is 4, consistent with the condition of
n(S − M) = integer. To explore the nature of this 1/2-plateau,
we calculated the local magnetic moment at four inequivalent
sites in a unit cell, and found in this plateau phase the spin
configuration is of up-down-up-up (UDUU), as illustrated in
the inset of Fig. 9 (a). Such a plateau is a commensurate, clas-
sical state stabilized by quantum fluctuations.
To determine accurately the quantum critical point (QCP)
Jc
d
, we calculated the spin gap as a function of Jd, as given in
Fig. 10, which gives Jc
d
= 0.6. To further confirm this point,
we also studied the second-order derivative of the ground state
energywith respect to Jd (the inset of Fig. 10), which reveals a
sharp dip at the same point, indicating the QPT indeed appears
at Jc
d
= 0.6.
By summarizing our calculated results, we present the
ground state phase diagram of the spin-1/2 HAFM on OKL
in the Jd − h plane, as shown in Fig. 11. It can be seen that
when h = 0, the phase for Jd < 0.6 is a VBS, as in the limit of
Jd → 0, the system approaches to an uncoupled zig-zag spin
chain, whose ground state is a VBS with twofold degeneracy
and a finite magnetic excitation gap.18,19 Because there is no
quantum phase transition for Jd < J
c
d
, the system should stay
in the same VBS phase. For Jd > 0.6, the system enters into a
gapless QSL state, which is evidenced by the algebraically de-
caying dimer-dimer correlations and vanishing local magnetic
moments. When h > 0, the VBS state is gradually melted by
closing the spin gap, and the system enters into a spin canted
state. By increasing the magnetic field further, the system en-
ters into the 1/2-magnetization plateau (with M = 1/4) phase,
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FIG. 12. (Color online) Specific heat C(T ) versus temperature T
of the spin-1/2 HAFM on OKL for Jd = 10
−4 (blue solid circle)
and Jd = 1 (red open circle). Inset: the low-temperature part of
Jd = 1 below T = 0.25, which can be well fitted by a polynomial
C(T ) = 1.741T − 7.96T 2 + 22.51T 3 − 25.61T 4 (black line), and that
of Jd = 10
−4, which is also better compared with an exact diagonal-
ization (ED) result (cyan dash) of the zig-zag spin chain containing
8 triangles. Here the bond dimension is Dc = 20.
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FIG. 13. (Color online) Zero-field magnetic susceptibility χ as a
function of temperature T of the spin-1/2 HAFM on OKL for Jd = 1
(red open circle) and Jd = 10
−4 (blue solid circle). Inset: the low-
temperature part of susceptibility, where the case of Jd = 1 can be
fitted with a polynomial χ(T ) = 0.09566−0.06828T+2.438T 2 (black
line), and that of Jd = 10
−4 behaviors in an exponential way. Here
the bond dimension is Dc = 20.
in which the spin gap opens again, and the spin configura-
tions are arranged in UDUU alignments. Above the UDUU
phase, it enters into another spin canted phase. By increasing
h further, all spins are polarized. It should be remarked that
all the phase boundaries in this phase diagram are obtained by
observing various critical magnetic fields.
8VI. THERMODYNAMIC PROPERTIES
Next, we explore the thermodynamic properties of the spin-
1/2 HAFM on OKL using the optimized decimation of tensor
network state.45 The free energy can be obtained by collect-
ing all renormalization factors down to the targeted temper-
ature. Alternatively, one can also get the physical quantities
by calculating the expectation values of local operators with
tensor-network thermodynamic states. Considering the preci-
sion and cost of thermal-state TN algorithms, we choose the
cluster update scheme to contract the “environment” around
the local inequivalent tensors. The energy as well as other
thermodynamic quantities including specific heat and suscep-
tibility are thus calculated. To keep a higher accuracy, we
adopted the second-order Trotter-Suzuki decomposition and
fix the Trotter slice to be 0.01 in the calculations of thermody-
namic properties.
We obtain the temperature dependence of the specific heat
by C(T ) = ∂ f /∂T , where f is the free energy per site. Fig. 12
gives the results for Jd = 10
−4 and 1. It is observed that at high
temperature, both go to converge, andC(T ) decreases down to
zero with increasing temperature. But at low temperature (see
the inset of Fig. 12), both cases show intrinsically distinct be-
haviors: the specific heat for Jd = 10
−4 exhibits two peaks
and is pretty close to the exact diagonalization (ED) result of
the zig-zag spin chain with 8 triangles, which also verifies the
reliability of our method. When T → 0, C(T ) shows an expo-
nentially decaying behavior, suggesting that there should be a
finite excitation gap, being well consistent with the result in
the ground state, as the system in this case is almost dimer-
ized; for Jd = 1, the specific heat exhibits a single peak, and
when T is very low, C(T ) obeys a polynomial behavior of the
form C(T ) = 1.741T − 7.96T 2 + 22.51T 3 − 25.61T 4. When
T → 0, C(T ) is linearly dependent on temperature, which in-
dicates the existence of gapless excitations, and implies that
the system is critical. It is also consistent with the preceding
result that the ground state is an algebraic QSL.
Such criticality is further evidenced by the susceptibility
at low temperature.The susceptibility is calculated according
to χ(T ) = [M(h + ∆h)|T − M(h)|T ]/∆h, where ∆h = 0.01 is
taken. The results for Jd = 10
−4 and 1 are presented in Fig. 13.
One may see that both curves obey the Curie-Weiss law at
high temperature and exhibit a sharp peak at low temperature
due to antiferromagnetic interactions. Significant differences
occur when T → 0. As shown in the inset of Fig. 13, for
Jd = 10
−4, χ goes to zero in an exponential way, revealing the
existence of a finite spin gap, while for Jd = 1, χ converges to
a finite constant in a polynomial of the form χ(T ) = 0.09566−
0.06828T + 2.438T 2, being reminiscent of a Luttinger liquid
behavior, and consistent again with the critical feature of the
ground state.
In addition, it is quite interesting to look at the Wilson ra-
tio (WR) Rw for the present critical system at the isotropic
point. The WR is defined by Rw = (4/3)(pikB/gµB)
2χ/(C/T ),
where χ is the susceptibility, C is the specific heat, kB is the
Boltzmann constant, g is the Lande´ factor, and µB is the Bohr
magneton. For simplicity we have assumed kB = gµB = 1. It
is known that for free electron gas, Rw = 1. For most QSL
theories, the WR is usually less than one.1 For the present
system with Jd = 1, at T → 0, χ tends to a constant, and
C(T ) ∼ T , which gives Rw ≈ 0.72. In consideration of the
fact that the linear temperature dependence of the specific
heat resembles the Luttinger liquid behavior, and the WR Rw
is on the order of unity, which are analogous to the behav-
iors induced by fermionic quasiparticles, we conclude that the
present isotropic system should be a fermionic gapless QSL.
VII. CONCLUSION
The ground state and thermodynamic prosperities of the
spin-1/2 HAFM on OKL have been systematically studied
with the aid of powerful TN numerical simulations. We
adopted three kinds of TN algorithms in calculations of the
ground state energy per site, which gives −0.4524 by the infi-
nite Dc extrapolation in the thermodynamic limit, lower than
−0.4386(5) on kagome´ lattice. The magnetic order is melted
in the ground state due to strong frustration induced by cor-
ner sharing triangles. A QPT is found in this system. It is
disclosed that below the QCP, the system has a finite spin gap
and is in a VBS state, while above the QCP, the system is
in a gapless QSL state. At the isotropic point, we uncover
that the dimer-dimer correlation function decays algebraically,
while the spin-spin and chiral-chiral correlation functions be-
havior in an exponential way. In addition, the specific heat at
low temperature is shown to depend linearly on temperature,
exhibiting a Luttinger liquid behavior, and the susceptibility
tends to a finite constant when T → 0, which indicates a gap-
less excitation in the system. The Wilson ratio is found to be
0.72, close to 1. All these features reveal that the isotropic
spin-1/2 HAFM on OKL is a fermionic gapless QSL.
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