This paper introduces a framework for nonlinear, multiscale decompositions of Poisson data with piecewise smooth intensity curves. The key concept is conditioning on the sum of the observations that are involved in the computation of a given coefficient. Within this framework, most classical wavelet thresholding schemes for data with additive, homoscedastic noise apply. Any family of wavelet transforms (orthogonal, biorthogonal, second generation) can be incorporated into this framework. The second contribution is a Bayesian shrinkage with an original prior for coefficients of this decomposition. As such, the method combines the advantages of the Fisz-wavelet transform and (Bayesian) Multiscale Likelihood models, with additional benefits, such as the extendibility towards arbitrary wavelet families.
Introduction
Wavelet thresholding has proven to be a successful method in non-parametric smoothing or estimation of piecewise smooth functions. Such intermittent data occur in a wide variety of applications, such as medical signals, biology, astronomy, geology, physics and all kinds of electrical signals. The most visual application is probably image denoising, where the edges correspond to the discontinuities (or jumps). Classical linear smoothing techniques, e.g. using Fourier or kernels, are doomed to fail: the output shows Gibbs phenomena and/or an often inacceptable bias -blur in image processing terminology -near the jumps. A good smoothing algorithm should start from the locations of discontinuities, since they carry the essential information of the signal. The combination of a wavelet transform, linear in itself, with the nonlinear threshold method is a fast and efficient approach to catch the singularities. As a matter of fact, a wavelet decomposition spends less asymptotical effort to the singularities than what the representation of the smooth parts in between requires from a wavelet or any other basis decomposition.
The basic idea of thresholding is sparsity, i.e., a wavelet transform maps a (digital) signal onto a set of wavelet coefficients, in which most values are close to zero, while only a limited subset of large coefficients carries the essential information. Since noise is spread out evenly, a smooth reconstruction of the underlying signal can be obtained if all coefficients with magnitude below a certain threshold value are replaced by zero.
While a wavelet transform automatically adapts to time (or space) varying signal characteristics, most thresholding techniques assume a constant noise behaviour: noise is typically supposed to be additive and homoscedastic (i.e., with constant variance) and white (uncorrelated), since any linear transform of uncorrelated, homoscedastic noise is again uncorrelated and homoscedastic. Homoscedastic wavelet coefficients are desirable for thresholding, since a single threshold cannot be optimal for both a coefficient with little noise and another coefficient with a large variance. The multiresolution nature of a wavelet transform offers a solution for data with homoscedastic but correlated (coloured) noise: they are mapped onto coefficients that are homoscedastic within each resolution, i.e., coefficients that correspond to basis functions with equal support width, have equal variance.
The concept of thresholding is appropriate for any noise distribution with finite variance. Most threshold assessment procedures however have been designed with additive, normal noise in mind.
The subject of this paper is Poisson data. Poisson noise has a multiplicative nature. This means: the more intense the signal is, the heavier are the fluctuations (the noise). This sort of noise results from counting processes of 'particles' which independently hit the observer. Typical examples of such Poisson processes in practice are web statistics (number of hits on a web page), (internet) traffic data, observations in astronomy, and tomographical imaging. This paper includes a discussion on two such real data examples. Poisson noise with moving average (time varying intensity) cannot be homoscedastic, since the variance equals the expected value.
Unlike the additive, normal case, a Poisson model is not stable under a linear transform, such as a wavelet transform. A straightforward method to deal with this problem a preprocessing, normalising step. An example of this strategy is the Anscombe transformation (Donoho 1993; Anscombe 1948 ) and the Fisz normalisation (Fisz 1955; Fryźlewicz and Nason 2003) . The latter can also be considered as an example of a second direction of research: some papers (Fryźlewicz and Nason 2003; Nowak 2004, 2002; Kolaczyk 1996 Kolaczyk , 1997 Kolaczyk , 1999 Timmerman and Nowak 1999) concentrate on properties of the Haar transform and a few other wavelet bases. These specific properties allow for an exact closed form of the scaling or wavelet coefficient densities. This exact expression can be used in a general Bayesian multiscale model (Kolaczyk 1999; Timmerman and Nowak 1999) . A major theme of this paper is to extend ideas from multiscale Fisz decompositions (Fryźlewicz and Nason 2003) and Bayesian Multiscale models (Kolaczyk 1999; Timmerman and Nowak 1999) to any family of wavelet transforms. The proposed procedure can thus deal with any degree of smoothness in between sharp transitions, just as in classical wavelet shrinkage. In this perspective, the proposed method can be seen as a wavelet like alternative for a multiscale partitioning with piecewise polynomials (Kolaczyk and Nowak 2003) .
A third direction of research is an asymptotic study of the applicability of classical wavelet thresholding when the Poisson intensities tend to infinity. A similar point of view is looking at specific types of signals, like bursts against a homogeneous background (Kolaczyk 1996 (Kolaczyk , 1997 . This paper however considers signals with low intensities as well as signals with a mixture of both low-count and high-count intervals.
The method presented in this paper is also somehow related to wavelet domain filtering (shrinkage, modulation) based on unbiased variance estimation in the wavelet domain Nowak and Baraniuk 1999; Jansen 2001, page 136-137) . As explained below, this idea applies to a broader spectrum of noise models. Several contributions typically consider exponential families Sardy et al. 2003) . Instead of filtering wavelet coefficients, some methods look for a generalisation of the universal threshold to Poisson data (Charles and Rasson 2003) or wider classes of distributions (Sardy et al. 2003) .
For a more complete overview overview of the literature, we refer to an extensive comparative study of several existing methods in (Besbeas et al. 2004 ).
This paper is organised as follows: Section 2 introduces a conditional variance stabilisation. This is followed by a discussion in Section 3 before proceeding, in Section 4 to a Bayesian shrinkage approach embedded in this framework of conditional variance stabilisation. Several aspects of this Bayesian model are further elaborated in Section 5. A simulation study is presented in Section 6. This simulation compares the method with the normalisations by Anscombe (Donoho 1993) and Fisz (Fryźlewicz and Nason 2003) , and with the existing Bayesian multiscale model (Kolaczyk 1999) . Not only are these methods most closely related to the method presented in this paper, they are also considered among the state-of-the-art of the currently available methods (Besbeas et al. 2004 ).
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We then define the normalised or variance stabilised wavelet coefficient . This is an interesting observation, since it motivates the application of a threshold procedure on the normalised coefficients A . This nearhomoscedasticity is further explored in Section 3.
For the expected value, we have 
Thresholding and reconstruction
A threshold algorithm based on conditional variance stabilisation (CVS) proceeds as follows:
1. Apply a wavelet transform to input ! . The transform can be the standard fast decomposition, but also a redundant, shift-invariant representation. Call " the coefficients in this decomposition.
2. For all coefficients, compute the normalisation factors u # . The computation is basically bookkeeping of the support of the filter operations in each step of the multiscale wavelet decomposition. This bookkeeping is as fast as the actual transform, and if we take into account that it actually requires no additional floating point operations, it is even faster. It anyhow induces no bottleneck in the smoothing algorithm. 
The Multiscale Fisz transform
As mentioned before, the proposed variance stabilisation procedure applied to a Haar transform, coincides with the Multiscale Fisz decomposition. On the other hand, so does the Fisz-Wavelet decomposition (Fryźlewicz and Nason 2003) . Reconstruction from smoothed (shrunk and/or thresholded) coefficients however yields a slightly different output. Indeed, if the wavelet transform used in our approach is a Haar-transform with scaling filters normalised as¨Y . There is no need to compute this normalisation separately: the Multiscale Fisz decomposition relies on the scaling coefficients. Scaling coefficients however are further decomposed into wavelet coefficients and scaling coefficients at coarser levels. As a consequence, the values of these scaling coefficients are modified by the thresholds at coarser scales. This means that in the Multiscale Fisz approach, the normalisation factor upon decomposition is different from the multiplicative factor upon reconstruction. Simulations suggest however that all this has little impact on the overall output.
An unbiased variance estimator: diagonal covariance stabilisation
Multiscale Fisz can also be seen as a special case of a procedure based on the diagonal of an unbiased covariance estimator (Jansen 2001, page 136) . We first observe that the input values ¢ £ are unbiased estimates of the variances:
If the input is a vector of indecent count data, the diagonal matrix with these values is an unbiased estimate 
The diagonal of this matrix has unbiased estimates of the wavelet coefficient variances. The computation of ¤ is in principle a 2-dimensional, rectangular (i.e., fully tensor product) wavelet transform, which requires i ¡ s computations (¡ is the length of the input data). A 2-dimensional square wavelet transform (the version mostly used in image processing) however generates the same diagonal elements and is much cheaper. Because of the sparse structure of the input covariance, one can even further economise the computations and end up with a linear complexity. In the case of classical wavelet transforms on equispaced grids, a fast computation follows from realising that 3 Discussion on the variance stabilisation
Fast computation of the forward wavelet transform matrix
The expressions for expectation and variance of (normalised) coefficients use the values of the entries £ of the forward wavelet transform matrix. These entries could be found by applying a forward wavelet transform to the identity matrix, but a fast and simple trick (at least in the case of equispaced data) is to apply an inverse wavelet transform with the forward transform filters (i.e., the dual, analysis, or decomposition filters). This is a subdivision algorithm. It follows that the values of £ converge to the dual wavelet functions.
Non-equispaced data
The conditional variance stabilisation approach is immediately extendible to second generation wavelets (Sweldens 1997) for observations on non-equispaced point sets. The computation of the forward wavelet transform matrix is now a bit more complicated, since the matrix rows within one resolution are no longer shifts of each other. Careful implementation with bandlimited matrices however leads to an algorithm with linear complexity.
Near-homoscedasticity
Expressions (2) and (3) show that the variance of the normalised coefficients only depends on the relative intensities. Homoscedasticity is an important property for a threshold procedure to work properly. In particular, it should hold for coefficients that carry no information, i.e., coefficients with zero expected value. If the expected coefficient is zero, we have that
and hence
if the intensities £ are constant. In that case, the noise variance is completely independent of the intensity. If however the intensity curve is a polynomial with degree smaller than the number of vanishing moments of the analysis wavelet, the expected coefficient is still zero, while its variance slightly depends on the relative intensity curve. In order to eliminate this dependency, one should further normalise the coefficients by:
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Since the exact relative intensities c £ are unknown, they could be replaced by their observed counterparts ¢ £d7
. This results in the diagonal covariance stabilisation.
Variance of normalised wavelet coefficients
If one accepts the value of x y i A r q7 # ¦ % s for constant input intensities as an approximation for the variance of all nonsignificant coefficients (i.e., coefficients with expected value equal to zero), then this value can replace an estimation of that variance. This estimation is often a first step in a threshold assessment procedure, explicitly, as in SURE-thresholding (Donoho and Johnstone 1995) , where a Median Absolute Deviation (MAD) estimate is used, or implicitly, for instance when using cross validation. In our case, such an estimation is not needed, since the (approximating) value of
can be computed exactly and quickly, using the entries of the forward wavelet transform matrix. This is most interesting at coarse scales, where MAD is not sufficiently robust. An overestimation of the variance is particularly undesirable in an empirical Bayes approach, as we discuss below, since it not only affects the empirical estimation of the hyperparameters but also makes the final classification of coefficients more difficult.
Sensitivity and selectivity
A coefficient selection procedure based on thresholding requires that data carrying coefficients have significantly higher expected squared values than coefficients with only noise.
From the expression (5) The right hand sides of the inequalities above are then absolute bounds, they do not depend on ¥ anymore. As a consequence, the noise variance
reaches an absolute maximum where the expected value of the coefficient equals zero and at the same moment, the coefficient's expected squared value reaches a minimum. In other words: the smallest coefficients carry the highest amount of noise. This is even more favourable than the classical wavelet thresholding assumption that the noise is spread out evenly over all coefficients.
Unfortunately, the same property no longer holds for general wavelet transforms. It may happen that
£ is larger for a coefficient with non-zero mean than for a coefficient which is only noise.
Once again, a further normalisation with factor 
A Bayesian threshold scheme
The above discussion on near-homoscedasticity and selectivity illustrates that a more subtle and adaptive coefficient selection could be interesting. Also, the exact distribution of the stabilised coefficient still depends on the absolute intensities. A Bayesian procedure can deal with this complete distribution in a natural way. The variance stabilisation of Section 2 can be seen as just an instance of the main underlying idea of this paper, which is the conditioning on
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, the total number of counts that participate in the expression of a wavelet coefficient . This approach can then be seen as a generalisation of the multiscale likelihood method (Kolaczyk and Nowak 2000) to wavelet families beyond Haar wavelets. 
Prior model for relative intensities
We make the dependence on the vector of relative intensities ¥ explicit, since this vector is now modelled as a random variable.
Inspired by similar approaches in wavelet denoising (Kolaczyk 1999; Johnstone and Silverman 2004; Chipman et al. 1997; Abramovich et al. 1998 ) the proposed prior model for the noise-free value is a mixture of a point mass at zero and a continuous density away from zero. We call £ the prior probability of a coefficient having a non-zero noise-free value:
This value £ is a model parameter. An empirical method for choosing it, is presented after we calculate the marginal probabilities for the observed coefficients. We set 
It has been shown (Karlin et al. 1986; Ignatov and Kaishev 1989; Dahmen and Micchelli 1986 ) that a linear combination 
Posterior distributions
The conditional probability of , given and then solve a set of ¢ linear equations in the coefficients¨¤ . As mentioned before, modelling the wavelet coefficient, given that its noise-free version is zero, is more intuitive than a model for the corresponding input data. In particular, it is easy to construct a continuous, normal, approximation for the probability function of the discrete variable A .
Posterior mean, variance and median
It is interesting to have a closer look at the posterior mean and variance. For the posterior mean, we have: , this posterior median must be exactly zero. A posterior median therefore leads to threshold scheme (Abramovich et al. 1998 ). This threshold erases small posterior means and therefore leads to a smoother reconstruction.
Marginal probabilities
The marginal probability functions of and A already appeared in expressions (12) and (13 and is also interesting in estimating the model's parameters in an empirical Bayes approach.
It is easy to verify (for instance by marginal = prior 
If all £ ¦ Y , this, somehow remarkably, reduces to a uniform distribution on all configurations¨(note that the conditional distribution is multinomial):
The subsequent expressions for marginal mean and variance include this special case of a uniform distribution on the discrete simplex Ẍ 6 b
. We are interested in the expectation and variance of a linear combination of the elements of this configuration. The rules of conditional expectation lead to: 
For the variance and covariance, we have: , the marginal variance of the significant (i.e., with non-zero noise-free value) coefficients becomes
The marginal variance of the coefficients with zero noise-free value is not uniquely fixed by our model, since it depends on the prior density of the relative intensities under ¦ % . From expression (14), we see that we actually still have the freedom to impose a Bayes factor in " . We assume that 
We now impose that the Bayes factor equals the ratio:
The second term in (20) 
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. Actually, the concept of conditional variance stabilisation turns a situation without bounded shrinkage (normal prior with normal noise) into a more favourable situation with bounded shrinkage.
Empirical Bayes
The expressions for marginal variances also allow for the computation of the marginal likelihood of parameter £ , the probability for a coefficient being significant. We assume that this parameter is scale dependent, and denote the value at scale 
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, and could be estimated from the data using Median Absolute Deviation (MAD). As mentioned before, this works fine on fine scales, but MAD is not sufficiently robust on coarse scales. Therefore, we use the exact expression for in terms of the wavelet transform coefficients £ . At fine scales, £ is generally quite small, and it might show difficult to capture the few significant coefficients at those fine scales, leading to £ ¦ % . We therefore impose that the posterior median threshold should be below the universal threshold (Johnstone and Silverman 2004) , i.e.,
This implies a condition on the posterior probability
for an observation equal to the universal threshold:
is a large value, the probability 
This implies that the whole prior is fully specified by the model for the relative intensities at coarsest scale. In particular,
This can be verified by constructing a vector of independent Gamma distributed variables 
Multiscale likelihood
The Dirichlet distribution is a multivariate extension of a Beta distribution. A Beta prior for relative intensities has already been proposed (Kolaczyk 1999) Since this is a (non-normalised) Haar transform, these scaling coefficients coincide with the sum of the input intensities (at finest scale) involved in the computation of the ratio ! ¢¤ . This observation is quite similar to a key observation in the discussion on the multiscale Fisz decomposition, and it reveals an essential obstacle for extending the concept of multiscale likelihood methods to a general wavelet transforms Nowak 2002, 2004) . This multiscale likelihood model can however be mapped into the framework presented in this paper, if only the hyperparameters are appropriately chosen. Indeed, we observed that, due to the specific properties of the Haar transform, the denominators in the expression of This discussion illustrates that the idea to consider intensities and observations within the framework of total intensity at sample resolution (7
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) is probably easier to extend beyond Haar than directly relating to successive scales. are independent. We also implemented a version where the observation at coarser scales was taken into account for the computation of posterior probabilities. This approach somehow helps in removing one-scale artifacts and accentuating important features. Though the improvement was not spectacular in this simple model, more elaborated Hidden Markov Trees (Romberg et al. 2001) , are easy to incorporate into the presented framework as well, and possibly add some substantial improvement. 
A hidden Markov tree model

Simulations
Conditional Variance Stabilisation versus Anscombe
A first important competitor for the method proposed in this paper is the normalisation procedure for Poisson data by Anscombe (Anscombe 1948; Donoho 1993 
corrects for the bias due to squaring an estimation. Indeed, if
We ran 100 simulations on the 'Bumps' test signal (Donoho and Johnstone 1994) in Figure 1 , with 2048 observations. As measure of quality, we use Signal-to-Noise ratio (SNR), defined as: . We run the simulations with a non-decimated wavelet transform, using Daubechies' orthogonal wavelets with 3 vanishing moments, and for now, we apply simple thresholds with the exact minimum mean squared error thresholds. (In practical applications, such a threshold has to be approximated, e.g., using SURE or cross validation.) Table 1 compares mean and standard error of the output SNR-values. Anscombe's approach has at least two disadvantages: first, it considers smoothness of ¦ y rather than smoothness of y itself. Second, taking square roots makes bumps less prominent against background noise. This results in a SNR which is almost 1dB lower than obtained with CVS. CVS outperformed Anscombe in all of our 100 runs. Taking square roots however also accentuates downward bumps. We therefore flipped the bumps signal upside down, as in Figure 2 and rerun the 100 simulations. As Table 2 illustrates, Anscombe is now slightly better than CVS, but the difference is less outspoken. In most applications, upward bumps are probably more important than dips. The same conclusions hold for other types of wavelets and also if one compares the Bayesian algorithm proposed in this paper with the Bayesshrink procedure proposed by Johnstone and Silverman (Johnstone and Silverman 2004 Figure 3 , using non-decimated wavelet transforms and Bayesian Conditional Variance Stabilisation (BCVS) and the Bayesian Multiscale Shrinkage Models (BMSMS) (Kolaczyk 1999) . BCVS is not limited to Haar-like decompositions.
Multiscale likelihood versus Bayesian Conditional Variance Stabilisation
We now proceed to the Bayesian framework and compare with the Bayesian multiscale likelihood model in (Kolaczyk 1999) . As explained in Section 4, the two models coincide when Bayesian CVS is applied to the Haar transform. The only essential difference might be the choice of the hyperparameters, since the models are specified in a somehow different way. This is confirmed in simulations, where the two variants show comparable performance.
The benefit from going for a higher number of vanishing moments is illustrated in the following setup: a nondecimated transform of the 'heavisine' test data, using Daubechies' orthogonal filters with three vanishing moments, and a Bayesian posterior median thresholding. The results are summarised in Table 4 . Once again, BCVS was the better choice in each of the 100 runs.
Applications
Gamma burst data
The first illustrative data set, available for download from Theofanis Sapatinas' website (Besbeas et al. 2004) , is the gamma-burst signals, as observed by the BATSE instruments on board NASA's Compton Gamma Ray Observatory (Kolaczyk 1999; Besbeas et al. 2004 ).
This signal is a typical example of peaks against a low intensity background. Since the predominant part of the noise is situated in the background, this is close to the situation of additive, homoscedastic noise. Simple wavelet thresholding works reasonably well (Besbeas et al. 2004) . In finding sharp transitions between background and significant bursts, it will be hard to beat a (non-decimated) version of Haar-based decompositions. Wider filters have a tendency towards Gibbs phenomena, i.e., wiggly structures, especially near sharp transitions. Nevertheless, we illustrate that a careful coefficient selection in a smooth wavelet basis leads to smooth reconstruction that preserves all important features.
Referring to the signal in Figure 4 , any method designed for Poisson data has some difficulties in detecting the two dips between ¦ % 9 ¢ ¡ and ¦ % 9 ¤ £ ¢ ¡ . This is because these two features live in an environment where the variance is higher than in the background noise. In order to save these features, we proceed in two steps: we first reconstruct the intensities using the Bayesian shrinkage procedure on a non-decimated decomposition using symmlet filters with 8 vanishing moments. Next, we replace all shrunk coefficients corresponding to locations where this pilot estimator is significantly above the background level, except in the finest three resolution levels. The background level can be estimated using a robust median estimator. The result is depicted in Figure 5 . At first sight, there seems to be some Gibbs effect near the first burst (between % 9Y ¥ ¡ and
A closer look at the input however reveals that the small dips seem to be present in the original as well.
Hits on an internet domain
A second real data example comes from the weekly web statistics on my personal web site. The series has been running since the first week of February 1997 and it shows some remarkable properties, see Figure 6 . The two peaks (indicated with a 1 and 2 in the figure) are due to announcements in news groups. The data of week 46 are missing (the software replaced it by 0). A human viewer also immediately recognises the annual "Christmas dips". The smoothing algorithm Figure 4 . We used Bayesian shrinkage on a variance stabilised non-decimated decomposition using symmlet filters with eight vanishing moments. This was followed by some postprocessing on the data in areas with significant intensities (see text). finds those dips little or even not significant, as we discuss below, since it cannot take their annual character into account (as a human viewer does). Another striking, and yet unexplained, feature appears to be the sudden increase to a higher level after Christmas, especially in January 1999 , 2002 and also 2003 . In some years (2001 , 2002 , and especially 2003 , that initial gain was lost (partly) after a few months. Since the underlying intensity seems to have discontinuous changes, a wavelet decomposition is an appropriate tool for analysis of these data. The example illustrates that the immediate applications of the method presented in this paper is not strictly limited to Poisson data. Indeed, the weekly number of hits on an internet domain is certainly not Poisson distributed: it counts every attempt to downloaded any file including images, text and so on. Visitors usually cause more than one hit. U . In order to capture the narrow peaks as much as possible, we opt for a wavelet with narrow support: the biorthogonal spline wavelet of Cohen, Daubechies and Feauveau (Cohen et al. 1992 ) with two primal and two dual vanishing moments. This basis (CDF 2,2) is well known in image processing (it is in the JPEG-2000 standard). The result in Figure 7 follows from a decimated Bayesian thresholding algorithm. The smoothing curve captures all characteristics that we discussed above. The piecewise linear CDF 2,2 basis functions are clearly reflected in this output. We also point out that other wavelet bases might not reconstruct the features so well, or even skip some of them. This illustrates the importance of the ability to incorporate variance stabilisation into any wavelet basis.
Conclusions
This paper has introduced a novel framework for estimating the intensity curve of Poisson data with piecewise smoothly changing intensities. The key concept is the idea of conditioning on the sum of the observations involved in the computation of a wavelet coefficient. The proposed framework brings together the benefits from some existing procedures:
