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Aurora TSUBASAに加え，Intel製のXeon Goldと Xeon Phi（Knights Landing）を用いて性能評価
を行い，全国規模の被害推計を行うためのコンピュータ資源量の算出を行った．その結果，SX-













は内閣府の総合防災情報システムの一機能として採用され，2017 年 11 月から南海トラフ地震を対
象に鹿児島県から静岡県までの被害状況をシミュレーションする体制を整えている [6]．内閣府の






TSUBASA[7]，Xeon Gold，Xeon Phi (Knights Landing)である． 
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図 1 リアルタイム津波浸水被害推計システム構成 
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ここで，ηは静水面からの垂直変位，Mと Nは xと y方向の全量流量，Dは全水深，݃は重力加速















表 1 シミュレーションの諸条件 
項 目 内 容 
対象地域 高知県 
範囲 1,288km × 1,025km 
座標系 直角座標系 
格子構造 多角形格子 
格子サイズ 810m, 270m, 90m, 30m ,10m 
総格子数 3.5 × 107 
Δｔ 0.2 秒 
再現時間 6 時間 
潮位 朔望平均満潮面 
実数データ型 単精度浮動小数点 
図 2 高知県をシミュレーションした格子構造 
図 3 多角形領域の領域分割の仕方 
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 ３． 評価システム 
本シミュレーションの性能評価対象として，SX-ACE，SX-Aurora TSUBASA，Xeon Gold，Xeon Phi
の 4つのシステムを用いた．それぞれのシステム諸元を表2に示す．なお，Xeon Phiの MCDRAMは
FLATモードで利用した． 
 
表 2 性能評価を行ったシステムの諸元 
  SX-ACE SX-Aurora 
TSUBASA 
Xeon Gold Xeon Phi 
CPU CPU型番 － 10AE 6126 7210 
動作周波数(GHz) 1 1.584 2.6 1.3 































メモリ容量（GB） 64 48 96 192 
メモリバンド幅(GB/s) 256 1350 128 115.2 
MCDRAM容量（GB） - - - 16 
MCDRAMバンド幅（GB/s） - - - 490 
ノード CPU数 1 8 2 1 
メモリ容量（GB） 64 384 192 192 
ノード間バンド幅（GB/s） 8 25 12.5 12.5 
 








図 4  SX-Aurora TSUBASA：左が本体のカード，右が Linux サーバに 8
カード装備したモデル 













場合と指示行を挿入してベクトル化を行った場合の性能を比較した．なお．SX-ACE と SX-Aurora 
TSUBASAでは，コンパイラ指示行を使用しなくても効果的にベクトル化が行われている．  
 
表 3 使用した Fortran コンパイラとオプション 
システム バージョン オプション 
SX-ACE FORTRAN 90/SX Rev.536 -Chopt -pi 




Xeon Gold Intel Fortran 18.0.3.222 -O3 –ipo -xCORE-AVX512 






CPU がストールしている時間，「CPU」は CPU での処理時間である．なお，本プログラムはファイル
の入出力は少なく，無視できる程度である．「Xeon Phi + direc.」と「Xeon Gold + direc.」は前
章で説明した通り，プログラムのベクトル化を行うためにコンパイラ指示行を挿入したものである
図 5 シングルコアでの実行時間 




Xeon Goldと Xeon Phiにおいて，ベクトル化を行わなかった場合（｢Xeon Gold｣と「Xeon Phi」）
と行った場合（「Xeon Gold + direc.」と「Xeon Phi + direc.」）を比較すると，ベクトル化を行っ
た場合の処理時間の方が短いことがわかる．Xeon Goldで約1/2，Xeon Phiで約1/5の実行時間に
なっている．この結果から一般にスカラーCPU と呼ばれているIntel 製の CPU でも高速化を行うた
めには，プログラムのベクトル化が必要であることがわかる．また，ベクトル化については，Intel
のコンパイラの判断に任せず，コンパイラ指示行を用いてベクトル化を行うことが重要である． 
次にメモリストール時間を見てみる．ベクトル型スーパーコンピュータ SX-ACE と SX-Aurora 
TSUBASAの「メモリストール」時間は，Xeon Goldや Xeon Phiに比べて短いことがわかる．特にSX-
ACEの「メモリストール」時間は「Xeon Gold + direc.」の約1/4，SX-Aurora TSUBASAでは約1/17
であった．これは2つの要因があり，一つ目はSX-ACE と SX-Aurora TSUBASA のメモリバンド幅が





全処理時間では，SX-Aurora TSUBASAが最も短く，SX-ACEの約2/5，「Xeon Gold + direc.」の約
1/4，「Xeon Phi + direc.」の約1/11になっている．しかし，SX-Aurora TSUBASAと SX-ACEの理論
コア性能の比から見ると，SX-Aurora TSUBASA の実行効率は低下している．これは SX-Aurora 
TSUBASA のキャッシュメモリのバンド幅が律速となり，ベクトル処理ユニットを十分に活用できて
ないからである．一方，SX-ACEは評価したシステムの中で最も理論コア性能が低いが，全処理時間




もの（SX-ACE，SX-Aurora TSUBASA，Xeon Phiはコア数を64×2n（ｎは0以上の整数），Xeon Gold
は 72×2nでデータをプロットした），右図がCPU数で実行時間を比較したものである（SX-ACEは CPU
数を16×2n，SX-Aurora TSUBASAと Xeon Phiは CPU数を8×2n，Xeon Goldは 6×2nでデータをプ
ロットした）．右図にはSX-ACE，SX-Aurora TSUBASA，Xeon Goldそれぞれにおいて実行時間が5分
以下になった時のCPU数を記載した． 
図 6の左図において Xeon Phi は他のシステムより実行時間が長いように見える．しかし，Xeon 





並列効果が低下している．さらに Xeon Phi の CPU 数を増やして，どこまで実行時間が短縮できる
か評価したかったが，測定に利用したシステムが44 CPUまでであったため調査はできていない． 
次に SX-ACE では，左図において同じコア数では Xeon Gold より実行時間が短くなっている．し
かし，右図では逆転し，同じCPU数ではXeon Goldの方が実行時間が短い．これは，SX-ACEの CPU
当たりのコア数がXeon Goldの 1/3の 4であり，SX-ACEと Xeon Goldの CPU性能に差があるからで
ある．また，右図においてSX-ACEと Xeon Goldが 5分を達成するCPUを見ると，Xeon Goldは SX-
ACEの約3/5の CPU数で良いことがわかる． 
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最も新しいシステムであるSX-Aurora TSUBASAでは，コア数（左図）とCPU数（右図）において，




































を取り囲む計算領域（図７の2430m格子の範囲）も設定した． 図 7 太平洋全沿岸の計算範囲 
図 6 マルチコアでの実行時間：（左）コア数，（右）CPU 数 
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この計算領域を増やしたことにより太平洋全沿岸の演算量は西日本地域の約3.5倍となる． 
以上から各システムの CPU 数は表 4 のようになる（1 の位を切り上げた）．現在，SX-ACE におい
て西日本領域の30m格子を388 CPUでシミュレーションをしているが，約5倍のCPU数で10m格子
のシミュレーションができることがわかる．例えば，サイバーサイエンスセンターのSX-ACEの CPU
数は 2,560 であるので，このシミュレーションを実行することが可能である．しかし，10m 格子の


















ムを用いて，SX-ACE，SX-Aurora TSUBASA，Xeon Gold，Xeon Phi の 4つの代表的なスーパーコン
ピュータで性能評価を行った．SX-ACEは，シングルコアでの実行時間でXeon Goldの約2/3，Xeon 
Phiの約1/4であり，Xeon Goldや Xeon Phiに比べて実行効率が高いことを示した．また，2018年
にリリースされた SX-Aurora TSUBASA では，シングルコアでの実行時間は SX-ACE の約 2/5，Xeon 
Goldの約1/4，Xeon Phiの約1/11であり，さらに，512コアでの実行時間はSX-ACE 512コアの約
1/3，Xeon Gold 576コアの約1/5，Xeon Phi 512コアの約1/30の時間であった．SX-Aurora TSUBASA
は，評価したスーパーコンピュータの中でもっと高速にシミュレーションを処理できることを明ら
かにした．また，リアルタイム津波浸水被害推計システムの今後の拡張として，10m 格子による国
内の太平洋全沿岸の 5 分以内のシミュレーションに必要なコンピュータ資源量は，SX-ACE が約













 高知県10m 西日本10m 太平洋全沿岸 
SX-ACE 74 2,000 7,000 
SX-Aurora TSUBASA 13 350 1,230 
Xeon Gold 41 1,110 3,880 
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