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We propose to realize mechanical parity-time (PT ) symmetry in two coupled optomechanical systems. To
provide gain to one mechanical resonator and the same amount of damping to the other, the two optical cavities
should be driven by blue- and red-detuned laser fields, respectively. After adiabatically eliminating the degrees
of freedom of the cavity modes, we derive a formula to describe the PT symmetry of two coupled mechani-
cal resonators. Mechanical PT -symmetric phase transition is demonstrated by the dynamical behavior of the
mechanical resonators. Moreover, we study the effect of the quantum noises on the dynamical behavior of the
mechanical resonators when the system is in the quantum regime.
PACS numbers: 42.50.Wk, 07.10.Cm, 11.30.Er
I. INTRODUCTION
In quantum mechanics, the Hamiltonian of a closed sys-
tem is usually required to be Hermitian, which guarantees
real energy spectrum and thus unitary time evolution. Re-
cently, it was found that the axiom of Hermiticity in quantum
mechanics could be replaced by the condition of parity-time
(PT ) symmetry and then complex quantum mechanics was
builded [1, 2]. As the time operator is anti-linear, the eigen-
states of the Hamiltonian may or may not be eigenstates of
PT operator, despite the fact that they commute with each
other [3]. It has been demonstrated that a threshold exists in
the system. Below the threshold, the Hamiltonian has com-
pletely real eigenvalues and shares the same set of eigenvec-
tors with the PT operator. Above the threshold, the eigenval-
ues are no longer completely real and instead become com-
plex, and the eigenfunctions of them are different from each
other. This threshold marks the boundary between the un-
broken and broken PT symmetries. In the complex quan-
tum mechanics, if a system has an unbroken PT symmetry,
then it will have positive probabilities and is subject to uni-
tary time evolution by constructing a new type of inner prod-
uct [2]. Non-Hermitian PT -symmetric Hamiltonians play a
significant role in complex quantum mechanics and quantum
field theory (for a review, see Ref. [4]).
Although the non-Hermitian based complex quantum me-
chanics is still debated, experimentalists are trying to test
the PT symmetry in non-Hermitian systems. In particu-
lar, optical systems with complex refractive indices provide
an appropriate platform for this study [5–7]. The PT sym-
metry has been experimentally demonstrated in two coupled
waveguides [8], photonic lattices [9, 10], microwave bil-
liard [11] or transmission line [12], and whispering-gallery
microcavities [13–15]. The optical systems with PT sym-
metry have many important applications, for example, non-
∗Electronic address: liyong@csrc.ac.cn
reciprocal light propagation [8, 13, 16], double refraction [6],
absorption-enhanced transmission [17], coherent perfect ab-
sorber [12, 18, 19], and unidirectional invisibility [10, 20]. In
addition, the PT symmetry has also been realized in the ac-
tive LRC circuits [21, 22].
It is well known that the system of coupled mechanical os-
cillators is one of the most direct and simplest systems to il-
lustrate non-Hermitian PT symmetry. Recently, Bender et
al. [23] experimentally demonstrated the PT phase transition
in a simple classical mechanical system of two coupled pendu-
lums with controllable damping and gain respectively, where
the kinetic energy are added to or subtracted from the coupled
pendulums by an electromagnet with brief impulses. When
the the damping and gain parameters of the two pendulums
are below a critical value, the system is in the unbroken-PT -
symmetric region.
Recently, it was shown in experiments that mechanical res-
onators can be coupled to the electromagnetic fields via radi-
ation pressure or optical gradient forces in so-called optome-
chanical systems, which have drawn much attention in the past
decade. Optomechanical systems can be used to produce non-
classical states of mechanical modes [24–26] and they also
have the potential applications in quantum information pro-
cessing (for reviews, see Refs. [27–29]). It has been theoret-
ically studied and experimentally demonstrated that the mo-
tion of a mechanical resonator in the optomechanical system
can be controlled by driving the optical cavity with an ex-
ternal laser field. If the frequency of the laser field becomes
lower than the cavity’s resonant frequency (red-detuned case),
the motion of the mechanical resonator can be suppressed and
cooled down [30–47]. On the contrary, if the laser field is
tuned above resonance (blue-detuned case), the motion of the
resonator will be enhanced and heated [48–66]. Thus we can
control the damping (gain) of the mechanical resonators by
driving the optomechanical cavities with red- (blue-) detuned
laser fields. This provides us the most important condition
to realize mechanical PT symmetry by optomechanical sys-
tems.
Here, we propose to realize the PT symmetry by two cou-
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FIG. 1: (Color online) (a) Schematic diagram of two coupled op-
tomechanical systems with the cavities being driven by blue- and
red-detuned laser fields respectively. (b), (c) and (d) The possible re-
alistic physical systems to implement the setup of coupled optome-
chanical systems for realizing mechanical parity-time (PT ) symme-
try: (b) the optical fiber cavity with one-end vibrating cantilever [71];
(c) and (d) the superconducting transmission line resonator coupled
to a mechanical beam [39, 72, 73].
pled mechanical resonators by virtue of two optomechanical
systems. In contrast to Ref. [23], here the gain and damp-
ing of the mechanical resonators are controlled by driving the
cavities with laser fields, thus the gain-damping ratio can be
balanced by adjusting the pump powers. Moreover, we show
the dynamical behavior of the mechanical resonators when the
system is in the quantum regime and the quantum noises are
taking into account by the quantum Langevin equations [67–
69]. In recent years, the mechanical resonators of the optome-
chanical systems have been cooled and prepared in the ground
states [42, 43], and our proposal may pave the way to study the
mechanical PT -symmetric systems in the quantum regime.
The paper is organized as follows: In Sec. II, the Hamil-
tonian of the coupled optomechanical systems is introduced
and the PT -symmetric equations for the mechanical modes
are derived. The mechanical PT -symmetric phase transition
is shown in Sec. III. In Sec. IV, we analyze the effect of the
quantum noises on the dynamical behavior of the mechanical
resonators when the system is in the quantum regime. Finally
we draw our conclusions in Sec. V.
II. MODEL AND PT -SYMMETRIC EQUATIONS
As schematically shown in Fig. 1(a), we consider a
schematic model consisting of two optomechanical systems
with two vibrating mirrors coupling to each other [70]. Exper-
imentally, the optomechanical system required in our proposal
can be realized by the optical fiber cavity with one-end vibrat-
ing cantilever [71] [Fig. 1(b)], or the superconducting trans-
mission line resonator coupled to a mechanical beam [39, 72–
74] [Figs. 1(c) and (d)].
In Fig. 1(b), the optical fiber cavity is formed between the
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FIG. 2: (Color online) Tunable coupling of two vibrating cantilever
by (a) piezoelectric effect and (b) photothermal effect.
end face of a single-mode optical fiber and a vibrating can-
tilever; the fiber face has a concavity with a highly reflec-
tive dielectric coating [71] and the cantilever is coated with
a high-reflectivity Bragg mirror [38]. The mechanical cou-
pling between the cantilevers can be obtained via a common
base with a separating distance corresponding to the coupling
overhang [75, 76].
The coupled optomechanical systems can also be realized
in the microwave domain by embedding a nanomechanical
beam inside a superconducting transmission line microwave
cavity [39, 72–74], as schematically shown in Fig. 1(c). The
area framed by the dashed line in Fig. 1(d) shows the coupling
overhang, which provides the mechanical coupling between
the two beams [77–81]. Different from the system given in
Ref. [74] where the coupling between the superconducting
microwave resonators plays a important role, here such a cou-
pling (cross-talk) should be avoided in the system under con-
sideration, e.g., by employing two microwave cavities far off-
resonant with each other or well separated in space.
Experimentally, the mechanical coupling between the two
cantilevers can be controlled by applying stress to the cou-
pling overhang by piezoelectric effect or photothermal ef-
fect [77–81]. As shown in Fig. 2(a), applying a dc voltage to
the electrodes [yellow areas in Fig. 2(a)], the effective spring
constant of the coupling overhang is changed via the stress
generated by the piezoelectric effect and therefore the me-
chanical coupling constant is varied. Another alternative way
for mechanical coupling modulation is given by the photother-
mal stress, which is induced by the irradiation of the laser
[Fig. 2(b)]. The optically induced thermal stress or the ten-
sion coupling overhang is proportional to the laser power. By
adjusting the laser power, one can effectively control the me-
chanical coupling between the two cantilevers. In addition,
the two vibrating mirrors can also be coupled through the elec-
3trostatic force [82] or Coulomb interaction for charged vibrat-
ing mirrors [83–85]. For the sake of generality, in the follow-
ing study, we will not specify our theoretical model to any
particular system.
The Hamiltonian of the coupled optomechanical systems
can be given by (~ = 1)
H = Hom +Hc +Hd, (1)
where
Hom =
∑
i=1,2
[
∆ia
†
iai +
ωi
2
(
q2i + p
2
i
)− gia†iaiqi] , (2)
Hc = −Jq1q2, (3)
Hd =
∑
i=1,2
(
Ωia
†
i +H.c.
)
. (4)
Hom describes the Hamiltonian of two standard optomechan-
ical systems; ai, and a†i (i = 1, 2) are the annihilation and
creation operators of the cavity mode with frequency ωci ; the
vibrating mirrors (qi and pi, the dimensionless position and
momentum operators for the vibrating mirrors) act as two me-
chanical resonators with mechanical frequency ωi; gi is the
single-photon optomechanical coupling strength between the
ith cavity mode and ith mechanical resonator. Hc describes
the coupling between the two mechanical resonators with the
coupling strength J which is assumed to be much smaller than
the mechanical frequency (ωi ≫ J). As given in the term Hd,
the two single-mode cavities are driven by two external fields
with the driving strengths Ωi, respectively; ∆i = ωci − ωdi is
the frequency detuning between the ith cavity mode (ωci ) and
ith external driving field (ωdi ).
The dynamics of the cavity fields and mechanical oscilla-
tors can be described by the quantum Langevin equations. Af-
ter considering the dissipations but neglecting the fluctuations
of the cavity fields and mechanical resonators in the strong
external driving condition, we can obtain the equations
d
dt
ai = −
[κi
2
+ i (∆i − giqi)
]
ai − iΩi, (5)
d
dt
qi = ωipi, (6)
d
dt
p1 = −ω1q1 + Jq2 + g1a†1a1 −
γ1
2
p1, (7)
d
dt
p2 = −ω2q2 + Jq1 + g2a†2a2 −
γ2
2
p2, (8)
for i = 1, 2. Here κi is the decay rate of the ith cavity and
and γi is the damping rate of the ith mechanical resonator. To
solve the above nonlinear dynamical equations, we can write
each operator as the sum of its steady-state value and the time-
dependent term: ai → αi + ai and qi → ξi + qi, where αi
and ξi are the steady-state values of the system and satisfy the
following equations:[κi
2
+ i (∆i − giξi)
]
αi = −iΩi, (9)
ω1ξ1 − Jξ2 = g1 |α1|2 , (10)
ω2ξ2 − Jξ1 = g2 |α2|2 . (11)
In the strong external driving condition Ωi ≫ κi, one has
|αi|2 ≫ 1. Thus the nonlinear terms in Eq. (5)-(8) (e.g.
gia
†
iai) can be neglected and the linearized equations for time-
dependent terms are given as
d
dt
ai = −
(κi
2
+ i∆′i
)
ai + iGiqi, (12)
d
dt
qi = ωipi, (13)
d
dt
p1 = −ω1q1 + Jq2 +G∗1a1 +G1a†1 −
γ1
2
p1, (14)
d
dt
p2 = −ω2q2 + Jq1 +G∗2a2 +G2a†2 −
γ2
2
p2, (15)
where ∆′i = ∆i−giξi is the effective optical detuning and the
parameter Gi = giαi represents the effective optomechanical
coupling constant.
From Eqs. (12)-(15), we can derive the PT -symmetric dy-
namical equations for the coupled mechanical resonators. Un-
der the assumption that the decay rates of the cavities are
much larger than the effective optomechanical coupling, κi ≫
Gi, we can adiabatically eliminate the cavity modes [86] (for
details see Appendix A), then we find
d
dt
p1 = − (ω1 + δω1) q1 + Jq2 + 1
2
(Γ1 − γ1) p1, (16)
d
dt
p2 = − (ω2 − δω2) q2 + Jq1 − 1
2
(Γ2 + γ2) p2, (17)
where
δωi =
8 |Gi|2 ωi
κ2i + 16ω
2
i
, (18)
Γi =
4 |Gi|2
κi
16ω2i
κ2i + 16ω
2
i
, (19)
are the radiation pressure induced frequency shift and gain (or
damping) [33, 34]. In the resolved-sideband regime ωi ≫ κi
and the adiabatic elimination conditions κi ≫ Gi, the fre-
quency shift induced by the radiation pressure is very small
(δωi ≪ ωi). If the external driving fields are strong enough,
then the original mechanical damping rates will be much
smaller than the radiation pressure induced gain (damping)
γi ≪ Γi. After omitting the negligible frequency shift δωi
and original mechanical damping γi, and taking the degener-
ate parameters of mechanical resonators: γeff = Γ1 = Γ2 and
ωm = ω1 = ω2, one can get the dynamical equations for the
coupled mechanical resonators with PT symmetry [23]
d
dt
q1 = ωmp1, (20)
d
dt
q2 = ωmp2, (21)
d
dt
p1 = −ωmq1 + Jq2 + γeff
2
p1, (22)
d
dt
p2 = −ωmq2 + Jq1 − γeff
2
p2, (23)
4Eqs. (20-23) can also be written in an equivalent form as
d2
dt2
q1 − γeff
2
d
dt
q1 = −ω2mq1 + ωmJq2, (24)
d2
dt2
q2 +
γeff
2
d
dt
q2 = −ω2mq2 + ωmJq1. (25)
It is ready to check that the dynamical equations [Eqs. (20)-
(23) or Eqs. (24)-(25)] are invariant under thePT transforma-
tion (i.e. P : the subscripts 1↔ 2; T : t→ −t, pi → −pi).
Now, let us derive the threshold marking the boundary
between the broken and unbroken PT -symmetric regions.
Eqs. (20)-(23) can be rewritten in a compact matrix form as
i
d
dt
|Ψ〉 = Heff |Ψ〉 , (26)
with |Ψ〉 = (q1, p1, q2, p2)T , and the effective Hamiltonian
Heff = i

0 ωm 0 0
−ωm γeff2 J 0
0 0 0 ωm
J 0 −ωm − γeff2
 . (27)
The eigenvalues of the effective Hamiltonian Heff are given
as
λ1,2,3,4 = ±λ±, (28)
where
λ± =
√
ω2m −
γ2eff ±
√
γ4eff − 16ω2m (γ2eff − 4J2)
8
. (29)
As ωm ≫ J ∼ γeff, in order to ensure that all the eigenvalues
of Heff are real, the effective damping rate γeff need to satisfy
γ4eff − 16ω2mγ2eff + 64ω2mJ2 ≥ 0. (30)
This condition gives the PT -symmetric region
0 ≤ γeff ≤ γPT , (31)
with the PT -symmetric threshold
γPT = 2
√
2ωm
√
1−
√
1− (J/ωm)2 ≈ 2J. (32)
Eq. (26) can be solved analytically by the methods of bi-
orthogonal basis [87–89] (for details see Appendix B). In the
next section, we are interested in the dynamics of the mean
value of the system, thus we treat the operators as c-numbers
in the semi-classical approximation.
III. MECHANICAL PT -SYMMETRIC PHASE
TRANSITION
To investigate the transition of PT symmetry and broken
PT symmetry, we will show the dynamical behaviour of the
two mechanical resonators in this section as in Ref. [23].
FIG. 3: (Color online) The dynamical behaviour of the two mirrors
for J = 0: (a) left mirror q1 (red curve) and (b) right mirror q2 (green
curve). The parameters used in the numerical calculation are ωm =
10κ, −∆1 = ∆2 = ω1 = ω2 = ωm, γ = κ/10
5
, Ω = 5000κ and
g = κ/10000.
FIG. 4: (Color online) The dynamical behaviour of the two vibrating
mirrors q1 (red curves) and q2 (green curves) given by Eqs. (5)-(8) for
J = κ/100. The other parameters used in the numerical calculation
are the same as given in Fig. 3.
Without loss of generality, we assume that g1 = g2 = g,
κ1 = κ2 = κ, γ1 = γ2 = γ, Ω1 = Ω2 = Ω and nor-
malize all the parameters to κ. The parameters in the follow-
ing numerical calculations are: ωm = 10κ, g = κ/10000,
J = κ/100, ∆′1 = −ωm and ∆′2 = ωm. By solving
the Eqs. (9)-(11), we find that: when Ω = 5000κ, we have
∆′i ≈ ∆i, Gi ≈ κ/20, Γi ≈ κ/100, δωi ≈ κ/8000. If
the quality factor of the mechanical resonators is high (e.g.
Qm ∼ 106) so that γ = κ/105 ≪ Γi, then we can ignore the
original mechanical dampings in the time scale that t≪ 1/γ.
First of all, we give the dynamical behaviour of the two mir-
rors in Fig. 3 by solving Eqs. (5)-(8) numerically in the case
that the two mirrors are uncoupled to each other (J = 0) with
initial conditions q1 = p1 = q2 = p2 = 0. In Fig. 3(b), as the
right cavity (noted by cavity 2) is driven by a laser resonant
to the red sideband, the oscillation amplitude of the right mir-
ror decreases exponentially with rate γeff ≈ κ/100. On the
contrary, the left cavity (noted by cavity 1) is driven by a laser
resonant to the blue sideband, then the oscillation amplitude of
the left mirror increases exponentially with rate γeff ≈ κ/100
until the saturation is achieved as shown in Fig. 3(a). It is
the nonlinear terms in the dynamical equations [Eqs. (5)-(8)]
that cause the saturation behaviors, and these terms become
important as the oscillation amplitude of the mirror increases.
The saturation behaviours have already been predicted theo-
5FIG. 5: (Color online) The dynamical behaviour of the two vibrating mirrors q1 (red curves) and q2 (green curves) given (a), (c), (e) by
Eqs. (5)-(8) and (b), (d), (f) by Eqs. (20)-(23) for: (a) Ω/κ = 5000; (b) γeff = J ; (c) Ω/κ = 6700; (d) γeff = 1.8J ; (e) Ω/κ = 10000; (f)
γeff = 4J . The other parameters are the same as that given in Fig. 4.
retically [51–59] and observed experimentally [60–66].
Due to the adiabatic approximation we have used in the
derivation, it is expected that the mechanical PT -symmetric
and broken PT -symmetric phases can be observed during the
time interval 1/κ ≪ t ≪ 1/γ. Before the time t arrives in
this region, there is a transient process for the evolving behav-
ior of the mechanical resonators, as shown in Fig. 4, which is
given by numerically solving Eqs. (5)-(8) with the initial con-
ditions q1 = p1 = q2 = p2 = 0. It is clear that the time of
duration for the transient process is about the lift time of the
cavity (e.g. t = 2pi/κ), and the oscillation amplitudes of the
mechanical resonators are about 50 for Ω = 5000κ.
The dynamical behaviour of the two vibrating mirrors
for the parameters in the PT -symmetric and broken PT -
symmetric region are shown in Fig. 5(a), (c) and (e) by solv-
ing the dynamical equations of the coupled optomechani-
cal system [Eqs. (5)-(8)] directly with driving strength (a)
Ω/κ = 5000 (c) Ω/κ = 6700 and (e) Ω/κ = 10000. The cor-
responding effective damping or gain rates are (a) γeff ≈ J ,
(c) γeff ≈ 1.8J and (e) γeff ≈ 4J according to the Eq. (19).
As comparison, the dynamical behaviours of the two mirrors
given by Eqs. (20)-(23) are shown in Fig. 5(b), (d) and (f) with
effective damping or gain rate (b) γeff = J , (d) γeff = 1.8J
and (f) γeff = 4J . In order to make the comparison of the
results given by Eqs. (5)-(8) and by Eqs. (20)-(23) more con-
venient, we will solve Eqs. (5)-(8) with the initial conditions
q1 = p1 = q2 = p2 = 0 and solve Eqs. (20)-(23) with the
initial conditions q1 = q2 = 50 and p1 = p2 = 0 in Fig. 5(b),
q1 = q2 = 90 and p1 = p2 = 0 in Fig. 5(d), q1 = q2 = 200
and p1 = p2 = 0 in Fig. 5(f), respectively.
In Fig. 5(a) and (b), as γeff < 2J , the system is in the
PT -symmetric region. The two mirrors become two beat fre-
quency oscillators with the beat frequency related to the dif-
ferences of λ+ and λ− as shown in Eq. (29), and they are a
little out of phase with each other. In Fig. 5(c) and (d), as
γeff = 1.8J , the system is near the critical point for phase
transition (still in the PT -symmetric region), the oscillation
amplitudes increase but the beat frequency becomes lower. In
Fig. 5(e) and (f), as γeff > 2J , the system is in the broken
PT -symmetric region. The oscillation amplitude of the left
mirror increases exponentially, and the oscillation amplitude
of the right mirror also increases after an initial decrease. This
is because the energy in the left mirror is transferred into the
right one [23].
As time goes on, the difference between Fig. 5(a), (c), (e)
and Fig. 5(b), (d), (f) become more and more significant.
These differences mainly come from the small frequency shift
induced by the radiation pressure, δωi. For the parameters
used in our numerical calculation, the frequency shift δωi is
about 2.25×10−5κ for Ω/κ = 6700 according to Eq. (18). In
6FIG. 6: (Color online) The dynamical behaviour of the two vibrating
mirrors q1 (red curve) and q2 (green curve) given by Eqs. (13), (16)
and (17) with J = κ/100, Γ1 − γ1 = Γ2 + γ2 = γeff = 1.8J ,
ω1 = ω2 = ωm and δωi = 2.25× 10−5κ.
FIG. 7: (Color online) The dynamical behaviours of the intensity
of the optical powers in the cavities and the positions of the two vi-
brating mirrors given by Eqs. (5)-(8): (a) |a1|2 (blue curve); (b) |a2|2
(cyan curve); (c) q1 (red curve); (d) q2 (green curve). The parameters
are the same as that given in Fig. 5(a).
Fig. 6, we show the dynamical behaviour of the two vibrating
mirrors by numerically solving Eqs. (13), (16) and (17) and
setting J = κ/100, Γ1 − γ1 ≈ Γ2 + γ2 ≈ γeff = 1.8J ,
ω1 = ω2 = ωm and δωi = 2.25 × 10−5κ. The result
[Fig. 6(a)] agrees well with the result given by Eqs. (5)-(8) as
shown in Fig. 5(c). What is more, this small frequency shift
will destroy the PT symmetry of the system after an enough
long time as shown in Fig. 6(b). This is different from most
of the previous studies that the main difficulty to observe the
PT symmetry was the balance of the gain-damping ratio. As
for the ordinary optical systems, the gain and damping of the
cavities are difficult to change simultaneously. By contrast,
however, in the coupled optomechanical systems, the gain-
damping ratio can be easily balanced by adjusting the pump
powers in the same time.
For the direct measurement of the dynamical behaviors of
the mechanical resonators might not be easy, we propose to
demonstrate the mechanical PT symmetry by measuring the
evolution of the output intensity of the cavities. As the decay
rates of the cavity fields are much larger than the optomechan-
ical coupling, the intensity of the cavity fields evolve adiabat-
ically with the vibrating mirrors, as shown in Fig. 7. So the
temporal behaviours of the coupled mirrors can be observed
by measuring the intensity of the output cavity fields. In the
experiment given in Ref. [94], the radiation-pressure-induced
mechanical oscillations have been demonstrated by measuring
the output intensity of the optical power.
In order to observe the PT -symmetric and broken PT -
symmetric behaviours, besides changing the optically induced
gain (or damping) by tuning the amplitude of the driving field
as shown above, we can also change the coupling between
the two mechanical resonator from weak to strong by apply-
ing stress to the coupling overhang by piezoelectric effect or
photothermal effect [77–81], as shown in Fig. 2.
IV. MECHANICAL PT -SYMMETRY IN QUANTUM
REGIME
Up to now the dynamical behavior of the system is obtained
by treating the operators as c-numbers in the semi-classical
approximation. This theory is only applied in the condition
that the numbers of photons and phonons in the system are so
large that the fluctuations of the cavity fields and mechanical
resonators can be neglected. With the progress in the exper-
iments, the mechanical resonators have already been cooled
and prepared near the ground states in the optomechanical sys-
tems [42, 43], then the thermal excitations and even the quan-
tum fluctuations should be considered in the derivation. In this
section, we are going to develop a description of mechanical
PT -symmetric systems by using full quantum theory [67].
The linearized quantum Langevin equations (LQLEs) for
the operators [with adding quantum noises to the Eqs. (12)-
(15)] are given as
d
dt
V =MV + F, (33)
where V =
(
a1, a2, a
†
1, a
†
2, q1, q2, p1, p2
)T
, F =( √
κ1a1,in,
√
κ2a2,in,
√
κ1a
†
1,in,
√
κ2a
†
2,in, 0, 0, ξ1, ξ2
)T
,
and
7M =

− (κ1
2
+ i∆′1
)
0 0 0 iG1 0 0 0
0 − (κ2
2
+ i∆′2
)
0 0 0 iG2 0 0
0 0 − (κ1
2
− i∆′1
)
0 −iG∗1 0 0 0
0 0 0 − (κ2
2
− i∆′2
)
0 −iG∗2 0 0
0 0 0 0 0 0 ω1 0
0 0 0 0 0 0 0 ω2
G∗1 0 G1 0 −ω1 J − γ12 0
0 G∗2 0 G2 J −ω2 0 − γ22

. (34)
FIG. 8: (Color online) The maximum value (Λi/κ)max of all the
eigenvalues of M as a function of the effective optomechanical cou-
pling rate G1 = G2 ≡ G. The parameters are κ1 = κ2 = κ,
J = κ/100, −∆′1 = ∆
′
2 = ω1 = ω2 = 10κ and γ1 = γ2 = κ/105.
The quantum noise ai,in (i = 1, 2) satisfies the communica-
tion relation
[
ai,in (t) , a
†
i,in (t
′)
]
= δ (t− t′) and the corre-
lations
〈
a†i,in (t) ai,in (t
′)
〉
= 0, and
〈
ai,in (t) a
†
i,in (t
′)
〉
=
δ (t− t′); the Brownian stochastic force ξi (i = 1, 2) with
zero mean value satisfies the correlation 〈ξi (t) ξi (t′)〉 =
γi
(
nthi + 1/2
)
δ (t− t′) with the thermal phonon number
nthi = (exp {~ωi/kBT } − 1)−1, where kB is the Boltzmann
constant and T is the effective temperature of the reservoir of
the mechanical oscillators.
The system is stable only if the real parts of all the eigenval-
ues Λi (i = 1, 2, . . . , 8) of matrix M are negative (Λi < 0).
The stability conditions can be given explicitly by using the
Routh-Hurwitz criterion [95], but they are too cumbersome
to be given here. In the following, we will analyze the sta-
bility conditions of the system numerically. The maximum
value (Λi)max of all the eigenvalues of M as a function of
the effective optomechanical coupling rate G1 = G2 ≡ G
is shown in Fig. 8. For the parameters under consideration
in this figure, there are three regions: (i) 0 ≤ G/κ . 0.03:
(Λi)max < 0, the system is stable in this region (stable re-
gion); (ii) 0.03 . G/κ . 0.07: (Λi)max (> 0) increases
slowly with the effective optomechanical coupling rateG, and
the system can be stable in a long time because (Λi)max is
small in the region (we can call this region quasi-stable re-
gion); (iii) 0.07 . G/κ, (Λi)max (> 0) increases fast with the
effective optomechanical coupling rate G, i.e., this is the un-
stable region. It is worth mentioning that G/κ ≈ 0.07 is also
the exceptional point at which γeff ≈ 2J and the mechanical
PT -symmetry is broken.
The solution to the LQLEs (33) is given by [67]
V (t) = K (t)V (0) +
∫ t
0
K (t− t′)F (t′) dt′ (35)
with K (t) = eMt. The total phonons generated in each
mechanical resonators ntti (t) =
[〈
q2i (t)
〉
+
〈
p2i (t)
〉− 1] /2
come from two parts,
ntti (t) = n
st
i (t) + n
sp
i (t), (36)
where i = 1, 2,
nst1 (t) =
1
2
∑
j=1,3
∑
i=1,2
{
|K4+j,i(t)|2
[
2
〈
a†i (0)ai(0)
〉
+ 1
]
+ |K4+j,4+i(t)|2
〈
q2i (0)
〉
+ |K4+j,6+i(t)|2
〈
p2i (0)
〉}− 1
2
,(37)
nst2 (t) =
1
2
∑
j=2,4
∑
i=1,2
{
|K4+j,i(t)|2
[
2
〈
a†i (0)ai(0)
〉
+ 1
]
+ |K4+j,4+i(t)|2
〈
q2i (0)
〉
+ |K4+j,6+i(t)|2
〈
p2i (0)
〉}− 1
2
,(38)
nsp1 (t) =
1
2
∑
j=1,3
∑
i=1,2
{
κi
∫ t
0
|K4+j,2+i(t′)|2 dt′ + γi (ni,th + 1/2)
∫ t
0
|K4+j,6+i(t′)|2 dt′
}
, (39)
nsp2 (t) =
1
2
∑
j=2,4
∑
i=1,2
{
κi
∫ t
0
|K4+j,2+i(t′)|2 dt′ + γi (ni,th + 1/2)
∫ t
0
|K4+j,6+i(t′)|2 dt′
}
(40)
with Kj,i (t) =
(
eMt
)
j,i
.
8FIG. 9: (Color online) The dynamical behaviours of the phonons by spontaneous generation nsp1 (blue solid line) and nsp2 (blue dash line) [(a),
(b) and (c)], stimulated generation nst1 (red solid line) and nst2 (red dash line) [(d), (e) and (f)] and the total phonons ntt1 (black solid line) and
ntt2 (black dash line) [(g), (h) and (i)] with different values of the effective optomechanical coupling rate G1 = G2 ≡ G: (a), (d) and (g)
G/κ = 0.05; (b), (e) and (h) G/κ = 0.069; (c), (f) and (i) G/κ = 0.08. Here 〈q2i (0)〉 = 〈p2i (0)〉 = 3/2, T = 0, i.e., nthi = 0. The other
parameters are the same as that given in Fig. 8.
From Eqs. (35) and (36), the total phononsntti (i = 1, 2) in-
clude contributions from both the stimulated and spontaneous
generations, where the stimulated generation nsti comes from
the term K (t)V (0) and the spontaneous generation nspi is
contributed by the term
∫ t
0
K (t− t′)F (t′) dt′. The number
of the phonons by the spontaneous generation is shown in
Fig. 9 (a), (b) and (c); the one by the stimulated generation
is shown in Fig. 9 (d), (e) and (f) with the initial condition
that there is no photon in the optical modes and one phonon
in each mechanical resonators initially, i.e., 〈a†i (0)ai(0)〉 = 0
and 〈q2i (0)〉 = 〈p2i (0)〉 = 3/2 (i = 1, 2). The total phonons
generated in the mechanical resonators are shown in Figs. 9
(g), (h) and (i).
From Figs. 9 (a), (d) and (g), as the optomechanical cou-
pling rate G is in the PT -symmetry region (G/κ = 0.05),
the number of the phonons by the spontaneous generation in-
creases monotonously (in a series of cascades) and the num-
ber of the phonons by the stimulated generation shows some
oscillation behavior. The phonons by the spontaneous gener-
ation will dominate the total generation of phonons after an
enough long time. When the optomechanical coupling rate
G is in the unstable region (PT -symmetry broken region) as
shown in Figs. 9 (c), (f) and (i), the number of the phonons by
both the stimulated and spontaneous generations increases ex-
ponentially. The phonons generated by the spontaneous gen-
eration still play an important role in the total generation of
the phonons. So the effect of the quantum noises can not be
ignored when the number of the phonons by stimulated gen-
eration is small and the evolution time is long enough.
Moreover, the phonons by the spontaneous generation orig-
inate from two sources as shown in Fig. 10 or Eqs. (39) and
(40): the first term results from the quantum noises of the cav-
ity modes (labeled as ’ncmi ’) and the stochastic forces of the
mechanical resonators contribute the second term (labeled as
’nmri ’). Under zero temperature as shown in Fig. 10 (a) and
(b), since γ1 = γ2 ≪ κ1 = κ2, the phonons by the spon-
taneous generation mainly come from the quantum noises of
the cavity modes. When the thermal phonon number nthi ap-
proaches about 1000 as shown in Figs. 10 (c) and (d), the con-
tributions by the stochastic force of the mechanical resonators
can be comparable with the one by the quantum noises of the
cavity modes.
Lastly we will numerically reveal that the phonons by the
spontaneous generation can be neglected when the number
of phonons are large initially. The dynamical behaviours of
the phonons by the stimulated generation nst1 and the total
phononsntt1 in mechanical resonator 1 are as shown in Fig. 11,
where thermal phonon number is nthi = 1000. Unlike in the
9FIG. 10: (Color online) The dynamical behaviours of the phonons
generated by the quantum noises of the cavity modes ncmi and by
the stochastic forces of the mechanical resonators nmri with thermal
phonon number: (a) and (b) nthi = 0; (c) and (d) nthi = 1000. The
effective optomechanical coupling rate G1 = G2 ≡ G is: (a) and (c)
G/κ = 0.05; (b) and (d) G/κ = 0.08. The other parameters are the
same as that given in Fig. 8.
FIG. 11: (Color online) The dynamical behaviours of the phonons
generated by the stimulated generation nst1 (red thin line) and the
total phonons ntt1 (black bold line) with thermal phonon number
nthi = 1000: (a) and (b) 〈q2i (0)〉 = 〈p2i (0)〉 = 3/2; (c) and (d)
〈q2i (0)〉 = 〈p
2
i (0)〉 = 100
1
2
. The effective optomechanical coupling
rate is G/κ = 0.05 in (a) and (c), and is G/κ = 0.08 in (b) and (d).
The other parameters are the same as that given in Fig. 8.
condition that the number of phonons is small initially [Fig. 11
(a) and (b)], where the phonons generated by the spontaneous
generation play an important role in the total generation of the
phonons, the phonons generated by the spontaneous genera-
tion can be neglected when the the number of phonons in the
mechanical resonator approaches about 100 initially as shown
in Fig. 11 (c) and (d).
V. DISCUSSIONS AND CONCLUSIONS
Let us now discuss the experimental feasibility for the ob-
servation of mechanical PT -symmetry in the coupled op-
tomechanical systems. In the calculation, we have assumed
that the parameters satisfy the following conditions: (i)
resolved-sideband condition, ωm = 10κ; (ii) weak optome-
chanical coupling, g = κ/10000, Gi = κ/20; (iii) strong
driving condition, Ω = 5000κ to 10000κ; (iv) resonant blue-
and red-sideband conditions, ∆1 = −ωm, ∆2 = ωm; (v)
high mechanical quality factor such that γi ≪ Γi. Most of
the parameters used in the calculation are within the reach of
the current technology. For example, the sideband cooling
of mechanical resonator has been observed in many different
types of optomechanical systems [37–44]; the optomechani-
cal coupling constant has been reported to reach the level of
g = 10−2κ in the zipper cavity and double-disk cavity [90–
93].
In summary, we have theoretically demonstrated that the
coupled optomechanical systems can be used to observe the
PT symmetry for the mechanical degrees of freedom. The
dynamical equations for two coupled mechanical resonators
with PT symmetry are derived by adiabatically eliminating
the degrees of freedom of the cavity modes. By tuning the
amplitudes of the driving fields or the coupling constant be-
tween the vibrating mirrors, we can observe the transition be-
tween the PT -symmetric and broken PT -symmetric phases.
In the PT -symmetric region, the two vibrating mirrors be-
come two beat frequency oscillators. While in the broken
PT -symmetric region, the oscillation amplitudes of the mir-
rors increase (or after an initial decrease) exponentially, which
might result in the photon lasing. In the experiment, mechan-
ical PT -symmetric phase transition can be demonstrated by
measuring the evolution of the output intensity of the cavities.
Additionally, when the number of phonons is small, we
consider the contributions of the quantum noises by the
LQLEs [67, 69]. In thePT -symmetric region, the phonons by
spontaneous generation dominate the total phonon generation
after an enough long time; when thePT -symmetric is broken,
the phonons by spontaneous generation still remain important
in the total phonon generation. The coupled optomechanical
systems offer us a potential platform to push mechanical res-
onators into the quantum regime and our proposal may pave
the way to study the mechanical PT -symmetric systems in
the quantum regime [67–69].
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Appendix A: Adiabatical elimination
From Eqs. (12)-(15), we can derive the dynamical equa-
tions for the coupled mechanical resonators by adiabatically
eliminating the cavity modes. As qi = (b†i + bi)/
√
2, Eq. (12)
can be rewritten as
d
dt
ai = −
(κi
2
+ i∆′i
)
ai + i
Gi√
2
(
b†i + bi
)
. (A1)
In order to observe the PT symmetry in the coupled vibrating
mirrors, we need to provide gain to the left vibrating mirror
and equivalent damping to the right vibrating mirror respec-
tively. Therefore, we assume that the driving field to the left
cavity is resonant to the blue sideband (∆′1 = −ω1) and the
driving field to the right cavity is resonant to the red side-
band (∆′2 = ω2). After introducing the slowly varying ampli-
tudes: a˜1 = a1e(
κ1
2
−iω1)t
, a˜2 = a2e
(κ22 +iω2)t, b˜1 = b1e
iω1t
,
b˜2 = b2e
iω2t
, and integrating Eq. (A1), we get
a˜1 =
∫ t
−∞
i
G1√
2
(
b˜†1 + b˜1e
−i2ω1τ
)
e
κ1
2
τdτ, (A2)
a˜2 =
∫ t
−∞
i
G2√
2
(
b˜2 + b˜
†
2e
i2ω2τ
)
e
κ2
2
τdτ. (A3)
Under the assumption that the decay rates of the cavities
are much larger than the effective optomechanical coupling
κi ≫ Gi, we can adiabatically eliminate the cavity modes.
As κi ≫ γi, the evolution of b˜i is much slower than a˜i, so
that we can take b˜i out of the integrals and evaluate the inte-
grals directly, then we find the approximate expressions of the
cavity modes [86],
a1 = i
√
2G1
κ1
b†1 + i
√
2G1
(κ1 − i4ω1)b1, (A4)
a2 = i
√
2G2
κ2
b2 + i
√
2G2
(κ2 + i4ω2)
b†2. (A5)
Substituting these expressions into Eqs. (14) and (15), then we
find Eqs. (16) and (17).
Appendix B: Bi-orthogonal basis approach
We are going to solve Eqs. (26) analytically by the bi-
orthogonal basis approach [87–89]. In order to write these
solutions in an explicit form, we use the engenstates
|1〉 =

1
0
0
0
 , |2〉 =

0
1
0
0
 , |3〉 =

0
0
1
0
 , |4〉 =

0
0
0
1
 .
(B1)
The effective Hamiltonian Heff satisfy the eigenvalue equa-
tions
Heff |φi〉 = λi |φi〉 , (B2)
H†eff |ϕi〉 = λ∗i |ϕi〉 , (B3)
where |φi〉 and |ϕi〉 are called the bi-orthogonal basis, and
they satisfy the bi-orthogonal relations
〈ϕi|φj〉 = Diδij , (B4)
and generalized completeness relations∑
i
|φi〉 〈ϕi|
〈ϕi|φi〉 =
∑
i
|ϕi〉 〈φi|
〈φi|ϕi〉 = 1. (B5)
So we have the basis transform relations
|n〉 =
∑
i
〈ϕi|n〉
〈ϕi|φi〉 |φi〉 =
∑
i
〈φi|n〉
〈φi|ϕi〉 |ϕi〉 , (B6)
with
Xn,i = 〈n|φi〉 , Yn,i = 〈n|ϕi〉 , (B7)
and
Xi =
[
J
λi
χi,−i J
ωm
χi, i
ωm
λi
, 1
]T
, (B8)
Yi =
[
−i J
λ∗i
− J
λ∗i
χ∗i , i
J
ωm
χ∗i , i
ωm
λ∗i
+
J2
ωmλ∗i
χ∗i , 1
]T
,
(B9)
where
χi =
ω2m
1
2
γeffλi + iλ2i − iω2m
. (B10)
In terms of the biorthonormal basis {|φi〉, |ϕi〉}, the initial
state is given as
|Ψ(0)〉 =
∑
n
cn |n〉
=
∑
i
∑
n
cn 〈ϕi|n〉
〈ϕi|φi〉 |φi〉 (B11)
where the initial conditions are: c1 = q1, c2 = p1, c3 = q2
and c4 = p2. Then we have
|Ψ(t)〉 = e−iHeff t |Ψ(0)〉
=
∑
i
∑
n
cn 〈ϕi|n〉
〈ϕi|φi〉 e
−iλit |φi〉
=
∑
k
∑
n
∑
i
cn
〈k|φi〉 e−iλit 〈ϕi|n〉
〈ϕi|φi〉 |k〉 .(B12)
The dynamics of the oscillators are given as
q1(t) =
∑
n
∑
i
cn
〈1|φi〉 e−iλit 〈ϕi|n〉
〈ϕi|φi〉 , (B13)
q2(t) =
∑
n
∑
i
cn
〈3|φi〉 e−iλit 〈ϕi|n〉
〈ϕi|φi〉 . (B14)
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