非負値行列因子分解アルゴリズムに基づくメッセージ特徴の選択手法に関する研究 by 輪島 幸治
非負値行列因子分解アルゴリズムに基づくメッセー
ジ特徴の選択手法に関する研究
著者 輪島 幸治
発行年 2019
学位授与大学 筑波大学 (University of Tsukuba)
学位授与年度 2019
報告番号 12102甲第9238号
URL http://doi.org/10.15068/00158068
非負値行列因子分解アルゴリズムに基づく
メッセージ特徴の選択手法に関する研究
筑波大学
図書館情報メディア研究科
2019年 4月
輪島幸治
非負値行列因子分解アルゴリズムに基づく
メッセージ特徴の選択手法に関する研究
輪島幸治
携帯型端末の小型化と高性能化の進歩で，発展してきた情報化社会は，伝播メディアやコ
ミュニケーション方法，必要とされるリテラシー能力にも影響を与えてきた．特に，日本で
は 1985年に登場したショルダーフォンに端を発したモバイル通信機器は，2013年にはスマー
トフォンへと変遷し，電話だけでなくメールやチャットなどのテキストコミュニケーションを
身近なものとした．また，インターネットと情報発信プラットフォームの登場で，これまでマ
スメディアが主役を担っていた情報発信は，個人やコミュニティへと開放され，一個人でも
不特定多数に情報を発信できる環境が整ってきた．このような個人による情報発信に基づい
て形成されるメディアは，ソーシャルメディアと呼ばれ，21世紀を特徴付けるコミュニケー
ションメディアとなっている．
個人が情報発信の主体となるソーシャルメディアにおいては，情報は情報の発生源から直
接大量かつ一方向で発信される傾向が強い．このため，従来のマスメディアが編集というプ
ロセスを経て情報を選別し，発信してきたモデルとは大きく異なると言える．情報過多な時
代の伝播メディアでは，受信者にとって，2つの事象が発生する．第一の事象は，情報取捨選
択の機会の増加である．情報を配信する伝播メディアが多いことから，不要なメッセージも
増加する．第二の事象は，受信者の趣味や興味の多様化である．多様化が進んだ場合，パー
ソナライゼーションやレコメンドなどが行われる．この 2つの事象から導き出される問題は，
個々の受信者の都合に合わせた情報発信は一層難しくなってきていると言うことである．受
信者の環境や受信者が多様化していることから，反応を予見することは困難である．受信者
が不要と判断した伝播メディアからの情報は遮断され，その後は受信者への到達の機会を失
う．結果，情報が伝達されるかは紙一重の状況となる．また，受信者の中には過剰な反応な
ど，炎上のきっかけを作る受信者も少なからず存在する．したがって，発信者は受信者に有効
な優れたメッセージ作成を行う必要があると言える．提案手法では，課題解決に有効な優れ
たメッセージを明らかにすることを目的としている．本研究では，課題解決に有効な複数の
特徴量からなる高次な特徴をメッセージ特徴と呼ぶ．具体的には，2,000次元を越える特徴量
に対し，非負値行列因子分解 (NMF)による特徴量変換を適用し，変換特徴量であるメッセー
ジ特徴を得る．そして，提案手法でメッセージ特徴を評価し，有効なメッセージ特徴を選択
する．選択したメッセージ特徴における特徴量の寄与率に基づいて，課題解決に有効な少数
の特徴量の集合を抽出する．優れたメッセージ特徴が明らかになることで，受信者に有効な
メッセージに改善することが期待できる．
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ここで，伝播メディアや課題に応じてメッセージは大きく異なる．したがって，複数の改
善アプローチが必要である．本研究では，2種類の改善アプローチを行う．まず，伝播メディ
アにおいては，メディアの種類が非常に大きな役割を持つ．したがって，メディアの種類に
基づいた評価は有効である．また，テレビ放送における視聴率やラジオにおける聴取率など
数値に着目した評価もこれまでと同様に重要である．このため，数値に基づいた評価は有効
である．
本論文では，メディアの種類と数値に着目した 2種類のメッセージ特徴の選択手法を提案
している．第一の選択手法は，メディアの種類に基づいた評価を目的に，非負値行列因子分
解アルゴリズムとグレゴリー・ベイトソンの情報の定義である「“違い”を生む “違い”」を組
み合わせた手法である．これを差異に基づくメッセージ特徴の選択手法と称する．差異に基
づくメッセージ特徴の選択手法は，閲覧数や返信率などの変数，また正解や不正解など明確
な正解データが得られない場合においても，有効なメッセージ特徴の選択手法となっている．
第二の選択手法は，目的変数となる数値データが存在する場合を想定した，非負値行列因
子分解アルゴリズムとサポートベクタ回帰モデルを組み合わせた手法である．これを回帰に
基づくメッセージ特徴の選択手法と称する．
提案手法を実装評価し，分類タスクを用いた性能評価実験を用いて，提案手法の有効性を
評価した．選択した特徴を用いた分類実験を行い，提案手法の有効性を検証している．本研
究では，伝播メディアのメッセージ受信者が，主観的な印象を判断する要素に着目した．本
研究における評価では話題，平易化，プライバシー，共感を取り上げている．結果，分類タ
スクで優れた分類精度を示し，有効性が明らかとなった．
本論文は，概要を述べた第 1章を加えて全 6章で構成されている．以下，各章の概要を述
べる．第 2章では，関連研究を示す．伝播メディアにおける課題である話題および共感，平
易化，プライバシーに関する先行研究を概観し，既存研究に対する本研究の貢献を明らかに
する．話題および共感に関する先行研究では，トレンドキーワードや情報カスケードなどの
既存手法を述べ，これまでの研究トレンドを明らかにする．テキスト情報の平易化に関する
先行研究では，コンテンツの難易を評価する研究とコンテンツを平易化する研究を概観して
いる．プライバシーに関する先行研究では，プライバシーの多義性やプライバシー侵害など
に関する既存研究を紹介し，これまでの動向を明らかにしている．
第 3章では，本研究におけるメッセージ特徴とその有効性判別方法を示す．メッセージ特徴
を得るための非負値行列因子分解アルゴリズムを示し，本研究で定義するメッセージ特徴を
論じる．また，メッセージ特徴の有効性を判別するために使用する分類器，および，非線形回
帰，グラフィカルモデルを示す．本研究では，Ada Boost，Random Forests，MLP(Multi-Layer
Perceptron)，K-Nearest Neighbours(K-NN)の 4種類の分類器を用いて提案手法の有効性を明ら
かにしている．分類精度の評価指標は，一般的に広く使われている適合率，再現率，F-measure
を用いた．非線形回帰には，サポートベクタ回帰モデルを用いた．ここでの評価指標は，目的変
数に対する予測誤差であり，MAE(MeanAbsoluteError)および RMSE(RootMeanSquaredError)
の 2つを用いた．グラフィカルモデルは，本研究において因果関係の推定に使用しており，本
研究では，代表的なベイジアンネットワークを用いた．
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第 4章では，差異に基づくメッセージ特徴の選択手法を提案している．メッセージ特徴を
グレゴリー・ベイトソンの情報の定義に基づき，異なるメディアの集合における係数値の差
に着目し，メッセージ特徴を評価した．具体的な実装を述べた後に，性能評価実験として行っ
た話題性および平易化における伝播メディアの課題を述べている．
“実験 1-1”では，質問記事の話題性に着目し，質問記事における閲覧数に基づいて評価し
た．閲覧数に基づいて評価することで，質問記事のコンテンツで，閲覧数の異常や変化の兆
し，投稿後に話題になる質問記事を検知できるとした．評価実験の結果，クラス・メディア
のオンラインコミュニティの分類タスクで優れた分類精度が得られた．また，非線形回帰を
用いた回帰タスクにおいても，クラス・メディアのオンラインコミュニティで明瞭な予測精
度の向上が得られた．分類タスクおよび回帰タスクで優れた結果が得られたことから，提案
手法の有効性が確認できたと言える．
“実験 1-2”では，特別なスキルを求めない幅広い読者層に向けて発行した普及啓発書に基づ
いて評価した．普及啓発書に基づいて評価することで優れたメッセージ特徴が明らかとなり，
特別なスキルを有しない幅広い読者層に向けてより良い情報発信が期待できるとした．評価
実験の結果，優れた分類精度が得られた．また，因果関係分析においても，有効性が示され
た．分類タスクおよび因果関係推定で優れた結果が得られたことから，提案手法の有効性が
確認できたと言える．
第 5章では，回帰に基づくメッセージ特徴の選択手法を提案した．非線形回帰が行えるサ
ポートベクタ回帰モデル用いて，目的変数を基づいてメッセージ特徴を評価している．回帰
に基づくメッセージ特徴の選択手法では，性能評価実験として，プライバシーおよび共感に
おける伝播メディアの課題を評価した．
“実験 2-1”では，プライバシー侵害に影響がある SNS投稿記事をプライバシー侵害のアン
ケート結果に基づいて評価した．アンケート結果である数値に基づくことで共有されたコン
テンツが，他者に不愉快な感情，あるいはプライバシー侵害に相当するコンテンツであるか
否かを，コンテンツから判断できるかを明らかにすることを評価実験の目的とした．評価実
験の結果，分類タスクにおいて優れた分類精度が得られた．また，因果関係推定においても
複数基底の評価で有効な結果が得られた．分類タスクおよび因果関係推定で優れた結果が得
られたことから，提案手法の有効性が確認できたと言える．
“実験 2-2”では，利用者が有益と判断するコンテンツを質問記事の返信数に基づいて評価し
た．返信数を用いることで，オンラインコミュニティにおいて影響が大きいコンテンツを判
断し，情報推薦や情報の管理などで，利用者がより良く利用できるとした．評価実験の結果，
分類タスクにおいて優れた分類精度が得られた．また，複数の基底評価を行った場合におい
ても，提案手法は優れた結果が得られた．加えて，非線形回帰を用いた回帰タスクにおいて
も，有効な結果が得られた．分類タスクおよび回帰タスクで優れた結果が得られたことから，
提案手法の有効性が確認できたと言える．
第 6章で，本研究における結論を示す．結論では，本研究における総括を述べ，提案手法
における今後の課題と，成果を踏まえた望ましい発展の方向について，私見を交えた展望を
示している．
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A Study on Characteristic Selection in the Messages
based on Non-negative Matrix Factorization
Koji Wajima
The media of dissemination (Verbreitungsmedien) have rapidly changed owing to technological
progress, especially in information and communication technologies. Reflecting the changes in
the conditions of technological progress, communication methods and abilities have also changed.
Consequently, portable terminal equipment has advanced from shoulder phones to smartphones.
Currently, online communication that is independent of time and place is increasing. Simultane-
ously, social concerns associated with online communication have been increasing over the last
several years. Information regarding online communication significantly impacts purchasing be-
havior in consumer generated media. For example, inappropriate online behavior leads to “Enjyo”
and “Framing,” causing issues in online media. Therefore, message analysis in the media of dis-
semination is necessary.
In the media of dissemination, two phenomena have been observed in recent years. The first
phenomenon is the increase in opportunities associated with selecting the information of receiver
and the increase in the various distribution modes available. For a receiver, the information of the
unnecessary spread media is not read (ignore). Hence, the transmission efficiency of information
decreases. The second phenomenon is the diversification of the receivers’hobbies. Customization
in terms of the information received is realized through this diversification. Therefore, for a sender,
assuming that the receiver has received and read the transmitted information is difficult.
Consequently, media of dissemination need to work improvement of the message. In this study,
message characteristics were extracted to improve message quality in the media of dissemination.
If the extracted characteristics are superior, then important characteristics are revealed. Therefore,
message characteristics contribute to message distinction. The improvement plan can be separated
with respect to two aspects: the media and the objective variable. Messages transmitted via dif-
ferent types of media differ; thus, the type of media plays a significant role. Therefore, message
evaluation is based on the different types of media. In addition, numerical evaluations are important.
Different media involve various metrics, such as audience ratings. Therefore, message evaluation
is also based on numerical values. In this study, I evaluated message characteristic selection based
on Berlo’s sender-message-channel-receiver (SMCR) model, wherein the evaluation targets were
text messages. Berlo’s SMCR model is a standard communication model that can use online text
messages for applications such as ethology communication, electrical signal communication, and
engineering communication.
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The proposed method comprises extracted, converted, and base-evaluated feature quantities. First,
characteristics were extracted from the message. Note that the evaluation results may change when
a specific characteristic is included in the given message. For example, there may be a paradox
in a sentence or a phrase. In this study, I used multivariate analysis to decompose a message into
additive components. In the case of a component, the paradox of the given sentence is considered.
Therefore, the occurrence of problems decreases. The proposed method uses non-negative matrix
factorization (NMF). In existing research, NMF has demonstrated superiority over other multivari-
ate analysis techniques. In addition, algorithmic expansion and improvement have been realized by
the research community. As a result, NMF is the most suitable algorithm for our purpose. The NMF
base result is the result of the group of co-occurrence ingredients of the quantity of the characteris-
tics. Here, the NMF base was evaluated using methods based on Bateson’s definition of information
and nonlinear regression. Note that the text characteristics have a contribution ratio based on each
NMF base; therefore, characteristics with high contribution are based on the characteristics of the
co-occurrence of the NMF base. The characteristics of the co-occurrence correspond to message
characteristics, and message characteristics that are good for problem solving are required. There-
fore, the result is selecting the appropriate characteristic for the problem of the media.
The proposed method was experimentally evaluated using online text messages. First, I extracted
the feature from the media. Then, I employed feature conversion via NMF. Note that all extracted
characteristics were used in the NMF. Finally, the NMF base was evaluated based on the research
subject. In this study, the evaluation experiment used Japanese text characteristics (surface layer in-
formation, topic, word type, basic vocabulary, semantic attributes, verbal expression, sentence end
expressions, part of speech type, unique expressions, and evaluation expressions). In this experi-
ment, a substantial amount, i.e., 31 types of characteristics and 2,071 dimensions, of characteristic
data from previous studies was considered. In addition, another experiment was conducted using
33 types of characteristics and 2,073 dimensions. The research subject was Japanese text charac-
teristics (including topic, simplified corpora, privacy, and empathy). Several research subjects were
evaluated using the proposed method. High classification performance was observed using the ex-
tracted message characteristics. Furthermore, it was demonstrated via an evaluation experiment that
the proposed method can fit the problems of various media. The results of this experiment will
change the characteristics of the online text message.
The remainder of the manuscript is organized as follows. Section 1 outlines the research and
the research subject. Section 2 describes related work. Section 3 describes the proposed method
for classifying online text messages based on non-NMF. In addition to the classifier, nonlinear
regression, and Bayesian network.
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Sections 4 and 5 describe the proposed method and an evaluation experiment, respectively. Sec-
tion 4 also describes “characteristic selection in the text messages based on differences.” The evalua-
tion experiment of the proposed method comprises the topic of the online community and simplified
corpora of text information. The topic evaluation objects used herein were online communities of
two types of media. The proposed method demonstrates superior results as compared with docu-
ment classification and nonlinear regression methods. The evaluation target for simplified corpora
was the Japanese government’s “Annual Report on the Environment.” The proposed method also
demonstrates superior results as compared with yearly comparison and Bayesian network meth-
ods. Section 5 discusses “characteristic selection in text messages based on nonlinear regression.”
The evaluation experiment of the proposed method consider the privacy of SNS articles and the
empathy of media. The evaluation object for privacy was the SNS article. The proposed method
demonstrated superior results compared to document classification and Bayesian network methods.
The evaluation objects related to empathy were online communities from two types of media and
four different types of media. The proposed method also demonstrated superior results as compared
with the document classification method, multi-base evaluation, and evaluation of different media.
Section 6 presents conclusions and suggestions for future work. I expect that the results of this
study will improve the characteristics of the message. In addition, message characteristics would
strengthen a powerful effect or the influence of the media. In the future, other message types will
be considered relative to other research areas. In addition, owing to this line of research, similarity
problems can be solved in principle if they are converted to a vector space model. Further research
on message characteristics would clarify need message. It is expected that unnecessary media and
messages will be removed. I expect it to contribute to mutual future development. In the future,
additional experiments will be conducted using the proposed method with other message types. In
addition, the extraction of new features will be required for other message types. It is my hope that
the results of this study will contribute to the development of a better information-oriented society.
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第1章 序論
1.1 背景
近年，情報化社会の発展でオンライン上のコミュニケーションが増加している．20世紀は
機械を中心に科学技術が飛躍的に発展されてきた．21世紀では，科学技術に基づく，人間主
体の発展となるとされている [1]．人間主体の発展において，コミュニケーションで，重要視
されるのは，情報伝達対象に対して，有益な情報伝達を行うことである．
伝統的なメディア呼ばれる媒体に，マスコミ 4媒体がある．マスコミ 4媒体は新聞，雑誌，
ラジオ，テレビの 4つの媒体である．各地に拠点を持つことは，ニュース・ネットワーク [2] 1
やプレス・リレーションズ [2] 2によって，各地域で生活する人々の特性を含んだ実体や 20年
～30年の継続した長期の取材が行える [3]．新聞，雑誌，テレビなどは，社会制度のように社
会を形成し，維持する仕組みに基づいている．したがって，スタティックな性質を持つ．
伝統的なメディアは世帯から個人へ，大衆から個へという潮流があるが [4]，一方で，“分
衆・小衆論”，“テレビ離れ論”など呼ばれ，同様の議論は以前より行われてきた [5]．マスコ
ミ 4媒体に掲載される広告をマス広告と呼ぶ [2]．日本における総広告費は，2007年度におい
て 7兆円以上 [2]であり，40%から 50%が，マスコミ 4媒体である伝統的なメディアにおけ
るマス広告費である．テレビを始めとした伝統的なメディアは各国や全国各地に通信社や民
放各社系列局を持つ．2007年度において，民放各社の系列を含め 127社，民放ラジオ局にお
いては 101社あり，系列社数や広告費の規模から，伝統的なメディアの影響が大きいことが
明らかである [2]．
影響が大きい伝統的なメディアは拠点を持つことで，共通性，共同性，連帯性といった地
域性を超えた共同性を持つ．地域性を超えた共同性に，メディアが作る「現実 -像 (image of
reality)」であるベネディクト・アンダーソン3による “想像の共同体”という概念がある [6]．想
像の共同体を持つことで，伝統的なメディアは課題設定機能という重要な課題を設定・議論
し，民意を構築するといった役割を担ってきた [7]．伝統的なメディアで議論されている課題
には “世代間公正問題”，“公的年金と国債”，“苦情・退出・愛顧”，“若者への公正さ”などが
ある [8]．少子高齢化やライフサイクル仮説に基づく経済行動，世代間の課題など公共政策に
関する議論は，伝統的なメディアによる “課題設定機能”の役割である [9]．
1マスコミ・報道機関との関係を密接にし，相互理解を進め好意的な報道を期待する活動，記者発表会，懇談
会，取材対応など．
2東京キー局を核とし，ニュースの素材提供，報道番組の共同制作，取材諸経費の分担などを目的に形成され
たネットワーク．
3アメリカの政治学者・歴史家 (1936-2015)，近代国家はマスメディアが支える想像の共同体であると説いた．
1
伝統的なメディアは不特定多数の大衆に対して，大量の情報を伝達する．テレビなどの伝
統的なメディアの放送分野では中正4であることが必要とされている．昨今において，世の中
の動きについて信頼できる情報を得るメディアは 2000年から 2015年の推移においてもテレ
ビが 1位である [4]．ゆえに，伝統的なメディアの規模や影響力は非常に大きい．
しかし一方で，趣味5娯楽6の情報源として利用するメディアは，2000年から 2015年の推移
で 1位が “テレビ”から “インターネット”に変化した．これは情報化社会が進んだ結果である
と言える．
図 1.1: メディアの変化と受容
インターネットの登場により，メッセージを送信するメディアは増加し，受信者の趣味や
興味も多様化した．メディアが変化することは，情報伝達の速度や分量のような量的側面だ
けでなく，伝達内容といった質的側面，人間の能力面にも変革をもたらす．情報の伝達の速
度が上がり，大量の情報から重要な情報を聞き分ける能力は向上する．一方で，情報アクセ
ス機器に頼る結果，漢字が書けなくなるなど，能力の低下なども発生する可能性がある．
加えて，趣味娯楽の情報源であるインターネットは多くの世代で利用されている．したがっ
て，誰もが閲覧できる環境であり，不特定多数のユーザが利用している．このため，インター
ネットのメディアは，ダイナミックな性質を持つ．インターネットにおいては，新しい形式に
基づいた伝統的なメディアとは異なるアマチュアの想像の共同体も形成されている [10]．ア
マチュアの想像の共同体は，Global，誰でものようなオープンな性質を持つ．したがって，適
切な対応を取り続けなければ炎上するなどの社会的な影響も大きい．
4特定の考えや立場に偏ることなく公正であること．
5職業や専門としてではなく，個人が楽しみで愛好していること．
6仕事・勉強を離れた余暇などに心を楽しませたり，慰めたりしてくれるもの．
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1.2 問題設定
さて，メディアは，影響力の大きさや経済規模から，批判的な言説が多くなされるが，一
方では，秩序を与える調節機構である．理論に基づいた場合，ニクラス・ルーマン7の理論社
会学においては，到達の確実性としての伝播メディア8，適切な問題領域にコミュニケーショ
ンを導く成果の確実性としての成果メディアに分類されている [11]．
情報化社会の発展で，科学技術に基づいた場所に依存しないコミュニケーションの増加し
た．20世紀は機械を中心に科学技術が発展し，情報アクセス機器の普及や伝播メディアの増
加，そして，インターネットが登場した．インターネットで，チャット・メール，ソーシャル
メディアが登場し，受信者にとって，情報過多な状況が発生する．21世紀では，科学技術に
基づく人間主体の発展である [1]．したがって，受信者に効果的な情報伝達を行わなければな
らない．情報過多な時代の伝播メディアでは，受信者にとって，2つの事象が発生する．1つ
目は，情報の取捨選択の機会の増加である．伝播メディアが多いことから，受信者にとって，
不要な伝播メディアの情報は閲覧されない．結果，伝播メディアに対する受信者の反応は 2極
化する．したがって，発信者にとっては，受信者の想定は困難な状況となる．
2つ目は，受信者の趣味や興味の多様化である．趣味や興味が多様化することから，過剰な
反応や炎上が発生する．結果，伝播メディア媒体の多様化が進む．このため，情報が伝達さ
れるかは紙一重の状況となる．この 2つの事象から導き出される問題は，受信者の都合に合
わせた情報発信は困難になっているということである．ゆえに，マス・コミュニケーション9
のように，多くの人々に向けて行われるコミュニケーションは，情報発信における改善が必
要とされている．
図 1.2: 情報過多な時代の伝播メディア
7ドイツの社会学者 (1927-1998)，行為よりもコミュニケーションを単位として社会システムを捉え，権力・信
頼など幅広いテーマを論じた．
8物理的な伝播メディアは，文字，画，電磁波など．社会制度を含む場合の伝播メディアは，郵便，テレビ放
送など．伝播 (でんぱ)は，波動が広がっていくことを意味する．
9新聞，雑誌，図書，映画，テレビ，ラジオなどのマス・メディアを通して，多くの人々に向けて行われるコ
ミュニケーション．
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ここで，情報発信における改善では，伝播メディアにおけるコミュニケーションに基づい
て評価しなければならない．コミュニケーションが行われる物理的な範囲 (空間・時間・距離
など)は受け手の基本属性 (世代・社会的関心・消費行動など)は異なる．現実社会において
は，多種多様な伝播メディアが存在する．本研究では，古典的なコミュニケーションモデル
の一つである通信系のモデルを拡張したデイビット・K・バーロ10 の SMCRモデルに着目し
た [12]．SMCRモデルは，情報源からチャネルを介したメッセージで，受信者に伝達するコ
ミュニケーションを対象としている．また，電気機械的信号や音声など，通信工学も包含し
た通信系のモデルであり，伝播メディアに限らず，多様なコミュニケーション方法を論じる
ことが可能である．SMCRモデルの要素は，「情報源 (Source)」「メッセージ (Message)」「チャ
ネル (Channel)」「受信者 (Receiver)」で構成されている．伝播メディアにおける SMCRモデル
の適用例を図 1.3に示す．受信者の都合に合わせた情報発信は困難であることから，今後は，
経路となるチャネル (Channel)や媒体に対する受信者 (Receiver)における評価よりも，相対的
に情報源 (Source)が作成するメッセージ (Message)が重要となってきていると言える．
図 1.3: D.K.バーロの SMCRモデル [12]
本研究では，優れたメッセージを作成するために 2種類の改善アプローチを行う．まず，伝
統的な伝播メディアであるマス・メディアをオーディエンスの態様から分類した概念に，ゼネ
ラル・メディア11 とクラス・メディア12 がある [2]．メディアの種類に応じて伝達されるメッ
セージは異なる．伝播メディアにおいては，メディアの種類が非常に大きな役割を持つ．メ
ディアの種類に対して，テレビ放送における視聴率13 やラジオにおける聴取率14 など，数値
に着目した評価もこれまでと同様に重要である [2]．数値に着目した評価を行うことで，情報
の伝達状況や反応が評価できる．本研究では，伝播メディアにおけるメディアの種類と，数
値の 2種類の課題を解決する方法として，メッセージ特徴を用いる．
10アメリカの通信理論学者 (1929-1996)，シャノン理論の通信系のモデルを拡張した SMCRモデルを作成．
11一般日刊紙やテレビなど，教育程度，職業，ライフスタイルなど，あらゆる社会全般の人々を普遍的にオー
ディエンスにしている媒体
12雑誌・ラジオ，業界紙や専門雑誌，ダイレクト・メールなど特定の集団や限定された対象を相手にする媒体
13ある放送番組が，一定の地域で，どれくらい世帯にどの程度見られていたかを示す割合．
14ラジオ放送がどのくらいの聴取者に聞かれているかを示す割合．
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1.3 本研究のアプローチ
本研究における提案を示す．本研究では，優れたメッセージを作成するために，高次な特
徴量の集合であるメッセージ特徴を抽出する．優れたメッセージ特徴が明らかになることで
伝播メディアの優れたメッセージ作成が期待できる．
これまでの研究において，伝播メディアにおけるメッセージでは，特定の特徴があった場
合においても，逆接関係を導く表現が存在した場合，以降の関係において，反転する場合が
あることなどが，既存研究において指摘されている [13]．本研究では，コミュニケーション
におけるメッセージから，課題解決に有効な複数の特徴量からなる高次15な特徴を抽出するこ
とで，目的達成を試みた．本研究では，高次な特徴をメッセージ特徴と呼ぶ．第 3章にて詳述
するが，本研究における提案は，特徴量変換アルゴリズムである非負値行列因子分解 (NMF)
を用いて特徴量の観測行列を構成成分に分解し，構成成分であるメッセージ特徴を評価する．
そして，選択したメッセージ特徴における寄与率上位の特徴量を用いて，性能評価実験を行
う．本研究では，大きく分けて 3つの要件を実現する．
本研究における設定要件
要件 1. 受信者に有益と判断されるメッセージを判別できること
メディアの種類は非常に大きな役割を持つ．提案手法で得られるメッセージ特徴が，受信者
に有益と判断されるメッセージを判別できることで，有益と判断されるメッセージに共通す
るメッセージ特徴が明らかになる．メッセージは特徴量の集合である．優れた特徴量の集合
が明らかになることで，伝播メディアのメッセージ作成の改善が期待できる．提案手法およ
び性能評価実験は，第 4章にて詳述する．
要件 2. 目標変数に影響が大きいメッセージを判別できること
評価基準となる数値は重要である．提案手法で得られるメッセージ特徴が，目標変数に影響
が大きいメッセージを判別できることで，受信者の反応に影響が大きいメッセージに共通し
たメッセージ特徴が明らかになる．メッセージは特徴量の集合である．優れた特徴量の集合
が明らかになることで，伝播メディアのメッセージ作成の改善が期待できる．提案手法およ
び性能評価実験は，第 5章にて詳述する．
要件 3. メッセージ特徴が，伝播メディアの課題解決に有効であること
メディアの種類や媒体，メッセージを作成する情報源で，コミュニケーションにおけるメッ
セージは異なる．本研究では，提案手法の性能評価実験で，異なる 4種類の伝播メディアの
課題を評価する．4種類の課題で優れた結果が得られることで，提案手法が幅広いコミュニ
ケーションに対応した伝播メディアの課題への適応性を示すことが期待できる．第 4章およ
び第 5章の 4種類の性能評価実験で示す．
15数学で，3次元より高い一般次元の多様体 (集合体)の総称．多様体は，幾何学的な類比を通じて，4次元以
上の空間を研究するために作られた概念．(x; y; z; t)は 4次元多様体．幾何学は図形および図形の占める空間の
性質について研究する数学の分野．類比は 2つ以上の関係や機能が互いに類似していること，および未知のこと
を推し測ること．
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1.4 伝播メディアにおける課題
1.3節にて示したが，情報の取捨選択の機会の増加と，趣味や興味が多様化で，受信者の都
合に合わせた情報発信は困難になっている．したがって，コミュニケーションにおいては，情
報源 (Source)が作成するメッセージ (Message)が重要であると言える．多くの人々に向けて
行われるコミュニケーションは，情報発信における改善が必要であることから，共通する要
素に基づく，課題である必要がある．ここで，マス・コミュニケーションにおける 3要素を示
すと，事実の報道，解説・啓発，娯楽である [2]．この 3要素は，マス・コミュニケーション
の性質を持つ，すべての伝播メディアにおいて共通な要素であると言える．また，3要素の要
素に加えて，マス・コミュニケーションにおいては，放送受信者等の個人情報保護に関する
ガイドラインなどが設定されている．したがって，共通する要素に加えて，プライバシーに
関する情報には配慮する必要がある．そこで，マス・コミュニケーションにおける 3要素に
プライバシーの要素を含めた 4要素に基づいて課題解決を行う．
本研究では，受信者が主観的な印象を判断する基となる要素として，話題，平易化，プラ
イバシー，共感を取り上げる．まず，伝播メディアにおけるメッセージでは，事実の報道を
行う．メッセージは，多くの人に情報伝達することが目的である．伝播メディアにおいては，
内容が刺激的であれば，情報伝達時に一定の影響力を持つ．したがって，伝播メディアにお
ける話題性は重要である．また，伝播メディアにおけるメッセージには，解説・啓発の要素
が包含されている．伝播メディアにおいては，理解できない受信者が多い場合，影響は限定
的である．受信者が理解できなければ，内容は伝達されない．このため，伝播メディアのメッ
セージの平易化は重要である．第 4章にて後述するが，本研究においては，差異に基づくメッ
セージ特徴の特徴選択手法を用いて，話題性と平易化に関するメッセージ特徴を評価した．
次に，伝播メディアにおけるメッセージでは，プライバシーに関する情報には配慮する必
要がある．受信側にプライバシー侵害などの不利益があった場合，不利益がある伝播メディ
アのメッセージは不要と判断する．したがって，伝播メディアのメッセージでは，プライバ
シー侵害となる情報は抑制することが重要である．そして，伝播メディアにおけるメッセージ
では，娯楽の要素が包含されている．伝播メディアのメッセージを受信した場合でも，興味
を持たない場合などは，受信者は反応しない．興味を持たない場合，伝播メディアあるいは
メッセージを改善する必要があると言える．このため，伝播メディアにおける共感は重要で
ある．第 5章にて後述するが，本研究においては，回帰に基づくメッセージ特徴の特徴選択
手法とその性能評価を用いて，伝播メディアにおけるプライバシーと共感に関するメッセー
ジ特徴を評価した．
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1.5 論文の構成
以下，本論文の構成を述べる．本論文は 6章から構成されている．まず，第 2章で関連研
究を示し，本論文での評価実験の位置づけを明確にする．第 3章では，本研究におけるメッ
セージ特徴とその有効性判別方法を示す．そして，第 4章および第 5章にて，メッセージの
選択手法と伝播メディア課題への応用について論じる．その後，第 6章で，本論文の総括を
述べ，提案手法の課題と展望を示す．各章の概要を述べる．
第 2章で関連研究では，本研究で伝播メディア課題として取り上げる，話題性および共感，
テキスト平易化，プライバシーを論じる．そして，本研究において評価実験で用いる特徴量
と既存研究における特徴量選択手法を示す．
第 3章では，メッセージ特徴を得るための非負値行列因子分解アルゴリズム，本研究で定
義するメッセージ特徴を示し，メッセージ特徴の有効性を判別するための分類アルゴリズム，
非線形回帰，グラフィカルモデルについて論じる．
第 4章では，提案手法であるメッセージ特徴の選択手法の一つである，差異に基づくメッ
セージ特徴の特徴選択手法とその性能評価として，特徴選択手法を示し，性能評価実験であ
る”実験 1-1”および”実験 1-2”を述べる．“実験 1-1”では，オンラインコミュニティにおける質
問記事の話題性を評価する．評価で，話題があるメッセージ集合に特有のメッセージ特徴を
明らかにする “実験 1-2”では，年次報告書を用いて，テキスト情報における平易化を評価す
る．評価で，平易化なメッセージ集合に特有のメッセージ特徴を明らかにするそして，“実験
1-1”および “実験 1-2”から得られた結果を示す．
第 5章では，提案手法であるメッセージ特徴の選択手法の一つである，回帰に基づくメッ
セージ特徴の特徴選択手法とその性能評価として，特徴選択手法を示し，性能評価実験であ
る”実験 2-1”および”実験 2-2”を述べる．“実験 2-1”では，SNSにおけるプライバシー侵害を評
価する．評価で，プライバシー侵害のメッセージ集合に特有のメッセージ特徴を明らかにす
る “実験 2-2”では，オンラインコミュニティにおける共感を評価する．評価で，共感された
メッセージ集合に特有のメッセージ特徴を明らかにするそして，“実験 2-1”および “実験 2-2”
から得られた結果を示す．
第 6章では総括と今後の課題，展望を示す．総括では，提案方式を用いて得られた高次な
特徴であるメッセージ特徴が，現実問題の解決に寄与することを示す．今後の課題では，提
案手法の適用範囲を示し，課題となる部分を論じる．展望では，本研究の成果を基にした発
展や応用を期待する分野に関して私見を述べる．
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第2章 関連研究
本章では，話題および共感，平易化，プライバシーに関するこれまでの既存研究の概略を
示す．そして，既存研究におけるメッセージにおける特徴量および特徴量の選択手法を示し，
本研究における課題解決のアプローチを示す．
2.1 話題および共感
オンライン上のメディアを対象とした話題や動向の評価は，多くの研究が行われてきた
[14][15]．流行や人気に影響を与える要素には，クチコミ1 [16]や共感2 [17]，また，技術のハ
イプ・サイクル (Gartner Hype Cycle) 3 [18]など技術トレンドを取り扱う研究から，Web検索
エンジンなどのクエリログを用いた周期性の発見 [19][20][21]に関する研究などもある．
話題性の評価のための手法には，トピック，トレンドキーワード (流行語)，ランキング，ソー
シャルブックマーク，情報カスケードの分析などがある．トピックを用いた手法は，アルゴリ
ズムでテキスト情報からトピックと呼ばれる単語集合を抽出し，時系列や種別に基づいて流
行や人気を評価する [22]．トピックを用いた研究には，特定の話題が起因して，トピックが
急上昇する現象であるバーストの研究 [23][24]や，話題の地域性を考慮することで精度が向
上する報告 [25]などもある．トレンドキーワードとは，検索エンジンやソーシャルメディア
において，利用者から興味関心が高いキーワードである．検索エンジンの検索語であるクエ
リ4の頻度などで抽出が行われる．トレンドキーワードのウェブリソース間の振る舞いに関す
る研究や，コミュニティにおける発言割合の研究，ブログユーザ (ブロガー)への話題伝搬に
関する研究などがある [26][27][28]．ソーシャルブックマークとは，編集したブックマークを
インターネット上に公開できるウェブサイトである．ブックマークの周期性の分析や検索の
時期，ソーシャルブックマークを用いた検索結果のランキング手法の研究がある [29][30]．
1友人・隣人などインフォーマルな情報源からの情報伝達である．購買決定においては，非営利的な人的情報
源に分類されている．インターネットでは，各種商品やサービスなどに関する利用者 (消費者側)の評価・体験談
の投稿など．
2他人の体験する感情を自分の体験のように感じること．
3Gartner - Research & Advisory Overview : https://www.gartner.com/en/research/methodologies
4データベースの検索で，指定された条件を満たす情報を取り出すために行われる処理の要求．
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情報カスケード5とは，人々が何かに対する価値判断を行う際に，個々人が有する判断とは
独立した状態で，集団全体が画一的な判断になだれ込んでしまう現象である．情報の拡散現
象に対する予測や，社会的に影響力の判別の研究がある [31][32]．また，ユーザの影響力を評
価する研究 [33]や，カスケードの将来の大きさを予測する研究 [34]，実際につぶやくユーザ
を予測する研究などもある [35]．
これらの研究に共通する要素は，話題を定義する特徴に基づいて，動向や周期性の評価を
行っている点である．マイクロブログにおけるスパム検出 [36]や大規模な社会現象の分析 [37]
などにも用いられている．加えて，オンラインコミュニティにおける話題は，言及されると，
連動するように売上が増加する連動性もある [38]．評価基準においては，盛り上がりの早さ
や平均返信数 [39]，ユーザ行動やコミュニティの成長率 [40]などが用いられている．
ここで，話題性における動向や周期性を分析するためには，テキスト情報より，統計量や重
要語などの要素を抽出し，出現頻度や推移に基づいて評価が行われている [41]．ゆえに，伝
播メディアにおけるコミュニケーションにおいては，メッセージで受信者に必要，あるいは
好意的な反応が得られるメッセージであることが重要である．このため，伝播メディアにお
けるメッセージでは話題となる有益な特徴を明らかにすることが必要である．
2.2 平易化
平易化は，テキスト情報のコンテンツの難易を評価する研究である．テキスト情報の可読
性を評価する研究と，テキスト情報を平易化する研究に大別される．
可読性とは，テキスト情報の読みやすさの度合いである．可読性には，コンピュータによる
文書構造の認識しやすさである機械可読性と人間可読性があるが，ここでは人間可読性の既
存研究を示す．可読性の研究は 1923年より研究が行われている [42]．読みやすさの指標には，
Flesch Reading Ease Score，Flesch-Kincaid Grade Level Score，The New Dale-Chall Readability
Formula，Coh-Metrixなどがある [43][44]．読みやすさの指標の特徴量には，文字の長さ，単
語数，ひらがな比率などが特徴量に用いられている [45][46]．可読性に関する研究には，英語
教材の開発の研究や，語彙のカバー率と理解度分析に関する研究がある [47][48]．平易化と
は，難解な文書を平易化な文書に変換することである [49][50]．既存研究の特徴量には，文の
長さ，語数，語の複雑さが使用されている [51][52][53][54][55]．
ここで，伝播メディアのコミュニケーションにおいては，受信者が理解できるメッセージ
である必要がある．したがって，可読性や平易化が重要である．このため，伝播メディアに
おけるメッセージでは平易化された有益な特徴を明らかにすることが必要である．
5カスケードは，階段上に連続した滝の意である．
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2.3 プライバシー
プライバシーの概念には，多義性と文脈依存性があることが知られており [56]，特定の単
語が出現するか否かだけではプライバシーに言及しているかを論じることはできない．プラ
イバシー保護の原則に，OECDプライバシー・ガイドラインに基づいて 1982年に行政管理庁
のプライバシー保護研究会が公表したプライバシー保護研究会報告書の 5つの基本原則があ
る [57]．基本原則は，(1)収集制限の原則，(2)利用制限の原則，(3)個人参加の原則，(4)適正
管理の原則，(5)責任明確化の原則である．また，プライバシーの概念とされている権利や情
報には，私生活をみだりに公開されない権利 [58]や肖像権 [59]，パーソナルデータなどがあ
る [60]．基本原則に則ってプライバシー保護に関する様々な研究 [61]がなされてきた．
プライバシー保護に関する研究目的の一つにプライバシー侵害の発生防止がある．プライ
バシー侵害は Soloveのプライバシー類型論に基づき，情報収集，情報処理，情報拡散，侵襲
に大別することができる [62]．プライバシー保護に関する既存研究では，プライバシーに関連
する投稿の検索 [63]など情報収集に関する研究，情報開示抵抗感・二次利用侵害懸念の調査
分析 [64]など情報処理に関する研究．また，プライバシーの漏洩検知と公開範囲の設定 [65]
など情報拡散に関する研究として広く知られている．特に情報拡散の研究では，個人のプラ
イバシーに関する情報が流用・歪曲される場合が多いことから，漏洩検知と公開範囲の設定
[65]だけでなく，プライバシー侵害シーンの抽出 [66][67][68]など多岐にわたる．
また，SNSでは情報の収集，処理，拡散が容易に行えることから，炎上やフレーミングと
言う事象がしばしば発生している．ここで，炎上とは，コミュニケーション相手と異なる第
三者が，逸脱や不適切と判断されるメッセージを問題視し，SNS上で指摘することに端を発
し，批判が集中する事象である [69]．一方，フレーミングとは，コンピュータ上のコミュニ
ケーションで当事者のいずれかが敵対的で攻撃的な相互行為を取る事象である [70]．炎上や
フレーミングの多くは SNSのコミュニケーションで過激な発言や行為を繰り返す事象であり，
いじめ，嫉妬，批判などによって，冷静さを失った投稿者が行うことが多い．
インターネットでは不特定多数のユーザが利用しており，ソーシャルメディアでは，伝統
的なメディアとは異なる想像の共同体が形成されている．特に，密なコミュニケーションが
形成されている場では，クレームや批判的なコメントは急激に広がる．また，批判的なコメ
ントによる炎上やフレーミングなどにより，他者のプライバシーを侵害，誹謗中傷に加担す
るなどプライバシーの問題も横行する [71]．意図したか否かに関わらず，プライバシーなど
個人情報に関する内容については，侵害，誹謗中傷などで，社会的な損失も無視できない規
模の問題へ発展する場合がある．メディアにおける課題はインターネットに限らず発生する．
しかし，インターネットのように，不特定多数によって形成されるメディアの場合，構造や
偏在化など受信者の集合の特性が起因し，発生する課題もある．
ここで，伝播メディアのコミュニケーションにおいては，受信者に与えるネガティブな要素
に相当するメッセージを抑制する必要がある．したがって，伝播メディアにおけるメッセー
ジではプライバシーに影響がある特徴を明らかにすることが必要である．
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2.4 特徴量と特徴量選択に関する研究
2.4.1 テキスト情報の特徴量
本研究の評価実験で用いるテキスト情報の特徴量を “表層の特徴”，“話題 (トピック)の特
徴”，“意味情報の特徴”に大別して簡単な説明を行う．
“表層の特徴”には，文の数，読点・句点の数，文の長さ，文字種類 [72]，読点間の距離 [73]，
漢字包含率 [73]などがある．また，本研究の “表層の特徴”を用いた既存研究には媒体分析
[74]や書き手評価 [75]，文献の判定 [76]がある．“話題 (トピック)の特徴”には，アルゴリズ
ムは，似た語彙の集合である話題を抽出する研究がある [22]．代表的な話題抽出のアルゴリ
ズムには，LSI[77]や LDA[78]がある．本研究の “話題 (トピック)の特徴”を用いた既存研究
には LSIは文書分類 [79]，LDAはユーザ推薦 [80]がある．
“意味情報の特徴”では，既存研究の辞書の研究を説明する．意味情報の抽出は，畳語 [81]
など個別の特徴量抽出の研究が行われているが，テキスト情報の特徴量は多義性があり一意
的でない．本研究では，理論社会学のゼマンティクの概念に基づき，既存研究で作成された辞
書を用いる [82]．意味の特徴量は 8種類に大別される．語種の特徴量は和語や漢語，外来語な
ど語彙を分類した種類である．対象読者層の年代差評価 [83]の研究で用いられている．基本
語の特徴量は使用率が大きく，使用範囲が広い語彙である [84]．ニュースの語彙分析 [85]で
用いられている．意味属性の特徴量には，意味分類コードがある．意味分類コードは語を意味
に基づいて分類したコードである [86]．文書の自動分類 [87]で用いられている．言語表現の
特徴量は，機能語や複合辞などの機能表現がある [88]．価値判断の解析 [89]で用いられてい
る．文末表現は，日本語の文章の固定化された文末表現 [90][91]である．ベストアンサーの推
定 [92]や，文書の内容分析 [93]で用いられている．品詞は，日本語のテキスト情報を形態素
解析した結果の情報である．名詞比率やMVR，品詞構成率がある [94]．固有表現は，テキス
ト情報に含まれる固有名詞である．品詞体系に基づく手法と固有表現分類に基づく手法があ
る．品詞体系に基づく手法には，日本語形態素解析器MeCab[95]6 で用いられている IPADIC
辞書がある．固有表現分類に基づく手法には，MUC7および IREX8 の規定に基づき拡張され
た拡張固有表現階層 [96]がある．固有表現クラス分類 [97]で用いられている．評価表現は，
テキスト情報の評価を表す表現である [13]．既存研究には，日本語評価極性辞書 [98][99]や
単語感情極性対応表 [100]，評価値表現辞書 [101]がある．日本語評価極性辞書は，リスクの
見積もり [102]や偏向性を可視化 [103]で用いられている．単語感情極性対応表は，感情推定
[104]の研究で用いられている．評価値表現辞書は，トラブルを表す文の抽出 [105]で用いら
れている．
6MeCab : https://taku910.github.io/mecab/
7MUC-6 : https://cs.nyu.edu/cs/faculty/grishman/muc6.html
8IREX : https://nlp.cs.nyu.edu/irex/
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2.4.2 特徴量選択
CGMやソーシャルメディアを始めとした伝播メディア分析において優れた特徴量のみを選
択的に用いる研究に特徴量選択がある．特徴量選択は単変量特徴量選択や，モデルベース特
徴量選択，反復特徴量選択などに大別される．単変量特徴量選択には，級間分散を用いる方
法などがある [106]．級間分散を用いる方法では，異なる画像が表出されている事例間におけ
る分散の大きさで特徴量選択を行う．モデルベース特徴量選択は，アルゴリズムを用いて特
徴量選択を行う方法である．反復特徴量選択は，モデルベース特徴量選択のアルゴリズムを
用いて，特徴量が特定の特徴量数になるまで，モデルベース特徴量選択を繰り返す方法であ
る．モデルベース特徴量選択においては，多数のアルゴリズムを用いた方法が提案されてい
る．代表的なアルゴリズムに，決定木を用いた特徴量選択 [107]や変数の重要度を用いたラン
ダムフォレストの特徴量選択 [108]，サポートベクターマシンを用いた特徴量選択 [109]など
がある．多くの優れたアルゴリズムを持つスパースモデリングを用いる方法などもある [110]．
2.5 既存研究に対する本研究の貢献
前節で述べたように，既存研究における特徴量や特徴量選択を用いて，コミュニケーショ
ンから課題解決に有効な少数の特徴量を選択することは，課題解決において非常に有益であ
る．特徴量抽出や特徴量選択には，多様な手法があるが，本研究では，コミュニケーション
におけるメッセージが，複数の高次な特徴量から構成されていることに着目した．
具体例としては，テキストコミュニケーションにおいては，既存研究において，極性反転
子9逆接関係を導く表現10が存在した場合，以降の関係において，反転する場合があるという
指摘がある．そこで，本研究における問題解決では，メッセージを加法的な構成成分に分解
する多変量解析に帰着した．既存研究に対する本研究の貢献を下記に示す．
1. 伝播メディアにおけるテキストコミュニケーションに対する幅広い適応性．
2. マス・コミュニケーションも想定した受信者に対する課題解決．
3. 極性反転子や逆接関係を導く表現も包含して評価．
テキストコミュニケーションに対する幅広い適応性においては，第 4章にて詳述するが，本
研究では，既存研究における 31個，2,071次元のテキスト情報の特徴量を網羅的に使用した．
マス・コミュニケーションも想定した受信者に対する課題解決においては，1.4節にて示し
たが，マス・コミュニケーションにおける 3要素にプライバシーの要素を含めた 4要素に基
づいた性能評価実験を行う．性能評価実験は，第 4章および第 5章にて示す．
テキストコミュニケーションにおける極性反転子や逆接関係については，複数の高次な特
徴量であるメッセージ特徴を用いて，課題解決を行う．第 3章にて示す．
9文末表現における「～ません」や，英語における「not good」など [13]．
10「しかし」や，「～だが」など [13]．
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第3章 メッセージ特徴と有効性の判別方法
3.1 はじめに
本研究ではメッセージ特徴の抽出に特徴量変換を用いる．特徴量変換には，主成分分析や
独立成分分析など，多くの多変量解析手法が提案されている [111]．本研究では，数多い特徴
量変換手法の中でも，非負値行列因子分解 (NMF:Non-negative Matrix Factorization)を用いた
特徴量変換を用いる [112]．NMFは下記の利点を持ち，他の特徴量変換を用いた次元削減手
法と比較し，優れているとされている．
既存研究における NMFの利点 [113]
1. 主成分分析と比較して，非負値制約があるため，結果の解釈が容易．
2. 柔軟なモデルであるため，適用分野に応じて損失関数やアルゴリズムの選択肢が多い．
3. K-means法や pLSAと関連があり，教師なし学習のモデルとして，理論的な裏付けを
持つ．
4. 極めて多様な分野で応用が試みられている．
また，NMFは観測ベクトルを並べた行列が，相関行列や分散共分散行列であることを前提
としていない．したがって，行列の各次元の特性に依存せず適用できる．また，NMFはアル
ゴリズムにおいても，改善が進められている [112]．本章では，まずアルゴリズムである非負
値行列因子分解のアルゴリズム概要を示し，NMFにおける性質と本研究におけるメッセージ
特徴の説明を行う．そして，メッセージ特徴が課題に有効な特徴であるかの判別方法の説明
を行う．但し，以後の議論におけるメッセージ特徴を評価する伝播メディアのメッセージは，
SMCRモデルに基づくコミュニケーションであるものとする．
メッセージ特徴の有効性の判別は分類器，非線形回帰で行う．加えて，本研究では，グラ
フィカルモデルを用いて，分析課題に応じて選択したメッセージ特徴における特徴量の因果
関係推定を行う．
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3.2 非負値行列因子分解アルゴリズムと本研究におけるメッセージ特徴
3.2.1 非負値行列因子分解
本章では，メッセージ特徴の分析において，最も重要な役割を果たす非負値行列因子分解
であるNMFについて説明する．NMFは，特徴量変換手法の一つである．本研究においては，
メッセージ特徴は評価対象より特徴量を抽出し，特徴量を変換することで生成する．本研究
の特徴量変換では，抽出した特徴量を観測ベクトルとし，観測ベクトルを水平方向に並べた
行列を観測データ行列と見なす．特徴量は 4.2節で後述するが，4.2.1節，4.2.2節，4.2.3節の
各特徴量を評価対象より抽出する．本研究の特徴量の変換には，NMFを用いる [112]．NMF
は観測行列 Y を基底行列H と係数行列 U の積に分解するアルゴリズムである．観測行列 Y
は観測データ行列である．詳細は，文献 [112]にゆずり，ここでは，概略を述べるに留めるこ
とにする．NMFの簡略化した分解表現を式 (3.1)に示す．
Y ' HU (3.1)
観測行列Yは，N行K列の長方行列である．評価対象となるN個の観測ベクトルを式 (3.2)
に示す．
y1; :::; yN  R0;K (3.2)
ここで，R0;K は，K 次元の非負値ベクトル全体の集合である．評価対象となる観測行
列 Yは，観測ベクトルを並べた行列を表し，Y =[y1; :::; yN ]と表す．NMFでは，観測行列 Y
の次元数K よりも，基底数M を小さく設定することで，特徴量変換が行える．NMFでは，
M < min(K;N)のとき，観測行列 Y を低ランク行列の積で近似することに相当する．基底
行列H の基底数を (m = 1; : : : ;M)とした際のNMFによる観測行列の分解を式 (3.3)に示す．
yn ' Mm=1hmum;n(n = 1; :::; N) (3.3)
式 (3.3)の ynは観測行列 Yを表す．また，hmは基底行列 Hの成分である．um;nは係数行
列 Uの成分を表す．NMFでは，観測ベクトルを最も良く説明するM個の基底ベクトルおよ
び重み係数を推定する．したがって，観測ベクトルを並べた行列を 2つの非負値行列の積に
分解する問題であると言える．しかし，行列分解では一般に誤差が発生する．また，行列H，
Uは，一意に決まらない．このため，NMFの行列分解は，観測ベクトルを並べた行列である
観測行列 Y をH，U の誤差を最小化する行列H，U を求める最適化問題である．NMFでは，
乖離度規準を定義し，規準に基づく更新式の反復で最適解を求める．本研究のNMFでは，ラ
ンダムな非負値で初期化した行列H，U に式 (3.4)の更新式を収束するまで繰り返し適用する
[112]．更新の収束で，行列分解結果の基底行列H，係数行列 U が得られる．ここで，NMF
の乖離度規準は，観測行列 Y の生成プロセスによって異なる．
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本研究では，観測行列 Y の生成プロセスに，非負の整数の確率分布である Poisson分布を仮
定した．したがって，本研究における乖離度規準には，一般化Kullback-Leiblerダイバージェ
ンス [112]を採用した．本研究で用いる一般化Kullback-Leiblerダイバージェンスに基づいた
更新式を式 (3.4)に示す．
hk;m  hk;mnyk;num;n=xk;n
num;n
um;n  um;nkyk;nhk;m=xk;n
khk;m
(3.4)
3.2.2 メッセージ特徴
本研究における，メッセージ特徴を説明する．NMFでは，M < min(K;N)のとき，観測
行列Yが，低ランク行列の積で近似することに相当する．したがって，観測行列 Y は，基底
行列H と係数行列 U の線形結合で表現できる．線形結合の例を式 (3.5)に示す．
h1
0BBBB@
u1;n
u2;n
...
uM;n
1CCCCA+   hM
0BBBB@
u1;n
u2;n
...
uM;n
1CCCCA (3.5)
式 (3.5)の係数行列 Uは，の成分 uM;nは文書 nの基底M への重みである．また，基底行
列Hの成分 hM は，基底M への各特徴量の寄与率の集合である．ここで，基底M は，観測
行列 Y の特徴量の共起成分がグルーピングされた結果である．本研究では，グルーピングさ
れた基底を，伝播メディアの課題に応じて評価し，基底を選択する．本研究における基底は
メッセージ特徴に相当する．本研究では，課題解決に有効な基底であるメッセージ特徴を評
価した．本研究のメッセージ特徴の選択では，2種類のメッセージ特徴の選択手法を用いる．
2種類のメッセージ特徴の選択手法は，メッセージ特徴の評価方法が異なる．
本研究では，第 4章で，差異に基づくメッセージ特徴の特徴選択手法とその性能評価実験
を論じる．また，第 5章で，回帰に基づくメッセージ特徴の特徴選択手法とその性能評価実
験を論じる．
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3.3 分類アルゴリズムを用いたメッセージ特徴の有効性判別
3.3.1 Ada Boost
AdaBoostは，ブースティング方式の分類手法である．ブースティングは，精度が低い分類器
である弱分類器 (Weak classifier)を複数組み合わせることで，高精度の分類器 (Strong classifier)
を構築するアルゴリズムである．AdaBoostは，最初はすべての訓練データに等しい重みを与
える．その後，各ラウンドで，分類を誤った事例の重みを指数的に増やし，より難しい事例
を集中して学習する．そして，分類誤り率から，適応的 (adaptive)に仮説に対する重みと次の
ラウンドの訓練データに対する重みを決定することからAdaBoost(adaptive boosting)と呼ばれ
る [114]．AdaBoostでは分類規則の誤り確率が小さいほど，重みが大きくなるように設定さ
れている．また，多くの理論的検証と実験的実証から有効性が示されているアルゴリズムで
ある [115]．詳細は，文献 [114][115]にゆずり，ここでは，概略を述べるに留めることにする．
まず，訓練データである (x1; y1):::(xm; ym)を獲得する．ここで，xiは入力ベクトル，yiは
分類ラベルであり，yi 2 f0; 1gである．訓練データの確率分布を式 (3.6)で初期化する．
D1(i) =
1
m
(3.6)
その後，式 (3.7)から式 (3.9)の処理を繰り返す．繰り返し処理では，第一に式 (3.7)で誤り
率 "tを得る．第二に，重み更新係数 tを得る．第三に，重みの分布Dtを更新する．更新で
用いる Ztは正規化定数である．
"t =
X
i:ht(xi 6=yi)
Dt(i) (3.7)
t =
1
2
log(
1  "t
"t
) (3.8)
Dt+1(i) =
Dt(i)
Zt

(
e at if yi = ht(xi)
eat if yi 6= ht(xi)
(3.9)
繰り返し処理後，獲得した誤り率 "tと重み更新係数 tを用いて，式 (3.10)で，強分類器で
あるH を獲得する．
H(x) = signfttht(x)g (3.10)
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3.3.2 Random Forests
Randam Forestsは，複数の決定木 (decision tree)を用いた分類手法である [116]．決定木は，
あるデータ集合とその属性で木構造を構成し，識別ルールを構築する手法である．詳細は，文
献 [116]にゆずり，ここでは，概略を述べるに留めることにする．Randam Forestsと決定木で
は，ジニ係数を用いて不純度を算出し，分割の評価基準としている．ジニ係数の算出式を式
(3.11)で示す．
Gini =
KX
i=1
P (Ci)(1  P (Ci)) = 1 
KX
i=1
P 2(Ci) (3.11)
Kはクラス数，P (Ci)はノード tに分岐するサンプルがクラス iに属する確率である．したがっ
て，PKi=1 P (Ci)(1   P (Ci))はノード tにおける誤り率である．Randam Forestsでは，デー
タ集合 Iからランダムサンプリングで S個のサンプルを抽出し，決定木を構築する．Randam
Forestsの決定木は二分木で構築される．Randam Forestsアルゴリズムの学習フローを下記に
示す．
Randam Forestsアルゴリズムの学習フロー [116][117]
(STEP1)
データ集合 Iから，ランダムサンプリングで S個のサブセットを生成．
(STEP2)
S本の決定木が学習完了するまで (STEP3)を繰り返す．
(STEP3)
1. 属性 (特徴量)をランダムに選択．
2. ジニ係数に基づき，選択した変数の中から，最適に分割する属性 (特徴量)と分割
点を決定．
3. 末端ノードに達する． OR指定した深さの階層に達する．
4. 決定木の学習完了を確認．
(STEP4)
S本の決定木の学習完了を確認し，終了．
S本の決定木の学習完了で Randam Forestsモデルが構築される．Randam Forestsを分類器
として，分類を行う場合，構築された S本の決定木で，各決定木の分類結果を集計し，結果
として出力する．
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3.3.3 Multi-Layer Perceptron
MLP(Multi-Layer Perceptron)は，入力信号を，出力信号に変換する (無記憶)非線形の神経
回路網モデル (ニューラルネットワークモデル)である [118][119]．また，MLPは多層パーセ
プトロンとも呼ばれ，入力層，出力層およびいくつかの中間層 (hidden層)からなり，入力か
ら出力の方向にいくつかの層間の結合がある．MLPに関して簡単な説明を行う．詳細は，文
献 [118][119]にゆずり，ここでは，概略を述べるに留めることにする．入力信号 xに対する
出力信号 y，ガウス雑音 nとした際のMLPを式 (3.12)に示す [119]．
y = f(x; ) + n (3.12)
式 (3.12)の はMLPのパラメータをすべてまとめたベクトルである．MLPは多層から構
成されている．入力ベクトルを w，重みベクトルを wiとした際の，MLPを式 (3.13)で示す．
ここで，隠れ層の変数である iは，i = (1:::h)である．
f(x; ) =
bX
t=1
vi'(wi  x) (3.13)
式 (3.13)では，第 i番目の隠れ層素子は，非線形関数である '(wi  x)を出力する．wi  x
は入力ベクトル xと重みベクトルwiを用いた内積である．また，'(u)は飽和型関数 (シグモ
イド関数)である．最後の出力素子では，飽和型関数 '(wi  x)の結果を重み viで総和する．
は (wi;    ; wh; vi;    ; vh)であり，ニューラルネットワークのパラメータをすべてまとめた
ベクトルである．ここで，最終出力結果がガウス雑音 nで乱された場合の結果は，入出力特
性は条件付き確率分布である式 (3.14)となる．
p(yjx; ) = cexpf   1
2
(y   f(x; ))2g (3.14)
MLPなどニューラルネットワークを分類器として，分類を行う場合，出力信号 yに相当す
る出力層の出力を分類クラスに対応させ，分類を行う [120]．
3.3.4 K-Nearest Neighbours(K-NN)
K-Nearest Neighbours判別 (K-NN判別)は正しく分類が行われている既存のデータから，判
別を行いたい個体に最も「近い」個体 (最近傍点)を k個選び出し，それらの個体が最も多く
属しているクラスに当該固体を分類する分類器である [121]．K-NN判別では，最近傍点の個
数と，個体までの距離に用いる距離測度がパラメータとなる．K-NN判別では，最近傍点の
数であるKでモデル分類器の複雑性が決定される．複雑度が少ない場合は適合不足，複雑度
が高い場合は過剰適合となる．多くの最近傍点を用いた場合は，なめらかな決定境界となる．
したがって，複雑度の低い単純なモデルとなる．一方で，最近傍点が少ない場合は複雑度の
高いモデルとなる．本研究では，最近傍点の数はK = 5である．距離測度は，判別を行いた
い個体から最近傍点までの距離規準である．本研究の K-NN判別では，ユークリッド距離を
用いた．
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3.3.5 適合率・再現率・F-measure
適合率は不正解データを正解データと判定しないようにする評価指標である．再現率は，分
類器がすべての正解データを判定する評価指標である．また F-measureは適合率と再現率の調
和平均値である．評価指標を図 3.1に示す．適合率，再現率，F-measureを式 (3.15)，式 (3.16)，
式 (3.17)に示す．また，偽陽性率を式 (3.18)に示す．偽陽性率は，陰性サンプル個数に対す
る偽陽性数の割合である．
図 3.1: Contingency Table
Precision =
TP
TP + FP
(3.15)
Recall =
TP
TP + FN
(3.16)
F  measure = 2 PrecisionRecall
Precision+Recall
(3.17)
FPR =
FP
FP + TN
(3.18)
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3.4 非線形回帰を用いたメッセージ特徴の有効性判別
3.4.1 サポートベクタ回帰モデル
本研究では，提案手法の評価に非線形回帰手法の一つであるサポートベクター回帰モデル
(SVR : Support Vector Regression)[122]用いる．SVRは，入力 xi 2 Rp(i = 1; 2:::; l)を特徴空
間へ非線形写像し，特徴空間で線形回帰を行うモデルである．また，SVRは汎化能力が高い
回帰モデルであることが知られている [123]．詳細は，文献 [122][123][124]にゆずり，ここで
は，概略を述べるに留めることにする．
SVRの回帰関数を式 (5.1)に，回帰関数で用いるカーネル関数を式 (5.2)に示す．本研究で
は，カーネル関数に RBFカーネル [124]を用いる．
f(x) =
nX
i=1
(i   i )K(xi; x) + bias (3.19)
k(xi; x) = exp ( k xi   x k2 =22) (3.20)
K(xi; x)は入力 xiを特徴空間へ写像するカーネル関数である．i,i ,biasなどの詳細は文献
[124]などを参照していただきたい．
3.4.2 予測誤差
予測誤差には，MAE(Mean Absolute Error)および RMSE(Root Mean Squared Error)を用い
た．MAEを式 (3.21)に RMSEを式 (3.22)に示す．nは予測対象のデータ数，yiは実績値，byi
は予測値である．
MAE =
1
n
ni=1jyi   byij (3.21)
RMSE =
r
1
n
ni=1(yi   byi)2 (3.22)
20
3.5 グラフィカルモデルを用いたメッセージ特徴における因果関係推定
3.5.1 ベイジアンネットワーク
本研究では，メッセージ特徴から得られる特徴量の “因果関係”の評価でベイジアンネッ
トワーク (Bayesian Network)を用いる [1][125]．ベイジアンネットワークは，ベイズの定理
(Bayes rule)に基づいたモデルである．ベイジアンネットワークの例を図 3.2に示す．
図 3.2: Bayesian Network
図 3.2の例ではX1が親ノードであり原因，X2やX3が子ノードであり結果である．X2
やX3のように，子ノードは，他の子ノードであるXjの親ノードにもなる．
ここで，事象 P (X1)を原因，事象 P (Xj)が結果である場合，原因によって結果が起きる確
率はP (Xj jX1)で表される．ベイズの定理では，このP (Xj jX1)に加えて，P (X1)，P (Xj)が
明らかな場合，結果に対する原因の確率である P (X1jXj)を推定することができる．原因の
事象間の関係性を多数のノードに拡大したモデルがベイジアンネットワークである．ベイジ
アンネットワークは，各変数は確率変数，ノード間の矢印は因果関係，条件付き確率で定量化
されている有向非循環グラフで表される．ベイジアンネットワークでは，結果である子ノー
ドをXj とした際，原因 P(Xj)は，親ノードの集合 (xj1;    ; xji )である．したがって，依存
関係は P (Xj jP(Xj))と表すことができる．このため，すべての確率変数の同時確率分布は
式 (3.23)と表すことができる．
P (X1;    ; Xn) =
nY
j=1
P (Xj jP(Xj)) (3.23)
すべての確率変数の同時確率分布が明らかな場合，確率変数の依存関係は各子ノードとその
親ノードの間にリンクを張って，ベイジアンネットワークのグラフ構造で表される．したがっ
て，構築したグラフ構造から変数間の依存関係が明らかになり，特性のノードから，原因ノー
ドを推定できる．
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第4章 差異に基づくメッセージ特徴の
選択手法とその性能評価
4.1 はじめに
近年では，科学技術に基づいた場所に依存しないコミュニケーションの増加で，情報受信
チャネルと情報取捨判断の機会が増加した．発信された情報は，受信者に伝達されるかは紙
一重の状況が頻繁化していると言える．メッセージの受信時に不要と判断された場合，メッ
セージの内容が閲覧されることはない．受信者が有益でないと判断した伝播メディアの情報
発信も同様である．ゆえに，情報の発信者は，受信者が有益と判断するメッセージの内容や，
伝播メディアなど，メッセージ特徴の選択において，重要視するコンテンツの要素を明らか
にしたいという要望が高まっている．差異に基づくメッセージ特徴では，利用者が有益と判
断するコンテンツのメッセージ特徴を評価対象とするメッセージ集合の特性に基づいて評価
する．
図 4.1: 評価集合の差異における問題
差異に基づくメッセージ特徴は，特徴量の抽出，メッセージ特徴の抽出，メッセージ特徴
の選択で構成されている．差異に基づくメッセージ特徴の評価実験では，既存研究の特徴量
抽出手法を用いて，テキスト情報の特徴量を抽出する．特徴量の変換では，非負値行列因子
分解 (NMF)を用いて，メッセージ特徴を抽出する．そして，提案手法を用いて，差異に基づ
くメッセージ特徴を抽出する．メッセージ特徴は複数の特徴量からなる特徴量の集合である．
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以下，4.2節にて，評価実験で用いるテキスト情報とその抽出方法を示す．メッセージ特徴
は，観測行列に対し，4.3節で示すNMFを適用した結果の基底である．メッセージ特徴を評
価する方法を示し，4.2.4節にて実装方法を示す．そして，4.4節および 4.5節にて，提案手法
の評価実験を示す．
4.2 テキストコミュニケーションメッセージ
本研究では，メッセージから，特徴量を抽出し，非負値行列因子分解 (NMF)を適用するこ
とで高次なメッセージ特徴を抽出する．本研究では，特徴量抽出において，複雑性を内包す
るため，既存研究から，多くの特徴量を抽出する．本研究の評価実験では，テキスト情報の
特徴量を用いた．テキスト情報の特徴量は，表層情報，トピックである話題，語種，基本語，
意味属性，言語表現，文末表現，品詞，固有表現，評価表現の 10種類，31個，2,071次元の
特徴量である．ここでは，既存研究の特徴量抽出方法を，抽出方法ごとに表層の特徴，トピッ
クの特徴，意味情報の特徴の 3グループとして，詳述する．
4.2.1 表層の特徴抽出
テキスト情報の表層の特徴を表 4.1に示す．表 4.1の 8種類の特徴量でコンテンツである文
面の表層の特徴を捉えることとした．本研究の文字種には，ひらがな1，カタカナ2，漢字3，ア
ルファベット4，数字5，半角記号6，空白記号7，全角記号8を採用した．
1仮名の一つ．平安初期に成立した音節文字．漢字の草書体から作られた草仮名をさらに簡略したもの．
2「ア (阿)」「イ (伊)」「ウ (宇)」のように，多く漢字の一部をとって作り出された表音文字．平安初期作られ
た．「かた」は完全ではないの意．ひらがなに対応する体系を持ち，外来語，動植物名などに用いられる．
3中国で作られ，日本などでも使われている表語文字．最古の漢字は殷の甲骨文字．一字一音節で一語を表す．
日本で作られた国字を含めて言う．
4セム語系の文字に起源し，英語・ギリシャ語など現代世界の諸言語で用いられている文字．ローマ字 26文字
を言う．
5数を表す文字．数を記録することは文字成立以前から，樹幹や岩にきざみつけることなどによって行われて
おり，古代エジプトの象形文字やバビロニアの楔形数字が作られた．
6記号は一定の事象や内容を代理・代行して指し示すはたらきをもつ知覚可能な対象．半角文字は正方形の和
文活字一字を半分にした大きさの文字．
7文章入力字にスペースキーを押下することで，入力される文字コード．文字と文字の間隔を空けるなどの目
的で入力する．
8正方形の和文活字一字分の大きさ．2バイト文字．
Unicode 10.0 Character Code Charts : https://www.unicode.org/charts/
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表 4.1: 表層情報
特徴量名 次元数 値の定義/例
文の数 1 1文書中の [。][？][！]
の合計頻度
読点 1 1文書中の [、]の頻度
句点 1 1文書中の [。]
文の長さ 1 1文書中の総バイト数
文字種 (頻度) 8 各文字種の出現頻度
文字種 (比率) 8 各文字種の比率
読点間距離 1 文献 [73]
漢字含有率 1 文献 [73]
4.2.2 トピックの特徴抽出
ここでのトピックはテキスト情報が言及する話題である．話題を抽出する手法では，テキス
トは複数の単語 (語彙)が集まったもの (Bag-of-words)として捉える．そして，類似した語彙の
集合で話題 (トピック)が形成されるとしている．本研究では話題抽出で用いられる基本的な
アルゴリズムである LSI(Latent Semantic Indexing)および LDA(Latent Dirichlet Allocation)[22]
を用いる．各アルゴリズムに関して，簡単な説明を行う．
LSIは，文書集合を行列 Nとして，低ランク行列の積UTHにそれぞれの行列の要素を二乗
し，総和をとったものが最小になるように行列分解する手法である．行列Nを文書番号Dと
語彙Vとした際の，LSIを式 (4.1)で示す．また，文書集合の行列Nに LSIを適用した図を図
4.2に示す．
kN   UTHk2FRO =
DX
d=1
VX
v=1
(Ndv   uTd hv)2 (4.1)
図 4.2: LSI(Latent Semantic Indexing)
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U = (u1;    ; uD)は重み付き係数行列であり，K行D列の実数行列である．H = (h1;    ; hV )
は語彙行列であり，K行V列の実数行列である．ここで，Kは低ランク行列の次元数である．
LSIの行列分解には，特異値分解が用いられている．4.2.4節で後述するが本研究の LSIの実
装は，分かち書き9されたテキスト情報に，Gensim[126]10を適用する．したがって，特異値分
解は，乱択特異値分解 [127]11を用いる．
LDAは，文書集合の行列 Nの文書が低ランク行列 と をパラメータとして持つカテゴリ
分布 から生成されると仮定する手法である．全体集合をW，文書数を d = (1;    ; D)，ト
ピックを k = (1;    ;K)とした際の，文書 wdの生成確率を式 (4.2)で示す．また，文書集合
の行列 Nに LDAを適用した図を図 4.3に示す．
p(wdjd;) =
NdY
n=1
Kk=1p(kjd)p(wdnjk) (4.2)
図 4.3: LDA(Latent Dirichlet Allocation)
パラメータ dはトピック分布，パラメータ は単語分布集合である．また，Ndは文書 d
に含まれる単語数，wdnは文書 dの n番目の単語，kはトピック kの単語分布を示す．本研
究における LDAの実装に関しては，LSIと同様にGensim[126]を用いた．よって，各文書の
トピック分布 dの推定は，変分ベイズ法 [128]を用いる．
ここで，文書集合である行列Nは 1行が 1文書，各列は語彙に相当し，要素は語彙Vの出
現頻度である．LSIの場合，次元Kが話題であり，文書に対する次元Kの重みであるUの要
素が特徴量に相当する．LDAの場合，トピックKが話題であり，文書に対するトピックKの
割り当て確率であるトピック分布 の要素が話題に相当する．アルゴリズムでは，LSIの次
元数や LDAのトピック数は任意の数の設定が行える．LSIの次元数や LDAのトピック数で
ある Kは，任意で値の設定を行う．LSIの Kの最適なパラメータは 300から 500の範囲が提
案されている [129]．本研究ではK=300を設定した．LDAに関しても同様にK=300を設定し
た．よって，特徴量の次元数は 600である．話題の特徴量を表 4.2に示す．
9一定の規則にしたがって，区切られた文章を分かち書きと呼ぶ．
10gensim : https://radimrehurek.com/gensim/
11Blei Lab : https://github.com/blei-lab
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表 4.2: 話題
特徴量名 次元数 値の定義
潜在意味解析 (LSI)[77] 300 文書の重み付き係数 uD
トピックモデル (LDA)[78] 300 文書のトピック分布 d　
LSIでは，低ランク行列分解された重み付き係数行列 Uの値によって，文書 Dにおける話
題 Kの話題の重み付きが明らかになる．よって，LSIの特徴量には，各文書の Kの重み付き
係数を用いている．LDAでは，各文書における dを推定することで，話題の割合が明らかに
なる．よって，LDAの特徴量には，各文書の dを用いている．表 4.2の特徴量の値は実数で
ある．
4.2.3 意味情報の特徴抽出
意味情報は，個々の研究で言語や形態論に基づき，異なる特徴が用いられている [81]．本
研究では，学術目的の言語資源として，従来研究で作成された日本語の辞書のうち，言語資
源の利用事例や応用研究がある既存辞書 21個を選定した．本研究で用いる 21個の辞書を表
4.3に示す．
表 4.3のうち，項番 15の拡張固有表現の辞書は，関根の拡張固有表現階層の定義に基づき，
Wikipediaの見出し語に対し，固有表現クラスを付与した辞書である．また，項番 18-20で用
いている単語感情極性対応表では，日本語の辞書の見出し語と読みを用いた．加えて，表 4.3
の項番 1-7の辞書は調査研究目的に作成された辞書に基づいている．項番 1，3，6の辞書は
意味分類体語彙表，項番 2，5の辞書は日本語教育基本語彙，項番 4，7の辞書は分類項目一
覧表である．本研究では，下記に記載の基準で，辞書の加工および見出し語を選定した．
1. 見出し語の加工
空白記号，「-」「0」「など」を除去
2. 対象外の見出し語
「」「-」「〔」「→」「/」「(」「」「その他」
を含む語
本研究における意味情報は，表 4.3で示した項番 1の語種，項番 2-4の基本語，項番 5-7意味
属性，項番 8の言語表現，項番 9の文末表現，項番 11-14の品詞，項番 15の固有表現，項番
16-21評価表現の 8種類を評価に用いる．
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表 4.3: 意味情報
項番 特徴量名 次元数 語数 値の定義/付与タグの例 文献/脚注
1 語種 7 6519 和語，漢語，外来語 y,[83]
2 基本語 (1) 2 697 基本語二千に選定 y,[84]
3 基本語 (2) 6 6519 外国語学習基本語彙 y,[84]
4 基本語 (3) 2 424 基本語二千・六千に選定 y,[84]
5 意味分類コード (1) 233 697 体の類抽象的関係 y,[86]
6 意味分類コード (2) 487 6519 (同上) y,[86]
7 意味分類コード (3) 307 424 (同上) y,[86]
8 機能表現 122 29262 O，B-判断 z,[88]
9 文末モダリティ 32 32 可能性，表出 [90]
10 質問文末表現 38 38 質問，回答 [91]
11 IPA品詞 14 - 連体詞，接頭詞，名詞 x,[95]
12 名詞比率 1 - 実数 (算出文献 [94]) [94]
13 MVR 1 - 実数 (算出文献 [94]) [94]
14 固有名詞 4 - 実数 (算出文献 [95]) x,[95]
15 拡張固有表現 132 18075 数値表現 {,[96]
評価極性情報
16 (用言編) 4 5280 ネガ (経験) z,[98]
17 (名詞編) 51 13314 ～になる (状態)客観 z,[99]
感情極性 110250 k,[100]
18 (頻度) 2 - ポジティブ・ネガティブ [13]
19 (比率) 2 - 実数 (算出 [13])
20 (平均値) 1 - 実数 (算出 [13])
21 評価値表現 1 5234 - ,[101]
y『日本語教育のための基本語彙調査』データ https://mmsrv.ninjal.ac.jp/bvjsl84/
z機能表現タグ付与コーパス，日本語評価極性辞書 https://www.cl.ecei.tohoku.ac.jp/index.php
xipadic version 2.7.0ユーザーズマニュアル https://chasen.naist.jp/snapshot/ipadic/ipadic/doc/ipadic-ja.pdf
{NAIST Japanese ENE Dictionary on Wikipedia https://github.com/masayu-a/NAIST-JENE
k単語感情極性対応表 https://www.lr.pi.titech.ac.jp/t˜akamura/pndic ja.html
評価値表現辞書 https://www.syncha.org/evaluative expressions.html
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4.2.4 実装方法
本研究の実装は，プログラム言語 Python 12を用いた．単語分割，品詞判定は，MeCab[95]
を用いた．アルゴリズムの実装は，Gensim[126]，scikit-learn13 14を用いた．テキスト情報の
前処理は，文字コードをUTF-8に変換，空白記号・改行コードの除去を実施した．バイト列
の欠損行は対象外とした．テキスト情報の等価な文字はNormalization Form KC (NFKC) 15で
正規化を実施した．また，形態素解析では，活用形を標準形に変換し，1文字単語などを削除
する前処理を実施した．観測行列 Y作成は，Pandas16 および Numpy17を用いた．
本研究で話題の特徴量抽出に用いる LSIの次元数や LDAのトピック数では，任意で値の
設定を行う．LSIの Kの最適値は 300から 500の範囲が提案されている [129]．本研究では
K=300を設定した．LDAに関しても同様に K=300を設定した．
提案手法で用いる NMFの観測行列 Yは，(j = 1; : : : ;K)から構成される N行 K列の長方
行列である．ここで，特徴量の次元数 Kは，表層情報の次元数 22，アルゴリズムの次元数
600，辞書の次元数 1,451の合計値 2,071である．後述するが，5.3節の実験は辞書にプライバ
シー侵害に関連のある既存研究の辞書を用いた．したがって，5.3節の実験の観測行列は合計
値 2,073である．特徴量の値は 0から 1の間に正規化し，各変数の計測尺度の違いを考慮する
ため，L1正則化による制約補正を実施した
ベイジアンネットワークのモデル構築では，山登り法 (Hill Climbing)，グラフ構造の評価に
用いる評価基準には，AIC(Akaike’s Information Criterion)を用いて構築を行った．
12Welcome to Python.org : https://www.python.org
13scikit-learn : https://scikit-learn.org/stable/
14scikit-learn : https://github.com/scikit-learn
15Unicode Technical Reports : https://unicode.org/reports/
16Pandas : https://pandas.pydata.org/
17NumPy : https://www.numpy.org
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4.3 差異に基づくメッセージ特徴の選択手法
差異に基づくメッセージ特徴の抽出ではグレゴリー・ベイトソン18 の情報の定義に着目し
ている．ベイトソンは情報を「“違い”を生む “違い”」であると定義している [130]．“違い”を
土地と地図の差異に例えた場合，土地には，高低，建造物，人口の分布など，多様な要素が
ある [131]．また，土地が違えば地図も異なる．地図には，高低図，街の配置図，人口分布図
などがある．ここで，地図は土地の特定の要素を選択した結果であり，他の地図との差異に
基づく「“違い”を生む “違い”」である．本研究における特徴量変換は，3.2.1節にて示した非
負値行列因子分解であるNMFにて行う．NMFの行列分解では，係数行列 U の非負性の制約
で，係数行列 Uの要素がスパースになる傾向がある [112]．
係数行列Uの要素がスパースであることは，成分である uM;iが文書 iのコンテンツによっ
て，重みがある基底と重みが 0の基底の差が明瞭であることに相当する．したがって，特性
に基づく 2種類の評価対象の集合がある場合，評価対象の集合の一方でのみ基底の重みが高
い基底は，評価対象の集合の特性を表す基底である．
基底の評価が行えた場合，寄与率を用いて目標変数に影響の大きい特徴量の評価が行える．
観測行列 Y にNMFを適用した結果，質問記事の各基底の重み付きは係数行列U で表される．
そこで本研究では，目標変数に基づき，係数行列U の行ベクトルにラベル付けする．そして，
ラベル付けに基づき，係数行列 U を 2種類の評価対象の集合に分割する．本研究では，目標
変数は正規分布にしたがうと仮定し，平均値以上を 1，平均値未満を 0としてラベル付けを行
う．そして，対応する係数行列 U の行ベクトルをベクトル集合 L1，L0に分割する．
目標変数の集合X を式 (4.3)に，ラベル付けの方法を式 (4.4)に，ラベル付けに基づく係数
行列 Uの分割の方法を式 (4.5)に示す．式 (4.4)は，xiが平均値以上の場合に 1，平均値未満
の場合に 0に，ラベル付けされることを表している．また，xiは文書 iの閲覧数，uiは文書 i
の係数行列 Uの行ベクトルである．
X =
h
x1; x2 ::: xN
iT
(4.3)
xi =
8<:
Nj=1xj
N  xi; xi 2 Set 1
Nj=1xj
N > xi; xi 2 Set 0
(4.4)
ui =
(
xi = 1; ui 2 Set L1
xi = 0; ui 2 Set L0
(4.5)
18アメリカの人類学者 (1904-1980)，民族誌「ナベン」「バリ」や人間関係論におけるダブル・バインド論など，
文化とパーソナリティ，コミュニケーションに関する理論で，学際的な功績を残した．
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ベクトル集合L1およびL0を基に，集合における基底M の係数の平均値を算出し，ベクト
ル集合における基底の重みを算出する．ベクトル集合はそれぞれ目標変数が多い集合，目標
変数が少ない集合である．ここで，それぞれの集合で基底の重みが大きい場合は，重みが大
きい重要な基底だが，特性を表す基底ではない．評価対象の集合の一方でのみ基底の重みが
高い基底は，集合の特性を表す基底である．そこで，各集合の基底M の係数の重みの差で，
評価対象の集合における基底M の特性を評価する．評価対象の集合における各基底の重みの
算出式を式 (4.6)示す．ラベル付けされたベクトル集合はLjであり，jは 1もしくは 0である．
Lj;M は Lj における基底M の係数の重みである．
Lj;M =
Ni=1uM;i
N
(4.6)
式 (4.6)における uM;iはベクトル集合 Lj にラベル付けされた行ベクトル uiの基底M への
重みである．式 (4.6)の結果を基にした基底の特性を表す集合を Sとし，本研究の基底M の
評価方法を式 (4.7)に示す．
SM = L1;M   L0;M (4.7)
式 (4.7)のSM の値が最も大きい基底が，特性に基づく変換特徴量であり，差異に基づくメッ
セージ特徴である．
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4.4 -実験 1-1 -伝播メディアにおける話題性の課題への応用
4.4.1 概要
“実験 1-1”では，質問記事の閲覧数と既存研究の特徴量で話題性のメッセージ特徴を明らか
にする．CGMやソーシャルメディアなどのオンラインコミュニティは誰もが気軽に閲覧・質
問・回答が行える．したがって，情報収集や気楽なコミュニケーション，時間をかけた議論な
ど目的に応じた多くの利点がある．また，商品やサービスの利用者が，内容や使い勝手などの
情報交換も盛んに行われている．そこで，共感された価値ある情報は，情報伝播や購買行動
に影響を与えることが大きい．共感に基づいた生活者消費行動モデルは，SIPS（Sympathize
Identify Participate Share & Spread）[17] 19 20 と呼ばれる．一方で，クレームや批判的なコメ
ントも急激に広がる．このため，企業は閲覧数の増加傾向がある，話題性やクレームがある
質問記事を検知・予測し，早急に対処することが欠かせない．
質問記事における話題性の多寡を推定することを目的に差異に基づくメッセージ特徴を用
いて，質問記事の評価手法を提案する．本研究における質問記事の話題性は多くの利用者が，
共感・関心を持って質問記事を閲覧する状態とする．このため，質問記事の閲覧数に基づい
て評価する．閲覧数に基づいて評価することで，質問記事のコンテンツで，閲覧数の異常や
変化の兆し，投稿後に話題になる質問記事を検知することが期待できる．
図 4.4: 研究背景 (実験 1-1)
19SIPS では，生活者消費行動を S(Sympathize : 共感する)，I(Identify : 確認する)，P(Participate : 参加する)，
S(Share & Spread : 共有・拡散する)とモデル化している．SIPSモデルでは，共感に次ぐ重要な要素は，参加して
もらうことである．参加はエバンジェリスト (伝道者)，ロイヤルカスタマー (支援者)，ファン (応援者)，パーティ
シパント (参加者)など，企業やブランドの生涯顧客価値を高めていく過程と重なっている．
20SIPS : https://www.dentsu.co.jp/sips/index.html
31
“実験 1-1”における評価実験手順の概要を図 4.5に示す．図 4.5の (1)から (4)が，“実験 1-1”
のメッセージ特徴の抽出手順を示すステップである．
図 4.5: 実験 1-1メッセージ特徴抽出手法
図 4.5(1)の特徴量の抽出では 4.2.1節，4.2.2節，4.2.3節に示した特徴量を抽出している．抽
出する特徴量は既存研究の特徴量を組み合わせた 31個である．また，各特徴量を水平方向に
連結した際の次元数は 2,071次元である．そして (2)から (4)が，“実験 1-1”のメッセージ特
徴を評価する手順であり，差異に基づくメッセージ特徴の抽出に相当する．(2)では NMFを
用いて行列分解を行い，特徴量の変換を行う．(2)および (4)のメッセージ特徴における基底
選択では，4.3節の差異による基底選択を用いた．“実験 1-1”の目標変数には，質問記事の閲
覧数を用いた．“実験 1-1”は，2.1節で示した従来研究と比較し，テキスト情報の特徴量を網
羅的に抽出している．また，話題性の評価の従来研究で，NMFによる行列分解で特徴量変換
し，網羅的なテキスト情報から基底を評価する研究は著者の知る限り，行われていない．そ
こで，“実験 1-1”では，差異に基づくメッセージ特徴を用いて，評価実験を行う．
4.4.2 オンラインコミュニティの閲覧数
“実験 1-1”では，閲覧数をオンラインコミュニティの話題性を評価する指標に用いた．“実
験 1-1”では，2種類のオンラインコミュニティを評価する．まず，オンラインコミュニティ1
の閲覧数を図 4.6および図 4.7に示す．図 4.6は，質問記事が投稿されてからの経過日数の散
布図，図 4.7は，閲覧数に対する返信数の散布図である．
図 4.6および図 4.7から，“実験 1-1”で評価するオンラインコミュニティ1では，質問記事
の閲覧数は正規分布の傾向が確認できた．図 4.6の閲覧数と経過日数では，集中して閲覧数が
多い時期がある．また，日数経過で閲覧数が増加する傾向が確認できた．相関係数は，0:28
であった．一方で，図 4.7の閲覧数と返信数では，相関係数は，0:42を示した．
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図 4.6: オンラインコミュニティ1閲覧数と
経過日数 (1)
図 4.7: オンラインコミュニティ1閲覧数と
返信数 (1)
次に，オンラインコミュニティ2の閲覧数を図 4.8および図 4.9に示す．図 4.8は，質問記
事が投稿されてからの経過日数の散布図，図 4.9は，閲覧数に対する返信数の散布図である．
図 4.8: オンラインコミュニティ2閲覧数と
経過日数 (2)
図 4.9: オンラインコミュニティ2閲覧数と
返信数 (2)
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図 4.8では，オンラインコミュニティ1と異なり，時期に依存した閲覧数の増加はない．ま
た，日数経過で閲覧数が増加する質問記事がある一方で，閲覧数が増加しない質問記事が多
いことも明らかになった．閲覧数と経過日数の相関係数は，0:029であった．図 4.9では，閲
覧数と返信数の相関係数は，0:76という高い相関が明らかになった．
結果，2種類のオンラインコミュニティで閲覧数と返信数には相関があり，コミュニケー
ションを増加させる要素であることが明らかになった．したがって，話題性の評価要素に閲
覧数を用いることは妥当であると言える．
4.4.3 評価方法
“実験 1-1”ではメッセージ特徴の評価に 3.4.1節の非線形回帰手法である SVRを用いた閲
覧数の予測および 3.3節の分類器，Ada Boost，Random Forests，MLP，K-NNを用いる．閲
覧数の予測では，選択された基底における特徴量を用いて，特徴量選択の妥当性を 3.4.2節の
MAE，RMSEを算出し，評価する．分類器の評価では，閲覧数が多い質問記事と閲覧数が少
ない質問記事の分類を 3.3.5節の適合率，再現率，F-measureを算出し，評価する．分類器の
評価で用いる特徴量は，4.3節の差異に基づくメッセージ特徴を用いる．メッセージ特徴は，
差異に基づいて評価した結果の基底である．非線形回帰手法や分類器の評価において，基底
に寄与率の高い少数の特徴量で，質問記事の分類が行えた場合，話題性の評価に優れた特徴
量である．したがって，特徴選択が妥当であるとし，基底の寄与率および抽出したメッセー
ジ特徴が有用であるとした．
4.4.4 オンラインコミュニティ1に対する基底選択と非線形回帰による評価
オンラインコミュニティ1に対して，NMFの基底数をM = 50に設定し，提案手法の適用
を行った．提案手法による基底の評価結果を図 4.10に示す．
図 4.10: オンラインコミュニティ1閲覧数に寄与率が高い基底
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図 4.10の横軸が基底mの特性を表す集合 Smの要素である．また，縦軸が集合間における
係数の平均値の差である．縦軸の値が非負値の基底が，閲覧数が平均値以上のベクトル集合
であるL1の特性を表す基底である．結果，基底 1が非負値で最も差異が大きいと評価された．
したがって，基底 1が閲覧数が平均値以上の集合 L1の特性を表す基底である．
得られた結果の基底 1を基底選択して，SVRを用いて回帰分析を行い，閲覧数の予測を行
い，予測誤差であるMAEを算出した結果を図 4.12および図 4.11に示す．
また同様に，RMSEを算出した結果を図 4.14および図 4.13に示す．図の Input Featureは，
回帰分析で用いる際の特徴量の数である．回帰分析の特徴量は，基底 1に対する寄与率の順
に用いている．
図 4.11: オンラインコミュニティ1回帰分
析の結果を用いたMAE(1)
図 4.12: オンラインコミュニティ1回帰分
析の結果を用いたMAE(2)
図 4.13: オンラインコミュニティ1特徴選
択数と回帰分析の RMSE(1)
図 4.14: オンラインコミュニティ1特徴選
択数と回帰分析の RMSE(2)
SVRの入力特徴選択数が 250個前後が最もMAEの精度が良い (図 4.11)．一方で，1250-1500
個以上の入力特徴量がある場合，MAEの精度が下がる (図 4.12)．結果，すべての特徴量を用
いた場合よりも，提案手法で得られた基底 1に寄与率の高い少数の特徴量を特徴選択した場
合の方が，精度が高い．
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SVRの入力特徴選択数が 200-250個が最も RMSEの値が最も良い (図 4.13)．一方で，1500
個以上の入力特徴量がある場合，RMSEの精度が下がる (図 4.14)．結果，MAEと同様に，す
べての特徴量を用いた場合よりも，提案手法で得られた基底 1に寄与率の高い少数の特徴量
を特徴選択した場合の方が，精度が高い．したがって，提案手法の基底選択と基底に基づく
寄与率による特徴量の選択は妥当であり，有用であることがデータで示された．
最後に，基底 1に対する特徴量の寄与率上位の 10個を表 4.4に示す．
表 4.4: 基底 1の寄与率上位 10個の特徴量
特徴量名 特徴量名
1 固有 (一般) 6 機能 (I-目的)
2 機能 (I-順接仮定) 7 ひらがな (頻度)
3 品詞 (助詞) 8 機能 (I-不可能)
4 意味 (2)(4.112) 9 機能 (I-依頼)
5 機能 (I-様態) 10 機能 (B-自然発生)
表 4.4の「固有 (一般)」は「固有名詞」，「機能 (*)」は「機能表現タグ」，「意味」は「意味
分類コード」である．結果，固有名詞やひらがなの頻度の寄与が高い基底であることが明ら
かになった．意味分類コード (2)(4.112)の単語は，「その他の類 (展開)」の「ですから」「まし
て」「だから」などである．また，寄与率が高い特徴量に機能表現タグが複数含まれており，
重要な特徴量であることが明らかになった．
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4.4.5 オンラインコミュニティ1の文書分類
オンラインコミュニティ1より得られた特徴量を用いて文書分類実験を行った結果を表 4.5
から表 4.8に示す．
表 4.5: オンラインコミュニティ1全特徴量
分類器 適合率 再現率 F値
　　 AdaBoost 0.45 0.29 0.35
　　 RandomForests 0.44 0.26 0.33
　　MLP 0.00 0.00 0.00
　　 K-NN 0.42 0.37 0.39
表 4.6: オンラインコミュニティ1特徴量選択 (提案手法基底の寄与率)
分類器 適合率 再現率 F値
　　 AdaBoost 0.43 0.23 0.30
　　 RandomForests 0.45 0.29 0.35
　　MLP 0.40 0.04 0.08
　　 K-NN 0.44 0.42 0.43
表 4.7: オンラインコミュニティ1特徴量選択 (単変量特徴量選択)
分類器 適合率 再現率 F値
　　 AdaBoost 0.46 0.28 0.35
　　 RandomForests 0.45 0.28 0.34
　　MLP 0.00 0.00 0.00
　　 K-NN 0.42 0.38 0.40
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表 4.8: オンラインコミュニティ1特徴量選択 (再帰的特徴量削減)
分類器 適合率 再現率 F値
　　 AdaBoost 0.44 0.29 0.35
　　 RandomForests 0.45 0.27 0.34
　　MLP 0.00 0.00 0.00
　　 K-NN 0.43 0.38 0.40
表 4.5は，得られたすべての特徴量を用いて，文書分類した結果である．表 4.6が，提案手
法で得られた基底 1の寄与率上位 100個の特徴量を特徴選択し，文書分類した結果である．表
4.7は，既存手法である単変量特徴量選択を用いて特徴量選択した結果であり，表 4.8は，既
存手法である再帰的特徴量削減を用いて特徴量選択し，文書分類した結果である．結果，す
べての特徴量およびいずれの特徴量選択を用いた場合でも，オンラインコミュニティ1の質問
記事では，特徴量選択手法に関わらず，文書分類の精度は十分ではない．したがって提案手
法ではなく，このため，オンラインコミュニティ1においては，閲覧数の平均値を基に行った
文書分類のラベリングの評価基準が妥当ではなかったと判断できる．
4.4.6 オンラインコミュニティ2に対する基底選択と非線形回帰による評価
評価では，NMFの基底数をM = 50に設定し，提案手法の評価を行った．提案手法による
基底選択の結果を図 4.24に示す．
図 4.15: オンラインコミュニティ2における閲覧数に寄与率が高い特徴量
NMFの基底数をM = 50に設定し，提案手法の評価を行った．横軸が基底mの特性を表す
集合 Smの要素である．また，縦軸が集合間における係数の平均値の差である．縦軸の値が
非負値の基底が，閲覧数が平均値以上のベクトル集合である L1の特性を表す基底である．追
加実験では，基底 4が非負値で最も差異が大きいと評価された．
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得られた結果の基底 4を用いて，SVRを用いて回帰分析を行い，閲覧数の予測を行い，予
測誤差であるMAEを算出した結果を図 4.17および図 4.16に示す．また同様に，RMSEを算
出した結果を図 4.19および図 4.18に示す．図の Input Featureは，回帰分析で用いる際の特徴
量の数である．また，回帰分析の特徴量は，基底 4に対する寄与率の順に用いている．
図 4.16: オンラインコミュニティ2回帰分
析の結果を用いたMAE(1)
図 4.17: オンラインコミュニティ2回帰分
析の結果を用いたMAE(2)
図 4.18: オンラインコミュニティ2特徴選
択数と回帰分析の RMSE(1)
図 4.19: オンラインコミュニティ2特徴選
択数と回帰分析の RMSE(2)
SVRの入力特徴選択数が 50-100個前後が最もMAEの精度が良い (図 4.16)．一方で，100
個以上の入力特徴量がある場合，MAEの精度が下がる (図 4.17)．入力特徴選択数が 50個で
ある場合と 250個以上である場合は，予測精度の差は明らかである．結果，すべての特徴量
を用いた場合よりも，提案手法で得られた基底 4に寄与率の高い少数の特徴量を特徴選択し
た場合の方が，精度が高い．同様に，SVRの入力特徴選択数が 50-100個が RMSEの精度が
良い (図 4.18)．MAEと同様，に入力特徴選択数が 50個である場合と 250個以上である場合
は，予測精度の差は明らかである (図 4.19)．
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結果，すべての特徴量を用いた場合よりも，提案手法で得られた基底 4に寄与率の高い少
数の特徴量を特徴選択した場合の方が，回帰分析の予測精度が高い．したがって，提案手法
の基底選択と基底に基づく寄与率による特徴量の選択は妥当であり，有用であることがデー
タで示された．
最後に，基底 4に対する特徴量の寄与率上位の 10個を表 4.9に示す．
表 4.9: 基底 4の寄与率上位 10個の特徴量
特徴量名 辞書の単語
1 TOPIC(LDA) 6 意味 (2)(1.353)
2 意味 (2)(2.304) 7 意味 (2)(4.35)
3 意味 (2)(1.304) 8 意味 (2)(1.564)
4 意味 (2)(1.366) 9 意味 (2)(3.133)
5 意味 (2)(4.314) 10 TOPIC(LDA)
表 4.9の「意味」は「意味分類コード」である．結果，意味分類コードの寄与が高い基底で
あることが明らかになった．
4.4.7 オンラインコミュニティ2の文書分類
オンラインコミュニティ2より得られた特徴量を用いて文書分類実験を行った結果を表 4.10
から表 4.13に示す．
表 4.10: オンラインコミュニティ2全特徴量
分類器 適合率 再現率 F値
　　 AdaBoost 0.89 0.87 0.88
　　 RandomForests 0.87 0.78 0.82
　　MLP 0.92 0.88 0.90
　　 K-NN 0.83 0.75 0.78
表 4.11: オンラインコミュニティ2特徴量選択 (提案手法基底の寄与率)
分類器 適合率 再現率 F値
　　 AdaBoost 0.87 0.83 0.85
　　 RandomForests 0.87 0.82 0.84
　　MLP 0.87 0.87 0.87
　　 K-NN 0.85 0.80 0.83
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表 4.12: オンラインコミュニティ2特徴量選択 (単変量特徴量選択)
分類器 適合率 再現率 F値
　　 AdaBoost 0.88 0.85 0.87
　　 RandomForests 0.88 0.83 0.85
　　MLP 0.00 0.00 0.00
　　 K-NN 0.87 0.83 0.85
表 4.13: オンラインコミュニティ2特徴量選択 (再帰的特徴量削減)
分類器 適合率 再現率 F値
　　 AdaBoost 0.89 0.86 0.87
　　 RandomForests 0.88 0.84 0.86
　　MLP 0.00 0.00 0.00
　　 K-NN 0.88 0.82 0.85
表 4.10は，得られたすべての特徴量を用いて，文書分類した結果である．表 4.11が，提案
手法で得られた基底 1の寄与率上位 100個の特徴量を特徴選択し，文書分類した結果である．
表 4.12は，既存手法である単変量特徴量選択を用いて特徴量選択した結果であり，表 4.13は，
既存手法である再帰的特徴量削減を用いて特徴量選択し，文書分類した結果である．結果，オ
ンラインコミュニティ2では，正解クラスへの分類結果は 0:8以上の高い分類精度が得られた．
したがって，文書分類に有用であることが明らかである．このため，オンラインコミュニティ
2においては，閲覧数の平均値を基に行った文書分類のラベリングの評価基準が妥当であると
判断できる．
4.4.8 話題性の予測に関する考察
評価に用いたオンラインコミュニティの考察から，始める．まず，オンラインコミュニティ
1は，Appleサポートコミュニティのデータセットである．Appleサポートコミュニティは，コ
ンシューマ21が，直接質問記事を投稿する．また，利用者層の幅は非常に広い．したがって，
メディアとして考察した場合は，ゼネラル・メディアに相当する性質を持つ．一方で，オンラ
インコミュニティ2は，stackover flowのデータセットである．stack overflowは Stack Exchange
の Q&Aコミュニティの一つであり開発者向けのコミュニティである．stack overflowは専門
家や熟練者など，高度な知識を持つ，エキスパートが利用者である．このため，メディアと
して考察した場合は，クラス・メディアに相当する性質を持つ．
21商品やサービスの最終的な利用者，消費者のこと．消費者という概念はある商品やサービスを直接利用する
人であるが，購買行為を決定する人も含めて消費者と呼ぶこともある [2]．
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4.4.4節の結果から，各オンラインコミュニティで，閲覧数と経過日数の相関係数が大きく
異なることが明らかになった．また，閲覧数と返信数の相関係数においても，オンラインコ
ミュニティ1で 0:42，オンラインコミュニティ2で 0:76である．ゆえに，質問記事を閲覧した
際の返信度合いは，オンラインコミュニティのメディアの性質で異なると推定される．ここ
で，オンラインコミュニティの一つである不満買取センター22 の不満カテゴリ辞書データを
用いて，オンラインコミュニティのコンテンツを考察する．不満カテゴリ辞書は，2015年 3
月 18日から，2016年 12月 1日までのノイズを排除した投稿記事 3,527,336件から作成され
ている [132]．辞書のエントリ数は 953,776件であり，複数カテゴリに登録されている重複エ
ントリを除いたエントリ数は 110,866件である．不満買取センターに不満投稿が投稿される
カテゴリと，特徴的な単語の例を表 4.14に示す．単語は，不満カテゴリ辞書の TF-IDF 23 に
おけるスコア上位エントリの名詞である．
表 4.14: 不満買取センターのカテゴリと単語の例 [132]
カテゴリ名 単語の例
　　暮らし・住まい 布団，雨，枕
　　ファッション 腕時計，靴
　　趣味・エンタメ 映画，CD
　　食品・飲料 グミ，ワイン
　　外食・店舗 弁当，居酒屋
　　医療・福祉 整体，介護，薬
　　アウトドア・スポーツ バイク，自転車
　　デジタル・家電 録画，デジカメ
　　宿泊・観光・レジャー ホテル，部屋
　　公共・環境 バス，飛行機
　　教育 幼稚園，保育園
　　国際・文化 留学，日本
　　政治・行政 選挙，政治家
　　人間関係 離婚，結婚，人
　　仕事 転職，仕事，面接
　　ペット ペットショップ
22不満買取センター : https://fumankaitori.com
23単語の重み付け技法の一つ．文書内単語の相対的な重要性を表す正規化されたスコア．単語の頻度と文書頻
度の逆数で算出．
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ところで，不満カテゴリ辞書データの特徴的な単語は，登録カテゴリで異なる．また辞書
では，飲食物の商品名など，商品の固有名詞も登録されており，商品名は食品・飲料や，宿
泊・観光・レジャーなど，関連性のある複数カテゴリで登録されている．一方で，他のカテ
ゴリで登録されている特徴的な単語であっても，関連性がないカテゴリでは登録されていな
い．ゆえに，同一のオンラインコミュニティであっても，コンテンツが広範なオンラインコ
ミュニティの場合，オンラインコミュニティの各カテゴリが，クラス・メディアに相当する
場合もあると推定される．評価実験の話題性の予測では，オンラインコミュニティ1およびオ
ンラインコミュニティ2で，特徴量選択は予測誤差の精度は有用な結果であった．しかし，オ
ンラインコミュニティ2の予測精度の向上は明らかである一方で，オンラインコミュニティ1
の予測精度の向上は限定的であった．4.4.4節の結果から，オンラインコミュニティ1は，ゼ
ネラル・メディアに相当すると推定される．ゼネラル・メディアの性質を持つオンラインコ
ミュニティの場合，コンテンツの広範であり，カテゴリが多い．したがって，表 4.14のよう
に，カテゴリが異なった場合，特徴的な単語は異なると推定される．
“実験 1-1”で用いたトピックモデルアルゴリズムは，カテゴリ分類においても有用なアル
ゴリズムである．提案手法の適用の結果，オンラインコミュニティ1では，閲覧数予測におい
ては，有用性は限定的であった．ゼネラル・メディアに近い性質を持つオンラインコミュニ
ティ1は，利用者が広範である．したがって，閲覧数が増加しやすい傾向や特徴的な単語が不
明瞭であることなどが推定される．このため，オンラインコミュニティ1の閲覧数予測の精度
向上には，カテゴリ分類後に，閲覧数予測を行う必要があると推定される．
一方で，オンラインコミュニティ2は 4.4.4節の結果から，クラス・メディアの性質を持つ
と推定される．オンラインコミュニティ2はオンラインコミュニティ1と比較して，利用者が
限られた範囲である．提案手法の適用の結果，オンラインコミュニティ2では，閲覧数予測
において，高い有用性が明らかになった．これは，クラス・メディアの性質を持つオンライ
ンコミュニティ2は，利用者が限られており，閲覧数が増加しやすい一定の傾向が存在するこ
とや，あるいは閲覧数が増加する特徴的な単語が明瞭であることなどが推定される．加えて，
コンテンツも限られた範囲であり，カテゴリが異なった場合でも，特徴的な単語は類似の傾
向があると推定される．
ゆえに，SVRで回帰分析を行った際に，クラス・メディアであるオンラインコミュニティ
2は明瞭な結果となり，ゼネラル・メディアであるオンラインコミュニティ1では有効ではあ
るが限定的な結果であったと推定される．
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4.4.9 話題性の判別に関する考察
分類実験では，ゼネラル・メディアに相当するオンラインコミュニティ1とクラス・メディ
アに相当するオンラインコミュニティ2で結果が大きく異なった．まず，既存手法で抽出した
特徴量を用いて，文書分類を行った結果を考察する．
“実験 1-1”の文書分類では，質問記事の分類の基準となるラベルは，閲覧数の平均値を基
にラベリングした．オンラインコミュニティ1の文書分類では，すべての特徴量を用いた場合
や，既存研究の特徴量選択手法を用いた場合など，いずれの手法を用いた場合でも，正解ク
ラスへの分類結果は F値で，0:3から 0:4程度である．パラメータの最適化を行わない場合，
MLPの分類器では分類困難である．
次に，オンラインコミュニティ1の層化 5分割交差検証の交差検証スコアを表 4.15に示す．
表 4.15の RFは，RandamForestsである．
表 4.15: 交差検証 (オンラインコミュニティ1)
分類器 1 2 3 4 5
AdaBoost 0.54 0.53 0.52 0.54 0.53
RF 0.52 0.54 0.53 0.52 0.52
MLP 0.55 0.55 0.56 0.54 0.55
K-NN 0.50 0.52 0.52 0.51 0.51
表 4.15より，交差検証スコアの場合でも，結果は十分ではない．したがって，オンライン
コミュニティ1では，基底選択に関わらず，十分な文書分類が行えていないと言える．このた
め，オンラインコミュニティ1では，特徴量選択ではなく，正解クラスのラベリング基準を最
適値にする必要がある．
一方で，オンラインコミュニティ2では，既存研究の特徴量選択手法を用いた場合など，い
ずれの手法を用いた場合でも，正解クラスへの分類結果は F値で，0:7から 0:9の範囲である．
次に，オンラインコミュニティ1の層化 5分割交差検証の交差検証スコアを表 4.16に示す．
表 4.16の RFは，RandamForestsである．
表 4.16: 交差検証 (オンラインコミュニティ2)
分類器 1 2 3 4 5
AdaBoost 0.86 0.86 0.87 0.87 0.87
RF 0.86 0.85 0.87 0.86 0.87
MLP 0.89 0.88 0.89 0.89 0.90
K-NN 0.84 0.84 0.85 0.85 0.85
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表 4.15より，交差検証スコアの場合でも，有用な結果であった．したがって，オンライン
コミュニティ2では，閲覧数のラベリング基準は平均値が妥当であったことが明らかになった．
ここで，提案手法は，目標変数である閲覧数から，有用な基底を明らかにし，基底選択を行
う手法である．文書分類で有用な結果が得られたオンラインコミュニティ2の結果を用いて，
提案手法による基底選択の有用性を考察する．
基底選択の結果，基底の寄与率上位の特徴量で，重要な特徴量が明らかになり，特徴量の
評価が行える．したがって，重要な特徴量のみを用いる特徴量選択が行える．分類結果で考
察した場合，既存手法である単変量特徴量選択および再帰的特徴量削減では，分類困難であっ
たMLPによる分類が行えた．したがって，分類器に依存せずに，少ない特徴量で，すべての
特徴量を用いた場合に相当する結果が得られた．このため，分類器に依存せず有用な特徴量
選択が行える手法である．また，分類精度だが，提案手法を用いたと比較し，すべての特徴
量を用いた場合や，既存手法の特徴量選択を行った場合の方が，適合率や再現率，F値の結果
は良い．しかし一方で，値の差は誤差の範囲であり，すべての特徴量を用いた場合と同程度
の分類結果であり，特徴量選択手法としての性能を有している．加えて，既存の特徴量選択
手法と，同程度の結果も得られた．
特徴量選択としては，基底に対する特徴量の寄与率で，統計的な関係を基にした単変量特
徴量選択と同様に，関係がないノイズに相当する特徴量の除去が行える．また，計算量基準
では，再帰的特徴量削減は，特徴量の次元数を指定する場合，特定の次元数になるまで，繰り
返しモデルベースを適用する．したがって，非常に大きな計算量を必要とする．一方で，提
案手法は基底を選択した場合に，基底のベクトルである寄与率で特徴量を評価している．し
たがって，計算量は，再帰的特徴量削減と比較して少ない．このため，計算量基準では，既
存手法である再帰的特徴量削減と比較し，有用な特徴量選択である．ゆえに，文書分類にお
いては，提案手法は分類器に依存せず，再帰的特徴量削減と比較して，少ない計算量で特徴
量選択が行える手法であると言える．
45
文書分類で有用な結果が得られたオンラインコミュニティ2で，提案手法で得られた基底の
特徴量を用いた結果の Precision-recallカーブ，受信者動作特性 (ROC)，AUCの結果を図 4.20，
図 4.21に示す．AUCは，ROCのカーブ下の領域である．
図 4.20: 実験 1-1オンラインコミュニティ
2 Precision-Recallカーブ 図 4.21: 実験 1-1受信者動作特性 (ROC)
表 4.17: 実験 1-1における AUC
Classification methods AUC
　　 AdaBoost 0.9608
　　 RandomForests 0.9313
　　MLP 0.9725
　　 K-NN 0.8747
結果，分類スレッショルドの最適化を行うことで，適合率や再現率，F値などの最適化が行
える特徴量選択であることが明らかになった．したがって，提案手法による基底選択は，文書
分類に有用な特徴量を評価する手法としての有用性があると言える．また，結果から，AUC
では，MLPが最も良いスコアの分類器であることが明らかになった．
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4.5 -実験 1-2 -
伝播メディアのコミュニケーションにおける平易化の課題への応用
4.5.1 概要
“実験 1-2”では，異なるテキストコーパス24 と既存研究の特徴量で平易化テキストに関連
する差異にメッセージ特徴を明らかにする．近年，ICT技術の発展で誰でもが情報を発信・共
有できる基盤が整い，多様なユーザが情報発信を行っている．結果，インターネットでは同
一の内容でも難易が混在した多様なコンテンツが存在している．したがって，同一の内容で
も自分が理解できる文書を探し当てるのには，相当な時間と労力を要する．また，トップダ
ウン形式25．の情報発信の場合，理解できない受信者が多い場合，影響は限定的である．この
ため，情報発信において，受信者が理解できるメッセージ特徴が重要である．
“実験 1-2”では，同一の発行者が異なる対象読者に向けて発行した報告書の違いを明らかに
することに取り組む．ここで，特別なスキルを求めない幅広い読者層に向けて発行した普及
啓発書を「平易化文書」と称する．そして専門的な知識を有する実務者向けの報告書を比較
に用いる．平易化文書に関連した特徴量が明らかになることで，コンテンツの難易を自動で
判別し，特別なスキルを求めない幅広い読者層に向けてより良い情報発信が期待できる．
図 4.22: 研究背景 (実験 1-2)
24コーパスは言語資料体．個別言語・発話などの情報を大規模または網羅的に集めたもの．電子化された例文
データベースの場合，例文中に語句の品詞，例文，発音などの情報が付加される．
25マクロな特性が与えられ，特性を生成するミクロな要素の関係をつけ，作られる情報．組織の上位から下位
へ命令が伝達される管理方式など．対して，ボトムアップ型は多数の要素が相互作用を通じて，マクロ的な秩序
現象が創発し，作られる情報．
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“実験 1-2”のメッセージ特徴抽出手順の概要を図 4.23に示す．図 4.23の (1)から (4)が，“
実験 1-2”のメッセージ特徴抽出手順を示すステップである．
図 4.23: 実験 1-2メッセージ特徴抽出手法
図 4.23(1)の特徴量の抽出では 4.2.1節，4.2.2節，4.2.3節に示した特徴量を抽出している．
抽出する特徴量は既存研究の特徴量を組み合わせた，31個，各特徴量を水平方向に連結した
際の次元数は 2,071次元である．そして (2)から (4)が，“実験 1-2”のを評価する手順である．
(2)では NMFを用いて行列分解を行い，特徴量の変換を行う．(2)および (4)のメッセージ特
徴抽出の基底選択では，4.3節の差異による基底選択を用いた．
“実験 1-2”は，2.2節で示した従来研究と比較し，テキスト情報の特徴量を網羅的に抽出し
ている．また，テキスト平易化の従来研究で，NMFによる行列分解で特徴量変換し，網羅的
なテキスト情報から基底を評価する研究は著者の知る限り，行われていない．そこで，“実験
1-2”では，差異に基づくメッセージ特徴を用いて，評価実験を行う．
4.5.2 評価対象
“実験 1-2”では，環境省が発行している年次報告書である環境白書を用いる．環境白書は，
環境状況の報告と環境保全に関する施策で構成されている．最新の環境白書は，循環型社会
白書や生物多様性白書と合本し，環境・循環型社会・生物多様性白書26 となっている．また，
環境白書の普及啓発冊子として，英語版の環境白書や図で見る環境白書，こども環境白書27．
も発行されている．こども環境白書は，当該年度の環境白書の代表的な環境問題から，わか
りやすいトピックを抽出した年次報告書である．敷衍を目的に，平易な表現で解説している
普及啓発冊子であることから，本研究では，こども環境白書を平易化コーパスと称する．こ
ども環境白書では，「地球がどんどんあたたまる (2016年 P.3)」など理解しやすい表現が用い
られている．“実験 1-2”における評価対象は，環境白書およびその普及啓発冊子であるこども
環境白書を対象する．
26環境省環境白書・循環型社会白書・生物多様性白書 : https://www.env.go.jp/policy/hakusyo/
27環境省こども環境白書 : https://www.env.go.jp/policy/hakusyo/kodomo.html
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年次報告書は 2009年から 2016年までの 8年分が評価対象である．年次報告書は PDFで提
供されているため，PDFよりテキスト情報を抽出した28．また，一部こども環境白書 (2009年，
2011年，2014年)に関しては，手作業およびWebServiceを使用してテキスト情報を抽出して
いる29．
年次報告書は「。」「？」「！」で改行し，文書とした．テキスト情報の前処理では，文字
コードを UTF-8に変換し，改行文字とバイト列の欠損行は削除した．8年分の環境・循環型
社会・生物多様性白書とこども環境白書の合計文書数は 51,689件である．年次報告書より抽
出する特徴量の次元数は 2,071次元である．したがって，“実験 1-2”におけるNMFの観測行
列 Yは，51,689行 2,071列の長方行列である．ここで，環境・循環型社会・生物多様性白書
は，難解なコーパスに相当する．また，こども環境白書は，平易化コーパスに相当する．“実
験 1-2”のメッセージ特徴の抽出では，4.3節の差異による基底選択を用いている．したがっ
て，“実験 1-2”ではコーパスの難易度の差異で平易化コーパスに影響がある，メッセージ特徴
を評価する．
4.5.3 評価方法
“実験 1-2”ではメッセージ特徴の評価に 3.3節の分類器，Ada Boost，Random Forests，MLP，
K-NNを用いる．分類器の評価では，難解なコーパスと平易化コーパスの分類を 3.3.5節の適
合率，再現率，F-measureを算出し，評価する．分類器では，4.3節の差異に基づいたメッセー
ジ特徴を用いる．メッセージ特徴は，差異に基づいて評価した結果の基底である．得られた
基底に寄与率の高い少数の特徴量で，コーパスの分類が行えた場合，コーパスの分類に有用
な特徴量である．したがって，特徴選択が有用であるとし，基底の寄与率および抽出したメッ
セージ特徴が有用であるとした．“実験 1-2”では分類器による評価に加え，因果関係の推定
を行う．因果関係の推定では，3.5節のベイジアンネットワークを用いる．文書の種別に基づ
き，寄与率上位の特徴量を用いて，平易化コーパスの判断に因果関係がある特徴量を明らか
にする．次に評価結果として，メッセージ特徴を 4.5.4節に，分類器の評価結果を 4.5.5節に，
受信者動作特性 (ROC)とAUCの結果を 4.5.6節に，ベイジアンネットワークによる因果関係
の推定結果を 4.5.7節に示す．
28PDFファイルからテキストおよび画像を抽出する方法（Acrobat DC） :
https://helpx.adobe.com/jp/acrobat/kb/cq06200852.html
29PDF TXT変換 PDFを Textに : https://pdftotext.com/ja/
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4.5.4 基底選択の評価結果
評価では，提案手法の基底数をM = 50に設定し，特徴量の評価を行った．提案手法によ
る基底の評価結果を図 4.24に示す．縦軸が集合間の係数値の差である．集合の係数値は平均
値である．横軸が基底番号である．縦軸の値が非負値の基底が，平易化コーパスに対しての
係数値が大きい基底である．
図 4.24: 平易化コーパスに寄与率が高い特徴量と状況変数
NMFの行列分解では，係数行列Uの成分がスパースになる傾向がある [112]．図 4.24の結
果から，基底 32が非負値で最も差異が大きい．したがって，基底 32は平易化コーパスへの係
数の重みが大きく，もう一方の実務者向けの報告書への重みが小さい．結果，基底 32は平易
化コーパスの特性を表す基底である．得られた基底 32の特徴量の上位 20個を表 4.18に示す．
寄与率による評価では，ひらがな比率が最も寄与率が高く評価された．ひらがな比率は既存
研究の平易化コーパスでも関連した特徴量であるため，評価された基底は平易化コーパスに
関連した基底である解釈できる．また，機能表現や TOPIC(LDA)の特徴量が寄与率が高く評
価された．加えて，拡張固有表現 (鳥類)など環境白書の内容に関連した特徴量も評価された．
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表 4.18: 各分類手法の評価指標
基底 32の特徴量の上位 20個
　　ひらがな比率 品詞比率 (副詞)
　　 TOPIC(LDA) 機能表現 (I-推量-高確実性)
　　感情極性 (ポジティブ比率) 拡張固有表現 (鳥類)
　　 TOPIC(LDA) 機能表現 (B-意志)
　　機能表現 (I-不可避) TOPIC(LDA)
　　機能表現 (B-否定) 意味分類 (2)(1.565)
　　機能表現 (I-不許可) 機能表現 (I-理由)
　　機能表現 (I-推量-不確実) 機能表現 (B-勧誘)
　　機能表現 (I-勧誘) 機能表現 (I-判断)
　　機能表現 (I-疑問) 意味分類 (2)(1.164)
4.5.5 平易化コーパスの分類評価の結果
提案手法を適用し，得られた係数値が大きい基底 32の寄与率上位 100個の特徴量を用いて
分類器による文書群の分類評価を実施した．分類器による分類結果を表 4.19に示す．
表 4.19: 各分類手法の評価指標
分類手法 適合率 再現率 F-measure
　　 AdaBoost 0.80 0.67 0.73
　　 RandomForests 0.92 0.67 0.78
　　MLP 0.88 0.66 0.76
　　 K-NN 0.90 0.50 0.64
結果，すべての分類器で「適合率」の高い指標値が得られた．最も「適合率」が高い分類
器は「Random Forests」の「0.92」である．次いで「K-NN」の適合率が高い．一方で，「再現
率」では「MLP」が最も良い．結果，適合率と再現率の調和平均値である「F-measure」では，
「RandomForests」が最も高い「0.78」を示した．
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平易化コーパスと実務者向けの報告書は，発行年度で年度ごとに内容が異なる．そこで，各
年度に分けて，分類器による分類を行った結果を評価指標ごとに図 4.25，図 4.26，図 4.27に
示す．
図 4.25: 各年度の Precision
図 4.26: 各年度の Recall
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図 4.27: 各年度の F-measure
結果，各年度で，値は異なるが，すべての年度で Precisionが高いが Recallは低い傾向が見
られた．したがって，調和平均値である F-mesuareを算出した場合，Recallの影響が大きいこ
とが明らかになった．分類手法別では，「Precision」の結果では，「RandomForests」の分類性能
が高い．一方で「Recall」の結果では，「AdaBoost」の分類性能が高い．このため，「F-measure」
では，すべての年度で「AdaBoost」の分類性能が高いという結果が得られた．このことから，
分類評価はすべての年度のデータセットで評価した場合でも，各年度データセットで評価し
た場合でも有用性のある結果が得られた．したがって，提案手法の基底選択は有用性がある
と判断できる．
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4.5.6 受信者動作特性 (ROC)とAUC
4.5.5節で得られた結果のうち，各年度で比較した場合，Recallの影響が大きいことが明ら
かになった．Recallは分類器のパラメータである決定スレッショルドを変更し，平易化コーパ
スに分類される割合を増加変化させることで，再現率を向上させることができる．学習用の
データ (75%)でモデルを作成し，評価用のデータ (25%)で評価を行った場合の「適合率 -再現
率カーブ」を図 4.28，「受信者動作特性 (ROC)」を図 4.29，AUCを表 4.20に示す．図 4.28は縦
軸が再現率，横軸が適合率である．また，図 4.29は縦軸が再現率，横軸が偽陽性率である．
図 4.28: 実験 1-2 Precision - Recallカーブ
表 4.20: 実験 1-2における AUC
分類手法 AUC
　　 AdaBoost 0.9741
　　 RandomForests 0.9624
　　MLP 0.9581
　　 K-NN 0.8578
結果，図 4.28および，図 4.29から，分類器である「AdaBoost」や「RandomForests」，「MLP」
などは，決定スレッショルドを最適化することで，より良い再現率が得られることが明らか
になった．AUCは表 4.20の受信者動作特性 (ROC)のカーブ下の領域の値である．AUCは分
類器が機能しているかの指標である．結果，すべての分類器で良い値が得られたことが明ら
かになった．
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図 4.29: 実験 1-2受信者動作特性 (ROC)
4.5.7 評価実験 (特徴量の推定)
文書群と特徴量との因果関係をベイジアンネットワークで評価した結果を表 4.21に示す．
分類器による評価と同様に，特徴量には提案手法を適用し，得られた係数値が大きい基底 32
の寄与率上位 100個の特徴量を用いた．
表 4.21: 因果関係がある特徴量
No. 基底 32
1 機能表現タグ (B-否定)
2 機能表現タグ (I-不可能)
3 機能表現タグ (I-推量-不確実)
4 機能表現タグ (B-勧め)
5 読点間距離
6 TOPIC(LSI)
7 機能表現タグ (B-勧誘)
8 機能表現タグ (B-並立)
結果，ベイジアンネットワークの推定では，機能表現タグ，読点間距離，TOPIC(LSI)が因
果関係のある特徴量として評価された．結果のうち，読点間距離に関しては，読みやすさの
既存研究ので用いられている特徴量である．したがって，基底 32の上位の特徴量には，平易
化コーパスに関連性のある特徴量が含まれていることが明らかになった．
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4.6 むすび
本章では，非負値行列因子分解アルゴリズムから得られるメッセージ特徴を，ベイトソン
の情報の定義と組み合わせることで，伝播メディアにおける評価集合の差異における問題の
改善が期待できるメッセージ特徴の選択手法を提案した．
そして，選択手法で得られたメッセージ特徴を伝播メディアにおける話題性および伝播メ
ディアにおけるコミュニケーションの平易化で，性能評価実験を行った．伝播メディアにお
ける話題性の評価では，オンラインコミュニティの閲覧数に基づいた 2種類の文書集合のメッ
セージ特徴を評価した．評価実験では，2種類のオンラインコミュニティを評価した．また，
伝播メディアにおけるコミュニケーションの平易化の評価では，平易化されたテキストを用
いて，メッセージ特徴を評価した．
以下，本章で得られた結果を示す．
 伝播メディアにおける話題性の課題に対する性能評価実験では，2,000次元を越える高
次元の特徴量から有効なメッセージ特徴を評価した．結果，メッセージ特徴に基づいた
特徴量で，クラス・メディアのオンラインコミュニティにおいて優れた分類精度結果が
得られた．また，非線形回帰においても，クラス・メディアのオンラインコミュニティ
において，明瞭な予測精度の向上が得られた．したがって，提案手法は，伝播メディア
における話題性の課題において，有効なメッセージ特徴の選択手法であると言える．
 伝播メディアにおけるコミュニケーションの平易化の課題に対する性能評価実験におい
ても，2,000次元を越える高次元の特徴量から有効なメッセージ特徴を評価した．結果，
メッセージ特徴に基づいた特徴量で，優れた分類精度が得られた．また，因果関係分析
では，既存研究と同様の結果が得られた．したがって，提案手法は，伝播メディアにお
けるコミュニケーションの平易化の課題において，有効なメッセージ特徴の選択手法で
あると言える．
 伝播メディアにおける評価集合の差異における問題において，2種類の評価実験で，優
れた分類精度を示したことから，本研究におけるメッセージ特徴の有効性，また，選択
手法においても優れた結果が得られたと言える．
 話題性の課題に対する性能評価実験において，既存の特徴量選択手法と比較した場合に
おいても，分類器依存せずに優れた分類精度が得られた．したがって，特徴量選択手法
として比較した場合においても，優れた比較結果が得られたと言える．
ここで，差異に基づくメッセージ特徴の特徴選択手法では，2種類の伝播メディアの集合を
用いて，性能評価実験を行った．本研究においては，テキストコミュニケーションメッセージ
で性能評価実験を行った．評価実験の結果から異なるテキストコミュニケーションメッセー
ジにおいても適用可能であり，伝播メディアをはじめとするテキストコミュニケーションに
おいて，幅広い応用が期待できる．
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第5章 回帰に基づくメッセージ特徴の
特徴選択手法とその性能評価
5.1 はじめに
科学技術に基づいた場所に依存しないコミュニケーションの増加で，情報の取捨選択の機
会の増加し，受信者の想定が困難となった．回帰に基づくメッセージ特徴では，利用者が有
益と判断するコンテンツのメッセージ特徴を受信者の想定の基準となる目標変数を用いて評
価する．情報の発信者は，受信者が有益と判断するメッセージの内容や，伝播メディアなど，
メッセージ特徴の選択において，目標変数に影響を与えるコンテンツの要素を明らかにした
いという要望が高まっている．回帰に基づくメッセージ特徴では，利用者が有益と判断する
コンテンツのメッセージ特徴を目標変数に基づいて評価する．
図 5.1: 目標変数への影響に関する問題
回帰に基づくメッセージ特徴は，特徴量の抽出，特徴量の変換，メッセージ特徴の評価で
構成されている．回帰に基づくメッセージ特徴の評価実験では，既存研究の特徴量抽出手法
を用いて，テキスト情報の特徴量を抽出する．特徴量の変換では，3.2.1節にて示した非負値
行列因子分解 (NMF)を用いて，メッセージ投稿となる変換特徴量を抽出する．そして，提案
手法を用いて，特性に基づくメッセージ特徴を抽出する．メッセージ特徴は，複数の特徴量
からなる特徴量の集合である．
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評価実験で用いるテキスト情報は，4.2節にて示した特徴量である．後述するが，5.3節の
評価実験では，4.2節の特徴量に加え，辞書にプライバシー侵害に関連のある既存研究の辞書
を用いた．したがって，5.3節の実験の観測行列は合計値 2,073である．5.2節にて提案手法
であるNMFを適用した結果であるメッセージ特徴から，回帰に基づくメッセージ特徴を評価
する方法を示す．実装方法は，4.2.4節にて示した方法を用いる．そして，5.3節および 5.4節
にて，提案手法の評価実験を示す．
5.2 回帰に基づくメッセージ特徴の特徴選択手法
NMFの係数行列Uの成分 um;iは文書 iの基底mへの重みを表す．NMFで行列分解された
基底行列Hは，観測行列Yの特徴量の共起成分がグルーピングされた結果である．回帰に基
づくメッセージ特徴の抽出方法では，入力特徴量である係数行列 Uの成分 um;iを変化させ，
重要な基底を評価する．係数行列 Uの各基底の列を除外し，回帰分析を行うことで，結果に
影響がある特性に基づく基底 Hが推定できる．
回帰に基づくメッセージ特徴の抽出では，非線形回帰手法1の一つであるサポートベクター
回帰モデル (SVR : Support Vector Regression)[122]用いる．SVRは，入力xi 2 Rp(i = 1; 2:::; l)
を特徴空間へ非線形写像し，特徴空間で線形回帰を行うモデルである．SVRは汎化能力が高
い回帰モデルであることが知られている [124]．SVRの回帰関数を式 (5.1)に示す．
f(x) =
nX
i=1
(i   i )K(xi; x) + bias (5.1)
K(xi; x)は入力 xi を特徴空間へ写像するカーネル関数である．本研究では，RBFカーネル
[124]を用いる．RBFカーネルを式 (5.2)に示す．
k(xi; x) = exp ( k xi   x k2 =22) (5.2)
i,i ,biasなどの詳細は文献 [124]などを参照していただきたい．
本研究の基底の評価では，各説明変数 xiを順に除外した場合で，目標変数に対する各予測
誤差を算出した．予測誤差が大きい入力の組み合わせは，影響大きい説明変数が除外された
組み合わせである．したがって，説明変数 xiから目標変数への影響を判別できる．
1高次の項も含む数式．対して線形 (一次)は，ベクトルの集合に対して，その要素の定数倍と加法で特徴づけ
られる数式．
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5.3 -実験 2-1 -伝播メディアにおけるプライバシーの課題への応用
5.3.1 概要
スマートフォンなどの常時携帯型の端末が広く普及したことで，オンライン上でのコミュ
ニケーション（SNS)が急速に広まっている．バイラル・マーケティング2などユーザ相互の
口コミ情報などを SNS上で拡散する手法やサービスの宣伝活動も認識されてきている．一方
で，SNSなど不特定多数による情報発信を基盤とするメディアでは，ふとしたことから，他
者のプライバシーを侵害したり，誹謗中傷に加担してしまうことが問題となっている．特に，
バイラル・マーケティングの過程などで，このような問題が発生すると，一個人の問題では
済まなくなり，社会的な損失も無視できない規模に拡大することがある．
また，プライバシーに関しては， 2018年 5月 25日に適用された EUの一般データ保護規
則（General Data Protection Regulation: GDPR）がある．GDPRは，個人データの安全な管理
措置と個人データの越境に関する規制であり，オンライン・サービスも含め，個人データの
処理，および個人データを欧州経済領域 (European Economic Area : EEA)から第三国に移転
するための法的要件の規定である．このように，近年，プライバシーに関わるデータの処理
には，より慎重に扱い，かつ速やかな対応が求められている．“実験 2-1”では，オンライン・
サービスの一つである SNSで投稿者が意図したか否かに関わらず，共有されたコンテンツが，
他者に不愉快な感情を与えるコンテンツであるか．あるいは SNSで共有されたコンテンツが，
他者がプライバシー侵害と判断するかを，コンテンツから判断できるかを論じる．
図 5.2: 研究背景 (実験 2-1)
2バイラルは「ウイルス (Virus)」の意，ウイルスが感染する様子に似ていることから，インターネットを媒体
とした口コミを利用して，商品やサービスの宣伝を行う方法．オンライン・ショッピングで「この商品を友達に
勧める」という選択肢を用意し，情報の伝播を促す手法．
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“実験 2-1”では，プライバシー侵害のアンケート結果と既存研究の特徴量でプライバシー侵
害に影響があるメッセージ特徴を明らかにする．“実験 2-1”のメッセージ特徴抽出手順の概要
を図 5.3に示す．図 5.3の (1)から (4)が，“実験 2-1”のメッセージ特徴抽出手順を示すステッ
プである．
図 5.3: 実験 2-1メッセージ特徴抽出手法
図 5.3(1)の特徴量の抽出では 4.2.1節，4.2.2節，4.2.3節に示した特徴量を抽出している．
加えて，“実験 2-1”では，プライバシー侵害に関連のある既存研究の辞書 [63][67]を用いる．
抽出する特徴量は既存研究の特徴量を組み合わせた，33個，各特徴量を水平方向に連結した
際の次元数は 2,073次元である．そして (2)から (3)が，“実験 2-1”のを評価する手順である．
(2)では NMFを用いて行列分解を行い，特徴量の変換を行う．(2)および (3)のメッセージ特
徴抽出の基底選択では，5.2節の回帰による基底選択を用いた．
“実験 2-1”の目標変数には，プライバシー侵害のアンケート結果を用いた．“実験 2-1”は，
2.3節で示した従来研究と比較し，テキスト情報の特徴量を網羅的に抽出している．また，プ
ライバシー侵害に関する従来研究で，NMFによる行列分解で特徴量変換し，網羅的なテキス
ト情報から基底を評価する研究は著者の知る限り，行われていない．そこで，“実験 2-1”で
は，回帰に基づくメッセージ特徴を用いて，評価実験を行う．
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5.3.2 評価対象
“実験 2-1”では，SNSの一つである Twitterより，プライバシー侵害に関連するハッシュタ
グを指定し，取得した SNS投稿記事を評価する．ハッシュタグは「#写真，#集合写真，#隠
し撮り，#盗撮，#無音カメラ，#バカ発見器」である．アンケート評価を行った 96件が評価
対象である．SNS投稿記事より抽出する特徴量の次元数は 2,073次元である．したがって，“
実験 2-1”における NMFの観測行列 Yは，96行 2,073列の長方行列である．
“実験 2-1”のメッセージ特徴の抽出では，5.2節の回帰による基底選択を用いている．“実
験 2-1”の SVRの目的変数には，プライバシー侵害のアンケート結果を用いた．また，説明変
数 xiには，NMFの基底Hに対する重みである係数行列Uの値である．プライバシー侵害の
アンケートでは，収集した Twitterの静止画付き投稿が，プライバシー侵害に該当しているか
のアノテーションを実施した．アンケート実施人数は 55名，収集対象としたハッシュタグは
「#写真，#集合写真，#隠し撮り，#盗撮，#無音カメラ，#バカ発見器」である．したがって，“
実験 2-1”では目標変数をアンケート評価の結果とし，アンケート評価の差異でプライバシー
侵害に関連する SNS投稿記事を判別し，そのメッセージ特徴を評価する．
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5.3.3 評価方法
“実験 2-1”ではメッセージ特徴の評価に 3.3節の分類器，Ada Boost，Random Forests，MLP，
K-NNを用いる．分類器の評価では，プライバシー侵害に関連する SNS投稿記事を 3.3.5節の
適合率，再現率，F-measureを算出し，評価する．分類器では，4.3節の回帰に基づいたメッ
セージ特徴の結果である基底を用いる．分類評価では，基底の寄与率上位の特徴量を用いる．
また，分類評価ではメッセージ特徴抽出に用いたプライバシー侵害アンケートと同様のハッ
シュタグのデータを抽出した．評価に用いたデータは 2008年から 2012年までの Twitterの
SNS投稿記事を基にしており，収集期間の投稿記事のデータ総数は約 12億件である．評価に
用いたデータを表 5.1に示す．
表 5.1: プライバシーのメッセージ特徴分析に用いたデータ
特徴量名 次元数
評価対象の SNS投稿記事 Twitterのツイートデータ
収集期間 2008年 10月 - 2012年 5月
(但し，一部期間は欠落あり)
収集期間の投稿記事の総数 1,198,426,092件 (約 12億件)
抽出した画像付き投稿記事数 5,249,748件 (約 520万件)
評価対象タグの投稿記事数 423件
評価対象タグ以外の投稿記事数 5,249,325件
実験では収集期間の投稿記事より，ファイルの拡張子「.png」「.jpg」「.jpeg」「.gif」および
「twimg」が含まれる投稿記事を抽出し，画像付き投稿記事としている．また，アンケート評
価と同様の評価対象タグの投稿記事が「プライバシー侵害に該当した投稿記事」である．評
価対象のタグは 5.3.2節と同様に，「#写真，#集合写真，#隠し撮り，#盗撮，#無音カメラ，#バ
カ発見器」である．評価対象タグ以外の画像付き投稿記事は「プライバシー侵害に該当して
いない投稿記事」としてタグ付けを行った．実験では，評価対象タグ以外の画像付き投稿記事
から，4万件をランダムに抽出し，評価に用いた．“実験 2-1”では適合率，再現率，F-measure
は層化 5分割交差検証で算出した．また，“実験 2-1”では分類器による評価に加え，因果関係
の推定を行う．因果関係の推定では，3.5節のベイジアンネットワークを用いる．評価結果で
ある基底の寄与率上位 100個の特徴量を用いて，プライバシー侵害の判断に因果関係がある
特徴量を明らかにする．プライバシー侵害は受信者の主観に基づくことから，一意的なラベ
ル付は困難である．本研究におけるベイジアンネットワークでのプライバシー侵害の評価で
は，アンケート実施者の評価の平均値で，プライバシー侵害に「該当」，「該当しない」とい
う 2値の名義尺度に変換している．加えて，特徴量の変数の値は，中央値を基準に，基底へ
の寄与率が「高い」，「低い」という 2値の名義尺度に変換している．
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5.3.4 基底選択の評価結果
提案手法の結果である基底 H を SVRで評価した結果を表 5.2および図 5.4に示す．結果，
表 5.2および図 5.4より，最もMAEおよび RMSEの値が大きくなるのは，基底 3の説明変
数を除いて SVRを行った場合である．したがって，最もプライバシー侵害に影響が大きい基
底は基底 3である．同様に，基底 2および基底 9も影響が大きい基底であることが明らかに
なった．
表 5.2: 実験 2-1における基底 Hの評価
MAE RMSE
All 0.8627 1.1470
Remove 0 0.8602 1.1343
Remove 1 0.8388 1.0624
Remove 2 0.8775 1.1613
Remove 3 0.9091 1.1946
Remove 4 0.8506 1.1196
Remove 5 0.8380 1.1075
Remove 6 0.8395 1.0719
Remove 7 0.8493 1.1165
Remove 8 0.8204 1.0683
Remove 9 0.8672 1.1564
図 5.4: 実験 2-1における基底 Hの評価
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各基底を特徴量の種別ごとにヒートマップを表したものを図 5.5に示す．既存研究の特徴量
は，メルヴィル・デューイの十進分類法 [133]に基づき，表層情報 (Surface Layer Information)，
話題 (TOPIC)，語種 (Word Type)，基本語 (Basic Vocabulary)，意味属性 (Semantic Attributes)，
言語表現 (Verbal Expression)，文末表現 (Sentence End Expression)，品詞 (Pos Type)，固有表現
(Unique Expression)，評価表現 (Evaluation Expression)に分類した．図 5.5の色の濃さは，基
底に対する種別の係数値が大きいことを示している．
図 5.5: 実験 2-1 NMF基底 H
図 5.5から，基底 3は語種，基本語，品詞の寄与率が高い．ここで，最も影響が大きい基底
は基底 3である．提案手法の結果，基底に基づく特徴量の上位 20個を表 5.3に示す．
寄与率による評価では，語種判定 (3)，文字種特徴量 (頻度 -カタカナ)，文字種特徴量 (比
率 -カタカナ)など外来語の特徴量が寄与率が高い結果であった．また，評価値表現辞書や単
語感情極性対応表 (ネガティブ単語頻度)など評価表現の特徴量も寄与率が高い結果となって
いる．加えて，従来法である文献 [63]の特徴量である LPSWなどが寄与率上位に評価されて
いる．したがって，基底 3はプライバシーに影響が高い基底であると解釈できる．
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表 5.3: 実験 2-1における基底 Hの評価
特徴量
意味分類体語彙表意味分類コード (1.12) 品詞特徴量 (副詞)
分類項目一覧表意味分類コード (1.503) 評価値表現辞書
分類項目一覧表意味分類コード (2.503) 単語感情極性対応表 (ネガティブ単語頻度)
分類項目一覧表意味分類コード (3.503) 機能表現タグ (B-否定)
分類項目一覧表基本語 (1) 文字種特徴量 (頻度 -カタカナ)
TOPIC(LSI) 文字種特徴量 (比率 -カタカナ)
日本語教育基本語彙意味分類コード (1461) 機能表現タグ (B-順接限定)
意味分類体語彙表意味分類コード (1.461) LPSW
語種判定 (3) 機能表現タグ (I-否定)
日本語教育基本語彙基本語 (0) 意味分類体語彙表基本語 (*)
分類項目一覧表意味分類コード (1.503) 品詞特徴量 (副詞)
5.3.5 分類実験による特徴量の評価結果
5.3.4節で提案手法を適用し，得られたプライバシーの影響が大きい基底 3の寄与率上位 100
個の特徴量を用いて分類器による基底の評価を実施した．分類器による分類結果を表 5.4に
示す．
表 5.4: 実験 2-1分類器による評価
適合率 再現率 F-measure
Ada Boost 0.88 0.85 0.87
Random Forests 0.90 0.64 0.75
MLP 0.87 0.72 0.78
K-NN 0.89 0.68 0.77
結果，すべての分類器で「適合率」の評価基準で高い結果が得られた．最も「適合率」が
高い分類器は「Random Forests」の「0.90」である．一方で，「再現率」では「Ada Boost」が
「0.85」，次いで「MLP」では「0.72」が得られた．結果，適合率と再現率の調和平均値であ
る「F-measure」では，「Ada Boost」が最も高い「0.87」を示した．従来法である文献 [7]のプ
ライバシーに関する投稿記事の抽出評価では，「F-measure」で最も良い評価結果が「0.73」で
ある．したがって，従来法と比較しても良い評価結果が得られた．このため，提案手法によっ
て得られた基底の特徴量を用いることで，プライバシー侵害に影響がある SNS投稿記事の分
類が行えることがデータで示された．
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5.3.6 因果関係がある特徴量の評価結果
アンケート結果を目的変数として，ベイジアンネットワークを構築し，プライバシー侵害
の変数ノードの原因ノードとなった特徴量を表 5.5に示す．ベイジアンネットワークによる因
果関係のある特徴量の推定では，5.3.4節で評価した基底 3に加えて，重み付け係数値上位の
基底である基底 2，基底 9の評価も行った．
表 5.5: プライバシー侵害記事の評価結果の特徴量
No. 基底 2 基底 3 基底 9
1 TOPIC(LSI) 機能表現タグ TOPIC(LSI)
(B-不許可)
2 文字種 意味分類コード (2) 単語感情極性
(比率 -カタカナ) (1.564) (ポジティブ比率)
3 語種判定 (3) - 品詞特徴量 (動詞)
4 固有名詞 (一般) - -
提案手法で評価した基底 3の特徴量の寄与率で因果関係を推定した際は，機能表現タグ (B-
不許可)と，意味分類コード (2)の (1.564)がプライバシー侵害の原因として評価された．機
能表現タグ (B-不許可)の辞書は「て，ちゃ」である．一方で，意味分類コード (2)の (1.564)
は分類では「体の類自然物および自然現象」である．しかし，詳細な分類では「魚 (魚類円口
類)」に該当し，辞書の単語は「魚，たい，あじ」などである．したがって，ベイジアンネット
ワークの推定では基底 3とアンケート結果を用いて推定された辞書の特徴量がプライバシー
侵害と因果関係があるとは十分に言えない．
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一方で，係数値上位の基底 2の特徴量の寄与率で因果関係を推定した場合，カタカナの比
率や語種判定 (3)など，外来語の特徴量がプライバシー侵害の原因として評価された．推定さ
れた特徴量である語種は「ホテル・旅館・やどや」など，同じ意味であっても，イメージが異
なる特徴量である [134]．推定結果である「語種判定 (3)」は外来語である．既存研究の評価で
は，外来語は「女性・ファッション」の要因が相対的に高い [135]．しかし，肯定的なイメー
ジを付加する反面，「異質性，斬新な響き，ステイタス顕示」など否定的な印象で評価される
要因もある [136]．また，「プライバシー」という単語も外来語である．したがって，基底 2で
評価された外来語はプライバシー侵害に関連し，否定的な印象で評価される外来語があると
推察される．また，固有名詞も因果関係がある結果となっていた．
このため，特定の固有名詞がプライバシー侵害と関連していると推察される．基底 9では
動詞の比率がプライバシー侵害の原因として評価された．文書に動詞が多い場合，「行動，変
化を述べる」などの動きの描写がある動的な記述の文章であるとされている [94]．また，動
詞は既存研究のコーパス間比較では，論文，新聞と比較し，日記が比率が高い [76]．
したがって，行動，変化を述べる，日記のような個人の投稿がプライバシー侵害と関連し
ていると推察される．基底 2，基底 9では TOPIC(LSI)が原因として評価された．したがって，
プライバシー侵害に該当する話題があると推察される．ここで，提案手法の結果，得られた
基底は基底 3である．しかし，ベイジアンネットワークの推定では，基底 3では因果関係の
ある特徴量の推定は十分ではない．一方で，係数値上位の基底 2および基底 9では，因果関
係があると推定される特徴量が得られた．結果，ベイジアンネットワークでNMFの基底から
因果関係のある特徴量を推定する場合は，単一の基底でなく，複数基底の評価が必要である
と推察される．
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5.4 -実験 2-2 -
伝播メディアのコミュニケーションに対する共感の課題への応用
5.4.1 概要
近年，情報通信技術の進歩により，CGMやオンラインコミュニティなどインターネットに
おける個人を主体に情報発信を行うソーシャルメディアが台頭してきている．ソーシャルメ
ディアでは，個人の胸中や購入した商品やサービスの所感などを自由に情報発信できる．し
たがって，情報収集や気楽なコミュニケーション，時間をかけた議論など目的に応じた多く
の利点がある．
オンラインコミュニティでは，商品やサービスの利用者が，内容や使い勝手などの情報交
換も盛んに行われている．オンラインコミュニティにおける情報推薦や情報の管理では，利
用者がより良く利用できるために，コミュニティの質問記事を適切に分類することが求めら
れている．
コミュニティなどソーシャルメディアにおける情報は，多くの読者やユーザーが閲覧する
ため，社会的な影響も大きい．ソーシャルメディアにおける発信に対する返信は，ポジティ
ブあるいはネガティブに共感した場合に行われ，マクロ的3な秩序現象が創発される場合もあ
る．返信は利用者にとって，共感，有益あるいは重要な場合にのみ行われる．そこで，提案手
法では，質問記事の返信数に着目して，利用者が有益と判断するコンテンツの特徴量を明ら
かにする．有益と判断するコンテンツの特徴量が明らかになることで，オンラインコミュニ
ティにおける共感の要素が明らかになる．共感の要素が明らかになることで，情報カスケー
ドの分析や動向や周期性の評価が行える．
図 5.6: 研究背景 (実験 2-2)
3現象に対する視野が大きいさま．巨視的．
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“実験 2-2”では，オンラインコミュニティの返信数と既存研究の特徴量でオンラインコミュ
ニティの返信数に影響が大きい特徴量の集合であるメッセージ特徴を明らかにする．“実験
2-2”のメッセージ特徴抽出手順の概要を図 5.7に示す．図 5.7の (1)から (3)が，“実験 2-2”の
メッセージ特徴抽出手順を示すステップである．
図 5.7: 実験 2-2メッセージ特徴抽出手法
図 5.7(1)の特徴量の抽出では 4.2.1節，4.2.2節，4.2.3節に示した特徴量を抽出している．抽
出する特徴量は既存研究の特徴量を組み合わせた，31個，各特徴量を水平方向に連結した際
の次元数は 2,071次元である．そして (2)から (3)が，“実験 2-2”のを評価する手順である．(2)
ではNMFを用いて行列分解を行い，特徴量の変換を行う．(2)および (3)のメッセージ特徴抽
出の基底選択では，5.2節の回帰による基底選択を用いた．節で後述するが，“実験 2-2”の目
標変数には，オンラインコミュニティの返信数を用いた．“実験 2-2”は，オンラインコミュニ
ティの質問記事の返信数を評価している 2.1節で示した従来研究と比較し，テキスト情報の
特徴量を網羅的に抽出している．また，従来研究で，NMFによる行列分解で特徴量変換し，
網羅的なテキスト情報から基底を評価する研究は著者の知る限り，行われていない．加えて，
“実験 2-2”では，行列分解の結果得られる基底を係数値の重み付けだけでなく，SVRを用い
て，質問記事の返信数に影響が大きい基底を評価した．次に “実験 2-2”の実験環境について
述べる．
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5.4.2 評価対象
伝播メディアに用いるデータセットの簡単な説明を行う．本研究では，コミュニティの返
信を特徴付ける有益なコンテンツに特有の基底を目的に，2種類のオンラインコミュニティを
用いて評価する．コミュニティはゼネラル・メディアやクラス・メディア [2]など，メディア
の特性が大きく影響する．オンラインコミュニティ1のデータセット 1はApple Inc.4が提供し
ているAppleサポートコミュニティ[137]に 2008年 10月 1日から 2014年 1月 24日に投稿さ
れた質問記事 10,391件を評価対象に用いる．オンラインコミュニティ2のデータセット 2は
Stack Exchange, Inc. 5が提供している 2018年 9月 2日までに投稿された Stack Exchange Data
Dump [138] のうち，stackover flowのデータ・セットである ja.stackoverflow.comの質問記事
35,945件を評価対象に用いる．コミュニティの利用者の性質から，データセット 1は社会全
般の人々を対象としたゼネラル・メディア，データセット 2は特定の集団などを対象とするク
ラス・メディアであると推定される．閲覧数に対する返信数の相関係数を算出した結果，デー
タセット 1では 0:42，データセット 2では 0:76という相関係数が得られた．相関係数と推定
したメディアの性質から，本研究においては，コミュニティ2における質問記事を返信される
有益なコンテンツであると定義した．2種類のデータセットを用いて，コミュニティの返信を
特徴付ける有益なコンテンツに特有の特徴を抽出する．特徴抽出の評価実験では，2種類の
データセットをマージさせ，観測行列とし，提案手法の適用および評価を行う．ここで，特徴
量の次元数 Kは，表層情報の次元数 22，アルゴリズムの次元数 600，辞書の次元数 1,449の
合計値 2,071である．また，文書数 Nは 46,336である．したがって観測行列 Yは 46,336行，
2,071列である．
本研究では，ソーシャルメディアで発信した情報を適切に分類し，情報推薦や情報収集など
多種多様に利用することを目的としている．ゆえに，評価実験では，得られた特徴を他の伝播
メディアを用いた文書分類で評価する．伝播メディアの文書分類では，4種類のデータセット
を用いる．データセット 3は青空文庫6の電子書籍のテキストデータ 14,266件を評価対象に用
いる [139]．データセット 4は，Twitter 7のツイートデータを用いる．収集期間は 2008年から
2012年までで，投稿記事のデータ総数は約 12億件から，画像付き投稿記事を 40,000件をラ
ンダムに抽出し，評価対象に用いる．画像のファイルの拡張子は，「.png」「.jpg」「.jpeg」「.gif」
および「twimg」が含まれる投稿記事を対象とした．データセット 5は日本語Wikipedia8が提
供しているWikipediaのデータベース・ダンプから 40,000件をランダムに抽出し，評価に用
いる [140]．データセット 6は株式会社ロンウイット9が提供しているNHN Japan株式会社の
ニュースサイト「livedoorニュース」の記事データ 7,367件を評価対象に用いる [141]．伝播メ
ディアの評価実験では，4種類のデータセットをマージさせ，文書分類実験を行う．したがっ
て，文書分類の実験を行う文書数は 101,633である．
4Apple : https://www.apple.com
5Stack Exchange: Hot Questions : https://stackexchange.com/
6Aozora Bunko : https://www.aozora.gr.jp
7Twitter : https://twitter.com/
8Wikipedia : https://ja.wikipedia.org
9RONDHUIT : https://www.rondhuit.com/
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5.5 基底選択の評価結果
NMFの基底数をM = 50に設定し，提案手法を適用し，基底の評価を行った．結果を図 5.8
に示す．
図 5.8: 返信数が目標変数の場合に影響が大きい基底
横軸が基底mであり，縦軸が目標変数である返信数の予測誤差である．結果，基底 4が非
負値で最も返信数に影響を与える基底であると評価された．
5.5.1 非線形回帰を用いた特徴量選択の評価
提案手法の結果得られた特徴から，特徴量選択を用いた評価を行う．特徴量選択では，提
案手法で得られた特徴である基底に対して，寄与率の高い特徴量を特徴量選択し，評価した．
評価では SVRを用いて，回帰分析で評価した．回帰分析の目標変数は，返信数である．評価
基準は，目標変数との予測誤差である．予測誤差には，MAEを用いた．結果を図 5.10に示
す．図 5.10から，限定的だが，回帰分析においては特徴量選択は，返信数の予測誤差減少に
有効であることが明らかになった．最も精度が良い特徴量の選択数は，50個であった．
図 5.9: 実験 2-2における基底選択の結果を用いたMAE(1)
5.5.2 分類器を用いた特徴量選択の評価
次に，回帰分析と同様に，文書分類を用いて特徴量選択を用いた評価を行う．特徴量選択
では，提案手法で得られた特徴である基底に対して，寄与率の高い特徴量を特徴量選択し，
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評価した．分類器には，AdaBoost，RandomForests，Multi-layer Perceptron(MLP)，K-Nearest
Neighbors(K-NN)を用いる．結果を表 5.6に示す．一行目の数値は選択基底における特徴量の
選択数である．表中の数値は文書分類の分類精度である．
表 5.6: 実験 2-2における特徴量選択数に基づく文書分類結果 (F-measure Total)
Classifier 50 100 150 200 250 300
　　 AdaBoost 0.88 0.92 0.96 0.97 0.97 0.97
　　 RandomForests 0.85 0.89 0.91 0.93 0.93 0.94
　　MLP 0.90 0.94 0.95 0.95 0.95 0.94
　　 K-NN 0.81 0.86 0.85 0.84 0.85 0.84
表 5.6から，選択基底における分類精度は分類器で異なるが，F-measure基準においては，
100個から 150個で，特徴量選択数は，100個から 150個で，分類精度の増加が収束した．し
たがって，特徴量選択数は 100個から 150個が妥当であると言える．特徴量選択数が 100個の
場合の Precision Recallカーブ，受信者動作特性 (ROC)，AUCを示す．AUCは，ROCのカー
ブ下の領域である．
図 5.10: 実験 2-2 Precision Recallカーブ
図 5.11: 実験 2-2受信者動作特性 (ROC)
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表 5.7: 実験 2-2における AUC
Classifier AUC
　　 AdaBoost 0.9617
　　 RandomForests 0.9271
　　MLP 0.9823
　　 K-NN 0.8769
図 5.10の分類スレッショルドの最適化を行うことで，適合率や再現率，F値などの最適化
が行える特徴量選択であることが明らかになった．同様に，図 5.11の結果から，各分類器に
おける FPRのスレッショルドの最適化で，TPRは向上することも明らかになった．したがっ
て，提案手法で得られた特徴は，コミュニティの返信を特徴付ける有益なコンテンツに特有
の特徴であると言える．
5.6 分類器を用いた複数基底の評価
提案手法では，目標変数に基づいて，返信数に最も影響が大きい基底を評価した．このセ
クションでは，影響が大きい基底を複数評価し，コミュニティ分類に影響が大きい他の基底
を考察する．提案手法の結果得られた上位 4つの基底を基にした，コミュニティ分類実験の
結果を表 5.8に示す．各基底における特徴量の選択数は 100個である．表 5.8中の数値は文書
分類の分類精度である．
表 5.8: MAE基準複数基底評価 (F-measure Total)
Classifier Base 4 Base 5 Base 7 Base 8
　　 AdaBoost 0.92 0.98 0.94 0.82
　　 RandomForests 0.89 0.97 0.91 0.80
　　MLP 0.94 0.98 0.96 0.83
　　 K-NN 0.86 0.90 0.87 0.79
表 5.8から，基底 4，基底 5，基底 7は分類精度が高いことが明らかである．したがって，提
案手法で得られた基底は，分類精度が高い基底の一つであると言える．一方で，基底 8にお
いては，上位 3個の基底と比較した場合は，分類精度は十分ではない．したがって，結果か
ら，妥当な基底を特徴した場合と妥当でない基底を特徴とした場合では，分類精度に明らか
に差がでたと言える．このため，提案手法で得られた特徴は，妥当な特徴であり，提案手法
は有効な特徴の選択手法であると言える．
一方で，結果から，提案手法で得られた基底 4よりも，基底 5や基底 7の分類精度が高い
結果となった．これは，文書分類はコミュニティの分類結果であり，基底選択においては，返
73
信数を基準として用いていることが起因していると言える．したがって，MAEの誤差を算出
目標変数を妥当な変数とすることで，予測誤差が最大とする基底を選択することが，文書分
類においても最大の精度を得られる結果とすることが期待できる．
5.7 選択特徴量を用いた伝播メディアの分類評価
このセクションでは，提案手法で得られた特徴を用いて，伝播メディアの文書分類評価を行
う．伝播メディアの分類では，節 5.4.2で示したAozora Library，Twitter Tweet Data，Wikipedia
Article，Livedoor Newsを用いる．複数の分類器を用いた，評価実験の結果を，表 5.9から表
5.12に示す．表中の数値は文書分類の分類精度である．分類実験に使用した特徴量の選択数
は 100個である．
表 5.9: Classification(AdaBoost)
Verbreitungsmedien Precision Recall F-measure
　　 Aozora Library 0.96 0.94 0.95
　　 Twitter Tweet Data 0.91 0.75 0.82
　　Wikipedia Article 0.80 0.95 0.87
　　 Livedoor News 1.00 0.99 0.99
表 5.10: Classification(Random Forests)
Verbreitungsmedien Precision Recall F-measure
　　 Aozora Library 0.98 0.99 0.99
　　 Twitter Tweet Data 0.95 0.90 0.92
　　Wikipedia Article 0.91 0.96 0.93
　　 Livedoor News 1.00 1.00 1.00
表 5.11: Classification(Multi-layer Perceptron)
Verbreitungsmedien Precision Recall F-measure
　　 Aozora Library 0.96 0.99 0.97
　　 Twitter Tweet Data 0.92 0.76 0.83
　　Wikipedia Article 0.81 0.97 0.88
　　 Livedoor News 0.93 0.78 0.85
結果，各分類器で分類精度に差はあるが，得られた特徴は，伝播メディアの文書分類に有
効であることが明らかになった．最も精度の良い分類器である RandomForestsを用いること
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表 5.12: Classification(K-Nearest Neighbors)
Verbreitungsmedien Precision Recall F-measure
　　 Aozora Library 0.93 0.87 0.90
　　 Twitter Tweet Data 0.80 0.71 0.75
　　Wikipedia Article 0.75 0.91 0.82
　　 Livedoor News 0.83 0.50 0.62
で，F-measure基準で，すべての伝播メディアで，分類精度 0.9以上の優れた分類精度を示し
た．したがって，提案手法で得られた特徴は，他のデータ・セットの文書分類にも用いるこ
とができる有効な特徴であると言える．
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5.8 むすび
本章では，非負値行列因子分解アルゴリズムから得られるメッセージ特徴を，サポートベ
クター回帰モデルと組み合わせることで，伝播メディアにおける目標変数への影響に関する
問題の改善が期待できるメッセージ特徴の選択手法を提案した．
そして，選択手法で得られたメッセージ特徴を伝播メディアにおけるプライバシーの課題
および伝播メディアのコミュニケーションに対する共感の課題で，性能評価実験を行った．伝
播メディアにおけるプライバシーの評価では，プライバシー侵害のアンケート結果と SNS投
稿記事から，メッセージ特徴を評価した．また，伝播メディアのコミュニケーションに対す
る共感の評価では，オンラインコミュニティの返信数に基づいたメッセージ特徴を評価した．
以下，本章で得られた結果を示す．
 伝播メディアにおけるプライバシーの課題に対する性能評価実験では，2,000次元を越
える高次元の特徴量から有効なメッセージ特徴を評価した．結果，メッセージ特徴に基
づいた特徴量で，プライバシー侵害の投稿記事と，プライバシー侵害でない投稿記事の
優れた分類精度結果が得られた．また，因果関係推定においても，複数基底の評価で，
有効な結果が得られた．したがって，提案手法は，伝播メディアにおけるプライバシー
の課題において，有効なメッセージ特徴の選択手法であると言える．
 伝播メディアのコミュニケーションに対する共感の課題に対する性能評価実験におい
ても，2,000次元を越える高次元の特徴量から有効なメッセージ特徴を評価した．結果，
メッセージ特徴に基づいた特徴量で，コミュニティ分類において，優れた分類精度が得
られた．また，複数の基底評価を行った場合においても，提案手法で得られた結果は優
れた結果が得られた．加えて，返信数の予測においても返信数の予測誤差の減少に有効
な結果が得られた．したがって，提案手法は，伝播メディアのコミュニケーションに対
する共感の課題において，有効なメッセージ特徴の選択手法であると言える．
 伝播メディアにおける目標変数への影響に関する問題において，2種類の評価実験で，
優れた分類精度を示したことから，本研究におけるメッセージ特徴の有効性，また，選
択手法においても優れた結果が得られたと言える．
 伝播メディアのコミュニケーションに対する共感の課題に対する性能評価実験において，
得られた特徴量で，異なる伝播メディアの文書分類を行った場合においても，優れた分
類精度が得られた．したがって，伝播メディア分類のための特徴量選択手法とした場合
においても，優れた結果が得られたと言える．
ここで，回帰に基づくメッセージ特徴の特徴選択手法では，2種類の伝播メディアにおける
課題にて，性能評価実験を行った．本研究においては，テキストコミュニケーションメッセー
ジで性能評価実験を行った．評価実験の結果から異なるテキストコミュニケーションメッセー
ジにおいても適用可能であり，伝播メディアをはじめとするテキストコミュニケーションに
おいて，幅広い応用が期待できる．
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第6章 結論
6.1 総括
本論文は，伝播メディアにおけるコミュニケーションにおいて情報伝達されるメッセージ
に関するメッセージ特徴の考察，メッセージ特徴の特徴選択手法，および伝播メディアの課
題への適用可能性という主眼1に研究した結果をまとめたものである．
伝播メディアでは，文書データ，画像データ，音声データだけでなく多くの特徴量が存在す
る．本論文では，伝播メディアの特徴量の種類や次元数に対応可能な非負値行列因子分解ア
ルゴリズムに着目し，有効な構成成分であるメッセージ特徴を特徴量選択に応用する手法を
提案した．非負値行列因子分解アルゴリズムは，信号処理などでも用いられており，適用分野
に応じて損失関数やアルゴリズムの選択肢，またアルゴリズムにおいても，改善が進められ
ている優れたアルゴリズムである．優れたメッセージ特徴が明らかになることで，不要なメッ
セージ特徴を抑制し，優れたメッセージ特徴でコミュニケーションすることが期待できる．
本研究における提案手法として，構成成分であるメッセージ特徴を課題に応じて選択する手
法を提案した．提案手法のアプローチでは，メッセージ特徴の 2種類の選択手法を提案した．
まず第一のメッセージ特徴の選択手法では，非負値行列因子分解アルゴリズムとグレゴリ ・ー
ベイトソンの情報の定義である「“違い”を生む “違い”」を組み合わせた．本研究では，第一
のメッセージ特徴の選択手法を差異に基づくメッセージ特徴の特徴選択手法とした．メッセー
ジの話題性，メッセージの平易化の性能評価実験を実施した．次に，第二のメッセージ特徴
の選択手法では，非負値行列因子分解アルゴリズムとサポートベクター回帰モデルを組み合
わせた．本研究では，第二のメッセージ特徴の選択手法を回帰に基づくメッセージ特徴の特
徴選択手法とした．メッセージにおけるプライバシー，メッセージに対する共感の性能評価
実験を実施した．性能評価実験で用いた伝播メディアの課題は，マス・コミュニケーションに
おける 3要素である事実の報道，解説・啓発，娯楽にプライバシーの要素を含めた 4要素に基
づく課題で性能評価実験を行った．第一のメッセージ特徴の選択手法および第二のメッセー
ジ特徴の選択手法のいずれにおいても，メッセージ特徴に基づいた特徴量で，優れた分類精
度が得られた．したがって，非負値行列因子分解アルゴリズムから得られるメッセージ特徴
を特徴量選択に応用する手法は，有効な提案手法であることが結果で示された．また，本研
究の提案手法は，NMFにおける係数値の重みおよび SVRを用いている．したがって，評価
実験のデータに依存していない．ゆえに，たとえ評価実験の途中で，評価対象のデータセッ
トが変化あるいは欠損が発生した場合においても，提案手法を適用可能である．
1物事の最も重要な点．かなめ．眼目．
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本研究では，提案手法の有効性を近年において主軸メディアとなったテキストコミュニケー
ションに着目し，性能評価実験を行った．設定要件として，設定した到達点は，受信者に有
益と判断されるメッセージを判別できること，目標変数に影響が大きいメッセージを判別で
きること，メッセージ特徴が，伝播メディアの課題解決に有効であることである．メッセー
ジ特徴を用いた伝播メディア課題への応用で，到達点を達成し，有効性が明らかとなった．4
つの伝播メディア課題への応用結果を示す．
第一に，伝播メディアにおける話題性の課題においては，差異に基づくメッセージ特徴の
特徴選択手法で，クラス・メディアのオンラインコミュニティにおいて優れた分類精度結果
が得られた．また，非線形回帰においても，クラス・メディアのオンラインコミュニティに
おいて，明瞭な閲覧数の予測精度の向上が得られた．特徴量選択手法として比較した場合に
おいても，分類器依存せずに優れた分類精度が得られた．第二に，伝播メディアにおけるコ
ミュニケーションの平易化の課題においては，差異に基づくメッセージ特徴の特徴選択手法
で，平易化テキストの優れた分類精度が得られた．また，因果関係分析では，有益な結果が
得られた．第一および第二の性能評価実験の結果から，差異に基づくメッセージ特徴におい
ては，2種類の性能評価実験を実施し，有効な結果を確認できた．したがって，受信者に有益
と判断されるメッセージの判別において，有効な結果が得られ，設定要件を達成できたと言
える．
第三に，伝播メディアにおけるプライバシーの課題において，回帰に基づくメッセージ特徴
の特徴選択手法で，プライバシー侵害でない投稿記事の優れた分類精度結果が得られた．ま
た，因果関係推定においても，複数基底の評価で，有益な結果が得られた．第四に，伝播メ
ディアのコミュニケーションに対する共感の課題において，回帰に基づくメッセージ特徴の特
徴選択手法で，コミュニティ分類において優れた分類精度が得られた．また，複数の基底評
価においても，有益な結果が得られた．加えて，返信数の予測においても返信数の予測誤差
の減少に有効な結果が得られた．さらに，伝播メディア分類に応用した場合においても，有
効な結果が得られた．第三および第四の性能評価実験の結果から，回帰に基づくメッセージ
特徴においては，2種類の性能評価実験を実施し，有効な結果を確認できた．したがって，目
標変数に影響が大きいメッセージの判別において，有効な結果が得られ，設定要件を達成で
きたと言える．
そして，4つの伝播メディア課題への応用結果から，非負値行列因子分解アルゴリズムから
得られたメッセージ特徴で，いずれの課題においても，有効な結果を示すことができたと言
える．したがって，メッセージ特徴が，4種類の異なる伝播メディアの課題解決に有効であり，
テキストコミュニケーションに基づく数多くの伝播メディアにおいて，有効なメッセージ特
徴を評価することができる優れた手法であると言える．このため，メッセージ特徴を用いた
伝播メディアの課題解決に有効な結果が得られ，設定要件を達成できたと言える．
性能評価実験から，提案手法は 2,000次元を越える高次元データにおいても有効であった．
したがって，特徴量が変化あるいは増減した場合においても有効な優れた手法であると言え
る．ゆえに，今後，テキストコミュニケーションにおける異なる伝播メディアの課題解決に
おいても有益な結果が得られることが期待できる．
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6.2 今後の課題
本論文では，非負値行列因子分解アルゴリズムに基づくメッセージ特徴と，メッセージ特
徴の選択手法，伝播メディア課題への応用について議論した．本節では，今後の課題として，
3点を示したい．
1点目は，性能評価実験である．まず，非負値行列因子分解アルゴリズムは，非常に適応性
が高いアルゴリズムである．本研究における提案手法は，特徴量が異なる場合においても，類
似問題は，解析対象を観測ベクトルを並べた行列に表現することで適応できる．今後は，他
言語を対象としたテキストコミュニケーションの評性能評価実験，画像データ，音声データ，
信号処理など，伝播メディアにおける他の特徴量を用いた性能評価実験を検討する予定であ
る．また，既存研究において特徴量変換における非負値行列因子分解アルゴリズムの優位性
は示されているが，伝播メディアのメッセージにおける特徴量変換の優位性を明らかにする
性能評価実験などを検討する予定である．加えて，伝播メディアのメッセージが変化した場
合における受信者側の評価や推移の変化などについて検討する予定である．性能評価実験を
行うことで，幅広い適応性を示し，情報社会のさらなる発展と問題解決に寄与したい．
2点目は，メッセージの特徴量である．本研究では，伝播メディアのコミュニケーション
に基づいて，メッセージに着目した課題解決を行った．結果から提案手法は，コミュニケー
ションのメッセージにおいては，解析対象を観測ベクトルを並べた行列に表現することで広
く適応できることが期待できる一方で，コミュニケーションから特徴量が抽出できなければ，
性能評価実験が行えない．したがって，提案手法が性能評価実験で，貢献を敷衍 (ふえん) 2で
きる範囲は，送信者から受信者に対するコミュニケーションであり，かつメッセージから特
徴量が抽出できる範囲である．一方で，言語コミュニケーション，記号非言語コミュニケー
ション，非言語コミュニケーションなどで用いられるメッセージには，非常に多くのコミュ
ニケーション方法が存在する．感性システムに対して伝達できるメッセージには制約があり，
コミュニケーションにおける構造や通信路にも，時間や計算量，伝搬量などの制約がある．サ
イバネティクス3などの感覚情報処理では眼，耳，鼻，舌，皮膚など五感の感覚器官により収
集する [142]．しかし，サブリミナル4のような入出力処理は存在する．このため，非言語コ
ミュニケーションやサブリミナル効果を評価対象とする場合は，コミュニケーションにおけ
るメッセージから，特徴量を抽出することが重要な課題である．特徴量の抽出方法を明らか
にすることで，性能評価実験を行い，伝播メディアの課題解決に寄与したい．
3点目はアルゴリズムの改善である．本研究においては，メッセージ特徴の抽出に非負値行
列因子分解アルゴリズムを用いた．非負値行列因子分解アルゴリズムは，拡張モデルの提案
や，アルゴリズムの改善，基底数などのパラメータ推論やモデルの複雑度の推論も進められ
ている [112]．
性能評価実験，特徴量抽出，アルゴリズムの改善などについては今後の研究に期待したい．
2意義・意味をおし広げて詳しく述べること．たとえなどを用いてやさしく述べること．衍 (えん)は広げる意．
3生物と機械の間に共通点を見いだし，通信と制御の問題を統一的・体系的に追求する学問
4識閾 (しきいき)下の意．意識されない，刺激に対して起きる知覚反応．通常の視覚・聴覚では捉えられない
速度・音量によるメッセージを隠し，それを繰り返し流すことにより，潜在意識に働きかけること．サブリミナ
ル効果は存在しているにもかかわらず知覚できない刺激が人に与える効果のこと [2]．
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6.3 展望
本節では，本論文の成果を踏まえた望ましい発展の仕方と発展の方向について，私見を踏
まえた展望を示したい．ここでは，適応性，発信者と受信者，後続のコミュニケーション，結
果に基づく発展について示す．
一点目が，適応性としての発展である．2019年までの発展において，情報アクセス技術は，
急速な進歩を遂げた．常時携帯型の端末は広く普及し，1985年にショルダーフォンだった携
帯電話は，2013年にはスマートフォンとなり年間 19億台以上が販売されている [143]．一方
で固定電話の全契約数や公衆電話施設構成数は緩やかに減少している [144]．新しい情報アク
セス技術のトレンドは日に日に進歩し，ハイプ・サイクル [18] 5など戦略的なテクノロジ・ト
レンド (Strategic Technology Trends)は変化し続けている．通信の分野では，最新の 4Gシステ
ムはピーク速度が 10Gbit/sに達しようとしている．モバイル通信システムは約 10年周期で世
代交代が進むとされている．次世代の 5Gシステムでは 10～20Gbit/sへ達する研究開発が行
われている [145]．また，光ファイバ伝送の物理的な伝送限界は約 100Tbit/sとされているが，
ペタビット級への大容量化技術も盛んに研究が進められている．通信システムは現状，低コ
スト化技術などが課題とされているが，今後も通信速度は高速化する傾向がある．移動体通
信で扱うデータ量は年率 50%以上の勢いで増加することが予想されており，常時携帯型の基
盤となる高周波集積回路技術の発展とワイヤレスインターネット社会の傾向は高まる [146]．
さらに，世界のビックデータ市場は，ハードウェアの発展に加え，大量のデータをコンピュー
タで扱うことが容易になった要因もあり，年平均 11.7%の二桁成長が続いている [147]．
ここで，環世界 (Umwelt)という概念がある．環世界は客観的に存在する世界ではなく，生
物ごとの認知能力によって生きられる世界である [148]．動物に与えられる環境刺激の意味の
あり方は動物の種で異なる [149]．動物の感覚はそれぞれの種が固有に持つ個々の感覚器官に
特有の仕方で与えられているためである．フォン・ベルタランフィ6が提示する個体性7アー
サー・ケストラー8が提示する個体認識が相対的なものであるとする概念もある [150]．した
がって，メッセージを評価する場合，動物や個体が感覚器官で知覚できる必要がある．
サブリミナルなど存在しているが知覚できない刺激は存在する．メッセージから特徴量が
抽出できない場合，知覚できずに情報伝達や制御が行われる．一方で，特徴量が抽出できれ
ば，ブラインド信号処理技術などで，メッセージを観測信号として，現信号を復元，分離再生
を行うことができる [151]．一連の研究結果から，類似問題は解析対象を観測ベクトルを並べ
た行列に表現できれば原理的には解けると言える．非負値行列因子分解アルゴリズムは，画
像データ，音声データ，信号処理など高い適応性を持つ．提案手法を用いた成果が，多くの性
能評価実験に基づいた，適応的な発展であることを期待したい．
5新しいテクノロジの発展と時間経過を示す先進テクノロジの成熟度と採用率のグラフ．
https://www.gartner.com/en/research/methodologies/gartner-hype-cycle
6カナダ・アメリカの理論生物学者 (1901-1972)．諸科学の方法論的統合を目指す「一般システム理論」を展開．
7個別的存在だと経験したときだけは，個体性を直接に感じとれるが，周囲の生物に関しては，厳密に定義す
るわけにはゆかないとしている [150]．
8イギリスの作家・ジャーナリスト (1905-1983)．全体からみると一部分だが，それ自体は完全なものとしての
機能を持つものであるギリシャ語の holosに由来した，ホロンの概念を提唱．
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二点目が，発信者と受信者としての発展である．現状において，メディアのコミュニケー
ションは受信者に訴求するよう，刺激的な表現や欲求に訴えるような表現が多く用いられて
いる．また今後，より刺激的な表現や，刺激の度合いの変化なども起きるであろう．メッセー
ジ特徴は，マス・コミュニケーションの性質から，受信者に訴求するメッセージを作成する．
ヒトは感性システムである．影響力を行使するヒトに対しては，ミクロな引き込みやマク
ロな秩序，また環境から様々な刺激による擾乱 (じょうらん)が発生する．複数の発信者から
メッセージとして，事前に調査を行った上で，想起9を目的とする類似記号，受信者に間接的
に関連する記号などを用いる場合がある．類似記号は類似記号であり，対象の類似である．雑
誌における画像などは，対象の類似でしかなく，実際にはインクによって作成された類似の
形状や色彩を持つ類似記号ある．伝播メディアの発信者はメッセージとして，類似記号や電
気機械信号などを送信し，行動や意志を制限，統制・束縛することも可能である．刺激による
擾乱は，眼に対する刺激だけでなく，音声，電気機械信号などの刺激の場合もある．刺激を
含めたメッセージは受信者にとっては，重要なメッセージである場合もあれば，雑音に相当
する場合もある．提案手法で優れたメッセージ特徴は得られるが，メッセージを作成するの
は，情報源である発信者である．集団的な社会意識は幅を効かせやすい．公的な制度や法シ
ステムの場合も同様である．今後も発信力のあるオピニオンリーダー10や影響力を行使する
発信者は，制約の範囲内において，メッセージを受信，重要なメッセージの判別を行い，メッ
セージを作成する．公的コミュニケーションが私的コミュニケーションの領域に介入した場
合，私的コミュニケーションが行われなくなり，後続するコミュニケーションが生成されな
い．また，社会的な制限や自律システムがより上位の自律システムから受ける制限が強くなっ
た場合も同様である．発信者の立場に立つ場合は，課題解決に有効であるという観点に加え
て，受信者に適切であるかなどを検討する必要も出てくるであろう．
受信者側の立場にたつ場合は，発信者側の立場を理解し，自身が，行動や意志を統制，あ
るいは伝播メディアとして用いられることを前提とした上で，メディアのコミュニケーショ
ンを受信し，行動する必要も出てくるであろう．紀元前にアリストテレス11のニコマコス倫理
学12において，「いかなる技術，いかなる研究も，また，いかなる実践や選択も，ことごとく
何らかのアガトン13を希求していると考えられる」という意思決定に関する表現が用いられ
ている [1]．提案手法を用いた成果が，課題に対する効果に加えて，発信者と受信者の複眼的
な観点で考察する，集合や共同体の分析に発展していくと期待したい．
9事象やそれに関する記憶心像を再現する過程．ギリシャ語の anamnesisであり，プラトンの用語．人間の魂
が真の知識であるイデアを得る過程．イデアはプラトンの哲学で，感覚を超えた理性だけが認識できる時空を超
えた永遠不滅の実在．
10ある集団の意思決定を方向づける人．構成員の意思や行動に影響を持つ人物．マスコミ理論の場合は第 1次
集団内の意見指導者．
11古代ギリシャの哲学者 (前 384-前 322)，プラトンの弟子，目に見える姿である形相 (エイドス)は現実の個物
において内在・実現されるとし，あらゆる存在を説明する古代で最大の学的体系を立てた．
12アリストテレスの実践学．人間のなす事柄に関する哲学のうち，エートス (性格・習性など，個人の持続的な
特質)を対象とした倫理学に関する著作の一つ．
13「善」またはそのもたらすところの「幸福」や「健康」をも意味したギリシャ語，agathon，ソクラテス以来，
倫理学の中心課題とされた．
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三点目が，後続のコミュニケーションとしての発展である．インターネットは誰もが閲覧
できる環境であり，不特定多数のユーザが利用している．インターネットにおける共同体は，
好感を持つ人と，友好的な関係を成立するために作られる．そうした泡沫の共同体は，不特
定多数のユーザが新たに参加することも多い．新たな参加者が参加した結果，多数派や少数
派ができる場合がある．少数派が自らの意見を公言せず沈黙してしまい，多数派の意見が支
配14的になっていく現象はしばしばある．そうした少数派の参加者，あるいはイノベーター15
やアーリーアダプター16 のような参加者は，また，新たなコミュニティや共同体，コミュニ
ケーション方法を作るであろう．コミュニケーションにおける記号の意味作用を分析する理
論に，記号理論という分野がある [152]．歴史は古く，古代ギリシャのプラトン17やアリスト
テレスに端を発し，中世のスコラ哲学18の伝統を持つ分野である．したがって，記号の意味作
用を分析は，古代ギリシャ時代から行われてきたと言える．ゆえに，インターネットのメディ
アで作られるコミュニティや共同体，コミュニケーション方法は，現時点で有効であっても，
泡沫な性質を持つ．一方で，マスメディアや情報配信プラットフォームなど伝播メディアは，
公的な制度や情報配信基盤に基づいて成立している．したがって，容易には消滅することは
ない．伝播メディアを用いたコミュニティケーションは，対応の如何で，大きく結果が変化
する．インターネットのメディアは非常にダイナミックな性質を持つが，一時的に大きな影
響力があった場合でも，公的な制度や法システムなどと異なり，一過性のブームとなる場合
もある．同様に，炎上やフレーミングが発生した場合においても，異なる後続のコミュニティ
ケーションで，一過性のぼやきとして消滅することもある．しかし，情報カスケードのよう
に，価値判断を行う際に，集団全体が画一的な判断になだれ込んでしまう現象もある．炎上
やフレーミングが起因し，プライバシーを侵害するコミュニティケーションとなった場合や
誹謗中傷に加担した結果となった場合，一個人の問題では済まなくなる．
現状において，感情伝染実験や投票行動に影響力を行使する “デジタルゲリマンダ”なども
指摘されている．ソーシャルメディアでターゲットとなった個人は対象になっていることを
認識できないまま，誘導され，世論操作などに使用されるような問題なども指摘されている
[153]．人々が功利的に利害を追求し，権利を主張し合えば，社会秩序が問題となる．個人に
対する誹謗中傷，プライバシーが暴かれる私刑，また，近代を維持するか，放棄するかの転換
点にあるという議論もある．画一的な判断になだれ込む性質がある場合，社会的な損失も無
視できない規模の問題へ発展する場合もある．提案手法を用いた成果の後続のコミュニケー
ションが，構造19の分析，あるいは抑制すべき情報の検知，社会的な損失の回避となる公的な
制度や法システムの基となる発展であること期待したい．
14行動や意志を統制・束縛することを支配と呼ぶ．
15アメリカの社会学者のエヴェリット・M・ロジャースが提唱したイノベーター理論の用語．新たに現れた革新
的商品やサービスなどをいち早く受容し，支持する人．
16イノベーター理論の用語．新たに現れた革新的商品やサービスなどを比較的早い段階で採用・受容する人．
17古代ギリシャの哲学者 (前 427-前 347)，ソクラテスの弟子．
18アリストテレスの哲学体系に典拠し，普遍論争および理性と信仰の調和を中心課題にした哲学．スコラ哲学
の完成者はトマス=アクィナス．普遍論争はトマス=アクィナスが「普遍は個物の中に実在する」として調停した．
19全体を形づくっている種々の構成素による各部分の相互関係によるシステムを静態的・分析的に捉えた表現．
対して，構成は立体的・動作的に捉えた表現．
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四点目が，コミュニケーションの結果としての発展である．コミュニケーションの目的の
一つにモチベーションがあるが，その場合，動機を達成することで，真に利益が得られる結
果でなくてはならない．メディアはイメージ効果を重要視している背景から，ここでは，動
物行動学や生物学を例に示す．
例えば，モチベーションの目的が優良な個体選別であり，与えるべき動機が，優良な筋肉
であるとしよう．発信者は，コミュニケーションにおいて，メッセージは優良な筋肉から構成
されている個体の類似記号を送信したとする．類似記号である個体はメッセージである．チャ
ネルである眼を経由して，受信者に情報が伝達される．そして，メッセージの受信の結果か
ら，受信者は類似の個体を選択するが，眼だけでは，優良な筋肉か，あるいは筋肉の模造品
なのかは，判別ができない．視覚的に良く見えるだけの個体なのかもしれない．筋肉の模造
品や視覚的に良く見えるだけの筋肉を作る方が，安上がりな場合，選択される個体が，都合
が良い安上がりに作る方を選択する．そうして作成された個体を，類似記号を用いて優良な
個体選別のモチベーションを与えられた受信者が選択した場合，実際には優良でない個体を
選択をしたことになる．そうした場合，受信者は個体選択の動機を達成した場合においても，
動機の基となった優良な筋肉という利益は得られない．したがって，モチベーションを与え
るメッセージが，模造品を明らかにし，優良な筋肉を選択できるメッセージである必要があ
る．あるいは，模造が困難な優良な筋肉よりも食物獲得能力が高い，異なるモチベーション
のメッセージを用いる方が良い場合もある．まつ毛や化粧などがメッセージである場合も同
様である．個体がメッセージの場合，受信者は，優良でない個体を判別することで目的が達
成できる．しかし，アフォーダンス20 で明らかであるが，情報の意味解釈は種ごとに異なる．
また，功利主義21 ，結果主義22 ，個人主義23 ，無関係対象からの独立性24 など，受信者は多
様な特性を持つ [154]．加えて，「スジを通した」決定でなければ受け入れられない場合もある．
ゆえに，受信者や情報路の重要度は，メッセージの作成と比較して，相対的に低い．
雑誌を基に具体例を示す．雑誌におけるメッセージでは，画像やテキスト情報を用いてメッ
セージを代理する対象を，受信者である解釈者に想起させることを目的とする場合がある．し
かし，雑誌は印刷された文字，画像は，対象の類似でしかなく，実際にはインクによって作
成された類似の形状や色彩を持つメッセージある．情報伝達の順序や複数の伝播メディアを
用いていた場合においても，雑誌によるメッセージをインクとして認識している場合，想起
されず，情報路が眼の場合は，モチベーションに効果がない．受信者に対してモチベーショ
ンを与えたい場合は，動機や意欲となる要因に相当する刺激が伝達する情報路を明らかにし，
効果的な情報路を使用した上で，優れたメッセージを作成する必要がある．優れたメッセー
ジは，受信者のモチベーションやその結果に大きな影響を与える．ゆえに，今後においても，
メッセージは重要であると言える．提案手法を用いた成果が，動機や意欲に効果的な受信者
に対する有益なメッセージ作成に発展していくと期待したい．
20環世界が生命体に応じて返す反応．環境の意味や価値は認識主体によって加工されるのではなく，環境から
の刺激のうちにすでに提供され，固有の形をとっているという思想．固有は，そのものだけが持っているさま．
21自らの効用を最大とする行為を選択すること．功利，効用を生活の究極基準とする主義．
22選択肢のもたらす結果に対して決定され，プロセスに影響を受けないとすること．
23個人の選好は他の人の選好によって影響されないこと．個人の権利や価値を重んじる主義．
24選択肢の部分集合内での選好順序は，集合に含まれない選択肢の増減や選好順序の変更に影響されないこと．
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