We propose to characterize the burstiness of packet arrival processes with indices of dispersion for intervals and for counts. These indices, which are functions of the variance of intervals and counts, are relatively straightforward to estimate and convey much more information than simpler indices, such as the coefficient of variation, that are often used to describe burstiness quantitatively.
I. INTRODUCTION
Since the first analyses of computer traffic in the mid-and late 1970s [10, 19] , which showed that packet arrival processes are highly variable, researchers have frequently described computer communication patterns as ''bursty''. Yet few have bothered to define burstiness. Most seem to invoke the term bursty when confronted with processes whose interarrival time distributions show greater variability than Poisson processes. (Exceptions do exist; see for instance [13] , in which a distribution with coefficient of variation 0.3 is termed bursty.) The vagueness surrounding the concept of burstiness stems both from its use to denote different types of variability in many disparate situations and from the difficulty of characterizing in meaningful ways the capricious nature of packet arrivals.
The variability of packet arrival processes is strikingly manifested in the following Figures 1 and   2 , which represent respectively the times between subsequent arrivals and the times between every four arrivals for the messages sent by a single-user workstation to its file server over a local-area network. In each figure, the logarithm of the interarrival time is on the ordinate and the serial number on the abscissa, and artificial zero lines have been placed at the median values of the series. This graphical arrangement allows us to view short interarrival times, which would otherwise be obscured by long ones: the former are printed toward the bottom of the graph and the latter toward the top. The variance of the interarrival times in Figure 2 is about six times larger than the variance of those in Figure 1 . Clearly, the larger dispersion of values in the second figure stems from the clustering of small and large interarrival times in separate groups in the first figure. This bunching is caused by protocol features, such as fragmentation of large messages, that generate short interarrivals in batches. Similarly, a sequence of related remote procedure calls may generate a group of longer interarrivals because, for each request, the destination has to execute a procedure before returning the answer, which in turn will trigger the next request. Thus, the increase in variance is related to the temporal structure in the data and is not captured by simple burstiness indices such as the coefficient of variation, the peak-to-average ratio, an so on. In this paper we will use the term variability to refer explicitly to changes in the variance of the sum of consecutive interarrivals or in the variance of arrival counts over larger and larger time intervals.
Variability in packet arrivals has been connected to the queuing delays packets are subject to:
the general rule is that more variability corresponds to longer delays. However, except in a few simple cases, the precise relationship between variability and queuing delays is difficult to represent analytically. Several attempts to resolve this issue have been made; in particular, Fendik and Whitt's approach [5] , which uses a statistical index that models the variability of the arrival process but also captures the dependency between the interarrival and the service times, is worth mentioning.
In this paper we take a more narrow, focused approach: we characterize the variability of measured packet arrival processes with indices of dispersion functions and discuss the merits of these indices as well as the pitfalls of their indiscriminate use. Indices of dispersion have long been known in the statistics community as a powerful tool in the analysis of the second-order properties of point processes [1, 3] , but, despite the flourishing in recent years of measurements and analyses of computer traffic data (for a survey see [16] ), they have been rarely, if ever, applied to computer traffic measurements. Here, we demonstrate that indices of dispersion are valuable and valid tools for characterizing the variability of packet arrival processes. We also discuss how standard analytical models should be fitted to traffic measurements in order to take into account the variability of the data.
This paper is organized into three major parts. In Section II, we define the index of dispersion for intervals and the index of dispersion for counts, and review their basic properties. We then calculate one of these two indices for each of three classes of analytical models that are often used to represent bursty point processes: renewal models with hyperexponential interarrival times, batch Poisson processes, and Markov-modulated Poisson processes. Although the results are in most cases not new, the exercise serves the important purpose of clarifying the meaning and use of indices of dispersion. In Section III, we estimate the indices of dispersion for several measured packet arrival processes generated by single-user workstations communicating with file servers over a local-area network. We show how nonstationary data introduce difficulties, and suggest that semi-Markov models may model accurately both short-and long-term variability. Finally, in Section IV, as an example of how standard arrival models can incorporate the variability that we have analyzed, we develop a procedure to fit a Markov-modulated Poisson process to our arrival processes.
II. INDICES OF DISPERSION

A. The Index of Dispersion for Intervals
Let us consider first describing point processes in terms of the lengths of the intervals between subsequent arrivals. For packet-arrival processes, these intervals, which we will call interarrival times, are defined as the length of time between the beginning of the transmission of a given packet and the beginning of the transmission of the previous packet. The variance of the sum of two random variables depends on the covariance between them, and, if they have common variance, is given by
and, in general, for the sum of n variables we have
We have indicated with var(X) the common variance of the X i (we will also write E(X) for the common mean), and thus have assumed implicitly that the processes under consideration are at least weakly stationary, i.e., that their first and second moments are time invariant, and that the autocovariance series depends only on the distance k, the lag, between samples: cov(
for all i, j, and k.
It is the dependency on the autocovariance, or, equivalently, on the autocorrelation, that makes the variance of the sum of intervals useful in describing arrival processes. In fact, in situations like those of Figure 1 and Figure 2 , in which interarrivals smaller than the mean as well as interarrivals larger than the mean are grouped together, the covariance will assume positive values.
We will use the variance above, normalized by the factor n E 2 (X), as a measure of the variability of packet arrival processes. The sequence of values
with n = 1, 2, . . . , is called index of dispersion for intervals (IDI).
Notice that J 1 is C J 2 = var(X)/E 2 (X), the squared coefficient of variation for intervals. As a result of the normalization, for a Poisson process J n has constant value 1 for all n; for a renewal process, whose interarrival times are identical and independently distributed (i.i.d.), J n is also a constant in n of value C J 2 . Using equation (1) and the definition ρ n = cov(X i , X i+n ) / var(X), we can express relation (2) in terms of the autocorrelation coefficients at lag n:
which shows that point processes with positive correlation coefficients have monotonically increasing IDI curves. Notice also that the limit of equation (3), when it exists, is proportional to the sum of all correlation coefficients (plus 1), that is,
The asymptote in the limit above depends on the sum (integral) of all the correlation coefficients. Since the interarrival times typically become statistically independent as the lag increases (the causation effects triggered by a packet transmission, such as additional queuing and increased disk activity, diminish as time increases), making their autocorrelation coefficients decrease to 0, for practical purposes the limit will be reached for a finite value of j. As noted above, packet-arrival processes normally have positive autocorrelation coefficients since both interarrivals shorter than the mean interarrival time and those longer than the mean interarrival time tend to occur in separate bursts. In packet-arrival processes, we would thus expect the IDI sequence to increase with n. Notice that, if the data are not stationary, we can still compute an estimate of J n ; however, equations (1), (3), and (4) are no longer generally valid.
B. The Index of Dispersion for Counts
We can also analyze point processes from the perspective of packet counts−the number of packets in an interval. We can define for packet counts a function similar to the index of dispersion for intervals. The index of dispersion for counts (IDC) is the variance of the number of arrivals in an interval of length t divided by the mean number of arrivals in t:
where N t indicates the number of arrivals in an interval of length t. The IDC has been so defined in order that for a Poisson process the value of the IDC is 1, for all t.
In estimating the IDC of measured arrival processes, we will only consider the time at discrete, equally spaced instants τ i (i ≥ 0). Indicating with c i the number of arrivals in τ i − τ i−1 , we have
where var(c τ ) and E(c τ ) are the common variance and mean of the c i 's, and ξ j is the autocorrelation coefficient of the c i 's at lag j.
Notice that, in general, I t will not be constant for renewal processes, in which counts in disjoint intervals are correlated, save for some notable cases such as the Poisson process. However, observing that the sum of the counts in an interval of size t is less than or equal to k if and only if the sum of k interarrival times is larger than t (assuming that the process has a point at the origin),
, it can be proved that the limits of the IDI and IDC are equal: [4] . While we can always estimate var(N t )/E(N t ), the representation on the righthand side of equation (6) is valid only if the data are stationary. Finally, we observe that both the IDC and the IDI are dimensionless quantities: they do not depend on the dimensions of the variables used in their estimation.
In the next three subsections, we will calculate the IDI for the class of renewal models with hyperexponential interarrival times, the IDC for batch Poisson processes, and present Heffes and
Lucantoni's derivation of the IDC for Markov-modulated Poisson processes [9] .
C. IDI for Processes with Hyperexponential Interarrival Time Distributions
The hyperexponential distribution of order k, H k , is the weighted sum (mixture) of k exponential distributions:
with weights α i > 0, satisfying i=1 Σ k α i = 1, and rates of the exponential distributions λ i > 0. Because it is characterized by a coefficient of variation greater than 1, the hyperexponential distribution is often used to approximate the interarrival-time distribution of bursty processes. In the remainder of this section we will only consider H 2 .
The mean of a H 2 distribution is
in which we have set α 1 = α and α 2 = 1 − α.
It is interesting to study the range of the squared coefficient of variation of intervals for the hyperexponential distribution. This is the constant value of the IDI of a renewal process whose interarrival time distribution is H 2 . The coefficient of variation depends on three quantities: α, λ 1 , and λ 2 ; thus, if we choose a value for µ 1 = μ , which we keep constant, to derive
with the constraint λ 1 > α/μ , we can obtain a formula for the coefficient of variation that depends only on α and λ 1 :
In Figure 3 we show a three-dimensional plot of C J 2 for μ = 5, which shows that the squared coefficient of variation increases both as α increases to 1 and (when λ 1 approaches α/μ ) as α decreases to 0. Indeed, we have
which proves that, for a given value of the mean arrival rate, the variability increases when α approaches the limits of its domain: 0 or 1. But this is inappropriate when the purpose of an approximation based on hyperexponential interarrival times is to model arrival processes markedly different from a Poisson process and with a large coefficient of variation. When α is nearly 0 or nearly 1, for ''most of the time'', the approximation process has interarrival time exponentially distributed with rate λ 2 or λ 1 respectively.
D. IDC for Batch Poisson Processes
The In order to compute the IDC for a batch Poisson process we need var(p(t)). Using the properties of conditional probability, we have
We expand the first of the last two terms using the definition of variance
and then condense the two rightmost terms immediately above using the definition of variance again:
Because N(t) is independent of p i , we can finally derive
From definition (5), the IDC is then
Notice that the IDC is constant since a batch Poisson process is a case of a regenerative process with independent increments.
When the distribution of batch arrivals is geometric, i.e., Pr(N= n) = (1 − p)p n−1 , with 0 < p < 1, the IDC of the batch Poisson process becomes
It should be pointed out that, when a renewal approximation is used for bursty non-renewal processes, a fitting based on the value of the moments may not be the best. As we will see later when
we estimate the indices of dispersion for packet arrival processes, the IDI asymptote may be two ord- 
E. IDC for Markov-Modulated Poisson Processes
The Markov-modulated Poisson process (MMPP) is a model that has received much attention in recent years. It is a powerful, analytically treatable model that can represent aggregate traffic generated by the superposition of several point processes. The MMPP process is a doubly stochastic
Poisson process whose arrival rate varies according to the state of an n-state irreducible continuoustime Markov chain, and that, unlike renewal models, can represent correlations between interarrival times. When the Markov chain is in state i, the arrival process is Poisson with rate λ i . In the following we will only consider a 2-state MMPP.
The 2-state MMPP process is fully specified by four parameters: two transition rates of the Markov chain and two arrival rates (one for each state). It is described by the infinitesimal generator matrix Q of the embedded Markov chain and by a diagonal matrix Λ Λ whose elements are the Poisson rates of the two states:
The first moment of the time between arrivals of an MMPP can be expressed as
where p is the vector (λ 1 σ 2 + λ 2 σ 1 )
λ 2 σ 1 and e the vector (1, 1). The second product moment is
For derivations of the above results see [11] or [6] . After expanding and simplifying, we obtain for the two moments
from which we can easily derive the squared coefficient of variation for intervals:
Heffes and Lucantoni [9] derive a formula for the IDC of a 2-state MMPP process:
The asymptote of the IDC is
and it is also straightforward to verify that
where r = σ 1 + σ 2 can be interpreted as the ''rate'' at which the IDC approaches its asymptote. Equation (8) can be used to estimate r for a measured arrival process since the lefthand side can be easily evaluated from a point at t 0 on the IDC and the estimated IDC asymptote; r can then be obtained by solving (8) numerically.
Of the three processes we have analyzed, only the MMPP can be used to represent correlations between subsequent arrivals. A model based on hyperexponential interarrival times is less appropriate than a batch Poisson model to approximate highly variable non-Poisson measured processes since its interarrival-time distribution is close to an exponential distribution when its coefficient of variation is large. In the next sections, we examine measured arrival processes, estimate their indices of dispersion and, finally, outline a procedure to fit the four MMPP parameters to bursty arrival processes.
III. THE TRAFFIC MEASUREMENTS
The data we will present in this and the following sections are based on measurements taken on a large network of workstations at the Sun Microsystems headquarters in Mountain View, California [8] . The measurements were obtained by instrumenting the kernel of a dedicated Sun-4/280 machine to read all the packets of an Ethernet local-area network and to record on the machine's disks the protocol headers along with the time obtained from a hardware clock. Although the clock's resolution was 0.5 µs, the recorded timing information is accurate only to within 100 µs due to limitations in the measurement system. The system was capable of tracing more than 1000 packets/s, the equivalent of a network load of more than 65%, but the actual traffic only occasionally exceeded 400 packets/s. We ran experiments to estimate the fraction of packets that were not recorded because of congestion of the measurement system; no packet loss was detected. For more information on the measurement system, protocol analysis, and general traffic analysis, refer to [8] and to a previous study that examines measurements taken on another network, with characteristics similar to those of the Sun network [7] .
Throughout the rest of this paper we will use ''client workstation'' to refer to a single-user high-performance personal computer as opposed to ''server workstation'' or ''file server'', which is a machine that provides file space and file services. Some client workstations are diskless, while others have local disks; almost all use the Network File System protocol (NFS) [14, 18] to access files from a set of file servers. File servers have no users of their own; instead they process requests received through network interfaces and send replies to clients with the requested information, which may take the form of a data file page, a segment of a file path name during path-name translation, acknowledgments, or error messages.
We will focus on message streams generated by individual workstations. In particular, we will consider separately the streams generated by the send queues of the six workstations listed in Table 1 .
To ensure security of the Sun network and to protect the privacy of individual users, we have substituted the designations ''station 1'' through ''station 6'' for the machines' actual names. Figure 4 shows histograms of the interarrival times for the send queues of two of the workstations, station 5 and station 6. In order to capture in these histograms interarrival times spanning more than three orders of magnitude, we have made the size of the bins increase exponentially, i.e., the size of bins is constant on a logarithmic scale. On the ordinate, we plot the square root of the bin counts; on the abscissa, the interarrival times on a logarithmic scale. The increasing-bin-size method leads to higher values in the tail regions of the histograms since bin sizes become considerably larger than they would be had we used a constant bin size.
Each histogram can be roughly divided into three areas: an initial series of peaks, a flat middle portion, and a long tail that begins at around 100 ms. (For a more precise identification of these areas and a discussion of the properties of the associated packet arrivals refer to [8, Chapter 4] .) The first area, consisting of interarrival times up to 5 ms, shows a strong dependence on protocol time constants. As a result, the two machines produce peaks at about the same points; the peaks of station 5
are only slightly shifted to the left of station 6's peaks. The relative shift can be explained by the difference in speed between the two CPUs: station 6 is a 15 MHz Motorola 68020 and station 5 is a 16
MHz Sparc, which, in spite of the comparable clock rate, has a much faster architecture.
The highest peak in the station 6 graph at 1.7 ms corresponds to the interarrival times between 1500-byte fragments of 8-Kbytes NFS write transfers. Since 1.2 ms, the time at which station 5's highest peak is produced, is the minimum permissible time between two 1500-byte Ethernet frames, station 5 is sending these packets back-to-back.
The middle area of the histograms, the area approximately between 5 and 100 ms, is produced by small NFS packets used in request-response dialogues between clients and file servers. After issuing a request, a client must wait until the server replies before sending its next request. Often requests involve operations requiring a server to access a disk device, which causes high variability in the interarrival times. This variability is indicated by the relatively flat shape of the curve over this interval.
Longer interarrival times, those from around 100 ms to more than 1 s (in Figure 4 we show only interarrivals shorter than 1 s), are produced when pauses in user activity lead to corresponding pauses in packet transmission. Although these long pauses are relevant to the study of user behavior, we will not analyze them in this paper because our focus is on the much faster packet transactions generated by networking protocols.
We will treat arrival processes as point processes. A major aspect of the study of point processes is the analysis of their correlation properties. Since the Ethernet has variable-length packets, there may be, as observed above, correlations between interarrival times and packet lengths. Furthermore, since the baseband transmission medium is shared, i.e., concurrent transmission is serialized, there may be correlations among separate, otherwise independent streams. Finally, shared file servers constitute a possible additional source of correlations.
In order to isolate the effect of packet lengths, in [8] we compared, for the packet streams of several workstations, the autocorrelation coefficients of interarrival times with those of interpacket times. While interarrival times, as defined in Section II, include packet transmission times, interpacket times, defined to be the times between the beginning of a packet's transmission and the end of the transmission of the previous packet, do not. We observed no noticeable difference between the two; since the effects of the variable packet lengths are only present in the interarrival times, we concluded that there is no significant correlation caused by variable packet lengths. This result was confirmed by our study of the cross-correlations between the series of interarrival times and the series packet lengths.
We also studied the cross-correlation between streams generated by two clients on distinct file servers; their only interaction point was the network. In addition, we looked at the cross-correlation between streams generated by workstations that shared a set of file servers. No correlation was observed. Indeed, the only noticeable correlation effects found were between the interarrival times of the stream transmitted by a workstation and the interarrival times of the stream received by the same workstation. Apparently, if any correlations do exist, they are overwhelmed by the large variability in interarrival times. The association detected between the send and receive streams of a workstation is attributable to the use, by many applications, of remote procedure call protocols, which suspend themselves until an answer to the sole outstanding message is received, resulting in interlocks between send and receive operations. In addition, since in systems that use request-response protocols operations are typically initiated by clients (and not by servers), pauses in a user's activity that result in long interarrival times in the send stream are almost invariably associated to pauses in the receive streams.
A. Estimated Indices of Dispersion for Intervals
In this section, using index-of-dispersion analyses, we look at the second-order joint probability structure of the packet arrival processes generated by six individual workstations. In Figure 5 we plot the estimated index of dispersion curves for the send queues of these workstations. Each series contains 100 000 interarrival times. The IDI curves are estimated for up to 20% of the length of the original series of data; after this point, with few remaining degrees of freedom, any further estimate would have been inaccurate. For details on how to estimate the indices of dispersion and how to evaluate the precision of the estimates, refer to [3] .
The IDI at lag n is the variance of the sum of n successive interarrival times, and the IDI curve It could be argued that the apparent nonstationarity of the data in Figure 6 , which spans a period of about 1 hour, is a function of the time scale. This particular user might follow the same work patterns and produce roughly the same workload in successive hours; thus, viewed over a period of several hours, the data might appear to be (more) stationary. Serial number
For our purpose of analyzing variability however, the relevant time scale is not one of several hours, or even minutes, but a shorter one, for a workstation will generate a constant packet rate in intervals ranging from milliseconds to seconds. Analyzing the variability of point processes at a micro level, i.e., in terms of the queues to which the processes are fed, implies a time scale that is this short. In contrast, a study of packet arrival processes from the perspective of user behavior would involve a much longer time scale, one defined by the busy/idle intervals of user behavior, which would range from several minutes to hours.
Nonstationary behavior in these types of arrival processes is the norm. It is virtually impossible to isolate a stationary segment of a process long enough for the estimation of many important statistical parameters. It is possible, however, to identify segments of time during which the process has roughly the same characteristics. One can then juxtapose the various segments with the same properties, assemble several series of arrivals, each of which is what we have called a phase, and derive the statistical description for each phase. As a very simple illustration of this procedure, let us re-examine the processes shown in Figure 5 by considering subsets of interarrival times shorter than a specified length.
The cut-off time chosen should be short enough to eliminate the two peaks shown in Figure 6 but sufficiently long to capture not only the fast protocol transactions such as file path-name translations, but also the slower disk transactions. In Figure 4 , the height of the histograms of interarrival times decreases visibly at or around 80 ms. This decrease indicates that at around 80 ms there is a transition from frequent system-generated events, driven by network protocols and disk-driver software, to infrequent user-generated ones, such as keystrokes. All of the workstations in our traces show similar histograms, an indication that the results described in the reminder of the paper are relatively insensitive to variations of this parameter. Thus, we set the threshold at 80 ms, a value that we have indicated in Figure 4 with a dashed line.
The validity of this approach in reducing the nonstationarity measured by the index of dispersion for intervals can be sustained with the following argument. The probability density functions of the interarrival times for packet arrival processes typically have a very large mass at the beginning and very long and low tails, which results in the median being smaller than the mean value. (In Figure 4 we show the mean and median of the histograms.) The index of dispersion for intervals, as we have seen in equation (1), depends on the autocovariances of the interarrival times. The autocovariance at lag k is defined as E (X i − E(X))(X i+k − E(X)) where E(X), as usual, indicates the mean interarrival time. We see that, for each lag k, the few long interarrival times, because of their large differences In Figure 7 we re-evaluate the indices of dispersion for the subset of interarrivals that are smaller than 80 ms. We find that, in three cases (station 3, station 4, and station 5), the asymptotic value is reduced by a more than, or nearly, one order of magnitude. The series of data are 4% to 11% shorter than their counterparts in Figure 5 because the interarrivals greater than 80 ms have been dropped.
Analysis of the smoothed interarrival times of these truncated series, which are shown in Figure   8 , helps us understand the dynamics of the IDI behavior. Each of these curves was obtained by averaging together 200 successive interarrival times. We notice that the two peaks in station 1's interarrival times are responsible for the decreasing slope of that machine's IDI. The almost linearly increasing slope of station 6's IDI can be understood by looking at two segments of the machine's interarrivals: one between 20 000 and 40 000 and a second between 60 000 and 80 000. The first interval contains interarrival times smaller than the mean; the second, interarrival times larger than the mean. Since the size of each of these segments happens to be equal to the length of the interval over which we estimate the IDI, upon a moment's reflection one will realize that the variance of the sum of consecutive interarrivals will increase linearly.
The range of station 2's IDI in Figure 7 is the same as that in Figure 5 , but the second curve increases more gradually and is monotonic. The smoothed interarrival times of station 2 in Figure 8 explain why the range of the truncated series is the same as the original one: despite the elimination of longer interarrival times, the series remains highly variable. The user of this particular machine was not active for much of the time represented in Figure 7 ; during the inactive stretches, programs left running in the machine invoked remote procedure calls but did not transfer data. The remote procedure calls produced longer interarrival times, the lack of data transfers did not produce the shortest interarrival times. The nature of station 2's arrival processes reminds us that the study of indices of dispersion is laden with complexities. Figure 9 shows the estimated index of dispersion for counts. The IDC was evaluated only up to one-sixth of the total time length of the traces, or about 11 min. In each of the graphs, packet counts were estimated in slots of size 50 ms. A description of a point process in terms of counts is statistically equivalent to a description in terms of intervals [4] . However, they are equivalent only through their complete joint distributions. If we restrict ourselves to first-and second-order properties, the two characterizations are separately informative. For instance, histograms of packet counts, of which we show two examples in Figures 10 and 11, are rather different in shape from the histograms of intervals shown in Figure 4 . Analogously, the estimated IDC curves in Figure 9 are substantially different from their IDI counterparts in Figure   5 . However, their technical interpretation, since equations (6) and ( Number of packets of counts is rather limited (especially so when packet counts are estimated over relatively short intervals, as in our case), we can say that IDC curves are more sensitive than IDI curves to the presence of clusters of arrivals. The limited range of the domain of packet counts results in probability density functions of counts with very short tails.
B. Estimated Indices of Dispersion for Counts
It is important to notice that the asymptotes in Figure 9 are different from those in Figure 5 .
This is yet another confirmation of the presence of nonstationary data. We have recalculated (but not We can write the following system of three equations, representing, from top to bottom, the mean interarrival time of an MMPP, the asymptote I ∞ , and what we have defined in equation (8) as r, the rate at which the IDC approaches the asymptote:
The quantities a and b represent, respectively, the estimated mean of the interarrival times of a measured point process and the estimated value of the IDC asymptote minus 1, both of which can be obtained with modest effort. An initial value for the parameter c, an estimate of r, can be computed numerically, as indicated in Section II.E, from b and I t 0 , the IDC at time t 0 . The choice of t 0 is not crucial, as we can repeat part of the procedure we are about to describe until we reach a satisfactory approximation based on some measure of the goodness of fit.
We begin by solving the three equations (9) to obtain the values of λ 1 , σ 1 , and σ 2 as functions of a, b, c, and the unknown λ 2 :
Next, we equate the formula of the squared coefficient of variation for an MMPP,
− 1, to the square of the estimated value of the coefficient, which we call d, in order to determine the value of the unknown λ 2 . Since µ 1 and µ 2 depend only on the four MMPP parameters, we can substitute the values above to obtain a formula for d in λ 2 :
The expression of λ 2 in terms of the quantities a, b, c, and d is simple but rather tedious and we will omit the details here. Note, however, that for the righthand side of equation (11) the limit as λ 2 approaches infinity is 1 and the limit as λ 2 goes to 0 is b + 1.
To fit a 2-state MMPP to a measured arrival process we set the four parameters as follows:
1.
From the data, estimate a, the mean interarrival time; b, the limiting value of the IDC minus 1;
and d, the squared coefficient of variation of the interarrival times.
2.
Using b, t 0 , and I t 0 , the value of the IDC at time t 0 , estimate numerically an initial value for the rate c by solving equation (8).
3.
From the solutions to equation (11) , obtain a value for λ 2 , and use it to derive values for λ 1 , σ 1 , and σ 2 from equations (10 
There is another symmetric set of solutions, which corresponds to the above with the subscripts 1 and 2 exchanged.
In Figure 12 we plot the righthand side of equation (11) where the function in Figure 12 is smaller than 1. Figure 13 shows a plot of the first of equations (10); there is a vertical asymptote at λ 2 = 1/a. Here, we have eliminated from the domain the region in which the equation generates a negative value for the Poisson rate. Finally, in Figure 14 (only on points belonging to the domain of the previous two functions) we show the curves for the transition rates of the Markov chain.
In Figure 15 we plot the estimated IDC for the data (depicted as a continuous curve) as well as the model IDC (depicted as a dotted curve). The fitting is very good in the region of the domain from 0 to 1.5 min, the portion of the IDC that is most likely to affect interactive queues.
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V. RELATED WORK
There is a vast quantity of literature that covers the areas of point processes, statistical analysis of point processes, measurements, and fitting. We mention here only some of works most relevant to the analyses presented in this paper. The interested reader will find additional references listed in these studies.
Among related measurements studies, we would like to mention our previous study on Ethernet traffic [7] and a more recent work that provides some statistical characterization of the aggregate network traffic on an Ethernet [21] .
The properties of the hyperexponential distribution and the batch Poisson process that we have used are elementary. Most probability textbooks will suffice for background or a fuller explanation of the material presented; see for instance [15] . The main reference for the MMPP process is K. Meier's thesis [11] , which includes formal tests of fit, but references [6, 12, 17] are also informative.
The analysis of arrival processes using indices of dispersions is proposed in [5, 9, 20] . These studies, however, deal for the most part with processes measured in the context of telephone communication, i.e., packetized voice data.
Heffes and Lucantoni [9] propose a fitting procedure for the superposition of packetized voice processes to an MMPP process. Their characterization uses the estimated third moment and is more complex than ours. Our approach, however, is based on measurements of both intervals and counts, whereas Heffes and Lucantoni only use packet counts.
VI. SUMMARY AND CONCLUSIONS
In this paper we have used the index of dispersion for intervals and the index of dispersion for counts to characterize arrival processes consisting of packets sent by workstations in an Ethernet local-area network. By evaluating the indices for three analytical models we have illustrated some of their properties. We have suggested that renewal approximations of non-renewal point processes may benefit from index of dispersion analyses. Because indices of dispersion reveal a good deal about the correlation structure of point processes occurring in communication networks, index-of-dispersion analysis should be adopted as one of the basic tools for examining these point processes.
We have introduced a procedure for utilizing indices of dispersion to fit an MMPP model to measured data. We propose testing the quality of the approximation by comparing the IDI or IDC of the data with the model's corresponding indices. Our purpose has not been to propose models for packet arrival processes, or to demonstrate that any one model best approximates workstation traffic, but to demonstrate how to incorporate short-and long-term variability characterizations based on indices of dispersion into arrival models.
Computer communication research is proceeding apace toward future Gigabit networks. These networks will require knowledge of the statistical behavior of data streams if they are to switch data efficiently. Analyzing the variability of arrival processes with indices of dispersion can provide some of that knowledge.
