Introduction
A Wireless Sensor Network (WSN) is a network of large amount of sensor nodes which are densely deployed in an ad-hoc manner. Due to the small size and light weight they are easily deployed in an unreached area. Sensor node is a device which is programmed to perform the task of sensing, data processing and communication with the help of power. The two basic functions of sensor networks are collect the sensed information from nodes and transmit it to the base station either directly or through some gateway. Base station is generally fixed. WSN is used in a number of applications such as military, tracking, environmental monitoring and inventory control. The basic requirement is that the nodes will remain active for a long period. Sensor nodes need some amount of energy to receive or transmit the data. Lack of energy affects the performance of the network.
There are various issues in WSN but the most challenging issue is to save the energy of node. After the deployment of sensors it is very difficult or impossible to replace or recharge the battery. The depletion of energy may results into link failure due to which the purpose of application may fail. A variety of routing protocols have been designed which uses the different techniques to minimize the energy consumption of nodes and increase the network lifetime. Some techniques for energy minimization are [1] : Data Reduction: Maximum energy of node is used at the time of processing and transmitting the data. To save some energy the amount of data can be reduced by using some techniques. Mostly used techniques to reduce the data are data compression or data aggregation. Protocol Overhead Reduction: A lot of energy is wasted because of protocol overhead. Reduction in the overhead minimizes the energy consumption and increases protocol efficiency. Basic technique is to avoid unnecessary retransmissions by optimized flooding. Topology Control: A reduced topology is to be formed which will save the energy of nodes and does not affect the connectivity of network. This can be achieved by adjusting the transmission power of sensor nodes. Energy Efficient Protocols: Routing protocols are designed with the aim to overcome the energy challenge of WSN. Nodes having high energy should participate in transmission and avoid low energy nodes. Energy efficient routing protocols increase the lifetime of whole network. Sleep/Active Scheduling: Idle nodes also use some amount of energy. In sleep/active scheduling scheme, unnecessary idle nodes enters into sleep mode by turning radio off. Only active nodes will participate in data transmission and processing. This saves the energy of idle nodes. In WSN, the energy consumption is directly proportional to the range i.e. there is more energy consumption if the range is large [2] . This is calculated from the relation E = kd n Where E is energy consumption, k is a constant, d is the range of communication and 2<n<4. This paper studies the most popular energy aware routing protocol known as Geographic Adaptive Fidelity (GAF). This is a location based routing protocol. This uses the technique of sleep/active schedule.
II. GAF (Geographic Adaptive Fidelity)
GAF is a location based and an energy aware routing protocol in WSN. Nodes use location information through any system like GPS, received radio signal strength etc to locate itself along with its nearest neighbors. Nodes consume energy while transmitting data i.e. at the time of sending as well as receiving data. In the idle state some amount of energy is used but it is less in comparison to active state. Energy used in the idle mode can be saved by turning off the radios.
In GAF, the whole network is divided into a virtual grid. The proper size of grid is important as it directly affects the network connectivity. If the grid size is large then it is difficult to connect the whole network by activating just one node per grid. The size of grid (r) is based on the concept that any node can communicate with any other node present in the neighboring grid. The grid size r is r ≤ R/√5 where R is the radio range [3] . Figure 1 show the network divided in virtual grid.
[3] [4] . There are five nodes in the network. Node 1 can communicate with Node 5 with the help of sending the data to any of the intermediate nodes namely 2, 3 and 4. To conserve the energy two nodes (3 and 4) from the same grid go to sleep mode as all the nodes in the same grid are considered to be of same functionalities. Now node 1 sends data to node 2, which further transmits it to node 5. This is known as routing fidelity where both nodes 1 and 5 are communicating using only one efficient node as their routing partner and other intermediate nodes go into sleep mode.
Fig 1: Virtual Grid in GAF

Transition States in GAF
The different transition states used in GAF are sleeping state, Discovery state and Active state [4] [5]. Only one node per grid is in the active state and all others are in sleeping state in order to save the energy. The selection of node to be active depends on the residual energy of the nodes. Figure 2 shows the different transition states in GAF protocol.
Fig 2: Transition States in GAF Protocol
Initially every node starts with the discovery state and then enters into active or sleep state. The node in the active state is responsible for monitoring and reporting data to the sink or BS on behalf of the nodes in the grid. How the state is changed in GAF protocol is described below.
 State Transition from Discovery to Active
Each node exchanges discovery messages to find its equivalent nodes. All the nodes of the same grid are equivalent. A discovery message contains some information about the node i.e. node id (its current location), grid id, node state and energy level (enat: estimated node active time). After predefined time Td the node enters into the active state if it does not receive any other discovery message.
 State Transition from Discovery to Sleeping
In the discovery state, if node receives any other discovery message from another node having higher energy level than a node enters into the sleep state. At a particular time only one node is in active state else are in sleep state. In order to keep the routing fidelity, sleeping neighbors adjust their sleeping time (Ts) accordingly. One of the sleeping nodes becomes active much before the leaving time of the active node expires.
 State Transition from Active to Sleeping
Ta is a time which shows that for how long a node will stay in an active state. After Ta, if another node having high energy is present in the grid then current active node will enters into a sleep state.
 State Transition from Sleeping to Discovery
The node has to complete the sleep time Ts before wake up and to enter into the discovery phase. After Ts node again enters into a discovery phase and if it has highest energy level then enters into active state otherwise re-enters into sleep state.
 State Transition from Active to Discovery
A node enters into the discovery phase after a predefined time Ta and rebroadcasts the discovery message for time Td. If it receives a message from another node having higher residual energy then it enter into sleep state else re-enters into active state.
III. Improvements Over GAF
A lot of research is performed on the basis of GAF protocol. Researchers modified GAF into new protocol to make the network performance better. Some of the proposed techniques are described in this paper.
A. Hierarchical Geographical Adaptive Fidelity (HGAF)
Hierarchical Geographic Adaptive Fidelity (HGAF) is proposed to save the power of the nodes which increases the lifetime of whole network by the authors in [6] . HGAF uses a layered structure. After dividing the network into grids like GAF, HGAF divides each grid or cell into squared sub-cells. A node is active in one of these square sub-cells. The sub-cell having an active node is known as active sub-cell. All other nodes of cell are in sleep mode. Communication takes place between active nodes. This reduces the distance between two farthest nodes in adjacent cells. The numbers of sub-cells in each cell of HGAF are N 2 . Size of each cell is r*r and the size of each sub-cell is d*d. Figure 3 shows the layered structure of HGAF with N=3 and AB is the distance between two farthest nodes which is smaller than communication range R in GAF. This saves much more battery power because it decreases the number of active nodes. For the purpose of load balancing, the active sub-cells are rotated periodically. After the predefined time active sub-cells rotate the position sequentially as in Figure 4 . Rotation scheme is same in all cells. Results in [6] shows that HGAF performs better than GAF in case of energy efficiency and packet delivery ratio. Also when there is high node density and a cell is further divided into four sub cells then the lifetime of network is increased 200% in HGAF comparison to GAF. 
B. Extended HGAF (eHGAF)
In Extended HGAF, the cell boundary moves in place of rotating the active sub-cell. This scheme works on the concept that active sub-cell lies in the centre of the cell. Due to this the distance between active sub-cell and other sub-cells in the cells is smaller than HGAF because in HGAF, any sub-cell become an active sub-cell but in eHGAF only the center sub-cell will become active. Figure 5 shows the working of eHGAF. Figure 5(a) shows the current state of the network in eHGAF and Figure 5(b) shows the state change by moving cell boundary after the predefined time. In eHGAF, there are two cases which are explained below [6] : Case I: When N is an Odd Number In the case when N is an odd number i.e. N=2n-1 where n==1, 2, 3…., then it is easy to select a centre sub-cell to become an active sub-cell. Case II: When N is an Even Number In the case when N is an even number i.e. N=2n where n=1, 2, 3….., then there is more than one sub-cell sharing the center point of the cell. Then in this case an arbitrary sub-call lying next to the centre point is active. The extended version of HGAF i.e. eHGAF (extended HGAF) is further improved to save the energy consumption by dividing the sensor field in an efficient way and increase the lifetime of network [7] . It works on two concepts:  Cell enlargement by changing cell shape to triangle cells.  Cell enlargement by reducing edges.
C. GAF with COnnectivity-awareness (GAF&Co)
A topology management protocol known as GAF with COnnectivity-awareness (GAF&Co) is proposed to maintain the connectivity of a network and to avoid routing holes. This also helps in energy consumption by activating an energy-saving mode for the redundant nodes. This protocol is derived from GAF protocol. In GAF fewer nodes are used in routing process which results in reduced connectivity of the network and number of routing holes increases. To avoid the problem of local minimums GAF&Co divides the network into hexagonal cells in place of virtual grids. To check whether a node can be a local minimum the TENT rule is applied. [8] According to TENT rule an angle between node and its angular adjacent neighbor node pair is not more than 2π/3. In Figure 6 , the network is divided into hexagonal cell and each cell is further divided into 6 triangular sub-cells (a1, a2, a3, a4, a5, a6). Grey areas in network shows the active sub-cell which contains an active node. Sub-cells are selected with the same relative position in each cell. An active node is selected by applying same algorithm as in GAF. By using hierarchical sub-cells the size of the cell expands which reduces the number of active nodes in network. Table 1 shows the maximum cell size for different GAF based protocols. The communication range R of nodes in this protocol is: R ≥ L 3 
D. Dynamic-division GAF (DGAF)
The division of network and selecting a proper cluster head also affects the overall performance of the network. The division of network is based on the calculation that according to the position information node belongs to which grid. The proposed protocol is known as DGAF (Dynamic-division Geographical Adaptive Fidelity). The basic purpose of this algorithm is to find the optimum position of the cluster head. According to [9] , the cluster head should be selected near the centre of their region because it consumes less energy in comparison to cluster head situated at the border of the region. The area is divided into grids as hexagons named as DGAF-6; or as squares named as DGAF-4. This protocol works in two steps which are as following:
Step 1: Dividing into virtual grids Every node knows its position in the network. By the help of calculations node get the information to which grid it belongs to also its distance from the centre of the grid.
Step 2: Selecting cluster head Selection of cluster head is done by the help of "Cost" factor. The node having lowest cost within the grid is selected as cluster head. Cluster heads are connected to each other for data transmitting. Figure 7 shows the concept used by DGAF. In Figure 7 (a), P is situated at the border of virtual region I which is far away from the centre point. To place it nearer to the centre, divide the area by taking A, C and E (or B, D and F) as a center point such as in region II, E is a centre and P is situated near E. Accordingly, the area is divided into virtual grids as in Fig 7(b) and repeat this after every 3 period. P will have high probability to be selected as a cluster head in 1/3 time.
E. GAF-HEX
In GAF, network is divided into an equal size of square grid. In a square grid structure a node can reach to the adjacent grids only in vertical and horizontal directions but not in diagonal direction. This arise the problem of unreachable corners. Hexagonal grid structure (GAF-HEX) is proposed in this reference [10] . GAF-HEX uses location information to find the position of nodes. According to GAF-HEX, every node in a cell can communicate with all the nodes of the adjacent cell. In square grid, each cell has only four cells are at one hop distance (two horizontal and two vertical) but in hexagonal grid there are six cells (all neighboring cells) at one hop distance.
GAF-C and GAF-E are two node mapping algorithms introduced for GAF-HEX. Figure 8 shows the mapping for GAF-C. It maps the nodes with reference node at centre. Figure 9 shows the mapping for GAF-E in which nodes are mapped with reference node at end of grid. GAF-HEX improves packet delivery ratio and throughput and energy consumption is almost same as GAF.
Fig 8: Node Mapping of GAF-C
The horizontal distance between two reference nodes is h and the vertical distance between the two is d. Each cell has one active node used for routing the data and other nodes are in sleep state. 
F. Sleep Doze Coordination Protocol
To increase the lifetime of network by lowering the duty cycle of each node a protocol known as Sleep Doze Coordination (SDC) is proposed [11] . This uses a layered architecture of wireless sensor network. Each layer is broken into grids similar to GAF. According to SDC, there are two modes at each node: a) "On" period {Alert mode or Doze mode} b) "Off" period { Sleep mode}
Fig 10: State Transitions in SDC Protocol
Idle listening state is known as doze state. One node per grid is in "doze" state for a predefined time and rests are in sleep state. A node in the doze state enters into an active state when node buffer gets filled to its capacity by data messages from the lower layer. Transition states in SDC protocol are shown in Figure 10 . In GAF, one node per grid is in active state. In SDC one node per grid should be doze state. Each node receives two types of messages. First, standard beacon messages which are processed when node transit to an active mode and other is urgent buffer messages which requires immediate processing hence node transit to active mode immediately. SDC increases network lifetime by approximately 20% over GAF protocol. This is expensive because it needs a buffer. A new approach to the Sleep Doze Coordination protocol known as Lossless Sleep Doze Coordination (LSDC) is presented in [12] . This improves the lifetime of a network. Architecture used in this protocol is multilayered. In comparison to GAF, this sleep protocol has one node per grid in the doze state for some defined time. Figure 11 shows the state transitions in LSDC protocol. Nodes can sense and communicate with upper and lower layer sensors in active state. In interactive mode, node does not perform sensing. It only sends a message (standard beacon messages) to all its peer nodes and also receives reply. Sleepy state is a special case of doze state. After a doze state, node enters into sleepy state if all other nodes are sleeping and enters to sleep state whenever another node wakes up. The radios are turned off in sleep state and after a time Ts node enters into interactive state. Only one node is in doze state and rest is in sleep state. The node to be in doze state can be selected by different methods such as:  Select randomly.  Node having maximum battery power is selected.  Node that has slept the longest ever is selected.
Fig 11: State Transitions in LSDC Protocol
G. Some Other Improved Protocols
The solution to conserve energy and increase the lifetime of the network is proposed in [13] . The proposed algorithm is based on Geographic Adaptive Fidelity (GAF) and Adaptive Self-Configuring Sensor Networks Topology (ASCENT). The main focus is on searching the exact location of the master node in a grid by sending test signals to all the nodes in a grid. The master node is selected at the centre of the grid and rest of the nodes enters to sleep state conserving energy. This helps to increase the lifetime of network in comparison to the traditional GAF in which node head is selected randomly. To removes the coverage problem of GAF, a new algorithm Coverage-guaranteed Distributed Sleep/Wake Scheduling (CDSWS) is proposed [14] . According to CDSWS, clusters are formed and one node per cluster is in active state. There are three phases in CDSWS:  Initialization phase: In this, packets are received and transmitted by the nodes.  Cluster forming phase: In this, a large cluster will be formed by merging two clusters.  Sleep/wake scheduling phase: One or two nodes per cluster is selected to be in active state and others are in sleep mode to save energy.
This algorithm has some advantages like coverage guarantee, algorithm efficiency and energy balance. The performance evaluation was done by simulated the algorithm with sensors deployed in square area.
COordination-based data Dissemination protocol for wireless sEnsor networks (CODE) is proposed which is based on GAF protocol in [15] . To obtain better results for energy consumption an efficient data dissemination path is formed. This is designed for mobile sinks. Three phases defined in CODE are as Data announcement, Query transfer and Data dissemination.
IV. Conclusion
WSNs have seen great developments in designing. This progress resulted in solving the problems of this area. Energy efficiency is the basic challenge to overcome in the field of WSN. Different routing protocols have been proposed to reduce the energy consumption. This paper focuses on the energy aware Geographic Adaptive Fidelity (GAF) routing protocol. GAF is highly scalable and saves the energy of nodes by turning the radio off. Only necessary nodes participate in transmission others enter into sleep mode. This paper also gives detailed view about some other researches which are performed on the basis of GAF. Other GAF based protocols are proposed to overcome some issues of GAF and to increase the lifetime of network. Improved versions of GAF gives better performance in comparison to original GAF.
