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There is an extensive and diverse literature on the application of discrete-state llarkov models to social processes. This formal structure has been an important analytic device in the study of occupational and industrial mobility (AIatras, 1960; Hodge, 1966; Blumen, Mogan, and AIcCarthy, 1955) , income dynamics (Smith and Cain, 1967; JIcCall, 1971) , and geographic migration (Rogers, 1966 ; Tarver and Gurley, 1965; Brown, 1970) . The key features of a problem that suggest the use of Alarkov models as a baseline or for projection are (a) a specified list of system states which may be occupations, industries, income categories, or geographic regions; (b) the availability of repeated observations on population movements among the states; and (c) an interest in the dynan~ics of the transition process.
In applications of nlarliov models it is frequently assumed (often implicitly) that the population can be considered to be homogeneous and is therefore representable by a single llarkov process. However, IT-here investigators have obtained data a t several time points so that n-step matrices could be observed and compared with the AIarliov predictionsthat is, checking the validity of $ ( n ) = [P(l)ln-it has often been found that the projections deviate from the observed values in a characteristic manner. Blumen, Kogan, and AIcCarthy (1955) were the first to suggest that the tendency of the RIarkov model to underpredict the main diagonal entries of an observed matrix can be attributed, in many research contexts, to population heterogeneity.
Blumen, Icogan, and RIcCarthy introduced the mover-stayer model to contend with this phenomenon. They postulated the presence of tn-o types of persons: movers, who transfer according to a single IIarkov chain; and stayers, who remain permanently rooted in their origin states. Using this extremely restrictive form of the notion of heterogeneity, they constructed a simple mathematical model for the evolution of the total population and devised estimation procedures for its parameters. Recent work on extending the JIarkov framen-orli to incorporate population heterogeneity in a more flexible manner has proceeded in two directions. The difference betwern them derives from the particular strategy adopted to accommodate heterogeneity; what they share in common is an assumption that the individual-level process can be considered Jlarkovian. In one approach (AIcFarland, 1970; Spilerman, 1972a) each person is assumed to move according to a AIarkov chain, but follo~vs a transition matrix that is unique to him. Population heterogeneity is therefore attributed to individual differrnccs in the tendency to select particular destination states a t a move. In the second approach (Ginsberg, 1971; Spilerman, 197213) heterogeneity is accommodated by permitting individual differences in the rate a t which transition events occur. At each transition, however, i t is assumed that a single matrix common to all persons governs choice of destination. Thus in this formu-lation, the burden of explaining heterogeneity is cast entirely upon variations in the rate of movement.
With regard to the utility of these c~xtensio~ls,~ each provides a suitable frameliork for analyzing certain procrsses. Investigations into job mobility (Palmer, 1954, p. 50 ) and geographic migration (Taeuber, Chiazze, and Haenszel, 1968) have concluded that substantial individual diffrrences exist in rate of movement. The second formulation mould be appropriate for studying these processes and forecasting changes in their state distributions. In contrast there are social phenomena for nhich population heterogeneity is primarily a consequence of individual differences in the probability of making particular transitions. Intergcnerational occupational mobility is the most apparent instancr ; indred the very notion of diffrrent rates of movrment seems inappropriatr so that all population heterogeneity would have to :\rise from individual proclivities for certain transitions. A morr detailed comparison of these complementary perspectives is presented in Spilrrman (1972a) .
In this chaptrr we present a unified frameworli in nhich to vien the models mentionrd abovr as well as moro intricate social mobility models. The essence of our conceptual apparatus involves a formal distinction betncen the individual-level or microscopic process, nhich is usually unobsrrved, and the population-level or macroscopic process. An individual is identified by a collection of rates that describe the average times he stays in particular states before moving, or by a storhastic matrix n hose entries can be interpreted as propensities to favor tranbitions to certain states. I t is also conceivable that an individual can be classified by specifying both a matrix of ratcls of movement and a stochastic matrix listing probabilities of making particular transitions when a move occurs.
From a description of individual-level brhavior and a specification of the form that heterogeneity takes, wr sho15-how the population-level procesh can be constituted. From a data analysis perspectivcl, hen-ever, our situation is usually thr reverse; n e generally lack sufficient information to identify the individual-level process. Instrad a researcher is constrained to sample the population a t a fen points in time and obtain counts of the number of persons making particular transitions, as \\-ell as other statistics concerning the population-level process. 1:ronl these obsc~rvations n-e wish to infer the parameters of thr unobserved, individuallevel process. One reason for recovering these parameters is that t h q can be used to rrject a model by sho~i-ing the implied, individual-lrvcl
We assume that the reader is familiar with the four papers cited in the preceding 1)aragrapli and with the rudiments of discrete-and continuous-time JIarkov 1)rocesses. description to be unrealistic for the problem at hand. Another reason is that they provide the basic ingredients for making statements about future trends in the population.
Our program is first to describe a class of Rlarkov and semiAIarkov processes which will serve as models for the evolution of individual behavior. In addition the ideas involved in identification of nondirectly observable parameters are illustrated by examples with the simplest Rlarkov chain models (section 2). In section 3 we again proceed via a sequence of examples to show how the above mentioned population processes can be described mathematically. The basic mathematical structures characterizing the observable macroscopic-level processes are mixtures of Rfarkov and semi-AIarkov models. This notion is explained from the point of view of weighted averages of stochastic processes and from the alternative perspective of observable histories.
Finally we present some examples in section 4 of an "inverse problem" where gross macroscopic-level information is used to obtain partial, and in a few instances complete, information about the mechanics of the individual-level process. This aspect of our study involves an independent mathematical development which will be presented elsewhere in a joint paper by the authors. Our purpose here is simply to illustrate the ideas involved and communicate their relevance for the study of social mobility.
. LIIARKOV CHAIIVS: TRALVSITIOA\-PROBABILITIES
Discrete-time Processes
The simplest mathematical caricature that we shall employ to describe the evolution of an individual (or a homogeneous population) is a discrete-time Alarkov chain. This stochastic process (X(k), k = 1, 2, 3, . . . ] should be viewed as detailing state transitions by an individual, where the system states might be geographic regions, occupations, industries, or income categories, depending on the particular substantive problem. Probability statements about the process are governed by the analytical recipe
for k = 0, 1, 2, . . ., and n = 0, 1, 2, . . .. The element m',;' is the (i, j) entry in the stochastic matrix Mn (n-fold matrix multiplication of M). M is itself a stochastic matrix and describes single transitions by an individual; its (i,j) entry m,, has the interpretation, "probability of moving from state i to state j in one step."
The typical empirical setting in which mobility data are gathered does not allom-the matrix M to be estimated directly from the movements of an individual. An investigator usually observes the locations of many persons at a few time points no = 0, nl, ns, . . ., and estimates stochastic matrices p(nl), P(na), . . ., where the (i,j) entry in p(nk) denotes2 the proportion of individuals from among those in state i a t time no who are in state j at time nk. One assumption which is frequently made is that the population is homogeneous in its movements. This permits the matrix P(nk), estimated from the observed locations of the population a t times no and n k , to be associated with the evolution of a single individual. We also make this assumption in the present section. A second specification that is often adopted is to identify the smallest observational time interval (no,nl) with the unit interval of the process. Thus we might define M = P(nl), in which case, if nk = hnl for some integer h, we have This identification is commonly used when a discrete-time mathematical model is desired for a process evolving continuously in time but having no natural unit time interval which can be associated with it. On the other hand, when a discrete sequence of times can be identified as spaced at substantively meaningful intervals, it sometimes happens that the unit time interval is smaller than the minimum observation interval. That is, while we observe a population a t times no and nl, the unit interval of the process could be (no,[l/h]nl) for some integer h > 1. A problem of this sort might arise if we collected data on respondent's occupation (nl = 2) and grandfather's occupation (no = O), but neglected to obtain information on father's occupation. Given the observed P(2) matrix we might inquire into whether it can be represented in the form $ ( 2 ) = ,If2 for some stochastic matrix M. A question of this very nature was posed by R. W. Hodge (1966) in an inquiry into the extent of inheritance of occupational status beyond a single generation.
The problem of deciding whether a particular observed matrix p(n) may be represented in the form $(n) = M nfor some stochastic matrix M is the simplest version of what we shall refer to as the embeddability problem. This is equivalent to asking whether or not the observed data are compatible with a discrete-time llarkov model. If the answer to this question is affirmative, we require a procedure for recovering the one-step transition matrix M. This is a statcmcnt of the inverse problem.
The symbol over a stochastic matrix means that it should be thought of as a quantity estimated directly from data; matrices without this symbol should be viewed as obtained from a mathematical model.
In the present context it entails tabulating the nth roots of p ( n ) in order to determine all transition matrices M that are compatible with our observations.
To illustrate these ideas in a simple mathematical setting suppose we are in a substantive situation which allows observations to be made only a t times no = 0 and nl = 3, and that we estimate the stochastic matrix 1/3 2/3 (1) 2/3 1/3
Computing cube roots of this matrix we find that is the unique stochastic matrix which is a cube root of P(3). Thus the empirically determined matrix P(3) is embeddable in a discrete-time hIarkov chain with one-step transition matrix 111given by Equation (3).
In general we shall be able to ascertain embeddability without having to compute the nth roots of p ( n ) (see section 4). If the matrix is found to be embeddable in a discrete-time Slarkov process, we should be able to identify a t least one stochastic matrix M such that p ( n ) = d l n . I n the preceding example the inverse problem reduced to calculating all cube roots of p(3) which are stochastic matrices. An explicit analytical recipe for calculating the roots of an arbitrary stochastic matrix is described in the appendix to this chapter.
If the natural time scale of the problem is such that the matrix (1) corresponds to observations a t times n = 0 and n = 2, then the process is incompatible with a discrete-time hlarkov chain t h e~r y .~ This is because Equation (1) has no square roots which are stochastic matrices; thus the observations in this new time scale cannot be represented in the form p ( 2 ) = If2,and the process is not embeddable in a discrete-time Alarkov chain structure.
A further illustration of the complexity of inverse problems can be seen from the following mathematical example. Suppose you initially take observations a t times n = 0 and n = 2 and estimate Incompatibility with a discrete-time Markov chain implies incompatibility with a continuous-time Markov structure. The converse is not true.
On the surface i t might appear as though you are observing a population in which there is no mobility between states. However, p(2) has four distinct square roots, all of which are stochastic matrices: Each square root has a different substantive interpretation, and only the first of these (the identity matrix) corresponds to no mobility. The second matrix in the preceding list corresponds to a situation in which individuals starting in either state 1 or state 3 cycle back and forth between these states while an individual starting in state 2 never moves. The third matrix may be identified with a population in which individuals either cycle back and forth between states 1 and 2 or remain stationary in state 3, etc. Discrimination between alternatives may be either on substantive grounds or on the basis of a further set of observations. If additional observations are possible, they should be taken a t one of the times 3, 5 , 7, . . ., etc., and not a t an even time period. In particular, if p ( 2 ) is the identity and a RIarkov model adequately describes the process then the pair of matrices [ p ( 2 ) , P(3)] must be one of the following distinct sets: 81, 82, 8 3 , S 4 then the data are not consistent with a discrete-time hlarkov structure. You can also rule out a RIarkov model by obtaining empirical matrices [p(2), p(4)] with p(2) equal to the identity but p(4)being a stochastic matrix not equal to the identity. These examples illustrate the importance of not regarding compatibility of observations with a particular model during a small number of time periods as strong evidence for validity of the model as a description of the underlying process. Nevertheless examination of alternative solutions of the inverse problem based on observations a t a few time points can be a useful exploratory tool for calling attention to possibly unsuspected mobility mechanisms M and for suggesting more realistic models.
Continuous-time Processes
The natural time scale for many mobility processes is not a discrete sequence of intervals such as generations or decades, but a continuum of time points. In particular, geographic migration (Brown, 1970; Spilerman, 1972b) and occupational mobility (Blumen, Kogan, and AIcCarthy, 1955) can be viewed more realistically as processes in which state changes occur a t random time points, and probabilities of moves between particular states are governed by hlarkov transition matrices. Several extensions of this formulation which are appropriate for heterogeneous environments appear in section 3. In the present discussion we establish a framework for the extensions by indicating three alternative descriptions of continuous-time llarkov chains; the level of generality and substantive utility of each is delineated.
I. &-Matrices. Consider a stochastic process with a finite number of states whose transition probabilities are governed by the system of ordinary differential equations
where Q is an r X r matrix whose entries satisfy -m < q,, < 0, q,, 2 0 for i # 1, Ci-1qt3= 0, and r = number of states. The system (3) has a unique solution given by the exponential formula
and the matrices Q and P(t) have the following substantive interpretations : -q,dt = probability that an individual in state i a t time t exits from that state during the time interval (t, t + dt) q,,dt = probability that an individual in state z a t time t moves to state j( j # i) during the interval (t, t + dt) p,,(t) = probability that an individual starting in state i a t time zero is in state 1a t time t[(i,j) entry in P(t)] llobility processes whose transition probabilities are governed by Equation (3) have the property that their state at time t + s, given the complete history of the process up to time t, is only dependent on the last observation, namely the state at time t. This is a statement of the Rlarkov property. Furthermore the holding time until exiting from a particular state i is exponentially distributed with parameter -q,,. This is the most general formulation of continuous-time finite-state Ilarkov chains arising in social mobility studies.
When continuous histories are available on all population movements during the time interval (O,t), the matrix Q can be estimated directly from the observed transitions. A maximum-likelihood procedure has been reported (lleier, 1955; Albert, 1962) and involves the following calculations :
[a,, = ,Vv/A,. for j # i where Ai, = total occupation time in state i during (0,t) by all individuals in the population Xij = total number of transitions from state i to state j during (0,t). I n addition, availability of individual histories allows the suitability of a continuous-time Markov model to be examined on several different grounds: (i) Estimate Q from individual histories up to time t, compute e(l+s)Q, and compare this theoretically based transition matrix with thc observed matrix P ( t + s). This is a check on compatibility of the data with the mathematical structure (3) and (4). (ii) Check the goodness of fit of an exponential distribution to the holding-time distribution in each state. (iii) Assess the strength of longer-range dependence on past history if there are sufficient time-series records.
The above general formulation of continuous-time IIarkov transition matrices has been used in numerous sociological contexts (for example, Coleman, 1964, pp. 177-152; Bartholomew, 1967, pp. 77-78) However, the analysis of social mobility in a heterogeneous population is greatly facilitated by the alternative formulations presented in the next two sections. In particular they provide the basis for a classification scheme which allows individuals (or subpopulations) to be characterized according to either their rate of movement, their propensity to move to particular states, or both simultaneously. This kind of classification also leads to a straightforward mathematical caricature of mobility processes in a heterogeneous context when individual histories are not directly observable. Nevertheless, even in the present formulation, substantial information about individual-level behavior can be inferred by an extension of the inverse-problem arguments already presented and solving Equation (4) for Q. This analysis is described in section 4. I I . Subordination. A starting point for the development of mobility models appropriate to a heterogeneous population is to consider Qmatrices of the special form Q = X(M -I ) , where is a positive constant and M is a stochastic matrix. Populations in which transition probabilities evolve according to et"'"-I) may be given the following substantive interpretation. An individual starting in state i a t time zero stays there for an exponentially distributed length of time TO with At the end of this period he makes a transition to state j with probability m,,, the ( i , j ) entry in the stochastic matrix dl. I t is not assumed that m,, = 0 ; hence the individual may have a positive probability of staying in the same state4 after time T O . Once an individual has moved according to ill, he stays in his new state for another exponentially distributed
The utility of this formulation can be illustrated by an example. If the process concerns geographic migration and the system states are regions of the country, a state i to state i transition would represent change of residence within a region. Even if it is unreasonable conceptually to "move" and not change state (as in movements among marital statuses) we might still want to speak of "exposures to movement" or "decisions to possibly move." length of time T I which is independent of TO and of the state he is in but again satisfies prob(71 2 t) = e-X1 t > 0 Kov he makes another move according to m,h, and the previous process of waiting an exponentially distributed length of time and moving according to the entries in M is repeated.
In this imagery the constant 1/A describes an individual's mean waiting time before moving (or before making a decision to possibly move) ; J I characterizes his propensity to transfer to particular states. An alternative formulation of the process derives from an interpretation of A as measuring rate of movement. The random variables ( Y(t), t > 01, which describe an individual's history, may be written in the special form
Th(t) is a Poisson process with parameter A, and X(k), k = 0, 1, 2, . . . is a discrete-time llarkov chain with one-step transition probabilities governed by Jf. Kepr~sentation of stochastic processes by a recipe such as Equation ( 5 ) is known in the mathematics literature as subordination (Feller, 1971, pp. 345-349) ; more precisely the process Y(t) is said to be subordinated to X(k) using Th(t) as an operational or intrinsic clock. In this setting, the constant X governing rate of movement apcears only in the description of the Poisson process or if you like, the intrinsic clock. Specifically: prob(exact1y v moves up to time t) = prob[exactly v jumps in a Poisson process with parameter A during (O,t)]
Likenise the matrix M governing the propensity to move to particular states appears only in the description of the discrete-time llarkov chain X(k) according to
This matrix providse a static picture of the population a t an instant of movement. The dynamics are regulated by the intrinsic clock T A (~) . A final point is that the interprebation (5) gives rise to a series representation for et"*$*-" in the form
The individual terms in this series indicate that rate of movement and propensity to move to particular states are factors regulated by two independent sociologically identifiable quantities, X and M. I t is useful to contrast this isolation of rate of movement and propensity to move in the factored matrix X(1If -I) with the more general formulation involving Q-matrices. The two formulations are related according to -q,,dt = -X(m,, -1)dt = probability of leaving state i during the
q,,clt = Xm,,dt = probability of a move from state i to state
We wish to emphasize that mobility processes in a stationary environment are most usefully described by waiting times in states together with transition probabilities which are independent of the waiting times but allow for the possibility of remaining in the current state a t a move. Q-matrices permit descriptions in terms of transition mechanisms and waiting-time distributions as independent quantities, but this would naturally take the form The matrix I I qij/ -qii 1 1 i # describes jumps without allowing for further holding in the origin state; in particular, qii/-qii = (probability of a move from state i to state j given a departure). The diagonal matrix I I -qii / I has entries interpretable as holding-time rates in the sense that
Nevertheless this formulation seems less sociologically meaningful than expressing Q in the factored form X(M --I ) . If you start with a fixed Q, which means that you are viewing Q as the basic ingredient in the model, it can always be factored in the form A(M -I ) ; [e.g., by setting A = max(-q,;), in which case Af = (l/A)Q + I]. However, our attitude here is that the natural starting point for a description of mobility processes is A and Af, with Q defined in terms of these basic ingredients.
The present description of mobility in which an individual is characterized by a rate A and a transition matrix M and evolves according to probabilities etx(A+" was the starting point for Spilerman's (1972b) extension of the mover-stayer model to a population with a continuum of types. A limitation of this extension is that the waiting-time distributions until transition according to M do not depend on a person's state; rather an individual is compelled to move a t the same rate irrespective of his location (Spilerman, 197213, p. 609 ( X ( k )) are again the random variables of a discrete-time Markov chain governed by ,If which describes moves when they occur.
However, an individual's rate of movement is now characterized by the diagonal rnatrix A rather than a single constant X as in the previous section. The present description reduces to that of section I1 when
Again it should be observed that a given Q-matrix has infinitely many factorizations of the form A(M -I)with
However, the basic ingredients of mobility models with individuals evolving according to continuous-t'ime hlarkov chains are the matrices A and M, with Q defined in terms of them. When individual histories are available, lli' and A can be estimated from observed movements according to the recipe '?Eij= Nij/*Vi. 
Our representation of the random variables Y(t) in section I1
which describe individual histories by Y(t) = X[Tx(t)] with Th(t) a Poisson process, does not carry over to the more general formulation indicated here. We could, in principal, write Y(t) = X[T*(t)], where T*(t) = (number of transitions up to time t in a Markov chain governed by e"('t*-z)j. However, T *(t) does not have a simple family of formulas analogous to the Poisson distribution describing its evolution. Thus we shall retain our first interpretation of alternating exponential holding times and decisions to possibly move as the simplest generic caricature of mobility for an individual.
From an analytic point of view the simplicity of the Poisson series representation
with the terms describing rate of movement and those describing transitions appearing as separate multiplicative factors, does not carry over to our more general formulation. In particular
The nonequivalence of the three expressions is due to the fact that A and M do not commute, that is, AM # 646, and it is this algebraic point which makes computations uith etA("-I) considerably more difficult than with the model of section 2.11. We will return to this issue again in section 3 when we compare this description of individual level mobility in a heterogeneous population with a description where XI = Xz = . . . = A, .
HETEROGELVEITY AND MIXTURES OF STOCHASTIC PROCESSES
Mixtures of Markov Processes and Inversion Formulas
Thus far we have discussed hIarkov chain models as they pertain to repeated moves by a single individual or to the movements of a homogeneous population. In the context of social mobility, observable populations are rarely homogeneous with respect to the frequency with which individuals move or their propensity to transfer to particular states. However, in early studies (Prais, 1955; hlatras, 1960; Tarver and Gurley, 1965) , it was tacitly assumed that the population under consideration could be viewed as a homogeneous unit and that histories associated with a single filarkov process could be thought of as typical of all segments of the population.
In using discrete-time Alarkov transition matrices as a baseline for comparison mlth particular data sets, a standard strategy is to estimate an n-step transition matrix P(n) from the data, calculate the nth roots6 [P(n)]lln = df viewing these as one-step transition matrices, and then compare dfn+k with the observed matrix p ( n + k). For many social phenomena a substantial discrepancy \{,as noted between dfn+k and p ( n + k), and it was suggested that this is because the population should really be viewed as heterogeneous with different stochastic processes describing the evolution of different subpopulations. The first detailed disct:ssion of this kind of inadequacy of SIarkov models to depict social mobility was by Blumen, Kogan, and JIcCarthy (1955) . They documented the phenomenon of iilumping on the main diagonal" (the presence of more individuals in these cells of an n-step transition matrix than predicted by a Xlarkov model), and showed that it can derive from ti I n most applications to mobility it has been assumed that the natural time scale of the process is such that n = 1, thus el~minating the need for computing roots of matrices. This assumption is tantamount to saying that the natural time scale has intervals which are the same length as a sampling interval, thereby obscuring consideration of alternative underlying time scales and transition mechanisms Af which might be compat~ble with the data and substantively mean~ngful.
treating a heterogeneous population as though it was homogeneous. Furthermore they constructed a discrete-time model in which two types of persons were distinguished, each evolving independently according to a different Markov process. Efficient estimation procedures for the parameters of this model were subsequently developed by Goodman (1961) .
The empirical context for which the mover-stayer model was developed is one where evolution of each distinct type of individual is not directly observable. An investigator is constrained to sample the total pooled population (also referred to as a macroscopic level description) a t a few time points and obtain counts of the number of individuals starting in a particular state who are in any other state at the end of a sampling interval. This situation is typical of all mobility environments discussed here. A key step in understanding the underlying mobility process and the appropriateness of particular models, then, is an identification of the nondirectly observable quantities (one-step transition matrices and rates of movement for continuous-time processes) by a mathematical analysis relating information about the pooled population back to the behavior of individuals. This is another instance of an inverse problem, analogous to the discussion of section 2.1 but complicated by the fact that we are treating several types of individuals simultaneously.
To clarify these ideas we present four examples which form the simplest mathematical caricatures of the notion of a mixture of stochastic processes and which are also substantively meaningful in the context of social mobility.
Example 1. Consider a population consisting of two kinds of individuals. Persons of each type evolve independently according to a discrete-time hlarkov chain. We denote by Xl(k) and Xz(k), k = 0, 1, 2, . . ., the random variables describing the movements among states by persons of each type. Probability statements about Xl(k) and Xz(k) are assumed to follow the theoretical recipe for k = 0, 1, 2, . . ., and X = 1 or 2. The element m$)A is the (i,j) entry in the stochastic matrix M: (k-fold matrix multiplication of MA). We shall refer to the bivariate process [Xl(k), Xz(k)] as a microscopic or individual-level description of a mobility process.
In empirical situations we usually observe values of a random variable Y(k) which are possible states of either the process Xl(k) or Xz(k); that is, we can observe how an individual sampled from the population evolves through time although we cannot assign him to a par-ticular person type. We also assume that we can estimate s, = {propor-tion of individuals from among those in state i a t time zero who arc classified as type 1 } . Procedures for estimating s, have been reported by Blumen, Kogan, and XlcCarthy (1955) and Goodman (1961) .
Evolution of the stochastic process Y(k), k = 0, 1, 2, . . ., is described by the transition probabilities or in matrix form P(k) = ~~1 1 : S)M;
The univariate process Y(k) is referred to as a macroscopic or population level description of a mobility process. Its interpretation in this sense arises from the fact that an observer who can see only histories Y(O),
. ., and the family of matrices P(1), P(2), P(3), . . .. cannot discover that in fact Y(k) is generated by a composite of two types of individuals evolving according to Xl(k) and Xz(k) respectively. However, once the interpretation of a heterogeneous population is brought in, you can formulate a theory of evolution of a mixture of two types of individuals as in Equation (8)) with Y(k) describing the composite or pooled population. Hence the term mixture of stochastic processes.
The particular theory (8) describes a population in which the mixing distribution remains constant through time and is identified with the proportions of individuals in each state (which may be a job category or a geographic region) who are of type 1 at the reference time k = 0. This theoretical description reduces to the classic mover-stayer model when I t should also be emphasized that the macroscopic process Y(k) is not hfarkovian even though the comporlents of the pooled population are assumed to evolvcx according to discrete-time Markov processes.
With this theoretical picture a t hand, we illustrate the notions of embeddability and inverse problem for mixtures of stochastic processes within the context of the mover-stayer model. For the simplest mathematical structure consider a two-state mobility process where you are constrained to observe the pooled population at times n = 0 and n = 2. Denote the 2 X 2 stochastic matrix estimated from the data by
The entry in row i, column j (i,j= 1 or 2) has the interpretation, "proportion of individuals in state i at time zero who are in stage j at time 2." Our first task is to determine necessary and sufficient conditions so that p ( 2 ) is compatible with the theoretical description To simplify the calculations further while still retaining a substantively meaningful description of a pooled population of movers and stayers, suppose that sl = sa = some s 2 0. Then solve the matrix equation ( 9 ) for M and obtain Replacing the theoretical P ( 2 ) by the empirically determined p ( 2 ) we can check, using the calculations in the appendix, that the inversion formula ( l o ) ,which is the solution of the inverse problem, yields a legitimate stochastic matrix M if and only if a + b > 1 + s. Putting this another Tvay, an empirically determined 2 X 2 matrix p ( 2 ) is said to be embeddable in a mover-stayer framework if and only if the above inequality is satisfied. I t is also important to notice that if you alter what you regard as the natural time scale of the mobility process so that the matrix is thought of as p ( n ) for a n y even number n, then the condition a + b > 1 + s is still necessary and sufficient for the data to be compatible with the theoretical framework of Equation (8). In fact, in the 2 X 2 case this condition also ensures a unique inverse.
The criterion a + b > 1 + s becomes more meaningful if you recall that the original data sets examined by Blumen, Iiogan, and hIcCarthy gave rise to p ( n ) having diagonal elements larger than those predicted by a siniple JIarkov chain model. For a two-state process a criterion for p(n),71 to be compatible with the 3Iarkov structure Mn is just a + b > 1 ; however, once you postulate two types of individuals, stayers and movers, in proportions s and 1 -s respectively, you are describing evolution via transition matrices whose diagonal elements must be larger than the corresponding one-type SIarkov model by precisely the mixing fraction s. An analogous condition also holds for processes with more than two states and for rather general matrices A full mathematical discussion, however, is somewhat intricate and will appear in Singer and Spilerman (1974) . A final point with regard to the criterion a + b > 1 + s is that even if you cannot estimate the mixing fraction s directly, you can still indicate the largest possible value of s which allows the matrix fj(n) to be compatible with a mover-stayer theoretical framework; namely, supremum s such that 1 + s < a + b. where sxl = (proportion of the population in state i a t time zero that consists of type-A persons}. Analogous to example 1 the individual-level 7 I t should be observed that a 2 X 2 stochastic matrix P(n)with n odd is always compatible with a discrete-time Markov structure. Thus if you are restricted to taking observations only a t time zero and one other time, the addit~onal measurement should be made a t an even time to provide the most elementary test of compatibility with a Liarkov model. This discussion also applies to 2 X 2 stochastic matrices P(n) thought of as observations generated by a mover-stayer model. vector process [Xl(k), . . ., x~( k ) ] , k = 0, 1, 2, . . ., is not directly observable; however, the pooled population is observable a t a few time points and it is from these data that information about the matrices AT,, . . ., MN, postulated by the theoretical structure, must be inferred.
The population-level process may be described by a 
This formulation of a mixture of hfarkov processes can be extended to the case where each individual in the population has his own MA matrix. This approach was suggested by AlcFarland (1970) in recognition of the fact that heterogeneity in social mobility is attributable to an assortment of individual differences-in race, ethnicity, parental SES, educational attainment, and so forth. Spilerman (1972a) has presented a regression method for estimating the individual J~A matrices from an observed population-level matrix P(1) and data on the determinants of heterogeneity. Because of its complexity, a discussion of embeddability and inversion methods for this model will be deferred to the companion mathematical paper (Singer and Spilerman 1974) .
Example 3. Let (Xx(t)}~>o be a continuum of independent continuous-time JIarkov chains whose transition probabilities are governed by the exponential formula The processes (Xx(t)}i>o should be thought of as describing the evolution of infinitely many different types of individuals, each type being identified by a number X that specifies its rate of movement. For a fixed value of X (one type of person) this is just the continuous-time XIarkov chain model described in (2.11). Xow, however, we envision a heterogeneous population where a type-)\ individual has waiting times between moves ~vhich are exponentially distributed with parameter A, independent of his previous state. All types of individuals are treated as having the same propensity to move among the states, prescribed by the matrix M.
As in our previous examples, the vector process (Xx(t)}~>o is not directly observable, but we postulate that type-)\ individuals occur in the total population with a frequency described by a probability density g(X). Then the observable macroscopic-level process, which consists of the mixture (or pooli~lg) of all types of individuals, can be described by random variables Y(t), t 2 0, whose values are t,he possible states of the component types (Xx(t)Jx>o and whose transition probabilities are governed by the mixture of Markov transition matrices
The entries of P(t) have the usual interpretation, This formulation may be viewed as an extension of the mover-stayer model, and it was developed in that light by Spilerman (1972b) . In applications, g(X) is commonly specified as a gamma density because of the ability of this functional form to describe a variety of unimodal curves, unimodality being a reasonable characterization of the frequency of occurrence of different types of persons (with respect to rate of mobility) in heterogeneous populations (Palmer, 1954, p. 50; Taeuber, Chiazze, and Haenszel, 1968, p. 46) .
Subject to hypothesis (13)) the integral (12) may be evaluated as where the -ath root of the preceding matrix is defined by the power series in M , Equation (14) is amenable to two substantive interpretations depending on the role assigned to the parameters a and P : Formulation 1. View the population as heterogeneous with the gamma family of distributions describing the proportion of individuals of type X in the total population. Then the macroscopic-level process Y(t) may be represented as where X(k), k = 0, 1, 2, . . ., is a discrete-time RIarkov chain with onestep transition matrix -44 and T(,,p)(t) is a negative binomial process acting as the intrinsic clock for the pooled population. T(,,s)(t) may be thought of as a Poisson process with gamma-distributed parameter. I t has the probability distribution in which the term for v denotes the proportion of the population making exactly v transitions in the time interval (0,t). This is just another instance of the notion of subordination already discussed in section 2.11, except that now X[T(a,B,(t)] is no longer a hlarkov process.
From the point of view of available data, information on T(,,B,(~) can often be obtained without collecting individual histories. For instance data on the distribution of number of moves in mobility processes are reported in Palmer (1954, p. 50 ) and Lipset and Bendix (1959, p. 158) . Using the mean and variance of the negative binomial variate T(a,B,(tl), where t l is an arbitrary observation time, estimates of the gamma parameters a and p can be computed from these observed population distributions. At the end of the epoch 7 1 he again makes a decision to move according to the stochastic matrix M . (iii) The above steps are repeated, and individuals in the homogeneous population evolve according to a continuous time stochastic process X(t) with transition probabilities given by Equation (14) . This is a special form of semi-hlarkov process; a more general treatment of this class of processes in the context of social mobility models appears in section 3.3.
This formulation can provide insight into the role of the parameters. For instance, Spilerman (1972b, p. 614) , in an example using data that were artificial but constructed to simulate the nature of heterogeneity in occupational mobility, reports the values a = 1.37 and , 8 =0.92. The value for a is especially interestingg since the waiting time distribution for TO, 71, . . ., with 1 < a < 2 has an infinite variance (and finite mean). This suggests that a substantial portion of the pooled population moves very rarely or not at all, nhich is another way of saying that there is considerable heterogeneity.
The main point about the second formulation, though, is that it is suitable for describing processes where individual histories are not available and a more fexible class of waiting time distributions than just exponential is desired. As we remarked earlier, exponential waiting times guarantee that your mathematical model is a AIarkov process; however, this requirement seems unnecessarily stringent for describing mobility.1° The tw-o-parameter family of distributions F(,,s)(t) = 1 -[P/(P + t)la a,P > 0; t > 0 (18) which arose in the previous discussion describes a more general family of densities f[,,s,(t), all of which have the same form as the exponential density (see Figure 1) . Indeed the exponential with parameter A arises as a limiting case of F(a,8)(t) 1%-hen1' a -+ a ,P -+ a ,and a/@= A.
T h e second parameter, P, is merely a scaling factor. l o In fact, sociological hypotheses that invoke the Markov property (indel~endence of future state from past locations, given current state) to describe state changes a t the occurrence of a move often place no requirement on the waiting-time distributions. I t would be incorrect to test such a thesis by fitting a Markov chain to the observed data.
l 1 This can be seen by espanding both Equation (18) and the cumulative distribution function for an exponential, Fx(t) = 1 -e c X 1 ,in power series.
6OCIAL MOBILITY MODELS FOR HETEROGENEOUS POPULATIONS
The simplest mathematical caricature of embeddability and an inverse problem for the model (14) arises again for a two-state process. For this special situation an empirically determined stochastic matrix corresponding to observations a t times zero and t l is compatible with the theoretical framework (14) if and only if a + b > 1.For a fixed cr and P in Equation (14) this condition also ensures a unique solution to the inverse problem, which is given by Necessary and sufficient conditions for an observed p. X r stochastic matrix P(tl) to be representable in the form (14) can be determined in principle. However, the criteria become very complicated as r increases and computational algorithms to test for embeddability are needed. In section 4.1 we present some general embeddability criteria for r = 3 and indicate conditions valid for arbitrary r when the sociological context permits stronger assumptions about the structure of M than just requiring it to be a stochastic matrix. A full discussion of the computational problems arising from embeddability tests will appear in Singer and Spilerman (1974) .
In concluding our discussion of the present example, it should be pointed out that a simple strategy to check for embeddability and uniqueness of M is to calculate an r X r matrix according to Equation (19) and check whether or not the computation process yields a stochastic matrix as opposed to a complex-valued one. If this matrix is stochastic and if the observed p(tl) satisfies the condition inf;[$;;(tl)] > %, you can verify that the computed matrix M is in fact the unique stochastic M compatible with the data. This test was used by Spilerman (1972b, p. 607 Yi.Examples of this situation are presented in section 4.1.
One interpretation of empirically determined matrices for which the diagonal elements are all greater than % is that on the natural time scale of the mobility process the observations are sufficiently close to time zero so that many moves away from the origin state have not yet occurred. In a mathematical context inf;[p;;(tl)] > M is a condition which guarantees that in computing [p(tl)]-'la you are on the principal branch of the -1/ath root of the matrix, thereby ruling out complex matrices as well as other real stochastic matrices M in the inversion formula (19). A complete mathematical treatment of these issues will appear in Singer and Spilermall (1974) .
Example 4. From a substantive point of view, a principal defect of the individual-level description in example 3 is the requirement that a person's waiting-time distribution be the same in every state. We should like to eliminate this constraint and permit a full Markov mode to characterize the movements of an individual. This is desirable since there are many instances in which rate of movement is a function of system state; for example, industries differ in their rates of employee separation (Blauner, 1964, pp. 195-203) .
We therefore classify a person according to the diagonal matrix where 1/Ai has the interpretation, "average waiting time in state i."
Then let ( X A (~) ] A > O a be continuum of independent continuous-time Xlarkov chains whose transition probabilities are governed by
This is just the formulation of section (2.111) except that now the family (XA(t)]A>o is thought of as describing the evolution of infinitely many different types of individuals, each type being identified by a distinct, positive, diagonal matrix A. Individuals of type A are viewed as occurring in the total population with a proportion specified hv a joint probability density g(A1, . . ., A,). The macroscopic level (pooled population) is then describrd by random variables Y ( t ) ,t 2 0, whose values are the possible states of the component types (XA(t)) and whose transition probabilities are governed by the mixture of Markov transition matrices A flexible 2r-parameter family of distributions analogous to Equation (13) and useful for describing heterogeneity in the full population is g (~l ,
where a,,@,> 0, and i = 1, 2, . . ., r.
A major analytical difficulty arises in dealing with the representation (21), even for specializations such as Equation (22), because sim-ple evaluations of the integrals in terms of rational functions of M or finite linear combinations of exponentials cannot be carried out. The source of this mathematical difficulty is the fact that the matrices A and M are noncommutative, that is, AM # MA. A discussion of numerical methods for evaluating expressions such as Equation (21) will appear in Singer and Spilerman (1974) .
Although we cannot obtain a convenient expression for P(t) analogous to Equation (14) in the case where the rate of movement parameter was specified by a scalar, we can evaluate P(t) numerically for illustrative purposes. In particular, Equation (21) (22), we obtain where the entries in matrices represent the ( i , j ) terms. Although the corresponding terms of higher-order arrays increase rapidly in complexity, the calculations can be carried out by computer for a few terms of the series.
Artificial data were prepared in order to compare this model with ones in the earlier examples. The underlying structure of the constructed data is revealed in Table 1 . Panel (a) shows the individual-level matrix M that was assumed to govern the movements of all persons. The waiting-time distributions are displaycd in panel (b) ; they were constructed by assuming that a gamma density with parameters (a&) describes the population heterogeneity in state i with respect to rate of movement. By varying these parameters over the system states we have built into the data the full range of generality consistent with the present model.
Using the information in Table 1 in conjunction with Equation (23) the matrices P ( l ) , p(2),and P(3) were constructed for the process. These arrays are reported in row 1 of Table 2 . We will interpret them as "observed data"; they depict a mobility process in which there is popu- An identical number of persons was assumed to be present in each state at 1 = 0. The entries in this column were therefore obtained by summing across the states and dividing b y 2. The parameters (a,& for the pooled population were estimated using the median and interquartile range of the empirical distribution in column 3 (Mood, 1950, p. 387). lation heterogeneity with respect to rate of movement, and an individual's rate can depend on the state he is in.
How good a fit would the mover-stayer extension or the Alarkov chain model provide to these data? To investigate this matter the p ( 1 ) matrix in Table 2 together with (a,&, the parameters of the waiting-time distribution for the pooled population, were used to estimate M via Equation (19).Equation (14) was then employed to calculate P ( 2 ) and P ( 3 ) , the matrices predicted by the mover-stayer model. These arrays are presented in the second row of Table 2 . llarkov chain estimates were obtained by raising p ( 1 ) to the second and third powers, which provides identical results to projection from Equation (4). These matrices are reported in row 3 of Table 2 .
The two models produce different kinds of errors when compared with the observed data. The Alarkov model permits the waiting-time distribuitons to vary by state but constrains them to be exponential. This produces sn underestimation of the proportions on the main diagonal when population heterogeneity in a state is considerable (as it is for state 1),12 but produces accurate results where the heterogeneity is small (state 2). The mover-stayer extension permits the waiting times to be other than exponential but constrains them to be represented by a single distribution. With the present data the mover-stayer projections overestimate both main diagonal entries.
I t should be noted that the mover-stayer model is not completely specified in the example. Both the general model of this section [Equation (23)] and the Alarkov model are insensitive to the proportion of the total population in an origin state a t time zero. This is not true for the moverstayer extension when the assumption concerning state-independent waiting times is violated, as it is here. Since the parameters (B,& are calculated from the movements of all individuals, the estimated values \%ill differ according to the origin-state distribution of the population. This means that there are a variety of mobility situations, all consistent with the data in Table 1 and with the matrices in rows 1 and 3 of Table  2 , which \ti11 produce different arrays w-ith the mover-stayer model. The particular matrices reported in row 2 are based on the additional assumption that the population was evenly distributed between states 1 and 2 at time zero (footnote b of Table 1) . l2 The variance of the gamma density ai/# provides a measure of the extent of heterogeneity in state i. For Rather than pursue computational details our intention here is simply to point out that the theoretical framework (21) provides the most general macroscopic level description of a heterogeneous population with individuals classified in terms of their rates of movement, the rates being state-dependent, and evolving according to independent hlarkov chains. As in example 3, the observable process is a particular case of a semi-Alarkov process and this provides a second interpretation for Equation (23), as a homogeneous population with nonexponential waiting times. Here the waiting-time distributions depend on the state acThe part,icular formula (24) arises when the family (22) is used to describe the proportion of type-A individuals in the pooled population.
The variable X(k), k = 0, 1, 2, . . ., denotes a discrete-time hlarkov chain governed by the stochastic matrices M , M2,1W3, . . ., and describes only the jumps of Y(t), not its waiting times in particular states.
In applying this model it should be noted that the data requirements are more extensive than was the case previously. First, until inverse procedures are developed we must have available & rather than p(t), although the latter is the more commonly published datum. Second, we demand a separate waiting-time distribution for each system state in order to estimate the parameters (a,,b,), i = 1, . . ., r. This is in contrast to the estimation of a and ( 3 in example 3 using the subordination representation Y(t) = X[T(,,81(t)]. There we required either the waiting-time distribution for the entire population or, what is more generally available, the distribution of number of moves in the population during (0,t). A similar readily computable description of Y(t) in the present case, governed by Equations (21) and (22), is not possible because of the statedependence of the waiting times. In principle we could write Y(t) = X[T '(t)], where T '(2) = (number of transitions in Y(t) up to time t ) ; however, there is no simple 2r-parameter family of processes, analogous to the negative binomial process, which enables us to solve for (a,,b,) i = 1, . . .,r in terms of number of transitions in a sampling interval. For these reasons, in contrast with the mover-stayer extension (example 3)) individual-level data files are necessary to exploit this model. They could derive from either retrospective histories-for example, the Taeuber data file on residence change (Taeuber, Chiazze, and Haenszel, 1968) or from panel studies-for example, the Sew Jersey Segative Income Tax Experiment conducted by the University of Wisconsin Institute for Research on Poverty).
Embeddability and inverse problems for the present model, given observations a t several time points p(tl), p(t2), . . ., p(tk) and varying degrees of information about (ail&), i = 1, . . ., r (ranging from estimation of all 2r constants down to rough inequalities about their range), are also complicated by the fact that A and M are noncommutative. In particular, no simple representation for M in terms of logarithms and rational functions of p(f,)analogous to Equation (19) is available. Numerical inversion methods \%ill be discussed in the context of mobility models in Singer and Spilerman (1974) . I t should be pointed out, however, that a complete discussion of the inverse problem and nonuniqueness of M in the present setting poses substantial mathematical difficulties that are unresolved as of this writing.
Identification of the Determinants of Population Heterogeneity
Let {X~,il.I(t)}A>o,M>o be a collection of independent continuoustime Rlarkov chains whose transition probabilities are governed by the prescription e"(M-'). We therefore classify a person in terms of a diagonal matrix of movement rates and a stochastic matrix which specifies his transition propensities a t a move. For convenience we mill subscript individual q's parameters and a-rite (A,,lll,). We make no assumption regarding particular distributions for {A,) and { M , ) in the population; however, we do require the availability of individual-level attribute data. Our intention is to discuss a method for ascertaining the determinants of population heterogeneity with respect to both rate of movement and propensity to favor transitions to certain states.
(a) Heterogeneity in the rate of movement. Consider the regression equ a t' ion where A,, is the cth waiting-time duration in state i during (O,tl), (XI, . . ., -YK) are variables that are expected to explain individual differences in rate of movement, and the error terms are assumed to be independently distributed. The observations in this regression are the C waiting times in state i. A person contributes more than one observation if he made several moves during (0,tl) which originated in state i ; if he was in this state throughout the interval (and failed to move) he appears once with Ale = t,.
This specification is intimately related to the rate-of-movement parameter of the continous-time hlarkov model according to where the sums are taken over all waiting-time intervals in state i during (O,tl) , and N ; . denotes the number of moves originating in state i. The first equality results from the least-squares procedure of fitting a regression plane (A;, is the predicted cth waiting time, the prediction having been made from the attribute profile (XI,, . . ., Xg,) of the individual associated with this waiting time). The second equality is just Equation (7) restated in terms of waiting times. The & value pertains to the single Markov chain that would be estimated if heterogeneity were ignored; it provides a suitable reference in terms of which population heterogeneity may be described. Combining Equations (25) and (26), and this indicates hour the regression produces a decomposition of the Rlarkov parameter k.The term in parentheses in Equation (27)) incidentally, can be interpreted as the "typical" individual profile associated with a waiting-time interval.
(b) Heterogeneity with respect to choice of destination state. Define a variable yo, that equals 1 if the cth move originating in state i during (0,tl) resulted in a transition to state j, and zero if it did not. Now consider the equation where (XI, . . ., .YH) are variables which are expected to relate to choice of destination a t a move, and the error terms e,, are independently distributed. The observations for this regression are all AT, moves which originated in state i. An individual appears more than once if he made several moves from state i during (0,tl) ;he does not contribute an observation if he failed to move.
The relation between this equation and the corresponding Markov parameters is given by 1 N i .
where N,, equals the number of state i to state j transitions. The equality between the first two terms follows from the regression procedure; the second equality derives from the definition of yi,,, and the third from Equation (7). Again the value fi,, refers to the single Markov chain that would result from treating the population as though it were homogeneous; it provides a useful benchmark from which to characterize hetero-geneity. Combining Equations (28) and (29), the decomposition of the Markov parameter fi,, may be expressed as This equation describes the population heterogeneity with respect to choice of destination state a t a move. The term in parentheses in Equation (30) depicts the typical individual profile associated with a move.
The two regression equations (25) and (28) therefore lead to a decomposition of population heterogeneity in a way that is intimately related to the continuous-time hlarkov chain formulation. Further elaboration of this procedure, in the context of a discrete-time Markov model, may be found in Spilerman (1972a) .
In theory these regressions could be used to construct a A, and 111, for each individual in the population as was done in Spilerman (1972a) . If this is carried out the population-level transition matrix would be written
where V, is a matrix with entry 1 on the main diagonal of the ith row and zero in all other cells (idenoting individual q's location a t time zero) and V = C, V,. Expression (31)13 describes the population-level process when each individual q evolves independently according to a continuous-time Alarkov chain with parameters (A,,M,). I t is the continuous-time analog of AlcFarland's (1970) formulation to accommodate heterogeneity, which was summarized in example 2 of section 3.1.
In practice the estimates for this construction are likely to be poor since we would be computing M , matrices for nonmovers during (0,tl) using only information on choice of destination state by moversEquation (28). Consequently the utility of this formulation lies mainly in its contribution to analyzing heterogeneity, rather than to estimating individual-level parameters for projection.
Semi-Markov Processes and Their Mixtures
When the multivariate density g(A1, . . ., A, ) in Equation (21) is specified as a product of univariate density functions, rgi(Ai), then the same mathematical formalism (21) applies to (a) a heterogeneous population in which each individual moves according to a Markov process l 3 The formula is defined only if V is nonsingular. This condition will hold if one or more persons occupy each origin state at time zero.
with transition matrix M, the heterogeneity in rate of movement being described by g,(X,) in state i;and (b) a homogeneous population in which an individual waits in state i according to the distribution function before transferring according to *If.
For the macroscopic level process Y(t) of example 4, jg,(X,) J were specified as gamma densities (22), and the corresponding waiting-time distributions were given by F,(t) = prob(1vaiting time until a transition is less than t present state is i)
In the Y(t) process of example 3 g,(X,) = g(X) [Equation (13)] and F,(t) = F(t) [Equation (18)l; that is, the description of population heterogeneity in the first perspective, and the waiting time to a move in the second, are independent of the state of the process. These macroscopic level processes are special cases of what are known as semi-hlarkov processes (Pyke, 1961a (Pyke, , 1961b Ginsberg, 1971) . This model is usually presented in the conceptual imagery of a homogeneous population with waiting-time distributions that need not be exponential. For an explicit formulation consider a stochastic process Z(t), t 2 0, with a finite number of states which, again, may bc occupational categories, geographic regions, or income levels. The transition probabilities for the semi-fiIarkov processes treated here are the unique solutions of the system of integral equations where p,,(t) = prob[Z(t) = j 1 Z(0) = i]; 6,, = 1 if i = j, 0 if i # j; and 1 2 i,j5 r.
F,(t) is a distribution function which has the interpretation, "probability that a move has occurred by time t"; we assume that it has a density f,(t). The stochastic matrix ,lf with entries m,, describes the propensity to move to particular states. Equation (32) is therefore amenable to the following interpretation. (a) When i # j, p,,(t) consists of the sum of products of three factors: the probability of a first transition out of state i a t time s, the probability of a state i to state k transition a t that move, and the probability of transferring to state j by some combination of moves during (s,t). The summation is over all intermediate states k and over all time points s in the interval (0,t). (b) When i = J , then, in addition to the preceding factor, there is a possibility of not transferring out of state i during (0,t). The associated probability is specified by the first term.
When f,(t) = X,e-hl, the system (32) is equivalent to the differential equations (3) with Q written in the factored form Q = A(dI -I). Thus the integral equation formulation (32) is a transparent way of saying that a stochastic process governed by these equations behaves like a hlarkov process except that the waiting-time distributions can be represented by general density functions f,(t).
With these preliminary notions a t hand n e now indicate two contexts in which semi-llarkov processes are a natural description of social mobility.
Example 1. R. AlcGinnis (1968) adapted the notion of monotone hazard rate in reliability theory to a phenomenon he calls cumulative inertza, which has the interpretation that the longer a person rcmains in a particular state (occupation, geographic region, and so on) the less likely he is to move out of that state in the immediate future. Presumably, with increasing duration a person establishes social linkages and in other ways acclimates to his setting so that the attractiveness of remaining is increased. Ginsberg (1971) has pointed out that a semi-Markov process with decreasing event rate provides a formalization of this notion. A mathematical caricature of cumulative inertia can be stated in terms of the waiting-time distributions F,(t) via the function The expression ri(t)dt can be interpreted as the probability that a person known to be in state i a t time t will exit from that state in the next dt units of time. Then cumulative inertia simply means that r(t) is a monotone-decreasing function of t.14 A simple two-parameter family of waiting-time distributions with monotonr-decreasing cumula,tive inertia is given by For this specification, ri(t) = Xiy,tyt-l. Kow classification of an individual evolving according to a semi-JIarkov process would be to characterize him by the family of distributions 3 = (Fl(t) we can consider {X3(t)] as a continuum of independent semi-llarkov processes describing the mobility of individuals whose rates of movement are governed by Equation (34). It is assumed that the individual rates are distributed in the total population with proportions governed by a probability density g(A1, . . ., A,; yl, . . ., 7,) . Then the macroscopic level process Y(t) is defined as a stochastic process whose possible states coincide with those of { X s ( t ) ] but whose transition probabilities are governed by P'"
[S(t;X1, . . ., A,; 71, . . .,y,; 114) 
In this simple setting we treat yl, . ., y, as fixed, although this is certainly not an essential conceptual restriction. The rationale for using the gamma distributions in the present context remains the same as that presented for mobility processes, where individuals evolved according to RIarkov rather than semi-hlarkov processes. The question of computationally effective solutions of the inverse problem for mixtures of semi-Jlarltov processes is a t present unresolved; an indication of the mathematical difficulties and some suggested lines of attack nil1 be presented in Singer and Spilcrman (1974) . This very general process (35), incidentally, provides us with a formulation in nhich both a duration of residence effect and population heterogeneity can be postulated. In the preceding models, and in the few other discussions of semi-JIarkov models as they pertain to social mobility (Ginsberg, 1971, p. 254) , one nas compelled to specify individual-level behavior as hlarkovian if the heterogen~ity perspective was adopted, and the population as homogeneous if a duration-effect mechanism was postulated. Clearly both processes could he operative, and we should prefer a model in ~vhich they can be incorporated simultaneously.
A final point concerning s~mi-Alarkov processes is that the formulation given by Equation (32) does not describe the most general process of this kind as treated in the mathematics literature. In particular the original semi-hlarkov framework allowed for waiting-time distributions that could depend on the next future state as well as on the current state of the process. This level of generality, however, demands a more extensive data base than is currently available for most social mobility situations; hence we have restricted our attention to a subclass of semi-Markov processes which requires the estimation of fewer parameters.
INVERSE PROBLEMS
In the previous sections we have indicated a few examples of inverse problems and their associated embeddability questions. This aspect of our study really involves an independent mathematical development which also seems to be of considerable importance outside the context of social mobility models, and which will be elaborated in a separate publication. In the present section we simply illustrate the flavor of inverse problems and give some indication of general diagonostic strategies for recovering partial information about the fine structure of a mobility process from information about its behavior at a few points in time.
Before proceeding to the examples, we would like to point out where the inverse problems of this study fit into a larger mathematical framework. To fix the ideas, recall the matrix differential equation whose solutions are the transition probabilities for continuous-time AIarkov chains. Rather than being given a particular differential equation (that is, a fixed Q) and asked to compute a solution P(t) (a "direct problem"), an inverse problem has a class of differential equations and partial information about a solution [usually P(ti) for a few values of i] as given ingredients. From this information the problem is to find the particular differential equation that is compatible with the observed solution.
The overall strategy of inverse problem formulation and interpretation in the context of social mobility is described here entirely within the context of a homogeneous population evolving according to a continuous-time llarkov chain. The key point is that all the issues which must be faced in more complicated mixtures of RZarkov and semiRIarkov formulations are already present in this setting.
Step 1: Embeddability
From an empirical point of view, the most primitive question to be asked about a stochastic matrix P(tl), estimated from observations a t times zero and tl, is whether or not it is compatible 114th the theoretical framework P(t1) = e"Q where Q is an r X r matrix satisfying I -a < q;; < 0 q;j 2 0 for i # j
This problem has a long history in the mathematics literature (see Singer and Spilerman, 1974 , for references), and our purpose here is to indicate its solution for two-and some three-state processes as well as for general finite-state birth and death processes. Case 1. If P(t1) is a 2 X 2 stochastic matrix denoted by it can be represented as e t a with Q satisfying Equation (36) I t is interesting to note that the matrix which, as indicated in Equation (I), is compatible with a discrete-time rtlarkov model for t l = 3 is not compatible with a continuous-time Markov model for any positive time t,. Another feature of the condition a + b > 1 is that this automatically guarantees uniqueness of Q. In the 2 X 2 case we therefore have a single criterion which ensures both embeddability and uniqueness; note also that this is a weaker requirement than the general sufficiency condition for uniqueness, inf,[p,,(tl)] > %.
When the inequality a + b > 1 is satisfied, the unique Q-matrix governing the evolution of the continuous-time Marlrov chain is given by A further ramification here is that compatibility of the data with a continuous-time hlarkov model and unique identification of Q can be checked by observations at time zero and only one other time point; this time point may be chosen arbitrarily by the experimenter. Similar criteria can be given for 3 X 3 matrices having complex eigenvalues, negative real eigenvalues of even multiplicity, as well as for general r-state matrices. The explicit inequalities become very intricate as r increases; however, they are all established by observing that log P may always be evaluated in principle as a polynomial in P of degree a t most r -1. Then inequalities such as Equations (38) and (39) arise by requiring that log P = CoI + c1P + . . . + c,-lP'-' be real and a matrix satisfying Equation (36).
Case 3. If a sociological context allows us to restrict consideration to continuous-time models where the only allowable transitions are to nearest neighbor states, then we have a simpler criterion for P(t1) to be representable as etiQ with Q satisfying Equation (36) and q~ = 0 for I i -j/ > 1 (i.e., Q is a Jacobi intensity matrix). In particular a necessary condition for an r X r stochastic matrix P(t1) with strictly positive determinant15 to be representable as eta with Q a Jacobi intensity matrix is that all its entires and the following 2 X 2 subdeterminants are strictly positive (Karlin and McGregor, 1959) : choose il < i2, jl <j 2 arbitrarily and check16 I t is important to notice that the class of models etQ with Q a l 5 det P(t1) > 0 is a necessary embeddability condition for arbitrary finite state Markov chains (see e.g. Kingman (1962) ).
l 6 Necessary and suficient conditions for embeddability in a birth and death structure can be derived by computing log P = CoZ + . . . +Cv-~P7-l and demanding that this matrix not only satisfy (36) but also that its entries for li -jl > 1 be 0. For 3 X 3 matrices this would mean that the partial inequalities in (38) be exact equalities for 1 i -j 1 > 1.
Jacobi matrix has been widely used in sociological investigations even outside the context of social mobility (e. g., Coleman, 1964, chap. 10, 11, 14) . In the mathematics literature these processes are referred to as finite-state birth and death processes (Feller, 1968, chap. 17) , and they also have a long history of use as baseline models in particle physics, chemistry, and biology. The criteria (40) provide a simple, readily computable test for compatibility of a stochastic matrix with a birth and death model for an arbitrary, finite number of states. The interested reader can check that in Coleman's (1964, pp. 462-465) application of a birth and death structure to English mobility data there are numerous violations of this embeddability condition.
With these examples at hand, we should emphasize that the above inequality tests can be considered as devices for isolating the class of stochastic matrices compatible with particular continuous-time hlarkov structures from the class of all stochastic matrices." Once it is concluded that a matrix is embeddable in a AIarkov structure, the next step is to identify all intensity matrices Q that could have given rise to the observed P(t1).
Step 2: Identification of Q If the observed matrix p(tl) is embeddable and the condition inf;[p;;(tl)] > is satisfied, then we can calculate a unique Q:
Another sufficient condition for uniqueness is that the eigenvalues of P(t1) be real, positive, and distinct.
In order to illustrate the methodological difficulties that might arise when dealing with matrices P(t1) which are embeddable in a continuous-time hlarkov structure but do not satisfy these conditions, we consider the following example. Suppose you estimatels '7 If a matrix is embeddable in a Markov structure this means that it could have been generated by a Markov process; further tests of the sort outlined in section 2.2-1 are necessary t o confirm this possibility.
l 8 This example is originally due to Speakman (1967) .
where e = e-2~42 and tl = 4n/& = 7.26. This stochastic matrix has a representation etlQ for the following intensity matrices:
If a researcher is constrained to estimating just this P(t1) from data, he will find these two substantively distinct matrices compatible with his observations and with a continuous-time Markov model. In particular, Q1 and Q2 correspond to processes where the holding times between moves are exponentially distributed with parameter 1, regardless of state; however, a process governed by QI allows only transitions through states in the cyclic pattern 1 -+ 2 -+ 3 --t 1 --t 2 -+ 3. . . etc. On the other hand, a process governed by Q2 allows equally likely transitions from any one state to any other state. Sociological argument must decide which of these two alternatives is substantively meaningful if a single observation beyond t = 0 is a constraint on the study. Alternatively if you compute etQl and etQ2 for general times t, you find that Pl(t) = efQ1 is a 3 X 3 stochastic matrix with entries pi:)(t) = 1/3 + (2/3)e-3t12 cos &t/2 i = 1, 2, 3 whereas Pz(t) = etQz is a 3 X 3 stochastic matrix with entries When t = 4kn/<3 (k = 0, 1, 2, . . .), Pl(t) = Pz(t) and you cannot discriminate between these two processes. The difficulty to be highlighted here is that the observation time dictated by the experiment turned out to be inconvenient for unique identification of Q. However, if one more observation is allowed, the above calculations indicate that if it is taken a t time 6n/<3 (i.e., k = 3/2, then ?Glog P (+) 4n < 3 and must both be equal to either &I or Q2. Whichever is observed will identify the unique Q-matrix compatible with a continuous-time Jlarkov model for the mobility process under examination.
The phenomerion described above arises because of nonuniqueness of the logarithm of a stochastic matrix. As indicated earlier, a sufficient condition for uniqueness in the Markov case is that inf, [p,,(tl) ] > x;however, there is no a priori reason to believe that this condition will hold in environments where Ilarkov models might be applied. Hence a more thorough understanding of the nature of nonuniqueness as illustrated by the preceding example is clearly needed. Some progress in this direction, both for the llarkov and semi-lIarkov models arising as mixtures according to the recipes of section 3, is described in Singer and Spilerman (1974) .
We conclude with an overview of diagnostic strategies for the social mobility models formulated in the previous sections. Many of our remarks should be viewed as suggestions for future research; however, a discussion of several mobility data sets from this point of view, together with a presentation of appropriate data analytic techniques, will appear in a separate publicatio~i of the authors.
(A) Select a class of llarkov or semi-IIarkov models, such as those in section 3, which seem to correspond to prior evidence and theories about the nature of heterogeneity in the population you arc observing.
(B) Check for embeddability. A necessary condition for an observed r-state matrix to be embeddable in a birth and death structure was reported in section 4, as were necessary and sufficient conditions for an observed 2 X 2 matrix or one of a class of 3 X 3 matrices to be embeddable in a continuous-time hlarkov process.
(C) Check for a unique solution to the inverse problem. A sufficient condition for uniqueness in the continuous-time models we have explored is the criterion inf,[p,,(tl)] > M. The nonuniqueness phenome-11011 illustrated in our previous example frequently occurs for logarithms, roots, and more general inverse formulas of matrices with repeated eigenvalues. Thus a useful strategy in dealing with empirically determined matrices P(t1) having distinct eigenvalues, some of nhich are within several significant digits of each other, is to adjust P(tl) to force equality of the eigenvalues and compute all Lll-matrices or Q-matrices (depending on the context) compatible with both a repeated eigenvalue estimate and a distinct eigenvalue estimate. Thc point here is that many sociological data involve severe "noise," and you may miss an opportunity to examine and interpret a substantively meaningful matrix JI by treating the observed matrix P(t1) as though it were error-free. Indeed, because of sampling error in the observed matrix p(t1) you may have computed the zurony M for the process! (D) The calculation of compatible matrices L W via numerical inversion algorithms should be followed by a determination of time points beyond that of the original observations to and t l a t which it nould be possible to discriminate among competing candidates. An instance of this was the identification of the time 6 n / d 3 in the previous section where an estimated p(6n/&) could be used to discriminate between Q1 and Q 2 . This portion of the diagnostic process really falls within the framework of experimental designs for mobility processes, an area that to the best of our Itnowledge is completely unexplored.
Finally, we should mention that the methodological issues raised in the present work carry over to much more complicated settings where the theoretical frameworks involve non time-homogeneous processes, a simultaneous treatment of mobility by persons and by vacancies in an occupational structure, as well as multi-type processes with interacting sub-populations. Inverse problems in these settings are almost totally unexplored; however, the reader should consult H. White (1970) for a stimulating discussion of model construction and data requirements as they pertain to some of these topics.
APPEiVDIX: COL$lPUTISG F CAVCTIOLYS OF MATRIX ARGD'LWEST
A key step in the production of inversion formulas is often the evaluation of an analytic function of matrix argument. I n the continuous-time Markov case we required a computation of Q from an observed p and a postulated structure etQ. This involves calculation of log p, where p is a stochastic matrix. Analogously, in the discrete-time Alarkov model we required a recipe for computing the nth roots of p.
A natural formulation of analytic functions f ( x ) with x replaced by a matrix is the contour integral definition where F is a smooth, closed curve that encloses the eigenvalues of P, and f ( { ) is single-valued and analytic. The components of ({I -P)-I are of the form ( -1 )i +~&~ ({I -P);' = -4 ( 0 where +({) = determinant of ({I -P ) , and +ij = determinant of the (n -1) X (n -1) matrix obtained by deleting the jth row and ith column of {I-P.
To illustrate the use of this formulation we calculate log P when P is the 2 X 2 stochastic matrix
The steps in the computation are
The eigenvalues of P are the roots of +(t) = 0 and are given by yields log P = For this to be a legitimate Q-matrix we require simply that log(a + b -1) is real. This will happen if and only if a + b > 1. Thus we obtain the condition that P is representable as eQ if and only if a + b > 1.
For a second application of the contour integral we calculate the cube roots of which is Equation ( I ) in the text. Here as the only real-valued root. This matrix is Equation (2) in the text. (1965, pp. 103-118) .
A m o r e e x t e n s i v e discussion o f t h e role o f contour integral f o r m ulations in producing inversion formulas for t h e m o d e l s o f section 3 is g i v e n in J o h n
