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Abstract
Clinical decision-making for patients with multiple acute or chronic diseases (i.e. mul-
timorbidity) is complex. There is often no ’right’ or optimal treatment due to the poten-
tially harmful effects of multiple interactions between drugs and diseases. This makes
it necessary to establish trade-offs between the benefits and risks of different treatment
strategies. This means also that there may be high levels of risk and uncertainty when
making decisions. One factor that can influence how decisions are made under conditions
of risk and uncertainty is the decision maker’s personality. The studies of this dissertation
used biosignals and eye-tracking methods and developed pointer tracking techniques to
monitor human computer interaction to assess, using machine learning techniques, the
individual personality of decision makers.
Data acquisition systems were designed and prepared to collect and synchronize: 1)
physiological data - electrocardiogram, blood volume pulse and electrodermal activity;
2) human-computer interaction data - pointer movements, eye tracking and pupil di-
ameter; 3) decision-making task data; and 4) personality questionnaire’ results. A set
of processing tools was developed to ensure the correct extraction of psychophysiology-
related features that could manifest personality. These features were combined by several
machine learning algorithms to predict the Big-Five personality traits: Openness, Consci-
entiousness, Extraversion, Agreeableness and Conscientiousness.
The five personality traits were well modelled by, at least, one of the sets of features
extracted. With a sample of 88 students, features from the pointer movements in online
surveys predicted four personality traits with a mean squared error (MSE)<0.46. The
blood volume pulse responses in a decision-making task trained in a distinct sample of
79 students predicted four personality traits with a MSE<0.49. The application of the
personality models based on the pointer movements in the personality questionnaire in
a sample of 12 medical doctors achieved a MSE<0.40 for three personality traits. These
were the best results achieved in each context of this thesis.
The outcomes of this work demonstrate the huge potential of broader models that
predict personality through human behaviour, with possible application in a wide va-
riety of fields, such as human resources, medical research studies or machine learning
approaches.
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Resumo
A tomada de decisão clínica para pacientes com múltiplas doenças agudas ou crónicas
(i.e., multimorbidade) é complexa. Normalmente, não existe um tratamento ’certo’ ou
ideal devido aos efeitos potencialmente prejudiciais das interacções entre medicamentos
e doenças. Torna-se assim necessário estabelecer um compromisso entre os benefícios e
riscos de diferentes tratamentos, podendo haver altos níveis de risco e incerteza ao tomar
decisões. Um factor que pode influenciar a forma como estas decisões são tomadas é a
personalidade de quem toma a decisão. Os estudos desta dissertação utilizaram biosinais,
métodos de monitorização ocular e desenvolveram técnicas de monitorização do rato
para analisar a interacção homem-máquina (IHM) por forma a avaliar, usando técnicas
de aprendizagem automática, a personalidade do indivíduo que toma a decisão.
Sistemas de aquisição de dados foram preparados para recolher e sincronizar: 1) da-
dos fisiológicos - electrocardiograma, onda de pulso e actividade electrodérmica; 2) dados
de IHM - movimentos do rato (MR), movimento ocular e diâmetro da pupila; 3) dados da
tomada de decisão; e 4) resultados do questionário de personalidade. Um conjunto de fer-
ramentas de processamento são desenvolvidas para garantiar a extracção de variáveis que
poderão manifestar personalidade. Estas foram combinadas por diversos algoritmos de
aprendizagem automática para prever os cinco grandes traços de personalidade: Abertura
para a experiência, Conscienciosidade, Extroversão, Amabilidade e Neuroticismo.
A modelação de cada traço de personalidade foi conseguida por, pelo menos, um dos
conjuntos de variáveis. Com uma amostra de 88 estudantes, as características do MR em
questionários preveram quatro traços de personalidade com um erro quadrático médio
(EQM)<0.46. As respostas da onda de pulso em tarefas de tomada de decisão numa
amostra distinta de 79 estudantes preveram quatro traços com um EQM<0.49. Para uma
amostra de 12 médicos, a aplicação dos modelos baseados nos MR no questionário de
personalidade obteve um EQM<0.40 para três traços. Estes foram os melhores resultados
obtidos para cada contexto desta tese.
Os resultados deste trabalho demonstram o grande potencial de modelos mais abran-
gentes que prevejam personalidade através do comportamento humano, com possivel
aplicação numa grande variedade de domínios, tais como recursos humanos, investigação
médica ou soluções com aprendizagem automática.
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Médica
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Motivation
1.1 Background
Clinical decision-making for patients with multiple acute or chronic diseases (i.e. multi-
morbidity) is complex [158, 259, 272]. The clinical guidelines for multimorbid patients
are limited in number, even for more frequent cases of multimorbidity and, therefore,
clinical decision-making for multimorbid patients relies on guidelines that were devel-
oped for the treatment of single diseases [109, 173, 256]. These guidelines are inadequate
for multimorbid patients because they do not address the combined impact of potentially
harmful drug–drug and drug–disease interactions or help the physician to determine
a therapeutic path through multiple drug–drug and drug–disease interactions within a
patient.
The complexities of decision making in this situation can mean that there is often
no ’right’ treatment, making it necessary to balance the trade-offs between the benefits
and risks of different treatment strategies [84]. This highlights the point that every pa-
tient is unique and requires a personalized approach. These complexities are also quite
demanding for less experienced clinical decision-makers when trying to develop a ther-
apeutic strategy that safely manages potentially harmful drug–drug and drug–disease
interactions and meets the particular needs of the patient [153, 240].
1.2 Relevance
Between 20–30% of the population (e.g., [158]), 55–98% of persons older than 65 years
(e.g.,[272]) and ca. 90% of hospitalized inpatients are multimorbid [256, 259]. There is an
adverse impact of multimorbidity on health outcomes, quality of life, physical disability,
and mortality [173]. The burden of multimorbidity is reflected in disproportionately
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higher health care resource utilization and costs [109]. These increase exponentially with
the increasing number of concomitant diseases, [109] and the number of concomitant
diseases increases with age [84] (see Figure 1.1). Aging is a driver of multimorbidity
prevalence [258] and the increasing rate of population aging is strong and expected to
continue for years to come [66]. The impact of drug–drug and drug–disease interactions
and polypharmacy [240] exceeds that attributable simply to the combined impact of
individual diseases [32]. This is due to the cumulative effects of multiple drug–drug and
drug–disease interactions within a patient, which intensifies the difficulties, resource use
and costs of managing multimorbid patients [260].
Figure 1.1: Distribution of diagnoses per inpatient in different age groups of a major
city hospital. The in-hospital patient sample is predominantly multimorbid, with MM
increasing with age (adapted from [71]).
Importantly, multimorbidity tends to form disease clusters (or disease combinations).
For example, in relation to cardiovascular disease, coronary heart disease, cardiac insuf-
ficiency, stroke, hypertension, diabetes, dyslipidemia, kidney problems tend to co-occur
[20]. However, a global perspective shows the emergence of new disease clusters that
relate to different and changing demographics and epidemiological patterns of multi-
morbidity across different populations and countries [179]. For example, low-to-middle-
income countries are experiencing a rapid emergence of new multimorbid disease pat-
terns and trends in non-communicable diseases in addition to infectious communicable
diseases [179]. The emergence of new combinations of co-occurring non-communicable
diseases and infectious communicable diseases is increasing the complexities of clini-
cal decision making and introducing risk in the management and healthcare of patients
[148, 178]. A better understanding of how clinical decision-makers develop therapeutic
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strategies to safely manage potential drug–drug and drug–disease interactions and meet
patients’ needs on a personalized basis is needed.
1.3 The present research question
One aspect of decision making, such as when considering multiple Disease–Disease,
Drug–Disease, and Drug–Drug Interactions (DDIs), may be reduced to first developing an
understanding of individual decisions under conditions of risk and uncertainty. Making
such decisions is a complex cognitive and affective process [63, 117]. Physiological signals
have been used to highlight the role of affective processes in decision making [23, 112,
116, 166]. The decision process is reported to be strongly influenced by somatic mark-
ers, i.e., physiological signals that can convey the emotional value of choice options and
influence the decision-making process [24, 63, 147]. Another aspect of decision making
under conditions of risk and uncertainty is whether and how personality affects decision-
making [21, 129, 205]. The close relationship between affect and personality (e.g. [175,
252]) led to the research question: What is the effect of personality in decision-making?
[21, 129, 205].
This research project addresses the identification of personality traits in a decision-
making process through human behaviour. A further connection with decision-making
styles can train and guide less experienced clinical decision-makers based on experts with
a similar personality. Accordingly, this thesis main objectives are:
1. Describe psychological and situational factors that influence real-world medical
decision-making tasks. This integrates the preparation of decision-making tasks
with acquisition of electrophysiological signals and Human-Computer Interaction
(HCI) and development of processing tools;
2. Through machine learning algorithms, model the impact of these factors on indi-
vidual decision-making processes;
3. Provide predictive indices of personality in medical decision-making.
Regarding the first goal, a variety of sources are explored to extract human behaviour
from decision-making tasks. We collected data from HCI, particularly the pointer move-
ments, from the decision-making task and physiological data, taking into consideration
the role of affective processes in choice-making [23, 112, 116, 166]. These signals are
processed to create a set of features that are descriptive of psychological and situational
factors.
The second goal consisted of exploring data and define which data is informative to
meet relevant conclusions. This is a standard procedure in data mining, in contrast to
psychology that the majority of research is driven by theory. In this phase, different ma-
chine learning algorithms are used to combine the extracted information and establish
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a relation with personality traits. From this approach, a set of predictive models are re-
turned for each personality trait and data source, which evaluation metrics were adapted
according to restrictions related to the studies carried out.
The last goal comprises a medical decision-making task in the context of multimor-
bidity, in which the predictive models previously built are applied and tested.
1.4 Thesis Structure
This thesis documents the work developed during a PhD program. It is organized by eight
chapters and four appendices. Figure 1.2 presents the structure of this thesis, with the
question to be resolved and respective objective in the main chapters. These are further
described.
Motivation
Theoretical 
concepts
State of the 
art
Data 
management
What data is 
acquired and how is it 
acquired?
Application to 
medical 
decision-making
Are the models applicable 
to real scenarios of DM?
ConclusionTechnical tools
How data is 
processed 
and interpreted?
Modelling 
personality using 
machine learning
Can data be combined to 
predict personality?
Appendices2. Model the impact of 
these factors
3. Provide predictive 
indices
1. Psychological and situational factors 
collection
Figure 1.2: Thesis structure.
Chapter 1 introduces the background and relevance of this study to then present the
research problem, including the main goals of this thesis. At last, the structure of the
thesis is presented. Chapter 2 introduces the topics addressed throughout the present
thesis. This covers an introduction to phychophysiological signals, human-computer
interaction, decision-making tasks and personality. A literature review of the analysis of
human behaviour, including personality, based on human-computer interaction, decision-
making tasks, physiological signals and medical decision-making tasks are detailed in
Chapter 3.
In Chapter 4, the data acquisition systems used and specific adaptations performed
according to our context are presented. The scientific computation required to process
the data acquired is also introduced. At last, the participants and procedure of the four
studies carried out in this thesis are described in this chapter. The technical tools used
to process and extract useful information from the data acquired during the different
studies of this thesis are presented in Chapter 5. These features are then combined using
machine learning algorithms, which are introduced in Chapter 6, to build predictive
models of personality, which results are also described in the current chapter.
The produced models are finally applied to medical decision-making contexts and its
results are presented in Chapter 7.
4
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The last chapter, conclusions, includes a general discussion of the outcomes of the
thesis, a reflection about the implications of this work and finalizes with applications and
future work.
Four appendices are also provided. Appendix A presents a diagram with a detailed
structure of the thesis, in which the outputs of each chapter are provided. This diagram
is recalled in the document to help the reader to link the outputs of some chapters as the
input of others. Appendix B explains the whole process to build the model of uncertainty.
The Appendix C and D present some of the documentation given to the participants
during the studies.
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Theoretical Concepts
To simplify the understanding of the work developed in this thesis, this chapter is an
introduction of all the topics further addressed.
To interpret changes in physiological signals that are not caused by diseases, but by
individual characteristics, it is firstly introduced the nervous system and how it can be
sensed in the human body. Then, a brief description of physiological signals and how its
acquisition is made is included, followed by the physiology analysis and signal structure
of the biosignals used: Electrocardiogram (ECG), Electrodermal Activity (EDA) and Blood
Volume Pulse (BVP).
Considering that human-computer interaction can also be a source of data on indi-
vidual characteristics, a description of eye-tracking and pointer tracking systems is also
included in this chapter. The eye-tracking system enables the acquisition of a different
biosignal: the pupil diameter.
The process of decision-making in the context of this thesis is generally introduced
and medical decision-making is then considered at greater depth.
A more detailed treatment of personality is provided as this is not typically addressed
in the biomedical engineering field.
2.1 Physiological Signals
Physiological signals, or biosignals, are the record of an electrical, chemical or mechan-
ical activity that occurs during a biological event that can be measured, analysed and
processed [82].
The information collected from sensing technology in physiology is remarkably im-
portant to assess the human functional state, which may be useful for medical diagnosis.
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Considering the uncountable physical phenomena, biosignals development and enhance-
ment is a continuous process. For that reason, human health monitoring systems are
increasingly used. However, the number of sensors in use compromises patient’s comfort
while using the system, thus it should be established an equilibrium between these factors
[104].
Over the years, different methods for biosignals classification were used according to
diverse characteristics of the signal, such as waveform shape, temporal properties and its
origin. The last, and more complete approach is making the classification by its origin
[82, 104]:
• Bioelectric: a measure of the electric field that is propagated by the cells (e.g. ECG);
• Biomagnetic: a measure of the magnetic fields (e.g. magnetoencephalogram);
• Biochemical: give information about the levels of chemical substances in the body
(e.g. pressure of oxygen in the blood);
• Biomechanical: a measure of mechanical functions (e.g. mechanorespirogram);
• Bioacoustic: a measure of biological events that produce sounds (e.g. listening to
the heart can help to diagnose heart valve’s malfunctions);
• Biooptical: a measure of biological events with an external light-medium (e.g. mea-
suring the fluorescence characteristics of the amniotic fluid to check fetus health).
To extract information from the biosignals, the raw data directly acquired by the
sensor usually has some artefacts that need to be taken into account. When artefacts
are caused by movements or environment noise, these could be reduced by improving
the acquisition protocol, but when they are caused by individual differences or other
biological events that could interfere with the desired signal, processing tools must be
applied [76, 106].
Pre-processing tools are important to provide a more comprehensible result for the
user and to facilitate the post-processing execution. The signal pre-processing removes
endogenous effects, resulting from other biosignals interference, and exogenous effects,
such as distortion and background noise [76].
The steps usually performed in signal acquisition and processing are sequentially pre-
sented in Figure 2.1. Firstly, the signal is detected by the sensors and the analogical signal
is pre-processed with an amplifier and a filter to remove the undesirable part of the signal.
This filter must have a constant modulus and a linear phase-frequency response to avoid
relevant information losses. After that, the signal is converted from analogic to digital
to certify its use by digital processors. For this, the signal is transformed into discrete
values of amplitude and time. Although these processes imply loss of information, when
the hardware is well designed, the inherent advantages are promising, facilitating the
implementation of post-processing techniques. The digital processing varies according to
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each biosignal and its final purpose. The most common strategies are filtering, averaging
techniques and spectral estimators [76, 106].
Figure 2.1: Signal acquisition and processing steps. Based on [106].
In the following sections are introduced the nervous system and the biosignals ac-
quired in this thesis: electrocardiogram (electric), electrodermal activity (electric) and
blood volume pulse (optical).
2.1.1 Nervous System
The human body is composed of a set of physiological systems that work together to
perform complex functions for the maintenance of the full-body homeostasis. The system
responsible for coordinate the functions of all parts of the body is the nervous system
[106].
Anatomically, the nervous system is subdivided between the central nervous system
(brain and spinal cord) and the peripheral nervous system (cranial and spinal nerves).
However, for this work, the division of the nervous system in terms of functionality has
more relevance. This comprises [83, 106, 146]:
• Somatic nervous system: responsible for carrying and processing conscious and
unconscious sensory information and the control of voluntary muscles (skeletal
musculature);
• Autonomic nervous system: responsible for the transmission and processing of
sensory information from visceral organs and for the control of involuntary muscles
(cardiac and smooth muscles) and glands of the viscera. In other words, this system
maintains homeostasis.
The physiological measurements involved in this work are more related to involuntary
muscles or glands regulation and, consequently, to the autonomic nervous system. This
system is divided into three categories: sympathetic, parasympathetic and enteric system.
The sympathetic system acts in emergencies, to increase the activity of an organ or a gland.
The parasympathetic system has the opposite effect, acting to conserve the body resources
and to reach a relaxation state. The enteric is a system that could be independent of
central nervous system control and is more related to gut functions [83, 146].
Although sympathetic and parasympathetic activates exactly the same body parts,
they act in opposite ways. Sympathetic activation increases heart rates and blood pressure,
stimulates the sweat glands and constricts pupil, in contrast to the parasympathetic
9
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system. Besides the muscles are not controlled by the autonomic nervous system, some
hormones are released by a sympathetic activation that increases the muscle tension. In
cases of stress or trauma, in addition to all the hormones released, the sympathetic system
accelerates the biological processes [83, 99, 104, 146].
2.1.2 Electrocardiogram
The heart is the organ responsible for receiving venous blood, eject it to pass through the
lungs, receive the oxygenated blood and then pump it through the organs of the entire
body. The coordinated contraction of heart muscles is controlled by electric current
spread by specific heart cells. The coordination in each chamber pumping is obtained
by the propagation of the electrical excitation along myocardia that produces the known
structure of the ECG signal [104].
Although the first description of the recording of the body surface of electrical po-
tentials generated by the heart was in 1887, it was only in 1924 that Willem Einthoven
presented the mechanism of the electrocardiogram following the discovery of the string
galvanometer [56]. Nowadays it is one of the most used diagnostic tools and, once the
signal represents the electrical activity of the heart, ECG is a human vital signal.
To record ECG in a medical context, conventionally, electrodes are placed on each arm
and leg, and six electrodes are placed at defined locations on the chest [139]. For research
purposes, the number of leads can be reduced in accordance with its objectives.
The result of an ECG, as illustrated in Figure 2.2, presents a unique form with posi-
tive and negative waves. The waveform is obtained by the spread of the depolarization
and re-polarization of the muscles and the signal of the waves depends on the spatial
spread direction. The first wave is the P wave that represents the depolarization from the
sinoatrial node to the atria, the QRS complex represents the total depolarization of both
ventricles and the T wave the ventricles re-polarization. The atria re-polarization has a
little amplitude and occurs at the same time as the depolarization of the ventricles, so it
is not visible [42, 104].
Figure 2.2: In (a) is represented a unique cycle of the ideal ECG and in (b) is represented
four cycles with different R-R interval. From [99].
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The typical time interval of the ECG waves are influenced by the autonomic nervous
system and could be changed with health conditions. In Table 2.1 are the normal duration
of each ECG component. The QT interval, which represents the action potential, is
amended by Heart Rate Variability (HRV) [139].
Table 2.1: ECG components and respective duration [42, 132].
ECG Components Description Normal duration (ms)
P wave Atrial depolarization 80-110
QRS complex Ventricular depolarization 60-120
T wave Ventricular repolarization 100
PR interval Atrial depolarization plus atrioven-
tricular node depolarization
120-200
QT interval Action potential duration 200-500
The R peak is the most evident structure in the ECG (see Figure 2.2). Through its
detection, it is possible to calculate the interval of time between two R peaks in millisec-
onds and extract the Heart Rate (HR) [104]. Moreover, the analysis of the HRV enables
the extraction of linear (statistical, geometrical and frequency domain) and non-linear
features that are proven psychophysiological measures. The Standard Deviation of the
NN interval (beat to beat interval), the HRV triangular index and the Ratio between Low
and High Frequencies (LF/HF), are frequently used in psychology research [3, 113, 155].
These tools have an important role associated with a high correlation between the HRV
and Autonomous Nervous System (ANS) responses to regulate phenomena like sleep
phases or emotional activity [104].
In healthy conditions the cardiac rhythm could be differentiated in 1) normal sinus
rhythm (frequency between 60 and 100 Beats per Minute (BPM)); 2) sinus bradycardia
(frequency below 60 BPM), that may result of increased vagal or parasympathetic tone;
and 3) sinus tachycardia (frequency above 100 BPM), that may result of physiological
response to physical exercise or psychological stress [156]. Directly related to heart func-
tion, ECG has been used in clinical applications to detect diseases like [167]:
• Cardiac arrhythmia: irregular heartbeat;
• Myocardial infarction: when blood flow decreases or stops to a part of the heart;
• Hypertension: high blood pressure.
In addition to heart-related diseases, ECG is also been used in diverse applications,
such as biometrics or psychophysiological studies [50, 92].
2.1.3 Electrodermal activity
The skin is the major organ of the human body and provides sense and protective func-
tions. On the one hand, the skin has receptors to provide sensory information related
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to touch, pain or temperature. On the other hand, skin protects the entry of dangerous
matter from the environment into the body. Besides, skin regulates the body temperature
through the adjustment of the vessels volume or by the controlled production of sweat
[31].
Besides the well-known functions of the skin, in 1888, Féré found that, while passing
a small current across two electrodes on the skin, the electrical characteristics of the
skin were influenced, i.e. skin becomes a better conductor of electricity when applied
external stimuli. Later in 1889, Tarchanoff concluded that these electrical changes could
also be measured without applying an external current [31, 42]. To support this electrical
activity on skin, two theories were proposed: the vascular and the secretory theory. The
first relates the increase of skin resistance with the increase of blood flow. The second
defends that the skin resistance is caused by the activity of the sweat glands. Darrow
(1927) confirmed the secretory theory by measuring the activity of the sweat glands and
the skin electric activity, which were found to be closely related [65, 174].
There are two forms of sweat glands: apocrine and eccrine. The majority in the human
body are eccrine glands, which have also been of primary interest to psychophysiologists.
Their main function is thermoregulation, but when located at palmar and plantar sites
the innervation of the glands is different from the rest of the body and they are more
responsive to psychological stimuli than to thermal stimuli. Psychologists have mea-
sured psychological responses through sweat glands, which are directly related with
sympathetic nervous activity, given that skin response is highly correlated with self-rated
arousal [89, 143, 227, 263].
As represented in Figure 2.3, the eccrine gland has a long tubular portion, called
duct, where the sweat will rise until reaching the sweat pore at the skin surface. The
higher the sweat rises, the higher the skin conductivity and the lower the resistance
measured at the skin surface. The amount of produced sweat and the number of glands
activated is dependent on the sympathetic activation [42]. The measured signal at the skin
surface was defined as EDA but different terminologies are also used: Skin Conductance
Response (SCR), Sympathetic Skin Response (SSR), Galvanic Skin Response (GSR) or
Psycho-Galvanic Reflex (PGR).
In line with how EDA was discovered, its acquisition is usually performed with two
electrodes placed on the surface of the skin of the palms or fingers to measure the current
flow and determine the skin conductance. In contrast to general biosignals, in which
the gel of the used electrodes is hypertonic, for EDA this is not suitable because it has
higher conductivity than the epidermis. To solve this issue, the NaCl-based electrolyte is
appropriate to measure EDA, being a salt with monovalent ions in the epidermis surface
and it is preponderant in sweat [31].
The acquisition of EDA results in a signal in microSiemens (µS) and an example of
its structure is shown in Figure 2.4. In contrast to ECG, the EDA signal represents a
slower physiological process, with a lower frequency, and it is not periodic. The signal
is composed of tonic and phasic components. These are referred to as Skin Conductance
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Figure 2.3: Diagram of eccrine sweat gland. From [92].
Level (SCL) and SCR, respectively. SCL is generally low during sleep and high in activated
states such as rage or mental work. SCR can relate directly to stimulus presentation, as
Event-Related Skin Conductance Responses (ER-SCRs), or occur as Non-Specific Skin
Conductance Responses (NS-SCRs) without external stimulation. These responses are
related to attention and are sensitive to stimulus novelty, intensity, and significance [220,
227].
Figure 2.4: Example of an EDA signal.
The typical structure of a SCR associated with a specific stimulus is presented in
Figure 2.5. Between the stimulus application (time t0) and the signal response, emerges
a latency time, without signal variance. Accordingly, as a result of the skin conductance
increase, the signal rises and its local maximum amplitude represents the main parameter
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in EDA analysis. It is evident that the recovery time is longer than the rising time [31, 42].
The typical time intervals of the last described EDA components are introduced in Table
2.2.
Figure 2.5: Illustration of a typical SCR. t0 corresponds to the onset of the SCR, tmax
the instant where the maximum value is reached and thalf the instant where the SCR
returned to half of its maximum amplitude. From [92].
Table 2.2: EDA components and respective values [31, 42].
EDA Components Description Normal values
Change in SCL Gradual changes in SCL measured at two
or more points in time
1-3 µS
SCL Tonic level of the skin conductance 2-20 µS (f<0.02 Hz)
SCR Skin conductance response ' 1 µS (f<0.5 Hz)
SCR amplitude Local maximum in the SCR relatively to
the SCR initiation
1 µS
SCR latency Time interval between stimulus and SCR
initiation
1-3 s
SCR rise time Time interval between SCR initiation and
SCR peak
1-3 s
SCR half recovery
time
Time interval between SCR peak and
point of 50% recovery of SCR amplitude
2-10 s
2.1.4 Blood Volume Pulse
The increase of volume in arteries and capillaries caused by blood flow could be measured
by a Photoplethysmogram (PPG) sensor that generate the BVP signal [134].
Alrick Hertzman described the PPG technique in 1937 for the first time, which wave-
form was defined as an amplified and high filtered measurement of light absorption by
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the local tissue over time [6]. When infrared light is emitted at the surface of the skin,
it is selectively transmitted, scattered, absorbed and reflected. In the case of infrared
light, although there is light absorbed by the skin, part of the light is absorbed by the
blood according to its volume. Measuring the quantity of light reflected back to the PPG
detector, an average of blood volume in the arteries, capillaries, and any other tissue
through which the light passed is possibly determined. Therefore, it is a simple-to-use
and non-invasive technique [6, 7, 48, 134].
The acquisition is usually made placing the sensor on the ear lobe or finger, where the
blood pulses are easily detected [7]. The electrical signal recorded from the PPG sensor,
represented in Figure 2.6, comprises a Direct Current (DC) and an Alternating Current
(AC) component. The DC component is steady and is related to the vascularisation of
the tissue and skin colour, while the AC component is related to changing blood pulse
volume. The AC component is modulated by the Sympathetic Nervous System (SNS)
in frequencies ranging from 0.01 to 0.5 Hz. In the frequency range of 0.5-2 Hz, BVP is
related to the mean heart rate. Given that the signal is a conversion of the light received
by the detector into voltage, the signal is not a quantitative measurement [134].
Figure 2.6: Illustration of a typical BVP wave, with AC and DC components identified.
From [7].
The waveform pulse, presented in Figure 2.7, is the result of two phases: the anacrotic
phase and the catacrotic phase. The anacrotic phase refers to the rising edge of the pulse,
which is related to the systole, and the catacrotic phase refers to the diastole and wave
reflections from the periphery. Also, a dicrotic notch usually appears in the catacrotic
phase in patients with healthy compliant arteries. Heart rate can be simply estimated by
the difference between two consecutive systolic peaks [7].
The primary application of BVP is to be used as ambulatory cardiac monitoring be-
cause it is easy to use, reduces the number of wires compared with ECG and is effective
as a pulse counter and in detecting arrhythmia [29].
The amplitude of pulsation and blood flow are caused by an interaction between
the cardiovascular, respiratory and autonomic systems, which extends the BVP applica-
tions to vascular assessment (e.g. detect arterial disease) and autonomic function (e.g.
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Figure 2.7: Illustration of a typical BVP pulse, with anacrotic and catacrotic phases iden-
tified.
thermoregulation). Changes in BVP amplitude provides information about sympathetic/-
parasympathetic and cognitive/emotional activation (i.e. SNS activation causes a decrease
in amplitude) and, therefore, BVP measurements are commonly used as indications of
psychological arousal in affective computing and Human-Computer Interaction (HCI).
[7, 48, 134, 191].
2.2 Human-Computer Interaction
HCI is a multidisciplinary field of study that involves the design, implementation and
evaluation of interactive systems, with special focus on the interaction between users
and computers [74]. The influence of individually stable patterns of thinking, feeling
and behaviour on HCI is of longstanding interest as it provides a means to study and
improve HCI in terms of usability and user experience (e.g., [73, 200]). In psychology and
cognitive science research, HCI is crucial to understand the user’s perceptual, cognitive
and problem-solving skills [74].
While a person is interacting with a computer, some information is received and other
is sent. The user receives the information from the computer mainly through the senses,
particularly vision, hearing and touch. The first information received by the user is by
looking at graphical interface in the screen, becoming sight a fundamental sense. As an
alert, computers sounds a ”beep”, and therefore, the output is given by hearing. Touch is
more important as feedback of what the user is doing, by feeling the keys moving or the
orientation of the mouse. The user sends information to the computer via motor control,
mainly by typing or mouse control [74].
To analyse the interaction between the user and the computer, an eye tracker and
pointer tracker were used in this thesis to examine human behaviour and infer personality.
The following sections introduce eye tracker and pointer tracker.
2.2.1 Eye Tracker
The human eye is the organ able to capture, adjust and transform light from the outside
world into the brain to be interpreted.
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Briefly described (see Figure 2.8), when light approaches the eye, the first contact is
with the cornea, a clear window at the front of the eye that covers the iris and the pupil.
The cornea refracts the light that is then regulated by the iris, which contracts or expands
to adjust the pupil size according to the intensity or availability of light. The focusing
process is then done by the lens, which projects it onto the retina at the back of the eye.
The retina works together with layers of cells to detect light and turn it into electrical
impulses to be carried to the brain by the optic nerve processed by the brain. The sclera
simply protects the eyeball [233, 279].
Figure 2.8: Eye anatomy. From [233].
In psychology experiments, the eye movements analysis has been used to monitor
visual attention and provide insights into individuals’ cognitive states. The instrument
usually used to track eyes movements since the mid-1970s is the eye tracker [111, 207,
222].
To have more accurate acquisitions, eye-trackers systems detect eyes and head move-
ments. More recent eye-trackers tracks the participants’ eye-movements by tracking the
positions of the participant’s heads using eye-brows, noses, and lips. The corneal reflec-
tion from infrared lights and pupil centre detection are used to distinguish head and
eye-movements [231]. Tobii and SensorMotoric Instruments (SMI) systems are examples
of eye-trackers producers [235, 251].
The tracking of the pupil diameter by eye-tracker systems is also important to relate
to the nervous system. As previously mentioned, the pupil works together with the
iris to control the amount of light entering the eye. If the amount of light travelling
through is excessive, the pupil constricts by the action of the sphincter muscle of the iris
to reduce excessive light. In low-light environments, the pupil dilates to increase the
amount of light entering the eye [28, 279]. Pupil dilation could also be a psychosensory
reflex [64], caused by external sensory events (tactile, auditory, gustatory, olfactory, or
noxious) and by psychological stimuli such as emotions or mental processes. This occurs
because pupil diameter can be mediated by the autonomic nervous system: the dilator
muscle is innervated by sympathetic nerves and its contraction causes pupil dilation;
The sphincter muscle is innervated by parasympathetic nerves and its contraction causes
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pupil constriction [33, 42, 64].
The human pupil size can vary from less than 1 mm to more than 9 mm [33]. In
adults, pupils size are usually equal in size and the normal pupil diameter varies from
2 to 4 mm in bright light to 4 to 8 mm in the dark [238]. In Figure 2.9 is presented an
example of the pupil diameter variation during a light stimulus. The time to react to a
stimulus (latency time) can be 0.2 seconds and the peak occurs in 0.5 to 1-second [9, 85].
Figure 2.9: Example of a pupil reflex to light stimulus. L.P. is Latent Period. From [233].
2.2.2 Pointer Tracker
A pointer tracker consists of the collection of cursor positions by a software. The computer
mouse first version was developed in 1964 by Douglas Engelbart, that used two wheels to
slide across the desktop and transmit x and y coordinates to the computer. Nowadays, the
mechanical mouse was replaced by an optical mouse, that incorporates a light-emitting
diode on the base of the mouse. The fluctuations in the reflected intensity of the red
light emitted are recorded by a sensor that translates them into relative x and y motion.
The track-pad is an alternative to mouse in laptops, in which a specialized flat surface is
capable of detecting finger contact and translate the motion to a relative position on the
screen [74].
In comparison to eye-tracking, a wide range of eye movement behaviours have been
associated with pointer movements behaviours. Data acquisition of cursor positions has
the advantage of being easy to implement and is already integrated into the use of the
computer. In contrast to eye-tracking that requires a specialized device and, consequently,
requires the physical presence of the person to make an acquisition, the pointer acquisi-
tion can be done in any computer and, therefore, a great number of individuals can be
simultaneously evaluated [52, 212].
In most cases, pointer data is used to test web pages usability in order to improve the
user experience, but extraction of features from the pointer coordinates to study users’
behaviour is increasingly being explored [54, 92, 114, 123, 127, 137].
18
2.3. DECISION MAKING
To analyse mouse trajectories, a wide variety of measures in the temporal and spa-
tial domain can be extracted. The most common temporal features are velocity and
acceleration. Examples of spatial variables include distance travelled, angle of direction,
curvature and straightness - the ratio between the Euclidean distance from the starting
to the ending points and the total path distance [4, 53, 91, 203].
2.3 Decision Making
Almost everything a human does during his daily life involves decisions. This occurs
when there is more than one alternative to choose and these led to different outcomes.
Balleine defined decision making as ”the ability of humans and other animals to choose
between competing courses of action based on their relative value of consequences” [18].
While some decisions are momentary, such as ”Shall I bring the umbrella today?”,
most decisions take time and, therefore, to guide and improve the decision making pro-
cess, some authors describe it as a step-by-step process [105, 108, 157, 193]. For example,
in 2008, Guo created a model to aid health-care managers [108]. This is called DECIDE,
which consists of the following parts:
1. Define the problem
2. Establish the criteria
3. Consider all the alternatives
4. Identify the best alternative
5. Develop and implement a plan of action
6. Evaluate and monitor the solution
Taking into consideration the degree of uncertainty, there is a distinction between
decisions under uncertainty and decisions under risk. A situation where the outcomes
are known but not their probabilities refer to uncertainty. Risk is when in a situation
the decision-maker knows with certainty the probabilities of possible outcomes of choice
alternatives [264]. To evaluate the decision-making ability, several gambling tasks were
developed. Most of them, like the IOWA Gambling Task (IGT) [22] or the Cambridge
Gambling Task [214], were used to simulate decision-making with a degree of uncertainty
or risk.
Making a decision depends on many factors. It is a complex cognitive and affective
process, so the outcome depends on the neurophysiological state of the decision-maker
and could be affected by some kinds of brain damage or functional brain disturbances
[34, 63, 117]. Factors, such as the past experiences, possible future gains [133], age and
individual differences [67] also influence the decision-making process.
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2.3.1 Medical Decision Making
Every day physicians confront complex cases with many variables to handle. To under-
stand and guide the medical decision-making process, systematic approaches to describe
clinical thinking were conducted. As an example, Weed proposed problem-oriented
thinking and recording that compromises the following steps [265]:
1. Create a database with complete history, physical exam and laboratory data;
2. Construct a list of inactive and active problems;
3. Define initial plans of treatment;
4. Register daily progress;
5. Record final progress note or discharge summary.
The decision-making process requires medical knowledge, a problem-solving strategy,
a decision considering different probabilities for the possible outcomes and a risk-benefit
balance.
2.4 Personality
Since the beginning of human interactions that people attempt to distinguish and, at the
same time, aggregate individuals in terms of what they feel, think and act, to anticipate
behaviours in particular situations.
Although the history of personality is relatively recent, it has not had constant im-
portance or continue growing over time. James McKeen Cattel is considered the father
of assessment psychology given that, in 1883, he pioneered the study of measuring in-
dividual differences with psychological tests. However, it was only during World War II
that personality gained emergency as a discrete field in psychology, taking into account
the needs for psychology services to the military during and after the war. It was dur-
ing the 1930s and 1940s that Henry Murray introduced a set of psychological tests and
behavioural measures to make a military selection for secret missions. The personality
theories described in the books of Murray, Stagner and Gordon Allport were responsible
for creating literature, studies programmes and research programmes in the context of
personality [177, 267].
However, between the 1960s and 1980s, behavioural and humanistic perspectives
considered the way personality was assessed irrelevant and improper. Furthermore, the
assessment was also found as financially uneconomical. After this period, with the atten-
uation of radical behaviourists, researchers found individual differences consistent and
many personal characteristics stable over time. With this, theories of personality have
gained value and applied in many diverse fields such as health care, forensic or education
[267].
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Throughout the history of personality, theorists were influenced by different perspec-
tives and their own life experience to construct their theories and, consequently creating
distinct definitions for personality.
Biological theories believe that personality is influenced by genetics, and, therefore,
studies include twins to relate traits with genetics. Theorists also investigate the impact
of specific brain regions in personality function [47, 57].
Behavioural theories, in consistency with personality history, dominated during the
mid-20th century. Behavioural theorists, such as Burrhus Skinner or John Watson, defend
that personality is a result of the interaction between the individual and the environ-
ment and, therefore, conclusions are just accepted if based on observable and measurable
behaviours. Bandura and Mischel considered that personality is the human capacity to
influence their experiences and developments [47, 86, 216, 267].
Sigmund Freud presented a psychodynamic perspective, stating that personality is
determined by the unconscious mind and childhood experiences, rather than modelled
by present goals [47, 86, 216, 267].
The humanist theory focuses on the importance of individual experience, considering
personality influenced by how people experience themselves and the world around them
[47, 216].
The most prominent theory is the trait perspective, which describes personality as a
set of traits, a trait being a stable characteristic that causes an individual to behave in
certain ways or have certain emotional experiences. Allport was one of the first theo-
rists presenting three traits: cardinals are the dominants traits and shape the individual
behaviour; central traits are important but do not control all the time the person’s be-
haviour; and secondary traits, that only expresses characteristics like preferences. With
this view, Allport’s definition of personality is ”the dynamic organization within the in-
dividual of those psychophysical systems that determine his unique adjustments to the
environment” [8, p. 48]. In 1949, Raymond Cattell distinguished source traits and sur-
face traits according to how easy it is to identify the trait just by looking at the person’s
behaviour. Using 16 source traits, three categories of traits were created: ability, tempera-
ment and dynamic traits, with which Cattell created a questionnaire. Around the same
time, Hans Eysenck based on biological factors described three dimensions of person-
ality: extraversion-introversion, neuroticism-stability and psychoticism-normality. The
theory of Eysenck captures individual differences identified in ancient times that were
repudiated. The Greek physicians Hippocrates (around 400 B.C.) and Galen (around 200
A.D.) proposed the existence of four temperaments: melancholic, phlegmatic, choleric,
and sanguine [47, 86, 216, 267].
An emerging consensus among theorists occurred during the last years of the 20th
century, defending five factors in human personality based essentially in the biological
basis of traits. The five-factor model, proposed by McCrae and Costa is detailed described
in 2.4.1 since these five traits will represent personality throughout the development of
this thesis [86].
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Nowadays, the aim of the theorists is not to construct new theories about personality,
but test hypothesis using the current theories to validate, extend and improve them,
turning them more scientifically useful [216].
Different approaches can be used to identify and assess personal characteristics. Ob-
serving the person’s behaviour or making a diagnostic interview to analyse the informa-
tion about a person’s attitudes and reactions are two strategies that could be very related
to the situation in which the person is subject. These two approaches are also highly sub-
jective and difficult to generalize. Two different options to gather information about the
person from historical records or reports from other people who are close to the person
or conduct self and peer assessments instruments to evaluating personality [267].
Identifying and evaluating the individuals’ personality reveal details, such as in-
dividuals’ weaknesses and strengths, preferences, needs or concerns. Assess personal
characteristics is relevant in contexts like clinical, health care, forensic, educational and
organizational environments [267].
2.4.1 Five Factor Personality
The Five Factor Personality, or Big Five, was, as mentioned before, a theoretical model
proposed by McCrae and Costa, which is not a theory of personality but follows the basic
principles of traits theory. The five factors model includes the following personality
traits: Openness, Consciousness, Extraversion, Agreeableness and Neuroticism. Traits
are defined as ”dimensions of individual differences in tendencies to show consistent
patterns of thoughts, feelings and actions” [162]. What distinguishes these factors from
the presented by Cattell or Allport is the evidence of temporal stability, so it should be
stable across long periods of time, and the cross-observer validity, so it should be assessed
similarly by different observers [47, 58].
Each trait is evaluated by a scale and, according to the tendency of the individual
to behave in line with a high or low score of a personality dimension, the individual is
characterized by the adjectives that describe the respective score. Some adjectives are
identified in Table 2.3.
Neuroticism contrasts emotional stability versus individuals prone to psychological
distress, unrealistic ideas, excessive craving or urges and maladaptive coping responses.
Openness to experience is related to the breadth and depth of an individual’s mental
and experimental life, reflecting the appreciation of new experiences and exploration
of the unfamiliar. Conscientiousness assesses the individual’s degree of organization,
persistence and motivation in a task- and goal-directed behaviour. Extraversion and
Agreeableness are both related to interpersonal relations. Extraversion assesses quantity
and intensity of interpersonal interaction while agreeableness assesses its quality [47,
162].
The first published inventory, the NEO Personality Inventory consisted of 180 items,
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with six facet scales for just three domains: Neuroticism (N), Extraversion (E), and Open-
ness to Experience (O). Later, NEO Personality Inventory-Revised (NEO-PI-R) has been
developed with new facet scales for Agreeableness (A) and Consciousness (C), and re-
placement of 10 of the original N, E, and O items. In total, 240 items assess 30 specific
traits within the Big Five traits [58]. The NEO Five-Factor Inventory (NEO-FFI) is a short-
version with 60 items to assess only the five factors [163]. In all inventories, responses
use a five-point Likert scale, from strongly disagree to strongly agree [57].
Dimension Traits High Scores Low Scores
Openness Fantasy
Aesthetics
Feelings
Actions
Ideas
Intellect
Curious
Intellectual
Imaginative
Creative
Flexible
Original
Conventional
Shallow
Simple
Closed-minded
Unartistic
Uanalytical
Conscientiousness Competence
Order
Dutifulness
Achievement Striving
Self-discipline
Deliberation
Responsible
Neat
Organized
Ambitious
Achievement-oriented
Efficient
Aimless
Lazy
Irresponsible
Careless
Sloppy
Weak-willed
Extraversion Warmth
Activity
Gregariousness
Assertiveness
Excitement Seeking
Positive Emotions
Talkative
Sociable
Warm
Enthusiastic
Energetic
Optimistic
Introverted
Quiet
Reserved
Shy
Silent
Unadventurous
Agreeableness Trust
Straight-forwardness
Altruism
Modesty
Tender-Mindedness
Compliance
Helpful
Caring
Nurturing
Cooperative
Trusting
Forgiving
Hostile
Uncooperative
Rude
Jealous
Spiteful
Selfish
Neuroticism Anxiety
Hostility
Depression
Self-Consciousness
Impulsiveness
Vulnerability
Irrational
Nervous
Inadequate
Hypochondriacal
Pessimistic
Insecure
Calm
Self-confident
Even-tempered
Hardy
Stable
Unemotional
Table 2.3: Personality dimensions main traits and adjectives that characterize low and
high scores. Adapted from [177, 185].
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State of the art
In this chapter, previous studies conducted to recognize individual characteristics based
on human behaviour are explored. Human behaviour is analysed by the response of
physiological signals, human-computer interaction, decision-making tasks and, lastly,
clinical decision-making task. Although some studies used machine learning techniques
to predict personality from human behaviour, for the best of our knowledge, there is a lack
of studies investigating personality in medical decision-making contexts, particularly in
multimorbidity.
3.1 Human behaviour analysis from physiological signals
The relationship between physiological signals and psychological factors have been in-
vestigated through the collection of several signals. Some authors examined the isolated
signal of Electrocardiogram (ECG), Electrodermal Activity (EDA), Blood Volume Pulse
(BVP), pupil and Electroencephalography (EEG) in association with decision-making
tasks and psychophysiology, while others explore the combination of multiple signals
including also respiration, Electromyography (EMG), Functional Magnetic Resonance
Imaging (fMRI), Magnetoencephalograhy (MEG), skin temperature and facial expres-
sions.
According to the goals of this thesis, the literature review is more focused on studies
that make an individual or associative analysis of pupil, ECG, BVP and EDA signals to
predict personality, or emotions that could be associated to personality traits.
Although never related to personality, pupil diameter has been associated as a marker
in decision-making tasks. The first study in this context observed, in cases of uncer-
tainty and negative feedback, an associated bigger pupil diameter [219]. Using a dif-
ferent decision-making task, less uncertainty, independently of the outcome, results in
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high variability of the pupil dilatation [202]. More recently, Lavín and his colleagues
[145] measured the pupil diameter in the IOWA Gambling Task (IGT) and found only
significant differences in pupil diameter in the second half of the game (trials 51-100),
concluding that pupil is not only a marker of uncertainty but also of learned uncertainty.
An increase in the pupil diameter is verified after positive and negative outcomes.
Several studies have explored changes in physiological signals from the autonomic
nervous system and associate them to psychological states or emotions. De Pascalis et al.
[68] identified deceleration in Heart Rate (HR) for high-anxiety subjects, after negative
feedback in an emotional-word recognition task. While observing movies that elicit
different kinds of emotions, frustration was related to EDA increases. The HR increases
as a consequence of fear and decreases when the participant is angry [152].
Studies also show that machine-learning approaches can effectively recognize emo-
tions based on multimodal physiological signals. Kim et al. [138] achieved good results
for emotion recognition caused by music, using extended linear discriminant analysis. It
was also found a positive correlation between EDA and EMG features and arousal change.
Valence differentiation is found to be more related to ECG and respiration features. In
[248] the acquisition and combination of BVP, EDA, respiration and skin temperature by a
Gaussian kernel applied to support vector machines attain an average recognition of 56%
for positive and negative emotions. Including EMG in the peripheral set of signals, the
study of Koelstra et al. [140] classified arousal, valence and liking with an accuracy higher
than 50% based on emotional videos. Even so, EEG and multimedia content analysis were
also used as predictors and scored best for arousal and liking, respectively. Soleymani
and his colleagues [237] attained the worst results for emotion recognition using periph-
eral physiological features (ECG, EDA, respiration and skin temperature) due to a high
variance between participants. They used eye gaze data to extract pupil diameter and eye
blinking features, that performed better for recognizing emotions. Furthermore, the rate
of eye blinking was correlated with anxiety.
There are also plenty of research studies that investigate physiological responses in
decision-making tasks, especially based on the IGT. With the objective of monitoring
learning using physiological measures in a cognitive task associated to workload, decreas-
ing effort over time was associated with a decrease in HR, an increased high-frequency
Heart Rate Variability (HRV), pupil size decreased, and blink duration increased [39].
Studer et al. [242] monitored ECG and EDA during decision-making under risk and
relate that with higher trait sensitivity to punishment (BIS) and lower trait sensitivity to
reward (BAS). They found that when the chances of winning are high, HR increases for
high BIS scores and low BAS scores.
In 2004, Crone et al. [62] conclude that good performers in the IGT reported an antic-
ipatory slower HR and higher Skin Conductance Level (SCL) preceding disadvantageous
decks. Following penalties, HR slowed and SCL increased for all performance groups.
Following a similar approach, Goudriann et al. [102] compared the HR and Skin Conduc-
tance Response (SCR) of pathological gamblers and normal group. While the pathological
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group showed a decrease in HR after disadvantageous and advantageous decks, normal
subjects showed a decrease in HR after losses, but an increase in HR after wins. Also,
normal participants presented higher anticipatory SCR when choosing ”bad” decks.
Other authors supported the existence of higher anticipatory SCR previous to ”bad”
decks selection [116, 131, 246, 253]. Although good performance was associated to
anticipatory SCR [44, 181], Suzuki et al. [246] found a clearly relation between the SCR
in feedback phases and good performance in the IGT. Dunn et al. [78] declared that
anticipatory SCR is achieved through experience, being developed over the game, with
larger results for ”bad” decks than for ”good” decks, which is in accordance with previous
studies [24]. This could mean that the anticipatory SCR is a consequence of conscious
knowledge of the situation rather than being caused by just the decision-making process.
In contrast to these finding, Tomb et al. [253] found no differences in anticipatory SCR
throughout the game, which was later supported by the study of [107]. Guillaume et al.
[107] also declared that performance in the IGT was correlated not with anticipatory SCR
before advantageous or disadvantageous decks, but with the autonomic response, i.e. the
difference between anticipatory SCR before advantageous and disadvantageous decks.
Werner and his colleagues [271] reported larger anticipatory SCR and HR to individ-
uals with higher trait-anxiety, which proved to be a good predictor for IGT performance
by regression analysis. Nevertheless, despite the study of Thompson et al. [250] con-
firms that anxiety and sympathetic responses to losses are strong predictors for IGT
performance, they could not distinguish subjects with and without anxiety based on
physiological measurements.
A recent study also found that IGT performance is poorer when stress is induced,
which also results in increased blood pressure [234].
The first time personality was measured by physiological signals was in 1991 by
Gilbert [98] in two different tasks: Venipuncture and speech. Venipuncture was used
as a passive task, in which heart rate increases are related to higher neuroticism and
low extraversion. The active task, during the speech, changes of HR had the opposite
result: is higher for extraverted individuals and low neurotics. Skin Conductance (SC)
was also measured but no correlations were found between SC changes and personality.
In addition to HR and SC, facial expression and nonverbal behaviour were also evaluated.
In 2010, many biological measurements were explored in different situations, e.g.
after the induction of anger, fear or anxiety, to be associated with personality [241]. Using
multiple linear regression, the big-five personalities, except for openness, had a r > |0.20|
and at least 95% confidence interval ([|0.03|, |0.37|]), being predicted by:
• Conscientiousness: high respiratory rate and short P-Q wave time;
• Extraversion: decrease of HR, increase of HRV and increased EMG activity;
• Agreeableness: high diastolic blood pressure and decrease of pulse wave velocity;
• Neuroticism: decrease of HR, reduction of p-wave amplitude, reduction of mean
blood pressure and increase respiratory sinus arrhythmia.
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The influence of personality dimensions in concealing guilt, were associated with
biosignals. Larger SCR and stronger pulses in BVP were linked to low extraverted indi-
viduals. Stronger pulses were also observed in high openness subjects [283].
Many authors analysed the responses to emotional videos to predict personality, which
results are reported in Table 3.1. All the studies have split the scales to have a classifi-
cation problem, instead of regression problem, to build the predictive models, to after
evaluating the results using F1-score, which best value is 1 [274]. Using linear support-
vector machines, agreeableness and conscientiousness are best predicted by ECG and
openness is best predicted by EDA [261]. Exactly with the same algorithm but with op-
posite results, openness and extraversion are better predicted by ECG and agreeableness,
conscientiousness and neuroticism are better predicted by EDA [168]. More recently,
using non-linear kernels (naive Bayes and RBF-SVM) ECG features had better results for
agreeableness, conscientiousness and neuroticism, while EDA features were more accu-
rate to predict openness [243]. Abadi et al. [2] combined features from ECG and EDA
and with linear regression achieved the best predictive model for extraversion.
Table 3.1: State of the art in predicting personality based on biological responses to
emotional videos. OCEAN represents the big-five traits - Openness, Conscientiousness,
Extraversion, Agreeableness, Neuroticism. Evaluation values correspond to F1-scores.
Study Model Signal O C E A N
Wache et al. [261] Linear SVM ECG 0.54 0.31 0.43 0.37 0.50
EDA 0.91 0.28 0.14 0.34 0.20
Abadi et al. [2] MLR ECG+EDA 0.53 0.53 0.70 0.51 0.58
Miranda-Correa et al. [168] MLR ECG 0.65 0.45 0.49 0.57 0.18
EDA 0.38 0.54 0.37 0.84 0.62
Subramanian et al. [243] non-linear ECG 0.49 0.60 0.56 0.55 0.58
EDA 0.53 0.57 0.45 0.39 0.73
A study that related personality traits with HRV, found a high negative correlation
between neuroticism and Power in High Frequency (HF) and a high positive correlation
with Low Frequency (LF)/HF. A negative correlation between HF and openness reported
[232].
Carter et al. [44] were the only ones exploring physiological responses in the IGT and
its relation to personality, founding just a correlation between neuroticism and anticipa-
tory SCR responses to reward.
3.2 Human behaviour analysis from human-computer
interaction
From the moment in which the internet became indispensable in our daily lives through
a computer, mobile devices or even smart watches, tons of personal data is continuously
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injected. While the user interacts with the computer, individual characteristics and in-
terests are manifested. Consequently, the analysis of human behaviour may infer user
preferences and intentions, which are the key to improve online services and build per-
sonalized environments. Fields of research in psychology, cognitive neuroscience, market-
ing research and usability testing have a particular interest in this behavioural analysis.
Understanding user behaviour in the context of making decisions, a complex cognitive
and affective process [63, 117], has increasingly attracted attention in Human-Computer
Interaction (HCI) research [75, 187].
To relate personality with computer interaction data, there are different sources of
digital behaviours. Directly from the inputs given to the computer, the intentions of the
users are identified and parameters from, for example, speech, writing of facial expres-
sions can be used to recognize emotions or personality traits [17, 154]. From another
point of view, a long-term analysis of specific choices that are made can also give insights
about the user. Examples of studies in this regard associate to personality dimensions
music preferences [210] or desktop structure [161]. The latter study concluded that con-
scientiousness predicts file organization on desktops and that neurotics may keep more
desktop files.
Since the emergence of public profiles in social networks, like Facebook and Twitter,
research to infer personality based on data published by the users themselves has been
growing [16, 100, 142, 149, 159, 170, 180, 201, 204, 254, 262, 266, 278]. These stud-
ies used machine learning algorithms to predict Big Five personalities using data from
Facebook or Twitter profiles, measures of social networks (such the number of friends),
language used in social media, preferred music, or the content of a person’s website.
Although the first studies had better predictive results for some scales, after some im-
provements all the five factors start to be well predicted. Golbeck et al. [100] and Quercia
et al. [204] attained the best result for openness. Despite extraversion and neuroticism
were the worst results achieved by Quercia et al. [204], for Bachrach et al. [16] these
were the best predictive models. Since 2013, all scales of personality were predicted
with an accuracy higher than 60% [180, 201] and, in 2017, Li et al. [149] simply using
multi-linear regression achieved mean absolute errors between 0.14 (for openness) and
0.18 (for extraversion). Despite the good results obtained, many online users are concern
about privacy issues of this approach [51].
An alternative source of behavioural data that does not consider personal information
and details is using the pointer tracking data. Previous studies regarding mouse tracking
analysis are largely related to web pages usability testing to improve the user experience
[13, 14, 54, 123, 127], especially after Fitt’s law. Fitt’s law [87] quantifies the pointing
behaviour and, by measuring the time that is needed to use an interface, its efficiency
is calculated. Some recent studies start to relate the user experience with psychology
and affective computing. Arapakis et al. [11] used machine learning to predict user
engagement using temporal, spatial and related to the target mouse features. Katerina et
al. [136] extracted 30 mouse patterns and found a relationship between these patterns (e.g.
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random movements or hovers) and perceived ease use, perceived usefulness, self-efficacy,
willingness to learn or risk-perception.
One field of research of mouse movements is for user authentication. Revett et al.
[211] and Gamboa et al. [92] build the profile of the user just based on mouse dynamics,
demonstrating its efficiency in the authentication.
Concerning cognitive neuroscience, Pimenta et al. [195] found that a decrease in the
cognitive skills is evidenced by a reduction of mouse acceleration and velocity. Seelye
et al. [225] used just mouse movement variables to distinguish older adults with and
without mild cognitive impairment. Some authors also found a relation between pointer
movements to emotions [114, 276, 280]. Hibbeln et al. [114] concluded that negative
emotion can be inferred with an accuracy of 81.7% based on the mouse distance, that
increases, and on the speed of the mouse cursor, that decreases.
Literature also supports that personality can be expressed based on computer inter-
action. Brebner et al. [35] observed extroverts to exhibit higher levels of motor activity
with their clicking buttons with a higher frequency when it caused a change in visual
stimulation. Concerning personality and interactive behaviours, Saati et al. [217] found
that extroverts tended to interact faster with the user interface than introverts, and repli-
cates Doucet and colleagues [77] observations of correlations between extroversion and
the speed of human movement. More recently, Khan et al. [137] recorded keys pressed
and mouse clicks and found a correlation between them and some main traits and sub
traits of personality. Using linear regression, Khan et al. have predictive models of the
big five traits with a root mean squared error between 0.27 and 0.29.
3.3 Human behaviour analysis from decision-making tasks
The evaluation of decision-making is widely made by the IGT [22], a game with four
decks, in which the player wins or loose money in each trial and the goal is to win as
much money as possible. There are two decks more advantageous (deck 2 and 4) than
the others (deck 1 and 3). Previous studies [162] defended the theory that is during
decision-making under ambiguity when the personality is more expressed.
In the IGT, individual variability in decision-making performance relates to variabil-
ity in personality traits (for a recent review, see [182]). These traits include impulsivity
[61, 244], reward sensitivity, punishment sensitivity and sensation-seeking [192], nega-
tive emotions [208], and high behavioural activation (BAS) and low behavioural inhibition
(BIS) [88, 119, 244]. De Vries et al. [69] conclude that, in an early stage of the IGT, positive
mood is related to better performance. Buelow et al. [40] found a relation between the
decks selected and personality characteristics. Individuals with negative mood, drive,
impulsivity, and sensation seeking select more Deck 2 and less Deck 4.
Some authors also explore the relation between Big-five personalities and IGT. Neu-
roticism is negatively associated with IGT performance in adolescents, preferring good
decks late in the task [120, 125]. The same conclusion also applies to older adults, in
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which high neuroticism was associated with low performance in the IGT [70]. No pre-
vious study reported the same result for adults. Byrne et al. [41] concluded that Agree-
ableness trait negatively predict the IGT performance. The recent study of Yilmaz et al.
[277] showed that individuals who are high in openness to experience exhibit relatively
ineffective use of decision-making skills.
3.4 Human behaviour analysis from medical decision-making
tasks
Personality has been widely related to job performance [190]. In the case of physicians,
they tend to be high in conscientiousness, sensation seeking, resiliency, and empathy but
low in extroversion, neuroticism, and agreeableness (for a review see [169]).
Pilarik and Sarmany-Schuller [194] evaluated personality factors related to emotions
in a medical decision-making process. They concluded that the performance of the IGT
is characterized by emotional stability, extraversion, and fast responses. They also found
some gender difference, given that for men, low scores in neuroticism, high scores in
extraversion and fast responses in Stroop test, which is a cognitive test, are predictors of
best performance in decision-making. In the case of women, better decision-making is re-
lated to emotional intelligence (low emotional awareness and positive current conditions)
and quick reactions in the Stroop test.
3.5 Conclusion
The literature addressed in this chapter confirms the increasing interest in identifying
individual insights, such as emotion or personality, through human behaviour, as an
alternative to the gold-standard self-reported questionnaires.
Through physiological signals, many authors related their response with psychology
and decision-making tasks and some used machine learning algorithms to predict person-
ality, especially using ECG and EDA. Using the interaction with computers, the majority
of the studies explored the information provided and revealed in social networks to pre-
dict emotions and personality using machine learning methods. The dynamics of the
pointer movements were also associated with authentication problems, related to cogni-
tive skills or, more recently, used as predictor of personality. Personality was also related
to the IGT performance, but previous studies did not attempt to predict personality based
on the game. In terms of medical decision-making, although personality and the IGT
were used in this context, we could not find any study that explored personality in a
medical real-scenario.
31

C
h
a
p
t
e
r
4
Data Management
In the course of this thesis, several data management systems were used and some of them
required modifications according to our purpose. The first part of this chapter describes
each data acquisition system and what information is contained in the generated files.
The structure of these files are important to further understand how the processing tools
are implemented (introduced in Chapter 5). The last part of this chapter presents the
participants and procedures of the studies performed in this thesis. Diagram 4.1 presents
the main purpose of this chapter: to specify what data is acquired and how it is acquired.
With the description of the data acquisition systems and studies performed during this
thesis, is also possible to conclude which data is returned from each study. The integration
of this chapter and its outputs in this thesis is represented in the diagram of Appendix A.
Data management
What data is acquired and 
how is it acquired?
Data Acquisition Systems
Studies Design
Personality result files
Survey pointer files
Study 1
Study 2
Study 3
Study 4
Personality result files
Survey pointer files
Personality result files
Survey pointer files
Decision-making (DM) 
task files
DM task files
DM pointer files
DM eye tracking files
DM biosignals files
Personality result files
Survey pointer files
1
2
3
4
5
6
7
8
9
10
11
12
13
Figure 4.1: Purpose and outputs of the ”Data Management” chapter in this thesis.
4.1 Data Acquisition
In this work, data is the decision-making tasks context data, eye-tracking data, physio-
logical signals data, pointer data and questionnaires data and, therefore, it is collected
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from several sources. The data was always recorded while a user was interacting with
the computer. Below, are presented the two contexts in which different systems were
combined to collect data. One is the decision experiment, that includes as acquisition
systems the IOWA Gambling Task, eye-tracking and biosignals acquisition device. The
other context is the online surveys, that, in addition to the questionnaires output, the
pointer is also tracked.
4.1.1 Decision-Making Task
To run the experiment we used Presentation from Neurobehavioral Systems [247]. This
software is a stimulus delivery and experiment control program widely used in behavioural,
psychological and physiological experiments. An advantage of this system is the available
communication with devices like fMRI or eye trackers. In addition to the quick and easy
customization of parameters, the experiments could be completely programmed using
two scripting languages: SDL and PCL.
These features allowed us to redesign the task (described in 4.1.1.1) and to connect
and synchronize the stimulus PC, where the experiment is run, with the eye tracker
workstation and the biosignals acquisition device. Figure 4.2 represents how the connec-
tions were made between systems. The biosignals acquisition device is simply connected
with the stimulus PC via Bluetooth (detailed information in 4.1.1.3) and the Eye Tracker
system includes a workstation that is connected with the stimulus PC via Ethernet and
the Eye Tracker module, which is located under the stimulus PC, sends the data to the
workstation via FireWire (detailed information in 4.1.1.2).
Figure 4.2: Experiment systems connection and synchronization.
4.1.1.1 Decision-making Task Simulation
The IOWA Gambling Task (IGT) was first presented by Bechara and colleagues in 1994
[22]. This task is a card game that simulates decision-making in an environment where
the participant makes card selections one at a time. With the feedback, the participant
should conclude that there is a strategy in this game, given that the card decks associated
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with a high gain are associated with a high loss and the card decks with low gain are
associated with a low loss, so the latter is more advantageous in the long run [12, 22].
The structure of the IGT was modified in terms of design and times configuration
considering the simultaneous acquisition of pointer and eye movements.
To begin, an initial text informs the participants that the goal of the game is to max-
imize their winnings and that they are free to switch from any deck to another at any
time. The participants began with a loan of 2000 CHF. No information is given about
the distribution of probability and magnitude of gains and losses over the decks or how
many trials there is to play. With some card selections, participants win money, but with
other card selections, the wins are followed by monetary losses. More specifically, two of
the decks provide large monetary gains, with a reward of +100, and even larger losses,
with a probability of 1/2 to occur a penalty of -250 and with a probability of 1/10 to
occur a penalty of -1250 (“bad” decks), while the other two decks lead to small gains,
with a reward of +50, and even smaller losses, with a probability of 1/2 to occur a penalty
of -50 and with a probability of 1/10 to occur a penalty of -250 (“good” decks). Strong
performers learn to choose cards primarily from the “good” decks.
In Figure 4.3 is represented how the game was structured.
?
1 3
2 4
+ 50
 - 50
total: 1250
next trial
previous trial
700 ms
~1000 ms
1500 ms
1500 ms
1 trial
fixation
choice
anticipation
feedback
1 3
2 4
Block 
1
Block 
2
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Block 
4
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5
Trial 1
Trial 2
Trial 3
Trial 4
Trial 5
Trial 6
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Trial 8
Trial 9
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Trial 12
Trial 13
Trial 14
Trial 15
Trial 16
Trial 17
Trial 18
Trial 19
Trial 20
 
Tri l 1
Figure 4.3: IGT schematic representation of the sequential phases of each trial and respec-
tive durations. The total game was divided into 5 different blocks, each one with 20 trials.
A trial was composed by four phases, the fixation, the choice while the subject is deciding
the deck he/she want to select, the anticipation phase to present the deck selected and,
finally, the feedback with the monetary win, loss and the current money.
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As is conventionally done, a learning profile during the IGT can be discerned from
an examination of the card selections in blocks of 20 cards across the 100 card choices
(block 1, cards 1–20; block 2, cards 21–40. . . block 5, cards 81–100). At the beginning
of the task, a practice pre-test of two trials was applied to ensure that the participant
understood the task.
In each trial, the participant is instructed to focus on the question mark. After a brief
moment, a set of four cards is shown. The participant is told to choose a card from one
of the decks by pressing the mouse button on the corresponding deck (choice phase).
After choosing a card, a red rectangle appeared around the deck chosen and only after
1.5 seconds the win and punishment are shown as feedback. This delay was important
to have an anticipation condition, as a cognitive stimulation for the participant. If the
participant did not make a selection within 7 seconds, the choice phase was restarted.
The cards are usually horizontally distributed. We have decided to distribute them
two on the top and two on the bottom to avoid eye-tracking and pointer moving around
cards on the way to the desired cards.
Presentation automatically returns a data reporting file (logfile). The logfile contains
information about the events and times of the scenario. In case of IGT, this file contains
the following information:
1 Header (not printed on the file)
2 Scenario - Iowa Gambling Task
3 Logfile written - [Date and time]
4 Data (not printed on the file)
5 [Subject] [Trial] [Event Type] [Code] [event\_cond(str)] [trial\_number(num
)] [deck\_select(num)] [RT(num)] [reward(num)] [penalty(num)] [total(
num)] [Time] [TTime][Uncertainty] [Duration] [Uncertainty] [ReqTime] [
ReqDur] [Stim Type] [Pair Index]
6 More Data (no interest to us)
From this file, we were just interested in Code, that identifies the event as ”fixed”
or ”feedback”, in deck_selected (num), reward(num), penalty(num), total(num), Time and
RT(num) which is the reaction time.
Taking advantage of the software tools available, the acquisition and recording of the
pointer movements while doing the experiment was easy implemented. The generated
PCL Output File [188] returned:
1 [Subject] [Trial] [Mouse Position X] [Mouse Position Y] [Date/Time]
All files generated (logfile and pointer file) include the subject name in the file name.
4.1.1.2 Eye-tracking
To acquire the eye movements we used SensorMotoric Instruments (SMI) systems [235].
This system provides behavioural and gaze analysis software for research in the fields of
reading research, psychology, cognitive neuroscience, marketing research and usability
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testing. From the available cameras, the one that fits gaze research on a computer monitor
is camera Remote Eyetracking Device (RED). It is a non-invasive eye-tracking system with
open communication interface via Ethernet and, with interest for us, is easily integrated
with Presentation [235].
The system integrates an eye-tracking module with automatic eye and head tracker
based on infrared eye cameras. Its main characteristics are:
• Sampling rate: 50/60 Hz
• Tracking resolution: <0.1◦ (typ.)
• Gaze position accuracy: <0.5◦ (typ.)
• Operating distance subject-camera: 60-80 cm
• Head tracking range: 40x20 cm at 70 cm distance
• Viewing angle: approx. ± 30◦ hor./22.5◦ vert.
Despite that the software provides processing tools to the eye and head tracking data,
we were just interested in the eye position data and in the eye pupil diameter over time.
SMI generates an iView Data File that is loaded into the IDF Converter to export the
desired data. From this procedure, a text file is created and includes:
1 Header (not printed on the file)
2 ## [iView info]
3 ## [Run info]
4 ## [Calibration info]
5 ## [Geometry info]
6 ## [Hardware setup info]
7 ## [Filter settings info]
8 Data (not printed on the file)
9 [Time] [Type] [Trial] [Left/Right Raw X] [Left/Right Raw Y] [Left/Right
Diameter X] [Left/Right Diameter Y] [Left/Right Mapped Diameter] [Left/
Right Corneal Reflection X][Left/Right Corneal Reflection Y] [Left/
Right Point Of Regard X][Left/Right Point Of Regard Y][Head Position X
][Head Position Y][Head Position Z][Head Rotation X][Head Rotation Y][
Head Rotation Z][Left/Right Eye Position X][Left/Right Eye Position Y][
Left/Right Eye Position Z][Trigger][Auxiliar Data]
The generated file includes the subject name in the file name. The connection es-
tablished between the eye tracker system and Presentation allows the introduction of
commands in Presentation that controls the eye tracker. Thus the acquisition start/end,
calibration start and data save are functions called into the PCL code of the experiment.
To facilitate further synchronization, the current trial and step of the experiment are sent
to the eye-tracking system to be recorded in the final file.
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4.1.1.3 Biosignals Acquisition Device
The system used to acquire biosignals was biosignalsplux from Plux, Wireless Biosignals
S.A. [199]. This is a small and easy configurable device designed for advanced biosignal
research. The hub includes 8 generic analogue ports which data collected is sent to a
computer via Bluetooth with an acquisition resolution up to 16-bit per channel and a
sampling rate that can be up to 4000Hz. The available sensors are:
• Electroencefalogram;
• Electrocardiogram;
• Electromyography;
• Electrodermal activity;
• Respiration PZL or RIP;
• Blood Volume Pulse;
• Accelerometer;
• Temperature;
• Force;
• Light;
• SpO2;
• Glucose Meter Reader;
• Blood Pressure Reader;
• fNIRS;
• RFID;
• Vaginal Probe;
• Load Cell;
• Goniometer.
For this particular study, only Electrocardiogram (ECG)[80], Electrodermal Activity
(EDA)[27] and Blood Volume Pulse (BVP)[197] were acquired.
Although there is an available software to directly record the biosignals, we used
an in-house software program that allows the communication between the IGT and the
Python programming API of biosignalsplux [198]. The generated file is in npz format
with two relevant npy files. One, called ”pluxData” includes the data collected from
biosignalsplux in which each column contains a signal raw data. The events of the IGT
are recorded in ”serialEventData” file that are associated with the respective biosignals
data frame number.
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The generated files include the subject name and start acquisition time in the file
name.
4.1.2 Online Surveys
The standard method to evaluate personality is using validated questionnaires. We con-
sidered those questionnaires’ results as ground truth. Furthermore, the medical decision-
making task was also based on an online survey.
To build the online survey we have chosen to use LimeSurvey [236]. This free and
open-source on-line statistical survey web app has the flexibility needed for our purpose
given that the appearance of the survey is easily edited in the HTML and JavaScript code
is simply introduced.
Taking advantage of all subjects need to answer an online survey after each decision
making task in this thesis, we decided to inject a JavaScript code to acquire the mouse
movements data.
To acquire more reliable pointer interaction data in this context, the question text was
configured with high transparency when its area was not hovered (see Figure 4.4). This
forces the user to move the pointer when he wants to read the question.
Figure 4.4: Example of questions with more text transparency when not hovered.
From this system, two parallel acquisitions were performed: the questionnaires results
and the mouse data. These are briefly presented in Figure 4.5.
Figure 4.5: Architecture of online surveys data acquisition.
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The results of the survey are simply saved on a database via the Survey Management
System using PHP. The platform LimeSurvey returns a CSV file, quickly configured, as a
final result of the survey with the following information:
1 Data (not printed on the file)
2 [Start time] [End time] [Answers per questionnaire][Time per questionnaire]
In case of mouse movements monitoring, the integration of a JavaScript code (avail-
able at https://github.com/novabiosignals/WebBehaviourMonitoring) has two
alternatives to store the data: on the personal computer or on a remote server. Given that
this study involved institutions from different countries, a remote server was the more
appropriate option. The data is sent to the server machine via AJAX, a client side tech-
nique to asynchronously send and retrieve data from a server, where it is finally recorded
as a file in a database, which includes:
1 Header (not printed on the file)
2 #[Timestamp] [WBM version]
3 #[Timestamp] [window.screen data]
4 #[Timestamp] [window.navigator data]
5 Data (not printed on the file)
6 [Counter] [Event Code] [ObjectID] [MouseX] [MouseY] [MouseX + ScrollLeft] [
MouseY + ScrollTop] [Keyboard Code] [Shift] [Alt] [Ctrl] [Timestamp]
The name of the file includes the IP address, the survey ID, the step of the question-
naire and the start time of acquisition. These details allow us to synchronize the pointer
data with the survey results, matching the IPs address and comparing the times in files.
Throughout the study, and while we were realizing the amount of informative data
that can possibly provide insights into web-based navigation behaviour and underlying
psychological dimensions (e.g. personality), a novel tool was developed. This tool, called
Latent, is a web browser extension capable of simultaneously capture information from
different sources while users interact with digital content. A full description of this tool
is documented in [46].
4.1.2.1 Personality Questionnaires
To assess the five factors of personality, we used the German version of the NEO-FFI
questionnaire [30]. The questionnaire has 60 items and each factor is calculated by aver-
aging 12 items. For each item the answers are given in a five-point Likert scale, where 1
corresponds to ”strongly disagree” and 5 to ”strongly agree” [163].
4.1.2.2 Medical Decision-Making Task
The Multimorbidity Interaction Severity Index (MISI) [93] was developed in 2017 to be
used by physicians for patient-specific assessment and management of multimorbidity.
This tool was designed to reliably differentiate hypothetical multimorbid patients in
terms of lower versus higher potential for harmful interactions between Disease–Disease,
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Drug–Disease, and Drug–Drug Interactions (DDIs). To analyse the medical decision-
making, we used MISI II, which was implemented in LimeSurvey and has one medium
conflict case, instead of just low and high conflict case with 6 concurrent morbidities,
described in Table 4.1. Moreover, rather than a severity scale, this version has three more
scales: probability, priority for action and confidence. All scales are four-point Likert
scale, with the following scales:
• Severity: 1. None - 4. High;
• Probability: 1. Very unlikely - 4. Very likely;
• Priority for action: 1. No priority - 4. Emergency;
• Confidence: 1. Uncertain - 4. Absolute sure.
To reduce the impact of physicians’ expertise in treating cases of multimorbidity, only
novices were recruited.
Table 4.1: Conditions and medications of the three hypothetical patient cases.
Patient Conditions Medications
Low conflict case Iron deficiency anemia Ferrous Sulfate
Diabetes mellitus type II Metformin
Panic disorder Lorazepam
Arterial hypertension Lisinopril
Gastritis Type C Esomeprazole
Eczema Moisturizer
Medium conflict case Pulmonary embolism Rivaroxaban
Aortic valve stenosis Torasemide
Subdural hematoma Esomeprazole
Renal insufficiency/kidney failure Ibuprofen
Chronic atrial fibrillation Bisoprolol
Arterial hypertension Lisinopril
High conflict case Hypertensive emergency Lisinopril
Renal failure Nitroglycerin
Iron deficiency anemia Iron Sulfate
Hypothyroidism Levothyroxine
Rheumatoid arthritis Morphine
Exacerbated bronchial asthma Prednisone
4.2 Scientific Computation
Subsequent to the acquisition of all data, it is analysed. To execute this analysis, we used
Python language [269]. Diverse python packages were used for numerical manipulation
or visualisation: Matplotlib [124] and Seaborn [224] for data visualisation; NumPy [257]
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for numerical computation; SciPy [37] for advanced mathematical functions; Pandas [164]
for large data structure and statistical tools; Scikit-learn [189] provides machine learning
algorithms for supervised and unsupervised learning; Pickle [215] enables serialisation
and de-serialisation of a Python object structure, in our case of the models. Besides these,
a package called novainstrumentation, provided in classes at Faculdade de Ciências e
Tecnologia, Universidade Nova de Lisboa, which contains useful biosignals processing
tools, was also used and it is on-line available1. To analyse non-linear parameters from
biosignals, PyEEG [19] and Nolds [268] modules provide functions used in this thesis.
4.3 Studies Design
In this section, the participants and procedures of all studies performed during this thesis
are introduced. All participants had to comply with the following conditions:
1. The procedures and experiments were in German, so the participants were native
or fluent speakers of Standard German;
2. To keep pointer data consistency, participants were right-handed [10];
3. Participants were healthy, with normal, or corrected-to-normal, vision, no record of
neurological or psychiatric illness and no current medication use.
4.3.1 Study 1: Online questionnaires in an uncontrolled environment
4.3.1.1 Participants
A sample of 119 volunteers recruited via a pool of test participants and students of the
University of Zurich and the ETH Zurich participated in this study. The participants
were aged between 20 and 52 years old (M=25.4; SD=5.4; 18 male).
4.3.1.2 Procedure
In this study, the participants were just invited to respond to an online survey. Figure
4.6 shows the steps that the survey comprises. First, the informed consent is presented,
according to the guidelines of the Declaration of Helsinki, about the context of the survey
in the welcome page. Participants must confirm in ”Agreement Page” that wants to
participate in this study and, only then, the personality assessment, the Neuroticism
items of NEO-FFI, was presented. In ”Personal Information” participants could write
their name, email and phone number.
The procedure was not controlled by an expert. The subject received an email with
the link to the online survey and it is their own decision when and where to answer.
1https://github.com/hgamboa/novainstrumentation
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Figure 4.6: Sequence of steps in the survey.
4.3.2 Study 2: Simulated Decision Making Task
4.3.2.1 Participants
A sample of 88 volunteers participated in this study recruited from the University of
Zurich via flyers. The participants were aged between 18 and 35 years old (44 male). They
were paid with 20 Swiss Francs or the equivalent credit points, which are mandatory for
master students, for participation. The participants reported no gambling problems.
4.3.2.2 Procedure
In this study, the participants were tested individually in a small, sound-attenuated,
dimly lit experimental room. The experiment was conducted in three phases: First,
informed consent and demographic data were collected on paper. Then, the participant
played the IGT and finally, the personality data, i.e. the NEO-FFI Inventory, was collected
in an online survey, which steps are the same presented in Figure 4.6. This time, the
complete version of the NEO-FFI was used. The steps of this procedure are presented in
Appendix C.
This procedure was controlled by master students of psychology degree of the Univer-
sity of Zurich.
4.3.3 Study 3: Simulated Decision Making Task with Psychophysiological
Data Record
4.3.3.1 Participants
A sample of 79 volunteers participated in this study recruited from the Swiss Federal
Institute of Technology and the University of Zurich using a mailing list. The participants
were aged between 18 and 34 years old (M=23.9; SD=4.2; 18 male). They were paid with
20 Swiss Francs or the equivalent credit points for participation. No gambling problems
were reported by the participants.
4.3.3.2 Procedure
In this study, the procedure was very similar to the previously described in 4.3.2.2. Once
collected the demographic data and signed the informed consent, the biosignals sensors
were placed and the eye-tracker support for the head was prepared. A 1 minute resting
baseline was performed at the beginning of the experiment to facilitate laboratory adap-
tation. Then the participant played the IGT and the personality data, i.e. the NEO-FFI
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Inventory, was collected in an online survey (see Figure 4.6). The online survey used to
collect the personality data is presented in Appendix C.
Biosignals were acquired with the Biosignalsplux with a sampling frequency of 1000
Hz and the eye-tracking data with a sampling frequency of 60 Hz. The number of bits
used was 12 bits for each channel of the Biosignalsplux ADC. The EDA electrodes were
placed over the left-hand palm since the palms are one of the places with the highest
percentage of sweats glands of the human body [89] and the participants are consistently
right-handed. The BVP sensor was placed on the index finger of the left hand and the ECG
electrodes on the chest of the participant. Ag/AgCl electrodes with surface diameter of 7
mm were used in EDA and ECG acquisitions. The biosignals and eye-tracking acquisition
is triggered by the start of the decision-making task experiment.
4.3.4 Study 4: Medical Decision Making Task
4.3.4.1 Participants
A sample of 13 volunteers participated in this study. Participants were physicians from
the University Hospital of Zurich with a maximum of 4 years of experience in internal
medicine. The participants were aged between 27 and 34 years old (M=32.0; SD=1.9; 5
male).
4.3.4.2 Procedure
In this study, the participants were tested individually in a small, sound-attenuated,
dimly lit experimental room. The experiment was conducted in four different moments
because of the extensive duration of each case. First of all, informed consent and demo-
graphic data were collected on paper. Then, general instructions about the study are
provided before starting the first case. The cases are analysed in random order and on dif-
ferent days and hours. For each case, information on the patient case and examples of the
DDIs assessment scales are provided on paper and the participant has these documents
during the test. The DDIs rating is made on an on-line survey structure, as well as the
general opinion about the case. At last, the participant modifies the current medicines in
the case on paper. After solving the three cases, the participant is requested one last time
to collect the personality data, i.e. the NEO-FFI Inventory, in an online survey. The order
of the computerised steps are presented in Figure 4.7. The online survey used to collect
the personality data is presented in Appendix C and the steps of the whole procedure are
presented in Appendix D, with the example of case 1.
Figure 4.7: Sequence of steps in the MISI.
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Technical Tools
This chapter includes a description and explanation of the processing tools applied to
extract features from the data acquisition systems described in Chapter 4. In diagram 5.1
is presented the main purpose of this chapter in this thesis: to explain how data is pre-
pared using the outputs of the ”Data Management”, how it is processed and interpreted
regarding the experiments conducted. For each data set and respective processing tools,
at least one output is returned. Throughout this chapter, it is explained in detail what
files are needed for each processing step and what are the correspondent outputs.
Technical tools
How data is processed 
and interpreted?
Data processing tools
Spatial-Temporal pointer features
Micro-behaviours pointer features
Uncertainty model
DM task features
DM pointer features
DM pupil features
DM ECG features
DM EDA features
DM BVP features
1
2
3
4
5
6
7
8
9
Figure 5.1: Details about what will be explained and what are the outputs of the Chapter
”Technical Tools” in the context of this thesis.
5.1 Survey Pointer Processing Tools
This section will present the processing tools applied to the pointer interaction in online
surveys. It will cover a detailed explanation of all the procedures from the original files,
presented in 4.1.2, to the final set of features extracted.
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Previous studies do a temporal and spatial analysis of the pointer movement extract-
ing features such as the velocity of the movement [13], or to compare straight and curved
movements [136, 225]. Regarding the context of data acquisition and which are the in-
terest areas, hovering patterns [11, 123, 136], long pauses [13, 136, 225] or direction
changes [276] are examples of more complex analysis. Although the basic mouse analysis
is based on the cursor position or clicked elements, behaviours like hesitation, frustration,
assertivity, attention or abandonment are also extracted to perform web pages usability
tests [54, 59, 122, 171].
To the best of our knowledge, no previous studies analysed the pointer interaction
in the specific context of online surveys. For this reason, we explored which alternative
paths could a user follow while answering an online questionnaire and, as a result, we
created a sequence to demonstrate our conclusions. To assure the correct extraction of
features, given that several bugs were reported during the data analysis, files from Study 1
was used to pre-process the data and validate spatial-temporal features. The visualization
of the data from Study 2 was useful to explore and identify micro-behaviours that give
rise to more informative features. Although the majority of micro-behaviours extracted
were never mentioned in previous work, some of them were inspired in features applied
in different contexts.
5.1.1 Interaction Sequence for Questionnaires
To determine which features could be extracted from the pointer interaction dynamics,
with knowledge-value about the individual, it is crucial to contemplate and understand
possible behavioural patterns of a subject while answering an online questionnaire. This
section exposes the various steps involved in a questionnaire reply that helped us to infer
contextual features relevant for the individual personality. Throughout the explanation
of the different stages, the arose features are presented.
Figure 5.2 shows the first step, which is entering the survey. It is possible to close the
webpage and leave the survey or to go to the first question group and then to the next
group.
Figure 5.2: Survey diagram.
Inside the question group (Figure 5.3), the subject could go to every question to answer
that. When all questions are answered, he can submit the survey.
As already referred, when the subject decide to go to a question for then provide an
answer, he can just move the mouse or scroll in that direction, as shown in diagram 5.4.
From scroll, it is possible to extract the number of scrolls done and the number of items
scrolled as features.
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Figure 5.3: Question Group diagram.
Figure 5.4: Go to question diagram.
The process involved in answering a question, represented in Figure 5.5 is the most
complex and from where we can extract more contextual features. There are different
alternatives when answering a question. The most complete approach is to read the
question, move the pointer to the answer and select it. After this, if the subject moves
the pointer to another answer and selects a different answer, it is considered an event of
correction within an item. In case the subject goes and answers to another question or
questions but comes back to change the previous chosen answer, it is considered an event
of correction between item. After proceeding to the next question, the subject could also
turn back and do a revisit in a previously answered question, which is the event of going
back to a previous question without changing the answer.
Figure 5.5: Answer question diagram.
At last, the survey submission is only possible when every question is filled. Other-
wise, a warning appears.
Figure 5.6: Submit diagram.
5.1.2 Pre-processing Data
Some of the original pointer files have unexpected data collection errors that need to go
through a pre-processing phase to then be correctly analysed. Being carried out in an
uncontrolled environment, it is Study 1 that is more susceptible to errors given that no
restriction of time or device was imposed. Therefore, the files from Study 1 were used to
identify errors and validate the pre-processing procedures.
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5.1.2.1 Server File Correction
In terms of the mouse raw file acquired in the server, the existing problems and correc-
tions implemented were:
1. Two different data lines are together, a paragraph is done between the two;
2. The counter of the data lines are not in the correct order;
3. Files without the number of frame column are identified;
4. If different files are from the same questionnaire and subjects, they are concate-
nated;
5. Repeated positions (x,y) in consecutive data lines are removed;
6. Repeated timestamp in consecutive data lines are removed;
7. Data lines with NotANumber values are removed.
5.1.2.2 Device Identification
The usage of an online survey requires the identification of the device in use because
the target desired (pointer movement) is lost in touch screen devices. This way, the data
from touch screens’ devices were not considered. To identify these devices, regarding
that there is no pointer movements (represented as 0 in the pointer file), the predominant
EventCode in touch devices files will be 1, as it is the identification of clicks. Then, the file
is not considered if the ratio between the events where the pointer is moving (event = 0)
and the events where the mouse is down (event = 1) is less than 2:
#events = 0
#events = 1
< 2
5.1.2.3 Data Validation
As already referred, there are some possible errors and corrections that need to be applied
to each server file to correctly extract some information from the data. To ensure that
everything is working properly and that we are returning quality results, an output CSV
file was generated with the following details described.
• Original number of subjects (#original subjects);
• Number of subjects with correct mouse data (#subjects);
• Number of subjects using touch screen devices (#touchscreenf iles);
• Percentage of files with missing samples (%f ileswithout samples);
• Mean of percentage of samples missing (%lost samples);
• Percentage of files that are split (%concatenated f iles).
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The result of the validation file from this study is presented in Table 5.1.
Table 5.1: Validation file output from Study 1.
Result Output
# original subjects 119
# subjects 89
# touch screen 24
% files without samples 26
% lost samples 0.0087
% concatenated files 1.7
5.1.3 Spatial-temporal Information
The result of the pointer interaction can be interpreted not only in the temporal domain
but also in the spatial domain. Bearing this in mind, the data preparation for each of the
approaches was required to extract the respective features. Basically, this corresponds to
Output 1 of the Chapter ”Processing Tools” in the diagram of Appendix A. The server
pointer files from Study 1 (Output 2 of the Chapter ”Data Management” in A) were used
to assess and validate the features extraction from the mouse interaction in terms of time
and space.
5.1.3.1 Spatial Information
In the spatial domain, the pointer interaction in the questionnaire is analysed as a single
path, from the beginning until the end of the questionnaire.
To smooth the spatial signal, a spatial vector s representing the cumulative length
along the path, between two mouses positions, is calculated:
si =
i∑
k=1
√
∆x2k +∆y
2
k , i = 1...n− 1,
∆xi = xi+1 − xi , ∆yi = yi+1 − yi
A cubic spline interpolation is then applied in order to produce a curve signal with a
space interval equal to the mean value of the length variance:
α = ∆s,
∆si = si+1 − si
An example of this pre-processing procedure is shown in Figure 5.7, in which is
exemplified a fraction of a movement and a comparison between the original signal and
the interpolated result.
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Figure 5.7: Spatial signal x-y representation in pixels. The orange dots (•) represent the
signal extracted from the pointer movement, the blue dots (◦) represent the signal with
constant spacing and the black line (-) represent the curve from interpolation.
The questionnaire path length (s) is easily extracted from s, s = sn−1 and expressed
in pixels. To generalize this measure to other questionnaires, s is divided by the number
of items.
To calculate the angle vector (θ) we used the following expression:
θ = arctan
(M y
M x
)
rad,
however, to avoid the radian phase discontinuities near −pi and pi, we added multiples of
±2pi:
θi = arctan
(
M y1
M x1
)
+
i∑
j=1
min
{
M arctan
(
M yi
M xi
)
+ 2kpi
}
k ∈ Z
The curvature (c) is inversely proportional to the circle’s radius created at the tangent
point of the path in study. The curvature is expressed by:
c =
x′y′′ − y′x′′
(x′2 + y′2)3/2
We have interest only in the absolute values of angles and curvatures. The rate of
change in curvature (c′) is given by the expression:
c′ = ∆c
∆s
Figure 5.8 represents the angle and curvature results from the path represented in 5.7.
From each stroke defined, we can calculate its length (s_stroke) and straightness,
which is defined as the ratio of the Euclidean distance between the start and end of the
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Figure 5.8: In the graphic at left it is represented the angles in radians over distance in
pixels and the graphic at right represent the curvature in radians/pixels over distance in
pixels.
stroke and the total distance travelled (length):
straightness =
√
(x1 − xn)2 + (y1 − yn)2
sn−1
The tremors in the user movements were measured by jitter, which corresponds to
the ratio between the smoothed path length and the original path length:
jitter =
s′n′
sn−1
Table 5.2 summarizes and describes the final set of spatial features. Since some fea-
tures are statistically analysed, the total number of spatial features is 22.
Table 5.2: Details about features extracted in spatial domain. Distribution and range
values from Study 1. Note is equal to 1 if this feature will be statistically analysed,
resulting in 4 features (maximum, minimum, mean and standard deviation).
Symbol Feature Name Unit Distribution Range Note
Length s px [2.8× 10, 4.0× 103] 0
Angle θ rad [−3.1× 10, 6.2× 10] 1
Curvature c rad.px−1 [−8.2× 102, 6.6× 102] 1
Variation
Curvature
c′ rad.px−2 [−4.3× 105, 8.3× 105] 1
Strokes
Length
s_stroke px [2.2, 9.0× 103] 1
Straightness straightness - [8.1× 10−3, 1.0] 0
Jitter jitter - [2.8× 10−1, 9.8× 10−1] 1
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5.1.3.2 Temporal Information
In the temporal domain, the interaction in the questionnaire was not considered as a
whole but as a set of strokes, depending on the interval between sequential movements.
When a subject takes more than kstroke seconds to move the pointer, the movements before
and after that pause were considered strokes.
In order to have a signal with equal temporal spaces, we applied a cubic spline inter-
polation to each stroke. The interval delimited is proportional to the mean variance of
time:
α = ktime interp ×∆t,
∆ti = ti+1 − ti
Figure 5.9 exemplifies the curve interpolated from the x and y original signals. It
is possible to identify different strokes, pauses and well defined different intervals of
interpolations for each stroke.
Figure 5.9: Temporal signal x-y representation in pixels. The orange dots (•) represent
the signal extracted from the mouse movement, the blue dots (◦) represent the signal with
constant and defined spacing and the black line (-) represent the curve from interpolation.
The total time of the questionnaire (t_total) was easily extracted from t, t_total = tn−1
and expressed in seconds. To generalize this measure to other questionnaires, t_total was
divided by the number of items.
To correctly calculate the velocity of the mouse movement, a vector which includes the
velocity values when the mouse moves and consider the velocity zero when no movement
need to be computed. It is named velocity (v_t).
From temporal information we also extract the horizontal velocity (v_x), vertical
velocity (v_y), acceleration (a), jerk (a′) and angular velocity (w):
vx =
∆x
∆t
vy =
∆y
∆t
a =
∆vt
∆t
a′ = ∆a
∆t
w =
∆θ
∆t
Table 5.3 summarizes and describes the final set of temporal features. Regarding that
some features are statistically analysed, the total number of temporal features is 25.
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Table 5.3: Details about features extracted in temporal domain. Distribution and range
values from Study 1. Note is equal to 1 if this feature will be statistically analysed,
resulting in 4 features (maximum, minimum, mean and standard deviation).
Symbol Feature Name Unit Distribution Range Note
Total time t_total s [3.5, 2.8× 10] 0
Temporal
Velocity
v_t px/s [0.0, 1.7× 105] 1
Horizontal
Velocity
v_x px/s [0.0, 1.1× 105] 1
Vertical
Velocity
v_y px/s [0.0, 1.6× 105] 1
Angular
Velocity
w rad/s [−9.1× 101, 1.1× 102] 1
Acceleration a px/s2 [−1.7× 108, 1.7× 108] 1
Jerk jerk px/s3
1e7
[−1.7× 1011, 1.7× 1011] 1
5.1.4 Micro-behaviours Information
This section is a result of a deep analysis of the mouse interaction in the context of
online surveys. The described features are related to the task and, the more complex
ones, resulted from a visual analysis of different subjects. We call these features micro-
behaviours, bearing in mind that they represent a distinct behaviour and that they were
observed in several subjects. Basically, this part of the work corresponds to Output 2 of
the Chapter ”Processing Tools” in the diagram of Appendix A. In contrast to the spatial-
temporal features, the server pointer files are, in this case, from Study 2 (Output 4 of the
Chapter ”Data Management” in A). We decided to use these files for this purpose because
this study was performed in a controlled environment and, considering that these are
not generic features, the existing noise in uncontrolled environment data could generate
distorted assumptions. Furthermore, the combination of some of the identified mouse
patterns led us to build an uncertainty model, that returns the uncertainty felt by each
subject in each item of the questionnaire. For this model to be subsequently applied and
ensure consistency it is important to use a controlled environment and, therefore, Study
2.
The first reported behaviour was called overview (#overviews). This is characterized
by, at the beginning of the survey, scrolling the cursor over a wide area in direction to
the bottom of the survey getting an overview of it, to get an overall idea of the number
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of questions, the length of the survey or the types of questions. A visualization of this
behaviour is represented in Figure 5.10, in which the mouse y coordinate is represented
over time. The first question is at the top of the plot (small y values) and, moving forward
through the next questions, the y increases. At the beginning of the questionnaire, this
subject goes to the end of the survey and then comes back to the first questions. Computa-
tionally, when suddenly the user crosses more than one-quarter of the items of the whole
questionnaire, it was considered an overview. As seen in Figure 5.10, this behaviour can
also occurs after one minute and two minutes of interaction, but never so far as the first
time and, for this reason, only if a big number of items are crossed (at least one-quarter)
it was considered an overview. The final feature corresponds to the number of overviews
in a questionnaire.
Figure 5.10: Representation of the y-axis of the pointer movement over time. The rectan-
gle area corresponds to an overview pattern.
The second observed behaviour was the skip pattern (#skips). When answering the
survey some subjects would not have a linear behaviour of following the natural order of
questions. In fact, some subjects would skip questions and answer in an unnatural order.
This behaviour is represented in Figure 5.11, in which the user, after answering question
two, starts to answer from question 14 to the previous questions. When the user is back to
question 3, goes again to the end and answer question 18 until question 15. To compute
this feature, we verified the order of the items answered, without considering further
corrections, and if the user moves back to a previous question, it means he skipped that
item and, therefore, it was considered a skip. The final feature corresponds to the number
of skipped items and, given that it is related to the number of items of the questionnaire,
we normalized this feature dividing by the total number of items.
Analysing pointer movements, pauses of movement should be regarded. There are
three features that can be extracted from this perspective: time of interaction, time of
pauses and number of strokes. The time of pauses (t_pauses) is a vector with the interval
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Figure 5.11: Representation of the questions answered over time. This user is an example
of skip behaviour.
of times that people remain without interaction more than kpause seconds between strokes
and the number of strokes (#strokes) corresponds to the number of times that people
move the mouse between pauses. The time of interaction is the total time that people are
moving the mouse, excluding from the total time the time of pauses. In Figure 5.12 there
are represented in blue the intervals of time when the subject is paused (kpause = 1second)
and it is possible to identify 5 strokes and 4 pauses in this example. The number of strokes
and time of interaction are normalized according to the length of the questionnaire, and
therefore, divided by the total number of items.
Figure 5.12: Velocity in time.
All the following described features need a previous correction to verify if the subjects
are not wandering around the page but remain in the same question or if they just go
down in page and come back to the same item. We call this zapping events and, in spite
of being considered as features, we removed them from the signal for further analysis.
The impact of these variables is represented in Figures 5.13a and 5.13b, in which is
represented the temporal velocity in pixels/second in y-axis and time in seconds in x-
axis. It has a blue and light blue background to distinguish the change of item, which is
numbered in the graphic when it happens. The vertical black lines represent the mouse
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down and up (clicks). We can compare both figures and notice that Figure 5.13b do
not consider the zapping items, which could produce results with errors. It is easily
noticeable at second 53 and second 93 that there are less rapid changes of items. Based
on the time that people remain inside an item area, a zapping item is classified when this
interval of time is less than kzapp seconds. When a subject is scrolling, many zapping items
are detected and, therefore, we classified this event as a zapping event and considered
the items that were crossed by the pointer. From the whole questionnaire we extracted
the number of zapping events (#zapp) and the number of zapped items in all zapping
events (#items_zapped). The last feature was normalized, being divided by the total items
in the questionnaire.
a Example of a survey’s response dynamics with zapping events.
b Example of a survey’s response dynamics with zapping corrections.
Figure 5.13: Representation of the difference of results when applied the zapping correc-
tion. These show the signal of velocity over time in seconds, the change of question is
noted by the change of colour, between blue and light blue, and at the beginning of the
new question it is the number of the item. The black vertical lines are the mouse click
(one for mouse down and one for mouse up). With fast changes the number of items is
aligned vertically.
The spent time in each item is kept in a vector (t_item), which with the zapping
corrections gives us a more realistic information, ignoring short times caused, for example,
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by scroll actions.
Sometimes, external factors could interrupt the subject focus on the survey, or the
subject could abandon the survey for a while to answer a telephone call, for example. We
considered the number of abandons (#abandon), defined by:
Abandon = kabandon ×mean(titem)
The sum of the time of abandons (t_abandon) was also considered as feature. When
an abandon event is identified, the respective time value is removed from t_item. This
way, this vector will contemplate only the time spent to answer a question, having just
normal situation values.
The t_item consider only the time between the mouse enter the item and leaving it.
To consider the total duration that the mouse was inside each item, we calculated the
accumulated time (t_accum).
When the mouse is inside a question, we found two different ways of reading the
statement: some people move the mouse to the text area, while reading the question,
while others just move the mouse around the answers area. To identify this behaviour of
hovering the text (#hover_text), after defining the width of the text of the question, the x
mouse coordinates can be associated to questions or answers area. The associated feature
was the accumulative time that the subject was in the questions area. To be independent
of the questionnaire size, this feature was divided by the number of items.
Thinking about hovering the answers area, instead of the text area, there are two
features: number of hovered answers and selected answer ratio. The number of hovered
answers (answer_hover) corresponds to the number of hovered answers divided by the
total number of possible answers. The selected answer ratio (answer_ratio) is defined
by the duration of hovering the final answer, in relation to the total time in the answers’
area.
In relation to the click after being inside the question, the time before click (t_bef _click)
was calculated and it is the sum of all the time intervals in a question until the first click,
considering previous time intervals in case the person enters the question for more than
one time. The pause before click (pause_bef _click), which is the time interval that a
person remains stopped before clicking an answer, was also computed. If the participant
clicks more than once in a single question (to correct a previous answer), this value is av-
eraged. The time between a click in and click out to choose an answer was also calculated
and named time click (t_click).
Because some users move the mouse around the final answer, the distance from the
path inside a question to the selected answer was also computed. This distance from
answer (distance_answer) is given by the equation 5.1, where xanswer and yanswer are the
x and y coordinates of the question’s last click.
Distance f romanswer =
√
(xi − xanswer ) ∗ ∗2 + (yi − yanswer ) ∗ ∗2, i = 1, ...,n− 1 (5.1)
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While thinking about the answer, some subjects change the mouse horizontal direc-
tion, which we called < −turns and is represented in Figure 5.14. This was calculated
by the horizontal trajectory’s derivative changes from positive to negative values or vice-
versa.
Figure 5.14: Representation of <-turn pattern. In blue is presented the mouse movement
and in red the mouse click.
When the individual selects one option, but keeps interacting inside the item and
decides to change the option selected to another answer, we defined this behaviour as
correction within item (#correc_within_item).
Before leaving the question, the interval of time spent between click and go to the
next item was calculated and named inter-item interval (#inter − item_interval).
A different approach of correcting the previous answer is the correction between
item (#correc_between_item). In this case, the person selects an answer, move forward
to the next questions, and after answering at least one more question, decides to go back
and change the previous answer given.
Similar to the last explained behaviour but, instead of changing the previous answer,
keeping it, we have the revisit (#revisits). This is exemplified in Figure 5.15, in which
the user has revisited a prior answer (from question 14 to question 3) which was at the
top of the survey. Interestingly, after answering the first time to question 3, this subject
responded to question 4 and came back to question 3, that has changed three times the
option previously answered. The revisit was around three minutes after these changes.
Figure 5.15: Representation of the questions where the mouse is located over time. The
red circles represent the mouse clicks. The rectangle area corresponds to a revisit be-
haviour.
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In relation to the corrections, the correction time (t_correc) was calculated by the
sum of all the time intervals in a question from the first click until the last click (last
correction). If there is not any correction, this value is zero.
Table 5.4 summarizes the final features and classifies them. When the note is equal to
1, this variable could be statistically analysed and return 4 values: maximum, minimum,
mean and standard deviation. With these in consideration, in the end, there are 60
variables.
5.1.5 Uncertainty Detection
The level of uncertainty while answering a question corresponds to the difficulty that
a respondent may find to make a rating about a statement. This could be caused by
multiple factors: 1) the subject may not have thought about the statement previously;
2) have difficulty retrieving from memory all relevant information; 3) feel unsure about
which response alternative best matches the respondent’s subjective point of view; 4) find
it difficult dealing with many similar statements in a questionnaire; or 5) the subject may
also tend to be self-uncertain or indecisive [79, 186, 206, 223]. To compute this feature,
24 features extracted from mouse behaviour were selected for model training and testing.
Using logistic regression and k-fold cross-validation, the predictive model of uncertainty
achieved an estimated performance accuracy of 89% and this was used to return the
number of uncertainty items for each subject. More information about this model is in
Appendix B.
The last regarded feature was, therefore, the number of items in which the subject
was uncertain (#uncertainty), that ranges from 1.6× 10−2 to 1.
Table 5.4: Details about features extracted by the identification of micro-behaviours.
Distribution and range values from Study 2. Note is equal to 1 if this feature will be
statistically analysed, resulting in 4 features (maximum, minimum, mean and standard
deviation).
Symbol Feature Name Unit Distribution Range Note
Overview #overviews - [0, 2] 0
Skip #skips - [0, 1.6× 10−1] 0
Time of
Pauses
t_pauses s [1.0, 3.8× 101] 1
Strokes #strokes - [0.4, 2.5] 0
Time of
Interaction
t_interaction s [0.1, 8.1] 0
(To be continued)
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Symbol Feature Name Unit Distribution Range Note
Zapping
Events
#zapp - [0, 46] 0
Items
Zapped
#items_zapped - [0, 2.3] 0
Time per
item
t_item s [0.0, 1.8× 102] 1
Abandons #abandon - [0, 12] 0
Time of
abandons
t_abandon s [0, 1.2× 102] 1
Accumulated
time
t_accum s [0.6,1.8× 102] 1
Hovering
text
#hover_text - [0.1, 0.3] 0
Hovered
answers
#ans_hovered - [0.2, 1] 1
Selected
answer ratio
answer_ratio - [9.9× 10−3, 1] 1
Time before
click
t_bef _click s [0, 51] 1
Pause before
click
pause_bef _click s [0, 17] 1
Click Time t_click s [0, 5] 1
Distance
from answer
distance_answer px [2.2, 6.5× 102] 1
<-turns < −turns - [0.1, 6.9] 0
Correction
Within Item
#correc_within_
item
- [0, 0.5] 0
Inter-item
Interval
inter −
item_interval
s [2.4× 10−2, 1.8× 102] 1
Correction
Between
Item
#correc_between_
item
- [0, 0.9] 0
Revisits #revisits - [0, 4.8] 0
Correction
time
t_correc s [0, 179] 1
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5.2 Decision-making Task Processing Tools
This section will present the extracted features from the files resulted from the IOWA
Gambling Task (IGT). These files correspond to output 5 and 8 of the Chapter ”Data
Management” and the set of features obtained by these tools are the output 4 of this
chapter (see diagram A).
The features related to the IGT are easily extracted directly from the collected data
files and, consequently, do not require extensive processing.
Taking into consideration the conventional learning profile across five blocks of 20
trials, features are also calculated for each block. In Table 5.5 are described all the features,
in which ## means this feature is extracted from the entire game (TT), from block 1 (B1),
from block 2 (B2), from block 3 (B3), from block 4 (B4) or from block 5 (B5), B# means
this feature is only extracted for each block and T T means this feature is only extracted
once, from the total time of the game. In total, 132 features are extracted from the IGT.
From the logfile of the IGT, when the event ”fixed” is returned, the fixation phase starts,
which corresponds to the beginning of the trial. In the event ”feedback”, information
about the deck selected and the result of that selection is returned and, with the segmen-
tation of each trial, all the features are quickly calculated. The feature BX_total_money
is only computed for each block, given that the final money in block 5 is the same as the
entire game final money.
To assess the participant performance, which is given by choosing the ”good” decks,
we calculated the ratio between ”bad” decks and ”good” decks selection, which we called
inefficiency.
In relation to TT_no_choice, the restart is detected when a ”fixed” event occurs twice,
without a ”feedback” event in the middle. Because it is not expected that people exceed
the 7 seconds limit to restart the choice phase, we only considered this feature for the
entire game.
5.3 Decision-making Task Mouse Processing Tools
This section will present the extracted features from the mouse movements file resulted
from the IGT. This file corresponds to output 9 of the Chapter ”Data Management” and
the set of features obtained by these tools are the output 5 of this chapter (see diagram
A).
The type of data of the mouse interaction in this context is similar with the data ex-
tracted from the mouse interaction in the online survey and, consequently, the processing
tools applied to extract features from the temporal and spatial information are the ones
described in section 5.1.3. In this context, there is no need to be concern about zapping
events because there is no way of scrolling through the page, or abandons because the
participant is in a controlled environment. In consistency with the features extracted
in 5.2, these were also extracted for the five blocks of the IGT and for the entire game.
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Table 5.5: Features extracted from the IGT (## represents B1, B2, B3, B4, B5 or TT). Note
is equal to 1 if this feature will be statistically analysed, resulting in 4 features (maximum,
minimum, mean and standard deviation).
Name Unit Description Note
B#_total_money CHF current money 0
##_reward CHF sum of rewards 0
##_penalty CHF sum of penalties 0
##_RT s reaction time 1
##_RT_reward s reaction time after a reward 1
##_RT_penalty s reaction time after a penalty 1
##_highest_reward CHF highest reward value 0
##_highest_penalty CHF highest penalty value 0
##_deck1 - number of deck 1 selections 0
##_deck2 - number of deck 2 selections 0
##_deck3 - number of deck 3 selections 0
##_deck4 - number of deck 4 selections 0
##_inefficiency - ratio between bad decks and good decks selec-
tion
0
T T _no_choice - number of restarted choice phases 0
As a result, the total number of spatial features is 132 and the total number of temporal
features is 150.
In terms of context, three features are identical to the presented in 5.1.4: time of
pauses, number of pauses and time of interaction. The remaining features are related to
the decks. In total, from the context are extracted 186 features (see Table 5.6).
Table 5.6: Contextual features extracted from the mouse movements in the IGT (##
represents B1, B2, B3, B4, B5 or TT). Note is equal to 1 if this feature will be statistically
analysed, resulting in 4 features (maximum, minimum, mean and standard deviation).
Name Unit Description Note
##_t_pauses s Time of mouse movements pauses 1
##_nr_pauses - Number of mouse movements pauses 0
##_t_interaction s Total time of mouse moving 0
##_decks_hovered - Number of decks hovered 1
##_t_sel_decks s Time hovering the selected deck 1
##_t_other_decks s Time hovering the not selected decks 1
##_t_out_decks s Time hovering the area outside the decks 1
##_sel_deck_ratio - Ratio between the time hovering the selected
deck and the total duration of the trial
1
##_alterations - Number of changes from hovering a deck to hov-
ering another
1
##_total_alterations - Total number of alterations 0
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5.4 Pupil Processing Tools
This section will present the processing tools applied to the pupil data available in the
eye-tracking file. This file corresponds to output 10 of the Chapter ”Data Management”
and the set of features obtained by these tools are the output 6 of this chapter (see diagram
A).
To do the pupil analysis, the [T ime] and [RightDiameterY ] were accessed, as well as
the current trial and step of the experiment.
As a pre-processing step, the pupil diameter was converted from pixels to centimetres.
As stated in section 2.2.1, the pupil variation reaches a peak in less than 1 second and,
therefore, the analysis was performed for each phase of the IGT: choice, anticipation and
feedback.
The signal of the pupil diameter over time falls to zero and this is usually caused
by blinking the eyes. Sometimes, longer periods of zeros are caused by eye-tracking
disconnection and these areas were ignored to do a correct interpretation of results. In
case the percentage of pupil diameter equal to zero is higher than 35%, the respective
participant was discarded.
As presented in Table 5.7, the pupil analysis is based on five measurements: the
blinking percentage, which is basically the percentage of time the pupil diameter is equal
to zero, the average pupil diameter, the average of the pupil diameter variation and two
measurements related to the peaks of the signal. When the pupil diameter increases more
than 0.5 mm, a peak is detected. The number of peaks and the area of each peak were
computed features. The area of peaks is informative about the intensity and duration of
each pupil variation. The final set of features are analysed in terms of blocks in the IGT,
raising a total of 306 features.
Table 5.7: Features extracted from the pupil diameter signal acquired in the IGT (##
represents B1, B2, B3, B4, B5 or TT and $ the phase of the trial (c=choice; a=anticipation;
f=feedback)). Note is equal to 1 if this feature will be statistically analysed, resulting in 4
features (maximum, minimum, mean and standard deviation).
Name Unit Description Note
##_$_blink - Blinking percentage 1
##_$_diameter mm Average pupil diameter 1
##_$_diameter_var mm Pupil diameter variation 1
##_$_nr_peaks - Number of peaks 0
##_$_area_peaks mm.s Area of peaks 1
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5.5 Electrocardiogram
This section will present the processing tools applied to the Electrocardiogram (ECG)
data in the biosignals file. This file corresponds to output 11 of the Chapter ”Data Man-
agement” and the set of features obtained by these tools are the output 7 of this chapter
(see diagram A).
The first pre-processing step was the conversion of the Analog-to-Digital Conversion
(ADC) signal to mV. From this step until the detection of the RR peaks, the signal process-
ing filters applied were based in the Pan Tompkins algorithm [183], which is implemented
in novainstrumentation1 library. The last pre-processing stage was the exclusion of outliers
from the signal. RR peaks with an interval shorter than 0.4 or longer than 2 are replaced
by the previous correct interval (frequencies between 30-150 Beats per Minute (BPM)). If
more than 25% of the RR peaks were detected as outliers, the respective participant was
discarded.
Given the strong bond between psychophysiological measures and the Heart Rate
Variability (HRV) analysis, we extract a set of features from linear (statistical, geometrical
and frequency domain) and non-linear domain.
In the statistical domain, the Heart Rate (HR) is directly calculated using the interval
of time between RR peaks:
HR =
60
4RR (5.2)
Using the difference between NN, the RMSSD estimate the short-term components of
HRV and the SDNN estimate the overall HRV [155]. Their definitions are in Table 5.8.
The percentage of NN differences greater than 50 ms (pNN50) are associated with
short term, high-frequency variations in HR and with the activation of the peripheral
nervous system [155, 228].
The geometrical features are based on the conversion of NN intervals sequences into
geometrical patterns. The HRV triangular index is the integral of the density distribution
(the number of all NN intervals) divided by the maximum of the density distribution.
Triangular Interpolation of the NN Intervals (TINN) is the baseline width of the histogram
of the NN intervals, measured as a base of a triangle approximation. Stress index is also
computed from the HRV histogram and measure of the level of activity prevalence of
central mechanisms regulation above Autonomous Nervous System (ANS) [228]. The
logarithmic index, φ, corresponds to the coefficient of the negative exponential curve
k.e−φt, which is the best approximation of the histogram of absolute differences between
adjacent NN interval [155]. The scatter created by the plot of every RR interval against
the prior interval is called the Poincaré plot. By fitting an ellipse to the plotted points,
the standard deviation of instantaneous beat-to-beat variability (SD1) is given by ellipse’s
width and the long-term standard deviation of continuous NN intervals (SD2) is given
1https://github.com/hgamboa/novainstrumentation
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Table 5.8: Features extracted from the ECG signal acquired in the IGT (## represents
B1, B2, B3, B4, B5 or TT). Note is equal to 1 if this feature will be statistically analysed,
resulting in 4 features (maximum, minimum, mean and standard deviation).
Name Unit Description Note
Statistical
##_hr bpm Heart rate 1
##_rmssd ms Root Mean Square of Successive Period Differences 0
##_sdnn ms Standard Deviation (SD) of all NN intervals 0
##_nn50 − Number of pairs of successive NN intervals that
differ by more than 50 ms 0
##_pnn50 − Proportion of NN50 divided by the total number
of NN intervals
0
Geometrical
##_triang_index − HRV Triangular index 0
##_tinn ms Triangular Interpolation of NN interval histogram 0
##_si − Stress index 0
##_φ − Logarithmic index 0
##_sd1 ms SD of instantaneous beat-to-beat variability 0
##_sd2 ms SD of continuous NN intervals 0
##_sd1/sd2 − Ratio between short and long interval variation 0
Frequency domain
##_vlf ms2 Power in Very Low Frequencies 0
##_lf ms2 Power in Low Frequencies 0
##_hf ms2 Power in High Frequencies 0
##_lf /hf − Ratio between low and high frequencies 0
##_total_power ms2 Total power 0
##_%vlf − Ratio between VLF power and total power 0
##_%lf − Ratio between LF power and total power 0
##_%hf − Ratio between HF power and total power 0
##_lf _nu − Low frequency in normalised units 0
##_hf _nu − High frequency in normalised units 0
##_vlf _max ms2 Maximum frequency on the VLF 0
##_lf _max ms2 Maximum frequency on the LF 0
##_hf _max ms2 Maximum frequency on the HF 0
Non linear
##_df a − Fractal scaling 0
##_f d − Fractal dimension 0
##_he − Hurst exponent 0
##_lle − Largest Lyapunov exponent 0
##_cd − Correlation Dimension 0
##_ap_en − Approximate entropy 0
##_samp_en − Sample entropy 0
##_auto − corr − Auto-correlation of the time-series 0
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by the ellipse’s length. The ratio between the two measures (SD1/SD2) quantifies the
unpredictability of the RR time series, which is used to measure autonomic balance [228].
The frequency-domain features discriminate the sympathetic and parasympathetic
systems. To perform the frequency analysis, a cubic spline interpolation with 4Hz of
frequency is applied to the HRV signal to then estimate the Power Spectral Density (PSD).
The distribution of power in certain frequencies ranges may vary in relation to changes
in autonomic modulation. The Low Frequency (LF) band (0.04 < f < 0.15 Hz) is mediated
by the vagal and sympathetic systems, while the High Frequency (HF) band (0.15 < f
< 0.4 Hz) is mediated by the parasympathetic system. The ratio between LF and HF
measures the predominance of the sympathetic or parasympathetic systems [155]. Very
Low Frequency (VLF) band (f < 0.04Hz) increases due to physical activity and stress.
Total power is the sum of the energy of all bands [228].
The activation of each frequency band in relation to the total power is also calculated.
To emphasise the balance between the sympathetic and parasympathetic systems, LF and
HF are also measured in normalised units (nu), which represent the relative value of
each power component in proportion to the total power minus the VLF component [155].
Finally, the frequency with higher amplitude was extracted for each frequency band.
Non-linear features reveal information related to non-linear mechanisms involved in
cardiovascular regulation. Below, a brief description of each feature is provided based on
the review of the non-linear analysis of HRV made by Camille (2015), where the features
and its applicability are more detailed outlined [43].
The Detrended Fluctuation Analysis (DFA) of a signal quantifies fractal scaling prop-
erties of NN intervals. This means that for higher DFA values there is a long-term cor-
relation between RR intervals, which are related to sympathetic modulation [43]. The
Fractal Dimension (FD) is a measure of the spatial regularity of the signal. It evaluates
the minimum number of units of the signal that is required to reproduce a pattern of
the same spatial size. The Hurst Exponent (HE) measures the predictability of the time-
series, evaluating long-term dependencies and the degree of these dependencies; Largest
Lyapunov Exponent (LLE) is related to the effects of the initial conditions on the signal.
In a periodic signal, this exponent is zero. Correlation Dimension (CD) measures the self-
similarity of the signal in terms of the independent functional components it needs to be
described. Approximate Entropy (ApEn) measures the unpredictability and complexity
of fluctuations in time-series. Sample Entropy (SampEn) is similar to ApEn, but is more
consistent and depends less on the sample size. It was also computed the auto-correlation
of the signal, using a time lag of 5 heartbeats [135]. The final set of features are analysed
in terms of blocks in the IGT, raising a total of 216 features.
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5.6 Blood Volume Pulse
This section will present the processing tools applied to the Blood Volume Pulse (BVP)
data in the biosignals file. This file corresponds to output 11 of the Chapter ”Data Man-
agement” and the set of features obtained by these tools are the output 8 of this chapter
(see diagram A).
After converting the BVP signal to mV, a Butterworth bandpass filter from 0.02 to 2.1
Hz was applied to remove frequencies not related to the BVP signal. Regarding these low
frequencies, the signal can be down-sampled and so we reduced the frequency to 250 Hz.
Similar to ECG, heartbeat can be extracted from the BVP signal. To detect the pulses,
i.e. the systolic peak, we implemented an adaptation of the algorithm presented by [165].
The algorithm basically employs a Slope Sum Function (SSF) to the BVP signal, which
enhances the BVP pulses keeping its information in terms of time and amplitude of
the peak. Then, in conformity with Zong et al. (2003) an adaptive threshold is used
to determine the occurrence of peaks. This threshold is updated when a maximum is
detected, according to its value. For each SSF pulse, the maximum value is searched in
the interval of time in which the signal is higher than the threshold [281]. If there is a big
decay of BVP amplitude in consecutive pulses, the current approach will lose this pulse.
To prevent this loss, a back search routine is implemented and a lower threshold is set in
cases where the time difference between successive peaks is bigger than 110% [165].
The last stage of BVP processing was the exclusion of outliers from the signal, which
is based on the heartbeats frequency and, therefore, follows the same rules as ECG. BVP
pulses with an interval shorter than 0.4s or longer than 2s are replaced by the previous
correct interval. If more than 25% of the BVP pulses were detected as outliers, the
respective participant was discarded.
The set of features extracted from the BVP signal are described in Table 5.9. Taking
into account that the HRV analysis is performed in the ECG processing tools, we simply
considered the inter-beat time as a feature in this context. With relation with sympathetic
and parasympathetic systems, the amplitude of the BVP signal is regarded in the remain-
ing extracted features. This computation is described in previous studies [81, 110, 191].
The final set of features are analysed in terms of blocks in the IGT, raising a total of 114
features.
5.7 Electrodermal Activity
This section will present the processing tools applied to the Electrodermal Activity (EDA)
data in the biosignals file. This file corresponds to output 11 of the Chapter ”Data Man-
agement” and the set of features obtained by these tools are the output 9 of this chapter
(see diagram A).
After converting the EDA signal to µS, the signal was down-sampled to a sampling
frequency of 100 Hz, given that the frequencies of interest are within the range 0 to 1 Hz.
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Table 5.9: Features extracted from the BVP signal acquired in the IGT (## represents
B1, B2, B3, B4, B5 or TT). Note is equal to 1 if this feature will be statistically analysed,
resulting in 4 features (maximum, minimum, mean and standard deviation).
Name Unit Description Note
##_ibi s Interval between heartbeats 1
##_bvp − Filtered BVP signal 1
##_bav − BVP peak-to-peak amplitude variation 1
##_bvp_ampl − Difference between the maximum and the minimum
of the BVP signal
0
##_pulse_width s Time to reach half the maximum value of the BVP
peak
1
##_1st_deriv s−1 Mean value of the first derivative of the BVP signal 0
##_2nd_deriv s−2 Mean value of the second derivative of the BVP signal 0
As introduced in Section 2.1.3, there is relevant information in the phasic and tonic
components of the EDA signal. Although these are distinguishable by theirs frequencies,
the Skin Conductance Response (SCR) will continue overlapped. To correctly extract
features from the SCR structure, several authors developed mathematical algorithms to
model the morphology of the EDA signal (e.g. [5, 15, 49, 103, 151]).
To easily and effectively extract features from the Skin Conductance (SC) signal, we
adapted the model developed by Gamboa et al. (2008) [92]. This model is sensitive
to shape variability of SCR and consider therefore individual differences in SCR [25,
26]. We increased its efficiency in terms of computational time and adapt the filtering
pre-processing procedures according to our experimental conditions. In summary, this
entailed, firstly, filtering the signal with a low-pass filter, using fourth-order Butterworth
low-pass filter with a cut-off frequency of 1Hz [103], the original model used a band-
pass filter, which we decided to adjust to a low-pass filter, according to our experimental
results. Second, we detected SCR events by determining the first order SC derivative (SC’)
[92], which will give the time parameters t1 and t3 (see Figure 5.16).
Figure 5.16: Skin conductance response morphology and respective first and second
derivatives and time parameters, from [92].
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To increase the model efficiency in terms of processing time, we used the first deriva-
tive of the signal instead of the second derivative, suggested by the original model.
An isolated SCR is mathematically formulated as the output of a linear system with
transfer function H(s) given by equation 5.3, to an impulsive-type input, representing the
triggering stimulus of the SCR.
H(s) =
α
(s+ b)n
(5.3)
The identification of the model order, n, is based on matching the corresponding impul-
sive response h(t), equation 5.4, given by the inverse Laplace transform of H(s) with the
observed morphological signal features. In this equation, u(t) refers to the unitary step
function, k = n− 1 and a = αk! .
h(t) =L−1
(
α
(s+ b)n
)
= atke−btu(t) (5.4)
The total EDA signal, fEDA, is modelled by the sum of the SCR with a constant represent-
ing the Skin Conductance Level (SCL):
fEDA(t) = h(t) + c (5.5)
The b, a and t0 parameters are computed using equations 5.6, 5.7 and 5.8. These are
computed from the previously determined temporal marks t1 and t3, and corresponding
values of first order derivatives, f
′
t1
and f
′
t3
. This algorithm works for a series of overlapped
SCR events, detecting small variations in the signal.
b =
4
t3 − t1 (5.6)
a = b3
f
′
t1
− f ′t3
16e−2 + 432e−6
(5.7)
t0 =
3t1 − t3
2
(5.8)
At last, we computed, therefore, the SCL value by subtracting the detected SCR from
the remaining signal.
Using this shape-sensitive EDA model, we were able to extract a set of morphological-
based features (Table 5.10): SCL, SCR number, SCR number/minute, SCR maximum
amplitude, SCR rise time, and SCR half-recovery time.
We computed also a new set of features which we refer to as SCR-loss correlation.
Many previous studies identified a relation between the SCR and the losses in the IGT
in good performance individuals [38, 44, 250]. This approach provided a means to
specifically relate SCR shape variability to variability in the monetary losses.
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Table 5.10: Features extracted from the EDA signal acquired in the IGT (## represents B1,
B2, B3, B4, B5 or TT and $ the phase of the trial (c=choice; a=anticipation; f=feedback)).
Note is equal to 1 if this feature will be statistically analysed, resulting in 4 features
(maximum, minimum, mean and standard deviation).
Name Unit Description Note
##_scl µS Tonic level 1
##_scr − Number of detected peaks 0
##_$_scr − Percentage of detected peaks for phase 0
##_scr_rate − Number of peaks per minute 1
##_scr_ampl µS Maximum amplitude of the peaks 1
##_scr_rise s Rise time of the peaks 1
##_scr_half _rec s Half recovery time of the peaks 1
The SCR-loss correlation was computed as follows. The monetary losses in the IGT
trials were transformed into a time-series function. Considering that each loss (i.e., neg-
ative feedback) was an impulse response, to have a time-series function this input was
convoluted with a Gaussian function [226] that was proportional to the loss (for a bigger
loss corresponds to a wider Gaussian). Therefore, a Gaussian curve was considered to
represent the monetary losses, in which the width of the Gaussian is proportional to the
loss (see Equation 5.9). tloss corresponds to the time the loss occurs on IGT, t to each
instant of the IGT, w to the chosen time window in seconds and lost to the amount of lost
money.
monetary loss = e
−( t
−t
loss
2×0.001×w×(log(−lost))2 )
2
(5.9)
The Gaussian was added not only to form a waveform of the length of the entire EDA
signal over the 100 trials, but also to each block of 20 trials of the IGT.
The monetary loss function was then correlated with parameters of the SCR:
• Number of SCR;
• Average of the total SCR signal;
• Mean of SCR amplitude;
• Sum of SCR amplitude;
• Mean of squared area - the SCR was approximated to a rectangular shape, with
height equal to the SCR height and width equal to the difference between the t1 and
t3;
• Sum of squared area - the SCR were calculated as the previous function;
• Mean of gaussian area - the SCR was approximated to a gaussian curve, with height
proportional to the SCR height and width to the difference between the t1 and t3;
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• Sum of gaussian area - the SCR were calculated as the previous function.
These features based on EDA were windowed and converted to a time-series function.
Bearing in mind the individual differences of the EDA signal, a time window is defined for
each individual, in a range of values between 1 and 30 s, according to its correlation with
the Gaussian functions. In addition to this, while calculating the correlations between
the EDA based functions and the loss time series, it was important to consider the arousal
reaction to a stimulus, in this case to monetary loss, of each individual. Thus, different
time shifts, with lags from -20 to 0 s, were tested.
In summary, the correlation between each EDA-based function and the loss wave is
made for all time windows, between 1 and 30 s, and for all time shifts, between -20 and 0
s, and the highest correlation is recorded as well as the correspondent time window and
time shift. All the correlations between the EDA functions and the loss wave were used
as features. The mean value of the correlations for the different EDA-based functions was
also used as a feature.
As an example, Figure 5.17 presents the highest correlation between the ”Average of
the total SCR signal” function and the loss wave in the first IGT block. There are two
losses in the first block (red lines in the first plot), being the second loss bigger than the
first (with bigger width). As a result, the second Gaussian added to the loss wave has also
a larger width. Observing the loss time-series and the signal of EDA-related function,
the correlation between the two resulted signals is apparently high. The correlation
coefficient of these two waves is approximately 0.89, with a time window of 30 s and a
time shift of -8 s.
The final set of features, considering the morphological features and the SCR-loss
correlation features, made up a total of 189 features.
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Figure 5.17: Example of EDA-based function and monetary loss function. The first plot
presents in red the moments in which the subject loses money and in green the moments
in which he wins, the lines’ width are bigger for bigger losses (or wins). The second and
third plots are the loss wave and the ”Average of the total SCR signal” for the 1st block.
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Modelling Personality using Machine
Learning
This chapter includes the results of model personality prediction based on the different
features described in Chapter 5. In diagram 6.1 is presented the main purpose of this
chapter in this thesis: how data is combined to predict personality and what are the
results of this combination. For this purpose, the results of Study 2 and Study 3 are
individually included to analyse the relationship between personality and behaviour.
First, in this chapter, all the steps included in the machine learning process are described.
Second, the results of the personality questionnaires of Study 2 and 3 are presented. At
last, the described machine learning approaches use the personality results as labels and
the outputs of Chapter ”Technical Tools” as features to generate predictive models of
personality based on biosignals and Human-Computer Interaction (HCI) (see diagram
A).
6.1 Machine learning algorithms
The ubiquitous computing led to a continuous recording of information. The large
amount of data could be examined to find useful information associated with regular-
ities or patterns. Data mining analyses and combines a large amount of information to
find a strong bond between a smaller section of information, identifying which is the
meaningful data for specific purposes. Machine learning algorithms provide the techni-
cal basis of data mining to find and classify patterns in data. These techniques are not
only applied in research, but also in many areas of industry, such as financing services,
marketing and sales or health care [275].
In case the learning approach has only the input data and no output to predict, it is
called unsupervised learning. The goal is to organize and distribute the data to learn
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Figure 6.1: Details about what will be explained and what are the outputs of the Chapter
”Modelling personality using machine learning” in the context of this thesis.
more about it. In supervised learning, in which the inputs are associated with output,
may have two main goals: to predict or to infer the output [130]. In our specific case,
the main aim is to accurately predict personality for future observations, however, the
relationship between the inputs, i.e. features, and the output, i.e. personality, is also
explored and, consequently, personality is also inferred.
Problems in machine learning can also be differentiated according to the output values.
If the output is quantitative, that is described by numerical values, it is a regression
problem. With a qualitative output, in which it is described by classes or categories, it is a
classification problem. The methods used in machine learning are distinct for regression
and classification problems [130]. This study has a continuous-value of personality as
output and, therefore, we face a regression problem.
Considering our supervised learning and regression problem, there are many algo-
rithms to combine features. What differs from the models is its flexibility and inter-
pretability. More restrict models are easy to interpret, which is important if the aim is
to infer the output. Non-linear models are more flexible, potentially leading to higher
accuracy predictions, but the complexity of the algorithms make it more difficult to un-
derstand the association between the predictors and the prediction. These models are
more suitable for improved predictions but less appropriate for inference [130].
In this study, the features extracted from the decision-making task interaction were
individually modelled as predictors and the scores of the personality traits as the out-
come.
Figure 6.2 summarizes the process of building the model in three main steps: (a)
feature extraction, (b) model training and (c) model evaluation. The first step was the
feature extraction, which was mainly based on the extraction of features described in
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Figure 6.2: Steps in modelling of features in machine learning to identify the optimal
subset of features that best predict the Big Five dimensions. Steps with * means it is run
several times according to parameters variation.
Chapter 5. After extraction features, a feature selection is made by removing the inter-
correlated features, applying different correlation features. The features extracted and
the respective sample was distributed into training and test set. The training set was used
to build the model using a model algorithm. Each Big Five dimension will experience the
model training algorithm, having, in the end, a predictive model with distinct features
importance. The models will be evaluated using the prediction of the test data and the
respective label. All of these steps are described below.
6.1.1 Feature selection
Given that the extracted features may be highly correlated, which could mask interactions
between features [130], a feature selection method based on Pearson correlation was
executed [115, 126]. If the Pearson absolute correlation coefficient was superior to a
threshold, the correspondent feature was left out. We worked with a threshold of 0.1, 0.3,
0.5, 0.7, 0.9, which correspond to very low, low, moderate, high and very high correlations,
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to remove correlated features using different factors [172].
6.1.2 Model training
To do the model training, we decided to test several algorithms for each set of features and
personality dimension. We used more restrict algorithms: Multiple Linear Regression
(MLR), lasso regression and ridge regression; and more flexible algorithms: Random
Forest (RF), Extra Tree (ET), Gradient Boosting (GB) and Support Vector Regression (SVR).
The model training procedure generated 35 models for personality dimension, con-
sidering five different correlation factors and seven modelling algorithms. It is worth to
note that test data is not be included in training data [218]. For that, we applied train-test
split cross-validation, in which 70% of our participants were subjected to model training
and the remaining to model evaluation (for similar approaches see [16, 141, 150, 262]).
To cover all range of the personality scale in both training and test set, a stratification
process was applied and the sample is divided into low, medium and high according to
the mean and standard deviation of the personality scale, to then split the train-test set
[209].
Dealing with numerical features, in machine learning, it is important to have a nor-
malized set of variables. We used a technique, called standardizing, that subtracts the
statistical mean from each value and divide the result by the statistical standard devia-
tion. The final set of values have a mean equal to zero and a standard deviation equal to
one [274]. To keep the test set unseen by the training phase, the normalization is firstly
performed to the training set of features, recording each mean and standard deviation.
The normalization of the testing is based on the recorded mean and standard deviation
of the training set.
6.1.2.1 Multiple Linear Regression
The MLR algorithm has as its target to minimize the residual sum of the squares of the
differences between the observed and the predicted values for estimating the unknown
intercept and slope parameters of a linear regression model. As presented in Equation
6.1, the predicted value (yˆ) is calculated by the linear combination of j predictors (x) with
weights (β) [274]:
yˆ =
k∑
i=0
βjxj (6.1)
Linear regression has the disadvantage of assuming linearity in the data, that does not
regard possible non-linear dependencies in data [274]. In the case of high-dimensional,
which means there are a large number of predictors in relation to the number of obser-
vations, a forward selection of features should be performed to avoid over-fitting and
high-variance [273]. Specifically, a greedy forward selection algorithm (model begins
with a set of null variables and add features one by one) was used to define the best
combination of features [130]. While the features were recursively added, the model was
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being built using the respective features. Based on methods of k-fold cross-validation
the best number of features was selected. Rodriguez et al. (2010) [213] recommended
the use of 5 or 10 folds if the aim is to measure the prediction error. We decided to use
5-fold to have more validation subjects [150]. This method randomly divides the data into
exclusive k sets and, iteratively, uses each one as validation and the remaining population
are utilized to train the model. With this method, every participant is used for training
and validating the model and each participant is only validated once. To quantify the
quality of the validation set predictions using different features, the Mean Squared Error
(MSE) metric were measured:
MSE =
1
n
n∑
i=1
(yi − fˆ (xi))2 (6.2)
where n is the number of observations, yi is the ith true response and fˆ (xi) is the
prediction that the function gives for the ith observation. The goal is to minimize the
MSE, which represent predict responses close to the true responses [130].
6.1.2.2 Ridge Regression
The ridge regression is an extension of linear regression, given that the minimization
target is modified, to reduce the impact of irrelevant features in the model. A new term
is summed to the residual sum of squares to generate a different set of coefficients. This
term, λ
∑
j β
2
j , called shrinkage penalty, is small when the coefficients are close to zero.
The λ controls the impact of this term: if it is zero, the ridge regression will be equal to
the linear regression, if λ is high, the shrinkage penalty increases and the coefficients will
approach zero. For each λ, a set of coefficients are computed, so choosing a good value is
crucial. A cross-validation error is computed for a grid of λ to find the λ with smallest
value [130]. We used 5-fold cross-validation to find λ, keeping the consistency of the
feature selection in linear regression.
In comparison with linear regression, although the flexibility of the ridge regression
decreases with the increase of λ, with a large number of features ridge regression de-
creases the variance, that is high with linear regression. This regression has the disadvan-
tage of including all the predictors [130].
6.1.2.3 Lasso Regression
Similar to ridge regression, the lasso regression is an extension of the linear regression
but in this algorithm the irrelevant features coefficients are set to zero. The term summed
to the residual sum of squares is λ
∑
j |βj |, which forces some coefficients to be zero with
sufficiently large λ. This regression performs a feature selection, which is an advantage
in terms of interpretability of the prediction but decreases the prediction accuracy [130].
We used a 5-fold cross-validation to find λ.
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6.1.2.4 Ensemble Decision Trees
In case there is a highly non-linear and complex relationship between the features and
the output, decision trees outperform classical approaches, i.e. linear regression. To build
a decision tree, the predictor space is divided into J distinct and non-overlapping regions
(R1,R2, ...,RJ ), in which for every observation a prediction of the observated response is
made to find the region that minimizes the residual sum of squares [130].
Briefly, the final structure of a decision tree is a flowchart, in which each internal node
represents a ”test” on an input variable, each branch represents the outcome of the test,
each leaf node represents a label (i.e. a final decision) and the paths from the node to
leaf represent rules. With this structure, it is easy to understand and explain the decision
process behind the decision tree. However, decision trees are very sensitive to the trained
data and small changes can significantly modify the results [130]. The aggregation of
decision trees, like bagging or boosting, improves the prediction accuracy.
Random Forest is an ensemble of Decision Trees, which produces a more accurate
and stable prediction merging multiple decision trees. To overcome the sensitivity of
the decision trees, in RF each tree is trained on different sets of data through bagging, a
method that randomly samples a data set with replacement. The features considered in
each node are from a random subset of features to create an uncorrelated forest of trees
whose prediction is more accurate than that of any individual tree. The subset of random
features should be smaller than the set of features to avoid this problem. In case there
are highly predictive features, these appear on the top of the tree and create similar trees
[36, 130]. To tune the model, the subset of features used at each node was one-third of
the total features, as recommends by [97]. The number of trees was set to 100 due to
computational time cost.
The Extra tree regression, also known as extreme random forests, has only one main
difference compared with RF regression, instead of computing the locally optimal feature
combination, for each feature a random value is selected for the split. The algorithm ran-
domizes both attribute and cut-point choice while splitting a tree node, but this random-
ization can be tuned according to the problem. In the extreme case, it builds randomized
trees whose structures are independent of the output values of the learning sample. This
model has good results in terms of accuracy, but the main strength is the computational
efficiency [97]. In addition to the tuning parameters defined in RF, this method has one
extra parameter: nmin, the minimum sample size for splitting a node that controls the
degree of smoothing. It was set to nmin = 5, a value that seems to be robust in a broad
range of typical conditions. The number of attributes randomly selected at each node
controls the strength of the attribute randomization, which was again set to one-third of
the features [97].
Gradient boosting, like RF, is an ensemble of decision trees. What distinguishes it
from RF is the method used to grow the tree, instead of bagging it grows with boosting.
In contrast to bagging, in which the data set is randomly sampled, in boosting the data set
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is weighted and will take part of new sets more often. Consequently, each tree is trained
using information from previously trained trees, so they are grown sequentially and from
weak learners grow strong learners. GB identifies weak learners using gradients in the
loss function, which is a measure indicating how good are the model’s coefficients at
fitting the data. Unlike RF, the number of trees in boosting should be restricted to avoid
over-fitting. Furthermore, to control the learning rate, the shrinkage parameter should be
defined considering the number of trees, given that to achieve a good performance with a
small learning rate, many trees are needed [90, 130, 255, 275]. The number of trees was
set to 100 and the learning rate to 0.1, a small value according to the number of trees.
6.1.2.5 Support Vector Regression
SVR, such as MLR, finds a function, called hyperplane, that approximates the training
points to minimize the predictions’ error within a certain threshold. While MLR finds a
linear relationship between the predictors, support vector regression covers non-linear
dependencies in data. Additionally, this algorithm tries to maximize the flatness of the
regression function, that minimizes the risk of overfitting. The model uses a parameter
that controls how closely the function will fit the training data, discarding deviations
up to a boundary line. The support vectors are the data points within the boundary
line. SVR is an advantageous method in case of high-dimensional data, but it is very
time consuming and the resulting function is difficult to understand and interpret [130,
274]. To reduce the complexity of the model we used a linear kernel, no penalty will be
associated with prediction points with a distance smaller than 0.1, which is the minimum
step of our true values.
6.1.3 Model evaluation
As previously mentioned, the test set comprises 30% of the population and, because it
should be a good representation of the whole sample, a stratification process was done. A
stratification step evaluates different ranges of the personality scale instead of evaluating
the whole population. This is relevant in this study to ensure that every range of the
personality scale is evaluated and our conclusions are not only based on the range with
higher population density. According to this, the test set was specific for each personality
dimension.
The accuracy of the final models was given by a metric based on the MSE, which is a
valid measure of model fit on an independent test set for high-dimensional data [130]. In
the stratification process, we calculated the MSE for each range of the personality scale
and, for the final model evaluation, we considered the mean of these values.
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6.2 Personality baseline
In our data from Study 2 and 3, recalling that the same questionnaire was carried out in
both studies, the Cronbach’s alphas [60], a metric that estimates the reliability of a psy-
chometric test, were 0.75, 0.87, 0.77, 0.80 and 0.84 for the Openness, Conscientiousness,
Extraversion, Agreeableness and Neuroticism scales, respectively. The internal consis-
tency of the questionnaire is acceptable for values between 0.7 and 0.8 and good for values
between 0.8 and 0.9.
In Table 6.1 is reported the resulting number of subjects that will be used to model
personality based on the different inputs. As described in Chapter 5, some subjects
were discarded due to lost data or artefacts in the signals, caused for example by the
displacement of electrodes during the task. Even with a different number of samples,
the mean, standard deviation, maximum and minimum of each personality scale do not
change.
Table 6.1: Final number of subjects to build models.
Features Number of Subjects
Study 2 Study 3
Mouse 78 76
DM Task 88 73
DM Mouse - 79
Pupil - 67
ECG - 61
EDA - 57
BVP - 59
Biosignals - 45
These results are reported in Table 6.2 and Figure in 6.3 represent the violin plots, a
visual representation of estimated probability density function of the scales, of the results
of the questionnaires for both studies’ personality scales. The population distribution
of most scales presents a shape similar to a Gaussian curve, meaning that there are few
people in high and low scorers on these scales. In both studies, most people scored
a value from 1 to 4 in the Neuroticism scale, so there are few high extremes on this
scale. In the Openness, Conscientiousness and Agreeableness scales, the majority of the
population scores values are above 3, which means that there are few low scorers. The
majority of the population was classified with values between 3 and 4 in the Extraversion
and Agreeableness scales. For scales Openness, Conscientiousness, Extraversion and
Agreeableness, the range of 1-2 has none or very few subjects. Comparing both studies,
the curves in 6.3 a) show higher standard deviation than curves in 6.3 b), which implies
a more balanced distribution in personality scales in Study 3.
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Figure 6.3: Violin plots of each personality scale distribution in Study 2 and 3.
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Table 6.2: Personality results for Study 2 and 3.
Personality Study 2 Study 3
Openness
Mean 3.7 3.8
STD 0.6 0.6
Minimum 2.1 2.0
Maximum 5.0 4.8
Conscientiousness
Mean 3.7 3.8
STD 0.6 0.7
Minimum 2.0 2.0
Maximum 4.8 4.9
Extraversion
Mean 3.5 3.5
STD 0.5 0.5
Minimum 2.0 2.1
Maximum 4.5 4.7
Agreeableness
Mean 3.7 3.9
STD 0.5 0.6
Minimum 1.7 2.0
Maximum 4.8 4.8
Neuroticism
Mean 2.6 2.6
STD 0.6 0.7
Minimum 1.1 1.3
Maximum 4.3 4.1
6.3 Modelling personality results
This section presents the best results of the big five factors predictive models using the
different sources of this study.
As mentioned before, for each set of data 35 models will be produced for each per-
sonality scale. However, we are interested in the model that is more accurate predicting
personality. Therefore, for each scale of personality and each data set, the best model
will be presented and described in a plot representation of the observed values (in the
y-axis) versus the predicted values (in x-axis) as recommended by [196]. A dashed black
line represents the ideal position of the points, where the predicted values are equal to
the observed ones. Regarding the model evaluation, it was based on a stratified MSE, the
plotted points are in different colours according to the range of the scale where they are
located: lighter blue for low values and darker blue for high values in the personality
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scale. This colour gradient will be helpful in a supplementary visualization that presents
the histogram of the absolute errors with different colours by the range of the scale. The
representation of the distribution of the predictive error will provide a quantification of
what we see in the plot of observed vs predicted values. The two visualizations together
support us in interpreting the results. First, with a visual inspection of how close are the
predicted values to the observed values and then a quantitative analysis of the frequency
of the absolute errors, for the different ranges considered to calculate the stratified MSE.
The details about the model itself will be presented on a table, in which each scale
is associated to a model algorithm and the number of features from the application of
the correlation factor, that are the two variables while building the models. For MLR, it
is also presented the number of features that results from the forward selection. Then,
the stratified MSE is presented as it is the criteria to select the best models. To examine
the influence of each range of personality scale in the final stratified MSE, the MSE for
the different values of personality is presented. Lastly, if there is a classification out of
the scale, that is less than 1 or higher than 5, this point is considered equal to 1 or to 5,
respectively. The number of outliers is reported in the table of results.
Taking into consideration the large amount and diversity of features provided to
the models, the interpretation of each personality model is crucial to understand what
features influence the final result. Since this analysis is unnecessary for models with low
predicting accuracy, we decided to make the analysis on models with an error of less than
30% of the maximum mean error. The maximum mean error was calculated by Equation
6.3, in which o is the observed values and wp is the worst prediction.
max(error) =
∑5
i=1 |oi −wpi |
5
=
|1− 5|+ |2− 4|+ |3− 5|+ |4− 2|+ |5− 1|
5
= 3.2 (6.3)
Therefore, models with an error inferior to 30%×3.2 = 0.96 will be considered. Given
that the models are evaluated by the MSE, the error is squared: 0.962 = 0.92. If there is
any range with a MSE higher than 0.92, this model will not be further analysed.
At last, only the features with an importance that is higher than 30% of the importance
of the best feature will be considered, i.e., if the best feature has an importance of 0.3, we
only consider features with an importance that is higher than 0.1.
6.3.1 Model based on survey mouse features
The feature selection method was used as the first step of the machine learning approach
to remove the correlated features from the features’ set. With this step, we made a
reduction in the sample of features of Study 2 from 108 features to 85, 55, 42, 23 and
9 features when applying a correlation factor of 0.9, 0.7, 0.5, 0.3 and 0.1, respectively.
In Study 3, the reduction was to 85, 59, 42, 23 and 6 features to 0.9, 0.7, 0.5, 0.3, 0.1
respectively. Only by observing this output, we can conclude that, while not very different,
the final number of correlated features are not the same in both studies, which means
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that the limited number of subjects in each study is not enough to generalize the results
to a whole population.
Generally, by looking at Figure 6.4, predictions in Study 2 are closer to the observed
values than in Study 3, as can be seen in the left side plots that represent the observed
values over the predicted values of the best predictive models for each scale of personality.
This could be a consequence of the attached biosignals sensors in Study 3, which is an
extra stressor for the subjects. In a stress situation, noisy tremors in hands movements
affect the mouse dynamics that consequently affect the personality predictive models.
Recalling that the MSE of 0.92 is the threshold value that defines what a good pre-
dictive model is, we can infer that the mouse features that modelled openness, consci-
entiousness and extraversion had good predictive results in the two studies carried out,
but neuroticism was only well predicted in Study 2. Agreeableness did not achieve good
results.
In terms of the model algorithm, more complex algorithms, especially ridge and SVR,
have a better performance in predicting personality in Study 2 (see Table 6.3). Both
algorithms build a linear function to model personality, so the relationship between the
mouse features and personality are linear. This is not verified to openness in Study 3,
that is better predicted by GB. Although MLR is the best algorithm to predict personality
dimensions in both studies, the outcomes are not good enough to be considered a good
predictive model.
Table 6.3: Details about the best predictive model based on the mouse movements in
online surveys for each personality scale in Study 2 and Study 3. CC are the features
resulted from the feature selection based on the correlation coefficient and GFS are the
features resulted from the greedy forward selection method.
Scale Model
Features
CC/GFS
MSE
MSE
[1-2]
MSE
[2-3]
MSE
[3-4]
MSE
[4-5]
Outliers
Study 2
O Ridge 42 0.19 - 0.01 0.22 0.35 1
C Ridge 85 0.46 - 0.42 0.40 0.55 2
E SVR 85 0.29 - 0.23 0.53 0.13 3
A MLR 55/14 0.56 - 0.20 0.53 0.96 1
N Ridge 23 0.40 0.35 0.16 0.67 - 0
Study 3
O GB 6 0.50 - 0.26 0.36 0.89 0
C Ridge 23 0.44 - 0.43 0.47 0.41 0
E Ridge 42 0.39 - 0.90 0.16 0.19 0
A MLR 23/4 1.38 4.00 0.99 0.07 0.44 0
N MLR 23/4 0.64 0.99 0.25 0.59 1.96 0
Openness is well predicted in both studies, and it is the personality scale with the best
result for Study 2. However, the MSE in Study 2 is lower than in Study 3 and, as confirmed
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(a) Study 2
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(b) Study 3
Figure 6.4: Plot of the observed versus predict values of personality and respective his-
togram of the absolute error for Study 2 and 3 based on mouse movements features in
online survey.
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by Figure 6.4, the points are more disperse concerning the ideal line of prediction in Study
3. Furthermore, in both studies, high openness subjects (dark blue) are the worst results.
It is still worthy to consider that there is one subject with a prediction out of the range (1
to 5) in Study 2, while in Study 3 all subjects were classified within the dimension.
The models were based on different algorithms (ridge and GB) and with a different
set of features (42 and 6). Nevertheless, the MSE consistently increase with increasing
openness level. The features with a higher importance in each model are presented in
Table 6.4.
Table 6.4: Features with high importance for predicting openness with mouse features.
Study 2 Study 3
Feature Coefficient Feature Importance
jerk_mean −0.08 #correc_within_item 0.12
answer_ratio_min 0.10 #items_zapped 0.15
t_item −0.11 w_max 0.23
s_stroke_min 0.13 t_item_mean 0.23
#strokes 0.14 t_item_max 0.27
pause_bef_click_min −0.15
#correc_between_item −0.15
answer_ratio_std −0.20
In Study 2, the alpha obtained by cross-validation in ridge regression was 10, which
reduces the coefficients of the fitting compared to linear regression. The three more
important features are contextual and are negatively correlated with openness, which
means that people high in openness do not vary the hovering time of the final answer in
relation to the others along with the questionnaire, do not go back to previous questions
to change the answer and have very long pauses before clicks. The number of strokes
is high, but also its length. Additionally, they are very fast in answering the questions
and the jerk, which is the variation of the acceleration, is low for high openness. Finally,
in addition to the variation of hovering the final answer in relation to the others, the
minimum of this ratio is also high. These are only 8 of the 42 features of the model.
In Study 3, with GB the importance of the features are returned in positive values
and higher values correspond to higher importance. The set of features selected, in
comparison with ridge regression in Study 2, is due to the different way of training the
models. With higher importance to predict openness are features of the time of question
and the angular velocity. The angular velocity is also relevant and two contextual features:
the number scrolls and the number of correction made inside a question. In this model,
5 of the 6 features have high importance.
For conscientiousness, in Study 2 and Study 3, ridge regression with alpha equal to
10 gives the best result of all. Despite having a smaller MSE, in Study 2 there are two
outliers and in Study 3 there is none. Visually, the number of subjects in the range of 2-3
for conscientiousness is similar in both cases, and its MSE is also similar. For the range
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of 3-4, Study 2 has more subjects and achieved better accuracy, but in Study 3 if we look
at the observed vs predicted plot (Figure 6.4a) it is possible to conclude that most of the
points are close to the ideal line and there are three points more away, which is confirmed
by the histogram of the absolute error. In Study 3 there are more subjects in 4 to 5 and the
prediction MSE is lower, which is expected given that the MSE of Study 2 is only based
on 4 points that most are away from the ideal line and a fifth point was classified out of
range.
Regarding the importance of the features to the models, it is expected that with the
same model algorithm, also the features should be similar. Exploring the best features
reported in Table 6.5, disregarding the different amount of features required, these are
still very distinct. Interestingly, the only two features equal in both studies have similar
coefficients. The minimum length of the strokes are consistently small for high conscien-
tiousness and the minimum time for a click is high for high conscientiousness subjects.
The large number of different features led us to conclude that the sample of subjects in
each study is not enough to create a generalized model and more subjects are needed to
find a consistent set of features that describe conscientiousness.
Extraversion is the best predictive scale for Study 3 and the second-best for Study 2,
but it still has a lower MSE in Study 2. Nevertheless, in Study 2 there are 3 outliers, which
means that 4% of the population are classified out of range. In both cases, there are no
low extraverted subjects (range of 1-2). Even Study 2 has fewer points in extremes (2-3
and 4-5) than Study 3, these are better predicted. The range of 3-4 has better results in
Study 3, in which all subjects are predicted with a MSE lower than 1, while in Study 2, in
addition to the 3 outliers in this range, there are three subjects with a MSE higher than 1.
In Table 6.6 are presented the features with higher importance to the models. The
two models have different algorithms: SVR and ridge (alpha=10) for Study 2 and 3,
respectively. Considering not only the different algorithms but also that each one predicts
better different ranges of extraversion, 27% of the features are selected in both studies,
but only 18% have similar correlations. The maximum curvature of the movements are
higher for high extraverted, but the maximum of abandon times, the number of items
scrolled and the inter-item interval minimum is small for high extraverted subjects. The
number of corrections made between items and the minimum time of click decrease in
one model and increase in the other for high values of extraversion.
Following previous studies [35, 77, 217] that conclude that extraverts click with more
frequency and move the mouse faster than introverts, the results of Study 2 reported
small time of clicks, fast inter-item interval, small inter-item interval, more velocity and
less time paused for high extraversion. On the other hand, Study 3 reported features that
do not support previous findings, like the longer time of clicks and time of pauses for
high extraverts, and features that support previous studies, like fast velocity and short
inter-item interval for extraverts.
As observed in Figure 6.4, agreeableness is not well predicted in both studies and,
because the associated MSE is higher than the threshold established (see Table 6.3), the
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Table 6.5: Features with high importance for predicting conscientiousness with mouse
features.
Study 2 Study 3
Feature Coefficient Feature Coefficient
#overviews 0.06 s_stroke_min −0.11
t_pauses_mean 0.07 w_max −0.12
s_stroke_min −0.07 t_item_mean 0.13
#strokes −0.07 t_click_min 0.14
t_pauses_min −0.07 answer_ratio_std −0.16
inter-item_interval_min −0.08 θ_mean 0.17
#ans_hovered_min −0.08 t_item_max −0.23
s_stroke_mean 0.08
straightness_max −0.08
#uncertainty −0.08
<-turns −0.08
pause_bef_click_min −0.09
v_y_max 0.09
distance_answer_min 0.10
t_click_min 0.10
t_bef_click_min 0.10
#hover_text −0.10
distance_answer_max 0.10
#correc_between_item 0.11
t_abandon_std −0.11
t_bef_click_max −0.12
v_x_max −0.13
inter_item_interval_std 0.14
#ans_hovered_max −0.16
#ans_hovered_mean 0.16
features are not explored. In Study 2, in contrast to the few points in the range of 2-3 that
have a small absolute error, the points higher than 3 are more disperse and with a higher
error. In Study 3, most of the points of the range of 3-4 have an absolute error inferior to
0.5, but for higher values the error increases and for lower values the error is even worse.
Similar to agreeableness, also neuroticism can not be well predicted in Study 3, most
of the subjects are predicted between 2.1 and 3.1 on a scale that ranges from 1.1 to 4.1.
In Study 2 subjects below 3 in the scale of neuroticism are predicted with an absolute
error inferior to 1, but higher values have a MSE of 0.67. In this scale, no subjects had
neuroticism higher than 4.
The ridge regression with alpha equal to 10 was the algorithm that better adjusted
mouse features to neuroticism and the more relevant features are in Table 6.7. According
to this model, the time of click has a high impact in predicting neuroticism, with a direct
correlation with its minimum and an inverse correlation with its maximum. Smaller
curvatures while moving the mouse fewer corrections inside an item are also related with
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Table 6.6: Features with high importance for predicting extraversion with mouse features.
Study 2 Study 3
Feature Coefficient Feature Coefficient
#zapp −0.14 straightness_min 0.05
distance_answer_mean −0.16 t_click_min 0.05
t_accum_max 0.16 v_y_min 0.06
c_mean 0.16 #skips 0.06
c_max 0.16 θ_min −0.06
t_click_min −0.16 inter_item_interval_min −0.06
#overviews −0.17 #zapp −0.06
t_item_std 0.17 c_max 0.06
#uncertainty −0.17 t_pauses_min 0.06
w_std −0.18 v_t_max 0.07
pause_bef_click_min 0.18 s_stroke_min −0.07
inter_item_interval_min −0.18 straightness_std −0.07
s 0.19 a_mean −0.08
#revisits 0.21 #correc_between_item 0.08
distance_answer_min 0.21 ans_hovered_std 0.08
#correc_between_item −0.24 v_x_min −0.09
t_abandons_max −0.25 v_t_min 0.09
v_t_mean −0.27 #hover_text −0.12
t_pauses_max −0.27 #abandon 0.12
θ_mean 0.27 <-turn −0.13
t_bef_click_max 0.28 #ans_hovered_mean 0.14
v_y_mean −0.29 t_abandon_max −0.17
jitter_min 0.29
pause_bef_click_max 0.31
jitter_max −0.35
pause_bef_click_mean −0.35
w_max −0.37
high neuroticism. Furthermore, a non-linear order while answering the questions, the
minimum angles of movement and the length of strokes are more related to neurotics.
6.3.2 Model based on decision-making task features
The feature selection method was used as the first step of the machine learning approach
to remove the correlated features from the features’ set. With this step, we made a
reduction in the sample of features of Study 2 from 132 features to 103, 54, 34, 15 and
7 features when applying a correlation factor of 0.9, 0.7, 0.5, 0.3 and 0.1, respectively.
In Study 3, the reduction was to 104, 59, 28, 14 and 6 features to 0.9, 0.7, 0.5,0.3, 0.1
respectively. Only by looking at this output, we can conclude that, while not very different,
the final number of correlated features are not the same in both studies, which means
that the limited number in each study is not enough to generalize the results to a whole
population.
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Table 6.7: Features with high importance for predicting neuroticism with mouse features.
Study 2
Feature Coefficient
s_stroke_min 0.09
θ_min 0.09
#skips 0.11
c_max −0.11
t_click_max −0.11
#correc_within_item −0.13
t_click_min 0.21
Generally looking at Figure 6.5, the predictive models are worse compared to the
ones based on the mouse features, previously presented. Some scales, like neuroticism, is
closer to the ideal line in Study 2 than in Study 3, while other scales, like agreeableness,
is better predicted in Study 3.
Recalling that the MSE of 0.92 is the threshold defined to consider a good predictive
model, based on the IOWA Gambling Task (IGT) features, openness is well predicted in
the two studies carried out, but extraversion and neuroticism were only well predicted
in Study 2, and agreeableness had good results in Study 3. Conscientiousness did not
achieve acceptable results in this case. In terms of the model algorithm, more complex
algorithms, especially GB and SVR, have better performance in predicting personality in
Study 2 and 3 (see Table 6.8). In Study 2, a simple MLR achieved good results to predict
extraversion.
Table 6.8: Details about the best predictive model based on the IGT features for each
personality scale in Study 2 and Study 3. CC are the features resulted from the feature
selection based on the correlation coefficient and GFS are the features resulted from the
greedy forward selection method.
Scale Model
Features
CC/GFS
MSE
MSE
[1-2]
MSE
[2-3]
MSE
[3-4]
MSE
[4-5]
Outliers
Study 2
O GB 15 0.43 - 0.67 0.25 0.37 0
C SVR 7 0.57 - 0.52 0.14 1.06 0
E MLR 54/17 0.36 0.25 0.54 0.35 0.30 1
A SVR 34 0.76 1.69 0.39 0.19 0.77 0
N GB 7 0.43 0.47 0.24 0.58 - 0
Study 3
O GB 6 0.51 - 0.63 0.30 0.60 0
C MLR 104/25 0.79 0.25 1.46 0.46 1.00 4
E MLR 28/15 0.59 - 1.07 0.32 0.36 0
A SVR 104 0.43 - 0.01 0.46 0.83 1
N GB 6 0.72 0.85 0.23 1.08 - 0
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(a) Study 2
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(b) Study 3
Figure 6.5: Plot of the observed versus predict values of personality and respective his-
togram of the absolute error for Study 2 and 3 based on the IGT features.
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Openness is, as has happened with mouse features, a scale accurately classified in
both studies using IGT features. The MSE is bigger in Study 3 and, by looking at Figure
6.5, we conclude that this is caused by predictions in high openness, which has a higher
error in Study 3. Again, individuals ranging of 1-2 in openness can not be predicted
with this model considering that we do not have subjects to train and test these values.
It is also worth noting that, in both studies, there are no outliers, thus the reported MSE
contemplated the whole sample of subjects.
Concerning the models themselves, despite having a different number of features, the
algorithm was the same: GB. Consequently, the set of features should be similar in both
studies to prove that the models can be extended to further predictions. In Table 6.9 are
presented the most important features in Study 2 and Study 3.
Table 6.9: Features with high importance for predicting openness with IGT features.
Study 2 Study 3
Feature Coefficient Feature Coefficient
B1_highest_reward 0.04 B2_highest_reward 0.09
TT_penalty 0.05 B5_highest_reward 0.11
TT_RT_min 0.05 TT_penalty 0.16
B4_RT_reward_mean 0.06 TT_reward 0.21
TT_reward 0.07 TT_RT_max 0.21
B4_penalty 0.07 TT_RT_penalty_mean 0.23
TT_deck1 0.08
B2_RT_reward_min 0.08
B3_RT_max 0.08
B3_penalty 0.08
TT_RT_max 0.09
B1_total_money 0.10
TT_RT_reward_mean 0.11
To interpret models based on GB algorithm, the importance of the features are given
by a positive value that is high with higher importance, thus we can describe which fea-
tures have an impact in modelling openness but no conclusion can be made in terms of
how the features influence the model. In Study 2, the feature that is more related to open-
ness is the mean of the reaction times after reward for the total game and the total money,
while in Study 3 the most important feature regards the reaction times after penalty in-
stead of rewards. Only three features are common to both studies: TT_penalty, TT_reward
and TT_RT_max, which means that the sum of all the penalties and rewards, and the
maximum reaction times at the end of the game, characterize openness individuals. Al-
though the feature that represent performance is not included in the most important set
of features, the rewards and penalties can be related with decision-making skills and,
therefore, confirm that high openness is ineffective in decision-making tasks, as stated
by [277]. The feature TT_deck1, a ”bad” deck, can also be related to the tendency of high
openness individuals to take more risks [144, 176], that causes a decrease in rewards and
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increase in penalties [270]. The majority of the important features are extracted from
the total time of the game, 46% in Study 2 and 66% in Study 3, and these are also the
common features in both studies. However, features from each block of the game are also
presented as relevant to modelling openness.
To predict conscientiousness, the model-based only on the IGT features in Study 2 has
an absolute error inferior to 1 in the range of 3-4 and the points are close to the ideal line,
as observed in Figure 6.5. However, the errors for the other scales are higher and because
the MSE for range 4-5 is superior to 0.92, the features are not explored for this scale and
study. In Study 3, the predictive values are very dispersed, there are 4 subjects classified
out of the admitted range and, because the ranges 2-3 and 4-5 are above the maximum
error threshold, the model of conscientiousness for Study 3 is also not explored.
For extraversion, it is possible to observe in Figure 6.5 that more introverted subjects
are better predicted in Study 2 than they are in Study 3. In the range of 3-4 Study 3 per-
forms better than Study 2, but analysing the histograms of errors, even with some points
with higher error in Study 2 and more dispersed in the plot of observed vs predicted,
there are many points with an error less than 0.5 (13 individuals). The few extraverted
subjects (range 4-5) were classified in both studies with an absolute error less than 1.
With a MSE higher than 0.92 in the range of 2-3 in Study 3, the importance of the
features are only explored in the extraversion model in Study 2.
The model algorithm to predict extraversion in Study 2 is the MLR thus the features
can be analysed by its coefficients. In this model, the features selected are more from
the blocks, instead of related to the total time of the game (see Table 6.10). The results
show that 35% of the features are from block 1, which is the part of the game with higher
ambiguity and, therefore, when the personality is more expressed.
Table 6.10: Features with high importance for predicting extraversion with IGT features.
Study 2
Feature Coefficient
B3_deck2 0.11
B2_highest_reward 0.12
B5_inefficiency −0.13
B2_deck1 −0.13
B2_RT_penalty_min −0.14
B3_RT_max −0.14
B1_total_money 0.18
B3_RT_penalty_max 0.19
TT_RT_min 0.20
B1_RT_reward_mean −0.21
B1_RT_min −0.24
B5_penalty −0.25
B1_RT_reward_min 0.29
B1_RT_max 0.34
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Interpreting in more detail the features, in the very beginning of the task higher
extraversion is associated with faster reaction time in some trials, and very high reaction
time in others. After a reward, the mean reaction time is short and at the end of the first
block, high extraverted subjects have more money. In block 2, after penalties, the reaction
time is shorter, the individuals select less deck 1 (”bad” deck) which could mean they
start to learn the strategy of the game. It is also in block 2 that they have higher rewards.
In block 3, the maximum reaction time is shorter and deck 2 is more selected (”good”
decks) which confirms the conclusions in block 2. Accordingly, in the last block, the high
extraverted subjects are more effective and the sum of penalties is lower. Based on the
same reasoning, we conclude that individuals high in extraversion are good performers
of the IGT, however, this is only verified in Study 2.
For the dimension of agreeableness, although the MSE of levels of agreeableness
higher than 3 are well predicted in Study 2, the MSE of 1.69 for the range of 2-3 ex-
clude this model for further analysis. In Study 3, there are some points away from the
ideal line, but the majority is close to the observed values. As observed in Figure 6.5,
there are two points between 3 and 4 and three points between 4 and 5 with absolute
error higher than 1, the remaining points are predicted with less error.
The model algorithm, SVR is supported by 104 features, so it is more difficult to
interpret the relationship between features and agreeableness. The features with higher
importance are presented in Table 6.11 and, in this case, the number of features from
blocks is higher than from the total game. There are 10, 11, 9, 14 and 11 from blocks 1, 2,
3, 4 and 5, respectively, and only 3 features from the total game. No consistency is found
to performance or decks selection, high agreeableness subjects are more efficient in block
2 and in block 3, 4 and 5 this performance reduces but keeps stable. The selection of
”good” and ”bad” decks have a pattern over the blocks, which suggests that no strategy is
related to the scale of agreeableness.
Finally, neuroticism is the personality trait that more authors found to be related with
IGT. By looking at the plot of the observed versus predicted values, the predictions made
in Study 3 are very dispersed, especially in the ranges of 1-2 and of 3-4, which has a MSE
of 1.08. In Study 2 neuroticism is also predicted with some disperse point in high values,
but lower values (below 3) are closer to the ideal line. Most of the predictions have an
absolute error inferior to 1, however, in this scale, there are no subjects with more than 4,
so no conclusions can be made to the range of 4-5.
Considering the MSE for neuroticism in Table 6.8, the features are only explored
for the model of Study 2, which are presented in Table 6.12. The model algorithm is
GB, so only the features importance are reported and no conclusions can be made on its
relation with the personality scale. No feature is reported for blocks 1 and 5 and 50%
of the features are extracted from the total game. Probably, performance is related to
neuroticism, given that the total sum of penalties and rewards are regarded. The more
important features are not related to performance, but with reaction times, after rewards
in blocks 2 and 4 and for the maximum reaction time of the entire game.
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Table 6.11: Features with high importance for predicting agreeableness with IGT features.
Study 3
Feature Coefficient Feature Coefficient
B3_inefficiency −0.06 B4_deck3 −0.10
B5_RT_penalty_mean −0.06 B2_reward 0.10
B4_deck1 0.06 TT_RT_min −0.10
B5_inefficiency −0.06 B3_RT_reward_min −0.11
TT_penalty −0.07 B1_deck4 −0.11
B2_highest_reward 0.07 B2_RT_max 0.11
B4_reward −0.07 B4_highest_reward −0.11
B3_RT_penalty_mean −0.07 B5_penalty −0.11
B4_RT_max 0.07 B2_deck3 0.11
B4_deck2 −0.07 B5_deck3 0.12
B4_highest_penalty 0.07 B2_penalty 0.12
B2_deck4 −0.07 B4_deck4 0.12
B4_RT_penalty_mean 0.07 B5_RT_penalty_max 0.13
B2_deck2 −0.07 B2_inefficiency −0.13
B3_highest_penalty −0.08 B4_RT_min 0.14
B1_RT_penalty_max −0.08 TT_RT_penalty_mean −0.14
B1_highest_penalty −0.08 B1_total_money −0.14
B1_RT_penalty_mean −0.08 B1_highest_reward 0.14
B2_RT_penalty_mean 0.08 B3_deck4 −0.14
B4_inefficiency −0.08 B3_RT_penalty_min −0.15
B3_RT_max 0.08 B4_RT_mean −0.15
B4_RT_reward_min −0.09 B5_RT_max −0.15
B1_deck2 0.09 B5_deck1 −0.16
B2_RT_penalty_max −0.09 B5_RT_penalty_min 0.16
B5_highest_reward −0.09 B3_deck2 0.17
B1_RT_min 0.09 B3_RT_reward_mean −0.17
B5_RT_reward_min 0.09 B1_RT_max −0.19
B4_RT_reward_mean 0.09 B2_RT_reward_mean 0.19
B5_RT_mean 0.10 B1_RT_reward_mean −0.20
Table 6.12: Features with high importance for predicting neuroticism with IGT features.
Study 2
Feature Coefficient
B2_highest_reward 0.08
TT_penalty 0.09
TT_reward 0.15
B3_RT_reward_mean 0.18
TT_RT_max 0.19
B4_RT_reward_mean 0.25
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6.3.3 Model based on decision-making task mouse features
The feature selection method was used as the first step of the machine learning approach
to remove the correlated features from the features’ set. With this step, we made a
reduction in the sample of features of Study 3 from 468 features to 326, 177, 89, 42 and
10 features when applying a correlation factor of 0.9, 0.7, 0.5, 0.3 and 0.1, respectively.
From now on, our conclusions are only based on Study 3. The comparison between two
models based on two populations cannot be done.
The plots of the observed versus the predicted values, presented in Figure 6.6, demon-
strate that the traits of extraversion, agreeableness and neuroticism are not well predicted
by the mouse features in the IGT, in which the points show no tendency to be distributed
around the ideal line of prediction. This conclusion is confirmed by the MSE presented
in Table 6.13, which is very high for the range 2-3 of extraversion and agreeableness. The
model of neuroticism has no outliers but still has a high MSE in the range of 3-4.
For conscientiousness, more points are close to the ideal prediction line, particularly
for values below 4. However, in this range, there are two outliers. For conscientiousness
higher than 4, most of the points are predicted between 2.8 and 3.7, which results in a
MSE of 0.92, the limit for further analysis.
At last, the plot for openness suggests that it is the best predictive model using mouse
features of the IGT, with all points distributed around the ideal line of prediction. How-
ever, half of the points between 2 and 3 have an absolute error higher than 1, as observed
in the histogram of the absolute errors, resulting in a MSE of 0.94.
Table 6.13: Details about the best predictive model based on the mouse movements
features in the IGT for each personality scale in Study 3. CC are the features resulted
from the feature selection based on the correlation coefficient and GFS are the features
resulted from the greedy forward selection method.
Scale Model
Features
CC/GFS
MSE
MSE
[1-2]
MSE
[2-3]
MSE
[3-4]
MSE
[4-5]
Outliers
O Ridge 89 0.51 - 0.94 0.33 0.26 0
C MLR 89/32 0.52 - 0.23 0.41 0.92 2
E GB 10 0.87 - 1.27 0.43 0.90 0
A Ridge 42 0.83 - 1.82 0.23 0.44 1
N SVR 10 0.55 0.54 0.18 0.93 - 0
None of the personality models based on the mouse interaction in the IGT achieved a
performance good enough for further analysis. Although for the best of our knowledge, no
previous studies analysed mouse interaction in the IGT, we were expecting better results
bearing in mind psychophysiological findings were based on the pointer movements in
cognitive tasks (e.g. [92, 195, 225]).
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Figure 6.6: Plot of the observed versus predict values of personality and respective his-
togram of the absolute error for Study 3 based on the mouse movements features in the
IGT.
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6.3.4 Model based on pupil features
The result of the feature selection was a reduction in the sample of features of Study 3
from 306 features to 168, 59, 22, 10 and 4 features when applying a correlation factor of
0.9, 0.7, 0.5, 0.3 and 0.1, respectively, to remove the correlated features in Study 3.
The plots of the observed versus the predicted values, presented in Figure 6.7, clearly
show that the traits of conscientiousness, agreeableness and neuroticism are not well
predicted by the pupil features in the IGT, in which the points are completely dispersed
around the ideal line. This conclusion is confirmed by the MSE presented in Table 6.14,
in which these scales have at least one range with MSE higher than 0.92, the defined
threshold.
The algorithms that had the best results are the MLR for openness and GB for ex-
traversion, both with 22 features, but with a forward selection MLR ended up with 3
features.
Table 6.14: Details about the best predictive model based on the pupil features during the
IGT for each personality scale in Study 3. CC are the features resulted from the feature
selection based on the correlation coefficient and GFS are the features resulted from the
greedy forward selection method.
Scale Model
Features
CC/GFS
MSE
MSE
[1-2]
MSE
[2-3]
MSE
[3-4]
MSE
[4-5]
Outliers
O MLR 22/3 0.35 - 0.04 0.43 0.58 0
C MLR 22/4 0.87 1.95 0.15 1.17 0.20 12
E GB 22 0.47 - 0.46 0.18 0.76 0
A GB 4 0.67 - 0.97 0.25 0.80 0
N MLR 59/32 0.69 0.98 0.29 0.80 - 0
Openness is the scale that was best predicted using the pupil features, ending up with
a MSE of 0.35. This scale has a very restrict sample in half of the scale (from 1 to 3),
but the one existing subject is really close to the ideal line, with a MSE close to 0. The
predictions for individuals with openness higher than 3 are largely well classified, but
two of the predictions in each range (3-4 and 4-5) have an absolute error higher than 1.
The three features presented in Table 6.15 are the most important and the only ones
used in the MLR algorithm to predict openness. The most important feature is the mini-
mum area of the peaks in the signal in the choice phase, for the whole game, which means
that for people high in openness the minimum pupil variation duration and intensity is
higher than in low openness subjects. Due to latency time, these peaks could be related
to the feedback phase, and therefore with learned uncertainty, as stated by [202]. At the
last block of the game, the minimum diameter of the pupil is lower for high openness
subjects in choice phase, showing no surprise or effect of learning at the end of the game
[145]. The last regarded feature is associated to the second part of the game, in which the
variation of the pupil diameter increases during the feedback phase for high openness,
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Figure 6.7: Plot of the observed versus predict values of personality and respective his-
togram of the absolute error for Study 3 based on the pupil features during the IGT.
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which according to [202] reveals less uncertainty than low openness subjects.
Table 6.15: Features with high importance for predicting openness with pupil features.
Study 3
Feature Coefficient
B2_f_diameter_var_mean 0.15
B5_c_diameter_min −0.28
TT_c_area_peaks_min 0.34
No relation can be established between pupil features and conscientiousness. Even
without the 12 subjects classified out of the range, the range of 1-2 and 3-4 still has a big
error.
Extraversion is predicted with 22 features, as it is openness, but with a more complex
algorithm GB. Even with most predictions close to the ideal line, extraversion is predicted
with more dispersion than openness, as seen in Figure 6.7. Every subject is classified
within the range of 1-5, but there are no observed values in the first range (1-2) and only
three subjects are in each of the extreme range. Of these three values, one is classified with
an error higher than 1 for the ranges 2-3 and 4-5, thus this predictive model is restricted
to the range of 3-4 in extraversion.
In contrast to openness model, the extraversion model using GB has much more
relevant features, as presented in Table 6.16. Extraverts are more differentiated than
introverts through all game, given that more than 50% of the features are from the total
game. Every contemplated feature showed some relevance in this model, as well as
the phases of the game, that although 50% are features calculated in choice phase, the
remaining ones are also required more than once.
The model that predicts agreeableness is again tested in very few subjects in the lower
half of the scale. The best results using GB algorithm and only 4 features can predict well
some point from the 3 available ranges, but there are still many points away from the
ideal line, as seen in Figure 6.7. Given the MSE of 0.97 in the range of 2-3, the features
used in this model are not explored.
For neuroticism, the best predictive model relies on more features but in a simple
algorithm (MLR). As opposed to agreeableness, the evaluation of this model has no high
neurotics to test. Observing Figure 6.7, it is possible to notice that observed values from
1.4 to 4 are mostly predicted between 2 and 3. With a MSE higher than 0.92 in the lowest
range of neuroticism, the features used in this model are not explored.
6.3.5 Model based on electrocardiogram features
The feature selection method was used as the first step of the machine learning approach
to remove the correlated features from the features’ set. With this step, we made a
reduction in the sample of features of Study 3 from 215 features to 152, 82, 38, 15
features when applying a correlation factor of 0.9, 0.7, 0.5, 0.3 and 0.1, respectively.
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Table 6.16: Features with high importance for predicting extraversion with pupil features.
Study 3
Feature Coefficient
B1_c_diameter_mean 0.03
B1_c_blink_max 0.04
TT_c_diameter_max 0.04
TT_c_diameter_min 0.04
TT_c_area_peaks_max 0.04
B5_a_diameter_var_max 0.05
TT_nr_peaks 0.05
B3_a_diameter_var_mean 0.06
B3_f_area_peaks_std 0.06
B1_f_diameter_var_mean 0.06
TT_a_area_peaks_min 0.08
TT_c_diameter_var_mean 0.08
B4_a_blink_max 0.08
TT_c_diameter_var_max 0.08
TT_a_diameter_var_mean 0.10
The results of the predictive models based on the Electrocardiogram (ECG) features
represented in Figure 6.8 show a high dispersion of predictive values for most of the scales
by looking at the observed versus predicted values. For the five traits, three different
model algorithms achieve the best results, from the more simple to the more complex
one (MLR, ridge and GB) which complexity, as seen by Table 6.17, are not directly related
to lower errors. The set of best features also depends on the trait, covering from 6 to 82
features.
Table 6.17: Details about the best predictive model based on the ECG features during the
IGT for each personality scale in Study 3. CC are the features resulted from the feature
selection based on the correlation coefficient and GFS are the features resulted from the
greedy forward selection method.
Scale Model
Features
CC/GFS
MSE
MSE
[1-2]
MSE
[2-3]
MSE
[3-4]
MSE
[4-5]
Outliers
O Ridge 6 0.62 - 1.44 0.21 0.21 0
C GB 82 0.63 - 0.76 0.20 0.94 0
E MLR 38/15 0.51 - 0.10 0.34 1.08 0
A Ridge 82 0.31 - 0.50 0.13 0.31 2
N GB 38 0.66 0.77 0.23 0.99 - 0
For openness, the model is just based on six features and trained using ridge regression.
Even with a MSE of 0.62 and a tendency verified in the plot of observed vs predicted
values, for values below 3 there is only one individual tested and its prediction has high
absolute error (1.44). The predictions for values of openness above 3 are closer to the
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Figure 6.8: Plot of the observed versus predict values of personality and respective his-
togram of the absolute error for Study 3 based on the ECG features during the IGT.
102
6.3. MODELLING PERSONALITY RESULTS
objective line and have a low MSE of 0.21. This is confirmed by the histogram of the
absolute errors, in which most of the points have an absolute error smaller than 0.5. As
long as the MSE of the range 2-3 is higher than 0.92, the set of features of this model are
not explored.
The predictive model of conscientiousness, trained with 82 features and GB predicts
most of the points with a value of 3.5, which results in a small MSE for the range of 3-4,
but higher errors for more distant ranges, as seen in Figure 6.8. The worst predicted
range is the high conscientiousness of 4-5, which two of the five points predicted with an
absolute error higher than 1. This also occurs to one-third of the predictions in range 2-3.
With a MSE of 0.94 to the range of 4-5, the features of the model are not further explored.
The model of extraversion, as visualized in the plot of observed vs predicted values,
has very good results for low values of extraversion, but the higher values to predict,
the higher the dispersion found. This model is trained using the simple multiple linear
regression with 15 features. While in the range of 2-3 the absolute error of all points
is inferior to 0.5, only half of the subjects are classified with this accuracy in the range
of 2-3, as observed in the histogram of Figure 6.8. The only three subjects used to test
the range of 4-5 in extraversion are away from the ideal line, resulting in a MSE of 1.08.
Given this last result, the features of this model are not explored.
Agreeableness is the trait that has all MSE values blow the established threshold, even
though there are two existing outliers. Therefore, the model is good enough to explore
the more important features. With 82 features from the ECG, ridge regression with
alpha equal to 10 was the best predictive algorithm. As observed in the corresponding
histogram in Figure 6.8, except for the two outliers, the predictive points are near the
ideal line of prediction. Except for one extreme subject high in agreeableness that has an
absolute error higher than 1, the remaining subjects have a lower error.
From the 38 features, 32 are the most important (see Table 6.18). This set of features
covers all the blocks, but around 30% of the features are from block 4 and 20% are from
block 1 and 3. Furthermore, despite all types of features are selected, 40% are from
frequency domain and 31% are non-linear features. No previous studies described the
importance of features in predictive models of agreeableness trait based on ECG features.
The trait of neuroticism is not well predicted based on ECG features. The best model
algorithm was GB with 38 ECG features. As seen in Figure 6.8, even with most of the
points being very close to the ideal line of prediction in range 2-3, the other ranges have
higher errors, as verified in the histogram in which the ranges between 1-2 and 3-4 are
classified with absolute errors between 0.5 and 1.5. The predicted values for neuroticism
higher than 3 were all very similar, which resulted in a MSE of 0.99, not acceptable for
further feature analysis.
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Table 6.18: Features with high importance for predicting agreeableness with ECG fea-
tures.
Study 3
Feature Coefficient Feature Coefficient
B2_sd1/sd2 0.04 B1_samp_en 0.07
B1_hf_max −0.04 B3_he 0.07
B3_hr_std 0.04 B5_hf_max 0.07
B4_dfa −0.04 B1_tinn −0.07
B3_%lf −0.04 B3_triang_index 0.07
B4_hr_min −0.04 TT_vlf_max −0.07
B4_%vlf −0.04 B3_vlf_max −0.07
B4_sd1/sd2 0.05 B1_%lf 0.07
B4_tinn 0.05 TT_hr_max −0.07
B4_auto-corr −0.05 B1_lf_max 0.08
B4_lf_max −0.05 B2_φ 0.08
TT_lf_max 0.05 B2_hf_max 0.08
B5_lf_max −0.05 B5_he −0.09
B5_lle 0.06 B4_vlf_max 0.10
B3_dfa −0.06 B1_he 0.10
B4_he 0.07 TT_lle −0.10
6.3.6 Model based on blood volume pulse features
The feature selection method was used as the first step of the machine learning approach
to remove the correlated features from the features’ set. With this step, we made a
reduction in the sample of features of Study 3 from 114 features to 63, 39, 24, 10 and 6
features when applying a correlation factor of 0.9, 0.7, 0.5, 0.3 and 0.1, respectively.
Generally looking to the plots of the observed versus predicted values of the big-five
personalities in Figure 6.9, the features extracted from Blood Volume Pulse (BVP) are,
apparently, the ones that best predict personality. Except for extraversion, the remaining
four traits are clearly close to the ideal line of prediction, which is verified by the MSE
presented in Table 6.19.
Table 6.19: Details about the best predictive model based on the BVP features during the
IGT for each personality scale in Study 3.
Scale Model Features MSE
MSE
[1-2]
MSE
[2-3]
MSE
[3-4]
MSE
[4-5]
Outliers
O GB 63 0.30 - 0.16 0.22 0.51 0
C Lasso 39 0.47 - 0.70 0.22 0.51 3
E SVR 63 0.78 - 0.92 0.32 1.10 1
A SVR 10 0.49 - 0.81 0.17 0.51 1
N SVR 39 0.23 0.18 0.30 0.23 - 1
Openness is one more time, one of the traits that are best predicted using BVP features.
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Figure 6.9: Plot of the observed versus predict values of personality and respective his-
togram of the absolute error for Study 3 based on the BVP features during the IGT.
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Using a complex algorithm, GB, and with 63 features, no subjects were classified out of
defined range and the average MSE is very low. Although the range of 2-3 has just one
point to evaluate the model, this is really close to the observed value. The next range, of
3-4 has higher MSE, but still, only 3 out of 10 points have an absolute error higher than
0.5. The most extreme openness subject has a greater MSE of 0.5, with 3 of 8 subjects
classified with an error superior to 1.
Of the 63 features, the most important features are presented in Table 6.20. The low
interpretability of GB just allow us to know what kind of features are more important
to the model, but not how, as already stated. The five blocks and the total game demon-
strate to be all important phases to extract features and, therefore, we cannot make any
conclusion regarding the phase of the game in which participants manifest more their
personality. Although we can not assure the relationship between stronger BVP pulses
and high openness trait [283], approximately 40% of the selected features are a statistical
result of the pulse width, so the duration of the peaks is an important metric to measure
the level of openness.
Table 6.20: Features with high importance for predicting openness with BVP features.
Study 3
Feature Coefficient
B4_bav_min 0.024
B2_ibi_std 0.028
TT_pulse_width_min 0.029
TT_pulse_width_std 0.031
B3_pulse_width_std 0.033
B4_bvp_mean 0.033
B5_pulse_width_min 0.035
B2_bvp_mean 0.045
B2_bav_std 0.045
TT_ibi_mean 0.060
B1_pulse_width_min 0.060
B1_bvp_ampl 0.063
B2_bav_min 0.075
The model that best predicts conscientiousness used 39 features and lasso regression
algorithm, with a small value of alpha (alpha=0.016), which means that few features
will have coefficient zero. Analysing the plot of the observed versus predicted values
and the respective histogram of errors in Figure 6.9, the range with worse results are of
2-3 in conscientiousness. First, one subject is an outlier, then regarding the remaining
three subjects, only one is very close to the observed value. The MSE of the range 3-4
and 4-5 are exactly the same as openness model, but in this model two individuals are
classified out of the expected values in the range of 3-4, which respective error is not used
to calculate the MSE. Nevertheless, the MSE of all the ranges are inferior to 0.92 and the
most important features are further analysed.
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Taking into consideration that from the initial 39 features, 10 had a coefficient equal
to zero and that from the remaining 29, only 9 are reported in Table 6.21. The most
important feature is the average of the signal in block 2, which is negatively correlated
with conscientiousness. This correlation keeps negative in the third block of the game.
The standard deviation of the amplitude variation in block 3 is strongly correlated with
conscientiousness. Still, regarding block 3, the difference between the maximum and
minimum amplitude is short for high conscientiousness subjects but is high if considering
the total game. The inter-beat interval is relevant for the total game, with low minimum
and mean for high conscientiousness. At last, the maximum pulse duration is high in
block 4 for high conscientiousness and with little deviation from the mean in block 5.
Table 6.21: Features with high importance for predicting conscientiousness with BVP
features.
Study 3
Feature Coefficient
B5_pulse_width_std −0.15
TT_ibi_mean −0.15
B4_pulse_width_max 0.15
B3_bvp_mean −0.17
TT_bvp_ampl 0.19
TT_ibi_min −0.20
B3_bvp_ampl −0.30
B3_bav_std 0.37
B2_bvp_mean −0.49
Extraversion is predicted with 63 features trained by SVR algorithm. As seen in
Table 6.19, only one range (3-4) has a MSE inferior to 0.92, but it is where a subject is
classified out of the range. This is confirmed by the plots in Figure 6.9, where most of
the individuals in the ranges 2-3 and 4-5 are predicted near 3.5. The absolute errors are
dispersed in the ranges between 1 and 2 and two-thirds of the high extraverted subjects
have an absolute error superior to 1.
Although with some dispersion around the ideal line, the overall MSE is low for the
predictive model of agreeableness, based only in 10 features trained with SVR. The one
existing subject to test agreeableness below 3 has a predictive absolute error of 0.81,
which is acceptable. Despite having an outlier, the range of 3-4 has a small MSE and all
the points have an associated absolute error inferior to 1. For high agreeableness, one of
seven individuals has an absolute error superior to 1.
Given the low MSE of all the ranges of the model, the relevant features are presented in
Table 6.22. No features from the first part of the game (blocks 1 and 2) are contemplated.
Prediction of agreeableness is mostly explained by the statistical analysis of the pulse
width and the BVP signal. The average of the BVP signal is negatively correlated to
agreeableness in the total game and block 3, but it is positively correlated in the last
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block of the game. The maximum pulse duration in blocks 3 and 4 is higher for higher
agreeableness subjects. Also, the minimum inter-beat interval is regarded as higher for
individuals with high agreeableness. The association between high agreeableness subjects
and large pulses in BVP supports the conclusion of Stemmler et al. [241], that found an
inverse relation between pulse velocity for agreeableness.
Table 6.22: Features with high importance for predicting agreeableness with BVP features.
Study 3
Feature Coefficient
B4_pulse_width_max 0.11
B3_pulse_width_max 0.13
TT_bvp_std −0.14
B3_bvp_mean −0.17
TT_ibi_min 0.20
B5_bvp_mean 0.28
TT_bvp_mean −0.32
Neuroticism is the trait predicted with least MSE using 39 BVP features and SVR
algorithm. The points represented in the plot of observed versus predicted values in
Figure 6.9 are clearly distributed close to the ideal line of prediction. For the low neurotic
subjects (range 1-2) excluding one subject that is classified out of the range, the remaining
points have a MSE of 0.18. This error is greater for higher neurotics subjects, in which
one subject has an absolute error superior to 1. Even so, most of the predictions have an
absolute error inferior to 0.5.
In relation to the most relevant features to predict neuroticism, presented in Table
6.23, these are all based on the time related features, i.e. pulse duration and inter-beat
interval, as opposite to the results of [241], that found lower BVP amplitude for high
neurotics. The deviation from the mean of the pulses width has a high positive correlation
with neuroticism. Given that for the total game the maximum of the pulse duration is
negatively correlated with neuroticism, the results indicate that neurotics have shorter
BVP pulses. However, this is not verified in the end of the game, where the maximum
pulse duration is higher for high neurotics and its standard deviation is very short for
high neurotics. The frequency of pulses is high for high neurotics, with a minimum
of inter-beats interval negatively correlated with neuroticism. The standard deviation
is negatively correlated with neuroticism for the whole game, whereas it is higher for
neurotics in the beginning of the game (blocks 1 and 2).
6.3.7 Model based on electrodermal activity features
The feature selection method was used as the first step of the machine learning approach
to remove the correlated features from the features’ set. With this step, we made a
reduction in the sample of features of Study 3 from 189 features to 129, 73, 43, 17 and 8
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Table 6.23: Features with high importance for predicting neuroticism with BVP features.
Study 3
Feature Coefficient
B2_ibi_std 0.27
B2_pulse_width_max −0.30
B1_pulse_width_min 0.33
TT_pulse_width_max −0.35
B5_pulse_width_max 0.38
B3_pulse_width_min 0.41
B1_ibi_std 0.49
TT_ibi_std −0.55
B5_pulse_width_std −0.61
TT_ibi_min −0.69
TT_pulse_width_std 0.84
features when applying a correlation factor of 0.9, 0.7, 0.5, 0.3 and 0.1, respectively.
The resulting big-five predictive models based on the Electrodermal Activity (EDA)
features are presented in Figure 6.10. Observing the plots of the observed versus pre-
dicted values, except for neuroticism all scales display a tendency around the ideal line of
prediction but with some deviation, which is verified by the existence of absolute errors
higher than 1 for all the scales. It was required complex algorithms to predict all traits
(GB and ridge) and no outliers are registered in any model.
Table 6.24: Details about the best predictive model based on the EDA features during the
IGT for each personality scale in Study 3.
Scale Model Features MSE
MSE
[1-2]
MSE
[2-3]
MSE
[3-4]
MSE
[4-5]
Outliers
O GB 129 0.44 - 0.49 0.46 0.36 0
C GB 43 0.39 - 0.33 0.09 0.74 0
E Ridge 17 0.50 - 0.84 0.14 0.53 0
A Ridge 43 0.58 1.21 0.31 0.21 0.59 0
N GB 8 1.44 0.33 1.05 1.69 - 0
The algorithm that best predicts openness is gradient boosting, with 129 features.
The overall MSE is 0.44 and, by looking at Figure 6.10, it is possible to conclude that
values below 4 have a tendency to be predicted as higher values (below the ideal line) and
openness higher than 4 have a tendency to be predicted as lower values (above the ideal
line). In spite of this, only one subject of the range 3-4 and 4-5 have an absolute error
higher than 1, keeping the errors low and the model acceptable for features exploration.
The most relevant features are presented in Table 6.25. Almost 30% of the features
are from the total game and, regarding the type of features use, also around 30% are
Skin Conductance Response (SCR)-loss correlation features. The feature with higher
importance to predict openness is the number of SCR in the feedback phase, followed by
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Figure 6.10: Plot of the observed versus predict values of personality and respective
histogram of the absolute error for Study 3 based on the EDA features during the IGT.
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two features of SCR-loss correlation in block 2.
Table 6.25: Features with high importance for predicting openness with EDA features.
Study 3
Feature Coefficient Feature Coefficient
TT_scr_rate_max 0.02 B1_half_rec_std 0.02
B4_a_scr 0.02 B4_c_scr 0.02
TT_scr_half_rec_std 0.02 B5_scr_rate_std 0.02
B2_mean_loss_corr 0.02 B3_f_scr 0.03
B5_rate_scr_max 0.02 TT_scl_min 0.03
B3_scr_rate_min 0.02 B5_scr_rise_std 0.03
TT_scr_rate_std 0.02 B4_loss_scr 0.03
B5_loss_avg 0.02 B2_a_scr 0.04
B4_mean_loss_corr 0.02 B2_loss_sum_ampl 0.04
B4_half_rec_min 0.02 B2_loss_mean_gauss 0.04
TT_scr_rise_mean 0.02 TT_f_scr 0.05
Also, conscientiousness was best predicted by GB, but with only 43 features. This
is the scale predicted with least error by EDA features, attaining a MSE of 0.39. This is
confirmed by the plots of the observed versus predicted errors, in which the predictions
are close to the ideal line, except for openness higher than 4, with three subjects predicted
with an absolute error higher than 1, achieving the maximum MSE of 0.74.
The most important features to predict conscientiousness are presented in Table 6.26.
There is no evidence that a specific phase of the game is more informative to predict
openness, given that the distribution of features by phases are balanced. However, in this
model, more than 40% of the features are SCR-loss correlation features, demonstrating
the impact of the EDA responses to losses in predicting conscientiousness.
Table 6.26: Features with high importance for predicting conscientiousness with EDA
features.
Study 3
Feature Coefficient Feature Coefficient
B5_loss_avg 0.03 B1_scl_min 0.04
B4_loss_scr 0.03 B3_f_scr 0.04
B3_mean_loss_corr 0.03 B2_scr_rise_std 0.04
TT_scl_mean 0.03 B1_loss_scr 0.04
B5_mean_loss_corr 0.03 B2_f_scr 0.04
TT_scr_ampl_std 0.03 B5_c_scr 0.04
B4_a_scr 0.03 B1_scr_ampl_min 0.07
B5_f_scr 0.03 B4_mean_loss_corr 0.09
B2_loss_avg 0.04
The dimension of extraversion was modelled by ridge regression algorithm (alpha=10)
and just 17 features. Although around 6 points are more distant to the ideal line of
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prediction, as visualized in the plot of observed versus predicted values in Figure 6.10,
the remaining points are predicted with low error, very close to the observed value. The
range of 3-4 has the majority of subjects, and as confirmed by the histogram of errors,
these are mostly predicted with very low error. Even with fewer subjects, the remaining
ranges achieved errors inferior to 0.92, so the features of the model are explained.
Of the 17 features used to train the model, 7 are more relevant and are presented in
Table 6.27. More than half of the features used are from the total game, showing that
extraversion is better predicted if the whole game is considered. The SCR-loss correlation
features do not seem to be useful in predicting extraversion, given that the best set of
features are morphological-based. The feature that better express extroverts subjects are
the minimum half-recovery time, related to the width of the peaks, which is negatively
correlated with extraversion. Additionally, for the total game extroverts subjects present
a Skin Conductance Level (SCL) lower than introverts. The deviation of the half-recovery
time is also negatively correlated with extraversion. Regarding the percentage of peaks,
high extraverts have more peaks in anticipation phases of block 1, which keeps consis-
tent in block 3 but, besides, the percentage of SCR in block 3 is also correlated with
extraversion.
Table 6.27: Features with high importance for predicting extraversion with EDA features.
Study 3
Feature Coefficient
B3_c_scr 0.07
B1_a_scr 0.09
TT_scr_rate_std 0.09
B3_a_scr 0.09
TT_half_rec_std −0.10
TT_scl_mean −0.12
TT_half_rec_min −0.18
The trait agreeableness is predicted with 43 features trained by a ridge regression
algorithm with alpha equal to 10. Despite the proximity of most of the points to the ideal
line of prediction, the range of 2-3 has only one point, predicted with a high absolute
error, as confirmed by the histogram of errors. Along with this point, also two extreme
agreeableness subjects (range 4-5) are predicted with an absolute error higher than 1.
Neuroticism, which is the only trait with previous association with anticipatory SCR,
did not achieve a good predictive model. The best algorithm to predict neuroticism based
on the EDA features was the GB with 8 features, but the minimum MSE is 1.44. The plot
of the observed versus predicted values and the respective histogram expose the random
distribution of points around the ideal predictive line.
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6.3.8 Model based on biosignals features
This model was build by the combination of the features extracted from the physiological
signals: pupil, ECG, BVP and EDA.
The feature selection method was used as the first step of the machine learning ap-
proach to remove the correlated features from the features’ set. With this step, we made a
reduction in the sample of features from 825 features to 473, 220, 117, 39 and 8 features
when applying a correlation factor of 0.9, 0.7, 0.5, 0.3 and 0.1, respectively.
The resulted big-five predictive models are presented in Figure 6.11. Recalling that
the subjects used to train and test these models need to have a correct extraction of
features from all biosignals, the total sample has just 45 subjects. Observing the plots
of the observed versus predicted values, openness, extraversion and agreeableness, even
with some dispersion, present a tendency to predict the values around the ideal line of
prediction.
Details about the predictive models, presented in Table 6.28, Different algorithms are
best to predict the different scales of personality, but ridge regression and SVR attain the
least MSE. Except for agreeableness, most of the model performed better with a large set
of features.
Table 6.28: Details about the best predictive model based on the biosignals features
during the IGT for each personality scale in Study 3. CC are the features resulted from
the feature selection based on the correlation coefficient and GFS are the features resulted
from the greedy forward selection method.
Scale Model
Features
CC/GFS
MSE
MSE
[1-2]
MSE
[2-3]
MSE
[3-4]
MSE
[4-5]
Outliers
O SVR 473 0.34 - 0.49 0.32 0.21 1
C MLR 473/17 0.86 2.25 0.49 0.46 0.23 4
E Ridge 473 0.40 - 0.43 0.22 0.57 1
A Ridge 39 0.18 - 0.04 0.26 0.24 3
N GB 220 0.78 0.67 0.16 1.53 - 0
To predict openness, the model algorithm SVR combined 473 and ended up with a
MSE of 0.34. By looking at the plot of the observed versus predictive values, the low
obtained MSE is in accordance with the proximity of the predictions from the ideal line
of prediction. As was the case of more than one isolated signal, there were no subjects
in the range of 2-3 and only one subject is used to test the range of 2-3, which with all
biosignals had an absolute error of 0.49. The range of 3-4 has a lower MSE, but still has
one subject with an error higher than 1. The last range, of 4-5 only one individual is
predicted with an absolute error higher than 0.5, whereas an outlier exists in this range.
Given the small MSE for all ranges, the features are further explored. With a set of 473
features, the more relevant ones are still a large set of 145 features, which becomes more
complicated to understand how the model distinguish between low and high openness
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Figure 6.11: Plot of the observed versus predict values of personality and respective
histogram of the absolute error for Study 3 based on the biosignals features during the
IGT.
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subjects. In terms of phases of the game, although all the block of the game has an impact
on modelling openness, 32% of the features are from block 1 and, the minimum impact
is 12% for features from block 5. This is in concordance with the theory of [24] that
personality is more expressed under conditions of more ambiguity. The biosignal that has
more impact in the model is the EDA, comprising 33% of the best features of the model.
Following is ECG, with 26% of the features and right after pupil with 25%. Even with
lower impact, BVP still covers 16% of the features. These results are in conformity with
[243, 261], that have better classifications for EDA than ECG predicting openness.
The scale of conscientiousness was predicted by the simple algorithm MLR, with a
reduction by forward selection from 473 to 17 features. Even with not many tested points,
the plot of the observed versus predicted values for conscientiousness, it is still verified a
tendency of distribution around the ideal line of prediction. The histogram confirms that
for two of the ranges(2-3 and 4-5) all points are predicted with an absolute error inferior
to 1. Even with an error higher than 1 for the range of 3-4, the MSE was small, if not
regarding the existent four outliers. With just one subject to test, the range of 2-3 has an
absolute error of 2.25, and therefore the features of this model are not explored.
The best prediction of extraversion, in similarity with the openness model, has 473
features but it trained based on a ridge regression with alpha equal to 10. The histogram
of the errors shows that all the ranges are predicted with an error inferior to 1, without
regarding the outlier in the range of 4-5. As confirmed in the plot of the observed versus
predicted values, the predictions are close to the observed values. Furthermore, 5 of the
14 subjects tested are classified as 3.5, even being two from the range of 2-3, two from
the range of 3-4 and one for the range of 4-5, these all had an absolute error inferior to 1.
With all MSE below 0.92, the predictive model of extraversion is good enough to
explore the features. With a set of relevant features equal to 145, we face exactly the
same problem we had interpreting the openness model. In this model, the distribution
of features is more uniform, but still, block 1 has a higher percentage of features (almost
20%), while block 2 has the lower percentage of features (12%). In this case, we can not
conclude that extraversion is more expressed under conditions of more ambiguity since
the influence of block 1 is not high and block 2 has the least impact on the model. About
the biosignals with greater impact on the model, EDA features explain 37% of the best
features, but ECG features also have a great impact, being 34% of the best features. Pupil
and BVP have less impact in modelling extraversion, explaining 15% and 14% of the
features, respectively. However, these results are against previous studies [168, 243, 261]
that predicted with more accuracy extraversion using ECG features instead of using EDA
features.
Agreeableness is best predicted with the same model algorithm as extraversion, ridge
regression, but with just 39 features. There are four subjects classified out of the range,
but without contemplating them, this is the trait that has the best predictive model, i.e.
least MSE, using the combination of all biosignals features. Observing the plot of the
observed versus predicted errors, a single subject is very close to the observed value for
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Table 6.29: Features with high importance for predicting openness with biosignals fea-
tures.
Study 3
Feature Coefficient Feature Coefficient
pupil_B1_f_area_peaks_min 0.008 ecg_B4_cd −0.011
pupil_B1_a_diameter_var_max −0.008 pupil_TT_c_diameter_min −0.012
pupil_B5_a_area_peaks_std 0.009 ecg_B2_hf_max −0.012
ecg_TT_triang_index −0.009 eda_B5_scl_min −0.012
eda_B5_scr_rise_mean −0.009 bvp_TT_bvp_ampl −0.012
bvp_B3_pulse_width_min −0.009 ecg_B2_lf_max 0.012
eda_B1_scr_half_rec_std 0.009 bvp_B1_pulse_width_min −0.012
eda_B2_scr_rise_min −0.009 pupil_B5_c_diameter_min −0.012
pupil_B3_f_diameter_var_min −0.009 ecg_B3_dfa −0.012
eda_B2_scr_ampl_std −0.009 eda_B3_scr_half_rec_mean 0.012
eda_TT_scr_rise_mean 0.009 pupil_B4_c_diameter_var_mean −0.012
eda_B3_scr_half_rec_min 0.009 ecg_B5_hf_max 0.012
eda_B1_loss_avg 0.009 pupil_B4_c_area_peaks_min 0.012
ecg_B3_cd −0.009 eda_B1_scr_half_rec_mean 0.013
bvp_B3_pulse_width_std 0.009 pupil_TT_c_area_peaks_max 0.013
ecg_B4_triang_index −0.009 pupil_B1_a_area_peaks_min 0.013
pupil_B1_c_area_peaks_min 0.009 eda_B4_scr_ampl_min −0.013
pupil_B1_c_diameter_var_mean −0.009 ecg_B1_lf/hf 0.013
ecg_B3_samp_en 0.009 ecg_B3_vlf_max 0.013
ecg_B5_lf_max −0.009 eda_B5_scr_ampl_mean −0.013
eda_B4_f_scr −0.009 eda_B2_scr_half_rec_min −0.013
eda_B4_loss_sum_squared −0.009 ecg_B5_hr_max 0.013
ecg_TT_ap_en 0.009 ecg_B2_lf/hf 0.013
eda_TT_scl_std −0.009 eda_B3_scr_rise_mean 0.013
eda_B5_scr_rate_min 0.009 ecg_B1_lf_nu 0.013
eda_B4_loss_mean_scr_ampl −0.010 pupil_B3_a_diameter_var_mean −0.013
eda_B2_loss_sum_scr_ampl 0.010 ecg_B4_hr_max 0.013
bvp_B1_pulse_width_max −0.010 ecg_B5_hr_std 0.013
bvp_B2_bvp_mean −0.010 ecg_B1_auto-corr −0.014
ecg_B1_φ −0.010 eda_B3_scr_ampl_min 0.014
pupil_B2_f_diameter_min −0.010 eda_B4_loss_sum_scr_ampl −0.014
bvp_B1_pulse_width_std 0.010 bvp_B5_pulse_width_min −0.014
pupil_B1_f_diameter_min −0.010 pupil_B4_a_diameter_var_max −0.014
ecg_B2_%lf 0.010 eda_TT_scr_ampl_max −0.014
pupil_TT_c_diameter_mean −0.010 eda_B4_a_scr 0.014
bvp_TT_ibi_mean −0.010 bvp_B2_pulse_width_min −0.014
pupil_B3_c_area_peaks_max 0.010 eda_B3_scl_min −0.014
ecg_B4_ap_en 0.010 ecg_B5_ap_en 0.015
pupil_TT_c_area_peaks_mean 0.010 eda_B1_scr_rise_std 0.015
eda_B1_a_scr 0.010 eda_B4_loss_scr −0.015
pupil_B5_c_area_peaks_max 0.010 eda_B2_mean_loss_corr 0.015
bvp_B3_ibi_std −0.010 bvp_B3_bvp_ampl −0.015
eda_B3_c_scr 0.010 eda_TT_scr_ampl_std −0.015
pupil_B1_c_area_peaks_std 0.010 bvp_TT_pulse_width_min −0.015
eda_B4_scr_rise_min −0.010 pupil_B3_c_area_peaks_min 0.015
ecg_B5_triang_index −0.010 eda_B4_scr_half_rec_min −0.015
pupil_B2_a_diameter_var_mean −0.010 bvp_TT_pulse_width_max 0.015
bvp_B2_ibi_min −0.010 pupil_B2_f_diameter_mean −0.016
ecg_B3_lf −0.010 bvp_B2_pulse_width_std 0.016
bvp_B5_ibi_std −0.011 eda_TT_scl_mean −0.016
eda_B2_loss_mean_scr_ampl 0.011 bvp_TT_pulse_width_std 0.016
pupil_TT_a_diameter_min −0.011 eda_B1_scl_min −0.017
ecg_B3_lf_max 0.011 ecg_B4_hf_max 0.017
pupil_TT_c_diameter_var_mean −0.011 eda_B2_loss_scr 0.017
eda_B5_scr_rise_std −0.011 pupil_B2_c_area_peaks_min 0.017
ecg_B1_%hf −0.011 eda_B5_f_scr 0.017
pupil_TT_a_area_peaks_max 0.011 pupil_B4_a_diameter_var_mean −0.017
ecg_B1_samp_en 0.011 bvp_TT_bvp_mean −0.017
ecg_B1_%lf 0.011 bvp_B1_bvp_mean −0.018
ecg_B4_dfa −0.011 ecg_B1_hf_max −0.018
ecg_B1_cd −0.011 bvp_B1_bvp_ampl −0.018
eda_B2_scr_ampl_min −0.011 eda_B2_loss_mean_gaussian 0.019
pupil_B2_c_diameter_max −0.011 bvp_B2_ibi_mean −0.020
eda_B3_loss_mean_gaussian −0.011 pupil_TT_a_diameter_var_mean −0.021
pupil_B1_f_diameter_var_max −0.011 ecg_B1_si −0.021
pupil_B1_c_nr_peaks 0.011 eda_TT_scl_min −0.022
pupil_B3_f_diameter_min −0.011 eda_B2_c_scr −0.022
pupil_B4_c_diameter_mean −0.011 ecg_B2_vlf_max 0.024
ecg_B1_vlf 0.011 ecg_B1_lle 0.024
eda_B4_scr_ampl_std −0.011 ecg_B5_vlf_max 0.025
eda_B4_mean_loss_corr −0.011 bvp_B2_ibi_std −0.025
eda_TT_a_scr 0.011 eda_B4_scl_min −0.028
pupil_B3_a_area_peaks_min 0.011
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Table 6.30: Features with high importance for predicting extraversion with biosignals
features.
Study 3
Feature Coefficient Feature Coefficient
ecg_B3_lf_max 0.008 pupil_B2_a_area_peaks_std −0.011
ecg_B5_he 0.008 ecg_B5_hr_max 0.011
bvp_B3_bav_std 0.008 eda_B5_c_scr 0.011
pupil_B5_c_diameter_var_mean −0.008 bvp_B3_bvp_mean 0.011
eda_B5_scr 0.008 bvp_B4_ibi_min 0.011
pupil_B4_c_diameter_mean −0.008 pupil_B2_a_nr_peaks −0.011
ecg_B4_lle 0.008 bvp_B2_ibi_mean 0.011
pupil_B2_a_diameter_min 0.008 ecg_TT_lf/hf −0.011
bvp_B3_pulse_width_max −0.008 ecg_TT_nn50 0.011
bvp_B1_bvp_mean −0.008 pupil_B3_c_diameter_var_mean −0.011
eda_B5_loss_avg −0.008 ecg_B5_ap_en 0.012
eda_B3_scr_half_rec_min −0.008 bvp_B4_bvp_ampl 0.012
pupil_B5_c_diameter_var_max 0.008 ecg_B4_%hf 0.012
pupil_TT_a_area_peaks_min 0.008 ecg_B2_auto-corr 0.012
pupil_B1_f_diameter_variation_min 0.008 eda_B5_scr_rate_mean 0.012
eda_B5_scr_half_rec_mean 0.008 eda_B5_mean_loss_corr −0.012
ecg_TT_hr_max 0.008 eda_B1_scr_rise_std −0.012
ecg_B1_total_power −0.008 ecg_B4_%vlf −0.012
pupil_B3_f_diameter_variation_min −0.008 ecg_B4_lf/hf −0.012
eda_B5_scr_rise_min 0.008 ecg_B4_sd1/sd2 0.012
ecg_TT_cd −0.008 eda_B5_scr_rate_std 0.012
eda_B2_scr 0.009 ecg_B1_auto-corr −0.012
ecg_B4_samp_en 0.009 ecg_B2_lf_max 0.012
eda_B4_scr_rise_mean −0.009 ecg_B1_cd −0.012
ecg_TT_hr_min −0.009 ecg_B4_vlf_max 0.013
ecg_B1_lf_nu 0.009 eda_B1_scr_ampl_min 0.013
ecg_TT_ap_en 0.009 eda_B1_scr_rise_mean −0.013
pupil_B1_c_diameter_var_max −0.009 ecg_B5_hf_max 0.013
bvp_TT_ibi_std −0.009 eda_B5_f_scr 0.013
bvp_B3_pulse_width_min −0.009 bvp_B1_bav_std −0.013
eda_B4_c_scr 0.009 bvp_B5_pulse_width_max −0.013
eda_B2_scr_half_rec_std −0.009 eda_B1_a_scr 0.013
ecg_B2_hf_max 0.009 eda_B4_scr_rise_min −0.013
bvp_TT_pulse_width_mean 0.009 eda_TT_a_scr 0.013
ecg_B1_pnn50 0.009 ecg_TT_vlf_max −0.013
ecg_B3_%lf −0.009 eda_B1_scr_half_rec_mean −0.013
bvp_B2_ibi_min 0.009 pupil_B5_a_diameter_var_max 0.014
ecg_B5_lf −0.009 eda_B3_a_scr 0.014
eda_B1_c_scr −0.009 eda_B3_scr_half_rec_max 0.014
eda_TT_scr_rate_mean 0.009 bvp_TT_pulse_width_min −0.014
pupil_B1_a_area_peaks_min 0.009 ecg_B5_lle −0.014
pupil_B4_a_diameter_var_min −0.009 eda_B5_scr_half_rec_std 0.014
pupil_B4_f_diameter_min −0.009 eda_B2_scr_ampl_min 0.014
bvp_B1_ibi_min 0.009 eda_TT_scr_rise_min −0.014
eda_TT_c_scr −0.009 ecg_B2_lle −0.014
pupil_B5_a_diameter_var_min −0.009 eda_B3_scr_rate_mean 0.014
ecg_B1_lf −0.009 eda_B4_scr_ampl_min −0.015
bvp_B2_bvp_mean −0.010 eda_B3_loss_scr 0.015
bvp_B1_ibi_std −0.010 eda_B3_scr_rate_min 0.016
bvp_B1_bvp_ampl −0.010 ecg_B3_he 0.016
pupil_B2_f_diameter_var_min −0.010 eda_B1_scr_half_rec_max −0.016
pupil_B1_a_diameter_min 0.010 ecg_B3_lle −0.016
ecg_B5_lf/hf −0.010 bvp_B5_ibi_std −0.016
ecg_TT_φ −0.010 ecg_B3_%vlf 0.016
pupil_TT_f_nr_peaks −0.010 eda_B3_scl_min −0.016
eda_B4_scr_rate_std 0.010 eda_B2_scl_min −0.016
pupil_TT_c_diameter_var_mean −0.010 ecg_B4_auto-corr −0.016
eda_B3_scr_rate_std 0.010 eda_B3_scr_half_rec_std 0.016
bvp_B4_ibi_max −0.010 eda_B1_scr_half_rec_min −0.017
ecg_B3_ap_en 0.010 eda_B4_scr_rate_mean −0.017
ecg_TT_samp_en 0.010 eda_B3_scr_rate_max 0.017
pupil_B1_c_diameter_min 0.010 eda_B4_f_scr −0.018
eda_B2_scr_rate_std −0.010 ecg_B4_he −0.018
eda_B1_scr_ampl_std −0.010 ecg_B5_hr_std 0.018
eda_B2_c_scr −0.010 eda_B4_scr_half_rec_min −0.019
ecg_TT_lle −0.010 eda_TT_scl_min −0.019
eda_TT_scr_ampl_max −0.010 eda_B1_scl_min −0.020
eda_B3_mean_loss_corr 0.010 ecg_B1_si −0.020
eda_TT_scl_mean −0.011 pupil_B2_f_diameter_var_mean −0.020
eda_B4_loss_mean_scr_ampl −0.011 eda_B4_scr_rate_min −0.022
ecg_B4_dfa −0.011 ecg_TT_lf_max 0.023
ecg_TT_hr_mean −0.011 ecg_TT_si −0.025
ecg_B1_hr_std 0.011
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the range of 2-3, with an absolute error inferior to 0.5. The range of 3-4 has two more
disperse values, but their error are below 1. For the extreme agreeableness subjects, three
subjects are close to the ideal line of prediction, with only one subject predicted with an
absolute error higher than 0.5.
The more relevant features to predict agreeableness are presented in Table 6.31. Every
block of the game has at least one associated feature but almost 40% of the features are
extracted from the whole game. About the biosignals with greater impact in the model
are again EDA features that have more impact in the model, this time with 39%. ECG
and BVP features have a more similar impact, with 31% and 29% of the best features,
respectively. At last, pupil features only explains 7% of this model. The feature with
higher correlation with agreeableness is from ECG, the maximum high frequency in
block 5.
Table 6.31: Features with high importance for predicting agreeableness with biosignals
features.
Study 3
Feature Coefficient
pupil_TT_a_diameter_mean 0.09
eda_B5_scr_ampl_min −0.10
bvp_B1_pulse_width_max −0.12
bvp_TT_bvp_mean −0.13
eda_B4_c_scr 0.14
ecg_B2_vlf_max 0.14
ecg_TT_vlf −0.15
ecg_TT_hr_std −0.16
bvp_B2_pulse_width_max −0.16
eda_B3_c_scr 0.19
eda_TT_half_rec_std −0.20
eda_B5_mean_loss_corr −0.23
ecg_B5_hf_max 0.29
The only characteristic in the pupil that differentiates agreeableness subjects is the
mean diameter in the anticipation phase, that is higher for high agreeableness subjects.
Throughout the game, the mean of the BVP is consistently small for high agreeableness
individuals. Additionally, the maximum pulse width at the beginning of the game (block
1 and block 2) is negatively correlated with agreeableness, which is against the conclusion
of [241], that found lower pulse velocity for high agreeableness. The ECG features are
mainly from the frequency domain. The maximum of high-frequency registered in block
5 is the most important feature distinguishing low and high agreeableness, with high
values to high agreeableness subjects. In block 2 the maximum of very low-frequencies
is also high for high agreeableness, but the power of this range of frequencies is low if
regarding the whole game. In the statistical domain, the deviation from the mean of the
heart rate in the total game is bigger for low agreeableness subjects. Concerning EDA
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features, most of the features are morphological-based, but the feature with higher impact
is the mean of all SCR-loss correlation features calculated in block 5, which is bigger for
lower agreeableness. For the whole game, the standard deviation of the half-recovery
time is lower for high agreeableness, meaning that the width of the peaks is more variable
in low agreeableness subjects. In blocks 3 and 4, the number of SCR is directly correlated
with agreeableness. At last, also the minimum amplitude of the SCR in block 5 is small
for high agreeableness individuals.
Neuroticism is the only trait which model based on biosignals features has no outliers.
It uses the most complex algorithm, GB and a large set of features (220). Despite the low
MSE, by looking at the plots in Figure 6.11, we can conclude that the range of observed
values (1.5-4) is wider than the range of predicted values (2-3.2) and, and the histogram
presents the dispersion of errors while predicting neuroticism. Even so, the range of 2-3
has most of the predictions near the ideal prediction line, with errors below 1. The range
of 2-3 has also some good predictions, but one has a predictive absolute error of almost
2. The range with worse results is from 3 and 4, in which two of the three tested subjects
have an absolute error between 1 and 2, resulting in a high MSE of 1.53. Regarding the
latter results, the features used in this model are not explored.
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Application in medical decision-making
This chapter includes the results of the application of a predictive model of personality
to a study with medical doctors. Diagram 7.1 presents the main purpose of this chapter:
can a personality model be applicable to real scenarios of decision-making? As described
in 4.3, in Study 4 only the pointer movements are acquired, so the best personalities
predictive models built from mouse features are tested in a different context.
For this purpose, some of the predictive models of Study 2, based on mouse move-
ments, are applied to each case scenario of Multimorbidity Interaction Severity Index
(MISI) and the personality questionnaire. First, in this chapter the results of the personal-
ity questionnaires of Survey 4 are presented. Then, the outputs of Chapter ”Modelling
Personality using Machine Learning”, i.e. the personality models based on pointer in-
teraction are used to test their applicability in a medical decision-making scenario (see
diagram A).
Apply best personality model
Study 4
Personality prediction based on pointer
Application to medical 
decision-making
Are the models applicable to real 
scenarios of decision-making?
1
Figure 7.1: Details about what will be explained and what are the outputs of the Chapter
”Application in Medical Decision-making” in the context of this thesis.
7.1 Personality results
The Cronbach’s alphas [60], a metric that estimates the reliability of a psychometric test,
were 0.64, 0.76, 0.87, 0.60 and 0.82 for the Openness, Conscientiousness, Extraversion,
121
CHAPTER 7. APPLICATION IN MEDICAL DECISION-MAKING
Agreeableness and Neuroticism scales, respectively, in our data from Study 4.
Regarding the thirteen subjects of Study 4, the mean, standard deviation, maximum
and minimum of each personality scale are presented in Table 7.1. Figure in 7.2 represent
the violin plots of the results of the questionnaires for both studies’ personality scales.
Table 7.1: Personality results for Study 4.
Personality Mean STD Minimum Maximum
Openness 3.8 0.5 3.0 4.7
Conscientiousness 3.9 0.4 3.0 4.8
Extraversion 3.3 0.5 2.4 4.1
Agreeableness 3.9 0.3 3.3 4.3
Neuroticism 2.5 0.5 1.8 3.3
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Figure 7.2: Violin plots of each personality scale distribution in Study 4.
The population distribution of most scales results presents a shape similar to a Gaus-
sian curve, meaning that there are few people in above and below the mean of each
personality dimension, which is particularly verified for conscientiousness and agreeable-
ness. Even with very few subjects in this study, the mean and standard deviations are
similar to what was found in Study 2 and 3. Furthermore, all the ranges covered in the
big-five personalities are within the explored ranges in Study 2 and 3, so we considered
that these values were previously trained by the different models.
Based solely on the small set of physicians that comprises our data sample, conscien-
tiousness and neuroticism are consistent with [169], that declared that physicians tend
to have higher scores on conscious personality trait and lower scores on the neurotic
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personality scale. Whilst Mirhaghi et al. [169] considered physicians low in agreeable-
ness personality scale, in our sample this is not verified. The extraversion results are
distributed mostly around median values, which explains the disagreement between pre-
vious studies [169, 194].
7.2 Model Application to MISI
To extract the features from the pointer interaction, the processing tools described in
Chapter 5 are applied, but the design of the cases are slightly different from the NEO-FFI
questionnaire, given that instead of one 5-Likert scale, the cases have 4 sub-scales. For this
reason, some features need to be adapted to this context and therefore, are divided by the
number of sub-scales. The adapted features are only micro-behavioural features: t_item,
t_accum, #ans_hovered, answer_ratio, t_bef _click, pause_bef _click, distance_answer, <
−turns, t_item, #correc_between_item, #correc_within_item, #revisits and t_correc.
For two reasons, we have decided to use the personality models built based on Study
2. First, the data acquisition setup is similar to Study 2, in which just the computer mouse
while interacting with a computer is providing behavioural information about the user
and, in contrast to Study 3, no physiological sensors are attached. The second reason is
the good accuracy attained in predicting most of the personality traits in Study 2.
With the exception for agreeableness model, that did not achieve good predictive
results, of the respective models of the remaining four scales of personality, the best two
models (openness and extraversion) were used to predict personality in the NEO-FFI
questionnaire and in each case of MISI.
The results of each personality trait prediction in the personality questionnaire and
in each case of the MISI are presented in Table 7.2.
Table 7.2: Details about the application of openness and extraversion predictive models
based on the pointer movements features in each case of MISI and personality question-
naire in Study 4.
Survey MSE
MSE
[1-2]
MSE
[2-3]
MSE
[3-4]
MSE
[4-5]
Outliers
Openness
NEO-FFI 0.75 - 1.43 0.78 0.04 2
Low conflict case 0.59 - 1.36 0.19 0.23 7
Medium conflict case 1.28 - 1.91 0.65 - 10
High conflict case 1.27 - - 1.27 - 9
Extraversion
NEO-FFI 0.40 - 0.81 0.16 0.22 1
Low conflict case 2.65 - 0.71 4.6 0.23 7
Medium conflict case 2.11 - 1.49 2.73 - 10
High conflict case 3.17 - 0.78 - 5.55 11
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The application of the models in the personality questionnaires, but in a specific
group of people, constituted by physicians, attained worse results compared with Study
2 with more outliers and bigger Mean Squared Error (MSE), but most of the subjects are
well predicted in openness and extraversion, as shown in Figure 7.3.
Figure 7.3: Plot of the observed versus predict values of personalities and respective
histogram of the absolute error for Study 4 based on the pointer movements features
personality questionnaires.
Analysing the results for predicting openness, contrary to what was concluded in
Study 2, in this study the range with best results is the one with higher openness subjects,
with a really small MSE. For openness below 4, the errors are higher and two outliers are
even classified out of the range.
Extraversion outperforms openness predictive model and is the best predicted trait
in this study, with a MSE of 0.40. By looking at Figure 7.3, with an exception for two
points, the remaining subjects are close to the ideal line of prediction. The two worse
predictions correspond to an outlier in the range between 3 and 4, and the other is the
only prediction with an absolute error higher than 1.
These findings, even based in a small sample of subjects, support the application of
the personality models to a population of medical doctors.
The application of the predictive models of openness and extraversion in a medical
context, MISI, resulted in some ranges with low MSE, but concerning the number of
outliers, these are probably based on very few subjects. In addition to all the cases that
have, at least, a range with high MSE, no conclusions can be drawn based only on a
maximum of 6 subjects classified within the range of personality (1-5). Thus, the plots
of the observed versus predicted values, as well as the histogram of the errors are not
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presented to further analysis.
It is still interesting to note that the number of outliers is similar in both scales of
personality, which could means that the models are applicable only for a restrict type of
subjects and, therefore, models trained with a large population will be probably more
extensible to other contexts.
Compared with a personality assessment questionnaire, in which most of the ques-
tions are straightforward, the evaluation of multimorbidity interactions are, for sure,
more complex decisions to make. For both models, openness and extraversion, it is the
low conflict case that has lower MSE and more subjects classified within of the range.
This could mean that the behaviour of the doctors depends on the complexity of the task
they are performing and might be that the personality models built in this thesis are
applicable to simpler medical decision-making tasks.
Nonetheless, the great impact of micro-behavioural features in the models reported in
Chapter 6 probably had influenced these final results. The normalization of the features
regarding sub-scales, made by the division of features by 4, approximates the cognitive
demand to answer each sub-scale, to the cognitive demand to answer a single NEO-
FFI item. For example, it seems that it is more difficult to evaluate the severity of a
Disease–Disease, Drug–Disease, and Drug–Drug Interactions (DDIs), than to tell how
certain you are about that answer, so each sub-scale should be carefully considered to
correctly extract micro-behavioural features.
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Conclusions
As the last chapter of this thesis, we present a summary of the work developed in line with
the main objectives described in Chapter 1. The outcomes are further detailed, as well
as the publications released. Then, generally looking to our results, we describe possible
applications in which the outcomes of this thesis may be used. Some suggestions to extend
the results of this work are presented in future work. To conclude, the implications of the
attained work, in terms of the acquisition and analysis of human behaviour, are discussed.
8.1 Overall Results
This thesis main objective was to predict personality in medical decision-making contexts.
The whole process to achieve this goal covers the extraction of features from human
behaviour, the gathering and linking of relevant information for each personality trait by
machine learning algorithms and, at last, the application to a medical decision-making
context.
Considering that each study procedure includes computerized decision-making tasks,
features that represent human behaviour were extracted from physiological responses
(pupil, Electrocardiogram (ECG), Blood Volume Pulse (BVP), and Electrodermal Activity
(EDA)) and human-computer interaction (pointer movements and decision-making task
variables). Except for the pointer interaction in the decision-making task, the remaining
sources of data proved to have a relationship with personality traits. Features from
BVP and pointer interaction in online surveys achieved the best results in modelling
personality, with high accuracy for four of the five big personalities.
The computation of context-related features generated an extensive set of features
that, regarding the small sample of observations in each study, can cause over-fitting in
modelling personality. To avoid this, k-fold cross-validation is applied to evaluate the
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models. Within each set of features, the variety and diversity of the best features of each
personality trait models confirm the relevance of exploring the data and extract many
features.
The use of different correlation coefficients to select features and different algorithms
to train the models demonstrated to be a strategy that leads to better outcomes. For each
group of features, each personality trait is best modelled by a specific algorithm and set
of features filtered by a specific coefficient.
In our study, openness to experience was the trait that is well predicted more fre-
quently using different data sets. Openness to experience reflects the appreciation of
new experiences, exploration of the unfamiliar and greater tolerance of conditions of
uncertainty and ambiguity [162]. Individuals with high trait openness have a mental
and experiential life that can be described as creative, original, and complex. Some re-
searchers could not find a relation between this dimension and IOWA Gambling Task
(IGT) inefficiency [70, 120, 194], but Yilmaz et al. [277] found that high openness individ-
uals tend to have worse decision-making skills. Our results confirm the relation between
openness and decision-making skills and also achieved good predictive results using fea-
tures from the IGT. In relation to physiological arousal, previous studies had good results
predicting this trait by EDA features [243, 261], by ECG features [168] or just found an
association between ECG or BVP and openness [232, 283]. Good predictive models were
achieved using EDA features but this is not verified using ECG features. Still, openness is
better modelled using BVP and pupil features. Also, good results are achieved using all
the biosignals together, which is in accordance with previous studies and features from
EDA and ECG are more relevant. The features that best modelled openness are from the
mouse interaction while answering online surveys, which relation was never reported
before.
For the dimension of Conscientiousness, the predictive models that achieved good
results were based on the pointer, EDA and BVP features. Individuals with high trait
Conscientiousness think before they act, delay gratification, follow norms and rules, and
plan, organize and prioritize tasks [162]. Individuals low in Conscientiousness may
possess a more carefree orientation, be less punctual, and are less able to inhibit impulses
and tend not to consider consequences [58]. Previous studies reported that this trait can
be predicted by ECG and EDA [168, 243, 261], however our results do not support that
features from ECG are predictive of conscientiousness.
The dimension of Extraversion achieved the second-best predictive models in a decision-
making task. Individuals with high trait Extraversion are sociable, assertive and energetic.
This behaviour is potentially modulated by the approach-oriented motivational system.
Pilárik et al. [194] conclude that extraversion can predict the IGT score, however, the
features of the IGT can not predict this trait in our study. About biosignals, the combina-
tion of all biosignals are predictive of extraversion, with a higher percentage for ECG and
EDA features. Although previous authors predicted extraversion based on EDA and ECG
[1, 168, 241, 283], only EDA and pupil accurately predicted extraversion. An association
128
8.1. OVERALL RESULTS
between this trait and mouse movements velocity were also found by [35, 77, 217], which
is supported by the good results of our predictive model.
For the dimension of Agreeableness, mouse and EDA features were not good predic-
tors. Individuals with high trait Agreeableness are prosocial, altruistic, tender-minded,
trustful, and modest, while those who are disagreeable are generally self-interested and
tough-minded [58]. Despite this trait was well predicted by IGT features, the conclusion
of [41] is not verified by the best features of our model. This was also verified with BVP
features, that modelled well agreeableness. However, the features analysis are not in
accordance with previous studies [241]. In agreement with [243], ECG features create
an accurate model for our data. Although the model based only on EDA features does
not predict this trait, in contrast to [168], the model with least error contemplates the
biosignals, with more percentage of EDA features.
Although the dimension of Neuroticism is widely addressed in the literature, it is one
of the scales with the worst model fitting in this thesis. Individuals with high trait Neu-
roticism are more sensitive to negative cues and characterized by emotional instability
[58]. Many studies found Neuroticism associated with IGT performance [70, 120, 125],
however, the features in which the predictive model is based are more related to reaction
times. In relation to psychological changes, neuriticism was associated with responses
of Heart Rate Variability (HRV) and Skin Conductance Response (SCR) [44, 62, 102, 168,
232, 243, 271] but this trait was not well predicted by these biosignals in this context.
Yet, neurotocism is well modelled by BVP features from our data sets. Furthermore, the
pointer interaction in online surveys can also accurately predict this trait.
Although we are limited to a few extreme subjects, for some dimensions the predic-
tive model presented a good score, being one of the best five models for agreeableness
(Mean Squared Error (MSE)=0.18) with biosignals features, openness (MSE=0.19) with
pointer features, neuroticism (MSE=0.23) with BVP features, extraversion (MSE=0.29)
with mouse features and openness (MSE=0.30) with BVP features.
The application of the two best models (openness and extraversion) based on mouse
features in the NEO-FFI questionnaires with a sample of medical doctors are in accor-
dance with the accuracy obtained in the evaluation phase of the models. The same models
applied in a medical decision-making context did not achieve good results. Given that
most of the features are micro-behaviours extracted from the interaction with a specific
task, the approximation of each subscale in Multimorbidity Interaction Severity Index
(MISI) to an item in the NEO-FFI questionnaire is probably the cause of the bad results.
The cognitive effort for each subscale should be contemplated or each Disease–Disease,
Drug–Disease, and Drug–Drug Interactions (DDIs) should be approximated to an item
to achieve better results.
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8.2 Contributions
The outcomes of this thesis are applied to a wide range of fields, from social sciences to
engineering. These cover new data acquisition systems, development or improvement of
decision-making tasks with concurrent data recording, signal processing of biosignals and
Human-Computer Interaction (HCI) outputs and the machine learning models produced
based on different sources. Some of these outcomes are already used in other research
projects, which proves its potential for application. Following, each outcome of this thesis
is described.
• Data acquisition:
– Latent, a web browser extension that simultaneously captures information,
particularly interaction, keyboard interaction, geolocation, browser tab screen-
shots, audio from microphone, video camera snapshots, document object model,
and browser and tab settings is also a contributor for several fields like web
usability studies or psychology research. Results published in [46].
• Decision-making tasks:
– A template to be used in online surveys was generated, that integrates the
pointer acquisition system. Furthermore, a new question type called Array
quad scale, with four scales of answer options for each subquestion was built.
These tools are being used in parallel research projects in the University Hos-
pital of Zurich.
– The decision-making task was redesigned and the integration of the eye-tracking
and pointer acquisition was set up. This version of the task was used in re-
search projects in the Department of Psychology of the University of Zurich.
– MISI II. An online version of a tool to analyse medical decision-making with
three hypothetical multimorbid patients. This tool may be used for medical
research.
• Signal processing:
– Processing tools developed for the pointer data analysis and a novel set of
patterns are extracted from this interaction. These tools can be used for signal
processing purposes or usability studies. Results published in [45].
– The processing tools applied to physiological signals (ECG, EDA, BVP and
pupil) are also outcomes of this thesis. A set of features related to the decision-
making task are also developed. These tools can be used for signal processing
purposes or psychology research.
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• Machine learning:
– Machine learning models for each personality trait are generated. Each person-
ality trait is modelled individually by each input of human behaviour (pointer,
decision-making task, decision-making task pointer, ECG, EDA, BVP and
pupil features) and by the physiological signals (combination of ECG, EDA,
BVP and pupil). Five different set of features arise from feature selection, that
are further combined by seven different models algorithms. The process of cre-
ating and evaluating the models can be further used by engineers. The models
can be applied to psychology research.
– A model to detect uncertainty in items while answering a questionnaire in an
online survey. This model can be applied in psychology or medical research.
Results published in [72].
8.2.1 List of publications
8.2.1.1 Journal Papers
• Latent: A Flexible Data Collection Tool to Research Human Behavior in the Context of
Web Navigation.
Cepeda, C., Tonet, R., Osorio, D. N., Silva, H. P., Battegay, E., Cheetham, M., &
Gamboa, H.
IEEE Access 2019
8.2.1.2 Pending Journal Papers
• Usability of network-graph based visualization of drug-drug interactions for decision
making in complex patients. (in preparation)
Roininen, S. M., Cepeda, C., Tarcak, K., Cheetham, M.
• Knowledge extraction from pointer movements and its application to detect uncertainty.
(submitted)
Cepeda C., Dias, M.C., Rindlisbacher, D., Cheetham, M., & Gamboa, H.
Helyion
8.2.1.3 Conference Proceedings
• Eye-pointer Coordination in a Decision-Making Task under Uncertainty (submitted)
Cepeda C., Dias, M.C., Rindlisbacher, D., Cheetham, M., & Gamboa, H.
BIOSTEC 2020 - 13th International Joint Conference on Biomedical Engineering
Systems and Technologies
Valleta, Malta, February 2020
• Predicting response uncertainty in online surveys: A proof of concept.
Dias, M. C., Cepeda, C., Rindlisbacher, D., Battegay, E., Cheetham, M., & Gamboa,
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H.
BIOSTEC 2019 - 12th International Joint Conference on Biomedical Engineering
Systems and Technologies
Prague, February 2019
• Mouse tracking measures and movement patterns with application for online surveys.
Cepeda, C., Rodrigues, J., Dias, M. C., Oliveira, D., Rindlisbacher, D., Cheetham,
M., & Gamboa, H.
CD-MAKE 2018: International Cross Domain Conference for Machine Learning &
Knowledge Extraction
Hamburg, Germany, August 27-30, 2018
• Automated Detection of Mind Wandering: A Mobile Application.
Cheetham, Marcus, Cátia Cepeda, and Hugo Gamboa.
BIOSTEC 2016 - 9th International Joint Conference on Biomedical Engineering
Systems and Technologies
Rome, Italy, February 21-23, 2016
8.2.1.4 Oral Communications
• Personality Assessment using Biosignals and Human Computer Interaction applied to
Medical Decision Making, Poster presentation
Catia Cepeda
NOVA Science Day – 2º Encontro de Ciência da NOVA 2019
• Identification of mouse tracking measures and movement patterns and its application for
uncertainty response prediction in online surveys, Seminar
Doctoral Program, FCT-UNL, Caparica, Portugal, 2019
• Arousal when making decisions predicts Big Five: A machine learning approach, Poster
presentation
Catia Cepeda, Dina Rindlisbacher, Beatriz Esteves, Julian Schneider, Edouard Bat-
tegay, Lutz Jäncke, Hugo Gamboa, Marcus Cheetham
University Research Priority Program (URPP) Internal Conference 2017
• Electrodermal activity and its application to personality, Lecture
Tópicos Avançados de Engenharia Biomédica, FCT-UNL, Caparica, Portugal, 2017.
• Inter-individual Differences in On-line Pointer Movement Behaviour and the Personality
Tendency to Maximize, Lecture
1st Nova Biomedical Engineering Workshop 2016
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8.3 Application Scenarios
The purpose of this thesis is to apply the developed tools to medical decision-making
support, but a variety of fields can be interested in the attained outputs of our work.
• Decision-making process analysis: The relation between medical decision-making
and personality is not the only field of application in terms of decision-making.
Another example of application is in learning platforms, in which the process of
learning may be related and adapted according to the personality of the user;
• Survey analysis: With the modelling process trained in the context of an online
survey, its use or adaptation to this context will be easier, especially in cases of
questionnaires with 5-Likert scale;
• Psychology or medical research: These fields of research are probably one of the
most promising to benefit from our personality models. They may use the models to
for example evaluate healthy and non-healthy subjects or evaluate cognitive tasks;
• Web usability tests: The pointer movement analysis and extraction of patterns may
provide information to improve user-experience in web sites. The research of dif-
ferent personality traits’ preferences in terms of design and content with a further
prediction of personality may be a major contribution in the field of HCI;
• Human resources: During the recruiting process, some technical tests during the
job interviews are applied to know the interviewed personality, therefore the use of
the developed personality models may be a contributor to this area.
8.4 Future Work
With the conclusion of this thesis, the limitations of the research done should be overcame
in future. Furthermore, some new questions arise throughout this thesis, that require
further research. Following, some ideas that should be explored in future are described.
8.4.1 Extend the research
To verify the feasibility of this approach, a larger study sample with greater variability
in the scores of the personality traits is needed. Our present study was mainly based
on a relatively homogeneous sample of University students and this may have generated
relatively truncated data (i.e. with few extreme scores in the traits scales). The findings
of this study are promising that with larger data sets and real medical decision-making
contexts, personality will have improved accuracy.
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8.4.2 Balance between interpretability and accuracy
The work developed generated hundreds of machine learning models. These were grouped
by data set and personality trait, and selected the one with higher accuracy, independently
of the inherent model algorithm. Sometimes, the interpretability of the results is complex
and, instead of selecting the model based on its error, a threshold between the complexity
of the model algorithm and the final accuracy should be taken into consideration, even if
the accuracy is slightly worsened.
8.4.3 Support medical decision-making
Research that associate decision-making styles of experts physicians to personality traits
should be performed, to then help and guide non-experienced physicians with the best
strategy to solve multimorbidity cases, according to their personality.
8.4.4 Beyond personality
In the developed work, only personality traits, particularly Big-Five personalities, are
assessed and always compared with questionnaires’ results. Given that a personality trait
is a stable characteristic of an individual that explains how an individual usually behaves,
a long-term experiment should be performed to verify which measures of behaviour
are truly related to the personality trait and if it is not only an influence of the state of
the individual. The state is a temporary condition, related to the mood, and, therefore,
experienced for a short period. The state answers to how the person feels at the moment,
while the trait answers to who the person is.
The definition of personality has only recently reached a consensus among theorists
and, even if the questionnaires have a good internal consistency, the responses could de-
pend on the subjective interpretation of the questions. Taking this into consideration, one
approach that may be followed is to use unsupervised machine learning methods [274]
with clustering algorithms to group individuals in terms of human behaviour. The analy-
sis of the features of each group by psychologists may generate some conclusions about
the characteristics of individuals based on how they behave. In 2018, researchers devel-
oped an alternative approach to the identification of personality types, after concluding
that most of the people are average in the scales of the big-five personality traits, as it
happened in our results [96]. In [278], the authors also defended that computer-based
judgements in personality are more effective than made by humans.
8.5 Future Implications
The daily use of technologies, whether by a computer, smartphone or smartwatch, con-
firms the applicability of personality recognition using human body responses. The
pointer movements are continuously acquired while individuals use the computer, for
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example during a working day, and, although it is more difficult to acquire biosignals,
some smartwatches already acquire HRV and EDA (e.g. [160]), and wearable technologies
are facing an exponential growth [95, 101].
However, this is personal data and caution should be given to how the acquisition is
made and who has access to the data. In 2016 [128], Facebook data of up to 87 million
people may have been improperly shared with a company, Cambridge Analytica. This was
the trigger to develop comprehensive privacy policy laws. The General Data Protection
Regulation 2016/679 (GDPR) was implemented in May of 2018 and it is a regulation
in European Union law on data protection and privacy for all individual citizens of the
European Union and the European Economic Area [94]. The GDPR aims primarily to give
control to individuals over their personal data and to simplify the regulatory environment
for international business by unifying the regulation within the European Union [94].
This regulation also has an impact on machine learning applications, that when mak-
ing a decision, the models should be transparent, understandable and explainable [118].
Thus, research in explainable-AI would allow the possibility to understand how and why
a machine decision has been made. The introduction of high-level context features, as we
contemplated in this study, incorporate direct explanations into the predictive models
which could have a strong impact in explainable-AI.
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Thesis Overview
This appendix includes a diagram with all the chapters of this thesis. In the main chapters
are introduced the question that is answered and the respective outputs.
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Figure A.1: Thesis structure with detailed outputs.
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Response Uncertainty Model
This appendix explains how the uncertainty predictive model was built. It is adapted
from the published paper [72].
B.1 Introduction
In self-report questionnaires, for each item, a rating scale with a number of response
alternatives is provided that allows the respondent to confirm the degree to which the
statement is true or false. For several reasons, the respondent may feel more uncertain
while rating particular items and this behaviour is clearly observed in the visual analysis
of the mouse movement over time. While identifying features from the mouse movements
(described in 5.1.3 and 5.1.4), we hypothesize whether behaviours, like how long a person
hovers with the mouse over a question, how quickly a response is given, or whether a
person revisits an items or corrects the previous response might be indicators of response
uncertainty.
Although previous studies consistently used response times to assess response dif-
ficulty [55, 221, 282], some authors also explored, and confirmed, the influence of the
mouse trajectory in predicting uncertainty, in terms of horizontal direction inversions
[282] and deviation from the idealized straight-line trajectory [221]. More recently, Hor-
witz et al. [121], used mouse cursor trajectories to predict response difficulty, achieving
a performance accuracy of between 74.28% and 79.11%. Significant predictors of uncer-
tainty were horizontal directional inversions, hovering the mouse cursor over a question
for more than 2s, and marking a response option for more than 2s [121].
Our aim was to create a machine-learning model that identifies events of response
uncertainty using some of the previously described features of mouse movement while
respondents processed and answered questionnaire items.
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B.2 Methods
B.2.1 Features Extraction
Regarding that this part of the study has the aim of identifying a micro-behaviour feature
from mouse interaction, we are still using the data from Study 2 to build the uncertainty
predictive model, Most of the features used were stated in 5.1. However, in this case, the
features were associated to each item of the questionnaire and not to a personality result
(i.e. to each subject) and, therefore, the computation process of features extraction need
to be adjusted in that respect. Both temporal, spatial and contextual features were used
to detect items that evoked uncertainty:
• Length;
• Straightness;
• Temporal velocity;
• Accumulated time;
• Hovered answers;
• Selected answer ratio;
• Time before click;
• Pause before click;
• Distance from answer;
• <-turns;
• Correction within item;
• Revisit;
• Correction time;´
• Interactions.
To extract the features the constants were defined: kpause = 1second; kzapp = 0.1second;
kaband = 10 ×mean(titem)seconds. The last feature, interactions, is the only new feature,
which corresponds to the number of interactions with each question (i.e., the number of
times in each question).
B.2.1.1 Features Normalization
Distinct people express uncertainty differently. For example, maybe the time spent in
a difficult question by a fast person is equal to the time spent in an easy question by a
slower individual. Accordingly, the features were normalized for each person separately
using the formula presented in equation B.1, where zi represents the sample xi after
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normalization, x and σ are the mean and standard deviation of the samples, respectively.
This normalization is known as z-score [229]. Applying this transformation, the samples
are reshaped so that its mean and standard deviation become 0 and 1, respectively [249].
zi =
xi − x
σ
(B.1)
Nonetheless, with all the features normalized, it is only possible to identify the most
difficult questions for each individual. In the hypothetical case of uncertainty in all
questions (or a great part of them), this would be a problem. Therefore, the original
values of each feature were also used to construct the model. Taking this into account, 30
features were used - 15 normalized and 15 not normalized.
Subsequently, all the features from all the participants were concatenated and each
feature was individually normalized in order to standardize the range of the variables for
all the participants.
B.2.2 Features Selection
There is a negative effect of using irrelevant features in machine learning systems. Some
machine learning classifiers are not sensible enough to detect the influence of relevant fea-
tures in the presence of many variables [239]. Taking this into account, it is advantageous
to precede learning with a feature selection stage [274].
Accordingly, the highly correlated features were eliminated [274], since the informa-
tion they provide is almost the same. The Pearson correlation coefficient was accessed
and, if two features had an absolute coefficient higher than 0.9, one of them was left out.
B.2.3 Model Training and Testing
In order to train and test the uncertainty model, several examples of items showing
response uncertainty and certainty were needed. These examples comprise a combination
of features and a respective outcome (certainty or uncertainty). However, it was not
known which items evoked, or not, uncertainty. To solve this problem, mouse movement
videos of 6 individuals answering a 60 item questionnaire (360 questions in total) were
observed and rated by three raters in terms of uncertainty or certainty. The final examples
of items for training and testing were selected only if rated as uncertainty or certainty
by at least 2 of the raters. In the end, 51 items were rated as uncertainty and 124 as
certainty. Raters were asked to just rate an item in case there is any doubt and, therefore,
the remaining 185 items were not rated by, at least, one rater.
The 10-fold cross validation method was applied for model training and testing. In
this procedure, the data is divided into ten approximately equal partitions, where one
partition is used for testing and the other nine for training. This process is repeated ten
times. In each iteration, the datasets change and, accordingly, every partition is used
for both training and testing, and exactly once for testing. Finally, the ten estimated
accuracies are averaged to obtain the overall accuracy.
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B.2.4 Classification
The applied classification method was Logistic Regression, due to its effectiveness when
the outcome variable is dichotomous (in this case, the outcome could be certainty or
uncertainty). In this technique, the probability of occurrence of an event is estimated
by fitting the data to a logistic curve. Accordingly, non-linear relationships between the
input features and the outcome variable can be handled [184].
The fundamental mathematical concept underlying Logistic Regression is the logit. The
logit is the natural logarithm of the odds ratio, which is the ratio between the probability
of occurrence of an event (in this case, uncertainty) and the probability of non-occurrence
of the same event. The logistic model has the form presented in equations B.2 and B.3,
where p represents the probability of an event, βi illustrates the regression coefficients
and xi are the input features [239].
log(
p
1− p ) = β0 + β1x1 + β2x2 + ...+ βnxn (B.2)
Solving for p,
p =
1
1 + e−(β0+...+βnxn)
(B.3)
When p > 0.5 it is predicted Y = 1 (uncertainty), otherwise, Y = 0, where Y is the
outcome variable [230]. From equation B.3, it is possible to verify that a positive βi
increases (and a negative βi decreases) the probability of Y = 1.
B.2.5 Model Evaluation
In binary classification, data is constituted by two opposite classes, positives and nega-
tives. Accordingly, the possible outcomes comprise True Positives (TP), True Negatives
(TN), False Positives (FP) and False Negatives (FN). In this study, the positives are the
questions linked to uncertainty.
The true positive rate, or sensitivity, and the true negative rate, or specificity, were
computed [274]. In this case, the sensitivity represents the probability of a question
that evokes uncertainty being classified as an instance of uncertainty, and it is described
in equation B.4. Specificity, on the other hand, provides the probability of a question
associated with certainty being correctly classified and it is illustrated by equation B.5.
Sensitivity =
T P
T P +FN
(B.4)
Specif icity =
TN
TN +FP
(B.5)
To estimate the performance of the model, accuracy was accessed. Accuracy is the
ratio between the correct classifications and all the classifications [274], as it is shown in
equation B.6.
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Accuracy =
T P + TN
T P + TN +FP +FN
(B.6)
Since the data is imbalanced (there are more certainty events than uncertainty oc-
currences), the most appropriate measure to evaluate the model performance is f1 score,
defined in equation B.7 as the harmonic mean between precision and recall. Recall is a
synonym of sensitivity, as it is possible to verify in equation B.8. Precision, on its turn,
represents the probability of a certainty event being classified as an uncertainty event, as
shown in equation B.9 [245].
f1 score =
2×Recall × P recision
Recall + P recision
(B.7)
Where
Recall = Sensitivity (B.8)
And
P recision =
FP
FP + TN
(B.9)
B.3 Results and Discussion
The highly correlated features were removed, as it was explained in section B.2.2. The
features eliminated with this criterion were time before click, hover selected answer, straight-
ness normalized, revisits, revisits normalized and hovered answers normalized. Therefore, the
number of final features was 24.
Some features have more importance than others in the classification process. From
equation B.3, it is possible to infer that features with higher regression coefficients are
more relevant to the classification. Table B.1 shows the regression coefficients of the ten
most relevant features ordered from the highest to the lowest absolute value.
Table B.1: Regression coefficients of the ten most relevant features.
Feature Regression coefficient
<-Turn 1.47
Length normalized 1.23
Length 1.19
Distance from answer normalized -0.93
Interactions 0.65
Accumulated time 0.61
Straightness -0.49
Pause before click 0.31
Corrections between item -0.31
Distance from answer -0.29
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The number of <-turns is the most relevant feature and, with a positive regression
coefficient, it increases the probability of detecting an uncertainty event. Individuals thus
tend to change the horizontal direction more frequently during a moment of uncertainty,
probably due to hesitation between consecutive alternatives. This is in line with [282].
The distance travelled has a strong positive impact on the outcome, suggesting that
respondents move the mouse from a possible answer to another while deciding which
one to select. Distance from answer affected the result negatively, meaning that, although
individuals travel longer distances during moments of uncertainty, they tend to maintain
the mouse cursor closer to the selected alternative. Probably this is influenced by consec-
utive questions with opposite (or very different) responses. That is when a person moves
directly from option 1 of an item to option 5 of the subsequent question, one of these
items is associated with a large mean distance from answer. Nonetheless, in a question
associated with uncertainty, where the travelled distance is long, this effect is attenuated.
Analysing the regression coefficient of interactions, it can be concluded that people
visit items that arouse uncertainty more often. In these items, individuals take longer
to answer (accumulated time has a positive and significant regression coefficient) and
deviate more from the straight-line trajectory between successive answers (straightness is
associated to a negative coefficient).
It is surprising that the number of corrections influences negatively the result. This
means that when the number of corrections increases, the probability of identifying an
uncertainty event decreases.
B.3.1 Model Evaluation
The model evaluation measures - sensitivity, specificity and accuracy - are presented in
table B.2.
Table B.2: Model performance evaluation measures.
Sensitivity Specificity Accuracy F1 Score
0.78 0.94 0.89 0.81
Regarding the model evaluation, the sensitivity obtained was 0.78, which means that
the instances of uncertainty were correctly classified in 78% of the times. The speci-
ficity was 0.94 (i.e. the probability of a certainty event being correctly predicted is 94%).
The classification of certainty versus uncertainty was correct in 89% of the cases. The
estimated performance of the model was, therefore, better than that of [121]. This im-
provement might relate to the choice of features used to indicate uncertainty. Using F1
score, the estimated performance of the model was 0.81. Taking into account that uncer-
tainty assessment concerns a subjective evaluation, the performance of the model is very
good.
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Following the application of the model to all participants’ questions, the percentage
of questions associated with uncertainty was computed. Figure B.1 shows the contrast
of the mouse movements between the individuals with the minimum and maximum
percentages of questions that evoked uncertainty, and the behaviours are clearly different,
where the distance travelled is much higher in the latter.
(a) (b)
Figure B.1: Mouse movements of a questionnaire from the person with a) the minimum
and b) the maximum percentage of uncertainty items.
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General Participant Information 
 
Liebe Teilnehmerin,  
Lieber Teilnehmer, 
 
Therapeutisches Management bei Patienten mit komplexen „Disease-Disease Interactions“ (DDIs) kann 
eine Herausforderung darstellen.  Eine verbesserte Methodik zur Erfassung von DDIs bildet eine wichtige 
Grundlage für neue Ansätze zur Ausbildung von Medizinern im Bereich DDI-Management.  
Ziel der Studie  
Das Ziel dieser Studie ist es, drei neu entwickelte Bewertungsskalen zur Einschätzung von DDIs zu 
validieren.  
Informationen zum Versuchsablauf  
Diese Studie umfasst 3 Termine mit einer Dauer von jeweils 45-60 Minuten. Bei jedem Termin 
bearbeiten Sie eine Fallvignette.  Ihre Aufgabe bei den jeweiligen Fällen ist es, Ihre Urteile zu 
potentiellen DDIs anhand von vier verschiedenen Bewertungsskalen abzugeben.  Die Bewertungen 
werden am PC abgegeben. Anschliessend stellen wir Ihnen Fragen zu den jeweiligen Fällen und Fragen 
zu Ihren Erfahrungen mit den drei Bewertungsskalen. 
Freiwilligkeit 
An diesem Forschungsprojekt nehmen Sie freiwillig teil. Sie können zu jeder Zeit die Untersuchung 
abbrechen und Ihr Einverständnis ohne Angabe von Gründen widerrufen, ohne dass Ihnen dadurch 
persönliche Nachteile entstehen.  
Versicherung 
Sie sind im Rahmen der Betriebs-Haftpflichtversicherung versichert. Die Versicherung übernimmt die 
Kosten der medizinischen Behandlung allfälliger gesundheitlicher Schäden, die im Rahmen dieser Studie 
auftreten können. Der verantwortliche Studienleiter wird in diesem Falle die notwendigen Schritte 
einleiten.  
Vertraulichkeit/Datenschutz 
Die erhobenen Daten werden anonym und unter Wahrung der Datenschutzbestimmungen 
ausschliesslich zu wissenschaftlichen Zwecken ausgewertet. Es werden neben den Daten nur die 
Personenkennzeichen elektronisch gespeichert.  Die erhobenen Daten werden vor Ort gelagert in einer 
Datenbank für Forschungszwecke. Alle Personen, welche Sie im Rahmen dieser Studie betreuen, 
unterliegen der ärztlichen bzw. psychologischen Schweigepflicht und sind auf das Datengeheimnis 
verpflichtet. Nur dem Versuchsleiter ist die Zuordnung von erhobenen Daten und Personenkennzeichen 
bekannt. Sie können zu jedem Zeitpunkt verlangen, dass Ihre Daten vernichtet werden. Eine Begründung 
dafür ist nicht erforderlich. Sie haben die Möglichkeit, die gegebene Zustimmung zur Weiterverwertung 
der erhobenen Daten zu widerrufen.  
Nutzen für die Versuchspersonen  
Die Studie hat für Sie als Expertin bzw. Experte keinen direkten Nutzen. 
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Risiken und Unannehmlichkeiten 
Keine. 
Kosten 
Die in dieser Information erwähnten Untersuchungen sind für Sie kostenlos. 
Finanzierung 
Die Studie wird durch die Klinik und Poliklinik für Innere Medizin finanziert. 
Aufwandentschädigung  
Es kann kein Entgelt entrichtet werden. 
Kontaktpersonen 
Bei Unklarheiten und unerwarteten oder unerwünschten Ereignissen, die während der Studie oder nach 
deren Abschluss auftreten, können Sie sich jederzeit an die unten stehenden Kontaktpersonen wenden:  
………………………………………………. 
 
Ich erkläre hiermit, alle Informationen gelesen und verstanden zu haben. 
Datum ……………………………… 
 
Name/Vorname (Versuchsleiter):        ………………………………………………. 
   
Name/Vorname (Teilnehmer/ Teilnehmerin):  ………………………………………………..  
1 
 
Informed Consent 
 
Schriftliche Einwilligungserklärung zur Teilnahme an einem Studienprojekt. Bitte lesen Sie dieses 
Formular sorgfältig durch. Bitte fragen Sie, wenn Sie etwas nicht verstehen oder wissen möchten. 
Titel der Studie  
Verantwortliche Institution  
Ort der Durchführung  
Leiter der Studie  
Teilnehmerin/Teilnehmer 
 
 
Name und Vorname: 
 
Geburtsdatum:                                             weiblich  männlich 
▪ Ich wurde von der unterzeichnenden Prüfperson mündlich und schriftlich über den Zweck und Ablauf 
des Projekts, über mögliche Vor- und Nachteile sowie über eventuelle Risiken informiert. 
▪ Ich nehme an diesem Projekt freiwillig teil und akzeptiere den Inhalt der zum oben genannten Projekt 
abgegebenen schriftlichen Information. Ich hatte genügend Zeit, meine Entscheidung zu treffen. 
▪ Meine Fragen im Zusammenhang mit der Teilnahme an diesem Projekt sind mir beantwortet worden.  
▪ Ich bin einverstanden, dass der Leiter der Studie zu Prüf- und Kontrollzwecken in meine 
unverschlüsselten Daten Einsicht nehmen dürfen, jedoch unter strikter Einhaltung der Vertraulichkeit. 
▪ Meine persönlichen Daten werden nur in verschlüsselter Form gespeichert. 
▪ Ich kann jederzeit und ohne Angabe von Gründen von der Teilnahme zurücktreten, ohne dass ich 
deswegen Nachteile habe. Die bis dahin erhobenen Daten werden gelöscht.  
▪ Die Haftpflichtversicherung des Spitals kommt für allfällige Schäden auf. Ich bin darüber informiert, 
dass eine Versicherung Schäden deckt, die auf das Forschungsprojekt zurückzuführen sind.  
 
Ort, Datum Unterschrift Teilnehmerin/Teilnehmer (in Druckbuchstaben) 
 
 
Bestätigung der Studienleitung: Hiermit bestätige ich, dass ich dieser Teilnehmerin/ diesem Teilnehmer 
Wesen und Bedeutung des Projekts erläutert habe. Ich versichere, alle im Zusammenhang mit diesem 
Projekt stehenden Verpflichtungen gemäss des geltenden Rechts zu erfüllen. Sollte ich zu irgendeinem 
Zeitpunkt während der Durchführung des Projekts von Aspekten erfahren, welche die Bereitschaft der 
Teilnehmerin/ des Teilnehmers zur Teilnahme an der Studie beeinflussen könnten, werde ich sie/ ihn 
umgehend darüber informieren. 
 
Ort, Datum Name und Vorname der informierenden Prüfperson (in Druckbuchstaben) 
 
 
Unterschrift der Prüfperson 
 
 
 
 
Handedness  
 
 
Bitte geben Sie an, mit welcher Hand Sie… 
• einen Brief schreiben:  links □ rechts □ 
• einen Ball auf ein Ziel werfen: links □ rechts □ 
• einen Tennisschläger halten: links □ rechts □ 
• ein Streichholz beim Anzünden halten: links □ rechts □ 
• einen Hammer halten: links □ rechts □ 
• eine Zahnbürste benützen: links □ rechts □ 
• eine Schere benützen: links □ rechts □ 
• einen Faden durch ein Nadelöhr führen: links □ rechts □ 
• einen Besenstiel beim Fegen halten: links □ rechts □ 
      (Hand, die oben hält, angeben) 
• Spielkarten austeilen: links □ rechts □ 
• einen Schaufelstiel oben halten: links □ rechts □ 
• den Deckel einer Dose aufschrauben: links □ rechts □ 
  
 
 









