A dual-mode blind equalization algorithm for quadrature amplitude modulation signals is proposed in this paper. It is well known that the famous constant modulus algorithm presents a large steady-state mean square error. The new family of norm algorithm which takes advantage of CMA is included with the simple decision-directed algorithm. The proposed algorithm firstly starts the equalization by CNA and then introduces DD when the eyediagram is convergent. The switching rule is carried out by the mixed gradient. Simple simulation experiments are also proposed to validate the new algorithm.
INTRODUCTION
Equalizing a communication channel without training mode is known as blind equalization. Blind Equalization algorithm doesn't depend on a training sequence for start-up period or restarting after system breakdown. Especially for underwater acoustic channel, the complicated environment will bring various noises to the received signal; the situation is very unacceptable for high-precision underwater communication. To overcome the inter-symbol interference, an important way is the blind equalization algorithm. It can save bandwidth and improve the communication rate so it has become a hotspot of communication research area. In many blind equalization algorithms, the Constant Modulus Algorithm (CMA) which advanced by Godard and Triechiar is a widely applied method (Godard, 1980; Shalvi and Weinstein, 1990) .
A new blind equalization algorithm called multi-modulus algorithm (MMA) combines the benefits of the well-known reduced constellation algorithm (RCA) and constant modulus algorithm (Yang, Werner and Dumont, 2002) . It provides more flexibility than RCA and CMA, and is better suitable to take advantage of the symbol statistics of certain types of signal constellations, such as non-square constellations and some wrong solutions. Two new hybrid blind algorithms are proposed based on a new radius-adjusted approach for QAM signal constellations and present a comprehensive survey of hybrid methods for blind adaptive equalization (Banovic, Abedl-raheem and Khalid, 2005) . The proposed hybrid blind algorithms define static circular regions around symbol points that correspond to a specific weighting factor and step size, which optimize the equalizer tap update based on the adaptation phase. Hybrid methods are discussed for CMA, improved transfer to the decision-directed (DD) algorithm, and dual-mode hybrid algorithms. To further improve the performance of RLS-CMA, a new adaptive forgetting factor RLS-SCMA (ARLS-SCMA) is proposed (Xiao and Yin, 2014) . The cost function of CMA is simplified to meet the second norm form to ensure the stability of RLS-CMA, and thus establish an improved RLS-CMA (RLS-SCMA). In ARLS-SCMA, the forgetting factor varies with the output error of the blind equalizer during the iterative process and proves the effectiveness under the condition of the underwater acoustic channel.
Moreover, many researchers are paying their attention to CMA such as its convergence properties, convergence rate (Fatadin, Ives and Savory, 2009; Abrar and Nandi, 2010; Xiang, Nguyen and Gu, 2006; Chen, Wang and Wang, 2014) . Most of them are focusing on the updating of the tap weight vectors. The frequentlyused alternative algorithm is as follows:
(1) Joint another algorithm with CMA to simplify the whole convergence.
(2) Adjust the step size which can control the convergence rate of the algorithm. (3) Alter the equalization structure such as DFE. All the above described solutions (1) to (3) to the modified algorithms have the contributions to the development of CMA. But they have not solved the high MSE, low convergence rate and unstable convergence performance owing to the characteristics of constant modulus. Because of the above reasons the constant norm algorithm is included in this paper (Goupil and Palicot, 2007; Oyerinde and Mneney, 2012) . It can manage the blind equalization problem with the norm rule. It finds that CMA is a special case of the CNA which can vary many algorithms when the parameters are altered. The fast converge dual-mode modified constant norm blind equalization algorithm is proposed with the help of mixed gradient which can promote the convergence performance. The new algorithm is suitable for QAM signals and proved its validity.
The organization of the paper is as follows. After a general introduction of the paper, the blind equalization principle and the Bussgang characteristics are presented in chapter 2. The traditional CMA which is used widely and the new constant norm algorithm are discussed in chapter 3. In chapter 4, to meet the need of high quality of convergence performance, an outstanding algorithm which named CQOA is brought and combined with DD to achieve the target. The analysis and simulation results of the new algorithm have been discussed in chapter 5. The paper has been concluded in chapter 6.
BLIND EQUALIZATION PRINCIPLE

The Blind Equalization Principle
The blind equalization is an inequable method according to the traditional equalization method which can equalize the channel by the priori information of the received sequence without the help of the training sequence (Wu, Feng and Zheng, 2014; Fiori, 2013) . The blind equalization method can regain the output sequence of the equalizer which is mostly similar to the transmit sequence. Fig.1 is the functional block diagram of blind equalization principle where is the input signal of the channel, is the impulse response, is the noise sequence. The can be real value or complex value which lies on the modulation mode of the signal. The equalizer is a finite transverse impulse filter which the length is L.
is the received sequence and also the input sequence of the equalizer. The output of the equalizer will be the system output after the adjudge circuit. The output of the equalizer will be the input of the blind equalization to control the shift of the weighting coefficient before it's adjudge. 
The purpose of the blind equalization algorithm is to acquire the optimal estimation of channel input, so as to complete channel transmission perfectly. Therefore, for the recovery sequence:
According to Fourier transform, it can obtain:
The channel input signal is an independent identically distributed stochastic signal and is generated by a complicated alphabet through conversion. The channel transmission function has no zero in a circle unit. It basically thinks that channel output Signal to Noise Ratio (SNR) is very high and has no additional disturbance. Channel input obtains a receipt signal by using transmission channel to overlay Gaussian white noise and acquires a recovery sequence through the recovery of an equalizer. Figure 2 is the linear equalizer.
The linear equalizer is a common equalizer in blind equalization. The aim of the equalizer design is to make the system input and the output of the equalizer satisfy the equation (4) by adjusting the tap weighting coefficients with according to the blind equalization algorithm. The mathematical model of this problem is named blind deconvolution, the blind equalization is its apply in communication area. Actually the signal is not "Blind" to the users, the priori information such as the statistic characteristics, the modulation mode and so on are known before the signal transmitting.
The Bussgang Process
If a stochastic process satisfies equation (5), it can be called Bussgang process (Jacovitti, Panc and Scarano, 2001) .
Here, (•) means a nonmemory nonlinear function. The Bussgang process has its particular character: its auto correlative function equal to its cross-correlation with the output which the parameter of (•) is itself. The basic principle of Bussgang blind equalization algorithm is to establish a cost function firstly which lead the ideal system corresponding to the minimum point of the cost function. Then find the extreme point of the cost function with adopting some self-adaptive algorithm. The schematic diagram of Bussgang blind equalizer is 
From the iteration mechanism, the recurrence formula of blind equalization is:
Rewrite the equation (8) with scalar, it will be
The weighting coefficients are beginning to convergence when − = 0 . The convergence condition of algorithm is
It can multiply − ( − ) by the both sides of the equation，and sum parameter i, it can be found that:
It can be derived from Figure 3 .
If the parameter L is big enough, it will lead the transversal filter to ideal equalization. The equation (14) can be rewrite:
It can be derived with equation (6), equation (12) and equation (14):
The equation (16) demonstrates that the auto correlative function of the equalizer output sequence equal to its cross-correlation with the output which confirm to the Bussgang process.
3.THE FREQUENTLY-USED BLIND EQUALIZAITON ALGORITHM
The Constant Modulus Algorithm
The constant modulus algorithm (CMA) is a special case of Godard algorithm and is improved in 1983 by Treichler etc. In the underwater communication, the envelope of the transmit signal is always changeless such as PSK. CMA is based on the characteristic and is very suitable for the equalization of this kind of signal (Zhang, Yu and Chi, 2013; Li, 2015; Zhang, Chen and Hanzo, 2014) . In the coherent underwater acoustic communication, the transmitting signal waveform has constant envelope, such as PSK (phase-shift keying) signal. CMA is very appropriate for the equalization of this kind of signal.
The nonlinear function of CMA is:
The cost function of CMA is
The reason for choosing this cost function is that the power of the transmitting signal is constant so the power of the output signal of the equalizer is constant. It can be derived that from equation (7) = ( 2 − 2 )(20)
According to the iteration formula of the steepest descent method, the iteration formula of the weighting coefficients
On account of = ( ) ( )，so
The CMA expression can be derived when the expected value of stochastic gradient instead of stochastic gradient.
To sum up, we can find the implement of CMA is very convenient. CMA is the first advanced algorithm which can solve the problem of the blind equalization. It impliedly makes use of the higher order statistics of the received signal and can be widely applied to the digital system.
The Decision-direct Algorithm
The decision-directed (DD) algorithm is brought forward by Lucky (Mantzoukis, Petrou and Vgenis, 2011; Oukil, Boudjemai and Boughanmi, 2015) . The basic idea is: if the probability of the adjudger's error is little, the reference signal in the adaptive algorithm such as LMS can be replaced by the estimate value which is the output of the adjudge circuit.
Figure 4.The functional block diagram of DD
The recovery sequence can be judged by the decision equipment which the purpose is lead the output equal to the transmitted sequence ( ).
For example, in the simple case of a binary sequence of equal probability, the data and the decision value are as follows:
DD algorithm is very difficult to use by oneself in practice because its convergency request the splay of the constellation. But it can be combined with other algorithms to solve the problem as its simpleness and low steady-state error. The other algorithms ensure that the combined algorithm has been convergenced and the convergence is in the right direction and then turn to DD algorithm. This combined method will farthest reduce the error and improve the convergence performance.
A FAST CONVERGE DUAL-MODE MODIFIED CONSTANT NORM BLIND EQUALIZAITON ALGORITHM
The Constant Norm Algorithm
The constant norm algorithm is a new blind equalization algorithm, more accurately, a series of new blind equalization algorithms. The series of algorithms are similar to Bussgang series of algorithms owing to taking advantage of Bussgang properties. Some of their examples are also common Bussgang series of algorithms which overlap with Bussgang series of algorithms, such as Sato algorithm and CMA algorithm. CNA applied to both equalization and estimate is also suitable for digital communication system and easy to achieve, so it has a good application prospect. In the blind equalization system, the transmitted sequence is launched by the transmitting terminal and received in the receiving terminal. The estimation will be obtained after multiplying by the tap weight coefficients. The Bussgang Blind Equalization Algorithm can minimize the cost function by adjusting the tap weight coefficients:
The iterative formula can be described as:
Here ∅ = ( )， ( )is the cost function of the output sequence. The selection of cost function is key point of Bussgang Blind Equalization Algorithm. The cost function of DD Algorithm is:
We can get the iterative formula of the tap weight coefficients in DD Algorithm. The cost function of CNA is:
In the equation, a and b are two parameters of CNA which can strengthen the algorithm's flexibility. Here is a constant about the statistical property of the launch sequence. Below is the prove.
First we suppose that in the ideal condition, the equalizer can get the best equalization performance when the equalizer is equal to the inverse of the transmission channel; then we suppose that the equalizer has only a tap, so we can get: = * = * * (33)
To get , we suppose that the channel function is a constant 0 and the tap coefficient is 0 , then the output of the equalizer is 0 = 0 * 0 * 0 = α * 0 . Once more we suppose that 0 is real number, if the cost function is enough good which can make = 1,then we can gain:
With the equation (32) 
If we assign 2 to b, then is
From the above analysis, we can see that CNA also takes advantage of Bussgang features and makes deeper level on research. It takes advantage of the features of norm to form a series of algorithms rather than construct functions one by one which can have a very good application prospect.
The CQOA
When = , then the cost function can become:
If = 2, = 2, the algorithm is CMA Algorithm. It's clear that the algorithm can converge faster for the dots which are ambient in the meanwhile the central dots are lower. To overcome the defect, we introduce another algorithm: One Norm Algorithm(ONA). Its norm is:
Its track map is: (Zhu, Jiao and Sun, 2012; Yuan and Tsai, 2005) . It combined the features of above effectively. Its new norm is:
The new norm is the norm ∞ and 1 and mix their virtue together. When = 0, the CQOA is really ONA and when = 1, the CQOA will become CQA. CQOA integrate the advantages of CQA and ONA and its track map is between theirs' which can find the optimum dots to finish the equalization.
The Fast Converge Dual-mode Blind Equalization Algorithm
In the previous chapter, CQOA combines the benefits of CQA and COA, but the convergence speed for the QAM modulation is still low. Here the fast converge dual-mode blind equalization algorithm which named FDNA is introduced. FDNA performs according to the idea of dual-mode. The algorithm starts CQOA for low MSE and then switch to DD for ending. The key point of FDNA is mixed gradient (Levin, Weiss and Durand, 2011; Fan, Zha and Huang, 1998) . It can be found that the cost function is as bellows:
The parameter and are all cost function of blind equalization. The realization of CMA is lie on the . The extreme point of and can lead the equalizer to convergence. But the use condition of the parameter is very strict for the correctness of the judge equipment is high enough which can be very close to the DD. So we can bring the two key parameters together in the equalization. They can be used in the different stage to launch the convergence. Here we introduce two coefficients to adjust them.
The FDNA strarts the convergence with the CQOA. Accompanied with the decrease of the normalized culumants, the step-size is adjusted automatically. The FDNA will switch to DD once the phase has been recovered adequately. 
SIMULATIONS AND PERFORMANCE ANALYSIS
Simulation Confirmation
Assume additive white Gaussian noise is introduced into the channel; the information source adopts signal 16-QAM; SNR (Signal to Noise Ratio) is 25dB; the carrier frequency is 10kHz; the signal transmission rate is 2kbit/s; the sampling frequency is 100kHz. The channel is negative sound velocity gradient channel and its eigen rays parameters are shown in table 2. figure 8 and figure 9 . Phase rotation is perfectly corrected in the FDNA which is very obvious in figure 8 , the convergence of constellation in FDNA is better than CMA. The MSE curve of CMA and FDNA is shown in figure 10 . As can be seen from the diagram, the proposed FDNA convergence is faster, and the steady-state error is 6dB smaller than CMA. The performance of FDNA is better than CMA. 
Experiment and Performance Analysis
To verify the proposed algorithm, the experiment is carried out in the water pool. The signal 16-QAM are used to analyze. The water pool is 20*8*7 meters, and the two energy conversion device is at a distance of 8 meters which are 3 meters below the surface. Figure 11 is the layout chart of the water pool experiment. It can be found that the transmitting part is combining by the computer, the sound card and the power amplifier. The signal is transmitted by the transmitting transducer and broadcasting in the water pool then is received by the receiving terminal. The received signal is gathered by the data acquisition unit and can be seen in the oscilloscope.
Figure 12.
The amplifier VBF40 Figure 12 shows the instruments in the water pool experiments. The result is shown in figure 13 . It can be found the output of the equalizer before judgement is very close to its real points. Its convergence point is 600 symbols like the simulation ahead of CMA. From figure 13 we can see that the proposed algorithm also achieve performance for QAM signal even in the distortion. 
6.CONCLUSIONS
As high speed transmission in underwater acoustic channel, the study of blind equalization is a promising direction. CMA is a common algorithm can be used in many areas and be realized easily. Its high MSE block the development of blind equalization. The fast convergence dual-mode modified constant norm blind equalization algorithm solves the problem to a certain extent and decrease the amount of calculation with switching to DD algorithm. The simulation and water pool experiment tested and verified the proposed algorithm and can be realized in many ways for underwater acoustic communication. 
