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THE INVERSE PENROSE TRANSFORM ON
RIEMANNIAN TWISTOR SPACES
YOSHINARI INOUE
Abstract. With respect to the Dirac operator and the confor-
mally invariant Laplacian, an explicit description of the inverse
Penrose transform on Riemannian twistor spaces is given. A Dol-
beault representative of cohomology on the twistor space is con-
structed from a solution of the field equation on the base manifold.
Introduction
The Penrose transform is a method to give solutions of the Dirac
equation and the conformally invariant Laplacian. It is done by relating
solutions of the field equations to cohomology with values in a certain
holomorphic line bundle over the twistor space of the manifold.
The Penrose transform on four dimensional half-conformally flat
manifolds was studied by Hitchin in [H]. Murray generalized it to higher
dimensional conformally flat manifolds in [M].
The correspondence between cohomology and the space of solutions
of the field equation was proved to be one-to-one. But the sufficiency
part of the proof, that is, to construct a cohomology class from a so-
lution of the field equation, was proved indirectly in both papers. In
the four dimensional case, an explicit formula for the inverse Penrose
transform was given by Woodhouse in [W].
In this paper, we shall give an explicit description of the inverse
Penrose transform for Riemannian manifolds by constructing a Dol-
beault representative of the corresponding cohomology (Definition 4.4
in the four dimensional case and Definition 2.3 in the higher dimen-
sional cases). Definition 4.4 is equivalent to the formula given by Wood-
house.
Let M be a 2n-dimensional spin manifold and let V be a Hermitian
vector bundle on M with a connection. We assume the conditions on
the metric ofM and the curvature of V which enable us to perform the
Penrose transform. Then the twistor space Z±(M) of M is a complex
manifold, and the hyperplane bundle H and the pull-back bundle p−1V
on Z±(M) are holomorphic bundles. Let ∆±(M) be the spin bundle on
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M . Then the twisted differential form on Z±(M) which represents the
cohomology class corresponding to φ ∈ Γ(M,Sm∆±(M)⊗V ) is written
as
Qm(φ) = (n+m− 2)!F (n+m−2)(D)j(φ),
where D is a differential operator and F (n+m−2) is the (n +m− 2)-th
derivative of the power series F (x) =
∑∞
k=0 x
k/(k!)2. The lifting j(φ)
is written as
j : Γ(M,Sm∆±(M)⊗V )→ Γ(Z±(M),Λ0,
1
2
n(n−1)
V Z
±(M)⊗H−2n+2−m⊗p−1V ),
where Λ
0, 1
2
n(n−1)
V Z
±(M) is a line subbundle of Λ0,
1
2
n(n−1)Z±(M). The
definitions of D and Λ
0, 1
2
n(n−1)
V Z
±(M) in the four dimensional case are
slightly different from those in the higher dimensional cases.
In the four dimensional case, Λ0,1V Z
±(M) is the space of vertical
forms with respect to the Levi-Civita connection onM , which is defined
globally. The operator D is also defined as a global operator.
In the higher dimensional cases, the assumption of the metric of
M means that there are local conformally flat coordinates. The line
subbundle Λ
0, 1
2
n(n−1)
V Z
±(M) is the space of vertical forms corresponding
to the trivialization with respect to these coordinates. The operator
D is also defined with respect to them. Although j and D are defined
to be local operators, it is shown that the constructed inverse Penrose
transform is defined independently of the particular conformally flat
coordinates which are chosen.
In both cases, it is shown thatDn+1 vanishes. Hence the construction
is in fact a finite sum.
In the proof of the vanishing of ∂Qm(φ) and the independence of
the construction of Qm with respect to the coordinates chosen in the
higher dimensional cases, the defining equations of Z± as a subvariety
of P(∆±) play an important role (see Lemma 2.6 below). They were
given in [I1] in the course of my definition of Riemannian twistor spaces.
Although they are trivial in four and six dimensional cases, they are
still useful by our extension of notation of multi-indices.
In §1, we review the theory of the Penrose transform on Riemannian
twistor spaces. In §2 and §3, we give the inverse Penrose transform
on 2n-dimensional manifolds with n ≥ 3. The local construction of
the inverse Penrose transform is given in §2, and the independence of
the construction with respect to the coordinates which are chosen is
proved in §3. In §4, we deal with the four dimensional case, in which a
non-conformally flat manifold may admit the integrable twistor space.
I would like to thank the reviewer for his suggestion of the work of
Woodhouse.
THE INVERSE PENROSE TRANSFORM 3
1. The Penrose transform
Let us review the Penrose transform for the Dirac operator and the
conformally invariant Laplacian on even dimensional spin manifolds
(see [H]: the four dimensional case, and [M]: the higher dimensional
cases).
Let M be a 2n-dimensional spin manifold, and let V be a Hermitian
vector bundle on M with a connection. Let ∆+(M) (resp. ∆−(M)) be
the positive (resp. negative) spin bundle. The field equations that we
consider are the Dirac operator
dm : Γ(M,S
m∆±(M)⊗ V )→ Γ(M,∆∓(M)⊗ Sm−1∆±(M)⊗ V ),
for m > 0 and the conformally invariant Laplacian
d0 : Γ(V )→ Γ(V )
φ 7→ ∇∗∇(φ) + n− 1
2(2n− 1)rφ,
where r is the scalar curvature of M . The differential operator dm is
conformally invariant with conformal weight n− 1 + m
2
.
Assume n ≥ 2. Let Z+ be the parameter space of complex structures
of a 2n-dimensional real vector space compatible with a certain metric
and a certain orientation. If we consider the opposite orientation, we
have a similar manifold Z−. Let SO(M) be the oriented orthonormal
frame bundle of M . Riemannian twistor spaces are defined as
Z±(M) = SO(M)×SO(2n) Z±,
which have natural almost complex structures. We assume thatM has
an integrable twistor space. Let p be the projection p : Z±(M) →
M . Assume that the pull-back of the curvature form of V by p is a
End(p−1V )-valued (1, 1)-form. Then the pull-back bundle p−1V can be
naturally considered to be a holomorphic vector bundle.
There is a holomorphic line bundle H on Z±(M), which is called the
hyperplane bundle. Let us define the Penrose transform:
Pm : H 12n(n−1)(Z±(M), H−2n+2−m ⊗ p−1V )→ Γ(M,Sm∆±(M)⊗ V ).
By restricting cohomology classes to each fiber, we have a map
H
1
2
n(n−1)(Z±(M), H−2n+2−m⊗p−1V )→ ⋃
x∈M
H
1
2
n(n−1)(Z±x , H
−2n+2−m)⊗Vx.
This induces Pm, since H 12n(n−1)(Z±x , H−2n+2−m) is equivalent to Sm∆±x
as a representation space of SPIN(TxM) by the theorem of Bott-Borel-
Weil-Kostant.
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Theorem 1.1 ([H] Theorem (3.1), [M] Theorem 32). The map Pm in-
duces an isomorphism onto the space of the solutions of dmφ = 0.
2. The Local construction of the inverse Penrose
transform
In this section, we deal with the local construction of the inverse
Penrose transform when the base manifold is 2n-dimensional with n ≥
3. We assume that M is an open subset of R2n with the standard
metric and the vector bundle V is trivial. Hence we can safely omit V
by considering it as a trivial line bundle.
By Dolbeault’s theorem, we have a representation of the cohomology
group:
H
1
2
n(n−1)(Z±(M), H−2n+2−m) =
ker ∂|
Γ(Λ0,
1
2
n(n−1)
Z±(M)⊗H−2n+2−m)
∂Γ(Λ0,
1
2
n(n−1)−1Z±(M)⊗H−2n+2−m) .
We construct a ∂-closed form in Γ(Z±(M),Λ0,
1
2
n(n−1)Z±(M)⊗H−2n+2−m)
from a solution of dmφ = 0.
We begin by defining a differential operatorD acting on Γ(Z±(M),Λ∗Z±(M)⊗
H−2n+2−m).
The action of SO(2n) on Z± induces a linear map
F : so(∈\)→ Γ(Z±,Θ),
where Θ is the holomorphic tangent bundle on Z±, which is considered
to be the (1, 0)-part of the complexified tangent bundle TZ±⊗C. With
respect to the Lie algebra structures, we have
F([a, b]) = −[F(a),F(b)]. (2.1)
Let
ea =
∂
∂xa
,
ea = dxa,
a = 1, . . . , 2n
be the standard frames of TM and T ∗M , respectively. Let (Eab )1≤a,b≤2n
be the frame of End(TM) defined as Eab ec = δ
a
c eb and put Fab = E
a
b −
Eba. By considering it as an element of so(2n), we define a vector field
Fab on M × Z± = Z±(M) to be
Fab = F(Fab).
Then we define a first-order differential operatorD acting on Γ(Z±(M),Λ∗Z±(M)⊗
H−2n+2−m) as
D = −Leai(Fab)eb,
where L is the Lie derivative and i is the interior multiplication. The
action of the horizontal form eb is the exterior multiplication.
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Lemma 2.1. 1. The differential operator D is invariant under the
conformal automorphism of R2n if it is considered as an operator
on Z±(R2n).
2. Let l and l′ be non-negative integers. Then, we have
DΓ(Z±(M),Λl,l
′
Z±(M)⊗H−2n+2−m) ⊂ Γ(Z±(M),Λl,l′Z±(M)⊗H−2n+2−m)
3. We have Dn+1 = 0.
Proof. We have (1) immediately by the definition. Since eb and Leai(Fab)
are commutative and the space of horizontal (0, 1)-forms are n-dimensional,
(3) follows by (2). We will prove (2) later in this section, since it is
needed a system of local coordinates of the fiber.
Put
F (x) =
∞∑
k=0
xk
(k!)2
.
An essential property of this function is the following lemma.
Lemma 2.2. Let l be a non-negative integer. Then we have an equa-
tion
xF (l+2)(x) = −(l + 1)F (l+1)(x) + F (l)(x).
Remark . The function F also appears in the construction of the in-
verse Penrose transform of the Dolbeault complex ([I2]).
Let Λ
0, 1
2
n(n−1)
V be the line subbundle of Λ
0, 1
2
n(n−1)Z±(M) spanned by
vertical forms. If we identify H−1 with H by the Hermitian metric, we
have
Λ0,
1
2
n(n−1)Z±(M)⊗H−2n+2−m ⊃ Λ0,
1
2
n(n−1)
V ⊗H−2n+2−m ≃ Hm,
since Λ
0, 1
2
n(n−1)
V ≃ H−2n+2. By the theorem of Bott-Borel-Weil-Kostant,
we have an isomorphism
H0(Z±, Hm) ≃ (Sm∆±)∗.
Hence we can define a lifting
j : Γ(M,Sm∆±(M))→ Γ(Z±(M),Λ0, 12n(n−1)Z±(M)⊗H−2n+2−m).
By using D and j, we can define the local inverse Penrose transform
as follows.
Definition 2.3. We define a map
Qm : Γ(M,Sm∆±(M))→ Γ(Z±(M),Λ0, 12n(n−1)Z±(M)⊗H−2n+2−m)
φ 7→ (n+m− 2)!F (n+m−2)(D)j(φ).
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Remark . We shall prove in the following section that Qm does not
depend on the conformally flat coordinates of M and the trivializa-
tion of V which are chosen. Hence Qm can be considered as a global
conformally invariant operator.
Let us describe the Penrose transform Pm by using the Dolbeault
representation of cohomology classes. Since the complex dimension of
Z±x is
1
2
n(n− 1), the isomorphism
H
1
2
n(n−1)(Z±x , H
−2n+2−m) ≃ Sm∆±x
induces a map
Γ(Z±x ,Λ
0, 1
2
n(n−1)Z±x ⊗H−2n+2−m)→ Sm∆±x.
Hence we have a map
P˜m : Γ(Z±(M),Λ0, 12n(n−1)Z±(M)⊗H−2n+2−m)→ Γ(M,Sm∆±(M)).
Then P˜m induces the Penrose transform Pm. Since we have P˜m(Qm(φ)) =
φ for any section φ ∈ Γ(M,Sm∆±(M)), we finish constructing the local
inverse Penrose transform by the following theorem.
Theorem 2.4. Let φ be a section of Sm∆±(M). Then Qm(φ) is ∂-
closed, if dmφ = 0.
The remainder of this section is devoted to a proof of this theorem.
We prove it by computing dF (n+m−2)(D)− F (n+m−2)(D)d.
Lemma 2.5. 1. Put E = dD −Dd. Then, we have
E = −LeaLFabeb.
2. Let dH = e
aLea be the exterior differentiation to the horizontal
direction, and put
Γ = ea ∧ ebi(Fab)
∑
c
(L ∂
∂xc
)2.
Then, we have
ED −DE = −2DdH + Γ,
ΓD −DΓ = 0,
dHD −DdH = 0.
3. Let f(x) be a power series. Then, we have
df(D)− f(D)d = f ′(D)E − f ′′(D)DdH + 1
2
f ′′(D)Γ.
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Proof. (1) Let Ω be the curvature form of H−2n+2−m. Let v be a vector
field on Z±(M). Then we have
[d, Lv] = −[i(v),Ω]
as an operator acting on Γ(Z±(M),Λ∗Z±(M) ⊗ H−2n+2−m). Since
[i(ea),Ω] = 0 for any integer a such that 1 ≤ a ≤ 2n, we have the
desired equation.
(2) The second equation and the third one are immediate by the defi-
nitions and the formulas
[Lv, i(v
′)] = i([v, v′]),
[Lv, Lv′ ] = L[v,v′] + Ω(v, v
′),
where v and v′ are vector fields on Z±(M). By (2.1), we compute
[Fab,Fcd] = −δacFbd + δadFbc + δbcFad − δbdFac,
so we have
[E,D] = −2DdH + Γ.
(3) By induction on k, we have
dDk −Dkd = kDk−1E − k(k − 1)Dk−1dH + 1
2
k(k − 1)Dk−2Γ,
which completes the proof.
By Lemma 2.2 and Lemma 2.5 (3), we have
dF (n+m−2)(D) =
F (n+m−2)(D)(d−dH)+F (n+m−1)(D)(E+(n+m−1)dH)+1
2
F (n+m)(D)Γ.
Since j(φ) is harmonic in the vertical direction, we have
F (n+m−2)(D)(d− dH)j(φ) = 0.
If φ satisfy dmφ = 0, by Lemma 2.5 (2), we have
1
2
F (n+m)(D)Γj(φ) = 0.
Hence we complete the proof by computing the action of E.
Let us extend notation of a multi-index of the spin module in [I1],
which significantly simplifies computation as we will see below. Let
(θI)I<(1,... ,n) be the basis of the spin module ∆ defined in [I1], where
I < (1, . . . , n) means that I is a subsequence of the sequence (1, . . . , n).
We regard a multi-index I as a finite sequence of possibly duplicate
elements of {1, . . . , 2n}, and for I = (i1, . . . , ik), θI is defined as θI =
ei1 ∗ · · · ∗ eik ∗ θ∅ where ∗ is Clifford multiplication. Let (ZI)I<(1,... ,n) be
the dual basis of (θI). Then we can consider Z
I for a multi-index I in
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the same way. Reduction of a multi-index is performed as follows. Let
I be a reduced multi-index, i.e. I is a subsequence of (1, . . . , n), and
let i, j be distinct integers such that 1 ≤ i, j ≤ n. Then
θiiI = −θI ,
θijI = −θjiI ,
θ(n+i)I =


√−1θiI , if i 6∈ I,
−√−1θiI , if i ∈ I.
In the dual representation, we have
Z iiI = −ZI ,
Z ijI = −ZjiI ,
Z(n+i)I =

−
√−1Z iI , if i 6∈ I,√−1Z iI , if i ∈ I.
Then we can reduce any multi-index I to a unique reduced index I ′ <
(1, . . . , n) such that ZI = ±ZI′ or ZI = ±√−1ZI′ holds. When a
multi-index I is used as a set (for example i ∈ I and I ∪ J), it is
considered to be the set of numbers contained in the reduced form of
I. Let |I| be the length of the reduced form of I. Then we have
∆+ = 〈θI | |I| ≡ 0(2)〉,
∆− = 〈θI | |I| ≡ 1(2)〉.
Since Z± is a subvariety of P(∆±), ZI can be considered as a homo-
geneous coordinate of Z±. For simplicity, we regard ZI as a zero func-
tion when |I| has the parity opposite to that of projectivized spinors in
which the variety lies. The defining equations of Z± are given in [I1].
They can be given in our notation as follows.
Lemma 2.6. For multi-indices I and J , let d(I, J) = (I \ J)∪ (J \ I).
Let a and b be integers such that 1 ≤ a, b ≤ 2n. Then we have the
following relations on Z±:
1.
∑
k∈d(I,J)
ZkIZkJ = 0.
2. ZaIZaJ = 0.
3.
∑
k∈d(I,J)
ZakIZbkJ = ZIZabJ − ZabIZJ .
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Proof. The equation (1) is an immediate consequence of [I1] Corollary
3.3. Let i be an integer such that 1 ≤ i ≤ n. Then
Z iIZ iJ + Z(n+i)IZ(n+i)J =

2Z
iIZ iJ , i ∈ d(I, J),
0, i 6∈ d(I, J).
Hence (2) follows immediately by (1). We can prove (3) by simple
computation using (2).
Now we fix a multi-index I. Let zJ = ZJ/ZI for a multi-index J . We
let wij = z
ijI . Then (wij)1≤i<j≤n are local coordinates on UI = {[ZJ ] ∈
Z+ ∪ Z− | ZI 6= 0}.
Lemma 2.7. For integers i and j such that 1 ≤ i < j ≤ n, we have
∂zJ
∂wij
=

z
jiJ , i, j ∈ d(I, J),
0, otherwise.
Proof. We have the relation
zJ = (zabJzcdJ − zacJzbdJ + zadJzbcJ)/zabcdJ , (2.2)
by Lemma 2.6 (3). Thus we can prove the lemma inductively by taking
appropriate integers a, b, c, and d.
Lemma 2.8. The vector field Fab is written in the local coordinates as
Fab =
∑
1≤i<j≤n
1
2
(zbjIzaiI − zajIzbiI) ∂
∂wij
.
Proof. Since the one-parameter subgroup of SPIN(2n) corresponding
to Fab is cos
t
2
+ sin t
2
eaeb, its action is written as
ZJ(t) = cos
t
2
ZJ + sin
t
2
ZbaJ .
Thus, by using (2.2), we compute
dwij(t)
dt
∣∣∣∣∣
t=0
=
1
2
(zbjIzaiI − zbiIzajI),
which completes the proof.
Lemma 2.9. The space of horizontal (1, 0)-forms on Z±(M) is spanned
by
αJ = −zaJea, J < (1, . . . , n).
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Proof. It suffices to show the lemma when M = R2n. Its Riemannian
twistor space is given in [I1] §8. Let ∆′ be a spin module of SPIN(2n+
2):
∆′ = 〈θJ | J < (0, 1, . . . , n)〉.
Let Z ′+ ⊂ P(∆′+) be the parameter space of the compatible com-
plex structure of the vector space R2n+2, which can be identified with
the twistor space Z+(S2n). Since stereographic projection defines a
conformal embedding R2n ⊂ S2n, Z+(R2n) is an open submanifold of
Z+(S2n). Let (ZJ) be the homogeneous coordinates with respect to
(θJ). Then we have:
Z+(R2n) = {(ZJ)J<(0,... ,n) ∈ Z ′+ | ∃J < (1, . . . , n) such that ZJ 6= 0}.
Since a translation of R2n is a conformal transformation, it induces a
holomorphic transformation of Z+(R2n), which is representable by an
element of SPIN(2n + 2;C). Let x = (x1, . . . , x2n) be an element of
R2n. Then the corresponding element of SPIN(2n+ 2;C) is:
α(x) = 1 +
1
2
2n∑
a=1
xaea(
√−1e0 + e0′),
where we think the standard basis ofR2n+2 to be (e0, e1, . . . , en, e0′ , en+1, . . . , e2n).
A point on the fiber over 0 ∈ R2n is written as∑I 6∋0 ZIθI , thus its image
by the transformation α(x) is written as
α(x)
∑
J 6∋0
ZJθJ = Z
JθJ +
√−1
2n∑
a=1
xaZ
aJθ0J .
Hence, for a multi-index J such that 0 6∈ J , the homogeneous function
Z0J =
√−1
2n∑
a=1
xaZ
aJ
is holomorphic, which completes the proof on Z+(M). The proof on
Z−(M) is done in the same way.
Remark . By the definition of the almost complex structure of twistor
spaces, the lemma is true for any spin manifold M and any oriented
orthonormal frame (ea) of T ∗M .
Now we can calculate the action of E. Let I1, . . . , Im be multi-
indices having the same parity of length. Let θI1,... ,Im ∈ Sm∆± be the
symmetrization of θI1 ⊗ · · · ⊗ θIm . Then we define
sI1,... ,Im = j(θI1,... ,Im).
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We compute its action on M × UI for a multi-index I. If m ≥ 1, we
assume |I| ≡ |I1|(2), since UI = ∅ in other cases.
Lemma 2.10. We have
(E + (n +m− 1)dH) j(φ) =
−m
2
∂φabI1,I2,... ,Im
∂xa
eb∧sI1,... ,Im− 2n− 2 +m
2N
∂φI1,... ,Im
∂xa
zaJαJ∧sI1,... ,Im.
where N =
∑
J 6∋0 |zJ |2 is the Hermitian metric of H−1 with the standard
trivialization on M × UI .
Proof. Let a and b be distinct integers such that 1 ≤ a, b ≤ 2n. Then
we claim
LFabs
I1,... ,Im =
1
2
(−2n− 2 +m
N
∑
J
zbJzaJ +
m∑
i=1
zbaIi
zIi
)sI1,... ,Im,
(2.3)
Let ρJ be the section of H corresponding to θJ . Let KI be the stan-
dard trivialization of Λ
0, 1
2
n(n−1)
V over M × UI . Then, by the definition
of j, we can write
sI1,... ,Im = KI ⊗ ρI2n−2 ⊗ ρI1 ⊗ · · · ⊗ ρIm.
First, we compute
LFabρ
I = ∇FabρI
= −Fab(N)
N
ρI
= − ∑
1≤i 6=j≤n
zbjIzaiI
2N
(
∑
J s.t. i,j∈d(I,J)
zJzjiJ)ρI [By Lemma 2.7]
= − 1
2N
∑
J
∑
j∈d(I,J)
zbjIzajJzJρI [By Lemma 2.6 (3)]
=
1
2
(− 1
N
∑
J
zbJzaJ + zbaI)ρI [By Lemma 2.6 (3)].
Hence, for another multi-index I ′ such that |I ′| ≡ |I|(2), we have
LFabρ
I′ =
1
2
(− 1
N
∑
J
zbJzaJ +
zbaI′
zI′
)ρI′ .
Second, we compute
LFabKI = −(n− 1)zbaIKI .
Therefore we have the equation (2.3).
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By Lemma 2.5 (1) and (2.3), we compute
Ej(φ) = −∑
a6=b
1
2
∂φI1,... ,Im
∂xa
eb
(
−2n− 2 +m
N
∑
J
zbJzaJ +
m∑
i=1
zbaIi
zIi
)
sI1,... ,Im
= −m
2
∂φabI1,I2,... ,Im
∂xa
eb ∧ sI1,... ,Im − 2n− 2 +m
2N
∂φI1,... ,Im
∂xa
zaJαJ ∧ sI1,... ,Im
− (n− 1 +m)dHj(φ).
Hence we complete the proof.
Proof of Lemma 2.1 (2). We have
D =
1
2
∑
1≤i<j≤n
i(
∂
∂wij
)(zaiIαjI − zajIαiI)Lea .
Since Lea(dwij) = 0, Lea(α
J) = 0 and Lea(ρ
J) = 0, we complete the
proof.
Since D and αJ are commutative, the second term of Lemma 2.10
can be neglected modulo (1, 0)-forms. Hence, if m = 0, we finish the
proof of the theorem. If m > 0, the coefficient of the first term is that
of θbI1 ⊗ θI2,... ,Im in m2 dm(φ). Hence, if dm(φ) vanishes, we have
(E + (n+m− 1)dH)j(φ) ≡ 0 modulo (1, 0)-forms,
for any non-negative integer m. Thus we complete the proof of the
theorem.
3. Well-definedness of Qm as a global operator
By Theorem 2.4, we prove that Definition 2.3 gives an inverse Penrose
transform locally when the base manifold is conformally flat. In this
section we show that the construction is independent with respect to
the conformally flat coordinates which are chosen and gives the global
inverse Penrose transform.
We continue assuming that the base manifold is 2n-dimensional with
n ≥ 3, hence the metric of the base manifold is conformally flat. We
have a local inverse Penrose transform Qm by Definition 2.3 on each
chart which has conformally flat coordinates. By a theorem of Li-
ouville ([D.F.N] Theorem 15.2), a coordinate transformation is a cer-
tain restriction of an orientation preserving conformal automorphism
of S2n fixing the point which is regarded as the center of each chart.
The orientation preserving conformal automorphism group of S2n is
SO0(1, 2n + 1). Let G be the isotropy subgroup at 0 ∈ R2n ⊂ S2n.
Then we shall show the invariance of Qm under the action of G near
the origin.
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Let CE(2n) be the orientation preserving conformal automorphism
group of R2n. Since a local conformal map can be extended uniquely
to a conformal automorphism of S2n, CE(2n) can be considered to be
a subgroup of SO0(1, 2n+1). Let CO(2n) be the isotropy subgroup of
CE(2n) at the origin. Let τ be the conformal map defined as
τ : R2n \ {0} → R2n \ {0}
x 7→ x|x|2 .
By computing the Lie algebra of G, we can show that the group G is
generated by CO(2n) and τ ◦ T (x) ◦ τ for x ∈ R2n, where T (x) is the
translation map on R2n by x. Since D and j are invariant under the
action of CE(2n), Qm is invariant under the action of CO(2n). It is also
invariant under T (x) for any x ∈ R2n, so we can show its invariance
under τ ◦T (x)◦τ on R2n \{0, τ(−x)} by showing its invariance under τ
on R2n \ {0}. This proves the invariance of Qm under τ ◦ T (x) ◦ τ near
the origin, since Qm(φ) is expressible as a polynomial of jets of φ.
Hence it suffices to show the invariance of Qm under τ on R2n \
{0}. The following lemma is used to reduce the computation to a
certain point on the fiber over the point x0 =
t(1, 0, . . . , 0) instead of
computing it on the whole space Z±(R2n \ {0}).
Lemma 3.1. The group CO(2n) acts transitively on Z±(R2n \ {0}).
Proof. Since CO(2n) acts transitively on R2n \ {0}, it suffices to prove
the transitivity on the fiber over the point x0. The isotropy subgroup at
x0 contains the subgroup which is naturally identified with SO(2n−1).
Then it acts on Z±x0, and the isotropy subgroup at (x0, [θI ]) for an ap-
propriate I is naturally identified with U(n−1). Thus the isomorphism
SO(2n− 1)/U(n− 1) ≃ SO(2n)/U(n)
means that SO(2n− 1) acts transitively on the fiber Z±x0.
Let B be an endomorphism defined as
B = −[D, |x|2],
where |x|2 is considered to be an operator by the multiplication.
Lemma 3.2. The operators D and B are commutative.
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Proof. We fix a multi-index I. Let zJ and wij be as in the previous
section. Then, by Lemma 2.8 and Lemma 2.6 (2), we have
[D,B] = −1
2
∑
a6=b,d
∑
i 6=j
∑
k 6=l
zbjIzaiIzdlIzakIi(
∂
∂wij
)ebi(
∂
∂wkl
)ed
=
1
2
∑
b
∑
d
∑
i 6=j
∑
k 6=l
zbjIzdlI(zbiIzbkI + zdiIzdkI)i(
∂
∂wij
)ebi(
∂
∂wkl
)ed,
where we put ∂
∂wji
= − ∂
∂wij
for integers i and j such that 1 ≤ i < j ≤ n.
Since, for fixed integers b and d, we have
∑
i 6=j
zbjIzbiIi(
∂
∂wij
) = 0,
∑
k 6=l
zdlIzdkI i(
∂
∂wkl
) = 0,
we complete the proof.
We can relate τ ∗(j(φ)) and j(τ ∗φ) by using B as follows.
Lemma 3.3. We have τ ∗(j(φ)) = exp(|x|−2B)j(τ ∗φ).
Proof. Let κ be the orientation reversing isometry defined as
κ
(
t(x1, x2, . . . , x2n)
)
= t(−x1, x2, . . . , x2n).
Let G′ be the transformation group generated by κ and CO(2n). Then
we have
1. an element of G′ preserves j and 1
|x|2
B,
2. τG′ = G′τ ,
3. G′ acts on Z+(R2n \ {0}) ∪ Z−(R2n \ {0}) transitively.
Hence it suffices to compute them at the point z0 = (x0, [θ∅]). The map
between the twistor spaces induced by τ is written in the homogeneous
coordinates as
τ : Z+(R2n \ {0})→ Z−(R2n \ {0})
(x, [ZI ]) 7→
(
x
|x|2 , [xaZ
aI ]
)
.
Hence τ(x0, [θ∅]) = (x0, [θ1]). We take the two systems of local coordi-
nates
wij =
Z ij
Z∅
, on U∅,
w′ij =
Z ij1
Z1
, on U1,
1 ≤ i < j ≤ n.
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Then we have
τ ∗dw′ij
∣∣∣
z0
=

−dw1j + e
j −√−1en+j , i = 1,
dwij, i > 1.
For each j, we have(
(ej −√−1en+j)i( ∂
∂w1j
)
)2
= 0.
Thus we have
n∏
j=2
(
1− (ej −√−1en+j)i( ∂
∂w1j
)
)
= exp
(
|x|−2B
)∣∣∣
z0
.
Hence τ ∗Λ
0, 1
2
n(n−1)
V Z
−(R2n \ {0})
∣∣∣∣
z0
is spanned by
exp
(
|x|−2B
)
dw12 ∧ · · · ∧ dwn−1,n.
Since we have τ ∗(j(φ)) ≡ j(τ ∗φ) modulo horizontal forms, we complete
the proof.
Lemma 3.4. 1. We have DsI1,... ,Im = 0.
2. Put tI1,... ,Im = |x|2(n+m−1)j(τ ∗θI1,... ,Im). Then we have DtI1,... ,Im =
0.
Proof. Since Leas
I1,... ,Im = 0 for an integer a such that 1 ≤ a ≤ 2n, we
have (1).
Let J be a multi-index. By using Lemma 2.6 (2), we have
[D, xazaJ ] =
1
2
∑
b
∑
i 6=j
zbjIzbiIzbJ i(
∂
∂wij
)eb = 0.
The m-th symmetric spin bundle Sm∆±(R2n \ {0}) with conformal
weight n− 1 + m
2
is transformed by τ as follows.
τ ∗θI1,... ,Im = c|x|−2(n+m−1)xa1 · · ·xamθa1I1,... ,amIm,
where c is the constant number determined by spin structures of both
ends of τ . Then
tI1,... ,Im = c(xa1z
a1I1) · · · (xamzamIm)s∅,... ,∅.
Hence we complete the proof of (2).
We have τ CO(2n) = CO(2n)τ . We have also that elements of
CO(2n) preserve Qm. Hence, by Lemma 3.1, it suffices to show that
Qm is invariant under τ at a certain point on the fiber over x0. Ac-
tually, we do not need to specify a special point on the fiber, so we
compare two inverse Penrose transforms on the fiber over the point x0.
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For simplicity, we write x′ = (x2, . . . , x2n). Since they are linear with
respect to φ, it suffices to show τ ∗(Qm(φ)) = Qm(τ ∗φ) with respect to
the section
φ = x1
lf(x′)θI1,... ,Im
where l is a non-negative integer and f(x′) is a homogeneous polynomial
of degree l′.
Lemma 3.5. 1. Let a be an integer such that 1 ≤ a ≤ 2n. Then
[D, xa] and D are commutative.
2. At points of the fiber over x0, D
l′f(x′) is an endomorphism of the
vector bundle, and the pull-back by τ is computed as
τ ∗
(
Dl
′
f(x′)
∣∣∣
p−1(x0)
)
= Dl
′
f(x′).
3. The pull-back of B by τ is computed as
τ ∗B|p−1(x0) = −B.
Proof. We have
[D, xa] = −i(Fab)eb. (3.1)
Since this is constant with respect to x1, . . . , x2n, we prove the asser-
tion (1). The Jacobian matrix of τ : R2n \ {0} → R2n \ {0} is
|x|−2R(x),
where R(x) is the reflection with respect to the hyperplane with the
normal vector x. Since the operator (3.1) is transformed as a one-form,
we have
τ ∗[D, xa]|p−1(x0) =

−[D, x1] a = 1,[D, xa] a > 1.
Hence we have the equation of (2). Since B|p−1(x0) = −2[D, x1], we
also have the equation of (3).
If k < l′, then we have Dkf(x′) = 0 on the fiber over x0. Hence, by
Lemma 3.5 (2), we have
τ ∗ (Qm(φ)) = (n+m− 2)!
l′!
Dl
′
f(x′)τ ∗
(
F (n+m−2+l
′)(D)x1
lsI1,... ,Im
)
.
On the other hand, since x1
lf(x′) is homogeneous of degree l + l′, we
have
τ ∗φ = |x|−2(l+l′)x1lf(x′)τ ∗θI1,... ,Im.
In the same way, we have
Qm(τ ∗φ) = (n +m− 2)!
l′!
Dl
′
f(x′)F (n+m−2+l
′)(D)|x|−2(n+m−1+l+l′)x1ltI1,... ,Im.
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Hence we can show the invariance of Qm under τ by the following
lemma.
Lemma 3.6. Let n′ be a non-negative integer. At points on the fiber
over x0, we have
τ ∗
(
F (n
′)(D)x1
lsI1,... ,Im
)
= F (n
′)(D)|x|−2(n′+1+l)x1ltI1,... ,Im.
Proof. We prove this by induction on l. Let l = 0. By Lemma 3.4 (1)
and Lemma 3.3, we have
n′! τ ∗
(
F (n
′)(D)sI1,... ,Im
)
= exp(B)j(τ ∗θI1,... ,Im).
On the other hand, by Lemma 3.2 and Lemma 3.4 (2), we have
n′!F (n
′)(D)|x|−2(n′+1)tI1,... ,Im = exp(B)j(τ ∗θI1,... ,Im).
Hence we have the equation when l = 0.
Let us assume that the equation is satisfied for integers less than or
equal to l. Then
F (n
′)(D)x1
l+1sI1,... ,Im =
∞∑
k=0
1
k!(n′ + k)!
Dkx1x1
lsI1,... ,Im
=
∞∑
k=0
1
k!(n′ + k)!
(
−k
2
BDk−1 +Dk
)
x1
lsI1,... ,Im
= −1
2
BF (n
′+1)(D)x1
lsI1,... ,Im + F (n
′)(D)x1
lsI1,... ,Im.
Hence, by Lemma 3.5 (3) and the hypothesis, we have
τ ∗
(
F (n
′)(D)x1
l+1sI1,... ,Im
)
=
1
2
BF (n
′+1)(D)|x|−2(n′+2+l)x1ltI1,... ,Im + F (n′)(D)|x|−2(n′+1+l)x1ltI1,... ,Im.
Since
F (n
′)(D)(x1−|x|2)|x|−2(n′+2+l)x1ltI1,... ,Im = 1
2
BF (n
′+1)(D)|x|−2(n′+2+l)x1ltI1,... ,Im,
we complete the proof.
Hence we have the equation Qm(τ ∗φ) = τ ∗ (Qm(φ)) for any section
φ. Thus we have proved the remark after Definition 2.3.
4. The inverse Penrose transform over four-manifolds
In this section, as an extension of Definition 4.4, we give the inverse
Penrose transform over a four-manifold. It is an interpretation of the
formula given by Woodhouse.
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Let M be a four dimensional spin manifold, and let V be a Her-
mitian vector bundle on M with a connection. Since reversing the
orientation of M exchanges Z+(M) and Z−(M), it suffices to consider
the inverse Penrose transform only on Z+(M). Thus we assume that
the Riemannian metric of M is anti-self-dual. Assume also that the
connection of V is anti-self-dual. This means that the pull-back p−1V
can be naturally considered to be a holomorphic vector bundle with a
holomorphic connection on the complex manifold Z+(M).
Let us define a differential operator D. In conformally flat case, we
have local conformally flat coordinates, which significantly simplify the
computation. But we do not have such coordinates on anti-self-dual
manifolds. So we shall define D by using an arbitrary local orthonormal
frame of TM .
Let (ea) be an oriented local orthonormal frame of TM on an open
subset U . Let (ea) be the dual frame of T ∗M . Since the twistor space
is a fiber bundle over M associated to the orthonormal frame bundle,
we can define horizontal tangent vectors by the Levi-Civita connection.
Therefore, we consider (ea) as a local frame of the space of horizontal
vector fields. Also (ea) is regarded as a local frame of the space of
horizontal forms. Let ω be the connection form of TU with respect to
the Levi-Civita connection. For each integer a such that 1 ≤ a ≤ 2n, we
define a differential operator acting on Γ(Z+(U),Λ∗Z+(U)⊗H−2−m⊗
p−1V ) by
Lˆea = Lea + i(eb)ω
b
a.
Then, the following lemma can be proved by simple computations.
Lemma 4.1. Let e′a = ebh
b
a be another local orthonormal frame. Then
we have ˆLe′a = Lˆebh
b
a.
With respect to the local trivialization (ea), we define a (1, 0)-vector
field Fab on Z+(U) by using the SO(4)-action on Z+(U) as in §2. The
next lemma is an immediate consequence of the definition.
Lemma 4.2. Let (e′a) be as above. Let F ′ab be the vector filed corre-
sponding to the frame (e′a). Then we have F ′ab = h−1acFcdhdb .
Let us define an operatorD acting on Γ(Z+(U),Λ∗Z+(U)⊗H−2−m⊗
p−1V ) as follows
D = −Lˆeai(Fab)eb.
Then we have the following lemma by Lemma 4.1 and Lemma 4.2.
Lemma 4.3. The operator D is defined independently of the choice of
a local orthonormal frame of TU . Hence it is considered to be a global
operator acting on Γ(Z+(M),Λ∗Z+(M)⊗H−2−m ⊗ p−1V ).
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The Levi-Civita connection on the base manifold defines the decom-
position of the cotangent bundle of the twistor space. Hence, as in §2,
we define a map:
j : Γ(M,Sm∆+(M)⊗ V )→ Γ(Z+(M),Λ0,1Z+(M)⊗H−2−m ⊗ p−1V ).
Since the decomposition is global in this case, the map j is also global.
Definition 4.4. A map Qm is defined as
Qm : Γ(M,Sm∆+(M)⊗ V )→ Γ(Z+(M),Λ0,1Z+(M)⊗H−2−m ⊗ p−1V )
φ 7→ j(φ) + 1
m+ 1
Dj(φ).
It can be shown by straightforward computation that this differential
form is equivalent to the inverse Penrose transform given byWoodhouse
([W], §5), when V is a trivial line bundle. Computations in [W] can
be easily extended to the case of non-trivial bundle V . Hence we have
the following theorem.
Theorem 4.5 ([W]). Let φ be a solution of dmφ = 0, then ∂Qm(φ) =
0. Hence Qm gives the inverse Penrose transform.
Remarks. 1. The transform Qm does not depend on the Riemannian
structure but the conformal structure ofM . Hence the above definition
is equal to Definition 4.4 in the case of a flat vector bundle over a
conformally flat four dimensional manifold.
2. Since we have D2j(φ) = 0, we can write
Qm(φ) = m!F (m)(D)j(φ),
as in the higher dimensional cases.
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