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Abstract
In this paper, we propose a new estimator for a kurtosis in amultivariate nonnormal linear regression
model.Usually, an estimator is constructed froman arithmeticmean of the second power of the squared
sample Mahalanobis distances between observations and their estimated values. The estimator gives
an underestimation and has a large bias, even if the sample size is not small. We replace this squared
distance with a transformed squared norm of the Studentized residual using a monotonic increasing
function. Our proposed estimator is deﬁned by an arithmetic mean of the second power of these
transformed squared norms with a correction term and a tuning parameter. The correction term adjusts
our estimator to an unbiased estimator under normality, and the tuning parameter controls the sizes
of the squared norms of the residuals. The family of our estimators includes estimators based on
ordinary least squares and predicted residuals. We verify that the bias of our new estimator is smaller
than usual by constructing numerical experiments.
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1. Introduction
We consider a nonnormal multivariate linear model
Y = X+ E1/2, (1)
where Y = (y1, . . . , yn)′ is an n × p observation matrix of p response variables, X =
(x1, . . . , xn)′ is an n × k design matrix of k explanatory variables with full rank k,  is
a k × p unknown parameter matrix and E = (1, . . . , n)′ is an n × p error matrix. It is
assumed that each vector i is i.i.d. with E[i] = 0 and Cov[i] = Ip.
In model (1), the multivariate kurtosis (see e.g., [15,21]) is deﬁned by
(1)4 = E
[(
′ii
)2]− p(p + 2)
= E
[{
(yi −′xi )′−1(yi −′xi )
}2]− p(p + 2). (2)
Note that it is deﬁned by the expectation of the second power of the squared Mahalanobis
distance between an observation and its mean. The kurtosis is one of the important tools for
measuring the nonnormality of the distribution, that is, the tail weight of the distribution.
It is known that the kurtosis is 0 under a normal assumption, i.e., i ∼ i.i.d. Np(0, Ip).
Because most ordinary statistical procedures are proposed under the normal assumption,
we must correct these procedures by using an estimator of the kurtosis when the inﬂuence
of nonnormality is large. For example, when the true population distribution is nonnormal,
we can improve the approximation of a null distribution of the test statistics, which are
obtained under the normal assumption ([5–7,28–31,32], etc.). Especially, the asymptotic
null distribution of the test statistic for a covariance structure depends on the kurtosis (see
e.g., [1,16,23,25,27,33]). Therefore, the test statistic for a covariance structure must be
corrected for nonnormality in actual use ([2,17,25,35] and so on). As indicated by these
previous studies, we can see that it is important to estimate the kurtosis.
For a multivariate distribution, Mardia [21] proposed an estimator of kurtosis constructed
from the arithmetic mean of the second power of the squared sampleMahalanobis distances
between the observations and their estimated values. However, Mardia’s estimator is not
useful because it is well known that it underestimates. Moreover, it has a large bias even if
the sample size n is not small. For a univariate linear model, Pukelsheim [24] proposed an
unbiased estimator of kurtosis when the variance is known. For a multivariate case, Isogai
[14,15] suggested an estimator which is constructed from the sample Mahalanobis distance
with Kaplan’s correction term [18]. Unfortunately, both estimators are imperfect because
the expectation of an inverse sample covariance matrix is not evaluated properly. Koziol
[20] proposed another measure of kurtosis, and Henze [10] and Klar [19] studied its limiting
distribution. But we cannot use this measure as an estimator of kurtosis, because it does
not converge to the true value of a kurtosis. Therefore, it is necessary to ﬁnd a more useful
estimator of kurtosis.
Because we believe that the squared sample Mahalanobis distance gives an underes-
timation for Mardia’s estimator, we propose in this paper a new estimator based on an-
other squared distance; that is, we replace the squared sample Mahalanobis distance with
the transformed squared norm of multivariate Studentized residuals [3, p. 18] using a
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monotonic increasing function. From this transformation, we consider that the distance
between an observation and its estimated value is larger than the sample Mahalanobis dis-
tance. Moreover, our estimator incorporates a correction term and a tuning parameter. The
correction term adjusts our estimator to an unbiased estimator under normality. The tuning
parameter controls the sizes of the squared norms of the residuals in order to make the
bias smaller than that of an ordinary estimator. Furthermore, the family of our estimators
includes usual estimators based on ordinary least-squares and predicted residuals.
This paper is organized in the following way. In Section 2, we explain some notations and
the condition of numerical studies in our paper. In Section 3, we describe some properties
of the mean of Mardia’s estimator. Our main result is given in Section 4. In Section 5,
we discuss our conclusions. Some numerical studies are also given to show how well our
modiﬁcation works. Technical details are provided in the appendix.
2. Preliminaries
2.1. Higher-order cumulants and assumptions
In this subsection, we describe some moments in a multivariate distribution and assump-
tions for deriving valid asymptotic expansions of biases of estimators of kurtosis.
Let  = (1, . . . , p)′ be a p × 1 random vector from i (i = 1, . . . , n). Then, the lth
multivariate moment of , a1···al , is deﬁned by
a1···al = E[a1 · · · al ].
Similarly, the corresponding lth multivariate cumulant of  is given by a1···al . The relations
between moments and cumulants become the following equations.
abc = abc, abcd = abcd +
∑
[3]
abcd,
abcdef = abcdef +
∑
[10]
abcdef +
∑
[15]
abcdef +
∑
[15]
abcdef ,
where ab is the Kronecker delta, i.e., aa = 1 and ab = 0 for a = b and∑[j ] is the sum
of all possible j combinations, i.e.,∑[3] abcd = abcd + acbd + adbc.
Also, we consider sums of multivariate cumulants as
(1)4 =
p∑
ab
aabb, 
(1)
3,3 =
p∑
abc
2abc, 
(2)
3,3 =
p∑
abc
aabbcc,
(1)6 =
p∑
abc
aabbcc, 
(1)
4,4 =
p∑
abcd
2abcd, 
(2)
4,4 =
p∑
abcd
aabcbcdd, (3)
and sums of multivariate moments as
(1)4 =
p∑
ab
aabb, 
(1)
3,3 =
p∑
abc
2abc, 
(2)
3,3 =
p∑
abc
aabbcc,
4 H. Yanagihara / Journal of Multivariate Analysis 98 (2007) 1–29
(1)6 =
p∑
abc
aabbcc, 
(1)
4,4 =
p∑
abcd
2abcd, 
(2)
4,4 =
p∑
abcd
aabcbcdd, (4)
where the notation
∑p
a1a2··· means
∑p
a1=1
∑p
a2=1 · · ·. From these equations, we obtain the
relations between the sums of the multivariate moments and cumulants as
(1)4 = (1)4 + p(p + 2),
(1)3,3 = (1)3,3,
(2)3,3 = (2)3,3,
(1)6 = (1)6 + 2
{
2(1)3,3 + 3(2)3,3
}
+ 3(p + 4)(1)4 + p(p + 2)(p + 4),
(1)4,4 = (1)4,4 + 6(1)4 + 3p(p + 2),
(2)4,4 = (2)4,4 + 2(p + 2)(1)4 + p(p + 2)2. (5)
Next, in order to guarantee the validity of the asymptotic expansions of expectations, we
assume that the following assumptions, which are the same as those in Wakaki et al. [28],
are held until the end of this paper.
Assumption. Let n be the smallest eigenvalue of X′X and Mn = max{‖xi‖ : i =
1, . . . , n}, where ‖x‖ denotes the Euclidean norm of vector x. Then, the assumptions 1, 2, 3
and 4 are:
1. For some integer s3,E[‖‖s] < ∞.
2. For some integer s3, lim supn→∞ 1n
∑n
i=1 ‖xi‖s < ∞.
3. lim infn→∞ nn > 0,
4. For some constant 0 < 1/2, Mn = O(n1/2−).
2.2. Three residuals
In this subsection, we describe used three residuals in our paper.
(i)Ordinary least-squares residual: Let ˆi (i = 1, . . . , n) be the p×1 estimated residuals
standardized by a sample covariance matrix, i.e.,
ˆi = ˆ−1/2
(
yi − ˆ
′
xi
)
, (6)
where
ˆ = (X′X)−1X′Y, ˆ = 1
n
Y′(In − PX)Y.
Here, PA = A(A′A)−1A′ denotes the projection matrix to the space spanned by the columns
of A.
(ii) Internally multivariate Studentized residual: We consider the following estimated
residual ˜i (i = 1, . . . , n).
˜i = 1√1 − (PX)ii
S−1/2(yi − ˆ
′
xi ), (7)
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where (A)ij denotes the (i, j)th element of a matrix A, and S is an unbiased estimator of
, i.e.,
S = 1
n − k Y
′(In − PX)Y.
Note that the covariance matrix of yi −ˆ
′
xi is {1−(PX)ii}. Thus, the covariance matrix of
{1− (PX)ii}−1/2(yi − ˆ
′
xi ) is corrected to . In the univariate case, Cook andWeisberg [3,
p. 18] called such a residual the internally Studentized residual. Our residual is amultivariate
version of this. Therefore, we call ˜i the ith internally multivariate Studentized residual.
(iii) Externally multivariate Studentized residual: Let Y(−i) and X(−i) be obtained from Y
andX by deleting yi and xi , respectively, and let ˜i[−i] be the Studentized predicted residuals
deﬁned by
˜i[−i] = 1√
1 + x′i (X′(−i)X(−i))−1xi
S−1/2[−i]
(
yi − ˆ
′
[−i]xi
)
, (8)
where ˆ[−i] and S[−i] are unbiased estimators of  and  based on Y(−i) and X(−i), i.e.,
ˆ[−i] =
(
X′(−i)X(−i)
)−1
X′(−i)Y(−i),
S[−i] = 1
n − k − 1Y
′
(−i)(In−1 − PX(−i) )Y(−i).
From the adjusting term
√
1 + x′i (X′(−i)X(−i))−1xi in (8), the covariance of ˜i[−i] is adjusted
to . Note that,
1 + x′i (X′(−i)X(−i))−1xi =
1
1 − (PX)ii .
From Fujikoshi et al. [8], we obtain
yi − ˆ
′
[−i]xi =
1
1 − (PX)ii
(
yi − ˆ
′
xi
)
.
Therefore, we can see that the Studentized predicted residual ˜i[−i] is equivalent to
˜i[−i] = 1√1 − (PX)ii
S−1/2[−i]
(
yi − ˆ
′
xi
)
. (9)
This residual is a multivariate version of the ith externally Studentized residual [3, p. 20].
Therefore, we call the residual (9) the ith externally multivariate Studentized residual.
2.3. Setting of numerical studies
In this subsection, we describe the condition of numerical studies in our paper. Since our
model is a multivariate nonnormal one, we prepare the data model, which was proposed by
Yuan and Bentler [34], for generating multivariate nonnormal data.
Data model: Let w1, . . . , wq (qp) be independent random variables with E[wj ] =
0,E[w2j ] = 1 and the mth cumulants m (m = 3, 4, . . .), and w = (w1, . . . , wq)′. Let
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r be a random variable which is independent of w, E[r2] = 1 and the mth moments m
(m = 3, 4, . . .). Then, we generate an error vector by
 = rA′w,
where A is a q × p matrix deﬁned by A = (a1, . . . , aq)′ with a full rank p and A′A = Ip.
In addition, the cumulants of this model become
(1)4 = 44a(1)4 + (4 − 1)p(p + 2),
(1)3,3 = 2323a(1)3,3,
(2)3,3 = 2323a(2)3,3,
(1)6 = 66a(1)6 + 2(6 − 23)23(2a(1)3,3 + 3a(2)3,3)
+3(p + 4)(6 − 4)4a(1)4 + p(p + 2)(p + 4)(6 − 34 + 2),
(1)4,4 = 2424a(1)4,4 + 6(24 − 4)4a(1)4 + 3p(p + 2)(24 − 24 + 1),
(2)4,4 = 2424a(2)4,4 + 2(p + 2)(24 − 4)4a(1)4 + p(p + 2)2(24 − 24 + 1),
where
a
(1)
4 =
q∑
i=1
(a′iai )2, a
(1)
3,3 =
q∑
ij
(a′iaj )3, a
(2)
3,3 =
q∑
ij
(a′iai )(a′iaj )(a′jaj ),
a
(1)
6 =
q∑
i=1
(a′iai )3, a
(1)
4,4 =
q∑
ij
(a′iaj )4, a
(2)
4,4 =
q∑
ij
(a′iai )(a′iaj )2(a′jaj ).
Let f be a random variable from the 2 distribution with f degrees of freedom and let
A0 be a (p + 1) × p matrix deﬁned by
A0 =
(
Ip
1′p
)
(Ip + 1p1′p)−1/2,
where 1p is a p × 1 vector, and all of the vector’s elements are 1. Then, the error vector
 = rA′0w is written as
 = r(Ip − 	1p1′p)
⎛
⎜⎝
w1 + wp+1
...
wp + wp+1
⎞
⎟⎠ ,
where
	 = 1
p
(
1 − 1√
p + 1
)
.
Also, the above equations lead to
a
(1)
4 =
p2
p + 1 , a
(1)
3,3 =
p(p3 + p2 − p + 3)
(p + 1)3 , a
(2)
3,3 =
4p3
(p + 1)3 ,
a
(1)
6 =
p3
(p + 1)2 , a
(1)
4,4 =
p(p3 + 1)
(p + 1)3 , a
(2)
4,4 =
p3
(p + 1)2 .
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Then we generate error vectors with the following ﬁve models,
(1) Model 1 (Normal distribution): wj ∼ N(0, 1), r = 1 and A = Ip ((1)4 = 0).
(2) Model 2 (t-distribution): wj ∼ N(0, 1), r =
√
6/28 and A = Ip ((1)4 = p(p + 2)/2).
(3) Model 3 (Uniform distribution): wj is generated from a uniform (−5, 5) distribution
divided by the standard deviation 5/
√
3, r = 1 and A = A0 ((1)4 = −1.2 × p2(p +
1)−1).
(4) Model 4 (2 distribution): wj is generated from a 2 distribution with 4 degrees of
freedom standardized by mean 4 and standard deviation 2
√
2, r =
√
6/28 and A = A0
((1)4 = 4.5 × p2(p + 1)−1 + p(p + 2)/2).
(5) Model 5 (Log-normal distribution):wj is generated from a lognormal distribution such
that logwi ∼N(0, 1/4) standardizedbymean e1/4 and standarddeviation e1/2
√
e1/4 − 1,
r =
√
6/28 andA = A0 ((1)4 = 1.5×p2(p+1)−1(e+2e3/4+3e1/2−6)+p(p+2)/2).
3. On Mardia’s estimator
In this section, we show some characteristics of themean of an usual estimator of kurtosis,
as proposed byMardia [21]. For an asymptotic distribution of this estimator, see Henze [9].
Mardia [21] proposed an estimator of a multivariate kurtosis (2), using an arithmetic
mean of the second power of the squared sample Mahalanobis distances between yi and
ˆ
′
xi , i.e.,
ˆ(1)4 =
1
n
n∑
i=1
(
ˆ′i ˆi
)2 − p(p + 2)
= 1
n
n∑
i=1
{(
yi − ˆ
′
xi
)′
ˆ
−1 (
yi − ˆ
′
xi
)}2
− p(p + 2), (10)
where ˆi is the ordinary least-squares residual given by (6).
In accordance with Mardia’s research, we write n−1
∑n
i=1 (ˆ
′
i ˆi )
2 with b2,p.
Sometimes the estimator (10) reveals a latent problem when it is used to estimate a large
kurtosis. Let Eˆ be the estimated error matrix as Eˆ = (ˆ1, . . . , ˆn)′. Then n−1EˆEˆ′ is an
idempotent matrix. From the property of the idempotent matrix, we can see that 0 < ˆ′i ˆi <
n. This makes the inequality p2b2,p < np. Therefore, we obtain the following inequality.
− 2p ˆ(1)4 < p(n − p − 2). (11)
Consequently, we can see that it is impossible to estimate a kurtosis which is larger than
p(n − p − 2). For example, when p = 1, we cannot estimate the kurtosis of the log-
normal distribution with location parameter 0 and dispersion parameter 1 without at least
114 samples, because the kurtosis is (1)4 ≈ 110.94.
For more detailed properties, we ﬁrst study an asymptotic expansion of the mean of ˆ(1)4 .
We obtain the asymptotic expansion of E[ˆ(1)4 ] in the following theorem.
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Theorem 1. Suppose that assumptions 1, 2, 3 and 4 are held. Then E[ˆ(1)4 ] is expanded up
to the order n−1 as
E[ˆ(1)4 ] = (1)4 +
1
n
[(1)4,4 + 2(2)4,4 − 2(1)6 + 4{(a1 − 2)(1)3,3 + (a1 − 3)(2)3,3}
−(2p + 2k + 11)(1)4 − 2p(p + 2)] + O(n−2), (12)
where all ’s are given by (3) and coefﬁcient a1 is deﬁned by
a1 = 1
n
1′nPX1n, (0 < a11). (13)
Proof. An asymptotic expansion of E[b2,p] is obtained in (A.1) in Appendix A.1. Note that
ˆ(1)4 = b2,p − p(p + 2). Therefore, we obtain the result in Theorem 1. 
Next, we consider the expectation of ˆ(1)4 under the special case that i is i.i.d. Np(0, Ip)
(the proof is described in Appendix A.3).
Theorem 2. If i is i.i.d. Np(0, Ip), then the exact mean of ˆ(1)4 becomes the following.
E[ˆ(1)4 ] =
−{k2 + 2(n − k) − a2}p(p + 2)
(n − k)(n − k + 2) ,
where coefﬁcient a2 is deﬁned by
a2 = n
n∑
i=1
{(PX)ii}2.
It is easy to see that k2a2 < nk. However, under the assumptions 2, 3 and 4, k2+2(n−
k) − a2 tends to be positive, because a2 = O(1). Therefore, under normality, the mean of
ˆ(1)4 tends to be negative in most cases. Moreover, the bias becomes large when dimension p
becomes large. Especially, when X = 1n, we obtain the following special case of Theorem
2. This result coincides with Mardia’s result [21].
Corollary 1. If i is i.i.d. Np(0, Ip) and X = 1n, then the exact mean of ˆ(1)4 becomes thefollowing.
E[ˆ(1)4 ] = −
2p(p + 2)
n + 1 .
Proof. Note that k = 1 and (PX)ii = n−1 when X = 1n. Therefore, we obtain the result in
Corollary 1. 
Before concluding this section, we show some of our simulation results. Datamodels 1–5,
which are used in our simulations, are described in Section 2.3. First, we studied the con-
vergence of expectation of Mardia’s estimator (10). Fig. 1 shows E[ˆ(1)4 ] in the cases p = 2
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and 8. Simulated values of E[ˆ(1)4 ] for sample size n = 30, 40, 50, 60, 70, 80, 90, 100,
120, 150, 200, 300 and500wereobtained from30, 000, 30, 000, 30, 000, 10, 000, 10, 000,
10, 000, 10, 000, 5, 000, 5, 000, 5, 000, 3, 000, 3, 000 and 3, 000 times iterations, respec-
tively. We used 1n as the design matrix X in all the cases. In this ﬁgure, the solid and broken
lines denote (1)4 and E[ˆ(1)4 ], respectively, and the dotted line denotes the theoretical mean
which is obtained from the asymptotic expansion of E[ˆ(1)4 ] until the n−1 term in (12). The
theoretical mean is an inversely proportional function with respect to the sample size n,
although it disappears from some places in Fig. 1. From this ﬁgure, we notice that Mardia’s
estimator has a large bias, although the true kurtosis is of moderate size. The bias still
exists, even if the sample size becomes huge. Moreover, it underestimates in most cases,
except in model 3; that is, the true kurtosis is negative. The underestimation becomes se-
vere when p = 8. On the other hand, it seems that most theoretical means are smaller
than the true kurtosis, except for model 3. And, when (1)4 is large, these biases are still
large, even if the sample size is huge. Accordingly, we consider the reason why Mardia’s
estimator underestimates and E[ˆ(1)4 ] does not easily converge to (1)4 . In addition, if (1)4 is
larger, a difference between E[ˆ(1)4 ] and the theoretical mean is larger. It means that E[ˆ(1)4 ]
is severely dependent not only n−1 term but n−2 or n−3 terms in the expansion. Next,
we studied the mean, standard deviation (SD), and square root of the mean square error
(RMSE) of ˆ(1)4 from 30,000 times iteration. These are shown in Table 1. We used n × 3
and n × 5 design matrices, whose ﬁrst columns were 1n and next columns were generated
by U(−1, 1). From this table, we can see that, if the number of explanatory variables k is
larger, the bias is larger. Moreover, if the true kurtosis is larger, the standard deviation and
RMSE are larger. However, the increment of the standard deviation is much smaller than
that of the RMSE. Finally, we notice that the standard deviation of ˆ(1)4 is bigger when n
is larger. Because ˆ(1)4 has upper and lower bounds (11), the variance of ˆ4 is small when
n is small, although an asymptotic variance depends on the eighth cumulant of  (for an
asymptotic variance of ˆ(1)4 , see [9]). The standard deviation approaches the asymptotic one
becoming large, because the upper bound of ˆ(1)4 is wider if n is larger.
4. Main result
In the previous section, we explained that Mardia’s estimator gives an underestimation
and has a large bias, even if the sample size is not small. We think that the following is
the reason for this fact: the squared sample Mahalanobis distance between an observation
and its estimate tends to be small when n is not large, because this has restrictions, i.e.,∑n
i=1 ˆ
′
i ˆi = np and 0 < ˆ′i ˆi < n. Therefore, the probability of an event, that is, a large
outcome of ˆ′i ˆi , becomes very small. This result shows ˆ
(1)
4 give an underestimation. In
this section, we extend ˆ′i ˆi by a monotonic increasing function with a turning parameter,
which controls its size. By using this, we propose a new estimator of kurtosis. Moreover, we
adjust the new estimator of kurtosis to an unbiased estimator under normality. It is known
that kurtosis is a measure of the discrepancy from normality. Hence, it is desirable that the
mean of the estimator is exactly 0 under normality.
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Fig. 1. The convergence of E[ˆ(1)4 ].
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Table 1
Mean, standard deviation, and RMSE for Mardia’s estimator
Models
p k n 1 2 3 4 5
2 (1)4 0.00 4.00 −1.60 10.00 15.80
3 30 Mean −0.53 0.74 −1.42 2.07 2.71
(SD) (1.09) (1.99) (0.70) (2.87) (3.33)
(RMSE) (1.22) (3.82) (0.73) (8.43) (13.51)
50 Mean −0.33 1.57 −1.46 3.62 4.72
(SD) (0.95) (2.32) (0.52) (3.74) (4.57)
(RMSE) (1.01) (3.35) (0.54) (7.40) (11.98)
5 30 Mean −0.56 0.51 −1.29 1.59 2.11
(SD) (1.08) (1.78) (0.76) (2.53) (2.89)
(RMSE) (1.21) (3.92) (0.82) (8.78) (13.99)
50 Mean −0.33 1.42 −1.36 3.25 4.26
(SD) (0.95) (2.22) (0.56) (3.49) (4.26)
(RMSE) (1.00) (3.41) (0.60) (7.60) (12.30)
8 (1)4 0.00 40.00 −8.53 72.00 102.92
3 30 Mean −5.37 1.00 −8.20 5.17 6.74
(SD) (2.66) (4.43) (2.04) (5.40) (5.90)
(RMSE) (5.99) (39.25) (2.07) (67.05) (96.36)
50 Mean −3.21 9.01 −7.92 16.85 20.57
(SD) (2.62) (6.33) (1.66) (8.33) (9.51)
(RMSE) (4.15) (31.63) (1.77) (55.78) (82.90)
5 30 Mean −5.46 −0.40 −7.69 2.86 4.20
(SD) (2.65) (4.04) (2.14) (4.82) (5.20)
(RMSE) (6.06) (40.61) (2.30) (69.31) (98.86)
50 Mean −3.27 7.71 −7.44 14.67 18.07
(SD) (2.60) (5.93) (1.74) (7.67) (8.77)
(RMSE) (4.17) (32.83) (2.06) (57.85) (85.30)
By using the ith internally multivariate Studentized residual, we deﬁne the new estimator
of multivariate kurtosis as follows.
Deﬁnition. Let f (x; 
) (0
1) be the monotonic increasing function on x0, which
is given by
f (x; 
) = x{1 − x/(n − k)}
 . (14)
Then, the new estimator of the multivariate kurtosis is deﬁned by
˜(1)4 (
) =
c(
)
n
n∑
i=1
{f (˜′i ˜i; 
)}2 − p(p + 2), (15)
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where ˜i is the ith internally multivariate Studentized residual given by (7) and coefﬁcient
c(
) is given by
c(
) =
(n − k − 4
)(n − k − 4
+ 2)
(
n−k−4

2
)

(
n−k−p
2
)
(n − k)2
(
n−k−p−4

2
)

(
n−k
2
) . (16)
Here, (x) is the Gamma function given by
(x) =
∫ ∞
0
tx−1e−t dt.
Coefﬁcient c(
) in (16) makes our estimator unbiased under normality, as stated in the
following theorem (the proof of this is given in Appendix A.4).
Theorem 3. If i is i.i.d.Np(0, Ip), then the mean of ˜(1)4 (
) is exactly 0, i.e., E[˜(1)4 (
)] =
0. Therefore, our estimator is always an unbiased estimator under normality.
Note that when 
 = 0,
f (˜′i ˜i; 0) = ˜′i ˜i =
(n − k)ˆ′i ˆi
n{1 − (PX)ii} , (17)
where ˆi is the ith ordinary least-squares residual given by (6). We can see that ˜(1)4 (0) is
essentially an estimator based on ordinary least-squares residuals. On the other hand, from
Theorem A.3 in Appendix A.2, we can see that
˜′i[−i]˜i[−i] =
(n − k − 1)˜′i ˜i
(n − k){1 − ˜′i ˜i/(n − k)}
,
where ˜i[−i] is the ith externally multivariate residual given by (8). Thus, when 
 = 1, we
obtain the following equation from (A.3).
f (˜′i ˜i; 1) =
˜′i ˜i
1 − ˜′i ˜i/(n − k)
= n − k
n − k − 1 ˜
′
i[−i]˜i[−i].
We can see that ˜(1)4 (1) is essentially an estimator based on the predicted residuals.
Therefore, the family of our estimators includes the ones based on ordinary least-squares
and predicted residuals.
When 
 = 0, 1/2 and 1, our estimator is simpliﬁed, as in the following theorem.
Theorem 4. If 
 = 0, 1/2 and 1, then ˜(1)4 (
) becomes as simple as
˜(1)4 (0) =
(n − k + 2)
n(n − k)
n∑
i=1
(
˜′i ˜i
)2 − p(p + 2),
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˜(1)4 (1/2) =
(n − k − p − 2)
n(n − k)
n∑
i=1
(
˜′i ˜i
)2
1 − ˜′i ˜i/(n − k)
− p(p + 2),
˜(1)4 (1) =
(n − k − p − 2)(n − k − p − 4)
n(n − k)2
n∑
i=1
{
˜′i ˜i
1 − ˜′i ˜i/(n − k)
}2
− p(p + 2).
Proof. Note that
c(0) = n − k + 2
n − k , c(1/2) =
n − k − p − 2
n − k ,
c(1) = (n − k − p − 2)(n − k − p − 4)
(n − k)2 .
Therefore, we obtain the results in Theorem 4. 
Furthermore, we obtain a more special case when X = 1n.
Corollary 2. When X = 1n, then ˜(1)4 (0), ˜(1)4 (1/2) and ˜(1)4 (1) become as simple as
˜(1)4 (0) =
(n + 1)
n(n − 1)
n∑
i=1
{
(yi − y¯)′ˆ
−1
(yi − y¯)
}2 − p(p + 2),
˜(1)4 (1/2) =
(n − p − 3)
n
n∑
i=1
{
(yi − y¯)′ˆ
−1
(yi − y¯)
}2
n − 1 − (yi − y¯)′ˆ
−1
(yi − y¯)
− p(p + 2),
˜(1)4 (1) =
(n − p − 3)(n − p − 5)
n
n∑
i=1
{
(yi − y¯)′ˆ
−1
(yi − y¯)
n − 1 − (yi − y¯)′ˆ
−1
(yi − y¯)
}2
−p(p + 2),
where
y¯ = 1
n
n∑
i=1
yi , ˆ =
1
n
n∑
i=1
(yi − y¯)(yi − y¯)′.
Proof. Note, if X = 1n, then 1 − (PX)ii = (n − 1)/n and k = 1. By recalling the relation
between ˆ′i ˆi and ˜
′
i ˜i in (17), we can see the equation ˆ′i ˆi = ˜′i ˜i when X = 1n. Therefore,
the result in Corollary 2 is obtained. 
From Corollary 2, we can see that ˜(1)4 (0) with X = 1n coincides with the adjusted
Mardia’s estimator, which is an unbiased estimator under normality.
We obtain an asymptotic expansion of E[˜(1)4 (
)] in a general nonnormal case
as well.
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Theorem 5. Suppose that assumptions 1, 2, 3 and 4 are held. Then E[˜(1)4 (
)] is expanded
up to the order n−1 as
E
[
˜(1)4 (
)
]
= (1)4 +
1
n
[
(1)4,4 + 2(2)4,4 − 2(1 − 
)(1)6
+4
{
(a1 − 2(1 − 
))(1)3,3 + (a1 − 3(1 − 
))(2)3,3
}
−(2p + 2k + 9 − 4
(p + 4))(1)4
]
+ O(n−2), (18)
where all ’s are given by (3) and coefﬁcient a1 is deﬁned by (13).
Proof. From Stirling’s formula, we obtain the asymptotic expansion of c(
) in (16) as
c(
) = 1 − 2{(p + 4)
− 1}
n
+ O(n−2).
On the other hand, we derive the following perturbation expansion from (17).
1
n
n∑
i=1
{
f (˜′i ˜i; 
)
}2 = 1
n
(
1 − k
n
)2 n∑
i=1
(ˆ′i ˆi )2
{1 − (PX)ii}2
[
1 − ˆ
′
i ˆi
n{1 − (PX)ii}
]−2

= 1
n
n∑
i=1
(ˆ′i ˆi )2
{
1 + 2(PX)ii − 2
n
(
k − 
ˆ′i ˆi
)}+ Op(n−2).
Therefore, ˜(1)4 (
) is expanded as
˜(1)4 (
) =
(
1 − 2{(p + 4)
− 1}
n
)
b2,p − p(p + 2)
+2
n
n∑
i=1
{
(PX)ii − k
n
}
(ˆ′i ˆi )2 +
2

n2
n∑
i=1
(ˆ′i ˆi )3 + Op(n−2).
Let (1)4 and 
(1)
6 be the sums of the multivariate moments deﬁned by (4). By using the
relations of the moments in (5), the following expectations are derived.
E
[
n∑
i=1
(PX)ii(ˆ′i ˆi )2
]
= k(1)4 + O(n−1) = k(1)4 + kp(p + 2) + O(n−1),
E
[
1
n
n∑
i=1
(ˆ′i ˆi )3
]
= (1)6 + O(n−1)
= (1)6 + 2
{
2(1)3,3 + 3(2)3,3
}
+ 3(p + 4)(1)4
+p(p + 2)(p + 4) + O(n−1).
From the above equations and the asymptotic expansion of E[b2,p] in (A.1) in Appendix
A.1, we obtain the result in Theorem 5. 
Before concluding this section, we show some of our simulation results. As stated pre-
viously, data models 1–5, which are used in our simulations, are described in Section 2.3.
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Table 2
The best tuning parameter 
 in models 2–5
(n = 30) (n = 100)
Models Models
p 2 3 4 5 2 3 4 5
2 0.76 0.60 0.72 0.79 0.76 0.59 0.77 0.80
8 0.71 0.55 0.68 0.71 0.71 0.54 0.71 0.75
First, we studied the effects of the tuning parameter 
 and the dimension p for the mean,
standard deviation, and RMSE of our new estimator. Sample sizes n = 30 and 100 were
chosen. Because the results at n = 100 for the mean, standard deviation and RMSE are
somewhere between those corresponding to n = 30, we just report those for n = 30 and
p = 2 and 8 to save space. From the same reason, we report the results for p = 2 and
8, although the simulations were done in several dimensions p = 1, 2, 3, 4, 6, 8 and 10.
In Fig. 2, the effects in the mean are given, and the solid and broken lines denote (1)4
and E[˜(1)4 (
)], respectively. Moreover, the dotted line denotes the theoretical mean which
is obtained from the asymptotic expansion of E[˜(1)4 (
)] until the n−1 term in (18). The
theoretical mean is a linear function with respect to the tuning parameter 
, although it
disappears from some places in Fig. 2. In Fig. 3, the effects in the standard deviation and
RMSE are given, and the dotted and broken lines denote the standard deviation and RMSE
of ˜(1)4 (
), respectively. The design matrix was X = 1n, and we obtained simulated values
from 30, 000 times iterations at 
l = (l − 1)/99 (l = 1, . . . , 100). From those ﬁgures,
we can see that there is a tuning parameter which makes the bias of ˜(1)4 (
) close to 0. We
call such a tuning parameter the best 
. Table 2 shows the best 
 in Fig. 2. It seems that
the best 
 does not depend on the sample size n so much, but it becomes small when p is
large. Moreover, it seems that if the best 
 is larger, the true (1)4 is larger. We can see that
the best 
 is around 0.7 when (1)4 > 0. On the other hand, if 
(1)
4 < 0, as in model 3, the
best 
 becomes smaller than the one in the case (1)4 > 0. The tendencies appeared in the
theoretical means. On the other hand, the standard deviation grows whenever 
 is large.
Especially, it is huge when the true (1)4 is large, i.e., in a model with a high dimension, such
as model 5. Also, RMSE is large, as is the standard deviation when (1)4 is large. However, as
p becomes larger, 
makes the smallest RMSE. It seems that such a 
 exists around 
 = 1/2.
Next, we looked at the special ˜(1)4 (
), i.e., ˜
(1)
4 (0), ˜
(1)
4 (1/2) and ˜
(1)
4 (1). Fig. 4 shows
the convergence of several estimators, ˜(1)4 (0), ˜
(1)
4 (1/2), ˜
(1)
4 (1) and ˆ
(1)
4 in the cases p =
2 and p = 8 with X = 1n. Simulated values of expectations of estimators for sample
size n = 30, 40, 50, 60, 70, 80, 90, 100, 120, 150, 200, 300 and 500 were obtained from
30, 000, 30, 000, 30, 000, 10, 000, 10, 000, 10, 000, 10, 000, 5, 000,5, 000,5, 000,3, 000,
3, 000 and 3, 000 times iterations, respectively. In this ﬁgure, the solid line denotes (1)4 , and
◦, , + and  denote E[ˆ(1)4 ],E[˜(1)4 (0)],E[˜(1)4 (1/2)] and E[˜(1)4 (1)], respectively. From
this ﬁgure, when (1)4 > 0, we can see that ˜
(1)
4 (0) and ˜
(1)
4 (1/2) give underestimations and
˜(1)4 (1) gives an overestimation. This tendency is reversed when 
(1)
4 < 0. Furthermore,
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Fig. 2. Effects of 
 and p on the mean of E[˜(1)4 (
)] (n = 30).
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˜(1)4 (1/2) has the smallest bias in most cases, although it gives an underestimation. Both
estimators ˜(1)4 (0) and ˆ
(1)
4 give similar estimates, but the bias of ˜
(1)
4 (0) is smaller than that
of ˆ(1)4 when 
(1)
4 > 0. Finally, we studied the means, standard deviations, and RMSEs of
˜(1)4 (0), ˜
(1)
4 (1/2) and ˜
(1)
4 (1) from 30,000 times iteration in the cases p = 2 and p = 8,
which are shown in Tables 3a and b. We used n×3 and n×5 explanatory variable matrices,
whose ﬁrst columns were 1n and next columns were generated by U(−1, 1). From this
table, we can see that, if the number of explanatory variables k is larger, the bias is larger.
The tendencies of 
 and p for the bias, standard deviation and RMSE are almost same as
those in Figs. 2 and 3. By comparing Table 1 with Tables 3a and b, we can see that ˆ(1)4
has the smallest standard deviation compared to the other estimators. However, the bias and
RMSE of ˆ(1)4 are larger than the ones of ˜
(1)
4 (0) when 
(1)
4 > 0. In addition, we notice that
the standard deviation of ˜(1)4 (0) is larger if the sample size n is larger, although the ones of
˜(1)4 (1/2) and ˜
(1)
4 (1) are smaller. This points out that the distribution of ˜
(1)
4 (0) is almost
same as the one of ˆ(1)4 .
5. Conclusion
We proposed a new estimator of kurtosis (15) by replacing the squared sample Maha-
lanobis distance with the transformed squared norm of multivariate internally Studentized
residuals (7) using a monotonic increasing function (14). The correction term c(
) (16)
adjusts our estimator to an unbiased estimator under normality. In a general case, we can
make a nearly unbiased estimator by controlling the tuning parameter 
. Furthermore, we
veriﬁed the reduction of bias by constructing simulation experiments. However, one se-
rious problem, which is how to choose the tuning parameter 
, remains. The solution is
very difﬁcult. One of solutions for this problem is that we chose 
 to make the theoretical
bias (18) 0. But, if we use this method for the optimization of 
, it is necessary to estimate
more higher-order cumulants. It is more difﬁcult to estimate higher-order cumulants than
the kurtosis. Moreover, although we can choose the best 
 to make the bias of ˜(1)4 (
) close
to 0, its variance becomes large.
Therefore, we recommend carefully choosing a 
 that corresponds to each situation.
˜(1)4 (1) may be used for testing normality, because it is very sensitive for nonnormality.
The use of ˜(1)4 (1) is supported by univariate research. In the univariate case, Imon [11–13]
devised a testing method for normality by using a statistic similar to ˜(1)4 (1), that is, a
statistic based on the predicted residuals (8). Moreover, ˜(1)4 (0) should be used if a large
variance is not preferred, e.g., correction of the distribution of test statistics ([32] etc.). If
it is considered only as an adjustment for the bias, the chosen value of 
 should be around
0.5–0.7. When the RMSE is taken into account, we recommend using ˜(1)4 (1/2).
In any case, the estimator of kurtosis must be unbiased at least under normality, because it
is a measure for nonnormality. It is out of the question for the estimator to have a large bias,
even though the data has normal distribution. On the other hand, there is another measure
for kurtosis proposed by Koziol [20]. However, it does not become an estimator of kurtosis
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Fig. 4. Convergence of several estimators.
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Table 3a
Means, standard deviations, and RMSEs for ˜(1)4 (0), ˜
(1)
4 (1/2) and ˜
(1)
4 (1), p = 2
Models
k n 1 2 3 4 5
(1)4 0.00 4.00 −1.60 10.00 15.80
3 30 Mean 0.01 1.36 −0.94 2.78 3.45
˜(1)4 (0) (SD) (1.17) (2.09) (0.77) (3.02) (3.51)
(RMSE) (1.17) (3.37) (1.02) (7.83) (12.83)
Mean 0.01 2.48 −1.30 6.00 8.27
˜(1)4 (1/2) (SD) (1.80) (5.19) (0.98) (11.04) (16.25)
(RMSE) (1.80) (5.40) (1.03) (11.74) (17.91)
Mean 0.01 4.55 −1.72 14.23 23.99
˜(1)4 (1) (SD) (2.73) (16.10) (1.23) (69.24) (166.44)
(RMSE) (2.73) (16.11) (1.23) (69.37) (166.64)
50 Mean −0.01 1.97 −1.18 4.09 5.25
˜(1)4 (0) (SD) (0.99) (2.40) (0.55) (3.87) (4.75)
(RMSE) (0.99) (3.14) (0.69) (7.06) (11.57)
Mean −0.01 2.92 −1.42 6.92 9.70
˜(1)4 (1/2) (SD) (1.28) (5.36) (0.61) (10.15) (15.89)
(RMSE) (1.28) (5.46) (0.64) (10.61) (17.02)
Mean −0.01 4.52 −1.68 12.38 20.48
˜(1)4 (1) (SD) (1.66) (29.62) (0.68) (32.27) (79.32)
(RMSE) (1.66) (29.63) (0.68) (32.35) (79.46)
5 30 Mean 0.00 1.13 −0.77 2.28 2.84
˜(1)4 (0) (SD) (1.15) (1.86) (0.83) (2.62) (3.00)
(RMSE) (1.15) (3.42) (1.17) (8.15) (13.30)
Mean 0.01 2.12 −1.11 5.06 6.93
˜(1)4 (1/2) (SD) (1.86) (4.58) (1.13) (9.63) (13.66)
(RMSE) (1.86) (4.95) (1.24) (10.82) (16.28)
Mean 0.02 3.93 −1.50 12.14 19.89
˜(1)4 (1) (SD) (3.00) (14.05) (1.52) (62.78) (122.31)
(RMSE) (3.00) (14.05) (1.52) (62.81) (122.38)
50 Mean −0.00 1.80 −1.07 3.71 4.75
˜(1)4 (0) (SD) (0.99) (2.28) (0.59) (3.58) (4.37)
(RMSE) (0.99) (3.16) (0.79) (7.24) (11.88)
Mean −0.00 2.71 −1.30 6.38 8.87
˜(1)4 (1/2) (SD) (1.28) (4.69) (0.67) (10.38) (14.71)
(RMSE) (1.28) (4.86) (0.74) (11.00) (16.26)
Mean −0.00 4.16 −1.55 11.92 18.87
˜(1)4 (1) (SD) (1.65) (11.65) (0.76) (47.16) (71.80)
(RMSE) (1.65) (11.65) (0.76) (47.20) (71.86)
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Table 3b
Means, standard deviations, and RMSEs for ˜(1)4 (0), ˜
(1)
4 (1/2) and ˜
(1)
4 (1), p = 8
Models
k n 1 2 3 4 5
(1)4 0.00 40.00 −8.53 72.00 102.92
3 30 Mean −0.01 6.79 −3.03 11.25 12.94
˜(1)4 (0) (SD) (2.83) (4.67) (2.20) (5.70) (6.23)
(RMSE) (2.83) (33.53) (5.92) (61.01) (90.19)
Mean −0.03 23.02 −6.92 42.37 53.65
˜(1)4 (1/2) (SD) (7.62) (23.20) (5.30) (37.84) (51.46)
(RMSE) (7.62) (28.75) (5.54) (48.06) (71.25)
Mean −0.06 61.54 −11.88 136.44 209.10
˜(1)4 (1) (SD) (16.48) (133.07) (10.21) (393.86) (915.82)
(RMSE) (16.48) (134.80) (10.75) (399.10) (921.95)
50 Mean 0.01 12.73 −4.88 20.88 24.76
˜(1)4 (0) (SD) (2.72) (6.57) (1.74) (8.62) (9.86)
(RMSE) (2.72) (28.05) (4.04) (51.84) (78.78)
Mean 0.02 27.32 −7.61 48.83 63.23
˜(1)4 (1/2) (SD) (4.68) (22.06) (2.65) (35.44) (51.92)
(RMSE) (4.68) (25.44) (2.81) (42.34) (65.35)
Mean 0.03 55.69 −10.72 113.05 175.19
˜(1)4 (1) (SD) (7.34) (101.63) (3.71) (218.03) (856.47)
(RMSE) (7.34) (102.83) (4.30) (221.86) (859.51)
5 30 Mean −0.01 5.37 −2.39 8.86 10.30
˜(1)4 (0) (SD) (2.81) (4.21) (2.31) (4.99) (5.37)
(RMSE) (2.81) (34.88) (6.56) (63.34) (92.77)
Mean −0.01 19.68 −5.87 35.90 45.93
˜(1)4 (1/2) (SD) (8.13) (21.89) (6.09) (33.07) (43.66)
(RMSE) (8.13) (29.87) (6.65) (48.96) (71.79)
Mean 0.01 54.92 −10.44 116.22 175.59
˜(1)4 (1) (SD) (19.13) (159.23) (12.68) (297.36) (624.50)
(RMSE) (19.13) (159.92) (12.83) (300.63) (628.71)
50 Mean −0.01 11.40 −4.34 18.60 22.13
˜(1)4 (0) (SD) (2.71) (6.09) (1.83) (7.84) (8.96)
(RMSE) (2.71) (29.24) (4.57) (53.97) (81.28)
Mean −0.01 25.06 −6.94 44.44 57.86
˜(1)4 (1/2) (SD) (4.75) (20.62) (2.89) (32.42) (46.79)
(RMSE) (4.75) (25.46) (3.30) (42.55) (64.96)
Mean −0.01 51.73 −9.93 103.52 159.71
˜(1)4 (1) (SD) (7.59) (91.05) (4.15) (204.67) (547.28)
(RMSE) (7.59) (91.80) (4.37) (207.08) (550.22)
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in the multivariate case. The reason for this is described in Appendix A.5. Moreover, we can
correct the bias of Mardia’s estimator by using an asymptotic expansion of bias (12) as well
as Maruyama and Seo [22]. However, this method is not realistic, because it is necessary
to estimate more higher-order cumulants. Also, we can use the bootstrap method for the
correction of bias (see e.g., [4, p. 138]). However, this method does not work well when
we use ˆ(1)4 , because ˆ
(1)
4 does not give a large value for any distribution. Therefore, the
amount of reduced bias in the bootstrap correction becomes much smaller than what we
expect. Considering these points, our estimator is better than ordinary estimators.
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Appendices
A.1. Asymptotic expansion of E[b2,p]
In this section, we obtain the asymptotic expansion of E[b2,p] up to the order n−1.
Let
Z = (X′X)−1/2X′E, V = 1√
n
(E′E− nIp), qi =
√
n(X′X)−1/2xi ,
then
−1/2
(
yi − ˆ
′
xi
)
= i − 1√
n
Z′qi ,
1/2ˆ
−1
1/2 = Ip − 1√
n
V + 1
n
(Z′Z + V2) + Op(n−3/2).
Therefore, b2,p is expanded as
b2,p = W0 + 1√
n
W1 + 1
n
W2 + Op(n−3/2),
where
W0 = 1
n
n∑
i=1
(′ii )2,
W1 = −2
n
n∑
i=1
{
′iVi′ii + 2q′iZi′ii
}
,
W2 = 1
n
n∑
i=1
{
(′iVi )2 + 2
(
′iZ′Zi′ii + ′iV2i′ii + q′iZZ′qi′ii
)
+4 (q′iZVi′ii + q′iZi′iVi + q′iZi′iZ′qi)} .
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Note that
E
[
1
n
n∑
i=1
(
′ii
)2] = (1)4 = (1)4 + p(p + 2),
E
[
1
n
n∑
i=1
′iVi′ii
]
= 1√
n
(
(1)6 − (1)4
)
= 1√
n
{
(1)6 + 2
(
2(1)3,3 + 3(2)3,3
)
+(3p + 11)(1)4 + p(p + 2)(p + 3)
}
,
E
[
1
n
n∑
i=1
q′iZi′ii
]
= 
(1)
4
n
√
n
n∑
i=1
q′iqi =
k√
n
{
(1)4 + p(p + 2)
}
,
E
[
1
n
n∑
i=1
′iZ′Zi′ii
]
= 
(1)
4
n
n∑
i=1
q′iqi + O(n−1)
= k
{
(1)4 + p(p + 2)
}
+ O(n−1),
E
[
1
n
n∑
i=1
′iV2i′ii
]
= (2)4,4 − (1)4 + O(n−1)
= (2)4,4 + (2p + 3)(1)4 + p(p + 1)(p + 2) + O(n−1),
E
[
1
n
n∑
i=1
q′iZVi′ii
]
= 
(2)
3,3
n2
n∑
ij
q′iqj + O(n−1) = a1(2)3,3 + O(n−1),
E
[
1
n
n∑
i=1
q′iZZ′qi′ii
]
= p
2
n2
n∑
ij
(
q′iqj
)2 + O(n−1) = p2k + O(n−1),
E
[
1
n
n∑
i=1
(
′iVi
)2] = (1)4,4 − (1)4 + O(n−1)
= (1)4,4 + 5(1)4 + 2p(p + 2) + O(n−1),
E
[
1
n
n∑
i=1
q′iZi′iVi
]
= 
(1)
3,3
n2
n∑
ij
q′iqj + O(n−1) = a1(1)3,3 + O(n−1),
E
[
1
n
n∑
i=1
q′iZi′iZ′qi
]
= p
n2
n∑
ij
(
q′iqj
)2 + O(n−1) = kp + O(n−1).
24 H. Yanagihara / Journal of Multivariate Analysis 98 (2007) 1–29
From the above expectations, we can obtain the following expectations.
E[W0] = (1)4 + p(p + 2),
E[W1] = − 2√
n
{
(1)6 + 2
(
2(1)3,3 + 3(2)3,3
)
+ (3p + 2k + 11)(1)4
+p(p + 2)(p + 2k + 3)} ,
E[W2] = (1)4,4 + 2(2)4,4 + 4a1
(
(1)3,3 + (2)3,3
)
+ (4p + 2k + 11)(1)4
+2p(p + 2)(p + 2k + 2) + O(n−1),
where a1 is given by (13). Therefore, we obtain the asymptotic expansion of E[b2,p] as the
following theorem.
Theorem A.1. Suppose that assumptions 1, 2, 3 and 4 are held. Then E[b2,p] is expanded
up to the order n−1 as
E[b2,p] = (1)4 + p(p + 2) +
1
n
[
(1)4,4 + 2(2)4,4 − 2(1)6 + 4
{
(a1 − 2)(1)3,3
+(a1 − 3)(2)3,3
}
− (2p + 2k + 11)(1)4 − 2p(p + 2)
]
+ O(n−2).
(A.1)
A.2. On predicted residuals
From the Lemma 3.1 in Fujikoshi et al. [8], we obtain the following lemma.
Lemma A.1. Suppose that Y ∼ Nn×p(X,⊗ In). Then
(i) 1√1−(PX)ii
(
yi − ˆ
′
xi
)
∼ Np(0,),
(ii) (n − k − 1)S[−i] ∼ Wp(n − k − 1,),
(iii) 1√1−(PX)ii
(
yi − ˆ
′
xi
)
and S[−i] are independent of each other.
From this Lemma A.1, we derive the following theorem.
Theorem A.2. Suppose that Y ∼ Nn×p(X,⊗ In). Let Ui denote the squared norm of
the ith externally multivariate Studentized residual, i.e.,
Ui = ˜′i[−i]˜i[−i]. (A.2)
Then, each Ui is distributed according to Hotelling’s T 2 distribution with N = n − k − 1
degrees of freedom, whose probability density is
g(u;N,p) =

(
N+1
2
)
N
(p
2
)

(
N−p+1
2
) ( u
N
)p/2−1 (
1 + u
N
)−(N+1)/2
,
where (·) is the Gamma function.
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Proof. Let
zi = 1√1 − (PX)ii
−1/2
(
yi − ˆ
′
xi
)
, Wi = N−1/2S[−i]−1/2.
Then Ui = Nz′iW−1i zi . By recalling Lemma A.1, we can see that zi and Wi are mutually
independent, and distributed according to Np(0, Ip) andWp(N, Ip), respectively. The gen-
eral result in a multivariate distribution (see, e.g., [26, p. 190]) shows that Nz′iW−1i zi is
distributed according to Hotelling’s T 2 distribution with N degrees of freedom. Therefore,
we obtain the result in Theorem A.2. 
On the other hand, there are the following relations between Ui and the squared norm of
ˆi in (6), and Ui and the squared norm of ˜i in (7), respectively.
Theorem A.3. The squared norm of the ith externally Studentized residual Ui (A.2) can
be rewritten by ˆi or ˜i as
Ui = N ˆ
′
i ˆi/{1 − (PX)ii}
n
[
1 − ˆ′i ˆi/n{1 − (PX)ii}
] , Ui = N ˜′i ˜i
(n − k) {1 − ˜′i ˜i/(n − k)} . (A.3)
Proof. From Fujikoshi et al. [8], we can see that
S[−i] = n
N
ˆ
1/2
[
Ip − 1
n{1 − (PX)ii} ˆi ˆ
′
i
]
ˆ
1/2
= n − k
N
S1/2
(
Ip − 1
n − k ˜i ˜
′
i
)
S1/2.
Hence
S−1[−i] =
N
n
ˆ
−1/2
[
Ip + ˆi ˆ
′
i
n {1 − (PX)ii} − ˆ′i ˆi
]
ˆ
−1/2
= N
n − kS
−1/2
(
Ip + ˜i ˜
′
i
n − k − ˜′i ˜i
)
S−1/2. (A.4)
From (9), it notes that
Ui = 11 − (PX)ii (yi − ˆ
′
xi )
′S−1[−i](yi − ˆ
′
xi ).
Substituting Eqs. (A.4) into the above equation yields Theorem A.3. 
A.3. Exact mean of Mardia’s estimator under normality
In this section, we give the proof of Theorem 2, i.e., the derivation of the exact mean
of ˆ(1)4 under normality. Let Ti = ˆ′i ˆi/{1 − (PX)ii}. Note that 0 < Ti < n. From (A.3),
26 H. Yanagihara / Journal of Multivariate Analysis 98 (2007) 1–29
we can see that Ui (A.2) is a monotonic function of Ti in 0 < Ti < n. Therefore,
Ti = n
N
Ui
(
1 + Ui
N
)−1
.
By using this equation, the expectation of T 2i is given by the following integral.
E[T 2i ] = n2
∫ ∞
0

(
N+1
2
)
N
(p
2
)

(
N−p+1
2
) ( u
N
)(p+4)/2−1 (
1 + u
N
)−(N+5)/2
du.
Let N0 = N + 4 and p0 = p + 4. Note that

(p0
2
)
= p(p + 2)
4

(p
2
)
,

(
N0 + 1
2
)
= (N + 1)(N + 3)
4

(
N + 1
2
)
,

(
N0 − p0 + 1
2
)
= 
(
N − p + 1
2
)
.
By using the above equations and replacing u/N with x/N0, we derive
E[T 2i ] =
n2p(p + 2)
(N + 1)(N + 3)
∫ ∞
0
g(x;N0, p0)dx = n
2p(p + 2)
(N + 1)(N + 3) .
Note that b2,p = n−1∑ni=1 {1 − (PX)ii}2T 2i and n∑ni=1 {1 − (PX)ii}2 = n2 − 2kn + a2.
Hence
E[b2,p] = (n
2 − 2kn + a2)
(n − k)(n − k + 2) p(p + 2).
Recalling from equation ˆ(1)4 = b2,p − p(p + 2), we obtain the result in Theorem 2.
A.4. Exact mean of ˆ(1)4 (
) under normality
In this section, we give the proof of Theorem 3, i.e., the derivation of an exact mean of
˜(1)4 (
) under normality. Let T˜i = ˜′i ˜i . Note that 0 < T˜i < n − k. From (A.3), we can see
that Ui (A.2) is a monotonic function of T˜i in 0 < T˜i < n − k. Therefore,
T˜i = n − k
N
Ui
(
1 + Ui
N
)−1
.
It makes
f (˜′i ˜i; 
) = (n − k)
Ui
N
(
1 + Ui
N
)
−1
.
H. Yanagihara / Journal of Multivariate Analysis 98 (2007) 1–29 27
Let N
 = N + 4(1 − 
) and p0 = p + 4. By using a method similar to that in Appendix
A.3, the expectation of {f (˜′i ˜i; 
)}2 is given by
E
[{
f (˜′i ˜i; 
)
}2]
= (n − k)2
∫ ∞
0

(
N+1
2
)
N
(p
2
)

(
N−p+1
2
) ( u
N
)p0/2−1 (
1 + u
N
)−(N
+1)/2
du
=
p(p + 2)(n − k)2
(
N+1
2
)

(
N
−p0+1
2
)
4
(
N
+1
2
)

(
N−p+1
2
) .
Note that N
 − p0 + 1 = N − p − 4
+ 1 and

(
N
 + 1
2
)
= (N − 4
+ 1)(N − 4
+ 3)
4

(
N − 4
+ 1
2
)
.
Recalling from N = n − k − 1, we obtain
E
[{
f (˜′i ˜i; 
)
}2] = p(p + 2)
c(
)
.
From the deﬁnition of ˜(1)4 (
) in (15), E
[
˜(1)4 (
)
]
= 0 is derived.
A.5. Some comments on Koziol’s measure
Koziol [20] proposed a variant measure of kurtosis as
b˜2,p = 1
n2
n∑
ij
(ˆ′i ˆj )4. (A.5)
The asymptotic distribution of this measure was studied by many authors, e.g., Henze [10]
and Klar [19]. Suppose that assumptions 2, 3 and 4 are held. Then, the formula in (A.5) is
expanded as
b˜2,p = 1
n2
n∑
ij
(′ij )4 + Op(n−1/2).
From this expansion and the equation in (5), we obtain the asymptotic mean of b˜2,p as
E[b˜2,p] = (1)4,4 + O(n−1) = (1)4,4 + 6(1)4 + 3p(p + 2) + O(n−1).
When p = 1, we rewrite (1)4 as 4. Then (1)4,4 = (4 + 3)2. Note that b˜2,p is always
positive. Therefore, we can see that (b˜2,1)1/2 − 3 becomes a consistent estimator of the
kurtosis. However, {(1)4 }2 is not equivalent to (1)4,4 in the multivariate case. Therefore, b˜2,p
does not become an estimator of (1)4 in the multivariate case.
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