A reconstruction algorithm for time harmonic impedance imaging based on the Modified Perturbation Method (MPM) is proposed. Both the object conductivity (σ) and permittivity (ε) are reconstructed. First the forward problem is solved for a complex dielectric constant using a quasistatic approximation valid up to 100MHz in conjunction with first order absorbing boundary conditions. Then a Jacobian matrix representing the sensitivities with respect to conductivity and permittivity is obtained in close form expressions. Finally, this Jacobian matrix is appropriately introduced into the MPM after the necessary modifications, enabling the reconstruction of ε r and σ. A number of computer phantom tests prove the validity of the method.
I. Introduction
The Electrical Impedance Tomography (EIT) is a low frequency imaging technique, where current is injected into an inhomogeneous object through an array of electrodes and the voltage measurements on these electrodes are used to reconstruct the inhomogeneity. The realization that both conductivity (σ) and the dielectric constant (ε r ) are strongly depended on the frequency of the injected current, has led to new research areas called "Impedance Spectroscopy" and "Time Harmonic EIT", e.g. [2] [3] . The purpose of these approaches is two-fold: to increase EIT spatial resolution (moving to higher frequencies) and to exploit the information included in the σ and ε r frequency dependence. It is toward this direction that the present work is aiming. Our previous work, [1] , has modified the classical perturbation technique by substituting the sensitivity matrix with the most accurate Jacobian matrix, which was calculated from closed form expressions deduced from the electrical circuits' compensation theorem. For the application of the algorithm, the cross-section of the object to be imaged was simulated and the measurements sequence was mimicked, solving Laplace equation (static forward problem) to obtain a calculated voltage set. The Jacobian matrix (derivates of the voltage at the electrodes with respect to pixel conductivity) was also calculated during this procedure. For the extension to time harmonic EIT it is necessary to solve the electrodynamics' forward problem instead of the static one. For this purpose we used a "quasi-static" approximation, ignoring magnetic field effects in Maxwell equations. This is widely accepted to be valid for frequencies up to about 100MHz. In this manner a Laplace equation for a complex voltage and a complex dielectric constant is obtained as:
where:
It is obvious that ε r * contains both σ and ε r . Moreover, the solution domain is now infinitely extended, since the air surrounding the object is characterized by σ=0 and ε r =1. The Finite Element Method is used for the solution of (1) in conjunction with 1 st order absorbing boundary conditions (ABC's). Namely, the object model is enclosed in a fictitious circular boundary on which we apply the ABC's, resulting in an equivalent bounded domain. Finally, the original MPM, [1] , is extended for complex voltages and complex Jacobian. The algorithm development is now at the "Computer test" phase, namely instead of using measurements the corresponding data are obtained from the solution of the forward problem (1) on a target model (computer phantom).
II. Forward solution
With FEM the body under consideration is split in small elements with constant ε r and σ. So a piecewise homogenous model is constructed. We have used first order rectangular elements to discretize the volume of the object and first order triangular elements for the air region. The use of triangular elements was absolutely necessary because we should apply absorbing boundary conditions and ABC's are better fit on curved contours. The mesh created to simulate a cross section of the object under consideration is shown in Fg.1. The object to be imaged is assumed to be of rectangular shape and is presented in Fig.1 by the dark shading. The following boundary conditions are applied: a) Neumann boundary conditions at the active current electrodes (red bullets) and at the bodysurrounding air interface: 0 on the electrodes at the body air interface
where V n ∂ ∂ is the potential derivative normal to the surface. 
In the literature for the FEM the variational technique is usually applied for the solution of (1) which along with the boundary conditions is found to be equivalent to the minimization of the following functional: 
Where M is the total number of elements and e Ω is the area of each e th -element.
For F(V) to be minimized, its partial derivatives with respect to the elements nodal voltages must be zero, namely:
By considering a bilinear interpolation function for the potential V inside the elements and by applying (5) for the total number of the elements M we conclude to a linear system with N unknowns:
Solving this linear system we obtain the voltages on the electrodes and all the internal nodes. These will be used in the reconstruction algorithm. Here [I] is the excitation vector that depends on the active electrodes and [K] is the global matrix that was formulated from the element matrices (rectangular and triangular) and the absorbing boundary conditions.
III. Reconstruction Algorithm
The reconstruction algorithm is based on the perturbation method that was developed for the conductivity imaging but the aim now is the reconstruction of both conductivity and permittivity. The new algorithm is based again on the Jacobian matrix. The components of the Jacobian are partial derivatives that are given in the literature in closed form expressions, [1] . In this work we used the compensation theorem. Because of the importance of the Jacobian matrix, we rewrite the elements J ij resulting from the compensation theorem, [5] :
where I i is the excitation current, V ij and V kj are the voltages developed at the branch of the jth element as shown in Fig.2 . The constants S ℓ are the weights arising from the finite element formulation. It is important to notice that now we have to deal with complex quantities so the Jacobian is a complex matrix too. In the case of complex electrical permittivity, perturbations in either the real or the imaginary part trigger changes in both real and imaginary parts of the measured boundary voltages. So there are four Jacobian matrices to be calculated:
Each one gives the sensitivity of either real or imaginary voltage to the σ or ε r . Considering that V is an analytical function Cauchy-Riemann conditions should be valid. Applying these conditions we conclude to the following for the Jacobian matrices:
The question whether the complex voltage is an analytic function still remains, since it could have singularities, especially for higher frequencies where the energy leak through radiation is increased.
The complex Jacobian matrix is calculated from equation (8). According to [6] , for an analytical complex function of two variables we have:
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In our case:
So calculating the complex Jacobian we have:
And the reconstruction algorithm that gives the updated complex permittivity distribution of the j th element has the following form:
where M is the total number of linearly independent measurements, V mi and V ci are the measured and calculated voltage differences at the ith port (electrodes pair) and k 1 and k 2 are the relaxations factors that it may provide faster convergence. As we see we use four times the basic equation of the MPM but with different combinations of real and imaginary part of voltages and the Jacobian matrix.
IV. Numerical Results
Here we will present an example of a reconstruction that was obtained for a single anomaly. The background values for ε r and σ are assumed in the range of those for human tissues. The target model is shown in fig.3a,b. A four elements anomaly with conductivity σ=20mS/cm and permittivity ε r =300 was introduced in a homogenous background of σ=7mS/cm and ε r =150. A total number of 16 electrodes were used, where only two of them are active in each projection angle. The frequency of the injected current is f=30MHz. The relaxations factors were k 1 =1 and k 2 =1.3. The image reconstructed after 18 iterations are presented in Fig.3 . 
V. Conclusions
A lot of successful reconstructions are carried out and the method seems to work well in a wide range of frequencies. Something we have to notice is that the different convergence rate of conductivity and permittivity profile. The conductivity is found to converge fast as the original MPM but the permittivity converges in a slower rate. A variety of reconstructions for different phantoms will be presented at the conference along with a discussion on a number of new subjects that need investigation.
