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Abstract
High ionic conductivity of nano-layered heteroepitaxial oxide systems reported in
recent literature has been attributed to high interfacial mobility of anions, although this
interpretation has remained controversial. My work aims to understand the mechanism of
ionic motion in such heterostructures by simulating the atomic structure at the interfaces,
specifically for a multilayer system of Y2O3–stabilised ZrO2 (YSZ) and SrTiO3. By
probing the energy landscape with a genetic algorithm in which the interatomic potentials
were modelled with simple classical pair potentials, possible low energy lattice structures
of pure ZrO2 layers in perfectly coherent epitaxy with SrTiO3 layers were explored. These
configurations were identified and their energies were evaluated with more accuracy based
on density functional theory (DFT).
My expectation, based on indirect evidence from published high-resolution trans-
mission electron microscopy, was that the ZrO2 layer has an epitaxial fluorite structure.
However, I found that the fluorite ZrO2 structure is completely unstable as an epitaxial
layer between layers of SrTiO3. Instead, anatase–, columbite–, rutile– and pyrite–like
ZrO2 phases were found to be more stable structures in epitaxy, with the anatase–like
epitaxy being the most stable configuration over a wide range of chemical potential of
the components. Even with inclusion of Y2O3 doping, the fluorite epitaxial structure
could not be stabilised. The genetic algorithm suggested a completely different phase
stabilised by the presence of vacancies, whose cation lattice might resemble that of a
fluorite or a perovskite. DFT calculations predicted this structure to be even more stable
than an anatase YSZ/SrTiO3 structure. Molecular dynamics (MD) simulations of this
configuration revealed some relatively low barriers for lateral anion diffusion; neverthe-
less, the activation energy for anion diffusion within the YSZ layer was predicted to be
much higher than that of bulk YSZ. The results of this work therefore indicate that ionic
conductivity of an ultra thin YSZ film in epitaxy with SrTiO3 would be suppressed, in
contradiction to some of the literature.
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Chapter 1
Introduction
Much attention is being devoted to the development of solid oxide fuel cells (SOFCs)
in current initiatives to promote clean energy sources due to their high efficiency, quiet
operation and low or no emissions during operation [1–4]. The reason that there remains
a large scope for research in this area is that these energy devices are at present limited
to large scale power applications at very high temperatures in the range of 850–1000.
If the operating temperature could be lowered to a range of 500–750 and yet allow
for a high operating efficiency, the intermediate temperature SOFC (IT-SOFC), as it is
termed, would offer cheaper fabrication of the device, quicker start-up and shut-down
times, and higher durability (due to lower rates of corrosion of the metallic components,
sintering and inter-diffusion of the components)[4–6]. The range of applications of IT-
SOFC is potentially large, particularly for smaller scale applications such as residential
micro–CHP (combined heat and power), small electrical generators, auxiliary power units
(APUs) and traction power in vehicles, and remote telecommunications [6, 7].
To briefly describe the operation of an SOFC, oxygen is reduced to O2− ions
at the cathode, from which the O2− ions are then transported through the electrolyte
to oxidise hydrogen at the anode, as shown in Figure 1.1 as a simple schematic. The
electrodes are usually mixed ionic-electronic conductors. As fuel cells are categorised by
their electrolytes, and as the term ‘SOFC’ suggests, the electrolyte in an SOFC is an O2−
ion conductor. The electrolyte ideally should possess high ionic conduction but negligible
electronic conduction for high efficiency of the SOFC device. This has proven to be one of
the main challenges in large-scale commercialisation efforts of the IT–SOFCs, as evident
from the enormous amount of literature in this area of research.
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Figure 1.1: A schematic showing the operation of an SOFC.
1.1 Materials for the Electrolyte in Solid Oxide Fuel
Cells
References [5–9] provide a comprehensive review of the different candidate oxide ma-
terials for the electrolyte in SOFCs, such as fluorites, perovskites, apatite-structured
oxides, La2Mo2O9–based and Bi2O3–based materials, to name a few. These oxides have
in common unoccupied sites in the lattice that are equivalent to O2− ion lattice sites
and a low energy barrier for the O2− ions to hop between these sites. Materials that are
fluorite-structured especially have garnered wide interest due to their ability to tolerate
a large degree of lattice imperfection resulting from doping, hence possessing exceedingly
disordered structures with high concentrations of vacant O2− sites which promotes mi-
gration of O2− ions through the lattice [9]. The most popular of these cubic fluorites is
Y2O3-stabilised ZrO2 (YSZ), which is central to this work.
YSZ has long been the conventional choice for an O2− ion conducting material
ever since its first appearance in Nernst lamps; it possesses good mechanical and chemical
stability with other components of the SOFC as well as negligible electronic conductivity
within a wide range of oxygen partial pressure [6], properties ideal for an electrolyte
material in SOFCs. Its ionic conductivity comes from O2− vacancy hopping: if the cubic
fluorite structure of ZrO2 is thought of as a face-centred cubic lattice of Zr
4+ ions, then
the O2− ions are in the eight tetrahedral sites (Figure 1.2). Doping ZrO2 with a material
whose cation valence is lower than that of Zr4+, such as Y2O3, introduces an O
2− vacancy
for every two Y3+ ions:
Y2O3 −→ 2Y ′Zr + 3OxO + V
••
O (1.1)
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Figure 1.2: The cubic fluorite lattice of ZrO2, where the Zr
4+ ions are in blue and
O2−, red. This colour scheme is consistent throughout this thesis. The illustration
of this structure, as well as those of all other structures produced in this thesis, was
generated using Jmol, an open-source Java viewer for chemical structures in 3–dimensions
(http://www.jmol.org/).
It is the presence of these vacancies that allows O2− ions to hop from a tetrahedral
site to a neighbouring vacant tetrahedral site, thus producing the ionic conductivity
observed in YSZ. It has been well established that the optimum conductivity is attained
at 8–10 mol% of Y2O3 doping. However, for bulk YSZ material in the form of single
crystals and polycrystals, sufficiently high ionic conductivity is only achieved at high
temperatures, thereby limiting its use to high temperature SOFC. Steele [7] estimated,
for typical electrolyte thicknesses of 15 µm commonly produced by conventional ceramic
processing routes, a minimum conductivity of 0.01 Scm−1 would be required, which would
impose a minimum operating temperature of 700 for the traditional YSZ material.
Hence the prevailing general enthusiasm for the search for materials with high ionic
conductivity at lower temperatures for IT–SOFC applications. Among the alternative
materials to YSZ considered, gadolinia–doped ceria (GDC), lanthanum–gallate–based
materials and scandia–stabilised zirconia (ScSZ) are gaining considerable attention [5,
6, 9]. Although these materials exhibit conductivity superior to YSZ at intermediate
temperatures, there is significant electronic conduction in GDC at low oxygen partial
pressures [5, 10, 11], while doped lanthanum gallate is chemically unstable with typical
electrode materials [5, 12]. ScSZ, though chemically stable and possesses low electronic
conductivity very much like YSZ, is more costly than YSZ [5, 9]. Extensive research
effort is therefore currently concentrated on increasing the conductivity in YSZ at low
temperatures.
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1.2 Optimising the Electrolyte Conductivity—from
Nanocrystals to Heterostructures
It is well known that the properties of a material may be altered drastically when one or
more dimensions are reduced to the nanoscale. The earliest works that investigated this
effect on the ionic conductivity of YSZ were carried out on tetragonal-structured YSZ.
It was thought that the increased density of grain boundaries as a source of defects in
nanocrystalline materials might result in enhanced anion vacancy mobility along the grain
boundaries [13]. However, there have been conflicting reports: the ionic conductivity was
found to be independent of grain size in several studies of specimens with average grain
sizes from as small as 25 nm to 200 nm [14, 15] while other works reported enhancement
of grain boundary conductivity with decreasing grain size within the same range [16,
17]. Interestingly, the grain boundary conductivity was found to be lower than the bulk
conductivity in all these studies; Guo et al. evaluated this to be as much as 2 orders of
magnitude [16]. Similarly for cubic fluorite YSZ, reports for both increase [18–20] and
decrease [21, 22] of grain boundary conductivity in nanocrystalline specimens may be
found in the literature, although reference [18] found that despite the favourable increase
in the conductivity at the grain boundaries, the overall conductivity of their samples
decreased with decreasing grain size, leading to their conclusion that grain boundaries
impede ionic conduction. A study of the surface of nanocrystalline scandia-doped ceria
showed that O2− vacancies were frozen in at the surface of their samples, thus hindering
O2− ion transport along the surface; the authors hypothesised that this result would
extend to grain boundaries and other conducting oxides [23].
These mixed results may be due to a variety of causes: microcracks and pores
present in polycrystalline specimens produced by conventional ceramic sintering pro-
cesses [22], Si impurity usually present in commercial YSZ powders used as starting
material that forms an amorphous phase at grain boundaries [24], and grain boundaries
oriented perpendicular to electrical flow [17, 18] may influence the ionic conductivity of
the material. To eliminate these factors, fabricating heteroepitaxial nanometres–thick
films is the next logical step and is currently the subject of intense research [25–27]. Fol-
lowing reports of enhanced ionic conductivity in multilayered BaF2/CaF2 [28, 29] and
GDC/gadolinia–doped–zirconia (GDZ) [30, 31] systems, Kosacki and co–workers [32, 33]
observed an increase of conductivity with decreasing film thickness of YSZ epitaxial film
deposited on single crystal MgO substrate. This trend was reproduced by other in-
vestigations of epitaxial YSZ films on a variety of substrates including YSZ/insulator
multilayered epitaxies [34–37].
Varying degrees of conductivity enhancement and the accompanying decrease in
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activation energy of O2− ion conduction were reported for these systems. Where the YSZ
epitaxial film conductivity was enhanced, the interfacial conductivity was markedly higher
than that of the lattice: 3 to 4 orders of magnitude difference for the YSZ/MgO system
[33]. Korte and co-workers [27, 37] conducted a survey on these systems—namely multi-
layers of YSZ/Sc2O3, YSZ/Lu2O3, YSZ/Y2O3, YSZ/MgO and calcia-stabilised-zirconia
(CSZ)/Al2O3—and studied the effect of the lattice mismatch between the film and the
substrate, and hence the interfacial structure, on the ionic conductivity. They found
that with increasing lattice mismatch, and so increasing loss of coherent structure at
the interface, the interfacial conductivity increased. To explain this observation, they
postulated that it was the strain effects at the interface that contributed significantly
to the enhancement in conductivity, instead of the dislocations that were formed as a
result of lattice mismatch, since some enhancement could be observed in systems such as
YSZ/Y2O3 that contained a very low density of mismatch dislocations. In another study,
YSZ single crystals subjected to mechanical compression reportedly exhibited increased
conductivity with increasing plastic deformation [38]. The authors attributed this obser-
vation to increasing dislocation density in the specimens, as fast O2− ion diffusion along
dislocations in other systems has been shown [39].
While the improvement in conductivity in the heterostructures aforementioned was
at most two orders of magnitude [33], Garcia–Barriocanal et al. [40] recently reported,
just above room temperature, a surprising increase of 8 orders of magnitude in the con-
ductivity of 1 nm–thick 8 mol% YSZ sandwiched between two layers of (001) SrTiO3, as
compared to conductivity values of bulk YSZ. They claimed that the conductivity mea-
sured was purely ionic and suggested that this increase in conductivity was due to high
concentration of O2− vacancies along the interface planes which, together with the effect
of a highly strained YSZ lattice, enhanced the diffusion of O2− ions in the material. This
result, however, was met with considerable reservation by other researchers in the field
as O2− ions have never been shown to possess such high mobility at low temperatures.
That the YSZ layer was found to be completely coherent with SrTiO3 at the interface
was in itself unexpected, as the enormous amount of strain of about 7% experienced by
the YSZ lattice was more likely to have been relieved by dislocations at least; and as
mentioned above, some studies have shown that an incoherent interfacial structure with
dislocations was more likely to yield greatly enhanced high ionic conductivity. They also
discussed the possibility of a YSZ phase other than the defective cubic fluorite existing in
the epitaxial layer [27], as a structural change has been known to occur in AgI thin film
of an AgI/Al2O3 system resulting in enhanced Ag
+ ion conductivity [41, 42]. Schichtel
et al. [37] compared the conductivity of O2− ions in the SrTiO3/YSZ/SrTiO3 system
to that of Ag+ ions, which were known to have the highest ionic conductivity, yet fell 1
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order of magnitude short. They estimated from experimental measurements on strained
systems that the ionic conductivity of the YSZ layer in epitaxy with SrTiO3 was at most
2.5 orders of magnitude higher than that in bulk YSZ, even assuming that there were no
dislocations in the epitaxy to relieve the high strain.
Not only was the YSZ/SrTiO3 system reported to have an unusual degree of ionic
conductivity as well as perfectly coherent interfaces at very high strain, the authors also
found remarkably sharp interfaces, though they did not investigate mixing between the
layers. In a heteroepitaxial system of LaAlO3/SrTiO3 multilayer, significant interdiffusion
between the Sr2+ and La3+ cations was observed for LaAlO3 layer thickness of 1 to 3 unit
cells [43]. If there existed some intermixing between the layers in the YSZ/SrTiO3 system
as well, the YSZ layer may possibly contain some Sr2+ cations, forming some sort of
Y2O3–doped SrZrO3 material which has been reported to be an electronic conductor [44].
Charge leakage from components of the experimental apparatus might also artificially
contribute to the observed conductivity enhancement: Kim et al. cautioned that this
may be up to one order of magnitude increase for very thin YSZ films [45]. Xiangxin
Guo et al. [25], Xin Guo et al. [46] and Schichtel et al. [37] postulated that the observed
enhancement in conductivity might have p–type electronic contributions from the SrTiO3
layers. These three groups of authors all called for more concrete evidence on the nature
of the electrical carrier in this epitaxial system.
In an attempt to reproduce this peculiarity, Cavallaro et al. grew the same het-
erosystem using pulsed laser deposition and failed to recreate the highly coherent YSZ
layers; their YSZ layers showed a dramatic tendency for islanding surrounded by SrTiO3
matrix [47]. Curiously, the original group then discovered the same problem in their RF
sputtered films, and finally concluded that the growth mode of the YSZ layers was very
sensitive to the growth conditions: at the same growth temperature, slower deposition
rates resulted in more coherent YSZ films. At higher deposition rates, island growth
occurred with an orientation of [110](002)YSZ ‖ [001](110)SrTiO3 , different from that of
the original epitaxial film of [110](001)YSZ ‖ [100](001)SrTiO3 , though both resulted in a
massive 7% strain in the YSZ layer [48]. A detailed investigation by Cavallaro et al.,
however, revealed that the orientations, and hence the coherency, of YSZ thin films were
dependent on the terminating layer of the SrTiO3 substrate: epitaxial (001) films grew
only on SrO–termination planes while islands formed on TiO2 terminations [49]. The
original group found that the conductivity, which they were assured was ionic in nature,
was dependent on the epitaxial quality of the film: the (001) YSZ coherent film yielded
high conductivity, but the conductivity of the incoherent (110) film was comparable to
that of a bare SrTiO3 film [48]. In contrast, Cavallaro et al. reported that the electrical
conductivity in their incoherent films was almost similarly enhanced to the original sys-
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tem, but from 18O tracer experiments they observed no diffusion of the isotopes in the
lateral direction, thus inferring that the measured conductivity could not be ionic [47].
1.3 Theoretical studies of YSZ in the bulk
The atomic structure of the YSZ layer in the YSZ/SrTiO3 multilayer system had been
assumed to be cubic fluorite, and the mechanism of ionic conduction, postulated to be
enhanced at the interfaces, was not exactly known. Before these can be investigated,
an understanding of conduction in the bulk material in which the atomic structure is
already well–established is fundamental. Theoretical investigations especially, found in
abundance in the literature, have given invaluable insight into this subject.
Among the methods used to study O2− ion diffusion in bulk YSZ is the density
functional theory (DFT) approach. Using this technique, Bogicevic et al. studied the
ordering of O2− vacancies in the lattice [50, 51] and related the vacancy–dopant inter-
actions to the ionic conductivity in doped cubic ZrO2 as a function of dopant size [52].
Although the O2− vacancies were expected to be nearest neighbours to dopant cations due
to the vacancy–dopant electrostatic attraction, their results showed that the vacancies
preferred to be nearest neighbours to the smaller cation, whether it was the Zr4+ or the
dopant cation, and that the vacancies were also inclined to be in third nearest neighbour
positions in the <111> directions. The former observation was usually explained in terms
of coordination: smaller ions preferred a lower coordination with respect to O2− ions.
However, Bogicevic et al. explained this in terms of competing elastic and electrostatic
interactions. The Sc4+ ion, which is very slightly larger than the Zr4+ ion, is just big
enough to induce strain in the lattice that annihilated the vacancy–dopant electrostatic
attraction. The vacancy–dopant interaction being the weakest, the ionic conductivity
in ScSZ was the highest among a variety of doped ZrO2 materials as was experimen-
tally observed. As the dopant cation size increased or decreased away from that of the
Sc4+ ion, the vacancy–dopant binding energy increased, leading to adverse effects on the
conductivity of other doped ZrO2 materials.
Zacate et al. explained the vacancy site preference differently, in terms of long
range relaxation of the anions in the crystal [53]. While their model based on classical
potentials agreed with that of Bogicevic et al. above on the variation of vacancy–dopant
binding energy with dopant cation size and its effect on ionic conductivity, they found
that dopants larger than the Zr4+ ion hampered the relaxation of O2− ions towards the
vacancy site when the dopant was in the nearest neighbour position to the vacancy. If
the large dopant was the next nearest neighbour to the vacancy, the O2− ions about
the vacancy relaxed in all <100> directions up to the 5th nearest neighbour, in a manner
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Figure 1.3: Two adjacent cation (blue) tetrahedra, showing the hopping of an O2− ion
(red) to a neighbouring vacancy (translucent red) across the common edge in the 〈100〉
direction.
similar to having small dopants in the nearest neighbour positions to the vacancy.
The molecular dynamics (MD) technique using empirical potentials offers analysis
of ionic motion through the lattice of large systems. Catlow categorised the mechanism of
ion migration through a material into hopping, highly correlated and liquid-like diffusion
mechanisms [54]. In fluorite-structured materials such as YSZ, O2− ions have been shown
to conduct with the ion hopping mechanism [55]. MD simulations [55, 56], in agreement
with experimental data [57], indicated that the hops occur mainly in the <100> directions,
rarely or never in the <110> and the <111> directions. Shimojo et al. [58] explored O2−
ion diffusion in the <100> directions in terms of the cationic tetrahedra that the anions
occupied (Figure 1.3). They reported that anion jumps between neighbouring tetrahedra
which have common Zr–Zr edge and at least one Y3+ ion in a corner of each tetrahedra,
were more favourable. Very few jumps occurred through Y–Y common edge, and this
was confirmed by Sawaguchi et al. [56] and Kilo et al. [59]. Analysing the profile of
the potential energy within a tetrahedron, Shimojo et al. [60] further showed that, in
tetrahedra consisting of both Y3+ and Zr4+ ions, the energy rose higher towards a Y–Y
edge than a Zr–Zr edge. While at low concentrations of Y2O3 doping, increasing O
2−
vacancy concentration increased the ionic conductivity of the material, they rationalised
the experimentally observed decrease in O2− ion conductivity with increasing Y2O3 con-
centration after the peak around 8–10 mol% with their findings: an increasing number
of Y3+ ions trapped the O2− ions in their tetrahedra and hindered their motion.
In addition to the O2− ion trapping, Krishnamurthy et al. [61] found strong
correlation between the vacancy hops that also contributed to the decrease in conductivity
at high Y2O3 content. In their vacancy hopping analytical model in which the hops were
uncorrelated, the resulting variation of the conductivity with Y2O3 composition was in
poor agreement with experimental results. When stronger correlation was included in the
model, the agreement improved significantly. Pietrucci et al. [62] considered all possible
24
configurations with vacancies in at least the third nearest neighbour sites and found that
half of the possible configurations were unstable. Thus when a vacancy jumped to an
unstable state, multiple vacancy concerted hops resulted. Single vacancy jumps were also
possible; however, they reported that its activation energy had a strong dependence on
the relative positions of other vacancies, and that the strength of this dependence was
similar to that of vacancies with nearest neighbour Y3+ ions.
1.4 The Effect of Dopant Ordering in Bulk YSZ
Perhaps the earliest atomistic simulation work on YSZ-based multilayer structures was
attempted by Okazaki et al. [63], who constructed alternate planes of ZrO2 and Y2O3
by simply substituting all the Zr4+ ions in certain x–y planes with Y3+ ions. Two such
superlattices were generated: having only Y3+ ions in every third plane results in 20 mol%
Y2O3 concentration and having them in every other plane, 33 mol% Y2O3 concentration.
Details of the compensating O2− vacancy sites in the lattices were not given in the report.
At both concentrations, the diffusivities of O2− ions were higher—and that at 33 mol%
was 3 times higher—as compared to a system with randomly distributed Y3+ ions. At
20 mol% concentration, O2− ions were more mobile in the x–y plane, especially those
between layers of Y3+ and Zr4+ ions, while mobility in the z–direction was significantly
lower. O2− ions between two layers of Zr4+ ions were most localised. In contrast, at 33
mol% concentration there was no such restriction, resulting in higher diffusivity, and the
anisotropy was not observed. The latter was due to greater motion in the z–direction
as a considerable number of jumps across a plane of Zr4+ ions occurred, though jumps
across a plane of Y3+ ions were much fewer. This observation agrees exactly with the
optimum O2− ion tetrahedron configuration for the anion migration reported by Shimojo
et al. [58, 60].
In contrast, Tarancon et al. [64] reported opposite results when Y3+ ions were
concentrated in a certain plane in a supercell of 5×5×5 unit cells of 8 mol% YSZ. Based
on the classical description of their model, they computed an activation energy of 0.9 eV
for their system, which was higher than the activation energy of 0.7 eV calculated for the
case where dopant ions were dispersed randomly within their model. Unlike Okazaki’s
model, though, their planes containing Y3+ ions were only partially filled with dopant
ions, rather than being entirely saturated.
However, when Lee et al. [65] investigated the O2− ion diffusivity in their 8 mol%
YSZ model in which the Y3+ ions were concentrated in (001) planes—and these planes
contained no Zr4+ ions—they also found that the ionic conductivity in their system was
lower than that in a system in which the dopants were randomly distributed. They
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calculated the conductivity using a kinetic Monte Carlo (KMC) model based on barrier
energies computed with a cluster expansion fitted to DFT. While their result did not
agree with that by Okazaki et al., it has to be noted that the concentration in their
model was different, which might have contributed to the discrepancy. Lee et al. also
reported a reduction in anionic conductivity when the Y3+ ions were concentrated in
spherical clusters. From these results, they observed that in both configurations, while
some O2− vacancies were second nearest neighbours to some dopant ions, others were
first nearest neighbours to other dopant ions, leading to O2− vacancy trapping by the
dopant ions. Thus they found an optimum distribution of the Y3+ ions in [100] rows.
At optimal separation of the dopant rows with a period of 1.5a and 2a in the y and z
directions respectively, where a is the lattice constant, the conductivity of the O2− ions
was improved by more than two orders of magnitude at 300 K. The theory that Lee et
al. is proposing is that two effects are needed in order to enhance the ionic conductivity
of a ZrO2 system: firstly the number of vacancies needs to be increased as much as
possible, because these are the charge carriers. This can be done by doping the system
with Y2O3, because the inclusion of Y
3+ ions lowers the vacancy formation energy or, in
other words, it traps vacancies. However, the trapping itself tends to reduce the effective
mobility of those vacancies, because they have to escape from the traps in order to execute
long–range diffusion paths. Therefore, the other effect needed is to minimise the energy
barriers. The linear arrangement of Y3+ ions appears to be a favourable compromise
between these competing effects.
1.5 Analytical Studies of Interfaces in Ionic Conduc-
tors
For materials in which interfaces are present—grain and heterophase boundaries—the ef-
fect of interfaces on ionic conductivity is usually explained in terms of space charge. Jiang
et al. constructed a space charge model [13] and combined it with a percolation model
[66], which predicted enhanced conductivity at interfaces, provided that the accumulated
defects had a lower activation energy than the depleted defects at the interface. They
gave an example in which this condition was not met: at a PbCl2/Al2O3 interface, Pb
2+
vacancies were accumulated instead of Cl− vacancies which had the lower activation en-
ergy, and therefore the ionic conductivity in such a system was lower than that in a perfect
crystal of PbCl2. Thus if the condition was met, polycrystals would have had a higher
conductivity than the single crystal of the same material, though they estimated this
amount would be no more than 1 order of magnitude for any ionic conductor polycrystal.
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While this was true at the time of publication, there have since been reports of up to 3
orders of magnitude enhancement for YSZ polycrystals [19, 20] (though, as mentioned
earlier, both improvement and the lack of it in the material have been experimentally
observed).
Maier and co–workers developed their own space charge model rather extensively
[67–72]. It has been used to analyse grain boundaries in nanocrystalline halide materials
[73, 74], doped ZrO2 materials [75], ceria [76], and interfaces in halide/insulator based
materials [73, 74] and systems consisting of two different halide materials [73] including
the CaF2/BaF2 multilayer epitaxial structure [77, 78]. This model, unlike that of Jiang’s,
described a depletion of defects such as anion vacancies in anionic conductors in the space
charge layer, due to accumulation of defects at the interface core; thus in materials like
YSZ it predicted the conductivity to be lower at the grain boundaries in nanocrystals
than within the bulk, though the grain boundary conductivity increased with decreasing
grain size. This effect was observed in their experiments [16] (though there have been
experiments reported with opposite results as aforementioned).
Constructed for systems with dilute mobile defects [69, 79], this space charge
model was found to be inadequate by Korte and co–workers to describe systems with
extrinsic defects which have high concentrations of defects, large surface charges and large
space charge potentials such as their YSZ/insulator multilayer systems [80]. Therefore
they analytically derived the contribution of interface and bulk separately to the total
conductivity, ignoring the effects of space charge since the estimated Debye lengths in
their systems were tiny [80]. They then expanded the analysis to take into account
structural disorder at the interface, relating the conductivity of the epitaxial thin film to
the lattice mismatch between the film and the substrate, as well as dislocation density at
the interface in the thin film [27, 36, 37]. It was with this analysis that they estimated an
improvement of at most 2.5 orders of magnitude in the conductivity of 1 nm thick YSZ
epitaxial film in a SrTiO3/YSZ/SrTiO3 system.
1.6 Atomistic Investigations of Interfacial Conduc-
tivity
Fisher et al. [81] investigated O2− vacancy diffusion along Σ5 (310)/[001] grain boundaries
in pure ZrO2 and YSZ at temperatures between 1200 K and 2673 K using MD with rigid
ion potentials. Comparing the diffusion rate along the grain boundary and through a
lattice of a single crystal of pure ZrO2 containing an equivalent number of vacancies
dispersed randomly throughout the lattice, they found that the O2− vacancies were more
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mobile in the bulk. In the system with a grain boundary, the vacancies were localised at
the grain boundary, and diffused along the boundary at a slower rate. A similar effect was
observed at YSZ grain boundaries. If the Y3+ ions were segregated at the grain boundary,
the vacancies were localised there. This resulted in little vacancy diffusion occurring in
the bulk, and vacancy motion mostly occurred along the grain boundaries. The resulting
suppression of ionic conduction in polycrystals appears to agree with the predictions
of the space charge model of Maier and co–workers mentioned earlier. Furthermore,
Fisher et al. found that if the vacancies were randomly distributed initially with the Y3+
ions concentrated along the grain boundaries, the vacancies were attracted to the grain
boundary. The authors inferred this as an explanation for the experimentally observed
degradation in conductivity when the material is subjected to high temperatures for long
periods.
More favourable results were reported for ionic conductivity in YSZ/CeO2 multi-
layer systems. In a superlattice of alternating YSZ and CeO2 layers in which the YSZ
layer was strained to match the lattice parameter of CeO2, the anion diffusivity was found
to be 1.7 times higher than in bulk YSZ by Suzuki et al. using a rigid ion model–based
MD simulations, although the diffusion was suppressed in the interfacial region [82]. This
work demonstrated the enhancement in diffusion that was entirely due to strain within
a bulk lattice. Sayle et al. [83] conducted a more comprehensive study on this system,
simulating amorphisation and recrystallisation of the multilayers to include an interfacial
layer where the mixing of materials and dislocations were present. (It is noted here that
both YSZ and CeO2 have the fluorite structure, and that this system is analogous to
those of BaF2/CaF2 and GDC/GDZ fabricated by Sata et al. [28] and Azad et al. [30]
respectively.) The O2− ions were highly ordered in the (undoped) CeO2 layer but disor-
dered in the YSZ layer; no improvement in the anion diffusion was observed in the CeO2
layer, while the diffusion was enhanced and greatest in the YSZ layer. Like Suzuki et al.,
they noted significantly diminished anion mobility at the interface. They compared this
result with the experimentally observed decline in conductivity of both BaF2/CaF2 and
GDC/GDZ systems with decreasing film thickness below 15 nm thick [28, 30]. Sayle et
al. also reported that they observed no enhanced O2− mobility along the dislocations in
contrast to the claim by Otsuka et al. [38].
Using the same simulation technique of amorphisation and recrystallisation as
Sayle et al., Sankaranarayanan et al. [84] studied layer interface and free surface conduc-
tivity of YSZ films on MgO layers. They observed a higher concentration of Y3+ ions at
the free surface than at the interface, and little intermixing between the layers. In YSZ
films as thin as 3 nm, they reported anion diffusivity to be higher at the interface than
that at the surface or in the middle of the YSZ layer, with the surface diffusivity being
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the lowest. However, in a 9 nm film, the diffusivity at the interface was lower than that
at the surface and within the layer. They also found a larger difference between the dif-
fusivities of films with different thicknesses at lower temperatures, and attributed this to
a greater effect of the interfacial conductivity at low temperatures, with the contribution
from bulk conductivity becoming more important with increasing temperature.
Since the publication by Garcia-Barriocanal et al. [40], interest in YSZ/SrTiO3
multilayer simulations has emerged. Based on the orientation of the YSZ film that Garcia-
Barriocanal et al. proposed, Kushima et al. [85] constructed a model with a 1.5 nm
thick ZrO2 layer, assuming a cubic fluorite YSZ lattice structure in coherent epitaxy
with SrTiO3. The results from their calculations from first principles showed that the
vacancies preferred to be located at the second YSZ layer from the interface, rather than
at the interface plane. Thus they inferred that even without Y2O3 doping, there might
be enhanced ionic conduction due to the higher vacancy concentration in the middle of
the layer but do not expect this enhancement to be significant.
In the literature of YSZ/SrTiO3 multilayers, the YSZ structure was always re-
ported to be fluorite from experimental observations or, in simulation work, assumed to
be fluorite in the orientation proposed in the original paper. Pennycook et al. [86], us-
ing simulated annealing with DFT, found that the bulk 7%–strained cubic fluorite ZrO2
phase transformed into a completely different phase which they could not identify. In the
YSZ/SrTiO3 multilayers, in which the SrTiO3 layers were terminated with TiO2 planes
as reported by Garcia-Barriocanal et al., the O2− sublattice was evidently disordered,
indicating a phase other than fluorite. From MD simulations, they inferred 6 orders of
magnitude enhancement in ionic conductivity of the heterostructure. They attributed
the remaining 2 orders to space charge effects; however, in materials with high doping
concentration, space charge effects may be assumed to be insignificant [27]. De Souza
estimated this to contribute at most an enhancement of just under 1 order of magnitude
[87]. Pennycook et al. further observed that the O2− ions at the interfacial plane of the
YSZ layer were trapped in their lattice sites by the SrTiO3 layer, thus O
2− ion diffusion
preferentially occurred in the middle of the YSZ layer. The bulk structure of their newly
discovered phase, which they associated with their epitaxial structure in which the O2−
sublattice was disordered, was found to be higher in energy than the unstrained bulk
cubic fluorite ZrO2 but lower than the strained bulk fluorite ZrO2 at 7% strain. They
postulated that this phase would explain the coherency and hence the high degree of ionic
conductivity of the YSZ films up to a thickness of 30 nm.
Pennycook et al. [88] substantiated their predicted new epitaxial phase with Elec-
tron Energy Loss Spectroscopy (EELS) analysis of the multilayers. The experimental
O–K edge fine structure of bulk cubic fluorite ZrO2 was reported to be smeared out in
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the YSZ film of the YSZ/SrTiO3 multilayers, consistent with simulated fine structures.
EELS elemental mapping of oxygen in the film too was found to be unresolved in both
experimental and simulated mappings, unlike clear resolved maps of oxygen columns in
ordered bulk YSZ. The zirconium maps too were somewhat unresolved, though not as
much as the oxygen maps, indicating that there is some disorder within the zirconium
columns.
1.7 Anion Diffusion in Strained Bulk YSZ
With reports of enhanced ionic conductivity in epitaxial thin films, there has been much
interest in the influence of strain on the conductivity. A brief study by Suzuki et al. [82]
using MD with interatomic pair potentials showed that the diffusivity of O2− ions in a
YSZ lattice strained by 5% was 2.7 times higher than that in an unstrained lattice, due
to larger cation–cation distances and vibrational amplitudes which lowered the energy
barrier. In their report, they made no mention of any change in structure in YSZ at
excessive strains.
Araki et al. [89] investigated, using the same method but with different interatomic
potentials, the effect of uniaxial, biaxial and hydrostatic strain on the O2− ion diffusivity
in YSZ. Under uniaxial strain, the diffusivity was reported to be improved in the tensile
direction but suppressed in the compressive directions. With biaxial and hydrostatic
strains, the overall diffusivity was found to be enhanced. They, in contrast to Suzuki et
al., reported a change in their YSZ structure at strains higher than 3%.
A similar investigation by Dezanneau et al. [90] was reported with similar results.
They, too, found improved anionic diffusivity with biaxial strain in YSZ, with maximum
improvement occurring around 3% tensile strain. They attributed the improvement to
increased distances between the cations, thus decreasing the migration energy barrier.
However, the increase in diffusivity at optimum strain was calculated to be less than
twice that in bulk YSZ at 833 K. The drop in diffusivity beyond strains of 3% was found
to coincide with a change in the YSZ structure.
The results of ab initio calculations by Kushima et al. [91] were consistent with
the above studies. They reported an optimum strain at 4% for bulk YSZ. Like Dezanneau
et al., they found that at low strains, migration space increased with strain, and this was
favourable for O2− ions ion migration. Above the optimum strain, they observed the
breaking of a bond of the fourfold coordinated O2− with cations, resulting in threefold
coordination of O2− ions. This implied a stronger bond between O2− and cations, thus
increasing the migration energy barrier.
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1.8 The Theoretical Models of Zirconia
The above results, which were obtained using empirical potentials, need to be treated
with caution. As these potentials assume fixed formal charges on the ions, they may
be adequate for highly ionic materials but they do not describe covalent materials sat-
isfactorily [92], and some degree of covalency in ZrO2 has been reported [93]. Sayle et
al. calculated activation energy values for O2− ion conduction in their simulation to be
much lower than those obtained from experiment, and acknowledged this as a common
failing of empirical potentials [83]. Zacate et al. used parameters of their Buckingham
potentials which were fitted to model cubic doped ZrO2 reasonably well [53]. However,
these potentials were unable to produce the tetragonal structure as a metastable phase
[94]. Schelling et al. [94] modified the parameters to these potentials to describe the
transition of the cubic phase to the tetragonal phase in ZrO2. These potentials stabilised
the cubic ZrO2 phase with yttria doping but at a lower concentration of 4 mol% than
the experimental value of 8 mol%. They also realised that their set of parameters yielded
the orthorhombic columbite (α–PbO2) structure instead of the monoclinic baddeleyite
structure as the most stable phase at 0 K.
Thus it is obvious that classical models fail to simultaneously describe all of the
ZrO2 structures with the right energetic ordering. At ambient pressure, the structure
of pure ZrO2 is the monoclinic baddeleyite structure (space group P21/c) with the Zr
4+
ions in sevenfold coordination with the O2− ions (Figure 1.4a). This structure transforms
to the eightfold coordinated tetragonal structure (P42/nmc) (Figure 1.4b) and then the
cubic fluorite structure (Fm3m), also eightfold coordinated (Figure 1.4c), with increasing
temperature. Doping for instance with Y2O3 introduces O
2− vacancies into the lattice,
and it is the vacancies that stabilise the cubic fluorite or the tetragonal structure at lower
temperatures, depending on the concentration [96]. Figure 1.5 shows the phase diagram
of YSZ. These structures have all been observed experimentally without ambiguity; how-
ever, the identities of high pressure phases of pure ZrO2 at ambient temperature have
yet to be resolved with certainty. Commonly reported phases include the orthorhombic
Pbca [97] and Pnma (isostructural to cotunnite PbCl2) [98, 99] phases with increasing
applied pressure in that order. There have been reports of an orthorhombic Pbcm struc-
ture being detected instead of the Pbca structure [100], and structures with space groups
Pbc21 [101], P212121 [102] and Pmnb [103] have also been found at very high pressures.
Classical models frequently stabilise the tetragonal rutile TiO2 (P42/mnm) and/or or-
thorhombic columbite α-PbO2 (Pbcn) phases, neither of which have ever been reported
experimentally for ZrO2, with respect to the ground state baddeleyite phase. Wilson et
al. [104] investigated the relative energies of these hypothetical phases and the experi-
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(a)
(c)
(b)
Figure 1.4: (a) The monoclinic (baddeleyite) structure, (b) the tetragonal fluorite struc-
ture and (c) the cubic fluorite structure. In the tetragonal structure, the O2− ions are
displaced from the cubic fluorite lattice sites in alternating columns.
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Figure 1.5: Phase diagram of YSZ, taken from reference [95]. The monoclinic, tetragonal
and cubic fluorite phases are labelled as m–ZrO2, t–ZrO2 and c–ZrO2 respectively.
mentally observed phases using a more complex model—the compressible ion model with
both dipole and quadrupole polarisability of O2− ions—in an attempt to produce a model
with better transferability than that with simple empirical potentials. While the model
appeared to stabilise the monoclinic structure over the rutile1 and columbite structures,
these latter structures were more stable than the fluorite and cotunnite structures.
It appears that a more quantum mechanically based model is required to yield
the right energetic ordering of the ZrO2 structures. Finnis and co–workers [93, 105]
constructed a self-consistent tight binding model which not only produced the relative
energies of the monoclinic, tetragonal and cubic structures in the right order, but also
gave the rutile structure a higher energy than the cubic structure. They reported that the
polarizability of O2− ions and especially the covalency of the Zr–O bonds were essential
to obtain this ordering.
Their results compared favourably to those obtained using DFT within the local
density approximation (LDA) [106, 107]. When using pseudopotentials for DFT calcula-
tions, it has been well established that the semicore states of Zr and Y must be treated
as valence states. Exclusion of the semicore states has been reported to result in inac-
curate Zr–O bond lengths [108] and cubic lattice parameter [106]. In one flawed study
of ZrO2 structures using DFT, the lack of semicore states produced brookite, cotunnite
and orthorhombic Pbc21 structures, with increasing energy in that order, as more stable
than the monoclinic structure [109].
1In fact there was an error in that paper, and the rutile structure did in fact have a lower energy
when this was recalculated by Nigel Marks (M.W. Finnis, private communication).
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1.9 Conclusions and Outline of Project
The recent experimental results of ionic conductivity in oxide heterostructures (as well
as in nanocrystals) highlight the lack of fundamental understanding of ionic conduction
mechanisms in such systems. The YSZ material is of technological importance, and thus
theoretical analysis in this area is needed to engineer optimal conductivity in the material.
Existing analytical models do not satisfactorily describe such heterosystems, especially
the YSZ/SrTiO3 system. Atomistic simulations of heterolayers with the same basic lattice
structures in each layer—e.g. multilayer of fluorite CeO2 and fluorite YSZ—have been
reported. In these studies, suppression of ionic mobility at the interfaces was observed,
although the overall diffusivity of the systems was enhanced. The very modest enhance-
ment in ionic conductivity of multilayers with the same lattice structures predicted from
the MD analyses do not compare to the orders of magnitude increase reported for het-
erolayers of different structures, such as the (fluorite)YSZ/(rocksalt)MgO [33] and the
(fluorite)CSZ/(corundrum)Al2O3 multilayers [80].
This work will be based on the YSZ/SrTiO3 multilayer structures reported by
Garcia–Barriocanal et al. [40], as this presents the most interesting case study. The
hugely enhanced conductivity in the system could not be explained by the analytical
model of Schichtel et al. [37] in terms of the strain experienced by the YSZ lattice, nor
by other studies of strained bulk YSZ using MD and KMC methods. Therefore, it is clear
that if the conductivity is truly ionic, mere strain cannot account for ionic conductivity
of such magnitude. Possible electronic conduction in the system has been speculated;
however, before rejecting the possibility of very high ionic conductivity it is noted that
the strained bulk YSZ studies suggest strongly the need to consider phase changes in
highly strained states. Ab initio simulations by Pennycook et al. [86] in which a new
phase was discovered, appeared to support the reported high ionic conductivity in the
system, but their own estimate was still 2 orders of magnitude too low. Furthermore,
their MD simulation timescale of several picoseconds was rather limited for the calcu-
lated conductivity enhancement to be conclusive. Thus there is not yet a satisfactory
explanation for the conductivity observed in the YSZ/SrTiO3 system.
A scanning transmission electron microscopy (STEM) image of a multilayer (1
nm)YSZ/SrTiO3 system with nine YSZ/SrTiO3 repeat layers synthesised by Garcia–Bar-
riocanal et al. revealed that the cation lattice of the YSZ layer, at least, was perfectly
coherent with that of SrTiO3. They deduced that the 2 unit cell–thick YSZ lattice layer
was 45◦ rotated about the z–axis, with the diagonal of the unit cell in the x–y plane
accommodating the length of two unit cells of SrTiO3, resulting in an expansive strain of
7%. They suggested, from the results of the EELS line traces, that the termination plane
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of the SrTiO3 layer was always TiO2. In the work reported in this thesis, the energy
landscapes of systems comprising pure ZrO2 and YSZ layers in epitaxy with SrTiO3 were
explored using a hybrid strategy seeking for the lowest energy structure or structures,
whereby the classical potentials, being cheap to compute, were first used in conjunction
with a genetic algorithm and the Broyden–Fletcher–Goldfarb–Shanno (BFGS) minimi-
sation technique. Then having obtained a set of plausible structures, DFT calculations
were performed to further relax them in order to obtain a more reliable ordering and
magnitude of their energies. Perfectly coherent interfaces between the layers were as-
sumed, and only charge–neutral systems were considered. The most stable YSZ/SrTiO3
configuration was selected for MD simulations using classical interatomic potentials to
estimate the diffusivity and activation energy of the O2− ion diffusion in the system.
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Chapter 2
Theory and Simulation Methods
The review in the previous chapter has shown that DFT calculations are reasonably accu-
rate, as they are able to describe the various ZrO2 bulk structures at ambient temperature
and pressure with the right energetic ordering. This method would have been selected
to be used exclusively in this work, except for the fact that it is too computationally
expensive for extensive energy calculations. Exploring as large an area as possible of the
energy landscape for favourable configurations would involve too many expensive energy
calculations for this technique to be feasible. MD simulations based on this energy calcu-
lation method would only allow very short simulated times of about a few picoseconds.
Such short runs are unlikely to allow a metastable higher energy structure to find the
most stable configuration, and it is impossible to extract a reliable diffusion coefficient
from the motion of atoms during the simulation while the structure is still seeking a free
energy minimum. Even if the free energy minimum is established in advance, the feasible
MD simulation times are very short on the timescale of diffusive atomic jumps.
On the other hand, simulations using classical potentials, which are much cheaper
computationally, would overcome the timescale problem, but their reliability for structure
prediction and their quantitative accuracy are questionable. It is proposed that the
classical approach would be useful to generate a relatively small set of plausible low energy
structures, whose energies and structures can then be evaluated more accurately with
DFT. Furthermore, it is known that more than one structure may exist during fabrication
at finite temperature, or that experimental conditions may favour the appearance of a
metastable structure. Therefore it is a positive advantage if more than one metastable
configuration can be found, rather than finding only the ground state, in case we can
identify closely competing structures.
A genetic algorithm technique which was used to determine grain boundary inter-
face structures in SrTiO3 [110], was applied to this work to explore the energy landscape,
seeking stable ZrO2/SrTiO3 multilayer structures. This technique evolves the boundary
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structure towards the one with the minimum energy; in this work, the energies were
computed using classical potentials. The genetic algorithm has the ability to allow a
system to escape from structures where the energy landscape has a local minimum, al-
though certain ‘niches’ of structure, by analogy with biological evolution, can persist for
an indeterminate time in some runs. There are other methods that also search for the
global minimum, such as simulated annealing and nested sampling, but the genetic algo-
rithm was selected for this work since its ability to suggest unexpected configurations, as
demonstrated in reference [110], would be useful, and I am not aware of its being applied
since the original paper was published.
Minimisation techniques that are more likely to result in a structure being trapped
in a local minimum include the Broyden-Fletcher-Goldfarb-Shanno (BFGS) method. This
was used for quick structural relaxations with classical potentials during and after genetic
algorithm simulations. Low energy configurations that emerged from the genetic algo-
rithm simulations were optimised in DFT computations using this minimisation method
as well.
MD simulation with classical potentials, rather than with DFT calculations, was
chosen to study possible low barrier paths for ionic diffusion in the low energy structures,
for the advantages listed above, since it would allow simulation timescales on the order
of nanoseconds. The limited quantitative accuracy of such simulations is acknowledged,
but they should serve as a starting point for further investigations.
Computation work in this thesis was performed on the Imperial College High
Performance Computing Service facilities as well as HECToR. HECToR is the UK’s
national high-performance computing service, which is provided by UoE HPCx Ltd at
the University of Edinburgh, Cray Inc and NAG Ltd and funded by the Office of Science
and Technology through EPSRC’s High End Computing Programme.
2.1 Structure Searching
As mentioned in the text above, this work utilised two structural energy minimisation
techniques. The BFGS method, which may or may not allow a structure to traverse
relatively small, nearby energy barriers, with an outcome that would depend on the initial
configuration, is discussed briefly in the next section. This is followed by a description
of the genetic algorithm, which searches the energy landscape more extensively for low
energy configurations and in theory is aiming for the global minimum, which does not
depend on the starting point.
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2.1.1 The BFGS method
The BFGS method [111–114] is an optimisation technique derived from the Newton’s
method. It looks for an extremum in a function and assumes that the region about the
extremum is approximately a quadratic Taylor expansion:
f(x) ≈ c− b · x + 1
2
x ·A · x
When applied to an energy calculation of a structure, the function f(x) is a multidi-
mensional potential energy surface. The first and second derivatives of the function are
required to find the minima. However, in the BFGS method the Hessian matrix, which
is a matrix of second derivatives of the function, does not need to be computed at any
point. Instead it is updated iteratively with knowledge of the first derivatives. (Thus the
BFGS method is one of the quasi-Newton methods, also known as the variable metric
methods.)
Structural optimisation using the BFGS method comes as a standard feature in
commercially available codes such as the General Utility Lattice Programme (GULP)
[115] and the Cambridge Serial Total Energy Package (CASTEP) [116]. The energies of
structures were calculated based on classical interatomic potentials (Section 2.3.1) using
GULP, and DFT (Section 2.3.2) using CASTEP.
2.1.2 The genetic algorithm
The genetic algorithm borrows the idea from biological evolution: the survival of the
fittest. It comprises six procedures: creation of the population, crossover, mutation, ex-
change, energy ranking and selection. The last five of these are repeated from generation
to generation. Figure 2.1 illustrates these stages.
The population was generated by replicating the input supercell, and consisted of
a fixed number of copies, NΓ = 20 for the simulations in this work. The atoms within
a certain region in each supercell copy could be assigned random positions, and each
supercell would have a different configuration within the designated randomised region.
Periodic boundary conditions were imposed on each cell. This population of supercells
would evolve in the search for the lowest energy structure.
In the crossover stage, a number of pairs of configurations was randomly chosen,
arbitrarily fixed at a fraction ζ = 0.9 of NΓ. A cuboid of random size (but smaller
than that of the supercells) and position was generated for each pair of the selected
configurations such that the number of atoms of each species was equal in the cuboid of
each member of a pair. The positions of a set of atoms in the cuboid of one configuration
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(a) Initial configuration (b) Crossover 
(c) Mutation (d) Exchange 
(e) Tournament selection (f) New population 
Perfect crystal Perfect crystal Randomised 
region 
Figure 2.1: A schematic diagram of the procedures in the genetic algorithm – crossover,
mutation, exchange, tournament selection of pairs of configurations and selection of the
lower energy configuration from each pair to form the next population. Atoms of different
species are denoted with different colours. Darker shaded cells in (e) and (f) indicate
higher potential energies of the configurations.
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were exchanged with those in its chosen partner.
The mutation procedure consists of applying small positional displacements to all
of the atoms in each configuration. The biological advantage of mutation is to increase
the diversity of the population. This is also true in the present context, but now mutation
is also recognizable as the step necessary in order for atoms to find nearby energy con-
figurations of lower energy, which in conventional methods might be achieved by BFGS
or other deterministic methods of optimisation. The displacements were determined by
randomly selected vectors from a 3–dimensional Gaussian distribution with zero mean
and standard deviation σα = s
maxdα, where dα = 1−|Oα| is the local disorder. The order
parameter Oα describes the crystallinity in a region in space where Oα = 0 corresponds
to a completely amorphous region and Oα = 1, a completely crystalline region. Oα,
whose mathematical definition is outlined in reference [110], functions merely to confine
most of the evolution to regions of high energy but do not interfere with the algorithm;
in this case it influences the magnitude of the displacement (or mutation) so as to de-
crease the magnitude in a crystalline region where mutation of the position of the atoms
is less necessary than in amorphous regions. smax was arbitrarily set between 0.7A˚ to
1.1A˚. The lengths of the supercells in the x–, y– and z–directions could also be ‘mu-
tated’: the change in a length was selected from a normal distribution with zero mean
and standard deviation σ = lmaxi 〈d〉. The subscript i corresponds to the i–direction and
lmaxx = l
max
y = l
max
z = 0.8A˚. 〈d〉 is the disorder averaged over the whole supercell.
The exchange stage swaps the positions of two atoms of different species selected
with probability P ∝ dα within a configuration. This allows atoms which normally reside
in high symmetry sites but have been interchanged between these sites, to escape from
a deep local minimum; the probability for this to occur via crossover or mutation is
very low. The atoms within a sphere of radius rx about each of the exchanged atoms
were relaxed using the BFGS method. The value of rx was selected from an exponential
distribution with mean r0 = 1.5A˚. The exchange of the two atoms was accepted provided
that the energy of the system was lowered by at least ∆ = 5.0eV and that the total
order increased as a result of the exchange; the value of ∆ was selected such that small
perturbations of the system were not considered at this stage. If the process failed to
meet both requirements, then the configuration of the supercell reverted to that of the
original.
The configurations for the next generation were selected via a tournament selection
of size two: pairs of configurations were selected randomly (with replacement) from the
population and the configuration with the lower energy from each pair was chosen to be
a member of the population in the next generation. The selections were carried out with
replacement such that clones of some configurations might appear in the new population.
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This selection process was repeated until the new population was complete, keeping the
population sizeNΓ constant with each generation. In this way, some metastable structures
might survive through the generations.
The algorithm then looped back to the crossover stage and repeated, until the
system stabilised into a low energy configuration which was then extracted and fully
relaxed using the BFGS method in GULP. Approximately 5000 generations was usually
sufficient for a structure to settle into a configuration of relatively low energy, and several
simulation runs were made to obtain a variety of metastable structures. All energy
evaluations of the configurations were based on classical interatomic potentials, details
of which are given in Section 2.3.1. The current version of the algorithm, which was
written by Chua [110], featured variable a, b and c cell lengths during the simulation run;
capabilities for non–orthorhombic cells, with variable cell angles, have not been included
in this version. The parameters mentioned in the text above were chosen to be the same
as those in reference [110]; although they might not be optimal to produce the globally
stable structure efficiently, this was not explored and would be a subject for future work.
2.2 Ionic diffusion
The diffusion of O2− ions in a configuration was investigated using MD simulations. From
the results of these simulations, displacements of the ions were obtained, from which the
diffusivity and hence the activation energy could be calculated. The next section gives a
brief overview of this simulation technique.
2.2.1 Molecular dynamics
MD is a simulation of the motion of atoms in a system from which macroscopic thermo-
dynamic properties may be extracted. I have used classical MD, in which the ions are
classical particles whose motion is described by Newton’s second law:
Fi = mi
d2ri
dt2
(2.1)
where Fi is the force acting on atom i at position ri and time t, and mi is the mass of atom
i. In this work, the simulated system was periodic in all three dimensions and the atoms
were treated as hard spheres with fixed formal charges. Their interactions were described
by classical interatomic pair potentials V (rij) (discussed further in Section 2.3.1) from
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which the forces Fi were calculated according to:
Fi = −
∑
j
∇iV (rij) (2.2)
The equations of motion were integrated numerically using the Leapfrog Verlet integra-
tor implemented in GULP. The isothermal–isobaric NPT ensemble was used, in which
constant number of atoms (N), pressure (P) and temperature (T) were maintained. A
thermostat and barostat were applied to regulate the temperature and pressure of the
system respectively. There are several thermostatting and barostatting schemes; one
of the most satisfactory ones is the Nose–Hoover scheme [117–119]. The Nose–Hoover
thermostat couples the system to a heat bath which allows energy to flow to and from
it to keep the average temperature of the system constant, while the barostat controls
the pressure of the system by varying the cell size and shape. In the MD simulations
using GULP, the NPT ensemble was employed using a modified Nose–Hoover form of
thermostatting and barostatting schemes based on Melchionna et al. [120]
2.3 Total Energy Methods
In the classical model, the ions were treated as classical particles with fixed formal charges.
Attractive and repulsive interactions between the ions were modelled with empirical pair
potentials, described in the following section. This simplistic picture of a system of atoms
and molecules, however, is insufficient to treat the chemistry between the atoms. The
potentials were fitted to a limited phase space of configurations, and due to the empirical
nature of the fitted functions, they were likely to demonstrate limited transferablilty to
configurations far from those used in the fitting. To model a system accurately, the
effect of the covalent aspects of the electronic structure of the system must be taken into
account; and in theory, the exact solution to this can be obtained from the Schro¨dinger
equation. The final section of this chapter outlines the framework for the theory using a
density functional to produce a practical solution and the approximations that involves.
2.3.1 The classical potentials
In this work, the pairwise interatomic interactions were of the following form:
V (rij) = A exp
(−rij
ρ
)
− C
r6ij
+
qiqj
rij
(2.3)
42
Interactions A/eV ρ/A˚ C/eV A˚6 Reference
O-O 9547.96 0.21916 32.0 [53, 121]
Zr-O 1502.11 0.3477 5.1 [53]
Y-O 1766.40 0.33849 19.43 [53]
Sr-O 682.172 0.39450 0 [122]
Ti-O 2179.122 0.30384 8.986 [122]
Table 2.1: The parameters for the Buckingham potentials.
The potential V (rij) between atoms i and j with fixed formal charges qi and qj respec-
tively, separated by a distance rij, consists of the shorter–ranged Buckingham potential
and the longer–ranged Coulombic term. The parameters A, ρ and C for SrTiO3 and YSZ
are given in Table 2.1. As the value of V (rij) between cations and anions falls rapidly
to −∞ at extremely small rij—i.e. the potentials do not provide the repulsive force be-
tween atoms that are very close together—an r−12 term was added to Equation 2.3 and
truncated at 1.6 A˚. The Buckingham potential terms were truncated at 20.0 A˚, while the
Coulombic term was summed using the Ewald method.
2.3.2 Quantum mechanics and density functional theory
The entire information of a system in its ground state is contained in the many–body
wavefunction Ψ which is the exact solution of the known time–independent, non–relati-
vistic Schro¨dinger equation [123]:
HˆΨ = EΨ (2.4)
where Hˆ is the Hamiltonian operator and E is the total energy of the system comprising
M nuclei and N electrons. Therefore the Hamiltonian consists of interacting nuclei and
electrons, and is given by:
Hˆ =TˆN + Tˆe + VˆNN + VˆNe + Vˆee (2.5)
Hˆ =−
M∑
I=1
~2
2mI
∇2I −
N∑
i=1
~2
2me
∇2i
+
1
4pi0
M∑
I=1
M∑
J>I
ZIZJ
|RI −RJ | −
1
4pi0
M∑
I=1
N∑
i=1
ZIe
|RI − ri| +
1
4pi0
N∑
i=1
N∑
j>i
e2
|ri − rj| (2.6)
where TˆN and Tˆe are the kinetic energy operators of the nuclei and electrons, while VˆNN ,
VˆNe and Vˆee are the nucleus–nucleus, nucleus–electron and electron–electron Coulombic
interaction energy operators respectively. Nucleus I has massmI and charge ZI at position
RI ; electron i has mass me and charge e at position ri. Equation 2.4 is now complex
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and difficult to solve, hence educated guesses and approximations are needed to find a
solution in practice.
In the rest of this section, equations will be quoted in Hartree atomic units, i.e.
~ = me = e = 4pi0 = 1.
The Born–Oppenheimer approximations in which the nuclei are static and
excitations are ignored
Since a nucleus is much heavier than an electron, it moves more slowly than an electron
and can be treated as a stationary classical particle. The electrons therefore can be
thought of as moving in a fixed electric field created by the nuclei. With this realisation
by Born and Oppenheimer [124], Hˆ can be simplified to the electronic Hamiltonian Hˆe
ignoring the motion of the nuclei:
Hˆe = Tˆe + VˆNe + Vˆee (2.7)
Hence the energy of the system depends on the position of the nuclei, and is independent
of their velocities.
The Schro¨dinger equation gives an infinite number of solutions for the total energy
of the system. Born and Oppenheimer made a second approximation by taking the
lowest energy solution E0 as the ground state of the system with wavefunction ψ0 and
disregarding the excited states with higher energies E1, E2, and so on.
The Thomas–Fermi model which introduces a density functional and local
density approximation
Even with the Born–Oppenheimer approximation, the Schro¨dinger equation can only be
solved directly for a one–electron system; the complexity scales dramatically for systems
with more than one electron, rendering analytical solutions impossible.
The earliest attempts at devising a practical solution to the Schro¨dinger equa-
tion were made by Thomas [125] and Fermi [126] who proposed that a system can be
described by the electron density n(r) as the main variable instead of Ψ, thus reducing
the many–body problem to one with only three degrees of freedom. The wavefunction ψ
of a single particle is a probability amplitude representing the state of the particle, and
the probability density of finding the particle at a point with position r has the following
relation with ψ:
n(r) = ψ∗(r)ψ(r) (2.8)
Therefore for a system of N electrons, the probability density of finding an electron at r
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is:
n(r) = N
∫
Ψ∗(r1, r2, ..., rN)Ψ(r1, r2, ..., rN)dr2...drN (2.9)
The energy of the system is then a functional of the density, E[n(r)] which when min-
imised with respect to n(r) and conserving the number of electrons in the system, gives
the system’s ground state energy. In Thomas’s and Fermi’s statistical model of electrons,
the total energy can be written as:
ETF [n(r)] =
3
10
(3pi2)
2
3
∫
n(r)
5
3dr +
∫
n(r)Vext(r)dr +
1
2
∫ ∫
n(r)n(r′)
|r− r′| drdr
′ (2.10)
The first term is the kinetic energy functional, which is approximated to the kinetic
energy of non–interacting electrons in an inhomogeneous electron gas. It is derived by
treating the system to be locally homogeneous in the electron density, with the kinetic
energy evaluated locally and then integrated over all space. This technique is also known
as the local density approximation (LDA). The second term in the equation above is the
energy due to the electron–nucleus Coulombic interactions, with Vext(r) being the fixed
external electric field produced by the nuclei acting on the electrons:
Vext(r) = −
M∑
I=1
ZI
|RI − r| (2.11)
Coulombic contribution from the electron–electron interactions forms the third term of
Equation 2.10, which is also known as the Hartree energy.
To obtain the ground state energy of the system, Equation 2.10 is minimised with
respect to n(r) and subject to the constraint of conservation of number of electrons:∫
n(r)dr = N (2.12)
Constrained minimisation of an expression is achieved using a Lagrange multiplier µ,
which produces the following Euler–Lagrange equation that can be solved numerically
for n(r):
1
2
(3pi2)
2
3n(r)
2
3 + Vext(r) +
∫
n(r′)
|r− r′|dr
′ − µ = 0 (2.13)
The equation is solved self–consistently: using an initial guess for n(r), the equation is
evaluated giving an output value for n(r), which is then inserted back again into the
equation in the next iteration. This is repeated until convergence in n(r) is achieved.
This model unfortunately has severe limitations, among which it does not take
into account the exchange interactions and correlations between the electrons. Dirac
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[127] later derived an exchange energy term Ex[n(r)] that can be added to Equation 2.10:
Ex[n(r)] = −3
4
(
3
pi
) 1
3
∫
n(r)
4
3dr (2.14)
However, the additional term did little to improve the Thomas–Fermi model; even with
inclusion of a correlation term, it still predicts repulsion between atoms which would lead
to the disintegration of matter. This is because the deficiency in the theory is mainly due
to the inadequate approximation of the kinetic energy functional.
The Hartree and Hartree–Fock approximations which introduces the Slater
determinant as an approximation
Almost immediately after Thomas and Fermi proposed the first model based on density
functional, Hartree [128] came up with a different approach in which the wavefunction can
be written simply as a product of non–interacting single particle states. However, elec-
trons are fermions which means that the N–electron wavefunction Ψ(r1,...,ri,...,rj,...,rN)
must be antisymmetric, i.e. when any two electrons are interchanged the wavefunction
has the same magnitude but with the opposite sign: −Ψ(r1, ..., rj, ..., ri, ..., rN). The re-
sult of the Hartree approximation does not preserve the antisymmetry of Ψ, which is
needed as a consequence of the Pauli exclusion principle that forbids any two identical
fermions to have the same quantum state.
The Hartree–Fock approximation [129] incorporates the antisymmetric property
by expressing Ψ in term of an antisymmetrised product ofN single particle states ψ, which
was later recognised by Slater [130] to be equivalent to a determinant of orthonormal
states. Since Hˆ is a Hermitian operator, the variational principle can be applied to find
the Hartree–Fock state ΨHF that gives the lowest Hartree–Fock energy EHF : minimising
the expectation value of Hˆ with the determinant, 〈ΨHF |Hˆ|ΨHF 〉 with respect to ΨHF
and subject to the normalisation constraint 〈ΨHF |ΨHF 〉 = 1, yields the Hartree–Fock
ground state of the system and its energy EHF which must always be equal to or higher
than the true ground state energy. The equation to be minimised is:
EHF =
N∑
i
∫
ψ∗i (r)
(
−1
2
∇2 + Vext(r)
)
ψi(r)dr
+
1
2
N∑
i
N∑
j
∫ ∫ |ψi(r)|2|ψj(r′)|2
|r− r′| drdr
′
− 1
2
N∑
i
N∑
j
∫ ∫
ψ∗i (r)ψi(r
′)ψ∗j (r
′)ψj(r)
|r− r′| drdr
′ (2.15)
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where the first term consists of the kinetic energy of the occupied single–particle states
and the electron–nucleus interaction energy. The second and third terms are the Coulomb
(also known as the Hartree) and exchange energies respectively. Without the exchange
energy term, the equation would reduce to one for the Hartree approximation in which
the electron–electron and electron–nucleus interactions are represented by an external
effective potential. In this model, which is an example of a mean field theory, each
electron appears to move independently in a mean potential due to the nuclei and all
other electrons. The exchange energy term reduces the total energy that would have been
produced by the Hartree approximation, and is a result of the antisymmetric property of
the Hartree–Fock approximation which keeps electrons with the same spin apart.
Using Lagrange multipliers for the constrained minimisation of the above expres-
sion, a set of N coupled Schro¨dinger–like differential equations known as the Hartree–Fock
equations can be derived:(
−1
2
∇2 + Vext(r) +
N∑
j
∫ |ψj(r′)|2
|r− r′| dr
′
)
ψi(r)−
N∑
j
∫
ψi(r
′)ψ∗j (r
′)ψj(r)
|r− r′| dr
′ = εiψi(r)
(2.16)
εi have the physical interpretation of the energies of the single particle states. In these
equations, the Coulomb term for i = j gives an unphysical, so–called self–interaction
as each electron will interact with its own wave-function in the mean potential field.
Therefore even in a one–electron system, this term is non–zero, although physically the
electron–electron repulsion is nil. It is a virtue of the Hartree–Fock approximation that
the exchange term (the last term on the left–hand side) exactly cancels this Coulomb term
when i = j, thus removing the self–interaction. This feature is unfortunately lost in the
approximations made to solve the Kohn-Sham equations of the modern DFT approach
that I have used, discussed below, which is otherwise almost always superior in accuracy
to Hartree–Fock.
The Hartree–Fock equations can only be solved analytically for the homogeneous
electron gas. For all other cases, the equations are solved self–consistently for ψi(r)
which is expanded in basis functions (discussed later). This model yield sensible re-
sults; however, they are usually only qualitatively accurate except for single–particle
systems for which the result is exact. Although it demonstrates an improvement over the
Thomas–Fermi model and includes the exchange interaction between electrons, it does
not incorporate electronic correlation. Electrons with opposite spins move independently
of each other within the mean field theory and are allowed to be in too close proxim-
ity with each other. Thus the Hartree–Fock energy is usually much higher than the
true ground state energy. There are other methods that improve on the Hartree–Fock
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approximation such as the coupled cluster, configuration interaction and Møller–Plesset
perturbation theory, but these are significantly more computationally expensive.
The first Hohenberg–Kohn theorem which concerns the density functional
It was nearly forty years after Thomas and Fermi proposed the use of a density functional
that Hohenberg and Kohn revisited this method and precipitated the rapid rise of modern
DFT. For a system of electrons moving in an external potential field Vext(r) created by
electrons and nuclei, the first of their theorems states the following [131]: the external
potential uniquely determines the charge density and the charge density uniquely deter-
mines the external potential. Considering that Vext(r) determines Hˆ and thus Ψ, Ψ is a
unique functional of n(r).
Therefore there exists a universal functional of n(r) that can be expressed as the
expectation value of Hˆ:
E[n(r)] = 〈Ψ|Hˆ|Ψ〉 (2.17)
where Hˆ can be written as:
Hˆ = Fˆ + Vˆext (2.18)
and:
Fˆ = Tˆ + Vˆee (2.19)
Fˆ is the electronic Hamiltonian comprising the kinetic energy operator Tˆ and the elec-
tron–electron interaction operator Vˆee. Considering the three relationships above, the
expectation value of Fˆ is thus a functional of n(r):
F [n(r)] = 〈Ψ|Fˆ |Ψ〉 (2.20)
and the total energy can be given as:
E[n(r)] = F [n(r)] +
∫
n(r)Vext(r)dr (2.21)
F [n(r)] is a universal functional, i.e. it does not depend on the number of electrons in
the system.
The second Hohenberg–Kohn theorem which applies the variational princi-
ple
This theorem [131] is based on the variational principle and relates the ground state
energy to n(r) rather than Ψ. It states that for a system of N electrons moving in
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external potential Vext with trial density n˜(r), the total energy functional of the system
with this value of n˜(r) is greater than or equal to the ground state energy.
The two theorems do not shed light on the form of F [n(r)]. n(r) remains impossible
to calculate, and F [n(r)] still depends on Ψ instead of n(r). It was only through the work
of Kohn and Sham that DFT could actually be implemented in practice.
The Kohn–Sham approach in which the Slater determinant is an exact de-
scription
In the Thomas–Fermi model the evaluation of the kinetic energy of the system proved to
be its main shortcoming, and in the Hohenberg–Kohn theorems, the universal functional
F [n(r)] which encompasses the kinetic energy is unknown. Thus an expression for the
kinetic energy for an interacting many–body system is fundamental, and needs to be as
accurate as possible.
To accomplish this, Kohn and Sham mapped a system of interacting electrons
onto a hypothetical system of non–interacting electrons moving under the influence of an
external potential such that the ground state density of the latter system is equal to that
of the former. For such non–interacting systems, the wavefunction is exactly the Slater
determinant consisting of single–particle states and its kinetic energy Ts is well–defined,
similar to the expression in the Hartree–Fock model:
Ts[n(r)] = −1
2
N∑
i
∫
ψ∗i (r)∇2ψi(r)dr (2.22)
F [n(r)] now has the following form:
F [n(r)] = Ts[n(r)] + EH [n(r)] + Exc[n(r)] (2.23)
Ts[n(r)] is uniquely defined for any density of a non–interacting system, and is not equal
to the kinetic energy of an interacting system T [n(r)]. The Hartree energy EH [n(r)] is the
classical electrostatic energy of the electron–electron interactions and has the same form
as the last term in Equation 2.10. The exchange–correlation energy Exc[n(r)] encompasses
the difference between the kinetic energies T [n(r)] and Ts[n(r)], as well as between the
exact (non–classical) electron–electron energy Eee[n(r)] and EH [n(r)]:
Exc[n(r)] = T [n(r)]− Ts[n(r)] + Eee[n(r)]− EH [n(r)] (2.24)
Inclusion of the Exc[n(r)] establishes the link between the fully interacting and non–in-
teracting systems and ensures that n[(r)] is the same in both systems.
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Combining Equations 2.21 and 2.23 gives an expression for the total energy of the
system. Minimising this expression with respect to n(r) and subject to the constraint
conserving the number of electrons, a set of N equations similar to the Hartree–Fock
equations are obtained:[
−1
2
∇2 + VH(r) + Vxc(r) + Vext(r)
]
ψi(r) = εiψi(r) (2.25)
where εi is the Lagrange multiplier and ψi(r) is the single–particle state also known as
the Kohn–Sham orbital. VH(r) is the Hartree potential:
VH(r) =
∫
n(r′)
|r− r′|dr
′ (2.26)
and the exchange–correlation potential Vxc(r) has the following relationship with Exc[n(r)]:
Vxc(r) =
δExc[n(r)]
δn(r)
(2.27)
The sum of the potential terms in Equation 2.25 is called the Kohn–Sham potential
VKS(r):
VKS(r) = VH(r) + Vxc(r) + Vext(r) (2.28)
Equation 2.25 is solved self–consistently for n(r), with n(r) related to ψi(r) thus:
n(r) =
N∑
i
|ψi(r)|2 (2.29)
Using an initial guess for n(r), Equation 2.25 is solved for ψi(r) which gives an output
value for n(r). The energy of the system is calculated according to Equation 2.21 and
a new input value for n(r) is obtained based on the output and previous input values
via a mixing scheme. This process then loops back, inserting the new input value into
Equation 2.25, and is iterated until n(r) and the total energy is converged to within some
tolerance values.
In the Hartree–Fock model, an approximation is made right from the start when Ψ
is approximated to the Slater determinant. In the Kohn–Sham formulation, the equations
are exact. However, the form of Exc[n(r)] is unknown and the need for an approximation
of this term makes calculations based on DFT only as good as this approximation.
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An electronic exchange and correlation functional which applies the local
density approximation
One of the first and simplest forms for Exc[n(r)] is based on the LDA for the exchange
and correlation functional, defined by analogy with the LDA for kinetic energy in the
Thomas–Fermi model. It assumes that the density of an inhomogeneous gas varies slowly
in space and therefore locally the density can be considered as homogeneous. The ex-
pression for Exc[n(r)] is only known exactly for a homogeneous gas system.
Exc[n(r)] can be written as follows:
ELDAxc [n(r)] =
∫
n(r)exc[n(r)]dr (2.30)
where exc[n(r)] is the exchange–correlation energy density at position r with density n(r)
of a homogeneous electron gas. This term can be separated into contributions from the
exchange and correlation of electrons:
exc[n(r)] = ex[n(r)] + ec[n(r)] (2.31)
The exchange term ELDAx [n(r)] was derived by Dirac [127] based on the Hartree–Fock
model and has the same expression as in Equation 2.14. The correlation term ELDAc [n(r)]
has been calculated by Ceperley and Alder [132] using accurate quantum Monte Carlo
simulations and parameterised in various forms, for instance that by Perdew and Zunger
[133].
From the derivation of ELDAxc [n(r)], it might be expected that this scheme would
encounter serious problems for systems which are decidedly inhomogeneous. Despite the
simplicity of the LDA, it performs remarkably well for many solids. Structural properties
such as lattice constants are predicted to usually within 3% accuracy, though they are
usually underestimated. Some of its major flaws include underestimating band gaps and
chemical reaction activation energies, and its tendency to overbind giving large errors in
binding energies. The famous band–gap error is a reminder that DFT is not a theory
of excited states, and the eigenvalues of the Kohn–Sham equation are not really the
energies of electrons, excited or not. Other more sophisticated functionals that give
improved results in some cases, such as the generalized gradient approximation (GGA)
and hybrid functionals are available; however, the GGA is not demonstrably better for
oxides, and I have not investigated other functionals for the present system, for which
LDA should be adequate.
In the Hartree–Fock model, the self–interaction of electrons was avoided since the
exchange term cancels out exactly the Coulombic energy term when i = j. However in
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DFT, the form of Exc[n(r)] is obtained independently of the electron–electron interaction
term EH [n(r)] and there is no exact cancellation to remove the self–interaction. Hence for
most of the presently available approximations for Exc[n(r)], DFT calculations will con-
tain some self–interaction errors. Perdew and Zunger [133] have derived self–interaction
corrected (SIC) functionals, but these are difficult to implement.
Bloch’s theorem and plane wave basis functions for periodic lattices
In CASTEP and similar codes that work with a plane wave basis, the computational cost
of DFT calculations scales with the number of electrons N in the system as N2−N3, thus
it is advantageous to use the smallest possible system size. This problem is mitigated
by the use of periodic boundary conditions and Bloch’s theorem, so that for perfect
crystals just one unit cell of the lattice suffices to represent the infinite system. The set
of single–particle differential equations in Equation 2.25 can be solved by expanding the
wavefunction in a basis:
ψ(r) =
∑
cnfn(r) (2.32)
The set of basis functions fn(r) with coefficients cn for solids is often chosen as plane
waves, as they are simple to implement and are independent of the crystal type i.e. they
do not depend on the position of the ions. Bloch’s theorem [134] gives the following ex-
pression for a single–particle wavefunction ψnk(r) of band index n in a periodic potential:
ψnk(r) = unk(r)e
i(k·r) (2.33)
The equation consists of a wave–like term ei(k·r) where k is a wavevector in reciprocal
space, and a periodic function unk(r) that can be expressed in plane waves:
unk(r) =
∑
G
cGnke
iG·r (2.34)
where cGnk are the plane wave coefficients. G is a reciprocal lattice vector of the lattice
with G ·R = 2pim where R is a real space lattice vector and m is an integer. Thus the
expansion of the wavefunction in a plane wave basis can be written as:
ψnk(r) =
∑
G
ck+Gn e
i(k+G)·r (2.35)
Based on the above equation, it follows directly that the wavefunction with wave
vector k + G is the same as that with wave vector k. Therefore k and hence calculations
for ψnk(r) can be restricted to k within the first Brillouin zone. Considering that the
wavefunction varies slowly with k, only a finite mesh of points in reciprocal space, termed
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k–points, is used to sample the first Brillouin zone for numerical calculations. For the
integration of a function f(r) such as the density, its values can be sampled at discrete
k–points of a sufficiently dense mesh and summed:∫
BZ
f˜(k)d(k) =
1
Ω
∑
j
ωj f˜(kj) (2.36)
where f˜(k) is the Fourier transform of f(r), Ω is the volume of the unit cell and ωj is the
weight. Thus in DFT calculations, convergence of the k–point grid density needs to be
ensured to produce accurate results. In addition, the choice of positions for the k–points
matters as some points could be more computationally efficient. Different schemes exist
for setting up the optimum k–point grid, including the Monkhorst–Pack mesh grid [135]
which distributes the k–points uniformly in 3–dimensions in rows and columns according
to the shape of the Brillouin zone.
From Equation 2.35 for the expansion of the wavefunction, an infinite number
of dimensions of the plane wave basis set would be required for an exact calculation.
However, plane waves with lower kinetic energies are more important than those with
higher kinetic energies, the coefficients ck+Gn diminishing with increasing values of |k+G|.
Hence the basis set can be truncated to encompass only plane waves with kinetic energies
lower than a predetermined cut–off value Ecut according to the following definition:
1
2
|k + G|2 6 Ecut (2.37)
A larger value of Ecut would include a greater number of plane waves in the basis set,
giving better accuracy of the results as the wavefunctions are better represented. It also
means that the computation becomes increasingly costly. Thus the value of Ecut must be
chosen as small as possible to ensure that a prescribed tolerance in the calculated energies
can be achieved, in addition to choosing a converged k–point grid.
Pseudopotentials which minimise the number of plane waves needed
Although the use of a plane wave basis set allows the accuracy of calculations to be
improved by increasing the value of Ecut, an unmanageably large number of plane waves
would be required to describe the inner shell, or core electrons, and the wavefunctions
in the core region close to the atomic nuclei. This is due to the rapidly increasing
potential in these regions approaching the nuclei, and the oscillations in the wavefunction
that are required to ensure orthogonality between the core electrons and the valence
electrons. However, since it is the valence electrons that determine the chemical and
physical properties of a material, the core electrons are of little interest and it would
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Figure 2.2: The rapid oscillations of ψV (solid line, top) in the region of r 6 rc replaced
by the smoother wavefunction of ψpseudo (dashed line, top). The true atomic potential
(solid line, bottom) in comparison with the pseudopotential (dotted–dashed line, bottom)
is also shown. This figure is taken from reference [136].
be inefficient to use a large number of plane waves to describe them. The strong ionic
potential in the core region, together with the potential of the core electrons themselves,
can be replaced by a weaker pseudopotential such that it satisfies the following criteria:
1. Beyond a cut–off radius rc, the pseudo–wavefunction ψpseudo must be exactly the
same as the all–electron wavefunction ψV
2. ψpseudo and its first and second derivatives must be continuous at rc and it must
not contain any nodes.
3. The eigenvalues for the pseudopotential must be equal to that for the valence
all–electron.
A comparison between an all–electron and a pseudopotential wavefunction illustrating
the criteria above as well as their atomic potentials is shown in Figure 2.2. The valence
electrons in the pseudopotential would display the same properties as those in the original
potential, and now that ψpseudo is a smoother function and has no oscillations in the core
region, ψpseudo can be represented by a much smaller set of plane waves.
There exist many different approaches for the construction of the pseudopotential.
One of these is the ultrasoft pseudopotential method developed by Vanderbilt [137] that
requires a relatively small number of plane waves and hence low values of Ecut. In this
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approach, the amount of charge within the region r 6 rc for ψpseudo does not need to be
identical to that for ψV , and augmented charges are applied to correct for this.
CASTEP simulations in which density functional theory is implemented
In this work, plane wave–based DFT calculations within the LDA as implemented in
CASTEP [116] were performed where accurate calculations for energies of structures
were required. Ultrasoft pseudopotentials with the LDA exchange–correlation functional,
in which the semicore states in Sr, Ti and Zr were treated as valence electrons, were
generated within CASTEP once at the start of the computations and were used for all
calculations. The k–point set was constructed using the Monkhorst–Pack mesh. In the
electronic minimisation, the total energy of a structure was converged to 1× 10−5 eV per
atom for 3 consecutive iterations of the self-consistent field (SCF) cycles.
For the geometry optimisation of structures, the lattice parameters and cell angles
as well as the positions of the atoms were optimised using the BFGS method. The total
energy was converged to 2×10−5 eV per atom while the maximum magnitude of the ionic
forces was converged to 0.05 eVA˚−1. The tolerance for the maximum magnitude of ionic
displacements was 1 × 10−3 A˚ and the maximum stress component, 0.1 GPa. During
the geometry optimisation, the energy cut–off was fixed at a predetermined value, thus
altering the number of plane waves associated with each k–point as the cell size was
varied; therefore a finite basis set correction functionality offered in CASTEP was used
to correct the calculated values of total energies and stresses.
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Chapter 3
The Equilibrium Structures of Bulk
SrTiO3 and ZrO2
The O–O potential parameters given in Section 2.3.1, which are the same in both SrTiO3
and YSZ, were derived by Binks [121] by fitting to a wide variety of oxides with different
coordination and interatomic distances. The parameters for SrTiO3, fitted to reproduce
the experimental data of the lattice parameters, elastic constants and dielectric constants
of SrO and SrTiO3 simultaneously, were obtained from McCoy et al. [122]. The reliabil-
ity and transferability of these parameters have been investigated extensively for grain
boundary structures and were found to perform well for structures in which the Ti4+
ions were in sixfold coordination with O2− ions; they, however, failed to model accurately
boundary structures in which the Ti4+ ions were fivefold coordinated [138]. As the SrTiO3
layer structure in epitaxy with ZrO2–based layers was expected to be similar to that in
bulk SrTiO3—and in bulk SrTiO3, the Ti
4+ ions are in sixfold coordination with O2−
ions—the potential for SrTiO3 above was assumed to be adequate for this work.
The parameters for YSZ obtained from Zacate et al. [53] were fitted to cubic fluo-
rite YSZ. They have been shown to predict the change in lattice constant of doped ZrO2
with dopant concentration in good agreement with experimental values of doped ZrO2,
especially for YSZ. However, as reviewed in Section 1.8, this potential has some flaws
with regard to describing the various structures of pure ZrO2 with the right energetic
ordering. In this chapter, the energies of structures that have been commonly reported
in the literature to be stabilised by empirical potentials with respect to the fluorite struc-
ture—such as the rutile and columbite structures, which are usually found in TiO2 rather
than in ZrO2—were calculated and compared to that of the fluorite structure. The ener-
gies of another TiO2 phase, anatase, and the pyrite FeS2 phase, were also computed for
additional comparisons.
As aforementioned, the genetic algorithm has successfully simulated grain bound-
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aries in SrTiO3 [110]. However, the algorithm has not been tested on a ZrO2 system. The
evolution of an amorphous layer to the perfect fluorite lattice structure on either side of
it within the genetic algorithm was also investigated in this chapter as a demonstration
of the capability of the technique in simulating ZrO2–based systems.
3.1 Testing the Potentials
This section tests the performance of a set of classical potentials in simulating bulk ZrO2
structures, in order to establish its limitations. The pseudopotentials used for DFT
calculations are also validated in this section.
3.1.1 Simulation details
Classical simulations The conventional unit cells of cubic fluorite, rutile, columbite,
anatase and pyrite ZrO2, as well as that of SrTiO3, were constructed. Their equilib-
rium structures were calculated using the BFGS method as implemented in GULP, with
potential parameters detailed in Section 2.3.1.
First principles calculations The energies of the equilibrium structures of the phases
mentioned above, and additionally those of tetragonal and monoclinic ZrO2 phases, were
calculated within DFT as implemented in CASTEP. Ultrasoft pseudopotentials were
generated in CASTEP using the default settings. The BFGS feature offered in CASTEP
was used to optimise the structures. The energy cut–off and the k–point grid were
converged with the lattice parameters of the respective structures to within 0.001 A˚. The
energy differences relative to the cubic fluorite ZrO2 structure were converged to within
0.005 eV per ZrO2 molecule. Using an energy cut–off of 600 eV satisfied these criteria,
with the converged Monkhorst–Pack mesh grid as given in Table A.1 in Appendix A.
3.1.2 Results and discussions
Table 3.1 lists the lattice parameters of the ZrO2 and SrTiO3 phases calculated using both
the classical and DFT methods in comparison with experimental values, while Table 3.2
shows the relative energies with respect to the cubic fluorite ZrO2 phase. The failure of
the classical potential to stabilise the monoclinic and tetragonal phases has already been
established in Section 1.8, and thus these calculations are not shown in the tables.
The lattice parameters of the phases calculated using DFT agreed well with ex-
perimental data to within 3% error. The u parameter describing the displacement of the
oxygen in the tetragonal ZrO2 lattice from the cubic fluorite lattice site, however, has an
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Parameters Classical DFT Experiment
Cubic perovskite SrTiO3
a/A˚ 3.903(−0.0005) 3.856(−1.3) 3.905
Monoclinic ZrO2
a/A˚ – 5.089(−1.2) 5.1505
b/A˚ – 5.171(−0.7) 5.2116
c/A˚ – 5.249(−1.3) 5.3173
β/◦ – 99.493(0.3) 99.230
Tetragonal ZrO2
a/A˚ – 5.030(−2.3) 5.15
c/A˚ – 5.121(−2.8) 5.27
u – 0.046(−29.2) 0.065
Cubic fluorite ZrO2
a/A˚ 5.116(0.9) 5.023(−0.9) 5.07
Columbite ZrO2
a/A˚ 5.272 5.155 –
b/A˚ 4.962 4.959 –
c/A˚ 5.591 5.618 –
Anatase ZrO2
a/A˚ 3.894 3.967 –
c/A˚ 11.202 10.583 –
Rutile ZrO2
a/A˚ 4.715 4.810 –
c/A˚ 3.354 3.221 –
Pyrite ZrO2
a/A˚ 5.164 5.133 –
Table 3.1: The calculated lattice parameters of SrTiO3 and ZrO2 structures using clas-
sical and DFT techniques, in comparison with experimental values. u is the oxygen
displacement from the cubic fluorite lattice in the tetragonal structure. The difference
between the calculated and experimental values are included in parentheses in percent-
ages. The experimental data of monoclinic, tetragonal and cubic ZrO2 were obtained
from references [139], [140] and [141] respectively.
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Structure Classical DFT
Pyrite ZrO2 0.061 0.421
Rutile ZrO2 −0.020 0.196
Anatase ZrO2 0.151 0.158
Columbite ZrO2 −0.002 0.111
Cubic fluorite ZrO2 0.000 0.000
Tetragonal ZrO2 – −0.044
Monoclinic ZrO2 – −0.094
Table 3.2: Comparison of the relative energies ∆E in eV/formula unit of bulk ZrO2 phases
calculated with the classical potentials and with DFT, demonstrating the inaccuracy of
the classical potentials in bulk ZrO2 structure prediction.
error of almost 30%. Nonetheless, the magnitude of these errors are in good agreement
with other DFT calculations using the LDA [106, 142]. The DFT relative energies of
the ZrO2 phases are in the right ordering: at 0 K, the monoclinic phase has the lowest
energy, followed by the tetragonal and then the cubic fluorite phase. The good agreement
of these DFT calculations with available experimental data and observations therefore
justifies the use of DFT calculations as accurate reference points where experimental data
are not available.
The reliability of the ZrO2 empirical potential was tested with simulations of the
ZrO2 forms of several phases found naturally occurring in TiO2 and FeS2, in which the
cations are sixfold coordinated with the anions, as the potentials are known to favour
a lower coordination of the Zr4+ ions in ZrO2 than the expected sevenfold or eightfold
coordination in the monoclinic or fluorite structures respectively. The cations in rutile,
columbite, anatase and pyrite are in sixfold coordination with the anions. From Table
3.2, it is evident that the classical potential indeed favours some sixfold coordinated Zr4+
cations. The rutile (Figure 3.1(a)) and columbite (Figure 3.1(b)) ZrO2 phases, which are
not natural ZrO2 polymorphs, are predicted to be more stable by 0.020 eV and 0.002 eV
per formula unit respectively than the cubic fluorite phase. Nevertheless, the potential
places the pyrite (Figure 3.1(c)) and anatase (Figure 3.1(d)) ZrO2 phases higher in energy
than the cubic fluorite structure, as it should. Although the relative energies calculated
with these potentials differ drastically qualitatively as well as quantitatively from those
calculated within DFT, the classical lattice parameters of the phases agree reasonably well
with the DFT values, to within 6% error. Thus it is clear that DFT calculations provide
more accurate results, while the classical–based computations have some limitations due
to the lack of electronic bonding characteristics in its description. However, as a relatively
cheap computational technique is required to conduct an extensive search for stable and
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metastable ZrO2/SrTiO3–based heterostructures, the use of classical potentials serves to
generate a small pool of plausible structures for further calculations using DFT.
3.2 Testing the Genetic Algorithm
In this section, I report the first test of the genetic algorithm that I made to see whether
it would be a viable method for ZrO2, since up to now only evidence that it works for
SrTiO3 have been published.
3.2.1 Simulation details
To assess the viability of the genetic algorithm in identifying a low energy structure, the
evolution of a partially amorphous supercell through a genetic algorithm simulation was
studied. A perfect cubic fluorite ZrO2 supercell consisting of 2 × 2 × 2 unit cells was
constructed. The atoms in one half of the supercell were assigned random coordinates
within that region to create an amorphous layer. This configuration was used as the initial
configuration in a genetic algorithm simulation. The crystalline region of the supercell
provides a ‘seed’ for the genetic algorithm to crystallise the amorphous region, to expedite
the process. The sides of the supercell in the x–, y– and z–directions were allowed to
relax during the simulation in order to optimise the parameters for the structure.
3.2.2 Results and discussions
Figure 3.2 shows the initial configuration of the supercell, and the configuration after 1000
generations, in which the whole structure has ‘crystallised’. This successful evolution of
the initial structure into a perfectly ordered fluorite lattice demonstrates the capability
of the algorithm to find the fluorite lattice as a low energy structure for ZrO2.
3.3 Summary
DFT calculations produced relatively accurate results, but because it is rather compu-
tationally expensive, its use in extensive energy calculations such as those in a genetic
algorithm is not feasible at present. The genetic algorithm has demonstrated its capa-
bility for structure optimisation, especially with regard to SrTiO3 and ZrO2, and was
therefore used generally in this project. This necessitated the use of much simpler classi-
cal potentials, which excluded a significant amount of chemistry, leading to considerable
inaccuracies of the numerical energy differences and the ranking of energies of different
structures. However, the purpose for using the genetic algorithm was to generate a set of
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(a)
(b)
(c)
(d)
Figure 3.1: The conventional unit cells of (a) rutile, (b) columbite, (c) pyrite and (d)
anatase.
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(a)
(b)
Figure 3.2: The structure of the cubic fluorite ZrO2 lattice with (a) half of the atoms
assigned random positions in the beginning of the simulation and (b) the perfect lattice
at the end. Both lattices are viewed down the 〈100〉 direction.
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plausible structures with low–lying energies, not to determine directly an absolute lowest
energy structure. DFT calculations serve to check and rank the plausible structures more
reliably. Interestingly, the classical potentials prove to be more accurate in predicting the
energies of strained bulk and epitaxial structures, than the equilibrium bulk structures,
as discussed in the next chapter.
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Chapter 4
ZrO2/SrTiO3 Multilayer Structures
In this chapter, I describe the construction of ZrO2/SrTiO3 heteroepitaxial multilayer
structures, modelled initially as a simplified version of the YSZ/SrTiO3 multilayers re-
ported in reference [40]. The system here did not contain Y2O3 doping (inclusion of
dopants will be considered in the next chapter). A small supercell size was chosen to
increase computational efficiency. Genetic algorithm simulations with classical potentials
were performed on the system, and structures with relatively low energies were identified.
Their energies were computed more accurately within DFT and analysed.
4.1 Simulation Details
4.1.1 Setting up the systems
Based on the cubic fluorite ZrO2 orientation in coherent epitaxy with {001} SrTiO3
proposed by Garcia–Barriocanal et al. [40], multilayer structures of ZrO2/SrTiO3 were
constructed by stacking the fluorite ZrO2 layer on the SrTiO3 layer in the z–direction, and
rotating the ZrO2 layer 45
◦ about the z–axis, such that the orientation is [110](001)YSZ ‖
[100](001)SrTiO3 . Due to the periodic boundary conditions imposed on the supercell in all
three directions, there are two ZrO2/SrTiO3 interfaces in each supercell. Although Gar-
cia–Barriocanal et al. reported only TiO2–terminating SrTiO3 layers, both termination
planes TiO2 and SrO were considered in this work.
First, two “types” of supercells with different SrTiO3 stoichiometries were gener-
ated: (i) a supercell with SrO planes terminating the SrTiO3 layer at its two interfaces
and (ii) a supercell with two TiO2 interfaces. The SrTiO3 layers were 2× 2 unit cells in
the lateral (x, y) direction and, because of the identical terminating planes on both sides
of the SrTiO3 layers, 2.5 unit cells thick in the z–direction for these supercells. To satisfy
the orthogonal constraints on the supercell angles required by the current version of the
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ab
c
[001]
[010]
Figure 4.1: Initial configurations of pure ZrO2/SrTiO3 multilayers in the (100) projec-
tion: supercells with (a) SrO–terminating and (b) TiO2–terminating SrTiO3 layers are
tetragonal, while the supercell with (c) “mixed” interfaces is non–orthogonal. Sr2+ ions
are coloured green and Ti4+ ions, grey; this colour scheme is kept consistent throughout
this thesis.
genetic algorithm, the supercells must be tetragonal. The ZrO2 layers were arranged such
that the Zr4+ cations at the interfacial plane were always situated directly in line, parallel
to the z–axis, with the Ti4+ or Sr2+ cations in the second plane from the interface of the
SrTiO3 layer; this was ensured at both interfaces in each supercell. Hence to preserve
the tetragonality of the supercell, 3n/2 unit cells thick ZrO2 layer was required, where
n > 0 and n ∈ Z. Figure 4.1(a) and (b) depicts these two supercells, with the ZrO2 layers
chosen to be 1.5 unit cells thick.
To generate (iii) a third type of supercell with different termination planes on
either side of the SrTiO3 layer, i.e. a SrO plane on one side and a TiO2 plane on the
other (referred to as “mixed interfaces” henceforth), the SrTiO3 layer was made 2 unit
cells thick. Keeping the same thickness of the ZrO2 layer and having the same alignment
of the ZrO2 layer with the SrTiO3 layer as before, the resultant supercell is no longer
tetragonal; two of the cell angles (α and β) are non–orthogonal. Figure 4.1(c) shows
the projection of this supercell onto the (100) plane, illustrating a view of one of the
non–orthogonal angles. It is noted that by doubling this supercell along the length in
the z–direction, the supercell may be redefined to be tetragonal. Having ZrO2 layers
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that are n unit cells thick instead also produces tetragonal supercells. However, the
former approach results in a much larger supercell which is not necessary for the work
described in this chapter, while the latter is not useful as the ZrO2 layers in the different
configurations need to be of the same thickness for comparison purposes.
4.1.2 Exploring the energy landscape for plausible structures
As the current version of the genetic algorithm was not designed to cope with non–or-
thogonal cell angles, only supercells with SrO interfaces (type (i)) and TiO2 interfaces
(type (ii)) were simulated with the genetic algorithm, to explore possible epitaxial ZrO2
structures in these systems. Low energy structures were extracted from the simulations
and identified. These were then modified in the SrTiO3 layers to form supercells with
mixed interfaces (type (iii)), for comparison of their energies with those of other types.
Their energies could then be calculated using BFGS as implemented in GULP with the
same classical potentials, since GULP allows variable cell angles. In all genetic algorithm
simulations, the a and b cell lengths were kept constant and equal to the theoretical
lattice parameters of bulk SrTiO3 determined in the previous chapter. The dimension
of the supercells in the z–direction was allowed to vary to find the optimum cell length
for any structure. All identified epitaxial structures—those extracted directly from the
genetic algorithm simulations as well as those modified thereafter—were fully relaxed
using GULP, optimising supercell length c and angles α and β while constraining the
supercells laterally. Up to 5 separate genetic algorithm runs were made for each type of
initial configuration, with each run reaching at least 5000 generations.
4.1.3 Calculating accurate energies of plausible structures
The epitaxial structures that have been identified as having low lying energies from the
genetic algorithm simulations, were optimised within DFT using the BFGS method of-
fered in CASTEP. The lateral cell lengths and angle γ were constrained to the values
calculated within DFT in the previous chapter for bulk SrTiO3, while all other cell pa-
rameters were allowed to vary. The converged energy cut–off of 600 eV determined in
the previous chapter was maintained, and a Monkhorst–Pack mesh of 4× 4× 2 k–points
was used in these calculations. The relative energies of the structures were obtained and
analysed.
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Figure 4.2: The relative energy of the supercell with the lowest energy in each generation
as a function of the generation number in the genetic algorithm. The starting point was
a perfectly ordered structure which rapidly evolved into other lower energy structures.
The letters mark the appearance of a pyrite–like structure (A), a rutile–like structure (B)
and an anatase–like structure (C). This figure was published in [143].
4.2 Results and Discussions
4.2.1 Identifying structures from the genetic algorithm simula-
tions
The genetic algorithm simulations were initialised with perfectly ordered fluorite ZrO2
in epitaxy with SrTiO3 configurations with the different SrTiO3 stoichiometries. With-
out any disorder in the system, the structures were expected to remain stable, or at the
very least in a very deep energy minimum, as the ZrO2 layer in the multilayer struc-
ture was widely assumed to be fluorite in the literature. However, from Figure 4.2 il-
lustrating an example of a typical evolution of a supercell, there is a rapid descent in
energy from the initial configuration, as the fluorite ZrO2 layer spontaneously evolved
into several other structures. For example, the successively deeper minima marked at
A, B and C correspond to a pyrite–like structure (with [110](001)pyr ‖ [100](001)SrTiO3),
followed by a rutile–like structure (with [111](101)rut ‖ [100](001)SrTiO3) and finally an
anatase-like structure (with [100](001)ana ‖ [100](001)SrTiO3) appearing over the course
of this particular run. Columbite–like metastable structures were also found during
the course of the evolutions, in two orientations: [110](001)col ‖ [100](001)SrTiO3 and
[011](100)col ‖ [100](001)SrTiO3 , henceforth referred to as columbite (001) and columbite
(100) respectively.
An anatase–like epitaxial structure in the ZrO2 layer was found to be the most
stable structure across the different SrTiO3 stoichiometries. This configuration, with
SrO interfaces, is shown in Figure 4.3(a). The Zr4+ ions in this configuration are sixfold
coordinated to the O2− ions, forming ZrO6 octahedra, which share corners in the lat-
67
[001] 
[010] 
a b
c d
f
g
e
!"#$
Figure 4.3: Structures of the interfaces discovered by the genetic algorithm; for brevity
they are referred to by the names of the bulk structures of which they are distorted
versions. (a) anatase, (b) rutile, (c) columbite (001), (d) pyrite, (e) columbite (100), (f)
tetragonally strained fluorite, (g) as (f), rotated 45◦ about [001] revealing the displace-
ments of the O atoms parallel to [001] within the ZrO2 layer. This figure was published
in [143].
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eral direction and skew–edges (edges that connect to an apex of an octahedron) in the
z–direction, identical to a bulk anatase structure. In Figure 4.4 the radial distribution
function (RDF) of Zr–O pairs in the layer are compared with that in theoretical bulk
anatase ZrO2 and in laterally strained bulk anatase structure, in which the strain was
chosen to match the lateral lattice dimensions of theoretical bulk SrTiO3, i.e. the same
as that of the coherent cubic fluorite ZrO2 layer. The high degree of similarity between
these RDFs substantiates the identification of this epitaxial ZrO2 layer as anatase–like.
In a similar way for identification purposes, the RDF of the other three main
structures mentioned above were also compared to the respective bulk and strained bulk
lattices with which they were labelled. However, unlike the good degree of fit found in
the case of anatase, these other structures were more distorted by the presence of the
interfaces and could not be identified simply by comparison with the RDF patterns of
bulk phases. The labelling of these higher energy structures was based on noting that
the Zr4+ ions in the epitaxial layer in all the structures were in sixfold coordination.
Then by inspection and comparison of the relative orientations and the kind of linkages
(i.e. corner–sharing, edge–sharing or face–sharing) of the ZrO6 octahedra, the following
features were noted for classifying the structures:
 In a bulk rutile structure, the octahedra are corner sharing in the x–y plane and
edge–sharing in the z–direction, such that they are stacked in columns in the
z–direction, which is similar to the arrangement in the ZrO2 layers that was desig-
nated as rutile–like.
 In a bulk columbite structure, the octahedra are corner–sharing in the x–y plane but
skew–edge sharing in the z–direction, so that they are arranged in a zig–zag manner
along the z–columns, and this was also the case in the ZrO2 layers designated as
columbite–like.
 In a bulk pyrite structure, the octahedra are all corner–sharing, and this was also
the case in the ZrO2 layers that were designated as pyrite–like.
It was observed that in the three multilayer structures described above (illus-
trated in Figure 4.3(b)–(e)), the Zr4+ cation sublattices are topologically similar to the
cation sublattice of a fluorite structure. The main difference appears to be in the an-
ion sublattice. The cation lattice in the anatase–like multilayer structure, in contrast,
is significantly different. There is, however, another structure that emerged from the
genetic algorithm simulations that, although short–lived, resembles the fluorite structure
most closely, but with parallel displacements of the O2− ions away from their tetrahedral
sites. This structure is referred to as a tetragonal–like structure, because it displays an
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Figure 4.4: The Zr–O RDF per Zr atom of the anatase–like ZrO2 structure within
ZrO2/SrTiO3 multilayer systems in which the termination is (I) TiO2, (II) “mixed”, and
(III) SrO. The same RDF of (IV) the theoretical bulk anatase ZrO2 strained laterally to
the epitaxial dimensions and (V) the theoretical unstrained bulk anatase ZrO2 are also
shown. This figure was published in [143].
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alternating pattern of displacements of oxygen columns, along one cube axis, as in the
bulk tetragonal phase of ZrO2, but imposed here by the interface structure. Taking a
supercell with SrO–terminated SrTiO3 as an example (Figure 4.3(f), (g)), a half–plane
of O2− ions was formed at each interface to maintain the charge neutrality of the inter-
faces in the supercell, constrained by the overall charge neutrality. The half–planes of
ions were organised in rows of alternating [100] columns, with reference to the SrTiO3
lattice. These O2− ions lie directly above the O2− ions of the TiO2 plane in SrTiO3, but
in the unrelaxed state they were much too close together. Hence the O2− ions in the
half–plane at the interface are repelled towards the middle of the ZrO2 layer and the O
2−
ions within the same column are also displaced in the same direction. On the other hand,
the O2− columns with vacancies in the interfacial half–plane relax towards the SrTiO3
layer, i.e. away from the middle of the ZrO2 layer. This structure is the only metastable
configuration that was found to have the eightfold coordination of Zr4+ ions as in the
cubic fluorite lattice.
4.2.2 Relative interfacial energies of the structures
The relative interfacial energies of the multilayer systems were compared separately, ac-
cording to the stoichiometries of their structures, by considering the whole ZrO2 layer as a
single interface. The interfacial energy γ thus encompassed both ZrO2/SrTiO3 interfaces
in a supercell, and can be expressed as
γ = (G−
∑
i
µiNi)/A (4.1)
where G is the free energy of the structure per supercell, Ni is the number of molecules of
component i in the supercell with chemical potential µi and A is the area of the interface,
i.e. the cross–sectional area of the supercell. Here the components were defined as ZrO2,
SrO, TiO2 and SrTiO3 for convenience, although they could with equal validity be chosen
as the four elements. The treatment of two nearby interfaces as a single interface for the
purpose of calculating the excess interfacial energy is physically motivated, because the
separation into two interfacial energies would be unphysical unless the two interfaces
are separated by some homogeneous phase of sufficient thickness to isolate one from the
influence of the other. This follows directly from the definition of interfacial energy as
presented by Gibbs or (more clearly) by Cahn [144]. To display the results, the relative
energies calculated with the classical potential and with DFT can be compared, but it
is only meaningful to make the comparison within a set of structures having the same
stoichiometry, so that the chemical potential terms cancel. This is because to compare
the free energies of structures of different stoichiometry would require a knowledge of the
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chemical potentials of the components, which for classical potentials cannot be calculated
reliably, e.g. they fail to reproduce the measured free energies of reactions, such as the
free energy of formation of SrTiO3.
Therefore the three supercells with anatase–like structures in epitaxy were taken
as a separate reference for each of the three stoichiometries exhibited by the structures,
and the relative interfacial energy of a structure S was defined as
γintS − γintanatase =
GintS −Gintanatase
A
(4.2)
where “int” denotes the stoichiometry of the SrTiO3 termination. Figure 4.5 plots these
energies. The interfacial energy ordering of the structures modelled by the pair poten-
tials is almost the same as the DFT ordering across all three combinations of SrTiO3
termination in the multilayer structures. The structure with the tetragonal fluorite–like
epitaxy is always the highest in energy. Significantly more stable is the columbite (100)
epitaxy, followed closely by the pyrite–like, columbite (001), rutile–like and anatase–like
epitaxies in that order. This energy ordering is largely preserved within DFT except
for the columbite (001) structure in the “mixed interfaces” multilayer system, which re-
laxed into a slightly different structure. However, the “columbite (001)” label is retained
for convenience. The pyrite–like and tetragonal–like epitaxies with TiO2 and “mixed”
interfaces are also unstable within DFT and are therefore not in Figure 4.5.
In a recent study of epitaxial YSZ orientation on SrTiO3 substrates with different
termination planes, Cavallaro et al. [49] discovered that YSZ films grew layer–by–layer
in the [110](001)YSZ ‖ [100](001)SrTiO3 orientation if the SrTiO3 substrate was terminated
with SrO. On TiO2–terminated substrates, this was not the case; instead, islands grew
with 15◦–tilted (111) domains. The experimental observation that the (001) film grew
only on SrO–terminated SrTiO3 is in agreement with my DFT calculations. However, no
(111) tilted fluorite lattices were found in the genetic algorithm simulations; presumably
these (111) islands were not perfectly coherent with SrTiO3 and the repeat unit was
too small to allow such a misorientation. Cavallaro offered a plausible explanation for
the different YSZ orientations: the energy at a (111)YSZ/SrTiO3 interface is high due
to the incompatible lattices. However, the interfacial energy between TiO2–terminated
SrTiO3 and (001) YSZ is larger than that between SrO–terminated SrTiO3 and (001)
YSZ, therefore YSZ is oriented (111) on TiO2–terminated SrTiO3 as the lower surface
energy of (111) YSZ compensates for it. In a system with (001) YSZ on SrO–terminated
SrTiO3, they suggested that the interfacial energy is lowered possibly due to the chemical
affinity between Sr and Zr, resulting in the formation of SrZrO3 in the first plane of ZrO2
at the interface. The fluorite lattice then forms in the subsequent planes of ZrO2. It
was observed that in all of my simulated multilayer systems containing at least one SrO
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Figure 4.5: Comparison of interfacial energies according to the stoichiometry of the
SrTiO3 termination, as indicated above the graphs, calculated using both classical and
DFT methods. This figure was published in [143].
interface, the ZrO2 plane at the interface adopted the configuration of the TiO2 plane in
SrTiO3, albeit a somewhat buckled plane.
4.2.3 Interfacial energies as a function of chemical potentials
To compare the energies of multilayer structures across the different SrTiO3 terminations,
the variation of the interfacial energies with the chemical potentials of the components
was considered. Taking the SrTiO3 layer as comprising SrO and TiO2, the chemical
potential of SrTiO3, µSrTiO3 , can be written as the sum of the chemical potentials of its
components:
µSrTiO3 = µSrO + µTiO2 . (4.3)
In the limiting case where SrTiO3 is in equilibrium with SrO,
µSrO = µ
0
SrO (4.4)
and
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µTiO2 = µSrTiO3 − µ0SrO (4.5)
where µ0SrO is the chemical potential of pure SrO. At the other end of the possible range
of stability, SrTiO3 is in equilibrium with TiO2 and therefore
µT iO2 = µ
0
T iO2
(4.6)
where µ0TiO2 is the chemical potential of pure TiO2. In all of the multilayer systems,
NZrO2 is constant and µZrO2 was assumed to be also constant. Then from Equation 4.1
and defining γaS and γ
b
S as the interfacial energies of a structure S at the SrO–rich and
TiO2–rich limits respectively, the difference between these two interfacial energies is
γaS − γbS =
∆G0f,SrTiO3(NTiO2 −NSrO)
A
(4.7)
where the standard free energy of formation of SrTiO3 ∆G
0
f,SrTiO3
= µSrTiO3−µ0TiO2−µ0SrO.
The free energies of solids were approximated by their internal energies calculated at 0 K,
and the anatase–like system with SrO interfaces in the SrO–rich limit was taken as
reference.
Figure 4.6 shows the relative interfacial energies of the systems as a function
of µTiO2 . The multilayers with anatase–like phase prove to be the most stable struc-
tures across the range of µTiO2 within the two limits, and that with SrO interfaces
is stable over a larger range. As a stable fluorite–like structure with TiO2 interfaces
could not be produced, the interfacial energies of (001) fluorite lattice with different in-
terfaces could not be compared and Cavallaro’s suggestion mentioned above that the
TiO2-terminating SrTiO3/(001) fluorite interfacial energy is greater than that of SrO-
terminating SrTiO3/(001) fluorite, could not be tested. Indeed, such a calculation has
become irrelevant. However, it is noted that the energies of other structures with TiO2
interfaces have higher energies than their counterparts with SrO interfaces.
4.2.4 Laterally strained bulk ZrO2
To further investigate the stability of the structures with sixfold Zr4+ coordination com-
pared to the fluorite phase, the energies of these structures were computed in the bulk
form as a function of applied lateral strain, where the strain was applied as a constraint
within the plane of bulk ZrO2 parallel to the (001) plane of SrTiO3 in the multilayers.
There was no constraint imposed on the length of the supercell normal to this plane,
which therefore relaxed by the expected Poisson contraction. Thus the relaxed structure
was in a state of plane stress, as it would be within a coherent multilayer. The mag-
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Figure 4.6: The interfacial energies of the structures as a function of µTiO2 . On the left
of the x–axis, SrTiO3 is in equilibrium with SrO; on the right, with TiO2. Solid lines
indicate structures with SrO interfaces, dashed lines TiO2 interfaces, and dotted dashed
lines “mixed” interfaces. This figure was published in [143].
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Figure 4.7: The energies of various bulk ZrO2 phases with lateral strain (referenced to
the lattice parameter of the bulk cubic fluorite phase) calculated using classical potentials
(left) and DFT (right). The strain equivalent to the lattice parameter of SrTiO3 is marked
by the vertical line. This figure was published in [143].
nitude of the strain was referenced to the theoretical lattice parameter of bulk fluorite
ZrO2. Figure 4.7 shows the results from both classical and DFT calculations. It is evi-
dent that both methods predicted the cubic fluorite phase to be the most unfavourable
phase at a strain equivalent to the lattice parameter of SrTiO3 (7.9% strain using the pair
potentials, 8.6% strain using DFT). The energetic ordering of the phases produced by the
two methods is the same: the pyrite ZrO2 phase is the second most unfavourable phase
followed by the rutile, columbite (001), anatase and columbite (100) phases in decreasing
order of energy. In the multilayer systems with SrO and TiO2 interfaces, the rutile–like
epitaxies have lower energies than the columbite (001) in epitaxy; it appears that the
interface effect stabilises the higher energy strained rutile structure. The interface ef-
fect destabilises the columbite (100) in epitaxy as well; it is the lowest in energy in the
strained bulk but second highest in epitaxy. The results from these strained bulk calcu-
lations also indicate that the classical method is capable of predicting the same ordering
as the DFT method at ∼8% strain despite the fact that the classical potentials describe
the wrong ZrO2 polymorphs as stable structures in their equilibrium. This is surprising
given the simplicity of pair potentials, and substantiates the use of the genetic algorithm
with classical potentials as a powerful tool to search for the global energy minimum.
These results are in excellent agreement with reports of structural changes in the
bulk fluorite YSZ lattice at very high strains in the recent literature, as reviewed in Section
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(a)
(b)
[100]
[001]
Figure 4.8: Comparison of (a) the columbite structure viewed down the [010] direction,
with (b) the orthogonal I structure found by Araki et al., taken from reference [89]. In
(b), the Zr4+ ions are small circles and O2− ions, large circles.
1.7. In their investigations of bulk YSZ under biaxial strain using classical potentials,
Dezanneau et al. [90] reported changes in the lattice structure at strains greater than
3%. The Zr4+ ions in the highly strained lattice were sixfold coordinated with the O2−
ions, with shorter Zr–O bond lengths. In all of the alternative phases to the cubic
fluorite that I have considered, the cations are all in sixfold coordination with the anions,
and from Figure 4.7, these phases are more stable than the fluorite phase above ∼3%
strain. Araki et al. [89] also observed a similar structural transformation from the results
of their classical calculations, when their bulk YSZ lattice was strained under uniaxial
tension in the [100] direction. They identified the strained structure as the orthogonal
I structure; presumably they were referring to the orthorhombic columbite structure,
since the projected view of their structure is remarkably similar to the columbite [010]
projection, as demonstrated in Figure 4.8. Ab initio calculations made by Kushima et al.
[91] revealed the breaking of some cation–oxygen bonds in highly–strained bulk ZrO2: if
this could be interpreted as the fourfold coordination of the O2− ions with the cations
being reduced to threefold coordination at high strains, then the cations could possibly
be in sixfold coordination with the O2− ions in Kushima’s strained YSZ lattice as well.
Pennycook et al. [86] also reported a phase that was not fluorite when bulk ZrO2
was strained to 7% from their DFT computations. They described the oxygen sublattice
of the laterally strained phase as being arranged in a “zigzag” manner when the lattice
was projected onto the (001) plane. Visual inspection of the structures that have emerged
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(a)
(b)
[010]
[001]
Figure 4.9: Comparison of (a) orthorhombic I lattice viewed down the [100] direction, with
(b) the strained bulk ZrO2 structure reported by Pennycook et al., taken from reference
[86], both showing the “zigzag” arrangement of the projected oxygen sublattice. In (b),
the Zr4+ ions are in green and O2− ions, red.
in this work revealed no resemblance to that of Pennycook’s. However, a high pressure
phase, the orthorhombic I structure with a space group of Pbca [97], appears to have
the closest resemblance when viewed down the [100] axis, also displaying a “zigzag”
projected oxygen sublattice. Both projections are depicted in Figure 4.9 for comparison.
The orthorhombic I phase was found to be unstable with the pair potentials used in
this work, which would explain its non–appearance in the genetic algorithm simulations;
attempts to optimise this structure with the potentials resulted in a relaxation of the
lattice to the cubic fluorite structure.
4.2.5 Estimating the critical thickness of the ZrO2 film
From the DFT calculations of the strained bulk phases, it was observed that the anatase
ZrO2 structure is the most stable when the x–y strain is greater than 8%, and the
columbite (100) structure, in the range of 5% to 8% strain. When the strain is less
than 5%, the cubic fluorite structure becomes most energetically favourable, in compar-
ison to the other structures that emerged in the multilayers. This is applicable to pure
ZrO2 phases only and the strain ranges may alter with Y2O3 doping. However if this
result is not drastically modified with Y2O3 doping, then DFT predicts that for a (001)
fluorite YSZ film to be stable on a SrTiO3 substrate, the x–y strain in the lattice should
be less than 5%, so there must be a mechanism in operation to relieve the coherency
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strain, eg. by dislocations or perhaps islanding. Clearly there is a critical thickness above
which the unstrained fluorite phase should be stable. In a conventional analysis of critical
film thickness this might be estimated, for example, by balancing the excess energy due
to loss of coherency with the strain energy that can be freed by allowing incoherency
[145]. In this case a coherent anatase–like structure apparently offers a better match to
the SrTiO3 than a coherent fluorite–like structure, and this difference would dominate
the loss of coherency term in the energy balance.
To estimate the critical thickness of the ZrO2 film, the energy of a coherent mul-
tilayer structure per supercell Ecoherent can be expressed as a sum of the energies of the
components in the (strained) bulk and an additional term for the interfacial energy:
Ecoherent = 2Aγ + nZrO2eZrO2 + nSrT iO3eSrT iO3 (4.8)
where A is the cross–sectional area of the supercell, γ is the interfacial energy per unit
area which is multiplied by 2 to account for the two interfaces in each supercell, ni is
the number of molecules of the component i (ZrO2 or SrTiO3) in the supercell, and ei
is the energy per molecule of the component in the (strained) bulk. For an incoherent
multilayer system, the expression can be modified to:
Eincoherent = 2A
(
γ +
Y a2ZrO2
10d
)
+ nZrO2eZrO2 + nSrT iO3eSrT iO3 (4.9)
The energy term due to the generation of dislocations is added to the interfacial energy
term, and can be approximated by
Y a2ZrO2
10d
, where Y is the elastic modulus of ZrO2 in the
〈110〉 direction, aZrO2 is half the length of 〈110〉 bulk cubic fluorite ZrO2, and d is the
distance between the dislocations. d can be expressed in terms of strain :
d =
aSrT iO3

(4.10)
where aSrT iO3 is the lattice parameter of SrTiO3.
At the critical film thickness, the energy of the anatase ZrO2 coherent multilayer
(Equation 4.8) just equals the energy of the fluorite ZrO2/SrTiO3 multilayer with inco-
herent interfaces (Equation 4.9), resulting in the following expression:
Eincoherentfluorite − Ecoherentanatase =2A
(
(γcoherentfluorite − γcoherentanatase ) +
Y a2ZrO2
10d
)
+ ncritZrO2
(
eunstrainedfluorite − estrainedanatase
)
=0 (4.11)
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where ncritZrO2 is the number of ZrO2 molecules that gives the critical film thickness. nSrT iO3
and eSrT iO3 are the same for both multilayer systems and therefore cancel out. Taking the
difference between the energies of the coherent fluorite and anatase multilayer structures
gives:
Ecoherentfluorite − Ecoherentanatase = 2A(γcoherentfluorite − γcoherentanatase ) + nZrO2
(
estrainedfluorite − estrainedanatase
)
(4.12)
Combining the two equations above, ncritZrO2 and hence the critical thickness of the ZrO2
layer can be calculated.
Based on the DFT calculations for the coherent multilayers and for the correspond-
ing strained and unstrained bulk phases, and approximating Y to the isotropic elastic
modulus of YSZ with a value of 220 GPa [146], a critical thickness of about 3.3 nm was
estimated. Since there were no dislocations reported experimentally at the (1nm)YSZ/
SrTiO3 interface in [40], a coherent interface would imply either that the YSZ structure
in epitaxy is not cubic fluorite, or that the film is fluorite in a metastable state, which
depends on the growth conditions.
4.3 Summary
Starting with the cubic fluorite structure, the stability of a number of layered structures
of ZrO2, coherently strained in a ZrO2/SrTiO3 multilayer system was investigated. Us-
ing a genetic algorithm to evolve the structures, in which the atomic interactions were
modelled by simple pair potentials, many structures were found to be more stable than
the tetragonally distorted fluorite structure one might expect based on prior knowledge
of the tetragonal phase of bulk ZrO2. First principles calculations with DFT performed
on the structures discovered by the genetic algorithm confirmed that the greater stability
of these structures was not an artefact of the classical potentials. Indeed, despite their
well–known limitations, the classical potentials agreed with the DFT assessment of the
ranking of energies, although not with the quantitative energy differences.
While there is a metastable tetragonal fluorite–like structure in epitaxy with
SrO–terminated SrTiO3, this structure is unstable in the presence of TiO2 interfacial
planes. More stable structures, with either SrO or TiO2 termination of the SrTiO3,
include pyrite–like, rutile–like, columbite–like and anatase–like ZrO2 structures. The
relative stability of the structures at 0 K was examined for the full range of chemical
potential of TiO2 (or equivalently SrO) and it was found that the anatase–like structure
in the ZrO2/SrTiO3 epitaxy is the most stable structure across the range, closely followed
by a rutile–like structure.
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The ranking of energies can be understood by comparison with calculations for
bulk ZrO2, strained laterally on a square plane in the same way the thin film is strained
by epitaxy. The variation of DFT energies of the structures in the bulk with lateral strain
confirmed that the cubic fluorite phase is the least energetically favourable phase at high
strain. With increasing strain, columbite becomes the most stable phase at ∼5% followed
by the bulk anatase phase at a strain of ∼8%, which is the strain for epitaxy with the
lattice parameter of SrTiO3. A similar set of calculations with the classical potentials
produced a qualitatively similar sequence of phases, with anatase becoming more stable
than columbite at ∼12% strain.
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Chapter 5
YSZ/SrTiO3 Multilayer Structures
In the previous chapter, the ZrO2/SrTiO3 simulations were highly simplified—the su-
percell size was small and no dopants or impurities were included, in addition to the
constraints set out at the end of Section 1.9. Having established plausible structures of
pure ZrO2 layers in epitaxy with SrTiO3, I describe in this section the effect of Y2O3
dopants introduced into the ZrO2 layers to model a more realistic system. Similar to
the approach taken in the previous chapter, structures of low energies were extracted
from the genetic algorithm and their energies recalculated within DFT. The supercell
size, although small, was kept mainly the same as in the previous chapter for ease of
computation. A particularly stable configuration was singled out and analysed in greater
detail, including its bonding characteristics and electronic densities, which may provide
insight into the anionic mobility (or lack thereof, as the case may be) in the structure.
5.1 Simulation Details
The details of the simulations carried out in this chapter are similar to those described
in Section 4.1, except for the initial configurations for input into the genetic algorithm.
These configurations are listed in Table 5.1 and described in the following sections. From
each simulation, several structures with low energies were extracted for more accurate
energy computations within DFT.
5.1.1 Simulations of multilayers with non-stoichiometric SrTiO3
From the two types of initial configurations of fluorite ZrO2/SrTiO3 supercells with excess
SrO and TiO2 in Section 4.1, two randomly selected Zr
4+ ions in each supercell were
replaced with Y3+ ions and one O2− ion was removed to maintain the overall charge
neutrality of the supercell. This results in 8.3 mol% of Y2O3 doping in each ZrO2 layer.
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Configura-
tion
YSZ lattice Interface
type
Ordered/
amorphous
YSZ layer
thickness
A fluorite SrO ordered 1.5
B fluorite TiO2 ordered 1.5
C fluorite SrO partially amorphous 1.5
D fluorite TiO2 partially amorphous 1.5
E quasi–cubic TiO2 ordered 1.5
F quasi–cubic mixed ordered 1.5
G anatase mixed ordered 1.5
H quasi–cubic mixed ordered 2
I anatase mixed ordered 2
J quasi–cubic SrO ordered 2.5
K quasi–cubic TiO2 ordered 2.5
Table 5.1: List of initial configurations for genetic algorithm simulations of YSZ/SrTiO3
multilayers. The YSZ layer thicknesses are equivalent to the thickness in unit cells of a
cubic fluorite lattice. The thickness of the SrTiO3 layers are as described in Section 4.1.
The ‘quasi–cubic’ structure refers to the new phase found in simulations of configuration
C.
(a) (b)
Figure 5.1: The partially ‘amorphous’ initial configurations with (a) SrO interfaces and
(b) TiO2 interfaces, labelled as configurations C and D respectively in Table 5.1. The
Y3+ ions are coloured in dark blue.
These perfectly ordered structures (labelled as A and B in Table 5.1) were used as initial
configurations in the genetic algorithm simulations.
In addition, the ions in the interfacial ZrO2 planes at both interfaces in each of the
doped supercells were assigned random positions within the interfacial regions. A plane
of ordered Zr4+ and O2− ions in the middle of the layer was retained to aid the algorithm
in finding a plausible stable structure. These partially ‘amorphous’ configurations (C
and D), examples of which are shown in Figure 5.1, were also used as starting points for
additional genetic algorithm simulations.
Configurations J and K were generated from a new structure yielded by genetic
algorithm simulations of initial configuration C, in which the YSZ layers were extended
to 2.5 unit cells thick. A total of four Y3+ ions and two O2− vacancies were incorporated
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in each supercell to produce a doping level of 10 mol% of Y2O3. These structures were
simulated with the genetic algorithm in their ordered configurations.
5.1.2 Simulations of stoichiometric YSZ/SrTiO3 multilayers
A structure consisting of the new YSZ phase (discovered in simulations of initial configu-
ration C with SrO interfaces) in epitaxy with 2×2×2 unit cells of SrTiO3 was constructed
to create a configuration (F) with ‘mixed’ interfaces. The thickness of the YSZ layer was
kept the same as that in configuration C, i.e. equivalent to 1.5 unit cell thickness of a
cubic fluorite lattice. Two of the resulting supercell angles are non-orthogonal, but the
implemented version of the genetic algorithm was capable of treating only cell angles that
were 90◦. However, this lattice is such that by simply doubling the supercell size in the
direction perpendicular to the interfacial planes, the supercell might be made tetragonal.
This approach was used for the genetic algorithm simulations. Low energy structures ex-
tracted from these simulations were then halved back again in their non-orthogonal cells
for comparison with structures of other SrTiO3 stoichiometries. DFT energy calculations
were also carried out on the non-orthogonal supercells.
An anatase–like epitaxy with YSZ layer thickness as above and with ‘mixed’ inter-
faces was also generated (configuration G). Its supercell angles too were not all orthogonal.
Rather than exploring possible Y3+ ions and O2− vacancy sites in the YSZ layer with
the genetic algorithm by means of supercells double the original size, a series of config-
urations were generated, encompassing every possible permutation of the Y3+ ions and
O2− vacancy sites confined to within the YSZ layer. These configurations were calculated
using GULP and those with the lowest energies were selected for computations within
DFT.
The two configurations above were each augmented by an additional YSZ plane,
resulting in tetragonal supercells (H and I). The plane consists of one Y2O3 and two
ZrO2 molecules to achieve an overall Y2O3 doping level of 12.5% within the layer, which
is now equivalent to 2 unit cell thickness of the fluorite lattice. Low energy structures
were explored with the genetic algorithm simulations of both these configurations and
their energies recalculated within DFT.
5.2 Results and Discussions
5.2.1 A new phase
As can be expected from the results of the previous chapter, the genetic algorithm found
the perfectly ordered fluorite configurations to be unstable and produced anatase–like
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YSZ epitaxial layers as more stable with the non-stoichiometric SrTiO3 layers. Other
structures observed previously—rutile, pyrite and columbite—did not appear in the sim-
ulations, though there is a possibility that the structures, if manually generated, may be
made metastable within the classical description of the interatomic potentials.
However, of far greater interest is the appearance of a structure quite unlike those
mentioned above, found by the genetic algorithm within 30 generations of the ‘amor-
phous’ configuration with SrO interfaces, which prevailed till the end of the simulations
of 15000 generations. Although all simulations of configurations with TiO2 interfaces,
ordered and partially ‘amorphous’, yielded anatase–like epitaxies as the longest surviving
species, the newly found structure, modified by hand to accommodate TiO2 interfaces
instead (configuration E) and used as an initial configuration in a genetic algorithm run,
was found to persist with no hint of an appearance of an anatase–like epitaxy for 15000
generations, after which the simulation was terminated. The new structure was also mod-
ified to force ‘mixed’ interfacial planes, keeping the same YSZ layer thickness; however
this structure (configuration F doubled in size) did not last long in the genetic algorithm
—up to about 350 generations—and the anatase–like epitaxial structures were favoured
instead in the long run.
There is a variety of such structures (and also of the anatase–like epitaxial ones)
with different Y3+ and O2− vacancy sites, some of which are shown in Figure 5.2 and
the rest are included in Appendix B. The RDFs of the Zr–O pairs of these structures
(also in the Appendix), while appearing to some degree similar to one another, bear lit-
tle resemblance to that of bulk fluorite. An immediately striking feature of these new
epitaxial structures is that when the SrTiO3 layers contain excess SrO, there is mixing
between the YSZ and the SrTiO3 layers—Y
3+ and Zr4+ ions are in Sr2+ and Ti4+ lattice
sites respectively, and vice versa; this will be discussed in more detail later. The cation
sublattice of the YSZ layer appears to coincide with that of a fluorite structure in Garcia-
Barriocanal’s postulated orientation [40] of 45° rotated about the z–axis. In this orienta-
tion, the face–centred cubic fluorite lattice could be redefined as a body–centred tetrag-
onal whose cation lattice, incidentally, is topologically similar to that of a body–centred
tetragonal perovskite. Pennycook et al., who investigated the multilayer system with
TiO2–terminating SrTiO3 only, also found that the cation sublattice in the YSZ layer of
their YSZ/SrTiO3 heteroepitaxy was of a similar configuration, and described their O
2−
sublattice as disordered [86]. For reference, an illustration of their structure is included in
Figure 5.2(c). To my knowledge, the YSZ lattices in Figures 5.2(b) do not resemble any
structures of established ionic compounds; if fluorite is indeed their closest relative, then
their O2− sublattice too may be described as disordered. (Aside: The epitaxial structure
with SrO interfaces in Figure 5.2(b)(i) may also be thought of as a (Sr,Y)(Ti,Zr)O3 cubic
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(a)(i)
(a)(ii)
(a)(iii)
(b)(i)
(b)(ii)
(b)(iii)
(c)
Figure 5.2: The lowest energy structures of (a) an anatase–like and (b) a quasi–cubic
structure in epitaxy with (i) SrO– (ii) TiO2– and (iii) ‘mixed’ interfaces. (c) The structure
with disordered O2− sublattice in the YSZ layer as reported by Pennycook et al. taken
from reference [86] with colour scheme as follows: Sr2+ ion in yellow, Ti4+ light blue,
Zr4+ green, Y3+ dark blue and O2− red.
.
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Figure 5.3: Comparison of the relative interfacial energies of some quasi–cubic (crosses)
and anatase–like (diamonds) structures with SrO interfaces calculated using classical (red)
and DFT–based (blue) methods. The structures are numbered according to increasing
classical energies.
perovskite structure, with a disordered O2− sublattice in the region where there are some
Zr4+ ions in the A-site of a perovskite ABO3 lattice.) As my only knowledge of Penny-
cook’s structure was based on a 2–dimensional projection, the degree of the similarity
between their structure and that in Figure 5.2(b)(ii) could not be examined more quan-
titatively. For ease of reference, this new phase will be referred to as the ‘quasi–cubic’
phase, since its cation sublattice is somewhat analogous to that of either a fluorite or a
perovskite.
5.2.2 Relative interfacial energies
The expression for the interfacial energy γ in Equation 4.1 for pure ZrO2/SrTiO3 sys-
tems is also applicable to the YSZ/SrTiO3 heteroepitaxies, with an additional term for
component i = Y2O3. Since NY2O3 is constant in all structures, and only structures with
the same SrTiO3 stoichiometries are compared with each other, the chemical potential
terms cancel and the expression in Equation 4.2 remains valid.
Figure 5.3 shows the relative interfacial energies of nine quasi–cubic and three
anatase–like epitaxial structures with SrO interfaces that the genetic algorithm produced
with the lowest energies (the complete set of illustrations of the structures is given in Ap-
pendix B), comparing as before the energies with classical potentials and the subsequently
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Figure 5.4: Comparison of the relative interfacial energies of some quasi–cubic (crosses)
and anatase–like (diamonds) structures with TiO2 interfaces calculated using classical
(red) and DFT–based (blue) methods. The structures are numbered according to in-
creasing classical energies.
calculated DFT energies. The anatase–like epitaxy with the lowest energy was chosen as
reference within each of the respective methods. The differences between the structures
are in the lattice sites of the Y3+ ions and O2− vacancies. Unlike the favourable agree-
ment between the two methods with regard to the energetic ordering of structures found
in the previous chapter, the methods did not compare well here. The classical potentials
gave anatase–like epitaxies as lower or similar in energy than the quasi–cubic epitaxies,
but DFT calculations pronounced the latter multilayers to be considerably more ener-
getically favourable. In addition, the anatase–like epitaxy with the second lowest energy
calculated using classical potentials was found to be of the lowest energy within DFT,
while the quasi–cubic epitaxy with the third lowest energy classically was the most stable
within DFT.
These results illustrate an important general principle of this calculation strategy,
which is that DFT–based computations of several of the lowest structures obtained from
the genetic algorithm needed to be performed, in order to be reasonably confident that
the selected structure was indeed most stable. The results shown in Figure 5.3 indicate
that at least three classically lowest energy structures should be tested. It is, however,
difficult to quantify the margin of error of the classical energies. One might be tempted
to conclude from Figure 4.5 that a classical energy difference of as little as 0.02 eV A˚−2
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is physically significant, since the same ordering of interface energies is predicted by
DFT. However, one would be mistaken since Figure 5.4, in contrast, shows that even an
energy difference of 0.12 eV A˚−2 gave a wrong DFT ordering: with TiO2 interfaces, the
quasi–cubic epitaxial structures were much higher in energy in the classical calculations,
but some proved to be slightly more stable within DFT, than its anatase–like counterpart.
As aforementioned, the quasi–cubic configuration with ‘mixed’ interfaces (F) was
simulated with the genetic algorithm using supercells doubled in the z–direction normal
to the layers. This structure showed a tendency to form a more stable anatase–like
YSZ lattice with SrTiO3 layers within 1000 generations. In addition, the exchange step
in the genetic algorithm in which different species may exchange lattice sites, resulted
in supercells with different stoichiometries when the large supercells were halved; this
occurred very early in the simulations. Thus the phase space explored by the algorithm
before the formation of an anatase–like structure, as well as the change in the local
stoichiometries, was rather limited. Nevertheless, the most stable quasi–cubic epitaxies
with the desired stoichiometries were extracted from available data and their energies
compared to those of anatase–like epitaxies with ‘mixed interfaces’ (configuration G).
Since the rival for the quasi–cubic phase with both SrO and TiO2 interface types was
the anatase–like epitaxy, and in both cases interdiffusion between anatase–like YSZ and
SrTiO3 layers was not observed, the same was assumed for the case of ‘mixed’ interfaces.
All possible Y3+ and O2− vacancy sites within the anatase–like YSZ layer only were
considered in a series of GULP calculations from which the optimum configuration was
obtained, thereby eliminating the need for genetic algorithm simulations in which the
size of the supercell had to be doubled. A comparison of the energies of the structures
in Figure 5.5 shows that the classical calculations of structures with ‘mixed’ interfaces
produced quasi–cubic epitaxies with significantly higher energy than the anatase–like
epitaxies, but DFT computations gave more stable quasi–cubic epitaxial structures as
compared to the anatase–like ones.
The energetic ordering of the structures with ‘mixed’ interfaces obtained from a
limited sampling size, was briefly substantiated with genetic algorithm simulations of
slightly larger configurations, shown in Figure 5.6. By inserting an additional plane
of YSZ in each of the quasi–cubic and anatase–like epitaxial configurations (H and I
respectively), the supercells were made tetragonal and so were within the implemented
genetic algorithm capabilities, thus allowing the phase space of these structures to be
explored more extensively. It was found that the anatase–like epitaxy was indeed more
stable than the quasi–cubic epitaxy within the classical description of the interatomic
potentials. This was reversed when the energies were calculated within DFT, consistent
with the results of the simulations above.
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Figure 5.5: Comparison of the relative interfacial energies of some quasi–cubic (crosses)
and the anatase–like (diamonds) epitaxial structure with ‘mixed’ interfaces calculated
using classical (red) and DFT–based (blue) methods (configuration types F and G). The
structures are numbered according to increasing classical energies.
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Figure 5.6: Comparison of the relative interfacial energies of some quasi–cubic (crosses)
and the anatase–like (diamonds) epitaxial structures with ‘mixed’ interfaces calculated
using classical (red) and DFT–based (blue) methods (configuration types H and I). The
structures are numbered according to increasing classical energies.
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The error in predicting the relative energetic ordering of the quasi–cubic and
anatase–like epitaxies using classical potentials has been shown above to be not insignifi-
cant. The genetic algorithm simulations have demonstrated the instability of the fluorite
epitaxies within the classical model, but in the light of its error, the instability of these
structures within DFT as well could not be assumed. The reader will recall from the
previous chapter that the fluorite lattice in a pure ZrO2/SrTiO3 epitaxial structure with
SrO-terminated interfaces was found to be metastable, while no metastable configuration
of that same pure fluorite could be found with TiO2-terminated interfaces within DFT.
The question then arises as to whether doping with Y2O3 might make the fluorite struc-
ture at least metastable with either termination of the SrTiO3. This was investigated
using the BFGS local energy minimisation feature in CASTEP. The DFT calculations
of fluorite YSZ/SrTiO3 structures indicated that metastable structures of these epitaxies
could not be found, thus confirming the results of the classical calculations that these
structures were truly unstable, even those with SrO interfaces.
To summarize the results in Figures 5.3–5.5, the lowest energy anatase–like and
quasi–cubic epitaxies are the two most stable structures found for each SrTiO3 termina-
tion. Selecting the lowest energy structure from each type of configuration, they are as
follows:
With SrO–terminated SrTiO3:
Structure 2 of anatase–like epitaxy and structure 3 of quasi–cubic epitaxy.
With TiO2–terminated SrTiO3:
Structure 2 of anatase–like epitaxy and structure 4 of quasi–cubic epitaxy.
With ‘mixed’ termination of SrTiO3:
Structure 3 of anatase–like epitaxy and structure 3 of quasi–cubic epitaxy.
Within each SrTiO3 termination, the lowest energy anatase–like epitaxy listed above is
always higher in energy than the most stable quasi–cubic epitaxy. The energies of these
interfaces as a function of the chemical potential of TiO2, derived as in the previous chap-
ter, are plotted in Figure 5.7 to compare the energies of the structures, which has equal
NZrO2 , across the different types of interfaces. Equation 4.7 is also true for YSZ/SrTiO3
systems, since NY2O3 and hence µY2O3 are constant. The energies are given relative to
that of the anatase–like epitaxy with SrO interfaces at the SrO–rich limit of the µTiO2
range. In contrast to the pure anatase–like ZrO2 epitaxies with different interface types
whose energy–µTiO2 variations intersected at a point, those of YSZ anatase–like epitaxies
did not, possibly due to the fact that the YSZ anatase epitaxies chosen for the plot were
in fact different structures with different Y3+ and O2− vacancy sites. The structure with
TiO2 interfaces has Y
3+ ions in the YSZ interfacial plane with the vacancy in the TiO2
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Figure 5.7: Variation of relative interfacial energies of anatase–like and quasi–cubic epi-
taxial structures over a range of µTiO2 .
interfacial plane (Figure 5.2(a)(ii)); while the structure with ‘mixed’ interfaces has Y3+
ions in the YSZ interfacial and middle planes with the vacancy in the YSZ interfacial
plane (Figure 5.2(a)(iii)). Both Y3+ sites are in the middle plane of the YSZ layer with
SrO–terminating SrTiO3 epitaxy, and the vacancy is in the SrO interfacial plane (Figure
5.2(a)(i)). The quasi–cubic structure with SrO interfaces (Figure 5.2(b)(i)) appears to
be the most stable structure across most of the range of possible µTiO2 . Therefore this
structure was chosen as one of particular interest and detailed analysis was concentrated
on this structure for most of this chapter.
5.2.3 Interdiffusion between the layers in the quasi–cubic struc-
tures
Structure 3 of the quasi–cubic epitaxy with SrO interfaces presents an interesting config-
uration. As aforementioned, it exhibits intermixing of the YSZ and SrTiO3 layers, with
two Y3+ ions in Sr2+ lattice sites and a Zr4+ ion in a Ti4+ site. For ease of reference,
the region with the most ZrO2 molecules will be assigned as the YSZ layer, or rather the
ZrO2 layer, since assigning the YSZ region in this way would mean that the Y
3+ ions have
diffused to the SrO termination plane of the SrTiO3 layer as illustrated in Figure 5.9.
The arrangement of these ‘alien’ Y3+ cations is such that the Y3+ ions lie exclusively in
92
In the SrTiO3 layer In the YSZ layer Energy required per supercell/eV
2 Y3+, 1 Zr4+ 2 Sr2+, 1 Ti4+ 0.000
2 Y3+ 2 Sr2+ 0.407
1 Y3+, 1 Zr4+ 1 Sr2+, 1 Ti4+ 0.186 – 0.671
1 Y3+ 1 Sr2+ 0.292 – 0.769
1 Zr4+ 1 Ti4+ 0.879
none none 0.860
Table 5.2: Energy required for the ‘demixing’ of structure 3 of the quasi–cubic epitaxy
with SrO interfaces, where the first row corresponds to structure 3.
rows in the [100] direction alternating with [100] rows of Sr2+ ions, as is clearly depicted
in Figure 5.2(b)(i). Within the ZrO2 layer, the ‘alien’ Sr
2+ ions are ordered in [110] di-
rections, in alternating rows with Zr4+ ions. If this configuration is thought of as mainly
a perovskite lattice, then the ZrO2 layer would appear to be made up of alternating [110]
rows of distorted perovskite ZrO2 and SrZrO3.
DFT calculations showed that this configuration is especially favoured and that
‘demixing’ of the layers requires energy. The amount of energy needed for various levels
of demixing is listed in Table 5.2: the first column lists the cations that are in the SrTiO3
layer but are not Sr2+ or Ti4+ ions, and correspondingly the second column consists of
the ‘alien’ cations in the YSZ layer. Despite the fact that these results distinctly indicate
that any sort of demixing of structure 3 is unfavourable, there appears to be no obvious
pattern to the energy increment. Thus it would not be possible, given a structure with
SrO interfaces, to predict without doing DFT calculations which combination of ions
selected for layer intermixing would be more favourable than the other. For structure 3,
demixing the Zr4+/Ti4+ ions back to their respective layers, leaving a layer intermixing
consisting of two Sr2+ ions in the YSZ layer and two Y3+ ions in the SrTiO3 layer, required
an energy of 0.407 eV. However, further demixing of one of the Sr2+/Y3+ ions cost an
energy between 0.292 eV to 0.769 eV relative to structure 3, depending on which Sr2+
ions and which Y3+ ions were demixed. Therefore selecting two Sr2+ ions for intermixing
was not necessarily more favourable than having only one Sr2+ ion for layer intermixing,
although complete demixing was even less favourable, involving an energy of 0.860 eV.
Similarly, demixing of one of the Sr2+/Y3+ ions from structure 3 required an increase
in energy of between 0.186 eV and 0.671 eV, which overlaps with the 0.292 – 0.769 eV
energy range with further demixing of the Ti4+/Zr4+ ions: half of the additional demixing
was favourable, and the other half unfavourable. If, however, the additional demixing
was subjected to the remaining Sr2+/Y3+ ions instead, leaving behind only Ti4+/Zr4+
ions interchanged, the energy increased to 0.879 eV which resulted in a structure even
less stable than that entirely demixed.
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Figure 5.8: The relative interfacial energies of the quasi–cubic epitaxial structures with
SrO interfaces from Figure 5.3 (red crosses), and those of their respective ‘demixed’
structures (black open circles).
While complete demixing of structure 3 resulted in a configuration that was less
stable, not all of the quasi–cubic epitaxies with SrO interfaces and with intermixing
of the layers were also destabilised with demixing. The nine structures in Figure 5.3 all
possess some degree of intermixing between the YSZ and SrTiO3 layers (see Appendix B),
and out of those, four resulted in more stable structures upon demixing. Nevertheless,
the interfacial energies of these demixed structures (relative to that of structure 2 of
anatase–like epitaxy, as in Figure 5.3) shown in Figure 5.8, are always higher than that
of structure 3 with intermixing. Where one would have expected upon demixing that
all demixed structures would have exactly the same energy, there appears to be a few
distinct energies, implying slightly different structures of the quasi–cubic epitaxies with
energies quite close to one another, the maximum difference being 0.005 eV A˚−2. Yet
these nine structures after demixing seem similar visually (the figures are included in
Appendix B). The RDFs of the structures (also in Appendix B), while none strictly the
same as another, share some similarities in that the first peak at 1.95 A˚ is short, followed
by two much taller peaks and then three shorter ones.
When the SrTiO3 layers were terminated with TiO2 planes, the genetic algorithm
did not suggest any structures with Sr2+/Y3+ intermixing between the quasi–cubic YSZ
and SrTiO3 layers. In a genetic algorithm simulation run, the initial configuration was
set up by hand such that two Sr2+ ions from the SrTiO3 layer were exchanged with Y
3+
ions from the YSZ layer. However, the ions were quickly swapped back again within 30
generations. This persisted to the end of the simulation of 10000 generations, indicating
that Sr2+/Y3+ ion exchange is not likely in this case. There was, nonetheless, Ti4+/Zr4+
intermixing present throughout the simulations. The lowest energy structures extracted
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Epitaxial Structure Relative Energy/eV A˚−2
Anatase–like 0.000
‘Demixed’ quasi–cubic 3 −0.049
Quasi–cubic 3 −0.090
Table 5.3: The interfacial energies of the quasi–cubic structure 3 and demixed quasi–cu-
bic epitaxial structures with SrO interfaces, relative to the anatase–like epitaxy, without
Y3+ ions in all epitaxies.
from the genetic algorithm simulation results, structures 1 to 5 in Figure 5.4, all contained
some Ti4+ ions in the YSZ layer and Zr4+ ions in the SrTiO3 layer as illustrated in
Appendix B.
Intermixing of the Ti4+ and Zr4+ ions between the quasi–cubic YSZ and SrTiO3
layers also occurred in most of the structures with ‘mixed’ interfaces that emerged at
each generation of the genetic algorithm simulations, with very little Sr2+/Y3+ exchange.
There is just one low energy configuration with Sr2+/Y3+ ion mixing between the layers,
i.e. structure 1 from Figure 5.5 (depicted in Appendix B). Although this is the lowest
energy configuration found in the classical simulations, its DFT energy is higher than the
other three quasi–cubic epitaxial configurations considered and as well as the anatase–like
epitaxies. Demixing of the Sr2+/Y3+ ion pairs resulted in the lowering of the energy of
the structure by 0.004 eV A˚−2, indicating that Sr2+/Y3+ ion intermixing is unfavourable
even with stoichiometric SrTiO3 layer.
5.2.4 The roles of yttrium ions and oxygen vacancies
It is interesting to note that the quasi–cubic YSZ/SrTiO3 epitaxial structure did not
emerge as even a metastable structure from the genetic algorithm simulations of the pure
ZrO2/SrTiO3 multilayers, in which the anatase epitaxy was found to have the lowest en-
ergy, as described in the previous chapter. Since the quasi–cubic structure is unknown, its
stability without Y3+ dopants and O2− vacancies could not be investigated and compared
to the anatase pure ZrO2/SrTiO3 epitaxy. However, the Y
3+ ions in the YSZ/SrTiO3
multilayers could be replaced by Zr4+ ions, leaving the presence of an O2− vacancy in the
structure, and thus the effect of vacancies on the structure could be examined.
Results of the energy computations within DFT of such structures relative to
the anatase epitaxy, with each supercell having an overall charge of +2, are shown in
Table 5.3. The quasi–cubic pure ZrO2/SrTiO3 epitaxy containing only an O
2− vacancy
with intermixing between the layers, such as that displayed by the quasi–cubic epitaxial
structure 3 with SrO interfaces, was found to be more stable than the anatase pure
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ZrO2/SrTiO3 epitaxy with an O
2− vacancy (modified from the anatase YSZ/SrTiO3
structure 2 with SrO interfaces), with the interfacial energy being lowered by 0.090 eV
A˚−2. Similar to the YSZ/SrTiO3 multilayers, energy was also required to demix the layers
in this case, interchanging the Sr2+ and Ti4+ ions with the Y3+ and Zr4+ ions, but the
resultant structure is still more stable than the anatase epitaxy by 0.049 eV A˚−2. The
similar energetic ordering of these structures in the YSZ/SrTiO3 systems and in the pure
ZrO2/SrTiO3 charged systems, shows clearly that O
2− vacancies play a role in stabilising
the quasi–cubic epitaxial structure, while the Y3+ ions did not contribute to this (beyond
introducing vacancies into the system to maintain charge neutrality). This is analogous
to a report in the literature in which O2− vacancies, rather than dopant ions, were found
to stabilise the cubic fluorite lattice at room temperature in bulk YSZ [96].
5.2.5 Cation local environments
In bulk cubic fluorite ZrO2, each Zr
4+ ion is coordinated with eight O2− ions, while
in the monoclinic structure the Zr4+ ions are in sevenfold coordination. The Zr4+ ions
in structure 3 of the quasi–cubic epitaxy with SrO interfaces, in contrast, are in an
unexpectedly wide variety of environments, ranging from sixfold to eightfold coordinations
(Figure 5.9(a)). The RDF plots of individual Zr4+ ions (Appendix B) reveal that none
of them are exactly identical. At the interfacial plane of the YSZ layer consisting of
(ZrO2)3TiO2, the Zr
4+ ions are in sixfold coordination, similar to the Ti4+ ions in bulk
SrTiO3: this atomic plane appears to be a distorted version of the TiO2 plane in SrTiO3.
The Zr4+ ion occupying a Ti4+ lattice site in the SrTiO3 layer is also sixfold coordinated.
Sevenfold coordinated Zr4+ ions are found in the middle of the YSZ layer next to Sr2+ ions,
as well as in half of the other YSZ interfacial plane; the ions in the remaining half of that
plane are in eightfold coordination. The entire structure can be thought of as a defective
perovskite structure—that is, the YSZ layer is in a perovskite lattice in continuation
of the SrTiO3 lattice—as the presence of some Zr
4+ ions in sixfold coordination would
support this description.
The Ti4+ ions in the structure are all sixfold coordinated, consistent with those in
bulk SrTiO3. The Y
3+ ions too are coordinated with six O2− ions in the first neighbour
shells, similar to those in the bixbyite Y2O3 lattice, although the two Y–O RDF plots
are not exactly alike (Appendix B). The Sr2+ ions, like the Zr4+ ions, too have different
coordinations. They are mostly in twelvefold coordination as in bulk SrTiO3, but one
of the Sr2+ ions in the mid YSZ layer is elevenfold coordinated while those at the SrO
interfacial plane are in tenfold and elevenfold coordination (the positions of these ions in
the structure are also indicated in Figure 5.9(a), and the RDF plots are given in Appendix
B). This difference in environments of the Sr2+ ions, as well as the Y3+ and Zr4+ ions,
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Figure 5.9: (a) Coordination number and (b) Mulliken charges of selected cations with
O2− ions in quasi–cubic epitaxial structure 3 with SrO interfaces. The YSZ region is
arbitrarily labelled as shown. Some atomic bonds are not shown for clarity.
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would account for the aforementioned apparently unsystematic changes in the energy
with degree of demixing.
5.2.6 Population Analysis
The coordination numbers of the ions in structure 3 of the quasi–cubic epitaxy with SrO
interfaces were found to correspond with the degree of ionicity of the ions. Of the two
schemes offered in CASTEP for the partitioning of charges, Hirshfeld and Mulliken, the
Mulliken scheme was used for the analysis. The Hirshfeld method [147] distributes the
charge at each point to the ions, weighted by the free-atom densities and their distances
from that point. Using this method produced values that were too similar numerically
to make any meaningful distinction (Appendix B). The Mulliken charges [148–151] were
calculated by projecting planewave states onto an atomic basis set within CASTEP. The
resulting values were highly dependent on the basis set used, but were nevertheless useful
for qualitative comparison. For the sake of consistency of notation, ions will continue to
be referred to with superscripts as if they carried their nominal charges, although the
Mulliken charges are quite different from these and vary from site to site.
Figure 5.9(b) shows the Mulliken charges on some of the ions, indicating that
the Zr4+ ions with seven and eightfold coordinations have the higher charges and thus
higher ionicity; the complete list of charges for each ion is included in Appendix B. The
sevenfold coordinated ions in the middle of the YSZ layer inplane with Sr2+ ions are the
most ionic with valence charge values of 1.32 and 1.41, while the Zr4+ ion in the TiO2
plane in the SrTiO3 layer has the highest degree of covalency with a charge value of 1.10
and is sixfold coordinated. This, when compared with the extremely low valence charges
of the Ti4+ ions in the structure ranging from 0.75 to 0.88, implies that TiO2 bonds are
more covalent than ZrO2 bonds. The Y
3+ and Sr2+ ions appear to have approximately
the same valence charges as the Zr4+ ions. The Sr2+ ions with coordination numbers
less than twelve are more covalent than the other Sr2+ ions, though those in the same
plane as the Y3+ ions at the interfacial plane of the SrTiO3 layer are almost equally as
covalent with at least a value of 1.24 despite being twelvefold coordinated. Considering
that Sr2+ ions have lower formal charges than Ti4+ ions but the Sr2+ ions here have
higher valence charge values, the Sr2+ ions appear to be substantially more ionic. This
would be consistent with those in bulk SrTiO3 where they have a value of 1.34 and 0.77
respectively.
From the cation–O bond populations shown in Figure 5.10, there is a clear trend of
bond population varying inversely with bond length, with a trend line that is independent
of the cation type. A range of values for the Zr–O bond populations was also observed,
with some lower than those of Ti–O and others comparable. The variety of bond pop-
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Figure 5.10: Comparison of Mulliken bond populations of Sr–O (green asterisks), Ti–O
(blue open circles), Y–O (grey triangles) and Zr–O (red crosses) bonds.
ulations for Zr with O suggest that some O2− ions might be able to jump more easily
into free volume, considering that ionic motion through a lattice would involve bonds
breaking and forming, resulting in a lower threshold for ionic conduction. However, as
will be shown in the next chapter, this does not appear to be the case; the activation
energy for oxygen conduction was found to be much higher than that in bulk ZrO2.
To summarise, the Zr–O bonds have been shown to possess varying degrees of
covalent character, and the Zr4+ ions themselves have a wide range of valence charges.
Thus in the classical simulations, the use of formal charges on all ions was not strictly
accurate. This could be a contributing factor to the poor agreement in the energetic or-
dering of the epitaxial structures between the classical and quantum mechanically–based
methods. Using partial charges instead in classical simulations may possibly improve
the agreement; however, this approach was not explored. In any case, the genetic algo-
rithm coupled with classical interatomic potentials have proved very useful for suggesting
plausible low energy structures. From this set, further relaxation with DFT produces
good candidates for the lowest energy structure, although it can never be proved that the
globally minimum energy structure has been obtained, even at 0 K.
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Figure 5.11: An isosurface plot showing regions of low charge densities (shaded in purple)
in structure 3 of the quasi–cubic epitaxy with SrO interfaces, viewed down the [010] axis.
The two largest regions are labelled A and B respectively, for future reference. Some
atomic bonds were removed for clarity.
5.2.7 Electronic density
As aforementioned, in terms of formal charges, each supercell was doped with two Y3+
ions, which then required an O2− vacancy to balance the charge produced by the dopant
ions in the host lattice. Since structure 3 is complex, with many different bond lengths
and angles, the lattice site of the O2− vacancy could not be identified by merely visually
inspecting the structure. A plot of the isosurface of the charge densities, like that shown
in Figure 5.11, might be expected to reveal the location of a vacancy, as it does in a perfect
bulk lattice. However, instead of a localised region of low charge densities which would
have been attributed to the vacancy, there is a distribution of such regions concentrated
mostly at the interfacial planes. Considering that the ionic conductivity in bulk YSZ is
due to the presence of vacancies and the vacancy sites in this structure are not individually
well defined, if there is to be any ionic conductivity in this system, the mechanism must
differ from the simple vacancy hopping as in bulk YSZ.
5.2.8 Yttrium segregation
Genetic algorithm simulations of initial configurations J and K, consisting of ordered
quasi–cubic YSZ/SrTiO3 epitaxies with SrO and TiO2 interfaces respectively, incorpo-
rated more Y3+ ions per supercell with slightly thicker YSZ layers. From the simulations
of these structures with SrO and TiO2 interfaces, ten lowest energy configurations in each
type of structure were selected and are depicted in Figure 5.12 and 5.13 respectively. In
100
Section 5.2.2, the lowest energy structure from calculations with classical potentials has
been shown to not necessarily have the lowest DFT energy. The structure with the lowest
DFT energy might have the second, third or even fourth lowest classical energy instead.
By considering ten configurations of the lowest classical energies with the same type of
structure, it would thus be reasonable to expect, without performing DFT computations,
that the structure with the lowest DFT energy would be one of those ten configurations.
It was found that the Y3+ ions were distributed over the whole thickness of the YSZ
layers in all of the selected structures, with no observable segregation. In the epitaxies
with SrO interfaces, only the configuration with the fifth lowest energy (0.6 eV A˚−2 above
the lowest energy) exhibited Sr2+/Y3+ ions intermixing between the layers, in contrast
to the nine low energy structures with thinner YSZ layers in Figure B.1 all of which
exhibited layer intermixing. No exchange of the Sr2+/Y3+ ions between the layers in
the structures with TiO2 interfaces were detected, and all structures with SrO or TiO2
interfaces showed intermixing of Ti4+/Zr4+ ions, as would be expected from previous
results. However, as the dimensions of the simulated supercells were still rather small,
measuring 2 × 2 SrTiO3 unit cells in the lateral direction, spurious image interaction of
the dopant ions could not be ruled out. Further simulations with much larger supercell
sizes would be needed to confirm these results.
5.3 Summary
Building on the work described in the previous chapter, the ZrO2 layer in a multilayer
system with SrTiO3 was doped with Y2O3, by removing one O
2− ion for each substitution
of two Zr4+ ions by Y3+ ions. The doping level was maintained around 8–12 mol% of
Y2O3. Genetic algorithm simulations with classical pair potentials of the YSZ/SrTiO3
multilayers with varying SrTiO3 stoichiometries produced anatase–like epitaxies as the
most stable structures for all stoichiometries, followed by a new structure in epitaxy
with SrTiO3 layers which was given the name ‘quasi–cubic’. The classical energetic
ordering of the structures did not agree with that within DFT, which strongly favoured
the quasi–cubic epitaxies over the anatase–like ones at 0 K. I have suggested that this
is due to the presence of O2− vacancies, with the dopant ions providing little direct
contribution. A fluorite YSZ structure in epitaxy with SrTiO3 was found to be unstable
in both approaches. The quasi–cubic structure may be thought of as resembling either a
fluorite or a tetragonal perovskite cation lattice with a disordered O2− sublattice. These
structures favour intermixing between the YSZ and SrTiO3 layers when there is an excess
of SrO in the system, with Y3+ and Zr4+ ions exchanging lattice sites with Sr2+ and
Ti4+ ions respectively. However, not every structure with any possible combinations of
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Figure 5.12: Ten of the lowest energy structures that emerged from the genetic algo-
rithm simulations of configuration J (epitaxies with SrO interfaces), numbered in order
of increasing energies.
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Figure 5.13: Ten of the lowest energy structures that emerged from the genetic algorithm
simulations of configuration K (epitaxies with TiO2 interfaces), numbered in order of
increasing energies.
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intermixing is more stable than the structure without intermixing. The intermixing of
Sr2+ and Y3+ ions appear to be suppressed when there is an excess of TiO2 or when the
SrTiO3 layer is stoichiometric, though intermixing of Ti
4+ and Zr4+ ions was observed
with all stoichiometries.
One particular structure with SrO interfaces, labelled as structure 3, has the lowest
interfacial energy within almost the whole range of µTiO2 considered. In this configuration,
the coordination numbers of the Zr4+ ions with O2− ions range from six to eight. The
Sr2+ ions too range from being in a tenfold coordination to twelvefold coordination. The
RDF plots of the individual ions reveal that none of the ions in the structure are exactly
the same, giving rise to a variety of local environments: this explains why some ions when
interchanged between the layers resulted in a more energetically favourable structure while
others did not. The coordination numbers correlated with the ionicity of the species:
Zr4+ ions with lower coordination numbers are less ionic, and similarly for Sr2+ ions. The
bond population analysis, summarised in Figure (5.10), indicated that the Sr–O bonds
are highly ionic, while the Ti–O bonds are considerably more covalent, consistent with
those in bulk SrTiO3. The Y–O bonds are quite ionic, with bond populations only slightly
higher than those of Sr–O. Some Zr–O bonds has electronic populations as high as the
Ti–O bonds, while others are much lower though not as low as the Sr–O bonds. This may
suggest varying Zr–O bond strengths which may influence the O2− ion mobility in the
structure. The structure incorporated several small pockets of low electronic densities,
rather than a larger localised region where the O2− vacancy could be found, which may
also have an effect on the conductivity of the system.
Investigations of structures with slightly longer supercell sizes appear to indicate
that the Y3+ ions were quite uniformly distributed over the whole YSZ layer. However,
more simulations with much larger supercell sizes would be necessary to confirm the lack
of segregation of the dopant ions to the interfaces.
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Chapter 6
Oxygen Ion Diffusion in a
YSZ/SrTiO3 Multilayer Structure
Energy calculations of ground state YSZ/SrTiO3 multilayer structures offered an inter-
esting stable configuration for very thin YSZ layers, differing significantly from the widely
assumed structure of coherent fluorite YSZ lattice in the multilayer. This quasi–cubic
epitaxial configuration exhibits not only considerable intermixing between the layers, but
also a certain ordering of the ions that participates in the intermixing. In addition,
the SrTiO3 layer was terminated by SrO planes, in contrast to the experimental results
reported in reference [40] in which TiO2 planes were found to be the terminating plane.
This configuration was also found to contain a few small pockets of vacant space,
rather than a single localised vacancy. This raised the question of whether high ionic
conductivity would be favourable in this system, and whether anything like the traditional
vacancy hopping mechanism would still be applicable. MD simulations would provide an
interesting study into the O2− ion diffusivity in the system. As aforementioned, DFT
calculations are computationally expensive and such MD simulations would only achieve
timescales of several picoseconds with current computational power. On the other hand,
results of the work in previous chapters have expounded on the rather glaring limitations
of the set of classical potentials used for the YSZ/SrTiO3 system. In spite of this, the
potentials worked well enough for the genetic algorithm to discover the (metastable within
the classical description) quasi–cubic type structures and to retain those structures over
20 000 generations in most simulation runs. In any case, the limited timescales practical
with first principles–based MD constrain one to tolerate the shortcomings of classical
MD, from which at least qualitative accuracy could be extracted.
In this chapter, O2− ion diffusivity in this particular quasi–cubic structure with
SrO interfaces (referred to as structure 3 in the previous chapter) was investigated. Iden-
tification of low energy barrier diffusion pathways in this unique structure was attempted
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from the results of MD simulations using simple pair potentials. The activation energy
for the diffusivity was compared qualitatively to that in bulk YSZ.
6.1 Simulation Details
MD simulations were carried out on the supercell of the quasi–cubic epitaxial structure 3
with SrO interfaces scaled by 3×3 parallel to the interface plane, at constant pressure and
temperature (NPT ensemble) using GULP. The interatomic potentials and their param-
eters were as described in Section 2.3.1. The Nose–Hoover and Melchionna thermostat
and barostat implementations were used. The system was equilibrated for 10 ps. The
timestep was selected to be 1.0 fs; this was sufficient to give the average energy of the
system over 50 ps accurate to 0.056 eV per supercell, which was equivalent to 0.1 meV
A˚−2 at 300 K (Appendix C). The system was simulated for 2000 ps at temperatures
between 300 and 3000 K; it was allowed time for thermal equilibration in the first 50 ps,
hence only results after 50 ps were analysed.
6.2 Results and Discussions
Figure 6.1 shows the mean squared displacements (MSD) of the cations and O2− anions in
the system at various temperatures. At 3000 K significant cation diffusion was observed,
occurring from 1620 ps. Snapshots of the system in Figure 6.2 reveal that the YSZ
layer of the system began to evolve into an anatase phase, albeit with Sr2+ ions within
the ZrO2 anatase lattice. It is nonetheless still visually recognisable from its unique
ZrO6 (or SrO6) octahedral arrangement. Considering that the simulated temperature
was very high, and that the set of potentials used has been shown to produce an anatase
YSZ/SrTiO3 epitaxy as the most stable phase, the phase evolution from quasi–cubic to
anatase was not unexpected.
For simulations with temperatures of up to 2500 K, however, no trace of phase
evolution was detected over the 2000 ps simulation time: the cation MSD was negligible
(Figure 6.1(a)) and the structures at the end of the simulations all appear to be equivalent
to the initial structure (Figure 6.2(d) shows the final structure at 2500 K). Thus the
oxygen motion in the system was analysed over the whole simulated time for temperatures
of 2500 K and below, but only up to the first 1000 ps for the simulation at 3000 K, well
before cation diffusion occurred.
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Figure 6.1: The MSD for (a) cations and (b) all O2− ions in the pseudo–cubic structure;
O2− ions within (c) the SrTiO3 layer, (d) the YSZ layer and (e) Layer 1 as labelled in the
figure top left; at various temperatures. Inset (b): magnification of the MSD of all O2−
ions in the structure for temperatures of 2000 K and below. Note the different scales on
the MSD axes. The legend in (a) refers to the colours in all graphs.
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3000K, 1.92ns 2500K, 1.95ns
3000K, 1.62ns
Figure 6.2: The pseudo–cubic structures before an MD simulation, after 1620 ps and 1920
ps, demonstrating the evolution of the structure to an anatase epitaxy around 1620 ps at
3000 K. For comparison, the structure at 1950 ps simulated at 2500 K is also included,
showing no tendency for phase change over the simulation period. Structures are viewed
down the [010] axis.
.
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6.2.1 Diffusion mechanism
The oxygen MSD plot in Figure 6.1(b) indicates that there is no significant diffusion of
the O2− ions within 1950 ps when the temperature is below 1000 K. At 1000 K, there is a
clear jump in the MSD at around 930 ps; at 1500 K and 2000 K, the jump occurs at 260
ps and 8 ps respectively. At even higher temperatures, the jump occurs in less than 1 ps.
Analysis of the motion of the anions revealed that this jump in MSD corresponded not
to a hopping of a single O2− ion, but to a concerted motion of three O2− ions. Figure 6.3
illustrates this movement at 2000 K after 471.6 ps. The three ions involved are bonded to
a common Zr4+ ion within the YSZ layer; this Zr4+ ion, which lies directly below (in the
z−direction) the [100] row of Y3+ ions, was reported in Section 5.2.5 to have sevenfold
coordination with O2− ions, with the three O2− ions above the x − y plane on which
the Zr4+ ion lay. These three ions rotated about the Zr4+ ion roughly within a plane
parallel to interfacial plane as depicted in Figure 6.3: it appears as though the O2− ion
coloured in magenta was spontaneously displaced, which nudged the indigo–coloured O2−
ion, which in turn pushed the orange ion, resulting in all three ions moving through about
a third of a revolution. Only one such movement of the triple ions was observed at 1000 K
throughout the simulated 1950 ps, corresponding to the small jump in the O2− ion MSD
and its subsequent flatness. At temperatures greater than 1000 K, more than one set of
the triple ions participated in the rotation, contributing to the increasing diffusivity with
temperature which is evident from the O2− ion MSD plot in Figure 6.1(b).
A second type of movement, a crossing of an O2− ion to a neighbouring Zr4+ ion,
was observed at temperatures of 2000 K and above. This is illustrated in Figure 6.4 for
the system at 2000 K after 490 ps. The magenta O2− ion, having rotated about its Zr4+
ion earlier, broke its bond with the Zr4+ ion and travelled in the 〈110〉 direction to a
neighbouring Zr4+ ion, forming a bond with the latter. This precipitated a third type of
movement (‘ion displacement’), in which the O2− ion in yellow—whose lattice site is now
the destination site of the magenta ion—was being nudged away just as the magenta ion
began its journey. The yellow ion travelled down the path depicted in Figure 6.4, dipping
underneath the latter Zr4+ ion. As it arrived at its destination, the O2− ion in cyan was
displaced closer towards the Zr4+ ion with which it was bonded, as it was close to the
newly arrived yellow ion. The perturbation of the cyan ion initiated a triple ion rotation
about its Zr4+ ion, though this did not occur till later, at 620 ps.
Concerted hops have been reported as a possibility in bulk YSZ based on calcula-
tions by Pietrucci et al [62]. What is unique about the pseudo–cubic epitaxial structure
here is that there is no localised vacancy site for an O2− ion in a neighbouring site to make
the traditional hop, as is usually the case in bulk YSZ. Thus it almost seems as if the O2−
ions in the pseudo–cubic lattice had no other choice but to travel in a concerted manner
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472.2 ps 472.5 ps
Figure 6.3: Illustration of the rotation of the three O2− ions about a Zr4+ ion occurring
from 471.6 ps to 473.9 ps at 2000 K. The projected view is in a plane parallel to the
interface. Three of the O2− ions are coloured magenta, indigo and orange to distinguish
between them; they are referred to in the text. All other ions are rendered translucent
for clarity. The positions of the three ions in the multilayer structure are indicated in the
bottom right figure, with the axes orientation as shown below it.
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Figure 6.4: Illustration of the motion of an O2− ion (yellow) about a Sr2+ ion occurring
from 490 to 490.6 ps at 2000K (ion displacement). Its path within the structure is
indicated in the bottom figure. Simultaneously an O2− ion (magenta) which has rotated
about a Zr4+ ion in a previous step now moves towards a neighbouring Zr4+ ion (ion
crossing). Another O2− ion (in cyan) displaces towards the Zr4+ ion with which it was
bonded.
.
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Figure 6.5: (Left) An indication of the trajectories of O2− ions plotted by superimposing
the positions of the ions at every 0.1 ps over 1000 ps and projecting them onto the x− z
plane at 3000K. (Right) The unit cell of the initial structure to show the cation lattice
sites corresponding to the trajectory plot.
.
through pathways that offered the least obstruction—in this instance, by the triple–ion
rotation, and also by the synchronous ion crossing and ion displacement processes. It
is interesting to note that these pathways, predicted by classical MD, crossed through
the regions identified to have low charge densities, calculated using the more accurate
DFT method in the previous chapter. The triple–ion rotation utilised region A while the
O2− ion in the ion displacement process passed through region B, labelled in Figure 5.11.
If the structure of this heteroepitaxy is thought of as resembling more like a perovskite
ABO3 lattice, then the O
2− ions that has the higher diffusivities are the ones that are
on or close to the x − y plane containing the A–site cations. They travelled through
the lattice laterally via combinations of the abovementioned types of movements. Other
O2− ions within the YSZ layer too would travel, including through paths perpendicular
to the interfacial plane, but their contributions to the MSD were insignificant. This is
evident from the trajectories plotted in Figure 6.5, which shows limited displacements of
O2− ions across the YSZ layer as compared to those parallel to the layer. The diffusivity
of the O2− ions in the very narrow region where the concerted hops occurred, labelled
as Layer 1 in Figure 6.1, is higher than that averaged over the O2− ions within the YSZ
layer, as shown in Figures 6.1(e) and (d) respectively. (The YSZ layer was designated to
include Y3+ ions as well.) It is also much greater than the overall O2− ion diffusivity in
the system, as that in the SrTiO3 layer has negligible diffusivity (Figures 6.1(b) and (c)
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respectively).
6.2.2 Diffusivities and activation energy
Since the O2− ions at 1000 and 1500 K diffused only via the triple–ion rotation over the
simulation time, the values of the diffusivities D of the O2− ions at these temperatures
could not be obtained. Therefore, only values of D at 2000 K and above were obtained
from the MSD plots at the different temperatures, using the Einstein relation:
〈r2〉 = 4D(t− t0) + c (6.1)
where 〈r2〉 is the MSD of the O2− ions at time t from their initial positions at time t0,
and c is an arbitrary constant. The diffusion of the O2− ions in the system was mainly
2–dimensional, hence the factor of 4. The values of D were then used to obtain the
activation energy by fitting the Arrhenius equation:
D = D0 exp
(
− E
kT
)
. (6.2)
where E is the activation energy for the O2− ion diffusion, k is the Boltzmann constant,
T is the temperature and D0 is the preexponential factor.
Figure 6.6 shows the Arrhenius plot for all O2− ions in the system, as well as
those in specific regions. The effective activation energy of the O2− ions in the system
was found to be 2.44 ± 0.08 eV. This value is extremely high, in comparison with the
value of 0.7 eV reported for bulk YSZ with similar Y2O3 concentration using the same
set of interatomic potentials [90, 152]. Since the O2− ions within the SrTiO3 layer did
not participate in diffusion in the simulations, the activation energy was also calculated
for those in the YSZ layer only, but was found to have a very similar value of 2.43± 0.08
eV. Even only considering O2− ions in the region where the concerted hops occurred
(Layer 1), the activation energy was 2.22± 0.3 eV, which was still decidedly worse than
that in bulk YSZ. In contrast, Garcia–Barriocanal et al. reported an activation energy
of 0.6 eV for the conductivity in a SrTiO3/YSZ1nm/SrTiO3 trilayer, which is significantly
lower than that of typical bulk YSZ ionic conductivity of ∼1.1 eV [40]. The results from
the MD simulations show that, at least for this particular configuration with excess SrO
and with layer intermixing, the YSZ/SrTiO3 multilayer is not an oxide ion conductor in
contradiction to the published experimental result.
The high activation energy for O2− ion diffusion in the quasi–cubic structure ap-
pears to indicate that the energy barrier for concerted motion of several ions, with only
a little extra vacant space to facilitate it, is greater than the hopping of a single ion at
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Figure 6.6: Arrhenius plots to obtain the listed activation energies of O2− ion diffusion
in the whole structure (red), within the YSZ layer (green) and within Layer 1, regions as
defined in Figure 6.1.
.
a time to a vacancy similar in size to the ion. The correlated motion of vacancy hops
reported by Pietrucci et al. [62] differ from the case here, since their system contained
well–defined vacancy regions. In addition, the motion was associated with the arrival of
a vacancy hop at an unstable state, thus triggering other vacancy hops.
It is noted that diffusivities could not be extracted from simulations at tempera-
tures lower than 2000 K, despite the relatively long simulation time of 2000 ps compared
to the timescale achieved by MD simulations from first principles. The diffusion processes
observed at high temperatures may be completely different at lower temperatures, but it
is not feasible to study this with the present technique. Accelerated MD methods such as
hyperdynamics, parallel replica dynamics and temperature accelerated dynamics [153],
may be better suited for the purpose; this would be scope for further work. However, even
if there exists a different process occurring at lower temperatures, it is highly doubtful
that the activation energy would be drastically lowered to below that of bulk YSZ. Thus
it would appear that ionic conductivity enhancement in YSZ/SrTiO3 multilayers—in this
particular quasi–cubic epitaxial structure at least—is rather unlikely.
The diffusivity of the O2− ions in the quasi–cubic epitaxy may be different for
different YSZ layer thicknesses, and even with different SrTiO3 terminating planes. Pen-
nycook et al. found greatly enhanced O2− ion diffusivities in their system with slightly
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thicker YSZ layers and with TiO2–terminating SrTiO3 layers [86]. However, it remains
a matter for future investigation to attempt to reproduce their results with simulations
running for longer times.
6.3 Summary
O2− ion diffusivity in a quasi–cubic epitaxial structure with SrO interfaces, in which
there was some intermixing between the YSZ and SrTiO3 layers, was investigated using
classical MD. The cations in the multilayer system, as well as the anions within the
SrTiO3 layer, were found to have negligible diffusion at temperatures below 3000K. At
3000 K, significant cation diffusion was observed after 1670 ps which was due to the
transformation of the structure to an anatase phase. Instead of the conventional vacancy
hopping known to occur in bulk YSZ, concerted motion of O2− ions was observed within
a very narrow region of the YSZ layer. Three types of diffusion mechanism were identified
in the system; they could be understood with reference to the DFT–based charge density
analysis described in the previous chapter, as the pathways coincided with regions of
low electron density, or equivalently, regions where there is more space between the ions.
However, the activation energy for the diffusion in this system was found to be much
higher than that in bulk YSZ; thus the O2− ion conductivity is not expected to be
enhanced in the structure.
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Chapter 7
Conclusions and Future Work
It was recent reports of high ionic conductivity in oxide/insulator epitaxial multilayers,
especially that of eight orders of magnitude enhancement in the ionic conductivity of
YSZ/SrTiO3 heterostructures, that motivated the work described in this thesis. The aim
of this work was to investigate the controversy surrounding the nature of the conductivity
within the YSZ/SrTiO3 system using a combination of classical and first principles–based
methods. Since the atomic configuration at the interfaces of the system has not been es-
tablished yet, its energy landscape was probed by searching for the lowest energy structure
with a genetic algorithm, which generally identifies numerous low energy and metastable
configurations. To run such extensive computations, relatively cheaper computational
methods for energy calculations of the structures were desirable, and the choice to use
classical interatomic pair potentials was more suitable for this purpose than the more
expensive DFT calculations. However, classical potentials are known to have limitations;
thus the set of potentials used in this work was first examined to fully understand its
capabilities. These potentials were found to be unable to produce the monoclinic and
tetragonal ZrO2 phases as stable equilibrium bulk phases, and also to yield the unphys-
ical ZrO2 phases of columbite and rutile as more stable than the cubic fluorite phase.
Therefore results obtained from simulations with these classical potentials were care-
fully verified with a more accurate energy calculation method. Under the constraints of
epitaxy, the lowest energy structure found by the genetic algorithm with classical poten-
tials was found also with DFT calculations to be of lower energy than the several other
metastable structures of higher energy revealed by the genetic algorithm.
It should be emphasized that in this work the ZrO2–based layers were modelled
to be perfectly coherent with the SrTiO3 layers; fortunately it was a coherent interface
that was reported in the work of Pennycook’s group, and coherency is also automati-
cally a constraint of simulations in supercells. Several structures were found to emerge
from genetic algorithm simulations of pure ZrO2/SrTiO3 multilayer systems with various
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SrTiO3 stoichiometries as more stable than the expected configuration of fluorite ZrO2
layers in coherent epitaxy with SrTiO3 layers. The ZrO2 epitaxial lattices in these lower
energy structures, verified with DFT calculations at 0 K, were identified as resembling
the pyrite, rutile, columbite and anatase lattices in order of decreasing energies. A high
energy structure with a tetragonal fluorite–like epitaxial configuration was found to be
metastable only when the SrTiO3 layer was terminated with SrO planes. This is in agree-
ment with Cavallaro’s experimental findings in which the fluorite ZrO2 grew coherently
in layer–by–layer growth mode with SrO–terminated SrTiO3 only. The reason for the
appearance of the alternative structures became apparent from examining the energy
variation of the phases in the bulk laterally strained on a square plane, identical to the
strain experienced by the ZrO2 layer when sandwiched between slabs of SrTiO3. At zero
strain which is equivalent to the bulk cubic fluorite phase being in equilibrium, the other
lattices had higher energies than the fluorite structure as expected when the energies
were computed within DFT. With increasing lateral strain, these calculations indicated
that the columbite phase instead became energetically more favourable above 5% strain.
The anatase phase was then the most stable phase above 8% strain, which is the strain
imposed on the ZrO2 layer for coherent epitaxy with SrTiO3.
When Y2O3 doping was introduced into the ZrO2 layer of the multilayer system,
an additional structure which was referred to as ‘quasi–cubic’ was found to be even more
stable than the anatase YSZ lattice in epitaxy with SrTiO3. This could probably be
attributed to the presence of vacancies within the structure. The quasi–cubic epitaxial
structure in which SrO planes formed the interfacial planes was found to be the most
stable configuration across most of the possible range of chemical potentials of the com-
ponents. Its cation lattice could be thought of as resembling either a tetragonal fluorite
or perovskite cation lattice. This configuration exhibits intermixing of the compounds
between the layers, with energy being required to eliminate intermixing. A variety of
local environments was found for the Zr4+ ions, with their coordination numbers with
O2− ions ranging from six to eight. Instead of a localised vacancy site, there were several
small regions of low electronic densities within the YSZ layer, which would affect the
mechanism for O2− ion diffusion.
The diffusion of the O2− ions in the quasi–cubic structure was investigated with
MD simulations in which the interatomic interactions were described by the classical
potentials. A mechanism for diffusion of the ions parallel to the interfacial plane was
identified, involving the concerted motion of three ions at a time whose paths crossed the
regions of low charge densities. However, the activation energy of the O2− ion diffusion
in the structure was calculated to be much higher than that in bulk YSZ, implying ionic
conductivity would not be significant in this structure.
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Hence, the results presented in this work indicate that contrary to the widely made
assumption in the literature on the structure of very thin YSZ films in coherent epitaxy
with SrTiO3, the cubic fluorite YSZ lattice which is the stable structure in equilibrium,
may not necessarily also be stable when subjected to very high strains. It may also be
concluded that if the YSZ thin film was forced into perfect coherency with (001) SrTiO3,
either the film was in some other as yet uninvestigated metastable structure which may
possibly produce high ionic conductivity, or the film was in a quasi–cubic structure with
a non–ionic contribution to the reported high experimental conductivity. Considering
that more recent works have shown the YSZ films to have a strong tendency for islanding
instead, the high conductivity may not have been characteristic of flat coherent interfaces.
This possibility was not investigated in this work, as simulating incoherent interfaces is
considerably more difficult.
7.1 Future Work and Plan
It has been noted that the capabilities of the version of genetic algorithm described in
this thesis, while sufficient for the purposes of this work, could be expanded to include
variable cell angles of the simulated supercells during the simulation run. The parameters
for the genetic algorithm could also be optimised to produce more efficient simulations.
Considering that the genetic algorithm has been proven in this work to be a powerful
tool in exploring the energy landscape of structures, development of this technique would
be an interesting subject and it would be applicable to a wide range of systems. Other
ambitious capabilities that could be implemented in the genetic algorithm would be to
introduce variable numbers of atoms or molecules within the supercell while maintaining a
constant chemical potential, and also perhaps to utilise more accurate energy calculation
methods if/when available computational power is able to cope with the computational
expense. The former would allow for incoherent interfaces within the simulations, while
the latter would address the unreliability in the accuracy of cheaper energy calculation
methods.
Simulations of YSZ/SrTiO3 systems have so far been limited to small supercell
sizes, and any dopant segregation or the lack of it within the YSZ layer could not be
concluded with certainty. Thus simulations of wider supercell sizes in the lateral directions
would provide insight into this.
MD simulation of the YSZ/SrTiO3 system was carried out only on one configura-
tion in which the SrTiO3 layers were terminated with SrO planes, and the diffusivity of
O2− ions in this structure was found to be extremely limited. Contrary to this finding,
a study of the same system with TiO2–terminated SrTiO3 layers was reported to have
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greatly enhanced ionic conductivity [86]. To investigate this result, a low energy configu-
ration with TiO2 interfaces identified in Chapter 5 could be selected for MD simulations.
In the MD simulations, there was no diffusion of the O2− ions observed for temper-
atures below 1000 K and only very limited motion of the ions was detected up to 2000K.
Accelerated MD techniques would allow such rare events to be observed at a feasible
timescale, and applying these techniques to the present multilayer system may provide
additional insight.
The scope of this subject could be expanded to other oxide/insulator heterosys-
tems that have also been reported with enhanced ionic conductivity, although not to such
an extreme degree as the YSZ/SrTiO3 multilayers. Some claimed that dislocation lines
at a semi–coherent interface provide a path for fast ion diffusion, while others found no
effect of dislocations on the ionic conductivity. There were also reports of suppressed
ionic diffusion at the interface but enhanced diffusivity in the middle of a layer, for mul-
tilayered materials with similar lattice structures, such as the fluorite structured YSZ in
epitaxy with the fluorite lattice of CeO2. Atomistic simulations of these systems would
contribute towards understanding the mechanism of ionic conduction in thin multilayer
systems and hence the engineering of materials with ultra fast ionic conduction.
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Appendix A
The Converged K–point Grids for
Bulk SrTiO3 and ZrO2
Structures Converged k–point grid
Cubic perovskite SrTiO3 5× 5× 5
Monoclinic ZrO2 4× 4× 4
Tetragonal fluorite ZrO2 4× 4× 4
Cubic fluorite ZrO2 4× 4× 4
Columbite ZrO2 3× 3× 3
Anatase ZrO2 5× 5× 4
Rutile ZrO2 4× 4× 5
Pyrite ZrO2 6× 6× 6
Table A.1: The converged Monkhorst–Pack k–point grid for DFT computations in
CASTEP of various bulk ZrO2 and SrTiO3 phases constructed with single conventional
unit cells.
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Appendix B
The YSZ structures in epitaxy with
SrTiO3
The nine structures of the quasi–cubic YSZ/SrTiO3 and three anatase YSZ/SrTiO3 mul-
tilayers with SrO interfaces from Figure 5.3 are shown in Figure B.1 and Figure B.2 re-
spectively. Figure B.3 gives the former’s Zr–O RDF plots. Their demixed structures are
illustrated in Figure B.4 and their Zr–O RDF plots, Figure B.5. Each atom in quasi–cubic
epitaxial structure 3 is labelled in Figure B.6. The Sr–O, Y–O and Zr–O RDF plots for
each individual atom of structure 3 are shown in Figure B.7, Figure B.8 and Figure B.9
respectively. The Hirshfeld and Mulliken charges on each ion are compared in Table B.1.
Selected epitaxial structures with TiO2 and mixed interfaces, as well as those from
simulations with initial configurations H and I, are also shown in Figures B.10 to B.15.
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Figure B.1: Illustrations of the quasi–cubic YSZ/SrTiO3 multilayers with SrO interfaces.
The numbering of the structures corresponds to those in Figure 5.3.
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Figure B.2: Illustrations of the anatase YSZ/SrTiO3 multilayers with SrO interfaces. The
numbering of the structures corresponds to those in Figure 5.3.
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Figure B.3: The Zr–O RDF plots of the quasi–cubic epitaxial structures with SrO inter-
faces labelled according to the structures in Figure 5.3. RDF plot 10 corresponds to a
bulk fluorite pure ZrO2 structure. The number of O neighbours are normalised per Zr
atom.
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Figure B.4: Illustrations of the ‘demixed’ quasi–cubic YSZ/SrTiO3 multilayers with SrO
interfaces. The numbering of the structures corresponds to those in Figure 5.8.
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Figure B.5: The RDF plots of the ‘demixed’ quasi–cubic epitaxial structures with SrO
interfaces labelled according to the structures in Figure 5.8. The number of O neighbours
are normalised per Zr atom.
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Figure B.6: The quasi–cubic structure 3 with SrO interfaces, with the cations numbered.
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Figure B.7: The Sr–O RDF plots for each Sr atom in the quasi–cubic epitaxial structure
3 with SrO interfaces, labelled according to Figure B.6.
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Figure B.8: The Y–O RDF plots for each Y atom in the quasi–cubic epitaxial structure
3 with SrO interfaces, labelled according to Figure B.6.
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Figure B.9: The Zr–O RDF plots for each Zr atom in the quasi–cubic epitaxial structure
3 with SrO interfaces, labelled according to Figure B.6.
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Species Ion number Hirshfeld charge Mulliken charge Coordination number
Ti 52 0.45 0.80 6
Ti 53 0.48 0.83 6
Ti 54 0.47 0.88 6
Ti 55 0.46 0.76 6
Ti 56 0.46 0.78 6
Ti 57 0.45 0.76 6
Ti 58 0.46 0.84 6
Ti 59 0.45 0.75 6
Sr 60 0.39 1.31 12
Sr 61 0.38 1.29 12
Sr 62 0.34 1.25 11
Sr 63 0.37 1.27 11
Sr 64 0.41 1.31 12
Sr 65 0.35 1.26 10
Sr 66 0.38 1.30 12
Sr 67 0.34 1.25 12
Sr 68 0.38 1.30 12
Sr 69 0.37 1.28 12
Sr 70 0.33 1.24 12
Sr 71 0.34 1.26 12
Y 72 0.53 1.43 6
Y 73 0.47 1.33 6
Zr 74 0.59 1.24 7
Zr 75 0.56 1.10 6
Zr 76 0.59 1.24 8
Zr 77 0.59 1.27 7
Zr 78 0.58 1.19 6
Zr 79 0.59 1.29 8
Zr 80 0.59 1.32 7
Zr 81 0.57 1.14 6
Zr 82 0.57 1.15 6
Zr 83 0.59 1.41 7
Table B.1: The Hirshfeld and Mulliken charges of cations, as well as the coordination
numbers of the cations with the anions, in quasi–cubic structure 3 with SrO interfaces,
where the ions are numbered corresponding to those in Figure B.6.
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Figure B.10: Illustrations of the quasi–cubic YSZ/SrTiO3 multilayers with TiO2 inter-
faces. The numbering of the structures corresponds to those in Figure 5.4. The differences
in these structures are in the intermixing of the Ti4+/Zr4+ ions between the layers; the
lattice sites of these ions are different.
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Figure B.11: Illustrations of the anatase YSZ/SrTiO3 multilayers with TiO2 interfaces.
The numbering of the structures corresponds to those in Figure 5.4.
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Figure B.12: Illustrations of the quasi–cubic YSZ/SrTiO3 multilayers with ‘mixed’ inter-
faces, from genetic algorithm simulations with initial configuration F. The numbering of
the structures corresponds to those in Figure 5.5.
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Figure B.13: Illustrations of the anatase YSZ/SrTiO3 multilayers with ‘mixed’ interfaces,
from genetic algorithm simulations with initial configuration G. The numbering of the
structures corresponds to those in Figure 5.6.
148
13
2
Figure B.14: Illustrations of the quasi–cubic YSZ/SrTiO3 multilayers with ‘mixed’ inter-
faces, from genetic algorithm simulations with initial configuration H. The numbering of
the structures corresponds to those in Figure 5.6.
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Figure B.15: Illustrations of the anatase YSZ/SrTiO3 multilayers with ‘mixed’ interfaces,
from genetic algorithm simulations with initial configuration I. The numbering of the
structures corresponds to those in Figure 5.5.
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Appendix C
Timestep selection for MD
simulations
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Figure C.1: Variation of the average energy with timesteps for the YSZ/SrTiO3 system
at 300 K.
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