On the Cauchy problem for the noncompact Landau–Lifshitz–Gilbert equation  by Tsutsumi, Masayoshi
J. Math. Anal. Appl. 344 (2008) 157–174
www.elsevier.com/locate/jmaa
On the Cauchy problem for the noncompact
Landau–Lifshitz–Gilbert equation
Masayoshi Tsutsumi
Department of Applied Mathematics, School of Fundamental Science and Engineering, Waseda University, Tokyo 169-8555, Japan
Received 20 August 2007
Available online 10 March 2008
Submitted by M. Nakao
Abstract
Local well-posedness of the Cauchy problem for the noncompact Landau–Lifshitz–Gilbert equation is investigated via the
pseudo-stereographic projection. Existence of global solutions is established for small initial data. In the case of one space di-
mension global existence theorems are proved for large initial data.
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1. Introduction
Let R2+1 be the 3-dimensional Minkowski space endowed with the metric
g = (gij ) =
⎛
⎝1 0 00 1 0
0 0 −1
⎞
⎠ .
The upper Lovachevsky plane H⊂ R2+1 is defined by
H= {S = (S1, S2, S3): |S1|2 + |S2|2 − |S3|2 = −1, S3 > 0}. (1)
The pseudo cross product ×˙ and the pseudo scalar product [·,·] in R2+1 are given by
a ×˙ b = (a2b3 − a3b2, a3b1 − a1b3,−(a1b2 − a2b1)) (2)
and
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3∑
j=1
gjj aj bj = a1b1 + a2b2 − a3b3, (3)
respectively.
This paper is devoted to the Cauchy problem for the noncompact Landau–Lifshitz–Gilbert equation
St = −λS ×˙ (S ×˙ S) + μS ×˙ S, (x, t) ∈ Rd × R+ (4)
with initial data
S(x,0) = S0(x), x ∈ Rd , (5)
where S0(x) = (S01(x), S02(x), S03(x)) ∈H, x ∈ Rd , λ 0 is a damping parameter and μ ∈ R. We impose the bound-
ary condition at infinity
lim|x|→∞ S(x, t) = S∞, (6)
where S∞ ∈ H. Since Eq. (1) is O(2,1) symmetric, without loss of generality we may assume that S∞ = (0,0,1).
Direct calculation shows
d
dt
[
S(x, t),S(x, t)
]= 0
which implies that S ∈H provided that S0 ∈H.
If we replace the target spaceH and the pseudo cross product ×˙ by the unit sphere S2 ⊂ R3 and the cross product ×,
respectively, we have the classical compact Landau–Lifshitz equation with Gilbert damping term. The initial or initial–
boundary value problem for the compact Landau–Lifshitz equations with or without damping has been investigated
by many authors [1–3,7,12,13,17].
It is well known that the classical Landau–Lifshitz–Gilbert equation describes the evolution of spin fields in fer-
romagnetic continuum. The noncompact counterpart is also found relevant to the theory of magnetism (see [10] and
reference therein). Besides, in the one space dimension the compact and noncompact Landau–Lifshitz equations (4)
without damping are gauge equivalent to the attractive and repulsive nonlinear Schrödinger equations, respectively,
and all those equations are completely integrable and can be solved by the so-called inverse spectral-transform method
(see [4,5,9]). Therefore the noncompact Landau–Lifshitz–Gilbert equation is worth investigating as well as the com-
pact one [8,15].
Our aim of this paper is to study the problem (4) via the pseudo-stereographic projection mentioned below, which
enables us to get rid of the constraint S ∈H.
The pseudo-stereographic projection u ∈ C → S ∈H is introduced through the relation
S = (S1, S2, S3) = 1
ρ − |u|2
(√
ρ(u + u),−i√ρ(u − u),ρ + |u|2), (7)
where ρ is an arbitrarily fixed positive constant. Conversely, we have
u =
√
ρ(S1 + iS2)
1 + S3 . (8)
Note that S ∈H implies |u|2  ρ.
The Cauchy problem (4)–(6) can be rewritten as
ut = (λ + iμ)
(
u + 2u
ρ − |u|2
n∑
j=1
u2xj
)
, (x, t) ∈ Rn × R+, (9)
u(x,0) = u0(x), x ∈ Rn, (10)
lim|x|→∞u(x, t) = 0, t  0, (11)
where u0(x) =
√
ρ(S01+iS02)
1+S03 .
Our first result concerns local existence of a regular solution for the Cauchy problem (4)–(6):
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(0,0,1)) ∈ W 1+s,p(Rd)3. Then, there exists a time T > 0, depending on ‖S0 − (0,0,1)‖W 1+s,p(Rd )3 , such that the
Cauchy problem (4)–(6) has a unique solution S(·) satisfying(
S − (0,0,1)) ∈ C([0, T ];W 1+s,p(Rd)3)
and
t1/2
(
S − (0,0,1)) ∈ C([0, T ];W 2+s,p(Rd)3).
We next establish a theorem of global existence for small data.
Theorem 2 (Small data global solutions). Let λ > 0 and μ ∈ R. Assume that  ∈ N such that   1 + d/q , s ∈
N ∪ {0}, p > d , S0 ∈ H and S0 − (0,0,1) ∈ W+s,p/2(Rd)3 Then, there exists a positive constant δ > 0 such that if
‖S0 − (0,0,1)‖W,p/2(Rd )3  δ, then the Cauchy problem (4)–(6) has a unique solution S(·) satisfying(
S − (0,0,1)) ∈ C([0,∞);W 1+s,p(Rd)3),
t1/2
(
S − (0,0,1)) ∈ C([0,∞);W 2+s,p(Rd)3),
sup
0t∞
(1 + t)ν∥∥S − (0,0,1)∥∥
W 1+s,p(Rd )3  C,
and
sup
0t∞
(1 + t)ν∥∥t1/2(S − (0,0,1))∥∥
W 2+s,p(Rd )3 C,
where ν = (p + d)/2 and C is a positive constant.
We finally consider the case of one space dimension, in which we obtain global existence results for large data with
or without damping by using energy estimates.
Theorem 3 (Large data global solutions). Let λ > 0 and μ ∈ R. Assume that p  2, s ∈ N ∪ {0}, S0 ∈ H, and
(S0−(0,0,1)) ∈ W 1+s,p(R1)3. Then, the Cauchy problem (4)–(6) has a unique solution S(·) such that (S−(0,0,1)) ∈
C([0, T ];W 1+s,p(R1)3) for any T > 0.
Theorem 4 (Large data global solutions). Let λ = 0 and μ ∈ R. Assume that s ∈ N∪{0}, S0 ∈H and (S0 − (0,0,1)) ∈
W 2,2(R1)3. Then, the Cauchy problem (4)–(6) has a unique solution S(·) satisfying(
S − (0,0,1)) ∈ L∞([0, T ];W 2,2(R1)3)∩ C([0, T ];W 1,2(R1)3)
with
St ∈ L∞
([0, T ];L2(R1)3)
for any T > 0.
In [15] we obtained the global existence of weak and strong L2-solutions to the Cauchy problem for (9)–(11)
on the one-dimensional torus by the method of higher order parabolic regularization, which was shown to be useful
for solving the initial–boundary value problems for a class of nonlinear evolution equations (see [14,16]). In order
to solve the higher order regularized equation, we employed in [15] the Galerkin approximation, which requires us
complicated calculations to obtain higher order energy estimates. The way of this paper is much simpler to obtain
them.
This paper is organized as follows. In Section 2 we prove Theorem 1. Section 3 is devoted to the proof of Theorem 2.
In Section 4 we establish Theorems 3 and 4.
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Since the pseudo-stereographic projection yields the formal equivalence of the problems (4)–(6) and (9)–(11), in
order to prove Theorem 1 it suffices to establish the following theorem.
Theorem 5 (Local well-posedness). Let λ > 0 and μ ∈ R. Assume that p > d , s ∈ N ∪ {0}, u0 ∈ W 1+s,p(Rd) and
‖u0‖L∞(Rd ) < √ρ. Then, there exists a time T > 0 depending on ‖u0‖W 1,p(Rd ), such that the Cauchy problem (9)–
(11) has a unique solution u(·) defined on [0, T ] satisfying
u ∈ C([0, T ];W 1+s,p(Rd))
and
t1/2u ∈ C([0, T ];W 2+s,p(Rd)).
Theorem 6 (Large data global solutions). Let λ > 0 and μ ∈ R. Assume that p  2, s ∈ N ∪ {0}, u0 ∈ W 1+s,p(R1)
and ‖u0‖L∞(R1) < √ρ. Then, the Cauchy problem (9)–(11) has a unique solution u ∈ C([0, T ];W 1+s,2(R1)) for any
T > 0.
Theorem 7 (Large data global solutions). Let λ = 0 and μ ∈ R. We assume that s ∈ N ∪ {0}, u0 ∈ W 2,2(Rd) and
‖u0‖L∞(R1) < √ρ. Then, the Cauchy problem (9)–(11) has a unique solution u such that
u ∈ L∞([0, T ];W 2,2(R1))∩ C([0,∞);W 1,2(R1))
and
ut ∈ L∞
([0, T ];L2(R1))
for any T > 0.
The Cauchy problem (9)–(11) can be recast in the form of the integral equation
u(t) = U(t)u0 +
t∫
0
U(t − s)f (u(s))ds, (12)
where U(t) is the one parameter semigroup
U(t) = e(λ+μi)t (13)
and
f (u) = 2u
ρ − |u|2
n∑
j=1
u2xj . (14)
In order to get rid of the singularity of f (u) we regularize it as
fε(u) = ϕε
(|u|2)u n∑
j=1
u2xj ,
where ϕε(x) is a smooth bounded function with bounded derivatives such that ϕε(x) = 2/(ρ−x) for 0 x  ρ−ε/2.
Consider the regularized problem
u(t) = U(t)u0 +
t∫
0
U(t − s)fε
(
u(s)
)
ds. (15)
We solve (15) by the contraction method in suitable function spaces. The operator U(t) is represented by the convo-
lution with the kernel Kt(x) in x where
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(
− |x|
2
4(λ + iμ)t
)
.
By the Young inequality we have the basic estimate for s ∈ N ∪ {0},∥∥U(t)u∥∥
Ws,p(Rd )
 C1(p, q, s)t−ν‖u‖Lq(Rd ), (16)
where C1(·) is a positive constant depending on the indicated variables, and ν = ν(p, q, s) = s2 + d2 ( 1q − 1p ) with
1  q  p ∞. A direct calculation shows that C1(p,p,0) = (1 + [μλ ]2)d/4 = M (see [18]). For s ∈ N ∪ {0} and
R1(s),R2(s), T > 0 let the set Xs(R1(s),R2(s), T ) be given by
Xs
(
R1(s),R2(s), T
)= {u: u ∈ C([0, T ];W 1+s,p(Rd)), t1/2u ∈ C([0, T ];W 2+s,p(Rd)),
sup
0tT
∥∥u(t)∥∥
W 1+s,p(Rd ) R1(s), sup
0tT
{
t1/2
∥∥u(t)∥∥
W 2+s,p(Rd )
}
R2(s)
}
.
Note that Xs(R1(s),R2(s), T ) is a complete metric space under the metric defined by
dX(u, v) = sup
0tT
∥∥u(t) − v(t)∥∥
W 1+s,p(Rd ) + sup
0tT
{
t1/2
∥∥u(t) − v(t)∥∥
W 2+s,p(Rd )
}
.
Consider the mapping Gε on Xs(R1(s),R2(s), T ) with R1(s),R2(s), T yet to be determined:
Gε(u) = U(t)u0 +
t∫
0
U(t − s)fε
(
u(s)
)
ds.
Lemma 1. For any u,v ∈ W 1+s,p(Rd),∥∥fε(u) − fε(v)∥∥Ws,p/2(Rd )  C(ε)(‖u‖2W 1,p(Rd ) + ‖v‖2W 1,p(Rd ))‖u − v‖W 1+s,p(Rd ). (17)
Here and henceforth C(·,·) with or without subscript denotes a various positive constant which depends on the indi-
cated variables and is changeable from line to line.
Proof. For simplicity we only prove the case s = 0,1 and v = 0. The general cases can be proved in much the same
manner (see [6,11]). We have∥∥fε(u)∥∥Lp/2(Rd )  C(ε)‖u‖L∞(Rd )‖∇u‖2Lp(Rd )  C(ε)‖u‖3W 1,p(Rd ).
We have
∂xkfε(u) = ϕ′ε
(|u|2)(uuxk + uxku)u
n∑
j
u2xj + ϕε
(|u|2)uxk
n∑
j
u2xj + ϕε
(|u|2)u n∑
j
uxj uxj xk .
Hence,∥∥∂xkfε(u)∥∥Lp/2(Rd )  C(ε)(‖u‖3W 1,3p/2(Rd ) + ‖u‖3W 1,3p/2(Rd ) + ‖u‖L∞(Rd )‖u‖W 1,p(Rd )‖u‖W 2,p(Rd )).
The well-known Gagliardo–Nirenberg inequality gives
‖u‖W 1,3p/2(Rd ) C‖u‖aW 2,p(Rd )‖u‖1−aW 1,p(Rd ),
where
2
3p
= a
(
1
p
− 1
d
)
+ (1 − a) 1
p
,
that is, a = d/3q . Hence, we obtain∥∥fε(u)∥∥W 1,p/2(Rd )  C(ε)‖u‖2W 1,p(Rd )‖u‖W 2,p(Rd ).
Thus we can prove the assertion. 
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map in Xs(R1(s),R2(s), T ).
Proof. Choose R1(s) so that ‖u0‖W 1+s,p(Rd )R1(s)/2M . By virtue of (16)–(17) we have for u∈Xs(R1(s),R2(s),T ),
∥∥Gε(u(t))∥∥W 1+s,p(Rd ) M‖u0‖W 1+s,p(Rd ) + C1(s)
t∫
0
(t − τ)−ν∥∥fε(u(τ))∥∥Ws,p/2(Rd ) dτ
 R1(s)
2
+ C1(s)C
(
ε,R1(0)
) t∫
0
(t − τ)−ν∥∥u(τ)∥∥
W 1+s,p(Rd ) dτ
 R1(s)
2
+ C(ε,R1(0))T 1−νR1(s),
where ν = 12 + d2p < 1. Take
T 
(
1
2C(ε,R1(0))
)1/(1−ν)
≡ T1.
Then we obtain
sup
tT
∥∥Gε(u(t))∥∥W 1+s,p(Rd )  R1(s)2 + R1(s)2 R1(s). (18)
We now have
∥∥Gε(u(t))∥∥W 2+s,p(Rd )  C1(s)t−1/2‖u0‖W 1+s,p(Rd ) + C1(s)
t∫
0
(t − τ)−ν∥∥fε(u(τ))∥∥W 1+s,p/2(Rd ) dτ
 C1(s)t−1/2R1(s) + C1(s)C
(
ε,R1(0)
) t∫
0
(t − τ)−ν∥∥u(τ)∥∥
W 2+s,p(Rd ) dτ
 C1(s)t−1/2R1(s) + C
(
ε,R1(0)
) t∫
0
(t − τ)−ν∥∥u(τ)∥∥
W 2+s,p(Rd ) dτ
 C1(s)t−1/2R1(s) + C
(
ε,R1(0)
)
sup
0tT
{
t1/2
∥∥u(t)∥∥
W 2+s,p(Rd )
} t∫
0
(t − τ)−ντ−1/2 dτ.
Here we have used Lemma 1. Observing
t∫
0
(t − τ)−ντ−1/2 dτ =
t/2∫
0
(t − τ)−ντ−1/2 dτ +
t∫
t/2
(t − τ)−ντ−1/2 dτ
=
(
t
2
)−ν t∫
0
τ−1/2 dτ +
(
t
2
)−1/2 t∫
t/2
(t − τ)−ν dτ
 Ct1−ν−1/2,
we get
t1/2
∥∥Gε(u(t))∥∥W 2+s (Rd ) C1(s)R1(s) + C(ε,R1(0))T 1−ν sup
0tT
{
t1/2
∥∥u(t)∥∥
W 2+s,p(Rd )
}
C1(s)R1(s) + C2
(
ε,R1(0)
)
T 1−νR2(s). (19)
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T 
(
C2
(
ε,R1(0)
))1/(1−ν) ≡ T2.
Then, we obtain
sup
0tT
{
t1/2
∥∥Gε(u(t))∥∥W 2+s (Rd )}R2(s). (20)
Putting T = min{T0, T1, T2}, in view of (18) and (20) we see that Gε is well defined as a map in Xs(R1(s),R2(s), T ).
Lemma 3. There exists a time T > 0 depending only on ε and R1(0) such that the mapping Gε is a contraction in
Xs(R1(s),R2(s), T ).
Proof. In much the same manner as the proofs of (18) and (20), we can establish that Gε satisfies∥∥Gε(u(t))− Gε(v(t))∥∥W 1+s,p(Rd ) + {t1/2∥∥Gε(u(t))− Gε(v(t))∥∥W 2+s (Rd )}
C1(s)C
(
ε,R1(0)
) t∫
0
(t − τ)−ν∥∥u(τ) − v(τ)∥∥
W 2+s,p(Rd ) dτ
+ t1/2C(ε,R1(0))
t∫
0
(t − τ)−ν∥∥u(τ) − v(τ)∥∥
W 2+s,p/2(Rd ) dτ
C
(
ε,R1(0)
)
T 1−νdX(u, v)
from which it follows that
dX
(
Gε(u),Gε(v)
)
 C3
(
ε,R1(0)
)
T 1−νdX(u, v).
Taking T = min{T1, T2, (1/2C3(ε,R1(0))1/(1−ν)}, we see that the mapping Gε is a contraction in
Xs(R1(s),R2(s), T ). 
Proof of Theorem 5. The well-known contraction mapping theorem gives the well-possedness of the regularized
problem (15). Since W 1,p(Rd) ⊂ C0(Rd), the solution uε of (15) is continuous both in x and t . Hence, from the
assumption ‖u0‖L∞(Rd ) < √ρ, we see that, if we take ε = √ρ − ‖u0‖L∞(Rd ), there exists a time T = T (ε) > such
that
‖uε‖L∞(Rd×[0,T ]) <
√
ρ − ε
2
(21)
which implies that uε satisfies the original equation (12). Thus we have the desired assertion of Theorem 5. This
completes the proof of Theorem 5. 
The proof of Theorem 1 follows immediately from Theorem 5 and Lemma 4 below.
Lemma 4. For u ∈ Xs(R1(s),R2(s), T ) define S = (S1, S2, S3) by (7). Then,∥∥S − (0,0,1)∥∥
W 1+s,p(Rd ) C(ε)‖u‖W 1+s,p(Rd ). (22)
Proof is straightforward and omitted.
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In this section we will establish
Theorem 8 (Small data global solutions). Let λ > 0 and μ ∈ R. Assume that  ∈ N such that  1+d/p, s ∈ N∪{0},
p > d and u0 ∈ W+s,p/2(Rd). Then, there exists a positive constant δ such that if ‖u0‖W,p/2(Rd )  δ, then the Cauchy
problem (9)–(11) has a unique global solution u(·) satisfying
u ∈ C([0,∞);W 1+s,p(Rd)),
t1/2u ∈ C([0,∞);W 2+s,p(Rd)),
and
sup
0t∞
(1 + t)ν‖u‖W 1+s,p(Rd ) + sup
0t∞
(1 + t)ν∥∥t1/2u∥∥
W 2+s,p(Rd )  C,
where ν = (p + d)/2 and C is a positive constant.
For the proof we begin by defining
Y s
(
ε, R˜1(s), R˜2(s)
)= {u: u ∈ C([0,∞);W 1+s,p(Rd)), t1/2u ∈ C([0,∞);W 2+s,p(Rd)),
sup
0t∞
∥∥u(t)∥∥
L∞(Rd ) 
√
ρ(1 − ε), sup
0t∞
(1 + t)ν∥∥u(t)∥∥
W 1+s,p(Rd )  R˜1(s),
sup
0t∞
(1 + t)ν{t1/2∥∥u(t)∥∥
W 2+s,p(Rd )
}
 R˜2(s)
}
,
where ν = 12 + d2p and ε is a fixed small positive number. Here, R˜1(s), R˜2(s), T and ε are positive constants deter-
mined later.
Y s(ε, R˜1(s), R˜2(s)) is a complete metric space under the metric defined by
dY (u, v) = sup
0t∞
(1 + t)ν∥∥u(t) − v(t)∥∥
W 1+s,p(Rd ) + sup
0t∞
(1 + t)ν{t1/2∥∥u(t) − v(t)∥∥
W 2+s,p(Rd )
}
.
We need
Lemma 5. For any u,v ∈ Y s(ε, R˜1(s), R˜2(s)) it holds that∥∥f (u) − f (v)∥∥
Ws,p/2(Rd ) C(ε)
(‖u‖2
W 1,p(Rd ) + ‖v‖2W 1,p(Rd )
)‖u − v‖W 1+s,p(Rd ). (23)
The proof can be done in the same manner as that of Lemma 1.
We consider the mapping G given by
G(u) = U(t)u0 +
t∫
0
U(t − s)f (u(s))ds.
We first show that G is well defined as a map in Y s(ε, R˜1(s), R˜2(s)).
For u ∈ Y s(R˜1(s), R˜2(s), T ) we have
∥∥G(u(t))∥∥
L∞(Rd ) M‖u0‖L∞(Rd ) + C1(s)
t∫
0
(t − τ)−d/p∥∥f (u(τ))∥∥
Lp/2(Rd ) dτ
 C0M‖u0‖W,p/2(Rd ) +
C1(s)
ρε(2 − ε)
t∫
0
(t − τ)−d/p∥∥u(τ)∥∥2
W 1,p(Rd ) dτ
 C0Mδ + C4(ε)R˜1(0)2
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t∫
0
(t − τ)−d/p(1 + τ)−ν dτ  C(1 + t)−d/p  C.
Hence we obtain
Lemma 6. Let δ1 > 0 and R˜∗1 > 0 be given by
δ1 =
√
ρ(1 − 2ε)
C0M
(24)
and
R˜∗1 =
(
ε
√
ρ
C4(ε)
)1/2
. (25)
If ‖u0‖W,p/2(Rd )  δ1, R˜1(0) R˜∗1) and u ∈ Y s(ε, R˜1(s), R˜2(s), T ), then∣∣G(u)∣∣√ρ(1 − ε). (26)
Then we have
Lemma 7. There exist a constant δ2 > 0 determined below such that if ‖u0‖W,p/2(Rd )  δ2, then the mapping G is
well defined as a map in Y s(R˜1(s), R˜2(s)) for appropriate constants R˜1(s), R˜2(s).
Proof. From (16) we have∥∥U(t)u0∥∥W 1+s,p(Rd )  Ct−ν‖u0‖Ws,p/2(Rd ),
where ν = 12 + d2p < 1. Applying Sobolev’s embedding theorem, we also get∥∥U(t)u∥∥
W 1+s,p(Rd ) M‖u0‖W 1+s,p(Rd )  C‖u0‖W+s,p/2(Rd ).
Hence,∥∥U(t)u∥∥
W 1+s,p(Rd )  C(1 + t)−ν‖u0‖W+s,p/2(Rd ). (27)
We have for u ∈ Y s(R˜1(s), R˜2(s))
∥∥G(u(t))∥∥
W 1,p(Rd )  C(1 + t)−ν‖u0‖W,p/2(Rd ) + C1(s)
t∫
0
(t − τ)−ν∥∥f (u(τ))∥∥
Wp/2(Rd ) dτ
 C(1 + t)−ν‖u0‖W,p/2(Rd ) + C1(s)C(ε)
t∫
0
(t − τ)−ν∥∥u(τ)∥∥3
W 1,p(Rd ) dτ. (28)
Since
t∫
0
(t − τ)−ν(1 + τ)−3ν dτ  C(1 + t)−ν,
the second term of the right-hand side of (28) is estimated as
C(1 + t)−ν
(
sup (1 + t)ν∥∥u(τ)∥∥
W 1,p(Rd )
)3
.0t∞
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(1 + t)ν∥∥G(u(t))∥∥
W 1,p(Rd )  ‖u0‖W,p/2(Rd ) + C
(
sup
0t∞
(1 + t)ν∥∥u(τ)∥∥
W 1,p(Rd )
)3
 ‖u0‖W,p/2(Rd ) + C5R˜1(0)3.
Suppose that ‖u0‖W,p/2(Rd )  R˜1(0)/2 and R˜1(0) (C5/2)1/2. Then, we obtain
(1 + t)ν∥∥G(u(t))∥∥
W 1,p(Rd )  R˜1(0). (29)
We have for u ∈ Y s(R˜1(s), R˜2(s)),
(1 + t)ν∥∥G(u(t))∥∥
W 1+s,p(Rd )  C‖u0‖W+s,p/2(Rd ) + C1(s)(1 + t)ν
t∫
0
(t − τ)−ν∥∥f (u(τ))∥∥
Wp/2(Rd ) dτ
 R˜1(s)/2 + C1(s)C(ε)
t∫
0
(t − τ)−ν∥∥u(τ)∥∥2
W 1,p(Rd )
∥∥u(τ)∥∥
W 1+s,p(Rd ) dτ
 R˜1(s)/2 + C6(ε)R˜1(0)2R˜1(s)
 R˜1(s), (30)
provided that C‖u0‖W+s,p/2(Rd )  R˜1(s)/2 and C6(ε)R˜1(0)2  2.
From (16) we have∥∥U(t)u0∥∥W 2+s,p(Rd )  Ct−μ‖u0‖Ws,p/2(Rd ),
where μ = 1 + d2p . By Sobolev’s embedding theorem, we get∥∥U(t)u∥∥
W 2+s,p(Rd )  Ct
−1/2‖u0‖W 1+s,p(Rd ) Ct−1/2‖u0‖W+s,p/2(Rd ).
Hence,∥∥U(t)u∥∥
W 2+s,p(Rd )  C(1 + t)−ν
{
t−1/2‖u0‖W+s,p/2(Rd )
}
.
Therefore, in the same way as in (30), we have
(1 + t)ν{t1/2∥∥G(u)∥∥
W 2+s,p(Rd )
}
 C‖u0‖W+s,p/2(Rd ) + C7(ε)R˜1(0)2R˜2(s).
Choose R˜2(s) so that ‖u0‖W+s,p/2(Rd )  R˜2(s) and take R˜1(0) such that C7(ε)R˜1(0)2  2. Then, we have
(1 + t)ν{t1/2∥∥G(u)∥∥
W 2+s,p(Rd )
}
 R˜2(s). (31)
Hence, from Lemma 6, (30) and (31) we conclude that G is well defined as a map in Y s(ε, R˜1(s), R˜2(s)) if we take
δ2 = min
{
δ1, R˜
∗
1 ,
(
C5(ε)/2
)1/2
,
(
C6(ε)/2
)1/2
,
(
C7(ε)/2
)1/2}
. 
Lemma 8. If ‖u0‖W,p/2(Rd ) is sufficiently small, say, ‖u0‖W,p/2(Rd )  δ3, where δ3 will be given below, then the
mapping G is a contraction in Y s(R˜1(s), R˜2(s)) for appropriate constants R˜1(s), R˜2(s).
Proof. In much the same manner as in the proofs of (30) and (31), we can establish that G satisfies∥∥G(u(t))− G(v(t))∥∥
W 1+s,p(Rd ) +
{
t1/2
∥∥G(u(t))− G(v(t))∥∥
W 2+s (Rd )
}
 C(ε)
t∫
(t − τ)−ν(∥∥u(τ)∥∥2
W 1,p(Rd ) +
∥∥v(τ)∥∥2
W 1,p(Rd )
)∥∥u(τ) − v(τ)∥∥
W 2+s,p(Rd ) dτ0
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t∫
0
(t − τ)−ν(∥∥u(τ)∥∥2
W 1,p(Rd ) +
∥∥v(τ)∥∥2
W 1,p(Rd )
)∥∥u(τ) − v(τ)∥∥
W 2+s,p/2(Rd ) dτ
C(ε) sup
0t∞
(∥∥u(τ)∥∥2
W 1,p(Rd ) +
∥∥v(τ)∥∥2
W 1,p(Rd )
)
(1 + t)−νdY (u, v)
from which it follows that
dY
(
G(u),G(v)
)
 C8(ε)R˜1(0)2dY (u, v).
Taking δ3 = min{δ2, (C8(ε)/2)1/2}, we conclude that G is a contraction in Y s(R˜1(s), R˜2(s)). 
Proof of Theorems 8 and 2. Theorem 8 is established by the contraction mapping theorem. Then, Theorem 2 imme-
diately follows from Theorem 8. 
4. Large data global existence
In this section we always assume d = 1. We employ the energy method for establishing global existence of so-
lutions. In order to obtain appropriate a priori energy estimates we prepare the following lemmas concerning th
properties related to the pseudo cross product ×˙ and the pseudo scalar product [·,·].
Lemma 9. The products “×˙” and [·,·] on H satisfy the following identities:
a ×˙ b = −b ×˙ a, (32)
a ×˙ (b ×˙ c) = [a,b]c − [a, c]b, (33)
[a,b ×˙ c] = [b, c ×˙ a] = [c,a ×˙ b]. (34)
From (32)–(34) we get
[a,a ×˙ b] = 0, (35)
[a ×˙ b, c ×˙ d] = [a,b ×˙ (c ×˙ d)]= [a,d][b, c] − [a, c][b,d]. (36)
Lemma 10. For a smooth map S = (S1, S2, S3) :R1 →H it holds that
[S,Sx] = 0, (37)
[S,Sxx] = −[Sx,Sx], (38)
[S,Sxxx] = −3[Sx,Sxx] = −32 [Sx,Sx]x, (39)
[S,Sxxxx] = −2[Sx,Sx]xx + [Sxx,Sxx]. (40)
Proof. Since [S,S] = −1, we have (37). Differentiating the both sides of (37) in x, we get
[S,Sxx] + [Sx,Sx] = 0 (41)
from which (38) follows. Differentiation of (41) gives
[S,Sxxx] = −3[Sx,Sxx] = −32 [Sx,Sx]x
which implies (39). In the same manner we obtain (40). 
Note that [Sx,Sx] is the energy density of the noncompact Landau–Lifshitz equation (4). In the sequel we put
e(S) := [Sx,Sx]. We remark that the pseudo scalar product [·,·] is not positive definite. The nonnegativeness of the
energy density essentially follows from the following proposition (see its corollary).
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ative. Moreover, for any α  0,
[a ×˙ b,a ×˙ b] + α[a,b]2 (42)
 α [a,b]
2
|a3|2 +
α
1 + α
|b1|2 + |b2|2
|a3|2 . (43)
Proof. By definition we have
b3 = a1b1 + a2b2 − [a,b]
a3
and
[a ×˙ b,a ×˙ b] = [b,b] + [a,b]2
since a ∈H. Hence,
[a ×˙ b,a ×˙ b] + α[a,b]2 = |b1|2 + |b2|2 − |a1b1 + a2b2 + [a,b]|
2
|a3|2 + (1 + α)[a,b]
2
= 1|a3|2
{(
1√
1 + αb1 −
√
1 + αa1[a,b]
)2
+
(
1√
1 + α b2 −
√
1 + αa2[a,b]
)2}
+ α [a,b]
2
|a3|2 +
α
1 + α
|b1|2 + |b2|2
|a3|2
from which (42) follows. 
Proposition 1 yields
Corollary 1. For a smooth map S = (S1, S2, S3) :R1 →H, we have
e(S) = [Sx,Sx] = 1|S3|2
(|S1x |2 + |S2x |2 + |S2S1x − S1S2x |2) 0 (44)
and for any α  0,[
S ×˙ DjxS,S ×˙ DjxS
]+ α[S,DjxS]2 = [DjxS,DjxS]+ (1 + α)[S,DjxS]2
 α [S,D
j
xS]2
|S3|2 +
α
1 + α
|DjxS1|2 + |DjxS2|2
|S3|2  0. (45)
Proof. Direct computation shows (44).
Take b = DjxS in Proposition 2 and use Lemma 2 to obtain (45). 
The following proposition gives the integral identities.
Proposition 2. Let d = 1 and S be a smooth solution of (4)–(6). Then
1
2
d
dt
∫
e(S) dx + λ
∫
[S ×˙ Sxx,S ×˙ Sxx]dx = 0, (46)
d
dt
{
1
4
∫
e(S)2 dx + 1
5
∫
[Sxx,Sxx]dx
}
+ λJ = 0, (47)
where
J = 13
10
∫ ([Sx,Sx]x)2 dx + 25
∫
[Sxxx,Sxxx]dx + 75
∫
e(S)[Sxx,Sxx]dx +
∫
e(S)3 dx. (48)
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1
2
d
dt
∫
e(S) dx =
∫ [
Sxx, λS ×˙ (S ×˙ Sxx) − μS ×˙ Sxx
]
dx = −λ
∫
[S ×˙ Sxx,S ×˙ Sxx]dx.
In order to prove (47) with (48) we need
Lemma 11.∫
[Sxxx,Sx ×˙ Sxx]dx = 52
∫
e(S)[Sx,S ×˙ Sxxx]dx.
Proof. Since [S,S] = −1, then
Sxxx = −S ×˙ (S ×˙ Sxxx) − [S,Sxxx]S.
Using this and [S,Sx] = 0, we obtain∫
[Sxxx,Sx ×˙ Sxx]dx = −
∫ [
S ×˙ (S ×˙ Sxxx) + [S,Sxxx]S,Sx ×˙ Sxx
]
dx
= −
∫ ([S,Sxx][S ×˙ Sxxx,Sx] − [S,Sx][S ×˙ Sxxx,Sxx])dx
+ 3
2
∫
e(S)x[S,Sx ×˙ Sxx]dx
= 5
2
∫
e(S)[Sx,S ×˙ Sxxx]dx. 
Proof (continued). Integration by parts and use of (4) yield
d
dt
1
4
∫
e(S)2 dx =
∫
e(S)[Sx,Sxt ]dx = −
∫
e(S)x[Sx,St ]dx −
∫
e(S)[Sxx,St ]dx
=
∫
e(S)x
[
Sx, λS ×˙ (S ×˙ Sxx) − μS ×˙ Sxx
]
dx
+
∫
e(S)
[
Sxx, λS ×˙ (S ×˙ Sxx) − μS ×˙ Sxx
]
dx
= λ
(∫
e(S)x[Sx ×˙ S,S ×˙ Sxx]dx +
∫
e(S)[Sxx ×˙ S,S ×˙ Sxx]dx
)
+ μ
∫
e(S)[Sx,S ×˙ Sxxx]dx
= −λ
∫ (1
2
(
e(S)x
)2 + e(S)[Sxx,Sxx] + e(S)3
)
dx + μ
∫
e(S)[Sx,S ×˙ Sxxx]dx. (49)
By Lemma 11 we also have
d
dt
1
2
∫
[Sxx,Sxx]dx =
∫
[Sxxxx,St ]dx
= −
∫ [
Sxxxx, λS ×˙ (S ×˙ Sxx) − μS ×˙ Sxx
]
dx
= −λ
∫ ([Sxxxx,Sxx][S,S] − [Sxxxx,S][S,Sxx])dx − μ
∫
[Sxxx,Sx ×˙ Sxx]dx
= −λ
∫ ([Sxxx,Sxxx] + 2(e(S)x)2 + e(S)[Sxx,Sxx])dx
− 5μ
2
∫
e(S)[Sx,S ×˙ Sxxx]dx. (50)
From (49) and (50) we have the assertion.
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Proposition 3. Let d = 1 and u be a smooth solution of (4)–(6). Then
d
dt
∫ |ux |2
(ρ − |u|2)2 dx + 2λ
∫ 1
(ρ − |u|2)2
∣∣∣∣uxx + 2uu2xρ − |u|2
∣∣∣∣
2
dx = 0. (51)
Proof of Theorems 6 and 3. Let S be a smooth solution of (4)–(6). Proposition 1 and the assumption give
1
2
∫
e
(
S(x, t)
)
dx + λ
t∫
0
∫
[S ×˙ Sxx,S ×˙ Sxx]dx dt = 12
∫
e
(
S0(x)
)
dx = E0. (52)
By virtue of Corollary 1 each term of (52) is nonnegative. Hence,∫
e
(
S(x, t)
)
dx E0, ∀t  0. (53)
We continue our proof by showing
Lemma 12.
‖S‖L∞(R1×[0,T ])3  C
(‖S03‖L∞(R1),E0, T ), ∀T > 0, (54)
‖Sx‖L∞([0,T ];L2(R1)3)  C
(‖S03‖L∞(R1),E0, T ), ∀T > 0, (55)
where C(·) is a positive constant depending on the indicated variables, but not depending on λ.
Proof. Estimate (53) and Corollary 1 yield
sup
0t∞
∫ |S1x |2 + |S2x |2
|S3|2 dx  C(E0). (56)
Then, by Cauchy’s inequality we get
sup
0t∞
∫ |S3x |2
|S3|2 dx  sup0t∞
∫ 1
S23
(
S1S1x + S2S2x
S3
)
dx  2 sup
0t∞
∫ |S1x |2 + |S2x |2
|S3|2 dx  C(E0) (57)
since S3  1. From Eq. (4) we see that
S3t = λ
(
S3xx − e(S)S3
)+ μ(S2S1xx − S1S2xx).
Hence,
1
2
d
dt
∫
log
(|S3|2)dx =
∫
S3t
S3
dx = λ
∫ |S3x |2
|S3|2 dx − λ
∫
e(S) dx − μ
∫ (
S2S3xS1x
|S3|2 −
S1S2xS3x
|S3|2
)
dx.
The last term can be estimated as∫ (
S2S3xS1x
|S3|2 −
S1S2xS3x
|S3|2
)
dx =
∫ (
S2S1x − S1S2x
|S3|2
)(
S1S1x + S2S2x
S3
)
dx
 1
2
(∫ |S2S1x − S1S2x |2
|S3|2 dx + 2
∫ |S1|2|S1x |2 + |S2|2|S2x |2
|S3|4 dx
)
 C(E0) + C
∫ |S1x |2 + |S2x |2
|S3|2 dx  C(E0).
Hence,∫
log
(|S3|2(x, t))dx 
∫
log
(|S03|2(x))dx + C(E0)t.
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∫
log(|S3|2(x, t)) dx are rather formal. We can justify them by considering∫
log(|S3|2(x, t))ζR(x) dx and letting R → ∞ where ζR(x) = ζ(x/R), ζ ∈ C∞0 (R1), 0  ζ(x)  1, ζ(x) = 1 when|x|R and ζ(x) = 0 when |x| 2R.
Put w(x, t) = log(|S3|2(x, t)), then
‖w‖L∞(0,T ;L1(R1)) C(E0, T ), ∀T > 0. (58)
Since ∫ ∣∣wεx(x, t)∣∣2 dx =
∫ |S3x |2
|S3|2 dx  C(E0),
we have∥∥wεx∥∥L∞(0,T ;L2(R1))  C(E0).
By the Gagliardo–Nirenberg inequality, we get
‖w‖L∞(R1)  C‖wx‖2/32 ‖w‖1/31
from which it follows that
‖S3‖L∞(R1×[0,T ])  C
(‖S03‖L∞(R1),E0, T ) (:= K). (59)
Hence, we have (54).
Estimates (56), (57), (59) yield that
‖Sx‖L∞(0,T ;L2(R1)3)  C
(‖S03‖L∞(R1),E0, T ). 
Lemma 13.
‖S − 1‖L∞(0,T ;L2(R1)3)  C(T ), ∀T > 0, (60)
where the constant C(T ) also depends on ‖S0 − 1‖L2(R1), ‖S01‖L2(R1) and ‖S01‖L2(R1).
Proof. We have
1
2
d
dt
∫
S21 dx =
∫
S1S1t dx
=
∫
S1
{
λ
(
S1xx − e(S)S1
)− μ(S2S3xx − S3S2xx)}dx
= −λ
∫ (
S21x + e(S)S21
)
dx + μ
∫
S1x(S2S3x − S3S2x) dx
 C‖S‖L∞(R1×[0,T ])‖Sx‖2L∞(0,T ;L2(R1)3) C(T )
from which it follows that
‖S1‖L∞(0,T ;L2(R1))  C(T ).
Similarly we get
‖S2‖L∞(0,T ;L2(R1))  C(T ).
We also have
d
dt
∫
(S3 − 1)2 dx =
∫
S3S3t dx
=
∫
S3
{
λ
(
S3xx − e(S)S3
)+ μ(S1S2x − S2S1x)x}dx
 C‖S‖L∞(R1×[0,T ])‖Sx‖2 ∞ 2 1 3  C(T )L (0,T ;L (R ) )
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‖S3 − 1‖L∞(0,T ;L2(R1))  C(T ).
Hence we have the assertion. 
Lemma 14.
‖S‖L∞([0,T ];W 2,2(R1)3)  C
(‖S0‖W 2,2(R1)3, T ), ∀T > 0, (61)
and
√
λ‖S‖L2([0,T ];W 3,2(R1)3)  C
(‖S0‖W 2,2(R1)3, T ), ∀T > 0. (62)
Proof. From (46) we have
1
4
∫
e
(
S(x, t)
)2
dx + 1
5
∫ [
Sxx(x, t),Sxx(x, t)
]
dx + λ
t∫
0
J (s) ds
= 1
4
∫
e
(
S0(x)
)2
dx + 1
5
∫ [
S0xx(x),S0xx(x)
]
dx, (63)
where
J = 13
10
∫ (
e(S)x
)2
dx + 2
5
∫
[Sxxx,Sxxx]dx + 75
∫
e(S)[Sxx,Sxx]dx +
∫
e(S)3 dx. (64)
From Corollary 1 we see that
1
5
[Sxx,Sxx] + 14e(S)
2  1
40
e(S)2 + 1
40
e(S)2
|S3|2 +
1
45
|S1xx |2 + S2xx |2
|S3|2 , (65)
2
5
[Sxxx,Sxxx] + 1310
(
e(S)x
)2  4
5
(
e(S)x
)2 + 1
20
e(Sx)2
|S3|2 +
1
25
|S1xxx |2 + S2xxx |2
|S3|2 , (66)
and
7
5
e(S)[Sxx,Sxx] + e(S)3 = 75e(S)
([Sxx,Sxx] + e(S)2)− 25e(S)3 −25e(S)3. (67)
The Gagliardo–Nirenberg inequality gives∥∥e(S)∥∥
L3(R1) C
∥∥e(S)x∥∥4/9L2(R1)∥∥e(u)∥∥5/9L1(R1)
from which it follows that∫
e(S)3 dx  ε
∫ (
e(S)x
)2
dx + C(ε,E0) (68)
for all ε > 0. Combining (63)–(68), we obtain
1
40
∫
e
(
S(x, t)
)2
dx + λ
t∫
0
∫ 3
5
(
e(S)x
)2
(x, s) dx ds C(E0)T + C‖S0‖W 2,2(R1), (69)
sup
0tT
∫ ( 1
40
e(S(x, t))2
|S3(x, t)|2 dx +
1
45
|S1xx(x, t)|2 + |S2xx(x, t)|2
|S3(x, t)|2
)
dx C(E0)T + C‖S0‖W 2,2(R1), (70)
and
λ
T∫ ∫ ( 1
20
e(S(x, s)x)2
|S3(x, s)|2 +
1
25
|S1xxx(x, s)|2 + |S2xxx(x,s)|2
|S3(x, s)|2
)
dx dt  C(E0)T + C‖S0‖W 2,2(R1). (71)0
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sup
0tT
‖Sxx‖L2(R1)  C(E0)T + C‖S0‖W 2,2(R1) (72)
and
√
λ‖Sxxx‖L2(R1×[0,∞))  C(E0)T + C‖S0‖W 2,2(R1).  (73)
For a smooth solution S of (4)–(6) we define u by the pseudo-stereographic projection (8), that is,
u =
√
ρ(S1 + iS2)
1 + S3 .
Then, u is the smooth solution of (9)–(11) and satisfies the integral equation (12), say,
u(t) = U(t)u0 +
t∫
0
U(t − s)f (u(s))ds
with
U(t) = e(λ+μi)t
and
f (u) = 2u
ρ − |u|2
n∑
j
u2xj .
First we remark that the estimate (59) implies that for any T > 0,∣∣u(x, t)∣∣√ρ(1 − ε), ∀(x, t) ∈ R1 × [0, T ],
provided that we choose ε so that
ε2 − 2ε + 2K
(1 + K)2  0
since
F(S3) = 1 − S
2
1 + S22
(1 + S3)2 =
2S3
(1 + S3)2
is monotone decreasing for S3  1. Here K  1 denote the right-hand side of (59). Then, in the same manner as in
Lemma 2, we have
∥∥u(t)∥∥
W 1+s,p(R1)  ‖u0‖W 1+s,p(R1) + C1(s)C(ε)
t∫
0
(t − τ)−ν∥∥u(τ)∥∥2
W 1,p(R1)
∥∥u(τ)∥∥
W 1+s,p(R1) dτ,
where ν = 12 + 12p < 1. Then, seeing the embedding W 2,2(R1) ⊂ W 1,p(R1), we obtain
sup
0tT
∥∥u(t)∥∥
W 1+s,p(R1)  C
(‖u0‖W 2,2(R1), T )‖u0‖W 1+s,p(R1), ∀T > 0,
which implies that we have desired global solutions. This completes the proof of Theorems 6 and 3. 
Proof of Theorems 7 and 4. For any 0 < λ λ0 let Sλ0 be such that Sλ0 ∈ W∞,p(R1)3 ≡
⋂
s0 Ws,p(R
1), Sλ0(x) ∈H,
∀x ∈ R1 and
Sλ0 → S0 in W 2,2
(
R
1)3 strongly. (74)
Let Sλ be the solution of (4)–(6) with the initial data uλ.0
174 M. Tsutsumi / J. Math. Anal. Appl. 344 (2008) 157–174We construct the strong solutions of (4)–(6) with λ = 0 as limits of {Sλ}λ>0.
Theorem 3 yields that Sλ ∈ C∞(R1 × [0,∞))3 and [Sλ(x, t),Sλ(x, t)] = −1, ∀(x, t) ∈ R1 × (0,∞). By
virtue of Lemma 14 we see that for any T > 0 {Sλ} and {Sλt } are bounded in L∞([0, T ];W 2,2(R1)3) and in
L∞([0, T ];L2(R1)3), respectively. Hence, we conclude that there exists a subsequence {Sλk } and a function S such
that as λk → 0,
Sλk → S in L∞(0, T ;W 2,2(R1)3) weakly star,
Sλkt → St in L∞
(
0, T ;L2(R1)3) weakly star.
Moreover, we can assume that
Sλk → S in L2(0, T ;L2(R1)3) strongly
and
Sλk → S almost everywhere in R1 × [0, T ].
Therefore we can take the limit in Eq. (4) and we see that S is the desired solution. The proof of uniqueness is standard.
Theorem 7 can be derived from Theorem 4. This completes the proof. 
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