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In this chapter, we introduce a unjfied rugh-dimensional geometric framework for ana-
lyzing the phase transition phenomenon of (1 minimization in compressive sensing. This 
framework connects srudying the phase transitions of ( 1 minimization with computing 
the Grassmann angles in high-dimensional convex geometry. We demonstrate the broad 
applications of this Grassmann angle framework by giving sharp phase transitions for £1 
minimization recovery robustness. weighted {1 minimization algorithms. and iterative 
reweighted £1 minimjzation algorithms. 
7.1 Introduction 
Compressive sensing is an area of signal processing which has attracted a lot of recent 
attention for irs broad applications and rich mathematical background [7] [ 19] and 
Chapter 1. In compressive sensing. we would like to recover an n x 1 real-numbered 
signal vector x . bur we can only get m < n measurement samples through a linear mixing 
of J:. amely 
y=Ax. (7.1) 
where A is an m x n measurement matrix and y is an m x 1 measurement result. In 
an ideal model for compressive sensing. x is an n x 1 unknown k-sparse signal vector. 
which is defined as a vector having only k nonzero elements. Thjs special structure of x 
makes recovering x from the compressed measurement y possible. 
A naive way to decode o r solve for the k-sparse x from y is to enumerate the (~) pos-
sible supports of x and then try to see whether there exists such an :r satisfying y =Ax. 
But this is of exponential complexity if k is proportionally growing with n and is not 
computationally feasible. What enables practical compressive sensing is the existence of 
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efficient decoding algorithms to recover the sparse signal :r from the compressed mea-
surements y. Arguably the most prominent and powerful decoding approach is the Basis 
Pursuit programming. namely the l 1 minimization method [ 13. 15]. The { 1 minimization 
method solves the following problem 
min z 1 
subject to y = A z . (7.2) 
where l!zll1 denotes the ( 1 norm of ::. namely the sum of the absolute values of all the 
elements in z . This is a convex program which is easy to solve. It has been empirically 
observed to work very well in producing sparse solutions. Breakthroughs. for exam-
ple. [ 11][15][20]. in understanding why { 1 minimization successfully promotes sparsity 
have emerged in recent years. and have triggered an explosive growth of research in 
compressive sensing. see Chapter I. 
We should remark that in thi s chapter we are particularly interested in the parameter 
regime where k and m grow proportionally with n . as n grows large. l n other words. 
the number of measurements is m = c5n. and the number of nonzero elements of :r is 
f..: = pc5n = ( n. where 0 < p < 1 and 0 < c5 < 1 are constants independent of n, and c5 > ( . 
It has been empirically observed and theoretically shown [ 15. 20] that the £1 minimiza-
tion method often exhibits a ··phase trans ition" phenomenon: when the ignal support 
size is below a certain threshold. ( 1 minimization will recover the signal vector with 
overwhelming probability: while when the signal support s ize is above this threshold. 
{ 1 minimization will fail to recover the signal vector with high probability. Studying 
this phase transition phenomenon and characterizing the threshold for the support ize 
k has been a very important and active research branch in the development of com-
pressive sensing theories [15. 20][-l] [29. 43. 44] [28. 40. 45. 46][21. 38. 39] [34. 36] 
[ 16. 17 ] and Chapter 9 . This branch of research gives precise prediction of spar e recov-
ery algorithms. brings theoretical rigor to compressive sensing theories. and inspires 
new powerful sparse recovery algorithms. 
The first work in the literature that precisely and tigorously characterized the 
phase transition was [ 15. 20]. through beautifully connecting the projection of high-
dimensional convex polytopes and the success of £1 minimi zation. In [15. 20]. Donoho 
and Tanner formulated a /-.:-neighborly polytope condition on the mea urement matrix 
A for { 1 minimization to generate the original sparse signal. As shown in [ 15]. tills 
/.:-neighborly polytope A is in fact a necessary and sufficient condition for (7.2) to pro-
duce the sparse solution x sari fying (7 .I). This geometric ins ight. together with known 
results on the neighborliness of projected polytopes in the literature of convex geometry 
[I. 41], has led to sharp bounds on the performance of {1 minimization. In [15]. it was 
shown that if the matrix A ha i.i .d. zero-mean Gaussian entrie . then the k-neighborly 
polytope condition holds with overwhelming probability if k is sufficiently small. In the 
linear scal ing sening for m. n. and k discussed in thi s chapter. the relation between m . 
n. and k in order for the k-neighborly polytope condition to hold is preci ely character-
ized and calculated in [15]. In fact, the computed values of ( for the so-called ·'weak·· 
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threshold. obtained for different values of b through the neighborly polytope condjtion 
in [ 15]. match exactly with the phase transitions obtained by simulation when n is large. 
However. the neighborly polytope approach in [ 15] only addressed the phase transi-
tions for ideally sparse signal vectors whose residual elements are exactly zero excluding 
the k nonzero components. By comparison. the popular restricted isometry property 
(RIP) [11][4] and Chapter I can also be used to analyze the robustness of (\ minimiza-
tion [I 0]. even though the RIP analysis generally produces much looser phase transitjon 
results than the neighborly polytope condition [4]. Then the question is whether we can 
have a unified method of determining precise phase transitions for { 1 minimization in 
broader applications. More specifically, this method should give us tighter phase tran-
sitions for £1 minimization than the RIP condition; but it should also work in deriving 
phase transitions in more general settings such as: 
• phase transitions for recovering approximately sparse signals. instead of only perfectly 
sparse ones [43]; 
• phase transitions when the compressed observations are corrupted with noises [42] ; 
• phase transitions for weighted £1 minimization, instead of regular [ 1 minimi-
zation [29]: 
• phase transitions for iterative reweigh ted £1 algorithms [ 12][44]. 
In this chapter, we are interested in presenting a unified high-dimensional geometric 
framework to analyze the phase transition phenomenon of £1 mjnimization. As we will 
see. in many applications, it turns out that the performance of £1 minimization and its 
variants often depends on the null space ··balancedness·· properties of the measurement 
matrix A see Chapter I. This unified high-dimensional geometric analysis framework 
investigates the phase transitions for the null space '·balancedness' ' conditions using 
the notion of a Grassmann angle. This framework generalizes the neighborly polytope 
approach in [15. 20] for deriving phase transitions of recovering perfectly sparse sig-
nals; however, this Grassmann angle framework can be further used in analyzing the 
performance thresholds of [ I minimization for approximately sparse signals, weighted 
{ 1 mjnimization algorithms. and iterative reweighted €1 minimization algorithms. In this 
chapter. we will present the Grassmann angle framework for analyzing the null space 
"balancedness·· properties in detail by focusing on the example of characterizing the 
threshold bounds for £1 minimization robustness in recovering approximately sparse 
signals. Then we will briefly illustrate the application of this Grassmann angle frame-
work in characterizing the phase transitions for weighted el minimization and iterative 
reweighted ( 1 minimization algorithms. This framework and results of this chapter have 
earlier appeared in [43. 29, 44]. 
Before demonstrating how the Grassmann angle geometric framework can be used 
to analyze the null space ''balancedness" properties. we will give an overview of the 
main results. comparisons of this Grassmann angle approach with other approaches in 
the literature. the geometrical concepts to be used frequently in this chapter. and also the 
organization of this chapter. 
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7 .1.1 Threshold bounds for ( 1 minimization robustness 
Instead of assuming that .r is an exactly k-sparse signal. we nO\\. assume that k compo-
nents of .r have large magnitudes and that the vector comprised of the remaining ( 11- k) 
components has an ( 1-norm less than some value. say. a,.(J·) 1• We will refer to this 
type of signal as an approximately k-sparse signal. or for brevity only an approximately 
sparse signal. It is also poss ible that the y can be further corrupted with measurement 
noise. In this case exact recovery of the unknown vector .r from a reduced number of 
measurements is generally not possible. Instead. we focus on obtaining a reconstruction 
of the signal that is "close" to the true one. More precisely. if we denote the unknown 
signal as J.' and denote .i· as one solution to (7.2). we prove that for any given constant 
0 < b < 1 and any given con tant C > 1 (representing how close in ( 1 norm the recovered 
vector .r should be to .r). there exists a constant ( > 0 and a sequence of measurement 
matrices A. E R."' x" as n ~ x such that 
II·. ·II 2{C -1)ak{J.·) 1 .t- .t 1::; C- 1 . (7.3) 
holds for all x E !R" . where ak{.r)! is the minimum possible £1 norm value for any (n- k ) 
elements of x (recall k = (n). Here ( will be a function of C and b. but independent of 
the problem dimension 11. In particular, we have the following theorem. 
THEOREM7.1 Letn, m. k, .r . .fandak(.r)I be defined as above. Let I\ denote a subset 
of { 1. 2 .. .. . n} such that !\I = k, where If\ is the cardinality of!\. and let 1\, denore 
the ith eleme/11 of 1\- and I\ = { 1. 2 ..... n} \ I\. 
Then the solution .f produced by (7.2) u'i/1 satisfy 
II -._ II < 2(C -1)ak{J..·h .1 .r 1 _ C _ 1 . (7.4) 
for all x E R" . if for al!Fectors u· E .R" in the null space of A . and for all I\ such that 
I\ = k , 11:e have 
Cll lCf{ lit ::; IL"KIIt· (7.5) 
11·here Wg denotes the part of u· orer the subset K. 
Furthermore. if .4 E ~mxn a random matrix ll'ith i.i.d. standard Gaussian A'(0.1) 
entries, then as n- x . for any constant C > 1 and any 8 = m j n > 0, there exists a 
({b. C) = k / n > 0, so that both ( 7.4) and (7.5) hold with ovemhelming probability. 
As we said, the generalized Grassmann angle geometric framework can be used to 
analyze such null space .. balancedness" conditions in (7.5). thus establ ishing a sharp 
relationship between b. ( , and C. For example. when o = m j n varies. we have Figure 7.1 
showing the tradeoff between the signal sparsity ( and the parameter C. which determines 
the robustness1 of ( 1 minimization . We remark that the above theorem clearly subsumes 
1 The ··robustness" concept in thi~ ~en"e i~ often called "stability" in other papers. for example. [7]. 
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perfect recovery in the perfectly /;:-sparse setting. For the perfectly /;:-sparse signal. 
ak (.r)1 = 0. and so from (7.4) we have 15;- x 1 = 0 and therefore i = :r, when we 
allow C -> 1. This null space characterization is in fact equivalent to the neighborly 
polytope characterization from [ 15] in the perfectly k-sparse case when C = 1. 
The Grassmann angle framework can be applied to characterize sparse recovery per-
formance when there are observation noises involved and y = A.r + e, where e is an 
m x 1 additive noise vector with llell2 ::; E. We can still use (7.2) to solve for i . As 
long as A has rank m with its smallest nonzero singular value am > 0, there always 
exists an n x 1 vector ~x such that 1 1 ~.1' 2 ::; .LE andy= A (:r + ~.1· ) . Namely y can a ,. 
be seen as generated by a perturbation of :r. This added perturbation fl.:r can then be 
treated in the same way as .1'K in analyzing :c- .rlh · To further bound ll.r- i: ll2· one 
can use the almost Euclidean property described in Subsection 7 .1.3. For more details 
on dealing wi th observation noises based on the Grassmann angle analysis, please refer 
to [42]. 
Besides this concept of robustness in £1 norm discussed in Theorem 7.2. there are 
also discussions of robustness in general l p norms. which will involve other types of 
null space properties. The readers are encouraged to refer to Chapter I for an overview 
of this topic. A similar formulation of ( 1 norm robustness recovering an approximately 
sparse problem was considered in[l4], where the null space characterization for recov-
ering approximately sparse signals was analyzed using the RlP condition; however. 
no explicit values of ( were given. Through message passing analysis. [16] recently 
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deals with a related but different problem formulation of characterizing the trade-
off between signal sparsity and noise sensitivity of the LASSO recovery method. An 
overview of thjs new message pa sing analysis approach is presented in Chapter 9 of this 
book. 
7.1.2 Weighted and iterative reweighted [ 1 minimization thresholds 
When there is statistical prior information about the signal .r . a better decoding method 
would be to solve the weighted ( 1 minimization programming [29]. The weighted { 1 
minimization solve the following general version of ( 1 minimization 
n 
min ll.:llu·.1 = min L u·; zd . 
A:=y A:=yi=l 
(7.6) 
where the weights u·; can be any non-negative real numbers to accommodate prior 
information. For example, if the prior information shows that . r; i more likely to be 
zero or small, then a larger corresponding weight can be applied to uppre its decoding 
result to be zero or a small number. 
Agajn, the successful decoding condition for weighted £1 minimization is a weighted 
version of the null space "balancedness·· condition. It turns out that the null space Grass-
mann angle framework canal o be readily applied to give harp parse recovery threshold 
analysis for weighted ( 1 minimization algorithms [29]. where better pha e transitions are 
shown when prior information is available. When no prior information about the signal 
is available. this null space Gras mann angle framework can also be u ed to analyze 
iterative reweighted ( 1 minimization [44]. where we can rigorou ly show for the fir t 
time that iterative reweigh ted ( 1 algorithms. compared with the plain { 1 minimization 
algorithms. can increase the pha e tran ition thresholds for interesting types of signals. 
7.1 .3 Comparisons with other threshold bounds 
In this section, we will review other approaches to establish ing parse recovery threshold 
bounds for £1 minimization. and compare their strengths and limitation . 
Restricted isometry property 
In [9][11]. it was shown that if the matrix A satisfies the now well-known re tricted 
isometry property (RIP). then any unknown vector .r with no more than J..: = (11 nonzero 
elements can be recovered by solving (7.2). where ( is an absolute constant as a function 
of 6. but independent of n, and explicitly bounded in [II]. Please see Chapter I for the 
definition of the RIP condition and its applications. However. it should be noted that 
the RIP condition is only a ufficient condition for £1 minimjzation to produce a sparse 
solution to (7.2). Partially because of this fact. the threshold bounds on (obtained by 
the RIP condition are not very sharp o far and are often a very small fraction of the 
bounds on ( obtained by the neighborly polytope approach or its generalization to the 
Grassmann angle approach in thi s chapter. 
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One strength of the RIP condi tion lies in its applicabi lity to a large range of mea-
surement matrices. It turns out that for measurement matrices with i.i.d. zero-mean 
Gaussian entries. measurement matrices with i.i.d. Bernoulli entries, or matrices for 
random Fourier measurements. the RIP condition holds with overwhelming probabil-
ity [11. 2. 33]. In contrast. the neighborly polytope approach and the Grassmann angle 
approach so far only rigorous ly work for the measurement matrices with i.i.d. Gaus-
sian entries, even though the universality of the predicted phase transitions by these 
approaches beyond the Gaussian matrices has been observed [ 18]. The RIP analysis is 
also convenient for bounding the reconstruction error in £2 norm when the observation 
noises are present. 
Neighborly polytope approach 
As discussed earlier, by relating a /.:-neighborly polytope condition to the success of £ 1 
minimization for decoding ideally /.:-sparse signals, Donoho and Tanner gave the precise 
phase transitions for decoding ideally sparse signals in [15, 20]. The Grassmann angle 
approach in this chapter is a general ization of the neighborly polytope approach in [ 15. 
20]. Compared with the neighborly polytope condition which only works for analyzing 
the ideally sparse s ignal vectors. the generalized Grassmann approach is intended to give 
sharp phase transitions for the null space .. balancedness .. conditions, which are useful 
in a more general setting. for example. in analyzing the robustness of £1 minimization, 
weighted £1 minimization. and iterative reweighted 1\ minimization. Mathematically, 
in this chapter we need to derive new formulas for the various geometric angles in the 
Grassmann angle approach. This chapter uses the same computational techniques in 
estimating the asymptotics of the Grassmann angle as in estimating the asymptotic face 
counts in [15]. 
Spherical section property approach 
The threshold bounds on ( for the null space condition to hold was also analyzed in 
[28. 40, 45, 46] , using the spherical section property of linear subspaces derived from 
the Kashin-Garnaev-Giuskin Inequal ity [23, 27, 46]. The Kashin-Garnaev-Giuskin 
Inequality claims that for a uniformly distributed (n - m )-dimensional subspace, with 
overwhelming probability. all vectors w from this subspace will satisfy the spherical 
section property. 
clvm Jw 1 ~ wJI2· J l + log(n / m ) (7.7) 
where c1 is a constant independent of the problem dimension. ote that JJ wJh :S fo wll2 
always holds. taking equality only if u· is a perfectly balanced vector of constant magni-
tude, so it is natural to see that this spherical section property can be used to investigate 
the subspace '·balancedness .. property [45]. This approach extends to general matrices 
such as random Gaussian matrices. random Bernoulli matrices. and random Fourier 
mapping matrices [40], and is applicable to the analysis of sparse recovery robustness 
[46]. The threshold bounds on ( given by this approach are sometimes better than those 
obtained from the RIP condition [45]. but are generally worse than those obtained by the 
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neighborly polytope approach. partially because of the coar ely e timated (·1 u ed in the 
literature. 
Sphere covering approach 
The null space condition has also been analyzed by a sphere covering approach m 
[21, 38. 39]. The subspace property (7.5) is supposed to hold for every vector u· in the 
null space of A and we can restrict our attention to all the points u· in the form of u· =Be. 
where BE IR"x {'n-m) is a fixed basis for the null space of A. and v is any point from 
the unit Euclidean sphere in Rn-m. The sphere covering approach propo ed to cover 
the unit Euclidean sphere densely with discrete points such that any point on this unit 
Euclidean sphere is close enough to a di screte point. If the null pace condition (7 .5) 
holds for the vectors generated by these discrete points. it would be po ible to infer that 
the null space condition will al o hold for all the points generated by the unit Euclidean 
sphere and for all the points in the null space of A.. 
Following this methodology. various threshold bounds have been established in 
[21. 38. 39]. These bounds are generally better than the threshold bounds from the 
RIP condition. but weaker than the bounds from the Grassmann angle approach. But 
in the limiting case when m is very close to n, the threshold bounds from the sphere 
covering approach can match or are better than the ones obtained from the neighborly 
polytope approach. 
"Escape-through-mesh" approach 
More recently. an alternative framework for establishing sharp ( 1 minimization thresh-
olds has been proposed in [36] by craftily using the "escape-through-mesh" theorem 
[24]. The "escape-through-mesh" theorem quantifies the probability that a uniformly di -
tributed (n- m)-dimensional subspace in R" misses a set of points on the unit Euclidean 
sphere in R" . The "escape-through-mesh'' theorem was first used in analyzing sparse 
reconstructions in [34 ]. Based on this theorem. a careful calculation was devised in [36] 
to evaluate the probability that a uniformly distributed ( n - m )-dimensional subspace 
in R" escapes the set of points that violate the null space "balancedness" condition (7.5) 
for C = 1. 
The method of [36] yields almost the arne threshold bounds for weak recovery that 
the neighborly polytope approach does; however. for sectional and strong recoveries. 
it give different threshold bounds (in some regimes the neighborly polytope approach 
gives a better bound. and in other regimes the "escape-through-mesh" approach does 
better). Fully understanding the relation between thi "escape-through-mesh" approach 
and the neighborly polytope approach hould be of great interest. 
Message passing analysis approach 
More recent works [16][17] give threshold bounds for large-scale ( 1 minimization and 
t1 regularized regression problems through graphical models and novel message pass-
ing analysis. For this very interesting approach. the readers are encouraged to refer to 
Chapter 9 for more details. By comparison. the Grassmann angle approach can provide 
[ 1 norm bounded robustness results in the "weak." ··sectional." and .. trong" senses 
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(see Section 7.8). while the message passing analysis is more powerful in providing 
average-case robustness results in terms of mean squared error [ 17]. 
7.1.4 Some concepts in high-dimensional geometry 
In this part, we wil l give the explanations of several geometric terminologies often used 
in this chapter for the purpose of quick reference. 
Grassmann manifold 
The Grassmann manifold G r, (j) refers to the set of i-dimensional subspaces in the 
)-dimensional Euclidean space Ri . It is known that there exists a unique invariant 
measure tt' on Gr, (j ) such that p' (Gr; (j )) = l. 
For more facts on the Grassmann manifold, please see [5]. 
Polytope, face, vertex 
A polytope in this chapter refers to the convex hull of a finite number of points in the 
Euclidean space. Any extreme point of a polytope is a vertex of this polytope. A face of 
a polytope is defined as the convex hull of a set of its vertices such that no point in thi s 
convex hull is an interior point of the polytope. The dimension of a face refers to the 
dimension of the affine hull of that face. The book [26] offers a nice reference on convex 
polytopes. 
Cross-polytope 
Then-dimensional cross-polytope is the polytope of the unit £1 ball. namely it is the set 
{.1: E !Rn I :rll1 = 1}. 
The n-dimensional cross-polytope has 2n vertices. namely ± e 1 . ± e2 ... . . =en. where 
e;, 1 :S:: i :S:: n . is the unit vector with its ith coordinate element being I. Any k extreme 
points without opposite pairs at the same coordinate will constitute a (k -I)-dimensional 
face of the cross-polytope. So the cross-polytope will have 2k G) faces of dimension 
(k-1). 
Grassmann angle 
The Grassmann angle for an n -dimensional cone <!.: under the Grassmann manifold 
Gr; (n), is the measure ofthe set of i-dimensional subs paces (over Gr; (n )) which intersect 
the cone<!.: nontrivially (namely at some other point besides the origin). For more details 
on the Grassmann angle, internal angle. and external angle. please refer to [25][26][31]. 
Cone obtained by observing a set B from a set A 
In this chapter, when we say "'cone obtained by observing B from A:· we mean the conic 
hull of all the vectors in the form of x 1 - x2 , where x1 E Band x2 E A. 
Internal angle 
An internal angle J (F1 . F2 ) . between two faces F1 and F2 of a polytope or a polyhedral 
cone. is the fraction of the hypersphere S covered by the cone obtained by observing 
the face F2 from the face F1 . The internal angle 3(F 1. F2 ) is defined to be zero when 
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F 1 % F2 and is defined to be one if F 1 = F 2 . Note the dimension of the hypersphere 5 
here matches the dimension of the corresponding cone discussed. Also, the center of the 
hypersphere is the apex of the corresponding cone. All these defaults also apply to the 
definition of the external angles. 
External angle 
An external angle : (F3 . F4 ) . between two faces F3 and F4 of a polytope or a po lyhedral 
cone, is the fraction of the hypersphere 5 covered by the cone of outward normals to 
the hyperplanes supporting the face F4 at the face F 3 . The external angle ~, ( F3. F4 ) is 
defined to be zero when F3 % F~ and is defined to be one if F3 = F4 . 
7.1.5 Organization 
The rest of the chapter is organized as follows. In Section 7 .2. we introduce a null 
space characterization for guarantee ing robust signal recovery using £1 minimization. 
Section 7.3 presents a Grassmann angle-based high-dimensional geometrical framework 
for analyzing the null space characterization. In Sections 7.4. 7 .5. 7 .6, and 7 .7. analytical 
performance bounds are given for the null space characterization for matrices that are 
rotationally invariant, such as those constructed from i.i.d. Gaussian entries. Section 7.8 
shows how the Grassmann angle analytical framework can be extended to analyzing the 
"weak, .. ··sectional.· ' and .. strong" notations of robust signal recovery. 
In Section 7.9, numerical evaluations of the performance bounds for robust signal 
recovery are given. Section 7. LO and 7. 11 wi ll introduce the applications of the Grass-
mann angle approach to analyzing weighted £1 minimization and iterative reweighted 
£1 minimization algorithms. 
Section 7.12 concludes the chapter. In the Appendix. we provide the proofs of related 
lemmas and theorems. 
7.2 The null space characterization 
In this section we introduce a useful characterization of the matrix A. The characterization 
wi ll establish a necessary and sufficient condition on the matrix A so that the solution of 
(7 .2) approximates the solution of (7. 1) such that (7.3) holds. (See [22. 30. 45. 14. 38. 
39, 28] etc. for variatio ns of thi s result). 
TH EO R EM 7.2 Assume 1ha1 A is a general m x n measurement nwlrix. Le t C > 1 be 
a positil'e nwnbu Furrhe1; assume that y = Ax and that w is an 11 x 1 vectm: Let K be 
a subset of { 1. 2, .... n} such that IKI = k. where I Kl is the cardinality of l\- and let J\-i 
denote the ith elemem of A-. Further, let K = { 1. 2 .. .. . n} \ l\-. Then for any x E lR" . 
for any K such that J-(1 = k, any solution i: produced by (7.2) will satisfy 
(7.8) 
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if Vu· ERn such that 
Aw = 0 
and VI\ such that jK = f..:. we hal'e 
(7.9) 
Conversely, there exisTS a measuremellT matrix A. an x, and correspond ing i· (i: is 
a minimi::.er ro the programming (7.2)) such thai (7.9) is violated for some serA. wirh 
cardinality f..: and some 1·ector u· f rom the null space of A , and 
Proof First. suppose the matrix A has the claimed null space property as in (7.9) and 
we want to prove that any solution i: satisfies (7.8). ote that the olution i: of (7.2) 
satisfies 
where .r is the o riginal signal. Since Ai: = y. it easily follows that w = i- x is in the 
null pace of A. Therefore we can further write j.TjJr ;:: x + wjj 1 . Using the triangular 
inequality for the £1 norm we obtain 
IJxKJh + xK Jr = IJ .r l1 
;::jji· l! t=!Jx-u· 1 
;:: j .1·K II1 -jju•K 1 + ux-l!t- X]( 1 
C- 1 
;:: .rK!It- .rK t+ C+ 1 11w!lt 
where the last inequality is from the claimed null space property. Relating the head and 
tail of the inequality chain above, 
ow we prove the second part of the theorem. namely when (7.9) i violated. there 
exist scenarios where the error performance bound (7 .8) fails. 
Consider a generic m x n matrix A'. For each integer 1 :::; k :::; n . let us define the 
quantity hk as the supremum of 11 ~:;.::: over all such sets]( of size j[( j :::; k and over 
all nonzero vectors u· in the null space of A'. Let~;:- be the biggest k such that hk :::; 1. 
Then there must be a nonzero vector u•' in the null space of A and a set A'* of size k*. 
such that 
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Now we generate a new measurement matrix A by multiplying the portion -~~- of the 
matrix A' by hk· . Then we will have a vector w in the null space of A satisfying 
Now we take a signal vector .r = ( -tCJ<·. 0 K · ) and clajm that i · = (O. tcl0") is a 
minimizer to the programming (7.2). In fact. recognizing the definition of hk· · we knmv 
all the vectors u:" in the nuB space ofthe measurement matrix A will sati sfy 11-r + w" ll 1 2: 
ll x i!I- Let us assume that k* 2: 2 and take I{' <;; IC as the index set corresponding to 
the largest (k~- i) elements of .l'f< · in amplitude. where 1 ~ i ~ (k~ - 1). From the 





' > 1 since w is nonzero for any index 
lL'K'' 1 
T. ' C w~ll• 0. b' 'I II in the set r\. • . Let us now take . = - 1-' - .. 
1 
+ E, where E > ts any ar ttran y sma 
U'I.;" 1 
positive number. Thus the condition (7.9) is violated for the vector U'. the set J(' . and 
the defined constant C. 
ow by inspection. the decoding error is 
. 2(C' - 1) 2(C -1) 
:r- .Til t = C' _ 1 llx I<" 1 > C _ 1 11-r K " ll1 -
violating the error bound (7.8) (for the set I( \ 
Discussion 
It should be noted that if the condition (7.9) is true for all the sets J( of cardinal ity k. 
then 
(C - 1) . 211 .1.·7(' 1 2: C + 1 ll.r- .r llt 
is also true for the set J( which corresponds to the k largest (in amplitude) components 
of the vector .r. So 
(C -1) . 
2ok(.r)t 2: C _ 1 11.1.·- .r 1 
which exactly corresponds to (7 .3). It is an interesting result that. for a particular fixed 
measurement matrix A. the violation of (7 .9) for some C > 1 does not necessari ly 
imply that the existence of a vector .r and a minimizer solution i' to (7.2) such that the 
performance guarantee (7.8) is violated. For example. assume n = 2 and the null space 
of the measurement matrix A is a one-dimensional subspace and has the vector (1.100) 
as its basis . Then the null space of the matrix A violates (7.9) with C = 101 and the set 
J( = {1 }. But a careful examination shows that the biggest possible 1~-:;:; 1 ~ · Cl lxK' II 1 i- 0) 
is equal to 1~~! 1 = ~26. achieved by such an .r as ( - 1. -1) . In fact. all those vectors 
.r =(a. b) with b i- 0 will achieve ll x.r-;:/',' = ~26 . However. (7.8) has 2l[~11 ) = i26. This 
suggests that for a specific measurement matrix A. the tightest error bound for .rl -=!1 ' :.r }{ 1 
should involve the detailed structure of the null space of A. But for general measurement 
matrices A.. as suggested by Theorem 7 .2. the condition (7 .9) is a necessary and sufficient 
condition to offer the performance guarantee (7.8). 
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Analyzing the null space condition: the Gaussian ensemble 
In the remaining part of this chapter. for a given value c5 = m j n and any value C 2 1. we 
will devote our efforts to determining the value of feasible ( = p6 = k/n for which there 
exists a sequence of A such that the null space condition (7 .9) is satisfied for all the sets 
I\. of size k when n goes to infinity and m/ n = 6. For a specific A. it is very hard to check 
whether the condition (7.9) is satisfied or not. Instead. we consider randomly choosing 
A from the Gaussian ensemble. namely A has i.i.d. 1\f(O.l) entries. and analyze for what 
(. the condition (7 .9) for its null space is satisfied with overwhelming probability as n 
goes to infinity. This Gaussian matrix ensemble is widely used in compressive sensing 
research. see for example. Chapters I and 9. 
The following lemma gives a characterization of the resulting null space of A. which 
is a fairly well-known result [8][32]. 
LD1MA 7.1 Let A E !Rmx n be a random matrix 1ritlz i.i.d. .V(0.1) e111ries. Then the 
following statements hold: 
• The distribwion of A is right-rotationallv ini'Griant: for wz_,. 8 satisfying 88* = 
8x8 =I, PA (A) = P:-~ (A8) . 
• There exists a basis Z of the null space of A. such that the distribwion of Z is 
left-rotationally inmriant:forany 8 satisfying 88* = 8x8 =I, Pz (Z ) = P2 (8* Z ). 
• It is always possible to choose a basis Z for tlze null space such that Z has i.i.d. 
N (O. 1) e111ries. 
In view of Theorem 7.2 and Lemma 7 . l what matters is that the null space of A be 
rotationally invariant. Sampling from this rotationally invariant distribution is equivalent 
to uniformly sampling a random (n - m )-dimensional subspace from the Grassmann 
manifold Gr(n-m)(n ). For any such A and ideally sparse signals. the sharp bounds of 
[15] apply. However. we shall see that the neighborly polytope condition for ideally 
sparse signals does not read ily apply to the proposed null space condition analysis for 
approximately sparse signals, since the null space condition cannot be transformed to 
the /;;-neighborly property in a single high-dimensional polytope [ 15]. Instead. in this 
chapter, we shall give a unified Grassmann angle framework to directly analyze the 
proposed null space property. 
7.3 The Grassmann angle framework for the null space characterization 
l n thi s section we detail the Grassmann angle-based framework for analyzing the bounds 
on ( = k / n such that (7.9) holds for every vector in the null space, which we denote by 
Z . Put more precisely. given a certain constant C > 1 (or C 2 1), which corresponds 
to a certain level of recovery accuracy for the approximately sparse signals. we are 
interested in what scaling k / n we can achieve while satisfying the following condition 
on Z (JI\ = k): 
(7.10) 
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From the definition of the condition (7 .10). there is a tradeoff between the largest sparsity 
level k and the parameter C . As C grows, clearly the largest k sati sfying (7.10) will 
likely decrease. and, at the same time. ( 1 minimization will be more robust in terms of 
the residual norm .r"Kih . The key in our deri vation is the following lemma: 
L E MM A 7 .2 For a certain subset A. ~ { 1. 2 . .. .. n} with IK I = k, the e1·e111 that the 
null space Z satisfies 
is equimlent to the event that 'ix supported on the k -set J( (or supported on a subset 
of K): 
(7.11) 
Proof First. let us assume that C WK II1 ::; llu.'KII 1 .Vw E Z. Using the triangular 
inequality. we obtain 
w-
XK +wKIIt +I /Jih 
Uf< 
> .rj(lh - llwK i t + lc lh 
> XJ(Ih 
thus proving the forward pan of this lemma. Now let us assume instead that 3w E Z . 
such that C iu.·K lit > ll u.J<II 1 . Then we can construct a vector x supponed on the set J( 
(or a subset of K ). with :J:K =-w K . Then we have 
U.}{ 
= 0+ c lh 
< i:rK ih , 
proving the converse part of this lemma. 0 
Now let us consider the probability that condition (7 .I 0) ho lds for the sparsity J( = k 
if we uniformly sample a random (n- m )-dimensional subspace Z from the Grassmann 
manifold Gr(n-m) ( n). Based on Lemma 7.2, we can equivalentl y consider the comple-
mentary probability P that there exists a subset ]{ ~ { 1. 2 . . . .. n} with IK = k, and a 
vector .r E Rn supported on the set J( (or a subset of £\.) failing the condition (7 .11 ). 
With the linearity of the subspace Z in mind. to obtain P, we can restrict our attention 
to those vectors :r from the cross-polytope (the unit €1 ball) {:r E R.n :rll 1 = 1} that 
are only supponed on the set I< (or a subset of K ). 
First, we upper bound the probability P by a union bound over all the possible support 
sets K ~ {1. 2 . . . .. n} and all the sign patterns of the k-sparse vector .r. Since the k-sparse 
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vector x has (~) possible support sets of cardinality k and 21.: possible sign patterns 
(non-negative or non-positive). we have 
(n) . p :::; k X 2k X PK.- . (7.12) 
where PK.- is the probability that for a specific support set I<. there exists a k-sparse 
vector :r of a specific sign pattern which fails the condition (7.11). By symmetry, without 
loss of generality. we assume the signs of the elements of x to be non positive. 
So now let us focus on deriving the probability PK. - . Since x is a nonpositive k-
sparse vector supported on the set K (or a subset of K) and can be restricted to the 
cross-polytope {x E !Rn I xlh = 1}, x is also on a (k -1)-dimensional face, denoted 
by F. of the skewed cross-polytope (weighted ( 1 ball) SP: 
(7. 13) 
Then PK.- is the probability that there exists an x E F. and there exists a w E Z 
(w of. 0) such that 
(7 .14) 
We fi rst focus on studying a specific single point x E F. without loss of generality. 
assumed to be in the relative interior of this (k - i )-dimensional face F. For this single 
particular x on F, the probability. denoted by P~. that :Ju· E Z (w =f. 0) such that (7. 14) 
holds is essentially the probability that a uniformly chosen (n - m)-dimensional subspace 
Z shifted by the point x . namely ( Z + x ). intersects the skewed cross-polytope 
(7 .15) 
nontrivial/}·, namely. at some other point besides x . 
From the linear property of the subspace Z. the event that (Z + .2:) intersects the 
skewed cross-polytope SP is equivalent to the event that Z intersects nontrivially with 
the cone SP-Cone(x) obtained by observing the skewed polytope SP from the point :r. 
(Namely. SP-Cone(x) is the conic hull of the point set (SP- x) and SP-Cone(x ) has 
the origin of the coordinate system as its apex.) However. as noticed in the geometry of 
convex polytopes [25][26]. the SP-Cone(x) is identical for any x lying in the relative 
interior of the face F. This means that the probability PK.- is equal to P~. regardless 
of the fact that x is only a single point in the relative interior of the face F . (The acute 
reader may have noticed some singularities here because x E F may not be in the relative 
interior ofF, but it turns out that the SP-Cone(x) is then only a subset of the cone we 
get when x is in the relative interior of F. So we do not lose anything if we restrict .r to 
be in the relative interior of the face F. ) In summary. we have 
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ow we only need to determjne P~. From its definitio n. P~ is exactly the com-
plementary Grassmann angle [25] for the face F with respect to the polytope SP 
under the Grassmann manifold Grtn-m)(n ): the probability of a uniformly distributed 
(n- m )-dimensional ubspace Z from the Grassmann manifold Grcn-m)(n) inter ecting 
nontri vially with the cone SP-Cone(.r) formed by observ ing the skewed cro s-polytope 
SP from the relative interior point J' E F. 
Building on the works by L. A. Santalo [35] and P. McMullen (31 ] etc. in high-
dimensional integral geometry and convex polytopes. the complementary Grassmann 
angle for the (k- I )-dimensional face F can be explicitly expressed as the sum of 
products of internal angles and external angles [26]: 
J(F.G)J(G.SP). (7.16) 
where s is any non-negative integer. G i any (m- 1 - 2s)-dimensional face of the 
skewed cross-polytope ( :-s,_1 _ 25 (SP) i the set of all such faces). 3(-. ·) stand for the 
internal angle. and~, ( ·. ·) stands for the external angle. 
The internal angle and external angles are basically defined as follows [26][311: 
• An internal angle J(F1 . F2 ) is the fraction of the hyper phere S covered by the cone 
obtained by observing the face F 2 from the face F 1 .2 The internal angle .3(F1 .F2 ) is 
defined to be zero when F 1 cJ. F2 and is defined to be one if F1 = F2. 
• An external angle ~, ( F3 . F4 ) is the fraction of the hypersphere S covered by the cone 
of outward normals to the hyperplanes supporting the face F~ at the face F3 . The 
external angle ":(F3 . F4 ) is defined to be zero when F3 cJ. F4 and is defined to be one 
ifF3= F 4 . 
Let u take for example the 2-dimensional skewed cross-polytope 
(namely the diamond) in Figure 7.2. where n = 2. (n- m) = 1 and k = 1. Then the 
point .r = (0. -1) is a 0-dimensional face (namely a vertex) of the skewed polytope SP. 
l ow from their definition . the internal angle J(J'. SP) = 3 j 2r. and the external angle 
~, (.r . SP) = 1/h . r(SP. SP) = 1. The complementary Grassmann angle for the vertex J' 
with respect to the polytope SP is the probability that a uniformly sampled !-dimensional 
subspace (namely a line. we denote it by Z) shifted by .r intersects nontrivially with SP = 
{(y1 . Y2) E R 2 Y2 l 1 , II~ 1 1 :::; 1} (or equivalently the probability that Z intersects 
nontrivially with the cone obtained by observing SP from the point .r) . It is obvious that 
thi probability is J j 11. The readers can also verify the correctness of the formula (7.16) 
very easily for this toy example. 
2 :-.lote the dimension of the hyper~phere S here matches the dimension of the corresponding cone discussed. 
Also. the center of the hyper~phere is the apex of the corresponding cone. All these defaults also apply to 
the definition of the external angles. 
Figure 7.2 
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The Grassmann angle for a skewed cross-polytope. [42] © 20081EEE. 
Generally. it might be hard to give explicit formulae for the external and internal angles 
involved, but fortunately in the skewed cross-polytope case. both the internal angles and 
the external angles can be explicitly derived. The derivations of these quantities involve 
the computations of the volumes of cones in high-dimensional geometry and will be 
presented in the appendix. Here we only present the fi nal results. 
Firstly. let us look at the internal angle 3( F. G) between the ( k- 1 )-dimensional face 
F and a (!- I )-dimensional face G. Notice that the only interesting case is when F ~ G 
since .3(F. G) =I 0 only if F~ G. We will see ifF ~ G. the cone formed by observing 
G from F is the direct sum of a (k- I )-dimensional linear subspace and a convex 
polyhedral cone formed by (/ - k) unit vectors with inner product 1+~2 ~,. between each 
other. So the internal angle derived in the appendix is given by 
Vi-k-l ( 1+~2A- .I - k - 1) 
3(F.G) = Vi ( Sl - k -1) . 
1- k - l 
(7.17) 
where 1/;(Si) denotes the i th-dimensional surface measure on the unit sphere S i, while 
11;( o/. i) denotes the surface measure for a regular spherical simplex with ( i + 1) vertices 
on the unit sphere S i and with inner product as o' between these (i + 1) vertices. Thus 
in the appendix, (7. 17) is shown to be equal to B( 1_~2k .l- k ). where 
B (o'. m') = Bm'2- ' J(m' -l)o' -l1r-m' 12o'-112 J (m' .B). (7.18) 
with B = (1- o')/o' and 
J (m'.B) = _1_ j "" ( {"" e-Br2 - 2it·.A dv )m' e - .>.2 d>.. 
Vii -x Jo (7.19) 
Secondly. we derive in the appendix the external angle -;(G. SP) between the (/ -1)-
dimensional face G and the skewed cross-polytope SPas: 
(7.20) 
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In summary. combining (7 .12). (7 .16). (7. 17), and (7.20). we get an upper bound on the 
probability P. If we can show that for a certain ( = k / n. P goes to zero exponentially 
in n as n ~ x . then we know that for such ( . the null space condition (7. 10) holds with 
overwhelming probability. This is the guideline for computing the bound on ( in the 
following sections. 
7.4 Evaluating the threshold bound ( 
In summary. we have 
p ~ C) X 2k X 2 XL L J(F. G h(G.SP). 
s;:=-0 CE'Jm+ J-2s(SP) 
(7.21) 
This upper bound on the failure probability is s imilar to the upper bound on the 
expected number of faces lost in the random projection of the standard ( 1 ball through 
the random projection A, which was originally derived in [1] and used in [15]. However, 
there are two differences between these two upper bounds. Firstly. different from [15], 
in (7.21), there do not exist terms dealing with faces F whose dimension is smaller than 
(k - 1). This is because we do not lose anything by only considering the Grassmann 
angle for a point in the relative interior of a (k- I )-dimensional face F . as explained 
in the previous section. Secondly. the internal angles and external angles expressions in 
(7.2 1) will change as a function of C :::: 1. whi le the corresponding angles in (7.21 ) are 
for the neighborly polytopes. where C = 1. 
In the next few sections, we wi ll build on the techniques developed in [15. 41] to 
evaluate the bounds on ( from (7.21) such that P asymptotically goes to 0 as n grows. 
taking into account the variab le C > 1. To illustrate the effect of Con the bound (, also 
for the sake of completeness. we will keep the detailed derivations. In the meanwhi le. 
to make the steps easier for the readers to follow, we adopt the same set of notations as 
in [ 15] for corresponding quantities. 
For simplicity of analysis, we define l = (m + 1 + 2s) + 1 and 11 = l / n. In the skewed 
cross-polytope SP, we notice that there are in total (7::})21-k faces G of dimension 




where l = (m - 1 + 2s) + 1 and G ~ SP is any single face of dimension (l - 1) such that 
F ~ G. We also define each sum term and its coefficient as Ds and C01U 5 , as illustrated 
in (7.22). 
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In order for the upper bound on Pin (7.22) to decrease to 0 as 11- x, one sufficient 
condition is that every sum term Ds in (7.22) goes to 0 exponentially fast in n . Since 
n- 1 log(D s) = 11- 1 log(CO.U5 ) -r n - 1 log(-y(G.SP)) + n- 1 log(;J(F.G)) . 
if we want the natural logarithm 11- 1 log(D 5 ) to be negative, n - 1 log(COM5 ) . which 
is non-negative. needs to be overwhelmed by the sum of the logarithms, which are 
non-positive. for internal angles and external angles. 
For fixed p, o. and C. it turns out that there exists a decay exponent ~·ext (v: p. <5. C ). 
as a funct ion of v = l / n, at which rate ": ( G, SP) decays exponentially. Namely for each 
E > 0. we have 
n - 1 log(:(G.SP)):::; -Vext(v:p.o.C) +f. 
uniformly in I 2: on, n 2: n0 (p, o. E. C ). where n0 (p. 8. E. C ) is a large enough natural 
number depending only on p. 8. E, and C . This exponent 't'ext (v: p. 8. C ) is explicitly 
specified in Section 7.6. 
Similarly for fixed p, 8, and C. the internal angle 3(F. G) decays at a rate 
V;n 1(v : p.o. C). which is defined in Section 7.5. amely. for any E > 0. we will have the 
scaling 
n-1 log(.3(F.G)) = - '4Jmt(v:p,8,C) +f. 
uniformly over l 2: on and n 2: n0 (p . o. f. . C), where 110 (p. <5. E. C ) is a large enough 
natural number. 
For the coefficient term C01\I5 in (7.21), after some algebra. we know that for any 
f > 0, 
- v- po 
n - 1 log(COM5 ) = v log(2) + H (po ) - H (--, )(1 - p8) +E. 1- pu 
combi natorial growth exponent "''com (v:p,c5) 
(7 .23) 
uniformly when l 2: on and n > n 0 (p. o. E) (where n0 (p, 8, E) is some big enough natural 
number), and H(p) = plog(1 / p) + (1 - p) log(1/(1- p) ). In getting (7.23). we used 
the well-known fact that ~ log( ( lP':,J)) approaches H (p) arbitrarily close as n grows to 
infinity [ 15]. 
In summary. if we define the net exponent Vnet(v:p.o.C) = Vcom( v:p,8) -
Vint (v: p. 8. C ) - l..'ext ( v: p, 8. C), then for an arbitrary C 2: 1. for any fixed choice of p, 
<5, E > 0, and for large enough n, 
(7.24) 
holds uniformly over the sum parameter s in (7. 16). 
Now we are ready to define the threshold bound PN ( 8. C ) such that whenever p < 
PN ( o. C). the probability Pin (7 .21) will be decaying to 0 exponentially fast as 11 grows. 
DEFI. ITIOI'\ 7.1 For any o E (0.1], and any C 2: 1, we define the critical threshold 
PN ( <5. C ) as the supremum of p E i0.1] such that for any v E [o.1 ;. 
Vnet(v;p,o.C) < 0. 
324 Weiyu Xu and Babak Hassibi 
Now it is time to describe how to calculate the exponents V.nt and l 'c.rt for the internal 
angles and external angles respectively. When the parameters p. 6, and Care clear from 
the context. we will omit them from the notations for the combinatorial. internal. and 
external exponents. 
7.5 Computing the internal angle exponent 
In this section. we first s tate how the internal angle exponent 1, 'int (v: p. 6. C ) is computed 
and then justify this computation. 
For each v. we take the function 
1 ~' 





.... , '= -::::;;;,.......,-..:...._ _ 
• C2-l - v . ~po- 0 
and A~(-) is the dual large deviation rate function given by 
1\•(y ) = max sy- .\ (s) . 
s 
Here :\ (s ) is the cumulant generating function 
s2 
,\ (s) = log(E(exp(sY) ) = 
2 
-log(2<I>(s)) . 
for a standard half-normal random Yariable Y. where <I> is the cumulatiYe di tribution 
function of a standard Gaussian random variable .'\:'(0.1 ). 1ote that a standard half-
normal random variable 1·"' I-1 S (0.1 ) is the absolute value IX I of a tandard Gauss ian 
random variable X"' N (0.1). 
Since the dual large deviation rate function A • (-) is a convex function that takes its 
minimum at £(1.) =~-so f,-.,·( y) is also a convex function that takes it minimum 
in the interval (0. ~). Let us denote the minimizer of f,-;(y) as y., •. Then for any 
C:::: 1. the internal angle exponent can be computed as 
L'int (v: p. 6. C) = (f,..,• (y~, ·) ...i- Jog(2) )(v- p6). (7.26) 
ext. we will show (7.26) is indeed the internal angle decay exponent for an arbitrary 
C:::: 1: namely we will prove the following lemma in the same spirit as Lemma 6.1 
from [15]: 
LEM.\IA 7.3 Fork = p6n. any f > 0, and any C :::: 1, 1rhen n > n0(p.8.cC'). 1rhere 
no(p. 6. €. C) is a large enough llllmbe1; 
umformlYfor any l :::: 6n . 
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- l '? - 1 '? 
B (o.'. m' ) = ()~ J(m' -1)o.' -l7r-m 1-o.' t - J (m' . B). (7.28) 
with ()= (1 - o.')/o.' and 
(7.29) 
To evaluate (7.27). we need to evaluate the complex integral in J(m'.B' ). A saddle 
point method based on contour integration was sketched for similar integral expressions 
in [4 1 ]. A probabilistic method using large deviation theory for evaluating similar inte-
grals was developed in [ 15]. Both of these two methods can be applied in our case and of 
course they will produce the same final results. We wil l follow the probabilistic method 
in this chapter. The basic idea is to see the integral in J (m' . B') as the convolution of 
(m' + 1) probability densities being expressed in the Fourier domain. 
LE'.·1MA 7.4 [15] Let B = (1 - o.1)/o.'. LetT be a random mriable with the N(O. ~) 
distribution, and let H"m' be a sum of m' i.i. d. half 11ormals U, "' H S (O. 210 ) . Let-T 
and {1 -m ' be srochastically independent. and let 9T- ll·,., de11ote the probability density 
f unction of the random m riable T + H"m'· Then3 
o.1(m1 -1) + 1 -m' 
_: __ ..:....___ · 2 · .JT. · 9T- l\ " (0). 1-o' m' (7.30) B(o.' . m' ) = 
Here we apply this lemma to o.'= c 2 k+I for general C 2 1. Applying this probabilistic 
interpretation and large deviation techniques. it is evaluated as in [ 15] that 
g (0)< - ve-v-m. (-;;?-t"ch-e- 11m' . ') (1t'm' 2 , \ • -.ill ) 2 ) 
. T+l l "m' - fo . 0 (7.3 1) 
where.\~ is the rate function for the standard half-normal random variable HN(0.1 ) 
and flm ' is the expectation of H"m' . In fact. the second term in the sum is negligible 
because it decays at a greater speed than the first term as the dimension m' grows (to see 
this, note that -z·2 - m' A • ( ~ z·) is a concave function ac hieving its maximum when 
t' < fl m' ; and - c2 - m 1 !\ * (~c) is equal to - fl ~n' when t' = flm' . Laplace ·s methods 
discussed below then show the integral in the first term indeed decays at a slower speed 
than e-11;,' ). And after taking y = ~ l". we have an upper bound for the first term: 
? 121~ ' - In I m 2 I "' 
- . - . ye-m { 2H )y -m ,\ {y) dy. 
JT, 28 0 (7.32) 
-' In [ 15]. the term 2- m' wa; 2t - m'. but we believe that 2 - m' is the righttem1. 
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As we know, m' in the exponent of (7.32) is defined as (l- k). ow we notice that 
the function E..., · in (7.25) appears in the exponent of (7.32). with 1' = n/-e . Since 
e = l -c> = C 2 k we have 
a' ' 
Since k scales as p8n and l scales as vn, we further have 
which is apparently consistent with our previous definition of 1' in (7 .25). 
Recall ~: ' (y) defined in (7 .25). then standard Laplace's method will give the upper 
bound 
9 · (O)<e-m't;..,,(y..,')R (~') T -\\ m' _ m' I • 
where m'-1 sup..,,E·,.,.1• log(Rm'h')) = o(1) as m' ~ oc for any 17 > 0. 
Plugging this upper. bound back into (7 .30) and recalli ng m' = (v- pc5)n. for any 
<: > 0. with large enough n, 
holds uniformly over l 2: vn. generalizing the C = 1 case in [15]. 
For any C 2: 1. as shown in [15]. ~:' (!h') scales like 
1 1- ....,' 
-lou(- - ' ) . as ~.'- 0. 2 o I' , (7.33) 
Because:'= c2 / 8. v • for any v E [c5.1] . if we take p small enough, :' can become 
C2P"+C7 
arbitrarily small. The asymptotic (7.33) means that asp -' 0, 
l 1 - ~,' ~·int(v:p,o.C) 2: c2 ·log(~ )(1 - TJ) + log(2))(v- p8) . (7.34) 
This generalizes the C = 1 case in [ 15]. Notice as C increases. the internal angle exponent 
asymptotic (7.34) decreases. 
7.6 Computing the external angle exponent 
Closely following [15], let X be a half-normal HN(O.l / 2) random variable, namely 
a random variable X= Zl where Z "'J\/(0.1/2). For v E (0.1], define xv as the 
solution of 
2:r:G(~·) 1- v 
g(x) v' (7.35) 
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where v' = ( C 2 - 1 )p8- v . G(.r) is the cumulative distribution function of X and thus 
G(x) is the error function 
2 1x 2 G(.r) =- e-Y dy. 
.fio (7.36) 
and g(x) = }; exp( -.r2 ) for J' 2: 0 is the density function for X. 
Keeping in mind the dependence of .Tv on C 2: 1. we define 
l'ext (v: p. 8. C)= - (1 - v) log( G(.rv )) - I/1.T~ . 
When C = 1. we have the asymptotic from [ 15] 
1 1 1 
'!.- 'ext(v:p.8. 1) ""'v log(- ) - -
2
vtog(log(- )) -r o(v).v- 0. 
1/ 1/ 
(7 .37) 
We now set out to prove that the defined external angle exponent is indeed the right 
exponent. We first give the explicit formula for the external angle formula as a function 
of the parameter C 2: 1 in the appendix. Extracting the exponent from the external 
angle formula follows [ 15] and includes the necessary changes to take into account the 
parameter C 2: 1. The justification is summarized in this following lemma: 
LEt-! :\1 A 7.5 For any C 2: 1, p = k / n. and 8 = m / n. then for mzy fixed c1 > 0, 
l 
n - 1 log(:(G.SP)) < - uext( - : p. 8. C) + E1. 
n 
unijor111ly in l 2: 8n, 11·hen n is large enough. 
(7.38) 
Proof In the appendix. we derived the explicit integral formula for the external angle: 
2n-l 1x , 1 .r 1-k , ~ (G .SP) = e-x-( c\ k-C"T e-y- dy)n-l dx. 
I ;:;;n -1+1 · 
yr. 0 0 
(7.39) 
After changing integral variables, we have 
-,(G. SP) = \/(C2 - ~)k + l 
" 
(7 .40) 
Let v = l jn , v' = (C2 - 1)po + v then the integral formula can be written as 
1x e-nv'x2 +n(l-v)log(G(x)) d.T. 0 (7.41) 
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where G is the error function from (7 .36). To look at the asymptotic beha,·ior of (7 .41 ). 
following the same methodology as in [ 15]. we first define 




V p,c5.v(Y) = v'y2 - (1- v ) log(G(y)) . 
Applying Laplace·s method to V p.o.v gives Lemma 7.6, which is in the spirit of Lemma 
5.2 in [15]. and we omit its proof in thi chapter. 
L HL\1 A 7.6 For C ~ 1 and v E (0. 1 ), let .r v denote the minimi~er of ~·p.c5.v · Then 
ll'here for 6. ry > 0. 
1~f . (.r )d.r < C-nvp.o.v(rv)( l - R n(v)) _ p.().v.n _ 0 
sup R., (v ) =o(1 ) as n~x. 
vE[c5. l-7J[ 
and Xv is exactly the same x v defined earlier in (7.35 ). 
Recall that the defined exponent Vert is given by 
l."at(v:p.o.C) = l.'p.o.v(~·v) · (7 .43) 
From the definition of l"p.6.v(~·v) and (7.43), it is not hard to ee that a v ~ 1. I v- 0 
and Vert ( v: p, o. C ) ---> 0. So from (7 .43) and Lemma 7 .6. 
n-
1 log h (G. SP)) <-Vert (1 / n: p. 6. C )+ EJ, 
uniformly in I ~ 6n. when n is large enough. c 
7.7 Existence and scaling of PN (8. C ) 
Recall that in determining P.v ( o. C). Ucom is the exponent \vhich must be overwhelmed 
by the other two exponent 4-'mt- t 'net . The asymptotic relation (7 .37) and (7.33) allow 
us to see the following key fact about Ps (6. C). the proofs of which are g iven in the 
appendix. 
LEMMA 7.7 Forany o>Oandany C> 1, wehave 
P.v(o.C) > 0.8 E (0. 1). (7 .44) 
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This generalizes the nontriviality of Pt': ( o. C) to arbitrary C :::0: 1. Finally. we have the 
lower and upper bounds for p,v ( 6. C), which shows the scaling bounds for p.v( b. C ) as 
a function of C. 
LEM Yl A 7.8 When C :::0: 1. for any fixed b > 0, 
1 1 
D(C2 ) :S px(o.C) :S C _ 1 . (7.45) 
where rl ( b) :S Px ( o. C) means that there exisrs a constant t ( o), 
~(o) 
C2 :Sp.v(b.C). as C---> 
where ll"e can take t( 6) = p.v (b. 1 ). 
7.8 "Weak," "sectional," and "strong" robustness 
So far, we have discussed the robustness of £1 minimization for sparse signal recovery in 
the '·strong" case. namely we required robust signal recovery for all the approximately 
k-sparse signal vectors x . But in applications or performance analysis, we are also 
often interested in the signal recovery robustness in weaker senses. As we shall see. the 
framework given in the previous sections can be naturally extended to the analysis of 
other notions of robustness for sparse signal recovery. resulting in a coherent analysis 
scheme. For example, we hope to get a tighter performance bound for a particular signal 
vector instead of a more general , but looser. performance bound for all the possible 
signal vectors. In this section. we will present our null space conditions on the matrix A 
to guarantee the performance of the programming (7.2) in the "weak.'' ··sectional.'' and 
•·strong·' senses. Here the robustness in the ··strong'" sense is exactly the robustness we 
discussed in the previous sections. 
THEOREM 7.3 Let A be a general m x n measurement matrix, J_" be an n -elemew vectm; 
andy = A:r. Den ore J( as a subset of { 1. 2 .... , n} such that its cardinality IKI = k and 
further denote l\- = { 1. 2, .... n} \ K. Let w denote an n x 1 vecr01: Let C > 1 be a fixed 
number. 
• (Weak Robusmess) Gi1·en a specific set f{ and suppose thar rhe part of x on K, namely 
Xt< is fixed. VxK, any solution i; produced by (7.2) satisfies 
? 
I X/( 1 - IIi f\ lh :S c =- 11 .I;K 1 
and 
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if and only if'Vtc E IR" such that Au·= 0. we have 
(7.46) 
• (Sectional Robustness) Gil'en a specific set J( ~ {1. 2 ..... n}. Then V.r E !Rn. any 
solution .r produced by (7.2) ll'ill satisfy 
A 2(C- l ) ll.r- .1· 1 ::; C _ 1 ll.rKih · 
if and only ifV.r' E !R". Vu: E IR" such that Aw = 0. 
I II IL'J( II >II' 
.r K + U' 1,· 1 + C 1 _ .r K 1 : (7.47) 
• (Strong Robustness) If for all possible K <:::; {1. 2 . .... n }, and for all :r E ~" . any 
solution x produced by (7.2) satisfies 
A 2(C+ l ) llx- .r 1 ::; C _ 1 II.1·Kih · 
if and only if'V K <:::; { 1, 2 ..... n}. V.r' E R", Vw E R" such that Ate= 0, 
(7 .48) 
Proof We will first show the sufficiency of the null space conditions for the various 
definitions of robustness. Let us begin with the ' ·weak·' robustness part. Let u· = .r- :r 
and we must have Au·= A(.T- .r) = 0. From the triangular inequality for ( 1 norm and 
the fact that .r 1 ~ ll:r - wlh , we have 
.l'J( 1 -ll.rK -1- WK ll1 
> u·K +.rKih - .rKII1 
> wK 1-211.rK 1 · 
But the condition (7.46) guarantees that 
so we have 
and 
Fundamental thresholds in compressed sensing 331 
For the ··sectional"" robustness. again. we let w = i: - :c. Then there must exist an .r' ERn 
such that 
X~- WKih = X~ l -llwKih -
FoJiowing the condition (7.47), we have 
Since 
ll:rll1 2: llx + wlh · 
following the proof of Theorem 7.2, we have 
The sufficiency of the condition (7.48) for strong robustness also follows. 
Necessity: Since in the proof of the sufficiency. equalities can be achieved in the tri-
angular equalities. the conditions (7 .46), (7 .47), and (7.48) are also necessary conditions 
for the respective robustness to hold for every .r (otherwise. for certain x ·s, there will 
be .r:' = .T + w with llx'lh < ll.rll1 which violates the respective robustness definitions. 
Also. such .r' can be the solution to (7.2)). The detailed arguments will similarly follow 
the proof of the second part of Theorem 7.2. 0 
The conditions for "weak."' ··sectional." and '·strong'" robustness seem to be very 
similar. and yet there are key differences. The '"weak·· robustness condition is for .r with 
a specific XK o n a specific subset K. the ··sectional"' robustness condition is for :r with 
arbitrary value xx on a specific subset K. and the ·'s trong"' robustness condi tion is for 
x ·s with arbitrary value xx on all possible subsets . Basically. the "weak·· robustness 
condition (7.46) guarantees that the €1 norm of i K is not too far away from the {1 norm 
of .rx and the error vector l.Lf< scales linearly in £1 norm as a func tion of lxKih. Notice 
that if we define 
then 
llx - ±lit :S 2C~l_+1 ~~: ) llxKIIt· 
That means. if K is not Xl for a measurement matrix A. llx- i: lh also approaches 0 when 
llxK1 1 approaches 0. Indeed. it is not hard to see that. for a given matrix A. K < Xl as 
long as the rank of matrix Ax is equal to K = k. which is generally satisfied fork < m. 
While the "weak" robustness condition is only for one specific signal .r. the ·'sectional" 
robustness condition instead guarantees that given any approx imately k-sparse signal 
mainly supported on the subset K. the €1 minimization gives a solution i close to the 
original signal by satisfyi ng (7.3). When we measure an approximately k-sparse signal 
x (the support of the k largest-magnitude components is fixed though unknown to the 
decoder) using a randomly generated measurement matrix .4. the ··sectional"' robustness 
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conditions characterize the probabi lity that the l 1 minimizatio n solution satisfies (7.3) 
for any signals for the set K. If that probability goes to 1 as n - for any subset 
1\. we know that there exist measurement matrices A· s that guarantee (7 .3) on .. almost 
air· support sets (namely. (7.3) is ··almost alw·ays .. satisfied). The .. strong·· robustness 
condition instead guarantees the recovery for approximately spar e signals mainly sup-
ported on any subset J\-. The ·• trong .. robustness condition is useful in guaranteeing the 
decoding bound simultaneously for all approx imately k - parse signals under a s ingle 
measurement matrix A.. 
R E.\1 ARK: 'We should mention that from a practical point of view weak robustnes is the 
mo t meaningful and is what can be observed in simulations (since it is impos ible to 
check all .r r; and all subsets K to check for sectional and strong robu tness). 
As expected. after we take C = 1 and let (7 .46), (7.47). and (7 .48) take strict inequality 
for all w =f. 0 in the null space of .4. the conditions (7 .46). (7.47). and (7.48) areal o 
sufficient and necessary conditions for unique exact recovery of ideally k-sparse signal 
in "weak." ' ··sectional. .. and'" trong·· senses [ 15]. 
For a given value 8 = m / n and any value C 2 1. we will determine the value of 
feasible ( = k / n for which there exi t a sequence of A.'s such that these three conditions 
are satisfied when n- ::x: and m/ n = 8. As manifested by the statements of the three 
conditions (7 .46). (7 .47). and (7 .48) and the previous discussions in Section 7 .3. we can 
naturally extend the Grassmann angle approach to analyze the bounds fort he probabilities 
that (7.46). (7.47). and (7 .48) fail. Here we will denote these probabilities as P1• P2 . and 
?;3. respectively. f':ote that there are (Z) possible support sets/\- and there are 2k possible 
sign patterns for signal .r 1\. From prev ious di scussions. we know that the event that the 
condition (7.46) fails i the arne for all J.' l\ ·sofa specific support et and a spec ific sign 
pattern. Then following the same line of reasoning as in Section 7 .3. we have P1 = Pr; __ . 
P2 ~ 2k x P 1• and P3 ~ (Z) x 2k x P1 . where PK.- i the probability as in (7. 12). 
It is worthwhile mentioning that the formula for P1 is exact since the re is no union 
bound involved and so the threshold bound for the .. weak .. robustness is tight. In sum-
mary, the results in thi section suggest that even if k is very c lose to the weak threshold 
for ideally sparse signals . we can still have robustness results for approx imate ly sparse 
signals while the results using restricted isometry conditions [I 0] suggest smaller sparsity 
level for recovery robustness. This is the first such re ult. 
7.9 Numerical computations on the bounds of ( 
In thi s section. \Ve will numerically evaluate the performance bound on ( = k / n such 
that the conditions (7.9). (7.46). (7.47). and (7.48) are satisfied with overwhe lming 
probability as n- ::x: . 
First. we know that the condition (7 .9) fail s with probability 
p ~ G) X 2k X 2 XL L J(F.Gh(G. SP). 
·'~0 GE3..,.,. t .,.2.(S P) 
(7 .49) 
Figure 7.3 
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Recall that we assume m/ n = 6. 1 = (m -1 + 2.s) - 1 and v = l j n . In order to make 
P overwhelmingly converge to zero as n- x . following the discussions in Section 7.4. 
one sufficient condition is to make sure that the exponent for the combinatorial factors 
(7.50) 
and the negative exponent for the angle factors 
, _ 1. log (.J(F,G);(G.SP)) L angle - - 1111 
n-x n 
(7 .5 ] ) 
satisfy !;.'com- Uangle < 0 uniformly over v E l 1). 
Following [ 15] we take m = 0.5555n . By analyzing the decaying exponents of the 
external angles and internal angles through the Laplace methods as in Section 7 .6. and 
7.5. we can compute the numerical results as shown in Figure 7.3, Figure 7.5. and Figure 
7.6. 1n Figure 7.3. we show the largest sparsity level ( = k /n (as a function of C) which 
makes the failure probability of the condition (7.11) approach zero asymptotically as 
n- :x:.. As we can see. when C = 1. we get the same bound ( = 0.095 x 0.55-55 ::::= 0.0528 
as obtained for the "weak" threshold for the ideally sparse signals in [ 15]. As expected. 
as C grows, the [1 minimization requires a smaller sparsity level ( to achieve higher 
signal recovery accuracy. 
ln Figure 7.4(a). we show the exponents L'com · L.'int · tJpxt under the parameters C = 2, 
8 = 0.5555 and ( = 0.0265. For the same set of parameters. in Figure 7.4(b). we compare 
the exponents l..'com and Uangle: the solid curve denotes !,.'angle and the dashed curve 
denotes "-''com · It shows that. under ( = 0.0265, 4-'com - l.'angle < 0 uniformly over 
6 s:; v s:; 1. lndeed. ( = 0.0265 is the bound shown in Figure 7.3 for C = 2. In Figure 
7.5. for the parameter 8 = 0.5555. we give the bounds ( as a function of C for satisfying 
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The .. weak:· ·'sectionaL'. and .. strong .. robustness bounds. 
the signal recovery robustness conditions (7 .46), (7.47). and (7.48). respectively in the 
··weak." .. sectional.· ' and "strong"' senses. In Figure 7.6, fixing C = 2. we plot how large 
p = (/ 6 can be for different 6"s while satisfying the signal recovery robustness conditions 
(7.46). (7 .47), and (7.48). respectively in ·'weak," '·sectional.·' and .. strong" senses. 
7.10 Recovery thresholds for weighted £1 minimization 
So far. we have used a null space Grassmann angle geometric approach to give sharp 
characterizations for the sparsity and £1 recovery stabi lity tradeoff in compressive sens-
ing. It turns out that the null space Grassmann angle approach is a general framework 
Figure 7.6 













- - --- -
- - -- --
0 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
6 
The .. weak."' .. sectional:· and .. strong .. robustness bounds. 
which can be used to give sharp performance bounds for other sparse recovery algo-
rithms, for example. weighted [ 1 minimization algorithms and iterative reweighted £1 
algorithms. In these applications. the success of these algorithms can also be reduced to 
the event that the null space of the measurement matrix intersects trivially with different 
polyhedral cones. So similarly for these applications, we will be able to characterize 
the sharp sparsity transition thresholds and in turn. these threshold results will help us 
optimize the configurations of the weighted algorithms. 
The conventional approach to compressive sensing assumes no prior information on 
the unknown signal vector other than the fact that it is sufficiently sparse over a particular 
basis. In many applications. however, additional prior information is available, such as in 
natural images. medical imaging, and in DNA microarrays. How to exploit the structure 
information in the sparse signals has Jed to the development of structured sparse models 
in recent years, see Chapter l . ln the D A microarrays applications, for instance, signals 
are often block sparse, i.e .. the signal is more likely to be nonzero in certain blocks rather 
than in others [37]. Even when no prior information is available. the preprocessing phases 
of some sparse recovery algorithms feed "prior·· information on the sparse signal (e.g .. 
its sparsity pattern) to the inner-loops of these sparse recovery algorithms [12. 29]. 
In [29] we consider a particular model for the sparse signal where the entries of 
the unknown vector fall into a number u of classes. with each class having a specific 
fraction of nonzero entries. The standard compressed sensing model is therefore a special 
case where there is only one class. We will focus on the case where the entries of the 
unknown signal fall into a fixed number u of categories; in the ith set J(i with cardinality 
n;. the fraction of nonzero entries is p;. This model is rich enough to capture many of 
the salient features regarding prior information. We refer to the signals generated based 
on this model as nonuniform sparse signals. For completeness. we present a general 
definition. 
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DEFI:--IITIOt\ 7.2 Let K = { K 1. J\'2 ..... ]\.11 } be a partition of { 1. 2 ..... n }. i.e. (1\·, n 
[\'j = 0 for i =!= j, and u~=l ]\', = {1. 2 ..... II} ), and p = {PI · P2· .... pll } be a set of 
positire numbers in [0.1 ]. Ann x 1 \'ector .r = (.1· 1 . .1·2 · · · · .. r 11 )T is said to be a random 
nommiform sparse 1·ector with sparsityfraction p, over the set J\;for 1 :::; i :::; u. if .r is 
generated from the folloll'ing random procedure: 
• 01·er each set K ,, 1 :::; i :::; u, the set of non::.ero entries of .r is a random subset of 
si::.e p; 11\·; J. In other li'Ords. a fraction p, of the emries are non:ero in l\.;. p, is called 
tire sparsit\'fraction m·er ]\.; . The mlues of the non:ero emries of .r can be arbitrary 
non::.ero real numbers. 
ln Figure 7.7. a ample nonuniform sparse ignal with Gaussian distribution for 
nonzero entries is plotted. The number of set is considered to be u = 2 and both classes 
have the same size n/2 . with n = 1000. The spars ity fraction for the first class J\1 is 
p 1 = 0.3, and for the second class J\.2 is P2 = 0.05. 
To accommodate the prior information, one can simply think of modifying { 1 
minimization to a weighted £1 minimization as follows: 
ll 
min :: 11-. 1 = min L u·;J::,J . 
Az=y ~z=y 1=l 
(7.52) 
The index u· on the norm is an indication of the n x 1 non-negative weight vector. 
aturally. if we want to suppress the i th entry to be zero in the decoding result. we 
would like to assign a bigger value to u•; . To boost the performance of sparse reco\'ery. 
it may benefit to give bigger weights to the blocks where there are more zero elements. 
For example. in Figure 7.7. we can a sign weight ll'1 = 1 to the first block J\'1 and assign 
another weight W2 > 1 to the sparser block K 2 . 
Now the question is. what are the optimal sets of weights for weighted £1 minimization 
(7.52) to minimize the number of measurements (or the threshold on the number of 
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measurements) ensuring a signal vector of the nonuniform sparse model is recovered 
with overwhelming probability? 
This seems to be a very different problem from the ( 1 minimization robustness problem 
we have considered earlier in this chapter. However, these two problems are connected 
through the null space conditions for the measurement matrix .4. and so the Grassmann 
angle approach in the earlier work can also be applied to thi s problem. M ore explicitl y. 
suppose l\- is the support of a signal vector from the nonuniform sparse model and 1\ 
is the complement of the support set. then the weighted { 1 minimization succeeds in 
recovering all the vectors supported on 1\ if and only if 
(7 .53) 
holds for every nonzero vector r fro m the null space of A. The proof of this weighted 
null space condition is relatively obvious following the same reasoning as in the proof 
of Theorem 7 .2. 
In studying this weighted null space condition. one can then extend the Grassmann 
angle framework to analyze the '·fai lure"" probabi lity that the null space of a random A 
intersects nontri vially with the ""weighted'' cone of vectors c satisfying 
(7.54) 
As in the analysis for f 1 minimizat ion robustness. this "fai lure·· probability can be reduced 
to studying the event that the null space of a random A intersects with a union of 
··weighted" polyhedral cones. This of course reduces to the computation and eva I uation of 
Grassmann angles for individual cones, only this time for ··weighted'' polyhedral cones. 
In fact. for any set of specialized block and sparsity parameters. and for any particular 
set of weights, one can compute via the Grassmann angle approach the threshold for 
be= m / n (the number of measurements needed) such that a sparse signal vector fro m the 
nonuniform sparse signal model is recovered with high probability. The derivations and 
calculations follow the same steps as in previous sections for C 1 minimization robustness, 
and we will omit them here for the sake of space. For the technical detail s. the reader is 
encouraged to read [29]. The main result is stated in the following theorem and its proof 
can be found in [29]. 
THEO REM 7.4 Let o = m /n for the Gaussian measurement matrix A E R"'xn, 1 1 = 
ntfn and ; 2 = n tfn. For fixed values of~1 1 • ; 2 . p1, P2. w = W J<2 /WK , , define E to be the 
el'elllthat a random noll.uniform sparse 1·ector .To (Definition 7.2) ll'ith sparsiryfractions 
p1 and P2 over the sets 1\1 and 1\-2 respecti1·ely with J\-1 1 = ~11 n and I\2 = 1 211 is 
reco1•ered 1·ia the weighted [ 1 minimi:ation. There exists a computable critical threshold 
be = 6ch 1 · ~~2 . P l · P2. w' ) such that if 6 = m / n :::: 6r. then E happens 1rith orenrhelming 
probability as n --t :x:. 
Let us again look at the sample nonuni form sparse signal model in Figure 7.7. For 
u = 2, 1 1 = IK1I /n = 0.5, '12 = IK2 I/n = 0.5, p1 = 0.3. andp2 = 0.05. we have numeri-
cally computed 6ch1 . /2 · p1. P2· WJ<2 / U'J,·, ) as a function of U'J<2 /u'r<, and depicted the 
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resulting curve in Figure 7.8(a). This suggests that U'K2 / u•K, ~ 2.5 is the optimal ratio 
that one can choose. The value of be for another choice of p1 . p 2 is shown in Figure 7.8(b). 
7.11 Approximate support recovery and iterative reweighted £1 
Despite its simplicity and extensive research on other polynomial-complexity sparse 
recovery algorithms. when no prior information is available. regular £1 minim.ization 
still has the best theoretically established sparse recovery threshold performance for 
decoding general sparse signal vectors. However. using the Grassmann ang le analysis, 
even when no prior information is available. we are able to show for the first time 
that a class of (iterative) reweighted £1 minimization algorithms have strictly higher 
recovery thresholds on recoverable sparsity levels than regular [ 1 minimization. for 
certain classes of signal vectors whose nonzero elements have fast decaying amplitudes. 
The technical details of this claim are not presented here due to space limitations. and a 
more comprehensive study on this can be found in [44]. 
The reweighted £1 recovery algorithm proposed in [44] is composed of two steps. In 
the first step a standard ( 1 min.imization is used to decode the signal. Note that when the 
number of nonzero elements is above the recovery threshold. { 1 minimizat.ion generally 
will not give the original sparse signal. Based on { 1 minimization output. a set of entries 
where the nonzero elements are more likely to reside (the so-called approximate support) 
are identified. The elements of the unknown signal are thus divided into two classes: one 
is the approximate support with a relatively higher density of nonzero entries, and the 
other one is the complement of the approx.imate support. which has a smaller density 
of nonzero entries. This corresponds to a nonuniform sparse model in the previous 
section. The second step of reweighted {\ recovery is then to perform a weighted £1 
minimization (see the previous section) where e lements outside the approximate support 
set are penalized with a weight larger than 1. 
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The algorithm is then given as follows, where k is the number of nonzero elements 
and w is a weighting parameter which can be adjusted. 
Algorithm 7.1 
1. Solve the £1 rrurumization problem: 
x = argmin ll z ll 1 subject to A.: = Ax. (7.55) 
2. Obtain an approximation for the support set of x : find the index set L C {1. 2, ... , n } 
which corresponds to the largest k elements of i: in magnitude. 
3. Solve the following weighted £1 minirruzation problem and declare the solution as 
output: 
x* = arg min ZL lh + wllzr 1 subject to Az =Ax. (7.56) 
For a given number of measurements, if the support size of x, namely k = IK , is 
s lightly larger than the sparsity threshold of £1 minimization. then the robustness of 
£1 minimization. as analyzed via the Grassmann angle approach in this chapter. helps 
find a lower bound for I L~r l , i.e. the density of nonzero elements of x over the set L. 
With the help of this type of "prior'" information about the support of x . the weighted £1 
algorithm, as analyzed via the Grassmann angle approach in the previous section. can be 
shown to guarantee a full recovery of the original sparse vector even though the number 
of its nonzero elements is beyond the ( 1 rrunirruzation recovery threshold, and, at the 
beginning. we do not have prior support information. 
It should be noted that. at the cost of not having any prior information at the beginning 
of this algorithm, the sparse recovery threshold improvement is not universal over all 
types of signals . For example. if the nonzero elements of the signal are of a constant 
amplitude. the support estimate in the first step can be very rrusleading [12] and leads to 
bad recovery performance in the second step. 
Other variations of reweigh ted ( 1 minimization are given in the literature. For example 
the algorithm in [ J 2] assigns a different weight to each single entry based on the inverse 
of the absolute value of its decoding result in regular £1 rrunimization. i: . In some sense. 
the theoretical results in [44]. via the Grassmann angle analysis. explain the threshold 
improvements observed empirically in [12]. 
7.12 Conclusion 
In this chapter we analyzed a null space characterization of the measurement matrix 
to guarantee a specific performance for el -norm optimization for approximately sparse 
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7.13.1 
signals. Us ing high-dimensional geometry tools . \Ve give a unified null space Grass-
mann angle-based analytical framework for compressive sensing. This new framework 
gives sharp quantitative tradeoffs between the signal sparsity parameter and the recovery 
accuracy of the ( 1 optimization for general sig nals or approximately sparse signals. As 
expected, the neighborly polytopes result of [ 15] for ideally sparse signals can be viewed 
as a special case on thi s tradeoff curve. It can therefore be of practical use in applications 
where the underlying signal is not ideally sparse and where \ve are interested in the qual-
ity of the recovered signal. For example, using the results and their extensions in this 
chapter and [15] . we are able to give a precise sparsity threshold analysis for weighted 
£1 minimization when prior information about the s ignal vector is available [29j. In 
[44]. using the robustness result from this chapter. we are able to show that a two-step 
weighted {1 minimization algorithm can provably improve over the spars ity threshold 
of ( 1 minimization for interesting classes of s ignals. even when prior information is not 
available. 
In essence. this work investigates the fundamental '·balancedness" property of linear 
subspaces. and may be o f independent mathematical interest. In future work. it will 
be interesting to obtain more accurate analysis for compressive sensing under noisy 
measurements than presented in the current chapter. 
Appendix 
Derivation of the internal angles 
LE:\1 M A 7.9 Suppose that F is a (k - 1 )-dimensional face oft he skewed cross-polytope 
supported on the subset K lt·ith h-1 = k. Then the internal angle 3(F. G) bellt'een the 
(J..: - 1)-dimensionalface F and a (l-1 )-dimensionalface G ( F <;;:; G, G =f=SP) is gil·en br 
' 1-•·- lC_hlk ·l - k - 1) 
J (F. G )= , . . (Sl - k- l) 
1- k -1 
(7.57) 
where 11,(5 ' ) denotes the ith dimensional swface measure on the unit sphereS' . ll'hile 
1 i ( o ' . i) denotes the scnface measure for a regular spherical simplex with ( i -+- 1) \'ertices 
on the unit sphere S ' and H'itlc inner product as o' between these (i + 1) rerrices. 
Equation (7.57) is equal to B( 1 +~2k .l- J..: ) . ~t •here 
I I m' - I I ··) - 1 '? B(o .m )= B~J(m'- 1 )o' ,- li.-- m 1-o' I- J (m' .B) (7.58) 
with(}= {1 - et')/o' and 
(7.59) 
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Proof Without loss of generality. assume that F is a (k -I)-dimensional face with k 
vertices as ep.l:::; p:::; k. where ep is then-dimensional standard unit vector with the pth 
element as .. J'": and also assume that the (I- 1 )-dimensional face G be the convex hull 
of the l vertices: ep.l :::; p:::; k and Cep· (k -r 1) :::; p:::; l . Then the cone ConF.C formed 
by observing the (/-1) -dimensional face G of the skewed cross-polytope SP from an 
interior point xF of the face F is the positive cone of the vectors: 
(7 .60) 
and also the vectors 
(7 .61 ) 
where J = {L 2 . .. . ,l} is the support set for the face G. 
So the cone ConF.c is the direct sum of the linear hull Lp = lin{ F - ~·F} formed by 
the vectors in (7 .61 ) and the cone ConF.L .C = Conp.c nL~. where L~ is the orthogonal 
complement to the linear subspace Lp. Then Conp.L.C has the same spherical volume 
as Con F.G· 
ow let us analyze the structure of Con F - .c. We notice that the vector 
k 
eo= L ev 
p=l 
is in the linear space L F and is also the only such vector (up to ljnear scaling) supported 
on K. Thus a vector J." in the positive cone Conp.L .c must take the form 
k I 
-L bi x ei + L b; x e; . (7.62) 
i=l i=k + l 
where bi .l :::; i:::; l are non-negative real numbers and 
k 
c L::>i = .L b;. 
i= l i=k-1 
That is to say. the ( l - k )-dimensional Con p .L .G is the positive cone of (1- k) vectors 
a 1 . a2 •.... al-k. where 
k 
a'=Cxek+i- .Lepjk. l :::;i:::;(l-k) . 
p=l 
The normalized inner products between any two of these (I - k) vectors is 
< ai .ai>_ kx-f, 1 
aill llaiii -C2 +kxA\ 
342 Weiyu Xu and Babak Hassibi 
7.13.2 
(In fact. ai ·s are also the vectors obtained by observing the vertices ek_1 ..... e1 from 
Ec = L.~=l ep/ k, the epicenter of the face F.) 
We have so far reduced the computation of the internal angle to evaluating (7 .57). the 
relative spherical volume of the cone Conp1. .c with respect to the sphere surface s l-k-t _ 
Thjs was computed as given in this lemma [41. 6] for the positive cones of vectors 
with equal inner products by using a transformation of variables and the well-known 
formula 
v. (s i-1)- id 
L-1 -r(4 +1)' 
where r ( ·) is the usual Gamma function. 0 
Derivation of the external angles 
LEM :\1 A 7 .I 0 Suppose that F is a ( k -1 )-dimensionalface of the skell'ed cross-polytope 
supported on a subset K with IKI = k. Then the extemal angle ~, (G. SP) benveen a 
(l - 1)-dimensionalface G (F £: G) and the skewed cross-polytope SP is given by 
(7.63) 
Proof We take the same proof technique of transformjng external angle calculation 
into the integral of Gaussian distribution over the outward normal cone [3]. Without loss 
of generality. we assume K = {l.. .. . k} . Since the (l-1)-dimensional face G is the 
convex hull of k regular vertices with length 1 and (l- k) vertices of length C. without 
of loss of generality, again we have the (l-1)-djmensional face 
G { 1 k C k -'- 1 C I} = conv e .... ,e, xe , . .. . xe 
of the skewed cross-polytope SP. Since there are 2" - 1 facets containing the face G. the 
2" - 1 outward normal vectors of the supporting hyperplanes of the facets containing G 
are given by 
k n I 
( l::>P+ L ]pepjC+ L ep/C.jpE{-1. 1}}. 
p=1 p=l - 1 p=k+l 
The outward normal cone c( G. SP) at the face G is the positive hull of these normal 
vectors. We also have 
1 e- llxll2 dx = 1(G. SP)1 ~-t(S11 - 1 ) c(G.SP) 
X 1x e-r\n-/dx = ~t(G.SP) .Ii(n-1-l )/2 _ (7.64) 
7.13.3 
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where ~ ~1-1 ( s n-l) is the spherical volume of the ( n - l )-di mensional sphere s n-1. 
Suppose a vector in the cone c(G.SP) takes value tat index i = 1, then that vector 
can take any value in the interval [-t/ C.t/ C] at those indices (l + 1)::::; i::::; n (due to 
the negative and positive signs of the outward normal vectors at those indices) and that 
vector must take the value t j C at the indices (k -r 1) :S i :S l. So we only need (n -l + 1) 
free variables in describing the outward normal cone c(G.SP). and we define a set U as 
{ IT!lll - 1-1 O I .l'n-1+1 1 < < ( l)} :r E 1ft. .rn-1~ 1 2: . :rp :S -C--. _ P _ n- · 
So we further define a one-one mapping from the describing variables to the cone 
c(G. SP) f (xl · . ... Xn -1-1 ) : U- c(G. SP) 
Then we can evaluate 
; l-k l ,2 
= \ k- C2 U e-IIJ(x) dx 
where / k-~ is due to the change of integral variables. We obtain the conclusion of 
this lemma by combining this integral result with (7.64). D 
Proof of Lemma 7.7 
Proof Consider any fixed 15 > 0. First. we consider the internal angle exponent 'l."int · 
where we define 1 ' = c _ / 6 v . Then for this fixed 15. 
--;:;r P<l+ C2' 
1 - ~I C2- l p0 -L _L 
__ : > C 2 C2 -1 
1' - pl5 
uniformly over v E [15.1]. 
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c 2 -l - ti 
ow if we take psmall enough. ~::-~can be arbitrarily large. By the asymptotic 
expression (7.34). this leads to large enough internal decay exponent v"' 1 . At the same 
time, the external angle exponent "(..'ext is lower-bounded by zero and the combinatorial 
exponent is upper-bounded by some finite number. Then if p is small enough. we will 
get the net exponent Vnet to be negative unifom1l y over the range v E [6.1]. 0 
Proof of Lemma 7.8 
Proof Suppose instead that Ps (6.C ) > c~1 . Then for every vector tL' from the null 
space of the measurement matrix A. any p1v(6. C ) fraction of then components in u: take 
no more than C~I fraction of II u·llt- But this cannot be true if we consider the P.v ( 8. C) 
fraction of u· with the largest magnitudes. 
Now we only need to prove the lower bound for p,v ( 8. C) : in fact, we argue that 
·( _C)> px(6.C = l ) p_, o. - C2 . 
We know from Lemma 7.7 that px(6.C) > 0 for any C ~ 1. Denote "-'net(C) . 
'41com(v:p.8.C). l,)int(v:p.8.C), and Vext(v:p.8.C) as the respective exponents for 
a certain C. Because P.v(6.C = 1) > 0. for any p = Pt,·(8,C = 1) - E. where E > 0 is 
an arbitrarily small number, the net exponent L'net ( C = 1) is negative uniformly over 
v E [6.1] . 
By examining the formula (7.20) for the external angle ~,(C.SP) . where G is a 
(l - I )-dimensional face of the skewed cross-polytope SP. we have 1(G.SP) is a 
decreasing function in both k and C for a fixed l. So 1(G.SP) is upper-bounded by 
2 n-/ 1x 2 1,/r 2 e-:r ( e-y dy)n - l dx. 
;:::n - l+ 1 
v" 0 0 
(7.65) 
namely the expression for the external ang le when C = L Then for any C > 1 and any 
k . Vext ( v: p. 8. C) is lower-bounded by L'ex t ( v: p. 8. C = 1). 




Then for any fixed 8 > 0. if we take p = Ps(<~-g;=t)-<, where E is an arbitrarily small 
positive number, then for any v ~ 8. 1::-/ is an increasing function in C. So, following 
I 
easily from its definition,~-: ' (Y-.') is an increasing function in C. This further implies 
that L'int(v:p.6) is an increasing function in C if we take p = PsWg;=t) - <. for any 
ll ~ 6. 
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Also, for any fixed v and 6, it is not hard to show that V com (v : p. 8. C ) is a decreasing 
functi on in C if p = P x (~~= 1) . This is because in (7 .16). 
Thus for any C > 1, if p = Ps (<5.g;'l)-< . the net exponent lPnct(C) is also negative 
uniformly over v E [5.1]. Since the parameter f can be arbitrarily small. our claim and 
Lemma 7.8 then follow. 0 
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