The varying depth-integrated currents in the Nordic seas and Arctic Ocean are modeled using an integral equation derived from the shallow-water equations. This equation assumes that mass divergence in the surface Ekman layer is balanced by convergence in the bottom Ekman layer. The primary flow component follows contours of f /H. The model employs observed winds and realistic bottom topography and has one free parameter, the coefficient of the (linear) bottom drag. The data used for comparison are derived from in situ current meters, satellite altimetry, and a primitive equation model. The current-meter data come from a 4-yr record at 75ЊN in the Greenland Sea. The currents here are primarily barotropic, and the model does well at simulating the variability. The ''best'' bottom friction parameter corresponds to a spindown time of 30-60 days. A further comparison with bottom currents from a mooring on the Norwegian continental slope, deployed over one winter period, also shows reasonable correspondence. The principal empirical orthogonal function obtained from satellite altimetry data in the Nordic seas has a spatial structure that closely resembles f /H. A direct comparison of this mode's fluctuations with those predicted by the theoretical model yields linear correlation coefficients in the range 0.75-0.85. The primitive equation model is a coupled ocean-ice version of the Princeton Ocean Model for the North Atlantic and Arctic. Monthly mean depth-averaged velocities are calculated from a 42-yr integration and then compared with velocities predicted from an idealized model driven by the same reanalyzed atmospheric winds. In the largely ice-free Norwegian Sea, the coherences between the primitive equation and idealized model velocities are as high as 0.9 on timescales of a few months to a few years. They are lower in the remaining partially or fully ice-covered basins of the Greenland Sea and the Arctic Ocean, presumably because ice alters the momentum transferred to the ocean by the wind. The coherence in the Canadian Basin of the Arctic can be increased substantially by forcing the idealized model with ice velocities rather than the wind. Estimates of the depth-integrated vorticity budget in the primitive equation model suggest that bottom friction is important but that lateral diffusion is of equal or greater importance in compensating surface Ekman pumping.
Introduction
The Nordic seas and the Arctic Ocean can be thought of as the northernmost limb of the meridional overturning circulation: warm water is brought northward, entering the domain primarily on the eastern side, and cold, dense water is exported to the North Atlantic across the Greenland-Scotland Ridge east and west of Iceland.
The significance of topography on the large-scale circulation within the Nordic seas and the Arctic Ocean has long been recognized. In their monumental treatise of the Nordic seas, Helland- Hansen and Nansen (1909) give a careful description of the bathymetric features as they were known at the time, and infer cyclonic circulations associated with the major basins (the Greenland, Norwegian, Lofoten, and Iceland Basins). They note that topographic features, in particular ridges and elevations projecting seaward from the continental slope, probably are of special importance for the division of the cyclonic systems. They also remark
As the configuration of the sea-bottom, even at great depths, has a very great influence upon the directions of currents and the circulation of the sea, even near its surface, it is much to be regretted that a more detailed knowl-I S A C H S E N E T A L .
FIG. 1. Salinity (shaded) and potential density (contoured) for a transect crossing from the Norwegian coast via
the Lofoten Basin and into the Greenland Sea.
edge of the topography of the bottom of the Norwegian Sea has not been acquired, as such knowledge would have been most desirable in discussing the circulation of this sea. It would be reasonable to suppose that many features of this circulation which may now seem puzzling, would then have been easily explained.
One of the topographically steered circulation features described by Helland-Hansen and Nansen is the inflow of Atlantic water in the southern Norwegian Sea. They infer its circulation by interpreting the temperature and salinity fields, and describe an Atlantic inflow that follows the bathymetry along the continental slope of Norway and diverges near 66ЊN where the current partly is steered westward by the Voering Plateau, and partly continues northward.
This scenario was supported by Poulain et al. (1996) and Orvik and Niiler (2002) , who used drifters to study the surface circulation. Three circulation branches, each following isobaths, are evident in the high-velocity trajectory field (their plate 3). Further evidence of cyclonic recirculation gyres, linked to topography and deduced by surface drifters, has been recently presented by Jakobsen et al. (2003) .
The ''roof'' of the Voering Plateau has a water depth between 1200 and 1400 m, and the Atlantic water above only reaches to about 60 m, yet the Atlantic water undoubtedly ''feels'' this ''seaward-projecting elevation,'' in Helland-Hansen and Nansen's words.
North of the Voering Plateau the Mohn-Knipowich Ridge clearly influences the flow of the Atlantic water: it creates a barrier between a cold and dense regime to the west (the Greenland Basin) and the warmer domain of the Atlantic water to the east (Fig. 1) .
The Norwegian Atlantic Current continues into the Arctic Ocean, partly through the Barents Sea and partly through the Fram Strait. A weak temperature maximum at intermediate depths characterizes this water mass in the Arctic Ocean. The highest temperature in that layer is found over sloping topography, a finding that led Rudels et al. (1994) to present a circulation schematic for the Arctic Ocean that clearly follows topography (their Fig. 9 ). The Arctic circulation is capped by a freshwater layer, which appears not to follow the same circulation pathways.
Returning to the Nordic seas, the western regime is quite different than the eastern regime and it is dominated by colder, fresher polar waters. The East Greenland Current flows southward along the continental slope off Greenland, feeding a variety of water masses to the North Atlantic. The sloping isopycnals of the East Greenland Current are evident at the western end of Fig.  1 . Woodgate et al. (1999) present a set of current-meter measurements crossing from the Greenland continental shelf, over the slope, and into the Greenland basin at 75ЊN. They note that the core of the current is indeed confined to the continental slope, where it is stably aligned along bathymetry and undergoes flow fluctuations that are largely barotropic (see their Fig. 2 ). Farther east, in the Greenland Sea proper where Greenland Sea Deep Water (the densest water formed in the Northern Hemisphere) resides, the velocities are smaller and, more important, randomly directed.
These are but a few, scattered examples of the importance of topography and topographic steering in the Nordic seas and Arctic Ocean. It seems counterintuitive that the intermediate circulation-and even the surface VOLUME 33 circulation in the case of the Nordic seas-should sense the topography to such a strong degree. The reason is that the stratification is rather weak. A common measure of stratification is the Burger number,
2 , where L d is the Rossby radius of deformation and L is the horizontal scale of motion. The circulation features described above are in excess of 50 km in scale. With stratification typical of the subtropics, the first deformation radius is also of order 50 km (Table  1) , yielding a Burger number of around 1. However, in the Lofoten Basin the deformation radius is about 5 times as small, meaning that the Burger number is only about 0.04 at the 50-km scale. Stratification at high northern latitudes should thus be significantly less important than in the subtropics.
Given this, it seems sensible to begin an investigation of the wind-driven flow in the Nordic seas with a homogeneous model. Such a model is more likely to be successful in explaining the time-varying currents than the mean flows, and the time-variable flow shall be our primary concern. Such models have been used before; Woodgate et al. (1999) used the (barotropic) Sverdrup relation to rationalize current fluctuations in the Greenland Sea. Such an application is a reasonable starting place and would be strictly correct were the bottom flat. But the topographic gradients in the Nordic seas and Arctic Ocean often overwhelm those due to the Coriolis parameter so that the f /H contours (where f is the Coriolis parameter and H is the water depth) are closed rather than blocked by coasts (cf. Fig. 2 from the North Atlantic with Fig. 3 from the ''Arctic Mediterranean,'' the Nordic seas, and Arctic Ocean). Given this, we will examine the wind-driven variability using instead a model in which f /H is closed.
Theory
It is well known that barotropic flow with closed f /H contours is very different from that with blocked contours. Without forcing or dissipation, a steady linear flow parallel to f /H is possible with closed contours, whereas this ''geostrophic mode'' is absent with blocked contours (Greenspan 1968) . There are profound differences also in the presence of forcing (Welander 1968; Hasselmann 1982) . With blocked contours, the lowest-order balance is between the wind stress curl and cross-contour flow (the Sverdrup balance: Sverdrup 1947) . If the curl is single-signed over a given region, the circulation must be closed by boundary layers [as in the models of Stommel (1948) and Munk (1950) ]. In contrast, a net cross- contour flow with closed contours would violate mass conservation and so a divergence in the surface Ekman layer must be balanced by something else, for instance a convergence in the bottom Ekman layer; the latter can be achieved by the aforementioned geostrophic mode.
It is possible to construct a solution for the currents in a region of closed f /H if one knows the winds and topography. Kamenkovich (1962) was the first to do this, in the context of the Antarctic Circumpolar Current (ACC). Assuming the bottom Ekman layer closed the mass balance, he showed that the velocity on a given f /H contour could be obtained by integrating the wind stress around the contour. The resulting transport is then inversely proportional to the bottom friction coefficient. Johnson and Hill (1975) employed a similar model of the Antarctic Circumpolar Current, and Johnson (1998) used one such to rationalize flow in a Pacific submarine trench.
While the solution with closed f /H contours is straightforward in a homogeneous fluid, a difficulty arises with fluid layers because then one must transfer momentum downward to the bottom Ekman layer to bal-
ance the surface forcing. Dewar (1998) considered such a case, parameterizing the downward momentum transfer, as did Rhines and Young (1982) . His predictions were evidently supported by a primitive-equation model simulation of the South Atlantic (de Miranda et al. 1999) . We also will consider continuous stratification and examine the relation to Dewar's work later on.
In these various theories, the wind forcing is either directly or indirectly responsible for the along-f /H flow. However, other theories also predict such flows. Turbulent eddies, for instance, can drive a rectified flow along f /H (Salmon et al. 1976; Bretherton and Haidvogel 1976) . We will confine our attention, however, to linear theory, for simplicity's sake (but will comment briefly on nonlinear theories later).
a. The barotropic model
The linear model is as follows. The depth-averaged linear shallow-water momentum equations are
where u is the horizontal velocity vector, g is the gravitational acceleration, is the sea surface displacement, is the density, is the wind stress, f is the Coriolis parameter, and H is the fluid depth. A Rayleigh drag has also been included. In the barotropic context, this represents Ekman drag so that R ϭ ( f /2) 1/2 (with an effective kinematic viscosity ). With stratification, other processes could dominate over bottom drag (e.g., lateral eddy diffusion), and so one might wish to incorporate lateral diffusion directly. However, diffusion makes the problem less tractable analytically. A linear drag, moreover, will turn out to be fairly adequate when comparing with most of the observations.
Taking the curl of (1) yields the vorticity equation:
‫ץ‬t H H H after invoking the depth-integrated continuity equation and the rigid-lid approximation; is the transport streamfunction and J( , ) is the Jacobian operator. Nondimensionalizing (2) as follows,
We have assumed the temporal variations have timescales of the same order as the bottom damping and that the surface and bottom Ekman fluxes are comparable.
If the damping is weak, ⑀ K 1, the velocity can be expanded in ⑀, yielding the first-order balance:
The first-order transport is thus parallel to f /H and can be expressed as a function of f /H:
0 H H where the prime indicates differentiation with respect to the argument.
which, when integrated over a region bounded by an f /H contour, yields
The terms on the rhs of (7) represent the transports in the surface and bottom Ekman layers; any imbalance between them alters the circulation in the bounded region.
We obtain u 0 by substituting (5) into (7). Taking the forcing and the response to be periodic in time, that is, ϰ exp(Ϫit), and so on, we obtain an expression for the differential of G, which (in dimensional terms) is
and where ϵ f /H. The temporally varying field follows an inverse (frequency) transform. Relation (8) can be integrated analytically for simple f /H profiles and winds, but with realistic fields we must resort to numerical integration. Notice that G is only defined to within an additive constant and the total transport can be shifted up or down accordingly; the velocity however depends only on the derivative of G. If the closed contours border open contours, boundary layers result and the problem is significantly more complex (Young 1981) . However, the situation in the Arctic Mediterranean for the most part is one of nested closed contours, and so we will not concern ourselves with that aspect.
b. Stratification
The situation is altered somewhat by stratification. Taking the curl of the depth-averaged momentum equations, including a baroclinic density field, yields which follows from the hydrostatic relation. Equation (9) differs from (2) in two ways. First, there is the first term on the rhs, often referred to as the ''JEBAR'' term. Second, the linear friction term now concerns the bottom rather than the depth-averaged velocities.
As pointed out by Mertz and Wright (1992) , the JE-BAR term is a correction required when using the depthaveraged velocity rather than the bottom velocity to calculate vortex stretching over topography. It is important when the bottom currents are nonzero and not parallel to topography. Unfortunately, JEBAR can be deceiving as a measure of bottom influence; in particular, it can be large even if there is no flow at the bottom; worse, it is often subject to large errors, being a difference between two large terms (Cane et al. 1998 ). However, because JEBAR involves the Jacobian with 1/H, it vanishes identically when integrated around a depth contour (or an f /H contour on the f plane). Generally it will not vanish if f varies along the contour, but if topography dominates f /H, as in the Arctic Mediterranean, the integral is probably small (and is demonstrably so in the primitive equation solutions discussed in section 3c).
The linear drag is more problematic because it introduces a second unknown, the bottom velocity. We therefore cannot proceed without further information. For the sake of discussion though, let us assume that the bottom velocity is simply proportional to the depth-averaged velocity:
where ␦ is some constant; this would be the case for example if the flow were ''equivalent barotropic'' (Killworth 1992). Then, with time periodic forcing and neglecting JEBAR, we would have
and could proceed as before by expanding the velocity and deriving an equation for the transport streamfunction on f /H. Where bottom velocities are weaker than depth-averaged velocities (␦ Ͻ 1), the effect would be like decreasing the damping coefficient, R; otherwise the results would be similar to the barotropic case. Note that, were the flow compensated (␦ ϭ 0), we would require additional dynamics (e.g., lateral diffusion) to close the mass balance. Thus the barotropic relation (8) is probably applicable to stratified flows over closed f /H contours provided that 1) f /H is dominated by topography and 2) the bottom velocities are nonzero and parallel to the depthintegrated velocities. The former is true over much of the Nordic seas and Arctic (and will generally be true if f /H is closed in the first place). Intuition suggests the latter is more likely to apply when the stratification is weak, as in the present regions of interest.
Results
Within the Arctic Mediterranean, there are several regions with closed f /H contours (e.g., the Canadian and Eurasian Basins in the Arctic Ocean; and Greenland, Norwegian, and Lofoten Basins in the Nordic seas; Fig.  3 ), so this is a reasonable place to test (8). As stated, we will evaluate this using observed winds and actual bottom topography.
First though we must choose the Ekman drag coefficient R, the sole free parameter in (8). This has units of velocity and an associated decay timescale of In terms of forcing, we will for the most part use observed winds. Ice cover complicates things by altering the effective momentum transfer from the atmosphere to ocean. The Nordic seas are largely ice free, but the Greenland Sea and of course the Arctic are ice covered much of the year. We will address this when considering the primitive equation model, whose domain includes the Arctic.
a. Comparison with current-meter observations
Our first set of observations comes from the Greenland Sea. The Alfred Wegener Institute (AWI) has maintained current-meter moorings along the East Greenland shelf break near 75ЊN since 1987 (Woodgate et al. 1999) . The westernmost moorings are on f /H contours that extend into the Arctic and some that even cross the Greenland-Scotland Ridge into the North Atlantic. Several of the eastern moorings, however, lie on f /H con-1 Gill (1982) suggests that a value of ϭ 3 ϫ 10 Ϫ3 m 2 s Ϫ1 is reasonable, and this would yield R ഠ 4 ϫ m s Ϫ1 . We find later that values of R ഠ 5 ϫ 10 Ϫ4 yield good agreement with observations (e.g., Fig. 6 ). The two westernmost moorings are on f /H contours that extend into both the North Atlantic and Arctic Ocean, the middle mooring is on an f /H contour that extends into the Arctic Ocean (but does not pass the Greenland-Scotland ridge), and the two easternmost moorings are on f /H contours that close within the Greenland Sea.
tours that close in the Greenland Sea (Fig. 3) . The moorings with instrument locations are shown in Fig. 4 . First we look for evidence of along-f /H flow. For the western moorings (numbers 410-413), the principal components of the currents align closely with the local tangent of the f /H contours. This component explains more than 85% of the total variance when currents are averaged over a few days. Note: these moorings include those on f /H contours that close in the Greenland Sea and those that extend into the Arctic. For the mooring(s) east of about 10ЊW (mooring 414-3 in Fig. 4) , the currents show no preferred direction at any smoothing period. The f /H gradients here are very weak though, so the theory likewise predicts only weak flows (the observed fluctuations here must stem from dynamics excluded by the model).
We can also examine how barotropic the currents are. The mean velocity has significant vertical shear (Fig. 4 : Woodgate et al. 1999, their Figs. 4 and 5) , but this is most likely related to the large-scale baroclinic flow (Mauritzen 1996) . The current fluctuations on the other hand are mostly barotropic; this can be seen even in stick plots of the currents (Fig. 5) . The depth-averaged velocity accounts for 80%-90% of the lowpassed current variance, 3 depending on the year. The 2 Sometimes several moorings were deployed in approximately the same location. Four different moorings were deployed at site 413, for instance, each mooring covering one year. The second number indicates the number of such deployments.
3 The proportion is defined as ͗# 2 dz͘/͗# 2 dz͘ ϩ ͗# (uЈ) 2 dz͘, if u u is the depth-averaged velocity, uЈ is the depth-varying part, and u the angle brackets are time averages. The cutoff time for the filter was 10 days.
fluctuations are similarly barotropic farther up the continental slope, and also at mooring 414, in the basin center.
Given that only moorings 413 and 414 lie on f /H contours that close locally, we must focus on them for the model comparison. Since the f /H gradients are so weak at 414, we are left only with 413.
To evaluate the model, we will assume that the bottom velocity equals the depth-averaged velocity and that the JEBAR term is negligible; in other words, we use only the barotropic equation, given in (8). For forcing, we use the National Centers for Environmental Prediction-National Center for Atmospheric Research (NCEP-NCAR) monthly reanalysis wind stresses (available online at http://www.cdc.noaa.gov/cdc/reanalysis/reanalysis. shtml) taken from the period spanning the moorings deployments. The f /H field was generated from the global 5Ј ϫ 5Ј TerrainBase topographic set (available online at http://www.ngdc.noaa.gov/seg/fliers/se-1104.shtml), smoothed recursively with a nine-point rectangular filter to remove scales smaller than roughly 30 and 10 km in the latitudinal and longitudinal directions, respectively (at 70ЊN).
4
From (8) and (5) we calculated the predicted alongf /H velocity at the mooring site. Shown in Fig. 6 are these predictions along with the observed depth-averaged velocity (estimated by the trapezoid method) for a set of four moorings all situated at approximately 11ЊW (including mooring 413-4 in Fig. 4) ; these moorings were deployed consecutively to form an almost continuous 4-yr time series. The observed velocities have been smoothed to suppress timescales shorter than about a month, a time comparable to the spindown time in the model.
The barotropic model captures many of the observed low-frequency variations, in particular the increase in currents in the late winter months and decrease in the summer months. The model underpredicts the changes in currents during the 1991-92 season, but is more successful during the final three years. The model also underestimates the mean; the observed low-frequency currents rarely fall below 5 cm s Ϫ1 , whereas the minimum model velocity is about 0 cm s Ϫ1 . The former likely reflects a mean flow excluded by the model (and possibly not driven by the wind).
In any case, the model does surprisingly well in light of its extreme simplicity. Changing the friction parameter changes the amplitude and, to a lesser degree, the phase, so the model can be ''tuned'' to improve the 4 The choice of smoothing is subjective, but our solutions exhibit only a weak dependence on it. Applying the filter recursively 5, 10, and 20 times typically altered estimates of linear correlation coefficients (discussed below) by around Ϯ0.05. Krupitsky et al. (1996) found their barotropic model of the ACC was sensitive to smoothing because small changes in the topography could change f /H contours from being open and blocked to closed, and vice versa. The reason why we see much less dependence on smoothing is likely because topography so dominates f /H in the Nordic seas and Arctic. 
agreement. Our results indicate a damping time of about 2 months is optimal (R ϭ 5 ϫ 10
Ϫ4 m s Ϫ1 ). The comparison with mooring 414 was not successful. As noted above, the f /H gradients are weak here and so are the predicted currents. One would like to use the moorings farther to the west, but this would require a calculation involving f /H contours closing over the whole Arctic. This is problematic because of ice cover in the Arctic.
However, we do have a shorter record from another mooring, on the Norwegian continental slope, close to Ocean Weather Station Mike. This was deployed from late August 1994 to mid March 1995 and lies on an f / H contour which closes around the combined Norwegian and Lofoten Basins (Fig. 3) . Unfortunately, this record is only about six months long, much too short for a reasonable model comparison. The currents here exhibit substantial high-frequency fluctuations; nevertheless the monthly means show a trend similar to that predicted by the model (Fig. 7) .
With only two current meters, we hardly have enough evidence to support the theory. Indeed, Woodgate et al. (1999) obtained quite reasonable transport predictions in the western Greenland Sea region (75ЊN) using flatbottom Sverdrup theory (their Figs. 9 and 12 ). For a Sverdrupian flow, the southward flow over the east Greenland slope would be part of the western boundary current returning the northward interior Sverdrup flow (for a closed f /H flow, it is part of a cyclonic gyre). Both theories are driven by the surface wind stress, and so it is unsurprising the two have similar timescales. To distinguish the two, we require observations in the ''interior'' regions, where the predicted flows are quite different. Because we have no current-meter data from this region, we turn to satellite data.
b. Comparison with altimetry observations
Satellite altimetry can advantageously reveal the spatial structure of the large-scale flow. In the following, we use a combination of TOPEX/Poseidon (T/P) and ERS-1/2 data, distributed as maps of sea level anomalies (SLA), spanning the period from October 1992 to August 2001 (available online at http://www.jason.
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oceanobs.com/).
Principal component analysis on monthly averaged fields in the Nordic seas (T/P and ERS data extend to 66Њ and 82ЊN, respectively) yields a first orthogonal function (EOF1) strikingly similar to the f /H field (Fig.  8a) . The first principal component (PC1) (the time series associated with EOF1) represents 69% of the total variance in the mean sea level anomaly (MSLA) field and is seen in Fig. 8b . We see that there are strong depressions during the winter months, and these are related to intensified cyclonic geostrophic flow. This in turn clearly occurs in gyres that overlay the regions of closed f / H. We see too that the strong southward flow observed at mooring 413 during the winters (Fig. 6) is consistent with an intensified cyclonic Greenland Sea gyre.
For the model comparison, we will focus on the sea surface height differences across three subbasins of the Nordic seas, as indicated in Fig. 9 . Time series of the observed differences in sea level between the inner and outer contours are shown in Fig. 10 along with those predicted from the barotropic equation (8), using ⌬ 0 ϭ ( f /g)⌬G. As before, we use an Ekman drag of R ϭ 5 ϫ 10 Ϫ4 m s Ϫ1 . The model predictions, like the data, have had the mean removed.
We see that the model yields remarkably similar height anomalies. We find that the linear correlation coefficients in the Lofoten, Norwegian, and Greenland Basins are 0.73, 0.76, and 0.88, respectively.
Two potential problems exist with the satellite data. First, the altimeter product is influenced by aliased highfrequency sea surface variability (shorter than 2 times the ground track repeat period, which for T/P about 20 days). Tierney et al. (2000) examined this using a primitive equation (PE) ocean general circulation model and found that only about 7% of the low-frequency variance in the T/P field was due to such aliasing. Second, steric height variability could introduce seasonal variations. However, using the summer and winter hydrography from the Joint Russian/American Hydrographic Atlas of the Arctic Ocean (Arctic Climatology Project, 1997-98), we find 1) that steric height variations are on the order of 2-4 cm in the Nordic seas and 2) that these variations do not resemble f /H. So it is highly unlikely that the 10-20-cm variations associated with EOF1 are due to steric height changes.
The EOF1 pattern (Fig. 8a) suggests that flow just outside the gyres, over f /H contours that enclose the combined Nordic seas and Arctic Ocean, covaries to some extent with the gyres (albeit with smaller amplitudes). This hints at a larger-scale forced flow, covering a region including both regions. In contrast, the flow over the upper parts of the Greenland and Norwegian continental slopes and shelf areas, that is, over contours that extend across the Greenland-Scotland Ridge into the North Atlantic, does not partake in the cyclonic seasonal variability. The latter flow thus appears to be independent of the gyres.
c. f/H recirculation in a primitive equation model
As a last test of the simplified theory, we turn to a primitive equation model. The latter is a coupled iceocean model covering the region extending from the North Pole to 20ЊS in the Atlantic (Häkkinen and Geiger 2000) . The model run that we will examine encompasses the period 1951-93. The model was forced with a combination of atmospheric climatologies and reanalyses, with sea surface stresses derived from geostrophic winds using a geostrophic drag coefficient of 1.3 ϫ 10 Ϫ3 m s Ϫ1 . The model has highly smoothed topography (Fig. 11 ). As such, the Nordic seas consist of only two basins: a small Greenland Sea Basin in the north and a larger southern basin (meant to represent both the actual Norwegian and Lofoten Basins; cf. Fig. 3 ). In the Arctic there is an Eurasian Basin, a Canadian Basin, and a small Makarov Basin. Of course it does not matter that the model topography differs so much from reality because we will attempt only to mimic the model, using its forcing fields and topography.
For a first comparison with theory, we calculated the principal direction of variability of the depth-integrated, monthly mean flow at each horizontal grid point in the model's Nordic seas and Arctic Ocean (Fig. 12) . The results in most places suggest an alignment with f /H. Consistently, Häkkinen and Geiger (2000) of the horizontal map of depth-integrated transport accounts for 71% of the total variance. 5 We also calculated the principal direction of variability of the bottom velocities. Recall that application of the barotropic model requires that the bottom velocities should be appreciable and parallel to the depthintegrated velocities. The results suggest that both assumptions are true (Fig. 12) . We found furthermore that the JEBAR term, when integrated over closed contours in the Nordic seas, is small, as suggested in section 2 (see below). So it appears reasonable to apply the barotropic model here as well.
We evaluated (8) and integrated across each of the gyres, using a bottom Ekman damping coefficient R of 0.5-1.0 (ϫ10 Ϫ3 m s Ϫ1 ), similar as before. As stated, we used the same wind fields used by the model.
The barotropic model does remarkably well at capturing the variability in the model's Norwegian Sea gyre (Fig. 13) . The amplitude and phase agree almost exactly, and the two time series have a linear correlation coefficient of 0.75. An estimate of the squared coherence at various timescales shows low correspondence at the Nyquist period of 2 months, but already at timescales of 3-4 months it is around 0.9 (Fig. 14a) . The coherence appears to drop somewhat at timescales longer than a few years (perhaps reflecting dynamics excluded in our model, such as long-term buoyancy variations).
The coherence is somewhat lower in the model's par-
The three gyres for which observed and predicted differences in SLA between the gyre rim and center were compared. The thick line segments indicate the integration paths. tially ice covered Greenland gyre (Fig. 14b ) and lower still in the fully ice covered Canadian and Eurasian gyres (Figs. 14c,d ). The reasonable conclusion is that ice cover modifies the surface forcing and degrades our predictions. For fully ice covered regions however, one could imagine forcing the idealized model with ice velocities rather than wind velocities. To do this, we model the surface stress as
This introduces a new free parameter R top but otherwise modifies the equations and the expression (8) very little. We will use R top ϭ R bot , an ad hoc choice.
3
Forcing the idealized model with ice instead of winds turned out to have a negligible effect in the Greenland Basin (dashed line in Fig. 14b) , perhaps because the Greenland Sea is only partially ice covered. In contrast, the prediction is greatly improved in the Canadian Basin, where coherences rise to the levels found in the Norwegian Basin (Fig. 14c) . The Canadian Basin has ice cover year-round, and this may account for the greater success here.
The coherences in the Eurasian Basin, however do not improve, despite also having significant ice cover year-round. Evidently there is significant variability here that is uncorrelated with the wind forcing. The second EOF of the depth-integrated streamfunction of Häkkinen and Geiger (2000) is largest in the Eurasian Basin; this mode the authors attributed to buoyancy forcing via dense water outflow from the model's Barents Sea. It also evidently produces along-isobath flow, but, given the nature of the forcing, we could not expect to capture it with our wind-forced model.
An advantage of the PE model is that we can see what the principal dynamical balances actually are (within the limitations of the model). Examining these, we can
evaluate the assumptions made in deriving the theoretical model.
VORTICITY BALANCE IN THE PRIMITIVE EQUATION
MODEL
In a prior modeling study, Legutke (1991) examined the circulation in the Nordic seas. Of particular interest to us is that, having recognized the flow was steered by f /H, she calculated the depth-integrated vorticity balance in a region bounded by an f /H contour. Her results showed that lateral diffusion, not bottom drag, was balancing the surface winds. Her model had a larger horizontal diffusion coefficient than that of Häkkinen and Geiger, with A H ϭ 5 ϫ 10 3 as compared with 3 ϫ 10 3 m 2 s Ϫ1 . Legutke also had a somewhat weaker bottom drag (see below). The question remains as to whether the balances are different in the present PE model.
So we also calculated the area-integrated curl of the depth-averaged momentum equations. The latter equation for the PE model resembles (9), but with the addition of lateral diffusion and of a quadratic rather than a linear bottom drag:
where C d is the coefficient for the quadratic bottom stress and A H is the lateral diffusivity. The value of the quadratic drag coefficient was 5.0 ϫ 10 Ϫ3 (as compared with Legutke's value of 1.2 ϫ 10 Ϫ3 ). We calculated all the terms in (12) at each grid point and integrated over a region bounded by a closed f /H contour in the model's Norwegian Basin (shown in Fig.  11 ), at each time step. Recall this is the region where our idealized model was most successful. Figure 15a shows the vorticity balance for a threeyear period in the late 1960s and is indicative of the seasonal variability. Recall that the highest coherences between the PE model and theory occurred on seasonal to annual timescales. Here we see the surface Ekman term is consistently the largest. Lateral diffusion is also large and is generally of opposite sign to the wind. The bottom drag covaries with the diffusion and is of the same sign as the diffusion but is also smaller in amplitude; evidently it is partially balancing the surface forcing, but less than the diffusion. The circulation tendency (time derivative) term is also significant. Note that the JEBAR term is very small, in line with the argument of section 2 that it should be small if f /H is dominated by topography.
The annual/decadal balances are indicated in Fig. 15b , which spans the period of the numerical run. We recall that the model/theory coherences were lower at decadal time periods. Here the balance is clearly between wind forcing and lateral diffusion. The bottom drag again appears to be balancing the surface winds, but is less important than at shorter timescales and is comparable to the JEBAR term. As did Legutke (1991) , we conclude that the surface Ekman forcing is balanced primarily by lateral diffusion at the lowest frequencies in this PE model.
Note that the diffusion term in (12) when integrated over a region bounded by an f /H contour can be written are not nearly circular. Nevertheless, it appears that a linear drag works well, essentially as a parameterization of diffusion in the integral balance. The issue could presumably be settled if one were to derive the analytical solution with diffusion, but, as stated earlier, that problem is significantly more labor intensive. Given that lateral diffusion is probably more important in a coarseresolution PE model than in the ocean, the question may be moot, however.
Summary and discussion
We have applied an analytical solution to predict depth-averaged currents in the Nordic seas and the Arctic Ocean. This solution assumes a balance between surface and bottom Ekman transports in a region bounded by a closed f /H contour [and is dynamically similar to that of Kamenkovich (1962) , and other subsequent models]. It applies to homogeneous fluids, but also to stratified fluids under the conditions that 1) topography dominates f /H and 2) the bottom velocities are significant and related to the depth-averaged velocities. The barotropic solution employs observed winds and real topography and has one free parameter, the bottom Ekman number.
We compared the solution with data from three sources: 1) two current-meter moorings in the Greenland and Norwegian Seas, 2) satellite altimetry, and 3) a primitive equation model. In the first and third cases, the current fluctuations have demonstrably weak vertical shear and significant bottom velocities (of course, the altimeter data give us no information on this). In all three cases there is evidence for flow following f /H. The solution was able to reproduce a large fraction of the variability in all cases, in particular on seasonal to annual timescales (the strong variations on these scales reflect similar variations in the wind). The solution worked better in ice-free regions, presumably because ice alters the momentum transfer at the sea surface. However, we obtained improved predictions against the primitive equation model in one fully ice covered region by ''forcing'' the theoretical model with the observed ice velocities rather than the wind.
These results thus suggest that a significant portion of the variability in the Nordic sea gyres on monthly to yearly timescales is wind-driven, along-f /H, and thus predictable. It is remarkable that in some locations we can produce almost identical transport variations to those found with a (computationally intensive) primitive equation model. The key requirement is that f /H be closed.
As noted earlier, Poulain et al. (1996) , Orvik and Niiler (2002) , and Jakobsen et al. (2003) have analyzed the surface currents in the Nordic seas using drifting buoy data. These authors observed gyre flows in the Norwegian, Lofoten, and Greenland Basins that were strongly linked to topography and evidently driven by the wind. The gyres were strongest during winter (and, interestingly, during periods of high North Atlantic Oscillation index).
Second, Jakobsen et al. (2003) suggested that the gyre variability was localized and did not appear connected with the import and export to the North Atlantic. This is consistent with the idea of flow localized over closed f /H contours. The lack of a connection with the North Atlantic inflow is also clear from our analysis of the altimeter data and was noticed too by Häkkinen and Geiger (2000) in connection with the propagation of thermal anomalies (like the 1990 Arctic warming). Indeed, recent observations suggest the North Atlantic inflow may not vary much seasonally (Hansen and Østerhus 2000) .
The present solution may be criticized for its reliance on bottom Ekman drag. It is worth noting though that, if currents are following f /H, the bottom velocities are probably significant (the topography would be unimportant if the flow were compensated). The bottom Ekman layer transport should then balance the surface forcing, at least in part. In the primitive equation model, we found that bottom drag was of lesser importance than lateral diffusion in the depth-and area-integrated vorticity balance, suggesting a more complex balance between lateral fluxes and bottom fluxes in that model. Whether something similar occurs in the actual ocean, where the Reynolds number is far higher, is unknown VOLUME 33 (but might be ascertained in higher-resolution model simulations). Closely related to our study is Dewar's (1998) study in which he examined wind-forced flow with closed f/H contours in a steady, layered model. The difficulty with a layered model is that the bottom layer (where f/H is closed) is not directly forced, and so one must invoke other agents to transfer momentum downward. Dewar used vertical momentum diffusion, as a representation of baroclinic instability (as did Rhines and Young 1982) . The resulting along-f/H flow is then a function of the bottom and interfacial drags.
The problem of forcing the lower layer is exactly analogous to our difficulty in specifying the bottom velocity in Eq. (9). To solve the problem, we assumed the bottom velocity was parallel to the depth-averaged velocity, with some fixed constant of proportionality. This assumption, though ad hoc, seemed justified in light of the observations, where the bottom velocity was strong and parallel to the depth-averaged velocity.
An important distinction is that, unlike Dewar, we do not assume the flow is steady. We imagine instead that variable winds excite the barotropic mode (or the gravest vertical mode over topography; Pedlosky 1987) and that the aforementioned mass balance is achieved via this mode. The mass balance presumably breaks down at longer timescales, as the deep flow spins down. The results from our longest dataset, from the primitive equation simulation, suggest just that (Fig. 15) . But notice that the coherences decrease only slowly; we still achieve a value exceeding 0.7 with a 5-yr timescale.
De Miranda et al. (1999) that they presented was an inverse dependence of the Zapiola drift transport on the bottom friction coefficient. Of course, such a dependence also occurs with the barotropic model. The stratification in this region is greater than in the Nordic seas, but we wonder nevertheless how well the (simpler) barotropic model would work there.
As mentioned, there are other theories that predict steady flows along f /H (sec. 2). The random interaction between eddies and bottom topography for instance can produce a rectified flow (Carnevale and Frederiksen 1987, and references therein) . This flow is always in the same sense, with larger values of f /H to the right of the flow. It is possible that such a mechanism is responsible for the mean velocities seen at the current meter in the Greenland Sea (but not captured by our model). Holloway (1992) has furthermore suggested the eddy-driven mean flow should be parameterized, because coarse-resolution models also are unable to generate it. This parameterization has been subsequently used in Arctic simulations.
Given the present results though, we believe such a parameterization should be approached cautiously. The wintertime forcing in the Nordic seas produces cyclonic gyres. As such, this purely linear response produces a time-mean flow in the same sense as that expected from eddy-driving. In interpreting data from a current meter like that in the Greenland Sea, one must be careful to identify that portion which cannot be explained by linear dynamics.
Last, we note that some closed f /H contours encompass both the Nordic seas and Arctic Ocean and hence may respond to the integrated wind forcing over the combined region. Finding a solution would be complicated by regional variations in ice cover. We have seen that the gyres and the North Atlantic inflow do not vary together in an obvious way. Whether and how the latter respond to the winds remain intriguing questions with direct bearing on our understanding of the meridional overturning circulation.
