We consider an inhomogeneous thermoelastic system with second sound in one space dimension where the coecients are space-and time-dependent. For Dirichlet-Neumann type boundary conditions the global existence of smooth solutions is proved by using the theory of Kato. Then the asymptotic behavior of the solutions is discussed.
Introduction
The equations of thermoelasticity describe the elastic and the thermal behavior of elastic, heat conductive media, in particular the reciprocal actions between elastic stresses and temperature dierences. This paper is concerned with global existence, uniqueness, and asymptotic behavior of solutions to the linear inhomogeneous equations of one-dimensional thermoelasticity that model the second sound eect. Let u ≡ u(t, x), θ ≡ θ(t, x) and q ≡ q(t, x) denote the unknown functions representing the displacement, the temperature dierence to a xed reference temperature, and the heat ux. Then the dierential equations for u, θ, q are represented as
We emphasize that the coecients are space-and time-dependent, i.e.
, a ≡ a(t, x), b ≡ b(t, x), g ≡ g(t, x), d ≡ d(t, x), τ ≡ τ (t, x), and k ≡ k(t, x).
Initial data and boundary conditions are given by
and au x (t, 0) + bθ(t, 0) = 0, θ x (t, 0) = 0, u(t, L) = θ(t, L) = 0.
The boundary conditions (5) arise in the pulsed laser heating of solids, for instance in laser assisted particle removal from silicon wafers, cf. references [7] , [13] and [15] .
Note that the time-dependent coecients a and b also appear in the rst boundary condition. It is dicult to deal with such time-dependent boundary conditions because in general they lead to a time-dependent domain of an associated evolution operator. We succeed in nding a transformation of our problem into an evolution system V t + A(t)V = F (t), 0 ≤ t ≤ T,
where the domain D(A(t)) of A(t) is independent of t. In view of the fact that we have to introduce certain Sobolev spaces to present D(A(t)) in detail, we refer to Section 3.2. Utilizing our transformation, we prove the existence of a unique, global solution to our problem using the classical theory of Kato. 1 After that we discuss the asymptotic behavior of our solution. In particular we prove that the solution to (1) − (5) decays exponentially if
decays exponentially. It will be necessary to construct a certain Lyapunov function and to combine techniques from energy methods and boundary control cf. [5] , [9] , [10] , and [11] .
For the classical homogeneous equations of thermoelasticity with constant coecients u tt − αu xx + βθ x = 0,
it is well known that their solutions are exponentially stable for various types of boundary conditions. The latter equations result from replacing Cattaneo's law (3) by Fourier's law q + kθ x = 0, κ = gk.
This classical model for example is treated in [2] and [5] . For a discussion of the second sound model see References [3] , [4] , [12] , and [14] . In [9] Racke gives a detailed discussion of the problem (1) − (4) with one of the following boundary conditions in the homogeneous case with constant coecients.
The organization of this work is as follows: In Section 2 we will give some technical results. In particular we summarize some of the main results of the theory of Kato. Section 3 is dedicated to the well-posedness of our problem (1) − (5). In Section 4 we discuss the asymptotic behavior of the solutions. This work extends a diploma thesis at the University of Konstanz [16] where the homogeneous case of (1) -(5) is discussed.
Some technical results
In this section, we summarize some technical results that we need to prove the well-posedness of our problem (1) − (5). In particular, we present a theorem of Kato concerning the existence and regularity of solutions to the following abstract linear evolution system:
where T > 0 is an arbitrary but xed constant.
Lemma 2.1 Let (X, · ) be a Banach space. Furthermore let · t (t ∈ [0, T ]) be equivalent norms to the given norm on X such that
A proof for this result can be found in [6] .
Lemma 2.2 Let
be real valued functions dened on Ω such that the following properties hold:
Then we have 
for the initial value problem
A proof for this result is given in [6] . Next we want to gain more regularty of the solution given in Theorem 2.4. Therefore we introduce a double scale of real Banach spaces
of the following structure
Here it is assumed that all the inclusions are continuous and dense and that, if s ≥ 2, Y 1 is a closed subspace of X 1 and 
for the same range of r and j.
A proof for the following result is given in [5] . We consider the system of hyperbolic thermoelasticity
together with initial conditions
and boundary conditions
Here
Assumption
Let s ≥ 1 and
for 0 ≤ r ≤ s + 1 as well as
× Ω the following inequalities hold:
Existence
Let (u, θ, q) be a solution to (8) − (12) and let
where
Here F, Q, N 0 , and N 1 are dened as follows:
In the following we will prove an existence theorem for (14) under Assumption 3.1.
In view of (13) we can choose C 1 > 0 and C 2 > 0 such that
Hilbert space, which we denote by H t . By utilizing the matrices Q −1 and N 1 we dene the Operator
Our next aim is to show that the operator −A 1 (t) generates a C 0 semigroup of contractions on H t for every xed
Finally we show that the family (−A 1 (t)) t is a stable family of generators of a C 0 semigroup on (L 2 (Ω)) 4 . In order to show that the operator −A 1 (t) generates a C 0 semigroup of contractions we show that −A 1 (t) is densely dened and closed. Furthermore, we show that both −A 1 (t) and its adjoint operator are dissipative.
Lemma 3.1 Let A 1 (t) be dened as in (15) . Then −A 1 (t) is densely dened.
Proof: It is easy to see that
. Thus the density of −A 1 (t) is a consequence of Lemma 2.2.
Lemma 3.2 Let A 1 (t) be dened as in (15) .
as n → ∞. In other words,
as n → ∞.
we obtain with the help of (17):
(Ω) we obtain with the help of (17) that
(c) Now, choosing Φ := (0, 0, 0, Φ 4 ) with Φ 4 ∈ L 2 (Ω) we obtain with the help of (17) that
Similarly to (a) and (b) we deduce
we get with the help of (17) that
Summarizing then yields
Overall we have V ∈ D(A 1 (t)) and −A 1 (t)V = W . This completes the proof.
Lemma 3.3 Let A 1 (t) be dened as in (15) . Then we have that
Similarly to the proof of Lemma 3.2 we obtain this claim.
Lemma 3.4 Let A 1 (t) be dened as in (15) . Then both −A 1 (t) and (−A 1 ) * (t) are dissipative. 
Then the following statements hold:
(ii) The family (−A 1 (t)) t∈[0,T ] is a stable family of generators of a C 0 semigroup on the Hilbert
Proof:
(i) This statement is a direct consequence of the Lemmas 3.1 − 3.4.
(
Obviously f V is continuously dierentiable. Furthermore, we have
The existence of such a constant follows direct from Assumption 3.1. Now we conclude for s, t ∈ [0, T ] with s < t by using the mean value theorem that
This implies
Since the exponential function is monotone we deduce
for s, t ∈ [0, T ]. Applying Lemma 2.1 the claim follows.
Our next aim is to show that (−A(t)) t∈[0,T ] is also a stable family of generators of a C 0 semigroup. For this purpose we intend to apply Theorem 2.3. Thus, we have to show that 
Choosing ξ ∈ (L 2 (Ω)) 4 we obtain
Observe, that here the constant C can be chosen independently of t in view of 3.1.
We dene for
is a Hilbert space.
Proof: Note that for V ∈ D the norm V D is given by
This implies the convergence of (V n ) n∈N in D. Employing Lemma 2.4 we obtain the existence of a solution of our problem, if we assume that X 0 ) ). We will discuss this point later. First we want to gain more regularity for our solution. To this end we dene for s ≥ 2,
and
It is clear that
and that all the inclusions are continuous.
Lemma 3.8 For arbitrary i = 1...s − 1 we have
The rst claim is obvious. In order to see the second claim we dene
We easily deduce that
Lemma 3.9 Let s ≥ 1 and 0 ≤ r ≤ s − 1. Then we have
Proof: Observe that
In the following we prove that there is a constant C > 0 such that
for all t ∈ [0, T ] and arbitrary V ∈ Y j+r+1 . In the next estimate we order the terms with respect to the order of the derivatives, i.e., rst we write the ones with lowest order, then the ones with second lowest order, a.s.o. Note that the terms that are not written explicitly can be treated in a similar way.
No we distinguish the following two cases:
(i) The case r > 0. Here we have V i ∈ H j+2 (Ω) for i = 1...4. Therefore in the terms above there appear only derivatives of order less or equal to j + 1. So, relation (19) follows by Sobolev's imbedding theorem.
(ii) The case r = 0. In the case that j = s − 1 we can estimate the derivatives of the coecients again by Sobolev's imbedding theorem. In the case that j = s + 1 the derivatives of V i in the terms with highest order derivatives of the coecients only have order one. Hence they also can be estimated by Sobolev's imbedding theorem. 
Proof: The rst claim is obtained successively. We prove the estimate by induction over j.
j = 0. Note that by
This implies
Furthermore,
which yields
Next we estimate
and obtain
Finally, by
we may conclude that
By the estimates (20) - (23) we obtain the existence of a constant K > 0 such that
2. For the step j j +1 we assume that
First we conclude the following identity:
We can estimate with the help of the induction hypothesis
This implies the existence of a constant K 1 > 0 with
Furthermore, we have
By (24) and the induction hypothesis we therefore obtain the existence of a a constant
Next observe that
Again the induction hypothesis implies that
for a xed K 3 > 0. Finally we consider the estimate
and obtain by the induction hypothesis and (26) the inequality
for a xed K 4 > 0. Altogether we obtain using (24), (25), (26) and (27) the claim.
This implies the following result.
Theorem 3.11 Let s ≥ 2. Furthermore let A and V 0 be dened as in (14) and V 0 ∈ Y s . Suppose that condition (L4) holds. Then there is a unique solution V to
if and only if V 0 and F satisfy the compatibility condition (A1).
Asymptotic behavoir
In this part we want to discuss the asymptotic behavior of solutions to the system (8) - (12) . Our aim is to nd a Lyapunov function G for which there exist positive constants C 1 , C 2 and d 0 such that
Denition 4.1 Let (u, θ, q) be a solution to (8) - (12) and V := (
The following assumption will be made in this section.
Assumption 4.2 There exists a positive constant µ > 0, such that all the functions
are uniformly bounded by µ > 0 on [0, T ] × Ω.
Lemma 4.3 There exist constants
Proof: First we estimate the time-derivative of the rst energy term with the help of the dissipative character of the operator (−A 1 )(t). This gives us
The calculation of the time-derivative of the second energy term will be more complicated since we have to apply the product rule more than one time. So we will get more perturbation terms than above.
In view of the fact that we need a term that is equivalent to − q t , q t , it makes sense to apply the dissipativity of (−A 1 )(t) again. We obtain
Using the dissipativity of the Operator −A 1 (t) we get
By virtue of Assumption 28 and the boundedness of the coecients there exists a constant
Furthermore, we have that
and that
Combining (29) -(37) we get
where K 2 > 0 is a constant. Multiplying (8) by u xx we obtain
and we may conclude that
Multiplication of (9) by u tx yields
Next we consider gq x , u tx . Because of the boundary condition on q in (12) we obtain
and we obtain
From (39), we get
The four latter terms we treat as follows:
Combining (38), (40) and (41), we conclude that
The dierential equations (8) and (10) together with the Poincaré inequality yield
where K 3 > 0 is a constant. Multiplying (8) by u, we get
We conclude
The dierential equation (10) together with the Poincaré inequality yields
Observe that here we had to assume
where the constant C arises from the Poincaré inequality. Thus we obtain
The estimates (43) and (45) yield
where K 5 is a constant. Multiplying (9) by 1 g θ t , we obtain
In other words,
and we can estimate
The boundary terms arising in (42) are dealt with as follows. Using (9) we obtain
We have that
The dierential equation (10) and the Poincaré inequality yield Then we conclude from (42), (47), (48), (49), (50), and (60) that
whereμ
