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Abstract
The properties of a material are defined by its granular microstructure which is determined
by its grain evolution and the types of grain boundaries present in the structure. For example, the
performance of Cadmium Sulfide/Cadmium Telluride (CdS/CdTe) solar cells can be affected by
the presence of grain boundaries which makes the study of grain structure evolution a very
important part of solar cell performance optimization. Grain boundary mobilities are important
properties in material science and engineering as they determine grain structures under given
processing and operating conditions.
In this thesis, several computational tools were used to analyze the formation and behavior
of grains and grain boundaries in poly-crystalline CdTe/CdS and bi-crystalline CdTe structures.
Recently, the simulated growth of a polycrystalline CdTe/CdS structure via molecular dynamics
was reported which very closely mimics the experimental structure of these materials. However, a
detailed analysis of the grain boundaries in the simulated CdTe/CdS is lacking. The goal of this
thesis is to develop a general methodology to quantitatively analyze the behavior of the grain
boundaries in the CdTe/CdS structure. Orientation of the grains within the polycrystalline
CdTe/CdS was successfully computed using a combination of computational tools. The
determination of the orientation of neighboring grains in a polycrystalline sample is important for
computing the type of grain boundaries within the structure. Moreover, the migration of Σ3(111),
Σ7(111) and Σ11(311) grain boundaries in CdTe bi-crystals at various temperatures and one
driving forces was also computed. The grain boundary migration study is important to calculate
the mobility of the grain boundary. Future work will focus on computing the grain boundary types
in the polycrystalline sample and studying their dynamic behavior.
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Chapter 1: Introduction & Motivation
1.1 OVERVIEW
Elements from group II and group VI from the periodic table form good semiconductor
compounds (chalcogenide) for optical applications. For example, Cadmium Telluride (CdTe) is
popular for its use in photovoltaics and x-ray detectors. Specifically, the thin-film photovoltaic
chalcogenide CdTe is very promising to produce sustainable and environment friendly electricity
from sunlight [1]. Also, the manufacturing cost of CdTe solar cells is lower than silicon [2].
Moreover, CdTe is a direct bandgap semiconductor which yields a high absorption coefficient
(>10# 𝑐𝑚&' ) [3] which makes it suitable for optoelectronic applications. Finally, it has an energy
bandgap of 1.5 electron volts (eV) [4] which is optimum for photovoltaic conversion.

1.2 HISTORY OF CDTE SOLAR CELL
CdTe solar cells convert the energy of light into electricity very efficiently due to its high
optical absorption coefficient [5] and ideal band gap (1.5 eV). Additionally, CdTe thin film solar
cells have a competitive module cost in the market (~ 45¢/W), making them a desirable thin film
technology. However, practically, the solar cell efficiency is below the Shockley-Queisser
efficiency limit. To increase competitiveness compared to fossil fuels, increasing the solar
conversion efficiency in CdTe modules from 22% to 28% is critical. Figure 1 shows the
improvement of solar cell efficiency for several materials systems over the years from 1975 to
present day. For CdTe in particular, the 1980’s saw the identification of a stable CdTe/CdS
junction. Major breakthroughs in the 1990’s were; the maximization of the short-circuit current,
JSC, to 26 mA/cm2 through thinning of the CdS layer and incorporation of a high-resistivity buffer
layer; and development of a CdCl2 treatment that passivated defects to achieve fill-factors of 76%,
1

and open-circuit voltages of 0.85 V. This was accomplished mainly by Photon Energy Inc (an El
Paso based company) and the University of South Florida. In the 2000’s, a stable contact to CdTe
was developed mainly by the work of Colorado State University which provided a stable cell, and
mass production began but no great improvement in efficiency was achieved. In the 2010’s, First
Solar Inc demonstrated significant efficiency improvement mainly by increases in the open-circuit
voltage and fill-factor. Out all of these advancements, the open-circuit voltage continues to have
the most room for further improvement.
The polycrystalline nature, lattice mismatch, and other crystal growth phenomena of CdTe
and CdS materials cause defects that reduce the open-circuit voltage. Defects trap carriers and
reduce the voltage, fill-factor (FF) and efficiency of CdTe PV modules. Moreover, spatial nonuniformity of grains in polycrystalline films creates lossesi and interdependencies between various
device components and this has compelled a predominantly empirical development of the device.
Recent enhancements on material quality at the atomic scale have increased the solar cell
efficiency up to 22.1% and have confirmed new pathways to increase CdTe solar cell efficiency
to theoretical values. Its theoretical efficiency limit is ~30% [6], therefore there is still a 7.9% room
for improvement.

2

Figure 1: Best solar cell efficiencies [7].
1.3 PROBLEM STATEMENT
In order to achieve efficiencies above 22.1%, the open circuit voltage (VOC) needs to be
increased [8]. Voc depends on the saturation current and the saturation current is affected by carrier
recombination and concentration. Carrier recombination occurs at defects such as grain boundaries
[9]. However, the structure and evolution of these grain boundaries is not fully understood.
Therefore, to increase the VOC, a deeper understanding of grain boundary structures and their
evolution in the poly-crystalline CdTe/CdS layer stack is required. The physical, chemical,
mechanical and electronic properties of the material is strongly influenced by its granular
microstructure which is determined by its grain evolution and the types of grain boundaries [10]
present in the structure.
3

From experimental studies it has been seen that the microstructure and quality of a
heteroepitaxial film is greatly impacted by the surface orientation and termination of the substrate.
However, the techniques used to obtain this high-resolution structural result are incomplete,
destructive, expensive or time consuming. For example, scanning transmission electron
microscopy (STEM) [11] is effective at revealing two-dimensional (2-D) microstructures with
atomic resolution, but cannot provide three-dimensional (3-D) information that determines
material properties and defect evolution. Atomic probe tomography [12] provides rich 3-D
compositional information, but is unable to resolve lattice and defect structure with atomic
resolution. On the other hand, atomistic simulations such as molecular dynamics (MD) [13], [14]
allow virtual experiments that isolate external factors, offer a 3-D analysis of the heteroepitaxial
microstructures and can rapidly generate a large database of atomic scale structures of films as a
function of substrate characteristics including all commonly encountered substrate orientations.
Creating a similar database from experiments alone is highly prohibitive.
Using MD simulations, Rodolfo Aguirre et al. [15] developed a methodology to simulate
the growth of polycrystalline CdTe/CdS heterostructures that very closely mimic experimental
structures without any assumptions regarding the microstructure. They found defects such as grain
boundaries at the CdTe/CdS interface. Their crystal phase analysis showed that zinc blende
structure dominates over the wurtzite structure inside both CdS and CdTe grains. Moreover, grain
boundary migration during the early stage growth of CdTe was also observed.
Several computational materials scientists have recently started working to develop tools
for quantifying structure in atomistic simulations. For example, Xu and Li [16] developed a
technique for identifying atoms that are part of grain boundaries, triple junctions, and vertices. In
addition, a dislocation extraction algorithm (DXA) that can identify crystal structures, grain
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boundaries, and dislocations has been created by Stukowski et al [17]. Other authors have
developed techniques to characterize microstructure. For example, Tucker and Foiles [18]
developed a technique for finding individual grains within a polycrystalline sample, allowing for
quantitative measurements of grain size. Recently, Panzarino et al [19] developed a postprocessing tool that identifies crystalline grains and precisely calculates grain orientations with no
prior knowledge of the simulated fcc and bcc microstructure. However, other structures such as
zincblende and wurtzite still cannot be simulated with any tool. Moreover, the type of grain
boundary in between the grains for all types of crystal structures for example zincblend, wurtzite,
FCC together cannot be identified directly with the tools presently available.

1.4 CONTRIBUTION OF THIS THESIS
This thesis analyzes the simulated growth of a polycrystalline CdTe/CdS bilayer and the
migration of grain boundaries in predefined CdTe bi-crystals. The polycrystalline CdTe/CdS
bilayer was previously created via molecular dynamics (MD) simulations. This thesis focused on
observing early-stage crystallite nucleation, grain and grain-boundary formation, and grain growth
phenomena. Another contribution is the analysis of the orientation of the grains and location of
grain boundaries within the polycrystalline structures at various stages of growth.
This thesis also studied migration of grain boundaries in predefined CdTe bi-crystal
structures. In particular the motion of S3, S7 and S11 grain boundaries to quantify their mobilities
were analyzed. An atomic scale mechanism for the motion of S11 grain boundaries is proposed.
Overall, this work will allow the development of better predictive simulations of grain structure
evolution which will provide valuable insights into making better quality materials for solar cells.

5

Chapter 2: Technical Background
2.1 TYPE OF GRAIN BOUNDARIES IN CDTE
There are different types of grain boundaries depending on the grain or crystal orientation
rotation. The grain boundary can be best depicted by representing the rotation in terms of an axis
and angle of rotation. If the rotation axis is parallel to the grain boundary plane then it is called a
tilt boundary as shown in Figure 2(a). On the other hand, the boundary is called a twist boundary
if the rotation axis is perpendicular to the grain boundary plane as shown in Figure 2(b). If the
adjacent crystals are mirror images of each other, then the grain boundary is referred to as a
symmetric tilt boundary. All other tilt boundaries are called asymmetric tilt boundaries.

Figure 2. (a) A tilt boundary and (b) A twist boundary[20].
With respect to the misorientation between the adjacent grains, there are two types of grain
boundaries; low-angle and high-angle grain boundaries. The boundary is called low-angle if the
misorientation between the adjacent grains is small and the boundary is entirely comprised of a
periodic crystal dislocation arrangement. For rotation angles larger than 15°, the dislocations lose
their identity as individual lattice defects. Therefore, grain boundaries with rotation angles in
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excess of 15° are distinguished from the low-angle grain boundaries and are termed high-angle
grain boundaries.

Figure 3: (100) Simple Cubic Lattice.
If the atomic positions of both adjacent lattices in a (100) grain boundary plane are
considered, then the occurrence of many coincidence sites is evident. Since both crystal lattices
are periodic, the coincidence sites also must be periodic, i.e. they also define a lattice called the
coincidence site lattice (CSL). The elementary cell of the CSL is larger than the elementary cell of
the crystal lattice. As a measure for the density of coincidence sites or for the size of the elementary
cell of the CSL, the quantity is defined,
+,-./0 0-0/012345 60-- ,7 89:

Σ = +,-./0 0-0/012345 60-- ,7 64;23- -322<60
For example, For the rotation 36.87° <100> is Σ =

7

=(=√@)B
=C

(1)

= 5 where a is the lattice parameter [21].

Experimentally, researchers have studied grain orientation and grain boundaries in CdTe
films using electron-backscattered diffraction (EBSD). In EBSD, electrons that are backscattered
from a smooth material surface (when exposed to an incident electron beam in a scanning electron
microscope) contain crystallographic orientation information of the grains. This information is
captured by a camera and analyzed by a computer to create colored 2-dimenational maps of the
grain orientation and grain boundaries of the material surface. To obtain 3-dimensional
information, thin layers of the material are milled using an ion beam and successive 2-D EBSD
images are combined to create a 3D tomographic image. For example, Figure 4 shows tomographic
images of grain orientation and grain boundaries in CdTe/CdS solar cells as reported by Stechmann
et al. [22]. In Figure 4 (a), grains are colored according to their crystallographic orientation relative
to the growth direction shown. The blue colored grains represent (111) oriented grains parallel the
growth direction. In Figure 4 (b), grain boundaries are highlighted and colorized according to the
disoriented angle ranging from 0° to 60° . Figure 4 (c) and (d) distinguish between random high
angle and Σ3 twin boundaries, respectively. Finally, further analysis of the Σ3 twin boundaries
shows that most of them are developed on (111) planes as shown in Figure 4 (e). It is interesting
to note that the random grain boundaries shown in Figure 4 (c) form a connected network that
surround the grains in Figure 4 (a). In contrast, Σ3 twin boundaries in Figure 4 (d) appear more as
streaks within the grains shown in Figure 4 (a).
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Figure 4: 3D EBSD reconstruction of CdTe layer. (a) Colored grains for the crystallographic
orientation, (b) grain boundaries colored according to the disorientation angle, (c)
only random high angle grain boundary network, (d) Σ3 twin boundary, (e) inverse
pole figure[22].

The qualitative difference between Σ3 twin and random grain boundaries can also be
observed in Figure 5 [9]. The Σ3 grain boundaries are shown in light gray whereas the random
boundaries are dark bold lines. The Σ3 appear as parallel streaks within grains. The random grain
boundaries form a connected network which surround grains. Other CSL boundaries such as Σ5,
Σ7 and Σ9 are also observed but in much lower density. The most frequently occurring grain
boundary is the CSL Σ3(111) twin boundary [23]. Besides the Σ3 growth twins, a low density of
Σ9 (i.e., Σ32), Σ27 (i.e., Σ33), and Σ81 (i.e., Σ34) twins is also revealed in other reports [24].

9

Figure 5: Grain boundary map of a CdTe film via electron back-scatter diffraction (EBSD) [9].
While there are a vast number of GB types and each type may have a different effect,
studies have shown that Σ3 type of twin GBs in CdTe are usually not active in carrier
recombination [25]. On the other hand, non-Σ3 types of GBs in CdTe often act as non-radiative
recombination centers [23]. However, grain structures in polycrystalline CdTe/CdS systems are
complex, involving variations in the grain sizes and shapes, GB types (e.g., Σ value, GB plane,
etc.), GB polar characteristics (e.g., Cd-termination or Te-termination), and defects (e.g., vacancies
and distortions) along the GB.
To optimize CdTe/CdS solar cell performance, predictive simulations of grain structure
evolution is highly desired. In order to create an effective computational method to study the
microstructure of CdTe films, it is important to create simulated structures that closely mimic the
texture and formation of real films. It is important to characterize the simulated structures and
compare to experimental results for validation. Methods that yield validated structures can then be
used to study the evolution of structure and finally predict structures based on processing
conditions.
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2.2 MOLECULAR DYNAMICS
Molecular dynamics is a simulation technique for studying the interactions of atoms in a
system. The great computational advantage of classical MD is its high computing efficiency. It
provides detailed molecular/atomic level information. The potential energy of the system is
calculated using mathematical functions called interatomic potentials. Interatomic potentials are
usually written as the series expansion of functional terms that depend on the position of one, two,
three, or N atoms at a time. There are different types of interatomic potentials such as the Bond
Order potential [26], Lennard-Jones potential [27], Stillinger-Weber (SW) potential [28], and
others. In this work, a SW potential is used for all simulations.

2.2.1 Interatomic Potential
A Stillinger-Weber (SW) potential is chosen as the interatomic potential for this research
work because it captures accurately the experimental atomic volumes, cohesive energies, and
elastic properties of CdTe [29], and predicts the crystalline growth of II-VI compounds correctly
[15]. This potential formalism was developed by Frank H. Stillinger and Thomas A. Weber in
1985. Since then, it was widely used for the simulation of silicon and other elements. The SW
potential is based on two terms that represent the interaction between two particles and three
particles respectively [30] as shown in the equation (2), where θjik is the angle formed by the ij
bond and the ik bond, and g(r) is the decaying function with a cutoff between the first and the
second neighbor shell.
𝑉=

'

'

∑ ØJ𝑟LM N + ∑LMQ 𝑔(𝑟LM )𝑔(𝑟LQ )(𝑐𝑜𝑠θLMQ + )G
G LM
U

(2)

In a system of atoms, this interatomic potential is used in order to obtain the force acting
upon each individual atom. Similarly, their acceleration is determined by the net interatomic force
11

divided by the atom’s mass. The velocities can also be calculated by integrating acceleration over
time. Once the forces acting on the atoms are known, the positions of the atoms can be updated.
Finally, the calculations are performed again for the new positions [31]. Since the potential has
been widely used to study grain structures in CdTe/CdS systems [15], [32], [33], knowledge of
GB mobilities using the same potential has an additional advantage for comparing to previous
studies.

2.2.2 Newton’s Law of Particle Motions
The computational task in a MD simulation is to integrate the set of coupled differential
equations (Newton’s equations) given by,
𝑚L

YYY⃗X
VW

YYY⃗X
V^

=𝑣
YYY⃗]

V[

V[

= YY⃗
𝐹]

(3)
(4)

YY⃗] is the force on a
where mi is the mass of atom i, 𝑟Y⃗] i and Y𝑣Y⃗] are its position and velocity vectors, 𝐹
given atom i. If there are a total of 𝑁=[ atoms in the system, the force acting on the 𝑖 [b atom at a
given time can be obtained from the gradient of the interatomic potential V(𝑟⃗' , 𝑟YYY⃗,
YYY⃗,
𝑟cde as
G 𝑟
U … , YYYYYYY⃗)
follows,
YY⃗
YYY⃗] V(𝑟⃗' , YYY⃗,
𝐹] = −∇
𝑟G 𝑟YYY⃗,
YYYYYYY⃗)
U … ,𝑟
cde

(5)

The equation of motion can be solved numerically once the initial conditions and the
interaction potentials are defined. The result of the solution are the positions and velocities of all
the atoms as a function of time, 𝑟Y⃗(𝑡),
𝑣
YY⃗(𝑡).
]
]
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2.2.3 LAMMPS
The Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) [34] is a US
Department of Energy (DOE) funded open-source classical molecular dynamics simulation code
developed at Sandia National Laboratories that can model 2D or 3D molecular systems with only
a few particles or up to millions or billions. This tool can be used to model atomic, polymeric,
biological, solid-state (metals, ceramics, oxides), granular, coarse-grained, or macroscopic
systems for a variety of different interatomic potentials (force fields) and boundary conditions. It
is very efficiently parallelized and can run on any parallel machine that supports the MPI messagepassing library including shared-memory boxes, distributed-memory clusters and supercomputers.
MD simulations used in this work were performed using LAMMPS.

13

Chapter 3: Methodologies
3.1 COMPUTER RESOURCES
Two computer clusters called Stampede and Comet were used for the grain boundary
migration simulations. The Stampede HPC runs with 522,080 cores, 2.4 GHz Speed and 2,200
Tflop/s and Comet with 24 cores, 2.5 GHz speed and 960 GFLOP/s. These two servers were
awarded as part of the NanoMIL team’s research allocation provided by the Extreme Science and
Engineering Discovery Environment resources. Other resources previously used that also had an
impact on this work include Gordon HPC with 16,384 cores, 2.6 GHz Speed and 341 Tflop/s, Red
Sky with 22,768 cores, 293 GHz Speed and 264 Tflop/s. Chama with 19,712 cores, 2.6 GHz Speed
amd 392 Tflop/s and Sky Bridge with 29,568 cores, 2.6 GHz speed, and 600 Tflop/s. Virgo is a
high-performance computer (HPC) cluster situated at the Department of Electrical Engineering at
the University of Texas at El Paso. This cluster runs on a Beowulf Cluster with 160 cores, 2.65
GHz speed and 139 Peak GFLOP/s. Finally, our group has access to Lonestar 5 with 24 cores per
computing node, 2.6 GHz speed as part of TACC resource allocation that is available to UT System
researchers for our ongoing research.
Post analysis of simulated data includes the analysis of grain boundary migration and the
execution of an algorithm that computes information regarding grain orientation [19]. These
computations were performed using MATLAB software which is a numerical computing
environment and programming language.

3.2 CONDITIONS FOR POLY-CRYSTALLINE GROWTH
Polycrystalline growth, developed by Aguirre et al. [32], in this study was achieved by
depositing Cd and S atoms on an amorphous CdS substrate in analogy to molecular-beam epitaxy.
14

Although the substrate was amorphous, the deposited Cd and S atoms formed “naturally” into a
polycrystalline film without any assumptions regarding the structure of the atoms. Cd and Te atoms
were subsequently then deposited on the CdS layer to create a polycrystalline CdTe/CdS
heterostructure as shown in Figure 6.

Figure 6: CdTe/CdS heterostructure grown by CdTe deposition on CdS layer.
This amorphous layer was constructed by heating a thin layer of single crystal CdS material
up to the melting point. As seen in Figure 7(a), this thin layer was held between two fixed layers.
The fixed layers were kept immobile, i.e., no temperature was applied to them so that these layers
can prevent the atoms in the middle layer from vaporization at high temperature. To make the
middle layer amorphous, ~2200 K temperature was applied there. The resulting amorphous
structure is represented in Figure 7(b) where the yellow shaded area was then used as a substrate
for polycrystalline deposition.
15

Figure 7. (a) Single crystal CdS layer and (b) amorphous CdS after melting phase.

After the amorphous layer was created, CdS and CdTe were successively deposited in order
to achieve the growth of the crystal layers. Initial growth of CdS on top of the amorphous layer is
shown in Figure 8(a). Notice that CdS successfully nucleated into grains with zincblende and
wurtzite regions as indicated in Figure 8(b) by the blue and red regions, respectively. After the
CdS deposition the polycrystalline layer was prepared for CdTe deposition. Figure 7 and Figure 8
show only a portion of the full substrate for better visualization. The real dimensions of the CdS
amorphous substrate are 300Å´ 100Å´53Å for X, Y and Z, respectively. The deposition
temperature and deposition rate were 1200 K and 4 Å/ns, respectively. Canonical ensemble
thermostat was used for the simulation. Single adatoms were injected perpendicularly toward the
substrate surface. These experimental conditions were previously set up by Aguirre et al. [32].
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Figure 8. (a) Atomic and (b) structure maps of the initial stages of growth of CdS on the amorphous
layer.

3.3 CREATION OF CDTE BI-CRYSTALS
Different types of grain boundary structures can be constructed with a tool in LAMMPS
called “CreateAtoms”. For example, Figure 9 shows Σ3(111), Σ7(111), and Σ11(311) grain
boundaries created using CreateAtoms by Dr. Xiaowang Zhou from Sandia National Laboratories.
The black and purple circles represent cadmium and tellurium atoms, respectively. The Σ3 and Σ7
grain boundaries are in the (111) plane along with the y-direction which is represented by [111]
and the Σ11 grain boundary is placed in the (311) plane along with the y-direction i.e. with [111]
direction. In Figure 9(a) and Figure 9(c), the orange broken line highlights the location of the
boundary between grains. For simplicity, the grain boundaries will be referenced only as Σ3, Σ7,
and Σ11 respectively throughout this thesis.
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Figure 9. Grain boundary structure of (a) Σ3(111), (b) Σ3(111) and (c) Σ3(111).
3.4 ALGORITHM FOR BOUNDARY MIGRATION
Janssens, et al., developed a method to compute the mobility of flat grain boundaries using
an artificial driving force on the boundary [35]. The main idea of the method is to start with a bicrystal with a predefined grain boundary. Potential energy is added to the atoms in one grain while
keeping the atoms in the other grain at zero potential. This will cause the atoms near the boundary
to have an energy difference which creates a driving force to reduce the potential energy of atoms
near the boundary by pushing the boundary towards the interior of the grain having high potential
energy. Thus, grain boundary migration occurs. While Janssens’ approach worked with only FCC
structures, the method was recently generalized by Dr. Zhou to work with other crystals [36].
3.5 CONFIGURATION FOR BOUNDARY MIGRATION IN CDTE BI-CRYSTALS
Janssens approach was implemented in LAMMPS to study the migration of 3 grain
boundaries in CdTe. For example, in Figure 10, a potential energy is added to grain 1 while grain
2 has no potential energy. Therefore, a potential difference formed at the grain boundary which
creates a driving force to move the grain boundary. As a result, grain 1 shrinks to reduce the
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potential energy and grain 2 expands. The detailed explanation of the potential energy and the
order parameter with the necessary formulae is provided by Aguirre et al. [36].

Figure 10. Grain boundary migration configuration of Σ 11
MD Simulations were performed on three CdTe grain boundaries Σ3(111), Σ7(111) and
Σ11(311) as already published by Aguirre et al.[36]. The simulations consisted of a simulation box
of ~100 Å in x, ~800 Å in y, and 100 Å in z. The simulation box contained two CdTe grains with
two grain boundaries parallel to the X-Z plane under the periodic boundary conditions. One grain
boundary was located at the center of the simulation box which is in between grain 1 and grain 2
as shown in Figure 10. The second grain boundary was located at the periodic boundary. The
resulting structure for Σ11 is shown in Figure 10. Notice that light blue, red and dark blue atoms
represent atoms within zincblende (ZB), wurtzite (WZ) and undetermined (UD) lattice sites,
respectively. Here, UD means that the atoms were not determined to belong to the ZB or the WZ
structure.
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3.6 GRAIN STRUCTURE AND GRAIN BOUNDARY ANALYSIS
Three-dimensional time evolved visualization of simulated data including atomic species
maps and structure maps were generated using the Open Visualization Tool (Ovito) [17]. Ovito is
a scientific visualization and analysis software for atomistic simulation data developed by
Alexander Stukowski at Darmstadt University of Technology, Germany. Ovito can provide
information regarding the crystal structure, dislocations, common neighbor analysis,
centrosymmetry parameter, etc. The program is open-source and freely available for all major
platforms. The centrosymmetry parameter is used to determine whether an atom is inside a perfect
lattice or at a local defect. Moreover, the common neighbor analysis calculates the local crystal
structure surrounding an atom [37].

3.7 GRAIN ORIENTATION ANALYSIS
A computation tool called the “Grain Tracking Algorithm” (GTA) developed by Panzarino
et. al. [19] is a post-processing algorithm which computes information regarding the orientation of
grains in a material. The algorithm uses the atom positions, centrosymmetry parameter and the
common neighbor analysis values [37] to identify the crystalline structures. GTA outputs the grain
orientation, grain pole figures, displacement vector components which provide the
crystallographic orientation information etc.
The measured orientations of each grain are visualized with colored orientation maps. For
example, the orientation of various grains within a polycrystalline CdTe/CdS structure was
analyzed using the Grain Tracking Algorithm as shown in Figure 11. in Figure 11 (a) shows several
different grains of Te atoms as indicated by the different colors to represent the crystallographic
orientations of each grain according to the color map in in Figure 11 (b). In this particular example,
the simulation direction was {010}, which points vertically down (or up), parallel to the y20

direction. From the color map shown in in Figure 11(b), it is observed that the red colored grains
have a {001} orientation, whereas the blue colored grains have a {111} orientation, with respect
to the y-direction indicated in the in Figure 11(a).

Figure 11. (a) Visualization of polycrystalline Te atomistic structure with the [010] simulation
direction, (b) inverse pole figure representing crystal orientation.
The GTA tool provides the pole figure and the inverse pole figure to explain the visual
representations of the crystal orientations. The pole figure depicts the positions and intensities of
the crystallographic orientations through a stereographic projection. A stereographic projection is
needed to understand different plane directions in the crystal and also the angular relationships
between different planes and axes. Additionally, the inverse pole figure also represents the textural
information by depicting the selected directions in relation to the crystal axes. This is also called
the axes distribution chart. In GTA, the colored inverse pole figure is used.
Furthermore, the GTA tool provides the components of displacement vectors for atoms in
different grains. For FCC, the displacement vectors are calculated as follows. There are four
neighbor atoms in FCC lattice whose directional vectors are positioned approximately 60° apart
from the original vector as shown in Figure 12. From these four vectors, two directions which are
perpendicular to their counterparts and contain two nearest neighbors in the same plane can be
calculated. Then, from their cross product, the third direction can be calculated.
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Figure 12. Displacement vector calculation for FCC. [38]
The GTA tool has several limitations. Firstly, GTA only works for FCC and BCC but no
other structures such as zinc blende or wurtzite. This requires that zinc blende data be conditioned
by removing one of the FCC sub-lattices before inputting into GTA. Moreover, wurtzite phases
need to be removed. Another limitation is that GTA does not execute when the number of
amorphous atoms exceed ~10U . Therefore, highly disorders atoms need to be removed prior to
inputting into GTA. A visualization limitation is that the output showing the texture of the sample
appears cubic even the input structure is a cuboid structure. To observe the orientations clearly,
the samples were sliced into cubic parts and the output was visualized as a composite of the sliced
cubic structures. Finally, difficulties were faced in feeding large centrosymmetry values into GTA
and caused algorithm to stop execution and not give output. The values were therefore scaled by a
factor of 10&@ .
To get the proper crystal orientation from the GTA tool, energy was minimized by
iteratively adjusting atom coordinates using LAMMPS. Energy minimization was done to ensure
the minimum local potential energy in the crystal structure. In this process, simulated annealing
was performed at a high temperature (1200 K) for a while (4ns) and then the temperature was
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lowered to 50 K. Energy minimization is important to get the position of atoms closer to their
equilibrium position within a crystal.
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Chapter 4: Results
4.1 ANALYSIS OF CDTE/CDS POLYCRYSTALLINE GROWTH
This section analyzes the growth evolution of the polycrystalline CdTe/CdS heterostructure
introduced in the previous chapter. This analysis is key to understanding the formation of granular
microstructures by qualitatively studying the motion of grain boundaries and other crystal growth
phenomena. Key stages of growth are observed such crystal nucleation, coalescence, and
coarsening. Importantly, the early stages of heteroepitaxial growth of CdTe on CdS is also
analyzed. 50 separate images were of the CdS and CdTe growth from the top view were generated
with a time difference of 2 ns between each image. A movie was generated from this time sequence
to qualitatively observe the motion of the atoms and formation of grains and grain boundaries.
At the first stages of CdS growth (2.1 nm), small zinc blende (ZB) and wurtzite (WZ) grains
nucleate with random orientations and sizes ranging from 5 to 460 atoms as shown in Figure 13(a).
The nucleation density is approximately 1.5× 10'U 𝑐𝑚&G . This results in a sparsely nucleated
surface with most of the surface area covered by amorphous (disordered) atoms. The number of
ZB (blue) and WZ (red) grains are approximately equal. The crystalline atoms are essentially
immobile compared to the disordered atoms (white) which exhibit much higher mobility.
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Figure 13. Top view of the CdS structure at thicknesses (times) of (a) 2.1 nm (2 ns), (b) 3.6
nm (12 ns), and (c) 10 nm (48 ns).

The radius of all of the nuclei increase with time indicating that the critical radius is very
small: No nuclei were observed to lose atoms over time. The larger nuclei grow by adding atoms
to their surface areas. This allows the larger grains to grow at a faster rate compared to the smaller
nuclei. In contrast, the smaller nuclei grow by coalescing with neighboring nuclei. In one case, at
a thickness of 3.6 nm (12 ns time), four nuclei coalesced into one grain as indicated by the circle
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in Figure 13(b). It is also observed that the ZB phases grow much faster compared to the WZ.
After the initial growth by coalescence in the sparse film, growth continues by addition of atoms
to the surface of the grains until the substrate is mainly covered by crystalline grains and a network
of grain boundaries between them. After this point, growth occurs by coalescence of large grains
or motion of grain boundaries with the thickness of 10nm shown in Figure 13(c). Two general
types of grain boundaries are observed: random and correlated. The random grain boundaries are
composed of highly disordered atoms, shown with white colored atoms in Figure 13(c) and
separate two grains. These grain boundaries show the grain boundary network which shows
similarities with the experimental results of random high angle grain boundary network [22]
discussed in the previous section. The correlated grain boundaries are atomically thin boundaries
between two grains and are highly coherent, e.g., twin boundaries. These can be observed in Figure
13(c) as red WZ streaks or lines which could be similar to the experimental results of Σ3 twin
boundaries. Figure 13(c) represents the last image before deposition of CdTe.
Deposition of CdTe on the CdS layer occurs at approximately 10.2 nm (48.4 ns). In other
words, the atom flux is switched from Cd-S to Cd-Te at 48.4 ns (Figure 14(a)). However,
nucleation and growth of CdTe does not occur immediately upon arrival of Cd and Te adatoms to
the CdS surface. Instead, incident Cd and Te atoms start to accumulate on the random grain
boundaries in amorphous form. This is observed in Figure 14(b) which shows an accumulation of
disordered surface atoms with minimal change in the crystalline grains. (Figure 14(b) is 8 ns after
the flux is switched to CdTe.)
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Figure 14: Top view of the CdTe growth at sample thickness (times) of (a) 10.2 nm (48.4 ns) (b)
11.1 nm (56.4 ns), (c) 11.5 nm (58.4 ns), and (d) 14.1 nm (68.4 ns).
Importantly, Figure 14(c) (11.5 nm and 2 ns after Figure 14(b)) captures the onset of rapid
CdTe grain growth which is much faster compared to previous growth. Finally, Figure 14(d) (14.1
nm) shows how the CdTe grains rapidly evolved within 10 ns. Numerous grain boundary triplejunctions can be observed throughout the film. The CdTe grains are more faceted compared to the
CdS grains as indicated by the arrow in Figure 14(d).
Figure 15 is a sliced view of the final CdS/CdTe heterostructure with a total thickness of
14.2 nm. These slices show the difference in grain size. The bottom slice shows that the grains in
the CdS layer are relatively smaller and more numerous compared to the CdTe layer (top slice).
Grain sizes increase with growth and thickness of the material. The middle slice contains the
CdTe/CdS interface. The random grain boundaries with highly disorder atoms (white colored
atoms) are also observed here which form boundary networks as mentioned in the experimental
results. Red WZ streaks are also noticeable at the top of the middle layer.
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Figure 15. Slices of CdTe/CdS heterostructure at 68.4 ns.
4.2 ANALYSIS OF CRYSTAL ORIENTATION
4.2.1 Validation of GTA Grain Orientation Tool
In this section, the orientation of the grains in a Σ7(111) bi-crystal is analyzed to validate
the output from GTA. The results were obtained from the Σ7(111) bi-crystal having the simulation
box size of ~100 Å in X- axis, ~220 Å in Y-axis and ~100Å in Z-axis. Figure 16 (a) is the output
from Ovito where the FCC structure of Cd atoms are colored green and the white colored central
grain boundary separates the two grains. Both grains have [111] direction along the Y-direction.
Figure 16 (b) shows outputs from GTA with the simulation direction parallel to the Y-direction
(blue colored) and X-Y-direction respectively. The inverse pole figure shown in Figure 16 (c)
provides the plane information according to the simulation direction. The GTA output, showing
the same blue color for both the grains, describes that both the grains have [111] directions along
the Y-direction. This result is correct as it matches the orientation of the predefined Σ7(111) bicrystal. When the simulation direction is [110], the output shows different colored grain
orientations.
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Additionally, the positive pole figure is shown in Figure 16(d) for Σ7(111) from the [001]
direction to describe the positions and intensities of the specific crystallographic orientations. The
red dots, called poles, indicate the position of the crystallographic orientation which are the plane
of <111> family for Σ7(111) depicting the (001) stereographic projection.

Figure 16. Crystal orientation of Σ7(111) visualized by (a) Ovito, (b) GTA grain orientation, (c)
Inverse pole figure, d) positive pole figure in [001] direction.
4.2.2 Texture Analysis of Polycrystalline CdTe/CdS Sample
This section calculates the orientation of the CdTe grains from the polycrystalline
CdTe/CdS sample using the GTA tool. This analysis is important to identify the type of boundaries
in the material. Figure 17 contains corresponding grain structure and grain orientation maps of the
Cd-sublattice of the CdTe layer. The structure maps were created using Ovito whereas the
orientation maps were created using the GTA tool. FCC, WZ and ZB structures can be observed
in the structure maps contained in Figure 17(a). The orientations of the grains are observed in
Figure 17(b). In order to obtain output from the GTA tool, the CdTe data was first conditioned by
performing an energy minimization of the sample, removing the Te atoms to create the Cdsublattice, and removing disordered atoms. For the energy minimization, the annealing
temperature was ~1200K, the annealing time was 4 ns and the final temperature was 50K. In Figure
17(b), different grain orientations are displayed by using different colors. For example, the red
colored portion describes the (001) plane when the simulation direction is [010] which is y-
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direction here which is normal to both the x and z direction. This finding can be used to quantify
the types of grain boundaries.

Figure 17. (a) Crystal structure visualized by OVITO, (b) Crystal orientation by GTA.
A close comparison between the Ovito and GTA outputs as shown in Figure 18 validates
the visual orientation output of the GTA tool. The blue circled area Figure 18(b) in represents a
grain having (001) orientation. The corresponding blue circled region in Ovito as shown in Figure
18(a) seems almost cubic which is a known (001) plane orientation. This represents the same
orientation in both Ovito and GTA and confirms that GTA is providing the correct grain orientation
output.

Figure 18: Validation of GTA output through comparison of visualization method (a) Ovito
output, (b) GTA output.
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4.3 ANALYSIS OF GRAIN BOUNDARY MIGRATION IN CDTE BI-CRYSTALS
Knowing grain boundary mobilities, along with grain boundary energies, enables the
prediction of the evolution of polycrystalline microstructures such as grain sizes and grain
boundary types under processing and operating conditions. Knowledge of grain boundary
mobilities is essential to extend the time and length scales of high-level simulations such as
molecular dynamics (MD) simulations to engineering scales, which can impact many
technologically important applications. In this section, the effect of crystal structure and
temperature on grain boundary migration is discussed.
To obtain the results showing grain boundary migration, the potential energy of 1 eV was
implemented into one grain and the grain boundary migration occurred according to the approach
mentioned in the previous section. The results presented in this thesis were achieved from the MD
simulations executed at 1000 K, 1200 K and 1800K temperature.
The migration of a grain boundary depends on its detailed structure. Figure 19 depicts the
boundary migration at the temperature 1800 K and energy 1eV. The boundary migration behavior
of Σ3(111) is shown in the Figure 19 (a). It is observed that the movement of Σ3(111) grain
boundary is negligible within the first 0.9ns. At the same temperature and energy, Σ7(111) and
Σ11(311) grain boundaries can move faster over the same time period due to their lower activation
energy as shown in Figure 19(b) and (c) respectively. Additionally, coherent grain boundary could
be another reason for the low mobility of Σ3(111). A Σ3(111) grain boundary consists of two
grains separated by an angle of 60° having symmetric crystal orientation which is why Σ3(111) is
called a coherent boundary. However, this characteristic is not seen in Σ7(111) and Σ11(311) grain
boundaries. Furthermore, comparing Figure 19 (b) and (c), it is observed that Σ11(311) moves
faster than Σ7(111).
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Figure 19. Grain boundary migration of (a) Σ3(111), (b) Σ7(111), (c) Σ11(311) grain boundaries
at 1800 K and added energy of 1 eV.
In order to understand the atomic motion in the grain boundary migration it is important to
study the fundamental mechanism of the grain boundaries. In this thesis, the fundamental
mechanism of Σ11(311) has been analyzed. However, in Σ11(311), the grain boundary migration
occurs mainly by the rotational motion between the atomic pairs which look like dumbbell
structures shown in Figure 20 where the blue and red spheres represent the Te and Cd atoms
respectively. Once one atomic layer was fully reconstructed, the next atomic layer motion began.
As the propagation occurs simultaneously along the Y-Z plane, the formation of kinks is not
noticeable in Σ11(311) grain boundary.
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Figure 20. Grain boundary migration mechanism of Σ11(311) at 1000 K and added energy of 1
eV.
Temperature difference has an impact on the grain boundary migration which can be clearly
observed from the migration of Σ7(111) and Σ11(311) grain boundaries when different
temperatures were applied. Figure 21 reveals the grain boundary migration distance over time
which is a graphical representation of Figure 19. The migration distances of the Σ7(111) and
Σ11(311) grain boundaries increase when temperature is increased. For Σ7(111), the observed
migration distance is ~10 Å at 1200 K temperature which increases to ~80Å when the temperature
is raised to 1800 K. However, the migration is faster in Σ11(311) where the distance increases
from ~10 Å to ~180 Å for the same temperature shift. These results are consistent with the work
of Aguirre et al. [36] which showed that within the temperature range of 300 K- 2200K and
energies up to 2 eV, the migration distances of the Σ7 and Σ11 grain boundaries increase when
temperature and driving energy are increased. However, for Σ3(111), the migration remains small
for the temperature ranges and time scales used for this simulation.
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(a)

(b)

Grain Boundary at Periodic

Grain Boundary at Center

Figure 21. Graphical representation of grain boundary motion of Σ3(111), Σ7(111) and Σ11(311)
(a) at 1200 K and (b) at 1800 K.
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Chapter 5: Future Work
5.1 RESEARCH GOAL
In this work, the grain and grain boundary formation and fundamental mechanism were
studied. The grain evolution of naturally grown polycrystalline CdS and CdTe was analyzed with
no prior assumption at an atomic scale using molecular dynamics simulations which mimics the
experimental results. Orientation of the grains within the polycrystalline CdTe/CdS was
successfully computed using a combination of computational tools. However, the type of grain
boundaries in these chalcogenide polycrystalline materials has not yet been identified.
Furthermore, the grain boundary migration of the constructed Σ3(111), Σ7(111) and Σ11(311)
grain boundaries was analyzed in terms of the effects of crystal structure and temperature on the
motion.
Future work will consist of quantifying the grain boundary types of the simulated
polycrystalline structures, characterizing the grain boundary statistics and dynamics, and
disseminating the findings. It is important to know the grain boundary types grown during the
simulated polycrystalline CdTe to understand the nature of the film and design better quality CdTe
films. An algorithm to detect the grain boundary types is needed in order to do so. An already
established approach [19] for FCC and BCC structures will be modified for CdTe and CdS
structures. A tool will be developed which will jointly provide the information of the CdTe and
CdS structures regarding their grain orientation, grain size, number of grains and types of grain
boundaries. It will be a big step forward for atomic level analysis of grain boundaries, particularly
for “naturally grown” layers of photovoltaic thin film where no prior assumptions were used, for
which such analysis is still unavailable. The block diagram shown in Figure 22 represents the
proposed methodology.
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Figure 22. Block diagram of the proposed work
The following steps will be performed to accomplish the proposed methodology. First, the
energy needs to be minimized to get the position of atoms closer to their equilibrium position
within a crystal. For energy minimization, the proper conditions such as annealing temperature
and time will be set for the MD simulation which will be executed using the LAMMPS code.
Secondly, to feed the sample to the GTA tool, the crystalline and non-crystalline atoms will be
identified in the sample input file consisting of the atomic positions. To accomplish this step, the
required crystal structure identification information will be obtained from Ovito by using common
neighbor analysis and centrosymmetry parameters. Then, the disordered atoms will be removed.

Figure 23. Sample of orientation data from GTA
36

The third step is calculating the grain orientation to identify the local crystallographic
orientation of the grains. This step will be performed with the GTA tool. The GTA generates the
orientation information in a tabular format as shown in Figure 23 where (a1, a2, a3), (b1, b2, b3)
and (c1, c2, c3) represent the displacement vectors for the three coordinate axes and (x,y,z)
represents the atomic position. Atoms having the same orientation displacement vectors belong to
the same grain and have the same grain number which is displayed in the ‘gnum’ column.
In step four, the neighboring grains will be identified to calculate the grain boundary type.
For that, the approach is to write a code that will identify grains by using atomic position
information. By using the grain orientation and the identity of the neighboring grains, the grain
boundary type can be calculated. The difference in the angle of rotation between two adjacent
grains will give the type of grain boundary whether it is high angle or low angle.
Additionally, a thorough literature review will be conducted to find out the methodology
to calculate the Σ values in a polycrystalline structure. One of the approaches to develop this
algorithm will be following the EBSD technique which provides the experimental information
regarding grain structure, grain boundary characteristics, crystallographic texture, phase
discrimination and distribution etc. In this technique, the electron backscattered pattern (EBSP) is
formed first by using Bragg’s Law and then the phase and orientation of a crystal is obtained from
the EBSP. The EBSD data visualization and analysis method will therefore be studied further in
order to develop a Σ calculation method for the simulated data.
Furthermore, the statistics of the number of grain boundary types can be found once the
type of grain boundaries are quantified. For example, if high angle, low angle, Σ3, Σ5, Σ7 or any
other boundary types are found, the most common type of boundary can be determined, and the
results can be validated with the experimental data. Some statistics that are used to describe the
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fundamental mechanism governing the atomic movement in S5 and S13 are the quantitative string
measurement, van Hove correlation function and the angular distribution function [39]. These or
similar statistics will be used to quantify the corelated atomic movements for the boundary types
calculated.
Finally, with the grain boundaries obtained, mobility studies will be performed in order to
gain better understanding of the boundary motion characteristics. It is important to calculate the
mobility of CdTe grain boundaries in order to predict grain structures. As grain boundaries affect
solar cell efficiencies, study of the mobility of the boundaries will give the community a better
understanding of this defect which will result in the development of better solar cells. The
mobilities for S3, S7, and S11 grain boundaries in CdTe have already been calculated by Aguirre
et. al. [36]. The mobility for any other S value found in the polycrystalline structure can be
calculated as well. Previously, these calculations were performed for very short-time scales (~1
ns). Simulations can be performed at long time scales (~10 ns) to capture the mobility of these
grain boundaries better. For example, S3(311) grain boundary migration is not noticeable for the
short-time scales simulation (0.9 ns) and therefore the long-time scale data is needed to derive a
definitive mobility law for the S3(311) grain boundary migration.

5.2 TIMELINE
Figure 24 shows the tentative timeline for the research goals to be completed. The first four
steps including; grain, boundary and amorphous atom identification along with grain orientation
calculation are expected to be completed by summer 2019. Here, the most important step is to
calculate the grain orientation which will be exported from GTA. However, if the GTA output
cannot be properly interpreted, the orientation will be calculated manually by MATLAB with the
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theoretical formulas. Then the main part of the proposed work i.e. quantifying the grain boundary
types is scheduled to be completed within spring 2020. After the quantification, grain boundary
characteristics analysis and the development of the new grain analysis tool should be completed
by the end of summer 2020.

Figure 24. Timeline for the Proposed Work
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Appendices
APPENDIX A- INPUT FILE FOR CREATING Σ3(111) USING LAMMPS CODE
&maincard
ntypes=7
perub={3.0*nx*alat/sqrt(6.0)-0.5},{6.0*ny*alat/sqrt(3.0)0.5*alat/sqrt(3.0)},{2.0*nz*alat/sqrt(2.0)-0.5}
perlb=-0.5,{0.0-0.5*alat/sqrt(3.0)},-0.5
ilatseed={ilatseed}
amass=112.41,127.60,112.41,127.60,112.41,127.60,112.41
ielement=48,52,48,52,48,52,48
iseed=212121
&end
&latcard
lattype='fcc'
alat={alat},{alat},{alat}
xrot=1.0,1.0,-2.0
yrot=1.0,1.0,1.0
zrot=1.0,-1.0,0.0
ybound={3.0*ny*alat/sqrt(3.0)-0.5*alat/sqrt(3.0)},{6.0*ny*alat/sqrt(3.0)0.5*alat/sqrt(3.0)}
periodicity=3.0,3.0,2.0
strain=0.0,0.0,0.0
delx=0.0,0.0,0.0
uvw=1.0,1.0,1.0
omega=60.0
delx={0.0-sqrt(6.0)*alat/12.0},0.0,{0.0-sqrt(2.0)*alat/4.0}
&end
&subcard
rcell=0.0,0.0,0.0
ccell=1.0,0.0,0.0,0.0,0.0,0.0,0.0
&end
&subcard
rcell=0.25,0.25,0.25
ccell=0.0,1.0,0.0,0.0,0.0,0.0,0.0
&end
&subcard
&end
&defcard
&end
&latcard
lattype='fcc'
alat={alat},{alat},{alat}
xrot=1.0,1.0,-2.0
yrot=1.0,1.0,1.0
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zrot=1.0,-1.0,0.0
ybound={0.0-0.5*alat/sqrt(3.0)},{3.0*ny*alat/sqrt(3.0)-0.5*alat/sqrt(3.0)}
periodicity=3.0,3.0,2.0
strain=0.0,0.0,0.0
delx=0.0,0.0,0.0
&end
&subcard
rcell=0.0,0.0,0.0
ccell=0.0,0.0,1.0,0.0,0.0,0.0,0.0
&end
&subcard
rcell=0.25,0.25,0.25
ccell=0.0,0.0,0.0,1.0,0.0,0.0,0.0
&end
&subcard
&end
&defcard
&end
&latcard
lattype='fcc'
alat={alat},{alat},{alat}
xrot=1.0,1.0,-2.0
yrot=1.0,1.0,1.0
zrot=1.0,-1.0,0.0
ybound={3.0*ny*alat/sqrt(3.0)-0.5*alat/sqrt(3.0)},{6.0*ny*alat/sqrt(3.0)0.5*alat/sqrt(3.0)}
periodicity=3.0,3.0,2.0
strain=0.0,0.0,0.0
delx=0.0,0.0,0.0
sigma='yes'
&end
&subcard
rcell=0.0,0.0,0.0
ccell=0.0,0.0,0.0,0.0,0.0,1.0,0.0
&end
&subcard
rcell=0.25,0.25,0.25
ccell=0.0,0.0,0.0,0.0,0.0,0.0,1.0
&end
&subcard
&end
&defcard
style='box'
oldtype=6
newtype=-1
prob=1.0
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&end
&defcard
style='box'
oldtype=7
newtype=-2
prob=1.0
&end
&defcard
&end
&latcard
&end
&rotatecard
&end
&hitcard
&end
&disturbcard
dismax=0.0
strain=0.0,0.0,0.0
&end
&shiftcard
mode=4
deltax=0.0
deltay=0.0
deltaz=0.0
&end
&velcard
&end
&filecard
dynamo="none"
paradyn="none"
lammps="{inputfile}"
xyz="none"
ensight="{ensight}"
&end
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APPENDIX B- INPUT FILE FOR CREATING Σ7(111)
&maincard
ntypes=7
perub={14.0*nx*alat/sqrt(14.0)-0.5},{6.0*ny*alat/sqrt(3.0)0.5},{42.0*nz*alat/sqrt(42.0)-0.5}
perlb=-0.5,-0.5,-0.5
ilatseed={ilatseed}
amass=112.41,127.60,112.41,127.60,112.41,127.60,112.41
ielement=48,52,48,52,48,52,48
iseed=212121
&end
&latcard
lattype='fcc'
alat={alat},{alat},{alat}
xrot=2.0,1.0,-3.0
yrot=1.0,1.0,1.0
zrot=4.0,-5.0,1.0
periodicity=14.0,3.0,42.0
strain=0.0,0.0,0.0
delx=0.0,0.0,0.0
uvw=1.0,1.0,1.0
omega=-38.2132107
ybound={3.0*ny*alat/sqrt(3.0)-0.5},{6.0*ny*alat/sqrt(3.0)-0.5}
&end
&subcard
rcell=0.0,0.0,0.0
ccell=1.0,0.0,0.0,0.0,0.0,0.0,0.0
&end
&subcard
rcell=0.25,0.25,0.25
ccell=0.0,1.0,0.0,0.0,0.0,0.0,0.0
&end
&subcard
&end
&defcard
&end
&latcard
lattype='fcc'
alat={alat},{alat},{alat}
xrot=2.0,1.0,-3.0
yrot=1.0,1.0,1.0
zrot=4.0,-5.0,1.0
periodicity=14.0,3.0,42.0
strain=0.0,0.0,0.0
delx=0.0,0.0,0.0
45

ybound=-0.5,{3.0*ny*alat/sqrt(3.0)-0.5}
&end
&subcard
rcell=0.0,0.0,0.0
ccell=0.0,0.0,1.0,0.0,0.0,0.0,0.0
&end
&subcard
rcell=0.25,0.25,0.25
ccell=0.0,0.0,0.0,1.0,0.0,0.0,0.0
&end
&subcard
&end
&defcard
&end
&latcard
lattype='fcc'
alat={alat},{alat},{alat}
xrot=2.0,1.0,-3.0
yrot=1.0,1.0,1.0
zrot=4.0,-5.0,1.0
periodicity=14.0,3.0,42.0
strain=0.0,0.0,0.0
delx=0.0,0.0,0.0
ybound={3.0*ny*alat/sqrt(3.0)-0.5},{6.0*ny*alat/sqrt(3.0)-0.5}
sigma='yes'
&end
&subcard
rcell=0.0,0.0,0.0
ccell=0.0,0.0,0.0,0.0,0.0,1.0,0.0
&end
&subcard
rcell=0.25,0.25,0.25
ccell=0.0,0.0,0.0,0.0,0.0,0.0,1.0
&end
&subcard
&end
&defcard
style='box'
oldtype=6
newtype=-1
prob=1.0
&end
&defcard
style='box'
oldtype=7
newtype=-2
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prob=1.0
&end
&defcard
&end
&latcard
&end
&rotatecard
&end
&hitcard
&end
&disturbcard
dismax=0.0
strain=0.0,0.0,0.0
&end
&shiftcard
mode=4
deltax=0.0
deltay=0.0
deltaz=0.0
&end
&velcard
&end
&filecard
dynamo="none"
paradyn="none"
lammps="{inputfile}"
xyz="none"
ensight="{ensight}"
&end
APPENDIX C- INPUT FILE FOR CREATING Σ11(311)
&maincard
ntypes=7
perub={2.0*nx*alat/sqrt(2.0)-0.5},{22.0*ny*alat/sqrt(11.0)0.5},{22.0*nz*alat/sqrt(22.0)-0.5}
perlb=-0.5,-0.5,-0.5
ilatseed={ilatseed}
amass=112.41,127.60,112.41,127.60,112.41,127.60,112.41
ielement=48,52,48,52,48,52,48
iseed=212121
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&end
&latcard
lattype='fcc'
alat={alat},{alat},{alat}
xrot=0.0,-1.0,1.0
yrot=3.0,1.0,1.0
zrot=-2.0,3.0,3.0
periodicity=2.0,11.0,22.0
strain=0.0,0.0,0.0
delx=0.0,0.0,0.0
uvw=0.0,-1.0,1.0
omega=-50.4788036
ybound={11.0*ny*alat/sqrt(11.0)-0.5},{22.0*ny*alat/sqrt(11.0)-0.5}
&end
&subcard
rcell=0.0,0.0,0.0
ccell=1.0,0.0,0.0,0.0,0.0,0.0,0.0
&end
&subcard
rcell=0.25,0.25,0.25
ccell=0.0,1.0,0.0,0.0,0.0,0.0,0.0
&end
&subcard
&end
&defcard
&end
&latcard
lattype='fcc'
alat={alat},{alat},{alat}
xrot=0.0,-1.0,1.0
yrot=3.0,1.0,1.0
zrot=-2.0,3.0,3.0
periodicity=2.0,11.0,22.0
strain=0.0,0.0,0.0
delx=0.0,0.0,0.0
ybound=-0.5,{11.0*ny*alat/sqrt(11.0)-0.5}
&end
&subcard
rcell=0.0,0.0,0.0
ccell=0.0,0.0,1.0,0.0,0.0,0.0,0.0
&end
&subcard
rcell=0.25,0.25,0.25
ccell=0.0,0.0,0.0,1.0,0.0,0.0,0.0
&end
48

&subcard
&end
&defcard
&end
&latcard
lattype='fcc'
alat={alat},{alat},{alat}
xrot=0.0,-1.0,1.0
yrot=3.0,1.0,1.0
zrot=-2.0,3.0,3.0
periodicity=2.0,11.0,22.0
strain=0.0,0.0,0.0
delx=0.0,0.0,0.0
ybound={11.0*ny*alat/sqrt(11.0)-0.5},{22.0*ny*alat/sqrt(11.0)-0.5}
sigma='yes'
&end
&subcard
rcell=0.0,0.0,0.0
ccell=0.0,0.0,0.0,0.0,0.0,1.0,0.0
&end
&subcard
rcell=0.25,0.25,0.25
ccell=0.0,0.0,0.0,0.0,0.0,0.0,1.0
&end
&subcard
&end
&defcard
style='box'
oldtype=6
newtype=-1
prob=1.0
&end
&defcard
style='box'
oldtype=7
newtype=-2
prob=1.0
&end
&defcard
&end
&latcard
&end
&rotatecard
&end
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&hitcard
&end
&disturbcard
dismax=0.0
strain=0.0,0.0,0.0
&end
&shiftcard
mode=4
deltax=0.0
deltay=0.0
deltaz=0.0
&end
&velcard
&end
&filecard
dynamo="none"
paradyn="none"
lammps="{inputfile}"
xyz="{ensight}"
ensight="{ensight}"
&end

APPENDIX D- CODE FOR EXECUTING Σ7(111) BOUNDARY MIGRATION
#!/bin/bash
#---------------------------------------------------# SLURM resource manager settings
#---------------------------------------------------#SBATCH -J Sigma7 # Job name
#SBATCH -o Sigma7.o%j # Name of stdout output file(%j expands to jobId)
#SBATCH -e Sigma7.o%j # Name of stderr output file(%j expands to jobId)
#SBATCH -p compute
# Submit to the 'normal' or 'development' queue
#SBATCH -N 1
# Total number of nodes requested (16 cores/node)
#SBATCH -n 16
# Total number of mpi tasks requested
#SBATCH -t 04:00:00 # Run time (hh:mm:ss)
# development queue max running hours: 2 hours
# normal queue max running hours: 48 hours
# gpu
queue max running hours: 24 hours
# gpudev queue max running hours: 4 hours
# The next line is required if the user has more than one project
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#SBATCH -A TG-DMR150105 # Allocation name to charge job against
#---------------------------------------------------# clean old files
#---------------------------------------------------/bin/rm -rf stdout log.lammps r.* restart.* test_*
#---------------------------------------------------# load stampede modules needed for lammps operation
#---------------------------------------------------module load openkim/1.2.2
module load voro++/0.4.5
module load xalt/0.6
#---------------------------------------------------# directory path configuration
#---------------------------------------------------my_dir=$HOME/setup # base dir
lmp=$my_dir/executables/lmp_comet # lammps executable
#pot=potentials/AlCu.set
# EAM potential
pot=$my_dir/potential/CdTeZnSeHgSCu2.sw # SW potential file
ai=$my_dir/templates/a_xiaowang2_withAnneal.i # lammps input template file
exec=$my_dir/executables # executable dir
#---------------------------------------------------# lammps simulation modifiers
#---------------------------------------------------nodes=1 # nodes
cores=16 # cores
npx=4 # number of cores in x axis for lammps box
npz=4 # number of cores in z axis for lammps box
temp=1800.0 # target isothermal temperature
totn=100 # number of time steps in simulation
noutput=1 # number of time steps to print output file
#---------------------------------------------------# substrate modifiers
#---------------------------------------------------alatZB=6.478 # CdS z.b. lattice parameter
#---------------------------------------------------# create initial lammps input file
#---------------------------------------------------$exec/ipp alatZB=$alatZB temp=$temp noutput=$noutput totn=$totn npx=$npx npz=$npz
pot=$pot $ai > a.i
#---------------------------------------------------# submit job to queue
#---------------------------------------------------ibrun -o 0 -n $(($nodes*$cores)) $lmp < a.i >& stdout
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APPENDIX E- MODIFIED MATLAB CODE TO RUN GTA TOOL
To execute the GTA tool in MatLab 2016, the code (GRAIN_TRACKING_ALGORITHM.m
script, line number 638) of Panzarino et al [19] was modified as highlighted.
%%TypeofPlots == 4 from Main Original Code
function pushbutton6_callback(hObject,eventdata)
prompt ='Choose a simulation direction to inversely project orientation
normals stereographically: Use the format: [a b c]';
dlg_title = 'Orientation Mapping';
num_lines = 1;
def = {''};
answer = inputdlg(prompt,dlg_title,num_lines,def);
Axis = str2num(answer{1});
try
h5 = msgbox('Running!');
[Orientation_Matrix] =
InversePole(Axis,Crystal_Axis_No_Mapping,filenum);
delete(h5);
catch
delete(h5);
errordlg('Please Load Data from Grain Visualization');
end
[Orientation_Matrix] =
Crystal_Symmetry_For_Orientation_Map(Orientation_Matrix,filenum);
for k = 1:filenum %added the plus 10 for figure printing. conflicted with
main figure GUI
OrientationMap(A_Matrix,Orientation_Matrix,k) %added +10 to this
function
end

%
%

% figure(gcf+1) %Generate new figure
figure(get(gcf,'Number')+1)
image(imread('Key.png')) %Plot The Key on this Figure
GenerateOrientationKey(k + 11) %Manual Generation of Key Triangle
(higher Quality, longer run time)
msgbox('Visualization Complete!');

end
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