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Abstract
We explore the relations between the Boolean Satisfiability Prob-
lem with n literals and the orthogonal group O(n) and show that all
solutions lie in the compact and disconnected real manifold of dimen-
sion n(n− 1)/2 of this group.
1 Introduction
In this paper we explore the relations between the Boolean Satisfiability
Problem (SAT) with n literals and the orthogonal group O(n) exploiting
the algebraic SAT formulation in Clifford algebra [3] where we proved that
a SAT problem is unsatisfiable if and only it has the maximally symmetric
form of the scalars of the algebra.
In Section 2 we review some properties of the neutral space Rn,n and of
the quadric Grassmannian Nn [6], namely the set of its null subspaces of
dimension n together with their relation with the Clifford algebra Cℓ(Rn,n).
In Section 3 we summarize the relevant parts of SAT formulation in Clifford
algebra [3]. In the following three Sections we elaborate on these results
formulating SAT problems in a purely geometrical setting. The main result
is Theorem 1 that shows that the 2n possible assignments of the Boolean
variables all lie in the compact and disconnected real manifold of dimension
n(n− 1)/2 of the orthogonal group O(n). To test a SAT problem for unsat-
isfiability it is thus sufficient to verify if the set of its clauses form a cover for
this manifold. In this way the space of solutions to explore is changed from
a discrete set of 2n elements to two compact, real, manifolds of dimension
n(n− 1)/2. We just remind that, from the computational viewpoint, a test
of unsatisfiability is equivalent to an algorithm that actually finds solutions.
For the convenience of the reader we tried to make this paper as elemen-
tary and self-contained as possible.
1
2 Rn,n, its Clifford algebra and O(n)
We review here some properties of the neutral space Rn,n and of its Clifford
algebra Cℓ(Rn,n) that are at the heart of the following results.
Cℓ(Rn,n) is isomorphic to the algebra of real matrices R(2n) [6] and this
algebra is more easily manipulated exploiting the properties of its Extended
Fock Basis (EFB, see [2] and references therein) with which any algebra
element is a linear superposition of simple spinors. The 2n generators of the
algebra ei form an orthonormal basis of the neutral vector space R
n,n
eiej + ejei := {ei, ej} = 2δij(−1)
i+1 i, j = 1, 2, . . . , 2n (1)
while the Witt, or null, basis of Rn,n can be defined:{
pi =
1
2
(e2i−1 + e2i)
qi =
1
2
(e2i−1 − e2i)
i = 1, 2, . . . , n (2)
that, with eiej = −ejei, gives
{pi, pj} = {qi, qj} = 0 {pi, qj} = δij (3)
showing that all pi, qi are mutually orthogonal, also to themselves, that
implies p2i = q
2
i = 0, at the origin of the name “null” given to these vectors.
Defining P = Span (p1, p2, . . . , pn) and Q = Span (q1, q2, . . . , qn) it is easy to
verify that they form two totally null subspaces of maximun dimension n,
or Maximally Totally Null Planes (MTNP) for short. P and Q form a Witt
decomposition of the neutral space Rn,n since P ∩Q = {0} and P⊕Q = Rn,n.
The 22n simple spinors forming EFB are given by all possible sequences
ψ1ψ2 · · ·ψn ψi ∈ {qipi, piqi, pi, qi} i = 1, . . . , n . (4)
Since e2i−1e2i = qipi − piqi := [qi, pi] in EFB the identity 1 and the volume
element ω (scalar and pseudoscalar) assume similar expressions [2]:
1 := {q1, p1} {q2, p2} · · · {qn, pn}
ω := e1e2 · · · e2n = [q1, p1] [q2, p2] · · · [qn, pn] .
(5)
Any element of (4) represents a simple spinor, and thus an element of
one of the 2n minimal left ideals (MLI) of Cℓ(Rn,n); each of these MLI is
a spinor space and they are completely equivalent in the sense that each
of them can carry a regular representation of the algebra; moreover the
algebra, as a vector space, is the direct sum of these spinor spaces. In the
isomorphic matrix algebra R(2n) each spinor space is one of the 2n columns
of the matrix.
For each of these 2n MLI its 2n simple spinors (4) form a Fock basis of
the spinor space and any spinor of can be expressed as a linear combination
of these simple spinors [4, 2].
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The simple spinors of a Fock basis are in one to one correspondence with
MTNP [4], for example in Cℓ
(
R3,3
)
the element ψ = p1q1q2p2q3p3 is a simple
spinor of Cℓ
(
R3,3
)
annihilated by any vector of “its” MTNP M(ψ)
ψ = p1q1q2p2q3p3 =⇒ M(ψ) = Span (p1, q2, q3) (6)
how is simple to verify checking that for any v ∈M(ψ) then vψ = 0.
We define Mn to be the set of 2
n MTNP associated to the 2n simple
spinors of the Fock basis of spinor space; in summary they are the 2n MTNP
that can be formed as the span of the n null vectors selected choosing exactly
one element for each of the n couples (pi, qi) [4, 2].
Mn is a subset of the larger set Nn of all MTNP of R
n,n, a semi-neutral
quadric Grassmannian in the words of Ian Porteous [6]. Nn in turn is iso-
morphic to the subgroup O(n) of O(n, n), moreover O(n) acts transitively
on Nn and thus also on Mn.
We rapidly review these relations: seeing the neutral space Rn,n as Rn×
Rn we can write its generic element as (x, y) and then (x, y)2 = x2 − y2
and so for any x ∈ Rn × {0} and t ∈ O(n) (x, t(x)) is a null vector since
(x, t(x))2 = x2 − t(x)2 = 0 and thus as x spans the (spacelike) subspace
Rn×{0} then (x, t(x)) spans a MTNP of Rn,n; we indicate this MTNP with
self-explanatory notation as (1, t). Isometry t ∈ O(n) establishes the quoted
isomorphism since any MTNP of Nn can be written in the form (1, t) [6,
Corollary 12.15] and thus the one to one correspondence between MTNP of
Rn,n and t ∈ O(n) is formally established by the bijection
O(n)→ Nn; t→ (1, t) . (7)
For example in this setting the form of two generic null vectors of P and
Q are respectively (x, x) and (x,−x) and in our new notation we represent
the whole MTNP P and Q with
P = (1,1)
Q = (1,−1) .
(8)
The action of O(n) is transitive on Nn since for any u ∈ O(n), (1, ut(x)) is
another MTNP and the action of O(n) is trivially transitive on O(n).
3 The SATisfiability problem in Clifford algebra
We now summarize the formulation of a SAT problems [5] in Cℓ(Rn,n) pre-
sented in a previous paper [3] to which the interested reader is addressed for
a more extensive treatment.
In a nutshell: the conjunctive normal form a kSAT problem S with n
literals ρ1, ρ2, · · · , ρn and m clauses Cj ≡ (ρj1 ∨ ρj2 ∨ · · · ∨ ρjk) (we use ≡ for
logical equivalence to avoid confusion with algebraic equality =) is
S ≡ C1 ∧ C2 ∧ · · · ∧ Cm
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and a solution is either an assignment for the n literals ρi ∈ {T,F} (true,
false) that make S ≡ T or a proof that such an assignment does not exist.
We can formulate S in Cℓ(Rn,n) with the following substitutions that replace
Boolean expressions with algebraic ones in Cℓ(Rn,n) (ρi stands for ¬ρi)
F → 0
T → 1
ρi → qipi
ρi → 1− qipi = piqi
ρi ∧ ρj → qipi qjpj
(9)
pi and qi being vectors of the Witt basis (2). With (3) we easily get
qipi qipi = qipi piqi piqi = piqi qipi piqi = piqi qipi = 0 qipi qjpj = qjpj qipi
that shows that qipi and piqi are part of a family of orthogonal, commuting,
idempotents and with a simple exercise we see that all Cℓ(Rn,n) elements
in (9) are idempotents. For example qipi qipi = qipi stands for the logical
relation ρi ∧ ρi ≡ ρi. From now on we will use ρi and ρi also in Cℓ(R
n,n)
meaning respectively qipi and piqi and Clifford product will stand for logical
and. In this settings we can prove [3]
Proposition 1. Given a SAT problem S with m clauses Cj ≡ (ρj1 ∨ ρj2 ∨
· · · ∨ ρjk), for each clause let zj := ρj1ρj2 · · · ρjk , then S is unsatisfiable if
and only if, for the corresponding algebraic expression of Cℓ(Rn,n)
S =
m∏
j=1
(1− zj) = 0 (10)
that transforms a Boolean expression in an algebraic one. We remark that
zj is the unique assignment of the k literals of Cj that give Cj ≡ F and
thus 1−zj substantially means all possible assignments of the literals but zj
that allows to grasp intuitively the rationale of (10). From now on we will
represent clauses only in form zj .
A 1SAT problem is just a logical and of m literals. For both assignments
of ρi, ρi ∧ ρi ≡ F and thus the presence of a literal together with its logi-
cal complement is a necessary and sufficient condition for making a 1SAT
formula unsatisfiable. We can interpret a satisfiable 1SAT formula as an as-
signment of variables since there is only one assignment that makes it T and
that can be read scanning the formula; in the sequel we will freely use 1SAT
formulas for assignments and we will switch between the two forms as and
when it suits to us. We easily see that also 1SAT formulas are idempotents.
Since Cℓ(Rn,n) is a simple algebra, the unit element of the algebra is the
sum of 2n primitive (indecomposable) idempotents pi
1 =
2n∑
i=1
pi =
n∏
j=1
{qj, pj} (11)
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where the product of n anticommutators is its expression in EFB (5). The
full expansion of these anticommutators contains 2n terms each term being
one of the primitive idempotents and a simple spinor (4). At this point it
is manifest that the 2n primitive idempotents pi of the expansion (11) are
in one to one correspondence with the possible 2n 1SAT formulas of the n
literals (Boolean atoms), for example:
ρ1ρ2 · · · ρn → q1p1 p2q2 · · · qnpn .
Given an assignment of its n literals, e.g. ρ1ρ2 · · · ρn, S ≡ F if and only
if ρ1ρ2 · · · ρn ∧ S ≡ F, becoming ρ1ρ2 · · · ρn S = 0 in Clifford algebra. We
interpret these formulas as the substitution of the only assignment satisfying
ρ1ρ2 · · · ρn into S. By (10) ρ1ρ2 · · · ρn S = 0 if and only if there exists a clause
zj such that ρ1ρ2 · · · ρn(1− zj) = 0 namely ρ1ρ2 · · · ρn = ρ1ρ2 · · · ρnzj [3].
It is instructive to derive the full expression of e.g. q1p1 directly from
EFB formalism; with (11)
q1p1 = q1p11 = q1p1
n∏
j=2
{qj, pj} (12)
since q1p1 {q1, p1} = q1p1 and the full expansion is a sum of 2
n−1 EFB
terms that are all primitive idempotents and thus q1p1 is an idempotent the
sum being precisely the expansion as a sum of the primitive idempotents
pi. From the logical viewpoint this can be interpreted as the property that
given the 1SAT formula ρ1 the other, unspecified, n − 1 literals ρ2, . . . , ρn
are free to take all possible 2n−1 values or, more technically, that ρ1 has a
full disjunctive normal form made of 2n−1 Boolean atoms.
4 SAT Clauses and Totally Null Planes
We are now ready to exploit the SAT formulation in Clifford algebra to
transform a SAT problem S in a problem of null subspaces of Rn,n.
Any assignment ρ1ρ2 · · · ρn, namely a 1SAT formula, thus represents a
simple spinor and an element of a minimal left ideal (MLI) of Cℓ(Rn,n).
Simple spinors are in one to one correspondence with MTNP [4], like in
example (6). It is thus legitimate to speak of the MTNP associated to an
assignment ρ1ρ2 · · · ρn and we indicate this MTNP by M(ρ1ρ2 · · · ρn) and
is the span of the n null vectors appearing at the first place in the literals
of the assignment (6). We also remark that a literal ρ1ρ2 · · · ρn belongs to
one of the 2n MLI of Cℓ(Rn,n) but it may be “projected” to any other MLI
and its associated MTNP remains the same. Technically M(ρ1ρ2 · · · ρn) is
determined by the h signature of ρ1ρ2 · · · ρn that is the same in any MLI [2].
It follows that the set Mn of 2
n MTNP associated to the 2n simple
spinors of the Fock basis of spinor space coincides with the set of 2n MTNP
M(ρ1ρ2 · · · ρn) associated to the n literals of a SAT problem.
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Along the same line also a clause in the form zj of Proposition 1 defines a
Totally Null Plane (TNP), namedM(zj), given that zj is an assignment of k
literals. Unfortunately whereas the correspondence between simple spinors
and a MTNP of Mn is one to one the case of generic spinors and their
associated TNP is more intricate. In this case we can prove
Proposition 2. Given a clause zj made by k < n− 2 literals it determines
uniquely a spinor ψzj which TNP M(ψzj ) = M(zj) has dimension k and is
the span of the null vectors appearing at the first place in the literals that
form zj.
Proof. By seen formulation of SAT problems in Cℓ(Rn,n) each clause
zj = ρj1ρj2 · · · ρjk = ρj1ρj2 · · · ρjk
∏
i/∈jk
{qi, pi} (13)
that expands in a sum of 2n−k elements of Cℓ(Rn,n). Each of these 2n−k
elements belong to a different MLI [2] but they can all be “projected” in a
unique MLI where they form the Fock basis expansion of a spinor we call
ψzj that is the sum of the 2
n−k simple spinors of the Fock basis that all have
k of their “coordinates” (4) coinciding with the corresponding ones of zj ; let
them be ψj1ψj2 · · ·ψjk . Then we can write
ψzj = ψj1ψj2 · · ·ψjk(Ψ + Ψ) (14)
where the parenthesis stands for the totally symmetric product of anticom-
mutators of (13) duly projected in one MLI, namely spinor space. By The-
orem 1 of [1] if n − k > 2 the form Ψ + Ψ is not annihilated by any null
vector and thus the spinor ψzj has a TNP M(ψzj ) = M(zj) that is given
by all and only the k null vectors that annihilate its first part ψj1ψj2 · · ·ψjk
(see [1] for details). ✷
It is thus appropriate, for k < n − 2, this usually being the case in
“real life” SAT problems, to associate also to a clause zj a TNP M(zj) of
dimension k. More precisely if r of the k literals of zj appear in plain form
and k − r in complementary form, then
M(zj) = Span
(
qj1, . . . , qjr , pj1 , . . . , pjk−r
)
. (15)
Moreover each of the 2n−k elements of the expansion of ψzj (14) is a simple
spinor which MTNP contains the k null vectors ofM(zj) with a combination
of the other possible n−k null vectors; in this fashion M(zj) is contained in
all the 2n−k MTNP of this expansion and is thus the kTNP corresponding
precisely to the intersection of these 2n−k MTNP of Mn; we have thus
proved:
Corollary 3. Given a clause zj made by k < n − 2 literals then its kTNP
M(zj) (15) is the intersection of the 2
n−k MTNP of Mn forming ψzj (14).
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We define a clause zj and an assignment ρ1ρ2 · · · ρn to be compatible if,
equivalently,
• the literals of zj appear also in ρ1ρ2 · · · ρn, or
• ρ1ρ2 · · · ρnzj = ρ1ρ2 · · · ρn, or
• M(zj) ⊆M(ρ1ρ2 · · · ρn) and thus M(zj) ∩M(ρ1ρ2 · · · ρn) = M(zj)
and with corollary 3 it is simple to verify that each definition implies the
successive circularly.
We continue showing that if all 2n assignments ρ1ρ2 · · · ρn are compatible
with at least one clause zj then a SAT problem is unsatisfiable
Proposition 4. A SAT problem S is unsatisfiable if and only if, for any of
the 2n assignments ρ1ρ2 · · · ρn there exists at least one of its m clauses zj
compatible with it namely a clause zj such that M(zj) ⊆M(ρ1ρ2 · · · ρn).
Proof. Let S be unsatisfiable then for any assignment ρ1ρ2 · · · ρn we have
seen that ρ1ρ2 · · · ρnS = 0 and this happens if and only if there exists
at least one zj such that ρ1ρ2 · · · ρnzj = ρ1ρ2 · · · ρn namely iff M(zj) ⊆
M(ρ1ρ2 · · · ρn). Conversely let S be such that for any ρ1ρ2 · · · ρn there ex-
ists at least one clause zj such that M(zj) ⊆ M(ρ1ρ2 · · · ρn) it follows that
ρ1ρ2 · · · ρnzj = ρ1ρ2 · · · ρn and thus ρ1ρ2 · · · ρnS = 0 that proves that S is
unsatisfiable. ✷
We remark that the complementary statement that given an assignment
ρ1ρ2 · · · ρn there are clauses such that ∪jM(zj) =M(ρ1ρ2 · · · ρn) is not true;
for example S = ρ1ρ1 is unsatisfiable but M(ρ1)∪M(ρ1) is not even a TNP.
With this result SAT problems are completely translated to geometrical
problems of MTNP in Rn,n and in what follows we push forward in this
direction.
5 SAT Clauses and discrete isometries of O(n)
We have just seen that a clause zj of a SAT problem S defines a kTNPM(zj)
but since Nn is isomorphic to O(n) by (7) it is not surprising that a clause
induces also an isometry tj ∈ O(n). We will show first that S is unsatisfiable
if and only if the isometries tj induced by clauses zj act transitively on the
set Mn.
We start investigating bijection (7) when restricted to the subsetMn ⊂
Nn and we take P = (1,1) (8) as our “reference” MTNP of Mn.
Let ti be the isometry that reflects the timelike vector e2i, namely
ti(ej) =
{
−ej for j = 2i
ej otherwise
i = 1, 2, . . . , n (16)
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its action on the Witt basis (2) is to exchange the null vectors pi and qi. It
follows that the inversion of a certain subset of timelike vectors exchanges
the corresponding null vectors pi with qi and viceversa. It is thus clear that
starting from P we can obtain any element of Mn by the corresponding
inversion of a subset of the n timelike vectors e2i. In traditional matrix
form each of these isometries acts on the (timelike) subspace {0} × Rn of
Rn,n and can be represented by a diagonal matrix λ ∈ R(n) with ±1 on the
diagonal and all these matrices form the group O(1) × O(1) · · · × O(1) =
n
×
O(1) := On(1) that is immediate to get remembering that O(1) = {±1}.
On(1) is a discrete, abelian, subgroup of O(n). It is thus clear that since
P = (1,1) for any assignment ρ1ρ2 · · · ρn there exists a unique λ ∈ O
n(1)
giving
M(ρ1ρ2 · · · ρn) = (1, λ)
and thus we proved constructively
Proposition 5. The isomorphism (7) when restricted to the subgroup On(1)
of O(n) has for image Mn ⊂ Nn.
We are now ready to define the isometry λj ∈ O
n(1) associated to a
clause zj = ρj1ρj2 · · · ρjk with k literals; let r of these k literals appear in
plain form and k−r in complementary form, thenM(zj) is as in (15). Using
(16) let
λj = tj1 · · · tjr (17)
with the understanding that λj = 1 if r = 0, then it is simple to verify that
M(zj) ⊆ λj(P ) (18)
namely that the isometry λj (17) transforms P in a MTNP of Mn that has
M(zj) as a subspace: in practice λj exchanges r of the n pi of P with qi.
The definition of λj (17) satisfying (18) is not unique since we can freely
add to λj (17) any subset of the n − k involutions ti whose indexes do not
appear in zj and (18) continues to hold. There are thus 2
n−k possible λj
all satisfying (18) and their action on P produce the 2n−k different MTNP
M(ψzj ) of corollary 3 corresponding to the EFB expansion (14). We just
remark that for any choice λj ∈ O
n(1) and that all λj are involutions since
λ2j = 1.
We define the set of isometries induced by a clause zj as
T ′j := {λj ∈ O
n(1) : M(zj) ⊆ λj(P )} (19)
namely the set of 2n−k elements of On(1) that satisfy (18) and we can prove
Proposition 6. A given SAT problem S with m clauses zj is unsatisfiable
if and only if the isometries induced by its clauses (19) form a cover for
On(1):
∪mj=1 T
′
j = O
n(1) . (20)
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Proof. Let S be unsatisfiable, by Proposition 4 we know that for any as-
signment ρ1ρ2 · · · ρn there exists at least one clause zj such that M(zj) ⊆
M(ρ1ρ2 · · · ρn); this clause have its k literals equal to the corresponding
k literals of the assignment ρ1ρ2 · · · ρn. Of the n literals of ρ1ρ2 · · · ρn
let s appear in plain form and n − s in the complementary form and let
λj = ti1 · · · tis ∈ O
n(1) be made by the corresponding s involutions (16),
clearly λj ∈ T
′
j, moreover
λj(P ) = M(ρ1ρ2 · · · ρn) . (21)
By hypothesis S is unsatisfiable and thus the set ∪mj=1T
′
j ⊆ O
n(1) can
transform P to any MTNP of Mn and thus acts transitively on Mn. But
by Proposition 5 there are no elements of On(1) that are not in ∪mj=1T
′
j
that proves (20).
Conversely if (20) holds then for any assignment ρ1ρ2 · · · ρn there exists
at least one clause zj that induces a λj that satisfies (21) and thus M(zj) ⊆
M(ρ1ρ2 · · · ρn) and by Proposition 4 S is unsatisfiable. ✷
6 SAT Clauses and continuous isometries of O(n)
In the last step we show that when a SAT problem S is unsatisfiable the
isometries induced by clauses zj not only form a cover of O
n(1) (20) but also
of its parent group O(n). The difference is that while On(1) is a discrete
group and to verify (20) one essentially needs to check one by one all possible
2n transformations, O(n) is a compact and disconnected real manifold of
dimension n(n− 1)/2 [6] that could make simpler to verify – thus checking
S for unsatisfiability – if the union of the isometries induced by the set of
clauses zj form a cover of O(n).
To achieve this we need to update the definition of isometries induced
by a clause (19) in a form independent of the basis ei (1) chosen for R
n,n
and taking advantage of a special property of Witt bases of neutral spaces.
By Proposition 5 any MTNP of Mn is associated to λ ∈ O
n(1) but
changing the basis ei (1) of R
n,n, the same MTNP is associated to λ′ ∈ O(n)
since by bijection (7) all λ′ are in O(n). We will thus associate to a MTNP
of Mn not only λ ∈ O
n(1) but the whole set of t ∈ O(n) representing it in
all possible bases of Rn,n passing from T ′j of (19) to a superset Tj ⊃ T
′
j
that widens the definition of the set of isometries induced by zj to
Tj := {tj ∈ O(n) :M(zj) ⊆ tj(P )} ⊃ T
′
j . (22)
We remark that since T ′j contains in general 2
n−k isometries of On(1) the
corresponding superset Tj will contain all t ∈ O(n) representing the 2
n−k
isometries of On(1) in all possible bases of Rn,n.
To proceed we need a property of Witt bases that is proved in Proposi-
tion 2 of [4] that we reproduce here, slightly adapted to our needs:
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Proposition 7. Given any two MTNP of Nn of the form (1, t1) and (1, t2)
with t1 6= t2 then it is always possible to choose a basis of R
n,n so that the
two given MTNP in the new basis take the form of two MTNP of Mn.
Any MTNP of Nn is a subspace of R
n,n and two of them necessarily
must have an intersection of dimension r with 0 ≤ r < n; that r < n is
guaranteed by hypothesis t1 6= t2 together with isomorphism (7). For all
cases of r < n [4] proves that one can choose a basis of Rn,n such that the
two given MTNP coincide with two MTNP of Mn.
This can be rephrased saying that given two different MTNP of Nn one
can always find a basis of Rn,n in which the two MTNP take the form of
P = (1,1) and (1, λ) with λ ∈ On(1). Moreover one half of the 2n MTNP
ofMn are in the compact, connected real manifold of dimension n(n− 1)/2
of SO(n) containing 1 and the other half are in the compact, connected real
manifold of dimension n(n− 1)/2 of antirotations of O(n) [6].
For example in R2,2 given MTNP P = (1,1) and (1, tθ), where tθ ∈
SO(2) with angle θ 6= 0, we can choose a basis so that the very same MTNP
is represented by Q = (1,−1) in the new basis and what matters is not
the form (1, tθ) of the MTNP in a particular basis but only the fact that
its intersection with P is {0} and thus that their direct sum is Rn,n. We
remark that this property holds only for null bases of neutral spaces Rn,n
since the corresponding property in other cases is false: for example in the
Euclidean plane given two non orthogonal directions that span the plane it is
not possible to change the basis in such a way that the two given directions
form an orthonormal basis.
Theorem 1. A given SAT problem S with m clauses zj is unsatisfiable if
and only if the isometries induced by its clauses (22) form a cover for O(n):
∪mj=1 Tj = O(n) . (23)
Proof. Supposing that (23) holds then the union covers also the subgroup
On(1) and S is thus unsatisfiable by Proposition 6.
Conversely let S be unsatisfiable, for n = 1 O1(1) = O(1) and (23) and
(20) coincide so there is nothing to prove. For n > 1 by Proposition 6
and (22) the union (23) covers On(1) and thus contains the 2n involutions
λj ∈ O
n(1) corresponding to the MTNP ofMn and, more in general, all the
isometries tj ∈ O(n) representing these MTNP in basis independent form.
It remains to be proved that any t ∈ O(n) is in this set. Let us suppose
the contrary, namely that there exists t′ ∈ O(n) that is not in this set: by
bijection (7) (1, t′) is a MTNP and a subspace of Rn,n that necessarily must
have an intersection of dimension 0 ≤ r ≤ n with our reference MTNP P
and then by Proposition 7 there exists a basis of Rn,n such that this MTNP
is inMn and thus in the union (23) contradicting our hypothesis. We must
necessarily conclude that any t ∈ O(n) is in ∪mj=1Tj. ✷
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With this result it is thus possible to test whether a SAT problem is
unsatisfiable examining its clauses to see if they form a cover for the compact
and disconnected real manifold of dimension n(n− 1)/2 of O(n).
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