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a b s t r a c t
Our aim in this note is to study the existence and uniqueness of solutions to a phase-field
system, based on type III heat conduction, with a logarithmic potential. The main difficulty
is to prove that the order parameter remains in the physically relevant range and this is
achieved by deriving proper a priori estimates.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
We consider in this note the following initial and boundary value problem:
∂u
∂t
−1u+ f (u) = ∂α
∂t
, (1.1)
∂2α
∂t2
− ∂
∂t
1α −1α = −∂u
∂t
, (1.2)
u = α = 0 on ∂Ω, (1.3)
u|t=0 = u0, α|t=0 = α0, ∂α
∂t

t=0
= α1, (1.4)
in a bounded and regular domainΩ of Rn, n = 2 or 3.
These equations were proposed in [1] (see also [2]) as a generalization of the classical Caginalp phase-field system
(see [3]), based on type III heat conduction (see [4]). In this context, u is the order parameter and α represents the thermal
displacement variable (the (relative) temperature T is defined by T = ∂α
∂t ).
In particular, we studied in [1,2] the existence and uniqueness of solutions, in the case when f is regular (with a
polynomial growth).
Now, it is also relevant, from a thermodynamical viewpoint, to consider a logarithmic nonlinear term f . More precisely,
we assume that f is of the form
f (s) = −2κ0s+ κ1 ln 1+ s1− s , s ∈ (−1, 1), 0 < κ1 < κ0. (1.5)
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Here, the logarithmic term is related with the entropy. Furthermore, such a nonlinearity forces the order parameter to stay
in the physically relevant interval (−1, 1) (see also [5,6] for regular nonlinearities). In particular, we have
f ′(s) ≥ −c0, s ∈ (−1, 1), c0 ≥ 0, (1.6)
and, setting F(s) =  s0 f (τ )dτ , it follows that
F(s) ≥ −c1, s ∈ (−1, 1), c1 ≥ 0 (1.7)
(note that F is bounded).
The classical Caginalp system, with such a nonlinearity, was studied in [7–10].
Our aim in this note is to prove the existence and uniqueness of solutions to (1.1)–(1.4), for the logarithmic potential
(1.5). The main difficulty is to prove that the order parameter u is strictly separated from the pure phases ±1, i.e., ∀T >
0, ∃δ = δ(T ) ∈ (0, 1) such that ‖u‖L∞((0,T )×Ω) ≤ δ.
Throughout this note, the same letter c (and, sometimes, c ′) denotes constants which may change from line to line.
2. A priori estimates
We assume that (u0, α0, α1) ∈ (H2(Ω) ∩ H10 (Ω))3, with ‖u0‖L∞(Ω) < 1, and we assume a priori that ‖u‖L∞((0,T )×Ω) <
1, T > 0 being given.
We (formally) multiply (1.1) by ∂u
∂t , (1.2) by
∂α
∂t , integrate overΩ and by parts and add the resulting relations to obtain
1
2
d
dt

‖∇u‖2 + 2
∫
Ω
F(u)dx+
∂α∂t
2 + ‖∇α‖2

+
∂u∂t
2 + ∇ ∂α∂t
2 = 0, (2.1)
where ‖.‖ denotes the usual L2-norm, ((., .)) denoting the associated scalar product; more generally, we denote by ‖.‖X the
norm in the Banach space X . We deduce from (1.7) and (2.1) estimates on u in L∞(0, T ;H10 (Ω)), ∂u∂t in L2(0, T ; L2(Ω)), α in
L∞(0, T ;H10 (Ω)) and ∂α∂t in L∞(0, T ; L2(Ω)) ∩ L2(0, T ;H10 (Ω)).
We then multiply (1.1) by−1u and have, owing to (1.6),
d
dt
‖∇u‖2 + ‖1u‖2 ≤ c

‖∇u‖2 +
∂α∂t
2

, (2.2)
which yields an estimate on u in L∞(0, T ;H10 (Ω)) ∩ L2(0, T ;H2(Ω)).
We finally multiply (1.2) by−1 ∂α
∂t and find
d
dt

‖1α‖2 +
∇ ∂α∂t
2

+
1∂α∂t
2 ≤ c ∂u∂t
2 , (2.3)
from which we deduce estimates on α in L∞(0, T ;H2(Ω)) and ∂α
∂t in L
∞(0, T ;H10 (Ω)) ∩ L2(0, T ;H2(Ω)).
We now differentiate (1.1) with respect to time,
∂
∂t

∂u
∂t

−1∂u
∂t
+ f ′(u) ∂u
∂t
= hu,α, (2.4)
where
hu,α = ∂
2α
∂t2
= ∂
∂t
1α +1α − ∂u
∂t
belongs, owing to the above estimates, to L2(0, T ; L2(Ω)).
Multiplying (2.4) by ∂u
∂t , we obtain
d
dt
∂u∂t
2 + ∇ ∂u∂t
2 ≤ c
∂u∂t
2 + ‖hu,α‖2

, (2.5)
which yields an estimate on ∂u
∂t in L
∞(0, T ; L2(Ω))∩ L2(0, T ;H10 (Ω)). Multiplying then again (1.1) by−1u, we have, owing
to (1.6),
‖1u‖2 ≤ c

‖∇u‖2 +
∂u∂t
2 + ∂α∂t
2

, (2.6)
which yields an estimate on u in L∞(0, T ;H2(Ω)).
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We finally rewrite (1.2) in the form
∂2α
∂t2
+ ∂α
∂t
− ∂
∂t
1α −1α = ∂α
∂t
− ∂u
∂t
,
that is, setting q = ∂α
∂t + α,
∂q
∂t
−1q = ∂α
∂t
− ∂u
∂t
. (2.7)
Noting that q = 0 on ∂Ω and that it follows from the above estimates that the right-hand side of (2.7) belongs
to L2(0, T ;H10 (Ω)), we deduce from standard results on the H2-regularity for parabolic problems an estimate on q in
L∞(0, T ;H2(Ω) ∩ H10 (Ω)), which yields an estimate on ∂α∂t in L∞(0, T ;H2(Ω)). We thus have∂α∂t (t)

L∞(Ω)
≤ c2, ∀t ∈ [0, T ], (2.8)
where c2 only depends on T and on the initial data.
Let δ ∈ (0, 1) be such that
‖u0‖L∞(Ω) ≤ δ, c2 − f (δ) ≤ 0 (2.9)
(note that lims→1− f (s) = +∞).
We set U = u− δ and have
∂U
∂t
−1U + f (u)− f (δ) = ∂α
∂t
− f (δ). (2.10)
We multiply (2.10) by U+ = max(U, 0) and obtain, owing to (1.6), (2.8) and (2.9),
d
dt
‖U+‖2 ≤ c‖U+‖2, (2.11)
which yields, owing to Gronwall’s lemma and noting that U+(0) = 0, that u(t) ≤ δ,∀t ∈ [0, T ]. Finally, we have, noting
that f is odd and proceeding similarly for a lower bound,
‖u(t)‖L∞(Ω) ≤ δ(< 1), ∀t ∈ [0, T ]. (2.12)
3. Existence and uniqueness of solutions
Theorem 3.1. We assume that (u0, α0, α1) ∈ (H2(Ω)∩H10 (Ω))3 and that ‖u0‖L∞(Ω) < 1. Then, (1.1)–(1.4) possesses a unique
solution (u, α) such that u ∈ L∞(0, T ;H2(Ω) ∩ H10 (Ω)), ∂u∂t ∈ L∞(0, T ; L2(Ω)) ∩ L2(0, T ;H10 (Ω)), α ∈ L∞(0, T ;H2(Ω) ∩
H10 (Ω)) and
∂α
∂t ∈ L∞(0, T ;H2(Ω) ∩ H10 (Ω)),∀T > 0. Furthermore, there exists δ = δ(T , u0) ∈ (0, 1) such that‖u(t)‖L∞(Ω) ≤ δ, ∀t ∈ [0, T ], ∀T > 0.
Proof. (a) Existence:
In order to prove the existence of a solution, we consider (1.1)–(1.4), in which the logarithmic function f is replaced by
the C1 function
fδ(s) =
f (s), |s| ≤ δ,
f (δ)+ f ′(δ)(s− δ), s > δ,
f (−δ)+ f ′(−δ)(s+ δ), s < −δ,
where δ is the same constant as in (2.9).
This function meets all the requirements of [1] to have the existence of a regular solution (uδ, αδ).
Furthermore, it is not difficult to see that f and fδ satisfy (1.6)–(1.7), for the same constants c0, c1 (taking, if necessary, δ
close enough to 1 so that f and f ′ are nonnegative on [δ, 1)). We can thus derive the same estimates as in Section 2, with the
very same constants; in particular,
 ∂αδ∂t (t)L∞(Ω) ≤ c2,∀t ∈ [0, T ]. Indeed, we can note that the bounds on ∂α∂t obtained
there only depend on f through c0, c1 and sup|s|≤1 |F(s)| (recall that ‖u0‖L∞(Ω) ≤ δ).
Since f and fδ coincide on [−δ, δ], we finally deduce that uδ is a solution to the original problem.
(b) Uniqueness:
We actually prove a more general result, namely, the uniqueness of solutions such that |u(t, x)| < 1 almost everywhere
in (0, T )×Ω and which do not necessarily satisfy the separation property (2.12) (when this property is satisfied, the proof
of uniqueness is straightforward).
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Let (u(1), α(1)) and (u(2), α(2)) be two solutions to (1.1)–(1.3) with the same initial data. Then, (u, α) = (u(1), α(1)) −
(u(2), α(2)) satisfies
∂u
∂t
−1u+ f (u(1))− f (u(2)) = ∂α
∂t
, (3.1)
∂2α
∂t2
− ∂
∂t
1α −1α = −∂u
∂t
, (3.2)
u = α = 0 on ∂Ω, (3.3)
u|t=0 = 0, α|t=0 = 0, ∂α
∂t

t=0
= 0. (3.4)
We multiply (3.1) by u and obtain, owing to (1.6),
d
dt
‖u‖2 + ‖∇u‖2 ≤ c
∂α∂t
2 + ‖u‖2

. (3.5)
We then integrate (3.2) between 0 and t and have, noting that u(0) = α(0) = ∂α
∂t (0) = 0,
∂α
∂t
−1α −∆
∫ t
0
αds = u. (3.6)
Multiplying (3.6) by α, we find
d
dt

‖α‖2 +
∇ ∫ t
0
αds
2

+ ‖∇α‖2 ≤ c‖u‖2 (3.7)
and, multiplying (3.6) by ∂α
∂t and noting that
∇
∫ t
0
αds,∇ ∂α
∂t

= d
dt

∇
∫ t
0
αds,∇α

− ‖∇α‖2,
we obtain
d
dt

‖∇α‖2 + 2

∇
∫ t
0
αds,∇α

+
∂α∂t
2 ≤ 2‖∇α‖2 + c‖u‖2. (3.8)
We finally add (3.7) and δ1× (3.8), where δ1 ∈

0, 12

is such that∇ ∫ t
0
αds
2 + 2δ1 ∇ ∫ t
0
αds,∇α

+ δ1‖∇α‖2 ≥ c
∇ ∫ t
0
αds
2 + ‖∇α‖2

, c > 0, (3.9)
and have
dE
dt
+ c

‖∇α‖2 +
∂α∂t
2

≤ c ′‖u‖2, c > 0, (3.10)
where
E = ‖α‖2 + δ1‖∇α‖2 +
∇ ∫ t
0
αds
2 + 2δ1 ∇ ∫ t
0
αds,∇α

.
We now add δ2× (3.5) and (3.10) and obtain, taking δ2 > 0 small enough,
d
dt
(δ2‖u‖2 + E)+ c

‖∇u‖2 + ‖∇α‖2 +
∂α∂t
2

≤ c ′‖u‖2, c > 0. (3.11)
The uniqueness follows from (3.9), (3.11) and Gronwall’s lemma. 
Remark 3.2. More generally, we can replace f defined by (1.5) with a singular function f ∈ C1(−1, 1) satisfying
lim
s→±1 f = ±∞, lims→±1 f
′ = +∞
and such that (1.6)–(1.7) hold.
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Remark 3.3. More generally, we can consider the following system of equations (with a nonlinear coupling; see [2]):
∂u
∂t
−1u+ f (u) = g(u) ∂α
∂t
, (3.12)
∂2α
∂t2
−1∂α
∂t
−1α = −g(u) ∂u
∂t
, (3.13)
u = α = 0 on ∂Ω, (3.14)
u|t=0 = u0, α|t=0 = α0, ∂α
∂t

t=0
= α1, (3.15)
where g belongs to C1(R); typically, one has g(s) = λ − µs, µ > 0 (see [11]). Assuming again that u satisfies the a priori
estimate ‖u‖L∞((0,T )×Ω) < 1, we can derive a priori estimates which are similar to the ones obtained in Section 2. Indeed, in
the equivalent of (2.4), we have hu,α = g ′(u) ∂u∂t ∂α∂t + g(u)

∂
∂t1α +1α − g(u) ∂u∂t

. We can then write
‖g ′(u) ∂u
∂t
∂α
∂t
‖ ≤ c‖∂α
∂t
‖L∞(Ω)
∂u∂t
 ≤ c ′ ∂α∂t

H2(Ω)
∂u∂t

and we obtain, instead of (2.5),
d
dt
∂u∂t
2 + ∇ ∂u∂t
2 ≤ c(t) ∂u∂t
2 + c ′(t),
where c and c ′ belong to L1(0, T ). Furthermore, the equivalent of (2.7) reads
∂q
∂t
−1q = ∂α
∂t
− g(u) ∂u
∂t
and we have∇ g(u) ∂u∂t
 ≤ g(u)∇ ∂u∂t
+ g ′(u) ∂u∂t ∇u
 ≤ c ∇ ∂u∂t
+ ∂u∂t ∇u

≤ c
∇ ∂u∂t
+ ∂u∂t

L4(Ω)
‖∇u‖L4(Ω)

≤ c ′(1+ ‖u‖H2(Ω))
∇ ∂u∂t
 ,
so that the right-hand side again belongs to L2(0, T ;H10 (Ω)). Now, in order to prove the existence of a solution, we need, in
order to have the same constants as in the a priori estimates when considering the approximated problem, to replace g by
a function g˜ ∈ C1(R) such that max[−1,1] |g|,max[−1,1] |g ′|, supR |g˜| and supR |g˜ ′| are less than a same constantM and such
that g and g˜ coincide on (−1, 1) (indeed, in the approximated problem, we can no longer use the bound ‖uδ‖L∞((0,T )×Ω) < 1
to estimate ‖g(uδ)‖L∞(Ω) and ‖g ′(uδ)‖L∞(Ω) and justify the a priori estimates). For instance, we can take
g˜(s) =
g(s), |s| ≤ 1,
(g(1) cos 1− g ′(1) sin 1) cos s+ (g(1) sin 1+ g ′(1) cos 1) sin s, s > 1,
(g(−1) cos 1+ g ′(−1) sin 1) cos s+ (−g(−1) sin 1+ g ′(−1) cos 1) sin s, s < −1.
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