Objective: Many studies have been completed on question classification in the open domain, however only limited work focuses on the medical domain. As well, to the best of our knowledge, most of these medical question classifications were designed for literature based question and answering systems. This paper focuses on a new direction, which is to design a novel question processing and classification model for answering clinical questions applied to electronic patient notes. Methods: There are four main steps in the work. Firstly, a relatively large set of clinical questions was collected from staff in an Intensive Care Unit. Then, a clinical question taxonomy was designed for question and answering purposes. Subsequently an annotation guideline was created and used to annotate the question set. Finally, a multilayer classification model was built to classify the clinical questions. Results: Through the initial classification experiments, we realized that the general features cannot contribute to high performance of a minimum classifier (a small data set with multiple classes). Thus, an automatic knowledge discovery and knowledge reuse process was designed to boost the performance by extracting and expanding the specific features of the questions. In the evaluation, the results show around 90% accuracy can be achieved in the answerable subclass classification and generic question templates classification. On the other hand, the machine learning method does not perform well at identifying the category of unanswerable questions, due to the asymmetric distribution. Conclusions: In this paper, a comprehensive study on clinical questions has been completed. A major outcome of this work is the multilayer classification model. It serves as a major component of a patient records based clinical question and answering system as our studies continue. As well, the question collections can be reused by the research community to improve the efficiency of their own question and answering systems.
Introduction
The large amount of information available in electronic patient records make it an attractive resource for answering a variety of questions that users may have. Current information retrieval (IR) techniques have proven quite successful at locating patient records that might be relevant to a user's query [1] . However, in the present scenario, the set of retrieved documents represents an answer size that is still too large to identify the best matches readily. These solutions leave the user with a relatively large amount of text to review. This phenomenon requires a more efficient retrieval technique to retrieve only the part of the document which is relevant. The usefulness of a solution to this problem can be seen from a previous study that reported an average of six medical questions was asked by family doctors in a half day practice [2] .
Question Answering (QA) technology for clinical needs relies on pinpointing, relevant matches so small as to be just answer-sized according to the semantic interpretation of the question.
Consequently, this technology can help doctors to use limited time to browse the retrieved information and improve their productivity and efficiency thus contributing to patient quality and safety. Research in the task of QA has recently become one of the fastest growing topics in computational linguistics, especially since the launch of the QA track at the Text REtrieval Conference (TREC) in 1999 [3] . One of the essential components in QA is question classification, which can not only indicate the possible answers but also suggests different processing strategies. Since the contribution of TREC, the open domain question classification work has been intensively explored. For example: an hierarchical classifier was designed by Li and Roth [4] , which is based on the SNoW (Sparse Network of Winnows) [5] learning approach. In their work, the corpus consisted of 5500 training and 500 test questions compiled from four main sources: the 4500 English questions published by USC [6] , 849 TREC 8 [7] and TREC 9 [8] questions, and 500 TREC 10 [9] questions, as well, a sequence of two classifiers was adopted to classify questions into six coarse classes and fifty fine classes (see Table 1 ). The accuracy of 91.0% for the coarse grained classes and 84.2% for the fine grained classes was achieved by using lexical items, part of speech tags, chunks (non-overlapping parses), named entities, head chunks (the first noun chunk in a sentence) and semantically related words (words that often occur with a specific question class) as learning features.
Many follow-up research studies are based on this dataset. Linear support vector machines (SVMs) [10] have been proven as an optimized learning algorithm in Zhang and Lee's studies [11] by considering the surface text features of questions. An accuracy of 87.4% was obtained in the coarse grained classification by applying bag-of-ngrams (all continuous word sequences in the question). As well, the bag-of-words model achieved 80.2% accuracy in the fine grained classification. Furthermore, the SVM tree kernel was designed for the coarse grained classification which enabled the SVM to gain the benefit of syntactic structures. By applying a tree kernel, the performance of the coarse grained classification was increased by 2.6%. Later the tree kernel was further studied by Moschitti and his colleges [12, 13] . This time, the accuracy of the coarse grained classification reached 91.8% by applying bag-of-words and parser tree, which is slightly higher than Zhang and Lee's tree kernel model.
Apart from the syntactic information, semantic knowledge has also been investigated. In Li and Roth's later work [14] , the combination of the semantic features, such as named entities, class-specific related words and distributional similarity based categories, as well as the syntactic features (word, part of speech tags, chunks and head chunk) gave 89.3% accuracy for the fine grained classification by using 21,500 training and 100 test questions. Most recently, the WordNet [15] knowledge resource was integrated into question classifiers [16, 17] . In this study, the WordNet hypernyms of the head word (one single word specifies the object the question seeks), as well as the head word, unigram, word shape, and whword were considered in the learning feature. By using SVM, the best accuracy for coarse grained classes is 93.4%. As well, an accuracy of 89.2% was obtained in the fine grained classification.
Unlike the various investigations in the open domain, only a few works have been completed in the medical domain which have attempted to describe the information needs of clinicians. For example, the information needs while using a Clinical Information System (CIS) were classified according to event, resource, outcome, and context type by Currie et al. [18] . One of the major outcomes of this study is that, the 'Subject' event type (seeking data about the patient) was the most commonly occurring type of information need. This category has not been analysed in any further studies, while our aim is to address this problem. Another comprehensive clinical question study was carried out by Ely et al. [19] [20] [21] [22] . Their observation concentrated on the questions about medical knowledge bases, which could be potentially answered by external resources, such as medical science articles and textbooks. During the observation, thousands of medical questions were collected from around one hundred family doctors, such as 'What is the dose of atorvastatin?', 'Does Zoloft cause stomach upset?' and 'How should I treat his epididymitis?'. Ultimately, three types of taxonomies were created in this work based on: topic, generalization and obstacle.
In Ely et al.'s topic taxonomy, approximately sixty topics were designed based on specialties, such as 'drug prescribing', 'obstetrics' and 'gynaecology', which was adapted from a family practice article filing system [23] . For the generic question template, an iterative annotation process was used to develop this taxonomy, which involved 69 generic templates. Questions with essentially identical structures were classified as one generic type. The three most common generic templates were: 'what is the drug of choice for condition x', 'what is the cause of symptom x' and 'what test is indicated in situation x?'. These two taxonomies can be used to guide which knowledge systematically fails to address specific types of questions, as well as which keywords can be used to link questions to answers.
The evidence taxonomy which is based on the obstacles that were created for asking and answering a question, such as knowledge gap reorganization, question formulation, information retrieval and answer generation were used to annotate two hundred questions (see Fig. 1 ). The taxonomy is a simple hierarchy with just five leaves. On the leaf level, the sub-classes are 'Non-clinical' (the questions do not belong to the medical domain), 'Specific' (the questions require the information from patient records) and 'No evidence' (the answer to the question is unknown). These questions were classified as not answerable by using medical textbooks or literature. In contrast, the evidence questions are potentially answerable with evidence. Two classification studies [24, 25] were performed by Yu and colleagues based on this evidence taxonomy to produce a system called AskHermes. The first study identified answerable questions by using two hundred annotated questions as their corpus. In this work, a few simple features were evaluated by several different machine learning algorithms, such as bag of word, UMLS [26] concept and UMSL semantic types. As well, the best performance (80.5% accuracy) was obtained by adopting bag of word and UMLS concepts as learning features in probabilistic indexing [27] .
Later, a similar methodology was used to assign labels to questions based on the taxonomy. Moreover, two different approaches were investigated, which were the ladder approach and the flat approach. In the ladder approach, a set of binary classifiers was considered. For example, a question is first predicated as 'Clinical' or 'Non-Clinical'. If it is a clinical question, a second classifier was applied to classify it into 'General' or 'Specific'. If it is a general question, it will be identified as 'Evidence' or 'No evidence'. Finally, the evidence question will be classified as 'Intervention' or 'No intervention'. On the other hand, a multi-label classifier was trained to assign one of the leaf labels to questions. The results show the SVM ladder approach is the best classifier in both methods, which achieved nearly 60% overall accuracy by adopting bag of words, UMLS concepts and semantic types as learning features. The initial question collection was extended to nearly 4700 questions which were collected in the later studies [28] [29] [30] . This question collection was maintained by the National Library of Medicine and assigned with 12 general topics. Most recently, the automatic question topic assignment was investigated [31, 32] by exploring a supervised machine learning approach (SVM) on this collection. Since one question can be assigned to multiple topics, a binary SVM classifier was adopted for each of the 12 topics by exploring some simple learning feature sets. Finally, an F-score of 76.5% was obtained by using bag of words, bigrams, UMLS concepts and semantic types as learning features.
In the open domain, the question studies are mainly based on the answer type classification since the answer types were specified by TREC, such as whether the question is asking for a person's name, date and location. The generic question template is not quite realistic for the open domain to generalize the question set, since the question set is too large to design such a taxonomy. Moreover, the answer can be found by using the answer type and grammatical relationship between the question and answer. Consequently, the generic question template is not quite helpful to the open domain. As well the work (generic question template assignment) reported here is rarely involved in the open domain. However, it is important to stress that generic question template assignment does play an essential role in medical QA systems, especially those systems that focus on some particular question templates [33, 34] . Since only a medical QA framework was described by Athenikos et al. [34] , no detailed computational classifier was designed. Furthermore, in Terol's work [33] a pattern based approach was adopted, but this is worrisome because firstly, the reliability of two training pattern generation approaches (manual and supervised) has not been discussed; secondly, the final evaluation result was doubtful because the size of the training pattern was unspecified, meanwhile the test set was not balanced as it contains 50 manually created questions based on the ten most frequent medical question types and 200 open domain questions. We argue that the appearance of medical terms in the open domain questions is less frequent than in medical questions, and the predicate structures in the ten most frequent medical question templates are less commonly present in the open domain questions. Hence Terol's strategy is less representative of the real world problem than it needs to be to yield meaningful results.
Compared to these sparse works on the medical knowledge based questions, the studies on the patient records based questions are even smaller. Before the 2010 publication of Neilsen et al. [35] , medical QA researchers [24, [36] [37] [38] focused exclusively on the literature based clinical question since physicians are urged to the use of the best evidence from scientific and medical research when faced with questions about how to care for their patients [39] [40] [41] [42] . However, we believe the previous clinical diagnoses or findings for a patient also makes a significant contribution to the current clinical decision that an attending physician needs to make. If this information can be rapidly and reliably obtained by simply asking a question, on average a better clinical decision can be made. The importance of the patient records based QA system has been discussed in [35] , but only an architecture of a multi-source (patient records and online biomedical resources) clinical QA system has been described, called MiPACQ. Unfortunately, no practical study of the patient records based questions has been published. In the following sections, we will introduce our investigation into issues such as question collection, question categorization, and question annotation, aimed at identifying the best strategies for these tasks, so as to provide a comprehensive study of questions of patient notes. As well, two elaborate classification models will be described which were designed by exploring rich learning features, such as the open domain and medical domain knowledge resources.
Materials and methods
As the specific questions of either patients or clinicians have not been explored in depth in the existing studies (Currie et al. and Ely et al.) , we need to take steps to help fill this knowledge gap by designing an ontology for clinical questions appropriate to the contents of patient notes. Our methodology follows the previous studies, however, it is more systematic as to question collection, question analysis and question classification.
Question collection
This study was conducted at the Intensive Care Unit (ICU) of the Royal Prince Alfred Hospital (RPAH), Sydney, Australia. Three main methods were applied to collect questions, namely face to face interviews, ICU visits, and a web based question collection form (integrated into the Intelligent Clinical Notes System (ICNS) [1] ). ICNS has served the ICU for 3 years, and was built to intensivists requirements so that they could selectively retrieve patient notes. Various search methods were implemented, e.g. keywords, concepts, the name of clinician, the medical registration number of the patient, the timestamp of the record, the admission time, etc. while extraction of useful information included SNOMED CT concepts, scores and measures, the corrections for misspelt words, the expansion of shorthand words and acronyms, etc. In this work, the ICNS provides a web based collection form for recording questions to assist the intensivists to identify their information needs in a given context. The information needs in this task are defined as, but not limited to, sentences with interrogative words, e.g. 'yes/no' questions, 'wh-' questions, and 'how' questions. At interviews if a statement, as distinct to a question, attempted to obtain information as part of the conversation, it was converted into a question. In this way a large extension to the initial range of questions was achieved.
In order to provide a good understanding of our work to all specialists in the ICU, at first, a meeting was held to introduce the idea of a clinical QA system in a review the ICNS. While the current retrieval system (ICNS) does not support QA, the main reason put forward for involving the ICNS in the observational studies was that it could help the clinicians to be more explicit about what information they could obtain from the patient records by simply asking questions of the system. As a result of this representation, all clinical specialists present at the meeting were willing to participate in this project, e.g. face to face interview, ICU visits, and online questionnaire.
The interviewees were invited to participate in the question gathering by the ICU administration 1 week prior the event on each of the 2 weeks the study was conducted. The interview method and objectives were introduced during the invitation. Also, three clinical specialists volunteers were used, a nutritionist, physiotherapy, and research coordinator. The interviews were conducted by two computational linguists while interviewees were operating the ICNS, for approximately 30 min for each specialist. The interview was semi-structured: the first 5 min was spent on introducing the task. Then, one computational linguist (the first author) communicated with the interviewee and asked questions according to the response of the interviewee, like 'What are you normally searching for?', 'What do you want to know about your patient?', 'How do you find the answer by performing a search?', 'Based on the search result, is there any other information you want to know?', 'What kind of information cannot be found from the patient notes by using ICNS', etc. At the same time, the second researcher was doing the note taking. Approximately 100 questions were collected from the specialists.
The majority of our questions, nearly 550 questions, were collected from the ICU visits. Similar to the specialist interviews, the clinicians who were to be involved in the ICU visit were informed 1 week prior to the visit. Each visit was conducted by two computational linguists without interrupting clinicians and occurred during the daily doctor/nursing handover, as well as the daily meeting, from which the clinical questions among clinicians were collected by note taking. During the handover, the clinicians went through every bed, and each patient status was introduced to the off duty clinicians. Meanwhile, a large number of questions were proposed by the new on-duty clinicians to gain a good understanding of each patient. Eight senior doctors and several junior doctors, as well some nurses were involved in the ICU visits which took place twice daily over 3 weeks.
Due to the busy practice environment, the questionnaire was not systematically organized. The questionnaire was available in the ICNS so that the clinicians can fill it in at anytime when they are free. Once it was submitted, it was stored into a database. Finally only a few questions were collected through the web based question collection form. The form was submitted by two specialists (one cardiologist while the other specialist's background not provided), and it contributed around twenty questions.
Question analysis
Based on the observational data, a comprehensive question study was conducted by developing the design of taxonomic and generic templates.
The main objective of this taxonomy is to contribute to the question processing engine in the clinical QA system by categorizing questions according to the answering requirements. In other words, each question class represents a unique answering strategy, which should be predicted in the question processing engine, and then this method can be applied in the subsequent processing. This taxonomy consists of three coarse grained classes and eleven fine grained classes in Fig. 2 . The detailed descriptions for each class, as well as more examples are presented in Appendix A.
Four main steps were involved in this analysis, namely taxonomy design, taxonomy revision, dual annotation, and the generation of a gold standard annotation. The initial version of the taxonomy (taxonomy annotation guideline) was designed by a computational linguist (the second author) after the question collection was reviewed. The principle of categorization is based on the answer strategy, e.g. whether the answer can be retrieved directly from the patient notes, whether the answer can be found by database value retrieval, whether the answer needs a sophisticated statistical inference model or deductive reasoning model by analyzing multiple data, etc. Subsequently, a meeting was organized to revise this draft which involved six computational linguists and one doctor. The final decision was made by the most senior of the computational linguists and the doctor. Once the taxonomy was finalized, dual annotation was done on the whole collection by another computational linguist and the doctor. Finally, the gold standard was generated by unifying these two annotation versions together, for example, if a question was assigned the same class by two annotators, then this annotation was accepted, otherwise, a discussion was held between the first annotator, the second annotator and the doctor to make the final decision. Subsequently, 100% annotation agreement was achieved (the annotation statistics are presented in Table 2 in Section 4).
The generic question templates were defined to convert the questions into a set of canonical forms by which nearly four hundred questions were generalized into 17 templates. Thus, the burden of deep language processing was reduced significantly by building answering methods for these limited templates rather than all instances of each template. Furthermore, the element and answer type of each template can be used to contribute to the document retrieval engine and the answer extraction engine.
Similar to the iterative process in the design of the question taxonomy, a three step analysis was adopted for designing the question templates. In the beginning, the draft version of the question generic templates was created by placing the questions with essentially identical structures ('Did he have a pupil dilatory response?', 'Did the patient have a picc line yesterday?', 'Does he have inner spleen lacerations?') into a single class ('Did the patient (have) X, T?') (X stands for the retrieval expression, and T stands for the time expression), which was done by a computational linguist. Subsequently, the templates and annotations were revised by another computation linguist and a doctor. Finally, the outcome of this iterative process was reviewed and finalized by these three annotators to achieve 100% annotation agreement (the annotation statistics are presented in Table 2 ).
The three most frequent templates are: 'Did the patient (have) X, T?' (122 questions, 31.6% of the 'Specific note' question), ' What was the value of X, T?' (99 questions, 25.6% of the 'Specific note' question), and 'What is the description of X, T' (74 questions, 19.2% of the 'Specific note' question).
Multilayer question classification
A machine learning approach (SVM) was adopted as the standardized classification approach to automatically classify a question according to the question taxonomy and the generic question templates. As well, two fold cross validation was chosen as the evaluation mechanism by calculating the overall accuracy and individual F-score. Learning feature selection is one of the most crucial issues to impact the performance of a machine learner. The features should be general enough to support the variation of different questions that belong to one category, and strict enough to capture the differences between questions from different categories. The feature sets which were chosen here involve five major feature sets which can be extended to create eleven feature sets if necessary: I. Unigram: each token in a question. This feature was extended to a new feature set, called 'Lemmatized unigram' in which each token was converted into its lemma form by using GENIA tagger [43] . II. Bigram: a group of two continuing tokens in a question. Similar to the 'Lemmatized unigram', 'Lemmatized bigram' is an extended version of bigram. III. Interrogative word: the first token or first two tokens in a question which commonly represent the answer type. IV. SNOMED [44] category: the SNOMED top category of each medical term in the question. The top category is generated by a ''Text to SNOMED CT'' (TTSCT) conversion process [45] and indicates the medical category of each question. Since the SNOMED concept exists in most of the questions, the SNOMED-presence feature was not considered here. V. Predicate argument structure (PAS): a predicate-argument relation between two words, which can be used to convey the meaning of a question. Two types of PASs were considered, namely the verb and its subject (ARG1), and the verb and its object (ARG2), which were generated by the Enju parser [46] . Taking a question 'Does the patient need an X-ray?' as an example, three predicate argument structures can be found: r ARG1, need, patient. s ARG2, need, Xray. t ARG2, does, need. Furthermore, this feature set was extended to another three feature sets by involving generalization and semantization: (i) Lemmatized PAS: the verbs were converted into its lemma form, as well the pronouns were changed to a canonical form, such as 'ARG1, was, patient' ? 'ARG1, be, PT'. (ii) Lemmatized PAS with SNOMED category: based on the lemmatized PAS, the noun is replaced by its SNOMED category, such as 'ARG2, need, x-ray' ? 'ARG2, need, Procedure', 'ARG2, need, Physical force'. (iii) Lemmatized PAS with SNOMED-presence: based on the PAS, if the noun is identified as a SNOMED concept, then it would be replaced by 'SCT', such as 'ARG2, need, xray' ? 'ARG2, need, SCT'.
The purpose of this feature set is to generalize the predicate argument structure feature (PAS). The medical term can belong to multiple categories, as well its semantic meaning can be represented by different concept IDs in other categories. This polysemy breaks the strength of the statistical distribution of a feature weakening its ability to assist in the classification. Moreover, the PAS with SNOMED concept ID is more specific than the PAS with SNOMED category, which makes the feature set too diverse. Since our question collection is not large, a generalized feature set should be more helpful. Thus, the PAS feature was generalized in this order: original PAS ? lemmatized PAS ? lemmatized PAS with SNOMED category ? lemmatized PAS with SNOMED-presence.
Besides, this general learning model, task dependent strategies were designed to improve the three subtasks below.
Unanswerable question filter
The unbalanced distribution (37 vs. 588) between answerable questions and unanswerable questions reflected that the machine learning approach may not be optimal for the 'unanswerable question filter'. Thus, a rule based approach was investigated to overcome this issue. A maximum of five generalization levels was used in the rules to capture the unanswerable questions, such as r Using the lemmatized the token. s Normalizing the pronoun. t Using the synonym and antonym. u Using the SNOMED category to replace the medical terminology. v Using the predicate argument. For example:
Question 1: Will the parents be having a family conference soon? Question 2: Will the family have a meeting? PAS1 = ''(V_ARG1, having, parents), (V_ARG2, having, conference), (A_ARG1, be, parents), (A_ARG2, be, having), (A_ARG1, will, parents), (A_ARG2, will, having)''. PAS2 = ''(A_ARG1, will, family), (V_ARG2, have, meeting)''. Lemmatized PAS 1 = ''(V_ARG1, have, parent), (V_ARG2, have, conference), (A_ARG1, be, parent), (A_ARG2, be, have), (A_ARG1, will, parent), (A_ARG2, will, have)''. Lemmatized PAS 2 = ''(A_ARG1, will, family), (V_ARG2, have, meeting)''. Lemmatized PAS 1 with SNOMED category = ''(V_ARG1, have, Social context), (V_ARG2, have, conference), (A_ARG1, be, Social context), (A_ARG2, be, have), (A_ARG1, will, Social context), (A_ARG2, will, have)''. Lemmatized PAS 2 with SNOMED category = ''(A_ARG1, will, Social context), (V_ARG2, have, meeting)''. Rule = r'A_ARG1, will, Social context.
In the end, 29 rules were crafted to capture the 37 unanswerable questions.
Answerable question classification
As a limited similarity can be discovered among the small class in answerable questions (e.g. 'Comparison', 'Decision Making', 'Structured', 'General', 'Reason') by exploring the above surface level features, a specific feature set was investigated to extend indicative elements by exploring the synonym and antonyms in WordNet. For example, the 'Comparison' question can be easily indicated by the adjective or adverb, like 'Was this patient negative to this treatment?', 'Did they get any worse last night?', etc. On the other hand, the 'Decision Making' question can also be easily identified by the subject and its verb, such as 'Did the patient need Morphine?' and 'Are you going to preemptively correct the International Normalization Ratio?'. The noun phrase in the 'General' question also represents its class, e.g. 'What is the history of the patient?', 'What is wrong with the patient?'. Similarly, the subject and its verb in the 'Structured' question also differ from the other classes, such as 'When did she arrive' and 'Did any new patients get admitted last night?'. Thus, when the SVM was learning the training set, these indicative elements were automatically extracted from the training set and used for building the learning model. Meanwhile these elements were extended by using the synonym and antonyms in the WordNet. When the test set was used, this new resource was adopted as a feature set to assist in the predicate generalization. This step thereby is an automation of the knowledge discovery and knowledge reuse (KD-KR) process that derives the workflow in our works. What has grown in X, T? 3 5.
What is the color of X, T? 3 6.
What is the trend of X, T? 7 7.
What was the description of X, T? 75 8.
What was the treatment for X, T? 2 9.
What was the value of X, T? 98 10.
What was the value of X, T? X vs. W? ⁄ W: Reference value 5 11.
When was the last time for the patient (having) X? 21 12.
When was the last time for the patient (having) X? And how long? 7 13.
Where is the location of X, T? 6 14.
Who was/has X, T? And how many of them? 19 15.
Who was the patient's X? 3 16.
Other 2 a Please see Appendix A for the definition of each question class, and Appendix B for more examples for different templates.
Generic templates classification
As an alternative, both the answer type and the subject of a question were considered in the design of the generic templates. For instance, if an answer requests a feature of polarity, then its question goes to the 'Yes/No' class (template started with 'Do/ Did'), if an answer requests the commentary about something, then its question goes to the 'What' class., etc. Next, these classes were subdivided into more detailed templates, e.g. for the questions that belong to the 'Yes/No' template, if its subject is a patient, then it goes to template 1 (Did the patient (have) X, T?), if its subject is something related to a patient, then it goes to template 2 (Does the patient's X have (been) Z?), for the 'what' class, if the question asks for the commentary of observational entities it goes to templates 6, 9 and 10. Hence, the question subject could be a beneficial feature for the template classification task. Similar to WordNet feature generation in the answerable question classification, the automatic KD-KR process was also used to improve the performance of the template classifier by discovering the subject of the training questions and reusing them for the learning and prediction functions. It is worth pointing out that the observational entity was extended by SNOMED CT concept coding and our inhouse measurement list.
Theory
The multilayer classification model was created to fit into a clinical QA system, which is displayed in Fig. 3 .
In the first instance, questions are sent to a pre-processing engine for proof reading which involves white space tokenization, abbreviation expansion, acronym expansion and misspelling correction. After that, an 'unanswerable question filter' which is a binary classifier is used to filter the unanswerable questions from the set of proofed questions. Next, the answerable questions are processed by an 'answerable question taxonomy classifier' (multiclass classifier) to separate them into seven subclasses of: 'Comparison', 'Decision making', 'User interaction', 'Reason', 'Structured database', 'Specific note', and 'General note'. Finally, the 'Specific note' question is classified into one of the generic question templates which will assist the document retrieval engine and answer extraction engine. The development of the 'unanswerable question filter', 'answerable question taxonomy classifier', and 'generic question template classifier' was introduced in the previous section.
Evaluation metrics

Annotation agreement
In order to evaluate reliability of the dual annotation (taxonomy annotation), Cohen's Kappa [47, 48] was used to measure the agreement between the two annotators. Kappa is calculated by the formulation of j ¼ PrðoÞÀPrðeÞ 1ÀPrðeÞ
, in which Pr(o) is the observed annotator agreement, and Pr(e) is the expected annotator agreement by chance.
Question classification
Two fold cross validation was chosen as the evaluation mechanism by calculating the precision, recall and the F-score for individual classes, as well as the overall accuracy of each classifier by using the following formulas:
1. precision = true positive/(true positive + false positive), 2. recall = true positive/(true positive + false negative), 3. F-score = 2 Ã (precision Ã recall)/(precision + recall), 4. overall accuracy = correctly classified instances/total instances.
Results
Annotation reliability and statistics
The statistics of the question taxonomy and generic question templates are presented in Table 2 . There were two templates which contained only one question each. In order to perform two fold cross validation by computational methods, these two templates were combined as one single class, called 'Other'. 
Question classification
Three SVM learners were developed in this classification task, namely 'Unanswerable question filter', 'Answerable question taxonomy classifier' and 'Template classifier' which is presented in Fig. 3 . In order to discover the best feature sets, a selective incremental method was used. If the performance benefited by one feature set, then this feature set was retained, otherwise, it was dropped. The outcomes of three series of experiments are displayed in Figs. 4-6 respectively, as determined by two fold cross-validation.
Unanswerable question filter
From Fig. 4 , it can be seen that the F-score for identifying unanswerable questions cannot be improved effectively by various feature sets in the SVM learner. The F-score for unanswerable questions was relatively low, with the highest score 30.4% by using 'Lemmatized unigram' and 'Lemmatized PAS with SNOMED-presence' as learning features. Although the rule based approach (introduced in Section 2.3.1) can achieve an F-score of 100%, its robustness is doubtful, which will be discussed in next section.
Taxonomy classification
Unlike the experiments in the 'Unanswerable question filter', the performance of the classifier profited from the feature sets (see Fig. 5 ). By investigating the initial eleven feature sets, the best overall accuracy (87.3%) was obtained by using 'Lemmatized unigram' and 'Lemmatized PAS with SNOMED-presence'. It is noticeable that only three of the feature models (2, 5 and 11) in the initial eleven feature sets perform better than the baseline unigram model indicating that this task is more difficult than expected. However, this accuracy value was boosted to 91.0% (model 12) by integrating a WordNet synonym and antonym feature into the best initial learning feature model (model 11). The detailed scores for each taxonomy class in three beneficial feature models (models 2, 11 and 12) are presented in Table 3 .
Generic templates classification
The experiment statistics of 'Template classifier' are displayed in Fig. 6 . The best overall accuracy (88.6%) was achieved by adopting 'Lemmatized unigram', 'Interrogative word (one token)' and 'Interrogative word (two tokens)', and 'Subject'. In comparison with the 'Answerable question taxonomy classifier', the PAS based feature sets did not offer any contribution to the system. This gives some confidence that the design of the templates is effective. It is also encouraging that there is only a 2% drop in overall accuracy between the Template and the Answerable Question classification process. The detailed scores for each template class in model 2, 6, and 12 were presented in Tables 4-6 respectively.
Discussion
Annotation reliability and statistics
A previous study [49] has argued that ''Kappa > 0.8 as good reliability, with 0.67 < K < 0.8 allowing tentative conclusions to be drawn''. More recent studies [48, 50] begin to adopt a much more stringent threshold of kappa statistic of 0.8 or even as high as 0.9 as the minimum acceptable level of reliability. From Table 2 , it is shown that a very good kappa statistic was obtained in dual annotation of the taxonomy classes, except the 'Ambiguous' class. This low reliability in the 'Ambiguous' class was induced because one of the annotators (the doctor) was more concerned about whether the question was asked precisely or not. For example, 'What is the patient condition?' and 'What is the status of a patient?' were labeled as unanswerable, since the doctor believed that the answer targets were unspecified. In other words, the answer can be various according to user's preferences. However, these questions were considered answerable by the other annotator (the computational linguist), which was based on the idea of that the answer target can be restricted by interacting with a user and allowing them to choose each point from a predefined list.
Question classification
By observing the three performance diagrams (Figs. 4-6) , there is no doubt that the 'Lemmatized unigram' feature set brought more contribution than the normal 'Unigram' feature set, which suggested that the variation of different questions which belong to one category was smoothed by this surface level generalization. Thus, this feature set was chosen as a competitive baseline. In contrast, the performances of these three systems were decreased when introducing the bigram level feature, namely, the 'Bigram' and the 'Lemmatized Bigram', by which the diversity in each category was increased.
On the other hand, for identifying unanswerable questions and classifying answerable questions, the reliability was improved by exploring the generalized semantic feature set ('Lemmatized PAS with SNOMED-presence'). Due to the complexity of the SNOMED hierarchy, the 'Lemmatized PAS with SNOMED category' feature set did not benefit these two classifiers, for example, many medical terms belong to multiple SNOMED categories which are used across different classification classes. The 'Template classifier' is more concerned about the syntax structures and answer types of the questions. Consequently, the overall accuracy was not increase by the generalized semantic feature set. Furthermore, a significant improvement (more than 3.0%) was brought about by adding the interrogative word as a feature in the 'Template classifier' in which the answer type is a main classification criterion.
Unanswerable question filter
A relatively stable but poor unanswerable F-score is displayed in Fig. 4 by exploring different feature sets through the SVM learner, which reflected that the machine learning approach is not optimal for this task. Thus, a rule based approach was investigated to overcome this issue. In the end, 29 rules were crafted to capture these 37 unanswerable questions based on our generalization strategies which achieved 100% F-score. However, only 16 rules were acceptable which were generalized by at least three levels of generalization, namely token lemmatization, synonym and antonym, and predicate argument. These rules cover 24 questions (all the 'Operational issue' questions, half of the 'External knowledge' questions and one third of the 'Ambiguous' questions), since common PASs can be found throughout these questions. For the remaining 13 questions, the common PASs cannot be extracted due to the failure of the parsing or uniqueness of the questions, thus, 13 rules were created with simple generalization. Through experiments, only the 'Operational issue' questions can be well covered while poor performance is obtained for the unseen 'Ambiguous' questions, 'External knowledge' questions and 'Statistical/logical inference' questions. This rule based method could be a temporary solution for the situation of a shortage of Unanswerable Questions. Once more Unanswerable Questions were available, the rule based method should be reverted to a statistical model.
Answerable question taxonomy classifier performance
From the graph in Fig. 5 and the detailed statistics in Table 3 , it is shown that the general feature does not perform well at identifying the small classes ('Comparison', 'Decision Making', 'User Interaction', 'Structured database' and 'General note'), while the larger class ('Specific note') can achieve a much better F-score (see the class frequency in Table 2 ). By adopting an extra feature set (WordNet synonym and antonym), the overall accuracy was boosted to 91.0%. Meanwhile, the F-scores for these small classes were increased by nearly 13.0%. However, drawbacks also exist in this approach, for example: 
Template classifier performance
Similar to the 'answerable question classification', the overall accuracy was improved by integrating the extra feature set ('Subject'). In comparison with the small class boosting approach used in the answerable question taxonomy classifier, the large classes (templates 1, 7 and 9) (see the class frequency in Table 2 and the class performance in Table 5 ) are improved in the template classifier. The main reason is that the F-scores for these three large classes are relatively low. If the performances of these classes can be increased, the overall accuracy can be boosted (the detailed F-scores for each template in the initial best feature model were presented in Table 5 ). Model 12 revealed that the false positives in these three large classes can be significantly reduced by introducing the 'Subject' feature set (the detailed F-scores for each template in model 12 were presented in Table 6 ). As a result, the average F-score for these three large classes was increased to approximately 90.0% due to the improvement of their precisions. Meanwhile, these false positives in the large classes would be successfully classified into the small classes to increase their recall. Finally, an overall accuracy of 88.6% was achieved in the multiclassification task. Meanwhile, a zero F-score was obtained for the templates 3 and 16. This occurs because the questions in template 16 are totally different from each other which should belong to two individual templates (mentioned in the first part of Section 4). On the other hand, the three questions in template 3 were not separated symmetrically in the two fold cross validation, for example, 'How many times has she opened her bowels in last 24 h?' and 'How often is she coughing?' was distributed in the first fold while 'How often were they bleeding?' was allocated in the other fold. However, if an extra question with an interrogative word of 'How often' was added into the last fold, a better F-score (80.0%) can be achieved for template 3.
Issues for medical QA
According to the observations from previous studies [18] [19] [20] [21] [22] and our studies, clinicians often have questions about the care of their patient. There is no doubt that sophisticated IR systems could be utilized to assist users to answer questions [21, [51] [52] [53] [54] , but the effectiveness of this method needs to be considered. IR systems, by themselves, are incapable of performing this kind of task, since they do not have the capability to convert questions into a set of search terms; as well they retrieve documents rather than answers. Thus, four major steps would be involved in the process of asking and answering clinical questions by using IR systems, e.g. 1. Recognize a question. 2. Reformulate the question into a set of search terms. 3. Search for relevant information. 4. Formulate the answer. Previous investigations [18, 30, 55] indicate the difficulties of question reformulation and the cost of time taken are two of the major barriers to have hindered search engines from answering questions. In contrast to finding answers through the IR system, a native QA system would be much more practical, from which, the answer would be returned automatically after a question is submitted. Question processing, being the first step of a QA system, not only classifies the answering method, but also identifies the answer type. Furthermore, the identifying keywords for retrieval expressions, temporal expressions, and constraint expressions are also produced for subsequent processing. As the typical QA system is precision driven, if a question is unsuccessfully decoded, no answer can be returned. In order to solve this issue, a user interaction process would need to be adopted, for example, a request for user validation in every question processing stage, if the result is incorrect, the user can suspend the following processes and provide the correct information, or rewrite the initial question in a different way. A complementary strategy could be to have a robust document processing engine to automatically map terms to their synonyms and hence expand the set of candidate documents available for answer extraction.
Currently, the electronic patient record orientated QA system is under progressive development. The question processing component has been completed and utilizes this multilayer question classification model, as well as a keywords extraction model. Most of the document processing components have already been developed, which include the proof reading processing (tokenization, misspelling correction, abbreviation & acronym expansion, part of speech tagging and lemmatization), document structure analyzer, sentence boundary detector, scores and measures detector, temporal event detector, and SNOMED concept indexer. In the near future, the document processing engine will be completed by integrating new components and assembling them. At the same time, we are planning to build an answer corpus for our question set. Once this corpus is built, the study to assess the performance of the answer extractor can be conducted.
Limitations
The main limitation of our work is that the question set is restricted by small geographical location and small group of doctors, although we believe ICUs have the most progressive use of the latest technology to improve the efficiency of daily practice. If we want to reuse this multilayer question classification system for another hospital department, such as emergency unit and general surgery unit, this processing model may need to be adapted. A further analysis is needed to determine the generalizability of our categorization method.
Conclusion
In this paper, a comprehensive clinical question study is documented which offers three crucial contributions: r The question corpus 1 which we collected can be studied for addressing different issues in the field, such as the need for a clinical question parser.
To the best of our knowledge, no parser has been designed specifically for clinical questions; meanwhile the current parser did not perform well on our question corpus. s The clinical question taxonomy and templates which we developed can be used for further QA studies, especially question processing. t The idea of introducing a KD-KR process to explore specific feature sets to improve the minimum classification was adopted. This study is a part of our larger plan, which is to design a model for a clinical QA system, which is an unexplored field. It is likely that this technology can significantly increase the efficiency of the work practices, and thereby improve the quality of medical care especially in the crucial care environment of the ICU.
has the criteria for the decision making. What has grown in the blood?
What has grown in X, T?
What has grown in the sputum?
What is the color of urine? What is the color of X, T? What is the color of sputum?
What is the color of X, T?
What is the color of stoma? What is the color of X, T?
Are her inflammatory markers up?
What is the trend of X, T?
What is the trend in haemoglobin?
What is the trend of Blood Pressure?
What is the trend of his blood sugar after he got up?
What is the trend of his PH? What is the trend of X, T? What microorganisms were cultured?
What microorganisms were have been grown?
How are her reflexes? What was the description of X, T? What are the patient's medications?
What was the description of X, T? What did his ElectroCardiogram show?
What was the description of X, T? What is her hematological status?
What was the description of X, T? What is his allergy?
What was the description of X, T? What is his neurological state?
What was the description of X, T? What was the preop echocardiogram result?
What was the description of X, T? What is the description of sputum?
What was the description of X, T? What is his emotional status?
What was the description of X, T?
Who was/has X, T? And how many of them? Who has H1N1?
Who was/has X, T? And how many of them? Who has had an adverse event?
Who was/has X, T? And how many of them? Who has had multitrauma?
Who was/has X, T? And how many of them? Who is on NG feed?
Who was/has X, T? And how many of them?
Who is the patient's regular cardiologist?
Who was the patient's X?
Who is the patient's regular nephrologist?
Who was he intubated by? Who was the patient's X?
When is Blood Sugar Level greater than 10?
Other How has she been tolerating Non-invasive Ventilation?
Other
