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I. INTRODUCTION

S
HANNON proved by random coding arguments that the channel capacity of an additive white Gaussian noise (AWGN) channel with noise variance per dimension and power constraint per dimension is bits per two dimensions (b/2D), where may represent either an average power constraint or a peak power constraint [49] . (In this paper " " will denote the binary logarithm "
.") The subsequent challenge for coding theorists and inventors has been to find structured classes of codes that can be encoded and decoded with reasonable complexity in practice, and with performance that can approach Shannon's limit.
A class of codes that has often been proposed for this channel, particularly when the signal-to-noise ratio (SNR) is large, is the class of lattice constellations. An -dimensional lattice constellation is the finite set of points in a translate of an infinite -dimensional lattice that lie in a certain bounding region , where is typically spherical or quasispherical. De Buda [8] (see also [39] ) has shown that spherical lattice constellations can in fact achieve a rate of Manuscript received September 17, 1997; revised June 24, 1999 . The material in this paper was presented in part at the 1996 International Symposium on Information Theory and its Applications, Victoria, BC, Canada, September, [17] [18] [19] [20] 1996 , and at the 1997 IEEE International Symposium on Information Theory, Ulm, Germany, June 29-July 4, 1997.
G bits per two dimensions, which is almost the desired result.
It has been recognized in recent years that, at least for codes of moderate complexity on high-SNR AWGN channels, the problems of coding (packing) and constellation shaping are largely separable [18] , [21] . That is, if is a discrete constellation consisting of the points in an infinite array that lie in a shaping region , then when is large the properties of the constellation are largely determined by the properties of . This paper will therefore focus on the coding problem-i.e., on the properties of . We expect that a good infinite array will lead to good finite constellations , although we do not prove this in this paper (but see Section IX).
We will consider infinite dense regular -dimensional discrete arrays , not necessarily lattices, and associated decoding schemes such that the following parameters are well defined:
• the volume of (i.e., the volume of -space per point of );
• the average probability of error of a given decoder for if a random point of is transmitted over an AWGN channel with noise variance per dimension.
For example, if is a lattice, or more generally an array all of whose minimum-distance (Voronoi) regions are congruent, then is the volume of a Voronoi region, and is the probability that an -dimensional independent and identically distributed (i.i.d.) Gaussian random variable with mean located at a point and variance per dimension falls outside the Voronoi region associated with . More generally, we will show that coset codes and multilevel coset codes have well-defined and . We seek the best tradeoff between the volume and the error probability function . (Poltyrev [45] has called this problem "coding without restrictions for the AWGN channel.") A fundamental lower bound on the tradeoff between and is the following sphere bound. From the law of large numbers, in order for to be small, the volume of must be larger than the volume of a "noise sphere" of squared radius . Therefore, the best possible curve of error probability as a function of would be if (1) must be large otherwise. We will say that is sphere-bound-achieving if (1) holds.
0018-9448/00$10.00 © 2000 IEEE The main result of this paper is that there exist sphere-boundachieving arrays and associated decoding schemes that have a great deal of structure, and moreover the kind of structure that has been found to be useful in actual practice: namely, may be a coset code or a multilevel coset code.
A coset code is based on a lattice partition and a block code of length over [4] , [18] . A codeword specifies a sequence of representatives for a sequence of cosets of . The coset code is then
In general, need not be a lattice. However, if is a group code over the quotient group , then is a lattice. Fig. 1 shows a typical application of a coset code on an AWGN channel. A sequence is determined by a codeword , and a second sequence is chosen independently using a shaping scheme such that the transmitted sequence lies in a quasi-spherical region . At the receiver, the received sequence is decoded as follows:
• First, is reduced to . While this -operation is not in general information-lossless, it makes the first-level decoding independent of the second-level shaping; moreover, we will argue that it is nearly information-lossless.
• Given , a decoder for finds a decoded codeword and a corresponding sequence .
• The decoded sequence is subtracted from to give . (This requires storage of until decoding of is complete; this delay is not shown in Fig. 1 .) If the decoding was correct, so that , then , so the first-level coding does not affect .
• Given , a decoder for finds a sequence of elements of .
We will prove that there exist sphere-bound-achieving coset codes , even when the receiver uses a mod-front end and multistage decoding as above-i.e., we show that it is possible to find a lattice partition and a code such that is arbitrarily close to and is arbitrarily small. The proof is quite straightforward, and is information-theoretic rather than lattice-theoretic.
• An important separability result shows that the capacity of the first level (the " channel") is simply the difference between the capacities of a "mod-channel" (the first-level channel with no restriction that ) and a "mod-channel." This result follows from the fact that the channel is "regular" in the sense of Delsarte and
Piret [10] , or simply from the fact that the channel is an additive-noise channel.
• As , the capacity of the mod-channel goes to , so that the capacity of the channel approaches the capacity of the mod-channel.
• As , the second-level decoding error probability becomes arbitrarily small, and the capacity of the mod-channel asymptotically approaches where is the dimension of and is again the volume of a "noise sphere" of squared radius .
• By the usual Shannon-type coding theorems, there exists a code with rate arbitrarily close to the capacity of the channel and a first-level decoder such that the firstlevel decoding error probability is arbitrarily small.
• We show that if the rate of is arbitrarily close to per dimensions, then has a well-defined volume such that is arbitrarily close to .
Notice that this result does not depend on the dimension of and . Moreover, while this result appears to require an arbitrarily large partition , we will show that in practice a four-way one-dimensional partition (or more generally a -way -dimensional partition ) suffices if the target error probability is of the order of . If for some prime and positive integer , then by a further result of Delsarte and Piret [10] the code may be taken as a linear code over the finite field GF in coding theorems for the channel. Because a coset code based on the one-dimensional lattice partition is a "mod-lattice," our results prove the existence of sphere-bound-achieving modlattices. The existence of sphere-bound-achieving mod-lattices was already proved implicitly in de Buda's original paper [8] , as Loeliger has observed [37] .
Poltyrev has given an explicit proof of the existence of spherebound-achieving mod-lattices in [45] , with exponential error bounds that are tight near capacity. We obtain exponential error bounds for coset codes that agree with Poltyrev's bounds for lattices. Whereas the results of both de Buda and Poltyrev are based on the Minkowski-Hlawka theorem of lattice theory, ours are based simply on the Shannon [49] and Gallager [28] channel coding theorems and the fact that the channel is "regular" in the sense of Delsarte and Piret [10] . Moreover, our results apply to more general classes of lattices and nonlattice coset codes.
Using our separability result, we are able to prove similar results for multilevel coset codes based on lattice partition chains , using sufficiently powerful block or convolutional codes over the finite alphabets , and using multistage decoding [31] with a modfront end at the th level. The chains may be standard binary partition chains such as or , and then all codes may be binary linear codes. We show how to arrange such constructions so that the multilevel coset code is a binary lattice [19] .
In practice, it is not necessary to use chains of greater depth than the standard chains or . Moreover, it appears that a powerful "probabilistic" code (e.g., a turbo code) is really needed only at the first level; for the remaining levels, low-redundancy error-correcting algebraic codes will probably suffice.
Our results for multilevel coset codes are much like those for multilevel finite-constellation codes found by Kofman, Zehavi, and Shamai [32] , [32] , and independently by Huber and Wachsmann [30] . These prior derivations are based on the chain rule of information theory, whereas ours are based on our separability result. We will compare and contrast these approaches. Moreover, Wachsmann et al. [56] , [57] have exhibited impressive performance results using binary turbo codes at each level which indicate that these multilevel results are not merely theoretical.
The organization of this paper is as follows. In Section II, we review basic lattice concepts. In Section III, we introduce mod-and channels and their capacities, and prove our basic separability result. Section IV gives simple lower bounds and asymptotes for the capacity of a mod-channel. In Section V, we use these results to prove the existence of sphere-boundachieving coset codes, lattices, and multilevel coset codes.
In Section VI, we give universal curves for the normalized capacities of the lattices that are most often used in practice, namely, , , and . The capacity of any lattice partition involving versions of these lattices may be read directly from these curves. The Appendix gives good estimates of these curves. The results of Section VI were first presented in [25] .
In Section VII, using these curves, we derive guidelines for practical coset codes that provide a theoretical basis for design choices that have proven to be successful in practice (e.g., why , , or are good partitions to use to achieve , and why four-dimensional (4-D) trellis codes have become popular). We discuss why two-level coset codes with a powerful, complex, probabilistic code at the first level and a low-redundancy algebraic code at the second level may be an attractive practical approach.
In Section VIII, we derive the exponential error bounds mentioned above. These bounds support the attractiveness of our proposed two-level approach.
Finally, in Section IX we consider spherical constellations based on sphere-bound-achieving lattices. We sketch an argument based on an improved "continuous approximation" that such constellations can achieve the true channel capacity bits per two dimensions with ordinary lattice decoding. However, our argument relies an unproved though plausible assumption as well as various approximations. Therefore, the long-standing question of whether spherical lattice constellations can achieve the true channel capacity with lattice decoding remains open.
II. LATTICES AND LATTICE PARTITIONS
In this section we first review lattice fundamentals, particularly the notions of a fundamental region of a lattice , and of reducing an arbitrary real vector to by a "mod-" map. We then state and prove the sphere bound, which motivates our definition of a sphere-bound-achieving lattice (or array), as well as a normalized "volume-to-noise ratio" parameter . Finally, we introduce sublattices, lattice partitions, and coset decompositions.
A. Lattices
An -dimensional lattice is a discrete subgroup of real Euclidean -space . Without essential loss of generality, we will assume that spans . For example, the set of integers is a discrete subgroup of , so is a one-dimensional lattice.
A fundamental region of is a region that includes one and only one point from each coset of in . Algebraically, is a set of coset representatives for the cosets of in . Every may, therefore, be written uniquely as for some and . Symbolically, we may write . Geometrically, it follows that the set of translates tile -space. Consequently, the volume of must be equal to , the volume of -space per point of . Given , the mod-map modis defined by , where is the unique element of such that . We write this map simply as (This is just a concrete way of writing the natural homomorphism from to .) A fundamental Voronoi region of is a fundamental region in which every point is a minimum-energy point in its coset , with ties broken arbitrarily. The set of translates of a fundamental Voronoi region tile -space and are a set of decision regions for a minimum-distance decoder for .
If a point is transmitted over an AWGN channel with noise variance per dimension, then the probability of error of a minimum-distance decoder for is where is the probability density function (p.d.f.) of an -dimensional zero-mean Gaussian random variable with variance per dimension. This expression holds for any lattice point and evidently does not depend on the resolution of boundary ties in . Conway and Sloane [6, p. 69] call the problem of minimizing for a given the (AWGN) channel coding problem.
B. Sphere Bound
There is a simple sphere lower bound for the channel coding problem, which in the spirit of Shannon relies on the following ideas:
• For a given , the best possible shape of is an -sphere.
• For to be small, this sphere must be larger than a "noise sphere" of squared radius .
The volume of an -sphere of squared radius , for even, is given by where . The limit for uses Stirling's approximation . By the law of large numbers, as , the probability that a Gaussian noise -tuple with variance per dimension falls outside a sphere of squared radius goes to if , whereas it goes to if . Since would be minimized for a given if were spherical, we have where is chosen so that . It follows that for large we must have if is to be small. Moreover, it is clear that if , then must be large in order for to be small. In summary, we have proved the following bound, which we call the sphere bound:
Theorem 1 (Sphere Bound): For large , the probability of error of a minimum-distance decoder for an -dimensional lattice on an AWGN channel with noise variance per dimension cannot be small unless . Moreover, if , then cannot be small unless is large.
The same argument clearly applies to any array that has a well-defined average volume per point and average error probability , since practically all decision regions must have volumes exceeding if is to be small. Therefore, we call an array sphere-bound-achieving if whenever .
C. Normalized Parameters
We now introduce some useful normalized parameters. The normalized volume of an -dimensional lattice is defined as . The normalized volume may be regarded as the volume of per two dimensions.
The logvolume of is defined as . The units of are bits per two dimensions (b/2D). The logvolume is simply a logarithmic measure of normalized volume.
The volume-to-noise ratio (VNR) of is defined as
For large , the VNR is the ratio of the normalized volume of to the normalized volume of a noise sphere of squared radius . We will find it useful to plot the probability of error as a function of , because:
• If an -dimensional lattice is scaled by while is scaled by , then 1) the volume of scales by ; i.e., ; 2) the probability of error does not change; i.e., . Thus depends only on the ratio (called the "generalized SNR" in [45] ).
• The sphere bound may be expressed as follows: cannot be small unless . A lattice is spherebound-achieving if whenever .
We will often measure in decibels. Alternatively, since we may use binary logarithms and measure in bits per two dimensions (b/2D), where is the logvolume of and is the asymptotic logvolume of a sphere of squared radius for large.
D. Lattice Partitions
A sublattice of an -dimensional lattice is a subgroup of . We will assume that also spans . . We may take , as pairs of coset representatives for the two-way partitions . Then is the set of integers in , which is a set of coset representatives for .
III. THE MOD-AND CHANNELS
We will define the mod-channel using a mod-map in the receiver front end. The input, noise, and output may then all be defined on a fundamental region of , the noise becomes -aliased white Gaussian noise, and the channel becomes an additive noise channel (mod-).
The mod-map makes the mod-channel independent of higher levels of coding and/or shaping. It is not informationlossless, but we argue that for large constellations it is nearly so.
The channel is a mod-channel with the input restricted to discrete lattice points in . We will later use -ary coset codes designed for the channel. As becomes small, the channel approaches a mod-channel. We compute the capacity of the mod-channel. We then show that the capacity of the channel is
This key separability result follows from the fact that the channel is "regular" in the sense of Delsarte and Piret [10] , which is a strong symmetry property. The channel was used by Loeliger [37] to motivate his derivation of the Minkowski-Hlawka theorem. Mod-channels were considered in [12] in connection with precoding for channel equalization. The capacity of the mod-channel in a precoding application was computed by Wesel and Cioffi [62] . We expect that there exist other prior references to mod-channels.
A. The mod-Channel
Given an -dimensional lattice and an AWGN channel with noise variance per dimension, we define the mod-channel as follows.
The mod-channel input is a point , where is any fundamental region of .
For transmission, an arbitrary lattice point is added to to form an input to an AWGN channel. The AWGN channel output is where is a white Gaussian noise variable with variance per dimension. As usual, we assume that is nonzero and finite: . At the receiver front end, the channel output is first mapped to , the unique element of that is congruent to Then since . The effect of the second input thus disappears completely.
The -aliased white Gaussian noise random variable is defined as Since , we have
Thus the mod-channel may be regarded as an additive -aliased white Gaussian noise ( -AWGN) channel, with all variables defined on . Fig. 2(a) illustrates the physical mod-channel, with two inputs and . Fig. 2(b) illustrates the equivalent additive -aliased WGN channel.
Concretely, the domain of the mod-channel is the fundamental region : the input alphabet is , the noise is the -aliased WGN variable , and the output is , again reduced mod-to lie in . Algebraically, represents the quotient group : the input is a representative of the coset of in , the noise variable is a representative of the coset , and the output is a representative of the coset , which is the sum of the cosets and . Topologically, is homeomorphic to the -torus. The reader should therefore try to think of as an -torus. For this and other purposes it is good to take as a fundamental parallelotope of . If is any generator matrix for , i.e., if then the corresponding fundamental parallelotope of is the region 
Now
becomes homeomorphic to an -torus if we connect opposite sides; i.e., if we identify the half-open -cube with the -torus .
B. Probability Density Functions
The -aliased Gaussian density function is defined as the probability density function of the -aliased WGN variable . Let be the probability density function of the Gaussian noise Therefore, restricted to is a valid probability density function.
Example 1 (
): For example, let . Fig. 3 (a) illustrates the set of one-dimensional Gaussian density functions for small and large values of . Fig. 3(b) illustrates the corresponding -aliased Gaussian densities , which are the sums of the sets of functions shown in Fig. 3(a) . The restrictions of these -periodic functions to represent the actual -aliased Gaussian probability density functions, which integrate to .
Note that as becomes small, becomes Gaussian, whereas as becomes large, becomes uniform.
Note also that for small , for all , there are at most two nearest neighbor Gaussian probability density functions that contribute significantly to .
C. Noise Differential Entropy
The differential entropy of the additive noise variable is (4) Since the input produces the output if and only if , the conditional probability density function is given by (5) In other words, the mod-channel is an additive noise channel (mod-). Consequently, we have
Lemma 2 (Conditional Entropy):
The conditional differential entropy is equal to the differential entropy of , independent of .
Proof:
D. Capacity of the mod-Channel
We can now compute the capacity of the mod-channel. It follows from Shannon's channel coding theorem that there exists a code over of any rate that achieves an arbitrarily low error probability on the mod-channel. The exponential error bounds of Gallager [28] may be used to obtain asymptotically tight bounds on the error probability for rates near capacity (see Section VIII).
E. The Channel
Given an -dimensional lattice partition , the channel will be defined as a mod-channel in which the input alphabet is restricted to the discrete set , the elements of a translate the lattice that fall in a fundamental region of . Since is the union of cosets of , there are precisely such elements , consisting of one representative of each coset of in . We will prove two key theorems about the channel, which hold for any offset :
Theorem 4 (Regularity):
The channel is regular in the sense of Delsarte and Piret, which implies that it is symmetric in the sense of Gallager, and that the sphere-bound-achieving input distribution is uniform. Moreover, if with prime, then linear codes over GF may be used in coding theorems without loss of optimality.
Theorem 5 (Capacity Separability):
The capacity of the channel is the difference between the capacities and of the mod-and mod-channels, respectively, Capacity is achieved with a uniform distribution over the input alphabet .
Delsarte and Piret [10] call a channel with transition probabilities regular if the input alphabet can be identified with an Abelian group that acts on the output alphabet by permutation-i.e., if a set of permutations can be defined such that for all and -such that depends only on .
The regularity of the channel (Theorem 4) then follows from the fact that depends only on the difference ; i.e., the channel is an additive noise channel, mod-. We make the natural identification of the input alphabet with the quotient group , and define the action of on as the natural action of on by translation-i.e.,
; then and depends only on . Gallager [28, Sec. 4 .5] calls a channel with transition probabilities symmetric if the output alphabet can be partitioned into classes such that in each matrix , every row is a permutation of every other row, and every column is a permutation of every other column. (This is the sense in which a binary erasure channel or a binary-input Gaussian channel is symmetric.)
Delsarte and Piret show that a regular channel is symmetric; the classes are the orbits of under the action of . In our case, the classes are the equivalence classes of -i.e., the representatives of each coset in . Using the Kuhn-Tucker conditions, Gallager shows that on a symmetric channel, capacity is achieved by an equiprobable input distribution [28, Theorem 4.5.2] . Therefore, the spherebound-achieving input distribution for a channel is a uniform distribution over .
Delsarte and Piret show that if a channel is regular and the input group is isomorphic to an elementary Abelian group for some prime , then the ensemble of random linear (or rather affine) codes over the finite field GF may be used in place of the usual random code ensemble in proofs of the coding theorem and in Gallager's exponential error bounds [10] , [38] , thus dramatically generalizing Elias' result that random binary linear codes may be used in place of random codes for the binary-symmetric channel [11] , [28, Sec. 6.2] , or Gabidulin's [27] more general result for symmetric channels with finitefield input alphabets. More generally, one may use ensembles of group codes over .
In our context, this implies that if is isomorphic to , then in coding theorems for the channel the usual random codes may be replaced by random linear codes over GF . Moreover, no expurgation of "bad" codewords is required.
Remark 1:
While the only action considered in Theorem 4 and in the rest of this paper is translation, the Delsarte-Piret result is more general. For example, consider the lattice partition . Instead of identifying the input alphabet with , we may identify with via and we may define the corresponding permutation group by and . Then it can be verified that this defines an action of on , and furthermore, since by reflection symmetry, depends only on . Consequently, the ensemble of random linear codes over GF , or equivalently pairs of random binary linear codes, may be used in coding theorems for the channel. (We shall see later that coding for the channel should suffice to approach capacity in practice.)
Even more generally, this group-theoretic development may be extended to channels, where is any geometrically uniform partition [22] .
Given that the sphere-bound-achieving input distribution is uniform, it is straightforward to compute the capacity of the channel. With an offset , the conditional probability density function is . Thus from Lemma 2, we have again . To compute , we observe
If the input probability distribution to a channel with offset is uniform, then the output probability density function is where . The differential entropy of this distribution is where is the differential entropy of restricted to . Proof: If the input distribution is uniform, then the output density is the -periodic infinite-support -aliased Gaussian density restricted to and scaled by , since
For the second part, noting that is the disjoint union (mod-) of fundamental regions of , we observe that we may regard as the sum (mod-) of two independent random variables and , where is a uniform discrete -ary random variable with entropy , while is a continuous random variable over with density , and thus with differential entropy . Therefore, .
We conclude therefore that
Theorem 7 (Capacity of the -Channel):
The capacity of the -channel is where and are the differential entropies of -and -aliased WGN densities, respectively.
Since
, our capacity separability result (Theorem 5) follows. We remark that while we have defined the channel as a restriction of the mod-channel, the mod-channel may alternatively be regarded as the limit of a -channel for fixed as goes to zero-i.e., as a channel. In the limit, the alphabet becomes the entire fundamental region , and the -periodic output density becomes -periodic; i.e., constant. The capacity loss due to using the discrete signal set rather than is precisely the capacity of the mod-channel. This loss becomes arbitrarily small as goes to zero, and thus goes to .
F. Alternative Proof
We now present an alternative, instructive derivation of the capacity separability theorem along lines suggested by a reviewer.
As shown in Fig. 4 we have a uniform-input mod-channel, so ; • From to we have a uniform-input modchannel with random offset . Given , the offset may be subtracted at the receiver, so the capacity of the channel with offset is independent of : . Hence
Remarks : 1) Following this proof, it is clear that the capacity separability theorem holds for any additive-noise channel, not just for AWGN channels.
2) This argument shows that if we have a mod-channel, and code separately for on the mod-channel (with a mod-receiver front end) and for on the channel, then capacity is not reduced. This foreshadows later results for multilevel codes.
3) This proof resembles the well-known proof using the chain rule that multilevel codes with multistage decoding can achieve capacity, or at least the "equiprobable-input" capacity. Here the argument would be that since we can code for at a rate up to , decode with negligible error probability even in the presence of interference from , and then, given at the transmitter and receiver, code for at a rate up to and decode with negligible error probability.
From this perspective, what our argument adds is the observation that is sufficient for , so with the modmap we can completely eliminate interference from with no loss of information (in addition to other benefits, such as making the channel highly symmetrical).
The philosophical difference between our approach and the chain-rule approach is perhaps best illustrated by the fact that the chain-rule argument works perfectly well with the alternative decomposition whose practical utility is much more questionable (despite the encouraging results of [56] and [57] ).
4) By an extension of this development, we can argue that the output of the mod-map is quasi-sufficient in the usual AWGN channel context illustrated in Fig. 1 . Whereas in Fig. 4 the second-level input is uniform over , in Fig. 1 the distribution of the second-level input will typically be Gaussian-like. If the SNR is large, however, then the distribution of will typically be quasi-uniform on the scale of . Then, following the arguments in the proof of Lemma 8, will be almost -periodic, so will be almost conditionally independent of given , the output of the mod-map will be a quasi-sufficient statistic for , and the mod-map will be almost information-lossless; i.e.,
. Thus we expect that at large SNR's we can obtain arbitrarily small error probabilities at rates arbitrarily close to the AWGN channel capacity even with use of the mod-map and multistage decoding.
IV. BASIC PROPERTIES OF
We now give lower bounds and asymptotic properties of the capacity of the mod-channel, which hold for any . These properties will suffice to prove our main results.
A. Lower Bounds and Asymptotic Behavior
It is intuitively evident that as the noise variance becomes large, the mod-channel becomes very noisy and its capacity goes to zero. On the other hand, as
• the mod-channel becomes very clean;
• the -aliased density approaches the Gaussian density ; • the differential entropy approaches that of , namely, ;
• the capacity thus goes to
In terms of the volume-to-noise ratio (VNR) , this can be expressed as These properties are formalized in the following theorems: Proof: From the fact that the -aliased WGN density is obtained by passing a Gaussian variable with density through a many-to-one mod-map, we have , since and are the differential entropies of and , respectively. Since the variance of is strictly less than , the inequality is strict. However, as , the effects of aliasing become insignificant, the -aliased Gaussian density approaches the Gaussian density , and . Again, the error probability must approach zero monotonically because the mod-channel with noise variance is a degraded mod-channel with noise variance .
In summary, is strictly lower-bounded by the piecewise-linear curve (6) The breakpoint occurs at , the sphere-bound limit. For any lattice , approaches the first asymptote as , and the second as .
B. Normalized Capacity
A version of is any lattice that can be obtained from by scaling and/or orthogonal transformation (change of basis). Sometimes it is helpful also to regard an -fold Cartesian product as a version of . Since and are invariant to orthogonal transformations, it is clear that is invariant to orthogonal transformations. As for scale invariance, if we scale by and by , then is unchanged. Since , it follows that depends only on the VNR , which determines the ratio . We therefore define the normalized capacity of as a function of by
a universal function that is invariant for any version of . Moreover, by normalizing capacity in bits per two dimensions (b/2D), we make it invariant under Cartesian products, since by the additivity of mutual information so From Theorems 9 and 10 we have the following lower bounds and asymptotes:
• , and as ; • , and as (or ).
In other words, for any lattice , as , eventually increases by 1 b/2D for each factor of (3.01 dB) increase in , and approaches . Fig. 5 shows the computed normalized capacity curve for the integer lattice , which is also the normalized capacity curve for for any . (This curve was computed in a different context in [62] .) The piecewise-linear lower bound is also shown. Note that the lower bound is approached within about 0.1 b/2D at (1.5 dB), or 1/2 b/2D, and at ( 1.5 dB), or 1/2 b/2D, respectively. Note also that 0.3 b/2D.
C. Probability of Error
Among all versions of a lattice , the decoding error probability is also clearly a function only of the VNR . Since we may normalize the error probability under Cartesian products by defining the normalized error probability (per two dimensions) then Fig. 6 plots the normalized error probability curve for the one-dimensional integer lattice , or indeed for for any . Note that at 4.5 dB, and at 7.7 dB. We also show the curve for a sphere-bound-achieving lattice, a vertical line at the sphere-bound limit (0 dB). For plots of the sphere lower bound for various (namely, the error probability that would be achieved if the Voronoi regions were -spheres of volume ), see [51] .
V. SPHERE-BOUND-ACHIEVING COSET CODES
We now show that we can construct a sphere-boundachieving coset code with volume-to-noise ratio arbitrarily close to and arbitrarily small, based on any lattice partition such that is sufficiently small and is sufficiently large. Such a sphere-bound-achieving coset code is not necessarily a lattice, and for practical purposes there is no need for it to be so. However, by choosing in a certain way, it becomes a lattice. We thereby obtain a simple proof of the existence of sphere- bound-achieving lattices, as previously shown by de Buda [8] and Poltyrev [45] by use of the Minkowski-Hlawka theorem.
Second, the separability result of Theorem 7 shows that these results continue to hold for multilevel coding and multistage decoding using any multilevel refinement of , which allows us to prove the existence of sphere-boundachieving binary lattices based on standard partitions such as .
A. Coset Codes
A (block) coset code is defined as follows. Let be an -dimensional lattice partition, and let be a set of coset representatives for the cosets of in . Let be a block code of length over ; i.e., a subset of . Then is the set of all elements of that are congruent to some codeword in for some
The alphabet is a group isomorphic to under addition . If is a subgroup of -i.e., a group code [24] -then the coset code becomes a group-i.e., a lattice. In general, however, we need not endow with group structure and we need not insist that be a group code, unless we insist that be a lattice.
Since the set of all that are congruent to a particular codeword is the coset of , is the union of cosets of This implies that has a well-defined volume
Since the rate of the code in bits per two dimensions is we have
The normalized volume of is, therefore
Thus we obtain a simple expression for the logvolume .
Lemma 11 (Logvolume Lemma):
The logvolume of a coset code based on a lattice partition and a code of rate bits per two dimensions over is
The logvolume thus lies between and in the simple proportional manner determined by that is illustrated in Fig. 7 .
A coset code may alternatively be defined using a convolutional code of rate over , in which case is a trellis code. If is regarded as a group isomorphic to and is a convolutional group code, then is a group trellis code, which is a kind of infinite-dimensional lattice. It is shown in [18] , using the concept of "time-zero lattice," that a trellis coset code has a well-defined normalized volume and logvolume ("normalized redundancy"), and that Lemma 11 continues to hold in this case.
B. Sphere-Bound-Achieving Coset Codes
To construct a sphere-bound-achieving coset code , we start with any lattice partition such that
• is small enough that , which by the capacity separability theorem implies that
• is large enough that . We will show that this condition implies that since otherwise would violate the sphere-bound limit.
We choose a code over with rate arbitrarily close to bits per two dimensions, such that on the channel the first-level error probability is arbitrarily small. The existence of such a code is guaranteed by Shannon's channel coding theorem for the channel. We use multistage decoding of as described in Section I, not maximum-likelihood decoding. The first-level decoding determines a coset . To complete the decoding of , a second stage of decoding is required to find the minimum-distance point in this coset. The second-level error probability is . The total decoding error probability is denoted by , and by the union bound is upperbounded by Thus is arbitrarily small if both and are arbitrarily small. By the logvolume lemma, the capacity separability theorem, and our choices of and , the logvolume is given by 
C. Sphere-Bound-Achieving Lattices
We now show that Theorem 12 may be extended to give a simple proof of the existence of sphere-bound-achieving lattices. Our proof is based on the Delsarte-Piret coding theorem for linear block codes over GF on the -ary symmetric channel, rather than on the Minkowski-Hlawka theorem. However, as Loeliger [37] has observed, the standard proof of the Minkowski-Hlawka Theorem (cf. [8, Appendix] or [52, pp. 534-535] ) is also based on mod-lattices constructed using block codes over GF over lattice partitions . We use a one-dimensional lattice partition that is a scaled version of , where is a large prime. The quotient is then isomorphic to the group , which when is prime is actually a finite field GF . We use a random linear block code over GF as our code over (choose all components of all generators at random from GF ). Then
• The resulting coset code is a "mod-" ("generalized Construction A") -dimensional lattice [6] .
• By the Delsarte-Piret linear coding theorem, Shannon's coding theorem and Gallager's exponential error bounds remain valid for the regular channel using random linear codes over GF . For practical purposes, there is no great advantage to being a lattice. However, if is a lattice, then all decision regions are congruent, so we can say that is the probability of error given an arbitrary transmitted point in , rather than just the average error probability over all points. Also, if is a lattice, then we may consider mod-or channels.
D. Discussion
There is nothing difficult or exotic about these theorems. They depend only on Shannon's channel coding theorem, the asymptotic properties of , and, for Theorem 14, the strong symmetry properties of the channel. Theorem 12 verifies de Buda's claim that "some optimal codes have structure." Indeed, the coset codes of Theorem 12 are considerably more general than de Buda envisioned, as well as more attractive for practical applications. In the next subsection, we will see that multilevel codes with even more structure can still achieve the sphere bound.
Theorem 12 would hold equally well on a mod-channel rather than a channel-i.e., if we used a random code over an entire fundamental region rather than over a discrete -point subset . From a practical point of view, using the channel is more attractive, and the cost is negligible provided that is small enough that is negligibly small.
The lattices and may be versions of standard lattices in low dimensions; indeed, there is no reason not to choose versions of the integer lattice , and there is no reason not to choose . From Fig. 5 , we see that is about 0.1 b/2D when is about 1.5 dB (or is about 1/2 b/2D), so from a practical point of view, does not need to be extremely small relative to . On the other hand, the error probability when is about 7.7 dB. We conclude that may be chosen as an appropriately scaled version of a partition (or less; see the practical guidelines below) and still meet the above criteria in a practical sense.
If is taken to be a group isomorphic to and the code is a group code over , then the resulting coset code is a lattice. We conjecture that the Delsarte-Piret results may be generalized to show that random group codes over can achieve the capacity of a regular channel. Then Theorem 14 would hold for lattices constructed from random group codes over , which would be a much more general class of sphere-bound-achieving lattices than "mod-" lattices. We do not pursue this approach because the multilevel Constructions D and E below achieve the same effect.
E. Sphere-Bound-Achieving Multilevel Coset Codes
A practical objection to the sphere-bound-achieving coset codes of Theorem 12 could be that the order of the lattice partition is unbounded. (As we have seen, in practice need not be large.) We will now see that multilevel coset codes can achieve capacity using multiple small partitions, even binary partitions.
Suppose that is a lattice partition that can be refined into a lattice partition chain . Then it follows immediately from the capacity separability theorem that:
Theorem 15 (Lattice Partition Chain Capacity):
If is a lattice partition chain, then
The significance of this theorem is that the sphere bound may be approached just as closely by a multilevel coset code based on the lattice partition chain and multistage decoding as by a single-level coset code over . Fig. 8 illustrates a multilevel coset code with multistage decoding. For each partition in the lattice partition chain a code over selects a sequence of coset representatives in a set of representatives for the cosets of . It is helpful to think of each alphabet as being used by a different user. The symbols from each user are summed at the channel input to form a coset representative for a coset of in , which may be reduced to a fundamental Voronoi region if desired. Finally, an element is added to . At the receiver, the received symbol is first reduced , which removes all dependence on lower levels, and then a decoder for the first-level code decodes the sequence of first-user symbols . The decoded first-user symbols are then subtracted from the received symbols (again, this involves a delay which is not shown in Fig. 8 ). This removes any dependence of lower levels on the first level, provided that decoding is correct. The second through th levels are then decoded in the same way. The last step is to decode the symbols using a decoder for . Consequently, coding and decoding are performed independently at all levels. By Shannon's channel coding theorem, it is possible to choose the code rate of the th-level code to be arbitrarily close to the capacity at that level and to decode with an arbitrarily small error probability, provided that decoding at previous levels has been correct. By the union bound, the overall probability of incorrect decoding is upper-bounded by the sum of the probabilities of incorrect decoding at each of the levels, which can be made arbitrarily small. A similar result for finite-constellation multilevel codes was derived in [32] and [33] , and independently in [30] and [57] . Those developments were based on the chain rule of information theory, whereas our development is based on our capacity separability theorem. By using mod-receivers, or equivalently by thinking in terms of infinite constellations, we have eliminated edge effects and developed universal capacity curves for the types of lattices most often used in practice, thus obtaining results that are somewhat cleaner and more general. Nonetheless, our results for multilevel coset codes are conceptually and qualitatively quite similar to these prior results.
As pointed out by a reviewer, the notion that each coding level in a multilevel code may be thought of as a different user suggests possible connections with multiuser information theory, specifically with the Gaussian multiple-access channel (see, e.g., [47] ). However, there are important differences between multilevel coding and multiple-access channels. In the former case, the different "users" are tightly synchronized in both time and in amplitude/phase, whereas in the latter user synchronization is in general infeasible. Moreover, in multilevel coding, as in Fig. 8 , all "users" operate independently without interference from other users, whereas on a multiple-access channel, even with a single receiver, the best one can do in general is successive cancellation, where each user suffers interference from as-yet-undecoded users. We therefore doubt whether deep connections can be made between the two theories. However, some connections may be possible; e.g., multilevel coding might be used by each user in the "rate-splitting" idea of [47] .
F. Sphere-Bound-Achieving Binary Lattices
We now develop a multilevel analog to Theorem 14, using a "Construction D lattice" [1] , [6] .
We use a one-dimensional lattice partition chain that is a scaled version of , where is an integer. Then GF for all . We construct a set of nested random binary linear codes as follows. We randomly choose binary -tuples , and let be the code generated by the first generators . We choose large enough so that for there is a code in this set with rate arbitrarily close to . Using the nested binary linear codes we construct a multilevel "Construction D lattice" as follows:
where " " denotes ordinary addition in . It is easy to see that is in fact a lattice. A "binary lattice" is defined in [19] as an -dimensional lattice such that is a lattice partition chain for some integer . A Construction D lattice is evidently a binary lattice.
For our purposes has the same properties as a multilevel coset code based on and the codes , except that must be a lattice. In particular b/2D Also, decoding at the th level given the decoded binary coefficients at all previous levels can be performed by decoding the coset code based on and ; the probability of error will then be . The Delsarte-Piret linear coding theorem holds for each random linear code , since the th-level channel is regular, and, therefore, the decoding error probability may be made arbitrarily small at each level.
Of course, we again choose large enough and small enough that and , so that
The total rate is then arbitrarily close to , so . By the union bound, the probability of any decoding error at any level (including is arbitrarily small. Therefore, we have proved
Theorem 17 (Existence of Sphere-Bound-Achieving Binary Lattices):
For an AWGN channel with noise variance per dimension , there exists a Construction D lattice based on a chain of two-way one-dimensional lattice partitions and nested binary linear codes of length such that is arbitrarily close to and is arbitrarily small.
Multilevel constructions based on and binary codes are more attractive for practical applications than constructions based on and -ary codes, as in the Minkowski-Hlawka theorem and "de Buda's result." We will see that two-level constructions based on suffice for practical purposes.
Finally, Theorem 17 may be extended straightforwardly to "Construction E lattices" [3] , [6] based on higher dimensional chains such as , , , and so forth.
VI. NORMALIZED CAPACITY CURVES
In this section we study the normalized capacity and probability of error functions in more detail, for design guidance. Many of these results were presented in [25] .
We first show that if is a sphere-bound-achieving lattice, then the normalized capacity curve must approximately attain its lower bound (6) everywhere This result suggests that the closeness of the curve to this lower bound is a measure of goodness of a lattice for the problem of infinite-constellation coding on the AWGN channel. For a lattice with positive coding gain, we thus expect to lie between and the lower bound . We have already given curves for and , the normalized capacity and error probability curves for integer lattices (Figs. 5 and 6). Here we give curves of normalized capacity for the lattices (the two-dimensional hexagonal lattice) and (the four-dimensional checkerboard lattice). Although they fall below , they are not very different. We also give two first-order approximations to that are valid for large and small , respectively, which are derived in the Appendix. We shall see that they compare quite well to the computed curves for , , and .
A. Normalized Capacity for Sphere-Bound-Achieving Lattices
We first observe that Theorem 13 implies that sphere-boundachieving lattices must approximately achieve the lower bound (6) everywhere.
Theorem 18: If is a sphere-bound-achieving lattice, then for all
Proof: If is a sphere-bound-achieving lattice, then for , so . By Theorem 13 and the monotonicity of for and of for , the normalized capacity must therefore approximately achieve its lower bound everywhere.
Consequently, if is a sphere-bound-achieving lattice and is a sublattice, then there is no appreciable loss of capacity if we use a channel rather than a mod-channel.
B. First-Order Estimates
For large , the first-order estimate derived in the Appendix has the following intriguing form, which somewhat quantifies Theorem 13.
Theorem 19 (Large-Estimate): For large
It appears likely that this estimate may actually be an upper bound on , but we have not been able to prove this conjecture. In any case, this expression indicates how close remains to its lower bound when is small. The small-first-order estimate derived in the Appendix also has an intriguing form:
Theorem 20 (Small-Estimate): For small
Here is the dual lattice to , defined by for all Since , Theorem 20 says roughly that However, it is doubtful whether there is any deep significance to this estimate.
C. Normalized Capacity Curves
Fig . 9 shows the normalized capacity compared to these largeand smallestimates. We see that the large-estimate is quite accurate down to (0 dB); it overestimates by about 3% at 3 dB and 17% at 0 dB. The small-estimate is even better; at 0 dB, it underestimates by less than 5%, and even at 3 dB, it underestimates by less than 12%. Fig. 10 shows similar curves for the hexagonal lattice . They do not differ much from those for ; in particular, , compared to . In this case the large-estimate is good down to about 1 dB, while the small-estimate is good up to about 1 dB, although it is now an overestimate.
Finally, Fig. 11 shows similar curves for , which are still not very different from those for ; in particular, . In this case, the large-estimate is again good down to below 0 dB, while the small-estimate is notably less accurate than in the previous two examples.
D. Normalized Probability of Error Curves
The union bound estimate for is [21] 
where is the (nominal) coding gain of , is the minimum squared distance between points in , is the kissing number of , , and is the Gaussian probability of error function.
Since and , the union bound estimate for is
Comparing this equation with (7), we see that the curve for may be obtained from the curve for by moving the latter to the left by (in decibels) and up by a factor of (on a log scale). At very low , the curve is nearly vertical, and the required to achieve a given is reduced by almost the entire nominal coding gain . However, at , the slope of the curve is nonnegligible, and the effective coding gain is reduced from the nominal coding gain by about 0.2 dB for every factor of increase in relative to , if is not too large. For example, the nominal coding gain of is (1.5 dB), but since , the effective coding gain of at is only about 1.2 dB.
VII. PRACTICAL GUIDELINES
A significant contribution of Wachsmann et al. [56] , [57] was to take seriously the prescriptions of information theory for the design of finite-constellation multilevel coset codes. In a similar spirit, we now discuss the implications of our results for the practical design of infinite-constellation coset codes and multilevel coset codes. The guidelines that we suggest resemble those of [56] and [57] in many respects.
The kinds of questions that we are interested in are: How should we choose the top lattice and the bottom lattice ? What dimension should we use? When and how should we refine into a partition chain and use multilevel coset codes? We define a target error probability , usually of the order of , and we aim to construct a coset code that approaches the sphere-bound limit as closely as possible while achieving . We define as the value of for which ; then the maximum possible effective coding gain at the target error probability is . For example, since at 7.7 dB, the maximum possible effective coding gain at is 7.7 dB. At , the maximum possible effective coding gain is 4.5 dB.
A. Design Guidelines for Coset Codes
For the bottom lattice , the requirement for no further coding at lower levels is that , which according to Theorem 13 will ensure that as well.
If is a version of , then this requirement is simply . More generally, we define the effective coding gain of a lattice that achieves at as
The bottom lattice requirement then generalizes to
Requirement 1 (Bottom Lattice): To achieve , must satisfy
Similarly, we define the effective coding gain of a coset code that achieves a given at as
Since by Theorem 11 we have it follows that with approximate equality if and only if Requirement 1 is met with approximate equality. In words, the effective coding gain of in bits per two dimensions is not more than the effective coding gain of the bottom lattice plus the code rate in bits per two dimensions.
In turn, the code rate is upper-bounded by the normalized capacity of the channel. We have seen that if the top lattice is chosen so that , then , , and the effective coding gain approaches its upper limit . The basic requirement on the top lattice is thus
Requirement 2 (Top Lattice):
must be small enough that . In particular, must be less than .
In practical applications, there are usually reasons for desiring that not be too small, or equivalently that the density of not be too great. For practical implementation, it is desirable that the number of constellation points not be too large. Moreover, tentative decisions are often made on elements of for immediate feedback into tracking loops. The accuracy of these tentative decisions is determined by the raw error rate . We define the code redundancy as bits per two dimensions. Since by Lemma 11, , we have or equivalently
It follows that the top lattice is times as dense in as a version of with the same logvolume as . The 2-D constellation expansion ratio (CER) is therefore [18] CER We will assume as a design objective that CER , or equivalently the code redundancy , should not be any larger than necessary.
There is a tradeoff between and that may be expressed as follows. Therefore, it appears that choosing the top lattice as a version of with 0.5 b/2D ( 1.5 dB) is a good engineering choice. At this value of , the raw error rate is about per two dimensions (i.e., 8.5% per dimension), which may be marginally adequate for tentative decisions.
At , there is therefore a spread of about 9.2 dB (3.1 b/2D) between the desired normalized values of 1.5 dB and 7.7 dB of the top and bottom lattices, assuming that they are both versions of . This implies that partitions of the type will not suffice at this error rate. Partitions that have an adequate spread in this sense are
where is the standard eight-way partition used in Ungerboeck-type 2-D trellis codes [55] . In all cases, the code redundancy should be about 0.5 b/2D. We note that the eight-state 2-D trellis code used in the V.32 modem [59] uses the partition and has a code redundancy of 1 b/2D, which from this analysis is larger than necessary.
At , the minimum is only 4.5 dB, so the desired spread is only about 6 dB (2 b/2D), which can be met by partitions of the type , with which we can use binary linear codes. The code redundancy should still be about 0.5 b/2D. Conversely, if
, then a larger partition like will be required.
If instead we use versions of as the top and bottom lattices, the required spread is reduced by the effective coding gain of , which is about 0.5 dB at ; thus the spread needs to be only about 8. The former is preferable, since the rate of the a code based on will have to be higher, say 2.5 b/2D instead of 2.0 b/2D. The code trellis may therefore need more states to get the same performance, and will have 32-way rather than 16-way branches, so the decoding complexity will be higher. (Decoding is trivial.) The only cost is that the spread is effectively 0.1 b/2D poorer, due to the fact that the effective coding gain of is 0.1 b/2D less than its nominal coding gain.
More generally, we can conclude that if there is an -dimensional lattice with the same minimum distance as but less volume (higher density), then it will be modestly preferable to code over rather than over . This is in fact the choice that Wei [60] and other trellis code designers have made.
The partition is actually used in the 64-state 4-D Wei code, which is the most powerful code included in the V.34 modem [61] . In general, Wei 4-D codes have a normalized redundancy of 0.5 b/2D [60] , which as we have seen is a good choice from the point of view of the tradeoff between constellation expansion and coding gain.
Does the dimension of matter? On the one hand, for Cartesian product partitions , a code over may be used symbols at a time to code over , so there is no real difference. Moreover, one-dimensional partitions are attractive for implementation, and there is no great penalty to using, e.g.,
, and letting be much greater than if necessary. On the other hand, a desired spread is more easily achieved in two or four dimensions, where the partitions are finer grained, at the cost of increasing . We conclude that dimension does not make very much difference, although in general it seems desirable to choose to be a simple low-dimensional partition. What appears to be more important is to choose the code redundancy correctly, perhaps of the order of 0.5 b/2D.
In traditional trellis codes such as those of Ungerboeck [55] and Wei [60] , the code redundancy is fixed at 1 bit per dimensions, which links and ; to achieve 0.5 b/2D with this constraint requires a 4-D code. But this constraint is unnecessary. For example, one could use a binary code of dimensionless code rate with the eight-way partition in order to get 0.5 b/2D.
B. Design Guidelines for Multilevel Coset Codes
We consider standard chains of two-way lattice partitions such as , , or , for which we can use binary codes at each level. This has been the approach taken in most previous work on multilevel codes-e.g., Constructions B-E [5] , [6] , [26] , [29] , [31] , [35] , [46] , [56] . We consider also combining levels.
We continue to aim for a target error probability of , and we aim for a top lattice with 1.5 dB, where 0.1 b/2D.
1)
: We first consider the one-dimensional chain . For simplicity, we now refer to these lattices as , , and , respectively, with the scaling implicit. The values of (in bits per two dimensions and decibels) and capacity (in bits per two dimensions) for each lattice is b/2D, dB b/2D
1.5 dB 4.5 dB 10.5 dB Thus 1.392 b/2D and 1.996 b/2D, which implies dimensionless code rates of about and on the two levels, respectively. The coding problem is thus very different on the two levels. The bottom level does not require a very powerful code, since the raw error rate of the middle lattice is about . In fact, this raw error rate needs only to be driven down to about , and furthermore soft decisions can be used, so the code minimum distance can be quite small. The problem is to do this with zero redundancy!-or rather, with as little redundancy as possible. In fact, prior multilevel code designs have often used a single-parity-check code with minimum distance on the lowest level, or at most an extended Hamming code with minimum distance .
At the top level, the coding problem is to approach the capacity of the binary one-dimensional channel with -aliased WGN when the capacity is of the order of 0.7 bits per dimension (b/D). Indeed, prior multilevel code designs have often used a powerful code of dimensionless rate of the order of 0.5 b/D at the top level, and prior authors have often remarked that performance and complexity are both dominated by this level.
2) : We next consider the two-dimensional chain , which just suffices to approach capacity at if we set The coding problem again differs considerably on the three levels. The bottom level again requires a weak code with as little redundancy as possible, and the top level requires a powerful code of rate near . The middle level requires a high-rate code ( ) operating at a fairly high raw error rate ( per two dimensions), so its design is also challenging.
We may consider the option of combining levels. If we combine the first and second levels to code over , then the problem is no different from coding over as in the one-dimensional case. The fact that in two dimensions we need code only over rather than at the bottom level may however somewhat reduce coding complexity and delay, so this approach may be attractive.
If on the other hand we combine the second and third levels, then we have the problem of coding over at a dimensionless code rate close to when the top lattice has a fairly high raw error rate ( per two dimensions), which appears to be no more attractive than the original middle-level problem.
3) : Finally, let us consider the four-dimensional chain , which just suffices to approach capacity at if we set . We note that the and curves appear to be related such that the capacity of two adjacent steps such as and is more or less equal.
In this case it appears that it might be desirable to combine the first three levels and to code over the eight-way partition with a code whose dimensionless rate is about . This could be a ratebinary convolutional code, such as is used in the Wei 16-state 4-D V.34 code [60] , but much more powerful. Since the raw error rate of will then be of the order of , the second-level code can be a weak code of as high a rate as possible over . A simple two-level code of this type was actually proposed for the V.34 modem [13] .
C. Discussion
We may briefly summarize our conclusions as follows. To construct a coset code with approaching the sphere-bound limit and error probability less than some target error probability : 1) One may use the partition down to , down to , and down to very low , or alternatively Cartesian products of these partitions. It can be advantageous to replace the bottom lattice by a denser superlattice with the same minimum distance; e.g., rather than .
2) The code redundancy should be of the order of 0.5 b/2D to achieve a reasonable tradeoff between coding gain and constellation expansion. 3) An attractive multilevel approach may be a two-level code over a chain , where the middle lattice is chosen to have a raw error rate of the order of -, so that the bottom-level code may be a simple high-rate code. Performance and complexity will then be dominated by the top-level code, which is simplified by being over the symbol alphabet rather than over . 4) We do not expect codes over partitions of to be much better (or worse) than codes over partitions of , since and .
Our first conclusion is consistent with the practical Euclidean-space trellis codes designed by Ungerboeck [55] and subsequent inventors. Our second conclusion has come to be appreciated in the decade since [18] , and in our judgment accounts for the current popularity of Wei-type 4-D trellis codes [60] . Our third conclusion remains to be practically exploited.
Our final conclusion is consistent with limited results to date (see, e.g., [20] ) on trellis code constructions over hexagonal lattices, as well as with mathematical constructions of dense lattices (e.g., the coexistence of binary and ternary constructions of and , and the modest superiority of the -based lattices and in their respective dimensions [6] ).
VIII. EXPONENTIAL ERROR BOUNDS
In practice it is not possible to use a code with rate equal to capacity. Often the "computational cut-off rate" is taken to be the "practical capacity" [43] , although recently turbo codes [2] and low-density parity-check codes [42] have shown that low error probabilities can be obtained for rates well above . One might be concerned, particularly with multilevel codes, that the gaps from capacity at each level might add up in such a way as to seriously degrade the practically achievable VNR of a coset code .
In this section we will address this concern by computing Gallager's exponential error bounds [28] for coset codes over channels. When is small and is large, we obtain Poltyrev's sphere-packing and straight-line error exponents [45] . If is isomorphic to , then these coset codes can be lattices, and Poltyrev's bounds for optimal lattices may be obtained from the Delsarte-Piret linear coding theorem rather than the Minkowski-Hlawka theorem.
These bounds imply that is only a factor of (1.68 dB) away from the Shannon limit on a high-SNR AWGN channel, as has been observed by authors since Shannon [50] . Moreover, can be straightforwardly achieved by sequential decoding of trellis coset codes over channels [41] , [44] , [58] . Finally, these results support the approach suggested in the previous section, i.e., a two-level approach based on a two-level partition chain , where the top level uses a "probabilistic" code and the bottom, a low-redundancy "algebraic" code.
A. Bounds for Small
We compute Gallager's exponential error bounds for an -dimensional channel, where again we assume sufficiently large and sufficiently small. It will be convenient here to use units of nats rather than bits.
Gallager's bounds are expressed in terms of the Gallager function [28] , defined for the channel by where we use the fact that the equiprobable input distribution maximizes , since the channel is regular and hence symmetric [10] .
We evaluate this function by approximating by , since is large. Then we observe that a Gaussian-shaped function with variance , where Therefore, the average probability density over these functions is which approaches a constant for small enough . This constant must be , since . It follows that where we have defined . In summary:
Lemma 22: For any -dimensional lattice partition with sufficiently small and sufficiently large, the Gallager function is Gallager then shows that the following bound on average probability of error holds over an ensemble of random codes of length and rate nats per symbol, or nats per two dimensions, for any in the range [28] :
where we have substituted . Differentiating with respect to , we find that the exponent is maximized for The error exponents , and , are the same as the sphere-packing and straight-line error exponents found by Poltyrev [45] , using the Minkowski-Hlawka theorem for lattices. The sphere-packing bound is known to be asymptotically tight. Theorem 23 is based instead on Gallager's bounds and the symmetry of channels; it applies to coset codes rather than lattices; and it appears to be slightly sharper in that there is no term in the exponent, although we have not quantified our approximations. On the other hand, we have not developed an analog to Poltyrev's improved expurgated exponent for . The key facts about are
• is nonnegative for all ; that is, there exist coset codes with error probability decreasing exponentially with dimension whenever exceeds the sphere-bound limit.
• The straight-line exponent is nonnegative for all (1.68 dB); i.e., on a channel with small and large, is 1.68 dB from the spherebound limit.
• The "critical rate"
marking the boundary between and occurs at (3 dB), where .
As a practical matter, it appears that Theorem 23 holds approximately whenever is large enough that , and is small enough that . In other words, the raw error rate needs to be only of the order of -, and needs to be only of the order of 1.5 to 3 dB. If is isomorphic to an elementary Abelian group , then by the results of Delsarte and Piret [10] we may use an ensemble of linear codes over GF in Gallager's theorem, in which case the coset codes become lattices. Then we obtain:
Corollary 24: For any -dimensional lattice partition isomorphic to , for sufficiently small and sufficiently large, there exists a lattice based on a linear code of length over GF with VNR such that on the channel This corollary is somewhat broader than Poltyrev's result, since the lattice partition can be of a type other than the type that is used in the standard proof of the Minkowski-Hlawka theorem; e.g., it applies to or to . Many other results follow from the Gallager function . For example, the Viterbi-Yudkin exponential error bounds for convolutional codes with maximum-likelihood (Viterbi algorithm) decoding [16] are based on , as are the bounds for sequential decoding [17] .
B. for Large
We now assume that is large enough that which of course implies that is even larger. Our aim is to develop exponential error bounds for the lower levels of a multilevel coset code.
In this regime the channel is almost noiseless, in the sense that the overlaps between the densities for different inputs are small. Therefore, we expect that both the capacity and the cutoff rate will be nearly as large as they can be, namely,
. Therefore, we compute only the straight-line portion of Gallager's error bounds, which depends only on We may again approximate by , since is large. Then, following [43] , we observe that From the symmetry of the channel, it follows that for any
Assuming that is large, we obtain which with the approximation and the union bound estimate becomes Substituting the cutoff rate in nats per two dimensions, the normalized error probability , and , we have
Lemma 25: For any -dimensional lattice partition with small raw error rate and sufficiently large , the computational cutoff rate in nats per two dimensions is approximated by This compares interestingly to our earlier estimate of the capacity in Theorem 19, which in nats per two dimensions is
The main point is that as soon as is large enough that the raw error rate is small, there is a negligible gap between or and the maximum rate that can be transmitted over a channel. Therefore, in principle there need be no significant loss in in a multilevel coset code due to code redundancy at the lower levels, once we reach a level where the raw error rate is small. There remains of course the practical problem of finding and implementing codes with negligible redundancy at these lower levels.
C. Discussion
These results support the two-level design approach suggested at the end of the previous section.
The top level should use a coset code based on a partition such that
• is of the order of 1.5 dB, so that 0.1 b/2D and 8% per dimension; • is such that per dimension.
Examples of such partitions are , , or . The top-level code should have a normalized redundancy of the order of 1/2 b/2D; e.g., a binary code of rate over , or a ternary code of rate over or a binary code of rate over . Decoding at the top level should be "probabilistic"; e.g.,
• Viterbi algorithm decoding of convolutional codes [15] ;
• sequential decoding of convolutional codes [63] , which can approach within about a factor of (1.68 dB) of the Shannon limit; • iterative decoding of low-density parity-check codes, which can closely approach the Shannon limit [42] ; • iterative decoding of turbo codes, which can also closely approach the Shannon limit [2] . The bottom level should use a coset code based on a partition such that • is no greater than the target error probability . For , good choices for are , , , or . We remark that coding for a channel is not the same as for an ordinary AWGN channel, particularly at low SNR. The -aliased WGN density is more uniform than a Gaussian noise density and lacks "tails." The aliasing is another way of expressing the nearest neighbor multiplication effect that has long been observed with multilevel codes. While the symmetry of the channel ensures that the usual codes for -ary symmetric channels should be perfectly appropriate, designing probabilistic decoding methods for such a non-Gaussian noise density may require a nontraditional approach.
The bottom-level code should have as low redundancy as possible, with just enough error correction to drive the raw error rate down to the target . A single-parity-check or extended Hamming code may suffice.
The larger the field GF over which is defined, the less redundancy is needed for the same error-correction capability. However, the field GF must match the partition . Decoding at the bottom level should probably be "algebraic," since will have very little redundancy. Furthermore, this is the regime in which traditional algebraic coding concepts such as bounded-distance decoding and the union bound estimate are valid. Preferably, the algebraic decoding method should use "soft decisions," although as pointed out in [57] hard decisions may be nearly as effective when the normalized rate is near . For maximum performance, Reed-Solomon (RS) or Bose-Chouhudri-Hocquenghem (BCH) codes with error-correction, erasure-and-error correction, or generalized minimum-distance decoding are good candidates [14] , [26] .
The two-level "probabilistic/algebraic" approach suggested here has much in common with the philosophy of concatenated codes [14] . Both aim to approach capacity as closely as possible with reasonable complexity, and both address the problem with a probabilistic code on a noisy channel combined with an algebraic code on a clean channel. However, in the present setting RS codes are likely to be more powerful than needed for the second level (unless they are needed for other purposes such as burst-error correction).
Previous work on multilevel coset codes has tended to be either all-algebraic (e.g., most multilevel lattice or trellis-code constructions that maximize the nominal coding gain by equalizing distance at all levels) or all-probabilistic (e.g., the multilevel turbo coding scheme of [56] that chooses code rates approaching capacity at all levels). We propose that a "mix-andmatch" combination of these two approaches might be a better way of approaching capacity while optimizing the tradeoff between performance and complexity.
IX. SPHERICAL CONSTELLATIONS AND "DE BUDA'S RESULT"
Up to this point, this paper has focused entirely on the properties of infinite arrays. In this section we will briefly consider the properties of constellations consisting of a finite number of points from such arrays when used on a power-constrained AWGN channel.
Using the Minkowski-Hlawka theorem of lattice theory, de Buda [8] showed that spherical -dimensional lattice constellations bounded by an -sphere of squared radius could achieve a rate of bits per two dimensions with lattice decoding, which is almost the true capacity bits per two dimensions of the peak-constrained AWGN channel.
Subsequently, de Buda [9] and Linder, Schlegel, and Zeger [36] showed that the true capacity could be achieved with peak-constrained lattice constellations constrained to lie in a thin spherical shell, provided that the decoder uses minimumdistance (maximum-likelihood) decoding rather than lattice (in-finite-constellation) decoding. However, with this kind of decoding many of the benefits of lattice structure are lost [36] .
Loeliger [38] reproved de Buda's spherical-constellation result using standard averaging arguments for linear codes over the -ary field GF lifted to "mod-" lattices, and conjectured that is in fact the capacity with lattice decoding. On the other hand, Urbanke and Rimoldi [54] have recently shown that peak-constrained spherical lattice constellations can in fact achieve the true capacity , provided that the decoder uses minimum-distance decoding. At this point, therefore, the main open question is whether can be achieved using lattice decoding.
In this section, we observe that the difference between and corresponds to the difference between the average energy of a discrete spherical constellation and the average energy of its continuous support region. We show that if the support region has asymptotically the average energy of a sphere of the same volume, then can be achieved with a spherical constellation based on a sphere-bound-achieving lattice and lattice decoding. However, this assumption, though plausible, remains unproven. Furthermore, our approximations are in any case too crude to distinguish between and . Finally, our argument appears to conflict with the arguments of [8] and [38] . Therefore, the question of whether can be achieved using lattice decoding remains open.
A. Argument
Consider a spherical constellation consisting of the least-energy points in an -dimensional sphere-boundachieving lattice , or a translate . The rate of is thus
The support region of will be defined as the union of the minimum-distance regions of the points , where is the Voronoi region of . Its volume is thus times the volume of each of these regions
The average energy per dimension is defined as the average energy per dimension of a continuous random variable whose distribution is uniform over Let denote the average energy per dimension of an equiprobable discrete distribution over the constellation . The usual "continuous approximation" is that [21] . The following lemma shows that this is a slight overestimate.
Lemma 26 (Improved Continuous Approximation):
If is a finite constellation based on a lattice translate , and is the support region of , then where , , and are the average energies per dimension of , and , respectively. Proof: Let be a continuous random variable whose distribution is uniform over , and let be a discrete random variable whose distribution is equiprobable over ; then is a continuous random variable whose distribution is uniform over the support region . Then since and are independent and the mean of is zero.
We remark, however, that if we consider the ensemble of all translates of , where is a continuous random variable with a uniform distribution over , then the average energy of the translates is precisely the average energy of the support region , as would be predicted by the usual continuous approximation.
We now show that if is sphere-bound-achieving, then achieves the true capacity , provided that approximates the average energy per dimension of an -sphere of volume . Moreover, the difference between the continuous approximation and the improved continuous approximation is the difference between and .
The normalized second moment of an -dimensional region is defined as where is the average energy per dimension of a uniform distribution over and is the volume of . It is well known that for a given and , is minimized if is an -sphere of volume , and that if denotes the normalized second moment of an -sphere, then approaches as . We will assume that is large enough that ; this can be ensured if necessary by replacing by the Cartesian product for sufficiently large. Now we make the following unsupported but plausible assumptions.
1) The Voronoi region is sufficiently spherical that . 2) The support region is sufficiently spherical that .
Actually, we will see that the second assumption implies the first, because would then imply that we could transmit reliably at rates above capacity.
The improved continuous approximation of Lemma 26 then gives (9) whereas the original continuous approximation would give (10) The difference between and is the "discretization factor" identified in [34] . Now if is sphere-bound-achieving, then Therefore, and . Therefore, achieves the capacity 
B. Discussion
The argument above supports the following conjecture, which is de Buda's desired result.
Conjecture: Spherical constellations based on spherebound-achieving lattices with lattice decoding can achieve the capacity bits per two dimensions of an AWGN channel under an average power constraint, at least when the signal-to-noise ratio is large.
However, our assumptions that the Voronoi region and the support region can have normalized second moments arbitrarily close to have not been justified. Moreover, our approximations are not precise enough to distinguish between and .
We note that Shannon originally proved his channel capacity theorem [49] by a "soft" packing of "noise spheres" of squared radius into an "output sphere" of squared radius . Our construction is very similar: we use a spherical constellation of size with near-spherical Voronoi regions of squared radius whose union is an approximate -sphere of squared radius . This similarity between our construction and Shannon's probabilistic proof is encouraging.
We expect our conjecture to hold also for spherical constellations based on nonlattice coset codes and multilevel coset codes , but the fact that such arrays need not have congruent minimum-distance regions further complicates the argument.
In work reported in [64] , Poltyrev has proved the long-conjectured result that there exist lattices whose Voronoi regions have normalized second moments arbitrarily close to . This provides strong support for our assumption that can have this property, and some encouragement for the corresponding assumption about . The assumption that the support region is quasi-spherical may be justifiable only when the constellation is large, in the sense that , which would make this a large-SNR result. When the SNR is large, there is, of course, no practical difference between and . On the other hand, when is small, then it is well known that the Euclidean image of a binary linear code under the standard 2-PAM map can approach the capacity of a peak or average power-constrained AWGN channel. Such a Euclidean image is a spherical constellation based on the -lattice corresponding to translated by . Thus spherical constellations can approach capacity in the low-SNR regime.
Long, Rimoldi, and Urbanke [40] have in fact shown using the central limit theorem that with a large number of superimposed binary codes, the true capacity can be achieved at any SNR without explicit shaping. See also [48] , an earlier paper that leads to the same conclusions.
Our argument uses an average energy constraint, whereas in most of the literature a peak constraint is used. We do not expect any difference for large because of sphere hardening-i.e., the average energy per dimension of a uniform random variable over an -sphere is effectively equal to the peak energy per dimension. Obviously if there exist capacity-achieving spherical lattice constellations satisfying a peak energy constraint , then such constellations also satisfy an average energy constraint . The following simple argument, due to Urbanke [53] , shows that the converse is also true asymptotically.
Lemma 27 (Equivalence of Average and Peak Energy Constraints): If spherical lattice constellations with average energy per dimension can transmit reliably with lattice decoding at any rate up to , then for any spherical lattice constellations with normalized peak energy per dimension can transmit reliably with lattice decoding at any rate up to . Proof: If the average energy of an -dimensional constellation is , then at most a fraction of its points can lie outside a sphere with squared radius . Expurgating these points reduces the rate by bits per two dimensions, which becomes negligible as . The probability of error of lattice decoding is not affected by expurgation.
Finally, a serious objection to our argument is that the Minkowski-Hlawka (MH) theorem and Blichfeldt's principle show that the original continuous approximation (10) is exact over the average of the MH ensemble of mod-lattices, so that only can be achieved, not [37] , [38] . More precisely, over the ensemble of randomly translated random modlattices , if is a sphere of squared radius , then the average size of the spherical lattice constellation is and the average energy per dimension is . In this paper, the same ensemble has been used when we have used random linear -ary codes over the partition , and, as is well known, most codes in this ensemble are good. On the other hand, as we have remarked below Lemma 26, averaging over translates may precisely account for the difference between the continuous approximation and the improved continuous approximation. As arguments of this type tend to be quite delicate, we must leave final resolution of the question of whether can be achieved using lattice decoding for another day.
X. CONCLUSION
This paper proves the existence of sphere-bound-achieving coset codes, lattices, and multilevel coset codes, and thus markedly extends the kinds of constructions that can be used to approach capacity. In particular, rather than requiring "mod-" lattices with a large prime as does de Buda's finite-constellation result or Poltyrev's infinite-constellation result, it encompasses conventional binary lattices based on standard lattice partition chains, as well as nonlattice coset codes and multilevel coset codes.
Furthermore, it validates the choices of lattice partitions and lattice partition chains that have been found to be actually useful in practical codes. In other words, it shows that optimal codes can have the same kind of structure as the best known practical codes.
Practical trellis codes have usually been single-level coset codes. This paper, like [26] and [56] , shows that multilevel coset codes based on standard binary lattice partition chains and powerful binary codes may merit more attention.
Alternatively, it suggests further study of two-level coset codes over , with one level chosen to be a powerful "probabilistic" code based on a partition , where has a modest raw error rate like -, and the second level a low-redundancy algebraic code over aimed at reducing this raw error rate to the target .
APPENDIX FIRST-ORDER ESTIMATES
In this appendix we will develop the first-order estimates for given in Theorems 19 and 20 for large and small , respectively. In the large-case, we begin with , to illustrate the principles used in the general case.
Here we will abbreviate and by and , respectively. The capacity in nats per dimensions is then where the differential entropy in nats per dimensions is with being any fundamental region of .
A. Large-Approximation to
When , the key approximation is that the -aliased Gaussian probability density function is dominated by the contributions from the two nearest points to 
C. Small-Approximation to
Since the -aliased Gaussian probability density is -periodic, its Fourier transform is defined on the points of the dual lattice for all
In general, if is a -periodic function, then its Fourier transform is [23] where is the Dirac delta function and the discrete Fourier coefficients are defined by where is any fundamental region of . The inverse Fourier transform yields the Fourier expansion Note that from the basic Fourier transform pair , we obtain a basic orthogonality relation, viz., for all (11) where is the Kronecker delta function if otherwise
The Fourier transform of is easily computed from its definition where "*" denotes convolution and is the "picket-fence function"
The Fourier transforms of and are where . Consequently, the Fourier transform of is
The discrete Fourier coefficients of are thus The Fourier expansion of is then For , becomes nearly constant, and is well approximated by the "low-frequency" terms of its Fourier expansion, namely the "DC term" for and the "fundamental frequency terms" for , the minimum squared norm in . Let denote the set of points in with . Then where the constant is the limit of as , and is the "fundamental frequency component" of . We approximate with a Taylor series expansion
Then
We then obtain an approximation for in nats per dimensions:
where we use the fact that , and the orthogonality relation (11) , and converting to bits per two dimensions, we obtain Using the approximation and the union bound estimate of (7), this small-estimate may alternatively be written in the form of Theorem 20 as
