This paper studies the closed-loop dynamics of linear systems under approximate model predictive control (MPC). More precisely, we consider MPC implementations based on a finite number of ADMM iterations per time-step. We first show that the closed-loop dynamics can be described based on a nonlinear augmented model. We then characterize an invariant set around the augmented origin, where the dynamics become linear. Finally, we investigate the performance of the approximate MPC for various choices of the ADMM parameters based on a comprehensive numerical benchmark.
Introduction
Model predictive control (MPC) is a popular optimization-based control strategy. Typically, an optimal control problem (OCP) is solved in every time step to evaluate the control action to be applied. The objective function of this OCP specifies the performance metric, while the constraints encode a model of the system as well as constraints on states and inputs. For a convex quadratic performance metric, a linear model, and polytopic constraints, the resulting OCP is a convex quadratic program (QP). Several methods for solving QPs arising in control exist. Examples include interior-point methods [23] , active-set procedures [7] , multiparametric programming [1] , and proximal algorithms such as projected gradient schemes [18, 10] and the alternating direction method of multipliers (ADMM) [17, 15] . The various solvers have in common that they iteratively approach the optimal solution. It is usually assumed that the number of iterations is high enough to approximate the optimum sufficiently well. This assumption can be hard to realize for MPC implementations tailored for resource-constrained embedded platforms, networked systems, or very high sampling rates. For those applications, termination of the optimization after a small number of iterations can be required even if the iterates have not yet converged to the optimum.
At first sight, "incomplete" optimization seems to be doomed to fail. However, in the framework of optimization-based control, a fixed number of iterations per time step can be sufficient since additional iterations follow at future sampling instances. In the resulting setup, optimization-iterates are, to some extent, coupled to sampling times and thus called real-time iterations. MPC based on real-time iterations has been realized using various optimization schemes. Newton-type single and multiple shooting solvers are considered in [5] and [4] . A projected gradient scheme and real-time ADMM have recently been discussed in [22] and [19] , respectively. All of these works focus on the special case of a single optimization iteration per time step. Moreover, state and input constraints are often not considered. In fact, constraints are neglected in [5, 4] (at least for the theoretical statements) and only input constraints are included in [22] .
In this paper, motivated by the promising results in [19] , we study MPC based on realtime ADMM for linear systems with state and input constraints. However, in contrast to [19] and previous works on real-time iterations, we allow multiple iterations per time step. Nevertheless, the number of iterations M is a priori fixed for every sampling instant and, in particular, independent of the current system state. As a consequence, the control law is explicitly defined based on the M ADMM iterations. The purpose of this work is to analyze how the closed-loop system dynamics change with the parameters of the ADMM scheme. To this end, inspired by [22] and [19] , we show that an augmented state space model allows to describe the behavior of the controlled system. The subsequent analysis of the augmented system is twofold. First, a theoretical analysis will reveal some characteristics of the augmented system. Second, a numerical benchmark will indicate that MPC based on real-time ADMM is competitive (compared to standard MPC) if a suitable parametrization is used. For example, in one analyzed scenario with M = 10 iterations per time step (that is specified in line 8 of Tab. 2), 486 out of 500 initial states (that are feasible for the original MPC) are steered to the origin without violating the constraints and with a performance decrease of only 0.03% (compared to the original MPC).
The paper is organized as follows. Some frequently used notation is introduced in the remainder of this section. In Section 2, we summarize basic results on MPC for linear systems and corresponding implementations using ADMM. In Section 3, we introduce the real-time ADMM scheme and derive the augmented model for the closed-loop dynamics. We show in Section 4 that the dynamics become linear around the augmented origin. We further investigate the linear regime in Sections 5 and 6 by specifying an invariant set and the cost-to-go around the origin, respectively. In Sections 7 and 8, we discuss different choices of the ADMM parameters and analyze their impact based on a numerical benchmark. Finally, conclusions and an outlook are given in Section 9.
The indicator function I Z of some set Z is defined as
2 Background on ADMM-based MPC for linear systems
We here consider linear discrete-time systems
with state and input constraints of the form
The box-constraints are characterized by bounds x, x ∈ R n and u, u ∈ R m satisfying x < 0 n < x and u < 0 m < u. Now, standard MPC is based on solving the OCP 
where the weighting matrices Q and R are design parameters and where P is chosen as the solution of the discrete-time algebraic Riccati equation (DARE)
The control action in every time step then is
i.e., the first element of the optimal control sequence for (3) . For completeness, we make the following standard assumptions.
Assumption 1. The pair (A, B) is stabilizable, that R is positive definite, and that Q can be written as L L with (A, L) being detectable.
We additionally note that no terminal set is considered in (3) . Recursive feasibility and convergence to the origin may thus not hold for every initially feasible state
We stress, however, that recursive feasibility and convergence guarantees can be obtained for almost every x ∈ F N by suitably choosing the horizon length N (see, e.g., [12] , [2, Thm. 13] , or [20, Thm. 3] ). It is easy to see that the OCP (3) is a QP parametrized by the current state x. As stated in the introduction, we here use ADMM (see, e.g., [3] ) for its approximate solution. To prepare the application of ADMM, we rewrite (3) as the QP
with the decision variables
the constraint set
and suitable matrices F ∈ R p×n , G ∈ R p×q , and H ∈ R q×q , where p := N n and q := p + N m. We first note that the constraint (3b) and the associated variablex(0) have been eliminated in (8) . We further note that the specific order ofx(k) andû(k) in (9) facilitates some mathematical expressions in the subsequent sections. We finally note that the bounds z, z ∈ R q and the matrix H are uniquely determined by the constraints (2), the cost functions (3a) and (4) , and definition (9) . In contrast, G and F are not unique. To simplify reproducibility of our results, we use
throughout the paper. Now, by introducing the set
it is straightforward to show that the optimizers of (8) and min y,z
are equivalent (see [15, Eqs. (9)-(10)]) for any positive ρ ∈ R. Due to (12b), the decision variable y acts as a copy of z. Hence, y and z are interchangeable in (12a). However, the specific choice in (12a) turns out to be useful [15] . We next investigate the dual problem to (12) , which is given by
where the (augmented) Lagrangian with the Lagrange multipliers µ reads
ADMM solves (13) by repeatedly carrying out the iterations
. Since z (j) and µ (j) are constant in (14a), we obviously have
The solution to this equality-constrained QP results from
Thus, precomputing the matrix
allows to evaluate
According to [15, Sect. III.B], we further have
i.e., z (j+1) results from projecting y (j+1) + ρ −1 µ (j) onto the set Z. In summary, by substituting y (j+1) from (17) into (18) and (14c), we obtain the two iterations
that are independent of the copy y introduced in (12). The iterations (19) form the basis for our subsequent analysis of ADMM-based MPC. For their derivation, we followed the procedure in [15] that considered the "uncondensed" QP (8) with equality constraints. We stress that ADMM-based MPC can be implemented differently. For example, an implementation for the "condensed" QP without equality constraints is discussed in [8] .
For the analysis to be presented, the uncondensed form is more intuitive. However, in contrast to our approach, the method in [8] allows to efficiently incorporate terminal constraints. In this context, we note that ADMM can only be efficiently applied if the underlying iterations are easy to evaluate, where the crucial step is usually a projection similar to (19a). Here, the projection onto Z can be efficiently evaluated due to (10) . In fact, for such box-constraints, we easily compute
We note the consideration of a terminal set in (3) (i.e.,x(N ) ∈ T instead ofx(N ) ∈ X ) will, in general, result in a non-trivial set Z and, hence, in a non-trivial projection. However, we could consider terminal sets that allow for efficient projections such as, e.g., box-shaped or ellipsoidal sets T . We further note that implementing (18) can be more efficient than (19a) if a sparse factorization of the matrix in (15) is used to compute y (j+1) instead of the dense matrix E.
An augmented model for the closed-loop dynamics
Generally, many iterations (19) are required to solve (8) (resp. (3)) with a certain accuracy. The number of required iterations varies, among other things, with the current state. Here, we fix the number of iterations to M ∈ N for the whole runtime of the controller and consequently independent of the current state. In contrast to existing works, we do not investigate the accuracy of the resulting ADMM scheme for a specific state but we study the dynamics of the corresponding closed-loop system in general. To this end, we initially provide a more precise description of the controlled system. In every time step k, we compute z (M ) (k) and µ (M ) (k) according to (19) based on x(k), z (0) (k), and µ (0) (k). Inspired by (6) , the input u(k) is then chosen as the first element of the input sequence contained in z (M ) (k), i.e.,
Obviously, the resulting input depends on the initializations z (0) (k) and µ (0) (k) of the iterations (19) . In principle, we can freely choose these initializations in every time step. However, it turns out to be useful to reuse data from previous time steps. This approach is called warm-start and it is well-established in optimization-based control. More precisely, we choose the initial values z (0) (k + 1) and µ (0) (k + 1) at step k + 1 based on the final iterates z (M ) (k) and µ (M ) (k) from step k. Moreover, for simplicity, we restrict ourselves to linear updates of the form
where we note that similar updates have been considered in [5, Sect. 2.2] . Suitable choices for D z ad D µ will be discussed later in Section 7. Here, we focus on the structural dynamics of the controlled system. To this end, we first note that the open-loop dynamics (1), the M iterations (19) , the input (21), and the updates (22) determine the closed-loop behavior. More formally, we show in the following that the controlled system can be described using the augmented state
with r := n + 2q. In fact, according to (1), (21) , and (22) the closed-loop dynamics are captured by the augmented system
with the augmented system matrices
According to the following proposition, v(x) is continuous and piecewise affine in x.
Proposition 1.
Let v be defined as in (25) with z (M ) and µ (M ) resulting from M ∈ N iterations (19) . Then, v is continuous and piecewise affine in x.
Proof. We prove the claim by showing that the iterates z (j) and µ (j) are continuous and piecewise affine in x not only for j = M but for every j ∈ {0, . . . , M }. We prove the latter statement by induction. For j = 0, continuity and piecewise affinity hold by construction since
i.e., z (0) and µ (0) are linear in x. It remains to prove that z (j) and µ (j) being continuous and piecewise affine implies continuity and piecewise affinity of z (j+1) and µ (j+1) . To this end, we first note that the iterations (19) can be rewritten as
Clearly,
is continuous and piecewise affine in x if these properties hold for z (j) and µ (j) . Moreover proj Z (ζ) is continuous and piecewise affine in ζ as apparent from (20) . Since the composition of two continuous and piecewise affine functions results in a continuous and piecewise affine function, z (j+1) as in (26) is indeed continuous and piecewise affine in x. As a consequence, µ (j+1) = ρ(ζ (j+1) − z (j+1) ) is continuous and piecewise affine in x since it results from the addition of two continuous and piecewise affine functions.
Obviously, the augmented system (24) inherits continuity and piecewise affinity from v(x). This trivial result is summarized in the following corollary for reference. Moreover, we point out a connection between the augmented systems in (24) and [19, Eq. (21) ] in Remark 1.
Corollary 2.
Let v be defined as in (25) with z (M ) and µ (M ) resulting from M ∈ N iterations (19) . Then, the dynamics (24) are continuous and piecewise affine in x.
Remark 1. In [19] , the special case M = 1 is considered. The corresponding closed-loop dynamics are captured by an augmented system that is similar to but slightly different from (24) . To identify the connection between the systems in (24) and [19, Eq. (21) ], we note that µ (1) = ρK (1) x − ρz (1) and consequently
for M = 1. Relation (28) allows to formulate the augmented system (24) more compactly with an augmented control action that only depends on z (1) . This modification leads to the augmented system in [19, Eq. (21) ].
Linear dynamics around the augmented origin
The augmented input v(x) results from M ADMM iterations. In every iteration, evaluating z (j+1) includes a projection. Apart from the projection, the iterations (19) are linear. We next derive conditions under which the projections are effectless (in the sense that proj Z (z) = z) and, hence, under which v(x) is linear in x. As a preparation, we define the matrices
for every j ∈ {1, . . . , M }, where we note that (29) for j = 1 is in line with the definition of K (1) in (27). These matrices are instrumental for the following result.
for every j ∈ {1, . . . , M }. Then,
Proof. We prove the claim by induction. For j = 1, we have z (1) = proj Z (K (1) x) and µ (1) = ρ(K (1) x − z (1) ) according to (26). Now, (30) implies z (1) = K (1) x and consequently µ (1) = 0 q as proposed. We next show that (31) holds for j + 1 if it holds for j. To this end, we first note that satisfaction of (31) for j implies
By definition of K (j) , we further obtain
Substituting (33) in (32) and using (30) (for j + 1) implies
as proposed. It remains to prove µ (j+1) = 0 q , which follows from
where we used (31) for j and relations (26), (33), and (34).
Obviously, conditions (30) are satisfied for x = 0 r . Not too surprisingly, the conditions are also satisfied in a neighborhood of the augmented origin and we will investigate this neighborhood in more detail in the next section. For now, we study the effect of the conditions (30) on the closed-loop dynamics. According to Proposition 3, having 
Hence, around the augmented origin, the piecewise affine dynamics of the augmented system (24) turn into the linear dynamics
where
Clearly, the eigenvalues of the matrix S M determine whether the closed-loop behavior around the augmented origin is asymptotically stable or not. At this point, we observe that three categories of parameters have an effect on S M . First, the parameters of the original system in terms of A and B. Second, the parameters Q, R, and N of the MPC. Third, the parameters ρ, M , and D z of the ADMM scheme. We note that C u is not counted as a parameter since there seems to be no competitive alternative to the choice in (21) . We further note that the update matrix D µ has no effect on S M . Since we are dealing with a stabilizable pair (A, B), an MPC parametrized as in Section 2 is stabilizing in some neighborhood around the origin for every prediction horizon N ≥ 1. In particular, this neighborhood includes the set, where the MPC acts identical to the linear quadratic regulator (LQR), i.e., where the MPC law (6) is equivalent to
Hence, instability can only result from inappropriate choices for ρ, D z , and M . Based on this observation, it is obviously interesting to study the effect of the ADMM parameters on the eigenvalues of S M . As a step in this direction, we next present two fundamental results: A general lower bound for the number of zero eigenvalues of S M is given in Proposition 4 and the existence of a stabilizing parameter set in terms of ρ, D z , and M is guaranteed by Proposition 6.
Then, S M as in (36) has at least q + p − n = (2N − 1)n + N m zero eigenvalues.
We use the following lemma to prove Proposition 4.
holds for E 11 as in (16) .
Proof. Clearly, the first inequality in (38) represents a standard result and the last relation in (38) holds by definition of q and p. Hence, it remains to prove rank(E 11 ) = q − p. To this end, we note that E as in (16) results from inverting a 2 × 2 block matrix, where the upper-left block (i.e., H + ρI q ) is invertible and where the off-diagonal blocks (i.e., G and G) have full rank as apparent from (11) . Thus, we obtain 
To further investigate (40), we choose the matrix ∆G ∈ R (q−p)×q such that
is invertible, where we note that such a choice is always possible. Using the latter matrix, H + ρI q can be rewritten as
After substituting (41) in (40) and some lengthy but basic manipulations, we find
This completes the proof since rank (∆G) = q − p.
of Prop. 4. To prove the claim, we first note that S M has obviously at least q zero eigenvalues since the last q rows of S M consist of zero entries. The remaining q + n eigenvalues correspond to the eigenvalues of the upper-left submatrix
Using standard rank inequalities (see, e.g, [14, p. 13] ) and the result from Lemma 5, we find
≤ n + min q, n + rank(E M 11 ) ≤ n + min{q, n + q − p} = 2n + N m. Hence, S M has at least q + n − 2n − N m = (N − 1)n zero eigenvalues, which implies that S M has at least (N − 1)n + q = (2N − 1)n + N m zero eigenvalues. 
It remains to show that there exists an ρ > 0 such that S 1 is Schur stable, where we note that E 11 and E 12 depend on ρ as apparent from (16) . It will turn out that a sufficiently small ρ implies Schur stability of S 1 . In this context, we study the limit lim ρ→0 E and find
according to (16) . Based on this result in combination with (42), we infer
As a consequence, for every δ > 0, there exists a ρ > 0 such that S 1 − S * 1 < δ for some matrix norm · . Moreover, since the spectrum of a matrix depends continuously on its entries (see, e.g., [6] ), for every > 0, there exists a δ > 0 such that
where λ i and λ * j denote the i-th and j-th eigenvalue of S 1 and S * 1 , respectively. In summary, for every > 0, there exists a ρ > 0 such that (45) holds. We next show that S * 1 is Schur stable. This completes the proof since (45) implies that, for a sufficiently small ρ, the eigenvalues of S 1 get arbitrarily close to those of S * 1 . Now, it is apparent from (44) that S * 1 is Schur stable if and only if A + BC u E * 12 F is Schur stable. At this point, we note that the matrix on the right-hand side of (43) is related to the unconstrained solution of the original QP (8) . In fact, the optimizer of (8) 
The unconstrained solution of (8) is, on its own, related to the LQR. In fact, we have C u z * = Kx for z * as in (46). Taking (43) into account, we further obtain z * = E * 12 F x. Hence, K = C u E * 12 F and consequently A + BC u E * 12 F = A + BK. Clearly, A + BK is Schur stable since the LQR stabilizes every stabilizable pair (A, B).
Positive invariance around the augmented origin
In the previous section, we showed that the closed-loop behavior around the (augmented) origin obeys the linear dynamics (35). In this section, we analyze the neighborhood where (35) applies in more detail. The starting point for this analysis are the conditions (30) that imply linearity according to Proposition 3. As a consequence, the dynamics (35) apply to all states x in the set
Unfortunately, having x ∈ K M does not imply x + := S M x ∈ K M . Hence, we next study the largest positively invariant set (for the linear dynamics) contained in K M . Clearly, this set corresponds to
Now, assume an augmented state trajectory enters P M at step k * , i.e., x(k * ) ∈ P M . Then, all subsequent inputs, i.e.,
for every k ≥ k * , satisfy the constraints U by construction. In fact, for k ≥ k * , we have
However, the original states
may or may not satisfy the constraints X for k ≥ k * . To compensate for this draw-back, we focus on positively invariant subsets of P M that take the original state constraints explicitly into account. In addition, it turns out to be useful to restrict our attention to sequences
that satisfy the constraints Z. Hence, we consider the set
We note that the first two blocks in C M incorporate the conditions C x S k M x ∈ X and C z S k M x ∈ Z, respectively, whereas the last M blocks refer to S k M x ∈ K M . Hence, we have P * M ⊆ P M by construction. Apparently, the sets (47) and (50) are similar to the output admissible sets studied in [9] . According to [9, Thms. 2.1 and 4.1], P M as in (50) is bounded and finitely determined if (i) S M is Schur stable, (ii) the pair (C M , S M ) is observable, (iii) X × Z × Z M is bounded, and (iv) 0 n+(M +1)q is in the interior of X × Z × Z M . In this context, we recall that finite determinedness implies the existence of a finite k ∈ N such that
Now, X × Z × Z M is bounded and contains the origin as an interior point by construction. We already analyzed Schur stability of S M in the previous section and found that stabilizing parameters ρ, D z , and M always exist (see Prop. 6). Thus, it remains to study observability of (C M , S M ). To this end, we first derive the following lemma.
Proof. Clearly, H + ρI q is symmetric and positive definite. Hence, 1 ρ I q − E 11 is positive definite if and only if the matrix
is positive definite, where the right-hand side of the equation results from (39). Now, positive definiteness of the latter matrix can be easily verified since it is the sum of the positive definite matrix
Based on Lemma (7), it is straightforward to prove observability of (C M , S M ). Proof. We prove the claim by showing that the observability matrix has full rank, i.e., rank r. To this end, we note that the r × r-matrix
is a submatrix of C M for every M ≥ 1. Hence, a sufficient condition for (C M , S M ) being observable is (52) having full rank. Now, verifying that (52) has rank r = n + 2q is easy since the diagonal blocks of the block-triangular matrix have rank n, q, and q, where the latter holds according to Lemma 7.
Since (C M , S M ) is observable according to Proposition 8, P * M as in (50) is bounded and finitely determined for every stabilizing choice of ρ, M , and D z (with M ≥ 1). It is interesting to note that boundedness does not hold for the superset P M in (47) as shown in the following remark.
Remark 2. In contrast to P * M , the set P M is not bounded since we have
for every z ∈ R q , where the inverse exists according to Lemma 7. To retrace (53), we note that
Hence, x * ∈ K M . Moreover, we clearly have Ax * = 0 r and
As a consequence, we find S M x * = 0 r by definition of S M in (36). In combination, we obtain S k M x * ∈ K M for every k ∈ N and thus x * ∈ P M . We finally note that the characterization of positively invariant sets can be simplified in exchange for slightly conservative results. In fact, regarding (36), it is easy to see that
for every k > k * , every M ≥ 1, and every x(k * ) ∈ R r . Hence, during the investigation of positive invariance, we could assume µ = 0 and restrict our attention to the x-zsubspace. However, for brevity and in order to incorporate the case C µ x(k * ) = 0 q , we do not detail this modification.
6 Cost-to-go around the augmented origin Let us assume that a trajectory of the augmented system (24) and hence convergence to the origin. Thereby, the evolution of the original states obeys (49) and the applied inputs are (48) for k ≥ k * . According to the following proposition, the corresponding infinite-horizon cost is given by (55).
Proposition 9. Let the parameters ρ > 0, D z , and M be such that S M is Schur stable, let
and assume that x(k * ) ∈ P * M for some k * ∈ N. Then,
where P is the solution of the Lyapunov equation
Proof. The definition of the stage cost in (4) combined with the input and state sequences (48)-(49) immediately lead to
where the second equation results from (54) and the substitution ∆k := k − k * . It remains to prove that
At this point, we first note that the sum in (57) converges since S M is Schur stable. Moreover, Q as in (54) is obviously positive semi-definte. Using standard arguments, it is then straightforward to show that P can be inferred from (56).
Remark 3. The matrix Q in (56) is usually required to be positive definite in order to guarantee a unique and positive definite solution P . The Lyapunov equation can, however, also be solved for positive semi-definite Q yielding a positive semi-definite matrix P . A suitable algorithm can, e.g., be found in [13] .
Design parameters of the real-time ADMM
The previous sections provide some insights on the closed-loop dynamics of ADMMbased MPC. However, the identified model (24) and invariant set (50) depend on various parameters that need to be specified. Analogously to the analysis of S M in Section 4, we can distinguish three categories of involved parameters: The system parameters, the MPC parameters, and the ADMM parameters. Here, we focus on suitable choices for the ADMM parameters ρ, M , D z , D µ , z (0) (0), and µ (0) (0) that correspond to the weighting factor in (12a), the number of iterations (19) , the update matrices in (22) , and the "free" initial values in (24) , respectively. We stress, in this context, that the initial state x(0) of the original system (1) is, of course, not freely selectable. Now, it is well-known that the performance of ADMM significantly varies with ρ. Optimal choices for ρ are available for some specific setups (see, e.g., [8, 11] ). Unfortunately, these setups do not match with the ADMM scheme considered here. Hence, in our numerical experiments in the next section, we choose ρ ∈ {1, 10, 100} in order to cover different magnitudes. Regarding the number of ADMM iterations, we consider M ∈ {1, 5, 10} in the numerical benchmark. For M = 1, we deliberately reproduce the results from [19] that focus on a single ADMM iteration per time step. In order to make reasonable choices for D z and D µ , we have to better understand the role of these update matrices. To this end, let us first ignore the system dynamics (1) and assume x(k + 1) = x(k). In this case, we can choose D z and D µ such that the real-time iterations become classical ADMM iterations solving (8) for a fixed state x. In fact, for
we find z (0) (k + 1) = z (M ) (k) and µ (0) (k + 1) = µ (M ) (k), which reflects the classical setup in the sense that z (j) (k + 1) = z (M +j) (k) and µ (j) (k + 1) = µ (M +j) (k). However, in reality, (1) usually implies x(k + 1) = x(k). Hence, the choice (58) might, in general, not be useful. To identify suitable alternatives, it is helpful to recall the definition of z.
As apparent from (9), z contains predicted states and inputs for N steps. Intuitively, after applying the first predicted input according to (21) , it is reasonable to reuse the remaining N −1 steps as initial guesses for z (0) (k+1). This classical idea is omnipresent in MPC and also exploited for the real-time scheme in [5, Sect. 2.2] . Applying the shifting requires to extend the shortened predictions by one terminal step. In this context, a simple choice isû(N − 1) = 0 m and consequentlyx(N ) = Ax(N − 1). Clearly, this choice leads to
where l := q − 2n − m is introduced for brevity. Another popular choice isû(N − 1) = Kx(N − 1), which impliesx(N ) = (A + BK)x(N − 1) and
where S := A + BK. It remains to apply the shifting to the update of the Lagrange multipliers µ. In contrast to the predictions for z, it is hard to reasonably extend the shortened predictions for µ. Hence, we choose D µ = 0 (q−n−m)×(n+m) I q−n−m 0 (n+m)×(n+m) 0 (n+m)×(q−n−m) (61) as a counterpart for (59) as well as (60). For both cases, this choice can be interpreted as the assumption that the added terminal step in z is optimal. The previously discussed choices for ρ, M , D z , and D µ determine the dynamics of the augmented system (24) . The closed-loop trajectory additionally depends on on the initial state
As mentioned above, z 0 and µ 0 can be freely chosen. We propose three different initial choices for z 0 that are, to some extent, related to the three discussed choices for D z . A naive choice for z 0 is 0 p . In fact, this choice is only optimal if x 0 = 0 n , i.e., if the system is initialized at the setpoint. A more reasonable initialization results for the predicted inputsû(0) = · · · =û(N − 1) = 0 m and the related statesx(k) = A k x 0 . For this choice, z 0 can be written as z 0 := D 0 x 0 with
We note that this initial choice satisfies the input constraints by construction. However, the state constraints might be violated especially for unstable system matrices A. In this case, the choice
might be useful, which is based on the input predictionsû(k) = Kx(k) and the related statesx(k) = S k x 0 . It is hard to construct initializations for the Lagrange multipliers that reflect the different approaches for z 0 . We thus choose µ 0 = 0 p independent of the initialization for z 0 . A summary of the different choices for the parameter ρ, the number of iterations M , the update matrices D z and D µ , and the initialization z 0 is listed in Table 1 . Hence, by considering all combinations of the parameter choices, we obtain 81 = 3 4 different realizations of the proposed real-time ADMM.
where D := {x ∈ X | Kx ∈ U}, where S = A + BK as above, and where K is as in (37). Clearly, the set T refers to the largest set, where the LQR can be applied without violating the constraints and where (37) applies (for P as in (5)). It can be easily computed (see Fig. 1 ) and typically serves as a terminal set for MPC. The similarities between S z,µ and T are as follows: For every state x in these sets, the upcoming trajectories (resulting from ADMM-based MPC respectively classical MPC) are captured by linear (augmented) dynamics and converging to the (augmented) origin. Hence, both sets provide a numerically relatively cheap underestimation of the domain of attraction (DoA) for the corresponding predictive control scheme. We compare the size of these underestimations by evaluating the ratio vol(S z,µ ) vol(T )
for different z and µ. More precisely, we consider z = D 0 x for the three variants of D 0 in Table 1 and µ = 0 q , i.e., we consider slices related to the different initializations for z 0 and µ 0 . Numerical values for the ratios (66) and all 81 parametrizations are listed in Table 2 (see columns "vol."). Interestingly, all values are larger than or equal to 1. Hence, the DoA of the system controlled by the ADMM-based MPC is at least as large as the set T . Moreover, for some parametrizations, S z,µ is significantly larger than T . For example, the ratio (66) evaluates to 31.00 for the parametrization in line 13 of Table 2 and M = 5 (see Fig. 1 ). Another interesting observation is that the ratios are decreasing with M for most parametrizations except for those in lines 4, 5, and 13 of Table 2 . One explanation for this trend is the fact that the number of rows in C M (see (51)) and, consequently, the number of potential hyperplanes restricting P * M is increasing with M . The slices S z,µ provide a useful underestimation of the DoA. However, in order to get a more complete impression of the DoA, we have to take into account initial states x 0 outside of S z,µ . To this end, we randomly generated 500 initial states x 0 that are feasible for the classical MPC, i.e., that are contained in F 5 defined as in (7) (see Fig. 1 ). Although not enforced by a terminal set, all of these states are steered to the origin by the classical MPC. In fact, the corresponding trajectories enter the set T after at most 15 time steps. In contrast, not all trajectories resulting from the proposed ADMM-based MPC are converging. The percentages of converging trajectories for the different parametrizations are listed in Table 2 (see columns "cnvg."). In this context, a trajectory is counted as "converging" if it reaches the set P * M after at most 50 time steps. Apparently, the numbers of converging trajectories differ significantly for the various parametrizations (see also Fig. 1 ). In fact, only 13% of the trajectories converge for the parametrization in line 21 in Table 2 and M = 1, whereas 100% converge, e.g, for the parametrization in line 25 and M = 10. We further observe that the convergence ratios are greater than 87% whenever shifted updates are used (i.e., D z as in (59) or (60) and D µ as in (61)). In contrast, for copied updates (i.e., D z = D µ = I q ), the majority of convergence rates is below 67%. A simple explanation for this observation are varying states x(k). Table 2 , respectively. In both plots, the sets F 5 (gray), S z 0 ,µ 0 (yellow), and T (green) are shown. Moreover, the 500 generated initial states x 0 are marked with crosses. In this context, black, respectively red, crosses indicate whether the corresponding ADMM-based trajectories converge or not. Finally, the trajectories resulting from the ADMM-based MPC (solid blue) and the classical MPC (dashed blue) are depicted for the initial state x 0 = (−18.680 3.646).
It remains to investigate the performance of the ADMM-based MPC. To this end, we compare the overall costs of converging trajectories to the corresponding costs resulting from classical MPC. By definition, a converging trajectory enters P * M after at most 50 time steps. Hence, according to Proposition 9, the overall cost for a converging trajectory evaluates to
where k * ≤ 50 is such that x(k * ) ∈ P * M . Similarly, the overall cost of a classical MPC trajectory can be calculated as
where k ∞ is such that x(k ∞ ) ∈ T . We separately compute the performance ratio
for every converging trajectory and list the mean values for the different parametrizations in Table 2 (see columns "perf."). The (average) performance ratios indicate that the ADMM-based MPC results, in most cases, in a performance decrease. Nevertheless, the performance ratios are larger than 74% for all cases with ρ ∈ {1, 10}. Furthermore, the performance ratios are increasing with M for most parametrizations. This observation is reasonable since the ADMM iterations (19) monotonically converge to the optimizers z * and µ * in the sense that the quantity
decreases with j (see, e.g., [3, App. A]). Nevertheless, being closer to the optimum does not necessarily imply constraint satisfaction. This is apparent from the convergence ratios in Table 2 that are decreasing with M in some cases. In order to compare the proposed real-time iteration schemes with standard ADMM, we finally investigate the number of iterations (19) necessary to solve the arising QPs to a certain level of accuracy. More precisely, we evaluate the first iteration j that satisfies
and denote it with M * for each QP. Regarding the parametrization, we consider again the 27 variants in Table 2 and consequently warmstarts similar to (22) . Since z (M * ) ≈ z * , the warmstarts are only meaningful if we follow the trajectories resulting from the original MPC (and not those resulting from the real-time schemes). Hence, the listed M * in 
Conclusions and outlook
This paper focused on MPC based on real-time ADMM. The restriction to a finite number of ADMM iterations per time step allowed us to systematically analyze the dynamics of the controlled system. The first part of the analysis showed that the closed-loop dynamics can be described based on a nonlinear augmented model. The associated augmented state consists of the original states x, the decision variables z, and the Lagrange multipliers µ. The second part of the analysis revealed that the nonlinear dynamics turn into linear ones around the augmented origin. We further investigated where the linear dynamics apply and characterized a positively invariant set in the augmented state space. The third part of the analysis addressed the influence of various ADMM parameters. We motivated different choices for every parameter and evaluated their efficiency in a comprehensive numerical benchmark. The benchmark clearly indicates that real-time ADMM is competitive to classical MPC for suitable parametrizations. In fact, for some parametrizations (e.g., in line 8 of Tab. 2 with M = 10), we found a high convergence ratio of 97% and simultaneously a performance ratio of almost 100%, i.e., nearly optimal. The obtained results extend the findings in [19] in many directions. First, the analysis in [19] is restricted to one ADMM iteration per time step (i.e., M = 1), whereas the new results support M ≥ 1. Second, Propositions 4 and 6 provide novel findings on Schur stability and eigenvalues of S M . Third, observability of the pair (C M , S M ) has been formally proven in Proposition 8.
While the presented results are more complete than the pioneering work [19] , many promising extensions are left for future research. First, the ADMM-based MPC here and in [19] builds on the "uncondensed" QP (8) . It would be interesting to study ADMMbased MPC derived from the "condensed" QP in [8] . Second, the stability analysis of the augmented system is still incomplete. It may, however, be possible to extend the guaranteed domain of attraction beyond the linear regime by exploiting (69) or the contraction estimates recently proposed in [24] . Third, robustness against disturbances has not been considered yet. Fourth, real-world applications of the proposed predictive control scheme should be addressed. In this context, it is interesting to note that real-time optimization schemes not only support embedded and fast controller implementations. In fact, they also pave the path for encrypted predictive control as in [21] .
