We evaluate the forecasting performance of four competing models for short-term macroeconomic forecasting: the traditional VAR, small scale Bayesian VAR, Factor Augmented VAR and Bayesian Factor Augmented VAR models. Using Armenian quarterly actual macroeconomic time series from 1996Q1 -2014Q4, we estimate parameters of four competing models. Based on the out-ofsample recursive forecast evaluations and using root mean squared error (RMSE) criterion we conclude that small scale Bayesian VAR and Bayesian Factor Augmented VAR models are more suitable for short-term forecasting than traditional unrestricted VAR model.
Introduction
In order to conduct effective monetary policy, central bank practitioners are interested in producing accurate forecasts of the relevant macroeconomic variables. It is well known that monetary policy decisions can affect an economy with a certain lag. Therefore, monetary policy authorities must be forward-looking, that is, they should know what will happen with the key macroeconomic variables in the future. On the other hand, some important macroeconomic variables, especially real GDP growth, are available around two months after the end of reference quarter. Having accurate forecasts for the key macroeconomic variables (one or two quarters ahead) is an important ingredient for the inflation targeting model. For this reasons, in this paper we study the performance of different models for short-term macroeconomic forecasting, namely the traditional VAR, small Bayesian VAR, Factor Augmented VAR and Bayesian Factor Augmented VAR models (hereafter VAR, BVAR, FAVAR and BFAVAR).
There are some important differences between these models. For example, the unrestricted VAR can be applied, as a rule, for small dataset, the BVAR for both small and large datasets, while the FAVAR and BFAVAR models can be applied for a large dataset. The BVAR is a model with restrictions because we set priors on the parameters. The FAVAR and BFAVAR models, with the exception of the main variables also include the so-called principal components (or factors). Dynamics of static or principal components can be extracted based on the additional explanatory variables. After extracting the dynamics of principal components, the FAVAR (BFAVAR) model is estimated in the manner of the traditional unrestricted VAR (BVAR) model. Thus, one of the important questions that can arise is how we can extract the dynamics of static or dynamic principal components?
There are three factor models that are frequently used in applications (Barhoumi, Darne & Ferrara, 2009): 1) The static principal component approach (Stock & Watson, 2002) , 2) The dynamic principal components estimated in the frequency domain (Forni et al., 2005) , and 3) The dynamic principal components estimated in the time domain (Doz, Gianonne & Reichlin, 2011 , 2012 ). The Stock and Watson approach uses eigenvalues and eigenvectors of the covariance (correlation) matrix of the initial variables to extract the principal components. The Forni et al. approach, also known as the generalized dynamic factor models, uses time series spectral analysis methodology, while the Doz, Gianonne & Reichlin approach uses Kalman filter and state space modelling methodology to extract the principal components. All mentioned factor models have the same purpose, namely, given a large number of initial variables, to extract only a small number of factors which summarize the most part of information contained in the whole dataset. In this paper we use both static and dynamic approaches to estimate the dynamics of principal components. As a dynamic approach, we use an algorithm proposed (Doz, Gianonne & Reichlin, 2011 , 2012 .
Using Armenian quarterly macroeconomic time series from 1996Q1 -2014Q4, we estimate the dynamics of principal components. For that we use 21 additional macroeconomic variables. A set of additional macroeconomic variables comprising information on monetary and financial variables, international price indices, the European Union and the Russian Federation business activity variables. The data set is selected from the Central Bank of Armenia and the National Statistical Agency internal databases as well as from the internet source databases. Using selected macroeconomic variables, we estimate parameters of four competing models. Based on the out-of-sample recursive forecast evaluations and using root mean squared error (RMSE) criterion, we conclude that small scale BVAR and BFAVAR models perform better for short-term forecasting purposes than the traditional unrestricted VAR model.
The remaining paper is organized as following. In section 2 we briefly present four basic forecasting models (VAR, small BVAR, FAVAR and BFAVAR), as well as detail algorithms of the extraction of principal components. In section 3 we present the actual dynamics of the key macroeconomic variables in Armenia, and also provide an explanation relating to additional explanatory variables that were used for extraction of the static and dynamic principal components. In section 4 we present the recursive regression scheme for our experimental design. In section 5 we present out-of-sample forecast evaluation results. Section 6 concludes.
Overview of the basic forecasting models (VAR, small BVAR, FAVAR and BFAVAR)
This part of the paper outlines the basics of the competing models, namely the unrestricted VAR, BVAR, FAVAR and BFAVAR.
It is known that the unrestricted VAR model can be presented as: It is known that the parameters of the VAR model can be consistently estimated using traditional OLS algorithm (Hamilton, 1994) . But from the other side in the VAR model very often we need to estimate many parameters. This over parametrization could cause inefficient estimates and hence a large out-of-sample forecast error. An alternative approach to overcoming this over parametrization is to use a Bayesian VAR approach (Gupta & Kabundi, 2009a , 2009b ).
The main idea of the BVAR model is that this algorithm imposes restrictions on the lags. According to the BVAR we assume that parameters of the model should be closer to zero for longer lags and they should differ from zero for shorter lags. The restrictions are imposed by specifying normal prior distributions with zero mean and small standard deviation decreasing as the lag increase. The exception to this is that the coefficient on the first own lag of a variable has a mean of unity.
In the econometrics such type of priors are known as the "Minnesota priors" due to its development at the University of Minnesota and the Reserve Bank of Minneapolis (Litterman, 1981) . Thus according to the "Minnesota priors" rule the prior mean and standard deviation of the BVAR model parameters can be set as follows.
1. The parameters of the first lag of the dependent variables follow an AR (1) process while parameters for other lags equal to zero. Thus having priors we can calculate the posterior parameters using Bayesian approach to estimation. For the VAR model, the posterior parameters can be estimated using the following formulas:
Where, is the vector of the posterior parameters, is the vector of the prior parameters, H is the diagonal matrix with the prior variances on the diagonal, X is the (Txk) matrix of the initial time series, S -is the (kxk) identity matrix.
In the FAVAR (BFAVAR) model, the first thing that should be solved is to estimate the dynamics of principal components. As a rule, the FAVAR (BFAVAR) model can be estimated in two steps: the first step is principal components extraction and the second step is model estimation and forecasting. Principal components are linear combinations of the initial set of variables with the property that they maximize the explained portion of the variance of the initial data set. Principal components provide the way to reduce the dimensionality of the initial set of variables.
As it was mentioned in the introduction the principal components can be extracted using three approaches: In this paper, we use both static and dynamic approaches. For the dynamic approach we use algorithm proposed by Doz, Gianonne & Reichlin (2011 , 2012 . Now let's present some details relating with using the abovementioned approaches.
1. The static factor model (Stock & Watson, 2002) . To estimate the dynamics of principal components according to Stock and Watson approach we proceed as follows (Schumacher, 2007) . We start with a collection a stationary (Nx1) time
Let be an estimate of the variance-covariance matrix of the initial set of variables. The aim is to find r linear combinations of the time series data (i = 1,2,...,r), that maximize the variance of the factors . Imposing the usual restriction that and solving the optimization problem , we find the matrix equation
, where denotes the i-th eigenvalue of and the (Nx1) corresponding eigenvector. Since cannot be zero, the matrix equation has a non-trivial solution if and only if . Thus, in order to estimate the principal components we need to find the eigenvalues and eigenvectors of .
According to the static principal component approach, the r eigenvectors corresponding to the first largest eigenvalues are the weights of the static principal components. So according to this approach, the principal components can be calculated as , where is the corresponding eigenvectors of the matrix .
2. The dynamic factor model (Doz, Gianonne & Reichlin, 2011 , 2012 where, Y t is the vector of observable variables, F t is the vector of unobserved variables, which can be estimated by using static and dynamic factor models, A 1 , A 2 , ..., A p are (rxr) matrices of estimated parameters. In the model above, parameters can be estimated using traditional OLS or Bayesian algorithm. n t and u t is the error terms in the FAVAR (BFAVAR) model, with zero mean and diagonal variance-covariance matrices, Q and V.
Data
For estimating the small-scale VAR and BVAR model we use the following three macroeconomic variables, particularly GDP growth, inflation and short-term interest rate (from 15 days to 1 year). In the process of selection of the initial variables, we closely follow the paper by (Gupta & Kabundi, 2009a , 2009b . This is because we want to keep comparability of our work with other similar works. Our data set consists of quarterly time series starting with 1996Q1 -2014Q4, 76 observations in total for each variable. Now let's present the dynamics of the mentioned variables in more details.
The following preliminary calculations have been done for real GDP: absolute values of real GDP were logged and then seasonally adjusted to calculate the first differences. In the result we obtain the values of GDP real growth rates ( Figure 1 ). The next important macroeconomic variables that we want to include in the VAR (small scale BVAR) model is the inflation rate. As inflation we use the consumer price index (CPI). The preliminary treatment of the inflation dynamics includes the following procedures. First of all we recalculate the CPI chain indices to the base quarter (1995Q4 = 100). Then we take the logged values and apply seasonal adjustment to extract seasonality from CPI indices and after that we calculate the first differences. The result is the inflation dynamics presented in Figure 2 .
The third important variable that we want to include in the small scale VAR (BVAR) model is the short-term nominal interest rate (from 15 days to 1 year) for deposits in national currency. The preliminary treatments for this variable include only first differences (in percentage points) (Figure 3 ). 
Experimental design
To conduct out-of-sample forecast experiments, we use recursive regression scheme. This is because our data set is relatively short and it contains structural changes. In this paper, the in-sample period spans from 1996:Q2 
Forecast evaluation results
In this section we estimate four competing models, namely the traditional VAR, the small-scale BVAR, FAVAR and BFAVAR over the period 1996:Q2-2009:Q2. Using the Armenian quarterly macroeconomic time series, we compute the outof-sample 1 to 4 steps ahead forecasts with using recursive regression. Based on the out-of-sample forecast experiments and using root mean squared error (RMSE) criterion we conclude on the most relevant model. Before presenting the results of forecast evaluation, we need to decide about the number of lags and the number of static and dynamic principal components.
We use different lag lengths to estimate parameters of the models, particularly from one lag up to four lags. There is no reason to use more than four lags since our purpose is to generate short-term forecasts up to one year. Thus we estimate the models separately for one, two, three, and four lags. From the other side, such approach will give possibilities to check the robustness of models under different lag lengths.
To estimate the number of principal components, the formal statistical tests can be used, as a rule. But in this paper we use visual graphical inspection approach to estimate the number of static principal components. The idea of this approach is to compute the eigenvalues using covariance (or correlation) matrix of the initial explanatory variables. Then we construct the graphics of the computed eigenvalues. Thus, based on the actual initial data series the eigenvalues were computed and result is presented in Figure 4 . Figure 4 indicates that the difference between two successive eigenvalues significantly weakened after the fourth eigenvalue. Therefore, for the FAVAR (BFAVAR) model we can choose first four principal components, which explain about 79% percent of variability of the initial time series. Thus, the Thus, after deciding the number of lags and appropriate number of static and dynamic principal components we can conduct estimation and forecasting experiments. For that we use the following four competing models:
1. Unrestricted VAR model, where we use three endogenous variables (GDP growth, inflation, and short-term nominal interest rate), 2. Small-scale Bayesian VAR model, where we use three endogenous variables (GDP growth, inflation, and short-term nominal interest rate), 3. Factor Augmented VAR where, in addition to the three main endogenous variables, we use static and dynamic principal components. 4. Bayesian FAVAR models, where in addition to the three main endogenous variables we also use static and dynamic principal components.
Also we need to note that for small BVAR model we do grid search over all possible combinations of hyper parameters and lag lengths. As it was mentioned, we allow from 1 to 4 lags. Overall tightness is set to range from 0.1 to 0.3, with increments of 0.1 (as in Kabundi (2009a, 2009b) ). The decay factor takes values of 1 and 2. We select the hyper parameters and lag lengtha by looking at the pseudo out-of-sample forecast performances, the model having the minimum RMSE is selected as the chosen model for forecasting at all horizons.
The results of the RMSE for the recursive regression scheme are presented in tables 1 to 3. We can conclude from the tables above that the Bayesian approach to estimating and forecasting is more suitable than the more traditional VAR approach. As we can see from Tables 1 to 3 , in most cases small BVAR of BFAVAR models outperform more traditional unrestricted VAR models in terms of forecast accuracy of the key macroeconomic variables.
GDP growth:
In the one lag model, as we can see from Table 1 , there is no separate model that outperforms all other models. In the two lags models, the BFAVAR_TS model outperforms all other models producing the minimum average RMSEs. In the two lags model, the 'optimal' BFAVAR_TS is followed by the BFAVAR_QML and small BVAR. In the three lags model, the BVAR outperforms all other models producing the smallest value of RMSE's. The 'optimal' BVAR model is followed by the BFAVAR_TS, BFAVAR_SW and BFAVAR_QML. In the four lags model, the BVAR outperforms all other models producing the smallest value of RMSE's. In the four lags model, the 'optimal' BVAR is followed by the BFAVAR_TS and BFAVAR_QML. Thus, it is more appropriate to use Bayesian approach to estimating and forecasting GDP growth, particularly the small BVAR or BFAVAR approach. 2. Inflation: In the one lag model, the unrestricted VAR model outperforms all other models producing the lowest minimum average RMSEs. In the two lags models, the unrestricted FAVAR_TS model outperforms all other models producing the minimum average RMSEs. In the three lags model, the BVAR outperforms all other models producing the smallest value of RMSE's. In the three lags model, the 'optimal' BVAR is followed by the BFAVAR_TS and BFAVAR_QML. In the four lags model, the BFAVAR_QML outperforms all other models producing the smallest value of RMSE's. Thus, it is more appropriate to use large scale modelling approach for inflation dynamics, particularly the unrestricted FAVAR or BFAVAR. 3. Nominal short-term interest rate: In the one lag model, the BVAR model outperforms all other models producing the lowest minimum average RMSEs. As we can see from table 3, the 'optimal' BVAR model is followed by the BFA-VAR_SW, BFAVAR_TS and BFAVAR_QML. In two, three and four lags, the BVAR model outperforms all other models producing the minimum average RMSEs. Thus, it is more appropriate to use Bayesian approach to estimating and forecasting the nominal interest rate, particularly the small BVAR or BFAVAR approach.
Conclusion
In this paper we evaluate the forecasting performance of the four competing models for short-term forecasting of the key macroeconomic variables: the traditional VAR, Bayesian VAR, Factor Augmented VAR and Bayesian Factor Augmented VAR models. Using quarterly Armenian macroeconomic variables from 1996Q1-2014Q4 we estimate parameters of the above mentioned models. Then based on the out-of-sample root mean squared error (RMSE) criterion, we conclude that the Bayesian approach to estimating and forecasting is more appropriate to use for short-term forecasting than the more traditional unrestricted VAR approach. Therefore, we suggest that it is more appropriate to develop and use non-traditional forecasting models such as small scale BVAR or BFAVAR models for the short-term forecasting of the key macroeconomic variables in the Central Bank of Armenia. 
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