One of the fundamental aims of economic policies is to increase capital accumulation in terms of investment that is necessary to maintain a desirable and sustainable growth rate in the developing countries. The majority of empirical studies show that per capita GDP growth, foreign trade, capital flows, external debt, public sector borrowing requirements, inflation and interest rate are the main determinants of investment rate. Recently, there is an increasing emphasis on the role of the financial sector in this process, since a financial system, in essence, mobilizes saving to investment. In particular, it can be argued that a well-functioning and developed financial system may efficiently mobilize available resources for investment. Therefore, the aim of this study is to investigate whether financial development has contributed to an increase in investment in Turkey. To reach an empirical and firm conclusion, an investment function, including the traditional potential determinants along with financial development, is estimated by utilizing the developments in the time series econometrics in terms of unit root tests that allow structural breaks and co-integration for the period 1970-2009 in Turkey.
Introduction
Analysis of data from a large sample of countries has consistently shown that the rate of accumulation of physical capital is an important determinant of economic growth (Levine and Renelt, 1992) . Until 1980, Turkey pursued an industrialization strategy based on state-led import-substitution. Under this strategy the economy enjoyed rapid economic growth up to 1976. As a consequence of the rapid expansion of public demand and an investment boom, imports were, however, growing much more rapidly than exports, and the economy became increasingly dependent on foreign borrowing. From 1977 to 1980, growth collapsed virtually to zero, inflation accelerated, and foreign debt continued to increase. Controls on nominal interest rates caused extreme financial depression in this period. Administratively imposed ceilings on deposit and lending rates, credit rationing, and excessive reliance of corporations on credit rather than equity finance and other direct security issues were common characteristics of the pre-1980 financial regime in Turkey (Atiyas and Ersel, 1995) . Investments in the Turkish economy in the period after 1970 have increased consistently. However, during economic crises such as 1980, 1998 and 2001 , numerical increase in investment has been observed, but relatively the rate of growth has decreased. In the last 30-year period only in the previous year of 2009 has a decrease in investment occurred. This decline in investment is a matter of concern, given the close connection between the level of investment and the rate of economic growth as documented in recent studies (Ben-David, 1998; Chari, Kehoe & McGrattan, 1997; Barro, 1991; Khan & Reinhart, 1990; Kormendi & Meguire, 1985) . It is therefore worthwhile to investigate the factors that determine the level of domestic investment in these countries. This paper investigates the role of financial factors in determining domestic investment and private investment in Turkey. The premise of this study is that financial development facilitates the channeling of resources from savers to the highest-return investment activities, increases the quantity of funds available for investment, and thus mitigates the liquidity constraints faced by entrepreneurs. Thus a large and liquid financial system reduces the overall costs and risks of investment, which stimulates capital accumulation. The analysis is based on a reduced-form investment model that relates a country's domestic investment to the level of financial development while controlling for other nonfinancial factors. Following a standard practice in time series analysis, the investment equation is specified as a dynamic serial correlation model (see Hsiao, 1986; Anderson & Hsiao, 1982 , 1981 . To test the effects of financial development on investment, four indicators are used alternatively: credit to the private sector, total liquid liabilities of financial intermediaries, credit provided by banks, and a composite index combining these three indicators.
Theoretical Approaches
Despite the remarkable attention devoted to investment behavior, the literature has not yet produced a full-fledged model of investment applicable to the context of developing countries. Conventional models such as the flexible accelerator proved quite successful in explaining aggregate investment in industrial countries. The main underlying assumptions of these models, however (such as the assumption of perfect capital markets, absence of liquidity constraints, and abstraction from the role of government), are highly questionable in the context of developing economies. Research in the Volume 1 Number 1 January 2011 Financial Determinants of Investment for Turkey past decades has shifted attention toward the role of financial factors in explaining investment over time and across countries. Studies that emphasize the role of financial determinants for investment in developing countries have revived the original ideas of Schumpeter (1932) about the importance of the financial system in promoting technological progress. These studies also embed the Keynesian view that the ``state of credit'' is an important determinant of investment (Keynes, 1937 (Keynes, , 1973 . Gurley and Shaw (1955) provided vital impetus to the Schumpeterian and Keynesian insights by tying economic growth directly to financial development. Gurley and Shaw suggested that "economic development is retarded if only self-finance and direct finance are accessible, if financial intermediaries do not evolve" (Gurley & Shaw, 1955, pp. 518-519) . One key difference between developed and underdeveloped countries, as Gurley and Shaw argued, is the level of organization and sophistication of financial intermediaries, especially because of their role in facilitating the flow of loanable funds between savers and investors. McKinnon (1973) and Shaw (1973) offered a theoretical and empirical foundation for the relationship between monetary factors and investment. These authors advanced the hypothesis that investment in developing countries is positively associated with the accumulation of real money balances. The McKinnon-Shaw hypothesis is based on the assumption that limited access to credit in developing countries forces investors to accumulate enough real balances before they can initiate investment projects. This view establishes a positive relationship between real interest rate and investment. Higher interest rates on deposits attract more real balances, which allow them to finance more investment. This contradicts the neoclassical view that higher interest rates increase the user cost of capital and thus reduce investment. Evidence for this neoclassical interest rate (relative price) effect is mixed at best. Recent studies go beyond the McKinnon-Shaw tradition and relate investment to financial development in general by emphasizing the special services that financial intermediaries provide to investors. The financial system is the key to matching financial resources to investors' needs both through short-term credit expansion and, through its maturity transformation function, by channeling saving into long-term credit markets. Financial markets play an important role in allocating investment capital to high return activities (Greenwood & Smith, 1997) . Financial intermediaries have a special function in alleviating information problems, reducing liquidity risk, reducing monitoring costs, and channeling credit to certain classes of borrowers that cannot access nonintermediated forms of credit (Levine, 1997) . This analysis implies that low investment in developing countries may be due to low financial intermediation characterized by a limited range of financial instruments, limited long-term lending, inefficient lending practices (for example, politically motivated lending), direct credit control, and crowding out of private investment by public borrowing for consumption purposes. The emphasis on the role of finance for investment constitutes a major improvement on the traditional view that domestic investment is primarily determined by domestic saving. This traditional view holds that the level of saving determines the interest rate and thus the cost of investment, which in turn influences the demand for new capital. Indeed, a number of studies have documented a close connection between low investment rates in developing economies and low domestic saving (Bayoumi, 1990; Dooley, Frankel & Mathieson, 1987; Feldstein & Horioka, 1980) . These studies find that countries with low saving rates also have low investment rates. The positive relationship between domestic saving and domestic investment is often viewed as evidence of imperfect international capital flows Okyay UÇAN & Özlem ÖZTÜRK and various country-specific institutional and noninstitutional rigidities (see Feldstein & Horioka, 1980) . However, this approach, that assumes that saving directly causes investment, has important limitations. First, this view is an equilibrium (static) approach. Second, this view only considers the real side of the saving behavior and regards saving as a residue of income after consumption. As some authors argue, it is more appropriate to consider saving as a financial phenomenon. Under this view, saving is regarded as a mechanism of supply of funds (directly and indirectly) to the capital markets that channel the funds into the investment process. In that sense, the financial sector benefits from positive externalities from the real sector through the volume of saving. This approach implies an important role of the financial system in the determination of the level of investment. Empirical studies have shown that a number of nonfinancial factors also affect domestic investment in developing countries. This paper pays particular attention to three categories of factors: factors hypothesized by conventional investment theory (output growth and interest rate); factors related to government policy (government consumption, government borrowing, and inflation); and openeconomy factors (trade flows, foreign debt, and black market activities). Neoclassical investment theory suggests that the growth rate of real output is positively related to investment because it indicates changes in aggregate demand for output that investors seek to meet. Empirical evidence is consistent with this accelerator effect and shows that high output growth is associated with high investment rates (Fielding, 1997 (Fielding, , 1993 Greene & Villanueva, 1991; Wai & Wong, 1982) . Empirical tests have been less successful in establishing a robust negative relationship between the interest rate and investment. Neoclassical theory suggests that high interest rates raise the cost of capital, which reduces the investment rate. Government policies affect domestic investment through various channels, too. The first is that government consumption spending may crowd out domestic investment by raising interest rates, by reducing the pool of funds in the markets, and by increasing distortionary taxation on investment activities. It is also possible, however, for government spending to "crowd in" domestic investment through the accelerator channel. The net effect is theoretically unpredictable; it can only be determined empirically. Government borrowing from the domestic financial system is another factor that can reduce investment. Fischer (1993, p. 487) argues that the inflation rate serves as an indicator of the overall ability of the government to manage the economy. Since there are no good arguments for very high rates of inflation, a government that is producing high inflation is a government that has lost control. Evidently, there is little incentive to invest in a country where the government has lost control over the macroeconomic environment. Trade flows, external debt, and black market activities also affect the rate of investment in sub-Saharan African economies. Empirical evidence shows that among the many measures of openness, the flow of trade (imports and exports) appears to have the most consistent relationship with investment. Levine and Renelt (1992) find that a positive relationship between investment and trade holds whether trade flows are measured by imports, exports or total trade (imports plus exports). Studies on developing countries in general in particular find a negative relationship between external debt and domestic investment (Jenkins, 1998; Greene & Villanueva, 1991) . High debt can depress investment in various ways. First, high debt implies that a higher proportion of domestic output is used to meet debt obligations. This phenomenon, referred to as "debt overhang" (Krugman, 1988) , creates Volume 1 Number 1 January 2011 Financial Determinants of Investment for Turkey a disincentive effect that discourages domestic investment. Second, high debt obligations adversely affect the country's position in international credit markets and can even cause credit rationing. The credit rationing effect can be important. Credit rationing thus amplifies the debt overhang effect in reducing domestic investment. Third, high levels of external debt depress investment by making the macroeconomic environment more uncertain. Chronic trade deficits combined with ill-advised monetary and exchange policies have created a shortage of foreign Exchange. This and other factors have caused black market activities to flourish. High black market premia tend to induce domestic investors to substitute foreign currency hoarding for investment in physical capital. In addition, black market premia may simply be a symptom of overvaluation of national currencies. This by itself can depress investment by reducing foreign demand for domestic products. Black market premia can also be a sign of pervasive price distortions in the economy that adversely affect investment. Love and Zicchino (2006) applied vector auto regression (VAR) to firm-level panel data from 36 countries to study the dynamic relationship between firms' financial conditions and investment by using orthogonalized impulse-response functions in order to separate the 'fundamental factors' from the 'financial factors.' They found that the impact of financial factors on investment, which indicates the severity of financing constraints, is significantly larger in countries with less developed financial systems. Their finding emphasizes the role of financial development in improving capital allocation and growth and shows that the availability of internal funds is more important in explaining investment in countries with less developed financial systems. Furthermore, the impact of a positive shock to cash flow on investment was significantly higher in countries with a 'low' level of financial development than in countries with a 'high' level of financial development and they found that positive shock to marginal productivity has less impact on investment of firms in countries with low levels of financial development. Saumitra N. Bhaduri (2005) investigated the impact of financial liberalization on the investment patterns in a developing economy, India. The empirical findings revealed mixed evidence in favor of the hypothesis that the liberalization effort has succeeded in relaxing financial constraint faced by the Indian firms. The sample set consisted of a composite and heterogeneous mix of 362 firms whose annual accounts were reported without any gap for the financial years 1989-1990 to 1994-1995. The small and young firms in the sample experienced a significant increase in financial constraint in the post-liberalization period. Koo and Maeng (2005) found that firstly, financial liberalization significantly reduced the financial constraints confronted by firms. Secondly, the effect of financial liberalization on financial constraints was stronger for small and non-chaebol firms than large and chaebol firms. This suggested that various liberalization policies implemented in financial markets helped firms to get wider access to external finance. This paper investigated whether financial liberalization affected firms' investments in Korea. They tested for the hypothesis that financial liberalization had an impact on firms' investment behavior. Scaperlanda and Laurence (1969) studied, by employing the least-squares multiple regression technique, the empirical data from the 1952-66 periods related to U.S. direct investment in the European Economic Community (E.E.C.). While the primary orientation of this study was to evaluate statistically the determinants of direct foreign investment, the findings also have a bearing on the effect of the E.E.C. on the patterns of U.S. direct investment. No statistical evidence was found in support of the tariff-discrimination hypothesis and while the relationship between the size of market variable and U.S. direct investment appeared to have been somewhat affected by the establishment of the E.E.C., the stability of the market-size elasticity between the pre-and post-E.E.C. periods indicated that the E.E.C. has had little impact on the sensitivity of I to changes in Y. Günçavdı and Bleaney (2005) tested for shifts in aggregate private investment functions for Turkey as a consequence of financial liberalization in the early 1980s. Results for a neoclassical model in error correction form suggested that the short-run dynamics of investment were altered by financial liberalization, with reduced sensitivity to the availability of credit, but with no evidence of increased sensitivity to the cost of capital. Estimation of an Euler equation model indicated that credit constraints remained binding after liberalization. They interpreted this as evidence of significant structural change to private investment functions after financial liberalization, but with credit constraints continuing to operate. They attempted to estimate the impact of financial liberalization on the dynamics of private investment in Turkey by using an error correction version of the standard neoclassical model and also by an Euler equation approach based on the first-order conditions for dynamic profit maximization. In both cases, the results were limited by the use of aggregate data but it was important to test to what extent aggregate investment equations were liable to structural change under financial liberalization. In the case of the error-correction model, they were able to find statistically significant evidence of structural change. Credit variables became much less important after liberalization, as expected, although cost variables did not become more important. The Euler equation model, on the other hand, displayed no significant structural break associated with financial liberalization. The results for the Euler equation model suggested that credit constraints were binding both before and after liberalization, which would explain why this model does not display structural instability, since the specification depends only on whether the constraint is binding (Güncavdı, Bleaney, 2005, 445; 452) . Ndikumana (2006) investigated the effects of financial development on domestic investment in a sample of 30 sub-Saharan African countries. It was based on a dynamic serial-correlation investment model including various indicators of financial development, controlling for country-specific fixed effects and nonfinancial factors of investment. The results indicated a positive relationship between domestic investment (total investment and private investment) and various indicators of financial development. Higher financial development led to higher future levels of investment, implying a potent long-run effect of financial development on domestic investment. The findings implied that financial development could stimulate economic growth through capital accumulation. Ang (2009) suggested that significant directed credit programs favoring certain priority sectors tended to discourage private capital formation in both countries. Interest rate controls appeared to have a positive impact on private investment, with the effect being more pronounced in Malaysia. While high reserve and liquidity requirements exerted a negative influence on private investment in India, the effect was found to be positive in Malaysia. The empirical evidence showed a significant steady-state relationship between private investment and its determinants. The results suggested that financial repressionist policies, in the form of significant directed credit controls, appear to have retarded private investment in both India and Malaysia. However, contrary to the financial liberalization thesis, interest rate restraints appeared to be an effective device in stimulating private investment in both countries. While high reserve and liquidity requirements tended to have an Volume 1 Number 1 January 2011 Financial Determinants of Investment for Turkey undesirable effect on private investment in India, they were found to be favorable in Malaysia. Malaysia had lower corruption and better law and order compared to India. In sum, their results tended to support the proposition that some form of financial restraint might have stimulated private investment. Jongwanich and Kohpaiboon (2008) examined patterns and determinants of private investment in an attempt to understand why levels of private investment in South East Asia have not yet fully recovered, using Thailand as a case study. The private investment equation was estimated during the period 1960-2005. They found that it was capital fund shortages rather than existing spare capacity that hindered short-run investment recovery. In the long run, policy emphasis should have been on promoting a conducive investment climate. The key finding was that private investment in Thailand had borne the brunt of aggregate demand contraction since the outbreak of the Asian financial crisis in 1997. Among the short-run investments, credit shortage was the most important constraint on investment recovery following the crisis. In the long run, private investment was mostly determined by business opportunities and investment costs. Spiegel (2000) indicated that financial development positively influenced both rates of investment and total factor productivity growth. In summary, they found that different aspects of financial development had positive influences on total factor productivity growth and rates of factor accumulation. While the ratio of private-sector liabilities to income had a fairly robust impact on total factor productivity growth, it entered with its predicted sign only in the accumulation of physical capital, and even then the performance of that variable was not robust to the inclusion of country fixed effects. The indicator of liquid liabilities as a share of income performs similarly, although it was not as robust to the inclusion of fixed effects as the private liabilities ratio in the growth equations. Morck et al. (1990) tried to question how the stock market affected investment. For their analysis, they investigated the effect of stock returns and the growth in fundamental variables on investment growth in order to see how important the stock market was after controlling for fundamentals. The firm-level regressions showed that movements in relative share prices were associated with fairly large and statistically significant investment changes when fundamentals were held constant, but the incremental R2 from relative stock returns was fairly small. The cross-sectional variability of investment was sufficiently large that relative stock returns could account for only a small part of it. They argued that the explanatory power of relative stock returns for investment was unlikely to be evidence that the stock market provided new information to managers, since managers probably learned little from the market about their own firms' idiosyncratic prospects. They also provided evidence that the relation between relative stock returns and investment was not driven by the costs of external financing. The explanatory power of relative stock returns for investment might be evidence of the market exerting pressure on managers, although it also seemed likely that the market was picking up the effect of imperfectly measured fundamentals. Gordon (1964) presented the results of empirical work undertaken to test the theory's ability to explain the annual investment of the firm. 23 large chemical corporations were selected and data was obtained to provide the value of each variable for the years 1954 through 1960, thereby providing 161 observations on each variable. This study's conclusions might be summarized as follows: First, a large proportion of the scale deflated variation in investment in the sample was explained by the security flow variable, the investment consistent with maintaining a satisfactory level of security made Okyay UÇAN & Özlem ÖZTÜRK possible by the period's operations. Second, the correlation with the profitability variable was quite small. While this might be due to lack of influence on the level of investment, it was quite possible that the cause was the limitations of the change in sales as a measure of rate of return on investment.
Methodology
Let us first define d to be the degree of integration of a time series At. More precisely, if At achieves stationary after being differenced d times, it is said to be integrated of order d, denoted by At ~ I(d). Thus, an I(1) variable is a variable that achieves stationarity after being differenced one.
A necessary condition for testing for a long-run relationship between two or more variables is that these variables are I(1), i. e., stationary in first differences. We, therefore, first test for a unit root using the conventional unit root tests such as ADF (see Dickey and Fuller, 1981; Said and Dickey, 1984) and KPSS (Kwiatkowski-Phillips-Schmidt-Shin, 1992) tests. Besides, in order to capture any possible structural shift over the estimation period, we also employ Perron (1997) . This test allow for a single break at an unknown time under the alternative hypothesis of trend-stationarity. While it is true that the Perron (1997) test, by virtue of accounting for one structural break, is an advance over standard ADF and KPSS tests, it is argued that the Perron test may lose power when confronted with two or more breaks (see Lee and Strazicich, 2003) . To address this problem, there is a procedure devised by LS (2003) which proposes a model that tests endogenously for two or more structural breaks.
If the examined series for the given country are deemed to be I(1), the next step is to establish whether they are cointegrated or not. To this end, we relied on the Johansen & Juselius (1990) cointegration test. If the series are not cointegrated we follow with the Vector Autoregressive (VAR) model. The VAR model, recently, is one of the most used time series analysis. The VAR model is flexible, easy to estimate, and it usually gives a good fit to macroeconomic data. However, the possibility of combining long-run and short-run information in the data by exploiting the cointegration property is probably the most important reason why the VAR model continues to receive the interest of both econometricians and applied economists. Since, there is no constraint in the VAR approach and it gives dynamic relations between the variables, it is used more for the time series (Keating, 1990:453-454) . One of the advantages of the VAR approach is that variables are endogenously determined. Secondly, the VAR approach allows the variables depending more than white noise terms or lag of variables. Thus VAR model becomes more flexible than AR models and since the VAR approach includes most properties of data, it offers a strong structure. Moreover, every equation may be solved by OLS (Ordinary Least Squares) because there is no simultaneous terms right side of the equation. As Sims (1980) claims, huge scaled structural models fail to forecast out of sample estimation (Brooks, 2008:291; Greene, 1993:553) .
Simply, as y 1t and y 2t are the variables, the VAR model can be defined as follows (Brooks, 2008:290) :
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Current values of variables depend on the k lag of the variables and error terms. Here it is white noise error term and while i=1,2 E (u it ) =0 ve E (u 1t u 2t )=0. The assumption of uncorrelated error terms with their lagged values makes no constriction to the VAR model. The reason for this is that by increasing the lag length of the variables autocorrelation problem is achieved (Güloğlu ve Özgen, 2004:96) . Lag length is determined by Akaiki Information Criteria (AIC), Schwarz Information Criteria (SIC), Hannan-Quinn Information Criteria (HQ) and Final Prediction Error (FPE). All variables have to be stationary in the VAR approach. But, Sims (1980) and Sims, Stock and Watson (1990) claim that whether variables have unit root or not, differencing procedure needs not to be applied. When differencing procedure is applied, long-run relationship between the variables can be lost (Enders, 2004:270) . On the other hand, Fuller (1976) asserts that differencing a series doesn't show an asymptotic efficiency (Günçavdı et al., 2000: 160) . Thus, if the series are not cointegrated, VAR approach is used with differencing I(1) variables. In this paper we use both Sims and Fullers approach, and then we write the best one that explains the economic theory. To interpret the VAR results impulse-response function, variance decomposition and granger causality are used.
Data and Formation of Variables

All data are gathered from International Financial Statistics online services reported by the International Monetary Fund (IMF). This publication has annual data for Turkey from 1970 to 2009. The variables used in this paper are:
Total gross domestic investment as a percentage of gross domestic products (GDP) : I t Private domestic investment as a percentage of GDP: PI t Real per capita gross domestic product : PGDP t Growth rate of GDP deflator (Inflation) : Inf t Discount rate (real interest rate): r Financial development indicators (see Ndikumana, 2000; Levine, 1997; Demirgüc-Kunt and Maksimovic, 1996; Lynch, 1996 for a discussion of measuring the items of financial development). By following Ndikumana (2000) , Total credit to the private sector as a percentage of GDP (FD1) The ratio of broad money to GDP is used as a measure of size of the financial sector (FD2) The relative importance of banks in the supply of credit is measured by total domestic credit provided by the banking sector as a percentage of GDP (FD3) Claims on government as a percentage of GDP (FD4) A composite index of financial development (FDindex)
The formula for the FDindex that is developed by Demirgüc-Kunt and Levine (1996) is adapted to our paper as the following:
( 1) where FDi is an indicator of financial development, is the sample mean of indicator i. Since we have four financial development indicators, we use 4 for the maximum number of total symbol.
In this paper, we create two main models dealing with It and PIt. In these models besides real interest rate (r), real per capita gross domestic product (PGDPt), inflation (inf); financial development indicators are changed to each other to see their individual effect on I t and PI t , i.e.:
Empirical Results
Unit root test results
To start with the ADF and KPSS tests were applied both on levels and on the first differences of I t, PI t , PGDP t , Inf t , r, FD1, FD2, FD3, FD4 and FDindex. The results are summarized in Table 1. The tests on the level series ( -3,196 -3,196 0,119 0,119 Note: All regression variables are in logarithm. Asterisks *, **, ***, show significance of 1%, 5% and 10% levels respectively. The critical values are obtained from MacKinnon (1991) for the ADF test and from Kwiatkowski et al. (1992) for the KPSS test. ADF test examines the null hypothesis of a unit root against the stationary alternative. KPSS tests the stationarity null hypothesis against the alternative hypothesis of a unit root.
Volume 1 Number 1 January 2011
Financial Determinants of Investment for Turkey I.e., Since ADF and KPSS tests are in conflict, as we emphasize in the methodology part, there may be structural breaks. So we apply Perron and LS unit root tests to see more accurate results. Perron (1997) and Lee-Strazicich (2003) tests indicate that regime shifts in all the variables. The results of Perron and LS unit root tests presented in Table 2 provide further evidence of the existence of a unit root when breaks are allowed. The estimated results of unit root tests indicate that all variables are I(1) as the null hypothesis of non-stationary can not be rejected at conventional significance levels.
Co-integration test results
Since it is agreed that all variables are I(1), we start to investigate whether there is a long run relation between the variables in Model A and B. Table 3 shows the co-integration relation of (total gross domestic investment as a percentage of gross domestic products) It with financial development indicators and a list of control variables consisting of inflation, growth rate of real per capita GDP and real interest rate. Perron(1997) LS (2003 Lee and Strazicich (2003, 2004) for the LS test. Perron and LS tests examine the null hypothesis of a unit root against the stationary alternative.
Okyay UÇAN & Özlem ÖZTÜRK Table 4 shows the co-integration relation of (private domestic investment as a percentage of GDP) PI t with financial development indicators and a list of control variables consisting of inflation, growth rate of real per capita GDP and real interest rate. Thus, since series are not co-integrated in both Table 3 and Table 4 , the VAR approach is used with differencing all I(1) variables to make them stationary. Here, for all models, total gross domestic investment is affected by itself along all 10 periods time. Especially, Model A-FD1 analysis shows that relative to the other models at the end of 10th period effect of total credit to private sector (FD1) is evidently determined (See Appendix-i (Model A)).
Model B
At the end of the 10th period private domestic investment, for all models, is affected from inflation and real interest rate variables as a percentage of 30% (See Appendix-i (Model B)). Especially, in the model with FD3 (domestic credit provided by the banking sector), relative to other financial development items, at the end of 10th period domestic credit's effect is higher on private domestic investment (See Appendix-i (Model B-FD3)).
Impulse Response Analysis
Impulse response functions describe how the economy reacts over time to exogenous impulses, which economists usually call 'shocks', and are often modeled in the context of a vector auto-regression. Impulse response functions describe the reaction of endogenous macroeconomic variables at the time of the shock and over subsequent points in time. Impulse Response Analysis results are given in the appendix-ii by graphs. We investigate the dynamic responses of variables against one unit standard error shocks to the other variables. While dotted lines show the significance bounds, straight line gives the estimates.
Model A
Against the effect of an exogenous shock or innovation in FD1, FD3, and FD4 there exists a positive effect on the total investment in the short term and then at the end of 10th period total investment tends to its mean value. Against the effect of an exogenous shock in FD2 there exists a negative effect on the total domestic investment. As a total effect of financial development items we can analyze the effect of a shock in FDindex. As a result of this a positive effect also occurs on total domestic investment (I t ) in the short term but It again tends to its mean at the end of the 10 th period. On the other hand, as an impact to the effect of an exogenous shock in control variables (inflation, real interest rate and real per capita GDP), a negative effect occurs on the total domestic investment in the short term.
Model B
Against the effect of an exogenous shock or innovation in FD1,FD2, and FD4 there exists a positive effect on the private investment in the short term and then at the end of the 10 th period private investment tends to its mean value. As an impact to the effect of an exogenous shock in FD3 there exists a negative effect on the private domestic investment. As a total effect of financial development items we can analyze the effect of a shock in FDindex. As a result of this a positive effect also occurs on private domestic investment (I t ) in the short term but It again tends to its mean at the end of 10th period.
On the other hand, against to the effect of an exogenous shock in inflation and real interest rate, there exists a negative effect on the private domestic investment. But, after an effect of an exogenous shock in real per capita GDP, there exists a positive effect on private investment.
Granger Causality Results
The term causality suggests a cause and effect relationship between two sets of variables. Table 5 shows the Granger Causality results of Model A with FD1.
Model A Table 5 . Model A with FD1
In the Table 5 it is seen that total credit to the private sector (FD1) may Granger-cause total gross domestic investment. Since no other Granger cause is found, other tables are given in the appendixiii.
Model B
Here, inflation and real interest rate may Granger-cause private domestic investment for all Granger causality results for model B. On the other hand, there is not any significant Granger cause between the other variables (See appendix-iii (Model B)) 
MODEL B Granger Causality Results
Model B-FD1
