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Abstract
This PhD-thesis, comprizing five chapters deals with some topics combining potential
theory and convex geometry through studying the mixed volumes and the anisotropic
potentials, whence their applications in information theory and elliptic PDEs.
Chapter 1 is the introduction and overview for the whole dissertation. Chapter
2 studies a mixed volume induced by the anisotropic Riesz-potential including its
reverse Minkowski-type inequality. It turns out that such a mixed volume is equal
to the anisotropic Cordes-Nirenberg-capacity. Two restrictions on the Lorentz spaces
are characterized. Besides, we also prove a Minkowski-type inequality and a log-
Minkowski type inequality as well as its reverse form.
Chapter 3 investigates a mixed volume from the anisotropic potential with nat-
ural logarithm as a better complement to the end point case of the mixed volumes
from the anisotropic Riesz-potential. An optimal polynomial log-inequality is not
only discovered but also applicable to produce a polynomial dual for the conjectured
fundamental log-Minkowski inequality in convex geometry analysis. Moreover, the
star body with respect to the origin is characterized in terms of anisotropic potentials
over the Euclidean spaces.
Chapter 4 establishes an interpretation of a functional type of mixed volume, the
f -divergence via the Orlicz addition of measures. Fundamental inequalities, such
as a dual functional Orlicz-Brunn-Minkowski inequality, are established. We also
investigate an optimization problem for the f -divergence.
Chapter 5 characterizes the embeddings of associate Morrey spaces to Cordes-
Nirenberg spaces and Cordes-Nirenberg spaces to Morrey spaces and hence produces
the embedding chain. The trace of Riesz-Cordes-Nirenberg potentials, i.e., the bound-
edness of the Riesz operator mapping Cordes-Nirenberg spaces to the Radon measure
ii
based Campanato space, is also established with both sufficient and necessary con-
ditions. Consequently, the regularity of an elliptic equation living on the Cordes-
Nirenberg spaces can be characterized by means of the Campanato spaces.
iii
To my dear parents and sister
iv
Acknowledgements
Above all, I would like to express my sincere gratitude to my supervisors, Professor
Jie Xiao and Dr. Deping Ye, for their numerous instructions and valuable suggestions
on my study and thesis. Without their consistent and illuminating assistances, this
thesis could not have reached this present form. I also sincerely appreciate China
Scholarship Council for supporting me studying in Canada.
Second, thanks Dr. Baocheng Zhu, Xiaokang Luo, Sudan Xing and Han Hong
who help me a lot during my studying at Memorial university.
I am also deeply indebted to Mr. John Craighead, Ms. Ros English and other
teachers and staffs in the department of mathematics and statistics at Memorial for
their direct and indirect help to me.
Special thanks should go to my friends Yang Li and Chen Wei who were very
warm-hearted and always gave their hands to help me whenever I need their helps in
my life.
Lastly my gratitude would go to my beloved family for their loving considerations
and great support to me all these years.
v
Statement of contribution
This dissertation studies several mixed volumes as geometric extensions of the Newton
gravitational potential. Isovolumetric inequalities are established, which are widely
applied to convex geometry analysis, function spaces and PDE. As a functional mixed
volume, this thesis studies f -divergence by the Orlicz addition for measures. Appli-
cations in information theory are explored.
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List of symbols
N natural numbers
Rn Euclidean space with dimension n ∈ N
o the origin point of Rn
B(x, r) the closed Euclidean ball with center x and radius r > 0
Sn−1 the unit sphere of Rn
Ec the complement of the Lebesgue measurable set E ⊆ Rn
int(E) the interior of the Lebesgue measurable set E ⊆ Rn
E the closure of the Lebesgue measurable set E ⊆ Rn
V (E) the n-dimensional volume of Lebesgue measurable set E ⊆ Rn
C∞0 the set of all smooth functions with compact support in Rn
X . Y ∃C > 0 not related with X, Y ∈ R such that X ≤ CY
X & Y ∃C > 0 not related with X, Y ∈ R such that X ≥ CY
X ≈ Y ∃C1, C2 > 0 not related with X, Y ∈ R such that C1Y ≤ X ≤ C2Y .
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Chapter 1
Introduction and overview
Our starting point is the well-known Newton gravitational potential B(o, r) ⊆ R3
with unit mass density (see e.g. [56]):
1
4pi
∫
B(o,r)
dy
|x− y| =

r2
2
− |x|2
6
, if x ∈ B(o, r);
r3
3|x| , if x ∈ R3 \B(o, r).
Clearly, we have
sup
x∈R3
∫
B(o,r)
dy
|x− y| =
∫
B(o,r)
dy
|y|(1.1)
= 2pir2
= 2pi
(
V
(
B(o, r)
)
V
(
B1(o)
) ) 23
=
3
2
V
(
B(o, r)
) 2
3V
(
B1(o)
) 1
3 .
Such a simple but important computation leads to the following question: Is it
possible to extend (1.1) to any n-dimensional space (Rn, ‖ · ‖), where ‖ · ‖ is a norm
defined on Rn?
2To settle this question, as a geometrical understanding of the maximal gravi-
tational potential, we introduce a mixed volume induced by the anisotropic Riesz-
potential in Section 2.1 and establish a reverse Minkowski-type inequality in Section
2.2, which implies a integral presentation to the lower bound of Mahler volume. Metric
properties including inner and outer regularity are studied in Section 2.3.
It turns out that such a mixed volume is equal to the anisotropic Cordes-Nirenberg-
capacity and has connections with the anisotropic Cordes-Nirenberg space in Section
2.4. In Section 2.5, two restrictions on the Lorentz spaces in terms of the anisotropic
Cordes-Nirenberg-capacity are characterized. Moreover, we also prove a Minkowski-
type inequality and a log-Minkowski type inequality as well as its reverse form respec-
tively in Section 2.6 and 2.7.
In Chapter 3, we study the mixed volume Vlog,m(E,K) from anisotropic potential
with natural logarithm, as a better complement to the end point case of the mixed
volumes Vα(E,K) developed in Chapter 2. Note that Vlog,m(E,K) is of independent
interest in engineering and mathematical physics [23, 35] under the circumstances.
If m is an even number then Vlog,m(E,K) = +∞ (see Remark 3.1.2(ii)). The
principal theorem of this chapter is the optimal polynomial inequality for Vlog,m(E,K)
established in Section 3.2 for m being an odd number. In the immediate sequel in
Section 3.3, we prove the dual polynomial log-Minkowski inequality for two star bodies
K and L in convex geometry analysis, which may be regarded as the polynomial dual
for the fundamental log-Minkowski inequality for mixed volumes of two convex bodies
conjectured by Bo¨ro¨czky-Lutwak-Yang-Zhang in [15] where it is only proved for n = 2.
More precisely, the dual polynomial log-Minkowski inequality under m = 1 reduces to
the known dual log-Minkowski inequality developed by Gardner-Hug-Weil-Ye in [30]
and by Wang-Liu in [66].
We believe that there exists a corresponding dual polynomial log-Brunn-Minkowski
3inequality, which together with the dual polynomial log-Minkowski inequality, will
establish the dual polynomial log-Brunn-Minkowski theory. This is a generalized
endpoint case of the significant dual Brunn-Minkowski theory developed by Zhu-
Zhou-Xu in [74] and Gardner-Hug-Weil-Ye in [30].
Moreover, we characterize the star body with respect to the origin in terms of
anisotropic Riesz-potentials in Chapter 2 and logarithmic potentials in this chapter
for all Rn≥2 in Section 3.4.
In Chapter 4, we explore the connection between the Orlicz addition for mea-
sures and the f -divergence, which is a functional type of mixed volume. Let Ω be a
nonempty set and µ be a measure on Ω. Assume that P and Q are two measures on
Ω whose density functions p and q, respectively, with respect to µ are positive on Ω.
That is, p, q > 0 such that
P (Ω) =
∫
Ω
p dµ <∞ and Q(Ω) =
∫
Ω
q dµ <∞.
For a real valued function f , the f -divergence of P and Q, denoted by Df (P,Q), was
introduced independently by Csisza´r [21], Morimoto [50], and Ali and Silvey [8]). It
can be formulated by
(1.2) Df (P,Q) =
∫
Ω
f
(
p
q
)
q dµ.
The f -divergence is an extension of the classical Lp distance of measures and con-
tains many widely-used distances for measures as its special cases, e.g., Bhattcharyya
distance [14], Hellinger, Kullback-Leibler divergence [36], Renyi distance [7], χ2-
distance [26] and total variation distance [42]. The f -divergence can be used to dis-
tinguish two measures and plays fundamental roles in topics such as image analysis,
information theory, pattern matching and statistical learning (see [11, 20, 34, 42, 53]),
4where the measure of difference between measures is required.
The Brunn-Minkowsi inequality is arguably one of the most important inequali-
ties in geometry. It can be used to prove, for instance, the celebrated Minkowski’s
and isoperimetric inequalities. See the excellent survey [28] by Gardner for more de-
tails. On the other hand, the dual Brunn-Minkowski inequality and dual Minkowski
inequality are crucial for the solutions of the famous Busemann-Petty problem (see
e.g., [27, 31, 48, 73]). These inequalities have been extended to the Orlicz theory in
[29, 30, 67, 74].
Chapter 4 is dedicated to provide a basic theory for the dual functional Orlicz-
Brunn-Minkowski theory and an interpertation for the f -divergence. In particular,
we define the Orlicz addition of functions in Section 4.1 and further Orlicz addition
of measures together with the dual functional Orlicz-Brunn-Minkowski inequality in
Section 4.2, which is proved to be equivalent to Jensen’s inequality under certain case
in Section 4.4. Moreover, the f -divergence is proved to be the first order variation of
the total mass of a measure obtained by a linear Orlicz addition of two measures in
Section 4.3. Further connections between the f -divergence and geometry are provided.
In Section 4.5, we investigate an optimization problem for the f -divergence, and define
the dual functional Orlicz affine and geominimal surface areas for measures. Related
functional affine isoperimetric inequalities for the dual functional Orlicz affine and
geominimal surface areas for measures are established.
In Chapter 5, we apply the theory of the mixed volume from the anisotropic Riesz-
potential in Chapter 2 to function spaces and PDE. As is well-known, the Morrey
space Lq,λ is a very useful tool for handling the regularity for solutions of some partial
differential equations of basic importance (see [32, 63, 51, 64, 3, 62]). As one of
generalizations of the Morrey space, the Campanato space (covering BMO and the
Ho¨lder space Cγ; see [54, 68]) was introduced in [17]. Moreover, the associate Morrey
5space Hs,κ was explored in [5, 57, 69, 12]. Simultaneously, it is known that Cordes-
Nirenberg space CNp,α˜ (regarded also as a variant of the Morrey space - see [41]),
together with Lq,λ, plays a significant role in studying the local behaviour of solutions
to some nonlinear elliptic equations (see [40, 41, 3]). When p = 2, these spaces are
particularly important, since the techniques suggested by Cordes cannot be applied
to the Morrey space (see [19]); see Section 5.1 for definitions of these function spaces.
In Section 5.2, we first establish the Cordes-Nirenberg embedding CNp,α˜ ⊆ Lp,λ
with both sufficient and necessary conditions. Then the associate Morrey spaces
embedding Hs,k ⊆ CNp,α˜ is completely studied for all s ∈ [1,∞], whence producing
the embedding chains Hs,k ⊆ CNp,α˜ ⊆ Lq,λ.
On the other hand, the restricting/tracing of the Riesz-type potentials, i.e., the
boundedness of the Riesz operator Iα on these function spaces, has been widely in-
vestigated within analysis, geometry and so on. For example, the famous Galiardo-
Nirenberg-Sobolev’s inequality can be implied by the boundedness of the Riesz oper-
ator from one Morrey space to another (see [1, Theorem 3.2]). The Radon measure
based p-Laplace equation can be settled through the boundedness of the Riesz oper-
ator from the Morrey space to the Radon-measure-based Campanato space (see e.g.
[6, 44, 45, 43, 69]). However, there has been still no restricting result on the Cordes-
Nirenberg potential space Iα(CN
p,α˜). So, as a development of Theorem 5.2.1 Section
5.3 deals with this problem through restricting the Morrey potential space Iα(L
p,λ) to
the Radon measure µ-based Campanato space Lq,ηµ .
As an further application, we study the solution and its regularity of a widely
studied Dirichlet problem of some elliptic equations with symmetric L∞-coefficients
through restricting some related function spaces on a bounded open set Ω ( Rn.
Chapter 2
A mixed volume from the
anisotropic Riesz-potential
2.1 The first definition
Let us agree on some conventions. A set K $ Rn is star-shaped with respect to the
origin if the intersection of every line through origin with K is a compact line segment.
The radial function is defined by
ρK(x) = max{λ ≥ 0 : λx ∈ K} for x ∈ Rn \ o,
where o denotes the origin of Rn. If ρK is positive and continuous, K is called a star
body with respect to the origin. In this paper, we always assume K is a star body
with respect to the origin unless otherwise stated.
The Minkowski functional of K, ‖ · ‖K is defined by:
(2.1) ‖x‖K = inf{λ > 0 : x ∈ λK} & λK = {λy : y ∈ K} ∀ x ∈ Rn.
7Note that Minkowski functional is usually defined for convex bodies (see [58]). In this
chapter, we extend the definition to star bodies. It is easy to check that ρ−1K (x) = ‖x‖K
and ‖ · ‖B(o,r) = | · |, where | · | is the Euclidean norm. For these and more information
on convex geometry analysis, we refer to [30] and [58].
Below is a quasi-triangle inequality for ‖ · ‖K .
Proposition 2.1.1. If
(2.2)

rK = sup{r˜ ≥ 0 : r˜B(o, 1) ⊆ K};
RK = inf{r˜ ≥ 0 : K ⊆ r˜B(o, 1)},
then
‖x+ y‖K ≤ RK
rK
(‖x‖K + ‖y‖K) ∀ x, y ∈ Rn.
Proof. Since ρK is positive and continuous, we have
0 < rK ≤ RK < +∞ & rKB(o, 1) ⊆ K ⊆ RKB(o, 1).
Then, by the definition of Minkowski functional in (2.1), it follows that if ∀x ∈ Rn
then
‖x‖K = inf{λ > 0 : x ∈ λK} ≤ inf{λ > 0 : x ∈ λrKB(o, 1)} = ‖x‖rKB(o,1);
‖x‖K = inf{λ > 0 : x ∈ λK} ≥ inf{λ > 0 : x ∈ λRKB(o, 1)} = ‖x‖RKB(o,1),
and
‖x‖rKB(o,1) = inf{λ > 0 : x ∈ λrKB(o, 1)} = 1rK inf{λ > 0 : x ∈ λB(o, 1)} = 1rK |x|;
‖x‖RKB(o,1) = inf{λ > 0 : x ∈ λRKB(o, 1)} = 1RK inf{λ > 0 : x ∈ λB(o, 1)} = 1RK |x|,
8whence implying
(2.3)
|x|
RK
≤ ‖x‖K ≤ |x|
rK
.
From this, it follows that if ∀x, y ∈ Rn then
‖x+ y‖K ≤ rK−1|x+ y| ≤ rK−1(|x|+ |y|) ≤ RK
rK
(‖x‖K + ‖y‖K) .
Denote by
BKr (y) = {x ∈ Rn : ‖x− y‖K ≤ r}
the K-ball centred at y with radius r. It follows that
V ({x : ‖x‖K ≤ t}) = tnV (K) ∀ t > 0.
For another measurable set K˜, we say that K˜,K are dilates provided that ∃λ > 0
obeying K˜ = λK, while K˜,K are homothetic if ∃λ > 0 and y ∈ Rn obeying K˜ =
λK + y.
A set L is said to be a convex body if L is a convex compact subset in Rn with
nonempty interior. If the origin is in the interior of the convex body L, one can define
its polar body L◦ as
L◦ = {x ∈ Rn : 〈x, y〉 ≤ 1, ∀y ∈ L}.
Clearly L◦ is a convex body with the origin in the interior. Moreover, if L is origin-
symmetric, then its polar L◦ is clearly origin-symmetric as well. When K is a convex
9body with the origin in the interior, it is easy to check the triangle inequality
‖x+ y‖K ≤ ‖x‖K + ‖y‖K ∀ x, y ∈ Rn.
If K is additionally origin-symmetric, then ‖ · ‖K is a norm on Rn. More background
about convex geometry can be found in [58].
Let 0 ≤ α < n and E ⊂ Rn be a bounded measurable set. We define the anisotropic
α-Riesz-potential of E at y with respect to K by
Iα(E,K; y) =
∫
E
dx
‖x− y‖αK
.
Now we can define Vα(E,K), the mixed volume induced by the anisotropic α-
Riesz-potential Iα(E,K; ·).
Definition 2.1.2. Let 0 ≤ α < n and E ⊂ Rn be a bounded measurable set. Define
Vα(E,K) =

supy∈Rn Iα(E,K; y), if 0 < α < n;
V (E), if α = 0.
If E is bounded, one has
lim
‖y‖K→∞
Iα(E,K; y) = 0.(2.4)
In fact, as E is bounded, there is a constant R > 0 such that |x| ≤ R for all x ∈ E.
On the other hand, if |y| > 2R, one has |x| ≤ |y|/2 and
‖x− y‖K ≥ 1
RK
|x− y| ≥ 1
RK
(|y| − |x|) ≥ |y|
2RK
>
R
RK
10
by (2.3). This further implies that, for 0 < α < n,
Iα(E,K; y) =
∫
E
dx
‖x− y‖αK
≤
∫
E
(
RK
R
)α
dx ≤
(
RK
R
)α
V (E).
Therefore, for 0 < α < n,
0 ≤ lim
‖y‖K→∞
Iα(E,K; y) ≤ lim
R→∞
(
RK
R
)α
V (E) = 0.
Moreover, Iα(E,K; y) is continuous on y ∈ Rn (see Lemma 2.3.1). Consequently,
there is a point y0 ∈ Rn, such that, for 0 < α < n,
Vα(E,K) = sup
y∈Rn
Iα(E,K; y) = Iα(E,K; y0) =
∫
E
dx
‖x− y0‖αK
.
To see this, let Vα(E,K) > 0 (as otherwise it is trivial). Then, there exists y1 ∈ Rn
such that Iα(E,K; y1) > 0. By formula (2.4), one can find R0 > 0 (depending on α),
such that
0 ≤ Iα(E,K; y) < Iα(E,K; y1)/2, ∀y ∈
(
BKR0(0)
)c
.
In other words, the supremum of Iα(E,K; y) cannot be obtained in
(
BKR0(0)
)c
. On
the other hand, the function Iα(E,K; y) is continuous in B
K
R0
(0), a compact set in Rn.
Hence, for 0 < α < n, there is y0 (depending on α) in B
K
R0
(0), such that
Vα(E,K) = sup
y∈BKR0 (0)
Iα(E,K; y) = Iα(E,K; y0) =
∫
E
dx
‖x− y0‖αK
.
For 0 < α < n, denote byMα the set of all y ∈ Rn such that Vα(E,K) = Iα(E,K; y).
Clearly, Mα ⊆ BKR0(0).
Note that (n− α)Vα(K,K) = nV (K) for α ∈ [0, n), a consequence following from
the forthcoming Theorem 2.2.1 (i). In the literature, several anisotropic norms and
11
perimeters have been introduced and investigated (see e.g., [9, 18, 24, 33, 47, 46, 70]
and their references). The basic idea behind those anisotropic norms and perimeters
is to substitute the Euclidean norm | · | by the Minkowski norm ‖ · ‖K . This naturally
brings convex geometry into consideration and greatly enhances the already existing
connections between analysis and convex geometry.
2.2 A reverse Minkowski-type inequality
The Minkowski inequality is one of the most important inequalities in convex geometry
with many applications (see e.g. [58]). For two convex bodies L,M ⊂ Rn, the
Minkowski inequality asserts that the mixed volume
V (L,M) = lim
→0
V (L+ M)− V (L)
n
with L+ M = {x+ y : x ∈ L & y ∈M},
is bounded from below by V (L)1−1/nV (M)1/n, i.e.,
(2.5) V (L,M) ≥ V (L)n−1n V (M) 1n
with equality if and only if L and M are homothetic to each other. We now establish
a reverse Minkowski-type inequality for the mixed volume Vα(E,K), which actually
provides a solution to the question mentioned above (right below formula (1.1)). Note
that the characterization for equality in Theorem 2.2.1 gives, for 0 < α < n,
sup
y∈Rn
∫
BKr (0)
dx
‖x− y‖αK
=
n
n− αV (B
K
r (0))
n−α
n V (BK1 (0))
α
n .
12
In particular, if K = B(o, 1), then for 0 < α < n,
sup
y∈Rn
∫
B(o,r)
dx
|x− y|α =
n
n− αV (B(o, r))
n−α
n V (B(o, 1))
α
n ,
which is an extension of formula (1.1) to all n. A Minkowski-type inequality similar
to inequality (2.5) for V˜α(E,K) will be proved in Section 2.6.
Theorem 2.2.1. The following reverse Minkowski-type inequalities hold.
(i) For a bounded measurable set E ⊂ Rn and for 0 ≤ α < n, one has
Vα(E,K) ≤ n
n− αV (E)
n−α
n V (K)
α
n .(2.6)
Equality holds trivially if α = 0 or V (E) = 0. For α ∈ (0, n) and bounded measurable
set E with V (E) > 0, equality holds if and only if E is almost a K−ball; namely,
there is y ∈ Rn, such that
V (Ec ∩BKr (y)) = V
((
BKr (y)
)c ∩ E) = 0, with r = (V (E)
V (K)
) 1
n
.
(ii) For star body L ⊂ Rn with respect to the origin and 0 < α < n, one has
Vα(L,K) ≤ n
n− αV (L)
n−α
n V (K)
α
n ,(2.7)
with equality if and only if K and L are homothetic to each other.
Additionally, if K is a convex body with origin in its interior, then
(2.8)
(Vn/2(K
◦, K))2
4
≤ V (K◦)V (K)
with equality if and only if K is an Euclidean ball.
13
Proof. (i) The desired inequality (2.6) holds trivially if V (E) = 0 or α = 0. We only
need to consider the case α ∈ (0, n) and 0 < V (E) < ∞. Let y ∈ Rn be fixed and
BKr (y) be the K−ball with center y and radius
r =
(
V (E)
V (K)
) 1
n
> 0.
Note that V ({x : ‖x‖K ≤ t}) = tnV (K) for all t > 0. Thus V (BKr (y)) = V (E), which
further implies
V (Ec ∩BKr (y)) = V
((
BKr (y)
)c ∩ E).(2.9)
Moreover, the following integral can be calculated by Fubini’s Theorem:
∫
BKr (y)
dx
‖x− y‖αK
=
∫
{x:‖x−y‖K≤r}
(∫ ∞
‖x−y‖K
αt−α−1 dt
)
dx(2.10)
=
∫ r
0
αt−α−1
(∫
{x:‖x−y‖K≤t}
dx
)
dt
+
∫ ∞
r
αt−α−1
(∫
{x:‖x−y‖K≤r}
dx
)
dt
= V (K)
∫ r
0
αt−α+n−1 dt+ rnV (K)
∫ ∞
r
αt−α−1 dt
=
α
n− αr
n−αV (K) + rn−αV (K)
=
n
n− αV (E)
n−α
n V (K)
α
n .
Formula (2.9) together with the fact

‖x− y‖K ≤ r, ∀x ∈ Ec ∩BKr (y);
‖x− y‖K > r, ∀x ∈
(
BKr (y)
)c ∩ E,
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implies
∫
Ec∩BKr (y)
dx
‖x− y‖αK
≥ V (B
K
r (y) ∩ Ec)
rα
(2.11)
=
V
((
BKr (y)
)c ∩ E)
rα
≥
∫(
BKr (y)
)c
∩E
dx
‖x− y‖αK
.
Consequently, one has
∫
E
dx
‖x− y‖αK
=
∫
E∩BKr (y)
dx
‖x− y‖αK
+
∫
E∩
(
BKr (y)
)c dx‖x− y‖αK
≤
∫
E∩BKr (y)
dx
‖x− y‖αK
+
∫
Ec∩BKr (y)
dx
‖x− y‖αK
=
∫
BKr (y)
dx
‖x− y‖αK
.
By formula (2.10), one has, for 0 < α < n,
Vα(E,K) = sup
y∈Rn
∫
E
dx
‖x− y‖αK
≤ sup
y∈Rn
∫
BKr (y)
dx
‖x− y‖αK
=
n
n− αV (E)
n−α
n V (K)
α
n .
To check the equality situation of inequality (2.6), let us make the following con-
sideration. On the one hand, if E is almost a K−ball, that is, there is y1 ∈ Rn and
r0 > 0, such that,
V (Ec ∩BKr0(y1)) = V
((
BKr0(y1)
)c ∩ E) = 0,
then the equality in (2.11) holds:
∫
Ec∩BKr0 (y1)
dx
‖x− y1‖αK
=
∫(
BKr0 (y1)
)c
∩E
dx
‖x− y1‖αK
= 0,
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which, together with formula (2.10) and r0 =
(
V (E)
V (K)
)1/n
, implies that,
∫
E
dx
‖x− y1‖αK
=
∫
BKr0 (y1)
dx
‖x− y1‖αK
=
n
n− αV (E)
n−α
n V (K)
α
n .
Consequently, the equality in (2.6) holds.
On the other hand, assume that E is not a K-ball with center at y ∈Mα (indeed
we can assume y ∈Mα due to translation invariance, see Theorem 2.3.2), whereMα
is as above. Then, for r =
(
V (E)
V (K)
)1/n
> 0 and for y ∈Mα, one has,
V (Ec ∩BKr (y)) 6= 0 and V (BKr (y)c ∩ E) 6= 0.
Consequently, inequality (2.11) is strict and cannot have equality. Namely,
∫
Ec∩BKr (y)
dx
‖x− y‖αK
>
∫(
BKr (y)
)c
∩E
dx
‖x− y‖αK
.
Thus, equality in inequality (2.6) cannot hold, because for y ∈Mα,
Vα(E,K) =
∫
E
dx
‖x− y‖αK
<
∫
BKr (y)
dx
‖x− y‖αK
=
n
n− αV (E)
n−α
n V (K)
α
n .
In conclusion, to have equality in the inequality (2.6), E must be almost a K-ball.
(ii) Inequality (2.7) follows immediately from inequality (2.6). Note that V (L) > 0
and 0 < α < n. Thus, equality holds in inequality (2.7) if and only if L is almost a
K-ball. Then there is y ∈ Rn, such that, for r =
(
V (L)
V (K)
)1/n
> 0
V (Lc ∩BKr (y)) = V
((
BKr (y)
)c ∩ L) = 0.
Definition of star body with respect to the origin shows that L = BKr (y) = y + rK,
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and hence K and L are homothetic to each other.
IfK is a convex body with origin in its interior, inequality (2.8) follows immediately
from inequality (2.7) if we let L = K◦ and α = n/2. Equality holds if and only if
K and K◦ are dilated to each other; namely, K◦ = aK for some constant a > 0.
Consequently, 〈x, ax〉 ≤ 1 for all x ∈ K, which is equivalent to K ⊆ a−1/2B(o, 1) or
a1/2K ⊆ B(o, 1). This further implies that B(o, 1) ⊆ a−1/2K◦ = a1/2K, and hence
K = a−1/2B(o, 1).
Remark 2.2.2. If K is a convex body with origin in its interior, note that V (K◦)V (K)
is known as the Mahler volume product of K and its polar body K◦. The well-known
Blaschke-Santalo´ inequality states that, for all origin-symmetric convex body K in Rn,
V (K◦)V (K) ≤ [V (B(o, 1))]2,
with equality if and only if K is an ellipsoid (i.e., TB(o, 1) for some invertible linear
transform T defined on Rn). Regarding the lower bound of V (K◦)V (K), the famous
Mahler conjecture asks whether
V (K◦)V (K) ≥ 4
n
n!
holds for all origin-symmetric convex body K in Rn. Inequality (2.8) provides a lower
bound for V (K◦)V (K) and may be useful in improving well-known results for the
isomorphic solutions of the Mahler conjecture: there is a universal constant c > 0
(independent of n and K), such that
V (K◦)V (K) ≥ cn[V (B(o, 1))]2
holds for all origin-symmetric convex body K in Rn (see [16, 37, 52]).
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2.3 Metric properties
We first prove the continuity of the potential functions.
Lemma 2.3.1. Let E be a bounded measurable set in Rn and α ∈ (0, n). Then
anisotropic α-Riesz-potential Iα(E,K; ·) is continuous on Rn.
Proof. ∀y ∈ Rn, since E is bounded, ∃R > 0 such that
x− y ∈ R
2
B(o, 1) ∀ x ∈ E.
If z ∈ Rn and |z − y| ≤ R
2
, then
(2.12) |x− z| ≤ |x− y|+ |y − z| ≤ R
2
+
R
2
= R ∀ x ∈ E,
and hence x− z ∈ RB(o, 1).
Note that ρ−1K (·) = ‖ · ‖K and ρK is continuous on Rn \ o and positive since K is
a star body with respect to the origin, then ‖ · ‖K is continuous on Rn \ o. Moreover,
it is easy to check that
lim
x→o
‖x‖K = 0 & ‖o‖K = 0
from the definition of Minkowski functional in (2.1). Hence ‖ · ‖K is continuous on Rn
and uniformly continuous on RB(o, 1), since RB(o, 1) is compact.
Note that
lim
t→0+
2nV (K)
n− α t
n−α = 0,
Consequently, ∀ε > 0, ∃t1 > 0 such that if 0 < t ≤ t1 then
(2.13)
4nV (K)
n− α t
n−α < ε.
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Let
(2.14) a ∈
(
0,
rKt1
2RK
]
.
Since ‖ · ‖K is uniformly continuous on RB(o, 1) and (2.12) is valid, there is δ > 0
such that if
(2.15) |y − z| < min
{
δ,
r2Kt1
2RK
,
R
2
}
then
(2.16) |‖x− z‖αK − ‖x− y‖αK | <
εa2α
2V (E)
∀ x ∈ E.
As a consequence, it follows that
|Iα(E,K; y)− Iα(E,K; z)|
=
∣∣∣∣∫
E
1
‖x− y‖αK
dx−
∫
E
1
‖x− z‖αK
dx
∣∣∣∣
≤
∣∣∣∣∫
E∩(BKa (y)∪BKa (z))
1
‖x− y‖αK
dx−
∫
E∩(BKa (y)∪BKa (z))
1
‖x− z‖αK
dx
∣∣∣∣
+
∣∣∣∣∫
E\(BKa (y)∪BKa (z))
1
‖x− y‖αK
dx−
∫
E\(BKa (y)∪BKa (z))
1
‖x− z‖αK
dx
∣∣∣∣
:= I1 + I2.
Part 1: For I1, by (2.14), (2.15) and Proposition 2.1.1, we have the following two
situations.
Situation 1: x ∈ E ∩BKa (y). This yields
‖x− y‖K ≤ a ≤ rKt1
2RK
< t1.
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Situation 2: x ∈ E ∩BKa (z). This yields
‖x− y‖K ≤ RK
rK
(‖x− z‖K + ‖z − y‖K) ≤ RK
rK
a+
RK
r2K
|z − y| < t1.
Similarly, we have 
‖x− z‖K < t1 as x ∈ E ∩BKa (z);
‖x− z‖K < t1 as x ∈ E ∩BKa (y),
whence getting that if
x ∈ (E ∩BKa (y)) ∪ (E ∩BKa (z)) = E ∩ (BKa (y) ∪BKa (z))
then 
‖x− y‖K < t1;
‖x− z‖K < t1.
Hence, by similar methods as in (2.10) and (2.13), we have
I1 ≤
∫
E∩(BKa (y)∪BKa (z))
1
‖x− y‖αK
dx+
∫
E∩(BKa (y)∪BKa (z))
1
‖x− z‖αK
dx(2.17)
≤
∫
BKt1
(y)
1
‖x− y‖αK
dx+
∫
BKt1
(z)
1
‖x− z‖αK
dx
≤ 2nV (K)
n− α t
n−α
1
<
ε
2
.
Part 2: For I2, by (2.16), we have
I2 ≤
∫
E\(BKa (y)∪BKa (z))
|‖x− y‖αK − ‖x− z‖αK |
(‖x− y‖K‖x− z‖K)α dx
≤ 1
a2α
∫
E\(BKa (y)∪BKa (z))
|‖x− y‖αK − ‖x− z‖αK | dx
20
<
ε
2V (E)
∫
E\(BKa (y)∪BKa (z))
dx
≤ ε
2
.
This, together with (2.17), implies
|Iα(E,K; y)− Iα(E,K; z)| ≤ I1 + I2 < ε,
thereby ensuring that Iα(E,K; ·) is continuous in y. Because y ∈ Rn is arbitrary,
Iα(E,K; ·) is continuous on Rn.
The following theorem establishes the fundamental metric properties of the newly
defined mixed volume Vα(E,K).
Theorem 2.3.2. Let E,E1, E2, E3, · · · ⊂ Rn be bounded measurable sets and α ∈
[0, n). The set-function E 7→ Vα(E,K) is nonnegative and has the following metric
properties.
(i) Homogeneity and translation invariance: ∀r, s > 0 and ∀x0 ∈ Rn, one has,
Vα(sE, rK) = s
n−αrαVα(E,K) & Vα(x0 + E,K) = Vα(E,K),
where x0 + E = {x0 + y : y ∈ E}.
(ii) Monotonicity: if E1 ⊆ E2, then Vα(E1, K) ≤ Vα(E2, K). On the other hand, if
K1 ⊆ K2, then Vα(E,K1) ≤ Vα(E,K2).
(iii) Sub-additivity: Vα(E1 ∪ E2, K) ≤ Vα(E1, K) + Vα(E2, K).
(iv) Downward-monotone-convergence: if {Ej}∞j=1 is decreasing, i.e., E1 ⊇ E2 ⊇ E3 ⊇
· · · , then
lim
j→∞
Vα(Ej, K) = Vα(∩∞j=1Ej, K).
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(v) Upward-monotone-convergence: if {Ej}∞j=1 is increasing, i.e., E1 ⊆ E2 ⊆ E3 ⊆
· · · , and ∪∞j=1Ej is bounded, then
lim
j→∞
Vα(Ej, K) = Vα(∪∞j=1Ej, K).
(vi) Interpolation: if 0 ≤ α < β < γ < n, then
[
Vβ(E,K)
]γ−α ≤ [Vα(E,K)]γ−β [Vγ(E,K)]β−α.
In particular,
β 7→
[
Vβ(E,K)
V (E)
] 1
β
is an increasing function on (0, n).
Proof. (i) The formula Vα(E, rK) = r
αVα(E,K) follows immediately from
‖x− y‖rK = r−1‖x− y‖K , ∀x, y ∈ Rn.
The formula Vα(rE,K) = r
n−αVα(E,K) follows from Definition 2.1.2 and the follow-
ing calculation:
Vα(rE,K) = sup
y∈Rn
∫
rE
1
‖x− y‖αK
dx
= sup
y∈Rn
∫
rE
1
‖x
r
− y
r
‖αK
rn−α dx/r
= sup
y∈Rn
∫
E
1
‖x− y‖αK
rn−α dx
= rn−αVα(E,K).
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Combining the above two formulas, one can easily get the desired homogeneous result:
Vα(sE, rK) = r
αVα(sE,K) = s
n−αrαVα(E,K).
Now let us prove the translation invariance. For x0 ∈ Rn, one has,
Vα(x0 + E,K) = sup
y∈Rn
∫
x0+E
1
‖x− y‖αK
dx
= sup
y∈Rn
∫
E
1
‖z + x0 − y‖αK
dz
= sup
w∈Rn
∫
E
1
‖z − w‖αK
dz
= Vα(E,K),
where we have let x = x0 + z and y = w + x0.
(ii) If E1 ⊆ E2, then for all y ∈ Rn,
∫
E1
dx
‖x− y‖αK
≤
∫
E2
dx
‖x− y‖αK
.
Hence
Vα(E1, K) = sup
y∈Rn
∫
E1
dx
‖x− y‖αK
≤ sup
y∈Rn
∫
E2
dx
‖x− y‖αK
= Vα(E2, K).
On the other hand, if K1 ⊆ K2, one can check that ‖x‖K1 ≥ ‖x‖K2 for all x ∈ Rn.
Hence,
Vα(E,K1) = sup
y∈Rn
∫
E
dx
‖x− y‖αK1
≤ sup
y∈Rn
∫
E
dx
‖x− y‖αK2
= Vα(E,K2).
23
(iii) By Definition 2.1.2, one has
Vα(E1 ∪ E2, K) = sup
y∈Rn
∫
E1∪E2
dx
‖x− y‖αK
≤ sup
y∈Rn
∫
E1
dx
‖x− y‖αK
+ sup
y∈Rn
∫
E2
dx
‖x− y‖αK
= Vα(E1, K) + Vα(E2, K).
(iv) If {Ej}∞j=1 is a decreasing sequence of measurable sets with E1 bounded, then
lim
j→∞
V (Ej) = V (∩∞j=1Ej).
Hence, ∀ε > 0, ∃i0 ∈ N such that
V (Ei0 \ ∩∞j=1Ej) ≤
[
(n− α)ε
nV (K)
α
n
] n
n−α
.
Thus, by Theorem 2.2.1 and Properties (ii)-(iii) above, one has
lim
j→∞
Vα(Ej, K) ≤ Vα(Ei0 , K)
≤ Vα(∩∞j=1Ej, K) + Vα
(
Ei0 \ ∩∞j=1Ej, K)
≤ Vα(∩∞j=1Ej, K) +
n
n− αV (Ei0 \ ∩
∞
j=1Ej)
n−α
n V (K)
α
n
≤ Vα(∩∞j=1Ej, K) + ε.
Letting ε→ 0 in the above inequality, one has,
lim
j→∞
Vα(Ej, K) ≤ Vα(∩∞j=1Ej, K).
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For the other side, one has, for all j ∈ N,
Vα(∩∞j=1Ej, K) ≤ Vα(Ej, K).
Letting j →∞ gives
Vα(∩∞j=1Ej, K) ≤ lim
j→∞
Vα(Ej, K),
which leads to the desired equality:
lim
j→∞
Vα(Ej, K) = Vα(∩∞j=1Ej, K).
(v) Let {Ej}∞j=1 be increasing such that ∪∞j=1Ej is bounded. The monotonicity in (ii)
implies that
Vα(Ek, K) ≤ lim
i→∞
Vα(Ei, K) ≤ Vα(∪∞j=1Ej, K), ∀k ∈ N.
On the other hand, ∀ε > 0, ∃i0 ∈ N such that
V (∪∞j=1Ej \ Ei0) ≤
[
(n− α)ε
nV (K)
α
n
] n
n−α
.
By Theorem 2.2.1 and (ii)-(iii) above, one has,
Vα(∪∞j=1Ej, K) ≤ Vα(Ei0 , K) + Vα
( ∪∞j=1 Ej \ Ei0 , K)
≤ lim
i→∞
Vα(Ei, K) +
n
n− αV (∪
∞
j=1Ej \ Ei0)
n−α
n V (K)
α
n
≤ lim
i→∞
Vα(Ei, K) + ε.
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Letting ε→ 0, one has,
Vα(∪∞j=1Ej, K) ≤ lim
j→∞
Vα(Ej, K),
which leads to the desired equality:
lim
j→∞
Vα(Ej, K) = Vα(∪∞j=1Ej, K).
(vi) Under the assumption on α, β, γ one has 0 < β−α
γ−α < 1. By Ho¨lder’s inequality, it
follows that
Vβ(E,K) = sup
y∈Rn
∫
E
dx
‖x− y‖βK
= sup
y∈Rn
∫
E
(
1
‖x− y‖αK
) γ−β
γ−α
(
1
‖x− y‖γK
)β−α
γ−α
dx
≤
(
sup
y∈Rn
∫
E
dx
‖x− y‖αK
) γ−β
γ−α
(
sup
y∈Rn
∫
E
dx
‖x− y‖γK
)β−α
γ−α
=
(
Vα(E,K)
) γ−β
γ−α
(
Vγ(E,K)
)β−α
γ−α .
The desired inequality follows by taking power γ − α from both sides.
Of course, a rearrangement of the interpolation inequality with α = 0 derives the
desired monotonicity right away.
From Theorem 2.3.2, one sees that Vα(·, K) has many properties similar to the
Lebesgue measure. This can be further strengthened by the following regularity for
Vα(·, K). Denote by G∆E the symmetric difference set of two sets E and G in Rn.
Theorem 2.3.3. Let 0 ≤ α < n and E ⊂ Rn be a bounded measurable set.
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(i) If G ⊂ Rn is bounded and measurable with V (G∆E) = 0, then
Vα(G,K) = Vα(E,K).
(ii) If G ⊂ Rn is bounded and measurable with E ⊆ G and V (G \ E) = 0, then
Vα(G,K) = Vα(E,K).
In particular, Vα(E,K) = Vα(E,K) if V (E \ E) = 0.
(iii) The mixed volume Vα(·, K) is outer regular: for all bounded measurable set E ⊂
Rn, one has,
Vα(E,K) = inf
open O⊇E
Vα(O,K).
The mixed volume Vα(·, K) is also inner regular: for all bounded measurable set E,
Vα(E,K) = sup
compact L⊆E
Vα(L,K).
Proof. (i) The monotonicity and sub-additivity in Theorem 2.3.2 imply that
Vα(G,K) ≤ Vα(G ∩ E,K) + Vα(G \ E,K) ≤ Vα(E,K) + Vα(G∆E,K).
Similarly, one has,
Vα(E,K) ≤ Vα(G,K) + Vα(G∆E,K).
Suppose that V (G∆E) = 0. By Theorem 2.2.1, one has,
0 ≤ ∣∣Vα(G,K)− Vα(E,K)∣∣ ≤ Vα(G∆E,K) ≤ n
n− αV (G∆E)
n−α
n V (K)
α
n = 0,
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which implies Vα(G,K) = Vα(E,K) as desired.
(ii) This is an immediate consequence of (i).
(iii) First of all, monotonicity in Theorem 2.3.2 implies that Vα(E,K) ≤ Vα(O,K) for
all open set O with E ⊆ O. Taking the infimum over O, one gets
Vα(E,K) ≤ inf
open O⊇E
Vα(O,K).
On the other hand, similar to the calculation in (i), one has, for all open sets O such
that E ⊆ O,
0 ≤ Vα(O,K)− Vα(E,K) ≤ n
n− αV (O \ E)
n−α
n V (K)
α
n .
As E is measurable, for any ε > 0, one can select an open set Oε such that E ⊆ Oε
and
V (Oε \ E) <
[
(n− α)ε
nV (K)
α
n
] n
n−α
.
This in turns implies
Vα(Oε, K) < Vα(E,K) + ε,
and consequently Vα(E,K) = infopen O⊇E Vα(O,K) as desired.
For the inner regularity, the monotonicity in Theorem 2.3.2 implies that
Vα(E,K) ≥ Vα(L,K)
for all compact set L with L ⊆ E. This implies
Vα(E,K) ≥ sup
compact L⊆E
Vα(L,K).
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On the other hand, similar to the calculation in (i), one has, for all compact sets L
such that L ⊆ E,
0 ≤ Vα(E,K)− Vα(L,K) ≤ n
n− αV (E \ L)
n−α
n V (K)
α
n .
As E is measurable, for any ε > 0, one can select a compact set Lε such that Lε ⊆ E
and
V (E \ Lε) <
[
(n− α)ε
nV (K)
α
n
] n
n−α
.
This in turns implies
Vα(Lε, K) > Vα(E,K)− ε,
and consequently Vα(E,K) = supcompact L⊆E Vα(L,K) as desired.
2.4 The anisotropic Cordes-Nirenberg-capacity and
the second definition
In this section, we will provide another definition for Vα(E,K). To this end, we
first introduce the anisotropic Cordes-Nirenberg space, which is closely related to the
weighted Morrey’s space, see e.g., [41, 55].
Definition 2.4.1. Let (p, α˜) ∈ [1,∞)×[0, n). The anisotropic Cordes-Nirenberg space
CNp,α˜K consists of all Lebesgue measurable functions f such that
‖f‖CNp,α˜ = sup
y∈Rn
(∫
Rn
|f(x)|p
‖x− y‖α˜K
dx
) 1
p
<∞.
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Denote CNp,α˜ by CNp,α˜B1(o). Note that
Vα(E,K) = ‖χE‖CN1,α˜K ,
where χE is the characteristic function of E (i.e., χE(x) = 1 for x ∈ E and χE(x) = 0
for x ∈ Ec).
We now define the anisotropic Cordes-Nirenberg-capacity cap(·;CN1,α˜K ) induced
by the norm ‖ · ‖
CN1,α˜K
.
Definition 2.4.2. Let α ∈ [0, n) and K be an origin-symmetric convex body.
(i) The anisotropic Cordes-Nirenberg-capacity of a compact set L ⊂ Rn is defined by:
cap(L;CN1,α˜K ) = inf
{
‖f‖
CN1,α˜K
: f ∈ C∞0 & f ≥ χL
}
.
(ii) The anisotropic Cordes-Nirenberg-capacity of any open set O ⊂ Rn is defined by:
cap(O;CN1,α˜K ) = sup
compact L⊆O
cap(L;CN1,α˜K ).
(iii) The anisotropic Cordes-Nirenberg-capacity of an arbitrary measurable set E ⊂ Rn
is defined by:
cap(E;CN1,α˜K ) = inf
open O⊇E
cap(O;CN1,α˜K ).
The following theorem proves that Vα(E,K) is equal to the anisotropic Cordes-
Nirenberg-capacity, which is usually not true for general capacities.
Theorem 2.4.3. If E ⊂ Rn is a bounded measurable set and 0 ≤ α < n, then
Vα(E,K) = cap(E;CN
1,α˜
K ).
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Proof. According to Definition 2.4.2 and Theorem 2.3.3 (iii), it is enough to prove the
theorem for compact sets.
Let L be a compact set in Rn. For f ∈ C∞0 with f ≥ χL, one has,
Vα(L,K) = sup
y∈Rn
∫
Rn
χL(x)
‖x− y‖αK
dx ≤ sup
y∈Rn
∫
Rn
|f(x)|
‖x− y‖αK
dx.
Taking the infimum over all f ∈ C∞0 with f ≥ χL, one gets
Vα(L,K) ≤ cap(L;CN1,α˜K ).
On the other hand, ∀ε > 0, there is an open set Oε ! L such that
0 < V (Oε \ L) ≤
[
(n− α)ε
nV (K)
α
n
] n
n−α
.
Moreover, one can find a function g, such that, g = 1 on L, g ∈ C∞0 , 0 ≤ g ≤ 1, and
the support of g (denoted by supp(g)) is contained in Oε. Note that g ≥ χL. From
Theorem 2.2.1, it follows that
cap(L;CN1,α˜K ) ≤ sup
y∈Rn
∫
Rn
|g(x)|
‖x− y‖αK
dx
≤ sup
y∈Rn
∫
L
|g(x)|
‖x− y‖αK
dx+ sup
y∈Rn
∫
Lc
|g(x)|
‖x− y‖αK
dx
≤ sup
y∈Rn
∫
L
dx
‖x− y‖αK
+ sup
y∈Rn
∫
Oε\L
dx
‖x− y‖αK
≤ Vα(L,K) + n
n− αV (Oε \ L)
n−α
n V (K)
α
n
≤ Vα(L,K) + ε.
This in turn yields
cap(L;CN1,α˜K ) ≤ Vα(L,K)
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by letting ε→ 0. Hence, one has cap(L;CN1,α˜K ) = Vα(L,K), as desired.
2.5 Two restrictions on the Lorentz spaces
To begin with, we have the following restriction result.
Theorem 2.5.1. Let µ be a Radon measure on Rn and 0 < p < ∞. The following
two inequalities are equivalent (with the same constants cα,p > 0).
(i) The analytic inequality: there is a constant cα,p > 0 such that
(2.18) ‖f‖Lpµ ≤ cα,p
(∫ ∞
0
(
Vα
({x ∈ Rn : |f(x)| ≥ t}, K))p dtp) 1p ,
for any f = g a.e., where g ∈ C∞0 .
(ii) The anisotropic isoperimetric inequality: there is a constant cα,p > 0 such that
(2.19)
(
µ(O)
) 1
p ≤ cα,p Vα(O,K)
for all bounded open set O ⊂ Rn.
Proof. (ii) ⇒ (i). Suppose that inequality (2.19) holds. Note that, for any f = g
a.e., where g ∈ C∞0 , ∀t > 0, the set Ot(g) = {x ∈ Rn : |g(x)| > t} is a bounded
open domain. By (2.19), Fubini’s theorem and Theorem 2.3.3 (i), we get the desired
inequality (2.18) as follows:
‖f‖Lpµ = ‖g‖Lpµ =
(∫
Rn
|g(x)|p dµ(x)
) 1
p
=
(∫
Rn
[ ∫ |g(x)|
0
ptp−1 dt
]
dµ(x)
) 1
p
=
(∫ ∞
0
[ ∫
Ot(g)
ptp−1 dµ(x)
]
dt
) 1
p
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=
(∫ ∞
0
µ
(
Ot(g)
)
dtp
) 1
p
.
≤
(∫ ∞
0
µ
(
Ot(g)
)
dtp
) 1
p
≤ cα,p
(∫ ∞
0
(
Vα
(
Ot(g), K
))p
dtp
) 1
p
= cα,p
(∫ ∞
0
(
Vα
(
Ot(f), K
))p
dtp
) 1
p
.
(i) ⇒ (ii). Suppose that inequality (2.18) holds. For any bounded open set O ⊂ Rn
and 0 <  < 1, let
f(x) =
 1− 
−1dist(x,O), if dist(x,O) < ,
0, if dist(x,O) ≥ ,
where dist(x,E) denotes the Euclidean distance of a point x to a set E. Then ∃g˜ ∈ C∞0
such that f = g˜ a.e. and hence inequality (2.18) holds for f. Moreover, one can
check, by the dominated convergence theorem, that
(2.20)
(
µ(O)
) 1
p = lim
→0+
‖f‖Lpµ .
Let O = {x ∈ Rn : dist(x,O) < }. Inequality (2.18) implies that for all  ∈ (0, 1),
‖f‖Lpµ ≤ cα,p
(∫ ∞
0
(
Vα
(
Ot(f), K
))p
dtp
) 1
p
= cα,p
(∫ 1
0
(
Vα(Ot(f), K)
)p
dtp
) 1
p
≤ cα,pVα(O, K),
where the last inequality is due to the monotonicity in Theorem 2.3.2 (ii) and Ot(f) ⊆
O. Theorem 2.3.2 (iv) and formula (2.20) imply inequality (2.19), if we let  →
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0+.
Coming-up-next is a result on how CN1,α˜K is contained in the weak Lebesgue space
Lp,∞µ on Rn. Here, the weak Lebesgue space Lp,∞µ is defined as
Lp,∞µ =
{
f : measurable function with ‖f‖Lp,∞µ <∞
}
,
where for all measurable function f ,
‖f‖Lp,∞µ = sup
t>0
tµ(Ot(f))
1
p
with Ot(f) = {x ∈ Rn : |f(x)| > t}. Below is an embedding of CN1,α˜K into Lp,∞µ .
Theorem 2.5.2. Let µ be a Radon measure on Rn and 0 < p < ∞. The following
two inequalities are equivalent (with the same constants cα˜,p > 0).
(i) The analytic inequality: there is a constant cα˜,p > 0, such that,
‖f‖Lp,∞µ ≤ cα˜,p‖f‖CN1,α˜K
for any f = g a.e., where g ∈ C∞0 .
(ii) The anisotropic isoperimetric inequality: there is a constant cα,p > 0, such that,
(2.21)
(
µ(O)
) 1
p ≤ cα,pVα(O,K)
for all bounded open set O ⊂ Rn.
Proof. (ii) ⇒ (i). Let f = g a.e., where g ∈ C∞0 . Assume that (ii) holds true. Then,
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it follows that
‖f‖Lp,∞µ = ‖g‖Lp,∞µ ≤ sup
t>0
tµ(Ot(g))
1
p
≤ cα,p sup
t>0
tVα(Ot(g), K)
= cα,p sup
t>0
sup
y∈Rn
∫
Rn
t · χOt(g)(x)
‖x− y‖αK
dx
≤ cα,p sup
t>0
sup
y∈Rn
∫
Rn
|g(x)| · χOt(g)(x)
‖x− y‖αK
dx
≤ cα,p sup
t>0
sup
y∈Rn
∫
Rn
|g(x)|
‖x− y‖αK
dx
≤ cα,p‖g‖CN1,α˜K
= cα,p‖f‖CN1,α˜K .
(i) ⇒ (ii). Let O ⊂ Rn be a bounded open set and 0 <  < 1. As in Theorem 2.5.1,
we let
f(x) =
 1− 
−1dist(x,O), if dist(x,O) < ,
0, if dist(x,O) ≥ .
Then ∃g˜ ∈ C∞0 such that f = g˜ a.e.
By Fubini’s theorem and Theorem 2.4.3, it follows that
(1− ) · (µ(O)) 1p ≤ ‖f‖Lp,∞µ ≤ cα,p‖f‖CN1,α˜K
= cα,p sup
y∈Rn
∫
Rn
|f(x)|
‖x− y‖αK
dx
= cα,p sup
y∈Rn
∫
Rn
(∫ |fε(x)|
0
1
‖x− y‖αK
dt
)
dx
= cα,p sup
y∈Rn
∫ ∞
0
(∫
Ot(f)
dx
‖x− y‖αK
)
dt
≤ cα,p
∫ ∞
0
Vα(Ot(f), K) dt
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= cα,p
∫ 1
0
Vα(Ot(f), K) dt
≤ cα,pVα(O, K),
where O = {x ∈ Rn : dist(x,O) < } and the last inequality follows from the
monotonicity in Theorem 2.3.2 (ii) and Ot(f) ⊆ O. By taking  → 0+, inequality
(2.21) follows from Theorem 2.3.2 (iv).
2.6 A Minkowski type inequality
Notice that Theorem 2.2.1 depends essentially on the hypothesis α ∈ [0, n). A natural
question to ask is: can we obtain appropriate results for α ≥ n? In this section, we
will establish a Minkowski-type inequality for α > n which provide a solution to this
question for α > n. In Section 2.7, a log-Minkowski inequality as well as a reverse
log-Minkowski inequality for α = n will be proved.
Observe that for α ≥ n, the function Iα(E,K; y) may not be well-defined and so
is Vα(E,K). We will modify the function Iα(E,K; y) as
I˜α(E,K; y) =
∫
Ec
dx
‖x− y‖αK
and define the analogous mixed volume V˜α(E,K) induced by I˜α(E,K; y) as
V˜α(E,K) = inf
y∈Rn
∫
Ec
dx
‖x− y‖αK
.
Similar result to Theorem 2.3.2 (such as translation invariance) can be established for
V˜α(E,K), and we leave this to the readers.
Note that V˜α(E,K) < ∞ if E has nonempty interior. To see this, let y0 be an
interior point of E. Then there is r0 > 0 such that ‖x − y0‖K ≥ r0 for all x ∈ Ec.
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Therefore, Ec ⊆ (BKr0(y0))c and
(2.22) V˜α(E,K) ≤
∫
Ec
dx
‖x− y0‖αK
≤
∫(
BKr0 (y0)
)c dx‖x− y0‖αK = nα− n rn−α0 V (K),
as calculated in formula (2.25).
We say that a measurable set E ⊂ Rn with int(E) 6= ∅ is regular if for all (small
enough)  > 0 and y /∈ int(E), one has
V (Bn (y) ∩ Ec) ≈ n.
A simple argument by separation shows that if E is a convex body, then E is regular.
Note that, such a regularity condition may also be called type (A) condition (see
e.g., [32]) and is common in analysis, especially in the study of partial differential
equations.
When E is regular, one has, for all y /∈ int(E) and for all (small enough)  > 0,
I˜α(E,K; y) =
∫
Ec
dx
‖x− y‖αK
≥
∫
Ec∩BK (y)
dx
‖x− y‖αK
≥
∫
Ec∩BK (y)
−α dx & n−α,
where we have used the equivalence between ‖ · ‖K and | · | in the last inequality.
Letting → 0, one gets, for α > n and for all y /∈ int(E),
I˜α(E,K; y) =∞.(2.23)
We now prove the following Minkowski type inequality.
Theorem 2.6.1. Let α > n be a constant. For all bounded measurable set E ⊂ Rn,
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one has
V˜α(E,K) ≥ n
α− nV (E)
n−α
n V (K)
α
n .(2.24)
If in addition E is regular and has nonempty interior, equality holds in inequality
(2.24) if and only if E is almost a K−ball.
In particular, if E is a star body with respect to the origin, then inequality (2.24)
holds with equality if and only if K and E are homothetic to each other.
Proof. The proof of Theorem 2.6.1 is similar to that for Theorem 2.2.1 and is essen-
tially identical to that for Theorem 3 in [70] (which is corresponding to α ∈ (n, n+1)).
Here we include a brief proof for completeness.
It is enough to consider 0 < V (E) < ∞. Let r =
(
V (E)
V (K)
)1/n
> 0. For any fixed
y ∈ Rn, one has, V (Ec ∩ BKr (y)) = V
((
BKr (y)
)c ∩ E). Note that ‖x − y‖K ≤ r for
x ∈ Ec ∩BKr (y) and ‖x− y‖K > r for x ∈
(
BKr (y)
)c ∩ E. Thus,
∫
Ec
dx
‖x− y‖αK
=
∫
Ec∩BKr (y)
dx
‖x− y‖αK
+
∫
Ec∩
(
BKr (y)
)c dx‖x− y‖αK
≥
∫(
BKr (y)
)c
∩E
dx
‖x− y‖αK
+
∫
Ec∩
(
BKr (y)
)c dx‖x− y‖αK
=
∫(
BKr (y)
)c dx‖x− y‖αK ,
where the last integral can be calculated by Fubini’s theorem as follows:
∫(
BKr (y)
)c dx‖x− y‖αK =
∫
{x:‖x−y‖K>r}
(∫ ∞
‖x−y‖K
αt−α−1 dt
)
dx(2.25)
=
∫ ∞
r
αt−α−1
(∫
{x:r<‖x−y‖K≤t}
dx
)
dt
= V (K)
∫ ∞
r
αt−α−1 (tn − rn) dt
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=
n
α− nV (E)
n−α
n V (K)
α
n .
Hence, we can conclude that, for all y ∈ Rn,
∫
Ec
dx
‖x− y‖αK
≥ n
α− nV (E)
n−α
n V (K)
α
n .
The desired inequality follows by taking the infimum over all y ∈ Rn.
Now let us check the equality situation of inequality (2.24). Assume that E is
regular and has nonempty interior. On the one hand, if E is almost a K−ball, there
is y0 ∈ Rn and r0 > 0, such that
V (E \BKr0(y0)) = V (BKr0(y0) \ E) = 0.
Hence, we have
∫
Ec∩BKr0 (y0)
dx
‖x− y0‖αK
=
∫(
BKr0 (y0)
)c
∩E
dx
‖x− y0‖αK
= 0.
This further implies that,
∫
Ec
dx
‖x− y0‖αK
=
∫(
BKr0 (y0)
)c dx‖x− y0‖αK = nα− nV (E)n−αn V (K)αn .
Consequently, the equality in inequality (2.24) holds.
On the other hand, we can prove that I˜α(E,K; y) is continuous in int(E) by a
similar way as in Lemma 2.3.1 (we omit the details here). Note that V˜α(E,K) < ∞
by inequality (2.22) as int(E) 6= ∅. Moreover, there is a sequence {ym}m≥1 ⊂ Rn such
that
V˜α(E,K) = lim
m→∞
I˜α(E,K; ym) <∞.
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Formula (2.23) implies that ym ∈ int(E) ⊂ E for all m > m0 with m0 some fixed
integer. As E is bounded, one can find a convergent subsequence of ym (without loss
of generality, denote by ym this subsequence), such that ym → y0 ∈ int(E) and
V˜α(E,K) = lim
m→∞
I˜α(E,K; ym) = I˜α(E,K; y0) <∞.
For α > n, denote by Nα the set of all y ∈ Rn such that V˜α(E,K) = I˜α(E,K; y),
and hence Nα ⊂ int(E). If E is not a K-ball, then for r =
(
V (E)
V (K)
)1/n
> 0 and for all
y ∈ Rn, one has,
V (Ec ∩BKr (y)) 6= 0 and V (BKr (y)c ∩ E) 6= 0.
Without loss of generality (due to translation invariance), one can assume y ∈ Nα.
Hence, ∫
Ec∩BKr (y)
dx
‖x− y‖αK
>
∫(
BKr (y)
)c
∩E
dx
‖x− y‖αK
.
Thus, equality in inequality (2.24) cannot hold, because for y ∈ Nα,
V˜α(E,K) =
∫
Ec
dx
‖x− y‖αK
>
∫(
BKr (y)
)c dx‖x− y‖αK = nα− nV (E)n−αn V (K)αn .
In conclusion, to have equality in the inequality (2.24), E must be almost a K-ball.
The case for E being a star body with respect to origin follows easily from the
above argument and we omit the details here.
Remark 2.6.2. The anisotropic fractional α-perimeter of E with respect to origin-
symmetric convex body K [46] is defined by, for α ∈ (n, n+ 1),
Pα(E,K) =
∫
E
∫
Ec
1
‖x− y‖αK
dxdy.
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It has been proved in [70] that, for α ∈ (n, n+ 1),
(2.26) Pα(E,K) ≥ n
α− nV (K)
α
nV (E)
2n−α
n .
It is clear that
Pα(E,K) ≥ V (E) · V˜α(E,K) ≥ n
α− nV (K)
α
nV (E)
2n−α
n .
Therefore, to have equality in inequality (2.26) for E being a convex body, one must
have,
V˜α(E,K) =
n
α− nV (E)
n−α
n V (K)
α
n .
In other words, E being homothetic to K is the only possibility to have equality in
inequality (2.26). A more detailed discussion on the sharpness of inequality (2.26)
can be found in [70].
2.7 Two log-Minkowski type inequalities
As promised, we now establish a reverse log-Minkowski inequality for α = n. To deal
with the case α = n, we must bring the logarithm into play. In fact, we have the
following reverse log-Minkowski inequality.
Theorem 2.7.1. Let E ⊂ Rn be a bounded measurable set. For all A > 0, one has
sup
y∈Rn
∫
E∩{x∈Rn:‖x−y‖K≥A}
dx
‖x− y‖nK
(2.27)
≤ sup
y∈Rn
V (K) log
(
V
(
E ∩ {x ∈ Rn : ‖x− y‖K ≥ A}
)
AnV (K)
+ 1
)
.
Proof. It is enough to verify the following inequality: for all A > 0 and all fixed
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y ∈ Rn, one has,
∫
E∩{x∈Rn:‖x−y‖K≥A}
1
‖x− y‖nK
dx(2.28)
≤ V (K) log
(
V
(
E ∩ {x ∈ Rn : ‖x− y‖K ≥ A}
)
AnV (K)
+ 1
)
.
We only consider 0 < V (E) < ∞, as otherwise inequality (2.28) holds trivially if
V (E) = 0. The calculation is similar to that in the proof of Theorem 2.2.1, so we will
keep our calculation short with concentration on the main modification. Let A > 0
and y ∈ Rn be fixed. For simplicity, we let
Ey = E ∩ {x ∈ Rn : ‖x− y‖K ≥ A}.
Let Rr(y) be the K−annulus centered at y with inner radius A and outer radius ry:
Rr(y) = {x ∈ Rn : A ≤ ‖x− y‖K ≤ ry},
where ry =
(
V (Ey)
V (K)
+ An
) 1
n
. A simple calculation shows that V (Rr(y)) = V (Ey). This
in turn implies
V (Ecy ∩Rr(y)) = V
(
(Rr(y))
c ∩ Ey
)
.
Together with the facts ‖x − y‖K ≤ ry if x ∈ Ecy ∩ Rr(y) and ‖x − y‖K > ry if
x ∈ Rr(y)c ∩ Ey, one gets
∫
Ecy∩Rr(y)
dx
‖x− y‖nK
≥ V (E
c
y ∩Rr(y))
rny
=
V (Rr(y)
c ∩ Ey)
rny
≥
∫
Rr(y)c∩Ey
dx
‖x− y‖nK
.
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This further implies
∫
Ey
dx
‖x− y‖nK
≤
∫
Rr(y)
dx
‖x− y‖nK
.
The last integral can be calculated by Fubini’s Theorem as follows:
∫
Rr(y)
dx
‖x− y‖nK
=
∫
{x:A≤‖x−y‖K≤ry}
(∫ ∞
‖x−y‖K
nt−n−1 dt
)
dx(2.29)
=
∫ ry
A
nt−n−1
(∫
{x:A≤‖x−y‖K≤t}
dx
)
dt
+
∫ ∞
ry
nt−n−1
(∫
{x:A≤‖x−y‖K≤ry}
dx
)
dt
= V (K) · n · log
(ry
A
)
= V (K) log
(
V
(
E ∩ {x ∈ Rn : ‖x− y‖K ≥ A}
)
AnV (K)
+ 1
)
,
which gives the desired inequality (2.28). Consequently, inequality (2.27) follows from
inequality (2.28) by taking the supremum over y ∈ Rn.
Remark 2.7.2. Since E ∩ {x ∈ Rn : ‖x− y‖K ≥ A} ⊆ E, one can easily have
sup
y∈Rn
∫
E∩{x∈Rn:‖x−y‖K≥A}
dx
‖x− y‖nK
≤ V (K) log
(
V (E)
AnV (K)
+ 1
)
.
The conjecture of the log-Minkowski inequality can be stated as follows (see [15,
p. 1976]): for origin-symmetric convex bodies K and L in Rn, does the following
inequality hold true
∫
Sn−1
log
(
hL(u)
hK(u)
)
dV K(u) ≥ log
((
V (L)
V (K)
)1/n)
?
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Here hK and hL are the support functions of K and L:
hK(u) = max
x∈K
〈x, u〉, for u ∈ Sn−1,
S(K, ·) is the surface area measure of K defined on Sn−1 (the unit sphere of Rn), and
dV K(u) =
hK(u)
nV (K)
dS(K, u),
is the normalized cone measure of K. The conjecture has been confirmed only for
n = 2, but it is still open in general. A dual log-Minkowski inequality has been
established in [30] and [66] for all dimension n (see Corollary 3.3.2). Here, we will
prove a log-Minkowski type inequality. For convenience, we let log(∞) =∞.
Theorem 2.7.3. Let 0 < B < ∞ be a constant. For a bounded measurable set E
with V (E) > 0, one has:
inf
y∈Rn
∫
Ec∩{x∈Rn:‖x−y‖K≤B}
dx
‖x− y‖nK
(2.30)
≥ inf
y∈Rn
V (K) log
(
BnV (K)
V
(
E ∩ {x ∈ Rn : ‖x− y‖K ≤ B}
)) .
Proof. Let 0 < B <∞ be a constant and y ∈ Rn be a fixed point. For simplicity, we
let
E˜y = E
c ∩ {x ∈ Rn : ‖x− y‖K ≤ B}.
Denote by R˜ρ(y) the K-annulus center at y with inner radius ρ and outer radius B:
R˜ρ(y) = {x ∈ Rn : ρ ≤ ‖x− y‖K ≤ B},
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where the inner radius ρ is defined by
ρn = Bn − V (E˜y)
V (K)
.
Note that we can rewrite ρ as
V (K)ρn = V
(
E ∩ {x ∈ Rn : ‖x− y‖K ≤ B}
)
,
which follows from
V (K)Bn = V
({x ∈ Rn : ‖x− y‖K ≤ B})
= V
(
E˜y ∪
(
E ∩ {x ∈ Rn : ‖x− y‖K ≤ B}
))
= V (E˜y) + V
((
E ∩ {x ∈ Rn : ‖x− y‖K ≤ B}
))
.
A simple calculation shows that V (R˜ρ(y)) = V (E˜y) and V
(
E˜y\R˜ρ(y)
)
= V
(
R˜ρ(y)\
E˜y
)
. These lead to, by a similar calculation to the formula (2.29), if ρ > 0,
∫
E˜y
dx
‖x− y‖nK
≥
∫
R˜ρ(y)
dx
‖x− y‖nK
= V (K) · n · log
(
B
ρ
)
and while if ρ = 0,
∫
E˜y
dx
‖x− y‖nK
≥
∫
R˜ρ(y)
dx
‖x− y‖nK
≥ lim
η→0
V (K) · n · log
(
B
η
)
=∞.
The desired inequality (2.30) holds if we take the infimum over y ∈ Rn, that is,
inf
y∈Rn
∫
Ec∩{x∈Rn:‖x−y‖K≤B}
dx
‖x− y‖nK
≥ inf
y∈Rn
V (K) log
(
BnV (K)
V
(
E ∩ {x ∈ Rn : ‖x− y‖K ≤ B}
)) .
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Remark 2.7.4. If E is a bounded measurable set with V (E) > 0, the right hand side
of inequality (2.30) is bounded above. In fact, E is a bounded closed set, hence E is
a compact set in Rn. Therefore, there is a finite number of open covering {x ∈ Rn :
‖x− yj‖K < B}, j = 1, 2, · · · ,m, such that
E ⊆ E ⊆ ∪mj=1{x ∈ Rn : ‖x− yj‖K < B} ⊆ ∪mj=1{x ∈ Rn : ‖x− yj‖K ≤ B}.
By sub-additivity of Lebesgue measure, one has,
0 < V (E) ≤
m∑
j=1
V (E ∩ {x ∈ Rn : ‖x− yj‖K ≤ B}).
Thus, there must have (at least) one y0 ∈ Rn such that
V (E ∩ {x ∈ Rn : ‖x− y0‖K ≤ B}) > 0.
Consequently, one has,
inf
y∈Rn
V (K) log
(
BnV (K)
V
(
E ∩ {x ∈ Rn : ‖x− y‖K ≤ B}
))
≤ V (K) log
(
BnV (K)
V
(
E ∩ {x ∈ Rn : ‖x− y0‖K ≤ B}
)) <∞.
One also has, as E ∩ {x ∈ Rn : ‖x− y‖K ≤ B} ⊆ E,
inf
y∈Rn
∫
Ec∩{x∈Rn:‖x−y‖K≤B}
dx
‖x− y‖nK
≥ V (K) log
(
BnV (K)
V (E)
)
.
Chapter 3
A mixed volume from the
anisotropic logarithmic potential
3.1 Mixed volume from anisotropic log-potential
Note that the mixed volumes from the anisotropic Riesz potential in Chapter 2 cover
all the cases α ∈ [0,+∞). However, when α = 0, Vα(E,K) = V (E), which is trivial.
Their kernels have the following formula:
(3.1) lim
α→0
‖x− y‖−αK = 1 as x 6= y.
Inspired by [13], we once again think the limitation for the kernel of Vα(E,K) in
a derivative way instead of (3.1),
(3.2)
∂
∂α
‖x− y‖−αK
∣∣∣∣
α=0
=
log ‖x− y‖−1K
‖x− y‖αK
∣∣∣∣
α=0
= log ‖x− y‖K−1 as x 6= y,
which induces:
Definition 3.1.1. For m ∈ N let Ilog,m(E,K; y) be the anisotropic m-log-potential of
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E at y with respect to K,
Ilog,m(E,K; y) =
∫
E
(
log
1
‖x− y‖K
)m
dx,
which generates the mixed volume of E and K from anisotropic potential with natural
logarithm (written as log),
Vlog,m(E,K) = sup
y∈Rn
Ilog,m(E,K; y).
Remark 3.1.2. Three comments are in order.
(i) In the classical case,
Γ(x) =

|x|2−n as n ≥ 3;
log |x| as n = 2,
is harmonic on Rn \ o, where the logarithmic function in R2 is a suitable re-
placement for these in higher dimensions.
(ii) Vlog,m(E,K) is defined for m being an integer since log ‖x− y‖−1K may be nega-
tive.
(iii) If m is an even number, then Vlog,m(E,K) = +∞.
Actually, since E is bounded, supx∈E |x| < +∞. For any C > 0, let
|y| > max
{
2 sup
x∈E
|x|, 2RKe(
C
V (E))
1
m
}
,
where RK is in (2.2). From this, it follows that
‖x− y‖K ≥ RK−1|x− y| ≥ RK−1(|y| − |x|) > |y|(2RK)−1 > e(
C
V (E))
1
m
> 1 ∀ x ∈ E.
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Hence, as m is even we have
Ilog,m(E,K; y) =
∫
E
(
log
1
‖x− y‖K
)m
dx
=
∫
E
(log ‖x− y‖K)m dx
>
∫
E
(
log e(
C
V (E))
1
m
)m
dx
= C,
which derives
Vlog,m(E,K) = +∞ owing to Vlog,m(E,K) = sup
y∈Rn
Ilog,m(E,K; y).
Therefore, we will focus on the case when m is an odd number.
The volume Vlog,m(E,K) enjoys the following metric properties.
Proposition 3.1.3. Let m be an odd number.
(i) Homogeneity: Vlog,1(sE, sK) = s
nVlog,1(E,K) ∀ s > 0.
(ii) Translation-invariance: Vlog,m(x0 + E,K) = Vlog,m(E,K) ∀ x0 ∈ Rn.
(iii) Sub-additivity: if F ⊂ Rn is a bounded measurable set such that E∩F = ∅, then
Vlog,m(E ∪ F,K) ≤ Vlog,m(E,K) + Vlog,m(F,K).
Proof. (i) ∀s > 0, ∀x, y ∈ Rn, by the definition of Minkowski functional in (2.1), it
follows that
‖x− y‖sK = inf{λ > 0 : x− y ∈ λsK}
=
1
s
inf{λ > 0 : x− y ∈ λK}
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=
1
s
‖x− y‖K
and
‖sx− sy‖K = inf{λ > 0 : sx− sy ∈ λK}
= s inf{λ > 0 : x− y ∈ λK}
= s‖x− y‖K .
Hence
Vlog,1(E, sK) = sup
y∈Rn
∫
E
log
1
‖x− y‖sK dx(3.3)
= sup
y∈Rn
∫
E
log
s
‖x− y‖K dx
= sup
y∈Rn
∫
E
log
1
‖x− y‖K dx+ (log s)V (E)
= Vlog,1(E,K) + (log s)V (E),
and by changing the variables x = sx˜ and y = sy˜,
Vlog,1(sE,K) = sup
y∈Rn
∫
sE
log
1
‖x− y‖K dx(3.4)
= sn sup
y˜∈Rn
∫
E
log
1
‖sx˜− sy˜‖K dx˜
= sn
(
sup
y˜∈Rn
∫
E
log
1
‖x˜− y˜‖K dx˜− (log s)V (E)
)
= sn (Vlog,1(E,K)− (log s)V (E)) .
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Combining (3.3) and (3.4), we have
Vlog,1(sE, sK) = s
n (Vlog,1(E, sK)− (log s)V (E))
= sn (Vlog,1(E,K) + (log s)V (E)− (log s)V (E))
= snVlog(E,K).
(ii) ∀x0 ∈ Rn, by changing the variables x = x0 + z and y = w + x0, we have
Vlog,m(x0 + E,K) = sup
y∈Rn
∫
x0+E
(
log
1
‖x− y‖K
)m
dx
= sup
y∈Rn
∫
E
(
log
1
‖z + x0 − y‖K
)m
dz
= sup
w∈Rn
∫
E
(
log
1
‖z − w‖K
)m
dz
= Vlog,m(E,K).
(iii) Since E ∩ F = ∅, it follows that
Vlog,m(E ∪ F,K)
= sup
y∈Rn
∫
E∪F
(
log
1
‖x− y‖K
)m
dx
= sup
y∈Rn
(∫
E
(
log
1
‖x− y‖K
)m
dx+
∫
F
(
log
1
‖x− y‖K
)m
dx
)
≤ sup
y∈Rn
∫
E
(
log
1
‖x− y‖K
)m
dx+ sup
y∈Rn
∫
F
(
log
1
‖x− y‖K
)m
dx
= Vlog,m(E,K) + Vlog,m(F,K).
We need the following two more useful lemmas.
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Lemma 3.1.4. For all m,n ∈ N, the anisotropic m-log-potential Ilog,m(E,K; ·) is
continuous on Rn.
Proof. ∀y ∈ Rn, since E is bounded, ∃R > 0 such that
x− y ∈ R
2
B(o, 1) ∀ x ∈ E.
If z ∈ Rn and |z − y| ≤ R
2
, then
(3.5) |x− z| ≤ |x− y|+ |y − z| ≤ R
2
+
R
2
= R ∀ x ∈ E,
and hence x− z ∈ RB(o, 1).
‖·‖K is continuous on Rn (see Lemma 2.3.1) and uniformly continuous on RB(o, 1),
since RB(o, 1) is compact.
The following two facts are useful:
(3.6) log(x+ 1) ≤ x ∀ x ≥ −1,
and
(3.7) bm − cm = (b− c)
m∑
i=1
bm−ici−1 ∀ b, c ∈ R,
where
∑m
i=1 b
m−ici−1 = 1 when m = 1.
Note that
lim
t→0+
2tnV (K)
nm
m∑
i=0
m!
(m− i)!
(
log
1
tn
)m−i
= 0.
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Consequently, ∀ε > 0, ∃t1 ∈ (0, 1] such that if 0 < t ≤ t1 then
(3.8)
2tnV (K)
nm
m∑
i=0
m!
(m− i)!
(
log
1
tn
)m−i
< ε.
Let
(3.9) a ∈
(
0,
rKt1
2RK
]
.
Since ‖ · ‖K is uniformly continuous on RB(o, 1) and (3.5) is valid, there is δ > 0 such
that if
(3.10) |y − z| < min
{
δ,
r2Kt1
2RK
,
R
2
}
then
(3.11) |‖x− z‖K − ‖x− y‖K | < εH(a)−1 ∀ x ∈ E,
where H(a) is defined in (3.14).
As a consequence, it follows that
|Ilog,m(E,K; y)− Ilog,m(E,K; z)|
=
∣∣∣∣∫
E
(
log
1
‖x− y‖K
)m
dx−
∫
E
(
log
1
‖x− z‖K
)m
dx
∣∣∣∣
≤
∣∣∣∣∣∣∣
∫
E∩(BKa (y)∪BKa (z))
dx(
log 1‖x−y‖K
)−m − ∫
E∩(BKa (y)∪BKa (z))
dx(
log 1‖x−z‖K
)−m
∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣
∫
E\(BKa (y)∪BKa (z))
dx(
log 1‖x−y‖K
)−m − ∫
E\(BKa (y)∪BKa (z))
dx(
log 1‖x−z‖K
)−m
∣∣∣∣∣∣∣
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:= I1 + I2.
Part 1: For I1, by (3.9), (2.3), (3.10) and Proposition 2.1.1, we have the following
two situations.
Situation 1: x ∈ E ∩BKa (y). This yields
‖x− y‖K ≤ a ≤ rKt1
2RK
< t1 ≤ 1.
Situation 2: x ∈ E ∩BKa (z). This yields
‖x− y‖K ≤ RK
rK
(‖x− z‖K + ‖z − y‖K) ≤ RK
rK
a+
RK
r2K
|z − y| < t1 ≤ 1.
Similarly, we have

‖x− z‖K < t1 ≤ 1 as x ∈ E ∩BKa (z);
‖x− z‖K < t1 ≤ 1 as x ∈ E ∩BKa (y),
whence getting that if
x ∈ (E ∩BKa (y)) ∪ (E ∩BKa (z)) = E ∩ (BKa (y) ∪BKa (z))
then 
log ‖x− y‖−1K > 0;
log ‖x− z‖−1K > 0,
&

‖x− y‖K < t1;
‖x− z‖K < t1.
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Hence, by (3.8) and similar methods as in (3.21) and (3.22), we have
I1 ≤
∣∣∣∣∣∣∣
∫
E∩(BKa (y)∪BKa (z))
dx(
log 1‖x−y‖K
)−m
∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣
∫
E∩(BKa (y)∪BKa (z))
dx(
log 1‖x−z‖K
)−m
∣∣∣∣∣∣∣(3.12)
=
∫
E∩(BKa (y)∪BKa (z))
dx(
log 1‖x−y‖K
)−m + ∫
E∩(BKa (y)∪BKa (z))
dx(
log 1‖x−z‖K
)−m
≤
∫
BKt1
(y)
(
log
1
‖x− y‖K
)m
dx+
∫
BKt1
(z)
(
log
1
‖x− z‖K
)m
dx
≤ 2t
n
1V (K)
nm
m∑
i=0
m!
(m− i)!
(
log
1
tn1
)m−i
≤ ε.
Part 2: For I2, note that ∀x ∈ E ensures
‖x−z‖K−‖x−y‖K
‖x−y‖K ≥
−‖x−y‖K
‖x−y‖K = −1;
‖x−y‖K−‖x−z‖K
‖x−z‖K ≥
−‖x−z‖K
‖x−z‖K = −1,
which, together with (3.6), implies

log 1‖x−y‖K − log 1‖x−z‖K = log
(
‖x−z‖K−‖x−y‖K
‖x−y‖K + 1
)
≤ ‖x−z‖K−‖x−y‖K‖x−y‖K ;
log 1‖x−z‖K − log 1‖x−y‖K = log
(
‖x−y‖K−‖x−z‖K
‖x−z‖K + 1
)
≤ ‖x−y‖K−‖x−z‖K‖x−z‖K .
Then
∣∣∣∣log 1‖x− y‖K − log 1‖x− z‖K
∣∣∣∣
≤ max
{‖x− z‖K − ‖x− y‖K
‖x− y‖K ,
‖x− y‖K − ‖x− z‖K
‖x− z‖K
}
≤ ∣∣‖x− z‖K − ‖x− y‖K∣∣ ( 1‖x− y‖K + 1‖x− z‖K
)
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≤ ε
H(a)
(
1
‖x− y‖K +
1
‖x− z‖K
)
,
which, together with (3.7), (3.11) and Ho¨lder’s inequality, implies
I2 ≤
∫
E\(BKa (y)∪BKa (z))
∣∣∣∣log 1‖x− y‖K − log 1‖x− z‖K
∣∣∣∣ m∑
i=1
∣∣∣log 1‖x−y‖K ∣∣∣m−i∣∣∣log 1‖x−z‖K ∣∣∣1−i dx(3.13)
≤ ε
H(a)
∫
E\(BKa (y)∪BKa (z))
(
1
‖x− y‖K +
1
‖x− z‖K
) m∑
i=1
∣∣∣log 1‖x−y‖K ∣∣∣m−i∣∣∣log 1‖x−z‖K ∣∣∣1−i dx
≤ 2ε
aH(a)
∫
E\(BKa (y)∪BKa (z))
m∑
i=1
∣∣∣∣log 1‖x− y‖K
∣∣∣∣m−i ∣∣∣∣log 1‖x− z‖K
∣∣∣∣i−1 dx
. J(a)ε
H(a)
,
where
J(a) =
2
a
m∑
i=1
(∫
E\(BKa (y)∪BKa (z))
∣∣∣log 1‖x−y‖K ∣∣∣2(m−i) dx
) 1
2
(∫
E\(BKa (y)∪BKa (z))
∣∣∣log 1‖x−z‖K ∣∣∣2(i−1) dx
)− 1
2
,
H(a) is defined in (3.14) and U . V denotes that there is a constant c > 0 such that
U ≤ cV .
Note that 
a < ‖x− y‖K ≤ R2 as x ∈ E \BKa (y);
a < ‖x− z‖K ≤ R as x ∈ E \BKa (z),
then ∀k ∈ N,
∫
E\(BKa (y)∪BKa (z))
∣∣∣∣log 1‖x− y‖K
∣∣∣∣k dx ≤ ∫
E\BKa (y)
∣∣∣∣log 1‖x− y‖K
∣∣∣∣k dx
≤ V (E)
(
max
{
log a, log
R
2
})k
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and
∫
E\(BKa (y)∪BKa (z))
∣∣∣∣log 1‖x− y‖K
∣∣∣∣k dx ≤ ∫
E\BKa (z)
∣∣∣∣log 1‖x− y‖K
∣∣∣∣k dx
≤ V (E) (max {log a, logR})k ,
which imply
J(a) ≤ 2V (E)
m
a
m∑
i=1
max {log a, logR}i−1 max
{
log a, log
R
2
}m−i
(3.14)
= H(a),
whence I2 . ε (via (3.13)). This, together with (3.12), implies
|Ilog,m(E,K; y)− Ilog,m(E,K; z)| ≤ I1 + I2 . ε,
thereby ensuring that Ilog,m(E,K; ·) is continuous in y. Because y ∈ Rn is arbitrary,
Ilog,m(E,K; ·) is continuous on Rn.
Lemma 3.1.5. Let m be an odd number. The supremum in
Vlog,m(E,K) = sup
y∈Rn
Ilog,m(E,K; y)
is achieved at some y ∈ Rn.
Proof. We first conclude that
(3.15) lim
|y|→+∞
Ilog,m(E,K; y) = −∞.
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Actually, if E is bounded, then supx∈E |x| < +∞. For C1 < 0 let
|y| ≥ max
{
2RKe
−( C1V (E))
1
m
, 2 sup
x∈E
|x|
}
,
where RK is in (2.2). Then, by (2.3), we have
Ilog,m(E,K; y) =
∫
E
(
log
1
‖x− y‖K
)m
dx
≤
∫
E
(
log
RK
|x− y|
)m
dx
≤
∫
E
(
log
RK
|y| − |x|
)m
dx
≤
∫
E
(
log
2RK
|y|
)m
dx
≤ C1,
thereby reaching (3.15).
Next we conclude that Ilog,m(E,K; y) is not always equal to −∞. Actually, if
|y0| ≥ supx∈E |x| and rK is in (2.2), then
Ilog,m(E,K; y0) =
∫
E
(
log
1
‖x− y0‖K
)m
dx(3.16)
≥
∫
E
(
log
rK
|x− y0|
)m
dx
≥
∫
E
(
log
rK
|y0|+ |x|
)m
dx
≥
∫
E
(
log
rK
2|y0|
)m
dx
=
(
log
rK
2|y0|
)m
V (E)
> −∞.
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Because of (3.15) & (3.16), there exists C2 ≥ 0 such that
|y| > C2 & Ilog,m(E,K; y) <
(
log
rK
2|y0|
)m
V (E)
implies
y0 ∈ G = {y ∈ Rn : ‖y‖K ≤ C2}.
By Lemma 3.1.4, Ilog,m(E,K; y) is continuous for y, and Ilog,m(E,K; y) can attain its
maximum at the point y1 in the compact set G, and
Ilog,m(E,K; y1) = sup
y∈G
Ilog,m(E,K; y)
≥ Ilog,m(E,K; y0)
≥
(
log
rK
2|y0|
)m
V (E)
≥ sup
y∈Gc
Ilog,m(E,K; y),
which means
Ilog,m(E,K; y1) = sup
y∈Rn
Ilog,m(E,K; y).
3.2 An optimal polynomial log-inequality
Now we are ready to establish the optimal polynomial log-inequality for Vlog,m(E,K),
where m is an odd number.
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Theorem 3.2.1. If m is an odd number, then
Vlog,m(E,K) ≤

V (E)
nm
∑m
i=0
m!
(m−i)!
(
log V (K)
V (E)
)m−i
as V (E) > 0;
0 as V (E) = 0.
(3.17)
Equality in (3.17) holds if and only if E is almost a K−ball, namely, there is y ∈ Rn
such that
V
(
Ec ∩BKr (y)
)
= V
((
BKr (y)
)c ∩ E) = 0 with r = (V (E)
V (K)
)n−1
.
Proof. Note that if V (E) = 0 then Vlog,m(E,K) = 0. So, it suffices to consider
V (E) > 0.
First of all, let V (E) > 0, y ∈ Rn be fixed, and BKr (y) be the K−ball with center
y and radius
r =
(
V (E)
V (K)
)1/n
> 0.
Thanks to
V ({x : ‖x− y‖K ≤ r}) = rnV (K)⇒ V
(
BKr (y)
)
= V (E),
it follows that
V
(
Ec ∩BKr (y)
)
= V
(
BKr (y) \ E
)
= V
(
BKr (y)
)− V (BKr (y) ∩ E)
= V (E)− V (BKr (y) ∩ E)
= V
(
E \BKr (y)
)
= V
((
BKr (y)
)c ∩ E) .
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This, together with

‖x− y‖K ≤ r ∀ x ∈ Ec ∩BKr (y);
‖x− y‖K > r ∀ x ∈
(
BKr (y)
)c ∩ E,
implies
∫
Ec∩BKr (y)
(
log
1
‖x− y‖K
)m
dx ≥
(
log
1
r
)m
V
(
BKr (y) ∩ Ec
)
(3.18)
=
(
log
1
r
)m
V
((
BKr (y)
)c ∩ E)
≥
∫
(BKr (y))
c∩E
(
log
1
‖x− y‖K
)m
dx.
Consequently,
Ilog,m(E,K; y)(3.19)
=
∫
E
(
log
1
‖x− y‖K
)m
dx
=
∫
E∩BKr (y)
(
log
1
‖x− y‖K
)m
dx+
∫
E∩
(
BKr (y)
)c (log 1‖x− y‖K
)m
dx
≤
∫
E∩BKr (y)
(
log
1
‖x− y‖K
)m
dx+
∫
Ec∩BKr (y)
(
log
1
‖x− y‖K
)m
dx
=
∫
BKr (y)
(
log
1
‖x− y‖K
)m
dx.
For convenience, we first compute the following integral directly for r = 0, s ∈
N ∪ {0}, or by integration by parts for r times for r ≥ 1, r, s ∈ N ∪ {0}:
(3.20)
∫
(log t)rts dt =
r+1∑
i=1
(−1)i−1r!(log t)r+1−its+1
(s+ 1)i(r + 1− i)! + C,
where C is a constant.
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Case 1: If r =
(
V (E)
V (K)
)1/n
> 1, then from Fubini’s theorem and (3.20), it follows
that
∫
BKr (y)
(
log
1
‖x− y‖K
)m
dx(3.21)
= (−1)mm
∫
{x:‖x−y‖K≤r}
∫ ‖x−y‖K
1
(log t)m−1
t
dt dx
= (−1)m+1m
∫
{x:‖x−y‖K≤1}
∫ 1
‖x−y‖K
(log t)m−1
t
dt dx
+ (−1)mm
∫
{x:1≤‖x−y‖K≤r}
∫ ‖x−y‖K
1
(log t)m−1
t
dt dx
= (−1)m+1m
∫ 1
0
(log t)m−1
t
∫
{x:‖x−y‖K≤t}
dx dt
+ (−1)mm
∫ r
1
(log t)m−1
t
∫
{x:t≤‖x−y‖K≤r}
dx dt
= (−1)m+1mV (K)
∫ 1
0
tn−1(log t)m−1 dt
+ (−1)mmV (K)
∫ r
1
(log t)m−1
t
(rn − tn) dt
V (E)
nm
m∑
i=0
m!
(m− i)!
(
log
V (K)
V (E)
)m−i
.
Case 2: If 0 < r =
(
V (E)
V (K)
)1/n
≤ 1, then from Fubini’s theorem and (3.20) again,
it follows that
∫
BKr (y)
(
log
1
‖x− y‖K
)m
dx(3.22)
= (−1)m+1m
∫
{x:‖x−y‖K≤r}
∫ 1
‖x−y‖K
(log t)m−1
t
dt dx
= (−1)m+1m
∫
{x:‖x−y‖K≤r}
∫ r
‖x−y‖K
(log t)m−1
t
dt dx
+ (−1)m+1m
∫
{x:‖x−y‖K≤r}
∫ 1
r
(log t)m−1
t
dt dx
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= (−1)m+1m
∫ r
0
(log t)m−1
t
∫
{x:‖x−y‖K≤t}
dx dt
+ (−1)m+1m
∫ 1
r
(log t)m−1
t
∫
{x:‖x−y‖K≤r}
dx dt
= (−1)m+1mV (K)
∫ r
0
(log t)m−1tn−1 dt
+ (−1)m+1mrnV (K)
∫ 1
r
(log t)m−1
t
dt
V (E)
nm
m∑
i=0
m!
(m− i)!
(
log
V (K)
V (E)
)m−i
.
Hence, by formula (3.19), we have
Vlog,m(E,K) = sup
y∈Rn
Ilog,m(E,K; y)
= sup
y∈Rn
∫
E
(
log
1
‖x− y‖K
)m
dx
≤ sup
y∈Rn
∫
BKr (y)
(
log
1
‖x− y‖K
)m
dx
≤ V (E)
nm
m∑
i=0
m!
(m− i)!
(
log
V (K)
V (E)
)m−i
.
Next is to check the equality situation of (3.17).
On the one hand, if E is almost a K−ball, that is, ∃y0 ∈ Rn and r0 =
(
V (E)
V (K)
)1/n
such that
V
(
Ec ∩BKr0(y0)
)
= V
((
BKr0(y0)
)c ∩ E) = 0,
then the equalities in (3.18) hold:
∫
Ec∩BKr0 (y0)
(
log
1
‖x− y0‖K
)m
dx =
∫(
BKr0 (y0)
)c
∩E
(
log
1
‖x− y0‖K
)m
dx = 0,
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which implies (3.19) holds, i.e.,
∫
E
(
log
1
‖x− y0‖K
)m
dx =
∫
BKr0 (y0)
(
log
1
‖x− y0‖K
)m
dx.
By (3.21), (3.22) and r0 =
(
V (E)
V (K)
)1/n
, it follows that
Ilog,m(E,K; y0)
=
∫
BKr0 (y0)
(
log
1
‖x− y0‖K
)m
dx
=
V (E)
nm
m∑
i=0
m!
(m− i)!
(
log
V (K)
V (E)
)m−i
.
Consequently, the equality in (3.17) holds.
On the other hand, by Lemma 3.1.5, there exists y1 ∈ Rn such that
Vlog,m(E,K) = sup
y∈Rn
Ilog,m(E,K; y) = Ilog,m(E,K; y1),
and if E is not almost a K-ball, then for r1 =
(
V (E)
V (K)
)1/n
> 0, it follows that
V
(
Ec ∩BKr1(y1)
) 6= 0 & V (BK
1
(y1)
c ∩ E) 6= 0.
Consequently, inequalities in (3.18) are strict, then
∫
Ec∩BKr (y1)
(
log
1
‖x− y1‖K
)m
dx >
∫(
BKr (y1)
)c
∩E
(
log
1
‖x− y1‖K
)m
dx.
Thus, inequality in (3.19) is also strict. Consequently,
Vlog,m(E,K)
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= Ilog,m(E,K; y1)
=
∫
E
(
log
1
‖x− y1‖K
)m
dx
<
∫
BKr (y1)
(
log
1
‖x− y1‖K
)m
dx
=
V (E)
nm
m∑
i=0
m!
(m− i)!
(
log
V (K)
V (E)
)m−i
.
So inequality (3.17) is strict. Hence, in order to have equality in (3.17), E must be
almost a K-ball.
Remark 3.2.2. Two comments are in order:
(i) In particular, if E is star-shaped with respect to the origin, then inequality (3.17)
holds with equality if and only if K and E are dilates.
(ii) Note that the kernels of Vα(E,K) and Vlog,1(E,K) have the relation in a deriva-
tive way (see (3.2)). From Theorem 2.2.1 (i) and Theorem 3.2.1 it is interest-
ingly seen that their optimal upper bounds have exact the same relation:
∂
∂α
(
n
n− αV (E)
n−α
n V (K)
α
n
)∣∣∣∣
α=0
= V (E)
[(
V (K)
V (E)
)α
n ∂
∂α
(
n
n− α
)
+
n
n− α
∂
∂α
(
V (K)
V (E)
)α
n
]∣∣∣∣∣
α=0
=
V (E)
n
log
eV (K)
V (E)
.
3.3 Dual polynomial log-Minkowski inequality
For the application in convex geometry analysis, the dual polynomial log-Minkowski
inequality can be implied from Theorem 3.2.1.
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Theorem 3.3.1. Let K, L be two star bodies in Rn and m be an odd number. Then
(3.23)
m∑
i=0
nm−im!
(m− i)!
∫
Sn−1
(
log
ρK(u)
ρL(u)
)m−i
dVL(u) ≤
m∑
i=0
m!
(m− i)!
(
log
V (K)
V (L)
)m−i
,
where dVL(u) is the normalized cone-volume measure:
dVL(u) =
(
ρnL(u)
nV (L)
)
dS(u).(3.24)
Here, dS(·) denotes the standard surface area measure on the unit sphere Sn−1. The
equality in (3.23) holds if and only if K and L are dilates.
Proof. Suppose K and L are two star bodies. By Theorem 3.2.1, we have
Ilog,m(L,K; 0) =
∫
L
(
log
1
‖x‖K
)m
dx(3.25)
≤ sup
y∈Rn
∫
L
log
1
‖x− y‖K dx
≤ V (L)
nm
m∑
i=0
m!
(m− i)!
(
log
V (K)
V (L)
)m−i
.
By using the polar coordinates and integration by parts for m times, it follows that
Ilog,m(L,K; 0)
=
∫
L
(log ρK(x))
m dx
=
∫
Sn−1
∫ ρL(u)
0
(log ρK(ru))
m rn−1 drdu
= n−1
∫
Sn−1
∫ ρL(u)
0
(
log
ρK(u)
r
)m
drndu
= n−1
∫
Sn−1
ρL(u)
n
(
log
ρK(u)
ρL(u)
)m
du
+
m
n
∫
Sn−1
∫ ρL(u)
0
rn−1
(
log
ρK(u)
r
)m−1
drdu
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...
== V (L)
∫
Sn−1
m∑
i=0
m!
ni(m− i)! log
(
ρK(u)
ρL(u)
)m−i
dVL(u),
where dVL are defined in (3.24). This, together with (3.25), implies (3.23). The
equality condition of (3.23) also follows from the equality condition in Theorem 3.2.1.
Let m = 1, Theorem 3.3.1 reduces to the dual log-Minkowski inequality developed
by Gardner-Hug-Weil-Ye in [30] and by Wang-Liu in [66].
Corollary 3.3.2. Let K and L be two star bodies in Rn. Then
∫
Sn−1
log
(
ρK(u)
ρL(u)
)
dVL(u) ≤ n−1 log V (K)
V (L)
,
with equality holds if and only if K and L are dilates.
3.4 Star bodies by anisotropic potentials
In this section, we characterize the star body with respect to the origin in terms of
anisotropic Riesz-potentials in Chapter 2 and logarithmic potentials in this chapter for
all Rn≥2, as a convex geometric extension of [59, Theorem] (characterizing a Euclidean
R3-sphere by means of single-layer potentials) from the physical space R3 to the
Euclidean 2 ≤ n-dimensional space Rn.
Theorem 3.4.1. Suppose
(i) K,Ω ⊂ Rn are star bodies with respect to the origin.
(ii) f is a continuous function on Rn enjoying the following two properties:
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(ii-a) maxx∈Ω f(x) and minx∈Ω f(x) are only attainable on ∂Ω, the boundary of
Ω. Moreover, let

∂f(x)
∂K~x−
= limt→0+
f(x)−f(x−tx)
‖tx‖K ;
∂f(x)
∂K~x+
= limt→0+
f(x+tx)−f(x)
‖tx‖K .
∃x1, x2 ∈ ∂Ω, such that
maxx∈Ω f(x) = f(x1);
minx∈Ω f(x) = f(x2);
∂f(x1)
∂K ~x1
− − ∂f(x1)∂K ~x1+ ≤
∂f(x2)
∂K ~x2
− − ∂f(x2)∂K ~x2+ .
(ii-b) κn > 0 is a dimensional constant with
f(x) =

κn‖x‖2−nK as x ∈ Ωc = Rn≥3 \ Ω;
−κ2 log ‖x‖K as x ∈ Ωc = R2 \ Ω.
Then Ω is a dilation of K, namely, Ω = λK for a constant λ > 0.
Remark 3.4.2. If f is a non constant harmonic function in Ω◦, the interior of Ω, then
the maximum principle of harmonic function implies maxx∈Ω f(x) and minx∈Ω f(x)
are only attainable on ∂Ω. For example, if K is an ellipsoid (ellipse in two dimension)
and f is the following anisotropic potential
fK(x) =

∫
∂Ω
‖x− y‖2−nK dσ(y) as n ≥ 3;∫
∂Ω
log ‖x− y‖−1K dσ(y) as n = 2,
where σ denotes the surface area measure, then fK is harmonic in Ω
◦, i.e. it satisfies
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the Laplace equation ∆fK = 0. This can be seen from the following computation:
fK(x) = fT (B(o,1))(x)
=

∫
∂Ω
‖x− y‖2−nT (B(o,1)) dσ(y) =
∫
T−1(∂Ω)
det(T )
|x˜−y˜|n−2 dσ(y˜) as n ≥ 3;∫
∂Ω
log ‖x− y‖−1T (B(o,1)) dσ(y) =
∫
T−1(∂Ω)
det(T )
(− log |x˜−y˜|)−1 dσ(y˜) as n = 2,
where T is a matrix with positive determinant. However, for a general K we are led to
adopt [58, Theorem 1.7.2] to compute ∆f = 0, thereby finding a geometric condition
on K such that fK is harmonic - in other words - fK is not always harmonic.
Moreover, if Ω = K = B(o, 1) then one has not only, ∀x ∈ ∂B(o, 1)
∂fB(o,1)(x)
∂B(o,1)~x−
− ∂fB(o,1)(x)
∂B(o,1)~x+
=
 (n− 2)ωn−1 as n ≥ 3;2pi as n = 2,
by [65, Theorem 1.11], but also for x ∈ (B(o, 1))c,
fK(x) =

∫
∂B(o,1)
|x− y|2−n dσ(y) = ωn−1|x|2−n as n ≥ 3;∫
∂B(o,1)
log |x− y|−1 dσ(y) = 2pi log |x|−1 as n = 2,
by the mean value property of the harmonic function, where ωn−1 is the surface area
of B(o, 1). This is the initial reason to consider an extension of [59, Theorem].
Proof of Theorem 3.4.1. Let

λ1 = sup{λ : λK ⊆ Ω};
x1 ∈ λ1K ∩ ∂Ω;
λ2 = inf{λ : Ω ⊆ λK};
x2 ∈ λ2K ∩ ∂Ω.
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Obviously,
‖x2‖K = λ2 ≥ λ1 = ‖x1‖K .
If we can verify
‖x2‖K ≤ ‖x1‖K ,
then we will have
λ2 = λ1 = λ & Ω = λK,
as desired. So, it remains to validate the last inequality. This validation consists of
the three steps as seen below.
Step 1. We claim
(3.26)

maxx∈Ω f(x) = f(x1);
minx∈Ω f(x) = f(x2),
and then we can choose x1, x2 as the points satisfying (ii-a). Evidently, it is enough
to check the maximum case and the minimum case follows in a similar way.
Since Ω is a star-shaped body at the origin, f is continuous and (ii-b), we have
f(x) =

κn‖x‖2−nK as x ∈ Ωc ∪ ∂Ω;
κ2 log ‖x‖−1K as x ∈ Ωc ∪ ∂Ω.
If the first equation in (3.26) is invalid, then maxx∈Ω f(x) would be attained by another
point x′1 ∈ ∂Ω, and hence:
κn‖x1‖2−nK = f(x1) < maxx∈Ω f(x) = f(x′1) = κn‖x′1‖2−nK as n ≥ 3;
κ2 log ‖x1‖−1K = f(x1) < maxx∈Ω f(x) = f(x′1) = κ2 log ‖x′1‖−1K as n = 2.
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This would in turn imply
‖x1‖K > ‖x′1‖K ,
whence violating
λ1 = sup{λ : λK ⊆ Ω} & x1 ∈ λ1K ∩ ∂Ω⇒ ‖x1‖K ≤ ‖x′1‖K .
Consequently, we get

f(x1) = maxx∈Ω f(x) ≥ f(x1 − tx1) ∀ t ∈ [0, 1] & x1 − tx1 ∈ λ1K ⊆ Ω;
f(x2) = minx∈Ω f(x) ≤ f(x2 − tx2) ∀ t ∈ [0, 1] & x2 − tx2 ∈ Ω,
where x2 − tx2 ∈ Ω since Ω is a star-shaped body at the origin, thereby arriving at
∂f(x1)
∂K ~x1
− = limt→0+
f(x1)−f(x1−tx1)
‖tx1‖K ≥ 0;
∂f(x2)
∂K ~x2
− = limt→0+
f(x2)−f(x2−tx2)
‖tx2‖K ≤ 0.
Step 2. Using the fact that ‖ · ‖K is homogeneous one, we have
∂f(x)
∂K~x+
= lim
t→0+
f(x+ tx)− f(x)
‖tx‖K
= lim
t→0+
f(x+ tx)− f(x)
t‖x‖K
= lim
t→0+
f(x+ tx)− f(x)
(1 + t)‖x‖K − ‖x‖K
= lim
t→0+
f(x+ tx)− f(x)
‖(1 + t)x‖K − ‖x‖K
=
∂f(x)+
∂‖x‖+K
,
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where ∂f(x)+ and ∂‖x‖+K denote respectively the directional derivative of these func-
tions in the direction ~x at the point x. Similarly, we also have
∂f(x)
∂K~x−
=
∂f(x)−
∂‖x‖−K
,
where ∂f(x)− and ∂‖x‖−K denote respectively the directional derivative of these func-
tions in the direction −~x at the point x.
Step 3. With the help of the previous computations, we obtain


∂f(x1)
∂K ~x1
− − ∂f(x1)∂K ~x1+ =
∂f(x1)
∂K ~x1
− + κn(n− 2)‖x1‖1−nK ≥ κn(n− 2)‖x1‖1−nK ;
∂f(x2)
∂K ~x2
− − ∂f(x2)∂K ~x2+ =
∂f(x2)
∂K ~x2
− + κn(n− 2)‖x2‖1−nK ≤ κn(n− 2)‖x2‖1−nK .
as n ≥ 3;

∂f(x1)
∂K ~x1
− − ∂f(x1)∂K ~x1+ =
∂f(x1)
∂K ~x1
− + κ2‖x1‖−1K ≥ κ2‖x1‖−1K ;
∂f(x2)
∂K ~x2
− − ∂f(x2)∂K ~x2+ =
∂f(x2)
∂K ~x2
− + κ2‖x2‖−1K ≤ κ2‖x2‖−1K .
as n = 2.
As a consequence, we achieve

κn(n− 2)‖x1‖1−nK ≤ κn(n− 2)‖x2‖1−nK as n ≥ 3;
κ2‖x1‖−1K ≤ κ2‖x2‖−1K as n = 2,
by (ii-a), whence getting the required inequality ‖x2‖K ≤ ‖x1‖K .
Chapter 4
A functional mixed volume induced
by the Orlicz addition for measures
and its optimization problem
4.1 Orlicz addition for functions
Throughout this chapter, Ω is a nonempty set equipped with measure µ and distance
d, and m ≥ 1 is an integer. Denote F the set of nonnegative real-valued measurable
functions defined on Ω. We use F+ to denote the set of all functions in F which are
positive, and F+c for the set of all functions in F+ which are also continuous.
Let Φm denote the set of all continuous functions ϕ : [0,∞)m → [0,∞) that are
strictly increasing in each component with ϕ(o) = 0 and limt→∞ ϕ(tz) = ∞ for each
nonzero z ∈ [0,∞)m. Hereafter o = (0, · · · , 0) stands for the origin of Rm. Let Ψm
denote the set of all continuous functions ϕ : (0,∞)m → (0,∞) that are strictly
decreasing in each component with limt→0 ϕ(tz) = ∞ and limt→∞ ϕ(tz) = 0 for each
z ∈ (0,∞)m. Note that ϕ(x) = xp1 + · · · + xpm belongs to Φm if p > 0 and belongs to
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Ψm if p < 0.
The Orlicz addition of functions is defined as follows.
Definition 4.1.1. For ϕ ∈ Φm, +˜ϕ(p1, · · · , pm), the Orlicz addition of functions
p1, · · · , pm ∈ F , is (uniquely and implicitly) defined by
(4.1) ϕ
(
p1(x)
+˜ϕ(p1, · · · , pm)(x)
, · · · , pm(x)
+˜ϕ(p1, · · · , pm)(x)
)
= 1,
if p1(x) + · · ·+ pm(x) > 0, and otherwise by
+˜ϕ(p1, · · · , pm)(x) = 0.
If ϕ ∈ Ψm and in addition p1, · · · , pm ∈ F+, the Orlicz addition +˜ϕ(p1, · · · , pm) is
also defined by equation (4.1).
Clearly if ϕ ∈ Φm, then +˜ϕ(p1, · · · , pm)(x) = 0 implies that p1(x) = · · · = pm(x) =
0. Moreover, +˜ϕ(p1, · · · , pm) ∈ F , if p1, · · · , pm ∈ F . For simplicity, in later context,
the functions p1, · · · , pm in +˜ϕ(p1, · · · , pm) for ϕ ∈ Ψm are always assumed to be in
F+.
It is worth to mention that if ϕ ∈ Φm, +˜ϕ(p1, · · · , pm)(x) for x ∈ Ω given in
Definition 4.1.1 is equal to the infimum of Λ(x) ⊂ R, where
Λ(x) =
{
λ > 0 : ϕ
(
p1(x)
λ
, · · · , pm(x)
λ
)
≤ 1
}
.
If ϕ ∈ Ψm and pi ∈ F+ for all i = 1, · · · ,m, then +˜ϕ(p1, · · · , pm)(x) for x ∈ Ω is equal
to the supremum of Λ(x) ⊂ R. To this end, if ϕ ∈ Φm and p1(x) = · · · = pm(x) = 0,
then Λ(x) = {λ : λ > 0} and hence inf Λ(x) = 0 as desired. Now assume that
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∑m
j=1 pj(x) > 0 which yields
(p1(x), · · · , pm(x)) 6= o.
It is easy to see that
+˜ϕ(p1, · · · , pm)(x) ∈ Λ(x)
by formula (4.1). On the other hand, the fact that limt→∞ ϕ(tz) = ∞ for each
nonzero z ∈ [0,∞)m implies +˜ϕ(p1, · · · , pm)(x) > 0. Formula (4.1) together with
the fact that ϕ is strictly increasing in each component implies that for all 0 < λ <
+˜ϕ(p1, · · · , pm)(x),
ϕ
(
p1(x)
λ
, · · · , pm(x)
λ
)
> 1.
Thus, Λ(x) =
[
+˜ϕ(p1, · · · , pm)(x),∞
)
. This yields the desired equality:
+˜ϕ(p1, · · · , pm)(x) = inf Λ(x).
Along the same lines, one can get the desired argument for the case ϕ ∈ Ψm.
Now we prove the basic properties of +˜ϕ(p1, · · · , pm)(x) where p1, · · · , pm ∈ F .
Theorem 4.1.2. Let m ≥ 2 and ϕ ∈ Φm, p1, · · · , pm ∈ F .
(i) For r ≥ 0, one has,
+˜ϕ(rp1, · · · , rpm) = r · +˜ϕ(p1, · · · , pm).
(ii) Assume that ϕ ∈ Φm satisfies ϕ(ej) = 1 for all j = 1, · · · ,m, where {e1, · · · , em}
is the standard orthonormal basis of Rm. Then, for j = 1, · · · ,m, one has
+˜ϕ(0, · · · , 0, pj, 0, · · · , 0) = pj.
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(iii) If q1, · · · , qm ∈ F such that pj ≤ qj for all j = 1, · · · ,m, then
+˜ϕ(p1, · · · , pm) ≤ +˜ϕ(q1, · · · , qm).
In particular,
(4.2) +˜ϕ(p1, · · · , pm)(x) ≤ τ0−1 ·
m∑
j=1
pj(x),
where τ0 > 0 satisfies ϕ(τ0, · · · , τ0) = 1.
(iv) Assume that pij ∈ F for j = 1, · · · ,m and i = 1, 2, · · · , such that, for all x ∈ Ω
and for all j = 1, · · · ,m,
lim
i→∞
pij(x) = pj(x).
Then, for all x ∈ Ω,
lim
i→∞
+˜ϕ(pi1, · · · , pim)(x) = +˜ϕ(p1, · · · , pm)(x).
(v) Let pij be as in (iv) and let S ⊂ Ω be a compact set. Assume that all functions
pij are positive and continuous on S, and the sequence pij is uniformly convergent
to a positive function pj on S as i → ∞. Then +˜ϕ(pi1, · · · , pim) is convergent to
+˜ϕ(p1, · · · , pm) uniformly on S as i→∞.
The above statements except statement (ii) still hold true when ϕ ∈ Ψm and all
functions involved are positive, except that r ≥ 0 should be replaced by r > 0 in (i).
Proof. The proof of this theorem is similar to those in [30]. For completeness, we
include a brief proof with modifications emphasized.
(i) ∀x ∈ Ω, the equality holds trivially if r = 0 or (p1(x), · · · , pm(x)) = o. The desired
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equality for r > 0 and (p1(x), · · · , pm(x)) 6= o follows from the fact that, the equation
ϕ
(
p1(x)
λ
, · · · , pm(x)
λ
)
= 1
has a unique solution and the fact that
1 = ϕ
(
rp1(x)
+˜ϕ(rp1, · · · , rpm)(x)
, · · · , rpm(x)
+˜ϕ(rp1, · · · , rpm)(x)
)
= ϕ
 p1(x)(
+˜ϕ(rp1,··· ,rpm)(x)
r
) , · · · , pm(x)(
+˜ϕ(rp1,··· ,rpm)(x)
r
)
 .
(ii) ∀j ∈ {1, · · · ,m}, if pj(x) = 0, then
+˜ϕ(0, · · · , 0, pj, 0, · · · , 0)(x) = 0.
Assume that pj(x) 6= 0. Formula (4.1) implies that
ϕ
(
0, · · · , 0, pj(x)
+˜ϕ(0, · · · , 0, pj, 0, · · · , 0)(x)
, 0, · · · , 0
)
= 1.
Together with the facts that ϕ(ej) = 1 and ϕ is strictly increasing in each component,
one gets
+˜ϕ(0, · · · , 0, pj, 0, · · · , 0)(x) = pj(x).
(iii) Assume that pj ≤ qj for all j = 1, · · · ,m. Note that ϕ is strictly increasing in
each component. Then,
1 = ϕ
(
q1(x)
+˜ϕ(q1, · · · , qm)(x)
, · · · , qm(x)
+˜ϕ(q1, · · · , qm)(x)
)
= ϕ
(
p1(x)
+˜ϕ(p1, · · · , pm)(x)
, · · · , pm(x)
+˜ϕ(p1, · · · , pm)(x)
)
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≤ ϕ
(
q1(x)
+˜ϕ(p1, · · · , pm)(x)
, · · · , qm(x)
+˜ϕ(p1, · · · , pm)(x)
)
.
Again by the fact that ϕ is strictly increasing in each component, one gets
+˜ϕ(p1, · · · , pm) ≤ +˜ϕ(q1, · · · , qm).
In particular, let q1 = · · · = qm =
∑m
j=1 pj, then
+˜ϕ(p1, · · · , pm) ≤ +˜ϕ
( m∑
j=1
pj, · · · ,
m∑
j=1
pj
)
.
The right hand side is equal to τ0
−1 ·∑mj=1 pj(x) which follows directly from
ϕ(τ0, · · · , τ0) = 1.
(iv) ∀x ∈ Ω, assume that ∑mj=1 pj(x) = 0. As
lim
i→∞
pij(x) = pj(x),
then for all  > 0, there is i() ∈ N, such that for i > i(),
m∑
j=1
pij(x) < .
By formula (4.2), one has, for all i > i(),
0 ≤ +˜ϕ(pi1, · · · , pim)(x)
≤ τ0−1 ·
m∑
j=1
pij(x) < τ0
−1.
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Consequently, one has,
lim
i→∞
+˜ϕ(pi1, · · · , pim)(x) = 0 = +˜ϕ(p1, · · · , pm)(x)
because
∑m
j=1 pj(x) = 0.
Now assume that
∑m
j=1 pj(x) > 0 and limi→∞ pij(x) = pj(x). Then,
lim
i→∞
m∑
j=1
pij(x) =
m∑
j=1
pj(x) > 0.
Then there is i0 ∈ N, such that,
∑m
j=1 pij(x) > 0 for all i > i0 and hence
1 = ϕ
(
pi1(x)
+˜ϕ(pi1, · · · , pim)(x)
, · · · , pim(x)
+˜ϕ(pi1, · · · , pim)(x)
)
.
Taking the limit as i → ∞, the desired conclusion follows from the continuity of ϕ
and the uniqueness of the solution of (4.1). That is, for all x ∈ Ω,
lim
i→∞
+˜ϕ(pi1, · · · , pim)(x) = +˜ϕ(p1, · · · , pm)(x).
(v) Assume that all functions pij are positive and continuous on S, and the sequence
pij is uniformly convergent to a positive function pj on S. Then, there exist c1, c2 > 0
such that for all x ∈ S, c1 ≤ pij(x) ≤ c2 for all i and j. Part (iv) implies that
+˜ϕ(pi1, · · · , pim) converges to +˜ϕ(p1, · · · , pm) pointwise on S.
If the convergence is not uniform on S, then there exist ε0 > 0 and ni > i, such
that, xni ∈ S with xni → x0 (due to the compactness of S), and
(4.3)
∣∣+˜ϕ(pni1, · · · , pnim)(xni)− +˜ϕ(p1, · · · , pm)(xni)∣∣ ≥ ε0.
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Part (iii) and the fact ϕ(τ0, · · · , τ0) = 1 imply
c1/τ0 ≤ +˜ϕ(pni1, · · · , pnim)(x) ≤ c2/τ0,
That is, {+˜ϕ(pni1, · · · , pnim)(xni)}i∈N is a bounded sequence and hence has a conver-
gent subsequence. Without loss of generality, assume that
lim
i→∞
+˜ϕ(pni1, · · · , pnim)(xni) = c0 > 0,
where c0 > 0 is a constant. This, together with xni → x0 and pnij converges to pj
uniformly on S, further implies that
1 = ϕ
(
pni1(xni)
+˜ϕ(pni1, · · · , pnim)(xni)
, · · · , pnim(xni)
+˜ϕ(pni1, · · · , pnim)(xni)
)
→ ϕ
(
p1(x0)
c0
, · · · , pm(x0)
c0
)
, as i→∞.
It follows that c0 = +˜ϕ(p1, · · · , pm)(x0), which leads to a contradiction with
|c0 − +˜ϕ(p1, · · · , pm)(x0)| ≥ ε0,
after taking i→∞ from both sides of (4.3). Hence, the desired uniform convergence
follows.
Our definition of the Orlicz addition for measures is motivated by the recently
introduced Orlicz addition for convex bodies and star bodies, which are the foundation
of the newly initiated Orlicz-Brunn-Minkowski theory for convex bodies and its dual
theory [29, 30, 67, 74].
Next we briefly discuss these Orlicz additions in geometry and show how it can be
linked with our Orlicz addition for measures (or functions). Notations and concepts
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for geometry below are standard, and more details can be found in [58].
The radial Orlicz sum of star bodies K1, · · · , Km, denoted by +˜ϕ(K1, . . . , Km),
is (uniquely and implicitly) defined by its radial function ρ+˜ϕ(K1,...,Km), the unique
solution of the following equation [30]: for u ∈ Sn−1,
(4.4) ϕ
(
ρK1(u)
ρ+˜ϕ(K1,...,Km)(u)
, . . . ,
ρKm(u)
ρ+˜ϕ(K1,...,Km)(u)
)
= 1.
Formula (4.4) can be used to define the radial Orlicz sum of star bodies K1, · · · , Km
with respect to ϕ ∈ Ψm. In fact, the radial Orlicz sum of star bodies K1, · · · , Km
defined by formula (4.4) is a special case of the Orlicz addition of functions defined
by formula (4.1); it can be obtained by letting Ω = Sn−1 and letting pj = ρKj .
Alternatively, it can be also obtained by letting Ω = Rn \ {o} and pj(x) = r−1 ρKj(u)
for all x = ru 6= o.
An arguably better way to characterize convex body K is by its support function
hK . Let Ω = S
n−1, pj = hKj , and let ϕ ∈ Φm be convex, then formula (4.1) becomes:
for u ∈ Sn−1,
(4.5) ϕ
(
hK1(u)
h+ϕ(K1,...,Km)(u)
, . . . ,
hKm(u)
h+ϕ(K1,...,Km)(u)
)
= 1.
This is exactly the Orlicz addition of convex bodies, +ϕ(K1, . . . , Km), given in [29].
4.2 Orlicz addition for measures and a functional
Orlicz-Brunn-Minkowski inequality
Let µ be a measure on Ω such that µ(Ω) > 0. DenoteM the set of finite measures on
Ω that are absolutely continuous with respect to µ and whose density functions with
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respect to µ are in F . That is, P ∈ M has the density function p with respect to µ
such that p ∈ F , P (Ω) <∞, and
P (A) =
∫
A
p(x) dµ(x), for all measurable A ⊆ Ω.
In this chapter, we always assume thatM 6= ∅. LetM+ andM+c denote the sets of
all measures in M whose density functions are in F+ and in F+c, respectively. Note
that +˜ϕ(p1, · · · , pm) ∈ F and
∫
Ω
+˜ϕ(p1, · · · , pm)(x) dµ(x) ≤
∫
Ω
τ0
−1 ·
m∑
j=1
pj(x) dµ(x)
= τ0
−1 ·
m∑
j=1
∫
Ω
pj(x) dµ(x)
<∞,
where the first inequality follows from inequality (4.2). That is, +˜ϕ(p1, · · · , pm) can
be the density function of a measure in M. This observation leads to our definition
for the Orlicz addition of measures.
Definition 4.2.1. Let P1, · · · , Pm ∈ M with density functions p1, · · · , pm ∈ F . For
ϕ ∈ Φm, the Orlicz addition of measures P1, · · · , Pm, denoted by +˜ϕ(P1, · · · , Pm),
is the measure in M whose density function is +˜ϕ(p1, · · · , pm). Similarly, the Orlicz
addition of P1, · · · , Pm ∈M+ for ϕ ∈ Ψm is a measure inM+ whose density function
is +˜ϕ(p1, · · · , pm).
Remark 4.2.2. Clearly, if P1, · · · , Pm ∈M+ (or M+c, respectively), then
+˜ϕ(P1, · · · , Pm) ∈M+
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(or M+c, respectively). In later context, for ϕ ∈ Ψm, the measures P1, · · · , Pm in
+˜ϕ(P1, · · · , Pm) are always assumed to be in M+.
The following theorem provides a functional dual Orlicz-Brunn-Minkowski inequal-
ity for the Orlicz addition of measures.
Theorem 4.2.3. Let m ≥ 2 and let Pj ∈ M with density functions pj for j =
1, · · · ,m. Assume that A ⊂ Ω is measurable with µ(A) > 0 such that ∑mj=1 pj(x) > 0
for x ∈ A almost everywhere with respect to µ. If ϕ ∈ Φm ∪Ψm is concave, then
(4.6) ϕ
(
P1(A)
+˜ϕ(P1, · · · , Pm)(A)
, · · · , Pm(A)
+˜ϕ(P1, · · · , Pm)(A)
)
≥ 1.
If ϕ is convex, the inequality holds with ≥ replaced by ≤.
If ϕ is strictly concave or convex, and P1, · · · , Pm ∈ M+c, equality holds if and
only if there are constants aj > 0 such that pj = ajp1 for 2 ≤ j ≤ m.
Proof. Let ϕ ∈ Φm and
∑m
j=1 pj(x) > 0 for x ∈ A almost everywhere with respect to
µ. By inequality (4.2), for x ∈ A almost everywhere with respect to µ,
0 < +˜ϕ(p1, · · · , pm)(x) ≤ τ−10
m∑
j=1
pj(x).
Together with µ(A) > 0, one has
0 < +˜ϕ(P1, · · · , Pm)(A) <∞.
Hence, we can define a probability measure dν on A by
dν =
+˜ϕ(p1, · · · , pm)
+˜ϕ(P1, · · · , Pm)(A)
dµ.
Assume that ϕ ∈ Φm is concave. By (4.1) and Jensen’s inequality (see e.g. Proposition
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2.2 in [30]), one has,
1 =
∫
A
ϕ
(
p1(x)
+˜ϕ(p1, · · · , pm)(x)
, · · · , pm(x)
+˜ϕ(p1, · · · , pm)(x)
)
dν(x)
≤ ϕ
(∫
A
p1(x)
+˜ϕ(p1, · · · , pm)(x)
dν(x), · · · ,
∫
A
pm(x)
+˜ϕ(p1, · · · , pm)(x)
dν(x)
)
= ϕ
(
P1(A)
+˜ϕ(P1, · · · , Pm)(A)
, · · · , Pm(A)
+˜ϕ(P1, · · · , Pm)(A)
)
.
If ϕ ∈ Φm is a convex function, the above inequality holds with ≤ replaced by ≥.
Assume that ϕ is strictly concave or strictly convex. Note that Pj ∈ M+c has
continuous and positive density functions pj for all j = 1, · · · ,m. This yields that
pj
+˜ϕ(p1, · · · , pm)
for all j = 1, · · · ,m
are positive and continuous on A. Hence, equality holds in (4.6) if and only if there
are constants bj > 0, such that, for all x ∈ A and for all j = 1, · · · ,m,
pj(x)
+˜ϕ(p1, · · · , pm)(x)
= bj.
Equivalently, there are constants aj > 0 such that pj = ajp1 for 2 ≤ j ≤ m.
The proof for the case ϕ ∈ Ψm follows along the same lines, and hence is omitted.
Corollary 4.2.4. Let m ≥ 2 and let Pj ∈ M with density functions pj for j =
1, · · · ,m. Assume that A ⊂ Ω is measurable such that Pj0(A) > 0 for some j0 ≤ m.
If M+ 6= ∅ or µ(A) <∞, then for any concave function ϕ in Φm such that ϕ(ej) = 1
for j = 1, · · · ,m, one has,
(4.7) ϕ
(
P1(A)
+˜ϕ(P1, · · · , Pm)(A)
, · · · , Pm(A)
+˜ϕ(P1, · · · , Pm)(A)
)
≥ 1,
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while the inequality holds with ≥ replaced by ≤ if ϕ ∈ Φm is convex.
Proof. Assume that µ(A) < ∞ and ϕ ∈ Φm such that ϕ(ej) = 1 for j = 1, · · · ,m.
Let pj ∈ F be density functions of Pj ∈ M for j = 1, · · · ,m. Let ε > 0 and pεj be
functions defined on A by
(4.8) pεj(x) = pj(x) + ε, for x ∈ A.
It is clear that pεj ↓ pj pointwise on A as ε ↓ 0. By the arguments of (iii) and (iv) in
Theorem 4.1.2, we get
+˜ϕ(p
ε
1, · · · , pεm) ↓ +˜ϕ(p1, · · · , pm)
pointwise on A as ε ↓ 0. The Lebesgue dominated convergence theorem (as µ(A) <∞)
implies that, as ε ↓ 0, ∫
A
pεj(x) dµ(x) ↓
∫
A
pj(x) dµ(x)
for j = 1, · · · ,m and
∫
A
+˜ϕ(p
ε
1, · · · , pεm)(x) dµ(x) ↓
∫
A
+˜ϕ(p1, · · · , pm)(x) dµ(x),
where
∫
A
+˜ϕ(p1, · · · , pm)(x) dµ(x) is bounded by (4.2) and
∫
A
+˜ϕ(p
ε
1, · · · , pεm)(x) dµ(x)
is also bounded when ε is small enough.
The statements (ii) and (iii) in Theorem 4.1.2, together with the assumption that
Pj0(A) > 0 for some j0 ≤ m, imply
+˜ϕ(P1, · · · , Pm)(A) =
∫
A
+˜ϕ(p1, · · · , pm)(x) dµ(x)
≥
∫
A
+˜ϕ(0, · · · , 0, pj0 , 0, · · · , 0)(x) dµ(x)
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= Pj0(A).
Then, for all ε > 0,
∫
A
+˜ϕ(p
ε
1, · · · , pεm)(x) dµ(x) ≥ Pj0(A) > 0.
Assume that ϕ ∈ Φm is concave. By inequality (4.6), one has,
1 ≤ ϕ
( ∫
A
pε1(x) dµ(x)∫
A
+˜ϕ(pε1, · · · , pεm)(x) dµ(x)
, · · · ,
∫
A
pεm(x) dµ(x)∫
A
+˜ϕ(pε1, · · · , pεm)(x) dµ(x)
)
.
Letting ε ↓ 0 and by the continuity of ϕ, one gets the desired inequality (4.7).
The proof for the other caseM+ 6= ∅ follows along the same lines with pεj in (4.8)
replaced by
pεj = pj + εp
where p is the density function of any given measure P ∈M+.
Next we discuss some special cases and applications. The above functional Orlicz-
Brunn-Minkowski inequalities for the Orlicz addition of measures are important and
have many interesting consequences. We will list some of them in both geometry and
analysis.
The first one is the following fundamental dual Orlicz-Brunn-Minkowski inequality
for star bodies [30]. See [74] for a spacial case. For ϕ ∈ Φm ∪Ψm, let
ϕn(z) = ϕ(z
1/n
1 , . . . , z
1/n
m )
for z = (z1, · · · , zm) ∈ [0,∞)m if ϕ ∈ Φm and for z ∈ (0,∞)m if ϕ ∈ Ψm. Let Vn(K)
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stand for the n-dimensional volume of K. When K is a star body,
Vn(K) =
1
n
∫
Sn−1
ρnK(u) dσ(u),
with σ the spherical measure on Sn−1.
Theorem 4.2.5. Let m,n ≥ 2. If ϕ ∈ Φm ∪Ψm such that ϕn is concave, then for all
star bodies K1, · · · , Km,
ϕn
(
Vn(K1)
Vn(+˜ϕ(K1, . . . , Km))
, . . . ,
Vn(Km)
Vn(+˜ϕ(K1, . . . , Km))
)
≥ 1,
while if ϕn is convex, the inequality holds with ≥ replaced by ≤.
If ϕn is strictly concave (or convex, as appropriate), equality holds if and only if
there exist constants aj > 0 such that ρKj = ajρK1 for j = 2, . . . ,m.
In fact, Theorem 4.2.5 follows from Theorem 4.2.3 directly by letting Ω = Sn−1,
µ = σ, pj = ρ
n
Kj
for j = 1, . . . ,m, and by using the fact that
[
ρ+˜ϕ(K1,...,Km)
]n
= +˜ϕn(ρ
n
K1
, · · · , ρnKm).
Let A ⊂ Ω be a measurable subset with µ(A) > 0. Define
‖p‖ss,A =
∫
A
p(x)s dµ(x),
for p ∈ F if s > 0 and for p ∈ F+ if s < 0. Denote by Ls,A the set of functions with
finite ‖ · ‖ss,A, that is, if p ∈ Ls,A, then ‖p‖ss,A <∞. Let ϕs(z) = ϕ(z1/s1 , · · · , z1/sm ). We
have the following theorem regarding ‖ · ‖s,A.
Theorem 4.2.6. Let m ≥ 2 and let pj ∈ F+ with 0 < ‖pj‖s,A <∞. Let ϕ ∈ Φm∪Ψm
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such that ϕs is concave. Then
ϕ
( ‖p1‖s,A
‖+˜ϕ(p1, · · · , pm)‖s,A
, · · · , ‖pm‖s,A‖+˜ϕ(p1, · · · , pm)‖s,A
)
≥ 1.
If ϕs is convex, the inequality holds with ≥ replaced by ≤.
If ϕs is strictly concave or convex, and p1, · · · , pm ∈ F+c, equality holds if and
only if there are constants aj > 0 such that pj(x) = ajp1(x) for all x ∈ A and for
2 ≤ j ≤ m.
Proof. The desired result follows from Theorem 4.2.3 and the following equality:
1 = ϕ
(
p1(x)
+˜ϕ(p1, · · · , pm)(x)
, · · · , pm(x)
+˜ϕ(p1, · · · , pm)(x)
)
= ϕs
(
[p1(x)]
s
[+˜ϕ(p1, · · · , pm)(x)]s
, · · · , [pm(x)]
s
[+˜ϕ(p1, · · · , pm)(x)]s
)
.
A special case of Theorem 4.2.6 is the standard Minkowski inequality for the Ls
norm of functions with s ≥ 1. Here, the Ls norm of g is
‖g‖Ls(A) = ‖|g|‖s,A.
In fact, let m = 2 and ϕ(x1, x2) = x1 + x2, then
‖g1 + g2‖Ls(A) ≤ ‖|g1|+ |g2|‖s,A
≤ ‖|g1|‖s,A + ‖|g2|‖s,A
= ‖g1‖Ls(A) + ‖g2‖Ls(A),
where the second inequality follows from Theorem 4.2.6.
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A fundamental object in convex geometry is the Ls mixed volume. Define Vs(K,L),
the Ls mixed volume of convex bodies K,L with the origin in their interior, by
(4.9) Vs(K,L) =
1
n
∫
Sn−1
hsL(u)h
1−s
K (u) dSK(u),
where SK on S
n−1 is the surface area measure of K. Note that Vs(K,K) = Vn(K),
the volume of K. Let Ω = Sn−1 and n · dµ = h1−sK dSK , then
Vs(K,L) = ‖hL(u)‖ss,Sn−1 .
Together with Theorem 4.2.6 and formula (4.5), one gets the following Orlicz-Brunn-
Minkowski type inequality for the Ls mixed volumes, which is new to the literature
of geometry.
Theorem 4.2.7. Let m ≥ 2 and let K,K1, · · · , Km be convex bodies with the origin
in their interiors. Let ϕ ∈ Φm ∪Ψm be such that ϕs is concave. Then
ϕs
(
Vs(K,K1)
Vs(K,+ϕ(K1, · · · , Km)) , · · · ,
Vs(K,K1)
Vs(K,+ϕ(K1, · · · , Km))
)
≥ 1.
If ϕs is convex, the inequality holds with ≥ replaced by ≤.
If ϕs is strictly concave or convex, equality holds if and only if there are constants
aj > 0 such that hKj = ajhK1 for all 2 ≤ j ≤ m.
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4.3 An interpretation of the f-divergence
A special case of the Orlicz addition of functions p1, · · · , pm in Definition 4.1.1 is the
linear Orlicz addition, where ϕ in formula (4.1) is replaced by
ϕ(x1, · · · , xm) =
m∑
j=1
αjϕj(xj),
with all αj > 0, and with ϕj either all in Φ1 or all in Ψ1. To obtain an interpretation
for the f -divergence, we consider m = 2, α1 = 1, and α2 = ε > 0. That is, ϕ(x1, x2) =
ϕ1(x1) + ϕ2(x2) for ϕ1, ϕ2 ∈ Φ1 and p1+˜ϕ,εp2 is defined by
(4.10) ϕ1
(
p1(x)
p1+˜ϕ,εp2(x)
)
+ εϕ2
(
p2(x)
p1+˜ϕ,εp2(x)
)
= 1,
if p1(x) + p2(x) > 0, and otherwise by 0. We use the same formula for p1+˜ϕ,εp2 if
ϕ1, ϕ2 ∈ Ψ1 and p1, p2 ∈ F+.
The following theorem is needed for our interpretation of the f -divergence. Denote
by (ϕ1)
′
l(1) and (ϕ1)
′
r(1) the left and, respectively, the right derivatives of ϕ1 at t = 1
if they exist. Let Φ
(1)
1 and Ψ
(1)
1 stand for the set of functions ϕ ∈ Φ1 and, respectively,
ϕ ∈ Ψ1, such that ϕ(1) = 1.
Theorem 4.3.1. Let ϕ1, ϕ2 ∈ Φ(1)1 be such that (ϕ1)′l(1) exists and is positive. Let
A ⊂ Ω be measurable with µ(A) > 0, and p1 ∈ F+∩Ls,A and p2 ∈ F ∩Ls,A such that,
sup
x∈A
(
p2(x)
p1(x)
)
< a1
for some constant a1 <∞. Then, for 0 6= s ∈ R, one has,
(4.11) (ϕ1)
′
l(1) lim
ε→0+
‖p1+˜ϕ,εp2‖ss,A − ‖p1‖ss,A
s · ε =
∫
A
ϕ2
(
p2(x)
p1(x)
)[
p1(x)
]s
dµ(x).
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If ϕ1, ϕ2 ∈ Ψ(1)1 satisfy that (ϕ1)′r(1) exists and is nonzero, and if p1, p2 ∈ F+∩Ls,A
such that
inf
x∈A
(
p2(x)
p1(x)
)
> a2
for some constant a2 > 0, then (4.11) holds with (ϕ1)
′
l(1) replaced by (ϕ1)
′
r(1).
Proof. Let ϕ1, ϕ2 ∈ Φ(1)1 and ε ∈ (0, 1]. As ϕ1 and ϕ2 are strictly increasing, one can
easily check, by an argument similar to the proof of Theorem 4.1.2 (iii), that for all
ε ∈ (0, 1],
p1(x) ≤ p1+˜ϕ,εp2(x) ≤ p1+˜ϕ,1p2(x), for all x ∈ A.
This together formula (4.10) yields for all x ∈ A,
1 = ϕ1
(
p1(x)
p1+˜ϕ,εp2(x)
)
+ εϕ2
(
p2(x)
p1+˜ϕ,εp2(x)
)
≤ ϕ1
(
p1(x)
p1+˜ϕ,εp2(x)
)
+ εϕ2
(
p2(x)
p1(x)
)
≤ ϕ1
(
p1(x)
p1+˜ϕ,εp2(x)
)
+ εϕ2(a1),
where we have used the assumption
sup
x∈A
(
p2(x)
p1(x)
)
< a1 <∞.
The above assumption also implies that there is a constant b1 <∞, such that, for all
ε ∈ (0, 1],
1 ≤ p1+˜ϕ,εp2
p1
≤ p1+˜ϕ,1p2
p1
< b1 on A.
Let ε be small enough so that 1− εϕ2(a1) > 0. Then,
ϕ−11
(
1− εϕ2(a1)
) ≤ p1(x)
p1+˜ϕ,εp2(x)
,
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and hence, for all x ∈ A,
0 ≤ p1+˜ϕ,εp2(x)− p1(x)
p1(x)
(4.12)
=
(
p1+˜ϕ,εp2(x)
p1(x)
)
·
(
1− p1(x)
p1+˜ϕ,εp2(x)
)
≤ b1 ·
(
1− ϕ−11 (1− εϕ2(a1))
)
.
Taking ε→ 0+, (4.12) yields
(4.13)
p1+˜ϕ,εp2
p1
→ 1, uniformly on A as ε→ 0+.
For convenience, let
w(ε, x) =
p1+˜ϕ,εp2(x)− p1(x)
p1(x)
.
Then w(ε, x)→ 0+ as ε→ 0+ by (4.13). For x ∈ A, by (4.10) and (4.13),
lim
ε→0+
w(ε, x)
ε
= lim
ε→0+
(
p1+˜ϕ,εp2(x)
p1(x)
)
· lim
ε→0+
(
1− p1(x)
p1+˜ϕ,εp2(x)
)
ε
(4.14)
= lim
ε→0+
(
1− z(ε)
1− ϕ1(z(ε))
)
· lim
ε→0+
ϕ2
(
p2(x)
p1+˜ϕ,εp2(x)
)
=
1
(ϕ1)′l(1)
· ϕ2
(
p2(x)
p1(x)
)
where we have used
z(ε) = ϕ−11
(
1− εϕ2
(
p2(x)
p1+˜ϕ,εp2(x)
))
→ 1−
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as ε→ 0+ (note that ϕ1 ∈ Φ(1)1 is increasing). This further implies that for all x ∈ A,
0 ≤ lim
ε→0+
[
p1+˜ϕ,εp2(x)
]s − [p1(x)]s
s · ε(4.15)
lim
ε→0+
[
1 + w(ε, x)
]s − 1
s · ε ·
[
p1(x)
]s
= lim
ε→0+
[
1 + w(ε, x)
]s − 1
s · w(ε, x) · limε→0+
w(ε, x)
ε
· [p1(x)]s
=
1
(ϕ1)′l(1)
· ϕ2
(
p2(x)
p1(x)
)
· [p1(x)]s.
Moreover, by inequality (4.12) and a calculation similar to (4.15), we get, for
ε < 1/ϕ2(a1), for 0 6= s ∈ R and for all x ∈ A,
0 ≤ lim
ε→0+
[
p1+˜ϕ,εp2(x)
]s − [p1(x)]s
s · ε
≤ lim
ε→0+
[
1 + u(ε)
]s − 1
s · ε ·
[
p1(x)
]s
=
b1 · ϕ2 (a1)
(ϕ1)′l(1)
· [p1(x)]s,
where u(ε) = b1 ·
(
1− ϕ−11 (1− εϕ2(a1))
)
and
lim
ε→0+
u(ε)
ε
=
b1 · ϕ2 (a1)
(ϕ1)′l(1)
follows from a calculation similar to (4.14). Hence, for 0 6= s ∈ R, one can find
ε0 < 1/ϕ2(a1), such that, for all 0 < ε < ε0 and for all x ∈ A,
[
p1+˜ϕ,εp2(x)
]s − [p1(x)]s
s · ε ≤
2b1 · ϕ2 (a1)
(ϕ1)′l(1)
· [p1(x)]s.
Note that p1 ∈ F+ ∩ Ls,A, hence
0 ≤
∫
A
2b1 · ϕ2 (a1)
(ϕ1)′l(1)
· [p1(x)]s dµ(x) <∞.
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The desired formula (4.11) then follows by the Lebesgue dominant convergent theo-
rem. That is,
(ϕ1)
′
l(1) lim
ε→0+
‖p1+˜ϕ,εp2‖ss,A − ‖p1‖ss,A
s · ε
= (ϕ1)
′
l(1)
∫
A
lim
ε→0+
[
1 + w(ε, x)
]s − 1
s · ε ·
[
p1(x)
]s
dµ(x)
=
∫
A
ϕ2
(
p2(x)
p1(x)
)[
p1(x)
]s
dµ(x).
The case for ϕ1, ϕ2 ∈ Ψ(1)1 can be proved along the same lines. For completeness,
we include a brief proof with modifications emphasized. Assume that
inf
x∈A
(
p2(x)
p1(x)
)
> a2 > 0.
If ϕ1, ϕ2 ∈ Ψ(1)1 and ε ∈ (0, 1], then for x ∈ A,
p1+˜ϕ,1p2(x)
p1(x)
≤ p1+˜ϕ,εp2(x)
p1(x)
≤ 1,
where p1, p2 ∈ F+. Note that ϕ1 and ϕ2 are decreasing. Hence, formula (4.10) yields,
for all x ∈ A,
1 ≤ ϕ1
(
p1(x)
p1+˜ϕ,εp2(x)
)
+ εϕ2(a2).
Let ε < 1/ϕ2(a2). Similar to inequality (4.12), one has,
0 ≤ p1(x)− p1+˜ϕ,εp2(x)
p1(x)
=
(
p1+˜ϕ,εp2(x)
p1(x)
)
·
(
p1(x)
p1+˜ϕ,εp2(x)
− 1
)
≤ ϕ−11 (1− εϕ2(a2))− 1.
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This yields (4.13) if we let ε→ 0+. Moreover,
lim
ε→0+
ϕ−11 (1− εϕ2(a2))− 1
ε
= − lim
ε→0+
z¯(ε)− 1
ϕ1(z¯(ε))− 1 · ϕ2(a2)(4.16)
= − ϕ2(a2)
(ϕ1)′r(1)
,
because z¯(ε) = ϕ−11 (1− εϕ2(a2))→ 1+ as ε→ 0+ (note that ϕ1 is decreasing). Hence,
one can find ε0 < 1/ϕ2(a2), such that for all 0 < ε < ε0 and for all x ∈ A,
[
p1(x)
]s − [p1+˜ϕ,εp2(x)]s
p1(x) · ε ≤ −
2ϕ2 (a1)
(ϕ1)′r(1)
· [ps(x)]s.
Follows the calculations for (4.15) and (4.16), one can get, for all x ∈ A,
0 ≤ lim
ε→0+
[
p1(x)
]s − [p1+˜ϕ,εp2(x)]s
s · ε
= − 1
(ϕ1)′r(1)
· ϕ2
(
p2(x)
p1(x)
)
· [p1(x)]s.
The desired formula (4.11) then follows by the Lebesgue dominant convergent theo-
rem.
Let p1 and p2 be density functions of measures P1 ∈M+ and P2 ∈M respectively.
Consider A = Ω and s = 1. Under the assumptions stated in Theorem 4.3.1, formula
(4.11) becomes, if one notices the definition of the f -divergence given in (1.2),
lim
ε→0+
P1+˜ϕ,εP2(Ω)− P1(Ω)
ε
=
1
(ϕ1)′l(1)
·Dϕ2(P2, P1),(4.17)
where the measure P1+˜ϕ,εP2 refers to the measure with the density function p1+˜ϕ,εp2.
In other words, we provide an interpretation for the f -divergence by the linear Orlicz
addition of measures.
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Again, with suitable selections of Ω, µ, P1, P2 etc, one could lead to many interest-
ing and important results. For a continuous function φ : [0,∞)→ R, define V˜φ(K,L),
the dual Orlicz mixed volume of star bodies K and L, by
(4.18) V˜φ(K,L) =
1
n
∫
Sn−1
φ
(
ρL(u)
ρK(u)
)
[ρK(u)]
n dσ(u).
The dual Orlicz mixed volume is a central concept in the dual Orlicz-Brunn-Minkowski
theory. It can be obtained by formula (4.11), if we let Ω = Sn−1, µ = σ, s = n,
p1 = ρK , p2 = ρL and the star body K+˜ϕ,εL given by, for u ∈ Sn−1,
ϕ1
(
ρK(u)
ρK+˜ϕ,εL(u)
)
+ εϕ2
(
ρL(u)
ρK+˜ϕ,εL(u)
)
= 1.
Please see Theorem 5.4 in [30] for more precise statements.
Now we prove the following theorem regarding the Ls mixed volume given by
(4.9). Let K,L be convex bodies with the origin in their interiors. Let Ω = Sn−1 and
n · dµ = h1−sK dSK . Define the convex body K +ϕ,ε L by its support function hK+ϕ,εL,
the unique solution of
ϕ1
(
hK(u)
hK+ϕ,εL(u)
)
+ εϕ2
(
hL(u)
hK+ϕ,εL(u)
)
= 1,
for u ∈ Sn−1 and for convex functions ϕ1, ϕ2 ∈ Φ(1)1 .
Corollary 4.3.2. Let K,L be convex bodies with the origin in their interiors. Assume
that convex functions ϕ1, ϕ2 ∈ Φ(1)1 satisfy the conditions in Theorem 4.3.1. Then, for
0 6= s ∈ R,
(ϕ1)
′
l(1) lim
ε→0+
Vs(K,K +ϕ,ε L)− Vn(K)
s · ε = Vϕ2(K,L),
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where Vφ(K,L) is the Orlicz φ-mixed volume ([29, 67, 71]) defined by
Vϕ2(K,L) =
1
n
∫
Sn−1
ϕ2
(
hL(u)
hK(u)
)
hK(u) dSK(u).
Proof. Let Ω = Sn−1 and n · dµ = h1−sK dSK . Let p1 = hK and p2 = hL. Note that
if K,L are convex bodies, then p1 and p2 satisfy the assumptions in Theorem 4.3.1
automatically. The corollary follows immediately from Theorem 4.3.1 and the fact
Vs(K,L) = ‖hL(u)‖ss,Sn−1 .
In other words, we provide a new interpretation for the Orlicz φ-mixed volume,
which is different from the one given by [29, 67]:
(ϕ1)
′
l(1) lim
ε→0+
Vn(K +ϕ,ε L)− Vn(K)
n · ε = Vϕ2(K,L).
It is worth to mention that the Orlicz φ-mixed volume is a fundamental object in the
Orlicz-Brunn-Minkowski theory for convex bodies; and it plays important roles in,
e.g., the Orlicz-Minkowski inequality [29, 67], and the Orlicz affine and geominimal
surface areas [71].
4.4 An inequality equivalent to Jensen’s inequality
With the linear Orlicz addition of functions, we can prove that the classical Jensen’s
inequality has an equivalent form. For α1, α2 > 0, let
(4.19) ϕ(x1, x2) = α1ϕ1(x1) + α2ϕ2(x2),
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with ϕ1, ϕ2 are either both in Φ1 or both in Ψ1. For this special ϕ, the functional
Orlicz-Brunn-Minkowski inequality in Theorem 4.2.3 can be rewritten as:
(4.20) α1ϕ1
(
P1(Ω)
+˜ϕ(P1, P2)(Ω)
)
+ α2ϕ2
(
P2(Ω)
+˜ϕ(P1, P2)(Ω)
)
≥ 1
if ϕ1, ϕ2 are concave; and the direction of the inequality is reversed if ϕ1, ϕ2 are convex.
On the other hand, by Jensen’s inequality, one can obtain the following inequality:
Dφ(P2, P1) =
∫
Ω
φ
(
p2(x)
p1(x)
)
p1(x) dµ(x)(4.21)
≤ P1(Ω) · φ
(
P2(Ω)
P1(Ω)
)
,
if φ is concave; the direction of the inequality is reversed if φ is convex. If φ is strictly
concave or convex and p1, p2 ∈ F+c, equality holds if and only if p2/p1 is a constant
on Ω.
Note that Ho¨lder’s and Jensen’s inequalities are special cases of inequality (4.21).
Theorem 4.4.1. Let p1, p2, ϕ1, ϕ2 satisfy the conditions in Theorem 4.3.1. The func-
tional Orlicz-Brunn-Minkowski inequality (4.20) is equivalent to inequality (4.21) in
the following sense: if one of them holds, the other one also holds.
Moreover, if the convexity or concavity of functions involved is strict and p1, p2 ∈
F+c, these two inequalities have the same characterization for equality.
Proof. We only prove the case when ϕ1, ϕ2 ∈ Φ(1)1 are concave. The proofs for other
cases can be proved along the same lines.
Let ϕ be as in (4.19) for some constants α1, α2 > 0. First, recall that p1 ∈ F+∩Ls,Ω.
Statements (ii)-(iii) of Theorem 4.1.2 yield
0 < P1+˜ϕP2(Ω) <∞,
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where P1+˜ϕP2 is the measure with density function p1+˜ϕp2 given by, for x ∈ Ω,
(4.22) α1ϕ1
(
p1(x)
p1+˜ϕp2(x)
)
+ α2ϕ2
(
p2(x)
p1+˜ϕp2(x)
)
= 1.
Suppose that inequality (4.21) holds true. For the concave functions ϕ1, ϕ2,
Dϕ2 (P2,P1+˜ϕP2)
P1+˜ϕP2(Ω)
≤ ϕ2
(
P2(Ω)
P1+˜ϕP2(Ω)
)
,
Dϕ1 (P1,P1+˜ϕP2)
P1+˜ϕP2(Ω)
≤ ϕ1
(
P1(Ω)
P1+˜ϕP2(Ω)
)
.
It can be checked by (4.22) that
1 = α1
Dϕ1(P1, P1+˜ϕP2)
P1+˜ϕP2(Ω)
+ α2
Dϕ2(P2, P1+˜ϕP2)
P1+˜ϕP2(Ω)
≤ α1ϕ1
(
P1(Ω)
+˜ϕ(P1, P2)(Ω)
)
+ α2ϕ2
(
P2(Ω)
+˜ϕ(P1, P2)(Ω)
)
.
That is the desired inequality (4.20) holds.
On the other hand, assume that inequality (4.20) holds for all α1, α2 > 0, in
particular for α1 = 1 and α2 = ε. Then,
ϕ1
(
P1(Ω)
P1+˜ϕ,εP2(Ω)
)
+ εϕ2
(
P2(Ω)
P1+˜ϕ,εP2(Ω)
)
≥ 1
which is equivalent to, for ε small enough,
P1(Ω)
P1+˜ϕ,εP2(Ω)
≥ ϕ−11
(
1− εϕ2
(
P2(Ω)
P1+˜ϕ,εP2(Ω)
))
.
Together with (4.17), one gets,
Dϕ2(P2, P1)
P1(Ω)
= (ϕ1)
′
l(1) lim
ε→0+
P1+˜ϕ,εP2(Ω)− P1(Ω)
ε · P1(Ω)
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= (ϕ1)
′
l(1) lim
ε→0+
1− ( P1(Ω)
P1+˜ϕ,εP2(Ω)
)
ε
≤ (ϕ1)′l(1) lim
ε→0+
1− ϕ−11
(
1− εϕ2
(
P2(Ω)
P1+˜ϕ,εP2(Ω)
))
ε
= ϕ2
(
P2(Ω)
P1(Ω)
)
where the limit in the last equality can be obtained by a calculation similar to (4.14).
Hence, inequality (4.21) holds.
Note that if the functions involved are strictly concave and p1, p2 ∈ F+c, these two
inequalities have the same characterization for equality; that is, there is a constant
α > 0 such that p1 = αp2 on Ω.
4.5 An optimization problem for the f-divergence
and related affine isoperimetric inequalities
A general optimization problem for the Csisza´r’s f -divergence can be described as
follows: for a fixed measure P1 ∈M and a set of measures E ⊂M, find
(4.23) inf
P2∈E
Df (P2, P1) or sup
P2∈E
Df (P2, P1),
where the infimum and supremum depend on the convexity and concavity of f . The
optimization problem (4.23) contains many important objects in the information the-
ory as special cases, such as the famous I-divergence geometry of probability distri-
butions (see e.g., the highly cited paper by Csisza´r [22]).
With appropriate selections of geometric measures on convex (or star) bodies, the
optimization problem (4.23) leads to fundamental geometric notions, for instance, the
dual Orlicz affine and geominimal surface areas [72]. Let ϕ : (0,∞) → (0,∞) such
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that ϕn(t) = ϕ(t
1/n) for all t ∈ (0,∞) is decreasing and strictly convex. The dual
Orlicz geominimal surface area of a star body K is defined by
G˜Orliczϕ (K) = inf
L∈K
{
nV˜ϕ(K,L)
}
where K is the set of convex bodies with the following properties: if L ∈ K, then L is
a convex body with its centroid at o and with Vn(L
◦) = Vn(B(o, 1)). Here, B(o, 1) is
the unit Euclidean ball of Rn and L◦ is the polar body of L defined by
L◦ = {y ∈ Rn : 〈x, y〉 ≤ 1 for all x ∈ L}.
Translating to the language of the f -divergence, one can let Ω = Sn−1, µ = σ the
spherical measure on Sn−1, dP = ρnK dµ and dQ = ρ
n
L dµ. Then for ϕ ∈ Φ,
G˜Orliczϕ (K) = inf
Q∈E
Dϕn(Q,P ),
where E contains all measures dQ = ρnL dµ with L ∈ K.
An arguably more important concept is the Orlicz geominimal surface area for
convex bodies, which can be defined by, if ϕ(t−1/n) is convex on t ∈ (0,∞),
GOrliczϕ (K) = inf
L∈K
(∫
Sn−1
ϕ
(
hL(u)
hK(u)
)
hK(u) dSK(u)
)
.
Translating to the language of the f -divergence, one can let Ω = Sn−1, µ = SK the
surface area measure of K on Sn−1, dP = hK dµ, dQ = hL dµ, and E be the set
containing all measures dQ = hL dµ with L ∈ K. Then,
GOrliczϕ (K) = inf
Q∈E
Dϕ(Q,P ).
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Motivated by the connection between the optimization problem (4.23) and Orlicz
affine and geominimal surface areas, we propose the dual functional affine and ge-
ominimal surface areas for functions and/or measures. To simplify our arguments,
we make the following assumptions (and more general arguments could be made by
slight modifications). Let Ω = Rn, µ be the Lebesgue measure on Rn, and γn be the
Gaussian function. That is, γn(x) = e
− ‖x‖
2
2
2 for x ∈ Rn where ‖ · ‖2 denotes the usual
Euclidean norm on Rn.
For p ∈ F+, define p◦x0 : Rn → [0,∞], the polar dual function of p with respect to
x0 ∈ Rn, by
p◦x0(y) = infx∈Rn
(
e−〈x,y〉
p(x− x0)
)
.
In particular, the polar dual function of p ∈ F+ (with respect to o) is
p◦(y) = inf
x∈Rn
(
e−〈x,y〉
p(x)
)
.
Note that γ◦n = γn and hence γn can be viewed as the “unit Euclidean ball” of functions
(in terms of the polar dual for functions). Consequently, the Gaussian function γn
serves as the optimizers of many optimization problems in topics, such as, probability
theory and information theory.
Let D ⊂ F+ be the set given by
D =
{
p ∈ F+ : µ(p)µ(p◦) ≤ [µ(γn)]2} ,
where for simplicity,
µ(p) =
∫
Rn
p(x) dx.
Clearly, D 6= ∅ as γn ∈ D. Note that the choice of the set D is not ad-hoc; it comes
from the geometry of log-concave functions. In fact, the functional Blaschke-Santalo´
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inequality for log-concave functions (see e.g., [10, 25, 39]) states that for a log-concave
function p (where p can be written as p = e−ψ with ψ a convex function), there exists
z0 ∈ Rn (indeed z0 can be assumed to be the center of mass of p) such that
(4.24) µ(p)µ(p◦z0) ≤
[
µ(γn)
]2
= (2pi)n.
Denote by Lc the set of all log-concave functions; and clearly all log-concave functions
with barycenters at o are in D.
Let ϕ : (0,∞)→ (0,∞) be either in Φ or in Ψ with

Φ = {ϕ : ϕ is decreasing and strictly convex on (0,∞)};
Ψ = {ϕ : ϕ is increasing and strictly concave on (0,∞)}.
When we say a measure Q ∈ D, we mean that Q is a measure whose density q is in
D.
Now, we define the dual functional Orlicz affine and geominimal surface areas for
functions and/or measures. Write by q the density function for Q ∈M.
Definition 4.5.1. For fixed measure P ∈ M+, the dual functional Orlicz affine
surface area for P is defined by
Ω˜orliczϕ (P ) = inf
Q∈D
Dϕ
(
µ(q◦)
µ(γn)
Q,P
)
(4.25)
for ϕ ∈ Φ; while for ϕ ∈ Ψ, Ω˜orliczϕ (P ) is defined similarly but with “inf” replaced by
“sup”.
In a similar way, with D replaced by D ∩ Lc, we can define G˜orliczϕ (P ), the dual
functional Orlicz geominimal surface area for P .
It can be easily checked that if ϕ is a constant α > 0, then Ω˜orliczϕ (P ) = G˜
orlicz
ϕ (P ) =
103
αP (Rn) for any measure P ∈M+. It is also clear that
Ω˜orliczϕ (P ) ≤ G˜orliczϕ (P )
if ϕ ∈ Φ; while if ϕ ∈ Ψ, Ω˜orliczϕ (P ) ≥ G˜orliczϕ (P ).
In general, it is not easy to calculate Ω˜orliczϕ (P ) and G˜
orlicz
ϕ (P ), except when P is
a Gaussian measure. To this end, for c > 0 a constant, let (γn ◦ c)(x) = γn(cx) for all
x ∈ Rn. Note that (γn ◦ c)◦ = γn ◦ c−1. By letting q = γn ◦ c, then
Ω˜orliczϕ (γn ◦ c) = inf
Q∈D
Dϕ
(
µ(q◦)
µ(γn)
Q, γn ◦ c
)
≤ ϕ(cn) ·
∫
Rn
e−
‖cx‖22
2 dx.
On the other hand, as ϕ ∈ Φ is convex, Jensen’s inequality implies that
Ω˜orliczϕ (γn ◦ c) ≥ inf
Q∈D
µ(γn ◦ c) · ϕ
(
µ(q)µ(q◦)
µ(γn)µ(γn ◦ c)
)
≥ inf
Q∈D
ϕ(cn) ·
∫
Rn
e−
‖cx‖22
2 dx
= ϕ(cn) ·
∫
Rn
e−
‖cx‖22
2 dx,
where the second inequality follows from the definition of D and the fact that ϕ ∈ Φ
is decreasing. That is, if ϕ ∈ Φ, then
Ω˜orliczϕ (γn ◦ c) = ϕ(cn) ·
∫
Rn
e−
‖cx‖22
2 dx(4.26)
=
(√2pi
c
)n
· ϕ(cn).
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This result also holds for ϕ ∈ Ψ. Moreover, if ϕ ∈ Φ ∪Ψ,
G˜orliczϕ (γn ◦ c) =
(√2pi
c
)n
· ϕ(cn).
Let T be a linear transform on Rn with determinant ±1. First of all, for all p ∈ F+,
(p ◦ T )◦(y) = inf
x∈Rn
(
e−〈x,y〉
(p ◦ T )(x)
)
= inf
z∈Rn
(
e−〈T
−1z,y〉
p(z)
)
= p◦(T−ty),
where T−1 denotes the inverse of T and T−t the transpose of T−1. An easy argument
by the substitution z = Tx yields
µ(p ◦ T ) =
∫
Rn
(p ◦ T )(x) dx =
∫
Rn
p(z) dz.
Similarly, µ
(
(p ◦ T )◦) = µ(p◦) and hence p ◦ T ∈ D if p ∈ D.
On the other hand, we can check that
Dϕ(Q ◦ T, P ◦ T ) =
∫
Rn
ϕ
(
(q ◦ T )(x)
(p ◦ T )(x)
)
(p ◦ T )(x) dx
=
∫
Rn
ϕ
(
q(z)
p(z)
)
p(z) dz
= Dϕ(Q,P ).
Taking the infimum if ϕ ∈ Φ (or supremum if ϕ ∈ Ψ) over D, one gets
Ω˜orliczϕ (P ◦ T ) = Ω˜orliczϕ (P ).
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In fact, we have proved the following result, which asserts that both Ω˜orliczϕ (·) and
G˜orliczϕ (·) are invariant under the volume preserving (invertible) linear transforms.
Theorem 4.5.2. Let T be a linear transform on Rn with determinant ±1. For any
P ∈M+, one has,
Ω˜orliczϕ (P ◦ T ) = Ω˜orliczϕ (P )
where P ◦ T ∈ M+ is the measure with density function p ◦ T (x) = p(Tx) for all
x ∈ Rn; and
G˜orliczϕ (P ◦ T ) = G˜orliczϕ (P ).
The functional affine isoperimetric inequality aims to provide upper and/or lower
bounds for an affine invariant functional defined on functions. Here, an affine invariant
functional G : F+ → R is a functional such that
G(p) = G(p ◦ T )
for all invertible linear transform T on Rn with determinant ±1. For example,
µ(p)µ(p◦) is an affine invariant functional, and the celebrated functional Blaschke-
Santalo´ inequality (4.24) is a typical example of the functional affine isoperimetric
inequality.
Another example of such affine invariant functionals is
G(p) = Ω˜orliczϕ (P ).
The following functional affine isoperimetric inequality provides upper and/or lower
bounds for Ω˜orliczϕ (P ).
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Theorem 4.5.3. For ϕ ∈ Φ, one has,
G˜orliczϕ (P ) ≥ Ω˜orliczϕ (P ) ≥ Ω˜orliczϕ (γn ◦ c) = G˜orliczϕ (γn ◦ c),
where c > 0 is the constant determined by
c =
(
µ(γn)
µ(p)
)1/n
.
The inequalities hold for ϕ ∈ Ψ with “ ≥” replaced by “ ≤”.
Proof. Note that the function ϕ ∈ Φ is decreasing and strictly convex. Jensen’s
inequality implies that
Ω˜orliczϕ (P ) = inf
Q∈D
Dϕ
(
µ(q◦)
µ(γn)
Q,P
)
≥ µ(p) inf
Q∈D
ϕ
(
µ(q)µ(q◦)
µ(γn)µ(p)
)
≥ µ(p)ϕ
(
µ(γn)
µ(p)
)
= ϕ(cn)c−nµ(γn)
= Ω˜orliczϕ (γn ◦ c)
where the second equality follows from the fact that ϕ is decreasing and µ(q)µ(q◦) ≤
µ(γn)
2, and the last equality follows from formula (4.26).
For ϕ ∈ Ψ, which is increasing and strictly concave, Jensen’s inequality implies
that
Ω˜orliczϕ (P ) = sup
Q∈D
Dϕ
(
µ(q◦)
µ(γn)
Q,P
)
≤ µ(p) sup
Q∈D
ϕ
(
µ(q)µ(q◦)
µ(γn)µ(p)
)
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≤ µ(p)ϕ
(
µ(γn)
µ(p)
)
= Ω˜orliczϕ (γn ◦ c)
where the second equality follows from the fact that ϕ is increasing and µ(q)µ(q◦) ≤
µ(γn)
2, and the last equality follows from formula (4.26).
Theorem 4.5.3 states that, among all measures P ∈M+, the dual functional Orlicz
affine and geominimal surface areas for ϕ ∈ Φ attain their minimums at the Gaussian
measures; while if ϕ ∈ Ψ, their maximums are attained at the Gaussian measures.
The following functional affine isoperimetric inequality provides an upper bound
for Ω˜orliczϕ (P ). It states that, among all measures P ∈ D, the dual functional Orlicz
affine surface area for ϕ ∈ Φ attain its maximum at the Gaussian measures.
Theorem 4.5.4. For measures P ∈ D and for ϕ ∈ Φ, one has,
Ω˜orliczϕ (P ) ≤ Ω˜orliczϕ (γn ◦ c1),
where c1 > 0 is the constant determined by
c1 =
(
µ(p◦)
µ(γn)
)1/n
.
Proof. By (4.25) and P ∈ D, one has, for ϕ ∈ Φ,
Ω˜orliczϕ (P ) = inf
Q∈D
Dϕ
(
µ(q◦)
µ(γn)
Q,P
)
≤ Dϕ
(
µ(p◦)
µ(γn)
P, P
)
= µ(p)ϕ
(
µ(p◦)
µ(γn)
)
≤ ϕ(cn1 )c−n1 µ(γn)
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= Ω˜orliczϕ (γn ◦ c1)
where the first inequality follows by letting Q = P , the second inequality follows from
µ(q)µ(q◦) ≤ µ(γn)2, and the last equality follows from formula (4.26).
Along the same lines, we can prove the following functional affine isoperimetric
inequality for G˜orliczϕ (P ). It states that, among all log-concave measures P ∈ D, the
dual functional Orlicz geominimal surface area for ϕ ∈ Φ attain its maximum at the
Gaussian measures.
Theorem 4.5.5. Let P ∈ D be a log-concave measure whose density function p ∈ F+
is a log-concave function. Then, for ϕ ∈ Φ, one has,
Ω˜orliczϕ (P ) ≤ G˜orliczϕ (P ) ≤ G˜orliczϕ (γn ◦ c1),
where c1 > 0 is the constant given in Theorem 4.5.4.
When ϕ : (0,∞) → (0,∞) is an increasing and strictly convex function, one can
also define the dual functional Orlicz affine surface area for P ∈M by
Ω˜orliczϕ (P ) = inf
Q∈D
Dϕ
(
µ(q◦)
µ(γn)
Q,P
)
,
and the dual functional Orlicz geominimal surface area for P with D replaced by
D ∩ Lc. These functionals are again affine invariant, but we are not able to calculate
Ω˜orliczϕ (γn ◦ c) and G˜orliczϕ (γn ◦ c) precisely. However, we are still able to prove the
following functional affine isoperimetric inequalities.
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Theorem 4.5.6. Let ϕ : (0,∞) → (0,∞) be an increasing and strictly convex func-
tion. For measures P ∈ D, one has,
Ω˜orliczϕ (P ) ≤ µ(p)ϕ
(
µ(p◦)
µ(γn)
)
≤ ϕ(cn1 )c−n1 µ(γn),
where c1 > 0 is the constant given in Theorem 4.5.4.
These inequalities also hold for the dual functional Orlicz geominimal surface area
if in addition P ∈ D is a log-concave measure.
Chapter 5
Cordes-Nirenberg’s embedding and
restriction with application to an
elliptic equation
5.1 Definitions of the function spaces
The function spaces are defined as follows:
Definition 5.1.1. Let (p, λ) ∈ [1,∞) × [0, n]. The Morrey space Lp,λ consists of all
f ∈ Lploc such that
‖f‖Lp,λ = sup
(x,r)∈Rn×(0,∞)
(
rλ−n
∫
B(x,r)
|f(y)|p dy
) 1
p
<∞,
where Lploc denotes the class of all functions f with |f |p being locally integrable with
respect to the Lebesgue measure dy.
Note that if λ = n, Lp,n is just the Lp space.
Definition 5.1.2. Let (s, κ) ∈ [1,∞)× [0, n].
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(i) The space Hs,κ consists of all f ∈ Lsloc with
‖f‖Hs,κ = inf
ω∈Bn−κ1
(∫
Rn
|f(y)|s(ω(y))1−s dy) 1s <∞,
where Bn−κ1 comprises all nonnegative functions w on Rn obeying
∫
Rn
ω dΛ
(∞)
n−κ =
∫ ∞
0
Λ
(∞)
n−κ({y ∈ Rn : ω(y) > t}) dt ≤ 1
where
Λ
(∞)
n−κ(E) = inf
∑
j
rn−κj
is the (n− κ)-dimensional Hausdorff capacity of E ⊂ Rn, where the infimum is
taken over all countable coverings of E by open balls of radius rj.
(ii) The space H∞,κ consists of all f ∈ L∞c satisfying
‖f‖H∞,κ = inf
ω∈Bn−κ1
‖fω−1‖L∞ <∞,
where L∞c is the class of all L
∞-functions with compact support.
Note that if s = 1 then H1,k is just the space L1. For s ∈ (0,∞], the space Hs,κ
is an associate Morrey space (cf. [5, 57, 69, 12]):
(Ls
′,κ)∗ = Hs,κ & (Hs,κ)∗ = Ls
′,κ,
where s′ = s
s−1 is the conjugate number of s and
(Ls
′,κ)∗ =
{
f ∈ Lsloc : ‖f‖(Hs,κ)∗ = sup‖g‖
Ls
′,κ≤1
∫
Rn f(y)g(y) dy
}
;
(Hs,κ)∗ =
{
f ∈ Ls′loc : ‖f‖(Hs,κ)∗ = sup‖g‖Hs,κ≤1
∫
Rn f(y)g(y) dy
}
.
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Let µ be a Radon measure on Rn with
‖|µ‖|β = sup
(x,r)∈Rn×(0,∞)
r−βµ(B(x, r)),
where B(x, r) denotes the Euclidean ball centered at x with radius r. We say µ is
admissible if ∃k > 0 such that µ(B1) ≈ µ(B2), where B1, B2 $ Rn are two balls with
the same radius r > 0 and Euclidean distance dist(B1, B2) = kr.
Definition 5.1.3. Let (q, η) ∈ [1,∞)× [0,∞) and µ be a Radon measure on Rn. The
µ-based Campanato space Lq,ηµ consists of all f ∈ Lqloc,µ satisfying
‖f‖Lq,ηµ = sup
(x,r)∈Rn×(0,∞)
(
rη−n
∫
B(x,r)
|f(y)− fB(x,r),µ|q dµ(y)
) 1
q
<∞,
where
fB(x,r),µ =
(
µ(B(x, r))
)−1 ∫
B(x,r)
f dµ
and Lqloc,µ denotes the class of all functions f with |f |p being locally µ-integrable. When
µ is the Lebesgue measure on Rn, Lq,ηµ and its special cases BMO (the John-Nirenberg
space of all functions with bounded mean oscillation) and Cγ (the space of all Ho¨lder
continuous functions with order γ ∈ (0, 1]) can be found in [32, Chapter III].
For the Dirichlet problem (5.17) based on a bounded open set Ω ⊂ Rn with C2
boundary ∂Ω, we need the function spaces Lp,λ(Ω), Lq,ηµ (Ω) and CNp,α˜(Ω) which are
obtained via substituting Ω and B(x, r) ∩ Ω for Rn and B(x, r) in Definitions 5.1.1,
5.1.3 and 2.4.1, respectively.
Definition 5.1.4. Let Ω ( Rn be an open bounded set with C2 boundary, k ∈ N and
p ∈ [1,∞). The Sobolev space W k,p(Ω) (respectively W∞0 (Ω)) is the closure of C∞(Ω),
the set of all the smooth functions on Ω (respectively C∞0 (Ω) the set of all the smooth
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functions on Ω with compact support), with respect to the norm
‖f‖W p,k(Ω) = ‖f‖Lp(Ω) +
∥∥∥∥∥∥∥
∑
|~α|=k
|D~αf |2
 12
∥∥∥∥∥∥∥
Lp(Ω)
,
where f ∈ C∞(Ω) (respectively C∞0 (Ω)), ~α = (α1, · · · , αn) is a multi-index with |~α| =∑n
j=1 αj and
D~αf =
∂|~α|f
∂xα11 · · · ∂xαnn
.
Moreover, for α˜ ∈ [0, n) let W k,p,(α˜)(Ω) consist of all functions f ∈ W k,p(Ω) with
Dαf ∈ CNp,α˜(Ω) for |~α| = k and
‖f‖Wk,p,(α˜)(Ω) = ‖f‖Lp(Ω) +
∥∥∥∥∥∥∥
∑
|~α|=k
|D~αf |2
 12
∥∥∥∥∥∥∥
CNp,α˜(Ω)
<∞.
Next, for α ∈ (0, n) let Iα be the Riesz operator:
Iαf(y) =
∫
Rn
f(x)
|x− y|n−α dx,
where f is a Lebesgue measurable function. Note that if Γ(·) is the standard gamma
function then
u =
(
Γ((n− α)/2)
pin/22αΓ(α/2)
)
Iαf
solves the α
2
-th order Laplace equation
(5.1) (−∆)α2 u = f
under the Fourier transform (see [4]). Moreover, we refer to [61, 38, 60] for a vast
amount of theory developed for the fractional equation (5.1).
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5.2 Cordes-Nirenberg’s embedding
The aim of this section is to establish the Cordes-Nirenberg’s embedding.
Theorem 5.2.1. If ∃m > 0 such that
(5.2)

1 ≤ s ≤ ∞;
1 ≤ q ≤ p <∞;
0 ≤ α˜ < n;
0 < λ ≤ n;
0 < κ < n;
pn ≤ (1 +m)−1(1 +ms)(n− α˜),
then
(i) CNp,α˜ ⊆ Lq,λ ⇐⇒ p
q
= n−α˜
λ
.
(ii) Hs,κ ⊆ CNp,α˜ ⇐⇒ pκ
s′ = n(p− 1) + α˜.
In order to do this, we first investigate the embeddings between Cordes-Nirenberg
spaces and Morrey spaces.
Lemma 5.2.2. If
(5.3)

0 ≤ α˜ < n;
0 < λ ≤ n;
1 ≤ q ≤ p <∞;
p
q
= n−α˜
λ
,
then CNp,α˜ ⊆ Lq,λ. Additionally, CNp,α˜ $ Lq,λ if and only if λ ∈ (0, n).
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Proof. Assume (5.3) holds. If
f ∈ CNp,α˜ & (x, y, z, r) ∈ Rn ×B(x, r)×B(x, r)× (0,∞),
then |y−z| ≤ 2r and hence an application of the Ho¨lder inequality with 1 ≤ p/q gives
(
rλ−n
∫
B(x,r)
|f |q dv
) 1
q
. r
λ−n
q
(∫
B(x,r)
|f |p dv
) 1
p
(∫
B(x,r)
dv
) 1
q
− 1
p
(5.4)
≈
(
r−α˜
∫
B(x,r)
|f |p dv
) 1
p
.
(∫
B(x,r)
|f(z)|p
|z − y|α˜ dz
) 1
p
.
(∫
Rn
|f(z)|p
|z − y|α˜ dz
) 1
p
.
Taking the supremum over x, r, y to both sides of (5.4), we have ‖f‖Lq,λ . ‖f‖CNp,α˜
and so CNp,α˜ ⊆ Lq,λ.
Additionally, if λ ∈ (0, n), let g(z) = |z|−λq , then, by Theorem 2.2.1, we have
‖g‖Lq,λµ = sup
(x,r)∈Rn×(0,∞)
(
rλ−n
∫
B(x,r)
|z|−λ dz
) 1
q
= sup
(x,r)∈Rn×(0,∞)
(
rλ−nIλ(B(x, r), B(o, 1); o)
) 1
q
≤ sup
(x,r)∈Rn×(0,∞)
(
rλ−nVλ(B(x, r), B(o, 1))
) 1
q
≈ sup
r∈(0,∞)
(
rλ−nrn−λ
) 1
q
≈ 1,
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and
sup
y∈Rn
(∫
Rn
|g(z)|p
|z − y|α˜ dz
) 1
p
≥
(∫
Rn
|g(z)|p
|z|α˜ dz
) 1
p
=
(∫
Rn
|z|−λpq −α˜ dz
) 1
p
=∞,
which implies g /∈ CNp,α˜ and hence CNp,α˜ $ Lq,λ.
On the other hand, if λ = n, by (5.3), we have
1 ≤ p
q
=
n− α˜
n
≤ 1,
which implies α˜ = 0 and p = q, then
CNp,α˜ = Lp = Lq = Lq,λ
by the Definitions 5.1.1 & 2.4.1. Hence, if CNp,α˜ $ Lq,λ, then λ ∈ (0, n).
For the necessaries of the embeddings between Cordes-Nirenberg spaces and Mor-
rey spaces, we have the following lemma.
Lemma 5.2.3. Let 
1 ≤ p, q <∞;
0 ≤ α˜ < n;
0 ≤ λ ≤ n.
If CNp,α˜ ⊆ Lq,λ or Lq,λ ⊆ CNp,α˜, then pλ = (n− α˜)q.
Proof. Case CNp,α˜ ⊆ Lq,λ: ∀r˜ > 0, let f = r˜ α˜−np χB(o,r˜), then, by Theorem 2.2.1, it
follows that
‖f‖p
CNp,α˜
= sup
y∈Rn
r˜α˜−n
∫
B(o,r˜)
1
|x− y|α˜ dx = r˜
α˜−nVα˜(B(o, r˜), B(o, 1)) . r˜α˜−nr˜n−α˜ ≈ 1,
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which implies f ∈ CNp,α˜ and hence f ∈ Lq,λ. Note that
‖f‖q
Lq,λ
= sup
(x,r)∈Rn×(0,∞)
rλ−n
∫
B(x,r)
|r˜ α˜−np χB(o,r˜)|q dv(5.5)
= sup
(x,r)∈Rn×(0,∞)
rλ−nr˜
q(α˜−n)
p V (B(x, r) ∩B(o, r˜))
= max
{
sup
(x,r)∈Rn×(0,r˜]
rλ−n
r˜
q(n−α˜)
p
V (B(x, r) ∩B(o, r˜)) ,
sup
(x,r)∈Rn×(r˜,∞)
rλ−n
r˜
q(n−α˜)
p
V (B(x, r) ∩B(o, r˜))
}
≈ max
{
sup
r∈(0,r˜]
rλr˜
q(α˜−n)
p , sup
r∈(r˜,∞)
rλ−nr˜
q(α˜−n)
p
+n
}
≈ r˜λ+ q(α˜−n)p ,
which, together with f ∈ Lq,λ, implies λ+ q(α˜−n)
p
= 0 and hence pλ = (n− α˜)q, since
r˜ > 0 is arbitrary.
Case Lq,λ ⊆ CNp,α˜: ∀r˜ > 0, let g = r˜−λq χB(o,r˜), then by a similar way as in (5.5),
we have
‖f‖q
Lq,λ
≈ max
{
sup
r∈(0,r˜]
(r
r˜
)λ
q
, sup
r∈(r˜,∞)
(r
r˜
)n−λ
q
}
≈ 1,
which implies g ∈ Lq,λ and hence g ∈ CNp,α˜. By the equality case in Theorem 2.2.1,
it follows that
‖g‖p
CNp,α˜
= sup
y∈Rn
r˜−
λp
q
∫
B(o,r˜)
1
|x− y|α˜ dx = r˜
−λp
q Vα˜(B(o, r˜), B(o, 1)) ≈ r˜−
λp
q
+n−α˜,
which implies −λp
q
+ n− α˜ = 0 and hence pλ = (n− α˜)q, since r˜ > 0 is arbitrary.
Proof of Theorem 5.2.1: CNp,α˜ ⊆ Lq,λ. This follows immediately from Lemmas 5.2.2
& 5.2.3.
Next, in order to completely establish associate Morrey spaces embedding Hs,k ⊆
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CNp,α˜ for all s ∈ [1,∞], we first need a lemma (see [69, Lemma 4.1]) for H∞,k,
k ∈ (0, n).
Lemma 5.2.4. For k ∈ (0, n), let L1,β be the Morrey space of all signed Radon
(locally finite regular signed Borel) measure µ whose total variation measures |µ| ≡ µ˜
obey ‖|µ‖|k <∞, and set L1Λ∞k be the class of all Λ∞k -quasi continuous functions f on
Rn for which
‖f‖L1
Λ∞
k
=
∫
Rn
|f | dΛ∞k <∞.
If
[
L1Λ∞k
]∗
=
signed Radon measure µ : ‖µ‖[L1Λ∞k ]∗ = sup‖g‖L1
Λ∞
k
≤1
∣∣∣∣∫
Rn
g dµ
∣∣∣∣ <∞

and [
H∞,k
]∗
=
{
f ∈ L1loc : ‖f‖[H∞,k]∗ = sup
‖g‖
H∞,k≤1
∣∣∣∣∫
Rn
fg dv
∣∣∣∣ <∞
}
,
then [
L1Λ∞k
]∗
= L1,β &
[
H∞,k
]∗
= L1,β.
Consequently, L1Λ∞n−k exists as a subspace of H
∞,k.
There are atom decompositions for Hs,k spaces, s ∈ (1,∞) and L1Λ∞k spaces (see
[5, Theorem 3.3] and [5, Remark 3.4] respectively).
Lemma 5.2.5. Let s× k ∈ (1,∞)× (0, n).
(i) If f ∈ Hs,k, then
‖f‖Hs,k ≈ inf
{∑
j
|cj| : f =
∑
j
cjaj
}
,
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where the infimum is taken for all such decompositions and aj is a (s, k)−atom,
in other words, aj is supported in a ball Bj ⊆ Rn with radius rj and satisfies
‖aj‖Lp ≤ (V (Bj)) k−nns′ ≈ r
k−n
s′
j .
(ii) If f ∈ L1Λ∞k , then
‖f‖L1
Λ∞
k
≈ inf
{∑
j
|dj| : f =
∑
j
djbj
}
,
where the infimum is taken for all such decompositions and bj is a (∞, k)−atom,
in other words, bj is supported in a ball B˜j ⊆ Rn with radius r˜j and satisfies
‖bj‖L∞ ≤ (V (B˜j)) k−nn ≈ r˜k−nj .
Proof of Theorem 5.2.1: Hs,k ⊆ CNp,α˜. Under the given conditions (5.2), we consider
three cases as seen below.
Case 1 < s <∞: Note that
∃m > 0, pn ≤ (1 +ms)(n− α˜)
1 +m
⇔ pn < s(n− α˜),
hence 
p < s;
sα˜
s−p <
s(n− pns )
s−p < n.
Then, if pk = s′(n(p − 1) + α˜), ∀f ∈ Hs,k, by duality, Lemma 5.2.5 (i), Ho¨lder’s
inequality and Theorem 2.2.1, we have
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‖f‖CNp,α˜ = sup
y∈Rn
(∫
Rn
|f(x)|p
|x− y|α˜ dx
) 1
p
= sup
y∈Rn
sup
‖g‖
Lp
′≤1
∫
Rn
g(x)|f(x)|
|x− y| α˜p
dx
≤
∑
j
|cj| sup
y∈Rn
sup
‖g‖
Lp
′≤1
∫
Bj
|g(x)aj(x)|
|x− y| α˜p
dx
≤
∑
j
|cj|‖aj‖Ls sup
y∈Rn
sup
‖g‖
Lp
′≤1
(∫
Bj
|g(x)|s′
|x− y| α˜s
′
p
dx
) 1
s′
≤
∑
j
|cj|r
k−n
s′
j sup
y∈Rn
sup
‖g‖
Lp
′≤1
‖g‖s′
Lp′
∫
Bj
1
|x− y| α˜s
′
p
(
p′
s′
)′ dx

(
s′
(
p′
s′
)′)−1
=
∑
j
|cj|r
k−n
s′
j sup
y∈Rn
(∫
Bj
1
|x− y| sα˜s−p
dx
) s−p
sp
=
∑
j
|cj|r
k−n
s′
j
(
V sα˜
s−p
(Bj, B(o, 1))
) s−p
sp
.
∑
j
|cj|r
k−n
s′ +(n− sα˜s−p)
s−p
sp
j
≈
∑
j
|cj|,
which implies ‖f‖CNp,α˜ . ‖f‖Hs,k by taking the infimum to both sides. Hence Hs,k ⊆
CNp,α˜.
On the other hand, let r > 0 and
f0 = r
k−n
s′ −ns χB(o,r)
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then f0 is supported in B(o, r) and
‖f0‖Ls =
(∫
B(o,r)
r
(k−n)s
s′ −n dx
) 1
s
≈ r k−ns′ ,
which imply f0 is an (s, k)−atom and hence f0 ∈ Hs,k.
If Hs,k ⊆ CNp,α˜, then f0 ∈ CNp,α˜. By the equality case in Theorem 2.2.1, we
have
‖f0‖pCNp,α˜ = sup
y∈Rn
r
(k−n)p
s′ −
np
s
∫
B(o,r)
1
|x− y|α˜ dx
= r
(k−n)p
s′ −
np
s Vα˜(B(o, r), B(o, 1))
≈ r (k−n)ps′ −nps +n−α˜,
which implies
(k − n)p
s′
− np
s
+ n− α˜ = 0
whence
pk = s′(n(p− 1) + α˜),
since r > 0 is arbitrary.
Case s =∞: If
pk = s′(n(p− 1) + α˜) = n(p− 1) + α˜,
then ∀f ∈ H∞,k, ∀w ∈ Bn−k1 ⊆ L1Λ∞n−k , by duality, Lemma 5.2.5 (ii), Ho¨lder’s inequality
and Theorem 2.2.1, we have
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‖f‖CNp,α˜ = sup
y∈Rn
(∫
Rn
|f(x)|p
|x− y|α˜ dx
) 1
p
(5.6)
= sup
y∈Rn
sup
‖g‖
Lp
′≤1
∫
Rn
g(x)|f(x)|
|x− y| α˜p
dx
≤ ‖fw−1‖L∞ sup
y∈Rn
sup
‖g‖
Lp
′≤1
∫
Rn
|g(x)w(x)|
|x− y| α˜p
dx
= ‖fw−1‖L∞
∑
j
|dj| sup
y∈Rn
sup
‖g‖
Lp
′≤1
∫
B˜j
|g(x)bj(x)|
|x− y| α˜p
dx
≤ ‖fw−1‖L∞
∑
j
|dj|r˜k−nj sup
y∈Rn
sup
‖g‖
Lp
′≤1
∫
B˜j
|g(x)|
|x− y| α˜p
dx
≤ ‖fw−1‖L∞
∑
j
|dj|r˜k−nj sup
y∈Rn
sup
‖g‖
Lp
′≤1
‖g‖Lp′
(∫
B˜j
1
|x− y|α˜ dx
) 1
p
= ‖fw−1‖L∞
∑
j
|dj|r˜k−nj sup
y∈Rn
(
Vα˜(B˜j, B(o, 1))
) 1
p
. ‖fw−1‖L∞
∑
j
|dj|r˜k−n+
n−α˜
p
j
≈ ‖fw−1‖L∞
∑
j
|dj|
≈ ‖fw−1‖L∞ ,
where
∑
j |dj| . 1 since ‖w‖L1Λ∞
n−k
≤ 1. This implies ‖f‖CNp,α˜ . ‖f‖Hs,k by taking
the infimum for w to both sides of (5.6), then H∞,k ⊆ CNp,α˜.
On the other hand, let r˜ > 0 and
g0 = r˜
k−nχB(o,r˜)
then g0 is supported in B(o, r˜) and ‖g0‖L∞ = r˜k−n, which imply g0 is a (∞, n −
k)−atom and hence g0 ∈ L1Λ∞n−k . By Lemma 5.2.4, L1Λ∞n−k exists as a subspace of H∞,k,
123
then g0 ∈ H∞,k.
If H∞,k ⊆ CNp,α˜, then g0 ∈ CNp,α˜. By the equality case in Theorem 2.2.1, we
have
‖g0‖pCNp,α˜ = sup
y∈Rn
r˜p(k−n)
∫
B(o,r˜)
1
|x− y|α˜ dx
= r˜p(k−n)Vα˜(B(o, r˜), B(o, 1))
≈ r˜p(k−n)+n−α˜,
which implies p(k − n) + n − α˜ = 0 and hence pk = n(p − 1) + α˜, since r˜ > 0 is
arbitrary.
Case s = 1: If r > 0 and f0 = r
−nχB(o,r), then
‖f0‖H1,k = ‖f0‖L1 =
∫
B(o,r)
r−n dx ≈ 1,
and hence f0 ∈ H1,k.
If H1,k ⊆ CNp,α˜, then f0 ∈ CNp,α˜, and hence the equality case in Theorem 2.2.1
implies
‖f0‖pCNp,α˜ = sup
y∈Rn
r−np
∫
B(o,r)
1
|x− y|α˜ dx = r
−npVα˜(B(o, r), B(o, 1)) ≈ r−np+n−α˜,
which implies
−np+ n− α˜ = 0 & n(p− 1) + α˜ = 0 = pk
s′
since r > 0 is arbitrary.
On the other hand, note that
1 ≤ p <∞ & 0 ≤ α˜ < n.
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So
∃m > 0, pn ≤ (1 +ms)(n− α˜)
1 +m
= n− α˜⇒ p = 1 & α˜ = 0.
Hence
CNp,α˜ = CN1,0 = L1 = H1,k = Hs,k
from Definitions 5.1.2 & 2.4.1.
5.3 Cordes-Nirenberg’s restricting
In this section, we establish the restriction of Riesz-Cordes-Nirenberg potentials.
Theorem 5.3.1. Let
(5.7)

1 ≤ p, q <∞;
0 ≤ α < n;
0 ≤ α˜ = n− λ < n;
(n− α)q < β ≤ n;
αp < p+ λ;
η = q
(
λ
p
− α
)
+ n− β ≤ n.
(i) If ‖|µ‖|β <∞, then Iα : CNp,α˜ ⊆ Lp,λ → Lq,ηµ is bounded.
(ii) If Iα : CN
p,α˜ ⊆ Lp,λ → Lq,ηµ is bounded and µ is admissible, then ‖|µ‖|β <∞.
Proof. Assume (5.7) holds. Then CNp,α˜ ⊆ Lp,λ follows from Lemma 5.2.2.
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(i) Let ‖|µ‖|β <∞. It suffices to prove that ∀B(x, r), ∃c > 0 such that
(5.8) J =
(
rη−n
∫
B(x,r)
|Iαf(y)− c|q dµ(y)
) 1
q
. ‖|µ‖|
1
q
β‖f‖CNp,α˜ .
Actually, by the Minkowski’s inequality and Ho¨lder’s inequality, we have
(∫
B(x,r)
|Iαf(y)− (Iαf)B(x,r),µ|q dµ(y)
) 1
q
≤
(∫
B(x,r)
|Iαf(y)− c|q dµ(y)
) 1
q
+ (µ(B(x, r)))
1
q |c− (Iαf)B(x,r),µ|
=
(∫
B(x,r)
|Iαf(y)− c|q dµ(y)
) 1
q
+ (µ(B(x, r)))
1
q
∣∣∣∣ 1µ(B(x, r))
∫
B(x,r)
(Iαf(y)− c) dµ(y)
∣∣∣∣
≤ 2
(∫
B(x,r)
|Iαf(y)− c|q dµ(y)
) 1
q
,
which, together with (5.8), implies
‖Iαf‖Lq,ηµ = sup
(x,r)∈Rn×(0,∞)
(
rη−n
∫
B(x,r)
|Iαf(y)− (Iαf)B(x,r),µ|q dµ(y)
) 1
q
≤ 2 sup
(x,r)∈Rn×(0,∞)
inf
c∈R
(
rη−n
∫
B(x,r)
|Iαf(y)− c|q dµ(y)
) 1
q
. ‖|µ‖|
1
q
β‖f‖CNp,α˜ .
Since
η = q
(
λ
p
− α
)
+ n− β,
if f1 = fχB(x,4r) and f2 = fχB(x,4r)c then
J .
(
rq(
λ
p
−α)−β
∫
B(x,r)
|Iαf1|q dµ
) 1
q
+
(
rq(
λ
p
−α)−β
∫
B(x,r)
|Iαf2(y)− c|q dµ(y)
) 1
q
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=: J1 + J2
For J1: By Minkowski’s inequality, Fubini’s theorem, (5.7) and Ho¨lder’s inequality,
we have
r
β
q
+α−λ
p J1
≤
[∫
B(x,r)
(∫
B(x,4r)
|f(z)|
|z − y|n−α dz
)q
dµ(y)
] 1
q
≤
∫
B(x,4r)
(∫
B(x,r)
|f(z)|q
|z − y|q(n−α) dµ(y)
) 1
q
dz
≈
∫
B(x,4r)
|f(z)|
(∫
{x:|x−y|≤r}
∫ ∞
|x−y|
tq(α−n)−1 dt dµ(y)
) 1
q
dz
≈
∫
B(x,4r)
|f(z)|
[∫ r
0
tq(α−n)−1
(∫
{x:|x−y|≤t}
dµ(y)
)
dt
+
∫ ∞
r
tq(α−n)−1
(∫
{x:|x−y|≤r}
dµ(y)
)
dt
] 1
q
dz
≈ ‖|µ‖|
1
q
β
∫
B(x,4r)
|f(z)|
(∫ r
0
tβ+q(α−n)−1 dt+ rβ
∫ ∞
r
tq(α−n)−1 dt
) 1
q
dz
≈ r βq +α−n‖|µ‖|
1
q
β
∫
B(x,4r)
|f(z)| dz
≈ r βq +α−λp ‖|µ‖|
1
q
β
(
rλ−n
∫
B(x,4r)
|f(z)|p dz
) 1
p
,
which implies
(5.9) J1 . ‖|µ‖|
1
q
β‖f‖Lp,λ .
For J2: Let
c =
1
µ(B(x, r))
∫
B(x,r)
Iαf2 dµ.
Then, ∀y ∈ B(x, r), by mean value theorem, (5.7) and Ho¨lder’s inequality, it follows
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that
|Iαf2(y)− c|
≤ 1
µ(B(x, r))
∫
B(x,r)
|Iαf2(y)− Iαf2(z)| dµ(z)
≤ 1
µ(B(x, r))
∫
B(x,r)
∫
B(x,4r)c
|f(u)|
∣∣∣∣ 1|u− y|n−α − 1|u− z|n−α
∣∣∣∣ du dµ(z)
. 1
µ(B(x, r))
∫
B(x,r)
∫
B(x,4r)c
|f(u)| sup
ξ=θy+(1−θ)z
|y − z|
|u− ξ|n−α+1 du dµ(z)
≈ 1
µ(B(x, r))
∫
B(x,r)
∫
B(x,4r)c
|f(u)| |y − z||u− x|n−α+1 du dµ(z)
. r
∫
B(x,4r)c
|f(u)|
|u− x|n−α+1 du
≈ r
∞∑
k=2
∫
2kr<|u−x|≤2k+1r
|f(u)|
|u− x|n−α+1 du
. r
∞∑
k=2
(2kr)α−n−1
∫
2kr<|u−x|≤2k+1r
|f(u)| du
. r
∞∑
k=2
(2kr)
αp−λ−p
p
(
(2kr)λ−n
∫
2kr<|u−x|≤2k+1r
|f(u)|p du
) 1
p
. r
αp−λ
p ‖f‖Lp,λ ,
which implies
J2 =
(
rq(
λ
p
−α)−β
∫
B(x,r)
|Iαf2(y)− c|q dµ(y)
) 1
q
(5.10)
. (r−βµ(B(x, r)))
1
q ‖f‖Lp,λ
. ‖|µ‖|
1
q
β‖f‖Lp,λ .
Hence (5.8) holds from combining (5.9) & (5.10).
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(ii) Let Iα : CN
p,α˜ → Lq,ηµ be bounded and µ be admissible. Then
(5.11) ‖Iαf‖Lq,ηµ . ‖f‖CNp,α˜ ∀f ∈ CNp,α˜.
Let r > 0, x0, x1, x2 ∈ Rn and x1 be in the line segment connecting x0, x2 with
(5.12)

|x0 − x1| = 3r;
|x1 − x2| = (jk + 2)r,
where j ∈ N such that jk > 2. Let Bi = B(xi, r), i = 0, 1, 2 and B = B(x1, (jk+3)r),
then B2 ⊆ B, since (5.12).
Let f0 = r
α˜−n
p χB0 , then, by Theorem 2.2.1, it follows that
‖f0‖pCNp,α˜ = sup
y∈Rn
rα˜−n
∫
B0
1
|x− y|α˜ dx = r
α˜−nVα˜(B0, B(o, 1)) . rα˜−nrn−α˜ ≈ 1,
which implies f0 ∈ CNp,α˜ and hence
‖Iαf0‖Lq,ηµ . 1,
due to (5.11).
By Minkowski’s inequality, it follows that
(
rη−n
∫
B1
|Iαf0(y)− (Iαf0)B2,µ|q dµ(y)
) 1
q
(5.13)
≤
(
rη−n
∫
B1
|Iαf0(y)− (Iαf0)B1,µ|q dµ(y)
) 1
q
+
(
rη−nµ(B1)
) 1
q |(Iαf0)B1,µ − (Iαf0)B2,µ|
=: I1 + I2.
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It is clear to see
(5.14) I1 ≤ ‖Iαf0‖Lq,ηµ . 1.
For I2, note that B2 ⊆ B and µ(B1) ≈ µ(B2) as well as µ is admissible. So, by
Ho¨lder’s inequality we have
(
rη−nµ(B1)
)− 1
q I2
≤ |(Iαf0)B1,µ − (Iαf0)B,µ|+ |(Iαf0)B,µ − (Iαf0)B2,µ|
≤ 1
µ(B1)
∫
B1
|Iαf0(y)− (Iαf0)B,µ| dµ(y)
+
1
µ(B2)
∫
B2
|Iαf0(y)− (Iαf0)B,µ| dµ(y)
≤
(
1
µ(B1)
∫
B1
|Iαf0(y)− (Iαf0)B,µ|q dµ(y)
) 1
q
+
(
1
µ(B2)
∫
B2
|Iαf0(y)− (Iαf0)B,µ|q dµ(y)
) 1
q
≤
(
1
µ(B1)
∫
B
|Iαf0(y)− (Iαf0)B,µ|q dµ(y)
) 1
q
+
(
1
µ(B2)
∫
B
|Iαf0(y)− (Iαf0)B,µ|q dµ(y)
) 1
q
≈
(
1
µ(B1)
∫
B
|Iαf0(y)− (Iαf0)B,µ|q dµ(y)
) 1
q
,
which implies
(5.15) I2 .
(
rη−n
∫
B
|Iαf0(y)− (Iαf0)B,µ|q dµ(y)
) 1
q
. ‖Iαf0‖Lq,ηµ . 1.
Applying (5.14) & (5.15) to (5.13), we have
(5.16)
(
rη−n
∫
B1
|Iαf0(y)− (Iαf0)B2,µ|q dµ(y)
) 1
q
. 1.
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On the other hand, note that for y ∈ B1, z ∈ B2 and w ∈ B0 one has
|y − w| ≤ |y − x1|+ |x1 − x0|+ |x0 − w| ≤ 5r;
|z − w| ≥ |x2 − x0| − |z − x2| − |x0 − w| ≥ (jk + 3)r.
Thus
|Iαf0(y)− (Iαf0)B2,µ|
=
∣∣∣∣ 1µ(B2)
∫
B2
(Iαf0(y)− Iαf0(z)) dµ(z)
∣∣∣∣
= r
α˜−n
p
∣∣∣∣ 1µ(B2)
∫
B2
∫
B0
(
1
|y − w|n−α −
1
|z − w|n−α
)
dwdµ(z)
∣∣∣∣
≥ r α˜−np
∣∣∣∣ 1µ(B2)
∫
B2
∫
B0
(
(5r)α−n − ((jk + 3)r)α−n) dwdµ(z)∣∣∣∣
= (5α−n − (jk + 3)α−n)rα+ α˜−np ,
which, together with (5.16) & (5.7), implies
1 &
(
rη−n
∫
B1
|Iαf0(y)− (Iαf0)B2,µ|q dµ(y)
) 1
q
&
(
rη−n+q(
α˜−n
p
+α)µ(B1)
) 1
q ≈ (r−βµ(B1)) 1q .
Hence ‖|µ‖|β <∞, which completes the proof.
To find an application to partial differential equations, we restrict some related
function spaces on a bounded set Ω ( Rn, where Rn and B(x, r) in the definitions of
the function spaces are replaced, respectively, by Ω and B(x, r)∩Ω, thereby obtaining
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Corollary 5.3.2. Let 
1 < p <∞;
1 ≤ q <∞;
0 ≤ α˜ < n,
Ω be with C2 boundary and u ∈ W 2,p,(α˜)(Ω) ∩W 1,p0 (Ω) solve the Dirichlet problem
(5.17)

∑n
i,j=1 ai,j(x)
∂2u
∂xi∂xj
= f(x) ∈ CNp,α˜(Ω) in Ω;
u = 0 on ∂Ω,
with the following three constraints:
(a) aij ∈ L∞(Ω) & aij(x) = aij(x), i, j = 1, 2, · · · , n;
(b) (Strong ellipticity condition) ∃ν > 0 such that
n∑
i,j=1
ai,j(x)ξiξj ≥ ν|ξ|2, a.e. x ∈ Ω, ∀ξ ∈ Rn;
(c) (Cordes-type condition) ∃K ∈ [0, 1) such that
(
∑n
i,j=1 ai,j(x))
2∑n
i,j=1(ai,j(x))
2
≥ n− K
2
C2MT
, a.e. x ∈ Ω,
where CMT is a constant in [41, Theorem 3.2].
(i) If
(5.18)

(n− 2)q < n;
p < n− α˜;
η = q
(
n−α˜
p
− 2
)
≤ n,
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then
(5.19) u ∈ Lq,η(Ω) =

Lq,η(Ω), as η ∈ (0, n];
BMO(Ω), as η = 0;
C−
η
q (Ω), as η ∈ [−q, 0).
(ii) If
(5.20)

(n− 1)q < n;
η = q
(
n−α˜
p
− 1
)
≤ n,
then
(5.21) ∇u ∈ (Lq,η(Ω))n =

(
Lq,η(Ω)
)n
, as η ∈ (0, n];(
BMO(Ω)
)n
, as η = 0;(
C−
η
q (Ω)
)n
, as η ∈ [−q, 0).
.
Proof. For u ∈ W 2,p,(α˜)(Ω)∩W 1,p0 (Ω), we use [41, (32)] to get the following inequality
for a constant K0 ∈ (0, 1):
‖∆u‖CNp,α˜(Ω) ≤
‖f‖CNp,α˜(Ω)
ν(1−K0) .
Moreover, we refer to [2, 49] for the following representation of f ∈ C∞c for a constant
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cn,m:
(5.22)

f = cn,mIm(∇mf) as m is even;
|f | . Im(|∇mf |) as m is odd,
where C∞c denotes the set of all smooth functions with compact support and
∇mf =

(−∆)m2 f as m is even;
∇(−∆)m−12 f as m is odd.
Observe that (5.22) holds for f ∈ C∞(Ω) (which is dense in W 2,p,(α˜)(Ω)). Thus,
following the argument as in [49, Section 1.1.10, Theorem 1], we can check that when
m = 1 or 2, (5.22) also holds for f ∈ W 2,p,(α˜)(Ω) ∩W 1,p0 (Ω).
(i) If (5.18) holds, then Theorem 5.3.1(i) (with dµ being the n-dimensional Lebes-
gue measure) and (5.22) are used to derive
‖u‖Lq,η(Ω) ≈ ‖I2(−∆u)‖Lq,η(Ω) . ‖∆u‖CNp,α˜(Ω) . ‖f‖CNp,α˜(Ω),
which yields u ∈ Lq,η(Ω). For the classification of Lq,η(Ω) in (5.19), we refer to [32,
Chapter III] and [55].
(ii) With the help of (5.22), we achieve
(5.23)

∇u(y) = cn,2(n− 2)
(R1∆u(y), ...,Rn∆u(y));
Rj∆u(y) :=
∫
Rn (xj − yj)|x− y|−n∆u(x) dx ∀ j ∈ {1, ..., n}.
If (5.20) holds, then a similar way of proving Theorem 5.3.1(i) (under dµ being the
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n-dimensional Lebesgue measure), plus a minor modification, yields
‖Ri∆u‖Lq,η(Ω) . ‖∆u‖CNp,α˜(Ω) . ‖f‖CNp,α˜(Ω), ∀ i ∈ {1, ..., n}
which, along with (5.23), implies ∇u ∈ (Lq,η(Ω))n.
Remark 5.3.3. The Dirichlet problem (5.17) has been broadly studied (see [41] and
its references for more details). Note that (5.19) is new and (5.21) covers and com-
plements [41, Corollary 4.1 (i)] - if q ∈ (1, n] and η ∈ [−q, 0), then
∇u ∈ (Lq,η(Ω))n = (C− ηq (Ω))n.
Bibliography
[1] D. Adams, A note on Riesz potentials. Duke Math. J. 42 (1975), 765-778.
[2] D. Adams, A sharp inequality of J. Moser for higher order derivatives. Ann. Math.
128 (1998), 385-398.
[3] D. Adams, Morrey spaces. Lecture Notes in Applied and Numerical Harmonic
Analysis. Birkhuser, 2015.
[4] D. Adams and L. Hedberg, Function spaces and potential theory. Springer-Verlag,
Berlin Heidelberg, 1996.
[5] D. Adams and J. Xiao, Nonlinear analysis on Morrey spaces and their capacities.
Indiana Univ. Math. J. 53 (2004), 1629-1663.
[6] D. Adams and J. Xiao, Restrictions of Riesz-Morrey potentials. Ark. Mat. 54
(2016), 201-231.
[7] A. Re´nyi, On measures of entropy and information. Proc. 4th Berkeley Sympos.
Math. Statist. and Prob. 1 (1961), 547-561.
[8] M. Ali and D. Silvey, A general class of coefficients of divergence of one distribution
from another. J. R. Stat. Soc. B 28 (1966), 131-142.
[9] A. Alvino, V. Ferone, G. Trombetti and P. Lions, Convex symmetrization and
applications. Ann. Inst. H. Poincare´ Anal. Non Line´aire 14 (1997), 275-293.
[10] S. Artstein, B. Klartag and V. Milman, The Santalo´ point of a function, and a
functional form of the Santalo´ inequality. Mathematika 51 (2004), 33-48.
[11] A. Barron, L. Gyo¨rfi and E. Meulen, Distribution estimates consistent in total
variation and two types of information divergence. IEEE Trans. Inform. Theory 38
(1990), 1437-1454.
[12] C. Bennett and R. Sharpley, Interpolation of operators. Academic Press, 1988.
[13] F. Bent, The logarithmic potential in higher dimensions. Mat. Fys. Medd. Dan.
Cid. Selsk. 33 (1960), 1-14.
136
[14] A. Bhattacharyya, On a measure of divergence between two statistical popula-
tions defined by their probability distributions. Bull. Calcutta Math. Soc. 35 (1943),
99-109.
[15] K. Bo¨ro¨czky, E. Lutwak, D. Yang and G. Zhang, The log-Brunn-Minkowski in-
equality. Adv. Math. 231 (2012), 1974-1997.
[16] J. Bourgain and V.D. Milman, New volume ratio properties for convex symmetric
bodies in Rn. Invent. Math. 88 (1987), 319-340.
[17] S. Campanato, Proprieta´ di ho¨lderianita´ di alcune classi di funzioni. Ann. Scuola
Norm. Sup. Pisa 17 (1963), 175-188.
[18] D. Cordero-Erausquin, B. Nazaret and C. Villani, A mass-transportation ap-
proach to sharp Sobolev and Gagliardo-Nirenberg inequalities. Adv. Math. 182
(2004), 307-332.
[19] H. Cordes, ber die erste Randwertaufgabe bei quasilinearen Differentialgleichun-
gen zweiter Ordnung in mehr als zwei Variablen. Math. Ann. 131 (1956), 287-312.
[20] T. Cover and J. Thomas, Elements of information theory, second edition. Wiley-
Interscience, Hoboken, NJ, 2006.
[21] I. Csisza´r, Eine informationstheoretische Ungleichung und ihre Anwendung auf
den Beweis der Ergodizita¨t von Markoffschen Ketten. Publ. Math. Inst. Hungar.
Acad. Sci. ser. A 8 (1963), 84-108.
[22] I. Csisza´r, I-divergence geometry of probability distributions and minimization
problems. Ann. Probability, 3 (1975), 146-158.
[23] G. Fairweather and R. Johnston, The method of fundamental solutions for prob-
lems in potential theory, in treatment of integral equations by numerical methods.
Academic Press, London, 1982.
[24] A. Figalli, F. Maggi and A. Pratelli, Sharp stability theorems for the anisotropic
Sobolev and log-Sobolev inequalities on functions of bounded variation. Adv. Math.
242 (2013), 80-101.
[25] M. Fradelizi and M. Meyer, Some functional forms of Blaschke-Santalo´ inequality.
Math. Z. 256 (2007), 379-395.
[26] N. Frank and R. Nock, On the chi square and higher-order chi distances for
approximating f-divergences. IEEE Signal Processing Letters 21 (2014), 10-13.
[27] R. Gardner, A positive answer to the Busemann-Petty problem in three dimen-
sions. Ann. of Math. 140 (1994), 435-447.
137
[28] R. Gardner, The Brunn-Minkowski inequality. Bull. Amer. Math. Soc. 39 (2002),
355-405.
[29] R. Gardner, D. Hug and W. Weil, The Orlicz-Brunn-Minkowski theory: A general
framework, additions, and inequalities. J. Differential Geom. 97 (2014), 427-476.
[30] R. Gardner, D. Hug, W. Weil and D. Ye, The dual Orlicz-Brunn-Minkowski
theory. J. Math. Anal. Appl. 430 (2015), 810-829.
[31] R. Gardner, A. Koldobski and T. Schlumprecht, An analytic solution to the
Busemann-Petty problem on sections of convex bodies. Ann. of Math. 149 (1999),
691-703.
[32] M. Giaquinta, Multiple integrals in the calculus of variations and non-linear el-
liptic systems. Princeton Univ. Press, Princeton, 1983.
[33] M. Gromov, Isoperimetric inequalities in Riemannian manifolds, Appendix of:
Asymptotic theory of finite-dimensional normed spaces (V. Milman & G. Schecht-
man), Springer-Verlag, 1986.
[34] P. Harremoes and F. Topsoe, Inequalities between entropy and the index of coin-
cidence derived from information diagrams. IEEE Trans. Inform. Theory 47 (2001),
2944-2960.
[35] M. Jaswon and G. Symm, Integral equation methods in potential theory and
elastostatics. Academic Press, London, 1977.
[36] S. Kullback and R. Leibler, On information and sufficiency. Ann. Math. Statist.
22 (1951), 79-86.
[37] G. Kuperberg, From the Mahler conjecture to Gauss linking integrals, Geom.
Funct. Anal. 18 (2008), 870-892.
[38] N. Landkof, Foundations of modern potential theory, Translated from the Russian
by A. P. Doohovskoy, Die Grundlehren der mathematischen Wissenschaften 180.
Springer-Verlag, New York- Heidelberg, 1972.
[39] J. Lehec, Partitions and functional Santalo´ inequalities. Arch. Math. (Basel) 92
(2009), 89-94.
[40] S. Leonardi, Remarks on the regularity of solutions of elliptic systems. Applied
Nonlinear Analysis. Kluwer Academic Plenum Publishers, New York, 1999, 325-344.
[41] S. Leonardi, Weighted Miranda-Talenti inequality and applications to equations
with discontinuous coefficients. Comment. Math. Univ. Carolin. 43 (2002), 43-59.
[42] F. Liese and I. Vajda, On divergences and information in statistics and informa-
tion theory. IEEE Trans. Inform. Theory 52 (2006), 4394-4412.
138
[43] L. Liu and J. Xiao, A trace law for the Hardy-Morrey-Sobolev space. Submitted.
[44] L. Liu and J. Xiao, Morrey potentials from Campanato classes. Submitted.
[45] L. Liu and J. Xiao, Restricting Riesz-Morrey-Hardy potentials. J. Differential
Equations 262 (2017), 5468-5496.
[46] M. Ludwig, Anisotropic fractional perimeters. J. Differential Geom. 96 (2014),
77-93.
[47] M. Ludwig, Anisotropic fractional Sobolev norms. Adv. Math. 252 (2014), 150-
157.
[48] E. Lutwak, Intersection bodies and dual mixed volume. Adv. Math., 71 (1988),
232-261.
[49] V. Mayya, Sobolev spaces with applications to elliptic partial differential equa-
tions. Springer-Verlag Berlin Heodelberg, 2011.
[50] T. Morimoto, Markov processes and the H-theorem. J. Phys. Soc. Jap. 18 (1963),
328-331.
[51] C. Morrey, Multiple Integrals in the Calculus of Variations. Springer-Verlag,
Berlin, 2008.
[52] F. Nazarov, The Ho¨rmander Proof of the Bourgain-Milman Theorem. Geom.
Funct. Anal. Lecture Notes in Mathematics 2050 (2012), 335-343.
[53] F. O¨sterreicher and I. Vajda, A new class of metric divergences on probability
spaces and its applicability in statistics. Ann. Inst. Statist. Math. 55 (2003), 639-
653.
[54] J. Peetre, On the theory of Lp,λ spaces. J. Funct. Anal. 4 (1969), 71-87.
[55] H. Rafeiro, N. Samko and S. Samko, Morrey-Campanato spaces: an overview.
Oper. Theory Adv. Appl. 228 (2013), 293-323.
[56] W. Reichel, Characterization of balls by Riesz-potentials. Ann. Mat. Pura Appl.
188 (2009), 235-245.
[57] Y. Sawano and H. Tanaka, The Fatou property of block spaces. J. Math. Sci.
Univ. Tokyo 22 (2015), 663-683.
[58] R. Schneider, Convex Bodies: The Brunn-Minkowski theory, second edition.
Cambridge University Press, Cambridge, 2014.
[59] H. Shahgholian, A characterization of the sphere in terms of single-layer poten-
tials. Proc. Amer. Math. Soc. 115 (1992), 1167-1168.
139
[60] L. Silvestre, Regularity of the obstacle problem for a fractional power of the
Laplace operator. Comm. Pure Appl. Math. 60 (2007), 67-112.
[61] E. Stein, Singular integrals and differentiability properties of functions, Princeton
Mathematical Series 30. Princeton University Press, Princeton, N.J., 1970.
[62] T. Tao and G. Tian, A singularity removal theorem for Yang-Mills fields in higher
dimensions. J. Amer. Math. Soc. 17 (2004), 557-593.
[63] M. Taylor, Tools for PDE: pseudodifferential operators, paradifferential operators
and layer potentials. Math. Surveys Monogr., Amer. Math. Soc., Providence, 2000.
[64] H. Triebel, Local function spaces, heat and Navier-Stokes equations. EMS Tracts
in Mathematics, European Mathematical Society, Zu¨rich, 2013.
[65] G. Verchota, Layer potentials and regularity for the Dirichlet problem for
Laplace’s equation in Lipschitz-domains. J. Func. Anal. 59 (1984), 572-611.
[66] W. Wang and L. Liu, The dual log-Brunn-Minkowski inequalities. Taiwan. J.
Math. 20 (2016), 909-919.
[67] D. Xi, H. Jin and G. Leng, The Orlicz Brunn-Minkowski inequality. Adv. Math.
260 (2014), 350-374.
[68] J. Xiao, A new perspective on the Riesz potential. Adv. Nonlinear Anal.
DOI:10.1515/anona-2015-0183.
[69] J. Xiao, A trace problem for associate Morrey potentials. Adv. Nonlinear Anal.
DOI:10.1515/anona-2016-0069.
[70] J. Xiao and D. Ye, Anisotropic Sobolev capacity with fractional order. Canadian
J. Math. DOI:10.4153/CJM-2015-060-3.
[71] D. Ye, New Orlicz affine isoperimetric inequalities. J. Math. Anal. Appl. 427
(2015), 905-929.
[72] D. Ye, Dual Orlicz-Brunn-Minkowski theory: dual Orlicz Lφ affine and geomini-
mal surface areas. J. Math. Anal. Appl. 443 (2016), 352-371.
[73] G. Zhang, A positive answer to the Busemann-Petty problem in four dimensions.
Ann. of Math. 149 (1999), 535-543.
[74] B. Zhu, J. Zhou and W. Xu, Dual Orlicz-Brunn-Minkowski theory, Adv. Math.
264 (2014), 700-725.
