Abstract. We prove very general formulae for the generating series of (Hodge) genera of symmetric products X (n) with coefficients, which hold for complex quasi-projective varieties X with any kind of singularities, and which include many of the classical results in the literature as special cases. Important specializations of our results include generating series for extensions of Hodge numbers and Hirzebruch's χ y -genus to the singular setting and, in particular, generating series for Intersection cohomology Hodge numbers and Goresky-MacPherson Intersection cohomology signatures of symmetric products of complex projective varieties. A very general proof is given based on Künneth formulae and pre-lambda structures on the coefficient theory of a point,K 0 (A(pt)), with A(pt) a Karoubian Q-linear tensor category. Moreover, Atiyah's approach to power operations in K-theory also works in this context forK 0 (A(pt)), giving a nice description of the important related Adams operations. This last approach also allows us to introduce very interesting coefficients on the symmetric products X (n) .
Introduction
Some of the most interesting examples of global orbifolds are the symmetric products X (n) , n ≥ 0, of a smooth complex algebraic variety X. The n-fold symmetric product of X is defined as X (n) := X n /Σ n , i.e., the quotient of the product of n copies of X by the natural action of the symmetric group on n elements, Σ n . If X is a smooth projective curve, symmetric products are of fundamental importance in the study of the Jacobian variety of X and other aspects of its geometry, e.g., see [28] . If X is a smooth algebraic surface, X (n) is used to understand the topology of the n-th Hilbert scheme X [n] parametrizing closed zero-dimensional subschemes of length n of X, e.g., see [20, 12] . For the purpose of this note we shall assume that X is a (possibly singular) complex quasi-projective variety, therefore its symmetric products are algebraic varieties as well.
A generating series for a given invariant I(−) of symmetric products of complex algebraic varieties is an expression of the form n≥0 I(X (n) ) · t n , provided I(X (n) ) can be defined for all n. The aim is to calculate such an expression solely in terms of invariants of X. Then the corresponding invariant of the n-th symmetric product X (n) is equal to the coefficient of t n in the resulting expression in invariants of X.
For example, there is a well-known formula due to Macdonald [29] for the generating series of the Betti numbers b k (X) := dim(H k (X, Q)) and resp. topological Euler characteristic χ(X) := k≥0 (−1) k · b k (X) of a compact triangulated space X:
and, respectively,
For the last equality recall that − log(1 − t) = r≥1 t r r .
A Chern class version of the formula (2) was obtained by Ohmoto in [34] for the ChernMacPherson classes of [30] . Moonen [33] obtained generating series for the arithmetic genus χ a (X) := k≥0 (−1) k · dim(H k (X, O X )) of symmetric products of a complex projective variety: (3) n≥0 χ a (X (n) ) · t n = (1 − t) −χa(X) = exp r≥1 χ a (X) · t r r and, more generally, for the Baum-Fulton-MacPherson homology Todd classes (cf. [4] ) of symmetric products of projective varieties. In [42] , Zagier obtained such generating series for the signature σ(X) and resp. L-classes of symmetric products of compact triangulated (rational homology) manifolds, e.g., for a complex projective homology manifold X of pure even complex dimension he showed that (4) n≥0 σ(X (n) ) · t n = (1 + t) σ(X)−χ(X) 2
(1 − t) σ(X)+χ(X) 2 .
Borisov and Libgober obtained in [9] generating series for the Hirzebruch χ y -genus and, more generally, for elliptic genera of symmetric products of smooth compact varieties (cf. also [43] for other calculations involving the Hirzebruch χ y -genus). Generating series for the Hodge numbers h of the cohomology with compact support of a quasi-projective variety X (endowed with Deligne's mixed Hodge structure [13] ) are stated by Cheah in [12] :
and, respectively, Note that for X a projective variety one has
(X) and χ(X) = e c (X)(1, 1) , so that one gets back (1) and (2) by putting (y, x) = (1, 1) in (5) and (6), respectively. Similarly, using the relation χ −y (X) = e c (X)(y, 1) =:
for a projective manifold X, one gets in this case for the Hirzebruch χ y -genus the identities: Note that for X a complex projective manifold one also has χ a (X) = χ 0 (X) = e c (X)(0, 1) and σ(X) = χ 1 (X) = e c (X)(−1, 1) , so that one gets back (3) and (4) for this case by putting (y, x) = (0, 1) and (y, x) = (−1, 1), respectively.
Lastly, Getzler formulated such results in [15] [prop. (5.4) ] already in the general context of suitable "Künneth functors" with values in a "pseudo-abelian Q-linear tensor category" (which in [15] is called a "Karoubian rring").
The purpose of this note is to prove a very general generating series formula for such genera "with coefficients", which holds for complex quasi-projective varieties with any kind of singularities, and which includes many of the above mentioned results as special cases. Important specializations of our result include, among others, generating series for extensions of Hodge numbers and Hirzebruch's χ y -genus to the singular setting with coefficients
a complex of Saito's (algebraic) mixed Hodge modules ( [35, 36, 37] ) and, in particular, generating series for Intersection cohomology Hodge numbers and Goresky-MacPherson Intersection cohomology signatures ( [18] ) of complex projective varieties. Note that mixed Hodge module coefficients are already used in [16] , but with other techniques and applications in mind. Besides the use of very general coefficients, our approach is close to [15] . The use of coefficients not only gives more general results, but is also needed for a functorial characteristic class version of some of our results in terms of the homology Hirzebruch classes of Brasselet-Schürmann-Yokura [10] , which will be treated in a forthcoming paper. The corresponding characteristic class version will unify the mentioned results of [34, 33, 42] for Chern-, Todd-and L-classes.
In this paper the functorial view point is only used in three important special cases:
(a) Taking the exterior product M ⊠n we get an object on X n , which is equivariant with respect to the permutation action of the symmetric group Σ n on X n . (b) We push down the exterior product M ⊠n by the projection p n : X n → X (n) to the symmetric product X (n) to get a Σ n -equivariant object on X (n) , from which one can take the Σ n -invariant sub-object
defined by the projector P = 1 n! σ∈Σn ψ σ =: (−) Σn , where the isomorphisms ψ σ : p n * M ⊠n → p n * M ⊠n for σ ∈ Σ n are given by the action of Σ n on p n * M ⊠n (compare appendix A). Here we use the fact that Σ n acts trivially on X (n) . (c) We push down by a constant map k to a point pt for calculating the invariants we are interested in: 
And these are related by a Künneth formula (compare with Remark 2.2)
Σn for the cohomology (with compact support). These are isomorphisms of graded groups of mixed Hodge structures. For suitable choices of M, M (n) becomes a highly interesting object on the symmetric product X (n) . In this paper we are only interested in genera of M (n) , i.e., invariants defined in terms of the mixed Hodge structure on H * (c) (X (n) ; M (n) ). But for the characteristic class version it will become important to work directly on the singular space X n .
From the isomorphisms (9) of graded groups of mixed Hodge structures we obtain quickly our first main result:
the Hodge numbers, and by
is the n-th symmetric product of M. Then the following formulae hold for the generating series of these invariants:
The definition of the E-polynomial and Hodge numbers h p,q,k (c) (X, M) uses both the Hodge and the weight filtration of the mixed Hodge structure of H k (c) (X, M), and it is known that these invariants can't be generalized to suitable characteristic classes (see [10] ). For characteristic class versions one has to work only with the Hodge filtration F and at the corresponding χ y -genus in Z[y ±1 ]:
(c) and χ 
This is in fact the formula which will be generalized in a forthcoming paper to a characteristic class version.
For the constant Hodge module (complex) M = Q H X we get back (5) and (6) since, as we will show later (see Lemma 5.3),
, and Deligne's and Saito's mixed Hodge structure on H * (c) (X, Q) agree ( [38] ). Here we only need this deep result for X quasi-projective, where it quickly follows from the construction.
But of course we can use other coefficients, e.g. for X pure dimensional we can use a corresponding (shifted) intersection cohomology mixed Hodge module
Then we have similarly that (cf. Lemma 5.4)
More generally, if L is an admissible (graded polarizable) variation of mixed Hodge structures with quasi-unipotent monodromy at infinity defined on a smooth pure dimensional quasi-projective variety U, then this corresponds by Saito's work to a shifted mixed Hodge module
Note that the projection p n : U n → U (n) is a finite ramified covering branched along the "fat diagonal", i.e., the induced map of the configuration spaces on n (un)ordered points in U:
is a finite unramified covering. Therefore (L H ) (n) is also a shifted mixed Hodge module with (L H ) (n) |B(U, n) corresponding to an admissible variation of mixed Hodge structures on B(U, n) (as before). For U ⊂ X a Zariski open dense subset of a quasi-projective variety X, one can extend L H and (L H ) (n) |B(U, n) uniquely to twisted intersection cohomology mixed Hodge modules
Again the shifted complexes
calculate the corresponding twisted Intersection (co)homology. And these are related by (cf. Lemma 5.5)
Thus we get all the generating series formulae also for these (twisted) intersection (co)homology invariants, and in particular for (17) Iχ
. And this polynomial unifies the following invariants:
a (X, L) is the corresponding intersection (co)homology arithmetic genus (with compact support). (y=-1) Assume finally that X is projective of pure even complex dimension 2m, with L a polarizable variation of pure Hodge structures with quasi-unipotent monodromy at infinity defined on a smooth Zariski open dense subset U ⊂ X. If L is of even weight, then the middle intersection (co)homology group
the corresponding Goresky-MacPherson (twisted intersection homology) signature ( [18] ). This identification follows from Saito's Hodge index theorem for IH * (X, L) ( [35, 37] 
Finally, assume in addition that X is projective of even complex dimension, with L a polarizable variation of pure Hodge structures of even weight. Then
Note that the right-hand side of equation (21) is a rational function in t since, by Poincaré duality in twisted intersection homology, the Goresky-MacPherson signature and the intersection homology Euler characteristic have the same parity. In the special case of a projective rational homology manifold X one has IC ′ H X ≃ Q H X and IH * (X) = H * (X), so that we then get back the result (4) by Hirzebruch and Zagier [42] .
Finally, our method of proof also gives the following closely related results: and similarly for χ a (X (n) , F (n) ). Then
(c) Let X and F be as in (a), with X compact and F self-dual with respect to Verdier duality, so that H 0 (X, F ) gets an induced symmetric (non-degenerate) pairing. Assume K ⊂ R and let
be the corresponding signature, and similarly for σ(
, are in general highly complicated objects. For this reason, we give a proof of our results based only on suitable abstract formal properties of the category D b MHM(X), all of which are contained in the very deep work of M. Saito ([35, 36, 37] ). And in this form it applies to other interesting situations as well (like Theorem 1.4). Moreover, the key underlying structures become much better visible in this abstract context. Of course the price we have to pay is exactly this abstraction. But in a forthcoming paper we will show, that exactly this formalism is needed for the characteristic class version of our results from this paper.
In Section 2, we explain the relation between such generating series for suitable invariants and pre-lambda structures on the coefficient theory on a point space. This will give a very quick proof of our results. Moreover, it suggests to also consider the corresponding alternating projector
onto the alternating Σ n -equivariant sub-object (with ψ σ given by the Σ n -action as before).
For a mixed Hodge module complex M ∈ D b MHM(X) on the complex quasi-projective variety X we get a corresponding alternating object
with the following additional property (cf. Lemma 5.7):
is the open inclusion of the configuration space B(X, n) = X {n} of all unordered n-tuples of different points in X. Finally, i is the closed inclusion of the complement of X {n} into X (n) . So in this case one has a Künneth formula (27) H
for the cohomology with compact support. Again these are isomorphisms of graded groups of mixed Hodge structures and, for suitable choices, M {n} |X {n} can become a highly interesting object on the configuration space B(X, n) = X {n} of all unordered n-tuples of different points in X.
{n} |X {n} is a mixed Hodge module complex, whose underlying rational sheaf complex is just the rank-one locally constant sheaf ǫ n on X {n} , corresponding to the sign-representation of π 1 (X {n} ) induced by the quotient homomorphism
{n} |X {n} just as the corresponding variation of pure Hodge structures ǫ n (of weight 0) on the smooth variety X {n} . Similarly, one gets for a pure dimensional quasi-projective variety X, with L is an admissible (graded polarizable) variation of mixed Hodge structures with quasi-unipotent monodromy at infinity defined on a smooth Zariski open dense subset of X (cf. Remark 5.6): 
More generally, we follow in Section 2 Atiyah's approach [1] to power operations in K-theory. In this way we can extend operations like symmetric or alternating powers from operations on the "coefficient pre-lambda ring" to a method of introducing very interesting coefficients like M (n) , M {n} on the symmetric products X (n) . In particular we get such coefficients related to the corresponding Adams operations Ψ r ! In Section 3 we explain another proof of Corollary 1.2 based on equivariant genera and (abstract) "trace homomorphisms". This second proof will be generalized in a forthcoming paper to get the corresponding results for characteristic classes. Finally, two appendices are used to keep some technicalities out of the way. In appendix A we collect in an abstract form the categorical notions needed to formulate and prove our main results about the relation between exterior products and equivariant objects. We also indicate why this can be applied to our main examples of derived categories like
In appendix B we collect the technical points about (the derived category of) mixed Hodge modules needed for our results in this introduction.
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2. Symmetric products and pre-lambda rings 2.1. Pre-lambda rings. We work on an underlying geometric category space of spaces (with finite products × and terminal object pt), e.g., the category of complex quasiprojective varieties (or compact topological or complex analytic spaces) with coefficients in a category A(−) satisfying the following assumptions: (Q-lin) A(−) is a pseudo-abelian Q-linear additive category, together with (ext) a suitable Q-bilinear "exterior product" structure
And these have to satisfy suitable compatibilites as explained in Appendix A. In categorical terms it means that the cofibered category A op /space associated to the covariant pseudofunctor (−) * (with objects (X, M) for X ∈ ob(space) and M ∈ A(X)) becomes a symmetric monoidal category with the product
such that the projection functor onto the first component is a strict monoidal functor. Then the n-th exterior product
becomes a well-defined Σ n -equivariant object on X n .
As explained in the appendices A and B, this is for example the case in the quasi- To get an important Künneth formula like (9) above, we assume that the Künneth morphism is an isomorphism, at least for constant morphisms k : X → pt to the terminal object pt ∈ ob(space). Again this is allways the case in our examples (compare with the references given in appendix A). This allows the calculation of our invariants for M ∈ A(X) in terms of those for k * M ∈ A(pt), since then
Finally, the "pseudo-abelian Q-linear additive" structure is used for defining the projector
with p n the projection on the symmetric product X (n) , and the isomorphisms ψ σ coming from the symmetric group action (as explained in appendix A). We call M (n) the n-th symmetric product of M. Note that the image of an object acted upon by a projector P as above is functorial under Σ n -equivariant morphisms. For example, if we let
be the constant map to a point, then for any M ∈ A(X) we have:
Note that we do not need an "interior product", i.e. a "tensor structure" on A(−) for a space X n or X (n) , which in general doesn't exist (e.g. for perverse sheaves, coherent sheaves or a compatible duality on singular spaces). But on a point space pt, we get from the "exterior product" such a "tensor structure" ⊗ so that on a point we are working with a "pseudo-abelian Q-linear tensor category" (A(pt), ⊗). And this is important, since it gives a canonical pre-lambda structure onK 0 (A(pt)) ( [23] ), which will be the key for our results :
In the applications we will take V = k * M, for which (by using (32) and (34)) we have:
HereK 0 (−) denotes the Grothendieck group of an additive category viewed as an exact category by the split exact sequences corresponding to direct sums ⊕, i.e. the Grothendieck group associated to the abelian monoid of isomorphism classes of objects with the direct sum. ThenK 0 (A(pt)) becomes a commutative ring with unit 1 pt and product induced by ⊗, whereasK 0 (A(X)) becomes aK 0 (A(pt))-module by ⊠. And a pre-lambda structure on a commutative ring R with unit 1 just means a group homomorphism
with σ 1 = id R , where "·" on the target side denotes the multiplication of formal power series. So this corresponds to a family of selfmaps σ n : R → R (n ∈ N 0 ) satisfying for all r ∈ R: σ 0 (r) = 1, σ 1 (r) = r and σ k (r) =
Remark 2.1. In the case when A(pt) is also an abelian category with ⊗ exact in both variables, this pre-lambda structure even descends to the usual Grothendieck group
with direct sum for all short exact sequences. For a short exact sequence
one can introduce an increasing two step filtration on V:
Then by the exactness of ⊗ and of the projector P one gets an induced filtration F on (V ⊗n ) Σn with (compare [13] [Part II, sec.
1.1]):
Similarly, for the (symmetric bimonoidal) category space one gets on the Grothendieck group (K 0 (space), ∪) associated to the abelian monoid of isomorphism classes of objects with the sum coming from the disjoint union ∪ (or categorical coproduct) and the product induced by ×, the structure of a commutative ring with unit [pt] and zero [∅] . And for our category space = var/C of complex quasi-projective varieties (or compact topological or complex analytic spaces) we also get a pre-lambda ring structure onK 0 (var/C) by the Kapranov zeta function ( [24] ):
). In fact this pre-lambda ring structure factorizes in the context of complex quasi-projective varieties also over the motivic Grothendieck group Finally, also the Laurent polynomial ring
r ] in r variables (r ≥ 0) becomes a pre-lambda ring (compare e.g. [19] and [22] [p.578]) by
Since the cohomolgy (with compact support) is additive under disjoint union:
, we get in the context of complex quasi-projective varieties a group homomorphism
And by the usual Künneth isomorphisms (which respects the underlying mixed Hodge structures of Deligne), h (c) is even a ring homomorphism! Then the generating series (5) for h c (or its counterpart for h following from Theorem 1.1) just tells us the well known fact (compare [19] ) that h (c) is a morphism of pre-lambda rings! And the corresponding morphism of pre-lambda rings e c factorizes over the motivic Grothendieck ring:
because the long exact sequence for the cohomology with compact support
for Z ⊂ X a closed subvariety is an exact sequence of mixed Hodge structures. (For applications of this to the associated power structures compare with [19] .) Theorem 1.1 asserts that we can factorize these as homomorphisms of pre-lambda rings
Here K 0 (MHM(pt)) is the Grothendieck group of the abelian category MHM(pt), with can induced by the alternating sum of cohomology objects of a complex. The fact that the group homomorphisms on the left side (compare [10] [sec.5]):
for ? = * , ! are ring homomorphisms of pre-lambda rings follows from (14), (32) and (34) .
where the following notations are used: (a) For an additive (or abelian) tensor category (A, ⊗), Gr − (A) denotes the additive (or abelian) tensor category of bounded graded objects in A, i.e. functors G : Z → A, with G n := G(n) = 0 except for finitely many n ∈ Z. Here
with the Koszul symmetry isomorphism (indicated by the − sign in Gr − ): (C) ) is the functor of taking the associated bigraded finite dimensional C-vector space
This is again a functor of additive tensor categories, if this time we use the induced symmetry isomorphism without any sign changes.
] is given by taking the dimension counting Laurent polynomial
with k the degree with respect to the grading in Gr − . In fact this corresponds to the sign choice of numbering by (−z) k in this definition.
Remark 2.2. The fact that total cohomology functor
H * : D b MHM(pt) → Gr − (MHM(pt)
) is a tensor functor corresponds to the Künneth formula
Together with (32) and (34) 
this implies the important Künneth isomorphism (9) from the introduction.
Note that all functors in (a)-(e) are functors of Q-linear tensor categories, so that they induce ring homomorphisms of the corresponding Grothendieck groupsK 0 (−) respecting the corresponding pre-lambda structures (35) . Therefore, Theorem 1.1 follows from the following Proposition 2.3. The ring homomorphism
is a homomorphism of pre-lambda rings.
Proof. Since h is a ring homomorphism, it is enough to check the formula
for the set of generators given by the one dimensional graded vector spaces L = (L p,q ) k =: L p,q,k sitting in degree (p, q, k). Here we have to consider the two cases when k is even or odd, each giving a different meaning to ((−) ⊗n ) Σn because of the graded commutativity. For k even, ((−) ⊗n ) Σn corresponds to the n-th symmetric power Sym n (−), whereas for k odd it corresponds to the n-th alternating power Alt n (−). For k even we get
Then Proposition 2.3 follows, since by the definition (37) we get
Exactly the same method also gives a proof of Theorem 1. 
Here χ is the usual Euler charcateristic, with H * once more a functor of tensor categories by [6] [thm.41, cor.4.4]. And Z is endowed with the pre-lambda structure σ t (a) = (1−t) −a . Only the proof of Theorem 1.4(c) needs a small twist. We use the factorization
HereW 0 (−) denotes the Grothendieck-Witt group of isometry classes of symmetric selfdual objects in the underlying additive category with duality, with addition coming once more from the direct sum ⊕. In other words this is the Grothendieck group associated to the abelian monoid of isomorphism classes of symmetric self-dual objects with the direct sum. On D b c (X) we use Verdier duality with its natural biduality isomorphism. Note that Verdier duality commutes with the pushdown f * := Rf * = Rf ! for proper maps (e.g. a constant map on a compact space) and with exterior products (compare [10, 39] ∨ of finite dimensional vector spaces (with the corresponding biduality isomorphism), so that the transformation H * commutes with duality. Finally the ring homomorphism σ :W 0 ((vect f (K)) → Z is given by the signature of the underlying vector space with symmetric duality pairing.
Here we are working with vector spaces over a base field K ⊂ R. Note that (−) ∨ :
) get the structure of pre-lambda rings using the same definition of σ t via symmetric powers (e.g. compare [31, 32] )
(Note that this doesn't factorize over the usual Witt ring W 0 (−) =W 0 (−)/(hyperbolic) which one gets by dividing out the isometry classes of hyperbolic spaces.) Moreover, the map induced by H * is compatible with these pre-lambda ring structures, since H * also commutes with duality and ⊗. Then Theorem 1.4(c) follows from the following
Proposition 2.4. The following formula holds for
[V] ∈W 0 (Gr − (vect f (K))): (40) 1 + n≥1 σ (V ⊗n ) Σn · t n = (1 + t) σ(V)−χ(V) 2 (1 − t) σ(V)+χ(V) 2 ∈ Z[[t]] ,with χ :W 0 (Gr − (vect f (K))) → Z
the Euler characteristic of the underlying graded vector space.
Proof. Since σ, χ are ring homomorphisms, it is enough to check that formula (40) holds for a set of generators ofW 0 (Gr − (vect f (K))). Indeed, both sides of (40) behave correctly under direct sums. Here we work with the following set of generators:
(a) A one dimensional graded vector spaces V = L sitting in degree k = 0, with
Again we have to consider the two cases when k is even or odd, each giving different meaning to ((−) ⊗n ) Σn because of the graded commutativity. For k even, it corresponds to the n-th symmetric power Sym n (−), whereas for k odd it corresponds to the n-th alternating power Alt n (−). In case (a) we get
For σ(L) = 1 we get (with χ(L) = 1):
and for σ(L) = −1 we get (with χ(L) = 1):
In case (b) we get for k even (compare [32] [cor.5.2, prop.5.6]):
σ(Sym n (V)) = 0 , for n odd, 1 , for n even.
Together with σ(V) = 0 and χ(V) = 2 one gets
In case (b) we finally get for k odd (compare [31] [cor.11.5, prop.11.6]):
Together with σ(V) = 0 and χ(V) = −2 one gets
Lets come back to abstract context. As soon as one has the pre-lambda structure σ t from (35) onK 0 (A(pt)), it is also natural to look at the opposite pre-lambda structure
the projector onto the alternating Σ n -equivariant sub-object (and ψ σ as before). This opposite pre-lambda structure λ t is sometimes more natural, e.g. it is a lambda structure [23] [lem.4.1]. We call
the n-th antisymmetric product of M ∈ A(X). For the constant map k : X (n) → pt we get as in (34) (with P = P alt ):
Then Corollary 1.5 follows directly from (26), Theorem 1.1 and the relation λ t = σ −1 −t .
Adams operations for symmetric products.
A natural way to extend such operations like symmetric or alternating powers from operations on the pre-lambda rinḡ K 0 (A(pt)) (or K 0 (A(pt))) to a method of introducing very important coefficients like M (n) , M {n} on the symmetric products X (n) , follows Atiyah's approach [1] to power operations in K-theory. In particular, one gets coefficients related to the corresponding Adams operations Ψ r , which are behind the formulae (11),(13) (or their counterparts (30) , (31)), if these are formulated in terms of an exponential. For a pre-lambda ring R this is the well-known formula (cf. [25, 15] ):
following from the definition of Ψ r : k ] in k variables with the pre-lambda structure (37) is given by (compare e.g. [19] ):
and Ψ r (χ
Assume now that A(−) takes values in a Karoubian Q-linear category. Since Σ n acts trivially on the symmetric product X (n) , one has the following decomposition (compare [15] 
for the Grothendieck group of Σ n -equivariant objects in A(X (n) ). In fact this follows directly from the corresponding decomposition of V ∈ A Σn (X (n) ) by Schur functors
with V λ the irreducible Q-representation of Σ n corresponding to the partition λ of n.
This fact is used in the following definition of an operation
associated to a group homomorphism
on the rational representation ring of Σ n .
Definition 2.6. Let the group homomorphism
be given. Then we define the operation φ X : ob(A(X)) →K 0 (A(X (n) )) as follows:
Remark 2.7. Note that φ X (V) only depends on the isomorphism class of V ∈ A(X). In fact, one has an induced map
on the level of Grothendieck groups, which factorizes over φ X :
case A(−) takes values in a Q-linear abelian category, with p n * and ⊠ an exact functor (in both variables). This just follows from the corresponding result for
which in this paper we only prove for the case X = pt needed for our genera.
Proposition 2.8. For X = pt one gets an induced self-map
on the Grothendieck groupK 0 (A(pt)).
Proof. Since A(−) takes values in a Karoubian Q-linear category, one has for a space Z with a trivial G-action for subgroups
so that it agrees on the level of Grothendieck groups with the map
coming from the usual induction homomorphism Ind
so that the total power map
induces a morphism of commutative semigroups from the isomorphism classes of objects in ob(A(pt) with the direct sum ⊕ to the group of special invertible power series in
with the power series multiplication. Here
is the total (commutative) representation ring (compare e.g. [25] ) with the cross product
So the total power map induces a group homomorphism
whose projection onto the summand of t n gives us the n-th power map on the level of Grothendieck groups.
From the inclusion Σ i × Σ j → Σ i+j one gets homomorphisms
and hence by duality
And this turns
Rep Q (Σ) * := ⊕ n≥0 Rep Q (Σ n ) * into a commutative graded ring ( [1] ). Denoting by
the operation ring of self-maps ofK 0 (A(pt)) (with the pointwise addition and multiplication), the group homomorphisms
extend additively to a ring homomorphism
Note that any element g ∈ Σ n induces a character φ := tr(g) : Rep Q (Σ n ) → Z and therefore an operation onK 0 (A(pt)) by taking the trace of g in the corresponding representation. And tr(g) depends of course only on the conjugacy class of g ∈ Σ n . The most important operations are the following (compare [1] ):
σ: The homomorphisms σ n :=
is an n-cycle, then tr(g) corresponds by [1] [cor. 1.8 ] to the n-th Adams operation Ψ n :K 0 (A(pt)) →K 0 (A(pt)) associated to the pre-lambda structure σ t (or λ t depending on the chosen conventions). Finally Rep Q (Σ) * is a polynomial ring on the generators {σ n |n ∈ N} (or {λ n |n ∈ N}), and Rep Q (Σ) * ⊗ Z Q is a polynomial ring on the generators {Ψ n |n ∈ N} ([1]) .
The important point for us is the fact that we have corresponding "coefficients" for M ∈ A(X) on the symmetric products: Definition 2.9. The group homomorphisms φ ∈ Rep Q (Σ) * discussed above induce the following "coefficients" on the symmetric products X (n) :
The (anti)symmetric powers M (n) , M {n} already appeared before. And the Adams operations are needed for the formulation of our last result of this section. 
Moreover we have the following isomorphisms inK 0 (A(pt)):
Here the isomorphisms in the last part of the theorem follow from the fact that the decomposition (46) of the Grothendieck group of Σ n -equivariant objects is functorial under maps between spaces with trivial Σ n -action, e.g. the constant map k :
Formula (50) is a consequence of (44) by using the pre-lambda structure from (35) . Formula (51) follows then by using the opposite pre-lambda structure (41).
Equivariant genera and trace homomorphisms
In this section we explain a different proof of Corollary 1.2 and Theorem 2.10, based on equivariant genera and (abstract) trace homomorphisms. This proof follows a standard strategy for obtaining generating series formulae (e.g., it was used by Moonen or Zagier for proving their results), and it is the one that will be generalized in a forthcoming paper to corresponding results for the Hirzebruch classes of Brasselet-Schürmann-Yokura [10] .
Since the symmetric group Σ n acts graded anti-symmetrically on H *
⊗n , it makes sense to take traces of this action. So we can define equivariant Hodge genera by (compare [11] ):
In order to simplify the expressions below, in what follows we leave out the reference to C-coefficients when taking the Hodge filtrations into account.
Proof.
where the equality labeled ( * ) follows from the fact that (9) is an isomorphism of graded groups of mixed Hodge structures, identifying H *
Σn with a sub-mixed Hodge
, that is, k r is the number of length r cycles in σ and n r=1 k r · r = n, then
with σ r = (12 · · · r) an r-cycle.
Proof. This is immediate from properties of the trace and from the Künneth isomorphism
where the tensor product of the right-hand side term runs over the positive integers r appearing in the partition condition n r=1 k r · r = n. Note that the isomorphism (55) is compatible with the mixed Hodge structures.
Therefore it suffices to understand the equivariant Hodge genera χ 
The same reasoning applies to the abstract context of Theorem 2.10 by using "abstract trace homomorphisms", i.e. the operations φ pt ∈ Op(K 0 (A(pt))) of Proposition 2.8 coming from a character φ = tr(g) : Rep Q (Σ n ) → Z. Indeed, Lemma 3.1 corresponds to taking the projector onto the symmetric part
Lemma 3.2 corresponds to the fact that the map (49)
is a ring homomorphism. So for σ of cycle-type (
Finally, equation (56) just corresponds to the abstract Adams operation onK 0 (A(pt)): Putting everything together we now obtain Corollary 1.2 as follows. For a given partition Π = (k 1 , k 2 , · · · , k n ) of n, i.e., n = r k r · r, denote by N Π the number of elements σ ∈ Σ n of cycle-type Π. It is then easy to see that
Here the first vertical arrow is induced from the decomposition (46) of the equivariant Grothendieck group:K
It follows that
= exp
Exactly the same arguments yield a proof of Theorem 2.10 by substituting [
Appendix A: Exterior products and equivariant objects
In this appendix we collect in an abstract form the categorical notions needed to formulate and prove our main results, about the relation between exterior products and equivariant objects. Here we work over a category space of spaces, which for us are the quasi-projective complex algebraic varieties X. But the same arguments also apply to other kinds of categories of "spaces", e.g., (compact) topological or complex analytic spaces.
4.1. Cofibered Categories. Let space be a (small) category with finite products × and terminal object pt (corresponding to the empty product). The universal property of the product × makes space into a symmetric monoidal category [8] [sec.6.1], i.e., for X, Y, Z ∈ ob(space) there are functorial isomorphisms
such that s 2 = id and the following diagrams commute:
is defined by
Then the associativity of the composition follows from (PS3) above, whereas (id, e −1 ) becomes the identity arrow by (PS1) and (PS2). The projection p : A/space → space onto the first component defines a functor making A/space into a cofibered (or sometimes also called opfibered) category over space, with A(X) isomorphic to the fiber over X.
Sometimes it is more natural to work with the opposite arrows in A(X) and to think of (−) * as a pseudofunctor with "values" in the opposite category A op (−). Then the pairs (X, M) with X ∈ ob(space) and M ∈ A(X) become a category A op /space, were a morphism (f, φ) :
is then defined by
with (id, e) the identity arrow.
Equivariant objects.
Suppose that the group G, with unit 1, acts (from the left) on X, i.e. we have a group homomorphism φ : G → Aut space (X). Then a G-equivariant object M ∈ A(X) is by definition given by a family of isomorphisms
such thatφ
This just means that (X, M) ∈ ob(A/space) has a G-action given by a group homomorphismφ : G → Aut A/space ((X, M)). With the obvious morphisms, this defines the category A G (X) of G-equivariant objects in A(X). If G acts trivially on X, i.e., g = id X for all g ∈ G, then this corresponds to an action of G on M in A(X), i.e., a group homomorphism φ : G → Aut A(X) (M). For a G-equivariant morphism f : X → Y of G-spaces one gets an induced functorial push down f * :
, defining a covariant pseudofunctor on the category G − space. If we prefer to work with A op , we can use the isomorphismsψ
Then a G-equivariant object M ∈ A G (X) corresponds to a G-action on (X, M) in ob(A op /space) given by a group homomorphismψ : M) ). If G acts trivially on X, then this corresponds to an action of G on M in A(X), i.e. a group homomorphism ψ : G → Aut A(X) (M) given by isomorphisms
And this is the version needed in this paper for Σ n -equivariant objects on symmetric products X (n) .
Assume now that A/space (or A op /space) has the structure of a symmetric monoidal category such that the projection p : A/space → space (or p : A op /space → space) onto the first component is a strict monoidal functor. So we have a functorial "product" or "pairing"
together with associativity, unit and symmetry isomorphisms a, l, r, s in A/space (or A op /space) satisfying s 2 = id, (57), (58), (59) and (60). If we identify pt n with pt by the natural projection isomorphism p n * : pt n ∼ → pt, then A(pt) becomes a symmetric monoidal category with unit 1 pt ∈ A(pt) and product
Similarly one gets for M ∈ A(X) the Σ n -equivariant object M ⊠n ∈ A(X n ) corresponding to the Σ n -equivariant object (X, M) n in A/space (or in A op /space)! 4.3. Künneth morphisms. If one looks at the morphisms (f, id f * M ) :
functorial in M ∈ ob(A(X)) and M ′ ∈ ob(A(X ′ )). In many examples, Kue is an isomorphism and one can easily switch between both viewpoints. In all our applications, one has a natural Künneth morphism
so that we have to work with a pseudofunctor with "values" in the opposite category A op (−). So we only spell out for this case where such a symmetric monoidal structure on A op /space (over (space, ×)) really comes from. First of all the "pairing" or bifunctor
Then the associativity, unit and symmetry isomorphisms a, l, r, s in A op /space are given by isomorphisms functorial in M ∈ A(X), M ′ ∈ A(Y ) and M ′′ ∈ A(Z):
And these have to be compatible with the Künneth morphism (65) according to the functoriality of ⊠ given by (64). Note that for the definition of ⊠, we only have to work over the symmetric monoidal subcategory space iso of space, with the same objects and only all isomorphisms as morphisms. In this case one can easily switch between covariant and contravariant pseudofunctors using f * := (f −1 ) * . op /space. The same arguments also work for constructible sheaf complexes in the context of real geometry for semialgebraic or compact subanalytic sets, and for stratified maps between suitable compact stratified sets [39] . (MHM*) We are working with the derived category A(X) := D b (MHM(X)) of bounded complexes of mixed Hodge modules in the complex algebraic context [35, 37] . Here we are using Saito's functors ⊗ and f * , f * to get a symmetric monoidal structure on (D b (MHM)) op /space.
Also note that in all these three examples the Künneth morphism Kue is an isomorphism (compare e.g. with [7] [thm.2.1.2] for the case (coh*), using the fact that a projection X × X ′ → X is a flat morphism, [39] [sec. 1.4] for the case (c*) and [35, 37] for the case (MHM*))! Example 4.3 (base change + projection morphism). This time the pseudofunctor f * := f ! is endowed with a natural projection morphism
and a natural base change morphism 
In the same way one gets the Künneth morphism for id X × f ′ using the symmetry isomorphism s, and the Künneth morphism for (f × f ′ ) = (f × id X ′ ) • (id X × f ′ ) follows by composition.
For example, the structure of a "Green functor" in the sense of [16] for the pair of functors (−) * , (−) ! is more than enough. The projection morphism comes from [16] arises from a splitting F ≃ K ⊕ I, with P| K = 0 and P| I = id.
in fact an isomorphism. Notice that this is equivalent to showing that the cone ofin the abelian category MHM(X n ). By applying the exact functor p n ! = p n * for the finite (hence proper) map p n : X n → X (n) to the sequence of (79), we obtain the sequence (80) p n! (j n ) ! M ⊠n ։ p n * (j n ) ! * M ⊠n ֒→ p n * (j n ) * M ⊠n in the abelian category MHM(X (n) ). Lastly, using the identities p n * (j n ) * = j ′ * p ′ n * and p n! (j n ) ! = j ′ ! p ′ n! , with p ′ n! = p ′ n * for the finite map p ′ n , we easily obtain (78). Since in the abelian category MHM(−) the projector P of (72) is also exact in short exact sequences of Σ n -equivariant mixed Hodge modules, it commutes with the functor j ′ ! * , and it follows that: j
≃ P(p n * (j n ) ! * M ⊠n )
≃ P(p n * (j ! * M) ⊠n ) = (j ! * M) (n) .
Finally, for M = Q H U and by using Lemma 5.3, we obtain:
The arguments used in the proof of Lemma 5.4 can also be adapted in order to describe the complex (IC ′ H X (L)) (n) ∈ D b MHM(X (n) ), for L an admissible variation of mixed Hodge structures defined on a smooth Zariski-open dense subset U of X. Note that even if U n is smooth, U (n) is singular, and extra care is needed in order to make sense of L (n) , where we also denote by L the complex of mixed Hodge modules in D b MHM(U) corresponding to the admissible variation (cf. [35] ). However, in the notations of Lemma 5.4, the finite projection p ′ n : U n → U (n) is a small map, so that outside the "fat diagonal", i.e., on the configuration space on n ordered points F (U, n) := {(x 1 , x 2 , · · · , x n ) ∈ U n | x i = x j for i = j}, it restricts to a finite covering map p ′′ n : F (U, n) → B(U, n) := F (U, n)/Σ n of complex manifolds. It then follows that p ′′ n * (L ⊠n | F (U,n) ) is an admissible variation of Hodge structures on B(U, n) and we can define as before:
Lemma 5.5. With the above notations, the following isomorphism holds
And the stalk cohomology H k (F {n} x ) is just a direct summand of H k ((p n * F ⊠n )x) defined by the alternating projector. So it suffices to show that for eachȳ ∈ p
Sincex = (x 1 , . . . , x n ) ∈ X (n) \B(X, n), there is for eachȳ ∈ p −1 n ({x}) a transposition τ ∈ Σ n fixingȳ. This implies that H k (F ⊠n y ) is invariant under the symmetry isomorphism H k (ψ τ ) coming from the Σ n -action. On the other hand, by the definition of the alternating projector, H k (F {n} x ) is invariant under the isomorphism −H k (ψ τ ). Since these are Q-vector spaces, there is no 2-torsion and the above facts imply the vanishing of
