Plant phenotyping is widely used to identify the genotype differences and the environmental conditions of plants. These pieces of information can be gathered by various sensors conveniently and easily. The similarity evaluation of phenotypic data is essential for category classifications and stress sensitivity analysis of plants. Chrysanthemum is a flower with great varieties and petal types. The similarity evaluation of chrysanthemum flowers plays a key role in the phenotypic research. For improving the performance and effectiveness of phenotypic similarity evaluation of high-throughput chrysanthemum flower images, this paper proposes an end-to-end based low dimensional binary embedding framework by using deep learning and hash encoding approaches. Within this framework, compact binary codes are learned by deep convolutional neural networks. Firstly, features of chrysanthemum images are extracted by deep neural networks, then a binary layer is embedded for converting the features into lower dimensional bit codes. Finally, the phenotypic similarity of the chrysanthemum flower is evaluated in Hamming space with the binary codes. Extensive experiments are conducted and the results show that the performance and effectiveness of similarity evaluations are improved greatly. In summary, our research provides an end-toend pipeline for the similarity evaluation of chrysanthemum petal phenotypes, and the proposed method is practically applicable to the high-throughput similarity evaluation. The proposed method can be used as a foundation for the in-depth research on chrysanthemum flower petals as well.
I. INTRODUCTION
Plant phenotyping is considered as an approach to identify the complex interactions of genotype and the environmental conditions over plants [1] . Generally, plant phenotyping specifies the foundations of plant taxonomy, description of plant names, and classifications of plant categories by identifying major differences between appearances, structures, and behaviors. Due to its usefulness, plant phenotyping has drawn more attentions in plant sciences [2] . As various sensor appliances have been developed, plant phenotypic data can be easily collected and used to analyze the plant phenotypic The associate editor coordinating the review of this manuscript and approving it for publication was Yuedong Xu . traits in a high-throughput way [3] - [5] . However, massive phenotypic data may lead to the difficulties in analyzing these data [1] , [6] . Therefore, research works on phenotypic data analysis have been studied by using machine learning techniques [7] - [11] .
The similarity evaluation is an important issue in machine learning due to its capability of identifying the correspondences and relations between various attributes [12] . In plant sciences, similarity evaluations have been used to measure the sensitivity of plant stresses between control and stressed plants [13] , [14] , classify plant categories [15] , identify the association of genotypes and phenotypes with rare plant diseases [16] , predict plant-soil feedbacks [17] and so on.
Bergamo et al. [18] pointed out that phenotypic similarity was the most important variable of convergent evolution for plant species.
On the basis of similarity evaluations, a study on chrysanthemum flowers similarity is conducted in this paper. Chrysanthemum is a flower with great varieties and petal types [19] - [21] . The variety of chrysanthemum species leads to great difficulties in classifying its types [21] . Therefore, the similarity evaluation of chrysanthemum flowers plays an important role in its phenotypic researches. However, the performance and effectiveness of the high dimensional evaluation is a critical problem because of two main challenges: semantic feature extractions and efficiency of computations.
Traditionally, features of images are extracted by SIFT-based models. However, the SIFT model has insufficient capabilities of feature representations [22] . Thus, the deep learning method of convolutional neural network has been adopted by researchers to extract semantic features of images due to its success in the powerful feature representation [23] , [24] . Meanwhile, the hashing approach provides an effective way to improve the computation efficiency by transforming data from a high-dimensional level into a low-dimensional representation [25] .
There are two hashing approaches: data-independent hashing [25] , [26] and data-dependent hashing [27] . Deep learning based hashing refers to the latter one and it is now springing up in the aspects of computer version and image processing [28] - [37] . The deep hashing approach uses multiple hierarchical non-linear transformations to learn binary codes, so that the nonlinear relationship of training data can be well exploited [29] , [31] . These methods can be categorized into supervised deep hashing [28] - [30] , [34] , semi-supervised deep hashing [33] , [36] and unsupervised deep hashing [37] . For example, Zhu et al. [28] proposed an architecture of supervised hashing by using the Bayesian framework and multiple convolution-pooling layers to capture image representations, finally a fully-connected hashing layer is used to generate compact binary hash codes. Liu et al. [29] proposed a supervised hashing method to learn compact similaritypreserving binary codes from images. Tan et al. [30] proposed an end-to-end deep neural network for supervised hashing and integrated three components: feature extraction, the dimension reduction and the binary learning. Li et al. [31] proposed a pairwise loss function with additional binary constraints to improve the representation ability of hash codes. Sapkota et al. [32] introduced a convolutional neural network for low dimensional feature embedding to learn binary codes. Within this framework, discriminative representations of histopathological images are learned in low dimensional features space. Wang et al. [35] devised a framework to learn multi-level non-linear transformations for obtaining image features. These features are then combined with the top-layer information for the purpose of retrieving images. Zhang et al. [36] introduced a semi-supervised deep hashing approach to perform hash function by simultaneously preserving semantic similarity and underlying data structures.
Zhu et al. [37] proposed a novel deep hashing approach of hash function learning and global features learning in an unsupervised manner for unsupervised image retrieval. However, the above deep neural network frameworks and optimization methods are not devised specifically for the similarity evaluation of chrysanthemum flower petals.
In this manuscript, we propose an end-to-end based low dimensional binary embedding framework to improve the performance and effectiveness in the task of the chrysanthemum flower petal similarity evaluation. Firstly, we collect the images of chrysanthemum petals and devise a convolutional neural network for extracting the features. Then, these images are converted into binary codes for the chrysanthemum petal similarity evaluation by median thresholding for binary code balancing. For modeling the similarity matrix, the k-neighborhood based graph is constructed, and at the same time the outliers and mislabelled instances are filtered. We optimize the parameters of our framework, meanwhile, for improving the effectiveness of feature extraction, the L 1 -norm and L 2 -norm regularizations are tested and compared with the hash loss function. Extensive experiments are performed and compared to testify the performance and effectiveness of the proposed framework. Though our proposal is currently a prototype, it shows great potentials for the chrysanthemum phenotypic research.
The novelty of our work is summarized as follows.
(1) To our knowledge, this is the first work for plant similarity evaluation with deep hashing. We also demonstrate that our approach achieves great results for the task of chrysanthemum similarity evaluation.
(2) We propose a convolutional neural network framework suitable for chrysanthemum similarity evaluation with hashing technique. We present a novel method for chrysanthemum similarity matrix construction and hash function by median thresholding, which is used to optimize the binary code balancing.
(3) Extensive experiments are conducted, and the results demonstrate that our method achieves great performance of similarity evaluations with the L 1 -norm regularization for extracting the feature of chrysanthemum petals.
The rest of this paper is organized as follows. In Section II, we introduce the background of hashing approaches. In Section III, the processing procedures and the hashing embedding framework are explained. In Section IV, the effectiveness and performances are tested by extensive experiments. Finally, the conclusions are drawn in Section V.
II. BACKGROUND
Hashing is a popular method used to encode high-dimensional data into binary codes while preserving the similarity. Recently, hashing approaches have attracted much attention for the reason of the rapid growth of high-dimensional data, such as image and video data on the web. It is one of the most promising ways for similarity searching due to its low computational cost and compact storage efficiency for big data. The hashing approaches for similarity evaluations can be categorized as data-independent and data-dependent hashing. The data-independent hashing is a traditional approach, and the representative method is locality sensitive hashing (LSH) [25] , [26] . The data-dependent hashing is a learning based method, and machine learning techniques are usually employed to learn hashing functions to map samples into binary codes [27] , [38] . The data-dependent hashing approach aims at learning a group of hash functions from the given data and minimizing the search cost and the space cost. These methods guarantee that the nearest neighbor search result in the hash coding space is as close as the results in the original space [39] , [40] .
A. LOCALITY-SENSITIVE HASHING
Locality-sensitive hashing [25] is a data-independent hashing approach. It is used to search the approximate nearest neighbor with high dimensional data. LSH is able to map data points in high-dimensional space into a low one and preserve the similarity between points in the original space.
An LSH family H is defined for a metric space M = (M , d), a distance threshold r > 0 and an approximation factor > 0. The H represents a family of hash functions h : M → S which maps elements from the metric space to a bucket s ∈ S. Given probability values p 1 and p 2 while p 1 > p 2 , for two points x, y ∈ M, the hash function h ∈ H is chosen uniformly and randomly. The hash family H is called (r, (1 + )r, P 1 , P 2 )-sensitive if it fulfills the following two conditions:
The hash functions of LSH vary in different distances and similarity metrics [41] . The advantage of LSH lies on its constant detection time, low-memory requirement, and simple implementation. However, the performance of LSH depends on the distance metrics and is inefficient for a certain dataset, leading to great difficulties for improving the performance and effectiveness further [42] , [43] .
B. LEARNING BASED HASHING
For resolving the limitations of data-independent hashing approaches, learning based hashing approaches are proposed, which utilize the distribution of the data to design more efficient hash functions [44] . Learning based hashing approaches usually convert the data into binary codes and aim at mapping data points from the high-dimensional space to the lower Hamming space while preserving the similarity.
In binary based hashing, a hash function h : R D → {−1, 1} is defined in Eq.1 to map D-dimensional instances into binary codes. It is assumed that a dataset X = {x n } N n=1 is given where each data point x ∈ R D , the hash function satisfies Eq.2.
In Eq.2, Pr() is the possibility function and sim() is the similarity function of x i and x j . To improve the search quality, a set of K hash functions,
. The K binary codes can preserve the semantic structure of data points much better [41] .
The task of learning hash function y = h(x) is to map the data item x to a compact code y, assuring that the nearest neighbor search result for a query q is as close as the true nearest search result. The essence of learning based hashing is to preserve the similarity, i.e., minimizing the gap of the similarities between the original space and the hash coding space.
Due to the great successes in deep neural network for feature representation learning, deep learning based hashing algorithms have been widely studied. The core of deep hashing learning relies on the loss function and the binary coding methods, so that the bits can satisfy properties of code balance and code un-correlations [44] , [45] .
III. THE PROPOSED METHODS

A. PROCESSING PROCEDURE AND EMBEDDING FRAMEWORK
The processing procedure for chrysanthemum petal similarity evaluations works under an end-to-end manner, which embeds the chrysanthemum flower features into a low dimensional binary space. The processing procedure and the embedding framework is shown in Figure 1 .
The processing procedure works in pipeline, which is composed of two steps: 1)off-line training and binary encoding; 2)on-line similarity evaluations. Firstly, the chrysanthemum image data are trained by convolutional neural networks (CNN), then the binary codes are generated at the last layer for the chrysanthemum flower image data, thus the discriminative representations and compact binary codes can be obtained at this stage. Afterwards, the similarity of chrysanthemum petals is evaluated on-line within Hamming space. The distance results between the query and the data are evaluated and ranked according their Hamming distance, finally the top-k instances are returned.
From the framework in Figure 1 , the convolutional neural networks model adopts 5 convolution-pooling layers and 2 fully connected layers. Additionally, the binarizing layer is followed to generate the binary codes. The binary embedding framework is presented in Figure 2 and the parameters of each layer are summarized in Table 1 . The size of the input chrysanthemum image in Figure 2 is 3-D data of 64 * 64 pixels with R, G, and B channels in the first convolutional layer. In each convolutional layer, the local response normalization(LRN) [46] is used to prevent data over-fitting after rectified linear unit (ReLU) excitations. It is assumed that a i x,y is the activity of a neuron computed by applying kernel i at position (x, y) and then applying the ReLU excitation, the response-normalized activity b i x,y can be given in Eq. 3.
In Eq. 3, the sum runs over n adjacent kernel maps at the same spatial position, while N is the total number of kernels in the layer, hyper-parameters of k, n, γ and β are pre-set constants before training the model.
For the pool layer, the max-pooling approach [47] is used to maximize the feature points in the neighborhood. The pool layer maintains the invariance of rotation, translation, scaling, and so on. While for the activation function of each pool layer, the ReLU function defined in Eq.4 is used. After the ReLU activation function, the output is treated as inputs to the next layer.
ReLU (x) =
x, x ≥ 0 0, x < 0 (4)
In the 5th convolutional layer, we apply the ReLU function firstly for activations, and the output of this laryer is used as an input to the pool layer.
The first fully connected layer size is 1 * 1 * 4000, and the second one size is 1 * 1 * b, where b represents the length of binary codes.
In each convolutional layer, the padding style is ''SAME'', the filter size is 1 * 3 * 3 * 1 and the stride is 1 * 1 * 1 * 1. While the padding style of pool is ''VALID'', the filter size is 1 * 3 * 3 * 1 and the stride is 1 * 2 * 2 * 1. ''SAME'' means zero-padding and ''VALID'' represents no-padding.
B. HASHING EMBEDDING
Given a dataset of chrysanthemum flowers
which preserves the similarity of chrysanthemum data. The parameters in the proposed model are presented as . Thus, the proposed method can be formalized as
The input to the first layer of x i is denoted as A i = s(W 1 x i + c 1 ), where s is the activation function, W is the weight matrix and c is the bias. The output from the t-th layer of convolutional neural networks can be formalized as Eq.5.
In this paper, the hash function is applied in Eq.6 to obtain the binary codes, where median is referred to the median value of the t-th layer outputs and it is used as the thresholding function. Median value is more robust than mean value used in [34] , [35] for achieving code balancing.
To model the similarity matrix, the neighborhood graph G(V , E) is constructed, where the vertices V denote the chrysanthemum data, and edges E indicate the adjacency relations among the data points, presented by A N ×N . The adjacency matrix can be constructed by Eq. 7, where N k (i) denotes the k-nearest-neighbors for each chrysanthemum image x i and B(x i , x j ) = 1 means x i and x j belongs to the same class, otherwise is 0. The use of neighborhood graph and the B(x i , x j ) can filter out the outliers and mislabelled chrysanthemum image instances.
We use the adjacency matrix A ∈ {0, 1} N ×N as similarity matrix for the chrysanthemum images, if x i ∈ N k (x j ), A ij = 1, otherwise A ij = 0. The convolutional neural network based deep hashing learns hash codes for each training instance by optimizing the loss function defined in Eq.8.
In Eq.8, || · || F represents the Frobenius norm [48] , and S denotes the semantic similarity of the chrysanthemum image pairs in the dataset X . H ∈ {−1, 1} N ×K is the embedded binary codes, where H represents the hash codes which preserve the pairwise similarities in the semantic similarity matrix S. The K -bit binary code can be computed by Eq.9. In Eq.9, θ i ∈ for i = 1, 2, ..., K .
For chrysanthemum instances x i and x j and their generated hash codes h i and h j respectively, their similarity can be evaluated in Hamming space with Hamming distance. The Hamming distance is defined as the number of bits where the values are different. The distance function is mathematically formulated as Eq.10, where K represents the length of bit code.
C. HASH LOSS AND OPTIMIZATION
The basic principle of designing the loss function is to preserve the similarity order. For example, minimizing the gap between the approximate nearest neighbor search results and the ground-truth results in the input space. In this paper, the loss function of Eq.11 [29] is adopted.
In Eq.11, is the parameters of CNN, W is the label matrix, dist H is the Hamming distance, w is the regularization parameter, and m is a margin threshold parameter. In this paper, m is set to 2K . To enhance the generalization capability of our model,the regularization constraints are applied [49] . Usually, L 1 -norm and L 2 -norm regularization constraints are adopted to train the learning model. After adding the regularization, the hash loss can be described by Eq. 12. In Eq. 12, H i is the hash bit sequence.
In addition, some research works demonstrate that most embedded feature selection applications can achieve a sparse solution by applying L 0 -norm or L 1 -norm as regularization constraints to existing learning models [50] . For the L 1 -norm, global optimal solution can be obtained effectively due to the reason that the original problem is convex [51] . While, Chen et al. [52] pointed out that L 2 -norm aims at avoiding the model over-fitting mainly.
The L 1 -norm and L 2 -norm are defined as Eq.13 and Eq.14 respectively.
IV. EXPERIMENTS AND ANALYSIS A. DATASET AND SETUPS
The experiments are conducted on a computer with 16GB memory and QuadCore Intel Core i7-7700, 4.2GHz, running the Windows 10 system. The codes are implemented with python 3.7 and tensorflow 1.1. 1 The default parameters are shown in Table 2 . In this paper, the parameters of LRN of Eq.3 are set as k = 1, n = 2, γ = 5 * 10 −5 , and β = 0.75. The chrysanthemum images include 5 kinds of chrysanthemum petals: Roll type, Daisy type, Flying type, Spherical type and Rosette type. Each kind of petal type includes 820 images, and the dataset consists of 4100 images in total. The train and the test ratio is 7:3. Examples of all the 5 kinds of petal types are shown in Figure 3 .
B. EXPERIMENTAL RESULTS
1) LOSS WITH DIFFERENT BIT LENGTH
The CNN model is trained by the Adam Optimizer [53] . The results of the loss with regularization of L 1 -norm and L 2 -norm are illustrated in Figure 4 (a) and 4(b) respectively. Only the first 100 Epoches are reported, because the loss is very small when parameter Epoch is larger than 100.
From Figure 4 , conclusions can be drawn that:1)with the increase of Epoch, the loss decreases sharply when Epoch is less than 50, and L 1 -norm decreases more quickly than L 2 -norm; 2) the loss decrease rate varies in the length of hash bits K . The larger the bit length is, the bigger the loss value will be. However, the loss can reach below 0.5 when the Epoch is around 50. The loss results show that the model used in this paper is effective. 
2) RESULT METRICS
For measuring the similarity of chrysanthemum petals, three metrics are considered: mAP, accuracy, and recall. These metrics are defined as follows.
1) mAP is the mean average precision [54] and it is widely used in information retrieval. P Ave is the averaged precision score for a set of retrieved images with respect to a query image. The P Ave is defined by Eq.15 at a given cut-off rank k.
In Eq.15, I (c) is an indicator function and I (c) = 1 if c is true, otherwise is 0. The rel i indicates the similarity of the retrieved image at the position i has the query image (i.e., rel i = 1 if the image at position i has at least one shared label with the query image, otherwise rel i = 0). N rel = min(k, r) , where r is the number of chrysanthemum images which are similar to the query one. P i is defined by Eq.16.
In Eq.16, N rel (i) represents the number of images which are similar to the query from the top-i retrieved ones. The mAP is the mean value of P Ave in the query set Q R . The mAP can be formalized by Eq.17.
2) Accuracy, the accuracy metric refers to the closeness of the returned results to a ground-truth value, which is summarized by Eq.18.
In Eq.18, the parameterŷ i represents the predicted value of the i-th sample and y i means the corresponding true value, N is the number of the chrysanthemum images and 1(x) is the indicator function.
3)Recall, the recall metric is used for information retrieval and defined by Eq.19.
In Eq.19, tp means true positive, i.e. correct result is returned; fn represents false negative, i.e. the result is missing.
3) mAP RESULTS
We test the length of the binary codes under the regularization of L 1 -norm and L 2 -norm with parameter α. The bit length K varies from 8 to 64, and α ranges from 0.0001 to 0.1. The mAP results of the similarity evaluation are summarized in Table 3 .
In Table 3 , conclusions can be drawn that: 1) most of the mAP are larger than 0.8 under L 1 -norm and L 2 -norm with parameter α. When α is 0.001 under regularization of L 1 -norm and bit length K is 8, 16, 32, and 64, the mAP is larger than 0.9. When bit length is 64, mAP reaches the highest value of 0.9360; 2) regularization of L 1 -norm is better than L 2 -norm. Under L 2 -norm, when α =0.0001 and bit length K is 16, the mAP is larger than 0.9, which is lower than L 1 -norm. Therefore, L 1 -norm regularization is better for evaluating the similarity of chrysanthemum petals, this demonstrates that L 1 -norm is suitable for chrysanthemum petal image feature extraction.
The accuracy of each chrysanthemum petal is also tested and the result reports that mAP reaches the highest, i.e. when L 1 -norm regularization, α = 0.001 and bit length K is 64. The accuracy results of 5 petal types are summarized in Table 4 . In Table 4 , accuracy of all the petal types is larger than 0.83. The Flying petal type achieves the highest value up to 0.9938 while the Daisy type achieves at 0.951. Thus, the proposed method is effective for chrysanthemum petals similarity evaluations.
4) RECALL RESULTS
Recall of our method is tested with the length K of the binary codes under the regularization of L 1 -norm and L 2 -norm with parameter α. Table 5 summarizes the recall results under the regularization with different α and bit lengths.
In Table 5 , conclusions can be summarized that: 1) recall is larger than 0.9 when α is 0.001 and bit length K is 16, 32, and 64. Recall reaches the highest value at 0.9285 when α is 0.0001 and bit length is 16; 2) regularization of L 1 -norm is better than L 2 -norm for recall in most cases. Under regularization of L 2 -norm, only when α is 0.0001 and bit length K is 8 and 16, the recall is larger than 0.9.
When using L 1 -norm regularization, α is 0.0001 and bit length K is 16, the average recall reaches the highest value at 0.9259. The details of each chrysanthemum petal type are shown in Table 6 .
In Table 6 , recall of all the petal types is larger than 0.83, recall of Flying and Daisy petal types takes the first two places after ranking, with value of 1.0 and 0.9523 respectively.
5) RESULT COMPARISON
For similarity effectiveness comparison, we compare results of our approach with different hash thresholding and different hash methods firstly. Figure 5 presents the result of k-precision defined in Eq. 15 with median and mean thresholding approaches when bit length K is 8 under L 1 -norm and α is 0.1. In figure 5 , k is set to 5, 10, and 20. Figure 5 shows that the median thresholding for hash function is slightly better than the mean method in our dataset, which improved the average precision about 0.44% ∼ 1.5%.
For evaluating the similarity of chrysanthemum petal, we compared our method with with other hashing based approaches: data-independent hashing like Locality Sensitive Hashing (LSH) [25] and data-dependent hashing like Spectral Hashing (SH) [39] , Iterative Quantization (ITQ) [38] , Deep Supervised Hashing (DSH) [29] , and Supervised Semantics-Preserving Deep Hashing (SSDH) [34] . The mAP results are tested under L 1 -norm when α is 0.001 and shown in Figure 6 . Figure 6 indicates that: 1) data-dependent hashing approaches are better than data-independent hashing (such as the locality sensitive hashing); 2) with the increase of bit length K , mAP metric of LSH, SH, ITQ, DSH, and SSDH is growing. However, most of their mAP results are below 0.8, much less than the proposed method, SSDH is a little less than the proposed method. The comparison shows that the proposed method outperforms the others by improving the mAP value significantly.
6) PERFORMANCE
Regarding the performance of binary embedding, the training time and encoding time are shown in Figure 7 and Figure 8 respectively. Figure 7 illustrates the performance of CNN training time (second) with bit length K , regularization of L 1 -norm, L 2 -norm and parameter α.
In Figure 7 , conclusions can be drawn that: 1) training the CNN network takes above 3500 seconds; 2)with the decrease of α, the training time increases with L 1 -norm and L 2 -norm; 3) L 2 -norm takes more training time than L 1 -norm. In summary, the encoding procedure takes less time, accounting for about 0.2% of training time cost.
For a given query, the linear comparing is conducted in Hamming space with the binary codes, the minimal topk results are returned, k is set as 5 in this paper. So the time complexity of similarity query is O(n). The performance of on-line chrysanthemum similarity evaluation is tested as well. The time (millisecond) of on-line chrysanthemum similarity evaluation with different bit lengths is given in Table 7 . The bit length K varies from 8 to 64. Table 7 shows that petal similarity evaluation takes about 0.21 ms and varies slightly in different bit lengths. The on-line evaluation performance indicates that the proposed method is robust.
V. CONCLUSION
In this paper, we propose an end-to-end based low dimensional binary embedding framework for chrysanthemum phenotypic petal similarity evaluations. Based on the deep neural network, a CNN framework with a binary-based hashing approach is adopted for chrysanthemum petal similarity evaluations. Within this framework, the feature of chrysanthemum petal images are extracted by the convolutional neural network, and then transformed into binary codes by median thresholding. The effectiveness and performance of our proposal are tested through extensive experiments. Meanwhile, the proposed method is compared with data-independent hashing (LSH) and data-dependent hashing (SH, ITQ, DSH, and SSDH) approaches. The comparison result demonstrates that our proposal outperforms the other methods in the aspect of mean average precision. Conclusively, the proposed method shows great potentials in chrysanthemum phenotypic similarity researches.
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