Abstract Over the last decade, considerable interest in the development of High-Temperature Shape Memory Alloys (HTSMAs) for solid-state actuation has increased dramatically as key applications in the aerospace and automotive industry demand actuation temperatures well above those of conventional SMAs. Most of the research to date has focused on establishing the (forward) connections between chemistry, processing, (micro)structure, properties, and performance. Much less work has been dedicated to the development of frameworks capable of addressing the inverse problem of establishing necessary chemistry and processing schedules to achieve specific performance goals. Integrated Computational Materials Engineering (ICME) has emerged as a powerful framework to address this problem, although it has yet to be applied to the development of HTSMAs. In this paper, the contributions of computational thermodynamics and kinetics to ICME of HTSMAs are described. Some representative examples of the use of computational thermodynamics and kinetics to understand the phase stability and microstructural evolution in HTSMAs are discussed. Some very recent efforts at combining both to assist in the design of HTSMAs and limitations to the full implementation of ICME frameworks for HTSMA development are presented.
Introduction
High-temperature shape memory alloys (HTSMAs) undergo large recoverable shape changes at high stresses as a result of reversible martensitic transformations that occur at temperatures higher than 100°C [1] . Recently, HTSMAs have attracted significant interest due to their potential use in high-temperature solid-state actuation [1] [2] [3] [4] in a wide range of applications in the automotive and aerospace industries. Despite their promise and potential, significant challenges must be overcome in order to facilitate the large-scale deployment of HTSMAs.
First, our understanding of the effects of chemistry and microstructure on the transformation behavior and performance of HTSMAs is still incomplete, particularly when considering performance metrics related to the long-term functional reliability of HTSMA-enabled devices. Furthermore, despite the fact that there is significant research activity [5] on different aspects related to the development of HTSMAs, most of the efforts have focused on a rather limited number of systems (such as NiTi-Hf/Zr [6, 7] , CoNi-Ga [8, 9] , NiTi-Pd/Pt [10] , Ti-Ta [11] , etc.). While computational and theoretical tools at multiple scales, ranging from the electronic structure level [12] to the continuum [13] , have contributed to a better understanding of specific phenomena related to the phase-stability or phase-transformation behaviors of HTSMAs, there are only a few efforts that have sought to integrate models at multiple scales [14] . Finally, and perhaps more importantly, while there is increased connectivity between the state-ofthe-art characterization and simulation approaches, the problem of identifying optimal chemistries and processing routes to achieve the application-driven performance requirements remains largely unsolved.
Integrated Computational Materials Engineering (ICME) [15] has emerged as an all-encompassing framework for the accelerated development of materials. Although implementation of ICME has already been (tentatively) demonstrated in a wide range of industries and material classes [16] , a cursory literature search yielded only a handful of cases in which ICME approaches were employed in the development of SMAs. While ICME is truly a multidisciplinary endeavor that involves a wide range of experimental and computational techniques, this paper focuses on computational thermodynamics and kinetics as two of the essential tools in the toolkit for the use of ICME to develop HTSMAs.
The paper is organized as follows: First, unique challenges associated with the design of HTSMAs are discussed. Second, ICME is properly defined, and the connection with computational thermodynamics and kinetics is made. This is followed by an introduction to the CALPHAD approach. Different examples of work involving the use of CALPHAD methods to describe the phase stability in SMAs are presented. This is followed by a discussion of the use of computational kinetics approaches to predict the microstructural evolution in SMA systems, particularly those modified through nanoprecipitation [7, 17] . We then briefly discuss some very recent attempts to combine computational thermodynamics and kinetics into a design framework for precipitate-engineered HTSMAs [18] . The paper then concludes by outlining some of the major challenges that need to be overcome for ICME approaches to become widely used in the HTSMA community.
Unique Challenges of High-Temperature Shape Memory Alloys
Practical applications of HTSMAs require much more beyond sufficiently high transformation temperatures. Compared to conventional SMAs, the greater availability of thermal energy generates additional challenges associated with HTSMA's mechanical strength, phase stability and interactions with surrounding (extreme) environments. Unfortunately, computational efforts targeting such issues in HTSMAs have been scarce. In light of this, we outline a number of challenges unique to the HTSMAs, and later in the paper, we propose several potential ways in which an ICME approach may be used to address those challenges.
The mechanical strengths of HTMSAs are complicated by the intersection of inherently higher dislocation mobility at higher temperatures and high internal stresses generated during the motion and interaction of martensite phase front. Suppression of defect generation during transformation cycles becomes increasingly more challenging as operating temperature increases, which leads to incomplete shape recovery particularly during superelasticity or stress-biased shape memory response (actuation). Furthermore, the loss of dislocation barriers creates a number of associated problems such as cyclic instability and creep [4] . At moderately high temperatures, the effectiveness of work hardening is quickly exhausted. Instead, for HTSMAs designed to operate at temperatures below 400°C, focused research efforts in the last 5 years has produced highly effective precipitation-strengthening protocols utilizing nanometer-sized precipitates in a number of NiTi-based HTMSA systems [1, 7, 10] . However, the phase stability of these precipitates limit the ability to achieve similar strengthening at higher transformation temperatures where precipitate coarsening begins to occur [19] . Because of this, there have been increased interest recently in microalloying to achieve solid-solution or interstitial strengthening [20, 21] . Nevertheless, HTSMA systems designed to operate at temperatures above 400°C seldom show appreciable shape memory and superelastic behavior at the present time, and even in alloys that do, full recovery at any applied strain level is rarely observed.
The aforementioned challenges in phase stability are not limited only to precipitation hardening. In the majority of HTSMA systems, the transforming phases are metastable. Given sufficient time at high temperature, the equilibrium phase or an intermediate metastable phase will form. A typical example would be, for example, the Ti-Ta system in which its functional stability is compromised by the precipitation of the x phase during aging [22] . The decomposition of the matrix through uncontrolled precipitation or the second-phase formation causes major shift in both the transformation temperatures and the mechanical strength of the alloy. Chemical modification can be used in this case to suppress the formation of detrimental phases, as is the case of Ti-Ta-based HTSMAs in which Al additions suppress the formation of the x phase [11] . Finally, water quenching required after homogenization of many HTSMA systems causes disordered crystal structures and high levels of nonequilibrium point defect concentrations. If self-diffusion is fast enough, the re-ordering process can drastically change the transformation temperatures, such as in the case of copper-based HTSMAs [23] .
HTSMAs exposed to the atmosphere at high temperatures will likely react with oxygen and other gaseous species, forming metal-oxide products at the surface. In uncontrolled atmosphere, the alloy will continue to convert more of its mass to oxide products unless a robust and dense protective oxide layer is formed [24] . A unique problem to HTSMAs is their high sensitivity of transformation temperatures to matrix composition. Frequently, the oxide layer of an alloy is composed of mostly the oxide of a single element, thus reducing its concentration in the matrix. For example, Ni-Ti-based SMA and HTMSAs form oxide layers that are largely titanium-rich (i.e., TiO 2 ). Consequently, a nickel-rich layer forms immediately below the surface followed by a larger sub-surface region of titanium-depleted region and significantly reducing local transformation temperatures.
Beyond compositional changes, shape change associated with the phase transformation may also cause cracking in the brittle oxide layer, making the development of a stable oxide layer difficult even in alloys normally with good oxidation resistance. Even if this problem were to be resolved, full oxidation resistance HTSMAs are likely to require the careful selection of the oxide layer forming element as different oxides have much different growth rates. For example, Al 2 O 3 tends to form the most effective passivating layers and in structural alloys alumina-forming compositions are being actively sought [25] .
Integrated Computational Materials Engineering
As the cost of experimentation and the demand for highperformance materials rise, there is increasing pressure to accelerate the cycle for the discovery and development of materials. In the context of alloy design, Olson's pioneering work [26] has shown a viable methodology that integrates simulation and experiments to accelerate the optimization of engineering alloys (see Fig. 1 ). The underlying principle of this approach is based on the fact that goals associated to technology-driven performance metrics enable the identification of relevant properties of materials, the (micro)structures that are necessary to achieve said properties and, finally, the required processing (and chemistry) schedules to arrive at (micro)structures optimality of which is defined directly in terms of engineering design goals. This is essentially an inverse problem.
A formal framework to address the performance-property-structure-processing inverse problem has been realized through the concept of ICME, which has emerged as a powerful framework that ''integrates science and engineering as well as the results of theory, experiments, and simulations into computational tools that can be used directly in engineering of new products or manufacturing processes'' [15] . An update to this concept has come more recently (in the US) in the form of the Materials Genome Initiative [27] , which aims to accelerate the discovery, development, and deployment of materials through the integration of experiments, simulation, and data.
While MGI provides a goal (reduced time and cost associated with the discovery and development of materials), ICME provides a framework that focuses not only on problems associated with the material space, but that instead makes the discovery/development process of the materials an integral component of product design and development, as shown in Fig. 2 . While there is already a significant collection of successful case studies of ICME implementation (in the automotive, aerospace, and maritime industries), the types of applications have been almost exclusively (at least within the metal and alloy material families) structural in nature [16] . Deployment of ICME frameworks for the development of (high-temperature) SMAs thus remains an open field. Figure 2 also highlights the importance of (computational) thermodynamics and kinetics to the overall ICME framework as one of the necessary, albeit not sufficient, conditions to use ICME approaches to accelerate the development of materials. Material development must start first with an understanding of their phase stabilities, that is, the phases that exist at (possibly metastable) equilibrium under relevant thermodynamic conditions. As the synthesized materials rarely exist in their true equilibrium state, kinetics provides the theoretical framework to elucidate how the materials change under different driving forces that arise during processing/operating conditions. While experiments-the advent of novel high-throughput approaches [28, 29] is especially promising-can potentially be used to explore the phase stability space of material systems, a truly predictive framework (necessary within the ICME context) requires the use of theoretical and computational methods that enable the systematic encoding of thermodynamic information about a given system of interest. Understanding of the evolution of materials (during processing as well as operation) requires in turn computational techniques capable of describing the evolution of microstructural degrees of freedom as the materials evolve toward equilibrium. Only by combining computational thermodynamic and kinetic is it possible to develop predictive modeling frameworks that connect initial composition and processing to microstructure but that can also account for material evolution during operation.
The CALPHAD Method
Since the work by Gibbs, thermodynamics has played a preeminent role in improving our understanding of the phase stability of materials. Initial efforts were focused on determining the equilibrium state of material system and measuring thermodynamic properties of phases without much regard for the integration of this information into a coherent, self-consistent knowledge base. With the advent of the CALculation of PHAse Diagrams (CALPHAD) method [30] pioneered by Kaufman et al. [31, 32] , it became possible to systematically encode the thermodynamic properties of phases through relatively simple mathematical models that described how the Gibbs energies (or other potentials) of individual phases changed with composition, temperature, pressure, and any other internal/ external degree of freedom. The CALPHAD approach prescribes a systematic construction of thermodynamic models from lower-order (unary, binary) to higher-order systems, and this allows the extrapolation of thermodynamic models to multicomponent, multiphase systems. This makes CALPHAD-based thermodynamic databases and related software some of the primary tools in ICME approaches, at least when it comes to the development of metals and alloy systems [33] . The parameterization of CALPHAD models is carried out through the minimization of the (square of) the difference between experiments and model predictions [34] , and takes into account uncertainties associated with experimental observations. With the dramatic improvement in methods and hardware infrastructure, it has become possible to supplement experimental data through ab initio calculations [35] [36] [37] [38] [39] (see Fig. 3 ).
Once the thermodynamic models for all the phases likely to take part in equilibrium has been encoded in a thermodynamic (CALPHAD) database, the thermodynamic equilibrium is arrived at through the minimizationthrough Newton-Raphson, convex hull [40] or other numerical optimization techniques-of the Gibbs energy of the entire system (comparing all the possible linear combinations of phases) subject to constraints, such as global mass conservation, conservation of mole fractions of constituents in individual phases, etc. (Fig. 4) . Equilibrium calculations can in turn yield other thermodynamic quantities of interest, such as enthalpies, heat capacities, equilibrium population of intrinsic defects, chemical activities, etc.
While the CALPHAD method was initially developed to encode in a systematic manner the thermodynamics and kinetics of multicomponent systems, it has already been extended to represent the compositional dependence of other thermodynamic properties [41, 42] , such as molar volumes, thermal expansion, bulk modulus, etc. In CAL-PHAD modeling, properties in multicomponent material systems can be written in a general form as follows [43] :
where / is the property of the multicomponent phase / ¼ P x i / i represents the mechanical mixing of individual constituents, and D/ denotes the (nonideal) interactions among the constituents commonly written as
where D/ conf is the configurational contribution, and / ij and / ijk are the binary and ternary interaction parameters, respectively (Fig. 3) . Fig. 2 The ICME flow chart in which the direction of the arrows has been inverted to reflect the fact that ICME is ultimately about the development of goal-oriented materials. The role of computational thermodynamics and kinetics in the establishment of quantitative processing-structure relationships has been highlighted. Adapted from Allison [14] Applications of the CALPHAD Approach to Shape Memory Alloys
The CALPHAD method has been widely applied to a large number of material systems, although its application to shape memory alloys (SMAs) has been rather modest. In fact, most CALPHAD works on SMAs have focused on NiTi-based systems [44] [45] [46] [47] [48] . These trends seem to be changing, though, as there has been an increase in the number of investigations on the phase stability and thermodynamic properties of SMAs. In this section, we will present some examples in which CALPHAD methods and ancillary techniques, including electronic structure calculations, have been used to elucidate the factors that control phase stability in some important SMA systems.
Thermodynamic Modelling
With a few exceptions, not much work has been done on the application of CALPHAD methods to the investigation of the phase stability in SMAs, and still much less work has been done in HTSMAs. Perhaps one of the first (and most important) works that make use of the CALPHAD method to understand the phase stability in SMAs is the work by Tang [45] and Tang et al. [44] on the thermodynamics of the Ni-Ti binary system over the entire relevant composition-temperature space. In their work, Tang et al. considered all the possible phases in the Ni-Ti system, including the monoclinic B19 0 martensite [49] . Contrary to the usual approach by CALPHAD practitioners to ignore the products of martensitic transformations as they are usually metastable-and their presence is greatly affected by cooling rates-Tang et al. considered B19 0 as one of the phases that competed for stability in the low-temperature region of the phase diagram. This was justified in light of the fact that the B2 austenite is truly unstable with respect to the martensitic transformation and it is only (entropically) stabilized at high temperatures due to anharmonic phonon-phonon interactions [50] . In addition to the incorporation of order-disorder transformation and the inclusion of anti-site defects and vacancies, magnetic contributions [51] to the free energy were taken into account.
One of the major features of Tang's work was the use the so-called compound energy formalism (CEM) [52] to describe the Gibbs energies of all intermetallic phases in the system. The austenite phase B2 was modeled in turn as a two-sublattice system ((Ni,Ti,Va) 0.5 (Ni,Ti,Va) 0.5 ) in which anti-site and vacancy point defects could be present to account for deviations from stoichiometry at elevated temperatures. The model also accounted for possible B2 ? bcc order/disorder transformations, although in NiTi, the B2 phase melts before it experiences disorder [44, 48] . In other systems [53] , however, it is necessary to consider B2 ? bcc order/disorder due to the stability of bcc solid solutions in binary constituents. In the Ni-Ti-Nb system, as recently assessed by Santhy and Kumar [53] , for example, the bcc solid-solution phase is stable over wide composition-temperature regions in the Ti-Nb and Ni-Nb systems. Figure 5a shows the low-temperature phase diagram in the Ni-Ti binary system resulting from the assessment by Tang et al. [44] . At equilibrium, the B2 (and B19 0 ) would coexist with either the NiTi 2 or the Ni 3 Ti intermetallic compounds. Under metastable conditions, one would expect to have extended B2 ? B19 0 two-phase regions. The figure also shows the predicted T 0 curve, which would correspond exactly to M S if there were no barriers and irreversibilities associated to the transformation [44] . Within the thermodynamic framework of Tang, the steep decrease of M S in Ni-rich Ni-Ti SMAs is merely a consequence of thermodynamic competition between B2 and B19 0 .
Prediction of Transformation Temperatures
Here we would like to note that the competition between austenite and martensite, and consequently the temperature ranges at which the transformation temperature is likely to be observed can be addressed qualitatively, albeit not quantitatively, within a thermodynamic framework. The T 0 temperature, for example, denotes the condition at which the Gibbs chemical free energies of the austenite and martensite phases are equal [54] :
At any other temperature, there exists a chemical driving force, DG * , that correspond to the difference in chemical free energies of the two competing phases and is given (in the forward direction) as [38] When cooling, the martensitic transformation starts at M S , which lies below T 0 as the reaction does not occur instantaneously as there are non-chemical barriers that must first be overcome. Likewise, the reverse transformation stats at A S , which is (usually) higher than T 0 . Since T 0 is experimentally inaccessible, its determination can only be attained from measurements of M S and A S . In the case of non-thermoelastic transformations, when the entropy difference between austenite and martensite is constant and if the critical driving force for the forward and reverse transformation is the same, then it can be shown [55] that T 0 can be estimated as
On the other hand, in the case of thermoelastic transformations (as in SMAs), it has been recognized that it is better to assume that elastic barriers to the transformation can be expected to become small at both M S and A F , that is, the temperatures at which the first martensite plate forms during the forward transformation and at which the last martensite plate disappears during the reverse transformation [54] . In this case,
From the fact that M S , M F , A S , and A F , rarely coincide, it is evident that nonchemical contributions to the phase transformation must be taken into account. These contributions can be enumerated as (i) the (reversible) elastic stored energy, DG el c?a 0 , necessary to accommodate the transformation in both the forward and inverse directions; (ii) the irreversible frictional work, E fr , associated with the motion of interfaces and the (possible) creation of defects during the transformation; and (iii) the interfacial energy contribution, rÁA, due to the creation of interfaces between austenite and martensite. Taking these contributions into account, at M S , the following relation can be established [54] :
From this discussion, it is evident that the determination of T 0 can be easily obtained provided one has the CALPHAD description for the austenite and martensite phases. On the other hand, transformation temperatures associated with non-chemical contributions to the transformation are more difficult to model (and predict), although several groups [56, 57] have attempted to do precisely this in cases in which abundant experimental data and robust thermodynamic models for austenite and martensite are available. A necessary attribute, although not sufficient, sought after in the quest of the discovery and development of HTSMAs is the identification of compositions with high transformation temperatures. While CALPHAD, strictly speaking, is not a predictive tool as it requires experimental information to obtain the thermodynamic descriptions of phases, extrapolations can indeed be carried out provided the CALPHAD models are obtained in a consistent manner. Understanding of the chemical contributions to the transformation behavior in SMAs can be used to identify trends in T 0 and thus transformation temperature ranges. Quantitative prediction of observable transformation temperatures, however, is beyond current capabilities, particularly when it comes to estimate irreversible barriers to the transformation-the elastic and surface energy contributions could in principle be estimated from first-principles methods.
Short-Range Orderings and Their Effects on Martensite Stability
Over the past few decades, it has become increasingly apparent that point defects greatly affect the behavior of SMAs. As shown by Ren and Otsuka [58] , at equilibrium, point defects' short-range order (SRO) distribution tends to follow the underlying symmetry of the crystal lattice. When the lattice symmetry changes (due to a structural phase transformation, for example), it takes a finite amount of time for the SRO of point defects to 'conform' to the new symmetry (point defects re-arrange in the lattice through thermally induced defects). These relaxation phenomena lead to aging-induced time-dependent two-way shape memory effect or to the stabilization of martensite [59] . At the same time, the onset of the so-called ''strain glass'' transformation has been associated with the existence of point defects that induce structural disorder in the austenite, suppressing the formation of long-range martensite domains [60] .
Defects thus may play a very important role in the behavior of SMAs and, as shown in Fig. 5b , one outcome of the CALPHAD sublattice model used to describe the austenite B2 phase in the Ni-Ti system is the prediction of point defect thermodynamics, including their concentration as a function of composition and temperature. Further understanding of the effect of point defects on the response of SMAs will certainly require the prediction of defect structures, which can be realized through the use of appropriate CALPHAD models. The effect of point defects on behavior of HTSMAs has not been investigated extensively, although there are a few works that suggest their importance. In Ti-Pd and Ti-Pd-Ni HTSMAs, martensite aging effect has been shown to be highly dependent on composition [61] as substitution of Pd by Ni increases the total concentration of anti-site defects (ASD). Similar martensite aging has been observed in Co-Ni-Ga [62] and Ni-Ti-Hf alloys [63] . Point defects have also been shown to stabilize martensite in Ni-Mn-Ga SMAs [64] .
Precipitate Engineering
The CALPHAD approach allows for the development of self-consistent thermodynamically rigorous descriptions of a an alloy system, including metastable phases that may be observed as part of the evolution of a material system toward equilibrium [65, 66] under thermodynamic [67] or kinetic constraints [68] . In SMAs-as in a wider range of alloy systems-metastable phases may play a fundamental role at controlling their transformation behavior and overall performance. A classical example is that of Ni-rich Ni-Ti SMAs, where the precipitation of metastable precipitates with the Ni 4 Ti 3 stoichiometry changes the transformation temperature [69] -due to Ni depletion from the matrix; affects the nature and sequence of the martensitic phase formation [70] ; and improves the cyclic stability through minimization of irreversible plastic deformation [71] .
Engineering of precipitate structure requires understanding of the phase stability of the metastable phases relative to the matrix. Recently, Povoden-Karadeniz et al. [46] developed a thermodynamically consistent CAL-PHAD model of the NiTi system that takes into account the metastable Ni 4 Ti 3 and Ni 3 Ti 2 precipitate phases. The thermodynamic models for the metastable phases were developed by combining metastable solvus lines with firstprinciples calculations of their enthalpies of formation. The metastable phase diagram for NiTi considering metastable equilibrium between the B2 matrix and the Ni 4 Ti 3 precipitate is shown in Fig. 6 .
Optimal Microstructural Design
Prediction of phase stability in multicomponent multiphase SMAs through CALPHAD models can also be used to design optimal microstructures without sacrificing functional response. SMAs based on the Co-Ni-Ga system have shown relatively high transformation temperatures [62] comparable to those of NiTi-Hf and NiTi-Zr HTSMAs and have shown good cyclic stability. Unfortunately, polycrystalline Co-Ni-Ga HTSMAs are rather brittle due to grain boundary incompatibilities arising from the limited number of martensite variants owing to the relatively high symmetry of the martensite crystal structure (tetragonal-L1 0 ).
The ductility of brittle single-phase Co-Ni-Ga polycrystals can be improved through the precipitation-preferentially at grain boundaries as shown in Fig. 7 -of a ductile Co-rich c (fcc) secondary phase [72] . Nano-dispersed L 12 precipitates have also been shown to contribute to the cyclic stability of Co-Ni-Ga alloys [73] . Design of Co-Ni-Ga alloys would thus entail careful selection of initial composition and heat-treatment schedule to attain optimal phase constitutions. While alloy design is highly complex, phase-stability predictions derived from CAL-PHAD models can contribute significantly. In Fig. 8 , we show the predicted isothermal section (at 1200°C) in the Co-Ni-Ga system derived from the thermodynamic assessment by some of the present authors [74] . From the Fig. 7 Optical micrograph of Co-2 at.% Ni-30 at.% Ga alloy annealed at 1200°C (top) and 900°C (bottom). Reproduced with permission from [62] isothermal section, it can be seen that there is a wide range of compositions in which the b (austenite) phase is in equilibrium with the ductile c phase. The composition of the austenite, though, is fixed by the tie-lines corresponding to each b-c equilibrium state, although one could explore different sequences of heat-treatment temperatures in order to allow for more flexible design of composite microstructures. The simultaneous design of b-c-c 0 complex microstructures is even more challenging due to further constraints arising from the fact that, in three-phase equilibrium states in ternary systems, the compositions of all the phases are fixed, and what changes is just the phase fractions. Sophisticated tools [75] for the efficient exploration of multicomponent thermodynamic spaces could be used to identify promising composition-temperature combinations that are likely to satisfy alloy design criteria.
So far, we have seen how CALPHAD models can be used to understand the thermodynamics of the martensitic transformation in SMAs, the thermodynamics of point defects, the determination of metastable phase diagrams, as well as the design of complex microstructures. With regard to the application of CALPHAD methods to the understanding of phase stability in HTSMAs, there are a limited number of works [53, [76] [77] [78] [79] [80] that were not included in this section but that, in addition to the assessment of the CoNi-Ga HTSMA system by two of the present authors [74] , constitute the bulk of the works on CALPHAD assessments of HTSMAs. When one considers that the phase stability in some of the most promising HTSMAs, such as those based on the NiTiHf and NiTiZr systems [1, 7] , remain unexplored within the CALPHAD framework, it is clear that there remains significant effort to be done.
Ab Initio-Based Thermodynamics of HTSMAs
To calculate the electronic structure of crystalline materials, a solution to the many-ion ? many-electron Schrö-dinger equation has to be found [81] . The problem, intractable in practice, has been resolved through the development of DFT [82] [83] [84] , which essentially reduces the original problem to the solution of an equivalent oneelectron system [82] . Practical application of DFT to computational materials science has been greatly simplified by the recent development of efficient ab initio codes [85] [86] [87] [88] , based on either a full-electron or a pseudopotential description of the electron wave functions. Within DFT, the electronic structure and the total energy of a given crystal is determined by only specifying the electric charge of each nucleus in the structure as well as their arrangement in space (lattice type). All ground-state properties (mechanical, thermodynamic, and structural) can then be determined from the resulting electronic charge.
Over the last decade, DFT calculations have been used to elucidate the intrinsic thermodynamic properties of several (HT)SMA systems as well as to assist in the development of CALPHAD methods (see Fig. 4 ) as the use of DFT-derived thermodynamic properties can be used to supplement the (usually) scarce experimental data on thermochemistry and phase stability of material systems [89] . While there are hundreds of papers employing DFT to understand different aspects of the behavior of SMAs, here we focus on examples that are directly related to their thermodynamics and phase stability.
Perhaps one of the first applications of first-principlesbased methods to the investigation of SMAs is the application of the BFS method [90] adopted by Bozzolo et al. to investigate the site occupancy and thermodynamic properties of the austenite B2 phase in several SMA systems [91] [92] [93] [94] . The BFS approach assumes that the formation energy of a particular atomic configuration can be quantified in terms of individual contributions that account for the lattice strain energy as well as chemical effects. The strain's contribution to alloy energetics is obtained from cohesive, structural, and mechanical properties of the pure constituent elements, while the chemical contribution accounts for bonding behavior. The BFS method provides a very efficient way to investigate the energetics associated with alloying in lattice systems. However, the method is only directly related to firstprinciples calculations, and the subtle effects that cannot be simply separated into mechanical and chemical contributions are not taken into account.
The BFS method has been used to predict the site preference of ternary alloying additions (Fe, Pt, Pd, Au, Al, Cu, Zr, and Hf) to NiTi [91] and the formation energies of (Ni,X)Ti alloys-with X = Fe, Pd, Pt, Au, Al, Cu, Zr, and Hf [93] . Overall, the BFS method yields results in qualitative agreement with the available experimental data. More importantly, the efficiency of the BFS method enables the rapid exploration of a wide region in the composition space. One of the most common applications of DFT to SMAs, is the investigation of point defect thermodynamics. Lu et al. [95] calculated the energetics of point defects (including vacancies and anti-site defects) in NiTi. The predicted thermal equilibrium concentration of point defects at 923 K is shown in Fig. 9 . Notably, the results compare extremely well (qualitatively) to the predictions made using the CALPHAD thermodynamic assessment by Tang and Sundman [44] shown in Fig. 5b as both approaches predict large concentrations of vacancies in the Ti-rich region of the stoichiometry, while Ni anti-site defects dominate the defect structure in Ni-rich compositions.
Other works [96] have used similar approaches to investigate defect structures in ternary SMA systems. In addition to the thermodynamics of intrinsic point defects, DFT can be used to investigate the behavior of extrinsic impurities. For example, Moitra et al. [97] have investigated the equilibrium configuration of hydrogen impurities. Such calculations are important given the susceptibility of NiTi-based SMAs to hydrogen embrittlement [98] . Very recently, the present authors and collaborators [99] have used DFT methods to predict the site preference for different ternary additions to NiTi-based SMAs as shown in Fig. 10 . The site preference agrees very well with the work by Bozzolo et al. using the BFS method [91] [92] [93] [94] and with the available experimental data.
As mentioned earlier, DFT calculations can be used to provide insights into the alloy thermodynamics in SMA systems, including the competition between austenite and martensite, which ultimately determines the martensitic transformation temperature ranges. Frenzel et al. [100] used DFT calculations in combination with calorimetry measurements to identify the dominant factors controlling the transformation temperature in NiTi-based SMAs. Their calculations showed that local atomic relaxations had a strong effect on the energy difference between B1 and B19 0 . Notably, they found that in the Ni-poor region, the energy difference between austenite and martensite was invariant with respect to compositional changes in agreement with experiments. In contrast, large atomic relaxations in Ni-rich compositions due to anti-site led to a steep decrease in energy difference between B2 and B19 0 , resulting in a dramatic decrease in transformation temperatures, again in agreement with experiments [69] . One of the authors of the present paper used DFT methods to investigate the phase competition between austenite and martensite in the Co-Ni-Ga system [9] and found that an increase in the valence electron-to-atom ratio (e/a) was associated with an increase in the energy difference between austenite (L 21 ) and martensite (L 10 ) in this system as shown in Fig. 11 , in qualitative agreement with experiments. One must note, however, than in this case, magnetism was found to play an equally important role in determining the energy difference between austenite and martensite, resulting in the transformation temperature (M S ) being a function of both e/a ratio and the effective magnetic valence of the alloy [9] .
While DFT has been used to elucidate the factors that control the phase competition between austenite and martensite, we should emphasize that quantitative predictions of transformation temperatures from the first principles remains a challenging problem as one must consider all the possible thermally excited degrees of freedom (electrons, phonons, and even magnons) and their couplings. This has only be done in a limited number of systems, notably in the work by Neugebauer and his collaborators [101, 102] on the prediction of the phase diagram of Ni 2 Mn-based ferromagnetic SMAs. Such predictions required extremely computationally intensive calculations as the calculation of vibrational (including anharmonicity) and magnetic contributions to the free energy of lattices is still highly nontrivial, particularly when one considers that the accuracy of such methods yields inaccuracies in predicted transformation temperatures in the order of tens (and even hundreds) of degrees K.
Perhaps one of the most demonstrably useful application of DFT calculations within the context of phase stability in SMAs is the use of DFT-derived thermodynamic data (e.g., enthalpies of formation) within CALPHAD thermodynamic assessments (see Fig. 4 ). As mentioned earlier, Povoden-Karadeniz et al. used DFT calculations to supplement their CALPHAD assessment with the enthalpies of Fig. 9 Thermal equilibrium point defect concentrations of B2-TiNi at 923 K, as a function of atomic fraction of Ni. Reproduced with permission from [84] formation of metastable phases in the Ni-Ti binary system. Moreover, DFT calculations can be used to estimate the lattice stability of end members of sublattice models (chemical configurations with full occupation of one constituent per site within the CEM [52] ). As such end members are seldom observed experimentally (they may be unstable or metastable at best), DFT calculations are the only means to obtain consistent thermodynamic descriptions. In recent years, DFT calculations and experiments have been used to obtain CALPHAD models of HTSMAs, including those belonging to the Co-Ni-Ga [74] and FeNi-Ti [47, 76] systems. Despite its promising potential, the combination of DFT and CALPHAD approaches to develop thermodynamically consistent descriptions of the phase stability in HTSMAs remains wide open.
Computational Kinetics of (HT)SMAs
Understanding of the phase stability and thermodynamic behavior is a necessary, although not sufficient, step toward establishing the connection between chemistry/processing and microstructure. This connection in turn is but one of the many steps necessary to realize an ICME framework for the more efficient (and accelerated) development of HTSMAs, as shown in Fig. 2 . The connection between thermodynamics and microstructure, understood in the context of this work in terms of the phase constitution as well as the spatial distribution of microstructural constituents (excluding non-thermodynamic defects such as interfaces, grain boundaries, and dislocations) in SMAs as the result of the evolution of the material system toward equilibrium as part of the synthesis process or as a consequence of the operating conditions of the material. Having a thermodynamic description of a given SMA Fig. 11 Effect of valence electron-to-atom ratio (e/a) on the energy difference between austenite and martensite in close to stoichiometric Co-Ni-Ga alloys derived from DFT calculations. Reproduced with permission from [9] material system, computational kinetics can be used to address these issues. Since a pre-condition to a full computational treatment of the kinetics of microstructural evolution in materials is the availability of reliable thermodynamic description of the systems, it is not surprising that there are only a very limited number of works that have used computational techniques to address the kinetic behavior of SMAs, even more so in the case of HTSMAs. In this section, we will discuss some examples in which computational kinetics has been used to describe some aspects of microstructural evolution in SMAs, particularly those alloy systems in which a multiphase microstructure is either desired or is the result of the operating conditions of the materials.
Phase-Field Modeling of Microstructural Evolution in SMAs
Phase-field modeling (PFM) has been successfully employed to model complex mesoscopic phenomena, such as solidification [103] , solid-state transformations [104] , and electrochemical processes [105] . This approach relies on the description of evolving microstructures in terms of time-dependent continuous fields or order parameters, which can be conserved (e.g., charge, mass) [106] or nonconserved (e.g., crystal orientation, degree of crystallinity) [107] .
The free energy of a microstructure (see Fig. 12 ) is defined in terms of local, non-local, as well as long-range contributions. Local contributions are a function of the values of the order parameters at a given location in space and time (i.e., chemical free energy). Non-local contributions, on the other hand, depend not only on the values of the order parameters but also on their gradients. These contributions account for the energy costs associated with the formation of heterogeneities (i.e., interfaces) in the microstructure. Finally, long-range contributions arise from generalized fields and their conjugate displacements, such as those arising from the elastic and electrostatic interactions in a heterogeneous material system [108] [109] [110] [111] [112] [113] [114] [115] .
The free energy of the entire microstructure is then expressed in terms of properties spatial variation of which is given in relation to the order parameters, and the microstructure is then evolved by finding-through variational principles-the fastest path for the relaxation of the degrees of freedom (order parameters) that describe the microstructure, as shown in Fig. 12 . The field description of microstructures eliminates the problem of tracking the motion of internal surfaces during numerical simulations, permitting the investigation of arbitrarily complex microstructures with intricate phase boundaries, and without having to make a priori assumptions regarding the path taken by the microstructure as it relaxes toward an equilibrium state [103] .
Over the last decade, there have been a large number of works on the use of phase field models to describe the microstructural evolution in shape memory alloys. The works have ranged from microstructural evolution simulations in polycrystalline SMAs [115, 116] ; domain evolution in ferromagnetic SMAs where magneto-thermoelastic coupling is explicitly considered [117, 118] ; to simulations of complex microstructural evolution in which [14, [119] [120] [121] [122] . In this work, we will focus on the latter examples as the use of PFM to investigate martensite domain structure in SMAs is outside the scope of the work and has been covered extensively elsewhere [123] .
Perhaps one of the earliest applications of PFM to simulate the microstructural evolution of multiphase (precipitate-strengthened) SMAs is the work by Zhou et al. [124] , where they studied the effect of the precipitation of Ni 4 Ti 3 on the transformation behavior in Ni-rich Ni-Ti binary SMAs. In that work, a fully consistent thermodynamic treatment for the (metastable) equilibrium between B2 and Ni 4 Ti 3 precipitates was used through the development of a CALPHAD description for the B2 and Ni 4 Ti 3 phases-the description of the latter was not available until the assessment work by Povoden-Karadeniz [46] . The thermodynamic description was then incorporated into a phase field model that accounted for elastic interactions between the matrix and the precipitates, assuming coherent interfaces between them. Using the model, Zhou et al. were able to simulate the evolution of the shape and size of the precipitate taking into account the orientation relationships resulting from interfacial conditions and elastic interactions, as shown in Fig. 13 . Moreover, using the matrix ? precipitate microstructure they proceeded to study the effect of heterogeneities in compositions and strain fields on the stability of martensite structures (including B19 0 and the R-phase). A more recent and related work [14] examined the precipitation of the so-called P-phase in (Ni,Pt)Ti HTSMAs. Experimental observations of the orientation relationship between the B2 matrix and the P-phase, free energy data (CALPHAD models), interfacial interactions and elastic properties of the matrix and the precipitate were used to build a PFM capable of describing the shape and spatial distribution of the precipitates, as well as the resulting composition and stress/strain heterogeneities. To account for the evolution of precipitate distributions, the authors simulated the nucleation process through Langevin noise. One of the most important results from this work was the estimate of the increase in the M S temperature as a function of aging time. By accounting for the elastic interactions between the martensite nucleus and the strain field associated with P-phase precipitates it was possible to estimate changes in the driving force for the martensite transformation and as a result changes in M S .
In the rather small number of simulation works in which PFM has been used to investigate microstructural evolution in multiphase SMAs, several salient facts become apparent. A necessary condition for the development of quantitative PFM simulations of precipitation behavior requires a thermodynamic description of the phases taking part in (metastable) equilibrium. These descriptions are typically assessed within the CALPHAD method described earlier in this work. However, chemical thermodynamics alone are not sufficient to develop quantitative microstructural evolution models and one must rely on experimental information as well as other simulation techniques, including DFT methods [119] to parameterize model inputs such as elastic constants, interfacial energies and orientation relationships between matrix and secondary phases.
Finally, while useful at predicting the shape and distribution evolution of precipitate phases, PFM are limited by the computational costs associated with high fidelity models and sometimes it may be useful to use other, more efficient, mean-field approaches to investigate the effect of aging time and temperature on microstructures of heterophasic SMAs. Such an approach may be necessary for the development of ICME frameworks for the accelerated design of SMAs.
Mean Field Precipitation Kinetics Modeling in SMAs
As mentioned in this work and elsewhere, aging is usually used to control the precipitation of secondary phases as they can be used to tune the transformation behavior and improve the functional stability of SMAs. CALPHAD models accounting for possible metastable phases as well as phase field models to predict the shape and size evolution of precipitate phases can be used to develop a quantitative understanding not only of the nature of the kinetics of precipitation but can be used to investigate the effect of the resulting microstructures on the martensitic Fig. 13 3D views transformation. PFM are however limited by their large computational cost, which make it impractical when attempting to simulate the overall evolution of precipitate structures under arbitrary time-temperature schedules. More efficient, although less detailed, approaches to investigate the evolution of precipitate populations are based on mean-field treatments of nucleation and growth. A particularly powerful approach is the so-called Kampmann-Wagner (KW) [125] model for precipitation [126] [127] [128] .
In recent implementations (e.g., the MatCalc code) based on this framework [64] , the thermal history of the system is broken into isothermal segments. Precipitates of equal size and composition and grouped into classes, and the evolution of each class is determined according to the so-called thermodynamic extremum principle [127] .
Nucleation of new precipitates is taken into account at each time step based on a multicomponent extension of classical nucleation theory [129] . The nucleation rate is calculated from the thermodynamic driving force (Fig. 14) for precipitate nucleation taking into account the meanfield composition of the matrix at a given time; the rate of atomic transfer across the precipitate/matrix interfaces; as well as barriers to nucleation arising from finite matrix/precipitate interfacial energy, c m/p , and volumetric strain energy barriers arising from elastic/volume mismatch between the precipitates and the matrix. After nucleation of each precipitate class, they evolve in composition and size under the assumption of maximum rate of dissipation of the total (including interfacial energies) Gibbs energy of the matrix ? precipitate system [128] where the main dissipative mechanisms are interface motion and diffusion within precipitate and matrix phases. The aspect ratio of precipitates, h,-in principle this could be simulated using PFM [124] -modifies the geometry of the diffusion fields around the precipitates and this can also be accounted for the most complete precipitation models [130] based on the Kampmann-Wagner formalism.
The major advantage of this approach is the fact that the evolution of the radius and composition of each precipitate (group) can be described through a linear system of equations, improving the numerical efficiency of the algorithms. On the other hand, a major disadvantage is that the gain in efficiency of a mean-field approach comes at the expense of lack of details regarding the interactions between chemistry and elastic interactions that arise naturally in PFM and that are particularly important considering the early stages of the nucleation and growth process, well before the regime where bulk thermodynamics and kinetics dominates. [120] The assessment of the CALPHAD model for the Ni-Ti binary system by Povoden-Karadeniz et al. [46] accounted for the metastable Ni 4 Ti 3 and Ni 3 Ti 2 phases thanks to the use of KW models. When compared with experimentally determined metastable solvus, the models enabled the adjustment of the entropy-like terms in the expressions for the Gibbs energies of the metastable phases, having estimated the enthalpy-like terms from DFT calculations of formation enthalpies.
In a more recent work, some of the present authors [131] tested thethermodynamic, kinetic, and precipitation model parameters (e.g., matrix/precipitate interfacial energies) assessed by Povoden-Karadeniz et al. against experiments by Zel'dovich et al. [132] on the effects of slow cooling of Ni-rich NiTi SMAs (Ni 51 Ti 49 and Ni 52 Ti 48 ) from temperatures well above the metastable solvus with Ni 4 Ti 3 (typically above 870°C). In that work, Ni 52 Ti 48 alloys were observed to form a bimodal distribution of precipitates, with large particles forming as a result of favorable kinetics (i.e., large diffusion rates) at the high temperatures where the alloys crossed the metastable NiTi ? Ni 4 Ti 3 solvus during cooling. At these high temperatures, the thermodynamic driving force for nucleation is rather low so the precipitation kinetics is dominated by growth. At intermediate temperatures, both thermodynamics and kinetics are unfavorable and the growth of the initial population of precipitates is somewhat arrested, while nucleation is inhibited due to small driving forces for precipitation. Upon further cooling, the precipitation kinetics is dominated by copious nucleation. The end-result is a bimodal distribution, where there is a two orders of magnitude difference between precipitate populations. Figure 15 shows results from precipitation simulations with good qualitative agreement with the experimental observations by Zel'dovich et al.. Provided reliable thermodynamic and kinetic models are available, similar approaches can be carried out in precipitate-strengthened HTSMAs.
Integrating Computational Thermodynamics and Kinetics Within an ICME Framework for HTSMAs
Accelerated material design through an ICME framework requires, as minimal and necessary albeit non-sufficient conditions, knowledge about the thermodynamics and kinetics of materials in order to establish chemistry ? processing -structure relationships. Quantifiable microstructure metrics can in turn be used in combination with other physical models to establish the connections between microstructures and performance of the materials being developed. An example of some aspects of such an ICME framework applied to the accelerated development of HTSMAs is shown in Fig. 16 .
In the case of HTSMAs for actuation applications, the need to control not only transformation behavior but also the cyclic stability of such material systems has led to the development of complex multiphase alloys in which nanodispersed precipitates are used to tune transformation temperatures and to reduce the accumulation of slip-induced damage [1, 6, 10, 14] . Despite the lack in thermodynamics and kinetic models necessary for the implementation of ICME framework much progress has been made toward bridging this gap in the past few years and as more experimental work becomes available, the development of computational thermodynamics and kinetics models for HTSMAs will certainly accelerate. Moreover, there is already a mature body of work in which the connection between microstructure and shape memory response has been made to the point where predictions are in quantitative and qualitative agreement with experiment [13, 133] . Making the chemistry-processing-structureperformance connection is thus possible.
In fact, very recent work by Frankel and Olson [18] has demonstrated the feasibility of using computational models and experiments to accelerate the development of HTSMAs. Specifically, those authors proposed a framework based on a Hierarchical Materials Design approach [26] to develop precipitate-strengthened NiTi-and PdTi-based HTSMAs in which Ni 2 TiAl-type Heusler nano-dispersed precipitates were used to control transformation temperatures and cyclic stability of the alloys. The design parameters for that exercise were based on well-defined operating temperature ranges as well as superior cyclic stability, in addition to high strength and other performance metrics relevant to specific potential applications in the automotive and biomedical fields. Controllable design variables were the initial composition of the material as well as processing parameters such as aging temperature and time. One of the major design goals was to engineer alloys in such a way that the misfit between the precipitates and the matrix was minimized in order to enhance the driving force for nucleation of precipitates (hence achieving small, nanodispersed particles) and to minimize interfacial work and hysteresis associated with the martensitic transformation.
The connection between chemistry and processing and precipitate microstructure was achieved through the use of relatively simple Lifshitz-Slyozov-Wagner (LSW)-type coarsening models in which coarsening is assumed to be dominated by bulk diffusion, resulting in a time exponent of the growth rate of 1/3. Frankel and Olson also used strengthening models to account for precipitate looping and shearing mechanisms. Models accounting for the interfacial misfit as a function of composition of both matrix and precipitates. Moreover, they used a CALPHAD-like approach to predict the influence of composition on the austenite finish temperature, A f . Parameterization of the models was carried out through calibration against extensive experimental work.
The work resulted in a number of alloy systems and processing schedules that demonstrate adequate performance for some specific applications. Despite their success, the authors recognized the need for the development of more quantitative and predictive models that can be used to extrapolate chemistry ? processing -structure relations beyond the compositional ranges explored. This can only be achieved through CALPHAD assessments of the thermodynamics (i.e., phase stability) and kinetics (i.e., atomic mobilities) of these alloy systems.
Challenges Specific to HTSMAs Potentially Addressable Through Computational Thermodynamics and Kinetics
Up until this section, the discussions in this paper have focused mostly on the use of ICME approaches to investigate the design of the austenite matrix in order to improve the functional behavior of SMAs. Given the scarcity of research in this regard, most of the discussions have focused on SMAs rather than their high-temperature counterparts. Provided adequate thermodynamic and kinetic models were available, however, there is nothing in the discussions previously made that cannot be used for the development of HTSMAs. We have yet to discuss, however, the challenges specifically relevant to HTSMAs already discussed in ''Unique Challenges of High Temperature Shape Memory Alloys'' section. Before continuing we would like to note that to the best of the authors' knowledge none of the alloy design strategies outlined below have been formally addressed within an ICME framework and they constitute at best a possible roadmap for further research.
Improving Stability of Precipitate-Strengthened HTSMAs microstructures
Earlier in this paper, it was mentioned that one of the major challenges for precipitate-strengthened HTSMAs is the destabilization of precipitate phases as operating temperatures Fig. 16 A prototype ICME framework for the development of precipitate-strengthened HTSMAs increase. This de-stabilization is mainly due to three factors: (1) the coarsening of precipitates at prolonged aging time; (2) the dissolution of precipitate phases as the operating temperatures approach the (metastable) solvus corresponding to the matrix ? precipitate equilibrium; (3) the precipitation of secondary-undesirable phases that change matrix compositional and transformation behaviors.
In most precipitate-strengthening systems, a major obstacle is the stabilization of the precipitate structure at elevated temperature. Given the fact that there will always be a distribution of particle sizes Ostwald's ripening is always expected to occur. In this case, the only suitable approach to decrease the rate at which the precipitate structure coarsens would be to engineer the alloy in order to either reduce the mobility of the matrix/precipitate interface or decrease the effective bulk diffusion rates. In Al-Sc-Li alloys, precipitate stabilization at elevated temperatures has been achieved through the selection proper chemistry and heat treatment conditions that result in the formation of precipitates with core/shell structures in which the outer region of the precipitate phases function as a diffusion barrier that prevents further precipitate growth [134] .
Increasing the thermal stability of precipitates in HTSMAs is a challenge that must be overcome as operating temperatures increases. Usually, this is accomplished through minor alloying additions that improve the stability of the precipitates against dissolution in the matrix. Such an approach was followed in the case of Co-based super alloys in which W was found to be the key addition to stabilize coherent L1 2 Co 3 (Al,W) precipitates. In a related problem, the formation of detrimental phases upon thermal aging can potentially be prevented through careful selection of alloying additions that decrease the stability of such phases. As mentioned earlier, the formation of detrimental phases upon thermal aging can be prevented through proper alloying additions. In Ti-Ta HTSMAs this has already been demonstrated as Al additions have been shown to decrease the stability of the x phase [11] .
With the except with the last example, it is unclear whether the alloy design strategies mentioned above to improve the functional stability of precipitate-strengthened HTSMAs are feasible at all. Since the available compositional design space has barely been explored, this cannot be ruled out entirely. However, the alloy design strategy would need to consider simultaneously the connection between chemistry, processing and transformation temperatures and precipitate structure.
Enhancing Oxidation Resistance of HTSMAs
High operating temperatures of HTSMAs, combined with the relatively high susceptibility for oxidation of constituent elements make the development of oxidation resistance of
HTSMAs an even more difficult challenge to address. Until now, very few studies on the oxidation behavior of HTSMAs have been carried out. Even though there are almost no experimental results, the constituents of the most promising HTSMA systems are unlikely to be stable against oxidation conditions at elevated temperatures. This is particularly true when considering that the likely oxidation products will not result in a passivating layer. While the TiO 2 layer formed when NiTi-X HTSMAs are subject to oxidation exhibits parabolic growth [24] , it is unlikely that such a layer would result in adequate protection, particularly because the oxygen transport rate in TiO 2 is relatively high.
Oxidation resistance of any significant quality can only be achieved in alloys capable of inducing the formation of SiO 2 , Cr 2 O 3 , or Al 2 O 3 passivating layers. In these three cases, the parabolic growth rates are sufficiently low to enable the formation of a protective layer with minimal metal loss [135] . If none of Si, Cr, and Al constitutes major elements in an HTSMA composition, their addition into conventional HTSMAs would have to be considered, in order to have any hope of providing any resistance to oxidation at temperatures above 400°C.
Beyond the presence of oxide-forming elements, however, the following conditions must be met in order to ensure the formation of a passivating layer: (i) the oxide-forming element must have a high chemical activity in the host lattice; (ii) the diffusivity of the oxide former in the alloy should be sufficiently high and the diffusivity of oxygen in the alloy should be sufficiently low to prevent internal oxidation and promote the formation of a stable passivating layer at the metal surface. These conditions have been used in the recent development, for example, of alumina-forming stainless steels [25] . Similar approaches, grounded firmly on computational thermodynamics and kinetics have been proposed by Sato et al. for the improvement of oxidation resistance in Ni-based super alloys [136] .
Unfortunately, a major difference quickly arises between oxidation-resisting structural alloys versus their HTSMAs counterparts: the transformation itself. While even preliminary work still needs to be carried out, it is not clear if a passivating layer would retain its integrity upon multiple actuation cycles considering that the metal/oxide interface would change its character as the alloy transforms from austenite to martensite and back. A thin enough passivating layer may be sufficiently compliant to accommodate such change although it is far from clear whether this is possible in the first place.
Conclusions and Recommendations
In this work, we have reviewed some of the most important challenges and opportunities related to the integration of computational thermodynamics and kinetics as an integral ingredient for the development of ICME frameworks for SMAs in general and HTSMAs in particular. As our understanding of HTSMAs progresses, tailoring material properties around specific engineering performance metrics, rather than designing actuators and devices around the properties of the materials, will become increasingly feasible. Tailoring of HTSMA response will make necessary the exploration of a wide space in the composition ? processing material design space. This is only made more complex as it has become evident that optimal alloy systems will necessarily be multicomponent and multiphase, with some of the phases potentially being metastable.
Computational thermodynamics can assist in this very challenging material design exercise by (1) providing an understanding of the phase stability and competition between the matrix and secondary (precipitate) phases; (2) quantifying driving forces for precipitation of precipitate phases; and (3) developing an understanding of defect structure in non-stoichiometric austenites. Phase field models in turn can incorporate CALPHAD descriptions of thermodynamic and other physical properties to develop quantitative simulations not only of the time evolution of the size and shape of precipitates but also the effect of such precipitate's structure on the transformation behavior of the HTSMAs. Mean-field approaches to precipitation kinetics can in turn be used to establish the connection between (potentially complex) processing schemes and microstructure, which in turn can be used to predict the functional response of the alloys.
Unfortunately, there are no reliable thermodynamic and kinetic models for most of the HTSMAs of interest. This deficiency, however, can be addressed by bringing CAL-PHAD expertise within the HTSMA community. Interest in collaboration can be brought about by dedicated efforts toward the implementation of full ICME approaches to design relatively well-understood systems (such as NiTibased SMAs with small ternary additions) as there is already a significant and relevant body of literature. Once this has been demonstrated, the implementation of such methods to develop more complex alloy systems will certainly become a reality.
A more challenging problem is the fact that many of the problems associated exclusively to HTSMAs (such as thermal stability of microstructure and/or oxidation resistance) have barely been explored. In any case, full ICME deployment would necessitate accurate computational thermodynamic and kinetic models.
