Introduction
1. The ultimate purpose of the present paper is to study interpolation of harmonic and analytic functions on open Riemann surfaces W. We shall, however, first take a less restricted viewpoint and consider, in general, extremal problems on Riemann surfaces.
Extrema of given functionals can often be immediately found in the special case where W is compact and bounded by a finite number of analytic Jordan curves. The difficulties arise when the contours are arbitrary or, as is always the case for an infinite genus, the boundary exists in an ideal sense only. With this in view, we shall start with a theorem for reducing extremal problems from the general case of an open Riemann surface W to the special case just mentioned. The content of the reduction theorem (no. 5) will be, roughly speaking, as follows:
If the functional to be minimized increases with the region, and if the minimizing functions on compact subregions Wn with analytic boundaries form a normal family, then the solvability of the extremal problem for Wn implies that for W.
2. The reduction theorem will enable us to establish a rather general theorem on minimizing functionals of harmonic functions on Riemann surfaces. We consider the class of single-valued harmonic functions p with a finite number of prescribed poles or logarithmic singularities f ,• (i = by C\. We set X = h + k, with real h, k, and choose (3) m(p) = f pdp* +(k-h)p
Jfi for the functional to be minimized. Here the asterisk denotes the harmonic conjugate, 8 stands for the ideal boundary, and the integral is understood as the limit of integrals along the boundaries of exhausting subregions. The theorem to be established (no. 7) follows:
There exists a unique function phk in C\ which minimizes m(p). For varying h, k, the phk are interrelated by (4) phk = hpo + kpi, where po, pi stand for pi,o, po.i, respectively. The minimum value of m(p) is k2pi -h2p,o, with po=n(po), Mi=m(/>i)> and the deviation from this minimum is
given by the Dirichlet integral of p -phk:
It is of interest that here po, pi are the principal functions [16; 18] which correspond to the normal linear operators L0, L\, characterized by vanishing normal derivatives and constant boundary values, respectively. By fixing b" c, X, we can choose the class C\ oi functions (1); by subsequently fixing h, k within h + k=\, we can select the functional (3) to be minimized in C\. Thus the linear combinations hpo + kpi of the principal functions furnish the solutions to extremal problems of great variety and generality. A detailed account of these applications will be given in [19] . In the present paper we shall make use of the theorem in interpolation problems.
3. Let Ui,(i = l, ■ ■ • , n; v = 0, • ■ ■ , m) be arbitrary real constants. Consider regular single-valued harmonic functions u(z) on W with (6) d'u(U)/dx' = uir.
Here z=x+iy is the local uniformizer at f,-. We are interested in the interpolation problem of constructing a harmonic function satisfying (6) and with a smallest possible value of the Dirichlet integral. If m=0, we are dealing with the simplest case where the «($",) only are given. If n = 1, we have functions with values and derivatives, up to the mth order, prescribed at one point only.
We shall show (no. 24) that the principal functions p0, pi again provide us with the solution:
The function [22] . These authors discussed the interpolation problem from the viewpoint of minimizing mean values. The question of minimizing the Dirichlet integral was first treated by Kubota [6; 7] , Takenaka [20] and, for more general plane regions, by Lokki [9] [10] [11] [12] , Garabedian and Schiffer [4] , and Lehto [8] . On the other hand, we have for pCC the inequalities m(Wn, pn) ^ m(Wn, p) g m(W, p).
As this holds for each Wn and pCC, we deduce that
The statements (4) and (5) now follow on combining (6) and (7). §2. A theorem on minima of functionals (1) P = Re | £ <W + X Y Z b,z~' -clog \z\\\ .
Here a" b, are complex, c real coefficients, and X a real parameter. The class of functions (1) with fixed by, c and subsequently fixed X shall be denoted by C\. In particular, Co is the class of all single-valued regular harmonic functions p on W.
For simplicity, we shall not use additional indices i to distinguish the a" b" c, m and z corresponding to the various Ki. To avoid unnecessary constants, we also shall assume that the functions p have been normalized, by adding suitable real constants, so as to have Re {ao} =0 at fi. Moreover, the coefficients c, whose reality is implied by the single-valuedness of p, are supposed to satisfy the condition yi?_i c -0. We shall use the abbreviation (2) p = 2t 2Z Re \ca0 + Z vb.a, .
i-l L r=l J 7. Set \ = h+k with real h, k, and consider the following functional of p:
Here the integral along the ideal boundary /3 of W is defined as the limit of integrals taken along boundaries of exhausting regions.
The following theorem will be of basic importance in our reasoning:
Theorem.
There exists a uniquely determined function phk in C\ which minimizes m(W, p), (4) min m(W, p) = m(W, phk). pGcx by the Dirichlet integral:
The proof, based on the reduction theorem, will be given in nos. 8-17. 8. We first have to show that condition 1° of the reduction theorem is satisfied, that is, the problem can be solved for a Riemann surface W whose boundary 8 consists of a finite number of analytic Jordan curves.
In this case there exist in Ci two uniquely determined functions p0, pi, defined by the following properties:
These functions can be easily constructed by the linear operator method [16] , for the basic condition Jds* =0 is obviously satisfied for both po and p\. This implies that the functions in the sequel can be formed purely constructively. We set (9) phk = hp0 + kpx, and shall show that the deviation formula (7) holds. To begin with, we have (10) D(p -phk) = I pdp* + f phkdp*hk -f pdplk -\ phkdp*. Since D(p -phk) is nonnegative and vanishes for p=phk, we conclude that the functional on the left is minimized by phk, and the value of the minimum is k2p,i -h2po. Thus, condition 1° of the reduction theorem is fulfilled and the deviation formula (7) holds in the special case where 8 consists of a finite number of analytic Jordan curves.
13. Condition 2° of the reduction theorem is easily verified. In fact, for every pC Cn+u On setting h = l, k=Q and then h=0, k = l in (19) for Wn, we infer that Pi^P^Pq for functions /> with fgNpdp*= 0. The latter condition is fulfilled, in particular, by pi, p\, for U^P^PT = /ft,£o#o* =0, and the same is true of p\.
Consequently,
Dn(P -p ) ^ (h + k)(po -mi).
Here the right-hand side is independent of n, and we conclude that the family p" is normal. Thus condition 3° of the reduction theorem is fulfilled. To see this, we choose the b'y = 0, e1=-1, c' = l (j fixed t^ 1), the other c' = 0. Then we have a class {s'} of harmonic functions with two logarithmic poles only; let si, s( be the functions po, pi in this special class. Similarly, take the c'=0,bi = l (j, k fixed), the other b\ = 0. Now we have a single pole at a fixed fy, of order k(^m), and we denote the corresponding functions po, pi by ti\, t'a.
In the general class C\ with arbitrary real b\, c' the functions po, pi can be written n . . n m . . po = z2 c so + zl zZ bktko,
n n m pi = zZ c si + 22 2 bktki.
Indeed, for an approximating region Wn, the functions po, pi are uniquely determined in C\ by the boundary conditions dp0/dn=0, £i = const. on /3n. As these conditions are fulfilled by the s'0, s{ and /«,. 4i> so they are by the linear combinations (7) which therefore constitute p0, pi. For Wn->W, all these functions converge to unique limiting functions, and the relations (7) remain valid on W. In fact, on a compact W bounded by analytic Jordan curves, the combinations on the right have the same singularity as Ql®, Qit-Moreover, the real part of the first combination has vanishing normal derivative on the boundary, while that of the second is constant on each contour. For an open W, the relations (9) then follow by an exhaustion Wn~^W.
We obtain from (9), . We proceed to demonstrate that, in the present case, the solvability of the system is characterized by the existence of functions AD on IF, that is, single-valued nonconstant analytic functions with a finite-Dirichlet integral. The class of Riemann surfaces without functions AD is said to have an 4D-removable boundary and is denoted by 0Ad-The necessity of the condition Wd^AD is obvious, for we must have functions on IF whose Dirichlet integral could be minimized.
To establish the sufficiency, suppose that there is indeed a function AD on W. Then W can be mapped onto a plane region which contains the point at infinity and whose complement has a positive area (Ahlfors-Beurling 
