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We show that coupling ultracold atoms in optical lattices to quantized modes of an optical cavity
leads to quantum phases of matter, which at the same time posses properties of systems with both
short- and long-range interactions. This opens perspectives for novel quantum simulators of finite-
range interacting systems, even though the light-induced interaction is global (i.e. infinitely long
range). This is achieved by spatial structuring of the global light-matter coupling at a microscopic
scale. Such simulators can directly benefit from the collective enhancement of the global light-
matter interaction and constitute an alternative to standard approaches using Rydberg atoms or
polar molecules. The system in the steady state of light induces effective many-body interactions
that change the landscape of the phase diagram of the typical Bose-Hubbard model. Therefore, the
system can support non-trivial superfluid states, bosonic dimer, trimers, etc. states and supersolid
phases depending on the choice of the wavelength and pattern of the light with respect to the
classical optical lattice potential. We find that by carefully choosing the system parameters one can
investigate diverse strongly correlated physics with the same setup, i.e., modifying the geometry of
light beams. In particular, we present the interplay between the density and bond (or matter-wave
coherence) interactions. We show how to tune the effective interaction length in such a hybrid
system with both short-range and global interactions.
I. INTRODUCTION
Ultracold gases loaded in optical lattice is the ideal
tool for studying the quantum degenerate regime of mat-
ter. Controlling the coupling between the atoms and the
light beams creating the optical lattice allows to real-
ize simple models [1] that were first formulated in differ-
ent fields of physics from condensed matter to particle
physics and biological systems. These models would be
useful for quantum simulation purposes [2] and quan-
tum information processing (QIP) applications. Specif-
ically, one can realize effective Hamiltonians which con-
tain short-range physical processes such as tunneling be-
tween neighbor lattice sites and on-site interactions. The
implementation of long-range interactions that extends
over many lattice sites is an extremely challenging task
since it requires the use of more complex systems such
as polar molecules [3, 4] or Rydberg atoms [5–7]. More-
over, spatial structure of the interaction itself is fixed by
the physical system used (e.g. dipole-dipole interaction
for molecules and Van der Waals interaction for Rydberg
atoms) and cannot be changed.
In contrast to these examples, we show that by loading
an optical lattice inside a cavity allows to engineer syn-
thetic many-body interactions with an arbitrary spatial
profile. These interactions are mediated by the light field
and do not depend on fundamental processes, making
them extremely tunable and suitable for realizing quan-
tum simulations of many-body long-range Hamiltonians.
In contrast to other proposals based on light-mediated in-
teractions [8–12], we suggest a novel approach, where the
shortening of the a priori infinitely long-range (global)
light-induced interaction does not degrade the collective
light-matter interaction, but rather benefits from it. In
particular, in contrast to other proposals, where shorten-
ing of the interaction length requires increasing number
of light modes, in our case, rather short-range interac-
tions can be simulated with small number of light modes.
Moreover, even a single mode cavity is enough to simulate
some finite-range interactions. As a result, the quantum
phase of matter posses properties of systems with both
short-range and global collective interactions. The effec-
tive Hamiltonians can be an acceptable representation
of an otherwise experimentally hard to achieve quantum
degenerate system with finite range interaction.
In this article we present how different arrangements
involving multiple probes and/or multiple light modes
for detecting the scattered light, lead to these synthetic
interactions. The setups we propose are an extension
of recent experimental breakthroughs where optical lat-
tices in a single mode cavity have been achieved [13, 14].
Under these conditions, light and matter are both in
the full quantum regime, thus we have a quantum op-
tical lattice. This behaviour follows from the dynami-
cal properties of the light [15] and the structural Dicke
phase transition that occurs and forms a state with su-
persolid features [16]. Currently, the study of the full
quantum regime of the system has been limited to few
atoms [17–21]. As the light matter coupling is strongly
enhanced in a high finesse optical cavity in a preferred
wavelength, the atoms reemit light with the backaction
comparable with that of the lasers used in the trapping
process. As a consequence, an effective long-range (non-
local) interaction emerges driven by the cavity field. It is
now experimentally possible to access the regime where
light-matter coupling is strong enough and the cavity pa-
rameters allow to study the formation of quantum many-
body phases with cavity decay rates of MHz [13, 22] and
kHz [14, 23]. The light inside the cavity can be used
to control the formation of many-body phases of matter
even in a single cavity mode [17, 24–27]. This leads to
several effects yet to be observed due to the dynamical
properties of light [29–36]. Moreover, it has been shown
that multimode atomic density patterns can emerge, even
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2their coherences can become structured and light-matter
quantum correlations can control the formation of cor-
related phases. Our goal is to explore the landscape
of emergent quantum many-body phases the system is
able to support by means of these light induced interac-
tions. We will show a representative sample of some of
the non-trivial quantum many body phases that can be
achieved in experiments and their characteristics. When
light scatters maximally the system in its steady state
has a dynamical optical lattice (DOL), while when the
atoms scatter light minimally the system has a quantum
(QOL) [26]. In a DOL the self-consistent nature of the
matter-cavity system leads to structured self-organized
states. In a QOL atomic quantum fluctuations are mod-
ified via the quantum fluctuations of the light field trig-
gering the formation or stabilization of correlated phases.
Recent experimental achievements [13, 14] are due to
the dynamical nature of the OL via cavity backaction.
Thus, a plethora of novel quantum phases due to the
imprinting of structure by design in the effective light-
induced interaction occurs [26–28]. In addition quantum
many-body phases can be measured via light-scattering
measurements [24, 27, 37–41], or by matter wave scat-
tering [42], and dynamical structure factors can be ob-
tained via homodyne detection [43] and leaking of pho-
tons from the cavity [44]. Recently, density ordering has
been achieved with classical atoms [45]. Also, non in-
teracting fermions in a cavity have been studied [46–48]
and even chiral states are possible [49]. Additionally,
multimode cavities extend the possibilities for quantum
phases even further [9, 20, 50–52]. Thus making our syn-
thetic interactions feasible in the near future. We will
explore how by carefully tuning system parameters and
the spatial structure of light, one can design with plenty
of freedom the quantum many-body phases that emerge
and one can even simulate finite range many-body inter-
actions using the mode structure imprinted by the light.
The quantum nature of the potential seen by the atoms
will change the landscape of correlated quantum many-
body phases beyond classical optical lattice setups.
Our work will foster the design of multicomponent
states and their possible application towards quantum
multimode systems in optomechanics [53]. Moreover,
our approach can aid in the simulation by means of
networks [54–56]. Toward quantum state engineering,
our models can be used for engineering non-trivial corre-
lated many-body quantum states [57, 58], and quantum
state preparation using state projection [59–67] via mea-
surement back-action in addition to cavity back-action.
Moreover feedback control [68–74] can also be explored in
relation with the emergent phases we find. The our mode
structures will appear in the realm of non-Hermitian dy-
namics via effective Hamiltonians [75–78] and polaritonic
systems [79–81].
The setup we will describe might aid in the design
of novel quantum materials, where the concepts we will
show could be translated to real materials and composite
devices in solid state systems.
The article has the structure as follows. We intro-
duce the model of ultracold atoms in high-Q cavity where
the atoms are in the regime of quantum degeneracy and
state the effective matter Hamiltonian that we will study.
Then we show, how one can construct arbitrary interac-
tions using the light induced structures that are formed.
These effective interactions will be useful for the pur-
pose of quantum simulation of finite range interactions
among other possible applications. Then we show, how
one can construct and effective general representation of
the mode Hamiltonians, and solve relevant cases for cur-
rent and future experiments depending on the geometry
of light. We will show the emergent quantum many-body
phases that arise due to the effect of quantum light and
some of their properties. We conclude our manuscript by
discussing our results.
II. THE MODEL
The system consists of atoms trapped in an OL inside
(a) single- or multi-mode cavity(ies) with the mode fre-
quency(ies) ωc and decay rate(s) κc in off-resonant scat-
tering [25, 26, 40, 62]. The off-resonant light scattering
condition means that Γ |∆pa|, where Γ is the sponta-
neous emission rate of the atoms, where ∆pa = ωp − ωa
is the detuning between the light mode(s) frequency(ies)
ωp and the atomic resonance frequency ωa. The atomic
system is probed with classical beam(s) and the scat-
tered light is selected and enhanced by the optical cav-
ity(ies). The light from the pump(s) has amplitude(s)
Ωp (in units of the Rabi frequency). The cavity-pump
detunning is ∆pc = ωp − ωc. The system is depicted in
Fig.1. The light is pumped from the side of the main
axis of the high Q cavity(ies), at an angle not necessar-
ily at 90◦. The cavity mode(s) couple(s) with the atoms
via the effective coupling strength(s) gp = gcΩp/(2∆pa),
with gc the light-matter coupling coefficient of the cav-
ity(ies). The light-matter Hamiltonian describing the
system is: H = Hb + Ha + Hab, where Hb is the reg-
ular Bose-Hubbard (BH) Hamiltonian [82, 83],
Hb = −t0
∑
〈i,j〉
(bˆ†i bˆj + H.c)− µ
∑
i
nˆi +
U
2
∑
i
nˆi(nˆi − 1),
(1)
with t0 the nearest neighbor tunneling amplitude, U the
on-site interaction and µ the chemical potential. The
light is described by Ha = ∑c ~ωcaˆ†caˆc and the light-
atom interaction is [25]:
Hab =
∑
c,p
(
g∗p aˆcFˆ
†
pc + gpaˆ
†
cFˆpc
)
(2)
with Fˆpc = Dˆpc + Bˆpc. Dˆpc =
∑
j J
pc
jj nˆj is the density
coupling of light to the atoms, Bˆpc =
∑
〈i,j〉 J
pc
ij (bˆ
†
i bˆj +
h.c.) is due to the inter-site densities reflecting matter-
field interference, or bonds [26, 40]. The sums go over
3illuminated sites Ns, and nearest neighbor pairs 〈i, j〉.
The operators b†i (bˆi) create (annihilate) bosonic atoms
at site i, aˆ† (aˆ) photons in the cavity, while the number
operator of atoms per site is given by nˆi = bˆ
†
i bˆi . Hab is
the relevant contribution to the quantum potential seen
by atoms on top of classical OL described by the BH
model, where the on-site interaction U and hopping am-
plitude t0 are short-range local processes. The effective
FIG. 1: [color on-line] Setup of the system. The cold atoms
in the optical lattice are inside a high reflective optical cav-
ity, and several atomic modes are induced by light (spheres
with different shades [colors] correspond to different atomic
modes), while one or several coherent pumps are injected into
the system.
parameters of the Bose-Hubbard Hamiltonian with the
cavity field can be calculated from the Wannier functions
and are given by
t0 =
∫
w(x− xi)(∇2 − VOL(x))w(x− xj)dnx, (3)
where 〈i, j〉 are nearest neighbor sites, and
Jpcij =
∫
w(x− xi)u∗c(x)up(x)w(x− xj)dnx, (4)
and “i” and ”j” can be the same site for density cou-
pling or be nearest neighbors for bond coupling, where
uc,p(x) are the cavity(ies) and pump(s) mode functions
and w(x) are the Wannier functions. The classical opti-
cal lattice potential is given by VOL(x). The light couples
either to the density on each site or to the inter-site den-
sity, coupling the coherences. The classical optical lat-
tice defining the regular Bose-Hubbard Hamiltonian is
weakly dependent of the cavity parameters [30, 31]. The
atoms are mainly trapped by the strong classical lattice,
which is created inside a cavity(ies) by the external laser
beams. This external potential is insensitive to the quan-
tum state of atoms. The light scattered into the cavity
constitutes a quantum perturbation of the strong classi-
cal potential. This perturbation strongly depends on the
many-body atomic state. Furthermore, the classical op-
tical lattice and light in the cavity can be detuned from
each other.
Moreover, it is useful to exploit the spatial structure
of light as a natural basis to define atomic modes, as
the coupling coefficients Jpcij can periodically repeat in
space [26, 27, 40, 62, 84], and as we will show arbitrar-
ily designed. All atoms equally coupled to light belong
to the same mode, while the ones coupled differently be-
long to different modes ϕ. Then we have for the atomic
operators,
Fˆpc =
∑
ϕ
JpcD,ϕNˆϕ +
∑
ϕ′
JpcB,ϕ′ Sˆϕ′ (5)
where the light induced “density” Nˆϕ and “bond” Sˆϕ
mode operators, such that:
Nˆϕ =
∑
i∈ϕ
nˆi, and Sˆϕ =
∑
〈i,j〉∈ϕ
(bˆ†i bˆj + bˆ
†
j bˆi ), (6)
with JpcD,ϕ corresponding to the posible values of J
pc
ii
and JpcB,ϕ′ corresponding to J
pc
ij where the pair 〈i, j〉
are nearest neighbors. These encompass the different
sets of values taken by the Wannier overlap integrals
Jcpij [26, 40, 62, 84] for each mode of the cavity system, ei-
ther a single mode cavity with one pump and one cavity
or a multi-mode cavity, and even multiple cavities and
multiple pumps.
III. LIGHT MEDIATED SYNTHETIC
ATOM-ATOM INTERACTION
The Hamiltonian as it is has a light and matter sec-
tor that has a complicated structure. However, in the
good cavity limit |∆pc|  κc while |∆pc|  |U | and
|∆pc|  |t0| we have that the light field can be adia-
batically eliminated. In general, the problem of recon-
struction of the effective matter Hamiltonian is hard, and
there are several alternatives for this reconstruction as
shown in [17, 27, 31]. Thus, the light field becomes en-
slaved by the matter and vice versa, we refer to this as
cavity back-action. This leads to the effective Hamilto-
nian:
Heff = Hb +
∑
c
∑
p,q
(
gqceff
2
Fˆ †pcFˆqc +
(gqceff)
∗
2
FˆpcFˆ
†
qc
)
(7)
with the effective coupling strengths,
gqceff =
g∗cgq
∆qc + iκc
. (8)
4The sum over “c” goes over the cavity modes (for a multi-
mode cavity/several cavities) and “p” and “q” go over the
number of pumps. The new terms are the by-product of
the cavity back-action of light and matter: an effective
structured interaction that depends on the form of coeffi-
cients given by the effective interaction couplings gqceff and
the projections of light onto the matter matter system
given by the spatial distribution of the constants JpcD,ϕ,
JpcB,ϕ corresponding to the light induced modes ϕ. Care-
fully analysis shows [27], that beyond the adiabatic limit,
additional terms modify the effective Hamiltonian due to
the non-commuting nature between light induced pro-
cesses with the original matter Hamiltonian and higher
order photon processes. In what follows we will always
consider the adiabatic limit. The new terms beyond BH
Hamiltonian give the effective long-range light-induced
interaction between density and bond modes that depend
on geometry of the cavity modes and light pumps injected
into the system. We can rewrite the new terms as,
∑
c
∑
p,q
(
gqceff
2
Fˆ †pcFˆqc +
(gqceff)
∗
2
FˆpcFˆ
†
qc
)
=
∑
ϕ,ϕ′
∑
c
∑
p,q
[
γ˜D,Dϕ,ϕ′ (c, p, q)NˆϕNˆϕ′ + γ˜
B,B
ϕ,ϕ′(c, p, q)SˆϕSˆϕ′
+ γ˜D,Bϕ,ϕ′ (c, p, q)(NˆϕSˆϕ′ + Sˆϕ′Nˆϕ)
]
, (9)
with, γ˜µ,νϕ,ϕ′(c, p, q) = [g
qc
eff(J
pc
µ,ϕ)
∗Jqcν,ϕ′ + c.c.]/2, {µ, ν} ∈
{D,B}. Cast in the above form, it is clear that the terms
are similar to density-density interactions, exchange in-
teractions, and the last two terms to a combination of the
action of both multi mode density and exchange. The
different values of the effective interaction couplings γ˜
between light induced spatial mode operators Nˆϕ and
Sˆϕ will determine the emergent phases in the system.
The structure constants together with the effective in-
teraction couplings gqceff give an unprecedented ability to
design an arbitrary interaction profile between the atoms.
The new terms from Eq. (9) provide the system with a
plethora of new possibilities. In principle one can design
arbitrary interactions patterns by choosing the geometry
of the light: modifying angles, pump amplitudes, detun-
ings and cavity parameters. Certainly, the potential of
this to enrich cold atomic systems in terms of the simu-
lation and design of interactions is vast. In what follows,
we will discuss some simple examples of how the above
Hamiltonian can be used to generate synthetic interac-
tions for quantum simulation, i.e. the couplings between
the atoms is not a consequence of fundamental physical
processes but are mediated by the light field and depend
on the geometrical arrangement of the probe beam and
the optical cavity.
A. One probe and one cavity
For a deep OL, the Bˆcp contribution to Fˆcp can be ne-
glected. We find that the effective atom-atom interaction
can be re-written as:
HD1 = geff
∑
i,j
Wij nˆinˆj . (10)
with geff = Re[g
11
eff ]/2 = ∆11|g1|2/(∆211 + κ21), thus the
effective interaction strength factors out. The specific
dependence of the functions J11ii defines the spatial pro-
file of the interaction between the atoms via the interac-
tion matrix Wij = 2 Re
[
(J11ii )
∗J11jj
]
. In order to illus-
trate this, we focus on a one-dimensional lattice and we
consider traveling waves as mode functions for the light
modes (i. e. uc(r
¯
) = eik¯c
·r
¯ and J
11
jj = e
i(k
¯c1
−k
¯p1
)·r
¯j ) so
that Wij becomes:
Wij = cos
[
(k
¯c1
− k
¯p1
) · (r
¯i
− r
¯j
)
]
. (11)
The cavity induces a periodic interaction between the
atoms and, depending on the projection of k
¯c1
−k
¯p1
along
the lattice direction eˆr
¯i
, its spatial period can be tuned
to be commensurate or incommensurate to the lattice
spacing. Specifically, if J11jj = e
i2pij/R and R ∈ Z+, atoms
separated by R lattice sites scatter light with the same
phase and intensity and the optical lattice is partitioned
in R macroscopically occupied regions (spatial modes)
composed by non-adjacent lattice sites [84]. The specific
geometric configuration of the light beams is determined
by the angles θc1,p1 between the wave vectors k¯c1,p1
and
er
¯i
: in order to have R spatial modes, one has to set
cos θp1 = cos θc1 −
λ
a
1
R
(12)
where λ is the wavelength of the light modes. If this
relation is fulfilled, Wij has periodicity R lattice sites
and, defining the operator Nˆj to be the population of
the mode j, the interaction strength between two atoms
belonging to the different modes i and j depends solely on
their mode distance ((i − j)modR) and not their actual
separation. In this case, we find that the mode-mode
5interaction Hamiltonian is given by
HD1 = 2geff
R∑
i,j=1
cos
(
2pi
R
(i− j)
)
NˆiNˆj . (13)
The case R = 2 has been recently realized [13], showing
that new light-mediated interaction heavily affects the
ground state of the Bose-Hubbard model inducing a new
supersolid phase. Simply changing the angle between
the cavity and the optical lattice, one can increase the
number of spatial modes modes and therefore implement
more complicated long-range interactions that cannot be
obtained using molecules or Rydberg atoms [Fig. 2].
If the period of Wij is incommensurate to the lattice
spacing, the spatial modes are not well-defined since each
lattice sites scatters light with a different phase and am-
plitude. Therefore, the value of interaction matrix is no
longer periodic and resembles disorder [36]. This behav-
ior is analogous to the potential generated by the su-
perposition of two incommensurate optical lattices [85]
which has been used for generating controllable disor-
dered potential, allowing the observation of Anderson lo-
calization and new quantum phases (Bose glass) in ul-
tracold gases [86, 87]. Here, we move a step further
and we create synthetic random interactions between the
atoms, generalizing the Anderson model where disorder
affects only the local potential and/or the tunneling am-
plitude [88, 89].
B. Multiple probes and one cavity
The previous simple case where only one cavity and
one probe are present allows to realize interactions that
resemble a cosine profile. We know turn to a different
monitoring scheme where the atoms are probed with R
different classical pumps and scatter light to a single op-
tical cavity.
In addition to the previous paragraphs, where the light
mode of the cavity has contributions from all the sites of
the optical lattice, all the probe beams concur to the
value of the light field inside the cavity and the effective
atom-atom interaction is
HD1 =
R∑
p,q=1
(
gq1eff
2
Dˆ†p1Dˆq1 + H.c.
)
(14)
The spatial profile of the interaction described by (14)
can be tuned changing the light mode functions or/and
the intensity and phase of the probe beams. As in the
previous examples, we consider traveling waves as mode
functions for the light and we note that
HD2 = γeff
R∑
l,m=1
∑
i,j
(
g∗l gme
−i(k
¯c1
−k
¯pl
)·r
¯i×
e
i(k
¯c1
−k
¯pm
)·r
¯j nˆinˆj + H.c.
)
(15)
-1
0
1
Wi, j
(a)
-1
0
1 (b)
0 3 6 9 12 15|i- j|0.0
0.5
1.0
Wi, j
(c)
0 3 6 9 12 15|i- j|-1
0
1 (d)
FIG. 2: [color on-line] Different interactions that can be im-
plemented using a single cavity mode and a single probe for
L = 16 lattice sites and using traveling waves as mode func-
tions. The panels illustrate the value of Wi,j as a function of
|i− j| (normalized). Panels (a) and (b): interaction strength
in presence of R = 2 (θc1 = 0, θp1 = pi/2, λ = 2a) and
3 (θc1 = 0, cos θp1 = 1/3, λ = 2a) spatial modes. The
value of Wi,j depends solely on the mode distance. Panel
(c): increasing the number of atomic modes leads to long-
range interactions with a well-defined spatial profile (θc1 = 0,
cos θp1 = 7/8, λ = 2a). Panel (d): the periodicity of Wi,j is
incommensurate to the lattice spacing, resulting in a “disor-
dered” interaction.
. The dashed lines are a guide to the eye between modes
choosen.
with γeff = ∆pc/(∆
2
pc +κ
2
c), as the pumps have the same
wavelength λpl = λpm , such that all the detunings are
the same: ∆plc = ∆pmc = ∆pc. This is equivalent to
the product of two Discrete Fourier Transforms (DFT)
if a(k
¯c1
− k
¯pl
) · eˆr
¯i
= 2pil/R for all the probe beams
l = 1, 2, ...R, and eˆr
¯i
is the unit vector of r
¯i
and a the lat-
tice spacing. Importantly, these conditions fix only the
directions of the probe beams (cos θpl = cos θc1 − λa lR )
and not their intensities or phases, i. e. the coefficients
gp. Furthermore, the probe beams divide the optical lat-
tice in R macroscopically occupied spatial modes which
interact according to the Hamiltonian,
HD2 = γeff
R∑
i,j=1
(
V ∗i VjNˆiNˆj + H.c.
)
(16)
where Vj =
∑R
m=1 gme
i 2pimjR describes the strength of the
interaction between the spatial modes defined by the light
scattering. Tuning the probe intensities and their rela-
tive phase, the function Vj can be modified to design to
any spatial profile, as illustrated in Fig. 3. Importantly,
Eq. (13) implies that the coupling between the modes i
and j is Wij ∝ V ∗i Vj and therefore the interaction matrix
Wij does not depend on the distance between the spatial
modes. This is in contrast to the usual solid state physics
scenarios where interactions do not depend on the spe-
60.5
1.0|gl| (b.1)
-0.5
0.5ϕ (c.1)
0.5
1.0
geff11 m
(d.1)
0.0
0.5
V j
(a.1)
0
1|gl| (b.2) -0.5
0.5ϕ (c.2)
0.9
1.0
geff11 m
(d.2)
0
10
V j
(a.2)
1 2 3 4 5
l
0
1|gl| (b.3)
1 2 3 4 5
l
-1
1ϕ (c.3)
1 2 3 4 5
m
0
1
geff11 m
(d.3)
1 2 3 4 5
j
0
1
V j
(a.3)
FIG. 3: [color on-line] Examples different synthetic interactions that can be implemented using traveling waves as mode
functions. Panel (a) represents the effective synthetic interaction potential Vj . We show a Yukawa potential (Vj = Vj = e
−j/j)
in panel (1), a Morse potential in panel (2)
(
Vj = 5
[
(1− e−(j−2))2 − 1
])
and a Bessel potential in panel (3) (Vj = piy0(pix)),
where y0 is the Bessel function of the second kind. Panels (b) and (c) show the parameters using a single cavity and
five probes described by the effective intensity |gl| (normalized) and the phase φ = Arg(gl), the effective interaction is
Wij ∝ V ∗i Vj (θc1 = 0, cos θpl = 1 − 2l/5, λ = 2a). Panel (d) shows the effective couplings for five cavity modes and one
probe corresponding to (a), the effective interaction is Wij ∝ V|i−j| (θp1 = 0, cos θcl = 1 − l/5, λ = 2a). The dashed lines
are a guide to eye of the effective mode interaction.
cific position of two particles but only on their distance.
This interaction is akin to multicomponent interactions
due to different spin projections in a BEC. Here, the in-
teraction coefficients between each light induced mode
have an arbitrary coupling that links all the elements in
the manifold. The scheme we propose opens the possibil-
ity of studying new classes of interactions and effects not
observable in conventional systems. It is worth mention-
ing that there is only one distance-dependent interaction
function that can be realized with this setup: a cosine
profile. Specifically, one has Wij = W|i−j| only if Vj is a
pure phase (which can be obtained with one probe and
one cavity).
In the above paragraph, we assumed the light mode
functions to be traveling waves which allowed us to give
a simple description of the synthetic interactions in terms
of DFT. Importantly, the definition of the spatial modes
does not rely on this assumption but only on the fact that
the coefficients Jjj can have the same value on different
lattice sites so that atoms in these positions scatter light
with the same phase and intensity. For example, it is
possible to realize the case R = 2 by considering stand-
ing waves (ui(r
¯
) = cos(k
¯i
· r
¯
)) crossed at such angles to
the lattice that k
¯0
· r
¯
is equal to k
¯1
· r
¯
and shifted such
that all even sites are positioned at the nodes, so Jii = 1
for i odd while Jii = 0 for i even or the R = 3 case by
imposing k
¯1,0
· r
¯
= pi/4 so that the coefficients Jii are
Jii = [1, 1/2, 0, 1/2, 1, 1/2, 0...]. If light mode functions
are not traveling waves, the general form of the interac-
tion between the modes follows Vj =
∑R
m=1 gmJjj where
Jjj is not a simple phase factor. Therefore, in order to
engineer a given long range interaction it is not possible
to use the simple DFT formalism for computing the co-
efficients gm but one has to recur to numerical methods.
C. Multiple cavity modes and one probe
In order to obtain an interaction that depends solely on
the distance between the atoms (or the modes), we turn
to the case of one classical probe which scatter photons
to R light modes. This scheme can be realized using
multiple cavities or a multi mode cavity. Considering
only the events when light is scattered by the atoms from
the probe beam to one of the cavities and neglecting the
photon scattering between different cavities, we find that
the atom-atom interaction follows
HD3 =
R∑
m=1
(
g1meff
2
Dˆ†1mDˆ1m + H.c.
)
(17)
where g1meff = ∆1m|g1|2/(∆21m + κ21m). Eq. (17) is fun-
damentally different from (14) since here only one sum
is present and the interaction does not mix Dˆ operators
with different indexes. This allows to engineer long-range
interactions that depend on the distance between the lat-
tice sites and are analogous to the usual two-body inter-
actions studied in condensed matter systems. We illus-
trate this by considering traveling waves as mode func-
7tions for the light and (17) becomes:
HD3 =
R∑
m=1
∑
i,j
(
g1meff e
−i(k
¯p1
−k
¯cm
)·(r
¯i
−r
¯j
)
nˆinˆj + H.c.
)
(18)
Fixing the the direction of the wave vectors of the cavity
modes so that a(k
¯p1
−k
¯cm
)·eˆr
¯i
= pil/R for all l = 1, 2, ...R
(corresponding to the angles fulfilling cos θcl = cos θp1 −
λ
2a
l
R ), the light scattering process defines R spatial modes
and we can perform a DFT analysis. However, instead we
have a Discrete Cosine Transform. Specifically, Eq. (18)
reduces to
HD3 = 2
∑
i,j
V|i−j|NˆiNˆj , (19)
where Vj =
∑R
m=1 g
1m
eff cos(
pimj
R ). In contrast to the
scheme we considered in the previous sections, here the
interaction between mode i and mode j depends solely on
the distance between the modes (i−j) and can be shaped
to any Vj profile changing the detunings and the decay co-
efficients of the cavities. Therefore, this scheme allows to
realize quantum simulators that are able to mimic long-
range interactions with an arbitrary spatial profile, such
that Wi,j ∝ V|i−j|.
As we see, the global (infinitely long-range) light-
matter interaction enables to simulate systems with
rather short-range and tunable interactions. Moreover,
simulating short-range interaction requires just a small
number of light modes. Indeed, the price for this is that
we do not simulate an original problem of interacting
atoms at sites, but replace it by an effective one, sim-
ulating the interaction between the global modes. The
effective mode Hamiltonians can be an acceptable repre-
sentation of an otherwise experimentally hard to achieve
quantum degenerate system with finite range interaction.
As we will show, such a global, but importantly spatially
structured interaction, can still compete with intrinsic
short-range processes leading to non-trivial phases. As
a result, the quantum phases will have properties of sys-
tems due to both short-range and global processes, thus
directly benefiting from the collective enhancement of the
light-matter coupling.
In the next sections, we will show the emergent phases
that are formed due to particular choices of the light
profile used. Also, we will study the general aspects of
the effective Hamiltonians by looking at the semi-classical
(leading to DOL) and quantum contributions (leading to
QOL) in them.
IV. GENERAL DECOUPLING SCHEME FOR
ARBITRARY LIGHT-FIELD STRUCTURE:
LIGHT-INDUCED MODES
In this section we elaborate further on the structure
given by the constants that can be designed by the ge-
ometry of the system. As the J ’s have a certain spatial
dependency for a subset of sites, a sub-lattice structure is
imprinted to the atoms. A experimentally relevant par-
ticular case, is when the atoms are located in the diffrac-
tion minima of the cavity field (one cavity and one probe,
with R = 2) [13]. As we have shown in the previous sec-
tion, the spatial structure of light gives a natural basis to
define the atomic modes. The coupling coefficients Ji,j
can be designed to periodically repeat in space with a cer-
tain set of weights. The symmetries broken in the system
are inherited from such a periodicity: all atoms equally
coupled to light belong to the same mode, while the ones
coupled differently belong to different modes. To be pre-
cise, in a single cavity with a single mode and pump for
the homogeneous scattering in a diffraction maximum,
Ji,j = JB and Jj,j = JD, one spatial mode is formed. Al-
ternatively, when light is scattered in the main diffraction
minimum (at 90◦ to the cavity axis), the pattern of light-
induced modes alternates sign as in the staggered field,
Ji,j = Jj,i = (−1)jJB and Jj,j = (−1)jJD. This gives
two spatial density modes (odd and even sites) and four
bond modes due to the coupling between nearest neigh-
bor coherences [26, 27]. The density and bond modes can
be decoupled by choosing angles such that JD = 0 (by
shifting the probe with respect to classical lattice thus
concentrating light between the sites) or JB = 0 [40].
The Hamiltonian for a single cavity and a single pump
is:
Heff = Hb + geff
2
(
Fˆ †Fˆ + Fˆ Fˆ †
)
. (20)
Next, we separate light matter-correlations and dynam-
ical terms in Fˆ †Fˆ performing multi mode on-site mean-
field.
The Dˆ†Dˆ (density coupling) terms can be expanded as
Dˆ†Dˆ + DˆDˆ† ≈
∑
ϕ,ϕ′
(J∗D,ϕJD,ϕ′ + c.c.)〈Nˆϕ′〉(2Nˆϕ − 〈Nˆϕ〉),
+ δDˆ†Dˆ (21)
δDˆ†Dˆ = 2
∑
ϕ
|JD,ϕ|2δNˆ2ϕ, (22)
δNˆ2ϕ =
∑
i∈ϕ
(nˆi − ρi)2, (23)
where 〈Nˆϕ〉 =
∑
i∈ϕ ρi is the mean number of atoms in
the mode ϕ and ρi = 〈nˆi〉 is the mean atom number at
site i. The first term in Eq. (21) is due to the dynamical
properties of the light field, these terms exhibit non-local
coupling between light-induced modes. The terms in (22)
are the light-matter correlations and contain the effect
due to quantum fluctuations the QOL terms.
The Bˆ†Bˆ (bond coupling) terms can be expanded as:
Bˆ†Bˆ + BˆBˆ† ≈
∑
ϕ,ϕ′
(J∗B,ϕJB,ϕ′ + c.c.)〈Sˆϕ′〉(2Sˆϕ − 〈Sˆϕ〉)
+ δBˆ†Bˆ, (24)
δBˆ†Bˆ = 2
∑
ϕ
|JB,ϕ|2δSˆ2ϕ, (25)
8δSˆ2ϕ =
∑
〈i,j〉∈ϕ
((bˆ†i bˆj + h.c.− 〈bˆ†i bˆj + H.c.〉)2
+
∑
〈i,j,k〉∈ϕ
(
bˆ†i bˆ
†
k(bˆj)
2 + (bˆ†j)
2bˆi bˆk + 2nˆi bˆ
†
k bˆj + bˆ
†
k bˆj
− (bˆ†k bˆj + bˆ†i bˆk + h.c.)〈bˆ†i bˆj + H.c.〉
)
, (26)
where 〈i, j, k〉 refers to i,j nearest neighbor and k is a
nearest neighbor to the pair 〈i, j〉. The first term in (24)
is due to the dynamical properties of the light field and
(26) are due to light-matter correlations. These are ba-
sically all the possible 4 point correlations and tunnel-
ing processes between nearest neighbor, as higher order
tunneling processes have much smaller amplitudes. The
expectation value of the bond operators reduces to,
〈Sˆϕ〉 =
∑
〈i,j〉∈ϕ
(ψ†iψj + ψ
†
jψi ), (27)
where ψi = 〈bˆi〉 is the SF order parameter corresponding
to the site “i”. The above is the sum of products of order
parameters at nearest neighbor sites in the light-induced
mode ϕ.
In fact for most purposes is enough to consider,
δSˆ2ϕ ≈
∑
〈i,j〉∈ϕ
([bˆ†i bˆj + H.c.]− 〈bˆ†i bˆj + H.c.〉)2 (28)
=
∑
〈i,j〉∈ϕ
[
bˆ2†i bˆ
2
j + bˆ
2†
j bˆ
2
i + 2nˆinˆj + nˆi + nˆj
− 2(ψ∗i ψj + ψ∗jψi )(bˆ†i bˆj + bˆ†j bˆi ) + (ψ∗i ψj + ψ∗jψi )2
]
,
(29)
as these terms have a more significant effect in the effec-
tive Hamiltonian compared to the nearest-neighbor cou-
pling to nearest neighbors (the 〈i, j, k〉 terms). These
are the quantum fluctuations in the SF order parame-
ters. The terms in the first line of Eq.(29) are due to
two-particle hole excitations at adjacent sites. These will
change the landscape of the supported quantum phases
in the system, as they introduce a mechanism to break
translational invariance via a DW instability and the
modification to quantum fluctuations. Importantly, the
QOL can generate a DW instability.
Note that for a homogeneous ideal superfluid state
(U = 0), ∑
ϕ
〈δSˆ2ϕ〉 =
∑
ϕ
〈Sˆϕ〉 = 2zNs|ψ|2 (30)
where we have used the coordination number (the num-
ber of nearest neighbors) is defined as z = 2d for a d-
dimensional square lattice. As we can expect, the fluctu-
ations of the SF order parameter in this limit are Pois-
sonian.
The terms that arise from the product of Bˆ and Dˆ
(bond-density coupling) are:
Bˆ†Dˆ + DˆBˆ† + H.c. ≈ 2
∑
ϕ,ϕ′
(J∗B,ϕJD,ϕ′ + c.c.)(〈Sˆϕ′〉Nˆϕ
+ 〈Nˆϕ〉Sˆϕ′ − 〈Sˆϕ′〉〈Nˆϕ〉))
+ (δBˆ†Dˆ + δDˆBˆ† + H.c.), (31)
δBˆ†Dˆ + δDˆBˆ† + H.c. =
∑
ϕ
[
(J∗B,ϕ′JD,ϕ′ + c.c.)δCˆϕ′
+H.c.
]
, (32)
δCˆϕ′ =
∑
〈i,j〉∈ϕ′
(bˆ†i bˆj + H.c.− 〈bˆ†i bˆj + H.c.〉)(nˆi− ρi) (33)
where 〈δCˆϕ′〉 is the sum of the “local” covariances per
mode given by the bond operator modes ϕ′. The addi-
tional terms δBˆ†Bˆ, δDˆ†Dˆ, δBˆ†Dˆ and δDˆ†Bˆ have a local
character that alters the system at the quantum level,
coupling the local densities to the local tunneling pro-
cesses.
Additional terms might be considered in the above ex-
pansions and their generalization is straightforward by
removing the restriction over the sums beyond nearest
neighbor. It is evident from the decomposition and the
expansion that the semi classical terms, given by 〈Fˆ 〉Fˆ †
and 〈Fˆ †〉Fˆ have a non-local (global) character coupling
all the illuminated sites and imprinting structure in the
interaction. Light scattering from the atoms can suppress
or enhance quantum terms by properly choosing the de-
tuning with respect to the cavity and in addition the light
mode structure leads to a combination of novel phases of
matter not supported without cavity light. When atoms
scatter light maximally, the terms due to quantum fluc-
tuations are strongly smeared out as their behavior scale
with Ns compared with the factor of N
2
s of semi classical
terms. This occurs when geff < 0 and the familiar sce-
nario of self-organized states emerges, however in the case
when geff > 0 quantum fluctuations become relevant as
atoms scatter light minimally and the QOL becomes im-
portant. Thus, by suppressing self-organization one has
access to the effects due to true quantum fluctuations
otherwise not visible.
A. Effective mean-field Hamiltonian components
Next, we introduce on site mean-field theory to rep-
resent the above terms defining superfluid order param-
eters per site such that 〈bˆi〉 = ψi and we consider for
simplicity a square lattice in d dimensions. Separating in
short-range contributions, due to quantum fluctuations
(HFQ) and non-local contributions due to semi-classical
terms (HFC) we obtain for Fˆ Fˆ † + Fˆ †Fˆ = HFQ +HFC ,
9HFQ = 2
∑
i
[
|γD,i|2(nˆi − ρi)2 + z(γ∗D,iγB,i + c.c.)(nˆiβˆi + βˆinˆi − 2〈βˆi〉ρi) + z|γB,i|2(2nˆinˆ−i + nˆi + nˆ−i
− 2〈βˆi〉βˆi + 〈βˆi〉2 + 〈bˆ†2i 〉bˆ2−i + 〈bˆ†2−i〉bˆ2i + 〈bˆ2i 〉bˆ†2−i + 〈bˆ2−i〉bˆ†2i − 〈bˆ†2i 〉〈bˆ2−i〉 − 〈bˆ†2−i〉〈bˆ2i 〉)
]
, (34)
HFC =
∑
i
[
〈γ∗D,i(Dˆ + Bˆ) + H.c.〉(2nˆi − ρi) + z〈γ∗B,i(Dˆ + Bˆ) + H.c.〉(2βˆi − 〈βˆi〉)
]
, (35)
where βˆi = ψ
∗
−ibˆi+ψ
∗
i bˆ−i+ψ−ibˆ
†
i+ψi bˆ
†
−i−(ψ∗−iψi +c.c.),
〈βˆi〉 = ψ∗−iψi + c.c., with
〈Dˆ〉 =
∑
i
γD,iρi and 〈Bˆ〉 = z
∑
i
γB,i〈βˆi〉. (36)
we have used γD,i = Ji,i and γB,i = Ji,nn(i) = Ji,−i where
nn(i) is a nearest neighbor of the site i. The sub index
−i in operators means nearest neighbor of the site i. HFQ
are the quantum optical lattice contributions and HFC are
the dynamical contributions to the optical lattice.
In the site decoupling scheme, we have considered that
given two operators xˆl, yˆm: xˆlyˆm ≈ 〈xˆl〉yˆm + 〈yˆm〉xˆl −
〈xˆl〉〈yˆm〉. All this provided that we neglect fluctuations
between operators at different sites, we do a partial de-
correlation. Here we assumed that the creation and de-
struction of a particle at a particular link between nearest
neighbors is symmetric, hopping to and from the same
link is symmetric. Note that the particular coupling be-
tween nearest neighbor sites in the βˆi operator needs to
be constructed consistent with the mode structure given
by the light in the effective theory as coupling to and from
a particular link in the light mode Hamiltonian might
not be symmetric. We have that for the pair of nearest
neighbor sites i, j: 〈i, j〉 we have 〈1, 2〉 = 〈2, 1〉, but 〈1, 2〉
is not necessary equal to 〈2, 3〉 as this symmetry might
be broken if the Wannier integrals are J12 6= J23.
The above mean-field is a good approximation for
small local fluctuations in the particle number and the
order parameters in each sub-lattice. If the fluctua-
tions between sub-lattices grow, then the mean-field re-
quires modification. The above is accurate as long as:
∆(nˆi) ≤ 1, ∆(bˆi) ≤ 1, where ∆(Xˆi)2 = 〈Xˆ2i 〉 − 〈Xˆi〉2
(on-site fluctuations). This constraints the description
to small amplitude density wave (DW) states and super-
fluid (SF) components with small amplitude difference.
All the physics regarding atom and light depends on
the underlying pattern of the J ’s and the spectrum of
Heff .
V. EFFECTIVE HAMILTONIANS.
The representation of HFQ and HFC makes it clear that
we can construct an effective mode representation in
mean-field approximation for the full Hbeff depending on
the pattern of the J ’s, such that:
Hbeff ≈ Hb +
geff
2
(HFC +HFQ) (37)
The effective Hamiltonian considering only density
coupling (Dˆ†Dˆ + DˆDˆ†) is
Hbeff =
∑
ϕ
[∑
i∈ϕ
(
−t0βˆi + Uϕ
2
nˆi(nˆi − 1)
− 2geff |JD,ϕ|2ρinˆi
)− µϕNˆϕ − geffcD,ϕ],
µϕ = µ− geffηD,ϕ, (38)
Uϕ = U + 2geff |JD,ϕ|2, (39)
with ηD,ϕ =
∑
ϕ′(J
∗
D,ϕJD,ϕ′ + c.c.)〈Nˆϕ′〉 − |JD,ϕ|2
and cD,ϕ =
∑
ϕ′(J
∗
D,ϕJD,ϕ′ + c.c.)〈Nˆϕ′〉〈Nˆϕ〉/2 −
|JD,ϕ|2
∑
i∈ϕ ρ
2
i . The many-body interaction Uϕ and the
chemical potential µϕ inherit the pattern induced by the
quantum potential that depends on light-induced mode
structure given by ϕ. Thus, each mode component sees a
different on site interaction and chemical potential, while
there is an additional dependency of the chemical poten-
tial on the density. The modification to the on-site inter-
action is the QOL effect, while the modification to the
chemical potential is the DOL effect. As the βˆi operator
couples nearest neighbor sites, in principle one needs 2
on-site modes even for one light induced mode. However,
this special case does not break translational symmetry
and due to this ψi = ψ−i = ψ. For more than one light
induced mode the number of light induced modes will
depend on the number of different values of JD,ϕ.
In the case of only off-diagonal bond scattering (Bˆ†Bˆ+
BˆBˆ†) , we have
Hbeff =
∑
ϕ
[
− tϕSˆϕ + geff |JB,ϕ|2δSˆ2ϕ − geffcB,ϕ
]
+
∑
i
(
U
2
nˆi(nˆi − 1)− µnˆi
)
, (40)
tϕ = t0 − geffηB,ϕ, (41)
with ηB,ϕ =
∑
ϕ′(J
∗
B,ϕJB,ϕ′ + c.c.)〈Sˆϕ′〉 and cB,ϕ =∑
ϕ′(J
∗
B,ϕJB,ϕ′ + c.c.)〈Sˆϕ′〉〈Sˆϕ〉/2. The effective tunnel-
ing amplitude tϕ couples the SF components of all the
light-induced modes ϕ, this is the DOL effect. The terms
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due to δSˆ2ϕ induce non-trivial coupling between nearest
neighbor sites and lead to the formation of a density wave
instability with more than one light-induced mode, this is
relevant whenever quantum fluctuations are not smeared
out by the semi classical contribution, this is the QOL
effect.
The full Hamiltonian including cross terms products of
Dˆ and Bˆ can be written in the on-site mode dependent
decomposition for convenience as,
Hbeff =
∑
i
[
−z (tBD,i − geff(γ∗D,iγB,i + c.c.)nˆi) βˆi − (µDB,i − zgeff(γ∗B,iγD,i + c.c.)βˆi) nˆi
+ zgeff |γB,i|2(2nˆinˆ−i + nˆi + nˆ−i + 〈bˆ†2i 〉bˆ2−i + 〈bˆ†2−i〉bˆ2i + 〈bˆ2i 〉bˆ†2−i + 〈bˆ2−i〉bˆ†2i )
+
UD,i
2
nˆi(nˆi − 1)− cDB,i
]
, (42)
with effective non-linear parameters,
tDB,i = t0 − geff
(
〈γ∗B,i(Dˆ + Bˆ) + H.c.〉 − 2z|γB,i|2〈βˆi〉
)
(43)
µDBi = µ− geff
(
〈γ∗D,i(Dˆ + Bˆ) + H.c.〉 − 2|γD,i|2ρi − |γD,i|2
)
(44)
UD,i = U + 2geff |γD,i|2 (45)
cDB,i =
zgeff〈βˆi〉
2
〈γ∗B,i(Dˆ + Bˆ) + H.c〉+
geffρi
2
(
〈γ∗D,i(Dˆ + Bˆ) + H.c.〉 − 2|γD,i|2ρi
)
+
zgeff
2
(
2(γ∗D,iγBi + c.c.)〈βˆi〉ρi − 2|γB,i|2(〈bˆ†2i 〉〈bˆ2−i〉+ 〈bˆ†2−i〉〈bˆ2i 〉 − 〈βˆi〉2)
)
(46)
The tunneling amplitudes tDB,i and the chemical poten-
tials µDB,i are renormalized by both semi-classical con-
tributions and due to quantum fluctuations, both DOL
and QOL contributions are relevant. The on-site inter-
actions UD,i get modified by quantum fluctuations in the
density (QOL effect), while the constants cDB,i are cor-
rections to avoid over counting. The terms in the second
line of Eq.(42) contain the effect of the fluctuations in
the order parameter (QOL effect). These are an effective
nearest neighbor interaction nˆinˆ−i, additional chemical
potential shifts and all the two particle-hole excitations
between nearest neighbors. In what follows we will show
several different effects and quantum many-body phases
that occur as one designs the profile for illumination lead-
ing to different effective Hamiltonians.
The key aspect of our approach is to take advantage
of the decomposition in the light induced mode basis to
generate the effective Hamiltonians and analyze the com-
peting emergent phases. The use of this basis will sim-
plify greatly the estimation of the phase diagram of the
system based on effective model Hamiltonians, easy to in-
terpret from their building blocks while retaining enough
relevant features to uncover the emergence of unconven-
tional phases of quantum matter.
VI. HOMOGENEOUS LIGHT SCATTERING
A. Homogeneous density coupling: superfluid with
limited fluctuations
The simplest scenario is the one posed by having the
cavity field couplings (Wannier integrals) Ji,j = JB and
Ji,i = JD to be site independent, the diffraction maxima
setting. It follows that with density coupling (JD 6= 0,
JB = 0) , since we have not broken any spatial symme-
try, it is a reasonable assumption to consider that the
superfluid order parameter is homogeneous over the il-
luminated area (〈bˆi〉 = ψi ≈ ψ) and also the density
(ρi = ρ). Then,
Hbeff ≈
∑
i
[
− t0βˆi − µD(ρ)nˆi + UD
2
nˆi(nˆi − 1)− cD
]
,
(47)
where µD(ρ) = µ − geff |JD|2(2Nsρ + 1), UD = U +
2geff |JD|2, cD = geff |JD|2Nsρ2 and βˆi = ψ∗bˆi+ψbˆ†i−|ψ|2.
From the form of the effective Hamiltonian it is clear
that one can change the SF-MI transition by the light
as this couples to the on-site fluctuations in UD. The
renormalization of the on-site interaction is a byproduct
of the quantum fluctuations introduced by the light, a
QOL effect. This is easy to see as one plots as a func-
11
FIG. 4: [color on-line] Phase diagram for the Bose-
Hubbard model with quantum light (a) and without
quantum light (b). SF phases have order parame-
ter |ψ| 6= 0 In the MI(n) phases the density per site
ρ = n ∈ Z+0 and |ψ| = 0. In (a) SF phases at incom-
mensurate phases appear with limited atomic fluctu-
ations (regions in between MI lobes). In this region
(shaded areas) the state of the system is composed of
a superposition two Fock states (QS) with the lowest
filling for a given density ρ, see main text. Parameters
are: (a) JD = 1.0, geffNs = 0.25U (b) geffNs = 0; z = 6
(3D) Ns = 100. The grey scale [color] bar denotes the
SF component.
tion of the density [26]. Moreover, the chemical potential
is modified by the self-consistent density field ρ = 〈nˆi〉
thus the phase diagram as a function of the chemical
potential changes drastically and SF regions emerge in
between the MI lobes compared to the system without
cavity light. This peculiar superfluid state has reduced
atomic fluctuations and we call it the Quantum Super-
position (QS) state in what follows. This is an effect of
the dynamical optical lattice generated via renormaliza-
tion of the chemical potential and the additional density
dependence. The state was first seen in calculations
in [31] where a similar phase diagram was reported, but
its properties and its nature not discussed previously. In
contrast to their work, here we have seen the effect due to
quantum fluctuations via the renormalization of the on-
site interaction, we will show the structure of the ground
state components, while we will discuss the underlying
mechanism of the occurrence of QS due to the emergence
of an energy gap below. The mean field phase dia-
gram where we show the behavior of the superfluid order
parameter as a function of tunneling amplitude t0 6= 0
and chemical potential, is shown in Fig.4 (a). In Fig.4
(b) we show the behavior of the system without cavity
light. The shaded regions in the plots correspond approx-
imately to the region where the ground state is made of
two Fock state components. The boundary is defined by
the numerical threshold of the two component state, the
sum of two components, |cn|2 + |cn+1|2 ≈ 0.995 while all
other cξ ≈ 0 ∀ξ > n + 1 with cn the Fock state compo-
nent amplitudes. The Fock state components are shown
in Fig.5.
In the QS state, for certain parameter regimes the
steady state becomes gapless even at large U, and the
lowest lying excitations dependent on particle filling, as
we sill show. This in turn restricts the steady state to
be a sort of topological superfluid, which is just a quan-
tum superposition between the two lowest energy Fock
states in mean-field approximation. This is confirmed
by exact diagonalization calculations. The two lowest
energy Fock states correspond to adjacent integer filling
factors; i.e. “0” and “1”, “1” and “2”, etc. in between
MI lobes. This occurs for incommensurate fillings be-
cause the system in the process of minimizing atomic
fluctuations cannot achieve the MI state, thus the opti-
mal energetic alternative is a quantum superposition of
just two. These phases are a topological superfluid in
the sense that there is not a phase transition to these
states, but their constrained ground state is very differ-
ent from the regular superfluid which is made of several
Fock states with different filling factors instead. These
states appear due to the steady-state degeneracy in the
homogeneous system, and the difficulty of the system to
“lock” in a unique value of the density due to incommen-
suration. Interestingly, these SF states are gapped with
respect to adding other excitations as we will see.
The phase diagrams, have been computed using the
Gutzwiller ansatz,
|Ψ〉 =
∏
i
∑
n
cn,i|n〉i, (48)
where cn,i are the amplitudes of the Fock state compo-
nents for each filling n ∈ Z+0 , at each site “i”. In this
case, as the sites are indistinguishable, so will be the
Fock state amplitudes (cn,i = cn), leading to an effective
single site problem. The value of the Fock state ampli-
tude probabilities pn = |cn|2 is shown In Fig 5 (a) with
cavity light and (b) without cavity light. Looking at that
components of the grounds-state pn, we can see that for
zt0/U = 0, i.e. below the MI plateau for µ/U ∈ {1, 2}
the system is in a a superposition of filling “0” and “1” .
This has a characteristic “X” pattern where at µ/U = 0.5
the superposition is 50%. Similar pattern in between the
MI plateaus for higher filling emerges, this is to be con-
trasted in the system without cavity light [Fig. 5 (b)]
where the behavior is basically absent on the same scale.
Note that even without light, close to the MI lobes, QS
appears as the boundary is estimated by the numerical
condition on the sum of two Fock states to be ≈ 0.995.
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FIG. 5: [color on-line] Fock state components probabil-
ities pn = |cn|2 of the ground state with quantum light
(a) and without quantum light (b). Different shades
of grey [colors] correspond to Fock state components:
cn|n〉. With quantum light when zt0/U = 0 the ground
state in between MI plateaus (with one Fock state com-
ponent) is a superposition of two Fock states. The sys-
tem without quantum light has either one component
(MI) or more than 2. As tunneling is increased more
components will contribute to form the ground state.
Parameters are: (a) JD = 1.0, geffNs = 0.25U (b)
geffNs = 0; z = 6 (3D) Ns = 100.
The even QS states (50%/50% superpositions) between
adjacent fillings appear at µ/U = 2n+ 1/2, n ∈ Z+0 . The
effect of the QS state configuration for strong on-site in-
teraction (zt0/U = 0) can be easily seen in the mean oc-
cupation ρ, where in between the MI plateaus it behaves
linearly. The slope of the function depends on the cou-
pling in the large Ns limit as: αD = U/(2geff |JD|2Ns).
Increasing the tunneling amplitude the system smoothly
reaches the regular SF state with more than one Fock
state component, thus there is no phase transition, but
still the state is rather different in its structure. As the
Fock state components are limited, so will be the on-site
atomic fluctuations with in this kind of state are always
limited, ∆(nˆ) ≤ 1/4. There is no phase transition to
this state but a continuos transition without breaking a
symmetry, a crossover.
The density and order parameter have the following
simple solutions for this superposition and MI state in
the ground state of the effective Hamiltonian,
ψ =
√
(n+ 1)(ρ− n)(1− ρ+ n), (49)
ρ = αD
( µ
U
− n
)
, (50)
for n(α−1D +1) ≤ µ/U ≤ α−1D (n+1)+n, corresponding to
the QS states; ψ = 0 and ρ = n+ 1 for α−1D (n+ 1) +n ≤
µ/U ≤ (n+1)(α−1D +1) , corresponding to the MI states;
with n ∈ Z+0 . As one increases the atom-photon effective
interaction QS states emerge in between MI plateaus [90].
The results are consistent with exact diagonalization sim-
ulations, where discrete steps corresponding to the num-
ber of sites appear in the “X” pattern and ρ. The discrete
steps smooth out as the number of sites is increased.
The amplitudes of the Fock states in the QS state are
given by:
cn =
√
1− |cn+1|2 =
√
1 + n− ρ, (51)
cn+1 =
√
µαD
U
− n(αD + 1) =
√
ρ− n, (52)
for n(α−1D +1) ≤ µ/U ≤ α−1D +n(α−1D +1), corresponding
to the QS states at incommensurate fillings; and cn =
1, cn+1 = 0, because for α
−1
D + n(α
−1
D + 1) ≤ µ/U ≤
(n + 1)(α−1D + 1), ρ = n + 1; this corresponds to the MI
states; with n = 0, 1, 2, . . . and all other ci = 0. Thus,
the steady state can be written as:
|ψst(ρ)〉 = c[ρ]|[ρ]〉+ c[ρ]+1|[ρ] + 1〉 (53)
where [ρ] is the integer part of ρ. The energy required to
add an excitation on top of the ground state is given by:
∆EQS(ρ) = Uc
2
[ρ]+1 = U(ρ− [ρ]), (54)
∆EMI(ρ) = U [ρ+ 1] +
U [ρ]
αD
− µ (55)
which means that both the MI states and the QS states
have an energy gap with respect to states with higher
order fillings. This “gap” closes smoothly as the density
increases until the density reaches commensuration and
the Mott gap opens. Note that the QS state is itself gap-
less as it is a superposition of two Fock states, but adding
an excitation has a finite cost depending on how many
atoms per site there are. In this sense this is a gapped
superfluid but different from the spin like systems [91].
Therefore, for geff 6= 0, and non-integer filling we are in
a QS state.
In the case of a very deep classical optical lattice
(t0 = 0), independent of tunneling, the basis of states
needed to find the ground state reduces significantly [90].
This allows for an accurate and computational feasible
calculation of the large Ns limit, and the exact simula-
tion of harmonic confinement beyond the local density
approximation (LDA). In a typical experiment, one has
the additional harmonic confinement term given i.e. in
2D by:
HT = V
∑
i
(x2i + y
2
i )nˆi (56)
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FIG. 6: [color on-line] Large interaction limit results (t0 = 0) with exact diagonalization including harmonic
potential in 2D. Mean atom number per site ρ without cavity light (a) and with cavity light (b), greyscale [color]
bar denotes value of the quantity. (c) Atomic fluctuations ∆(nˆ), same parameters as in (b) bright regions correspond
to the system in the quantum superposition state (QS), dark regions correspond to Mott-Insulator (MI). Atomic
fluctuations corresponding to (a) are always zero. Parameters are: V = 0.025U/a2, geff = U/(2Ns) (b,c), geff = 0
(a) JD = 1.0, JB = 0; µ/U = 6(a), 7(b,c). The number of sites is Ns = 10
3. Here x˜ = x/a, y˜ = y/a are
dimensionless, where a is the lattice spacing.
where V is the harmonic confinement strength. To char-
acterise the state we consider the atomic quantum fluctu-
ations ∆(nˆ) per site, related to the local compressibility
(κ ∝ ∆(nˆ)). The results including harmonic confinement
are shown in Fig.6. As one would expect from the well
known results of the regular Bose-Hubbard model [92],
already experimentally seen [93, 94], the MI shell struc-
ture emerges without superfluid component if light is not
present. However with light in the cavity, in-between MI
plateaus large and thick QS rings appear. Surprisingly,
now there is a finite SF fraction with minimal fluctuations
which the system can support even for a deep lattice. The
effect of cavity light can be measured two ways, by look-
ing at the reduction in the number of Mott regions in the
system with cavity light and the emergence of finite SF
fraction in between Mott regions, previously absent in a
deep lattice.
B. Homogeneous system with cavity assisted
tunneling
In the case where cavity assisted tunneling dominates
the behavior of the system (JB 6= 0,JD = 0), the system
requires the inclusion of an additional light induced mode
as the coupling between order parameters gets modified.
Hbeff = −tϕ0 Sˆϕ0 + geff |JB |2δSˆ2ϕ0 − geffcB
+
∑
i
(
U
2
nˆi(nˆi − 1)− µnˆi
)
, (57)
tϕ0 = t0 − geffηB , (58)
ηB = |JB |2〈Sˆϕ0〉 and cB = |JB |2〈Sˆϕ0〉2/2. The bond
operator in mean-field decoupling approximation for this
case is given as: Sˆϕ0 ≈ zNsβˆ with, βˆ = ψ∗O bˆE + ψ∗E bˆO +
ψO bˆ
†
E+ψE bˆ
†
O−(ψ∗OψE+c.c.) and 〈βˆ〉 = 2 Re(ψ∗EψO). The
sub-index O/E refer to the light-induced modes between
neighboring sites. The terms due to quantum fluctua-
tions are:
δSˆ2ϕ0 ≈ zNs(bˆ2†E bˆ2O + bˆ2†O bˆ2E + 2nˆEnˆO + nˆE + nˆO
− 2(ψ∗EψO + c.c.)βˆ + (ψ∗EψO + c.c.)2),
(59)
in general these terms may be omitted as for homoge-
neous light scattering the term ηB〈Sˆϕ0〉 ∝ N2s . Looking
back at the effective Hamiltonian, the quantum fluctua-
tions are an order or magnitude smaller with respect to
the number of illuminated sites. As there would be no
symmetry broken by these small terms, one can approx-
imate: ψ ≈ ψE ≈ ψO. Therefore,
Hbeff =
(
−zt˜ϕ0 βˆ +
U
2
nˆ(nˆ− 1)− µnˆ
)
Ns, (60)
with βˆ = ψ∗bˆ + ψbˆ† − |ψ|2, and t˜ϕ0 = t0 − zgeffNs|ψ|2,
where we have omitted the sub-indexes that refer to sites
on the mode. The above is an effective single site, sin-
gle mode Hamiltonian. This effective Hamiltonian is just
the regular Bose-Hubbard Hamiltonian in single site de-
coupling mean-field approximation, where the tunneling
amplitude depends self-consistently on the superfluid or-
der parameter via the light matter coupling and the self-
consistent constraint: ψ = 〈bˆ〉. Thus, the physics of the
14
regular BH model get an additional non-linear paramet-
ric dependence via the SF component in the system.
The effect of this is translated to the fact that for
geff < 0 the tunneling gets enhanced as the superfluid
fraction increments as density grows, suppressing MI
phases. For geff > 0, the SF fraction gets suppressed
and the MI lobes grow in size in the phase diagram. The
critical renormalized coupling zt˜ϕ0/U for the transition
depends on the value of the SF order parameter via tϕ0 .
Physically, this can be understood by the fact that the
light coupled to the matter at the bonds via the cavity
light modifies the tunneling, which changes the mobility
of the atoms depending on the detuning. The quantum
fluctuations are effectively enhanced (geff < 0) or sup-
pressed (geff > 0). However, in the renormalized effective
parameter zt˜ϕ0/U the phase diagram looks exactly the
same as the regular BH model with parameter zt0/U .
In essence, in this case, the non-linear parametric depen-
dence is a semi-classical effect that dresses the BH model.
It is worth pointing out that, in the case where SF
is suppressed (geff > 0) and MI states would occur, we
have instead that for large geff |JB |2Ns  U the terms
due to fluctuations of the order parameter (δSˆ2ϕ0) be-
come important. As these terms generate a density wave
(DW) instability due to the term ∝ nˆEnˆO, then DW or-
der occurs producing a stable ground state with density
imbalance ρO 6= ρO, ρO/E = 〈nˆO/E〉. Importantly, this
is an intrinsic effect due to the combination of the QOL
lattice terms with the other terms in the Hamiltonian.
The system can be supersolid (SS) with ψO 6= 0 and
ψE 6= 0 or DW insulator (checkerboard insulator) with
ψO = ψE = 0 . As the order parameter gets suppressed,
it competes with the fact that it can be energetically fa-
vorable to form a DW instead of a MI as part of the
energy cost given by the fluctuations gets minimized by
the imbalance of density at nearest neighbors instead of
a spatially homogeneous configuration. However, mean-
field approximation cannot describe accurately large im-
balance as it is, as the correlations induced in this limit
have been neglected, and more sophisticated methods be-
yond the scope of this article are needed.
C. Cavity assisted tunneling and density coupling:
Stabilization of insulating phases
In order to consider the limit where both bond cou-
pling (JB 6= 0) and density coupling (JD 6= 0) exist, it is
necessary to use the full representation given by Eq.(42),
since additional mixing of due to the product of Bˆ and
Dˆ occurs. This will translate in density dependent tun-
neling contributions and density coupling to the order
parameters via effective coupling given by the product
JDJB . As this coupling occurs and due to its non-linear
nature, it is necessary to account for the possibility of
mode imbalance. Therefore, as a consequence of bond
coupling, we must consider explicitly two light induced
modes ( odd and even sites) in the effective Hamiltonian.
Thus, we have,
Hbeff ≈
Ns
2
[
−z (tBD − geff(J∗BJD + c.c.)(nˆE + nˆO)) βˆ −
(
µDB − zgeff(J∗BJD + c.c.)βˆ
)
(nˆE + nˆO)
+ 2zgeff |JB |2(2nˆEnˆO + nˆE + nˆO + 〈bˆ†2E 〉bˆ2O + 〈bˆ†2O 〉bˆ2E + 〈bˆ2E〉bˆ†2O + 〈bˆ2O〉bˆ†2E )
+
UD
2
nˆE(nˆE − 1) + UD
2
nˆO(nˆO − 1)− cDB
]
, (61)
tDB = t0 − geffNs
(
(J∗BJD + c.c.)ρ+ z|JB |2
(
1− 1
Ns
)
〈βˆ〉
)
(62)
µDB = µ− geffNs
(
|JD|2
(
1− 1
Ns
)
ρ+ z(J∗BJD + c.c.)〈βˆ〉 − |JD|2
)
(63)
UD = U + 2geff |JD|2 (64)
cDB, = zgeffNs〈βˆ〉
(
(J∗BJD + c.c.)ρ+ z|JB |2〈βˆ〉
)
+ geffNsρ
(
|JD|2
(
1− 1
Ns
)
ρ+ z(J∗BJD + J
∗
DJB)〈βˆ〉
)
+ 2zgeff
(
(J∗BJD + c.c.)〈βˆ〉ρ− |JB |2
[〈bˆ†2E 〉〈bˆ2O〉+ 〈bˆ†2O 〉〈bˆ2E〉 − (ψ∗EψO + c.c.)2]) (65)
with βˆ = [ψ∗O bˆE+ψ
∗
E bˆO+ψO bˆ
†
E+ψE bˆ
†
O+ψ
∗
O bˆO+ψ
∗
E bˆE+
ψO bˆ
†
O + ψE bˆ
†
E − (ψ∗OψE + c.c.)− |ψO|2 − |ψE |2]/2, 〈βˆ〉 =
[(ψ∗EψO+c.c.)+|ψO|2+|ψE |2]/2 and ρ = (〈nˆE〉+〈nˆO〉)/2.
Where the definition of βˆ has been modified to account
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for the modification of on-site fluctuations by direct cou-
pling of the order parameter of each mode. The re-
sults obtained from this mean-field decoupling are qual-
itatively consistent with simulations via exact diagonal-
ization of small number of sites. A posteriori this can
be understood to work because in principle there is no
difference for the atoms to know that they belong to a
particular light induced mode. Therefore for all purposes
the atoms can also see the same light induce mode they
belong too while tunneling across the system to a differ-
ent site with the same probability. As the density couples
homogeneously there is no direct imbalance that would
break a priori the symmetry. We estimate the ground
state energy, the SF order parameters ψO/E and the
density order parameters ρO/E using a multi-component
Gutzwiller ansatz. As we have partially de-correlated
the Hamiltonian in odd and even modes, we construct
an ansatz for the matter state as a product state:
|Ψ〉b = |ΨO〉b⊗|ΨE〉b, with |Ψξ〉b =
f∑
n=0
αξn|n〉ξ (66)
with ξ ∈ {O,E} the subspace of the modes Odd or Even.
The α
O/E
n are the coherent state amplitudes correspond-
ing to the Fock state of filling n ∈ Z+0 of the Hilbert space
sector of Odd or Even sites. Afterwards, we generate a
functional using that ansatz for the expectation value of
the energy of the Hamiltonian given by Eq. (65) as a
function of the sets of amplitudes {αO} and {αE}. For
practical reasons, the number of components of the coher-
ent state superposition (f) is truncated depending on the
value of the total density or chemical potential and the
value of the other parameters of the Hamiltonian. Note
that both modes are linked parametrically dependent on
the value of the order parameters as these are determined
self-consistently via ψO/E = 〈ΨO/E |bˆ|ΨO/E〉. With this,
the solution of the model can be approximately made,
provided that imbalance of the order parameters does not
involve large fluctuations with respect to their average.
The result of this transformation is a global optimization
problem in terms of the functional for the expectation
values of energy of the system,
E0 = min{αO,αE}
〈Hbeff〉, subject to: (67)
〈nˆO〉 = ρO, 〈nˆE〉 = ρE (68)
〈bˆO〉 = ψO, 〈bˆE〉 = ψE (69)
f∑
n=0
|αOn |2 = 1
f∑
n=0
|αEn |2 = 1 (70)
Furthermore, it is useful to find a decomposition such
that: Hbeff = HOeff +HEeff and numerically optimize simul-
taneously both energy contributions. Following this, we
calculate the order parameters and construct the phase
diagram of the model [Fig. 7 ].
Surprisingly, we find that the action of the bond cou-
pling is to stabilize the MI regions in the system as the
density increases. Similarly to the case without bond
coupling, we find that QS states form in between MI
lobes. In the effective Hamiltonian Eq. (61), the effec-
tive tunneling amplitude gets suppressed via the density
coupling. Therefore as the number of particles increases
per site, for commensurate fillings, the atoms loose mo-
bility stabilizing the MI lobes instead of shrinking the
critical tunneling amplitude, as it happens in the case
without light (see white lines in Fig.7). This effect oc-
curs as quantum fluctuations get further suppressed via
bond coupling as we increase geff for large on-site inter-
actions.
In addition, we find that for incommensurate fillings, it
is possible to find regions where in addition to QS states,
density imbalance between modes is favorable. There-
fore, for large on-site interaction the SS phases can be
the competing ground-state. In this case, a density wave
stabilizes instead of a homogeneous state. This can be
traced back to the fact that as the order parameters cou-
ple additionally to the density via on-site covariances and
that densities of each mode couple to both SF order pa-
rameters, see Eq. (61).This is a combination of both
the quantum and dynamical terms in the Hamiltonian.
Importantly here, both the QOL and DOL combine to
generate the density instability while further suppressing
fluctuations. For fixed geffNs/U , as t0/U decreases and
the incommensuration occurs, it is favorable for the SF
order parameters to be different. The system moves from
the regular SF state the QS state and as the MI bound-
ary is approached a DW can form. This occurs as the
non-linear coupling to the densities of each mode com-
pensate for the effect of the on-site interaction on each
mode in the energy. Thus, the competition between the
quantum fluctuations induced by light and the on-site in-
teraction with the effect of incommensuration trigger this
process. For very large geffNs/U close to half-integer fill-
ing we can expect that SS phases are further stabilized,
and then higher order correlations will become important
as density imbalance grows. Then the terms due to the
quantum fluctuations of the order parameter will also be
significant. This limit is beyond the current mean-field
description confined to small fluctuations of atom num-
bers and tunneling processes.
VII. DIFFRACTION MINIMA: LIGHT
SCATTERING AT 90◦
A. Emergent super-solids with density coupling
The possibility to arbitrarily construct sub-lattice
structures by carefully choosing the spatial profile of the
cavity field pumped to the system allows for the study
of complex and more exotic phases. Since now we can
break the spatial symmetry along the system by design,
this gives rise to the possibility of generating macroscopic
phases with space modulation. These emergent phases
due to the quantum nature of light and its long range
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FIG. 7: [color on-line] Phase diagram of the system with
both density and bond coupling with homogeneous illumi-
nation. Mott lobes are stabilized by bond coupling and
SS phase appears for incommensurate fillings. The sys-
tem is in the SF state when the total order parameter
Σψ = (|ψO| + |ψE |)/2 6= 0. For MI states Σψ = 0. SS
appears when ρO 6= ρE and Σψ 6= 0. White lines cor-
respond to the MI-SF transition without light (shifted in
chemical potential). Parameters are: JD = 1.0, JB = 0.05,
geffNs/U = 0.25, Ns = 100, z = 6 (3D). The value of the
Σψ component corresponds to the greyscale [color] bar in
the SF region.
character motivate the study of the possibility of forma-
tion of both density wave order (DW) and its combina-
tion with superfluid order, the super-solid phase (SS) in
a different form. In general, the formation of super-solid
order is a long standing elusive question regarding ex-
perimental realisation in systems where a lattice Hamil-
tonian is the adequate description [95–97]. Our system
differs from the typical Hamiltonians studied because the
interaction is infinite range, in the usual studies of the
extended Hubbard model [98, 99], the interaction is typ-
ically considered up to nearest neighbors. In our system
the cavity back-action couples all sites and this is a fun-
damental aspect in the modelling of the system.. This
system has been recently realized in experiments [13, 14],
where due to the DOL seen by the atoms both DW and
SS can occur.
As we will see the scenario regarding the formation of
SS and DW phases is confirmed and re-shaped. In the
case of diffraction minima we have the following pattern
of the JD,ϕ, in terms of the γ’s, γD(i) = (−1)i+1. This
generates a double sub-lattice structure, where it is con-
venient to define lattices O and E corresponding to the
positive and negative case for the γ’s. This configura-
tion can be achieved for a transverse pump in the cavity,
pumping light at 90◦ with respect to the cavity axis on
the side. The light induced effective structured interac-
tion induces two modes for odd (O) and even (E) sites
across the square classical optical lattice. We have then,
Dˆ = JD
∑
ν
(nˆO,ν − nˆE,ν), (71)
and the effective Hamiltonian is:
Hbeff = Hb + geff |JD|2
[∑
ν
(nˆO,ν − nˆE,ν)
]2
(72)
where the sum over ν goes over Ns/2 sites. The effective
mean-field Hamiltonian following the general mean-field
decoupling scheme is then,
Hbeff ≈ HOeff +HEeff (73)
Hξeff =
Ns
2
[
− zt0βˆ − µξnˆξ + Uξ
2
nˆξ(nˆξ − 1)
− geff |JD|2ρξnˆξ − geffcD,ξ
]
, (74)
µO/E = µ± 2geffNs|JD|2∆ρ, (75)
UO/E = U + 2geff |JD|2, (76)
where ξ = O/E with cD,O/E = ±Ns|JD|2∆ρρO/E/2 −
|JD|2ρ2O/E/2, βˆ = ψ∗O bˆE + ψ∗E bˆO + ψO bˆ†E + ψE bˆ†O −
(ψ∗OψE + c.c.), and 〈βˆ〉 = (ψ∗EψO + c.c.). It is useful
to define ∆ρ = (ρO − ρE)/2 the emergent DW order pa-
rameter and the density ρ = (ρO + ρE)/2. As before,
〈nˆO/E〉 = ρO/E and 〈bˆO/E〉 = ψO/E are self-consistent
constraints. We have assumed that these self-consistent
parameters are homogeneous in each sub-lattice O/E. It
is useful to regroup the βˆ for the operators of each mode
as:
βˆO/E = 2
(
ψ∗E/O bˆO/E+ψE/O bˆ
†
O/E
)−(ψ∗OψE+c.c.) (77)
so that then, the operator part of each sub-lattice Hamil-
tonian acts on its own sub-lattice Hilbert space, as 2βˆ =
βˆO+βˆE . Thus, the problem can be cast again in terms of
the global optimization problem to find the ground-state
using the following expectation values for the energy in-
troducing the Gutzwiller ansatz for each mode,
E0 = min{αO,αE}
(〈HOeff〉+ 〈HEeff〉). (78)
In addition to the self-consistent constraints for the or-
der parameters in the optimization problem, we have:∑f
n=0 |αξn|2 = 1, using the coherent state expansion
for the Gutzwiller ansatz of each mode as in the pre-
vious section. The quantity ∆ρ measures the formation
of density wave order in the system in the stationary
state. Density wave order will be present in the sys-
tem given that ∆ρ 6= 0, this induces a checkerboard
pattern in the density over the entire lattice. One can
see from the above, that depending on the balance be-
tween the different couplings µO/E and the original pa-
rameters of the Bose-Hubbard model in the absence of
quantum light Hb(t0, µ, U), there exists the possibility
for the system to be in different macroscopic phases in
the steady state additional to the Mott-Insulator (MI)
phases (∆ρ = 0 and |ψO/E | = 0) and the superfluid (SF)
phases (ψO = ψE 6= 0. The system can be addition-
ally to the regular SF an MI phases in a density wave
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FIG. 8: [color on-line] (a) Phase diagram of two com-
ponent density ordered states for geff < 0, when ge-
ometry of the light pumped into the system such that
2 spatial modes can occur (R = 2). The system is
SF, without any spatial pattern as the interaction is
decreased. The SF phase has total order parameter
Σψ = (|ψO|+ |ψE |)/2 6= 0 and ψO = ψE . MI(n) lobes
appear for commensurate densities n, Σψ = 0, ρ =
(ρO + ρE)/2 = n ∈ Z+0 with ρO = ρE . In between MI
lobes, DW insulators form with ∆ρ = (ρO−ρE)/2 6= 0,
maximal light scattering occurs then and Σψ = 0. SS
phases (Σψ 6= 0, ∆ρ 6= 0 ) are indicated near the
boundary between DW and SF states. (b) Phase dia-
gram closer to the DW-SS-SF transition at the tip of
the DW insulators in between MI(1) and MI(2). The
transition can have an intermediate SS state towards
the homogeneous SF phase. Parameters are for (a) and
(b): JD = 1.0, JB = 0.0, geffNs/U = −0.5, Ns = 100,
z = 6 (3D). The grey scale [color] bar denotes Σψ in
the SF region. Quantum phases different from SF (la-
beled) are denoted by regions with different shades of
grey [colors].
(DW) insulating phase (∆ρ 6= 0 and |ψO/E | = 0) or in a
super-solid phase (∆ρ 6= 0 and |ψO/E | 6= 0). Essentially,
the components Hbeff are just Bose-Hubbard models for
the sub-lattices O/E coupled to each other via chemi-
cal potentials µO/E . The long range effect of the cavity
field is encoded in the dependency between sub-lattices
in the self consistent parameters for the mean atom num-
ber per site and the superfluid order parameters. These
terms due to the effective coupling between sub-lattices
induce long range order in our model, diagonal in ρO/E
and off-diagonal in ψO/E .
FIG. 9: [color on-line] Phase diagrams at fixed den-
sity with quantum light for 2 light induced modes
(R = 2). (a) The SF phase has total order parame-
ter Σψ = (|ψO| + |ψE |)/2 6= 0 and ψO = ψE . MI(n)
lobes appear for commensurate densities n, Σψ = 0,
ρ = (ρO + ρE)/2 = n ∈ Z+0 with ρO = ρE , white
lines. In between MI lobes, DW insulators form with
∆ρ = (ρO − ρE)/2 6= 0, maximal light scattering oc-
curs then and Σψ = 0, white dashed lines. SS phases
(Σψ 6= 0, ∆ρ 6= 0 ) are indicated near the boundary
between DW and SF states. (b) Large geff < 0 regime.
Only SS and DW exist (white dashed line). (c) Large
geff > 0 regime. MI insulators (white lines), regular
SF and QS (two Fock component SF) exist. The two
components in the system are the same. Dashed lines
shows the boundary below where QS occurs. White
points denote the SF-MI transition point without cav-
ity light. Parameters are for (a) geffNs = −0.5U ,
(b) geffNs = −1.25U (c) geffNs = 10U ; JD = 1.0,
JB = 0.0, Ns = 100, z = 6 (3D). The grey scale [color]
bar denotes Σψ in the SF region.
Recently similar extended Bose-Hubbard models
where only nearest-neighbor interaction have been con-
sidered [100, 101] and in the context of Rydberg inter-
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actions [96, 98, 99] finite range models are also actively
studied. Additionally, in our effective models, quantum
fluctuations in each sub-lattice are modified by the light-
matter interaction modifying the Hubbard U . The phase
diagram of the system is shown in Fig. 8 as a function
of the chemical potential and the effective tunneling am-
plitude zt0/U ; as a function of the density it is shown
in Fig.9 (a). When light scatters maximally geff < 0
the modification due to the quantum fluctuations can be
safely neglected as their contribution is strongly smeared
out and we have a DOL (the contribution goes like Ns
vs. N2s in contrast to the semi classical contribution).
Depending on geff with respect to the on-site interac-
tion U there is the formation of DW lobes in between
the typical MI lobes in the system, at half integer fill-
ings. In between the Mott regions as U decreases at
fixed µ/U , we find that SS phases can appear as inter-
mediate states from the DW towards the SF state as U
decreases. The size of the SS and DW phases is strongly
influenced by the ratio |geff |Ns/U . This is similar to the
case where nearest neighbors interaction is considered
only in an extended Bose-Hubbard model in addition to a
soft-core (finite U) with on-site interaction [100], however
here the coupling between the sub-lattices is via their
difference in mean occupation (the DW order parame-
ter). It is well known that the combination of soft-core
bosons and nearest neighbors interactions stabilizes the
SS phase against phase separation, we expect our system
to behave likewise. The number of photons scattered is
〈aˆ†aˆ〉 ∝ ∆ρ2N2s . Thus, when DW order occurs we ex-
pect a large signal in the detector as photons escape the
cavity.
In general for geff < 0, when |geff ||JD|2Ns  U
the system can support only DW and SS phases as
then maximum amplitude DW order takes over when
|geff ||JD|2Ns > U/2. This occurs as the light induced in-
teraction being effectively attractive for one of the modes
in the system is equal or stronger than the repulsive
on-site interaction, as this occurs, a maximally imbal-
ance state is favoured. Thus the system will reach a
maximally imbalanced configuration where either odd or
even sites will be empty on average. If interactions are
strong enough completely suppressing fluctuations then
the atoms will form a checkerboard insulator or other-
wise the system will be in the SS state, see Fig.9(b).The
case of a checkerboard insulator for filling 2 has been dis-
cussed in [33], other recent calculations have also been
performed [34, 35], consistent with our results. In princi-
ple when geff increases, additional correlations and strong
density imbalance arises and the effective mean-field the-
ory based on the decoupling approximation becomes in-
accurate. However qualitative agreement can be found if
the total density per site is fixed [26].
When geff > 0, terms due to quantum fluctuations can-
not be ignored. The QOL generated can shift the MI-SF
transition depending on the strength of the light pumped
into the system as they effectively couple directly to the
on-site density fluctuations. Thus light induced atomic
quantum fluctuations add to the effect of on-site repul-
sive interactions shifting the critical point, see Fig.9(c).
If on-site interactions would be completely suppressed
still a MI phase could be achieved by means of only cav-
ity light, provided the light matter coupling is strong
enough even in a shallow lattice. As light is scattered
minimally for geff > 0 the light amplitude directly mea-
sures the quantum fluctuations of the matter field, near
a MI states the light signal would be strongly suppressed
then. In this case the number of photons scattered is
〈aˆ†aˆ〉 ∝ Ns[∆(nˆO)2 + ∆(nˆE)2]/2 = Ns∆(nˆ)2.
We note, that our mean-field simulations are an in-
dicative picture of the qualitative form of the phase di-
agram. Certainly, more sophisticated simulations and
experiments could shed more light on the peculiarities of
the qualitative behavior depicted in connection with the
SS phase and the formation of the DW.
B. Emergent bond order: Phase structured
steady-states
Carefully choosing the light pumped into the system
one can achieve maximal coupling of the inter-site den-
sity terms (bond coupling) while completely suppressing
the density coupling contribution. This can be achieved
by illuminating at 90◦ with respect to the cavity axis
while shifting the phase of the quantum potential with
respect to the optical lattice by λ/4. More precisely,
the effective light matter coupling depends on the light
mode functions which can be chosen such that the nodes
of the pumped light field occur at the density maxima
of the classical optical lattice. In 1D, one can choose
uc(r) = constant and up(r) = sin(pir/d) with d the lattice
spacing. Thus the light couples to the inter-site densi-
ties, maximizing Bˆ and suppressing entirely Dˆ (JD = 0)
[40]. Therefore, one obtains a patterned bond interaction
where JB,ϕ = ±JB . Typically JB ≈ 0.05 for a classical
optical lattice with potential amplitude V0 ≈ 5ER in 1D.
As this occurs, the light couples the matter by imprint-
ing the phase pattern of the light onto the matter. The
effective Hamiltonian of the system is then,
Hbeff =
4∑
ξ=1
Hξeff (79)
Hξeff ≈
Ns
4
[z
2
tϕξ βˆξ − µnˆξ + geff |JB |2δS2ϕξ
+ Unˆξ(nˆξ − 1)− geffNs|JB |2c˜B,ϕξ
]
(80)
tϕξ = t0 − geffNs|JB |2η˜B,ϕξ , (81)
βˆξ =
[
ψ∗ξ bˆξ+1 + ψ
∗
ξ+1bˆξ + ψξ+1bˆ
†
ξ + ψξ bˆ
†
ξ+1
− (ψ∗ξψξ+1 + c.c.)
]
(82)
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FIG. 10: [color on-line] Spatial structure of dimers (ellipsoids) and light imposed phase difference. For U = 0 atom
population in different dimers remains the same. For U 6= 0 dimers can have different population between them, different
shades of grey [colors].
η˜B,ϕξ =
z(−1)ξ+1
8
4∑
ξ′=1
(−1)ξ′+1(ψ∗ξ′ψξ′+1 + c.c.),
(83)
c˜B,ϕξ =
z
4
(ψ∗ξψξ+1 + c.c.)η˜B,ϕξ (84)
δS2ϕξ =
z
2
[
bˆ2†ξ bˆ
2
ξ+1 + bˆ
2†
ξ+1bˆ
2
ξ + 2nˆξnˆξ+1 + nˆξ + nˆξ+1
+ bˆ2†ξ bˆ
2
ξ−1 + bˆ
2†
ξ−1bˆ
2
ξ + 2nˆξnˆξ−1 + nˆξ + nˆξ−1
− 2(ψ∗ξψξ+1 + c.c.)βˆξ + (ψ∗ξψξ+1 + c.c.)2
− 2(ψ∗ξψξ−1 + c.c.)βˆξ + (ψ∗ξψξ−1 + c.c.)2
]
, (85)
where the component ξ+4 is the same as ξ, while 〈βˆξ〉 =
(ψ∗ξψξ+1 + c.c.) and as usual 〈bˆξ〉 = ψξ defines the order
parameters of the light induced modes.
Due to the fact that sites couple differently with period
4, one needs to introduce effectively 4 modes to represent
the action of the light-matter interaction in the effective
Hamiltonian. In addition to the amplitudes of the or-
der parameters for the 4 modes, now the phase of the
matter fields is extremely important. For geff < 0, to
compensate for the light induced phase pattern, the sys-
tem minimizes its energy by maximizing light scattering.
Thus, the phase of the matter fields acquires spatial mod-
ulation. The self-organization DOL typical mechanism
generates this effect. The phase difference between SF
order parameters in adjacent sites can be 0 or ±∆φ with
∆φ 6= 0. When the phase difference between SF order
parameters is zero then a dimer structure forms, as the
SF component is spatially indistinguishable in these two
adjacent sites. Then, a phase jump in the order param-
eters SF occurs generating a distinguishable feature for
the next dimer, the pattern then extends across all the
lattice in all dimensions. In 1D the pattern is shown in
Fig.10. In this limit, one can neglect the terms that arise
from δS2ϕξ , as the modification in the tunneling ampli-
tudes is an order of Ns larger. The determination of the
difference in phase, and order parameters can be done in
terms of another global optimization problem introduc-
ing the Gutzwiller ansatz for each mode which is now,
E0 = min{α1,α2,α3,α4}
4∑
ξ=1
〈Hξeff〉. (86)
As a consequence of the particular effective light-
matter interaction, for geff < 0, the matter fields self-
organize to maximize light scattering, leading to have a
well defined spatial pattern in the phase of the matter-
wave, akin to the checkerboard patter in the density.
Thus, pairs of nearest neighbor phase correlated atoms
posses a phase difference that is modulated. We call this
state: the superfluid dimer (SFD) state. Parallelism can
be drawn concerning the properties of this state with
the well known phase modulated state of superconduct-
ing fermions, the FFLO/LOFF state [102, 103]. In the
FFLO/LOFF state the superconducting order parame-
ter varies spatially periodically akin to the spatial phase
variation seen in the dimer state. This can be traced
back to the finite momentum transfer induced by light to
the atoms via the bond coupling (Addressing Bˆ). This is
similar to the finite momentum acquired by Fermi surface
component mismatch in the fermionic system, forming
finite momentum Cooper pairs which translates to the
order parameter spatial variation. However, the dimer
state can have in addition density modulation when in-
teractions are present. Moreover these dimer states are
akin to other condensed matter structures used in the
study of strongly interacting quantum liquids [104] and
could be used as building blocks for simulating them. As
|geff | increases the steady state of the system will man-
ifest this modulation in phase while having a homoge-
neous density distribution even in the absence of on-site
interactions, all sites have the same mean atom number
in Fig.10. The difference in phase that determines the
formation of the SFD state in the absence of interactions
is shown in Fig.11.
However, the inclusion of on-site interactions generate
additional competition via density pattern modulations
which translate in the emergence of additional DW order
supported by the system. As on-site interactions par-
tially suppress quantum fluctuations on each mode, this
competes with the fact that the system wants to max-
imize light scattering by imprinting the phase pattern.
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FIG. 11: [color on-line] Phase difference ∆φ between
dimers for maximal light scattering through the bonds
(JB 6= 0, geff < 0) as a function of the average density
per site ρ and the effective light matter coupling g˜ =
−2zgeff |JB |2Ns/t0. Whenever ∆φ 6= 0 the system is in
the superfluid dimer phase, otherwise the system is in
the normal SF state, U = 0. In all simulations the
structured ground state has energy with several ER
lower than the homogenous ground state, substructure
arises due to numerics.
FIG. 12: [color on-line] Population difference between
dimers ∆ρD = |ρA−ρB |/4 for maximal light scattering
through the bonds (JB 6= 0, geff < 0) as a function of
the average density per site ρ and the effective tunnel-
ing amplitude τ0 = 2zt0/U . Whenever ∆ρD 6= 0 the
system is in the supersolid dimer phase (SSD), oth-
erwise the system is in the normal SF state. Dimer
populations are defined as: ρA = ρ1 +ρ2, ρB = ρ3 +ρ4.
Dimers have different phase ∆φ 6= 0 in the SSD,
U 6= 0. Parameters are: JB = 0.05, geffNs = −25U ,
Ns = 100, z = 6 (3D). In all simulations the struc-
tured ground state has several ER lower than the ho-
mogenous ground state, substructure arises due to nu-
merics.
Therefore, it becomes energetically favorable to have den-
sity imbalance. This can be traced back to the delicate
balance between the phase modulation and the coupling
of different modes in the effective Hamiltonian. Thus,
the system can condensate into a super-solid dimer (SSD)
phase, see Fig11. In this case, the quantum many-body
state is a superfluid with spatial phase pattern and den-
sity modulation. The dimers favor a density imbalanced
state between them while having in addition a change
in phase. Graphically this corresponds to the situation
where the population in each site of the dimer is the
same, but populations between dimers are different, see
Fig. 10. As the strength of the effective light matter cou-
pling increases |geff | for large on-site interactions the SSD
appears, see Fig.12. As the U decreases from large values,
there is a transition to the more familiar regular SF state.
In contrast to density coupling, bond coupling suppresses
insulating phases even for large U because tunneling is
effectively enhanced in a non-trivial way effectively in-
creasing quantum fluctuations. In addition, we note that
the ground state of the system is massively degenerate as
the number of components of the unit cell has 4d equiva-
lent configurations. The bond order can be measured di-
rectly via the photon signal, 〈aˆ†aˆ〉 ∝ |〈Bˆ〉|2. The density
modulations can be accessed by probing with and initial
imbalanced state, while looking at the time of flight sig-
nal as additional peaks will appear consistent with the
wave-vectors of the crystalline order formed, or via ex-
traction of the structure factor, quantum non-demolition
schemes can also be used [37].
FIG. 13: [color on-line] Density wave order parame-
ter ∆ρ for minimal light scattering through the bonds
(JB 6= 0, geff > 0) as a function of the average den-
sity per site ρ and the effective tunneling amplitude
τ0 = zt0/U . Whenever ∆ρ 6= 0 the system is in
the supersolid phase (SS), otherwise the system is in
the normal SF state. Parameters are: JB = 0.05,
geffNs = 25U , Ns = 100, z = 6 (3D). The substruc-
ture in the DW order parameter is due to numerics, in
all simulations the structured ground state has energy
that is several ER lower than the homogenous ground
state.
As geff > 0, then light scatters minimally and instead
of the formation of dimers, the phase modulation is ab-
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sent. The quantum terms induced by light drive the be-
havior of the system. Then, the Hamiltonian collapses to
two modes as the distinction between 4 modes is not nec-
essary, as η˜B,ϕξ = 0. This occurs because the energy is
optimized without having a pattern between coherences.
Thus, there will be no phase difference between coher-
ences of nearest neighbors and dimer phases are strongly
suppressed. We have instead for the simplified two mode
Hamiltonian:
Hbeff =
2∑
ξ=1
Hξeff (87)
Hξeff ≈
Ns
2
[
zt0βˆξ − µnˆξ + geff |JB |2δS2ϕξ
+ Unˆξ(nˆξ − 1)
]
(88)
βˆξ =
[
ψ∗ξ bˆξ+1 + ψ
∗
ξ+1bˆξ + ψξ+1bˆ
†
ξ + ψξ bˆ
†
ξ+1
− (ψ∗ξψξ+1 + c.c.)
]
(89)
δS2ϕξ = z
[
bˆ2†ξ bˆ
2
ξ+1 + bˆ
2†
ξ+1bˆ
2
ξ + 2nˆξnˆξ+1 + nˆξ + nˆξ+1
− 2(ψ∗ξψξ+1 + c.c.)βˆξ + (ψ∗ξψξ+1 + c.c.)2
]
, (90)
where the component ξ + 2 is the same as ξ. Here, the
relevant contributions from the light matter coupling are
the quantum fluctuations of the on-site coherences, the
QOL. All the effect of the light-matter interaction re-
duces to the modification of quantum fluctuations of the
Bˆ operator, which translate to the fluctuations in the
order parameters. As the fluctuations in the oder pa-
rameter contain the term ∝ nˆ1nˆ2, then this produces a
DW instability. Depending on the value of light matter
strength geff compared to the other parameters of the
system, we can have a SS phase, see Fig 13. However,
this SS phase is different from the density coupling case,
as it only depends on the density pattern between nearest
neighbors. This is a closer analogy to the conventional
scenario of supersolidity [95, 97]. Different from max-
imal light scattering in either bonds or densities here,
there is no coupling between all the coherences or sites
of the lattice. The change in the Bose-Hubbard Hamil-
tonian is the remnant coupling induced by light, where
the quantum fluctuations are maximized between short
distances (up to nearest neighbors). In contrast to the
maximal scattering case (geff < 0) the effective coupling
strength geff needs to be larger by a factor of the number
of illuminated sites to access a SS phase with large den-
sity imbalance. This is needed, to compensate for the fact
that the effect of quantum fluctuations are just order Ns.
Still, the energy difference between the structured ground
state and the competing homogenous ground state (i.e.
regular SF) can be of several ER.
VIII. LIGHT SCATTERING DIFFERENT FROM
90◦: MULTI-COMPONENT DENSITY ORDERS
As we can design the pattern of illumination via the
projection of light onto the matter, it is possible to induce
the formation of non-trivial density orders. By illuminat-
ing at an angle different from 90◦ one changes the pattern
of the coupling in the light induced effective interaction.
As a particular example of what can be achieved and the
relevant phases that emerge due to this, one can choose
to illuminate with a traveling wave, such that the light
projections between the cavity and the light pumped into
the system are: (k
¯p
− k
¯c
) · eˆr
¯j
= 2pij/3. This will induce
R = 3 spatial modes into the system, assuming that the
lattice is sufficiently deep such that Bˆ ≈ 0. We have
then, that the light only couples to the density and the
coupling is such that with mode operators Dˆ can written
as:
Dˆ = JD(Nˆ1 + e
i2pi
3 Nˆ2 + e
i4pi
3 Nˆ3), (91)
where each mode corresponds to a third of the lattice
sites (Ns/3). The effective Hamiltonian of the system
can be written as:
Hbeff =
3∑
ξ=1
Hξeff (92)
Hξeff ≈
Ns
3
[
zt0βˆξ − µξnˆξ + Uξnˆξ(nˆξ − 1)
]
(93)
βˆξ =
[
(ψ∗ξ+1 + ψ
∗
ξ−1)bˆξ + (ψξ+1 + ψξ−1)bˆ
†
ξ
− 1
2
(ψ∗ξ (ψξ+1 + ψξ−1) + c.c.)
]
(94)
µξ = µ− geffNs|JD|
2
3
(
ρξ − ρξ+1 + ρξ−1
2
)
(95)
Uξ = U + 2geff |JD|2, (96)
where the component ξ + 3 is the same as ξ, similarly
ξ = 0 corresponds to ξ = 3. From the above we can see
that for minimal light scattering (geff > 0), the problem
reduces to the Hamiltonian of the homogeneous system as
density imbalance configurations are strongly suppressed
and quantum fluctuations will shift the SF-MI transition
as discussed previously. In the general case for R modes
we can expect that each of light induced modes decou-
ple and their fluctuations depending on the light matter
coupling can be affected independently.
However, we see that when there is maximal light scat-
tering (geff < 0) a DW instability occurs. The coupling
between adjacent mode favours density imbalance, effec-
tively one has for the ground state energy terms of the
form ∝ ρξρξ−1 > 0 and ∝ ρξρξ+1 > 0. These arise from
the effective chemical potential µξ in Eq. (93), that in
fact depends on the density of the 3 modes in the system,
Eq. (95). In contrast to illuminating at 90◦, here a self-
organized state with 3 components occurs. The state is
6 fold degenerate (a multi-component “Schro¨dinger cat
state”), thus the light amplitude gives the information
about the DW order formation. The light amplitude
is proportional to 〈Dˆ〉, we have that when, |〈Dˆ〉|2 =
N2s |JD|2(ρ21 +ρ22 +ρ23−ρ1ρ2−ρ2ρ3−ρ1ρ3)/9 > 0 then the
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FIG. 14: [color on-line] (a) Phase diagram of multicom-
ponent density ordered states, when geometry of the light
pumped into the system such that 3 spatial modes can occur
(R = 3). The system is SF, without any spatial pattern as
the interaction is decreased (color on-line). The SF phase
has total order parameter Σψ = (|ψ1|+|ψ2|+|ψ3|)/3 6= 0 and
ψ1 = ψ2 = ψ3 = ψ. MI(n) lobes appear for commensurate
densities n, Σψ = 0, ρ = ρ1 = ρ2 = ρ3. In between MI lobes
DW insulators form with 〈Dˆ〉 6= 0, maximal light scatter-
ing occurs then (Σψ = 0). SS phases (Σψ 6= 0, |〈Dˆ〉|2 6= 0 )
are indicated near the boundary between DW and SF states.
(b) Phase diagram closer to the DW-SS-SF transition at the
tip of the DW insulators in between the first MI lobe. The
particular composition of the DW insulators is revealed, as
depending on the chemical potential one has different val-
ues of DW phases. The transition can have an intermediate
SS state toward the homogeneous SF phase. Parameters
are for (a) and (b): JD = 1.0, JB = 0.0, geffNs/U = −0.5,
Ns = 100, z = 6 (3D). The grey scale [color] bar denotes Σψ
in the SF region, other different quantum phases (labeled)
are denoted by different shades of grey [colors].
system maximizes light scattering and DW order is stab-
lished. Depending on the competition between the light
induced interaction and the atomic on-site interaction
we will have that the system will support DW insulators,
MI insulators and even SS states, see Fig.14. The DW
occur as one of the three components is strongly sup-
pressed while the remaining two are uneven, for strong
interaction and fulling of non integer multiples of 1/3
filling, e.g. 1/3, 2/3, 4/3, 5/3, etc. These DW insulators
appear in between MI lobes as the chemical potential is
increased and have a critical value of zt0/U below the
SF-MI transition. As the system moves from the DW
towards the SF state for small U at fixed chemical po-
tential, the system transitions via formation of SS states,
Fig.14. The SS states we find, occur at the tip of the
DW insulators, Fig.14 (b). It is interesting to note that
the half-filled case will aways be in the SS state for large
interaction as this state will be in the tip of the DW
lobe, and it will shift to have a large (2/3) or small (1/3)
DW while increasing |geff |. There will be an interme-
diate region where the state will be better described as
a mixed state of both configurations, all this consistent
with the t0/U = 0 limit and exact diagonalization sim-
ulations [26]. The density pattern that emerges in the
system has a period of 3 in units of the lattice spacing.
In the case of other angles such that R > 3 the behaviour
would be similar, but now instead DW insulating states
and SS states would have period R and the particular
hierarchy of components and details in the competition
between phases will be more complex as already foreseen
in [26].
IX. CONCLUSIONS
Quantum light induces in its steady state an effec-
tive structured long range interaction. This steady-state
effective many-body interaction changes the energetic
landscape at the quantum level because atoms see a dif-
ferent energy landscape that depends on the cavity-pump
detunings and the chosen spatial arrangement of the cav-
ities and light pumped into the system. The atoms see a
different energy landscape because the local energy at the
sites is different in the illuminated regions. Thus atoms
will tend to occupy or avoid those regions in space de-
pending on the detunings. The cavity pump detunings
determine the mechanism that will drive the symmetry
breaking. Moreover, depending on the choice of the pat-
tern of the light with respect to the classical optical lat-
tice the tunneling between the sites can be maximized
or suppressed depending on the Wannier functions spa-
tial overlap with the modes enhanced in the cavity. The
interplay between the spatial distribution of the atoms
given by the classical optical lattice and its characteristic
Wannier functions with the spatial structure of the light
modes pumped into the cavity determines the structure
of the site energies. Thus scattering is maximized or min-
imized, changing the local energies enhancing different
atomic processes. In turn the change in the light scatter-
ing from the atoms modifies the local energies and vice-
versa, leading to a self-healing mechanism. The change
in the local energies which couple to the density and co-
herence derived terms that couple to the tunneling am-
plitudes compete. Depending on the light structure and
this competition the overall energy landscape seen by the
matter is set. When light is scattered minimally by the
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atoms the formation of a quantum optical lattice occurs
and quantum fluctuations induced by light determine the
modification or emergence of new phases in the system.
If on the contrary, light scatters maximally a dynamical
optical lattice will form where the self-organization mech-
anism will be precursor of new phases. This gives the op-
portunity via the structure of the light to modify by de-
sign the quantum many-body steady state of the matter
which now has additional dependency via the quantum
light. We have shown that the competition of additional
processes due to the quantum light induced interaction
with the regular processes (tunneling) and on-site repul-
sion in the Bose-Hubbard Hamiltonian opens the pos-
sibility for the atoms to condense to new phases that
are energetically favorable. Among these new phases,
we have found: states with limited quantum fluctua-
tions, density waves, supersolids, bosonic dimer states,
multi-component density waves and multicomponent su-
persolids. Thus, the system can support all these addi-
tional spatially structured many-body quantum phases
besides from the superfluid and Mott insulator homoge-
neous phases. The competition between global and local
processes is the reason of the change in the phase dia-
gram of the system. Therefore, previously energetically
unfavorable configurations, thus with a small probabil-
ity of occurring, become stable possible configurations.
This however, constraints the energetics to be on a cer-
tain region of the Hilbert space. In turn, the quantum
nature of the atoms can give massively degenerate sets
of states that are equally likely, depending on how many
symmetries in the system are broken. As symmetries are
broken, the degeneracy gets suppressed and the number
of equivalent configurations becomes smaller. Thus, the
emergence of structured quantum many-body phases oc-
curs either via self-organization for DOL or modification
of quantum fluctuations for QOL.
Moreover, we have shown that the structure imprinted
by light onto the matter by design can be exploited to
simulate long-range interaction by light induced mode in-
teractions. Certainly, this opens an additional venue of
exploration towards quantum simulations. The effective
mode Hamiltonians can be an acceptable representation
of an otherwise experimentally hard to achieve quantum
degenerate system with finite range interaction. Our de-
velopments can be applied to other systems where light-
matter coupling can be enhanced and the structure of it
designed by cavities and external probes, as the scheme
relies on off-resonant scattering. These results can be
used in multi-mode optomechanical systems [53], and
other arrays of naturally occurring or synthetic quantum
degenerate systems such as, spins, fermions, molecules
(including biological ones) [105], ions [106] , atoms in
multiple cavities [107], semiconductor [108] or supercon-
ducting qubits [109].
Acknowledgements
This work was supported by the EPSRC (Grant No.
EP/I004394/1).
[1] M. Lewenstein, A. Sampera, and V. Ahufinger, Ultra-
cold Atoms in Optical Lattices: Simulating Quantum
Many-Body Systems. (Oxford University Press, New
York, 2012).
[2] I. Bloch, J. Dalibard, and J. Sylvain. Nat. Phys. 8, 267
(2012).
[3] T. Lahaye, C. Menotti, L. Santos, M. Lewenstein, and
T. Pfau. Rep. Prog. Phys. 72, 126401 (2009).
[4] S. Baier, M. J. Mark, D. Petter, K. Aikawa, L.
Chomaz, Z. Cai, M. Baranov, P. Zoller, F. Ferlaino,
arXiv:1507.03500 (2015).
[5] T. Pohl, H. R. Sadeghpour, and P. Schmelcher. Phys.
Rep. 484,181 (2009).
[6] A. V. Gorshkov, J. Otterbach, M. Fleischhauer, T. Pohl,
and M. D. Lukin, Phys. Rev. Lett. 107, 133602 (2011).
[7] J. Otterbach, M. Moos, D. Muth and M. Fleischhauer,
Phys. Rev. Lett. 111, 113001 (2013)
[8] D. Porras and J. I. Cirac, Phys. Rev. Lett. 96, 250501
(2006).
[9] P. Strack and S. Sachdev, Phys. Rev. Lett. 107, 277202
(2011).
[10] J. W. Britton,B. C. Sawyer, A. C. Keith, C.-C. J.
Wang, J. K. Freericks, H. Uys, M. J. Biercuk, and J.
J. Bollinger, Nature 484, 489 (2012)
[11] B. Olmos, D. Yu, Y. Singh, F. Schreck, K. Bongs,and I.
Lesanovsky, Phys. Rev. Lett. 110, 143602 (2013)
[12] J. S. Douglas, H. Habibian, C.-L. Hung, A. V. Gor-
shkov,H. J. Kimble, and D. E. Chang, Nat. Photon, 9,
326 (2015).
[13] R. Landig, L. Hruby, N. Dogra, M. Landini, R. Mottl,
T. Donner and T. Esslinger, Nature 532, 476 (2015).
[14] J. Klinder, H. Keßler, M. R. Bakhtiari, M. Thorwart,
A. Hemmerich, Phys. Rev. Lett. 115, 230403 (2015)
[15] H. Ritsch, P. Domokos, F. Brennecke, and T Esslinger,
Rev. Mod. Phys. 85, 553 (2013).
[16] K. Baumann, C. Guerlin, F. Brennecke, and T.
Esslinger, Nature 464 1301 (2010) .
[17] C. Maschler, I. B. Mekhov, and H. Ritsch,Eur. Phys. J.
D 46, 545 (2008).
[18] A. Vukics, C. Maschler, and H. Ritsch, New J. Phys. 9,
255 (2007).
[19] A. Vukics, W. Niedenzu, and H. Ritsch Phys. Rev. A
79 013828 (2009).
[20] S. Kra¨mer and H. Ritsch, Phys. Rev. A 90, 033833
(2014).
[21] D. J. Winterauer, W. Niedenzu, and H. Ritsch, Phys.
Rev. A 91, 053829 (2015).
[22] F. Brennecke, R. Mottl, K. Baumann, R. Landig, T.
Donner, and T. Esslinger,Proc. Natl. Acad. Sci. U.S.A.
110, 11763 (2013).
[23] J. Klinder, H. Keßler, M. Wolke, L. Mathey, and A.
Hemmerich, Proc. Natl. Acad. Sci. U.S.A. 112, 3290
(2015).
[24] I. B. Mekhov, C. Maschler, and H. Ritsch. Nat. Phys. 3
24
319 (2007) .
[25] I. B. Mekhov and H. Ritsch (2012) J. Phys. B45, 102001
(2012).
[26] S. F. Caballero-Benitez and I. B. Mekhov. Phys. Rev.
Lett. 115, 243604 (2015).
[27] S. F. Caballero-Benitez and I. B. Mekhov. New J. Phys.
17, 123023 (2015).
[28] S. F. Caballero-Benitez and I. B. Mekhov.
arXiv:1604.02563 (2016).
[29] J. Larson, B. Damski, G. Morigi, and M. Lewenstein,
Phys. Rev. Lett. 100, 050401 (2008).
[30] J. Larson, S. Fernandez-Vidal, G. Morigi, and M.
Lewenstein. New J. Phys. 10, 045002 (2008)
[31] S. Fernandez-Vidal, G. De Chiara, J. Larson, and G.
Morigi, Phys. Rev. A 81, 043407 (2010).
[32] Y. Li, L. He, and W. Hofstetter, Phys. Rev. A 87,
051604(R) (2013).
[33] M. R. Bakhtiari, A. Hemmerich, H. Ritsch, and M.
Thorwart, Phys. Rev. Lett. 114, 123601 (2015).
[34] Yu Chen, Z. Yu, H. Zhai, arXiv:1602.02478 (2016)
[35] N. Dogra, F. Brennecke, S.D. Huber, and T. Donner,
arXiv:1604.00865 (2016)
[36] H. Habibian, A. Winter, S. Paganelli, H. Rieger, and G.
Morigi, Phys. Rev. Lett. 110, 075304 (2013).
[37] K. Eckert, O. Romero-Isart, M. Rodriguez, M. Lewen-
stein, E. S. Polzik, and A. Sanpera, Nat. Phys. 4, 50
(2008).
[38] I. B. Mekhov and H. Ritsch, Phys. Rev. Lett. 102 020403
(2009).
[39] I. B. Mekhov and H. Ritsch. Laser Phys. 19, 610 (2009).
[40] W. Kozlowski, S. F. Caballero-Benitez, and I. B.
Mekhov, Phys. Rev. A 92 013613 (2015).
[41] Y. Ashida and M. Ueda, Phys. Rev. Lett. 115, 095301
(2015).
[42] K. Mayer, A. Rodriguez, and A. Buchleitner, Phys. Rev.
A 91 053633 (2015).
[43] H. Weimer, and H. P. Buchler, New J. Phys. 13 113018
(2011).
[44] R. Landig, F. Brennecke, R. Mottl, T. Donner, and T.
Esslinger. Nat. Commun. 6, 05 (2015).
[45] G. Labeyrie, E. Tesio, P. M. Gomes, G.-L. Oppo, W. J.
Firth, G. R. M. Robb, A. S. Arnold, R. Kaiser, and T.
Ackemann, Nat. Photonics 8, 321 (2014).
[46] J. Keeling, M. J. Bhaseen, and B. D. Simons,Phys. Rev.
Lett. 112, 143002 (2014).
[47] F. Piazza and P. Strack, Phys. Rev. Lett. 112, 143003
(2014).
[48] Y. Chen, Z. Yu, and H. Zhai, Phys. Rev. Lett. 112,
143004 (2014).
[49] A. Sheikhan, F. Brennecke, C. Kollath,
arXiv:1602.01723 (2016).
[50] S. Gopalakrishnan, B. S. Lev, and P. M. Goldbarth,
Nat. Phys. 5, 845 (2009).
[51] A. J. Kolla´r, A. T. Papageorge, K. Baumann, M. A.
Armen, and B. L. Lev, New J. Phys. 17, 043012 (2015).
[52] M. Mu¨ller, P. Strack, and S. Sachdev, Phys. Rev. A 86,
023604 (2012).
[53] M. Aspelmeyer, T. J. Kippenberg, and F. Marquardt,
Rev. Mod. Phys. 86 1391 (2014).
[54] A. Acin, J. I. Cirac, and M. Lewenstein.Nat. Phys. 3,
256 (2007).
[55] E. Kyoseva, A. Beige and L. C. Kwek, New J. Phys
14,023023 (2012).
[56] A. Reiserer and G. Rempe, Rev. Mod. Phys. 87, 1379
(2015).
[57] G. Mazzucchi, S. F. Caballero-Benitez, and I. B.
Mekhov, arXiv:1510.04883 (2015).
[58] W. Kozlowski, S. F. Caballero-Benitez, and I. B.
Mekhov, arXiv:1605.06000 (2016).
[59] I. B. Mekhov, and H. Ritsch, Phys. Rev. A 80 013604
(2009).
[60] I. B. Mekhov and H. Ritsch, Laser Phys. 20, 694 (2010).
[61] I. B. Mekhov and H. Ritsch Laser Phys. 21 1486 (2011).
[62] G. Mazzucchi, W. Kozlowski, S. F. Caballero-Benitez,
T. J. Elliott, and I. B. Mekhov,Phys. Rev. A 93, 023632
(2016)
[63] S. Bux, H. Tomczyk, D. Schmidt, P. W. Courteille, N.
Piovella, and C. Zimmermann, Phys. Rev. A 87, 023607
(2013).
[64] B. Everest, M. R. Hush, and I. Lesanovsky, Phys. Rev.
B 90,134306 (2014)
[65] R. Blattmann and K. Mølmer, arXiv:1512.07427 (2015).
[66] W. Chen, J. Hu, Y. Duan, B. Braverman, H. Zhang,
and V. Vuletic´, Phys. Rev. Lett. 115, 250502 (2015).
[67] G. Mazzucchi, W. Kozlowski, S. F. Caballero-Benitez,
I. B. Mekhov. arXiv:1603.04889 (2016).
[68] A. Schilke, C. Zimmermann, P. W. Courteille and W.
Guerin, Nat. Photon. 6, 101 (2012).
[69] M. K. Pedersen, J. J. W. H. Sorensen, M. C. Tichy, and
J. F. Sherson, New J. Phys. 16, 113038 (2014).
[70] D A Ivanov and T Yu Ivanova, J. Phys. B 47, 135303
(2014).
[71] D.A. Ivanov and T.Yu. Ivanova, JETP Letters 100, 481
(2014)
[72] D.A. Ivanov and T.Yu. Ivanova, JETP 121, 179 (2015).
[73] D.A. Ivanov, T.Yu. Ivanova, and I. B. Mekhov,
arXiv:1601.02230 (2016).
[74] G. Mazzucchi, S. F. Caballero-Benitez, D. A. Ivanov,
and I. B. Mekhov, arXiv:1606.06022(2016).
[75] K. Stannigel, P. Hauke, D. Marcos, M. Hafezi, S. Diehl,
M. Dalmonte, and P. Zoller, Phys. Rev. Lett. 112,
120406 (2014).
[76] T. E. Lee and C.-K. Chan, Phys. Rev. X 4, 041001
(2014).
[77] S. Dhar, S. Dasgupta, A. Dhar, and D. Sen, Phys. Rev.
A 91, 062115 (2015).
[78] W. Kozlowski, S. F. Caballero-Benitez, and I. B.
Mekhov B, arXiv:1510.04857 (2015).
[79] E. A. Ostrovskaya, J. Abdullaev, M. D. Fraser, A. S.
Desyatnikov, and Yu. S. KivsharPhys. Rev. Lett. 110,
170407 (2013).
[80] T. Gao, E. Estrecho, K. Y. Bliokh, T. C. H. Liew, M. D.
Fraser,S. Brodbeck,M. Kamp, C. Schneider, S. Ho¨fling,
Y. Yamamoto, F. Nori, Y. S. Kivshar, A. G. Truscott,
R. G. Dall, E. A. Ostrovskaya, Nature 526, 554 (2015).
[81] K. Winkler, J. Fischer, A. Schade, M. Amthor, R. Dall,
J. Geßler, M. Emmerling, E. A. Ostrovskaya, M. Kamp,
C. Schneider and S. Ho¨fling, New J. Phys 17, 023001
(2015).
[82] M. P. A. Fisher, P. B. Weichman, G. Grinstein, and D.
S. Fisher, Phys. Rev. B 40 546 (1989).
[83] D. Jaksch, C. Bruder, J. I. Cirac, C. W. Gardiner, and
P. Zoller, Phys. Rev. Lett. 81, 3108 (1998) .
[84] T. J. Elliott, W. Kozlowski, S. F. Caballero-Benitez,
and I. B. Mekhov, Phys. Rev. Lett. 114, 113604 (2015).
[85] L. Sanchez-Palencia and M. Lewenstein. Nat. Phys. 6,
87 (2010).
[86] G. Roati, C. D’Errico, L. Fallani, M. Fattori, C. Fort, M.
25
Zaccanti, G. Modugno, M. Modugno, and M. Inguscio.
Nature 453, 895 (2008).
[87] C. D’Errico, E. Lucioni, L. Tanzi, L. Gori, G. Roux,
I. P. McCulloch, T. Giamarchi, M. Inguscio, and G.
Modugno.Phys. Rev. Lett. 113, 095301 (2014).
[88] H. Gimperlein, S. Wessel, J. Schmiedmayer, and L. San-
tos, Phys. Rev. Lett. 95 170401 (2005).
[89] A. E. Niederle and H. Rieger, Phys. Rev. A 91, 043632
(2015).
[90] T. J. Elliott, G. Mazzucchi, W. Kozlowski, S. F.
Caballero-Benitez, and I. B. Mekhov, Atoms 3 392
(2015).
[91] B. Zeng and X.-G Wen. Phys. Rev. B 91, 125121 (2015).
[92] G. G. Batrouni, V. Rousseau, R. T. Scalettar ,M. Rigol,
A. Muramatsu,P. J. H. Denteneer, and M. Troyer, Phys.
Rev. Lett. 89 117203 (2002).
[93] S. Fo¨lling, A. Widera, T. Mu¨ller, F. Gerbier, and I.
Bloch Phys. Rev. Lett. 97 060403 (2006).
[94] W. S. Bakr, A. Peng, M. E. Tai, R. Ma, J. Simon, J.
I. Gillen, S. Fo¨lling, L. Pollet, and M. Greiner, Science,
329, 547 (2010).
[95] V. W. Scarola and S. Das Sarma, Phys. Rev. Lett. 95,
033003 (2005).
[96] F. Cinti, T. Macr`ı, W. Lechner, G. Pupillo, and T. Pohl,
Nat Commun 5, 02 (2014).
[97] M. Boninsegni and N. V. Prokof’ev, Rev. Mod. Phys.
84, 759 (2012).
[98] M. Ortner, A. Micheli, G. Pupillo, and P. Zoller, New
J. Phys. 11,055045 (2009)
[99] O. Dutta, M. Gajda, P. Hauke, M. Lewenstein, D.-S.
Lu¨hmann, B. A. Malomed, T. Sowin?ski, and J. Za-
krzewski. Rep. Prog. Phys. 78, 066001 (2015).
[100] K. Yamamoto, S. Todo, and S. Miyashita, Phys. Rev. B
79, 094503 (2009).
[101] M. Iskin, Phys. Rev. A 83, 051606(R) (2011).
[102] P. Fulde and R. A. Ferrell, Phys. Rev. 135, A550 (1964).
[103] A. I. Larkin and Y. N. Ovchinikov, Sov. Phys. JETP
20, 762, (1965).
[104] L. Balents, Nature 464, 199 (2010).
[105] I. B. Mekhov, Laser Phys. 23, 015501 (2013).
[106] R. Blatt and C. F. Roos, Nat. Phys. 8, 277 (2012).
[107] M. Hartmann, F. Brandao, and M. B. Plenio, Nat. Phys.
2, 849 (2006).
[108] B. Trauzettel, D. V. Bulaev, D. Loss, and G. Burkards,
Nat. Phys. 3, 192 (2007).
[109] J. M. Fink, R. Bianchetti, M. Baur, M. Go¨ppl, L. Stef-
fen, S. Filipp, P. J. Leek, A. Blais, and A. Wallraff,
Phys. Rev. Lett. 103, 083601 (2009).
