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Abstract
A well known frequency estimation algorithm using linear prediction method is analysed for flat fading
wireless channels. The estimator outputs are statistically analysed and its jitter performances are compared
with the non-fading case and the Cramer-Rao bound. We provide a closed form solution for the distribution
and the variance of the frequency estimates under fading conditions by making valid assumptions. We also
verify the theoretical model using simulations. Analysis shows that the variance of the estimates for flat
fading channels reaches a threshold point and increasing the transmit power does not necessarily improve
the performances any further.
Index Terms
linear predictive frequency estimator, mobile flat fading channel, frequency synchronization, frequency
distribution.
I. INTRODUCTION
Synchronization of the carrier frequency is a well know problem in communications and many tech-
niques exist in literature addressing this problem [10],[13]-[26]. Frequency synchronization for wireless
communications require estimation of frequencies in fading environments. Extensive literature exist on
frequency estimation techniques for additive white Gaussian noise only channels and a few on fading
channels [1]-[10]. The analysis of well known frequency estimators such as the maximum likelihood (ML)
estimator [9],[10], Kay’s estimator [8], the periodogram search method [9], sub-space methods [7], linear
predictor based methods [4]-[6], DFT based methods [10] etc, are well treated for additive Gaussian noise
only channel. In this paper, we present the performance measures of a well known frequency estimation
technique based on linear prediction method [4]-[6] for flat fading wireless channels [27]. In [1]-[2],
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2the authors have investigated ML based frequency estimation techniques and modified versions of the
techniques for fading channels, they have also presented the variance of the estimates. However, the analysis
and results in [1]-[2] are based on linear models assuming the estimates to have a Gaussian distribution. In
[1], a linear predictor based frequency estimator has been treated for fading channels assuming linearity in
the signal plus noise model. In our analysis we consider the nonlinear effects of the arctan function used
in the estimator and derive a precise closed form solution for the distribution of the frequency estimates,
by making valid assumptions and invoking the central limit theorem appropriately. We also determine the
variance associated with the frequency estimates and derive an approximated closed form solution.
The analyses on frequency estimators in [1]-[3] do not present the distribution of the estimates. Knowing
the distribution of the estimates help system engineers and researchers working in the field of advanced
receiver designs and synchronisation to predict the bit error probabilities of the communication link.
Identifying the statistical distribution of the frequency estimates is the key to predict bit error rate (BER)
degradation caused due to synchronization errors. The distribution of the frequency estimates is used to
quantify the BER of a practical digital communication system against frequency jitter and signal to noise
ratio. Especially, in OFDM (Orthogonal Frequency Division Multiplexed) systems, the frequency errors
will cause inter symbol interferences [28] and such errors can be quantified with the knowledge of the
statistical distribution of the frequency estimates. The BER analysis of such systems are treated on a case
by case basis depending on the type of modulation, coding and transmission techniques used, and is beyond
the scope of this paper. Here we only provide the solution to the distribution of the frequency estimates
based on the linear predictor estimator.
II. SIGNAL AND CHANNEL MODEL
The channel model considered here is a time correlated flat fading Rayleigh channel. The time domain
correlation depends on the mobility of the transmitter and the receiver units and the surroundings. The
nth sample of the complex sinusoidal signal received through a correlated Rayleigh fading channel in the
presence of additive white Gaussian noise (AWGN) is given by,
r[n] = [n]Aexp(j
n+ j) + (n) (1)
where, A is the signal amplitude,  is a slowly varying random phase offset with a uniform distribution
between [ , +] which is a constant within the signal observation time, and 
 is the discrete frequency
3in radians that needs to be estimated. Where, 
 = 2f=fs, fs is the sampling frequency, and f is the
analog frequency in Hz. The frequency f includes the Doppler frequency drift and the local oscillator drifts
between the transmitter and the receiver. The channel coefficient [n] is a zero mean complex Gaussian
process with a variance of 22a that describes the multiplicative distortion of the channel,
[n] = i[n] + jq[n] (2)
It should be noted that i[n] and q[n] are individually correlated with time and independent to each
other. The envelope of the channel j [n] j=
q
i[n]
2 + q[n]
2 is a Rayleigh distributed random variable.
The time correlation function describing the in-phase and quadrature components of the fading channel is
modeled as [11],
Ri(n) = Rq(n) = R(n) = exp

 j v j
dc
j n j
fs
ln(2)

(3)
where v is the velocity of the receiver with respect to the transmitter and dc is the de-correlation distance
that defines the surroundings of the wireless channel. Typically, for an indoor channel, dc = 5m and for an
outdoor channel dc = 20m [11]. In other words for a given fs and v, if dc = 5 m, then samples taken at
distances greater than 5m intervals in the wireless channel are highly uncorrelated, and the samples taken
at distances less than 5m intervals are highly correlated. In this paper we analyse the frequency estimator
performances for both slow and fast flat-fading channels. Moreover, [n] is an i.i.d. AWGN component
that can be expressed as
[n] = i[n] + jq[n] (4)
where i[n] and q[n] are two independent zero mean Gaussian random processes each with a variance
of 2 = N0fs, with a double sided power spectral density of N0(Watts/Hz). Here, we define the expected
signal to noise ratio (SNR) of the received signal as,  = A22a=
2.
III. FREQUENCY ESTIMATOR
The linear predictive frequency estimator, which we here refer to as the single-delay multiplication
(SD-M) based frequency estimator, for L samples is given by [4]-[6],

^ = arctan
(
LX
n=1
r[n]r[n  1]
)
(5)
The received signal is multiplied by its delayed conjugate and averaged over L samples before taking the
arctan function to perform an estimate on the frequency. In the noiseless case the estimator output directly
4computes the discrete frequency of the signal 
 as given in (5). However, when there is additive noise
present together with fading the performances of the estimator degrades. In the following sections we
analyse the estimator and find a closed form expression for the distribution of 
^, and its related statistics.
IV. ANALYSIS OF THE FREQUENCY ESTIMATOR
Let us examine the SD-M algorithm step by step. Let,
"[n] = r[n]r[n  1] (6)
Considering the received signal model in (1), (6) becomes,
"[n] = S0[n] + P1(n) + P2(n) + P3(n) (7)
where,
S0[n] = [n]
[n 1]A2exp(j
); P1[n] = Aexp(j
n+j)[n][n 1]
P2[n] = Aexp( j
(n 1)  j)[n 1][n], andP3[n] = [n][n 1]
(8)
We analyse the statistical behavior of each of the above terms in (8) separately.
A. Unbiased Estimator
To start with, let us analyse whether the estimator is unbiased or not when operated under fading
conditions. The expected value of "[n] is given by
Ef"[n]g = EfS0[n]g+ EfP1[n]g+ EfP2[n]g+EfP3[n]g (9)
then, with the definitions of the noise and the channel models, it can be easily found that in (9), EfP1[n]g =
0, EfP2[n]g = 0 and EfP3[n]g = 0, therefore,
Ef"[n]g = EfS0[n]g = 2R(1)A2exp(j
) (10)
Without loss of generality, we could now argue that the phase of EfS0[n]g, which is the estimate from
the SD-M frequency estimator is the same as the original frequency 
. Hence the estimator is unbiased
under fading conditions only if the channel is correlated (i.e. R(1) 6= 0).
5B. Noise Analysis
Let us consider the second step of the SD-M algorithm, i.e., the summation over L samples.
ZL = SL + 1 + 2 + 3 (11)
where,
SL =
LX
n=1
S0[n],1 =
LX
n=1
P1[n],2 =
LX
n=1
P2[n],3 =
LX
n=1
P3[n] (12)
In the process of our analysis we treat each of the terms in (11) separately for its statistical behavior
and combine the analysis at the end. Using the summation operation over L samples and together with
other sufficient conditions [12] we can invoke the central limit theorem in (12) to simplify the analysis.
The analysis of 3 and its corresponding statistical properties are readily available in [6]. From [6],
3 follows a complex Gaussian distribution with zero mean and a variance of 223 = 4L4. Further,
it also can be shown that 3 is an independent process. Therefore, the distribution of 3 is given by
f3(3)  CN(0; 223), where, CN(a; b) denotes a complex Gaussian distribution with mean a and
variance b. The other two noise-channel cross product terms 1 and 2 in (11) have similar statistical
properties as each other. Therefore, we analyse 1 and then extend the results to 2. Let us consider
1 =
LX
n=1
P1[n] =
LX
n=1
P11[n]
[n  1] (13)
where
P11[n] = Aexp( j
(n 1)  j)[n] (14)
Again from [6], the distribution of the complex process P11[n] follows a Gaussian distribution with zero
mean and a variance of 2A22, that is fP11(P11)  CN(0; 2A22). Now, given that P11 is Gaussian
and [n   1] is Gaussian, then similar to 3, 1 also follows a Gaussian distribution with zero mean
and a variance of 221 = 4LA22a
2. Therefore, f1(1)  CN(0; 221). Here, the expression for the
variance 21 states that increasing the transmit signal power (A2) will increase the noise power within
the estimator. This is rather misleading to the reader. It should be noted that increasing the transmit signal
power also increases the signal component of our interest in (11) within the estimator, therefore the correct
way to interpret the results is to consider the overall signal to noise ratio rather than the noise power
itself. Further, since [n  1] is a correlated random process, it is also important for us to know whether
1 is correlated. To verify this, consider the following: Let [n] = P11[n][n   1], and since P11 is an
6independent process, then the auto-correlation function of [n] is given by
R(m) = E [P11[n]P11[n m]]E [[n  1][n  1 m]] (15)
and since E[P11[n]P11[n m]] = 0, the autocorrelation function R(m) becomes zero. Therefore, we can
say that 1 is an independent random process. The second noise-channel cross product term 2 also has
similar properties as 1 and hence the distribution is given by f2(2)  CN(0; 222) , where 22 = 21 .
Therefore, all three noise-channel cross product terms 1, 2, and 3 can be modeled as Gaussian. Now,
let us define
 = 1 + 2 + 3 (16)
Then, by combining the distributions of 1; 2 and 3,  also becomes a complex Gaussian process with
zero mean and a variance of 22 = 2
2
1 + 2
2
2 + 2
2
3 . That is
f()  CN(0; 22) (17)
Therefore, ZL becomes
ZL = SL +  (18)
Now let us analyse SL. From (12), we can write SL as
SL =
LX
n=1
[n][n  1]A2exp[j
] (19)
Here, we recognise that SL is similar to 3 and without much effort could state that SL follows a Gaussian
distribution with a variance of 22SL = 4A
44aL. However, the fact that [n] is a correlated process, leads
to a non-zero mean for SL. From (10), we identify that the real and the imaginary parts of SL have mean
values given by m1 = 2A2LR(1)cos(
) and m2 = 2A2LR(1)sin(
) respectively. Therefore, we can write
the distribution of SL as fSL(SL)  CN(m1 + jm2; 22SL). Further, for convenience, we can rewrite SL
as
SL = Sm + Sn (20)
where, Sm = 2R(1)A2exp(j
) and Sn is a zero mean complex Gaussian process with a variance of 22SL .
Note that Sn is the noise term introduced by the fading channel which is independent to the additive noise
term. This term Sn leads to a threshold effect in the jitter performance of the estimator which we analyse
in later sections. The term Sm is our main signal component that contains the parameter of our interest,
which is the discrete frequency to be estimated. The rest of the terms such as Sn and  are all treated as
7noise terms within the estimator. Therefore, we can rewrite ZL as,
ZL = Z1 + jZ2 = Sm + (Sn + ) (21)
Clearly, ZL follows a complex Gaussian process given by
Z1  N(m1; 2Sn + 2) and, Z2  N(m2; 2Sn + 2) (22)
Finally, the next step of the SD-M algorithm which is the arctan function on ZL is considered, and is
treated in the following section.
C. Distribution of the Frequency Estimates
The arctan function is a nonlinear operation which is the final step of the SD-M estimator algorithm.
We treat this as a transformation of random variable given by the nonlinear transformation,
b
 = arctanZ2
Z1

(23)
Knowing the joint distribution fz1z2(z1; z2), of Z1 and Z2, the distribution of 
^ is then derived by,
f
^(
^) =
Z 1
 1
fz1z2(z1; z2)jJ(z1; z2)j 1dz1 (24)
where, z2 = z1 tan(
^), and
jJ(z1; z2)j =

@z1
@'
@z1
@z2
0 1

 1
(25)
The solution is given in equation (26). The equation is solved using integration by parts and identifying
the existence of the complementary error function which is expressed using the Q(:) function as given in
(28). Since the arctan function is discontinuous at the points  =2 and =2 the resulting integration takes
up three different ranges [ ; =2), [ =2; =2] and (=2; ]. By solving the integration in (24), we can
obtain a closed form solution for the frequency estimates 
^, which is given in (26), where 2ZL = 
2
Sn
+2.
In section V we provide simulation results to verify the theoretical work provided in this section.
8f
^(
^) =
8>>><>>>:
exp( &=2)
h
1
2   exp
 
 1
2
  
 1
2
 1
2 Q
 p
 1
i
for =2 < 
^  
exp( &=2)
h
1
2 + exp
 
 
2
  
 
2
 1
2

1 Q
p
 
i
for   =2 < 
^  =2
exp( &=2)
h
1
2   exp
 
 2
2
  
 2
2
 1
2 Q
 p
 2
i
for    < 
^   =2
(26)
where ; & =
m21 +m
2
2
2ZL
,   =
h
tan


^

m1 +m2
i2h
1 + tan2


^
i
2ZL
 1 =
h
tan

 + 
^

m1 +m2
i2h
1 + tan2

 + 
^
i
2ZL
(27)
 2 =
h
tan

  + 
^

m1 +m2
i2h
1 + tan2

  + 
^
i
2ZL
and ;Q(x) =
1
2
Z 1
x
exp
  u2=2 du (28)
D. Variance of the Frequency Estimates
The variance of the frequency estimates is computed from the distribution obtained from the previous
section. The variance of the estimates is useful to quantify the synchronisation performances. In general,
large frequency variance gives poor synchronisation performances. Here we provide an approximated
closed form solution for the variance of the frequency estimates and in the next section we show that
the approximated expression matches closely with the simulation results. The variance is computed by
solving the integration in (29),
2

^
=
Z 1
 1
(
^  E(
^))2f
^(
^)d
^ (29)
Considering the functional behavior of (26), we perform a low SNR approximation and a high SNR
approximation to determine the frequency variance. At low SNR, as the tails of the distribution rise with
decreasing SNR, we use the the Taylor series expansion and its first two terms to solve the integral in
(29). Analysis show that the low SNR approximation is valid for & < 5dB. Therefore, the variance of the
frequency estimates for & < 5dB is approximately given by,
2

^
= exp( &=2)

2
3
+
r
&
2

2(3 + &)
12
  (2 + 13&
18
)

(30)
where, from (27),
& =
2LR2(1)
2
(1 + )2
(31)
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Fig. 1. pdf of the frequency estimate 
^, case-1: SNR =-3dB, L=60, f=20Hz, fs = 2000Hz, case-2: SNR =-6dB, L=40,
f=600Hz, fs = 2000Hz
We also observe that for  =  1dB the distribution in (26) becomes a uniform distribution between
  and  and the variance takes a value of 2

^
= 2=3. This is due to the nonlinear modulo-2 nature of
the arctan function. The high SNR approximation for the variance is given by (for &  5dB),
2

^
=
1
&
(32)
We observe that the variance of the estimate depends on the channel correlation coefficient R(1). As
expected, the variance of the estimates reduces for highly correlated channels.
V. SIMULATION RESULTS AND PERFORMANCE ANALYSIS
The algorithm was simulated in Matlab and results were obtained for various channel conditions. In
this section we verify the theoretical claims provided in the previous sections by means of simulations.
The distribution for the frequency estimates 
^ is shown in Fig-1, together with the simulated results. The
results are shown for two different scenarios. From the figure we see a close match of the simulated results
with the theory given in equation (26). The variance of the frequency is given in Fig-2. The simulated
results are matched well with the approximated expressions for the the variance as given in (30) and (32).
The figure also shows how the variance of the estimate reaches a constant lower bound as the SNR is
increased.
It is quite important to know how the frequency estimates degrade under worsening channel conditions.
We analyse the performance of the estimator with varying number of samples L, input signal to noise ratio
10
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Fig. 2. variance of the frequency estimates, f = 20Hz; fs = 2kHz; dc = 0:01; v = 1:4
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Fig. 3. pdf of 
^, L = 100; f = 20Hz; fs = 2kHz; dc = 1; v = 1:4
SNR, and different channel conditions with different correlation values. The variation of f
^(
^) with SNR
is shown in Fig-3. As expected the distribution gets narrower and peaky when SNR is increased, while the
other parameters remain unchanged. However, when the SNR is further increased the distribution f
^(
^)
reaches a point where the additive Gaussian noise becomes less dominant compared to the disturbances
caused by the channel conditions (i.e. Sn becomes more dominant than ), and the distribution f
^(
^)
shows no further improvement afterwards. This can be more clearly seen in the frequency variance plot
of the estimator in Fig-2. Fig-4 shows the improvement in the distribution f
^(
^) when the number of
samples per estimate L is increased. The variance of the frequency estimates is also shown in Fig-5 for
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varying channel conditions. Here, the Cramer-Rao lower bound [9] (for AWGN only channel) and the
SD-M estimator performances for AWGN only channel are also shown together with the performances of
the SD-M estimator for the flat fading noisy channel. Clearly, we see the differences in the performances
when the channel undergoes fading, and especially when the channel becomes less time correlated (or
fast flat fading). We also notice that the SD-M estimator variance reaches a threshold value when the
SNR is increased and remains unchanged when the SNR is further increased, this is due to the same
reason as discussed before where Sn becomes more dominant than . Threshold analysis for the estimator
12
is important but is beyond the scope of this paper. The threshold effect becomes quite crucial especially
when the channel is fast flat fading with more randomness in the channel, again in such scenarios increasing
transmit signal power becomes useless. In such circumstances increasing L is the way to improve jitter
for a given channel.
VI. CONCLUSION
The single-delay multiplication based frequency estimator was analysed for fast and slow flat fading
channels. Analysis show that the estimator jitter performance depends on how well the channel is correlated
in time. We present closed form solutions for the distribution of the frequency estimates for the flat
fading channel and the variance of the frequency estimates. We also show how the estimator performance
degrades when the fading becomes more random (less correlated). From the analysis we see that once the
variance of the estimates reaches a threshold point increasing the transmit power does not improve the
jitter performances any further.
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