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Abstract
Next-generation sequencing technologies allow the measurement of somatic mutations in a large
number of patients from the same cancer type. One of the main goals in the analysis of these muta-
tions is the identification of mutations associated with clinical parameters, for example survival time.
The identification of mutations associated with survival time is hindered by the genetic heterogeneity of
mutations in cancer, due to the fact that genes and mutations act in the context of pathways. To iden-
tify mutations associated with survival time it is therefore crucial to study mutations in the context of
interaction networks.
In this work we study the problem of identifying subnetworks of a large gene-gene interaction net-
work that have mutations associated with survival. We formally define the associated computational
problem by using a score for subnetworks based on the test statistic of the log-rank test, a widely used
statistical test for comparing the survival of two given populations. We show that the computational
problem is NP-hard and we propose a novel algorithm, called Network of Mutations Associated with
Survival (NoMAS), to solve it. NoMAS is based on the color-coding technique, that has been previ-
ously used in other applications to find the highest scoring subnetwork with high probability when the
subnetwork score is additive. In our case the score is not additive; nonetheless, we prove that under a
reasonable model for mutations in cancer NoMAS does identify the optimal solution with high proba-
bility. We test NoMAS on simulated and cancer data, comparing it to approaches based on single gene
tests and to various greedy approaches. We show that our method does indeed find the optimal solution
and performs better than the other approaches. Moreover, on two cancer datasets our method identifies
subnetworks with significant association to survival when none of the genes has significant association
with survival when considered in isolation.
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1 Introduction
Recent advances in next-generation sequencing technologies have enabled the collection of sequence in-
formation from many genomes and exomes, with many large human and cancer genetic studies measuring
mutations in all genes for a large number of patients of a specific disease [8, 7, 5]. One of the main chal-
lenges in these studies is the interpretation of such mutations, in particular the identification of mutations
that are clinically relevant. For example, in large cancer studies one is interested in finding somatic muta-
tions that are associated with survival and that can be used for prognosis and therapeutic decisions. One of
the main obstacles in finding mutations that are clinically relevant is the large number of mutations present
in each cancer genome. Recent studies have shown that each cancer genome harbors hundreds or thousands
of somatic mutations [16], with only a small number (e.g., ≤ 10) of driver mutations related to the dis-
ease, while the vast majority of mutations are passenger, random mutations that are accumulated during the
process that leads to cancer but not related to the disease [41].
In recent years, several computational and statistical methods have been designed to identify driver mu-
tations and distinguish them from passenger mutations using mutation data from large cancer studies [33].
Many of these methods analyze each gene in isolation, and use different single gene scores (e.g., mutation
frequency, clustering of mutations, etc.) to identify significant genes [14, 24, 37]. While useful in finding
driver genes, these methods suffer from the extensive heterogeneity of mutations in cancer, with different pa-
tients showing mutations in different cancer genes [22]. One of the reasons of such mutational heterogeneity
is the fact that driver mutations do not target single genes but rather pathways [41], groups of interacting
genes that perform different functions in the cell. Several methods have been recently proposed to identify
significant groups of interacting genes in cancer [19, 25, 40, 26, 35, 23]. Many of these methods integrate
mutations with interactions from genome-scale interaction networks, without restricting to already known
pathways, that would hinder the ability to discover new important groups of genes.
In addition to mutation data, large cancer studies often collect also clinical data, including survival in-
formation, regarding the patients. An important feature of survival data is that it often contains censored
measurements [21]: in many studies a patient may be alive at the end of the study or may leave the study
before it ends, therefore only a lower bound to the survival of the patient is known. Survival information
is crucial in identifying mutations that have a clinical impact. However, this information is commonly used
only to assess the significance of candidate genes or groups of genes identified using other computational
methods [19, 6], as the ones described above, and there is a lack of methods that integrate mutations, interac-
tion information, and survival data to directly identify groups of interacting genes associated with survival.
The field of survival analysis has produced an extensive literature on the analysis of survival data, in
particular for the comparison of the survival of two given populations (sets of samples) [21]. The most
commonly used test for this purpose is the log-rank test [32, 28]. In genomic studies we are not given
two populations, but a single set of samples, and are required to identify mutations that are associated with
survival. The log-rank test can be used to this end to identify single genes associated with survival time by
comparing the survival of the patients with a mutation in the gene with the survival of the patients with no
mutation in the gene. The other commonly used test, the Cox Proportional-Hazards model [21], is equivalent
to the log-rank test when the association of a binary feature with survival is tested, as it is in the case of
interest to genomic studies. For a given group of genes, one can assess the association of mutations in the
genes of the group with survival by comparing the survival of the patients having a mutation in at least one
of the genes with the survival of the patients with no mutation in the genes. However, this approach cannot
be used to discover sets of genes, since one would have to screen all possible subsets of genes and test their
association with survival, and the number of subsets of genes to screen is enormous even considering only
groups of genes interacting in a protein interaction network (e.g., there are > 1015 groups of 8 interacting
genes in HINT+HI2012 network [26]).
Color-coding is a probabilistic method that was originally described for finding simple paths, cycles and
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other small subnetworks of size k within a given network [2]. The core of the color-coding technique is
the assignment of random colors to the vertices, as a result of which the search space can be reduced, by
restricting the subnetworks under consideration to colorful ones, those in which each vertex has a distinct
color. For the identification of colorful subnetworks, dynamic programming is employed. The process
is repeated until the desired subnetwork has been identified, that is having been colorful at least once,
with high probability. When the dynamic programming algorithm is polynomial in n and the subnetworks
being screened are of size k ∈ O(log n), the overall running time of the color-coding method too remains
polynomial in n.
1.1 Our Contribution
In this paper we study the problem of finding sets of interacting genes with mutations associated to survival
using data from large cancer sequencing studies and interaction information from a genome-scale interaction
network. We focus on the widely used log-rank statistic as a measure of the association between mutations
in a group of genes and survival. Our contribution is threefold: first, we formally define the problem of
finding the set of k genes whose mutations show the maximum association to survival time by using the
log-rank statistic as a score for a set of genes, and we show that such problem is NP-hard. We show that the
problem remains hard when the set of k genes is required to form a connected subnetwork in a large graph
with at least one node of large degree (hub).
Second, we propose an efficient algorithm, Network of Mutations Associated with Survival (NoMAS),
based on the color-coding technique, to identify subnetworks associated with survival time. Color-coding
has been previously used to find high scoring graphs for bioinformatics applications [12, 20] when the score
for a subnetwork is set additive (i.e., the score of a subnetwork is the sum of the scores of the genes in the
subnetwork). In our case the log-rank statistic is not set additive, and we prove that there is a family of
instances for which our algorithm cannot identify the optimal solution. Nonetheless, we prove that under a
reasonable model for mutations in cancer our algorithm identifies the optimal solution with high probability.
Third, we test our algorithm on simulated data and on data from three large cancer studies from The
Cancer Genome Atlas (TCGA). On simulated data, we show that our algorithm does find the optimal so-
lution while being much more efficient than the exhaustive algorithm that screens all sets of genes. On
cancer data, we show that our algorithm finds the optimal solution for all values of k for which the use
of the exhaustive algorithm is feasible, and identifies better solutions (in terms of association to survival)
than a greedy algorithm similar to the one used in [34]. Moreover, we show that NoMAS identifies better
solutions than using an (additive) score (i.e., the same gene score used in [38]) for a set of genes. For the
cancer datasets, we show that our algorithm identifies novel groups of genes associated with survival where
none of the genes is associated with survival when considered in isolation.
1.2 Related Work
Few methods have been proposed to identify groups of genes with mutations associated with survival in
genomic studies. The work of [38] combines mutation and survival data with interaction information using
a diffusion process on graphs starting from gene scores derived from p-values of individual genes, but did
not consider the problem of directly identifying groups of genes associated with survival. The work of [34]
combines mutation information and patient survival to identify subnetworks of a kinase-substrate interaction
network associated with survival. It only focuses on phosphorylation-associated mutations, and the approach
is based on a local search algorithm that builds a subnetwork by starting from one seed vertex and then
greedily adding neighbours (at distance at most 2) from the seed, extending the approach used in different
types of network analyses [11]. A similar greedy approach is used by [42] to identify groups of genes
significantly associated with survival in cancer from gene expression data. For gene expression studies, [10]
proposes an approach to enumerate dysregulated subnetworks in cancer based on an efficient search space
pruning strategy, inspired by previous work on the identification of association rules in databases [36].
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[31] uses the general approach described in [10] to identify subnetworks of genes with expression status
associated to survival.
Color-coding has been previously used to count or search for subgraphs of large interaction networks
([1, 4]). Color-coding has also been used to identify groups of interacting genes in an interaction network
that are associated with a phenotype of interest, but restricted to additive scores for sets of genes (i.e., the
score of a set is the sum of the scores of the single genes); for example, [12] uses color-coding to find
optimally discriminative subnetwork markers that predict response to chemotherapy from a large interaction
network by defining a single gene score as − log10 d(g), where d(g) is the discriminative score for gene g
(i.e., a measure of the ability of g to discriminate two classes of patients); similarly, [20] uses color-coding
to find groups of interacting genes with discriminative mutations in case-control studies, using as gene score
the − log10 of the p-value from the binomial test of recurrence of mutations in the cases (while limiting the
number of mutations in the controls).
2 Methods and Algorithms
In this section we define the model and the algorithm used in this work. The remaining of the section
is organized as follows: Section 2.1 introduces preliminary definitions, the computational problem and
presents its computational complexity; Section 2.2 introduces the algorithm we design to solve the problem;
Section 2.3 presents the analysis of the algorithm, including the analysis under a reasonable model for
mutations in cancer. Due to space constraints, proofs are omitted; they will appear in the final version of
this extended abstract. (Proof sketches for our results are given in Appendix.)
2.1 Computational Problem
In survival analysis, we are given two populations (i.e., sets of samples) P0 and P1, and for each sample
i ∈ P0∪P1 we have its survival data: i) the survival time ti and ii) the censoring information ci, where ci = 1
if ti is the exact survival time for sample i (i.e., sample i is not censored), and ci = 0 if ti is a lower bound to
the survival time for sample i (i.e., sample i is censored). Let m0 be the number of samples in P0, m1 be the
number of samples in P1, and m = m0 +m1 be the total number of samples. Without loss of generality, the
samples are {1, 2, . . . ,m}, the survival times are t = 1, 2, . . . ,m, with ti = i (i.e., the samples are sorted
by increasing values of survival), and we assume that there are no ties in survival times. The survival data
is represented by two vectors c and x, with ci representing the censoring information for sample i, and xi
represents the population information: xi = 1 if sample i is in population P1, and xi = 0 otherwise. Given
the survival data for two populations P0 and P1, the significance in the difference of survival between P0
and P1 can be assessed by the widely used log-rank test [32, 28]. The log-rank statistic is
V (x, c) =
m∑
j=1
cj
(
xj − m1 −
∑j−1
i=1 xi
m− j + 1
)
(1)
Under the (null) hypothesis of no difference in survival between P0 and P1, the log-rank statistic asymp-
totically follows a normal distribution N (0, σ2), where the standard deviation1 is given by: σ(x, c) =√
m0m1
m(m−1)
((∑m
j=1 cj
)
−∑mj=1 ci 1m−j+1).
Thus the normalized log-rank statistic, defined as V (x,c)σ(x,c) , asymptotically follows a standard normal
N (0, 1) distribution, and the deviation of V (x,c)σ(x,c) from 0 is a measure of the difference in survival between
P0 and P1.
1In the literature two different standard deviations (corresponding to two related but different null distributions, permutational
and conditional) have been proposed for the normal approximation of the distribution of the log-rank statistic; we have previously
shown [39] that the one we use here (corresponding to the permutational distribution) is more appropriate for genomic studies.
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In genomic studies, we are given mutation data for a set G of n genes in a setP ofm samples, represented
by a mutation matrix M with Mi,j = 1 if gene i is mutated in patient j and Mi,j = 0 otherwise. We are
also given survival data (survival time and censoring information) for all the m samples. Given a set S ⊂ G
of genes, we can assess the association of mutations in the set S with survival by comparing the survival of
the population PS1 of samples with a mutation in at least one gene of S and the survival of the population
PS0 of samples with no mutation in the genes of S. That is, PS0 = {j ∈ P :
∑
i∈SMi,j = 0} and
PS1 = {j ∈ P :
∑
i∈SMi,j > 0}.
Given the set G of all genes for which mutations have been measured, we are interested in finding the
set S ⊂ G with |S| = k that has maximum association with survival by finding the set S that maximizes
the absolute value of the normalized log-rank statistic. Given a set S of genes, let xS be a 0 − 1 vector,
with xSi = 1 if at least one gene of S is mutated in patient i, and xSi = 0 otherwise. The normalized
log-rank statistic for the set S is then V (xS ,c)
σ(xS ,c) . Note that for a given set of patients the censoring information
c is fixed, therefore we can consider the log-rank statistic as a function V (xS) of xS only. Analogously,
we can rewrite σ(xS , c) = σ(xS)f(c), where σ(xS) =
√
m1(m−m1) with m1 = |PS1 |, and f(c) =√
1
m(m−1)
((∑m
j=1 cj
)
−∑mj=1 cj 1m−j+1) does not depend on xS and is fixed given c.
To identify the set of k genes most associated with survival, we can then consider the score |w(S)| =∣∣∣V (xS)σ(xS) ∣∣∣. For ease of exposition in what follows we consider the score w(S), corresponding to a one tail
log-rank test for the identification of sets of genes with mutations associated with reduced survival; the
identification of sets of genes with mutations associated with increased survival is done in an analogous way
by maximizing the score −w(S). We define the following problem.
The max k-set log-rank problem: Given a set G of genes, an n ×m mutation matrix M and the survival
information (time and censoring) for the m patients in M , find the set S ⊂ G of k genes maximizing w(S).
We have the following.
Theorem 1. The max k-set log-rank problem is NP-hard.
We now define the max connected k-set log-rank problem that is analogous to the max k-set log-rank
problem but requires feasible solutions to be connected subnetworks of a given graph I, representing gene-
gene interactions.
The max connected k-set log-rank problem: Given a set G of genes, a graph I = (G, E) with E ⊆ G×G,
an n × m mutation matrix M and the survival information (time and censoring) for he m patients in M ,
find the set S of k genes maximizing w(S) with the constraint that the subnetwork induced by S in I is
connected.
If I is the complete graph, the max connected k-set log-rank problem is the same as the max k-set log-
rank problem. Thus, the max connected k-set log-rank problem is NP-hard for a general graph. However,
we can prove that the problem is NP-hard for a much more general class of graphs.
Theorem 2. The max connected k-set log-rank problem on graphs with at least one node of degreeO
(
n
1
c
)
,
where c > 1 is constant, is NP-hard.
2.2 Algorithm
We design a new algorithm, Network of Mutations Associated with Survival (NoMAS), to solve the max
connected k-set log-rank problem. The algorithm is based on an adaptation of the color-coding tech-
nique [2]. Our algorithm is analogous to other color-coding based algorithms that have been used before to
identify subnetworks associated with phenotypes in other applications where the score is additive [12, 20].
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The input to NoMAS is an undirected graph G = (V,E), an n×m mutation matrix M , and the survival
information x, c for the m patients in M . NoMAS first identifies a subnetwork S with high score w(xS)
σ(xS) ,
and then uses a permutation test to assess the significance of the subnetwork.
To identify a subnetwork of high weight, the algorithm proceeds in iterations. In each iteration NoMAS
colors G with k colors by assigning to each vertex v a color C(v) ∈ {1, . . . , k} chosen uniformly at random.
For a given coloring of G, a subnetwork S is said to be colorful if all vertices in S have distinct colors. The
colorset of S is the set of colors of the vertices in S . Note that the number of different colorsets (subsets
of {1, . . . , k}) is 2k. In each iteration the algorithm efficiently identifies high-scoring colorful subnetworks,
and at the end the highest-scoring subnetwork among all iterations is reported.
Consider a given coloring of G. Let W be a (2k−1)×|V | table with a row for each non-empty colorset
and a column for each vertex in G. Entry W (T, u) stores the set of vertices of one connected colorful
subnetwork that has colorset T and includes vertex u. Entries of W can be filled by dynamic programming.
For colorsets of size 1, the corresponding rows in W are filled out trivially: W ({α}, u) = {u} if α = C(u),
and W ({α}, u) = ∅ otherwise.
For entryW (T, u) with |T | ≥ 2, NoMAS computesW (T, u) by combining a previously computedW (Q, u)
for u with another previously computedW (R, v) where v is a neighbor of u inG, ensuring that the resulting
subnetwork is connected and contains u. Colorfulnes is ensured by selecting Q and R such that Q ∩R = ∅
and Q ∪ R = T , and in turn ensures that W (T, u) contains |T | distinct vertices. Note that for a given
T the choice of Q uniquely defines R. Thus, for each neighbor v of u there are (at most) 2|T |−1 possible
combinations. Let S ′(T, u) be the set of all colorful subnetworks that can be obtained by combining an
entry W (Q, u) for u and an appropriate entry W (R, v) for a neighbor v of u so that Q∪R = T,Q∩R = ∅.
That is:
S ′(T, u) = ⋃ v:(u,v)∈E
Q∪R=T,Q∩T=∅
{W (Q, u) ∪W (R, v)} .
(In the definition of S ′(T, u) we assume that the union with ∅ returns ∅.) W (T, u) stores the element
of S ′(T, u) with largest value of our objective function, that is W (T, u) = arg maxS∈S′(T,u)w(S). At the
end, the best solution is identified by finding the entry ofW of maximum weight. (See Appendix for pseudo
code and illustrations of NoMAS).
After identifying the best solution S for the mutation matrix M , NoMAS assesses its statistical signif-
icance by i) estimating the p-value p(S) for the log-rank statistic (using a Monte-Carlo estimate with 108
samples), and then ii) using a permutation test in which S is compared to the best solution Sp for the muta-
tion matrix Mp obtained by randomly permuting the rows of M . A total of 100 permutations are performed
and the permutation p-value is recorded as the ratio of permutations in which w(Sp) ≥ w(S). While the
p-value from the log-rank test reflects the association between mutations in the subnetwork and survival, the
permutation p-value assesses whether a subnetwork with association with survival at least as extreme as the
one observed in the input data can be observed when the genes are placed randomly in the network. Note
that we can identify multiple solutions by considering different entries of W (even if the same solution may
appear in multiple entries of W ), and we obtain a permutation p-value for the i-th top scoring solution by
comparing its score with the score of the i-th top scoring solution in the permuted datasets. Analogously,
NoMAS identifies sets that minimize w(S) (sets associated to increased survival) by maximizing the score
−w(S).
Parallelization. The computation of W is parallelized using N ≤ |V | processors. All entries of W are
kept in shared memory and |V |/N unique columns uniformly at random are assigned to each processor.
Entries of W are computed in order of increasing colorset sizes. We define the i-th colorset group as the
set of all
(
k
i
)
colorsets of size i. We exploit the fact that rows within the i-th colorset group are computed
by reading entries exclusively from rows belonging to colorset groups < i. When a processor has finished
the rows of the i-th colorset group it waits for the other processors to do the same. When the last processor
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completes the i-th colorset group, allN processors can safely begin to compute rows of colorset group i+1.
In total, k synchronization steps are carried out, one for each colorset group.
2.3 Analysis of NoMAS
We consider the performance of NoMAS excluding the permutation test. The log-rank statistic w(S) is
computed in time O (m1) ∈ O (m). The total time complexity for computing a single entry W (T, u) is
then bounded by O
(
mdeg(u)2|T |−1
) ∈ O (mdeg(u)2k), where deg(u) is the degree of u in G. Given a
coloring ofG, the computation of the entire table can thus be performed in timeO
(
2k
∑
u∈V mdeg(u)2
k
) ∈
O
(
m|E|4k). If L iterations are performed, then the complexity of the algorithm is O (Lm|E|4k).
LetOPT be the optimal solution. If the scorew(S) was set additive, as the scores considered in previous
applications of color-coding for optimization problems on graphs, to discover OPT it would be sufficient
that OPT be colorful, that happens with probability k!/kk ≥ e−k for each random coloring. Therefore
O
(
ln(1/δ)ek
)
iterations would be enough to ensure that the probability of OPT not being discovered is
≤ δ, resulting in an overall time complexity of O (m ln(1/δ)|E|(4e)k).
However, our score w(S) is not set additive (e.g., if two genes in S have a mutation in the same patient
the weight of the patient is considered only once in w(S)). Therefore, while OPT being colorful is still a
necessary condition for the algorithm to identifyOPT , the colorfulness ofOPT is not a sufficient condition.
In fact, we have the following.
Proposition 1. For every k ≥ 3 there is a family of instances of the max connected k-set log-rank problem
and colorings for which OPT is not found by NoMAS when it is colorful.
Even more, we prove that when mutations are placed arbitrarily then for every subnetwork S and a given
coloring of S, any color-coding algorithm that adds subnetworks of size k to W by merging neighboring
subnetworks of size< k could be “fooled” to not add S toW by simply adding 3 vertices toG and assigning
them a specific color.
Theorem 3. For any optimal colorful connected subnetwork S of size k ≥ 3 and any color-coding algorithm
A which obtains subnetworks with colorsets of cardinality i by combining 2 subnetworks with colorsets of
cardinality < i, by adding 3 neighbors to S we have that A may not discover S .
Intuitively, Proposition 1 and Theorem 3 show that if mutations are placed adversarially (and the optimal
solution OPT has many neighbors), our algorithm may not identify OPT . However, we prove that our
algorithm identifies the optimal solution under a generative model for mutations, that we deem the Planted
Subnetwork Model. We consider w(S) as the unnormalized version of the log-rank statistic. In this model:
i) there is a subnetworkD, |D| = k, with w(D) ≥ cm, for a constant c > 0; ii) each gene g ∈ D is such that
w(D)− w(D \ {g}) ≥ c′mk , for a constant c′ > 0; iii) for each gene g ∈ D: w({g}) > 0; iv) for each gene
gˆ /∈ D, gˆ is mutated with probability pg in each patient, independently of all other events (and of survival
time and censoring status).
Intuitively, i) above states that the subnetwork D has mutations associated with survival; ii) states that
each gene g ∈ D contributes to the association of mutations inD to survival; iii) states that each gene g ∈ D
should have the same association to survival (increased or decreased) as D; and iv) states that all mutations
outside D are independent of all other events (including survival time and censoring of patients).
We show that when enough samples are generated from the model above, our algorithm identifies the
optimal solution with the same probability guarantee given by the color-coding technique for additive scores.
Theorem 4. Let M be a mutation matrix corresponding to m samples from the Planted Subnetwork Model.
If m ∈ Ω (k4(k + ε) lnn) for a given constant ε > 0 and O (ln(1/δ)ek) color-coding iterations are
performed, then our algorithm identifies the optimal solution D to the max connected k-set log-rank with
probability ≥ 1− 1nε − δ.
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3 Results
We assessed the performance of NoMAS by using simulated and cancer data. We compared NoMAS to
the exhaustive algorithm that identifies the subnetwork of k vertices with the highest score w(S) for the
values of k for which we could run the exhaustive algorithm (we implemented a parallelized version of
the algorithm described in [29] to efficiently enumerate all connected subnetworks), to three variants of a
greedy algorithm similar to the one from [34], and to the use of a score given by the sum of single gene
scores. Cancer data is obtained from The Cancer Genome Atlas (TCGA). In particular, we consider somatic
mutations (single nucleotide variants and small indels) for 268 samples of glioblastoma multiforme (GBM),
315 samples of ovarian adenocarcinoma (OV), and 174 samples of lung squamous cell carcinoma (LUSC)
for which survival data is available.
For all our experiments we used as interaction graph G the graph derived from the application of a
diffusion process on the HINT+HI2012 network2, a combination of the HINT network [13] and the HI-
2012 [44]set of protein-protein interactions, previously used in [25]. The details of the diffusion pro-
cess are described in [25]. In brief, for two genes gi, gj the diffusion process gives the amount of heat
h(gi, gj) observed on gj when gi has one mutation, and the amount of heat h(gj , gi) observed on gi when
gj has one mutation. The graph used for our analyses is obtained retaining an edge between gi and gj if
max{h(gi, gj), h(gj , gi)} ≥ 0.012. The resulting graph has 9859 vertices and 42480 edges, with the maxi-
mum degree of a node being 438. In all our experiments we removed mutations in genes mutated in < 3 of
the samples. For cancer data, this resulted in 780 mutated genes in GBM, 890 in OV, and 2915 in LUSC.
The machine, on which all our experiments were carried out, consists of two CPUs of the type Intel
Xeon E5-2698 v3 (2.30GHz), each with 16 physical cores, for a total of 64 virtual cores, and 16 banks of
Samsung 32GB DDR4 (2133 MHz) memory modules for a total of 512GB of memory.
The remaining of the section is organized as follow: Section 3.1 presents the results on simulated data,
while Section 3.2 presents the results on cancer data.
3.1 Simulated data
We assess the performance of NoMAS on simulated data generated under the Planted subnetwork Model.
The subnetwork D ⊂ G, |D| = k associated with survival is generated by a random walk on the graph G.
We model the association of D to survival by mutating with probability p one gene of D chosen uniformly
at random in each sample among the m4 of lowest survival. All other genes in D are mutated independently
with probability 0.01 in all samples, to simulate passenger mutations (not associated with survival) inD [24].
For genes in G \ D, we used the same mutation frequencies observed in the GBM study, and mutate each
gene independently of all other events.
We fixed k = 5 and considered the values of p ∈ {0.5, 0.75, 0.85} and m ∈ {268, 500, 750, 1000}.
We kept the same ratio of censored observations as in GBM and chose the censored samples uniformly
among all samples. For every pair (p,m) we performed 100 simulations, running NoMAS on the dataset
with L = 256 color-coding iterations, and recorded whether NoMAS reported D as the highest scoring
subnetwork. Results are shown in Fig. 1 (a). For sample sizes similar to the currently available ones,
NoMAS frequently reports D as the highest scoring solutions when there is a quite strong association of
D with survival (p ≥ 0.85), but for m = 1000 the highest scoring subnetwork reported by NoMAS is D
in > 80% of the cases even for p = 0.5. Fig. 1(b) shows that even when NoMAS does not report D as
the highest scoring solution, the solution reported by NoMAS contains mostly genes that are in D, even
for current sample size (e.g., on average 74% of the genes in the D are reported by NoMAS for m = 268
and p = 0.85 even when D is not the highest scoring solution by NoMAS). Finally, we assessed whether
D would be among the highest scoring solutions in the table W computed by NoMAS: Fig 1(c) shows that
by considering the top-10 solutions W the chances to identify D increase substantially even for m = 268
2http://compbio-research.cs.brown.edu/pancancer/hotnet2/
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Figure 1: Results of NoMAS on simulated data from the Planted Subnetwork Model. 100 datasets were generated for
each pair (m,p), where m is the number of samples and for different probabilities p of mutations in the set D of genes
associated with survival. (a) Probability that D is reported as the highest scoring solution by NoMAS. (b) Ratio of
genes from the setD that are in the best solution whenD is not the highest scoring solution by NoMAS. (c) Probability
that D is among the top-10 solutions reported by NoMAS. All probabilities are estimated from the simulated datasets.
and p = 0.5, with most configurations having > 0.8 probability of finding D in the top-10 solutions by
NoMAS. For a fixed p = 0.75 and for each value of m we assessed whether NoMAS identified the optimal
solution even when it was notD (an event not excluded in the Planted subnetwork Model) and found that for
m ≥ 500 NoMAS reported the optimal solution in 10 out of 10 cases (for m = 268 NoMAS identified the
optimal solution 9 out of 10 times). These results show that NoMAS does indeed find the optimal solution
in almost all cases even for sample sizes currently available (while the theoretical analysis of Section 2.3
suggests that much larger sample sizes are required) and it can be used to identify D or the majority of it by
considering the top-10 highest scoring solutions.
The performance of NoMAS is affected when altering the ratio of samples that, with probability p, are
mutated in D. A higher ratio results in an increased performance of NoMAS, i.e. more cases arise in which
D is the best subnetwork identified, and equally is D more frequently in the top 10. When increasing the
ratio (for example m3 in stead of
m
4 ) more samples are being mutated, and each gene in D receives more
mutations (the gene responsible for each of the mutated samples is chosen uniformly at random). The
increment in the association to survival is thus increased each time one of the genes is added to D.
3.2 Cancer data
We assessed the performance of NoMAS on the GBM, OV, and LUSC datasets. We first assessed whether
NoMAS identified the optimal solution by comparing the highest scoring solution reported by NoMAS with
the one identified by using the exhaustive algorithm for k = 2, 3, 4, 5. In all cases we found that NoMAS
does identify the optimal solution, while requiring much less running time compared to the exhaustive
algorithm (Supplementary Fig. 2). For k > 5 we could not run the exhaustive algorithm, while the runtime
of NoMAS is still reasonable. The runtime of NoMAS can be greatly improved by using the parallelization
strategy described in Section 2.2 (Supplementary Fig. 3). We therefore used NoMAS to find subnetworks
of size k = 6 and k = 8. We also considered two modifications of NoMAS that solve some easy cases
where NoMAS may not identify the highest scoring solution due to its subnetwork merging strategy (see
Appendix for a description and pseudo code of the modifications). We run both modifications on GBM, OV,
and LUSC for k = 6, 8 (using the same colorings used by the original version of NoMAS): in all cases the
modified versions of NoMAS did not report subnetworks with higher scores than the ones from the original
version of NoMAS. We also note that the original version of NoMAS is significantly faster in practice than
its two modifications (Supplementary Fig 3), and therefore we used the original version of NoMAS in the
remaining experiments.
We also compared NoMAS with three different greedy strategies for the max connected k-set log-rank
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problem. All three algorithms build solutions starting from each node u ∈ G in iterations by adding nodes
to the current solution S, and differ in the way they enlarge the current subnetwork S of size 1 ≤ i < k.
(See Appendix for a description of the greedy algorithms). We run the three greedy algorithms on GBM,
OV, and LUSC for k = 4, 5, 6, 8. For each dataset we compared the resulting subnetworks with the ones
identified by NoMAS. Results are shown in Fig. 2. In almost all cases we found that NoMAS discovered
subnetworks with higher score than the subnetworks found by using greedy strategies, even if in some cases
there is a greedy strategy that identifies the same subnetworks for all values of k. The difference in score
increases as k increases, showing the ability of NoMAS to discover better solutions for larger values of k
(see Supplementary Fig. 4 for a running time comparison between NoMAS and the greedy algorithms). We
also assessed whether the fact that greedy strategies discover lower scoring solutions than NoMAS has an
impact on the estimate of the p-value in the permutational test. We considered the top-10 scoring solutions
(corresponding to 10 different starting nodes u ∈ G) discovered by the best greedy stategy in the GBM
dataset, and compute the permutational p-value for each solution by generating 100 permuted datasets and
either use the (same) greedy strategy for permuted data or use NoMAS for permuted data (using only 32
iterations on the permuted data) Supplementary Fig. 1 shows a comparison of the distribution of the p-values.
As we can see, the greedy strategy incorrectly underestimate the permutational p-values for the solutions,
due to the greedy algorithm not being able to identify solutions of score as high as NoMAS in the permuted
datasets. The use of the greedy algorithms would then lead to both 1. identify solutions in real data with
lower association to survival compared to NoMAS and 2. wrongly estimate their permutational p-value as
more significant than it is.
Finally, we compared NoMAS with the use of an (additive) score that sums single gene scores (similar
to the ones used in [38]. For each gene g ∈ G we computed the p-value p(g) for the association of g
with survival using the log-rank test, and define a(S) = ∑g∈S − log10 p(g). We then partitioned the genes
according to their association with increased survival or with decreased survival , and modified our algorithm
to look for high scoring solutions in a partition using score a(S). Results are in Fig 2. We found that NoMAS
outperforms the use of a single gene score, with a very large difference for certain values of the parameters.
We then considered the top-10 highest scoring subnetworks obtained from NoMAS on GBM and OV for
k = 8. For each subnetwork S we estimated the log-rank p-value and the permutational p-value as described
in Section 2.2. These subnetworks do not contain any gene that would be reported as significant by single
gene tests (corrected p=1), but they all show a high association with survival: in GBM, all subnetwork have
log-rank p-value < 2× 10−6; in OV all subnetwork have p-value < 5× 10−7.
For example, in OV we identify a subnetwork (Fig 3a) of 8 genes associated with increased survival in-
cluding BRCA2, a known cancer gene previously reported to have mutations associated with improved sur-
vival [43] in ovarian cancer, MSTR1, previously reported as a novel prognostic marker in gastroesophageal
adenocarcinoma [9], and MYH9, associated to metastasis and tumor invasion in gastric cancer [27]. The per-
mutational p-value for this subnetwork is 0.07, and therefore it is unlikely this association is due to random
variation. In GBM, we identify a subnetwork (Fig 3b; permutational p-value = 0.2) of 8 genes associ-
ated to decreased survival, including CDKN2A, an important component of the Rb pathway in GBM [3],
BID, a known cell death regulator, SCAP, involved in the molecular mechanisms of lipid metabolism in
gliomas [17], TRPV4, previously identified as part of the cell migration mechanism [15], CARD6, involved
in the antiapoptotic pathway and previously found to be associated to drug sensitivity in human glioblas-
toma multiforme cell lines [18], and IRS1, part of the known PI3K/PTEN cancer pathway [30]. These results
show that NoMAS identifies subnetworks associated with survival data in GBM and OV including known
cancer genes and genes previously reported to be associated with survival, as well as genes that represent
novel candidates for the association with survival.
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Figure 2: Comparison of the normalized log-rank statistic of the best solution reported by NoMAS, by greedy algo-
rithms (see Appendix for the description), and by the algorithm that uses an additive scoring function a(S) (denote by
“additive” in the plots). To maintain readability we omit values above −4.0 when considering mutations associated
with increased survival. For each datasets the results for the maximization of w(S) (top panel) and the maximization
of −w(S) (bottom panel) are shown separately. (a) Results for GBM dataset. (b) Results for OV dataset. (c) Results
for LUSC dataset.
4 Conclusion
In this work we study the problem of identifying subnetworks of a large gene-gene interaction network
that are associated with survival using mutations from large cancer genomic studies. We formally define
the associated computational problem, that we call the max connected k-set log-rank problem, by using as
score for a subnetwork the test statistic of the log-rank test, one of the most widely used statistical tests
to assess the significance in the difference in survival among two populations. We prove that the max
connected k-set log-rank problem is NP-hard in general, and is NP-hard even when restricted to graphs
with at least one node of large degree. We develop a new algorithm, NoMAS, based on the color-coding
technique, to efficiently identify high-scoring subnetworks associated with survival. We prove that even
if our algorithm is not guaranteed to identify the optimal solution with the probability given by the color-
coding technique (due the non additivity of our scoring function), it does identify the optimal solution with
the same guarantees given by the color-coding technique when the data comes from a reasonable model
for mutations and independently of the survival data. Using simulated data, we show that NoMAS is more
efficient than the exhaustive algorithm while still identifying the optimal solution, and that our algorithm
will identify subnetworks associated with survival when sample sizes larger than most currently available
ones, but still reasonable, are available.
We use cancer data from three cancer studies from TCGA to compare NoMAS to approaches based on
single gene scores and to greedy methods similar to ones proposed in the literature for the identification
of subnetworks associated with survival and for other problems on graphs. Our results show that NoMAS
identify subnetworks with stronger association to survival compared to other approaches, and allows the
correct estimation of p-values using a permutation test. Moreover, in two datasets NoMAS identifies two
subnetworks associated with survival containing genes previously reported to be important for prognosis in
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Figure 3: Two subnetworks identified by NoMAS on real cancer data. (a) Subnetwork S associated with survival
in GBM, and Kaplan-Meier plot for the samples with mutations in S vs samples with no mutation in S. Nodes in
network are color coded according to their contribution to the normalized log-rank statistic of the network (dark color
= higher contribution). White nodes have no mutations. The p-value from the log-rank test is shown. (b) Subnetwork
S associated with survival in OV, and Kaplan-Meier plot for the samples with mutations in S vs samples with no
mutation in S. Color-coding as in (a).
the same cancer type as well as novel genes, while no gene is significantly associated with survival when
considered in isolation.
There are many directions in which this work can be extended. First, we only considered single nu-
cleotide variants and indels in our analysis; we plan to extend our method to consider more complex vari-
ants (e.g., copy number aberrations and differential methylation) in the analysis. Second, we believe that
our algorithm and its analysis could be extended to the identification of subnetworks associated with clinical
parameters other than survival time and to case-control studies, but substantial modifications to the algo-
rithm and to its analysis will be required. Third, this work considers the log-rank statistic as a measure of
association with survival; another popular test in survival analysis is the use of Cox’s regression model [21].
The two tests are identical in the case of two populations, therefore our algorithm identifies subnetworks
with high score w.r.t. Cox’s regression model as well. However, Cox’s regression model allows for the
correction for covariates (e.g., gender, age, etc.) in the analysis of survival data. A similar approach could
be obtained by stratifying the patients in the log-rank test, but how to efficiently identify subnetworks, and in
general combinations of genomic features, associated with survival while correcting for covariates remains
a challenging open problem.
Finally, in this work we have restricted NoMAS to look for subnetworks of size at most 8, due to the fact
that NoMAS is exponential in k, and that the running time for identifying larger subnetworks with low error
probabilities therefore is expensive (albeit significantly faster than an exhaustive enumeration). However,
we see that subnetworks of size k reported by NoMAS are very likely to contain genes that overlap with
reported subnetworks of size < k. Thus, solving a smaller problem, which is cheaper to compute, might
provide us with parts of the solution to a bigger problem, i.e. indicate vertices of the gene-gene interaction
network that are of interest when searching for larger subnetworks. We can define a local search space
V ′ ⊂ V around such interesting seed vertices, for example as consisting of all the vertices reachable by at
most t edges from any seed vertex, for some parameter t specifying the size/diversity of the search space.
By adjusting t (as well as the number of seed vertices), this local search approach within a reduced vertex
set will allow NoMAS to more efficiently find subnetworks of the current maximum size, but also to look
for even larger subnetworks. The greedy algorithms are very fast and might therefore be good candidates
for finding seed vertices. However, other methods for finding interesting areas of the gene-gene interaction
network, such as using (or even combining) high scoring subnetworks identified by NoMAS for smaller
problem sizes, can also be explored.
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Appendix
A Proof Sketches
Note that in Equation 1, the j-th term in the sum depends on the values of x1, . . . , xj−1. Our results use the
fact that V (x) can be computed as a sum of weights, one for each sample, that are independent of the value
of the entries of x.
Proposition 1. For i = 1, 2, . . . ,m, let wi = ci −
∑i
j=1
cj
m−j+1 . Then
m∑
j=1
cj
(
xj − m1 −
∑j−1
i=1 xi
m− j + 1
)
=
m∑
j=1
wjxj .
Proof (Sketch).
m∑
j=1
wjxj =
m∑
j=1
(
cj −
j∑
i=1
ci
m− i+ 1
)
xj
=
 m∑
j=1
cjxj
−
 m∑
j=1
xj
j∑
i=1
ci
m− i+ 1

=
 m∑
j=1
cjxj
−
 ∑
j:cj 6=0
∑m
i=j xi
m− j + 1

=
 m∑
j=1
cjxj
−
 m∑
j=1
ci
m1 −
∑j−1
i=1 xi
m− j + 1

=
m∑
j=1
cj
(
xj − m1 −
∑j−1
i=1 xi
m− j + 1
)
= V (x).
Theorem 1. The max k-set log-rank problem is NP-hard.
Proof (Sketch). The reduction is from the minimum set cover problem. In particular, we will show that if
we can find a set S with |S| maximizing w′(S) in polynomial time, then we can test (in polynomial time)
if there is a set cover of cardinality k. This implies that one could find the size of the minimum set cover in
polynomial time, that is an NP-hard problem.
In the minimum set cover problem, one is given elements e1, . . . , en, where each element ei, 1 ≤ i ≤ n
is a subset of a universe set U , with |U| = m. The goal is to find the minimum cardinality subset C ⊂
{e1, . . . , en} such that ∪e∈C = U .
Given an instance of the minimum set cover problem, we build an instance of the max k-set log-rank as
follows. For each element ei, 1 ≤ i ≤ n, we have a gene gi, with G = {g1, . . . , gn}. The set P of patients
has cardinality 4|U|. P is partitioned into two sets P1 and P2, with P1∩P2 = ∅ and P = P1∪P2. Moreover
we have |P1| = U and |P2| = 3U , and the survival time of all patients in P1 is lower than the survival time
of all patients in P2. In addition, no patient of P1 is censored, while all patients in P2 are censored. The
patients of P1 correspond to the elements of U , and gene gi is mutated in patients ei ⊂ U .
We now show that there is a minimum set cover of cardinality k if and only if maxS⊂G,|S|=k w′(S) =
m
4
−∑m/4j=1 1m−j+1√
9m2/16
. In particular, we will show that the maximum log-rank statistic is obtained when xi = 1
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for all 1 ≤ i ≤ m4 and xi = 0 for all m4 < i ≤ n, that can be achieved if and only if there is a set cover of
cardinality k. (Note that m is divisible by 4 by construction.)
To prove the above, it is enough to show the following:
i) wi > 0 for 1 ≤ i ≤ m4 ;
ii) for a fixed m1 ≤ m4 , the maximum weight is given by
∑m1
i=1 wi√
m1(m−m1)
;
iii) for all 1 ≤ j ≤ m4 − 1:
∑j
i=1 wi√
j(m−j) ≤
∑j+1
i=1 wi√
(j+1)(m−(j+1)) .
We first note that wi > wi+1 for 1 ≤ i < m4 .
wi − wi+1 = 1−
i∑
j=1
1
m− j + 1 − 1 +
i+1∑
j=1
1
m− j + 1 =
1
m− i > 0.
To prove i) above it is then enough to prove that wm
4
> 0.
wm
4
= 1−
m/4∑
j=1
1
m− j + 1 = 1−
m∑
j= 3m
4
+1
1
j
= 1−H(m) +H
(
3m
4
)
.
where H(m) is the m-th harmonic number. Since H(m) ≤ lnm+ γ + 12m , with γ ≤ 0.58 constant, for m
large enough, and H(m) ≥ lnm, we have:
wm
4
≥ 1− lnm− γ − 1
2m
+ ln
3m
4
≥ 1− ln 4
3
− γ − 1
2m
> 0.1− 1
m
> 0 (2)
for m large enough.
ii) follows immediately from i) and from wi > wi+1 for 1 ≤ i < m4 (since fixed m1, the denominator√
m1(m−m1) is fixed).
iii) can be proved by induction.
Theorem 2. The max connected k-set log-rank problem on graphs with at least one node of degreeO
(
n
1
c
)
,
where c > 1 is constant, is NP-hard.
Proof (Sketch). Take an instance of set cover with n elements. We can “encode” it in the neighbours of a
node of degree n in a graph with nc vertices, where c > 0 is a constant, using the same scheme used for
Theorem 1. All other vertices have no mutations. Note that the reduction is polynomial.
Proposition 2. For every k ≥ 3 there is a family of instances of the max connected k-set log-rank problem
and colorings for which OPT is not found by our algorithm even if it is colorful.
Proof (Sketch). Let the number of samples be n = 8(k−1). The censoring information c is such that ci = 1
for 1 ≤ i ≤ n4 and cj = 0 for n4 +1 ≤ j ≤ n. From Theorem 1 we get that all weightswi > 0 for 1 ≤ i ≤ n4 .
Let I be a tree with one internal vertex v0 and k+ 1 leaf vertices {v1, v2, . . . , vk−1, v¯1, v¯2}. Consider a col-
oring C in which C(vi) are distinct for 0 ≤ i ≤ k−1 and C(vj) = C(v¯j) for 1 ≤ j ≤ 2. Let σ(v) be the set of
weights for vertex v, i.e containing a weight for each sample mutated in the gene associated with v. Assign
the weights such that σ(v0) = ∅, σ(vi) = {wi, wk−1+i} and σ(v¯i) = {w1, w2}. Note that for any k ≥ 3
the optimal connected subnetwork OPT = S = {v0, v1, . . . , vk−1} since σ(S) = {w1, w2, . . . , wn/4}. By
construction OPT is colorful.
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The idea of the construction is to have two bad colors. A color c is bad if it is assigned to two vertices.
The vertex in OPT with color c is a good vertex, while the vertex with color c not in OPT is a bad
vertex. In our construction v1 and v2 are good vertices and v¯1 and v¯2 are bad vertices. Recall that our
algorithm combines two subnetworks that are connected by an edge, thus every subnetwork of size ` must
be a combination of a leaf vi and some subnetwork W (T, v0) of size ` − 1. To generate OPT , at some
point we will have that vi is one of the good vertices while W (T, v0) contains the other good vertex. We
will show that this cannot happen. In particular we argue that W (T, v0) cannot contain only one bad color
and be a subset of OPT . Without loss of generality, assume v1 is the vertex with a bad color in W (T, v0).
Consider the time it is added toW (T, v0) by combination of someW (Q, v0)\{v1, v2} andW ({C(v1)}, v1).
However, our algorithm will choose to combine with v¯1 in stead of v1 because v¯1 yields the largest increase
in the normalized log-rank statistic. To see this, note that v1 and v¯1 both add two weights to σ(W (Q, v0))
that are not already in σ(W (Q, v0)). Both options therefore have the same number of mutations, and their
normalized log-rank statistic can be compared by simply comparing their log-rank statistic. By construction
σ(v¯0) contains the two largest weights, hence it yields the larger log-rank statistic.
Theorem 3. For any optimal colorful connected subnetwork S of size k ≥ 3 and any algorithm A which
obtains subnetworks with colorsets of cardinality i by combining 2 subnetworks with colorsets of cardinality
< i, by adding 3 neighbors to S we have that A may not discover S .
sketch. Let the k vertices of OPT be deemed good vertices. For each of three of the vertices in OPT we
add a bad copy, so that the good vertex v and the bad vertex v¯ have the same color and the same connectivity
to the vertices in OPT \ {v}. By definition of A, S is found by combining two subnetworks of cardinality
< k, and because there are three good vertices in OPT , one of these subnetworks of cardinality < k will
contain at least two good vertices. We show that an evil adversary can ensure that two subnetworks S1 and
S2, both being entries in W and each containing a good vertex, will never be combined by A.
The combination of S1 and S2 will happen across a specific edge in the graph between one vertex
v1 ∈ S1 and one vertex v2 ∈ S2. If v2 is a good vertex then there will be another subnetwork S¯2 in
W with the same colorset as S2, namely in the column corresponding to the bad vertex v¯2, and since
the connectivities of v2 and v¯2 to OPT are the same, A must select one of them. Due to the fact that
|S1 ∪ S2| < k the adversary will be able to plant mutations so that S¯2 is chosen over S2. If v2 is neither a
good nor a bad vertex the same argument can be made to show that the adversary can ensure that S2 will not
contain any good vertices.
The following is a result that we need to prove the performance of NoMAS under the Planted Subnet-
work Model.
Proposition 3. For every censoring vector c:
∑m
i=1wi = 0.
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Proof (Sketch). When ci = 1 for all 1 ≤ i ≤ m, the we have
m∑
i=1
wi =
m∑
i=1
ci − i∑
j=1
cj
m− j + 1

=
m∑
i=1
1− i∑
j=1
1
m− j + 1

= m−
m∑
i=1
i∑
j=1
1
m− j + 1
= m−
m∑
i=1
i
1
i
= m−m
= 0.
When one ci is switched to the value 0, we have that the weight changes by a factor:
− 1 +
m∑
j=i
1
m− i+ 1 = 0 (3)
where the −1 is subtracted to wi, while the value 1m−i+1 is summed (i.e., not subtracted) to all terms wj
with j ≥ i. Therefore, any change to the censoring vector leaves∑mi=1wi = 0.
Using the above, we can prove the following.
Theorem 4. Let M be a mutation matrix corresponding to m samples from the Planted Subnetwork Model.
If m ∈ Ω (k4(k + ε) lnn) for a given constant ε > 0 and O (ln(1/δ)ek) color-coding iterations are
performed, then our algorithm identifies the optimal solution D to the max connected k-set log-rank with
probability ≥ 1− 1nε − δ.
Proof (Sketch). Assume thatD is colorful. We prove that if NoMAS has build a subnetwork (with 1 ≤ i < k
vertices) consisting of vertices ofD only, then ifm ∈ Ω (k2(k + ε) lnn), NoMAS will expand such solution
by only using vertices in D. Since NoMAS starts to build solutions from each vertex in D, this proves that
NoMAS identifies the optimal solution. We show this by proving that any set C ⊂ G \ D, when added to
any subset S ⊂ D, does not provide an improvement in the score as just adding one of the genes in D.
From the properties of the Planted Subnetwork Model (PSM), we have that if S is a subset of D, then
w(S) ≥ c′mk , where c′ is a constant > 0. For a set C ⊂ G \ D, we can consider it as a “metagene” that is
mutated with a certain probability q (constant) in each sample, where q depends on the genes in C.
From Property 3, we have that E[w(S ∪ C) − w(S)] = −qw(S) ≤ −q c′mk , since the sum of all
weights wi is 0 and C adds weights from a set of weights that must sum to −w(S). From the properties
of PSM, for a gene g ∈ D \ S we have w(S ∪ {g}) − w(S) ≥ c′′mk , with c′′ > 0 constant. Note that
w(S ∪ C) − w(S) is the sum of independent random variables, and each random variable can change the
value of w(S∪C)−w(S) by a value< m. Moreover, the number of samples in which C can have mutations
while S does not is at least mk and at most m. We can therefore use Hoeffding inequality to bound the
probability that w(S ∪ C) > w(S ∪ {g}) as follows:
Pr(w(S ∪ C) > w(S ∪ {g})) = Pr(w(S ∪ C)− w(S) > w(S ∪ {g})− w(S))
≤ e−d((mk )2(mk )2/m3
≤ 1
nk+ε
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for an appropriate constant d > 0 and for m ∈ Ω (k4(k + ε) lnn). By union bound on all sets C of
cardinality ≤ k, we have that Pr(w(S ∪ C) > w(S ∪ {g})) ≤ 1
nk+ε
nk = 1nε . Therefore, when m ∈
Ω
(
k4(k + ε) lnn
)
and D is colorful, then NoMAS finds D with probability ≥ 1− 1nε . The probability that
D is not colorful in any of the O (ln(1/δ)ek) color-coding iterations is ≤ δ. Therefore, by union bound
the probability that NoMAS does not identify D when m ∈ Ω (k4(k + ε) lnn) is ≤ δ + 1nε , and the result
follows.
B Modifications to NoMAS
We design two modifications of NoMAS that can solve some easy cases where NoMAS may not identify
the highest scoring solution due to its subnetwork merging strategy:
i) we merge a subnetwork W (T, u) not only with subnetworks W (R, v) where v is a neighbor of u, but
with subnetworks W (R,w) where w is a neighbor of any vertex in W (T, u);
ii) in W (T, u), we store ` > 1 different colorful subnetworks containing u and with colorset T , leading to
≤ `2 choices for combining two entries of W and a corresponding `2 increase in the time complexity
of the algorithm.
We note that the time complexity required by modification i) above is still polynomial at most a factor
|V |2/|E| ∈ Ω (n) larger than that of NoMAS. We note that both modifications find the optimal solution in
the problem instance of Proposition 1, while the second one will find the optimal solution in the problem
instance of Theorem 3 if ` is large enough. The second modification was run using ` = 5 in our experiments
and storing in W (T, u) the ≤ ` highest scoring subnetworks in S ′(T, u).
C Greedy algorithms
We considered three different greedy strategies for the max connected k-set log-rank problem. All three
algorithms build solutions starting from each node u ∈ G in iterations by adding nodes to the current
solution S, and differ in the way the enlarge the current subnetwork S of size 1 ≤ i < k. The first,
Greedy1, screens all vertices at distance 1 to S and adds the one that results in the best subnetwork of size
i + 1. The second, GreedyK, considers all vertices at distance ≤ k − i to S, and enforces connectivity
by greedily constructing a path from the selected vertex to a vertex in S. The third, GreedyDFS, traverses
shortest paths from S to every vertex at distance ≤ k − i by a depth-first search. The vertices on some
shortest path of length j ≤ k− i which improved S the most are added to obtain a subnetwork of size i+ j.
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D Pseudo code for NoMAS
The pseudo code for NoMAS is divided into three algorithms. First, algorithm 1 highlights the overall color-
coding scheme. Second, algorithm 2 describes how the dynamic programming tableW is computed in order
of increasing colorset group sizes. Finally, algorithm 3 details the process of computing the subnetwork at
a specific entry in W . It is assumed that the undirected graph G(V,E), the mutation matrix M and the
survival information x, c are globally known. As a companion piece to algorithm 3, figure 4 visualizes the
method used for combining two previously computed entries of W .
Algorithm 1: NOMAS(k, δ)
S ← ∅
for i← 1 to ln(1δ )ek do
Color the vertices of G with k colors uniformly at random
W ← FILLTABLE(k)
S ′ ← arg max
∀T∀v : W (T,v)∈W
{w(W (T, v))}
S ← arg max{w(S), w(S ′)}
return S
Algorithm 2: FILLTABLE(k)
W ← empty table with dimensions (2k − 1)× |V |
for each vertex u ∈ V do
for each color α among the k colors do
if the color of u is α then
W ({α}, u)← {u}
else
W ({α}, u)← ∅
for i← 2 to k do
/* The following may be distributed among N ≤ |V | processors */
for each vertex u ∈ V do
for each colorset T of size i do
W (T, u)← COMPUTEENTRY(T , u)
return W
Algorithm 3: COMPUTEENTRY(T , u)
best← ∅
for each neighbor v of u do
for each colorset Q s.t. Q ⊂ T and Q 6= ∅ do
R← T \Q
if W (Q, u) 6= ∅ and W (R, v) 6= ∅ then
candidate←W (Q, u) ∪W (R, v)
best← arg max{w(candidate), w(best)}
return best
Modifications The two proposed modifications to NoMAS differ from NoMAS in their method for com-
puting an entry of W . Algorithm 4 describes modification i, while algorithm 5 details modification ii. Both
algorithms should be seen as replacements for algorithm 3 of the unmodified version of NoMAS. Figure 5
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Figure 4: Examples of several pairs of colorful connected subnetworksW (Q, u) andW (R, v) considered by NoMAS
when computing the entryW (T, u) for a colorset T of size 5. In each example a subnetwork containing u are combined
with a subnetwork containing a neighbor v of u, in order to obtain a subnetwork with colorset T = Q ∪ R such that
Q ∩R = ∅. The dotted edge is the one connecting the two subnetworks (the edge is always connected to u).
visualizes the combination strategy of algorithm 4 (note the difference from figure 4).
Algorithm 4: MODIFICATIONI(T , u)
best← ∅
for each colorset Q s.t. Q ⊂ T and Q 6= ∅ do
R← T \Q
for each neighbor w of a vertex in W (Q, u) do
candidate←W (Q, u) ∪W (R,w)
best← arg max{w(candidate), w(best)}
return best
Algorithm 5: MODIFICATIONII(T , u)
candidates← ∅
for each neighbor v of u do
for each colorset Q s.t. Q ⊂ T and Q 6= ∅ do
R← T \Q
for each subnetwork A ∈W (Q, v) do
for each subnetwork B ∈W (R, v) do
candidates← candidates ∪{A ∪B}
best← the ` distinct highest scoring subnetworks in candidates
return best u wuw w
u
Figure 5: Examples of several pairs of colorful connected subnetworksW (Q, u) andW (R,w) considered by NoMAS
with modification i when computing the entry W (T, u) for a colorset T of size 5. In each example a subnetwork
W (Q, u) containing u are combined with a subnetwork containing a neighbor w of some vertex in W (Q, u), in order
to obtain a subnetwork with colorset T = Q ∪R such that Q ∩R = ∅. The dotted edge is the one connecting the two
subnetworks.
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Supplementary Figure 1: p-values of the permutation test on the top 10 solutions identified by GreedyK for different
values of k in both tail tests. The top 10 solutions on the permuted data are obtained using both GreedyK and NoMAS
(with 32 color-coding iterations).
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Supplementary Figure 2: Running time comparison between NoMAS and the exhaustive enumeration algorithm on
three different cancer datasets. The running times of both algorithms are obtained using 40 processors. The running
times for NoMAS account for 256 color-coding iterations and excludes the statistical assessment of the identified
solutions.
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Supplementary Figure 3: Running times of NoMAS and the two modifications considered for varying numbers of
processors N . The running times are for a single iteration for k = 8 and are obtained on the OV cancer data (a) The
running times in seconds. (b) The running times in seconds on a logarithmic scale.
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Supplementary Figure 4: Running times of the three greedy algorithms and a single color-coding iteration of NoMAS
for varying values of k and on three different cancer data. Each of the algorithms are run on a single processor. The
top panels show the times measured when maximizing the score w(S), while the bottom panels show the times for
maximizing the score −w(S).
26
