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Some results on the existence and uniqueness of mild solution for a system
of semilinear impulsive differential equations with infinite fractional Brownian
motions are proved. The approach is based on Perov’s fixed point theorem and
a new version of Schaefer’s fixed point theorem in generalized Banach spaces.
The relationship between mild and weak solutions and the exponential stability
of mild solutions are investigated as well. The abstract theory is illustrated with
an example.
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1 Introduction
Differential equations with impulses were considered for the first time by Milman and
Myshkis [23] and then it was followed by a period of active research which culminated
with the monograph by Halanay and Wexler [15]. Many phenomena and evolution pro-
cesses in physics, chemical technology, population dynamics, and natural sciences may
change their state abruptly or be subject to short-term perturbations. These perturba-
tions may be seen as impulses. Impulsive problems arise also in various applications in
communications, mechanics (jump discontinuities in velocity), electrical engineering,
medicine and biology. A comprehensive introduction to the basic theory is well devel-
oped in the monographs by Benchohra et al. [2], Graef et al. [14], Laskshmikantham
et al. [17], Samoilenko and Perestyuk [35].
Random differential and integral equations play an important role in characteriz-
ing many social, physical, biological and engineering problems; see for instance the
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monographs by Da Prato and Zabczyk [11], Gard [12], Gikhman and Skorokhod [13],
Sobzyk [36] and Tsokos and Padgett [37]. For example, a stochastic model for drug
distribution in a biological system was described by Tsokos and Padgett [37] as a closed
system with a simplified heart, one organ or capillary bed, and re-circulation of a blood
with a constant rate of flow, where the heart is considered as a mixing chamber of con-
stant volume. For the basic theory concerning stochastic differential equations see the
monographs by Bharucha-Reid [3], Mao [22], Øksendal, [26], Tsokos and Padgett [37],
Sobczyk [36] and Da Prato and Zabczyk [11].
The study of impulsive stochastic differential equations is a relatively new research
area. The existence and stability of stochastic impulsive differential equations were
recently investigated, for example in [8, 14,18–20,27,34,38,39].
This paper is concerned with a system of stochastic impulsive differential equations
of the following type:
dx(t) = (Ax(t) + f 1(t, x(t), y(t))dt
+
∞∑
l=1
σ1l (t, x(t)), y(t))dB
H
l (t), t ∈ [0, T ], t 6= tk,
dy(t) = (Ay(t) + f 2(t, x(t), y(t)))dt
+
∞∑
l=1
σ2l (t, x(t), y(t))dB
H
l (t), t ∈ J, t 6= tk,
∆x(t) = Ik(x(tk)), t = tk k = 1, 2, . . . ,m
∆y(t) = Ik(y(tk)), t = tk k = 1, 2, . . . ,m
x(0) = x0,
y(t) = y0,
(1.1)
whereX is a real separable Hilbert space with inner product 〈·, ·〉 and induced norm ‖·‖,
A : D(A) ⊂ X −→ X is the infinitesimal generator of a strongly continuous semigroup
of bounded linear operators (S(t))t≥0 in X and f 1, f 2 : [0, T ]×X×X −→ X are given
functions, BHl is an infinite sequence of mutually independent fractional Brownian
motions, l = 1, 2, . . ., with Hurst parameter H, Ik, Ik ∈ C(X,X) (k = 1, 2, . . . ,m),
σ1l , σ
2
l : J × X × X → L0Q(Y,X). Here, L0Q(Y,X) denotes the space of all Q-Hilbert-
Schmidt operators from Y into X, which will be also defined in the next section.
Moreover, the fixed times tk satisfy 0 < t1 < t2 < . . . < tm < T , and y(t
−
k ) and y(t
+
k )
denote the left and right limits of y(t) at t = tk.{
σ(t, x, y) = (σ1(t, x, y), σ2(t, x, y), . . .),
‖σ(t, x, y)‖2 = ∑∞j=1 ‖σj(t, x, y)‖2L0Q <∞ (1.2)
where σ(·, ·, ·) ∈ `2, and `2 is given by
`2 = {φ = (φj)j≥1 : [0, T ]×X×X → L0Q(Y,X) : ‖φ(t, x, y)‖2 =
∞∑
j=1
‖φj(t, x, y)‖2L0Q <∞}.
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We denote a ∧ b = min(a, b) and a ∨ b = max(a, b). It is obvious that system (1.1) can
be seen as a fixed point problem for the model
dz(t) = A∗z(t) + f(t, z(t))dt+
∞∑
l=1
σl(t, z))dB
H
l (t), t ∈ [0, T ], t 6= tk,
∆z(t) = I∗k(z(tk)), t = tk k = 1, 2, . . . ,m
z(0) = z0,
(1.3)
where
z(t) =
[
x(t)
y(t)
]
, A∗ =
[
A 0
0 A
]
, f(t, z) =
[
f 1(t, x(t), y(t))
f 2(t, x(t), y(t))
]
, σl(t, z) =
[
σ1l (t, x, y)
σ2l (t, x, y)
]
and z0 =
[
x0
y0
]
.
In the deterministic framework, the above system was used to study initial value
problems and boundary value problems for nonlinear competitive or cooperative differ-
ential systems from mathematical biology [24] and mathematical economics [16] where
the model is usually considered in the operator form (1.1).
Some results on the existence of solutions for differential equations with infinite
Brownian motions were obtained in [7, 38]. Existence and uniqueness of mild solu-
tions to neutral stochastic delay functional integro-differential equations perturbed by
a fractional Brownian motion can be found in Caraballo and Diop [10].
Very recently, for A ≡ 0, X = Rn and BHl a standard Brownian motion, problem
(1.1) was studied by Blouhi et. al. [4]. In [5,6,31,32] the authors present existence and
uniqueness results for systems of semilinear differential equations without impulses.
Recently, Precup [31] proved the role of matrix convergence and vector metrics in the
analysis of semilinear operator systems.
The aim of this paper is to study existence, uniqueness and exponential stability
of mild solutions of semilinear systems of stochastic differential equations with infinite
fractional Brownian motions and impulses. The paper is organized as follows. In
sections 2 and 3 we introduce all the background material used in this paper such
as stochastic calculus and some properties of generalized Banach spaces. In Section
4 we state and prove our main results by using Perov’s and Schaefer’s fixed point
theorems in generalized Banach spaces. Finally, sections 5 and 6 are devoted to prove
the relationship between mild and weak solutions, and exponential stability of solutions
for Problem (1.1). Some application examples are finally considered in the last section.
2 Preliminaries
In this section, we introduce notations, definitions, and preliminary facts which are
used throughout this paper.
4 Stochastic differential equations
Let (Ω,F ,P) be a complete probability space with a filtration (F = Ft)t≥0 satisfying
the usual conditions (i.e. right continuous and F0 containing all P-null sets).
For a stochastic process x(·, ·) : [0, T ]×Ω→ X we will write x(t) (or simply x when
no confusion is possible) instead of x(t, ω).
Definition 2.1. Given H ∈ (0, 1), a continuous centered Gaussian process BH is
said to be a two-sided one-dimensional fractional Brownian motion (fBm) with Hurst
parameter H, if its covariance function RH(t, s) = E[B
H(t))BH(s)] satisfies
RH(t, s) =
1
2
(|t|2H + |s|2H − |t− s|2H) t, s ∈ [0, T ].
It is known that BH(t) with H > 1
2
admits the following Volterra representation
BH(t) =
∫ t
0
KH(t, s)dB(s) (2.1)
where B is a standard Brownian motion given by
B(t) = BH((K∗H)
−1ξ[0,t]),
and the Volterra kernel the kernel K(t, s) is given by
KH(t, s) = cHs
1/2−H
∫ t
s
(u− s)H− 32
(u
s
)H− 1
2
du, t ≥ s,
where cH =
√
H(2H−1)
β(2H−2,H− 1
2
)
and β(·, ·) denotes the Beta function, K(t, s) = 0 if t ≤ s,
and it holds
∂KH
∂t
(t, s) = cH
(
t
s
)H− 1
2
(t− s)H− 32 ,
and the kernel K∗H is defined as follows. Denote by E the set of step functions on
[0, T ]. Let H be the Hilbert space defined as the closure of E with respect to the scalar
product
〈χ[0,t], χ[0,s]〉H = RH(t, s),
and consider the linear operator K∗H from E to L2([0, T ]) defined by,
(K∗Hφ)(t) =
∫ T
s
φ(t)
∂KH
∂t
(t, s)dt.
Notice that,
(K∗Hχ[0,t])(s) = KH(t, s)χ[0,t](s).
The operator K∗H is an isometry between E and L2([0, T ]) which can be extended to
the Hilbert space H. In fact, for any s, t ∈ [0, T ] we have
〈K∗Hχ[0,t], K∗Hχ[0,t]〉L2([0,T ]) = 〈χ[0,t], χ[0,s]〉H = RH(t, s).
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In addition, for any φ ∈ H,∫ T
0
φ(s)dBH(s) =
∫ T
0
(K∗Hφ)(s)dB(s),
if and only if K∗Hφ ∈ L2([0, T ]). Moreover, the following useful result holds
Lemma 2.1. [25] There exists a positive constant c1(H) such that for any φ ∈
L1/H([0, T ]) it holds
H(2H − 1)
∫ T
0
∫ T
0
|φ(y)||φ(z)||y − z|2H−2dydz ≤ c1(H)‖φ‖2L1/H([0,T ]). (2.2)
Next we are interested in considering an fBm with values in a Hilbert space and
giving the definition of the corresponding stochastic integral.
Definition 2.2. An Ft-adapted process φ on [0, T ]×Ω→ X is an elementary or simple
process if for a partition ψ = {t¯0 = 0 < t¯1 < . . . < t¯n = T} and (Ft¯i)-measurable X-
valued random variables (φt¯i)1≤i≤n, φt satisfies
φt(ω) =
n∑
i=1
φi(ω)χ(t¯i−1,t¯i](t), for 0 ≤ t ≤ T, ω ∈ Ω.
The Itoˆ integral of the simple process φ is defined as
IH(φ) =
∫ T
0
φl(s)dB
H
l (s) =
n∑
i=1
φl(t¯i)(B
H
l (t¯i)−BHl (t¯i−1)), (2.3)
whenever φt¯i ∈ L2(Ω,Ft¯iP, X) for all i ≤ n.
Let (X, 〈·, ·〉, | · |X), (Y, 〈·, ·〉, | · |Y ) be separable Hilbert spaces. Let L(Y,X) denote
the space of all linear bounded operators from Y into X. Let en, n = 1, 2, . . . be a com-
plete orthonormal basis in Y and Q ∈ L(Y,X) be an operator defined by Qen = λnen
with finite trace trQ =
∑∞
n=1 λn < ∞ where λn, n = 1, 2, . . ., are non-negative real
numbers. Let (βHn )n∈N be a sequence of two-sided one-dimensional standard fractional
Brownian motions mutually independent on (Ω,F ,P). If we define the infinite dimen-
sional fBm on Y with covariance Q as
BH(t) =
∞∑
n=1
√
λnβ
H
n (t)en, (2.4)
then it is well defined as an Y -valued Q-cylindrical fractional Brownian motion (see [9])
and we have
E〈βHl (t), x〉〈βHk (s), y〉 = RHlk(t, s)〈Q(x), y〉, x, y ∈ Y and s, t ∈ [0, T ]
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such that
RHlk =
1
2
{| t |2H + | s |2H + | t− s |2H}δlk t, s ∈ [0, T ],
where
δlj =
{
1 j = l,
0, j 6= l.
In order to define Wiener integrals with respect to a Q− fBm, we introduce the space
L0Q := L
0
Q(Y,X) of all Q−Hilbert-Schmidt operators ϕ : Y −→ X. We recall that
ϕ ∈ L(Y,X) is called a Q−Hilbert-Schmidt operator, if
‖ϕ‖2L0Q = ‖ϕQ
1/2‖2HS = tr(ϕQϕ∗) <∞.
Definition 2.3. Let φ(s), s ∈ [0, T ], be a function with values in L0Q(Y,X). The
Wiener integral of φ with respect to fBm given by (2.4) is defined by∫ T
0
φ(s)dBH(s) =
∞∑
n=1
∫ t
0
√
λnφ(s)endβ
H
n
=
∞∑
n=1
∫ T
0
√
λnK
∗
H(φen)(s)dβn. (2.5)
Notice that if ∞∑
n=1
‖φQ1/2en‖L1/H([0,T ];X) <∞, (2.6)
the next result ensures the convergence of the series in the previous definition. It can
be proved by similar arguments to those used to prove Lemma 2 in Caraballo et al. [9]
and Lemma 2.1 in Blouhi et al [4].
Lemma 2.2. For any φ : [0, T ]→ L0Q(Y,X) such that (2.6) holds, and for any α, β ∈
[0, T ] with α > β,
E
∣∣∣∣∫ β
α
φ(s)dBH(s)
∣∣∣∣2
X
≤ c2(H)H(2H − 1)(α− β)2H−1
∞∑
n=1
∫ β
α
∣∣φ(s)Q1/2en∣∣2X ds. (2.7)
where c2(H) is a constant depending on H. If, in addition,
∞∑
n=1
|φQ1/2en|X is uniformly convergent for t ∈ [0, T ],
then,
E
∣∣∣∣∫ β
α
φ(s)dBH(s)
∣∣∣∣2
X
≤ c2(H)H(2H − 1)(α− β)2H−1
∫ β
α
‖φ(s)‖2L0Q ds. (2.8)
T. Blouhi, T. Caraballo and A. Ouahab 7
Corollary 2.1. Let (Ft)t≥0 be a right-continuous complete σ-algebras filtration gener-
ated by a sequence of fBm BHl ,l=1,2,. . . , mutually independent, and consider another
sequence of (Ft)-adapted processes φl. Denote
Mk(t) =
k∑
l=1
∫ t
0
φl(y)dB
H
l (y), k ∈ N,
and assume that
∞∑
l=1
∫ T
0
∫ T
0
‖φl(y)‖L0Q‖φl(z)‖L0Q|y − z|2H−2dydz <∞,
for all t ≥ 0. Then, Mk is a convergent in L2(Ω,Ft,P;X)
Proof. Let Mk(t) =
( k∑
l=1
∫ t
0
φl(y)dB
H
l (y)
)
for any t ∈ [0, T ]. By Lemma 2.2, we have
that
E|Mn(t)−Mm(t)|2X = E
∣∣∣∣∣
n∑
l=1
∫ t
0
φl(y)dB
H
l (y)−
m∑
l=1
∫ t
0
φl(y)dB
H
l (y)
∣∣∣∣∣
2
X
= E
∣∣∣∣∣
n∨m∑
l=n∧m+1
∫ t
0
φl(y)dB
H
l (y)
∣∣∣∣∣
2
X
≤ c3(H)H(2H − 1)T 2H−1
n∨m∑
l=n∧m+1
∫ T
0
‖φl(y)‖2L0Qdy → 0
as n,m→∞ where c3(H) > 0. Consequently Mn(·) is a Cauchy sequence with respect
to the norm sup
0≤t≤T
E| · |2X and the limit is M . Then we can conclude
lim
n→∞
sup
0≤t≤T
E|Mn(t)−M(t)|2X = 0, (2.9)
and observe that
∞∑
l=1
∫ T
0
∫ T
0
‖φl(y)‖L0Q‖φl(z)‖L0Q|y − z|2H−2dydz <∞.
Then M in L2(Ω,Ft,P;X).
The following result is one of the elementary properties of square-integrable stochas-
tic processes.
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Lemma 2.3. (Itoˆ Isometry for Elementary Processes) Let (φl)l∈N be a sequence of
elementary processes. If
∞∑
l=1
∫ T
0
∫ T
0
‖φl(y)‖L0Q‖φl(z)‖L0Q|y − z|2H−2dydz <∞,
then
E
∣∣∣∣∣
∞∑
l=1
∫ T
0
φl(y)dB
H
l (y)
∣∣∣∣∣
2
X
≤ H(2H−1)
∞∑
l=1
∫ T
0
∫ T
0
‖φl(y)‖L0Q‖φl(z)‖L0Q|y−z|2H−2dydz.
(2.10)
Proof. Let Mk =
k∑
l=1
∫ T
0
φl(y)dB
H
l (y). We will first prove by induction that
E
∣∣∣∣∣
k∑
l=1
∫ T
0
φl(y)dB
H
l (y)
∣∣∣∣∣
2
≤ H(2H − 1)
k∑
l=1
∫ T
0
∫ T
0
‖φl(y)‖L0Q‖φl(z)‖L0Q|y − z|2H−2dydz, (2.11)
holds for all k ∈ N.
Observe that if k = 1 we have
E
∣∣M1∣∣2
X
= E
∣∣∣∣∫ T
0
φ1(y)dB
H
1 (y)
∣∣∣∣2
X
= E
∞∑
n=1
∣∣∣∣∫ T
0
φ1(y)Q
1
2 endβ
H
1,n(y)
∣∣∣∣2
X
= E
∞∑
n=1
〈∫ T
0
φ1(y)Q
1
2 endβ
H
1,n(y),
∫ T
0
φ1(y)Q
1
2 endβ
H
1,n(y)
〉
= E
∞∑
n=1
〈∫ T
0
(K∗H(φQ
1
2 en))(s)dβ1,n(s),
∫ T
0
(K∗H(φQ
1
2 en))(s)dβ1,n(s)
〉
.
Then
E
∣∣∣∣∫ T
0
φ1(y)dB
H
1 (y)
∣∣∣∣2
X
≤ H(2H − 1)
∫ T
0
∫ T
0
‖φ1(y)‖L0Q‖φ1(z)‖L0Q|y − z|2H−2dydz. (2.12)
Therefore the result holds for k = 1.
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Suppose now that (2.11) holds for a fixed integer number k > 1, and let us prove
it for k + 1. Indeed, since (φl)
k+1
l=1 is a set of elementary stochastic process, and on
account of the induction hypothesis we have
E
∣∣Mk+1∣∣2
X
= E
∣∣∣∣∣
k+1∑
l=1
∫ T
0
φl(y)dB
H
l (y)
∣∣∣∣∣
2
X
= E
∣∣∣∣∣
k∑
l=1
∫ T
0
φl(y)dB
H
l (y)
∣∣∣∣∣
2
X
+ E
∣∣∣∣∫ T
0
φk+1(y)dB
H
k+1(y)
∣∣∣∣2
X
+ 2E
〈 k∑
l=1
∫ T
0
φl(y)dB
H
l (y),
∫ T
0
φk+1(y)dB
H
k+1(y)
〉
≤
k∑
l=1
H(2H − 1)
∫ T
0
∫ T
0
‖φl(y)‖L0Q‖φl(z)‖L0Q|y − z|2H−2dydz
+H(2H − 1)
∫ T
0
∫ T
0
‖φk+1(y)‖L0Q‖φk+1(z)‖L0Q|y − z|2H−2dydz
+ 2E
〈 k∑
l=1
∫ T
0
φl(y)dB
H
l (y),
∫ T
0
φk+1(y)dB
H
k+1(y)
〉
=
k∑
l=1
H(2H − 1)
∫ T
0
∫ T
0
‖φl(y)‖L0Q‖φl(z)‖L0Q |y − z|2H−2dydz
+H(2H − 1)
∫ T
0
∫ T
0
‖φk+1(y)‖L0Q‖φk+1(z)‖L0Q|y − z|2H−2dydz
+ 2E
〈 k∑
l=1
n∑
k=1
φk(B
H
l (t¯k)
H −BHl (t¯k−1)),
n∑
i=1
φi(B
H
k+1(t¯i)−BHk+1(t¯i−1))
〉
.
Thanks to (2.11) and the fact that (BHl )
k+1
l=1 is a set of independent standard fractional
Brownian motions, it follows
E
∣∣∣∣∣
k+1∑
l=1
∫ T
0
φl(y)dB
H
l (y)
∣∣∣∣∣
2
X
≤
k+1∑
l=1
H(2H − 1)
∫ T
0
∫ T
0
‖φl(y)‖L0Q‖φl(z)‖L0Q |y − z|2H−2dydz,
and hence the formula is true for k + 1 as we wished. From Corollary 2.1, we know
that Mk is convergent in L2(Ω,Ft,P;X), and thanks to the continuity of the norm,
E
∣∣∣ lim
k→∞
Mk
∣∣∣2
X
= lim
k→∞
E
∣∣∣∣∣
k∑
l=1
∫ T
0
φl(y)dB
H
l (y)
∣∣∣∣∣
2
X
≤
∞∑
l=1
H(2H − 1)
∫ T
0
∫ T
0
‖φl(y)‖L0Q‖φl(z)‖L0Q|y − z|2H−2dydz,
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and, consequently,
E
∣∣∣∣∣
∞∑
l=1
∫ T
0
φl(y)dB
H
l (y)
∣∣∣∣∣
2
X
≤
∞∑
l=1
H(2H−1)
∫ T
0
∫ T
0
‖φl(y)‖L0Q‖φl(z)‖L0Q|y−z|2H−2dydz.
3 Fixed point results
Let us recall in this section some useful definitions and results concerning fixed point
theorems. It is worth mentioning that the classical Banach contraction principle was
extended to contractive maps on spaces endowed with vector-valued metric space by
Perov [29] in 1964 , Perov and Kibenko [31] and Precup [30].
For x, y ∈ Rn, x = (x1, . . . , xn), y = (y1, . . . , yn), by x ≤ y we mean xi ≤ yi for all
i = 1, . . . , n.Also |x| = (|x1|, . . . , |xn|) and max(x, y) = max(max(x1, y1), . . . ,max(xn, yn)).
If c ∈ R, then x ≤ c means xi ≤ c for each i = 1, . . . , n.
Definition 3.1. Let X be a nonempty set. A vector-valued metric on X is a map
d : X ×X → Rn with the following properties:
(i) d(u, v) ≥ 0 for all u, v ∈ X; if d(u, v) = 0 then u = v;
(ii) d(u, v) = d(v, u) for all u, v ∈ X;
(iii) d(u, v) ≤ d(u,w) + d(w, v) for all u, v, w ∈ X.
The pair (X, d) a said to be a generalized metric space.
For r = (r1, . . . , rn) ∈ Rn+, we will denote by
B(x0, r) = {x ∈ X : d(x0, x) < r}
the open ball centered in x0 with radius r and
B(x0, r) = {x ∈ X : d(x0, x) ≤ r}
the closed ball centered in x0 with radius r. We mention that for generalized met-
ric space, the notation of open subset, closed set, convergence, Cauchy sequence and
completeness are similar to those in usual metric spaces.
Definition 3.2. A generalized metric space (X, d), where d(x, y) :=
 d1(x, y)· · ·
dn(x, y)
 ,
is complete if (X, di) is a complete metric space for every i = 1, . . . , n.
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Definition 3.3. A square matrix of real numbers is said to be convergent to zero if
its spectral radius ρ(M) is strictly less than 1. In other words, this means that all
the eigenvalues of M are in the open unit disc. (i.e. |λ| < 1, for every λ ∈ C with
det(M − λI) = 0, where I denote the unit matrix of Mn×n(R)).
Definition 3.4. A non-singular matrix A = (aij)1≤i,j≤n ∈ Mn×n(R) is said to have
the absolute value property if
A−1|A| ≤ I,
where
|A| = (|aij|)1≤i,j≤n ∈Mn×n(R+).
Lemma 3.1. [33] Let M be a square matrix of nonnegative numbers. The following
assertions are equivalent:
(i) M is convergent towards zero;
(ii) the matrix I −M is non-singular and
(I −M)−1 = I +M +M2 + . . .+Mk + . . . ;
(iii) |λ| < 1 for every λ ∈ C with det(M − λI) = 0
(iv) (I −M) is non-singular and (I −M)−1 has nonnegative elements;
Some examples of matrices convergent to zero are the following:
1) A =
(
a 0
0 b
)
, where a, b ∈ R+ and max(a, b) < 1
2) A =
(
a −c
0 b
)
, where a, b, c ∈ R+ and a+ b < 1, c < 1
3) A =
(
a −a
b −b
)
, where a, b, c ∈ R+ and |a− b| < 1, a > 1, b > 0.
We recall now a fixed point theorem in a complete generalized metric space due to
Perov.
Theorem 3.1. [29] Let (X, d) be a complete generalized metric space with d : X×X →
Rn and let N : X → X be a mapping such that
d(N(x), N(y)) ≤Md(x, y)
for all x, y ∈ X and some square matrix M of nonnegative numbers. If the matrix M
is convergent to zero, that is Mk → 0 as k → ∞, then N has a unique fixed point
x∗ ∈ X such that
d(Nk(x0), x∗) ≤Mk(I −M)−1d(N(x0), x0)
for every x0 ∈ X and k ≥ 1.
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Next we state the version of nonlinear alternative Leary-Schauder type theorem in
generalized Banach space [4].
Theorem 3.2. Let C ⊂ E be a closed convex subset and U ⊂ C a bounded open neigh-
borhood of zero (with respect to topology of C). If N : U → E is compact continuous
then
i) either N has a fixed point in U, or
ii) there exists x ∈ ∂U such that x = λN(x) for some λ ∈ (0, 1).
4 Existence and uniqueness of mild solution
Let Jk = (tk, tk+1], k = 1, 2, . . . ,m. In order to define a solution for Problem (1.1),
consider the following space of pice-wise continuous functions
PC = {x : Ω× [0, T ] −→ X, x ∈ C(Jk, L2(Ω, X)), k = 1, . . . ,m such that
x(t+k , .) and x(t
−
k , .) exist with x(t
−
k , .) = x(tk, .) and
sup
t∈[0,T ]
E‖x(t, .)‖2 <∞ almost surely},
endowed with the norm
‖x‖PC = sup
s∈[0,T ]
(E‖x(s, .)‖2) 12 .
It is not difficult to check that PC is a Banach space with norm ‖ · ‖PC .
First, we will list the following hypotheses which will be imposed in our main theorem.
In this section, we assume that there exists M > 0 such that
‖S(t)‖ ≤M, for every t ∈ [0, T ].
(H1) There exist functions ai, bi ∈ L1([0, T ],R+) such that
|f i(t, x, y)− f i(t, x, y)|2X ≤ ai(t)|x− x|2X + bi(t)|y − y|2X , i = 1, 2
for all x, y, x, y ∈ X.
(H2) There exist functions αi, βi ∈ L1([0, T ],R+) such that
‖σi(t, x, y)− σi(t, x, y)‖2 ≤ αi(t)|x− x|2X + βi(t)|y − y|2X
and
The function σ : J ×X ×X −→ L0Q(Y,X) satisfies
∞∑
l=1
∫ T
0
‖σil(s, x(s), y(s))‖2L0Qds <∞. (4.1)
for all x, y, x, y ∈ X and a.e t ∈ J.
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Now, we first define the concept of mild solution to our problem.
Definition 4.1. An X− valued stochastic process u = (x, y) ∈ PC × PC is said to be
a solution of (1.1) with respect to the probability space (Ω,F ,P),if:
1) u(t) is Ft-adapted for all t ∈ Jk = (tk, tk+1] k = 1, 2, . . . ,m
2) u(t) is right continuous and has limit on the left almost surely;
3) u(0) = (x0, y0)
4) u(t) satisfies for all t ∈ [0, T ] and almost surely that
x(t) = S(t)x0 +
∫ t
0
S(t− s)f 1(s, x(s), y(s))ds
+
∞∑
l=1
∫ t
0
S(t− s)σ1l (t, x(s), y(s))dBHl (s)
+
∑
0<tk<t
S(t− tk)Ik(x(tk)), P− a.s, t ∈ J
y(t) = S(t)y0 +
∫ t
0
S(t− s)f 2(s, x(s), y(s))ds
+
∞∑
l=1
∫ t
0
S(t− s)σ2l (t, x(s), y(s))dBHl (s)
+
∑
0<tk<t
S(t− tk)Ik(y(tk)), P− a.s, t ∈ J.
(4.2)
Notice that, thanks to (4.1) and the fact that H ∈ (1/2, 1), (2.6) holds, which
implies that the stochastic integrals in (4.2) are well-defined since S(·) is a strongly
continuous semigroup, for every t ∈ [0, T ], and that this concept of solution can be
considered as more general than the classical concept of solution to equation (1.1). A
continuous solution of (4.2) is called a mild solution of (1.1).
Definition 4.2. The map f : J ×X → X is said to be L2-Caratheodory if
i) t 7→ f(t, u) is measurable for each u ∈ X;
ii) u 7→ f(t, u) is continuous for almost all t ∈ J ;
iii) for each q > 0, there exists αq ∈ L1(J,R+) such that
E|f(t, u)|2X ≤ αq , for all u ∈ X such that E|u|2X ≤ q and for a.e. t ∈ J.
Let us now prove the existence and uniqueness of mild solution for (1.1) by using
Perov’s fixed point theorem.
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Theorem 4.1. Assume that (H1) and (H2) hold. Then, problem (1.1) possesses a
unique mild solution on [0, T ].
Proof. The proof will be split into several steps.
Step 1. Consider the problem
dx(t) = (Ax(t) + f 1(t, x(t), y(t))dt
+
∞∑
l=1
σ1l (t, x(t)), y(t))dB
H
l (t), t ∈ [0, t1],
dy(t) = (Ay(t) + f 2(t, x(t), y(t)))dt
+
∞∑
l=1
σ2l (t, x(t), y(t))dB
H
l (t), t ∈ [0, t1],
x(0) = x0,
y(0) = y0.
(4.3)
Let
Dt0 = {x : Ω× [0, t1] −→ X, x ∈ C(J1, L2(Ω, X)) : sup
t∈[0,t1]
E|x(t, ·)|2X <∞},
Consider the operator
P 0 : Dt0 ×Dt0 → Dt0 ×Dt0
defined by
P 0(x, y) = (P 01 (x, y), P
0
2 (x, y)), (x, y) ∈ Dt0 ×Dt0
where
P 01 (x, y) = S(t)x0 +
∫ t
0
S(t− s)f 1(s, x(s), y(s))ds
+
∞∑
l=1
∫ t
0
S(t− s)σ1l (t, x(s), y(s))dBHl (s), t ∈ [0, t1] .
P 02 (x, y) = S(t)y0 +
∫ t
0
S(t− s)f 2(s, x(s), y(s))ds
+
∞∑
l=1
∫ t
0
S(t− s)σ2l (t, x(s), y(s))dBHl (s), t ∈ [0, t1].
(4.4)
The operators in (4.4) are well-defined. In other words, given (x, y) ∈ Dt0 × Dt0 ,
we see that P 0(x, y) ∈ Dt0 × Dt0 as well. We will use Theorem 3.1 to prove that P 0
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possesses a fixed point. Let (x, y), (x, y) ∈ Dt0 ×Dt0 , then for each t ∈ [0, t1] we have
|P 01 (x(t), y(t))− P 01 (x(t), y(t))|2X
=
∣∣∣∣∣
∫ t
0
S(t− s)f 1(s, x(s), y(s))ds+
∞∑
l=1
∫ t
0
S(t− s)σ1l (t, x(s), y(s))dBHl (s)
−
∫ t
0
S(t− s)f 1(s, x(s), y(s))ds−
∞∑
l=1
∫ t
0
S(t− s)σ1l (s, x(s), y(s))dBHl (s)
∣∣∣∣∣
2
X
≤ 2
∣∣∣∣∫ t
0
S(t− s)(f 1(s, x(s), y(s))− f 1(s, x(s), y(s)))ds
∣∣∣∣2
X
+2
∣∣∣∣∣
∞∑
l=1
∫ t
0
S(t− s) (σ1l (s, x(s), y(s))− σ1l (s, x(s), y(s)))dBHl (s)
∣∣∣∣∣
2
X
.
Lemma 2.3 and assumptions (H1), (H2) imply
E|P 01 (x(t), y(t))− P 01 (x(t), y(t))|2X
≤ 2M2t1
∫ t
0
a1(s)E|x(s)− x(s)|2X + b1(s)E|y(s)− y(s)|2Xds
2cHH(2H − 1)t2H−11
∫ t
0
M2ds
∫ t
0
α1(s)E|x(s)− x(s)|2Xds
+2cHH(2H − 1)t2H−11
∫ t
0
M2ds
∫ t
0
β1(s)E|y(s)− y(s)|2Xds
≤
∫ t
0
α(s)eτα̂(s)e−τα̂(s) sup
s∈[0,t1]
E|x(s)− x(s)|2Xds
+
∫ t
0
α(s)eτα̂(s)e−τα̂(s) sup
s∈[0,t1]
E|y(s)− y(s)|2Xds
≤
∫ t
0
α(s)eτα̂(s)ds‖x− x‖2∗ +
∫ t
0
α(s)eτα̂(s)ds‖y − y‖2∗
≤ 1
τ
∫ t
0
(eτα̂(s))
′
ds‖x− x‖2∗ +
1
τ
∫ t
0
(eτα̂(s))
′
ds‖y − y‖2∗
≤ 1
τ
eτα̂(t)‖x− x‖2∗ + 1τ eτα̂(t)‖y − y‖2∗.
Therefore
e−τα̂(t)E|L1(x(t), y(t))− L1(x(t), y(t))|2X ≤ 1τ ‖x− x‖2∗ + 1τ ‖y − y‖2∗,
where ‖ · ‖∗ is the Bielecki-type norm on Dt0 defined by
‖x‖2∗ = sup
t∈[0,t1]
E|x(t, .)|2Xe−τα̂(t)
where
α̂(t) =
∫ t
0
α(s)ds, t ∈ [0, t1],
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and
α(s) = max{2M2t1a1(s)+2cHH(2H−1)t2H1 M2α1(s), 2M2t1b1(s)+2cHH(2H−1)t2H1 M2β1(s)}.
Hence
‖P 01 (x, y)− P 01 (x, y)‖2∗ ≤ 1τ ‖x− x‖2∗ + 1τ ‖y − y‖2∗.
Using the fact that for all a, b ≥ 0 we have √a+ b ≤ √a+√b, we conclude that
‖P 01 (x, y)− P 01 (x, y)‖∗ ≤ 1√τ ‖x− x‖∗ + 1√τ ‖y − y‖∗.
Similar computations for N1 yield
‖P 02 (x, y)− P 02 (x, y)‖∗ ≤ 1√τ ‖x− x‖∗ + 1√τ ‖y − y‖∗.
Thus
‖P 0(x, y)− P 0(x, y)‖∗ =
(‖P 01 ((x, y)− P 01 (x, y)‖∗
‖P 02 (x, y)− P 02 (x, y)‖∗
)
≤ 1√
τ
(
1 1
1 1
)(‖x− x‖∗
‖y − y‖∗
)
.
Hence
‖P 0(x, y)− P 0(x, y)‖∗ ≤ 1√
τ
Mα,β
(‖x− x‖∗
‖y − y‖∗
)
,
for all (x, y), (x, y) ∈ Dt0 ×Dt0 , where
Mα,β =
(
1 1
1 1
)
.
If we choose a suitable
√
τ > 2 such that the matrix
‖Mα,β‖√
τ
< 1,
then
Mα,β
τ
is nonnegative, I − ‖Mα,β‖
τ
is non singular and(
I − Mα,β√
τ
)−1
= I +
Mα,β√
τ
+
M2α,β
τ
+ . . .
From Lemma 3.1, we obtain that
Mα,β√
τ
converges to zero. As a consequence of Perov’s
fixed point theorem, P 0 has a unique fixed (x, y) ∈ Dt0 × Dt0 which is the unique
solution of problem (4.3). Let us denote this solution by (x1, y1).
T. Blouhi, T. Caraballo and A. Ouahab 17
Step 2. Now consider the problem
dx(t) = (Ax(t) + f 1(t, x(t), y(t))dt
+
∞∑
l=1
σ1l (t, x(t)), y(t))dB
H
l (t), t ∈ (t1, t2],
dy(t) = (Ay(t) + f 2(t, x(t), y(t)))dt
+
∞∑
l=1
σ2l (t, x(t), y(t))dB
H
l (t), t ∈ (t1, t2],
x(t+1 ) = x1(t
−
1 ) + I1(x1(t1)),
y(t+1 ) = y1(t
−
1 ) + I1(y1(t1)).
(4.5)
Let
Dt1 = {x ∈ C((t1, t2], L2(Ω, X)) such that x(t+1 , .) and x(t−1 , .) exist with x(t−1 , .) = x(t1, .) and
sup
t∈(t1,t2]
E|x(t, .)|2X <∞},
Set
C1 = Dt0 ∩Dt1
Consider the operator P : C1 × C1 → C1 × C1 defined by
P 1(x, y) = (P 11 (x, y), P
1
2 (x, y)), (x, y) ∈ C1 × C1
where
P 11 (x, y) = S(t− t1)[x1(t1) + I1(x1(t−1 ))] +
∫ t
t1
S(t− s)f 1(s, x(s), y(s))ds
+
∞∑
l=1
∫ t
t1
S(t− s)σ1l (t, x(s), y(s))dBHl (s), t ∈ [t1, t2].
P 12 (x, y) = S(t− t1)[y1(t1) + I1(y1(t−1 ))] +
∫ t
t1
S(t− s)f 2(s, x(s), y(s))ds
+
∞∑
l=1
∫ t
t1
S(t− s)σ2l (t, x(s), y(s))dBHl (s), t ∈ [t1, t2].
As in Step 1, we can show that P 1 is well defined and the integral equation possesses
a unique fixed point (x, y) which is a solution to problem (4.5). Denote this solution
by (x2, y2).
Step 3 We continue this process taking into account that (xm, ym) = (x |[tm,T ], y |[tm,T ])
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is a solution of the problem
dx(t) = (Ax(t) + f 1(t, x(t), y(t))dt
+
∞∑
l=1
σ1l (t, x(t)), y(t))dB
H
l (t), t ∈ (tm, T ],
dy(t) = (Ay(t) + f 2(t, x(t), y(t)))dt
+
∞∑
l=1
σ2l (t, x(t), y(t))dB
H
l (t), t ∈ (tm, T ],
x(t+m) = xm(t
−
m) + Im(xm(tm)),
y(t+m) = ym(t
−
m) + Im(ym(t1)).
(4.6)
Let
Dtm = {x ∈ C((tm, T ], L2(Ω, X))such that x(t+1 , .) and x(t−1 , .) exist with x(t−m, .) = x(tm, .) and
sup
t∈(tm,T ]
E|x(t, .)|2X <∞ almost surely},
Set
Cm = ∩mk=0Dtk
Then, there exists a fixed point (xm(t), ym(t)) of P
m = (Pm1 , P
m
2 ) : Cm×Cm → Cm×Cm.
The unique solution (x, y) of problem (1.1) is then defined by
Pm1 (x, y) = S(t− tm)[xm(tm) + Im(x1(t−m))] +
∫ t
tm
S(t− s)f 1(s, x(s), y(s))ds
+
∞∑
l=1
∫ t
tm
S(t− s)σ1l (t, x(s), y(s))dBHl (s), t ∈ [tm, T ].
Pm2 (x, y) = S(t− tm)[ym(tm) + Im(y1(t−m))] +
∫ t
tm
S(t− s)f 2(s, x(s), y(s))ds
+
∞∑
l=1
∫ t
tm
S(t− s)σ2l (t, x(s), y(s))dBHl (s), t ∈ [tm, T ].
(x(t), y(t)) =

(x1(t), y1(t)), if, t ∈ [0, t1],
(x2(t), y2(t)), if, t ∈ (t1, t2],
. . .
(xm+1(t), ym+1(t)), if, t ∈ (tm, T ]
(4.7)
and the proof is finished.
The second result in this section dealing with the existence of solutions to our
problem will be obtained by applying the Leary-Schauder fixed point theorem. To this
end we first need to introduce the following hypotheses:
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(H3) There exist functions ai, bi, ci ∈ L1([0, T ],R+) such that each
|f i(t, x, y)|2X ≤ ai(t)|x|2X + bi(t)|y|2X + ci(t), i = 1, 2.
for all x, y ∈ X, and a.e. t ∈ J.
(H4) There exist functions αi ∈ L1([0, T ],R+) and βi, ci ∈ L1([0, T ],R+) such that
‖σi(t, x, y)‖2 ≤ αi(t)|x|2X + βi(t)|y|2X + ci(t), i = 1, 2
for all x, y ∈ X, and a.e. t ∈ J.
(H5) The semigroup {S(t)}t>0 is compact in X
(H6) there exist constants dk, λk ≥ 0 and dk, λk ≥ 0, k = 1, . . . ,m such that
|Ik(x)|2X ≤ dk|x|2X + λk
|Ik(y)|2 ≤ dk|y|2X + λk
for all x, y ∈ X.
(H7) f
i, gi are L2-Carathe´odory maps.
We now prove our second goal of this section.
Theorem 4.2. Assume conditions (H3)− (H7) hold. Then, problem (1.1) has at least
one solution.
Proof. We transform problem (4.3) into a fixed point problem (4.3). Consider the
operator N : PC × PC → PC × PC defined by
N(x, y) = (N1(x, y), N2(x, y)), (x, y) ∈ PC × PC
where 
N1(x, y) = S(t)x0 +
∫ t
0
S(t− s)f 1(s, x(s), y(s))ds
+
∞∑
l=1
∫ t
0
S(t− s)σ1l (t, x(s), y(s))dBHl (s)
+
∑
0<tk<t
S(t− tk)Ik(x(tk)), t ∈ [0, T ].
N2(x, y) = S(t)y0 +
∫ t
0
S(t− s)f 2(s, x(s), y(s))ds
+
∞∑
l=1
∫ t
0
S(t− s)σ2l (t, x(s), y(s))dBHl (s)
+
∑
0<tk<t
S(t− tk)Ik(y(tk)), t ∈ [0, T ].
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Clearly, the fixed points of N are solutions to (1.1). In order to apply Theorem 3.2,
we first show that N is completely continuous. The proof will be carried out in several
steps.
Step 1. N is continuous.
Let (xn, yn) be a sequence such that (xn, yn) → (x, y) ∈ PC × PC as n → ∞, and
observe that thanks to (H3)− (H6) and (H7), Ik, Ik, k = 1, 2, ..,m, are continuous.
Then
|N1(xn(t), yn(t))−N1(x(t), y(t))|2X
≤ 3
∣∣∣∣∣
∞∑
l=1
∫ t
0
S(t− s)(σ1l (s, xn(s), yn(s))σ1l (s, x(s), y(s)))dBHl (s)
∣∣∣∣∣
2
X
+3
∣∣∣∣∫ t
0
S(t− s)(f 1(s, xn(s), yn(s))− f 1(s, x(s), y(s)))ds
∣∣∣∣2
X
+3
∣∣∣∣∣ ∑
0<tk<t
S(t− tk)Ik(xn(tk))−
∑
0<tk<t
S(t− tk)Ik(x(tk))
∣∣∣∣∣
2
X
.
Thus, we deduce
E|N1(xn(t), yn(t))−N1(x(t), y(t))|2X
≤ 3M2c2(H)H(2H − 1)T 2H−1
∫ t
0
E‖σ1(s, xn(s), yn(s))− σ1(s, x(s), y(s))‖2ds
+3M2
∫ t
0
E|f 1(s, xn(s), yn(s))− f 1(s, x(s), y(s))|2Xds
+3M2
∑
0<tk<t
E|Ik(xn(tk))− Ik(x(tk))|2X .
By the Lebesgue dominated convergence theorem, we have
sup
t∈J
E|N1(xn(t), yn(t))−N1(x(t), y(t))|2X
≤ c¯H
∫ T
0
E‖σ1(s, xn(s), yn(s))− σ1(s, x(s), y(s))‖2ds
+3M2
∫ T
0
E|f 1(s, xn(s), yn(s))− f 1(s, x(s), y(s))|2Xds
+3M2
m∑
k=1
E|Ik(xn(tk))− Ik(x(tk))|2X → 0 as n→∞,
where
c¯H = 3M
2c2(H)H(2H − 1)T 2H−1.
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Similarly
sup
t∈J
E|N2(xn(t), yn(t))−N1(x(t), y(t))|2X
≤ c¯H
∫ T
0
E‖σ2(s, xn(s), yn(s))− σ2(s, x(s), y(s))‖2ds
+2M2
∫ T
0
E|f 2(s, xn(s), yn(s))− f 2(s, x(s), y(s))|2Xds
+3M2
m∑
k=1
E|Ik(yn(tk))− Ik(y(tk))|2X → 0 as n→∞.
Therefore, N is continuous.
Step 2. N maps bounded sets into bounded sets in PC × PC. Indeed, it is enough
to show that for any q > 0, there exists a positive constant κ such that for each
(x, y) ∈ Bq = {(x, y) ∈ PC × PC : ‖x‖PC ≤ q, ‖y‖ ≤ q}, we have
‖N(x, y)‖PC ≤ κ = (κ1, κ2).
Then, for each t ∈ J and thanks to Lemma 2.2,
E|N1(x(t), y(t))|2X ≤ 4M2E|x0|2X + 4M2‖c1‖L1 + 4M2c2(H)H(2H − 1)T 2H−1‖c1‖L1
+4M2(
∑
0<tk<t
(dkE|x|2X + λk))
+4M2
∫ t
0
(c2(H)H(2H − 1)T 2H−1α1(s) + a1(s))E|x(s)|2Xds
+4M2
∫ t
0
(c2(H)H(2H − 1)T 2H−1β1(s) + b1(s))E|y(s)|2Xds
≤ 4M2E|x0|2X + 4M2‖c1‖L1 + 4M2c2(H)H(2H − 1)T 2H−1‖c1‖L1
+4M2
∑
0<tk<t
λk
+4M2
∫ t
0
(c2(H)H(2H − 1)T 2H−1α1(s) + a1(s))qds
+4M2
∫ t
0
(c2(H)H(2H − 1)T 2H−1β1(s) + b1(s))qds
+4M2
∑
0<tk<t
dkq = κ1.
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Similarly, we have
E|N2(x, y)|2X ≤ 4M2E|y0|2X + 4M2‖c2‖L1 + 4M2c2(H)H(2H − 1)T 2H−1‖c2‖L1
+4M2
∑
0<tk<t
λk
+4M2
∫ t
0
(c2(H)H(2H − 1)T 2H−1α2(s) + a2(s))q ds
+4M2
∫ t
0
(c2(H)H(2H − 1)T 2H−1β2(s) + b2(s))q ds
+4M2
∑
0<tk<t
dkq = κ2.
Step 3 N maps bounded sets into equicontinuous sets of PC × PC.
Let Bq be a bounded set in PC × PC as in Step 2. Let τ1, τ2 ∈ J, τ1 < τ2 and u ∈ Bq.
Then, for i=1,2, we obtain
E|Ni(τ2, x(τ2), y(τ2))−Ni(τ1, x(τ1), y(τ1))|2X
≤ 7‖(S(τ2)− S(τ1))‖2E|x0|2X
+7E
∣∣∣∣∫ τ1
0
(S(τ2 − s)− S(τ1 − s))f i(s, x(s), y(s))ds
∣∣∣∣2
X
+7E
∣∣∣∣∫ τ2
τ1
S(τ2 − s)f i(s, x(s), y(s))ds
∣∣∣∣2
X
+7E
∣∣∣∣∣
∞∑
l=1
∫ τ1
0
(S(τ2 − s)− S(τ1 − s))σil(s, x(s), y(s))dBHl (s)
∣∣∣∣∣
2
X
+7E
∣∣∣∣∣
∞∑
l=1
∫ τ2
τ1
S(τ2 − s)σil(s, x(s), y(s))dBHl (s)
∣∣∣∣∣
2
X
+7E
∣∣∣∣∣ ∑
0<tk<τ2
(S(τ1 − tk)− S(τ2 − tk))Ik(x(tk))
∣∣∣∣∣
2
X
+7E
∣∣∣∣∣ ∑
τ1<tk<τ2
(S(τ2 − tk))Ik(x(tk))
∣∣∣∣∣
2
X
.
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From Lemma 2.2 we deduce
E|Ni(τ2, x(τ2), y(τ2))−Ni(τ1, x(τ1), y(τ1))|2X
≤ 7‖(S(τ2 − τ1)− Id))‖2E|x0|2X
+7τ2
∫ τ1
0
‖(S(τ2 − s)− S(τ1 − s)‖2E|f i(s, x(s), y(s))|2Xds
+7(τ2 − τ1)
∫ τ2
τ1
‖S(τ2 − s)‖2E|f i(s, x(s), y(s))|2Xds
+7c2(H)H(2H − 1)τ 2H−12
∫ τ1
0
‖S(τ2 − s)− S(τ1 − s)‖2E‖σi(s, x(s), y(s))‖2ds
+7c2(H)H(2H − 1)|τ2 − τ1|2H−1
∫ τ2
τ1
|(S(τ1 − s)‖2E‖σi(s, x(s), y(s))‖2ds
+7
∑
0<tk<τ2
‖S(τ2 − τ1)− Id)‖2E|Ik(x(tk))|2X
+7
∑
τ1<tk<τ2
‖S(τ2 − tk))‖2E|Ik(x(tk))|2X .
From (H3)− (H4) and (H6) we have
E|Ni(τ2, x(τ2), y(τ2))−Ni(τ1, x(τ1), y(τ1))|2X
≤ 7‖S(τ2 − τ1)− Id‖2E|x0|2X
+7τ2
∫ τ2
0
‖S(τ2 − s)− S(τ1 − s)‖2
(
ai(s)E|x(s)|2X + bi(s)E|y(s)|2X + ci(s)
)
ds
+7(τ2 − τ1)
∫ τ2
τ1
‖S(τ1 − s)‖2
(
ai(s)E|x(s)|2X + bi(s)E|y(s)|2X + ci(s)
)
ds
+7c2(H)H(2H − 1)τ 2H−12 ×
×
∫ τ2
0
‖S(τ2 − s)− S(τ1 − s)‖2
(
αi(s)E|x(s)|2X + βi(s)E|y(s)|2X + ci(s)
)
ds
+7c2(H)H(2H − 1)(τ2 − τ1)2H−1 ×
×
∫ τ2
τ1
‖(S(τ1 − s)‖2
(
αi(s)E|x(s)|2X + βi(s)E|y(s)|2X + ci(s)
)
ds
+7
∑
0<tk<τ2
‖S(τ2 − τ1)− Id)‖2
(
dkE|x(tk)|2X + λk
)
+7
∑
τ1<tk<τ2
‖S(τ2 − tk)‖2
(
dkE|x(tk)|2X + λk
)
.
Now, it is straightforward to see that the right-hand side tends to zero as τ2 − τ1 → 0
since the compactness of S(t) for t > 0 implies the continuity in the uniform operator
topology (see [28]). This proves the equicontinuity.
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Step 4 (N(Bq)(t) is precompact in X ×X.
As a consequence of Steps 2 to 3, and at light of the Arzela´-Ascoli theorem, it is
sufficient to show that N maps Bq into a precompact set in X ×X. Let 0 < t < b be
fixed and let  be a real number satisfying 0 <  < t. For (x, y) ∈ Bq we define
N i (x, y) = S(t)z
i
0 +
∫ t−
0
S(t− s)f i(s, x(s), y(s))ds
+
∞∑
l=1
∫ t−
0
S(t− s)σil(t, x(s), y(s))dBHl (s)
+
∑
0<tk<t−
S(t− tk)I ik(z(tk))
= S()S(t− )zi0 + S()
∫ t−
0
S(t− s− )f i(s, x(s), y(s))ds
+S()
∞∑
l=1
∫ t−
0
S(t− s− )σil(t, x(s), y(s))dBHl (s)
+
∑
0<tk<t−
S(t− tk)I ik(zi(tk)).
Since S(t) is a compact operator, the set
H = {N (x, y)(t) = (N 1(x, y)(t), N 2(x, y)(t)) (x, y) ∈ Bq}
is precompact in X×X for every  such that 0 <  < t Moreover, for every (x, y) ∈ Bq,
and i = 1, 2 we have
E‖Ni(x, y)−N i (x, y)‖2 ≤ 3
∫ t
t−
(ai(s)q + bi(s)q + ci(s))ds
+3M2c2(H)H(2H − 1)T 2H−1
∫ t
t−
(αi(s)q + βi(s)q + ci(s))ds
+3M2
∑
t−<tk<t
(dkq + λk).
Therefore, there are precompact sets arbitrarily close to the set H = {N (x, y)(t) =
(N 1(x, y)(t), N

2(x, y)(t)), (x, y) ∈ Bq}.
Hence, the set H = {N (x, y)(t) = (N1(x, y)(t), N2(x, y)(t)), (x, y) ∈ Bq} is precom-
pact in X × X and the right-hand side tends to 0 uniformly in t as  → 0+. Hence
we can conclude the relative compactness of N(Bq)(t) for t ≥ 0. By the Arzela´-Ascoli
theorem, we conclude that N : PC × PC → PC × PC is a completely continuous
operator.
Step 5 A priori bounds on solutions.
The set
U = {(x, y) ∈ PC × PC : x = λN1(x, y) and y = λN2(x, y) for some 0 < λ < 1}
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is bounded.
Let (x, y) ∈ PC × PC be a solution of the abstract nonlinear equation x = λN1(x, y)
and y = λN2(x, y) for some 0 < λ < 1. Thus, for t ∈ [0, t1],
E|x(t)|2X ≤ 3M2E|x0|2X + 3M2
∫ t
0
(
a1(s)E|x(s)|2X + b1(s)E|y(s)|2X + c1(s)
)
ds
+3M2c2(H)H(2H − 1)t2H−11
∫ t
0
(
α1(s)E|x(s)|2X + β1(s)E|y(s)|2X + c1(s)
)
ds
≤ 3M2E|x0|2 + 3M2‖c1‖L1 + 3M2c2(H)H(2H − 1)t2H−11 ‖c1‖L1
+3M2
∫ t
0
(
c2(H)H(2H − 1)2t2H−11 α1(s) + a1(s)
)
E|x(s)|2Xds
+3M2
∫ t
0
(
c2(H)H(2H − 1)2t2H−11 β1(s) + b1(s)
)
E|y(s)|2Xds
E|x(t)|2X ≤ A1 +
∫ t
0
B1(s)E|x(s)|2Xds+
∫ t
0
C1(s)E|y(s)|2X ds
and similarly
E|y(t)|2X ≤ A2 +
∫ t
0
B2(s)E|x(s)|2Xds+
∫ t
0
C2(s)E|y(s)|2X ,
where for each j = 1, 2
Aj = 3M
2E|zj0|2 + 3M2‖cj‖L1 + 3M2c2(H)H(2H − 1)t2H−11 ‖cj‖L1
Bj(s) = 3M
2
(
c2(H)H(2H − 1)2t2H−11 αi(s) + ai(s))
)
s ∈ [0, t1]
and
Cj(s) = 3M
2
(
c2(H)H(2H − 1)2t2H−11 βj(s) + bj(s)
)
,
and z10 = x0 and z
2
0 = y0.
From these previous expressions we easily deduce
sup
r∈[0,t]
(
E|y(r)|2X + E|x(r)|2X
)
≤ K1 +
∫ t
0
K2(s) sup
η∈[0,s]
(
E|x(η)|2X + E|y(η)|2X
)
ds
where
K1 = A1 + A2, K2(s) = max{B1(s) +B2(s), C1(s) + C2(s)}.
Using now the Gronwall inequality
sup
r∈[0,t]
(
E|y(r)|2X + E|x(r)|2X
)
≤ K1 exp
(∫ t1
0
K2(s)ds
)
= M0,
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whence
sup
t∈[0,t1]
E|x(t)|2X ≤ M0, and sup
t∈[0,t1]
E|y(t)|2X ≤M0,
where M0 depends only on t1. For t ∈ (t1, t2], we have
x(t) = S(t− t1)[x(t1) + I1(x1(t−1 ))] +
∫ t
t1
S(t− s)f 1(s, x(s), y(s))ds
+
∞∑
l=1
∫ t
t1
S(t− s)σ1l (t, x(s), y(s))dBHl (s).
Then, by a similar argument we obtain
E|x(t)|2X = E|S(t− t1)[x1(t1) + I1(x1(t−1 ))] +
∫ t
t1
S(t− s)f 1(s, x(s), y(s))ds
+
∞∑
l=1
∫ t
t1
S(t− s)σ1l (t, x(s), y(s))dBHl (s)|2X
≤ ‖S(t− t1)‖2
(
E|x1(t1)|2X + E|I1(x1(t−1 ))|2X
)
+ E|
∫ t
t1
S(t− s)f 1(s, x(s), y(s))ds|2X
+E|
∞∑
l=1
∫ t
t1
S(t− s)σ1l (t, x(s), y(s))dBHl (s)|2X
≤ 4M2(M2 + d1E|x(t1|2X + λ) + 4M2
∫ t
t1
(
a1(s)E|x(s)|2X + b1(s)E|y(s)|2X + c1(s)
)
ds
+4M2c2(H)H(2H − 1)t2H−12
∫ t
t1
(
α1(s)E|x(s)|2X + β1(s)E|y(s)|2X + c1(s)
)
ds
≤ A3 +
∫ t
t1
B3(s)E|x(s)|2Xds+
∫ t
t1
C3(s)E|y(s)|2Xds.
Then we deduce
E|y(t)|2X ≤ A4 +
∫ t
t1
B4(s)E|x(s)|2Xds+
∫ t
t1
C4(s)E|y(s)|2X ,
where
A3 = 4M
2(M
2
+ λ) + 4M2‖c1‖L1 + 4M2c2(H)H(2H − 1)t2H−12 ‖c1‖L1 ,
and
A4 = 4M
2(M
2
+ λ) + 4M2‖c2‖L1 + 4M2c2(H)H(2H − 1)t2H−12 ‖c2‖L1 ,
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and
B3(s) = 4M
2d1 + 4M
2
(
c2(H)H(2H − 1)2t2H−12 α1(s) + a1(s)
)
B4(s) = 4M
2 +
(
c2(H)H(2H − 1)2t2H−12 α2(s) + a2(s)
)
, s ∈ (t1, t2],
and
C3(s) = 4M
2
(
c2(H)H(2H − 1)2t2H−12 β1(s) + b1(s)
)
, s ∈ (t1, t2],
C4(s) = 4M
2d1 + 4M
2
(
c2(H)H(2H − 1)2t2H−12 β1(s) + b2(s)
)
, s ∈ (t1, t2].
Combining E|x(t)|2X and E|y(t)|2X ,
sup
r∈[t1,t]
(
E|y(r)|2X + E|x(r)|2X
)
≤ K3 +
∫ t
t1
K4(s) sup
η∈[t1,s]
(
E|x(η)|2X + E|y(η)|2X
)
ds
where
K3 = A3 + A4, K4(s) = max{B3(s) +B4(s), C3(s) + C4(s)}.
Using once more the Gronwall inequality,
sup
t∈(t1,t2]
(
E|y(t)|2X + E|x(t)|2X
)
≤ K3 exp
(∫ t2
t1
K4(s)ds
)
= M1.
Consequently, there exists a constant M1 which only depends on t1, t2 such that
sup
t∈(t1,t2]
E|x(t)|2X ≤ M1, and sup
t∈(t1,t2]
E|y(t)|2X ≤M1.
If we iterate this procedure in every interval (ti, ti+1] we can prove that there exists a
positive constant M i, which only depends on ti, ti+1, such that
sup
t∈(ti,ti+1]
E|x(t)|2X ≤ M i, and sup
t∈(ti,ti+1]
E|y(t)|2X ≤M i, i = 0, 1, 2, . . . ,m− 1.
Set
U = {(x, y) ∈ PC × PC : ‖x‖PC < M∗, ‖y‖PC < M∗}
where
M∗ = sup{M i : i = 0, 1, 2, . . . ,m− 1}.
Then, U is an open subset of PC × PC and it is straightforward to see that there is
no (x, y) ∈ ∂U such that x = λN1(x, y) and y = λN2(x, y) for some 0 < λ < 1. By
Theorem 3.2, N possesses at least one fixed point (x, y).
Remark 4.1. We can replace conditions (H3) and (H5) by the following hypotheses
(H˜) there exist integrable functions η : [0, T ] −→ R+ and ψ : [0,∞) −→ (0,∞) which
are continuous and nondecreasing such that, for all t ∈ [0, T ] and x, y ∈ X,
E‖f i(t, x, y)‖2 ≤ η(t)ψ(E‖x‖2 + E‖y‖2), E‖σi(t, x, y)‖2 ≤ η(t)ψ(E|x|2 + E|y|2),
where
σi(t, x, y) =
∞∑
l=1
σil(t, x, y), i = 1, 2.
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5 Weak solutions
In this section we prove that mild solutions to system (1.1) are also weak solutions.
First, we recall the definition of weak solution according to Da Prato and Zabczyk [11].
To shorten the notation, we will use 〈., .〉 instead of (., .) below since no confusion is
possible.
Definition 5.1. An X– valued stochastic process u(t) = (x(t), y(t)), t ∈ [0, T ] is called
a weak solution of (1.1) if for each ϕ ∈ D(A∗)

〈x(t), ϕ〉 = 〈x0, ϕ〉+
∫ t
0
〈x(s), A∗ϕ〉dτ +
∫ t
0
〈f 1(τ, x(τ), y(τ)), ϕ〉dτ
+
∞∑
l=1
∫ t
0
〈σ1l (τ, x(τ), y(τ)), ϕ〉dBHl (τ)
+
∑
0<tk<t
〈Ik(x(tk)), ϕ〉, t ∈ J
〈y(t), ϕ〉 = 〈y0, ϕ〉+
∫ t
0
〈y(s), A∗ϕ〉dτ +
∫ t
0
〈f 2(τ, x(τ), y(τ)), ϕ〉dτ
+
∞∑
l=1
∫ t
0
〈σ2l (τ, x(τ), y(τ)), ϕ〉dBHl (τ)
+
∑
0<tk<t
〈Ik(y(tk)), ϕ〉, t ∈ J.
Theorem 5.1. Assume conditions (H3) − (H6) hold. The mild solution of (1.1) is
also a weak solution.
Proof. Let (x(t), y(t)) be a mild solution to (1.1). Then, for each ϕ ∈ D(A∗) and
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t ∈ [0, t1], we obtain
E
∣∣∣∣∫ t
0
〈x(s), A∗ϕ〉ds −
∫ t
0
〈S(s)x0, A∗ϕ〉ds−
∫ t
0
∫ s
0
〈S(s− τ)f 1(τ, x(τ), y(τ)), A∗ϕ〉dτds
−
∞∑
l=1
∫ t
0
∫ s
0
〈S(s− τ)σ1l (τ, x(τ), y(τ)), A∗ϕ〉dBHl (τ)ds
∣∣∣∣∣
≤
∫ t
0
E
∣∣∣∣〈x(s), A∗ϕ〉 − 〈S(t)x0, A∗ϕ〉 − ∫ s
0
〈S(s− τ)f 1(τ, x(τ), y(τ)), A∗ϕ〉dτ
−
∞∑
l=1
∫ s
0
〈S(s− τ)σ1l (τ, x(τ), y(τ)), A∗ϕ〉dBHl (τ)ds
∣∣∣∣∣ ds
=
∫ t
0
E
∣∣∣∣〈x(s)− S(s)x0 − ∫ s
0
S(s− τ)f 1(τ, x(τ), y(τ))dτ
−
∞∑
l=1
∫ s
0
S(s− τ)σ1l (τ, x(τ), y(τ))dBHl (τ)ds)ds, A∗ϕ〉
∣∣∣∣∣ ds
= 0.
Thus,
∫ t
0
〈x(s), A∗ϕ〉ds =
∫ t
0
〈S(t)x0, A∗ϕ〉ds+
∫ t
0
∫ s
0
〈S(s− τ)f 1(τ, x(τ), y(τ)), A∗ϕ〉dτds
+
∞∑
l=1
∫ t
0
∫ s
0
〈S(s− τ)σ1l (τ, x(τ), y(τ)), A∗ϕ〉dBHl (τ)ds
=
3∑
j=1
P˜j.
Similarly,
∫ t
0
〈y(s), A∗ϕ〉ds =
∫ t
0
〈S(t)y0, A∗ϕ〉ds+
∫ t
0
∫ s
0
〈S(s− τ)f 2(τ, x(τ), y(τ)), A∗ϕ〉dτds
+
∞∑
l=1
∫ t
0
∫ s
0
〈S(s− τ)σ2l (τ, x(τ), y(τ)), A∗ϕ〉dBHl (τ)ds
=
3∑
j=1
P̂j.
Now for ϕ ∈ D(A∗) and t ∈ [0, t1] we use the fact that ddtS∗(t)ϕ = S∗(t)A∗ϕ, which
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yields
P˜1 =
∫ t
0
〈S(s)x0, A∗ϕ〉ds =
∫ t
0
〈x0, S∗(s)A∗ϕ〉ds
=
∫ t
0
〈x0, d
ds
S∗(s)ϕ〉ds
= 〈S(t)x0 − x0, ϕ〉,
and analogously,
P̂1 =
∫ t
0
〈S(s)y0, A∗ϕ〉 = 〈S(t)y0 − y0, ϕ〉.
In addition, using Fubini’s Theorem for t ∈ [0, t1],
P˜2 =
∫ t
0
∫ s
0
〈S(s− τ)f 1(τ, x(τ), y(τ)), A∗ϕ〉dτds
=
∫ t
0
∫ t
τ
〈1(0,s]f 1(τ, x(τ), y(τ)), S∗(s− τ)A∗ϕ〉dτds
=
∫ t
0
〈S(t− τ)f 1(τ, x(τ), y(τ))− f 1(τ, x(τ), y(τ)), ϕ〉dτ
=
∫ t
0
〈S(t− τ)f 1(τ, x(τ), y(τ)), y(τ)), ϕ〉dτ −
∫ t
0
〈f 1(τ, x(τ), y(τ)), ϕ〉dτ
and
P̂2 =
∫ t
0
∫ s
0
〈S(s− τ)f 2(τ, x(τ), y(τ)), A∗ϕ〉dτds
=
∫ t
0
〈S(t− τ)f 2(τ, x(τ), y(τ)), y(τ)), ϕ〉dτ −
∫ t
0
〈f 2(τ, x(τ), y(τ)), ϕ〉dτ.
As for the estimates of the third terms we have for t ∈ [0, t1]
P˜3 =
∞∑
l=1
∫ t
0
∫ s
0
〈S(s− τ)σ1l (τ, x(τ), y(τ)), A∗ϕ〉dBHl (τ)ds
=
∞∑
l=1
∫ t
0
∫ t
τ
〈1(0,s]σ1l (τ, x(τ), y(τ)), S∗(s− τ)A∗ϕ〉dBHl (τ)ds
=
∞∑
l=1
∫ t
0
〈S(t− τ)σ1l (τ, x(τ), y(τ)), ϕ〉dBHl (τ)−
∞∑
l=1
∫ t
0
〈σ1l (τ, x(τ), y(τ)), ϕ〉dBHl (τ),
and
P̂3 =
∞∑
l=1
∫ t
0
∫ s
0
〈S(s− τ)σ2l (τ, x(τ), y(τ)), A∗ϕ〉dBHl (τ)ds
=
∞∑
l=1
∫ t
0
〈S(t− τ)σ2l (τ, x(τ), y(τ)), ϕ〉dBHl (τ)−
∞∑
l=1
∫ t
0
〈σ2l (τ, x(τ), y(τ)), ϕ〉dBHl (τ).
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Now, taking into account all the previous estimates we can write∫ t
0
〈x(s), A∗ϕ〉ds =
∫ t
0
〈Ax(s), ϕ〉ds = 〈S(t)x0 − x0, ϕ〉
+
∫ t
0
〈S(t− τ)f 1(τ, x(τ), y(τ)), y(τ)), ϕ〉dτ
−
∫ t
0
〈f 1(τ, x(τ), y(τ)), ϕ〉dτ
+
∞∑
l=1
∫ t
0
〈S(t− τ)σ1l (τ, x(τ), y(τ)), ϕ〉dBHl (τ)
−
∞∑
l=1
∫ t
0
〈σ1l (τ, x(τ), y(τ)), ϕ〉dBHl (τ)
= 〈x(t)− x0, ϕ〉 −
∫ t
0
〈f 1(τ, x(τ), y(τ)), ϕ〉dτ
−
∞∑
l=1
∫ t
0
〈σ1l (τ, x(τ), y(τ)), ϕ〉dBHl (τ).
Finally,
〈x(t), ϕ〉 = 〈x0, ϕ〉+
∫ t
0
〈x(s), A∗ϕ〉dτ +
∫ t
0
〈f 1(τ, x(τ), y(τ)), ϕ〉dτ
+
∞∑
l=1
∫ t
0
〈σ1l (τ, x(τ), y(τ)), ϕ〉dBHl (τ),
and similar computations for y for t ∈ [0, t1] imply
〈y(t), ϕ〉 = 〈y0, ϕ〉+
∫ t
0
〈y(s), A∗ϕ〉dτ +
∫ t
0
〈f 2(τ, x(τ), y(τ)), ϕ〉dτ
+
∞∑
l=1
∫ t
0
〈σ2l (τ, x(τ), y(τ)), ϕ〉dBHl (τ).
Therefore the mild solution is also a weak solution in the interval [0, t1].
We repeat this scheme in every subinterval (tm−1, tm]) until we reach the points
t ∈ (tm, T ]. As the arguments are the same as in the previous case, we prefer to omit
the details.
6 Exponential stability
As in this section we are interested in the exponential decay to zero in mean square
of the mild solutions to (1.1), we will assume that solutions are defined globally in time.
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PC = {x : Ω× [0, T ] −→ X, x ∈ C(Jk, L2(Ω, X)), k = 1, . . . ,m such that
x(t+k , .) and x(t
−
k , .) exist with x(t
−
k , .) = x(tk, .) and
sup
t∈[0,T ]
E‖x(t, .)‖2 <∞ almost surely},
endowed with the norm
‖x‖PC = sup
s∈[0,T ]
(E‖x(s, .)‖2) 12 .
It is not difficult to check that PC is a Banach space with norm ‖ · ‖PC .
Consider the Banach space
PCb = {y ∈ PC∗(R+ × Ω, X) : y is bounded almost surely},
where
PC∗(R+ × Ω, X) = {y : [0,∞)× Ω→ X, yk ∈ C((tk, tk+1), L2(Ω, X)), k = 0, 1, 2 . . . ,
y(t−k ) and y(t
+
k ) exist and satisfy y(tk) = y(t
−
k ) for k = 1, . . .}
and yk := y|(tk,tk+1]. Endowed with the norm
‖y‖2b = sup{E|y(t)|2X : t ∈ [0,∞)},
PCb is a Banach space.
For the study of this problem we first introduce the following hypotheses:
(H7) There exist M > 0 and γ > 0 such that
‖S(t)‖ ≤Me−γt
for all t > 0.
(H8) There exist nonnegative numbers ai and bi for each i ∈ {1, 2}, and for all 0 ≤
δ ≤ γ it holds∫ t
0
eδsE|f i(s, x(s), y(s))− f i(s, x(s), y(s))|2Xds ≤ ai
∫ t
0
eδsE|x(s)− x(s)|2Xds
+bi
∫ t
0
eδsE|y(s)− y(s)|2X
and ∫ ∞
0
eγs|f i(s, 0, 0)|2Xds <∞.
for all x, y, x, y ∈ PCb.
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(H9) There exist functions αi, βi ∈ C(R+,R+), i = 1, 2 such that, for all 0 ≤ δ ≤ γ,
x, y, x, y ∈ PCb and t ∈ R+, we have∫ t
0
eδsE‖σi(s, x(s), y(s))− σi(s, x(s), y(s))‖2ds ≤ αi(t)
∫ t
0
eδsE|x(s)− x(s)|2Xds
+βi(t)
∫ t
0
eδsE|y(s)− y(s)|2Xds
and∫ ∞
0
eγsE‖σi(s, 0, 0)‖2ds <∞, sup
t∈R+
t2H−1αi(t) <∞ sup
t∈R+
t2H−1βi(t) <∞.
(H10) there exist constants dk ≥ 0 and dk ≥ 0, k = 1, . . . , such that
E|Ik(x)− Ik(x)|2X ≤ dkE|x− x|2X
E|Ik(y)− Ik(y)|2X ≤ dkE|y − y|2X ,
and ∞∑
k=1
eγtkE|Ik(0)|2X <∞, 4M2
∞∑
k=1
dk < 1,
and ∞∑
k=1
eγtkE|Ik(0)|2X <∞, 4M2
∞∑
k=1
dk < 1
for all x, y, x, y ∈ PCb.
Theorem 6.1. Assume (H7)− (H10) hold and that γ > A2 > 0 where
A2 = max
{4M2c2(H)H(2H − 1)(c2 + c1)
k˜
,
4γ−1M2(c2 + c1)
k˜
}
,
ci = max{ai, bi} , ci = max{ sup
t∈R+
t2H−1αi(t), sup
t∈R+
t2H−1βi(t)},
and
k¯∗ = 4M2
∞∑
k=1
dk, k∗ = 4M2
∞∑
k=1
dk,
1
k˜
= max(
1
1− k∗ ,
1
1− k¯∗
).
Then, there exists a unique mild solution (x, y) to problem (1.1) which converges to
zero in mean square, i.e.
lim
t→+∞
(
E‖x(t)‖2
E‖y(t)‖2
)
=
(
0
0
)
.
34 Stochastic differential equations
Proof. It is clear that each mild solution to Problem (1.1) is a fixed point of the
operator N defined in Theorem 4.1. By using (H7) − (H10), we can easily prove that
N(PCb) ⊂ PCb, and from Perov’s fixed there exists a unique (x, y) ∈ PCb×PCb which
is a fixed point of N . Now, we show that
lim
t→+∞
E|N(x, y)|2X = lim
t→+∞
(E|N1(x, y)|2X , E|N2(x, y)|2X)
= lim
t→+∞
(E|x(t)|2X , E|y(t)|2X)
= (0, 0).
First, observe that we have
E|x(t)|2X ≤ 4E|S(t)x0|2X + 4E
∣∣∣ ∫ t
0
S(t− s)f 1(s, x(s), y(s))ds
∣∣∣2
X
+4E
∣∣∣∣∣
∞∑
l=1
∫ t
0
S(t− s)σ1l (s, x(s), y(s))dBHl (s)
∣∣∣∣∣
2
X
+4E
∣∣∣ ∑
0<tk<t
S(t− tk)Ik(x(tk))
∣∣∣2
X
and
E|y(t)|2X ≤ 4E|S(t)y0|2X + 4E
∣∣∣∣∫ t
0
S(t− s)f 1(s, x(s), y(s))ds
∣∣∣∣2
X
+4E
∣∣∣∣∣
∞∑
l=1
∫ t
0
S(t− s)σ1l (s, x(s), y(s))dBHl (s)
∣∣∣∣∣
2
X
+4E
∣∣∣∣∣ ∑
0<tk<t
S(t− tk)Ik(y(tk))
∣∣∣∣∣
2
X
.
Therefore, by Lemma 2.8 and (H7),
E|x(t)|2X ≤ 4M2e−2γtE|x0|2X + 4γ−1M2
∫ t
0
e−γ(t−s)E|f 1(s, x(s), y(s))|2Xds
+4M2c2(H)H(2H − 1)t2H−1
∞∑
l=1
∫ t
0
e−2γ(t−s)‖σ1l (s, x(s), y(s))‖2ds
+4M2
∑
0<tk<t
e−2γ(t−tk)E|Ik(x(tk))|2X
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and, consequently,
eγtE|x(t)|2X ≤ 4M2E|x0|2X + 4γ−1M2
∫ t
0
eγsE|f 1(s, x(s), y(s))|2Xds
+4M2c2(H)H(2H − 1)t2H−1
∞∑
l=1
∫ t
0
eγs‖σ1l (s, x(s), y(s))‖2ds
+4M2
∑
0<tk<t
eγtkE|Ik(x(tk))|2X .
Thanks to the fact that A2− γ < 0 we can choose θ > 0 such that η = A2− γ + θ < 0,
and for these constants we have
e(γ−θ)tE|x(t)|2X ≤ 4M2e−θtE|x0|2X + 4e−θtγ−1M2
∫ t
0
eγsE|f 1(s, x(s), y(s))|2Xds
+4M2c2(H)H(2H − 1)t2H−1e−θt
∞∑
l=1
∫ t
0
eγs‖σ1l (s, x(s), y(s))‖2ds
+4M2e−θt
∑
0<tk<t
eγtkE|Ik(x(tk))|2X
≤ 4M2e−θtE|x0|2X + 4γ−1M2
∫ t
0
e(γ−θ)sE|f 1(s, x(s), y(s))|2Xds
+4M2cHH(2H − 1)t2H−1
∫ t
0
e(γ−θ)sE‖σ1(s, x(s), y(s))‖2ds
+4M2e−θt
∑
0<tk<t
eγtkE|Ik(x(tk))|2X
= 4
4∑
i=1
Pi.
Similarly,
e(γ−θ)tE|y(t)|2X ≤ 4M2e−θtE|y0|2X + 4γ−1M2
∫ t
0
e(γ−θ)sE|f 2(s, x(s), y(s))|2Xds
+4M2c2(H)H(2H − 1)t2H−1
∫ t
0
e(γ−θ)sE‖σ2(s, x(s), y(s))‖2ds
+4M2e−θt
∑
0<tk<t
eγtkE|Ik(y(tk))|2X
= 4
4∑
i=1
P i.
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Now it is easy to see, for any t ≥ 0, that
P2 =
∫ t
0
e(γ−θ)sE|f 1(s, x(s), y(s))|2Xds
≤
∫ t
0
e(γ−θ)sE|f 1(s, x(s), y(s))− f 1(s, 0, 0) + f 1(s, 0, 0)|2Xds
≤
∫ t
0
e(γ−θ)sE|f 1(s, x(s), y(s))− f 1(s, 0, 0)|2Xds+
∫ t
0
e(γ−θ)sE|f 1(s, 0, 0)|2Xds
≤ a1
∫ t
0
e(γ−θ)sE|x(s)|2Xds+ b1
∫ t
0
e(γ−θ)sE|y(s)|2Xds+
∫ t
0
e(γ−θ)sE|f 1(s, 0, 0)|2Xds,
and similarly,
P 2 =
∫ t
0
e(γ−θ)sE|f 2(s, x(s), y(s))|2Xds
≤ a2
∫ t
0
e(γ−θ)sE|x(s)|2Xds+ b2
∫ t
0
e(γ−θ)sE|y(s)|2Xds+
∫ t
0
e(γ−θ)sE|f 2(s, 0, 0)|2Xds.
By condition (H8) we deduce the existence of positive constants K1, K1 such that
4γ−1M2
∫ t
0
e(γ−θ)sE|f 1(s, 0, 0)|2Xds ≤ K1
and
4γ−1M2
∫ t
0
e(γ−θ)sE|f 2(s, 0, 0)|2Xds ≤ K1
As for the term P3 we have
P3 =
∫ t
0
e(γ−θ)sE‖σ1(s, x(s), y(s))‖2ds
≤
∫ t
0
e(γ−θ)sE‖σ1(s, x(s), y(s))− σ1(s, 0, 0) + σ1(s, 0, 0)‖2ds
≤
∫ t
0
e(γ−θ)sE‖σ1(s, x(s), y(s))− σ1(s, 0, 0)‖2ds+
∫ t
0
e(γ−θ)sE‖σ1(s, 0, 0)‖2ds
≤ α1(t)
∫ t
0
e(γ−θ)sE|x(s)|2Xds+ β1(t)
∫ t
0
e(γ−θ)sE|y(s)|2Xds+
∫ t
0
e(γ−θ)sE‖σ1(s, 0, 0)‖2ds,
and similarly,
P 3 =
∫ t
0
e(γ−θ)sE‖σ2(s, x(s), y(s))‖2ds
≤ α2(t)
∫ t
0
e(γ−θ)sE|x(s)|2Xds+ β2(t)
∫ t
0
e(γ−θ)sE|y(s)|2Xds+
∫ t
0
e(γ−θ)sE‖σ1(s, 0, 0)‖2ds.
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From (H9) we deduce the existence of positive constants K2, K2, such that
4M2c2(H)H(2H − 1)t2H−1
∫ t
0
e(γ−θ)sE‖σ1(s, 0, 0)‖2ds ≤ K2
and
4M2c2(H)H(2H − 1)t2H−1
∫ t
0
e(γ−θ)sE‖σ2(s, 0, 0)‖2ds ≤ K2.
And for the last terms
P4 = e
−θt ∑
0<tk<t
eγtkE|Ik(x(tk))|2X
≤ e−θt
∑
0<tk<t
eγtkE|Ik(x(tk))− Ik(0) + Ik(0)|2X
≤ e−θt
∑
0<tk<t
eγtkE|Ik(x(tk))− Ik(0)|2X + e−θt
∑
0<tk<t
eγtkE|Ik(0)|2X
≤ e−θt
∑
0<tk<t
eγtkdkE|x(tk)|2X + e−θt
∑
0<tk<t
eγtkE|Ik(0)|2X
≤ e(γ−θ)t
∑
0<tk<t
eγ(tk−t)dkE|x(tk)|2X + e−θt
∑
0<tk<t
eγtkE|Ik(0)|2X ,
and analogously
P 4 = e
−θt ∑
0<tk<t
eγtkE|Ik(y(tk))|2X
≤ e(γ−θ)t
∑
0<tk<t
eγ(tk−t)dkE|x(tk)|2X + e−θt
∑
0<tk<t
eγtkE|Ik(0)|2X .
Now, thanks to (H10) we have the existence of positive constants K3, K3 such that, for
all t ≥ 0,
e−θt
∑
0<tk<t
eγtkE|Ik(0)|2X ≤ K3 and e−θt
∑
0<tk<t
eγtkE|Ik(0)|2X ≤ K3,
which further imply
e(γ−θ)tE|x(t)|2X ≤ 4M2e−θtE|x0|2X +
3∑
i=1
Ki + 4γ
−1M2a1
∫ t
0
e(γ−θ)sE|x(s)|2Xds
+4γ−1M2b1
∫ t
0
e(γ−θ)sE|y(s)|2Xds
+4M2c2(H)H(2H − 1)t2H−1α1
∫ t
0
e(γ−θ)sE|x(s)|2Xds
+4M2c2(H)H(2H − 1)t2H−1β1
∫ t
0
e(γ−θ)sE|y(s)|2Xds
+4M2e(γ−θ)t
∑
0<tk<t
eγ(tk−t)dkE|x(tk)|2X ,
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and similarly
e(γ−θ)tE|y(t)|2X ≤ 4M2e−θtE|y0|2X +
3∑
i=1
Ki + 4γ
−1M2a2
∫ t
0
e(γ−θ)sE|x(s)|2Xds
+4γ−1M2b2
∫ t
0
e(γ−θ)sE|y(s)|2Xds
+4M2c2(H)H(2H − 1)t2H−1α2
∫ t
0
e(γ−θ)sE|x(s)|2Xds
+4M2c2(H)H(2H − 1)t2H−1β2
∫ t
0
e(γ−θ)sE|y(s)|2Xds
+4M2e(γ−θ)t
∑
0<tk<t
eγ(tk−t)dkE|y(tk)|2X .
Consider functions µ, µ defined on [0,+∞) by
µ(t) = sup{E|x(s)|2X : 0 ≤ s ≤ t}, µ(t) = sup{E|y(s)|2X : 0 ≤ s ≤ t}.
Together with (H9), it follows that, for each t > 0, the constant k∗(t) = 4M2
∑
0<tk<t
eγ(tk−t)dk ≤
k∗ < 1. Then
e(γ−θ)tµ(t) ≤ 4M
2
1− k∗ e
−θtE|x0|2X +
3∑
i=1
Ki
1− k∗ +
4γ−1M2a1
1− k∗
∫ t
0
e(γ−θ)sµ(s)ds
+ 4
γ−1M2b1
1− k∗
∫ t
0
e(γ−θ)sµ(s)ds
+
4M2c2(H)H(2H − 1)t2H−1α1(t)
1− k∗
∫ t
0
e(γ−θ)sµ(s)ds
+
4M2c2(H)H(2H − 1)t2H−1β1(t)
1− k∗
∫ t
0
e(γ−θ)sµ(s)ds.
Analogously, the constant k¯∗(t) = 4M2
∑
0<tk<t
eγ(tk−t)dk ≤ k¯∗ < 1 and we have
e(γ−θ)tµ(t) ≤ 4M
2
1− k¯∗
e−θtE|y0|2X +
3∑
i=1
Ki
1− k¯∗
+
4γ−1M2a2
1− k¯∗
∫ t
0
e(γ−θ)sµ(s)ds
+ 4
γ−1M2b2
1− k¯∗
∫ t
0
e(γ−θ)sµ(s)ds
+
4M2c2(H)H(2H − 1)t2H−1α2
1− k¯∗
∫ t
0
e(γ−θ)sµ(s)ds
+
4M2c2(H)H(2H − 1)t2H−1β2
1− k¯∗
∫ t
0
e(γ−θ)sµ(s)ds.
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Therefore,
e(γ−θ)t(µ(t) + µ(t)) ≤ 4M
2
1− k∗ e
−θtE|x0|2X +
4M2
1− k¯∗
e−θtE|y0|2X +
3∑
i=1
Ki
1− k∗ +
3∑
i=1
Ki
1− k¯∗
+
4γ−1M2
1− k∗
(
a1
∫ t
0
e(γ−θ)sµ(s)ds+ b1
∫ t
0
e(γ−θ)sµ(s)ds
)
+
4M2c2(H)H(2H − 1)
1− k∗
(
t2H−1α1(t)
∫ t
0
e(γ−θ)sµ(s)ds
+ t2H−1β1(t)
∫ t
0
e(γ−θ)sµ(s)ds
)
+
4γ−1M2
1− k¯∗
(
a2
∫ t
0
e(γ−θ)sµ(s)ds+ b2
∫ t
0
e(γ−θ)sµ(s)ds
)
+
4M2c2(H)H(2H − 1)
1− k¯∗
(
t2H−1α2(t)
∫ t
0
e(γ−θ)sµ(s)ds
+ t2H−1β2(t)
∫ t
0
e(γ−θ)sµ(s)ds
)
,
the maximum being taken componentwise for each i = 1, 2, and
ci = max{ai, bi} , ci = max{t2H−1αi(t), t2H−1βi(t)}, 1
k˜
= max{ 1
1− k¯∗
,
1
1− k∗}.
e(γ−θ)t(µ(t) + µ(t)) ≤ 4M
2
k˜
e−θt
(
E|x0|2X + E|y0|2X
)
+
3∑
i=1
Ki +Ki
k˜
+
4γ−1M2c1
k˜
∫ t
0
e(γ−θ)s
(
µ(s) + µ(s)
)
ds
+
4M2c2(H)H(2H − 1)c1
k˜
∫ t
0
e(γ−θ)s
(
µ(s) + µ(s)
)
ds
+
4γ−1M2c2
k˜
∫ t
0
e(γ−θ)s
(
µ(s) + µ(s)
)
ds
+
4M2c2(H)H(2H − 1)c2
k˜
∫ t
0
e(γ−θ)s
(
µ(s) + µ(s)
)
ds,
where
A2 = max
{4M2c2(H)H(2H − 1)(c2 + c1)
k˜
,
4γ−1M2(c2 + c1)
k˜
}
and
A1 =
4M2
k˜
e−θt
(
E|x0|2X + E|y0|2X
)
+
3∑
i=1
Ki +Ki
k˜
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e(γ−θ)t
(
µ(t) + µ(t)
)
≤ A1 + A2
∫ t
0
e(γ−θ)s
(
µ(s) + µ(s)
)
ds,
where A1 is a suitable positive constant. Gronwall’s Lemma conduces us to
e(γ−θ)t(µ(t) + µ(t)) ≤ A1eA2t,
and, consequently,
µ(t) + µ(t) ≤ A1e(A2−γ+θ)t = A1eηt.
Then
lim
t→∞
[µ(t) + µ¯(t)] = 0⇒ lim
t→∞
E|x(t)|2X = 0, lim
t→∞
E|y(t)|2X = 0.
The proof is therefore complete.
7 An example
In this section we present an example to illustrate the usefulness and applicability of
our results. We consider with finite or infinite fractional Browian motion.
Example 7.1. Consider the following couple stochastic partial differential equation
with impulsive effects
du(t, ξ) = ∂
2
∂ξ2
u(t, ξ) + F (t, u(t, ξ), v(t, ξ))
+σ(t)
dBHQ
dt
, t ≥ 0, t 6= tk, 0 ≤ ξ ≤ pi,
dv(t, ξ) = ∂
2
∂ξ2
v(t, ξ) +G(t, u(t, ξ), v(t, ξ))
+σ(t)
dBHQ
dt
, t ≥ 0, t 6= tk, 0 ≤ ξ ≤ pi,
u(t+k , ξ) − u(t−k , ξ) = αku(t−k , ξ), k = 1, · · · ,m,
v(t+k , ξ) − v(t−k , ξ) = α¯kv(t−k , ξ), k = 1, · · · ,m,
u(t, 0) = u(t, pi) = 0, t ≥ 0,
v(t, 0) = v(t, pi) = 0, t ≥ 0,
u(0, ξ) = u0(ξ), 0 ≤ ξ ≤ pi,
v(0, ξ) = v0(ξ), 0 ≤ ξ ≤ pi,
(7.1)
where αk > 0, B
H
Q denotes a fractional Brownian motion, G,F : [0, pi] × R × R → R
are continuous functions.
Let
x(t)(ξ) = u(t, ξ), y(t)(ξ) = v(t, ξ) t ∈ J, ξ ∈ [0, pi],
Ik(x(tk))(ξ) = αku(t
−
k , ξ), I¯k(y(tk))(ξ) = αkv(t
−
k , ξ) ξ ∈ [0, pi], k = 1, · · · ,m,
f(t, x(t), y(t))(ξ) = F (t, u(t, ξ), v(t, ξ)), , ξ ∈ [0, pi],
g(t, x(t), y(t))(ξ) = G(t, u(t, ξ), v(t, ξ)), , ξ ∈ [0, pi].
u0(ξ) = u(0, ξ), v0(ξ) = v(0, ξ) , ξ ∈ [0, pi],
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Take K = H = L2([0, pi]). We define the operator A by Au = u′′, with domain
D(A) = {u ∈ H, u′, u′′ ∈ H and u(0) = u(pi) = 0}.
Then, it is well known that
Az = −
∞∑
n=1
e−n
2t〈z, en〉en, z ∈ H,
and A is the infinitesimal generator of an analytic semigroup {S(t)}t≥0 on H, which
is given by
S(t)u =
∞∑
n=1
e−n
2t〈u, en〉en, u ∈ H, and en(u) = (2/pi)1/2 sin(nu), n = 1, 2, · · · , is
the orthogonal set of eigenvectors of A. The analytic semigroup {S(t)}t>0, t ∈ J , is
compact, and there exists a constant M ≥ 1 such that ‖S(t)‖2 ≤M .
In order to define the operator Q : K −→ K, we choose a sequence {σn}n≥1 ⊂ R+,
set Qen = σnen, and assume that
tr(Q) =
∞∑
n=1
√
σn <∞.
Define the process BHQ (s) by
BHQ =
∞∑
n=1
√
σnγ
H
n (t)en,
where H ∈ (1/2, 1), and {γHn }n∈N is a sequence of two-sided one-dimensional mutually
independent fractional Brownian motions. Assume now that
(i) There exist some positive number dk, d¯k k ∈ {1, · · · ,m} such that
|Ik(ξ)| ≤ dk, |I¯k(ξ)| ≤ d¯k
for any ξ ∈ R.
(ii) The functions f, g : [0, T ]×H −→ H defined by f(t, u)(.) = F (t, u(.)), g(t, u)(.) =
G(t, u(.)) are continuous and we impose suitable conditions on F and G to verify
assumption (H2) .
(iii) Assume that there exists an integrable function η : [0, T ] −→ R+ such that
|F (t, x, y)|2 ≤ η(t)ψ(|x|2 + |y|2), |G(t, x, y)|2 ≤ η(t)ψ(|x|2 + |y|2)
for any t ∈ [0, T ] and x, y ∈ R, where ψ : [0,∞) −→ (0,∞) is continuous,
nondecreasing and concave with∫ ∞
1
ds
ψ(s)
= +∞.
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(iv) The function σ : [0, T ] −→ L2Q(K,H) is bounded, that is, there exists a positive
constant L such that ∫ T
0
‖σ(s)‖2L2Qds < L, ∀T > 0.
Thus, problem (7.1) can be written in the abstract form
dx(t) = [Ax(t) + f(t, x, y)]dt+ σ(t)dBHQ (t), t ∈ J := [0, T ],
dy(t) = [Ay(t) + g(t, x, y)]dt+ σ(t)dBHQ (t), t ∈ J := [0, T ],
x(t+k )− x(tk) = Ik(x(tk)), k = 1, . . . ,m;
y(t+k )− y(tk) = Ik(y(tk)), k = 1, . . . ,m;
x(0) = x0,
y(0) = y0.
(7.2)
Thanks to these assumptions, it is straightforward to check that (H1)− (H6) hold true
and, then, assumptions in Theorem 4.2 are fulfilled, and we can conclude that system
(7.1) possesses a mild solution on [0, T ].
In the case that we consider the problem for t ∈ [0,∞), we observe that
(i
′
) ‖S(t)‖ ≤ e−pi2t,
(ii
′
) The functions f, g : [0,∞) ×H −→ H are continuous and under suitable condi-
tions on F , assumption (H2) holds in [0,+∞).
(iii
′
) The function σ : [0,+∞) −→ L2Q(K,H) is bounded, that is, there exists a positive
constant L such that ∫ ∞
0
eγs‖σ(s)‖2L0Qds < L.
(iv
′
) There exist some positive number dk, k ∈ {1, · · · ,m, · · · } such that
|Ik(ξ)| ≤ dk, |I¯k(ξ)| ≤ d¯k and
∞∑
k=1
dk <∞,
∞∑
k=1
d¯k <∞
for any ξ ∈ R.
Thus the problem (7.1) can be written in the abstract form
dx(t) = [Ax(t) + f(t, x, y)]dt+ σ(t)dBHQ (t), t ∈ J := [0,∞) ;
dy(t) = [Ay(t) + g(t, x, y)]dt+ σ(t)dBHQ (t), t ∈ J := [0,∞) ;
x(t+k )− x(tk) = Ik(x(tk)), k = 1, 2, 3 . . .
y(t+k )− y(tk) = Ik(y(tk)), k = 1, 2, 3 . . .
x(0) = x0,
y(0) = y0.
(7.3)
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Corollary 7.1. Let σ1, σ2 : [0, pi]× L2([0, pi])× L2([0, pi])→ L2([0, pi]) be defined by
σ1(t, x, y) =
∞∑
k=1
σ1k(t, x, y), σ
2(t, x, y) =
∞∑
k=1
σ2k(t, x, y),
where
σ1k(t, x, y)v(s) = a2k+1
∫ t
0
[sin k2x(t)]f(s)ds+ a2k
∫ t
0
[cos k2y(t)]f(s)ds, v ∈ L2([0, pi])
and
σ2k(t, x, y)v(s) = b2k+1
∫ t
0
[sin k2x(s)]f(s)ds+ b2k
∫ t
0
[cos k2y(s)]f(s)ds, v ∈ L2([0, pi]).
If
∑
a2k <∞,
∑
b2k <∞, then for each k ∈ N we have
σ1k, σ
2
k ∈ L0Q(L2([0, pi], L2([0, pi]))
and ∞∑
l=1
‖σil(., x, y)‖2L0Q <∞, i = 1, 2.
Proof. Clearly, for every k ∈ N, σ1k, σ2k are linear continuous operators. Let (ei)i∈N be
an orthonormal basis of L2([0, pi])
‖σ1k(t, x, y)‖2LQ
=
∞∑
k=1
∫ pi
0
(∣∣∣∣√σna2k+1 ∫ t
0
[sin k2x(s)]en(s)ds+
√
σna2k
∫ t
0
[cos k2y(s)]en(s)ds
∣∣∣∣2
)
dt
≤ 2pi2(a22k+1 + a22k)
∞∑
n=1
σn.
Therefore
‖σ1k(t, x, y)‖L0Q ≤ pi
√
2(a22k+1 + a
2
2k)
∞∑
n=1
√
σn <∞.
‖σ1k(t, x, y)‖2L0Q ≤ L∗(a
2
2k+1 + a
2
2k), L∗ = 2pi
2
∞∑
n=1
√
σn.
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We deduce
‖σ1(t, x, y)‖2 =
∞∑
k=1
‖σ1l ‖L0Q
≤ L∗
∞∑
k=1
(a22k+1 + a
2
2k)
≤ L∗
∞∑
k=1
a2k <∞.
and
‖σ2(t, x, y)‖2 =
∞∑
k=1
‖σ2l ‖2L0Q
≤ L∗
∞∑
k=1
b2k <∞.
Hence
E‖σ1(t, x, y)‖2 ≤ L∗
∞∑
k=1
a2k + E(‖x‖2L2 + ‖y‖2L2) for all x, y ∈ L2([0, pi]),
and
E‖σ2(t, x, y)‖2 ≤ L∗
∞∑
k=1
b2k + E(‖x‖2L2 + ‖y‖2L2) for all x, y ∈ L2([0, pi]).
Corollary 7.2. Let K : [0, pi]× [0, pi]×R×R→ R be a continuous function such that
there exist a, b ≥ 0 such that
|K(t, s, x, y)−K(t, s, x¯, y¯)| ≤ a|x− x¯|+ b|y − y¯|, for all x, x¯, y, y¯ ∈ R.
Then K∗ : [0, pi]× L2([0, pi])× L2([0, pi])→ L0Q(L2([0, pi]), L2([0, pi])) defined by
K∗(t, x, y)f(t) =
∫ t
0
K(t, s, x(s), y(s))f(s)ds, f ∈ L2([0, pi]),
is a Hilbert-Schmidt operator and there exist α, β ≥ 0 such that
‖K∗(t, , x, y)−K(t, s, x¯, y¯)‖L0Q ≤ α‖x−x¯‖L2+β‖y−y¯‖L2 for each x, x¯, y, y¯ ∈ L2([0, pi]).
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Proof. It is clear that K∗(t, x, y) is a bounded linear operator. Let (ei)i∈N be an or-
thonormal basis of L2([0, pi])
‖K∗(t, x, y)‖2L0Q
=
∞∑
k=1
∫ pi
0
(∣∣∣∣√σn ∫ t
0
[K(t, s, x(s), y(s))]en(s)ds
∣∣∣∣2
)
dt
≤
∞∑
n=1
∫ pi
0
(
σn
(∫ pi
0
[a|x(s)|+ b|y(s)|]|en(s)|ds+
∫ pi
0
|K(t, s, 0, 0)||en(s)|ds
)2)
dt
≤ 4pia2
∞∑
n=1
σn‖x‖2L2 + 4pib2
∞∑
n=1
σn‖y‖2L2 + 2pi2 sup
(t,s)∈[0,pi]×[0;pi]
|K(t, s, 0, 0)|
∞∑
n=1
σn.
Thus
‖K∗(t, x, y)‖L0Q ≤ α1‖x‖L2 + β1‖y‖L2 + γ1 <∞,
where
α21 = 4pia
2
∞∑
n=1
σn, β
2
1 = 4pib
2
∞∑
n=1
σn, γ
2
1 = 2pi
2 sup
(t,s)∈[0,pi]×[0,pi]
|K(t, s, 0, 0)|
∞∑
n=1
σn.
We can easily prove
‖K∗(t, , x, y)−K(t, s, x¯, y¯)‖2LQ ≤ α‖x−x¯‖2L2+β‖y−y¯‖2L2 for each x, x¯, y, y¯ ∈ L2([0, pi]),
where α = α21, β = β
2
1 .
Corollary 7.3. Let {Kn}n∈R : [0, pi]× [0, pi]× R× R→ R be a summability kernel on
[0, pi] i.e it holds
∞∑
n=1
‖Kn(t, ., x, y)‖2L2 <∞,
and K is a continuous function such that there exists an, bn ≥ 0 such that
|K(t, s, x, y)−K(t, s, x¯, y¯)| ≤ an|x− x¯|+ bn|y − y¯|, for all x, x¯, y, y¯ ∈ R.
If
∞∑
n=1
(a2n + b
2
n) <∞.
Then K¯n : [0, pi]× L2([0, pi])× L2([0, pi])→ L0Q(L2([0, pi]), L2([0, pi])) be defined by
K¯n(t, x, y)f(t) =
∫ t
0
Kn(t, s, x(s), y(s))f(s)ds, f ∈ L2([0, pi]),
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is a Hilbert-Schmidt operator and there exists α, β ≥ 0 such that
∞∑
n=1
‖K¯n(t, x, y)−K¯n(t, s, x¯, y¯)‖2L0Q ≤ α‖x−x¯‖
2
L2+β‖y−y¯‖2L2 for each x, x¯, y, y¯ ∈ L2([0, pi]).
Proof. To prove the result we use the same method in the proof of Corollary 7.2.
Lemma 7.1. Assume that σ satisfies conditions of Corollary 7.1 or (Corollary 7.1
or 7.2), and (iii) or F,G are Lipschitz functions and Ik, Ik satisfy (i) or (iv
′). Then,
problem 7.2 has at least one solution and problem (7.3) has exponentially stable mild
solutions.
Proof. If we use that F,G are Lipchitz functions and assumptions in Corollary 7.2 or 7.3
hold, then by Theorem 4.1, problem 7.2 possesses a unique mild solution. By the same
method we can prove that all the conditions of Theorem 4.2 or 6.1 are satisfied.
Remark 7.1. In the case where f2 = 0, g
1 = g2 = 0, Ik = I¯k = 0 and A = 0, our
example includes the equation for Brownian motion on the group of diffeomorphisms
of the circle (see [1, 21]).
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