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ABSTRACT 
Information Transfer and Regulation in a Model 
Ecosystem with Environmental Stochasticity 
by 
M. McKee, Master of Science 
Utah State University, 1979 
/ Major Professor: c:::_· _____ =:> Department: Range Science 
The concept of regulation in ecosystems has been given consider-
able attention in the ecological literature, but no formal treatment 
has been offered. This study proposes a rigorous definition of 
regulation which is derived from the mathematics of information 
and communication theory. A theoretical, mathematical equivalent of 
the definition is also offered which implies serious limitations as 
to the value of most traditional laboratory population studies and 
deterministic population models in understanding regulation in 
ecosystems. The empirical validity of this theoretical equivalence 
is tested through use of a competition model of two diatoms. Other 
observations concert).ing the relationship between environmental 
variability and regulation are also reported. 
(129 pages) 
CHAPTER I 
INTRODUCTION 
Purpose 
The synthetic o roperties of complex systems (i.e., 
directly but 
which "energe" upon examination of the behavior and interrelationship 
of the components of a system) have received significant attention 
in the general systems literature. The synthetic properties of 
ecosystems, such as stability, diversity, complexity, and resilience, 
have also been explored in the literature of theoretical ecology. 
The purpose of this research is to examine the concept of 
regulation, which is another synthetic characteristic of complex 
systems. In particular, the purpose of the study is to test the 
hypothesis that, in an ecosystem with two or more interacting popu-
lations, the amount that one population can regulate another is 
limited by the amount of information that it has about the environ-
ment of the other population, less the amount of information that it 
\. ~ can process about the other population itself, plus the amount of 
~/' ~~ nformation the other population has about its ss 
~~ the amount of information the populations joint 
environment. 
As used herein, regulation refers to the capacity of a component 
or set of components of a system to control or reduce the variety or 
randomness in the behavior of another component or 
Regulation, then, refers to the degree of success 
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mechanisms in enforcing a measure of constancy or regularity upon 
other parts of the system. Regulation is a synthetic property of 
systems because its measurement (or the detection of its presence) 
requires a detailed statistical examination of those system 
components thought to be regulating and regulated. 
Objectives and Scope 
The major objectives of the research reported here are to obtain 
a theoretical definition of the phenomenon of regulation from the 
mathematics of information theory, and to test this theory against 
mathematically simulated population data. In so doing, the following 
questions are to be considered: 
1. How do environmental conditions affect the regulation of 
natural populations? 
2. What classes of regulation and regulators might occur in 
natural systems? 
3. How successful might these various classes of regulators 
be expected to be? 
4. To what extent can biotically unimportant populations 
(those populations in an ecosystem which account for a very low 
percentage of the total system b:Lomass, energy transfer, and 
nutrient cycling) regulate other populations? 
Motivation For The Study 
The systematic analysis of many of the synthetic attributes of 
model ecosystems, especially complexity and stability, has most 
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often required, or at least be en conducted under, the simplifying 
assumptions of linearity and deterministic behavior, and has 
emphasized or concentrated upon the hypothesized qualitative structure 
of the system rather than its quantitative behavior • . Unfortunately, 
real ecosystems and many of the most interesting ecosystem models 
are nonlinear and stochastic. Moreover, in the case of real systems, 
a suitable qualitative mathematical representation of the system may 
be very difficult to discover. A method of measuring or assessing 
system behavior which makes no assumptions about linearity, which 
can address stochastic system input, and which does not require a 
full knowledge of the mathematical relationship of the system's 
variables may be useful in examining the behavior of and relationship 
between elements of ecosystems. Such a method, based upon the 
assumptions and axioms of information and communication theory, is 
proposed here to analyze the regulatory relationship between popu-
lations and their environments in a model ecosystem. 
The decision to use the mathematics of information theory in 
analyzing regulation in ecosystems is based on several considerations. 
First, the complexity of the subject matter of ecology has made the 
accurate prediction of the behavior of ecological systems and the 
analysis of synthetic ecosystem characteristics very difficult. 
Natural systems are often nonlinear and the , relationships between 
their various elements are frequently difficult to quantify. In 
the face of this complexity, theorists have persisted in the 
use of models and techniques of analysis which assume linearity. 
This is particularly true in the various applications of classical 
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neighborhood stability analysis (Gardner and Ashby, 1970; May, 1973a, 
Ch. 2, 1973b, 1973c, 1974a; Allen, 1975) and in examples of graphical 
analysis (Rosenzweig and MacArthur, 1963). 
Second, environmental variability is one of the chief causes 
of population fluctuations (Elton, 1958). While deterministic . 
population models can teach us much about population dynamics, . they 
can be misleading under certain conditions (see for example May, 
1973c). Accordingly, ecosystem models and their attendant techniques 
of analysis should be capable of incorporating stochastic environ-
ment .al input (Macfadyen, 1963, p. 181; Ehrlich and Birch, 1967; 
Levin, 1970). As will be discussed in subsequent chapters, this 
point is especially critical in using theoretical population models 
to examine the concept of regulation. 
Third, theorists have generally been content in examining the 
qualitative mathematical structure of model systems, and have not 
spent a great deal of time in systematic analysis of the quantitative 
behavior of these models. With the exception of a few numerical 
studies of the behavior of model systems (Leslie and Gower, 1958, 
1960; Leslie, 1958; Bartlett et al., 1960; Barnett, 1962; McMurtrie, 
1975), most efforts have been directed at describing those 
conditions under which a particular model of a certain type of 
interspecific relationship will and will not be "stable" (see for 
example Levin, 1970; May, 1973a, 1973c). While these studies of 
the qualitative mathematical structure of systems provide useful 
theoretical insight, it is equally important to examine the 
quantitative nature of those characte .ristics in ecosystems that 
contribute to homeostasis. 
\ 
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Fourth, in almost all studies of laboratory ecosystems and in 
studies of model systems with environmental stochasticity, the true 
importance of a population's functional response to environmental 
fluctuations with regard to system homeostatis has been overlooked. 
The very design of most laboratory ecosystem experiments has 
required constant environmental conditions (see for example Park, 
1948, 1954, 1957, 1962; Park et al., 1964; Utida, 1950, 1953, 1957, 
1967; Gause, 1934). While this experimental design can serve to 
identify a "winner" in a predation or competition situation under 
specific and constant laboratory conditions, it provides little 
information regarding the importance of environmental fluctuations 
in governing those interspecif ic relationships (Neyman et al., 1956). 
Also, while random environmental fluctuations have been incorporated 
into many theoretical population models (Leslie, 1958; Leslie and 
Gower, 1958, 1960; Levins, 1969; Lewontin and Cohen, 1969; May, 
1973a, Ch. 5, 1973c, 1974b; Feldman and Roughgarden, 1975; Smith 
and Mead, 1975), these have ·usually been represented as random 
variations in population parameters (e.g., natality rate, mortality 
rate, carrying capacity, etc.) instead of random variations in 
environmental conditions which in turn produce fluctuations in 
population parameters. There is a difference, and to date, this 
difference has not been fully explored. 
Finally, there has been a recent trend in the thinking of some 
ecologists to the effect that certain members of communities function 
/ 6 
as "regulators" of other members, even though these "regulators" 
are insignificant to the community in terms of their total biomass 
and their contribution to total community energy transfer and nutrient 
cycling. This has been a main thesis of Galley (1973), Mattson and 
Addy (1975), and Lee and Inman (1975). Though this hypothesized 
"regulation" takes the form of some kind of interspecific interaction, 
no one has proposed a formal theoretical definition or measure of 
this phenomenon. A part of the problem here is that successful 
cybernetic regulators in a system rarely account for much of the 
total system mass, energy consumption, etc., but they do account for 
much of the information transfer in the system. It should be 
possible, therefore, to examine the phenomenon of regulation of one 
population by another not in terms of biomass, energy flow, nutrient 
transfer, etc., but in terms of information theoretic analyses of 
such data. 
In summary, because of the complexity of ecological systems, 
the general failure of ecological theorists to fully address the 
importance of a stochastic environment in affecting population 
changes, and the recent speculations in the literature regarding 
cybe .rnetic regulation in natural ecosystems, information theory, 
the language of cybernetics, is proposed here as a research tool 
for theoretical ecologists. 
Chapter Introductions 
By way of introduction, the following chapters are intended to 
present a review of the relevant literature, a thorough discussion 
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of the theoretical model of regulation, a description of the experi-
mental procedures and results of the study, and a listing of 
conclusions and speculations deriving from those results. Chapter 2 
contains a review of the literature surrounding the dominant theories 
· Qf community dynamics and how these might relate to the phenomenon 
of regulation. Chapter 3 details the basic definitions and axioms 
of information theory, the theoretical model of regulation as iit is 
derived from those definitions and axioms, and the relation of the 
theoretical model to the theories of community dynamics. Chapter 4 
provides a discussion of the data obtained to test the theoretical 
model and the statistical and mathematical analyses used to do 
this. Chapters 5 and 6 present the results and conclusions, 
respectively, of the study. 
A note about the mathematics of information theory ·as used in 
the study is in order. Since the analyses used in the study rely 
on concepts and measures from the mathematics of information theory, 
a rudimentary knowledge of a few mathematical constructs is 
necessary to understand the basic argument in the thesis. It should 
be emphasized that these initial basic concepts are definitional 
in nature and thereby non-controversial from a mathematical stand-
point. It should also be emphasized that an understanding of these 
definitions requires little more mathematical background than 
first-year calculus. 
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CHAPTER II 
LITERATURE REVIEW 
Theories of Community Dynamics and Regulation 
Several different measurements are generally used to indicate 
e importance of a particular species in a community. Among these 
number of individuals, total population biomass, and total 
p pulation energy flow. The validity of these as measurements of 
the importance of a given species in a community .in terms of its 
impact on community dynamics is generally grounded in the traditional 
ecological concepts of community structure and dynamics. Principal 
among these are the ideas pertaining to Eltonian pyramids and the 
classical Lindeman (1942) trophic-dynamic aspect of community 
structure. 
Traditional measures of consumer activity and importance have 
indicated an ecological paradox, however. This apparent anomaly 
stems from the fact that the accepted measures of consumer importance 
in a community generally indicate that primary consumers are not at 
all important with respect to community dynamics. For example, many 
studies of community energetics have shown that primary consumers 
play a relatively insignificant role in total community energy 
transfer. In most cases, less than 3 percent of the available 
, production is utilized by consumers, and only rarely do consumers 
of the available primary 
production (cf., Gebczynska, 1968; Myllymaki, 1968; Trojan ., 1968; 
f ':>' . 
v 
Galley, 1960, E. P. Odum et al., 1962; Chew and Chew, 1970; 
Ryszkowski, 1968; Grodzinski et al., 1968; Grodzinski, 1971). 
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The paradox arises, then, because, importance indicators to 
the contrary, certain experiments (such as exclosure studies) show 
that the dynamics of many communities are substantially different 
without animal activity. The paradox might be resolved by 
constructing better measurements of the importance of animal 
populations within communities. Since the current measurements 
stem from our traditional concepts of connnunity dynamics, this will 
likely involve adoption of different conceptual models of community 
organization than ecologists have used heretofore. The following 
sections provide a brief overview of the prevailing models of 
community structure and dynamics arid a discussion of how recent 
speculations about regulation in natural communities might point 
toward changes in some of the traditional theories. 
The Lindeman Trophic-Dynamic Concept 
The traditional conceptual models of community dynamics stem 
largely from the classical Lindeman (1942) trophic-dynamic concept. 
The Lindeman model analyzes community dynamics in terms of energy 
transfer between various trophic levels and in terms of energy losses 
from each level to death and respiration (see Figures 2.1 and 2.2). 
'fhe basic assumptions of the model are (1) the laws of thermo-
dynamics hold for both plants and animals, (2) plants and animals 
may be grouped into trophic levels according to their feeding 
behavior, (3) there are normally at least three trophic levels 
I 
• 
egestion 
death 
\ 
n 
ingestion 
assimilation 
A respiration 
n 
(standing crop) 
>- . 
n+l R n 
Figure 2.1. The original Lindeman dyn amic model. 
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heat 
decomposers 
light 
primary 
produ ce rs 
1st 
consumers 
consumers 
rd J 
consumers 
11 
•---+----- import 
---+---~ export 
" 
Figure 2.2. The Lindeman ecos ystem model (from Wiegert 
and Owen, 1971) 
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(e.g., primary producers, primary consumers, and secondary consumers) 
in any ecosystem, (4) the ecosystem is in equilibrium, and (5) the 
calorie is the basic unit of measurement of connnunity dynamics. 
Among the major conclusions Lindeman draws about community 
structure are the following: (1) evidence derived from studies of 
food-cycle relationships implies that the biotic community cannot 
differentiated from the abiotic environment ., and . hence, 
ecosystem should be the fundamental ecological unit of analysis, 
(2) the organisms in an ecosystem may be grouped into discrete 
trophic levels, (3) the energy relationships of the trophic levels 
y be expressed in terms of their productivity, A, where, if Ak is 
d · . f h kth h. 1 1 pro uctivity o t e tropic eve, 
(2 .1) 
(4) the more remote an organism is from the initial source of energy 
input into the ecosystem, the less likely it will be dependent upon 
the immediately preceding trophic level for energy, (5) the percent-
age of energy lost through respiration will be greater at higher 
levels of the food cycle, and (6) consumers at higher levels of 
the food cycle will generally be more efficient in the utilization 
of their energy supply. 
Some of the assumptions of the Lindeman trophic-dynamic model 
have been questioned and some of Lindeman's conclusions have been 
criticized. For example, Lindeman's conclusion relating to the 
relative efficiency of higher trophic levels (point 6 above) has 
13 
µ,/rs/..J 
~,.s ~J.f. /,- ~ .~J,~flft.S 
been examined by Kozlovsky (1968). Kozlovsky~eneraJ J y asrees uitll . . 
o-J otM,,. , ....... , .,. ~/··~.,......, ~ "~ a.,,~ ( c,l, <:Jd14,111 lftN /'·'ii}. 
Lindeman' s sixth conclusion,.\ ;i,£ r.ie1H;lai1Re1e effieiea.ey io aefiued . 1 .., 
Weigert and Owen Modifications 
Weigert and Owen (1971) have proposed modifications in the 
trophic-dynamic concept. These generally consist of slight changes 
of Figure 2.2 to include a breakdown of the decomposer organisms 
into several trophic levels of saprophages (see Figure 2.3). This 
results chiefly in a more stable model of community energetics. 
In addition to these criticisms and modifications of the original 
Lindeman model, some of its basic assumptions are also questionable. 
In particular, it is doubtful that animals may always be classified 
into distinct, well-defined trophic levels (Murdoch, 1966), and it 
certainly is not the case that all ecosystems are in equilibrium. 
While criticisms of the Lindeman model can be cited, the general 
model still provides the basic framework used by many ecologists in 
expressing and understanding community dynamics. Whole-community 
energetic analysis has been made famous by the Brothers Odum, and 
many others have made similar kinds of studies (cf., Bray, 1962; 
Chew and Chew, 1965, 1970; Cummins et al., 1966; Engelmann, 1961; 
Colley, 1960; Galley et al., 1962; E. P. Odum et al., 1962; 
Menhinick, 1972; H. T. Odum, 1957; Odum and Odum, 1955; Teal, 1957, 
1962). 
heat light 
i...--------1 primary 
3rd 
saprophages 
producers 
consumers 
Figure 2.J. The Lindeman ecosystem model as modified by 
Wiegert and Owen (1971). 
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These classical models of ecosystem dynamics probably only tell 
part of the story of the role played by the various members of 
ecosystems. There are several examples where consumers have a 
significant impact on nutrient cycling and the dispersal and presence 
or absence of certain plant species within communities. For example, 
Livingston (1972) has shown that robins have a significant effect on 
the dispersal of Juniperus connnunis and Juniperus virginiana in 
pastures in New England. Livingston found that robins eat seeds of 
both species and deposit them on rocks in the pastures, whereupon rain 
washes the seeds into safe sites at the base of the rocks. Where 
~ virginiana will do well on non-compacted soil (i.e., seedlings 
will sprout even if seeds are not placed in safe sites), both species 
do best on the compacted soil between stones, and~ communis does not 
do well without safe sites. The robins, then, consume a relatively 
small proportion of the total annual primary production for the 
community, but have a significant impact on the dispersal of J. 
virginiana and the presence or absence of J. communis. 
Jansen (1971) has discovered that the actions of buruchid 
beetles and moth larvae have a significant effect on the presence 
or absence of Cassia grandis in disturbed communities. Jansen noted 
that Cassia does not produce any seedlings that survive to maturity 
in communities which have been disturbed. Cassia is a pod-bearing 
legume. When the pods mature, buruchid larvae attack some of the 
seeds within the pod. Moth larvae then enter the h9le in the pod 
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made by the buruchid larvae and eat a gelatinous material surround-
ing the seeds. Finally, another species of buruchid enters the hole 
and consumes the remaining seeds. The net effect is that 100 
percent of the seeds are consumed except for those in pods carried 
away by small mammals. Jansen found out that disturbance within a 
connnunity stops activity on the part of the small animals, thus 
allowing the insects to consume all of the Cassia seeds. Activity 
on the part of the primary consumers then, while probably insignifi-
cant in terms of total energy flow, is very significant in terms of 
its impact on the composition of the plant community and the presence 
or absence of Cassia grandis. 
The general impact of consumers on nitrogen cycling in arid 
ecosystems has been discussed by Gist and Sferra (1978). They 
conclude that consumers increase nitrogen turnover rates through 
two important factors: first, activity on the part of primary 
consumers causes an early intr::oduction of plant materials into the 
decomposition process, and second, both primary and secondary 
consumers introduce materials into the decomposition processes in 
more easily decomposable forms. They believe that consumer 
enhancement of nitrogen cycling is probably significant in many 
desert communities, especially those which are nitrogen limited. 
An Alternative to the Lindeman Model 
Recently, an alternative conceptual model for understanding 
ecosystem dynamics and the role consumers play therein has begun to 
emerge. The model emphasizes the importance of consumers in 
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performing certain homeostatic functions in ecosystems, especially 
where these functions are related to nutrient cycling. The model is 
built upon the concept of functional organization of ecosystems, as 
opposed to the trophic organization of the Lindeman model. The 
presence of organisms which perform as regulators is important, as 
are techniques which serve to enhance the reliability of regulation. 
MacMahon (personal communication) has proposed a simple 
alternative model. The model holds that consumers act as a conduit 
of nutrients from primary producers to a nutrient pool; in the 
model, consumers also function as a regulatory or control mechanism 
in the direct cycling of nutrients from primary producers to an 
available nutrient pool (see Figure 2.4). 
Colley (1973) has proposed a similar model for conceptualization 
of eco$ystem dynamics. Galley contends that the importance of 
consumers in many ecosystems lies in their ability to respond to 
many of the same environmental forcing functions which provide 
sufficient conditions for an excess of primary production; together 
with a more direct coupling to .the decomposers, this ability 
establishes consumers as a regulatory force on nutrient flow in 
many ecosystems. The rationale for this is that during certain 
periods, primary production may exceed the capacity of the 
decomposers, with excess production being shunted to storage. 
Storage changes nutrient turnover rates and excess storage may 
sufficiently reduce nutrient cycling rates to cause a marked 
reduction in primary production and/or oscillation in nutrient flow 
in the system . . Galley says that consumers fulfill the role of 
/ 
/ 
primary 
producer s 
available 
nutrients 
\ 
\ 
con s umer s 
Figure 2.4. ents between 
an ool, and as a regulatory 
mechanism between producers and the nutrient pool 
(MacHahon, personal communication) 
regulators of nutrient cycling in that they compete with .storage 
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for primary production, have a more direct pathway to decomposers, 
and have a direct effect on primary production through feeding on 
photosynthetic tissues (see also Lee and Inman, 1975). Galley agrees 
with Gist and Sferra's essential conclusion that consumers increase 
the turnover rate and/or decrease the amount of nutrients in storage 
and thus act as a stabilizing force on nutrient cycling in many 
ecosystems. 
19 
This new conce ·ptual model of ecosystem dynamics stresses the 
importan _ce of the existence of certain mechanisms which function as 
regulating elements on components of the ecosystem. The primary 
consumers, of course, are seen to fulfill the role of a regulator 
(see Figure 2.5). The regulation process featur e s two major facets 
or mechanisms. First of all, the act of regulation is performed by 
sets of consumers grouped according to the functions they perform. 
For example, it may be possible to divide the primary consumers of 
a given community into general grazers, browsers, seed eaters, etc., 
cording to the functions they perform within the community. Studies 
I 
equivalents or guilds provide some precedent for this, 
p ri ma r y 
p ro ducc rs 
re gul a t or 
( co n sum e r) 
compl ex 
st or age 
· decompos e rs 
Figure 2.5. Consumers act as a regulatory complex competing with 
storage for primary production, directly coupled to 
. decomposers, and feeding on photosynthetic tis.sues 
(Golley, 1973) 
/ 
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and it has been noted by MacMahon (1976) that in most desert 
communities ther~ are ten to twelve functional types or categories 
of small mannnals but that these types are variously filled by more 
than SO. species. The assumption here is that the important thing 
to understand about community dynamics is the performance or non-
performance of a given function, regardless of what taxonomic 
species or set of species is performing that function. 
The second major feature of the new conceptual model is closely 
related to the first and involves a knowledge of those techniques 
which preserve and insure the successful performance of regulatory 
or homeostatic functions. These techniques generally have reference 
to the capability of consumers to respond in terms of their popula-
tion levels, diet preferences, and behavioral activities to 
fluctuations on the part of primary consumers ~ r the environment. 
One technique which is cited by MacMahon (per~mmunication), Conrad (1972), 
and Allen (1972) as a plausible means to insure the continued performance 
of homeostatic functions in a community is to increase the number of 
consumers and consumer species performing a given function. This 
phenomenon of several species performing a particular function has 
been called "functional redundancy" by HacMahon, "mtiltifunctionality" 
by Conrad, and "complexity'' by Allen. Functional redundancy in a 
community essentially increases the connectance of the species of 
the community. Gardner and Ashby (1970) dispute the viability of 
this technique as a means for increasing community stability. If the 
community is asswned to be a linear system, Gardner and Ashby have 
shown that increased connectance decreases system stability. Gist 
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(personal communication) contends that this also holds for nonlinear 
systems. May (1973a) has noted that connnunity stability can still 
be maintained with increased connectance if species which interact 
with many other species within the community do so only weakly, and 
if those species which interact strongly do so with only a few 
species. In fact, Margalef (1968) contends that this is generally 
to be expected. In light of the fact that individual consumer 
populations rarely have much effect on the movement of the total 
standing crop in a given community, increased connectance or 
functional redundancy within a community might be a stabilizing 
factor. This view is supported by the theoretical work of DeAngelis 
(1975). 
In summary then, dissatisfaction with the ability of the 
Lindeman trophic-dynamic concept and whole-community energetic 
studies to provide suitable insights into the importance of consumers 
in the dynamics of ecosystems has led some ecologists to posite an 
alternative model of ecosystem dynamics. The model casts consumers 
in the role of regulators and concentrates both on the functions 
which must be performed to insure some degree of community homeostasis 
and on the techniques and mechanisms for insuring the most reliable 
performance of those functions. While the new model may seem 
somewhat heretical to traditional ecologists, it might serve as a 
better conceptual tool for understanding the roles played by 
consumers in communities. As Gist (personal communica 1 
inted out, 
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•.. to relate the importance of any component in the system 
to the quantity of energy or nutrients utilized may be quite 
misleading. I have often wondered what importance an 
ecologist would place on the role of a thermostat in a heat-
ing system if he were to study this system using his criteria 
for importance. Needless to say the thermostat's role would 
be greatly underestimated. 
A central theme of these theoretical community ecosystem models 
is the idea of regulation and regulators. As the above statement 
indicates, the standard ecological measures may be inadequate to 
fully address the phenomenon of regulation. 
Theoretical Models of Population Growth and Dynamics 
A number of mathematical models have been postulated as 
theoretical representations of population dynamics. These and their 
attendant techniques of analysis have contributed a great deal to 
theoretical ecology. Models may be categorized according to the 
number of populations or species they contain, whether they are 
deterministic or stochastic, the types of processes they purport to 
represent (e.g., competition', predation, etc.), and so on. Various 
types of analyses can be conducted on theoretical models to gain 
insight into questions about model stability and complexity, the 
probability distributions of population size, probability of 
extinction, etc. 
Single-Species Models 
A number of authors have examined the qualitative structure and 
quantitative behavior of single species models. Since this study is 
more directly concerned with multiple-species models, only a brief 
review of the single-species models will be given. 
One of the most widely used models is the exponential or 
Malthusian growth model. It is of the form 
dN(t) = rN(t), 
dt (2.2) 
where N(t) is the population size at time t and r is a constant 
expressing the net instanteous growth rate. This model has been 
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used by Leworitin and Cohen (1969) and Levins (1969) to examine the 
effect of random variation in r on the population size probability 
distribution; by Engstrom-Heg (1970) to examine the effects of 
variation in r on population growth of a population divided into 
several age classes; by Tuckwell (1974) to compute transition 
probability density functions based on random r; by Kiester and 
Barakat (1974) to examine the effects of both random birth and death 
rates; by Capocelli and Ricciardi (1974) to examine the effect of a 
randomly distributed r on the asyrnpotic behavior of the population 
size; and by Keiding (1975) to examine the effect of random r on 
extinction and the relationship between environmental and demographic 
variability. For further discussion of this model, refer to May 
(1976) and Pielou (1977). 
A general one-species model which features density dependent 
feedback is the logistic, sigmoid, or Pearl-Verhulst model. It has 
the general form 
dN(t) 
dt 
rN(t) [K-N(t)], 
K 
(2. 3) 
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where rand N(t) are as before, and K is a constant expressing the 
maximum population level or the population "carrying capacity." 
Numerous authors have studied the behavior of this model. These 
include: Leslie (1958), to examine the influence of random fluctu-
ations in r; Bartlett et al. (1960), to examine the effects of random 
r in both differential and discrete formulations of the model; 
Levins (1969), to study population size probability distributions; 
Tuckwel .l (1974), in computing transition probability density 
functions; Smith and Mead (1975), to examine stability characteristics 
of single populations in a random environment; Feldman and Rough-
garden (1975), in studying the stationary probability distribution 
of a population and the chance of extinction in a stochastic 
environment; Nisbet and Gurney (1976), to examine the dynamics of 
a single population when r, K, and both rand Kare periodic 
functions; May (1973a, 1974a, 1976), for a variety of studies in 
population stability; and Bartlett (1957), for a variety of purposes 
including the study of the survival or extinction of a single 
population. Again, for a more thorough discussion of the single-
species logistic, refer to May (1976) and Pielou (1977). 
Multiple . Species Models 
Multiple species models have most often been used to examine 
the population dynamics of predation and competition situations. 
Predation. A classic predation model for a one-pr .ey and 
one-predator system with continuous growth is that of Lotka (1925) 
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and Volterra (1926). Commonly called the "Lotka-Volterra" model, its 
formulation is 
dH( t) . 
dt 
dP(t) = 
dt 
H(t) [a - aP(t)] (2. 4) 
P(t) [-b + SH(t)] (2.5) 
where H(t) and P(t) are respectively the prey and predator popula-
tions at time t, the parameter a is the birth rate of the prey, b 
is the death rate of the predator, and a and Bare constants 
indicating the effect of each population on the other. All 
parameters are generally taken to be positive. The properties of 
this model are well known and have been described by many authors 
(cf., May, 1973a, 1976; Hassel and May, 1973, 1974; Hassel, 1976; 
Pielou, 1977). The principal features of the model are its neutral 
stability and oscillations which are determined by the initial 
conditions, and the lack of density-dependent feedback for the prey 
population, thus leading to exponential growth in the absence of 
predation. 
More realistic models can be formulated by including density~ 
dependent feedback in the growth of the prey population and by 
modifying the nature of the interpopulation effects terms [a.P ( t) H( t) 
in Equation 2.4 and BP(t)H(t) in Equation 2.5] to include saturation 
effects. If a logistic is used to model density dependence in the 
prey population, then Equations 2.4 and 2.5 can be written in general 
terms as 
dH(t) 
dt 
dP( t) = 
dt 
rH(t) (1 - H(t)] - P(t) F(H,P) 
K 
P(t) G(H,P) 
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(2. 6) 
(2. 7) 
where, in Equation 2.6, rand Kare the familiar parameters of the 
logistic growth equation -and F(H,P) is the so-called . "functional 
response" term indicating the nature of the attack response of 
predators as a function of predator and prey desntiy; and where, in 
Equation 2.7, G(H,P) is termed the "numerical response" of the 
predator population to the predation phenomenon. Some forms of the 
functions F(H,P) and G(H,P) are given in Table 2.1. 
Competition. Another simple and classic model was proposed by 
Lotka and Volterra for the phenomenon of competition. It has the 
form 
d.N. 
i 
dt 
r.N. 
i i 
=-- (1-i:a .. N.] j iJ J (2. 8) 
h N . h 1 . d . f h .th . d K were . is t e popu ation ensity o t e i species, r. an . are i i i 
h 1 i . f h .th . d . th t e og stic parameters or t e i species, an a .. is . e iJ 
competition coefficient describing the competitive effects of the jth 
. h . th . species on t e i species. All parameters ri, Ki, and aij are taken 
to be positive. 
Several authors have observed a variety of shortcomings in these 
competition equations (cf., MacArthur, 1972; Weigert, 1974; Oaten 
and Murdoch, 1975), and Weigert (1974) has proposed an interesting 
alternative. Nothing that Equation 2.8 requires maximum growth rate 
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Table 2.1. Examples of the functional and numerical response terms 
in Equation 2.6 and 2. 7 (Modified from May, 1976, p. 51) 
Response Type Function Formula 
functio~al a.H(t) 
functional K 
functional KH(t)/[H(t) + D] * 
functional K[l - exp(-cH(t))] 
functional K[l - exp(-cH(t) p(t/-b)] 
functional 2 2 2 * KH(t) /(H(t) + D) 
functional · K[l - exp(-cH(t) 2 P(t)l-b)] 
numerical -b + SH(t) 
numerical -b + SF(H,P) 
** numerical s[l - a.P(t)/H(t)] 
Designation 
unsaturated 
(Lotka-Volterra) 
Constant attack 
rate 
Holling type II 
(Holling) 
Holling type II 
(Ivlev) 
Holling type II 
(Watt) 
Holling type III 
Holling type III 
(Watt) 
Lotka-Volterra 
F and G linearly 
related 
logistic, with 
carrying capacity 
proportional to 
prey population 
* Dis some value of the prey population beyond which the predators' 
capability to attack is saturated. 
** sis the intrinsic growth rate of the predator 
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only at zero density and that it does not separate the competition 
effects of scarcity of renewed resources from those of fixed 
resources, Wiegert suggests a model of the form 
dN. ( t) 
"· "· "· ]. r.N.(t) {[l - f .. (1 + ___!_ ) f .. + ___!_ ]. } = - --dt ]. ]. 1J r. 11 r. r 
1 1 i 
(2.9) 
where N.(t) and r. are as in Equation 2.8, A. is an expression of the 
1 1 1 
rate of loss to mortality, respiration, etc., f .. expresses feedback 
1] 
due to renewable resource scarcity, and f .. expresses feedback due 
11 
to competition for fixed resources, usually space. The expressions 
that Wiegert (1974) has offered for f .. as reasonable models of 
1J 
feedback from renewable resource scarcity are 
f .. 
1J 
f .. 
1J 
f.. 
1J 
= 
= 
a. . . - x 
1] i ( ) , 
a.ij - y ij 
2 x: a.. ·. -
( 1] 1 ) , 2 2 
a. .. 
- y ij 1J 
(a .. /X.) - 1 
( 1J 1 (a .. /y .. ) -
l.J l.J 
and 
1 ) , 
(2 .10) 
(2 .11) 
(2.12) 
where X. is the magnitude of the limiting resource, a . . is the point 
]. 1J 
on the resource continuum where the species does best, and y .. is 
l.J 
the point where it does worst. Wiegert (1974) has offered the 
following as potential candidates for expressions off .. : 
].]. 
f .. 
. ].]. 
(2 .13) 
\ 
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x: 2 - a .. 
f .. ( 1 11 ) ' and (2.14) 11 2 2 y .. -
11 aii 
1 
- aii/Xi 
f .. ( 1 - ai/Yii ) ' 
(2.15) 
11 
where X. is the per capita amount of resource, and a .. and y .. are 
1 · 11 11 
the points along the resource continuum where the species does best 
and worst, respectively. It should be noted that, as Wiegert (1974) 
has pointed out, with ecologically sound values of the various 
parameters in the model, enrichment need not lead to instability, 
t Rosenzweig (1971), Riebesell (1974), and others to the contrary. 
Models with Environmental Fluctuation 
All of the preceding models ·have assumed a constant environ-
ment. Under certain conditions, this can be very misleading. May 
(1973c) and many authors contend that theoretical population models 
should therefore be capable of incorporating stochastic environmental 
input (Macfadyen, 1963, p. 181; Ehrlich and Birch, 1967; Levin, 1970). 
Any of the preceding models can be made to include the effects of a 
varying environment simply by making one or more of their constituent 
parameters functions of a randomly or periodically varying "environ-
mental" variable. 
For example, the carrying capacity term, K, in Equation 2.8 
could be made to respond to hypothetical environmental fluctuations 
by modeling it as 
K , 
1 
K, + y(t), 
1 
(2.16) 
·.~~ · ~ 
~ where Ki is a constant representing 
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the mean value of the carrying 
capacity for the ith species in the model, and y(t) is a random 
variable with a known . probability density function (usuaily taken 
to be white noise or Gaussian), mean (usually zero), and variance. 
Alternatively, y(t) could be a periodic variable which oscillates 
about the zero point with known amplitude and frequency. Similar 
formulations could be used to make the other parameters in the 
multispecies models stochastic. 
A good deal of experimentation has been done with stochastic 
multi-species models. Bartlett (195 7), Leslie (1958), and Becker 
(1973) have studied the implications of stochastic expressions for 
birth rates in both logistic models of competition and Lotka-
Volterra formulations of predation models. Leslie and Gower (1958), 
Bartlett et al. (1960), and Engstrom-Reg (1970) explored random 
variations in birth rates in competition models, and Leslie and 
Gower (1960) have analyzed the effects of random birth rates in 
predator-prey systems. 
Analyses of random fluctuations in the carrying capacity 
variable, K, in the logistic competition equations have been 
conducted by Barnett (1962), May and MacArthur (1972), May 0.973a, 
1973b, 1974a), and Roughgarden (1975). 
Analyses 
The models discussed above have been subjected to a . variety of 
analytic techniques. Most of these techniques are qualitative in 
nature, i.e., they analyze the qualitative structure of the model 
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equations; some, however, are quantitative in that they examine the 
actual behavior of the numerical .output of the models. Most of the 
analyses that have been conducted on the preceding stochastic models 
has addressed the topic of system stability, though more recently, 
many authors have been concerned with analyses of population s .ize 
probability distributions. 
Qualitative Stability Analysis. Lewontin (1969) has provided a 
range of meanings that might be given to the term "stability." In 
general, however, the stability analyses that have been conducted 
on the qualitative structure of population equations have been 
neighborhood stability analyses. That is, these have been examina-
tions of the stability characteristics of a population model within 
a neighborhood of an equilibrium point. For deterministic models, 
neighborhood stability analysis is concerned with first identifying 
those points where the system is in equilibrium (where all net growth 
rates are zero), and then characterizing the type of stability that 
is exhibited in the neighborhoods around those points. Three possi-
bilities exist (May, 1973a): upon being perturbed from its 
equilibrium point, the system is said to be stable if in time it 
returns to the equilibrium point, either monotonically or with 
damped oxcillations; if the disturbance from equilibrium amplifies 
itself, the system is said to be unstable; and if the system either 
remains stationary or oscillates with a constant amplitude set by 
the magnitude of the initial perturbation, then the system is 
neutrally stable. 
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·Neighborhood stability analysis is to be contrasted with 
global stability analysis, where the stability characteristics of 
the model are examined not only within a region close to an 
equilibrium point, but throughout the entire phase space of the 
model. If the model is linear, then neighborhood and global 
stability are identical. Since even the simplest ecological 
models tend to be nonlinear, very little can be said about their 
global stability characteristics unless a Lyapunov function of the 
popul?tion variables exists, is positive definite, and the time 
derivative of which is either negative semi-definite (stable 
equilibrium point) or positive semi-definite (unstable equilibrium 
point) (May, 1973a). 
The neighborhood stability analysis is conducted in the 
following sequence of steps (Hay, 1973a, Ch. 2 and Appendix I): 
1. Compute the equilibrium points of the model by setting 
the differential equations to zero and solving for the equilibrium 
populations: 
from 
2. Compute the elements, a .. , of the community matrix, A, 
1] 
the equation 
3F. 
a . . = 
__ 1 
1] 3N. ' (2.17) 
J 
where N. is the .th population and F. is J J 1 
and the a .. 's are evaluated at the equilibrium point; 
1] 
(2.18) 
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3. Solve for the eigenvalues, A, in the deterrninatial 
equation 
det I A - Al I = O; and (2 .19) 
4. Inspect to see if the eigenvalues, A, all have negative 
real parts; if so, then the system is stable. 
May (1973a, Ch. 5) has shown that logistic systems with en r iron-
mental stochasticity in the carrying capacity term, K, will be 
stable if all real parts of the eigenvalues are less than -0 2 , 
where · a 2 is the variance of a randomly distributed environmental 
parameter. 
May (1973a, 1973b) has used this type of neighborhood stability 
I 
analysis on the logistic competition equations to contrast the 
stability conditions of randomly fluctuating versus deterministic 
environments. He has also used it to explore the implications of 
random environmental fluctuations toward niche overlap (May, 1973a, 
Ch, 6, 1974b; see also May and MacArthur, 1972), and to comment on 
ecosystem behavior in randomly fluctuating environments (May, 1974a). 
Quantitative Stability Analysis. Several authors have conducted 
a mathematically less formal examination of system stability by 
actually programming the population equations with environmental 
stochasticity on a computer and conducting series of computer 
simulations as replications to study such phenomena as probability 
of extinction and the population transitional probability density 
functions, These types of analyses were especially populcff in the 
late 1950's and early 1960's with such authors as Bartlett (1957), 
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Leslie (1958), Leslie and Gower (1958, 1960), Bartlett et al. (1960), 
and Barnett (1962). See also Becker (1973). 
Summary of Models with Fluctuating 
Environments 
As has been indicated in the previous sections, a great number 
of authors have dealt with the topic environmental 
fluctuation for both single- and multi-species models. Table 2.2 
presents a summary of the types of models and analyses that have 
been offered for examining environmental fluctuation. 
Information Theory in Ecology and Related Fields 
The science of cybernetics and the concepts dealing with the 
organization and complexity of systems began with the work of Gibbs 
(1928) in statistical mechanics. Weiner (1948) carried this further 
with his discussions of cybernetics. The foundations of information 
and communication theory were provided by Nyquist (1924) and 
Hartley (1928), and were axiomatically formalized by Shannon (1948). 
Following Shannon's major work, information theory has been widely 
used by many disciplines, and the potential for use of information 
theoretic concepts in biology has been explored at some length by 
Ashby (1956, 1960), Yockey (1958), and others (see Quastler, 1953; 
see also Agenstine et al., 1953; Baer, 1953; Branson, 1953; and 
r-- --- -Linschitz, 1953, ifl the salll.C vo:t4.lme). 
Diversity Indices 
The importance of information measures in ecology was first 
recognized by Margalef (1958). In his discussion of the use of 
- - --
Table 2.2. Summary of models and environmental variability 
Author 
Feldman and 
Roughgarden (1975) 
Smith and Mead (1975) 
Levins (1969) 
Lewontin and Cohen 
(1969) 
Capocelli and 
Ricciardi (1974) 
Kiester (1974) 
Keiding (1975) 
Type of 
Model 
Logistic 
Logistic 
Exponential 
and Logistic 
Exponential 
Exponential 
Exponential 
and Logistic 
Exponential 
Number of 
Species 
1 
1 
1 
1 
1 
1 
1 
Random · 
Parameters 
k 
k 
rand k 
r 
r 
r, in terms 
of a random 
death rate 
r 
Description 
Computation of a population's 
stationary distribution and 
probability of extinction 
Examination of the stability 
effects of several types of 
stochastic variations 
Computation of a population's 
probability distribution 
Computation of a population's 
probability distribution 
Computation of a population's 
probability distribution 
Examination of the relation-
ship between the environ-
mental autocovariance and 
expected population size 
Examination of the probability 
of extinction and the inter-
play between environmental 
and sampling variability 
L,.) 
\J1 
Table 2.2. Continued 
Author 
Nisbet and Gurney 
(1976) 
Tuckwell (1974) 
Leslie (1958) 
Leslie and Gower 
(1958) 
Leslie and Gower 
(1960) 
Barlett et al. 
(1960) 
Barnett (1962) 
Type of 
Model 
Logistic 
Exponential 
and Logistic 
Logistic compe-
tition and 
Lotka-Volterra 
predation 
Logistic 
Logistic and 
Lotka-Volterra 
predation 
Logistic 
Logistic 
Number of 
Species 
1 
1 
1 and 
2 
2 
2 
2 
2 
Random 
Parameters 
r, k, and 
rand k 
r 
birth rates 
r 
birth rates 
r 
k 
Description 
Determination of the effects 
of environmental variability 
on system stability 
Computation of a population's 
probability distribution 
Monte Carlo study of various 
qualitative characteristics 
of systems in relation to 
environmental variability 
Monte Carlo techniques to 
examine phase-space 
trajectories 
Monte Carlo techniques to 
estimate population 
probability density functions 
Computation of probability 
density functions 
Monte Carlo solutions 
examining phase~space 
trajectories 
w 
°' 
Table 2.2. Continued 
Author 
Engstrom-Heg (1970) 
May (1973c) 
May (1974b) 
Bartlett (196 7) 
Type of 
Model 
Exponential, 
Lotka-Volterra 
Predation 
Logistic 
Number of 
Species -
1, 2, and 
3 
n-species 
Logistic n-species 
Logistic and 2 
Lotka-Volterra 
Predation 
Random 
Parameters 
birth and 
death rate 
k 
k 
birth and 
death rates 
Description 
Numerical simulation of 
hypothetical malthusian 
growth and predator-prey 
models to examine the 
estate of a random environ-
ment and age composition on 
population oscillations 
Neighborhood stability 
analysis to determine the 
necessary conditions for 
system stability in a random 
environment 
Neighborhood stability 
analysis to examine the niche 
overlap limitations imposed 
by a random environment 
numerical simulation to 
examine the effects of 
time lags, immigration, and 
a random environment on 
extinction time 
(.;..) 
-..J 
- -
Table 2.2. Continued 
Type of Number of 
Author Model Species 
Becker (1973) Lotka-Volterra 2 
Predation 
Random 
Parameters 
birth rates 
Description 
Numerical solution to 
compare the outputs of 
various stochastic models 
with those of their 
deterministic counterparts 
w 
00 
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information theory in ecology, Margalef treats the application of · 
information measurements to such ecological phenomena as diversity, 
spatial heterogeneity, succession, and evolution, and to a lesser 
extent, stability and competition. Margalef's basic contention is 
that measurements derived from information theory are useful in 
describing and quantifying order and disorder and evolution of 
structure in ecosystems. (It is interesting to observe, as Margalef 
does, that diversity indices in the form of logarithmic series 
and approximations thereof had been used by ecologists for some time 
prior to their fonaal treatment by Shannon and others.) Margalef 
sees the use of information theory in ecology as "a broader 
biophysics" which" •.. does not consist in the application of 
physical-chemical principles to the study of life, but in the 
generalization of certain concepts on a higher plane which takes 
in, without any preference, both the living and the inanimate.' .' 
Ecosystem Stability and Cybernetics 
MacArthur (1955) has used the definition of the entropy or 
average information of a random variable as an index of the stability 
of a given food web. He defines the stability, S, of a food web as 
s E p. log p., 
l. l. (2.20) 
where p. is that fraction of the total energy trans .fer handled by 
l. 
th the i .· path of the food web. While MacArthur's definition of 
stability is not congruent with that of other authors (such as May, 
1973a, and Holling and Ewing, 1970), several properties of his 
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stability index are interesting. First~ stability increases in a 
food web with the number of links. Second, if the number of prey 
species for each predator species remains constant, stability will 
increase with an increase in the number of species in the connnunity. 
Third, as is implied by the first two properties, a given stability 
can be achieved either by a large number of species each with a 
fairly restricted diet, or by a smaller number of species each 
consuming a wide variety of other species. Finally, the maximum 
stability possible for a given number of species occurs when there 
are a number of trophic levels, one species in each, with each 
species eating all species below it; the minimum stability arises 
with only one species eating all the others, with these others 
being all on the same trophic level. It should be noted that 
MacArthur's definition of stability is really only an index of 
community stability and bears little resemblance to the phase space 
neighborhood stability criteria of Hay (1973a), Holling and Ewing 
(1969), Holling (1973) or many others. 
In a series of papers, Patten (1959, 1961, 1963) has examined 
what he terms the "cybernetics of the ecosystem"; following 
Schrodinger (1945) and Brillouin (1951), Patten's basic premise is 
that "energy may be regarded as a universal currency with which 
organisms purchase utility, as negative entropy, from the environ-
ment" (Patten, 1963). Translated, this means that organisms expend 
energy in order to maintain some semblance of constancy or stability 
in the face of a random environment and the second law of 
thermodynamics. In thermodynamics, the entropy of a system is a 
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measure of the randomne ·ss of the system, with the change in the 
entropy, S, of a system given by 
(S - S) 
t O It E.Q. dt T ' (2.21) 0 
where dQ is the rate of change of energy, Tis the Kelvin temperature 
at which the change is taking place, andt is time. Entropy can also 
be defined statistically as 
s k log p, (2. 22) 
where k is a constant and Pis the probability of occurrence of a 
particular state of the system, assuming all states are equally 
probable. For systems having n states, each with a different 
probability, p., the entropy is 
1 
s 
n 
k I 
i=l 
p. log p .• 
1 1 
(2. 23) 
The negative of this entropy measure, called "negentropy, 11 is 
regarded by Patten (1961) and Brillouin (1951) as the same as the 
information measure which will be presented in Chapter 3. If two 
systems interact irreversibly with each other, it is possible for 
one of the systems to decrease its entropy at the expense of the 
other if it can establish and maintain barriers to the free 
exchange of matter and energy; this requires a proliferation of its 
structural heterogeneity through maximization of the inequality in 
the p.'s in Equation (2.23) (Patten, 1963), Patten computed the 1 . 
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entropy of some aquatic communities (this is made easier in aquatic 
communities--refer to Equation (2.3)--since their Kelvin tempera-
tures are more nearly constant as compared to those of terrestrial 
communities) and discovered that plankton communities do indeed 
expend energy to maintain a high degree of spatial heterogeneity in 
columns of water that are physic .ally very homogeneous. 
Animal Behavior 
One of the more interesting recent applications of information 
and communication theory is in the area of animal communication and 
behavioral ecology. Conant and Steinberg (1973), and Steinberg 
and Conant (1974) analyzed several thousand brief encounters 
between pairs of male grasshoppers (Chortophaga viridifasciata) to 
calculate the information transfer (in terms of the transinforrriation 
for discrete systems to be discussed in Chapter 3) between pairs of 
interacting individuals. Similar studies have been conducted by 
Altmann (1965) to analyze social behavior in rhesus monkeys, 
Chatfield and Lemon (1970) to study bird song patterns, Haldane and 
Spurway (1954) to investigate the communication system of honey 
bees, Wilson (1962) to examine communication in the fire ant, 
Hazlett and Bossert (1965) to analyze aggressive behavior in hermit 
crabs, and Dingle (1969, 1973) to investigate aggressive behavior 
ih shrimp. In general, application of information theoretical 
measures to the study of animal behavior has demonstrated that 
observed behaviors do communicate information, and for the first 
time, it is possible to meaningfully compare the communication among 
one species with that among another, regardless of the sensory 
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modality involved. .• Use of transinformation measures also makes 
possible tha evaluation of the phylogenetic relationships of species 
and, potentially, the determination of the evolution of communica-
tion (Conant and Steinberg, 1973). 
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CHAPTER III 
THE THEORETICAL MODEL OF REGULATION 
Cybernetics and Information Theory 
Wiener (1961) has loosely defined cybernetics as the science of 
control and communication. The subject matter of cybernetics is 
the behavior of all possible machines (Ashby, 1956), where the term 
"machine" may refer to any electronic, mechanical, neural, economic, 
or ecologic system. Cybernetics has been defined by Ashby as the 
study of systems that are open to energy but closed to information 
and control. Indeed, the mathematics of information and connnunica-
tion theory provide the axiomatic foundation for cybernetics. 
Cybernetics proves useful for the general study of systems for 
two reasons (Ashby, 1956). First, cybernetics offers a common 
language which can be used to analyze any physical, social, or 
environmental system. The techniques of cybernetics apply equally 
well to the study of any system as long as certain assumptions 
regarding the behavior of the system are met. The second useful 
attribute of cybernetics is that it offers methods for the study 
Y) '(. 
~ 
and possible control of very complex systems. It does this by 
first identifying the degree of control achievable, and then by 
providing strategies that can be used uniformly across a variety of 
special cases. 
As applied to problems of communications systems, information 
theory is used to deal with three general questions (Shannon and 
( 
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Weaver, 1949). These are, first, how accurately can symbols be 
transmitted? Second, how precisely do transmitted symbols convey 
the desired meaning? Finally, how effectively do the received 
symbols affect conduct in the desired way? Obviously, it is the last 
of these questions which most concerns this discussion; however, 
the three questions are intimately related and, in fact, any answer 
to the last question will necessarily be predicated upon answers to 
the first two. 
Information Theory Definitions and Basics 
An examination of the mathematics of information theory requires 
a definition of the term "information." Shannon (1948) was the first 
to provide an axiomatic basis for a general theory of communication; 
his definition for the average information, H, produced by a 
disCret~ source is 
n 
H - - K l pi log pi, 
i-1 
(3.1) 
where n is the total number of behavioral states of the information 
source, p
1
. (Ep.=l and O < p. < 1) is the probability of occurrence 
~ 1 - 1 -
of the ith behavioral state, and K is an expression of the unit of 
measurement (that is, K represents a choice of the logarithmic 
base). Other authors have used the terms uncertainty, entropy, and 
variation in referring to this equation. 
Shannon's definition and use of the term "information" should 
not be confused with the normal use of the term in common discourse. 
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As it is used herein, "informa f ion" in a discrete system is simply a 
finite series of logarithmic functions of elements of a probability 
distribution. The intuitive basis for Shannon's definition is that, 
first, the occurrence of a relatively unlikely event should convey 
more information about the state of the system than does the 
occurrence of a relatively common event, and second, the uncertainty 
about the state of a system is at a maximum when the probabilities 
of the various states of the system are all equal (see Figure 3.1). 
As illustrated in Figure 3.2, a generalized communication system 
consists of a transmitter, an encoder, a channel, a decoder, and a 
receiver; together, these elements generate, transmit, and receive 
messages. Distortions in the transmitted message, called noise, 
modify the message as it passes along the channel. Since the 
simplest mathematical model of a communication system requires a 
two-dimensional probability scheme (i.e., it requires both a 
"transmitter" and a "receiver"), the one-dimensional definition 
(Equation 3.1) of information must be expanded (for a more thorough 
treatment than the following, see Reza, 1961). 
If X and Y are discrete random variables, where Xis associated 
with the input to a channel and Y is associated with the output 
from a channel, five basic probability schemes exist (Reza, 1961) : 
P(X) is the marginal probability matrix of X, 
P(Y) is the marginal probability matrix of Y, 
P(X,Y) is the joint probability matrix, 
PiY) is the conditional probability matrix of Y, and 
Py(X) is the conditional probability matrix of x. 
Average 
Information, 
H (in bits) 
1.0 
0.0 
0 
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0.5 1. 0 
Prob<1bility of x 
Figure 3.1. The average information {H = - p(x) log 2 p(x) 
- p(y) log 2 p(y)} of a system with only two possible 
states, x and y, with probability of occurrence of 
p(x) and p(y) = 1 - p(x) respectively. Average 
information (uncertainty) is maximized when p(x) = 
p(y) = 0.5. 
Trans- ... Encoder 
... Channel 
mitter .... , -
i 
Decoder 1----~ Recei ver I 
Noise 
Figure 3.2. The components of a generalized connnunication system. 
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With each of these probability schemes can be associated an entropy 
measure. These correspond to the following: 
H(X) is the average information per character at the source, 
H(Y) is the average information per character at the 
destination 
H(X,Y) 
Ry(X) 
is the average information per pairs of transmitted 
and received characters, 
is the conditional entropy of the receiver where it is 
known that Xis transmitted, or a measure of the noise 
in the channel, and 
is the conditional entropy of the source when it is 
known that Y was received, or a measure of the 
equivocation. 
Given a discrete channel with specified joint probabilities 
between input and output, a measure of the mutual information (also 
called transinformation or self-information), l(X;Y), is defined as 
I(X;Y) - H(X) + H(Y) - H(X,Y) (3.2) 
The transinformation is a measure of the information actually 
transmitted through the channel. 
The foregoing is a brief development of some of the most basic 
concepts of information theory. This introduction is necessary for 
two reasons. First, the development of information theoretic 
measures of the concept of, and limits to regulation of elements 
of complex systems depend upon the notion of transinformation. 
Second, since the system to be considered is continuous and not 
discrete, analogous equations for entropy and transinformation must 
be developed for continuous systems; the equations for discrete 
transmission will serve as a basis and model for that development. 
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. For a continuous system, the entropy, H(X), of an information 
source, X, is defined as 
00 
H(X) - J f(x) in f(x) dx, ( 3. 3) 
-00 
where f(x) [f(x) 2:_ 0), is the probability density function (PDF) 
X 00 
for the variable X (that is, if F(x) = f f(dt), then F(x) I = 1). 
-00 
The entropies associated with a two-dimensional random 
variable for a continuous channel are analogous to those of a 
discrete channel: 
00 
H(X) - J f 1(x) ln f 1(x) dx, (3. 4) 
-oo 
00 
H(Y) - f f 2 (y) ln f 2 (y) dy, 
-00 
(3. 5) 
00 00 
H(X,Y) - J J f(x,y) ln f(x,y) dx dy, (3. 6) 
-00 -00 
~(X) - rr f(x,y) in f(X 1 )'.) dx dy, 
-00 -00 f2 (y) 
(3. 7) 
00 00 
f f f(x,y) £n f(x,y) dx dy, f 1 (x) -00 -00 
(3. 8) 
where f 1(x) is the PDF of X, f 2 (y) is the PDF of Y, and f(x,y) is 
the joint PDF of X and Y. These definitions, of course, rely upon 
the existence of the corresponding integrals. (All entropic 
measurements above are computed in nits, or natural logarithmic 
units. If the logarithmic base were 2, then the unit of measure would 
be the bit, or binary digit.) 
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The transinformation, i(X;Y), of a continuous channel is 
defined as · 
00 00 
I(X;Y) - f f f ( x, y) in f 
1 
( x) f 
2 
( y) dx dy, f(x,y) (3. 9) 
-00 -00 
or 
I(X;Y) - H(X) + H(Y) - H(X,Y). (3.10) 
Transinformation between two variables is always non-negative and is 
a minimum when the variables are statistically independent. It 
should be noted here that while the discussion to this point has 
presented information theoretic concepts dealing at most with two 
variables, these measures can be generalized for systems of any 
finite dimension. 
Since information is defined in terms of the statistical 
behavior of a random variable, the measurement of information 
transfer is independent of the mode of that transfer. It is therefore 
possible to calculate the information transferred through any type 
of channel (regardless of whether the nature of the channel is 
electronic, neural, mechanical, chemical, or biological) if only 
the statistical behaviors of both the II transmitter" and "receiver" 
are known. Moreover, it is possible to calculate this information 
transfer even if the explicit mechanism of transfer is not well 
understood. Information t ·ransfer between "transmitter" and 
''receiver," therefore, can also be determined independently of an 
explicit knowledge of energy or materials transfer, if any, 
between the elements of a system. 
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Information and Regulation: The Theoretical Model 
These basic information theoretic measures, especially the 
transinformation measure, figure heavily in a cybernetic analysis of 
the concept of regulation. The regulation concept has been examined 
at length by Conant (1968, 1969) and Allen (1972a and 1972b). Their 
basic analysis of regulation, along with that of Ashby (1956) in his 
Law of Requisite Variety, stems from Shannon's Theorem 10, which 
states that the amount of noise removed from a message by a correction 
channel is limited by the amount of information that can be carried 
1by that channel. The following is a discussion of the theoretical 
model as it applies to ecosystem dynamics. 
Description of the Hypothetical Ecosystem 
As illustrated in Figure 3.3, the most basic ecosystem 
necessary for examining the concept of regula t ion consists of two 
interacting species populations and a random environment. To say 
that the actions of population X serve to "regulate" population Y is 
to imply that the behavior of population X causes a dec r ease in 
the randomness--or entropy--of population Y. The entire intent of 
this thesis is to find a theoretical description or model of the 
phenomenon of regulation and to test this theory against empirical 
data. 
Discussion of the Theory 
Referring again to Figure 3.3, the hypothesis that species 
X "regulates" species Y means that the activities of population X 
impact on the PDF of population Y to change (or limit) the 
\JJ Popul;' i:J 
R.::i 11cl0m 
Environment 
E 
Popul.::ition 
y 
Figure 3.3. Population X "Regulates" Population Yin a Random 
Environment E 
randomness or entropy of population Y. To obtain a theoretical 
expression for the amount that X can regulate Y, two simple 
definitions are necessary. 
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First, there is minimum randomness in population Y that can be 
achieved if population X were to perpetually take on some constant 
value x*. Define this minimum randomness or entropy of population 
Y to be H*(Y), or 
H*(Y) - min H(Y), 
X = x* ( 3.11) 
where the population of Xis always a constant x*. This is the 
"best" that X can do by remaining constant. Presumably, however, 
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if population Xis indeed a cybernetic regulator of population Y, 
then X can decrease the randomness in population Y beyond H*(Y) 
simply by taking on values as it normally would according to its 
natural relationships to all the other factors in the ecosystem. The 
amount beyond H*(Y) . that X can reduce the randomness in population 
Y is defined as the regulation Ry, of Y or 
Ry - H*(Y) - H(Y) (3.12) 
In general, H*(Y) cannot be directly measured. However, it is 
possible to find a theoretical expression for Ry from the relation-
ship defined by Equation 3.12 above. This can be accomplished as 
follows: 
From a few simple identities (see Conant, 1969) in the 
mathematics of information theory, it can be shown that 
H*(Y) = H*(E,Y) - H;;(E) 
H*(E) + H~(Y) - H;;(E). (3.13) 
If we assume that the value of Y is a function of X and E, then 
H~(Y) = O. Therefore, 
H*(Y) H*(E) - H;;(E) = I*(Y;E). (3 .14) 
Also from information theory identities. 
H(Y) = H(X, Y) lly(X) 
= I(X;Y) + Hx<Y) 
I(X;Y) + Hx<E) + HE x(Y) - Hx y(E). 
' ' 
Since Y is assumed to be a function of X and E, HE,x<Y) O. 
Therefore, Equation 3.1.5 becomes 
H(Y) = I(X;Y) ~ Hx(E) - Hx y(E) 
, 
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(3.15) 
(3.16) 
From Equation 3.12, Ry, the amount that X can regulate Y, is the 
difference between H*(Y) and H(Y), or 
Ry = I*(Y;E) I(X;Y) HxCE) + HX, y(E) 
I*(Y;E) - I(X;Y) + H(X) - H(X,E) + HX y(E) 
' 
I(X;E) + I*(Y;E) - I(X, Y) + H(X) - H(X, E) 
HX,Y(E) - [H(X) + H(E) - H(X,E)] 
I(X;E) + I*(Y;E) - I(X;Y) + HX,Y(E) - H(E) 
= I(X;E) - l(X;Y) + I*(Y;E) - I(<X,Y>;E). 
+ 
(3.17) 
Now, the first term in Equation 3.17 is the transinformation 
between the "regulating" population, X, and the random environment, 
E. The second term is the transinformation between the two 
populations X and Y. The third term is the transinformation 
be.tween the "regulated" population, Y, and the random environment, 
E, while holding X at x*. Finally, the fourth term is the trans-
information between the two populations, jointly, and the random 
environment. 
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An analysis of regulation and information transfer similar to 
the above is discussed at some length by Conant (1969). 
Theoretical Assumptions and Their 
Implications 
There are three major assumptions that are basic to the preced-
ing discussions. First, the three elements of the system, X, Y, and 
E, are continuous random variables. Second, the ecosystem must be 
operating within some neighborhood of its stable PDF's. The final 
assumption requires that population Y at time t be a function of 
population X, the random environment E, and itself at time t-~t. 
In other words, the system must be a first order Markov process. 
This is a reasonable assumption for laboratory ecosystems and 
computer simulation experiments. It is not a serious constraint 
for other systems since higher order Markov processes can sometimes 
be statistically reduced to first order processes if enough is known 
about the biology and ecology of the species involved. 
Ecological Implications of the Model 
Some of the theoretical implications of Equation 3.17 are 
interesting. For example, very little can be learned about 
regulation (as it is statistically defined here) from deterministic 
population models that do not take into account fluctuations in 
environment: the sane can be said about laboratory ecosystem 
experiments where the experimental populations are kept at constant 
environmental conditions. This can be shown very simply from 
Equation 3.17. Under the assumption of a constant environment, 
the elements I(X;E), I*(Y;E), and I(<X,Y>;E) in Equation 3.17 are 
all zero. This reduces Equation 3.17 to 
Ry = -I(X;Y) (3.18) 
under the assumption of a constant environment. In other words, by 
holding the environment constant, you can only make things worse 
from the standpoint of regulation. 
Another interesting observation from Equation 3.17 is that, 
in general, the distinction between "regulating" populations and 
"regulated" populations is arbitrary since a quantity~ could be 
calculated from the same data used to obtain Ry· This fact might 
shed some light on the "who limits (or regulates) whom" arguments 
that sometimes appear in the literature. 
Finally, speculations about different potential types of 
regulators can be made from the foregoing discussions. For example, 
from Equation 3.17, it can be seen that regulation can be increased 
either by increasing the information that a regulating population 
has about the environment of the regulated population [i.e., 
increase I(X;E)], or by decreasing the amount of information that 
the regulating population has about the other [i.e., decrease 
I(X;Y)]. In the literature, these types of regulators are 
respective!~ called cause-controlled and error-controlled regulators. 
Ecological analogues of both kinds can probably be found. 
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Statemi!nt of the Hypothesis 
The .hypothesis of the study is succinctly embodied in Equation 
3.17. In simple terms; this equation reduces to the following: 
The amount that one population can regulate the 
behavior of another while interacting in a random 
environment is given by the amount of information 
the "regulatin&" population processes about the 
random environment, less the amount that it 
processes about the "regulated" population, plus 
the amount of information that the "regulated" 
population processes about the environment, less 
the amount that the two populations jointly 
process above the environment. 
As indicated previously, this theoretical statement has 
interesting implications toward the design of population experi-
ments (especially laboratory microcosm experiments) for studying 
the relationship of interacting populations. Of course, the 
hypothesis is made subject to the assumptions specified in the 
preceding sections. 
\ 
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CHAPTER IV 
METHODS AND PROCEDURES 
Data Requirements 
information theory draws heavily from 
theoretical probability and statistics. Applications of information 
refore typically require a considerable amount of data in 
order to establish the probabilistic nature of the system under 
study. For a number of reasons, the techniques of analysis used 
in this study require much more data than are generally collected 
in most ecological research. 
Information Theoretic Equations 
and Data Requirements 
Those information theoretic equations presented in Chapter 3 
that are basic to the analyses used in this study all require that 
joint probability density functions describing the stochastic nature 
of the various system variables be known. In constructing these 
multi-variate probability density functions from time-series 
observations of thebehavior of a system, it is desirable to have 
as many data points as possible in order to assure sufficient 
degrees of freedom in any statistical test of the goodness of fit 
of the density functions. Even for the simplest ecological system 
with two species interacting in a random environment, density 
functions of two, three, and four dimensions are required. To have . 
any confidence in the computation of these density functions, at 
least several hundred data points are required per replicate. 
The Theoretical Model and Data 
Requirements 
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The theoretical model discussed in Chapter 3 placed additional 
restrictions on the nature of the data. The model presented in 
the . section entitled "Information and Regulation: The Theoretical 
Mocl,el," requires that the populations under study be interacting 
in a random environment and that the system as a whole be operating 
withinsome neighborhood of its stable probability density functions, 
In addition to the sheer volume of data, then, the data must meet 
certain assumptions before the analyses can be performed. 
Data Availability 
The ecological literature was examined for acceptable sources 
of time-series data describing interspecies interactions that could 
be adapted for this study. The most promising sources have been 
assembled here, and are categorized as follows (see Table 4.1): 
1. Studies concerning competition between animal populations; 
2. Studies concerning competition between plant populations; 
3. Predator-prey and parasite-host studies; and 
4, Plant-herbivore studies. 
It should be noted that three major problems are encountered in 
trying to extract data from the literature. First, on a practical 
level, most articles present graphical and not tabular summaries 
of data. This severely limits their usefulness as data sources 
Table 4.1. Summary of potentially interesting published data 
Source 
Ayala, et al. , 
1973 
Frank, 1952 
Frank, 1957 
Gause, 1934 
Hairston et al., 
1968 
Hairston and 
Kellerman, 1965 
* Note: 1 = 
2 
Species 
Interaction 
Type* 
1 
1 
1 
1,2,3 
1,3,4 
1 
No. of 
Usable 
Time-series Random 
Data Points Environment 
O No 
O No 
0 No 
24 No 
5 No 
0 No 
Competition between animal populations 
Competition between plant populations 
3 
4 
Species Studied 
Drosophila pseudoobscura and D. 
willistoni 
Daphnia pulicaria and Simocephalus 
vetulus 
Daphnia pulicaria and~ magna 
Saccharomyces cerevisiae, 
Schizosaccharomyces kephir, Paramecium 
caudatum, R..:_ aurelia, Didinium nasutum 
Paramecium aurelia, R..:_ caudatum, 
Aerobacter aerogenes, Woodruffia 
metabolica, and Didinium nasutum 
Paramecium aurelia 
Predator-prey or parasite-host studies 
plant-herbivore studies 
0\ 
0 
Table 4.i. Continued 
No. · of 
Species Usable 
Interaction Time-series Random 
Source Type* Data Points Environment 
Huffaker, 1968 1 0 No 
Leslie, 195.7 1 24 No 
Hertz, 1969 1,3 21 No 
Hiller, 1964 1 0 No 
Park, 1948 1 48 No 
Park, 1954 1 24 No 
Park 1964 1 0 No 
Ross, 1973b 1 0 No 
Uti<la, 1953 1,3 6 No 
Vandermeer, 1969 1 0 No 
Grenney, et al., 2 0 No 
1973 
* ·Note: 1 = Competition between animal populations 
2 = Competition between plant populations 
3 
4 
Species Studied 
Eotetranychus sexmaculatus 
Paramecium caudatum and P. aurelia 
Tribolium castaneum 
Drosophila melanogaster and .Q.:._ simulans 
Tribolium confusum and .I.:. castaneum 
Tribolium confusum and T. castaneum 
Tribolium confusum and T. castaneum 
Euplotes vannus and Uronema marinum 
Callosobruchus chinenis, .f:... quadrim 
aculatus, and Neocatolaccus mamezophagus 
Paramecium caudatum, ~ Bursaria, P. 
aurelia, and Blepharisma, sp. 
Isochrysis galbana 
Predator-prey or parasite-host studies 
Plant-herbivore studies 
0\ 
~ 
Table 4.1. Continued 
No. of 
Species Usable 
Interaction Time-series Random 
Source Type* Data Points Environment 
Levin and Anderson 2 0 No 
1970 
Mead, 1968 2 0 No 
Palmblad, 1968 2 0 No 
Ross, 1973a 2 11 No 
Scharitz and 2 0 No 
McCormick, 1973 
Allen and Gonzalea 3 0 No 
1975 
DeBach and Smith 3 8 No 
1941 
Flanders and Badgley 3 0 No 
1966 
* Note: 1 
2 
Competition between animal populations 
Competition between plant populations 
Species Studied 
Theoretical model only, no application 
study 
Various .garden vegetables 
Bromus inermis, ~ tectorum, Capsella 
bursapastoris, Conyza canadensis, 
Plantago lanceolata, K.:_ major, Senecio 
cylvaticus, E...:_. viscosus, Silene anglica 
Amorpha ~· and Chlorococcum ~· 
Sedum smalii and Minuartia uniflora 
Trichogrannna pretiosum and Trichoplusia 
ni 
Musca domestica and Mormoniella 
vitripennis 
Anagasta kuhniella, Blattisocius 
tarsalis, and Exidechthis canescens 
3 == Predator-prey or parasite-host studies 
4 = Plant...:herbivore studies 
·(j\ 
N 
Table 4.1. Continued 
Source 
Gause, et al., 
1936 
Huffaker, 1958 
Johnson, 1973 
i.loyd, 1968 
Luckinbill, 1973 
Messenger and 
Force, 1963 
Salt, 196 7 
Taylor, 1967 
Utida, 1950 
* Note : 1 
2 
No. of 
Species Usable 
Interaction Time-Series Random 
Type* Data Points Environment 
3 10 No 
3 0 No 
3 0 No 
3 0 No 
3 0 No 
3 0 No 
3 0 No 
3 0 No 
3 0 No 
Competition between animal populations 
Competition between plant populations 
3 
4 
Species Studied 
Cheyletus eruditus and Aleuroglyphus 
agilis 
Eotetranychus sexmaculatus and 
Typhlodromus occidentalis 
Ishnura verticalis and Semocephalus 
serrulatu 
Tribolium castaneum 
Paramecium aurelia and Didinium 
nasutum 
Therioaphis maculata and Praon 
palitans 
Woodruffia and Paramecium 
Tribolium confusum 
Callosobruchus chinensis and 
Neocatolaccus mamezophagus 
Predator-prey or parasite-host studies 
Plant-herbivore studies °' w 
Table 4.1. Continued 
No. of 
Species Usable 
Interaction Time-Series Random 
Source Type* Data Points Environment 
Sang, et al., 4 15 No 
1952 
Wright, 1965 4 0 No 
*Note: 1 = Competition between animal populations 
2 = Competition between plant populations 
3 
4 
Species Studied 
Drosophila and yeast 
Daphnia 
Predator-prey or parasite-host studies 
Plant-herbivore studies 
0\ 
~ 
·------- ---· 
for this study. Second, on a theoretical level, nearly all the 
\ 
studies reported in the literature that could be of potential use 
are microcosmexperiments where environmental parameters have been 
held constant. Since the information theoretic analyses require a 
stochastic system with random environmental inputs, this represents 
a severe limitation for the direct use of these data in this study. 
Finally, also on a theoretical level, even the best of these 
microcosm studies report fewer than a hundred data points. This 
also represents a severe limitation in terms of the data require-
ments for computing the parameters of joint probability density 
functions. 
· Competition Between Animal Populations 
As indicated in Table 4.1, more than a dozen studies were 
·. found that document competition experiments with animal populations, 
The studies that provide the most - time-series data that are in a 
usable format are Gause (1934), Park (1948, 1954), Ayala et al. 
(1973), and Mertz (1969). Leslie (1957) uses the original data of 
Gause (1934), and therefore does not represent a new source of data. 
Mertz (1969) presents a study of intraspecific competition (Tribolium 
cannibalism) and so is of little use to this study. The fundamental 
problem with all of these studies, however, is that while they 
represent comparatively extensive data sets, the best has only 48 
time-series data points (representing an enormous investment in 
data collection over a four-year period). This falls far short of 
the several hundred points that would be minimally required for the 
66 
analyses. Moreover, .norie of these studies includes an experimental 
design with random environmental fluctuations. 
Competition Between Plant Populations 
Seven studies of competition between plarit populations are 
reported in Table 4. 1. While these were the best encountered in 
the literature, none provides sufficient data for a direct applica-
tion of the information theoretic equations, and nearly all of the 
studies were conducted under non-random environmental conditions. 
Predator-Prey and Parasite-Host 
Studies and Plant-Herbivore 
Studies 
Of the sixteen references concerning predator-prey and parasite-
host systems included in Table 4.1, none provides sufficient data for 
purposes of estimating the parameters of joint probability density 
functions . . This is also the case for the three plant-herbivore 
studies in Table 4. 1. 
Data Generation 
Since a sufficient data set could not be found in the literature, 
a suitable stochastic model was prepared to generate the necessary 
data base. The article by Ross (1973a) offered a good starting 
point for the model for several reasons. First, the model presented 
by Ross represents a departure from the Lotka-Volterra logistic 
equations that are typical of most theoretical competition studies. 
Second, Ross presents a fairly good data based used in estimating 
the parameters of the models. These data could be used in any 
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restructuring of the model that might be necessary in adding a 
stochastic environmental component to the model. Finally, the model 
presented by Ross demonstrates good fit .to the observed data. 
The Model Ecosystem 
Basis of the Model 
As indicated above, the basis for the stochastic model used in 
this study is the data and model presented by Ross (1973a) for 
examining competitive growth of two diatoms. To construct his 
model, Ross (1973a) cultured two diatoms (Amorpha sp. BL-17 and 
Chlorococcum sp.-38) in a continuous flow apparatus. His purpose 
was to investigate the population dynamics of two micro-organisms 
on the same trophic level competing for a common set of resources. 
In his experiment, Ross (1973a) cultured "seeds" from the 
organisms in large flasks, and, when the cultures had developed, 
introduced samples of the organisms into the continuous culture 
vessel. The medium used for the continuous culture was a minimal 
growth medium. An average of six days was required for equilibrium 
to be reached in the culture vessel under a constant flow rate of 
1.2 ml/hr through the vessel. 
Ross (1973a) withdrew samples from the culture vessel at 
12-hour intervals and counted the populations. Two separate experi-
ments and four mixed ones with varying initial conditions were 
conducted. The data from these are reported in Table 4.2. In the 
table, x is the number .of cells times 10 4 /ml of Amorpha sp. and y 
is the number of cells times 10 4/ml of Chlorococcum sp. Using the 
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Table 4.2. Population dynamics of two competing diatoms (from 
Ross, 1973a) 
Time Separate* Mixed l* Mixed 2* Mixed 3* Mixed 4* in 
Hours x y x y x y x y x y 
0 1.01 1.00 1.00 · 0.50 1.00 1.50 3.00 1.00 2.00 3.00 
12 1.61 1. 79 1. 50 o. 80 1. 38 1. 77 2.44 0.99 1. 90 2.67 
24 2.09 2.62 1. 85 1.10 1. 64 1.97 2.28 1.11 1.86 2.44 
36 2.40 3.30 2.01 1. 32 1. 76 1.98 2.21 1. 24 1. 83 2.36 
48 2.49 4.02 2.04 1. 49 1. 86 2.00 2.15 1. 37 1. 88 2.28 
60 2.49 4.40 2.03 1.61 1. 90 2.03 2.09 1.55 1. 90 2.19 
72 2.50 4. 70 2.02 1. 71 1.92 2.05 2.03 1. 68 1. 91 2.10 
84 2.50 4.90 2.01 1. 86 1. 93 2.02 2.01 1. 82 1. 92 2.06 
96 2.50 4.95 1. 99 1. 90 1. 94 1. 99 1. 99 1. 88 1. 93 2.02 
108 2.50 5.00 L97 1. 93 1. 95 1. 97 1. 97 1.94 1. 94 1. 99 
120 2.50 5.00 1.96 1. 97 1. 95 1.98 1. 96 1. 97 1.95 1. 96 
* All units are in tens of thousands of cells per ml. 
data presented in Table 4.2, Ross (1973a) was able to compute the 
coefficients of the following differential equation system which 
describes the behavior of the competing populations: 
dx 
-= dt ( 4 .1) 
dt 
-= dt (4.2) 
where 
x = population of Amorpha sp. in thousands of cells per ml. 
y = population of Chlorococcum sp. in thousands of cells per ml. 
a1 liriear rate constant of Amorpha sp. in batch medium, 
a2 = linear rate constant of Chlorococcum sp. in batch medium, 
¢=washout rate of continuous culture apparatus, 
bl= logistic inhibitory constant of Amphora sp. 
b2 . = logistic inhibitory constant of Chlorococcum sp. 
c1 constant describing inhibitory effect of Chlorococcum on 
Amphora, and 
c2 = constant describing inhibitory effect of Amphora on 
Chlorococcum. 
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All constants are presumed positive with ¢ < a1 and ¢ < a 2 to avoid 
total · washout of either population. ·As previously indicated, the 
differential equation system proposed by Ross (1973a) provided a 
good fit to the observed data, and predicted equilibrium populations 
very close to where they actually occurred. Since the environmental 
parameter, ¢, was held constant in the experiment, Ross (197 3a) did 
not evaluate a 1 and a 2 • Instead, he computed the quantities (a 1 - ¢) 
and (a 2 - ¢) and applied them in ·a linearly transformed version of 
both the differential equation system and the observed population 
data to a~sess stability characteristics of the system. 
Formulation of the Model 
The data in Table 4.2 were used to construct a difference 
equation system similar in form to Ross' differential equations. 
This was done to save on computer costs in a~tually running the 
model. The difference equation system has the form 
(4.3) 
0 
l 
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(4. 4) 
where the terms are defined as in the differential equation system. 
The coefficients in the difference equation system were computed 
using the data in Table 4.2 and ordinary least-squares regressions 
' . 
. · techniques provided in the Econometrics Software Package (ESP) 
available on the University's Burroughs B-6700 computer. Table 4.3 
lists the computed coefficients and the statistics obtained from 
these regressions. 
As indicated in Table 4. 3, the estimated coeffi ~ demonstrate 
exceptionally good fit to the observed data produci ~ lues of 
0.949 for Amorpha and 0.899 for Chlorococcum. The t-statistics 
for all coefficients are significant at the O. 999999 level. 
The final problem in formulating the stochastic model was to 
determine the washout rate, ~, that was used by Ross (1973a) in 
obtaining the population data. This was calculated by dividing the 
flow rate used in the experiment (1.2 ml/hr or 14.4 ml/12 hr) by 
the volume of the continuous culture vessel. Though Ross (1973a) 
did not specify the volume of the apparatus, he did indicate that · 
it was a Bioflo model 6-30 manufactured by the New Brunswick 
Scientific Company. The New Brunswick Scientific Company catalogue 
. (1978) lists the volume of the vessel at 750 ml, a figure which was 
later confirmed by Ross (personal communication) himself. This 
indicates that the washout rate for Ross's experiments was 
~ = 14.4 ml/12 hr 
750 ml 0.0192/12 hr (4.5) 
Table 4.3. Computed coefficients for the different equation model 
Dependent Independent Estimated Standard 
Variable Coefficient Variables Coefficient Error 
x - x (al - ¢) x 
n-1 0.763197 0.023920 n n-1 
bl x2 n-1 0.303557 0.009712 
cl x n-1 yn-1 0.085409 0.003748 
Yn - yn-1 (a2 - ¢) yn-1 0.658595 0.028589 
b2 
2 
yn-1 0.132973 0.006248 
c2 xn-1 yn-1 0.198106 0.008979 
* All t-statistics significant at the 0.999999 level 
t-
Statistic* 
31. 9063 
31. 2556 
22. 7891 
23.0366 
21.2841 
22. 0621 
R2 
0.949 
0.899 
-...J 
r' 
From this washout rate, values for a1 and a2 in the difference 
equation system were calculated as 
a1 = 0.763197 + ¢ = 0.763197 + 0.0192 = 0.782398 (4.6) 
a2 = 0.658595 + ¢ = 0.658595 + 0.0192 = 0.677795. (4.7) 
Using these values for a1 and a2 , it was possible to program a 
computer model with a random flow rate producing a random washout 
rate. The difference equation system of (4.3) and . (4.4) can be 
rewritten as 
= (0. 782398 - ¢) x . - x 
n-1 n 
y ,.. 
n 
- 0.085409 x l y l' n- n-
yn-1 = (0.677795 - ¢) 
-0.198106 x l y l 
n- n-
x l - 0.303557 2 x 
n- n-1 
( 4. 8) 
yn-l - 0.132973 
2 
yn-1 
(4. 9) 
where¢ is allowed to vary randomly from one time period to the 
next, but remains fixed wi .thin any given 12-hour time period. Another 
restriction on the washout rate is that¢ must always be less than 
0.677795 to avoid extinction of either population. 
Model Assumptions 
Several assumptions are embodied in the structure of the model. 
First, the .environmental parameter, i.e., the washout rate, is 
presumed constant within discrete 12-hour time periods, but is 
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allowed to vary randomly across time periods. Second, the model 
assumes complete mixing in a constant-volume system where nutrient 
inflow levels are constant and limiting. Other environmental 
conditions such as temperature and light are assumed constant, 
though this would not have to be the case in applying information 
theory mathematics to real and not model-generated data. The final 
assumption embodied in the model is that both populations respond 
linearly with flow rate. Using the data of Caperon (1968, 1969), 
Greµney et al. (1973) demonstrated that this is not a confining 
assumption when applied to phytoplankton populations except for 
washout rates approaching O or 1 (see Figure 4.1). The assumption 
of linearity with regard to washout rate should not be a serious 
problem as long as very low and very high rates are avoided. 
Equilibrium 
Population 
Concentration 
(). 0 o.s l.O 
Was hout Rate 
Figure 4.1. Relationship between equilibrium concentration and 
washout rate for phytoplankton populations (adapted 
from Grenney et al., 1973) 
74 
Generation of Data 
To generate the volume of data required to test the hypothesis, 
the difference equation model described above was run 17 different 
times on a digital computer. The environmental parameter, /1 ) 
rate, was allowed to vary in a random fashion according to ~ l 
For each of the runs, the shape of the dis _tribution 
by changing _the expected mean and standard deviation 
The expected mean and standard deviation for 
each of the 17 runs are given in Table 4.4. 
To ensure that the model system would be operating close to its 
stable probability density functions throughout the entirety of each 
simulation, the initial Amorpha and Chlorococcum populations were 
set at their expected equilibriwn values (see Table 4.4). In using 
real data, this assumption could be met by discarding those data 
points at the earliest part of the experiment that do not pass an 
analysis of variance test. 
Analytic Techniques 
Several steps are involved in analyzing the data generated by 
the 17 simulation runs. All of these steps revolve around the 
computation of best-fit univariate and multi-variate probability 
density functions and integrating these functions to calculate the 
entropy and transinformation measures discussed in the section on 
"Information and Regulation: The Theoretical Model," Chapter 3. 
The two major steps in the data analysis are the computation of the 
Table 4. 4. Defining characteristics of the simulation runs 
Expected Expected Expected 
Environmental Environmental Mean 
Run Mean Standard Washout 
Number (ml/12 hr) Deviation Rate 
11 10.0 1.0 0.0133 
12 10.0 2.0 0.0133 
21 14.4 1. 0 0.0192 
22 14.4 2.0 0.0192 
23 14.4 3.5 0.0192 
31 20.0 1.0 0.0267 
32 20.0 2.0 0.0267 
33 20.0 3.5 0.0267 
41 60.0 1.0 0.0800 
42 60.0 2.0 0.0800 
43 60.0 3.5 0.0800 
51 70.0 1.0 0.0933 
52 70.0 2.0 0.0933 
53 70.0 3.5 0.0933 
61 40.0 1.0 0.0533 
62 40.0 2.0 0.0533 
63 40.0 3.5 0.0533 
Initial Conditions 
Amorpha Chlorococcum 
(x) 4 (y) 
(104 cells/ml) (10 cells/ml) 
1. 9413 2.1047 
1. 9413 2.1047 
1. 9294 2.0783 
1. 9294 2.0783 
1. 9294 2.0783 
1. 9143 2.0447 
1. 9143 2.0447 
1. 9143 2.0447 
1. 8061 1. 8049 
1.8061 1. 8049 
1.8061 1. 8049 
1. 7790 1. 7449 
1. 7790 1. 7449 
1. 7790 1. 7449 
1. 8602 1. 9248 
1. 8602 1. 9248 
1. 8602 1. 9248 
'-I 
\Jl 
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regulation quantity, Ry, in Equation (3.12), and the transinformation 
quantities in Equation (3.17). These can be broken into several 
substeps. 
Computation of Ry 
From Equation (3.12), Ry is defined as 
Ry - H*(Y) - H(Y). (4.10) 
Computation of Ry, then, requires knowledge of H,'<(Y) and H(Y). If 
we arbitrarily assume that Amorpha (X) regulates Chlorococcum (Y) 
because of its greater growth rate (a 1 > a2) and its larger inhibitory 
effect (c 1 > c2), then the first step in computing the regulatory 
effect, Ry, of Amorpha on Chlorococcum is to determine the hypo-
thetical constant level of Amorpha where the entropy of Chlorococcum 
is minimized, or 
H*(Y) - min H(Y) 
X = x* (4 .11) 
(refer to Equation 3.11 and its attendant discussion). It can be 
shown that H*(Y) will be found where x* is the equilibrium density 
of Amorpha. For each of the 17 simulation runs, then, the H*(Y) .were 
found by simulating the Chlorococcum population under constant, 
equilibrium Amorpha population levels. A statistical program (see 
Appendix A) was used to compute the best-fit probability density 
function for the Chlorococcum population. The program fits the 
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simulated time-series population for Chlorococcum to various 
density functions to determine which functions best approximate the 
observed population frequencies. The density functions that were 
examined were the normal, log normal, Pearson Type III, log Pearson 
type III, Gumbel, Rayleigh, gamma, beta, exponential, and Laplace 
functions. Chi-square tests were conducted to determine the best-fit 
function. This function times its natural logarithm was digitally 
integrated to yield an estimate of H*(Y). Similar statistical 
procedures were used to compute H(Y) directly from each of the 17 
simulation runs where Amorpha was not held constant. 
Computation of the Transinformation 
Quantities 
Another statistical program was used to compute the parameters 
of the joint probability density functions (see Appendix B). This 
program examined the goodness of fit of the multivariate normal and 
log nonnal density functions to the observed joint population 
frequencies. This was again accomplished by employing a Chi-square 
test. Computation of the joint entropies was accomplished using a 
multivariate integration routine (see Appendix C). These together 
with the univariate entropies computed above, were combined according 
to Equation (3.10) to yield estimates of the transinformation 
quantities. 
Test of the Hypothesis 
The test of the hypothesis, then, lies in comparing the 
calculated values of Ry for each of the 17 simulation runs against 
78 
the quantity l(X;E) - I(X;Y) + I*(Y;E) - l;(<X,Y>;E) found for each of 
the runs. If Ry is reasonably approximated by this quantity, then 
the empirical evidence would support the theory embodied in Equation 
(3.18). Moreover, if relationships can be discovered between the 
various information theoretic quantities and the random environment 
that in part produced those quantities, then answers can be postulated 
for questions such as those outlined in Chapter I, "Objectives and 
Scope." 
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CHAPTER V 
RESULTS 
Statistical Analysis 
As discussed in the previous chapter, the statistical analyses 
of the simulated population data centered around the computation of 
· appropriate probability density functions for the marginal, and joint 
probability densities observe .d in the data. 
Probability Density Functions for 
H*(Y) . 
Ten univariant probability density functions (normal, log normal, 
Pearson Type III, log Pearson Type III, Gumbel, Rayleigh, gamma, beta, 
Laplace, and exponential) were tested for goodness of fit to the 
simulated population frequencies for all required marginal probability 
density functions. A chi-square test was applied in testing these 
density functions, with criteria for rejecting the null hypothesis 
set at a probability of 0.05 or greater, as recommended for density 
functions of this nature by Arkin and Colton (1970). 
In computing the probability density functions for the 17 H*(Y), 
only the normal, . log normal, gamma, and beta density functions 
offered good fits to the observed frequencies. Table 5.1 reports 
the results of the chi-square tests for these density functions for 
each of the 17 simulations. As documented in Table 5.1, the chi-
square tests al,l proved significant above the O .1 probability level. 
Table 5 .1. Results of chi-square tests in computing marginal probability density functions 
for H*(Y) 
Probability Density Function 
Run Normal Log Normal · Ganuna Beta 2 x2 x2 x2 Number DF x p DF p DF p DF p 
11 7 6.349 · o.5oo 7 6. 351 0.499 7 6.349 0.500 7 6. 351 0.499 
12 6 5.436 0.489 7 5.553 0.593 6 5.428 0.490 7 5.553 0.593 
21 7 6.955 0.434 7 6.960 0.433 7 6.957 0.433 7 6. 4 74 0.486 
22 6 6.346 0.386 7 6.473 0.486 7 6.469 0-.486 7 6.474 0.486 
23 6 6.814 0.338 7 6.922 0.437 6 6. 790 0.341 7 6.922 0.437 
31 7 6.809 0.449 7 6.828 0.447 7 6.821 0.448 7 6.831 0.447 
32 7 6. 363 0.498 7 6.370 0.497 7 6.366 0.498 7 6.370 o .. 497 
33 6 7.508 o. 276 7 7.614 0.368 7 7.615 0.368 7 7.613 0.368 
41 7 8.165 0.318 7 8.173 0.318 7 8.169 0.318 · 7 8.174 0.318 
42 7 7. 842 o. 347 7 7.855 0.346 7 1:849 0.346 7 7.856 0.346 
43 7 7.613 o. 368 7 7.618 0.368 7 7.612 0.368 7 7.620 0.367 
51 7 5.889 0.553 7 5.918 0.549 7 5.907 0.551 7 5.920 0.549 
52 7 6. 310 0.504 7 6.387 0.495 7 6.359 0.499 7 6.394 0.495 
53 7 · 6.017 0.538 7 6.174 0.520 7 6.117 0.526 7 6.190 0.518 
· 61 7 8.322 0.305 7 8.316 0.306 7 8.317 0.306 7 8.816 0.306 
62 7 8.706 o. 2 75 7 8.694 o. 2 75 7 8.696 0.275 7 8.692 0.276 
63 7 9.062 0.248 7 9.030 0,251 7 9.036 0.250 7 9.028 0.251 
00 
0 
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On the basis of these tests, the log normal probability density 
function was chosen to represent the marginal probability density 
for Chlorococcum in the computation of H*(Y). The log normal function 
was selected because of its consistently high probability score on 
the chi-square tests and its ease of programming .for digital inte-
gration to determine H*(Y). The parameters of the log normal 
probability function for H*(Y) for the 17 simulation runs are given 
in Table 5.2. 
Probability Density Functions 
for H(X) and H(Y) 
The best-fit marginal probability density functions to be used 
in computing the marginal entropy of the Amorpha and Chlorococcum 
populations were identified in procedures completely analogous to 
those specified for H*(Y) in the preceding section. Again, only 
the normal, log normal, gamma, and beta functions proved to have 
significant chi-square probability levels. These are reported in 
Table 5.3 for Amorpha and Table 5.4 for Chlorococcum. Again, the 
chi-square tests all proved significant above the 0.1 probability 
\ 
level. The log normal probability density function was also selected 
to represent these marginal probabilities because of its consistently 
good fit and its ease of use. The . parameters of the log normal 
density function are given in Table 5.5 for Amorpha and .Table 5.6 
for Chlorococcum. 
Probability Density Furtctio~s 
for H(E) 
As stated in Chapter 4, "Computation of Ry", Amorpha was selected 
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Table 5.2. Parameters of the log normal probability density function 
used in representing marginal probability density 
functions for H*(Y) (Chlorococcum) 
Run Number Mean Log (Y) e . Standard Deviation Log (Y) . e 
11 7.65239 x 10° 2.06694 -3 x 10_3 
12 7.65280 x 10° 4.13414 x 10 
21 7. 63978 x 10° 2.07971 x 10- 3 
22 7.64019 x 10° 4.15984 -3 x 10 _3· 
23 7.64079 x 10° 7.28004 x 10 
31 7.62349 x 10° 2.09652 x 10=~ 
32 7.62392 x 10° 4.19342 x 10_3 
33 7.62453 x 10° 7.33901 x 10 
41 7.49876 x 10° 2.23261 x 10- 3 
42 7.49924 x 10° 5. 56571 x 10- 3 
43 7.49993 x 10° 7.81555 x 10- 3 
51 7.46499 x 10° 2. 27173 x 10- 3 
52 7.46548 x 10° 4.54402 x 10- 3 
53 7.46619 x 10° 7.95267 x 10- 3 
61 7. 56307 10° 2.16083 -3 x x 10 · 
62 7.56352 100 4.32201 -3 x x 10_3 
63 7.56417 x 10° 7.56394 x 10 
Table 5.3. Results of chi-square test in computing marginal probability density functions for 
H(X) (Amorpha) 
Probability Densi~y Function 
Run Normal Log Normal GaIIUna Beta 
Number DF x2 p DF x2 p DF x2 p DF x2 p 
11 6 5.806 0.445 6 5. 775 0.449 6 5.784 0.448 6 9.007 0.173 
12 6 5.950 0.429 6 5. 886 0.436 6 5.905 0.434 6 5. 969 0.427 
21 6 5.909 0.433 6 5.873 0.438 6 5.883 0.436 6 7.915 0.244 
22 6 6.136 0.408 6 6.065 0.416 6 6.087 0.414 6 6.089 0.413 
23 6 6.923 0.328 6 6.831 0.337 6 6.857 0.334 6 6.845 0.335 
31 6 6.823 0.337 6 6.788 0.341 6 6.797 0.340 6 7. 630 0.266 
32 6 7.339 0.291 6 7. 2 74 0.296 6 7.293 0.295 6 10.152 0.118 
33 6 8.222 0.222 6 8~133 0.229 6 8 . 157 0.227 6 8.149 0.227 
41 6 2. 243 0. 896 6 2.238 0.897 6 2.239 0.896 6 1. 989 0.921 
42 6 2.333 0.887 6 2.329 0.888 6 2.323 0.888 6 3.201 0.783 
43 6 2.756 0.839 6 2. 727 0.842 6 2. 734 0.841 6 2.730 0.842 
51 6 2.975 0.812 6 2. 964 o. 813 6 2. 966 0.813 6 4.038 0.672 
52 6 2.899 0.821 6 2.861 0.826 6 2. 872 0.825 . 6 2.997 0.809 
53 6 2.506 0.868 6 2.450 0.874 6 2.464 0.873 6 2.462 0.873 
61 6 8.240 0.221 6 8.191 0.224 6 8.203 0.224 6 8.601 0.197 
62 6 8. 458 0.206 6 8.341 0.214 6 8. 3 75 0.212 6 8.198 0.224 
63 6 7.846 0.250 6 7.646 0.265 6 7.704 0.261 6 7.783 0.254 
(X) 
v..l 
Table 5.4. Results of the chi-square test in computing marginal probability density functions 
for H(Y) (Chlorococctllll) 
Probability Density Function 
Run Normal Log Normal Gamma Beta 
Number DF 2 DF 2 2 x2 x p x p DF x p DF p 
11 7 11. 101 0.138 7 10.946 0.141 . 710.963 0.140 
12 7 11.491 0.118 7 11. 346 0.124 7 11.387 0.123 7 11.194 0.130 
21 7 11. 844 0.106 7 11. 766 0.108 7 11. 788 0.108 7 13.521 0.060 
22 7 10.822 0.146 7 10. 677 0.153 7 10. 719 0.151 7 10.468 0.163 
23 7 11. 635 0.113 7 11. 363 0.123 7 11. 441 0.120 7 11. 4 70 0.119 
31 7 11. 735 0.110 7 11. 664 0.112 7 11.682 0.111 
32 4 6.235 0.182 4 6.266 0.180 4 6.258 0.181 4 6. 410 0.171 
33 4 6.814 0.146 4 6.881 0.142 4 6.855 0.144 4 6.874 0.143 
41 7 11.198 0.130 7 11. 094 0.134 7 11.119 0.133 7 17.794 0;121 
42 4 4.744 0.315 4 4. 795 0.309 4 4. 779 o. 311 4 5.517 0.238 
43 4 6.120 0.190 4 6.209 0.184 4 6.178 0.186 4 6.262 0.181 
51 4 5.854 0.210 4 5.859 0.210 4 5.858 0.210 
52 4 4.950 0.293 4 4.959 0.292 4 4.955 0.292 4 5.582 0.224 
53 4 5.926 0.205 4 5.960 0.202 4 5.949 0.203 4 5.959 0.202 
61 7 10.077 0.184 7 10.006 0.188 7 10.023 0.187 7 13.590 0.059 
62 7 9.819 0.199 7 9. 672 0.208 7 9. 711 0.206 7 9.692 0.207 
6.3 7 9. 710 0.206 7 9.449 0.222 7 9.517 0.218 7 9.248 o. 235 
-
CX> 
~ 
Table 5.5. Parameters of the log normal probability density 
function used in representing marginal probability 
density functions for H(X) (Amorpha) 
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Run Number Mean Log (X) Standard Deviation Log (X) 
e e 
11 7.57113 x 10° 1. 36121 
. -3 
x 10_3 
12 · 7. 5 7113 x 10° 2.72273 x 10 
21 7.56498 x 10° 1. 36294 -3 x 10_3 
22 7.56498 x 10° 2. 72620 x 10_3 
23 7.56497 x 10° 4. 77177 x 10 
31 7.55709 x 10° 1. 36523 x 10- 3 
32 7. 55710 x 10° 2. 73077 -3 x 10_3 
33 7.55709 x 10° 4. 7'/977 x 10 
41 7.49891 x 10° 1. 3844 7 -3 x 10_3 
42 7.49891 x 10° 2.76920 x 10_3 
43 7.49890 x 10° 4.84691 x 10 
51 7.48382 x 10° 1.39012 x 10- 3 
52 7.48382 x 10° 2.78049 -3 x 10_3 
53 7.48381 x 10° 4.86664 x 10 
61 7.52843 x 10° 1. 37420 -3 x 10_3 
62 7.52843 x 10° 2.74869 x 10_3 
63 7.52842 x 10° 4.81108 x 10 
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Table 5.6. Parameters of the log normal probability density function 
used in representing marginal probability density 
functions for H(Y) (Chlorococcum) 
Run Number 
11 
12 
21 
22 
23 
31 
32 
33 
41 
42 
43 
51 
52 
53 
61 
62 
63 
Mean Log (Y) 
e 
7.65198 x 10° 
7.65200 x 10° 
7.63936 x 10° 
7.63938 x 10° 
7.63940 x 10° 
7.62307 x 10° 
7.62309 x 10° 
7.62311 x 10° 
7.49829 x 10° 
7.49831 x 10° 
7.49833 x 10° 
7.46450 x 10° 
7.46452 x 10° 
7. 46455 x 10° 
7.56263 x 10° 
7.56265 x 10° 
7.56267 x 10° 
Standard Deviation Log (Y) 
e 
-3 1. 46986 x 10 _3 
2.94015 x 10 
-3 1.47484 x 10_3 
2.95010 x 10_3 
5.16357 x 10 
-3 1. 48140 x 10 _3 
2.96321 x 10_3 
5.18649 x 10 
1.53613 x 10- 3 
3.07268 x 10- 3 
5.37799 x 10- 3 
1. 55231 x 10- 3 
3.10505 x 10- 3 
5.43563 x 10- 3 
-3 1. 50691 x 10 -3 
3.01424 x 10_3 
5.27575 x 10 
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as the "regulating" population and Chlorococcum as the "regulated" 
population due to the superiority of Amorpha in terms of growth 
rate (a 1 > a2) and competitive ability (c 1 > c2). (In theory, this 
is only a convenient linguistic distinction since the theoretical 
regulation equations apply equally well to either population). 
The information theoretic equations of Chapter 3, 'Discussion of 
Theory" require that the regulated element, Y (Chlorococcum), be a 
function only of the regulating element, X (Amorpha) and the random 
environment, E. In the case of the Amorpha-Chlorococcum simulation 
model, Chlorococcum is also a function of its own population level 
one time step previously. Accordingly, the random environmental 
parameter, E, in equations of the section "Discussion of Theory" 
Chapter 3, was expressed as a two-dimensional vector consisting of 
the random flow rate, w, at time t and the Chlorococcum population, 
Y, at time t-1. Accordingly, computation of the entropy of the 
random environment ' requires the calculation of the parameters of the 
joint probability density function of the flow rate and the 
Chlorococcum population. A normal-log normal density function was 
fit to the simulated population data. As reported in Table 5. 7, 
good fits were obtained for these joint density functions. 
Probability Density Functions 
for H(X, Y) 
The joint probability density functions for Amorpha, X, and 
Chlorococcum, Y, were represented as log normal-log normal 
distributions, where the Chlorococcum data were taken at time t and 
Table 5.7. Results of the chi-square test in computing joirit 
probability density functions for H(E) = H(w,Y) 
· (Flow Rate and Chlorococcum) · 
Normal-Log Normal PDF 
Run Number DF 2 x p 
11 29 25. 096 0.673 
12 29 24. 713 0.693 
21 29 24.131 o. 722 
22 29 26.385 0.605 
23 29 26.149 . 0.618 
31 29 26. 372 0.606 
32 29 26.234 0.613 
33 29 26.938 o. 575 
41 29 27.830 0.581 
42 29 26.641 0.591 
43 29 26.380 0.605 
51 29 27. 044 0.569 
52 29 28.299 0.502 
53 29 28.949 0.468 
61 29 25.524 0.651 
62 29 26.104 0.620 
63 29 26.204 0.615 
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the Amorpha data at time t-1. Good fits for thes.e density functions 
were obtained, with chi-square probability levels consistently 
greater than 0.1 (see Table 5.8). 
Probability Density Functions 
for H*(E) 
As noted in Chapter 5, "Probability Density Functions for H(E)" 
the random environmental parameter, E, was expanded to two 
dimensions. In computing the probability density functions for the 
H*(E), a normal-log normal approximation was used. Good chi-square 
fits were obtained, as given in Table 5.9. 
Probability Density Functions 
for
0
Three- and Four-Dimensional 
Entropy Functions 
The expansion of the environmental variable to two dimensions 
made the joint probability density function for the entropy terms 
H(X,E) and H*(Y,E) three-dimensional, and the term H(<X,Y>, E) 
four-dimensional. Whereas the parameters of these functions were 
computed (for normal-log normal-log normal and normal-log normal-log 
normal-log normal formulations), the costs for computing chi-square 
tests for these functions proved prohibitive. However, since good 
fits were obtained for the univariate and bivariate normal and 
log normal density functions, the same would be expected for functions 
of higher dimensions (Horgan, personal communication). 
Calculation of Entropy Quantities 
All entropy quantities were calculated by digitally integrating 
the appropriate probability density function times its natural 
Table 5.8. Results of the chi-square test in computing joint 
probability density functions for H(X,Y) (Amorpha and 
Chlorococcum) 
Log Normal-Log Normal PDF 
Run Number OF x2 p 
11 25 33.269 0.124 
12 25 32.105 0 . 155 
21 25 31. 442 0.175 
22 25 30.444 0.208 
23 25 30.750 0.197 
31 24 29.404 0.205 
32 24 28.540 0.238 
33 24 30.399 0.172 
41 24 31. 981 0.127 
42 24 31.854 0.131 
43 24 29.106 0.216 
51 24 25.251 0.392 
52 24 25.849 0.361 
53 24 24.800 0.417 
61 24 28.322 0.247 
62 24 25.931 0.357 
63 24 25. 792 0.364 
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Table 5.9. Results of the chi-square test in computing joint 
probability density functions for H*(E) = H*(w, Y) 
(Flow rate and Chlorococcum) 
Normal-Log Normal PDF 
Run Number DF 2 x p 
11 29 24.957 o. 680 
12 29 25.134 o. 671 
21 29 25.107 0.673 
22 29 25.813 o. 635 
23 29 25.465 0.654 
31 29 25. 729 0.640 
32 29 26.075 0.621 
33 29 26.239 0.613 
41 29 26.552 0.596 
42 29 27.830 0.527 
43 29 27.641 0.537 
51 29 27 .132 0.565 
52 29 28.227 0.506 
53 29 28.936 0.468 
61 29 25.346 0.660 
62 29 25.849 0.634 
63 29 26.127 0.619 
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logarithm. The integration bounds in all cases were from minus to 
plus four standard deviations from the mean. The integration 
routine is a partitioned Gauss quadrature approach which utilizes 
double precision calculations. The program (see Appendix C) should 
be accurate to at least five significant digits for the types of 
functions utilized. Table 5.10 presents the computed values for 
all entropy functions. 
It should be noted that for some of the three-dimensional entropy 
·. functions and all of the four-dimensional functions, a simplifying 
algorithm was used to sharply decrease the cost of the digital 
integration. The costs of digital integration go up exponentially 
as the number of dimensions of integration increase . For the type 
of functions considered in this research, the costs of integration 
n b~come prohibitive when the function has three or more dimensions. However, it was observed that since the multi-variate functions were 
(approximately) symmetric, the costs of integration could be greatly 
\ . 
u ~ reduced if the integration were performed only over one symmetric piece of the function. The correct integral could then be obtained 
by multiplying the result by the appropriate integer. The costs of 
integration could thus be . reduced by seven-eights in the case of a 
three-dimensional function, and fifteen-sixteenths for a four-
dimensional function. The problem with this approach is that while 
the functions are symmetric, they were not symmetric with respect 
to the coordinate system in which they were measured. This meant 
that the integration would have to be performed in a rotated 
coordinate system. Obtaining an algorithm to perform the necessary 
Table 5.10. Computed entropy values * 
Joint Ent ropy of 
Chl o::-ococc t.:::: ·:\ ::-.or~ , 
( t-1), Chlo r O('.O~Ct.:~ 
Flow Rate Chlorococc .u::i ( t) • 
Encropy of Chlor ococct.:::i Amorpha, and (t), and Chl o rococct.:!:! 
Flow Rate Chlorococcum, Amorpha Chlorococcum Flow Rate (c-1), anc 
:h :n Entro py of [,,_-::oroha (;.r..:>rr:1a and and and [.i'~-aorpha [A."7lorpha Fl ew Rate 
: ..;:-:-.'.Ji:!::' r\.r::or!"lha c o:istant ] nor.-c;J 1;stan t] Chl c ro cocc um Flow Rate Chlorococcu.':l co nstant ] const.:1nt] (:i ( :, ; ) h•C:)) (::HY )) (ri(',.',Y)) (H(X, Y,\.I)) (H(X,Y)) ( H*(Y,\.I)) (H*(Y,E)) (H(<X, Y > , C:) ) 
11 2.390 00 2. 8'3893 2.547 64 3.96 85(, 1. 34342 4. 88361 4. 2lf>OS 4.18914 4 . 97 589 
12 3. 08322 3.5 8250 3. 24091 5.355 29 1. 3663 7 6. 27015 5.59501 5. 36 702 · 6 .85 176 
21 2.3 :~512 2. 83 248 2.5 ]340 3 . 95941 1. 3 2386 4.867 46 4.20 971 4 . 25230 5 . 0·j &i:3 
~2 3. 07334 3 . 57609 3. 23167 5 .34554 1. 34 285 6. 25396 5. 58856 5. 65495 7 . 1-.173 
) ' _., 3.63 8 10 4 .1363 0 3. 79 L44 6 .46 490 1. 334 99 7.37331 6.7 0188 6.506 60 8 . 576 60 
~1 2.3 7891 2 .:87424 2 . 52655 3. 94748 1. 30426 4.84684 4.20126 4.16955 4 . 9 359 l 
32 3. 07214 3 . 56736 3 . 219Sl 5.33377 1.32 872 6.23307 5.5 f:030 5. 76J0 5 7.251 99 
33 3. 63190 4.12 31 1 3. 77958 6 . 45303 1. 340 01 7 .35249 6. 69357 6. 5s on s. 63791 
c. l 2. 33473 2. 812!.l 2.43 305 3.8 5894 1. 22533 4. 69223 4 . 13922 3.952 :l2 4 . 7-3645 
~2 3.02 793 3 . ) 0609 3.13131 5.24522 1. 23133 6.07884 5.51 21 7 5.5 64 81 7.0 3 105 
43 3.5 8766 4. 06642 3.691 06 6 . 36446 1. 24188 7.19 826 6.631 48 6.426 85 8. 50.:.86 
51 2 . 32J H 2 . 79600 2. 41475 3. 83562 1.1 98 11 4 . 65226 4.122 84 4. 26717 5. 097 .:.9 
52 3.01 691 3.4 89 72 3.1 0801 5.22190 1. 20592 6.03 82 3 5 . 50191 S.43 960 6. 966 36 
SJ 3.5 7664 4. 0 5008 3. 6.6776 6.34115 1. 21618 7.15 805 6.61518 6 . 761.:.5 8 . 0437d 
61 2.3 56dl 2.8 ~40~ 2.43318 J.90410 1. 34 707 4. 77081 4.1 7082 4.12127 !..E5 050 
f;2 3.05001 3.53766 3 . 17645 5.29037 1. 28063 6.15726 5.549 89 5. 29309 6.3 0380 
63 3.60976 4.09794 J.73620 6.40964 1. 29186 7.27665 6.6 6317 6.57794 8.6356 6 
• All ent ro pies a r e measured i n nits. 
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rotation of coordinates proved to be very time consuming . . Ultimately, 
a theorem in linear algebra, called the "Principal Axis Theorem" 
(Kolman, 1970), was us .ed to provide the necessary algorithm. This 
theorem says that a quadratic function of the form 
T f(x) = x Ax, (5 .1) 
where xis a vector and A is a symmetric matrix, can be transformed 
into an equivalent expression 
g(y) (5.2) 
where n is the dimension of x, the b. are the eigenvalues of A, and 
]. 
y is a vector given by 
y Px, (5. 3) 
where Pis the transposed matrix of eigenvectors of A. While this 
algorithm proved to be very efficient in reducing the complexity 
and cost of the integration problem at hand, it should be emphasized 
that the same approach would not work with other types of (non-
symmetric) functions. 
Computation of Transinformation and Regulation Quantities 
The required transinformation quantities of Equation (3 .17) 
were easily calculated using the definition of Equation (3.10) from 
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the entropy values in Table 5.10. Similarly, the regulation of 
Chlorococcum by Amorpha is calculated from the H*(Y) and H(Y) 
entropies given in Table 5.10 according to the definition in 
Equation (3.12). The transinformation and regulation quantities 
are given in Table 5.11. 
As can be seen by comparing the second and last columns of Table 
5.11, the observed regulation of Chlorococcum by Amorpha (column 2) 
compares closely with that obtained from the theoretical predict :tcn 
(lnst . colum:n in Table 5.11) proposed by Equation 3.17 and the 
hypothesis. 
Test of the Hypothesis 
As a test of the hypothesis stated in Chapter 3, "Ecological 
Implications of the Model," and Equation 3.17, a linear regression 
was obtained comparing the theoretical regulation values from 
Table 5~11 to the observed values. As can be seen from the results 
of the regression (Table 5.12), the slope of the best-fit line 
which passes through the origin is nearly unity. Good res .ults are 
also indicated by the t-statistic and R2 data. On this basis, there 
is no indication that the hypothesis should be rejected. Within 
the context of the simulated populations and over the range of 
environmental conditions represented in the simulations, the theory 
Table 5.11. Computed transinformation and regulation quantities 
· Run Observed Regulation 
Number 8y = H*(Y) - H(Y) I(X;E) I(X;Y) I*(Y;E) I(<X,Y>;E) 
11 0.34129 1. 34842 0.05403 2.91587 3.87628 
12 0.34159 1. 36637 0.05398 3.81049 4. 77368 
21 0.34408 1. 32386 0.05606 2.83989 3. 76074 
22 0.34442 1. 34285 0.05605 3. 50971 4.45777 
23 0.34486 1. 33499 0 ~05623 4.33158 5.26161 
31 o. 34769 1. 30436 0.05862 2.90595 3.80841 
32 0.34805 1. 32872 0.05888 3.38811 4.31485 
33 0.34853 1. 34001 0.05899 4.24166 5.16761 
41 0.37436 1. 22533 0.08055 2.99871 3. 764 72 
42 0.37478 1. 23135 0.08040 3.45945 4.24301 
43 0.37536 1.24188 0.08046 4. 27105 5.05786 
51 0.38125 1.19811 0.08620 2.65167 3.39039 
52 0.38171 1. 20592 0.08669 3.55203 4. 29377 
53 0.38232 1.21618 0. 08635 3.90381 4.65042 
61 0.36086 1. 34 707 0.06918 2.89359 3.81441 
62 o. 36121 1. 28063 0. 06920 3.79446 4.64386 
63 0.36174 1. 29186 0~06931 4.18317 5.05063 
ComEuted Regulation 
I(X;E) - I(X;Y + 
I*(Y;E) = I(<X,Y>;E) 
0.33398 
0.34920 
0.34695 
0.33872 
0.34873 
0.34318 
0.34310 
0.35507 
o. 37877 
0.36739 
0.37461 
o. 37419 
o. 37749 
0.38322 
0.35707 
0.36206 
0.35509 
I.O. 
"' 
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Table 5.12. Linear regression results relating observed regulation 
(Ry) to predicted (Ry) 
Dependent 
Variable 
Ry 
p 
Independent 
Variable 
p 
Estimated 
Coefficient 
0.99564 
Additional Observations 
Regulation and Transinformation 
Measures 
t-
Statistic 
283.007 0.884 
There are some interesting observations that can be made about 
the entropy, transinformation, and regulation data contained in 
Table 5.10 and 5.11. First, intuitively, one might expect 
regulation, Ry, to increase as the difference between the two 
transinformation quantities, I(X;E) and I(X;Y), increases. (That 
is, if the system exhibited cause-controlled regulation, then it 
would . be maximizing I(X;E); if it were exhibiting error-controlled 
regulation, then I(X;Y) would be minimized.) The data indicate 
that, in fact, just the opposite is true. As illustrated in 
Table 5.13, Ry is negatively correlated with the quantity I(X;E) -
I(X;Y). These data would suggest that regulation is being obtained 
by Amorpha in a nonstandard fashion (neither cause-controlled nor 
error-controlled nor entirely a combination of the two; see Chapter 
3, "Ecological Implications of the Model," and Conant, 1969). 
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table 5.13. Linear regression results relating ~ to I(X;E) - I(X;Y) 
· rndependent Variable Estimated Coefficient t-statistic* R2 
I(X;E) - I(X;Y) 
1 
* 
-0.21493 
0.62221 
-13.326 0.922 
31. 531 
Note: t-statistics significant at p = 0.999999 
The nonstandard control terms in Equation 3.17 are I*(Y;E) and 
I(<X,Y>E). Since the above data indicate that the standard control 
strategies are not being strictly employed by Amorpha in regulating 
the .behavior of Chlorococcum, then one might expect that the non-
standard control measures are being emphasized. To test this, a 
regression was obtained comparing~ against the quantity I*(Y;E) -
I(<X,Y>;E). The results of this regression are reported in 
Table 5.14. As can be seen, a significant positive correlation 
exists between the amount that Amorpha regulates Chlorococcum (~) 
and the difference between the two transinformation quantities. 
Table 5.14. Linear regression results relating~ to I*(Y;E) -
I( <X, Y> ;E) 
Independent Variable · Estimated Coefficient 
I*(Y;E) - I(<X,Y>;E) 0.18117 
1 0.51608 
* Note: t-statistics significant at p 
t-statistic* 
15.970 
52.453 
0.999999 
0.945 
l 
L 
Regulation, Transiq.formation, and 
Environmental Severity · 
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The question of how environmental conditions affect regulation 
was also examined. To explore this issue, the regulation and trans-
information values observed in Table 5.11 were regressed against 
the observed mean and standard deviation of the flow rate for the 17 
simulation runs. Intuitively, one might e.xpect that regulation and 
the quantity I(X;E) - I(X;Y) would both decrease as environmental 
conditions became more severe. However, since regulation was 
negatively correlated with the difference in transinformation 
quantities, both cannot decrease with increasing environmental 
severity. One might also expect a positive correlation between 
measures of both enviro r ental severi~y and the quantity I*(Y;E) -
I( <X, Y> ;.E) with the standard deviation of the flow rate. Though this was 
I 
not the case, very sign i ficant results were obtained when the mean flow 
rate was used as the independent variable in the regressions. These 
are reported in Table 5.15. 
These regressions f ndicate that regulation of Chlorococcum is 
positively correlated wi th increasing mean flow rate. In other words, 
I 
as environmental conditions become more severe, the actions of 
Amorpha (at least in pa l t) serve to decrease the randomness in the 
I 
behavior of Chlorococcum. 
The transinformation quantity I(X;E) - I(X;Y) is . strongly 
negatively correlated with mean flow rate. This indicates that as 
environmental conditions become more severe, the standard control 
mechanisms contribute a decreasing amount to the regulation of 
100 
Table 5.15. Linear regression results relating Ry, l(X;E) - I(X,Y), 
and I*(Y;E) - I(<X,Y>;E) to mean flow rate (W) 
Dependent 
Variable 
I(X;E) - I(X;Y) 
I*(Y;E) ~ I(<X,Y>;E) 
* 
Independent 
Variable 
w 
1 
w 
1 
w 
1 
Estimated 
Coefficient 
6.70065Xl0=1 
3.34709Xl0 
t-
Statistic 
152 .121 
1743.38 
-2.87590Xl0~ 3· - 13.338 
l.32863Xl0 141.379 
3.49258XlO=i 
-9.93477Xl0 
15.832 
-103.320 
Note: all t-statistics significant at p 0.999999 
0.999 
0.922 
0.944 
Chlorococcum. The strong positive correlation of the transinforma-
tion quantity I*(Y;E) - I(<X,Y>;E) with mean flow rate indicates that 
decreasing contribution toward regulation of the standard control 
terms is being taken up by the nonstandard terms. 
Types of Regulators 
With regard to the question of what types of regulators might 
occur in natural communities, the theory embodied in Equation 3.17 
indicates three possible strategies for a cybernetic regulator to 
adopt. The first is to maximize the information it .processes about 
the environment, the second is to minimize the information it 
processes about that which it is regulating, and the third is to 
minimize the information that it and the element being regulated 
jointly processes about the environment. The first strategy is 
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called cause-controlled regulation and the second is error-controlled 
regulation. No name has been given to the third, nonstandard 
strategy. The results of the phytoplankton model indicate that 
Amorpha increases its information about Chlorococcum and decreases 
its information about the environment as the mean flow rate increases 
(see Table 5 .16). To a degree, then, it participates . in both of the 
first two forms of regulation. This assertion is underscored by the 
observation that the transinformation between Amorpha and the environ-
ment ts always 15 to 25 times larger than the transinformation 
between Amorpha and Chlorococcum. 
Table 5.16. Linear regression results relating I(X;E), I(X;Y) 
I*(Y;E), and I(<X,Y>;E) to mean flow rate (W) and the 
standard deviation of flow rate (a) 
w 
Dependent Independent Estimated t- 2 Variable Variable Coefficient statistic* R 
I(X;E) -2.33538 -3 -10.904 Q.888 w x 100 
1 1. 37681 x 10 147.484 
I(X;Y) w 5.40519 -4 130.434 0.999 x 10_2 
4. 81831 x 10 266.765 
I*(Y ;E) 5.20048 -1 12.104 0.907 a x 100 lw 2.41976 x 10 24.239 
I( <X, Y> ;E) 5.13106 -1 9.529 0.858 
1w x 100 3.29776 x 10 26.358 
* Note: t-statistics significant at p 0.999999 
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The transinforma ,tion quantities I*(Y ;E) and I( <X, Y>;E) proved 
to have no significant linear correlation with flow rate. They did 
have significant correlations with the standard deviation of flow 
rate, as given in Table 5.16. The regressions for these two 
quantities indicate that as environmental conditions increase in 
severity--i. e., as flow rate becomes more variable--both of these 
transinformation quantities increase. However, the quantity 
I(<X,Y>;E) increases at a slower rate than I*(Y;E), so that the 
net effect is to increase the quantity I*(Y;E) - I(<X,Y>;E), thereby 
increasing the regulation term, Ry, from Equation 3.17. The actions 
of Amorpha in an increasingly more random environment serve to hold 
I( <X, Y>;E) sufficiently below r,'((Y ;E) so that regulation of 
Chlorococcum is enhanced. 
Measures of Relative Variation 
The entropy of a random variable divided by the mean of that 
variable might be considered as a measure of the relative variation 
or randomness of the variable. This is similar in principle to the 
statistician's measure of relative variation (standard deviation 
divided by mean; see Arkin and Colton, 1970) as used by some 
population ecologists (Pielou, 1976). One might expect not only 
the absolute but also the relative variation of a population to be 
greater in the absence of regulating mechanisms. As illustrated 
in Table 5.17, this is indeed the case in the Amorpha-Chlorococcum 
competition system. From Table 5.17, it can be seen that for 
each run, the relative variation of Chlorococcum was always 
Table 5.17. Relative variation of Chlorococcum with Amorpha constant and nonconstant 
Amorpha Held Constant Amorpha Varying 
Mean Chlorococcum Relative Mean Chlorococcum Relative 
Run Chlorococcum (µ) Variation Variation Chlorococcum Variation Variation 
Number (Cells*lOr+ /ml) (H*(Y))(nits) (H*(Y)/µ)) (cells*lOr+/ml) (H(Y)) (H(Y)/(µ)) 
11 2.106 2.889 1. 372 2.105 2.548 1.210 
12 2.107 3.583 1. 701 2.105 3.241 1. 540 
21 2.079 2.882 1.386 2.078 2.538 1. 221 
22 2.080 3.576 1. 719 2.078 - 3.232 1.555 
23 2.081 4.136 1. 987 2.079 3.791 1. 824 
31 2.046 2.874 1.405 2.045 2.527 1.236 
32 2.047 3.569 1. 743 2.045 3.220 1. 575 
33 2.048 4.128 2.016 2.045 3.780 1. 848 
41 2.806 2.812 1.557 1.805 2.438 1. 351 
42 2.807 3.506 1. 901 1. 805 3.131 1. 735 
43 2.808 4.066 2.249 1.805 3.691 2.045 
51 2.746 2. 796 1.602 1. 745 2.415 1. 384 
52 2.747 3.490 1,998 1. 745 3.108 1. 781 
53 2.748 4.050 1. 745 3.668 2.102 
61 2.926 2.844 1.477 1.925 2.483 1.290 
62 2.927 3.538 1. 836 1. 860 3.176 1.708 
63 2.928 4.098 2.126 1. 925 3.736 1.941 
I-' 
0 
w 
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significantly greater (an average of 10.5 percent higher) when 
Amorpha was held constant than when it was allowed to vary according 
to the formula in the difference equation model (Equation 4.4). 
Review 
CHAPTER VI 
CONCLUSIONS AND RECOMMENDATIONS 
Conclusions 
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The subject matter of ecology is complex (e.g., stochastic 
environmental conditions, nonlinear and frequently unknown relation-
ships · between populations and the environment, etc.). This requ:lres 
that techniques of measurement and analysis be developed which 
address complexity and not assume it away. The mathematics of 
info ,t111ation theory has been offered here as one such analytic 
technique, especially with regard to measuring and understanding 
variation and regulation in ecosystems. Information theory makes 
no assumptions about the qualitative mathematical structure of the 
system, about linearity, or about deterministic behavior. Informa-
tion OI\ the ability of one population to control another is not 
obtained by analyzing assumed mathematical relationships (as in 
linear neighborhood stability analysis) but by statistically 
analyzing actual behavior of the populations and their environment. 
Avoidance of the standard preliminary simplifying assumptions makes 
the application of information theory a potentially strong analytic 
tool. However, the requirement for large amounts of data presents 
a serious limitation to its widespread application. 
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Regulation 
The term, "regulation" has been used extensively in the 
ecological literature, but not with a rigorous and consistent 
definition. Information theory, developed principally in the field 
of electrical engineering, has offered a definition of regulation 
which was used in this study. Other elements of information theory 
provided the theoretical basis for expecting the conditions of 
Equation 3.17 to hold. The theory embodied in Equation 3.17, of 
course, forms the hypothesis for the study. 
The model output and statistical analyses reported in the 
previous chapter strongly support the theory underlying Equation 
3.17. This has significant implications toward the study of inter-
specific relationships in a random environment. Equation 3.17 
predicts that the ability of one population to regulate another will 
decline as environmental conditions become more constant. Laboratory 
microcosm experiments and deterministic mathematical modeling efforts 
where environmental conditions are held constant can shed very little 
light on regulation-type problems. This is because, due to their 
very design, these experiments are performed under conditions which 
force regulation to be less than or equal to zero; i.e., they force 
the ecosystem into a situation where those homeostatic mechanisms 
which key on environmental fluctuations have no information on which 
to operate. It is little wonder that, in the absence of cause-
controlled regulators, microcosm experiments frequently pro .duce 
widely oscillating populations. 
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The study results also indicate that, at least for the 
stochastic model of Amorpha and Chlorococcum, regulation increases 
as environmental conditions become more severe (so long as those 
conditions do not produce stagnation or "washout" situations). 
The degree to which this can be generalized to other ecosystems is a 
topic for future research. This increase in regulation of 
Chlorococcum resulted from nonstandard (neither exactly cause-
controlled nor exactly error-controlled) regulation techniques. The 
existence and importance of these phenomena in other . ecosystems is 
also a researchable topic. 
Speculations and Future Research 
Microcosm Experiments 
It may be possible to conduct a laboratory microcosm experiment 
to collect actual population data for competing populations of 
diatoms or other algae. Given a sufficient number (4 or 5) of 
continuous, flow-through culture apparatuses, data equivalent in 
amount to that used in this study could be generated in 34 weeks, 
given a sampling frequency of once every 6 hours, 24 hours per day, 
five days per week. These requirements may be significantly reduced 
if more efficient statistical mechanisms could be found for 
estimating and verifying the parameters of joint probability 
density functions. 
Field Experiments 
More qualitative studies could be conducted on the relationship 
between regulation and environmental variability in the form of 
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exclosure experiments. 
. . . 
By computing the entropic measurements of 
H*(Y) and H(Y) for the enclosed plant species, relatively simple 
exclosure studies could be constructed to determine the relative 
contribution of various consumer groups to producer regulation. In 
this way, it may be possible for ecologists to obtain a feel for the 
potential of information theory to provide definitive answers to 
questions of the cybernetic, homeostatic importance of various 
members of ecosystems. 
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