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La Realtà Aumentata (AR) è una innovativa tecnologia grazie alla quale, alla 
normale realtà percepita attraverso i nostri sensi, vengono sovrapposte 
informazioni e oggetti virtuali, generati dal computer e visualizzati su dei particolari 
dispostivi (e.g. Head Mounted Display). 
La manutenzione, il controllo e la gestione di apparati complessi, quali le macchine 
utensili a controllo numerico o i sistemi flessibili di produzione, ha aumentato 
notevolmente il livello delle capacità e esperienza richiesta all’operatore che agisce 
in tali sistemi, rendendo cruciale per una azienda il fornire loro un addestramento 
adeguato. 
L’addestramento è un settore che si presta, per le sue caratteristiche, all’impiego 
della AR. L’operatore viene guidato passo dopo passo nell’esecuzione delle varie 
operazioni che compongono il task che dovrà poi eseguire, lavorando così in tutta 
sicurezza ed ottenendo una standardizzazione dell’insegnamento che con il 
classico metodo dell’affiancamento non è possibile.  
Nella presente tesi di dottorato è descritto il lavoro di ricerca volto a studiare 
l’applicabilità delle tecnologie di AR al training e al supporto degli operatori 
all’interno dei sistemi di produzione in modo da migliorare l’interazione uomo-
macchina. 
Sono stati approfonditi temi riguardanti l’implementazione pratica delle tecnologie 
AR, l’interazione degli operatori con i dispositivi appositi, ossia le possibili 
configurazioni hardware e le modalità con cui veicolare le informazioni, e sono 
state realizzate varie applicazioni nel campo dei sistemi di produzione. 
In ultima analisi è stata investigata l’integrazione tra tecniche di AR e reti di sensori 







Augmented Reality (AR) is an innovative technology which allows superimposing, 
to the normal reality perceived through our senses, information and virtual objects 
computer-generated and displayed on specific devices (e.g. Head Mounted 
Display). 
Maintenance, control and management of complex systems, such as machine tools 
with numerical control or flexible manufacturing systems, has significantly 
increased the level of skill and experience required to operators who act in such 
systems, making it crucial for a company to provide them adequate training. 
Training is an area that, for its characteristics, makes it advisable the use of AR. 
The operator is guided step by step in performing the various operations 
composing the task that he has to perform, thus working in complete safety and 
obtaining a standardization of the training that is not available with the classic on-
the-job training method.  
In this PhD thesis it is described the research aimed to study the applicability of AR 
technology to training and support of workers within production systems in order to 
improve the human-machine interaction. 
Topics related to the practical implementation of AR technologies, the interaction of 
the operators with suitable devices, i.e. possible hardware configurations and 
modes to convey information, have been deeply analyzed, and various applications 
have been realized in the field of production systems. 
In conclusion, it was investigated the integration between AR and wireless sensor 















1 - INTRODUZIONE 
La presente tesi di dottorato nasce nell’ambito del lavoro di ricerca svolto presso la 
Sezione Produzionedel Dipartimento di Ingegneria Meccanica Nucleare e della 
Produzione (DIMNP) dell’Università di Pisa. 
 
Negli anni ‘70, in seguito all’introduzione nel mercato informatico dei primi 
elaboratori con una rudimentale interfaccia grafica, e successivamente negli anni 
‘80, periodo in cui furono prodotte le prime workstation espressamente dedicate 
all’elaborazione grafica, molti ricercatori intravidero la possibilità di creare degli 
ambienti tridimensionali immersivi del tutto simili alla realtà ma totalmente sintetici 
dando origine al ramo dell’informatica oggi chiamato realtà virtuale. 
Successivamente, negli anni ‘90 ci si accorse che nonostante la disponibilità di 
sistemi di elaborazione sempre più potenti, lo sviluppo di tali ambienti virtuali, al 
fine di una maggiore accuratezza, era limitato da due principali fattori: la necessità 
di disporre di modelli del mondo reale sempre più dettagliati e complessi, anche 
per la simulazione di oggetti secondari rispetto alla scena, e la mancanza di 
trasduttori elettronici in grado di eccitare adeguatamente tutti i sensi degli attori 
coinvolti nella simulazione.  
Si constatò inoltre che esistono moltissime applicazioni pratiche in cui non vi è la 
necessità di simulare interamente un ambiente, in tali casi risulta più conveniente 
miscelare le informazioni che giungono dal mondo reale con le informazioni 
elaborate dal sistema informatico. 
Nacque così un nuovo ramo dell’informatica denominato AR (Augmented Reality, 
AR). Essa si colloca come punto di incontro tra la Realtà Virtuale ed il mondo 
fisico. Questa tecnica innovativa mira ad aumentare le informazioni a disposizione 
dell’utilizzatore sovrapponendoall’ambiente reale degli elementi virtuali. 
Il contenuto della seguente tesi di dottorato consiste nel valutare la possibilità di 
adottare la tecnologia Augmented Reality al fine di migliorare l’interazione 
uomo/macchina nei sistemi di produzione. 
La cooperazione uomo-macchina presenta da sempre dei problemi di integrazione 
tra i due sistemi, che hanno caratteristiche completamente diverse. Da un lato è 
l’intelligenza dell’uomo che gli permette di compiere azioni intuitive, risolvere 
diversi problemi e imparare dall’esperienza. D'altra parte è il sistema automatizzato 
che è in grado di elaborare una grande quantità di dati in un breve periodo di 
tempo, possiede informazioni dettagliate e un breve tempo di risposta. 
 
Questa attività si pone nell’ambito del progetto FLEXA del “settimo Programma 
Quadro”. E’ un progetto finanziato dalla Comunità Europea, rivolto all’industria 
aeronautica, e raggruppa attività di ricerca finalizzate allo sviluppo tecnologico, 
favorendo la cooperazione tra Università, Imprese e Centri di Ricerca. L’obiettivo 
del progetto è quello di creare strumenti, metodologie e tecnologie per la 
realizzazione di una cella flessibile automatizzata per la produzione di componenti 
aeronautici garantendo una sicura interazione uomo-macchina e soddisfacendo i 
requisiti di qualità dell’industria aeronautica. 
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Durante l’attività di ricerca è stata rivolta l’attenzione alla necessità di impartire 
adeguato addestramento, supporto e assistenza a personale inesperto 
nell’esecuzione di diverse operazioni, in ambiente industriale. 
Si è studiata quindi l’applicazione delle tecniche della Realtà Aumentata a diversi 
case-studies: in una prima fase la ricerca è stato indirizzata ad acquisire le 
conoscenze fondamentali nel campo della Realtà Aumentata, sia come analisi 
dello stato dell’arte che come ricerca e selezione di tutti gli elementi necessari 
all’implementazione pratica, come la scelta di idonei hardware e software, di 
opportune interfacce grafiche, formalizzazione di un processo standardizzato che 
guidi nelle successive applicazioni pratiche, creazione di una routine a supporto 
dell’operatore durante l’implementazione software. Si sono poste così le basi per 
un primo test in laboratorio.  
 
In seguito le conoscenze maturate sono state applicate a casi reali all’interno del 
progetto FLEXA, avvalendosi di miglioramenti e aggiornamenti continui grazie ai 
risultati delle prove di validazione effettuate su ciascuna applicazione. 
Nell’ultima parte si è vagliata la possibilità di combinare la AR con una serie di 
sensori:in questo modo si è cercato di superare il principale svantaggio 
rappresentato da questo tipo di training, ossia la mancanza di feedback verso gli 
operatori riguardo l’esecuzione del compito. A questo scopo, è stata studiata una 


















2 - INTERAZIONE UMANA NEI 
SISTEMI DI PRODUZIONE 
2.1 - Introduzione 
Il numero di interrelazioni dei parametri di controllo che deve essere considerato 
nei sistemi di produzione discreti rende questi processi trattabili come dei sistemi 
complessi. Le principali caratteristiche di tali sistemi sono [1]:  
- Grande numero di elementi; 
- Molteplicità dei tipi di componenti; 
- Presenza di disturbi.  
La conseguenza della complessità degli attuali sistemi di produzione è che 
l'automazione completa delle funzioni di controllo è impossibile senza la perdita di 
flessibilità e il verificarsi di malfunzionamenti. Elevate prestazioni, qualità del 
prodotto, flessibilità del sistema si possono considerare requisiti necessari; d'altra 
parte, la necessità di risolvere problemi complessi e l'apprendimento basato 
sull’esperienza richiedono una stretta collaborazione tra tecnologia e fattori umani. 
Per essere efficace, tale cooperazione deve tenere in considerazione sia le qualità 
dell’uomo sia quelle delle macchine. Il coordinamento tra queste due forze è 
fortemente dipendente dal comportamento di entrambe.  
Gli operatori umani hanno capacità naturali uniche che determinano il loro ruolo nel 
settore manifatturiero. Le più importanti sono: 
• esperienza basata sull’auto-apprendimento;  
• adattamento a nuove situazioni;  
• elevata capacità di manipolazione manuale;  
• feedback sensoriale (vista, udito, ecc);  
• possibilità di applicazione di soluzioni innovative;  
• capacità di previsione del comportamento dei sistemi controllati; 
• capacità di reagire a situazioni impreviste.  
Tali caratteristiche producono vantaggi molto importanti per l'uomo sia sul controllo 
delle macchine, sia a livello di management.  
I più importanti limiti degli esseri umani sono i seguenti:  
• numero limitato di informazioni che possono essere trattate 
contemporaneamente; 
• cambiamenti repentini dei processi difficili o impossibili da controllare; 
• comportamento non deterministico (prestazioni dipendenti dallo stato del 
soggetto, come salute, ansia, preoccupazione, ecc.); 
• aumento del tasso di errore se i compiti da eseguire cambiano troppo 
spesso o sono monotoni; 
• diminuzione dell’efficienza quando l'obiettivo del lavoro non è compreso o 
quando non si possono/sanno prendere decisioni al riguardo. 
I sistemi automatizzati possono vantare dalla loro:  
• processori ad alte velocità e capacità;  
• elevata precisione;  
• capacità di immagazzinare ed elaborare una grande quantità di dati.  
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• I principali limiti di questi sistemi sono invece: 
• il metodo di lavoro, basato su algoritmi rigidi; 
• la mancanza di reazioni innovative;  
• la mancanza di una reale intelligenza, definita come abilità nella creazione di 
nuovi algoritmi.  
La cooperazione uomo-macchina si basa sull’integrazione dei due sistemi, che 
hanno caratteristiche completamente diverse. Da un lato è l’intelligenza dell’uomo 
che gli permette di compiere azioni intuitive, risolvere diversi problemi e imparare 
dall’esperienza. D'altra parte è il sistema automatizzato che è in grado di elaborare 
una grande quantità di dati in un breve periodo di tempo, possiede informazioni 
dettagliate e un breve tempo di risposta. Tale integrazione può essere difficile, ma 
possibile nel caso in cui il sistema sia progettato in modo adeguato. L'impatto dei 
comportamenti umani sulla struttura del sistema computer è indicato 
nellaTabella2-1. 
 
CARATTERISTICHE DELL’UOMO VINCOLI NEI SISTEMI IT 
Presenta difficoltà nel lavorare con 
dati molto dettagliati 
Filtra i dati e rappresenta i dati aggregati e 
grafici 
La ristretta larghezza della banda di 
comunicazione limita il trasferimento 
di informazioni tra il sistema e l’uomo  
Consente un’interfaccia utente ottimale, 
utilizzando tecnologie innovative per 
l'ingresso e l'uscita dei dati 
Problemi di motivazione se 
l'autonomia è troppo limitata 
Consente ai lavoratori la libertà di scelta 
Compie errori, dimentica di 
immettere i dati 
Controllo della consistenza dei dati 
Basso tempo di risposta agli eventi Se possibile, richiama l’attenzione dei 
lavoratori subito 
Bassa prevedibilità dei tempi di 
lavorazione per le attività manuali 
Prendere in considerazione, se possibile, 
sulla base dello storico delle informazioni 
Tabella2-1: influenza delle caratteristiche dell’uomo su un sistema di informazione ( 
[2]) 
2.2 - Alcune definizioni 
Nel campo dell’interazione tra l’uomo e la macchina possono essere formulate 
diverse interpretazioni riguardo questo concetto, ed è necessario considerare una 
moltitudine di elementi correlati. Le seguenti definizioni riportano ciò che si trova in 
letteratura. 
Un sistema uomo- macchina può essere definito come l’insieme delle attività e 
delle relazioni che intercorrono fra due sotto-sistemi (l'uomo e la macchina), 
finalizzato alla trasformazione di un determinato input in un output. Per eseguire un 
processo produttivo, un sistema uomo- macchina necessita essenzialmente di tre 
fattori: le materie prime (l’input), gli strumenti, l’energia motrice per lavorarle e le 
informazioni su come lavorarle. L'evoluzione tecnologica ha portato a un 
progressivo spostamento di questi fattori dall'uomo alla macchina. 
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In un'attività lavorativa con attrezzi manuali, ad esempio, sia l'energia motrice che 
le informazioni necessarie sono fornite dall'uomo; in un sistema uomo - macchina 
non automatizzato, la macchina fornisce l'energia, l'uomo è ancora il detentore 
delle informazioni sulle caratteristiche del processo produttivo; nei sistemi con 
macchine automatiche anche il fattore “informazioni” tende a essere 
progressivamente “incorporato” nella macchina. 
In un sistema uomo-macchina diventa sempre più importante, allora, l'efficacia 
degli scambi d’informazioni fra i due sottosistemi; efficacia connessa 
all’adeguatezza dei dispositivi (le interfacce) attraverso i quali l'uomo comunica e 
interagisce con la macchina. 
In questo contesto il ruolo dell’ergonomia consiste nell’analisi delle interfacce 
uomo-macchina intese in termini di contenuto e modalità con cui le informazioni 
sono presentate all’utilizzatore (i dispositivi di segnalazione) e delle modalità con 
cui l’operatore, dopo aver interpretato le informazioni ricevute, decide e agisce 
sulla macchina (i dispositivi di comando). 
L’ergonomia, in quanto scienza-tecnica, oltre all'analisi si propone la progettazione 
di sistemi di lavoro in grado di raggiungere gli obiettivi produttivi prefissati, in cui le 
interfacce abbiano un buon livello di usabilità, e al contempo le caratteristiche delle 
mansioni garantiscano la qualità del lavoro. Possiamo definire ergonomico, quindi, 
un contesto lavorativo in cui il lavoratore possiede un buon livello di conoscenza 
sia dei compiti della sua mansione che del ciclo produttivo complessivo, ed è in 
grado di agire in modo autonomo per risolvere i problemi connessi alla sua attività. 
 
Figura 2-1: struttura di modello di Impianto o Macchina per un sistema uomo-
macchina 
Ogni interazione tra una macchina e il suo operatore si colloca sempre in un 
contesto reale che è caratterizzato dalla definizione di Interazione Uomo-
Macchina(Human Machine Interaction, HMI) dove:  
• per “Uomo” si intende l’operatore che agisce e controlla l’impianto attraverso 
l’implementazione di procedure e azioni di controllo; 
6 
• per “Macchina” si intende, in senso allargato, l’impianto vero e proprio, con i 
suoi sistemi di interfaccia e controllo, e l’ambiente di lavoro in cui avviene 
tale interazione. 
Il Modello di “Macchina” 
Più in dettaglio quindi, il modello di “macchina” comprende (Figura 2-1): 
• le interfacce, cioè i pannelli di rappresentazione sinottica, gli indicatori e i 
sistemi di supporto alle decisioni, che permettono agli operatori di 
percepire e comprendere le informazioni circa lo stato e l’evolversi di un 
sistema e, quindi, di sviluppare le strategie necessarie per la sua gestione; 
• gli attuatori e i comandi con i quali si mettono in pratica le intenzioni e le 
strategie di controllo, attraverso operazioni sull’automazione. 
L’ambiente di lavoro è costituito dai seguenti aspetti fisici e socio-tecnici: 
• il contesto reale nel quale si lavora, che include quindi rumore, spazio, 
luminosità, temperatura, comfort, eccetera; 
• le interazioni con i colleghi, con cui si collabora direttamente o si coopera a 
distanza per il controllo dell’impianto; 
• Il contesto sociale, che è rappresentato dal management, dalle direttive 
dell’organizzazione, dalla società e dalla cultura nazionale in cui si opera. 
Il Modello di “Uomo” 
La rappresentazione formale di un sistema uomo-macchina in accordo con tale 
definizione è stata tentata fin dagli anni 70 assumendo inizialmente forme assai 
semplificate (Rouse, 1980 [3]), che consideravano da un lato l’essere umano, 
come esecutore di operazioni manuali, e dall’altro la macchina, intesa solo come 
impianto che rispondeva ai comandi dell’uomo. Solamente con l’introduzione e 
l’affermazione dei modelli di rappresentazione dell’uomo basati sul paradigma del 
sistema di informazione (“Information Processing System”, IPS) (Neisser, 1967; 
Newell e Simon, 1972 [4]) si sono estesi i concetti relativi ai sistemi uomo-
macchina. In particolare, i modelli di macchina comprendono ora tutti gli aspetti 
collaterali che si trovano in una sala controllo e che influenzano l’operato 
dell’uomo, ed il modello dell’uomo afferisce a considerazioni di carattere cognitivo 
e organizzazionale in aggiunta alla parte puramente comportamentale 
(Rasmussen, 1986[5]), per dare la giusta importanza ai processi decisionali nella 
gestione di impianti. 
Gli aspetti principali della cognizione e i processi mentali e comportamentali da 
catturare e rappresentare in un modello sono tipici della modellistica associata al 
paradigma IPS, e sono, come indicato in Figura 2-2: 
• Memoria; 
• Conoscenza di base; 






• Intenzioni;  
• Decisioni. 
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grazie a tali modelli e considerando la discussione concernente le componenti 
socio tecniche del sistema uomo-macchina è possibile dare: 
• una rappresentazione grafica del modello di “macchina”, comprendente 
l’impianto vero e proprio e il contesto, i quali reagiscono alle azioni 
dell’operatore e generano le informazioni e gli stimoli che a loro volta danno 
origine a nuove azioni di controllo.  
• una rappresentazione strutturata del comportamento umano che si riferisce 
alle funzioni cognitive e comportamentali fondamentali, cioè percezione, 
interpretazione, pianificazione e azione, e ai processi critici di allocazione 
delle risorse e gestione della memoria e della conoscenza, così come sono 




Figura 2-2struttura di modello di Uomo per un sistema uomo-macchina 
Alla Human-Machine Interaction (HMI) sono associati, e spesso con essa confusi, 
altri concetti, come l’interazione tra uomo e computer, ossia la Human-Computer 
Interaction (HCI), e l’interazione tra uomo e robot, ossia la Human-Robot 
Interaction (HRI). 
L’interazione uomo-computer è lo studio dell’interazione tra le persone (utenti) e i 
computer. È spesso considerata come l'intersezione di informatica, scienze 
comportamentali, progettazione e altri campi di studio. L'interazione tra uomo e 
computer si verifica all'interfaccia utente (o semplicemente interfaccia), che include 
sia software che hardware: per esempio, periferiche computer general-purpose e 
sistemi meccanici su larga scala, come gli aeromobili e le centrali elettriche. La 
seguente definizione è stata data dalla Association for Computing Machinery [6]:  
"La human-computer interaction è una disciplina che riguarda la progettazione, la 
valutazione e l’implementazione di sistemi informatici interattivi per l’uso dell’uomo, 
e lo studio dei principali fenomeni che li circonda ".  
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Scholtz [7] afferma che l'interazione uomo-robot differisce dall’interazione uomo-
computer in quattro dimensioni, che possono essere considerate categorie per una 
tassonomia sull’interazione uomo-robot. Le quattro dimensioni sono: 
• i livelli di interazione umana,  
• la necessità di interazione ambientale per robot mobili,  
• la natura dinamica dei robot nella loro tendenza a sviluppare problemi 
hardware, 
• l’ambiente in cui avvengono le interazioni. 
La HRI è diversa dalla HCI perché riguarda sistemi che hanno loop di controllo 
complessi e dinamici, opera in ambienti reali e variabili e ha bisogno di autonomia 
e cognizione. Inoltre, ci sono delle differenze nei tipi d’interazione (nei ruoli); nella 
stessa natura “fisica” dei robot, nel numero di sistemi con cui l’utente potrebbe 
essere chiamato ad interagire simultaneamente possibili. 
Prima di procedere con la definizione dei campi d’azione in cui avviene 
l’interazione tra l’uomo e la macchina, possiamo vedere un modello che chiarifichi 
secondo quali vie essa si può realizzare. Prendiamo per esempio quello elaborato 
da Sheridan [8]. Egli parte dalla descrizione di 6 differenti modi di interazione e di 
scambio d’informazione tra il processo e l’operatore, attraverso il supporto del 
sistema di controllo computerizzato (Figura 2-3). 
 
Figura 2-3: modalità di scambio delle informazioni 
1. L’operatore comanda il processo indirettamente tramite il computer. 
2. L’operatore riceve indirettamente informazioni sullo status del processo. 
3. L’operatore richiede e riceve informazioni dal computer. 
4. Il processo richiede e riceve informazioni dal computer. 
5. L’operatore interviene direttamente sul processo. 
6. L’operatore osserva il processo attraverso i propri sensi. 
In questo modello le interazioni da 1 a 4 sono controllate dal computer, cioè il 
designer del sistema le ha previste in maniera appropriata per il sistema di 
controllo e per i requisiti dell’operatore. La cosa più difficile per il sistema di 
controllo sono le interazioni dirette dell’operatore con il sistema controllato o con la 
macchina (interazioni 5 e 6). Tali interazioni di solito si verificano in caso di 
comportamento scorretto della macchina o del processo, quando è necessario 
l'intervento umano.  
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2.3 - Modalità di scambio di informazioni 
nell’interazione uomo-macchina 
Il processo di interazione tra persone e macchine o sistemi informatizzati nella 
produzione riveste una importanza fondamentale. Le informazioni scambiate 
devono possedere però alcune caratteristiche che ne permettano un rapido utilizzo 





L’interazione può essere realizzata mediante diversi tipi di mezzi di comunicazione 
[1]. Normalmente, la comunicazione si svolge in due direzioni: dall’operatore alla 
macchina e dalla macchina all’operatore. Dal punto di vista della macchina, 
l'interazione dall’uomo alla macchina è un input, e la comunicazione nella direzione 
opposta è un output (Figura 2-4).  
 
Figura 2-4: mezzi d’interazione uomo-macchina 
L'approccio più comune di comunicazione è l'uso di un computer convenzionale 
come dispositivo di input/output. L’input è di solito basato sul controllo dei 
movimenti del corpo umano; il più comune di questi è il controllo con movimenti 
delle dita e delle mani. Tuttavia, è anche possibile controllare i movimenti di altre 
parti del corpo, come: testa e occhi, gambe, ecc. Un input per il sistema può anche 
essere basato su comandi vocali.  
L’output è di solito realizzato utilizzando la vista come un mezzo di trasmissione, 
ma è anche comune l'uso di sistemi audio. Altri mezzi di comunicazione, come 
segnali di forza o temperatura, o feedback tattili possono essere utilizzato nelle 
macchine. La ricerca nel campo dell’interazione uomo-macchina si concentra sullo 
sviluppo dei mezzi di comunicazione che consentano il migliore scambio 
d’informazioni. Mezzi di comunicazione adatti alle esigenze di un particolare 
processo non dovrebbero coinvolgere l'operatore in troppi scambi di informazioni. 
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L'operatore dovrebbe essere concentrato sulla risoluzione dei problemi che 
figurano nel sistema controllato, non sulla comunicazione con il sistema.  
2.4 - Limiti dell’interazione umana 
Per quanto concerne i sistemi di produzione, il ruolo dell’uomo che interagisce con 
la macchina (computer, robot, macchina utensile, ecc.) cambia a seconda del 
compito. Ogni interazione, sfortunatamente, presenta dei limiti. Prima di tutto, è 
importante effettuare una tassonomia delle diverse tipologie di limitazioni che un 
operatore può dover affrontare in un generico sistema di produzione: 
• Limitazioni legate all’acquisizione e al processo delle informazioni; 
• Limitazioni legate alle competenze e alla qualifica dell’operatore; 
• Limitazioni legate alla sicurezza. 
• Limitazioni fisiche d’intervento; 
Analizziamo questi aspetti più in dettaglio. 
 
Limitazioni legate all’acquisizione e al processo delle informazioni 
Durante un’interazione uomo-macchina, gli uomini e le macchine devono 
scambiarsi continuamente informazioni. È da notare però che mentre le macchine 
come i computer e i robot non hanno alcun limite di capacità, gli uomini non sono in 
grado di processare un numero illimitato di informazioni, o mettere in pratica un 
elevato numero di compiti in parallelo. Perciò, per far avvenire l’interazione, le 
macchine devono adattarsi ai limiti cognitivi degli uomini, che possono avvenire 
all’interno di processi quali differente posizionamento dell’attenzione visiva, 
selezione delle informazioni, memorizzazione di informazioni o durante 
l’esecuzione di attività motorie. 
 
Limitazioni legate alle competenze e alla qualifica dell’operatore 
La complessità dei sistemi produttivi richiede la definizione di diversi ruoli, a 
seconda delle capacità e delle qualifiche del personale che interagisce con questi 
sistemi. 
Per soddisfare questi requisiti, vi è una gerarchia dei ruoli dell’operatore, che fissa 
dei limiti su ciò che può o non può essere fatto. 
 
Limitazioni legate alla sicurezza 
Uno dei problemi più grossi per un’organizzazione è quello di trovare la giusta 
mediazione fra le esigenze della produzione e quelle della sicurezza. 
Se si considera che le risorse necessarie a intraprendere le misure di sicurezza 
provengono quasi sempre dalla stessa produzione, è inevitabile che quest'ultima 
tenda ad assumere un ruolo preminente, soprattutto nelle prime fasi di vita di 
un'organizzazione. L'elemento che crea più problemi è la diversa disponibilità di 
dati relativi ai due parametri. Mentre le informazioni sui risultati della produzione 
sono dirette, continue e semplici da interpretare, l'unico indice dei successi ottenuti 
sul piano della sicurezza è dato dalla non occorrenza di eventi negativi. Accade 
così che le organizzazioni tendano a trascurare i temi della sicurezza per lunghi 
periodi, fino a che non si verifica un incidente di una certa entità, che ripropone il 
tema all'ordine del giorno, spingendo i manager ad allocare nuove risorse in favore 
della sicurezza.  
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Delle linee guida su come un sistema che vede l’interazione tra uomo e macchina 
possa operare in sicurezza è fornita da diverse norme internazionali (e.g. UNI EN 
775 - Sicurezza dei sistemi robotici). Queste norme presentano solo delle 
prescrizioni; tuttavia, se si seguissero fedelmente, si scongiurerebbero diversi 
incidenti evitabili.  
2.5 - Studi sull’interazione umana nei sistemi di 
produzione in letteratura 
Limitazioni fisiche d’intervento 
Per quanto riguarda i limiti fisici che vincolano l’operatore all’esecuzione del 
compito in sicurezza, si è analizzata la UNI EN 1005 - Sicurezza del macchinario. 
Questa norma si compone di 5 sottoparti; la relazione tra di esse si basa su quella 
esistente tra i differenti aspetti della prestazione fisica umana: le dimensioni del 
corpo influiscono in modo diretto sulla tipologia delle posture e dei movimenti oltre 
che sulla forza muscolare disponibile, che varia ulteriormente in relazione alle 
posture e ai movimenti. 
Lo studio del carico fisico umano durante la gestione/azionamento di un 
macchinario si affida a metodi e tecniche sviluppati da diverse discipline di ricerca 
(per esempio, epidemiologia, biomeccanica, fisiologia, psicofisica); questa norma 
mira a definire concetti pertinenti per l'ulteriore cooperazione tra le discipline di 
ricerca in questo campo e per migliorare l'applicazione delle norme durante la 
progettazione del macchinario. 
Al fine di dare una rappresentazione strutturata dei sistemi uomo-macchina tale da 
permettere una loro analisi, si riportano vari studi già presenti in letteratura sui 
modelli che esemplificano l’interazione. 
2.5.1 - Supervisory control model (Sheridan, 1999) 
Sheridan [8] ha elaborato un modello per descrivere l’interazione uomo macchina, 
chiamato “Supervisory control model”. Parte dalla descrizione di 6 differenti modi di 
interazione e di scambio d’informazione tra il processo e l’operatore, attraverso il 
supporto del sistema di controllo computerizzato (come riportati al paragrafo 2.2). 
L’interazione uomo-macchina può essere realizzata in modi diversi, anche al di 
fuori dei sistemi di controllo. Sistemi di controllo macchina adeguatamente 
progettati dovrebbero consentire le interazioni non solo in situazioni prevedibili, ma 
dovrebbe anche essere in grado di affrontare situazioni imprevedibili, ad esempio, 
interventi umani diretti sul processo o sulla macchina controllata. Ciò è 
particolarmente importante nei macchinari automatizzati e nei processi di 
lavorazione monitorati  
Se aggiungiamo una dimensione qualitativa al flusso bidirezionale di informazioni 
tra l'operatore e il processo, risulterà che l'operatore o il supervisore agisca in 
cinque diversi ruoli, che corrispondono ad azioni che l'operatore è chiamato a 
svolgere nel suo lavoro. Per determinare il sostegno necessario all’operatore, ogni 
azione può essere valutata riferendosi al modello (Figura 2-5): 
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Planning significa acquisire sufficiente comprensione del processo controllato per 
definire una strategia di allocazione delle risorse. Il conseguente piano dinamico 
potrebbe essere in seguito riveduto in caso di problemi, o se cambia la 
comprensione del processo.  
Teaching, o programmazione nel contesto di sistema di produzione, significa 
comunicare i comandi necessari per il sistema sotto il controllo, facendolo agire 
secondo il piano previsto. I metodi di programmazione possono variare, da 
spingere un pulsante ad estrarre linguaggi di comando di alto livello, ad esempio, 
la programmazione off-line dei robot industriali.  
Monitoring
 
: il controllo dell’esecuzione automatica di azioni pre-programmate 
costituisce un sistema di controllo chiuso (loop interno). Questo è il normale stato 
di funzionamento di un sistema automatico senza problemi. Il monitoraggio 
comprende l'acquisizione, la stima e la valutazione delle informazioni del processo. 
Comprende anche il trarre conclusioni in relazione alle conoscenze precedenti e 
agli obiettivi desiderati. Minori adeguamenti del processo fanno parte del ruolo di 
monitoring.  
Figura 2-5: supervisory control model (Sheridan, [8]) 
Intervening è condizionato, poiché richiede un guasto o un arresto del sistema. Se 
lo stop è dovuto a una causa di un errore nota, l'operatore dovrebbe intervenire e 
correggere il problema (cioè riprogrammare). Se lo stop è causato dalla risoluzione 
di un normale compito preprogrammato (come la fine di un lotto di prodotti), 
l'operatore deve adottare le misure necessarie semplicemente avviando il passo 
successivo del processo. Entrambe le azioni generalmente comportano un ciclo di 
controllo all’indietro dei ruoli teaching/programming.  
Learning è invocato quando si verificano errori sconosciuti, o durante l'introduzione 
di nuovi processi. Un operatore dovrebbe registrare gli eventi nelle immediate 
vicinanze dell'errore sconosciuto, in modo da accumulare esperienza. Gli eventi 
dovrebbero essere adeguatamente documentati e la documentazione deve essere 
accessibile a tutti gli operatori. L'analisi delle esperienze cumulative sul processo di 
controllo si chiude una periferica di controllo a circuito torna alla ri-progettazione di 
comportamento del sistema (l'anello esterno), a causa del cambiamento di 
supervisore nella comprensione del processo.  
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2.5.2 - Levels of human behaviour (Rasmussen, 1985) 
Le azioni degli operatori possono essere valutati anche in relazione a 3 livelli di 
comportamento cognitivo (levels of human behaviour), così come descritto da 
Rasmussen [9]: Skill, Rule e Knowledge based (Figura 2-6). 
Il comportamento “Skill Based”si ha quando la percezione sensoriale di stimoli 
genera una situazione ben conosciuta e familiare all’uomo, il quale reagisce senza 
dover interpretate e ricercare le regole che definiscono il comportamento. 
Rule Based Behaviour
 
: comportamento basato su regole: le azioni sono attivate 
da un pattern di stimoli. Tali azioni potrebbero essere eseguite da un computer, 
utilizzando un algoritmo “if-then” per avviare una risposta adeguata.  
Quando si incontra una situazione sconosciuta, inattesa o non familiare, può 
essere necessario il ricorso a conoscenza di base dei processi di funzionamento 
dei sistemi ed il ragionamento su funzioni causale e processi fisici (Knowledge 
Based Behaviour). 
Figura 2-6: modello "Skill-Rule-Knowledge" (Rasmussen, 1986) 
In sostanza, i processi identificati nei comportamenti istintivo-procedurale-creativo 
rappresentano rispettivamente: 
• L’accoppiamento tra stimolo sensoriale e reazione istintiva ("Skill"); 
• L’esecuzione di insiemi di regole e/o procedure, richiamate consciamente 
alla memoria e verificate prima della loro implementazione ("Rule"); 
• Il processo analitico di risoluzione di un problema, che richiede un lavoro 
mentale laborioso e complesso ("Knowledge"). 
Per esempio, il controllo in situazioni di emergenza da parte di operatori esperti 
avviene sostanzialmente a livelli "Skill", mediante quelle azioni che avvengono, in 
pratica, istantaneamente in funzione di una procedura acquisita in tempi precedenti 
e che è nota a tal punto che non è necessario ripercorrerla esplicitamente per 
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l'applicazione. In tale comportamento vi è un legame diretto tra lo "stimolo" e la 
"risposta". 
A livello "Rule" la composizione delle azioni avviene in situazioni familiari 
all'operatore, non più a livello subconscio ma, al contrario, è controllata da una 
procedura disponibile in qualche forma, ad esempio fornita come sequenza di 
istruzioni o comunicata sul momento. La differenza che sussiste fra l'attività di 
natura istintiva e quella procedurale dipende in modo particolare dal grado di 
addestramento dell'operatore. Nel comportamento procedurale il legame fra 
stimolo e risposta non è più di tipo diretto ma, a causa di una minore esperienza, vi 
è un processo cognitivo che, attraverso le informazioni ricavate dal sistema, 
permette l'identificazione sia della situazione che della procedura appropriata. 
Per la gestione di situazioni non ben note e non familiari, l'operatore, in assenza di 
esperienza, e quindi di comportamenti istintivi, ed in assenza anche di regole o 
procedure a cui fare ricorso, deve creare una strategia d'intervento in maniera 
autonoma. E' questo il livello più complesso, dal punto di vista cognitivo, del 
modello di Rasmussen ("Knowledge"). La scelta della strategia avviene 
paragonando gli obiettivi che si sono prefissati agli effetti presupposti di diversi 
piani d'azione, sviluppati in funzione delle conoscenze che l'operatore ha circa i 
principi di funzionamento del sistema. Non esiste più, a questo livello, un legame 
diretto fra gli stimoli e la risposta: i primi vengono infatti usati solo come indicazioni 
dello stato del sistema per la creazione, in funzione degli obiettivi, di una procedura 
ad hoc. 
2.5.3 - Modello matriciale (Stahre, 1995) 
I supervisor roles di Sheridan e i levels of behaviour di Rasmussen possono essere 
combinati tra loro. Sheridan stesso [8] ha proposto una combinazione delle due 
teorie, organizzandole in una matrice. Una matrice simile è stata descritta anche 
da Johanssen et al. [10], nel tentativo di stabilire relazioni significative tra i compiti 
dell’operatore i livelli di comportamento umano. 
Johan Stahre (Chalmers University [11]) in un progetto chiamato 
“Humanufacturing”, usa la matrice (Tabella 2-2) come uno strumento operativo per 
valutare i complicati compiti individuati in una cella avanzata di produzione. 
 Skill-based Rule-based Knowledge-based 
Planning   Task 2.3 
Teaching    
Monitoring Task 1   
Intervening  Task R  
Learning    
Tabella 2-2: modello matriciale di Stahre 
Quando un compito o un subtask è messo in una certa posizione della matrice (ad 
esempio, Task R = compito di intervento in modalità rule-based), il ruolo e il livello 
di questa posizione renderà preziose informazioni su quale supporto dovrebbe 
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essere dato agli operatori per quel particolare compito. L’analisi ha prodotto come 
risultato tre possibili modi in cui la situazione degli operatori può essere migliorata:  
La colonna “skill-based” si occupa di compiti che gli operatori devono sapere 
“come riflesso”. Essi dovrebbero essere formati ad eseguire tali compiti, 
preferibilmente negli ambienti in cui saranno eseguiti. La formazione in un 
simulatore è una possibile alternativa.  
La colonna rule-based contiene compiti difficili che possono essere gestiti da azioni 
“if-then”. Sono compiti che possono essere facilmente assistita dalla logica di un 
computer (ad esempio un sistema esperto) o da una checklist dettagliata.  
I task della colonna knowledge-based possono essere correlati con la 
comprensione fondamentale dei processi di fabbricazione coinvolti (ad esempio, il 
processo di grinding di micro materiali). Questi compiti possono anche essere del 
tipo che richiede una lunga esperienza con il sistema in questione. Per esempio, 
quando si verifica una situazione di emergenza, l'operatore dovrà usare tutte le sue 
conoscenze fondamentali, combinate con la sua esperienza, per capire 
rapidamente che cosa fare. In questa categoria, un'istruzione di base o 
specializzata è necessaria per preparare gli operatori per la rilevazione di errore, la 
valutazione della situazione e la risoluzione. 
All'interno di ciascuna colonna i compiti cadranno in uno o più ruoli dell’operatore 
(in conformità con il supervisory control model di Sheridan inFigura 2-5: 
supervisory control model (Sheridan, [8])). Ogni ruolo indica che tipo di 
formazione/istruzione o quale sostegno alle decisioni può essere adeguato. Inoltre, 
indica quale tra i tre loop di controllo (interno, esterno e di mezzo) fornire e 
un'indicazione sui frame temporali disponibili per risolvere un compito specifico.  
Per esempio, un decision support per compiti di monitoring dovrebbe essere 
sempre attivo, dal momento che potrebbero essere richiamati in frazioni di 
secondo. D'altro canto, può essere necessario accedere a un decision support per 
il planning/learning solo una volta al giorno o anche meno.  
Quindi, utilizzando la matrice, compiti difficili individuati in un sistema di produzione 
avanzato possono essere analizzati e trasformati in specifiche qualitative un 
disciplinare di qualità per il training on-the-job, formazione, il decision support e 
l'istruzione. 
2.5.4 - The mathematical model of human operator (Oborski, 
2003) 
Questo studio ha avuto come obiettivo quello di modellizzare matematicamente il 
comportamento umano all’interno di un sistema di produzione. Formulato da 
Oborski nel 2003 [1], parte dalla considerazione che i progettisti dei sistemi di 
produzione solitamente concentrano la loro attenzione sul trattamento delle 
informazioni, ma non apprezzano abbastanza l'influenza dei comportamenti umani 
sulle prestazioni del sistema. Come risultato di ciò, molto spesso il sistema non 
funziona correttamente a causa di problemi di cooperazione uomo-macchina. 
Alcune ricerche sono state fatte in passato in questa direzione, ma la maggior 
parte si concentrava sui problemi psicologici o ergonomici. 
La modellazione del comportamento umano presenta molte difficoltà, in primo 
luogo vi è il carattere fortemente non deterministico di tale comportamento. Di 
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conseguenza, le equazioni proposte non possono descrivere esattamente un 
uomo o una donna ma propongono un approccio alla trattazione del problema. Un 
modello più dettagliato si potrebbe costruire valutando anche i pesi dei particolari 
fattori. 
L'obiettivo della descrizione è di segnalare alcuni importanti fattori che descrivono 
le relazioni tra esseri umani e mostrare le interrelazioni tra questi fattori, piuttosto 
che costruire un preciso modello matematico. 
I fattori che caratterizzano il lavoro di controllo dell’uomo in un sistema sono 
elencati di seguito. 
α difficoltà del problema: α ≥ 0, α cresce con l'aumento delle difficoltà della 
risoluzione del problema; 
β  stanchezza dell’uomo: β ≥ 0,β β cresce con la stanchezza dell’operatore; 
θ  tipicità del problema, quando il problema non è tipico; 
χ timore per l'assunzione di decisioni sbagliate: χ ≥ 0, χ χ ≥ 0aumenta con la 
paura di fare una pessima decisione; 
δ  esperienza umana: δ ≥ 0, δ aumenta con l’esperienza dell’operatore; 
ε  coinvolgimento nel lavoro, ε cresce con la crescita del coinvolgimento 
dell’operatore nel lavoro; 
γ condizioni di lavoro; 
ξ correttezza della decisione dell’uomo: ξ ≥ 0, cresce con l'aumento della 
correttezza della decisione presa; 
κ intuitività del sistema di controllo; cresce quando il sistema è più user 
friendly; 
Φ comprensione del problema; 
tt tempo di reazione dell’uomo: descrive il comportamento dell’operatore, può 
essere definito come l'intervallo di tempo tra la comparsa di una situazione 
anormale e una decisione di controllo presa da parte del gestore: η ≥ 0≥ 0 t ≥ 0; 
η  inerzia del sistema di controllo: tempo tra la decisione di controllo e 
l’azione di controllo e raggiungimento del corretto stato del sistema: η ≥ 0≥ 
0;  
τ  ritardo del controllo: può essere definito come l'intervallo di tempo tra la 
comparsa di una situazione anormale e il ritorno del sistema allo stato 
richiesto; 
ν educazione: cresce con il livello di educazione; 
μ motivazione al lavoro; 
υ carico di lavoro; 
ψ responsabilità: cresce quando l’operatore lavora coscienziosamente; 
λ comprensione degli obiettivi; 
π  ambiente di lavoro: cresce con la qualità dell’ambiente di lavoro; 
ρ gratificazione; 
σ fattori addizionali di motivazione (per esempio: opportunità di carriera, 
addestramento, etc.); 
T tempo di lavoro per un dato compito; 
Td tempo di lavoro in un giorno; 
Le formule generali per modellare le relazioni tra i fattori che descrivono il 
comportamento dell’uomo sono: 
ritardo della decisione del controllo: τ = t + η; 
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• tempo d’interazione: 𝑡𝑡 = 𝛼𝛼+𝛽𝛽+𝜃𝜃+𝜒𝜒
𝛿𝛿+𝜀𝜀+𝛾𝛾+𝜉𝜉+𝜅𝜅+𝜙𝜙; 
• qualità della decisione 𝜉𝜉 = 𝛿𝛿+𝜀𝜀+𝜇𝜇+𝜓𝜓+𝜃𝜃+𝜅𝜅+𝜙𝜙
𝛼𝛼+𝛾𝛾+𝛽𝛽+𝜒𝜒+𝜐𝜐 ; 
• esperienza 𝛿𝛿 = 𝑓𝑓(𝑇𝑇, 𝜀𝜀,𝛾𝛾,𝜇𝜇), secondo l’età dell’operatore, la sua personalità e 
il tipo di lavoro; 
• coinvolgimento nel lavoro 𝜀𝜀 = 𝑓𝑓(𝜇𝜇, 𝛾𝛾, 𝜐𝜐) secondo l’età dell’operatore, la sua 
personalità e il tipo di lavoro; 
• stanchezza dell’uomo 𝛽𝛽 = 𝑓𝑓(𝑇𝑇𝑑𝑑 , 𝛾𝛾, 𝜀𝜀, 𝜐𝜐, 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑑𝑑𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡, 𝑒𝑒𝑡𝑡à 𝑑𝑑𝑒𝑒𝑡𝑡𝑡𝑡′𝑡𝑡𝑡𝑡𝑒𝑒𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑒𝑒); 
• motivazione 𝜇𝜇 = 𝑓𝑓(𝜋𝜋,𝜌𝜌,𝜎𝜎, 𝜐𝜐, 𝜆𝜆, 𝑒𝑒𝑡𝑡à 𝑑𝑑𝑒𝑒𝑡𝑡𝑡𝑡′𝑡𝑡𝑡𝑡𝑒𝑒𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑒𝑒). 
Il modello porta alla formulazione del tempo di reazione𝑇𝑇𝑐𝑐  del sistema di controllo 
supportato dalle decisioni umane, che può essere espresso in funzione della 
somma di fattori umani 𝐶𝐶ℎ  e fattori indipendenti dal comportamento dell’uomo 𝐶𝐶𝑡𝑡  
(per esempio: familiarità dell’utente con il sistema di controllo, tempo di reazione 
del sistema di controllo, etc.): 
𝑇𝑇𝑐𝑐 = 𝑓𝑓�𝐶𝐶ℎ + 𝐶𝐶𝑡𝑡� 
2.5.5 - Model of Human Robot Interactions (Sholtz, 2002) 
Sholtz nei suoi studi [12] analizza l’interazione tra uomo e robot, il cui obbiettivo è 
creare un sistema di lavoro in cui ognuno, uomo e robot, tragga i maggiori benefici 
dalle capacità dell’altro. 
In questo modello, Sholtz identifica 5 ruoli di interazione fra l’uomo e il robot: 
• Supervisor Interaction 
• Operator Interaction 
• Mechanic Interaction 
• Peer Interaction 
• Bystander Role 
Supervisor Interaction:  
Il ruolo del Supervisor è quello di controllare e monitorare la situazione generale. 
Ciò significa che un certo numero di robot sono controllati e il supervisore deve 
valutare l’operato rispetto agli obiettivi che deve essere raggiunti. Il robot è dotato 
di un planning system le cui regole sono state settate via software, il supervisor 
può sempre comandare lo step da eseguire e\o può modificare il processo che il 
robot deve eseguire. 
Operator Interaction: 
Il ruolo dell’operatore è quello di modificare il software di gestione del robot quando 
il funzionamento non è corretto; inoltre deve interfacciare le sue azioni con il 
supervisor e non può fare modifiche che non rispettino il progetto imposto da 
quest’ultimo. 
Mechanic Interaction: 
Il “meccanico” si occupa degli interventi fisici (hardware) sul robot, e il suo lavoro 
deve essere verificato con l’ausilio dell’Operator per verificare se il problema è 
stato risolto. Il suo ruolo potrebbe sembrare simile a quello dell’operatore; la 
differenza è che, poiché sono state apportate modifiche all’hardware, un test di 
funzionamento deve essere avviato nel software, e le osservazioni sul 
comportamento sia del software che dell’hardware sono necessarie per garantire 
che il funzionamento sia corretto  
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Peer Interaction (teammates):  
I vari membri di questa “squadra”possono dare al robot dei comandi, all'interno di 
un obiettivo più ampio; anche qui si segue l’ipotesi che solo il supervisor ha la 
facoltà di modificare l’obiettivo più ampio. Essi collaborano eseguendo compiti 
specifici a seconda delle varie abilità. 
Bystander Role: 
Il ruolo principale del Bystander (spettatore) è di coesistere, in sicurezza, nello 
stesso ambiente del robot; ad esempio deve essere in grado di fermare il robot che 
si muove verso di lui. 
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3 - L'ADDESTRAMENTO E IL 
SUPPORTO DEGLI OPERATORI 
NEI SISTEMI DI PRODUZIONE 
3.1 - Introduzione 
La fase di addestramento del personale ha acquisito negli ultimi anni sempre più 
importanza a causa della rapidità con cui si evolvono i mercati, si sviluppano le 
nuove tecnologie e si susseguono le innovazioni. Si pensi, ad esempio, a quante 
volte può essere necessario istruire alcuni elementi del personale all’utilizzo di un 
macchinario innovativo o ad una nuova versione di un macchinario preesistente. 
Come risulta dallo studio dello Skills Development Office di Ontario (Canada) [1] il 
63% delle industrie manifatturiere americane ha implementato, nel corso dell’anno 
passato, nuove tecnologie che necessitano, per il loro utilizzo, la formazione del 
personale. Inoltre un terzo degli intervistati desidera migliorare la propria job-
performance e premiare i migliori dipendenti.  
L’attuale evoluzione nel campo tecnologico dei sistemi di produzione, unita ai 
continui progressi della microelettronica e dell’informatica, nonché alla necessità 
da parte delle aziende di dotarsi di strutture caratterizzate da una maggiore 
flessibilità, ha portato alla nascita dei cosiddetti Sistemi Integrati di Produzione, i 
Flexible Manufacturing System (FMS). Tali sistemi consentono la lavorazione e 
l’assemblaggio di prodotti differenti, attraverso linee robotizzate, secondo 
sequenze controllate da un calcolatore centrale. Proprio questo aumento di 
complessità legato all’evoluzione dei processi produttivi, allo sviluppo dei moderni 
controlli numerici e ai sofisticati sistemi di controllo, ha dato maggior enfasi alla 
fase di addestramento degli operatori di produzione, i quali devono possedere oltre 
che le conoscenze pratiche necessarie ad eseguire correttamente le lavorazioni, 
anche nozioni di programmazione fondamentali per capire il funzionamento di tali 
sistemi.  
Inoltre non si deve trascurare il legame sempre più marcato tra sicurezza sul luogo 
di lavoro e addestramento dei lavoratori stessi, elemento fondamentale e 
imprescindibile per qualunque politica aziendale di prevenzione degli incidenti sul 
lavoro. Tra le novità introdotte dalla recente normativa in materia di tutela della 
salute e sicurezza sul luogo di lavoro, Dlgs 81/08, rilievo importante è 
rappresentato dall’obbligo della formazione. Attraverso il succitato decreto, il 
legislatore ha codificato le essenziali nozioni di informazione, di formazione e di 
addestramento che il datore di lavoro è obbligato a fornire ai propri dipendenti. 
Introduce il concetto fondamentale in base al quale ogni soggetto che abbia un 
ruolo ai fini della salute e della sicurezza all’interno di un’organizzazione aziendale 
necessita di un’apposita formazione adeguata ai propri compiti ed alle proprie 
responsabilità. 
La formazione del personale è, dunque, un aspetto molto importante all’interno di 
una realtà aziendale. Si consideri, inoltre, che l’attuale andamento incerto del 
mercato e le fluttuazioni stagionali, portino ad un sempre più cospicuo impiego di 
personale temporaneo che necessita, per forza di cose, di un training rapido ed 
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efficace. Il neo assunto, durante le fasi iniziali, non porta nessun valore aggiunto 
all’impresa, ma al contrario necessita di un impiego di risorse dedicate, al fine di 
permettergli di acquisire le conoscenze e le abilità di cui ha bisogno per svolgere, 
nel migliore dei modi, i suoi compiti futuri. 
Il processo di formazione del personale deve essere, inoltre, svolto con la massima 
serietà in quanto personale non all’altezza delle proprie mansioni può portare ad 
una serie di aspetti negativi che si ripercuotono sull’azienda stessa. In primo luogo 
si può giungere ad un prodotto non competitivo, nonché incidere negativamente 
sulla qualità dell’output con conseguente ripercussione sulle vendite e, quindi, sul 
profitto aziendale, si possono avere danneggiamenti agli impianti, provocare fermi 
macchina causando così un peggioramento dell’indice di produttività aziendale, e 
infine, ma non per questo meno importante, si può mettere a repentaglio la 
sicurezza dei propri dipendenti. 
Si può quindi concludere che il processo di addestramento deve essere sia 
efficace che efficiente: deve colmare le differenze tra le capacità attuali e le 
capacità attese per il personale (efficacia), utilizzando la minor quantità possibile di 
risorse, sia umane che materiali (efficienza).  
3.2 - La normativa vigente in materia di formazione 
del personale 
Per capire come svolgere al meglio un’attività così importante come 
l’addestramento, è stata prima di tutto studiata la normativa tecnica.  
Sono state analizzate due tipologie di norme riguardanti la formazione del 
personale: 
• UNI ISO 10015: GESTIONE PER LA QUALITA’ – Linee guida per la 
formazione del personale.  
• UNI 11083: DOCUMENTAZIONE TECNICA – Linee guida per la preparazione 
dei documenti utili per l’attività di istruzione e addestramento nell’uso dei beni. 
Come prima cosa si ritiene importante una breve parentesi sulla terminologia 
adottata all’interno delle normative analizzate: 
Competenza: applicazione di conoscenze, abilità e comportamenti nelle 
prestazioni. 
Formazione: processo che si occupa di sviluppare le conoscenze, le abilità e i 
comportamenti necessari a soddisfare i requisiti. 
Istruzione: trasmissione della parte informativa (ed eventualmente critica) delle 
conoscenze reperibili dalla documentazione disponibile necessaria. 
Addestramento
La UNI ISO 10015 fornisce le linee guida per assistere le organizzazioni ed il loro 
personale relativamente alla formazione. Gli obiettivi di miglioramento continuo di 
un’organizzazione, comprese le prestazioni del suo personale, potrebbero essere 
influenzati da una serie di fattori interni ed esterni, compresi cambiamenti del 
mercato, la tecnologia, le innovazioni, le richieste dei clienti e delle altre parti 
interessate. Questi cambiamenti possono richiedere all’organizzazione un’analisi 
delle sue esigenze in relazione alle competenze. Tale norma ha lo scopo di fornire 
: sviluppo guidato delle capacità o abilità operativa, che consiste nel 
far compiere all’operatore le azioni previste e che dovrà ripetere fino ad acquisire 
autonomia e sicurezza nell’esecuzione. 
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una guida che possa aiutare un’organizzazione nell’identificazione ed analisi delle 
esigenze formative, nella progettazione e pianificazione della formazione, nella sua 
erogazione, nella valutazione dei risultati e nel monitoraggio e miglioramento dei 
processi di formazione al fine di raggiungere gli obiettivi prefissati. 
Un processo di formazione pianificato e sistematico può dare un importante 
contributo nell’aiutare un’organizzazione a migliorare le sue capacità e a 
raggiungere i suoi obiettivi di qualità.  
Per selezionare ed attuare la formazione necessaria a colmare le differenze tra le 
competenze richieste e quelle disponibili, la direzione dovrebbe tenere sotto 
controllo le seguenti fasi: 
• definizione delle esigenze di formazione 
• progettazione e pianificazione della formazione  
• erogazione della formazione 
• valutazione dei risultati della formazione. 
 
Come illustrato in Figura 3-1 gli elementi in uscita da una fase costituiscono 
l’ingresso alla fase successiva. 
Monitoraggio
1. Definizione delle 
esigenze di 
formazione
2. Progettazione e 
pianificazione della 
formazione
3. Erogazione della 
formazione




Figura 3-1: fasi del processo di formazione. 
Il processo di formazione del personale dovrebbe iniziare dopo che sia stata 
condotta un’analisi delle esigenze dell’organizzazione e che le questioni relative 
alle competenze siano state registrate. L’organizzazione dovrebbe definire le 
competenze necessarie per ogni attività che abbia impatto sulla qualità dei 
prodotti, valutare la competenza del personale cui è assegnata tale attività, e 
sviluppare dei piani per colmare le eventuali carenze di competenze esistenti. Tale 
definizione dovrebbe essere basata su un’analisi delle esigenze attuali e future, 
comparate con le competenze esistenti del suo personale. La definizione delle 
esigenze future di un’organizzazione legate ad obiettivi strategici e obiettivi di 
qualità, comprese le competenze richieste al personale, può derivare da una 
varietà di fonti interne ed esterne quali:  
• i cambiamenti organizzativi o tecnologici riguardanti i processi o aventi impatto 
sulla natura dei prodotti forniti dall’organizzazione; 
• i dati registrati dai processi di formazione passati e presenti;  
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• la valutazione da parte dell’organizzazione della competenza del personale 
nello svolgimento di specifici compiti;  
• i dati sul ricambio di personale o su fluttuazioni stagionali che coinvolgono 
personale temporaneo;  
• la certificazione interna o esterna necessaria per lo svolgimento di compiti 
specifici;  
• le richieste da parte del personale, implicanti opportunità di sviluppo 
personale, che possano contribuire al raggiungimento degli obiettivi aziendali;  
• il risultato dei riesami dei processi aziendali ed azioni correttive dovute ai 
reclami dei clienti o ai rapporti di non conformità; 
• le leggi, i regolamenti, le norme e le direttive che abbiano impatto 
sull’organizzazione, sulle sue attività e risorse;  
• le ricerche di mercato che identificano o anticipano nuove richieste dei clienti.  
La finalità di questa fase dovrebbe essere quella di stabilire le differenze tra le 
competenze esistenti e quelle richieste, consentendo di definire la formazione di 
cui il personale necessita per poter svolgere determinati compiti. 
La definizione delle esigenze formative deve essere documentata in un’apposita 
specifica (la specifica delle esigenze formative), nella quale vengono riportati gli 
obiettivi dell’intervento formativo. Nella seguente fase di progettazione e 
pianificazione della formazione dovrebbero essere analizzati i possibili metodi di 
formazione per soddisfare le esigenze prefissate. Il tipo di formazione appropriato 
dipenderà dalle risorse, dai vincoli e dagli obiettivi identificati.  
In questa fase, deve essere documentato un piano della formazione che consideri 
gli obiettivi ed i requisiti dell’organizzazione, la specifica delle esigenze di 
formazione, i partecipanti alla campagna, i metodi ed il profilo dei contenuti. 
Devono inoltre essere presi in considerazione aspetti più pratici quali: la durata e le 
date di scadenza significative, le risorse richieste ed i criteri definiti per la 
valutazione dei risultati.  
La fase successiva è costituita dall’erogazione della formazione. Il successo di 
questa attività dipende dall’efficacia delle interazioni tra organizzazione, fornitore di 
formazione e partecipanti. Il supporto che l’organizzazione potrebbe fornire in 
questa fase può essere suddiviso in tre livelli: prima, durante e dopo la formazione.  
Nella prima fase potrebbe essere necessario che l’organizzazione istruisca il 
fornitore di formazione con le pertinenti informazioni. Inoltre è raccomandabile che i 
partecipanti vengano istruiti sulla natura degli insegnamenti che riceveranno e sulle 
carenze di competenza che si intendono colmare. Durante la formazione il compito 
dell’organizzazione consiste nel fornire gli strumenti significativi, le attrezzature e la 
documentazione per una corretta erogazione dell’insegnamento. I partecipanti 
dovrebbero inoltre avere adeguate opportunità di applicare le competenze 
sviluppate avendo informazioni di ritorno sulle prestazioni. Infine, nella fase 
successiva alla formazione l’organizzazione dovrebbe ricevere dati di ritorno da 
parte dei partecipanti e del formatore. In questa fase la documentazione è 
costituita dal manuale per l’istruzione e l’addestramento. 
L’ultimo step del processo di formazione è costituito dalla valutazione dei risultati. 
Scopo di questa fase è confermare che sia gli obiettivi dell’organizzazione, sia 
quelli della formazione siano stati raggiunti e che la documentazione sia risultata 
adeguata. Gli elementi in ingresso per una valutazione dei risultati della formazione 
sono le specifiche delle esigenze di formazione, il piano di formazione e le 
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registrazioni riguardanti l’erogazione della formazione. Spesso i risultati della 
formazione non possono essere completamente analizzati e validati fino a che i 
partecipanti non siano osservati ed esaminati sul lavoro, quindi, entro un certo 
periodo, dopo il completamento della formazione, la direzione dell’organizzazione 
dovrebbe assicurare che sia condotta una valutazione per verificare il livello di 
competenza acquisito. Da quanto scritto si capisce che la valutazione dovrebbe 
esser condotta in due momenti distinti:  
• nel breve termine dovrebbero essere ottenute informazioni di ritorno dei 
partecipanti sui metodi di formazione, le risorse utilizzate, le conoscenze e le 
competenze acquisite come risultato della formazione;  
• nel lungo termine, dovrebbero essere valutate le prestazioni sul lavoro dei 
partecipanti ed il miglioramento produttivo.  
Il processo di valutazione dovrebbe includere la raccolta dei dati e la preparazione 
di un rapporto di valutazione, che costituiscono gli elementi in ingresso al processo 
di monitoraggio.  
3.3 - I metodi per l’addestramento del personale 
Molte sono, in generale, le modalità con le quali può essere realizzato in ambito 
aziendale un processo formativo, quali per esempio addestramento in aula o in 
campo, addestramento a distanza su web o con mezzi tradizionali o multimediali 
intervallati da sessioni o incontri faccia a faccia o da stage applicativi, o, infine, può 
essere costituito da periodi di formazione svolti all’esterno dell’organizzazione 
presso università, istituti o agenzie formative pubbliche o private, da stage o da 
visite o periodi di studio, lavoro o formazione svolte in altre organizzazioni. 
Di seguito sono stati analizzati sia i metodi classici che innovativi di addestramento 
nati con l’evolversi e il progredire della tecnologia: 
• Classici: 
o affiancamento (On the Job Training, OJT); 
o lezioni in aula (Face to Face Training, FFT); 
o supporto informatico (Computer Based Training, CBT). 
• Innovativi: 
o formazione a Distanza 
o formazione tramite l’interazione con sistemi virtuali 
 Realtà Virtuale 
 Augmented Reality 
Di seguito, in Tabella 3-1, si è riportato un quadro riassuntivo dei 
vantaggi/svantaggi dei vari metodi di addestramento analizzati.  
 
 Vantaggi Svantaggi 
On the Job 
training 
Competenze acquisite direttamente 
sul luogo di lavoro; 
il tirocinante è affiancato da un 
operatore esperto; 
vengono trasferite sia competenze 
generali che specifiche; 
è il metodo più efficace in qualsiasi 
settore di addestramento 
La complessità delle operazioni può 
richiedere tempi lunghi di 
affiancamento; 
convogliamento di risorse; 
costi elevati; 
approccio non strutturato 
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Face to Face Condotto attraverso lezioni in aula e 
seminari; 
lezioni mirate su argomenti 
specifici; 
Vengono fornite nozioni di teoria; 
possibilità di insegnare a più 
persone contemporaneamente. 
Lezioni svolte al di fuori 
dell’ambiente lavorativo, efficacia 
limitata rispetto al OJT; 
costo legato alla preparazione delle 
lezioni e mancata produzione da 





Formazione a distanza; 
Buona capacità di apprendimento; 
uso di programmi per computer 
appositi; 
modularità; 
adatto per addestramento sull’uso 
di programmi e software 
Computer collocati in aula, al di 
fuori del contesto lavorativo, 
efficacia limitata rispetto all’OJT; 
costo legato al programma di 
addestramento; 
Limitata capacità di apprendimento 
per addestramento operazioni 
manuali. 
E-learning Formazione a distanza; 
possibilità di imparare sfruttando la 
rete internet; 
interattività, dinamicità, modularità; 
adatto per addestramento sull’uso 
di programmi e software. 
 
Limitata capacità di apprendimento 




Adatto per addestramento in campo 
aeronautico; 
permette di riprodurre situazioni di 
pericolo e addestrare il personale a 
compierle in completa sicurezza; 
efficace per addestramento degli 
operatori per operazioni di 
montaggio, smontaggio e 
manutenzione; 
buona capacità di apprendimento; 
buona riproduzione dell’ambiente 
reale; 
possibilità di “agire” sulla scena 
virtuale tramite l’uso di tool appositi. 
Non ancora raggiunto un livello di 
realismo elevato da rendere 
indistinguibile l'ambiente simulato 
da quello reale; 
l’operatore lavora su un calcolatore, 




Competenze acquisite direttamente 
sul luogo di lavoro; 
L’operatore viene guidato step-by-
step nelle operazioni da compiere; 
Standardizzazione 
dell’insegnamento; 
minor convogliamento di risorse da 
dedicare all’addestramento rispetto 
all’OJT; 
riunisce i vantaggi di tutti metodi 
Sempre in fase di sviluppo 
soprattutto per quanto riguarda 
l’applicazione della Realtà 
Aumentata in fase di 
addestramento del personale; 
Costo componenti hardware, 
software e implementazione 
Tabella 3-1: Confronto tra i vari metodi di addestramento 
Alla luce di quanto detto, in Figura 3-2 si è ricostruito un diagramma dove vengono 
collocate le varie metodologie in funzione della capacità di apprendimento (alta, 
media e bassa) e al risparmio sull’utilizzo di risorse.  
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La massima capacità di apprendimento si ottiene con l’affiancamento, che però 
d’altro canto è quello che richiede un maggior convogliamento di risorse e quindi 
costi maggiori. La Realtà Aumentata permette, comunque, una buona capacità di 
apprendimento realizzando un notevole risparmio sull’utilizzo di risorse. 
Inoltre, dal grafico si può intuire che nei metodi tradizionali di addestramento, la 
relazione tra il risparmio sull’utilizzo di risorse e la capacità di apprendimento è di 
tipo parabolico: all’aumentare della capacità di apprendimento, maggiori sono le 
risorse da investire, minore è il risparmio ottenuto. Invece, i metodi innovativi di 
formazione non seguono quest’andamento. 
 
Figura 3-2: Analisi dei metodi di apprendimento. 
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4 - LA REALTÀ AUMENTATA E LE 
APPLICAZIONI NEI SISTEMI DI 
PRODUZIONE 
4.1 - Introduzione 
L’ammontare di informazioni oggi disponibili per gli uomini sta ormai crescendo 
costantemente ed esponenzialmente. Mai prima d’ora un individuo ha avuto così 
tante informazioni a portata di mano, quanto un utente della moderna information 
technology. Oltre ai problemi legati alla ricerca e all’accessibilità delle informazioni 
richieste, un’altra questione importante è trovare il sistema più efficiente per 
utilizzare le informazioni, una volta che sono state individuate. 
Il facile accesso a enormi quantità di dati e informazioni ha già rivoluzionato il 
modo con cui molte professioni sono condotte: si pensi a come gli architetti 
possono usare blueprints digitali per creare, al volo, viste arbitrarie di edifici che 
non esistono, o come i medici hanno accesso agli archivi dei loro pazienti, incluse 
risonanze magnetiche e TAC.  
Poiché questi dati sono associati ad oggetti del mondo reale, il modo più intuitivo 
per mostrare questi dati grafici sarebbe di posizionarli nel mondo reale: in questo 
modo, l’architetto potrebbe vedere gli edifici che sta progettando, già posizionati 
nell’ambiente dove sorgeranno, e il medico potrebbe consultare le risonanze 
magnetiche direttamente sul corpo del paziente. 
Per questo approccio alla presentazione di informazioni, è stato coniato il termine 
di “Realtà Aumentata” (AR) da Tom Caudell, nel 1992, nel contesto di un progetto 
pilota nel quale la tecnologia AR era usata per semplificare un processo di 
produzionepresso la Boeing. 
4.2 - Storia 
Le ricerche nel campo della Augmented Reality nascono alla fine degli anni ‘60 in 
seno agli studi sulla Realtà Virtuale (Virtual Reality, VR).Nel 1968 presso 
l’Università di Harvard, Ivan E. Sutherland realizzò il primo dispositivo Head 
Mounted Display (HMD)[1], ossia un caschetto con display incorporato per la 
visualizzazione di contenuti virtuali tridimensionali (Figura 4-1). 
Nei successivi anni ’70 e ’80 la NASA e l’aviazione americana investirono molto 
sulle ricerche in questo settore, realizzando nel 1986 il Super Cockpit [2], un HMD 
che dava accesso ai dati di volo in forme meno astratte e più intuitive. Informati da 
un’analisi dei modi in cui l’uomo usa i segnali visivi e uditivi per determinare 
l’orientamento spaziale, si progettarono nuovi sistemi per far si che i controlli si 
adattassero meglio all’uomo. I computer combinavano dati del radar, del controllo e 
delle armi in una forma grafica semplice, rappresentando la posizione del mezzo, 
la velocità, il paesaggio sottostante e il bersaglio in forme simboliche nei display 
montati sulla testa. Il tutto era combinato con segnali uditivi, anch’essi progettati 
per simulare lo spazio 3D. 
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Il nome Augmented Reality viene 
però coniato solo nel 1992 ad 
opera di Tom Caudell, il quale 
sviluppò un casco che assisteva 
gli operatori della Boeing durante 
l’assemblaggio dei pannelli 
cablati per gli aeromobili [3]. Tale 
dispositivo permetteva di 
visualizzare direttamente nel 
campo visivo degli addetti, i 
percorsi e i punti di ancoraggio 
dei vari fili elettrici sul pannello, 
evitando l’uso di schemi cartacei, 
dime, o altri tipi di istruzioni. Nel 
1998 ha avuto luogo il primo 
congresso interamente dedicato 
alla ricerca sulla Realtà 
Aumentata, l’International 
Workshop on Augmented Reality 
(IWAR). In quella occasione è  
stata introdotta una nuova 
definizione, quella di Spatial 
Augmented Reality (SAR) [4]: 
essa consiste nell’integrazione dei 
contenuti virtuali direttamente 
nell’ambiente circostante l’utente, 
e non nella loro visualizzazione attraverso i dispositivi indossati come caschi. La 
SAR ha ampliato il campo di studi della Realtà Aumentata separandola 
definitivamente dalla Realtà Virtuale. 
L’IWAR ha successivamente preso il nome di International Symposium on Mixed 
and Augmented Reality (ISMAR), che si tiene ogni anno.  
4.3 - Definizione 
La Realtà Aumentata è una particolare metodologia che consente di aggiungere 
alla realtà normalmente percepita, sensazioni, immagini e informazioni generate da 
un computer. In particolare, si possono indossare degli speciali visori su cui sono 
riprodotte immagini, scritte e oggetti virtuali che si integrano con la visione del 
mondo circostante, fornendo delle informazioni supplementari all’ambiente reale. 
Un iperambiente quindi, tridimensionale e interattivo, generato dal computer, fatto 
di oggetti reali e virtuali, nel quale la persona è immersa. L’utente percepisce il 
mondo come tutti, ma con informazioni aggiuntive: testi, immagini tridimensionali, 
statiche o in movimento, con cui può anche interagire attraverso dei semplici 
dispositivi. 
Un sistema AR è dotato delle seguenti caratteristiche fondamentali [5]: 
• Combina reale e virtuale 
• È interattivo in tempo reale  
• Allinea i contenuti virtuali con quelli reali. 
Figura 4-1: Sutherland con il suo 
dispositivoHMD nel 1968 
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Un’immagine generata dal computer, infatti, è sovrapposta alla percezione che ha 
l’utente del mondo reale, usando un dispositivo che mixa il reale con il virtuale. Il 
display è aggiornato con frame rate interattivi, cosicché l’utente percepirà 
“l’aumentazione” come reale. Per perseguire questo scopo, è inoltre necessaria la 
registrazione, ossia l’allineamento tra contenuti reali e virtuali.  
Un esempio di Realtà Aumentata è visibile in 
Figura 4-2: 
 
Figura 4-2: esempio di Realtà Aumentata 
L’operatore, intento a compiere una operazione di manutenzione di un’automobile, 
è in grado di vedere sia il motore, con tutti i suoi componenti, che delle istruzioni 
virtuali (sottoforma di frecce) che gli indicano i movimenti da effettuare.  
I vantaggi offerti dalla Realtà Aumentata consistono nella capacità di accrescere la 
percezione dell’ambiente reale e le possibilità di interagire con esso. Gli oggetti 
virtuali mostrano informazioni che l’utente non può rilevare direttamente con i suoi 
sensi, in altre parole “aumentano la realtà”. L’AR può considerarsi quindi uno 
strumento intelligente in gradi di aiutare l’uomo a perseguire i suoi obiettivi. 
4.4 - Il virtuality continuum 
Nel 1994 Milgram [6] generò una tassonomia che permette di individuare 
esattamente come è posizionata la realtà aumentata all’interno del Virtuality 
Continuum, ossiail continuum tra mondo reale e virtuale. 
Egli definisce mixed reality quei sistemi che si frappongono tra quelli puramente 
reali e quelli puramente virtuali. La mixed reality rappresenta quindi gli ambienti in 
cui la realtà virtuale, sintetizzata con gli elaboratori, viene in qualche modo 
composta con il mondo reale. Se in tale composizione l’aspetto predominante è 
rappresentato dalla realtà virtuale si parla di Virtualità Aumentata; viceversa si 
parla di Realtà Aumentata nel caso in cui il mondo reale rappresenta il fattore 
predominante. 
Il risultato della classificazione di Milgram viene riepilogato nella Figura 
4-3attraverso il diagramma del continuum. 
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Figura 4-3: il Virtuality Continuum 
. 
4.5 - Tecniche per l’integrazione tra reale e virtuale 
Sono tre le principali metodologie che possono essere utilizzate per ottenere la 
combinazione tra la grafica generata dal computer e le immagini del mondo reale:  
• Optical Combination 
• Video Mixing 
• Image Projection. 
 
La Optical Combination prevede che le immagini virtuali compaiano nel campo 
visivo dell’utilizzatore mentre questi osserva direttamente la scena reale. Per far 
ciò sono possibili varie soluzioni tecnologiche, fra le quali la più nota e diffusa è 
certamente l’utilizzo di specchi traslucidi, detti anche “combinatori ottici”, secondo 
lo schema riportato nella Figura 4-4. L’utente osserva la realtà attraverso uno 
schermo semitrasparente-semiriflettente che consente di visualizzare sia 
l’ambiente reale, sia una riflessione dei contenuti di sintesi generati da un 
proiettore. 
 
Figura 4-4: schema funzionamento Optical Combination ed esempio 
Nel Video Mixingl’utilizzatore vede la scena reale indirettamente, attraverso una 
videocamera; un computer acquisisce l’informazione, la rielabora e vi inserisce le 
informazioni digitali. Gli oggetti reali e virtuali coesistono entrambi come flussi 
video separati, e l’aumentazione è raggiunta usando delle tecniche di 
composizione video, come la chroma keying, tecnica usata in molti effetti speciali. 
Il risultato è poi visualizzato su un display (Figura 4-5). Sono possibili sia 
installazioni fisse che dispositivi portatili. 
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Figura 4-5: schema di funzionamento Video Mixing ed esempio 
La tecnica chroma-keing prevede che il retro delle immagini grafiche del computer 
sia settato su di uno specifico colore, per esempio verde, che non è presente negli 
oggetti virtuali in uso. Quindi lo step di combinazione rimpiazza l’area verde con la 
corrispondente parte di video del mondo reale. Una più raffinata composizione usa 
informazioni di profondità. Qualora il sistema sia in grado di attribuire informazioni 
di profondità a ogni pixel per le immagini del mondo reale, si possono combinare 
immagini reali e virtuali attraverso una comparazione di profondità pixel a pixel. 
Questo permetterebbe a un oggetto reale di coprire un oggetto virtuale e 
viceversa. 
 
La tecnica della Image Projection (Figura4-6) consiste nella proiezione di 
immagini direttamente sulle superfici degli oggetti fisici invece di usare un display 
posto tra gli occhi dell’osservatore e l’oggetto reale. Possono essere utilizzati 
singoli proiettori fissi o controllabili elettronicamente, oppure proiettori multipli 
utilizzati per aumentare l'area proiettabile.  
 
Figura4-6:schema di funzionamento Image Projection 
4.6 - I componenti hardware 
I componenti principali di cui necessita un sistema per applicazioni AR sono: 
• Sistema hardware di elaborazione dati (computer); 
• Videocamera (solo per Video Mixing); 
• Dispositivo per la visualizzazione delle immagini (display, o proiettore nel 
caso della Spatial Augmented Reality); 
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• Sistema di tracciamento (tracking); 
• Dispositivo per l’interazione con i contenuti virtuali da parte dell’utente. 
Analizziamo in particolar modo i display e i sistemi di tracciatura. 
4.6.1 - Dispositivo per la visualizzazione delle immagini 
(display) 
È possibile effettuare una classificazione dei display utilizzati nelle applicazioni di 
Realtà Aumentata in base alla loro distanza rispetto all’utente. Come evidenziato 
nella Figura 4-7, possiamo quindi avere: 
1. Head Worn Display; 
2. Hand Held Display; 
3. Spatial Display. 
 
Figura 4-7: classificazione dei display per applicazioni AR 
4.6.1.1 - Head Worn Display (HWD) 
Gli head-worn displays richiedono che l’utilizzatore indossi il display direttamente 
sulla sua testa visionando il nuovo ambiente di fronte agli occhi. In base alla 
tecnologia di generazione dell’immagine esistono tre tipologie di head-worn 
displays: 
• Head-mounted displays; 
• Retinal displays; 
• Head-mounted projectors. 
 
Head Mounted Display (HMD) 
Gli HMDs sono attualmente i dispositivi più utilizzati in applicazioni di AR. 
L’immagine è visualizzata su un piccolo display posizionato davanti agli occhi. In 
base a come è realizzata la combinazione tra reale e virtuale si possono 
distinguere due differenti tipologie di HMDs:  
1. Video See-Through (VST)  
2. Optical See-Through (OST)  
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I primi sfruttano la tecnica di blending delle immagini Video Mixing, mentre i 
secondi applicano i principi dell’Optical Combination.  
 
Figura 4-8: display VST 
Un Video See-Through(Figura 4-8) lavora attraverso un closed-view HMD con 
una o due videocamere montate sulla testa. Il video proveniente da queste 
telecamere è combinato con immagini grafiche create da un generatore di scene. 
Un video compositore mescola il flusso video dell’ambiente reale con le immagini 
create e invia il risultato al monitor posto davanti agli occhi dell’utilizzatore. Questi 
dispositivi sono molto impiegati in applicazioni di Realtà Virtuale. 
Un esempio commerciale di VST display è il Vuzix Wrap 1200 (Figura 4-9), in 
grado di offrire un display da 75 pollici a una distanza di tre metri. 
 
 
Figura 4-9: display VST Vuzix Wrap 1200 
I dispositivi Optical See-Through (Figura 4-10) utilizzano un divisore di fascio 
ottico (beam splitter), costituito da uno specchio translucido che 
contemporaneamente riflette la luce in una direzione e la trasmette nell'altra. 
Posizionato davanti all'occhio dell'utente, il divisore di fascio può riflettere 
l'immagine di un display e porla nella visuale dell'utente permettendo 
contemporaneamente il passaggio della luce proveniente dal mondo circostante. 
Se sono disponibili due sistemi ottici di visualizzazione, uno per ciascun occhio, 
allora si parla di visori stereoscopici. 
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Figura 4-10: display OST 
 
Retinal Display 
Questi dispositivi prevedono che l’immagine sia formata direttamente sulla retina 
grazie ad un laser a semiconduttori a bassa potenza. In Figura 4-11lo schema di 
funzionamento di un retinal display. 
 
Figura 4-11: schema di funzionamento di un retinal display 
Una sorgente laser è introdotta in un flusso di fibra ottica che porta la luce a uno 
scanner meccanico a risonanza (MRS) (in attesa di brevetto). Lo scanner è il cuore 
del sistema. Si tratta di un dispositivo leggero di dimensione circa 2cm x 1cm x 
1cm consiste in un specchio montato su un supporto. Lo specchio oscilla in 
risposta ai campi magnetici prodotti da bobine presenti sulla montatura. Oscilla a 
15 kHz e ruota per un angolo di 12 gradi. L'elevata frequenza di scansione 
permette l'alta risoluzione delle immagini prodotte. Appena lo specchio MRS si 
muove,la luce è digitalizzata in direzione orizzontale. Poiché lo specchio del MRS 
oscilla sinusoidalmente, la scansione in direzione orizzontale è ottenuta sia per la 
direzione di oscillazione in avanti che all’indietro.  
Il fascio di luce scannerizzato è quindi passato a uno specchio galvanometrico o 
ad un secondo MRS che analizza la luce in senso verticale. A seguire, il fascio 
laser è quindi introdotto nell’occhio. La luce può essere inviata tramite uno 
specchio/combiner per consentire all’utente di visualizzare l'immagine digitalizzata 




Prevedono l’utilizzo di piccoli proiettori che proiettano le immagini sulle superfici 
dell’ambiente reale. Sono molto simili agli HMD Optical See-Through tranne per il 
fatto che l’immagine viene proiettata, anziché verso l’utente, verso l’ambiente 
esterno. Questi dispositivi indirizzano il fascio di luce proiettata con un divisore di 
fascio ottico, così che l'immagine sia diretta verso superfici retroriflettenti, collocate 
di fronte all'utente (Figura 4-12) .  
 
Figura 4-12: HMP e relativo schema di funzionamento 
4.6.1.2 - Hand Held Display 
Gli Hand-Held Display (Figura 4-13) sono dispositivi portatili che sono impugnati 
anziché indossati. I comuni PDA (Personal Digit Assistent), i palmari e i cellulari di 
ultima generazione rappresentano tipici esempi di hand-held displays. Questi 
inglobano videocamera, processore, memoria, display, e tecnologia d’interazione 
all’interno di un unico dispositivo. Offrono inoltre la possibilità di trasmettere dati 
tramite tecniche wireless rendendo l’oggetto estremamente adatto ad applicazioni 
in cui sia richiesta una notevole mobilità dell’osservatore.  
 
Figura 4-13.da sinistra: VideoSee Through;Optical See Through; smartphone con 
picoproiettore integrato 
L’approccio più utilizzato per questi dispositivi è quello Video See-Through. La 
videocamera integrata cattura il flusso video dell’ambiente che viene arricchito 
dalle grafiche previste e quindi visualizzato sul display.  
Dispositivi hand-held basati su tecnologia Optical See-Through sono comunque 
stati realizzati e contengono gli stessi componenti dei già visti HMDs da cui li 
distingue soltanto il design studiato per essere tenuti in mano. 
Per quanto riguarda la modalità Image Projection, vi è un importante innovazione 
nella gamma di prodotti utilizzabili. Microvision, una società con sede a Redmond, 
nello stato americano di Washington, non molto distante dal quartier generale del 
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gigante Microsoft (e dalla sede americana della Nintendo), ha messo a punto una 
nuova tecnologia, nota come PicoP, che consente di integrare dei proiettori 
miniaturizzati (“picoproiettori”, da cui il nome PicoP) all’interno dei apparecchi 
mobili quali cellulari, PDA, laptop, portable media player come gli iPod o i terminali 
Zune, fotocamere digitali, lettori DVD portatili e console di videogiochi, e proiettare 
immagini su qualsiasi superficie. 
4.6.1.3 - Spatial Display 
Al contrario dei dispositivi indossati dall’osservatore (head-worn o hand-held), gli 
spatial displays distaccano la tecnologia dall’utilizzatore e la integrano 
nell’ambiente circostante. Il panorama delle varianti tecnologiche di questi 
dispositivi appare piuttosto variegato: si va dall’utilizzo di schermi LCD di medie o 
grandi dimensioni, talvolta disposti a formare vere proprie“stanze”, all’uso di 
combinatori ottici opportunamente piazzati nell’ambiente, fino alla proiezione dei 
contenuti digitali direttamente sugli oggetti reali (nel qual caso si parla di Direct 
Augmentation). 
Al momento esistono tre differenti approcci per aumentare la realtà circostante:  
Screen-Based Video See-Through Displays: tali sistemi trasmettono le immagini 
arricchite dalle informazioni necessarie su di un comune monitor per pc (Figura 
4-14) 
Spatial Optical See-Through Displays:questo tipo di display ricorre a separatori 
di fascio piani o curvi o a schermi trasparenti che permettono di combinare nello 
spazio l'immagine reale con le immagini artificiali(Figura 4-14). 
 
Figura 4-14-  esempi di Screen-Based Display: Sx) Video See-Through; Dx) 
Optical See-Through 
Projection-Based Spatial Displays: proiettano le immagini direttamente sulle 
superfici degli oggetti fisici anziché proiettarla su di un display posto tra gli occhi 
dell’osservatore e l’oggetto reale. 
In Figura 4-15è possibile vedere un esempio di applicazione di questa tecnologia, 
un progetto di ricerca sviluppato dalla IBM che prende il nome di Everywhere 
Display. Questo progetto mira a sviluppare sistemi che consentono la 
trasformazione di ogni superficie di uno spazio in un "touch screen" proiettato. 
Sono utilizzati un proiettore LCD, uno specchio motorizzato orientabile, e una 
fotocamera. Lo specchio è usato per deviare l'immagine del proiettore verso 
superfici, pareti o il pavimento di una stanza. Il proiettore è posto nell’ambiente di 
lavoro in una posizione che permetta al fascio luminoso di raggiungere le varie 
zone. L'immagine proiettata è elaborata per compensare la distorsione dovuta alla 
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prospettiva. Il prototipo comprende anche una videocamera motorizzata per 
rilevare l’attività di mani e corpo nell’area proiettata, così l’utente può interagire con 
l'immagine proiettata semplicemente toccando la superficie. Nella Figura 4-15 a 
desta, ad esempio, è possibile vedere la creazione di un pulsante virtuale:la 
telecamera rileva quando la mano copre l’immagine del pulsante ed avvia il 
processo che si desidera attivare.  
 
Figura 4-15:Sx) schema di funzionamento di un Everywhere Display;Dx) pulsante 
virtuale 
4.6.2 - Sistema di tracciatura 
Requisito fondamentale per le applicazioni di AR è la sovrapposizione dei 
contenuti virtuali sull’ambiente reale effettuato attraverso il tracking. 
Il sistema di tracciatura è costituito da sensori, trackers, il cui compito è quello di 
individuare la posizione e/o l'orientamento di un oggetto rispetto a un punto di 
riferimento e rendere l’informazione accessibile a tutto il resto del sistema AR. È 
fondamentale nella Realtà Aumentata l’uso di un buon sistema di tracking, che 
consenta di collimare correttamente le immagini virtuali con la scena reale e 
raggiungere un buon grado di integrazione. La funzione più comune è quella di 
riportare la posizione e l'orientamento della testa dell’utente; tuttavia,è anche 
utilizzato il tracking di mani e corpo. Ci sono sei tipi di movimento che possono 
essere monitorati:  
• Traslazione in X, Y, Z  
• Rotazione attorno agli assi X, Y, Z. 
Dato che questi movimenti sono ortogonali mutualmente, vi sono quindi sei variabili 
indipendenti o gradi di libertà (DOFs) associati ad un qualsiasi oggetto 3D 
asimmetrico. Questi sei valori sono il minimo necessario per specificare 
completamente la posizione e l'orientamento di un oggetto rigido. Un tracker può 
monitorare tutti e sei o solo un sottoinsieme dei gradi di libertà, a seconda 
dell’applicazione. Inoltre, alcuni trackers possono essere settati per rilevare la 
variazione di un range limitato di una particolare variabile. Ad esempio, un tracker 
potrebbe rilevare uno spostamento solo nel range ± 90°, o X, Y, Z e solo all'interno 
di una sfera di un metro di raggio. 
Analizziamo adesso possibili sistemi di tracciatura. Usando ultrasuoni, sistemi ottici 
o elettromagnetici è possibile determinare le posizioni relative tra il punto di 
riferimento ed i sensori mobili. In particolare, usando sistemi ibridi, è possibile 
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aumentare di molto la precisione della misura fino ad arrivare, nei sistemi più 
sofisticati, a precisione di millimetri.  
Per i sistemi all’aperto è necessario usare il sistema di geolocalizzazione GPS 
nella sua versione più accurata. Il GPS però ha un intrinseco limite 
nell’accuratezza della misura per cui è necessario utilizzare accelerometri e 




I tracker inerziali (Figura 4-16) permettono 
all’utente di muoversi all’interno di un ampio 
volume di lavoro. Si basano sul principio della 
conservazione del momento angolare. Dei piccoli 
giroscopi, dotati di resistenza nota al 
cambiamento, permettono di misurare il rollio, il 
beccheggio e l’imbardata. Fra le caratteristiche più 
importanti di questo sistema ricordiamo l’immunità 
da qualsiasi sorgente di tipo magnetico, le 
dimensioni estremamente contenute, la bassa 
latenza ed i modesti requisiti di sistema richiesti. Il 
loro punto debole è dato dal fatto che sono molto 
sensibili alle vibrazioni e che permettono di 
individuare soltanto l’orientamento e non la 
posizione. Così, se è necessario misurare anche la posizione, occorre utilizzare 
un'altra tipologia di tracker. È per questo motivo che i tracker inerziali sono spesso 
utilizzati solo in sistemi ibridi. 
 
Tracking meccanico 
Questi tracker (Figura 4-17) legano fisicamente 
l’utente alla macchina mediante un braccio 
snodato nelle cui giunture sono presenti dei 
sensori, di solito resistenze variabili, che rilevano 
gli spostamenti. Sono ingombranti e scomodi da 
usare ma permettono un’elevata velocità 
operativa. La loro applicazione è confinata a 
sistemi di teleoperazione e guida a distanza, come 
ad esempio il controllo di un braccio meccanico di 
un robot. Pur essendo accurata questa tipologia di 
sensori presenta come svantaggi il ristretto volume 





Nella versione più semplice una sorgente fissa 
genera un campo magnetico e l’operatore indossa dei dispositivi in grado di 
provocare distorsioni all’interno di questo. La posizione dell’operatore viene così 
determinata da alcuni sensori che rilevano queste variazioni di campo magnetico. 
Figura 4-16: tracker inerziale 
Figura 4-17: tracker meccanico 
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Nel caso invece di sensori elettromagnetici la sorgente produce tre campi 
elettromagnetici, ognuno perpendicolare agli altri. Il misuratore posto sul corpo 
dell’utente misura l’attenuazione del campo (intensità e direzione) ed invia queste 
informazioni al calcolatore. Questo, triangolando la distanza e l’orientamento dei 
tre assi perpendicolari del misuratore relativamente ai tre campi elettromagnetici 
prodotti dalla sorgente, è in grado di determinare la corretta posizione del tracker. 
Questi sistemi permettono a più parti del corpo di essere monitorate 
contemporaneamente e non sono sensibili all’interposizione di oggetti tra la 
sorgente ed il misuratore. Soffrono di problemi di latenza, distorsione dei dati e 
possono essere influenzati da vari metalli presenti nelle vicinanze o persino da altri 
campi elettromagnetici.  
Un tracker magnetico molto utilizzato è prodotto dalla Polhemus ed è il Liberty 
LATUS (Large Area Tracking Untethered System) (Figura 4-18) che, grazie 
all’impiego della tecnologia wireless, permette all’utilizzatore di muoversi in spazi 
ampi.  
 
Figura 4-18: tracker magnetico 
Il sensore, estremamente piccolo e leggero permette all’operatore di agire in 
assoluta libertà senza avvertire alcun disturbo dovuto ad ingombro e peso.  
 
Tracking ultrasonico 
I tracker ultrasonici sfruttano la propagazione delle onde sonore. Si basano sulla 
rilevazione della riflessione delle onde e 
della deviazione che queste subiscono 
quando un oggetto si muove al loro 
interno. Principio di funzionamento simile a 
quello utilizzato nei sonar. Le periferiche di 
tracking ultrasoniche consistono di una 
sorgente costituita da tre emettitori (Figura 
4-19) di onde radio ad alta frequenza 
disposte in una rigida composizione e da 
tre ricevitori posti sull’utente anch’essi 
disposti in una rigida composizione. 
Ci sono essenzialmente due modi di 
calcolare la posizione e l’orientamento 
utilizzando questi tracker. Il primo, 
chiamato coerenza di fase, effettua le 
misure calcolando le differenze di fase tra le onde sonore che, partendo dagli 
emettitori, raggiungono i ricevitori, e quelle prodotte dagli emettitori stessi. Il 
secondo metodo è invece chiamato tempo di volo e misura il tempo impiegato dal 
Figura 4-19: funzionamento tracker 
ultrasoniconico 
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suono, emesso ad un dato momento dai trasmettitori, per raggiungere i sensori. 
Con questi due metodi, per rilevare la posizione nello spazio di un corpo, sarebbe 
necessario un solo sensore. Per individuarne anche l’orientamento però è 
necessario individuare la differenza tra le informazioni prodotte da tre sensori. A 
differenza dei tracker elettromagnetici, che possono essere influenzati da un gran 
numero di metalli, i sistemi ad ultrasuoni non soffrono di questo problema, ma di 
contro richiedono che nel tragitto emettitore-misuratore non vi sia nessun oggetto 
d’intralcio. Inoltre la distanza tra i due componenti introduce una non trascurabile 
latenza. I sistemi che si basano sul tempo di volo hanno generalmente un basso 
tasso di aggiornamento, mentre quelli a coerenza di fase sono soggetti ad errori 
che possono accumularsi nel tempo. In più, entrambe le tipologie, sono influenzate 
dai cambiamenti di temperatura, pressione e livello di umidità presente 
nell’ambiente di lavoro.  
A titolo di esempio si riportano le caratteristiche di un sistema commerciale, l’HX5 
della ditta Hexamite(Figura 4-20). 
 
Figura 4-20: tracker ultrasonico 
Tracking ottico 
Per quanto riguarda la valutazione dell’orientamento della 
testa, la tecnologia ottica sfrutta algoritmi capaci di rilevare in 
un flusso video proveniente da una telecamera, allineata agli 
occhi dell’osservatore, alcuni riferimenti denominati marker 
(Figura 4-21) che possono essere fissi o in movimento. 
L’inseguimento di questi marker è chiamato pattern 
recognition. Calcolando la distanza di questi riferimenti ed il 
loro orientamento l’algoritmo è in grado di determinare la 
posizione relativa tra testa dell’osservatore e marker 
permettendo così al calcolatore di collocare nel modo 
opportuno gli oggetti virtuali da sovrimporre al flusso video.  
I tracker ottici per il riconoscimento della posizione del corpo, invece, si basano 
sull’utilizzo di telecamere che rilevano la posizione di sorgenti di luce, 
generalmente LED, poste sull’operatore. L’elaborazione in tempo reale di queste 
immagini acquisite permette di effettuare calcoli sullo spostamento. Questi sistemi 
utilizzano emettitori fissi e videocamere che ricevono i raggi infrarossi. Per 
individuare la posizione dell’oggetto è necessario che il computer triangoli le 
informazioni di posizione fornite dalle telecamere. I tracker ottici non sono 
influenzati dalla presenza di altri corpi, come i metalli, e possiedono inoltre sia un 
elevato tasso di aggiornamento che una bassa latenza. Gli emettitori devono 
essere posizionati nella linea di vista delle telecamere, senza alcuna interposizione 
di oggetti all’interno del percorso che li congiunge. Questi dispositivi possono 
Figura 4-21: marker 
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essere disturbati dalla presenza di altre sorgenti di luce ad alta intensità o di altro 
bagliore che potrebbe alterare la correttezza delle misure. 
Un approccio recente per lavorare in spazi piuttosto ampi è offerto dalla ditta 
3rdTech con il prodotto HiBall 3100 (Figura 4-22), composto da due elementi: il 
sensore da applicare all’oggetto in movimento, ad esempio un HMD, ed una serie 
di pannelli da attaccare al soffitto che possono ricoprire fino ad un’area di circa 
150m2. In questi pannelli sono incassate le sorgenti laser che, rilevate dal sensore, 
permettono di ricavare la posizione. 
 
Figura 4-22: 3rdTech HiBall 3100 
Tracking markerless 
A volte non è possibile o è indesiderato modificare il mondo reale per l'esecuzione 
Augmented Reality. Per esempio, se l’AR deve essere applicata alle pagine di un 
libro che sono già state stampate, o se le pagine non includono marker (Figura 
4-23). Per tali casi si stanno attualmente sviluppando sistemi di tracciatura 
markerless.  
 
Figura 4-23: tracking markerless delle pagine di un libro 
Come input, deve essere fornita un’immagine digitale di una pagina, continuando 
con l’esempio del libro. Questa può essere generata da un modello digitale, o 
acquisite da scanner o da una fotocamera. L’immagine è quindi associata al 
relativo file di configurazione del tracking, insieme alla dimensione fisica, ad 
esempio i millimetri, della pagina del libro. Ci possono essere più immagini, ognuna 
delle quali dispone di un proprio sistema di coordinate, permettendo così di 
aumentare, ad esempio, ogni pagina di un libro.  
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Un altro vantaggio di questo approccio è che il tracking è resistente all’occlusione 
parziale. L’intera pagina può essere vista come un marker invisibile. Se una mano 
in parte occlude la pagina, il monitoraggio è ancora possibile. 
Eye tracking 
L’Eye-tracking, o registrazione dei 
movimenti oculari (Figura 4-24), è una 
tecnica che consente di determinare in 
maniera molto accurata le aree di volta in 
volta fissate da un soggetto, nella sua 
esplorazione visiva. Inizialmente questa 
tecnica è stata impiegata in ambito 
accademico per giungere ad una migliore 
comprensione dei meccanismi sottesi alla 
percezione visiva. Molto più 
recentemente, l'eye-tracking, spesso in 
combinazione con sistemi per la "voice 
recognition", viene impiegato quale 
alternativa ai classici dispositivi di input/output (mouse e tastiera), con lo scopo di 
sviluppare sistemi uomo-macchina "handless", che non richiedono dunque l'uso 
delle mani. Questi sistemi sono per il momento diretti ad utenze professionali 
(primariamente in campo biomedico e militare), o ad utenze diversamente abili, e 
cioè a soggetti che abbiano perso l'uso degli arti superiori. Questi dispositivi 
possono rilevarsi utili in applicazioni di AR permettendo alla proiezione di essere 
posizionata, in ogni momento, di fronte agli occhi dell’utilizzatore.  
Gli accelerometri 
Gli accelerometri misurano le forze prodotte dall’inerzia di una massa e possono 
quindi produrre posizioni relative attraverso una doppia integrazione. Essi possono 
misurare anche due coordinate angolari in modo assoluto grazie alla forza di 
gravità. Gli accelerometri sono piccoli e abbastanza semplici costruttivamente. 
Ultimamente sono implementati utilizzando sistemi di tipo micro-elettro-meccanico 
(MEMs) che possono essere incorporati in componenti molto piccoli. Gli 
accelerometri sono vantaggiosi perché non richiedono hardware delicato, sono a 
basso costo, hanno velocità di aggiornamento elevate. Un famoso tracker che 
utilizza gli accelerometri è il controller del Nintendo Wii (Figura 4-25). 
 
Figura 4-25: controller del Nintendo Wii 
Figura 4-24: Eye tracking 
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4.7 - I software 
Nella Realtà Aumentata il software ha l’importantissimo compito di gestire i 
contenuti virtuali ed integrare tutti i dispositivi impiegati. La maggior parte dei 
programmi disponibili per applicazioni di Augmented Reality è dedicata ai sistemi di 
tracking ottico a riconoscimento di marker. Installati su di un computer, tali software 
sono in grado di acquisire un flusso video da una periferica connessa al computer 
e visualizzarlo su di un display, sia esso lo schermo del computer stesso o uno dei 
display descritti in precedenza. Le immagini in ingresso vengono analizzate in 
tempo reale, ed i contenuti virtuali sono presentati all’utente. Di questi software 
sono a disposizione sia versioni gratuite che versioni commerciali. 
 
VERSIONI FREEWARE 
Sono state sviluppate per la maggior parte in campo accademico e messe a 
disposizione tramite il web con licenze di tipo freeware. Un esempio è ARToolKit 
[7], uno dei primi nati in questo campo. È una libreria di software che estrae la 
posizione e l’orientamento relativo della camera rispetto ad un marker fisico 
presente sulla scena reale. Il marker, generalmente chiamato fiducial marker, è 
costituito da un foglio di carta sul quale è stampata una figura quadrangolare non 
simmetrica. Essa è circondata da un bordo bianco che crea una forte zona di 
contrasto. Analizzando il posizionamento dei bordi del quadrato è possibile stimare 
il cambio di prospettiva, la rotazione del pattern e la distanza della camera. In 
particolare è possibile estrarre queste informazioni di tracking in tempo reale. La 
figura contenuta nel quadrato serve ad “identificare” il marker.  
ArtoolKit è stato inizialmente sviluppato dal Dr. Hirokazu Kato e attualmente è 
sviluppato da Human Interface Technology Laboratory [8] alla University of 




Tra i software commerciali analizziamo il software utilizzato in questa tesi, il 
Software Unifeye ® Development Kit (SDK) [10] (Figura 4-26) permette agli 
sviluppatori di software di mettere in atto la loro personale applicazione di 
Augmented Reality utilizzando la piattaforma tecnologica Unifeye. L’interfaccia 
professionale di sviluppo consente la pianificazione e l’implementazione di 
applicazioni HTML e .NET per la piattaforma Microsoft Windows ®. Poiché 
vengono utilizzate tecnologie software e hardware standard, non ci sono limiti per il 
possibile campo di applicazione o per i potenziali scenari di personalizzazione. 
L'SDK garantisce un rapido e facile accesso a una moltitudine di funzioni a partire 
dal campo della calibrazione, tracking, visualizzazione e interazione. Un utile set di 
strumenti rende il progetto da sviluppare più facile da progettare e realizzare. 
Inoltre, l'SDK contiene anche una interfaccia utente grafica (GUI) facile da usare, 
con cui si può testare il primo prototipo di applicazione con pochi clic. 
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Figura 4-26: interfaccia del software Unifeye SDK 
Al fine di contemplare una vasta gamma di esigenze di sviluppo, l'SDK Unifeye ® 
dispone di una serie di diverse configurazioni e opzioni, come il tracking multiplo e 
diverse tecnologie di rendering. Unifeye SDK supporta i seguenti sistemi di 
tracking: 
• Marker tracking: 
• IR tracking 
• ART tracking 
• FARO measurement Arm tracking 
• Sony Pan Tilt Zoom camera tracking 
• Inertial sensor tracking 
• Markerless tracking 
Caratteristiche:  
• Interfaccia di sviluppo professionale della piattaforma tecnologica 
Unifeye 
• Sviluppo diapplicazioni .NET e HTML per Microsoft Windows ®  
• Semplice, rapido accesso alle tecnologie e funzioni  
• Possibilità di creare un modulo di configurazione su misura per le 
proprie esigenze  
• Utilizzo di una vasta gamma di tecnologie di tracking e rendering  
Vantaggi:  
• L'interfaccia di interazione più completa per tecnologie AR 
attualmente disponibili  
• La configurazione modulare e la tecnologia ActiveX rendono 
possibile combinare individualmente unità funzionali necessarie 
• Utilizzo in tempo reale su sistemi PC standard . 
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4.8 - La ricerca scientifica nel campo dell’Augmented 
Reality: stato dell’arte 
Gli studi nel campo della Realtà aumentata , nel corso degli anni, si sono hanno 
interessato i campi d'applicazione più disparati; Le prime ricerche sono state 
certamente frenate da tecnologie non ancora adeguate agli scopi, ma, negli ultimi 
anni il forte sviluppo nei settori dell’informatica e dell’elettronica, sia in termini di 
prestazioni che in termini di disponibilità di strumenti adeguati, ha permesso 
notevoli passi avanti. 
Di seguito una excursus sulle applicazioni AR in svariati campi, dal biomedico 




E’ certamente uno dei più importanti ambiti di applicazione per i sistemi basati su 
AR. Le applicazioni si concentrano soprattutto sulla chirurgia: Computer Aided 
Surgey, Training del chirurgo e in pianificazione pre-operatoria [11] . 
L’operazione chirurgica viene guidata tramite immagini, le quali vengono 
sovrapposte visivamente al paziente da operare, o proiettate davanti agli occhi del 
chirurgo per evitare che questi distolga l’attenzione dalla zona da operare per 
guardare un monitor (Figura 4-27). Le immagini possono essere acquisite tramite 
scansioni di tipo tomografia computerizzata (CT) o MRI (magnetic resonance 
imaging), e dallo studio di queste viene pianificato l’intervento. È anche possibile 
creare da tali immagini delle versioni in 3D. 
 
Figura 4-27: applicazione dell’AR in campo medico 
Un’altra applicazione AR in campo medico riguarda le immagini agli ultrasuoni, 
grazie alle quali è permesso osservare un’immagine 3D renderizzata del feto 
sovrapposta all’addome della donna [12] : 
Le interfacce AR permettono di sovrapporre le immagini virtuali al corpo del 
paziente permettendo cosi al medico di praticare con maggiore precisione 
procedure complesse quali, laparoscopie [13] , operazioni di chirurgia al cervello o 
biopsie (Figura 4-28). 
45 
 
Figura 4-28: Esempi di operazione chirurgica in Realtà Aumentata (IRCAD). 
 
MILITARE 
La AR ha avuto un notevole sviluppo grazie agli ingenti investimenti in campo 
militare. Nell’aviazione vengono utilizzati schermi nelle carlinghe che fanno 
comparire informazioni sul vetro della frontale del posto di pilotaggio (cockpit 
canopy) o sul visore dell’elmetto del pilota Figura 4-29. 
Altro esempio di uso dell’AR in quest’ambito è fornito da SIMNET [14] , un sistema 
di simulazione di giochi di guerra, dove i militari sono equipaggiati con degli elmi 
dotati di visore con display, che permette loro di ottenere informazioni aggiuntive, 
rispetto alla scena normale. 
Bruegge et al. (2004) [15] , per le applicazioni militari, citano invece il più recente 
progetto BARS, finalizzato al trasferimento di informazioni strategiche e tattiche in 
formato 3D da un comando centrale ai soldati. 
 
Figura 4-29: Display di tipo Head-Up per applicazioni militari 
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L'Agenzia spaziale europea (ESA) sta lavorando su un sistema di realtà aumentata 
per il supporto agli astronauti in caso di emergenze mediche durante la missione 
spaziale, CAMDASS (Computer Assisted Medical Diagnosis and Surgery 
System)[16] . 
Una bibliografia di riferimento aiuta innanzitutto a individuare e identificare 
correttamente il problema in base ai sintomi e a quanto è direttamente osservabile. 
Fatto questo, uno schermo frapposto tra medico improvvisato e paziente guida il 
chirurgo combinando le immagini di riferimento generate dal computer alle 
immagini del paziente visualizzate. 
Il sistema è provvisto di una sonda a ultrasuoni capace di "guardare" all'interno del 
paziente, guidata da una telecamera a infrarossi e da marker posizionati sulla pelle 
del paziente, il cui corpo viene associato ad un altro virtuale. Le immagini vengono 
visualizzate sulla parte superiore del corpo, attraverso il casco-display, fornendo 
all'operatore un'assistenza continua su ciò che si dovrebbe vedere. 
 
Figura 4-30: progetto CAMDASS 
FLUIDODINAMICA  
Grazie all’AR, è possibile visualizzare i risultati di analisi fluidodinamiche 
direttamente sovrapposte all’oggetto dell’indagine. La metodologia prevede 
innanzitutto l’impiego delle tecniche di reverse engineering per ottenere il modello 
3D di un prodotto esistente. Sul prodotto viene dunque effettuata l’analisi 
desiderata, che nel caso studio presentato in Figura 4-31 è un’analisi 
aerodinamica. I risultati della simulazione sono stati importati in un post-processor, 
grazie al quale si è potuto realizzare una adeguata scelta dei parametri di 
visualizzazione, in modo da rendere quanto mai efficace ed evocativa la 
visualizzazione dei dati stessi. La metodologia proposta termina con la fase di 
visualizzazione dei dati in Vtk4AR [17] , il software per la visualizzazione scientifica 
in AR sviluppato presso il Dipartimento di Meccanica dell’Università della Calabria. 
In questa fase è necessario effettuare la conversione dei dati in un formato 
compatibile con Vtk4AR e la preparazione del set-up con la disposizione dei 
marker necessari al sistema di videotracking. 
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Figura 4-31: applicazione dell’AR in fluidodinamica 
DESIGN REVIEW 
È possibile utilizzare la Realtà Aumentata per arricchire i disegni tecnici dei dati di 
analisi agli elementi finiti effettuati sugli oggetti disegnati (Figura 4-32a), di 
annotazioni multimodali, di contenuti integrativi dal web, o per aggiungere al 
disegno la resa 3D del progetto (Figura 4-33). Ancora, con l’AR si possono 
effettuare analisi FEM in tempo reale, come visualizzato in Figura 4-32b, per 
osservare i risultati del rapporto stress/deformazione in maniera ‘touch and see’ 
[18] . 
 
Figura 4-32: applicazione dell’AR al design review 
 
Figura 4-33: disegno tecnico 2D arricchito di modello 3D 
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INTRATTENIMENTO 
Per le applicazioni in questo campo si pensi ad esempio alle previsioni del tempo 
in televisione, dove alle spalle del presentatore si vedono delle mappe che 
mostrano il tempo variabile, effetto generato tramite la tecnica chroma-keying, o 
alla misura della distanza del giocatore dalla porta durante una partita di calcio, o 
ancora alla pubblicità (Figura 4-34). 
 
Figura 4-34: applicazione dell’AR nell’entertaining 
 
CULTURA 
L’AR si applica molto bene nei musei, permettendo di migliorare l’esperienza 
culturale dei visitatori: essi possono visualizzare tutte le informazioni dell’opera che 
stanno ammirando, direttamente accanto ad essa, qualora indossino degli HMD. 
Oppure, nei siti archeologici, si è pensato di usare l’AR per effettuare una 
ricostruzione di opere, di cui ormai sono rimasti solo dei resti, contestualizzata 
nell’ambiente di appartenenza [19] (Figura 4-35). 
 




4.8.1 - Campi di applicazione in ambito industriale 
Prima di iniziare il lavoro sperimentale, si è ritenuto opportuno analizzare le 
applicazioni industriali dell’AR per poterne analizzare i pregi e le problematiche 
emerse. Di seguito si riporta un estratto delle ricerche svolte in merito. 
4.8.2 - Manutenzione 
Nell’attività di manutenzione lo strumento per lo più utilizzato è la documentazione 
cartacea e in particolare il manuale d’uso e manutenzione che accompagna un 
macchinario a seguito del suo acquisto. Tuttavia schemi ed immagini presenti nei 
manuali sono spesso essere poco chiari e ciò comporta perdite di tempo e errori 
frequenti durante le operazioni di manutenzione. 
La possibilità di usufruire della tecnologia AR in ambito manutentivo porta notevoli 
benefici, infatti, è possibile visualizzare le singole operazioni che gli addetti alla 
manutenzione devono svolgere in funzione dell’azione di manutenzione 
programmata che devono compiere o del tipo di guasto rilevato.  
Le informazioni vengono fornite direttamente sul macchinario facilitando la loro 
comprensione, incrementando l’efficacia attraverso una diminuzione degli errori e 
l’efficienza ovvero la riduzione dei tempi necessari al completamento dei task di 
manutenzione. 
Di seguito vengono riportati alcuni progetti di AR sviluppati negli ultimi anni.  
 
IL PROGETTO ARMAR 
I ricercatori della Columbia University hanno creato nel 2009 il sistema ARMAR 
(Augmented Reality for Maintenance and Repair) [20] , Il progetto esplora l'uso 
della realtà aumentata per il supporto nello svolgimento della manutenzione e 
riparazione di macchinari complessi. 
Obiettivo principale è quello di determinare come la AR sovrapponendo in tempo 
reale le informazioni necessarie all’operatore sull’ambiente di lavoro, possa 
migliorare l'accuratezza, la produttività e la sicurezza del personale addetto alla 
manutenzione. 
Attraverso un head-worn display (Figura 4-36), il personale addetto può 
visualizzare testi, etichette, frecce, nonché sequenze animate in modo tale da 
essere guidato verso la zona danneggiata e essere assistito nella comprensione 
dei compiti, e nella loro esecuzione. Come computer è stato utilizzato un wrist 
computer (pc indossabili che si integrano completamente con lo spazio personale 
dell’utente, Figura 4-37 Dx), e come dispositivo di interazione una tastiera virtuale 
(Figura 4-37 Sx) che riconosce i gesti dell’utente. 
Recentemente è stato testato dai Marines americani per la riparazione di una 
torretta blindata ed il tempo di riparazione è risultato essere ridotto della metà 
rispetto ad un normale intervento manuale. 
In futuro, se dovesse essere introdotto e diffuso nel settore delle automobili 
commerciali, questo sistema potrebbe rappresentare una svolta e consentire a 




Figura 4-36: Esempio di istruzione manutentiva visualizzata per mezzo 
dell'applicazione AR “ARMAR” 
 
Figura 4-37: Sx) La tastiera virtuale che riconosce i gesti ; Dx) il wrist computer 
utilizzato nel progetto 
 
IL PROGETTO RAMAR 
Uno studio completamente made in Italy è il progetto RAMAR (Realtà aumentata 
per manutenzione e addestramento in remoto). 
RAMAR ha messo a punto le metodologie della realtà aumentata e la relativa 
strumentazione, sviluppata da Percro e VRMedia, per lo svolgimento di attività di 
manutenzione e assistenza remota in specifici contesti industriali del territorio 
lucchese, anche relativamente agli aspetti della trasmissione dati via satellite. 
 
Gli scenari applicativi ai quali «Ramar» si rivolge sono d’interesse sia per le 
aziende lucchesi produttrici di macchinari, impianti e imbarcazioni da diporto, che 
per tutte quelle imprese che hanno stabilimenti produttivi decentrati, in quanto 
questi strumenti: caschetto HMD Optical See-Trough con telecamera, visore, 
cuffie, microfono e mini computer (Figura 4-39), che mettono in comunicazione 
operatori di manutenzione con postazioni remote, possono rendere più efficienti ed 
economici gli interventi di assistenza e addestramento e migliorare il servizio al 
cliente. 
Il sistema mette in comunicazione in tempo reale un esperto e l’utente remoto. 
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L’esperto è in grado di vedere cosa sta guardando l’utente remoto e può fargli da 
guida, dando precise informazioni con comunicazioni audio/video e con simboli 
grafici in sovraimpressione (Figura 4-38). 
L’utente remoto riceve supporto consultando le informazioni fornite sul visore 
indossabile. 
La comunicazione dati avviene tramite rete wi-fi o umts, passando poi su internet 
(o su vpn).  La banda necessaria è di 384 kb/s up/down. 
 
Figura 4-38: Il progetto Ramar: comunicazione tra l’esperto e l’utente remoto. 
 
Figura 4-39: strumentazione utilizzata nel progetto 
4.8.3 - Assemblaggio 
La possibilità di fornire istruzioni contestualizzate e in tempo reale passo dopo 
passo ad un addetto durante l’esecuzione di operazioni di assemblaggio, possono 
portare a evidenti vantaggi, infatti numerose attività di ricerca hanno dimostrato 
attraverso risultati sperimentali che i sistemi AR riducono i tempi di assemblaggio e 
gli errori commessi, di seguito vengono presentate alcuni progetti internazionali di 
realtà aumentata applicata in questo ambito. 
 
In [24] è riportato il progetto di ricerca riguardante un’applicazione AR per 
l'insegnamento della procedura di smontaggio/montaggio di trasmissione di un 
veicolo per gli studenti di ingegneria della Korea University of Technology di 
Cheonan.  
Il sistema ha una configurazione Spatial Display VST, comprende un computer 
dotato di software AR, due videocamere, due schermi LCD e un sistema di traking 
marker-based; nell’ambiente di lavoro è presente la trasmissione del veicolo, 
strumenti e attrezzi specifici, 
Il software fornisce istruzioni sul montaggio e smontaggio dei processi di 
trasmissione del veicolo reale, con l'aiuto di istruzioni e contenuti virtuali forniti 
52 
all’utente in modalità video. Quest’ultimo viene realizzato sovrapponendo istruzioni 
3D al flusso video ripreso dalle webcam. Animazioni e altri effetti visivi sono 
applicati per una migliore comprensione del’istruzione corrente. 
Durante l’esecuzione della procedura, gli studenti possono vedere quali parti di 
trasmissione del veicolo montare/smontare e in quale ordine devono essere 
montati o smontati e può navigare avanti e indietro nella procedura passando da 
un’istruzione all’altra(Figura 4-40). 
 
Figura 4-40 Immagini e schema dell’applicazione del progetto “Augmented Reality 
System For Teaching Vehicle Automatic Transmission Assembling/Disassembling” 
 
La VTT Techinacal Researc Centre of Filland lavora a diversi progetti sulla realtà 
aumentata, in particolare il lavoro [25] presenta un sistema AR per il supporto 
all’operatore impegnato nell’assemblaggio di componenti meccanici attraverso la 
sovrapposizione di informazioni visive (componenti 3D da assemblare) 
direttamente sulle parti da assemblare. 
Uno sforzo importante è stato fatto per integrare in maniera semplice le 
informazioni proveniente dai CAD con il software AR. 
Il sistema utilizza un sistema spatial display, una webcam USB standard e un 
sistema di tracking marker-based. In Figura 4-41: si può vedere l’interfaccia utente, 
l’operatore ottiene informazioni testuali sullo step che deve compiere e vede i 
contenuti virtuali sovraimpressi all’ambiente reale, attraverso le frecce può 
navigare all’interno della procedura andando allo step desiderato. 
 
Figura 4-41: Interfaccia utente sistema VTT augmented assembly 
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4.8.4 - Programmazione dei robot industriali 
Un esempio di applicazione della AR per la programmazione di robot si può trovare 
in [26] .Il sistema è pensato per le operazioni di verniciatura robotizzata per le quali 
il robot viene programmato manualmente, ossia il robot viene guidato 
dall’operatore lungo il percorso da eseguire mentre l’unità di governo memorizza 
tutti i punti della traiettoria. La soluzione presentata consente all’operatore, durante 
questa fase, di vedere una simulazione della verniciatura che verrà poi eseguita 
realmente. Il sistema si compone di un computer portatile, un display HMD video 
ST ed un sistema di tracking ottico marker-based. 
Per far si che l’ugello di verniciatura venga riconosciuto e possa essere simulato lo 
spruzzo della vernice, dei marker sono posti sull’utensile del robot. Altri marker 
invece sono disposti su di un campione dell’oggetto da verniciare, dove verrà 
invece visualizzata la superficie colorata che riproduce la vernice depositata. 
4.8.5 - Logistica 
I costi logistici per la gestione dei flussi di materiale rappresentano una parte 
importante dei costi di prodotto, ed in particolare due terzi di questi sono imputabili 
alle attività di gestione del magazzino. 
Al fine di ridurre tali costi, alcuni studiosi dell’ Institute for Materials Handling, 
Material Flow and Logistics (FML) presso l'Università di Monaco hanno applicato 
tecnologie di realtà aumentata al fine di ottimizzare i processi di picking manuale 
(Figura 4-42) [27] . 
Il sistema fa uso di un retinal HDM e di un mini pc dotato di tastiera che l’operatore 
tiene allacciato alla cintura. Quest’ultimo, passando per i corridoi di un magazzino 
vede attraverso il display indicazioni sul tipo di codice da prelevare e sulla quantità 
di prelievo. 
L’istituto ha provato attraverso test l’incremento delle performance di picking in 
confronto con gli strumenti tradizionali. 
Le informazioni che l’operatore deve avere per poter effettuare prelevamenti dai 
magazzini risultano più chiare, perché visualizzabili direttamente sugli scaffali di 
interesse e ciò comporta una riduzione degli errori. 
Grazie a tali tecnologie l’operatore può svolgere le attività senza avere le mani 
impegnate, a differenza dei metodi tradizionali che si basano sull’uso di palmari.  
 
  
Figura 4-42: Progetto “Pick-By-Vision Picking 
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4.8.6 - DESIGN  
In [21]  si trova un interessante lavoro di ricerca che ha come obiettivo lo studio e 
l’implementazione di tecniche di Augmented Reality in un software di modellazione 
per il design estetico. 
E’ stato realizzato un software, Spacedesign, che fornisce strumenti interattivi in 
tempo reale per la creazione di curve e superfici in 3D e la revisione collaborativa 
del modello generato. 
Un modello in scala di una automobile cabrio è disposto su di una piattaforma in 
plexiglas dotata di un sistema di tracking, mediante un sistema a HMD e il software 
Spacedesign, i designer possono agire sul modello reale creando nuovi elementi in 
real time e valutare la resa estetica degli elementi creati in tempi ridotti rispetto 
dalla modellazione CAD 3D e soprattutto rispetto alle realizzazione di mock up. 
Grazie al sistema di tracking le geometrie aggiunte rimangono ancorate al modello 
come se fossero state realmente scolpite sopra di esse (Figura 4-43). 
L’esperimento prevedeva la modellazione di una cappotte di auto e la valutazione 
della stessa. Il modello finale è stato quindi esportato in un file CAD, pronto per 
essere rifinito e analizzato mediante un sistema CAD tradizionale.  
 
Figura 4-43: Modellazione di una capote in AR 
I designer hanno preferito questo tipo di dispositivo di visualizzazione rispetto ai 
classici metodi di design, anche se hanno criticato la bassa risoluzione degli 
schermi e lo scarso contrasto tra immagini reali e virtuali. 
4.8.7 - AR e Wireless Sensor Network 
Nei moderni sistemi di produzione l’operatore ha la necessità di raccogliere ed 
elaborare grandi volumi di dati provenienti dall’ambiente di lavoro, nei due lavori 
seguenti si può vedere come l’AR unita alla WSN può supportare l’utente in questi 
compiti. 
 
In [22] è riportato un esempio di integrazione tra la WSN e la AR; l’articolo presenta 
un prototipo di interfaccia di realtà aumentata specificamente progettato per il 
monitoraggio di informazioni ambientali SensAR. 
Nell’ambiente di lavoro sono stati immessi dei sensori per il controllo della 
temperatura e del rumore e sono statti collegati a delle piattaforme per il 
trasferimento dei dati mediante il protocollo ZigBee che vanno a formare una rete 
di sensori. Inoltre nell’ambiente di lavoro è presente un sistema di traking marker-
based e ad ogni marker sono associati differenti sensori acustici e di temperatura. 
L’operatore è dotato di un device handheld e spostandosi all’interno dell’area di 
lavoro e inquadrando un marker può ottenere informazioni in real time, attraverso 
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la rete wireless, in maniera grafica 3D o testuale, riguardanti i sensori associati al 
determinato marker (Figura 4-44),  
 
 
Figura 4-44: da sinistra: interfaccia AR handheld, visualizzazione di bassi livelli di 
temperatura e rumore e visualizzazione di livelli elevati. 
Questo lavoro rappresenta un grosso passo avanti verso l’ubiquitous computing e 
la gestione e la fruibilità di una notevole quantità di informazioni tipiche dei sistemi 
di produzione attuali. 
 
In [23] viene descritto un altro sistema di ubiquitous augmented reality (UAR), in 
questo sistema sia gli utenti che adoperano il sistema stesso, così come gli oggetti 
dell’ambiente di lavoro che devono essere monitorati sono associati a sensori. 
Il sistema integra un sistema di wireless sensor network, per ricavare i dati 
provenienti dall’ambiente, con un sistema di AR che aiuta l’operatore 
nell’interpretazione e nella gestione di un cosi elevato numero di differenti 
informazioni in real time 
Il sistema dispone di un sistema ibrido di tracking, strutta i nodi sensore per 
ottenere la posizione dell’operatore attraverso una triangolazione dei dati del 
sistema WSN ed insieme ad un sistema misto inerziale/visione provvede a 
garantire un’accurata registrazione dei contenuti virtuali sugli elementi reali. 
Nell’applicazione, a tutte le attrezzature presenti nell’ambiente sono associati uno o 
più nodi sensore che danno informazioni sul funzionamento delle macchine stesse 
(vibrazioni. Assorbimento di corrente, temperatura etc)  
Quando l’operatore si muove all’interno dell’ambiente di lavoro il gateway 
connesso al pc riceve i dati dei nodi sensore disposti sulle attrezzature. Se 
vengono rilevati valori anomali, vengono sovraimpresse delle informazioni 
riguardanti tali valori ed eventualmente possono essere richiamate e visualizzate 
sopra il componente dei video che mostrano la procedura per la riparazione. 
 
 
Figura 4-45: A) Ambiente di lavoro; B) sovrapposizione di immagini ; C) 
sovrapposizione  di video per la riparazione  
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4.10 - Obbiettivi della ricerca 
L’obiettivo iniziale che ci si è prefissi di seguire in questa attività di ricerca, è quello 
di applicare la tecnica della Realtà Aumentata alla conduzione e manutenzione dei 
sistemi di produzione. Il fine ultimo è valutare se questa possa essere usata come 
strumento, efficace ed efficiente, di supporto e training degli operatori per 
migliorare l’efficienza dell’interazione uomo-macchina. 
Le ricerca, così come meglio evidenziato nei capitoli seguenti, si è incentrata sugli 
aspetti relativi a: 
• Strutturazione della procedure di implementazione software di applicazioni 
basate sull’AR, e semplificazione delle stesse: 
o Creazione di linee guida per definire le operazioni necessarie per 
implementare un’applicazione basata sulla tecnologia AR.  
o Creazione di uno strumento informatico per il supporto al 
programmatore AR non specializzato. 
• Analisi dell’interazione uomo-macchina in questo tipo di sistemi, in particolare 
per quanto riguarda: 
o I dispositivi hardware in dotazione all’operatore,la loro disposizione 
nello spazio e la modalità di interazione con essi. 
o Le modalità più indicate con cui fornire le informazioni all’utente. 
o La veste grafica ottimale dell’interfaccia utente. 
o L’utilizzo di sensori e reti di sensori di feedback. 
• Applicazione della Realtà Aumentata a casi di studio reali, per valutare la sua 
applicabilità come metodo innovativo di training e supporto degli operatori in 
campo industriale. In particolare, i case studies analizzati sono: 
o Assemblaggio di un riduttore epicicloidale con dispositivo HAND 
HELD. 
o Fase di set up di una macchina di rettifica: posizionamento del vane 
sull’attrezzatura con SPATIAL DISPLAY. 
o Fase di set up di una macchina di rettifica: gestione e 
programmazione con dispositivo HMD. 
o Restart di una cella robotizzata con dispositivo HMD. 





5 - IMPLEMENTAZIONE DI TECNICHE 
AR 
5.1 - Procedura generale per lo sviluppo di 
applicazioni industriali di AR 
Dopo aver passato in rassegna alcuni tra gli impieghi industriali delle tecniche di 
Realtà Aumentata, si è cercato di tracciare delle linee guida che definiscano tutti gli 
step operativi da seguire per arrivare all’implementazione pratica di un’applicazione 
che sfrutti la tecnologia AR. Questa necessità è scaturita dopo una lunga ricerca 
bibliografica, che ha evidenziato un’ampia varietà di modus operandi, senza che 
però alcuna delle procedure analizzate abbia caratteristiche di ripetibilità e 
standardizzazione.  
L’idea da cui si è partiti è quella di avere una procedura adattabile alla maggior 
parte dei campi d’impiego in ambito industriale;quindi la sequenza di operazioni 
descritte avrà lo scopo di creare un supporto per il programmatore AR che a sua 
volta si trova a dover ideare un sostegno virtuale a un operatore a lavoro in un 
qualsiasi ambiente industriale, che sia un tornio piuttosto che una linea 
d’assemblaggio. Si è cercato di indicare delle linee guida per capire quali 
informazioni fornire, step by step, all’operatore; la loro natura, i dispositivi 
d’interazione usati, in quale forma mostrare queste istruzioni ecc. 
In Figura 5-1è rappresentata la procedura operativa proposta. 
Si fa notare che l’ordine dei vari step proposti può essere soggetto a lievi 
modifiche, cioè durante l’esecuzione della stessa procedura si possono presentare 
delle fasi che per essere portate a termine necessitano di informazioni derivanti da 
step successivi nel flow chart. In questo caso, è possibile apportare delle modifiche 
alla successione.  
Con la validazione della procedura, si può avere un feedback sulla bontà della 
stessa che potrebbe portare alla generazione di azioni correttive, e quindi a 
ripercorrere alcuni passi della procedura.  
Analizziamo adesso in cosa consistono i singoli blocchi del diagramma. 
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Figura 5-1: Procedura generale per l’implementazione di una applicazione basata 
sull’AR  
A. 
Il primo step da seguire è l’osservazione diretta della procedura che l’operatore in 
questione deve portare a termine. Sono raccolte più informazioni possibili 
sull’attuale equipaggiamento dei lavori, anche in termini di documentazione tecnica 
che li aiuta a portare a termine il compito. L’analisi serve ad avere una conoscenza 
iniziale dei componenti e del processo sotto studio, effettuando delle 
considerazioni sul materiale a disposizione nel momento dell'osservazione, e su 
ciò di cui l’operatore potrebbe aver bisogno in aggiunta. Il materiale in questione 
può essere:  
Analisi della procedura d’intervento 
• Disegni tecnici 
• Operation sheet  
• Cartellini di lavorazione 
• Lista componenti 
• Check list  
• Parametri settaggio macchina 






In questa fase, una volta reperito tutto il materiale necessario e analizzato, si 
procede alla esplosione del macro - “obiettivo” dell’operatore in diversi livelli di 
dettaglio. Si possono individuare ad esempio questi livelli:  
SCOMPOSIZIONE IN TASK, SUBTASK E OPERAZIONI ELEMENTARI 
• Procedura 
• Task 
• Sub task 
• Operazione elementare 
Scendendo di livello, l’operazione diventa sempre più elementare e inscindibile in 
altre sotto-operazioni. A seconda del livello di complessità della procedura, task e 
sub task possono coincidere. Ogni operazione sarà poi descritta accuratamente, e 
saranno individuate tutte le informazioni utili allo svolgimento, quali utensili 
necessari, accorgimenti, attrezzature, prescrizioni sulla sicurezza, ecc.  
Come esempio, si riportano alcuni livelli di dettaglio della procedura di set-up 
relativa all’operazione di rettifica di un gruppo statorico appartenente ad un motore 
aeronautico, svolta in AVIO, tratte da [1]. 
All’interno della citata procedura generale, sono stati individuati 5 task principali, 
ossia: 
1. Set up dell’attività di misurazione 
2. Rilevamento della posizione dell’attrezzatura  
3. Correzione della posizione dell’attrezzatura 
4. Correzione dell’origine degli assi 
5. Verifica finale della posizione dell’attrezzatura 
 
Tabella 5-1: Scomposizione in task e sub-task 
La Tabella 5-1 riporta l’esplosione del primo task qui riportato, nei relativi sub task, 
e ancora l’esplosione del primo sub task individuato nelle relative operazioni 
elementari, che rappresentano operazioni non ulteriormente scindibili. 
TASK SUBTASK OPERAzIONi ELEMENTARi 
1 Set up 
dell’attività di 
misurazione 
1 Caricamento del programma 1 
 
Munirsi degli strumenti di 
protezione individuale 
2 Selezione del motore 
  3 Scelta dello stadio 
4 Scelta della fase da lavorare 







3 Posizionamento dello 





4 Rotazione della tavola attorno 





5 Avvicinamento grossolano del 
tastatore all’attrezzatura lungo 







6 Avvicinamento di precisione 
del tastatore all’ attrezzatura 







2 … 1 … 1 … 
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Analizziamo la tabella. Come primo task, la procedura di set-up del’operazione di 
rettifica comporta il setup dell’attività di misurazione del disallineamento 
dell’attrezzatura rispetto a un asse della macchina. Scopo finale del set-up sarà 
riallineare l’attrezzo; il tutto sarà effettuato tramite un comparatore millesimale. 
I movimenti del comparatore sono descritti in un apposito part program, sicché il 
primo sub task relativo a questo task è il caricamento del programma. Essendo 
questa in generale la prima operazione da compiere, sarà richiesto all’operatore, 
tramite le cosiddette operazioni elementari, di indossare i dispositivi di sicurezza 
(nella fattispecie i guanti), di selezionare il motore di appartenenza del vano 
statorico da lavorare, lo stadio della turbina del motore, la fase di rettifica; compiuti 
questi passi è possibile selezionare il giusto part program. 
 
C. 
Questo step consiste nella creazione di un diagramma di flusso del workflow. Il 
diagramma rappresenta la successione delle operazioni da compiere per portare a 
termine l’operazione. Poiché la sequenza definita in precedenza non è costituita da 
una mera sequenza di operazioni:queste possono essere legate da una 
determinata sequenza logica con scelte, verifiche, ritorni al passo precedente, 
possibilità di seguire vie alternative, ecc., e potrà presentare dei punti in cui 
l’operatore deve verificare qualcosa ed effettuare una procedura alternativa in base 
al risultato del controllo. Ciò serve per determinare e cercare di risolvere il maggior  
 
CREAZIONE DI UN FLOW CHART LOGICO PER OGNI TASK O 
SUBTASK 
 
Figura 5-2: Esempio di flow chart  
numero di situazioni possibili che l’utente si può trovare a fronteggiare. Con 
riferimento alla procedura descritta al paragrafo precedente, in particolare il task 
#3, in Figura 5-2 vi è un esempio  di come può essere strutturato il flow chart. A 
questo task infatti si arriva in caso di risposta negativa al controllo (istruzione 
racchiusa nel rombo più alto) che il comparatore segni sempre zero durante la sua 
corsa lungo il lato dell’attrezzatura. In questo caso, la procedura da eseguire è 
lineare. Nel caso contrario, si pone un’ulteriore scelta all’operatore: se il tastatore 
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segna sempre zero, e l’origine degli assi è stata aggiornata precedentemente, la 
procedura si conclude così; viceversa, si continuerà per un’altra strada. 
D. 
Dopo aver analizzato attentamente i singoli passi di ogni procedura prevista nel 
workflow, per ognuno di questi si deve studiare l’istruzione da fornire all’operatore 
per compiere l’operazione in modo corretto e sicuro. 
ASSOCIARE AD OGNI OPERAZIONE ELEMENTARE LE ISTRUZIONI 
DA VISUALIZZARE 
Nel paragrafo 6.2 - saranno esposti i criteri per la scelta e formulazione delle 
informazioni, ossia la tipologia di informazioni da fornire, e la modalità utilizzate per 
presentare all’operatore i contenuti individuati. 
E. 
Il contenuto e la forma dell’istruzione da visualizzare è funzione del livello di 
competenza dell’operatore.Si è reso necessario infatti effettuarne una valutazione, 
individuando: 
VALUTAZIONE DELLE COMPETENZE DELL’OPERATORE 
• l’operatore inesperto: non ha alcuna esperienza sull’impianto e sul processo 
(esempio: neo-assunto). Ha bisogno quindi di tutte le istruzioni possibili; 
• l’operatore di media esperienza: conosce l’impianto ma non ha particolare 
esperienza del processo su cui deve operare (esempio: operatore derivante 
da un’altra mansione). Ha bisogno quindi di un sottoinsieme delle istruzioni, 
specifiche per quella linea; 
• l’operatore addestrato: ha già esperienza su quel determinato processo 
(esempio: operatore normalmente impiegato sulla linea); in questo caso ha 
bisogno delle sole istruzioni di supporto contenenti dati non facilmente 
memorizzabili. 
Grazie a questa suddivisione, è possibile definire prima tutte le istruzioni 
necessarie per completare la procedura, riferendosi all’operatore inesperto, per poi 
decidere qualesottogruppo di queste fornire agli operatori “medi” e “addestrati”.In 
una tabella (esempio Tabella 5-2), si appone, istruzione per istruzione, un segno di 
spunta alle informazioni da visualizzare a ciascun operatore. Naturalmente, la 
colonna dell’operatore inesperto sarà tutta spuntata.  
 
Istruzione Competenza operatore Inesperto Medio Addestrato 
Prendi chiave dinamometrica     
Imposta il valore indicato sulla 
specifica     
 
Stringi vite #4 usando la chiave 
dinamometrica       
Tabella 5-2: Valutazione delle competenze dell’operatore 
Se invece la procedura individuata deve essere applicata a un gruppo di operatori 
con la stessa competenza, è possibile anche eseguire la valutazione a monte della 
definizione dei contenuti, per poi sceglierli in base al grado di esperienza valutato.  
F. IDENTIFICAZIONE DEL TIPO DI AMBIENTE 
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A questo punto, è necessario fare delle considerazioni sul tipo di ambiente in cui 
lavora l’operatore. Questa valutazione influenza pesantemente molte delle scelte 
da compiere ai passi successivi. Un ambiente troppo illuminato, ad esempio, 
esclude la tecnica della Image Projection, che necessita invece di poca luce per 
avere delle immagini nitide; troppa luce o, al contrario, poca luce, può creare 
problemi al riconoscimento dei marker, qualora si usi un sistema di tracciatura 
ottico. Se l’operatore si deve muovere in uno spazio ampio, alcuni sistemi di 
tracking potrebbero risultare inadatti; un ambiente con pericolo di schizzi d’acqua 
non è adatto invece all’uso di un dispositivo handheld senza particolari protezioni. 
Le condizioni climatiche (temperatura d’esercizio, livello di umidità) e fattori 
potenzialmente dannosi quali agenti aggressivi (come ad esempio sporcizia dovuta 
a lubrificanti o residui di lavorazioni), sono altri fattori da considerare. 
Effettuare queste valutazioni preliminari, quindi, aiuta nella scelta dell’hardware da 
usare. Con l’aiuto di un luxometro è possibile effettuare delle prove che ottimizzino 
l’esposizione in base al miglior riconoscimento dei marker (in caso di utilizzo di un 
sistema di tracciatura marker-based), o alla nitidezza dell’immagine per quanto 
riguarda la proiezione su superfici appartenenti all’ambiente illuminato. 
G. 
Valutato l’ambiente industriale in cui dovrà essere applicata la procedura, lo step 
successivo riguarda la scelta dei dispositivi hardware e software. Considerazioni 
utili circa l’esecuzione di questa scelta sono state già presentate nel primo capitolo 
di questa tesi. 
SCELTA HARDWARE E SOFTWARE 
La scelta del display può avvenire tra tutti i sistemi di visualizzazione delle 
immagini annoverati nel paragrafo4.6.1 -, tenendo presente i vantaggi e gli 
svantaggi che presenta ogni tipo di display.  
Anche per la scelta del dispositivo di tracking può essere utile riferirsi a quanto 
detto nel paragrafo 4.6.3. 
Per quanto riguarda la scelta del software, i criteri individuati sono: 
• budget disponibile; 
• display scelto; 
• sistema di tracciatura scelto; 
• numero di contenuti da visualizzare contemporaneamente. 
 
H. 
La disposizione dei contenuti deve essere tale da permetterne una chiara 
interpretazione da parte dell’utente senza però limitare la visione dell’ambiente 
circostante. Basandosi su informazioni come quelle derivanti dal punto D di questa 
procedura, bisognerà trovare la disposizione ottimale di tutti contenuti selezionati 
per ciascuna istruzione; sarà necessario scegliere quali contenuti visualizzare 
sempre in primo piano e quali solo su richiesta; le icone dei diversi pulsanti, la loro 
disposizione, la trasparenza delle caselle di testo, e tutti quegli accorgimenti che 
riguardano l’aspetto estetico-funzionale dell’interfaccia. 
CREAZIONE INTERFACCIA 
Queste scelte saranno chiarificate in dettaglio nel paragrafo6.3 -. 
I. IMPLEMENTAZIONE 
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Questo step consiste nell’implementazione della procedura col software utilizzato, 
in modo da creare un sistema funzionante. Alcuni software, ideati per developer, 
necessitano di essere programmati con linguaggi di programmazione appositi (ad 
esempio, C#, HTML, ecc); altri presentano dei tool e delle GUI (Graphical User 
Interface) che semplificano di molto la programmazione. 
Nel paragrafo 5.2 -è riportata una descrizione della modalità di funzionamento del 
software utilizzato. 
J. 
Scopo della validazione è verificare che la procedura sia: 
1) completa; 
2) interpretabile dagli operatori; 
3) univoca. 
Come criterio di validazione, si può far eseguire la procedura a un campione di 
persone, e sottoporre loro un questionario post prova; usando anche le annotazioni 
del personale addetto alla supervisione della prova, è possibile ricavare importanti 
indicazioni che aiutino a valutare l’efficacia dell’applicazione testata.  
Il test di validazione segue le seguenti linee. 
Si reperisce un numero variabile di volontari da sottoporre ad una esercitazione. Il 
campione scelto, anche se risultasse statisticamente poco significativo per la sua 
esiguità, può comunque offrire  una prima indicazione sull’efficacia del sistema e 
sulle azioni da intraprendere per migliorarlo. 
Il campione di persone deve essere il più possibile disomogeneo per quanto 
riguarda sesso, età, cultura e esperienza nell’ambito delle operazioni studiate. 
I Tester sono sottoposti ad una lezione in aula finalizzata ad impartire le necessarie 
conoscenze teoriche per l’utilizzo del dispositivi utilizzati. In tale circostanza sono 
mostrati gli elementi costitutivi dell’ambiente di lavoro, fornendo le necessarie 
norme di sicurezza ed i comportamenti da tenere durante la prova, sono descritti i 
dispositivi da indossare ed il loro utilizzo. Sono mostrati alcuni esempi di schermate 
mettendone in risalto la struttura ed il metodo di consultazione. 
A questo punto i tester sono condotti all’interno dell’ambiente di lavoro con la prima 
istruzione della procedura visualizzata sullo schermo, e quindi sono lasciati 
operare in assoluta libertà con la finalità di portare a termine nel modo corretto le 
procedure studiate. 
Al termine della fase di formazione viene fatto compilare ai tester un questionario in 
modo da raccogliere indicazioni riguardo a: caratteristiche dell’utilizzatore (età, 
esperienze pregresse, titolo di studi, conoscenze informatiche); ergonomicità del 
dispositivo; efficacia delle istruzioni fornite; considerazioni personali sull’utilizzo 
della tecnologia AR come mezzo di addestramento, infine può essere attuato un 
confronto sulle prestazioni rispetto ad una metodologia classica di supporto alle 
operazioni, cronometrando i tempi impiegati e confrontarli con quelli della 




5.2 - Implementazione tramite il software Unifeye 
Come anticipato, il software utilizzato per la gestione e implementazione della 
procedura è l’Unifeye della Metaio. Ci si è avvalsi di uno strumento che fa parte 
delle utility del software, ossia il Workflow Engine 2.0. Questo tool ha in memoria 
delle action, costruitecon il linguaggio C#, che definiscono delle azioni già 
implementate da richiamaregraficamente. Le action costituiscono l’elemento base 
da cui partire per costruire il workflow; possono essere: 
• Azioni predefinite, già caricate dagli sviluppatori del software 
• Azioni registrate, usando l’Unifeye GUI tool ActionRecorder, un tool 
disponibile nell’interfaccia grafica principale che consente di eseguire una 
serie di operazioni in sequenza, registrarle e riusarle nel Workflow Engine; 
• Scritte manualmente usando il linguaggio di programmazione C# o XML. 
Le azioni contengono dei parametri da specificare in base alla funzione dell’azione: 
possono essere attivate o disattivate collegandole alla precedente o meno. 
L’interfaccia grafica è quella in Figura 5-3. L’elenco delle action è disposto sulla 
sinistra, corredato da una casella per la ricerca dell’azione e una per la sua 
descrizione; al centro è la finestra di lavoro. 
La barra degli strumentiè disposta in alto, e contiene: 
 
 
Figura 5-3: Interfaccia grafica Workflow Authoring GUI 
• Recent workflow: ha in memoria i workflow recenti; 
• New, open, save, save as: per crearne uno nuovo, aprirne uno da una 
cartella;salvarlo o salvarlo con nome; 
• Resources:tiene in memoria immagini, simboli, file .wrl, foto, da richiamare 
nelle azioni, evitando di fornire ogni volta la path dell’oggetto da scegliere; 
• System Connections: per far partire, mettere in pausa il workflow; 
• Action Paths: è il percorso della cartella dove sono memorizzate tutte le 
action visualizzate nello spazio a sinistra; 
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• Quit: per interrompere il workflow; 
• Run Script: per eseguire la procedura. 
• Tra le action presenti: 
• Load camera: carica la webcam da utilizzare; 
• Load geometry: carica una geometria di tipo .wrl; 
• Geometry rotate/scale/translate: ruota, scala o trasla una geometria; 
• Loadbitmap: carica un’immagine; 
• Insert text: inserisce il testo nella posizione indicata; 
• Display message: inserisce un messaggio di testo, con sfondo regolabile 
sia in dimensione che colore, e consente anche la scelta della dimensione 
del carattere e del suo colore. 
La procedura deve iniziare necessariamente con l’azione Special Start Action, che 
appare già nella finestra di lavoro appena si apre il programma; poi, trascinando 
ogni action al centro, basterà collegare il riquadro blu a destra della prima azione 
con quello disposto in basso a sinistra della seconda, per attivarla. Il workflow 
procede quindi seguendo le linee blu che collegano ciascuna azione; il riquadro blu 
è un state field, indica quindi lo stato dell’azione (se attivo o no); il riquadro verde, è 
del tipo data field, trasferisce in uscita quindi un dato, ad esempio circa l’ID 
dell’operazione che si sta eseguendo. 
Con la finestra Connection(Figura 5-4)è possibile inoltre comunicare al software 
quando si vuol far eseguire l’azione, se contemporaneamente alla precedente (non 
selezionando alcuna connessione), dopo un click del mouse, dopo aver premuto 
un tasto della tastiera o automaticamente dopo un certo intervallo temporale, da 
imputare in millisecondi.  
 
Figura 5-4: Esempio di collegamento tra due action 
La procedura di collegamento appena descritta deve avvenire per attivare ogni 
azione successiva.  
Il nostro scenario richiede per esempio le action Activate camera, Load camera 
calibration file (per caricare il file di calibrazione della webcam) e Load tracking 
configuration file (consente l’associazione tra modello virtuale e markers). L’utente 
deve aggiungere al workflow solo l’ID della videocamera e I percorsi dei file 
richiesti. 
Solitamente, sono richiesti per i nostri scenari, oltre le tre actions appena citate, 
anche le seguenti tre:  
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• Display message: Step Info, la casella di testo blu in alto nella GUI; 
• Display message: Text Info, la casella di testo arancione nella parte 
centrale destra della GUI; 
• Load Geometry. 
Per quest’ultima action, l’utente deve specificare il nome del modello wrl da 
scegliere dal Resource editor, il CosId a cui associarlo, e parametri come 
traslazione, rotazione dal centro del marker e scalalungo gli assi X, Y e Z. 
Per quanto riguarda la action “Display message”, l’utente deve aggiungere il testo 
da visualizzare, scegliere il carattere, la dimensione e colore, selezionare il colore 
dello sfondo, la sua dimensionee posizione. 
Queste tre azioni devono essere visualizzate contemporaneamente, quindi, 
all’interno del box Connection, non è aggiunto alcunché; per passare 
dall’operazione elementare precedente alla successiva, deve essere pigiato sulla 
tastiera il tasto N.  
In conclusione, l’estratto di workflow da costruire è rappresentato inFigura 5-5. 
 
 
Figura 5-5: Example of workflow for Elementary Operation 26 
In Figura 5-6 è rappresentata la procedura per completare un’applicazione di AR 
usando il software Unifeye. 
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Figura 5-6: Schema riassuntivo utile alla creazione di un’applicazione AR con il 
software Unifeye 
Creato il workflow, usando azioni preimpostate, modificando quelle esistenti o 
registrandole con l’Action Recorder, il suo script viene richiamato dalla GUI 
(Graphical User Interface) realizzata in C# e comandata tramite questo. 
Prima di procedere all’implementazione vera e propria sul campo, è stato 
necessario effettuare la calibrazione della webcam. Quando si effettua un 
rendering virtuale, infatti, si utilizzano dei modelli di camera “perfetta”. In questi 
modelli è possibile decidere con esattezza la locazione dell’apertura focale della 
camera, il centro di proiezione, e non vi è traccia di fenomeni di distorsione. Nelle 
camere reali esistono invece una serie di fattori che differenziano molto la teoria 
dalla pratica. Questi fattori sono ad esempio: 
• Distorsione sferica causata dalle lenti; 
• Non perfetto centramento delle lenti; 
• Sensori non quadrati; 
• Incertezza sulla locazione del punto focale. 
La calibrazione della camera riveste quindi un’importanza fondamentale nel 
tracking poiché influenza praticamente qualunque parametro. Essa permette di 
adattare il modello ideale di camera alla camera reale. Lo scopo della calibrazione 
è quello di ricavare dei coefficienti che consentono di mappare le coordinate 
immagine riprese dalla fotocamera con le coordinate 3D della scena.  
L’Unifeye ha un tool di calibrazione già integrato, il Sexant Camera Calibration che 
aiuta l’utente in questa fase delicata. 
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5.3 - Creazione di una routine a supporto 
dell’implementazione AR 
Durante l’applicazione pratica di tutti gli step procedurali descritti al paragrafo 
precedente, è stato riscontrato che le problematiche maggiori si incontrano durante 
lo step di implementazione. I programmi impiegati infatti non sono sempre così 
intuitivi, e il gran numero di operazioni da gestire e di informazioni da fornire rende 
ostica la programmazione software del sistema AR.  
Inoltre spesso sono richieste buone conoscenze informatiche e di 
programmazione, e operatori/programmatori che non siano specializzati in questo 
tipo di software possono incontrare diverse difficoltà. 
Durante la fase di studio, è stato quindi creato un wizard, usando il linguaggio di 
programmazione C#, che aiuti il programmatore durante l’implementazione di una 
procedura basata sulla AR e faciliti la stessa.  
In particolare, è stato realizzata una procedura guidata per le operazioni di 
assemblaggio di componenti che utilizza un sistema di tracking marker based. 




Figura 5-7: Algoritmo per la creazione guidata di procedure AR 
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Analizziamo la procedura. Come primo passo, la sequenza di assemblaggio deve 
essere divisa in task: attraverso questa divisione preliminare, si individuano delle 
sequenze di sub assemblaggio da eseguire. 
Ogni task è composto a sua volta da operazioni elementari. Analizzando 
quest’ultime, è stato riscontrato che si tratta, nella maggior parte dei casi, di 
ripetizione di operazioni standard. Per esempio, la classica sequenza di sub 
assemblaggio potrebbe essere “prendi utensile/componente da…”, “assembla il 
componente su…”, “posiziona l’utensile/il componente in….”, “usa utensile per…”. 
Da questa classificazione è emerso che le operazioni elementari differiscono solo 
in parte, per quanto riguarda ad esempio l’utensile/componente da prendere e 
collocare, o il modo in cui usarli; valutate quindi dal punto di vista della successiva 
generazione dei contenuti virtuali, ci sono gruppi di operazioni elementari che 
hanno la stessa struttura. 
E’ stata creata dunque una tabella (Tabella 5-3) riassuntiva delle operazioni 
elementari standard ritrovate nell’esempio particolare, eper ogni operazione sono 
state identificate le istruzioni da fornire: 
• Istruzioni testuali 
• Elementi virtuali standard (file .wrl di utilizzo tipico,come frecce lineari, 
toroidale, riquadri,o etc.) 
• Immagini 
o Del singolo componente  
o Dell’assemblato/subassemblato 
• Strumentazione 
• Animazionie (file .wrl più complessi e dotati di movimento, costruiti ad hoc 










Immagine Animazione Altro 
Tabella 5-3: Istruzioni di supporto all’operatore 
Sulla base di questa tabella, per ogni operazione elementare è stata creata una 
procedura AR standard tramite il software dedicato all’implementazione della 
procedura AR (nella fattispecie Metaio Unifeye), e memorizzata in un database. 
Ognuna di loro è di fatto un file master, in formato .xml, che sarà estratto e 
sottoposto a variation tramite modifica automatica dello script,e compatibilmente 
con il software AR.  
È stata appositamente ideata un’interfaccia per la gestione, modifica e data input  





Figura 5-8: Interfaccia AR Wizard 
Una volta selezionato il file master dalla finestra “inserimento operazioni 
elementari”, clikkando su “gestione elementi virtuali” si apre la schermata in Figura 
5-9 dx per l’inserimento dei parametri principali che possono essere modificati a 
seconda del caso particolare, ossia: 
• Numero d’ordine dell’operazione; 
• Testo; 
• Contenuto virtuale statico in formato .wrl. Per ciascuno di essi: 
o Associazione wrl al marker corretto; 
o Inserimento dei parametri di posizione (in termini di scostamenti 
lungo X, Y e Z dal sistema di riferimento del marker); 
o Inserimento parametri di scala; 
• Immagine 
• Animazioni. Per ciascuna di esse: 
o Associazione wrl al marker corretto; 
o Inserimento dei parametri di posizione (in termini di scostamenti 
lungo X, Y e Z dal sistema di riferimento del marker); 
o Inserimento parametri di scala 
Ogni operazione creata viene inserita automaticamente in un workflow che 
rispecchia il flowchart creato inizialmente, cioè ogni operazione creata viene 
collegata automaticamente all’operazione precedente. 
Questo vale per le operazioni elementari che si succedono ordinatamente. In 
alternativa, il programmatore può decidere di creare punti di verifica, (Figura 
5-9:punto di verifica nel workflow Sx) schema; Dx) interfaccia) cioè scelte da porre 
all’operatore, la cui risposta può creare collegamenti a step non subito precedenti 
nel flowchart, già effettuati ma che devono essere ripetuti, oppure creare una 
strada alternativa collegandosi a un workflow esterno. 
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Figura 5-9:punto di verifica nel workflow Sx) schema; Dx) interfaccia 
Quest’ultimo caso è chiarificabile con questo esempio: durante il controllo  della 
correttezza di un montaggio, nel caso in cui l’operatore dovesse verificare che lo 
stesso non è andato a buon fine, dando l’apposito comando sull’interfaccia il 
software richiama il file con la procedura dì smontaggio, procedura costruita in un 
workflow esterno, al termine della quale si rimanda al flow chart principale. 
L’unico compito che prevede la conoscenza del software AR da parte del 
programmatore, è la creazione del file di tracking nel quale vengono definiti i 
marker presenti nella scena, ed eventuali connessioni e distanze tra i marker stessi  
(vedi descrizione software Metaio in 5.2 -). 
Dato il grande sviluppo dei sistemi CAD e dei software di simulazione per l’aspetto 
critico del posizionamento dei contenuti virtuali rispetto ai marker può essere utile 
inserire, nella simulazione 3D virtuale dell’ambiente, i marker che saranno presenti 
nella scena reale e calcolare tramite il CAD le distanze marker-posizione wrl 
nell’ambiente di lavoro, dato da inserire nel workflow master. 
 
Durante l’implementazione di una nuova procedura l’operatore può aggiornare il 
database delle procedure AR e il database dei contenuti virtuali. 
Attraverso questo tool, il programmatore delle istruzioni AR è guidato nella 
creazione di un operation sheet innovativo, senza in realtà conoscere appieno le 
fondamenta della programmazione AR.  
Questo primo approccio rappresenta una base di partenza che può essere 
migliorata in modo da aprire la programmazione di software AR a scenari più ampi. 
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6 - INTERAZIONE UOMO-MACCHINA 
Nel capitolo 2 - è stata già messa in luce l’importanza che l’interazione tra il 
sistema uomo e tutto quello che concerne il cosiddetto sistema macchina riveste in 
un ambiente produttivo. Il passo successivo in questa ricerca consiste nel valutare 
come la Realtà Aumentata possa fornire un mezzo decisivo per incrementare 
l’efficienza e la qualità di questo tipo di interazione. In merito all’interazione, sono 
stati individuati degli ambiti su cui concentrarsi con lo scopo di migliorarla grazie 
all’ausilio della Realtà Aumentata. 
In primis, è stato affrontato il problema dell’equipaggiamento di cui deve essere 
dotato l’operatore, grazie al quale può visualizzare i contenuti AR; in seguito, sono 
state avanzate diverse ipotesi di struttura dell’interfaccia utente, ossia la vaste 
grafica con cui fornire i contenuti; in contemporanea, sono state analizzate le 
tipologie di contenuti, in modo da individuare una soluzione ottimale che sia più 
chiara e efficace possibile per l’utente. 
Nei paragrafi seguenti questi ambiti saranno trattati in dettaglio. 
6.1 - Configurazioni Hardware 
È stata effettuata una ricerca sugli equipaggiamenti AR maggiormente utilizzati in 
ambito industriale, con l’obiettivo di raccogliere quegli elementi che hanno portato 
anche alla ideazione di soluzioni alternative. 
Sono state quindi individuate diverse configurazioni dell’equipaggiamento, uniti a 
dispositivi hardware specifici, che rispondessero ai requisiti di ergonomia, limitato 
ingombro, facilità d’uso.  
Sia le configurazioni/equipaggiamenti “classici”, che quelle ideate nell’ambito di 
questa ricerca, ritenute più performanti, sono stati utilizzati per i casi studio 
analizzati in seguito. 
In particolare, questa analisi è stata condotta in funzione delle tecniche di mixaggio 
tra mondo reale e ambiente virtuale, soprattutto per quel che riguarda l’uso dei 
display e il posizionamento nello spazio del PC rispetto all’utilizzatore. 
Oltre al requisito di sicurezza di utilizzo, ritenuta condizione fondamentale per la 
scelta, altre caratteristiche da tenere in considerazione sono: 
• Workspace (inteso come ampiezza dell’area di lavoro in cui il dispositivo 
consente di agire); 
• Ergonomia, in particolare: 
o Portabilità: capacità di operare anche mentre l’utente è in movimento, 
adattandosi rapidamente ai cambi di contesto.  
o Invasività: grado con cui i dispositivi utilizzati entrano più o meno in 
contatto con l’operatore. 
• Mobilità: considera la possibilità di movimento all’interno del workspace 
consentito; 
• Facilità/Difficoltà d’uso; 
• Integrazione fra mondo reale e realtà virtuale (sensazione di immersione): il 
grado di percezione degli elementi virtuali da parte dell’operatore; 
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Il punto di partenza in questo studio è stata una configurazioni hardware già 
analizzata e utilizzata in passato nel corso di un’altra tesi di dottorato [2] svolta 
nello stesso dipartimento, per cui l’hardware era già a disposizione. 
La configurazione, che sfrutta la tecnica di combinazione reale/virtuale della Image 
Projection, prevede l’uso di un proiettore, ancorato a soffitto, per proiettare i 
contenuti virtuali direttamente sull’ambiente reale. La navigazione all’interno della 
procedura avviene grazie ad un monitor touch screen presente a bordo stazione 
(Figura 6-1) 
 
Figura 6-1: Configurazione Image projection 
 
Tra i vantaggi di questa configurazione, sono stati riscontrati: 
• La limitata invasività: l’operatore non indossa nulla,quindi il confort è elevato; 
• La facilità implementativa: il tracking non è necessario, poiché i contenuti 
virtuali, essendo proiettati, non cambiano di posizione a seconda del punto di 
vista dell’operatore; 
• Nessun vincolo per le mani dell’operatore 
• Il campo visivo teoricamente infinito;  
• Un più semplice adattamento da parte dell’occhio. 
I punti deboli messi in luce durante l’uso sono stati invece: 
• Bassa sensazione di immersione: possibilità di visualizzare soloimmagini 
bidimensionali; 
• Mancanza di flessibilità: necessità di un ambientestrutturato e adatto per 
postazioni fisse; 
• Sensibilità a illuminazione ambiente; 
• Interferenza delle ombre, proiettate dall’utente e dagli oggetti fisici presenti 
nell'ambiente circostante; 
• I proiettori convenzionali sono settati su di un singolo piano focale posto a una 






Video Mixing – Display: Hand-Held Video See-Through 
Visti i problemi emersi durante l’applicazione precedente (in particolare limitata 
flessibilità, scarsa sensazione di immersione, notevole sensibilità alla luce) si è 
pensato di testare un sistema che sfrutti la tecnologia di Video Mixing utilizzando 
un display Hand-Held. 
È stato acquistato un monitor da 10”, touchscreen, molto leggero, a cui è stato 
applicato un comodo sistema di impugnatura. La configurazione, in Figura 6-2, 
vede anche la presenza di una webcam posizionata nel retro del monitor; il tutto è 
connesso a un pc che l’operatore porta sulle spalle, su cui è installato il software 
AR.  
Grazie a questa disposizione, si fa un passo avanti per quanto riguarda 
l’immersività, proprietà che in generale risulta migliore in questa tecnica rispetto 
alla Image Projection; si migliorano i problemi di illuminamento e ombre durante i 
movimenti dell’operatore, e si ottiene un workspace più ampio. 
D’altra parte, è da considerare la limitazioni nei movimenti, poiché l’operatore tiene 
in mano il dispositivo e deve appoggiarlo per poter lavorare, il fatto che l’operatore 
deve reggere sulle spalle il peso dei dispositivi, e la grandezza limitata del monitor 
per non affaticare il braccio. 
 
 
Figura 6-2: Configurazione Hand Held-VST 
 
Video Mixing – Spatial Display Video See-Through(1) 
Poiché l’applicazione precedente aveva dato un buon feedback per quel che 
riguarda l’ergonomia, con l’unico neo della limitatezza nell’uso delle mani, restando 
nel campo Video-See Through si è pensato di ancorare il display ad un braccio 
snodabile fissato al banco di lavoro della postazione. Una webcam, che riprende il 
mondo reale e manda le informazioni al software AR sul PC per la sovrapposizione 
dei contenuti visrtuali, è posizionata sul retro del monitor. 
È stato utilizzato un display più grande (19”) su cui l’operatore osserva le istruzione 
da compiere (Figura 6-3 Fase1); una volta memorizzate, egli lo sposta ed esegue 
l’istruzione (Figura 6-3 Fase2). 
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Figura 6-3: Configurazione Spatial-VST (1) 
Questa soluzione conserva gli stessi vantaggi della precedente; ulteriore fattore 
positivo è rappresentato dal fatto che le mani sono entrambe libere, l’operatore 
deve solo impegnarle per spostare il monitor in modo da liberare la visuale, e il 
peso dei componenti non grava più sulle spalle dell’operatore, poiché il PC è 
posizionato in prossimità della stazione. 
D’altronde, questa configurazione  manifesta una bassa flessibilità, dimostrandosi 
adatta per postazioni “statiche”, con ridotti spostamenti dell’operatore e estensione 
limitata del workspace. 
 
Video Mixing – Spatial DisplayVideo See-Throught (2) 
Il tentativo immediatamente successive è consistito nella sostituzione del braccio 
snodabile appena visto con un qualcosa che consentisse l’ampliamento del campo 
d’azione dell’operatore. L’idea è nata dall’osservazione degli schermi utilizzati dai 
piloti di Formula 1 per visualizzare il tracciato all’interno dell’abitacolo prima di 
scendere in pista. Le soluzioni commerciali impiegabili, tuttavia, sono derivate dal 
campo dentistico: si pensi infatti ai bracci snodabili utilizzati nelle sale dentistiche 
per reggere tutti gli strumenti a disposizione del medico. Questi tipi di supporti 
hanno più gradi di libertà rispetto a quello visto nell’applicazione precedente (nato 
per l’uso specifico di reggere un monitor); la lunghezza delle aste è maggiore, 
consentendo un workspace ben più ampio. È per questo che è stato deciso di 
dotarsi di questo tipo di dispositivo (Figura 6-4). 
 
 
Figura 6-4: Configurazione Spatial-VST (2) 
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In questo caso, è stato riscontrata sicuramente una buona ergonomia, 
caratteristica comune a tutti gli Spatial Display che distaccano la tecnologia 
dall’operatore; il vantaggio rispetto la configurazione precedente è che lo spazio di 
lavoro in cui è possibile movimentare il monitor è ben maggiore; di conseguenza vi 
è un notevole aumento di libertà nei movimenti. 
 
Optical Mixing - Head Mounted Display Optical See-Through 
Considerato il livello di esperienza fin qui acquisito nel campo degli HHD e SD, si è 
pensato di testare un altro tipo di display, gli Head Mounted Display, così da avere 
più elementi da confrontare per poi stabilire, eventualmente, quale sia la 
configurazione d’uso ideale, qualora ci si trovi ad implementare un’applicazione di 
AR per il training in campo industriale. 
 
 
Figura 6-5: Configurazione Head Mounted Display - OST  
In Figura 6-5 è mostrato un HMD che sfrutta la tecnologia Optical See Through. Il 
dispositivo si appoggia sul capo, si posiziona davanti all’occhio e attraverso di esso 
è possibile osservare l’ambiente reale (la lente è trasparente) con dei contenuti 
virtuale sovrapposti.  
Una webcam è sempre posizionata sulla fronte dell’utente, ma a differenza dei casi 
precedenti, in cui ciò che era ripreso era mostrato sul display, in questo caso è utile 
solo al riconoscimento dei marker. Lo zainetto sulle spalle dell’operatore raccoglie 
le uscite di webcam e occhiali, consente l’uso del software AR e del telecomando 
wireless usato per navigare attraverso la procedura (resosi necessario perché non 
vi è più l’uso di un touchscreen a disposizione). 
L’integrazione fra reale e virtuale in questa applicazione è risultata migliore rispetto 
a HHD e SD, ma il vero valore aggiunto è dato dalla possibilità di muoversi 
ovunque nello spazio.  
È da ricordare però che i tester coinvolti nella validazione di questa configurazione 
a volte hanno rilevato sensazione di affaticamento visivo, e in generale di basso 
confort data l’invasività del dispositivo. Le cause di ciò sono da imputarsi 
principalmente alla presenza di alcuni riflessi all’interno dell’ottica; alla distanza 
focale fissa dell’immagine visualizzata, che viene dunque percepita dall’occhio 
come sospesa ad alcuni metri di distanza, e al frequente ricorso alla visione 
periferica, a causa della presenza di una sola ottica (non è disponibile una 
versione con due ottiche) e delle sue limitate dimensioni. 
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Video Mixing - Head Mounted Display VideoSee-through  
Il passo immediatamente successivo all’uso di un HMD-OST consiste nell’uso della 
tecnologia di combinazione reale/virtuale del Video Mixing, sempre abbinata a un 
HMD. Questa soluzione consente di risolvere alcuni dei problemi citati in 
precedenza, come quello della percezione visiva causato dalla profondità costante 
dell’immagine. Per un OST tra gli oggetti dell’ambiente reale e quelli sovrapposti 
esiste una differenza di profondità e gli occhi sono costretti a spostare 
continuamente il fuoco tra i due livelli. In un VST questo fenomeno è meno sentito 
poiché esiste un solo piano focale, quello dell’immagine. Inoltre, i sistemi OST 
convenzionali sono incapaci di realizzare un efficace effetto di occlusione da parte 
di oggetti reali su oggetti virtuali e viceversa, cioè le grafiche proiettate non 
riescono ad escludere completamente l’immagine dall’ambiente. Questo problema 
non è presente nel VST. 
Gli stessi vantaggi menzionati in precedenza circa Ia libertà nei movimenti e 
l’elevata sensazione di immersione sono ripetibili, così come le considerazioni sulla 
elevata invasività; i limiti di tale struttura riguardano la mancanza di un contatto 
tridimensionale con la scena: il fruitore è costretto a visualizzare nello spazio 
bidimensionale del monitor ciò che in realtà sarebbe tridimensionale. 
 
 
Figura 6-6: Configurazione Head Mounted Display - VST 
In Figura 6-6 la configurazione utilizzata, molto simile alla precedente se non per la 
tipologia di occhiali. In prima battuta, era stata utilizzata una singola webcam, 
posta sulla fronte dell’operatore, per riprendere il mondo reale. In sostanza, si 
mette il suo "sguardo", dove è la telecamera, in questo caso non esattamente dove 
sono gli occhi dell’utente, creando un offset tra la telecamera egli occhi.  
Questa differenza tra la posizione della videocamera e quella degli occhi introduce 
spostamenti tra ciò che l'utente vede rispetto a ciò che egli dovrebbe vedere. Ad 
esempio, in questo caso, egli vedrà il mondo da un punto di vista leggermente più 
alto di quanto è abituato.  
Il problema dell’offset è stato evitato, grazie all’acquisto di un nuovo modello di 
HMD che utilizza due videocamera, grazie alle quali è possibile ottenere 
un’immagine stereoscopica, e perfettamente allineate con gli occhi dell’operatore. 
In generale, si può dire che gli Head Mounted Display hanno come vantaggi 
principali un buon grado di integrazione fra reale e virtuale (soprattutto i VST), la 
disponibilità sul mercato di numerose varianti, e la possibilità di essere impiegati in 
applicazioni mobili.  
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Entrambi i sistemi, VST o OST, permettono all’utilizzatore di ricevere le 
informazioni necessarie allo svolgimento del suo compito senza la necessità di 
interromperlo per reperirle. Poiché infatti le mani sono lasciate libere e le immagini 
digitali sono artificialmente sovrapposte all’ambiente reale, l’utente potrà 
maneggiare gli strumenti a lui necessari ed evitare di distogliere lo sguardo 
dall’oggetto del proprio lavoro. 
I sistemi HHD invece sono particolarmente indicati per applicazioni a postazioni 
fisse e strutturate. 
6.2 - Analisi delle informazioni da fornire tramite il 
sistema AR 
È possibile effettuare una classificazione dei contenuti delle istruzioni da fornire, al 
fine di realizzare una efficace interazione tra l’uomo, intento a portare a termine un 
task del processo, e la macchina utilizzata. Le informazioni da fornire sono state 
classificate come: 
 
• Azione da svolgere: indica all’operatore passo passo cosa fare per portare a 
termine il compito. Può consistere semplicemente nell’azione da effettuare (es: 
svita 2 viti, Figura 6-7: Esempio informazioni fornite all’operatore Sx), ma può 
anche riguardare il corretto posizionamento di ogni elemento (es: sposta il 
pezzo x sulla staffa y), le regolazioni da effettuare su di esso (serra la vite con 
chiave dinamometrica fino a 10 Nm), ecc. A volte può essere sufficiente una 
freccia, che indichi il movimento da effettuare, necessariamente collimata con 
l’oggetto da movimentare; a volte sarà necessario un testo che descriva 
l’azione, o un’immagine della nuova posizione del pezzo, in caso di 
spostamento di un oggetto. Ancora, può essere adoperato un filmato che 
riproduca i movimenti da compiere.  
• Utensili da impiegare: alcune operazioni devono essere effettuate con utensili 
dedicati, che l’operatore non addestrato, o che si ritrova a dover eseguire un 
compito per la prima volta, potrebbe non conoscere. Informazioni sugli utensili 
possono essere di tipo immagine prese dal magazzino utensili (la foto o il 
modello 2D o 3D, come in Figura 6-7Dx) e/o testo (il nome commerciale 
dell’oggetto), con indicato dove prelevarlo.  
• Sicurezza: icone,immagini o testi che indicano limitazioni e prescrizioni per 
svolgere il compito in sicurezza (ad esempio una quota con distanza da un 
elemento pericoloso presente nella cella, quali dispositivi di protezione 
individuale indossare, ecc.), o cosa fare per mettersi al sicuro a seguito di un 
incidente (i.e. vie di fuga). 
• Informazioni di supporto: guidano allo svolgimento dell’azione. Possono 
essere:disegni, schemi costruttivi, lista dei componenti, funzionamento di 
ciascun elemento da adoperare, o altre informazioni aggiuntive (ad esempio 





Figura 6-7: Esempio informazioni fornite all’operatore 
Le informazioni viste in precedenza possono essere fatte pervenire all’operatore in 
vari modi; di seguito (Tabella 6-1) è riportata una raccolta dei vantaggi/svantaggi 
che hanno le varie modalità di trasferimento delle informazioni. 
 
TIPO DI 
ISTRUZIONE VANTAGGI SVANTAGGI 
VISIVA   
TESTO: • Esplica facilmente istruzioni semplice 
• È adatta a task facili da esprimere e 
comprendere a parole. 
• Adatta quando non è necessaria una 
contestualizzazione dei contenuti 
virtuali nel mondo reale. 
• Può risultare poco chiaro 
• Istruzioni complesse sono 
difficili da esprimere in 
modo conciso. 
IMMAGINE 2D • Esplica istruzioni complesse. 
• Adatta nei casi in cui un task  espresso 
a parole risulta ambiguo o di difficile 
comprensione. 
• Adatta quando non è necessaria una 
contestualizzazione dei contenuti 
virtuali nel mondo reale. 
• Le immagini occupano 
molto spazio nell’interfaccia 
grafica e riducono la 
visibilità della scena. 
IMMAGINE 3D • Utile quando si vuole ottenere il 
massimo realismo dei contenuti virtuali 
all’interno della scena nella. 
• Utile quando per svolgere il compito 
sono necessarie informazioni traibili 
dalla forma e dalla geometria  degli 
oggetti con cui l’utente interagisce. 
• Adatto quando l’immersione di oggetti 
virtuali nella scena reale comporta un 
migliore chiarimento del task da 
compiere. 
• Il fotorealismo 
dell’immagine è impedito 
da l’impossibilità di 
utilizzare tecniche di 
rendering avanzate 
VIDEO • Adatta quando l’istruzione comporta 
movimentazioni di oggetti (reali e/o 
virtuali) nella scena o interazioni tra 
l’utente tali oggetti molto complesse. 
• I video occupano molto 
spazio nell’interfaccia 
grafica e riducono la 
visibilità della scena. 
SIMBOLO • permette di esprimere in poco spazio 
visivo concetti o azioni più o meno 
complesse.  
• Il significato del simbolo 
dover essere conosciuto 
dall’utente 
SONORA   
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AUDIO • Idonea per ambienti poco illuminati in 
cui le istruzioni visive sono poco 
leggibili. 
• Permettono di dare voce ad Avatar (i 
quali possono svolgere la funzione di 
istruttori virtuali) 
• Evita un ulteriore riempimento di 
contenuti  dell’interfaccia grafica 
dell’applicazione. Un’interfaccia troppo 
piena di contenuti potrebbe ostacolare 
la visione della scena. 
• Conveniente per inviare all’utente 
segnali di avvertenza che richiedono 
un’acquisizione tempestiva 
dell’informazione  
• Sono necessari ambienti 
sufficientemente silenziosi. 
Tabella 6-1: Confronto tra le diverse modalità di acquisizione delle istruzioni 
Partendo da quest’analisi e dalle valutazioni sulle competenze dell’operatore 
descritte precedentemente, per ciascuno dei case studies analizzato si sono 
ricercati i contenuti che meglio convogliassero le istruzioni da seguire. I contenuti 
selezionati sono stati organizzati in una tabella (la seguente Tabella 6-2 è un 
estratto di quella presente in [1]). 
# TEXT WARNING IMAGE 1 IMAGE 2 WRL1 WRL 2 
1 PUT GLOVES ON  
 
   
2 CLOSE THE DOOR      
3 PUSH HOLD KEY IF 














5 SELECT X-AXIS 


























8 SELECT Y-AXIS 







Tabella 6-2: Esempio di tabella dei contenuti virtuali tratta da [1] 
In questo caso è stato scelto di utilizzare un contenuto testuale per tutte le 
operazioni, per conferire maggiore chiarezza e univocità all’istruzione. A questo si 
possono poi aggiungere immagini primarie e secondarie esplicative 
dell’operazione, segnali di avvertenza in formato testo e fino a cinque animazioni. 
Queste ultime sono file .wrl che costituiranno l’elemento virtuale che andrà a 
sovrapporsi al flusso video delle immagini reali. 
Tali animazioni sono state prima create con il software SolidWorks® e poi 
trasformate tramite il software Autodesk 3ds Studio Max® o attraverso la modifica 
dello script in modo da conferire loro il colore, effetti di movimento nell’ambiente 
reale e renderle lampeggianti. Con queste modifiche i .wrl sono pronti per il 
caricamento sul software utilizzato per l’implementazione della Realtà Aumentata. 
6.3 - Studio interfaccia grafica 
L’interazione tra l’uomo e la macchina nel caso della Realtà Aumentata avviene 
attraverso una interfaccia che proprio grazie alla sua semplicità e chiarezza deve 
fare in modo che il dispositivo sia consono allo scopo per cui viene creato.  
È evidente quindi come la fase di progettazione di questa interfaccia rivesta 
un’importanza notevole, per cercare di evitare o ridurre possibili errori umanie 
rendere intuitivo lo strumento utilizzato. 
Nell’effettuare un’analisi delle caratteristiche che un’interfaccia utente funzionale 
dovrebbe possedere, quelle che si sono ritenute essenziali sono: 
• facilità di apprendimento; 
• efficacia; 
• efficienza;  
• sicurezza d’uso; 
• utilità in base alle competenze; 
• coerenza. 
Durante la progettazione si è partiti dall’assunto che il sistema che si mette in atto 
debba essere compreso da tutti e utilizzato da qualsiasi operatore, sia esperto, sia 
completamente inesperto. 
In quest’ottica si cerca di dare maggiore spazio alla chiarezza e all’abbondanza di 
informazioni disponibili distinguendo fra informazioni fondamentali per qualsiasi 
tipo di operatore (che appaiono immediatamente sullo schermo); informazioni che 
invece servono solo se il personale è meno esperto, fino ad arrivare a personale 
completamente estraneo al processo in questione (informazioni quindi consultabili 
con un click dall’operatore).  
L’interfaccia è strutturata in modo tale che l’operatore sia costretto a porre 
attenzione a momenti di verifica di quelle operazioni che potrebbero portare al 
riconoscimento di difetti all’interno del pezzo, o eventuale scarto, fornendogli ad 
esempio la posizione dei punti critici da misurare, dati progettuali, tolleranze con le 
quali paragonare le misurazioni da lui effettuate in loco. Sono inoltre previste 
84 
procedure guidate che indicano i comportamenti da seguire in presenza di ano 
malie, ad esempio un componente assemblato in maniera errata.  
Analizziamo gli elementi che può contenere l’interfaccia, per poi valutare la loro 
organizzazione nello spazio e la veste grafica migliore per visualizzarli. 
• Caselle di testo: contengono le istruzioni testuali che indicano le operazioni 
da svolgere. 
• Elementi virtuali: sono i contenuti virtuali che si sovrappongono alle 
immagini reali inquadrate dalla telecamera. 
• Icone o scritte interattive: sono icone o scritte che appaiono solo se 
l’operatore ha bisogno di chiarimenti aggiuntivi a quelli testuali o agli 
elementi virtuali in merito a una determinata operazione, o una qualsiasi 
informazione sulle attrezzature utilizzate o sul processo (informazioni di 
pericolo, foto, video, informazioni audio, posizionamento dell’attrezzatura 
nel posto di lavoro, ecc…). Queste icone sono utilizzate dagli operatori 
meno esperti che necessitano di un numero crescente di informazioni a 
seconda del loro grado di addestramento e di competenza nel processo. 
• Icone di navigazione: servono all’operatore per andare avanti o tornare 
indietro con la procedura, soffermandosi su ogni schermata il tempo 
necessario per comprendere le informazioni visualizzate e operare.  
Per quanto riguarda la definizione dell’interfaccia, si è partiti da uno studio 
preliminare sui colori,identificando quelli che meglio fanno contrasto fra loro e che 
quindi attribuiscono maggiore chiarezza e leggibilità allo strumento. Si è cercato di 
scegliere quei colori che inoltre non appesantissero lo schermo e che non 
risultassero fastidiosi all’operatore. 
Importanza rilevante è stata data alla scelta della combinazione fra il colore dello 
sfondo delle caselle di testo e il colore del testo stesso delle istruzioni che 
appaiono sullo schermo; dopo varie prove, l’informazione circa il task della 
procedura da compiere si è scelto lo sfondo blu con carattere bianco; per 
l’informazione sull’operazione il colore verde con carattere bianco. 
Si è notato infatti, facendo diverse prove, che in alcune combinazioni su 
determinati scenari inquadrati dalla telecamera, il testo non appariva molto 
leggibile e chiaro; la soluzione utilizzata invece richiama maggiormente l’attenzione 
dell’operatore e attribuisce una maggiore leggibilità al testo, che risulta ben 
leggibile e poco fastidioso per un operatore che usa lo strumento ripetutamente nel 
tempo (Figura 6-8). 
 
Figura 6-8: Interfaccia grafica, con identificazione dell’istruzione testuale 
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Quindi, basandosi sulla normativa vigente [3], si è optato per un rosso acceso per i 
segnali di avvertenza correlati ad un segnale di pericolo generico,una scritta 
bianca su sfondo blu o verde per la denominazione delle operazioni e uno sfondo 
neutro per le icone interattive, scritta bianca su sfondo giallo per le schermate di 
controllo. 
Passando adesso alla trattazione dello spazio a disposizione si sono fatte delle 
prove per ottimizzare quest’ultimo. Da subito è apparso evidente che il 
posizionamento centrale degli elementi testuali non avrebbe consentito un uso 
ottimale degli spazi, anzi sarebbe stato da intralcio alle operazioni. Nelle diverse 
configurazioni studiate, quindi, la casella di testo sarà disposta sempre su un lato. 
Per quanto riguarda le icone interattive, si è pensato di allocare anche queste sul 
lato, per le stesse ragioni. 
Gli elementi virtuali, che appaiono appena viene inquadrato il marker e che 
seguono quest’ultimo allo spostarsi della telecamera, inizialmente erano stati 
posizionati a fianco dell’immagine reale inquadrata dalla telecamera come in 
Figura 6-9. 
 
Figura 6-9: Interfaccia grafica, prova sulla disposizione degli elementi virtuali 
Come si può notare dalla figura questa soluzione non è esteticamente e 
formalmente adatta per l’uso del nostro strumento comportando un elevato grado 
di appesantimento dell’interfaccia e costringendo l’operatore a spostare lo sguardo 
per confrontare continuamente l’immagine del componente reale con quella 
riprodotta dall’elemento virtuale. 
Si è pensato allora di risolvere questo problema sovrapponendo l’elemento virtuale 
al componente che rappresenta nella realtà,risparmiando spazio sullo schermo e 
costringendo l’operatore a porre attenzione all’operazione. 
Dopo lo studio sui colori e sulle disposizioni si è provato a concretizzare le 
considerazioni fatte fin qui in alcune proposte di possibili interfacce 
grafiche,identificando l’ottimale. 
6.3.1.1 - Prima proposta di interfaccia grafica 
Questa interfaccia (Figura 6-10) risulta molto chiara poiché lascia lo spazio 
adeguato agli elementi virtuali e alle immagini inquadrate dalla telecamera; 
nell’esempio in questione si può notare in alto la casella di testo delle fasi e delle 
sottofasi e in alto a sinistra le operazioni elementari presenti all’interno della 
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sottofase; le frecce laterali servono per proseguire o tornare in dietro all’interno del 
ciclo. 
 
Figura 6-10: Prima prova di interfaccia grafica 
Spostando l’attenzione in basso a sinistra troviamo l’help del programma il quale ci 
chiarisce meglio il suo funzionamento e il significato di ogni tasto. In basso al 
centro, invece, troviamo “more info” per gli operatori meno esperti; cliccando si 
ottiene la schermata raffigurata inFigura 6-11. 
 
Figura 6-11: Prima prova di interfaccia grafica, con disposizione dei contenuti 
aggiuntivi 
Si apre una finestra che dà dei chiarimenti per mezzo di video di foto e di elementi 
3D,se l’operatore volesse un livello maggiore di dettaglio può cliccare all’interno di 
uno dei riquadri e la foto il contenuto scelto diventa a schermo intero. Per uscire 
dalla finestra basta cliccare nuovamente su “more info” e si torna alla schermata 
precedente. 
Infine possiamo notare che sulla parte alta a destra è presente un segnale di 
pericolo con un testo che fornisce all’operatore l’istruzione da seguire per essere 
sicuro di non produrre una non conformità e di mettersi in condizioni di sicurezza. 
Nei punti critici del processo appare una finestra di dialogo (Figura 6-12) che serve 
per far concentrare l’operatore su un controllo particolare; a seconda della risposta 
l’operatore continuerà con la procedura, oppure gli saranno indicate le eventuali 




Figura 6-12: Prima prova di interfaccia grafica, con disposizione della casella di 
controllo 
6.3.1.2 - Seconda proposta di interfaccia grafica 
In questo caso gli elementi e le informazioni da dare all’operatore sono sempre 
presenti sulla schermata(Figura 6-13),l’operatore ha la possibilità di consultare 
tutte le informazioni disponibili contemporaneamente senza che esse debbano 
essere interrogate con un click. 
 
Figura 6-13:Seconda prova di interfaccia grafica, con disposizione dei contenuti 
aggiuntivi 
L’interfaccia è divisa in due colonne,nella colonna di sinistra troviamo gli elementi 
testuali, dove sono scritte le informazioni circa i compiti da eseguire,sotto queste 
appare in rosso (quando presente) un alert indicante un qualsiasi tipo di pericolo o 
avvertenza; spostandosi ancora più in basso troviamo un video rappresentativo 
dell’operazione da compiere. 
Nella colonna di destra invece vi sono:in alto la foto dell’attrezzatura da utilizzare 
per quel particolare compito,al centro il posizionamento dei componenti nella cella 




Figura 6-14: Seconda prova di interfaccia grafica, schermata sul controllo 
Come nel caso precedente il software pone attenzione sui punti critici del processo 
e apre una finestra di dialogo in alto a sinistra (Figura 6-14). L’operatore è 
obbligato a fare un controllo sull’operazione appena effettuata e a dare una 
risposta al software per poter continuare.  
In questa seconda interfaccia grafica ad una maggiore mole di informazioni 
contemporanee si aggiunge però una riduzione della chiarezza delle stesse e un 
minore spazio per le istruzioni testuali. 
In realtà questa è un’interfaccia semplice da realizzare data la mancanza di 
elementi interattivi con l’operatore e dato che lo schema dell’interfaccia è più rigido 
e impostato rispetto alle altre due. 
6.3.1.3 - Terza proposta di interfaccia grafica 
La terza interfaccia progettata(Figura 6-15) intervalla elementi testuali all’uso di 
icone; disposte sul lato destro della schermata. 
 
Figura 6-15: Terza prova di interfaccia grafica 
Ogni icona rappresenta una informazione aggiuntiva al testo scritto a sinistra che 
indica le operazioni da eseguire; si ha la possibilità di visualizzare: 
• Informazioni sulla posizione: di un pezzo, della stazione di lavoro, 
dell’attrezzatura, di un componente; 
• Informazioni audio, qualora l’operatore non avesse la possibilità di guardare il 
monitor, o volesse continuare ad eseguire l’operazione senza guardarlo; 
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• Video di un’operazione da eseguire; 
• Informazioni testuali aggiuntive, che spieghino con maggior livello di dettaglio 
l’operazione; 
• Foto o schema o 3D esplicativo; 
• Informazione sul sub task che si sta eseguendo, in relazione a tutta la 
procedura; 
• Informazioni sull’attrezzatura o utensili da usare. 
Queste icone sono visibili ad ogni operazione solo se è presente realmente un 
contenuto; non tutti i contenuti aggiuntivi infatti sono necessari per l’esecuzione 
delle operazioni elementari. Si è pensato di disporre l’istruzione testuale in alto a 
sinistra, subito sotto l’informazione relativa al sub task, sempre visibile e presente; 
tutte le altre informazioni saranno disposte sotto l’istruzione testuale. Alcune di 
esse compariranno automaticamente cliccando sul tasto di navigazione avanti; 
qualora questi contenuti non fossero sufficienti all’operatore, e delle icone sulla 
sinistra siano visibili (a indicare la presenza di materiale aggiuntivo), egli potrà 
servirsene, visualizzandoli appunto nell’angolo in basso a sinistra, o a pieno 
schermo con un semplice click. 
In basso al centro possiamo notare i tasti di navigazione, mentre e in alto sono 
presenti delle finestrine che rappresentano gli indumenti di sicurezza che 
l’operatore deve indossare. I modelli 3D dei pezzi saranno sovrapposti ai pezzi 
reali, quindi appariranno all’operatore al centro della schermata.  
Ritroviamo poi un momento di verifica nei punti critici del ciclo tramite la finestra di 
dialogo con l’operatore che si presenta come in Figura 6-16. In questa occasione, 
scompaiono le icone dei contenuti aggiuntivi, perché l’operatore deve essere 
obbligato a rispondere al controllo. 
 
Figura 6-16: Terza prova di interfaccia grafica, schermata sul controllo 
Quando l’operatore deve fare attenzione a un’operazione particolare che può 
inficiare la qualità del prodotto finito appare a tutto schermo un segnale di pericolo 
correlato a un segnale audio che dopo qualche secondo si riduce all’icona in basso 
a sinistra con il fine di richiamare l’attenzione dell’operatore su quel particolare 




Figura 6-17: Terza prova di interfaccia grafica, schermata di pericolo 
Quest’ultima interfaccia è sembrata la più intuitiva e chiara per il maggiore spazio 
dedicato ai contenuti e la completezza delle informazioni. Rappresenta il giusto 
compromesso fra le precedenti versioni senza perdere di vista l’esigenza di 
ottimizzare gli spazi. Rispetto alle altre interfacce l’uso di immagini per le icone 
interattive invece che icone testuali ci è sembrata un’idea vincente per la chiarezza 
e l’estetica del nostro dispositivo. 
6.4 - Integrazione con sensori 
Da quanto visto nei paragrafi precedenti circa la Realtà Aumenta, le sue 
applicazioni generiche e quelle riguardanti l’ambito industriale, è emerso che può 
risultare uno strumento utilissimo per il supporto e il training dell’operatore: egli ha 
sempre a disposizione tutte le informazioni di cui necessita, senza dovere sforzarsi 
di reperirle. 
Tuttavia, è stato evidenziato un limite riguardo al feed back che l’operatore stesso 
ha dall’ambiente di lavoro. Finora infatti abbiamo parlato di informazioni, 
immagazzinate nella memoria del sistema AR, che potremmo definire “statiche”: 
esse sono definite in fase preventiva dal programmatore AR, che effettua delle 
considerazioni su quello che potrebbe servire all’operatore, e fornite in maniera 
tempestiva. 
Qualora l’operatore compia degli errori, o abbia necessità di ricevere un feedback 
dall’ambiente, queste informazioni potrebbero risultare insufficienti.  
Analizzando un usuale scenario industriale, invece, risulta tipicamente che 
l’operatore  riceve informazioni dal sistema, le analizza e in seguito agisce sul 
sistema stesso. 
Sono state considerate due vie per fornire all’operatore le informazioni che 
risolvano la mancanza di feedback: 
1. Si analizza a priori la procedura (azione in carico al programmatore AR) e, nei 
punti di verifica e in tutte quelle azioni che richiedono che l’operatore inserisca 
il risultato di un controllo, quindi input dall’esterno, si implementano i seguenti 
passi: 
1. Richiesta di azione di controllo da parte dell’operatore, ad esempio 
“leggi il valore risultante dalla misurazione”.In seguito all’ottenimento di 
questo valore il passo successivo è: 
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2. Visualizzazione della casella di verifica “Il valore rilevato è minore di...”, 
oppure “se il valore è compreso nel range... vai al passo x, altrimenti 
continua al passo y.” 
Questo metodo è già utilizzato nelle normali applicazioni AR. 
2. Si connettono i sensori presenti nell’ambiente di lavoro direttamente al 
sistema AR, in modo da ottenere un feedback nei seguenti momenti: 
a. Allo step della procedura in cui viene richiesto di verificare il valore di 
tale sensore; 
b. Quando il valore misurato è fuori dal range di tolleranza; 
c. Ogni qual volta l’operatore lo richiede. 
Inoltre possono essere installati sensori aggiuntivi che controllino le azioni 
eseguite dall’operatore e diano un feedback in tempo reale sulla correttezza di 
tali azioni. 
 
Nel secondo metodo esposto ci aspettiamo un ulteriore miglioramento della qualità 
dell’esecuzione del processo e una diminuzione della possibilità di errore 
dell’operatore.  
Ad esempio, nel caso di azioni ripetitive, il connubio tra le informazioni inviate dal 
sistema AR e il feedback fornito da sensori presenti nell’ambiente di lavoro 
mantiene alta la concentrazione dell’operatore e evita rallentamenti della 
produzione o diminuzione della qualità della stessa. 
Inoltre, per la fase di training dei nuovi addetti, si possono estrarre informazioni 
importanti sugli errori che più frequentemente vengono compiuti e attuare azioni 
correttive sul sistema di training o sulla procedura stessa.  
Per esempio, in un sistema di montaggio potrebbe essere cambiata una sequenza 
di step che porta gli operatori a commettere degli errori.  
Il sistema studiato e implementato in alcuni case study esposti nel seguito è visibile 
in Figura 6-18.  
 
 
Figura 6-18: metodo per il mixaggio del sistema AR e i sensori di feedback 
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Considerando un generico task, il sistema AR invia all’operatore le informazioni 
necessarie, sottoforma di contenuti virtuali e informazioni provenienti dei sensori 
del sistema, attraverso il display scelto.  
Grazie anche a queste informazioni, l’operatore continua ad eseguire i compiti 
indicati e durante questo tempo i sensori distribuiti nell’ambiente verificano le azioni 
eseguite. 
Il feedback derivato dei sensori si manifesta in due modi: 
• Sul sistema AR, modificando graficamente le informazioni da dare 
all’operatore per proseguire il lavoro 
• Sull’ambiente di lavoro stesso, grazie all’uso di alert visivi (E.g. led di 
colore diverso disposti nell’ambiente di lavoro). 
 
Sviluppo naturale ai singoli sensori disseminati nell’ambiente è il passaggio a un 
sistema di Wireless Sensor Network (WSN), ossia una rete di sensori, per la 
gestione delle informazioni provenienti dall’ambiente di lavoro. 
Tale sistema sfrutta dei nodi sensore(Figura 6-19), componenti in grado di rilevare 
grandezze fisiche (sensori di posizione, temperatura, umidità ecc.), di elaborare 
dati e di comunicare tra loro. Tali dati vengono mandati al PC che li analizza e 
trasmette le informazioni necessarie in un determinato momento all’operatore. 
Per le nostre prove, come hardware è usato un sistema della Libelium S.L. 
composto da nodi trasmettitore che trasmettono le informazioni mediante 
protocollo ZigBeea cui sono connesse delle piattaforme di interfaccia che 
accolgono i sensori utilizzati. 
Tutti i sensori sono gestiti da un router che raccogli i dati, li elabora e li trasmette 
tramite WIFI al sistema AR. 
 
 
Figura 6-19: Schema Integrazione AR e WSN 
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7 - APPLICAZIONE DI TECNICHE AR: 
CASE STUDIES 
Nel seguito sono esposti i case studies sviluppati nel corso dell’attività di dottorato: 
è stata sviluppata una stazione sperimentale denominata ARTSS (Augmented 
Reality Training and Support System che è stata implementata nella varie 
configurazioni hardware viste in precedenza. 
È stato analizzato come primo esempio l’assemblaggio manuale di un riduttore 
epicicloidale, procedura molto lunga che richiede buone capacità manuali e 
notevole esperienza. Presenta inoltre diversi punti di verifica della correttezza della 
procedura che garantiscono il corretto assemblaggio. 
In seguito, sfruttando le opportunità fornite dal progetto europeo FLEXA, che sarà 
dettagliato nel seguito, si è spostata l’attenzione su alcuni casi pratici di celle di 
produzione, quali assemblaggio di precisione e gestione di macchine sofisticate. 
In ultima analisi è stata valutata l’integrazione della AR con dei sensori di 
feedback,applicati a una postazione di montaggio manuale. Lo sviluppo di questa 
esperienza ha portato all’installazione di una Wireless Sensor Network, applicata al 
restart di una cella robotizzata. 
7.1 - Assemblaggio di un riduttore epicicloidale con 
dispositivoHAND HELD 
Seguendo le linee guida definite precedentemente per implementare una 
procedura di supporto all’operatore usando la Realtà Aumentata, si è studiato 
come applicazione pilota, l’assemblaggio di un riduttore epicicloidale. Sono state 
definite tutte le istruzioni da fornire all’operatore, anche non addestrato, per portare 
a termine il compito in completa autonomia. Prima di fare ciò, tuttavia, è necessario 
uno studio approfondito del riduttore, dei suoi componenti, di tutto ciò che serve 
per creare le condizioni che simulino l’ambiente industriale in cui l’operatore deve 
eseguire l’assemblaggio. 
Il riduttore epicicloidale in questione è l’ED2020/MN/90, della Brevini S.p.a. (Figura 
7-1 Sx), è un riduttore coassiale flangiato, a 2 stadi, con rapporto di riduzione 90. 
 
 
Figura 7-1: Sx) Riduttore epicicloidale Brevini ED2020/MN/90, Dx) Vista esplosa 
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Sono stati realizzati i modelli 3D di tutti i pezzi componenti il riduttore (Figura 7-1 
Dx), usando il software Solidworks. 
L’assemblaggio è suddiviso in quattro fasi:assemblaggio del gruppo 
uscita;assemblaggio del gruppo entrata, operazione che ha bisogno di un idoneo 
dispositivo di pressatura, data la presenza di cuscinetti da forzare sulle rispettive 
piste;assemblaggio dei satelliti del primo e secondo stadio sui relativi porta 
satelliti;assemblaggio finale. 
Il primo ad essere assemblato è il gruppo uscita (Figura 7-2 Sx). Le operazioni 
principali per questa fase sono, nell’ordine: 
1. montaggio del cuscinetto a sfere sul carter;  
2. accoppiamento del’albero uscita con il cuscinetto a rulli; 




Figura 7-2: Sx) Assemblaggio del gruppo uscita; Dx)Assemblaggio dei satelliti sul 
portasatelliti 
Contemporaneamente, saranno assemblati i sottogruppi satelliti del primo e 
secondo stadio (Figura 7-2 Dx), composti da coperchio inferiore, ruota dentata, 
rullini e coperchio superiore.  
Mentre per il primo stadio è già possibile fissare con gli anelli seeger tutti e tre i 
satelliti sul portasatellite, per quanto riguarda il secondo stadio occorre fissarne 
solo due, altrimenti si ostacola il montaggio del seeger che blocca il porta satellite. 
Il terzo, quindi, verrà montato sulla stazione di assemblaggio finale, dopo aver 
bloccato il portasatellite sull’albero uscita tramite anello seeger.  
In Figura 7-3 (Sx  il montaggio del gruppo satelliti secondo stadio sul gruppo uscita, 
che prevede come ultima fase l’inserimento della corona del secondo stadio. 
 
 
Figura 7-3: Sx) Assemblaggio gruppo satelliti secondo stadio; Dx) Assemblaggio 





L’assemblaggio del gruppo satelliti primo stadio (Figura 7-3 Dx) prevede anche 
l’inserimento del distanziale tra le corone, oltre la corona del primo stadio, da 
fermare con spine di riferimento e viti al carter uscita. Segue il montaggio del 
solare e del gruppo satelliti-portasatellite C1 già assemblato in precedenza, 
nell’ordine in cui sono stati menzionati. Il gruppo C1 è fissato al solare tramite due 
anelli seeger. 
 
Figura 7-4: Assemblaggio del gruppo entrata 
L’ultima operazione è il montaggio del gruppo entrata (Figura 7-4), che comporta 3 
fasi principali, nell’ordine: 
1. montaggio del cuscinetto a sfere sull’albero entrata, da effettuarsi con 
forzamento tramite pressa;  
2. bloccaggio dell’albero entrata sul carter, anch’esso da effettuarsi sulla 
pressa; 
3. assemblaggio del gruppo entrata sul resto del riduttore già assemblato, da 
fermare con viti. 
 
7.1.1 - Suddivisione in operazioni elementari e creazione 
flowchart logico 
Le operazioni di montaggio e smontaggio sono state suddivise secondo il seguente 
schema: a partire dai gruppi principali definiti precedentemente sono state 
individuate 4 procedure che sono state ulteriormente scomposte a livelli sempre 
più dettagliati fino a definire le operazioni elementari. 
E’ stato quindi creato uno schema a blocchi che identifica tutti i passi da 
compiere,e riporta la possibilità di percorrere delle strade alternative, qualora si 
incontrino dei punti di verifica sulle operazioni eseguite. Ad esempio nelle 
operazioni di montaggio di un cuscinetto possono essere richieste delle operazioni 
di verifica sulla correttezza del montaggio stesso come verificare attraverso l’uso di 
uno spessimetroil contato della pista del cuscinetto con la sede sull’albero su cui è 
montato. Se vi è un’intercapedine maggiore delle tolleranze da specifica verrà 
avviata la procedura di smontaggio della pista. 
 
7.1.2 - Organizzazione del layout della cella di lavoro 
L’ambiente in cui testare il sistema AR realizzato, è stato allestito all’interno della 
cella robotizzata disponibile presso la Sezione Produzione del Dipartimento di 





La cella è stata ideata in modo da renderla più vicina possibile ad un caso reale di 
un montaggio manuale in serie con la presenza di più operatori 
contemporaneamente a lavoro, garantendone la sicurezza e, considerati gli spazi 
imposti, l’ottimizzazione dell’utilizzo delle risorse e la riduzione dei tempi di 
assemblaggio. 
È organizzata in tre stazioni di lavoro, ad ognuna delle quali corrisponde un 
operatore diverso: 
• Stazione 1: assemblaggio del gruppo uscita e del gruppo entrata, cioè di quei 
gruppi che hanno bisogno della pressa data la presenza di cuscinetti da forzare su 
una delle due piste. Comprende anche un banco di appoggio dei pezzi necessari 
ad alimentare le operazioni; 
• Stazione 2: assemblaggio vero e proprio del riduttore; questa è quindi la 
stazione in cui confluiscono i preassemblati e dal quale uscirà il prodotto finito; 
• Stazione 3: assemblaggio dei satelliti del primo e del secondo stadio sui relativi 
porta satelliti. 
Già da questa prima descrizione delle operazioni si capisce che la stazione 2 deve 
essere collocata in posizione centrale rispetto alle altre due, in quanto in essa 
confluiscono i preassemblati per l’assemblaggio finale. In Figura 7-5 è 
rappresentata la disposizione risultante. 
 
Figura 7-5: Layout cella 
Con la disposizione scelta, si assicura la vicinanza tra la stazione 1 e il banco 
d’appoggio dei pezzi necessari alle operazioni di pressatura, utile perché 
l’operatore deve movimentare anche pezzi abbastanza pesanti (ad es. il carter). La 
stazione 2, quella dove avviene l’assemblaggio finale, che deve ricevere i pezzi 
dalle altre stazioni, è posta al centro tra le due, evitando intralci ai movimenti degli 
operatori. Tra le stazioni 1 e 3 non è necessaria invece la vicinanza, dato che tra 
esse non avviene alcun passaggio di pezzi.  
Sono state quindi progettate e realizzate tutte quelle attrezzature necessarie alle 
fasi di montaggio e smontaggio dei componenti che devono rispondere ai requisiti 
di sicurezza innanzitutto e devono garantire la ripetibilità del posizionamento del 
particolare in lavorazione in modo da poter effettuare, sempre allo stesso modo, 
l’allineamento degli elementi virtuali con la scena reale, attraverso il software AR. 
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Un’analisi particolare è stata condotta per lo studio dell’illuminamento all’interno 
della cella, in modo da ottimizzare il funzionamento del sistema di tracking ottico. 
Questo sistema, come descritto precedentemente, deve consentire il 
riconoscimento dei marker posti nell’ambiente reale per permettere il 
funzionamento della tecnologia AR; è quindi necessario garantire una visibilità 
ottimale e costante, durante il movimento dell’operatore, dei marker. 
E’ stato effettuato a questo scopo uno studio su diverse configurazioni di 
illuminamento della cella, sul colore, grandezza e posizione dei marker, sui 
settaggi della webcam; sono stati eseguiti diversi test, analizzando l’illuminamento 
dell’ambiente mediante un luxometro.In Figura 7-6 è visualizzato un esempio dei 
test eseguiti, nella figura (A) sono riportati i valori di lux misurati attraverso un 
Luxometro, in varie posizioni dell’ambiente di lavoro, la figura (B) mostra il 
confronto di tali valori in alcune delle configurazioni testate(sono state variate la 
posizione e l’orientamento delle sorgenti luminose, le dimensioni dei marker, i 
colori dei marker, interposizione o meno di vetri di protezione, impostazioni della 
webcam); attraverso questi test è stato possibile creare un scala della qualità del 
funzionamento del sistema di tracking ottico in funzione dell’illuminamento 
dell’ambiente di lavoro 
 
Figura 7-6: (A) valori di Lux nell’ambiente di lavoro; (B) grafico di confronto dei 
valori di Lux in varie configurazioni 
7.1.3 - Equipaggiamento e Interfaccia 
L’approccio alle tecniche di AR, utilizzato nell’ambito di questa prima applicazione, 
è quello della tecnologia del video mixing, unito ai display di tipo Hand Held (Figura 
7-7A), questa soluzione è stata adottata per i motivi descritti al capitolo precedente, 
in particolare la semplicità d’uso, la relativa compattezza e la limitata invasività, 
questi dispositivi possono essere impugnati quando se ne ha bisogno e messi giù 
quando non sono necessari. 
In un secondo momento è stata adottata anche una configurazione a metà strada 
fra gli Hand Held e gli Spatial display (Figura 7-7B), usando un braccio snodabile 
fissato al soffitto a cui è collegato un monitor touch screen da 15’ e la webcam. La 
peculiarità di tale braccio snodabile è che conserva la posizione in cui viene 
posizionato dopo uno spostamento; l’operatore in questo modo ha le mani sempre 
libere, il monitor sempre visibile e inoltre non c’è la presenza di cavi che potrebbero 
intralciare il movimento, di contro si ottiene un limitato campo di azione dovuto alla 
dimensioni del braccio stesso. 
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Figura 7-7: Equipaggiamento AR; (A) Hand Held Display. (B) Spatial Display 
Partendo dallo studio visto precedentemente l’interfaccia è strutturata in modo tale 
da dare spazio alla chiarezza e all’abbondanza di informazioni disponibili 
distinguendo fra informazioni fondamentali per qualsiasi tipo di operatore, quelle 
che appaiono immediatamente sullo schermo, e informazioni che invece servono 
solo se si fanno eseguire le operazioni a personale meno esperto, fino ad arrivare 
a personale completamente estraneo al processo in questione, informazioni quindi 
consultabili con un click dall’operatore. 
Inoltre è stato fatto in modo che l’operatore ponga particolare attenzione a 
momenti di verifica di quelle operazioni che potrebbero portare a un eventuale 
scarto o difetto all’interno del pezzo. 
L’interfaccia ideata mediante il linguaggio di programmazione C# è quella in Figura 
7-8. 
 
Figura 7-8: Interfaccia ARTSS: Augmented Reality Training and Support System 
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7.1.4 - Analisi delle informazioni necessarie all’operatore 
(Contenuti multimediali) 
Le informazioni da associare alle istruzioni da impartire all’operatore sono state 
organizzate in una tabella, dove, in corrispondenza di ciascuna operazione 
elementare, sono stati associati i contenuti virtuali scelti, di tipo testuale, immagini, 
animazioni Wrl e multimediali (Audio e Video). 
Per la procedura di montaggio del riduttore, si è scelto di utilizzare un contenuto 
testuale per tutte le operazioni, per conferire maggiore chiarezza e univocità 
all’istruzione. 
Inoltre, per le istruzioni che indicano la presa di un componente, si è scelto di 
visualizzare la foto del pezzo in questione, con una freccia che indica la sua 
posizione all’interno dei rack portapezzo disposti sul banco di lavoro; per le 
istruzioni circa il posizionamento dei vari pezzi sul piano di lavoro, si è scelto per le 
operazioni più elementari di utilizzare delle foto della corretta disposizione dei 
pezzi; per quelle più complesse, si è optato di fornire, oltre alla foto, anche 
un’animazione, creata con i modelli 3D dei componenti in formato .wrl (Figura 7-9), 
che con il loro movimento simulano come posizionare esattamente i pezzi. Per 
l’attrezzatura, è stata utilizzata una foto del componente da adoperare; per le 
istruzioni relative alla sicurezza, invece, sarà dedicato direttamente sull’interfaccia 
utente uno spazio con le icone riguardanti i dispositivi di protezione individuale 
necessari. 
E’ presente inoltre, a richiesta dell’operatore, l’informazione relativa alla posizione, 
sia dell’attrezzatura da usare che della stazione all’interno della celladove eseguire 
l’azione; le istruzioni spesso, infatti, comandano dei movimenti all’interno di essa 
che potrebbero provocare nell’operatore problemi di orientamento. 
 
Figura 7-9: esempio di WRL in 3 istanti successivi (A, B, C) e visualizzazione nella 
GUI (D). 
7.1.5 - Test preliminari e validazione 
Al fine di testare l’applicazione sono state compiute delle prove preliminari sul 
montaggio e lo smontaggio del riduttore. 
In Figura 7-10 si può vedere ciò che l’operatore vede attraverso l’ Hand Held 
display, mentre nella Figura 7-11 (A;B) delle operazioni elementari in cui 
compaiono informazioni sotto forma di elementi testuali, immagini e contenuti 




Figura 7-10: Punto di vista dell’operatore e svolgimento del test 
In particolare, inFigura 7-11 (C) un’azione di verifica, scandita dallo sfondo giallo 
del messaggio testuale, che richiede una conferma (true o false) da parte 
dell’operatore; in Figura 7-11 (D) si può vedere un messaggio di allerta fornito 
mediante un messaggio testuale con sfondo rosso. 
 
 
Figura 7-11: Esempi di schermate della GUI: (A,B) operazioni elementari; (C) 
operazione di verifica; (D) Messaggio di allerta 
Seguendo le indicazioni date nel paragrafo 5.1 -J è’ stata prevista una campagna 
di prove che validasse l’applicazione ARTSS implementata come supporto al 
montaggio e valutasse l’efficacia e l’efficienza della tecnologia AR in ambito 
addestrativo. 
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Si è provveduto quindi a reperire un campione di 7 volontari da sottoporre ad una 
esercitazione. L’esiguo campione non rappresenta affatto un campione 
statisticamente significativo, ma fornisce comunque una prima indicazione sulle 
azioni da intraprendere per migliorare il sistema. 
La prova consisteva nell’indossare il dispositivo in questione ed eseguire la 
procedura riguardante l’assemblaggio del gruppo uscita del riduttore senza l’ausilio 
di persone esterne. 
Si è cercato, per quanto possibile, di costituire un campione disomogeneo per 
quanto riguarda sesso, età, cultura e esperienza nell’ambito delle operazioni di 
assemblaggio (le caratteristiche dei tester sono riportate inTabella 7-1). 





TESTER 1 32 M Nessuna Laurea ing. 
Meccanica 
Ricercatore Buone 
TESTER 2 24 M Nessuna Diploma Studente 
Fisica 
Buone 























TESTER 7 33 M Nessuna Diploma Tecnico 
informatico 
Buone 
Tabella 7-1: caratteristiche degli individui sottoposti alla prova 
I Tester sono stati sottoposti ad una lezione introduttiva in aula ed in seguito è 
stato fatto indossare loro il dispositivo; sono stati condotti all’interno della cella con 
la prima istruzione della procedura visualizzata sullo schermo, e quindi sono stati 
lasciati operare in assoluta libertà con la finalità di portare a termine nel modo 
corretto l’assemblaggio del gruppo uscita del riduttore (Figura 7-10). 
Al termine della fase di formazione è stato fatto compilare ai tester un questionario 
in modo da raccogliere indicazioni riguardo a:  
• caratteristiche dell’utilizzatore (età, esperienze pregresse, titolo di studi, 
conoscenze informatiche;  
• ergonomia del dispositivo;  
• efficacia delle istruzioni fornite;  
• considerazioni personali sull’utilizzo della tecnologia AR come mezzo di 
addestramento. 
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L’aspetto più importante è rappresentato dal fatto che tutte le persone sottoposte al 
test siano riuscite a concludere correttamente le procedure. Questo è avvenuto 
impiegando un tempo variabile tra 20 e 35 minuti, come mostrato in Tabella 7-2. 
La variabilità dei timing è dovuta anche alle esperienze diverse dei tester, in 
quanto è stato riscontrato che l’operatore già esperto ha impiegato 20 minuti; alla 
persona totalmente a digiuno di ambiente d’officina ne sono serviti 35. Inoltre, solo 
un tester è dovuto ricorrere alla procedura di smontaggio in seguito a scorretto 
inserimento del cuscinetto sull’albero, non superando quindi il test dello 
spessimetro. 
 
 Tempo impiegato 
(minuti) 
TESTER 1 27 
TESTER 2 35 
TESTER 3 23 
TESTER 4 30 
TESTER 5 29 
TESTER 6 20 
TESTER 7 28 
media 27,5 
Tabella 7-2: Tempi impiegati per portare a termine la procedura 
Al termine della prova quasi tutti non hanno rilevato alcun disturbo, solo il tester 4 
(l’unica ragazza) ha lamentato la pesantezza dello zainetto contenente il portatile. 
Le schermate visualizzate sono state giudicate ben strutturate. Le immagini e i 
contenuti multimediali, ritenuti di grande aiuto per la comprensione dell’istruzione, 
sono state valutate ben visibili ed il loro contenuto facilmente comprensibile. Solo 
le istruzioni testuali hanno ottenuto pareri negativi, per via della loro visibilità: quasi 
tutti hanno riscontrato poco contrasto tra lo sfondo dell’istruzione, in verde, e il 
testo, in bianco. 
C’è stato anche un appunto che ha riguardato la scarsa visibilità delle animazioni 
per via del poco spazio riservato a queste ultime sullo schermo.  
Nella sezione conclusiva del test è stata prevista un’area in cui si è chiesto di 
fornire indicazioni generali per migliorare il dispositivo provato sia da un punto di 
vista strutturale che di contenuti. Le richieste ottenute sono: 
• Aumento del contrasto tra il testo e lo sfondo; 
• Eliminazione cavi; 
• Possibilità di appoggiare il monitor; 
Nel suo complesso questa esperienza ha evidenziato una buona adattabilità della 
tecnologia AR ad applicazioni di addestramento. Le persone sottoposte alla prova 
hanno manifestato un elevato grado di consapevolezza delle operazioni che 
stavano compiendo e degli aspetti sui quali concentrare la propria attenzione. 
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Concludendo si può dunque affermare che, al di là di alcune piccole modifiche da 
apportare, il dispositivo realizzato si è rivelato un valido strumento di 
addestramento. Le linee guida seguite per la formazione del personale hanno fatto 
sì che in meno di un’ora le persone sottoposte alla prova abbiano sostenuto una 
lezione teorica e portato a termine correttamente l’assemblaggio dei pezzi previsti. 
In seguito alle indicazioni fornite dai tester è stata implementata una 
configurazione Saptial display, utilizzando un monitor touch-screen collegato ad un 
braccio snodabile con 6 giunti rotazionali. 
Come è possibile notare in Figura 7-12, il braccio ha la capacità di sostare in 
qualsiasi posizione venga messo, consentendo perciò all’operatore di dislocarlo 
nel punto più opportuno per avere sempre il monitor sott’occhio ma senza che esso 
crei intralcio alle operazioni di assemblaggio. Il braccio si è quindi rivelato 
appropriato all’uso in ambiente industriale poiché grazie ad esso sono stati risolti i 
problemi relativi all’intralcio di cavi e si è data la possibilità all’operatore di avere 
sempre le mani libere e il monitor sott’occhio.  
Tale configurazione verrà approfondita in un case study successivo. 
 
 
Figura 7-12: Configurazione Spatial Displaye svolgimento del test 
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8 - PROGETTO FLEXA E CELLA AVIO 
Questa attività di dottorato si pone nell’ambito del progetto FLEXA del “Settimo 
Programma Quadro”, programma finanziato dalla comunità europea che raggruppa 
attività di ricerca finalizzate allo sviluppo tecnologico, sostenendo la cooperazione 
fra università, imprese, centri di ricerca. 
Il progetto è parte dell’area tematica - Trasporti e aeronautica -. 
Principali partners presenti sono: 
‘Volvo Aero Corporation, AVIO, Rolls-Royce Plc, University of Pisa, University of 
the West, Chalmers University of Technology, The University of Nottingham’ 
L'obiettivo del progetto è quello di integrare e sviluppare la conoscenza di 
determinati settori di produzione e, di conseguenza, contribuire a costruire la 
prossima generazione di piattaforme avanzate per la realizzazione di celle flessibili 
automatizzate per la produzione di componenti aeronautici. 
Il progetto si propone di contribuire in misura significativa agli obiettivi europei a 
lungo termine per l'industria aeronautica, nei tre seguenti argomenti: 
• Ridurre i costi di sviluppo del 50%: 
• Creare una supply chain competitiva in grado di dimezzare il time to market 
• Ridurre le tariffe di volo 
Lo scopo principale del progetto FLEXA è quindi riassunto come: 
“Creazione di strumenti, metodologie e tecnologie per la realizzazione di una cella 
flessibile automatizzata per la produzione di componenti aeronautici garantendo 
una sicura interazione uomo-macchina e soddisfacendo i requisiti di qualità 
dell’industria aeronautica” 
In particolare, nella cella AVIO oggetto di realizzazione all’interno del progetto 
FLEXA sono lavorati i gruppi statorici (vane) di una turbina di bassa pressione di 
un motore aeronautico (Figura 8-1). All’interno della cella devono essere lavorati i 
vanes di 7 diversi stadi con differenti dimensioni che subiscono delle lavorazione di 
rettifica e di sbavatura alternate con ispezioni al CMM. 
 
Figura 8-1: Esempio di un gruppo statorico in produzione nella cella AVIO 
In particolare la cella di lavorazione dei vanes si concentra su due fasi della rettifica 
dei semilavorati, e deve rispettare gli stringenti requisiti della produzione 
aeronautica quali: 
• Elevata precisione 
• Tolleranze ristrette 
• Materiali critici 
• Basso numero di non conformità 
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Durante lo sviluppo del progetto FLEXA la cella ha cambiato configurazione 
passando da un layout con 2 rettificatrici in cui l’operatore carica l’attrezzatura 
porta-vane in macchina, assembla su questa il vane e in seguito avvia il 
programma di gestione della rettificatrice (identificato in seguito come Level 1, 
Figura 8-2sx), ad uno in cui l’operatore assembla il vane sull’attrezzatura in una 
postazione di assemblaggio ed è presente un robot che carica l’attrezzatura nella 
rettificatrice e avvia il programma di rettifica (identificato in seguito come Level 
2,Figura 8-2 dx). 
 
Figura 8-2: Configurazione cella AVIO, sx) Level 1 ; dx) Level 2 
Dalle analisi effettuate sulla cella si evince come l’interazione uomo-macchina 
all’interno della cella possa avvenire con diverse modalità: 
• Set Up: tutte le operazioni di preparazione alla lavorazione; 
• Programmazione: l’interazione con il pannello macchina per l’inserimento dei 
parametri di lavorazione; 
• Gestione del robot; 
• Manutenzione: ordinaria e straordinaria; 
• Fasi di restart in seguito a interruzione della produzione. 
È stato riscontrato come queste operazioni siano carenti di procedure strutturate e 
informazioni a riguardo a disposizione dell’operatore e sono state individuate le fasi 
critiche per il training dell’operatore utilizzando, come criteri di scelta, il livello di 
complessità delle azioni da compiere ossia: 
• Cella AVIO Level 1 
o Set up macchina di rettifica 
 Posizionamento del vane sull’attrezzatura di rettifica 
 Gestione e programmazione della macchina 
• Cella AVIO Level 2 
o Restart della cella robotizzata 
 





8.1 - Cella AVIO Level 1: Set up macchina di rettifica 
L’analisi è iniziata con l’inquadramento della fase di verifica oggetto di studio 
all’interno delle attività setup normalmente svolte nella cella di lavorazione AVIO. 
La cella di lavorazione Avio Level 1(Figura 8-3) è costituita da:  
• 2 centri di rettifica a controllo numerico dotati di 5 assi; 
• 1 centro di rettifica a controllo numerico dotato di 3 assi; 
• 1 postazione lavoro per l’assemblaggio manuale; 
• 1 buffer interoperazionale; 
• 1 buffer di uscita; 
• 1 macchina di misura a coordinate (CMM); 
• 2 postazioni di lavoro per l’operazione di sbavatura. 
 
Figura 8-3: (a) Centro di rettifica, (b) Stazione di assemblaggio, (c) Macchina di 
misura 
La sequenza delle operazioni svolte nella cella sono (Figura 8-4): 
1. Raccolta dal magazzino 
2. Rettifica del primo lato 
3. Sbavatura manuale 
4. Controllo pezzo con CMM 
5. Rettifica del lato opposto 
6. Sbavatura manuale 
7. Controllo pezzo con CMM 
8. Stoccaggio nel magazzino  
9. Rettificafinale superficiale 
10. Sbavatura manuale 
11. Controllo con comparatori 
12. Lavaggio 
13. Controllo finale 






Figura 8-4: Sequenza di attività all'interno 
della cella AVIO 
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È stata effettuata un’attenta analisi della cella Avio, da cui si deduce che 
l’interazione uomo macchina all’interno di questa cella può avvenire in diversi modi, 
come mostrato inFigura 8-5: set-up, programmazione, manutenzione. 
Come fasi critiche per il training sono state individuate le fasi di set-up macchina di 
rettifica che possono essere divise in due step: 
• Posizionamento del pezzo da lavorare sull’attrezzatura di rettifica 
• Gestione e programmazione della macchina durante il riavvio della 
produzione  
 
Figura 8-5: Analisi cella AVIO Level 1 
La Tabella 8-1 mostra i task principali da compiere durante il set-up della macchina 
di rettifica. Queste operazioni possono essere divise in operazioni più elementari, 
per spiegare più dettagliatamente all’operatore cosa fare e fornire quante più 
informazioni possibili sull’addestramento.  
 
Tabella 8-1: Operazioni da compiere durante il set-up della macchina di rettifica 
# OPERAZIONI # OPERAZIONI 
1 Rimuovi dalla macchina utensile 
(usando preferibilmente un 
paranco) l’attrezzatura precedente 
e posizionala sul buffer 
corrispondente 
12 Verifica la corrispondenza tra i rulli 
montati in macchina e quelli indicati 
sul cartellino di lavorazione 





(vedi il P/N 
sul cartellino 
lavorazione) 13 Sostituisci i rulli non corrispondenti 




3 Rimuovi, usando l’aria compressa, 












caricala in macchina 
 
4 Allinea visivamente il lato 
rettificato dell’attrezzatura all’asse 
x della macchina  
5 Blocca l’attrezzatura usando il 
comando macchina 
6 Aggancia magneticamente il 
comparatore alla testa porta mola 








15 Disponi la pala sull’attrezzatura e 
posiziona tutte le morse 
 
8 Azzera il comparatore ruotando la 
ghiera 
16 Posiziona 2 comparatori sulle 
estremità della pala per stabilire la 
planarità e azzerali 
 
 
9 Fai scorrere la punta del 
comparatore sul lato rettificato 
comandando manualmente la 
macchina 
10 Rileva lo scostamento sul 
comparatore 
 Se scostamento = 0mm 
→vai all’operazione 11 
 Se scostamento ≠ 0mm → 
aziona manualmente la 
macchina e ruota la tavola 
fino a riportare a zero il 
comparatore 
17 Ruota i supporti posizionati sotto la 
punta dei comparatori finchè i 
comparatori segnano 0,03mm 
11 Dopo aver allineato l’attrezzatura, 
nel programmare il comando G55, 
inserisci i dati registrati relativi alla 
rotazione della tavola 
18 Usando una chiave a brugola, 
avvita le morse fino riazzerare i 
comparatori  
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8.2 - Fase di set up di una macchina di rettifica: 
Posizionamento del Vane sull’attrezzatura con 
dispositivo Spatial Display 
Il case study analizzato in questo paragrafo riguarda l’addestramento 
dell’operatore al montaggio manuale del gruppo statorico sull’attrezzatura della 
fase di rettifica. 
 
 
(a)                                             (b)                              (c) 
Figura 8-6: (a) attrezzatura prima fase, (b)vane, (c) attrezzatura seconda fase 
Come primo passo dell’analisi della procedura di assemblaggio del vane 
sull’attrezzatura, si è analizzato il materiale a disposizione: l’attrezzatura di prima 
fase (Figura 8-6a), che, sfrutta i datum presenti sul semilavorato, ossia riferimenti 
assicurati dal produttore, per lavorare un piano del vane che fungerà da riferimento 
per le lavorazioni successive; il vane (Figura 8-6b), un insieme di palette della 
statore di una turbina; l’attrezzatura di seconda fase (Figura 8-6c).  
 
(a)                                                            (b) 
Figura 8-7: (a) Abbassare i supporti e allontanare il perno; (b) Alloggiamento vane 
Si è passato poi all’identificazione dei task, dei sub task e delle operazioni 
elementari. Il primo step da compiere per il montaggio del vane sull’attrezzatura di 
prima fase consiste nell’abbassare i 4 supporti (indicati con le frecce gialle in 
Figura 8-7a), e allontanare il perno, per consentire l’alloggiamento del vane. 
Quindi, si può alloggiare il vane, avendo cura di portare a contatto i rispettivi 
datum-vanee datum-attrezzatura (Figura 8-7b).  
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Il terzo step consiste nel posizionare le 4 morse a contatto con il vane, in 
corrispondenza dei supporti (Figura 8-8a). 
 
(a)                                           (b) 
Figura 8-8: (a) Posizionamento morse;(b) Posizionamento comparatori a leva 
Per assicurare la planarità della superficie del vane si usano due comparatori a 
leva: si posizionano i tastatori su due punti della superficie in questione, mettendoli 
a contatto senza far raggiungere il fine corsa, e si azzerano ruotando la ghiera 
(Figura 8-8b). 
Successivamente, si alzano i supporti fino a far segnare 0,03 sul comparatore 
(Figura 8-9a), e si ripristina l’azzeramento avvitando le morse (Figura 8-9b). 
 
(a)                                               (b) 
Figura 8-9: (a) Azzeramento comparatori; (b) Avvitamento morse 
Si passa poi al controllo del posizionamento, andando a verificare con uno 
spessimetro i punti di contatto tra i datum-vanee i rispettivi datum-attrezzatura.  
Le operazioni elementari, con i rispettivi task e sub task, sono state poi organizzate 
in una tabella per avere una visione d’insieme più efficace. 
 
Dall’osservazione dell'attuale metodo di addestramento degli operatori della cella 
AVIO, che consiste nell'affiancamento degli apprendisti da parte di personale 
esperto (on-the-job training), si denota la carenza di procedure standard di 
insegnamento. Si è pensato quindi di investigare la possibilità di fornire il materiale 
informativo più idoneo all’operatore con metodi alternativi, che rendano la 
procedura standardizzata e più affidabile. 
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Le motivazioni che hanno spinto alla selezione di questi metodi sono scaturite da 
due scelte preliminari: il formato delle istruzioni da fornire e la tipologia di contenuti. 
Il materiale didattico, infatti, è principalmente costituito da istruzioni che possono 
riguardare qualsiasi argomento: azioni da compiere, ma anche il posizionamento di 
strumenti o dispositivi, utensili da utilizzare, i dati tecnici su cui impostare i 
parametri della macchina, ecc. 
Selezionare il formato, quindi, significa scegliere il migliore "contenitore" di tutte 
queste informazioni; selezionare la tipologia riguarda l'identificazione del miglior 
modo per impartire l'istruzione o informazioni specifiche, a seconda del formato 
scelto . 
Sono state implementate, e di seguito rappresentate, due tecniche Computer 
Based Training, in due formati diversi: uno più classico, che consiste in un 
Handbook interattivo, uno più innovativo, da noi denominato 3D Virtual Training, da 
confrontare con un terzo formato, quello basato sull’applicazione di tecniche AR. 
8.2.1 - HandBook 
Il HandBook è un book interattivo contenente tutte le istruzioni per eseguire i 
diversi compiti. 
Si basa su un file power point con collegamenti tra le varie sezioni del book stesso 
tali da fornire un agevole supporto all’operatore in loco. 
L’interfaccia utente (Figura 8-10a) è composta di due parti: la parte destra 
visualizza istruzioni testuali generiche, che potrebbero essere sufficienti per 
operatori esperti.Nella parte sinistra ci sono immagini e collegamenti ad altre slide 
più dettagliate, utili per gli apprendisti, che spiegano più approfonditamente le 
operazioni da compiere. Per esempio il collegamento  “where is the fixture storage” 
e il punto interrogativo in Figura 8-10a rimandano alle slide di approfondimento in 
Figura 8-10b, riguardante la posizione dell’operatore, e istruzioni con vari step di 
dettaglio sulla gestione sul pannello di controllo della rettificatrice. 
 
 
Figura 8-10: (a) Screenshots interfaccia principale Handbook, (b) Collegamenti a 
slide d'approfodimento 
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8.2.2 - 3D virtual training 
3D virtual training è un tutorial creato con simulazioni 3D virtuali che spiegano 
passo dopo passo tutte le operazioni da compiere, all’interno di una particolare 
procedura della cella. Le simulazioni rappresentano fedelmente i componenti reali, 
che sono stati ricreati, attraverso tecniche di Reverse Engineering, come modelli 
CAD (Figura 8-11) e movimentati al fine di riprodurre il più fedelmente possibile le 
azioni che l’operatore compie nella realtà. 
 
 
Figura 8-11: Passaggio da "reale" a modellazione "virtuale" 
Il diagramma in Figura 8-12rappresenta come è stato organizzato il lavoro che ha 
portato alla definizione di questo strumento. 
Come primo passo è stata effettuata l'analisi preliminare di tutte le procedure in 
questione, sono state analizzate le informazioni disponibili come i disegni tecnici, il 
ciclo di montaggio cartaceo. Sono stati identificati tutti i componenti (reazioni, 
morse, perni, datum), e ad ognuno è stato assegnato un nome per un facile 
riconoscimento.  
 
Figura 8-12: Step per l'implementazione 
In seguito, così come spiegato al paragrafo5.1 - la procedura è stata scomposta in 
operazioni elementari: queste corrispondono alle azioni che verranno mostrate nei 
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video realizzati in uno dei prossimi passi. Sono state organizzate in una tabella e 
divise in task e subtask  
Quarto passo è stata la creazione di modelli 3D di tutte le parti: usando 
SolidWorks®, (CAD di modellazione 3D), tutti i componenti identificati nella 
seconda fase sono stati modellati, utilizzando dimensioni ottenute dalla rilevazione 
diretta. Poi, tutti i componenti realizzati sono stati assemblati utilizzando i vincoli di 
posizione, al fine di ricreare il modello dell’attrezzatura (Figura 8-13 Sx). 
 
Figura 8-13: Sx)modello dell’attrezzatura; Dx)esempio di creazione dell’animazione 
Il passo successivo è stato quello di importare il modello, 3D in 3Dcreate ®, un 
software di simulazione di processi con il quale è stato possibile conferire i 
movimenti desiderati ai componenti,per simulare le azioni che l'operatore deve 
eseguire e modificarne l’aspetto grafico enfatizzando il componente desiderato. 
Per esempio, in Figura 8-13Dx il supporto e la freccia sono stati colorati in rosso, 
ruotano intorno all’asse del supporto e traslano verso l'alto, per spiegare 
all'operatore che deve ruotare in senso orario quel particolare componente. 
In questa fase, sono stati aggiunti anche altri componenti, come le mani, i 
comparatori, frecce, testi, e modificati per renderli il più possibile vicini alla realtà 
(Figura 8-14). Attraverso la programmazione, sono stati fatti apparire e scomparire 
al  momento desiderato. 
 
Figura 8-14: esempio di componenti aggiuntivi 
 
Infine sono stati montati i video tramite un tool del 3D Create che permette di 
gestire durante il montaggio la posizione del punto di vista dell’osservatore e la 
modalità di passaggio da un punto di vista a un altro  
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In Figura 8-15è possibile vedere alcune sequenze del posizionamento del vane 
sull’attrezzatura. 
 
Figura 8-15: posizionamento del vane sull’attrezzatura 
L’ultimo step dell’implementazione ha riguardato la definizione dell’interfaccia per 
la gestione della sequenza dei video e delle informazioni aggiuntive (Figura 8-16), 
L’operatore può scegliere dal menù in alto a sinistra il task che desidera vedere, 
nello parte centrale viene mostrata la simulazione 3D, nella parte destra sono 
presenti indicazioni testuali sullo step e sulle operazioni elementari, e contenuti 
aggiuntivi quali foto e audio. 
Attraverso i tasti sulla barra di navigazione, l’operatore può navigare tra le varie 
operazioni elementari e i task, con un interfaccia simile ai player musicali per pc. 
Il tutorial è fatto visualizzare all’operatore tramite dispositivo hand held descritto al 
paragrafo precedente, su schermo touch screen da 10”. 
 
Figura 8-16: Graphical User Interface 
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8.2.3 - ARTSS (Augmented Reality Training and Support 
System) 
Questa applicazione si basa sull’uso della Realtà Aumentata come strumento di 
ausilio all’operatore durante il training. Partendo dall’analisi della cella e dal flow-
chart logico delle operazioni creato in precedenza l’implementazione è stata 
condotta secondo le seguenti fasi: 
• Configurazione dell’equipaggiamento 
Per impartire all’operatore le istruzioni necessarie ad eseguire correttamente 
l’assemblaggio del vane, si è pensato ad un sistema Hand Held-Video See-
Through (Figura 8-17 A) che comprende un monitor touch screen 19”, montato su 
braccio mobile, e una webcam,fissata sulla parte posteriore del monitor, il tutto 
collegato al PC posto in prossimità della zona di lavoro. 
Tale sistema è stato scelto perché poco invasivo per l’operatore e facilmente 
applicabile a postazioni assemblaggio fisse e manuali. L’utilizzatore orientando il 
display verso la zona di lavoro vede il flusso video catturato dalla telecamera 
arricchito dei contenuti virtuali. Inoltre, grazie al touchscreen del monitor, ha la 
possibilità di avanzare o arretrare nella procedura autonomamente (Figura 8-17 B). 
Dopo aver letto le informazioni sul compito da eseguire, l’operatore libera la sua 
visuale dallo schermo ed opera sui componenti (Figura 8-17 C). 
 
 
Figura 8-17:(A) Stazione di lavoro;(B) Acquisizione informazioni;(C) Esecuzione 
Operazione  
• Definizione dei contenuti virtuali: 
Per ognuno dei passi del flow-chart si è studiata l’istruzione da fornire all’operatore 
per compiere l’operazione in modo corretto e sicuro (Tabella 8-2).  
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Tabella 8-2: Estratto della tabella di definizione dei contenuti virtuali 
In particolare, le animazioni virtuali sono state create ricostruendo tutti gli oggetti 
3D dell’attrezzatura e il vanes mediante il CAD SolidWoks® e in seguito conferendo 
a questi il movimento e le personalizzazioni grafiche mediante il software 
StudioMax®. 
 
• Creazione dell’interfaccia (GUI,Graphical User Interface) 
L’interfaccia attuale è stata ottenuta migliorando l’interfaccia usata nelle prime 
applicazioni di ARTSS. La soluzione adottata è quella riportata in Figura 8-18. 
Quest’interfaccia comprende: 
o Istruzioni testuali: un testo permanente che indica l’operazione da 
svolgere.  
o Elementi virtuali: sono i contenuti virtuali che si sovrappongono alle 
immagini reali inquadrate dalla telecamera. 
o Icone o scritte interattive: sono icone o scritte che appaiono solo se 
l’operatore ha bisogno di chiarimenti aggiuntivi in merito a una determinata 
operazione, o a una qualsiasi informazione sulle attrezzature utilizzate o 
sul processo di montaggio (video di montaggio, foto, task relativo 
all’operazione,ecc). 
o Icone di navigazione: servono all’operatore per andare avanti o 
tornare indietro con il ciclo di montaggio, soffermandosi su ogni schermata 
il tempo necessario per comprendere le informazioni visualizzate e 
operare. Importante, ad esempio, è il tasto freeze che consente di bloccare 
l’immagine ripresa dalla telecamera. Così facendo l’operatore può spostare 
lo schermo, eseguire l’operazione e al tempo stesso consultare l’immagine 
bloccata sul display. 
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Figura 8-18: interfaccia grafica 
• Implementazione 
Per l’implementazione della procedura con il software Unifeye ci si è avvalsi del 
Workflow Engine 2.0 gestito con un applicazione C# che permette di seguire il 
flusso delle informazioni stabilite con il flow-chart definito in precedenza. 
 
Figura 8-19: (A) disposizione Marker, (B)posizionamento dei .wrl 
L’implementazione dell’applicazione ha richiesto, in primo luogo, la disposizione 
dei marker (Figura 8-19 A): nell’ambiente di lavoro sono stati posizionati 4 marker 
in corrispondenza degli angoli dell’attrezzatura. Per rendere più robusto il sistema, 
è stato implementato un algoritmo che consente di visualizzare i contenuti virtuali 
anche se solo un marker fosse visibile dalla videocamera, perché gli altri sono 
ostruiti da qualche movimento dell’operatore. In seguito sono state fatte collimare 
le immagini virtuali (wrl) con quelle reali utilizzando l’interfaccia principale del 
software (Figura 8-19B). 
 
Nella Figura 8-20 si può vedere l’uso dell’applicazione durante la fase di 
caricamento del vanes sull’attrezzatura: l’operatore inquadra il mondo reale (A), 
sullo schermo appaiono le informazioni per compiere l’operazione attuale (B), 
blocca l’immagine, sposta il monitor e compie l’operazione(C). 
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Figura 8-20: Uso dell’applicazioneARTSS 
È stata inoltre attuata una variante dell’applicazione ARTSS: durante l’attività di 
validazione, introdotta al paragrafo5.1 -, è stato riscontrato che la problematica più 
ricorrente messa in luce dai tester è stata quella dell’uso dei comparatori, strumenti 
il cui uso si è mostrato alquanto ostico per i neofiti. Si è pensato quindi di usare dei 
sensori laser, con precisione millesimale, in sostituzione dei comparatori 
centesimali nella procedura di controllo della planarità vane attrezzatura (Figura 
8-21). 
Questa soluzione, oltre a velocizzare e facilitare la rilevazione dei parametri critici 
per il controllo, ha comportato, rispetto alla classica applicazione AR i seguenti 
vantaggi: 
o Visualizzazione dei valori misurati direttamente sull’interfaccia, quindi 
maggiore praticità; 
o Feedback, e azione correttiva, in tempo reale; 
o Ulteriore standardizzazione della procedura. 
 
 
Figura 8-21: Passaggio dai comparatori ai sensori laser 
Per questa applicazione, oltre le prove di validazione in laboratorio, sono state 
eseguite prove nella cella AVIO, nello stabilimento di Pomigliano (NA) con una 
configurazione hardware modificata, Hand-Held Video See-Through, (Figura 8-22), 




Figura 8-22: prove nello stabilimento AVIO da parte di operatori specializati 
8.2.4 - Test preliminari e validazione 
I primi due strumenti implementati e analizzati, Handbook e 3D Virtual Training, 
fanno parte della tecnica d’addestramento Computer Based Training. Poiché 
questa modalità è già stata adottata in industria, sono state previste delle prove di 
validazione solo per l’ultima procedura mostrata, che può essere considerata più 
innovativa e mene utilizzata rispetto alle tecniche classiche. 
Per effettuare la validazione dell’applicazione AR sono stati seguiti i parametri 
indicati al paragrafo 5.1 -. 
Si è provveduto a reperire un campione di 6 volontari da sottoporre ad 
un’esercitazione. La prova consiste nell’utilizzare i dispositivi descritti ed eseguire 
la procedura di montaggio del gruppo statorico sull’attrezzatura senza l’ausilio di 
persone esterne. 
 
Figura 8-23: A) caratteristiche degli individui sottoposti alla prova; (B) tempi 
impiegati per eseguire l’intera procedura 
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Grazie alle risposte del questionario, ai dati forniti da un supervisore presente 
durante la prova e ai tempi cronometrati, sono state ricavate importanti 
considerazioni sulla validazione della procedura. È importante notare che tutte le 
persone sottoposte al test siano riuscite a concludere correttamente le procedure. 
Questo è avvenuto impiegando un tempo variabile tra 15 e 43 minuti, come 
mostrato in Figura 8-23B. Durante l’interpretazione dei tempi rilevati, si consideri 
che l’elevata ampiezza del range è dovuta al fatto che il tester 1 ha impiegato più 
tempo di tutti poiché arrivato alla fase di controllo, ha dovuto eseguire la procedura 
di feedback; invece, il tester 6 ha impiegato 15 minuti in quanto si tratta di un 
tecnico di officina che già conosceva l’attrezzatura e il gruppo statorico. 
Dal questionario post prova e dalle impressioni del supervisore sono emersi una 
serie di miglioramenti da apportare al dispositivo. 
I. Ridurre il numero di spostamenti del monitor: si può testare la soluzione di 
collegare il monitor ad un braccio mobile dall’alto in modo tale che l’operatore 
quando esegue le varie operazioni può spostare il monitor verso l’alto, così da 
non risultare intralciato nei suoi movimenti laterali e risolvendo il problema, 
anche, per le persone mancine. 
II. Miglioramento della procedura: si possono apportare alcuni miglioramenti 
alla procedura, ossia: 
- Analizzare più nel dettaglio alcune fasi. Ad esempio la fase di 
posizionamento dei comparatori, può essere analizzata più nel dettaglio, 
suddividendola in ulteriori operazioni elementari ed associando ad ognuna 
di essa istruzioni e animazioni mirate.  
- Migliorare la navigazione della procedura. Potrebbe essere utile 
dedicare una porzione dell’interfaccia alla visualizzazione dell’istruzione 
testuale successiva a quella che si sta eseguendo, senza costringere 
l’operatore ad usare i tasti di navigazione per sapere cosa fare subito 
dopo.  
- Qualora l’utente non inquadri correttamente i marker, introdurre un 
messaggio testuale, del tipo marker non inquadrato correttamente”, finche 
l’addestrando non rivolge la videocamera verso il marker. Questo perché 
l’utente ad ogni passo della procedura è consapevole di tutti i contenuti a 
disposizione (quelli la cui icona è effettivamente presente sulla schermata, 
e quelli presenti di default), eccetto le animazioni, visualizzabili solo 
inquadrando il marker. 
 
8.3 - Fase di set up di una macchina di rettifica: 
Gestione e programmazione con dispositivo 
HMD 
Il lavoro si è concentrato sulla fase di set-up riguardante il posizionamento 
dell’attrezzatura porta pezzo in macchina, in particolare viene richiesto agli 
operatori un posizionamento di un lato dell’attrezzatura in parallelo rispetto ad un 
asse della macchina, con una un errore massimo consentito di 1 centesimo di 
millimetro. 
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La verifica di allineamento viene realizzata facendo scorrere la punta di un 
comparatore (posizionato sulla testa portamola) per tutta la lunghezza del lato a 
partire da uno spigolo. 
Identificata la posizione corrente della tavola questa viene poi raddrizzata, 
ruotandola; il nuovo valore dell’asse rispetto al quale è eseguita la rotazione, una 
volta salvato nel file origini, viene verificato un’ultima volta con una corsa di verifica 
finale svolta a seguito di un allontanamento e riposizionamento sull’origine 
aggiornata. 
Le operazioni sono quelle già individuate in Tabella 8-1, dalla n°4 alla n°11 
Da ciò risulta evidente l’attenzione e l’accuratezza che necessita la sua esecuzione 
da parte degli addetti specializzati.  
È stato fatto uno studio di fattibilità per ricreare la procedura Avio nei laboratori del 
DIMNP, ci si è avvalsi dell’uso di un centro di lavoro orizzontale, Horizon 450, 
presente presso il DIMNP ed è stato riprodotto il modus operandi AVIO circa le 
attività di set-up suddette, con un alto grado di coerenza tra le procedure. 
In Figura 8-24è possibile vedere alcune caratteristiche della cella AVIO e della 
cella DIMNP messe a confronto. 
 
Figura 8-24:Confronto cella AVIO (cella DIMNP); centro di rettifica Blohm Profimat 
(centro di lavoro Horizon); assi macchina; pannello di controllo 
8.3.1 - ARTSS 
• Flow - chart logico delle operazioni di montaggio e smontaggio 
In questa prima fase del lavoro si è analizzata nel dettaglio la procedura di 
allineamento dell’attrezzatura del gruppo statorico, ripercorrendo gli step necessari 
per implementare l’applicazione AR. A partire dallo studio generale della procedura 
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AVIO è stata individuata una procedura volta alla riproduzione di questa attività 
presso il laboratorio del DIMNP. 
Per entrambe è stata realizzata una classificazione in task, sub task e operazioni 
elementari nonchéun flow chart associato.  
I due setup differiscono per lo più nelle operazioni elementari, dovuto 
essenzialmente alla diversità delle macchine utilizzate. 
In Tabella 8-3 il confronto tra i subtask rilevati nelle diverse procedure, relativi allo 
stesso task n°1, ossia “Set up dell’attività di misurazione”; in Tabella 8-4 le 
operazioni elementari individuate per i primi subtask della procedura eseguita 
presso il DIMNP. 
 
TASK SUBTASK AVIO SUBTASK   DIMNP 
1 Set up dell’attività 
di misurazione 
1. Caricamento del programma  
2. Posizionamento attrezzo 
(allineamento visivo) 
3. Posizionamento dello strumento 
di misura 
4. Rotazione della tavola attorno 
all’asse rotativo A 
5. Avvicinamento grossolano del 
tastatore all’ attrezzatura lungo 
l’asse X , Y e Z 
6. Avvicinamento di precisione del 
tastatore all’ attrezzatura lungo 
l’asse X, Y e Z 
1. Posizionamento 
dell’attrezzatura sullo zero 
macchina 
2. Posizionamento sull’origine 
zero (allineamento visivo) 
3. Posizionamento dello 
strumento di misura 
4. Avvicinamento grossolano del 
tastatore all’ attrezzatura 
lungo l’asse X , Y e Z 
5. Avvicinamento di precisione  




1) Operazioni preliminari al 
rilevamento 
2) Rilevamento posizione 
attrezzatura 
1) Operazioni preliminari al 
rilevamento 
2) Rilevamento posizione 
attrezzatura  
Tabella 8-3: Confronto Procedura AVIO/DIMNP 
 
Tabella 8-4: Estratto della procedura con scomposizione in Task, sub-task e 
operazioni elementari 
Il passo successivo è stato quello di individuare il testo, contenuti virtuali, foto, e 
tutto quello che in genere poteva servire per spiegare al meglio le istruzioni da 
fornire all’operatore, da associare a ogni operazione elementare. È seguita la 
descrizione degli hardware e del software a disposizione per l’applicazione AR, 
l’area di lavoro e l’implementazione vera e propria sul software. 
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Nella tabella seguente (Tabella 8-5) è riportata l’associazione dei contenuti virtuali 
relativi a 3istruzioni della procedura.  
 
# 































Tabella 8-5: Sezione della tabella dei contenuti virtuali 
Seguendo l’ordine delle colonne, possiamo analizzare le informazioni che arrivano 
all’operatore: egli può leggere l’azione da compiere ad ogni passo procedurale e 
contemporaneamente vedrà comparire elementi virtuali (chiamati in tabella “WRL”) 
che lo aiutano a comprendere meglio l’istruzione. 
L’elemento virtuale può essere un elemento lampeggiante fermo, oppure in 
movimento. 
Se l’istruzione non fosse ancora ben chiara, l’operatore può usufruire della foto 
esplicativa dell’operazione. Ad esempio l’operazione numero 6 invita a posizionare 
il potenziometro sulla terza posizione a sinistra a partire dalla posizione di zero. 
Insieme al testo compare come elemento virtuale una freccia rotante che indica il 
verso di rotazione del potenziometro. L’operatore, qualora lo ritenga necessario, 
può osservare la foto della posizione finale che deve assumere il potenziometro. 
Per alcune operazioni come ad esempio la numero 7 sono inoltre disponibili delle 
immagini secondarie (v. colonna “Image 2” della precedente tabella), che 
l’operatore può richiamare in caso di necessità. 
Sotto la scritta “Warning” invece si situazioni di pericolo per l’operatore e/o per la 
macchina. 
 
• Configurazione Hardware 
La configurazione utilizzata per quest’applicazione deve rispondere principalmente 
a requisiti di mobilità., per cui all’operatore è fatto indossare uno zaino con 
all’interno il PC, a cui è collegato l’HMD con videocamera per vedere l’ambiente 
reale; si utilizza un telecomando wireless per l’interazione con l’applicazione. 
Questa modalità permette grande mobilità dell’utente senza pericolo di inciampare 
in cavi di collegamento e senza limitatezza nei movimenti.  
La mobilità è un aspetto cruciale per la procedura, poiché l’operatore ha esigenza 
di muoversi tra la consolle e l’area di lavoro all’interno della macchina. 
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L’utilizzo di un telecomando consente un facile cambio di schermate 
dell’applicazione, ma al tempo stesso presenta lo svantaggio di impegnare una 
mano dell’operatore. Comunque, essendo solo tre operazioni della procedura che 
richiedono entrambe le mani libere (posizionamento, regolazione e rimozione del 
comparatore) non si ritiene ciò particolarmente incidente sull’ergonomia. 
In caso di necessità l’operatore potrà mettere in tasca il telecomando o poggiarlo 
su di un piano già presente nell’area di lavoro. 
Il sistema di tracking scelto per l’applicazione è di tipo marker-based, la quale ha il 
vantaggio di essere accurata per piccoli spazi ed immune ed 
interferenze/distorsioni magnetiche e acustiche. 
Nella figura seguente è mostrata la configurazione (Figura 8-25). 
 
 
Figura 8-25: Configurazione hardware 
A questo punto sono stati identificati tutti i componenti necessari a costruire 
l’ambiente di lavoro, di tipo hardware e software,nonché il numero di marker e loro 
configurazione.  
Come esposto in precedenza, gli strumenti che ha a disposizione l’operatore come 
supporto al suo lavoro sono: 
• HMD (attraverso cui l’operatore vede il del mondo reale “aumentato” dai 
contenuti virtuali dell’applicazione ); 
• Telecomando (con cui interagisce con l’applicazione attraverso l’uso dei 
tasti e/o l’utilizzo dello stesso in “modalità mouse”); 
• Zaino con all’interno il tablet pc; 
• Comparatore posizionato su di un tavolo a fianco alla macchina. 
 
La scelta della disposizione dei marker è stata fatta sempre nell’ottica di assicurare 
la robustezza del sistema. Sono stati disposti nell’area di lavoro un totale di cinque 
marker presenti nel database del software. In particolare sono stati posizionati 3 
marker sul pannello macchina legati da un rapporto padre-figlio in modo da 
costituire un unico sistema di riferimento. In questo modo, si possono visualizzare i 
contenuti virtuali anche se solo un marker fosse visibile dalla videocamera, poiché 
gli altri sono ostruiti da qualche movimento dell’operatore. Ad esempio con 
l’avvicinamento degli occhi al pannello macchina la webcam potrebbe perdere la 
visione di più di un marker. 
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All’interno del centro di lavoro sono stati posizionati 2 marker che costituiscono due 
sistemi di riferimento indipendenti l’uno dall’altro. Uno è sotto il mandrino e l’altro è 
sulla tavola portapezzo.  
Nella Figura 8-26 è possibile vedere la disposizione dei mareker sul pannello 
macchina e all’intero del centro di lavoro. 
 
Figura 8-26: Configurazione marker: sx)all’interno del centro di lavoro; dx)pannello 
macchina 
• Implementazione sul campo 
L’implementazione sul campo consiste principalmente nel collimare l’immagine 
virtuale con quella reale. Solo se si ha una perfetta collimazione, infatti, l’istruzione 
potrà risultare davvero efficace. Per fare ciò, si è utilizzata l’interfaccia principale 
del software (Figura 8-27), si sono caricati i file .wrl corrispondenti ai modelli 3D dei 
pezzi che si vogliono visualizzare, si sono traslati, ruotati e scalati fino a portarli alla 
posizione desiderata e si sono riportati nel workflow questi dati. 
 
Figura 8-27:Interfaccia principale del software utilizzata per individuare il corretto 
posizionamento dei .wrl 
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Nell’esempio in figura è mostrato il posizionamento dei contenuti virtuali relativi 
all’operazione 54 ossia: 
• La linea gialla che indica la posizione di fine corsa dell’asse X 
• La freccia che mostra il verso in cui si sta spostando l’asse 
• La scritta “Full Stroke” 
Nella parte bassa della schermata si trova la funzione di caricamento della 
webcam corretta, e sulla destra le funzioni di traslazione, di rotazione e di 
impostazione della scala. Nella finestra “General” è possibile impostare il marker di 
riferimento per lo specifico .wrl. Nell’esempio mostrato, dovendo essere tutti e tre i 
contenuti virtuali fissi (non si muovono con lo spostamento della tavola), i tre 
contenuti virtuali sono stati riferiti al marker sotto il mandrino. 
 
• Graphical User Interface 
L’interfaccia definita per questo case-study è pressocchè identica a quella utilizzata 
nel precedente, poichè durante la validazione aveva dato un buon feedback da 
parte dei tester. (Figura 8-28). 
 
Figura 8-28: Interfaccia AR 
Nelle figure seguenti (Figura 8-29) sono mostrati alcuni esempi di schermate 
visualizzabili con l’applicazione, è possibile vedere indicazioni su dimensioni 
caratteristiche della procedura all’interno della macchina, uso degli strumenti di 
misura (comparatori) e azioni sul pannello di controllo della macchina. 
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Figura 8-29: esempi di schermate visibili dall’operatore. 
 
• Validazione 
Le caratteristiche delle persone che si sono sottoposti alla prova sono mostrati 
nella Tabella 8-6 seguente: un’età compresa tra i 23 ed i 65 anni, un titolo di studio 
uguale o superiore al diploma di scuola superiore ed almeno un sufficiente grado di 
familiarità con i dispositivi informatici. Solo uno dei partecipanti prima di cominciare 
la prova sapeva cosa fosse la Realtà Aumentata ma non aveva mai fatto uso di 
applicazioni AR. 
In generale le persone sottoposte alla prova hanno mostrato un alto grado di 
consapevolezza delle operazioni che stavano compiendo, e solo uno l’ha ritenuto 
sufficiente. 
Nessuno dei volontari saprebbe ripetere la procedura senza l’ausilio del dispositivo 
e questo può esser dovuto sia alla lunghezza che alla complessità della procedura. 
Ciò conferma la validità dell’applicazione, che permette l’esecuzione della 
procedura a persone completamente prive di esperienza e/o conoscenza sulla 
materia o sull’impianto specifico. 
Tutti i volontari hanno risposto di aver compreso le istruzioni fornite, ritengono i 
contenuti multimediali di aiuto a comprendere le istruzioni , non hanno avuto 
problemi di orientamento. 
I contenuti multimediali ritenuti più utili per la comprensione delle istruzioni sono 
stati le animazioni e i testi. 
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 Età Sesso Precedenti esperienze Titolo di studio Lavoro 
TESTER 1 32 M Principiante Laurea ing. 
Meccanica 
Ricercatore 
TESTER 2 24 M Principiante Diploma Studente Fisica 
TESTER 3 28 F Principiante Diploma Studente 








TESTER 6 65 M Media 
esperienza 









Tabella 8-6: Caratteristiche dei tester sottoposti alla prova 
I risultati ottenuti sono riassunti nella tabella seguente (Tabella 8-7). 
Per quanto riguarda le considerazioni ergonomiche sul dispositivo realizzato, tre 
tester hanno riscontrato problemi legati alla nitidezza delle schermate virtuali. 
Questo problema è riconducibile alle prestazioni di visualizzazione del HMD. 
Quest’ultimo infatti, è un dispositivo di prestazioni discrete ma essendo questa una 
tecnologia in veloce sviluppo, sul mercato si affacciano prodotti con prestazioni 
superiori. 
 TEMPO IMPIEGATO 
TESTER 1 1 h e 05 min 
TESTER 2 1 h e 32 min 
TESTER 3 1 h e 26 min 
TESTER 4 1 h e 15 min 
TESTER 5 1 h e 21 min 
TESTER 6 1 h e 40 min 
TESTER 7 57 min 
Tabella 8-7: Tempi impiegati per l’esecuzione della prova 
Alcuni tester hanno lamentato una pesantezza eccessiva dell’HMD e un fastidio in 
corrispondenza delle cinghie di bloccaggio sulla testa. 
Infatti se l’HMD non è indossato e regolato correttamente può provocare sia fastidi 
che instabilità di posizione delle lenti, che possono disturbare sia la messa a fuoco 
che la visualizzazione delle immagini. 
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8.3.1 - 3D Training 
Anche per questo case study è stato implementato il metodo 3D Training, ossia 
sono stati realizzate le simulazioni 3D di tutte le operazioni elementari definite al 
paragrafo precedente, ricostruendo fedelmente tutti gli elementi appartenenti alla 
cella (Figura 8-30). La procedura utilizzata per la realizzazione del tutorial è la 
stessa già spiegata al paragrafo 8.2.2 -, così come l’interfaccia grafica utilizzata per 
la navigazione all’interno della procedura. 
 
 
Figura 8-30: Screenshot dei video del 3D Training  
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8.4 - Cella AVIO Level 2: Restart di una cella 
robotizzata 
La cella AVIO descritta nel paragrafo precedente ha subito, con l’avanzamento del 
progetto, alcune evoluzioni: in particolare, è stato introdotto un robot manipolatore 
di tipo antropomorfo che automatizza la fase, precedentemente manuale, di 
carico/scarico dell’attrezzatura di rettifica all’interno della macchina. È stato quindi 
necessario riconfigurare il sistema AR realizzato, perché si adattasse alle nuove 
esigenze. 
Dalla nuova analisi della cella modificata è stato rilevato che l’interazione uomo-
macchina che risulta più ostica è il restart della cella stessa in seguito a failure del 
robot. 
I principali componenti presenti all’interno della cella in analisi sono ( 
Figura 8-31 ): 
• Robot Fanuc; 
• Macchina di rettifica (Makino G5i); 
• Work Setting Stations (WSS1 e WSS2). 
 
Figura 8-31: principali componenti all’interno della cella in AVIO 
La procedura standard che avviene nella cella è la seguente: l’operatore apre gli 
sportelli di sicurezza della cella che racchiude il robot, carica il vane 
sull’attrezzatura presente nella WSS (1 o 2), usando gli accorgimenti previsti dal 
case study al paragrafo 8.2 -, richiude gli sportelli e, agendo sul pannello di 
controllo WSS, dà l’OK per quanto riguarda le stazioni. 
Sul pannello di controllo principale (Figura 8-32) verifica che sia presente il 
programma di lavoro corretto e dà la conferma per lo start della lavorazione; a 
questo punto si apre la porta per il carico sulla G5i. 
Il robot, una volta che l’operatore ha dato il comando di start, prende l’attrezzatura 
dalla WSS1, la porta in macchina e si mette in posizione HOME (posizione 
rappresentata in Figura 8-33), mentre il vane è sottoposto a rettifica di prima fase. 
Finita la lavorazione, il robot riprende l’attrezzatura e la riporta sulla WSS1.  
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Figura 8-32: Sistemi di interazione presenti nella cella 
A questo punto l’operatore apre le porte, disassembla il vane dalla WSS1 e lo 
assembla sulla WSS2. L’apposito comando è fornito al robot per consentirgli di 
prendere l’attrezzatura dalla WSS2 e portarla in macchia cosicché il vane possa 
essere sottoposto a rettifica di seconda fase. Il robot attende in posizione HOME il 
termine della lavorazione. Nel frattempo, nell’ottica di una produzione in serie, 
l’operatore può montare un vane nuovo sull’attrezzatura di prima fase posta sulla 
WSS1. Al termine della rettifica, il robot riprende l’attrezzatura, la riporta sulla 
WSS2 e si sposta subito sulla WSS1. Così il ciclo ricomincia, con l’accorgimento 
che l’operatore rimuova il vane lavorato in entrambe le fasi dalla WSS2 mentre la 
macchina lavora a prima fase. 
 
Figura 8-33: Schematizzazione della cella Avio con indicazione della posizione 
HOME 
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8.5 - Restart di una cella robotizzata con dispositivo 
HMD 
Il case study riguarda in particolare il training e supporto dell’operatore nel restart 
della cella robotizzata. Se durante la lavorazione il robot dovesse arrestarsi a 
causa di una qualsiasi anomalia sul sistema o in seguito ad una fermata imposta 
dall’esterno, ma anche a causa di un guasto della macchina di rettifica, l’operatore 
deve provvedere al restart della cella agendo sui pannelli d’interazione visibili in 
Figura 8-32. 
Scopo del restart è ristabilire le condizioni che si hanno nel normale ciclo di lavoro 
del robot. Prerogativa fondamentale per fare ciò è conoscere la fase del ciclo in cui 
era il robot nel momento della stop, in modo da poterne programmare una corretta 
ripartenza. 
Da un’analisi preliminare, è emerso che nell’ottica del restart è possibile 
raggruppare le operazioni eseguite dal robot nel suo ciclo standard in 3 macro-
operazioni, ossia:  
1. Carico/scarico della macchina di rettifica; 
2. Carico/scarico della WSS1/2; 
3. Spostamenti del robot da e verso la macchina/WSS1/WSS2.  
Di queste, la fase che è risultata più ostica per la ripartenza è la prima. Infatti, 
partendo dal presupposto che il robot deve tornare nella posizione HOME prima di 
riprendere il normale ciclo, nei casi identificati con 2 e 3 il raggiungimento di questa 
condizione risulta abbastanza agevole, poiché la posizione del gripper è ben 
visibile. Nel caso 1 invece, quando il robot è molto vicino alla macchina, potrebbe 
essere difficoltoso capire come movimentarlo per portarlo in posizione di sicurezza. 
Questa fase è stata quindi analizzata più in dettaglio. Ciascuna operazione di 
scarico/carico consta di 4 sottofasi sequenziali: 
1. Avvicinamento. 
2. Bloccaggio del gripper del robot o del clamp della macchina di rettifica a 
seconda che si tratti, rispettivamente, dello scarico o carico della 
macchina. 
3. Sbloccaggio del clamp della macchina di rettifica o del gripper del robot a 
seconda che si tratti, rispettivamente, dello scarico o carico della 
macchina. 
4. Allontanamento. 
L’operatore, in questo caso, per prima cosa deve verificare lo status del gripper del 
robot e del sistema di attacco dell’attrezzatura sulla tavola portapezzo della 
macchina, controllando le informazioni proveniente dai sensori. 
Queste informazioni provengono a loro volta dai dati dei sensori infrarossi sullo 
sportello macchina, sensori di peso sulle WSS, ecc. 
Una volta verificato lo status del sistema l’operatore può agire nei 2 modi seguenti: 
• in modalità “semi automatica”, agendo sui programmi registrati nell’unita di 
controllo del robot. 
• in modalità “manuale” agendo direttamente sul sistema di controllo del 
robot per muoverne gli assi.  
È stato compiuto uno studio di fattibilità per ricreare il più fedelmente possibile le 
procedure della cella AVIO nel nostro laboratorio presso il DIMNP, che ha portato a 
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individuare un robot SCARA (Figura 8-34), con il controller e il teach pendant come 
elementi caratterizzanti la cella riprodotta, e una macchina CNC che simuli la 
macchina di rettifica, posto all’interno del workspace del robot 
  
Figura 8-34: Riproduzione della cella Avio all'inteno del DIMNP 
È stata ricreata quindi la procedura svolta in Avio utilizzando le nostre risorse, al 
fine di realizzare una cella di cui studiare il restart. Le procedure individuate, come 
già visto in precedenza, sono state scomposte in operazioni elementari, e per 
ciascuna di esse è stato creato un diagramma a blocchi. Per ogni operazione 
elementare sono stati individuati i rispettivi contenuti virtuali che meglio esplicano il 
compito da eseguire. 
Memori di quanto emerso durante le validazioni delle applicazioni precedenti e 
dallo studio preliminare sulle configurazioni hardware, si è deciso di fornire 
all’operatore un visore HMD, Vuzix AR920, dotato di due webcam, che forniscono 
una visione stereoscopica, perfettamente allineate con gli occhi, in modo da 
eliminare i problemi disallineamento e perdita della percezione di profondità 
riscontrate con atri dispositivi. In Figura 8-35 la configurazione hardware adottata. 
 
Figura 8-35: Configurazione dell'applicazione e visore HMD con doppia webcam 
Un ulteriore passo avanti nella ricerca è consistito nell’utilizzo di un sistema di 
tracking di tipo markerless. Il funzionamento di tale sistema di tracciatura è del tutto 
simile a quello marker based, con l’unica differenza che come marker sono 
utilizzate delle fotografie dell’ambiente reale. In questo modo, il software riconosce 
degli elementi già appartenenti alla scena reale, e posiziona i contenuti virtuali 
informativi usando come sistema di riferimento base tali elementi. Ad esempio, in 
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questa applicazione le immagini fornite sono quelle del controller del robot, e del 
teach pendant (Figura 8-36). Queste due immagini, catturate con la stessa 
risoluzione delle webcam del HMD, rappresentano, alla stregua dei marker binari, 
due diversi sistemi di riferimento a cui sono associati alle istruzioni da visualizzare 
rispettivamente per il comando del controller, e del teach pendant. 
 
Figura 8-36: Immagini usate dal software per il tracking markerless 
Per simulare i controlli che si effettuano nella cella AVIO sullo status del robot e 
della macchina sono stati introdotti: 
1 microswitch sui polpastrelli del gripper del robot per segnalare il corretto 
afferraggio dell’attrezzatura; 
1 microswitch su ogni WSS, per segnalare la presenza o meno dell’attrezzatura; 
1 microswitch sul CNC, per segnalare l’aggancio dell’attrezzatura alla tavola; 
1 sensore a infrarossi per simulare i sensori presenti sulla porta scorrevole della 
G5i. 
I sensori sono connessi a dei mote (nodi sensore) prodotti dalla Libelium S.L. 
Questi ricevono in ingresso il segnale dei sensori, lo elaborano e trasmettono i 
valori a un gateway, collegato al PC mediante una porta usb standard. La 
trasmissione avviene mediante il protocollo di comunicazione Zigbee le cui 
caratteristiche sono riportate in Figura 8-37. 
L’interfaccia ARTSS gestisce questi valori e li rende disponibili all’operatore allo 
step opportuno in linea con le istruzioni AR o su richiesta dell’operatore stesso. 
 
Figura 8-37: Nodi sensore (Waspmote), gateway (www.libelium.com) e 
caratteristiche del sistema WSN usato 
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L’interfaccia grafica adottata è stata progettata appositamente semplificata rispetto 
alle altre precedentemente descritte, poiché questa applicazione è nata per 
l’impiego all’interno degli stabilimenti AVIO, da parte di operatori che possiedono 
già una conoscenza di base sugli argomenti.  
In Figura 8-38, è rappresentato uno screenshot catturato durante le fasi di 
implementazione: all’operatore è suggerito di premere contemporaneamente 
l’interruttore uomo morto (il tasto giallo) indicato dalla freccia, e il tasto MOVE, 
evidenziato dal riquadro in rosso. 
 
Figura 8-38: Prove in laboratorio (Video-See Trough) e interfaccia grafica utilizzata 
per l'applicazione 
Sono state inoltre effettuate delle prove con un visore Optical See Through. 
L’utilizzo del HMD di tipo Video See Through in questa applicazione dove è 
fondamentale il riconoscimento dei tasti del teach pendant è risultato un po’ 
scomodo, data la limitata risoluzione della webcam, il tempo speso per 
l’adattamento della messa a fuoco automatica, e i problemi legati all’oscuramento 
della visione periferica che potrebbero anche mettere a rischio la sicurezza 
dell’operatore. 
Con l’utilizzo dell’Optical si evitano questi problemi: in questo caso l’operatore vede 
direttamente il mondo reale “con la risoluzione dell’occhio” e senza perdere la 
visione periferica, gli elementi virtuali sono ben visibili ma tuttavia rimangono dei 
problemi per la visualizzazione degli elementi testuali in alcune condizioni di 
luminosità e per la presenza di alcuni riflessi all’interno dell’ottica che nel tempo 
stancano. 
 
Figura 8-39: Prove in laboratorio (Optical-See Trough) 
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È da ricordare però che il grado di immersione offerto dai dispositivi VST è 
sicuramente maggiore rispetto agli OST; per questi motivi si sono ritenuti i primi più 
adatti ad applicazioni di training, gli altri indicati a situazioni di supporto 
dell’operatore all’esecuzione di un compito. 
Attualmente il case study è in fase finale di implementazione e di validazione. Una 
versione ad hoc verrà applicata direttamente nella cella AVIO come dimostratore 







9 - POSTAZIONE DI MONTAGGIO 
MANUALE 
Come anticipato al paragrafo 6.4 -, uno dei problemi rilevati durante 
l’implementazione delle applicazioni AR sviluppate è stato la mancanza di 
feedback all’operatore sulla correttezza dell’operazione in esecuzione.  
Questo problema può essere risolto connettendo i sensori presenti nell’ambiente di 
lavoro direttamente al sistema AR, in modo da ottenere informazioni in tempo reale 
sia su quello che accade nell’ambiente che sulle azioni che sta compiendo 
l’operatore. 
È stato quindi analizzato, come caso studio, un’applicazione per il training e 
supporto all’operatore nell’assemblaggio manuale di componenti elettrici assistita 
dalla Realtà Aumentata integrata con i sensori. 
In questo tipo di operazioni, ripetitive e spesso di difficile attuazione, è stato 
introdotto un sistema di controllo parziale delle azioni che compie l’operatore, 
fornendo un duplice feedback. 
La struttura del metodo proposto riprende la metodologia proposta al paragrafo 6.4 
- ed è una tecnica di video mixing AR integrata con sensori a infrarossi. 
Il caso studio analizzato riguarda in particolare una postazione di montaggio 
manuale, in cui si realizza l’assemblaggio di un interruttore elettrico. Il prodotto è 




Figura 9-1: Modellazione CAD di un interruttore composto da 10 elementi 
La sequenza di assemblaggio è stata divisa in 13 task a sua volta composta di 
circa 40 operazioni elementari. Il primo task riguarda il posizionamento 
dell’involucro esterno (#1 in Figura 9-1) nell’adeguata tasca presente 
sull’attrezzatura di assemblaggio. Segue l’assemblaggio dei terminali (#2) e del 
distanziale (#3) all’interno dell’involucro esterno (task 2 e 3). Quindi, si accoppia la 
molla (#4) con l’albero all’interno dell’involucro, e si sistema lo switch sulla molla 
(task 4 e 5). 
In seguito, si colloca l’attuatore (#6) nel foro presente sullo switch, allineandolo con 
la molla; si chiude tutto all’interno dell’involucro superiore(#7) da forzare 
sull’involucro esterno (task 6 e 7). 
Quello creato rappresenta il subassembly S1; il task 8 consiste nel posizionamento 
di S1, capovolto, all’interno della seconda tasca presente sull’attrezzatura.  






7 Involucro superiore 
8 Cavi 
9 Coperchio superiore 









Quattro cavi (#8) sono collegati ai terminali e, per controllare il funzionamento 
corretto dell’interruttore, sono collegati alla piattaforma hardware (task 9 e 10). 
Adesso il coperchio superiore (#9) è posizionato nella terza tasca sull’attrezzatura, 
e il subassemblato S1 è forzato all’interno del coperchio, e chiuso con il coperchio 
inferiore (#10). 
Partendo da questa informazioni è stata utilizzata la procedura AR mediante 
l’utilizzo della routine mostrata al Paragrafo 5.3 -. 
L’operatore, durante l’effettuazione del generico task, è in grado di ricevere gli aiuti 
virtuali che vengono mandati ai display tramite AR. Dei sensori sono disposti nella 
postazione e forniscono all’operatore un feedback sulle azioni che egli compie 
attraverso elementi posti nell’ambiente reale (LED, segnali sonori, ecc), sia 
attraverso l’interfaccia AR che invia sul HMD segnali di warning nel caso di errore 
durante l’effettuazione della procedura e modifica i contenuti forniti tramite AR. 
In Figura 9-2 Sx la configurazione hardware adottata: l’operatore, posizionato di 
fronte la postazione di montaggio, indossa un dispositivo HMD che usa la tecnica 
Video See Through. Questo strumento è composto da due visori, uno per occhio, 
che ricevono le immagini da due webcam allineate agli occhi dell’operatore in 
modo da garantire una migliore percezione dell’ambiente di lavoro. 
L’operatore è guidato attraverso un interfaccia semplificata (Figura 9-2 Dx) che 
include il numero dell’operazione, istruzioni testuali dell’operazione da eseguire, 
immagini dei componenti o del loro assemblaggio e i contenuti virtuali 3D , usando 
un telecomando wireless l’operatore può navigare all’interno della procedura 




Figura 9-2: Sx) Configurazione hardware; Dx) Interfaccia 
La postazione di montaggio è composta (Figura 9-3) da un banco da lavoro 
provvisto di una struttura con 10 contenitori per i componenti del prodotto e 6 
contenitori per gli attrezzi, sistemati in modo essere facilmente raggiungibili 
dall’operatore; una attrezzatura per l’assemblaggio, che aiuta l’operatore a 
posizionare i componenti per l’assemblaggio e a riferire nello spazio i vari 
componenti, aspetto utile per la collimazione degli elementi virtuali con gli oggetti 
reali. 
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Figura 9-3: Sx) Postazione visibile attraverso la GUI; Dx) Postazione di montaggio  
Ogni contenitore è equipaggiato con un sensore a infrarossi costituito da un 
emettitore a 38 Khz e un modulo ricevente tarato sulla stessa frequenza, e da due 
LED, uno rosso e uno verde per catturare l’attenzione dell’operatore e fornire 
messaggi di feedback. 
Il sensore IR è posizionato sulla parte superiore del container in modo da rilevare 
la presenza delle mani dell’operatore all’interno del contenitore; l’output di ogni 
sensore è trasmesso ai LED presenti sulla postazione e al sistema AR. 
I sensori e i LED sono collegati ad una piattaforma hardware “Arduino” che integra 
un microcontrollore ATmega1280 con 54 pin connessi alle porte digitali di 
input/output. 
Quando un operazione elementare è richiamata (Figura 9-4_2), per esempio 
“prendi il componente x dal contenitore”, il sistema mostra i contenuti multimediali 
sul HMD, ad esempio una freccia che indica il contenitore e un’animazione 3D del 
componente e interfacciandosi con la piattaforma hardware, comanda l’accensione 
del LED verde sul contenitore corretto; a questo punto possono verificarsi tre casi: 
1. L’operatore compie l’azione corretta (prende il componente dal contenitore 
giusto), il Led verde si accende, il microcontrollore manda un segnale di 
conferma al sistema AR e l’operatore può passare allo step successivo 
(Figura 9-4_2).  
2. L’operatore compie un errore, prende un componente da un contenitore 
diverso: si accende il LED rosso, il microcontrollore manda un segnale di 
errore al sistema AR che visualizza sul visore un segnale di warning e 
impedisce il passaggio allo step successivo (Figura 9-4_1). 
3. L’operatore non attiva nessun sensore, non prende nessun componente. Il 
microcontrollore non invia alcun segnale al sistema AR che rimane in attesa 
e impedisce il passaggio allo step successivo visualizzando un warning per 
l’azione non eseguita. 
Nella figura seguente è visualizzato il punto di vista dell’operatore attraverso gli 




Figura 9-4: Esempio di alcuni task dell’applicazione 
È previsto inoltre un controllo, a fine montaggio, del funzionamento dell’interruttore 
attraverso il microcontrollore che visualizza istantaneamente un messaggio 
sull’esito dell’operazione sui visori e in caso di malfunzionamento viene richiamata 
in automatico la procedura di smontaggio dell’interruttore. 
Questa applicazione è stata un primo approccio al problema della mancanza di 
feedback, il numero dei sensori utilizzati può essere naturalmente aumentato per 
ottenere maggiori informazioni dall’ambiente.  
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10 - CONCLUSIONI 
In questo lavoro di tesi si è cercato di valutare l’applicabilità delle tecnologie di 
Augmented Reality alla conduzione e manutenzione dei sistemi di produzione. 
In primis, è stato effettuato uno studio approfondito sull’interazione umana nei 
sistemi di produzione. Sono state individuate le modalità e i limiti dell’interazione, 
proponendo le tecnologie basate sulla AR come metodo per risolvere alcune 
difficoltà legate a quest’iterazione. 
In particolare è stata considerata, tra le interazioni tra uomo e macchina, l’attività di 
addestramento, per via dell’importanza che essa riviste oggigiorno in una qualsiasi 
azienda che deve assicurare un adeguato training e supporto agli operatori. 
È stata necessaria una ricerca preliminare sui metodi di addestramento, sia quelli 
classici, come l’affiancamento e le lezioni in aula, sia quelli più innovativi: è stata 
quindi proposta la AR come tecnica innovativa di addestramento alla conduzione e 
manutenzione dei sistemi di produzione. 
L’attività si è svolta cercando di acquisire in principio una conoscenza di base sulle 
tecniche di AR, settore ancora in fase di sviluppo soprattutto per quanto riguarda 
l’applicazione in campo industriale. 
È stata effettuata un’analisi dettagliata sullo stato dell’arte delle applicazioni 
industriali basate sull’AR, che hanno rivelato alcuni problemi, come la mancanza di 
feedback sulla procedura e l’osticità della programmazione.  
Sono stati proposti dei metodi per ovviare a questi inconvenienti, ossia sono state 
generate delle linee guida da seguire per procedere all’implementazione di una 
applicazione di training basata sulla AR, e una procedura semplificata che guidi il 
programmatore durante l’implementazione software. 
Sono state poi analizzate le modalità di interazione uomo-macchina riscontrabili nei 
sistemi basati sull’AR; a questo scopo sono state analizzate le possibili 
configurazioni hardware a disposizione dell’operatore, da scegliere in base al 
particolare scenario in questione; sono state analizzate le informazioni da fornire 
tramite il sistema AR; è stata studiata l’interfaccia grafica ottimale per trasferire 
all’operatore le informazioni sull’esecuzione del compito; si è valutata l’integrazione 
dell’AR con dei sensori di feedback per rimediare alla mancanza di riscontro delle 
operazioni durante la procedura. 
Sono in seguito stati realizzati dei dimostratori, applicando la AR al training su un 
caso-studio di laboratorio. Grazie alla collaborazione nel progetto europeo FLEXA, 
il passo successivo è stato l’applicazione pratica della tecnologia a casi industriali, 
nei quali si è data la possibilità a veri addetti d’officina di testare i dispositivi 
utilizzati, e fare tesoro dei loro suggerimenti. 
Concludendo si può dire che: 
• Le linee guida tracciate per la procedura di implementazione di applicazione 
basate sulla tecnologia della Realtà Aumentata hanno dato soddisfacenti 
risultati nelle applicazioni testate. 
• La routine a supporto dell’implementazione AR è stata testata con successo e 
rappresenta una base di partenza per rendere la AR maggiormente fruibile. 
• La Realtà Aumentata ha dimostrato una buona adattabilità al processo di 
addestramento del personale in ambito industriale. 
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• I primi passi nell’integrazione di sensori con le tecniche di AR sono stati positivi 
e verranno ulteriormente sviluppati con l’applicazioni Wireless Sensor Network. 
In particolare, riguardo le applicazioni testate, sono stati particolarmente apprezzati 
dagli operatori: la semplicità di interazione, l’efficacia delle informazioni, i tempi di 
addestramento minimi. 
È emerso inoltre che la AR offre vantaggi soprattutto quando una grossa porzione 
del tempo di produzione è impiegata per la ricerca delle informazioni, quando i 
lavoratori devono gestire frequenti cambiamenti di operazioni di lavoro, ma anche 
quando il compito da eseguire è molto complesso, e richiede un gran numero di 
istruzioni.  
Grazie all’AR, si commettono meno errori, si migliora la percezione dello spazio, si 
può utilizzare la forza lavoro in maniera più flessibile, e si ottimizza il flusso di 
informazioni tra il planning e l’esecuzione. Tutto ciò finalizzato a portare vantaggi in 
termini di produttività, che al giorno d’oggi risulta fondamentale per fronteggiare le 
richieste sempre più stringenti di un mercato globale in continua evoluzione.  
Tuttavia diversi problemi devono essere ancora superati prima di un uso di massa 
di questa tecnologia, tra i quali l’applicazione a sistemi complessi, il miglioramento 
della portabilità e invasività dei dispositivi uttilizzattti e l’elevato costo di software 
commerciali e dei dispositivi innovativi  attualmente sul mercato. 
Gli sviluppi futuri prevedono l’integrazione delle tecniche di AR e WSN per la  
gestione della cella AVIO di Pomigliano d’Arco, realizzata all’interno del progetto 
FLEXA, in modo da avere dei riscontri anche fuori dai laboratori di ricerca. 
 
 
 
