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Abstract
We find the optimal exponent of normalizability for certain Gibbs-type measures
based on variants of Brownian motion which have appeared in the PDE literature,
starting with an influential paper of Lebowitz, Rose and Speer (1988). We give a proof
of a result stated in that paper. The proof also applies to the 2D radial measures
introduced by Tzvetkov, which were later also studied by Bourgain and Bulut. In this
case, we answer a question of the latter two authors.
1 Introduction
In this note, we determine the optimal threshold of normalizability for certain Gibbs-
type measures based on variants of Brownian motion. These have been studied in the
PDE literature because they provide invariant measures for some Hamiltonian partial
differential equations [1, 6, 9, 10].
In particular, we resolve an issue in the proof of Theorem 3.1 of the seminal paper
[6] by J. Lebowitz, H. Rose and E. Speer, which was pointed out by E. Carlen, J.
Lebowitz, J. Fro¨hlich [2]. The same method allows us to answer the question asked
by J. Bourgain and A. Bulut in [7, Remark 6.2], concerning the same threshold for a
measure on radial functions on the disc in dimension 2, introduced by N. Tzvetkov in
[9].
The following result is stated in [6]:
Theorem 1. Consider the zero mean Brownian loop u(x), defined by the random series
u(x) =
∑
|n|6=0
gn
n
e2πinx, (1)
where gn are independent, standard complex Gaussian random variables, and the par-
tition function:
Zp,K = E[e
1
p
∫
1
0
|u|p dx
1{‖u‖L2([0,1])≤K}
]. (2)
1. If p < 6, then Zp,K <∞ for all p and K > 0.
2. If p = 6, then Zp,k < ∞ if and only if K < ‖ϕ||L2 , where ϕ is the (unique)
optimizer for the Gagliardo-Nirenberg-Sobolev (GNS) inequality.
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The threshold value p = 6 and the relevance of the GNS inequality can be un-
derstood at an intuitive level by formally rewriting (2) as a functional integral with
respect to the (periodic) Gaussian free field:
Zp,K“ = ”
∫
‖u‖L2≤K
e−
1
2
∫
1
0
|u′(x)|2 dx+ 1p
∫
1
0
|u(x)|p dxDu(x). (3)
Applying the GNS inequality (see equation (20) hereafter), this quantity is bounded
by ∫
‖u‖L2≤K
e−
1
2
∫
1
0
|u′(x)|2 dx+
CGNS
p K
(p+2)/2(
∫
1
0
|u′(x)|2 dx)(p−2)/2 Du(x),
so when p < 6, p = 6 and K is small enough, we expect the Gaussian part of the
measure to dominate, and the partition function to be finite.
A pleasing probabilistic proof of Theorem 1 based on this idea was given in [6],
using the explicit joint density of the times that the Brownian path hits certain levels
on a grid. Unfortunately, the proof in [6] seems to apply only to the case where
the expectation in the definition of Zp,K is taken with respect to a standard (“free”)
Brownian motion started at 0, rather than the random periodic function (1). This was
noted in [2]; see the remark at the beginning of Section 3.2 there. A more analytic proof
due to J. Bourgain appears in [1]. See also [7] for the case of a Gibbs measure on the
2D ball. His argument combines basic estimates for Gaussian vectors with the Sobolev
embedding to identify the tail behavior of the random variable
∫ |u|p dx, subject to the
condition ‖u‖L2 ≤ K. It applies also to the case p = 6, but shows only that Zp,K <∞
for sufficiently small K. Here we obtain the optimal threshold.
Our method also applies to a Gibbs measure on radial functions first constructed,
along with corresponding invariant dynamics, by N. Tzvetkov [9, 10]. His analysis was
complemented in [7] by a study of the boundary case p = 6, in the focusing situation,
which is of most interest to to us here:
Theorem 2. Let D1 = {(x, y) ∈ R2 : x2 + y2 < 1} be the unit disc. Let J0(r) be the
zero order Bessel function, defined by
J0(x) =
∞∑
j=0
(−1)j
(j!)2
(x
2
)2j
,
and zn, n ≥ 1, be its successive, positive zeros. Define
en(r) := J0(znr), 0 ≤ r ≤ 1
and consider the random series
v(r) =
1√
π
∞∑
n=1
gn
zn
J0(znr), r
2 = x2 + y2. (4)
As previously, the gn are independent standard Gaussian random variables. The par-
tition function is defined as
Z ′p,K = E[e
1
p
∫
D1
|v|p dx
1‖v‖L2(D1)
≤K ].
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1. If p < 4, then Zp,K <∞ for any K > 0.
2. If p = 4, then Zp,K <∞ if and only if K < ‖ϕ‖L2(D1), where ϕ is the optimizer
in the Gagliardo-Nirenberg inequality in dimension 2.
Our proof is closer in spirit to Bourgain’s, since it uses the series representations (1)
and (4) of the Brownian loops, as opposed to the path space approach taken in [6]. In
the next section, we review Bourgain’s argument and point out that in this approach,
closing the gap between small K and the optimalthreshold seems difficult. We then
present our proofs of the direct implication of Theorems 1 and 2 in the subsequent
sections. As in [6], the idea is to make rigorous the computation suggested by (3) by
finite dimensional approximation.
2 Bourgain’s proof
We reproduce Bourgain’s argument for the direct part of Theorem 1, part 1. Rewriting
(2) as
Zp,K = 1 +
∫ ∞
0
λp−1e
1
pλ
p
P(‖u‖Lp([0,1]) > λ, ‖u‖L2([0,1])≤K) dλ, (5)
we see that it suffices to show
P(‖u‖Lp([0,1]) > λ, ‖u‖L2([0,1]) ≤ K) ≤ e−cλ
p
. (6)
For u ∈ L2([0, 1]), denote by
uk = P2ku :=
∑
2k−1≤|n|<2k
û(n)e2πinx
the Littlewood-Paley projection of u on frequencies of order 2k. Similarly
u≤k = P≤2ku :=
∑
|n|≤2k
û(n)e2πinx,
u≥k = P≥2ku :=
∑
|n|≥2k
û(n)e2πinx.
First, by the union bound, we have for any k:
P(‖u≥k−1‖Lp > λ) ≤
∞∑
j=k−1
P(‖uj‖Lp > λj), (7)
where
∞∑
j=k
λj = λ. (8)
Then using the Sobolev embedding in the form of Bernstein’s inequality, we have
‖uj‖Lp ≤ C2j(
1
2−
1
p )‖uj‖L2 . (9)
Thus the probability in (7) is bounded by
P(‖uj‖L2 >
λj
C
2j(
1
p−
1
2 )) = P(
∑
2j−1≤|k|<2j
|gk|2
|j|2 >
λ2j
C2
22j(
1
p−
1
2 ))
≤ P(
∑
2j−1≤|k|<2j
|gk|2 >
λ2j
C2
2(1+
2
p )j). (10)
The next lemma follows from a simple calculation involving moment generating func-
tions of gaussians:
Lemma 3. Let Xn n ≥ 1 be real valued, independent standard Gaussian random
variables. Then, if R ≥ 3 ·M1/2,
P
( M∑
n=1
X2n ≥ R2
) ≤ e−R24 . (11)
The estimate (11) shows that the probability (10) is bounded by
exp(− λ
2
j
4C2
2(1+
2
p )j) (12)
provided
λj
C
2(
1
2+
1
p )j ≥ 3
2
· 2j/2. (13)
Choosing
λj = λ(1 − 2−r)2kr2−jr
for 0 < r < 1/p, both conditions (13) and (8) are satisfied for all large k. For such k,
the probability in (12) is then bounded by
exp(−λ
2(1− 2−r)2
4C2
22kr2(1+
2
p−2r)j). (14)
Summing over j in (7), we find that
P(‖u≥k‖Lp > λ) ≤ Cr,λ exp(−λ
2(1− 2−r)2
4C2
2(1+
2
p )k). (15)
Using Bernstein again, we have, if ‖u‖L2 ≤ K,
‖u≤k−1‖Lp ≤ C2k(
1
2−
1
p )‖u≤k−1‖L2 ≤ C2k(
1
2−
1
p )K. (16)
Setting
k = log2
(
λ
2CK
) 2p
p−2
,
(16) implies
‖u≤k−1‖Lp ≤ λ
2
,
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and so by (15), we have for large λ:
P(‖u‖Lp([0,1]) > λ, ‖u‖L2 ≤ K)
≤P(‖u≤k−1‖Lp([0,1]) >
λ
2
, ‖u‖L2 ≤ K) +P(‖u≥k‖Lp([0,1]) >
λ
2
)
≤Cr,λ exp
(− (1 − 2−r)2
16C2 · (2CK) p+2p−2
λ
4p
p−2
)
.
(17)
The exponent 4p/(p − 2) beats the exponent p in (5) if p < 6 or p = 6 and K is
sufficiently small. Determining the optimal threshold forK would presumably require a
delicate optimization in λj in (7), an exact Gaussian tail bound to replace the appraisal
(12), and an optimal inequality to replace the applications of Sobolev (9) and (16) to
determine the precise tail behavior of ‖u‖Lp given ‖u‖L2 ≤ K. We did not attempt
this calculation. Even if it is possible to carry out, such an approach likely leads to a
less transparent argument than the one we propose now.
3 Gagliardo-Nirenberg-Sobolev
The following result is due to B. V. Sz.-Nagy [8] for n = 1 and M. Weinstein [11] for
n ≥ 2.
Theorem 4. Consider the functional
Jp,n(f) =
‖∇f‖
n(p−2)
2
L2(Rn)‖f‖
2+p−22 (2−n)
L2(Rn)
‖f‖pLp(Rn)
on H1(Rn). Then Jp,n(f) attains its minimum
CGNS(n, p) := inf
f∈H1
Jp,n(f)
for some ϕ ∈ H1(Rn) with ‖ϕ‖H˙1(Rn) = ‖ϕ‖L2(Rn) = 1. We have
CGNS(n, p) =
p
2
‖ϕ‖2−pL2 (18)
Moreover, ϕ is a positive, radial solution of the semilinear elliptic equation
(p− 2)∆ϕ− (p+ 2)ϕ+ ϕp−1 = 0 (19)
in Rn.
It is clear from the definition of CGNS(n, p) in the Theorem that it is the optimal
constant in the Gagliardo-Nirenberg-Sobolev interpolation inequality:
‖u‖pLp(Rn) ≤ CGNS(n, p)‖∇f‖
n(p−2)
2
L2(Rn)‖f‖
2+p−22 (2−n)
L2(Rn) . (20)
See [4] for a pleasant exposition, including a proof of the uniqueness of positive solutions
of (19), following [5].
The scale invariance of the minimization problem implies that the inequalities hold
also on the finite domains [0, 1] and D1, with the same optimal constants. We have
the following result, adapted from [6, Lemma 4.1].
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Lemma 5. 1. For each m > 0, there is a constant C = C(m) such that if 2 < p ≤ 6
and u ∈ H1([0, 1]) is periodic,
‖u‖pLp([0,1]) ≤ (CGNS(1, p) +m)‖u′‖
p−2
2
L2([0,1])‖u‖
p+2
2
L2([0,1]) + C(m)‖u‖pL2([0,1]). (21)
2. If 2 < p ≤ 4 and u ∈ H1(D1) vanishes on ∂D1 (that is, u ∈ H10 (D1)), then
‖u‖pLp(D1) ≤ CGNS(2, p)‖∇u‖
p−2
2
L2(D1)
‖u‖2L2(D1). (22)
Proof. The first part is proved in [6]. For the second part, extend u by zero to u¯ ∈
H1(R2) and apply (20).
4 Proof in the 1D case
Proof of Theorem 1, case 2. We prove the direct implication. See [6, Theorem 2.2 (b)]
for the converse.
Let λ > 0 and write
E[e
1
p
∫ 1
0
|u(x)|p dx, ‖u‖L2 ≤ K] = E[e
1
p
∫ 1
0
|u(x)|p dx, ‖u≥0‖Lp ≤ λ, ‖u‖L2 ≤ K]
+E[e
1
p
∫ 1
0
|u(x)|p dx, ‖u≥0‖Lp > λ, ‖u‖L2 ≤ K].
(23)
The last expectation in (23) in turn equals
E[e
1
p
∫
1
0
|u(x)|p dx, ‖u≥0‖Lp > λ, ‖u≥1‖Lp ≤ λ, ‖u‖L2 ≤ K]
+ E[e
1
p
∫ 1
0
|u(x)|p dx, ‖u≥0‖Lp > λ, ‖u≥1‖Lp > λ, ‖u‖L2 ≤ K].
Continuing this way, we write
E[e
1
p
∫ 1
0
|u(x)|p dx, ‖u‖L2 ≤ K] = E[e
1
p
∫ 1
0
|u(x)|p dx, ‖u‖Lp ≤ λ, ‖u‖L2 ≤ K]
+
∞∑
k=1
E[e
1
p
∫
1
0
|u(x)|p dx, Ek, ‖u‖L2 ≤ K].
(24)
In (24) we have set
Ek = {‖u‖Lp > λ, . . . , ‖u≥k−1‖Lp > λ, ‖u≥k‖Lp ≤ λ}
⊂ {‖u≥k−1‖Lp > λ, ‖u≥k‖Lp ≤ λ}.
Since
∑∞
k=1 1Ek ↑ 1‖u‖Lp>λ, by monotone convergence it suffices to show that
E[e
1
p
∫ 1
0
|u(x)|p dx, ‖u≥k−1‖Lp > λ, ‖u≥k‖Lp ≤ λ, ‖u‖L2 ≤ K] (25)
is summable in k.
Assuming p is an integer, we have
u = u≤k−1 + u≥k,
|u≤k−1 + u≥k|p ≤
p∑
l=0
(
p
l
)
|u≤k−1|p−l|u≥k|l.
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Integrating and using Ho¨lder’s inequality we have, if ‖u‖Lp ≤ λ,∫ 1
0
|u|p dx ≤
∫ 1
0
|u≤k−1|p dx+
p∑
l=1
(
p
l
)
‖u≤k−1‖p−lLp λl. (26)
Next, by Young’s inequality, we have for any 1 ≤ l ≤ p and ǫ > 0:
‖u≤k−1‖p−lLp λl ≤
p− l
p
ǫ‖u≤k−1‖pLp +
l
p
ǫ−
p−l
l λp,
so the right side of (26) becomes∫ 1
0
|u≤k−1|p dx · (1 + 2p(p− 1)ǫ) + pλpǫ−p+1.
Thus the quantity in (25) is
∞∑
k=2
epλ
pǫ−p+1
E[e
(1+δ)
p
∫ 1
0
|u≤k−1(x)|
p dx, ‖u≥k−1‖Lp > λ, ‖u‖L2 ≤ K], (27)
with
δ = δ(p) = 2p(p− 1)ǫ. (28)
Letting λ = 1 and using (18) and (21) with p = 6, for anym > 0, there is a constant
C(m) such that the summands in (27) are now bounded by:
eC(m)K
p
E[e
(CGNS(1,6)+m)K
4(1+δ)
6
∫
1
0
|u′≤k−1(x)|
2 dx, ‖u≥k−1‖L6 > 1]. (29)
Using the Ho¨lder inequality, we have
E[e
(CGNS(1,6)+m)K
4(1+η)(1+δ)
6
∫ 1
0
|u′≤k−1(x)|
2 dx]1/(1+η) ·P(‖u≥k−1‖L6 > 1)η/(1+η). (30)
Applying (15) to the probability in (29), we obtain the bound:
P(‖u≥k−1‖L6 > 1) ≤ C
η
1+η exp
(
−C η
1 + η
2(1+2/6)k
)
. (31)
Replacing p by its value p = 6, the expectation is bounded by
E[e
(CGNS(1,6)+m)K
4(1+η)(1+δ)
6
∫
1
0
|u′≤k−1(x)|
2 dx] =
∏
1≤j≤2k−1
E[e
(CGNS(1,6)+m)K
4(1+η)(1+δ)
6 |gj |
2
]
≤
(
1− 2(CGNS(1, 6) +m)K
4(1 + η)(1 + δ)
6
)−2k
=
(
1− (K/‖ϕ‖L2(R))4(1 + η)(1 + δ)
)−2k
.
If ‖ϕ‖L2(R) > K, then we can choose m, ǫ and η such that
K4
‖ϕ‖4L2(R)
(
1 +
m
3
‖ϕ‖4L2(R)
)
(1 + δ)(1 + η) < c < 1.
7
Then (29) becomes
Cη/(1+η) exp(
2k
1 + η
log
1
1− c ) exp
(
−C η
1 + η
2
4
3k
)
.
It follows that the sum (27) is finite and, in turn, the partition function is finite for
any K < ‖ϕ‖L2(R).
5 2D case
We will use the following simple corollary of (the proof of) Fernique’s theorem [3]:
Lemma 6. There exists a universal constant c such that if X is a Gaussian process
with values in a Banach space B with E[‖X‖B] <∞, then∫
e
c
‖X‖2B
E[‖X‖B]
2 dP <∞.
In particular,
P(‖X‖B ≥ tE[‖X‖B]) ≤ e−ct
2
(32)
for t > 1.
An explicit computation [7, Eqn. (66)] gives
E
∥∥ ∑
2j−1≤n≤2j
gn
zn
en
∥∥
L4(D1)
≤ C2−j/2.
Applying this to v in (4) with suitable ǫj such that
∑
j≥k ǫj = 1, we have
P(‖v≥k‖L4(D1) ≥ λ) ≤
∑
j≥k
P(‖vj‖L4(D1) ≥ ǫjλ)
≤
∑
j≥k
e−c
′ǫ2jλ
22j
≤ Ce−c′′λ22k .
(33)
Proof of Theorem 2, case 2. Starting from Z ′4,K , we reproduce the computations in
(24), (26), (27) with p = 4 and u replaced by v defined by (4), and the integrals over
[0, 1] replaced by integrals over D1. We find
Z ′p,K =
∞∑
k=1
e4λ
4ǫ−3
E[e
(1+δ)
4
∫
D1
|v≤k−1(x)|
4 dx
, ‖v≥k−1‖L4(D1) > λ, ‖v‖L2(D1) ≤ K], (34)
where
δ = δ(4) = 48ǫ.
We apply (22) to find, for v ∈ H10 (D1),
‖v‖4L4(D1) ≤ CGNS(2, 4)‖v‖2L2(D1)‖∇v‖2L2(D1), (35)
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with
CGNS(2, 4) = 2‖ϕ‖−2L2(R2),
for the optimal function ϕ in (35).
The expectation in the summands of the right side of (34) are bounded by
E[e
CGNS(2,4)(1+δ)K
2
4
∫
D1
|∇v≤k−1(x)|
2 dx
, ‖v≥k−1‖L4 > λ]
≤E[e
CGNS(2,4)(1+δ)K
2
4
∑
|j|≤2k−1
g2j , ‖v≥k−1‖L4 ≥ λ].
(36)
We have used: ∫
D1
|∇vk−1(x)|2 dx = −
∫
D1
vk−1(x)∆vk−1(x) dx
=
∑
|j|≤2k−1
1
z2j
∫ 1
0
ej(r)∆rej(r)r dr
=
∑
|j|≤2k−1
g2j .
Applying Ho¨lder’s inequality in (36), we have the bound
E[e
CGNS(2,4)(1+δ)(1+η)K
2
4
∑
|j|≤2k−1
g2j ]
1
1+ηP(‖v≥k−1‖L4 ≥ λ)
η
1+η . (37)
The first factor can be computed exactly: provided that
C(K, δ, η) := CGNS(2, 4)
K2
2
(1 + δ)(1 + η) < 1, (38)
it is finite and equals (
1− K
2
‖ϕ‖2L2(R2)
(1 + δ)(1 + η)
)−2k−1
.
Invoking (33), we find that (37) is bounded by
exp
(
− 2
k−1
1 + η
log(1− C(K, δ, η))
)
exp
(
− c
′′η
1 + η
λ22k
)
. (39)
For a fixed K < ‖ϕ‖L2(R2) we choose δ and η small enough to satisfy (38). The
parameter λ remains at our disposal. We choose it large enough that (39) decays
super-exponentially for large k. The series (34) is then convergent.
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