To estimate the slowness vector of infrasound waves propagating across an infrasound array, it is often considered that the sensors are located in a perfectly horizontal plane (2-D approximation). However, the arrays are not planar and differences between sensor altitudes cannot be neglected without introducing biases when estimating the parameters of interest (backazimuth and incidence). A closed-formula of this error depending on the geometry of the array and the wave incidence is presented. Since the unbiased 3-D estimation of the slowness parameters results in a significant alteration of the variance, a metric based on the mean square error is proposed. We found it useful to compare the 3-D to the 2-D processed results. We show the 3-D estimator does not always give the best estimates. We propose also a formulation of the boundary that allow us to choose between these two estimators depending on the situation (arrays, incidence and signal-to-noise ratios). Finally, we compare these two approaches (2-D/3-D) to all International Monitoring System arrays with synthetic data, and perform a comparative estimation of backazimuth for real data.
I N T RO D U C T I O N
The infrasound network of the International Monitoring System (IMS) relies on 60 arrays deployed all over the world by the Comprehensive Nuclear-Test-Ban Treaty Organization (CTBTO). The IMS has been designed to reliably detect, at least by two arrays, an atmospheric explosion greater than 1 kiloton located anywhere on Earth (Christie & Campus 2010) . Each array is an array of at least four microbarometres with an aperture of 1 to 3 km. The estimation of the direction of arrival (DOA), described by the backazimuth and the incidence, is derived from the estimation of the slowness vector. This task is usually performed on a time window and in a frequency band, and by assuming that there is only one source in the considered time/frequency window.
Following topography constraints, the sensors of a given array are located at different altitudes. However, the altitude differences of all sensor pairs are small and usually neglected, leading to an estimation of the only two horizontal components of the slowness, and thus to the estimates of the backazimuth and the apparent horizontal velocity. This case is referred to as 2-D estimation, leaving the term 3-D estimation for the full estimation of the slowness.
The impact of the differences of altitudes for large aperture array in seismology was first reported by Wang et al. (1999) who found systematic errors in the backazimuth evaluation for the Mina seismic array (NVAR). Brown et al. (1999) observed that estimation errors arise when neglecting the sensor altitudes of the DLIAR array in New Mexico. Furthermore, the altitudes are taken into account for the detection of infrasound sources (Brown et al. 2008) . More recently, Edwards & Green (2012) showed that the errors in backazimuth estimation, induced by neglecting the relative altitudes of the sensors, depend on the backazimuth and incidence. They also demonstrated that the error increases when the mean slope of the sensor array with respect to the horizon increases. However, these studies only consider the bias and do not take into account the variance of the estimate.
Among the different approaches to estimate the slowness, the following two-step method is widely used: first the time differences of arrivals (TDOA) are estimated for all sensor pairs and secondly the slowness vector is deduced by a least square minimization. The main advantage of this method is that the TDOA are linearly related to the slowness, leading to a closed form expression for the mean square estimator (Cansi 1995; Olson & Szuberla 2004) . It is important to note that the TDOAs are currently estimated by cross-correlation maximization which does not depend on the sensor locations.
In the present study, we investigate how the estimation of the slowness can be improved or deteriorated by neglecting (2-D estimation) or not (3-D estimation) the sensor altitude differences. Note that this issue only arises during the phase of the least square minimization, but not during the phase of cross-correlation maximization. We will not assume, as it is commonly done, that the additive noises affecting the TDOA estimates are uncorrelated, leading to the so-called ordinary least square (OLS) estimator. This assumption is not verified since many sensor pairs share a common sensor. Therefore, the best linear unbiased estimator (BLUE) must take into account the noise correlation matrix, leading to the so-called generalized least square (GLS) estimate. Under conditions which are widely verified in practice, this noise correlation matrix has a closed form expression depending on the different signal-to-noise ratios (SNR) on the sensors, see (So et al. 2008) and below for details. These SNRs can be estimated during the phase of cross-correlation maximization.
Our main contribution is to highlight the problem of choosing between 2-D and 3-D estimation, viewed as a bias/variance compromise. The objective is to determine how this compromise can be achieved in practice according to the characteristics of the array. For this purpose, the estimation performances are based on the mean squared error (MSE). We observed that, for a given array, the best choice is determined by the incidence angle, the sound velocity and the SNRs. We illustrate this by defining the corresponding 2-D/3-D boundaries in the incidence/SNR plane for two particular IMS arrays. Additional empirical and theoretical results are also provided and compared for all the IMS arrays.
Finally a real data set, namely the Kasatochi eruption which occurred on 2008 August 8 and observed at the IS18 IMS array in Greenland is examined.
This paper is organized as follows: In Section 2, we recall how the correlation maximization, under the plane wave propagation assumption, leads to a linear model of the TDOA with respect to the slowness. A GLS approach is then considered, omitting or not the altitudes of the sensors. The two obtained estimators are referred to as 2-D or 3-D. In Section 3, the biases and covariance matrices of these two estimators are performed. The MSE of the associated backazimuth estimates are derived, providing a theoretical way to compare these approaches. In Section 4 numerical experiments are presented for all IMS arrays. Finally, conclusions and perspectives are drawn in Section 5.
S I G N A L A N D T D OA M O D E L S
Let us consider a array with M sensors. The infrasound source is supposed to be far enough from the sensors to assume a plane sound wave propagation model characterized by the slowness
T , defined in a given cartesian coordinate system. We denote by r m the 3-D coordinates of the location of the sensor m ∈ {1, . . . , M}. It follows that the signal received at the sensor m, assuming no attenuation, is given by
where s(t) is the signal of interest (SOI) and b m (t) is an additive zero-mean white gaussian noise. The delay τ m = r T m p is the time of arrival of the SOI at the sensor m up to an additive unidentifiable constant.
As previously mentioned, the estimation of p, as shown in Fig. 1 , is derived from the estimates of the TDOA sequence (τ − τ m ) 1 ≤ < m ≤ M performed, for each sensor pair in the time window of length T, by the following correlation maximization:
The two-steps TDOA approach to estimate the slowness enjoys the following two main advantages in comparison to one-step methods such as the maximum likelihood estimation: (i) faster computation: in the TDOA approach, a numerical maximization is performed over a finite range of delays for each sensor pair, whereas in the likelihood approach the numerical maximization is required over the higher dimensional slowness space.
(ii) in the TDOA approach, it is easier to take into account the different SNRs at the sensors by using a GLS approach.
In So et al. (2008) , it is shown that, under stationarity conditions, the TDOA estimates of the sensor pairs can be written as:
where (r − r m ) T p is the true TDOA and where , m is a sequence of zero-mean random variables whose covariances depend on the spectral contents of the noise and the SOI, and on the observation time T.
Let us denote C = M(M − 1)/2 the number of pairs, w and the C-dimensional column vectors whose entries are, respectively, w , m and , m (for 1 ≤ < m ≤ M) and H the C × 3 matrix whose rows are (r − r m )
T . Carrying these notations in the eq. (3), we get the following TDOA observation model:
Note that this model is linear with respect to the unknown slowness parameter p.
The use of expression (2) for TDOA estimation induces correlation between the components of the error process . As reported in Appendix A, the covariance matrix of can be written Cov ( ) = σ 2 where the term σ 2 depends on the observation time and on the frequency bandwidth of the SOI, and where depends on the different sensor SNRs. Practically, these SNR estimates can be performed during the cross-correlation maximization phase. To compute least-square estimates of p, Cov ( ) has to be known, up to the multiplicative positive constant σ 2 , which may remain undetermined. It will be needed, however, to evaluate the performance of the estimation procedure.
To have a full rank regression matrix H in (4), which is assumed from now on, there must be at least M ≥ 3 sensors.
Based on the least square approach, the 3-D estimator of the slowness is defined by
A common approach, in infrasonic array processing, consists to omit the sensor altitude differences, see (Cansi 1995; Kozick & Sadler 2004; Evers & Haak 2005; Arrowsmith et al. 2009; Gibbons & Ringdal 2010) . The main reason is that, in this context, the parameter of interest is the backazimuth of the source which only depends on the two first components of p. That leads to the 2-
T defined by where G is the C × 2 matrix built with the two first columns of
Another estimator of q can also be obtained by taking into account only the first two components of p that writes
Further analysis is necessary to select between these two estimators. Indeed, if p 3 = 0, q 2-D is biased, whereas q 3-D is not, but this bias can be balanced by a lower variance.
P E R F O R M A N C E A N A LY S I S

Bias and covariance of least square estimators
The algebraic solutions of minimizations (5) and (6) are, respectively, given by
and
where H + and G + , denote the Moore-Penrose pseudoinverse matrices which verify H + H = I 3 and G + G = I 2 . Note that p is the BLUE of p for the linear model (4). Inserting (8) in (4), we get that
Then the estimator is unbiased and its covariance matrix writes
It follows from (7) that
On the other hand, using (4) and (9), we obtain
Therefore, the bias is equal to G + h 3 p 3 and the covariance is related to the term G + , namely,
Let us comment on these bias and covariance formulas.
(i) The bias term p 3 × G + h 3 in expression (13) is the product of the slowness vertical component p 3 with G + h 3 , which only depends on the geometry of the array. For the term G + h 3 , since G only depends on the horizontal location coordinates, we see that the absolute value of the bias increases when the sensor altitude differences increase. Concerning the term p 3 = c −1 cos (i), where c denotes the sound velocity and i denotes the incidence angle (see Appendix B), we observe that, for a given value of the sound velocity c, the absolute value of the bias increases as the incidence i decreases, reaching its maximum when i = 0
• . In particular the bias vanishes whenever the sensors are all located around the same altitudes or when the wave propagation is horizontal.
(ii) The covariance matrix of the 3-D estimator in in (11) is always larger than the one of the 2-D estimator in (14) (in the sense of symmetric matrices, see Appendix D). In particular, if H is illconditioned while G is not, this discrepancy can be very large. This will typically happen when h 3 is close to 0, that is, when the array has all its sensors approximately in the same horizontal plane.
(iii) It is worth noting that q 2-D has been obtained by arbitrarily removing a particular dimension, namely the vertical one. Trying to optimally choose the dimension(s) that should be removed is an interesting question. It was suggested by C. Szuberla in the ITW-2013 conference to investigate this question by using a principal component analysis (PCA) of the matrix H.
Comparisons of performances: 2-D versus 3-D
In this section, we analyse the bias/variance compromise in order to determine the best estimator, that is, the one with the lowest MSE. It turns out that this compromise is slightly different when considering the problem of estimating q and the problem of estimating the backazimuth, denoted by a, see Appendix B. The analysis of the latter is of primary importance since the backazimuth estimations of several arrays are used for triangulation-based localization of the infrasound source.
Bias/variance compromise for the estimation of q
The first comparison is related to the estimation of q, that is the two first components of the slowness. Following the results of the previous section we consider the two following estimators of q: q 2-D given by (13) and q 3-D derived from (7) and (8). Our comparison is based on the ratio R of the respective mean square errors (MSE) of these estimators. Recall that for an estimator q of q, the MSE is defined by
Applying (12)- (14), we get the ratio
where Tr(A) denotes the trace of the matrix A. If R > 1, we say that the estimate via the 3-D method is better than the estimate from the 2-D method. The ratio R depends on (i) the geometry of the array through G, H and h 3 , (ii) the SNRs through σ 2 and , (iii) the signal DOA through the celerity c and incidence i.
We also note that R is a decreasing function of σ 2 . It is shown in Appendix D that (
T in the sense of non-negative definite matrices. Therefore, the traces of these matrices satisfy the same inequality and, for large values of σ 2 or small values of cos (i), we always have R < 1, which implies that the 2-D estimator is better than the 3-D one. Finally, as expected, for a fixed geometry of the array, the ratio R increases (and thus 3-D estimation tends to be better) as the incidence gets closer to 0, that is to a vertical propagation.
Bias/variance compromise for the backazimuth estimation
The angle of arrival in the horizontal plan which is the backazimuth is related to the slowness by the expression a = arg( p 2 + j p 1 ), see Appendix B. Therefore, given an estimator q = [p 1p2 ]
T , the natural estimator of a is defined bŷ a = arg(p 2 + jp 1 ).
Since the mapping (p 1 , p 2 ) →a is not linear, the MSE ofâ cannot be derived exactly from that of q. Its exact expression would require the complete distribution of q and would not be closed-form. Nevertheless, using the so called δ-method, it can be approximated as
where b = E ( q) − q is the bias of the estimator q and we used the gradient
Using this formula for a 2-D and a 3-D , respectively, obtained with q defined as in (6) and (7), we now consider the ratio
where k = [cos(a) − sin(a)] T . Again, if R > 1 then the 3-D method is said to be better than the 2-D one. Ratio R depends on the same physical parameters as R, namely, the array geometry, the SNRs and the DOA's celerity and incidence, but, in contrast with R, R also depends on the DOA's backazimuth a itself through the vector k. This dependence is confirmed in the numerical experiments (see Fig. 6 ). However, we show in Appendix D that the boundary defined by R = 1 does not depend on a, since it actually coincides with the boundary defined by the equation R = 1.
N U M E R I C A L E X P E R I M E N T S
Ratios R and R and their 2-D/3-D boundaries
Let us first illustrate the results of Section 3.2. We consider the array IS22 located in New Caledonia. Sensors location are reported in the Table 1 and the array IS31 in Kazakhstan sensors location are reported in the Table 2 .
Here, we assumed that the sound velocity is 340 m s −1 and all the sensor SNRs are equal, so that the GLS estimator coincides with the OLS estimator, see Appendix A. Table 1 ). c = 340 m s −1 .
In Fig. 2 , we display the values of log R for array IS22 as a function of σ given in ms and the incidence i given in degrees. The boundary which separates the region where the 2-D approach is better than the 3-D one, corresponds to the equation log R = 0. As expected, it can be seen in these two figures that, the lower the standard deviation σ and the closer the incidence is to the vertical (i ≈ 0), then the better the 3-D estimator in comparison with the 2-D estimator. 
Simulated data
We simulate signals x m for m = 1, . . . , M according to the model (1) with the SOI s given by a record of a gasflare observed on one of the sensors of IS31, see Smirnov et al. (2013) . Gaussian noise is simulated and added on each sensor in order to have a constant SNR of −6 dB. The slowness and sensor locations can be set arbitrarily. Numerical experiments are performed on a simulated signal of 3 hr, using a sliding window of around 200 s (4096 samples) with 50 per cent of overlap. On each of the 108 windows, the crosscorrelation maximization provides the vectors w l, m , which are used to obtain 2-D and 3-D estimates of the backazimuth.
In a first set of simulations, we used the geometry of array IS22 in New Caledonia whose sensor locations are reported Table 1 . The slowness vector is set to a backazimuth of −140
• , a propagation velocity of 340 m s −1 . We consider two values of the incidence angle 80
• and 40
• . Fig. 5 shows boxplots of the 2-D and 3-D backazimuth estimates. As expected, the bias of the 2-D estimator is larger for the incidence of 40
• and the 2-D estimator always enjoys a smaller dispersion/variance.
In a new set of simulations, we investigate the behaviour of the root-mean-square-error (RMSE) of the 2-D (black lines) and 3-D (red lines) backazimuth estimators as a function of the true backazimuth a. We run simulations for a between 0 and 360 with a 4
• step size and again consider the two different values 80
• for the incidence i. Empirical RMSE is evaluated from observed errors (continuous line in Fig. 6 ) over the 104 windows and compared with theoretical RMSEs MSE( a 2-D ) and MSE( a 3-D ) (in dashed lines). We note that, although the MSE does depend on the backazimuth a, the choice of the method does not (since the boundary R = 1 does not). In the present example, if i = 80
• , one always should use the 2-D method, independently of a and, if i = 40
• , one always should use the 3-D method.
Finally, Fig. 7 displays the RMSE for estimating the backazimuth with the 2-D (in black) and 3-D (in red) estimators for all IMS arrays, with a fixed incidence i = 40
• slowness vector. We also display the RMSE of a plugin adaptive estimator (in green) and of a 3-D constrained estimator (in purple). The plugin adaptive estimator is defined in three steps as follows:
Step 1. Compute the 3-D estimator p defined in (8) and deduce the natural estimator p 3 .
Step 2. Use this estimator, the geometry of the array and an estimator of the SNRs to compute an estimator R of R.
Step 3. Select the 3-D estimator a 3-D of a if R > 1 or the 2-D estimator a 2-D otherwise.
The 3-D constrained estimator relies on an a priori on the speed order of magnitude. This approach is detailed in Edwards & Green (2012) , Nouvellet et al. (2012) in the context of beamforming and TDOA estimation, respectively. The a priori consists in constraining the speed of sound to a precise value or a range of values. The 3-D constrained estimator (in purple) used for the simulations is the one described in Nouvellet et al. (2012) with a fixed a priori value of the speed.
Since the MSE depends on the backazimuth, we chose to average the RMSE over the same range of backazimuths as previously. The errors for all IMS arrays are reported except for arrays which lies on an horizontal plane (i.e. IS43 and IS52). Arrays are sorted according to the error made by the 2-D estimator. Array IS08 has particularly bad 3-D backazimuth estimation because of the inversion of the illconditioned matrix H T −1 H (the sensors are close to be included in the same horizontal plane).
The observed RMSEs of the 2-D estimator are consistent with the results of Edward and Green (Edwards & Green 2012) . Neglecting altitude of the sensors introduces errors of several degrees, particularly for IS42, IS59, IS49, IS18 and IS14 that misestimate the backazimuth with more than 3
• of bias. 3-D estimator globally perform better than 2-D, except for few arrays which suffer from large variances (e.g. IS08, IS46, IS45, IS02, IS59, IS49). These RMSEs are computed from observed errors on the simulations. We compare these results with the theoretical RMSEs. In particular, we check whether the choice of the 2-D versus 3-D estimator as indicated by the theoretical boundaryR = 1 is confirmed by the empirical RMSEs. It turns out that only for array IS11 the empirical 2-D and 3-D RMSEs are different: the 2-D estimator slightly performs better than the 3-D ones on this set of simulations while R > 1. As the plugin estimator takes its value either from the 2-D or 3-D estimator, it cannot perform better than both of them for a given geometry and experimental setting. In our experiments, in general the plugin estimator performs similarly to the best one, although not as well. It may happen, as in array IS59, that the high variance suffered by the estimator p 3 leads to a wrong choice between 2-D and 3-D estimators.
The 3-D constrained estimator (in purple) always outperforms all the others. This is no surprise since, in the case of simulated data, the sound speed is perfectly known. As a result, this estimator enjoys a variance of the same order as the 2-D estimator (since one dimension less has to be estimated) without suffering a high bias (since the constraint is exact). Therefore, the performance of the constrained estimator is provided here mainly for comparing the 2-D, 3-D and plugin estimators to some ideal oracle estimator. In practice an adequate range of values should be used for the constraint, relying on a precise model depending on the physical environment (temperature, wind speed, pressure...). A fair analysis of such a constrained estimator is of high interest but is left for future work.
Real data
Array IS18 consists of height sensors arranged as one small rectangle with one centre sensor within a larger triangle. It is a clear example of the impact of neglecting or considering the heights of the arrays for the estimation of the backazimuth as the differences of elevation between sensors are important. 2-D estimation could have a significative bias if the wave's incidence is far from the horizontal. We use 10 000 s of signals generated by the Kasatochi eruption on 2008 August 8 (Fee et al. 2010) , observed by array IS18 after 02: 00 UTC. For this analysis signals are filtered between 0.03 and 0.5 Hz where most of the power lies, and we apply a sliding window of 200 s with 90 per cent of overlap. The top of Fig. 8 shows a comparison of the backazimuth estimation using the 2-D (in blue) and the 3-D (red) estimators. In the middle of Fig. 8 , the estimated incidence is displayed, while in the bottom, one can observe the corresponding MCCM detector output, see (Wilson et al. 2009 ). Recall that the MCCM consists of computing the mean of the normalized cross-correlation maxima of the 28 pairs of microphone at each time window. The higher the value of MCCM is, the higher the signals are coherent through the sensors. Ground truth parameters (in particular, the true incidence of the wave) are not precisely known in this experiment. However, because the recorded event has a long duration which can be precisely identified, we can provide a precise estimate of the slowness vector by considering the whole observation window (i.e. from 2500 to 8000 s after 02:00), as long as an unbiased estimator (that is, the 3-D one) is used for this purpose. We estimated an incidence of 88.7
• , hence the wave is closed to the horizontal. The 3-D estimator over the whole period further provides a backazimuth of 303.23
• . Over the same period, the 2-D estimator gives an estimated backazimuth equal to 303.37
• . The corresponding bias of 0.15
• is consistent with the bias which can be evaluated to 0.14 • by using the second term of the numerator in (16). On the other hand, on smaller windows of observation, such a small bias in 2-D estimation is negligible with respect to the larger variance suffered by the 3-D estimator. This is well noticeable in the top part of Fig. 8 where the oscillations of the 3-D estimator account for the variance over the sliding window.
CONCLUSION
In this paper, we have studied the bias/variance compromise from the 2-D versus 3-D estimation of the backazimuth of a plane wave based on TDOAs. 2-D estimation is biased if the array is nonplanar. For the backazimuth estimation a bias up to 8 degrees can be observed on IS18 for an incidence of 40 degrees. On the other hand, 3-D estimation is unbiased but suffers a higher variance. Choosing between 2-D and 3-D estimation thus corresponds to a bias/variance trade-off. We have derived a closed form expression of the boundary in the incidence-SNR plane that separates the two regions where one of these two estimators is preferable to the other. We used this analysis to propose a plugin adaptive estimator, and studied its behaviour for all IMS arrays. A real data set has also been considered, for which our analysis provides a meaningful explanation of the behaviour of the 2-D and 3-D estimators.
Based on the numerical results, we have observed that having an a priori on one parameter such as the sound speed yields significantly better estimates of the backazimuth. However, further study has to be conducted to understand the precise impact of this approach on the variance.
Finally, we should mention that other uncertainties may affect the estimation of the DOA. For instance, it would be interesting to incorporate the bias/variance analysis proposed in this contribution in the evaluation of more sophisticated propagation models. be shown to be positive definite. Moreover, it can be explicitly expressed using the SNR k s measured at the sensors k = 1, . . . , M.
One obtains for two given pairs k < m and k < m of sensors, where B is the SOI frequency bandwidth B in Hz and T the window length in seconds. Let us remark that σ 2 is expressed in square seconds. In the GLS approach, one needs to compute the covariance matrix Cov ( ) up to a multiplicative constant. So we only need to estimate the SNR's in order to determine the (positive definite) matrix defined by
Finally, it is interesting to note that, when the SNR is the same at all sensors, then satisfies
Therefore, in this particular case, OLS and GLS approaches yield identical estimates.
