To find the position of an acoustic source in a room, the relative delay between two ͑or more͒ microphone signals for the direct sound must be determined. The generalized cross-correlation method is the most popular technique to do so and is well explained in a landmark paper by Knapp and Carter. In this paper, a new approach is proposed that is based on eigenvalue decomposition. Indeed, the eigenvector corresponding to the minimum eigenvalue of the covariance matrix of the microphone signals contains the impulse responses between the source and the microphone signals ͑and therefore all the information we need for time delay estimation͒. In experiments, the proposed algorithm performs well and is very accurate.
INTRODUCTION
Time delay estimation ͑TDE͒ between two ͑or more͒ microphone signals can be used as a means for the passive localization of the dominant talker in applications such as camera pointing for teleconferencing and microphone array beam steering for suppressing reverberation in all types of communication and voice processing systems. This problem is difficult because of the nonstationarity of speech and of room acoustic reverberation. Isotropic noise in the room can also be a problem if the signal-to-noise ratio becomes smaller than 20 dB, but that rarely occurs in teleconferencing rooms.
Generalized cross-correlation ͑GCC͒ 1 is the most commonly used method for TDE. In this technique, the delay estimate is obtained as the time-lag that maximizes the crosscorrelation between filtered versions of the received signals. Several authors [2] [3] [4] have proposed techniques to improve the GCC in the presence of noise. However, it is believed that the main problem in practical TDE is reverberation as is clearly shown in Refs. 5 and 6. Accordingly, the same authors proposed an interesting method that is based on cepstral prefiltering. The basic idea is to first estimate the reverberation in the cepstral domain, subtract it from the microphone signals, and then use the GCC to determine the delay. 7, 8 Another interesting idea was proposed in Ref. 9 and was tested in a real time implementation in Ref. 10 . The principle of this approach is to identify the onset of pitch periods and to cross-correlate these within a certain acceptance window. The problem of this algorithm is that it might take a very long time before it gives an accurate estimation of the time delay.
Most of the existing methods are based on an ideal signal model ͑single propagation path from the source to the sensors͒. In this paper, a new approach is proposed based on a real signal model ͑with reverberation͒ using eigenvalue decomposition. Indeed, the eigenvector corresponding to the minimum eigenvalue of the covariance matrix of the microphone signals contains the impulse responses between the source and the microphone signals ͑and therefore all the information we need for time delay estimation͒.
All of the above methods can be improved by using several pairs of microphones, e.g., by hyperbolic curve fitting of multiple delay estimates 11 or by linear 3-D intersection of multiple bearing lines. [12] [13] [14] Section I discusses two models used for the TDE problem. In Sec. II, the GCC method is described and it is demonstrated how this method can fail. In Sec. III, the new proposed approach is developed which can also be seen as a generalization of the algorithm proposed in Ref. 15 where a single multipath is assumed. Section IV gives some experimental results and comparison of different algorithms.
I. MODELS FOR THE TDE PROBLEM
In this section, two models that are often used for the TDE problem are discussed. First, the ''ideal model'' is described and then the ''real model'' that more accurately describes a real acoustic environment.
A. Ideal model
A simple and widely used signal model for the classical TDE problem is the following. Let x i (n), iϭ1,2, denote the i-th microphone signal, then:
where ␣ i is an attenuation factor due to propagation effects, i is the propagation time from the unknown source s(n) to microphone i, and b i (n) is an additive noise signal at the ith microphone. It is further assumed that s(n), b 1 (n), and b 2 (n) are zero-mean, uncorrelated, stationary Gaussian random processes. The relative delay between the two microphone signals 1 and 2 is defined as
This model is ideal in the sense that the solution for determining 12 is clear. Indeed, let's first write Eq. ͑1͒ in the frequency domain
and then take the ͑complex͒ sign of the cross-spectrum
where sgn(z)ϭz/͉z͉, E͕•͖ denotes mathematical expectation, and Ã denotes complex conjugate. We can easily see that the inverse Fourier transform of Eq. ͑4͒ will result in a sharp peak in the time domain corresponding to the delay 12 .
B. Real model
Unfortunately, in a real acoustic environment we must take into account the reverberation of the room and the ideal model no longer holds. Then, a more complicated but more complete model for the microphone signals x i (n),iϭ1,2, can be expressed as follows:
where * denotes convolution and g i is the acoustic impulse response between the source s(n) and the ith microphone. Moreover, b 1 (n) and b 2 (n) might be correlated which is the case when the noise is directional, e.g., from a ceiling fan or an overhead projector.
In this case, we do not have an ''ideal'' solution to the problem, as is the case for the previous model, unless we can very accurately determine the two impulse responses between the source and the two microphones, which is a very challenging problem.
II. THE GCC METHOD
This method is based on the ideal model but is the most commonly used even in very reverberant environments. 14, [16] [17] [18] In the GCC technique, 1 the time-delay estimate is obtained as the value of that maximizes the generalized crosscorrelation function given by
where ⌽( f ) is a weighting function and
is the generalized cross-spectrum. Then, the GCC TDE may be expressed as:
ϭarg max
The choice of ⌽( f ) is important in practice. For example, the maximum likelihood ͑ML͒ weighting function, which is roughly equivalent to a frequency-dependent SNR, seems to be optimal for a high level of uncorrelated noise. However in practice, this algorithm performs best ͑within this class of algorithms͒ only for low SNR ͑р10 dB͒, as is shown in Ref. 2 . Given that our problem is reverberation, the ML estimator will not help with reasonable SNR ͑у20 dB͒ and can even perform poorly. 2 If we take ⌽( f )ϭ1, we obtain the classical crosscorrelation ͑CC͒ method. In the noiseless case, knowing that
The classical phase transform ͑PHAT͒ technique is obtained by taking ⌽( f )ϭ1/͉S x 1 x 2 ( f )͉. In the noiseless case, we show easily that
does depend only on the impulse responses and can perform well in a moderately reverberant room.
Another interesting weighting function is
In this case, the corresponding normalized cross-spectrum ⌿ c f ( f ) is simply the complex coherence function. We note that in the noiseless case, ⌿ c f ( f )ϭ⌿ pt ( f ), which is not true, in general, in the presence of noise.
The GCC methods can give good results when the reverberation of the room is not very high, but when the reverberation becomes important all of these techniques will fail because they are based on a simple signal model that does not represent reality.
III. THE PROPOSED METHOD
In this section a completely different approach than GCC is proposed. This new method focuses directly on the impulse responses between the source and the microphones in order to estimate the time-delay. First, the principle of this approach is explained and then an algorithm is presented.
A. Principle
We assume that the system ͑room͒ is linear and time invariant; therefore, we have the following relation:
where
are vectors of signal samples at the microphone outputs, ''T'' denotes the transpose of a vector or a matrix, and the impulse response vectors of length M are defined as
This linear relation follows from the fact that x i ϭs * g i , iϭ1,2, thus x 1* g 2 ϭs * g 1* g 2 ϭx 2* g 1 .
The covariance matrix of the two microphone signals is:
ͬ.
From Eqs. ͑11͒ and ͑12͒, it can be seen that Ruϭ0, which means that the vector u ͑containing the two impulse responses͒ is the eigenvector of the covariance matrix R corresponding to the eigenvalue 0. Moreover, if the two impulse responses g 1 and g 2 have no common zeros and the autocorrelation matrix of the source signal s(n) is full rank, which is assumed in the rest of this paper, the covariance matrix R has one and only one eigenvalue equal to 0.
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In practice, accurate estimation of the vector u is not trivial, because of the nature of speech, the length of the impulse responses, the background noise, etc. However, for this application we only need to find an efficient way to detect the direct paths of the two impulse responses. In the following, it is explained how this can be done.
B. Adaptive algorithm
In practice, it is simple to estimate iteratively the eigenvector ͑here u͒ corresponding to the minimum ͑or maximum͒ eigenvalue of R, by using an algorithm similar to the Frost algorithm which is a simple constrained Least-MeanSquare ͑LMS͒, 21 or by using the algorithms proposed in Ref. 22 . In the following, we show how to apply these techniques to our problem. Minimizing the quantity u T Ru with respect to u and subject to ʈuʈ 2 ϭu T uϭ1 will give us the optimum filter weights u opt .
Let us define the error signal:
Note that minimizing the mean square value of e(n) is equivalent to solving the above eigenvalue problem. Taking the gradient of e(n) with respect to u(n) gives
͑15͒
and we obtain the gradient-descent constrained LMS algorithm:
where , the adaptation step, is a positive constant. Substituting Eqs. ͑14͒ and ͑15͒ into Eq. ͑16͒ gives
and taking mathematical expectation after convergence, we get
which is what is desired: the eigenvector u(ϱ) corresponding to the smallest eigenvalue E͕e 2 (n)͖ of the covariance matrix R.
In practice, it is advantageous to use the following adaptation scheme to avoid roundoff error propagation: 23 u͑nϩ1 ͒ϭ u͑n ͒Ϫe͑ n ٌ͒e͑ n ͒ ʈu͑ n ͒Ϫe͑ n ٌ͒e͑ n ͒ʈ . ͑19͒
Note that if this trick is used, then ʈu(n)ʈ ͓which appears in e(n) and ٌe(n)͔ can be removed, since we will always have ʈu(n)ʈϭ1.
C. A simplified algorithm
The algorithm Eq. ͑19͒ presented above is a little bit complicated and is very general to find the eigenvector corresponding to the smallest eigenvalue of any matrix R. If the smallest eigenvalue is equal to zero, which is the case here, the algorithm can be simplified as follows:
and u͑nϩ1 ͒ϭ u͑n ͒Ϫe͑ n ͒x͑ n ͒ ʈu͑ n ͒Ϫe͑ n ͒x͑ n ͒ʈ . ͑21͒
Note that this algorithm can be seen as an approximation of the previous one by neglecting the terms in e 2 (n) ͓in Eq. ͑19͔͒, which is reasonable ͑since the smallest eigenvalue is equal to zero͒. In this application, the two algorithms Eqs. ͑19͒ and ͑21͒ should have the same performance after convergence even with low SNRs. Moreover, in all experiments the unconstrained frequency-domain adaptive filter ͑UFLMS͒ 24 is used to implement the impulse response estimation algorithm. Note that this algorithm is still efficient from a complexity point of view but it requires seven FFT operations per block ͑because we need to go back to the time-domain to apply the norm constraint͒, while the PHAT requires only three FFT operations per block.
D. Discussion
The goal here is not to accurately estimate the two impulse responses g 1 and g 2 but rather the time-delay. For that, we need to detect the two direct paths. Thus initialization of the proposed algorithm is a key issue. During adaptation, the first half of vector u will contain an estimate of the impulse response g 2 ; initializing by 1 ͑at time nϭ0͒ a tap of u somewhere in the middle of the first half part ͑in order to take into account negative and positive relative delays͒, say u M /2 (0) ϭ1, and adjusting the parameters of the adaptive algorithm ͑which is easy to do͒ in such a way that this ͑positive͒ peak will always be dominant ͑during adaptation͒ in comparison with the M Ϫ1 other taps of the first half of u, u M /2 (n) will be considered an estimate of the direct path of g 2 . A ''mirror'' effect will appear in the second half of u ͑containing an estimation of the impulse response Ϫg 1 ͒: a negative peak will dominate and that will be an estimation of the direct path of Ϫg 1 . Thus the relative delay will simply be the difference between the indices corresponding to these two peaks. If reality corresponds to the ideal model, it is clear that the vector u will converge to the two peaks and the other taps will be close to zero.
The proposed algorithm can be seen as a generalization of the LMS TDE proposed in Refs. 25 and 26, where the minimization criterion of the direct paths as well as echoes are accounted for, whereas the LMS TDE considers only the two direct paths. Mathematically speaking, the LMS TDE is based on a criterion using the following error signal:
whereas the proposed method is based on a criterion using the error signal
The two algorithms will have exactly the same performance in an environment that corresponds to the ideal model. In practice, the LMS TDE performs like the CC method.
IV. EXPERIMENTAL RESULTS
Now, the performance of the proposed method is compared to PHAT, CC, and the Fischell-Coker ͑FC͒ algorithm. All the measurements were made in the Varechoic chamber at Bell Labs, which is a room with computer-controlled absorbing panels which vary the acoustic absorption of the walls, floor, and ceiling. 27 Each panel consists of two perforated sheets whose holes, if aligned, expose sound absorbing material behind, but if shifted to misalign, form a highly reflective surface. Fig. 1 . The first, second, and third columns correspond, respectively, to a reverberation time of 150 ms, 250 ms, and 740 ms. The first, second, third, and fourth lines correspond, respectively, to the TDE by the proposed algorithm, PHAT, CC, and FC. The true delay is plotted with a dotted line. dom selection͒, and panels all closed; and the corresponding 60 dB reverberation time in the 400-1600 Hz band is, respectively, 150 ms, 250 ms, and 740 ms. Two different pairs of microphones were used: cardioid and omni. The distance between the two microphones was about 95 cm ͑37.25 in.͒. The source was simulated by placing a loudspeaker in four different positions ͑left, center, right, and far-right͒. Figure 1 shows a diagram of the floor plan layout with the position of the sources and the two microphones. A total of 14 different pairs of microphone signals were recorded, 12 with a speech source signal, and 2 with a white noise source signal. The original sampling rate was 48 kHz, but all the files were subsequently converted to a 16 kHz sampling rate. Each recording was about 5 s long.
For PHAT and CC, a 64 ms Kaiser window was used for the analysis frame. These two algorithms were well optimized in order to get the best results in terms of accuracy of TDE. For FC, a 100 ms window was used. 10 For the new method, we have used the UFLMS 24 with ϭ0.003. The length of the adaptive vector u is taken as Lϭ2M ϭ512. The power of the two microphone signals X i ( f ,n),iϭ1,2, was estimated in the frequency-domain as follows:
with ␥ϭ0.999. We initialized the algorithm with
It is not always easy to compare fairly different algorithms and the proposed choice of parameters of the previous algorithms may be argued, since in practice another set may be used for a better tracking. But this choice was done deliberately. We tried to find these parameters in order to have the best accuracy possible for all the algorithms. Note that this choice does not favor our algorithm. All of these simulations were made in a ''blind'' way, without using any information about the true delay. Moreover, we have used the same parameters for all the examples. Figure 2 shows histograms of TDE with a pair of cardioid microphones. The source is a speech signal and its position is on the right. The first, second, and third columns correspond, respectively, to a reverberation time of 150 ms, 250 ms, and 740 ms. The first, second, third, and fourth lines correspond, respectively, to the TDE by the proposed algorithm, PHAT, CC, and FC. The true delay is plotted with a dotted line. It can be seen from this example that the new method performs better and is the most accurate. Notably with a 740 ms reverberation time, all methods fail except for the proposed algorithm. Figures 3, 4 , and 5 show histograms of TDE with a pair of omni directional microphones, which presents a more difficult problem. The source is again a speech signal and the presentation is the same as in Fig. 2. For Fig. 3 , the source is on the left. All the methods fail for reverberation time of 250 ms and 740 ms. In Fig. 4 , the source is in the center and here again the proposed algorithm seems to give better results. For Fig. 5 , the source is on the right. It can be noticed that the new method fails completely only for a 250 ms reverberation time, whereas the other methods fail for 250 ms and 740 ms reverberation time. Figure 6 shows histograms of TDE with a pair of omni microphones, and a white noise source positioned on the far-right ͑not shown in Fig. 1͒ . The first and second columns correspond, respectively, to a reverberation time of 250 ms and 740 ms. The first, second, and third lines correspond, respectively, to the TDE by the proposed algorithm, PHAT, and CC. Results for FC are not shown, since it is a pitchbased algorithm. Again, the true delay is plotted with a dotted line. All the algorithms are close to the solution but the new one is by far the most accurate.
The proposed algorithm converges very fast to a good time-delay estimate, it converges in less than 250 ms. Moreover, it is very robust to noise even with an SNR as low as 10 dB. Figure 7 compares the proposed algorithm to the PHAT, with a speech source on the right, a pair of cardiod microphones, a 250 ms reverberation time, and a white noise source in the center with an SNR equal to 10 dB.
V. CONCLUSION
In this paper, a new and simple approach to time-delay estimation has been proposed. The method consists of detecting the direct paths of the two impulse responses between the source signal and the microphones that are estimated in the eigenvector corresponding to the smallest eigenvalue of the covariance matrix of the microphone signals. In comparison with other methods, the proposed one seems to be more efficient in a reverberant environment and much more accurate. FIG. 6 . Histograms of TDE with a pair of omni microphones. The source is a white noise signal and its position is on the far-right. The first and second columns correspond, respectively, to a reverberation time of 250 ms and 740 ms. The first, second, and third lines correspond, respectively, to the TDE by the proposed algorithm, PHAT, and CC. The true delay is plotted with a dotted line.
FIG. 7.
Comparison of ͑a͒ the proposed algorithm to ͑b͒ the PHAT, with a speech source on the right, a pair of cardiod microphones, a 250 ms reverberation time, and a white noise source in the center with an SNR equal to 10 dB.
