Many existing object detection networks achieve outstanding accuracy in some open-source datasets, which usually contain a large number of images and target categories. However, a majority of the state-of-the-art networks use hundreds of filters and layers to extract plenty of features on behalf of getting a better result. Also, it is known that the networks tend to be redundant with so many parameters. In order to explain the redundancy more intuitively, we propose to visualize the feature maps, among which some is even found to impact negatively on the detection accuracy, especially when it comes to some small datasets containing only a few target categories. To address this problem, we propose the pruning rules of filters, whereby finding the useless filters and remaining the helpful ones based on feature maps, hence the networks are turned into thinner ones. Our final networks use filters less than one-tenth of the baseline model in some layers, but still outperform some related object detection methods.
I. INTRODUCTION
In recent years, many different open-source image datasets have been published, which are used for different image processing tasks. For example, ImageNet [4] , [21] and CIFAR-10 [20] are used for image classification. PASCAL VOC [6] , MS COCO [26] and ImageNet are used for object detection. Also, MS COCO and VOC2012 [7] can be used for semantic segmentation. These datasets are driving advances in image processing algorithms for competitions and other forms. A majority of network models with excellent performance have been proposed in the literature, i.e., AlexNet [21] and VGG-16 [32] , which achieve high accuracy in ImageNet. Moreover, some object detection models like Fast R-CNN [8] , Faster R-CNN [31] , FPN [25] and other special designed networks such as RIFD-CNN [1] , [2] , [24] have shown high mean average precision(mAP) in the corresponding datasets. In summary, for these large-scale open-source datasets, there exist many special excellent models which have perfect performance. However, when it comes to the practical applications, we need to construct our own datasets based on the real situations, such that it is more difficult to obtain desirable performance with the existing models.
The associate editor coordinating the review of this manuscript and approving it for publication was Zhenbao Liu . Nowadays, more and more researchers have focused their study on real world applications, e.g., intelligent manufacturing, healthcare and smart agriculture. For example, building models about the plant of greenhouse can help maximize the profits with conditioned consumption. However, a lot of information about the plants is required to build these models. For the tomato growth problem, the data obtained through tomato object detection is very helpful to build the corresponding models. In the literature, there are some algorithms working in controlled conditions, such as decision tree [34] and threshold colour difference [37] . However, these conventional machine learning methods have poor generalization and their performance is very sensitive to the setting of thresholds, making them difficult to be applied in reality. Given this, we have collected some tomato images from the greenhouse and labeled them. Compared to PASCAL VOC [6] and COCO [26] , our dataset is much smaller, containing only one type of object, i.e., tomato category. In fact, people can only get a small number of images due to the limitation of various real situations. Therefore, most of the private datasets have smaller scale and fewer categories compared with PAS-CAL VOC, ImageNet and any other large-scale open source datasets. Table 1 shows the detailed difference between these two kind of datasets.
To find an effective model in these small datasets of realworld problems, the fast, popular and effective way is to transfer the existing famous network models which are suitable for large-scale datasets. Among these networks, Faster R-CNN [31] is widely used due to its excellent two-stage structure, which accordingly, leads to a high detection accuracy. In view of this, we use Faster R-CNN to train our dataset, for which VGG-16 [32] was used to extract the features. It deserves pointing out that, this combination has shown high accuracy [35] in PASCAL VOC. In addition to the two-stage structure, hundreds of filters in VGG-16 can extract plenty of features for the prediction. However, it is known that networks tend to be redundant with so many parameters [14] - [16] , [23] . When it comes to small datasets which contain a few target categories, the redundancy is even worse. In our experiment, we attempt to visualize this kind of redundancy and propose a method to prune them.
In the literature, many methods on network pruning have been proposed. However, most of them deal with the image classification problems. In this paper, we focus on object detection problems, which is difficult but more practical in reality.
The pruning process is conducted by pruning the filters of networks, which can be divided into two parts: 1) selecting filters; and 2) the retraining. In this study, we use the sum value of feature maps to identify effectiveness of filters, and subsequently, the corresponding harmful filters are removed. After that, we retrain the whole net to get a better model without the negative feature maps, rather than rehabilitating the original feature [14] . Therefore, we can get a compact but more accurate model based on the proposed method. Additionally, we conducted experiments using Faster R-CNN with the original hundreds of filters, for which features were extracted by VGG-16. The results showed that plenty of useless feature maps were produced after training with our tomato dataset, leading to a negative impact on the detection accuracy. Hence we attempted to remove these redundant filters based on the proposed method and retrained the network, and the final model has shown a better detection performance, which also confirmed the effectiveness of the pruning strategy.
The remainder of this paper is organized as follows: Section II presents the related work. The proposed pruning strategy is described in Section III. Then, Section IV shows the experiments and results on the tomato datasets, followed by conclusions in Section V.
II. RELATED WORKS
In the area of computer vision, the convolution neural networks (CNNs) tend to get better performance with deeper and wider structure. However, memory and computational resources are difficult to meet the requirement in most situations, let alone running on mobile devices or embedded systems. To address this problem, various works like compact network design [5] , [17] , [18] , [33] , [36] , quantization [3] , [9] - [11] and pruning [12] , [13] , [22] , [23] which proposed to compress and accelerate networks can be found in the literature. Here we focus on the network pruning approaches to get more simple networks, thereby detecting objects of our tomato datasets efficiently.
Network pruning can be divided into two branches, namely unstructured pruning [12] , [13] , [19] , [22] , [28] and structured pruning [14] , [23] , [27] , [29] . The former aims at pruning individual connections or weights of the networks. In the early 90s, LeCun [22] and Hassibi [13] proposed optimal brain damage and brain surgeon to prune neural networks and remove unnecessary connections, which reduced model size and computational cost of the floating-point operations. However, it requires additional computing burden to calculate the second derivative. Recently, Han et al. [12] found the important connections after an initial training phase, hence they removed the connections whose weight are lower than a threshold to reduce redundant information. However, it is hard to accelerate these methods without the specialized libraries, whereby making it difficult to be applied in generalpurpose hardware.
On the other hand, structured pruning deals with filters, such that pruned model have no difference in network structure [29] . Consequently, these networks can be accelerated in any hardware. For example, Li et al. [23] pruned the filters directly based on their absolute weights, and each filter corresponds to a feature map. The m filters with smallest summed absolute values will be pruned. However, a large output can be produced even when a filter with small summed absolute value is convolved if a large input is provided. Also, the convolved value will be added an offset before feeding into the activation function. Thus, evaluating the validity of a convolution kernel is inaccurate if it is solely based on the absolute value of the convolution kernel. Liu et al. [27] also found a good way to evaluate the importance of each filter, which helps get a thin model for networks. In their work, training model with L1 regularizations will push the values of batch normalization (BN) scaling factors towards zero, then filters with small scaling factor values can be pruned. Thus it can be extended to networks with dropout layers so as to save more computing cost. In the recent proposed ThiNet technique [29] , the weak channels of input feature maps were found, which had little contribution to the outputs, the corresponding filters who outputted them in the upper layer were pruned. He et al. [14] also accelerated models by pruning filters. To be specific, the channels were selected based on the LASSO regression, thereafter, the feature maps of the un-pruned convolution layers or other blocks can be reconstructed. However, it is preferred that the new feature maps can recover the original ones as much as possible, which is not an trivial issue, and hence, leading to difficulty to improve the performance of the un-pruned models.
III. THE PROPOSED PRUNING STRATEGY
In this study, the experiment is conducted on the tomato images, which were taken under real greenhouse condition from the glass greenhouse of the Chongming Base of National Facility Agricultural Engineering Technology Research Center. Our proposed method is similar to the method in [23] , but we prune filters based on new, simpler and more efficient rules.
A. DATASET
We have collected a lot of images from the real greenhouse which mentioned before. Different with Fruit 360 [30] , all the images are collected from the real agriculture situation rather than the lab condition. So they have complex background and different degrees of brightness. Given that the initial size of these images is quite large, which will take up huge GPU memory in convolution computation, we cut them into small ones. However, some tomatoes may be split while cutting the images and get less training samples in the end. To avoid this, we crop the images with overlapping parts, i.e., the two adjacent images have some overlapping pixels, as shown in Fig. 1 
(a),(b).
After removing the unqualified images, e.g., those containing no tomatoes, we get 895 images in total. In order to be more accurate, each image is labeled as detailed as possible including the immature and ripe tomatoes, and hence, some of the annotations are relatively small. At last, there are 4930 objects in these images. The detailed information are showed in Table 2 . In the experiment, we use the hold-out way to split our dataset, whereby about 80% (700) images are used as the training dataset, and the remaining 195 images are used as the test dataset 1 .
B. PRUNING RULES
We prune the redundant parameters in the level of filters. For the convolutional neural networks, there exist many filters which are used to extract features. Note that, the number of filers can be different among layers. As mentioned before, not all feature maps benefit to the final prediction. In this work, FIGURE 1. All images are taken by smartphones, and they have good quality but large initial size. Tomatoes in our images are small and dense, if we resize these images into small ones, it's inevitable that we will lose a lot of them.
we proposed a method to remove these useless feature maps by pruning the corresponding filters. To be specific, all filters are grouped into useful and useless ones at first, such that the useless filters can be removed to let the corresponding feature maps be discarded.
Our model is based on the Faster R-CNN with VGG-16. It is trained with our tomato dataset, subsequently, the welltrained Faster R-CNN is used to deal with our network pruning tasks. In the last convolution layer of VGG-16, there are 512 filters in all, hereby 512 feature maps will be output by this layer. In order to have a better understanding of the feature maps, we visualize all of them and sum the pixel values of all feature maps. For the c-th feature map, the summation FIGURE 2. Visualization of feature maps in the last convolution layer. Due to the sparsity of network, most of the visualizations of feature maps are consistent with the first three columns in (a). And when we calculate the sum value F c , the image on the left side of (b) will output a value which is closed to zero, sot it has little impact on the final prediction, which means feature maps like this have little information. The image on the right side of (b) outputs a large value. Feature maps like this have more contribution to the final prediction and therefore, they have rich information. From (c), all the 512 sum values from the last convolution layer of one input image are plot in one figure. Four different input images' figures are showed in (c). most of the sum value are small, as for the large sum values whose their feature maps with rich information have the similar locations, thus the length of list L won't be very long. Accordingly, a thin pruned model with few filters is obtained. 
where f c ij denotes the pixel value of the i-th row and the j-th column in the c-th feature map, n f is the number of feature maps in this layer, h and w are the height and width of a feature map respectively. To make a prediction, the class with the largest probability is selected as the output, and it is obvious that larger F c contributes more to the output.
Through the visualization, most of the feature maps look like the left one in Fig. 2(b) , whose summation F c are close to zero. Only a few feature maps obtain a large summation F c , as acted like the right image in Fig. 2(b) . Thus only a few feature maps play an important role in the final prediction.
Hence, the top n feature maps with largest sum value F c are selected and preserved. Accordingly, their corresponding n filters will be kept through their indexes in the original 512 filters.
Let L i represent the list of these n index numbers for image i, as shown in Eq. (2), where l ij denotes the j-th index number for image i in test dataset, N t is the number of images in the test dataset. Take the union of all the lists and we can get the final serial number list L according to Eq. (3).
The indexes of all surviving filters are saved in the above list L. Note that, the final list L will have different lengths in case of different n. It will be very long if the list L i is different from each other. On the contrary, if all lists L i have the same index numbers, the length of L still equals to n-namely the number of filters we select in every image.
As a matter of fact, filters are convolved with the inputs and then output feature maps. Compared to pruning filters by their absolute weights [23] , it is more convincing to prune networks by feature maps, which motivates us to choose feature map to select filters.
C. MODEL PRUNING
This section mainly presents some rules of model pruning. Our model is based on the Faster R-CNN with VGG. There are 13 convolution layers and 136.97 GMac FLOPs, which takes up most of the FLOPs of the whole network. Table 3 shows the detailed information about different convolution layers in VGG-16 with the input size of 600 × 750. Since the deep layers contain hundreds of filters, plenty of feature maps will be extracted; while for the shallow layers containing relatively small number of filters, they still take up many FLOPs because of the large size of feature maps. Therefore, our work focuses on the pruning filters in these convolution layers.
Note that the number of convolutional filters in m-th convolution layer corresponds to the number of input channels of the (m + 1)-th convolution layer. Thus pruning filters in each layer is related to the corresponding adjacent layers. Pruning filters in the last convolution layer. The output feature maps in this layer will be reshaped as vectors and then fed into the fully connected layer. when pruning green feature map, we just remove connections between the reshaped green vector and the first fully connected layer, the left parameters will be reused.
FIGURE 4.
Pruning filters between two convolution layers. If the red feature map shows little information, we will remove the corresponding filter in the m-th layer(the yellow filter on the left side). In the meantime, the input feature maps of the next layer will lack one channel. Likewise, we remove the corresponding channel in each filter in the (m + 1)-th layer (the yellow kernels on the right side of the figure).
1) PRUNING ONE LAYER
• Pruning the last convolution layer
The last convolution layer is followed by some fully connected layers, and the input to the next layer will lack some neural units due to the pruning channels. In this study, we will not reinitialize parameters in fully connected layers. Instead, we take advantage of the learned knowledge to remove the corresponding connections for the purpose of speeding up the training process, as shown in Figure 3 .
• Pruning other layers When pruning one filter in the m-th convolution layer (not the last layer), there will be one less feature map output. In other words, there will be one less channel for the input of the next layer. In view of this, we need to remove the corresponding input channels in each filter in the next convolution layer. The surviving parameters will be used to extract features instead of reinitializing the next layer shown in Figure 4 . Based on these rules, the trained useful knowledge from the original model will be remained in our pruned model. When retraining the whole net, we can achieve the original detection performance in a few iterations. 
2) PRUNING LAYER BY LAYER
There are 13 convolution layers in the part of feature extraction, which is performed through VGG-16. The first way to prune the whole network is to prune layers one by one. A complete pruning process for a single layer is mainly carried out with two steps. Once obtaining feature maps in the last convolution layer, we can get the surviving index list L and prune the other filters in this layer. Subsequently, the whole net is retrained to make up for the loss information. Thereafter, we go to the upper layers and find useful filters based on the new pruned networks. Meanwhile, the useless filters are removed and the whole net should be retrained. Through this process, we prune the whole network from the deep layers to the shallow ones, until completing the pruning operation of the first layer.
3) PRUNING ALL LAYERS AT ONCE
Different with the method of pruning layer by layer, pruning all layers at once speeds up the whole process by getting the surviving index lists L of all convolution layers from the original un-pruned network. However, experiment showed that the pruned net lost too much information before retraining, leading to difficulty to achieve the original mAP based on this method.
IV. EXPERIMENTS
In the experiments, the pruning work is implemented with Faster R-CNN [31] , [35] in Pytorch. We make the data augmentation with flip horizontal and all the images are resized to 600 × 750, and the original Faster R-CNN model is trained with these tomato dataset. Thereafter, the experiment is conducted with this model as a baseline, which can obtain the baseline mAP of 0.793 and detection time at 42.1 ms. All the detection times in this paper are measured on an NVIDIA 1080Ti GPU.
A. REHABILITATING FILTERS ONE BY ONE
In convolutional neural networks, filters are used to extract features from the inputs. Given that there exist 512 filters in the last convolution layer, such that 512 feature maps will be used for the final prediction. In order to verify whether all of the 512 filters benefit to the performance of the model, we set each one to be zero in the beginning so that they will contribute nothing to the output because of performing without extracting features. Then we rehabilitate one more filter at a time to evaluate the model by getting the mAP. If there is no negative impact, the mAP that we get will not decrease when more and more filters are rehabilitated. Fig. 5 shows the mAP at different numbers of rehabilitated filters. We can observe some drops of the mAP, which indicates that some filters have the negative impact on the performance of the model. It can be concluded that, in some conditions too much filters will lead to worse performance for the output.
B. LAST CONVOLUTION LAYER PRUNING
For the last convolution layer, the variable n in Eq. (2) indicates the length of list L i . Also, we will get the final index list L of surviving filters after taking the union of all L i , such that different n will lead to different length of list L. And accordingly, we get the same number of filters at different TABLE 6. Number of survived filters in each layer at different n and their retrained mAP. The higher values of mAP obtained by the pruned network than the original network are highlighted in bold type. n based on absolute weights of parameters [23] and random selection to verify the effectiveness of our selected filters.
According to the selected filters, we set all weights of the other kernels in this layer as zero and verify the performance on the test set. The result of mAP on selected filters with different algorithms is shown in Table 4 . We can observe that, compared to the random selection method, both our proposed method and that in Li et al. [23] get better results, furthermore, the former performs much better (with the same selected kernels). In fact, inputs and biases are not taken into consideration when choosing kernels based on absolute weights of parameters [23] . Nevertheless, in our proposed method they are all used to select filters, hence the best filters can be chosen based on our pruning rules.
Through our proposed pruning rules, we get models with different filters in the last convolution layer with different n. Table 5 shows the result of lengths of L at different n and their retrained mAP. It is observed that, we get higher mAP than the un-pruned network after retraining.
After pruning filters and retraining the networks, we feed an image to all of these pruned models with different n, thereby producing the feature maps from the last convolution layer. From the summation value shown in Fig. 6 , it is obvious that the ratio of summation close to zero is significant less compared with Fig. 2 (c) , and filters with high summation are survived.
C. PRUNING LAYER BY LAYER
Generally, it is inevitable to obtain a poor accuracy if too much features are pruned. However, pruning fewer filters cannot sufficiently reduce the parameters of the network, and hence, leading to difficulty to obtain a small network. According to the retrained mAP which produced by the last layer of the pruned model in Table 5 , the mAP is lower than the baseline model when n < 5. In order to cover more situations without incurring huge calculations, we set n as 5, 10, 15, 20, 30, 40, 50, respectively, to get different pruned models. Moreover, for a pruned model we choose the same n for every convolution layer to speed up the pruning.
Notice that the network will be retrained to make up the loss information after pruning one layer, then we turn to the upper layers. Also, parameters of the first three convolution layers are fixed when pruning the deep layers so as to save the training time. When the fourth layer is pruned, the first three layers are released, such that they can be updated during the training process. Table 6 shows the retrained mAP of each layer after performing pruning operation on the network.
Through pruning the network layer by layer, we can finally get different thin networks with different n. It is clear to see from Table 6 that most pruned networks get a higher mAP than baseline mAP 0.793 from the un-pruned model. Table 7 shows the FLOPs(GMac) and params(M) in the pruned models for different n after pruned all convolution layers in VGG. We can observe that the FLOPs have decreased dramatically. For example, FLOPs decrease from 136.97 GMac (from Table 3 ) to 5.39 GMac when n = 5, which is only 3.9% of the original FLOPs. Also, the size of parameters decrease from 14.71M to 0.28M, which can save a lot of computational memory at the sacrifice of merely dropping a little mAP. The detection time (ms) after pruning each layer at different n is presented in Table 8 , where we get four times faster than the un-pruned model. Note that, the speed of the pruned models has been improved with respect to different n. Figure 7 indicates the retrained mAP after pruning from deep layers to shallow ones, where the baseline mAP value is 0.793. It is clear that the mAPs obtained by different layers of the pruned networks are higher than the baseline in most cases, except for some layers when n = 5, for which too much filters are pruned. In other words, the performance of pruned networks gets better in appropriate conditions that the number of filters decreases in different layers. Therefore, it is likely to have negative effect on the performance of these models if there exist many redundant filters, which can further, brings some noise for the whole network.
After pruning the whole network, we evaluate the performance in terms of the Average Recall (AR), and compute its value on both the original un-pruned network and the pruned network when applied to small, medium, and large objects (AR s , AR m , AR l ), respectively. The definitions of these ARs can be referred to [26] , and the result is presented in Table 9 We can observe that the proposed pruning method helps improve the AR values, especially for small objects. The visualization of the detection results is shown in Fig. 8 , where all the networks get good performance on large and medium objects (as AR m is around 0.75 and AR l > 0.8 from Table 9 ). However, for the small objects, it is difficult for all models to obtain desirable detection result, while the pruned networks can get better performance than the original network. We can conclude that it is beneficial to prune some filters for small objects, thereby improving the AR s .
D. PRUNING MULTI-LAYERS AT ONCE
It is time-consuming to prune the whole network layer by layer. Instead, pruning all layers at once and then retraining the whole net to make up for the loss in information may speed up the pruning process. In this way, selection of filters in different layers will use the same model, namely the unpruned model. Fig. 9 shows the mAP of pruning all layers at once by different n after retraining the network. We can observe that, the mAP increases monotonously w.r.t. n when the training procedure becomes saturated. However, none of them can reach the baseline mAP, and the final networks are not thinner than pruning layer by layer. Thus, it will lose too much information before retraining if pruning all layers at once. Nevertheless, to learn these features and make up for the loss is not non-trivial, which needs further effort.
Therefore, it is beneficial to prune network layer by layer to obtain a thin and accurate network. However, retraining the network so many times is time-consuming. In view of this, a potential strategy is to prune two or three layers at once, which can balance the detection performance and time efficiency.
E. PRUNING ON PASCAL VOC
Different with our tomato dataset, which is small both in quantity and target category, there are 9963 images (4952 images in test set) and 20 classes in PASCAL VOC2007 [6] . With the same Faster R-CNN, we train this network on PASCAL VOC and obtain the baseline mAP of 0.703. Based on our pruning method, we have pruned the last convolution layer on the baseline network.
The retrained mAP on PASCAL VOC and the number of survived filters is shown in Table 10 , where n varies from 1 to 10. It is obvious that all of them cannot get the baseline mAP. For the index list L of surviving filters, their lengths are much longer than that obtained in our dataset, which indicates that they have more surviving filters than our pruned networks with the same n. However, the pruned models on PASCAL VOC get poor performance with the same n. However, there already exist 234 filters when n = 10, such that we cannot obtain a real thin network for our purpose. Therefore, we didn't conduct the experiments with larger n.
According to Eq. (3), the index list L of the surviving filters is obtained by the union of the lists L i from all the test images. As a result, it is more possible that a longer list L is generated for larger test set. There are 4952 images in PASCAL VOC test set while our tomato test set only have 195 images. Hence, 195 images are randomly selected from the PASCAL VOC test set to get new lists L. Table 10 shows the lengths of L for different n and the retrained accuracy on PASCAL VOC, and it is observed that the new lists are much longer than that get from the tomato dataset containing only one object class. Figure 10 shows the summed values of feature maps in different datasets, where Figure 10 (a)∼(c) have more large summed values compared to that of (d). It means that if the same 512 filters are provided, the number of useful filters in dnetworks trained in PASCAL VOC is larger than our dataset. This is because there exist 20 object categories in PASCAL VOC, such that more features will be needed to classify the images. Therefore, the index list L of surviving filters will be much longer than lists in tomato datasets.
Our proposed method is more likely to have a better performance on the small datasets, especially on those with only a few target categories.
F. HYPER-PARAMETER SETTING
In out proposed method, a suitable n is needed to prune filters. It deserves pointing out that, the filters should be firstly reduced in different layers as many as possible, so that we can speed up the whole net and reduce the reliance on hardware. Thereafter, we hope that the performance of the network can be improved through the pruning strategy. In the experiments, the setting of n has many factors. We need to set a particular value of n based on the datasets and the actual situations as follow:
• Datasets When the target categories in a dataset is limited, a small value of n-e.g., n ∈ [5, 10] will be fine for the pruning process. On the other hand, if a dataset contains many small targets, it will be a better choice to increase the value of n appropriately.
• Actual situations When computing resource is limited, for example, the GPU memory is limited or a mobile device is used to run the network, a small n is preferred. It will prune a lot of filters both in deep and shallow layers, which will reduce the FLOPs and the need of GPU memory.
V. CONCLUSION
In most existing state-of-the-art CNNs, filters are used to extract features to make prediction. However, too much filters are not beneficial to the networks, which even have negative influence on the accuracy due to the plenty of useless features, especially for those datasets with a small number of object classes. In this paper, we propose a method to alleviate the redundancy of filters. In the proposed pruning rules, useful filters are survived and useless ones will be pruned, thereby removing the useless features. Our method has shown better performance on small datasets with much less filters. It is known that networks will be well-trained if there exist some large datasets. However, large dataset is always a relative concept and training too much samples will be very time consuming. Compared with the datasets which only have a few number of object classes, datasets with a wide variety of targets need more features to train the networks. If a dataset contains all the feature distribution, then the dataset is large enough to train the networks. Given that every image has its own feature distribution, we will study further in the relationship between the feature distribution of datasets and the number of target categories. Hence, we can build a dataset with a small number of images, but still contain enough feature distribution to train a network.
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