The long standing problem of the ordering ambiguity in the definition of the Hamilton operator for a point particle in curved space is naturally resolved by using the powerful geometric calculus based on Clifford Algebra. The momentum operator is defined to be the vector derivative (the gradient) multiplied by −i; it can be expanded in terms of basis vectors γ µ as p = −iγ µ ∂ µ . The product of two such operators is unambiguous, and such is the Hamiltonian which is just the D'Alambert operator in curved space; the curvature term is not present in the Hamiltonian if we confine our consideration to scalar wave functions only. It is also shown that p is Hermitian operator: the presence of the basis vectors γ µ compensates the presence of |g| in the scalar product. The expectation value of such operator follows the classical geodetic line. Matrix elements of the momentum vector operator are also considered, and their product leads to the product of covariant differential operators.
Introduction
One of the very important steps towards quantum gravity is the understanding of quantum theory in curved space [1] - [4] . The latter space can have in general an arbitrary dimension and signature. In particular, it can be just a 3-dimensional curved space in which a non relativistic particle moves. Or it can be a 4-dimensional spacetime in which we employ the Stueckelberg approach which is based on an unconstrained, but covariant, classical action whose quantization leads to the unconstrained quantum mechanics in curved spacetime with an evolution parameter τ [5] - [7] . Usually not all quantum states of the latter theory are considered as physical. Physical states are obtained after a suitable projection which is performed by the integration over τ . This is the well known Fock-Schwinger proper time formalism [8] , known also as "heat kernel" technique, used in the theory of quantum fields in curved spaces [9] - [11] .
A big unresolved problem that we face is the ordering ambiguity in the expressions such as g µν p µ p ν , µ, ν = 1, ..., n entering the Hamiltonian. When p µ are quantum operators the position of the metric g µν (which depends on x µ ) does matter: the expression p µ g µν p ν is different from g µν p µ p ν or p µ p ν g µν . How then to construct the quantum Hamiltonian?
This old problem has been investigated by many authors [1] - [4] . A related problem is the correct definition of momentum operator p µ which should remain Hermitian with respect to the scalar product in curved space φ * p µ φ |g| d n x = p µ (1) and retain the desirable properties under general coordinate transformations of coordinates x µ . A resolution of the latter problem has been proposed by DeWitt [1, 2] , but the ordering ambiguity has remained unresolved. In this paper we report about an elegant resolution of the problem by employing the powerful geometric language based on Clifford algebra in which a natural physical quantity is the momentum vector p = p µ γ µ .
The presence of the basis vectors γ µ besides the components p µ renders the corresponding quantum operator and its powers unambiguously defined and Hermitian. By this we have removed one of the annoying stumbling blocks in our efforts to formulate a consistent theory of quantum gravity.
In Sec. 2 we briefly review geometric calculus and the concept of vector derivative. In next section we provide a definition of vector integral, an operation which turns out to be very fruitful in Sec. 4 where we discuss the momentum operator and its expectation value p . We show that p is tangent to a geodetic trajectory in curved space. Finally, in Sec.5 we consider the matrix elements of the momentum vector operator p between the position eigenstates. So we reconfirm hermicity of the operator p, and show that x|p 2 |φ can be calculated by inserting twice the complete set of the position eigenstates |x and that the result is the covariant D'Alambert operator (multiplied by −1) as it should be.
So we have succeeded in providing a consistent and elegant foundations for quantum mechanics in curved space, and thus paved the way for our further progress towards quantum gravity.
Geometric calculus
Since the seminal work by Hestenes [12] , together with some very important works such as those of refs. [13] , the geometric calculus based on Clifford algebra has been receiving increasing attention [14] . It is a very powerful language for geometry and physics, enabling potentially very important generalizations [15, 16, 7, 17] . The calculus is based on the observation that the non commuting numbers satisfying the Clifford algebra relations
can represent basis vectors. An arbitrary vector a is then a linear superposition
where the components a µ are scalars from the geometric point of view, whilst γ µ are vectors. The latter relation is just a more general form of a similar relation discussed in textbooks:
which states that a 4-vector can be written in terms of the Pauli matrices σ i . Here we do not consider γ µ as being necessarily matrices 2 ; they are just numbers satisfying eq.(2).
Besides the basis γ µ we can introduce the dual basis γ µ satisfying
where g µν is the covariant metric tensor such that g µα g αν = δ µ ν , γ µ γ ν + γ ν γ µ = 2δ µ ν and γ µ = g µν γ ν . We shall consider curved space in which γ µ and g µν depend on position x.
The vector derivative or gradient is defined according to
where ∂ µ is an operator, that I will call geometric derivative, whose action depends on the quantity it acts on.
Applying the vector derivative ∂ on a scalar φ we have
where ∂ µ φ ≡ (∂/∂x µ )φ coincides with the partial derivative of φ.
But if we apply it on a vector a we have
In general γ ν is not constant; it satisfies the relation [12, 7] ∂ µ γ ν = Γ α µν γ α
where Γ α µν is the connection. Similarly, for γ ν = g να γ α we have
The non commuting operator ∂ µ so defined determines the parallel transport of a basis vector γ ν . It should be distinguished from the ordinary-commuting-partial derivative γ ν ,µ as defined in eq.(33). Instead of the symbol ∂ µ Hestenes uses 2 µ , whilst Wheeler et. al. [18] use ∇ µ and call it "covariant derivative". We find it convenient to keep the symbol ∂ µ for components of the geometric operator ∂ = γ µ ∂ µ . When acting on a scalar field the geometric derivative ∂ µ happens to be commuting and thus behaves as the ordinary partial derivative.
Using (9) , eq.(8) becomes
where γ µ · γ ν is the symmetric and γ µ ∧ γ ν ≡ 1 2 (γ µ γ ν − γ ν ∧ γ µ ) is the antisymmetric part of the Clifford product γ µ γ ν . In general we have
Here D µ is the covariant derivative of the tensor calculus with the properties:
From the relation (12) we find that applying the vector derivative on a scalar twice we obtain
If the connection is symmetric, i.e., when torsion C ρ µν = Γ ρ µν −Γ ρ νµ is zero, the commutator of the covariant derivatives acting on a scalar vanishes, [D µ , D ν ]φ = −C ρ µν = 0, and we have
which is just the D'Alambert operator in curved space. Here, as usually, g ≡ det g µν denotes the determinant of the metric.
A more elaborated discussion of the geometric calculus the reader can find in refs. [12, 7, 17] . Here let me just mention that in geometric calculus the sum of scalars, vectors a µ γ µ , bivectors a µν γ µ ∧ γ ν , etc., is as legitimate operation as is the sum of a real and imaginary number.
In this paper we do not consider the action of the derivative operator (6) on a spinor.
This could be done straightforwardly by taking into account the well know fact that spinors can be represented [12, 13, 7, 19] as members of the left or right ideals of Clifford algebra.
Vector integral in geometric calculus
Before going to physics, more precisely, to quantum mechanics in curved space, some mathematical preparations are necessary. First let us recall that for an arbitrary vector with components a µ the expressionā µ = d n x |g| a µ (16) has no geometric sense, since it depends on a chosen coordinate system and has no definite properties under general coordinates transformations.
On the other hand, if we integrate not components a µ but a vector a = a µ γ µ we obtain an expression which is invariant under arbitrary coordinates transformations:
This is so, because a vector a = a µ γ µ by definition does not depend on coordinates. Under a change of coordinates the transformation of components
is compensated by the corresponding transformation of basis vectors
so that the vector a = a µ γ µ = a ′µ γ ′ µ remains invariant. Since the volume element |g| d n x also is invariant, the "average"ā in eq. (17) is an invariant quantity.
A question arises at this point of whether the integration (17) over a vector field is a well defined operation from the geometric point of view: the result should be a geometric object-a tangent vector-of the considered curved space. We shall show that, surprisingly, this is indeed the case. Namely, if we have some rule for bringing together vectors at different points and integrate them at a chosen point of the manifold, then such operation is geometrically well defined. We will see that the integral (17), if properly interpreted, automatically incorporates such a rule.
Let us now examine the integral (17) 
where η ab is the Minkowski metric and η ab its inverse. At every point the basis vectors γ µ can be expressed in terms of γ a , and vice versa:
are the vierbein field and its inverse, respectively. Inserting (21) into the integral (17) we
The above expression (23) is invariant with respect to arbitrary general coordinate transformations of spacetime coordinates x µ . In addition, it is invariant with respect to arbitrary local Lorentz transformations (which act on the index a).
In general, the Lorentz frame basis vectors γ a in the expression (23) to perform calculation, we are free to take whatever gauge we find convenient. This will have no influence on our result. If γ a are represented as matrices satisfying (20) the result of the integration is a matrixā, and the matrix is the same regardless of which local Lorentz gauge we choose in the integral (23). Does the matrixā represents a vector of our manifold? In other words, canā be expanded in terms of basis vectors γ a or γ µ taken at a chosen point x ′ within a domain Ω of the manifold?
Let us choose a gauge in which γ a are constant at every point x. Then they can be taken out of the integral and so (23) becomes
The result of the integration (24) 
Inserting the expression (25) into the integral (24) we havē
This can be written compactly as
where
In (28) we recognize the relation for parallel transport of a vector with components a µ (x) from a point x along a geodesic to a point x ′ (see, e.g., Synge [20] ) expressed in terms of vierbein; a ν (x ′ , x) is the vector at x ′ obtained by parallel transport of a vector a ν (x) at x.
According to Synge such a transport is determined by the parallel propagator g ν µ (x ′ , x) which can be expressed in terms of vierbein according to g ν µ (x ′ , x) = e a ν (x ′ )e a µ (x). The latter relation for the parallel propagator holds in a Lorentz gauge in which γ a (x) = γ a (x ′ ) = constant. In an arbitrary Lorentz gauge this is no longer true, but the vector integral is still given by expression (27) (27) is the vector at x ′ that is obtained by summing (more precisely, integrating) the vectors
which are all taken at the same point x ′ (which can be any point within the domain Ω).
The argument x of the integration determines the points from which the vectors a ν (x ′ , x)
were brought by means of the parallel transport along the geodesic joining x and x ′ . The integral (17) was thus shown to have a well defined geometrical meaning. The integral by its construction automatically implies the rule for bringing together vectors at different points. This in itself is a very important result, since so far it has been taken for granted that, since in (17) we are summing vectors at different points, such an operation has no geometric sense. It has not been realized that in the definition of the integral (17) vectors are actually integrated at the same point of the manifold, although from the expression (17) itself it does not immediately appear so. We have shown that in curved space we are doing exactly the same as in flat space: we first bring vectors together by parallel transport and then perform the summation or the integration.
We have shown that the integral (17) can be written in terms of γ a that are constant at every point x. In order to understand what a constant γ a precisely means, let us recall that we distinguish two different types of derivative:
(i) Geometric derivative (determining the parallel transport) gives
where ω ab µ is the connection for the local Lorentz frame field γ a . (ii) The commuting partial derivative satisfies
Since e a µ are the scalar components of the vector γ a = e a µ γ µ , the geometric and the partial derivative of e a µ coincide. Eqs. (30)-(35) hold for arbitrary γ a and they are covariant with respect to general coordinate transformations (18), (19) and local Lorentz transformations γ ′ a = L a b γ b provided that the connections transform as
If γ a,ν = 0, a = 1, 2, ..., n, ν = 1, 2, ..., n, i.e., if the (commuting) partial derivative of γ a is zero, then we say that γ a is constant at every point x of the manifold. Let us assume that this is the case.
Taking the partial derivative of (24) or (27) we find
which means thatā is the same at every point x. If γ µ are represented by x-dependent Dirac matrices thenā = A µ γ µ is the same matrix at all points of the manifold, although A µ and γ µ separately do change with x.
Taking the geometric derivative we have after using eqs. (35), (31):
On the other hand we have
where D ν A µ = ∂ ν A µ + Γ µ νρ A ρ is just the covariant derivative of a vector field. Comparing (40) and (41) we find that
which correctly states that the covariant derivative of a vector field in a curved manifold is not covariantly constant. Taking the commutators of the covariant derivatives acting on the vector components A µ we immediately obtain from (42) the well known relation for curvature tensor expressed in terms of ω abν , namely
So we have verified that the objectā, given in eq. (24) which is independent of x and satisfies the relations (39), (40) is consistent from the geometrical point of view. The objectā is the result of the integration (23) or equivalently of (17) of a vector field a(x) over our manifold.
Extrinsic and intrinsic integral In our approach only the intrinsic geometry of the manifold has been considered and the integral has been given the geometric meaning which is intrinsic to the manifold. Had we considered our manifold V n as being embedded in a higher dimensional space V N , then we would have two options of how to perform (or better, to define) the integration: That is, when we write an expression such as (17) we have to specify (e.g., by using an extra label) over which manifold the integration is to be performed. So we define two different integrals: 
The momentum vector differential operator
Considering now the quantum mechanics in curved space, it is natural to define the momentum operator as a vector operator
Then in the Schrödinger equation derived from the quantization of the classical theory based on the action 48) and the corresponding Hamiltonian
there is no ambiguity of how to write the term Hφ. It reads
where φ is a scalar wave function. With the definition (47) of momentum operator there is no ordering ambiguity in the expressions such as p 2 , p 3 , etc. . We have
All those expressions are covariant with respect to arbitrary coordinate transformations in curved space. The metric g µν of curved space is implicit in the position dependent basis vectors γ µ (x) satisfying eq.(2). There is no ambiguity of where to place γ µ , γ ν , etc., in the product of any number of operators p.
Remember that we are considering here the action of the geometric derivative ∂ µ on a scalar φ so that ∂ µ φ coincides with the partial derivative of φ. Had we considered the action of ∂ µ on a spinor, the situation would be different. Consideration of spinors is beyond the scope of this paper.
Now it remains to demonstrate that the operator p is Hermitian with respect to the scalar product
where φ = φ(τ, x) depends on the evolution parameter τ and coordinates x µ .
Eq.(53) defines the expectation value of the momentum operator p. By using eq. (47) we write it explicitly
Its complex conjugate value is 3
From eq. (10) we have
On the other hand, the derivative of the determinant gives
Therefore,
Using eq.(58) and omitting the surface term we find from (55) that
Thus we have found out that the vector momentum operator p = −iγ µ ∂ µ is Hermitian.
The surface term in eq.(55) comes from the boundary theorem which for an arbitrary polyvector A in curved space V n can be written as [12] Ω dω · ∂A = Σ dσ A
Here Ω is a closed r-dimensional surface bounded by an (r − 1)-dimensional surface Σ, whilst the r-vector dω is the surface element of Ω, and the (r − 1)-vector dσ is the surface element of Σ.
It is straightforward to show [12] that in Riemanian geometry the boundary operator ∂ in eq. (60) may be taken to coincide with the geometric derivative defined in eqs. (6)- (10) and used in eqs. (54)-(59). It cannot coincide with the commuting partial derivative with the properties (33)-(35).
The expectation value (54), which we will now denote p ≡ P , is by definition independent of position, since the x-dependence of all the quantities under the integration has been integrated out. More precisely, the partial derivative of P vanishes: P ,ν = 0. But since the wave function depends on time τ , so does the expectation value p = P (τ ).
Let us now calculate the derivative of the momentum expectation value with respect to τ . From
we have
where we have taken into account the Schrödinger equation i∂φ/∂τ = Hφ and its conjugate −i∂φ * /∂τ = Hφ * . It is straightforward to show that for H (which is Hermitian, since p is Hermitian) we obtain (Hφ * )pφ |g| d n x = φ * Hpφ |g| d n x (63) so that eq.(62) becomes
due to the fact that p commutes with H = p 2 /(2Λ). So we have found that the expectation value p does not change with τ .
The τ derivative in eq.(64) is just the total derivative which, because of p ,ν = 0, is equal to the partial derivative of the Clifford number p with respect to τ .
We can also look at the τ derivative from another angle. According to our interpretation of the vector integral as discussed before (see eqs. (17)- (41), the result of the integration is a vector at a chosen point x of the manifold. This vector is in principle a function of τ , that is, at every τ there is a different vector p ≡ P (τ ) = P µ (τ, x)γ µ (x).
(However, in (64) we have found that the latter vector is constant in τ .) A question arises of which point x we should choose. A natural choice for x is the expectation value
x ≡ X(τ ) of the particle's position. The latter point changes with τ , therefore at every τ the momentum P (τ ) is taken at different point X(τ ). We can compare P at different points by means of the geometric derivative ∂ µ which performs the parallel transport of P at x µ + δx µ to the point x µ so that
By taking x µ = X µ (τ ) and x µ + δx µ = X µ (τ + δτ ) we have that δx µ =Ẋ µ δτ so that
In (66) we calculated the change of P along the trajectory X µ (τ ) at two infinitesimally separated times τ and τ + δτ . The derivative of P is thus
This derivative coincides with the total derivative defined according to dP/dτ = ∂P/∂τ + P ,µẊ µ = ∂P/∂τ . The partial derivative ∂P/∂τ is taken at a point x µ to which in eqs.
(65),(66) the vector P (X(τ + δτ )) was parallelly transported and the difference P (X(τ + δτ )) − P (X(τ )) ≡ δP was calculated.
By using (64) and (67) we thus havė
By putting P ν = Λ dX ν /dτ where X ν ≡ x ν is the expectation value of the particle's position (i.e., the "center" of the wave packet), we find that (68) is the equation of motion that follows from the classical action (48). Since, according to (64) the momentum vector P is a constant of motion, also its square P 2 = P ν P ν ≡ M 2 is constant. This gives the relation Λ 2Ẋ µẊ µ = M 2 so that P ν = MẊ ν /(Ẋ µẊ µ ) 1/2 . Inserting the latter expression for P ν into eq.(68) we have
which is the geodesic equation. So we have found a natural result that the expectation value of the momentum operator follows a geodetic trajectory in our curved space.
Matrix elements of the momentum vector operator
A wave function φ(τ, x) ≡ x|φ is the projection of a state |φ onto position eigenvectors.
The latter satisfy the following normalization condition [1] x|x
In this representation the position operator is diagonal, but the momentum operator is not diagonal. We shall now determine its matrix elements.
The commutation relations in curved space are
Multiplying from the left by basis vectors γ ν and summing over ν we obtain
If we sandwich the commutation relations (72) between the position eigenstates we have
From
we obtain
Comparing eqs. (73) and (76) we obtain
where F (x) is an arbitrary position dependent vector.
The same relation (76) can be derived from the commutation relations (71) which give [1] 
and contracting eq. (77) by γ µ .
In the literature so far the authors considered the matrix elements (77) and required that they had to satisfy the condition for Hermicity
This together with the commutation relations [p µ , p ν ] = 0 restricts the choice of F µ (x):
where φ(x) is an arbitrary function -a phase. Hence, for the choice φ = 0,
By employing the powerful geometric calculus we recognize that the natural momentum operator is the vector operator p = γ µ p µ
So instead of the matrix elements x|p µ |x ′ (eq.(77)) we have to consider the matrix elements x|p|x ′ (eq.(76)). Hermicity condition for the latter matrix elements determines F (x) in eq.(76). It turns out (see eqs.(86)-(89) that
Hence
and we have
We shall now demonstrate that the matrix elements (84) are Hermitian. Using
which follows directly from eq.(70), and by taking into account eq.(56) and the relation
From the latter relation it is straightforward to verify that
Thus the matrix elements (84) of the vector momentum operator in curved space satisfy the Hermicity condition. No extra terms to eq.(84) are necessary in order to assure Hermicity. This is not the case in the approaches which work with components p µ of momentum operator: the matrix elements x|p µ |x ′ = −i∂ µ δ(x, x ′ ) are not Hermitian.
Let us now also calculate the matrix elements of the square of the vector momentum operator. Using eqs. (84), (88) and (58), namely ∂ µ ( |g|γ µ ) = 0, we find
The above result is very important, since it explicitly demonstrates the consistency of our procedure within the matrix formalism of quantum mechanics in curved space. We see that the matrix element x|p 2 |φ can be calculated by inserting twice the complete set of the position eigenstates so that under the integration we have the product of two terms such as x|p|x ′ . The result is the product of two vector differential operators −iγ µ ∂ µ acting on the wave function-just as postulated in eq.(50)-which, according to eqs. (8) (9) (10) (11) (12) (13) (14) (15) , is equal to the covariant d'Alambert operator (multiplied by −1).
Conclusion
We have resolved the long standing problem of the ordering ambiguity in the definition of the Hamilton operator for a quantum point particle in curved space. The approaches used so far in the attempts to formulate quantum mechanics in curved spaces have not been successful in resolving the ordering ambiguity, because they have not used a geometric language such as that based on Clifford algebra. Instead, they have used the component notation of tensor calculus, which is a very powerful mathematical tool, but also has its limitations. Our conclusion is that momentum and Hamilton operator in curved space cannot be consistently formulated in terms of the component notation. The geometric calculus based on Clifford algebra provides a natural definition of the momentum operator p which is Hermitian, and of the Hamilton operator which is free of the ordering ambiguities. Moreover, the language of geometric calculus enables us to define and calculate the expectation value of the momentum operator which turns out to follow a classical geodetic line-a very reasonable result. We have also been able to handle consistently the matrix elements of p and p 2 between the position eigenstates, by which we have further completed the formulation of quantum mechanics in curved space. This opens new perspective on the subject and its further development.
Two outstanding problems in General Relativity -how to define an unambiguous wave equation, and how to define an expectation for the (vector) momentum operatorhave been thus resolved in this paper.
