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SECTORIAL EXTENSIONS FOR ULTRAHOLOMORPHIC CLASSES DEFINED
BY WEIGHT FUNCTIONS
JAVIER JIMÉNEZ-GARRIDO, JAVIER SANZ AND GERHARD SCHINDL
Abstract. We prove an extension theorem for ultraholomorphic classes defined by so-called
Braun-Meise-Taylor weight functions ω and transfer the proofs from the single weight sequence
case from V. Thilliez [28] to the weight function setting. We are following a different approach
than the results obtained in [11], more precisely we are working with real methods by applying
the ultradifferentiable Whitney-extension theorem. We are treating both the Roumieu and the
Beurling case, the latter one is obtained by a reduction from the Roumieu case.
1. Introduction
In a very recent work by the authors [11], Roumieu-like ultraholomorphic classes of functions in
unbounded sectors of the Riemann surface of the logarithm have been defined by means of so-called
Braun-Meise-Taylor weight functions ω (see [5]), and the surjectivity of the Borel map (via the
existence of right inverses for this map) has been proved for narrow enough sectors. We refer to the
introduction of [11] for a motivation of this problem and its close links with similar Whitney-like
extension problems in the real-variable, ultradifferentiable setting. Despite this connection, no such
Whitney extension result was used in the approach followed in [11], but instead the techniques
employed, of a complex-analytic nature, rested on the use of truncated Laplace transforms whose
integral kernel is obtained from optimal flat functions in the corresponding classes. However, the
question remained open about the possibility of closely following and generalizing the ideas of V.
Thilliez [28] in his proof of similar extension results for Denjoy-Carleman ultraholomorphic classes,
defined by means of a strongly regular weight sequence M , by using different variants of Whitney’s
theorem. Our main aim in this paper is to show that Thilliez’s techniques are also working in
this situation, and how one may also prove the surjectivity of the Borel map for the corresponding
Beurling-like classes, which were not considered in [11].
In the main result, Theorem 6.8, we prove the surjectivity of the Borel map in ultraholomorphic
classes defined by weight functions ω, satisfying several standard assumptions and such that γ(ω) >
1, and in sectors of opening smaller than pi(γ(ω) − 1). So, as it happens in Thilliez’s result, the
opening of the sectors for which the result applies is controlled by a growth index γ(ω), which has
also been introduced in [11] and is studied in detail in [10]. Moreover, in [10] we consider other
indices for ω and also their relation to the indices γ(M) of Thilliez or ω(M) introduced in [23].
Some specific points in our arguments deserve mention. Firstly, we should note that the operations
of multiplying or dividing a weight sequence M = (Mp)p by the factorials, getting (p!Mp)p or
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(Mp/p!)p, increase, respectively decrease, the value of the index γ(M) by 1, so we may say the
first operation takes the sequence to an upper level, while the second one takes it to a lower one.
These operations have their counterpart when one considers weight functions ω, expressed by means
of the so-called Legendre upper and lower envelopes (or conjugates), and again they increase or
decrease the index γ(ω) by 1 (see Section 3.2, also [11, Section 3.1]). It turns out that, depending
on the particular setting one considers, it is more natural and/or convenient to express the results
departing from the proper level to which the weight function belongs or from the corresponding
lower level. Indeed, while in [11] it was preferable to start from the lower level, here we have better
considered the upper level as starting point. The upper conjugate has already played a prominent
role in several other extension results, e.g. see [19], [2], [20].
Secondly, it is important to highlight that A. Rainer and the third author [25, 21] have consid-
ered ultradifferentiable classes defined by weight matrices (i.e. families of weight sequences), what
strictly includes both the Denjoy-Carleman and the Braun-Meise-Taylor approaches. Since with
each weight function we can associate a canonical weight matrix Ω = {W x : x > 0} defining the
same corresponding classes, the idea is to transfer proofs from the weight sequence setting to the
weight function one by working with the sequences W x, and this will be fruitful in our regards. A
main challenge in this respect is that one can not use directly the proofs from [28] and replace there
the weight sequence M by some/each W x ∈ Ω. The reason is that, in general, we can not assume
some/eachW x to be strongly regular as needed in [28], since this would lead us to the uninteresting
case of a constant weight matrix, see the end of Section 2.5 for precise explanations. Moreover,
in case the sector is not a subset of C, i.e. if its opening is greater than 2pi, we have to consider
a special ramification construction for (associated) weight matrices, discussed in Section 6.3, and
which is intimately related to the results and techniques from [11, Section 5].
The paper is organized as follows. In Section 2 we are collecting all the preliminary, mostly well-
known, information and notation concerning weight sequences, weight functions and weight ma-
trices, and we are defining the ultraholomorphic classes under consideration. In Section 3 we are
introducing the notion of weight functions associated to weight sequences and recalling some ba-
sic facts about Legendre (also called Young) conjugates of functions. Several auxiliary results are
stated, most of them have already been shown in [11, Sections 2, 3].
Section 4 is devoted to the definition of the growth index γ(ω) in terms of a weight function and
we state there the results which are playing the key role in the forthcoming sections. As mentioned
before, precise proofs, the connection to γ(M) and much more information on this topic is given
in [10]. In Section 5 we construct the optimal flat functions, for which some preparatory work has
already been done in [11, Section 6].
In Section 6, we state and prove the central result Theorem 6.8. Finally, in Section 7 we succeed to
treat the ultraholomorphic Beurling-like classes, which have not been considered in [11] and, even
in the weight sequence setting, have not been used very frequently in the literature (e.g. see [28,
Section 3.4] and [27]). We reduce the proof of the corresponding extension result to the Roumieu
case, a method which has already been used several times, e.g. see [28, Section 3.4], [2, Lemma 4.4,
Thm. 4.5]).
In the appendix we are investigating the special class of weight functions satisfying a quite strong
condition, denoted by (ω7) in this work and that has already appeared, in an equivalent form, in the
work of U. Franken [8]. Such weights always fulfill γ(ω) = +∞, hence the main result is valid for
sectors of any opening. Moreover, the technical ramification construction in Section 6.3 becomes
superfluous in this case, due to the strong properties verified in this case by the weight matrix
associated with ω.
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2. Basic definitions
We will use the following general notation: E shall denote the class of all smooth functions and H
the class of holomorphic functions. We will write N>0 = {1, 2, . . .} and N = N>0 ∪ {0}, moreover
let R>0 := {x ∈ R : x > 0} denote the set of all positive real numbers. For a given multiindex
k = (k1, . . . , kn) ∈ Nn we put |k| := k1 + · · ·+ kn.
2.1. Weight sequences. A sequence M = (Mk)k ∈ RN>0 is called a weight sequence, define also
m = (mk)k by mk := Mkk! and µ = (µk)k by µk :=
Mk
Mk−1
, µ0 := 1.
M is called normalized if 1 =M0 ≤M1 and which can always be assumed without loss of generality.
(1) M is log-convex, if
(lc) :⇔ ∀ j ∈ N>0 : M2j ≤Mj−1Mj+1
and strongly log-convex, if
(slc) :⇔ ∀ j ∈ N>0 : m2j ≤ mj−1mj+1.
If M is log-convex and normalized, then M and k 7→ (Mk)1/k are both nondecreasing andMjMk ≤
Mj+k holds for all j, k ∈ N, e.g. see [24, Remark 2.0.3, Lemmata 2.0.4, 2.0.6].
(2) M has moderate growth if
(mg) :⇔ ∃ C ≥ 1 ∀ j, k ∈ N : Mj+k ≤ Cj+kMjMk.
Given two (different) weight sequences we will also consider the following mixed moderate growth
condition
(M,N)(mg) :⇔ ∃ C ≥ 1 ∀ j, k ∈ N : Mj+k ≤ Cj+kNjNk.
Note that (M,N)(mg) ⇔ (m,n)(mg) by changing the constant C.
(3) M is called nonquasianalytic, if
(nq) :⇔
+∞∑
p=1
Mp−1
Mp
< +∞.
If M is log-convex, then using Carleman’s inequality one can show that
∑+∞
p=1
Mp−1
Mp
< +∞ ⇔∑+∞
p=1
1
(Mp)1/p
< +∞ (for a proof e.g. see [24, Proposition 4.1.7] and [9, Theorem 1.3.8]).
(4) M has (β1) if
(β1) :⇔ ∃ Q ∈ N>0 : lim inf
p→+∞
µQp
µp
> Q,
and (γ1) if
(γ1) :⇔ sup
p∈N>0
µp
p
∑
k≥p
1
µk
< +∞.
By [18, Proposition 1.1] both conditions are equivalent for log-convexM and for this proof condition
(nq), which is a general assumption in [18], was not necessary. In the literature a sequence satisfying
(γ1) is also called “strongly nonquasianalytic”.
Due to technical reasons it is often convenient to assume several properties for M at the same time
and hence we define the class
M ∈ SR, if M is normalized and has (slc), (mg) and (γ1).
Using this notation we see that M ∈ SR if and only if m is a strongly regular sequence in the sense
of [28, 1.1] (and this terminology has also been used by several authors so far, e.g. see [23], [14]).
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At this point we want to make the reader aware that here we are using the same notation as it
has already been used by the authors in [11], whereas in [28] and also in [10] the sequence M is
precisely m in the notation in this work. We prefer to work with M instead of m since we want to
use the sequences contained in the associated weight matrix with a given weight function, see 2.4
below for more explanations.
We write M ≤ N if and only if Mp ≤ Np holds for all p ∈ N and define
M - N :⇔ ∃ C ≥ 1 ∀ p ∈ N : Mp ≤ CpNp ⇐⇒ sup
p∈N>0
(
Mp
Np
)1/p
< +∞.
M and N are called equivalent if
M ≈ N :⇔ M-N and N-M.
Note that M - N ⇔ m - n by changing the constant.
For convenience we define the set
LC := {M ∈ RN>0 : M normalized, log-convex, lim
k→+∞
(Mk)1/k = +∞}.
2.2. Weight functions ω in the sense of Braun-Meise-Taylor. A function ω : [0,+∞) →
[0,+∞) is called a weight function (in the terminology of [11, Section 2.2]), if it is continuous,
nondecreasing, ω(0) = 0 and limt→+∞ ω(t) = +∞. If ω satisfies in addition ω(t) = 0 for all
t ∈ [0, 1], then we call ω a normalized weight function and for convenience we will write that ω has
(ω0) if it is a normalized weight.
Given an arbitrary function ω we will denote by ωι the function ωι(t) := ω(1/t) for any t > 0.
Moreover we consider the following conditions, this list of properties has already been used in [25].
(ω1) ω(2t) = O(ω(t)) as t→ +∞, i.e. ∃ L ≥ 1 ∀ t ≥ 0 : ω(2t) ≤ L(ω(t) + 1).
(ω2) ω(t) = O(t) as t→ +∞.
(ω3) log(t) = o(ω(t)) as t→ +∞ (⇔ limt→+∞ tϕω(t) = 0).
(ω4) ϕω : t 7→ ω(et) is a convex function on R.
(ω5) ω(t) = o(t) as t→ +∞.
(ω6) ∃ H ≥ 1 ∀ t ≥ 0 : 2ω(t) ≤ ω(Ht) +H .
(ω7) ∃ H > 0 ∃ C > 0 ∀ t ≥ 0 : ω(t2) ≤ Cω(Ht) + C.
(ωnq)
∫ +∞
1
ω(t)
t2 dt < +∞.
(ωsnq) ∃ C > 0 : ∀ y > 0 :
∫ +∞
1
ω(yt)
t2 dt ≤ Cω(y) + C.
An interesting example is σs(t) := max{0, log(t)s}, s > 1, which satisfies all listed properties except
(ω6). It is well-known that the ultradifferentiable class defined by using the weight t 7→ t1/s yields
the Gevrey class Gs = (p!s)p∈N of index s > 1 (see Section 6.1 below for precise definitions), it
satisfies all listed properties except (ω7).
Note that for any weight function property (ωnq) implies (ω5) because
∫ +∞
t
ω(u)
u2 du ≥ ω(t)
∫ +∞
t
1
u2 du =
ω(t)
t .
For convenience we define the sets
W0 := {ω : [0,∞)→ [0,∞) : ω has (ω0), (ω3), (ω4)}, W := {ω ∈ W0 : ω has (ω1)}.
For any ω ∈ W0 we define the Legendre-Fenchel-Young-conjugate of ϕω by
(2.1) ϕ∗ω(x) := sup{xy − ϕω(y) : y ≥ 0}, x ≥ 0,
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with the following properties, e.g. see [5, Remark 1.3, Lemma 1.5]: It is convex and nondecreasing,
ϕ∗ω(0) = 0, ϕ
∗∗
ω = ϕω, limx→+∞
x
ϕ∗ω(x)
= 0 and finally x 7→ ϕω(x)x and x 7→ ϕ
∗
ω(x)
x are nondecreasing
on [0,+∞). For any ω ∈ W we can assume w.l.o.g. that ω is C1 (see [5, Lemma 1.7]).
Let σ, τ be weight functions, we write
σ  τ :⇔ τ(t) = O(σ(t)) as t→ +∞
and call them equivalent if
σ ∼ τ :⇔ στ and τσ.
Motivated by the notion of a strong weight function given in [2]
ω will be called a strong weight, if ω ∈ W0 and in addition (ωsnq) is satisfied.
We recall [16, Proposition 1.3], where (ωsnq) was characterized, and [16, Corollary 1.4]:
Proposition 2.1. Let ω : [0,+∞) −→ [0,+∞) be a weight function, then the following are equiv-
alent:
(i) limε→0 lim supt→+∞
εω(t)
ω(εt) = 0,
(ii) ∃ K > 1 such that lim supt→+∞ ω(Kt)ω(t) < K,
(iii) ω satisfies (ωsnq),
(iv) there exists a nondecreasing concave function κ : [0,+∞) −→ [0,+∞) such that ω∼κ and
κ satisfies (ωsnq). More precisely κ = κω with
κω(t) :=
∫ +∞
1
ω(tu)
u2
du = t
∫ +∞
t
ω(u)
u2
du, ∀ t > 0, κω(0) := 0.
Consequently ω has also (ω1) and (ω5). If ω satisfies one of the equivalent conditions above, then
there exists some 0 < α < 1 such that ω(t) = O(tα) as t→ +∞.
It is well-known that all properties from W except normalization can be transferred from ω to κω,
e.g. see [4, Remark 3.2].
Note that concavity and ω(0) = 0 imply subadditivity and this yields (ω1).
W.l.o.g. in (ii) above we can assume K > p for any p ∈ N≥2 because if 1 < K < 2 then iterating
(ii) yields
(2.2) lim sup
t→+∞
ω(K2t)
ω(t)
= lim sup
t→+∞
ω(K2t)
ω(Kt)
ω(Kt)
ω(t)
≤ lim sup
t→+∞
ω(K2t)
ω(Kt)
lim sup
t→+∞
ω(Kt)
ω(t)
< K2,
and so after n(p) steps we get Kn > p.
As in [11] for any given weight function ω and s > 0 we define a new weight function ωs by
(2.3) ωs(t) := ω(ts), t ≥ 0.
If ω satisfies any of the properties (ω1), (ω3), (ω4), (ω6) or (ω7), then the same holds for ωs (and
also normalization is preserved). But (ω5) and (ωsnq) might not be preserved. Indeed, this last fact
motivates the introduction of the index γ(ω) in Section 4 below.
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2.3. Weight matrices. For the following definitions and conditions see also [21, Section 4].
Let I = R>0 denote the index set (equipped with the natural order), a weight matrixM associated
with I is a (one parameter) family of weight sequences M := {Mx ∈ RN>0 : x ∈ I}, such that
(M) :⇔ ∀ x ∈ I : Mx is normalized, nondecreasing, Mx ≤My for x ≤ y.
We call a weight matrix M standard log-convex, if
(Msc) :⇔ (M) and ∀ x ∈ I : Mx ∈ LC.
Moreover, we put mxp :=
Mxp
p! for p ∈ N, and µxp :=
Mxp
Mx
p−1
for p ∈ N>0, µx0 := 1.
A matrix is called constant if M = {M} or more generally if Mx≈My for all x, y ∈ I.
We are going to consider the following properties forM (see [21, Section 4.1] and [25, Section 7.2]):
(M{mg}) ∀ x ∈ I ∃ C > 0 ∃ y ∈ I ∀ j, k ∈ N :Mxj+k ≤ Cj+kMyjMyk .
(M(mg)) ∀ x ∈ I ∃ C > 0 ∃ y ∈ I ∀ j, k ∈ N :Myj+k ≤ Cj+kMxj Mxk .
(M{L}) ∀ C > 0 ∀ x ∈ I ∃ D > 0 ∃ y ∈ I ∀ k ∈ N : CkMxk ≤ DMyk .
(M(L)) ∀ C > 0 ∀ x ∈ I ∃ D > 0 ∃ y ∈ I ∀ k ∈ N : CkMyk ≤ DMxk .
Let M = {Mx : x ∈ I} and N = {Nx : x ∈ J } be (M), define
M{-}N :⇔ ∀ x ∈ I ∃ y ∈ J : Mx-Ny,
and call them equivalent if
M{≈}N :⇔M{-}N and N{-}M.
2.4. Weight matrices obtained by weight functions. We summarize some facts which are
shown in [21, Section 5] and will be needed in this work.
(i) The idea was that to each ω ∈ W we can associate a (Msc) weight matrix Ω := {W l =
(W lj)j∈N : l > 0} by
W lj := exp
(
1
lϕ
∗
ω(lj)
)
.
In general it is not clear that W x is strongly log-convex, i.e. wx is log-convex, too.
(ii) Ω satisfies (M{mg}) and (M(mg)), more precisely
(2.4) ∀ l > 0 ∀ j, k ∈ N : W lj+k ≤W 2lj W 2lk ,
i.e. (W l,W 2l)(mg). Ω has also both (M{L}) and (M(L)), more precisely we get
(2.5) ∀ h ≥ 1 ∃ A ≥ 1 ∀ l > 0 ∃ D ≥ 1 ∀ j ∈ N : hjW lj ≤ DWAlj .
In fact we can take A = La1 , where L1 = L(L+1) ≥ L and L is the constant arising in (ω1),
the number a ∈ N>0 is chosen minimal to have exp(a) ≥ h (see the proof of [25, Proposition
3.3.1, p.18] and of [21, Lemma 5.9 (5.10)]).
(iii) Equivalent weight functions yield equivalent associated weight matrices. Note that (M{mg})
is stable with respect to {≈}, whereas (M{L}) not necessarily.
(iv) (ω5) holds if and only if limp→+∞(wlp)
1/p = +∞ for all l > 0.
In fact all statements from above except (2.5) are even true for ω ∈ W0.
Moreover we have:
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Remark 2.2. Let ω ∈ W0 be given, then ω satisfies
(a) (ωnq) if and only if some/each W l satisfies (nq),
(b) (ω6) if and only if some/each W l satisfies (mg) if and only if W l≈Wn for each l, n > 0.
Consequently (ω6) is characterizing the situation when Ω is constant, i.e. Ω = {W l} for
some/each l > 0.
Finally the next calculation relates the matrices associated to ω and ωs, s > 0, defined in (2.3).
Since ϕωs(t) = ϕω(st) we get ϕ∗ωs(x) = ϕ
∗
ω(x/s) for any x ≥ 0 and s > 0. Hence by denoting V l,s
the l-th sequence of the weight matrix associated to ωs we have for all j ∈ N:
V l,sj = exp
(
1
l
ϕ∗ωs(lj)
)
= exp
(
1
l
ϕ∗ω(lj/s)
)
= exp
( s
ls
ϕ∗ω(lj/s)
)
=
(
W
l/s
j
)1/s
.
2.5. Classes of ultraholomorphic functions. We introduce now the classes under consideration
in this paper, see also [11, Section 2.5]. For the following definitions, notation and more details we
refer to [23, Section 2]. Let R be the Riemann surface of the logarithm. We wish to work in general
unbounded sectors in R with vertex at 0, but all our results will be unchanged under rotation, so
we will only consider sectors bisected by direction 0: For γ > 0 we set
Sγ :=
{
z ∈ R : | arg(z)| < γpi
2
}
,
i.e. the unbounded sector of opening γpi, bisected by direction 0.
Let M be a weight sequence, S ⊆ R an (unbounded) sector and h > 0. We define
AM,h(S) := {f ∈ H(S) : ‖f‖M,h := sup
z∈S,p∈N
|f (p)(z)|
hpMp
< +∞}.
(AM,h(S), ‖ · ‖M,h) is a Banach space and we put
A{M}(S) :=
⋃
h>0
AM,h(S).
A{M}(S) is called the Denjoy-Carleman ultraholomorphic class (of Roumieu type) associated with
M in the sector S (it is a (LB) space). Analogously we introduce the space of complex sequences
ΛnM,h := {a = (ap)p ∈ CN
n
: |a|M,h := sup
p∈Nn
|ap|
h|p|M|p|
< +∞}
and put Λn{M} :=
⋃
h>0 Λ
n
M,h. The (asymptotic) Borel map B is given by
B : A{M}(S) −→ Λ1{M}, f 7→ (f (p)(0))p∈N,
where f (p)(0) := limz∈S,z→0 f (p)(z).
Not very frequently in the literature also Denjoy-Carleman ultraholomorphic classes A(M)(S) (and
analogously sequence classes Λn(M)) of Beurling type have been investigated, e.g. see [28, Section
3.4] and [27]. In this case we put
A(M)(S) :=
⋂
h>0
AM,h(S), Λn(M) :=
⋂
h>0
ΛnM,h,
so consider the projective structure with respect to h > 0 and obtain Fréchet spaces.
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Similarly as for the ultradifferentiable case, we now define ultraholomorphic classes associated with
ω ∈ W0. Given an unbounded sector S, and for every l > 0, we first define
Aω,l(S) := {f ∈ H(S) : ‖f‖ω,l := sup
z∈S,p∈N
|f (p)(z)|
exp(1lϕ
∗
ω(lp))
< +∞}.
(Aω,l(S), ‖ · ‖ω,l) is a Banach space and we put
A{ω}(S) :=
⋃
l>0
Aω,l(S).
A{ω}(S) is called the Denjoy-Carleman ultraholomorphic class (of Roumieu type) associated with ω
in the sector S (it is a (LB) space). Correspondingly, we introduce the space of complex sequences
Λnω,l := {a = (ap)p ∈ CN
n
: |a|ω,l := sup
p∈Nn
|ap|
exp(1lϕ
∗
ω(l|p|))
< +∞}
and put Λn{ω} :=
⋃
l>0 Λ
n
ω,l. So in this case we get the Borel map B : A{ω}(S) −→ Λ1{ω}.
Again the corresponding Beurling type classA(ω)(S) (see Section 7) is the projective limit ofAω,l(S)
with respect to l > 0, similarly for Λn(ω) too and so B : A(ω)(S) −→ Λ1(ω).
Finally, we recall the ultradifferentiable function classes of Roumieu type defined by a weight matrix
M, introduced in [25, Section 7] and also in [21, Section 4.2].
Given a weight matrixM = {Mx ∈ RN>0 : x ∈ R>0} and a sector S we may define ultraholomorphic
classes A{M}(S) of Roumieu type as
A{M}(S) :=
⋃
x∈R>0
A{Mx}(S),
and accordingly, Λn{M} :=
⋃
x∈R>0
Λn{Mx}.
Let now ω ∈ W be given and let Ω be the associated weight matrix defined in Section 2.4 (i), then
(2.6) A{ω}(S) = A{Ω}(S)
holds as locally convex vector spaces. This equality is an easy consequence of [21, Lemma 5.9 (5.10)]
(property (M{L})) and the way how the seminorms are defined in these spaces. As one also has
Λn{ω} = Λ
n
{Ω}, the Borel map B makes sense in these last classes, B : A{Ω}(S) −→ Λ1{Ω}.
Analogously as in [25] and [21] we can also consider ultraholomorphic classes A(M)(S) of Beurling
type as
A(M)(S) :=
⋂
x∈R>0
A(Mx)(S),
and accordingly, Λn(M) :=
⋂
x∈R>0
Λn(Mx). Again for any ω ∈ W we have A(ω)(S) = A(Ω)(S)
as locally convex vector spaces by analogous reasons as in the Roumieu case before and so B :
A(Ω)(S) −→ Λ1(Ω).
In any of the considered ultraholomorphic classes, an element f is said to be flat if f (p)(0) = 0 for
every p ∈ N, that is, B(f) is the null sequence.
With all this information we may claim: In general it seems reasonable to transfer well-known
results and proofs from the weight sequence to the weight function setting by using its associated
weight matrix and even to the setting in which an abstract weight matrix is given from the start.
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Unfortunately in many cases it is often impossible to replace M by W x in the proofs directly since,
due to technical reasons, undesirable, respectively too strong, conditions have been imposed on the
weight sequences.
More precisely, in [28], the general framework has been working with strongly regular weight se-
quences.
The statements from Section 2.4 show that we can not assume in general that some/eachW x ∈ SR
(respectively equivalently that some/each wx is strongly regular). First log-convexity for wx is not
clear in general, second (mg) for some/each W x would yield the constant case. Finally (γ1) for
some/each W x is also a strong assumption, a mixed condition seems to be more reasonable in the
nonconstant case, e.g. see [22, Thm. 5.12, Cor. 5.13] and [20, Thm 5.15]. In any case it is natural
that (ωsnq) should be the correct assumption and be assumed in the weight function setting.
3. Associated weight functions and conjugates
3.1. Functions ωM and hM . Let M ∈ RN>0 (with M0 = 1), then the associated function ωM :
R≥0 → R ∪ {+∞} is defined by
ωM (t) := sup
p∈N
log
(
tp
Mp
)
for t > 0, ωM (0) := 0.
For an abstract introduction of the associated function we refer to [15, Chapitre I], see also
[12, Definition 3.1]. If lim infp→+∞(Mp)1/p > 0, then ωM (t) = 0 for sufficiently small t, since
log
(
tp
Mp
)
< 0 ⇔ t < (Mp)1/p holds for all p ∈ N>0. Moreover under this assumption t 7→ ωM (t)
is a continuous nondecreasing function, which is convex in the variable log(t) and tends faster to
infinity than any log(tp), p ≥ 1, as t → +∞. limp→+∞(Mp)1/p = +∞ implies that ωM (t) < +∞
for any finite t and which shall be considered as a basic assumption for defining ωM .
Consequently for any normalized M ∈ RN>0 with limp→+∞(Mp)1/p = +∞ its associated weight ωM
is a normalized weight function and hence satisfying the assumptions from Proposition 2.1. In this
case one is able to define the so-called log-convex minorant M lc = (M lcp )p by
(3.1) M lcp = sup
t>0
tp
exp(ωM (t))
, ∀ p ∈ N,
see again [15, Chapitre I] and [12, (3.2)]. So M lc is the largest log-convex sequence satisfying
M lc ≤M and we have under theses assumptions on M that ωM = ωM lc .
By definition, for any t, s > 0 we get
(3.2) (ωM )s(t) = ωM (ts) = sup
p∈N
log
(
tsp
Mp
)
= sup
p∈N
log
((
tp
(Mp)1/s
)s)
= sωM1/s(t),
where M1/s := ((Mp)1/s)p∈N.
We summarize some more well-known facts for this function:
Lemma 3.1. Let M ∈ LC.
(i) ωM belongs always to W0.
(ii) lim infp→+∞(mp)1/p > 0 implies (ω2), limp→+∞(mp)1/p = +∞ implies (ω5) for ωM .
(iii) M has (mg) if and only if ωM has (ω6).
(iv) ωM has (ωnq) if and only if M has (nq) and in this case limp→∞(mp)1/p = +∞.
(v) If M satisfies (β1)⇔ (γ1), then ωM has (ωsnq) (and which implies (ω1)).
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(vi) If ω ∈ W0, then ω∼ωW l for each l > 0, more precisely we get
∀ l > 0 ∃ Cl > 0 ∀ t ≥ 0 : lωW l(t) ≤ ω(t) ≤ 2lωW l(t) + Cl.
Some consequences: For anyM ∈ LC satisfying (γ1) the function ωM is a strong weight, in particular
this holds true for anyM ∈ SR. But in [10, Section 5] we present a (counter)-example of a strongly
log-convex sequence such that ωM is a strong weight but (γ1) is violated. Note that by [11, Remark
3.3] if ωM has (ω1), for each N which is equivalent to M , we also get that the associated weight
functions ωM and ωN are equivalent. Thus ωN is a strong weight too whereas by the characterization
in [18] it follows that N does not have (γ1) either.
Proof. (i) See [12, Definition 3.1].
(ii) That limp→+∞(mp)1/p = +∞ implies (ω5) for ωM follows analogously as lim infp→+∞(mp)1/p >
0 implies (ω2), shown in [3, Lemma 12 (iv)⇒ (v)]. Note that by Stirling’s formula lim infp→+∞(mp)1/p >
0 is precisely (M0) in [3].
(iii) See [12, Proposition 3.6].
(iv) See [12, Lemma 4.1] and [26, Section 4].
(v) Follows from [12, Proposition 4.4].
(vi) See [11, Lemma 2.5]. 
If M ∈ LC and Ω = {W x : x > 0} is denoting the matrix associated to the weight ωM , then for all
p ∈ N we have
(3.3) Mp = sup
t≥0
tp
exp(ωM (t))
= exp
(
sup
t≥0
(p log(t)− ωM (t))
)
= exp
(
ϕ∗ωM (p)
)
=W 1p .
Let M ∈ RN>0 (with M0 = 1) and put
(3.4) hM (t) := inf
k∈N
Mkt
k.
The functions hM and ωM are related by
hM (t) = exp(−ωM (1/t)) ∀ t > 0,
since log(hM (t)) = infk∈N log(tkMk) = − supk∈N− log(tkMk) = −ωM (1/t) (e.g. see also [6, p. 11]).
By definition we immediately get:
Lemma 3.2. Let M,N ∈ RN>0 be given, then
(i) t 7→ hM (t) is nondecreasing,
(ii) hM (t) ≤ 1 for all t > 0, hM (t) = 1 for all t sufficiently large and limt→0 hM (t) = 0,
(iii) M ≤ N implies hM ≤ hN , more generally M-N implies that hM (t) ≤ hN (Ct) holds for
some C ≥ 1 and all t > 0,
(iv) for any s, t > 0 we obtain
hMs(ts) = (hM (t))s.
3.2. Legendre conjugates of a weight ω. In this section we recall several useful results con-
cerning the conjugates from [11, Section 3.1]. As we have mentioned there in the study of ultradif-
ferentiable or ultraholomorphic classes defined by weight sequences, the operations of multiplying
or dividing the sequence by the factorials play a prominent role. It turns out that when weight
functions are considered instead, the corresponding analogous operations are expressed by means
of Legendre conjugates, which will be described now. Moreover, the results mentioned in Section 4
below (see also [11, Section 4.2], full proofs are given in [10]) will describe how a suitable growth
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index defined in terms of ω is increased or decreased by one as it occurs for the analogous growth
index introduced in terms of weight sequences by multiplying or dividing by factorials.
In order to prove the extension theorem we will have to deal with wl, where wlj :=
W lj
j! . A pri-
ori it is not clear that wl ∈ LC will be valid for some/each l > 0. But for all M ∈ LC with
limp→+∞(mp)1/p = +∞ there exists a close connection between ωm and the Legendre conjugate
of ωM , as considered in [19, Definition 1.4] and [2], see Lemma 3.3 below for more details. This
conjugate must not be mixed with ϕ∗ω as considered in (2.1). But since we will always work with
the sequences W x and wx and their properties introduced in Section 2.4 directly we are not going
to use ϕ∗ω anymore explicitly.
For any weight function ω we define its upper Legendre conjugate (or envelope)
ω⋆(s) := sup
t≥0
{ω(t)− st}, s ≥ 0.
We summarize some basic properties listed in [19, Remark 1.5] and in [11, Section 3.1], for more
details we refer also to [10].
(i) By definition ω⋆(0) = +∞ and, if ω has in addition (ω5), then ω⋆(s) < +∞ for all s > 0:
We have that for any s > 0 (small) there exists some Cs > 0 (large) such that for all t ≥ 0
we get ω(t) ≤ st+ Cs ⇔ ω(t)− st ≤ Cs. In this case ω⋆ : (0,+∞)→ [0,+∞), s 7→ ω⋆(s),
is nonincreasing, continuous and convex, limt→+∞ ω⋆(t) = 0 and limt→0 ω⋆(t) = +∞.
(ii) Hence for any weight function ω satisfying (ω5) we have that (ω⋆)ι : [0,+∞) −→ [0,+∞)
is again a (in general not normalized) weight function if we set (ω⋆)ι(0) := 0 (in particular
all assumptions in Proposition 2.1 are satisfied).
For any h : (0,+∞) → [0,+∞) which is nonincreasing and such that lims→0 h(s) = +∞, we can
define the so-called lower Legendre conjugate (or envelope) h⋆ : [0,+∞)→ [0,+∞) of h by
(3.5) h⋆(t) := inf
s>0
{h(s) + ts}, t ≥ 0.
We are summarizing some facts for this conjugate, see also [11, Section 3.1].
h⋆ is clearly nondecreasing, continuous and concave, and limt→+∞ h⋆(t) = +∞, see [1, (8), p. 156].
Moreover, if lims→+∞ h(s) = 0 then h⋆(0) = 0, and so h⋆ is a weight function.
In this paper this conjugate will be mainly applied to the case h(t) := ωι(t) = ω(1/t), where ω is a
weight function, so that (ωι)⋆ is again a weight function; in particular, we will frequently find the
case h(t) = ωιM (t) = ωM (1/t) for M ∈ RN>0 with limp→+∞(Mp)1/p = +∞. In case ω is a weight
function satisfying (ω5), σ := (ω⋆)⋆ is a weight function and it is indeed the least concave majorant
of ω in the sense that, if τ : [0,+∞)→ [0,+∞) is concave and ω ≤ τ , then σ = (ω⋆)⋆ ≤ τ , see [7].
The proof of [11, Lemma 5.1] actually shows that α∼β implies (αι)⋆∼(βι)⋆.
We recall now the following two useful results which establish a relation between ω⋆ (respectively
ω⋆Wx) and ωwx (and hence hwx), for the proofs we refer to [11, Lemma 3.1, (3.5), Corollary 3.2]
(showing in [11, Lemma 3.1] even a more general version of (3.6) by involving a parameter) respec-
tively see also [20, Lemma 3.10, Corollary 3.11].
Lemma 3.3. Let M ∈ RN>0 such that limp→+∞(mp)1/p = +∞, then
(3.6) ∀ s > 0 : ω⋆M (s) ≤ ωm
(
1
s
)
≤ ω⋆M
(s
e
)
⇔ (ω⋆M )ι(s) ≤ ωm(s) ≤ (ω⋆M )ι(se).
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Combining this result with the approach from [21, Section 5] (see also [11, Lemma 2.5]) we get the
following consequences for the sequences W x ∈ Ω.
Corollary 3.4. Let ω ∈ W0 be given with (ω5) and Ω = {W x : x > 0} its associated weight matrix,
then
∀ x > 0 ∃ Cx ≥ 1 ∀ s > 0 : xω⋆Wx(
s
x
) ≤ ω⋆(s) ≤ 2xω⋆Wx(
s
2x
) + Cx
and
∀ x > 0 ∃ Cx ≥ 1 ∀ s > 0 : xωwx
( x
es
)
≤ ω⋆(s) ≤ 2xωwx
(
2x
s
)
+ Cx,
respectively equivalently
(3.7) ∀ x > 0 ∃ Cx ≥ 1 ∀ s > 0 : hwx
(es
x
)x
≥ exp(−ω⋆(s)) ≥ exp(−Cx)hwx
( s
2x
)2x
.
Generalizing [12, Proposition 3.6] we have shown in [26, Proposition 3.6] respectively in [22, Remark
2.5] the following characterization.
Lemma 3.5. Let M,N ∈ LC be given. Then (M,N)(mg) holds if and only if
(3.8) ∃ A ≥ 1 ∀ t > 0 : hM (t) ≤ hN (At)2 ⇔ 2ωN(t) ≤ ωM (At).
Note that for the proof that (M,N)(mg) implies (3.8) it is sufficient to assume M ∈ RN>0 and
N ∈ LC, see [12, Lemma 3.5] and the proof of [26, Proposition 3.6]. By using the conjugate and
(3.6) we can translate this mixed condition to ω⋆ respectively to hwl as well, see also [20, Lemma
3.13] where we have started with two sequences.
Lemma 3.6. Let ω ∈ W0 with (ω5) be given and Ω = {W l : l > 0} its associated weight matrix.
Then
(3.9) ∀ l > 0 ∀ s > 0 : 2ω⋆W 2l(s) ≤ ω⋆W l(2s),
and
(3.10) ∃ A ≥ 1 ∀ l > 0 ∀ s > 0 : hwl(s) ≤ hw2l(As)2.
Proof. By (2.4) in 2.4 and (3.8) for all l > 0 and all t > 0 we get 2ωW 2l(t) ≤ ωW l(t) and both
mappings s 7→ ω⋆W 2l(s) and s 7→ ω⋆W l(s) are well-defined, see also (ii) in Lemma 3.3. Hence
2ω⋆W 2l(s) = sup
t≥0
{2ωW 2l(t)− (2s)t} ≤ sup
t≥0
{ωW l(t)− (2s)t} = ω⋆W l(2s),
which proves the first part.
For the proof of (3.10) we combine (3.6) and (3.9) to get
2ωw2l(1/s) ≤ 2ω⋆W 2l(s/e) ≤ ω⋆W l(2s/e) ≤ ωwl(e/(2s)),
hence hw2l(s)2 = exp(−2ωw2l(1/s)) ≥ exp(−ωwl(e/(2s))) = hwl(2s/e) follows. 
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4. Growth index γ(ω)
In this section, for a given weight function ω, we recall the definition of γ(ω) from [11, Section
4.2] and state some properties which will be needed in the main results below. More details, the
relation to the growth index γ(M) introduced by V. Thilliez in [28] and precise proofs are given in
[10]. At this point we want to give some motivation how to come up with the definition given in
[11, Section 4.2].
Recall that for any given M ∈ RN>0 and t, s > 0 we have ωMs(t) = sωM (t1/s), see (3.2). Moreover
clearly L≈M ⇔ Ls≈M s for any s > 0.
By Proposition 2.1 condition (ωsnq) is equivalent to having lim supt→+∞
ω(Kt)
ω(t) < K for someK > 1.
The case ω = ωM yields that for any s > 0 and A > 1 by putting t′ = t1/s we get
ωMs(At)
ωMs(t)
=
ωM (A1/st1/s)
ωM (t1/s)
=
ωM (A1/st′)
ωM (t′)
,
see (3.2). This shows that for any s > 1 the weight ωMs has automatically (ωsnq) if one assumes
that ωM has this property: take A := Ks and note that A > K holds.
But for the case 0 < s < 1 this is not true in general, however it holds if we assume that ωM satisfies
∃ K > 1 : lim sup
t→+∞
ωM (K1/st)
ωM (t)
< K ⇐⇒ ∃ K > 1 : lim sup
t→∞
ωM (Kt)
ωM (t)
< Ks(< K).
This motivates the following definition: Let ω be a weight function and γ > 0, then introduce
(Pω,γ) :⇐⇒ ∃ K > 1 : lim sup
t→+∞
ω(Kγt)
ω(t)
< K.
Note: If (Pω,γ) holds for some K > 1, then also (Pω,γ′) is satisfied for all γ′ ≤ γ with the same
K. Moreover we restrict ourselves to γ > 0, because for γ ≤ 0 condition (Pω,γ) is satisfied for all
weights ω (since ω is nondecreasing and K > 1).
Finally we put
(4.1) γ(ω) := sup{γ > 0 : (Pω,γ) is satisfied}.
So for any s < γ(ω) the weight ωs : t 7→ ω(ts) has property (ωsnq). Let ω, σ satisfy σ∼ω ⇔ σs∼ωs,
s > 0, then γ(σ) = γ(ω): For this note that each (P·,γ) is stable with respect to ∼ since (ωsnq) is
clearly stable with respect to this relation. By definition and (3.2) we immediately get
(4.2) ∀ s > 0 : γ(ω1/s) = sγ(ω), ∀ s > 0 ∀M ∈ RN>0 : γ(ωMs) = γ((ωM )1/s) = sγ(ωM ).
Consequently, if M ∈ LC, then each M1/s too and for each s < γ(ωM ) the sequence M1/s satisfies
(nq), see [12, Lemma 4.1].
In [11, Lemma 4.3] we have shown the following characterization.
Lemma 4.1. A weight function ω satisfies (ωsnq) if and only if γ(ω) > 1.
Summarizing everything from above we have shown that for each ω we have {γ ≥ 0 : (Pω,γ) holds} =
[0, γ(ω)). Note that (Pω,0) is trivially satisfied.
The proofs of all further results in this section are given in full detail in [10, Section 2] (already
stated in [11, Section 4.2]).
Lemma 4.2. A weight function ω satisfies (ω1) if and only if γ(ω) > 0.
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Lemma 4.3. Let ω be given. If γ(ω) > 1, then the function (ω⋆)ι has (ω1) and we obtain
γ(ω) = γ((ω⋆)ι) + 1.
In particular γ(ω) > 2 implies that (ω⋆)ι satisfies (ωsnq), too.
Using the previous result we show in [10] the following consequence.
Corollary 4.4. Let M ∈ LC be given satisfying γ(ωM ) > 1. Then we obtain
γ(ωM ) = γ(ωm) + 1,
and consequently ωm ∈ W.
In particular γ(ωM ) > 2 implies that ωm has (ωsnq).
If ω ∈ W0 with γ(ω) > 1 (i.e. ω is a strong weight by Lemma 4.1), then
(4.3) ∀ x > 0 : γ(ω) = γ(ωWx) = γ(ωwx) + 1 = γ((ω⋆)ι) + 1.
On the one hand Lemma 4.3 proves γ(ω) = γ((ω⋆)ι)+1 provided γ(ω) > 1 and the next two results
illustrate the effect of applying the lower Legendre envelope defined in (3.5).
Lemma 4.5. Let ω be given with γ(ω) > 0. Then we obtain
γ(ω) + 1 = γ((ωι)⋆).
Finally, the next result is the converse statement of Lemma 4.3 and Corollary 4.4.
Lemma 4.6. Let M ∈ LC with (mp)1/p → +∞ as p → +∞ and γ(ωm) > 0. We set L = (Lp)p,
Lp := p!mlcp (see (3.1)) and obtain
γ(ωm) + 1 = γ(ωL).
On the other hand, let ω ∈ W0 be given with γ(ω) > 0 (equivalently ω ∈ W), Ω = {W x : x > 0}
the associated weight matrix and put Ŵ x := (p!W xp )p∈N. Then we obtain
(4.4) ∀ x > 0 : γ(ωWx) + 1 = γ(ω) + 1 = γ((ωι)⋆) = γ((ωιWx)⋆) = γ(ωŴx).
5. Existence of sectorially flat functions in the weight function setting
5.1. Construction of outer functions. Let ω be a given weight function satisfying (ω5). As we
have pointed out in Section 3.2 it follows that (ω⋆)ι is a weight function too (in the sense of 2.2 and
[11, Section 2.2]). Thus it is possible to apply directly the proofs from [11, Section 6.1] and replace
there τ by (ω⋆)ι and τ ι by ω⋆. Hence we obtain the following results which should be compared
with the approach in [11] and the results obtained by V. Thilliez in [28, Section 2.1].
The difference to the previous works is that on the one hand we do not start with a weight sequence
M , consider the associated function hm and assuming some growth control in terms of M (as in
[28]). And on the other hand we also do not start with a weight function ω and assuming some
growth control on it expressed in terms of γ(ω) directly. In this new approach we start with a
weight function ω and assume that we have some control in terms of γ((ω⋆)ι) and so the conjugate
from Section 3.2 is involved in our considerations.
First we obtain a characterization of (ωsnq) for (ω⋆)ι, compare this with [28, Lemma 2.1.1] and [11,
Lemma 6.1].
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Lemma 5.1. Let ω be a weight function with (ω5). Then we have γ((ω⋆)ι) > 1 (equivalently (ωsnq))
if and only if
∃ C ≥ 1 ∀ y > 0 :
∫ 1
0
−ω⋆(ty)dt ≥ −C(ω⋆(y) + 1).
The next result is analogous to [28, Lemma 2.1.2] respectively [11, Lemma 6.2].
Lemma 5.2. Let ω be a weight function with (ω5) and such that γ((ω⋆)ι) > 1, then∫ +∞
−∞
−ω⋆(|t|)
1 + t2
dt > −∞.
Finally we transfer [28, Lemma 2.1.3] to the weight function case, see [11, Lemma 6.3].
Lemma 5.3. Let ω be a weight function with (ω5) and such that γ((ω⋆)ι) > 1. Then for all a > 0
the function Fa defined by
Fa(w) := exp
(
1
pi
∫ +∞
−∞
−aω⋆(|t|)
1 + t2
itw − 1
it− w dt
)
,
is holomorphic in the right half-plane H1 := {ξ ∈ C : ℜ(ξ) > 0}, and there exist constants A,B ≥ 1
(large) depending only on ω such that
(5.1) ∀ ξ ∈ H1 : B−a exp(−2aω⋆(B−1ℜ(ξ))) ≤ |Fa(ξ)| ≤ exp
(
−a
2
ω⋆(A|ξ|)
)
.
5.2. Construction of optimal sectorially flat functions. Using the results from Section 5.1
the aim is now to transfer [28, Theorem 2.3.1] to the weight function setting. For this we can again
partially follow the proof of [11, Theorem 6.7] by replacing τ by (ω⋆)ι and τ ι by ω⋆.
To state the following theorem it is necessary to have γ((ω⋆)ι) > 0. Note that by combining Lemma
4.1 and Lemma 4.3 we see that if a weight function ω satisfies (ωsnq), then γ((ω⋆)ι) = γ(ω)− 1 > 0
follows. On the other hand, as mentioned in Lemma 4.2 for any weight function ω we have γ(ω) > 0
if and only if (ω1) holds true.
From now on we will frequently assume that ω ∈ W since in the proofs we wish to make use of the
representation (2.6) and work with the sequences in the associated weight matrix Ω = {W x : x > 0}
by applying (2.5).
Theorem 5.4. Let ω ∈ W be given with (ω5) and such that γ((ω⋆)ι) > 0. Then for any 0 < γ <
γ((ω⋆)ι) there exist constants K1,K2,K3 > 0 depending only on ω and γ such that for all a > 0
there exists a function Ga ∈ A{Wy(a)}(Sγ) ⊆ A{ω}(Sγ) satisfying
(5.2) ∀ ξ ∈ Sγ : K−a1 exp(−2aω⋆(K2|ξ|)) ≤ |Ga(ξ)| ≤ exp
(
−a
2
ω⋆(K3|ξ|)
)
.
Proof. For the proof of (5.2) we apply [11, Theorem 6.7] with (ω⋆)ι instead of τ , ω⋆ instead of τ ι.
It remains to show that Ga ∈ A{Wy}(Sγ) for some y = y(a) > 0, the inclusion A{Wy(a)}(Sγ) ⊆
A{ω}(Sγ) holds true by (ω1). We follow [28, Theorem 2.3.1] and recall briefly the proof of the
right-hand side of (5.2).
Let a > 0 be arbitrary, take s, δ > 0 such that γ < δ < γ((ω⋆)ι), sδ < 1 < sγ((ω⋆)ι) and so
γ(((ω⋆)ι)1/s) > 1 (see (4.2)). We apply Lemma 5.3 to the weight ((ω⋆)ι)1/s instead of (ω⋆)ι and
note that (((ω⋆)ι)1/s)ι(t) = ((ω⋆)ι)1/s(1/t) = (ω⋆)ι(1/t1/s) = ω⋆(t1/s) = (ω⋆)1/s(t). Then put
Ga(ξ) = Fa(ξs), ξ ∈ Sδ,
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where Fa is the function from Lemma 5.3.
Let A be the constant coming from the right-hand side of (5.1) applied to this situation, so
|Ga(ξ)| = |Fa(ξs)| ≤ exp
(
−a
2
(ω⋆)1/s(A|ξ|s)
)
= exp
(
−a
2
(ω⋆)1/s((A1/s|ξ|)s)
)
= exp
(
−a
2
ω⋆(A1/s|ξ|)
)
.
First put in the estimate above A1 := A1/s and then, by using (3.7) for any y > 0, we get
exp
(
−a
2
ω⋆(A1|ξ|)
)
≤ hwy
(
eA1|ξ|
y
)ya/2
.
Hence taking y := 2a−1 proves |Ga(ξ)| ≤ hwy
(
aeA1|ξ|
2
)
.
Then take ε > 0 such that ε < min{1, δ − γ}pi/2, so for any ξ ∈ Sγ the closed disc centered at ξ
and radius sin(ε)|ξ| belongs to Sδ. The Cauchy formula applied to this disc denoted by Bε and the
right hand side of (5.2) applied to Sδ imply
(5.3) ∀ ξ ∈ Bε ∀ j ∈ N : |G(j)a (ξ)| ≤
j!
(sin(ε)|ξ|)j hwy(A2(1 + sin(ε))|ξ|).
By definition (3.4) it is clear that hwy(A2(1+sin(ε))|ξ|) ≤ (A2(1+sin(ε))|ξ|)jwyj holds for all j ∈ N,
hence for all j ∈ N and ξ ∈ Sγ :
|G(j)a (ξ)| ≤
j!
(sin(ε)|ξ|)j (A2(1 + sin(ε))|ξ|)
jwyj =
(
A2(1 + sin(ε))
sin(ε)
)j
W yj .

Now we can transfer [28, Lemma 2.3.2] to the weight function case.
Lemma 5.5. Let ω ∈ W be given with (ω5) and such that γ((ω⋆)ι) > 0, Ω = {W x : x > 0} the
matrix associated with ω. Then the derivatives of Ga ∈ A{ω}(Sγ) and 1Ga constructed in Theorem
5.4 satisfy the following estimates:
(5.4) ∀ a > 0 ∃ E1, E2 > 0 ∀ ξ ∈ Sγ ∀ j ∈ N : |G(j)a (ξ)| ≤ Ej+11 W 4/aj hw4/a(E2|ξ|),
(5.5)
∀ y > 0 ∃ x > 0 ∃ a > 0 ∃ E3, E4, E5 > 0 ∀ ξ ∈ Sγ ∀ j ∈ N :
∣∣∣∣∣
(
1
Ga
)(j)
(ξ)
∣∣∣∣∣ ≤ E3Ej4W xj 1hwy(E5|ξ|) .
By (i) in Lemma 3.2 we see that in (5.4) we can choose E1 = E2 and in (5.5) we can choose
E3 = E4 = E−15 .
Proof. To prove (5.4) we start in the estimate with (5.3) and then use (3.10) in Lemma 3.6 with
the universal constant A there and finally the definition of (3.4) to obtain for any ξ ∈ Sγ :
|G(j)a (ξ)| ≤
j!
(sin(ε)|ξ|)j hw2/a(A2(1 + sin(ε))|ξ|) ≤
j!
(sin(ε)|ξ|)j (hw4/a(A2A(1 + sin(ε))|ξ|))
2
≤ j!
(sin(ε)|ξ|)j (A2A(1 + sin(ε))|ξ|)
jw
4/a
j hw4/a(A2A(1 + sin(ε))|ξ|)
=
(
A2A(1 + sin(ε))
sin(ε)
)j
W
4/a
j hw4/a(A2A(1 + sin(ε))|ξ|).
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For (5.5), first we use the left hand side of (5.2) on the sector Sδ and the Cauchy formula on the
closed disc Bε from the proof of Theorem 5.4. Let a, b, x, y > 0 be arbitrary, then for all j ∈ N and
ξ ∈ Sγ we get by applying (3.7) twice∣∣∣∣∣
(
1
Ga
)(j)
(ξ)
∣∣∣∣∣ ≤ j!K−a1 (sin(ε)|ξ|)j exp(2aω⋆(K2(1− sin(ε))|ξ|))
= Ka1
j!
(sin(ε)|ξ|)j
exp(2aω⋆(K2(1− sin(ε))|ξ|))
exp(−bω⋆(K2(1− sin(ε))|ξ|)) exp(−bω
⋆(K2(1 − sin(ε))|ξ|))
= Ka1
j!
(sin(ε)|ξ|)j exp((2a+ b)ω
⋆(K2(1− sin(ε))|ξ|)) exp(−bω⋆(K2(1− sin(ε))|ξ|))
≤ Ka1
j!
(sin(ε)|ξ|)j exp((2a+ b)ω
⋆(K2(1− sin(ε))|ξ|))hwx
(
eK2(1− sin(ε))|ξ|
x
)xb
≤ Ka1
j!
(sin(ε)|ξ|)j
1
C2a+by hwy
(
K2(1−sin(ε))|ξ|
2y
)2y(2a+b)hwx (eK2(1− sin(ε))|ξ|x
)xb
.
Let y > 0 be arbitrary but from now on fixed and we choose a := 18y , b :=
1
4y and finally
x := b−1 = 4y. By definition of hwx in (3.4) we have for all j ∈ N that with these choices
hwx
(
eK2(1−sin(ε))|ξ|)
x
)xb
= hwx
(
eK2(1−sin(ε))|ξ|)
b−1
)
≤ (beK2(1 − sin(ε))|ξ|)jwxj . Moreover we get
2y(2a+ b) = 1, 2a+ b = (2y)−1, hence∣∣∣∣∣
(
1
Ga
)(j)
(ξ)
∣∣∣∣∣ ≤ Ka1 j!(sin(ε)|ξ|)j 1C2a+by hwy((2a+ b)K2(1− sin(ε))|ξ|) (beK2(1− sin(ε))|ξ|)jwxj
=
Ka1
(Cy)1/(2y)
(
beK2(1− sin(ε))
sin(ε)
)j
W xj
1
hwy(1/(2y)K2(1− sin(ε))|ξ|) .

6. The Roumieu type ultraholomorphic extension theorem in the weight function
setting
Using the functions Ga constructed in Section 5.2 we are now able to transfer [28, Theorem 3.2.1]
to classes of ultraholomorphic functions defined by strong weight functions ω. Since in the original
proof for strongly regular weight sequences several tools from ultradifferenetiable functions have
been used, we also recall briefly the definitions for such classes now.
6.1. Ultradifferentiable classes E{ω} and E{M}. Let d ∈ N>0, U ⊆ Rd be nonempty open,
M ∈ RN>0 and ω ∈ W0. The space of ultradifferentiable functions of (global) Roumieu type in terms
of a weight sequence M is defined by
(6.1) E{M}(U,C) := {f ∈ E(U,C) : ∃ h > 0 : ‖f‖M,U,h < +∞},
and in terms of a weight function ω by
(6.2) E{ω}(U,C) := {f ∈ E(U,C) : ∃ l > 0 : ‖f‖ω,U,l < +∞}
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where
‖f‖M,U,h := sup
k∈Nd,x∈U
|f (k)(x)|
h|k|M|k|
respectively
‖f‖ω,U,l := sup
k∈Nd,x∈U
|f (k)(x)|
exp(1lϕ
∗
ω(l|k|))
.
Here f (k) is standing for taking partial derivatives of f with respect to k = (k1, . . . kd) ∈ Nd. The
classes are endowed with the locally convex topology given by
(6.3) E{M}(U,C) := lim−→
h>0
EM,h(U,C), E{ω}(U,C) := lim−→
l>0
Eω,l(U,C),
where EM,h(U,C) := {f ∈ E(U,C) : ‖f‖M,U,h < +∞} and Eω,l(U,C) := {f ∈ E(U,C) : ‖f‖ω,U,l <
+∞} (Banach spaces). Instead of E{M}(U,C) respectively E{ω}(U,C) we will write now E{M}(U)
respectively E{ω}(U) and we haveA{M}(Sγ) = H(Sγ)∩E{M}(Sγ) andA{ω}(Sγ) = H(Sγ)∩E{ω}(Sγ),
see [28, Section 2.2].
If M ∈ LC and N arbitrary, then M-N if and only if E{M} ⊆ E{N}. For σ, τ ∈ W we get
στ ⇔ E{σ} ⊆ E{τ}, see [21, Corollary 5.17].
In the literature frequently also local classes are considered, here in (6.1) and (6.2) one requires
that for each compact set K ⊆ U there exists h > 0 respectively l > 0 such that ‖f‖M,K,h < +∞
respectively ‖f‖ω,K,l < +∞. Write E loc{M}(U) respectively E loc{ω}(U) for such classes and (6.3) turns
into
E loc{M}(U,C) := lim←−
K⊆U
lim−→
h>0
EM,h(K,C) E loc{ω}(U,C) := lim←−
K⊆U
lim−→
l>0
Eω,l(K,C).
Similarly the Beurling type classes E loc(M) and E(M) respectively E loc(ω) and E(ω) can be introduced by
replacing ∃ h > 0 respectively ∃ l > 0 by ∀ h > 0 respectively ∀ l > 0 and replacing lim−→
h>0
respectively
lim−→
l>0
by lim←−
h>0
respectively lim←−
l>0
.
6.2. Preliminaries. For the proof of the main theorem we will need to deal with precise estimations
of nonzero functions in E{ω} which are flat at the origin 0 ∈ Rd, i.e. B(f) = (f (j)(0))j∈N = 0 (and
ω is of course required to be nonquasianalytic, i.e. (ωnq) is satisfied). More precisely we have to
transfer [28, (16)] to the weight function setting and are proving estimations of supj∈Nd,s∈Rd |f (j)(s)|
in terms of the sequences W x and its associated functions hwx .
This is the aim of this section but in fact we are dealing with a more general situation. On the one
hand we consider the local case E loc{M} respectively E loc{ω} and for weight sequences not necessarily
having (mg) (mixed setting). On the other hand we replace {0} ∈ Rd by a general closed subset
X . More precisely we are generalizing [29, Lemma 2.9] first to the (mixed) weight sequence case
and then to the weight function setting.
To do so we have to introduce some notation. Let U ⊆ Rd be nonempty open and X ⊆ U be
closed in U . Put dist(t,X) := inf{|t− s| : s ∈ X} and let M ∈ LC be nonquasianalytic, i.e. (nq)
holds true. I∞X shall denote the ideal of functions in E(U) which are flat on X . Finally we set
I loc,∞X,M := I
∞
X ∩ E loc{M}(U) respectively I∞X,M := I∞X ∩ E{M}(U).
Similarly we put I loc,∞X,ω := I
∞
X ∩ E loc{ω}(U) respectively I∞X,ω := I∞X ∩ E{ω}(U) for any weight ω ∈ W
satisfying (ωnq).
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Note that the Denjoy-Carleman theorem which characterizes nonquasianalyticity for classes of ul-
tradifferentiable functions defined by weight sequences, functions and even matrices (e.g. see [26,
Section 4] and the references therein) holds true for global and local classes simultaneously. We
prove the following generalization of [29, Lemma 2.9] where M ∈ SR has been assumed.
Lemma 6.1. Let M ∈ LC be given and satisfying (nq) (which implies limp→+∞(mp)1/p = +∞).
Let U ⊆ Rd be nonempty open and f ∈ I loc,∞X,M . Finally let N ∈ RN>0 such that N ≥ M and
(M,N)(mg). Then for all compact K ⊆ U we get:
(6.4) ∃ H1, H2 ≥ 1 ∀ j ∈ Nd ∀ s ∈ K : |f (j)(s)| ≤ H1H |j|2 N|j|hn(H2 dist(s,X)).
If f ∈ I∞X,M , then (6.4) holds true for any s ∈ U with uniform constants H1, H2.
Note that by the assumption on N the function hn is well-defined and nondecreasing, so we can
take w.l.o.g. H1 = H2.
Proof. Let r > 0 be given and put Kr := {w ∈ U : dist(w,K) ≤ r}. If r > 0 is small enough
the compact set Kr is contained in U . Thus there exist H,B > 0 such that for all w ∈ Kr and
j, k ∈ Nd we get
(6.5) |f (j+k)(w)| ≤ HB|j+k|M|j+k| ≤ H(AB)|j|+|k|N|j|N|k|,
where for the second estimate we have used (M,N)(mg). Let s ∈ K and t ∈ X with |s − t| =
dist(s,X) = inf{|s− w| : w ∈ X} and distinguish two cases.
If |s− t| = dist(s,X) ≤ r then by definition the line segment [s, t] is contained in Kr. f (j) is flat at
t and so Taylor’s formula implies |f (j)(s)| ≤ d|k| supk∈Nd,w∈Kr |f
(j+k)(w)||s−t||k|
|k|! . Thus for all s ∈ K
and j ∈ Nd we get
|f (j)(s)| ≤ d|k| sup
k∈Nd,w∈Kr
|f (j+k)(w)||s − t||k|
|k|! ≤︸︷︷︸
(6.5)
d|k|H(AB)|j|+|k|N|j|N|k|
|s− t||k|
|k|!
≤ H(AB)|j|N|j|n|k|(dAB dist(s,X))|k|.
We take now the infimum with respect to all k ∈ Nd and get, by definition (3.4),
|f (j)(s)| ≤ H(AB)|j|N|j|hn(dAB dist(s,X)),
so (6.4) follows with H1 := H and H2 := dAB. If |s− t| = dist(s,X) > r, then hm(B dist(s,X)) ≥
hm(Br) holds for any sequence m and B > 0 and f ∈ E loc{M}(U) implies that there exist H0, B0 > 0
such that for all s ∈ K and j ∈ Nd we get
|f (j)(s)| ≤ H0B|j|0 M|j| =
H0
hm(B0r)
B
|j|
0 M|j|hm(B0r) ≤
H0
hm(B0r)
B
|j|
0 M|j|hm(B0 dist(s,X)),
i.e. (6.4) with H1 := H0hm(B0r) and H2 := B0. Recall that n ≥ m implies hn ≥ hm, see Lemma 3.2.
In the global version, if f ∈ I∞X,M , then the proof is much simpler and reduces to the first case
(since (6.5) holds true for all w ∈ U and uniform constants H and B). 
Corollary 6.2. Let ω ∈ W be given and satisfying (ωnq), let Ω = {W l : l > 0} be the weight matrix
associated with ω. Let U ⊆ Rd be nonempty open and f ∈ I loc,∞X,ω . Then for all compact K ⊆ U we
get:
(6.6) ∃ l > 0 ∃ H˜ ≥ 1 ∀ j ∈ Nd ∀ s ∈ K : |f (j)(s)| ≤ H˜W 2l|j|hw2l(H˜ dist(s,X)).
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If f ∈ I∞X,ω, then the index l > 0 is valid for the whole set U .
Proof. By [26, Corollary 4.8] eachW l has (nq), hence we can apply Lemma 6.1 to M :=W l. (6.5)
turns then into
|f (j+k)(w)| ≤ HW l|j+k| ≤ HW 2l|j|W 2l|k|,
for some H ≥ 1, l > 0 depending on given compact set K ⊆ U , all w ∈ Kr with r > 0 chosen
small enough and all j, k ∈ Nd (taking into account (2.4)). Following then the proof of Lemma 6.1
with A = B = 1 we have shown in the first case (6.4) with N =W 2l, H1 := H and H2 := d in the
argument of the function hw2l but without a factor H
|j|
2 . In the second case we can put B0 = 1
and so (6.4) follows with H1 := H0h
wl
(r) and H2 := 1 (again without exponential growth) and since
W l ≤W 2l.
In the global case the index l > 0 is not depending on the compact set and holds uniformly on
whole U , see (6.3). 
Remark: We point out that Lemma 6.1 and Corollary 6.2 hold true for the corresponding Beurling
type classes as well and which have not been considered in [29, Lemma 2.9]. More precisely, by [26,
Section 4], these classes are nonquasianalytic, too. We can choose B and B0 in Lemma 6.1 as small
as desired, i.e. in (6.4) we can replace ∃ H1, H2 ≥ 1 there by for all H2 > 0 (small) there exists
H1 > 0 (large). Similarly in (6.6) replace ∃ l > 0 ∃ H˜ ≥ 1 by for all l > 0 (small) there exists
H˜ ≥ 1 (large).
Since for the proof of our main theorem we are following the (single) weight sequence approach
from V. Thilliez in [28] we will have to apply the (ultradifferentiable) E{ω}-version of the Whitney
extension theorem (analogous to [28, Proposition 1.2.3] in the weight sequence case). Fortunately
the weight function case has been completely characterized in [2] for arbitrary compact sets K.
In [4] for K = {0} and in [13] for arbitrary compact convex sets an ultradifferentiable extension
theorem even in a mixed setting has been characterized. Very recently in a joint work the third
author and A. Rainer have succeeded to prove a mixed setting for arbitrary compact sets with a
slight restriction on the weights, see [20].
Theorem 6.3. Let ω ∈ W be a strong weight, i.e. (ωsnq) holds true. Then we get:
(i) There exists some d ≥ 1 depending only on the weight ω and the dimension n of Rn such
that for any l > 0 there exists a continuous linear extension operator El such that
El : Λnω,l −→ Eω,dl(Rn)
and so (B◦El)(a) = a for any λ ∈ Λnω,l with B denoting here the map f 7→ (f (j)(0))j∈N. The
extension El(a) can be assumed to have compact support which is contained in a prescribed
neighborhood of 0.
(ii) For any bounded open U ⊆ Rn with Lipschitz boundary we can find some d′ ≥ 1 depending
on the weight ω and U such that for all l > 0 there exists a continuous linear extension
operator
E˜l : Eω,l(U) −→ Eω,d′l(Rn)
and such that E˜l(f)|U = f for any element f ∈ Eω,l(U).
Proof. Use the E{ω}-version of the Whitney extension theorem, for (i) take K = {0} and for (ii)
take K = U . Note that the proof of [2, Theorem 3.9] gives the existence of a continuous linear
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extension operator El (by the formula of the extension defining f˜ on p. 173) but which has not
been mentioned explicitly there. 
6.3. A construction of a convenient ramified weight matrix. The goal of this Section is to
prove a generalization of [11, Section 5], in particular of [11, Theorem 5.3]. More precisely we are
working here with an additional ramification parameter q > 0 which will be needed in case 2 in the
proof of our main Theorem 6.8 below (and q = 1 yields the results from [11, Section 5]).
First we recall [11, Corollary 5.6] which implies an important fact for strong weight functions.
Lemma 6.4. Let ω ∈ W0 with γ(ω) > 1 be given and let Ω = {W x : x > 0} be the associated weight
matrix. Then Ω is equivalent with respect to {≈} to a weight matrix consisting only of strongly log-
convex sequences, more precisely to the matrix {(p!T x,yp )p∈N : x > 0} with T x,yp := exp( 1xϕ∗ωwy (xp)),
x, y > 0 and p ∈ N.
Moreover, in this situation, each ωwy belongs to the class W.
Let now ω ∈ W0 with γ(ω) > 1 be given and Ω = {W x : x > 0}, W xp := exp( 1xϕ∗ω(xp)), shall
denote the associated weight matrix. By Lemma 6.4 we have Ω{≈}Ŝ with Ŝ := {(Ŝxp )p∈N : x > 0},
Ŝxp := p!S
x
p and S
x
p := exp(
1
xϕ
∗
ωw1
(xp)) (i.e. the matrix S := {Sx : x > 0} is associated with the
weight ωw1). We are interested in studying the transformation
(6.7) Ŝxp 7→ Sxp 7→ (Sxp )q 7→ p!(Sxp )q =: Ŝx,qp , q > 0.
For convenience we put in the following Sx,q := (Sx)q, x, q > 0, and write Sq := {(Sx,qp )p∈N : x > 0}
respectively Ŝq := {(Ŝx,qp )p∈N : x > 0}. Since Sx ∈ LC for all x > 0, also Sx,q ∈ LC for each x, q > 0
and moreover S satisfies both (M{mg}) and (M{L}), see Section 2.4. Note that (M{mg}) and
(M{L}) are clearly stable with respect to the mappings from (6.7) hence each matrix Sq and Ŝq
enjoys both properties too for any q > 0 (and the same holds true for the Beurling type conditions
(M(mg)) and (M(L)) since S is associated with ωw1 ∈ W , see Section 2.4).
The next result generalizes [11, Lemma 5.1], for the convenience of the reader we give the full proof.
Lemma 6.5. Let q > 0 be given, arbitrary but from now on fixed. Then for all x, y > 0 we get
(ωιSx,q)⋆∼(ωιSy,q )⋆.
Proof. First, (vi) in Lemma 3.1 implies that for all x, y > 0 there exists some C ≥ 1 such that
−C+C−1ωSy(t) ≤ ωSx(t) ≤ CωSy(t)+C for all t ≥ 0 (since ωSx∼ωw1∼ωSy for all x, y > 0). Then
recall (3.2) which yields ωSx,q(t) = ω(Sx)q(t) = qωSx(t1/q) for any q, x > 0 and t ≥ 0 and so
∀ x, y > 0 ∃ C ≥ 1 ∀ q > 0 ∀ t ≥ 0 : −Cq + C−1ωSy,q (t) ≤ ωSx,q(t) ≤ CωSy,q (t) + Cq,
thus by considering t 7→ t−1:
(6.8) ∀ x, y > 0 ∃ C ≥ 1 ∀ q > 0 ∀ t ≥ 0 : −Cq+C−1ωSy,q(1/t) ≤ ωSx,q(1/t) ≤ CωSy,q (1/t)+Cq.
Let x, y > 0 be now arbitrary but fixed and C ≥ 1 coming from (6.8). By using this inequality we
obtain for any t ≥ 0:
(ωιSx,q)⋆(t) = inf
u>0
{
ωSx,q
(
1
u
)
+ ut
}
≤ inf
u>0
{
CωSy,q
(
1
u
)
+ ut
}
+ Cq
= C inf
u>0
{
ωSy,q
(
1
u
)
+
ut
C
}
+ Cq = C(ωιSy,q )⋆(t/C) + Cq.
22 J. JIMÉNEZ-GARRIDO, J. SANZ, AND G. SCHINDL
Proceed similarly for the lower estimate and so, taking into account that each (ωιSx,q)⋆ has (ω1)
and which holds by concavity, we have shown (ωιSx,q)⋆∼(ωιSy,q )⋆ for all x, y, q > 0. 
Combining Lemma 6.5 and [11, Corollary 3.5] we can show the generalization of [11, Corollary 5.2].
Corollary 6.6. Let q > 0 be given, then ω
Ŝx,q
∼(ωιSy,q )⋆ holds for all x, y > 0 and moreover
ω
Ŝx,q
∼ω
Ŝy,q
for all x, y > 0.
Proof. For any x > 0 we apply [11, Corollary 3.5] to the case m ≡ Sx,q ≡ mlc, which holds since
Sx,q ∈ LC. Hence we obtain ω
Ŝx,q
∼(ωιSx,q)⋆ and the rest follows from Lemma 6.5. 
Summarizing everything we are able to prove the following generalization of [11, Theorem 5.3].
Theorem 6.7. Let ω ∈ W0 with γ(ω) > 1 and q > 0 be given, let Ω = {W x : x > 0} be the
associated weight matrix and Sq and Ŝq be the weight matrices as defined above.
Then we have as locally convex vector spaces
(6.9) ∀ x > 0 : E
{Ŝq}
= E{ω
Ŝx,q
} = E{Vx,q},
where Vx,q shall denote the matrix associated with ω
Ŝx,q
and the symbol/functor E can be replaced
by E loc, A or Λn, n ∈ N. In addition ω
Ŝx,q
is a strong weight, more precisely
(6.10) ∀ x > 0 : γ(ω
Ŝx,q
) = qγ(ω)− q + 1.
Note that Ŝq{≈}Vx,q for all x > 0 and (6.9) holds true for the Beurling type spaces as well.
Proof. Since Ŝq satisfies both (M{mg}) and (M{L}) and since by Corollary 6.6 all associated
functions ω
Ŝx,q
(with respect to the parameter x > 0) are equivalent, we can apply [26, Corollary
3.17] to obtain the first equality in (6.9).
Note that the proof of [26, Corollary 3.17] shows that ω
Ŝx,q
has (ω1), i.e. ωŜx,q ∈ W and γ(ωŜx,q) > 0
by Lemma 4.2. So [21, Theorem 5.14] implies the second equality.
In [26] and [21] we have considered local classes E loc, but the proofs are also valid for the symbols E ,
A and Λn, n ∈ N, by the definition of these classes since we have shown in the proofs the equivalence
of the underlying weight structures (see also the explanations in the proof of [11, Theorem 5.3]).
This explains why (6.9) holds true for the Beurling case as well by taking into account that Ŝq
satisfies both (M(mg)) and (M(L)) too since S does so, see Section 2.4.
To conclude that it is a strong weight we combine (4.2), (4.3) and (4.4) to obtain for all x > 0:
γ(ω
Ŝx,q
) = γ(ωSx,q)+1 = γ(ω(Sx)q)+1 = qγ(ωSx)+1 = qγ(ωw1)+1 = q(γ(ω)−1)+1 = qγ(ω)−q+1,
and moreover qγ(ω)− q + 1 > 1⇔ γ(ω) > 1.
Finally, (6.9) applied to E loc (or E) implies Ŝq{≈}Vx,q by using [21, Proposition 4.6 (1)] (both
matrices are (Msc) with index set I = R>0). 
6.4. The ultraholomorphic extension theorem following V. Thilliez. In this section we
state and prove the central theorem of this paper, we transfer [28, Theorem 3.2.1] to the weight
function setting and are reproving with completely different methods [11, Theorem 7.7]. For any
given a > 0 we denote by ⌊a⌋ its (lower) integer part.
Theorem 6.8. Let ω ∈ W0 be given with γ(ω) > 1, i.e. ω is a strong weight function, and
Ω = {W x : x > 0} shall denote the matrix associated with ω. Then for any γ > 0 satisfying
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0 < γ < γ(ω)− 1(= γ((ω⋆)ι) = γ(ωWx)− 1 = γ(ωwx) for any x > 0, see Corollary 4.4) and for all
l > 0 there exists d′′ ∈ N>0 and a continuous linear extension operator
(6.11) Eωγ,l : Λ
1
ω,l −→ Aω,d′′l(Sγ),
i.e. (BEωγ,l)(λ) = λ holds true for any sequence λ ∈ Λ1ω,l. Consequently the Borel map B :
A{ω}(Sγ) −→ Λ1{ω} is surjective for any 0 < γ < γ(ω)− 1 = γ((ω⋆)ι).
Note: The proof will show that the number d′′ ∈ N>0 is depending on given index l which is weaker
than in [28, Theorem 3.2.1] but which seems to be unavoidable in the nonconstant case, see also [6,
Remarque 12, p. 24]. It seems that in general (2.5) destroys this behavior but which has be used
several times, see also the remarks concerning Corollary 6.9 below.
It suffices to assume ω ∈ W0 since γ(ω) > 1 implies (ω1), see Lemma 4.2.
Proof. We follow the proof of [28, Theorem 3.2.1] and distinguish between two cases.
Case 1: γ < 2.
Part (i) - Construction of ultradifferentiable extensions in C with formal holomorphy at 0. We
identify C and R2 in the standard way, ∂ shall denote the Cauchy-Riemann operator, so ∂ =
1
2
(
∂
∂x + i
∂
∂y
)
. Let D and D′ be two open discs centered at 0 and such that D ⊆ D′. For given
l > 0 let χ ∈ Eω,l(C) such that supp(χ) ⊆ D′ and χ(t) = 1 for all t ∈ D. Such a function exists
since ω satisfies (ωnq), e.g. see [5] and [26, Section 4].
Let λ = (λj)j ∈ Λ1ω,l be given and write λC = (λCj,k)(j,k)∈N2 for the natural complexification obtained
by ∑
(j,k)∈N2
λCj,k
xjyk
j!k!
=
∑
n∈N
λn
(x+ iy)n
n!
,
i.e. λCj,k = i
kλj+k. So c : Λ1ω,l −→ Λ2ω,l, c : λ 7→ λC, acts as a continuous linear operator with
norm 1.
Let El : Λ2ω,l −→ Eω,dl(C) be the continuous linear extension operator coming from (i) in Theorem
6.3 (with constant d ≥ 1 occurring there) and chosen in such a way that the extension is supported
in D. Then we put
(6.12) gλ := El(λC).
Claim: ∂gλ is flat at 0.
First, since gλ = El(λC), we get g
(j,k)
λ (0) = λ
C
j,k for all j, k ∈ N. Hence
(∂gλ)(j,k)(0) =
1
2
(
g
(j+1,k)
λ (0) + ig
(j,k+1)
λ (0)
)
=
1
2
(
λCj+1,k + iλ
C
j,k+1
)
=
1
2
(
ikλj+k+1 + iik+1λj+k+1
)
= 0
for all j, k ∈ N.
Thus we are able to apply the global version of Lemma 6.1 respectively Corollary 6.2 for f := ∂gλ,
U = C and X = {0}, so dist(s,X) = |s|. Note that gλ ∈ Eω,dl(C) by (6.12) and by (2.4) we have
f ∈ Eω,2dl(C). Hence (6.6) applied for the index 2dl implies
(6.13) ∃ C1 ≥ 1 ∀ j ∈ N2 ∀ ξ ∈ C : |(∂gλ)(j)(ξ)| ≤ C1‖El‖|λ|ω,lW 4dl|j| hw4dl(C1|ξ|),
since ‖gλ‖ω,R2,2dl ≤ ‖El‖|λ|ω,l holds true (‖El‖ denoting the operator norm of El).
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Part (ii) - Division of a flat function by a flat ultraholomorphic function. Let τ > 0 and ξ ∈ Sγ be
given and put
Ha,τ (ξ) := Ga(τξ),
where Ga denotes the function which we have constructed and studied in Sections 5.1 and 5.2. For
given y := 8dl (large) we choose the parameter a = 18y =
1
64dl and x = 4y = 32dl according to the
proof of (5.5) in Lemma 5.5. With these choices (5.5) is precisely
(6.14) ∃ C2 ≥ 1 ∀ j ∈ N ∀ ξ ∈ Sγ :
∣∣∣∣∣
(
1
Ha,τ
)(j)
(ξ)
∣∣∣∣∣ ≤ C2(C2τ)jW 32dlj 1hw8dl(C−12 τ |ξ|) .
Note that the choices of the indices 4dl, y and x and the constant C2 are not depending on given τ .
We combine now (6.13) and (6.14) and estimate for all (j, k) ∈ N2 and ξ ∈ Sγ as follows:∣∣∣∣∣
(
1
Ha,τ
∂gλ
)(j,k)
(ξ)
∣∣∣∣∣ =
∣∣∣∣∣∣
∑
J,K∈N2:J+K=(j,k)
(j, k)!
J !K!
(
1
Ha,τ
)(J)
(ξ)
(
∂gλ
)(K)
(ξ)
∣∣∣∣∣∣
≤
∑
J,K∈N2:J+K=(j,k)
(j, k)!
J !K!
C2(C2τ)|J|W 32dl|J|
1
hw8dl(C
−1
2 τ |ξ|)
C1‖El‖|λ|ω,lW 4dl|K|hw4dl(C1|ξ|)
≤ C1C2‖El‖|λ|ω,lW 32dlj+k
hw4dl(C1|ξ|)
hw8dl(C
−1
2 τ |ξ|)
∑
J,K∈N2:J+K=(j,k)
(j, k)!
J !K!
(C2τ)|J|
≤ C3‖E‖l|λ|ω,l(1 + τC2)j+kW 32dlj+k
hw4dl(C1|ξ|)
hw8dl(C
−1
2 τ |ξ|)
.
Here we have used that W 4dl|K|W
32dl
|J| ≤ W 32dl|K| W 32dl|J| ≤ W 32dl|J|+|K| = W 32dlj+k holds for all l > 0 and
J,K, (j, k) ∈ N2 with J +K = (j, k) and which follows from the log-convexity of each W l.
Let C4 ≥ 1 denote the universal constant arising in (3.10) in Lemma 3.6, not depending on l, which
we will apply to w4dl and w8dl and which explains the choice of the indices. By setting τ := C1C2C4,
which can be done since none of the constants is depending on τ , we get
hw4dl(C1|ξ|)
hw8dl(C
−1
2 τ |ξ|)
=
hw4dl(C1|ξ|)
hw8dl(C1C4|ξ|)
≤ hw8dl(C1C4|ξ|).
Finally we put Ha := Ha,C1C2C4 and continue the estimate from above:∣∣∣∣∣
(
1
Ha
∂gλ
)(j,k)
(ξ)
∣∣∣∣∣ ≤ C3‖El‖|λ|ω,l(1 + C1C22C4)j+kW 32dlj+k hw8dl(C1C4|ξ|)
≤ C5‖El‖|λ|ω,lW 32A1dlj+k hw8dl(C1C4|ξ|) ≤ C6|λ|ω,lW zj+khw8dl(C6|ξ|)
≤ C6|λ|ω,lW zj+khwz(C6|ξ|),
where we have put z := 32A1dl. We have absorbed again the exponential growth by applying (2.5)
and note that A1 ≥ 1 is depending only on C1, C2 and C4 (via τ). Finally we have used (i) and (iii)
from Lemma 3.2. Note that via (6.14) and the choice of y the constant A1 is now also depending
on given index l > 0 (by constants C1 and C2).
Part (iii) - Solution of ∂-problem. By the previous estimate of part (ii) above and hwz ≤ 1 we see
that 1Ha ∂gλ ∈ Eω,z(Sγ) and ‖ 1Ha ∂gλ‖ω,Sγ ,z ≤ C6|λ|ω,l. In the next step we use (ii) of Theorem 6.3
for Ω := Sγ ∩ D′ and put νλ := E˜z( 1Ha ∂gλ), so νλ ∈ Eω,d′z(C) and ‖νλ‖ω,C,d′z ≤ C6‖E˜z‖|λ|ω,l =
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C7|λ|ω,l. νλ coincides with 1Ha ∂gλ on Ω and gλ is assumed to be supported in D, hence 1Ha ∂gλ
vanishes on Sγ\D. So it follows that on the whole sector Sγ and for all χ ∈ Eω,d′z(C), satisfying
supp(χ) ⊆ D′ and χ(t) = 1 for all t ∈ D, we get
(6.15) χνλ =
1
Ha
∂gλ.
The Leibniz rule implies |(χνλ)(i)(ζ)| ≤ C7C8|λ|ω,l2|i|W d′z|i| for all i ∈ N2 and ζ ∈ C since W yj W yk ≤
W yj+k for all j, k ∈ N and y > 0 by the log-convexity. Applying once again (2.5) we get |(χνλ)(i)(ζ)| ≤
C9|λ|ω,lW z1|i| for all i ∈ N2 (we can take z1 := (L(L+1))log(2)d′z, L ≥ 1 the constant arising in (ω1),
see (2.5)) and so
(6.16) χνλ ∈ Eω,z1(C), ‖χνλ‖ω,C,z1 ≤ C9|λ|ω,l.
In the next step put uλ := K ∗ (χνλ), so the function from above is convolved with the Cauchy
kernel K(ζ) := 1πζ . We have supp(χνλ) ⊆ D, hence ∂(uλ) = ∂(K) ∗ (χνλ) = χνλ and so
∀ ξ ∈ C : ∂(uλ)(ξ) = χνλ(ξ).
Moreover for any (j, k) ∈ N2 and ξ ∈ C we have by changing to polar coordinates
|u(j,k)λ (ξ)| = |K ∗ (χνλ)(j,k)(ξ)| ≤ sup
ζ∈D
|(χνλ)(j,k)(ζ)|
∣∣∣∣∫
D
1
piζ
dζ
∣∣∣∣ ≤ 2r sup
ζ∈D
|(χνλ)(j,k)(ζ)|,
where r > 0 denotes the radius of the circle D. So supξ∈C |u(j,k)λ (ξ)| ≤ 2r supζ∈D |(χνλ)(j,k)(ζ)| and
combining this with (6.16) gives
(6.17) sup
ζ∈C
|u(j,k)λ (ζ)| ≤ 2rC9|λ|ω,lW z1j+k = C10|λ|ω,lW z1j+k.
Part (iv) - Addition of a flat function. By (5.4), the definition of Ha and the choice of τ we get
∃ C11 ≥ 1 ∀ ξ ∈ Sγ ∀ j ∈ N : |H(j)a (ξ)| ≤ C11(C11C1C2C4)jW y1j hwy1 (C11|ξ|),
where we take y1 := 4a−1 = 256dl. Note that C11 is depending on given l since also a is so (see
part (ii) above). Together with (6.17) we get now for all ξ ∈ Sγ and (j, k) ∈ N2:
|(Hauλ)(j,k)(ξ)| ≤
∑
J,K∈N2:J+K=(j,k)
(j, k)!
J !K!
∣∣∣H(J)a (ξ)∣∣∣ ∣∣∣u(K)λ (ξ)∣∣∣
≤
∑
J,K∈N2:J+K=(j,k)
j!k!
J !K!
C10|λ|ω,lW z1|K|C11(C11C1C2C4)|J|W y1|J|hwy1 (C11|ξ|)
≤ C10C11|λ|ω,lW y2j+k
∑
J,K∈N2:J+K=(j,k)
j!k!
J !K!
(C11C1C2C4)|J|
≤ C10C11|λ|ω,lW y2j+k(1 + C11C1C2C4)j+k ≤ C12|λ|ω,lWA2y2j+k ,
where we have put y2 := max{z1, y1} because thenW z1|K|W y1|J| ≤W y2|K|W y2|J| ≤W y2|K|+|J| =W y2j+k holds
true by log-convexity. Thus y2 = max{(L(L+1))log(2)d′z, 4a−1} = max{(L(L+1))log(2)32A1d′dl, 256dl},
i.e. y2 = c2l for some c2 > 0 (large). In the last step we have absorbed the exponential growth by
applying (2.5) (with some A2 ≥ 1 depending only on C1, C2, C4 and C11 and so on given l through
C1, C2 and C11). We set y3 := A2y2 and so we have shown
(6.18) Hauλ ∈ Eω,y3(Sγ), ‖Hauλ‖ω,Sγ ,y3 ≤ C12|λ|ω,l.
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Put fλ := gλ − Hauλ and then fλ is well-defined and holomorphic in Sγ : We have ∂(fλ) =
∂(gλ) − ∂(Ha)uλ − Ha∂(uλ) = ∂(gλ) − ∂(uλ) = 0, because by (6.15) it follows that Ha∂(uλ) =
Haχνλ = Ha 1Ha ∂(gλ).
All considered functions gλ, νλ and uλ depend linearly on λ since they were defined in terms of
the linear extension operators El and E˜z = E˜32A1dl. (6.18) and the very definition of gλ show that
λ 7→ fλ, Λ1ω,l −→ Aω,y3(Sγ) is continuous. Note that y3 = A2y2 = A2c2l and d′′ := y3l = A2c2
depends on γ of the given sector Sγ , the weight ω and on chosen index l > 0 as well.
Ha and Hauλ are flat at 0, hence f
(j)
λ (0) =
∂jfλ
∂xj (0) =
∂jgλ
∂xj (0) = λj for all j ∈ N and so (6.11)
is shown with d′′ = A2c2 (without loss of generality we can take d′′ ∈ N>0) and by putting
Eωγ,l(λ) := fλ.
Case 2: γ ≥ 2.
We follow the ramification arguments of [28, Theorem 3.2.1] and to do so we use the weight struc-
tures S1/q and Ŝ1/q from Section 6.3 and apply Theorem 6.7. More precisely we apply it to the
choice q := ⌊γ2 ⌋+ 1 ≥ 2.
Since S is associated with the weight ωw1 ∈ W , we obtain for each l > 0 and j, k ∈ N that
SljS
l
k ≤ Slj+k ≤ S2lj S2lk , hence by iterating (Slj)q ≤ Slqj ≤ (S2
q−1l
j )
q and so
(6.19) ∀ l > 0 ∀ j ∈ N : Slj ≤ (Slqj)1/q ≤ S2
q−1l
j .
Let λ ∈ Λ1ω,l be given for some l > 0 arbitrary but from now on fixed and consider λ∗ defined by
(6.20) λ∗qj := λj
(qj)!
j!
, λ∗qj+k = 0 ∀ j ∈ N, k = 1, . . . , q − 1.
By applying the equivalence Ω{≈}Ŝ we get |λj | ≤ CW lj ≤ ChjŜl1j for some C, h, l1 > 0 and all
j ∈ N. Hence, by the first part of (6.19), we get
|λ∗qj | = |λj |
(qj)!
j!
≤ Chj(qj)!Sl1j ≤ Chj(qj)!(Sl1qj)1/q
= Chj(qj)!Sl1,1/qqj = Ch
jŜ
l1,1/q
qj
and which proves λ∗ ∈ Λ1
Ŝl1,1/q,h1/q
, i.e. λ∗ ∈ Λ1
{Ŝ1/q}
. By (6.9) we obtain now λ∗ ∈ Λ1{ω
Ŝx,1/q
} for
any x > 0.
For convenience we put in the following τ := ω
Ŝ1,q
, moreover let V := {V y : y > 0} denote the
weight matrix associated with τ , hence Ŝ1/q{≈}V as shown in Theorem 6.7. So λ∗ ∈ Λ1τ,l2 holds
true for some l2 > 0 since the equivalence (6.9) implies hjŜ
l1,1/q
qj ≤ C1V l2qj . Gathering everything it
shows for all j ∈ N
|λ∗qj |
V l2qj
≤ C1
|λ∗qj |
hj(qj)!Sl1,1/qqj
≤ C1
|λ∗qj |
hj(qj)!Sl1j
= C1
|λj |
hjŜl1j
≤ C1 |λj |
W lj
,
i.e. |λ∗|τ,l2 ≤ C1|λ|ω,l and which proves the continuity of λ 7→ λ∗.
The aim is to apply the first case to the weight τ . By Theorem 6.7, γ(ω) > 1 implies γ(τ) > 1 and
by (6.10) we obtain γq < γ(τ)− 1 = 1qγ(ω)− 1q ⇔ γ < γ(ω)− 1 = γ((ω⋆)ι) and which holds true for
all values under consideration 2 ≤ γ < γ((ω⋆)ι).
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Then replace in case 1 above l by l2, ω by τ and γ by γ′ :=
γ
q < 2 (which holds by the choice of q
above), i.e. the new sector Sγ′ is a subset of C.
Hence we obtain an extension hλ ∈ Aτ,l3(Sγ′) with l3 = d′′l2, d′′ ∈ N>0 also coming from the first
part of the proof and depending on l2. Since λ 7→ λ∗ is linear and continuous the map λ 7→ hλ,
Λ1ω,l → Aτ,l3(Sγ′), depends linearly and continuously on given λ ∈ Λ1ω,l and satisfies
(6.21) B(hλ) = λ∗.
Let ξ ∈ Sγ and put fλ(ξ) := hλ(ξ1/q) which is holomorphic in Sγ and bounded by the supremum
norm of hλ. Consider the differential operator Y := q−1ξ1−q ∂∂ξ on C\{0}. By the chain rule we get
(6.22) ∀ ξ ∈ Sγ′ ∀ j ∈ N>0 : f (j)λ (ξq) = (Y jhλ)(ξ).
As pointed out in [28, Theorem 3.2.1] we have estimates for the coefficients of Y j =
∑j
k=1 Yj,k(ξ)
∂k
∂ξk
as follows:
(6.23) ∀ ξ ∀ k, j ∈ N>0, 1 ≤ k ≤ j : |Yj,k(ξ)| ≤ (4q−1)j2j−k(j − k)!|ξ|k−qj .
For the following considerations we define the polynomial Pλ,j of degree at most q(j − 1) by
(6.24) Pλ,j(ξ) :=
j−1∑
i=0
λi
ξqi
i!
.
By (6.20) and (6.21) we obtain
Pλ,j(ξ) =
j−1∑
i=0
λi
ξqi
i!
=
j−1∑
i=0
λ∗qii!
(qi)!
ξqi
i!
=
j−1∑
i=0
λ∗qi
ξqi
(qi)!
=
q(j−1)∑
p=0
λ∗p
ξp
p!
=
q(j−1)∑
p=0
h
(p)
λ (0)
ξp
p!
=
qj−1∑
p=0
h
(p)
λ (0)
ξp
p!
.
The last equality holds by the definition of λ∗. In the next step the Taylor formula applied for hλ
between 0 and any ξ ∈ Sγ′ gives, for all 1 ≤ k ≤ j,
∣∣∣∣ ∂k∂ξk (hλ − Pλ,j)(ξ)
∣∣∣∣ ≤ sup
ζ∈(0,ξ)
|h(qj)λ (ζ)|
|ξ|qj−k
(qj − k)! ≤ C2|λ|ω,lV
l3
qj
|ξ|qj−k
(qj − k)! ≤ C3b
qj |λ|ω,lŜl4,1/qqj
|ξ|qj−k
(qj − k)!
= C3bqj |λ|ω,l(qj)!(Sl4qj)1/q
|ξ|qj−k
(qj − k)! ≤ C3b
qj |λ|ω,l2qjk!(Sl4qj)1/q|ξ|qj−k
≤ C3|λ|ω,l(2b)qjk!S2
q−1l4
j |ξ|qj−k,
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where in the third estimate we have used Ŝ1/q{≈}V (see Section 6.3) and for the last one the second
part of (6.19). This and (6.23) imply for any ξ ∈ Sγ′ and j ∈ N:∣∣Y j(hλ − Pλ,j)(ξ)∣∣
≤
j∑
k=1
|Yj,k(ξ)|
∣∣∣∣ ∂k∂ξk (hλ − Pλ,j)(ξ)
∣∣∣∣ ≤ (4q−1)j j∑
k=1
2j−k(j − k)!|ξ|k−qjC3|λ|ω,l(2b)qjk!S2
q−1l4
j |ξ|qj−k
≤ C3(8q−1)j(2b)qj |λ|ω,lj!S2
q−1l4
j
j∑
k=1
2−k ≤ C3(8q−1(2b)q)j |λ|ω,lŜ2
q−1l4
j
≤ C4|λ|ω,l(8q−1(2bb1)q)j |λ|ω,lW l5j ≤ C5|λ|ω,lW l6j ,
where in the second last estimate we have used Ω{≈}Ŝ and finally (2.5). (6.24) implies Pλ,j(ξ) =
Qλ,j(ξq) where the polynomial Qλ,j has degree at most j − 1, so
(6.25) (Y jPλ,j)(ξ) = Q
(j)
λ,j(ξ
q) = 0.
(6.22), (6.25) and the previous estimate show for any ξ ∈ Sγ′ and all j ∈ N:
|f (j)λ (ξq)| = |(Y jhλ)(ξ)| ≤ |Y j(hλ − Pλ,j)(ξ)|+ |(Y jPλ,j)(ξ)| ≤ C5|λ|ω,lW l6j ,
i.e. we have shown fλ ∈ Aω,l6(Sγ) and λ 7→ fλ is linear and continuous. Finally (6.21) implies that
the Taylor series of hλ at 0 is given by
∑
j∈N λj
ξqj
j! , hence fλ has the expansion
∑
j∈N λj
ξj
j! (by
replacing ξ 7→ ξ1/q) and so B(fλ) = λ as desired. 
Using this result we can reprove [28, Theorem 3.2.1] independently by using the associated weight
function.
Corollary 6.9. Let M̂ = (p!Mp)p∈N be given such that M̂ ∈ LC, γ(ωM̂ ) > 1 and satisfying (mg).
Then for any γ > 0 satisfying 0 < γ < γ(ω
M̂
)− 1 = γ(ωM ) = γ(M) = γ(M̂)− 1 and for all h > 0
there exists h1 > 0 and a continuous linear extension operator
(6.26) EM̂γ,h : Λ
1
M̂,h
−→ A
M̂,h1
(Sγ),
i.e. (BEM̂γ,h)(λ) = λ holds true for any sequence λ ∈ Λ1M̂,h. Consequently the Borel map B :
A
{M̂}
(Sγ) −→ Λ1
{M̂}
is surjective for any 0 < γ < γ(ω)− 1 = γ(M) = γ(M̂)− 1.
Proof. By assumption we have ω
M̂
∈ W and by Theorem 6.8 for any γ > 0 satisfying 0 < γ <
γ((ω⋆
M̂
)ι) the Borel map B : A{ω
M̂
}(Sγ) −→ Λ1{ω
M̂
} is surjective. Denote by Ω = {W x : x > 0}
the weight matrix associated with ω
M̂
. By (iii) in Lemma 3.1, (b) in Remark 2.2 and (3.3) we see
M̂ ≡W 1≈W x for all x > 0, in particular Ω is constant. Thus A{ω
M̂
}(Sγ) = A{Ω}(Sγ) = A{M̂}(Sγ)
for any γ > 0 and analogously for the class Λ1.
More precisely, let now λ ∈ Λ1
M̂,h
≡ Λ1W 1,h be given for some h > 0 arbitrary (large) but fixed. First
we apply (2.5) to get hjW 1j ≤ DW xj for some D,x > 0 and all j ∈ N. Then we have the extension
E
ω
M̂
γ,x : Λ1Wx,1 ≡ Λ1ω
M̂
,x −→ Aω
M̂
,d′′x(Sγ) ≡ AWd′′x,1(Sγ) for some d′′ depending on x (and so on h).
Finally W xd
′′
j ≤ D1hj1W 1 = hj1M̂j for some D1, h1 > 0 and all j ∈ N since Ω is constant.
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Thus we have shown the existence of an extension operator EM̂γ,h : Λ
1
M̂,h
−→ A
M̂,h1
(Sγ), i.e.
(6.26). 
Let us point out that if M̂ ∈ LC is satisfying (mg), then γ(ω
M̂
) > 1 is equivalent to (γ1) for M̂
as we show in [10, Section 4]. Moreover in [10, Corollary 4.8] we prove γ(M̂) = γ(ω
M̂
) and so
γ(M) = γ(ωM ) = γ(ωM̂ ) − 1 (hence the upper bound of the admissible opening of the sectors is
the same as in [28, Theorem 3.2.1]).
By [18] for any M̂ as considered in Corollary 6.9 there exists a sequence N such that N≈M̂ and
N ∈ SR.
A disadvantage of this result is that one can not conclude h1 = ch for some c not depending on given
h > 0 as in [28, Theorem 3.2.1]. For this note that x = ch will not be possible in general for some
universal c. For given h, as mentioned in (2.5), let a ∈ N be chosen minimal to have exp(a) ≥ h
and we have to consider the choice x = La1 , L1 = L(L + 1) ≥ L and L ≥ 1 denoting the constant
arising in (ω1). To guarantee ch ≥ La1 we would need log(c)/ log(h) + 1 ≥ log(L1) and which leads
to L1 ≤ exp(1) as h → ∞ since c should be not depending on h. Hence L ≤ √e would follow and
which is a contradiction in general since γ(ω
M̂
) > 1 and (2.2) only imply ω(2t) ≤ 2ω(t) +C for all
t ≥ 0 and some C > 0.
Moreover we do not see that d′′ is not depending on given x. But even if so we would require h1 ≤ c1h
for some universal constant c1. Inspecting the proof of [21, (5.11)] (respectively [25, (3.4.1)]) yields
that we have to iterate the last estimate there j-times such that 2j ≤ d′′x < 2j+1. Then we
would require h1 = Hj+1 ≤ c1h for some universal constant H (large), but log(c1) + log(h) ≥
(j + 1) log(H) ≥ (j + 1) log(2) ≥ log(x) + log(d′′) = a log(L) + log(d′′) ≥ log(h) log(L1) + log(d′′)
again leads to a contraction as h→ +∞.
Corollary 6.9 should also be compared with [11, Remark 7.9] where we have been able to omit this
problem by using the first main extension result [11, Theorem 7.4] and applying complex methods
for the proof there.
7. The Beurling case
The aim of this section is to prove Theorem 6.8 for the Beurling case as well and the strategy is to
reduce this situation to the Roumieu case as it has been indicated in [28, Section 3.4] for the single
weight sequence case. For this we generalize [2, Lemma 4.4] as follows.
Lemma 7.1. Let ω ∈ W0 with γ(ω) > 1. Let h : [0,+∞) → [0,+∞) be arbitrary and satisfying
ω(t) = o(h(t)) as t → +∞. Then for all 0 < γ < γ(ω) there exists a function σγ = σ ∈ W0
satisfying ω(t) = o(σ(t)) and σ(t) = o(h(t)) as t→ +∞ and finally such that γ(σ) > γ.
Proof. Let 0 < γ < γ(ω) be given, then by definition (4.1) there exists some K > 1 such that
lim supt→+∞
ω(Kγt)
ω(t) < K holds true.
Since ω tends to infinity, respectively by (ω3), we see that limt→+∞ h(t) = +∞. We are going
to introduce now inductively a (strictly increasing) sequence (xn)n≥1 with x1 = 0, ω(x2) > 0 (so
x2 > 1 by normalization of ω), and increasing fast enough such that the following conditions are
satisfied:
(7.1) ∀ n ≥ 1 : xn+1 ≥ Kγxn,
(7.2) ω(xn+1) ≥ 2n+1−iω(xi), ∀ 1 ≤ i ≤ n,
30 J. JIMÉNEZ-GARRIDO, J. SANZ, AND G. SCHINDL
(7.3) ∀ n ≥ 1 ∀ x ≥ xn : h(x) ≥ n2ω(x).
Now define the weight σ by
(7.4) σ(x) := nω(x)−
n∑
i=1
ω(xi), for x ∈ [xn, xn+1), n ≥ 1.
Hence σ is continuous, nondecreasing, tending to infinity and has (ω4). If x ∈ [x1, x2) = [0, x2),
then σ(x) = ω(x)− ω(x1) = ω(x) and so σ is normalized, too.
If x ∈ [xn, xn+1), n ≥ 2, then by applying (7.2) we get ω(xi)ω(x) ≤ ω(xi)ω(xn) ≤ 2i−n for all 1 ≤ i ≤ n− 1.
Moreover
∑n−1
i=1 2
i−n = 2−n
∑n−1
i=1 2
i = 2−n(2n − 2) = 1− 2−n+1 ≤ 1 and so
(7.5) σ(x) =
(
n−
n∑
i=1
ω(xi)
ω(x)
)
ω(x) ≥
(
n−
n−1∑
i=1
2i−n − 1
)
ω(x) ≥ (n− 2)ω(x),
which implies
∀ n ≥ 3 ∀ x ∈ [xn, xn+1) : ω(x) ≤ 1
n− 2σ(x).
By this we get ω(t) = o(σ(t)) as t→ +∞ and σ has (ω3) too and altogether σ ∈ W0. On the other
hand, (7.4) and (7.3) imply
∀ n ≥ 1 ∀ x ∈ [xn, xn+1) : σ(x) ≤ nω(x) ≤ 1
n
h(x),
and consequently σ(t) = o(h(t)) as t→ +∞.
Let ε > 0 be given, then there exists N = N(ε) ∈ N large (N ≥ 3) such that
(7.6) ∀ t ≥ xN : ω(Kγt) ≤ (K − ε)ω(t).
For all xN ≤ xn ≤ t < xn+1 we see that Kγt ≥ Kγxn ≥ xn and, by (7.1), Kγt < Kγxn+1 ≤ xn+2.
This means that Kγt either belongs to [xn, xn+1) or to [xn+1, xn+2). Then by (7.4), (7.6) and (7.5)
we observe that
σ(Kγt) ≤ (n+ 1)ω(Kγt) ≤ (n+ 1)(K − ε)ω(t) ≤ n+ 1
n− 2(K − ε)σ(t).
Since n+1n−2 → 1 as n → +∞ we have verified lim supt→+∞ σ(K
γt)
σ(t) ≤ K − ε < K, i.e. (Pσ,γ) holds
true with constant K and so γ(σ) > γ (since requirement (Pσ,γ) is an open condition as seen in
Section 4). 
Theorem 7.2. Let ω ∈ W0 be given with γ(ω) > 1, i.e. ω is a strong weight function. Then
for any γ > 0 satisfying 0 < γ < γ(ω) − 1(= γ((ω⋆)ι)) the Borel map B : A(ω)(Sγ) −→ Λ1(ω) is
surjective.
Proof. Let λ = (ap)p∈N ∈ Λ1(ω) be given. Now we follow the lines of the proof of [2, Theorem 4.5] for
λ instead of considering a Whitney jet F , with K = {0} and where we put g(t) := logmax{1, |ap|}
for p ≤ t < p + 1, p ∈ N. So we construct hλ : [0,+∞) → [0,+∞) such that ω(t) = o(h(t)) as
t → +∞. We fix 0 < γ < γ(ω) − 1 and denote by σ the weight constructed in Lemma 7.1 for hλ
and γ + 1. We observe that γ(σ) > γ + 1 > 1 then γ(σ) > 1 and so the weight σ is strong too and
σ⋆ is well-defined.
Thus we are able to apply the main result Theorem 6.8 to σ and γ, hence the Borel map B :
A{σ}(Sγ) −→ Λ1{σ} is surjective.
SECTORIAL EXTENSIONS FOR ULTRAHOLOMORPHIC CLASSES DEFINED BY WEIGHT FUNCTIONS 31
Finally, since σ = o(hλ(t)) as t→ +∞ we have that λ ∈ Λ1{σ} and since ω(t) = o(σ(t)) as t→ +∞,
by using [21, Lem. 5.16 (2), Cor. 5.17 (2)] we get A{σ}(Sγ) ⊆ A(ω)(Sγ) for all values γ > 0. The
results in [21] are again stated for local classes E loc, but since we have shown there estimates for
the underlying weight structures the results hold true for the ultraholomorphic class A as well by
the analogous definition. 
Using this result and the proof of Corollary 6.9 we can restate [28, Cor. 3.4.1] independently by
using the associated weight function.
Corollary 7.3. Let M̂ = (p!Mp)p∈N be given such that M̂ ∈ LC, γ(ωM̂ ) > 1 and satisfying (mg).
Then for any γ > 0 satisfying 0 < γ < γ(ω
M̂
) − 1 = γ(ωM ) = γ(M) = γ(M̂) − 1 the Borel map
B : A
(M̂)
(Sγ) −→ Λ1
(M̂)
is surjective.
We close this section with the following observations: In both Theorem 7.2 and Corollary 7.3 (and
also in [28, Cor. 3.4.1]) using the above proofs and techniques one does not get any information
about the existence of a continuous linear extension operator in the ultraholomorphic Beurling case
and which should be compared in the single weight sequence situation with the results from [27,
Section 4].
In the weight function case, ω is said to be a (DN)-weight if
(7.7) ∀ C ≥ 1 ∃δ > 0 ∃ t0 > 0 ∀ t ≥ t0 : ω2(t) ≤ ω(Ct)ω(δt).
In [16, Corollary 3.12] and in [17] it was shown that in the ultradifferentiable Beurling case there
does exist a continuous linear extension operator if and only if (7.7) holds true. By [3, Lemma 19]
each ω ∈ W with (ωsnq) and (ω6) has (7.7); more precisely we can see that for each ω ∈ W with
(ω6) conditions (ωsnq) and (7.7) are equivalent: The remaining implication follows by the fact that
(7.7) is characterizing the existence of an extension operator for E(ω), since E(ω) = E(Wx) holds for
all x > 0 and W x has (mg) (see Remark 2.2 (b)), the characterization [18, Theorem 3.1 (b)] applied
to W x and finally the fact that in this situation (γ1) for W x is equivalent to γ(ωWx) > 1 (and so
to (ωsnq)) for ωWx , see [10, Section 4]. Consequently ω has (ωsnq) too by recalling (vi) in Lemma
3.1.
Given M̂ as in Corollary 7.3 we can see that the associated weight function ω
M̂
satisfies (7.7),
in particular for any M̂ ∈ SR the function ω
M̂
is a (DN)-weight. It is well-known that each
σs(t) := max{0, log(t)s}, s > 1, is not a (DN)-weight.
Appendix A. A class of weight functions satisfying γ(ω) = +∞
In this section we present a class of weight functions such that Theorem 6.8 holds true for any
opening γ > 0 and the technical procedure in Section 6.3 becomes superfluous in the sense that we
can also work in case 2 with the matrix Ω associated to ω directly. In particular all results from
this section hold true for the weights σs(t) := max{0, log(t)s}, s > 1. More precisely we consider
weights satisfying
ω ∈ W0 and (ω7).
We point out that any nondecreasing ω with (ω7) satisfies (ω1) since, denoting by H the constant
arising in (ω7), for any t ≥ 2H2 we have ω(2t) ≤ ω((t/H)2) ≤ Cω(H(t/H)) + C = Cω(t) + C.
In [8] for a weight function the following condition has been introduced:
(A.1) ∀ γ > 1 ∃ L > 1 ∀ t ≥ 0 : ω(tγ) ≤ L(ω(t) + 1).
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For any ω ∈ W0, (A.1) is equivalent to (ω7): Obviously (A.1) implies (ω7) by taking γ = 2.
Conversely given γ > 1, by iterating (ω7) we have ω(tγ) ≤ ω(t2n) ≤ L(ω(t) + 1) for some L > 1
and all t ≥ 1 (see also the proof of γ(ω) = +∞ in Lemma A.1 below).
Let ω ∈ W0 with (ω7) be given. By [21, Lemma 5.9 (5.12)] and as we have shown in [21, The-
orem 5.14 (4)] for the classes E loc, we get A{ω}(S) =
⋃
x∈R>0
A{Wx}(S) =
⋃
x∈R>0
A(Wx)(S) and
A(ω)(S) =
⋂
x∈R>0
A(Wx)(S) =
⋂
x∈R>0
A{Wx}(S) for any (unbounded) sector S respectively for
the class Λn, too.
The following result summarizes properties and consequences obtained by (ω7), for (i) see also [25,
Lemmas 3.6.1, 5.4.1].
Lemma A.1. Let ω ∈ W0 be given, Ω = {W l : l > 0} the associated weight matrix. The following
are equivalent:
(i) ω satisfies (ω7),
(ii) ∃ A ≥ 1 ∃ B ≥ 1 ∀ l > 0 ∃ Cl ≥ 1 ∀ j ∈ N :W l2j ≤ ClBjWAlj ,
(iii) ∃ A ≥ 1 ∃ B ≥ 1 ∀ l > 0 ∃ Cl ≥ 1 ∀ j ∈ N : (W lj )2 ≤ ClBjWAlj .
In case if any of the previous condition holds true we have γ(ω) = +∞, in particular ω is a strong
weight, and moreover Ω{≈}{(p!W lp)p∈N : l > 0}.
However, (ω7) is only a sufficient condition to have γ(ω) = +∞. One can check that the functions
ω(t) := exp(β log(1 + t)α) = tβ log(1+t)
α−1
with β > 0 and 0 < α < 1, t ≥ t0 large, and which have
been mentioned in [2, Example 1.5], do satisfy γ(ω) = +∞ but (ω7) is violated (and (ω6) too).
Proof. First we translate (ω7) into a property for ϕω = ω ◦ exp: Put t = exp(s), then t2 = exp(2s)
and for h = log(H) we get Ht = exp(log(H)) exp(s) = exp(h + s). So (ω7) means ϕω(2s) ≤
Cϕω(h + s) + C. Then apply the Legendre-Fenchel-Young-conjugate of ϕω on both sides, i.e. for
x ≥ 0 the left-hand side gives
(ϕω(2·))∗(x) = sup
y≥0
{xy − ϕω(2y)} = sup
y′≥0
{x
2
y′ − ϕω(y′)
}
= ϕ∗ω
(x
2
)
,
where we have put y′ := 2y. For the right-hand side we get:
(Cϕω(h+ ·) + C)∗(x) = sup
y∈R
{xy − Cϕω(h+ y)− C} = C sup
z∈R
{ x
C
(z − h)− ϕω(z)
}
− C
= C sup
z∈R
{ x
C
z − ϕω(z)
}
− hx− C = C sup
z≥0
{ x
C
z − ϕω(z)
}
− hx− C = Cϕ∗ω
( x
C
)
− hx− C,
where we have put z := h+ y. Hence (ω7) implies
(A.2) ∃ C,H ≥ 1 ∀ x ≥ 0 : Cϕ∗ω
( x
C
)
≤ ϕ∗ω
(x
2
)
+ log(H)x+ C.
(i) =⇒ (ii) In (A.2) we put x = 2lj for l > 0 and j ∈ N. Then divide by l and apply exp to get by
definition
∃ C,H ≥ 1 : ∀ l > 0 ∀ j ∈ N :W l/C2j ≤ exp
(
C
l
)
(H2)jW lj ,
so put A := C, B := H2 and Cl := exp(C/l).
(ii) =⇒ (i) After applying log we obtain for all j ∈ N:
1
l
ϕ∗ω(2lj) ≤ log(Cl) + j log(B) +
1
Al
ϕ∗ω(Alj).
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Replace j ∈ N by y ≥ 0 and apply the Legendre-Fenchel-Young-conjugate to both sides for x ≥ 0.
The left-hand side gives(
1
l
ϕ∗ω(2l·)
)∗
(x) = sup
y≥0
{
xy − 1
l
ϕ∗ω(2ly)
}
=
1
l
sup
z≥0
{
lxz
2l
− ϕ∗ω(z)
}
=
1
l
ϕ∗∗ω
(x
2
)
=
1
l
ω(
√
exp(x)),
whereas the right-hand side gives(
log(Cl) + · log(B) + 1
Al
ϕ∗ω(Al·)
)∗
(x) = sup
y≥0
{
xy − y log(B)− 1
Al
ϕ∗ω(Aly)
}
− log(Cl)
=
1
Al
sup
z≥0
{ z
Al
(x − log(B))Al − ϕ∗ω(z)
}
− log(Cl) = 1
Al
ϕ∗∗ω (x− log(B))− log(Cl)
=
1
Al
ω
(
exp(x)
B
)
− log(Cl).
We summarize:
1
l
ω(
√
exp(x)) = sup
y≥0
{
xy − 1
l
ϕ∗ω(2ly)
}
≥ sup
j∈N
{
xj − 1
l
ϕ∗ω(2lj)
}
≥ sup
j∈N
{
xj − j log(B)− 1
Al
ϕ∗ω(Alj)
}
− log(Cl) ≥︸︷︷︸
(◦)
1
2
sup
y≥0
{
xy − y log(B)− 1
Al
ϕ∗ω(Aly)
}
− log(Cl)
=
1
2Al
ω
(
exp(x)
B
)
− log(Cl).
(◦) holds by [25, Theorem 4.0.3, Lemma 5.1.3] respectively [21, Lemma 5.7]. Put n := 2Al, then
ωn := 1nω∼ωWn and ωn(t) ≤ 2ωWn(t) for all t ≥ W
n
2
Wn1
. Put t := exp(x) and so for any tB ≥ W
n
2
Wn1
we
have shown ω( tB ) ≤ nl ω(
√
t) +Al log(Cl) = 2Aω(
√
t) +Al log(Cl).
(ii) =⇒ (iii) By using log-convexity for W l we get (W lj)2 ≤W l2j ≤ ClBjWAlj .
(iii) =⇒ (ii) By (2.4) we have W l2j ≤ (W 2lj )2 ≤ ClBjWA2lj .
To show γ(ω) = +∞, let γ > 1 be given, arbitrary but from now on fixed, and C,H ≥ 1 shall
denote the constants coming from (ω7). Iterating (ω1) n-times, where n ∈ N>0 is chosen minimal
such that H ≤ 2n holds, we get
∃ D ≥ 1 ∀ t ≥ 0 : ω(Ht) ≤ ω(2nt) ≤ Dω(t) +D,
hence
∃ D1 ≥ 1 ∀ t ≥ 0 : ω(t2) ≤ CDω(t) + CD + C ≤ D1ω(t) +D1,
which means lim supt→+∞
ω(t2)
ω(t) ≤ D1 (put D1 := CD + C ≥ 1). Then defining K := D1 + 1 > 1
and for all t ≥ 0 sufficiently large depending on given γ we have ω(Kγt) ≤ ω(t2) because ω is
nondecreasing. Consequently
lim sup
t→+∞
ω(Kγt)
ω(t)
≤ lim sup
t→+∞
ω(t2)
ω(t)
≤ D1 < K.
Finally, let us prove that Ω{≈}{(p!W lp)p∈N : l > 0}. Since ω is a strong weight it satisfies (ω5), see
Proposition 2.1. So by [21, Proposition 4.6, Corollary 5.15] for all l > 0 there exists some Dl ≥ 1
such that j! ≤ DjlW lj holds for all j ∈ N (apply Stirling’s formula). Then applying (iii) we get
j!W lj ≤ Djl (W lj )2 ≤ Cl(DlB)jWAlj for all j ∈ N and constants B,A ≥ 1 both not depending on
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given l. Note that without loss of generality we can take Dl = D1 for any l ≥ 1 since in this case
W l ≥W 1. 
Remark A.2. (a) As already pointed out in [21, Lemma 5.9] any ω ∈ W with (ω7) can never
satisfy (ω6) and consequently A{ω} = A{M} can not hold for any single weight sequence
M ∈ LC.
(b) By iterating (iii) we see that this property is equivalent to the fact that Ω{≈}{(W l)q : l > 0}
for any q > 0. Hence for any ω ∈ W with (ω7) we see that Ω{≈}{(p!(wlp)q)p∈N : l > 0} for
any q > 0, consequently Section 6.3 (necessary to prove case 2 in Theorem 6.8) becomes
superfluous since we can use the same weight matrix and work with
Ω{≈}{(p!(wlp)q)p∈N : l > 0}{≈}Ŝq
directly.
(c) We also get in this situation that each ωwx is a strong weight and ωWx∼ω∼ωwx for all
x > 0 (and which also implies γ(ω) = +∞ by Corollary 4.4). Note that ωMx(t) ≤ ωmx
holds for any x > 0, hence ωwxωWx∼ω. On the other hand, given x > 0, we get j!W xj ≤
BjWAxj ⇔ W xj ≤ BjwAxj for some A,B ≥ 1 and all j ∈ N, where A is not depending on
x. This implies ωwAx(t) ≤ ωWx(Bt) for all t ≥ 0. Since ωWx∼ω we get (ω1) for ωWx and
so ωwAx(t) ≤ B′ωWx(t) + B′ for some B′ ≥ 1 and all t ≥ 0. Consequently ω∼ωWx/Aωwx
holds true.
(d) Finally in this case we can replace Ω by an equivalent matrixM consisting of only strongly
nonquasianalytic weight sequences, i.e. (β1) holds true for each Mx ∈ M. This follows by
having Ω{≈}{(p!2W lp)p∈N : l > 0} and by taking into account the arguments given in [11,
Example 7.10 (ii)].
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