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1 Abstract 
We present and contrast two solutions for the provision of a distributed file processing system using 
Amazon’s AWS Cloud.  Each system was implemented by independent teams of MSc ITEC students, 
with the resulting systems providing much functionality which is analogous, but with markedly 
differing implementation strategies and focus. 
Cloud Computing is a neologism that describes an internet based service that provides computing 
resources on-demand, often in a pay-as-you-go model akin to a public utility.   It aims to provide an 
abstraction from the complexity of the underlying distributed infrastructure, in order to offer access 
to a seemingly endless pool of computational resources.  The user should require little or no 
interaction with the cloud provider, with the service being able to expand and contract on demand 
from the user, taking advantage of the metered service.  Furthermore most cloud services provide 
additional services to ease development in a distributed environment, such as queue and database 
facilities.    
The two solutions attempt to make best use of the tenets of Cloud Computing; “on-demand self-
service, broad network access, resource pooling, rapid elasticity, and measured service”
1
,  and we 
first explore the architecture of each system are explored in detail, followed by a critical comparison 
and analysis of the strengths and limitations of each implementation, in addition to suggestions for 
future possible improvements and evolution.   
  
                                                          
1
 Mell, P., and T. Grance. “The NIST Definition of Cloud Computing.” National Institute of Standards and 
Technology (2009). 
2 Introduction 
Both teams have designed and implemented a distributed file processing application, which makes 
use of various Amazon Web Services. Now that work is complete, we have discussed our designs 
with each other and consolidated some of our ideas. 
This document starts with a design summary of both systems. We then evaluate each one 
independently and compare the advantages and disadvantages of each. 
3 Description of designs 
3.1 System 1 
The system is composed of components which perform different roles within the system. These 
different components are designed to work independently from one another, potentially located on 
different physical machine instances on the cloud and within local infrastructure.  
A service is associated with a particular file processing task, such as compression, and consists of two 
Amazon SQS queues, which represent an ‘In’ queue of waiting jobs, and an ‘Out’ queue of 
completed jobs.  Each service, and its corresponding queues, has a pool of specialised workers 
associated with them. 
 
Figure 1: Overall design of system 1 
Worker 
Each Worker is a specialised process designed solely for performing a specific file processing task, 
and has no other direct responsibilities. A worker polls the input queue in order to retrieve a job 
definition containing the bucket name and file name that the file is stored under in S3. 
In addition to executing the job some additional functionality is afforded by the Worker, in order to 
provide;  
· Atomic queue transfers  
· Guaranteed exactly-once file processing  
· Retry mechanisms  
Atomic queue transfers 
Upon receiving the message from the in queue, the Worker processes the message, and dispatches 
the result to the Out queue, then deleting the request from In queue. This guarantees that the 
message has been safely placed onto the Out queue before deletion of the original incoming 
request. Therefore, if the node crashes, the request will not be lost, thus enabling another Worker 
process to retrieve up the Job.  However, there is still a possibility for duplication to occur, but it was 
decided that the duplication of messages was more desirable than the potential loss of messages. 
Any such duplication may be detected and corrected by a Dispatcher. 
 
Retry mechanisms 
 
In the event that the a job is not processed properly, for instance a Worker crashing part way 
through execution, then the retry mechanisms are designed to force the system to retry the 
processing of the message again, up to a bounded limit.  On each retry attempt a counter value 
associated with the message is decremented by one, and once the lower bound is reached, the 
dispatcher abandons the Job, the dispatcher abandons the Job, returning a message detailing the 
failed execution to the client. 
 
Guaranteed exactly-once file processing 
To fulfil this feature, the Worker has a record of job IDs that it has previously processed.  When a job 
is received the id of the job is checked, if the id is already present in the ‘previously processed’ list 
then worker ignores the job.  Since each Worker only keeps record of those jobs which it has 
encountered itself, it is possible that the same job could be processed by another independent 
instance of worker which had not seen the Job before, and thus it is possible that the Job could be 
processed multiple times, but never on the same node.  
Dispatcher 
So that job pipelining can be supported, a Dispatcher component runs to perform message passing 
between queues.  
The dispatcher process is responsible for delivery of messages in the system.  It delivers incoming 
messages from the general IN queue and services’ OUT queues to the services’ IN queues and 
general OUT queue.  
Controller 
The Controller is not involved with message passing, and must instead manage the data within the 
system and the machine instances.  It has been intentionally designed to play no role in the 
central message passing or file processing tasks. 
The controller has two main roles, system coordination and management. The Controller’s 
management role involves the life cycle management of Amazon EC2 instances and Amazon SQS 
message queues. The management actions contained within the Controller are available through a 
set of Web Services tied to the abstract concepts of the Worker, Dispatcher and Service. 
The Controller provides coordination through a registry of all Workers, Dispatchers and Services 
currently either active or shutting down in the system.  
Monitor 
The ‘monitor’ component is responsible for tracking and ensuring the health of the system, and 
scaling. While Amazon offer a CloudWatch service, we decided it be better to implement our own 
monitoring solution. This is because it will be more economic and also give more flexibility. 
Another disincentive to using CloudWatch for monitoring is that it only allows scaling of groups of 
EC2 instances. The design was written flexibly such that it could be deployed not only in the cloud, 
but also on local machines. 
Desktop Admin Tool  
This admin tool should provide us with an opportunity to add new jobs to the system. It must be 
functional and simple at the same time so that we could easily choose a file to be processed from 
existing files stored in Amazon S3, add one or more jobs, and select a destination where this new file 
will be stored.  
Additionally, the tool helps to add new services to the system manually. Even though it is the 
monitor’s responsibility to add and remove new instances of the dispatcher and worker processes, 
the admin tool also makes it possible to do them manually. 
The GUI admin tool has three separate tabs:  
· Jobs: to add new jobs and send messages to the general IN queue  
· Admin: to start and stop new dispatcher and worker processes  
· Services: to add new services to the system  
Callback Agent  
It is the responsibility of the ‘Callback Agent’ to deliver response data to users of the system. This 
response data is delivered at the end of a processing run, and optionally on a per-job basis (Ref: the 
‘sendInterimResults’ flag in the message definition).  
3.2 System 2 
The design consists of three main types of components: workers, web server, and output monitor.  
Each resides on a separate server, which allows them to be scaled individually, and they 
communicate using SQS (Simple Queue Service) message queues.  Input and output files are stored 
in the S3 (Simple Storage Service), and job metadata in the SimpleDB database.  We have two 
queues: one for input and one for output (request and response), and application components insert 
and retrieve messages directly from these queues.  Because the queuing service is scalable and our 
worker processes can handle any type of job (see later), there was no need for more queues. 
This design has several advantages over using a central job dispatcher.  Firstly, there is no single 
central point of failure.  In addition, because workers consume from the queue directly, there is no 
possibility of jobs being sent to a worker that has become faulty, and there is no possibility for jobs 
to be assigned to a busy worker while another is free.  The components also do not need to know 
each other, only the queues that they interact with.  In terms of client interaction, there is only one 
endpoint to the application – the web layer, which makes it simple to request jobs and retrieve the 
results.  
 The flow of jobs through the application in simple terms in as follows: 
1. Web layer receives job request from a client, places file in S3, places job metadata in 
SimpleDB, generates unique job id and places it on the request queue. The job id is returned 
to the client. 
2. Worker retrieves message from the request queue, then retrieves the input file from S3 
using the unique job id which is also the input file’s name. It then processes the file 
according to the job type specified in the message from the queue. Once the processing is 
complete, the output file is placed in S3, and a message placed on the response queue. 
3. The output monitor retrieves completion messages from the response queue, updates the 
status in SimpleDB, and if required performs a REST callback to the client containing the job 
id and the status (e.g. complete, failed). 
4. To retrieve the result file, the client makes a request to the web layer with the job id. This 
can be after receiving a callback, or they can poll the web layer if they do not support 
callbacks. If the job failed or is not yet complete, an error response will be returned. 
 
Figure 2: Diagram of application structure 
The worker components can handle all types of jobs. This was favoured over having individual ones 
for each type, as it allows us to have a minimal number of workers running at any one time rather 
than have at least one for each type. 
 Figure 3: Diagram of worker structure and interactions 
Scaling is done using the Amazon auto scaling service, which monitors average CPU load across a 
group of instances to determine if there is a need to launch more instances or shut ones down 
according to load. 
4 Comparative study 
4.1 Evaluation of system 1 
4.1.1 Advantages 
Pipelining 
A great benefit of the design is the ability to 'pipeline' jobs through multiple services. One or more 
jobs may be defined within a message sent to the system, specifying the order in which the job 
should be processed and also individual parameters for use by each service. When a message enters 
the system, the dispatcher is responsible for reading the message and sending it to the in queue for 
the next service in the list. 
Graceful scaling of system components 
When scaling down the system it is desirable to kill task processing instances gracefully. This is to 
ensure tasks which can potentially take a considerable period of time to process are not stopped 
before completion. Controller performs a handshake with dispatcher or worker instance to ascertain 
when it is suitable to stop the machine host. 
 
Message Format Flexibility 
The job descriptions passed around the system via Amazon SQS are java objects marshalled and 
unmarshalled using JAXB. This provides great flexibility, as the Java object may be updated (whether 
that be to add additional fields, or alter pre-existing ones) without the necessity to change any other 
code. 
Dynamically add/remove services 
Whenever a new service is added to the system and registered with the controller there is no need 
to stop any of the existing processes. Once you added a new service, a dispatcher will update its 
routing table (by calling the controller's web method), and the new service will be ready to receive 
incoming messages. The monitor can update its list of services in the same way in order to start 
monitoring the new service. 
Matching EC2 instances to service types 
By the nature of the system, the service types present may vary considerably in both function and 
the demands they place on the hardware they run upon. For example, a multimedia 
encoding/decoding service could be predominantly memory-intensive, while a computational task 
may place more load on a CPU than other system components. In addition to standard instances, 
Amazon also offer 'High-Memory' (boasting ten times the memory of a standard instance) and 'High-
CPU' instances (boasting five times the computational power of a standard instance). By 
implementing separate worker processes for each service type, we are able to tailor EC2 instances 
for particular services. 
No server dependency 
There is no dependency on server software which reduces the system dependency list and keeps 
system configuration to a minimum. There is also the added benefit of a low system overhead which 
means that all the resources provisioned are dedicated to the primary task. 
All system processes scale independently 
Each section of the system (Dispatcher, Worker, Callback) can be scaled in independently based 
upon global and service specific demand. This also provides a clear separation of system tasks. 
Platform and language interoperability 
Other than a replaceable dependency upon the Amazon cloud services the system is only dependent 
upon Java and platforms which support a Java Virtual Machine. The transparent interoperability 
provided by the SOAP web-services also allows worker components to be implemented in an 
optimised language for process execution. For example, C++ could be used to implement a faster 
video encoder. 
 
 
 
Hybrid local/cloud operation 
Due to the design of the system, it is possible for all processes in the system to run either on the 
user's local infrastructure or on Amazon EC2. This allows great flexibility, allowing a user to run the 
system on their local infrastructure, and cloud bursting to Amazon EC2 under peak load. 
4.1.2 Disadvantages 
 
Client needs S3 credentials 
At present, the client application needs S3 credentials in order to let the system process files stored 
in S3. It would be better if the client program enabled S3 upload to either the user's S3 account, or 
to the system's account. In the case of user's own service S3 authentication details need to be added 
to the jobs payload. On the other hand, there is no requirement to remove files from S3 after certain 
period of time. In the case of system service there is a problem of files remaining on the store. 
Precedent could be set whereby the client removes these files upon receipt. 
No EC2 crash detection 
Presently, the system has no facility to detect whether an EC2 instance has crashed in the system. 
However, it is noteworthy to mention that the impact of a crashed instance would soon be reflected 
in the size of the in queue. In order to improve the system, the monitor would be extended to 
periodically poll the various processes running the system to ensure they are still running. This could 
be achieved using SNMP4J mentioned in the 'Limited scaling metrics for Monitor' limitation. If the 
monitor deems an instant to have gone offline, the controller would be informed, who would 
remove the problem instance and commission another in its place.  Additionally, the monitor could 
check instance status codes to ensure instances have not crashed. This would require the monitor 
being able to interface with Amazon EC2 (which presently the controller is only able to do), but by 
entrusting this task with the Controller, it would influence the separation of concerns achieved by 
the program. 
Limited scaling metrics for Monitor 
A limitation of the design is the current version of the monitor process only scales based upon the 
size of the Amazon SQS queues. While queue size provides a useful insight into a system as a whole, 
it would be useful to be able to collect performance metrics from individual components. This could 
be achieved using Amazon tooling to provide instance metrics, and also using SNMP4J, an open 
source implementation of Simple Network Management Protocol for Java. 
Require unique AMI for each new service and component version 
For every version of any of the components which run on Amazon EC2 an AMI needs to be created. 
This introduces a manual process to updating the procedure. To solve this problem each component 
could download the latest version from an Amazon S3 bucket upon start up. This would allow the 
system to dynamically update without the need to re-deploy any components manually. 
 
 
No global logging 
The system does not contain any global logging mechanism. This means that any problems with 
particular components needs to be diagnosed on the host and cannot be remotely observed. The 
solution would be to get each component to output their logging information to a global store such 
as S3. 
No recorded information about current or processed jobs 
The system does not provide any information regarding the progress of particular jobs currently in 
the system or about finished jobs. The Dispatcher could be used to monitor jobs through the system. 
Each time the Dispatcher interacts with a job (i.e. move a job from queue to queue) it could report 
to a central repository about the job and its progress. The central repository could be a distributed 
database such as Amazon's SimpleDB or a distributed file store such as Amazon's S3. 
4.2 Evaluation of system 2 
4.2.1 Advantages 
Application update 
The system has the advantage of being easily able to update the various application components’ 
code. They can be update in one location in the S3 application files bucket, and will then be pulled 
from there when instances restart or new ones start. Duplicate instances running components can 
ensure that the system is responsive while an update is made. 
Queue 
To minimise the amount of unnecessary polling of the queue service, the system uses a back-off 
algorithm which reduces the polling frequency when no messages are received for some time. 
If a job needs a long time to complete and that time is longer than the default visibility timeout for 
the queue, the system can extend the visibility timeout to prevent the message from becoming 
visible to other workers which would also start processing it. 
Application monitor 
Another good feature in our system is that we developed an Application Monitor. It can be used to 
monitor the message in SQSQueue, the files stored in S3 and the data in Simple DB. This component 
allows us to show the states of our system workflow step by step.  So, if we came across any 
problem, we could easily find out the problem component. Application monitor provided some 
simple methods to delete data in AWS products as well. These methods allow us to purge test data 
any moment so that it reduced the cost of development. Application Monitor not only made us 
being easy to debug and purge data in developing period but also can be used for our system 
maintain in future. 
REST file upload 
Our system takes the advantage of HTTP protocol and provides the REST interface as single entry 
point to the client.  So, to interact with our service, clients do not need to know the complex 
underlying infrastructure and AWS credentials.  They only need to make the GET Requests to gather 
our services information and download the result files.  Moreover, they only require constructing 
the POST Request to submit the jobs into our system. 
Validation of job requests 
Another advantage of our system is that all incoming requests from clients are validated.  So, we can 
reduce the utilization of AWS resources for executing of faulty jobs.  Our system advertises the 
validation rules for each service in the Advertiser.  So, clients can obey these rules to submit the 
appropriate file types and parameters to our system and they can know the faulty jobs immediately. 
Multi-threaded callback manager 
The two most prominent issues associated with call-backs are the lengthy HTTP requests which 
needlessly block the component, and providing retry logic to handle unpredictability with the 
communication medium and client. 
HTTP requests often take an extensive period to complete, especially if the client or communications 
network is slow.  This has the side-effect of blocking the thread attempting the HTTP request from 
executing, preventing it from performing other tasks, despite the computational work-load for the 
HTTP request itself being minimal.  Therefore as the success or failure of the callback attempt has no 
bearing on the operation, or continued execution, of the program (i.e. no side-effects), the work is 
delegated to separate daemon threads, which are spawned and maintained to perform these 
repetitive tasks.   
When performing the callback, there is a significant chance that a single request will fail.  This could 
be due to a wide variety of factors, including transient network faults, transient client failure, or an 
invalid callback URI.  In all of these circumstances, the callback mechanisms are generally unable to 
reliably distinguish between the different failure variations.  Therefore, procedures are implemented 
in the system to provide the facility to retry callback attempts later.  Callback items represent a 
callback which needs to be fulfilled, and contains mediating parameters in order to manage several 
complications in the implementation. 
One such issue is that there cannot be an infinite number of attempts to resend a job, and hence 
every callback must have a finite number of retry attempts.  However, in order to avoid bombarding 
a callback target URI with a huge number of requests very quickly, a minimal interval between 
attempts must be set.  Another constraint is that the target must be given a reasonable amount of 
time to recover from any transient fault; therefore, a time-to-live parameter is associated with each 
callback item.  A combination of the expiry of the time-to-live and minimum number of retry 
attempts dictates when the callback job is abandoned.  In order to provide fairness, both of the 
conditions of termination must be true, that is; the time-to-live must have expired in addition to the 
minimum retry limit being met.  
This approach has the advantage of significantly increasing the efficiency of the call-back 
mechanism, in to mediating retry logic.  Furthermore, as each thread on a given node shares the 
same queue, therefore it can be guaranteed that a daemon will acquire the soonest available 
callback job (as it will be at the front of the queue) at a node-level, and even if that blocks for a long 
time another thread can pick up the next item.  Conversely, with multiple instance of a single 
threaded application only a subset of node-level jobs are available to each process, which means 
that one independent process may have several items in its queue which are due to be resent 
imminently, but is blocked on its current item. In a multi-threaded approach this could be 
coordinated centrally, causing each thread to take the best available job at any time. Therefore an 
approach which uses shared memory is more optimal in many situations, in addition providing 
dynamic scaling in response to increasing queue size. 
This approach has the advantages that it can scale more threads as more requests arrive (up to a 
limit), which caters for many slow requests.  The auto-scaling procedures deal with the overall node 
becoming heavily loaded by spawning additional nodes to perform more callbacks.  However there 
are presently some caveats with the implementation.  At present, there is no intelligent way to 
decide what the upper-limit of daemon threads should be; there is simply an arbitrary heuristic 
value.  However, a significantly more advanced implementation could sample the average CPU load 
of the node over a period of time (for instance 10 minutes), and make a sensible decision based 
upon its queue size and CPU load.  For instance, launching additional daemon threads to deal with 
the queue backlog if the node CPU load is low will significantly improve performance by concurrently 
dealing with more requests.  However adding additional daemons to the thread-pool has an 
overhead associated with it, which means that at a certain point, even if the queue is becoming 
large, if the CPU usage is already very high it does not make sense to launch any additional daemons.  
Instead the system should maintain its current state and leave the auto-scaling to provide additional 
computational resources by introducing a new separate node. 
Database agnosticism 
An issue with using SimpleDB is that it is dissimilar to the standard database models, and there has a 
very specific implementation associated directly it.  However, in order to improve the flexibility of 
the software, a set of classes are present which allow for a JDBC-compatible database to be utilised, 
at present there is support for mySQL and Oracle databases.  This would allow the software to be 
ported to different operating environments, reducing the dependency on SimpleDB.  For instance 
the system could easily be ported to the upcoming Amazon Relational-DB (RDB) service which is 
currently in beta, as it is compatible with JDBC. 
It would require a degree of reconfiguration and a single recompilation of those system components 
in order to switch to another database, in addition if the user desired any further JDBC database 
support this would have to be manually added to the database handling components.  Ideally some 
form of plug-in system with an XML description of the new JDBC driver could be loaded into the 
component at execution time, which would improve the flexibility of the system without needing to 
delve into the source code to add additional support. 
4.2.2 Disadvantages 
Pipelining 
A definite disadvantage of the Team 2 system in its current form is the absence of pipelining, which 
affords the ability to run multiple jobs on an input file before returning it to the client.  This facility 
could, for instance, allow a thumb-nailing job followed by an encryption job.   Although a client could 
manually perform this task by feeding the job back into the system, it is significantly more 
convenient and efficient to do it as a ‘single-pass’ solution. 
Although this feature is not present, the feature could be implemented with relative ease.  As each 
worker is capable of doing each task, this means that the only modifications required would be to 
extend the job-description mechanism to allow for the specification of sequences of jobs (e.g. Job1 
then job2 then job3), and for the Worker to implement a stack-based job ordering schedule which 
instructed it which job to do next.  Once the stack was empty, it would know the job was completed, 
and hence could write it to the output queue and into storage. 
Therefore the inclusion of this feature would not require an alteration of any system architecture, 
but some modifications to the JSON to allow a list of tasks to be specified for a specific job. 
Scaling 
When the system scales down, a worker may be shut down while it is processing a job. The 
processing will then not complete, but the job will still be processed as its visibility timeout will 
expire and then another worker will process it. This is not a graceful way of scaling down, and could 
be improved on. 
The number of instances in the system is currently only scaled according to the average CPU load of 
the group of workers. This is not ideal, as for example a small number of large jobs could trigger 
scaling up even though there were no more on the queue. The scaling needs to be improved to 
make use of other metrics such as queue length and time in queue. 
The current scaling method also has the limitation of all workers running on the same size of 
instance. In some cases such as jobs for video processing, it would probably be beneficial to be able 
to use larger capacity instances. 
Another concern with using CloudWatch for scaling is the limited flexibility it offers. For example, we 
would not be able to control scaling if we ran the system using a combination of local and cloud 
resources. 
Lack of crash detection 
Whilst the current system, through the auto-scaling scripts, is capable of detecting that a node has 
crashed, it is unable to detect that a single process has terminated exceptionally.  This a distinction 
between the entire image crashing, or simply a user’s process crashing, the latter of which is 
significantly more likely, for instance due to some subtle fault in logic which can cause a crash in 
unusual circumstances.  This limitation, at present, means that if any working process on an instance 
crashed, that it would have to be manually rectified by an operator rather than having an automated 
recovery service. 
There are a few distinct solutions to this problem; for instance each node could launch two 
processes, one which does the “work”, for example acting as a Web-Layer or Worker, and a separate 
Monitor process that checks the health of the working process to determine whether it has 
terminated, or is still running.  If the process has crashed, then the operating system will list the 
process as stopped, or it will have disappeared from the process lists, and this would prompt the 
Monitor to re-launch the application.  As all nodes are expected to run their ‘working’ process at all 
times during their lifespan, the Monitor can therefore assume that any termination of the process is 
due to a fault, and should restart it.  In the case that the auto-scaling system terminates the 
instance, the entire system is forced to terminate, hence there would be no issues associated with 
spuriously restarting processes that were intended to be killed. 
In order to implement this efficiently, it would require the use of a scheduler, which could either be 
provided by the Operating System or somewhat less efficiently through an in-built scheduling 
mechanism, for instance by using concurrency controls, if this was not available. 
Logging & purging of old files 
A feature of the Team 2 System is that old files are cleared from the database and S3 storage on a 
nightly basis, deleting any files older than a month in age.  This avoids unnecessarily accumulating 
large volumes of files and discourages the users from utilising the service as a file-store, both of 
which would incur a great deal of expense to the system operator if not dealt with.  However, once 
files have been deleted, it would be difficult to provide evidence that services were provided to the 
customer or resolve any disputes without any logging facilities. 
Therefore the node that executes the database and file-store purging script writes detailed logs out 
to file of all deleted items, such as file-name hashes, date created, last-modified and when it was 
deleted.  Effectively this allows system and file meta-data to be persistently stored, potentially in an 
off-cloud store, to offer auditing data should it be needed at a later date. 
Cron is used in order to execute the purging program in an efficient manner, which is a UNIX-based 
chronological scheduler, but the Crontab format used has support in various other Operating 
Systems, which results in a similar native scheduled job being added.  In a particularly restrictive set-
up, if there was no access to scheduling facilities, it would be necessary for the program to 
implement its own scheduling mechanisms, which it does not offer at present. 
  
4.3 Comparison of systems 
The approach to the problem taken by both the systems is quite different. The first system uses 
multiple queues, with activity, scaling and job assignment dealt with by controller processes. In 
contrast, the second system has no central control and has only two queues. Both achieve the goal 
of distributed processing, but in different ways. 
There are several common advantages to both designs, as noted in the previous sections. Also there 
are disadvantages to both. The interesting advantages and disadvantages are those different 
between each system, and there are many of those which could be addressed by taking ideas for 
each system for each other. 
Since the designs and approaches taken are so greatly different, there is no clear path to an overall 
definitive best design. We believe however that the core of system 1 has the greatest potential, and 
combined with some features from system 1 and its client-facing interface would make a better 
system. 
5 Conclusion 
We have described and evaluated two distributed file processing applications, each with 
substantially different designs.  The first team’s system has controller components for dispatching 
jobs to worker instances and monitoring load for scaling, while the second team’s system uses 
decentralised control architecture.  The methods of client interaction adopted are also disparate, 
with team 1 adopting an XML/SOAP approach, whilst team 2 opted for RESTful system interfaces.  
We have evaluated each system, and suggested improvements that could be made to each, with 
positive contributions from the members of each team.  Both systems worked effectively, and 
neither has an inherently superior architecture, with strengths and weaknesses becoming apparent 
dependent on specific usage scenarios.  In summation, it was collectively agreed that the first team’s 
system has the framework in place for enhanced functionality to be constructed, whilst team two’s 
system features provide convenient and highly usable interfaces and interaction management for 
clients. 
  
 
 
