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PATH ALGEBRAS AND MONOMIAL ALGEBRAS OF
FINITE GK-DIMENSION AS NONCOMMUTATIVE
HOMOGENEOUS COORDINATE RINGS.
CODY HOLDAWAY
Abstract. This article sets out to understand the categories QGrA
where A is either a monomial algebra or a path algebra of finite Gelfand-
Kirillov dimension. The principle questions are: 1) What is the structure
of the point modules up to isomorphism in QGrA? 2) When is QGrA ≡
QGrA′? These two questions turn out to be intimately related.
It is shown that up to isomorphism in QGrA, there are only finitely
many point modules and these give all the simple objects in the category.
Then, a finite quiver EA, which can be constructed from the algebra A
rather simply, is associated to the category QGrA. It is shown that the
vertices of EA are in bijection with the point modules and the arrows
are determined by the extensions between point modules. Lastly, it is
shown that QGrA ≡ QGrA′ if and only if EA = EA′ .
1. Introduction.
Let k be a field, the term algebra will mean k-algebra.
One of the basic methods for understanding noncommutative graded al-
gebras geometrically is to understand the structure of their point modules.
This idea was used effectively in [3] to better understand the three dimen-
sional AS-regular algebras originally studied in [1].
Given an graded k-algebra A = ⊕i≥0Ai, a point module over A is a
cyclic graded right A-module M = ⊕i≥0Mi such that dimkMi = 1 for all
i ≥ 0. Point modules are so named as they are thought of as the “closed”
points of the noncommutative projective scheme determined by A. Let GrA
denote the category of Z-graded right A-modules with degree preserving
homomorphisms and QGrA the quotient of GrA by the Serre subcategory
TorsA consisting of all the torsion modules. Point modules determine simple
objects in QGrA, however, there may be other simple objects not coming
from point modules.
Let S(a, b, c) denote the 3-dimensional Sklyanin algebra with parameters
(a, b, c) (assume k = k). If
(a, b, c) /∈ D := {(0, 0, 1), (0, 1, 0), (1, 0, 0)} ⊔ {(a, b, c) | a3 = b3 = c3},
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then S(a, b, c) is a Noetherian domain with finite GK-dimension, and the
point modules are parameterized nicely by an elliptic curve with an auto-
morphism. However, Smith shows in [11] that when S(a, b, c) is a degenerate
Sklyanin algebra, that is, if (a, b, c) ∈ D, then S(a, b, c) is a monomial al-
gebra with 3 generators u, v, w such that either u2 = v2 = w2 = 0 or
uv = vw = wu = 0. In both cases, S(a, b, c) is not Noetherian and has infi-
nite GK-dimension. For the degenerate Sklyanin algebras, the point modules
are no longer parameterized by an elliptic curve, in fact, they don’t seem to
be nicely parameterized at all.
As another example, consider the quantum planes
Aq := k〈x, y〉/(xy − qyx),
where q ∈ k. If q 6= 0, then Aq is a Noetherian domain with finite GK-
dimension and the point modules are parameterized by P1. When q 6= 0,
point modules are isomorphic in QGrAq if and only if they are isomorphic
in GrAq. Thus, the point modules are still parameterized by P
1 up to
isomorphism in QGrAq. When q = 0, Aq = k〈x, y〉/(xy) is a monomial
algebra. However, unlike the case for degenerate Sklyanin algebras above,
A0 still has finite GK-dimension. Even though there are infinitely many
point modules up to isomorphism in GrA0, it will be shown there are only
two up to isomorphism in QGrA0.
Unlike the degenerate Sklyanin algebras, the structure of point modules
for the degenerate quantum plane A0 in some sense trivializes. The distinc-
tion seems to be that A0 still has finite GK-dimension while the degenerate
Sklyanin algebras have infinite GK-dimension.
By [7, 8], given any finitely presented monomial algebra (hereafter just
monomial algebra), we can find a quiver QA and a graded morphism f : A→
kQA such that the functor − ⊗A kQA induces an equivalence of categories
QGrA ≡ QGr kQA. Moreover, if A has finite GK-dimension then so does
kQA.
If M is a point module over kQA, it can be shown that M is a point
module when viewed as a module over A via f . The only property to check
is that M is cyclic over A. If A has finite GK-dimension, then it will be
shown that every point module over A comes from a point module over kQA
up to isomorphism in QGrA.
Since graded modules over path algebras can be viewed as graded repre-
sentations of the quiver, it is useful to work with the algebras kQA instead
of A itself. Hence, the rest of the paper will focus on path algebras of finite
GK-dimension.
If kQ is a path algebra of finite GK-dimension, there is associated to each
cyclic vertex v of Q a canonical point module which will be denoted by Ov.
Here are the main results:
Theorem 1.1 (See Theorem 5.8). Let kQ be a path algebra of finite GK-
dimension. Then every simple object of QGr kQ is isomorphic to a unique
Ov for some cyclic vertex v.
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Thus, the isomorphism classes of simple objects of QGr kQ are in bijection
with the cyclic vertices of Q of which there are only finitely many. In par-
ticular, the point modules Ov give all the point modules up to isomorphism
in QGr kQ.
Outside of being in bijection with the simple objects of QGr kQ, the cyclic
vertices determine another structure which plays a big role in determining
the structure of the category QGr kQ.
Definition 1.2. Let kQ be a path algebra of finite GK-dimension. The
Ext-quiver of QGr kQ, denoted by EQ, is defined by:
(1) The vertices of EQ are the cyclic vertices of Q.
(2) Let v and w be cyclic vertices and let n and m be the lengths of the
simple cycles which contain v and w respectively. There is 1 arrow
v → w in EQ if there is a path in Q from v to w whose length is a
positive multiple of nm.
If A is a monomial algebra of finite GK-dimension, define EA to be the
quiver EQA where QA is the Ufnarovskii graph of A.
The next two theorems show the Ext-quiver is determined by QGr kQ
and determines QGr kQ up to equivalence.
Theorem 1.3 (See Theorem 6.6). Let kQ be a path algebra of finite GK-
dimension. Then given two cyclic vertices v and w,
Ext1QGr kQ(Ov ,Ow) 6= 0
if and only if there is an arrow from v to w in EQ.
Theorem 1.4. Let kQ and kQ′ be path algebras of finite GK-dimension.
Then QGr kQ ≡ QGr kQ′ if and only if EQ = EQ′.
The proof of Theorem 1.4 will be established in different sections. For the
direction QGr kQ ≡ QGr kQ′ ⇒ EQ = EQ′ , see the remarks directly after
Theorem 6.6. For the direction EQ = EQ′ ⇒ QGr kQ ≡ QGr kQ
′, see the
remarks after Theorem 8.7.
Let (P,) be a finite poset. We can consider P as a quiver, which will also
be denoted P, in the following way: the vertices of P are just the elements
while there is an arrow x → y if and only if x ≺ y. Such quivers will be
called poset quivers. It will be shown that for any quiver Q for which kQ
has finite GK-dimension, the Ext-quiver EQ is a poset quiver. That is to
say, we can view (the vertices of) EQ as a poset by defining v ≺ w, for cyclic
vertices v and w, if there is an arrow v → w in EQ. See section 7 for details.
Let P be a finite poset. Define Γ(P) to be the quiver whose vertices
are the elements of P and where there is an arrow x → y if and only if
x  y. Γ(P) is nothing more than the quiver P except now there is a loop
placed at each vertex. The path algebra kΓ(P) has finite GK-dimension and
EΓ(P) = P. Hence, we get the following interesting corollary to Theorem
1.4:
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Corollary 1.5. If A is either a monomial algebra or a path algebra of finite
GK-dimension, then there is a finite poset P and an equivalence
QGrA ≡ QGr kΓ(P).
Proof. Just take P to be the poset EA and apply Theorem 1.4. 
This corollary says that the path algebras kΓ(P) for P a finite poset form
a class of canonical noncommutative homogeneous coordinate rings for the
noncommutative projective schemes ProjncA where A is a monomial algebra
or path algebra of finite GK-dimension.
1.1. Acknowledgements. The author would like to thank Chris McMur-
die, Gautam Sisodia and S. Paul Smith for useful conversations as well as
S. Paul Smith for reading an early version of this paper and providing com-
ments.
2. Notation and Conventions.
Throughout, k is a fixed field.
2.1. Quivers. Q will always denote a quiver (i.e., directed graph) with a
finite number of vertices and arrows. The set of vertices and arrows will be
denoted Q0 and Q1 respectively while s, t : Q1 → Q0 will be the source and
target maps.
A path in Q is an ordered tuple of vertices and arrows
p = (v0, a1, v1, . . . , vm−1, am, vm)
where vi−1 = s(ai) and vi = t(ai). It is more common to use the shorthand
notation p = a1a2 · · · am. If p is a path then the source of p is the source of a1
and the target of p is the target of am. Below is some common terminology
used in later sections.
Definition 2.1. Let p = (v0, a1, v1, · · · , am, vm) be a path in Q.
(1) p is a chain if ai 6= aj for i 6= j.
(2) p is a simple chain if vi 6= vj for i 6= j.
(3) p is closed, or is a closed path, if v0 = vm.
(4) p is a cycle if it is a closed chain.
(5) p is a simple cycle if v0 = vm but vi 6= vj otherwise.
A vertex is called cyclic if it is part of some cycle, otherwise it is acyclic.
A quiver is called acyclic if it contains no cycles. An arrow with the same
source and target is called a loop.
Remark. A simple cycle is necessarily a chain. A cycle is simple if and only
if no two distinct arrows in the cycle have the same source if and only if no
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two distinct arrows in the cycle have the same target. Pictorially, a simple
cycle is anything of the form
vm−1

v0
,,
...
ii
v1
KK
2.2. Path algebras. kQ will denote the path algebra of Q. For each vertex
v, let ev = (v) denote the trivial path at that vertex. A basis for kQ is given
by all paths in Q, including trivial paths, and multiplication of two paths is
given by concatenation.
More explicitly, if p = (v0, a1, . . . , am, vm) and q = (u0, b1, . . . , bn, un),
then pq = (v0, a1, . . . , am, vm = u0, b1, . . . , bn, un) if vm = u0 while pq = 0 if
vm 6= u0.
The algebra kQ is given the natural grading where each trivial path has
degree 0 and each arrow has degree 1.
2.3. The quotient category. If A is an N-graded k-algebra, we write GrA
for the category of Z-graded right A modules. Given a graded module M ,
an element m ∈M is called torsion if mA≥n = 0 for some n. A module M
is called torsion if every element of M is torsion and is torsion free if no
non-zero element is torsion.
The full subcategory of all torsion modules is denoted TorsA. The quo-
tient of GrA by TorsA is labeled QGrA and we let
π∗ : GrA→ QGrA
denote the canonical quotient functor. TorsA is a localizing subcategory,
that is, π∗ has a right adjoint which will be denoted by π∗.
Every graded module M ∈ GrA has a largest submodule contained in
TorsA which is denoted τM . Moreover, M/τM is torsion free and π∗M ∼=
π∗(M/τM).
Two graded modulesM and N are called tails equivalent ifM≥n ∼= N≥n
for some n ∈ Z. IfM andN are tails equivalent, then π∗M ∼= π∗N in QGrA.
In the case where A is right graded coherent, the category grA of all
finitely presented Z-graded right A-modules is an abelian subcategory of
GrA. The subcategory torsA := grA ∩ TorsA is a Serre subcategory of
grA. The inclusion functor grA→ GrA induces a fully faithful functor
qgrA := grA/ torsA→ QGrA.
which is an equivalence between qgrA and the finitely-presented objects of
QGrA.
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2.4. Point modules.
Definition 2.2. Let A be an N-graded k-algebra generated by A1 over A0.
A graded right module M = ⊕Mi is a point module if
• M = M0A,
• dimkMi = 1 for all i ≥ 0.
Point modules determine simple objects in QGrA although not every
simple object comes from a point module in general. A countereample is
the free algebra on two generators, or more generally, a path algebra of
infinite GK-dimension.
3. Graded modules and graded representations.
3.1. Given a quiver Q, the category Gr kQ is equivalent to the category
GrRep kQ of graded representations of the quiver Q. A graded represen-
tation of Q, denoted (Mv,Ma), is the assignment of a graded vector space
Mv (k is in degree 0) to each vertex v and for each arrow a a linear map
Ma : Ms(a) → Mt(a) of degree one. A morphism ϕ : (Mv,Ma) → (Nv, Na)
of graded representations is a collection of graded vector space maps ϕv :
Mv → Nv such that for each arrow a, the diagram
Ms(a)
Ma //
ϕs(a)

Mt(a)
ϕt(a)

Ns(a)
Na
// Nt(a)
commutes.
The equivalence is determined by sending a graded module M to the
data (Mev ,Ma) where Ma is the degree 1 linear map determined by right
multiplication by a.
Let V = {v1 . . . vn} ⊂ Q0. If M is a module over kQ and m ∈ M with
m =
∑
vi∈V
mevi , then we say m is supported on the set V . In particular,
if m = mev for some vertex v then m is supported on v. If every element of
M is supported on V then we say M is supported on V .
4. Path algebras of finite GK-dimension.
4.1. In [12], V. Ufnarovskii gives a criterion which allows one to determine
the growth of a quiver, which is the same as the growth of the path algebra,
based on a simple property of the quiver.
Let p = (v0, a1, · · · , am, vm) be a path in Q. Define Q(p) = (Q(p)0, Q(p)1)
to be the subquiver of Q consisting of all the vertices and arrows that make
up p, i.e, Q(p)0 = {v0, . . . , vm} and Q(p)1 = {a1, . . . , am}. Let C be a
subquiver of Q, call C a chain(simple chain, closed, cycle, simple
cycle) if C = Q(p) where p is a chain (simple chain, closed, cycle, simple
cycle).
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Two cycles overlap if they have a vertex in common. Let v ∈ Q0 be a
vertex. If there are simple cycles p1 and p2 such that Q(p1) 6= Q(p2) but
v ∈ Q(p1)0 ∩Q(p2)0, then v is called doubly cyclic.
Let Q be a quiver with subquivers C1 and C2 which are simple cycles.
Define C1  C2 if there is a simple chain from a vertex of C1 to a vertex of
C2 or if C1 and C2 share a common vertex. This makes the set of simple
cycles in Q, which is denoted by C(Q), a finite preorder.
Lemma 4.1. Let Q be a quiver. The preorder C(Q) is a poset if and only
if Q has no doubly cyclic vertices.
Proof. If Q has a doubly cyclic vertex then there are distinct simple cycles
C1 and C2 having a common vertex. Hence, C1  C2 and C2  C1 showing
C(Q) is not a poset.
Suppose C(Q) is not a poset. Then there are two distinct simple cycles
C1 and C2 such that either C1 and C2 share a vertex or there is a simple
chain from a vertex of C1 to a vertex of C2 and a simple chain from a vertex
of C2 to a vertex of C1. In both cases, Q has a doubly cyclic vertex. 
The following Theorem is in [12], though not stated in the following man-
ner.
Theorem 4.2. Let Q be a quiver and C(Q) the associated preorder. If Q has
a doubly cyclic vertex then kQ has exponential growth. Otherwise, kQ has
polynomial growth of degree d where d is the cardinality of a largest totally
ordered subset of C(Q).
Hence, the path algebra of a quiver Q has finite GK-dimension if and only
if there are no doubly cyclic vertices. In this case, the GK-dimension is d
where d is the size of a largest totally ordered subset of C(Q).
Example 4.3. The quivers
•
((
•hh •

99
		
•
??⑦⑦⑦⑦⑦⑦⑦

❅❅
❅❅
❅❅
❅ •

OO OO
•

99
•
((⑦
⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦
⑦⑦
⑦⑦
⑦⑦
⑦
OO
•
WW✴✴✴✴✴✴✴✴✴✴✴✴✴✴
•

•99 •
XX
??⑦⑦⑦⑦⑦⑦⑦
•99
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have finite GK dimension. The first has dimension 2 while the second has
dimension 3. The following quivers have infinite GK-dimension.
•

•

•
--
• 88
mm
•,
xx
•
88qqqqqqqqqqqqq
88qqqqqqqqqqqqq
•
MM
•
ff▼▼▼▼▼▼▼▼▼▼▼▼▼
Example 4.4. As the path algebras of the first two quivers in the previous
example have finite GK-dimension, their Ext-quivers are defined. The Ext-
quivers are given below in the same ordering as the quivers above:
• //
&&◆
◆◆◆
◆◆◆
◆◆◆
◆◆◆

❂❂
❂❂
❂❂
❂❂
❂❂
❂❂
❂❂
❂❂
❂ • •

•
88♣♣♣♣♣♣♣♣♣♣♣♣♣ //
&&◆
◆◆◆
◆◆◆
◆◆◆
◆◆◆
• •

•
@@✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁
88♣♣♣♣♣♣♣♣♣♣♣♣♣ // • •
Below are a few lemmas about quivers of finite growth that will be used
implicitly throughout.
Lemma 4.5. Suppose p is a closed path such that
(1) p is not a simple cycle,
(2) p 6= qn for any closed path q and n ≥ 2.
Then there are two distinct arrows in p with the same source.
Proof. Write p = (v0, a1, . . . , am, vm). Suppose distinct arrows in p have
distinct sources but p is not a simple cycle. As p is not simple there are
natural numbers i, j with 0 ≤ i < j ≤ m and (i, j) 6= (0,m) such that
vi = vj. Choose such a pair (i, j) such that j − i is minimal. As p is closed
we may assume i = 0. We can write p = qr where q = (v0, a1, . . . , aj , vj)
and r = (vj , aj+1, . . . , am, vm). By the choices made, q is a simple cycle. As
p is not simple we know r is not a trivial path.
Since s(aj+1) = vj = v0 = s(a1) and distinct arrows have distinct sources
it follows that aj+1 = a1. Therefore, v1 = t(a1) = t(aj+1) = vj+1. By similar
reasoning as for a1 and aj+1 we deduce a2 = aj+2 and by induction aj+l = al
for all 1 ≤ l ≤ j. Therefore, p = q2r′ where r′ = (v2j , a2j+1, . . . , am, vm). By
induction we can continue this to write p = qn where n = m/j > 1. 
Lemma 4.6. A quiver Q has no doubly cyclic vertices if and only if every
closed subquiver of Q is a simple cycle.
Proof. (⇐) Suppose v ∈ Q0 is a doubly cyclic vertex. Then there are distinct
simple cycles p1 = (v0, a1, . . . , am, vm) and p2 = (u0, b1, . . . , bn, un) with
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Q(p1) 6= Q(p2) but for which vi = uj. As p1 and p2 are cycles, we may
assume i = j = 0. Consider the closed path
p1p2 = (v0, a1, . . . , am, vm = v0 = u0, b1, . . . , bn, un)
and let C = Q(p1p2). Then C is a closed subquiver which is not a simple
cycle.
(⇒) Suppose C is a closed subquiver which is not a simple cycle. Write
C = Q(p) where p = (v0, a1, . . . , am, vm) is a closed path. Since Q(p
n) =
Q(p) we can assume p 6= qn where q is closed and n ≥ 2. Since p is a
closed path which is not simple and is not a power, the previous lemma
says there are two distinct arrows in p with the same source u. We may
assume u = v0 and write p = qr where q = (v0, a1, . . . , al, vl = v0) and
r = (vl, al+1, . . . , am, vm) with al+1 6= a1.
If q is not a simple cycle, then we can find vertices vi and vj in q such
that 0 ≤ i < j ≤ l and (i, j) 6= (0, l) with vi = vj . If i = 0, then instead
of looking at the pair (0, j) look at the pair (j, l). Consider the path q1 =
(v0, a1, . . . , ai, vi, aj+1, . . . , vl) which is obtained by removing the subpath
from vi to vj in q. Notice q1 is a closed path of strictly smaller length than
q and still contains the arrow a1. As the length of the path decreases, we
can continue this process only finitely many times.
The only way the process can stop is if we eventually obtain a closed path
q′ = qn which is a simple cycle. This simple cycle starts at the vertex v0 and
contains the arrow a1. Similarly, we can do the same process to r to obtain
a simple cycle r′ which starts at the vertex vl = v0 and contains the arrow
al+1 6= a1. Hence, Q(q
′) and Q(r′) are distinct simple cycles which contain
v0 showing v0 is a doubly cyclic vertex. 
5. Cyclic point modules and the simple objects of QGr kQ.
Suppose Q has no doubly cyclic vertices and let v be a cyclic vertex.
There is a special point module associated to the cyclic vertex v, which is
a quotient of the module evkQ, and will be denoted by Ov. These special
point modules will be called cyclic point modules.
In words, Ov is the quotient of evkQ by the right sub-module spanned by
all paths beginning at v but which end at a vertex u not in the cycle p.
Here is a precise description of Ov.
Let p = (v = v0, a1, . . . , an, vn = v) be the simple cycle which starts at
v. As kQ has finite GK-dimension, ai+1 is the only arrow from vi → vi+1.
Only considering arrows which start at a vertex in p, the quiver locally looks
10 CODY HOLDAWAY
like
(5-1) · · ·an−1



vn−1
an ..
...oo
oo
v1
//
... //
a2
ll
v a1
KK
...

..

Every path in Q which has source v has one of the forms:
• pma1 · · · ai such that m ∈ N and 0 ≤ i < n (i = 0 means just p
m),
• pma1 · · · aibq where m ∈ N, 0 ≤ i < n, b 6= ai+1 is an arrow starting
at vi (if any) and q is any path which begins at t(b).
Consider all the submodules pma1 · · · aibkQ of evkQ where b 6= ai+1 is an
arrow which starts at vi. Since the paths in Q form a basis for kQ we get∑
pma1 · · · aibkQ =
⊕
pma1 · · · aibkQ.
where the sums are over all (m, i, b) with m ≥ 0, 0 ≤ i < n, and b an arrow
not in p starting at vi.
Ov is the quotient of evkQ by the submodule
⊕
pma1 · · · aibkQ. By defi-
nition of Ov, the following sequence is exact:
(5-2) 0 //
⊕
pma1 · · · aibkQ
ι // evkQ // Ov // 0
The map ι is simply the inclusion map.
Since the modules evkQ and p
ma1 · · · aibkQ are projective in Gr kQ, the
exact sequence 5-2 is a projective resolution of Ov in Gr kQ.
In [10], Smith proves π∗kQ is a projective object in QGr kQ. Hence, as
π∗ preserves coproducts, π∗evkQ is a projective object for any vertix v in
Q. Since the quotient functor π∗ : Gr kQ→ QGr kQ is exact, the sequence
5-2 determines a projective resolution of Ov in QGr kQ.
As a vector space, Ov has a basis consisting of all paths of the form
pma1 · · · ai. If b is any arrow in Q, then in Ov,
pma1 · · · ai.b =
{
pma1 · · · aiai+1 if b = ai+1
0 otherwise.
If j ∈ N, then we can uniquely write j = mn+ i for some i < n and we get
(Ov)j = kp
ma1 · · · ai. In particular, (Ov)0 = kev.
Proposition 5.1. Let kQ be a path algebra of finite GK-dimension. For
each cyclic vertex v, Ov is a point module.
Proof. It was already noted that dim(Ov)j = 1 for all j. Also, since (Ov)0 =
kev and p
ma1 · · · ai = evp
ma1 · · · ai, we get Ov = (Ov)0kQ. 
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Lemma 5.2. Let v and w be cyclic vertices. Then HomQGr kQ(Ov ,Ow) 6= 0
if and only if v = w. In particular, π∗Ov 6∼= π
∗Ow if v 6= w.
Proof. If v and w are distinct cyclic vertices, then (Ov)n and (Ow)n are
supported at different vertices for all n. Hence, the only graded morphism
from (Ov)≥n → Ow for all n is zero. Hence,
HomQGr kQ(Ov,Ow) = lim−→
n
HomGr kQ((Ov)≥n,Ow) = 0.

Proposition 5.3. Let v be a cyclic vertex and write
p = (v0 = v, a1, v1, . . . , an, vn = v)
for the simple cycle which contains v. Then in Gr kQ, Ov(1)≥0 ∼= Ov1 .
Proof. The simple cycle which contains v1 is p
′ = (v1, a2, . . . , an, v0, a1, v1).
Notice a1(p
′)n = pna1 for all n. Define a linear map ϕ : Ov1 → Ov by
sending (p′)na2 · · · ai to a1(p
′)na2 · · · ai = p
na1 · · · ai. It is easy to check this
defines an injective graded module map ϕ : Ov1 → Ov(1). Since ev1 7→ a1,
the image of ϕ is Ov(1)≥0. Hence, Ov1
∼= Ov(1)≥0. 
Corollary 5.4. Let v be a cyclic vertex. If z ∈ Z, then in QGr kQ,
π∗Ov(z) ∼= π
∗Ov′ for some cyclic vertex v
′ in p.
Proof. Write p = (v0 = v, a1, v1, . . . , vn = v) for the simple cycle which
begins at v. By Proposition 5.3 Ov(1)≥0 ∼= Ov1 which implies
π∗Ov(1) ∼= π
∗Ov(1)≥0 ∼= π
∗Ov1 .
On the other hand, Ovn−1(1)≥0
∼= Ov so we get
π∗Ovn−1(1)
∼= π∗Ovn−1(1)≥0
∼= π∗Ov
which shows
π∗Ov(−1) ∼= π
∗Ovn−1 .
Hence, the corollary is finished by induction. 
Proposition 5.5. Let P be a point module over a path algebra of finite
GK-dimension. There is a cyclic vertex v such that π∗P ∼= π∗Ov.
Proof. Let P be any point module. For each i, there is a unique vertex vi
such that Pievi = Pi and Pieu = 0 for all u 6= vi. Hence, we have an infinite
sequence of vertices v = (v0, v1, . . .). Let vi and vi+1 be two vertices in v.
Since Pi+1 = PikQ1, there must be an arrow from vi to vi+1. Hence, the
sequence v is the sequence of vertices for some infinite path (v0, a1, v1, . . .)
in Q. As kQ has finite GK-dimension, every infinite path in Q must be of
the form qp∞ where q is a finite path, p = (u0, b1, . . . , bm, um) is a simple
cycle and p∞ is the infinite path which just continually loops around p.
Let n be the length of the path q and consider the point module P ′ :=
P≥n(n). The infinite sequence of vertices associated to P
′ is just
(u0, u1, . . . , um = u0, u1, . . .).
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Hence, the only arrow which does not annihilate P ′lm+i is the arrow ai+1 :
ui → ui+1 since ai+1 is the only arrow from ui to ui+1. Hence, it can be
seen that P ′ is isomorphic to the cyclic point module Ou0 .
As P≥n(n) ∼= Ou0 , we get
π∗P (n) ∼= π∗P≥n(n) ∼= π
∗Ou0 ⇒ π
∗P ∼= π∗Ou0(−n)
By Corollary 5.4, π∗Ou0(−n)
∼= π∗Ov for some cyclic vertex v which shows
π∗P ∼= π∗Ov for a cyclic vertex v. 
Proposition 5.6. Suppose kQ has finite GK-dimension. Let M be a graded
right kQ-module such that dimMj = 1 for j ≫ 0. Then π
∗(M) 6= 0 if and
only if there is a cyclic vertex w such that π∗(M) ∼= π∗Ow.
Proof. Suppose π∗(M) is not zero. Find n′ ∈ N such that dim(Mi) = 1
for i ≥ n′. The object π∗(M≥n′) is also nonzero which implies there is a
homogeneous element m ∈Mn, with n ≥ n
′, that is not torsion. Hence, for
every positive integer i, there is a path p of length i that does not kill m.
Therefore,mkQi is a nonzero subspace ofMn+i which impliesmkQi = Mn+i
as dimMn+i = 1. Hence, M≥n = mkQ.
Since the module M≥n(n) is generated in degree zero and satisfies
dim(M≥n(n))i = 1
for all i > 0,M≥n(n) is a point module. Hence, by Proposition 5.5, there is a
cyclic vertex v such that π∗M≥n(n) ∼= π
∗Ov. Thus, π
∗M≥n ∼= π
∗Ov(−n) ∼=
π∗Ow for some cyclic vertex w from which it follows that
π∗M ∼= π∗M≥n ∼= π
∗Ow.

The following theorem shows that every non-zero object in QGr kQ con-
tains a point module.
Proposition 5.7. Let kQ be a path algebra of finite GK-dimension. For
any M ∈ Gr kQ, π∗(M) = 0 if and only if
HomQGr kQ(π
∗Ov, π
∗(M)) = 0
for every cyclic vertex v.
Proof. Clearly π∗(M) = 0 implies all the Hom spaces are zero. Suppose
π∗(M) is not a zero object. By replacing M with M/τM we may assume
M is torsion free.
Let C be a simple cycle in C(Q) maximal with respect to containing
a vertex in the support of M and denote such a vertex by v0. Pick a
nonzero homogeneous m ∈M such that m = mev0 . Write C = Q(p) where
p = (v = v0, a1 · · · an, vn = v).
Suppose there is a path of the form pla1 · · · aib, with b 6= ai+1, for which
m′ := mpla1 · · · aib 6= 0.
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Since m′ is not torsion, there are paths of arbitrarily high degree which do
not annihilate it. Hence, we can find a path q′ from t(b) to a cyclic vertex
v′ in a simple cycle C ′ 6= C such that m′q′ = mqpla1 · · · aibq
′ 6= 0. This is a
contradiction however as C ≺ C ′ and C ′ containing a vertex in the support of
M implies C is not maximal with this property. Therefore, mpla1 · · · aib = 0
for all such paths. From this we find the only elements in kQ which do not
necessarily annihilate m are those of the form pla1 · · · ai. However, as m is
not torsion, none of the elements pla1 · · · ai annihilate m. Hence, mkQ is a
nonzero submodule which has dimension one in high degree.
Thus, we have a submodule mkQ of M which has dimension 1 in high
degree and π∗(mkQ) 6= 0. By Proposition 5.6, there is a point module Ow
such that π∗(mkQ) ∼= π∗Ow. Thus,
HomQGr kQ(π
∗Ow, π
∗M) 6= 0.

We can now prove Theorem 1.1.
Theorem 5.8 (Theorem 1.1.). Let kQ be a path algebra of finite GK-
dimension. The objects
{Ov | v is a cyclic vertex}
form a complete set of representatives of the isomorphism classes of simple
objects in QGr kQ.
Proof. Since Ov is a point module, Ov is a simple object in QGr kQ for each
cylic vertex v. By Lemma 5.2, Ov and Ow are not isomorphic unless v = w.
If S is any module for which π∗S is a simple object, then by Proposition
5.7,
HomQGr kQ(π
∗Ov, π
∗S) 6= 0
for some cyclic vertex v which implies π∗Ov ∼= π
∗S. 
Corollary 5.9. Let kQ and kQ′ be path algebras of finite GK-dimension. If
QGr kQ ≡ QGr kQ′, then Q and Q′ have the same number of cyclic vertices.
Proof. This follows from the fact that the number of cyclic vertices is pre-
cisely the number of simple objects in QGr kQ. 
6. Extensions between point modules over path algebras of
finite GK-dimension.
6.1. Let kQ be a path algebra of finite GK-dimension. In this section a
condition is given which determines when Ext1QGr kQ(Ov,Ow) 6= 0 for cyclic
vertices v and w.
Let v and w be cyclic vertices. To compute Ext1QGr kQ(Ov ,Ow) we can
use the projective resolution used to define Ov :
0→
⊕
pma1 · · · aibkQ→ evkQ→ Ov → 0.
The notation follows that developed in Section 5.
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Using the long exact sequence associated to Ext and the fact that π∗evkQ
is projective we get an exact sequence
0→ HomQGr kQ(Ov ,Ow)→ HomQGr kQ(evkQ,Ow)→(6-1)
→ HomQGr kQ
(⊕
(pma1 · · · aibkQ),Ow
)
→ Ext1QGr kQ(Ov ,Ow)→ 0.
This exact sequence will be useful to determine when Ext1(Ov,Ow) = 0.
However, in the case where there are non-trivial extensions, we will see how
to construct a large family of them explicitly.
It will be useful to work over Veronese subalgebras when computing
Ext1(Ov ,Ow). Hence, the next subsection recalls the relationship between
an algebra and its Veronese subalgebras.
6.2. Veronese subalgebras of path algebras. This subsection recalls a
theorem of A.B. Verevkin which will be helpful in computing Ext1(Ov,Ow).
Let A be a locally finite graded k-algebra generated by A1 over A0 and
for d ∈ Nr{0}, let A(d) = ⊕i≥0Aid be the d-th Veronese subalgebra. Define
V : GrA → GrA(d) to be the functor which takes M ∈ GrA to V (M) ∈
GrA(d) where V (M)i = Mi·d. Conversely, define T : GrA
(d) → GrA by
T (N) = N ⊗A(d) A with grading
(N ⊗A(d) A)j =
∑
n·d+l=j
Nn ⊗A(d) Al.
Theorem 6.1 ([13] Section 4.). Using the above Notation, the functors V
and T induce a k-linear equivalence of categories
QGrA ≡ QGrA(d)
for any d ≥ 1.
Let Q be a quiver with incidence matrix MQ. For any natural number
d > 0, let Q(d) be the quiver associated with the d-th power MdQ. Since the
(v, u) entry of MdQ is the number of paths from v to u of length d, it is easy
to see that k(Q(d)) is isomorphic, as a graded algebra, to the d-th Veronese
subalgebra kQ(d) of kQ. Paul Smith observed this in [10] and uses A.B.
Verevkin’s result above to determine QGr kQ ≡ QGr k(Q(d)).
Lemma 6.2. The functor V : Gr kQ → Gr kQ(d) sends the cyclic point
module Ov ∈ Gr kQ to the cyclic point module based at v in Gr kQ
(d). Also,
V (eikQ) = eikQ
(d).
6.3. Extensions between point modules. The induced equivalence V :
QGr kQ→ QGr kQ(d) gives an isomorphism
Ext1QGr kQ(Ov ,Ow)
∼= Ext1QGr kQ(d)(V (Ov), V (Ow)).
So to determine when Ext1QGr kQ(Ov,Ow) 6= 0 we may first move the question
to a suitable Veronese sub-algebra.
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Proposition 6.3. Let v and w be cyclic vertices in a quiver Q with finite
GK-dimension. Let n and m be the lengths of the simple cycles which contain
v and w respectively. If there are no paths from v to w whose length is a
multiple of nm, then
Ext1QGr kQ(Ov,Ow) = 0.
Proof. If there are no paths in Q from v to w of length lnm for any l ∈ N,
then there are no paths from v to w in Q(nm). So by moving to kQ(nm) using
the Veronese equivalence, we may assume there are no paths from v to w
in Q. Moreover, the only path from v to itself of length nm is pm where p
is the simple cycle based at v. Hence, in the quiver Q(nm), the simple cycle
based at v is a loop. Similar statements apply to the vertex w. Thus, we can
assume there are no paths from v to w and the simple cycles which contain
v and w are loops. Let {p, b1, . . . , bl} be all the arrows with source v where
p is the loop and let q be the loop based at w.
Since Ext1QGr kQ(Ov ,Ow) is a quotient of HomQGr kQ(
⊕
pmbikQ,Ow), we
just need to show the latter is zero. However, since
HomQGr kQ(
⊕
pmbikQ,Ow) ∼=
∏
HomQGr kQ(p
mbikQ,Ow),
we just need to show HomQGr kQ(p
mbikQ,Ow) = 0 for all (m, i).
Since there are no paths from v to w, every element of pmbikQ is annihi-
lated by ew. However, every nonzero element of Ow is not annihilated by ew
so we see there can be no nonzero graded homomorphisms from any submod-
ule of pmbikQ to Ow. Hence, if M ⊂ p
mbikQ, then HomGr kQ(M,Ow) = 0.
Therefore,
HomQGr kQ(p
mbikQ,Ow) = lim−→
HomGr kQ(M,Ow) = 0
where the direct limit is over all M such that pmbikQ/M is torsion. 
Corollary 6.4. Let kQ be a path algebra of finite GK-dimension. If v and
w are two distinct cyclic vertices in the same cycle, then
Ext1QGr kQ(Ov,Ow) = 0.
Proof. Let p = (v = v0, a1, . . . , w = vi+1, ai . . . , an, vn = v) be the simple
cycle which contains v and w. Since the only paths in Q from v to w have
the form pla1 · · · ai, all the paths have length l · n+ i with 1 ≤ i < n. Since
l ·n+ i is not a multiple of n, Proposition 6.3 implies Ext1(Ov,Ow) = 0. 
Proposition 6.5. Let v be a cyclic vertex in a path algebra kQ of finite
non-zero GK-dimension. Then
Ext1QGr kQ(Ov,Ov) = 0.
Proof. If n is the length of the simple cycle p which contains v, then the
only path of length ln from v to itself is pl (p0 = ev). By taking the n-th
Veronese of kQ, we may assume the simple cycle which contains v has length
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1, p = (v, a, v). Hence, we have the situation
v
b1 //
bl
... //
p
99
where the arrows b1, . . . , bl are all the arrows with source v and p is the loop
at v. Using the exact sequence 6-1 we know Ext1(Ov,Ov) is a quotient of
Hom(
⊕
π∗pmbikQ,Ov) ∼=
∏
HomQGr kQ(π
∗pmbikQ,Ov).
Since every element of pmbikQ is annihilated by ev but every nonzero element
of Ov is not, there are no nonzero morphisms from any submodule of p
mbikQ
to Ov. Hence
HomQGr kQ(π
∗pmbikQ,Ov) = lim−→
HomGr kQ(M,Ov) = 0
where the limit is over all M ⊂ pmbikQ whose cokernel is torsion. As this
holds for all (m, i), we get HomQGr kQ(
⊕
π∗pmbikQ,Ov) = 0 which shows
Ext1QGr kQ(Ov,Ov) = 0.

Theorem 6.6. Let kQ be a path algebra of finite non-zero GK-dimension.
Let v and w be cyclic vertices which are in cycles of length n and m respec-
tively. Then
Ext1QGr kQ(Ov ,Ow) 6= 0
if and only if v 6= w and there is a path from v to w of length lnm for some
l ∈ N.
Proof. See section 6.3.1 
Recall the vertices of the Ext-quiver are the cyclic vertices of Q and there
is an arrow v → w in EQ if and only if there is a path in Q from v to w
of length lmn where n (respectively m) is the length of the simple cycle
that contains v (respectively w). Hence, Theorem 6.6 can be rephrased to
say that Ext1QGr kQ(Ov ,Ow) 6= 0 if and only if there is an arrow from v to
w in EQ. This is precisely what Theorem 1.3 says. Theorems 5.8 and 6.6
show the Ext-quiver EQ is determined by the simple objects of QGr kQ and
their extensions. Since equivalences preserve simple objects and extensions,
it follows that QGr kQ ≡ QGr kQ′ implies EQ = EQ′ . This establishes one
direction of Theorem 1.4.
6.3.1. Proof of Theorem 6.6. If v = w or if there are no paths from v to w
of length lmn for some l > 0 then Ext1(Ov ,Ow) = 0 by Propositions 6.3
and 6.5.
Suppose v 6= w and there is a path of length lmn for some l > 0. Let
r : v → w be a path of length lmn for some l > 0. If we take the lmn-
th Veronese subalgebra kQ(lmn), then r is a path of length 1 in the quiver
Q(lmn) and the simple cycles based at v and w become loops. Due to the
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Veronese equivalence QGr kQ ≡ QGr kQ(lmn) we can assume there is an
arrow r : v → w in Q and the simple cycles which contain v and w are just
loops. Let p be the loop at v and q the loop at w.
Consider the graded representation M = (Mu,Ma) whereMv = k[t], with
its usual grading, and Mu = 0 for all u 6= v. The map Mp : Mv → Mv is
multiplication by t and all other arrows act trivially. The graded module
that M determines is a point module which is seen to be the cyclic point
module Ov. There is a similar description of Ow as a graded representation.
Let ν ∈ kN and define N = N(ν) = (Nu, Na) to be the graded represen-
tation determined by the following data:
• As graded vector spaces, Nv = Nw = k[t] where deg (t) = 1,
• Nu = 0 for all other vertices u,
• For the two loops p and q, Np and Nq are just multiplication by t,
• For the arrow r : v → w, Nr : k[t]→ k[t] is given by
Nr(t
i) = νit
i+1.
• All other arrows act trivially.
As a graded vector space N(ν) = k[t]⊕ k[t] where all of the trivial paths
except ev and ew and all arrows other than p, q, r act trivially. The trivial
paths ev and ew and the arrows p, q and r act as described above, e.g,
(αti, βti)ev = (αt
i, 0), (αti, βti)r = (0, ανit
i+1), etc . . .
For each ν, the point module Ow sits inside N(ν) as the submodule
(0, k[t]). Moreover, the quotient N(ν)/Ow is just Ov. Hence, for each
ν ∈ kN, there is an exact sequence
0 // Ow // N(ν) // Ov // 0
in Gr kQ which is also exact when considered in QGr kQ.
As before, let {p, b1 = r, . . . , bl} be all arrows whose source is v where p
is the loop at v and b1 = r. Using the projective resolution for Ov and the
exact sequence involving N(ν), we can construct the following commutative
diagram
0 // ⊕pmbikQ //
α1

evkQ //
α0

Ov //
=

0
0 // Ow // N(ν) // Ov // 0
where the maps α0 = α0(ν) and α1 = α1(ν) exist by the projectivity of
evkQ and ⊕p
mbikQ.
The map α0 is completely determined by α0(ev). If α0(ev) = (a, b) ∈
N(ν)0, then (a, b) = α0(ev) = α0(ev)ev = (a, b)ev = (a, 0) shows b = 0. Also,
since the right square in the diagram above must commute we determine
a = 1, that is, α0(ev) = (1, 0).
Any non-trivial path which starts at v has the form pm or pmbip
′ where
p′ is any path whose source is t(bi). Since all arrows other than p, q and r
annihilate N(ν), the only paths starting at v which are not necessarily in
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the kernel of α0 are those of the form p
i and pirqj for i, j ≥ 0. However, for
paths of the form pi and pirqj;
α0(p
i) = α0(ev)p
i = (1, 0)pi = (ti, 0),
α0(p
irqj) = (1, 0)pirqj = (ti, 0)rqn = (0, νit
i+1)qj = (0, νit
i+j+1).
The map α1 is just the restriction of α0 to the submodule ⊕p
mbikQ. It
is completely determined by what happens on the paths pmbi;
• α1(p
mbi) = 0 for i > 1,
• α1(p
mb1) = α1(p
mr) = νmt
m+1.
The map α1 determines an element in Ext
1
QGr kQ(Ov ,Ow)(computed using
projective resolutions). Hence, we have a map
Φ : kN → Ext1Gr kQ(Ov ,Ow)
which sends the element ν to α1(ν). If a is any scalar in k and ν ∈ k
N, then
the map α1(aν) is the map determined by α1(aν)(p
mr) = aνmt
m+1. Hence,
α1(aν) = aα1(ν). Also, if ν, µ ∈ k
N, then α1(ν+µ)(p
mr) = (νm+µm)t
m+1 =
(α1(ν) + α1(µ))(p
mr). Hence, the map Φ is a linear map.
Since the k-linear exact functor π∗ induces a map of vector spaces
Ext1Gr kQ(Ov ,Ow)→ Ext
1
QGr kQ(Ov,Ow),
we have a linear map from Φ∗ : kN → Ext1QGr kQ(Ov ,Ow). It will be shown
that the kernel of Φ∗ is all infinite sequences which are eventually zero.
Notice that for each ν, the graded module N(ν) is torsion free and finitely
generated. Since N(ν) is finitely generated, if N ′ is a graded submodule of
N(ν) such that N(ν)/N ′ is torsion, then N(ν)/N ′ must be finite dimen-
sional. Hence, N ′ must contain N(ν)≥n for some n ∈ N.
Let ν and µ be elements of kN. Since every submodule N ′ of N(ν) which
has a torsion cokernel must contain N(ν)≥n for some n ∈ N, and N(µ)
is torsion free, it follows that every morphism f : π∗N(ν) → π∗N(µ) is
represented by a graded module morphism ϕ : N(ν)≥n → N(µ) for some n.
Let ϕ : N(ν)≥n → N(µ) be a morphism of graded modules. Then ϕ is
determined by ϕv : k[t]≥n → k[t] and ϕw : k[t]≥n → k[t] such that
• ϕv ◦N(ν)p = N(µ)p ◦ ϕv,
• ϕw ◦N(ν)q = N(µ)q ◦ ϕw,
• N(µ)r ◦ ϕv = ϕw ◦N(ν)r.
As N(ν)p, N(ν)q, N(µ)p and N(µ)q are all just multiplication by t, the
first two bullets above just say ϕv and ϕw are graded k[t]-module homo-
morphisms. As every graded k[t]-module homomorphism from k[t]≥n → k[t]
is just multiplication by a scalar, we get a pair (α, β) ∈ k × k such that
ϕv(t
i) = αti and ϕw(t
i) = βti for all i ≥ n.
The last bullet point above indicates that for all i ≥ n,
αµit
i+1 = N(µ)r ◦ ϕv(t
i) = ϕw ◦N(ν)r(t
i) = βνit
i+1.
Hence, αµi = βνi for all i ≥ n.
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Conversely, if there is a pair (α, β) such that αµi = βνi for all i ≥ n,
then we have a graded module morphism ϕ : N(ν)≥n → N(µ) and hence a
morphism f : π∗N(ν)→ π∗N(µ).
Suppose f : π∗N(ν) → π∗N(µ) and g : π∗N(µ) → π∗N(λ) are repre-
sented by pairs (α, β) and (γ, δ) respectively. Then the composite g ◦ f :
π∗N(ν) → π∗N(λ) is represented by the pair (γα, δβ). Also, if f, g :
π∗N(ν)→ π∗N(µ) are represented by the pairs (α, β) and (γ, δ), then f + g
is represented by (α+ γ, β + δ). Hence, there is an isomorphism
HomQGr kQ(π
∗N(ν), π∗N(µ)) = {(α, β) ∈ k × k | αµi = βνi for i≫ 0}
under which composition of maps is given by multiplication of pairs.
Suppose ν is a sequence such that for all n ∈ N, there exists a m ≥ n such
that νm 6= 0. Let (α, β) represent a morphism f : π
∗N(ν)→ π∗N(ν). Since
βνi = ανi for all i ≫ 0, and since there are arbitrarily large i for which
νi 6= 0, we get α = β. Hence, there is an isomorphism
EndQGr kQ(π
∗N(ν)) ∼= k
which respects multiplication.
Again, let ν be an infinite sequence which is not eventually the zero
sequence. Since End(π∗N(ν)) = k has no nontrivial idempotents, the object
π∗N(ν) is indecomposable. Thus, π∗N(ν) is a nontrivial extension of Ow
by Ov. This shows that any sequence ν which is not eventually the zero
sequence is not in the kernel of Φ∗. Therefore,
Ext1QGr kQ(Ov ,Ow) 6= 0
and Theorem 6.6 is proved.
Suppose ν is a sequence which is eventually zero. Find n such that νi = 0
for all i ≥ n. Consider the graded subspace {(ati, 0) ∈ N(ν) | a ∈ k, i ≥
n}. Since (ati, 0)r = (0, 0), this is a graded submodule of N(ν) which is
isomorphic to (Ov)≥n. Hence, we have a map ϕ : (Ov)≥n → N(ν) such that
the composition
(Ov)≥n
ϕ
// N(ν) // Ov
is the inclusion. Thus, the map ϕ : (Ov)≥n → N(ν) determines a map
Ov → π
∗N(ν) such that the composition
Ov // π∗N(ν) // Ov
is the identity. Therefore, the exact sequence
0 // Ow // π
∗N(ν) // Ov // 0
splits which shows the map kN → Ext1QGr kQ(Ov ,Ow) sends ν to 0. Hence,
the kernel of Φ∗ is the subspace Fin of all infinite sequences which are even-
tually zero and we get a vector space embedding
kN/Fin →֒ Ext1QGr kQ(Ov ,Ow).
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7. Properties of the Ext-quiver EQ.
As before, kQ is assumed to have finite GK-dimension. Recall the set
C(Q), which consists of all the simple cycles in Q, is a poset. The relation
being C1  C2, for simple cycles C1 and C2, if there is a chain from a vertex
of C1 to a vertex C2. The Growth of kQ is then polynomial of degree d
where d is the maximal size of a totally ordered subset of C(Q).
It was mentioned in the introduction that the Ext-quiver EQ can be
thought of as a poset whose elements are the cyclic vertices of Q and where
u  v if either u = v or there is an arrow u → v in EQ. Equivalently, we
can define u ≺ v if Ext1QGr kQ(Ou,Ov) 6= 0. The next proposition justifies
the claim that EQ is a poset.
Proposition 7.1. (EQ,) is a poset.
Proof. By definition v  v. Suppose v  w and w  v. If v 6= w, the vector
spaces Ext1(Ov,Ow) and Ext
1(Ow,Ov) are both non-zero. By corollary 6.4
we know v and w cannot be in the same simple cycle. However, by Theorem
6.6 we know there must be a path from v to w and a path from w to v.
This is a contradiction however as this implies the existence of a cycle which
contains both v and w. Hence, v = w must hold.
Suppose u  v and v  w. If either u = v, v = w or u = w then
u  w. Suppose u, v, w are all distinct cyclic vertices. Necessarily, all three
vertices must be in distinct cycles. Let nu, nv and nw be the lengths of the
simple cycles, pu, pv and pw which contain u, v and w respectively. Since
Ext1(Ou,Ov) and Ext
1(Ov ,Ow) are not zero, there must be a path q from
u to v of length lnunv for some l ∈ N and a path q
′ from v to w of length
l′nvnw for some l
′. For any non-negative integers α and γ, pαuq is a path
from u to v of length lnunv + αnu and q
′pγw is a path from v to w of length
l′nvnw + γnw.
Pick β ∈ N such that βnw ≥ lnv and let α = βnw − lnv. Similarly, find
δ ∈ N such that δnu ≥ l
′nv and let γ = δnu − l
′nv. Then p
α
uqq
′pγw is a path
from u to w of length
αnu + lnunv + l
′nvnw + γnw = (α+ lnv)nu + (γ + l
′nv)nw = (β + δ)nunw.
Hence, there is a path from u to w of length which is a multiple of nunw.
Therefore, there is an arrow u→ w in EQ which is to say u ≺ w. 
Proposition 7.2. Let kQ be a path algebra of finite GK-dimension with
C(Q) and EQ the posets introduced previously. There is a totally ordered
subset in C(Q) of length d if and only if there is a totally ordered subset of
length d in EQ.
Proof. Let v1 ≺ · · · ≺ vd be a chain in EQ. Each of the cyclic vertices vi
appear in a cycle Ci. Let ni be the length of the cycle Ci. Since vi 6= vj but
vi  vj for i < j we know Ext
1(Ovi ,Ovj ) 6= 0. In particular, the simple cycles
Ci and Cj must be different for all pairs (i, j). As Ext
1(Ovi ,Ovi+1) 6= 0, there
must be a path from vi to vi+1. Hence, there is a path from a vertex of Ci
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to a vertex of Ci+1 so necessarily a chain from a vertex of Ci to a vertex of
Ci+1. Hence, C1  · · ·  Cd in C(Q).
Let C1 ≺ C2 be two simple cycles of lengths n and m respectively. Write
C1 = Q(p1) where p1 = (v0, a1, . . . , an, vn) and C2 = Q(p2) where p2 =
(w0, b1, . . . , bm, wm). There is a chain p from a vertex in C1 to a vertex in
C2. We may assume the chain p starts at v0 and ends at w0. Let l be
the length of p. Pick any cyclic vertex vi in C1, then the path ai · · · anp is
a path from vi to w0 which has length l + n − i. Find α ∈ N such that
αnm ≥ l + n − i and let β = αnm − (l + n − i). Write β = l′m + j with
j < β. Then ai · · · anpp
l′
2 b1 · · · bj is a path from vi to wj of length
l + n− i+ l′m+ j = l + n− i+ β = αnm.
Hence, Ext1(Ovi ,Owj ) 6= 0 and we have vi ≺ wj .
Now suppose we have a chain C1 ≺ · · · < Cd−1 ≺ Cd with ni the length
of Ci. By induction, we can find vertices vi in Ci for i < d such that
v1 ≺ · · · ≺ vd−1. Now consider the vertex vd−1 of Cd−1. Using the same
argument as above we can find a vertex vd in Cd and a path from vd−1 to
vd of length lnd−1nd for some l. Hence, vd−1 ≺ vd and we have
v1 ≺ · · · ≺ vd
in EQ. 
Corollary 7.3. The GK-dimension of kQ equals the maximal length of a
totally ordered subset in EQ.
Proof. This follows from the previous proposition since the GK-dimension
of kQ is the maximal length of a totally ordered subset in C(Q). 
Corollary 7.4. Suppose Q and Q′ are quivers such that QGr kQ ≡ QGr kQ′.
Then GKdim kQ = GKdim kQ′.
Proof. If kQ has infinite GK-dimension it can be shown QGr kQ has infin-
itely many isomorphism classes of simple objects. Hence, QGr kQ′ has in-
finitely many simple objects which implies kQ′ has infinite GK-dimension.
Therefore, if one algebra has infinite GK-dimension then so does the other.
If kQ has finite GK-dimension then so must kQ′. Since QGr kQ ≡
QGr kQ′ implies EQ ∼= EQ′ , GKdim kQ = GKdim kQ
′ by Corollary 7.3. 
8. The Grothendieck group of QGr kQ.
8.1. The remarks following Theorem 6.6 established one direction of The-
orem 1.4; that is QGr kQ ≡ QGr kQ′ implies EQ = EQ′ . To establish the
other direction, it will be shown that the Grothendieck group of the cate-
gory QGr kQ, computed using finitely generated projectives, is completely
determined by the Ext-quiver EQ. This is useful for the following reason:
In [10], Smith showed that for any path algebra kQ (no assumption on
GK-dimension), there is an ultramatricial algebra S(Q) and an equivalence
of categories
QGr kQ ≡ ModS(Q)
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where ModS(Q) is the category of right S(Q)-modules. The relationship
between ultramatricial algebras and their Grothendieck groups is especially
strong in the following sense:
Theorem 8.1 ([6], Cor. 15.27 page 222). Let R and S be ultramatricial
algebras. Then ModR ≡ ModS if and only if K0(R) ∼= K0(S) as pre-
ordered abelian groups.
From the equivalence QGr kQ ≡ ModS(Q) and the fact that S(Q) is
ultramatricial, we get the following Corollary to Theorem 8.1
Corollary 8.2. Let kQ and kQ′ be path algebras. Then QGr kQ ≡ QGr kQ′
if and only if K0(QGr kQ) ∼= K0(QGr kQ
′) as pre-ordered abelian groups.
Hence, to prove that EQ = EQ′ implies QGr kQ ≡ QGr kQ
′ for path
algebras of finite GK-dimension, it will be shown that EQ = EQ′ implies
K0(QGr kQ) ∼= K0(QGr kQ
′) as preordered abelian groups.
One of the tools that will be useful in calculating K0(QGr kQ) will be the
equivalence QGr kQ ≡ ModS(Q). Since the algebra S(Q) is a direct limit of
matricial algebras, K0(S(Q)) is computed using a direct limit of finite rank
free groups. We start of with a description of the ultramatricial algebras
S(Q).
8.2. A description of S(Q). Let Q be any quiver. Assume we have labeled
the vertices as Q0 = {1, . . . , r} and let MQ = (aij) be the incidence matrix
for Q with respect to this labeling. The convention is that aij is the number
of arrows from vertex i to vertex j. Consider the sequence of vectors
pn =


pn,1
...
pn,r


where p0 = (1 · · · 1)
T and
pn+1 =M
T
Qpn.
Associated to this sequence of integer valued vectors is a sequence of matri-
cial algebras
Sn =
r∏
i=1
Mpn,i(k).
As pn+1 = M
T
Qpn, we have unital algebra homomorphisms θn : Sn → Sn+1
determined by the matrix MTQ (see Chapter 4 of [5]). Let
S(Q) = lim
−→
n
Sn,
S(Q) is called ultrmatricial because it is a limit of matricial algebras. In
[10], Smith proves there is an equivalence of categories
QGr kQ ≡ ModS(Q).
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Since K0 commutes with direct limits,
K0(QGr kQ) ∼= K0(S(Q)) ∼= lim−→
n
K0(Sn)
as preordered abelian groups. As Sn ∼=
∏r
i=1Mpn,i(k) is a matricial algebra,
K0(Sn) ∼= Z
r. Moreover, under the identifications K0(Sn) = K0(Sn+1) =
Zr, the morphism K0(θn) : K0(Sn) → K0(Sn+1) is given by left multiplica-
tion by MTQ (see Chapter 4 of [5]).
Using the simple fact that (MTQv)
T = vTMQ, if we view vectors in Z
r as
row vectors, the map K0(θn) is given by right multiplication by the incidence
matrix MQ. Viewing Z
r as row vectors and K0(θn) as right multiplication
by MQ will make some labeling choices later a little more convenient.
Thus, to compute the group K0(S(Q)) ∼= K0(QGr kQ), we need to com-
pute the direct limit
(8-1) Zr
MQ
// Zr
MQ
// · · ·
MQ
// Zr
MQ
// · · ·
Also, Since K0(Sn)
+ = Nr, the positive cone K0(QGr kQ)
+ is the union in
K0(QGr kQ) given by
(8-2) Nr
MQ
// Nr
MQ
// · · ·
MQ
// Nr
MQ
// · · ·
Proposition 8.3. Let Q be a quiver. The Grothendieck group (K0(QGr kQ))
is isomorphic to the direct limit of the system 8-1 where the elements of Zr
are considered as row vectors and the maps are given by right multiplication
by the incidence matrix MQ. Moreover, the positive cone is the subset given
by the direct limit of 8-2.
Example 8.4. Let Q be the quiver
• //99 • ee
with
MQ =
(
1 1
0 1
)
.
A simple induction shows
MnQ =
(
1 n
0 1
)
.
As MQ is invertible over Z, the direct limit of 8-1 is Z
2 with maps
Z2
MQ
//
I
((PP
PPP
PPP
PPP
PPP
P Z
2
MQ
//
M−1
Q
  ❆
❆❆
❆❆
❆❆
❆ · · ·
MQ
// Z2
MQ
//
M−n+1
Q~~⑥
⑥⑥
⑥⑥
⑥⑥
⑥
· · ·
Z2
Hence, K0(QGr kQ) ∼= Z
2. The positive cone is all elements (z1, z2) ∈ Z
2
such that (z1, z2)M
n
Q ∈ N
2 for n≫ 0. As
(z1, z2)M
n
Q = (z1, nz1 + z2)
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we determine (z1, z2) ∈ K
+
0 (QGr kQ) if and only if (z1, z2) ∈ (0,N) or
(z1, z2) ∈ (N>0,Z).
8.3. An ordered abelian group associated to a finite poset. Let
(P,) be a finite poset. Without loss of generality, we can assume P =
{1, 2, . . . , n} and i  j implies i ≤ j where ≤ is the usual ordering of inte-
gers. Associate to P the free abelian group Zn of rank n = |P| and let ei be
the element (0, · · · , 1, · · · , 0) where the 1 is in the i-th position. For each
integer i ∈ P, define
∆(P)i =
(
N+ei +
∑
i≺k
Zek
)
∪ {0}
which is a submonoid of Zn and let ∆(P) be the submonoid
∑n
i=1∆(P)i.
Lemma 8.5. The monoid ∆(P) generates Zn as an abelian group and is a
strict positive cone.
Proof. That ∆(P) generates Zn as an abelian group follows since ei ∈ ∆ for
all i ∈ P. Every element v ∈ ∆(P) can be written as
v =
∑
i∈P
(niei +
∑
i≺k
zikek)
for some nonnegative integers ni and integers z
i
k. If ni = 0 then z
i
k = 0
for all k. Let m be minimal, in the usual ≤ ordering on integers, such that
nm 6= 0. Then
v = (0, . . . , 0, nm, . . .)
where nm > 0. Hence, if v ∈ ∆(P) is not zero, then the first nonzero entry
in v is positive. Hence, the first nonzero entry of −v, for v ∈ ∆(P), is
negative and so cannot be in ∆(P). Thus, the only element v such that v
and −v are in ∆(P) is v = 0. 
Let v = (v1, . . . , vn) ∈ Z
n. Define supp(v), the support of v, to be
supp(v) = {1 ≤ i ≤ n | vi 6= 0}.
Since supp(v) is a subset of P, it inherits a poset structure whenever it is
not empty.
Lemma 8.6. Let v = (v1, . . . , vn) be a nonzero element in Z
n. Then v ∈
∆(P) if and only if vj > 0 for all j minimal in supp(v).
Proof. Suppose v = (v1, . . . , vn) =
∑
i∈P (niei +
∑
i≺k z
i
kek) ∈ ∆(P). If we
write
niei +
∑
i≺k
zikek = (z
i
1, . . . , z
i
n),
then zik = 0 if i 6 k and z
i
i = ni ≥ 0. Also, ni = 0 implies z
i
k = 0 for all k.
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Using this notation,
vj =
n∑
i=1
zij = nj +
∑
i 6=j
zij .
(⇒)Suppose vj < 0. Since nj ≥ 0, this forces z
i1
j < 0 for some i1 ≺ j.
As zi1j 6= 0, then necessarily ni1 6= 0. If vi1 6= 0, then i1 ∈ supp(v) and
i1 ≺ j which shows j is not minimal in supp(v). If vi1 = 0, then since
vi1 = ni1 +
∑
i 6=i1
zii1 and ni1 > 0, there exists an i2 ≺ i1 such that z
i2
i1
< 0
and hence that ni2 > 0. If vi2 6= 0 then i2 ≺ j and i2 ∈ supp(v) which shows
j is not minimal. If vi2 = 0, we can continue this process to get a sequence
j ≻ i1 ≻ i2 · · · .
However, as j > i1 > i2 > · · · > 1, this process must stop. The only way
for it to stop is if an element in is reached in which vin 6= 0 since vin = 0
implies the existence of a in+1. As vin 6= 0, in ∈ supp(v) and in ≺ j which
shows j is not minimal. Thus, if j ∈ supp(v) is minimal, then vj > 0.
(⇐) Suppose v = (v1, . . . , vn) satisfies vj > 0 for all minimal j ∈ supp(v).
Let i1 < i2 < · · · < il be all the minimal elements of supp(v). If l = 1, then
supp(v) has one minimal element and vk 6= 0 implies i1 ≺ k. Hence,
v = vi1ei1 +
∑
i1≺k
vkek ∈ ∆(P).
Now suppose l > 1. Define
v1 = vi1ei1 +
∑
i1≺k
vkek.
Since vi1 ≥ 1, we know v1 ∈ ∆(P). Let v
′ = v − v1 = (v
′
1, . . . , v
′
n). If
i1  k, then v
′
k = 0 while i1 6 k implies v
′
k = vk. Since supp(v
′) =
supp(v) r {k | i  k} and i2, . . . il ∈ supp(v
′), these are all of the minimal
elements of supp(v′). Therefore, v′ is a vector for which v′j > 0 for all
minimal j ∈ supp(v′) and there are only l− 1 minimal elements. Hence, by
induction, v′ ∈ ∆(P) and it follows that v = v1 + v
′ ∈ ∆(P) since v1 and
v′ are in ∆(P). 
8.4. K0(QGr kQ) for a path algebra of finite GK-dimension. Let Q
be a quiver such that kQ has finite GK-dimension and let M = MQ be its
incidence matrix. By Proposition 8.3, K0(QGr kQ) is the direct limit of the
direct system 8-1 with positive cone determined by 8-2. Recall that we can
view EQ as a finite poset.
Theorem 8.7. Let kQ be a path algebra of finite GK-dimension and EQ the
associated Ext-quiver with p = |(EQ)0| the number of cyclic vertices. There
is an isomorphism
ϕ : K0(QGr kQ) ∼= Z
p
such that ϕ(K0(QGr kQ)
+) = ∆(EQ).
26 CODY HOLDAWAY
The proof of Theorem 8.7 is somewhat long and will be given in the
section 8.4.1.
If kQ and kQ′ are path algebras of finite GK-dimension such that EQ =
E′Q, then it follows from Theorem 8.7 that K0(QGr kQ)
∼= K0(QGr kQ
′) as
pre-ordered abelian groups. Hence, by Corollary 8.2
QGr kQ ≡ QGr kQ′.
Thus, the direction of Theorem 1.4 which states that EQ = EQ′ implies
QGr kQ ≡ QGr kQ′ has been established. These remarks together with the
remarks following Theorem 6.6 proves Theorem 1.4.
8.4.1. Proof of Theorem 8.7. Let kQ be a path algebra of finite GK-dimension
and let C(Q) = {C1, . . . , Cp} be the set of simple cycles in Q. Let li be the
length of Ci and L = l1 · · · lp. By Verevkin’s result, the categories QGr kQ
and QGr k(Q(L)) are equivalent. Moreover, by the choice of L, every cycle
in Q(L) has length one, i.e, is just a loop at a cyclic vertex.
Let n be the number of vertices of Q(L) (equivalently Q). Since every
closed path in Q(L) is just some power of a loop based at a cyclic vertex,
we can label the vertices of Q(L) with the integers {1, . . . , n} in such a way
that if there is an arrow from i to j, then i ≤ j. With this labeling, the
incidence matrix ML = MQ(L) becomes upper triangular with the diagonal
entries being either zero or one. The number of 1’s down the diagonal is
precisely the number of cyclic vertices in Q(L) (equivalently Q). Let p be
the number of cyclic vertices.
Considering ML as a linear operator acting on the right on Qn, it is
possible that the rank of ML is greater than the number of ones down the
main diagonal. However, we can put ML into Jordan canonical form over
Q as all eigenvalues of ML lie in Q. Hence, the Jordan form of ML is
J(1, n1)⊕ · · · ⊕ J(1, ni)⊕ J(0,m1)⊕ · · · ⊕ J(0,mq).
Here, J(λ,m) is the Jordan block matrix of size m and diagonal entries λ,
n1+ · · ·+ni = p is the number of cyclic vertices and n1+ · · ·+ni+m1+ · · ·+
mq = n. Since each matrix J(0,mj) is nilpotent of degree mj and mj ≤ n,
J(0,mj)
n = 0. Hence, for all m ≥ n, the matrix (ML)m = MLm will have
rank n1 + · · ·+ ni = p which is the number of cyclic vertices in Q.
Now MLn is the incidence matrix for (Q(L))(n) = Q(Ln) under the given
labeling of vertices. Also, since n is the number of vertices of Q(L), if there
is a path in Q(L) from a cyclic vertex i to a cyclic vertex j, then there must
be a path of length n. Hence, in the quiver (Q(L))(n) = Q(Ln), there is a
path from i to j if and only if there is an arrow in Q(Ln) from i to j for
cyclic vertices i and j.
Putting the last few paragraphs of discussion together, we now have the
following situation. To compute K0(QGr kQ), we assume Q is a quiver such
that:
• Every simple cycle of Q is a loop at a cyclic vertex,
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• The incidence matrix M is upper triangular with diagonal entries in
{0, 1},
• The rank of M is p which is the number of cyclic vertices,
• For cyclic vertices i and j, there is a path from i to j if and only if
there is an arrow from i to j.
For m ∈ N, let aij(m) be the ij-th entry of M
m and Ri(m) the i-th row
of Mm. Let ν1 < · · · < νp be the indices for which the diagonal elements
aνi,νi = 1, i.e., {ν1, . . . , νp} are the cyclic vertices of Q. With this labeling
of the cyclic vertices, we realize the poset EQ as the set {1, . . . , p} and for
which i ≺ j if νi ≺ νj, that is, if there is an arrow in Q from νi → νj .
The rows {Rν1 , . . . , Rνp} provide a Q-basis for Q
nM as M has rank p
and the rows Rνi are linearly independent. Suppose v ∈ Z
n, then there are
rational numbers bi such that
vM =
p∑
i=1
biRνi .
Find j minimal in the usual ordering of integers such that bj 6= 0. Since
the first nonzero entry of Rνj is a one and all the nonzero entries of Rνl for
l > j occur further to the right, the first nonzero entry of
∑p
i=j biRνi is bj.
Hence, bj must be an integer since vM has integer entries. Considering the
element
vM − bjRνj = (v − bjeνj)M =
p∑
i=j+1
biRνi
we determine by the same reasoning that the next nonzero bl for l > j is
also an integer and can continue to conclude that each bi is an integer for
all i. Therefore, the vectors {Rν1 , . . . , Rνp} provide a Z-basis for the group
ZnM .
For any row Rνi of M , we can write
RνiM =
p∑
j=1
bijRνj
for some integers bij . Let N = (bij) be the p× p matrix with bij as the ij-th
entry and R be the p× n matrix whose i-th row is Rνi :
R =


Rν1
...
Rνp

 .
By the definition of N and R,
NR = RM.
Note that RνiM = Rνi(2), the νi-th row ofM
2. AsM is upper triangular,
we know M2 is upper triangular, moreover, the (νi, νi) entry of M
m is a one
for all m. Hence, the first nonzero entry of RνiM , which is a 1, occurs in
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column νi. As RνiM =
∑
bijRνj and Rνj has a 1 in the νj-th column, we
get bij = 0 for j < i. Also, from this we see bii = 1 as bii is the first nonzero
entry of
∑
bijRνj .
As the entries of N are the bij , the fact that bij = 0 if j < i and bii = 1
implies N is an upper triangular matrix with 1’s down the main diagonal.
Hence, N is an automorphism of Zp. Consider the following commutative
diagram:
(8-3) Zp
N //
R

Zp
N //
R

· · ·
N // Zp
N //
R

Zp
N //
R

· · ·
Zn
M
// Zn
M
// · · ·
M
// Zn
M
// Zn
M
// · · ·
where the maps are right multiplication by the matrix listed.
Proposition 8.8. The group K0(QGr kQ) is free of rank p.
Proof. As N is an automorphism, the direct limit of the top row in diagram
8-3 is just Zp. The direct limit of the bottom row is the Grothendieck group
K0(QGr kQ). Since the rows of the matrix R are linearly independent, right
multiplication by R is an injective map. Also, all the squares in the diagram
commute so R induces an injective map ϕ : Zp → K0(QGr kQ).
Since the rows of R are a basis for the image of the matrix M , we know
ZnM = ZpR. Thus, the map ϕ is surjective and hence an isomorphism.
This establishes the fact that K0(QGr kQ) is a free abelian group of rank p
which is the number of cyclic vertices. 
Because N can have negative entries we cannot get the positive cone
directly from the previous isomorphism induced by R. Nevertheless, N is
still useful in computing the positive cone.
If M ∈ QGr kQ is finitely generated projective, there is an isomorphism
M ∼=
⊕
i∈Q0

⊕
j∈Ji
π∗eikQ(−nij)
mij


for some finite sets Ji, nij ∈ Z, and mij ∈ N(see Proposition 3.2 in [10]).
Hence, the Grothendieck group K0(QGr kQ) is generated by the elements
[π∗eikQ(z)] for i ∈ Q0 and z ∈ Z.
In Gr kQ,
(eikQ)≥1 =
⊕
a∈Q1,s(a)=i
akQ.
Since akQ ∼= et(a)kQ(−1),
(eikQ)≥1 ∼=
⊕
a∈Q1,s(a)=i
et(a)kQ(−1) =
⊕
j∈Q0
ejkQ(−1)
⊕aij
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where aij is the number of arrows from i to j. Hence, in QGr kQ, we get
π∗eikQ ∼= π
∗((eikQ)≥1) ∼=
⊕
j∈Q0
π∗ejkQ(−1)
⊕aij
and this implies,
π∗eikQ(z) ∼=
⊕
j∈Q0
π∗ejkQ(z − 1)
⊕aij
for z ∈ Z.
Write Pi(z) for π
∗eikQ(z). The above isomorphism gives the following
relation in K0(QGr kQ):
[Pi(z)] =
∑
j∈Q0
aij[Pj(z − 1)].(8-4)
Let P(z) = ([P1(z)], . . . , [Pn(z)])
T , the relation in (8-4) can be written
more succinctly as
P(z) = MP(z − 1).
Consider all the non cyclic vertices Q0r{ν1, . . . , νp}. Let i be a non cyclic
vertex and consider the set {pi1, . . . , p
i
li
} of all paths that start at i and do
not pass through any cyclic vertex until ending at a cyclic vertex. More
explicitly, {pi1, . . . , p
i
li
} are all paths which satisfy:
(i) s(pij) = i.
(ii) t(pij) is a cyclic vertex.
(iii) If |pij | > 1 and a is an arrow in p
i
j such that p
i
j 6= qa for any path q,
then t(a) is not a cyclic vertex.
For example, consider the quiver
1
a3 //
a2
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
a1

•
a4

❄❄
❄❄
❄❄
❄❄
•99
??⑧⑧⑧⑧⑧⑧⑧⑧

❅❅
❅❅
❅❅
❅ • ee
• YY
77♦♦♦♦♦♦♦♦♦♦♦♦♦♦
The vertex 1 is not cyclic and all paths which satisfy the above 3 conditions
are {a1, a2, a3a4}.
For the non cyclic vertex i consider the submodule of eikQ given by
li⊕
j=1
pijkQ.
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Let m = max{|pi1|, . . . , |p
i
li
|} where |pij | is the length of the path p
i
j. Then
every path in Q starting at i of length at least m has the form pijq for some
path q. Hence,
(eikQ)≥m ⊆
li⊕
j=1
pijkQ ⊆ eikQ.
As eikQ/(eikQ)≥m has finite dimension, eikQ/
⊕li
j=1 p
i
jkQ has finite dimen-
sion. Therefore, π∗eikQ ∼=
⊕li
j=1 π
∗pijkQ in QGr kQ.
Since pijkQ
∼= et(pij)kQ(−|p
i
j |), we get
π∗eikQ ∼=
li⊕
j=1
π∗et(pij )
kQ(−|pij |).
in QGr kQ. By shifting we get, for any z ∈ Z, an isomorphism in QGr kQ
π∗eikQ(z) ∼=
li⊕
j=1
π∗et(pij)
kQ(z − |pij |).
Again, by Proposition 3.2 of [10], given any finitely generated projective
M ∈ QGr kQ, there is an isomorphism
M ∼=
⊕
i∈Q0

⊕
j∈Ji
π∗eikQ(−nij)
mij

 .
However, for every non cyclic vertex i, the summands π∗eikQ(−nij) will be
isomorphic to a sum of shifts of the projectives {π∗eνlkQ} for cyclic vertices
νl. Hence, given any finitely generated projective M ∈ QGr kQ, there is an
isomorphism
M ∼=
p⊕
i=1

⊕
j∈Ji
π∗eνikQ(−nij)
mij

 .
Therefore, the group K0(QGr kQ) is generated by all the elements
{[π∗eνikQ(z)] = [Pνi(z)] | 0 ≤ i ≤ p, z ∈ Z}.
The relation (8-4) requires using the elements [Pi(z)] for all vertices i,
not just the cyclic vertices. However, as NR = RM we get
RP(z) = RMP(z − 1) = NRP(z − 1).
Now RνiP(z) is the νi-th entry of MP(z) which is just [Pνi(z + 1)], and
hence,
RP(z) = ([Pν1(z + 1)], . . . , [Pνp(z + 1)])
T .
If we let P ′(z) = ([Pν1(z)], . . . , [Pνp(z)])
T then we get a way to relate the
[Pνi(z)] with the [Pνi(z− 1)] with out using the other elements [Pi(z− 1)]
where i is a non cyclic vertex, namely:
P
′(z + 1) = NP ′(z).
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As N is an invertible matrix over Z, we also get P ′(z) = N−1P ′(z +1). It
follows by induction that
P
′(z) = N zP ′(0)(8-5)
for all z ∈ Z. As P ′(0) = ([Pν1 ], . . . , [Pνp ])
T we find that
{[Pν1 ], . . . , [Pνp ]}
is a set of generators for K0(QGr kQ). Since K0(QGr kQ) is a free abelian
group of rank p and the elements {[Pν1 ], . . . , [Pνp ]} generate K0(QGr kQ)
they are a Z-basis for K0(QGr kQ). Thus, we have established the following
proposition:
Proposition 8.9. K0(QGr kQ) is a free abelian group with basis
{[Pν1 ], . . . , [Pνp ]}.
Moreover, every finitely generated projective M ∈ QGr kQ is isomorphic to
a sum of shifts of the objects {Pν1 , . . . ,Pνp}.
Let ψ : K0(QGr kQ) → Z
p be the isomorphism ψ([Pνi ]) = ei, where ei
is the usual i-th basis vector in Zp. As was already noted, every element in
QGr kQ is isomorphic to a direct sum of Pνi(z) and these are related by
equation (8-5). Hence, to understand the positive cone K0
+(QGr kQ), we
need to understand the matrices N z for z ∈ Z.
The matrix N was defined so that NR = RM where R is the p×n matrix
whose i-th row is Rνi the νi-th row of the matrix M . The elements bij of N
satisfy
(8-6) Rνi(2) =
p∑
j=1
bijRνj .
Moreover, bij = 0 if j < i, and bii = 1. Using this we can recursively solve
for the bij in terms of the aij . Comparing the k-th entries of both sides of
8-6 yields
aνi,k(2) =
p∑
j=1
bijaνjk = aνik +
p∑
j=i+1
bijaνjk.
If we pick k = νi+1, then aνj ,νi+1 = 0 for j > i+ 1 and hence
aνi,νi+1(2) = aνi,νi+1 + bi,i+1aνi+1,νi+1
giving
bi,i+1 = aνi,νi+1(2)− aνi,νi+1 .
More generally, picking k = νi+l gives
aνi,νi+l(2) =
p∑
j=1
bijaνj ,νi+l .
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Since aνj ,νi+l = 0 if j > i+ l, bi,j = 0 if j < i and bii = 1, the sum reduces to
aνi,νi+l(2) = aνi,νi+l +
i+l∑
j=i+1
bi,jaνj ,νi+l = aνi,νi+l +
l∑
j=1
bi,i+jaνi+j ,νi+l .
Hence, because aνi+l,νi+l = 1, we can solve for bi,i+l to get
bi,i+l = aνi,νi+l(2)− aνi,νi+l −
l−1∑
j=1
bi,i+jaνi+j ,νi+l.
Proposition 8.10. For the moment, let ai,j denote aνi,νj . The elements
bi,i+l of the matrix N are given by bi,i+1 = ai,i+1(2) − ai,i+1 and for l > 1,
bi,i+l = (ai,i+l(2)− ai,i+l) +(8-7)
l−1∑
d=1
∑
1≤j1<j2<···<jd≤l−1
(−1)d(ai,i+j1(2) − ai,i+j1)ai+j1,i+j2ai+j2,i+j3 · · · ai+jd,i+l.
Proof. The case l = 1 was already observed. Suppose the formula holds for
all 1 ≤ j < l and i + l ≤ p. bi,i+l is related to bi,i+j for 1 ≤ j < l by the
relation
bi,i+l = ai,i+l(2) − ai,i+l −
l−1∑
j=1
bi,i+jai+j,i+l.
By the inductive hypothesis, each bi,i+j term has the form 8-7. Therefore,
bi,i+jai+j,i+l = (ai,i+j(2)− ai,i+j)ai+j,i+l +
j−1∑
d=1
∑
1≤j1<···<jd≤j−1
(−1)d(ai,i+j1(2)− ai,i+j1)ai+j1,i+j2 · · · ai+jd,i+jai+j,i+l.
Hence,
l−1∑
j=1
bi,i+jai+j,i+l =
l−1∑
j=1
(ai,i+j(2)− ai,i+j)ai+j,i+l +
l−1∑
j=2
j−1∑
d=1
∑
1≤j1<···<jd≤j−1
(−1)d(ai,i+j1(2) − ai,i+j1)ai+j1,i+j2 · · · ai+jd,i+jai+j,i+l.
Using the fact that
∑l−1
j=2
∑j−1
d=1 =
∑l−2
d=1
∑l−1
j=d+1, changing some summation
variables and inputting a few extra minus signs we can rewrite the above
equation as
l−1∑
j=1
bi,i+jai+j,i+l = −
l−1∑
j1=1
(−1)1(ai,i+j1(2)− ai,i+j1)ai+j1,i+l −
l−2∑
d=1
l−1∑
j=d+1
∑
1≤j1<···<jd≤j−1
(−1)d+1(ai,i+j1(2)− ai,i+j1)ai+j1,i+j2 · · · ai+jd,i+jai+j,i+l
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Thinking of j = jd+1 we can write the sum
∑l−1
j=d+1
∑
1≤j1<···<jd≤j−1
as∑
1≤j1<···<jd<jd+1≤l−1
. Hence,
l−1∑
j=1
bi,i+jai+j,i+l = −
l−1∑
j1=1
(−1)1(ai,i+j1(2) − ai,i+j1)ai+j1,i+l −
l−2∑
d=1
∑
1≤j1<···<jd+1≤l−1
(−1)d+1(ai,i+j1(2) − ai,i+j1)ai+j1,i+j2 · · · ai+jd,i+jd+1ai+jd+1,i+l
We can rewrite the equation above as
l−1∑
j=1
bi,i+jai+j,i+l = −
l−1∑
j1=1
(−1)1(ai,i+j1(2) − ai,i+j1)ai+j1,i+l −
l−1∑
d=2
∑
1≤j1<···<jd≤l−1
(−1)d(ai,i+j1(2)− ai,i+j1)ai+j1,i+j2 · · · ai+jd−1,i+jdai+jd,i+l
= −
l−1∑
d=1
∑
1≤j1<···<jd≤l−1
(−1)d(ai,i+j1(2)− ai,i+j1)ai+j1,i+j2 · · · ai+jd−1,i+jdai+jd,i+l
Therefore,
bi,i+l = ai,i+l(2)− ai,i+l −
l−1∑
j=1
bi,i+jai+j,i+l = ai,i+l(2) − ai,i+l +
l−1∑
d=1
∑
1≤j1<···<jd≤l−1
(−1)d(ai,i+j1(2) − ai,i+j1)ai+j1,i+j2 · · · ai+jd,i+l
showing the formula holds for bi,i+l. 
Proposition 8.11. If νi and νi+l are incomparable, then bi,i+l = 0. If νi+l
is minimal over νi then
bi,i+l = aνi,νi+l(2)− aνi,νi+l > 0.
Proof. Recall that we are working with a quiver Q in which every simple
cycle is a loop, and for which there is a path between two distinct cyclic
vertices if and only if there is an arrow between them. Hence, νi  νj if and
only if ai,i+l 6= 0. Recall we are writing ai,i+l for aνi,νi+l .
If νi and νi+l are incomparable, then ai,i+l(m) = 0 for all m as there are
no paths from νi to νi+l.
Consider a typical term in the sum in equation 8-7:
ai,i+j1(n)ai+j1,i+j2 · · · ai+jd,i+l
where n is either 1 or 2. If this is not zero then there is a path of the form
νi // νi+j1 // · · · // νi+jd
// νi+l
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which shows νi ≺ νi+j1 ≺ · · · ≺ νi+l which is a contradiction. Hence, every
term in the sum in equation 8-7 is zero. As ai,i+l(m) = 0 for all m we deduce
from equation 8-7 that bi,i+l = 0.
Suppose νi+l is minimal over νi. Since νi  νi+l, there is an arrow from
νi to νi+l. For every such arrow a, we get two paths from νi to νi+l of length
2 by either first traversing the loop at νi then followed by a or traversing
a followed by the loop at νi+l. Hence, aνi,νi+l(2) ≥ 2aνi,νi+l which implies
aνi,νi+l(2)− aνi,νi+l ≥ aνi,νi+1 > 0.
Again, if any term ai,i+j1(n)ai+j1,i+j2 · · · ai+jd,i+l in the sum of equation
8-7 is not zero, then there must be a path from νi to νi+l which passes
through another cyclic vertex. This is a contradiction to the assumption
that νi+l is minimal over νi. Hence, every term in the sum is zero and we
are left with
bi,i+l = aνi,νi+l(2)− aνi,νi+l > 0.

The binomial coefficients
(
m
i
)
, for a fixed i, determine polynomial func-
tions with rational coefficients:(
m
i
)
=
m(m− 1) · · · (m− i+ 1)
i!
.
Let fi(m) denote this polynomial function. Then fi has degree i and the
roots are precisely {0, 1, . . . , i− 1}.
Consider the n× n Jordan block matrix
J(1, n) =


1 1 0 · · · 0
0 1 1 · · · 0
. . .
0 0 0 · · · 1

 .
For any function g analytic around 1, the ij-th entry of g(J(1, n)) is 0 if
i > j and g(j−i)(1)/(j− i)! if i ≤ j. In particular, if g(t) = tz for z ∈ Z, then
1
i!
(
d
dt
)i
tz|t=1 =
z(z − 1) · · · (z − i+ 1)
i!
= fi(z).
Therefore, for all z ∈ Z, (J(1, n)z)ij = 0 if i > j while
(J(1, n)z)ij = fj−i(z)
for i ≤ j.
For the matrix N = (bij), all the eigenvalues of N are 1 and N is up-
per triangular. Hence, we can put N into Jordan canonical form over
Q. Therefore, there is an invertible matrix S ∈ Mp(Q) such that N =
S−1 (J(1, n1)⊕ · · · ⊕ J(1, nl))S where n1 + · · · + nl = p. Therefore,
N z = S−1 (J(1, n1)
z ⊕ · · · ⊕ J(1, nl)
z)S.
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Since the entries of J(1, ni)
z are rational polynomial functions of z and the
entries of S and S−1 are rational, we determine that the entries, bij(z), of
N z are rational polynomials of z.
The matrix N can be written as N = I+U where I is the identity matrix
and U is a strictly upper triangular matrix. Since U and I commute, Um = 0
for m ≥ p and
(
m
l
)
= 0 if m < l, we can write
Nm = (I + U)m =
m∑
l=0
(
m
l
)
U l =
p−1∑
l=0
(
m
l
)
U l.
If we let uij(l) be the ij-th entry of U
l then we determine
bij(m) =
p−1∑
l=1
(
m
l
)
uij(l) =
p−1∑
l=0
fl(m)uij(l)
which is a rational polynomial function inm. Since bij(z) and
∑p−1
l=0 fl(z)uij(l)
are rational polynomials and bij(m) =
∑p−1
l=0 fl(m)uij(l) for all m ∈ N,
bij(z) =
p−1∑
l=0
fl(z)uij(l).
As N is upper triangular we know bij(z) = 0 if i > j. We can also see that
bij(z) is a polynomial of degree at most j − i since uij(l) = 0 if l > j − i.
Proposition 8.12. If νi and νi+l are incomparable, then bi,i+l(z) = 0. If
νi+l is minimal over νi, then bi,i+l(z) = bi,i+l · z = (aνi,νi+l(2) − aνi,νi+l)z.
Proof. If νi+l is minimal over νi then we know bi,i+l = aνi,νi+l(2)−aνi,νi+l > 0
by Proposition 8.11.
The elements uij(m), for m ≥ 2, are given by
uij(m) =
p∑
k1=1
· · ·
p∑
km−1=1
ui,k1uk1,k2 · · · ukm−1,j.
The entries of U satisfy uij = bij if i < j while uij = 0 if i ≥ j. Hence, in a
typical term ui,k1uk1,k2 · · · ukm−1,j , if k1 ≤ i, then ui,k1 = 0, if km−1 ≥ j then
ukm−1,j = 0 or if ki+1 ≤ ki then uki,ki+1 = 0. Hence, the only time the term
is not necessarily zero is when i < k1 < · · · < km−1 < j in which case
ui,k1uk1,k2 · · · ukm−1,j = bi,k1bk1,k2 · · · bkm−1,j.
If νi and νi+l are incomparable then for any i < k1 < · · · < km−1 < i+ l,
the term
bi,k1bk1,k2 · · · bkm−1,j
must be zero. If not, then by Proposition 8.11, it follows that νi ≺ νk1 ≺
· · · ≺ νkm−1 ≺ νi+l which is a contradiction as νi 6≺ νi+l. Hence, ui,i+l(m) =
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0 for m ≥ 2. However, ui,i+l(1) = ui,i+l = bi,i+l = 0 and ui,i+l(0) = 0 also
holds. Hence,
bi,i+l(z) =
p−1∑
j=0
fj(z)ui,i+l(j) = 0.
In the case where νi+l is minimal over νi, we have
bi,k1bk1,k2 · · · bkm−1,i+l = 0
for otherwise, bi,k1 , bki,ki+1 , bkm−1,i+l 6= 0 implies νi ≺ νk1 ≺ · · · ≺ νi+l which
contradicts the minimality of νi+l over νi. Thus, ui,i+l(m) = 0 for m ≥ 2.
Therefore,
bi,i+l(z) =
p−1∑
m=0
fm(z)ui,i+l(m) = ui,i+l(0) + f1(z)ui,i+l(1) = zbi,i+l.

Recall, the group K0(QGr kQ) is free with basis
{[Pν1 ], . . . , [Pνp ]}
and there are the relations
P
′(z) = N zP ′(0)
where P ′(z) = ([Pν1(z)], . . . , [Pνp(z)])
T . Hence, in K0(QGr kQ),
[Pνi(z)] =
p∑
j=1
bij(z)[Pνj ].
It was already observed that every finitely generated projective M ∈
QGr kQ is isomorphic to a direct sum of objects of the form Pνi(z) =
π∗eνikQ(z). Hence, the positive cone of K0(QGr kQ) is generated as a
monoid by the elements {[Pνi(z)] | z ∈ Z, i = 1, . . . , p}.
We have an isomorphism ψ : K0(QGr kQ) → Z
p which sends [Pνi ] to
ei. It will now be shown that under this isomorphism, ψ(K0(QGr kQ)
+) =
∆(EQ).
Recall that ∆(EQ) is the submonoid of Z
p generated by elements of the
form
ei +
∑
i≺k
zkek
where zk ∈ Z. Since bij(z) = 0 if i > j, bii(z) = 1 and bij(z) = 0 if νi and νj
are incomparable, we determine
ψ([Pνi(z)]) =
p∑
j=1
bij(z)ψ([Pνj ]) = ei +
∑
i≺j
bij(z)ej ∈ ∆(EQ).
Hence, ψ(K0
+(QGr kQ)) ⊆ ∆(EQ).
Since EQ is a finite poset, it has maximal elements. Let L1 be the set of
all maximal elements of EQ. Inductively define Ln to be the set of maximal
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elements of the poset EQ r (L1 ∪ · · · ∪ Ln−1) if the latter is non empty,
otherwise Ln = ∅.
Let v = (v1, . . . , vn) ∈ ∆(EQ). If supp(v) ⊂ L1, then every element in
supp(v) is minimal in supp(v) and we can write v =
∑
i∈supp(v) niei where
ni > 0. Hence, the element [M ] = [
⊕
i∈supp(v) P
ni
νi
] is in K+0 (QGr kQ) and
ψ([M ]) = v.
Suppose we have shown every element v ∈ ∆(EQ) for which supp(v) ⊂
L1 ∪ · · · ∪ Lr is in ψ(K
+
0 (QGr kQ)).
Consider an element
niei +
∑
i≺k
zkek ∈ ∆(EQ)
where i ∈ Lr+1 and ni ≥ 1. Let i1, . . . , il be all the elements in EQ which
are minimal over i. Since νij is minimal over νi, Propositions 8.11 and 8.12
imply bi,ij (z) = bi,ijz and bi,ij = aνi,νij (2) − aνi,νij > 0. Hence, we can find
a z ∈ Z such that zij − bi,ij(z) > 0 for all i1, . . . , il.
Write
niei +
∑
i≺k
zkek = (ni − 1)ei + ei +
∑
i≺k
bik(z)ek +
∑
i≺k
(zk − bik(z))ek.
Notice the support of the vector v = (v1, . . . , vp) =
∑
i≺k(zk − bik(z))ek is
contained in (i,∞) = {k | i ≺ k} ⊂ L1 ∪ · · · ∪ Lr. Also, by the choice of z,
the term vij = zij − bi,ij (z) > 0 for all ij minimal over i. By Lemma 8.6,
v ∈ ∆(EQ) since vk > 0 for all k minimal in supp(v).
Since v ∈ ∆(EQ) and supp(v) ⊂ L1 ∪ · · · ∪ Lr, we know v = ψ([M ]) for
some finitely generated projective object M ∈ QGr kQ. Therefore,
ψ([Pni−1νi ⊕Pνi(z)⊕M ]) = (ni−1)ei+ei+
∑
i≺k
bik(z)ek+v = niei+
∑
i≺k
zkek.
Thus, every element of the form niei +
∑
i≺k zkek with i ∈ Lr+1 is in
ψ(K0
+(QGr kQ)). If v ∈ ∆(EQ) and supp(v) ⊂ L1 ∪ · · · ∪ Lr ∪ Lr+1, then
we can write v =
∑
i∈L1∪···∪Lr+1
(niei +
∑
i≺k z
i
kek) where the ni ≥ 0 and
zik = 0 for all i ≺ k if ni = 0. Since every element of the form niei+
∑
i≺k z
i
kek
appearing in v is in ψ(K0
+(QGr kQ)), we get v ∈ ψ(K0
+(QGr kQ)). There-
fore, every vector v ∈ ∆(EQ) with supp(v) ⊂ L1∪· · ·∪Lr+1, is in the image
of K0
+(QGr kQ).
Since EQ ⊂ L1 ∪ · · · ∪ Ln for n ≫ 0, we get by induction that ∆(EQ) ⊂
ψ(K0
+(QGr kQ)).
Thus, ψ : K0(QGr kQ)→ Z
p is a group isomorphism such that
ψ(K0
+(QGr kQ)) = ∆(EQ)
and Theorem 8.7 is proved.
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9. An explicit equivalence.
9.1. The proof of Theorem 1.4 using Grothendieck groups gives the exis-
tence of an equivalence QGr kQ ≡ QGr kQ′ when EQ = EQ′ . This Section
gives an explicit description of an equivalence.
Given a path algebra kQ of finite GK-dimension, the element (1, 1, · · · , 1) ∈
∆(EQ) ⊂ Z
p is an order unit. To see this just note that for any (v1, . . . , vp) ∈
Zp,
n(1, . . . , 1)− (v1, . . . , vp) ∈ N
p ⊂ ∆(EQ)
for n≫ 0.
The isomorphism from K0(QGr kQ)→ Z
p was constructed by first using
the Veronese equivalence V : QGr kQ → QGr kQ(n) for a sufficient choice
of n and then mapping the elements [π∗eνikQ
(n)]→ ei where the νi are the
cyclic vertices of Q. Let P = eν1kQ⊕ · · · ⊕ eνpkQ ∈ Gr kQ. Then under the
isomorphism K0(QGr kQ)→ Z
p;
[⊕pi=1π
∗eνikQ]
✤ V // [⊕pi=1π
∗eνikQ
(n)] ✤
ψ
// (1, . . . , 1)
Therefore, the element [π∗P ] is an order unit in K0(QGr kQ).
For an ultramatricial algebra A, a finitely generated projective module is
an order unit in K0(A) if and only if it is a generator, see Chapter 20 of
[6]. Hence, π∗P is a finitely generated projective generator in the category
QGr kQ ≡ ModS(Q) which implies there is an equivalence of categories
HomQGr kQ(π
∗P,−) : QGr kQ→ ModEndQGr kQ(π
∗P ).
Following the ideas in [10], we can show EndQGr kQ(π
∗P ) is an ultrama-
tricial algebra.
A basis of the graded vector space P consists of all paths in Q that begin
at a cyclic vertex. The torsion elements of P are all paths which end at a
vertex v which is the source of only finitely many paths. Hence, the torsion
submodule τP has a basis consisting of all paths in Q that start at a cyclic
vertex and end at a vertex v which is the source of only finitely many paths.
The natural quotient map P → P/τP is an isomorphism in QGr kQ and
thus induces an isomorphism of algebras
EndQGr kQ(π
∗P ) ∼= EndQGr kQ(π
∗(P/τP )).
Write P ′ for P/τP .
By definition,
EndQGr kQ(π
∗(P ′)) = lim−→HomGr kQ(M,P
′/N)
where the direct limit is over all pairs M,N such that P ′/M and N are
torsion. Since P ′ is a finitely generated module, if P ′/M is torsion then
P ′/M must be finite-dimensional. Thus, M ⊃ P ′≥n for some n. As P
′ is
torsion free it follows that
EndQGr kQ(π
∗P ′) = lim
−→
n
HomGr kQ(P
′
≥n, P
′)
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where the structure maps in the direct limit are given by restriction of
morphisms.
Since graded morphisms must preserve degree,
HomGr kQ(P
′
≥n, P
′) ∼= HomGr kQ(P
′
≥n, P
′
≥n))
as vector spaces and thus there is an isomorphism of vector spaces
EndQGr kQ(π
∗P ′) ∼= lim−→
n
HomGr kQ(P
′
≥n, P
′
≥n)
However, from the definition of composition in QGr kQ it can be checked
that this isomorphism of vector spaces respects composition and is thus a
k-algebra isomorphism.
As P ′≥n = P
′
nkQ, each morphism ϕ ∈ HomGr kQ(P
′
≥n, P
′
≥n) is completely
determined by ϕ|P ′n : P
′
n → P
′
n which is a morphism of right kQ0-modules.
Hence, there is an injective k-algebra map
HomGr kQ(P
′
≥n, P
′
≥n)→ HomkQ0(P
′
n, P
′
n).
Suppose ϕ ∈ HomkQ0(P
′
n, P
′
n). Given a path p = a1 · · · an · · · an+i of
length n+ i which is not in τP , define
ϕ(p) = ϕ(a1 · · · an)an+1 · · · ai ∈ P
′.
Since paths in P not in τP form a basis for P ′ = P/τP , this exten-
sion of ϕ defines a graded vector space map ϕ : P ′≥n → P
′
≥n which can
be seen to be morphism of graded kQ-modules. Hence, the natural map
HomGr kQ(P
′
≥n)→ HomkQ0(P
′
n, P
′
n) is an isomorphism.
As a vector space, we can write P ′n = ⊕i∈Q0P
′
nei. Any right kQ0 mod-
ule morphism ϕ : P ′n → P
′
n must satisfy ϕ(P
′
nei) ⊂ P
′
nei. Hence, any
ϕ ∈ EndkQ0(P
′
n) is completely determined by linear transformations ϕi :
P ′nei → P
′
nei. Moreover, given linear maps ψi : P
′
nei → P
′
nei, there is a right
kQ0-module homomorphism ψ : P
′
n → P
′
n such that ψ|P ′nei = ψi. Hence,
HomkQ0(P
′
n, P
′
n) is a product of matrix algebras.
Thus, the endomorphism algebra EndQGr kQ(π
∗P ) ∼= EndQGr kQ(π
∗P ′) is
a direct limit of matricial algebras and is thus an ultramatricial algebra.
Proposition 9.1. Let kQ be a path algebra of finite GK-dimension. Let
P = ⊕eνikQ where the sum is over all cyclic vertices. Then EndQGr kQ(π
∗P )
is an ultramatricial algebra. Moreover, π∗P is a finitely generated projective
generator so the functor HomQGr kQ(π
∗P,−) is an equivalence of categories
QGr kQ ≡ ModEndQGr kQ(π
∗P ).
From the equivalence ModEndQGr kQ(π
∗P ) ≡ QGr kQ, we get an isomor-
phism of pre-ordered abelian groups
(K0(EndQGr kQ(π
∗P )),K0
+(EndQGr kQ(π
∗P )) ∼= (Zp,∆(EQ))
which sends [EndQGr kQ(π
∗P )] to the element (1, . . . , 1).
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Suppose kQ′ is another path algebra of finite GK-dimension and EQ′ =
EQ. Let P
′ be the element ⊕eµikQ
′ where the sum is over cyclic vertices of
Q′. Then we get isomorphisms of preordered abelian groups
(K0(EndQGr kQ(π
∗P )),K0(EndQGr kQ(π
∗P )+)→ (Zp,∆(EQ)) =
(Zp,∆(EQ′)→ (K0(EndQGr kQ′(π
∗P ′)),K0(EndQGr kQ′(π
∗P ′)+)
where [EndQGr kQ(π
∗P )] 7→ [EndQGr kQ′(π
∗P ′)].
Hence, EndQGr kQ(π
∗P ) and EndQGr kQ′(π
∗P ′) are ultramatricial algebras
for which there is an isomorphism of their Grothendieck groups which sends
the order unit [EndQGr kQ(π
∗P )] to the order unit [EndQGr kQ′(π
∗P ′)]. The
following Theorem in [6] then implies EndQGr kQ(π
∗P ) and EndQGr kQ′(π
∗P ′)
are isomorphic as k-algebras.
Theorem 9.2 ([6], Thm 15.26 page 221). Let R and S be ultrmatricial
algebras. If there is an isomorphism (K0(R),K0
+(R)) → (K0(S),K0
+(S))
which sends [R]→ [S], then R ∼= S as k-algebras.
Hence, we now have an explicit description of the equivalence QGr kQ ≡
QGr kQ′.
QGr kQ
≡ // ModEnd(π∗P )
≡ // ModEnd(π∗P ′) QGr kQ′
≡oo
The first and third equivalences are coming from “homing” out of the ob-
jects π∗P and π∗P ′ respectively while the middle is due to the isomorphism
EndQGr kQ(π
∗P ) ∼= EndQGr kQ′(π
∗P ′).
10. Path Algebras of GK-dimension one.
10.1. This last section shows QGr kQ is a semisimple category when the
path algebra has GK-dimension 1. This also takes care of the left and
right Noetherian path algebras as such algebras will be shown to have GK-
dimension at most 1.
Suppose kQ is a path algebra of GK-dimension one. Given any cycle C
in Q, there are no cycles larger than C. Hence, if v is a cyclic vertex, then
there are only finitely many paths that start at v which do not end at a
vertex in C. Using the notation set up at the beginning of section 5, the
projective resolution for Pv is
0 //
⊕
pma1 · · · aibkQ
ι // evkQ // Pv // 0.
Since there are only finitely many paths of the form bq when b 6= ai starts
at a cyclic vertex, we know
pma1 · · · aibkQ
is finite dimensional and hence torsion. Hence, pushing the above exact
sequence through π∗ induces an isomorphism
π∗(evkQ) ∼= π
∗Ov.
This shows in particular, that the simple objects in QGr kQ are projective.
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The progenerator π∗P = ⊕π∗eνikQ is therefore isomorphic to the sum of
the cyclic point modules
π∗P ∼=
⊕
π∗Oνi .
Lemma 10.1. Let M be a point module over an N-graded k-algebra A.
Then
EndQGrA(π
∗M) ∼= k.
Proof. Write M =
⊕
kei where ei is a basis element for Mi. By definition,
EndQGrA(π
∗M) = lim
−→
HomGrA(M
′,M/M ′′)
where the direct limit is over all graded submodulesM ′,M ′′ of M such that
M/M ′ and M ′′ are torsion. Since M is a point module, the only non-zero
graded submodules are those of the formM≥n for n ≥ 0. Since none of these
submodules are torsion and all have torsion cokernels, we get
EndQGr kQ(π
∗M) = lim
−→
n
HomGrA(M≥n,M).
If ϕ : M≥n → M , then for all i ≥ n, there exists βi ∈ k such that ϕ(ei) =
βiei. Since M is a point module, there exists ai ∈ A1 such that ei+1 = eiai.
Hence,
βiei+1 = βieiai = ϕ(ei)ai = ϕ(eiai) = ϕ(ei+1) = βi+1ei+1
which implies βi = βn for all i ≥ n. This shows
HomGrA(M≥n,M) ∼= k
for all n ∈ N. Moreover, the canonical map
HomGrA(M≥n,M)→ HomGrA(M≥n+i,M),
which determines the direct limit, is the identity when the Hom spaces are
identified with k. Thus,
EndQGr kQ(π
∗M) ∼= k.

Proposition 10.2. Let kQ be a path algebra of GK-dimension one. Let
P = ⊕eikQ be the object defined above. Then
EndQGr kQ(π
∗P ) ∼= kn
where n is the number of cyclic vertices in Q.
Proof. By Lemma 10.1 we know EndQGr kQ(Ov) = k for each cyclic vertex
v. Moreover, Ov 6∼= Ow if v 6= w. Hence,
EndQGr kQ(π
∗P ) ∼=
∏
EndQGr kQ(Ov) ∼= k
n
where n is the number of cyclic vertices. 
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Theorem 10.3. Let kQ be a path algebra of GK-dimension one. Then there
is an equivalence of categories
QGr kQ ≡ Mod kn
where n is the number of cyclic vertices in Q.
Proof. This follows from the equivalence QGr kQ ≡ ModEndQGr kQ(π
∗P )
and the isomorphism EndQGr kQ(π
∗P ) ∼= kn where n is the number of cyclic
vertices. 
10.2. Noetherian path algebras. As before, path algebras are assumed
to be have infinite dimension.
There is a simple condition on the quiver Q which determines when kQ
is right or left Noetherian.
• A path algebra kQ is left Noetherian if and only if for each cyclic
vertex v, there is only one arrow whose target is v.
• A path algebra kQ is right Noetherian if and only if for each cyclic
vertex v, there is only one arrow whose source is v.
Notice that the presence of a doubly cyclic vertex implies the existence of
a cyclic vertex which is the source of at least two distinct arrows. Hence, a
left or right Notherian path algebra has no doubly cyclic vertices. Therefore,
if kQ is left or right Noetherian, then kQ has finite GK-dimension.
If C1 and C2 are distinct simple cycles of Q, then a path from a vertex
of C1 to vertex of C2 implies there are cyclic vertices v and u such that v
is the source of more than one arrow and u is the target of more than one
arrow. Hence, there can be no paths between simple cycles in Q if kQ is left
or right Noetherian. Therefore, if kQ is left or right Noetherian, then every
element of the poset C(Q) is maximal (and minimal) which implies kQ has
GK-dimenion one.
Since a right or left Noetherian path algebra has GK-dimension one, The-
orem 10.3 has the following corollary.
Corollary 10.4. Let kQ be a left or right Noetherian path algebra. Then
QGr kQ ≡ Mod kn
where n is the number of cyclic vertices in Q.
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