Adaptive changes of inner retina function in response to sustained pattern stimulation  by Porciatti, Vittorio & Ventura, Lori M.
Vision Research 49 (2009) 505–513Contents lists available at ScienceDirect
Vision Research
journal homepage: www.elsevier .com/locate /v isresAdaptive changes of inner retina function in response to sustained
pattern stimulation
Vittorio Porciatti *, Lori M. Ventura
Bascom Palmer Eye Institute, University of Miami Miller School of Medicine, 900, N.W. 17th Street, Miami, FL 33136, USA
a r t i c l e i n f o a b s t r a c tArticle history:
Received 6 August 2008
Received in revised form 4 December 2008
Keywords:
Retinal ganglion cell function
Pattern electroretinogram
Energy metabolism0042-6989/$ - see front matter  2008 Elsevier Ltd. A
doi:10.1016/j.visres.2008.12.001
* Corresponding author. Fax: +1 305 482 4567.
E-mail address: vporciatti@med.miami.edu (V. PoWe have characterized adaptive changes of inner retina function in response to sustained pattern stim-
ulation in 32 normal subjects with an age range 23–77 years by measuring changes of the pattern elec-
troretinogram (PERG) as a function of time. Contrast-reversal stimuli had square-wave proﬁle in space
and time, with peak spatial and temporal frequency and high contrast to maximize response amplitude.
The PERG signal was sampled over 5 min with a resolution of 15 s. PERG signals were non-stationary,
resulting in either progressive amplitude decline or even enhancement to a plateau, with a time course
that could be well described by an exponential function with a time constant of 1–2 min. Higher initial
amplitudes were generally associated with amplitude decline, and lower initial amplitudes with
enhancement. The delta amplitude (plateau minus initial) was a linear function of the initial amplitude.
The magnitude of delta decreased with decreasing initial amplitude and inverted its sign for initial ampli-
tudes about 1/3 lower than the maximum initial amplitude measured, but still about 3–4 times larger
than the noise. Amplitude decline was generally associated with phase lag, whereas amplitude enhance-
ment was associated with phase advance. Altogether, PERG generators appear to slowly adjust their gain
in order to keep their sustained activity at an intermediate level that is rather independent of the level of
activity at stimulus onset. This behavior is reminiscent of a buffering mechanism, where glial cells may
play a primary role. An energy-budget model of neural–vascular–glial interaction is provided together
with an equivalent electrical circuit that accounts for the results.
 2008 Elsevier Ltd. All rights reserved.1. Introduction
When a neural ensemble is highly activated, there is a concur-
rent local increase in blood ﬂow (Roy & Sherrington, 1890) (func-
tional hyperemia), which represents one of the fundamental
mechanisms exploited in brain imaging (Logothetis & Wandell,
2004). While the cellular mechanisms underlying functional
hyperemia are not fully understood, it is generally believed that
neurons control in some way local changes in blood ﬂow, and
the glia plays an important role in neuro-vascular coupling (Fellin
& Carmignoto, 2004; Pellerin & Magistretti, 2004). A neural ensem-
ble must have the ability to maintain activity within a range of
conditions (dynamic equilibrium) through autoregulation of both
neural activity and blood supply. The dynamic equilibrium de-
pends on several factors including the metabolic demand of acti-
vated neurons, the available energy supply provided by local
blood ﬂow, and the ability of glial cells to deliver energy to active
neurons in a chemically compatible form and in a timely manner
(Fields & Burnstock, 2006; Pellerin & Magistretti, 2004). In the pri-
mate retina, the RGC metabolic demand is predicted to be veryll rights reserved.
rciatti).high for ion pumping in unmyelinated RGC axons (Kageyama &
Wong-Riley, 1984; Wang, Dong, Cull, Fortune, & Ciofﬁ, 2003). Con-
currently, the capillary network is denser in proximity to the optic
nerve head, where the optic nerve ﬁber layer is thicker (Snodderly,
Weinhaus, & Choi, 1992). The metabolic demand of glial cells to
sustain activated neurons as well as themselves may also be sub-
stantial (Winkler, Arnold, Brassell, & Puro, 2000). It is believed that
functional magnetic resonance imaging signals may reﬂect
changes in energy usage associated with neural activity (Attwell
& Laughlin, 2001; Lennie, 2003). Little is known about the temporal
dynamics of neural activity in response to sustained visual stimu-
lation in humans. Neural activity is generally derived from Evoked
Potentials or Evoked Magnetic ﬁelds through robust averaging in
order to minimize the noise (Regan, 1989). Robust averaging, how-
ever, assumes stationarity of signal with time and therefore pre-
cludes detailed analysis of the temporal dynamics. Here we show
that the physiologic activity of retinal ganglion cells (RGC) in re-
sponse to sustained presentation of a high-contrast pattern stimu-
lus of peak spatial and temporal frequency is non-stationary.
Rather, the temporal dynamics of RGC activity may display either
progressive amplitude decline to a plateau when the amplitude
of signal at stimulus onset is relatively high, or progressive ampli-
tude enhancement to a plateau when the amplitude of signal at
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provided that accounts for the results.
2. Methods
2.1. Subjects
Subjects of this study were 32 normal individuals of both sexes
and different age (range 23–77 years, mean age 41.7 ± 16 years).
Subjects were free of systemic or ocular diseases as assessed by
routine ophthalmologic examination, and had best corrected Snel-
len visual acuity of 20/20 or better. Subjects had refractive errors
smaller than 3.0 spherical diopters and ±1.5 cylindrical diopters.
The methods applied in the study adhered to the tenets of the Dec-
laration of Helsinki for the use of human subjects in biomedical re-
search. Institutional Review Board/Ethics Committee approval was
obtained for this study, and informed consent was obtained from
each subject before recording.
2.2. The pattern electroretinogram
The physiologic activity of RGC may be assessed by means of
the electroretinogram in response to contrast-modulated patterns
(Pattern ERG, PERG) (Maffei & Fiorentini, 1981; Porciatti, 2007;
Zrenner, 1990). The PERG stimulus offers the opportunity to
manipulate the dimensions of the stimulated area as well as the
characteristics of pattern elements at constant mean luminance.
This allows an approximate match between the size of pattern ele-
ments and the size of RGC receptive ﬁeld at different retinal eccen-
tricity (Drasdo, Thompson, & Arden, 1990; Hess & Baker, 1984).
Adjacent pattern elements can be temporally modulated either in
luminance contrast or in pure chromatic (red–green or blue–yel-
low) contrast to generate luminance-contrast PERG or chromatic-
contrast PERG that reﬂect the properties of different RGC subpop-
ulations (Morrone, Fiorentini, Bisti, Porciatti, & Burr, 1994; Mor-
rone, Porciatti, Fiorentini, & Burr, 1994; Sartucci et al., 2003).
Luminance-contrast PERG and chromatic-contrast PERG may be
differently altered in disease (Porciatti, Di Bartolo, Nardi, & Fioren-
tini, 1997; Porciatti & Sartucci, 1996; Sartucci et al., 2003). The
PERG amplitude in response to luminance-contrast gratings is both
spatially and temporally tuned, with a maximum at intermediate
frequencies and attenuation for both higher and lower frequencies
(Hess & Baker, 1984; Porciatti, Burr, Morrone, & Fiorentini, 1992).
The PERG amplitude increases progressively with increasing con-
trast (Porciatti, Sorokac, & Buchser, 2005; Zapf & Bach, 1999). The
PERG amplitude also increases using gratings with square-wave
in space and time compared to sine-wave. Therefore, choosing a
pattern with square-wave in space and time, with highest contrast,
and with peak spatial and temporal frequency allows maximizing
response amplitude (Hess & Baker, 1984). It has been previously
shown that various stimulus conditions that maximize ERG re-
sponse also elicit maximal, sustained increase of blood ﬂow
(40% compared to baseline) at the neuro-retinal rim of the optic
disk (Logean, Falsini, & Riva, 2002; Logean, Geiser, & Riva, 2005;
Riva, Logean, & Falsini, 2005). Flicker and pattern-evoked increase
of blood ﬂow at the optic nerve head show no signiﬁcant trend to-
ward a decrease or increase over 1 h of measurements (Riva et al.,
2005).
2.3. Technique of steady-state PERG recording
The technique of PERG recording has been described in detail
elsewhere (Porciatti & Ventura, 2004; Porciatti et al., 1992) and
has been adapted to evaluate non-stationarities. The spatio-tempo-
ral characteristics of the stimulus have been optimized to yield the
highest amplitude. The same spatio-temporal conditions that max-imize PERG or focal ERG amplitude have been reported to also eli-
cit maximal vascular response from capillaries overlying the optic
nerve head as measured by Laser Doppler Flowmetry (Logean et al.,
2002; Riva et al., 2005). Based on previous systematic studies of the
PERG properties, (e.g., Hess & Baker, 1984; Porciatti et al., 1992) the
stimulus was set at the peak spatial and temporal frequency, and
had maximum contrast. Speciﬁcally, the pattern stimulus con-
sisted of horizontal gratings with square-wave proﬁle (1.7 cycles/
degree, 25 diameter circular ﬁeld, 99% contrast, 40 cd/m2 mean
luminance), reversed in counterphase at 8.14 Hz (16.28 reversals/
s) and displayed on a TV monitor. The display was presented at
the bottom of a Ganzfeld dome kept at a constant mean luminance
of 4 cd/m2. In some experiments the contrast was set at different
values (99%, 50%, 25%) at constant mean luminance of 40 cd/m2.
In order to measure changes of signal with time, it is necessary that
baseline conditions remain stable. We have chosen skin electrodes
taped on the lower eyelids rather than traditional electrodes made
of metallic or carbon ﬁber electrodes in contact with the cornea or
inserted in the conjunctival sac (Bach et al., 2000; Porciatti &
Ventura, 2004). Inherent instability of corneal electrodes, (intru-
sion from eye movements, blinking) and/or decreased subject com-
pliance with time may result in non-speciﬁc temporal changes of
PERG signal and increased variability. Instability of corneal elec-
trodes caused by eye movements and/or blinking is not expected
to occur with skin electrodes. In addition, the quality of ﬁxation
and the level of comfort are not different from those typically
achieved in psychophysical experiments, in which subjects can
easily tolerate prolonged or repeated recording sessions. We have
used gold plated Grass electrodes (10 mm diameter) taped over
the lower eyelids and referenced to identical electrodes taped on
the ipsilateral temples. The common ground was on the central
forehead (Porciatti & Ventura, 2004). The obvious disadvantage of
skin electrodes compared to corneal electrodes is that the PERG
signal is reduced by a factor of two-to-three (McCulloch, Van
Boemel, & Borchert, 1997). However, the steady-state approach
(relatively fast averaging, Fourier analysis) allows recording PERG
from skin electrodes with signal-to-noise ratio comparable to that
of traditional corneal electrodes (Bach & Hoffmann, 2008; Porciatti
& Ventura, 2004). The signal-to-noise ratio was high enough to re-
cord reliable responses with a minimum of averaging (50 sweeps),
thereby allowing characterization of changes over time with sufﬁ-
ciently close sampling (15 s time bins) (Porciatti et al., 2005).
The PERG was recorded simultaneously from both eyes using a
commercially available system (Lace Elettronica, Rome, Italy). The
subjects ﬁxated on a target at the center of the stimulus with the
appropriate correction for a viewing distance of 30 cm. The presen-
tation of the pattern stimulus was preceded by a presentation of a
non-modulated uniform ﬁeld of the same mean luminance (40 cd/
m2) as the pattern stimulus, during which the signal was also ac-
quired to have a measure of the background noise. Subjects did
not receive dilating drops, and were allowed to blink freely. None
of the subjects reported visual strain or problems in maintaining
ﬁxation. This was also checked in six subjects by simultaneously
recording the electrooculogram (EOG) from the temporal elec-
trodes and checking that the EOG (measure of amplitude/fre-
quency of horizontal eye movements) did not change with time
over 20 min of continuous recording.
Signals were band pass ﬁltered (1–30 Hz), ampliﬁed (100,000-
fold), and averaged in synchrony with the stimulus frequency
(122.8 ms period, corresponding to two contrast reversals) in suc-
cessive averages of 50 sweeps each. The ﬁrst ﬁve sweeps of the ser-
ies (10 contrast reversals) were discarded from the analysis to
avoid spurious transients. Sweeps contaminated by eye blinks or
gross eye movements were automatically rejected over a threshold
voltage of 25 lV. Typically, one to three rejections per average oc-
curred. Due to intrinsic limitations of the commercial system,
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tion time for averaging 50 sweeps was longer than theoretically
needed by a factor of two (122.8 ms  2  50 = 12.28 s). Including
occasional rejections, the acquisition time for averaging 50 sweeps
was 15 s. Since the PERG was recorded in response to relatively
fast alternating gratings, the response waveforms were sinusoi-
dal-like with a frequency corresponding to the reversal rate
(Fig. 1). Tiny oscillations superimposed on the main modulation
are electro-magnetic artifacts at 65 Hz (the refresh rate of the
CRT monitor) that have been incompletely removed by short aver-
aging (50 sweeps only). Oscillations at 65 Hz do not interfere with
measurement of PERG amplitude and phase of the contrast-rever-
sal component, isolated by frequency domain analysis. Successive
averages were automatically evaluated using discrete Fourier
transform (DFT) to isolate the component at the reversal frequency
(16.28 Hz), whose amplitude in lV (1/2 of the peak to trough
amplitude) and phase in p rad have been measured. Phase values
are bound within ±1p rad. To avoid inherent discontinuity of phase
data around 0 and ±1p rad, phase readings were automatically un-
wrapped by subtracting actual readings from the value modulo of
2p rad (two minus actual reading). Phase values are thus bound
between 1 and 3p rad without discontinuities. At the reversal rate
of 16.28 Hz, the value modulo of 2p rad corresponds to 61.4 ms.
Phase advances (shorter latencies) are associated with increasing
values, and phase delays (longer latencies) are associated with
decreasing values.
2.4. Evaluating the temporal dynamics of PERG in response to steady-
state stimuli
In order to have an objective evaluation of the dynamic changes
of PERG amplitude, data recorded during stimulus presentation
were ﬁtted (Sigmaplot 9.01, Systat Software inc.) with an exponen-
tial decay function, [y = y0 + a exp(s/t)], where y is the PERG
amplitude at a given time after stimulus onset, y0 is the initial
amplitude, a is the delta between the plateau amplitude and the
initial amplitude, exp is the exponential symbol, t is time after
stimulus onset, and tau (s is the time constant of the decay func-
tion). Relevant outcome measures for the aims of this study are
the initial amplitude y0 and the delta amplitude a. The variability
of the response unrelated to the progressive changes with time
(i.e., ﬂuctuation around the decay function ﬁt) has been measuredFig. 1. Example of PERG waveforms (continuous tracings) recorded simultaneously
from the two eyes by means of skin electrodes in response to a high-contrast
grating of 1.6 cycles/degree alternating 16.28 times/s. The dashed sinusoids super-
imposed on the PERG waveform represent the 16.28 Hz Fourier component
automatically isolated by discrete Fourier transform.as root–mean–square (RMS) of the residuals. Fitting data on log-
linear scale did not improve the goodness of ﬁt, as measured by
R2. Tau data had a very broad distribution and are not reported.
It should be taken into account that in a substantial proportion
of subjects with small deltas, tau measurements are not expected
to be precise. Another limiting factor for the precision of tau
measurement is the low sampling rate (1/15 s). We have done sev-
eral analyses allowing tau to ﬂuctuate without constraints, con-
straining tau within the time window of the analysis, or even
locking tau to a speciﬁc value within the time window. The mea-
surement of deltas (the relevant outcome variable) was virtually
unaffected.
2.5. Protocol
Initial amplitudes and delta were assessed in all subjects using a
standardized protocol (1 min blank followed by 4 min or more of
pattern stimulus). Prior to testing, subjects were allowed at least
5 min exposure to the room background, approximately similar
to the stimulus mean luminance. The set of successive PERG aver-
ages acquired during the ﬁrst 4 min of stimulus presentation was
ﬁtted with an exponential decay function as described above to
calculate the initial amplitude and delta parameters. The set of
averages acquired during 1 min blank was used to have a measure
of noise level (mean: 0.15 ± 0.08 lV across subjects).
3. Results
An example of PERG progressive amplitude decline is shown
(Fig. 2). In this 33 year old female subject a uniform, non-modu-
lated stimulus was presented for 1 min (blank), and then the
pattern stimulus was presented for 5 min. During blank presenta-
tion, the PERG amplitude was at noise level, and the phase
assumed random values within the modulo. The major feature of
Fig. 2 is that during sustained pattern presentation, the PERG
amplitude slowly decreases with time in both eyes and tends to
level off. Data could be well ﬁt with an exponential decay function
with a time constant of about 2 min. The delta amplitude (plateau
minus initial amplitude) was negative. The phase tended to de-
crease with time (latency increases). An example of positive delta
is shown (Fig. 3). In this 68 year old female subject the initially
low PERG amplitude progressively increased with time, tended to
level off after about 2 min, and remained stable for at least
6 min. The response phase also tended to increase with time
(latency shortened).
A relevant point is whether spontaneous ﬂuctuations (RMS of
residuals of ﬁt) and noise impact the measurement of outcome
variables (initial amplitude and delta). We have previously shown
that response amplitude ﬂuctuation and noise are not related to
each other; these measures are neither related to initial amplitude,
delta, age, as well as nor length of recording. In general, deltas are
considerably larger than response ﬂuctuations (De Los Santos, Da
Rocha Lima, Ventura, & Porciatti, 2006). We have further investi-
gated the impact of response ﬂuctuation on the goodness of ﬁt (ini-
tial amplitude and delta parameters) by simulating conditions in
which a given decay function was systematically added with ran-
dom noise of different magnitude covering the range of ﬂuctua-
tions found in actual experimental conditions. As shown in Fig. 4,
initial amplitude and delta amplitude parameters are relatively
independent of the magnitude of ﬂuctuations.
Fig. 5 summarizes the major ﬁnding of this study. The difference
between ﬁnal and initial amplitude (delta) depends on the level of
initial amplitude (Fig. 5A). For relatively large initial amplitudes,
deltas have negative sign, indicating amplitude decline. For both
the right and left eyes, the magnitude of delta progressively de-
creases with decreasing initial amplitude. Delta amplitude as-
Fig. 2. Example of PERG decline. PERG amplitude (A) and phase (B) during
sequential presentation of either a blank ﬁeld or a patterned ﬁeld of high contrast
(gray bars over the x-axis). Data represent successive averages of 50 sweeps each
(15 s sampling time). In this subject, during the pattern presentation PERG
amplitude progressively declines to a plateau, whereas the phase tends to decrease.
Amplitude and phase data have been ﬁtted with an exponential decay function.
During the blank presentation the amplitude represents the noise level, and the
phase assumes random values.
Fig. 3. Example of PERG enhancement. PERG amplitude (A) and phase (B) during
sequential presentation of either a blank ﬁeld or a patterned ﬁeld of high contrast
(gray bars over the x-axis). Data represent successive averages of 50 sweeps each
(15 s sampling time). In this subject, during the pattern presentation the PERG
amplitude increases to a plateau; the phase also tends to increase. Amplitude and
phase data have been ﬁtted with an exponential decay function.
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1/3 of the maximum initial amplitudes and about 3.5 times larger
than the average noise (0.15 lV). For initial amplitudes smaller
than 0.56 lV, the sign of delta becomes positive, indicating ampli-
tude enhancement. The magnitude of positive delta increases with
decreasing initial amplitude, and this trend continues all the way
through the noise level. For both right and left eyes, the correlation
between delta and initial amplitude is very strong (R2 = 0.68,
P < 0.0001). Data can be well ﬁt with a linear regression
(delta = 0.29  0.52  initial amplitude); the 95% conﬁdence inter-
vals of the intercept with x-axis are well above zero. Delta phases
also display a trend that depends on the initial phase (Fig. 5B). Forrelatively high phase values, deltas have negative sign, indicating
that the responses tend to become slower with time. For relatively
slower initial phases, deltas have a positive value, indicating the re-
sponses tend to become faster with time. The correlation between
delta phase and initial phase is less strong than that of amplitude
(R2 = 0.35), but still highly signiﬁcant (P < 0.001). Data can be well
ﬁt with a linear regression (delta = 0.84  0.45  initial phase); for
delta = 0, the initial phase assumes a value of 1.85p rad. Initial
amplitude and initial phase are not related to each other (Fig. 5C,
R2 = 0.09).
Altogether, data presented in Fig. 5 indicate that the PERG in re-
sponse to continuous presentation of optimized pattern stimuli
undergoes substantial changes with time, until reaching relatively
Fig. 4. Impact of simulated amplitude ﬂuctuations on exponential decay ﬁt. A typical habituating signal with no noise (A) has been added different amounts of random noise
(B, C). Fitting the three sets of data with an exponential decay function yields curves with similar parameters.
Fig. 5. Initial amplitude, phase, and delta parameters for all subjects (n = 32; ﬁlled symbols, right eyes; open symbols, left eyes). A: relationship between delta amplitude and
initial amplitude. Note the change in sign of delta amplitude for initial amplitudes about 0.6 lV. B: relationship between delta phase and initial phase. Note the change in sign
of delta phase for initial phases about 1.8p rad. C: relationship between initial amplitude and initial phase. Data in A and B have been ﬁtted with a linear regression lines ±95%
conﬁdence intervals. Note in A and B that the ±95% conﬁdence intervals do not include zero delta. Dashed lined in A and C represent the noise level.
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tially different from corresponding initial values. For initial ampli-
tudes larger that 0.56 lV and initial phases higher than 1.85p rad,
the steady-state response becomes progressively smaller and
slower. For initial amplitudes smaller that 0.56 lV and initial
phases less than 1.85p rad, the steady-state response becomes pro-
gressively larger and faster.Fig. 6. Ranges of initial and ﬁnal amplitudes (A) and initial and ﬁnal phases (B) measur
Whiskers represent the 10–90% percentiles, and ﬁlled symbols represent the 5–95% p
distribution. The bottom of the scale represents the mean noise level.As result of temporal dynamic changes, the range of plateau
amplitudes (95–5 percentile) across individuals (Fig. 6) is consider-
ably smaller than the corresponding range of initial amplitudes
(OD: plateau/initial range = 0.55; OS: plateau/initial range = 0.56).
The range of plateau phases is also smaller than the corresponding
range of initial phase, however to a lesser extent (OD: plateau/ini-
tial range = 0.93; OS: plateau/initial range = 0.83). Differencesed in all subjects (n = 32). Box plots represent the median and 25–75% percentiles.
ercentiles. Amplitude data have been plotted on log scale to approximate normal
Fig. 7. Initial amplitude, phase, and delta parameters as a function of decreasing contrast for a subset of subjects (n = 11) whose initial amplitudes were in upper third of the
population. Responses of the two eyes have been averaged (black symbols, contrast 99%; gray symbols, contrast 50%; open symbols, contrast 25%). A: relationship between
delta amplitude and initial amplitude. B: relationship between delta phase and initial phase. C: relationship between initial amplitude and initial phase. Data in A and B have
been ﬁtted with a linear regression lines ±95% conﬁdence intervals. Note in A and B that the ±95% conﬁdence intervals include zero delta. Dashed lined in A and C represent
the noise level.
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fact originating from ﬁtting ﬂuctuating signals with exponential
decay function, since the effect could not be replicated by ﬁtting
random noise (not shown in ﬁgures).
We investigated whether the observed dependence of sign/
magnitude of delta on initial amplitude could be replicated by
manipulating the stimulus contrast. Since under the present spa-
tial–temporal conditions the PERG amplitude is linearly related
to contrast (Hess & Baker, 1984; Porciatti et al., 2005) it is possible
to artiﬁcially reduce a high initial amplitude by reducing stimulus
contrast. Initial amplitudes were ranked, and the subgroup of sub-
jects with initial amplitudes within the ﬁrst tercile (n = 11) were
also tested at 50% and 25% contrast (Fig. 7). The responses of the
two eyes were averaged. By reducing stimulus contrast up to
25%, the initial amplitude is reduced to a level close to the noise le-
vel (Fig. 7A). The magnitude of delta also decreases with decreasing
contrast; however the sign of deltas remains always negative
(amplitude decline) except a couple of points slightly above zero
at 25% contrast, at which the signal is very close to the noise level.
There is no systematic change in phase with decreasing contrast
(Fig. 7B). There is no relationship between initial amplitude and
initial phase (Fig. 7C). The major difference with data displayed
in Fig. 5 is that positive deltas cannot be replicated by artiﬁcially
reducing initially high amplitudes. The phenomenon of positive
deltas and phase advancement at high contrast seems therefore
an intrinsic property of the PERG of some subjects but not of oth-
ers. A possible predictor for positive delta might be the subjects’Fig. 8. Initial amplitude, delta amplitude and delta phase as a function of age of subje
conﬁdence intervals.age. Indeed, the PERG amplitude is know to be substantially re-
duced with age (Porciatti & Ventura, 2004). In Fig. 8 initial ampli-
tudes and deltas are displayed as a function of age. There is a weak
but signiﬁcant correlation for both eyes between age and initial
amplitude (Fig. 8A, R2 = 0.2, P < 0.01) and between age and delta
amplitude (Fig. 8B, R2 = 0.15, P = 0.03). However, multiple regres-
sion analysis using initial amplitude and age as explanatory vari-
able of delta indicate a very small and not signiﬁcant effect of
age. As shown in Fig. 5A, positive deltas occur for initial amplitudes
smaller than 0.56 lV; these low initial amplitudes occur more fre-
quently in older subjects, but may also occur in some young sub-
jects (Fig. 8A). Altogether, data analysis suggest that some
subjects without clinically evident indication of eye or systemic
disease, as established by routine ophthalmological examination,
may have an initial PERG amplitude relatively lower than the
majority of subjects in their age range, and this results in a positive
delta.
3.1. An energy-budget model
We have developed a simple energy-budget model that is con-
sistent with the temporal dynamics of the PERG (Fig. 9). Although
the model is entirely speculative, it is based on established notions
of neural–vascular–glial interactions. The model assumes that vi-
sual stimulus-elicited increase in blood ﬂow is virtually instanta-
neous at stimulus onset and remains stable with time (Logean
et al., 2002; 2005; Riva et al., 2005). The model also assumes thatcts (n = 32). Data in A and B have been ﬁtted with a linear regression lines ±95%
Fig. 9. Model of neural–glial–vascular interactions and energy ﬂow during RGC activation. A: biological model. B: equivalent electrical circuit. Photoresistor: activated
neurons, capacitor: glial energy store; resistor: energy absorbed by glia; current generator: vascular supply; switch connected by dotted line: neurovascular coupling. The
direction of arrows indicates the current ﬂow.
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(highly active RGC), there is an intervening contribution of glial
cells that act through energy-transforming, ion-buffering mecha-
nisms (Bringmann et al., 2006; Giaume, Kirchhoff, Matute,
Reichenbach, & Verkhratsky, 2007; Kofuji & Newman, 2004;
Newman, 2006; Pellerin, 2003; Reichenbach et al., 1993).
Activation of RGCs by a metabolically challenging pattern stim-
ulus results in an energy demand that causes a rapid vascular dila-
tion in order to provide adequate energy supply; energy is
eventually delivered to neurons via a relatively slower glial pro-
cessing (Ames, 2000; Logothetis, 2002). At any given time, the en-
ergy ﬂow absorbed by active RGCs (e n) depends on the energy
ﬂow produced by the blood ﬂow (e b) minus the energy ﬂow dissi-
pated by the glia (e g). According to the principle of conservation of
energy, the relative equation is: [Energy budget DE = (e b  e n  e
g) Dt]. An important variable in this model is the amount of energy
stored in glial cells before the onset of pattern presentation. If at
pattern onset the glial energy store is full, then activated neurons
can ﬁre maximally; their energy demand may be higher than the
vascular–glial system can deliver, resulting in a progressive reduc-
tion of neural activity to reach a dynamic equilibrium compatible
with the available energy budget and the time constant of the
slower glial system. If, on the other hand, at pattern onset the glial
energy store is empty (e.g., glial cells are unable to store energy or
burn energy at a high rate for some reason), then activated neurons
can only ﬁre in proportion to the available energy budget at stim-
ulus onset; however, they are still able to send a dilating signal to
vessels. Subsequently, the energy ﬂow provided from dilated ves-
sels may be larger that the energy dissipated by glia; therefore
the available energy ﬂow for neurons will increase with time until
to reaching a dynamic equilibrium compatible with the available
energy budget at equilibrium and the time constant of the glial sys-
tem. The model can be represented with a conceptually-equivalent
electrical circuit, where the energy ﬂowing per unit of time (ﬂux)
corresponds to an electric current (charge per unit of time, Q/t).
The accumulated energy in the glia corresponds to the electric
charge Q, which is represented by a capacitor. The ﬂux of energy
(current) absorbed by activated neurons is represented by a photo-
resistor; the ﬂux of energy (current) dissipated by glia is repre-
sented by a resistor; the energy provided by the vascular supply
is represented by a D.C. current generator, and the neurovascular
coupling is represented by a switch (Fig. 9B).
4. Discussion
Our results show that continuous presentation of pattern-
reversing gratings of peak spatial–temporal frequencies and high
contrast, elicits non-stationary PERG signals whose time course
can be well described by an exponential decay function with a time
constant of approximately 2 min. Depending on the level of initial
amplitude, non-stationarity may result in either amplitude declineor even enhancement, higher initial amplitudes being generally
associated with decline and lower initial amplitudes with enhance-
ment. We have previously shown that the plateau amplitude rap-
idly recovers initial values after a brief (15–60 s) interval with
the pattern stimulus blanked to the mean luminance (Porciatti
et al., 2005). The effect can therefore be replicated many times
with comparable results. Progressive amplitude decline and
enhancement are unlikely to be the result of regression toward
the mean, since spontaneous ﬂuctuations of response with time
as well as the level of noise are unrelated to initial amplitude, delta,
age, as well as length of recording. Deltas are generally much larger
than spontaneous ﬂuctuations (De Los Santos et al., 2006).
The delta amplitude (ﬁnal minus initial) is a linear function of
the initial amplitude. For high initial amplitudes, delta has a nega-
tive sign. The magnitude of delta progressively decreases with
decreasing initial amplitude and inverts its sign for initial ampli-
tudes about 1/3 lower than the maximum initial amplitude mea-
sured, but still about 3–4 times larger than the noise. Amplitude
decline is generally associated with phase lag, whereas amplitude
enhancement is associated with phase advance. The range of inter-
individual PERG amplitudes at plateau is considerably smaller than
the range of inter-individual PERG amplitudes at stimulus onset.
Altogether, the generators of the PERG signal appear to slowly ad-
just their gain in order to keep their sustained activity at an inter-
mediate level that is rather independent of the level of activity at
stimulus onset. This behavior is reminiscent of a buffering mecha-
nism, where glial cells are expected to play a primary role
(Bringmann et al., 2006; Kofuji & Newman, 2004). Glial cells are
a key element of neurovascular and neurometabolic coupling,
where functional players are neuronal activity, metabolic rate in
neurons and glia, and blood ﬂow (Araque, Carmignoto, & Haydon,
2001; Bringmann et al., 2006; Metea & Newman, 2006; Winkler
et al., 2000; Zonta et al., 2003). The very slow temporal dynamics
of the PERG decline and enhancement we have described strongly
suggest that these mechanisms reﬂect metabolic processes. Tem-
poral changes in cortical visual evoked potentials have been de-
scribed (Janz, Heinrich, Kornmayer, Bach, & Hennig, 2001; Singh,
Kim, & Kim, 2003). Slow amplitude decline of VEPs is believed to
represent an adaptive metabolic mechanism to account for
changes in lactate levels (Afra, Cecchini, De Pasqua, Albert, &
Schoenen, 1998; Sappey-Marinier et al., 1992). Other VEP studies,
however, report considerable inter-subject variability concerning
all aspects of the time course (Heinrich & Bach, 2001a). Reduction
of neural activity with time also occurs under conditions that do
not seem to depend on buffering mechanisms/metabolic processes.
For example, the fast reduction in gain of visual neurons in re-
sponse to high-contrast stimuli (contrast gain control) reﬂects rapid
adaptive changes of the transfer function of visual neurons them-
selves at retinal (Baccus & Meister, 2002; Brigell, Peachey, & Seiple,
1987; Chander & Chichilnisky, 2001; Heinrich & Bach, 2001b;
Kaplan & Benardete, 2001; Shapley & Victor, 1979) and cortical
512 V. Porciatti, L.M. Ventura / Vision Research 49 (2009) 505–513(Albrecht, 1995; Albrecht, Geisler, Frazor, & Crane, 2002; Ohzawa,
Sclar, & Freeman, 1982; Porciatti, Bonanni, Fiorentini, & Guerrini,
2000) levels. Contrast gain control mechanisms are unlikely to sig-
niﬁcantly contribute to the effects described in this study. We can-
not exclude possibilities described in classic literature under
different nomenclature such as adaptation, habituation, sensitiza-
tion, neuronal fatigue and neuronal potentiation, some of which
are inherent mechanisms in the cell and others being related to
feedback circuits. However, the phenomenon we have described
does not match those reported under the current nomenclature
and associated compartments; the effects may be associated with
levels of some message substance. While retinal ganglion cells
are believed to be the main PERG generators, (Maffei & Fiorentini,
1981; Porciatti, 2007; Zrenner, 1990) we cannot exclude that
the effects occur at least in part at a pre-ganglionic level.
Photoreceptors are unlikely to contribute since the level of light
adaptation is constant.
We have developed a simple energy-budget model of neuron–
glia–vascular interactions in the retina that is consistent with the
temporal dynamics of the PERG we have described. While we real-
ize that this model is entirely speculative, it may provide clues on
mechanistic interactions among functional players. The main
advantage is that the models can be represented with an equiva-
lent electrical circuit that easily allows hypothesis testing. The
model also supports a key role of glial function in neural–vascular
interactions and homeostasis in health and disease (Bringmann
et al., 2006; Giaume et al., 2007; Grieshaber, Orgul, Schoetzau, &
Flammer, 2007). There are no available tests of glial function in hu-
mans. Under pathological conditions, the model will have an in-
creased complexity, since the PERG dynamics will depend on
both the number and function of surviving RGCs, the ability of
the surviving vascular system to dilate in response to the increased
metabolic demand of residual neurons, and the changed properties
of the glial system (glial reactivity and gliosis) (Bringmann et al.,
2006; Neufeld & Liu, 2003; Tezel & Wax, 2003; Wang, Ciofﬁ, Cull,
Dong, & Fortune, 2002). The model can be easily applied in the clin-
ical environment, where the non-invasive PERG technique can be
combined with optical coherence tomography (OCT) to have surro-
gate measure of number of RGC (thickness of retinal nerve ﬁber
layer and/or volume RGC layer in the macular area) and laser
Doppler blood ﬂow (LDBF) to measure changes of blood ﬂow at ret-
inal and optic nerve head level (Riva et al., 2005). Artiﬁcially reduc-
ing the initial amplitude by progressively decreasing stimulus
contrast causes progressive reduction of magnitude of delta (delta
become less negative) until reaching a zero value but without
inverting its sign even for initial amplitudes close to the noise level.
The rationale for reducing stimulus contrast is that of submaximal-
ly stimulating RGC, thereby generating less metabolic demand that
requires less energy supply from blood ﬂow. Reduction in the
amount of amplitude decline with decreasing contrast is therefore
expected (Porciatti et al., 2005). The phenomenon of amplitude
enhancement at high contrast is not expected, and cannot be mim-
icked in subjects with initially high PERG amplitude by reducing
contrast. However, it may occur in some subjects with initially
low PERG amplitude. Since these individuals do not have clinically
evident indication of eye or systemic disease, as established by
routine ophthalmological examination, the phenomenon of
enhancement appears to be a physiologic property of some sub-
jects whose initial PERG amplitude is relatively lower than that
of the majority of subjects in their age range, and this is associated
to positive deltas. Our energy-budget model accounts for this phe-
nomenon. Age-related changes in pupil size do not signiﬁcantly
change PERG amplitude (Porciatti et al., 1992) and are not ex-
pected to play a signiﬁcant role in the effect. Fig. 8 also shows that
age (and associated miosis) is not related to the delta amplitude
and phase.Preliminary results obtained by systematic application of the
present PERG protocol in patients with early glaucoma indicate
that the characteristics of PERG amplitude decline/enhancement
may substantially depart from those described here, suggesting
impairment of one or more functional players. This protocol may
be usefully extended to a variety of retinal and optic nerve diseases
to disclose abnormalities of the PERG temporal dynamics while
monitoring their changes with time with or without pharmacolog-
ical treatments. Our model may also contribute a working hypoth-
esis to develop a mechanistic model of neurovascular and
neurometabolic coupling in the brain.
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