Clinical data analysis is of fundamental importance, as classifications and detailed characterizations of diseases help physicians decide suitable management for patients, individually. In our study, we adopt diffusion maps to embed the data into corresponding lower dimensional representation, which integrate the information of potentially nonlinear progressions of the diseases. To deal with nonuniformaity of the data, we also consider an alternative distance measure based on the estimated local density. Performance of this modification is assessed using artificially generated data. Another clinical dataset that comprises metabolite concentrations measured with magnetic resonance spectroscopy was also classified. The algorithm shows improved results compared with conventional Euclidean distance measure.
Introduction
Exploring the behavior and patterns of clinical data is crucial, and is mostly done with statistics or linear analysis. But several factors may make these approaches incapable of dealing the data effectively and efficiently. Sometimes the higher dimensional data may actually lie on a lower dimensional space. Generally, classical statistical methods and linear analysis may not provide insightful information on such kind of data. A new approach, namely diffusion maps [1] , had been proposed to deal with high dimensional data. Based on the stochas-tic process on the spectral graph theory, diffusion maps is among the most powerful spectral dimensionality reduction tool to locate intrinsic lower dimensional coordinates of a given multi-dimensional dataset [2] . Diffusion Maps has been applied to diverse applications [3] - [7] .
The Diffusion Maps uses a distance measure that preserves local information of a given dataset. The distance between a pair of data points is short providing there exist some paths connecting them; that is, the affinity for this pair of points is high. This characteristic is likely in clinical data analysis since the distribution patterns of the patients do not always behave in a linear sense, and the progression of diseases and symptoms mimics the concept of local connectivity providing the data exhibits certain longitudinal behavior. In addition to capable tracking down the nonlinear structure, diffusion maps also reduce the dimensionality of the data, which simplifies characterization and differentiation of different groups. However, the irregular distribution of the data, along with relative small population size and other factors discussed above, complicate the discerning of the data. Under these conditions, diffusion maps with a naïve distance measure no longer suit for such task.
In this study, we use a self-tuning kernel, which is coupled with a density estimator, to adjust the bias introduced by the underlying distribution of the data. The main advantage of this approach lies in its ability to deal with false and missing cluster induced by nonuniform density. An artificially generated data using Gaussian distribution is given in later section to illustrate this phenomenon. Another clinical dataset is also analyzed with the same method, comprising spinocerebellar ataxia type 3 (SCA3) patients, multiple system atrophy (MSA) patients, and normal subjects.
Materials and Methods

Diffusion Maps
For a given measure (Χ, μ), a dataset X consists of N samples with underlying distribution μ being included. The data points may be characterized as
→ R is defined to measure the pairwise similarities between every pair of data points. The kernel function is nonnegative, and it defines certain notion of connectivity between data points pairwisely. Since the design of the kernel will influence the geometry captured by diffusion maps, the choice of the kernel should be guided by the characteristics of the data or prior knowledge that one bears in mind. A popular choice for distance measure is the Gaussian kernel:
Once the choice of kernel is determined, the mass can be defined as:
Then a weighting function can be built by normalizing the kernel using mass:
Since the weighting function satisfies ∫ X p(x i, x j )dμ(x j ) = 1, the constructed graph can be viewed as an asymmetric Markov chain built over the data, where the p(x i, x j ) is interpreted as the probability for state x i transits to state x j in a single time step. A square matrix P whose elements are p(x i, x j ) is then constructed. Taking powers of P, which is equivalent to drive the Markov chain forward, will reveal corresponding intrinsic geometry of the data. If one allow the Markov chain running unceasingly, all the data points will be merged together and regarded as a single cluster.
As long as the matrix P is nonsingular, it can be written in quadratic form:
where ν is the discrete set of eigenfunctions {ν (i) : i = 1, 2, …, N} with corresponding eigenvalues {(λ (i) )
The sequence of eigenvalues has the property such that
Since the sequence of eigenvalues tends to zero, a few largest eigenvalues and their corresponding eigenfunctions can be used to approximate the P with minimal truncation error. The diffusion maps is then defined as:
The dimension of the new embedding depends on only the powers of the P, not that of the original space.
Weighted Kernel Based on Density Estimation
As mentioned in previous section, the choice of the kernel should be guided by application itself. The design of the kernel influences the resulting embedding due to the fact that the structure of the constructed Markov chain is altered. Even if the kernel is drawn from one of the known parametric family of distributions, tweaking its parameters may yield quite distinct results, this is especially true if the underlying distribution function of the data is irregular. Different setting of parameters of a global measure, taking the Gaussian kernel for example, leads to embeddings that differ from one another. If the scaling parameter σ is too small, the resulting graph would look like a series of mutually disconnected islands; however, setting σ too large would glue all data points altogether, leaving only a single cluster in the diffusion embedding. While a global setting captures the intrinsic geometry of the data, it would not be able to effectively address the nonuniformity of the intrinsic density distribution. When treating data comprises different groups, it is desirable that the kernel can be self-tuning based on the local statistics of the data points. In our case, in order to compensate the bias and skewness introduced by the distribution of the data, we consider the local density of the data points. Density plays an important role in statistics; it conveys the distribution pattern to be drawn from the data. There's a vast literature focus on density estimation [6] . In our case, consider any point x i in the original data, let the set ( ) { } : , 1, ,
Providing one assume that the data is drawn from the normal distribution N(u,τ 2 ) and the variance of all dimensions are the same, then the ratio that the local variance of data points in the set ξ(x i ) to the global variance τ 2 should depend on the size of the local set, that is, n i . One may further assume that if this ratio of associated with ξ(x i ) surpasses certain predefined value, then data points in the ξ(x i ) are actually discernable. Since the density of ξ(x i ) is proportional to its sample size, we can use n i as a density estimator to formulate the self-tuning kernel.
Alternatively, one can use the following integral to estimate the local density as delineated by Silverman [6] :
where k d is a Gaussian function that takes the same form as (1), except for the fact that σ is replaced by σ d (In our case, we assume σ d to be the ε). The purpose of k d is to measure the contribution of x j to the local density of the x i . For normal distribution, it can be shown that estimated d(x i ) will converge to n i as the sample size N is sufficiently large. Then for every pair estimated densities of samples, the lower one will be incorporated into the Euclidean distance measure to form a weighted version:
In the same manner as (1), Dw 2 (x i , x j ) is then used as the distance measure of the self-tuning kernel:
, exp
This approach is more flexible, and can reduce the possibility that samples with different characteristics being identified as the same due to nonuniform density of the data. Furthermore, the method is nonparametric; this feature is desirable since no additional prior or background knowledge is required for clients to obtain meaningful results.
The computation procedure of the aforementioned approach is listed in the following flowchart:
A result using artificially generated data is given in Figure 1 . We assume that the local density of the gray zone is generally higher than a clean group, since it is a mixture of subjects from different clusters; also, if there are multiple clusters with varied density appear at once, it is unlikely that a naïve kernel would be able to treat the data properly. Each dataset is randomly divided into training set and testing set. The training set is fed to train the support vector machine (SVM) first, and then evaluating the performance of SVM with the testing set. The results show that the overall classification ratio has been improved using the modified method.
An important characteristic of such spectral clustering techniques is that they are feasible only if the different groups can be separated in the lower dimensional representation [8] . This issue arises in our study of the first clinical dataset, where the classification accuracy of the MSA groups in the diffusion embedding actually decreases in comparison to that using original data.
Experimental Results
The clinical dataset comprise relative metabolite concentrations measured using magnetic resonance spectroscopy (MRS). The MRS is carried out on left and right cerebellum, left and right basal ganglia, and vermis. The relative concentration of three different metabolites, namely N-acetylaspartate (NAA), Choline (Cho), and myoinositol (mI), are measured at all five anatomies; these three concentrations have been normalized using the concentration of creatine (NAA/Cr, Cho/Cr, mI/Cr). The SCA dataset consists of three different groups, namely the 63 SCA3 patients, 98 MSA patients, and 44 normal subjects. While the SCA and MSA share similar clinical symptoms, the MRS has been shown to be a potential modality to differentiate SCA and MSA, particularly multiple system atrophy-cerebellar type (MSA-C) [9] . While the MSA patients are readily separable from the other two groups, classifying SCA3 patients and normal subjects is more difficult, as shown in Figure 2(A) . Using diffusion maps, we obtain an embedding that separate the original data into three clusters, but all of them are mixture of different groups. This suggests a naïve distance measure is unsuitable. Density estimation is first performed on the original data (Figure 2(B) and Figure 2(C) ), then incorporated into the distance measure as self-tuning factor. Figure 3 shows embeddings obtained with simple kernel and density based kernel, respectively. The classification is carried out on four different setting, namely original data, principal component based representation, diffusion embedding, and diffusion embedding with density based kernel built in, respectively. The SVM is performed thirty times for each setting. The classification accuracy is listed in the Table 1.
Discussion
While the overall classification performance is ameliorated in general, particularly in the case of normal subjects, the accuracy of the MSA group actually drops. The issue may be caused by a variety of factors, and we suspect the most likely source being the overly estimated density, namely d(x i ). We illustrate this by considering the The original data displayed in 3D. The red group disperses through both the green one and the blue one. One can consider the higher density clusters as typical representative of certain disease, or the gray zone induced by overlapping interval between different groups; (B) The diffusion coordinate computed using Euclidean distance measure. The red group is incorrectly regarded as the background of the data due to its lower density; (C) Diffusion coordinate obtained with self-tuning kernel. The dispersive red cluster is glued altogether and can be easily identified (D) 10 samples randomly generated from normal distribution, originally the distances between every local pair differ a lot, but the differences have been toned down after the dfensity weighted distance measure is used. The contour of bivariate density estimation using NAA/Cr in both left and right cerebellum; (C) The corresponding 3D contour of the estimated density. It can be inferred that not only SCA3 has lower density, but the gray zone induced by both normal subjects and SCA3 group complicate the situation further. embedding of simulated data in Figure 1 (C). It is evident that the perturbations within green and blue groups are both magnified as integrating the red group. Based on this observation, we conjecture that ineffective estimation of local density, which may potentially destroys originally compact and dense structure, can be hazardous; hence correct density estimation is crucial to the efficacy of the self-tuning kernel. This issue can be formerly characterized as correct estimation of certain intrinsic parameters of the distribution function given the data.
Conclusion
Based on the clustering properties of the diffusion maps, we analyze the clinical data in a lower dimensional space induced by distance measure of the diffusion maps. To adjust the nonuniformity introduced by the underlying distribution of the data, we estimate the local density of the data, and use it as self-tuning factor of the distance measure. This approach shows satisfactory results on both artificial data and metabolite concentrations obtained with MRS. The results also shows that distance measure with scaling factor based on variance of local mean generally is more capable than a naïve kernel.
