It is well known that to be able to represent continuous functions between domain representable spaces it is critical that the domain representations of the spaces we consider are dense. In this article we show how to develop a representation theory over a category of domains with morphisms partial continuous functions. The raison d'être for introducing partial continuous functions is that by passing to partial maps, we are free to consider totalities which are not dense. We show that the category of admissibly representable spaces with morphisms functions which are representable by a partial continuous function is Cartesian closed. Finally, we consider the question of effectivity.
Introduction
One way of studying computability on uncountable spaces is through effective domain representations. A domain representation of a space X is a domain D together with a continuous function δ : D R → X onto X where D R is some nonempty subset of D. When D is an effective domain the computability theory on D lifts to a δ-computability theory on the space X. If (E, E R , ε) is a domain representation of the space Y we say that f : X → Y is representable if there is a continuous function f : D → E which takes δ-names of x ∈ X to ε-names of f (x) for each x ∈ X. If every continuous function from X to Y is representable we may construct a domain representation of the space of continuous functions from X to Y over [D → E].
It thus becomes interesting to find necessary and sufficient conditions on the domain representations (D, D R , δ) and (E, E R , ε) to ensure that every continuous function from X to Y is representable. In the context of algebraic domains, this problem has been studied by (among others) Stoltenberg-Hansen, Blanck and Hamrin (c.f. [SH01] , [Bla00] and [Ham05] ). It turns out that it is often important that the representation (D, D R , δ) is dense. That is, that the set D R of δ-names is dense in D with respect to the Scott-topology on D. However, if (D, D R , δ) is not dense there is no general effective construction which given (D, D R , δ) yields a dense and effective representation of X. This is perhaps not so problematic as long as we are interested in building type structures over R n or C n , but if we would like to study computability on more complex topological spaces such as the space C ∞ (R) of smooth functions from R to C, or the space D of smooth functions with compact support which are considered in distribution theory, the requirement of denseness becomes a rather daunting exercise in computability theory. Indeed, it is still not known if there is an effective dense domain representation of the space D of smooth functions with compact support. The natural candidate for an effective domain representation of D is not dense, and so the standard arguments showing that every distribution is representable fail. One way to effectively circumvent the problem of finding dense representations of the spaces under consideration is to represent continuous functions from X to Y by partial continuous functions from D to E. Here, a partial continuous function from D to E is a pair (S, f ) where S is a nonempty subset of D and f is a (total) continuous function from S to E.
To make sure that enough continuous functions are representable, and to be able to lift the order-theoretic characterisations of continuity to partial continuous functions, we need to place some restrictions on the domain S ⊆ D of a partial continuous function f from D to E. As we shall see, by a careful analysis of which properties we require of S we get a category of domains with morphisms partial continuous functions which is well suited for representation theory in general, and an effective theory of distributions in particular. The category obtained is closely related to the category Mod(V) of modest sets over the partial combinatory algebra V introduced in [Bau00] .
Preliminaries from domain theory
A Scott-Ershov domain (or simply domain) is a consistently complete algebraic cpo. Let D be a domain. Then D c denotes the set of compact elements in D. Given x ∈ D we write approx(x) for the set {a ∈ D c ; a x}. Since D is algebraic, approx(x) is directed and approx(x) = x for each x ∈ D. The Scott-topology on D is generated by the sets ↑ c where c is compact in D.
D is effective if there is a numbering 1 (that is, a surjective map) α : N → D c of the set D c such that (D c , , , cons, ⊥) is a computable structure 2 with respect to α. When (D, α) and (E, β) are effective domains then x ∈ D is α-computable if the relation α(m)
x is r.e. and if f : D → E is continuous then f is (α, β)-effective if the relation β(n) E f (α(m)) is r.e. We usually leave out the prefixes α, β and 
. Thus, r ≺ x if and only if there is some s ∈ D R such that r s and
and (E, E R , ε) are effective domain representations of X and Y respectively. We say that x ∈ X is δ-computable (or simply computable if the representation δ is clear from the context) if there is some computable
R , δ) of a space X is dense if the set D R of representing elements is dense in D with respect to the Scott-topology on D.
We are now ready to introduce the important notion of admissibility. Admissible representations of topological spaces where originally studied in the context of Type Two Effectivity by Schröder (c.f. [Sch00] and [Sch02] ). The corresponding notion for equilogical spaces has been studied by Menni and Simpson [MS02] , and Bauer [Bau00] . The definition used here is taken from [Ham05] .
The following simple observation indicates why admissibility is interesting from a purely representation-theoretic point of view.
is a countably based dense representation of X and (E, E R , ε) is an admissible representation of Y . Then every sequentially continuous function from X to Y is representable. 
Partial continuous functions
In the case when (D, D R , δ) is a countably based and dense representation of the space X and (E, E R , ε) is an admissible representation of Y Theorem 2.1 tells that every sequentially continuous function f : X → Y from X to Y lifts to a continuous function f : D → E such that ε(f (x)) = f (δ(x)) for each x ∈ D R . In the case when the representation (D, D R , δ) of X is not dense there is a standard construction in domain theory which constructs a dense representation of
We may now apply Theorem 2.1 to show that every sequentially continuous func- 
Partial continuous functions with Scott-closed domains
A reasonable alternative to working over D D would be to view (D D , f ) as a partial function from D to E. Categories of domains with morphisms partial continuous functions have been studied before by (among others) Plotkin and Fiore (c.f. [Plo85] and [Fio94] ). Here a partial continuous function from D to E is a pair (U, f ) where U ⊆ D is a Scott-open subset of D and f : U → E is a continuous function from U to E. However, this notion of a partial continuous function is not the appropriate one for our purposes for essentially two different reasons: Thus, as a first step we would like to distinguish the appropriate notion of partial continuous function for our setting. As a first step, we note that D D is a nonempty Scottclosed subset of D.
Lemma 3.1. Let D be a domain and let S be a nonempty subset of D. Then the closure of S is the set { A; A ⊆ ↓S is directed}.
Thus in particular, it follows that
Proof. The lemma follows since T ⊆ D is closed if and only if T is both downwards closed and closed under suprema of directed sets.
Together with the observation above that every sequentially continuous function is representable by a continuous function f : D D → E, this suggests that it is enough to consider partial continuous functions (S, f ) where S is a nonempty Scott-closed subset of D, and f : S → E is a continuous function from S to E. However, to be able to compose partial continuous functions, it will be convenient to require that the function f is strict (that is, that f takes ⊥ D to ⊥ E ).
Lemma 3.2. Let D and E be domains, and let S ⊆ D and T ⊆ E be nonempty Scottclosed subsets of D and E. Let f : S → E be a strict continuous function from S into
is nonempty and Scott-closed in D.
Proof. The set f −1 [T ] nonempty since f is strict, and so
Thus, given domains D, E, and F , two nonempty closed sets S ⊆ D, and T ⊆ E, and strict continuous functions f : S → E, and g : T → F , we may define the composite of (S, f ) and (T, g) as the pair (f
is a nonempty closed subset of D by the previous lemma, and g • f is a strict continuous function from f −1 [T ] to F . Since identities preserve the least element, it follows that domains with morphisms pairs (S, f ) : D → E where S is a nonempty closed subset of D and f : S → E is a strict continuous function from S to E form a category. Inspired by this we make the following definition:
Definition 3.1. Let D and E be domains. A partial continuous function from D to E is a pair (S, f ) where S ⊆ D is a nonempty closed subset of D and f is a strict continuous function from S to E. 
We write
If S is nonempty and Scott-closed in D, and f : S → E is continuous then f is a partial function from D to E provided that f is strict. If not, we are always free to redefine f on ⊥ D to get a strict continuous function from S to E. More precisely, we define f ⊥ : S → E as
Then f ⊥ is a strict continuous function from S to E which agrees with f except possibly on ⊥ D . Moreover, the map f → f ⊥ is continuous.
Lemma 3.3. Let D and E be domains. Then f → f ⊥ is a continuous function from
Proof. It is clear that the map f → f ⊥ is monotone. It is continuous since we have
As a motivation for Definition 3.1 we give a new characterisation of admissibility in terms of partial continuous functions. 
Proof. Suppose first that (E, E R , ε) is an admissible representation of Y and let D be a domain, D R ⊆ D, and suppose δ :
and so there is a (total) continuous function δ : Theorem 3.4 suggests representing continuous functions in the category of topological spaces using partial continuous functions on domains. We now make this idea more Proof. Let (x n ) n −→ x in X. Let S be the domain (ω+1, ≤, 0) and let S R = S−{0}. Let s : S R → X be the continuous function given by s(n) = x n for 0 < n < ω and
there is a compact element e ∈ E such that e f (s(ω)) and y ∈ U whenever e ≺ y. Since e f (s(ω)) there is some N ∈ S such that e f (s(n)) whenever n ≥ N . We now have f ( 
The domain of partial continuous functions
It is well known that the category of domains with morphisms total continuous functions forms a Cartesian closed category (c.f. [SLG94] ). This convenient circumstance is employed in representation theory to build domain representable type structures over domain representable spaces. It is only natural to expect that much of this categorical structure will be lost when going to partial continuous functions. However, as we shall see not all is lost.
As a first step we show that the Scott-closed subsets of a domain D have a natural domain structure. Let cl(D) be the collection of all nonempty Scott-closed subsets of
Then is a partial order on D with least element {⊥}. More is true however.
is a domain and S ∈ cl(D) is compact if and only if S = (↓ a 0 ) ∪ (↓ a 1 ) ∪ . . . ∪ (↓ a n ) for some n ∈ N and compact a 0 , a 1 , . . . a n in D.
In fact, this result is well-known (c.f. [AJ94] ). We include a proof for the sake of completeness.
(Note that we do not need the hypothesis that B is directed, it is enough to require that B is nonempty for B to be well defined.) By Lemma 3.1, if B is a directed subset
for some n ∈ N and compact a 0 , a 1 , . . . a n in D. We would like to show that S is compact in cl(D). Thus, let B be a directed subset of cl(D) and suppose that S B in cl(D). Then for each 0 ≤ i ≤ n there is a directed set A i ⊆ B such that
It follows that a i b i for some b i ∈ A i and so a i ∈ B for each 0 ≤ i ≤ n since B is downwards closed. Since B is directed there is some T ∈ B such that a i ∈ T for all i and then S T since T is downwards closed. Since B was arbitrary we conclude that S is compact in cl(D).
Conversely
where n ∈ N and a 0 , a 1 , . . . a n ∈ D c ∩ S. B is directed since B is closed under finite unions, and B = S since S is a domain and S c = D c ∩ S. Since S is compact there are a 0 , a 1 , . . . a n ∈ S c such that
is directed since it is closed under finite unions and approx(S) = S since S is a domain and
Finally, to show that cl(D) is consistently complete it is enough to note that cl(D) c is closed under finite unions. Thus cl(D) is a domain with compact elements (↓ a 0 ) ∪ (↓ a 1 ) ∪ . . . ∪ (↓ a n ) for n ∈ N and a 0 , a 1 , . . . , a n ∈ D c which was what we wanted to show. 
It follows that is a partial order on [D E] with a least element given by
is a domain we need to review a result for total continuous functions on domains.
Let D and E be domains. For c ∈ D c and d ∈ E c we let
It is a well known fact in domain theory that a strict continuous function g :
Theorem 3.9. Let D and E be domains.
If a is compact in S then ↓ a is compact in cl(D) and so a ∈ dom(f ) for some f ∈ A. Since a ∈ dom(f ) and f g implies that a ∈ dom(g), it follows that the set {f (a); f ∈ A and a ∈ dom(f )} is directed for each a ∈ S c . Define F : S c → E by F (a) = {f (a); f ∈ A and a ∈ dom(f )}. Then F : S c → E is monotone and so F extends to a continuous function F : S → E. F is strict since each f ∈ A is strict and thus F is a partial continuous
for each x ∈ dom(f ) since f and F are continuous and dom(f ) is a domain. Conversely, if f g for each f ∈ A then dom(f ) ⊆ dom(g) for each f ∈ A and so dom(F ) ⊆ dom(g). If a ∈ dom(F ) is compact then a ∈ dom(f ) for some f ∈ A, and since g is an upper bound for A we have f (a) E g(a) for each f ∈ A such that a ∈ dom(f ). Thus F (a) = {f (a); f ∈ A and a ∈ dom(f )} E g(a) for each compact a ∈ dom(F ). By continuity we have F g as before. We conclude that F = A and so
For each finite sequence a = a 0 , a 1 , . . . , a n of compact elements in dom(g) let g a be the restriction of g to
for each finite sequence a and dom(g a ) is compact in cl(D). Let A = {g a : D E; a = a 0 , a 1 , . . . , a n ∈ (dom(g)) c }.
If a and c are finite sequences of compact elements in dom(g) we write a * c for the concatenation of a and c. We now note that A is directed since g a * c ∈ A for all g a , g c ∈ A, and A = g. Since g is compact, g g a for some finite sequence a = a 0 , a 1 , . . . , a n ∈ (dom(g)) c . It follows that dom(g) = (↓ a 0 ) ∪ (↓ a 1 ) ∪ . . . ∪ (↓ a n ).
Each strict continuous function f : dom(g)
where e i and e i are given by
for all i. e i is well defined for each 1 ≤ i ≤ k since E is consistently complete and the set {d i } ∪ {d j ∈ E c ; c j D c i } is bounded above by f (c i ). The proof that e i is well defined for each 0 ≤ i ≤ l is identical. Since each e i and e i is the supremum of finitely many compact elements in E, we have e i , e i ∈ E c for each i. Finally, to show that h is well defined it is enough to show that {e i } i∈I ∪ {e i } i∈I is consistent in E whenever {c i } i∈I ∪ {c i } i∈I is consistent in dom(h), for all finite index sets I ⊆ {1, 2, . . . k} and I ⊆ {1, 2, . . . , l}. Let I ⊆ {1, 2, . . . k} and I ⊆ {1, 2, . . . , l} and suppose {c i } i∈I ∪ {c i } i∈I is consistent in dom(h). Let x be an upper bound for the set {c i } i∈I ∪{c i } i∈I in dom(h). Then x ∈ dom(f ) and d
We conclude that h is the least upper bound for g and g . 
We now apply Corollary 3.7 and Theorem 3.9 to construct a countably based and admissible domain representation of the space of sequentially continuous functions from X to Y , given countably based and admissible representations of the spaces X and Y .
Let X and Y be topological spaces. We write [X → ω Y ] for the space of sequentially continuous functions from Lemma 3.10. Let X and Y be topological spaces.
, and let (x n ) n −→ x in X. Let U be an open neighbourhood of f (x) in Y , and choose N ∈ N such that f (x n ) ∈ U for each n ≥ N . It follows that f ∈ M ({x n ; n ≥ N } ∪ {x}, U ), and since
Thus, let (y n ) n −→ y in X, let U ⊂ Y be open, and suppose that f ∈ M ({y n } n ∪ {y}, U ). We would like to show that f m ∈ M ({y n } n ∪ {y}, U ) for almost all m.
Suppose for a contradiction that for each N ∈ N there are m, n ≥ N such that f m (y n ) ∈ U . It follows that there are strictly monotone functions h, k : N → N such that f h(n) (y k(n) ) ∈ U for all n. Let l : N → N be the function l(n) = the least N such that h(N ) ≥ n, and let (x n ) n be the sequence given by x n = y k(l(n)) for all n ∈ N. Since l(m) ≤ l(n) whenever m ≤ n in N, and (l(n)) n −→ ∞, it follows that (x n ) n −→ y in X, and so (f n (x n )) n −→ f (y) in Y . On the other hand, since l(h(n)) = n for all n we have f h(n) (x h(n) ) = f h(n) (y k(l(h(n))) ) = f h(n) (y k(n) ) ∈ U for all n. This is our desired contradiction. Now, choose N such that f m (y n ) ∈ U whenever m, n ≥ N . Since f m (y n ) −→ f (y n ) ∈ U for each n, there is some M such that f m (y n ) ∈ U for each n ≤ N , whenever m ≥ M . It follows that f m ∈ M ({y n } n ∪ {y}, U ) whenever m ≥ max(M, N ). This concludes the proof.
Now, suppose (D, D
R , δ) is a countably based admissible domain representation of X and (E, E R , ε) is a countably based admissible representation of Y . By Corollary 3.7, every sequentially continuous function f : X → Y from X to Y is representable by a partial continuous function f :
Then [δ ε] is well defined and [δ ε] is surjective by Corollary 3.7.
Theorem 3.11. Let (D, D R , δ) be a countably based admissible domain representation of X and let (E, E R , ε) be a countably based admissible domain representation
Thus, suppose (x n ) −→ x in X. Let S be the domain (ω + 1, ≤, 0) and let S R = S − {0}. Let s : S R → X be the continuous function given by s(n) = x n for each 0 < n < ω and s(ω) = x. Since (D, D R , δ) is admissible there is a partial continuous function s : S → D such that S R ⊆ dom(s) and s(n) = (δ • s)(n) for each n ∈ S R . Let r n = s(n) and let r = s(ω). Then (r n ) n −→ r in D R , δ(r n ) = x n for each 0 < n < ω, and δ(r) = x.
Choose d ∈ approx(f (r)).
is admissible, let F be a countably based domain, F R a nonempty subset of F and ϕ : δ(s) ). The function ψ is continuous by Lemma 3.10 since F R × D R is countably based. Since the domain representation (E, E R , ε) is admissible, there is a partial continuous function ψ :
Before we go on to study evaluation and type conversion we take note of the following fact. (For a proof, see [Ham05] .) Since evaluation (f, x) → f (x) is a sequentially continuous by Lemma 3.10, and
is admissible, it follows immediately by Fact 3.1 and Corollary 3.7 that
Let X, Y , and Z be topological spaces. If f : X × Y → Z is sequentially continuous then y → f (x, y) is sequentially continuous for each x ∈ X. We write
, and (F, F R , ϕ) be countably based and admissible domain representations of the spaces X, Y and Z and suppose f :
Proof. By Corollary 3.7 it is enough to show that f The results in this section may be summarised in the following way: Let PADR be the category with objects ordered pairs (D, X) where D is a countably based admissible domain representation of the space X, and morphisms f : (D, X) → (E, Y ) functions from X to Y which are representable by some partial continuous function f : D E. We now have the following theorem:
Theorem 3.14. PADR is Cartesian closed.
Effectivity
In this section we will show that the constructions from the previous section are effective. We first consider the domain of Scott-closed subsets of an effective domain D.
Let (D, α) be an effective domain. We define cl(α) :
The consistency relation on cl(D) is trivial since cl(D) has a greatest element. Remark 4.1. We could give an even shorter proof by noting that the theorem follows immediately by Remark 3.1 and the observation that the Hoare power domain construction preserves effectivity. Before we go on to show that the construction of the domain of partial continuous is effective we give a characterisation of the computable Scott-closed subsets of D. Proof. Suppose first that S is cl(α)-computable. Since a ∈ S if and only if ↓ a ⊆ S it follows immediately that S ∩ D c is α-semidecidable.
Conversely, suppose that S ∩ D c is α-semidecidable. If a 1 , a 2 , . . . , a n ∈ D c then (↓ a 1 ) ∪ (↓ a 2 ) ∪ . . . ∪ (↓ a n ) ⊆ S if and only if a 1 , a 2 , . . . , a n ∈ S. This is α-semidecidable and so S is cl(α)-computable.
If S is compact in cl(D) we define α S : N → S by dom(α S ) = {n ∈ dom(α); α(n) ∈ S} and α S (n) = α(n) for each n ∈ dom(α S ). We will write D k for the Scott-cosed set cl(α)(k) ⊆ D and α k for the numbering α cl(α)(k) : N → D k . Proof. dom(α k ) is decidable uniformly in k and an index for (D, α): Suppose k = k 1 , k 2 , . . . , k n . Now m ∈ dom(α k ) if and only if m ∈ dom(α) and α(m) D α(k i ) for some 1 ≤ i ≤ n. This is decidable since (D, α) is effective.
To complete the proof it is clearly enough to show that we can decide the relations  (a b), cons(a, b) , (c = a b) and (a = ⊥) on D k uniformly in k and an index for (D, α) .
We show that cons(a, b) ⇐⇒ "a and b are consistent in D k " is decidable uniformly in k and an index for (D, α): and only if k = l 1 , m 1 , l 2 , m 2 , . . . , l n , m n where 1. l 1 , l 2 , . . . , l n ∈ dom(α) and m 1 , m 2 , . . . , m n ∈ dom(β). To be able to analyse the effective content of Propositions 3.12 and 3.13 we now introduce a notion of an effective partial continuous function. If the numberings α and β are clear from the context we will economise on the notation and simply say that f is effective rather than (α, β)-effective. Note that we do not place any restrictions on the domain of definition of f : D E (other than that it is a closed nonempty subset of D) for f to be effective. We merely require that there is an effective procedure which allows us to approximate f (c) uniformly for each compact c which lies in the domain of f .
For each nonempty subset
The following elementary lemma describes some basic but important properties of effective partial continuous functions. 
If
and R g (k, n) which is r.e. in R f and R g as required.
To prove 2, let x ∈ dom(f ) be α-computable. Now, β(n) E f (x) if and only if there is some m ∈ dom(α) such that β(n) E f (α(m)). Since dom(f ) is downwards closed, α(m) ∈ dom(f ) for each m ∈ dom(α) such that α(m) D x. Thus β(n) E f (x) if and only if n ∈ dom(β) and (∃m ∈ dom(α)) α(m) D x and β(n) E f (α(m)) . This is r.e. since x is computable and f : D E is effective. Proof. Suppose first that f : D E is computable. Let R f ⊆ N × N be the relation given by R f (m, n) ⇐⇒ (α(m) β(n)) : ↓ α(m) → E is strict and (↓ α(m), (α(m) β(n))) f . Then R f is r.e. since f is computable. Furthermore, if m ∈ dom(α), n ∈ dom(β), and α(m) ∈ dom(f ), then β(n) E f (α(m)) if and only if (↓ α(m), (α(m) β(n))) f if and only if R f (m, n). We conclude that We now show that evaluation (f,
and define e : S → E by e(f, x) = {f (a); a ∈ approx(x) ∩ dom(f )}. Before showing that (S, e) is an effective partial continuous function from [D E] × D to E we make the following two observations:
2. If (f, x) ∈ S and x ∈ dom(f ) then e(f, x) = f (x).
Thus, to show that evaluation is effective it is enough to show that (S, e) is an effective partial continuous function from
S is clearly nonempty. To show that S is closed it is enough to show that T = ↓{f :
. T is clearly downwards closed. To show that T is closed under suprema of directed sets let A be a directed subset of T and let F = A. For each f ∈ A we let f : D E be the partial continuous function from
E is a partial continuous function for each f ∈ A: f is clearly monotone. To show that f is continuous it is enough to observe that if B is a directed
Finally, f is strict since ⊥ D ∈ dom(f ) and f is strict.
The map f → f is monotone by construction. Let C ⊆ [D E] be the set {f ; f ∈ A}. Then C is directed and G = C ∈ T by construction. Since f f for each f ∈ A we have F G. We conclude that F ∈ T and so T is closed in [D E]. e : S → E is well-defined: Let f ∈ T and suppose x ∈ D D . Let g : D E be some partial continuous function from D to E such that f g and D D ⊆ dom(g). Since f g it follows that {f (a); a ∈ approx(x) ∩ dom(f )} is bounded above by g(x) in E. Now, e(f, x) is well-defined since E is consistently complete.
(S, e) is a partial continuous function from D to E: Note that e : S → E is continuous if e is continuous in each argument. It is easy to see that e is monotone in each argument. To show that e is continuous, fix x ∈ D D and let A be a directed subset of T . Suppose F = A and let B = {f ; f ∈ A} and G = B as before. We claim that F = G. Since the map f → f is monotone it follows immediately that G F . Conversely, suppose that a is compact in D and a ∈ dom(F ).
To show that F = G let a be compact in D and suppose a ∈ dom(F ). Then F (a) = F (a) = {f (a); f ∈ A and a ∈ dom(f )} = {f (a); f ∈ A and a ∈ dom(f )} = G(a).
It follows that F and G agree on dom(F ). Since F : D E is the least partial continuous extension of F to dom(F ) ∪ D D it follows that F = G. We now have
Now, fix f ∈ T and let C be a directed subset of D D with least upper bound
Thus, we conclude that e : S → E is continuous. Since e is strict it follows that e is a partial continuous function from Next, we consider type conversion in the category PADR. We will show that for a restricted class of effectively representable sequentially continuous functions f : X × Y → Z in PADR, type conversion is effective and yields a new effective sequentially continuous function f
. We begin with some definitions: Let (D, α), (E, β) and (F, γ) be effective domains and suppose f : D × E F . f is called right-computable if f is effective and dom(f ) = S × T for some Scott-closed set S ⊆ D and some computable Scott-closed set T ⊆ E. Left-computability for a partial continuous function f : D × E F is defined analogously. By Proposition 4.6, if f :
is computable if and only if f is both left-and right-computable. Let (D, D R , δ), (E, E R , ε), and (F, F R , ϕ) be effective domain representations of the spaces X, Y and Z and suppose that f : X × Y → Z is sequentially continuous. We say that f : X × Y → Z is right-computable if f is representable by some right-computable partial continuous function from D × E to F . Left-computability for sequentially continuous functions from X × Y to Z is defined analogously.
, and (F, F R , ϕ) be effective admissible domain representations of the spaces X, Y and Z and suppose f : To show that this is r.e. it is enough to show that the relation g(α(j)) = ⊥ [T → ⊥ F ] is r.e. since T is computable and f is effective.
g(α(j)) = ⊥ [T → ⊥ F ] is r.e. since g(α(j)) = ⊥ [T → ⊥ F ] if and only if there is some compact element b ∈ T such that f (α(j), b) = ⊥ F if and only if (∃p ∈ dom(β))(∃q ∈ dom(γ)) β(p) ∈ T, γ(q) F f (α(j), β(p)), and γ(q) = ⊥ F .
We conclude that h : 
Conclusions
To be able to represent continuous functions between domain representable spaces by total continuous functions on domains, it is in general necessary to consider only dense domain representations. This is problematic from a computability theoretic point of view since there is no effective construction which allows us to pass from a non-dense domain representation of a topological space to a dense representation of the same space. We argue that a viable alternative to working exclusively with densely representable spaces is to represent continuous functions by partial continuous functions, rather than total continuous functions on the domain level. This allows us to effectively circumvent the (sometimes exceedingly difficult) problem of finding dense domain representations of the spaces under consideration.
We have shown that the category of admissibly representable spaces with morphisms functions representable by some partil continuous function is Cartesian closed. We have also shown that the corresponding effective category is very close to being Cartesian closed. The only construction which is not completely effective is type conversion, which still preserves effectivity in many important cases.
