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THE UBIQUITY OF SMOOTH HILBERT SCHEMES
ANDREW P. STAAL
ABSTRACT. We investigate the geography of Hilbert schemes that parametrize closed sub-
schemes of projective space with a specified Hilbert polynomial. We classify Hilbert schemes
with unique Borel-fixed points via combinatorial expressions for their Hilbert polynomials.
We realize the set of all nonempty Hilbert schemes as a probability space and prove that
Hilbert schemes are irreducible and nonsingular with probability greater than 0.5.
1. INTRODUCTION
Hilbert schemes parametrizing closed subschemes with a fixed Hilbert polynomial in
projective space are fundamental moduli spaces. With the exception of Hilbert schemes
parametrizing hypersurfaces [ACG11, Example 2.3] and points in the plane [Fog68], the
geometric features of typical Hilbert schemes are still poorly understood. Techniques for
producing pathological Hilbert schemes are known, generating Hilbert schemes with many
irreducible components [Iar72, FP96], with generically nonreduced components [Mum62],
and with arbitrary singularity types [Vak06]. What should we expect from a randomHilbert
scheme? Can we understand the geography of Hilbert schemes? Our answer is that the
set of nonempty Hilbert schemes forms a graph and a discrete probability space, and that
irreducible nonsingular Hilbert schemes are unexpectedly common.
Let Hilbp(Pn) denote the Hilbert scheme parametrizing closed subschemes of Pn with
Hilbert polynomial p. Polynomials that are Hilbert polynomials of homogeneous ideals are
classified in [Mac27]. Any such admissible Hilbert polynomial p(t) has a combinatorial
expression
∑r
j=1
(
t+bj−(j−1)
bj
)
for b1 ≥ b2 ≥ · · · ≥ br ≥ 0. Our first main result is the
following.
Theorem 1.1. The lexicographic ideal is the unique saturated Borel ideal of codimension c
with Hilbert polynomial p if and only if:
(i) c ≥ 2 and either br > 0 or r ≤ 2; or
(ii) c = 1 and either br > 0, b1 = br, or r−s ≤ 2, where b1 = b2 = · · · = bs > bs+1 ≥ · · · ≥ br.
Borel ideals generalize lexicographic ideals and in characteristic 0 define Borel-fixed
points on Hilbert schemes. Some basic general properties of Hilbert schemes have been
extracted from these ideals. Rational curves linking Borel-fixed points prove connected-
ness in [Har66, PS05]. The thesis [Bay82] uses them to give equations for Hilbert schemes
and proposes studying their tangent cones. Further, [Ree95] studies their combinatorial
properties to give general bounds for radii of Hilbert schemes, and [RS97] proves that
lexicographic points are nonsingular. Theorem 1.1 specifies an explicit collection of well-
behaved Hilbert schemes, generalizes the main result of [Got89], and improves our under-
standing of the geography of Hilbert schemes.
This collection of Hilbert schemes is ubiquitous. Our new interpretation of Macaulay’s
classification identifies an infinite binary tree Hc whose vertices are the Hilbert schemes
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Hilbp(Pn) parametrizing codimension c = n − deg p subschemes, for each positive c ∈ Z.
Assuming that vertices at a fixed height are equally likely, combining probability distribu-
tions for the height with a distribution for the parametrized codimension c endows the
set of Hilbert schemes with the structure of a discrete probability space. This leads to our
second main result.
Theorem 1.2. The probability that a random Hilbert scheme is irreducible and nonsingular
is greater than 0.5.
This theorem counterintuitively suggests that the geometry of the majority of Hilbert
schemes is understandable. To prove Theorems 1.1 and 1.2, we study the algorithm gen-
erating saturated Borel ideals first described in [Ree92] and later generalized in [Moo12,
CLMR11]. We obtain precise information about Hilbert series and K-polynomials of satu-
rated Borel ideals. The primary technical result we need is the following.
Theorem 1.3. Let I ⊂ K[x0, x1, . . . , xn] be a saturated Borel ideal with Hilbert polynomial p,
let Lpn be the corresponding lexicographic ideal inK[x0, x1, . . . , xn], and let KI be the numerator
of the Hilbert series of I. If I 6= Lpn, then we have degKI < degKLpn .
The structure of the paper is as follows. In Section 2, we introduce two binary rela-
tions on the set of admissible Hilbert polynomials and show that they generate all such
polynomials; see Theorem 2.10. The set of lexicographic ideals is then partitioned by codi-
mension into infinitely many binary trees in Section 3. Geometrically, these are trees of
Hilbert schemes, as every Hilbert scheme contains a unique lexicographic ideal. Section 4
makes explicit this graph-theoretical structure on the set of Hilbert schemes. To identify a
sufficiently dense family of irreducible, nonsingular Hilbert schemes, we review saturated
Borel ideals in Section 5 and we examine their K-polynomials in Section 6. The main
results are in Section 7.
Conventions. Throughout, K is an algebraically closed field, N is the set of nonnegative in-
tegers, andK[x0, x1, . . . , xn] is the standard Z-graded polynomial ring. The Hilbert function,
polynomial, series, andK-polynomial of the quotientK[x0, x1, . . . , xn]/I by a homogeneous
ideal I are denoted hI , pI ,HI , and KI , respectively.
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2. THE TREE OF ADMISSIBLE HILBERT POLYNOMIALS
We identify a graph structure on the set of numerical polynomials determining nonempty
Hilbert schemes of projective spaces. The pioneering work [Mac27] gives a combinatorial
classification of these polynomials. We introduce two binary relations to equip this set with
the structure of an infinite binary tree.
Let K be an algebraically closed field and let K[x0, x1, . . . , xn] denote the homogeneous
(standard Z-graded) coordinate ring of n-dimensional projective space Pn. Let M be a
finitely generated graded K[x0, x1, . . . , xn]-module. The Hilbert function hM : Z→ Z of M
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is defined by hM(i) := dimK(Mi) for all i ∈ Z. Every such M has a Hilbert polynomial pM ,
that is, a polynomial pM(t) ∈ Q[t] such that hM(i) = pM(i) for i ≫ 0; see [BH93, Theo-
rem 4.1.3]. For a homogeneous ideal I ⊂ K[x0, x1, . . . , xn], let hI and pI denote the Hilbert
function and Hilbert polynomial of the quotient module K[x0, x1, . . . , xn]/I, respectively.
If X ⊆ Pn is a nonempty closed subscheme, then there is a unique saturated homoge-
neous ideal IX ⊆ K[x0, x1, . . . , xn] such that X = Proj
(
K[x0, x1, . . . , xn]/IX
)
; see [Har77,
Corollary II.5.16]. We define the Hilbert function hX of X to be the Hilbert function
hIX = hK[x0,x1,...,xn]/IX , and the Hilbert polynomial pX of X to be pIX = pK[x0,x1,...,xn]/IX .
As a first example, we describe the Hilbert polynomial of Pn.
Example 2.1. Fix a nonnegative integer n ∈ N. The stars-and-bars argument [Sta12,
Section 1.2] shows that the number of independent homogeneous polynomials of degree
i ∈ Z in n + 1 variables is (n+i
n
)
and equals 0 for i < 0. That is, we have hS(i) =
(
n+i
n
)
for
S := K[x0, x1, . . . , xn]. The equality hS(i) = pS(i) is only valid for i ≥ −n, because pS only
has roots −n, −(n− 1), . . . ,−1, whereas hS(i) = 0 for all i < 0.
Remark 2.2. We often treat binomial coefficients as polynomials. Following [GKP94,
Section 5.1], for a variable t and a, b ∈ Z, let (t+a
b
)
:= (t+a)(t+a−1)···(t+a−b+1)
b!
∈ Q[t] if
b ≥ 0, and (t+a
b
)
:= 0 otherwise. If b ≥ 0, then (t+a
b
)
has degree b in t, with zeros
−a,−(a − 1), . . . ,−(a − b + 1), so that (t+a
b
)|t=j 6= (j+ab ) = 0 for j < −a. Interestingly,
[Mac27, p. 533] uses distinct notation for polynomial and integer binomial coefficients.
A polynomial is an admissible Hilbert polynomial if it is the Hilbert polynomial of a
nonempty closed subscheme of a projective space. As a consequence, admissible Hilbert
polynomials correspond to nonempty Hilbert schemes. We have the following classification.
Proposition 2.3. The following conditions are equivalent:
(i) The polynomial p(t) ∈ Q[t] is an admissible Hilbert polynomial.
(ii) There exist integers e0 ≥ e1 ≥ · · · ≥ ed > 0 such that p(t) =
∑d
i=0
(
t+i
i+1
)− (t+i−ei
i+1
)
.
(iii) There exist integers b1 ≥ b2 ≥ · · · ≥ br ≥ 0 such that p(t) =
∑r
j=1
(
t+bj−(j−1)
bj
)
.
Moreover, the correspondences between admissible Hilbert polynomials and sequences of ei’s,
or of bj ’s, are bijective.
Proof.
(i)⇔ (ii) This is proved in [Mac27, Part I]; see the formula for “χ(ℓ)” at the bottom of
p. 536. For a modern account, see [Har66, Corollary 3.3 and Corollary 5.7].
(i)⇔ (iii) This follows from [Got78, Erinnerung 2.4]; see also [BH93, Exercise 4.2.17].
The uniqueness of the sequences of integers attached to an admissible polynomial is also
explained by the aforementioned sources. 
We define the Macaulay–Hartshorne expression of an admissible Hilbert polynomial p
to be its expression p(t) =
∑d
i=0
(
t+i
i+1
) − (t+i−ei
i+1
)
, for e0 ≥ e1 ≥ · · · ≥ ed > 0. Similarly,
we define the Gotzmann expression of p to be its expression p(t) =
∑r
j=1
(
t+bj−(j−1)
bj
)
, for
b1 ≥ b2 ≥ · · · ≥ br ≥ 0. From these, we see the degree d = b1, the leading coefficient ed/d!,
and the Gotzmann number r of p, which bounds the Castelnuovo–Mumford regularity of
saturated ideals with Hilbert polynomial p; see [IK99, Definition C.12].
Macaulay–Hartshorne and Gotzmann expressions are conjugate. The conjugate partition
to a partition λ := (λ1, λ2, . . . , λk) of an integer ℓ =
∑k
i=1 λi is the partition of ℓ obtained
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from the Ferrers diagram of λ by interchanging rows and columns, having λi − λi+1 parts
equal to i; see [Sta12, Section 1.8].
Lemma 2.4. If p(t) ∈ Q[t] is an admissible Hilbert polynomial with Macaulay–Hartshorne
expression
∑d
i=0
(
t+i
i+1
) − (t+i−ei
i+1
)
, for e0 ≥ e1 ≥ · · · ≥ ed > 0, and Gotzmann expression∑r
j=1
(
t+bj−(j−1)
bj
)
, for b1 ≥ b2 ≥ · · · ≥ br ≥ 0, then r = e0 and the nonnegative partition
(b1, b2, . . . , br) is conjugate to the partition (e1, e2, . . . , ed).
Proof. Rewriting the Macaulay–Hartshorne expression of p as
d∑
i=0
(
t + i
i+ 1
)
−
(
t + i− ed
i+ 1
)
+
d−1∑
i=0
(
t+ i− ed
i+ 1
)
−
(
t+ i− ei
i+ 1
)
,
we prove that
∑d
i=0
(
t+i
i+1
)−(t+i−ed
i+1
)
=
∑ed
j=1
(
t+d−(j−1)
d
)
. If d = 0, then
(
t
1
)−(t−e0
1
)
= e0 holds.
If d > 0, then we have
∑d
i=0
(
t+i
i+1
) − (t+i−ed
i+1
)
=
[∑d−1
i=0
(
t+i
i+1
)− (t+i−ed
i+1
)]
+
(
t+d
d+1
) − (t+d−ed
d+1
)
.
By induction, this equals
[∑ed
j=1
(
t+(d−1)−(j−1)
d−1
)]
+
(
t+d
d+1
) − (t+d−ed
d+1
)
. The addition formula
[GKP94, Section 5.1] yields(
t+ d
d+ 1
)
−
(
t + d− ed
d+ 1
)
=
[
ed∑
j=2
(
t + d− (j − 1)
d
)]
+
(
t + d− ed
d
)
and
(
t+ d
d
)
=
[
ed∑
j=1
(
t + (d− 1)− (j − 1)
d− 1
)]
+
(
t+ d− ed
d
)
,
and we obtain
∑d
i=0
(
t+i
i+1
)− (t+i−ed
i+1
)
=
∑ed
j=1
(
t+d−(j−1)
d
)
, as desired.
Now we write the Macaulay–Hartshorne expression as
p(t) =
ed∑
j=1
(
t+ d− (j − 1)
d
)
+
[
d−1∑
i=0
(
s+ i
i+ 1
)
−
(
s+ i− (ei − ed)
i+ 1
)]
s:=t−ed
and repeat the decomposition on the second part. With s := t− ed, this yields the sum[
d−1∑
i=0
(
s+ i
i+ 1
)
−
(
s+ i− (ed−1 − ed)
i+ 1
)
+
d−2∑
i=0
(
s+ i− (ed−1 − ed)
i+ 1
)
−
(
s+ i− (ei − ed)
i+ 1
)]
,
whose first part equals
∑ed−1−ed
k=1
(
s+(d−1)−(k−1)
d−1
)
, by the previous paragraph. Reindexing with
j := k + ed and evaluating at s := t − ed gives
∑ed−1
j=ed+1
(
t+(d−1)−(j−1)
d−1
)
. Therefore, we have∑d
i=0
(
t+i
i+1
)− (t+i−ed
i+1
)
=
∑r
j=1
(
t+bj−(j−1)
bj
)
when bj = i for all ei ≥ j > ei+1, where ed+1 := 0.
This shows that r = e0 and that ei − ei+1 parts equal i in the partition associated to the
Gotzmann expression of p, for all 0 ≤ i ≤ d. Finally,∑rj=1 bj =∑di=0(ei − ei+1)i = ∑di=1 ei
holds and it follows that (b1, b2, . . . , br) is conjugate to (e1, e2, . . . , ed). 
We define the Macaulay–Hartshorne partition of an admissible Hilbert polynomial
p(t) =
∑d
i=0
(
t+i
i+1
) − (t+i−ei
i+1
)
to be the partition (e0, e1, . . . , ed), and the Gotzmann parti-
tion of p(t) =
∑r
j=1
(
t+bj−(j−1)
bj
)
to be the nonnegative partition (b1, b2, . . . , br).
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Example 2.5. The twisted cubic curve X ⊂ P3 is defined by the ideal IX ⊂ K[x0, x1, x2, x3]
of 2-minors of the matrix [ x0 x1 x2x1 x2 x3 ]. The Macaulay–Hartshorne and Gotzmann expressions
for the Hilbert polynomial of the twisted cubic are
pX(t) = 3t+ 1 =
[(
t+ 0
0 + 1
)
−
(
t + 0− 4
0 + 1
)]
+
[(
t+ 1
1 + 1
)
−
(
t+ 1− 3
1 + 1
)]
=
(
t+ 1
1
)
+
(
t+ 1− 1
1
)
+
(
t+ 1− 2
1
)
+
(
t+ 0− 3
0
)
,
respectively. The partitions are (e0, e1) = (4, 3) and (b1, b2, b3, b4) = (1, 1, 1, 0). Observe that
(3) is conjugate to (1, 1, 1), but that (1, 1, 1, 0) has r = e0 = 4.
We describe two binary relations on the set of admissible Hilbert polynomials. Let p
be an admissible Hilbert polynomial with Macaulay–Hartshorne partition (e0, e1, . . . , ed)
and Gotzmann partition (b1, b2, . . . , br). We define a mapping Φ, from the set of admissible
Hilbert polynomials to itself, that takes p to the polynomialΦ(p)with Macaulay–Hartshorne
partition (e0, e0, e1, . . . , ed) and Gotzmann partition (b1 + 1, b2 + 1, . . . , br + 1). Explicitly, we
have [Φ(p)] (t) =
(
t+0
0+1
) − (t+0−e0
0+1
)
+
∑d+1
i=1
(
t+i
i+1
) − (t+i−ei−1
i+1
)
=
∑r
j=1
(
t+(bj+1)−(j−1)
bj+1
)
, which is
admissible, by Proposition 2.3.
To define the second binary relation on the set of admissible Hilbert polynomials, let
Ψ: Q[t]→ Q[t] be the mapping taking a polynomial p to 1+p. If p(t) is an admissible Hilbert
polynomial with Macaulay–Hartshorne partition (e0, e1, . . . , ed) and Gotzmann partition
(b1, b2, . . . , br), then Ψ(p) = 1 + p is also an admissible Hilbert polynomial, with Macaulay–
Hartshorne partition (e0 + 1, e1, e2, . . . , ed) and Gotzmann partition (b1, b2, . . . , br, 0). We
have [Ψ(p)] (t) =
(
t+0
0+1
) − (t+0−(e0+1)
0+1
)
+
∑d
i=1
(
t+i
i+1
) − (t+i−ei
i+1
)
=
∑r
j=1
(
t+bj−(j−1)
bj
)
+
(
t+0−r
0
)
.
Therefore, the restriction of Ψ defines a mapping from the set of admissible Hilbert poly-
nomials to itself, which we also denote by Ψ.
Example 2.6. The simplest admissible Hilbert polynomial is that of a reduced point in
projective space, with Gotzmann expression 1 =
(
t+0−0
0
)
. We have Φ(1) =
(
t+1−0
1
)
= t + 1,
which is the Hilbert polynomial of a reduced line. Also, Ψ(1) =
(
t+0−0
0
)
+
(
t+0−1
0
)
= 2 is the
Hilbert polynomial of two points in projective space.
To better understandΦ, we consider the backwards difference operator∇ : Q[t]→ Q[t],
defined by q 7→ [∇(q)] (t) := q(t)−q(t−1); compare with [BH93, Lemma 4.1.2]. We collect
elementary properties showing the interplay between Ψ, Φ, and ∇. Backwards differences
are discrete derivatives, and Lemma 2.7(ii) shows that Φ gives indefinite sums of admissible
polynomials. Part (iii) is a well-known discrete analogue of the Fundamental Theorem of
Calculus.
Lemma 2.7. If p(t) is an admissible Hilbert polynomial with Macaulay–Hartshorne partition
(e0, e1, . . . , ed) and Gotzmann partition (b1, b2, . . . , br), then the following hold:
(i) [∇(p)] (t) =∑rj=1 (t+(bj−1)−(j−1)bj−1 ) =∑d−1i=0 (t+ii+1)− (t+i−ei+1i+1 );
(ii) ∇ΨaΦ(p) = p, for all a ∈ N;
(iii) if deg p > 0 and k ∈ {1, 2, . . . , r} is the largest index such that bk 6= 0, then we have
p−Φ∇(p) = r − k, but if deg p = 0, then ∇(p) = 0; and
(iv) [(ΦΨ−ΨΦ)(p)] (t) = t− r.
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Remark 2.8. Setting a = 0 in Part (ii) shows that ∇Φ(p) = p, so that Part (iii) shows that
(∇Φ−Φ∇)(p) = r − k. In other words, applying Φ and then ∇ returns p, but applying ∇
and then Φ may alter the constant term of p.
Proof.
(i) Because ∇ is a linear operator on Q[t], it suffices to prove the statement for polyno-
mials of the form
(
t+b−i
b
)
, for b, i ∈ N. By definition of ∇ and the addition formula,
we have [∇(p)] (t) = (t+b−i
b
)− (t−1+b−i
b
)
=
(
t+b−1−i
b−1
)
.
(ii) We have [∇Φ(p)] (t) = ∇
(∑r
j=1
(
t+bj+1−(j−1)
bj+1
))
=
∑r
j=1
(
t+bj−(j−1)
bj
)
= p(t), by Part (i).
Further, ∇ΨaΦ(p) = ∇(a+ Φ(p)), which equals ∇Φ(p) = p.
(iii) Because deg p > 0, there is a largest index k ∈ {1, . . . , r} such that bk 6= 0. Thus,
[Φ∇(p)] (t) = Φ
(∑k
j=1
(
t+bj−1−(j−1)
bj−1
))
=
∑k
j=1
(
t+bj−(j−1)
bj
)
. Hence, terms of the form(
t+0−(j−1)
0
)
are dropped, and as they all equal 1, we are left with p−Φ∇(p) = r − k.
(iv) We have [ΦΨ(p)] (t) =
∑r+1
j=1
(
t+bj+1−(j−1)
bj+1
)
, where br+1 := 0. On the other hand, we
also have [ΨΦ(p)] (t) =
∑r
j=1
(
t+bj+1−(j−1)
bj+1
)
+
(
t+0−r
0
)
, and taking the difference yields
the polynomial
[(
ΦΨ−ΨΦ)(p)] (t) = (t + 1− r)− 1 = t− r. 
Example 2.9. Example 2.5 shows that pX(t) =
(
t+1
1
)
+
(
t
1
)
+
(
t−1
1
)
+
(
t−3
0
)
for the twisted
cubic curve X ⊂ P3, so we have [Φ(pX)] (t) =
(
t+2
2
)
+
(
t+1
2
)
+
(
t
2
)
+
(
t−2
1
)
= 3
2
t2 + 5
2
t − 1
and [∇Φ(pX)] (t) = ∇
(
3
2
t2 + 5
2
t− 1) = 3t + 1 = pX . In the other order, we find that
[∇(pX)] (t) =
(
t
0
)
+
(
t−1
0
)
+
(
t−2
0
)
= 3 and [Φ∇(pX)] (t) =
(
t+1
1
)
+
(
t
1
)
+
(
t−1
1
)
= 3t.
If we let q(t) := 3
2
t2+ 5
2
t+1, then we also obtain [∇(q)] (t) = 3t+1. In fact, the expression
q(t) =
[
Ψ2Φ(pX)
]
(t) =
(
t+2
2
)
+
(
t+1
2
)
+
(
t
2
)
+
(
t−2
1
)
+
(
t−4
0
)
+
(
t−5
0
)
shows that the polynomial
q is an admissible Hilbert polynomial. This polynomial is the Hilbert polynomial of the
(minimally embedded) first Hirzebruch surface, also known as the blow-up of P2 at a point.
The mappings Φ and Ψ endow the set of admissible Hilbert polynomials with the struc-
ture of a graph.
Theorem 2.10. The graph whose vertices correspond to admissible Hilbert polynomials and
whose edges correspond to pairs of the form
(
p,Ψ(p)
)
and
(
p,Φ(p)
)
, for all admissible Hilbert
polynomials p, forms an infinite binary tree. Moreover, the root of the tree corresponds to the
constant polynomial 1.
The infinite binary tree has 2j vertices at height j, for all j ∈ N. We define the Macaulay
tree M to be the infinite binary tree of admissible Hilbert polynomials in Theorem 2.10.
Proof. We prove that the admissible Hilbert polynomial p(t) =
∑d
i=0
(
t+i
i+1
)− (t+i−ei
i+1
)
equals
p = Ψe0−e1 ΦΨe1−e2 Φ · · ·ΦΨed−1−ed ΦΨed−1(1),
where e0 ≥ e1 ≥ · · · ≥ ed > 0. We proceed by induction on the length d + 1 of the
partition (e0, e1, · · · , ed). If d = 0, then we have
(
t+0
0+1
) − (t+0−e0
0+1
)
= e0 = Ψ
e0−1(1), which
proves the claim. The induction hypothesis on the partition (e1, e2, · · · , ed), shows that∑d−1
i=0
(
t+i
i+1
) − (t+i−ei+1
i+1
)
= Ψe1−e2 ΦΨe2−e3 Φ · · ·ΦΨed−1−ed ΦΨed−1(1). Applying Φ to both
sides, we obtain e1 +
∑d
i=1
(
t+i
i+1
) − (t+i−ei
i+1
)
= ΦΨe1−e2 ΦΨe2−e3 Φ · · ·ΦΨed−1−ed ΦΨed−1(1)
and applying Ψe0−e1 to both sides yields the desired equality. Because every finite binary
sequence of Ψ’s and Φ’s has a unique such expression, we obtain the result. 
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A portion of M is displayed in Figure 1, in terms of Gotzmann expressions.
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(
t−2
0
)
(
t+1
1
)
+
(
t−1
0
)
+(
t−2
0
)
+
(
t−3
0
)
(
t+2
2
)
+
(
t
1
)
+
(
t−1
1
)
(
t+2
2
)
+
(
t
1
)
(
t+2
2
)
+
(
t
1
)
+
(
t−2
0
)
(
t+3
3
)
+
(
t+1
2
)
(
t+2
2
)
(
t+2
2
)
+
(
t−1
0
)
(
t+2
2
)
+(
t−1
0
)
+
(
t−2
0
)
(
t+3
3
)
+
(
t
1
)
(
t+3
3
)
(
t+3
3
)
+
(
t−1
0
)
(
t+4
4
)
Φ
Ψ
FIGURE 1. The Macaulay tree M to height 4 with Gotzmann expressions
Remark 2.11. The path from the root 1 of the tree M to an admissible Hilbert polynomial
p(t) :=
∑d
i=0
(
t+i
i+1
)−(t+i−ei
i+1
)
=
∑r
j=1
(
t+bj−(j−1)
bj
)
is also encoded in the Gotzmann expression.
In particular, we have the conjugate version
p = Φbr ΨΦbr−1−br Ψ · · ·ΨΦb2−b3 ΨΦb1−b2(1)
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of the expression in the proof of Theorem 2.10, where b1 ≥ b2 ≥ · · · ≥ br ≥ 0. Moreover,
these explicit expressions for the path from 1 to p(t) show that the height of the vertex p(t)
is e0 + d− 1 = r + b1 − 1.
Example 2.12. The Hilbert polynomial of the twisted cubic curve X ⊂ P3 has partitions
(e0, e1) = (4, 3) and (b1, b2, b3, b4) = (1, 1, 1, 0); see Example 2.5. The Macaulay–Hartshorne
expression and the proof of Theorem 2.10 giveΨ4−3 ΦΨ3−1(1) = 3t+1, while the Gotzmann
expression and Remark 2.11 give Φ0ΨΦ1−0ΨΦ1−1ΨΦ1−1(1) = 3t + 1. This path is shown
in Figure 2. From Example 2.9, we find that the path associated to the Hilbert polynomial
of the minimally embedded Hirzebruch surface P(OP1 ⊕OP1(−1)) ⊂ P4 is Ψ2ΦΨΦΨ2(1).
1
2
3
4
5
4t − 2
3t
3t + 1
(3/2)t2+(3/2)t+1
ΨΦ
2t + 1
2t + 2
2t + 3
t2 + 3t
t2 + 2t + 1
t2 + 2t + 2
(1/3)t3+(3/2)t2+
(13/6)t + 1
Ψ
t + 1
t + 2
t + 3
t + 4
(1/2)t2 + (7/2)t
(1/2)t2+(5/2)t+1
(1/2)t2+(5/2)t+2
(1/6)t3+(3/2)t2+
(7/3)t + 1
(1/2)t2+(3/2)t+1
(1/2)t2+(3/2)t+2
(1/2)t2+(3/2)t+3
(1/6)t3 + t2 +
(17/6)t + 1
(1/6)t3 + t2 +
(11/6)t + 1
(1/6)t3 + t2 +
(11/6)t + 2
(1/24)t4 +
(5/12)t3 +
(35/24)t2 +
(25/12)t + 1
Ψ
FIGURE 2. The path from 1 to p(t) := 3t + 1 in the Macaulay tree
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3. THE FOREST OF LEXICOGRAPHIC IDEALS
This section connects lexicographic ideals with the Macaulay tree M. Specifically, Theo-
rem 3.9 shows that M reappears infinitely many times in the set of saturated lexicographic
ideals, with exactly one tree Lc for each positive codimension c ∈ Z. To prove this, we study
two mappings on the set of lexicographic ideals, defined in analogy with Φ and Ψ. Explicit
monomial generators of lexicographic ideals given in terms of Macaulay–Hartshorne ex-
pressions help to understand Hilbert polynomials of images of lexicographic ideals under
our two mappings.
Lexicographic, or lex-segment, ideals are monomial ideals whose homogeneous pieces
are spanned by maximal monomials in lexicographic order. These ideals are central to the
classification in [Mac27] of admissible Hilbert polynomials. Their combinatorial nature
captures geometric information about Hilbert schemes, as shown by [Har66, PS05, Ree95,
RS97] in studying connectedness, radii, and smoothness.
For any vector u := (u0, u1, . . . , un) ∈ Nn+1, let xu := xu00 xu11 · · ·xunn . The lexicographic
ordering is the relation >lex on the monomials in K[x0, x1, . . . , xn] defined by x
u>lex x
v if
the first nonzero coordinate of u− v ∈ Zn+1 is positive, where u, v ∈ Nn+1.
Example 3.1. We have x0>lex x1>lex · · ·>lex xn in lexicographic order on K[x0, x1, . . . , xn].
Further, if n ≥ 2, then x0x22>lex x41>lex x31.
For a homogeneous ideal I ⊂ K[x0, x1, . . . , xn], lexicographic order gives rise to two
monomial ideals associated to I. First, the lexicographic ideal for the Hilbert function hI
in K[x0, x1, . . . , xn] is the monomial ideal L
hI
n whose i-th graded piece is spanned by the
hK[x0,x1,...,xn](i) − hI(i) = dimK Ii largest monomials in K[x0, x1, . . . , xn]i, for all i ∈ Z. The
equality hI = hLhIn
holds by definition, and LhIn is a homogeneous ideal of K[x0, x1, . . . , xn];
see [Mac27, Section II] or [MS05b, Proposition 2.21]. More importantly, the (saturated)
lexicographic ideal L
pI
n for the Hilbert polynomial pI is the monomial ideal(
LhIn : 〈x0, x1, . . . , xn〉∞
)
:=
⋃
j≥1
{
f ∈ K[x0, x1, . . . , xn] | f〈x0, x1, . . . , xn〉j ⊆ LhIn
}
.
Saturation with respect to the irrelevant ideal 〈x0, x1, . . . , xn〉 ⊂ K[x0, x1, . . . , xn] does not
affect the Hilbert function in large degrees, so L
pI
n also has Hilbert polynomial pI .
Example 3.2. If X ⊂ P2 is three distinct noncollinear points, then the Hilbert function
of IX ⊂ K[x0, x1, x2] has values hX(N) = (1, 3, 3, 3, 3, . . . ). The lexicographic ideal in
K[x0, x1, x2] for hX equals L
hX
2 = 〈x20, x0x1, x0x2, x31〉. Therefore, the saturation of LhX2 with
respect to the irrelevant ideal 〈x0, x1, x2〉 is L32 = 〈x0, x31〉 ⊂ K[x0, x1, x2], whose Hilbert
function has values hL32(N) = (1, 2, 3, 3, 3, 3, . . . ).
Given a finite sequence of nonnegative integers a0, a1, . . . , an−1 ∈ N, consider the mono-
mial ideal L(a0, a1, . . . , an−1) in K[x0, x1, . . . , xn] with monomial generators
〈xan−1+10 , xan−10 xan−2+11 , . . . , xan−10 xan−21 · · ·xa2n−3xa1+1n−2 , xan−10 xan−21 · · ·xa1n−2xa0n−1〉;
see [RS97, Notation 1.2]. Lemma 3.3(i) appears in [Moo12, Theorem 2.23].
Lemma 3.3. Let p(t) :=
∑d
i=0
(
t+i
i+1
) − (t+i−ei
i+1
)
, for integers e0 ≥ e1 ≥ · · · ≥ ed > 0, and let
n ∈ N satisfy n > d = deg p.
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(i) Define ei := 0, for d+ 1 ≤ i ≤ n, and aj := ej − ej+1, for all 0 ≤ j ≤ n− 1. We have
Lpn = L(a0, a1, . . . , an−1)
= 〈x0, x1, . . . , xn−(d+2), xad+1n−(d+1),
xadn−(d+1)x
ad−1+1
n−d , . . . , x
ad
n−(d+1)x
ad−1
n−d · · ·xa2n−3xa1+1n−2 , xadn−(d+1)xad−1n−d · · ·xa1n−2xa0n−1〉.
(ii) If there is an integer 0 ≤ ℓ ≤ d− 1 such that aj = 0 for all j ≤ ℓ, and aℓ+1 > 0, then the
minimal monomial generators of Lpn are given by m1, m2, . . . , mn−(ℓ+1), where
mi := xi−1, for all 1 ≤ i ≤ n− (d+ 1), and
mn−d+k :=
(
k−1∏
j=0
x
ad−j
n−(d+1)+j
)
x
ad−k+1
n−(d+1)+k , for all 0 ≤ k ≤ d− (ℓ+ 1).
If a0 6= 0, then the minimal monomial generators are those listed in Part (i).
Proof.
(i) Substituting the values aj := ej − ej+1 determined by the Macaulay–Hartshorne ex-
pression of p(t) in the definition of L(a0, a1, . . . , an−1) gives the listed monomials. In
degree ad+ad−1+· · ·+ad−k+1, the monomial xadn−(d+1)xad−1n−d · · ·xad−k+1n−(d+1)+k is the largest
monomial smaller than xadn−(d+1)x
ad−1
n−d · · ·x
ad−(k−1)+1
n−(d+1)+k−1x
ad−k
n , for 0 ≤ k ≤ d − 1. In de-
gree ad + ad−1 + · · ·+ a0, the monomial xadn−(d+1)xad−1n−d · · ·xa0n−1 is similarly the largest
monomial smaller than xadn−(d+1)x
ad−1
n−d · · ·xa1+1n−2 xa0−1n , thus, L := L(a0, a1, . . . , an−1) is
a lexicographic ideal. For any monomial g in the saturation
(
L : 〈x0, x1, . . . , xn〉∞
)
,
there exists j ∈ N such that gxjn ∈ L. Because the generators of L are not divisible by
xn, this implies that g ∈ L, showing that L is saturated.
Before showing that L has the correct Hilbert polynomial, we first prove that
the auxiliary ideal L′ := L(0, 0, . . . , 0, ad, 0, 0, . . . , 0) = 〈x0, x1, . . . , xn−(d+2), xadn−(d+1)〉
has Hilbert polynomial
∑d
i=0
(
t+i
i+1
) − (t+i−ad
i+1
)
. Setting S := K[xn−(d+1), xn−d, . . . , xn],
multiplication by xadn−(d+1) defines the first homomorphism in a short exact sequence
0 → S(−ad) → S → S/〈xadn−(d+1)〉 → 0. Additivity of Hilbert polynomials on short
exact sequences shows that pL′(t) =
(
t+d+1
d+1
) − (t+d+1−ad
d+1
)
. Applying the summation
formula [GKP94, p. 159] establishes that pL′(t) =
∑d
i=0
(
t+i
i+1
)− (t+i−ad
i+1
)
.
We prove the general case by induction on d := deg p. Suppose that d = 0. The
ideal L becomes L := 〈x0, x1, . . . , xn−2, xa0n−1〉, which has constant Hilbert polynomial
equal to a0 = p. Suppose that d > 0, let L
′ := L(0, 0, . . . , 0, ad, 0, 0, . . . , 0), and let
L′′ := L(a0, a1, . . . , ad−1, 0, 0, . . . , 0). By the short exact sequence
0→ (K[x0, x1, . . . , xn]/L′′) (−ad)→ K[x0, x1, . . . , xn]/L→ K[x0, x1, . . . , xn]/L′ → 0,
where the injection sends 1 7→ xadn−(d+1), we have pL = pL′ + pL′′ . Induction yields
pL′′(t) =
∑d−1
i=0
(
t+i−ad
i+1
) − (t+i−ei
i+1
)
, and pL′(t) =
∑d
i=0
(
t+i
i+1
) − (t+i−ad
i+1
)
by the previous
paragraph, so that pL = p. Hence, L := L(a0, a1, . . . , an−1) = L
p
n is the lexicographic
ideal for p in K[x0, x1, . . . , xn].
(ii) We know that xadn−(d+1)x
ad−1
n−d · · ·xa1n−2xa0n−1 = xadn−(d+1)xad−1n−d · · ·xaℓ+2n−(ℓ+3)xaℓ+1n−(ℓ+2), because
either a0 = a1 = · · · = aℓ = 0, or a0 6= 0 and ℓ = −1. If ℓ ≥ 0, then the monomial
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generators
xadn−(d+1)x
ad−1
n−d · · ·xaℓ+2n−(ℓ+3)xaℓ+1+1n−(ℓ+2), xadn−(d+1)xad−1n−d · · ·xaℓ+1n−(ℓ+2)xaℓ+1n−(ℓ+1), . . . ,
xadn−(d+1)x
ad−1
n−d · · ·xa2n−3xa1+1n−2
from Part (i) are redundant, as they are multiples of the last monomial generator.
Removing these redundancies gives the monomial generators m1, m2, . . . , mn−(ℓ+1).
For all i ∈ {2, 3, . . . , n − (ℓ + 1)} and all j ∈ {1, 2, . . . , i − 1} there exists xk dividing
mj to higher order than the order to which it divides mi, and minimality follows. 
To show that L(a0, a1, . . . , an−1) is saturated in the proof of Lemma 3.3, we could alter-
natively apply Lemma 5.2. The nonminimal list of generators in Lemma 3.3(i) is useful
for describing operations on lexicographic ideals in terms of the Macaulay–Hartshorne
and Gotzmann partitions of their Hilbert polynomials; see Proposition 3.7. Importantly,
Lemma 3.3 shows that all sequences a0, a1, . . . , an−1 of nonnegative integers determine a
lexicographic ideal.
The next example uses Lemma 3.3 to identify minimal monomial generators.
Example 3.4. The twisted cubic X ⊂ P3 has pX(t) =
[(
t+0
0+1
)− (t+0−4
0+1
)]
+
[(
t+1
1+1
)− (t+1−3
1+1
)]
,
with lexicographic ideal L3t+13 ⊂ K[x0, x1, x2, x3]; see Example 2.5. We have d = 1, e0 = 4,
e1 = 3, e2 = 0, and e3 = 0, so that a0 = 1, a1 = 3, and a2 = 0. Hence, applying Lemma 3.3
yields L3t+13 = L(1, 3, 0) = 〈x0, x41, x31x2〉. The Gotzmann number of 3t + 1 is 4, and can be
realized as the sum a0 + a1 + a2 = 1+3+0, as the number e0 = 4, or as the degree of x
3
1x2.
In analogy with the mapping Ψ , we define the lex-expansion of any lexicographic ideal
Lpn := L(a0, a1, . . . , an−1) to be the lexicographic ideal Ψ
(
Lpn
)
:= L(a0 + 1, a1, a2, . . . , an−1).
The following lemma explains our choice of notation for lex-expansion.
Lemma 3.5. Let p be an admissible Hilbert polynomial and n > deg p a positive integer. We
have Ψ
(
Lpn
)
= L
Ψ(p)
n , and the mapping Ψ on lexicographic ideals preserves codimension.
Proof. See Lemma 5.5. Note that n− degΨ(p) = n− deg p. 
Example 3.6. The Hilbert polynomial of a planar cubic curve C ⊂ P3 is 3t, with Macaulay–
Hartshorne expression
[(
t+0
0+1
)− (t+0−3
0+1
)]
+
[(
t+1
1+1
)− (t+1−3
1+1
)]
. Applying Lemma 3.3, we have
a0 = 0, a1 = 3, and a2 = 0, so L
3t
3 = L(0, 3, 0) = 〈x0, x31〉 ⊂ K[x0, x1, x2, x3]. Lemma 3.5
shows that Ψ
(
L(0, 3, 0)
)
= L(1, 3, 0) = 〈x0, x41, x31x2〉; compare Example 3.4.
In analogy with Φ, for any ideal I ⊆ K[x0, x1, . . . , xn], we denote the extension ideal by
Φ(I) := I ·K[x0, x1, . . . , xn+1]. For lexicographic ideals, we have an analogue of Lemma 3.5.
Proposition 3.7. Let p be an admissible Hilbert polynomial and n > deg p a positive inte-
ger. We have Φ
(
Lpn
)
= L
Φ(p)
n+1 and Φ
(
L(a0, a1, . . . , an−1)
)
= L(0, a0, a1, . . . , an−1) holds for all
a0, a1, . . . , an−1 ∈ N, so extension preserves codimension.
Proof. Let q denote the Hilbert polynomial of Φ
(
Lpn
) ⊂ K[x0, x1, . . . , xn+1]. The extension
Φ
(
Lpn
)
is generated by the images of the generators of Lpn under the inclusion mapping
K[x0, x1, . . . , xn] →֒ K[x0, x1, . . . , xn+1], namely
Φ
(
Lpn
)
= 〈x0, x1, . . . , xn−(d+2), xad+1n−(d+1), xadn−(d+1)xad−1+1n−d , . . . , xadn−(d+1)xad−1n−d · · ·xa2n−3xa1+1n−2 ,
xadn−(d+1)x
ad−1
n−d · · ·xa1n−2xa0n−1〉 ⊂ K[x0, x1, . . . , xn+1].
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Because K[x0, x1, . . . , xn+1] has n + 2 variables, we reindex the powers in this list of gener-
ators to describe q. For all i ∈ {1, 2, . . . , d+1}, set a′i := ai−1, and set a′0 := 0. Rewriting the
monomial generators and adding x
a′
d+1
n−(d+1)x
a′
d
n−d · · ·xa
′
2
n−2x
a′1+1
n−1 to the list, we find that
Φ
(
Lpn
)
= 〈x0, x1, . . . , xn−(d+2), xa
′
d+1+1
n−(d+1), x
a′
d+1
n−(d+1)x
a′
d
+1
n−d , . . . , x
a′
d+1
n−(d+1)x
a′
d
n−d · · ·xa
′
2
n−2x
a′1+1
n−1 ,
x
a′
d+1
n−(d+1)x
a′
d
n−d · · ·xa
′
1
n−1x
a′0
n 〉 ⊂ K[x0, x1, . . . , xn+1].
This gives monomial generators of Φ(Lpn
)
in the form of Lemma 3.3(i). By Lemma 2.4, the
first a′d+1 = ad parts in the Gotzmann partition of q equal d+ 1, the next a
′
d = ad−1 parts in
the Gotzmann partition equal d, and so on. Hence, every part in the Gotzmann partition
of p has increased by 1, and q = Φ(p). Finally, the codimension of Φ
(
Lpn
)
= L
Φ(p)
n+1 equals
n+ 1− deg Φ(p) = n− deg p, thus Φ preserves codimension. 
Example 3.8. Example 3.4 and Proposition 3.7 show that Φ
(
L3t+13
)
= 〈x0, x41, x31x2〉 in
K[x0, x1, x2, x3, x4] is the lexicographic ideal with Hilbert polynomial Φ(3t+1) =
3
2
t2+ 5
2
t−1.
The following describes a forest structure on the set of lexicographic ideals.
Theorem 3.9. For each positive codimension c ∈ Z, the graph Lc whose vertex set consists
of all lexicographic ideals of codimension c and whose edges are all possible pairs of the form(
Lpn, L
Ψ(p)
n
)
and
(
Lpn, L
Φ(p)
n
)
, where Lpn is a lexicographic ideal of codimension c, is an infinite
binary tree. The root of the binary tree Lc is the lexicographic ideal L
1
c ⊂ K[x0, x1, . . . , xc].
Proof. Lemma 3.5 and Proposition 3.7 combined with Lemma 3.3 show that the mapping
M → Lc defined by p 7→ Lpc+deg(p) is a graph isomorphism. The root of Lc is the ideal
L1c := 〈x0, x1, . . . , xc−1〉 in K[x0, x1, . . . , xc], which has Hilbert polynomial 1. 
For positive c ∈ Z, we call the tree Lc of Theorem 3.9 the lexicographic tree of codi-
mension c, and we call the union L :=
⊔
c∈N,c>0Lc the lexicographic forest. The vertices
of Lc are ideals living in infinitely many different polynomial rings.
4. RANDOM SCHEMES IN THE HILBERT FOREST
In this section, we transform the set of nonempty Hilbert schemes into a discrete prob-
ability space, exploiting the graph structure on the set of lexicographic ideals. This al-
lows probabilistic statements about the geometry of random Hilbert schemes. In Exam-
ples 4.5–4.7, we regard the dimensions and degrees of subschemes parametrized by Hilbert
schemes, and the radii of Hilbert schemes, as random variables and we estimate their ex-
pected values and variances.
Theorem 4.1. For each positive codimension c ∈ Z, the graph Hc whose vertex set consists of
every nonempty Hilbert scheme Hilbp(Pn) that parametrizes codimension c subschemes of some
projective space Pn and whose edges are all pairs of the form
(
Hilbp(Pn),HilbΨ(p)(Pn)
)
and(
Hilbp(Pn),HilbΦ(p)(Pn+1)
)
, where p is an admissible Hilbert polynomial and n := c + deg p,
is an infinite binary tree. The root of the tree Hc is the Hilbert scheme Hilb
1(Pc).
For positive c ∈ Z, we call the tree Hc of Theorem 4.1 the Hilbert tree of codimension
c, and we call the disjoint union H :=
⊔
c∈N,c>0Hc the Hilbert forest.
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Proof. Each pair of an admissible Hilbert polynomial p and positive c ∈ Z uniquely deter-
mines both a lexicographic ideal Lpn and a Hilbert scheme Hilb
p(Pn), where n := c + deg p.
The specified graph structure makes this correspondence into a graph isomorphism. 
Hilbert schemes in a fixed Hc parametrize subschemes in infinitely many different pro-
jective spaces.
Example 4.2. The ray (Hilb1(Pc),Hilb2(Pc), . . . ,HilbΨ
k(1)(Pc), . . . ) ofHc contains all Hilbert
schemes of points in Pc. The ray (Hilb1(Pc),Hilbt+1(Pc+1), . . . ,HilbΦ
n−c(1)(Pn), . . . ) of Hc
contains all Grassmannians parametrizing linear subspaces of a fixed codimension c, as
G(n− c, n) = HilbΦn−c(1)(Pn) .
Remark 4.3. The edges of the graphs M and L arise from combinatorial and algebraic
operations on their vertices. The edges of the Hilbert forest arise from rational mappings.
Consider an edge
(
Hilbp(Pn),HilbΨ(p)(Pn)
)
in H. For any x ∈ Pn, there is a rational
mapping Hilbp(Pn) 99K HilbΨ(p)(Pn) with [X ] 7→ [X ∪ {x}] for all X such that x /∈ X. This
does not extend to a regular mapping, even in elementary cases. For instance, to complete
such a mapping ϕ : Hilb1(P2) 99K Hilb2(P2), the value ϕ(x) must parametrize a double
point at x, which is a subscheme of every line of approach through x. Hence, ϕ has no
well-defined value at x.
The lexicographic point of Hilbp(Pn) is the point [Lpn]. It is nonsingular and lies on a
unique irreducible component (Hilbp(Pn))lex ⊆ Hilbp(Pn) called the lexicographic com-
ponent; see [RS97]. Consider an edge of the form
(
Hilbp(Pn),HilbΦ(p)(Pn+1)
)
in H. If
I ⊂ K[x0, x1, . . . , xn] defines XI ⊂ Pn, then Φ(I) defines the join Join(XI , x) of XI and
x := [0 : 0 : · · · : 0 : 1] ∈ Pn+1. Thus, Proposition 3.7 shows that Join (XLpn , x) = XΦ(Lpn)
has Hilbert polynomial Φ(p). By change of coordinates, this is true for general points on
Hilbp(Pn))lex, thus there is a rational mapping (Hilbp(Pn))lex 99K HilbΦ(p)(Pn+1) defined
by XI 7→ XΦ(I). This mapping cannot be extended to other irreducible components of
Hilbp(Pn), or even to the intersection of the lexicographic component with other irreducible
components, due to the presence of nonlexicographic Borel points on these components;
see [Ree95, Remark 2.2] and Theorem 7.4.
Remark 4.4. For fixed positive n ∈ Z, nonempty Hilbert schemes Hilbp(Pn) are found in
the Hilbert trees Hc, for all 1 ≤ c ≤ n. Given 1 ≤ c ≤ n, these are all vertices in Hc with
corresponding admissible Hilbert polynomials of degree n− c.
Consider the probability measure Pr : 2Hc → [0, 1] with sample space Hc determined
by a normalized nonnegative function pr : Hc → R; see [Bil95, Examples 2.8–2.9]. To
mimic uniform distribution, every vertex of Hc at a fixed height is equally likely; given
a mass function fc : N → [0, 1], let pr
(
Hilbp(Pn)
)
:= fc(k)/2
k, for all Hilbp(Pn) ∈ Hc at
height k. Elementary choices include the geometric mass function fc(k) := pc(1 − pc)k, for
0 < pc < 1, and the Poisson mass function fc(k) := e
−λcλkc/k!, for λc > 0. If fc is geometric,
then pc = fc(0)/2
0 is the likelihood of the root of Hc. For both distributions, every vertex
has nonzero probability. Distributions on H are specified via a function fc : N → [0, 1] for
each Hc and a mass function f : N \{0} → [0, 1], by setting pr (Hilbp(Pn)) := f(c)fc(k)/2k,
for all Hilbp(Pn) ∈ Hc at height k. If all fc are equal, then expected values and variances of
random variables on H can be computed by restricting to any Hc.
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Example 4.5. For positive c ∈ Z, let pdmc : Hc → N be the parametrized dimension,
defined by pdmc
(
Hilbp(Pn)
)
:= deg p. This random variable captures dimensions of sub-
schemes parametrized by random Hilbert schemes. Let fc : N → [0, 1] be a mass function.
We have Pr
(
pdmc = d
)
=
∑
k∈N
(
k
d
)
fc(k)/2
k, as vertices have height k and pdmc = d with
probability
(
k
d
)
fc(k)/2
k. Hence, the expected value is
∑
d∈N d
∑
k∈N
(
k
d
)
fc(k)/2
k. Applying
the identity
∑k
d=0 d
(
k
d
)
= 2k−1k, for all positive K ∈ Z we have
K∑
d=0
d
K∑
k=0
(
k
d
)
fc(k)
2k
=
K∑
k=1
k∑
d=1
d
(
k
d
)
fc(k)
2k
=
K∑
k=1
2k−1k
fc(k)
2k
=
1
2
K∑
k=1
kfc(k)→ 1
2
E
(
fc
)
.
If fc is geometric, then we obtain E
(
pdmc
)
= (1− pc)/2pc, where pc = fc(0). If fc is Poisson
with mean λc > 0, then we have E
(
pdmc
)
= λc/2.
We similarly compute E
(
pdm2c
)
by applying the identity
∑k
d=0 d
(
k
d
)
= 2k−1k, obtaining
K∑
k=1
k
fc(k)
2k
k−1∑
d=0
(d+ 1)
(
k − 1
d
)
=
K∑
k=1
k
fc(k)
2k
2k−2(k + 1) =
K∑
k=1
k(k + 1)
fc(k)
4
,
which converges to 1
4
(
E
(
f 2c
)
+ E
(
fc
))
. We then have
var
(
pdmc
)
=
1
4
(
E
(
f 2c
)
+ E
(
fc
))− (E(fc)
2
)2
=
1
4
(
var
(
fc
)
+ E
(
fc
))
.
If fc is geometric, then we have var
(
pdmc
)
= (1 − p2c)/4p2c , while if fc is Poisson, then we
have var
(
pdmc
)
= λc/2.
Example 4.6. Let radc : Hc → N map any Hilbert scheme Hilbp(Pn) to its radius, de-
fined as the radius of the incidence graph of components of Hilbp(Pn). The inequality
radc ≤ 1 + pdmc holds by [Ree95, Theorem 7], so for all Hilbp(Pn) ∈ Hc and r ∈ N, if
we have pdmc
(
Hilbp(Pn)
) ≤ r − 1, then we have radc(Hilbp(Pn)) ≤ r, which implies that
Pr
(
pdmc ≤ r − 1
) ≤ Pr(radc ≤ r) holds. The likelihood that every component intersects
the lexicographic component satisfies
Pr
(
radc ≤ 1
) ≥ Pr(pdmc ≤ 0) = Pr(pdmc = 0) =∑
k∈N
fc(k)
2k
.
If fc is geometric, then this yields Pr
(
radc ≤ 1
) ≥ 2pc/(1+pc); for instance, pc := 1/2 implies
Pr
(
radc ≤ 1
) ≥ 2/3. If fc(k) := e−λcλkc/k! is Poisson, then the series equals e−λc/2. Similarly,
if fc is geometric, then Pr
(
radc ≤ 2
) ≥ 4pc/(1 + pc)2 holds, so that Pr(radc ≤ 2) ≥ 8/9 for
pc := 1/2. If fc is Poisson, then Pr
(
radc ≤ 2
) ≥ (1 + λc/2)e−λc/2. Hence, depending on the
underlying distribution, random Hilbert schemes can have small radii with high probability.
The expected value is independent of the underlying distribution in the next example.
Example 4.7. The parametrized degree pdgc : Hc → N is as follows: let LCc : Hc → Q
map Hilbp(Pn) to the leading coefficient of p(t) ∈ Q[t] and set pdgc := (pdmc!)(LCc). This
random variable maps a Hilbert scheme to the degree of subschemes it parametrizes. Ver-
tices with pdgc = d are Hilb
d(Pc) and the subtree rooted at HilbΦ(d)(Pc+1). For all k ∈ N
and 1 ≤ d ≤ k, there are 2k−d vertices with pdgc = d and one with pdgc = k + 1. Thus,
we have Pr
(
pdgc = d
)
=
(
fc(d−1)
2d−1
+
∑
k≥d
2k−dfc(k)
2k
)
= 1
2d−1
(
fc(d− 1) +
∑
k≥d
fc(k)
2
)
< 1
2d−1
.
This gives E
(
pdg2c
)
=
∑
d>0 d
2 Pr
(
pdgc = d
) ≤ ∑d>0 d22d−1 = 12. Hence, the inequality
0 ≤ var(pdgc) = E(pdg2c)− E(pdgc)2 yields E(pdgc) ≤ √12 ≈ 3.46.
5. BOREL IDEALS
This section examines analogues of Φ and Ψ for Borel ideals, concluding with a well-
known algorithm that generates saturated Borel ideals.
A monomial ideal I ⊆ K[x0, x1, . . . , xn] is Borel, or strongly stable, if, for all monomials
m ∈ I, for all xj dividing m, and for all xi>lex xj , we have mxix−1j ∈ I. In characteristic
0, this is equivalent to being fixed by the linear action of upper triangular matrices in
GLn+1(K); see [BS87a, Proposition 2.7]. For any monomialm, let maxm be the maximum
integer j such that the variable xj divides m, and minm be the minimum such integer.
Example 5.1. The monomial ideal I = 〈x20, x0x1, x21〉 ⊂ K[x0, x1, x2] is Borel. The monomial
m := x51x2x
2
7 ∈ K[x0, x1, . . . , x13] satisfies maxm = 7 and minm = 1.
We collect some useful properties of Borel ideals.
Lemma 5.2. Let I ⊆ K[x0, x1, . . . , xn] be a monomial ideal.
(i) The ideal I is Borel if and only if, for all minimal monomial generators g ∈ I, for all
variables xj dividing g, and for all xi>lex xj , we have gxix
−1
j ∈ I.
(ii) If, for all minimal monomial generators g′ ∈ I, for all variables xj dividing g′, and for
all xi>lex xj , we have g
′xix
−1
j ∈ I, then, for all monomials m ∈ I, there exists a unique
minimal monomial generator g ∈ I and unique monomial m′ ∈ K[x0, x1, . . . , xn] such
that m = gm′ and max g ≤ minm′.
(iii) If I is a Borel ideal, then I is saturated with respect to the irrelevant ideal 〈x0, x1, . . . , xn〉
if and only if the minimal monomial generators of I are not divisible by the variable xn.
(iv) If I is Borel with constant Hilbert polynomial pI ∈ N, then there exists an integer k ∈ N
such that xkn−1 ∈ I.
Proof.
(i) If I is Borel, then this holds for all g ∈ I. Conversely, let m ∈ I be any monomial. By
(ii), there is a unique factorizationm = gm′, where g ∈ I is a minimal generator and
m′ ∈ K[x0, x1, . . . , xn] is a monomial such that max g ≤ minm′. Let xj divide m and
let xi>lex xj . Either xj divides g, in which case gxix
−1
j ∈ I and so mxix−1j ∈ I, or xj
divides m′, in which case mxix
−1
j is a multiple of g.
(ii) See the proof of [MS05b, Lemma 2.11].
(iii) If xn divides a minimal generator g ∈ I, then for all xj we have (gx−1n )xj ∈ I, while
gx−1n /∈ I. Conversely, any monomial m ∈ (I : 〈x0, x1, . . . , xn〉) \ I yields a minimal
monomial generator mxn ∈ I, for example by Part (ii).
(iv) See the proof of [Moo12, Lemma 3.17]. 
Example 5.3. Lemmas 3.3 and 5.2(i) show that lexicographic ideals are Borel. If xj | mk
holds, for Lpn = 〈m1, m2, . . . , mn−(ℓ+1)〉, then mkxix−1j ∈ 〈m1, m2, . . . , mk−1〉 holds, for i < j.
We generate saturated Borel ideals via expansions. If I ⊆ K[x0, x1, . . . , xn] is a satu-
rated Borel ideal, then a minimal monomial generator g ∈ I is expandable if the set{
gxi+1x
−1
i | xi divides g and 0 ≤ i < n− 1
}
contains no minimal monomial generators of
I. The expansion of I at an expandable generator g is the monomial ideal
I ′ := 〈I \ 〈g〉〉+ 〈gxj | max g ≤ j ≤ n− 1〉 ⊂ K[x0, x1, . . . , xn];
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see [Moo12, Definition 3.4]. The monomial 1 ∈ 〈1〉 is vacuously expandable with expan-
sion 〈x0, x1, . . . , xn−1〉 ⊂ K[x0, x1, . . . , xn]. Lemma 5.2(i),(iii) ensure that the expansion of
a saturated Borel ideal is again saturated and Borel.
Example 5.4. Let Lpn = L(a0, a1, . . . , an−1) = 〈m1, m2, . . . , mn−(ℓ+1)〉 be lexicographic, as in
Lemma 3.3. The last generator is mn−(ℓ+1) := x
ad
n−(d+1)x
ad−1
n−d · · ·xaℓ+2n−(ℓ+3)xaℓ+1n−(ℓ+2). If ai > 0,
then xn−(i+1) divides mn−(ℓ+1)xn−ix
−1
n−(i+1) to order ai − 1, which is not the case for any mj .
Therefore, the expansion at mn−(ℓ+1) has generators{
m1, m2, . . . , mn−(ℓ+2), mn−(ℓ+1)xn−(ℓ+2), mn−(ℓ+1)xn−(ℓ+1), . . . , mn−(ℓ+1)xn−1
}
=
{
x0, x1, . . . , xn−(d+2),
xad+1n−(d+1), x
ad
n−(d+1)x
ad−1+1
n−d , . . . , x
ad
n−(d+1)x
ad−1
n−d · · ·xaℓ+3n−(ℓ+4)xaℓ+2+1n−(ℓ+3),
xadn−(d+1)x
ad−1
n−d · · ·xaℓ+2n−(ℓ+3)xaℓ+1+1n−(ℓ+2), xadn−(d+1)xad−1n−d · · ·xaℓ+2n−(ℓ+3)xaℓ+1n−(ℓ+2)xn−(ℓ+1), . . .
. . . , xadn−(d+1)x
ad−1
n−d · · ·xaℓ+2n−(ℓ+3)xaℓ+1n−(ℓ+2)xn−1
}
.
These are exactly the minimal monomial generators of the ideal L(a0 + 1, a1, a2, . . . , an−1).
Hence, the expansion of Lpn at mn−(ℓ+1) equals L(a0 + 1, a1, a2, . . . , an−1) = Ψ
(
Lpn
)
.
Lemma 5.5 describes Hilbert polynomials of expansion ideals.
Lemma 5.5. If I ′ is any expansion of a saturated Borel ideal I, then we have pI′ = Ψ(pI).
Proof. Let I ′ be the expansion of I at g. For all d ≥ deg g, Lemma 5.2(ii) shows that the only
monomial in Id \ I ′d is gxd−deg gn , so that hI′(d) = 1 + hI(d). Hence, we have pI′ = 1+ pI . 
Example 5.6. The ideal I := 〈x20, x0x1, x21〉 ⊂ K[x0, x1, x2] is not lexicographic, but is satu-
rated and Borel by Lemma 5.2(i),(iii), and we have pI(t) = 3. Because both x
2
0·x1x−10 = x0x1
and x0x1 ·x1x−10 = x21 are minimal monomial generators of I, the only expandable generator
of I is x21, with expansion I
′ := 〈x20, x0x1, x31〉 ⊂ K[x0, x1, x2] such that pI′(t) = 4 = Ψ(3).
For a saturated Borel ideal I ⊆ K[x0, x1, . . . , xn], let ∇ (I) ⊆ K[x0, x1, . . . , xn−1] be the
image of I under the mapping K[x0, x1, . . . , xn] → K[x0, x1, . . . , xn−1] defined by xj 7→ xj
for 0 ≤ j ≤ n − 2 and xk 7→ 1 for k ∈ {n − 1, n}. The saturation of I ∩ K[x0, x1, . . . , xn−1]
with respect to 〈x0, x1, . . . , xn−1〉, and
(
satxn−1,xn I
) ∩ K[x0, x1, . . . , xn−1], both give ∇ (I),
where satxn−1,xn I is the double saturation of I in K[x0, x1, . . . , xn]; see [Ree95, p. 642].
Lemma 5.7. If I is a saturated Borel ideal, then we have p∇(I) = ∇(pI).
Proof. Let S := K[x0, x1, . . . , xn]. Because I is saturated, xn is a nonzerodivisor, and
0 −→ (S/I) (−1) −→ S/I −→ K[x0, x1, . . . , xn−1]/I ∩K[x0, x1, . . . , xn−1] −→ 0
is a short exact sequence. Thus, for all i ∈ Z, the Hilbert function of I ∩K[x0, x1, . . . , xn−1]
satisfies hI∩K[x0,x1,...,xn−1](i) = hI(i) − hI(i − 1). Hence, by saturating I ∩ K[x0, x1, . . . , xn−1]
with respect to 〈x0, x1, . . . , xn−1〉, we find that p∇(I)(t) = pI(t)− pI(t− 1) = [∇(pI)] (t). 
Example 5.8. The saturated Borel ideal I := 〈x20, x0x1, x0x2, x31〉 ⊂ K[x0, x1, x2, x3] has
Hilbert polynomial pI(t) = 3t+1. We have∇(I) = 〈x20, x0x1, x0, x31〉 = 〈x0, x31〉 ⊂ K[x0, x1, x2]
with p∇(I)(t) = 3 = ∇(3t+ 1); see [PS85, Lemma 6] for more about I.
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The following lemma generalizes Proposition 3.7 to arbitrary saturated Borel ideals.
Lemma 5.9. For all saturated Borel ideals I, there exists j ∈ N such that pΦ(I) = Ψj Φ(pI).
Proof. The ideal Φ(I) is saturated and Borel by Lemma 5.2(i),(iii), so has no minimal mono-
mial generator divisible by xn. Thus, ∇
(
Φ(I)
)
= I. Lemma 5.7 implies that ∇(pΦ(I)) = pI ,
so that Φ∇(pΦ(I)) = Φ(pI). To finish, Lemma 2.7(iii) shows that pΦ(I)−Φ∇(pΦ(I)) ∈ N. 
Example 5.10. The extension ideal Φ(I) := 〈x20, x0x1, x21〉 ⊂ K[x0, x1, x2, x3] of the ideal I
in Example 5.6 has Hilbert polynomial 3t + 1 = ΨΦ(3).
The following is the heart of the algorithm in [Ree92] generating saturated Borel ideals.
Theorem 5.11. If I 6= 〈1〉 is a saturated Borel ideal of codimension c, then there is a finite
binary sequence of expansions and extensions from 〈x0, x1, . . . , xc−1〉 ⊂ K[x0, x1, . . . , xc] to I.
Proof. See [Moo12, Theorem 3.20]. 
The binary sequences from Theorem 5.11 generating an ideal are not generally unique,
but they are for lexicographic ideals, by Theorem 3.9. Theorem 5.11 leads to the following
algorithm; see [Ree92, Appendix A], [Moo12, Chapter 3], and [CLMR11, Section 5].
Algorithm 5.12.
Input: an admissible Hilbert polynomial p ∈ Q[t] and n ∈ N satisfying n > deg p
Output: all saturated Borel ideals with Hilbert polynomial p in K[x0, x1, . . . , xn]
j := 0; d := deg p;
q0 := ∇d(p); q1 := ∇d−1(p); . . . ; qd−1 := ∇1(p); qd := p;
S := {〈1〉}, where 〈1〉 is the unit ideal in K[x0, x1, . . . , xn−d];
WHILE j ≤ d DO
T := ∅;
FOR J ∈ S, considered as an ideal in K[x0, x1, . . . , xn−d+j ] DO
IF qj − pJ ≥ 0 THEN
compute all sequences of qj − pJ expansions that begin with J;
T := T ∪ the resulting set of Borel ideals with Hilbert polynomialqj;
S := T ;
j := j + 1;
RETURN S
Proof. See [Moo12, Algorithm 3.22]. 
Example 5.13. To compute all codimension 2 saturated Borel ideals with Hilbert polyno-
mial p(t) := 3t + 1, we first compute ∇(p) = 3. We produce all length 2 sequences of
expansions beginning at 〈x0, x1〉 ⊂ K[x0, x1, x2]. The only expandable generator of 〈x0, x1〉
is x1, with expansion 〈x0, x21〉. Both x0 and x21 are expandable in 〈x0, x21〉, with expan-
sions 〈x20, x0x1, x21〉, 〈x0, x31〉 ⊂ K[x0, x1, x2]. Extending each of these to K[x0, x1, x2, x3], their
Hilbert polynomials are 3t + 1 and 3t, respectively. Thus, we make all possible expansions
of 〈x0, x31〉; expansion at x0 gives 〈x20, x0x1, x0x2, x31〉, and expansion at x31 gives 〈x0, x41, x31x2〉.
Hence, there are three codimension 2 saturated Borel ideals with Hilbert polynomial 3t+1
namely, 〈x20, x0x1, x21〉, 〈x20, x0x1, x0x2, x31〉, and 〈x0, x41, x31x2〉 in K[x0, x1, x2, x3].
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6. KLIMBING TREES
The goal of this section is to understand where Hilbert functions and Hilbert polynomials
of saturated Borel ideals coincide. Theorem 6.10 states that among the saturated Borel
ideals with a fixed codimension and Hilbert polynomial, the degree of the K-polynomial
of the lexicographic ideal is strictly the largest. The proof tracks the genesis of minimal
monomial generators as Algorithm 5.12 traces the path from 1 to p in M. Proposition 6.6
identifies where the inequality first occurs, and Proposition 6.8 shows that it persists.
The Hilbert series of a finitely generated gradedK[x0, x1, . . . , xn]-moduleM is the formal
power series HM(T ) :=
∑
i∈Z hM(i) T
i ∈ Z[T−1][[T ]]. The Hilbert series of M is a rational
function HM(T ) = (1 − T )−(n+1) KM(T ), and the K-polynomial of M is the numerator
KM , possibly divisible by 1 − T , of HM ; see [MS05b, Theorem 8.20]. For a quotient by a
homogeneous ideal I, we use the notation HI := HK[x0,x1,...,xn]/I and KI := KK[x0,x1,...,xn]/I .
We consider a fundamental example.
Example 6.1. If S := K[x0, x1, . . . , xn], then we have KS(T ) = 1, as HS(T ) = (1− T )−(n+1).
If d ∈ N, then we have HS(−d)(T ) = (1− T )−(n+1)T d and KS(−d)(T ) = T d.
The following well-known lemma is useful.
Lemma 6.2. Let I ⊆ K[x0, x1, . . . , xn] be a Borel ideal.
(i) We have KI(T ) = 1−
∑
g T
deg g(1−T )max g, where the sum is over all minimal monomial
generators g of I, and max g is the maximum index of the variables dividing g.
(ii) We have degKI ≤ maxg
{
deg g + max g
}
, where the maximum is over all the minimal
monomial generators g of I.
Proof.
(i) This follows by Lemma 5.2(ii) and Example 6.1; also see [MS05b, Proposition 2.12].
(ii) This follows immediately from Part (i). 
We apply Lemma 6.2 in an example.
Example 6.3. Example 3.4 shows that L3t+13 = 〈x0, x41, x31x2〉. Lemma 6.2(i) gives
KL3t+13
(T ) = 1− [T 1(1− T )0 + T 4(1− T )1 + T 4(1− T )2] = 1− T − 2T 4 + 3T 5 − T 6.
Therefore, degKL3t+13 = 6 = max {1 + 0, 4 + 1, 4 + 2}.
Lemma 6.4 establishes that degHI := (degKI) − (n + 1) is the maximal value where hI
and pI do not coincide.
Lemma 6.4. Let I ⊆ K[x0, x1, . . . , xn] be a homogeneous ideal with rational Hilbert series
HI(T ) =
∑
i∈Z hI(i) T
i = KI(T )(1−T )−(n+1) and Hilbert polynomial pI . We have hI(i) = pI(i)
for all i > degHI , while hI(i) 6= pI(i) for i = degHI .
Proof. This is straightforward; see [Kem11, Corollary 11.10] for the filtered affine case. 
Example 6.5. Example 6.3 shows that KL3t+13 (T ) = 1−T−2T 4+3T 5−T 6, so degHL3t+13 = 2.
Lemma 6.4 implies that hL3t+13 (2) 6= pL3t+13 (2), but that hL3t+13 (i) = pL3t+13 (i), for all i > 2. In-
deed, we compute hL3t+13 (N) = (1, 3, 6, 10, 13, 16, . . . ) and pL
3t+1
3
(N) = (1, 4, 7, 10, 13, 16, . . . ).
The next two propositions capture the behaviour of degKI , for saturated Borel ideals I.
Proposition 6.6. Let Lpn ⊂ K[x0, x1, . . . , xn] be any lexicographic ideal.
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(i) If m ∈ Lpn is a minimal monomial generator, then m is expandable if and only if m is
the smallest minimal monomial generator of its degree in Lpn.
(ii) Let mn−(ℓ+1) denote the last minimal monomial generator of L
p
n. If m 6= mn−(ℓ+1) is any
other expandable generator of Lpn, and (L
p
n)
′ is the expansion of Lpn at m, then every
minimal monomial generator g ∈ (Lp)′n satisfies deg g < 1 + degmn−(ℓ+1).
(iii) Moreover, in Part (ii), we have degK
L
Ψ(p)
n
> degK(Lpn)′ .
Proof.
(i) Let Lpn = 〈m1, m2, . . . , mn−(ℓ+1)〉, as in Lemma 3.3. If we have degmj = degmj+1,
then mj is not expandable, by inspection.
(ii) By Part (i), we have degm < degmn−(ℓ+1). But the minimal generators of (L
p
n)
′ are
(Lpn)
′ = 〈({m1, m2, . . . , mn−(ℓ+1)} \ {m}) ∪ {mxmaxm, mxmaxm+1, . . . , mxn−1}〉,
and degmj is maximized at j = n− (ℓ+ 1), which gives the desired inequality.
(iii) Example 5.4 shows that L
Ψ(p)
n is the expansion of Lpn at mn−(ℓ+1), so that
LΨ(p)n = 〈m1, m2, . . . , mn−(ℓ+2), mn−(ℓ+1)xn−(ℓ+2), mn−(ℓ+1)xn−(ℓ+1), . . . , mn−(ℓ+1)xn−1〉.
Because degmj is maximized at mn−(ℓ+1), we have degKLΨ(p)n = degmn−(ℓ+1) + n. On
the other hand, Lemma 6.2(ii) and Part (ii) yield
degK(Lpn)′ ≤ max {deg g +max g | g is a minimal monomial generator of (Lpn)′}
< 1 + degmn−(ℓ+1) + n− 1 = degKLΨ(p)n ,
as desired. 
We demonstrate Proposition 6.6 in an example.
Example 6.7. Consider L3t3 = 〈x0, x31〉. Both x0 and x31 are expandable by Proposition 6.6(i).
Example 3.6 shows that expansion at x31 yields L
3t+1
3 , and degKL3t+13 = 6 by Example 6.3.
Expansion at x0 yields (L
3t
3 )
′ := 〈x20, x0x1, x0x2, x31〉 and Lemma 6.2(i) gives
K(L3t3 )′(T ) = 1−
[
T 2(1− T )0 + T 2(1− T )1 + T 2(1− T )2 + T 3(1− T )1] = 1− 3T 2 + 2T 3.
Hence, we have degK(L3t3 )′ = 3 < 6 or equivalently degH(L3t3 )′ = −1 < 2 = degHL3t+13 .
Proposition 6.8 explains the persistence of the inequality in Proposition 6.6.
Proposition 6.8. Let I ⊂ K[x0, x1, . . . , xn] be a saturated Borel ideal, let p := pI , and let
mn−(ℓ+1) be the last minimal generator of L
p
n. Consider the following condition on I:
(⋆) all minimal generators g ∈ I satisfy deg g < degmn−(ℓ+1) and max g ≤ maxmn−(ℓ+1).
If I satisfies (⋆), then the following are true:
(i) degKLpn > degKI , or equivalently, degHLpn > degHI;
(ii) if I ′ denotes any expansion of I, then I ′ satisfies (⋆) with respect to L
Ψ(p)
n ;
(iii) the extension Φ(I) satisfies (⋆) with respect to L
pΦ(I)
n+1 ; and
(iv) if I(0), I(1), . . . , I(i) is any finite binary sequence of expansions and extensions such that
I(0) := I, then I(i) satisfies (⋆).
Proof.
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(i) Lemma 6.2(ii) and the condition (⋆) give
degKI ≤ max {deg g +max g | g is a minimal monomial generator of I}
< degmn−(ℓ+1) +maxmn−(ℓ+1) = KLpn .
(ii) The condition (⋆) for the expansion I ′ becomes that every minimal generator g′ ∈ I ′
satisfies deg g′ < 1 + degmn−(ℓ+1) and max g
′ ≤ n − 1. Both inequalities hold, by
definition of the minimal monomial generators of I ′, and because I satisfies (⋆).
(iii) An analogous condition to (⋆) holds between Φ(I) and L
Φ(p)
n . Replacing L
Φ(p)
n by
L
Ψj Φ(p)
n , where j is defined by Lemma 5.9, results in higher degree and maximum
index of the last minimal generator of L
Ψj Φ(p)
n . Hence, Φ(I) satisfies (⋆).
(iv) We apply induction to the length i of the sequence I(0), I(1), . . . , I(i). Parts (ii),(iii)
resolve the case i = 1. If i > 1, then Parts (ii),(iii) ensure that I(1) satisfies (⋆), and
we conclude by applying the induction hypothesis to I(1), I(2), . . . , I(i). 
Example 6.9. The ideal I := (L3t3 )
′ = 〈x20, x0x1, x0x2, x31〉 from Example 6.7 satisfies (⋆)
with respect to L3t+13 = 〈x0, x41, x31x2〉. The expandable monomials in I are x0x2 and x31,
with expansions 〈x20, x0x1, x0x22, x31〉 and 〈x20, x0x1, x0x2, x41, x31x2〉. Both expansions satisfy
(⋆) with respect to their lexicographic ideal 〈x0, x41, x31x22〉.
We have pΦ(I)(t) = (3/2)t
2 + (5/2)t + 1 and Φ(3t + 1) = (3/2)t2 + (5/2)t − 1, so lex-
expanding L
(3/2)t2+(5/2)t−1
4 = 〈x0, x41, x31x2〉 twice gives L
pΦ(I)
4 = 〈x0, x41, x31x22, x31x2x23〉. Thus,
Φ(I) = 〈x20, x0x1, x0x2, x31〉 ⊂ K[x0, x1, . . . , x4] also satisfies (⋆).
We apply Proposition 6.6 and Proposition 6.8 and prove the main result of this section.
Theorem 6.10. Let I ⊂ K[x0, x1, . . . , xn] be a saturated Borel ideal, and let p := pI . If I 6= Lpn,
then we have degKLpn > degKI , or equivalently, degHLpn > degHI .
Proof. Both I and Lpn are saturated and Borel, so are generated by Algorithm 5.12. Let
their codimension be c, so there is a finite binary sequence of expansions and extensions
I(0), I(1), . . . , I(i) such that I(0) = 〈x0, x1, . . . , xc−1〉 ⊂ K[x0, x1, . . . , xc] and I(i) = I. Theo-
rem 3.9 implies that if I 6= Lpn, then there is some 1 ≤ k ≤ i such that I(j) equals either
Ψ
(
I(j−1)
)
or Φ
(
I(j−1)
)
, for all 1 ≤ j ≤ k − 1, but I(k) 6= Ψ
(
I(k−1)
)
and I(k) 6= Φ
(
I(k−1)
)
.
By Proposition 6.6(i), I(k) is the expansion of I(k−1) at a minimal generator of nonmaximal
degree. Proposition 6.6(ii) then shows that I(k) satisfies the condition (⋆) from Proposi-
tion 6.8. Applying Proposition 6.8(iv) to the subsequence I(k), I(k+1), . . . , I(i) shows that
I(i) = I satisfies (⋆), hence, applying Proposition 6.8(i) finishes the proof. 
Proof of Theorem 1.3. Theorem 6.10 proves the claim. 
Example 6.11. Example 5.13 shows that the saturated Borel ideals in K[x0, x1, x2, x3] with
Hilbert polynomial 3t + 1 are 〈x20, x0x1, x21〉, 〈x20, x0x1, x0x2, x31〉, and L3t+13 = 〈x0, x41, x31x2〉.
Example 6.3 shows that degKL3t+13 = 6, Example 6.7 gives degK〈x
2
0,x0x1,x0x2,x
3
1〉
= 3, and
Lemma 6.2(i) yields degK〈x20,x0x1,x21〉 = 3.
We reformulate Theorem 6.10 in terms of Hilbert functions using Lemma 6.4.
Corollary 6.12. Let I ⊂ K[x0, x1, . . . , xn] be a saturated Borel ideal, and let p := pI . If
I 6= Lpn, then there exists k ∈ Z such that hI(j) = p(j), for all j ≥ k, but hLpn(k) 6= p(k).
Proof. Lemma 6.4 and Theorem 6.10 show that this is the case for k := 1 + degHI . 
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7. IRREDUCIBILITY OF RANDOM HILBERT SCHEMES
We finally consider numbers of irreducible components of Hilbert schemes as outcomes
of a random variable. Our challenge is to estimate the likelihood that the random variable
equals 1; Theorem 7.8 provides the lower bound 0.5. We use Theorem 6.10 to prove
Theorem 7.4, which implies that all nodes in the Hilbert forest have at least one child
corresponding to an irreducible and nonsingular Hilbert scheme. This classification of
Hilbert schemes with unique Borel ideals generalizes the result [Got89, Proposition 1].
The next two lemmas are used to prove Theorem 7.4.
Lemma 7.1. Let I ⊂ K[x0, x1, . . . , xn] be a homogeneous ideal, and let p := pI .
(i) We have hI(i) ≥ hLpn(i), for all i ∈ Z, where Lpn is the corresponding lexicographic ideal.
(ii) The Hilbert function of Φ(I) := I ·K[x0, x1, . . . , xn+1] is given by hΦ(I)(i) =
∑
0≤j≤i hI(j).
Proof.
(i) Section 3 defines the lexicographic ideal Lhn ⊂ K[x0, x1, . . . , xn] for h := hI . We have
h(i) = dimK K[x0, x1, . . . , xn]i/(L
h
n)i ≥ dimKK[x0, x1, . . . , xn]i/(Lpn)i,
for all i ∈ Z, because Lpn contains Lhn, by definition. Hence, we have h(i) ≥ hLpn(i).
(ii) The homogeneous piece (Φ(I))i has decomposition(
Φ(I)
)
i
=
⊕
j∈N,j≤i
Ij · xi−jn+1 ⊂
⊕
j∈N,j≤i
K[x0, x1, . . . , xn]j · xi−jn+1 = K[x0, x1, . . . , xn+1]i,
and the desired equality follows directly. 
Example 7.2. Let I := (L3t3 )
′ = 〈x20, x0x1, x0x2, x31〉 be as in Example 6.7. Lemma 6.4 implies
hI(N) = pI(N) = (1, 4, 7, 10, 13, 16, . . . ), compared with hL3t+13 (N) = (1, 3, 6, 10, 13, 16, . . . ).
We also have hΦ(I)(N) = (1, 5, 12, 22, 35, 51, . . . ) and hΦ(L3t+13 )
(N) = (1, 4, 10, 20, 33, 49, . . . ).
The values of hI and hL3t+13 and Lemma 7.1(ii) imply that pΦ(I) = 2+pΦ(L3t+13 )
= pΨ2 Φ(L3t+13 )
.
Lemma 7.3. Let c > 0, p an admissible Hilbert polynomial, and Λ a finite binary sequence of
Φ’s and Ψ’s. The number of expandable minimal monomial generators of L
Λ(p)
c+degΛ(p) is greater
than or equal to the corresponding number for Lpc+deg p.
Proof. This follows from Proposition 6.6(i) and the definition of expandable. 
Example 7.2 gives a saturated Borel ideal I such that pΦ(I)−Φ(pI) > 0. Theorem 7.4
captures and generalizes this behaviour.
Theorem 7.4. Let p(t) =
∑r
j=1
(
t+bj−(j−1)
bj
)
, for b1 ≥ b2 ≥ · · · ≥ br ≥ 0. The lexicographic
ideal is the unique saturated Borel ideal of codimension c with Hilbert polynomial p if and
only if:
(i) c ≥ 2 and either br > 0 or r ≤ 2; or
(ii) c = 1 and either br > 0, b1 = br, or r−s ≤ 2, where b1 = b2 = · · · = bs > bs+1 ≥ · · · ≥ br.
Proof. We begin with br > 0 and c > 0 arbitrary. Remark 2.11 shows that p equals
Φbr ΨΦbr−1−br Ψ · · ·ΨΦb2−b3 ΨΦb1−b2(1), so there exists q such that p = Φ(q). Saturated
Borel ideals are generated by Algorithm 5.12. The procedure is recursive and generates
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the codimension c saturated Borel ideals with Hilbert polynomial p by extending all codi-
mension c saturated Borel ideals with Hilbert polynomial q = ∇Φ(q), and keeping the
ideals with Hilbert polynomial p.
By Proposition 3.7, we have Φ(Lqn) = L
p
n+1 ⊂ K[x0, x1, . . . , xn+1], where n = c + deg q. It
suffices to prove the following statement:
If J ⊂ K[x0, x1, . . . , xn] is a saturated, Borel, nonlexicographic ideal, then pΦ(J) 6= Φ(pJ).
Let I := Φ(J) be the extension of such an ideal, q := pJ , and p := Φ(q). By Lemma 5.9,
we must show that pI − p > 0. Setting dq := degHLqn , we show that hI(i) > hLpn+1(i), for all
integers i ≥ dq. Lemma 7.1(ii) implies that
hI(i) =
∑
0≤j≤i
hJ(j) =
∑
0≤j≤dq
hJ(j) +
∑
dq<j≤i
hJ(j) and
hLpn+1(i) =
∑
0≤j≤i
hLqn(j) =
∑
0≤j≤dq
hLqn(j) +
∑
dq<j≤i
hLqn(j).
Theorem 6.10 implies degHJ < dq, so that
∑
dq<j≤i
hJ(j) =
∑
dq<j≤i
q(j) =
∑
dq<j≤i
hLqn(j),
by Lemma 6.4. We must prove that
∑
0≤j≤dq
hJ(j) >
∑
0≤j≤dq
hLqn(j). Lemma 7.1(i) guar-
antees that
∑
0≤j≤dq
hJ(j) ≥
∑
0≤j≤dq
hLqn(j) holds, and strict inequality fails if and only if
hJ(j) = hLqn(j), for all 0 ≤ j ≤ dq. But this contradicts Corollary 6.12, so strict inequality
holds, and pI − p > 0. Hence, the unique codimension c saturated Borel ideal with Hilbert
polynomial p is the lexicographic ideal Lpn+1. This covers the case br > 0, for all c > 0.
To prove the remaining cases, we examine Algorithm 5.12.
(i) Let c ≥ 2 and br = 0. If r = 1, then p = 1 and uniqueness holds. If r = 2, then
p = ΨΦb1(1) and to generate saturated Borel ideals with codimension c and Hilbert
polynomial p, we take b1 extensions from L
1
c = 〈x0, x1, . . . , xc−1〉 followed by one
expansion. The only expandable generator is xc−1, hence, uniqueness again holds.
Conversely, let br = 0 and r ≥ 3. Consider ΨΦb1−b2(1) and its lexicographic ideal
〈x0, x1, . . . , xc−2, x2c−1, xc−1xc, . . . , xc−1xc+b1−b2−1〉 ⊂ K[x0, x1, . . . , xc+b1−b2 ]. As c ≥ 2,
this ideal has two expandable generators, xc−2 and xc−1xc+b1−b2−1. Lemma 7.3 shows
that L
Φbr−1 ΨΦbr−2−br−1 Ψ···ΨΦb2−b3 ΨΦb1−b2 (1)
c+b1
has at least two expandable generators, giv-
ing distinct saturated Borel ideals with Hilbert polynomial p and codimension c.
(ii) Let c = 1 and br = 0. If b1 = br, then p = r and to generate codimension 1
saturated Borel ideals with Hilbert polynomial p, we take r − 1 expansions from
L11 = 〈x0〉 ⊂ K[x0, x1]; the possibilities are 〈x20〉, 〈x30〉, . . . , 〈xr0〉 ⊂ K[x0, x1]. Let
b1 = b2 = · · · = bs > bs+1 ≥ · · · ≥ br and r − s ≤ 2. If r − s = 1, then we have
p = ΨΦbr−1 Ψr−2(1) and we take br−1 extensions of 〈xr−10 〉 ⊂ K[x0, x1], followed by
the unique expansion of 〈xr−10 〉 ⊂ K[x0, x1, . . . , x1+br−1 ]. If r − s = 2, then we obtain
p = ΨΦbr−1 ΨΦbr−2−br−1 Ψr−3(1). We extend br−2− br−1 times from 〈xr−20 〉 ⊂ K[x0, x1],
we expand to obtain 〈xr−10 , xr−20 x1, . . . , xr−20 xbr−2−br−1〉 ⊂ K[x0, x1, . . . , x1+br−2−br−1], we
take br−1 further extensions, and we expand at x
r−2
0 xbr−2−br−1 .
Now let br = 0, b1 > br, and r − s ≥ 3. As in (i), consider the polynomial
ΨΦbs+1−bs+2 ΨΦbs−bs+1 Ψs−1(1) obtained from p by truncation, with lexicographic ideal
〈xs+10 , xs0x1, . . . , xs0xbs−bs+1−1, xs0x2bs−bs+1 , xs0xbs−bs+1xbs−bs+1+1, . . . , xs0xbs−bs+1xbs−bs+2〉. As
bs > bs+1, both x
s
0xbs−bs+1−1 and x
s
0xbs−bs+1xbs−bs+2 are expandable and Lemma 7.3
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shows that L
Φbr−1 ΨΦbr−2−br−1 Ψ···ΨΦb2−b3 ΨΦb1−b2 (1)
1+b1
has at least two distinct expansions,
both with Hilbert polynomial p and codimension c = 1. 
Remark 7.5. The case br > 0 follows from Theorem 6.10. Another approach may exist
using Stanley decompositions; see [MS05a, SW91, Sta82]. Indeed, Proposition 3.7 follows
by considering a Stanley decomposition of the lexicographic ideal, while Lemma 5.2(ii)
gives a Stanley decomposition of I. We thank D. Maclagan for pointing this out.
Proof of Theorem 1.1. Theorem 7.4 proves the claim. 
Many well-known Hilbert schemes fit into this classification, and motivated [Got89].
Example 7.6. For integers d, k > 0, the Hilbert polynomial of a degree d hypersurface in Pk
is Φk(d) =
∑k
i=0
(
t+i
i+1
)− (t+i−d
i+1
)
=
(
t+k
k
)− (t+k−d
k
)
, by the addition formula. Hilbert schemes
HilbΦ
k(d)(Pn) are irreducible and nonsingular; see [ACG11, Example 2.3] or [A˚dl85].
Lemma 7.7. If the lexicographic ideal is the unique saturated Borel ideal with Hilbert polyno-
mial p and codimension c, then Hilbp(Pn) is irreducible and nonsingular, where n := c+deg p.
Proof. Every component and intersection of components of Hilbp(Pn) contains a point [XI ]
defined by a saturated Borel ideal I; see [Ree95, Remark 2.1]. Lexicographic points are
nonsingular by [RS97, Theorem 1.4], so
[
XLpn
]
cannot lie on an intersection of components.
Thus, Hilbp(Pn) has a unique, generically nonsingular, irreducible component.
SupposeHilbp(Pn) has a singular point, given by I ⊂ K[x0, x1, . . . , xn]. ForG ∈ GLn+1(K),
the point [XG·I ] ∈ Hilbp(Pn) is also singular, and for generic G ∈ GLn(K), the initial ideal of
G·I with respect to any monomial ordering is saturated and Borel; see [Gal74, Theorem 2],
[BS87b, Proposition 1]. Thus, a one-parameter family of singular points degenerating to
the lexicographic ideal exists; see [Bay82, Proposition I.2.12], [Eis95, Theorem 15.17]. By
upper semicontinuity of cohomology of the normal sheaf, the lexicographic ideal is sin-
gular, a contradiction; see [Har77, Theorem III.12.8], [Har10, Theorem 1.1(b)], [RS97,
Theorem 1.4]. Hence, Hilbp(Pn) is nonsingular and irreducible. 
Interpreting the set of Hilbert schemes as a probability space, we see that at least half
the vertices at any height correspond to irreducible, nonsingular Hilbert schemes.
Theorem 7.8. Let irr : H→ N be the random variable taking a Hilbert scheme to its number
of irreducible components, and for positive c ∈ Z, let irrc := irr|Hc. We have Pr
(
irr = 1
)
> 0.5
and Pr
(
irrc = 1
)
> 0.5, for all positive c ∈ Z.
Proof. We have Pr
(
Hilbp(Pn)
)
:= f(c)fc(k)/2
k for Hilbp(Pn) ∈ Hc at height k, where f and
fc are normalized functions as in Section 4. Let A be the set of irreducible Hilbert schemes.
We compute
Pr
(
irr = 1
)
=
∑
Hilbp(Pn)
in A
Pr
({Hilbp(Pn)}) ≥∑
c>0
(
f(c)fc(0) +
∑
k≥1
2k
2
f(c)fc(k)
2k
)
=
∑
c>0
(
f(c)fc(0)
2
+
∑
k∈N
f(c)fc(k)
2
)
=
∑
c>0
(
f(c)fc(0)
2
+
f(c)
2
)
=
∑
c>0
(
f(c)fc(0)
2
)
+
1
2
,
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as in each tree Hc, at height k ≥ 1, there are at least 2k/2 vertices corresponding to
irreducible Hilbert schemes, by Theorem 7.4 and Corollary 7.7.
In a chosen Hilbert tree Hc, we similarly compute
Pr
(
irrc = 1
)
=
∑
Hilbp(Pn)∈A∩Hc
Pr
({Hilbp(Pn)}) ≥ fc(0)+∑
k≥1
2k
2
fc(k)
2k
=
fc(0)
2
+
∑
k∈N
fc(k)
2
>
1
2
.
Hence, the probability that a random Hilbert scheme is irreducible is greater than 0.5. 
Proof of Theorem 1.2. Theorem 7.8 proves the claim. 
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