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Abstract
This paper consists of a package of real and complex affine techniques
for the Abreu equation on toric surfaces/manifolds. In particular, as an
application of this package we give an interior estimate for the Ricci tensor
of toric surfaces.
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Studying the extremal metrics on compact toric manifolds has been an in-
teresting project in complex geometry over the past decade. The project was
mainly formulated by Donaldson in [24]. Since then, some important progress
has been made. In particular, Donaldson [25] completes the study of the metrics
of constant scalar curvature on toric surfaces. However, finding the extremal
metrics on toric surfaces is still open. In this paper and its sequal [9], we will
study the metrics on toric surfaces with prescribed “scalar curvature” function
K on the Delzant polytopes. In [9], we prove that, for any smooth function K
on the Delzant polytope with a mild assumption (cf. Definition 1.6) and sat-
isfying a certain stability condition, there exists a Ka¨hler metric on the toric
surface whose “scalar curvature” isK. In particular, this includes most extremal
metrics.
The purpose of this paper is to develop a package of techniques for the Abreu
equation. Since these techniques are motivated by the study of affine geometry
by the second author and his collaborators, we call them the affine techniques.
One of the highlights in this paper is that we also extend the affine techniques
to the complex case (cf. §5 and §6). This enables us to obtain an estimate for
the Ricci tensor (cf. Theorem 7.1), which is one of the most important steps
for [9]. So far, people lack tools to achieve estimates for Ricci tensors in general.
We hope this paper may shed light on this important issue in Ka¨bler geometry.
For toric manifolds, the equation of extremal metrics can be reduced to a
real 4th-order partial differential equation on the Delzant polytope in a real
space. This equation is known as the Abreu equation. The second author
with his collaborators has developed a framework to study certain types of 4-th
order PDEs (cf. [10,11,35,37–40,43–45,48]) which include the Abreu equation.
This is explained in §2-§4. The whole package of these techniques includes the
differential inequality for the norm of the Tchebychev vector field Φ (§2.3), the
convergence theorems (cf. Theorem 2.9, Theorem 3.6 and §3.2), the Bernstein
properties (§3.3) and the affine blow-up analysis (§4). This package is very
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powerful not only for the interior estimates inside polytopes but also for the
behaviour of the estimates approaching boundaries. The latter one is very
crucial for the boundary estimates. For example, the estimates in §4 are of this
type.
The challenging part of solving the extremal metric problem is to study the
boundary estimates of the Abreu equation. Since the boundary of polytopes
can be thought as the interior of the complex manifold, it is then natural to
ask whether the real affine techniques can be extended to the complex case or
not. In this paper, we make an attempt on this direction. These techniques
we develop are enough for us to study the Abreu equations and will be used
in [9] to completely solve the extremal metric problem for toric surfaces. We call
the techniques we develop through §5-§7 the complex affine techniques. These
techniques also include the differential inequalities for affine-type invariants in
§5. As applications of these differential inequalities, we establish the interior
estimates in §6 and prove a convergence theorem (Theorem 7.15) in §7.
Finally, with the aid of blow-up analysis, we are able to establish the estimate
of the norm K of the Ricci tensor ((1.3)) in a neighborhood of points on edges
of near the boundary (cf. Theorem 7.1). This is the main theorem in this paper.
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Gang Tian for their interest in the project and constant supports. We would
also like to thank Bo Guan and Qing Han for valuable discussions. The first au-
thor is partially supported by NSFC 10631050 and NKBRPC (2006CB805905),
and the second author is partially supported by NSFC 10631050, NKBRPC
(2006CB805905) and RFDP (20060610004).
1 Ka¨hler geometry on toric surfaces
In this section, we review the Ka¨hler geometry of toric surface and introduce
the notations to be used in this paper. We assume that the readers are familiar
with some basic knowledge of toric varieties.
A toric manifold is a 2n-dimensional Ka¨hler manifold (M,ω) that admits
an n-torus (denoted Tn) Hamitonian action. Let τ : M → t∗ be the moment
map, where t∗, identified with Rn, is the dual of the t, which is the Lie algebra
of Tn. The image ∆¯ = τ(M) is known to be a convex polytope [22]. In the
literature, people use ∆ for the image of the moment map. However, it is more
convenient in this paper to always assume that ∆ is an open polytope. Note
that ∆ determines a fan Σ in t. The converse is not true: Σ determines ∆
only up to a certain similarity. M can be reconstructed from either ∆ or Σ
(cf. [28] and [30]). Moreover, the class of ω can be read from ∆. Hence, the
uncertainty of ∆ reflects the non-uniqueness of Ka¨hler classes. Two different
constructions are related via Legendre transformations. The Ka¨hler geometry
appears naturally when considering the transformation between two different
constructions. This was explored by Guillemin in [30]. We will summarize
these facts in this section. For simplicity, we only consider the toric surfaces,
i.e, n = 2.
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1.1 Toric surfaces and coordinate charts
Let Σ and ∆ be a pair consisting of a fan and a polytope for a toric surface
M . For simplicity, we focus on compact toric surfaces. Then ∆ is a Delzant
polytope in t∗ and its closure is compact.
We use the notations in §2.5 of [28] to describe the fan. Let Σ be a fan given
by a sequence of lattice points
{ν0, ν1, . . . , νd−1, νd = ν0}
in the counterclockwise order, inN = Z2 ⊂ t, such that successive pairs generate
N . Suppose that the vertices and edges of ∆ are denoted by
{ϑ0, . . . , ϑd = ϑ0}, {ℓ0, ℓ1, . . . , ℓd−1, ℓd = ℓ0}.
Here ϑi = ℓi ∩ ℓi+1.
By saying that Σ is dual to ∆ we mean that νi is the inward pointing normal
vector to ℓi of ∆. Hence, Σ is determined by ∆. Suppose that the equation for
ℓi is
li(ξ) := 〈ξ, νi〉 − λi = 0. (1.1)
Then we have
∆ = {ξ|li(ξ) > 0, 0 ≤ i ≤ d− 1}
There are three types of cones in Σ: a 0-dimensional cone {0} denoted by
C∆; 1-dimensional cones generated by νi and denoted by Cℓi ; 2-dimensional
cones generated by {νi, νi+1} and denoted by Cϑi . It is known that for each
cone of Σ, one can associate to it a complex coordinate chart ofM (cf. §1.3 and
§1.4 in [28]). Let U∆,Uℓi and Uϑi be the coordinate charts. Then
U∆ ∼= (C∗)2; Uℓi ∼= C× C∗; Uϑi ∼= C2.
In particular, in each Uℓi there is a divisor {0} × C∗. Its closure is a divisor in
M , we denote it by Zℓi .
Remark 1.1 C∗ is called a complex torus and denoted by Tc. Let z be its
natural coordinate.
In this paper, we introduce another complex coordinate by considering the
following identification
T
c → R× 2√−1T; w = log z2. (1.2)
We call w = x +
√−1y the log-affine complex coordinate (or log-affine coordi-
nate) of C∗.
When n = 2, we have
(C∗)2 ∼= t× 2
√−1T2.
Then (z1, z2) on the left hand side is the usual complex coordinate; while (w1, w2)
on the right hand side is the log-affine coordinate. Write wi = xi +
√−1yi,
yi ∈ [0, 4π]. Then (x1, x2) is the coordinate of t.
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We make the following convention.
Remark 1.2 On different types of coordinate chart we use different coordinate
systems as follows:
• on Uϑ ∼= C2, we use the coordinate (z1, z2);
• on Uℓ ∼= C× C∗, we use the coordinate (z1, w2);
• on U∆ ∼= (C∗)2, we use the coordinate (w1, w2),
where zi = e
wi
2 , i = 1, 2.
Remark 1.3 Since we study the T2-invariant geometry on M , it is useful to
specify a representative point of each T2-orbit. Hence for (C∗)2, we let the points
on t× 2√−1{1} be the representative points.
1.2 Ka¨hler geometry on toric surfaces
Guillemin in [30] constructed a natural T 2-invariant Ka¨hler form ωo on M from
the polytope ∆. We take this form as a reference point in the class [ωo] and call
the associated Ka¨hler metric the Guillemin metric.
For each T 2-invariant Ka¨hler form ω ∈ [ωo], on each coordinate chart asso-
ciated to a cone of the fan Σ, there is a Ka¨hler potential function (unique up to
linear functions). Write the collection of the potential functions as
f = {f•} := {f∆, fℓ0 , . . . , fℓd−1 , fϑ0 , . . . , fϑd−1}
as the Ka¨hler potential function with respect to the coordinate charts
{U∆,Uℓi ,Uϑi |i = 1, · · · , d− 1}.
We write ω = ωf to indicate the associated potential functions.
Let g = {g•} be the collection of potential functions for ωo. We can realize f
by the following construction. Let C∞
T2
(M) be the smooth T2-invariant functions
of M . Set
C∞+ (M) = {φ ∈ C∞T2 (M)|ωg∆+φ > 0}.
Then for ω ∈ [ωo] there exists a function φ such that
f = g + φ := (g• + φ)
and ω = ωf . Set
C∞(M,ωo) = {f|f = g + φ, φ ∈ C∞+ (M)}.
Remark 1.4 Suppose that f• = g• + φ. Consider the matrix
Mf = (
∑
k
gik¯fjk¯).
Though this is not a globally well defined matrix on M , its eigenvalues are
defined globally. Set νf to be the set of eigenvalues and Hf = detM
−1
f . These
are global functions on M .
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Under a coordinate chart with potential function f , the Christoffel symbols, the
curvature tensors, the Ricci curvature and the scalar curvature of Ka¨hler metric
ωf are given by
Γkij =
n∑
l=1
fkl¯
∂fil¯
∂zj
, Γk¯i¯j¯ =
n∑
l=1
f k¯l
∂fi¯l
∂zj¯
,
Rij¯kl¯ = −
∂2fij¯
∂zk∂zl¯
+
∑
fpq¯
∂fiq¯
∂zk
∂fpj¯
∂zl¯
,
Rij¯ = −
∂2
∂zi∂z¯j
(log det (fkl¯)) , S =
∑
f ij¯Rij¯ ,
respectively. When we use the log-affine coordinates on t, the Ricci curvature
and the scalar curvature can be written as
Rij¯ = −
∂2
∂xi∂xj
(log det (fkl)) , S = −
∑
f ij
∂2
∂xi∂xj
(log det (fkl)) .
We treat S as an operator for f and denote it by S(f).
Define
K = ‖Ric‖f + ‖∇Ric‖
2
3
f + ‖∇2Ric‖
1
2
f . (1.3)
We also denote by Γ˙kij , R˙
m
kil¯
and R˙ij¯ the connections, the curvatures and the
Ricci curvature of the metric ωo respectively.
When focusing on U∆ and using the log-affine coordinate (cf. Remark 1.1),
we have f(x) = g(x) + φ(x). We remark that when restricting on R2 ∼= R2 ×
2
√−1{1}, the Riemannian metric induced from ωf is the Calabi metric Gf
(cf. §2.1).
Fix a large constant Ko > 0. We set
C∞(M,ωo;Ko) = {f ∈ C∞(M,ωo)||S(f)| ≤ Ko}.
In this paper, we mainly study the apriori estimates for the functions in this
class.
1.3 The Legendre transformation, moment maps and po-
tential functions
Let f be a (smooth) strictly convex function on t. The gradient of f defines a
(normal) map ∇f from t to t∗:
ξ = (ξ1, ξ2) = ∇f (x) =
(
∂f
∂x1
,
∂f
∂x2
)
.
The function u on t∗
u(ξ) = x · ξ − f(x).
is called the Legendre transformation of f . We write u = L(f). Note that
f = L(u).
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Now we restrict to U∆. When we use the coordinate (z1, z2), the moment
map with respect to ωf is given by
τf : U∆
(log |z21|,log |z22|)−−−−−−−−−−→ t ∇
f
−−→ ∆. (1.4)
Note that the first map is induced from (1.2). Let u = L(f). It is known that
u must satisfy certain behavior near boundary of ∆ by the following theorem.
Theorem 1.5 (Guillemin) Let v = L(g), where g = g∆ is the potential func-
tion of the Guillemin metric. Then v(ξ) =
∑
i li log li, where li is defined in
(1.1).
For u = L(f), we have u = v+ψ, where ψ ∈ C∞(∆¯). Motivated by this, we
set
C∞(∆, v) = {u|u = v + ψ is strictly convex, ψ ∈ C∞(∆¯)},
with v as a reference point. Note that this space only depends on ∆.
We summarize the fact we just presented: let f ∈ C∞(M,ωo), then the
moment map τf is given by f = f∆ via the diagram (1.4) and u = L(f) ∈
C∞(∆, v). Conversely, f• can be constructed from u as well.
Given a function u ∈ C∞(∆, v), we can get an f ∈ C∞(M,ωo) as follows.
• On U∆, f∆ = L(u);
• on Uϑi , fϑi is constructed in the following steps: (i), since ϑi = ℓi ∩ ℓi+1,
let B ∈ SL(2,Z) be the transformation of t∗ such that
B(νi) = (1, 0), B(νi+1) = (0, 1).
Meanwhile, u is transformed to a function in the following format
u′ = ξ1 log ξ1 + ξ2 log ξ2 + ψ′;
(ii), f ′ = L(u′) defines a function on t and therefore is a function on
(C∗)2 ⊂ Uϑi in terms of log-affine coordinate;
(iii), it is known that f ′ can be extended over Uϑi and we set fϑi to be
this function;
• on Uℓ, the construction of fℓ is similar to fϑ. The reader may refer to §1.5
for the construction.
1.4 The Abreu equation on ∆
We can transform the scalar curvature operator S(f) to an operator S(u) of u
on ∆, where u = L(f). Then
S(u) = S(f) ◦ ∇u.
The operator S(u) is known to be
S(u) = −
∑
U ijwij
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where (U ij) is the cofactor matrix of the Hessian matrix (uij), w = (det(uij))
−1.
It is well known that ωf gives an extremal metric if and only if S ◦∇u is a linear
function of ∆. Let K be a smooth function on ∆¯, the Abreu equation is
S(u) = K. (1.5)
We set C∞(∆, v;Ko) to be the functions u ∈ C∞(∆, v) with |S(u)| ≤ Ko.
Definition 1.6 Let K be a smooth function on ∆¯. It is called edge-nonvanishing
if it does not vanish on any edge of ∆.
In our papers, we will always assume that K is edge-nonvanishing.
1.5 A special case: C× C∗
Let h∗ ⊂ t∗ be the half plane given by ξ1 ≥ 0. The boundary is the ξ2-axis and
we denote it by t∗2. The corresponding fan consists of only one lattice ν = (1, 0).
The coordinate chart is Uh∗ = C× C∗. Let Z = Zt∗2 = {0} × C∗ be its divisor.
Let vh∗ = ξ1 log ξ1 + ξ
2
2 . Set
C∞(h∗, vh∗) = {u|u = vh∗ + ψ is strictly convex, ψ ∈ C∞(h∗)}
and C∞(h∗, vh∗ ;Ko) be the functions whose S is less than Ko.
Take a function u ∈ C∞(h∗, vh∗). Then f = L(u) is a function on t. Hence
it defines a function on the C∗ × C∗ ⊂ Uh∗ in terms of log-affine coordinates
(w1, w2). Then the function fh(z1, w2) := f(log |z21 |, Re(w2)) extends smoothly
over Z, and hence is defined on Uh∗ . We conclude that for any u ∈ C∞(h∗, vh∗)
it yields a potential function fh on Uh∗ .
When we choose the coordinate (z1, w2), the moment map with respect to
ωf is given by
τf : U
∗
h
(log |z21|,Re(w2))−−−−−−−−−−→ t ∇
f
−−→ h∗. (1.6)
Using vh∗ and the above argument, we can get a potential function denoted
by gh on U
∗
h
.
2 Calabi geometry
2.1 Calabi metrics and basic affine invariants
Let f(x) be a smooth, strictly convex function defined on a convex domain
Ω ⊂ Rn ∼= t. As f is strictly convex,
G := Gf =
∑
i,j
fijdxidxj
defines a Riemannian metric on Ω. We call it the Calabi metric. We recall some
fundamental facts on the Riemannian manifold (Ω, G) (cf. [47]). The Levi-Civita
connection is given by
Γkij =
1
2
∑
fklfijl.
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The Fubini-Pick tensor is
Aijk = −1
2
fijk.
Then the curvature tensor and the Ricci tensor are
Rijkl =
∑
fmh(AjkmAhil −AikmAhjl)
Rik =
∑
fmhf jl(AjkmAhil −AikmAhjl).
Let u be the Legendre transformation of f and Ω∗ = ∇f (Ω) ⊂ t∗. Then it is
known that ∇f : (Ω, Gf )→ (Ω∗, Gu) is isometric.
Let ρ = [det(fij)]
− 1
n+2 , we introduce the following affine invariants:
Φ =
‖∇ρ‖2Gf
ρ2
=
1
(n+ 2)2
‖∇ log det(uij)‖2Gu (2.1)
4n(n− 1)J =
∑
f ilf jmfknfijkflmn =
∑
uilujmuknuijkulmn. (2.2)
Note that Φ is called the norm of the Tchebychev vector field and J is called the
Pick invariant. In this paper, we usually give estimates for J and Φ simultane-
ously. For convenience, Put
Θ = J +Φ. (2.3)
2.2 Affine transformation rules
We study how the affine transformation affects the Calabi geometry.
Definition 2.1 By an affine transformation, we mean a transformation of the
following form:
Aˆ : t∗ × R→ t∗ × R; Aˆ(ξ, η) = (Aξ, λη),
where A is an affine transformation on t∗. We may write Aˆ = (A, λ). If λ = 1
we call Aˆ the base-affine transformation.
Let u be a function on t∗. Then Aˆ induces an affine transformation on u:
u∗(ξ) = λu(A−1ξ).
We denote u∗ by Aˆ(u).
Then we have the following lemma of the affine transformation rule for the
affine invariants.
Lemma 2.2 Let u∗ = Aˆ(u) be as above, then
1. det(u∗ij)(ξ) = λ
n det(A)−2 det(uij)(A−1ξ).
2. Gu∗(ξ) = λGu(A
−1ξ);
3. Θu∗(ξ) = λ
−1Θu(A−1ξ);
9
4. S(u∗)(ξ) = λ−1S(u)(A−1ξ).
These can be easily verified. We skip the proof. As a corollary, we have the
following invariants with respect to affine transformations
Lemma 2.3 G and Θ are invariant with respect to the base-affine transforma-
tion. Θ ·G and S ·G are invariant with respect to affine transformations.
2.3 The differential inequality of Φ
We calculate ∆Φ on the Riemannian manifold (Ω, Gf ) and derive a differential
inequality, where ∆ is the Laplacian operator with respect to the Calabi metric..
We only need this inequality for the case S(f) = 0 in this paper. This is already
done in [35]. The following results can be found in [35] (See also [40, 48]).
Lemma 2.4 The following two equations are equivalent
S(f) = 0, (2.4)
∆ρ =
n+ 4
2
‖∇ρ‖2G
ρ
. (2.5)
Theorem 2.5 Let f be a smooth strictly convex function on Ω with S(f) = 0,
then
∆Φ ≥ n
2(n− 1)
‖∇Φ‖2G
Φ
+
n2 − 4
n− 1 〈∇Φ,∇ log ρ〉G
+
(n+ 2)2
2
(
1
n− 1 −
n− 1
4n
)
Φ2.
2.4 The equivalence between Calabi metrics and Euclidean
metrics
In this subsection, we compare a Calabi metric G on a convex domain Ω ⊂ Rn
defined by a smooth, strictly convex function u and the standard Euclidean
metric on Ω under the condition that the sum of the Pick invariant and the
norm of the Tchebychev vector field
Θ = J +Φ
is bounded from the above. This comparison is based on Lemma 2.7 which gives
an estimate for eigenvalues of the Hessian matrix (uij) of u. A similar estimate
was first proved in [37], but the lemma given here is slightly stronger.
For p ∈ Ω, denote by Da(p) and Ba(p) the balls of radius a that are centered
at p with respect to the Euclidean metric and Calabi metric respectively. Sim-
ilarly, dE and du denote the distance functions with respect to the Euclidean
metric and Calabi metric respectively.
First we prove the following lemma.
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Lemma 2.6 Let Γ : ξ = ξ(t), t ∈ [0, t0], be a curve from ξ(0) = 0 to p0 = ξ(t0)
in Ω. Suppose that Θ ≤ N2 along Γ. Then for any p ∈ Γ,∣∣∣∣d logTds
∣∣∣∣ ≤ 2n2N,
∣∣∣∣d log det(uij)ds
∣∣∣∣ ≤ (n+ 2)N, (2.6)
where T = Trace(uij) =
∑
uii and s denotes the arc-length parameter for the
curve Γ with respect to the Calabi metric G.
Proof. For any p ∈ Γ, by an orthogonal coordinate transformation, we can
choose a coordinate system ξ1, ..., ξn such that uij(p) = λiδij . Denote by λmax
(resp. λmin) the maximal (resp. minimal) eigenvalue of (uij). Suppose that, at
p,
∂
∂t
=
∑
ai
∂
∂ξi
.
We have
1
T 2
(
∂T
∂t
)2
=
1
T 2

∑
i,j
uiijaj


2
≤ n
T 2
∑
j
(
∑
i
uiij)
2a2j
≤ n
T 2

∑
j
1
λj
(
∑
i
uiij)
2



∑
j
λja
2
j


≤ n2
(∑
uimujnukluijkumnl
)∑
i,j
uijaiaj


≤ 4n4Θ
∑
i,j
uijaiaj = 4n
4Θ ·
(
ds
dt
)2
.
Here we use the definition of Θ and J (cf. (2.2) and (2.3)). For the third ”≤”,
we use the following computation:
∑
i,j,k
uimujnukluijkumnl =
∑
i,j,k
uijkumnl
1
λl
δkl
1
λi
δmi
1
λj
δnj
≥
∑
i,k
(uiik)
2 1
λkλ2max
≥ 1
n
∑
k
(
∑
i
uiik)
2 1
λk
(
∑
i
λi)2
.
Therefore, we have the differential inequality∣∣∣∣d logTds
∣∣∣∣ ≤ 2n2√Θ ≤ 2n2N.
By the definition of Φ and (2.3) we have
∣∣∣d log ρds
∣∣∣ ≤ N. Then the lemma follows.

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Lemma 2.7 Let u be a smooth, strictly convex function defined on Ω ⊂ Rn and
0 ∈ Ω. Suppose that
Θ ≤ N2 in Ω, (2.7)
and the Hessian matrix (uij) satisfies uij(0) = δij. Let Γ : ξ = ξ(s), s ∈ [0, a], be
a curve lying in Ω, starting from ξ(0) = 0 with arc-length parameter with respect
to the Calabi metric Gu =
∑
uijdξidξj . Let λmin and λmax be the minimal and
maximal eigenvalues of (uij) along the path Γ. Then there exists a constant C1
such that
(i) exp (−C1a) ≤ λmin ≤ λmax ≤ n exp (C1a) ,
(ii) Γ ⊂ D
a exp( 12C1a)
(0).
Proof. (i) With the initial values given by uij(0) = δij , applying the integration
to (2.6) with respect to s, we have
n exp
{−2n2Na} ≤ T (q) ≤ n exp{2n2Na}
exp {−(n+ 2)Na} ≤ det(uij)(q) ≤ exp {(n+ 2)Na}
for any q ∈ Ba(0). Then we have the bounds of eigenvalues of (uij).
Note that the Euclidean length of Γ is less than a exp
(
1
2C1a
)
. Hence we
have (ii). 
As a corollary, we have
Corollary 2.8 Let u be the function given in Lemma 2.7.
(1) Suppose that Dr(0) ⊂ Ω, then there exists a constant a1 depending only
on N and r such that Ba1(0) ⊂ Dr(0);
(2) Suppose that Ba(0) ⊂ Ω, then there exists a constant r1 depending only on
N and a such that Dr1(0) ⊂ Ba(0).
Proof.
(1) Let v be any nonzero vector at 0 and Γv(s) be a geodesic ray initiating
from 0 along v direction with arc-length parameter. Then by (i) of Lemma
2.7
dE(0,Γv(s)) ≤ s exp
(
1
2
C1s
)
.
Hence Γv(s) ⊂ Dr(0) if s exp
(
C1s
2
)
< r. Hence we may take
a1 = min
{
1,
1
2
r exp
(
−1
2
C1
)}
in order to get (1).
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(2) We use the same argument. Note that the eigenvalues of (uij) are uni-
formly bounded in (i) of Lemma 2.7. Let Γ′v(t) = tv be the ray and
assume that |v| = 1. Hence t is the arc-length parameter with respect to
the Euclidean metric. Then if Γ′v ⊂ Ba(0), the length of Γ′ with respect
to Riemannian metric Gu is less than t exp
(
1
2C1a
)
. Hence we have the
estimate for the Riemannian distance with respect to the metric Gu:
du(0,Γ
′
v(t)) ≤ t
√
n exp
(
1
2
C1a
)
.
Take r1 =
1
2
√
n
a exp
(− 12C1a), we have (2). 
With these preparations, now we can establish the following convergence
theorem.
Theorem 2.9 Suppose that {uk}∞k=1 is a sequence of smooth strictly convex
functions on Ω ⊂ Rn containing 0 and Θuk ≤ N2; suppose that uk are already
normalized such that
uk ≥ uk(0) = 0, ∂2ij(uk)(0) = δij .
Then
(a) there exists a constant a > 0 such that Ba,uk(0) ⊂ Ω,
(b) there exists a subsequence of uk that locally C
2-converges to a strictly
convex function u∞ in Ba,u∞(0),
(c) moreover, if (Ω, Guk) is complete, (Ω, Gu∞) is complete.
Proof. By (1) in Corollary 2.8 we have a constant a1 such that
Ba1,uk(0) ⊂ Dr(0) ⊂ Ω.
Now by (2) of Corollary 2.8, there exists a constant r1 such that
Dr1(0) ⊂ Ba1,uk(0) ⊂ Ω.
It follows from Θ ≤ N2 that uk C2-converges (passing to a subsequence) to a
strictly convex function u∞ in Dr2(0), where r2 =
1
2r1. Take a to be a constant
such that
Ba,uk(0) ⊂ Dr2(0).
Then we have proved (a) and (b).
Now we prove (c), i.e, if (Ω, Guk ) is complete, then (Ω, Gu∞) is complete.
We already conclude that uk C
2-converges to a strictly convex function u∞ in
Dr2(0), and Ba,u∞(0) ⊂ Dr2(0).
For any point q ∈ ∂Ba,u∞(0), we normalize uk by the following transforma-
tion:
ξ˜ = Ak(ξ − ξ(q)), u˜k(ξ˜) = uk(ξ)−∇uk(q) · (ξ − ξ(q))− uk(q),
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where Ak is the matrix such that ∂
2
ij u˜k(0) = δij .
From the convergence of uk in Dr2(0) we have the following convergence
lim
k→∞
Ak = A∞, lim
k→∞
∇uk(q) = ∇u∞(q), lim
k→∞
uk(q) = u∞(q), (2.8)
where A∞ is the matrix such that ∂2ij u˜∞(0) = δij .
By the same argument above we conclude that u˜k C
2-converges to a strictly
convex function u˜∞ in Ba,u˜∞(0). Since ∂Ba,u∞(0) is compact, by (2.8), uk C
2-
converges to a strictly convex function u∞ in B2a,u∞ . Note that a is a uniform
constant, hence by repeating this procedure we can prove (c). 
The following theorem provides an equivalence between the Calabi metric
and the Euclidean metric in a convex domain Ω under the condition that Θ
is bounded in the sense that the Calabi metric is complete if and only if the
Euclidean metric is complete.
Theorem 2.10 Let Ω ⊂ Rn be a convex domain. Let u be a smooth strictly
convex function on Ω with Θ ≤ N2. Then (Ω, Gu) is complete if and only if the
graph of u is Euclidean complete in Rn+1.
Proof. ”=⇒”. Without loss of generality, we assume that 0 ∈ Ω and
u ≥ u(0), uij(0) = δij .
We will prove that u|∂Ω = +∞. Namely, for any Euclidean unit vector v and
the ray from 0 to ∂Ω along v direction, given by
ℓv : [0, t)→ Ω, ℓv(s) = sv, lim
s→t
ℓv(s) ∈ ∂Ω,
we have u(ℓv(s))→∞ as s→ t.
On [0, t), we choose a sequence of points
0 = s0 < s1 < · · · < sk < · · ·
such that du(ℓv(si), ℓv(si+1)) = 1. Since Ω is complete, the sequence is an
infinite sequence. Set ui = u(ℓv(si)). We now claim that
Claim. There is a constant δ > 0 such that ui+1 − ui ≥ δ.
Proof of claim. We show this for i = 0. By Lemma 2.7, we conclude
that B1(0) contains an Euclidean ball Da1(0). Since the eigenvalue of (uij) are
bounded from below and ∇u(0) = 0, we conclude that there exists a constant δ
such that u(ξ)−u(0) ≥ δ for any ξ ∈ B1(0)−Da1(0). In particular, u1−u0 ≥ δ.
Now consider any i. Let p = ℓv(si) and q = ℓv(si+1). Since the claim is
invariant with respect to the base-affine transformations, we first apply a base-
affine transformation such that uij(p) = δij . Furthermore, we normalize u to a
new function u˜ such that p is the minimal point:
u˜(ξ) = u(ξ)− u(p)−∇u(p)(ξ − p).
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Then by the same argument as i = 0 case, u˜(q)− u˜(p) ≥ δ. Moreover
u(q)− u(p) = u˜(q)− u˜(p) +∇u(p)(q − p) ≥ u˜(q)− u˜(p) ≥ δ.
Here we use the convexity of u for the first inequality. This completes the proof
of the claim.
By the claim, uk ≥ kδ and goes to ∞ as k →∞.
”⇐=”. We assume that u ≥ u(0) = 0. Since the graph of u is Euclidean
complete, for any C > 0, the section Su(0, C) is compact (the definition of
section is given in §3.1). Consider the function
F = exp
{
− 2C
C − u
} ‖∇u‖2G
(1 + u)2
defined in Su(0, C). F attains its maximum at some interior point p
∗. We may
assume ‖∇u‖G(p∗) > 0. Choose a frame field of the Calabi metric G around p∗
such that
uij(p
∗) = δij , ‖∇u‖G(p∗) = u1(p∗), ui(p∗) = 0, i ≥ 2.
Then at p∗, Fi = 0 implies that(
− 2u,1
1 + u
− 2Cu,1
(C − u)2
)
u2,1 + 2u,1u,11 = 0.
Using u1(p
∗) > 0 and 2C(C−u)2 > 0, we conclude that
u2,1
(1 + u)2
≤ |u,11|
1 + u
. (2.9)
Note that
|u,11| =
∣∣Γ111u,1 + u11∣∣ = |1 + u111u,1| ≤ 1 + |2n√J |u,1 ≤ 1 + 2nNu,1.
Substituting this into (2.9) and applying the Schwarz’s inequality we have
u2,1
(1 + u)2
≤ 2 + 8n2N2.
Then F (p∗) ≤ e−2(2 + 8n2N2). Since F is maximum at p∗, we obtain that
F ≤ C1. Hence in Su(0, C2 ),
‖∇ log(1 + u)‖G ≤ C2, (2.10)
for some constant C2 that is independent of C. Letting C → ∞, we have that
(2.10) holds everywhere.
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Take a point p1 ∈ ∂Su(0, C) such that d(0, p1) = d(0, ∂Su(0, C)). Let l be
the shortest geodesic from 0 to p1. Following from (2.10) we have
C2 ≥ ‖∇ log(1 + u)‖G ≥
∣∣∣∣d log(1 + u)ds
∣∣∣∣ ,
where s denotes the arc-length parameter with respect to the metric G. Apply-
ing this and a direct integration we obtain
d(0, p1) =
∫
l
ds ≥ C−12 log(1 + u)|p1 = C−12 log (1 + C) .
As C →∞, we obtain d(0, ∂Su(0, C))→ +∞. Hence (Ω, Gu) is complete. 
3 Convergence theorems and Bernstein proper-
ties for Abreu equations
3.1 Basic definitions
In this subsection we review some basic concepts of convex domains and (strictly)
convex functions.
Let Ω ⊂ R2 be a bounded convex domain. It is well-known (see [29], p.27)
that there exists a unique ellipsoid E, which attains the minimum volume among
all the ellipsoids that contain Ω and that is centered at the center of mass of Ω,
such that
2−
3
2E ⊂ Ω ⊂ E,
where 2−
3
2E means the 2−
3
2 -dilation of E with respect to its center. Let T be
an affine transformation such that T (E) = D1(0), the unit disk. Put Ω˜ = T (Ω).
Then
2−
3
2D1(0) ⊂ Ω˜ ⊂ D1(0). (3.1)
We call T the normalizing transformation of Ω.
Definition 3.1 A convex domain Ω is called normalized when its center of mass
is 0 and 2−
3
2D1(0) ⊂ Ω ⊂ D1(0).
Let A : Rn → Rn be an affine transformation given by A(ξ) = A0(ξ)+a0, where
A0 is a linear transformation and a0 ∈ Rn. For any Euclidean vector a, denote
by |a| the Euclidean norm of the vector a. If there is a constant L > 0 such that
|a0| ≤ L and for any Euclidean unit vector v
L−1 ≤ |A0v| ≤ L,
we say that A is L-bounded.
Definition 3.2 A convex domain Ω is called L-normalized if its normalizing
transformation is L-bounded.
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The following lemma is useful to measure the normalization of a domain.
Lemma 3.3 Let Ω ⊂ R2 be a convex domain. Suppose that there exists a pair
of constants R > r > 0 such that
Dr(0) ⊂ Ω ⊂ DR(0),
then Ω is L-normalized, where L depends only on r and R.
Proof. Suppose the normalizing transformation is T (ξ) = A(ξ− p), where A is
a linear transformation and p ∈ Ω. Then
T (DR(0)) ⊃ 2− 32D1(0)⇒ A(DR(0)−p) ⊃ 2− 32D1(0)⇒ A(D2R(0)) ⊃ 2− 32D1(0).
Here, we use the fact p ∈ DR(0). Therefore for any Euclidean unit vector v
|Av| ≥ 2− 52R−1.
On the other hand,
T (Dr(0)) ⊂ D1(0)⇒ A(Dr(0))−Ap ⊂ D1(0).
In particular, we have −Ap ∈ D1(0). Then
A(Dr(0)) ⊂ D2(0).
This says that for any Euclidean unit vector v
|Av| ≤ 2
r
.
We get upper and lower bounds of eigenvalues of A. Furthermore |Ap| ≤ 1. So
T is L-bounded for some constant L. 
Let Ω be a convex domain in R2. We define its uniform ξi-width wdi(Ω),
i = 1, 2, by the following:
wd1(Ω) = max
t∈R
max
{ξ,ξ′∈Ω|ξ2=ξ′2=t}
|ξ1 − ξ′1|,
wd2(Ω) = max
t∈R
max
{ξ,ξ′∈Ω|ξ1=ξ′1=t}
|ξ2 − ξ′2|.
Then
Lemma 3.4 Let Ω be a bounded convex domain in R2 with Ω ⊂ Db(0). Suppose
that wdi(Ω) ≥ a > 0. Then Ω is L-normalized, where L depends only on a and
b.
Proof. Since wdi has lower bounds, there exists a disk of radius r in Ω, where
r depends only on a. Let p0 be the center of disk. Then by Ω ⊂ Db(0) it is
obvious that Ω ⊂ D2b(p0). Then this lemma is a corollary of Lemma 3.3. 
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Let u be a convex function on Ω. Let p ∈ Ω. Consider the set
{ξ ∈ Ω|u(ξ) ≤ u(p) +∇u(p) · (ξ − p) + σ}.
If it is compact in Ω, we call it a section of u at p with height σ and denote it
by Su(p, σ).
In this section, we need an important result from the classical convex body
theory (see [5]). Let M be a convex hypersurface in Rn+1 and e be a subset of
M . We denote by ψM (e) the spherical image of e. Denote by σM (e) the area
(measure) of the spherical image ψM (e), denote by A(e) the area of the set e
on M . The ratio σM (e)/A(e) is called the specific curvature of e. In the case
n = 2, the following theorem holds (see (5.5) in Page 35 of [5]):
Theorem 3.5 (Alexandrov-Pogorelov) A convex surface whose specific cur-
vature is bounded away from zero is strictly convex.
3.2 The convergence theorem for Abreu equations
In this subsection we prove a very useful convergence theorem for the Abreu
equations (cf. Theorem 3.6). Essentially, there are two types of convergence
theorems in this paper for the Abreu equations. One is to get the convergence by
controlling Θ (cf. Theorem 2.9), the other is to get the convergence by controlling
the sections. Here, we explain the latter one.
Denote by F(Ω, C) the class of smooth convex functions defined on Ω such
that
inf
Ω
u = 0, u = C > 0 on ∂Ω.
Let
F(Ω, C;Ko) = {u ∈ F(Ω, C)||S(u)| ≤ Ko},
where S(u) = −∑U ijwij . Recall that (U ij) is the cofactor matrix of the Hessian
matrix (uij) and w = (det(uij))
−1. We will assume that Ω ⊂ R2 is normalized
in this subsection.
The main result of this subsection is the following convergence theorem.
Theorem 3.6 Let Ω ⊂ R2 be a normalized domain. Let uk ∈ F(Ω, 1;Ko) be
a sequence of functions and pok be the minimal point of uk. Then there exists a
subsequence of functions, without loss of generality, still denoted by uk, locally
uniformly converging to a function u∞ in Ω and pok converges to p
o
∞ satisfying:
(i) there exist constants s and C2 such that dE(p
o
k, ∂Ω) > 2s, and in Ds(p
o
∞)
‖uk‖C3,α ≤ C2
for any α ∈ (0, 1); in particular, uk C3,α-converges to u∞ in Ds(po∞).
(ii) there exists a constant δ ∈ (0, 1), such that Suk(pok, δ) ⊂ Ds(po∞).
(iii) there exists a constant b > 0 such that Suk(p
o
k, δ) ⊂ Bb(pok) ⊂ Ω.
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Furthermore, if uk is smooth and C
k-norms of S(uk) are uniformly bounded,
then uk C
k+3,α-converges to u∞ in Ds(po∞).
Remark 3.7 Let Ωk be a sequence of L-normalized convex domains and uk ∈
F(Ωk, Ck;Ko) be a sequence of functions. If the sequence of constants Ck sat-
isfies C−1 ≤ Ck ≤ C for some constant C > 0, then Theorem 3.6 still holds.
Remark 3.8 This theorem with Ko = 0 has been proved in [40], the proof is
purely analytical and consists of a very long calculation. The authors of [40]
pointed out that one can use the Alexandrov-Pogorelov Theorem (Theorem 3.5)
to give a simpler proof. Here we follow this suggestion to give the proof for
Ko 6= 0.
We prove the following proposition, which is equivalent to Theorem 3.6.
Proposition 3.9 Let Ω ⊂ R2 be a normalized domain. Let u ∈ F(Ω, 1;Ko)
and po be its minimal point. Then
(i) there exist constants s and C2 such that dE(p
o, ∂Ω) > s and in Ds(p
o)
‖u‖C3,α ≤ C2
for any α ∈ (0, 1);
(ii) there exists a constant 0 < δ < 1 such that Su(p
o, δ) ⊂ Ds(po).
(iii) there exists a constant b > 0 such that Su(p
o, δ) ⊂ Bb(po) ⊂ Ω.
In the statement, all the constants only depend on Ko.
Furthermore, if u is smooth, then for any k ∈ Z+,
‖u‖Ck+3,α(Dǫ(po)) ≤ C3
where C3 depends on the C
k-norm of S(u).
To prove Proposition 3.9, we need some useful properties for functions in
F(Ω, 1;Ko) that are stated in Lemma 3.10-Lemma 3.14.
Lemma 3.10 Let u ∈ F(Ω, 1;Ko). If there is a constant C1 > 0 such that in
Ω
C−11 ≤ det(uij) ≤ C1, (3.2)
then for any Ω∗ ⊂⊂ Ω, p > 2, we have the estimate
‖u‖W 4,p(Ω∗) ≤ C, ‖u‖C3,α(Ω∗) ≤ C, (3.3)
where C depends on n, p, C1,Ko, dE(Ω
∗, ∂Ω).
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Proof. The argument is similar to [56]. In [8] Caffarelli-Gutierrez proved a
Ho¨lder estimate of det(uij) for homogeneous linearized Monge-Ampe`re equa-
tions assuming that the Monge-Ampe`re measure µ[u] satisfies some condition,
which is guaranteed by (3.2). Consider the Abreu equation∑
U ijwij = −K, w = [det(ukl)]−1,
where K ∈ L∞(Ω). By the same argument in [8] one can obtain the Ho¨lder con-
tinuity of det(uij). Then Caffarelli’s C
2,α estimates for Monge-Ampe`re equa-
tions [7] give us
‖u‖C2,α(Ω∗) ≤ C2.
Then U ij ∈ Cα(Ω∗). Following from the standard elliptic regularity theory we
have ‖u‖W 4,p(Ω∗) ≤ C. By the Sobolev embedding theorem
‖u‖C3,α(Ω∗) ≤ C2‖u‖W 4,p(Ω∗).
Then the proposition follows. 
Lemma 3.11 Let u ∈ F(Ω, 1;Ko). Let Ω∗ = ∇u(Ω) and f = L(u). For any
Ω∗1 ⊂⊂ Ω∗ there exists a constant d > 0 such that detD2u > d on Ω1 = ∇f (Ω∗1),
where d depends on Ω, dE(Ω
∗
1, ∂Ω
∗), diam(Ω∗1) and Ko.
This is proved by Li-Jia in [40].
Lemma 3.12 Let u ∈ F(Ω, 1;Ko). There exist two constants d1, d2 > 0 such
that
exp
{
− 4
1− u
}
det(uij)
(d1 + f)4
≤ d2. (3.4)
This is proved by Chen-Li-Sheng in [10].
Lemma 3.13 For u ∈ F(Ω, 1;Ko) with u(po) = 0. Let R be a constant such
that
DR(po) ⊃ Ω ⊃ Su(po, 1
2
). (3.5)
Then ∇u(Su(po, 12 )) contains the disk Dr(0), r = (2R)−1. Moreover, in Dr(0)
(i) −1 ≤ f ≤ r;
(ii) det(fij) ≥ d′ for some constant d′ depending only on Ko and R.
Proof. The first statement follows from (3.5). At ∇u(0),
f1(∇u(0)) = f2(∇u(0)) = 0, u(0) + f(∇u(0)) = 0.
By the convexity of f , we have that the minimum of f is f(∇u(0)). Then
f ≥ f(∇u(0)) = −u(0) ≥ −1.
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Since f(x) + u(ξ) = x · ξ, u ≥ 0 and Ω ⊂ D1(0), we have
f(x) ≤ x · ξ ≤ r · 1 = r.
From (3.4) and (i), we know that det(uij) is bounded from above in Dr. There-
fore det(fij) = [det(uij)]
−1 is bounded from below. 
Lemma 3.14 Use the notations in Lemma 3.13. Then for any α ∈ (0, 1), there
exists a constant C2 such that in D r
2
(0)
‖f‖C3,α ≤ C2, (3.6)
and for any eigenvalue λf of (fij)
C−12 ≤ λf ≤ C2. (3.7)
Proof. If not, we have a sequence of uk such that in D r
2
(0)
‖fk‖C3,α →∞.
By (i) of Lemma 3.13, we know that fk locally uniformly converges to a convex
function f∞ on Dr(0). The Gauss curvature KGauss of the convex surface
(x1, x2, f(x)) can be written as
KGauss(x) =
det(fij)
(1 + |∇f |2)2 .
Since ∇f(Dr(0)) ⊂ Ω ⊂ D1(0), we have |∇f | ≤ 1, in Dr(0). By (ii) of Lemma
3.13,
KGauss ≥ d
′
4
.
Then the specific curvature of convex surface (x1, x2, f∞(x)) is bounded away
from zero. By Theorem 3.5, we conclude that f∞ is strictly convex on D r
2
(0).
Hence there is a constant b0 such that Sf∞(0, b0) is compact in D r2 (0). Then
Sfk(0, b0) ⊂⊂ D r2 (0), when k is large enough. By |∇f | ≤ 1 in Dr(0), we have
dE(Sfk(0, b0/2), ∂Sfk(0, b0)) ≥ τ
for some positive constant τ independent of k.Moreover, in the section Sfk(0, b0/2),
det(D2fk) is bounded from above (by Lemma 3.11) and below (by (ii) of Lemma
3.13). Hence by Lemma 3.10, we conclude that the C3,α-norms of fk in the sec-
tion Sfk(0,
1
2b0) are uniformly bounded by a constantN that is independent of k.
Instead of considering 0, we repeat the argument for any x ∈ D r
2
(0) we conclude
that the C3,α-norms of fk are uniformly bounded in some section Sfk(x, bx) for
some bx. By the compactness of D r
2
(0), we conclude that the C3,α-norms of fk
in D r
2
(0) are uniformly bounded. This contradicts the assumption. 
Proof of Proposition 3.9. Due to the lower bound of eigenvalues in Lemma
3.14, there exists a constant b such that for any f
Sf (0, b) ⊂⊂ D r
2
(0).
Let Vf = ∇f (Sf (0, b)). Since f is strictly convex and C3,α-bounded, Vf must
contain a disk Dǫ(po), where ǫ is independent of f . The regularity of u in Vf
follows from Proposition 3.10. (iii) is a direct consequence of (i) and (ii). 
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3.3 Bernstein properties for Abreu equations
When S(u) = 0, we expect that u must be a quadratic polynomial under certain
completeness assumptions. This is called the Bernstein property.
We state the results here. The proof of these theorems can be found in [35].
Theorem 3.15 [Jia-Li] Let Ω ⊂ Rn and f : Ω→ R be a smooth strictly convex
function. Suppose that (Ω, Gf ) is complete and
S(f) = −
∑
f ij(log det(fkl))ij = 0
If n ≤ 5, then the graph of f must be an elliptic paraboloid.
Remark 3.16 If we only assume that f ∈ C5, Theorem 3.15 remains true.
Now we use the convergence theorem 3.6 to prove the following theorem.
Theorem 3.17 [Li-Jia] Let u(ξ1, ξ2) be a C
∞ strictly convex function defined
in a convex domain Ω ⊂ R2. If
S(u) = 0, u|∂Ω = +∞,
then the graph of u must be an elliptic paraboloid.
Proof. First we show Φ ≡ 0. If this is not true, then there is a point p ∈ M
such that Φ(p) > 0. By subtracting a linear function we may suppose that
u(ξ) ≥ u(p) = 0.
Choose a sequence {Ck} of positive numbers such that Ck →∞ as k →∞.
For any Ck > 0 the section Su(p, Ck) is a bounded convex domain. Let
uk(ξ) = C
−1
k u(ξ), k = 1, 2, . . .
Then
Φuk(p) = CkΦ(p)→∞, k →∞. (3.8)
Let Tk be the normalizing transformation of Su(p, Ck) = Suk(p, 1). We obtain
a sequence of convex functions
u˜k(ξ) := uk(T
−1
k (ξ)).
Let p˜k = Tk(p). By Theorem 3.6 we conclude that u˜
(k) converges with all deriva-
tives to a smooth and strictly convex function u∞ in a neighborhood of p˜∞,
which is the limit of p˜k. Therefore Φuk(p) = Φu˜k(p˜k) (cf. Lemma 2.2) is uni-
formly bounded, which contradicts to (3.8).
It follows from Φ ≡ 0 that
det(uij) = Const.
Since lim
p→∂Ω
u(p) = +∞, the graph of u is Euclidean complete. By a theorem of
Cheng-Yau (p.118 Theorem 2.3.17 [42]) the graph of u is also an affine complete
parabolic affine hypersphere. Using a theorem of Calabi (p.128 Theorem 2.6.6
[42]), u must be a quadratic polynomial. 
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4 Affine blow-up analysis and interior estimates
of Θ
When considering the convergence of a sequence of functions, we may encounter
the case that the sequence blows-up somewhere and the convergence fails. Then
we may apply blow-up analysis to renormalize the domain and the functions
such that the new sequence converges nicely after normalization. In this paper,
we apply the affine transformations (cf. Definition 2.1) for normalization. This
is a very powerful tool to estimate affine invariants in various circumstances.
Hence, we call the technique the “affine blow-up analysis”.
4.1 Affine blow-up analysis
Let C be a class of smooth strictly convex functions on Ω. For simplicity, we
suppose that (Ω, Gu) is complete for any u ∈ C.
Given a function u ∈ C, let Qu : Ω → R be a non-negative function which
is invariant under base-affine transformations (cf Definition 2.1). Suppose that
we want to prove that there exists a constant N , such that for any u ∈ C
Qu ≤ N <∞. (4.1)
We usually argue by assuming that it is not true. Then there will be a sequence
of functions uk and a sequence of points pk such that
Quk(pk)→∞. (4.2)
Usually, we perform affine transformation to uk and get a sequence of normalized
function u˜k to get contradictions (this is already used in the proof of Theorem
3.17). However, sometimes, we need a more tricky argument to get u˜k. This is
explained in the following remark.
Remark 4.1 We explain a standard blow-up argument used in our papers. Sup-
pose that (4.2) happens.
(i) Consider the function Fk := Quk(p)d
α
uk
(p, ∂B1(pk)) in the unit geodesic
ball B1(pk) for some α > 0.
Suppose that Qdα is invariant with respect to affine transformations in
Definition 2.1.
(ii) Suppose that Fk attains its maximal at p
∗
k. Set
dk =
1
2
duk(p
∗
k, ∂B1(pk)).
Then we conclude that
• Quk(p∗k)dαk →∞.
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• Quk ≤ 2αQuk(p∗k) in Bdk(p∗k).
We now restrict ourself on Bdk(p
∗
k);
(iii) Without loss of generality, by translation, we set p∗k to 0. Now we re-
normalize functions uk by proper affine transformations such that for the
new functions, denoted by u˜k, satisfy
Qu˜k(0) = 1.
Then the ball Bdk(0) is normalized to a ball Bd˜k(0), where d˜k →∞.
To summarize, we have a sequence of normalized functions u˜k and we will study
the convergence of the sequence to get contradiction. Usually, we conclude that
u˜k uniformly converges to u˜∞ in a neighborhood of 0 and Qu˜∞ ≡ 0 which
contradicts the fact that
lim
k→∞
Qu˜k(0) = 1.
In this final step, we need the aid of convergence theorems.
4.2 Interior estimate of Θ
The purpose of this section is to estimate Θ near the boundary ∂∆. We use the
blow-up analysis explained in Remark 4.1 to prove the following result.
Proposition 4.2 Let u be a smooth strictly convex function on a bounded con-
vex domain Ω ⊂ R2 with ‖S(u)‖C2(Ω) < Ko, where ‖ ·‖C2 denotes the Euclidean
C2-norm. Suppose that for any p ∈ Ω,
du(p, ∂Ω) < N (4.3)
for some constant N > 0. Then there exists a constant C5 > 0, depending only
on Ω,N and Ko, such that
Θ(p)d2u(p, ∂Ω) ≤ C5, ∀p ∈ Ω. (4.4)
Here du(p, ∂Ω) is the distance from p to ∂Ω with respect to the Calabi metric
Gu.
Proof. If not, then there exists a sequence of functions uk and a sequence of
points pk such that
Θuk(pk)d
2
uk
(pk, ∂Ω)→∞.
Let B(k) be the 12duk(pk, ∂Ω)-ball centered at pk and consider the affine trans-
formationally invariant function (cf. Lemma 2.3)
Fk(p) = Θuk(p)d
2
uk
(p, ∂B(k)).
Fk attains its maximum at p
∗
k. Put
dk =
1
2
duk(p
∗
k, ∂B
(k)).
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By adding linear functions we assume that
uk(p
∗
k) = 0, ∇uk(p∗k) = 0.
By taking a proper coordinate translation we may assume that the coordinate
of p∗k is 0. Then (cf. (ii) in Remark 4.1)
• Θuk(0)d2k →∞.
• Θuk ≤ 4Θuk(0) in B(k)dk (0).
By (4.3) we have
lim
k→∞
Θuk(0) = +∞. (4.5)
We take an affine transformation on uk:
ξ⋆ = Akξ, u
⋆
k(ξ
⋆) := λkuk
(
A−1k ξ
⋆
)
,
where λk = Θuk(0). Choose Ak such that ∂
2
iju
⋆
k(0) = δij . Denote A
−1
k = (b
k
ij).
Then by the affine transformation rule we know that Θu⋆
k
(0) = 1, and for any
fixed large R, when k large enough
Θu⋆
k
≤ 4 in B(k)R (0).
Moreover,
S(u⋆k) =
S(uk)
λk
→ 0.
Assume that dk changes to d
⋆
k with respect to the affine transformation. Then
lim
k→∞
d⋆k = +∞.
By Theorem 2.9, one concludes that u⋆k locally C
2-converges to a function u⋆∞,
and the graph of u⋆∞ is complete with respect to the metric Gu∞ . By Lemma
2.7, we have in BR,u⋆∞(0),
exp (−C1R) ≤ λmin(u⋆k) ≤ λmax(u⋆k) ≤ n exp (C1R) ,
where λmin(u
⋆
k) and λmax(u
⋆
k) denotes the minimal and maximal eigenvlues of
(u⋆ij) in BR,u⋆∞(0). Then there is a constant r1 > 0 independent of k such that
Su⋆
k
(q, r1) ⊂ BR,u⋆∞(0) for any q ∈ BR/2,u⋆∞(0). It follows from Lemma 3.10 that
u⋆k locally C
3,α-converges to a function u⋆∞. Since Θk is bounded, by Lemma 2.7
we know there exists an Euclidean ball Dǫ(0) such that Dǫ(0) ⊂ Ak(Ω) when k
large enough. Therefore A−1k Dǫ(0) ⊂ Ω. It follows that for any 1 ≤ i, j ≤ 2∣∣∣∣∣ ∂ξi∂ξ⋆j
∣∣∣∣∣ = |bkij | ≤ 2diam(Ω)ǫ−1, (4.6)
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when k large. By a direct calculation we have
∣∣∣∣∂S(u⋆k)∂ξ⋆i
∣∣∣∣ = λ−1k
∣∣∣∣∣∣
∑
j
bkji
∂S(uk)
∂ξj
∣∣∣∣∣∣ ≤ 8diam(Ω)ǫ−1λ−1k Ko.
Similarly, we have
‖S(u⋆k)‖C2 ≤ 128[(diam(Ω))2ǫ−2 + 1]λ−1k Ko.
Then by the standard elliptic equation technique we obtain that u⋆k locally C
5-
converges to u⋆∞ with
S(u⋆∞) = 0, Θu⋆∞(0) = 1.
Hence by Theorem 3.15 and Remark 3.16, u⋆∞ must be quadratic and Θ ≡ 0.
We get a contradiction. 
Theorem 4.3 Let u be a smooth strictly convex function on a bounded convex
domain Ω ⊂ R2 with ‖S(u)‖C2(Ω) < Ko, where ‖ · ‖C2 denotes the Euclidean
C2-norm. Assume that for any p ∈ Ω,
du(p, ∂Ω) <∞. (4.7)
Suppose that the height of u is bounded, i.e,
max
Ω
u−min
Ω
u ≤ C4 (4.8)
for some constant C4 > 0. Then there exists a constant C5 > 0, depending only
on Ω,C4 and Ko, such that
Θ(p)d2u(p, ∂Ω) ≤ C5, ∀p ∈ Ω. (4.9)
Here du(p, ∂Ω) is the distance from p to ∂Ω with respect to the Calabi metric
Gu.
Proof. We use affine blow-up analysis as we did in Theorem 4.2. We repeat
the arguments before (4.5). Then by (4.8) we have
inf
∂Ω
uk − uk(p∗k) ≤ C4. (4.10)
If (4.5) holds, then the proof is identical as that of Proposition 4.2. Now we
assume that Θuk(0) is bounded above by some constant C1. Then dk → ∞.
By a base-affine transformation we can assume that ∂2ijuk(0) = δij . Hence we
conclude that uk locally C
2-converges to a function u∞ and its domain Ω∞
is complete with respect to Gu∞ . Then by Theorem 2.10, the graph of u∞ is
Euclidean complete. This contradicts the equation (4.10). 
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Remark 4.4 The condition (4.7) in Theorem 4.3 is not necessary. In fact, if
(Ω, Gu) is complete; by using the blow-up analysis we can prove that in Ω,
Θ ≤ C
for some constant C > 0; by Θ ≤ C and Theorem 2.10 we conclude that the
graph of u is Euclidean complete in R3. This contradicts (4.8).
Similarly, we can prove that
Corollary 4.5 Let u be as in Theorem 4.3, with one modification:
‖S(u)‖C3(Ω) < Ko.
Then there is a constant C5 > 0, depending only on Ω,C4 and Ko, such that
K(p)d2u(p, ∂Ω) ≤ C5, ∀p ∈ Ω (4.11)
where K is the function defined in (1.3).
Proof. We replace Θ by Θ+K for the proof of Proposition 4.2 and Theorem 4.3.
Follow word by word until the very last step. We need |S(u)|C3 to conclude the
converges of K, then we get (Θ +K)u∗
∞
(0) ∼= 1. This contradicts the Bernstein
property as before. 
In the proof, we use the fact that Θ and K share the same affine transfor-
mation rule. Though ‖∇ log |S(u)|‖2 share the same affine transformation rule
as well, the proof can not go through since ‖∇ log |S(u)|‖2 is not well defined
when S(u) = 0. We need more arguments.
Corollary 4.6 Let u be as that in Theorem 4.3, with one extra condition:
|S(u)| ≥ δ > 0.
Then there is a constant C5 > 0, depending only on Ω,C4 and Ko, such that
‖∇ log |S(u)|‖2(p)d2u(p, ∂Ω) ≤ C5, ∀p ∈ Ω. (4.12)
Proof. Let F (p) := ‖∇ log |S(u)|‖2(p)d2(p, ∂Ω) and p⋆ be a point such that
F (p⋆) = max
Ω
F. Since F is an affine invariant function, by a sequence of affine
transformations
ξ⋆ = Aξ, u⋆(ξ⋆) := λu
(
A−1ξ⋆
)
+ l(ξ⋆),
we can assume that
du⋆(p
⋆, ∂Ω) = 1, ∂2iju
⋆(p⋆) = δij , u
⋆ ≥ u⋆(p⋆) = 0.
Here l(ξ⋆) is a linear function. Using Theorem 4.3, we have Θ(u⋆) ≤ 4C5 in B 1
2
(p⋆).
By (2) of Corollary 2.8, we have Dr1(p
⋆) ⊂ B 1
2
(p⋆). Then as in (4.6) we have∣∣∣∂ξk∂ξ⋆i
∣∣∣ ≤ 2diam(Ω)r−11 . Since
‖∇ log |S(u⋆)|‖2u⋆ = ‖∇ log |S(u)|‖2u⋆ =
∑
u⋆ij
∂ξk
∂ξ⋆i
∂ξl
∂ξ⋆j
∂ log |S(u)|
∂ξk
∂ log |S(u)|
∂ξl
,
by ‖S(u)‖C2(Ω) ≤ Ko and |S(u)| ≥ δ we conclude that F has a uniform upper
bound. 
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5 Complex differential inequalities
In this section we extend the affine techniques to real functions defined on
domains in Cn. Let Ω ⊂ Cn, denote
R∞(Ω) := {f ∈ C∞(Ω) | f is a real function and (fij¯) > 0},
where (fij¯) =
(
∂2f
∂zi∂z¯j
)
. For f ∈ R∞(Ω), (Ω, ωf ) is a Ka¨hler manifold.
For the sake of notations, we set
W = det(fst¯), V = log det(fst¯), (5.1)
Introduce the functions
Ψ = ‖∇V ‖2f , P = exp (κWα)
√
WΨ, (5.2)
Note that Ψ is a complex version of Φ in Calabi geometry. Constants κ and α
in P are to be determined in (5.19) or (6.5). Denote
‖V,ij¯‖2f =
∑
f ij¯fkl¯Vil¯Vkj¯ , ‖V,ij‖2f =
∑
f ij¯fkl¯V,ikV,l¯j¯ .
Denote by  =
∑
f ij¯ ∂
2
∂zi∂z¯j
the Laplacian operator. Recall that
S(f) = −V = −
∑
f ij¯Vij¯ (5.3)
is the scalar curvature of ωf .
5.1 Differential inequality-I
We are going to calculateP and derive a differential inequality. This inequality
is similar to that in Theorem 2.5.
Lemma 5.1 (Inequality-I)
P
P
≥ ‖V,ij¯‖
2
f
2Ψ
+α2κ(1− 2κWα)WαΨ− 2|〈∇S,∇V 〉|
Ψ
− (ακWα + 12)S, (5.4)
where 〈, 〉 denotes the inner product with respect to the metric ωf .
Proof. By definition,
Ψ,k =
∑
f ij¯
(
V,iV,j¯k + V,ikV,j¯
)
,
Ψ =
∑
f ij¯fkl¯
(
V,iV,j¯kl¯ + V,ikl¯V,j¯ + V,ikV,j¯l¯ + V,il¯V,j¯k
)
.
By the Ricci identities
V,j¯kl¯ = V,kl¯j¯ , V,ikl¯ = V,kl¯i +
∑
fmh¯V,mRkh¯il¯,
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we have
Ψ =
∑
f ij¯fkl¯
(
V,ikV,j¯l¯ + V,il¯V,j¯k − Vil¯V,kV,j¯
)− 2Re(∑ f ij¯V,iS,j¯), (5.5)
where we use the facts Rij¯ = −Vij¯ and V = −S. Denote Π = ακWα + 12 .
Then
P,i = P
(
Ψ,i
Ψ
+ΠV,i
)
=: PΛi,
P = P
[∑
f ij¯ΛiΛj¯ +
Ψ
Ψ
− ‖∇Ψ‖
2
f
Ψ2
+ΠV + α2κWαΨ
]
. (5.6)
Choose a new complex coordinate system such that, at p,
fij¯ = cδij , V1 = V1¯, Vi = Vi¯ = 0 ∀ i > 1,
where c = [W (p)]
1
n . Then (5.6) can be re-written as
P =
P
Ψ
[
Ψ+ α2κWαc−2V 21 V
2
1¯ +Π
2c−2V 21 V
2
1¯ −ΠSΨ
+2Πc−2
(
Re(V,11V
2
,1¯) + V,11¯V1V1¯
)]
, (5.7)
here and later we denote the real part by Re. From (5.5) we have
Ψ =
∑
c−2 (VikVi¯k¯ + Vik¯Vi¯k)− c−2V11¯V1V1¯ − 2Re(
∑
f ij¯V,iS,j¯)
≥ c−2V11V1¯1¯ + c−2V 211¯ +
∑
i>1
c−2Vik¯Vi¯k − c−2V11¯V1V1¯
−2Re(
∑
f ij¯V,iS,j¯). (5.8)
Substituting (5.8) into (5.7), we have
P ≥ P
c2Ψ
[
Π2(V1V1¯)
2 + 2ΠRe(V,11V
2
1¯ ) + V11V1¯1¯
]
−P
Ψ
[
2
∣∣∣∑ f ij¯V,iS,j¯∣∣∣+ΠSΨ]+ Pc2Ψ
∑
i>1
Vij¯Vji¯
+
P
c2Ψ
[V 211¯ + α
2κWα(V1V1¯)
2 + 2(ακWα)V11¯V1V1¯]
=
P
c2Ψ
[
I1 + I2 +
∑
i>1
Vij¯Vji¯
]
− P
Ψ
[
ΠSΨ + 2
∣∣∣∑ f ij¯V,iS,j¯∣∣∣] ,
where
I1 :=
[
Π2(V1V1¯)
2 + 2ΠRe(V,11V
2
1¯ ) + V11V1¯1¯
]
,
I2 :=
[
V 211¯ + α
2κWα(V1V1¯)
2 + 2 (ακWα) V11¯V1V1¯
]
.
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It is easy to check that
I1 =
∣∣ΠV 21 + V11∣∣2 ,
I2 = α
2κ(1− 2κWα)Wα(V1V1¯)2 +
V 211¯
2
+
∣∣∣∣ 1√2V11¯ +
√
2ακWαV1V1¯
∣∣∣∣
2
.
The lemma then follows. 
5.2 Differential inequality-II
Fix a function g ∈ R∞(Ω). Denote by R˙ij¯kl¯ and R˙ij¯ the curvature tensor and
the Ricci curvature of (Ω, ωg), respectively. Put
R˙ :=
√∑
gmn¯gkl¯gij¯gst¯R˙ml¯it¯R˙kn¯sj¯ .
Let f ∈ R∞(Ω) and φ = f−g. Now we prove a differential inequality of n−φ.
Obviously n−φ =∑ f ij¯gij¯ .
Lemma 5.2 (Inequality-II)
 log (n−φ) ≥ −‖Ric‖f − R˙(n−φ). (5.9)
To prove this lemma we calculate  (n−φ) firstly. In the following calcu-
lation, ”;” denotes the covariant derivatives with respect to the metric ωg.
Lemma 5.3
 (n−φ) ≥
∑
f ij¯fnl¯fkh¯fmp¯gkl¯φ;np¯j¯φ;mh¯i −
∑
fml¯fkh¯gkl¯Vmh¯
−R˙ (n−φ)2 .
Proof. A direct calculation gives us
f;ij¯k = (g + φ);ij¯k = φ;ij¯k, f;ij¯k¯ = φ;ij¯k¯, f;ij¯sk¯ = φ;ij¯sk¯.
Note that ∑
fij¯f
kj¯ = δki .
Then we have
fkl¯;i = −
∑
fml¯fkh¯φ;mh¯i, f
kl¯
;j¯ = −
∑
fml¯fkh¯φ;mh¯j¯ . (5.10)
Then
(n−φ);i = −
∑
fml¯fkh¯φ;mh¯igkl¯,
(n−φ) =
∑
f ij¯gkl¯
(
fnl¯fkh¯fmp¯φ;np¯j¯φ;mh¯i + f
ml¯fnh¯fkp¯φ;np¯j¯φ;mh¯i
− fml¯fkh¯φ;mh¯ij¯
)
. (5.11)
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Now we calculate φ;mh¯ij¯ . Differentiating the equation V = log det
(
gij¯ + φij¯
)
twice we have ∑
f ij¯φ;ij¯kl¯ = Vkl¯ + R˙kl¯ +
∑
f ij¯fnm¯φ;nj¯l¯φ;m¯ik. (5.12)
By the Ricci identities we have∑
f ij¯φ;mh¯ij¯ =
∑
f ij¯f;ih¯mj¯
=
∑
f ij¯
(
f;ih¯j¯m + fnh¯R˙
n
imj¯ − fin¯R˙n¯h¯j¯m
)
=
∑
f ij¯
(
f;ij¯h¯m + fnh¯R˙
n
imj¯ − fin¯R˙n¯h¯j¯m
)
=
∑
f ij¯
(
φ;ij¯mh¯ − fnj¯R˙nimh¯ + fnh¯R˙nimj¯
)
= V;mh¯ +
∑
f ij¯fnh¯R˙
n
imj¯ +
∑
f ij¯fab¯φ;aj¯h¯φ;b¯im, (5.13)
where we use (5.12) in the last step. Inserting (5.13) into (5.11), we obtain
 (n−φ) =
∑
f ij¯fnl¯fkh¯fmp¯gkl¯φ;np¯j¯φ;mh¯i −
∑
fml¯fkh¯gkl¯Vmh¯
−
∑
f ij¯fml¯R˙il¯mj¯ . (5.14)
To obtain the lemma we only need to prove∑
f ij¯fml¯R˙il¯mj¯ ≤ R˙ (n−φ)2 . (5.15)
Note that this inequality is invariant under coordinate transformations. We
choose another coordinate system so that gkl¯ = δkl, fkl¯ = δklfkk. Then
n−φ =
∑
fkk¯, |R˙il¯mj¯ | ≤ R˙.
A direct calculation gives us (5.15). 
Proof of Lemma 5.2. We choose another coordinate system so that gkl¯ =
δkl, fkl¯ = δkl(1+φkk¯). Then n−φ =
∑
(1+φi¯i)
−1. By the Cauchy inequality
one can show that∣∣∣∑ fml¯fkh¯gkl¯Vmh¯∣∣∣
n−φ =
∑
(1 + φkk¯)
−2Vkk¯∑
(1 + φi¯i)
−1 ≤ ‖Vml¯‖f . (5.16)
Now, by using a similar calculation as in [57], we prove the following inequality:
∑
f ij¯fnl¯fkh¯fmp¯gkl¯φ;np¯j¯φ;mh¯i ≥
∑
f ij¯(φ)i(φ)j¯
n−φ . (5.17)
A direct calculation gives us
(φ)i = (n−
∑
fkl¯gkl¯);i =
∑
fka¯f bl¯gkl¯φ;a¯bi =
∑
(1 + φkk¯)
−2φ;kk¯i
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and ∑
f ij¯(φ)i(φ)j¯
n−φ =
= (n−φ)−1
∑
i
(1 + φi¯i)
−1
∣∣∣∣∣
∑
k
(1 + φkk¯)
−2φ;kk¯i
∣∣∣∣∣
2
= (n−φ)−1
∑
i
(1 + φi¯i)
−1
∣∣∣∣∣
∑
k
(1 + φkk¯)
− 3
2φ;kk¯i(1 + φkk¯)
− 1
2
∣∣∣∣∣
2
≤ (n−φ)−1

∑
i,k
(1 + φi¯i)
−1(1 + φkk¯)
−3φ;kk¯iφ;kk¯i¯


(∑
k
(1 + φkk¯)
−1
)
=
∑
i,k
(1 + φi¯i)
−1(1 + φkk¯)
−3φ;kk¯iφ;kk¯i¯
≤
∑
i,k,l
(1 + φi¯i)
−1(1 + φkk¯)
−1(1 + φll¯)
−2φ;kl¯iφ;lk¯i¯.
=
∑
f ij¯fnl¯fkh¯fmp¯gkl¯φ;np¯j¯φ;mh¯i
Thus (5.17) is proved. Note that
 log(n−φ) = (n−φ)
n−φ −
∑
f ij¯(n−φ)i(n−φ)j¯
(n−φ)2 .
Using (5.16), (5.17) and Lemma 5.3, we obtain Lemma 5.2. 
5.3 Differential inequality-III
In this subsection, we apply Differential Inequality-I on the toric surfaces. We
use notations introduced in §1.1 and §1.2. Let 0 ∈ Ω ⊂ C2ϑ, f = fϑ be the
potential function on Ω. Let T =
∑
f i¯i. Put
Q = eN1(|z|
2−A)√WT,
where A,N1 are constants.
Lemma 5.4 Let K = S(f)◦τ−1f be the scalar curvature function on t. Suppose
that
max
τf (Ω¯)
(
|K|+
∑∣∣∣∣∂K∂ξi
∣∣∣∣
)
≤ N2, max
Ω¯
W ≤ N2, max
Ω¯
|z| ≤ N2 (5.18)
for some constant N2 > 0. Then we may choose
A = N22 + 1, N1 = 100, α =
1
3
, κ = [4N
1
3
2 ]
−1 (5.19)
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such that
(P +Q+ C7f) ≥ C8(P +Q)2 > 0 (5.20)
for some positive constants C7 and C8 that depend only on N2 and n.
Proof. Applying Lemma 5.1 and the choice of α and κ, in particular, κWα ≤
1/4, we have
ΨP
P
≥
(
1
2
‖V,ij¯‖2f +
1
18
κW
1
3Ψ2
)
− (2|〈∇S,∇V 〉|+Ψ|S|) . (5.21)
Treatment for 〈∇S,∇ logW 〉: using log-affine coordinates we have
|〈∇S,∇V 〉| =
∣∣∣∣∑ f ij ∂S∂xi
∂V
∂xj
∣∣∣∣ =
∣∣∣∣∑ f ij ∂K∂ξk
∂ξk
∂xi
∂V
∂xj
∣∣∣∣ ≤ N2∑
j
∣∣∣∣ ∂V∂xj
∣∣∣∣ ,
where we use the fact ∂ξk∂xi = fki; if we use the complex coordinates zi, we have∣∣∣∣ ∂V∂xj
∣∣∣∣ =
∣∣∣∣zj ∂V∂zj
∣∣∣∣ .
Since |z| is bounded, we conclude that
|〈∇S,∇V 〉| ≤ C
∑
j
|Vj¯ | ≤ C
√
2WTΨ.
We explain the last step: suppose that 0 < ν1 ≤ ν2 are the eigenvalues of (fij¯),
then
Ψ =
∑
f ij¯ViVj¯ ≥ ν−12 (|V1|2 + |V2|2) ≥ (WT )−1(|V1|2 + |V2|2).
Note that
(eW )−
1
2 ≤ Ψ/P = (exp(κWα)W 12 )−1 ≤W− 12 ,
(5.21) is then transformed to be
P ≥W 12
(
1
2
‖V,ij¯‖2f +
1
18
κW
1
3Ψ2
)
− C′W 12
(√
WTΨ+Ψ|S|
)
. (5.22)
Applying the Young inequality and the Schwartz inequality to terms in (5.22),
we have that
P ≥ 1
2
W
1
2 ‖V,ij¯‖2f + C1W−
1
6P 2 − ǫQT − C2(ǫ). (5.23)
For example,
W (TΨ)
1
2 ≤ δ(W 18T 12 )4 + δ(W 524Ψ 12 )4 + CδW 43 ≤ C′2δ(QT +W−
1
6P 2) + C′δ.
We skip the proof of (5.23).
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By a direct calculation we have
Q ≥ Q
(
N1T +
1
2
V + logT
)
≥ Q
(
N1T − 1
2
S −
∥∥V,ij¯∥∥f
)
,
where we use the formula (5.9) with gij¯ = δij to calculate  logT . Here∥∥V,ij¯∥∥f = ‖Ric‖f . Using the explicit value A,N1 and the bounds of W and
S, applying the Schwartz inequality properly, we can get
Q ≥ −1
4
W
1
2 ‖V,ij¯‖2f +
N1
3
QT − C3(N1,N2). (5.24)
Combining (5.23) and (5.24), and choosing ǫ = 1100 , we have
(Q+ P ) ≥ C1W− 16P 2 + N1
4
QT − C4.
Note that
T = e−N1(|z|
2−A)W−
1
2Q ≥ e−N1(|z|2−A)N−
1
3
2 W
− 1
6Q ≥ C5W− 16Q,
we get
(Q+ P ) ≥ C6W− 16 (Q + P )2 − C7
where C6, C7 are constants depending only on C1, N1 and N2. Our lemma
follows from f = n and |W | ≤ N2. 
6 Complex interior estimates and regularities
We apply the differential inequalities to derive interior estimates in terms of the
norm K of Ricci tensor (cf. (1.3)).
6.1 Interior estimate of Ψ
We use Lemma 5.1 to derive the interior estimate of Ψ in a geodesic ball.
Lemma 6.1 Let f ∈ R∞(Ω) and Ba(o) ⊂ Ω be a closed geodesic ball of radius
a centered at o. Set W⋄ := max
Ba(o)
W. Suppose that
min
Ba(o)
|S| 6= 0, and, W 12 (K + ‖∇ log |S|‖2f +Ψ) ≤ 4, (6.1)
in Ba(o). Then the following estimate holds in Ba/2(o)
W
1
2Ψ ≤ C6
[
W
1
2⋄ max
Ba(o)
|S|+W
1
3⋄ max
Ba(o)
|S| 23 + a−1W
1
4⋄ + a−2W
1
2⋄
]
, (6.2)
where C6 is a constant depending only on n.
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Proof. Consider the function
F := (a2 − r2)2P
defined in Ba(o, ωf ), where r denotes the geodesic distance from o to z with
respect to the metric ωf . F attains its supremum at some interior point q
∗.
Then, at q∗,
P,i
P
− 2(r
2),i
a2 − r2 = 0, (6.3)
P
P
− ‖∇P‖
2
f
P 2
− 2‖∇(r
2)‖2f
(a2 − r2)2 −
4(1 + rr)
a2 − r2 ≤ 0. (6.4)
By choosing
κ =
1
4W⋄
1
4
, α =
1
4
(6.5)
in Inequality-I (Lemma 5.1), we have
P
P
≥ ǫo
(
W
W⋄
)1
4
Ψ− 2|〈∇S,∇V 〉|
Ψ
−

 1
16
(
W
W⋄
)1
4
+
1
2

 |S|,
where ǫo =
1
128 . Inserting this and (6.3) into (6.4) , we have, at q
∗
ǫo
(
W
W⋄
)1
4
Ψ− 2‖∇S‖f√
Ψ
− 9
16
|S| − 24a
2
(a2 − r2)2 −
4(1 + rr)
a2 − r2 ≤ 0. (6.6)
Now we estimate rr. Denote by Γ the geodesic from o to q∗. We consider two
cases:
Case 1. Along Γ the following estimate holds
W ≥ 1
100
W (q∗).
Then we have
‖Ric‖(q) ≤ K(q) ≤ 4√
W (q)
≤ 40√
W (q∗)
, ∀q ∈ Γ.
By the Laplacian comparison theorem (see Remark 6.2) we have
rr ≤ C(n)
[
1 +
√
40a
(W (q∗))
1
4
]
. (6.7)
Inserting (6.7) into (6.6), we have, at q∗,
ǫo
(
W
W⋄
)1
4
Ψ− 2‖∇S‖√
Ψ
− 9
16
|S| − 24a
2
(a2 − r2)2 −
4 + 4C(n)
a2 − r2 −
4C(n)
√
40a
(a2 − r2)W 14 ≤ 0.
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We rewrite it as
Ψ ≤ b1A+ b2B√
Ψ
, (6.8)
where b1, b2 are constants depending only on n and
A :=
(
W⋄
W
)1
4
[
a2
(a2 − r2)2 +
1
a2 − r2 +
a
(a2 − r2)W 14 + |S|
]
(q∗),
B := ‖∇S‖f
(
W⋄
W
)1
4
(q∗).
Applying Young’s inequality and multiplying
√
W on the both sides, we get
√
WΨ ≤ b3
√
WA+ b4
√
WB2/3. (6.9)
Note that, at q∗
BW
3
4 = ‖∇S‖f
(
W⋄
W
)1
4
W
3
4 = ‖∇ log |S|‖fW
1
4 |S|(W⋄W )
1
4 ≤ 2|S|W⋄
1
2
It follows that, at q∗,
F (q∗) ≤ b5
[
(W⋄)
1
2 a2 + (W⋄)
1
4 a3 +max
Ba
(
|S|(W⋄) 12 + |S|
2
3 (W⋄)
1
3
)
a4
]
for some constants b5 > 0 depends only on n. Since F ≤ F (q∗), we conclude
that (6.2) holds in Ba/2(o).
Case 2. There is a point q ∈ Γ such that W (q) < 1100W (q∗). Then there is a
point q1 ∈ Γ such that
W (q1) =
1
100
W (q∗);
W (q) ≥ 1
100
W (q∗), ∀q ∈ [q1, q∗].
As
√
WΨ ≤ 4 we have ∣∣∣∣∣dW
1
4
ds
∣∣∣∣∣ ≤ 12 .
Denote by rq1 (z) the geodesic distance function from q1 to z with respect to the
metric ωf . It follows that the geodesic distance between q1 and q
∗ satisfies
rq1(q
∗) ≥ 2(W 14 (q∗)−W 14 (q1)) = 2W 14 (q∗)
(
1− 1√
10
)
>
4
3
W
1
4 (q∗). (6.10)
We consider the ”support function” F˜ of F (see [58]),
F˜ (z) =
[
a2 − (r(o, q1) + rq1(z))2
]2
P.
Set r˜(q) = r(o, q1) + rq1(q). We claim that
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(1) F˜ (q∗) = F (q∗),
(2) in Ba−r(o,q1)(q1), F˜ attains its maximum at q
∗.
Proof of Claim. (1) is obvious. We prove (2). By the triangle inequality
r(q) ≤ r(o, q1) + rq1 (q) ≤ a, ∀q ∈ Ba−r(o,q1)(q1),
we have, for any point q ∈ Ba−r(o,q1)(q1),[
a2 − (r(o, q1) + rq1(q))2
]2
P (q) ≤ (a2 − r2)2P (q) ≤ F (q∗) = F˜ (q∗).
The claim follows.
When restricting on [q1, q
∗] of Γ we have
W ≥ 1
100
W (q∗)
and r˜(q) = r(q). Obviously, q∗ is an interior point in Ba−r(o,q1)(q1). Using the
maximum principle, by the same calculation as above, we get, at q∗,
ǫo
(
W
W⋄
)1
4
Ψ− 2‖∇S‖√
Ψ
− 9
16
|S| − 24a
2
(a2 − r˜2)2 −
4(1 + r˜r˜)
a2 − r˜2 ≤ 0. (6.11)
Note that r˜r˜ = (r(o, q1) + rq1(q))rq1 (q) and r˜ ≤ a. Applying the Laplacian
comparison theorem to rq1(q) we obtain that
r˜r˜ = r˜rq1(q
∗) ≤ a(n− 1)
[
1
rq1 (q
∗)
+
C
W
1
4 (q∗)
]
≤ C
′(n)a
W
1
4 (q∗)
for some constant C′(n) > 0, where we used rq1 (q
∗) ≥ 43W
1
4 (q∗). By the same
argument as that in Case 1 we get
F˜ (q∗) ≤ b′5
[
(W⋄)
1
2 a2 + (W⋄)
1
4 a3 + |S|(W⋄) 12 a4 +
(
‖S|(W⋄) 12
)2/3
a4
]
Hence F ≤ F (q∗) = F˜ (q∗).
Note that
(a2 − r2)2P = (a2 − r2)2 exp(κWα)W 12Ψ ≥ (a2 − r2)2W 12Ψ.
For both cases we have estimates (6.2) in Ba/2(o). 
Remark 6.2 (The Laplacian comparison theorem) LetMn be a complete
Riemannian manifold. Assume that Γ : [0, a] → M is a minimal geodesic
parametrized by arc length with Γ(0) = p. Let r(q) be the distance function
from p to q. Suppose that
Ric(Γ(t)) ≥ −(n− 1)C20 , for any t ∈ [0, a],
where C0 > 0 is a constant. Then for any q ∈ Γ,
rr(q) ≤ C(n)(1 + C0r(q)).
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The proof is similar to the standard Laplacian comparison theorem by using the
Jacobi fields.
By the same argument as in Lemma 6.1, applying Laplacian comparison
theorem and Young’s inequality to (6.6), we have
Lemma 6.3 Let f ∈ R∞(Ω) and Ba(o) ⊂ Ω be the geodesic ball of radius a
centered at o. Suppose that there are constants N1, N2 > 0 such that
K ≤ N1, W ≤ N2,
in Ba(o). Then in Ba/2(o)
W
1
2Ψ ≤ C9N
1
2
2
[
max
Ba(o)
(
|S|+ ‖∇S‖
2
3
f
)
+ a−1 + a−2
]
.
where C9 is a constant depending only on n and N1.
Remark 6.4 Recall that Ψ = ‖∇ logW‖2f . Hence
W
1
2Ψ = 16‖∇W 14 ‖2f .
Therefore, the result in Lemma 6.1 and Lemma 6.3 can be treated as a bound of
∇W 14 .
6.2 Interior estimate of ‖∇f‖f
Lemma 6.5 Let f ∈ R∞(Ω) with f(p0) = infΩ f = 0. Suppose that for a > 1,
K ≤ N0, in Ba(p0). (6.12)
Then in Ba/2(p0)
‖∇f‖2f
(1 + f)2
≤ C10 (6.13)
where C10 > 0 is a constant depending only on n and N0. Then, for any q ∈
Ba/2(p0),
f(q)− f(p0) ≤ exp(
√
C10a). (6.14)
Proof. Consider the function
F = (a2 − r2)2
∑
f ij¯fifj¯
(1 + f)2
,
in Ba(p0). F attains its supremum at some interior point p
∗. Then, at p∗,
−
[
2(r2),k
a2 − r2 + 2
f,k
1 + f
]∑
f ij¯fifj¯ +
∑
f ij¯f,ikfj¯ + fk = 0, (6.15)
−
[
2‖∇r2‖2f
(a2 − r2)2 +
2(r2)
a2 − r2 +
2f
1 + f
]
‖∇f‖2f + n
+
∑
f ij¯fkl¯f,kif,l¯j¯ +
∑
f ij¯fkl¯f,ikl¯fj¯
+
2‖∇f‖4f
(1 + f)2
−
∑[ 2(r2),k
a2 − r2 + 2
f,k
1 + f
]
fkl¯f ij¯(fil¯fj¯ + fif,l¯j¯) ≤ 0.(6.16)
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Choose the coordinate system such that at p∗, we have
fij¯ = δij , f,1 = f,1¯ = ‖∇f‖f , f,i = f,¯i = 0, for i ≥ 2.
Then (6.15) and (6.16) can be read as
−
[
2(r2),k
a2 − r2 + 2
f,k
1 + f
]
f1f1¯ + f,1kf1¯ + f1δ1k = 0, (6.17)
−
[
2‖∇r2‖2f
(a2 − r2)2 +
2(r2)
a2 − r2 +
2f
1 + f
]
f1f1¯ + n+
∑
f,lkf,l¯k¯ +
∑
f,1kk¯f1¯
+
2(f1f1¯)
2
(1 + f)2
−
∑[ 2(r2),k
a2 − r2 + 2
f,k
1 + f
]
(δ1kf1¯ + f1f,1¯k¯) ≤ 0. (6.18)
Applying the Ricci identities, the fact
∑
rkrk¯ =
1
4 , and the Laplacian compari-
son theorem to (6.18), and inserting (6.12), then we have
−
[
3a2
(a2 − r2)2 +
C1(n)(1 +
√
N0a)
a2 − r2 +
2n
1 + f
−N0
]
f1f1¯ + n
+
2(f1f1¯)
2
(1 + f)2
+
∑
f,lkf,l¯k¯ −
∣∣∣∣∑
[
2(r2),k
a2 − r2 +
2f,k
1 + f
]
f1f,1¯k¯
∣∣∣∣
−
∣∣∣∣2(r2),1f1¯a2 − r2 + 2f,1f1¯1 + f
∣∣∣∣ ≤ 0. (6.19)
Note that
2
∣∣∣∣∑
[
(r2),k
a2 − r2 +
f,1δ1k
1 + f
]
f1f,1¯k¯
∣∣∣∣ ≤∑
∣∣∣∣ (r2),ka2 − r2 + f,1δ1k1 + f
∣∣∣∣
2
f,1f,1¯ +
∑
f,1¯k¯f,1k
=
‖∇r2‖2ff,1f,1¯
(a2 − r2)2 + 2Re
(
(r2),1
a2 − r2
f2,1f,1¯
1 + f
)
+
(f,1f,1¯)
2
(1 + f)2
+
∑
f,1kf,1¯k¯.
Inserting the above inequality into (6.19) we have
−
[
C2a
2
(a2 − r2)2 +
C3a
a2 − r2 +
2n
1 + f
]
f1f1¯ +
(f1f1¯)
2
(1 + f)2
−N0f1f1¯ − 2
∣∣∣∣ (r2)1f1¯a2 − r2
∣∣∣∣− 2f1f1¯1 + f − 2Re
[
(r2),1
a2 − r2
f2,1f,1¯
1 + f
]
≤ 0. (6.20)
Multiplying (a
2−r2)4
(1+f)2 on the both sides of (6.20) and applying Schwarz’s inequal-
ity, we obtain the following inequality
F ≤ C6a4 + C7(a2 + a3).
Then in B a
2
(p0) we obtain (6.13). 
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6.3 Interior estimate of eigenvalues of (fij¯)
For simplicity, we assume that g =
∑
zizi¯. Denote T =
∑
f i¯i. Then Inequality-
II (Lemma 5.2) can be re-written as
 logT ≥ −‖Ric‖f . (6.21)
We apply this to prove the following lemma.
Lemma 6.6 Let f ∈ R∞(Ω) and Ba(p0) ⊂ Ω. Suppose
W ≤ N4, K ≤ N4, |z| ≤ N4.
in Ba(p0), for some constant N4 > 0. Then there exists a constant C11 > 1 such
that
C−111 ≤ λ1 ≤ · · · ≤ λn ≤ C11, ∀ q ∈ Ba/2(p0).
where λ1, · · · , λn are eigenvalues of the matrix (fij¯), C11 is a positive constant
depending on n, a and N4.
Proof. Consider the function
F := (a2 − r2)2e|z|2T
in Ba(p0). F attains its supremum at some interior point p
∗. Then, at p∗, we
have
zi¯ + (logT ),i −
2(r2),i
a2 − r2 = 0,
T + logT − 2‖∇r
2‖2f
(a2 − r2)2 −
2(r2)
a2 − r2 ≤ 0. (6.22)
Note that K ≤ N4. Thus, by (6.21) and the Laplacian comparison theorem, we
have
T ≤ b1a
2
(a2 − r2)2 +
b2a
a2 − r2 + N4,
for some positive constants b1, b2 depending only on n and N4. Then
F ≤ C3a3 + C4a4,
for some positive constants C3 and C4 that depends only on n and N4. Then
there is a constant C5 > 0 such that
λ−11 ≤
∑
f i¯i ≤ C5 in B a
2
(p0, ωf).
Since W is bounded and λ1 is bounded below, hence λn is bounded above. 
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6.4 Bootstrapping
In the subsection, for the sake of convenience, we state and prove our results
only on the toric surfaces, although the arguments work for higher dimensional
toric manifolds. Suppose that S(u) = K for some K ∈ C∞(∆¯). Then in terms
of the complex coordinates, the equation becomes S(f) = K˜. For example, on
the complex torus in terms of log-affine coordinates:
K˜ = K ◦ ∇f .
The bootstrapping argument says that the regularity of f can be obtained via
‖K˜‖Ck if ‖f‖C2 is bounded. However, it is not so obvious that this is still true
in terms of ‖K‖Ck . In this subsection, we verify this by direct computations.
The main theorem in this subsection is
Theorem 6.7 Let U to be one of the coordinate charts U∆,Uℓ and Uϑ. Suppose
that U ⊂ U is a bounded open set and
C−11 ≤ χ1 ≤ χ2 ≤ C1 (6.23)
for some constant C1 > 0, where χ1, χ2 are the eigenvalues of the matrix
(
∑
gij¯fkj¯). Then for any U
′ ⊂ U and any k ≥ 0
‖f‖Ck+3,α(U ′) ≤ Ck,
where Ck depends on ‖K‖Ck, dE(U ′, ∂U) and the bound of U . Recall that g is
the potential function of the Guillemin metric.
The rest of this subsection is devoted to the proof of the theorem.
Case 1, bootstrapping on U∆. The interior regularity of u in ∆ is equivalent
to that of f in the complex torus. Hence we may apply the bootstrapping
argument for u to conclude the regularity of f .
Case 2, bootstrapping on Uℓ. Without loss of generality, we assume that Uℓ =
Uh∗ . One of the main issues is to study the relation between the derivatives of
S(f) and S(u). Recall that the complex coordinate is (z1, w2). By an explicit
computation, we have
K˜(z1, w2) = K(ξ1, ξ2),
where
ξ1 = z1
∂f
∂z1
, ξ2 = 2
∂f
∂w2
.
Then by a direct computation, we have
Lemma 6.8 For any k there exists a constant C′k such that
‖K˜‖Ck(U) ≤ C′k,
where C′k depends only on ‖f‖Ck+1(U), |K|Ck and the bound of U .
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Proof. When k = 1, then
∂K˜
∂z1
=
∂K
∂ξ1
(
∂f
∂z1
+ z1
∂2f
∂2z1
)
+ 2
∂K
∂ξ2
∂2f
∂z1∂w2
.
Other derivatives ∂K˜/∂z¯1, ∂K˜/∂w2 and ∂K˜/∂w¯2 can be computed similarly.
They justify the assertion for k = 1. It is easy to see that the assertion is true
for any k. 
When ‖f‖C2(U) ≤ C for some constant C > 0, applying Lemma 6.8 with
k = 1, we have ‖K˜‖C1(U) ≤ C′. Since C−10 ≤ (gij¯) ≤ C0 in U for some constant
C0 > 0, by (6.23) we get C
−1
1 ≤ (fij¯) ≤ C1 for some constant C1 > 0. Then
applying Krylov-Safonov’s estimate to the equation
−
∑
f ij¯Vij¯ = K˜, (6.24)
we have V ∈ Cα(U). To obtain a C2,α estimate we need the following lemma
(see [23]).
Lemma 6.9 (Dinew-Zhang-Zhang) Let f ∈ R∞(D1(0)) be a function that
solves the equation
det(fij¯) =W in D1(0).
Assume that W ∈ Cα(D1(0)) has the property infD1(0)W ≥ λ > 0, and
‖f‖C2(D1(0)) ≤ C0
for some C0. Then f ∈ C2,α(D1(0)) and there exists a constant C1 depending
only on n, α, C0 and ‖W‖Cα(D1(0)) such that
‖f‖C2,α(D 1
2
(0)) ≤ C1.
Note that W = eV ∈ Cα(U). It follows from Lemma 6.9 that f ∈ C2,α(U).
Then f ij¯ ∈ Cα(U). Hence by Schauder estimates of the equation (6.24) we have
V ∈ C2,α(U). Applying a bootstrapping argument to the equation det(fkl¯) =
eV , we have for any compact set U1 ⊂⊂ U
‖f‖C4,α(U1) ≤ C′1.
Hence, it is crucial to get the interior estimate of ‖f‖C2. We need the following
lemma.
Lemma 6.10 Let χ1, χ2 be the eigenvalues of the matrix (
∑
gij¯fkj¯). Suppose
that in U
C−11 ≤ χ1 ≤ χ2 ≤ C1, ‖D2g‖C0(U) ≤ C1 (6.25)
for some constant C1 > 0. Then there exists a constant C2 > 0 such that
‖D2f‖C0(U) ≤ C2.
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Proof. With log-coordinate (w1, w2) we have
∂2f
∂wi∂wj
=
∂2f
∂wi∂w¯j
=
∂2f
∂w¯i∂w¯j
,
and
lim
x1→−∞
∂g
∂x1
(x) = lim
x1→−∞
∂f
∂x1
(x) = 0. (6.26)
It follows from (6.25) and (6.26) that
0 <
∂
∂x1
f ≤ C1 ∂
∂x1
g. (6.27)
Obviously, (6.25) gives us∣∣∣∣ ∂2f∂w2∂w¯2
∣∣∣∣+
∣∣∣∣ ∂2f∂z1∂z¯1
∣∣∣∣+
∣∣∣∣ ∂2f∂z1∂w¯2
∣∣∣∣+
∣∣∣∣ ∂2f∂w2∂z¯1
∣∣∣∣ ≤ C3 (6.28)
for some constant C3 > 0. Since
∂f
∂w¯2
= ∂f∂w2 , we have∣∣∣∣ ∂2f∂w2∂w2
∣∣∣∣+
∣∣∣∣ ∂2f∂z1∂w2
∣∣∣∣ ≤ C3.
Note that
∂2f
∂z21
=
∂2f
∂w21
(
∂w1
∂z1
)2
+
∂2w1
∂z21
∂f
∂w1
.
Using (6.28), we have∣∣∣∣∣ ∂
2f
∂w21
(
∂w1
∂z1
)2∣∣∣∣∣ =
∣∣∣∣ ∂2f∂w1∂w¯1
∂w1
∂z1
∂w¯1
∂z¯1
∣∣∣∣ =
∣∣∣∣ ∂2f∂z1∂z¯1
∣∣∣∣ ≤ C3,
and by (6.27), we have∣∣∣∣∂2w1∂z21
∂f
∂w1
∣∣∣∣ ≤ C2
∣∣∣∣∂2w1∂z21
∂g
∂w1
∣∣∣∣
= C2
∣∣∣∣∂2w1∂z21
∂g
∂w1
+
∑ ∂2g
∂w1∂w1
∂w1
∂z1
∂w1
∂z1
−
∑ ∂2g
∂w1∂w1
∂w1
∂z1
∂w1
∂z1
∣∣∣∣
≤ C2
∣∣∣∣∂2g∂z21
∣∣∣∣+ C2
∣∣∣∣ ∂2g∂z1∂z¯1
∣∣∣∣ .
Then ‖D2g‖C2(U) ≤ C implies that
‖D2f‖C2(U) ≤ C.
The lemma is proved. 
Case 3, bootstrapping on Uϑ. The proof is same as that of Case 2.
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We complete the proof of Theorem 6.7.
By subtracting a linear function from f we may normalize f such that f(z) ≥
f(zo) = 0. This can be easily done if U = U∆. When U = Uℓ, this is explained
in the beginning of §7.1. Finally, when U = Uϑ, this can be done similarly. We
leave the verification to readers.
Combining Lemma 6.6 and Theorem 6.7 we have the following theorem.
Theorem 6.11 Let zo ∈ U•, where • can be ∆, ℓi or ϑi, and Ba(zo) be a
geodesic ball in U•. Suppose that there is a constant C1 > 0 such that f(zo) =
0, ∇f(zo) = 0, and
K(f) ≤ C1, W ≤ C1, |z| ≤ C1
in Ba(zo). Then there is a constant a1 > 0, depending on a and C1, such that
D2a1(zo) ⊂ B a2 (zo), and for any k ≥ 0,
‖f‖Ck+3,α(Da1 (zo)) ≤ C(a, C1, ‖S(f)‖Ck(Da1(zo))).
Proof. Let λ1, λ2 (resp. µ1, µ2) be the eigenvalue of the matrix (fij¯) (resp. the
matrix (gij¯)). By Lemma 6.6, we conclude that
C−12 ≤ λ1 ≤ λ2 ≤ C2, in B a2 (zo)
for some constant C2 > 0. For the Guillemin metric
C−13 ≤ µ1 ≤ µ2 ≤ C3, in B a2 (zo), and ‖g‖C2(DC1 (0)) ≤ C3
for some constant C3 > 0. Hence, by Lemma 6.10, we have bounds on |D2f |.
Then there is a constant a1 > 0 such that D2a1(zo) ⊂ B a2 (zo). By integrating
we have an upper bound of the C1-norm of f in D2a1(zo)). Combining these
together, we have a bound on the C2-norm of f in D2a1(zo). Then the theorem
follows from Theorem 6.7. 
Remark 6.12 The results in this subsection can be easily generalized to higher
dimensional cases.
7 Estimates of K near divisors
Let ∆ ⊂ R2. In this section, we prove the following theorem.
Theorem 7.1 Let u ∈ C∞(∆, v). Let zo be a point on a divisor Zℓ for some
ℓ. Choose a coordinate system (ξ1, ξ2) such that ℓ = {ξ|ξ1 = 0}. Let p ∈ ℓ and
Db(p)∩∆¯ be an Euclidean half-disk such that its intersection with ∂∆ lies in the
interior of ℓ. Let Ba(zo) be a closed geodesic ball satisfying τf (Ba(zo)) ⊂ Db(p).
Suppose that
min
Db(p)∩∆¯
|S(u)| ≥ δ > 0, ‖S(u)‖C3(Db(p)∩∆¯) ≤ N5, h22|Db(p)∩ℓ ≥ N−15 (7.1)
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for some constant N5 > 0, where h = u|ℓ and ‖.‖C3(∆) denotes the Euclidean
C3-norm. Then there is a constant C12 > 0, depending only on a, b, δ and N5,
such that
W
1
2 (z)
max
Ba(zo)
W
1
2
(K(z) + ‖∇ log |S|‖2(z) + Ψ(z)) a2 ≤ C12, ∀z ∈ Ba/2(zo) (7.2)
where W = det(fst¯).
7.1 Affine transformation rules on C× C∗
Recall that the coordinate chart for ℓ is Uℓ ∼= C × C∗. By the assumption,
Ba(zo) is inside this chart. The situation is the same for Uh∗ . Hence for the
sake of simplicity of notations, we assume that we are working on Uh∗ . Let
u ∈ C∞(h∗, vh∗). Then f = L(u) is a function on t. Hence it defines a function
on C∗ ×C∗ ⊂ Uh∗ in terms of log-affine coordinate (w1, w2). Then the function
fh(z1, w2) := f(log |z21 |, Re(w2)) extends smoothly over Z, hence is defined on
Uh∗ . We denote fh by f to simplify notations. Then
lim
x1→−∞
∂f
∂x1
= 0,
∂f
∂x1
> 0.
Fix a point zo ∈ Z, we claim that by substracting a linear function l on t,
for fˆ = f − l, fˆ(zo) = min fˆ . In fact, let (0, a) = τf (zo). Then
fˆ(x1, x2) = f(x1, x2)− ax2.
In terms of complex coordinates,
fˆ(z1, w2) = f(z1, w2)− 1
2
a(w2 + w¯2).
We find that τfˆ (zo) = (0, 0). Hence it is easy to show that fˆ achieves its
minimum at zo.
We will explain how the affine transformation affects the invariants of func-
tions.
Let u ∈ C∞(h∗, vh∗). We consider the following affine transformation on u:
u˜(ξ) = λu(A−1(ξ)) + ηξ1 + bξ2 + c, (7.3)
where A(ξ1, ξ2) = (αξ1, βξ2 + γ). Let f˜ = L(u˜). In this section, we always take
λ = α. Then f˜ is still a potential function of Uℓ. f˜ can be computed directly.
The above transformation induces a transformation on t:
B(x1, x2) = (x1 + η,
λ
β
x2 + b).
Then by a direct computation, we have
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Lemma 7.2 f˜(x) = λf ◦B−1(x) + γx2 − c− γb.
Now we explain the coordinate change (in the complex sense) that covers the
transformation B. Let
R1 × R1 −→ R1 × S1
(x2, y˘2)
(I,pr)−−−−→ (x2, y2).
be the universal holomorphic covering of C∗. It induces a covering map
C× C −→ C× C∗
(z1, w˘2)
p˘r−→ (z1, w2),
where w˘2 = x2 +
√−1y˘2, w2 = x2 +
√−1y2, and y2 = pr(y˘2).
Since f is T2-invariant function, i.e., f is independent of y, so f can be
naturally treated as the function defined in the coordinate (z1, w˘2). As in (5.1),
let W be the determinant of the Hessian of f . Then
Lemma 7.3 For any u ∈ C∞(h∗, vh∗), consider the following affine transfor-
mation on u:
u˜(ξ) = λu(A−1(ξ)) + ηξ1 + bξ2 + c, (7.4)
where A(ξ1, ξ2) = (αξ1, βξ2 + γ) and λ = α. Then it induces an affine transfor-
mation in complex coordinate (z1, w˘2) :
BC(z1, w˘2) = (e
η
2 z1,
α
β
w˘2 + b). (7.5)
Moreover,
• f˜(z) = αf(B−1
C
z) + γx2 − γb− c;
• W˜ (z) = β2e−ηW (B−1
C
z);
• Ψ˜(z) = α−1Ψ(B−1
C
z);
• K˜(z) = α−1K(B−1
C
z);
• ‖∇ log |S(f˜)|‖2
f˜
(z) = α−1‖∇ log |S(f)|‖2f (B−1C z),
where z = (z1, w˘2).
Note that all these functions are T2-invariant, hence the formulae can be pushed
forward from C×C down to C×C∗. The lemma follows from a direct calculation.
We omit it.
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7.2 Uniform control of sections
In this subsection, we consider functions u ∈ C∞(h∗, vh∗ ;Ko) (i.e., u = ξ1 log ξ1+
ξ22 + ψ is strictly convex and |S(u)| ≤ Ko for some ψ ∈ C∞(h∗)) with the
property
Θu(p)d
2
u(p, t
∗
2) ≤ C5. (7.6)
Let z◦ ∈ Uh∗ be any point such that d(z◦, Z) = 1 and z∗ ∈ B1(z◦) ∩ Z.
Without loss of generality, we assume that z◦ is a representative point of its
orbit and assume that it is on t (cf. Remark 1.3). Let p◦, p∗ be their images of
moment map τf .
Remark 7.4 In this section, when we consider a point z ∈ Uh∗, without loss
of generality, we assume z is the representative of its T2-orbit (cf Remark 1.3).
Hence when p = τf (z), we assume that z = ∇u(p) ∈ t. If z is on Z, we may
assume that it is the point in t2. For such z we write τ˙
−1
f (p).
By adding a linear function we normalize u such that p◦ is the minimal point
of u; i.e.,
u(p◦) = inf u. (7.7)
Let pˇ be the minimal point of u on t∗2 which is the boundary of h
∗. By adding
some constant to u, we may require that
u(pˇ) = 0, (7.8)
and by a coordinate translation we may assume that
ξ(pˇ) = 0. (7.9)
(see Figure 1). Denote z∗ = ∇u(p∗). Set
S0 :=
{
z ∈ t2 |
∣∣∣∣∣
∫ x2(z∗)
x2(z)
√
f22dx2
∣∣∣∣∣ ≤ 1
}
.
By a coordinate transformation
A(ξ1, ξ2) = (ξ1, βξ2) (7.10)
we can normalize u such that
|S0| = 10. (7.11)
In fact, (7.10) induces a coordinate transformation in (x1, x2) as following
A(x1, x2) = (x1, β
−1x2),
then by choosing the proper β we have (7.11). The above transformations are
affine transformations in (7.4) with λ = α = 1. By Lemma 7.3 it is easy to
see that K,Ψ, ‖∇ log |S(f)|‖2f and W (z)/W (z′) for any z, z′ ∈ Uh∗ are invariant
under these transformations.
We say (u, p◦, pˇ) is a minimal-normalized-triple if u satisfies (7.7), (7.8),
(7.9), (7.11) and
d(p◦, t∗2) = 1.
Note that pˇ is determined by u and p◦ already.
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Figure 1:
Lemma 7.5 Let (u, p◦, pˇ) be a minimal-normalized triple. Then there exists a
constant C1 > 1 such that
u(pˇ)− u(p◦) ≥ C−11 .
Proof. By (7.6) we have
Θ ≤ 4C5, in B 1
2
(p◦).
Then by an argument similar to that in the proof of the claim in Theorem 2.10,
we conclude that u(p)− u(p◦) ≥ δ for any p not in B 1
2
(p◦). In particular, pˇ is
such a point. Hence, we prove the lemma. 
Lemma 7.6 Let (uk, p
◦
k, pˇk) be a sequence of minimal-normalized triples with
lim
k→∞
max |S(uk)| = 0,
Then there exists a constant C1 > 1 such that
C−11 ≤ uk(pˇk)− u(p◦k) ≤ C1
when k large enough.
Proof. The lower bound is proved in Lemma 7.5.
By adding a constant to uk, we assume that uk(p
◦
k) = 0. Now suppose
that uk(pˇk) has no upper bound. Then we can choose a sequence of constants
Nk →∞ such that
0 < Nk < uk(pˇk), lim
k→∞
Nkmax |S(uk)| = 0.
For each uk we take an affine transformation Aˆk := (Ak, (Nk)
−1) (cf. Definition
2.1) to get a new function u˜k, i.e,
u˜k = (Nk)
−1uk ◦ (Ak)−1.
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Then original section Suk(p
◦, Nk) is transformed to be Su˜k(Akp
◦
k, 1). We choose
Ak such that the latter one is normalized (cf. §3.1). Then, by Lemma 2.2,
lim
k→∞
S(u˜k) = lim
k→∞
NkS(uk) = 0,
lim
k→∞
du˜k(Akp
◦
k, Akt
∗
2) = lim
k→∞
1√
Nk
duk(p
◦, t∗2) = 0.
On the other hand, by Theorem 3.6 we conclude that u˜k locally C
3,α-converges
to a strictly convex function u˜∞ in a neighborhood of p◦∞, which is the minimal
point of u∞ and the limit of Akp◦k. In particular, there is a constant C3 > 0
such that
du˜k(Akp
◦
k, Akt
∗
2) ≥ C3.
We get a contradiction. 
Definition 7.7 Let (u, p◦, pˇ) be a minimal-normalized-triple. Let
N = max(200, 100bC1, 100 exp(100
√
C10)),
where b is the constant in Proposition 3.9, C1 is the constant in Lemma 7.6
and C10 is the constant in Lemma 6.5 with N0 = 4, n = 2. If the following
inequalities hold
K(z) ≤ 4, ∀z ∈ τ−1f (BN (p◦)); (7.12)
1
4
≤ W (z)
W (z′)
≤ 4, ∀z, z′ ∈ τ−1f (BN (p◦)), (7.13)
we say that (u, p◦, pˇ) is a bounded-normalized triple.
Let uk be a sequence given in Lemma 7.6 and (uk, p
◦
k, pˇk) be a sequence
of bounded-normalized triples. In this subsection, we mainly prove that the
sections Suk(p
◦
k, σk) are L-normalized for some constant L that is independent
of k, where σk = δ|minuk| and δ is the constant in Proposition 3.9. By Lemma
7.6, we already know that the σk are uniformly bounded. By Lemma 3.4 we
only need to prove the following theorem.
Theorem 7.8 Let (uk, p
◦
k, pˇk) be a sequence of bounded-normalized triples. Sup-
pose that limk→∞ |S(uk)| = 0. Let
Ωk = Suk(p
◦
k, σk).
Then there exist constants cin and cout, independent of k, such that
cin ≤ wdi(Ωk), i = 1, 2.
and
|ξi(Ωk)| ≤ cout, i = 1, 2.
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The proof consists of the following lemmas: Lemma 7.9, 7.10 and 7.13.
Lemma 7.9 wd1(Ωk) has a uniform lower bound.
Proof. Let
Ek = {p ∈ Suk(p◦k, σk) |ξ2(p) = ξ2(p◦k)}
and p±k be its right and left ends. Then we claim that
Claim. There is a constant C2 > 0 such that |p◦k − p±k | ≥ C−12 .
Proof of claim. We prove the claim for p−. The proof for p+ is identical.
If the claim is not true, then |ξ1(p◦k) − ξ1(p−k )| → 0. We omit the index k.
Take an affine transformation on u
u˜(ξ) = u
(
A−1ξ
)
,
where A is the normalizing transformation of Su(p
◦, δ−1σ). By Theorem 3.6 we
conclude that u˜k C
3,α-converges to a smooth and strictly convex function u˜∞ in
Su˜∞(p˜
◦
∞, σ). Note that the geodesic distance and the ratio det(uij)(ξ)/det(uij)(p
◦)
are base-affine transformation invariants, we have that for any p ∈ Su(p◦, σ)
C−13 ≤ d(p◦, ∂Su(p◦, σ)) ≤ C3, (7.14)
C−13 ≤ det(uij)(p)/det(uij)(p◦) ≤ C3, (7.15)
for some constant C3 > 1 independent of k.
On the other hand, by the convexity of u, we have
|∂1u(p−)| ≥ σ|p◦ − p−| ≥
δ
C1|p◦ − p−| → ∞. (7.16)
By the coordinate relation z1 = e
w1
2 , z2 = w2, we calculate W (z) in term of
ξ-coordinates,
W (z) =
1
4
det
(
∂2f
∂xi∂xj
)
e−x1(z) =
1
4
[
det
(
∂2u
∂ξi∂ξj
)]−1
e−u1(τf (z)).
Let z− ∈ τf (p−) ∩ BN (z◦). As ∂1u(p−) < 0 and ∂1u(p◦) = 0, from (7.15) and
(7.16) we conclude that
W (z−)/W (z◦) = exp(−∂1u(p−)) det(uij)(p
◦)
det(uij)(p−)
→ +∞,
which contradicts the assumption (7.13). This completes the proof of the claim.
Since the width is at least |p+ − p−|, we get its lower bound. 
Recall z∗ ∈ Z is the point such that d(z◦, z∗) = 1. Let p∗ = τf (z∗).
Lemma 7.10 wd2(Ωk) has a uniform lower bound.
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Proof. We divide the proof into three steps.
Step 1. There is a constant C4 = exp(100
√
C10) such that for any p ∈ B20(p◦)∩
t∗2
u(p)− u(p◦) ≤ C4, (7.17)
where C10 is the constant in Lemma 6.5 with N0 = 4, a = 100, n = 2. In
particular,
u(p∗)− u(p◦) ≤ C4. (7.18)
Proof of Step 1. Let p• be the point such that
u(p•) = max
B20(p◦)∩t∗2
u.
We only need to prove u(p•) satisfies (7.17). By a coordinate translation ξ˜1 =
ξ1, ξ˜2 = ξ2 − α we can assume that ξ˜(p•) = (0, 0). Obviously u(p•) − u(p◦) is
invariant under the coordinate transformation.
Let z◦ ∈ τ−1f (p◦) and z• ∈ τ−1f (p•) with d(z◦, z•) ≤ 20. Let f˜ be the function
associated with u with respect to ξ˜-coordinates, i.e., f˜ =
∑ ∂u
∂ξ˜i
ξ˜i−u. Obviously
f˜(z•) = inf
C×C∗
f˜ . Note that u = ξ˜1 log ξ˜1 + ψ with ψ ∈ C∞(h∗). Following from
lim
ξ˜→p•
ξ˜1(log ξ˜1 + ψ1) = 0, ξ˜(p
•) = 0,
∂u
∂ξ˜1
(p◦) =
∂u
∂ξ˜2
(p◦) = 0
we have ∑ ∂u
∂ξ˜i
ξ˜i(p
◦) = 0, lim
ξ˜→p•
∑ ∂u
∂ξ˜i
ξ˜i = 0. (7.19)
Then
f˜(z•) + u(p•) = 0, f˜(z◦) + u(p◦) = 0.
It follows that |u(p◦) − u(p•)| = |f˜(z◦) − f˜(z•)|. Applying Lemma 6.5 to f˜ in
B100(z
•) with N0 = 4, n = 2, we have
|f˜(z◦)− f˜(z•)| ≤ C4
for C4 = exp(100
√
C10). Then the claim follows.
Step 2. Let q1 = (−∞,m1), q2 = (−∞,m2) be two ends of S0, with m1 < m2.
Denote pi = (0,
∂f
∂x2
(mi)). We have
1 =
∣∣∣∣∣
∫ x2(z∗)
mi
√
f22dx2
∣∣∣∣∣
2
=
∣∣∣∣∣
∫ ξ2(p∗)
ξ2(pi)
√
u22dξ2
∣∣∣∣∣
2
≤ |ξ2(pi)− ξ2(p∗)|
∣∣∣∣∣
∫
∇f (S0)
u22dξ2
∣∣∣∣∣
≤ 10|ξ2(pi)− ξ2(p∗)|.
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It follows that
|ξ2(pi)− ξ2(p∗)| ≥ 1
10
. (7.20)
Step 3. For C5 = C4 + 1, by the definition of S0 and the result of Step 1, we
have
∇f (S0) ⊂ B20(p◦) ∩ t∗2 ⊂ Su(p◦, C5) ∩ t∗2.
Let p3, p4 be the boundary of Su(p
◦, C5) ∩ t∗2. Then by the result of Step 2 we
have
|p3 − p4| ≥ |p1 − p2| ≥ 1
5
. (7.21)
Take the triangle △p◦p3p4 ⊂ t∗. On the other hand, let
P ◦ = (p◦, u(p◦)), P3 = (p3, u(p3)), P4 = (p4, u(p4)).
They form a triangle △P ◦P3P4 in 3-dimensional space t∗ × R. It is above the
graph of u over △p◦p3p4.
Now we cut the triangle △P ◦P3P4 by the horizontal plane ξ3 = u(p◦) + σ,
i.e:
△σ = {(ξ1, ξ2, ξ3) ∈ △P ◦P3P4|ξ3 ≤ u(p◦) + σ}.
Let △σ be the projection of △σ onto t∗. It is easy to see that △σ ⊂ Su(p◦, σ).
By the similarity between triangles △σ and △P ◦P3P4, we conclude that the
upper edge has length at least σ(10C5)
−1. It follows that
wd2(Su(p
◦, σ)) ≥ wd2(△σ) ≥ σ(10C5)−1.
This completes the proof of the Lemma. 
From the first two steps in the proof, we have the following corollary.
Corollary 7.11 There exists a constant C6 > 0, depending only on C10, such
that
|u2(p∗)− u2(p◦)| = |u2(p∗)| ≤ C6.
Proof. Without loss of generality we assume that ξ2(p1) < ξ2(p
∗) < ξ2(p2),
where p1 and p2 are introduced in the Step 2 of the proof of Lemma 7.10. By
the convexity of u we conclude that
u(p1)− u(p∗)
ξ2(p1)− ξ2(p∗) ≤ u2(p
∗) ≤ u(p2)− u(p
∗)
ξ2(p2)− ξ2(p∗) .
Then Corollary follows from (7.17) and (7.20). 
We resume the proof of Theorem 7.8.
Lemma 7.12 The Euclidean volume of Ωk = Suk(p
◦
k, σk) has a uniform upper
bound.
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Proof. First we claim that there exists a constant C9 < N such that
τ−1f (Ωk) ⊂ BC9(z◦).
Note that BC9(z
◦) ⊂ C × C∗ with the coordinate system (z1, w2). We omit
k again. Note that for points in ∇u(Ω), by Proposition 3.9, this is true. It
remains to consider the distance for points on the fiber over points in ∇u(Ω).
Our discussion is taking place on an affine-log coordinate chart.
Suppose that
z◦ = (x◦1, x
◦
2, 0, 0).
On the one hand, by the definition of S0, we have du(p, p
◦) ≤ 2 for any p ∈
∇f (S0). Then by (7.11) we can find a point zα = (−∞, xα2 , 0, 0) ∈ B2(z◦) with
(−∞, xα2 ) ∈ S0 such that
f22(z
α) ≤ 1
10
. (7.22)
This says that the metric along the torus of y2-direction over z
α is bounded. In
fact, if this is not true, we have f22|S0 > 110 . By a direct calculation we have∫
S0
√
f22dx2 >
∫
S0
1
4
dx2 =
5
2
where we used (7.11). This contradicts the definition of S0. On the other hand,
let pα = τf (z
α), then pα ∈ t∗2 and
lim
ξ→pα
u11 = lim
ξ→pα
u22
u11u22 − u212
= lim
ξ→pα
ξ1u22
(1 + ξ1ψ11)u22 − ξ1u212
= 0.
Hence
f11(z
α) = 0. (7.23)
This says that the metric along the torus of y1-direction over z
α is bounded.
Now consider any point
z˜ = (x1, x2, y1, y2)
over z = (x1, x2, 0, 0) ∈ ∇u(Ω). We construct a bounded path from z˜ to z◦ as
follows:
(i) keeping y coordinates fixed, move ”parallelly” from z˜ to the point (−∞, xα2 , y1, y2)
over zα, denote zˆα = (−∞, xα2 , y1, y2);
(ii) move along the fiber over zα along y1-direction from zˆ
α to the point (−∞, xα2 , 0, y2),
denote z˜α = (−∞, xα2 , 0, y2);
(iii) move along the fiber over zα along y2-direction from z˜
α to zα;
(iv) keeping y coordinates fixed, move from zα to z◦.
By a direct calculation we have
d(z˜, z◦) ≤ d(z˜, zˆα) + d(zˆα, z˜α) + d(z˜α, zα) + d(zα, zo)
≤ 2 + C1b+ 4π + 2 := C9,
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where we used (7.22) and (7.23) in the second inequality. Here b is the constant
in Proposition 3.9 and C1 is the constant in Lemma 7.6. The claim is proved.
Since the Ricci curvature tensor is bounded, by the Bishop Volume Com-
parison Theorem we have
Vol(τ−1f (Ω)) ≤ Vol(BC9(z◦)) ≤ C10
for some constant C10 > 0. By a direct calculation we have
16π2VolE(Ω) = 16π
2
∫
Ω
dξ1dξ2
=
∫
T2
∫
∇u(Ω)
det
(
∂2f
∂xi∂xj
)
dx1dx2dy1dy2
= Vol(τ−1f (Ω)) ≤ C10,
where VolE(Ω) denotes the Euclidean volume of the set Ω. 
We have the following consequence,
Lemma 7.13 There is a Euclidean ball DR(0) such that for any k
Suk(p
◦
k, C5) ⊂ DR(0).
In particular,
Ωk ⊂ DR(0)
and
|ξ(p∗k)| ≤ R, |ξ(p◦k)| ≤ R. (7.24)
Proof. Since wdi(Ωk) is bounded below, let cin be the bound. Let
Ω˜k = Suk(p
◦
k, |uk(p◦k)|+ C5).
Then by the convexity of uk and the similarity we have
VolE(Ω˜k) ≤
( |uk(p◦k)|+ C5
σk
)2
VolE(Ωk)
≤ (1 + C1C5)
2VolE(Ωk)
δ2
≤ (1 + C1C5)
2C10
π2δ2
.
Note that pˇ = (0, 0) ∈ Ω˜k and
wdi(Ω˜k) ≥ wdi(Ωk) ≥ cin.
Then there is a constant R > 0 independent of k such that for any p ∈ Ω˜k
|ξi(p)| ≤ R2 , for i = 1, 2. 
Lemma 7.14 There exists a constant C11 > 0 independent of k, such that for
any p ∈ B8(zo),
|z1|(p) + |w2|(p) ≤ C11.
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Proof. Note that
|z1|2 = e
w1+w¯1
2 = ex1 , |w2|2 ≤ |x2|2 + 16π2.
We only need to prove that x1 and |x2| are uniformly bounded above. Set
f˜ = f − ∂f
∂x2
(q1)(x2 − x2(q1))− f(q1), fˆ = f − ∂f
∂x2
(z∗)(x2 − x2(z∗))− f(z∗).
Then
f˜(q1) = inf f˜ = 0, fˆ(z
∗) = inf fˆ = 0.
Using Lemma 6.5 we have
|f˜(q) − f˜(q1)| ≤ N1, |fˆ(q) − fˆ(z∗)| ≤ N1, (7.25)
for any q ∈ B8(zo), where N1 = exp{20
√
C10}. Note that
f˜ = fˆ + (ξ2(p
∗)− ξ2(p1))x2 + d0,
where d0 = ξ2(p1)x2(q1)− f(q1)− ξ2(p∗)x2(z∗)+ f(z∗). Then by (7.25) we have
2N1 ≥ |f˜(q)− f˜(q1)|+ |f˜(z∗)− f˜(q1)|
≥ |f˜(q)− f˜(z∗)|
≥ |ξ2(p∗)− ξ2(p1)||x2(z∗)− x2(q)| − |fˆ(q)− fˆ(z∗)|
≥ 1
10
|x2(z∗)− x2(q)| −N1 (7.26)
where we use (7.20) and (7.25) in the last inequality. It follows from (7.26) and
Corollary 7.11 that
|x2(q)| ≤ |x2(z∗)|+ 30N1 ≤ C6 + 30N1 = N2 (7.27)
for any q ∈ B8(zo).
Let q ∈ B8(po) be a point with u1(q) = max
B8(p◦)
u1. Then
x1(∇u(q)) = max
p∈B8(∇u(p◦))
x1(p).
Set u˜ = u − u1(q)ξ1 − u2(q)ξ2. Then u˜(q) = inf u˜. As in the Step 1 of Lemma
7.10, we have u˜(p∗)− u˜(q) ≤ C4. Since u˜(q) = inf u˜, we conclude that
C4 ≥ u˜(p∗)− u˜(p◦)
= (u(p∗)− u(p◦)) + u1(q)ξ1(p◦)− u2(q)(ξ2(p∗)− ξ2(p◦))
≥ u1(q)ξ1(p◦)−N2|ξ2(p∗)− ξ2(p◦)|, (7.28)
where we use (7.27) and u(p◦) = inf u in the last inequality. By Lemma 7.13 we
have
|ξ2(p∗)| ≤ R, |ξ2(p◦)| ≤ R, |ξ2(p∗)− ξ2(p◦)| ≤ 2R. (7.29)
The claim in the proof of Lemma 7.9 gives us ξ1(p
◦) ≥ C−12 > 0. Substituting
(7.29) into (7.28) we have
x1(∇u(q)) ≤ C12
for some constant C12 > 0 independent of k. Hence on B8(z
o), |z| is uniformly
bounded from above. 
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7.3 A convergence theorem
We use Theorem 7.8 to prove a convergence theorem.
Theorem 7.15 Let (uk, p
◦
k, pˇk) be a sequence of bounded-normalized triples.
Suppose that limk→0 |S(uk)| → 0. Then
(1). p◦k converges to a point p
◦
∞ and uk C
3,α-converges to a strictly convex
function u∞ in Ds(p◦∞) ⊂ h∗, where s is a constant independent of k.
(2). z∗k converges to a point z
∗
∞ and fk C
3,α-converges to a function f∞ in
Da1(z
∗
∞). Here a1 is the constant in Theorem 6.11.
Proof. Applying Theorem 7.8 and Lemma 3.4, we conclude that
Ωk := Suk(p
◦
k, σk)
are L-normalized, where L is independent of k. Then by Theorem 3.6 and
Remark 3.7 we conclude (1).
By Lemma 7.14 and B7(z
∗) ⊂ B8(zo) we have, in B7(z∗),
|z| ≤ C11, K(z) ≤ 4, C−1 ≤W (z) ≤ C (7.30)
for some constant C > 0 independent of k. Here we use the fact that W (z◦) is
bounded due to (1). By adding a linear function we can assume that f(z∗) =
infC×C∗ f = 0.
Note that the geodesic distance and (7.30) are invariant under the transfor-
mations of adding linear functions. We know that f satisfies the assumption in
Theorem 6.11. By Theorem 6.11 with C1 = C11 + 4 + C, a = 4, we conclude
that fk C
3,α-converges to a function f∞ in Da1(z
∗
∞) for some constant a1 > 0
independent of k. 
7.4 Proof of Theorem 7.1
Put
Wf = W
maxBa(zo)W
, Rf = K(f) + ‖∇ log |S(f)|‖2 +Ψ(f).
Suppose that the theorem is not true, then there is a sequence of functions fk
and a sequence of points z′k ∈ Ba/2(zo) such that
W
1
2
k Rk(z′k)a2 →∞ as k →∞, (7.31)
where Wk := Wfk ,Rk = Rfk . Note that Wk ≤ 1 in Ba(zo). We apply the
argument in Remark 4.1 to the function
Fk(z) :=W
1
2
k Rk(z)[dfk(z, ∂Ba(zo))]2
defined in Ba(zo), the geodesic ball with respect to the metric ωfk . Suppose
that it attains its maximum at zok. By (7.31) we have
lim
k→∞
Fk(z
o
k)→ +∞, lim
k→∞
W
1
2
k Rk(zok) = +∞, limk→∞Rk(z
o
k) = +∞. (7.32)
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Put
dk =
1
2
dfk(z
o
k, ∂Ba(zo)).
Then in Bdk(z
o
k)
Wk
1
2Rk ≤ 4Wk
1
2Rk(zok).
Let z∗k ∈ Z be the point such that d(zok, z∗k) = d(zok, Z). Denote by qok, q∗k, . . . the
images of zok, z
∗
k, . . . under the moment map τf .
Now we perform the affine blowing-up analysis to derive a contradiction. We
take an affine transformation as in Lemma 7.3 by setting
αk = β
2
k = Rk(zok), ηk = logαk + logW (zok),
and bk = ck = γk = 0. Then we assume that the notations are changed as in
uk → u˜k, fk → f˜k, dk → d˜k and etc.
Claim 1:
(1) αk →∞, d˜k →∞ as k →∞;
(2) lim
k→∞
max
Bd˜k
(z˜o
k
)
|S˜k| = 0,
(3) W˜ (z˜ok) = 1;
(4) W˜
1
2
k R˜k(z˜ok) = 1 and W˜
1
2
k R˜k ≤ 4W˜
1
2
k R˜k(zok) = 4 in Bd˜k(z˜ok);
(5) W˜
1
2
k Ψ˜k → 0 in Bd˜k/2(z˜ok).
Proof of claim. (1-4) follows from Lemma 7.3 and (7.32). Now we prove (5).
From (4) and S˜ 6= 0 we see that f˜k satisfies the assumption of Lemma 6.1 with
a = d˜k and o = z˜
o
k. Set
Ak := max
Bd˜k
(z˜o
k
)
(W˜k)
1
2 max
Bd˜k
(z˜o
k
)
|S˜k|, Bk = max
Bd˜k
(z˜o
k
)
(W˜k)
1
4 d˜−1k .
Then by Lemma 6.1 in Bd˜k/2(z˜
o
k), we have
W˜
1
2
k Ψ˜k ≤ C
[
Ak +A
2
3
k +Bk +B
2
k
]
.
A direct calculation tells us
Ak = max
Bd˜k
(z˜o
k
)
W˜
1
2
k max |S˜k| ≤ (Wk)−
1
2 R(zok)−1max |Sk| → 0;
B2k = max
Bd˜k
(z˜o
k
)
W˜
1
2
k d˜
−2
k ≤ (W
1
2
k R(z˜o)d2k)−1 → 0,
and so is Bk. Hence (5) follows. 
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Lemma 7.16 z˜∗k ∈ B√C5(z˜ok).
Proof. By Corollary 4.5 and Corollary 4.6 we have Rk(zok)d2(zok, Z) ≤ C5.
Since R˜k(z˜ok)d˜2(z˜ok, Z) = Rk(zok)d2(zok, Z) and R˜k(z˜ok) = 1, we conclude that
d˜k(z˜
o
k, Z) ≤
√
C5 and z˜
∗
k ∈ B√C5(z˜ok). 
By (5), we know that for any fixed R and for any small constant ǫ > 0
1− ǫ ≤ W˜k(z) ≤ 1 + ǫ, Ψ˜k ≤ ǫ, ∀z ∈ BR(z˜ok), (7.33)
when k large enough. By Lemma 7.16, (7.33) also holds in BR(z˜
∗
k). It follows
from (4) and (7.33) that
R˜k ≤ 5, ∀z ∈ BR(z˜ok). (7.34)
To derive a contradiction we need the convergence of fk. We discuss two cases.
Case 1. There is a constant C′ > 0 such that d˜k(z˜ok, z˜
∗
k) ≥ C′. By Lemma 7.16
we have
C′ ≤ d˜(z˜ok, z˜∗k) = d˜(z˜ok, Z) ≤
√
C5.
We omit again the index k. Let p˜◦ = τf (z˜◦). To apply Theorem 7.15, we need
the following preparations:
(i) by affine transformations in (7.4) with λ = α = 1, we can minimal-
normalize (u˜, p˜◦, ˜ˇp) (cf. Section 7.2),
(ii) since R˜, K˜, Ψ˜ and W˜ (z)/W˜ (z′) for any z, z′ ∈ BN(z˜o) are invariant under
these transformations, the statements of Claim 1 and (7.33), (7.34) remain
true.
After this transformation, we assume that the notations are changed as in u˜→
uˆ, d˜→ dˆ and etc. In this way we get a sequence (uˆk, pˆ◦k, ˆˇpk). Applying Theorem
7.15 we conclude that pˆ◦k converges to a point pˆ
◦
∞ and uˆk C
3,α-converges to a
function uˆ∞ in a neighborhood of τf (pˆ◦∞); and zˆ
∗
k converges to a point zˆ
∗
∞ and fˆk
locally C3,α-converges to a function fˆ∞ in the ball Da1(zˆ
∗
∞). Then zˆ
◦
k converges
to a point zˆ◦∞ and τf (zˆ
◦
∞) = pˆ
◦
∞.
Case 2. lim
k→∞
d˜k(z˜
o
k, z˜
∗
k) = 0.We omit again the index k. By Lemma 7.17 below,
we can find a point z◦ in B2(z˜∗) such that d(z◦, Z) = c. For simplicity, without
loss of generality, we assume that c = 1 and d(z◦, z˜∗) = 1. Let p˜◦ = τf (z◦).
We take a transformation as (i) and (ii) in Case 1 such that (uˆk, pˆ
◦
k, ˆˇpk)
satisfies the conditions in Theorem 7.15. Applying (2) of Theorem 7.15 we
conclude that zˆ∗k converges to a point zˆ
∗
∞ and fˆk locally C
3,α-converges to a
function fˆ∞ in the ball Da1(zˆ
∗
∞). By lim
k→∞
dˆk(zˆ
o
k, zˆ
∗
k) = 0, we have zˆ
o
k converges
to a point zˆ◦∞ and fˆk locally C
3,α-converges to a function fˆ∞ in the ballDa1(zˆ
◦
∞).
Then zˆ◦∞ = zˆ
∗
∞.
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Hence for both cases we have zˆok converges to a point zˆ
◦
∞ and fˆk C
3,α-
converges to a function fˆ∞ in a neighborhood of Db1(zˆ
◦
∞), and
Wˆ ≡ const., C−11 ≤ fˆij¯ ≤ C1, in Db1(zˆ◦∞) (7.35)
where C1 > 0 is a constant and b1 is a constant independent of k. Here (7.35)
follows from (7.33) and the C3,α-convergence of fˆk.
Claim. lim
k→∞
max
Db1 (zˆ
◦
∞)
‖∇ log |S(fˆk)|‖2fˆk = 0.
Proof of claim. Suppose the affine transformations from u to uˆ are ( we omit
the index k)
ξˆ1 = αˆξ1, ξˆ2 = βˆ(ξ2 + γ), uˆ(ξˆ1, ξˆ2) = αˆu
(
(αˆ)−1ξˆ1, (βˆ)−1(ξˆ2 − γ)
)
− l(ξˆ),
where γ is a constant and l(ξˆ) is a linear function. Obviously,
lim
k→∞
αˆk = lim
k→∞
αk = +∞. (7.36)
Next we prove
lim
k→∞
βˆk = +∞. (7.37)
To prove this we consider fˆk in the Eucildean ball Da1(zˆ
∗
∞). From the C
3,α-
convergence of fˆk, we have
|zˆ1|+ |wˆ2| ≤ C′1, (C′1)−1 ≤ fˆij¯ ≤ C′1, in Da1(zˆ∗∞) (7.38)
for some constant C′1 > 1. Then in t ∩Da1(zˆ∗∞), in terms of coordinates xˆ1, xˆ2,
C−12 ≤
∂2fˆ
∂xˆ22
≤ C2, | ∂
2fˆ
∂xˆi∂xˆj
| ≤ C2. (7.39)
It follows that
C−12 ≤
∂2uˆ
∂ξˆ22
≤ C2, |uˆij | ≤ C2, (7.40)
for some constant C2 > 0 independent of k, where (uˆ
ij) = (uˆij)
−1. By
∂2uˆ
∂ξˆ22
=
αˆ
βˆ2
∂2u
∂ξ22
, and
∂2h
∂ξ22
|ℓ∩τf(Ba(zo)) ≥ N−15
we conclude that
βˆ2
αˆ
≥ N−15 C−12 .
Then (7.37) follows from (7.36). Note that (7.40) also holds in Db1(z
◦
∞). Since∥∥∥∇ log |S(fˆ )|∥∥∥2
fˆ
= ‖∇ log |S(f)|‖2fˆ =
∑
uˆij
∂ξk
∂ξˆi
∂ξl
∂ξˆj
∂ log |S(f)|
∂ξk
∂ log |S(f)|
∂ξl
,
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and
∂ξ1
∂ξˆ1
=
1
αˆ
,
∂ξ2
∂ξˆ2
=
1
βˆ
,
∂ξ1
∂ξˆ2
=
∂ξ2
∂ξˆ1
= 0,
by (7.36), (7.37) and (7.40) the claim is proved.
Combining this claim and R˜k(z˜ok) = Rˆk(zˆok) we get, for k large enough,
Kˆk(zˆok) ≥ 1− ǫ. (7.41)
Note that
∂i+jS(uˆ)
∂ξˆi1∂ξˆ
j
2
= (αˆ)
−i−1
(
βˆ
)−j ∂i+jS(u)
∂ξi1∂ξ
j
2
.
Then by (7.36), (7.37) and ‖S(uk)‖C3(∆) ≤ N5 we have
lim
k→∞
‖S(uˆk)‖C3 = 0,
where ‖.‖C3 denotes the Euclidean C3-norm in (ξˆ1, ξˆ2). Then, by (7.35) and
Theorem 6.11, fˆk C
6,α-converges to fˆ∞ in a neighborhood of zˆo∞. Then by
(7.35) we have Kˆ ≡ 0. This contradicts (7.41). The theorem is proved. 
Now we prove the following lemma that is needed in the above proof (cf. the
paragraph right after (7.33)).
Lemma 7.17 Let z∗ ∈ Z. Suppose that K ≤ 4 in B2(z∗). Then there exists a
constant c > 0, independent of f , such that there exists a point zo in ∂B1(z
∗)
satisfying
d(zo, B2(z
∗) ∩ Z) = c.
Obviously c ≤ 1. Hence d(zo, Z) = c. Here d(·, ·) denotes the Riemann distance.
Proof. Without loss of generality, we assume that the w-coordinate of z∗ is
(x1, y1) = (−∞, 0), (x2, y2) = (0, 0).
Recall that t is identified with t × 2√−1{1} of Uh∗ . Then when we consider
B2(z
∗), we restrict ourself to B2(z∗)∩ t. Similarly, when we consider Z we treat
it as the line t2 = {x1 = −∞}, which is the dual to t∗2 (when treat Z as a
1-dimensional toric manifold).
If the claim of the lemma does not hold, then there exists a sequence of
functions fk such that: for any point z ∈ ∂B(k)1 (z∗)
dfk(z,B
(k)
2 (z
∗) ∩ Z) ≤ 1
k
.
Let zˆk ∈ B(k)2 (z∗) ∩ Z such that
dfk(z, zˆk) = dfk(z,B
(k)
2 (z
∗) ∩ Z) ≤ 1
k
.
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Then
1− 1
k
≤ dfk(z∗, zˆk) ≤ 1 +
1
k
.
Let Ak = B
(k)
1 (z
∗) ∩ t2 and split it into A±k according to the sign of the x2-
coordinate. Define
A±k = {z ∈ ∂B1(z∗)|dfk(z, A±k ) ≤ 1/k}.
Then A±k are non-empty and are closed subsets of ∂B(k)1 (z∗). Since they cover
∂B
(k)
1 (z
∗), their intersection is non-empty. Choose a point z◦k ∈ A+k ∩ A−k .
Choose two points z±k ∈ A±k such that d(z◦k, z±k ) ≤ 1/k. We normalize the
function fk by adding a linear function (cf. Section 7.1) such that it achieves its
minimum at z±k . We denote the function by f
±
k respectively.
Then we have following facts:
Fact 1: |f±k (z+)− f±k (z−)| ≤ Ck−1 for some constant C. In fact, by (6.13)
and the assumption, we have
| log(1 + f±k )(z+k )− log(1 + f±k )(z−k )| ≤
√
C10d(z
+
k , z
−
k ).
Then
|f±k (z+k )− f±k (z−k )| ≤ C′d(z+k , z−k ) ≤ Ck−1.
Fact 2: let f¯±k = f
±
k |Z and d¯ denote the geodesic distance on t2 with respect
to Gf¯±
k
. Then d¯(z+k , z
−
k ) ≥ 1 when k large. In fact,
d¯(z±k , z
∗) ≥ d(z±k , z∗) ≥ 1− 1/k.
We omit the index k for simplicity. Now we focus on f¯±. By changing
coordinate on x2 we may assume that
x2(z
+)− x2(z−) = 1.
Set x±2 = x2(z
±). Then
1 ≤ d¯2(z+, z−) ≤
(∫ x+2
x−2
√
f¯±22dx2
)2
≤
∫ x+2
x−2
f¯±22dx2 ≤ |f¯±2 (z+)− f¯±2 (z−)|.
We summarize that we have two convex functions f¯± on the unit interval
[x−2 , x
+
2 ] that are different up to a linear function and they have the follow-
ing properties:
• |∇f¯+(x+2 )−∇f¯+(x−2 )| ≥ 1, |∇f¯−(x+2 )−∇f¯−(x−2 )| ≥ 1;
• |f¯+(x+2 )− f¯+(x−2 )| → 0, |f¯−(x+2 )− f¯−(x−2 )| → 0, as k →∞;
• ∇f¯+(x+2 ) = 0,∇f¯−(x−2 ) = 0.
This is impossible when k is large enough. We get a contradiction. 
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