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Estimators for the mean of polynomial weakly stationary sequences are 
developed and studied with respect to consistency and efficiency. These mean 
estimators are then applied to obtain ‘better’ estimators for the mean of weakly 
stationary sequences. 0 1990 Academic Press, Inc. 
1. INTR~D~JCTI~N 
In [ 163 we introduced a class of stochastic processes with a stationarity 
condition based on the theory of hypergroups. Studying mean estimation 
here we are interested in N, as hypergroup bearing a structure induced by 
a sequence of orthogonal polynomials with a certain positivity property 
(P) (see [ 131). In this case we speak of (PJ-weakly stationary sequences, 
or, polynomial weakly stationary sequences. The objective of this article is 
twofold: (a) to investigate linear unbiased estimators for the mean of poly- 
nomial weakly stationary sequences concerning consistency and efficiency; 
(b) to apply these results to develop estimators for the mean of classical 
weakly stationary sequences. 
The main results concerning the first objective are presented in 
Theorems 2 and 3. They reveal that the estimators A4, defined there are 
appropriate substitutes for the arithmetic means usually used, e.g., [3]. The 
ergodic result of Theorem 4 together with the proof of Theorem 5 
emphasize the singular role of these estimators M,. In Theorem 6 the 
efficiency of M, is studied. 
Starting with classical weakly stationary sequences, an averaging with 
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Cesaro weights leads to polynomial weakly stationary sequences having the 
same mean as the original process, and Theorem 3 yields mean estimates 
whose coefficients are readily calculated (see Theorem 7). The rate of 
convergence is determined explicitly and depends on the behavior of the 
spectral density near 1. We remark that our results fit to and supplement 
the work of Grenander and Rosenblatt [7, 81 and Grenander and &ego [9]. 
By our contribution we hope to encourage going beyond the estimation by 
arithmetic mean: it is contrary to the usual suggestion in text books on this 
topic, see, e.g., [3]. Finally, we refer to a discussion (see [ 191) of an error 
in [7]. 
2. NOTATION AND BASIC RESULTS 
Consider a sequence of orthogonal polynomials (P,),, N0 with respect to 
a probability measure rc on [w, satisfying degree(P,) = n, P,( 1) = 1, and 
where the numbers g(m, n, k) are the linearization coefficients in 
flflll 
P,(x) P,(x) = c dm, n, k) Pk(X). 
k=ln-ml 
There are many orthogonal polynomial sequences (P,),,NO with property 
(P). For example, sequences of Jacobi polynomials (PF @‘),, N0 belong to 
this class, if the parameters a, fl satisfy a 2 /3 > - 1, c1+ j? + 120 (see 
[S, 133). The P2B’(x) are orthogonal on [ - 1, 1) with respect to 
(1 - x)* (1 + x)~ dx. Famous special cases are Legendre polynomials 
(a = /I = 0) and Tchebichef polynomials of the first kind (a = fl= - i) and 
of the second kind (a = j? = 5). Moreover, associated Legendre polynomials, 
q-ultraspherical polynomials, Cartier polynomials, Pollaczek polynomials, 
generalized Tchebichef polynomials, and many others satisfy condition (P) 
(see [13, 141). Denoting the point measure for kc IV, with &k the lineariza- 
tion coefficients g(m, n, k) give rise to probability measures defined on the 
discrete space N, by the formula 
n+lVZ 
E: E,= c g(m, 6 k) &k. 
k=ln--ml 
The “convolutions” E,* E, on N, induce a hypergroup structure on N,. 
This structure leads to many Fourier analytic-type results to be used 
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subsequently [ll, 131. In the following a basic part is played by the 
weights h(n) with respect to such a polynomial sequence, where 
J- = [ Pf(x) &c(x). 
h(n) iw 
It is easily shown g(n, n, 0) = l/h(n). In particular, h(n) 2 1 for each n E N. 
The convolutions a,* E, can be extended to the space Z’(h) = 
{a = (6Jnc No : C,“=0 Ja,l h(n)< co} in a natural way. For a, bEl’(h) the 
convolution u*b is defined by 
u*b(n)= f u(k) E,*Ek(b) h(k)= f a(k) “ik 0, k,j) b(j) h(k). (1) 
k=O k=O j= In-k1 
The dual spaces is D,= (XE R:IP,(x)l < 1 for no No}. D, is a compact 
subset of R. In most cases D, = [ - 1, 1 ] holds. 
The Fourier transform of a E Z’(h) is given by 
&I = f a(n) P,(x) h(n), 
n=O 
XED,. 
For a bounded Bore1 measure p on D, the inverse Fourier-Stieltjes coef- 
ficients are given by 
P(n) = Jo, P”(X) 44X). 
Given an orthogonal polynomial sequence (PJnEN,, with property (P), a 
family of square integrable random variables (A’,),,, N0 is called (I’,)-weakly 
stationary, if 
(a) the means are constant, i.e., ,!?A’,, = A4 for all n E No 
(b) the covariance function given by d(n, m) = E(X, - M)(X, - M) 
is bounded and satisfies 
d(n, m) = 5 d(k, 0) d&,*&,(k) = “r g(m, n, k) d(k, 0). 
NO k=In-ml 
In the following we shorten d(k, 0) to d(k). 
Using a Bochner theorem for hypergroups, in [16] we deduced the 
following spectral representation theorems for (P,)-weakly stationary 
processes (X,), E No : 
d(n) = f,, P,(x) 44x) (2) 
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and 
for each n E N,, where p E M + (D,) is a bounded positive Bore1 measure on 
D,, and Z is an L’(P)-valued orthogonal stochastic measure on D, with 
structure function p. 
3. MAIN RESULTS 
The most general form of linear unbiased estimators for the mean of 
(P,)-weakly stationary processes (X,),, N,, is given by 
mn= i bkXk with i bn,k = 1, 
k=O k=O 
(4) 
where the b’s are complex numbers. 
If A4 is the mean of (X,,)nENO, a simple calculation shows that the mean 
squared error is given by 
__ Elmn-M12= i b,ib,.kd(Ck)=J IB,(x)1*dp(x), (5) 
i.k=O D, 
where 
&z(x) = i bn,kPk(x). 
k=O 
We can give a sufficient condition such that the estimators m, are consis- 
tent in mean-square, i.e., 
EIm,-M(2+0 as n+co. 
We have: 
THEOREM 1. Let (P,),,NO be an orthogonal polynomial sequence with 
property (P). Given a (I’,,)-weakly stationary process (X,,)ncNO, define the 
estimators (m,), E N0 for the mean as in (4) and assume that all b,, 2 0. If 
d(n) + 0 and if 
i &b(k) + 0 
k=O 
as n + co, the estimators m, are consistent. 
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Proof. In order to use some harmonic analysis on hypergroups we 
introduce sequences a, = (u,+)~~ N0 E Z’(h) by un,k = b,,/h(k) for k < n and 
a,,=0 for ks-n. Then we have B,(x) =ri,(x) and IB,(x)l’= (a,*%)^(~), 
where * denotes the convolution in 1 l(h). Now we can write 
E Imrz - MI2 = ID, ( U,*zJA(X) dp(x)= ; a,*a,(k) h(k) d(k). 
k=Q 
Since a n k 2 0, we have a,*%(k) 2 0 and hence , 
,Eo I4Wk) WI = ( U,*a,)^(l)= I&(1)12= 
In order to use a well-known theorem of Toeplitz (see, e.g., [ 10, p. 311) we 
have to show that a,*<(k) converges to zero for any k E N as n goes to 
infinity. But it is easily established that laf&(k)l < a,*ZJO), since the 
sequence a*G is positive definite (compare [ 111). Since a,*ZiJO) = 
CiZO bi.,( 17/z(k)), the theorem of Toeplitz yields our assertion. 1 
Remarks. If ~1 is absolutely continuous with respect to the measure 
of orthogonalization 7t i.e., p= fx, we can deduce that d(n)= 
SD,P,(x)f(x)d~(x)-+O as n+cc (see [ll]). 
Setting, in particular, bn,k = 0 for k #n and b,,, = 1, we obtain 
COROLLARY 1. Zf d(n) +O and h(n) + 00 as n + co, we have 
E(X,-Ml*+Oasn+co. 
If we choose bn.k = l/(n + 1) for k = 0, . . . . n, the above theorem yields: 
COROLLARY 2. Denote p,, = (l/(n + 1)) x:=0 A’,. If d(n) + 0, we have 
EIX,,-M12+Oasn+oo. 
It is natural to ask for the efficiency of the various unbiased and consis- 
tent estimators for the mean. The investigation of the asymptotics of 
estimation errors leads to introducing special weights bn,k, where 
b+=h(k) 
i 
i h(i). 
i=O 
(6) 
It turns out that for (P,)-weakly stationary processes the mean defined by 
these b’s is the appropriate substitute for the arithmetic mean used in the 
case of weakly stationary processes. 
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Further, we say that the orthogonal polynomial sequence (P,),, N,, 
satisfies condition (H), if 
n!!! c,“= o h(j) = ” W) 
We shall apply the following result of a very recent paper [17]. 
LEMMA 1. Let (P,),,NO be an orthogonal polynomial sequence satisfying 
property (P). Define g, E Z’(h) by g,k = 1 for k = 0, . . . . n and g,k = 0 for 
k=n+ 1, . . . . Zf (PJnENO further satisfies condition (H) we have for each 
kEN(, 
. g,tgn(k) 1kEc gx= . 
(* denotes the convolution in l’(h) based on the (P,),, N0.) 
Remark. In [17] it is shown that lim,,,(g(l,n,n-l)/g(l,n-1,n)) 
= 1 implies condition (II). Hence, it can be easily deduced that (H) is 
satisfied for the Jacobi polynomial sequences (P!,E*fi)), a 2 fi > - 1, 
a + /I+ 12 0 and many others. Further, we point out that the numbers 
g,* g,(k) are exactly the coefficients in the linearization of the polynomial 
D:(x) with respect to PA(x), where D,(x) = CEzO Pk(x) h(k); that is, 
D;(x) = : gX g,(k) P&) h(k). 
k=O 
Therefore, g,* g,(k)/g,* g,(O) may be viewed as FejCr weights based on 
Klhv~~ 
THEOREM 2. Assume that the orthogonal polynomial sequence (P,),, Ng 
satisfies condition (P) and (H). Further, assume that (Xn),EN, is a 
(P,)-weakly stationary sequence such that CpCo Id(k)1 h(k) < co holds. With 
the b+ dejned in (6) set 
M,,= i bn,k&v 
k=O 
Then 
EIM,-Ml’= f d(k)h(k). 
k=O 
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Proof With the special form of the bn,k and the (P,)-weakly sta- 
tionarity we obtain 
With the notation of Lemma 1 we have 
i h(k) = g,* g,(O) 
k=O 
and 
i &j*&ktd) WI h(k) = (d*&z)* &L(o). 
j,k=O 
Hence, we can write 
E,Mn-M,2=kEogad(k)h(k). 
n n 
Since g,* g,(k)/g,* g,(O) d 1 and lim,+ m (d g,(kYg,* g,(O)) = 1 (see 
Lemma I), Lebesgue’s theorem of dominated convergence applied on the 
discrete measure space No gives 
EIM,-Ml*= i d(k)h(k)<ax 1 
k=O 
We see the sequence (C;=o h(k)),,,, plays an important part in the 
study of mean-squared error asymptotics of the estimators M,. The 
following identity facilitates computing the numbers C;=O h(k). In fact, 
i h(k)=h(n)g(l,n,n+l)uo(P:,+,(l)-P~(l)) 
k=O 
(7) 
holds, where a, is the coefficient in aoPl(x) = x - 6,. The identity (7) is a 
special case of the so-called “Christoffel-Darboux formula” [ 18, p. 51. To 
derive (7) in this way we must bear in mind that the polynomials P,(x) in 
our paper are normalized such that P,,(l) = 1. Since the relation P:(x) = 
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JhoP,(x) holds for the orthonormal polynomials P:(X), we obtain 
from [18]: 
kco pk(x) P,(y) h(k) 
=a,g(l,n,n+l)h(n) 
PO, 16) P,(Y) - P,(x) p,, 1(Y) 
X-J 
With x = 1 and y + 1, the formula (7) follows. 
For Jacobi polynomials (Pr, “‘),, NO we know that 
(see [13, 3(a)]) from which we can deduce that 
f: h(k)J~+P+M+2)n 
k=O (B+ l),n! 
T(n+a+/?+2)r(/?+ l)f(n+a+2) 
=T(n+P+2)T(n+p+l)F(a+2)I(n+l)’ 
In particular, we have 
i h(k)=(n+1)(2n+1)(2n+3) 
k=O 3 
for the polynomials (Py”, -‘/*) )(x). This polynomial sequence will, among 
others, be considered in the next section. 
If restricted to Jacobi polynomials, the statement of Theorem 2 is valid 
with a weaker assumption for the covariance d, respectively the spectral 
measure cc. In fact, using the main theorem of [ 171 we can prove: 
THEOREM 3. Let P,(x) = Pps’ (x) with a>/?> -1, a+/?+l>O, and, 
in addition, /I> - f or a + fl>O. Further, let (Xn)nENO be a (P,)-weakly 
stationary process with mean M and spectral measure u. If we assume that 
u is absolutely continuous with respect to the orthogonalization measure 71, 
i.e., u = fn and lff is continuous, the estimators M, defined with the weights 
of (6) satisfy 
EIM,-MI*=f(l). 
ESTIMATION OF MEAN 39 
Proof: The assumptions on a, /? guarantee: D, = [ - 1, l] and-more 
important-a dual hypergroup structure on [ - 1, 11. For this we refer to 
[ 13, Section 41 and note that this fact stems from a result by Gasper [6]. 
Denoting the dual convolution on [ - 1, l] again with *, we have by (5) 
EIM,,-M12=yl I~,(x)l*d~(x)=f*B~(l). 
-I 
As noted before, B:(x) may be written as 
1 n 2 
a-4 = (yzo j(k))2 ( ,g, Pk(X) h(k) 1 
1 
=c;=o h(k) kzO g,* g,(O) Pk(X) h(k). 
E d ‘!L(k) 
Denoting F2Jx) = c2=0 (g,* g,(k)/g,* g,,(O)) Pp(x) h(k), the main result of 
[17, Theorem 21, yields 
Another argument supporting that the weights bn.k are the proper sub- 
stitutes for the arithmetic mean is given by the following ergodic theorem 
(compare [12, 3.2Theoreml). For this we introduce: H=lin{X,,:n~N~)- 
-the mean square closure of the linear span of the X,; T,, n E N ,-the trans- 
lation operators on H characterized by T,(X,) = Ci+,;-,,,, g(n, m, k) X, 
(see [ 16, 3.51); S-the operator on H determined by T,, = P,(S) (see [ 16, 
Corollary 3)). Further, define the fixed space L = {Xc H:SX= X> and 
pr,, the orthogonal projection onto L. 
THEOREM 4. Let (P,),, NO be an orthogonal polynomial sequence satis- 
fying conditions (P) and (H), and let (X,),, NO be a (P,)-weakly stationary 
sequence with zero mean. Then the estimators M, defined by the weights of 
(6) satisfy 
lim M, = prLXo 
n-02 
with respect to the norm topology in H. 
Proof. Because of P,( 1) = 1 we have L = {XE H: T,,(X) = X for all 
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no fV,>. This means that C;=0 bn.kTkX =X for all XEL. For the 
orthogonal complement of L in H we obtain L’ = {SX- X:XE H) -. For 
abbreviation, define a ,,:=g(l,n,n+l), b,=g(l,n,n),c,:=g(l,n,n-1). 
Note that the sequences (an)nEN, (bn)neN, (c#)~~~, together with fixed 
a,> 0, b,,E R with a,+ 6, = 1 define recursively the orthogonal polyno- 
mials P, (see [ 131). Then the equality 
holds for all XE H, II E fV. In order to prove (8) we use the representation 
of h(k) as product of the a, and c, (see formula (4) of [13]) and obtain 
~~+~h(k+l)+bkh(k)+a~_,h(k-l)=h(k) for k = 2, 3, . . . 
and 
c,h(2)+b,h(l)+h(O)=h(l), c,h(l)=h(O). 
Hence, by T,,, T,, = CFZ,“,_,,, g(m, n, k) Tk (see [ 16, 3.51) and by [ 13,2(4)] 
the left side of (8) is equal to 
(b,h(n)+u,-,h(n- 1)-h(n)) T,X+a,h(n) T,+IX. 
A short calculation shows that b,h(n) + a,- Ih(n - 1) -h(n) = -a,h(n) 
and (8) is proved. Because of S= aoT, + b,T, (see [16, Corollary 3]), (8) 
implies 
for each XE H. By property (H) the last term converges to zero as n + 00. 
Hence, C; = o b,,& TkZ + 0 as n + cc for all 2 E L’, and the assertion 
follows. u 
We can also prove the following analogue of [9, p. 2081. 
THEOREM 5. Let (P,),, NO be an orthogonal polynomial sequence with 
properties (P) and (H). Further, let (Xn)nsNO be a (P,)-weakly stationary 
sequence with mean M and spectral measure p. Then there exists a consistent 
linear unbiased estimator for M if and only if ,u( ( 1) ) = 0. 
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Proof. If a = p( { 1 }) > 0 write p = fi + UE~, where &I is the point measure 
in x = 1 ED,. Then for any linear unbiased estimator m, we have 
E/m,-M/‘=j 1B,(x)1*d~(~)+aIB,(1)~~~a~0. 
D.7 
For the converse assertion we use again the estimator M, defined by the 
coefficients bn,k of (6). First, note from the Christoffel-Darboux formula we 
obtain for x # 1, 
x”;lh(k)/ c Pk(x)h(k)l=~~g(l,n,n+l)~lh_~~(~)~p~+l~!~p”x)l 
k 0 k-0 
< 
0) 2a. 
C;=oW)lx- 11' 
Hence, by property (H) we have ( 1/c;,o h(k)) D,(x) -+ xII1(x) pointwise 
for each XE D,, where xii)(x) = a,,,. Thus 
Epf,-MI*= 
1 
(Clt=o h(k))’ i 
D:(x) 44~) + 14 { 1 > 1 
D, 
by Lebesgue’s theorem of dominated convergence. 1 
Finally, we deal with the determination of the best linear unbiased 
estimator for M. With (5) we search for b’s such that C;=, b,,, = 1 and 
s I&(-a2 40) Ds 
is minimized, where B,(x) = z:; =o bn,k Pk(x). Obviously, this is equivalent 
to determining a polynomial B such that degree(B) < n, B( 1) = 1, and 
I IB(x)l’ 44~) DS 
is minimized. This is a familiar problem in the theory of orthogonal poly- 
nomials. In fact, 
min IB(x)12d~(x):degree(B)~n,B(1)=1 =zn= i’g f1Jl2y 
k0 k 
is valid [4, Theorem 7.31, where Qk(x) denote the orthonormal polyno- 
mials with respect to p. If, for instance, p = x, then Q,( 1) = m and, in 
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this case, the weights in (6) are optimal. Denoting the minimum mean 
squared error arising at the nth estimation step with A,,(v), we have 
1 
i.“(‘l)=& lQJl)l” 
We remark that A,(x) is the value of the Christoffel function in x = 1 
(compare [18]) and that 
1 1 
Iz”(x)=C;=o IQ~U)12=g,*’ 
The following theorem describes the efficiency of the estimation M, defined 
by the weights of (6). 
THEOREM 6. Let (P,), E N0 be an orthogonal polynomial sequence satisfy- 
ing properties (P) and (H). Further, let (X,),, N0 be a (P,)-weakly stationary 
process with mean M and spectral measure u = f~ and covariance function d. 
(i) Assume the existence of a polynomial R of degree m with R( 1) # 0 
such that f -’ IRJ’EL’(D,, n). Moreover, assume f and f -‘)R12 with 
absolutely convergent Fourier series for 71, i.e., CT=0 Id(n)1 h(n) < co and 
C,“=, la(n)/ h(n) < co, where a(n)=JD,f -l(x) [RI2 (x) P,(x) dn(x). Then 
there exist constants C,, C, (independent of n) such that 
(9) 
(ii) If we consider the case of Jacobi polynomials P,(x) = Pcar8)(x)- 
the parameter CI, j3 restricted as in Theorem 3-again there exist constants 
C,, C, such that the inequalities of (9) hold, provided we assume that f and 
f -’ JRi2 are continuous, where R is again a polynomial of degree m with 
R(l)#O. 
Proof: Since the polynomial B(x) = A,(n) D,(x) = A,(X) C;=, Pk(x) h(k) 
is of degree less or equal n and B( 1) = 1, we have 
h(cl) G %-d s,, D;(x)f(x) dn(x) = A,(n) ,cO ‘H d(k) h(k). 
” n 
The assumption of (i), or (ii) respectively, guarantee the convergence of 
CT=,, (g,* g,(k)/g,* g,(O)) d(k) h(k) (see the proof of Theorem 2, resp. 
Theorem 3). Hence, we have a constant C1 independent of n such that 
A,(p) < Cr &Jr-c). Furthermore, consider an arbitrary polynomial B with 
ESTIMATION OF MEAN 43 
degree(B) <n and B(1) = 1. Since B(x) R(x) is a polynomial of degree 
n + m, we have 
B(x) R(x) = j y Pk(X) h(k) Pk(t) B(t) R(r) dn(t). 
D s k=O 
Setting x = 1, Schwarz’s inequality implies 
Remarks. (1) Condition (H) implies: lim,,, (&,+,,,(rc)/&(~)) = 1. 
Normalizing the polynomial R of Theorem 6 such that R( 1) = 1, the proof 
of Theorem 6 reveals that 
47(n) 1 
n!! A,(p) =f(l,’ 
since ~~Zo (g,* g,(k)/g,* g,(O)) d(k) h(k) converges to f(1) and 
C:“=, k,* g,(k)/d g,(O)) a(k) h(k) to l/Al 1 as n -+ *. 
(2) If f~ C(D,) has an absolutely convergent Fourier series with 
respect to (PAEN and f has no zeros, the usual Banach algebra proof of 
the Wiener-Levy theorem also yields an absolutely convergent Fourier 
series forf-’ with respect to (Pn),EN,,. ’ 
(3) The simple proof of Theorem 6 is based on an idea by P. Nevai 
(see [19, Theorem 4.581). 
4. APPLICATIONS FOR WEAKLY STATIONARY SEQUENCES 
An incentive to study (P,)-weakly stationary processes is described next. 
Let tYk)ksZ denote a weakly stationary process with index set Z in the 
common meaning with mean M and spectral measure v on [0,2n[. The 
mean Of tYk)ksZ is usually estimated by 
A-,= j$ 1: yk, nENO. 
k- --n 
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The process (X,),, NO is not weakly stationary, but (Pyj2. -~“*I)-weakly 
stationary (compare [16]) with the same mean M, where (Pjll’*. --““)(x) 
are the Jacobi polynomials with parameter a = 4. p = - i. Remember at 
this point the linear estimators M, we developed in Section 2 for M based 
on the X’s such that the mean square error converged of order l/n3 to zero 
under the assumption of Theorem 2 or 3. By [13, 3(a)] we get 
h(k) = (2k + 1)2, and an easy calculation gives the explicit form of the 
(l/n3)-order estimator for A4 as a convex combination of the Y’s: 
3((n+ 1)2-P) 
k=Oi=-kC;=Oh(i)2k+1 ‘=jp~(n+1)(2n+1)(2n+3)y” 
(10) 
It remains to investigate the manner in which the spectral measure of 
(YnLez is related to the spectral measure of (X,), E NO. 
More generally, for y > - 4 the Cesaro means 
n+k (Y+ 1/2h-k y 
(n+k)! (n-k)! k (11) 
constitute a (Pp -I’*) )-weakly stationary process (X,,), E NO (see [ 151). 
In fact, formulae (2.7), (3.15) and Gegenbauer’s formula (7.5) in [2] 
yield for y > - i, 
n+k (Y + 1/2)n-k e-ikt 
(n+k)! (n-k)! ’ 
Further, Pz ?) (cos( t/2)) = Pr’ ~ “*) (cost) holds (see formula (3.13) of 
[2]). Hence, with the covariance function d$ of (Xi;), E Na we have 
dY,(n, m) = E((Xj; - M)(X; - M)) 
s 
2a 
= Pp p”*)(cos t) Pjn, - ycos t)&(t) 
0 
= “r 
k=ln--ml 
g(n, m, k) j:x P!J, p’/2)(cos t) b(t) 
n+Wl 
= k= F- 
n m 
, g(n, m, k) G(k O), 
where the g(n, m, k) are the linearization coeflicients corresponding to 
(per, -l/2) 
n 1 nE N,,. Assume the spectral measure v is absolutely continuous 
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with respect to the Lebesgue measure on [0,27r[, say dv( t) = g(t) dt. We 
obtain from above 
d;(n) = ,’ 1 p;’ - 1’2’(x) 2g~~ix’ dx. 
Thus, VY,LcNO is a (P, (7x -“2’)-weakly stationary sequence with mean A4 
and spectral measure CL, where dp(x) =f(x) dzy(x) with dzy(x) = 
(1-x)Y(1+x)-“2dxand 
2g(arc cos x) 
f(x)= (l&4y+1/2~ (12) 
It can now be shown how we can use the results of Section 3 to develop 
better estimators in the case when g can be written in the form 
g(t)=(l-cos t)y+l’*g(t), (13) 
where g(t) is a continuous function on [0,27c[. 
THEOREM 7. Assume that ( Y,),, z is a weakly stationary sequence with 
mean M and spectral density function g(t) on [0,271[ of the form (13) 
g(t) = (1 - cos t)’ + “2 g(t), 
g(t) being a continuous function on [0, 27c[. With the weights 
C n,k= f, b,,jaj,k; Cn,-k = cn.k for k = 0, . . . . n, 
j=k 
where 
and 
bnk= hy’(k) = (2k+ Y + l/2)(?‘+ 1/2)k 6’ + l)k (l/2), n! 
’ I&, WA (Y + l/2) k!(mk (Y + 3/% (Y + 2), 
(2n)! 
un,k = (27 + 1)2n 
(Y+ 1/2)n+k (Y+ 1/2)n-k 
(n+k)! (n-k)! 
M;= i c,.kyk, nENh 
k= --n 
(14) 
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there is a linear unbiased estimator defined for the mean M such that 
lim (y+3’2)n(y+2),EIM:-M12=2~(0) 
?I - 02 (1/2),n! n 
In particular, the mean-squared error is asymptotically given by 
Epf-MJ2z 22(O) m + 312) T(Y + 2) 1 .- 
& 
n2Y+2’ 
ProoJ We know from (12) that the (Pj,)‘. P”2’)-weakly stationary 
sequence (X;), E N0 defined in (11) has a spectral density f(x) = 
2g(arc cos x) on D, = [ - 1, l] with respect to dzY(x). Now, 
cn,k yk= i bn.kx:. 
k= -n k=O 
By Theorem 3 the assertion follows. The additional assumption is obtained 
by the familiar asymptotic of gamma function quotients (see, e.g., Cl]), i.e., 
lim n-‘2Y+2)T(n+Y+3/2)P(n+y+2) 
r(n + l/2) T(n + 1) 
=l. 1 
n-m 
EXAMPLE. Considering the example in [9, p. 2111, i.e., 
g(t)=2(1-cost), 
we have to set y = 4. The estimators ML constructed in Theorem 7 
asymptotically satisfy 
As already mentioned, in this case the weights c,,k are given by 
c 
3((n+ 1)2-P) 
“Sk=(n+1)(2n+1)(2n+3)’ 
In this connection we note that Theorem 7 is also valid for the limit case 
y=-$. For 7=--f we have a =l a =a “,-“=Z i and a,,=0 for 
k = 0, . . . . n - 1, and b,,o= 1/(2n + l”i and ii,k=2/(2n + 1) for k’= 1, . . . . n. 
Hence, c,,k = 1/(2n + 1) for all Ikl <n; i.e., M;‘12 is the arithmetic mean of 
the Y’s. Then the assertion of Theorem 7 reads as E IM!,j2 - MI2 z 
g(O)( l/n), according to [9, p. 210). 
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