Predicting and controlling the motion of rainwater over the exterior of road vehicles, EWM, is an important consideration for vehicle designers. Phenomena such as A-pillar overflow can obscure a driver's vision and droplets or rivulets falling on passengers or their belongings can be a significant source of customer dissatisfaction.
INTRODUCTION
Predicting and controlling the motion of rainwater over the exterior of road vehicles, EWM, is an important consideration for vehicle designers. Phenomena such as A-pillar overflow can obscure a driver's vision and droplets or rivulets falling on passengers or their belongings can be a significant source of customer dissatisfaction. There are a wide range of engineering applications involving the flow of liquid films, rivulets and droplets over solid surfaces. For example, water or ice on an airplane wing can significantly interfere with its overall performance [1, 2] . Rivulets are also observed in coating flows in the chemical industry [3] . In the automotive sector examples of EWM simulations can be found in [4] and [5] that both use Lagrangian particle tracking for the airborne droplets and a simple 2D film model for the surface flow. While the approach to the dispersed phase (airborne) may be satisfactory, the assumption that the surface flow can be modelled using a 2D film has limitations. These 2D film models, details of which can be found in [6] for example, solve transport equations for the film thickness but make no attempt to resolve the 3D shape of the surface water. Using such film methods behaviour such as film-stripping and breakup can only be modelled empirically, with the results being valid within certain flow regimes. More fundamentally the two-way interaction between the aerodynamic drag on the water and the shape of the water feature cannot be predicted using such methods.
The objective here is to develop and demonstrate a computational method that can capture the underlying physics and predict the motion of various liquid flow features on the exterior surface of vehicles. By predicting the resolved 3D shape of the droplet it is hoped that this will be more general than existing thin film models. By resolving water features fully in 3D it is possible to predict droplet breakup or coalescence without the need for empirical modelling as is the case for film models. The most common numerical method for predicting interface resolved two-phase flows is the Volume of Fluid (VOF) method where a conservative transport equation is solved for the fraction of liquid in each cell. See [7] for a review of the approach. Most commercial codes [8] have an algebraic VOF solver available (where a typical discretisation method is used to convect the VOF value), often with special numerical techniques for sharpening the interface between phases. Despite these techniques, algebraic VOF simulations suffer from numerical diffusion that causes the interface to lose definition; this reduces the accuracy of the predicted shape that in turn affects terms such as surface tension that rely on accurate predictions of surface curvature. A further problem is the choice of interface VOF value. A value 0<VOF<1 must be chosen to define the interface but this choice is essentially arbitrary and the value chosen will affect the visualisation of results. Small liquid flow features such as drops can appear to vanish as the VOF value drops below the threshold due to numerical diffusion. Various improvements to the VOF approach have been made using more specialist codes, such as 'geometric VOF' (see [7] for details) where the gradient of the VOF field is used along with its local value to define the position of the interface. A VOF approach is combined with a Lattice-Boltzmann solver in [9] which is able to keep the interface (where 0<VOF<1) confined to a single layer of cells. However, all VOF methods suffer from the difficulty of finding a surface normal and curvature from what is ideally a binary field. This can reduce accuracy in the evaluation of the effect of surface tension. An alternative is to use Level-Set (LS) methods where a transport equation is solved for a signed distance function from the interface [10] . The zero level-set gives a well-defined and sharp interface, allowing the curvature to be found more easily, but as the transport equation is not conservative mass conservation is not guaranteed and high mesh resolution is required. The method used here is a CLSVOF [11] method where both LS and VOF fields are used together to give a method that combines good interface definition and calculation of curvature with mass conservation.
Surface material plays an important role in liquid transport phenomena and the degree to which a material is hydrophilic or hydrophobic will affect how the water behaves. Here the approach is taken of setting the contact angle, as a function of contact line velocity, as a boundary condition using experimental data. To demonstrate the use of our CLSVOF method with contact angle boundary conditions we apply it here to a laboratory test case representative of EWM applications; the flow of a rivulet towards a channel. This is done firstly with the droplet moving under gravity before the simulations are changed to include an air co-flow velocity. An air velocity of 0.5 m/s was found to have little effect but a velocity of 10 m/s shows significant differences. The method used is described in the following section. Experimental details of the laboratory case used for comparison as well as contact angle measurements are described in Section 2. Finally, Section 3 provides the results of the simulations and some comparison with the experimental data.
COMPUTATIONAL METHOD
The method is based on a CLSVOF algorithm for interface tracking [11] . It has been implemented [12] into the general purpose open source solver OpenFOAM [13] using a formulation suitable for general unstructured grids. Details of the CLSVOF method implemented in an in-house code for structured grids with no contact models can be found in [14] , and [15, 16, 17, 18] . The topology of the two-phase flow is represented by two properties; VOF represents the liquid volume fraction and LS is the shortest distance from the interface, positive within the liquid, negative outside and zero on the interface.
The solution domain is first initialised with the initial VOF and LS conditions. The interface is then reconstructed from LS and VOF fields so that the position of the interface within a computational cell and where it intersects cell faces is found. Interface is represented by Piecewise-Linear Interface Calculation (PLIC) with its normal obtained from the LS field and with its location adjusted to give the same volume fraction obtained from the VOF solution. In this way a defined interface position, consistent with both fields, is found and the fraction of each face occupied by liquid can be found from the intersection of the face and the interface plane. This is used to define an Area of Fluid (AOF) as the area of the face occupied by liquid, rather than using traditional discretisation methods. Advection equations are then solved for both VOF and LS.
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Here V is the volume of the cell and summation is over all faces in the cell, S f is the face normal vector and U is the velocity vector. AOF is the area of the face occupied by liquid calculated by the intersection of the face and the interface. The VOF equation is solved using an explicit first order Euler temporal solver. The equation for the LS is solved implicitly using a limited Total Variation Diminishing (TVD) scheme for spatial discretisation. Furthermore, a re-initialisation procedure is employed at every time step to ensure that LS stays a distance function in the vicinity of the interface. This is done following the method of Sussman et al [10] .
The velocity field is then found by solving the momentum and pressure equations using the OpenFOAM pressure-velocity PIMPLE correction procedure. The PIMPLE algorithm is the merged PISO-SIMPLE predictor-corrector solver for large time step transient incompressible laminar or turbulent flows. It is based on an iterative procedure for solving equations for velocity and pressure. PISO (Pressure Implicit Split Operator) is a transient solver and SIMPLE (Semi Implicit Method for Pressure Linked Equations) is a steadystate solver for incompressible flows. A single set of momentum equations are solved for both phases. The following surface tension effect in the momentum equations is based on the Continuum Surface Force (CSF) [19] with the curvature term calculated from the LS field.
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where σ is the surface tension coefficient of liquid in gas and κ is the mean curvature of the free surface calculated from the following equation 4 The variable time step option available in OpenFOAM [13] was used with the maximum global and interface Courant numbers set to 0.5.
The local density and viscosity are determined using volume weighted averages found from the VOF field. To implement the contact angle model into the CLSVOF formulation the method already available for a generic contact angle model for the interFoam VOF solver in OpenFOAM is followed. This is done by setting the value of LS and VOF for the wall face of an interface cell such that the magnitude of their gradients normal to wall are equal to the cosine of the desired contact angle. A key feature of an interface resolving method such as this is that a single velocity and pressure field is solved in space with no restrictions on the topology of the flow (e.g. film, droplets, rivulets etc.).
Computational Domain and Boundary Conditions
The test case involves the flow of a continuous liquid rivulet along an inclined solid surface of slope 7° with a channel of width 12.5 mm and height 2.5 mm located downstream perpendicular to the oncoming flow. The computational domain is shown in Figure 1 . It consist of liquid/air inlets on the left, outflow on the right, solid walls on the floor, side walls or symmetry in the spanwise z-direction and pressure on the top boundary. The floor upstream of the channel has an axial length of 50 mm. Downstream of the channel it is 22.5 mm. The width in the spanwise direction is 30 mm and the vertical height is 12.5 mm. A total hexa mesh of just over a million cells has been used. The grid spacing in the proximity of the walls is around 0.1 mm. The mesh is generally non-uniform being refined near the surface, in the regions close to the channel and in the central region in the spanwise direction where liquid rivulet flows. A typical mesh is shown in Figure 1 . The liquid is injected through an inlet at the experimentally measured volumetric flow rate of 1 ml/s. At the rivulet front, the measured velocity, once it attains a constant speed, is approximately U L = 16 cm/s. Assuming the same velocity at the liquid inlet, the inlet area is then 6.25 mm 2 . The measured equilibrium contact angle of the upstream surface is 58°. To make the shape of the inlet area consistent with the contact angle, a circular cap is used with the same area and the same measured contact angle at liquid/solid interface. This will lead to a rivulet thickness of around 1.6 mm and width of around 5.7 mm. The liquid Reynolds number is Re L ~ 909 and the liquid Weber number is We L ~ 2 where Here ρ L and v L are respectively the liquid density and kinematic viscosity, W is the rivulet width at the inlet and σ = 0.072 N/m is the surface tension coefficient at water/air interface. The Bond number is around Bo = 4.4 where 7 with g being the gravitational acceleration. Three different conditions were investigated for the air inlet: no air flow, laminar low speed air flow and turbulent higher speed air flow. The former is the test case for which measured data are available while the latter cases were simulated to study the effects of air flow on the rivulet behaviour. With the laminar case, a boundary layer thickness at the inlet was assumed using the Blasius profile 8 where x off = 50 mm is the offset distance from the start of the boundary layer and U 0 = 0.5 m/s is the free stream velocity. This yields a thickness of around 6 mm compared to the rivulet thickness of around 1.6 mm. The velocity profile was approximated by a quadratic fit within the boundary layer thickness. With turbulent air flow, using the same offset, a boundary layer thickness was assumed using
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Where 10 is the Reynolds number. For this case, the free stream velocity is now 10 m/s. This would give a thinner boundary layer thickness of around 2.3 mm. For the mean velocity, the 1/7th power-law profile was fitted. This can be thought of as representative of the early part of a boundary layer on a vehicle moving at moderate road speed. In addition, random perturbations with Gaussian distribution were added to all three components of the velocity with the standard deviation of 10 % of the free stream velocity. Future work will investigate the use of fully correlated synthetic inlet turbulence but this is not available with U G the free stream gas velocity and v G the gas kinematic viscosity. The gas Weber numbers are We G ~ 0.024 and 9.5 where For both laminar and turbulent cases, the internal velocity field above the floor upstream of the channel was initialised with the boundary layers in the manner described above. For both VOF and LS, the contact angle needs to be imposed as the boundary condition at the liquid/solid interface. The cubic dynamic contact angle model of Cox-Voinov [20, 21] has been used for this purpose. With this model the dynamic contact angle θ d is obtained from 13 where k is a model parameter given by [22] to be approximately 72 and 14 is the capillary number. Here, U CL is the contact line velocity and μ L is the liquid viscosity. The static contact angle, θ S , must be specified for a particular combination of liquid and surface. Values of θ S = 105° and 58° have been used for the channel with hydrophobic plastic material (red colour in Figure 1 ) and the remaining solid floor with hydrophilic aluminum material (green) respectively as macroscopic contact angles.
For all cases, the VOF and LS fields within the internal cells have been initialised using a spherical cap giving the specified shape at the inlet as described above. The liquid section is initialised with the laminar liquid velocity of 16 cm/s.
EXPERIMENTAL METHOD
The experimental element of the work is split into two components. The first relates to obtaining suitable data to allow contact angle simulations, the second is the focus of the study: rivulets. To obtain data for contact angle modelling drops of known volume are placed on a plate at controlled tilt angles. Back-lit images are captured at high resolutions to allow for the identification of the contact angle at different velocities. These data are used in the simulations.
For the rivulet study, a rig was developed to allow production of constant mass-flow rate water rivulets on a plate. The plate was machined aluminum painted to an automotive finish with a channel machined out. Rapid prototype inserts were designed to locate in the channel, permitting a variety of channel geometries to be investigated. A high speed camera was used to obtain footage at 1000 fps with a macro lens attached to obtain a spatial resolution of 13 pixels per mm. Matlab was used to post-process the video footage to obtain the position of the rivulet head in the x-direction and the height of fluid at channel entry, mid-channel and channel exit at any frame (Figure 2) . These locations were deemed to be critical to the comparison element of the work. 
RESULTS AND DISCUSSION

Case with No Air Co-Flow
This section provides comparisons between the experimental and simulation results for the no air flow test case. In Figure 3 , numerical predictions of the rivulet front contact line location are compared to the measured data. Here, distance is defined with reference to the channel upstream face location and zero time corresponds to the time when the rivulet front arrives at the channel. Note that due to the way the water overhangs the step as it begins to flow over it, there is a small difference in this region between the contact line and the forward-most point on the liquid. Prior to the channel, a very close agreement with the measured data is observed confirming that the rivulet front velocity once it attains a constant speed is well predicted. This shows the ability of the CLSVOF method to predict correct rivulet behaviour on a flat plate provided a realistic contact angle is specified. The experiment shows that while the leading contact line moves beyond the edge of the downstream edge of the channel it does not continue to flow down the plate. Instead a quasi-equilibrium state is achieved with the water extending ~25 mm downstream of the channel while the channel fills. This behaviour is not correctly reproduced by the CFD predictions. The simulations do show the water breaching the downstream edge without fully overflowing, most noticeable at ~400 ms as shown in Figure 4 , but not to the extent seen experimentally. Figure 4 shows the simulated liquid position using the LS=0 isosurface coloured by the velocity magnitude that is also used in all subsequent visualisation of the liquid shape in this paper. In VOF methods a choice of threshold VOF value has to be chosen for this type of visualisation and the choice will affect the predicted position. The use of the unambiguous LS=0 isosurface is an advantage of the CLSVOF method. The discrepancies at the downstream edge can be partly explained by considering the flow at the upstream edge. In Figure 5 images of the experimental rivulet shape near the channel are compared to the simulation results. For both simulations time is relative to when the rivulet contact line reaches the edge of the channel. Once the rivulet front arrives at the channel edge, it pins at that point for a limited duration of order 5 ms. The rivulet front thickens before rolling over and entering into the channel resulting in progressively reduced liquid thickness thereafter. This Gibbs pinning [23] like phenomena is also reproduced in the CFD predictions. Note that during this stage the liquid front location moves ahead of the front contact line even though the floor material in that location is hydrophilic. Such behaviour is more clearly evident in Figure 6 where the predicted rivulet shape in the vicinity of the channel upstream face is shown within a shorter time period. Figure 7 shows a comparison of the predicted and experimental liquid thickness at channel entry. Although the liquid thickness is generally under-predicted, the variation in the shape described above is consistent with the measurements. It is interesting to note that both data and predictions show that the rivulet oscillates during this process presumably due to the interaction of the oncoming flow and the wave propagating upstream during the pinning and liquid thickening. These oscillations are large compared to the pixel size in the experiment and the grid spacing in the simulation and so can safely be concluded not to be an artefact of data processing or visualization. Discrepancies in the liquid thickness at the channel entry are believed largely responsible for the failure of the model to predict the liquid overflowing the channel. As the head of the rivulet in the experiment is larger it will enter the channel with greater momentum that would then carry it across the channel more rapidly and allow it to breach the downstream step to a greater extent than seen in the simulations. Such discrepancies can be caused by a number of factors including uncertainties in experimental measurements. However, the choice of contact angle function is likely to be the cause of much of the discrepancy. The Cox-Voinov type contact angle model was chosen as it requires only the measurement of the static contact angle as well as a single coefficient. Uncertainties in the contact angle were found to significantly influence the rivulet shape, thickness and how far it breaches the channel. Sensitivity studies showed that an increase in equilibrium contact angle from 58° using the same model resulted in an increase in the liquid thickness as it approaches the channel. When the contact angle for the upstream channel wall was changed to a higher value of 105°, the rivulet was found to overflow the channel due to its increased inertia as it flows into the channel in a manner similar to the experiment. However, this involved changing the static contact angle to values not observed in the experiments and the resulting behaviour is likely to be a poor match with the experiment in other areas such as approach speed. A better method would be to use a more sophisticated relationship between capillary number and contact angle than the one used here. Options include those such as formulated by [24] or [25] . However, these require more detailed measurements of the dynamic contact angle at a range of capillary numbers. This work has indicated the importance of including such data in simulations and ongoing work is focused on carrying out such measurements. Figure 8 shows examples of the velocity vector field on the mid-plane near the channel edge. A low speed recirculating region is formed within the liquid during the liquid thickening stage just upstream of the channel edge which gradually disappears as the liquid thickness is reduced to its equilibrium level. The gas velocity for this no air flow case is entirely induced by the liquid motion due to gravity. Two-way interaction between the aerodynamic drag and the water flow has been achieved without requiring any empirical models. This figure also stresses the highly 3D character of the flow field and substantiates the earlier remark that the thin liquid film approximation is not suitable for these types of applications. 
Cases with Air Flow
To demonstrate the ability of the interface-resolving CFD method to simulate the two-way coupling of aerodynamic drag and liquid topology a non-zero air co-flow at the inlet is studied. In this section the effects caused by the air flow on the rivulet will be described. In Figure 9 the front contact line location is plotted against time for all three cases. The differences between the no air flow and laminar air flow are seen to be small. This is because the momentum is dominated by that of the liquid. However, marked differences exist between the no air flow and the higher speed air flow. With the latter case the rivulet attains a much higher velocity due to the shear force by the air flow. As a consequence it develops a significantly shorter rivulet with narrower width as it is effectively stretched in the axial direction by the air flow. This is confirmed in Figure 10 where the images of the rivulet shape near the channel entry are shown. In Figure 11 the predicted liquid thickness at channel entry for the no air flow and turbulent air flow cases are compared. The trend is seen to be similar for both cases showing an initial increase followed by the subsequent decrease in rivulet height. In both cases, the rivulet oscillates during this stage as described previously, finally reaching their equilibrium height. Figure 12 shows an example of the velocity vector plot on the mid-plane near the channel entry for turbulent flow case. Note the significant effect the liquid thickening process has on the gas velocity field. Again as with the no air flow case, two-way coupling between the air and liquid flow is implicit with the current methodology and no empirical models or assumptions are required that are specific to particular test geometries. Also note the formation of a low speed recirculating region upstream of the channel entry during the liquid thickening process. This highly 3D feature of the flow field is further confirmation of the unsuitability of thin liquid film models for such applications. Figure 13 shows the development of the rivulet shape with time for no air flow and turbulent flow cases. Images are at the same real times to emphasise differences in their shapes, locations, etc. The effect of the rivulet being stretched into a thinner rivulet by the air flow is also seen here. This demonstrates the ability of the method to simulate flows at very different gas Weber numbers. Typically prior knowledge is required of these to select the appropriate model to implement. In both Figure 9 and Figure 13 the different behaviour of rivulet head velocity with time can be seen for the two cases. With no co-flow the rivulet can be seen to accelerate with time due to the effect of gravity, however with a 10 m/s co-flow the rivulet is seen to decelerate after an initially higher velocity. This is due to the rivulet deforming to a lower drag shape as it moves, further emphasising the need for interface-resolving methods in EWM simulations.
CONCLUSIONS
This paper has demonstrated the use of a CLSVOF method with contact angle boundary conditions. CLSVOF combines the advantages of VOF and LS methods to give a method with a well-defined interface location and one that is also mass conservative. This has been applied to the test case of a rivulet approaching a channel as an example of an EWM type application.
The current computational approach adequately predicts the trend in the rivulet behaviour such as its front contact line velocity prior to the entry to the channel and its oscillations and thickening near the channel entry. However, the work has highlighted the need for an improvement in both experiments and computations to enhance the quality of the predictions. The height of the rivulet as it approaches the channel is underpredicted. In turn this means that the rivulet does not enter the channel with sufficient momentum to breach the channel exit to the same extent seen in experiments. The general trend of the rivulet filling the channel rather than escaping downstream is observed; this is difficult to simulate with traditional thin film methods. With the computations, the main discrepancy is likely related to inaccurate specification of the dynamic contact angle for the VOF and LS.
Ongoing work is directed to obtaining experimentally determined contact angle information as a function of capillary number for surfaces used in EWM applications. In addition to accurate measurements of the equilibrium, static receding and static advancing contact angles and dynamic contact angles will also be measured for as wide range of capillary numbers as is practical. Such data will allow the calibration and the use of more suitable dynamic contact angle models that are consistent with the materials used in experiments. Further improvements in the experimental work include improved optical arrangements to obtain increased spatial resolution, overhead imagery and the use of a fluorescing dye to assist in automated post-processing. Future work will also investigate obtaining experimental data for the motion of liquid on surfaces in the presence of an air velocity.
The ability of the method to simulate rivulet flows at a range of gas Weber numbers was also demonstrated by the inclusion of 0.5 and 10 m/s air co-flow. The slower air speed was seen to make negligible difference, but significant differences were observed with the higher velocity. The rivulet was seen to move much faster under aerodynamic load and be stretched into a much thinner rivulet. Furthermore, its speed was seen to decrease with distance down the plate due to the full 3D interaction of liquid shape, aerodynamic forces and capillary forces. This highlights one of the advantages of using a fully resolved interface capturing method such as this.
