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P R E F A C E 
This thesis provides a detailed investigation of the 
applicability of various economic models to the South African 
real sector. It has been written primarily for the statis-
tician, and thus presentation of economic theory has been in 
a straightforward and, if possible, mathematical form. 
Chapter One provides an introduction to the application 
of econometric methods to economic model building. Chapters 
Two, Th.ree and Four consider the theory and application of 
various economic models to the South African case. Chapter 
Five considers the relevance ~f money to the real sector. 
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for his assistance and support. In addition I would like to 
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C H A P T E R 0 N E 
THE METHODOLOGY OF ECONOMIC MODEL BUILDING 
1.1 INTRODUCTION 
"Economic theory is nece ssarily an abstraction from the real world. 
For one thing the inunense complexity of the real economy makes it im-
possible for us to understand all the interrelationships at once; nor, 
for that matter, are all the se interrelationships of equal importance 
for the understanding of the particular economic phenomenon under 
study. The sensible procedure is, therefore, to pick out what appeal 
to our reason to be the primary factors and relationships relevant to 
our problem and to focus our attention on these alone. Such a deliber-
ately simplified analytical framework is called an economic model, 
since it is only a skeletal and rough representation of the actual 
economy." (Chiang 1974)) . 
The translation of an economic theory into such an analy-
tical framework necessita tes the specification of a number of 
exact relationships betwe en various economic variables in the 
form of a set of equation s. These equations usually do not 
take into account all the complex economic interactions, and 
assume these omitted rela tionships away in a ceteris paribus 
sense. 
To embody all the information that is relevant to these 
1.2 
relationships we drop the oeteris paribus assumption and in-
corporate into each equation a random disturbance term. This 
may be seen as accounting for all the variation in the depen-
dent variable not explained in the "exact" specification. 
The subsequent specification of some statistical distribution 
for this random element enables us to analyse the system in a 
well defined stochastic sense. This allows us to employ 
statistical methods to estimate the parameters of the model and 
draw conclusions about their statistical significance according 
to predetermined confidence levels. 
It is sometimes argued, however, that there is no need for 
a pre-existing body of economic theory. With no postulated 
cause-effect relationship between variables it is quite possible 
to draw realistic conclusions about the future behaviour of 
some variable through its correlation, over some specific time 
period, with other variables. This would of course avoid the 
general aim of an empirica l economic study which is to gain in-
sight into the mechanism of economic relationships and conse-
quently draw inferences about their long run behaviour. 
1.2 SOME BASIC TERMINOLOGY 
It seems appropriate at this stage to familiarise the un-
.· acquainted reader with some terminology that has specific re-
levance in the field of economic modelling. 
Given any economic model we may split the variables into 
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those that are endogenous and exogenous to the system. En-
dogenous or jointly dependent variables are those whose values 
are determined within the bounds of the system. Exogenous 
variables, in which category we may include lagged endogenous 
variables, are those which are completely predetermined and 
not affected by any (economic) relationships within the model. 
Both variable types may be given a direct causal interpretation 
in the model, but it is only the endogenous variables that are 
in turn seen to be affected. 
The equations of the system may be divided into identities 
and behavioural relationships. An identity expresses a 
tautology, that is, something which is true by definition. For 
example, total profit is defined as the excess of total revenue 
over total cost; we can t herefore write the identity 
Profit =* Re venue - Cost 
A behavioural equation expresses the direction and manner 
of causal influence that a set of variables exerts on some 
endogenous variable. For example 
where C is the c onsumption of ice cream 
DY is dispos able income 
W represent s the weather 
asserts that changes in d i sposable income or the weather will 
*For such an equation the identical equality sign - is usually employed 
in place of the regular equal s sign • • 
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cause the consumption of ice cream to be affected. 
Finally, it is thought relevant in this section to give 
a brief discussion of the three broad categories of economic 
analysis: static; comparative static and dynamic analysis. 
Static analysis involves the calculation of the equilibrium 
levels of a set of economic variables that form some interde-
pendent system. 
eg. Consider the simple market demand model. 
Qs = aP . 
J 
a > O 
Qd = b - cP . 
J 
b,c > O (1.2.l) 
(Equilib rium condition) 
where P is the Price Level 
Qs' Qd are the quantity supplied and demanded respect-
ively. 
This yields the solutions 
p = b a+c 
- ab Q = a+c 
where P and Q repre s ent the equilibrium values of P 
and Q. 
These equa~ions yield limited information about the system. 
They are only true for the one point in time that the equations 
describing Qs and Qd hold. Of much greater value would 
be to conduct a comparative static analysis in which one examines 
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the consequences on equilibrium of a change in the parameters 
a,b and c. 
For example, computation of the partial derivatives 
-b 
= (a+c)2 < O 
be 
(a+c)2 > O 
indicate that an increase in the parameter a yields a decrease 
in equilibri~~ price but an increase in the quantity cleared 
in the market. 
Comparative static analysis doe.s, however, abstract from 
time and hence provides no information regarding the movement 
towards equilibrium through continuous time or even whether 
equilibrium is in fact attained. In the model (1.2.1) we 
could incorporate the equation 
where ci. represents a constant speed of adjustment coefficient 
( Ct > 0 ) . That is, that t he rate of change of price is always 
directly proportional to t he excess demand Qd-Qs. 
Solution of this sys t em yields 
P(t) = [P(O)-P]e- ci.(a+c)t + P 
where P(O) is the initia l price and P is the market clearing 
price as before. 
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This solution infers t hat for any P{O) equilibriwn will 
be attainable for large t and that in fact the system is 
dynamically stable because it will co~verge to the market 
clearing price P. 
1.3 THE PROBLEMS OF SPECI FICATION 
1.3.1 SPECIFICATION 'A PRIORI' 
The presupposition of knowledge pertaining to the estab-
lishment of an economic ·model enables the econametrician to 
formulate a priori, theoret ical expectations about the sign 
and the size of parameters in the model. For example we might 
write 
where c is consumption expenditu~e on a durable good 
DY is disposable i ncome 
P is price 
u is a random err or term 
If we are dealing with a normal, (in the economic sense), 
good we would postulate, a priori that o < a1 < 1 and B2 < o. 
That is, that expenditure on the good could at most comprise our 
entire disposable income, and that price increases would result 
in decreased consumption t hrough substitution and real income 
effects. However, if we we re to study the consumption expendi-
ture of some ultra-inferior good (in the economic sense) we would 
postulate, a priori that $ 1 < 0 and $2 > O. The explanation 
being that increases in dis posable income would result in other 
goods being substituted f .or the good in question and that for 
increases in price, real i ncome effect$ would swamp substitution 
effects and result in incre ased consum~tion. 
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1.3.2 SINGLE OR MULTI~EQUATION MODEL 
Economic theory is not clear in dictating whether pheno-
mena should be viewed in t e rms of single equation or simul-
taneous multi-equation mode ls. The intricacy of real 
phenomena might lead one t o immediately frame one's argument 
in terms of large simultane ous systems. From a theoretical 
angle, simultaneity often l eads to problems of interpretation 
of causal dependencies, but this does not seem to have de-
tracted from their general acceptance in economics. 
Estimation of simultaneous systems, however, involves more 
sophisticated statistical t echniques and allow:>much less f lexi-
bility of specification than single equation models. Conse-
quently a large part of econometric research has been based on 
single equation models and estimation by single equation 
techniques. 
Of special relevance to simultaneous systems is the impo-
sition on any particular equation of a priori restrictions in 
the form of included or exc luded variables. The exclusion of 
a variable is the imposition, a priori of a zero coefficient 
on that variable. Similarly the inclusion of a variable is 
the imposition, a priori of a non-zero coefficient on the 
particular variable. 
We might remark that possibly the weakest point of econo-
metric application is in t he specification of the basic econo-
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mic model. Economic theor y, especially that pertaining to 
stabilization policy, is o f ten shrouded in ambiguity and ill-
defined statements. Unti l there is a complete fonnalization 
of ideas behind economic model building, one cannot expect any 
reconciliation of the conflicting theories with which economic 
thinking is traditionally f raught, and hence one may only 
speculate on which policy a ctions might be most desirable. 
1.4 THE RELEVANCE OF CAUSALITY TO ECONOMIC MODELLING 
A law of nature is an empirical regularity which we dis-
cover by careful observation of certain phenomena. A law 
might, however, give no ins ight into the cause and effect re-
lations behind the behaviour observed and the regularities 
detected. It is the explanation of these relations that is 
of fundamental importance i n economic science, and vital if we 
wish to predict or control economic phenomena under changing 
circumstances where paramet ers vary but the underlying'cause-
effect relationships do not . 
A cause-effect relati on in a system can be conceived of 
as a connection between 2 parts, A and B of the system. The 
connection is such that an occurrence or change in A is followed 
by an occurrence or change in B. There is thus a fundamental 
asymmetry in a cause-effect relation as distinct from a simple 
correlation. The unidirec tional aspect of the causal re+ation 
is a vital concept in basic economic relationships; for example 
the fundamental issue of the Monetarism versus Keynesian debate 
centres on the direction of causality between Money and Income. 
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Consider a system of p interdependent equations of the 
form 
Ay + Bz = u 
where y is a p vector of endogenous variable 
z is a k vector of exogenous variable 
A is a pxp vector of endogenous coefficients 
B is a pxk vector of exogenous coefficients 
u is a random disturbance vector 
This system cannot generally be interpreted as a set of 
unilateral causal relations in which each equation describes 
the response of one variable provided by the other variables, 
unless A is an upper right triangular matrix. In this case 
the system may be given a causal interpretation, the interpre-
tation being that yp is c ausally determined by the exogenous 
variables z . y i' p-1 causally determined by the (already deter-
mined) and the zi' and in general is causally deter-
The acceptance of stati c general equilibrium models of the 
Walrasian and Keynesian type which are simultaneous systems 
with A non-triangular have , however, provided problems of 
causal interpretability. These systems of "non recursive" 
equations raise problems of causal circles between the endog-
enous variables. Strotz and Wold (1960) have argued, however, 
that these non-recursive sys tems can be interpreted in a re-
cursive sense by virtue of t he fact that they are a reduced form 
of an underlying recursive s ystem. 
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Consider the model 
ct = 80 + '31 yt 
yt = ct + It (l.4.1) 
v1h c:rc ct is conswnption at time t 
yt is income at t ime t 
It is investment at time t 
A relationship of the form Ct= f (Yt) tends to imply an in-
stantaneous relation betwee n Yt and Ct. More realistically 
we could assume a slight t i me delay for the cause to produce 
the effect. We might wri t e ct= f (Yt-e> expressing a delay 
of e time unitsfrom cause to effect. The above system 
could then be given the cau sal interpretation 
Yt-e -+ ct -+ Yt 
If however e is smal l we could write Ct= f (Yt) and 
understand that such a caus al relation implies a slight delay 
between cause and effect. This infers that an economic model 
consisting of interdependent equations of the form (1.4.1) 
with all endogenous variab l es dated at time t is not really 
simultaneously interdepende nt. It is merely that the small 
time lags between cause and effect throughout the system have 
been obscured in the switch from continuous to discrete time. 
With this in mind we c an give an interpretation of bi-
causality between C and Y in (l.4.1) by splitting the system 
into 2 parts. In the behavioural part of the model Y exerts 
a direct causal influence on C while C exerts a direct 
causal influence on Y in the identity part of the system. Of 
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additional interest in such a system would be the rates at which 
the direct causal variable s change the effect variable. Re-
ferring to linear systems o f the type (1.4.1) the partial de-
rivative would give t he change in the effect variable 
per unit change of the dire ct causal variable (C). In 
order to remove the effects of the units of measure used for 
c and y we may calculate point elasticities aY c ac · 'l which 
measure the percentage chan ge in the effect variable stemming 
from a 1 unit percentage change in the causal variable. 
Y, 
Referring back to our system (1.4.1) we might note that if 
a lag in causal dependency between endogenous variables is 
smaller than the intervals between the observations of the var-
iables, a simultaneous equa tion model in which each equation 
may involve causal endogenous variables will often result in a 
less serious error of spec i fication than if each equation is 
made a function of exogenous variables. This leads on to a 
critical problem in practic al econometric work. This is that 
macro-economic data compri s es series of observations made at 
much longer intervals than the intervals between the decisions 
they reflect. Macro-economic theory is only the theory of 
aggregate micro-economic d e cision making; true causation is 
generally between micro-economic variables; the macro cause-
effect relationship::;simply portray an aggregation of micro-
cause-effect relations. 
C>..ir goal is to constru ct models in which the variables are 
allowed to change at realis tically short intervals, and to make 
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inferences about the parame ters of these models from observa-
tionsat longer time interva ls. 
Since the variables t h at occur in most econometric models 
are the result of large numbers of micro-economic decisions 
taken by different individuals at different points of time, 
they may for practical purposes be regarded as continuous func-
tions of time. The model s developed in Chapters 3 and 4 of 
this thesis provide the means of making statistical inferences 
from discrete data about the parameters of models whose vari-
ables are continuous funct i ons of time. 
The models take the f orm 
Dy(t) = F[y(t) ,z( t ) ,e] + u(t); d D = -dt 
where y(t) and z(t) are random functions of time but 
observable at discrete inte rvals, e is a vector of parameters 
and u(t) is a vector of white noise disturbance. In the 
words of Wymer (1976) 
"This model is recursive in the sense that the derivative of 
each endogenous variable i s determined by a function of the levels 
of all variables and thus may be given a causal interpretation." 
If we can obtain efficient estimates of e we can obtain a 
prediction formula for y in terms of continuous t, which 
could be used for forecasting the values of y at any t even 
though y is observable on ly at discrete intervals of time. 
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1.5 SUMMARY AND CONCLUSIONS 
It is seen that the nec essary discretization of continuous 
time in linear models leads to an unrealistic representation 
of an economic system. The use of a simultaneous system with 
endogenous variables appearing as explanatory variables is more 
realistic but leads to problems of causal interpretability. 
Continuous time models provide possibly the most acceptable 
solution particularly from an economic-theoretic viewpoint; 
computation is however burde nsome, and the models prove extre-
mely sensitive to even minor specification changes. In con-
trast the statistical analysis of zero order linear systems is 
straightforward and provides for easy manipulation of equations. 
For these reasons it seemed appropriate to examine the 
applicability of both linear and differential equation system 
models to the South African economy. In Chapter 2 a linear 
model is presented and various problems associated with the 
equations, notably those of multicollinearity and autocorrela-
tion are discussed in detail. Chapter 3 provides a full theo-
retical exposition of the theory of continuous time differen-
tial equation models. In Chapter 4 two different equation 
models are applied to the South African case, the first is 
linear, the second is in l og-linear form. Finally in Chapter 
5 the current Keynesian-Monetarist debate is given a mathematical 
exposition and a discussion of the applicability of these com-
peting theories to the Sout h African real sector is presented. 
C H A P T E R T W 0 
A LINEAR FORECASTING MODEL FOR THE 
SOUTH AFRICAN REAL SECTOR 
2.1 INTRODUCTION 
2.1 
In the South African context, because of the lack of re-
search in the field, it was considered to be of value to develop 
a linear forecasting model of the real sector. It was assumed 
that in conjunction with the l~near model of the monetary sector 
developed by Hurwitz and Kantor (1977), a model with reasonable 
predictive power could be established for the combined monetary 
and real sectors of the economy. The methodological approach 
is straightforward, relying on the existence of strong correla-
tion between trends in the flow and stock variables that relate 
to the real sector. It is not intended that this model pro-
vide us with a theoretical description of the economy. The 
partial equilibrium system developed later in this text will go 
some way to filling that gap. The more complex a system is, 
the more difficult it is to manipulate it, and the more sensi-
tive it is to minor changes in specification. With a linear 
system, estimated with ordinary least squares one can modify 
and manipulate and still have a very accurate idea of the con-
tribution in explanatory power of each variable and their sta-
tistical significance etc. 
2.2 
The work on this fore c asting model was stimulated by re-
search done by de Wet and Dreyer (1977). They attempted, 
however, to incorporate mor e economic theory into their behav-
ioural equations which requ ired that in many, they had a large 
~
number of correlated indepe ndent variables. However, in their 
analysis they made no adjus tment for multicollinearity. This 
writer concentrated on using a small number of explanatory 
variables and achieved a v e ry good explanation; where it was 
necessary to use a number o f explanatory variables care was 
taken to adjust for multico llinearity. The analysis of multi-
collinearity has attracted considerable interest (Troskie (1971), 
Wong Fung (1977), and Couts ourides (1977)) at the University of 
Cape Town. Its practical applicability has, however, not been 
so fully examined and it wa s felt that such a linear system 
could in some way provide a testing ground for such an appli~d 
study. A computer programme for the solution of the problem 
of multicollinearity (the Ridge solution and the modified least 
square-characteristic root solution) was written by the author -
see Appendix C, and was use d in the analysis below. In addi-
tion use was made of the p a ckages ECON and AUTO available on 
the UNIVAC 1106 at the University of Cape Town for Ordinary 
Least Squares and autocorre lation analysis. 
2.2 SPECIFICATION OF THE MODEL 
The model can be repre sented in the following summary form 
where the fi; i = 1, ... , 9 denote linear functions. It con-
sists of nine behavioural e quations and five identities - the 
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ui; i = 1, ... ,9 represent stochastic error terms. 
1. c = fl (DY I S4) + U1 
2. LNA = f 2 (GNA_l I KNA -1 I Sl, S4) + U2 
3. I = f 3 (Y -1 ' iLT) + U3 
4. Imp = f :+ (Imp_ 1 , Gde) + U4 
5. Exp = fs(Y_ 1 , PE + Us 
-1 
p 
6. Pe TAX = f 6 (W 1 S2, s 4) + UG 
7 . w = f 1 (Y - l) + U7 
8. s = f e (Exp, y -1 ' $4) + Ue 
9 . 6P = f s ( 6Ms, 6Pimp) + U9 
10. DY - w + R - p eTAX 
11. 6S - s s --1 
12. p - 6P + p -1 
13. y - c + I + G + x - Imp + 6S 
14. Gde - c + I + G + 6S 
ENDOGENOUS VARIABLES 
LNA = employment in non-agricultural sector 
c = private consumptio n expenditure 
I = Gross domestic · fixed investment 
Imp = imports of goods a nd non-factor services 
Exp = exports of goods a nd non-factor services 
P eTP.X = personal tax 
W = wages 








= change in level of inventories 
= price level 
= change in price s 
= disposable income 
= gross national i ncome 
= gross domestic e xpenditure 
EXOGENOUS VAR J ABLES 
= fixed capital s t ock in non-agricultural sector 
lagged 1 
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ratio of export price to domestic price level 
lagged 1 
change in money supply 
change in import price 
dummy first quar ter seasonal 
dummy fourth qua rter seasonal 
transfers to the private sector and income from 
property by hou s eholds 
~.ny variable with the subscript (-i) denotes that the var-
iable is lagged by 1 time period - in the case of endogenous 
variables the variable wil l be pre-determined. 
The s r ecification .abov e was that considered to yield the 
most accurate representati on in each case (on the basis of R2 , 
t statistics etc.). Howev er, a number of variations were 
tested and the estimation r esults are given below. 
2.5 
2.3 THE ECONOMIC JUSTIFICATION 
1. The theory of aggregate consumption behaviour is simply 
the aggregation of the theory of the individual's comsumption 
behaviour. For the individual, and hence in the aggregate we 
postulate 
C = aDY + f3; Ct > 0 f3 > 0 
The positive value of f3 (obtained below in the aggregate 
function) infers that 
(i) at low rates of disposable income the individual will 
dissave (or consume out of past savings) . 
(l.' i' ) c + f3 DY = a DY 
decreases as disposable income increases approaching 
the level a. This means that the proportion of dis-
posable income spent on consumption decreases as dis-
posable income increases - one would expect, for ex-
ample, rich peop l e's consumption expenditure to be a 
smaller percentage of their disposable income than in 
the case of poorer people. 
elasticity of consumption 
a DY = aDY+S 
which approaches 1 for large DY. 
Thus, for large disposable income a 1% increase in 
disposable income would cause a 1% increase in consurnp-
. ,. 
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tion. One might expect that this elasticity would 
depend on the aggregated consumption - utility map 
and not be constant but rather some function of 
expectations (especially of future income) as in the 
Fredmanite theory (M. Friedman : A theory of the Con-
sumption Function (1957)). The conventional utility 
Map would infer , in particular that the elasticity is 
zero past some point Co (see Figure 2.1) 
co C/t 
Figure 2.1 Graph of Utility versus aggregated consumption 
The high explanation, and strong t-statistic (see 
below) for DY point to the fact, however, that this 
representation was satisfactory for the South African 
case. 
Initially a short term rate -of interest was included 
in the equation on the assumption that, as a consider-
able amount of consumption expenditure is made on 
credit, the cost of credit should be negatively re-
lated to consumption flow. This parameter was found 
to be non-significant and of the incorrect sign (see 
below) • In the case of consumption expenditure ex-
2.7 
pectations of high and possibly increasing inflation 
rates might promp t people to make purchases irrespec-
tive of credit c osts, which would, in any case be 
significantly lower than the inflation rates of most 
durable goods. A fourth quarter dummy variable was 
included to take into account the above-average con-
sumption expendi t ure in the Christmas period. 
2. We hypothesise that l abour in the non-agricultural sector 
(total labour force data unavailable) is a function of lagged 
captial stock in the non-agricultural sector plus lagged gross 
~ domestic product in non-ag ricultural sector, plus seasonal 
dummies for the first and fourth quarters. The seasonal dum-
mies compensate for the l ower labour requirements during the 
Christmas period extending into mid-January as manufacturing 
and building cut down on t heir activities. 
A function that relat es income ~o the factors of production 
(Land usually omitted) is termed a "production function". 
The one postulated here t a kes on a linear form which does not 
correspond to conventional economic theory. In order to avoid 
linearization problems (having to convert non-linear forms to 
linear forms by Taylor ·se r ies expansions about the means) it 
was decided to use a linea r function. Production functions 
in estimation work usually take on one of the two following 
forms (Chiang (1974)). 
or alternatively 
1 1 a 
L = A- S y ]' K- S 
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where y = income 
K = capita l stock 
L = labour 
A, (XI 8 constants > o. 
This production function is homogeneous of degree a + 8. 
Note that f is "homogeneous of degree r" if for each con-
stant k: 
r f ( kx i , kx 2 , ••• , kxn) = k f (xi , x 2 , ••• , xn) 
i.e. a kth fractional i n crease in K and L will result in 
a increase in Y. 
In the spe cial case a. + S = 1 the production function is 
known as a Cobb-Douglas Production function and is linearly 
homogeneous. In addition the isoquants of this function (the 
two dimensional plots of a particular constant Y against 
varying K and L} are negatively sloped throughout and 
strictly convex for positive K and L (i.e. ~~ < ·o and 
g~~ > O), (see Figure 2.2}. 
K 
L 
Figure 2.2 Isoquant plots for Cobb-Douglas production function 
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The second form are those known as "constant elasticity 
of substitution" (CES) production functions. 
l 
Written as 
y = A[oK-p + (1-o)L-p] p 
A > 0 0 < 0 < 1 p > -1 
These functions are 
above have dK < O 
dL 
homogeneous of degree 1 and as with the 
d 2 K 
and d L2 > O . 
The constant elasticity of substitution follows from the 
fact that 
tn(~) = tn c 1 + l+p 
p 
in (P~) (Chiang (1974)) 
where c is a constant, PL' PK are the prices of L and 
K respectively, and R 
L 
i s the optimal factor ratio, i.e. whe~e 
marginal productivity of capital = 
marginal productivity of l abour 
The elasticity of substitution 
price of capital 
price of labour 
= 
d in (~) 
d ~n G~) 
= 1 + p (constant) 
As mentioned before t he problems (see note on elasticity -
Chapter 4) of linearizing a non-linear (linear in terms of logs) 
form in the case of simul t aneous estimation of a linear system 
are considerable, and as explanation of labour in a linear 
I 
system was so i t wa s decided to use the (theoreti-
cally) less sophis 'l:i"'Cd"t'e-d 
It was of some intere st that in the model of de Wet and 
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Dreyer (1977) great empha sis was given to the fact that, a 
priori, a negative sign f or capital stock was desirable. In 
a linear system it seems unreasonable to assume that rising 
K be accompanied by fal l ing L . one would in fact expect 
their movement to be clos ely correlated. In the industrial 
sector, in South Africa f or example, very few labour constraints 
exist and the implementat ion of new capital equipment would be 
accompanied by the employment of additional labour up to the 
point that was desirable. It would be unreasonable to expect 
that in the short run whe n income was reasonably constant a 
linear system could pick up substitution effects, for example, 
a shift from capital to l abour because of falling wages and 
rising interest rates. 
3. Our eventual specif i cation made investment a linear func-
tion of lagged income and the real long term rate of interest. 
Economic theory would in general dictate that capital stock and 
not investment be closely correlated to income. Given any 
stock of capital, and mar ginal rates of substitution between 
factors of production tha t are nearly constant, the flow of 
output should be closely related to the stock producing that 
output. From this it would follow that change in K, i.e. 
investment, is a function of change in Y, which is the acce-
lerator theory of investment. This theory was tested (see 
below) but the regression explanations obtained were disappoint-
ing. Investment is, according to classical theory, a declining 
function of the interest rate; the interest rate is the cost 
of finance or the opportunity cost of holding funds, and one 
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might expect a high cost of finance to result in declining in-
vestment. However, since investment decisions in South Africa 
are so closely related to expectations of political events, 
that is riskiness of the venture, and as high rates of return 
are required to offset the risk of capital loss, one could ex-
pect the Investment schedule to be relatively interest inelastic. 
In, fact, one could almost say that Investment was a function of 
some set of political dummy variables alone. In addition, it 
seemed realistic, if the interest rate was to be included, to 
consider the "real" rathe r than the nominal interest rate in 
order to obtain a truer r epresentation of the cost function in-
volved. An attempt was also made to estimate an expectations 
model of the form 
where 
y is a constant 
Kt is desired c apital stock at time t 
Kt-• is actual capital stock at t~me t-1 
It is investment flow at time t. 
Investment is assumed to be some constant proportion of the 
difference between desire d and actual capital stock. Desired 
capital stock might be t a ken to be a linear function of income 
and the rate of interest (Koutsoyiannis (1973)). 
Use of this specific ation resulted in unsatisfactory para-
meter estimates, however, (see below). When used in a simul-
taneous context a model very similar to the above was estimated 
satisfactorily using Full Information Maximum Likelihood 
(Chapter 4) • 
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4. Imports are assumed t o be linear function of Imports 
lagged 1 and gross domest i c expenditure. This representation 
is equivalent to the assumption that imports are a linear 
function of current e xpend iture and an infinitely declining 
series of lags in expenditure (Koyck (1954}}. 
Writing 
Lagging one period and multiplying by A 
I
oo i+l 
A Impt = SoA + ._ A. 61 Gdet . 1 + AUt- i -1 1-0 -1-
Subtracting we obtain 
Note: Even if the original specification is correct, that is, 
ut random, vt will be autocorrelated (Appendix A). 
One of the features of t he South African economy has been close 
correlation through the business cycle between expenditure and 
imports. The imposition of the import surcharge recently 
could, however, easily disturb this relationship. 
S. The bulk of South .Af rica's exports are in the form of raw 
materials and semi-proces sed raw materials. The prices of 
these commodities are con trolled on world markets and are 
affected in the obvious way by the forces of demand and supply. 
The supply ,of these commodities by South African producers will 
depend in the first instance on the ratio PE/P (price of 
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South African exports ove r local prices) , the higher this ratio 
the greater the amount supplied to foreign markets in prefer-
ence to local markets. In addition one could expect exports 
to depend on local economic activity or income, the higher 
national income the highe r the level of production (supply) of 
raw materials and manufac tured goods and hence the export 
potential. 
6. Tax is taken to be a linear function of income and seasonal 
variation. Institutional factors would dictate that the con-
stant term be negative, that is, of the form 
T = yY - B y, B > 0 
T B = y -y y 
Therefore y increases the ratio T gets larger this is as y -
a reflection of progressive tax rates. Seasonal variation is 
a result of institutional factors determining time of payment. 
7. Wages are taken to be a linear function of lagged income. 
Specifications involving current and lagged income were tried 
(see below) but did not give more satisfactory explanation. 
This relationship is par ticularly stable in the South African 
case because of the absence of black trade unions in all major 
industrial and commercia l enterprises and their consequent lack 
of power in wage determi nation. 
8. Inventories are taken to be a positive linear function of 
income and seasonal var i ation and a negative linear function of 
exports. A number of agricultural products are stored as in-
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ventories because of price fluctuations and export of these 
corronodities takes place t o a large extent out of these in-
ventori~s. 
Inventory level would normally be assumed to have some 
negative correlation to the cost of finance, a high short term 
interest rate being assoc iated with a reluctance to build up 
inventories and vice versa. Firms, however, have to weigh 
the finance costs of stock against the advantages of holding 
stock. Having a reserve of finished products allows them to 
meet unexpected demands; with a stock of materials, they are 
in a position to step up output at short notice, but these 
facilities will become relatively less attractive if their costs 
rise and more attractive if their costs fall. It appears 
though that even if stock demand is elastic it is so with re-
spect to total holding cost, that is, warehouses,personnel etc. 
whose expenses will be considerably greater than finance charges, 
and thus stock demand will be inelastic with respect to them. 
9. Predicting changes in levels of stock variables is a much 
more satisfactory test of economic theory than the prediction 
of levels because we abstract from trend correlations which 
will in general exist. · Changes in prices were found to be 
satisfactorily explained by changes in Import Prices and Money. 
An additional specification involved explanation via inventory 
chan~es, that is, high prices associated with low inventory 
levels (negative changes in inventories) and vice versa. A 
monetarist would argue t hat this is a duplication of theory, 
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however, because money is a strong reflection of demand and 
thus inventory level, so that a specification in terms of both 
variables would be redundant. Monetarist or Nee-Keynesian it 
is completely accepted that changes in money effect demand and 
then prices. South Africa imports considerably from America, 
Western Europe and Japan, and hence will import inflation 
directly in the case of consumer items and indirectly in the 
case of capital stock. 
2.4 ESTIMATION 
As mentioned above a number of alternative specifications 
were considered before t he final form was decided upon. All 
regressions were carried out on the UNIVAC 1106 using the 
Ordinary Least Squares (O.L.S.) estimation package ECON. Ail 
estimations were made us i ng quarterly data at constant 1970 
prices over the period 1 960-1974 (see Appendix B) except in the 
case of one of the investment equations which used Full Inform-
ation Maximum Likelihood - programmes and estimation procedure 
discussed in detail in Ch apter 4. 
All these results a re presented below with the relevant 
ordinary least square summary statistics. 
The summary statist ics, which are given below are discussed 
in detail in Appendix A. 
(i) t-statistics, which are given below each coefficient. 
Each t-statistic has n-k degrees of freedom where k 
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is the number of explanatory variables plus one, 
and n the number of observations. 
(ii) R2 - multiple coefficient of determination adjusted 
for degrees of freedom. 
(iii) D.W. - the Durbin-Watson statistic. 
(iv) d.o.f. - the degrees of freedom. 
(v) S.E. - standard error of the estimate. 
**C = 10,1426 + 0,8517. DY + 87,1676.S4 
(0,223) (35,116) (3,538) 
R2 = 0,9572 D.W. = 2,2190 S.E. = 81,8668 
d.o.f. = 55 
c = -5,1176 + 0,8379.DY + 10, 7811. iST 
(-0,105) (29,227) (0,904) 
+ 79,055.S4 
( 3 I 091) 
R2 = 0,9574 S.E. = 83,0279 D.W. = 1,7928 
d.o.f. = 55 
**L = 15737,9970 +0,1241.KNA + 6,9619.GNA - 616,9029.Sl 
. - 1 -1 
(61,773) (2,114) (11,089) (-3,640) 
-249,8652.54 
(-1.596) 
R2 = O, 9903 S.E. = 487,9245 D.W. = 0,4486 
d.o.f. = 53 
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**I = -247,6727 + 0,3172.Y_ 1 1,7341.iLT 
( -8 I 6 05) (33,188) (-1,135) 
R2 = 0,9660 S.E. = 42,3130 D.W. = 1,6927 
d.o.f. = 55 
I = -252,5301 + 0,2147.Y_ 1 + 0,1256.Y_ 2 
(-8,984) ( 3 t 5 04) ( 2 t 02 4) 
-2,2187 iLT 
(-1.474) 
R2 = 0,9678 S.E. = 41,1703 D.W. = 1,4538 
d.o.f. = 54 
I = 604,2284 + 0,2558.6Y - 27,738.iLT 
(22,669) (0,915) (-5,698) 
R2 = 0,3449 S.E. = 187,1446 D.W. = 0,3577 
d.o.f. = 55 
K = -944,0238 + l,6458.Y_ 1 + 24,052.iLT 
(-7,966) ( 3 6 I 06 7) (3,883) 
R 2 = 0,970 S.E. = 186,738 D.W. = 1,06 
d.o.f. = 55 
(ESTIMATION BY METHOD OF FULL INFORMATION MAXIMUM LIKELIHOOD) 
I = 19,4994 +0,0126 (26,8150.Y+ 160,5005.iLT - K_ 1 ) 
(0,28) (1,18) (2,41) (0,11) 
**Imp = -26,6943 + 0,8257.Irno + 0,05704.Gde 
- -1 
(-0 t 904) (11,315) (l,408) 
R2 = 0,9546 S.E. = 42,5560 D.W. = 1,442 
d.o.f. = 55 
Imp = -19,0718 + 0,1553.Gde + 0,1046.Gde_
1 
(0,510) (1,824) (1,222) 
R2 = 0,8528 S.E. = 76,6008 D.W. = 0,3945 
d.o.f. = 55 
**Exp = -525,0298 + 0,2119.Y_ 1 + 592,279. (PE/P)_ 1 
(-7,065) (22,183) (9,399) 
R2 = 0,9106 S.E. = 49,3001 D.W. = 1,5817 
d.o.f. = 55 




(10,576) (-5 I 773) 
R2 = 0,7215 S.E. = 32,2629 D.W. = 2,6693 
d.o.f. = 54 
**W = -53,1033 +o,5558.Y_
1 
( 5 7 I 4 7 0) ( - 2 I 006 ) 
R2 = 0,9830 S.E. = 49,9152 D.W. = 0,830 
d.o.f. = 56 
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(-2,070) (4,93 3) (3,158) 
R 2 = 0,9854 S.E. = 46 ,34 D.W. = 0,3641 











= -605,9512 + 1,73 38.Y - 0,9073.Exp 
(-5,50) (21, 966) (12,773) 
-85,667.S4 
(-1.477) 
= 0,9686 S.E. = 189,558 D.W. = 1,3921 
= 54 
= -566,55173 + l,7 3096.Y_ 1 - O, 8 7 3 21. Exp 
(-4,698) (20,420) (-2,480) 
-26,49615.84 
(-0,950) 
= 0,9643 S.E. = 202 I 3114 D.W. = 1,7831 
= 54 
= 0,4557 - 0 I 0015 3 6 • !!, S 
(3,842) (-1,727) 
+ 0, 002485. 6 Ms 
(3,527) 
= 0,8619 S.E. = 0,6536 
= 54 




D.W. = 2,1937 




R2 = 0,8394 S.E. = 0 ,7746 D.W. = 2,2574 
d.o.f. = 55 
The estimations marked ** were taken as the most satis-
factory O.L.S. equations and used for forecasting purposes. 
The one sided 95 % point of the t-statistic with 56 degrees 
of freedom is 1,673 (or -1,673 for a left sided test). 
Considering the equations ** (see above) it is seen that 
the constant in the C equation is non-significant. In 
addition 54 in the labour equation and inventory equation 
iLT in the investment equation and Gde in the Import equa-
tion are marginally non-significant. However, economic 
theory dictates that they should be included on the grounds 
that exogenous factors (especially political in the case of 
the Investment equation) specific to the sampling period could 
distort the strength of influence of the explanatory variables. 
In addition it is known that the presence of multicollinearity 
results in small t-statistics (through parameter estimates 
having large variances) a n d could lead to excluding variables 
that have significant explanatory power. 
Consideration of the Durbin-Watson statistic (see Appendix 
A) yields the following significant points for n = 55 at the 
95% level for positive autocorrelation. 
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K = l K = 2 K = 3 K = 4 
dL dU dL dU dL dU dL dU 
1,53 1,60 1,49 1,64 1,45 1, 68 1,41 1,72 
Referring to the equations estimated it is seen that the 
Labour, Import and Wage equations exhibit significant positive 
first order autocorrelation. Note, however, (Appendix A) 
that in the case of the import equation the Durbin-Watson 
statistic is biased. Durbin has in fact developed a test (when 
n ~ SO) for determining. the presence of autocorrelation when 
a lagged dependent variable is used as an explanatory variable. 
Unfortunately one of the conditions of the test was not satis-
fied, namely that n V(S) < 1 (where V(S) is the variance 
of the coefficient of the lagged dependent variable and n the 
number of observations, (see Appendix A for details).) In a 
Monte Carlo study of a model with a lagged dependent variable, 
however, Houthakker and Taylor (1970) concluded that a reason-
able criterion is to accept the null hypothesis that no auto-
correlation exists if the Durbin-Watson stat~stic lies outside 
the limits put forward in the conventional D.W. tables. 
An analysis to correct for first order correlation is 
carried out below using the Cochrane Orcutt.method. 
2.5 ALMON LAG ANALYSIS OF THE CONSUMPTION FUNCTION 
A more reasonable assumption than making consumption a 
function of disposable income, would be to make it a function 
of current income plus lagged values of income, that is, con-
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sumption is not only dependent on current income but also on 
income received in previous periods. 
In general then 
C = f(DYt, DYt_ 1 , ••• ,DYt-n) for some n. 
The method of Almon Lag Analysis was undertaken which reduces 
multicollinearity and preserves d.o.f. by making use of poly-
nomial approximations (of degree s 
of the lagged variables where s < n 
say) to the coefficients 
(see Appendix A) • 
Three different specifications were tried using an n of 
3,5 and 7, with a polynomial of degree 3. The 9oefficients 
of the respective variables are given in Table 2.1. 
The 5% one sided t-statistic critical point with 48 d.o.f. 
is 1,679 (or -1,679 for the test of a negative coefficient). 
The SUM column indicates the explanatory power of the entire 
set of lags involved in the particular regression. 
It is clear from Table 2.1 that disposable income has a 
significant effect on income in the current period and after a 
lag of one and two periods. After that, however, it seems 
that the regressions are picking up extraneous correlation and 
yielding negative signed or positive signed coefficients in an 
inconsistent pattern (often with weak t-values). 
TABLE 2.1 
n C c_1 c_2 c_3 c_i. c_s c_6 c_1 Const. SUM R2 SE df 
3 0,4900 0,3384 0,2429 -0,1776 -40,3189 0,8937 0,9754 59,076 48. 
8,2144 5,7246 4,0960 -3,0108 -1,0600 44,8048 
5 0,5735 0,2506 0,0361 -0,0613 -0,0329 0,1300 -35,1236 0,8958 0,9702 64,95 48 
7,6905 4,2509 0,7271 -1,2418 -0,5644 1,7521 -0,8197 40,8541 
7 0,4651 0,1309 0,0252 0,0588 0,1414 0,1836 0~09~2 -0,2122 -16,0169 0,886 0,9766 57,59 .48 
6 2 7120. 229333 0 25097 1,3223 3 22063 3,7413 2,155 -3 20101 -0,4171 45,5758 
D.W.'s were not available 






2.6 THE ANALYSIS OF AUTOCORRELATION 
/As was indicated in the previous section, the Labour, 
Import and Wage equations had significant autocorrelations. 
This results in unbiased but inefficient.estimates in the sense 
that the varj.ances of the parameter estimates are under estimated.* 
Under the assumption that the autocorrelation followed a 
first order scheme, that is, in equations of the form 
where vt ~ N(O,a~} independently 
a Cochrane-Orcutt* iterative procedure (employed by the computer 
package AUTO) was used to make the necessary adjustments. 
Certain computational difficulties arose in the case of the 
Wage and Import equations because of a high estimated (es ti-
mate of p - see above) resulting in singularities in matrices 
that must be inverted in the procedure. In the case of the 
Wage equation this was circumvented by suppressing the constant 
term. The following results were obtained 




(6,5949) (4,8323) (2 t 2043) 
-126,6208.Sl - 37,4882.S4 
(-l,7627) c-o, 7208) 
R2 = 0,9982 S.E. = 208,1902 D.W. = l,6833 
A 
q.o.f. : 52 p = 0,9741 
*See Appendix A for details. 
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W = 0,5435.Y_ 1 
(98,2257) 
R2 = 0,9792 S.E. = 54,6537 D.W. = 2,1683 
d.o.f. = 56 ~ p = 0,525 
In the labour equation autocorrelation of the transformed 
variables is indeterminate according to the cut off points 
(see Section 2.4), but the Durbin-Watson has improved from 0,44 
to 1,68. The coefficient of S4 has become non-significant, 
however, and it seemed evident that a study of the multicollin-
earity in the equation would be of value before any judgement 
could be made on which equation was more reasonable. 
The Durbin-Watson statistic in the Wage equation indicates 
that no autocorrelation is present. The fact that the equation 
is constrained to pass through the origin, however, has probably 
weakened its structure as the constant term was significant in 
the original O.L.S. estimation. 
2.7 THE ANALYSIS OF MULTICOLLINEARITY 
A number of the e~uations had two or more explanatory var-
iables which one would expect to be highly collinear, on the 
grounds that they are stock or flow variables, with similar 
growth rates. 
as follows: 
The main consequences of multicollinearity are 
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1. The precision of estimation falls so it becomes very 
difficult to disentangle the relative influences of the 
various explanatory variables (O.L.S. will frequently 
give the wrong sign to some variables) . These estimates 
will have large errors and the sampling variances of the 
coefficients will be very large. 
2. Large variances will in turn imply dropping variables in-
correctly from the model because of low t-statistic values 
which are not significantly different from zero, whereas 
the true situation may well have been that the set of 
sample data had not been able to pick up the effect of 
the variable and that it did in fact exist. 
An explicit discussion of the technique of ridge regression 
and characteristic root regression used to adjust for the problem 
of multicollinearity is given in Appendix A. The three equations 
that one might expect to exhibit multicollinearity are those for 
Labour, Inventories and Imports. For ease of presentation and 
continuity their analysis will be treated separately. The 
.following points are relevant regarding the analysis below. 
(i) No distribution theory has up to this point been de-
veloped which enables us to test the significance of 
the estimates in Ridge regression. Multicollinearity, 
however, results in large variances and small t-values 
so that the original t's are unreliable. It is 
often the case (for example with a small t-statistic) 
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that ridge will affect the coefficient significantly, 
even possibly changing its sign, to yield a correct 
economic interpretation whereas before this was not 
obtained. 
(ii) The R2 calculated for the Ridge estimates uses the 
definition of R2 , that is 
(see Appendix A) 
In the case of Ridge regression this does ndt measure 
the percentage explanation of the explanatory varia-
bles as it does in O.L.S. 
Explained Sum of squares 
Total Sum of squares = 
A AA l(Ln Y )2 B'X'Y + KQQI t->!J - n 't=1 t 
gives the usual interpretation of R2 • The R2 given 
is thus biased downwards if one is to interpret it as 
above. 
(iii) In the case of Ridge regression (as developed by Hoerl 
and Kennard (1970)) no optimal k exists and a k 
has to be selected on the basis of the stability of 
the parameter estimates. 
A Ridge trace is plotted (see Appendix A) for each 
equation system - that is, a two dimensional plot of 
the parameter estimates against k. Stability will 
then be evident from this plot. 
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2.7.1 MULTICOLLINEARITY IN THE LABOUR EQUATION 
The following correlation matrix was obtained: 







0,9932 0,9828 1 
Sl 0,0216 0,0253 0,02626 1 
S4 -0,0198 -0,0244 0,03635 -0,333 1 
A near singularity occurs in the X'X matrix because of 
the high correlation between KNA_ 1 and GNA_ 1 (see Appendix 
A) • Using the technique of Ridge regression a Ridge trace is 
obtained (see following page). Equations are given for 
k = O,Ol and k = O,l; k = O,Ol yields 
L = 0,2279.KNA_
1 
+ 5,8l03,GNA_ 1 - 502,4078.Sl 
- 207,543.$4 + 15912,8701 
R2 = 0,9834 
k = O,l 






R2 = 0,9359 
The Ridge trace suggests that the system is reasonably stable 
at k = O,l. 
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Of possibly greater value (especially regarding the form 
of the data space) than a Ridge interpretation is consider-
ation of the eigenvalues and eigenvectors of the (XY) 'XY matrix 
and the characteristic root estimates. (See Appendix A) 
The eigenvalues of the (XY) ' (X~) matrix -
Ai; i = 1,2, ••. ,p; A1 > A2 ~ ..• ~AP are given below with 
corresponding y
0
i (see Appendix A). 
i l 2 3. 4 5 
2,9749 1,3333 0,6684 0,0185 0,0049 
y
0
i -0,5780 -0,00394 ~0,02779 0,41109 -0,7043~ 
The data space is thus basically three dimensional with 
very little variation in the direction of vectors 4 and 5. 
The degree of correlation with y is provided by the value of 
y
0
i (see Appendix A). It can be seen, therefore, that 
although singularities exist they are predictive singularities 
(that is A4 and As are small but Yo4 and Yos are large). 
For clarification a geometric picture is presented of tne data 
space in terms of the ·eigenvalues and eigenvectors above. 
(See Figure 2.3 below.) 
y 
Figure 2.3 Geometric picture of data space (Labour equation) 
Xi - orthogonal axes 
zi - transformed orthogonal axes (in direction of y.) 
J 
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y4 and Ys lie close to the Y axis, (their projection on 
t~e Y axis is large) but variation in the direction of y4 and 
Ys is small hence small A4 and As. 
Computation of Modified Least Square (MLS) estimates is 
of interest for the sake of comparison, taking cognizance of 
changes in sums of var~ance and residual sum of squares. For 
example, MLS (eliminating eigenvalues 2 and 3) yields 






The change in the coefficients is non-significant even 
though the data space has been reduced by 2 dimensions. 
The sum of variances = \ l [. i= l '+ 5 I':"' (see Appendix A) 
Note: 
. ' ' l. 
= 0' 2 259,97 
O.L.S. sum of variances = \~ .1.. = 0 2 262,22 
Li=l Ai 
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2 ,s 2 -1 
Residual sum of squares= n (Lj=l,i+,sYoj/A.j) (see Appendix A 
n 2 a constant) 
= n 2 • O, 903 
2 ,s 2 -1 
Note: O.L.S. residual sum of squares = n (L.j=iYoj /A.j) 
= n 2 .o,0043 
The residual sum of squares has increased dramatically but the 
change in the sums of variance is insignificant. 
Compare this now with an MLS solution with eigenvalue 5 
removed: 
L = l,5157.KNA~ 1 - 8,1463.GNA_ 1 + 859,24.Sl + 275,27.54 
+ 17371,1 
Because of the removal of a vector which was closely corre-
lated to Y {Yos = -0,7) the change has been quite marked, with: 
Sum of variances - \'+ .1.. - Li= l >... 
. l. 
Residual sum of squares= n:;= 1 y0j 2 /A.j)~
1 
= n2 o,1os 
Unfortunately we were unable to test the forecasting power of 
these equations because of the unavailability of quarterly data 
on income in the non-agricultural sector. 
2.7.2 MULTICOLLINEARITY IN THE IMPORT EQUATION 








Gde 0,946 0,945 1 
There is thus large correlation between the independent 
ables (0, 945) . 
The Ridge trace is shown on the following page. 
k = 0,01 yielded 
Imp= 0,776.Imp~ 1 + 0,0685.Gde - 25,465 
R 2 = 0,9512 
k = 0,1 
Imp= 0,6044. Imp_
1 
+ 0,111.Gde - 2,9036 
R2 = O, 9035 
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vari-
Inspection of the Ridge trace shows that adequate stabili-
zation is achieved with k = O,l. 
The eigenvalue 
1 
y - component eigenvector spectrum is 
given below: 
. . i . 
' . . . . . . . . 
' ' ' I . . . . . ~ . : . ; : .. i ; . . l 














The singularity that exists is a predictive singularity and 
therefore we could not expect to i~prove our estimates with 
MLS. 
2.7.3 MULTICOLLINEARITY IN THE INVENTORIES EQUATION 
The correlation matrix is as follows: 
s 84 Exp 
s 1 
84 0,02820 1 
Exp 0,83689 -0,04499 1 
0,97737 0,03009 0,88523 1 
Of particular concern therefore would be the high correlation 
between Exp and Y_
1 
(0,88523) .* 
As before,observance of the Ridge trace is indicative of 
the value of k for wh~ch stability of the estimates is reached. 
Estimates for k = 0,01 and k = 0,1 are given below; esti-
mates with k = 0,1 exhibit adequate stability. 
k = 0,01 
S = -565,9230 + 1,6472.Y'.'"'
1 
- 0,87.32.Exp - 26,4961.84 
R2 = 0,9269 
* As with the equation above MLS was inapplicable because no non-predictive 
singularities existed. 
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k = 0,1 
S - -478,8607 + l,2347,Y_
1 
+ 0,8540.Exp + 23,1203.54 
R2 = 0,8681 
2.7.4 CONCLUSIONS FOR RIDGE ADJUSTMENT 
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For the Labour equation the coefficients of GNA_
1
, Sl and 
S4 exhibit quite large percentage decreases, and KNA_1 ~a large 
percentage increase. There are no sign changes, however, and 
the specif icr.tion seems to hold up well to the adjustment. 
The Import equation adjustment yields a much larger coefficient 
for Gde and a smaller coefficient for Imp~ 1 - as with the above 
no sign changes occur. The most marked changes take place in 
the Inventory equation where the coefficients of Exp and S4 
change from negative to positive; and the coefficient of Y_
1 
becomes smaller. As d~scussed in· Appendix A, R2 shows the 
expected decrease in each case. The above results should be 
considered in the light of the theoretical discussion of Ridge 
estimation in Appendix A, with special reference to the fact 
that we know that increasing k will result (for large k) in 
decreasing absolute values for the parameters. We must be 
careful, therefore, to consider a k' that is beneficial in 
the sense that it adjusts for multicollinearity and does not 
swamp the coefficient. Bearing this in mind, it is noted that 
in the inventory equation neither Exp or S4 change sign with 
k = 0,01. Consideration of the simulation study (Appendix A) 
would indicate that if the equation was yielding estimates of 
the wrong sign these would change to the correct sign very 
2.35 
quickly (k = 0,01). Therefore it is doubtful whether the 
inventory equation is in fact mis-specified - but rather that 
we have taken a k that has gone beyond the mi.nimum mean 
square error point (see Appendix A) . 
The purpose of this equation system was to obtain fore-
casts of real sector variables in the South African economy; 
forecasting accuracy would also enable us to discriminate be-
tween estimates (O.L.S. and Ridge) for the purpose of a final 
specification. 
· 2.8 FORECASTING PERFORMANCE 
Forecasts of the real sector variables and the level of 
prices were carried out for the four quarters of 1975. All 
figures are constant 1975 prices. Forecasts are carried 
out by the simultaneous solution of the structural equations 
given the exogenous and predetermined endogenous variables, for 
example, to calculate C we need Disposable Income which in 
turn requires the calculation of Wages and Personal Taxes. 
Note: 
(i) Actual figures on Personal Taxes and Wages for the 
specified period have not been released by the 
Reserve Bank. 
(ii) It was not possiblE;! to forecast labour in the non-
agricultural sector because data on income in the non-
agricultural sector has not been released by the 
Reserve Bank. 
FORECASTS FOR 1975 ON QUARTERLY BASIS 
All figures Forecast Actual % error Forecast Actual % error Forecast Actual % error 
R million 
(1970 prices) 1975 - 1st Quarter 1975 - 2nd Quarter 1975 - 3rd Quart·er 
C (O.L.S) 2049 1960 4,5 2040 2065 -1-2 2100 2072 1,3 
I (O.L.S) 1145 965 18,6 1073 1102 -46 1154 1082 8,9 
Imp (O.L.S) 1165 1148 1,5 1159 1092 0,61 1104 1069 8,9 
Imp(Ridge,k=O,l) 1093 1148 -4,8 1114 1092 2,0 1064 1069 -0,5 
Exp (O.L.S.) 1009 1055 -4,3 1046 983 6,4 1053 1014 3,8 
P eTAX (O.L .. S.) 221 147 222 
W (O.L.S.) 1995 1881 2001 
S (O.L.S) 5040 5205 -3,2 5408 5426 -0,3 5405 5484 -1,4 
S (Ridge,k=O,l) 5150 5205 -1,1 5361 5426 -1,2 5201 5484 -5,2 
M (O.L.S) -140 25 -760 368 221 66,5 -3 58 -1, 1 
b.S (Ridge,k=O,l) -30 25 -220 211 221 -4,5 -80 58 -237 '9 
AP (O.L.S) 5.2 .6.6 -212 4.7 4.8 -1.3 5.4 7.3 -26.0 
Forecast Actual % error 
1975 - 4th Quarter 
2217 2172 2,1 
ll33 1146 -1,1 
1084 1102 -1,6 
1053 1102 -4,4 
1033 ' 947 9,1 
169 
1973 
5365 5499 -2,4 
5070 5499 -7,8 
-40 15 -433,3 
-211 15 -1513,3 





(iii) The O.L.S. equations used for forecasting are those 
marked (**) in the O.L.S. equation presentation. 
(iv) Although we estimate levels qf inventory from our 
equation system, forecasts on changes in inventories 
are given because that is how they appear in the 
National Accounts. 
2.9 CONCLUSIONS 
The model has, with the exception of ~S (change in inven-
tories), succeeded in producing a reasonably accurate picture 
of the performance of the economy in 1975. Similar difficul-
ties with the forecasting of inventory cllanges were experienced by 
de Wet and Dreyer (1977), as a result apparently of the fact 
that the ''Inventory changes are probably the poorest in the 
entire set of national account" - (de Wet and Dreyer. (1977)). 
Of particular interest·was the forecasting performance of 
the Ridge equations especially as regards a comparison with 
their O.L.S. equivalents. In both the case of imports and 
inventories neither were clearly superior, and it appears that 
their performance will have to be more fully examined before a 
choice is made between the two. 
The approximation to the workings of the real sector of 
an economy by a system of linear equations is, however, not 
realistic. We have good a priori reasons for expecting the 
derivatives and the second derivatives of a number of the 
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relations discussed to be variable. The greatest potential 
of the linear system is to provide cons.istent forecasts of the 
time paths of the variables under consideration. We cannot 
attempt to give anything more than a crude economic justif ica-
tion for the working of such a model - for the most part we 
have regarded the economic system as a "black box" and relied v" 
on empirical regularities in the data for the success of such 
a specif·ication. 
3.1 
.CH APT E R T H R E E 
THE THEORY OF CONTINUOUS TIME MODEL ESTIMATlON 
3.1 INTRODUCTION 
The detailed analysis of the linear model in Chapter 2 had 
as its primary target the establishment of a flexible fore-
casting system. . The use of economic theory was limited and "t ., 
although the explanation of variation was extremely satisfact ~~ 
it gave inadequate insight into the inter-relationships between • 
variables and their rates of change. Stimulated by work done~g , 
by Wymer (1974) and Hurwitz (1977) the author decided to con-
11
-\) 
struct a system that took the form of simultaneous partial 
equilibrium equations, where extensive use'may be made of 
economic theory. Their applicability and. form will be discussed 
in detail in the next chapter. These partial equilibrium 
equations are a specific case of a wide range of mathematical 
representations of stochastic phenomena, known as "continuous 
time systems". 
The use of continuous simultaneous equation systems to describe 
economic behaviour stemmed from the pioneering work by Mann and 
Wald on difference equation systems (1943) and has recently been 
developed extensively by Sargan (1974) Bergstrom (1966) Wymer 
(1972) and P.C.B. Phillips (1972). 
The limitations imposed on this analysis result from the 
problem of making statistical inferences from discrete data about 
the parameters of models whose variables are continuous functions 
of time. In this chapter we deal with the development of the 
approximate discrete model of C.R. Wymer developed to estimate 
an ·rth order differential equation system with a white noise 
error process. It will initially be of interest to discuss a 
3.2 
few concepts relating to the theory of stationary random functions 
and the mathematical idealization known as "white noise". 
3.2 STATIONARY RANDOM FUNCTIONS 
3.2.1 DEFINITION 
A random function u(t) will be called stationary if all 
finite distributions. function of the form 
Ft t t (x 1 ,x2 , ••• ,xn) =·P{u(t1 )<.x 1 ,u.(t2 )<x2 , ••• ,u(tn)<xn} l' 21••1 n 
ti € T , T the real line 
i = 1, ... ,n 
which define u(t), remain the same if the whole group of points 
t 1 , t 2 , ••• ,tn is shifted along the time axis. i.e • 
. Ft· +T- t. +T - t + ... Cx1 ,x2 '· • • ,xn) = Ft.. t- - t Cx1 1X2 '· • • ,xn)for any T. l '2 •••1n• i121••1n -
From the above immediately follows that all one-dimensional 
distribution functions of the above must be identical, i.e. Ft(x) 
cannot depend on t. E(u(t))=m (constant) • We will ~in 
fact without loss of generality consider from this point functions 
of the form u(t) - m, which have mean zero. Two dimensional 
distribution functions can from the above only depend on the 
difference t 1 - t 2 • 
3.2.2 THE CORRELATION FUNCTION 
We define E(u{t)u(s)) = B(t,s) .. 
The function B(t,s) is .called the correlation function of u(t). 
If u(t) is stationary then B(t,s) depends only on the difference 
t-s i.e. 
E (U (t) u {s)) = B {t-s) 
= B (T) , T.= t-s. 
We may assume now that B(T) is continuous. In fact a sufficient 
3.3 
condition for B(t) to be continuous f~r all t is th~t B(t): 
is continuous ~t the point T = O. (Yaglorn (1973) P.22). 
As will become clear, of speeial interest to us is the 
particular case where B(t) falls off so rapidly as li:I -+ 00 
that: 
00 
I I B( •r) I d"C < 00 (3.2 .. 2.l). 
-co 
3.2.3 THE SPECTRAL REPRESENTATION 
Any stationary process may be given the following spectral 
representation - Yaglom (1973): 
00 
u(t) = JeiAtdZ(A) (3.2.3._l) 
-oo 
where A is a real constant, and Z(A) is a random point function 
with zero mean and uncorrelated increments (3.4.2). In the case 
where (3.2.2.l) applies we may write the correlation function as 
00 
B(T) = f eiAtdF(A). (3.2.3.2) 
-oo 
where F(A) is the ''spectral distribution function" of u(t) and 
is real, non-decreasing, and bounded and where 
f(A} = F' (A) is the "spectral density"of u(t). 
From (3.2.3.2) we have inunediately that: 
00 . 
B(O)=E(u(t)) 2= JdF(A} = F(oo)-F(-oo) < oo (since Fis bounded) (3.2.3.3) 
-oo 
We can write (3.2.3.2} as the Fourier integral: 
00
J 'At B(T} = e 1 f (A)dA 
-oo 
The inverse Fourier integral is thus: 
00 




Considering the case (3.2.2.1) where the correlation falls off 
rapidly we may take 
B(T) = Ce-a.1-rl 
thus fOd 
-oo 
(Yaglom (1963) p.62) 
g(>.) 
-4 -3 -2 -1 0 l 4 )../a. 
Figure 3.1 Graph of the function g(>.) = ---
The quicker the fall off in correlation the larger a, which 
will infer that >. is small compared to a . In such a situation 
the spectral density is practically constant and approximately 
equal to f(O) = fo. Moreover if only a small range of >. is 
under consideration it is reasonable to assume that f (A.) = f 0 
= constant. However, strictly speaking, no random process u(t} 
can ever exist with a constant spectral density, for otherwise 
the quantity 
00 
E(u(t)) 2 - B(O) = ff(>.)d>.. = 00 
-oo 
and we know that B(O) · is bounded (3.2.3.3). 
3.3 °WHITE NOISE" 
The concept of a random process with a constant spectral 
density is a useful mathematical idealization but cannot be 
rigorously defined (except with reference to complex topological 
spaces - Y.aglom (1973)). It is often referred to as "white 
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noise" (Jazwinski (1970)). 
3 • 4 THE INTEGRAL OF A RANDOM PROCESS WI TH CONSTANT SP.:E,CTRAL 
DENSITY 
Under the assumption that u(t) is a random process with 
constant spectral density,we consider the integral 
t 




'(t) will no longer be stationary since 
tt 
B{O) = E[,(t)] 2 = JJE[u(s)u(s•)]ds ds' 
0 0 
t t 
= J J B ( s- s ' ) ds ds ' • 
0 0 
We have taken BtCs,f = Ce -a I 5 I 
E [ t; ( t) ] 2 = J J Ce ..;;.a I 5 - 6 ' I ds ds • . 
0 0 
For t > 0 
=.cf f e_a(s-s')ds ds' +cf f ecx.(s-s')as ds'. 
R1 Rz 
where R1 and R2 are the areas defined below. 
s' 
s=s' 
t t t s 
- Cf J e - ex( s - s' >ds ds ' + CI I ea < s .. s ' } ds ds ' 
0 $I 0 0 
' . 
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letting c + 00 and a + oo such that 2f = constant = c (since a 
= ct. 
Similarly for t < 0 
E[r;(t)J~ = J Ja-a<s-s'>ds ds' + f f'lla(s-s•>ds 
Rs R4 
0 0 0 S 1 
= e ds ds' + I I -a(s-s') I Jea<a-s')ds 
t s' t t 
= -ct 
... E[ z; (t) r = c 1t1 • 





0=- is na 
constant) 
E(u(t)u(s)) = B(t-s) is a fun6tion of t-s; and hence that 
E,(u(t)u(t)) be independent o.f time. 
Therefore t(t) is not stationary • 
. we can also show that z;(t) has orthogonal increments i.e. 
E [ z; ( t 2 ) - r,; ( t 1 ) ][ z; ( t 4 ) - ( t 3 ) ] = 0 . 
This follows by consider.ing two closed intervals 
[t 1 ,t 2 ],[t2 ,t 3 ] with common t, (The general case can be 
reduced to this case, see Yaglom (1973)) with 0 <t1 <t2 <t3 • 
We have: 
E(z;(t3)-r,;(t1) ]2 = E[1,;(t8)-l;(t2) ] 2+E[l;(t2)-t(t1) ]2+2E[z;(t3)"".'t(t2) ][r,;(t2)-z;(t1)] 
:. c(t3-ti) = c(t 3-t 2 ) + c(t 2-t 1 )+ 2E[z;(t3 )-z;(t2)][z;(t2)-z;(t1 )] 
So we have E[<;(t 3 )-r;;(t 2 ) )[r,;(t 2 )-z;(t 1 )] = 0 
The above p~qc~ss z;(t) with the above properties is said to be 
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an "hornogenous random process with uncorrelated increments". 
In the.case wher~ ii vecto~ wi~h c~nst~nt "~pectral 
density matrix" n the above generalizes to: 
E[r,;(t)][r,;(t)]' = Gltl Vt 
3.5 STOCHASTIC DIFFERENTIAL EQUATION SYSTEMS 
3.5.l THE BASIC DIFFERENTIAL EQUATION .MODEL 
(3.4.l) 
(3 .• 4.2) 
Consider the stochastic differential equation system.of the 
. form (Wymer(l972}): 
r 
Dry*(t) = r Ak'Dk-ly*(t) + B*z(t) + u*(t) 
k=l . 
(3. 5. l~l) 
where D is a stochastic differential equation operator. 
y*(t) is a vector of n endogenous variables 
z>:.'(t) is a vector of m exogenous variables 
u*(t) is a vector of disturbances. 
A~ are matrices of order n 
B* is a matrix of dimension ·n x m. 
This may be reduced to the first order system (Hirsch and 
Smale ( 19 7 4) : 
Dy(t) = Ay(t) + Bz(t) + u(t) 






A1 . A2••• Ar 
u(t) = 
[u*:t)l 
B = [ 
0 l B* 
Dy1(t) = Yi+1Ct) i = l ..... r-1 
r 
Dyr(t) = l A~yk(t) + B*zO(t) + u*(t) 
k=l 
th In particular we consider an r order system reduced to a 
first order system of the form: 
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Dy(t) = A(8)y(t) + B(6)z(t) + u(t) (3.5.1.2) 
where: e is a vector of model parameters, A and B are matrices 
with elements that are differentiable functions of e. 
Wymer (1972) makes the assumption that u(t) is a stationary 
vector process with constant spectral density matrix n. i.e. 
u(t) is a wh..l.te no..l.6e. pJi.oc.e.6.6·. 
The system (3.5.1.2) can be written equivalently as 
dy{t) = A(8)y(t)dt + B(8)z(t)dt + u(t)dt. (3.5.l.3) 
We define: 
t 
?; ( t) = Iu(s)ds 
From the above discussion we have that ?;(t) is an· homogenous 
process with uncorrelated increments. 
Since u(t) is not rigorously defined we replace u(t)dt in 
, ,, 
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(3.5.1.3) by dl;{t), the mean square differential of z;(t) to 
yield: 
dy(t) = A(0)y(t)dt + B(0)z(t)dt + dt(t) 
This has the s~lution t . 
y(t) = eAty(O) +f eA(t-e)Bz(0)d0 +f eA(t-e)dl;(0} 
0 0 
3.5.2 THE EXACT DISCRETE ANALOGUE 
(3.5.l.4) 
(3.5.l.5) 
Given a set of observations y(t) and z(t) at points t = 16 
1 = 1,2, ..• ,n 
c the observation interval, 
we construct an exact discrete analogue of·t3~S.l.5) in the 
sense that the two solutions are identical on the discrete time 
set {t = 10; 1 = 1,2, ••• ,n}. The exact discrete model is 
derived by integrating (3.5.1~4) over the interval ("Co-o,"Co) 
where t = 10 to obtain 
0 
OA I As y(t) = e y(t-6) + e Bz(t-s)ds + 
0 
where the error process: 




AS e dl;(t-s) 
0 




=limI r e0n\,1i1 I .. e 0 ~A'} 
. n+ooli=l n i=l 
(:By 3. 4. l) 
0 
I sA.n sA 'd = e ae s (3.5.2.3) 
0 
(by definition of a Stieltjies Integral) 
Therefore even if n is dia·gonal the wt are not independent. 
If we consider E(WtWt_ 1) we get as our centre term 
E[ ( ~( t-¥ )-t( t- O(i2)) x ( t-0-~) - t( t-0- ~i~l)~'] = O 
and similarly E(wtwt-r> = O, Vr 
The wt are thus serially independent. 
For further reference we may rewrite (3.5.2.1) as 
OA 
Yt - e Yt-1 = ~t + Wt 
where y(To) = YtrZ(To) = zt,w(To) =wt 
0 
and Je 5 ABz(To-s)ds = ~t • 
0 
3.5.3 THE MIXED STOCK FLOW MODEL 
(by 3. 4. 2) 
(3.5.2.4) 
The above is only relevant to models with variables that are 
observable at a point in time. In a continuous sys1:,em a flow 
variable x(t) e.g. income, is not measurable at a point in 
time but its integral 
.x 0 (t) 
t 
= f x(s)ds 
t-o 
is measurable. (o observation interval) 
:x:.0 (t) = the flow during the interval x (t-o) through x·< t) • 
A continuous mixed stock/flow model must thus be integr·ated 
over the observation period to give a model defined in terms of 
measureable flow variables. If we integrate a stock variable 
t 
such as price p(t} we get: p~t} = Jp(s)&? 
t-6 
~ 6.~[p(t) - p(t-6>J 
(trapezium rule) . 
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e~A J y(s-o}ds + 
t-6 
t 6 
f JeA 6 Bz(0-s)dsd0 
t-6 0 
t 0 
+ J J eA 5d~(6-s)d6 
t-0 0 
0 t 6 
y~ ' = OA 0 e Yt-1 + JeA 5Bz~t-s)ds + f J As ~ · d~(6-s)d6 (3.5.3.1) 
o t-o o 
where y~ is the T observation of the flow variable y 
and z 0 (t) = oMz(t); M = ~(l+L), (where Lis the lag operator). 
We may rewrite this system for further reference as 
Y~ - eoAY~-1 = Wo + ;t ot 
where ~~ = JeA5 Bz 0 (t-s)ds 
0 
t 0 
~t = J JeA 5d~(6-s)d6. 
t-o o · 
(3.5.3.2) 
If o is small eAs will be close to unity over the interval of 
integration. We can therefore make the following approximation 
(Wymer (1974)) for the error p.rocess of ( 3. 5. 3. l) : 
t 0 
;t = f f a~(6-s)d6 • 
0 t-o 




where ·<Pk = E{ f.:tf.:t+k6} and L is the lag operator. 
(3.5.3.3) 
For reference we denote the first square bracket in (3. 5. 3. 3) by 
® and the second square bracket by ®®. 
Writing out® for i=l, .•• ,n we obtain 
• 
• • • 
Writing out®® for i=l, .•• ,n we obtain 
,, 
~ [l;(t-20+ <n~i> o)-z;(t-o+ ~)+ ... +z; Ct-o+o>-z;(t-o+ <Efi1>o)+l;( t-o+ Cn~1 >0)-l; Ct-o+o)] 
• . . 
• 
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Multiplying ®,i=l, .•• ,n by ®® for i=l, •• ,n and taking expect:a.tions gives: 
(
0 2 0 -{n-1)-
n' n 
• 
• • • 
0 . 
+ !: (n-2)* + ••• + ~ (n- (n-l) )*) n 
Summing these terms gives: 
-(n-1} + 3 2(n-2} + ••• + (
0 3 0 3 
n3 n 
Therefore (3.5.3.l) reduces to: 
. 0 3 n m ( m) ~~m -n- l n l-n Q 
m=l 
= lim o3 
n-r"' 
n '( ')(i (_in-1))~ I ~ 1 -~ \n - ~, 
i=l 
•. 
which is by definition the Stieltjies integral 
l 
o3 Jx(l-x)dx Q 
0 
= 03 Q 
6 
Similarly the covariance matrix $ 0 
= E(. f j d~(e)ds) (t. (a~(9)ds)·' 
t -o s-o t-o s-cS 
{by · 3 • 4 .• l and 
3.4.2) 
It follows from (3.4.2) that $k = O, Vk > l and we know that 
Therefore the autocovariance function of ~t 
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H(L) 
= o 3 ( l + 0 1 268L} ( 1 + 0 1 26 8L- 1 ) Q (3.5.3.4) 
Kendall .and Stuart Vol .. 3 (1966) show that if H (L) factors into 
G(L)G' (L- 1 )C(L) then; 
~t = G{L)Et 
where Et has covariance generating function C(L). 
(3.5.3.2) is of the above form with C(L) a constant. 
The ref ore 
G(L) = 1 + 0,268L 
and 
~t = (l + 0,268L)Et (3.5.3.5) 
where Vt is serially uncorrelated. 
The system (3.5.3.l) may therefore be transformed into .one 
which has serially uncorrelated error terms by multiplying by 
the inverse of the above process. 
Et = (l + 0,268L)- 1 ~t· 
Expanding by Taylor series and truncating 
obtain 
after 3 terms we 
Et = ~t - ~268~t-1 - 0 1 268 2 ~t-2 - 0 1 268 3 ~t-3 
We transform variables of the form x~ in (3.5.3.l) to *xl by 
*x~::::: x~ -0,268x~-1 + 0,268 2x~-~.268 3 x~ ... 3 • 
All variables being in the. fonn *x~ -~es that the error term 
in (3.5.3.1) will be serially uncorrelated. It would therefore 
be possible to estimate the parameters of such a system using 
Full Information Maximum Likelihood {See Appendix A). 
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3.5.4 THE DISCRETE APPROXIMATION TO THE MODEL 
...,. ~ . .. . 
If, in the stock or mixed equation systems (3.5.2.4) ~nd 
(3.S.3.2) a priori restrictions are imposed on the A and B 
matrices then tj;t(or lji~) becomes a complicated function of A. 
This makes ·estimation of these systems ,extrernely expensive. and 
an approximation has therefore been developed which-does in 
fact pre.serve the error structure (see Wymer (1976)) This 
approximate model may be used as an alternative or at least to 
obtain initial estimates of the parameters which can then be 
used in the Exact system. 
In the case of an rth order stock model we integrate 
(3.5.Ll) over the interval (t-o,t) and making the substitution 
where 
0 
lf . 8 dx(t-s) 
0 
0 
= ~xt,~Jx(t-s)ds ~ Mxt 
0 
l A= 6 c1-L), M = ~(l+L) ; L is the lag operator 
we obtain as a discrete analogue to (3.5.l.~): 
Ary; = f A'!<Mr .. i+l~i-l)y~ + MrB*zt + v~ (3.S.4.1) 
i=1 
As before this model can be written as the following first order 
system: 
AYt = AMyt + BMzt + Vt 
Recall ( 3. 5. 2. 2) that: 
0 . 
wt = f eA 5 dz; (t-s) 
0 
Wymer has shown (1972) that: 






The vt are thus contemporareouslytcorrelateq only. 
It may fu.rther be shown (Wymer(l972)) that: 
Ov • rr®.O 
where 
Yr-1 0 • • • • 0 
0 Yr-2 . 
0 




= 0 { (2r-l) + ~r 2 (2r+l) - ~ (2r+l) (2r-l)}. 
( r ! ) 2 ( 2 r+ l) ( 2 r-1) 
The autocovariance generating function of Vt 
where ~k = E(vtvt-k) 
= rr ® S1 (independe-nt of L) . 
We know therefore that Vt= B{L)et where the Et are serially 
uncorrelated and 
B (L) BI (L- 1 ) = rr ® n 
which is independent of ·L. 
Now we have that (Wymer (1972)) 
V~ = [p' (L)®InlVt 
where p (L) is a vector of length r whose ith element is: 
(~ (1-L) r-i (~ (l+L) )i-1. 
Therefore, 
- a mixed system of the form Avt = Bet · 
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Following Kendall and Stu9-rt (19'66), Vol.3, p.511 we see that 
; ~· . 
Vf. will have autocovariance generating function 
F(L) - A- 1 (L)B(L)B' (L- 1 )A 1 • 1 (L~ 1 ) 
= (p I (L) ®In>' I'r® n(p (L- 1 ) ®In) 
= p ' ( L ) fr p ( L - 1 ) n 
Then, for example if r = 2 
= ,!L- 1 (-_!_ (1-L) 2 + ~ (l+L) 2 )n 
0 12 
which is proportional to: 
( 1 + 0, 2 6 8L) ( l + 0 1 2 6 8L-
1 
) Q • 
Therefore for r = 2' vt = ( 1 + o', 268L) Et 
with Et serially uncorrelated. 
3.6 CONCLUSIONS 
We have thus derived the error structure of the mixed first 
order system (exact form) - the discretization does not alter 
the error structure (Wymer (1976)Jas well as a general form for 
the error structure of an rth order system for a purely sto.ck 
model. 
For the mixed model differential equation system of order l 
we derived a moving average error term of order 1, for the rth 
order stock model we derived a moving average of order r-1. 
However, since the stock and flow variables are only mathe.-
matically distinguishable by the fact that the latter is a rate 
of change of a stock variables, on~ may write flow variable ·as 
x' = Dx; x' a flow variable, x a stock variable. .Then 
rewriting the system in terms of stock variables alone, one 
will transform an rth order system to an rth or (r+l)th order 
system depending on whether the flow variables were determined 
3.18 
I 
in the equation system up to order r or not. Following the 
reasoning .of Hurwitz (1977) it follows by induotion that· a 
mixed order model of order r, redefinable as either a model. 
of order r or r+l (dependent on the conditions above) has a 
moving average error term of orderr-1, or r respectively. 




DIFFERENTIAL EQUATION MODELS 
SOUTH AFRICAN ECONOMY 
4.1 
Chapter 2 concerned itself with the development of a linear 
forecastihg model. The formulation was, however, compara'tive-
static and gave no indication of the future growth paths of the 
variables under consideration. In this model we consider the 
application of two cyclical growth models to the South African 
economy. The models with their accompanying theoretical back-
ground will be presented separately. In addition, the steady 
state solution will be derived for each model in turn, estimation 
methods and a discussion of parameter estimates will be given, 
and then a detailed analysis of the asymptotic stability of the 
model· follows. 
The essential purpose of this study lies in the interpretation 
of the estimated structural parameters, that is, elasticities, 
"' propensities and speed of adjustment coefficients. Their values 
will give insight into the sensitivity of various components of 
Gross Domestic Product (G.D.P.) ~o changes ip the exogehous 
variables and the time lags involved ~n the adjustment process. 
Through feedback mechap.isms these changes will affect the model 
simultaneously with varying time lags and hence determine new 
. . ~ 
growth paths for the endogenous variables. It is thus possible 
to analyse, for example, the result of the effects of goverrunent 
expenditure policy on the business cycle. 
4.2 
4.2 FORMULATION OF THE STRUCTURAL EQUATIONS 
The general form of the equations below is 
" oy(t) = y(y(t) - y(t)) D = ~ , y constant 
- dt 
" 
where y(t) is the optimal or desired value of y at time t. 
~ 
y(t) will usually be a function of the other endogenous var.i~ 
ables in the system. 
The obvious interpretation of the above is that of "partial 
equilibrium adjustment", that is, the rate of change of y 
(towards equilibrium) is proportional to the difference between 
the desired and actual y . 




e y(t - r)dr 
" or that· y(t) depends with a distributed time lag on y(t). 
Now 
E (r) . = -yr 1 re dr = 
y 
" Therefore if we have initially y(O) = y(O) and then y in-
creases by some amount and then remains constant, y (t) wi.ll grad-
ually adjust over a time interval of co to y ; the mean of the 








-yr ye dr = 
0 
0,632 
can be interpreted as the time required for 63.2% 




y is ref erred to as a speed of adjustment para-
as the mean time-lag. 
4.3 
4.3 FEEDBACK MECHANISMS 
The models being considered endogenize the private sector and 
in the latter model a foreign sector - the government sector is 
taken as exogenous in both models. The behavioural equations 
determine demand and supply functions for goods traded in these 
sectors. Constraints on these functions take the form of ident-
ities in the model. In the real sector it is usually assumed 
that inventories absorb the initial impact of any discrepancy 
between supply and demand of goods in that sector, or of changes 
in exogenous levels of demand. Equilibrium is then regained 
through various feed back mechanisms which ·effect other variables 
in the model. Consider for example the model presented below, 
(4.4_). An increase in government expenditure will result initi-
ally in a decrease of inventories. This will then feedback to 
cause an increase in income and thus consumption, investment and 
imports and eventually a return to equilibrium. 
4.4 MODEL 1 - PARTIAL EQUILIBRIUM ADJUSTMENT (LINEAR FORM) 
4;4.1 Specification of the Linear Model 
The model below is, apart from minor modifications, that of 
Bergstrom (1967). It is a highly aggregative model of an open 
sector economy compris~ng 4 first order behavioural equations, 2 
zero order behavioural equations and one identity. Exports and 
government expendi_tures are taken as exogenous variables. Two 
sets of data were used to estimate the parameters; yearly data 
1946-1975 and quarterly data 1960-1974. In the first case data 
was at 1963 constant prices and in the second at 1970 constant 
prices. 
4.4 
When estimating the model for yearly data, dummy variables 
were included for the period 1960-1962 to adjust for the dis-
equilibrating effects of Sharpeville and its aftermath. 
The equations of the model estimated with annual data are 
given "below. For estimation with quarterly data the dummy vari-
ables were removed. 
" 1) DC = a(C - C) 
c = (l-s) (Y-T) + dl D + A 
" 2) DK = y(K-K) 
K = vY + d 2 D 
3) DY = >. (Y-Y) + µ{S-S) 
" y = c + DK + G + Exp - Imp 
s = b{C + DK + G + Exp) + c 
4) Imp = m{C + DK + G + Exp) + d3 D 
5) T = -rY - B 
6) DS = Y + Imp - Exp - G - C - DK 
( " denotes a desired level; 
y = real net income or output 
c = real private. consumption 
K = private fixed capital stock 
s = real inventories 
Imp= real imports 
T = real taxes minus real government transfers 
Exp= real exports 
4.5 
G = real government expenditure on goods and services 
D = l 1960-1962 
0 otherwise 
s, \J 1 b, c, m, a; y, A., -r, µ, A, B positive constants 
( s, m, -r, < l) 
d1 , d2 , d3 , d4 = negative constants. 
4. 4. 2. Interpretat·to·n ·of the E·gu·at·i'ons · (Mode'l . I) 
l. Equation l is a representation of a consumption function in 
which consumption is assumed to adjust with a weighted lag 
(rather than instantaneously) to disposable income. It is 
assumed that corresponding to any given level of disposal income, 
Y•T there is a partial equilibrium level of consumption 
(1-s) (Y-T) + A and that at any point in time the rate of change 
in consumption is proportional to the difference between the 
partial equilibrium (desired) consumption and actual consumption. 
(The parameter 1 
a 
is interpreted as the mean time lag in the 
< 
adjustment of desired to actual consumption.) --------------- 'A' denotes the level of autonomous desired. expenditure, that is, the consumption 
flow that is independent of the level of income; we assume in 
fact that consumption fl·ow will be A at zero income. (1-s) 
represents the.marginal propensity to consume - s being the 
marginal propensity to saveJthe assumptions being that for every 
unit increase in disposable income, consumption flow increases 
by 1-s units and that disposable income is either saved· or spent 
on consumption. We have seen above (4 •. 2) that the differential 
equation may be a~ternatively specified as 
c(t) = Cl-s)a J ~ e~ar(Y-T) (t-r)dr +A 
0 
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This implies that consumption is now a function of lagged dis-
posable income (with exponentially decreasing weights) at all 
previous points in time. One interpretation {Friedman {1957)) 
is that consumption depends on the present value of expected 
future income, that is, total wealth in a Friedmanite sense, and 
that expectations concerning future income are based on past 
income. The dummy variable was included to adjust for the fact 
that desired consumption fell during the period 1960-1962 due to 
the political uncertainty and expectations of an unstable future. 
The fall in desired consumption could'not under those conditions 
be explained by stagnating Disposable Income alone. 
2. The interpretation of equation 2 runs along similar lines to 
that of equation 1. Firstly, we can take the obvious inter-
pretation that corresponding to each level of income Y , or out-
put, there is some desired or optimal level of fixed capital 
A 
stock vY(K) Investment in fixed capital (net investment) is 
proportional to the discrepancy between the desired and actual 
capital stocks. The classical interpretation of an optimal 
capital stock is that at which the ratio of the marginal pro-
ductivity of capital to.the marginal productivity of labour 
equals the ratio of the wage rate to the interest rate. Our opt-
imal production function here, however,· is 
K = VY 
that is, optimal capital stock is independent of labour. This 
assultl>tion does not usually bear up empirically. In the South 
African case, however, data series for the period (1946-1972) 
have shown the capital output ratio to be a constant with an 
4.7 
2 ~--. R = 0.994 (de Jage (73))"- Neglect of the labour force is 
possible in t.his case, p -e~ably because of the availability of 
black labour and the absence of black trade unions. 




-yr yve DY(t-r)dr 
0 
That is, net investment depends on the change in income with an 
exponentially decreasing distributed time lag. This theory is 
a development of the accelerator mechanism (see chapter 2) of 
induced investment. 
The introduction of the dummy variable in this equation is 
especially relevant because the immediate post-Sharpeville era 
was characterized by a large outflow on the capital account, with-
drawal of foreign loan facilities and lack of confidence in the 
future. This resulted in a severe cutback in investment in 
capital stock and the liquidation of a number of companies -
the dummy variable compensates for these effects on the level of 
capital stock. The parameter 1 y is interpreted as the mean 
time lag in the adjustment of desired to actual stock. 
3. The equation describing the change in income rests on the 
idea that the rate of increase in output depends on the excess 
demand for home produced goods over output, and on excess demand 
for inventory stock over actual inventory stock. It is assumed 
that desired inventory stock is a function of gross domestic 
expenditure (sales); increased economic activity will be ref-
lected in higher desired stock. The parameter b will represent 
4.8 
the partial equilibrium ratio of stocks to sales. l can be 
;\ 
interpreted as the mean time lag for the adjustment of output to 
salesi l the time lag in the adjustment of stocks to as mean µ 
sales. 
4. Imports are assumed to be a linear function of gross domestic 
expenditure; that is, we assume that a fixed proportion of sales 
are those of imported goods. Because of her reliance on imported 
capital goods in the mining and manufacturing sectors~ South 
Africa has a relatively inflexible marginal propensity to import 
(parameter m)- this formulation is thus realistic. As before we 
incorporate a dummy variable to reflect the slowdown in imported 
goods as the government attempted to correct the serious Balance 
of Payment deficit on Capital Account in the post-Sharpeville 
period. 
5. The specification of Personal Tax implies that tax is an 
increasing linear function of tax rates and that the proportion 
T 
y increase as y increases, that is a system of progressive 
tax rates (see chapter 2 for a fuller discussion). The dummy 
variable reflects government policy of the period in question, 
to stimulate growth through fiscal measures. 
6. This equation is the national income identity, that is, that 
sales minus output equals change in inventories. 
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4.4.3. The Steady State Solution. (Model I) 
The equilibrium values of the endogenous : variables denoted 








( 1-m) ( 1-s) ( 1-.T) (Exp+G) +A+.d1 D.+. (.1.-s) (B+d4D) + ( 1-s) ( 1-T) (d3D) 
1 - ( 1-m) ( 1-s ) ( 1-T) 
* vY 
(1-m) (Exp + G + A + dlD) .+. (.1.-m) (1.-s) (.B + d4D) + d3D 
1 - ( 1-m) ( 1-S ) ( 1-T ) 
m(Exp + G + A + d 1D + (l~s) (B + d 4D)) 
1 - ( 1-m) ( 1-S ) ( 1-T ) 
* * T = TY - B 
s* = b(Exp + G +A+ d1D + (1-s) (B + d 4D)) 
1 - ( 1-m) ( 1-S ) ( 1-T ) 
+ c 
Equilibrium income is affected by changes in E:Xp and G , the 
exogenous variables, or injections into the circular flow in the 
Keynesian sense. The income multiplier for changes in Exp or 
G is 
(1-m) 
1 - ( 1-m) ( 1-s) ( 1--r ) 
that is the smaller the marginal propensities to save import and 
tax (the withdrawals from the system) the greater the effect of 
exogenous· changes on equilibrium income. In addition the 
4.10 
equilibrium value of income is dependent on B ; a larger B 
is associated with lower tax flow or withdrawals at each level 
of income and hence a higher level of equilibrium income. 
Similar interpretations can be given for all the equilibrium 
levels of the real variables. 
4.4.4. Time_ path of the endogenous variables (Model I) 
Of particular interest is the deviation of the variables from 
their steady states especially when considering the stability of 
the system (see below). 
system may be written as 
Dy = 
where y = 




















y(l-m) 1-y\r (1-m) a 
We need the following theorem for our analysis 
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THEOREM 1 
If A is non-singular and has distinct roots there exists 
an orth~gonal P (matrix of its eigenvectors) such that 
PA'P-l = 
where A is the di~gonal matrix of the (distinct) roots'of A 
(Bellman - (1970}). 
We may write Dy = Ay as 
D(Py) = PAP-l (Py} 
.". D (Py) = A (Py) 
. Py (t) = [ eAl t ... O ~ 
• • A.4 t 
O • • • • • • e _ 
• y (t) = -1 p 
[
A. t J e 1 .. 
: •• A.1.+t 
.•... e 




We can therefore express 
the time paths of the variables in terms of their initial values. 
(See also Appendix A for further clarification). 
4.4.5. Estimation Pr:ocedures ·(Model I) 
As expounded in chapter 3 parameters of linear models of the 
form 
Dy ( t) - A ( e) y ( t) + B ( e) z ( t) + u ( t) 
4.12 
can be estimated by methods of Full Informa~lihood 
(F.I.M.L.). Because the model is not defin~d~ erms .of 
measurable quantities it is necessary to integ.rate it over the 
observation period; for example, in the case of a flow variable 




is measurable as the flow of income over a period of one time 
interval (1 year or l quarter as the case may be) whereas the rate 
of flow at time t , Y(t) is clearly not measurable. In addition, 
of course, stock variables which are observable will have to be 










l:_(l + L) 
2 
MSt (trapezium rule) 
LSt = 
Therefore inventory level S(t) which is observable must be 
transformed to so 
t 
= MSt. to be compatible with the above trans-
formation of flow variables. 
Since flow variables are deterrnined in equations of order 1 
in our model (for example Y) double integ.ration will yield a model 
with a moving average error process of order l (see chapter 3). 
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In order to apply F.I.M.L. estimation techniques the variables 
must be prewhitened by the inverse of the moving average process; 
the error term will then be serially uncorrelated. The moving 
average process of order 1 is of the form (see Chapter 3) 
·a(L) = 1 + 0,268L · 
The inverse of this process is thus .(truncated to 4 terms) 
= 
Transformed variables will therefore be of the form 
0 
y (t) where 
* 
= 
y0 (t) equals the observable flow over the observation period o 
in the case of y(t) a flow variable or, My(t) in the case of 
y(t) an observable stock variable. 
The approximate discret~ form of the model is given below 
!:. = (1-L) M = ~(l+L) 
1. b.Co a8MY0 + a8MT0 -·0,785 o.d rP- 0,785 a.A + a.Mc0 = 0 1 
2. .6.Ko 0 0,785 0 yMKO 0 - yvMY - .rd2D + = 
3. .6.Yo :\MCo :\t.K0 :\MG0 :\MExp 0 >.MYO /.Mirnp 0 0 - - - - + + - µbMC 
- vbll.K0 - µbMG 0 - l.lbMExp0 - 0 1 785\,IC + µMSO = 0 
4. Mimp0 - mMC0 - m.6.l<o - w1Go ... mMEx~0 - o,785 d Do = 0 3 
4.14 
5. MTo - ~MYO + 0.,785 B - 0 7 785 d 4o
0
. = 0 
6. AS0 - MY0 - Mimp0 + MC0 + AKO + MExp0 + Mc0 = 0 
Estimation by the program RESIMUL (Appendix C) requires the 
model to be written in the form 
{I - ~A} tiy A Ly - BMz = 0 
We obtain this form by repl~cing My by {~LI + L)·y for those 
endogenous variables determined in first order equations 
'(Wymer 197 5) • For example, in the system 'above the substitution 
will be carried out for the endogeno~s variables c , K and Y 
but not for I and T • 
We obtain the following {presentation as in Wymer (1975)) 
= 0 













































X = ACO ·1 Ll 
AKO x2 = 
x = AYO 3 . 
0 x4 = M Imp 
0 x = MT 
5 0 
x6 = AS 




0 . x9 = LK 
x = LSo 
10 
Parameters 
e = a 1 
e2 = 1-s 
6 = Y 3 
64 = \) 
05 = .A 
66 = )J 
0 = b 
7 
e8 = in 










r2 = 61610 
f3 = c26162 
f4 = e102 
r5 = 61613 
f6 = cl+c263 
f'7 = c26394 
fa = e3e4 
f 9 = e3el4 
f10= cl+c265 
f'11= c2e5+c2°667 








4. 4. 6. Parameter· E·stimates (Mode:l· I) 
Estimates of the a. were obtained using the computer 
J. 
program TRANSF andRESIMUL available on the UNIVAC 1106 
computer, and written by C.R. Wymer of the London School of 
Economics. (TRANSF is used to produce a data matrix on disc 
' for input to RESIMUL which uses Full-Information Maximum Like-
lihood estimation procedures to calculate the e~. Appendix A). 
l. 
The FIML estimates are found by a Newton-Raphson iterative 
procedure with arbitrary initial values of the paramete~s (see 
Appendix A). Convergence is assumed and tp.e iterative pro-
cedure stopped when the maximum proportional change in the para-
meters is less than some fixed quantity e usually set at O,Ol 
or o,oo~or when the proportional change in the log likelihood 
function is less than lo-6 • 
Using a criterion of e = 0,01 the following parameter 
values were obtained. 
Parameter Estimate t-statistic 
(1 l,41675 7, 49 
1-s 0,76832 63, 74 
y 0,,12141 3,, 16 
v 3,77644 l0,65 
A ·1,90363 3,42 
ti 0,.31759 2,,47 
b 0,80751 4,37 
m o,, 23922 45,12 
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Parameter Estimates t-statistic 
A 450.28096 7,17 
'[ 0,08433 9,20 
c -425,38138 2,77 
B 92.30049 1 58 
' 
dl -184, 2,8963 2,s2 
d2 -2400,63215 2,23 
d3' -164,03813 2,53 
d4 -65,,55342 1,18 
The 5% significance level of a one-sided t-statistic with 30 
degrees of freedom is l,70 
However, these parameter estimates gave rise to the following 
error message; 
"Pivot 16 of the matrix being invented was diagonal element 14 
whose value= 0,8667 x 10-7 ." 
This infers that the inversion of the Hessian matrix calculated 
in the Newton-Raphson iterative procedure has given rise to 
small pivots. As Wymer (1975) states ••• 
"It is emphasised that a· set of estimates should not be accepted 
as maximum likelihood estimates if this message appears in the 
last few iterations of the e~timation procedure." 
Parameter 14 was thus replaced by its value at this last 
iteration namely -2400~63 .. 
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The following estimates were then obtained, 
Table 4.1 for a criterion of E = O,Ol and 
Table 4.2 · for a criterion of c: = 0,001 (with no error 
Messages in both cases). 
Published work on FlML estimation {Sheen (1976), Jonson (1977) 
Wymer (1974) has been confined to models with variables in log 
form and thus with small variances. The variables in this model 
exhibited large variances and convergence was slow and involved 
large fluctuations in the parameter values (see below) . The work 
on log models, (see 4.5) yielded parameter estimates which con-
verged monotonically with small parameter f·luctuations. 
Table 4 .1 ( €. = 0, 01) Table 4.2 (e. = 0,001) 
Estimates t value Estimates t value 
a 1,25643 6,97 1.14644 6,29 
1-s 0,71121 62,80 0,71291 60,19 
y 0,10549 4 ,32 0,08624 3,75 
" 4,00495 12,52 4,27234 9,43 A 1,87029 3,50 2,08493 4,oo 
µ 0,25946 1,99 0,02188 0,16 
b 0,85827 3,68 4,73384 0,18 
'm 0,23981 45,75 0,24110 45,70 
't 0,08478 9,34 0.08604 9,50 
A 451,72095 7,08 455,71556 6,88 
c -375 ,30259 2,48 -361,92171 1,85 
B 92,02591 1,58 102,85480 1,78 
dl -183,22315 2,61· -174,04301 2,46 
d3 ..:156,56246 2,61 -155,80495 2,57 
d4 -58,80168 1,16 .,..43,52036 0,87 
Using a criterion of e = 0,01 thirteen out of fifteen para-
meters were significant at the 5% level. At £ = 0,001 twelve 
paramet.ers were significant. 
4.19 
4 . 4 • ., • Interpr·etatto·n·"·o·f the· ·p·a·r·ame't:e·r· estimates (Model I) 
('!'able 4· .-2) 
The speed of adjustment coef'f icient for. the consumption. 
equation indicates that actual consumption adjusts to desired 
consumption with a mean time lag of t~n .months. 
The values of (l-s), the marginal propensity to consume and 
·A the level of autonomous consumption are realistic .. They infer 
.that any 1 rand increase in disposable income results in an 
increase in desired consumption of approximately 71 cents, and 
that consumption which is quite independent of income amounts to 
455 million rand. 
~. 
•The value of a1 indicates that during the period 1960-1962 
desired consumption was 174 million rand lower than one would 
expect given disposable income and fixed autonomous consumption. 
The value of y l:.ndicates a long mean time lag of desired. 
to actual capital stock of 12 years. 
output ratio is esti~ated as 4 1 27 • 
The desired capital to 
The value of d 2 is ind-
icative of the sharp fall in desired capital stock in the post 
Sharpeville period; a shortfall of some 2400 million rand below 
that e_x.pectedJ given the capital output ratio and the i~come ·,flow. 
The value of A indicates that the mean time lag in adjust-
ment ft,om output to sales is about 6 months. 
~ has a similar interpretation but the non-significant 
t-statistic of and o indicate that the entrepreneurs are 




Let Oy(t) = Ay + f (t,y) · 
where A is a real constant matrix with the characteristic 
roe.ts all having negative real parts. If f is real and 
continuous for sµiall !YI and t > O ; and if 
f (t,y) 
!YI 
tends to zero uniformly in t as 1 !YI tends to zero, then 
the identically zer.o solution is asymtotically stable~ 
f (t,y) usually occurs as the residual in a Taylor series 
expansion of non-linear expressions, see for example Wymer U974) · 
As shown above . ( 4 . 4:. 4 • l) , however, the model can be writ ten as 
Dy= Ay and hence the question of uniform convergence of f (y,t) 
does not arise, with 
y = c-c* 
* s-s 
An asymptotically stable solution of the form y(t) = 0 will 









as t tends to infinity, if A has eigenvalues with negative 
real parts (see Appendix A for a note on the solution of differ-
ential equations of the form Dy = Ay) . 
The characteristic roots of A are the roots of 
= 0 
where 
a 1 . = a+ y + 1 - yXv(l-m) - µbyv 
a 2 = a y + y 1 + a 1 { 1 - ( 1-m) ( 1-s ) ( 1-T ) } 
-aylv(l-m) + ~{l-ab(l-s) (l-T) - yv{l-m) - abyv} 
a
3 
= ay).{l - (1-m) {1-s) {1-T}} 
+ ~[y+a{l-(1-m) (l-s) {1--r) }-ayb(l-s) {l-T)-ayv (1-m)] 
= ~a y { 1 - ( l-:-m) ( 1-s) ( 1-"C ) } 
Necessary and sufficient conditions for the roots of the above 
equation to have negative real parts are given by the Routh-
Hurwitz conditions {Samuelson (1947)). Before we state the 
theorem we construct the following square matrix. · For any given 
polynomial of the nth degree with coefficients ai ; i=O,l, •.• ,n 
list ~he odd coefficients in a row, treating all coefficients 
. ---- --~--------
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Therefore . . 
61 = 2,69873 > 0 
62 = 1,82471 > 0 
63 = 0,18365 > 0 
64 = 0,00109 > 0 
The system therefore has an asymptotically stable solution. 
4.5 MODEL II - PARTIAL. EQUILIBRIUM (LOG-LINEAR FORM) 
The stimulus for constructing a log-linear model stems 
from two factors. 
Firstly, the estimation of the linear system of differ-
ential equations raises one important theoretical point. Con-
sider1 for example the consumption function which makes desired 
consumption flow a linear function of disposable income. This 
infers that the desired income elasticity of consumption~ 
roaches unity for large disposable income, an unrealistic ass-
~ption (see chapter 2). A more realistic aggregative assumption 
is that the disposable income elasticity of consumption is constant 
(~ 1). Expressing desired or optimal flows in terms of constant 
elasticity variables requires for estimation purposes that the 
model be expressed in terms of log-linear variables. 
Secondly, a log-linear system of the South African mone-
tary sector has been developed by Hurwitz and Kantor (1977). The 
development of a real sector log-linear system would then allow 
the integration of the two models to form a model representing 
the functioning of the economy as a whole. 
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4.5.l A Note on Elast~city 
For simplicity we consider the case of one independent 
variable. Given y = f (x) the elasticity of y with respect 
to x is usually thought of as the ratio of the percentage 
change in y to the percentage change in x (sometimes called 
the arc elasticity of y with respect to x) 
OR e: yx = % !::. y 
% /J. x 
= .6. y x 
!::. x y 
Given that f is continuous we may take the limit as AX tends 
to zero and obtain what is known as the point elasticity of y 
with respect to x . 





d . (ln y) 
d (ln x) 
If y = xa; a, a ·constant, then the elasticity of y with 
respect to x is a • 
Proof. 
If y 
then ln y = a ln y 
= d ln y 
d ln x 
= a 
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4.5.2. .§J?ecification of the Log'""'.Linear Model 
The model consists of 5 behavioural equations and 3 
identities 
1. D Log c = Y1 (Log c Log C) + u1 
c = C (D Y) B 1 0 s 
2. D Log I = y
2
(Log I - Log I) + u2 
I = I eB 2 (D Log Y) - 83 (r - D Log P) 
0 
3. D Log Exp = Y3(Log Exp - Log Exp) + U3 
P B 
Exp = Expo eAt ( E:~) 4 
4. D Log Imp = y
4
(Log Imp - Log Imp) + u 4 
PI S 
Imp = Imp (~) 5 Gex 
0 p 





(l - Imp (~) 5 ) Gex -o p Y. -
y - T 
Gex C + I + Exp + G 
DS Y + Imp - C - I - Exp -· G 
u. ;i=l, ..•. ,5 
1 
are disturbance terms. 











C = real consumption. 
I = real investment. 
Exp = real exports. 
Imp = real imports. 






~eal disposable income. 
real gross expendit~~e 












real personal taxes minus real transfers. 
real government expenditure. 
wholesale price index. 
import price index. 
export price index. 
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r - short term interest rate (Treasury Bill rate). 
This m9del is in many ways analogous to the model presented in. 
part l. The economic interpretation will therefore be brief. 
* Note that in this chapter 0 Y. . is used to denote disposable incane,. s 
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4.5.3. Interpretati·on· ·o·f the Equations· · (Mod'e'l 'I'I) 
The consumption function expresses the·idea that desired 
consumption is related to disposable income with constant 
elasticity sl (see previous note). Any discrepancy between 
the log of the ratio, desired to actual consumption is as·sumed 
to cause proportional change in consumption with a mean time lag 
1 of (Similar interpretations of the are possibl~ 
Y1 
for all the equations). As in the previous model we may write 
the solution to the consumption function as follows :-
co 
that is Log C is dependent on income at all previous points of 
time, with less weight being attached to income in the more remote 
past. 
The log of desired investment is assumed to be explained 
by changes in income (modified accelerator theory) and by changes 
in the real rate of interest. The latter represents the opport-
unity cost of investment, or the cost of finance if expenditure 
on capital stock is out of borrowed funds. We would expect, a 
priori, the sign of e3 to be positive-..indicating that invest-
ment expenditure is inversely proportional to finance charges. 
Accelerating real income is assumed to cause increases in invest-
ment expenditure as firms adjust for expected increased sales. 
Th.is specification did not in fact turn out to be eni;.irely satis-
factory because of a f luctuatin~ value of s2 . Using income 
flows and not changes in flows of income provided satisfactory 
results. 
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It was possible to consider the export equation from two 
different view points; either as dependent on desired world 
demand or desired local supply. Considering it from the point 
of view of supply we would firstly expect suppliers to adjust 
output depending on the level of world economic activity (or 
demand). This level is proxied by an exponential time trend. 
Secondly, as South Africa is a price taker on commodity markets 
and these comprise a large proportion ·of exports, supply to for-
.eign markets would be dependent on the ratio of prices paid for 
exports on foreign markets, to local prices. 
' The components consumption, investment and export, along 
with government expenditure which is taken as exogeneous to the 
system make up aggregate demand. This demand has to be met by 
local production, imports or inventory change. The proportions 
of demand met by domestic production or imports will be deter-
mined by their relative prices. The constraint that desired out-
put and imports equals the sum of the components of aggregate 
demand is incorporated into the model. 
Desired imports are taken to be a function, therefore of 
relative prices (ratio of import prices to local prices) and total 
expenditure. By our constraints the demand for domestic prod-
uction is taken as being residually determined through the demand 
for imports. 
Changes in stock will equal actual supply minus actual demand. 
The system is completed by defining disposable income as 
income net of tax and gross expenditure as the sum of the compo-
nents of realized demand. 
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4. 5. 4. The Steady State· Solut·to·n· "(Model II) 
Knowledge of the stability of t~e system is important because 
an unstab.le system could imply a structural defect in the model 
and anyway would seriously effect its usefulness in forecasting 
government policy analysis. 





Dy(t) = F(y(t),z(t), a) + u(t) 
{Wymer · tl976l l 
is a vector of endogen~us .. , variables. 
is a vector of exogenous.. variables. 
is a vector of white noise. 
is the vector of model parameters to be 
(4.5.4.l) 
estimated. 
The steady state of the system is determined by assuming that 
all exogenous.: variables exhibit constant exponential growth, 
that is z(t) = z1 Ct) .. 
• 
zj_ (t) is replaced 
. 
z (t) p 
in (4.S.4.1) by A.t 
zi(t) * 
. ]. 
for each i = zi e ' 
*· z. a constant. 
]. 
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If a steady state exists the system will have a particular 
solution 
yi(t) = Yi * 
epit 
I for all i 
where pi = g ( ). ' a > i 
Yi = G (z* I A I a ) i 
We therefore write the steady state paths of the exogenous 




G(t) = G* e 
pGt 
P(t) = P* 
ePpt 
p t 




Pimp(t) ..... Pimp * e Imp 
with for example PG being the steady state growth rate bf 
government expenditure. 
These steady state solutions are substituted into the system 
and by equating coefficients we may obtain steady state expon-
ential growth rates for the endogenous.-· variables. Note, however, 
that as some equations are not in log form they have to be suit-
ably log-liriearised by using Taylor Series expansions about their 
sample means. 
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The relevant expansions are :-
log(l-x) log(l-exp log.x) _ (log x - log x)exp log x 
l - exp log x 
log(x±y) = log(exp log x ±exp logy) + exp log x(log x - log x) 
exp log x + exp log y 
± exp log Y (log y - log y) 
exp log x + exp log y 
where bars denote sample means. 
We obtain the following growth rates 
Subscripts refer to the variable in question. 
Pc = e1 Po y 
s 
PI - 62 Py + 63 Pp 
PExp - "1 + f3 4 Pp - '34 Pp Exp 
Pimp = 13 5 p -Pimp l3 5 Pp + PG,ex 
Py - PG ex - kl 65 Pp + kl 85 Pp 
Imp 
P . e . 
ii-exp 
p 8 
kl - exp log Imp0 (~) 5 log Imp (~) 
5} p 0 p } 
Po y = k2· Py k3 PT 
s -1 
k2 = exp log y {exp log y + exp log T} 
k3 = exp log T {exp log y + exp log T}-1 
PG ex - k4 Pc + ks PG + k6 PExp + k7 Pro··~ ~ ., 
'--" 
-1 
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. ·--· - -1 
Letting k = {exp log C + exp log G + exp log Exp+ exp log Imp} 
------
k4 ;:: k exp log c 
ks = k exp log G 
k6 ;:: k exp log Exp 
k, = k exp log Imp 
Our conclusions are what we might have expected. For example the 
growth of consumption expenditure is dependent on the growth of 
disposable income: the growth of imports is qependent positively 
on the growth of expenditure and has a negative correlation to the 
difference between the growth of foreign and local prices (8 5 < O). 
4. 5. 5 Estimation Procedures {Model II} 
The procedures discussed in {4.4.3) are relevant to this 
section and presentation of the appropriate discrete model will be 
identical. Estimation did, however, require the log-linearization 
of the income equation. Log-linearizations have been found to be 
unsatisfactory (Hurwitz (1977)) producing large estimation error -
thus the identities were excluded for estimation purposes. 
The implication is that the Gex and DsY are exogenous 
estimation purposes but en~ogenous to the complete model. 




( ~m} ) 
in the income equation is given below. 
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The approximate discrete model is given below: -
' 0 
l. A log C + ·yl M log Co - ylel M log D
6
Y:° - yl log C
0 
2. ~ log I 0 + Y2 M log I0 - Y2B2 M log t' + Y2e3 Mr0 
0 0 - 0 3. A log Exp + y3 M log Exp - y3>.1 (t-t) -y3a4 M log PExp 
+y364 M log pO - Y3 log Expo 
0 0 0 4. A log Imp + Y4 log Imp - y 4f35 M log l?Imp 






x log' x - + ioc.:rc1-x> 
1-x 
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Writing the above in the fprm 
('I - ~} Ay · - ALy ... BMz = 0 
as before for RESIMUL we obtain 





D log Co 
D log r0 
D log Exp0 
0 D log Imp 
D log Yo 
Predetermined 
0 log C 
0 log I 
0 log Exp 
0 log Imp 
0 log Y 
Exogenous 
0 log D Y s 
log Gex0 
t - t 
0 log P 
0 
log PI mp 
0 
Log PEx. p 
0 
r 




0 A log C 
0 A log I 
0 
6. log Exp 
0 
6. log Imp 
A log Y 0 
0 
M log C 
0 M log I 
0 M log Exp 
0 M log Irnp 
0 M log y 
M log D Yo 
s 
M log G:ex0 
0,785(t-t) 





M log PExiP 
M r 0 
0 6. log P 
c1 = 1,0 




c4 = -0,58 
Variables for 
Resimul· 
x11= Mlog D5 Y 
0 x12= M log Gex 
x13= 0,785(t-t} 
0 
x14= Mlog P 
0 
x15= M log p Imp 
0 
x16= M log P Exp 
0 
X17= Mr 
0 x18= 6. log P 
x19= 0,785 
Parameters 
61 = Y1 
62 ::; Y2 
63 = Y3 
64 = Y4 
65 = Y5 
66 = Bl 
67 = 132 
68 = 133 
69 = 134 





























4.5.6 Parameter Estimates· '(Mode·l.'II) 
Estimates were obtained using the programs TRANSF and 
RESIMUL as explained previously. The model was estimated 
using quarterly data for the period 1960 - 1974 and all variables 
at constant 1970 prices. 
The convergence criterion used was e: = 0,001 . The parameter 
estimates converged monotonically in a very small number of 
iterations with no error message being printed. 
The estimates were :-
Parameter Estimate t-statistic 
yl 0,30976 2,03 
Y2 0,20693 2,25 
Y3 2,63639 3, 47. 
Y4 0,38733 2,95 
Y5 0,63080 3,31 
61 0,95580 15,94 
62 .1,56024 11,06 
83 7,01158 2,04 
B4 0,69879 7,20 
65 -0,48057 1,89 
), 0,00968 23,64 
log c -0,04963 0,10 
0 








The 5% (one-sided) significance point of the t-statistic 
with 60 degrees of freedom is 1,67 
4.38 
4. 5. 1. Interpretation of the Pa·rameter Estimates ·(Model II) 
All of the eleven parameters estimated were significant at 
· the 5% ·.level and three of the four estimated constants. 
The signs of all the yi (speed of adjustment parameters) 
were positive as required. The value of y1 = 0,3 implies 
that the mean time lag for the adjustment of desired to actual 
log of consumption is approximately 10 months. Alternatively, 
the interpretation could be that a 1% increase in the log of 
desired over actual consumption will increase the rate of increase 
of consumption by approximately 0,3% per quarter; to 
have similar interpretations. The large value of y
3 
is inter-
esting as it suggests that the supply of exports takes only one 
month on average (mean time lag) to reach the desired supply 
levels. A similar conclusion for the behaviour of exports was 
drawn by Hurwitz (1977). 
The sign of s1 , to ·s5 were as expected. It is of 
interest that the relative price elasticity of desired supply of 
export was (0,69) , slightly higher in absolute value to the 
relative price elasticity of demand for imports (-0,48) • This 
infers that importers are· less sensitive to price increases of 
imported goods than exporters are to price increases of exportable 
goods. The value of A (0,009) implies that the real demand for 
South African export goods has stagnated over the time period 
under consideration, that is 1960 - 1974 • 
. '/'•"'·- ' 
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Comparison of the parameter estimates obtained for the 
two models is difficult because of their widely differing 
specifications. However, in the case where a comparison might 
be possible, notably in the consumption equation it is part-
icularly encouraging to see that both m~dels predict a sp~ed of 
adjustment from desired to actual consumption of about 10 months. 
4.5.8. The Stability Analysis (Model II) 
The stability analysis was carried out using the computer 
progr:azn CONTINEST written by C.R. Wymer of the London School 
of Ec;:onomics and edited for use on the University of Cape Town's 
Univac 1106 Computer by the author. 
Given the approximate discrete model CONTINEST evaluates the 
reduced form; for a first order system we have 
+ 
yt , zt have the normal interpretations. 
The eigenvalues of the matrix A are then evaluated. According 
to our theorem (Perron) the system will be asymtotically stable 
if Bzt converges uniformly with respect to t , and A has 
negative eigenvalues. 
The eigenvalues of A were computed by CONTINEST and are 
given .below:-
1 - 0,31059 
2 .,.. 0,20647 
3 - 2,63565 
4 - 0,38772 
5 - 0,63214 
(All imaginary parts zero). 
4.40 
. The implication is, therefore, that under the assumption 
that Bzt converges uniformly, the model is asymptotically 
stable. The assumption of uniform convergence for Bz . t is 
not very satisfactory; in order to avoid this complication, 
however, one would have to construct a completely endogenized 
model. 
4. 6 Concl.usions - I'ncorpoYatinq mo·netary effects 
The performance under estimation ·Of model II was highly 
encouraging as all the parameter estimates of economic sign-
ificance were realistic and significant. Sensitive as South 
Africa is to the political climate it does, however, peem 
necessary that one incorporate expectations in the form of 
Dummy variables, especially in.the case of the Investment 
equation, to obtain a completely realistic picture of the economy. 
Standing on its own a real sector model of this nature has only 
limited value if the intention is to analyse the effect of govern-
ment policy and price changes as no feedback mechanisms in money 
markets have been endogenized, - in other words ·the approach has 
been essentially Nee-Keynesian. By so doing we have isnored 
the Monetarist - Neo Keynesian debate which centres on the 
importance (or insignif.icance) of money on economic activity. 
In the next chapter we discuss this debate and analyse a model· 
which considers the role of money as a determinant of national 
income. 
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4 .·7 The Direction of Further Rese.arch 
.As' has been repeatedly stressed the logical step . from this 
point is the incorporation of this log-linear real sector model 
with the monetary model of Hurwitz a Kanta~ (1977) , thereby 
endogenizing the effects of money. Parameter estimation on 
such a model will begin shortly and it is to be hoped that such 
a model will be of value both from the point of view of giving 
further insight into the structure of the economy and providing 
accurate forecasts. 
C H A P T E R F I V E 
MONETARISM VERSUS NEO-KEYNESIANISM 
THE SOUTH AFRICAN CASE 
S.l INTRODUCTION 
5.1 
In the current controversy over the relative importance 
of fiscal and monetary measures in stabilization policy two 
conflicting schools of thought have evolved. The first group, 
known as Neo-Keynesians* believe that £ isca.l and monetary in-
struments are useful, but that.the fiscal policy is the more 
potent tool of the two. The theory they propose is built on 
that developed in the General Theory of J.M. Keynes (1936) 
and later refined by J .. Hicks (1937). 
The second group de-emphasise the role of fiscal policy 
and regard monetary policy as the all important tool for economic 
regulation. 
This debate has probably attracted more attention from a 
theoretical point of view than any other in s.tabilization policy 
analysis - the central theme of macro-economics. It might be 
stressed though that this chapter does not attempt to break any 
new theoretical ground. The stress is put on giving a 
*Nee-Keynesian theory for the purpose of this study is taken as the. most 
prevelant line of thought amongst British economists who base their ideas 
on the General Theory. It therefore differs to some extent from the more 
sophisticated portfolio - risk theory of Tobin. 
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\ 
straightforward mathematical exposition of the economic theory, 
and in this way it is hoped that a reader unfamiliar with 
economics may grasp the essence of this argument without any 
considerable difficulty. 
A mathematical treatment of the Keynesian and Monetarist 
views is presented first with a note on the mechanism of the 
causal influence of money on economic activity. 
• 
With this 
theory as a background, measures of economic activity, fiscal, 
and monetary actions are selected and used to test the relative 
strength of fiscal and monetary actionson economic activity, 
using South African data. Therefore in addition,this study 
will give us some indication of the importance of monetary 
effectsin a real sector analysis of the South African economy. 
5.2 THE TWO VIEWPOINTS - AN IS-LM ANALYSIS 
It should be pointed out from the beginning that most 
monetarists would consider an !S-LM interpretation of their 
views to be an oversimplification. They would argue that the 
IS-LM curves were not independent, with increases in_money being 
reflected in shifts of both IS and LM curves due to the close 
relationship between money and demand. In addition,contem-
porary monetary theorists, following the work of Brunner and 
Meltzer (1974) would argue a sophisticated relative price -
stock flow approach to the transmission mechanism. (see below). 
For the purposes of this work, however, it provides the most 
useful paradigm from which to compare the two opposing views. 
5.3 
The analysis f.ollows that of Hicks ( 1937) but has beeh ex-
tended to include.the government sector. 
s.2.1 
5.2.2 
We consider the following macro-economic mode.l: 
REAL SECTOR 
s = f (Y) j as > 0 ay 
T f (Y) j aT > ·O = "fl' 
I = ' a I f(1 0 )j V io < 0 
s + T = Go + I 
ENDOGENOUS VARIABLES 
S - Savings 
T .... Tax receipts 
Y - National income 
I - Investment expenditure 
MONETARY SECTOR 
MD1 = f (Y) • aMD1> 1 aY 0 
MD2 = f ( i )• (}MD2< 0 o • ai 
0 




MD1 = transactions demand 
for money 













= interest rate 
M
50 







We' have assumed therefore 
(i) Savings and Tax are positively sloped functions of 
income, i.e. higher levels of income will be assoc-
iated with higher levels of savings and taxes. 
(ii) Investment expenditure is a negatively sloped function 
of interest rates. High rates of interest are assoc-
iated with high opportunity costs of investment (and 
high finance charges) and Investment is assumed to be 
a positive function of the difference between the real 
rate of return on capital and real interest rates. 
Therefore any upward shift of int~rest rates will re-
sult in lower Investment flow. 
(iii) Equilibrium is attained in the goods market where in-
vestments and goverrun,ent expenditure (injections to 
the circular flow of income) equal savings plus taxes 
(withdrawals from the circular flow of income). In 
the monetary sector equilibrium is attained where the 
demand and supply of money are equal. 
(iv) Transactions demand for money is a positively sloped 
fupction of income because higher income (economic 
activity) will be associated with a higher demand for 
money for transaction purposes. 
(v) The speculative demand for money is a negatively sloped 
function of the interest rate because high rates of 
interest will make bond holding relatively more 
attractive than holding speculative money balances. 
5.2.3 THE IS CURVE 
This is a plot of interest rate versus income for the 
goods market. 
At equilibrium we have from 5.2.1 
S(!) + ~(i) - I(i0 ) • G0 = 0 
(where Y is equilibrium income) • 
Differentiating with respect to io we obtain 











The economic explanation is that a decrease in the interest rate 
will result in an increase in Investment; in order to maintain 
the goods market identity income must rise, making savings and 
tax rise until 
I + G = S + T 0 
i 
y 
Figure 5.1 The IS Curve 
5.2.4 THE LM CURVE 
This is a plot of interest rate versus income for the 
money market. 
At equilibrium we have 
MD 1 (Y) + MD2 ( i 0 ) = M9 
0 
Differentiating with respect to i
0 
we obtain 
0MD1 • oY + 0MD2 = O 







oMD i (> O) 
()y 
!I > a10 0 
5.6 
The economic explanation is that increasing interest rates make 
money holding less attractive in comparison to bond holding. 
In order to make up the shortfall of money, income must increase 
the transactions component of monetary demand and make 




Figure 5.f The LM Curve 
y 
5.7 
Equilibrium il'l the goods and monetary markets is obtained 
by bringing the two analyses together, the interest rate will 
be ~ndogenised and equilibrium will be attained at the inter-
section of the IS and LM curve. (See Figure 5.3) 
i Figure 5.3 Equilibrium at 
the intersection 
of the IS and 
LM Curves 
We now look at the effect on equilibrium income through 
variation in the exogenous variables G
0
, Ms • 
0 
5.2.S THE EFFECT OF FISCAL MEASURES 
An exogenous increase in G
0 
will disturb equilibrium in the 
goods market; income must rise at each level of interest to regain 
equilibrium, i.e. the IS Curve will shift to the right. 







Figure 5.4 Outward Shift of the IS Curve 
5.8 
5.2.6 THE EFFECT OF MONETARY POLICY 
Consider now an expansion of the monetary supply - at any 
set rate of interest arid income level there now exists excess 
money. Equilibrium will be retained at any fixed interest 
rate by an increase in income, thereby increasing the trans-
action d·emand for money and making money demanded equal money 
supply.· Therefore an increase in money produces an outward 
shift in the LM curve. Equilibrium income will rise and equi-




Figure 5.5 Outward Shift 
of the LM 
Curve 
5.3 *A MATHEMATICAL TREATMENT OF THE EFFECT OF FISCAL AND 
MONETARY MEASURES ON EQUILIBRIUM INCOME 
To quantify these effects exactly it is necessary to carry 
out a comparative static analysis. we make use of the implicit 
function theorem, Chiang (1974) for two endogenous variables, 
that is 
Given the system 
*Throughout this section we make use of the convention 
ay 
~ = y • ox x 
if 
F1 (y1 ,y2; X1 ,x2, ... ,xm) 
F 2 (y1 ,y2; X1 ,X2 I ••• ,xm) 
s. 9 . 
(5.3.1) 
(a)· ·the functions P 1 and P 2 have continuous partial de-




(b) at a point (Y101Y20; X10, ••• ,xm
0




then there ex.ists an m dimensional neighbourhood of 
(x10, ... ,xm
0
), N, in which Y1 and y2 are implicit 
functions of xi , ••. ,xm. 
Iri addition these functions satisfy (5.3.1). for every m-
tuple (x1, •.. ,xm) in the neighbourhood N - thereby 
giving (5.3.1) the status of a set of identities in the 
neighbourhood N. 
our system is at equilibrium ((5.2.1) and (5.2.2)) when 
S (Y) + T(Y) - I (i) - G = 0 . 0 
(S.3.2) 
MD1 (Y) + MD2(i). - Ms = 0 
0 
rewrite this system• as 
F1 (Y,i; Go,Ms ) = S (Y) + T(Y) - I (i) - G = 0 
0 
0 
F2 (Y,i; Go,Ms } = MD1 (Y) + MD2(i) - M = 0 
0 so 
This system satisfies the implicit function theorem becausa 
(i) we may assume P1 and P2 have continuous· deriva-
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tives with respect to the variables in the model, 
since all the functions appearing in the model have 
been assumed to have continuous derivatives. 
(ii) The endogenous variable Jacobian evaluated at the 
equilibrium equals 
IJI 
()pl 3F 1 
Sy + Ty Ii = ay ar- = -
oF 2 aF 2 MD MD2i F rr- iY 
= (Sy+Ty) (MD2i)+ IiMD1y 
( > 0) (< 0) (< O) (> 0) 
< 0 
i.e. at equilibrium !JI ~ o. 
The implicit functions 
y = y (Go ,Ms .> 
0 
i = i (Go,Ms ) 
0 
therefore hold; in addition we may take (5.3.1) to be a pair 
of identities in a neighbourhood of the equilibrium and write 




F2' (Y,I; Go,Ms ) 
0 
= S(Y) + T(Y) - I(i) - G - 0 
0 
= MD1 (Y) + MD2 (i) - M - 0 . so 
We may tperef ore compute the following partial derivatives 
(Spiegel (1963) p 107) 
aY" oF 1' ()Fl' 





(J evaluated at y Ii) 
' : . ., . 
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MD2-:-= l. (5.3.3} 
MD2'T' (Sy + T.:_} 0 
J. y 
~~ > 0 ? 
ClY. ()Fi• ()p2• 
aw- = ~ 
Sb Ms ar 0 
·. a:r2' air 21 
·mr- -so ar 
IJI 
I-:- < 0 
J. (5.3.4) = (S- + T-) MD2-:- + It1D1y < 0 1 y y 
> 0 
5.4 THE NED-KEYNESIAN AND MONETARIST VIEWS OF THE EFFECT-
IVENESS OF FISCAL AND MONETARY POLICY 
Neo-Keynesians argue that Investment expenditure is rela-· 
tively interest inelastic but that the speculative demand for 
money is interest elastic. 
In contrast the monetarists argue that investment is in-
terest elastic but that the speculative demand for money is 








> I7 = Z1t 
' l. 
so ~~ · NEO-KEYNESIANS > a'Y 
o oGO 
similarly it can be shown that 
MONETARISTS 
ay · ay 
~ MONETARISTS > ~ NEO-KEYNESIAN$ 
so so 
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For the case of fiscal policy, therefore, Neo-Keynesians 
argue a greater effect on income than Monetarists. Conversely 
for monetary policy, Monetarists argue a greater effect on 
income than Neo~Keynesians. 
The relative influence of fiscal and monetary policy is 
according to the analysis, dependent on the relative magnitudes 
of Ii and MD2i. 
5. ].3 
DIAGRAMATICALLY 
Fiscal Policy Monetary Policy 
i IS' i 
c:: 
Iii 
LM' ...... VJ 
I' (lJ LM c:: 




y Y' y Y' 





T' ,... Iii .... 
i (lJ i c:: 
I' 0 ~ 
y Y' y Y' y 
We have, therefore, considered the major theoretical 
differencesbetween the two schools of thought. These will in 
turn produce a divergence of policy emphasis regarding the im-
plementation of stabilization policy. 
For Monetarists, money is all important and primary irn-
portance should be allocated to monetary policy. Neo-
Keynesians argue the u~efulness of fiscal policy and de~ 
emphasise the importance of money to some extent. 
5.5 A NOTE ON THE TRANSMISSION MECHANISM 
The transmission mechanism or monetary transmission mech-
anism is the manner in which changes in money bring about 
5.14 
changes in income and prices through indire'Ct effects in the 
goods market. 
In the Nee-Keynesian framework ·an increase in money creates 
an imbalance in portfolios of .financial assets because of ex-
cess cash. This cash is thus used to buy low risk liquid 
assets such as short term government stock, or corporate stock 
and equilibrium is regained via interest rate effects on 
Investment and thus income. 
The crux of their theory is the fact that they focus 
attention on the interest rates of a range of assets that are 
highly liquid - this infers that in portf oiio changes there is 
easily substitutability between money and these assets. This 
forces up the price of these assets and yields, and thus in-
terest rates drop. The high price of stock brings forth new 
issues of stock and finance becomes available for investment 
purposes at low cost. Income is then expanded via the multi-
plier. 
The monetarists argue that a rate o.f return can be imputed 
to all physical assets by equating the present value of the 
subjective flows of utility from these assets to their cost. 
Demand for these asset$ will be a function of the cost and oppor-
tunity cost of these purchases. Increasing the money supply 
will cause a downward shift in the yield of financial assets -
opportunity costs of purchase of physical assets will drop and 
the level of aggregate demand will be affected directly. 
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5.6 MEASURES OF ECONOMIC ACTIVITYJ FISCAL AND MONETARY 
1 ~ 
ACTIONS 
(i} ECONOMIC ACTIVITY 
As a proxy for economic ac~ivity we use gross domestic 
product (G.D.P.) at current prices. G.D.P. comprises 
total spending of private, P'l;lblic and foreign sectors 
on services and locally produced goods. 
(ii) MONETARY ACTIONS 
The stock of .money is taken to be a strategic variable 
in both the Nee-Keynesian and Monetarist schools. It 
is narrowly defined (M 1 ) as the private and public 
sector's holding of demand deposits with the Reserve 
Bank, Commercial Banks, National Finance Corporation, 
Discount Houses and Merchant Banks, plus cash (notes 
and coins). .The wider definition of money (M2} in-
eludes M1 plus time deposits (short and medium term) 
with the above institutions. 
The Monetarists have recently given particular attention 
to the variable money base (MB) where 
MB = R + NDA 
R = Reserves of the central bank (including gold) 
NDA = Net Domestic Assets 
Money base is assumed to be related to the money supply by 
a money multiplier (Brunner and Meltzer (1968)) which i.t-
self is assumed to be a function of interest rates, re-
serve requirements and economic activity. 
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The importance of the money base is not, ho,.iever, given 
prominence in the Nee-Keynesian theory of income 
determination so in order to maintain generality 
money stock defined as M2 was used as the indicator 
of monetary action. 
(iii) FISCAL ACTIONS 
In this study the influence of fiscal actions on 
economic activity is measured by Government Spending (G). 
G is assumed to be financed by tax receipts or public 
borrowing if no simultaneous expansion of M2 occurs. 
Financing of G by monetary expansion will result in an 
accompanying increase of M2• 
5.7 *SPECIFICATION OF THE MODEL 
To measure the relative strengths of fiscal and monetary 
actions the empirical relationship between Y, G and M2 was 
established by the use of multiple regression. Since all time 
series have strong trends, and therefore, to avoid spurious 
correlations it was, from a theoretical aspect, considered more 
meaningful to examine the relationship between changes in Y 
and changes in G and M2. The equation to be estimated was, 
therefore, of the form: 
for· some n, where l'iGt = Gt - Gt-i 
l'iM2t = M2t - M2t-i 
* Due to Andersen and Jordan (1968) 
(5.7.1) 
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It is worth noting that the single equation (i.e. reduced 
form) model (5.7.1) used to test the relative strengths of 
fiscal and monetary policy has received some criticism - in 
particular from economists who argue the endogeneity of the 
money supply. Real Sector Models in structural form which in-
corporate the money supply as an endogenous variable have been 
developed by Sassanpour and Sheen (1976) and P.O. Jonson (1977). 
With reference to the Andersen and Jordan specification Ando 
and Modigliani in J.L. Stein (1976) comment that: "For a system 
as complex as the U.S. economy the St. Louis reduced form is a very un-
reliable method of estimating the true response path of nominal income to 
changes in monetary or fiscal aggregates," and with reference to the 
money supply: " .......... the likelihood that at least at times during 
the period, the variable directly controlled by the monetary authorities 
was unborrowed or free reserves, or interest rates, •••••••• (money) being 
then an endogenous variable." As a further problem they cite 
"The presence of correlation between the policy variables included in the 
reduced form regression and other policy and exogenous variables which 
effect nominal income, but are omitted in the reduced form." 
In conclusion we might comment that this model cannot 
attempt to isolate the direct and indirect economic mechanisms 
by which fiscal and moµetary action affect economic activity. 
However, it is able to measure the total response of economic 
activity to policy measures and this response will necessarily 
include all direct and indirect effects. 
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5.8 THE EMPIRICAL ANALYSIS 
The method of Almon lags (see Appendix A) was used to es-
timate the lag structure of the relationship. The data used 
was seasonally adjusted quarterly data £or the years 1960-1974. 
We expect 8Y to be positively related to 8M2 and 8G 
(at least initially), the magnitude of the coefficient indica-
ting the strength of the relationship in an obvious way. 8G 
is often, however, considered to affect Y negatively after 
some time interval because of the financial "crowding out" of 
the private sector. "Government expenditure financed from debt markets 
'in competition with the private sector can possibly crowd out of the market 
an equal (or conceivably even greater) volume than would have financed 
private expenditure." (Andersen and Jordan (1968)). 
5.8.1 ESTIMATION PROCEDURES 
Two distinct assumptions were made about the distribution 
of the S's. We assume firstly that the S's can be approx-
imated by a polynomial of degree 3 and no prior restrictions 
are placed on the distribution of the S's. In the second 
scheme we approximated the distribution of the S's by a poly-
nomial of degree 3 but· assume that the value of the 13 para-
· meter of t.he last lagged variable, plus one equals zero. The 
assumption is that, a priori we expect that there is no influence 
on the change in y through the independent variables after the 
specified time period, and hence any attempt to pick one up will 
produce spurious parameter estimates because of extraneous 
correlations. 
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Three different specifications were tried with an n of 
3, 5 and 7. In each case a polynomial of degree 3 was used 
to estimate the coefficients. 
5.8.2 INTERPRETATION OF THE PARAMETER ESTIMATES(TABLE 5.1) 
It is seen immediately that in general the total response 
of b.Y to b.M2, i.e. SUM 1 is larger and more significant than 
the total response of b.Y to b.G, i.e. SUM 2. The exception 
is when the lag distribution is taken up to seven quarters when 
SUM 1 becomes smaller than SUM 2. However, it seems that this 
is due to extraneous correlations picked up by the independent 
variables, because the sign of b.M2 becomes negative which is 
inconsistent with any theory. The R2 , although not satis-
factory, are considered adequate when first differences rather 
than levels are used in the regressions. It is noted that the 
t-statistic for the coefficient relating to the response of b.Y 
at time t to b.M2 at time t is significant in each case and 
in some cases at time t-1. After that coefficients become 
smaller and lose significance. In the case of the coefficient. 
relating the response b.Y. to b.G at time t, it is always positive 
but never significant. . From time t-1 _and onwards it becomes 
negative in almost all cases. This is consistent with the 
theory of "crowding out" where the initial response of b.Y . to 
an increase in b.G is positive, but then negative effects on 
private consumption expenditure cause this effect to tail off 
even to the point of causing a decrease in Y. 
T A B L E 5.1 
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5.9 A SIMULATION STUDY 
In order to clarify the implications of some of these re-
sults a simulation study was constructed whereby the effect of 
alternative government actions on income could be seen. 
alternative actions are considered. 
Three 
(i) The rate of government spending is increased by one 
million rand and is financed by either borrowing from 
the public or increasing taxes. 
(ii) The money stock is increased by one million rand with 
no adjustments to government expenditure. 
(iii) The rate of government spending is increased by one 
million rand for one and a half years and is financed 
by increasing the mon:ey stock by an equal amount. 
(This simulation analysis is due to Andersen and Jordan 
(1968) - apparently suggested by Milton Friedman!) 
Consider the constrained equation with a lag structure up 
to t-5. This equation exhibits an adequate R2 and the 
best t-statisticsin the set of regressions. 
The impact on income of the first two actions may be measured 
by using the sums of the regression coefficients (SUM 1 and 
Sum 2). A million rand increase in the rate of government 
spending would, after six quarters, result in an increase of 
R270 thousand in Y. By comparison, an increase in money of 
one million rand would raise income by R700 thousand. The 
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results of the last action are presented in Table 5.2 below. 
The rate (over 18 months) of government expenditure is in-
·creased by one million in the first quarter and held at that 
level for six quarters, e.g. if it were 20 million per quarter 
it now becomes 20,167 million per quarter. This requires an 
increase in money of 0,167 million in each quarter. Govern-
ment expenditure is then reduced by one million so that we can 
consider the effects of financing the original increase in 
Government expenditure by increasing the money stock, otherwise 
money· stock would have to continue to grow at the above rate. 
According to Table 5.2 Y rises by R700 thousand, this increase 
resulting entirely from monetary expansion. 
5.10 CONCLUSIONS 
This study has indicated that the Nee-Keynesian view in 
which fiscal measures are proposed as the controlling force for 
stabilization policy is ill-founded, and that over the period 
1960-1974 monetary expansion had a larger impact on Y than 
fiscal measures of the same magnitude. This would support the 
monetarist view that much greater emphasis be placed on monetary 
measures in the conduct·of stabilization policy. 
These conclusions must, however, be seen in the light of 
the specification of the model which firstly, is strictly mone-
tarist, assuming as it does the exogeneity of money and, 
secondly, is of a reduced form type (see the criti_cism by Ando 
and Modigliani above). It therefore does not, in the opinion 
of this author, necessarily detract from the use of Keynesian 
TABLE 5.2 
INCREASE IN GOVERNMENT EXPENDITURE REQUIRED INCREASE IN MONEY 
-
QUARTER CHANGE IN EXP. IMPACT EFFECT CUMULATIVE CHANGE IN IMPACT CUMULATIVE 
ON Y EFFECT ON Y MONEY STOCK EFFECT EFFECT ON Y 
ON y 
., 
1 1000 820 820 167 72 72 
2 0 30 850 167 102 174 
3 0 -270 580 167 110 284 
4 0 -258 322 167 112 396 
5 0 -98 224 167 113 509 
6 0 40 264 167 116 625 
7 -1000 -820 -556 0 44 669 
8 0 -30 -586 0 14 683 
9 o. 270 -316 0 6 689 
10 0 258 -58 0 4 693 
11 0 98 40 0 3 696 
12 0 -40 0 0 0 696 
( 
TOTAL RESPONSE OF Y 
IMPACT CUNULATIVE 



















models in real sector analysis. Although it is essential to 
recognise the importance of money in real sector analysis, it 
is felt that this is best done by endogenizing the money supply 
(or money base). The "spillover" effects of money on domestic 
expenditure may then be determined by the excess demand for 
real balances (see for example Sheen (1976)). We may there .. 
fore reaffirm the conclusions of Chapter 4 which stress that 
the development of a realistic model of the whole economy must 
involve endogenizing the monetary sector. 
A P P E N D I X A 
STATISTICAL AND MATHEMATICAL THEORY 
INTRODUCTION 
Al. 
In this Appendix an account is given of the statis-
tical and mathematical theory that is pertinent to this 
work. We first present a review of the Multiple Linear 
Regression Model, its assumptions and associated summary 
statistics. This leads on to a discussion of the problems 
associated with violations of these assumptions - in 
particular a detailed development of the problem of multi-
collinearity is given , a topic that has received very 
~ittle attention in basic econometric textbooks to date. 
A discussion of parameter estimation in simultaneous 
systems by the method of Full Information Maximum Likeli-
hood (with reference to the Newton Raphson iterative 
procedure) is then given. Finally we include a note on the 
stability criteria of certain differential equation systems 
that are particularly relevant to this work. 
A.l THE LINEAR REGRESSION MODEL 
We assume Y is linearly related to p explanatory 
variables X:uX3 , ••.• ,Xp and an error term u . If we have 
a sample of n observations on Y and X2 ,X3 , ••• ,XP we may 
write (t subscript refers to time) 
(t = l, ... ,n). 
The Bi i = l, •.. ,p are constant regression coefficients. 
This system may be rewritten as 
Y = Xl3 + u 






The following assumptions are made:. 
A2. 
Un 
(1) u is distributed as a real, normal, random variable 
with 
E(u) =a E (uu') = In an (n x n) 
identity matrix 
(2) u is independent of the explanatory variables, or 
E(X'u) = 0 
This is equivalent to the assumption that X is non 
stochastic. 
(3) X has rank p < n • 
i.e. The columns of X must not be collinear. 
(4) We assume that the X are free of measurement errors. 
(5) The relationship is correctly specified, i.e. all the 
important regressors have been included explicitly 
in the model, which has a correct mathematical form. 
"' "' If we define e = Y - Y where Y is some 
(nXl) 
estimate of Y 
.... .... 
i.e. Y = f3X I then minimization Of e'e 
yields 
" 6 = (X'X)- 1 X'Y • 
This is the least squares estimate of S • It can be 






" E. (6) = $ 
52 = e'e 
n - P 
= cr2 .• 
" 
A3. 
We have that !3i t'Y N (Si' dilg cr 2 (X'X)"" 1 ) , i = 2, ••• ,p. 
To test the hypothesis 
we use the t-statistic = 
di.ag s 2 (X'x)- 1 
l. 
This has a t-distribution with (n - p) degrees of 
freedom. 
The proportion of variation in Y explained by the X is 
given by the multiple coefficient of determination - R2 • 
n 
l CYt ... Y'> 2 
R2 = explained sum of squares = _t_=_1 ____ ~-----
total sum of squares n 
l 
t=1 
" 1 f3 Ix 'Y - -n 
= 
Y'Y 1 - -n 
A4. 
R2 is usually adjusted for degrees of freedom since addi-
tion of explanatory variables always increases R2 but 
their contribution is not necessarily significant. 
2 
Radjusted for p 
degrees of freedom 
= R2 = 1 - E + n - 1 • R2 • 
n - p n - p 
VIOLATION OF THE ASSUMPTIONS 
Ai2 THE PROBLEM OF AUTOCORRELATION 
If E (uu') = 0 2 0 
and Q =I= I we have violated assumption (l} and 
autocorrelation is present in the model. 
A.2.1 SOURCES OF AUTOCORRELATION 
(i) Mis-specification .of the mathematical model - If 
for example we consider a linear relationship 
between Y and x when the true relationship is 
log-linear. 
(ii) Deviation of y from its expected value because 
of uncontrollable factors such as political 
uncertainty, during some period. These should be 
adjusted for by dummy variables. 
(iii) Omitted explanatory variables. 
A.2.2 EFFECTS OF AUTOCORRELATION 




(ii) Var(B) = cr 2 (X'X)- 1 X'QX(X'X)- 1 
> 02 (XIX) -1 
cr 2 (X '·X) - i " thus underestimates Var(S) . 
If n is known it can be shown that the unbiased linear 
estimator of S with least variance is 
" 13* = (x•n- 1 x)- 1 x•ny . 
This is known as the Generalized Least Square estimator. 
A.1.2.3 TEST FOR AUTOCORRELATION 
We test that the error process follows som~ auto-
correlation scheme. The simplest scheme is that of the 
first-order autocorrelation process. 
We assume 
Ut = PUt-1 + Et with !Pl < 1 
E(t:E') = 0 £=CJ 
A test for first-order autocorrelation has been given by 
Durbin and Watson (1950, 1951). 
The null-hypothesis p = 0 
against p > 0 
or p < 0 
is tested using the statistic 
n 2 
l (et - et-1> 
d* = t=2 
n 
l et 2 
t=l 
the Durbin-Watson statistic. 
A6. 
d* is then compared with the dL and du values of 
the Durbin-Watson tables (with n - p degrees of freedom) . 
(1) For the test Ho p = 0 
against H1 p > 0 
the following applies 
(i) If d* ~ du we accept Ho . 
(ii) If d* < dL we accept H1 . 
(iii) If dL < d* < du the test is inconclusive. 
(2) For the test Ho p = 0 
H1 p < 0 
(i) If 4 - d* ~. d We accept Ho . 
(ii) If 4 - d* < d we accept H1 
(iii) If dL < 4-d* < du the test is inconclusive. 
A.2.4 THE CASE OF A LAGGED ENDOGENOUS VARIABLE 
In Chapter 2 we were led to consider an equation of 
the form 
The assumption of full independence between the explana-
tory variables and the error term is untenable. Clearly 
Impt-l is dependent on ut-l and hence on ut_ 2 etc. -
in fact on all prior disturbances Ut-11 Ut-21•••, ut-n. 
"' As a consequence the O.L.S. estimation S is biased: 
E(S) =a - .?..@. + O(n- 2 ) I 
n 
but consistent. (Johnston (1963)) 
If the ut are related by a first order scheme as 
discussed above it can be shown (Johnston (1963)) that 
plim S - 8 = 
It can also be shown (Johnston (1963)) that the Durbin-
Watson statistic is biased towards 2 in the above 
situation. 
A large-sample test for serial correlation when 
lagged dependent variables are present as independent 










we compute h = p /i -: var cs;i 
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where Var(S 1 ) is the estimate of the sample variance of 
" 81 , the coefficient of the lagged dependent variable in 
the regression. 
Durbin showed that for (n > 50) 
h ~ N(O,l) • 
We would therefore reject H0 p = O at the 5% level. 
if I h I > i. 64 • 
A.2.5 ADJUSTMENT FOR AUTOCORRELATION 
If first order autocorrelation is detected, the 
following iterative procedure may be used to obtain least 
AB. 
square estimates. 
For purpose of explanation consider the model 
with 
artd E (e) = 0 
We have 
Yt - pYt-1 = f3 0 (1 - P) + f3 1 (Xt - PXt-d + et • 
Denoting estimates of f3 0 , f3 1 and p by ~ 0 , ~ 1 and 
" p , the sum of squares of the error is given by 
n 
I " f3 0 ( l " p) 
t=i 
The direct minimization of the above is impossible because 
it leads to non-linear equations and so linear expressions 
for and 
A 
p cannot be obtained (Johnston (1963)). 
The Cochrane~Orcutt iterative procedure (Cochrane-
Orcutt (1949)) is used to circumvent this problem. 
Starting with an arbitrary value of p say p' the sum 
of squares is minimized with respect to the parameters 
" " A A "' Bo and f31 to obtain Bo' and B 1 I Then keeping f3 0 . 
s1 "' A and fixed at f3 0 I and B 1 I the sums of squares are 
"' A minimized with respect to p obtaining a new value p II • 
Keeping this fixed in turn minimize once again, with 
A 
respect to Bo and Bi obtaining So" " and B 1 11 This 
iterative procedure is continued until successive values 
differ by some fixed amount. 
The AUTO package on the UNIVAC 1106 at U.C.T. 
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provides for the use of the Cochrane-Orcutt iterative 
method and was used to adjust for autocorrelation when it 
was found to be present. 
A.3 THE PROBLEM OF MULTICOLLINEARITY 
One of the basic assumptions of the linear model 
(see above) is that the data matrix X (n x p) has 
rank p i.e. that no linear dependence exists between the 
explanatory variables (otherwise X'X would be singular). 
A less extreme but still very serious case arises when the 
assumption is only just satisfied, that is when some or 
. all of the explanatory variables are highly but not 
perfectly collinear, i.e. the prediction vectors are non-
orthogonal but not dependent. This is of course an 
extremely common phenomenon with economic variables, for 
example in the prediction of imports, imports lagged one 
and gross domestic expenditure are highly correlated. 
Two methods have recently been proposed for the solution 
of such problems of multicollinearity - these are 
discussed below. 
A.3.1 THE RIDGE SOLUTION 
Hoerl and Kennard (1970) have proposed a method to 
deal with non-orthogonal problems which can actually 
decrease the mean square error of estimation. 
Consider the standard model 
Y = XS + e where X is (n x p) ; with rank p < n 
and S is (p x l) 
E(e) = 0 
(A. 3 .1.1) 
'l'he ordinary least square estimator is (Johnston (1963)) 
,... 
S = (X'X)- 1 X'Y where X and Y may be expressed 
in standardized form i.e. by subtracting sample means 
and dividing by sample standard deviations. X'X will 
then be the correlation matrix. 
This estimator minimizes the sums of squares of the 
residuals 
¢ ( s) = (Y "."" XS) I (Y - XS) 
We consider here the case where X'X is somewhat 
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different from a unit matrix (violation of assumption (3)) 
so that the X vectors are non-orthogonal. 
To demonstrate the effects of this condition let 
L 1 = distance from S to S 
. (L l ) 2 = ( 13 - 6) I ( 13 - 6) • 
Denote the ranked eigenvalues (largest to smallest) of 
x I x by A i ; i = l , • • • I p • 
It can then be shown (Hoerl and Kennard (1970)) that 
Var(L1 2 ) 
Lower bounds for the above are respec-
tively so an X'X matrix possessing one or more small 
eigenvalues will tend to yield large Li . 
All. 
Hoerl and Kennard (1970) suggested that to control the 
inflation of variance and general instability associated 
with the least square stimates one might use 
"' B* = (X'X + kI)- 1 X' Y ; k a constant scalar~ O • 
They note that the family of estimate given for k ~ 0 
bear many mathematical similarities to the portrayal of 
quadratic response functions. For this reason they label 
estimation procedures built around @* as "ridge re-
gression". ~* is the ridge e$timator. 
We note that !* = (xix(Ip + k(X'X)- 1 ))-
1
x 1 y 
= (Ip + k(X'X)- 1 )- 1 (X'X)- 1 X'Y 
" = ZS 
where Z = (Ip + k(X'X)- 1 )- 1 • 
"' Consider now the mean square error of 13* defined as 
Er<s* -13)'<e* ... s>J. 
"' Note: The mean square error of an estimator a of a 
= E[(a - a)'(a - a)] 
= E[(& E(a))'(a - E(a)) + E (E(a) - a)'(E(a) - a)] 
+ 0 
=Var a + (Bias ~) 2 
E[ (B* - 13)' CS* 13)] 
,.. ,.. 
= E[ CS - S) 'Z 'Z (S - S) + (ZS - 13) '(Zl3 - 13)] 
= C1 2 Trace (X'X)- 1 Z'Z + S' (Z - I)' (Z - I)j3 
= a2 [Trace (xix + kI)~ 1 - k T~ace (X'X + kI)- 2 ] 
+ k 2 13'(X'X + kI)S 
P J.i = a 2 I + k 2 8' (X'X + kI) 
i=1(J.i + k)2 
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The term y 1 (k) can be shown (Hoerl and Kennard (1970)) 
to be the sum of the variances (total variance) of the 
ridge estimates. The second element ·y 2 (k) is the 
square distance from Z8 to 8 (see above). It will be 
zero when k = O since Z is then equal to I • Thus 
y 2 (k) can be considered to be the square of a bias 
A ~ 
introduced when 6* is used rather than 8 • 
The figure below shows the relationship between the 
variances, the squared bias and the parameter k • 
Mean Square Error Function 
Squared 
~ 














Sum of Variance 
Figure Al 
It is seen that the total variance decreases as k 
increases while the squared bias increases with increasing 
k • As is indicated by the dotted line which is 
E [ L1 2 (k) ] = y 1 (k) + y 2 (k) I 
. Al3. 
the possibility exists that there are values of k for 
A 
which the mean square error is less for 8* than it is 
for B • This possibility is supported by the mathe-
matical properties of y 1 (k) and y 2 (k) . The function 
Y1 (k) is a monotonic decreasing function of k while 
y 2 (k) is monotonic increasing (Ho~rl and Kennard (1970)). 
However, the.most significant feature is the value of the 
derivative of each function in the neighbourhood of the 
origin. These derivatives are: 
dy 1 
p 
1 lim dk = -2cr
2 l ;... 
k-ro+ i=l l. 
and lim lli = 0 dk . k+o+ 
(Hoerl and Kennard (1970)) 
Thus, y 1 (k) has a negative derivative which approaches 
-2pcr 2 as k -+ o+ for an orthogonal X'X and approaches 
-= as X'X becomes ill-conditioned and Ap + O . 
However as k + o+ we see that y ~ (k) is flat at 
the origin. These properties lead to the conclusion that 
it is possible to move to k > O , take a little bias and 
substantially reduce the variance, thereby improving the 
mean square error of estimation and prediction. 
Hoerl and Kennard (.1970) state that based on their 
experience the following can be used to select a single 
value of k and thus give rise to a "best" S* . 
(1) At a certain value of k the system will stabilize 
and have the general characteristics of an orthogonal 
system. 
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(2) Coefficients with apparently incorrect signs at k = o 
will have changed to have the proper sign • . 
(3) The residual sum of squares will not have been 
inflated to an unreasonable value i.e. R2 will 
still be reasonable. 
It should be noted, however, that even in the case of an 
orthogonal system increasing k stabilises the system 
and drives all coefficients to zero since 
" (XI x + kI) - 1 x I y l f3* = --+ X'Y -+ 0 (X'X = I) k (k + l) 
In the case of X'X * I we obtain 
A 
(X'X + kI)- 1 X 'Y ~ 1 e = k X'Y -+ 0 . k 
Use o.f large k will thus necessarily tend to swamp 
any meaningful results. It is therefore often difficult 
to disentangle the opposing effec~s of swamping toward 
zero and stabilisation. Further conunent is made in 
relation to these ideas in Chapter 2, when the above 
methods are applied to the equation in hand. 
A problem of great importance, which has not been 
examined in the literature, is the reliability of the 
ridge estimates. Hoerl and Kennard's method of taking k 
at which the ridge traces become stable is reasonable but 
subject to the criticism above. * It was thought that it 
might be more reasonable to simply compare total variance 
y 1 (k) with R2 , and trade off decreasing variance with 
decreasing R2 * It was shown, however, that the two 
* Refer to "A Consumption Expenditure Model for Ten Selected Com-




·methods produce basically equivalent results when 
cognizance is taken of the fact that almost all coefficient 
stabilization takes place in the range k = 0.0 to 0.3 • 
THE CHARACTERISTIC Roar SOLUTION 
Consider again the model (A.3.1.1) • 
Let Z = (Y;X) and S = (Y'Y 
X'Y 
y.· 'X) = z I z 
X'X 
i.e. S is the matrix of correlations between dependent 
and independent variables. 
j = 0,1, .•. ,p be the eigenvalues of S. 
Let yj j = 0,1, ... ,p be the corresponding eigenvec-
tors of s . 
If 
yj = y 0 j Define yOj = 
y 1 j 
. . 
YpJ 
Let r = (yo , Yi , ••• , Y p) • 
A = diag (A 0 , A 1 , ••• , A:p) 
r•sr =A 
y l j 
y 2. j 
• . . 
YpJ 
or ).· J = y •I J . SYj j = 0,1, .•• p 
n p 
= l (Yi Yoj + l xir y rj ) 2 • 
i=-1 r=l 
any A· J = 0 then, 
p 
(Yi yo j + l Xir Y rj) = 0 . 
r=l 
Denoting " y .. as 
l. J the ith component of the 
,.. 
obtained from obtain y. A· = 0 we may J J 
predictor 
p 
l Xir Yrj 
r=l 
(Yoj * O) (A. 3. 2. 1) 
That is, an exact linear dependence exists between the 
columns of Z and we have a perfect predictor for the 
vector Y . 
p 
then \' x. y . = 0 L. ir rJ 
r=l 
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and an exact linear dependence exists amongst the columns 
of X which implies multicollinearity. For a predictor 




(Yi· - y .. ) 2 1J 
=~ 
yoj 
(Gunst, Webster and Mason (1974)). 
" Normally none of the predictor vectors Yj will by itself 
be a good predictor. We therefore consider linear com-





y = l aj Yoj yj where l a· Yoj = 1 . 0 . J j=O J= 
Now " -y 0 j- 1 0 Yj = Xyj 
p 
" 0 So y = -x I a·y. = XS . o· J J J= 
p 
8 = - l a.y. 0 (the characteristic root 
j=O J J predictor vector) . 
" " The residual sum of squares = (Y - Y) I (Y - Y) 
= r a· 2 A · . 











'l~he Least Squares and Mo<lif ied Least Squares Estimators 
If in the residual sum of squares above the aj are 
chosen to minimize the sums of squares we must arrive at 
the ordinary least.squares predictor. 
p 
l aj 21.j 
j=iO 
We wish to minimise 
p 
subject to l ajYo j = 1 . 
j=O 
The Lagrange function L is thus ( 2µ 0 being the 
Lagrange multiplier) 
p p 
L = l aj 2 Aj - 2µ 0 ( l Yoj a· - 1) 
j=O j=O J 
aL 2a·A· - 2µ oY o j 0 - = = aaj J J 
. 
aj = 
lloYoj .. A.! 
J 
p p Yo j l-lo Yo j 
We know l Yo j aj = 1 so l = 1 
j=O j=O Aj 
. l-lo 1 .. = ~ 
l yo j. 2 /l.j 
j=O 
p 
The ·residual sum Of squares = l 
j=O 
a· 21. · J ) 
-2 
p 
y .21. CL Ygj2) = l !! J A ).· j=O J . 
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The Least Squares Estimator 
" 
I'\ p 
B = B = - l a.y. 0 
j=O J J 
-1 
p 
~Y·'(I Yoj'/Aj) = - l (A. 3. 2. 1) . 
j=O Aj J j=O 
Of crucial importance when discussing near 
singulari~ies of S is whether these singularities con-
tain information about the underlying model y = xe + e 
i.e. whether these singularities are predictive or non-
predictive. or, in other words, whether the singularity 
is caused by high correlation between Y and some X 
variable or between the X variables themselves. 
Geometrically, one obtains a clearer picture. 
Consider the n data points (Yi, X1 i, ••• , Xip) i 
i = 1, ... ,n as n points in p + 1 dimensional Euclidean 
space defined by mutually orthogonal axes (Y, X1 , ••• , Xp). 
The characteristic vectors of S define a set of mutually 
orthogonal axes ( Z 0 , Z 1 , ••• , Zp) • The y j are norma-
lized and the elements (y 0 j, Yij' ••• , Ypj) represent 
the cosine of the angles between z and (Y, Xi , ••• , XP) • 
The characteristic root corresponding to a particular 
y. measures the spread of the n data points in the 
J 
direction defined by Yj since 
2 
n 
( y·i Yoj 
p 
Yrj) A· = l + l Xir J 1=1 r=l 
i.e. the squared projections of the n data points 
on y j 
A sma1·1 value of A.j indicates that there is little 
variation in the Zj direction and that singularity 
exists in S • 
We clearly want to preserve high correlation bonds 
between Y a~d X variables as these lead to good 
prediction {a predictive singularity). If however 
y 0 j is near zero {cos e a. o ~ e :!:!;; 90° e the angle 
between z. 
J 
and Y) , z. 
J 
is nearly orthogonal to the 
Y axis and the singularity is non-predictive. If both 
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y 0 j and A.· J are small the y. . J reveals a non-predictive 
near singularity i.e. the singularity is in the X'X.,; 
matrix. The least squares estimator (A.3.2.1) is a linear 
combination of all p + 1 characteristic vectors including 
characteristic vectors corresponding to non-predictive 
near-singularities. The modified least squares estimator 
which follows (A.3.2.2) utilises only linear combinations 
not having both and small. In this way the 
estimates are adjusted for the effect of non-predictive 
near singularities. 
Suppose y 0 , ••• , Yq-l correspond to non-predictive near 
singularities i.e. A q-1 and Yoo1 •.• , Yoq-1 
are close to zero. The least squares estimator {A.3.2.1) 
can be adjusted by setting a 0 = a 1 = ••• = aq-1 = 0 . 
This yields an error sum of squares 
1 = .,..·"""p ____ _ 





and the modified least sguares estimator 
" 
,, p 




(A. 3. 2. 2) • 
The astimatcrs (A.J,2.l) and (A.3,2.2) are often very 
d~fferent; firstly beoause ~j close to zero result in 
unreliable estimates 8 with large variance, and 
secondly the a· J corresponding to characteristic vectors 
revealing non-predictive near singularities are often 
large relative to the remaining aj . When this occurs 
" the terms aj y 0 j (j = o, ... ,q-1) can dominate S • 
Removing these dominating terms will yield more accurate 
estimates of the true vector 8 • 
A.3.3 CONCLUSIONS AND COMPARISONS OF THE APPLICABILITY OF RIDGE 
AND CHARACTERISTIC Roor REGRESSION 
Unfortunately with modified least square estimation 
a1.L.S.) the only indication of the reliability of the 
estimate is, as with the ridge procedure, observation of 
the decrease in variance and its trade-off with the · 
decrease in R2 • 
Gunst, Webster and Mason (1976) have noted that 
theoretical comparison of M.L.S. with other methods is very 
difficult since the distributional properties of the M.L.S. 
estimates are unknown due to the complicated multivariate 
random variables involved. 
If A0 < A1 < ... < Ap are the eigenvalues of the 
S matrix they state that by analogy, with principal 
components regression on the latent vectors of X'X , 
that if Yo is the eigenvector Corresponding to a near 
predictive singularity i.e. A. 0 and Yoo are close to 
0 , the sums of variance of the M.L.S. estimate is given 
approximately by: 
a2 ! * i=l 
They also derive the formula 1; 2 (.r Yoj 2 />-j) 
J =l 
- 1 
where i:; 2 is a constant for the 
residual sum of squares for the modified least squares 
estimates, where A. o and yo 0 correspond to the. eigen-
value and eigenvector revealing a non-predictive near 
singularity. (Note.that the residual sum of squares for 
O.L.S. is given by 
1;
2 (.r Yoj 2 /Aj) 
J =O 
- 1 
In order to make a comparison between ridge and 
M. L. S. estimation a simulation study* was made of data 
A21. 
(constructed so that it was highly collinear with respect 
to the X's) published by Gunst, Webster and Mason (1974) 
where the augmented correlation matrix (S) had the 
following ranked eigen-value, y component eigenvector 
spectrum for a model of the form 
6 
Y = l Bixi 
i=l 
* Using a program written by the author - see Appendix c. 
A22. 
j 0 l 2 3 4 5 6 
Aj 0,001 0,0287 0 I 3115 o,9178 1,1150 2,1816 2,444 
Yoj 0,0339 0, 6987 I 0,0388 o,0388 0,3406 0,6006. 0,1653 
The following table sumarizes the results. 
Sums of 
Variance 
True 2,0000 1,0000 0,3000 -2,0000 3,0000 10,0000 Values 
O.L.S. 
estimates 
'-6,0378 -8,4720 -10,1435 -11,7271 4,0967 9,4056 0 21037,6 
M.L.S. 







1,19124 -0,8043 -0,0054 -1.3218 3,9026 9,4318 0
229,47 
-o 
1, 79653 -0,7431 0,2041 -1,2925 3,6026 7,6117 cr 219,62 
1, 68041 -o ,6991 0,3217 -1,2818 3,3309 6,9501 0
212 ,92 
With ridge regression it is seen that almost all 
significant change is taken up with an initial k of 0,1 
and the stabilisation of the coefficient is often in a 
direction away from that of the true coefficient. Therefore, 
although it is obviously very beneficial in cases of multi-
collinearity, larger k than say 0,3 should only be 
used with due realization of the possible swamping effect. 
Comparison between M.L.S. and ridge regression 
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coefficients suggest that both are reasonable methods, 
with little to choose between M.L.s. and ridge with 
sensible k • It seems that the shape of the data space 
might have a significant effect on their relative merits 
but this has not been investigated. With the regressions 
performed below it turned out that M.L.S. was never 
applicable using the criteria of Gunst and Mason -
rejecting ).. 
J and Yo j in the estimator when they are 
less than o,os and 0,1 respectively. In the equati.on 
describing labour (Chapter 2) the use of the method and 
its effect using various rejection criteria is demon-
strated. 
It should be noted that in the simulation under con-
sideration the data portrayed marked singularity in the 
X'X matrix with a determinant of the order of 10- 6 
&.." 
The effects of introducing. k were thus remarkable and it 
was clear that there was dramatic improvement in the 
coefficients. Stabilization was easy to detect, in fact 
c 
picking a reasonable k that was guaranteed to improve 
our estimates was not difficult. In general, however, 
the cases that are dealt with in Chapter 2 and warranted 
adjustment exhibited much "less singular" matrices and 
therefore to disentangle the positive effects of 
increasing k from its swamping effect was more 
difficult. 
It seems though that whenever multicollinearity was 
present some small k will always yield an estimate With 
smaller mean square error than O.L.S. (we have an 
................. 
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analytical proof of this since the mean square error 
decreases initially); the optimum value of k is 
extremely dependent however on the singularity of our 
data. 
A,4 THE LAG STRUCTURE SCHEME OF ALMON 
As discussed above, economic theory often suggests 
that the influence of an explanatory variable is spread 
over several time periods. For example, consumption at 
time t was considered to be dependent on disposable 
income at time t, t-1, t-2 etc. We therefore postulate 
a scheme of type 
We assume that the S· 's can be approximated by a function 
l. . 
f (z) i.e. f (z) ~ Sz as below. 
Figure A2 
0 1 2 s-1 s z 
f (z) may be approximated by a polynomial of degree r 
clearly when r = s the fit is exact. 
+ . . • + (A.4.1) 
One of the advantages of the Almon scheme is that it 
saves degrees of freedom. For example, if r = 2 and 





:!!: f (O) a: a 0 
13 1 a: f (l) a: a 0 + a 1 + a 2 (A. 4. 2) 
. 
13 5 ~ f (5) ~ a 0 + Sa 1 + 25a 2 
Substitution in our original expression yields 
Yt =al (Xt + Xt-1 + ... + Xt-s> 
+ a2(Xt-l + 2Xt-2 + ••. + 5Xt-s> (A.4.3) 
+ a3 (Xt-1 + 4Xt-2 + ••• + 25Xt-s> + Ut . 
We may regress these sets of transformed variables 
against Y to obtain estimates of a 0 , a 1 and a 2 
which we can substitute back in (A.4.2) to obtain estimates 
of the Si • It is seen that we have in fact saved 3 
degrees of freedom by regressing 3 variables against Y in 
place of the original 6 ·. 
In addition if we assume that the sets of linear 
combinations in (A.4.3) are less collinear than the original 
lagged values of X , the problem of multicollinearity 
will have been reduced. 
The AUTO package (Appendix C) contains routines which 
perform ALMON lag analysis for various r and s • 
ftu5 SIMULTANEOUS ESTIMATION USING FULL INFORMATION MAXIMUM 
LIKELIHOOD METHODS INTRODUCTION 
Of particular interest in econometric analysis is 
the concept of a simultaneous linear system of p 
equations of the form 
Ay + Bx = u (A.5. 1) 
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where y is a (p x l) vector of endogenous variables 
x is a (q x 1) vector of exogenous and predetermined 
variables 
A is a (p x p) matrix of the co~f ficients of the 
endogenous variables 
B is a q x p matrix of the coefficients ·of the 
exogenous and predetermined variables 
u is a (1 x p) vector of disturbances. 
If we have T observations on Y and x we may write (A. 5.1) as 
YA + XB = U 
where Y is a T x P matrix of T observations, of each of 
t.hc p jointly dependent variables and X is a T x q m.:itrix 
of observations of q predetermined variables. U will be 
a T x p matrix of disturbances. 
We assume 
(i) A is non-singular. 
(ii) The rows of U are independently and normally distributed 
with mean zero and non-singular covariance matrix V . 
(iii) The ith endogenous variable in the ith equation is 
assumed to have coefficient 1. 
(iv) Each equation of the system is identified because of a 
priori conditions on A and B . 
*The Full Information Maximum Likelihood Analysis with in-
corporation of a priori restrictions 
Each row of u, Ui; i = 1, ... ,T has density 
1 1 
f (Ui) = exp (--u· v-•ui') 
<27T).~ I vi t 2 l.. 
where IVI denotes the determinant of V • 
Under the assumption 
f (U 1 I u 2 , ••• I UT) = 
of row independence 
T 
n f (Ui) 
i=l 
-TP -T 
= (27T) ,-- I v12 1 T exp -- \' u. V- 1 U.') 2 L l. l. 
i=l 
*This discussion is taken for the most part from Durbin (unpublished) and 
used by Wymer (1975) in his estimation procedures. 
-TP 
= (2rr)_2_ -T I V I 2 exp --~tr U V- 1 U ' 
(where k is a constant) • 
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The Jacobian of the transformation U -+ Y = I A.IT • 
(Anderson (1958)) 
The likelihood function f (Y) is then 
-T 
L = kl VI 2 IA! T exp -!tr (YA + XB) '(YA + XB) v 1 • 
The log likelihood function 
Log L =constant+ T log IAI + ~ T log IV- 1 I (A.5.2) 
1 . 
- -tr (YA + XB) '(YA + XB)V- 1 • 2 
The maximum likelihood estimates are obtained by equating 
the derivatives of Log L with respect to A , B and 
v- 1 to zero.· 
We need the following rules for a square matrix A , 
matrices 8 and y (such that BY is square) and 
symmetric matrices o and E • 
We 
Cl Log ._lhl = (A , ) - 1 
a A 
a tr BX 
as 
a tr B'oSe: 
a 13 
then obtain 
a Log L 
ClA 
= y' 
= 2 oSe: 
= T (A I)• 1 - y I (YA 
a Lo9: L x I (YA + x B) v- 1 ae = 
+ XB)V- 1 (A.5.3) 
(A.5.4) 
a r..og L = kv . av- 1 2 l(YA + x ) I (YA+ XB) 2 
Equating (A 5. 3, 4, 5) to zero we obtain: 
T (A I ) - 1 - y I (YA + XB ) v- 1 = 0 
x I (YA + XB) v- 1 = 0 
TV - (YA + XB) I (YA + XB) = 0 
(A.5. 5) 
(A. 5. 6) 
(A.5.7) 
(A. 5. 8) 
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The fact that a priori restrictions have been imposed 
on A and B (diagonal of 1 's in the A matrix ··and zero 
elements in the A and B matrices) means that it is only 
.. 
the derivatives with respect to unknown elements which are 
equated to zero. In (A.5.6) and (A.S.7) therefore (V 
is unrestricted) it is only functions of the unknown A 
and B elements that are equated to zero. 
Multiplying out (A.5. 8) yiel.ds 
TV - A'Y'(YA + XB) = B'X' (YA+ XB). 
Prernultiplying by (A') - i and post multiplying by V~ 1 
we obtain 
T(A')- 1 - Y' (YA+ XB)v- 1 + (A')- 1 B'X' (YA+ XB)V- 1 
(A.5. 9) 
·(A 5.6) and (A 5.9) imply (A')- 1 B'X.' (YA+ XB)V- 1 = 0 
(A.S .10) 
We now let W denote the matrix [Y : X] and W the 
matrix [-XBA- 1 : X] i.e. with Y replaced by the 
reduced form regression. 
Let c denote the matrix [:] . 
Then (A.S. 7) and (A.S.10) can be written as 
W'WCV 
= ,[(A')- 1 B'X' (YA+ XB)V -i] 
x I (YA + XB) v - 1 
= 0 (A.S.11) 
where as before only elements corresponding to unknown 
elements of C are equated to O . 
A29. 
Let cj denote the ·th J column of c (j = 1,2, •.. ,p). 
The 'th J element of c· J is a priori unity and other 
elements of c· J may be zero. Let mj equal the number of 
unknown elements in c. 
J 
and let the vector of m. 
J 
unknown 
elements be denoted by -8· 
J 
. Let the columns of w 
corresponding to unknown elements of c· J be arranged as a 
matrix Zj'. For example, if the first element 
of c. 
J 
is unknown we make the first column of W equal to 
the first column Of z. We denote the jth column of Y 







of - oj. 
J 
zj will not include Yj . 
Wcj , Yj has a coefficient of unity 
Zj have coefficients equal to the 
W cj 
[Yi·· •Yj • · ·Ypx1 ... xq] A
0
1j 





i.e. We· J = Yj - ZjOj • 
Therefore 
we = [ y 1 - z 1 o 1 , • • • , y P - z P 6 P ] • 
Substituting in (A 5 .11) we obtain 
p 
w• l: (yk - zkok) rvk1, ••• ,vkPJ = o 
k=l 
where vkj is the kjth element of v- 1 • 
(A.S.12) 
To take account of a priori restrictions, we now equate the 
elements of the left-hand side with unknown elements of 
C to zero. 
The j th column of the left-hand side of (A.5 .12) is 
p 
w• I (Yk - zkok)vkj . 
k=l 
(A.S .13) 
--Let Z· . J be the T x mj matrix formed by the columns of W 
corresponding to unknown elements of cj i.e. zj is 
obtained from W by the same process as z. J is obtained 
-from w . Therefore, z. J is the same as zj except that 
all endogenous variables in z. J are replaced by their 
reduced form regression. We wish to set the mj elements 










(A 5.12) is therefore equivalent to 
z. I 
J 




(A ·s .14) may be written as 
z'Gy = z'Gzo (A.5 .15) 
where 
p . 




number of regression coefficients to be e.stimated. 
z = Z1 0 .•..• o z - [~ 1 o ..... 0 0 Z2 Z2 
. li . . . . . . • • zP 0 . . . . . . Zp .. •.• .. 
' G is the pT x pT matrix 
y (p!'Xl) = .. Y1 
Denoting the maximum likelihood estimates of z , G and 
" " " o by .Z , G and o the maximum likelihood estimate of 
" o will be the solution o of 
"""' ,...;... 
Z'GZo = Z'GY 
where V = T- 1 · (YA + XB) ' {YA + XB) • {A.5. 8) 
The iterative solution 
A form of the-N'ewton-Raphson method can now be applied 
to (A.5.15) to obtain an iterative.procedure for solution. 
, .. • 
·' ~. · .. ., 
Assume o (l} is an initial estimate of o • 
Let 8(2} = o(l} +do be a second approximation. 
Our function is of the form 
F(oJ = z'Gzo - z'Gy = o 
= Z'G(Zo - y) 
where G and z are functions of o . 
The Taylor series to two terms is 
F (a c 1 > + do> 
dF(o(l)) 
= F(o(l» + l! . 
A32. 
+ d rz I G). (Zo - y) I ·ca (1)) + Z'G(d(Zo - y))I (o (l}) 
(Z, y are constants). 
z(l)' G(l} are the values of z I G calculated at 0(1)• 
and dZ, dG are the increments in z and G due to the 
change from o(l} to o(l) • Since the elements of 
dZ'G(1}and Z(1)dG are small compared with those of 
we can write 
do = <Z'( 1> Gci> z)-
1 z, 1 > Gci> (y - zo Cl>) 
i.e. o{z) = CZ( 1 > G(l) Z)-
1 
Ztl) G(l) Y 
Inductively, we establish the following general formula for 
the (r + l)th iteration 
o ( r +l) = o ( r) + (Z ( r) G ( r) Z} Z ( r) G ( r) (y - Z o ( r) ) • 
A33. 
A.6 *ASYMPTOTIC SOLUTION PATHS OF DIFFERENTIAL EQUATIONS OF 
THE FORM Dx = Ax ; A A REAL MATRIX. 
We consider for simplicity A a 2 x 2 matrix. 
x is therefore of the form 
The following special cases apply 
Case I - A has real eigenv~lues of opposite signs. Since 
A has distinct eigenvalues we know (Bellman (1970), p. 194) 
that A is diagonalizable. 
i.e. 3 P s.t. 
= [~ 
A. < 0 < µ 
If we change coordinates to y = Px y = (~:) we obtain 
Dy= PDx = PAx = PA(P- 1 y) 
i.e. Dy = By (A. 6 .1) 
(A. 6. 1) has solutions y l (t) = y l (0) exp(At) 
Y2 (t) = Y2 (O) exp(µt) 
.. x (t) = p-' (y i (OJ exp(AtJ) 
y 2 (O) exp(µt) 




= p-•(:xp At 0 
µt) 
Px(O) 
exp ' ., ,. 
* This discussion is taken largely from Hirsch and smale (1974). 
A34. 
A.6.2 PHASE DIAGRAM REPRESENTATION 
We may plot the solution paths x (t) of the 
differential equation for increasing t and variable 
initial solution x(O) in the form of a phase diagram 
Hirsch and Smale (1974) 
For the above case we obtain 
Figure A3 
Case II - A has eigenvalues with negative real parts. 
(i) If the eigenvalues are distinct and A is therefore 
diagonalizable we-use the above transformation i.e. 
~] 
o < A. =1= µ < O 
to obtain the solution (by the above methods) 
x(t) = p- 1 [exp A.t 
. 0 
0 l Px(O) 
exp µt 
(ii) If the eigenvalues are not distince i.e. A not 
diagonalizable we transform by 
~] A. < 0 ·11···· ..... 
to obtain 





(iii) If the eigenvalues are complex with negative real 
parts i.e. of the form a ± ib with a < 0 we 
transform by 
B = PAP- 1 
to obtain 
x(t) = p- 1 [eta cos tb - eta sin tb]Px(O) 
eta sin tb - etacos tb 





¥-) so this solution is periodic 
In (i) and (ii) it is clear that lim x(t) = O • 
t-+<x> 
In case (iii) we note that since 
Jcostbl <l, !sintbl ~l and a< 0, lim x{t) = 0. 
t-+oo 
Phase diagram representations are to be found in Hirsch 
and Smale (Chapter 5). 
Case III 
All eigenvalues have positive real parts. The 
solutions are as in Case II except that >.,µ,a > 0 • It 
' is clear therefore that 
lim x(t) = oo • 
t-+oo 
Phrase diagram representation as in Case II but with 
arrows reversed. 
Bl 
A P P E N D I X B 
THE DATA 
Apart from the series on export prices*, all the follow-
ing data series have been extracted f ram the South African 
Reserve Bank Quarterly Bulletins, and their supplements. 
(a) Data Series used in Chapter Four for annual estimation over 
the period 1946-1975. All figures at 1963 constant prices. 
1. C = Private consumption expenditure 
2. Y = Net domestic product 
3. K = Fixed capital stock 
4. S = Inventory level 
5. T = Direct taxes minus transfers from government and 
rest of world 
6. G = Consumption expenditure by general government 
7. I= Imports of goods and non-factor services 
8. E = Exports of goods and non-factor services 
*Taken from the "Bulletin of ·statistics." 
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(b) Data Series set up for use in Chapters Two and Four for 











= Gross domestic expenditure 
= Private consumption expenditure on durable 
and semi durables 
= Private consum'ption expenditure on non durables 
and services 
= c 
= Change in inventory level 
= Consumption expenditure by general government 
= Gross domestic product (at factor cost) in 
agricultural sector 
= Gross domestic product (at factor cost) in non-
agricultural sector 
= Gross domestic product 
9. +D Y or tDY = Disposable Income s 
10. Imp = Imports of goods and non-factor services 
11. Exp = Exports of goods and non-factor services 
12. Pimp = Price index of imported goods (1970 = 100) 
+ . t 







= Personal direct taxes 
= Company Tax 
= Indirect Tax 
= Company Saving 
= Subsidies 
= Labour in non-agricultural sector 
20. Ms = Money Supply 
21. tr or +iST = Short term interest rate (treasury bill rate) 















* at 1970 prices 
t in Chapter Two 
+ in Chap~e~ Four 
B3 
= Long term interest rate (rate on long term 
goverrunent stock} 
= Income from property by government less interest 
on public debt 
= Current transfers received from general govern-
ment plus the rest of the world 
= Wages (renumeration of employees) 
= Prof its (gross operating surplus) 
= Gross investment in the Agricultural Sector 
= Depreciation in Agricultural Sector 
= Wholesale Price Index (1970 :::;; 100) 
= Gross Investment 
= Depreciation 
= Real capital stock* 
= Real capital stock in non-agricultural sector* 
= Inventory level* 
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A P P E N D I X C 
COMPUTER PROGRAMS 
The program ECON, written by M.R. Norman of the Wharton 
School of Finance and Commerce, University of Pennsylvania, 
was used to obtain the O.L.S. estimates of Chapter Two. In 
addition AUTO, also written by M.R. Norman, was used to obtain 
Cochrane-Orcutt estimatesof the parameters. A program written 
by the author was used to obtain the Ridge and characteristic 
root analysis of Chapter Two. 
The analysis of Chapter Four was carried out using the 
programs TRANSF, RESIMUL and CONTINEST written by C.R. Wymer 
of the London School of Economics. 
The Almon Lag estimation of Chapter Five was performed 
using the package AUTO. 
A listing is given below of the Ridge/characteristic-
root program plus the TRANSF, RESIMUL and CONTINEST input used 
in Chapter Four for the log and log-linear models using 
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