Uncertainty in Gradient Boosting via Ensembles by Ustimenko, Aleksei et al.
Uncertainty in Gradient Boosting via Ensembles
Aleksei Ustimenko1, Liudmila Prokhorenkova1,2,3, Andrey Malinin1,3
1Yandex, Moscow, Russia
2Moscow Institute of Physics and Technology, Dolgoprudny, Russia
3Higher School of Economics, Moscow, Russia
{austimenko, ostroumova-la, am969}@yandex-team.ru
Abstract
Gradient boosting is a powerful machine learning technique that is particularly suc-
cessful for tasks containing heterogeneous features and noisy data. While gradient
boosting classification models return a distribution over class labels, regressions
models typically yield only point predictions. However, for many practical, high-
risk applications, it is also important to be able to quantify uncertainty in the
predictions to avoid costly mistakes. In this work, we examine a probabilistic
ensemble-based framework for deriving uncertainty estimates in the predictions
of gradient boosting classification and regression models. Crucially, the proposed
approach allows the total uncertainty to be decomposed into data uncertainty,
which comes from the complexity and noise in data distribution, and knowledge
uncertainty, coming from the lack of information about a given region of the fea-
ture space. Two approaches for generating ensembles are considered: Stochastic
Gradient Boosting (SGB) and Stochastic Gradient Langevin Boosting (SGLB).
Notably, SGLB also enables the generation of a virtual ensemble via only one
gradient boosting model, which significantly reduces complexity. Experiments
on a range of regression and classification datasets show that ensembles of gra-
dient boosting models yield improved predictive performance, and measures of
uncertainty successfully enable detection of out-of-domain inputs.
1 Introduction
Gradient boosting [1] is a widely used machine learning algorithm which achieves state-of-the-art
results on tasks containing heterogeneous features, complex dependencies, and noisy data: web
search, recommendation systems, weather forecasting, and many others [2, 3, 4, 5, 6, 7]. It iteratively
combines weak models, such as decision trees, to obtain more accurate predictions.
While gradient boosting classification models return a distribution over class labels, gradient boosting
regressions models typically yield only point predictions for a given feature vector. However, for many
practical, high-risk applications, it is important to be able to quantify uncertainty in the predictions
to avoid costly mistakes. For example, the cost of a mistake is extremely high for self-driving
vehicles and in medical as well as financial applications. Recently, this problem was addressed in the
NGBoost algorithm [8], where gradient boosted decision trees (GBDT) are trained to return the mean
and variance of a normal distribution over the target variable y for a given feature input. However,
such models only capture data uncertainty [9, 10], a.k.a. aleatoric uncertainty, which arises due
to inherent class overlap or noise in the data. However, this doesn’t capture uncertainty due to the
model’s inherent lack of knowledge about inputs from regions either far from the training data or
sparsely covered by it, called knowledge or epistemic uncertainty [9, 10]. One class of approaches
for capturing knowledge uncertainty are Bayesian ensemble methods, which have recently become
popular for estimating predictive uncertainty in neural networks [11, 12, 13, 14, 15, 16]. A key
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feature of ensemble approaches is that they allow overall uncertainty to be decomposed into data
uncertainty and knowledge uncertainty within an interpretable probabilistic framework [11, 9, 10].
This work examines ensemble-based uncertainty-estimation for GBDT models. We consider gen-
erating ensembles using both classical Stochastic Gradient Boosting (SGB) as well as the recently
proposed Stochastic Gradient Langevin Boosting (SGLB) [17]. Importantly, SGLB allows us to
guarantee that asymptotically the models are sampled from the true Bayesian posterior. Moreover,
with SGLB we can construct a virtual ensemble using only one gradient boosting model, significantly
reducing the computational complexity. Properties of ensembles of GBDT models are examined both
on a synthetic dataset and on a range of regression and classification datasets. Our results show that
ensembles of gradient boosting models yield improved predictive performance, and, most importantly,
enable detection of errors and out-of-domain inputs.
2 Background and related work
2.1 Uncertainty Estimation via Bayesian Ensembles
This work describes ensemble-based uncertainty estimation within a Bayesian framework. Here,
model parameters θ are considered random variables and a prior p(θ) is placed over them to compute
a posterior p(θ|D) via Bayes’ rule:
p(θ|D) = p(D|θ)p(θ)
p(D) . (1)
where D = {x(i), y(i)}Ni=1 is the training dataset. Each set of parameters can be considered a
hypothesis or explanation about how the world works. Samples from the posterior should yield
explanations consistent with the observations of the world contained within the training data D.
However, on data far from D each set of parameters can yield different predictions. Therefore,
estimates of knowledge uncertainty can be obtained by examining the diversity of predictions.
Consider an ensemble of probabilistic models {P(y|x;θ(m))}Mm=1 sampled from the posterior p(θ|D).
Each model P(y|x,θ(m)) yields a different estimate of data uncertainty, represented by the entropy of
its predictive distribution [10]. Uncertainty in predictions due to knowledge uncertainty is expressed
as the level of spread, or “disagreement”, of models in the ensemble [10]. Note that exact Bayesian
inference is often intractable, and it is common to consider either an explicit or implicit approximation
q(θ) to the true posterior p(θ|D). While a range of approximations has been explored for neural
network models [12, 14, 15]1, to the best of our knowledge, limited work has explored Bayesian
inference for gradient-boosted trees. Given the model posterior p(θ|D), the predictive posterior of
the ensemble is obtained by taking the expectation with respect to the models in the ensemble:
P(y|x,D) = Ep(θ|D)
[
P(y|x;θ)] ≈ 1
M
M∑
m=1
P(y|x;θ(m)), θ(m) ∼ p(θ|D) . (2)
The entropy of the predictive posterior estimates total uncertainty in predictions:
H[P(y|x,D)] = EP(y|x,D)[− ln P(y|x,D)] . (3)
Total uncertainty in the predictions is due to both data uncertainty and knowledge uncertainty. In
applications like active learning [20] and out-of-distribution detection it is desirable to estimate
knowledge uncertainty separately. The sources of uncertainty can be decomposed by considering the
mutual information between the parameters θ and the prediction y [11]:
I[y,θ|x,D]︸ ︷︷ ︸
Knowledge Uncertainty
= H[P(y|x,D)]︸ ︷︷ ︸
Total Uncertainty
−Ep(θ|D)
[H[P(y|x;θ)]]︸ ︷︷ ︸
Expected Data Uncertainty
.
(4)
This is expressed as the difference between the entropy of the predictive posterior, a measure of total
uncertainty, and the expected entropy of each model in the ensemble, a measure of expected data
uncertainty. Their difference is a measure of ensemble diversity and estimates knowledge uncertainty.
1A full overview is available in [18, 19]
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Unfortunately, when considering ensembles of probabilistic regression models {p(y|x;θ(m))}Mm=1
over continuous-valued target y ∈ R, it is no longer possible to obtain tractable estimates of the
(differential) entropy of the predictive posterior, and, by extension, mutual information. In this cases
uncertainty estimates can instead derived via the law of total variation:
Vp(θ|D)
[
Ep(y|x,θ)[y]
]︸ ︷︷ ︸
Knowledge Uncertainty
= Vp(y|x,D)[y]︸ ︷︷ ︸
Total Uncertainty
−Ep(θ|D)
[
Vp(y|x,θ)[y]
]︸ ︷︷ ︸
Expected Data Uncertainty
.
(5)
This is conceptually similar to the decomposition (4) obtained via mutual information. However,
while these measures are tractable, they are based on only first and second moments, and may
therefore miss high-order details in the uncertainty.
2.2 Gradient boosting
Gradient boosting is a powerful machine learning technique especially useful on tasks containing
heterogeneous features. It iteratively combines weak models, such as decision trees, to obtain more
accurate predictions. Formally, given a dataset D and a loss function L : R2 → R, the gradient
boosting algorithm [1] iteratively constructs a model F : X → R to minimize the empirical risk
L(F |D) = ED[L(F (x), y)]. At each iteration t the model is updated in an additive manner:
F (t)(x) = F (t−1)(x) + h(t)(x) , (6)
where F (t−1) is a model constructed at the previous iteration, h(t)(x) ∈ H is a weak learner chosen
from some family of functionsH and  is the learning rate. The weak learner h(t) is usually chosen
to approximate −g(t)(x, y), where g(t)(x, y) := ∂L(y,s)∂s
∣∣
s=F (t−1)(x):
h(t) = arg min
h∈H
ED
[(− g(t)(x, y)− h(x))2]. (7)
A weak learner h(t) is associated with a vector of parameters φ(t) ∈ Rd. We write h(x,φ(t)) to
reflect this dependence. The set of weak learnersH is often formed by shallow decision trees, which
are models built by a recursive partition of the feature space into disjoint regions called leaves. Each
leaf of the tree is assigned to a value, which is an estimate of the response y in the corresponding
region. If we denote by Rj the disjoint regions corresponding to the leaves of the tree, we can write
h(x,φ(t)) =
∑d
j=1 φ
(t)
j 1{x∈Rj}. Thus, the decision tree is a linear function of parameters φ
(t).
The final GBDT model F is a sum of decision trees obtained according to (6). Thus, it is a linear
model of leaf values. The parameters of the full GBDT model are denoted by θ. Formally, to obtain
the vector θ, we take  · φ(t) for all t, remove duplicates by summing the vectors corresponding
to trees with the same leaf regions Rj , and concatenate the obtained vectors. The parameters of
the model F (t) obtained at t-th iteration are denoted by θ(t). Thus, we have θ(t) =
∑t
i=1  · φ(i)
(formally, here we extend the dimensionality of φ(t) by placing zeros for non-present leaves).
Traditionally, GBDT regression models yield point predictions, and there has been little research
devoted to estimating predictive uncertainty. Recently, this issue was addressed via an algorithm
called NGBoost (Natural Gradient Boosting) [8], which allows estimating data uncertainty. NGBoost
simultaneously estimates the parameters of a conditional distribution p(y|x,θ) over the target y given
the features x, by optimizing a proper scoring rule. While typically a normal distribution over y is
assumed and negative log-likelihood is taken as a scoring rule, it is possible to consider alternative
distributions and scoring rules. Formally, given a vector of features x, the model F now predicts two
parameters of normal distribution: the mean µ and the logarithm of the standard deviation log σ:
p(y|x,θ(t)) = N (y|µ(t), σ(t)), {µ(t), log σ(t)} = F (t)(x) . (8)
The loss function is the expected negative log-likelihood:2
L(θ|D) = ED[− log p(y|x,θ)] = − 1
N
N∑
i=1
log p(y(i)|x(i),θ) . (9)
2Since GBDT model is determined by θ, we use notation L(F |D) and L(θ|D) interchangeably.
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Note that θ denotes the concatenation of two parameter vectors used to predict µ and log σ. To make
gradient steps invariant to reparametrization, NGBoost adopts natural gradients. At each iteration,
two new base learners predicting the components of the gradient (see (7)) are added to the model.
Finally, note that for classification tasks using a standard logistic loss allows to optimize negative
log-likelihood and provides a distribution over class labels.
3 Generating ensembles of GDBT models
While methods like NGBoost are able to capture data uncertainty, they do not provide estimates
of knowledge uncertainty. As discussed in Section 2.1, a natural approach to estimate knowledge
uncertainty is to consider an ensemble of models {p(y|x;θ(m))}Mm=1 sampled from the posterior
p(θ|D). The level of “disagreement” between the models would estimate the knowledge uncertainty.
The only question is how to sample an appropriate ensemble from p(θ|D). In this section, a range of
approaches to generating an ensemble of GDBT models is explored. We emphasize that this section
discusses ensembles of GBDT models, where a single GBDT model is itself an ensemble of trees.
3.1 SGB ensembles
A straightforward way to generate an ensemble is to consider several independent models generated
by the standard SGB procedure. Stochasticity is added to GBDT models via random subsampling
of the data at every iteration [21]. Specifically, at each iteration of (7) we select a subset of training
objects D′ (via bootstrap or uniformly without replacement), which is smaller than the original
training datasetD, and use D′ to fit the next tree instead of D. The fraction of chosen objects is called
sample rate. This implicitly injects noise into the learning process, effectively inducing a distribution
q(θ) over such models. However, there are no guarantees on how well this distribution estimates the
true posterior p(θ|D). Thus, an SGB ensemble is an ensemble of independent models {θ(m)}Mm=1
built according to stochastic NGBoost algorithm using different random seeds for sub-sampling data.
3.2 SGLB ensembles
Remarkably, there is a way to sample GBDT models from the true posterior p(θ|D) via recently
proposed Stochastic Gradient Langevin Boosting (SGLB) algorithm [17]. SGLB combines gradient
boosting with stochastic gradient Langevin dynamics [22] in order to achieve convergence to the
global optimum even for non-convex loss functions. The algorithm is quite simple, it has two
differences compared with SGB. Firstly, Gaussian noise is excplicitly injected into the gradients (7):
h(t) = arg min
h∈H
ED
[(
−g(t)(x, y)− h(x,φ) + ν
)2]
, ν ∼ N
(
0,
2
β
I|D|
)
, (10)
where β is the inverse diffusion temperature and I|D| is an identity matrix. This random noise ν helps
to explore the solution space in order to find the global optimum. The diffusion temperature controls
the amount of noise and reflects the level of exploration. Secondly, the update (6) is modified as:
F (t)(x) = (1− γ)F (t−1)(x) + h(t)(x,φ(t)) , (11)
where γ is regularization parameter. If the number of all possible trees is finite (a natural assumption
given that the training dataset is finite), then the SGLB parameters θ(t) at each iteration form for
Markov chain which weakly converges to the stationary distribution, also called the invariant measure:
p∗β(θ) ∝ exp(−βL(θ|D)− βγ‖Γθ‖22) , (12)
where Γ = ΓT > 0 is an implicitly defined regularization matrix which depends on a particular tree
construction algorithm [17].
In [17], this property was used to show that for large β, the invariant measure p∗β(θ) concentrates
around the global optimum of L(θ|D). In this work, we use the weak convergence to (12) to enable
sampling from the true posterior. For this purpose, we set β = |D| and γ = 12|D| . For the negative
log-likelihood loss function (9) the invariant measure (12) can be expressed as:
p∗β(θ) ∝ exp
(
log p(D|θ)− 1
2
‖Γθ‖22
)
∝ p(D|θ)p(θ) , (13)
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which is proportional to the true posterior distribution p(θ|D) under Gaussian prior p(θ) = N (0,Γ).
Thus, an SGLB ensemble is an ensemble of independent models {θ(m)}Mm=1 generated according to
the SGLB algorithm using different random seeds. In this case, asymptotically, models are sampled
from the true posterior p(θ|D).
3.3 Virtual SGLB ensembles
While SGB and SGL ensembles yield estimates of knowledge uncertainty via approaches discussed
in section 2.1, they require M times larger time and space complexity than a single model, which is a
significant overhead. Consequently, to estimate knowledge uncertainty one has to either significantly
increase complexity or sacrifice the quality by reducing the number of training iterations. Thus, we
introduce virtual ensembles as an approach to generate an ensemble using only one SGLB model.
As the parameters θ(t) at each iteration of the SGLB algorithm form a Markov chain which weakly
convergences to the stationary distribution, we can consider using them as an ensemble of models.
However, unlike parameters taken from different SGLB trajectories, these will have a high degree
of correlation with each other, which adversely affects the quality of the ensemble. This can be
overcome by retaining only every K-th set of parameters. Formally, fix K ≥ 1 and consider a set
of models ΘT,K = {θ(Kt),
[
T
2
] ≤ t ≤ [ TK ]}, i.e., we add to ΘT,K every K-th model obtained
while constructing one SGLB model using T iterations of gradient boosting. Furthermore, we do
not consider models with t < T/2 as (13) holds only asymptotically. The set of models ΘT,K is
called a virtual ensemble. Choosing larger values of K allows us to reduce the correlation between
samples from the SGLB Markov chain. Note that in the limit (for large K and T ) virtual ensembles
behave similarly to true ensembles. Thus, a virtual ensemble can be considered as an ensemble of
M =
[
T
2K
]
models. Moreover, we can compute ΘT,K with the same computation time as one θ(T ).
According to (11), for SGLB we have θ(T ) =
∑T
i=1 (1− γ)T−iφ(i), where (1− γ)T−i appears
due to shrinkage. While computing θ(T ) we store the partial sums θ(T )≤t =
∑t
i=1 (1− γ)T−iφ(i).
Then, any model θ(t) from ΘT,K can easily be obtained from the stored values:
θ(t) =
t∑
i=1
(1− γ)t−iφ(i) = (1− γ)t−Tθ(T )≤t . (14)
4 Experiments on Synthetic Data
In this section, we analyse all ensemble algorithms discussed in section 3 on synthetic data. The
aim is to understand the specifics of ensembles of GBDT models for estimating data and knowledge
uncertainty in a simple setting. We consider two one-dimensional datasets - one where variance grows
with |x|, and one where variance decreases with |x|, as shown in Figures 1(a) and 1(d). The inputs
are distributed as x ∼ N (0, 25) in the interval [-15,15], such that the density of elements is high at
the center of the interval and small at the boundary. SGB and SGLB ensembles consist of 10 models
of 1K trees each. The vSGLB ensemble is obtained from one SGLB model with T = 10K trees and
K = 500 interval, which has the same time and space complexity as the true SGLB ensemble.
First, we analyze data uncertainty. We consider the expected variance of the models in an ensemble,
a measure of data uncertainty given by (5), in the interval x ∈ [−25, 25]. We want to see how the
predicted variance agrees with the true variance both in the region where training data is available
([−15, 15]) and outside of it.3 We expect that this estimate of data uncertainty will capture the true
variance of the data distribution well in-domain, and no particular behavior is expected out-of-domain.
Figure 1(b) illustrates that when variance grows with |x|, all models predict data uncertainty well
in the interval [−15, 15] (in-domain). Out-of-domain, all models predict a constant variance, which
slightly differs among the models. Due to the nature of GBDT for such simple one-dimensional data,
if a feature value is smaller or larger than ones in the training dataset, then the predicted value will
be the same as for the closest training example. Due to this property, the predicted out-of-domain
data uncertainty is high. If variance decreases with |x|, one may expect the opposite effect. However,
as Figure 1(e) shows, the predicted data uncertainty follows the data distribution in the interval
[−10, 10], but then becomes large near the boundary of [−15, 15]. This happens because the density
3We plot only predicted variance since predicted mean agrees well with the target function for all models.
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Figure 1: Synthetic data generated via y ∼ N (sin(x) + x10 , σ2), x ∼ N (0, 25).
of training points is small in that interval and so the variance becomes overestimated. As a result,
even in this case we get large out-of-domain data uncertainty. This experiment gives us an intuition
why in GBDT models yield large estimates of data uncertainty far from the training data.
On Figures 1(c) and 1(f) we analyze knowledge uncertainty given by the variance of the ensemble
predictions (5). Ideally, we would like to see that knowledge uncertainty grows towards the boundary
of [−15, 15] and is largest out-of-domain. Despite some noise, we clearly see this trend, especially in
Figure 1(c). While there are edge effects appearing due to the nature of GBDT in the one-dimensional
case, experiments in the next section illustrate that on real datasets estimates of knowledge uncertainty
are useful for detecting out-of-domain examples.
5 Experiments on classification and regression datasets
In this section, we compare performance of single GBDT models and their ensembles on a range of
classification and regression tasks: we compare their predictive performance in terms of negative
log-likelihood and error-rate/RMSE as well as their ability to detect errors and out-of-domain inputs.
Our implementation of all GBDT models is based on the CatBoost library which is known to achieve
state-of-the art results in a variety of tasks [23]. Classification models yield a probability distribution
over binary class labels, while the regression models yield the mean and variance of the normal
distribution, as discussed in Section 2.2. All models are trained by optimizing the negative log-
likelihood.4 We consider both SGB and SGBL single models as the baseline and examine all ensemble
methods defined in Section 3. Ensembles of SGB and SGLB models consist of 10 independent
(with different seeds) models with 1K trees each. The virtual ensemble vSGLB is obtained from one
model with 1K trees, where each 50th model from the interval [500, 1000] is added to the ensemble.
Thus, vSGLB has the same computational and space complexity as just one SGB or SGLB model.
Hypter-parameters are tuned by random-search, for details see Appendix A.2.5
We compare the algorithms on several classification and regression tasks [12, 23], the description of
which is available in appendix together with additional experimental results. In Tables 1 and 2, we
highlight the approaches that are insignificantly different from the best one (p-value > 0.05). Details
of how statistical significance is computed are provided in Appendix A.4.
4In Appendix A.1 we compare our implementation with the original NGBoost and Deep Ensembles in terms
of NLL (negative log-likelihood) and RMSE. Our implementation has comparable performance to the existing
methods and is especially good for NLL optimization.
5https://github.com/sffefefaar/uncertainty-in-gradient-boosting
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Table 1: NLL and RMSE/Error rate for regression and classification
Dataset
Single Ensemble Single Ensemble
SGB SGLB SGB SGLB vSGLB SGB SGLB SGB SGLB vSGLB
Classification NLL (↓) Classification % Error (↓)
Click 0.392 0.392 0.392 0.392 0.393 15.6 15.6 15.6 15.6 15.6
Appetency 0.074 0.073 0.073 0.073 0.073 1.8 1.8 1.8 1.8 1.7
Churn 0.229 0.229 0.227 0.228 0.229 7.1 7.1 7.1 7.1 7.1
Upselling 0.167 0.163 0.163 0.163 0.163 4.7 4.6 4.6 4.6 4.6
Internet 0.228 0.229 0.228 0.228 0.222 10.3 10.0 10.1 9.9 10.1
Kick 0.286 0.288 0.285 0.285 0.287 9.5 9.5 9.5 9.5 9.5
Dataset Regression NLL (↓) Regression RMSE (↓)
Protein 2.59 2.61 2.54 2.57 2.62 3.91 3.97 3.89 3.95 4.08
Concrete 3.04 3.03 3.03 3.02 3.03 5.12 5.06 5.11 5.06 5.63
Naval-p -5.45 -5.46 -5.65 -5.65 -5.22 0.00 0.00 0.00 0.00 0.00
Energy 0.51 0.53 0.51 0.52 0.50 0.52 0.53 0.52 0.53 0.56
Power-p 2.61 2.61 2.59 2.59 2.58 3.58 3.58 3.57 3.57 3.56
Year 3.41 3.41 3.41 3.41 3.41 8.97 8.98 8.96 8.96 9.03
In Table 1, we compare ensemble approaches with single models in terms of NLL and error-rate for
classification and in terms of NLL and RMSE for regression tasks. Results for NLL demonstrate
an advantage of ensembling approaches compared to single models. However, in many cases the
difference is not significant, which can be explained by the additive nature of boosting: averaging
several tree ensembles gives another (larger) tree ensemble. Thus, improved NLL can result from
the increased complexity of ensemble models. We can make similar conclusion from the results for
RMSE and error rate: there is ensembling yields an advantage, but it is not so significant. Surprisingly,
for NLL optimization virtual ensembling performed better than single models indicating that SGLB
can benefit from using a proper re-weighting of trees which simulates an ensemble.
Having established that ensemble yields marginal improvements in predictive performance, we
analyze whether measures of total and knowledge uncertainty can be used to detect errors and
out-of-domain inputs. Error detection and rejection based on measures of uncertainty is assessed
via the Prediction-Rejection Ratio (PRR) [10, 24], which measures how well uncertainty estimates
correlate with errors and rank-order them. Best value is 100, random is 0. Out-of-domain (OOD)
detection is assessed via area under the ROC curve (AUR-ROC) [25]. For OOD detection we need
an OOD test-set. However, obtain a ‘real’ OOD dataset for the datasets considered in this work is
challenging, so we instead create synthetic OOD data as follows. For each dataset, we take its test set
as the in-domain examples and sample an OOD dataset of the same size from the Naval dataset to
get out-of-domain (OOD) ones. For the Naval dataset itself, we sample OOD from the horizontally
stacked Kin8nm and Protein datasets. Categorical features are sampled from a uniform distribution.
Total and knowledge uncertainty are estimated via entropy of the predictive posterior (3) and mutual
information (4) for classification models and via total variance and variance of the mean (5).
Test errors can occur due to both data and knowledge uncertainty, so we expect that ranking elements
by total uncertainty would give better values of PRR. Table 2 shows that measures of total uncertainty
consistently yield better PPR results across all classification and regression datasets. This is consistent
with results obtained for ensembles of neural networks models [14, 10, 26, 24]. However, ensembles
do not outperform single models. We believe this occurs for two reasons. Firstly, due to the additive
nature of boosting (GDBT models are already ensembles), as is discussed above. Secondly, as
discussed in Section 4: for GBDT models, data uncertainty is overestimated in regions of small
density of data-points, which naturally leads to larger uncertainty on outliers.
Table 2 shows that measures of knowledge uncertainty yield superior OOD detection performance
compared to total uncertainty in terms of AUC-ROC, which is consistent with results for non-GBDT
models [10, 26, 24].6 The results also show that SGB and SGLB ensembles performed almost
equally well, with SGLB having marginally better results. At the same time, virtual ensembling
(vSGLB) performed consistently worse (with one exception) than SGB/SGLB ensembles, which is
explained by the presence of auto-correlations between the models in a virtual ensemble. However,
6Note that single models do not allow distinguishing between the types of uncertainty.
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Table 2: Detection of errors and OOD examples for regression and classification tasks
Dataset Single Ensemble Single EnsembleSGB SGLB SGB SGLB vSGLB SGB SGLB SGB SGLB vSGLB
Classification % PRR (↑) Classification % AUC-ROC (↑)
Click TU 43 43 43 43 43 40 39 40 40 39KU — — 25 25 10 — — 87 87 78
Appetency TU 70 72 71 71 71 15 19 16 19 17KU — — 81 82 67 — — 53 72 85
Churn TU 49 49 50 50 49 96 91 97 96 94KU — — 38 36 22 — — 99 99 98
Upselling TU 54 56 56 56 56 35 61 44 61 48KU — — 50 47 17 — — 81 92 80
Internet TU 77 76 76 76 78 77 76 76 77 71KU — — 70 70 43 — — 93 93 84
Kick TU 43 43 44 44 43 49 49 69 54 58KU — — 34 34 18 — — 99 97 95
Dataset Regression % PRR (↑) Regression % AUC-ROC (↑)
Protein TU 49 47 51 50 48 83 87 89 92 91KU — — 30 29 2 — — 92 92 80
Concrete TU 38 38 38 38 30 83 84 84 84 78KU — — 29 28 25 — — 91 93 65
Naval-p TV 80 80 85 84 83 97 97 99 99 86KU — — 63 64 65 — — 99 99 54
Energy TU 54 54 55 54 53 67 66 83 84 60KU — — 31 31 39 — — 100 100 60
Power-p TU 28 32 30 32 32 37 42 43 46 47KU — — 8 12 14 — — 76 73 68
Year TU 61 61 62 62 61 61 59 61 62 60KU — — 29 29 20 — — 63 66 52
in all classification tasks, estimates of knowledge uncertainty provided by vSGLB nevertheless
outperform uncertainty estimates derived from single SGB and SGLB models. This shows that for
classification tasks useful measures of knowledge uncertainty can be derived from a single SGLB
model by interpreting it as a virtual ensemble at no additional computational or memory cost.
6 Conclusion
This work examines principled, ensemble-based uncertainty-estimation for Gradient Boosted Decision
Tree (GDBT) models. Three approaches to generating ensembles of GDBT models, where each
model is itself an ensemble of trees, are considered — SGB, SGLB, and virtual SGLB. Properties
of the estimates of total, data and knowledge uncertainty derived from these ensembles are first
analyzed on a synthetic dataset, where it is shown that due to the nature of decision trees and the
additive nature of boosting, estimates of data uncertainty derived from a single GDBT model may
already be estimates of total uncertainty. Further experiments on a wide range of classification and
regression datasets show that while ensembles of GDBT models do not offer much advantage in terms
of improved predictive performance or error detection as each model is already an ensemble of trees.
However, they do yield useful measures of knowledge uncertainty, which enables out-of-domain
detection both in regression and classification tasks. It is also shown that while there is little practical
difference between SGB and SGLB ensembles, vSGLB performs noticeably worse. However, for
classification tasks vSGLB still yields useful measures of knowledge uncertainty, using only a single
SGLB model. Notably, these measures of knowledge uncertainty achieve far better OOD detection
performance than measures of total uncertainty obtained from a single model. Thus, vSGLB allows
us to derive the full benefits of an ensemble at the computational and memory cost of a single model.
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Broader Impact
Uncertainty estimation enables safer and more reliable machine learning models. This is especially
important in applications associated with a high degree of risk. Notably, in many applications,
especially those associated with heterogeneous and noisy data, Gradient Boosted Decision Tree
models outperform neural networks at a fraction of the computational cost. Despite their usefulness,
most work in uncertainty estimation has avoided GDBT models. Thus, this work represents an
important step forward in improving the safety of applications that rely on GDBT models by providing
principled, ensemble-based uncertainty estimations. Clearly, this benefits the ML community at large
and does not disadvantage anyone. However, costly mistakes can still occur if the provided estimates
of uncertainty are poor, which highlights the necessity for further research in this area.
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A Experimental setup
A.1 Our implementation of data uncertainty
As discussed in Section 2.2 of the main text, for regression we simultaneously predict the parameters
µ and log σ of the Normal distribution. Similarly to NGBoost, we use the natural gradients. For our
loss and parameterization, the natural gradient is:
g(t)(x, y) =
(
µt−1 − y, 1
2
(
y − µ(t−1)
σ(t−1)
)2
− 1
2
)
. (15)
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At each step of the gradient boosting procedure, we construct one tree predicting both the components
of gt, similarly to the MultiRMSE regime of CatBoost.7
Recall that for classification we optimize the logistic loss.
In Table 3, we compare our implementation with NGBoots [8] and Deep Ensembles [14] on regression
datasets. The best results are highlighted.
Table 3: Comparison of our implementation with existing methods
Dataset RMSE NLLDeep. Ens. NGBoost CatBoost Deep. Ens. NGBoost CatBoost
Boston 3.28 ± 1.00 2.94 ± 0.53 3.18±0.72 2.41 ± 0.25 2.43 ± 0.15 2.56±0.22
Concrete 6.03 ± 0.58 5.06 ± 0.61 5.12±0.54 3.06 ± 0.18 3.04 ± 0.17 3.04±0.13
Energy 2.09 ± 0.29 0.46 ± 0.06 0.52±0.05 1.38 ± 0.22 0.60 ± 0.45 0.52±0.13
Kin8nm 0.09 ± 0.00 0.16 ± 0.00 0.15±0.0 -1.20 ± 0.02 -0.49 ± 0.02 -0.55±0.02
Naval 0.00 ± 0.00 0.00 ± 0.00 0.0±0.0 -5.63 ± 0.05 -5.34 ± 0.04 -5.46±0.04
Power 4.11 ± 0.17 3.79 ± 0.18 3.58±0.24 2.79 ± 0.04 2.79 ± 0.11 2.61±0.06
Protein 4.71 ± 0.06 4.33 ± 0.03 3.91±0.02 2.83 ± 0.02 2.81 ± 0.03 2.59±0.02
Wine 0.64 ± 0.04 0.63 ± 0.04 0.64±0.06 0.94 ± 0.12 0.91 ± 0.06 0.94±0.11
Yacht 1.58 ± 0.48 0.50 ± 0.20 0.63±0.31 1.18 ± 0.21 0.20 ± 0.26 0.13±0.25
Year MSD 8.89 ± NA 8.94 ± NA 8.97 ± NA 3.35 ± NA 3.43 ± NA 3.41 ± NA
A.2 Parameter tuning
For all approaches, we use random search to tune learning-rate parameter in {0.1, 0.01, 0.001},
tree depth in {3, 4, 5, 6}, subsample rate in {0.25, 0.5, 0.75}. For SGLB-based approaches, we set
diffusion-temperature = N and model-shrink-rate = 12N .
A.3 Datasets
The datasets are described in Table 4.
7https://catboost.ai/docs/concepts/loss-functions-multiregression.html
Table 4: Datasets description
Dataset # Examples # Features
Appetency [27] 50000 231
Churn [27] 50000 231
Upselling [27] 50000 231
Adult [28] 48842 15
Amazon [29] 32769 9
Click [30] 399482 12
Internet [31] 10108 69
Kick [32] 72983 36
Boston [33] 506 13
Concrete [33] 1030 8
Energy [33] 768 8
Kin8nm [33] 8192 8
Naval [33] 11934 16
Power [33] 9568 4
Protein [33] 45730 9
Wine [33] 1599 11
Yacht [33] 308 6
Year MSD [33] 515345 90
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Table 5: NLL and RMSE/Error rate for regression and classification
Dataset
Single Ensemble Single Ensemble
SGB SGLB SGB SGLB vSGLB SGB SGLB SGB SGLB vSGLB
Classification NLL (↓) Classification % Error (↓)
Adult 0.275 0.276 0.275 0.275 0.276 12.8 12.6 12.6 12.7 12.6
Amazon 0.145 0.142 0.144 0.143 0.141 4.4 4.5 4.3 4.4 4.5
Click 0.392 0.392 0.392 0.392 0.393 15.6 15.6 15.6 15.6 15.6
Appetency 0.074 0.073 0.073 0.073 0.073 1.8 1.8 1.8 1.8 1.7
Churn 0.229 0.229 0.227 0.228 0.229 7.1 7.1 7.1 7.1 7.1
Upselling 0.167 0.163 0.163 0.163 0.163 4.7 4.6 4.6 4.6 4.6
Internet 0.228 0.229 0.228 0.228 0.222 10.3 10.0 10.1 9.9 10.1
Kick 0.286 0.288 0.285 0.285 0.287 9.5 9.5 9.5 9.5 9.5
Dataset Regression NLL (↓) Regression RMSE (↓)
BostonH 2.55 2.54 2.54 2.54 2.46 3.18 3.19 3.17 3.18 3.40
Kin8nm -0.55 -0.55 -0.55 -0.55 -0.59 0.15 0.15 0.15 0.15 0.14
Protein 2.59 2.61 2.54 2.57 2.62 3.91 3.97 3.89 3.95 4.08
Concrete 3.04 3.03 3.03 3.02 3.03 5.12 5.06 5.11 5.06 5.63
Naval-p -5.45 -5.46 -5.65 -5.65 -5.22 0.00 0.00 0.00 0.00 0.00
Wine-qu 0.93 0.94 0.93 0.94 0.90 0.64 0.64 0.64 0.64 0.64
Energy 0.51 0.53 0.51 0.52 0.50 0.52 0.53 0.52 0.53 0.56
Power-p 2.61 2.61 2.59 2.59 2.58 3.58 3.58 3.57 3.57 3.56
Yacht 0.13 0.17 0.12 0.10 0.16 0.63 0.61 0.63 0.61 0.95
Year 3.41 3.41 3.41 3.41 3.41 8.97 8.98 8.96 8.96 9.03
A.4 Statistical significance
For regression, we use standard train/validation/test splits [33] and perform cross-validation to
estimate statistical significance with paired t-test. In the corresponding tables, we highlight the
approaches that are insignificantly different from the best one (p-value > 0.05).
For classification (and the Years regression dataset) we split the datasets in proportion 65/15/20
in train, validation, and test sets. In this case, we measure statistical significance for NLL and
error/RMSE on the test test and in the corresponding tables the approaches that are insignificantly
different from the best one are highlighted. For PRR and AUC-ROC results (for classification and
Years) we highlight the best value.
B Additional experimental results
Tables 5 and 6 extend the corresponding tables from the main text to all considered datasets.
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Table 6: Detection of errors and OOD examples for regression and classification tasks
Dataset Single Ensemble Single EnsembleSGB SGLB SGB SGLB vSGLB SGB SGLB SGB SGLB vSGLB
Classification % PRR (↑) Classification % AUC-ROC (↑)
Adult TU 72 71 71 72 71 19 14 19 21 21KU — — 52 52 26 — — 66 72 44
Amazon TU 65 67 65 67 69 82 84 82 84 84KU — — 53 59 51 — — 58 65 79
Click TU 43 43 43 43 43 40 39 40 40 39KU — — 25 25 10 — — 87 87 78
Appetency TU 70 72 71 71 71 15 19 16 19 17KU — — 81 82 67 — — 53 72 85
Churn TU 49 49 50 50 49 96 91 97 96 94KU — — 38 36 22 — — 99 99 98
Upselling TU 54 56 56 56 56 35 61 44 61 48KU — — 50 47 17 — — 81 92 80
Internet TU 77 76 76 76 78 77 76 76 77 71KU — — 70 70 43 — — 93 93 84
Kick TU 43 43 44 44 43 49 49 69 54 58KU — — 34 34 18 — — 99 97 95
Dataset Regression % PRR (↑) Regression % AUC-ROC (↑)
BostonH TU 45 46 45 46 50 71 71 71 71 57KU — — 42 45 47 — — 72 71 36
Kin8nm TU 59 59 59 59 58 50 50 51 50 47KU — — 18 19 29 — — 54 49 37
Protein TU 49 47 51 50 48 83 87 89 92 91KU — — 30 29 2 — — 92 92 80
Concrete TU 38 38 38 38 30 83 84 84 84 78KU — — 29 28 25 — — 91 93 65
Naval-p TV 80 80 85 84 83 97 97 99 99 86KU — — 63 64 65 — — 99 99 54
Wine-qu TV 33 33 33 33 34 56 58 56 58 59VoE — — 22 17 2 — — 65 64 32
Energy TU 54 54 55 54 53 67 66 83 84 60KU — — 31 31 39 — — 100 100 60
Power-p TU 28 32 30 32 32 37 42 43 46 47KU — — 8 12 14 — — 76 73 68
Yacht TU 89 89 89 89 87 47 44 48 44 47KU — — 81 80 69 — — 55 57 52
Year TU 61 61 62 62 61 61 59 61 62 60KU — — 29 29 20 — — 63 66 52
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