group (see e.g. [He] , and also the recent monography [F2] or the expository paper [Ho] ). The Kohn-Laplacian on H" is (1.3) A^= EW+rj).
7=1
Since Hormander's fundamental work [HI] the study of operators of the type sum of squares of vector fields has received a strong impulse and today's literature on the subject is quite large. Much of the development in the field has been connected to the development of analysis on homogeneous nilpotent Lie groups, following a circle of ideas outlined by E. Stein in his address to the 1970 Nice International Congress [S] . Among such groups H" and its subelliptic Laplacian (1.3) play a prominent role, see [F3] .
In virtue of Hormander's theorem [HI] the identity [Xj, Y/,] = 8 45^ -r-implies that A^ is hypoelliptic. In fact, see (1.13) below, Aî s (real) analytic-hypoelliptic and therefore a solution u to A^M = 0 cannot vanish to infinite order at one point unless u == 0 in the connected component containing that point.
In this paper we are interested in a quantitative version of the above uniqueness property for solutions to the equation
where on the zero order term V we make suitable assumptions. Specifically, we seek an estimate of the order of vanishing at one point of a solution u to (1.4). Such estimate should in a precise quantitative way only depend on suitable Z^-norms of u, and of XjU, YjU,j = 1, . . . , n, in a fixed neighborhood of the point in question.
In general, however, there can be no such result even when V e C 00 . This is a consequence of recent work of Bahouri [Ba] .
THEOREM (Bahouri) Assumption (ii) is Hormander's condition cited above. The conclusion of the above theorem holds without assumption (iii) when the dimension is three or four. In other words, when N = 3 or 4 every operator of the above type fails to have the unique continuation property. An interesting example is provided by the operator (L5) ^y^-o'-^-o^.
The construction in [Ba] shows that there exists a neighborhood of the origin Q, and a VE C°°(Q) such that Therefore, there exists a neighborhood of the origin 0 and a V e C^Q) and satisfying (1.6), such that -A^ + V fails to have the unique continuation property. When V is real-analytic, then a qualitative result of Bony [B] based on Holmgren's theorem shows that solutions to (1.4) in an open set cannot vanish in an open subset unless they vanish identically.
Is there any positive result when V is not real-analytic? We will answer this question affirmatively by providing a sufficient condition for solutions to (1.4) to have a finite order of vanishing at one point, even when the potential V is allowed strong singularities. In order to state our results we need to introduce some more notation.
Henceforth, we denote by z = (x,y) a generic point of V\ An easy verification shows that for u e C^O-r) ( 
It is worth remarking that if G = (^) is the (2n+l) x (2n+l) matrix given by : g,, = 5y, f, 7 = 1, .. . , In + 1, and at least one of the two indices f, j is not In + 1, ^z+i^i) = 2, then (1.10) exp^log?.] = 6^.
The number
is the homogeneous dimension of &-T, see [FS] . A function M: H^ -^ R is said Heisenberg-homogeneous of degree fc e Z if for every ?i > 0
There exists a distinguished Heisenberg-homogeneous function of degree one, the distance function (see [S] , [Fl] )
It is a remarkable fact that if r(z,r) denotes the fundamental solution of -A^ with singularity at the origin, then FUNCTIONS ON THE HEISENBERG GROUP   317 where CQ > 0 is a number depending only on Q in (1.10). (1.13) was proved by Folland in [Fl] . For reasons that will soon be clear we choose and fix CQ as follows r izi 2 (1.14) c^=(0-2) l 1 -^. JaQi V^OI In (1.14) we have denoted by 8^1, the set {(z,r) e H"|^(z,0= 1}, and by dH^n the 2n- Our problem being a local one we work from now on in a fixed Heisenberg ball Q^ centered at the origin. We require that the zero order term V in (1.4) satisfy the following assumption: There exist C > 0 and an increasing function /: (0 
The geometric meaning of this function will be explained later on. At this moment we simply remark that: \|/ is Heisenberg-homogeneous of degree zero; 0 ^ \|/(z,0 ^ 1 ; v|/(0,0 = 0; \|/(z,0) = 1. 318 N. GAROFALO AND E. LANCONELLI According to (1.16), (1.17) the potential V is allowed to be quite singular and therefore a notion of solution to (1.4) needs to be specified. Since regularity questions are not the main concern for us throughout this paper we will assume a priori that a solution to (1.4) is a u e C(Q.R ) such that u, X,u, Y,u One of the main results in this paper is the following. 
where T is given by (1.8). Then, there exist r^ = r^Q, C, Ci, f ,g) > 0 and F = r (Q,C,C,,f,g,u) while F is determined by the formula
L \ Jo tyjj
In the above equation M > 0 is a constant depending on g, on C, f in (1.17), and on C,, g in (1.19), while N(ra) brings the dependence on M in r according to the equation
is trivially satisfied by all functions such that Tu = 0. These are the functions which are invariant w.r.t. the natural action of the torus T on H". If we identify z = (x,y) e R 2 " with z = (zi, .. .,zJeC", where z, = x, + ;^, then T acts on H" by (pe(z,0 = (^z.O.eeCCUTi]. It is not difficult to recognize that Tu = 0 iff
M0(po=y for every9e [0,2ii] .
We would like to thank David Catlin for pointing this fact out to us. When n = 1 (1.21) is easily seen to be equivalent to the fact that «(z,t) = u*(\z \t), for some u*. When n > 1, (1.21) is less obvious. For instance every polyradial function satisfies it, i.e., every function which can be written as u(z,t) = «*(|zJ 2 ,, ..., z, \t) for some «*. Whether there exist an optimal condition for (1.20) remains an interesting open problem. The proof of Theorem 1.1 is based on an approach to unique continuation for elliptic equations found by F. H. Lin and one of us in [GL1] and [GL2] . Indeed, our analysis shows some remarkable similarities with the elliptic case. Yet, in the present sub-elliptic context new and interesting difficulties arise, some of which of a rather subtle geometric nature. Before we outline the plan of the paper we comment on assumptions (1.16), (1.17) on the potential Fin (1.4). Henceforth, for a function u on H" we set
where Xj, Yj, j = 1, ... , n are given by (1.2). With d as in (1.12) and \|/ as in (1.18) a computation yields
In Euclidean space the presence of the density v| / is outshone by the flat geometry of (R^, which yields \|/= 1. Roughly speaking, (1.17) means that we measure -F, rather than V itself, w.r.t. Lebesgue measure. This was suggested to us by the natural occurrence of the measure \|/dz dt in Theorems 2.1 and 2.2 below.
Thinking in terms of -V assumption (1.17) is an ad hoc adaptation to our context of the condition |^(x)| ^ ---3-? in the paper [GL2] I -^ I on strong unique continuation for elliptic operators. We also recall Hormander's strong uniqueness result in [H2] which was concerned with C the assumption V(x)\ ^ -^-^ for some 0 < 8 < 1.
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Another result in this paper is a theorem of uniqueness in which we make a weaker assumption both on the potential V and in the differential inequality (1.19). Specifically, we request that given 
4). (IV) A frequency function on B-T and the study of its growth properties via parts (I), (II) and (III).
Section 2 is devoted to parts (I) and (II). Section 3 to part (III). Section 4 is dedicated to the implementation of part (IV) in the proof of Theorem 1.1. There, we also prove along with Theorems 1.2 and 1.3, other results concerning solutions to (1.4) which are invariant w.r.t. the action of the torus T on B-T, i.e., solutions satisfying (1.21). One 0 remarkable fact is that when V(z,t) = --^^(z.O, with CeIR, the d(z,t) 
Sub-elliptic mean value formulas and a Hardy-type inequality.
We begin this section by establishing some representation formulas for (smooth) functions on H". These formulas generalize classical results involving functions and their Laplacians in Euclidean space. Gaveau [Ga] proved the following result: Let u be such that
where CQ is given by (1.14).
For \|/ given by (1.18) we now define
JOr
Using the polar coordinates adapted to tHT introduced by Greiner [Gr] , see also [GrK] , it is easy to recognize that there exists ^ > 0 depending only on Q = 2n + 2 such that ( 2 -3 ) ^L.-o^.
We now recall Federer's co-area formula [Fe] , Theorem 3212 p. 249 : Let f e L^OT) and g e Lip(ffT). Then 
Also, we have
In (2.8), (2.9) r(z,Q is given by (1.13). L^,^|Vrf(z,r;zo^o)l 2n b) If A^^ = 0 in H" from (2.8) and (1.14) we obtain Gaveau's mean value formula (2.1).
Proof of Theorem 2.1. -We begin with proving (2.8). To this end it will be convenient to represent A^ as a divergence form operator
nd 1^ denotes the identify matrix in R 2 ". Let 0 < £ < r be fixed and consider the open set with smooth boundary D = Q.r\Q.,. If u e 0^(5) and v is as in the statement of the theorem we have by (2.10) and the divergence theorem r r -». In the first two terms in the r.h.s. of (2.14) we have used the fact that r = -^ on 3Qp, p > 0. Next, we observe that ~n = --on 9^r,
-^ W while n = -__ on ^Og. Using this observation and (2.13) for the first integral in the r.h.s. of (2.14) we obtain 
Now we define Finally, since by (1.13) F e ^(O,) (to see it use Greiner's polar coordinates, see [GrK] ), using (2.25), (2.26) when passing to the limit as 8 -^ O 4^ in (2.15), we obtain (2.8).
To complete the proof we change r with p in (2.8), multiply both sides by p 9 " 1 and integrate in p between 0 and r. The co-area formula (2.4) allows us to conclude that (2.9) holds. D
Before we proceed we pause for a moment to further elucidate the role of the density v|/. (2.22) and a direct computation give
Observing that if u is a radial function on H", i.e., if
replacing (1.24), (2.27) in (2.28) we find the remarkable formula
see also [FS] . From (2.29) it is immediate to guess that the fundamental solution of -A^ should be given by (1.13).
Our next task is to establish an uncertainty principle for the Heinsenberg group. In [GL2] an important role was played by the following a priori inequality. Let B, = {x '"-"r^L,*"-^^^'
Using again formula (2.4), the fact that F = -^ on 3Qp, (2.10) (233) from (2.37).
Q
Conformal vector fields and sub-elliptic first variation formulas.
The aim of this section is to compute the first variation of the energy integral associated to (1.4). First variation estimates play an important role in calculus of variations and geometric measure theory. The standard strategy to achieve them is to perform a so-called radial deformation and then use the minimizing properties of the energy integral. The effectiveness of this procedure is deeply related to the existence, at least locally, of conformal vector fields. We recall that on a Riemannian manifold of dimension^, (M,^y), a vector field Z is said conformal if
where we have denoted by Z,j the covariant derivative of the z'-th component of Z w.r.t. the 7-th local coordinate. In Euclidean flat space there exists a distinguished conformal vector field, namely Z = r-==x,xeiR N . The fact that this vector field is orthogonal to or the level sets of the fundamental solution of Laplace's operator with pole at the origin has important consequences. One of them is clearly illustrated by the first variation formula for the Dirichlet integral of a function in ^N. Let B, = {x G ^N \x\<r}, then (3.1) 
here we have let-(x) = Vu(x)'-' It is noticeable in (3.1) the 8n \x\ absence of terms involving tangential derivatives of u.
There exists on the Heisenberg group a vector field which plays much the same fundamental role of the conformal vector field Z= r-in [R^, namely the vector field X introduced in (2.20). This vector field can be thought of as conformal in the following sense. Let G = (gij) Unlike its Euclidean relative r -the vector field X in (2.20) is not 8r orthogonal to the level sets of the fundamental solution (1.13), i.e., the Heisenberg spheres 8Q.r. Yet, it displays the important redeeming feature (2.24): Its projection Xd along the direction orthogonal to the sphere 8fi.r has constant valuer on the sphere itself. We exploit this fact to obtain the following remarkable sub-elliptic first-variation formula.
THEOREM 3.1. -Let u be a function such that u, XjU, TjU, j = 1, ... , n, and A^nu e L^H"). Then we have for a.e. r > 0,
In (3.3) T is defined by (1.8), X by (2.20), and cp by (2.21) (recall that cp is Heisenberg-homogeneous of degree zero). According to (2.23) the vector field T is tangential to the sphere 80.^. Therefore, the third term in the r.h.s. of (3.3) represents a novelty w.r.t. the Euclidean case, and an unpleasant one, indeed.
Proof of Theorem 3.1. -In what follows for the sake of simplicity we will drop the independent variable (z,t) in all the integrands. Moreover, we agree to let ^ = x,, ^ = ^,, i = 1, ... , n, ^, = r, , , , , " Integrating by parts in the third integral in the r.h.s. of (3.4) we obtain 
Substituting (3.5), (3.6) in (3.4) we obtain
Jo, From (3.2), the symmetry of the matrix (X^j) and the fact that divZ = Q we infer X^j = ^y. On the other hand, (2.11) gives with obvious meaning of the notation The final step is the computation of the sum A^^,^. We note that from (2.11) the only non-zero terms in a^i occur when either j = 2n + 1 or k = In + 1. Moreover, since a^ does not depend on 2n+i = t we have ^,(2^+1) = 0 for every;, k. Therefore, since a^ = a2
If i = 1, ... , n and k = 1, ... , n we have
whereas O^+D^+I),. = .r(4|z| 2 ) = 8^, f == 1, ...,2n.
S!
We then infer from (3.9)^ n (3.10) A^,u,^,j = 4^ ^ [^4-,M,,-A',-u, <"+,)] oi ,-i
. 
Frequency functions on D-T and unique continuation.
The aim of this section is to prove Theorems 1.1-1.4. We do so by studying the growth properties of certain quotients of variational integrals which are naturally related to equation (1.4). Henceforth, we will work in a fixed Heisenberg ball Q^ centered at the origin.
For a solution u to (2.4) in Q^ and r < Ro we define its height in O.r as follows We also let 
Proof. -A density argument, (1.14) and (2.8) of Theorem 2.1 yield
Differentiating (4.4) w.r.t. r and using the co-area formula (2.4) to evaluate the derivative of the integral within curly brackets we obtain
Now we observe that
If we substitute (4.6) in (4.5) and use (1.4) we obtain (4.3). D Proof. -Suppose that for some ro < Ro ff(ro) = 0. Then from (4.6) and the divergence theorem
Next, we use (1.17) and (2.33) of Theorem 2.2 to obtain the bound We stress the invariance of (4.10) w.r.t. the Heisenberg dilations (1.9).
Remark. -The function N(r) introduced in (4.10) is the analogue of that introduced in [GL2] for solutions to uniformly elliptic equations of the type -div(^(x)Vu) + V{x)u =0. For harmonic functions in R^ the frequency was first introduced by F. Almgren [A] , who proved its increasingness w.r.t. 
Jao, |Vd(z,0|
On the other hand, the fact that u is Heisenberg-homogeneous of degree k and Euler's formula yield At this point we introduce the set (4.14) A^ = {re(0,ro)|7V(r) > max (l,Nr,))}. 
where in the last equality we have used the fact that for reA^ (4.16) holds. At this point we restrict, if needed, the interval (0,ro) in such a way that y-o satisfies the two constraints
at once. We emphasize that from Lemma 2.1 y-o has already been chosen to satisfy the first inequality in (4.33). Substitution of (4.32) in (4.27) gives^X 
I(r) ^ H(r)
., [f(r)+g(rY [f(r) Proof of Theorem 1.1. -Our starting point is identity (4.9) which, using (4.10), we rewrite as (. L \ Jo r ,
Integrating (4.40) w.r.t. r and using the co-area formula (2.4) we finally obtain (1.20) . D
Proof of Theorem 1.2. -The argument is quite standard. We include it for the sake of completeness. Let ro be as in Theorem 1.1. We obtain after k interations of (1.20) l"ro2-/cl^Jo^_Î f we now let k -> oo the r.h.s. of (4.42) goes to zero since, by assumption, u vanishes to infinite order at the origin, see Definition 1.1. We conclude that must be u = 0 in Q^ • Q At this. point we briefly sketch the proof of Theorem 1.3. The main steps are similar to those in the proof of Theorem 1.1. We recall that we no longer have the smallness available from (1.17), but assumption (1.25) on V~ takes its place. [-^-d(z,t) 2 , e \ 8 y
