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1. INTRODUCTION
In 1935 Homer Dudley from Bell Telephone Laboratories had the United States Patent
Oﬃce grant him a patent for an invention that should go down in the annals as the
voice encoder, which is more commonly known as the vocoder [1] today. Instead of
sending the complex signal wave itself, the vocoder makes use of the principle that
speech may be resolved into invariable factors, such as the vibrations of the vocal
cords, and into variable factors, such as the changes of pitch of the vocal cords and
the various modulations eﬀected by the lips, tongue, palate, etc. The ﬁxed features
appearing in a speech signal are understood to be oscillatory in nature and the variable
features are modulatory.
By the arrangement disclosed in the vocoder, speech is instantaneously analyzed to
determine the set of variable parameters, which deﬁne the unknown or variable elements
of the speech signal. The ﬁxed factors, such as the relatively high frequency vibration
due to the vocal cords or to the hissing sounds of the air rushing through passages,
are not transmitted. On the other hand, the variable parameters are transmitted in
separate channels to the speech synthesizer. These parameters may correspond to the
volume of energy in diﬀerent frequency ranges of the voice and in the variations of
pitch of the voice sounds. To reproduce the original sound, the information received
in the several channels is combined by the synthesizer with waves from local sources
corresponding to the invariable characteristics of speech.
In speech, two types of frequency spectrum are used alternatively: a continuous
spectrum in the case of hissing or unvoiced sounds, and, in the case of voiced sounds, a
discrete spectrum with a variable fundamental frequency with upper harmonics present
to a relatively high frequency. Hence, the local source provided at the synthesizer
preferably is such that the waves supplied can have either type of spectrum. The type
is determined in response to the information transmitted from the sending end of the
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system with regard to the presence or absence of a fundamental frequency in the speech
wave and the magnitude of any such fundamental frequency.
Advantage is taken of the fact that much of the information ordinarily transmitted
is of an invariable or predictable character, due to the general uniformity of the speech
producing organs from person to person. By reproducing such predictable information
artiﬁcially at the receiving end, it need not be transmitted from the sending end.
Thus, eﬀective use is made of the foreknowledge of the ﬁxed characteristics of the
signal source, with the result that the frequency bandwidth necessary for transmission
can be reduced.
In a concrete realization, the vocoder is a system in which a speech signal is analyzed
for, e. g., its fundamental frequency and for the average power in properly chosen
frequency subbands. These derived signals should give as many independent variable
quantities as the number of independent variables involved in the production of speech.
This information is transmitted and then used at the receiving end by means of a
synthesizer to fashion waves from a local multi-frequency oscillator into a very close
copy of the speech at the sending end, so far as the ear can determine. Since the ear is
the ultimate observer of a speech sound, the characteristic of the ear is very important
in determining what frequency bands to use. It has long been known that the ear
is essentially of such a nature as to observe the logarithm of frequency rather than
frequency directly. The original speech band is therefore divided into frequency bands
having a constant percentage of increment from the lowest frequency up to the top
frequency, rather than with frequency bands of equal width [2].
Since the late 1970’s, most vocoders avail themselves of linear prediction for the
estimation of a speech signal’s spectral envelope. In linear prediction coding (LPC) an
all-pole ﬁlter replaces the bandpass ﬁlter bank of its predecessor. One advantage of
the LPC model is its inherently low algorithmic delay coming from the fact that the
future values are a linear superposition of previous samples. Modern vocoders provide
a reasonably good simulation of voice with as little as 2.4 kbps1 of data. The ITU
G.729, which is encountered in many telephone networks, oﬀers great voice quality at
a data rate of 8 kbps. Other LPC-based vocoding schemes are LPC-10, Code Excited
1 Kilobit per second
3Linear Prediction (CELP), or Mixed Excitation Linear Prediction (MELP). More on
speech coding is found, e. g., in [3].
During the last years, the Fraunhofer Institute for Digital Media Technology
(IDMT) has developed a perceptual coder suitable for speech and music likewise, based
on a concept that pretty much resembles the LPC approach. The new coding scheme,
which was given the name Ultra Low Delay (ULD), separates irrelevancy reduction,
i. e. temporal and spectral noise shaping, from redundancy reduction. Inaudible and
hence irrelevant information is removed from the signal by an all-zero pre-ﬁlter, which
is controlled by a psychoacoustic model in such a way that the frequency response of the
pre-ﬁlter coincides with the inverse of the masked threshold. Predictive coding is used
for this purpose, whereas now the masked threshold rather than the short-term power
spectrum is modeled. The perceptual model itself is based on a subband decomposition
of the observed signal. Redundancy in the pre-ﬁltered and uniformly quantized signal
is reduced via lossless coding using an extended version of the well-known Least Mean
Squares (LMS) algorithm. The prediction error is entropy coded and transmitted to
the decoder. A reciprocal all-pole post-ﬁlter reshapes the decoded residual keeping the
quantization noise below the masked threshold, and thus inaudible. Further details on
ULD coding are given in [4], [5], [6], [7], [8], [9], [10], and [11].
Due to its very low delay (less than 10ms) and a good compression performance, the
ULD coder opens the ﬂoodgates for time-critical applications like video conferencing,
digital microphones in live or studio settings, in-ear monitoring, wireless loudspeakers,
or live music sessions over the Internet, e. g. These applications are out of range for
the traditional transform coders, as their encoding-decoding delay reaches up to several
hundreds of milliseconds [12].
One of the current state-of-the-art codecs for natural audio is MPEG’s Advanced
Audio Coding (AAC) scheme [13] providing transparent or near transparent audio
quality at 64 kbps per audio channel. AAC is a conventional transform coder that
uses a ﬁlter bank to decompose the signal into its constituent frequency components.
A sophisticated perceptual model together with enhanced noise shaping techniques
removes the irrelevant part of the information. The allocated bits for the audible
part are redundancy minimized by the use of noiseless or lossless coding, to provide
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the maximum compression within the constraint of giving the highest possible audio
quality. A high compression ratio, however, demands for many ﬁlter bank channels or
subbands to implement an eﬃcient masking model. The high number of subbands in
turn leads to a high encoding-decoding delay. Further delay sources are a look-ahead
buﬀer for block switching decisions and a buﬀer for bit-rate smoothing. An overview
of the basics of high-quality low-bit-rate audio coding is given, e. g., in [14], [15].
The MPEG-4 low-delay codec AAC-LD [16] is derived from the architecture of AAC
inheriting the capabilities and the shortcomings of the latter. Its main application area
is full-duplex real-time communications. To reduce the algorithmic delay of AAC, the
frame size is halved, and so is the length of the analysis-synthesis window. Block
switching is removed, while instead, to lessen pre-echo artifacts in the case of transient
signals, two window shapes are used alternatively. A sine window is employed for
stationary signal sections, whereas a low-overlap window is used in transient passages.
In order to reach the desired target delay, no bit reservoir is used at all. Despite of the
described modiﬁcations, the 20ms of delay at 48 kHz sampling rate are still considerably
high. Moreover, the reduced number of subbands implicates a reduced coding eﬃciency,
resulting in a higher data rate or a lower audio quality. For a comprehensive overview
of audio coding principles, the interested reader is referred to [17].
For very low bit rates, i. e. bit rates under 64 kbps, the MPEG-4 standard provides
for additional tools, which yet allow the content author to achieve a high coding quality,
with Spectral Band Replication (SBR) [18] being one of them. SBR is a bandwidth
extension tool that recreates the high-frequency portion of a downsampled audio signal
from its low-frequency portion in a perceptually accurate manner. The combination of
AAC and SBR, which is better known as the High-Eﬃciency Advanced Audio Coding
(HE-AAC) proﬁle, signiﬁcantly enhances the coding performance of a stand-alone AAC
system, by either lowering the bit rate for a given quality level or by improving the audio
quality at a given bit rate [19]. Because of its excellent compression performance, HE-
AAC is widely spread in digital broadcasting and in streaming networks with limited
resources [20], [21], [22].
Taking a closer look inside SBR, one may be astonished by its similarity with the
vocoder principle. First, both schemes represent an analysis-synthesis system built of
5bandpass ﬁlters. Second, the SBR tool as well as the vocoder measures the short-
term energy spectrum, thus following the signal’s envelope over time. In either case a
data reduction is achieved by transmitting a quite compact description of the analyzed
signal, rather than the signal itself, be it in the raw or in a perceptually coded form.
And ﬁnally, both schemes require a local excitation signal to be envelope adjusted
according to the signaled data, in order to obtain a replica of the original wave.
But for all the parallels, to acquire a high-quality copy it is not suﬃcient to model
the excitation process by a pulse train or random noise, or a mixture of both, as the
number of independent variables involved in the creation of music and other complex
sounds is much higher, whereas the predictable factors are strongly reduced. Since a
wideband excitation spectrum can stem from one or from multiple sources, like vocal
cords, strings, reeds, etc., it constitutes a multifaceted mixture of diﬀerent frequency
components. The excitation sound is then ﬁltered by a resonator, such as the vocal
tract or the body of a musical instrument, giving the voice or the musical instrument
its characteristic tone color or timbre. A bandwidth limitation of a quasi-stationary
excitation signal, e. g., is equivalent to a truncation of the harmonic series, which alters
the timbre and the sound is perceived as “muﬄed” or “dull”. The SBR tool recreates
these seemingly lost high-frequency components without creating annoying artifacts.
More bandwidth extending techniques are presented in [23]. However, as they are
outside the scope of this thesis, they are not discussed here.
The thesis is organized in seven chapters. After stating the goal and the problem
in Chpt. 2, the former is pursued through the following stages: First, Chpt. 3 gives
a detailed description of the standard SBR method. Chpt. 4 then presents the new
features of the delay-optimized derivative, namely Low-Delay Spectral Band Replication
(LD-SBR), which is incorporated into the MPEG-4 Enhanced Low-Delay Advanced
Audio Coding (AAC-ELD) scheme [24]. The proposed frequency-domain low-delay
bandwidth extension is explained in Chpt. 5, followed by the results of a subjective
listening test in Chpt. 6. Chpt. 7 ﬁnally summarizes the thesis by drawing conclusions
and giving suggestions for potential future work.
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2. PROBLEM STATEMENT
2.1 Goal
MPEG’s low-delay audio codecs AAC-LD and AAC-ELD are capable of providing
natural audio in perceptually high quality with an algorithmic system delay1 in the
range from 20 to 46.9ms. The AAC-ELD scheme, in particular, which is basically
formed out of AAC-LD and SBR, produces high-quality wideband audio at bit rates
between 24 kbps and 48 kbps maintaining a relatively low algorithmic delay of 31.3ms,
where 1.3ms are due to SBR, at 48 kHz sampling rate. These are three crucial factors
for AAC-ELD to conquer the telecommunications sector. To draw a comparison, at the
same sampling rate Fraunhofer’s latest ULD coding scheme delivers comparable high-
quality audio at a constant bit rate of 64 kbps per channel [6], [8], [11]. Its algorithmic
delay of merely 5.3ms corresponds to a frame size of 256 samples.
Even though low-delay solutions for speech and audio do exist, particular time-
critical applications require a coding system that oﬀers both: an algorithmic delay of
less than 10ms and a very low bit rate, while delivering high-quality digital audio at
the same time. One might conclude that an adaptation of the SBR technique to the
stringent delay constraint could –in combination with the ULD coder– turn out to be
the remedy sought.
2.2 Problem
The SBR system is a compound of distinct algorithms that are strongly interwoven
with the frame size, since the estimator functions in use require a minimum number of
subsamples for consistency. The common block size for SBR in HE-AAC, e. g., is 2048,
1 Includes encoding and decoding
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bearing 32 subsamples for each of the 64 ﬁlter bank channels. LD-SBR in AAC-ELD
operates on 960-length blocks, reducing the number of subsamples to 15. For a ULD
plus SBR scheme, however, as few as 4 subsamples per ﬁlter bank channel are available.
The 640-length ﬁlters of the ﬁlter bank with a correspondingly long delay are another
issue.
Although a delay-optimized modulated ﬁlter bank would provide the solution to the
latter problem, an eﬀortless replacement of the ﬁlter bank yet does not guarantee the
correct operation of SBR under the new conditions. The task is therefore to elaborate
a low-delay version of SBR, which can be used together with ULD or any other coder
with similar characteristics. The new scheme should preferably preserve the overall
performance of SBR with regard to audio quality without considerably increasing the
bit rate.
3. MPEG-4 SPECTRAL BAND REPLICATION
3.1 Introduction
Spectral Band Replication is a hybrid1 high-quality bandwidth extension technique for
speech and natural audio. It is an add-on to a conventional waveform coder, referred to
as the core coder, rather than an audio coder itself. SBR can be seen as a preprocessor
to the core encoder and as a postprocessor to the core decoder as depicted in Fig. 3.1.
In the preprocessing step signal characteristics are analyzed and a moderate amount
SBR control data
digital
input
…01101…
digital
output
SBR control data
SBR
encoder
core
encoder
bit stream
mux
bit stream
demux
SBR
decoder
core
decoder
Fig. 3.1: SBR as an add-on to a core codec
of SBR speciﬁc data –usually a small fraction of the overall data rate– is stored, which
is then used in the postprocessing step to reconstruct the broadband signal. The
core encoder codes the low-frequency portion, alias the low band, of the original audio
signal up to a chosen cutoﬀ frequency. This frequency is labeled the crossover frequency
between the low-frequency band and the high-frequency band, or short the high band.
The SBR postprocessor reconstructs the high band from the decoded low band in
a perceptually accurate manner, forming a wideband output signal. In the general
case the core encoder operates at half the sampling frequency of SBR, resulting in a
1 In the used context, the term “hybrid” denotes a parametric coding system that describes the
correlation of two waveform signals, and therefore needs a reference signal for the excitation.
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better frequency resolution of the core encoder’s ﬁlter bank, which is beneﬁcial for the
exploitation of simultaneous-masking eﬀects. This and the fact that only the low band
needs to be redundancy coded boosts the coding gain of the entire system.
The driving idea behind SBR is the assumption that the low- and the highband
characteristics of an audio signal are strongly correlated with each other. A signal
with a distinct harmonic character in the low-frequency region is assumed to basically
maintain its harmonic structure in the high-frequency region. Similarly, a noisy signal
is assumed to carry its noise-like character from the low frequencies over to the high
frequencies.
SBR also incorporates additional tools like inverse ﬁltering, adaptive noise addition,
and sinusoidal regeneration for signals that do not ﬁt this simple model. The necessity
to track partials, which is essential to sinusoidal modeling [25], spots SBR closely
related to parametric methods. Moreover, due to the method of highband regeneration,
the short-term synchronization of the high band with the low band, i. e. the temporal
alignment, is close to optimal. A transient in the low band translates almost perfectly to
the high band. A partial in the high band persists in time as long as the corresponding
fundamental frequency is found in the low band. A coarse overview of SBR principles
is also given in [26].
3.2 Complex quadrature mirror ﬁlter bank
Cosine modulated ﬁlter banks are often used in perceptual waveform coders and there
are various eﬃcient implementations [27], [28]. A modiﬁcation of real-valued subband
signals, however, creates audible distortion in the processed signal which makes this
class of ﬁlter banks unsuitable for spectral shaping operations. These impairments do
not occur, if a cosine modulated ﬁlter bank is extended to form a complex exponential
modulated ﬁlter bank with complex-valued subband signals. The following pages give
a brief overview of the basic concept behind a complex exponential modulated ﬁlter
bank which in the forthcoming chapters will be termed as complex quadrature mirror
ﬁlter (CQMF) bank [29].
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3.2.1 Cosine modulated ﬁlter bank
The analysis ﬁlters hk(n) of a cosine modulated ﬁlter bank are obtained by cosine
modulating an evenly symmetric lowpass prototype ﬁlter p0(n) according to
hk(n) = p0(n) cos
{
π
M
(
k +
1
2
)(
n− N
2
− M
2
)}
, (3.1)
where k = 0, 1, . . . ,M−1,M is the number of ﬁlter bank channels, and n = 0, 1, . . . , N ,
where N is the prototype ﬁlter order. Each of the analysis ﬁlters hk(n) bears real-
valued subband samples in the case of real-valued input signals. The subband samples
are decimated by a factor of M , so that the ﬁlter bank is critically sampled. The
choice of the prototype ﬁlter p0(n) decides whether the ﬁlter bank fulﬁlls the perfect
reconstruction (PR) criterion.
As the Fourier transform of the cosine function is given by two real-valued axially
symmetric Dirac delta pulses, any cosine modulated ﬁlter bank possesses the inherent
property of having two passbands for each of its subband ﬁlters: one in the positive
frequency range and one in the negative. Staying in the frequency domain it can be
shown that the principal alias terms arise from overlapping images of either the ﬁlter’s
negative passband with the positive passband, or vice versa. In the general case, a
modiﬁcation of the subband samples or the spectral coeﬃcients leads to severe aliasing
artifacts in the output signal. The issue of overlapping images is overcome by extending
the cosine modulation to complex exponential modulation as described in the following
section. For the sake of completeness, the synthesis ﬁlters are [30]
gk(n) = p0(n) cos
{
π
M
(
k +
1
2
)(
n− N
2
+
M
2
)}
. (3.2)
3.2.2 Complex exponential modulated ﬁlter bank
Extending the cosine modulation to complex exponential modulation yields the analysis
ﬁlters
hk(n) = p0(n) exp
{
j
π
M
(
k +
1
2
)(
n− N
2
− M
2
)}
(3.3)
and the synthesis ﬁlters
gk(n) = p0(n) exp
{
j
π
M
(
k +
1
2
)(
n− N
2
+
M
2
)}
(3.4)
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using previous notation, where the imaginary unit is denoted by j. Obviously the
extension is formed by additionally sine modulating the same prototype ﬁlter p0(n)
on the imaginary axis. Deriving from a real-valued input signal, the output of the
complex exponential ﬁlter bank can thus be interpreted as the analytic version of the
output from the cosine modulated ﬁlter bank, where the imaginary part is obtained by
Hilbert transforming the real part. Hence, Eqs. (3.3) and (3.4) imply that the output
of the synthesis is complex-valued. It can also be shown that the cosine modulated
ﬁlter bank and its sine modulated counterpart share the same behavior with respect
to the PR property.
Because of its analytic nature, the complex exponential modulated ﬁlter bank has
one single passband in the positive frequency range for each channel. Eliminating the
source for principal alias terms makes the aliasing cancellation constraint from the
cosine (sine) modulated ﬁlter bank obsolete, and both the analysis and synthesis ﬁlters
can be written as [30]
hk(n) = gk(n) = p0(n) exp
{
j
π
M
(
k +
1
2
)(
n− N
2
)}
, (3.5)
with k, n, M , and N as deﬁned in Eq. (3.1).
Due to the absence of principal alias terms, the resulting aliasing depends only on
the spectral leakage characteristics of the prototype ﬁlter p0(n). The minimization of
the overall amplitude distortion is subject to the ﬁlter bank design procedure. M-
channel ﬁlter banks that do not achieve perfect reconstruction are collectively known
as pseudo QMF (PQMF).
3.3 Encoding process
3.3.1 Overview
A schematic block diagram of the SBR encoder is shown in Fig. 3.2. Prior to passing
the pulse code modulated (PCM) input signal on to the waveform encoder, it is band
limited and decimated by a factor of two. In parallel the input audio is fed to the
analysis CPQMF bank, which inherently provides an instantaneous energy measure
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Fig. 3.2: Generic scheme of the SBR encoder
for each subband signal. Therefore, following Parseval’s theorem,
E =
∞∑
n=−∞
|x(n)|2 = 1
2π
∫ π
−π
|X (ejΩ) |2dΩ , (3.6)
the output of the ﬁlter bank is used to estimate the spectral envelope for every incoming
data vector. As the core encoder operates at a diﬀerent sampling rate from the SBR
encoder, the whole encoding system is termed to operate in dual rate mode.
Apart from the envelope estimation, the subband samples undergo further analysis
stages: Control parameter extraction –not necessarily in that order– includes signal-
adaptive temporal subsample grouping, collecting guidance information for the high-
frequency reconstruction (HFR) in the decoder, determining the tonal-to-noise ratio in
the high band, and the detection of missing harmonics which cannot be reconstructed
by merely shifting the low band towards higher frequencies. The spectral envelope
coeﬃcients together with the control parameters form the SBR data stream, which is
entropy coded. If a constant overall bit rate is desired, the number of bits spent on
SBR encoding is to be signaled to the underlying core encoder. One can even think
of subsystems which exchange information in such a way that the optimum crossover
frequency between the waveform coded low band and the SBR coded high band can
be found adaptively for every processed time segment. Finally, the output of the
SBR encoder is serially multiplexed with the output from the core encoder into one
concatenated bit stream.
In the following, an in-depth description of SBR encoding tools and algorithms with
reference to [31], [32], and [33] is provided. Since the cited 3GPP speciﬁcations do not
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explain the basic principles, but only present the results in the form of pseudo-code
algorithms, the insights that follow are to a great extent subject to my interpretation.
In order to keep things clear and simple, the SBR tool is further postulated to operate
on discrete-time mono signals.
3.3.2 Subband analysis
A uniform M-channel complex pseudo QMF bank (see Sec. 3.2.2) decomposes the
real input signal into a time-indexed series of M complex subband signals, or spectral
coeﬃcients, each representing the signal amplitude localized within a frequency range
of π/M rad. Using a 64-channel ﬁlter bank, at 48 kHz sampling rate this corresponds
to a nominal bandwidth of 375Hz per subband and a temporal resolution of 1.3ms per
time slot.
The input signal x(n) is processed by a parallel bank of N -th order ﬁnite-impulse-
response (FIR) bandpass ﬁlters hk(n). The analysis outputs
uk(n) = hk(n) ∗ x(n) =
N∑
ν=0
hk(ν)x(n− ν), (3.7)
k = 0, 1, . . . ,M −1, are decimated by a factor of M , yielding the maximally decimated
subband sequences
xk(n) = uk(nM) =
N∑
ν=0
hk(ν)x(nM − ν). (3.8)
Each of the bandpass ﬁlters hk(n) is a modulated version of a causal prototype ﬁlter
p0(n) with the impulse response symmetric about N/2. It can be shown that if p0(n) =
p0(N − n), 0  n  N , with N an even integer, its Fourier transform is of the form
P0
(
ejΩ
)
=
N∑
n=0
p0(n)e
−jΩn = W (ejΩ) e−jΩ N2 , (3.9)
where W
(
ejΩ
)
is a real, even function of the normalized frequency Ω . Using Eq. (3.5),
the frequency response of the respective analysis ﬁlters hk(n) is
Hk
(
ejΩ
)
= e−jΩk N2 P0
(
ej(Ω−Ωk)
)
, (3.10)
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where Ωk = π/M(k + 1/2) is the normalized center frequency of the k-th bandpass
ﬁlter. Plugging Eq. (3.9) in into Eq. (3.10), we get
Hk
(
ejΩ
)
= W
(
ej(Ω−Ωk)
)
e−jΩ N2 , (3.11)
with W
(
ej(Ω−Ωk)
)
evenly symmetric about the modulation frequency Ωk. From
Eq. (3.11) it is easy to see that the ﬁlter bank is a generalized linear-phase system,
the phase of which is the linear function −ΩN/2. In this particular case, the constant
group delay amounts to N/2, which is an integer.
The analysis ﬁlter bank that is found in [32] is a complex exponential modulated
ﬁlter bank that employs a discrete cosine transform (DCT) for the calculation of the
real part and a discrete sine transform (DST) for the calculation of the imaginary
part. Just like the discrete Fourier transform (DFT), both the DCT and the DST
are ﬁnite-length transforms of the form
X(k) =
L−1∑
n=0
x(n)φ∗k(n), (3.12)
where the basis sequences φk(n) in the orthonormal representation are either cosine or
sine functions. The type-IV DCT, e. g., is deﬁned as
X(k) =
L−1∑
n=0
x(n) cos
{
π
M
(
k +
1
2
)(
n+
1
2
)}
. (3.13)
At this point, let us redeﬁne the analysis ﬁlters from Eq. (3.5) as
hk(n) = p0(n)e
jΩk
(
n + 1
2
)
, (3.14)
which eﬀectively does not change anything on the modulation but only moves the
constant phase oﬀset from −ΩkN/2 to +Ωk/2. Evaluating the convolution sum from
Eq. (3.8) yields
xk(n) =
N∑
ν=0
p0(ν)x(nM − ν)ejΩk
(
ν + 1
2
)
. (3.15)
Let us further denote the product of L ﬁlter coeﬃcients {p0(ν)}ν∈[0,L), see Fig. 3.3, and
L past input samples {x(nM − ν)}ν∈[0,L) counted backwards from the time instant nM
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Fig. 3.3: Time and frequency domain plot of the 641-length SBR window. The relative side-
lobe attenuation is −81.2 dB. The mainlobe width (−3 dB) is 0.015381.
as xˆ−nM(ν).
2 Eq. (3.15) can then be simpliﬁed to
xk(n) =
L−1∑
ν=0
xˆ−nM(ν)e
jΩk
(
ν + 1
2
)
. (3.16)
By assuming that the length of the ﬁlter’s impulse response is an integer multiple of the
number of subbands, i. e. L = 2mM , m ∈ N, Eq. (3.16) can be reduced in complexity
due to the 2M-periodicity of the complex sequences ejΩk
(
ν + 1
2
)
. In consequence we
can rewrite Eq. (3.16) equivalently as
U(k) =
2M−1∑
ν=0
u(ν)ejΩk
(
ν + 1
2
)
, (3.17)
where
u(ν) =
m−1∑
μ=0
xˆ−nM(ν + 2μM), (3.18)
which is exactly the calculation rule in [13]. The connection between Eq. (3.17) and an
M-length DCT (DST) can be established following, e. g., the decimation-in-frequency
(DIF) approach [34]. For this purpose, the sequence u(ν) is split into two subsequences
v(ν) = u(ν), (3.19)
w(ν) = u(ν +M), (3.20)
2 Equivalent to windowing in spectral analysis, where p0(ν) is the L-point periodic window function
and xˆ−
nM
(ν) is the windowed time sequence; here L = N − 1.
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ν = 0, 1, . . . ,M − 1, so that Eq. (3.17) can be reformulated according to
U(k) =
2M−1∑
ν=0
u(ν)ejΩk
(
ν + 1
2
)
=
M−1∑
ν=0
[
v(ν)ejΩk
(
ν + 1
2
)
+ w(ν)ejΩk
(
ν +M + 1
2
)]
=
M−1∑
ν=0
[
v(ν) + jejπkw(ν)
]
ejΩk
(
ν + 1
2
)
. (3.21)
The factor ejπk is +1 for even values of k and −1 for odd values of k. The even-
numbered frequency samples and the odd-numbered frequency samples are therefore
computed separately.
U(2k) =
M−1∑
ν=0
[v(ν) + jw(ν)] ejΩ2k
(
ν + 1
2
)
, (3.22)
U(2k + 1) =
M−1∑
ν=0
{
[v(ν)− jw(ν)] ej πM
(
ν + 1
2
)}
ejΩ2k
(
ν + 1
2
)
, (3.23)
k = 0, 1, . . . ,M/2− 1. Using Euler’s formula ejϕ = cosϕ+ j sinϕ, with
ue(n) = v(n) + jw(n), (3.24)
uo(n) = [v(n)− jw(n)] ej
π
M
(
n + 1
2
)
= u∗e(n)e
j π
M
(
n+ 1
2
)
, (3.25)
Eqs. (3.22) and (3.23) are rearranged to
U(2k) =
M−1∑
ν=0
ue(ν) cos
{
π
M
(
2k +
1
2
)(
ν +
1
2
)}
+ j
M−1∑
ν=0
ue(ν) sin
{
π
M
(
2k +
1
2
)(
ν +
1
2
)}
, (3.26)
U(2k + 1) =
M−1∑
ν=0
uo(ν) cos
{
π
M
(
2k +
1
2
)(
ν +
1
2
)}
+ j
M−1∑
ν=0
uo(ν) sin
{
π
M
(
2k +
1
2
)(
ν +
1
2
)}
. (3.27)
Comparing Eqs. (3.26) and (3.27) with Eq. (3.13), one can immediately see that the
even-numbered frequency samples U(2k) and the odd-numbered frequency samples
U(2k+1) are computed using the type-IVM-point DCT (DST) of theM-point complex
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sequences ue(ν) and uo(ν), which are obtained from the two halves v(ν) and w(ν) of
the real input sequence u(ν) on the basis of Eqs. (3.24) and (3.25). The procedure
suggested by Eqs. (3.26) and (3.27) is once more summarized in Eq. (3.28).
U(k) =
⎧⎪⎨
⎪⎩
DCTIVM {ue(n)}+ jDSTIVM {ue(n)} , k = 0, 2, . . . ,M − 2
DCTIVM {uo(n)}+ jDSTIVM {uo(n)} , k = 1, 3, . . . ,M − 1
. (3.28)
The magnitude response of a uniform 64-channel CPQMF bank designed using
Eq. (3.14) is shown in Fig. 3.4. One can observe that all of the bandpass magnitude
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Fig. 3.4: 64-channel ﬁlter bank: magnitude response (L = 640). Even-numbered channels are
marked with solid lines, odd-numbered with dotted lines.
responses |Hk
(
ejΩ
) |, k = 0, 1, . . . , 63, are frequency modulated versions of the lowpass
prototype depicted in Fig. 3.3, and hence identical in their characteristics. All the
subsequent processing steps are attached to the output of the ﬁlter bank, i. e., they
are performed in the CPQMF domain.
Even though the phase of the ﬁlter bank is still linear with the constant group
delay −d/dΩ arg{Hk (ejΩ)} = N/2 unchanged, the bandpass ﬁlters from Eq. (3.14)
introduce a constant phase term Ωk(M+1/2),M = N/2m, m an odd integer, uniformly
over all band |Ω | < π, such that arg{Hk (ejΩ)} = Ωk(M + 1/2)−ΩN/2 is a function
of the channel index k. Regardless of the discontinuities caused by the prototype ﬁlter
characteristics, the phase within a band |Ω − Ωk|  π/2M is continuous. The phase
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of type-III DCT (DST) based analysis ﬁlters has a constant term of ΩkM = (−1)kej
π
2 ,
due to the fact that the phase shift, which is inherent to the modulated prototype ﬁlter,
is not compensated by the particular type of transforms.
3.3.3 Transient detection
The transient detection algorithm, which is part of the control parameter extraction
module (see Fig. 3.2), operates on subband samples, the number of which amounts to
the length of one SBR frame. Aside from the presence of a transient, the algorithm
estimates the position of the transient onset nt. The time slot index nt speciﬁes the
series of M subsamples {xk(n)}, k = 0, 1, . . . ,M − 1, in which the transient onset was
detected.
The transient detection in frame i is accomplished through the following steps:
Firstly, for each ﬁlter bank channel k a threshold value ti(k) is calculated by taking the
square root of an unbiased estimator of the variance of the running short-term energies
|xk(n)|2 according to
ti(k) =
√√√√ 1
n2 − n1
n2∑
n=n1
(|xk(n)|2 − x¯k)2, (3.29)
where
x¯k =
1
n2 − n1 + 1
n2∑
n=n1
xk(n) (3.30)
is the long-term energy average, and [n1, n2] is the detection range. Then, the threshold
from Eq. (3.29) is weighted by 1−α, 0  α  1, using the threshold value ti−1(k) from
the previous frame and limited to a lower bound tmin, yielding the ﬁnal threshold value
t˜i(k) = max {(1− α)ti(k) + αti−1(k), tmin}. (3.31)
In a second step, the mean energy of two adjacent subsamples in the negative
distance −d from the current position n is subtracted from the mean energy of two
adjacent subsamples in the positive distance d, such that
Δe
(d)
k (n) =
1
2
{|xk(n + d)|2 + |xk(n+ d+ 1)|2}
−1
2
{|xk(n− d)|2 + |xk(n− d− 1)|2} . (3.32)
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Subsequently, the energy diﬀerence Δe
(d)
k (n) is compared to the threshold value t˜i(k),
and in case the inequality Δe
(d)
k (n) > t˜i(k) holds true, the time slot n is added to the
round of potential onset candidates.
The “signiﬁcance” of the energetic non-stationarity s(n) at the time instant n is
calculated as
s(n) =
M−1∑
k=0
dmax∑
d=1
Δe
(d)
k (n)− t˜i(k)
t˜i(k)
, (3.33)
with Δe
(d)
k (n) > t˜i(k) ∀ d ∈ {1, 2, . . . , dmax}. The ﬁrst time slot n, n1  n  n2,
for which s(n + 1) falls below nine-tenths of s(n), while s(n) is above some heuristic
threshold value smin, is declared the position of the transient onset nt. The latter is
passed on to the time-frequency (TF) grid selection algorithm, which is described in
the following section.
3.3.4 Time-frequency grid selection
One major challenge of crucial importance for any encoding apparatus is to ﬁnd the
optimum time-frequency signal representation, which in most of the cases demands for
a trade-oﬀ between coding gain and sound quality. As commonly known, transient
signal passages require a high temporal resolution to preserve the dynamic structure
of the observed segment and yet to have the quantization noise concealed by temporal
masking. On the contrary, stationary regions are eﬃciently coded through the eﬀects
of simultaneous masking, for which a high-resolution signal spectrum is key.
Since the ﬁlter bank at hand was primarily designed for the purpose of high-
frequency component regeneration, i. e. spectral signal shaping, the main objective
of its application is to avoid pre- and post-echoes. The echoes are colored noise that is
smeared over the analysis (synthesis) window and in the course becomes audible in the
originally silent passages. The signal-adaptive time-frequency processing is achieved
by grouping of subsamples in time and subbands in frequency, which is less restrictive
compared to switching between a ﬁnite number of diﬀerent modes of a non-uniform
ﬁlter bank, as proposed in [35], to best match the short-term signal characteristics.
Generically speaking, SBR divides quasi-stationary signal passages into longer time
segments with higher frequency resolution, whereas transient passages are partitioned
3.3. Encoding process 21
into shorter time segments with lower frequency resolution, respectively.
The choice of the appropriate TF resolution for the current SBR frame is made upon
the output of the transient detector (see Sec. 3.3.3). Based on this information, the TF
grid selection algorithm determines the number of envelopes, the start and stop time
borders of the envelopes, as well as their frequency resolution. There are two possible
frequency resolutions for SBR envelopes: IJHI and MPX. Each resolution is associated
with a frequency band table. Frequency band tables contain subband indices that
represent the start frequency borders of consecutive frequency bands, such that each
frequency band is deﬁned by a start frequency border and a stop frequency border.
The frequency band table for low-resolution SBR envelopes is obtained by extracting
a subset of the borders from the high-resolution table, while reducing the number of
frequency bands by a factor of two. The high-resolution table is derived from a master
frequency band table with linear or logarithmic scale, where the number of bands
per octave may vary. Critical bands of the human auditory system are approximated
by means of frequency warping [36]. The SBR range that is covered by the master
frequency band table is implicitly derived from the opted bit rate and the sampling
rate.
Before the grid generation, the current SBR frame is classiﬁed based on the knowl-
edge of the preceding frame class and the position of the transient onset. The four
available frame classes are: '*9'*9, '*97"3, 7"3'*9, and 7"37"3. '*9'*9-class
frames are non-transient SBR frames, with the leading and the trailing time borders
placed at the nominal frame boundaries. A supplementary function, the frame splitter,
helps to decide whether the non-transient SBR frame is in addition to be divided into
two envelopes of the same duration, e. g. when the energy levels of the two frame halves
signiﬁcantly diﬀer. '*97"3-/7"3'*9-class sequences are indicative for sparsely tran-
sient signal passages, so they are separated by at least one non-transient '*9'*9-class
frame. The leading time border of a '*97"3-class frame equals the leading nomi-
nal frame boundary and is ﬁxed, whereas the variable position of trailing time border
is determined by the transient onset. 7"3'*9-class frames conclude transient signal
segments having the trailing time border equal the trailing nominal frame boundary.
If two (or more) successive SBR frames have high signal ﬂuctuation, 7"37"3-class
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frames with variable time borders at both ends are used.
As the greater part of transient passages is locally limited, upon transient detection,
with the predecessor frame of class '*9'*9, the grid selection algorithm expects a
'*97"3-7"3'*9 frame transition to occur. Rooted in this assumption, the present
frame is regularly '*97"3 formed, while preparing borders compliant with the 7"3'*9
scheme for the successor frame. Should the next SBR frame happen to be also transient,
a new grid will be calculated, and the frame will be classiﬁed as 7"37"3. Any sequences
of SBR frame class transitions are thinkable, as long as the algorithm makes sure
that the transitional phases between two transient SBR frames smoothly merge, and
the boundaries (leading and trailing borders) of two consecutive frames coincide. To
warrant this, the transient detection features a time look-ahead that reaches as far as
a quarter-frame into the future frame.
Figure 3.5 illustrates an example situation when a transient sound is detected in
the running SBR frame. One border is drawn at the position of the transient onset.
time slots
frame boundaries
(nominal)
frame i (FIXVAR) frame i+1 (VARFIX)
transient onset
transient envelope
decay envelope
envelope borders
transient detection range
look-ahead
Fig. 3.5: Example of a “sparse” transient: frame sequence, transient detection range inclusive
of look-ahead, transient onset, and borders of spectral envelopes
Two more borders are placed right behind to account for the decay period. Additional
borders are inserted before and after the aforementioned borders in order to preserve
the signal dynamics in the respective time segments. Both the transient and the decay
envelope have a high temporal resolution, where the the decay envelope is twice as long,
and therefore their frequency resolution is low. The rather stationary pre-transient and
post-decay segments all have a high frequency resolution, as their time resolution is
reduced. Restrictions relating to the number of SBR envelopes can be found in [13].
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3.3.5 Envelope estimation
The envelope estimation falls back on the internal representation of the TF grid, which
consists of the start (stop) time borders of all spectral envelopes within the range of
the current SBR frame and the frequency resolution of each of these time segments.
For each of the frequency bands from the signaled frequency band table a scaling factor
is calculated by averaging the energy over the subbands that lie within the start and
the stop borders of that band. The output of the envelope estimator is therefore given
by
e¯κ(ν) =
1
k2(κ)− k1(κ) + 1
1
n2(ν)− n1(ν) + 1
k2(κ)∑
k=k1(κ)
n2(ν)∑
n=n1(ν)
|yk(n)|2, (3.34)
where κ = 1, 2, . . . , κmax denotes the frequency band and ν = 1, 2, . . . , νmax refers to the
envelope or time segment. Moreover, k1(κ) is the start border of frequency band κ and
n1(ν) is the start border of time segment ν, while k2(κ) and n2(ν) are the corresponding
stop borders. As is apparent from Fig. 3.6, {e¯κ(ν)}κ=1,2,...,κmax designates a staircase-
shaped trajectory of the spectral envelope ν over a non-uniformly segmented frequency
range.
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Fig. 3.6: Highband signal: (a) original, (b) estimated envelope
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3.3.6 Additional control parameters
The high-quality performance of SBR for all kinds of sounds can be traced back to the
fact that this technique employs auxiliary algorithms, which beneﬁcially contribute to
its perceptual ratings. They do so by tackling three key issues that occur with any HFR
based method: improper noise level, spectral vacancies, and missing tonal components.
The parameters that are necessary to compensate for these eﬀects are estimated upon
the original signal on the encoder side by means of a tonality measure that is explained
below.
Tonality estimation
In this section it is shown how a tonality measure can be derived from the prediction
gain of a linear predictor. Before doing so, however, some basic principles of linear
prediction are presented to provide the reader with suﬃcient background knowledge
for the subject of adaptive ﬁltering. More details on adaptive ﬁlters can be found in
[37].
A forward prediction error ﬁlter is a non-recursive (FIR) system that is deﬁned by
the polynomial
P (z) = 1−
N∑
n=1
p∗nz
−n, (3.35)
where N is the prediction order, and p∗n are the complex-valued ﬁlter coeﬃcients. The
prediction error e(k) is given in the time domain by the diﬀerence equation
e(k) = x(k)− xˆ(k) = x(k)−
N∑
n=1
p∗nx(k − n), (3.36)
where x(k) denotes a wide-sense stationary (WSS) random process with zero mean
and xˆ(k) is the estimated process. From Eq. (3.36) it is obvious that the estimate is
determined by the past x(k − n) of the WSS process. By introducing the observation
vector of the input signal in the form of a ﬁnite time series
x(k) =
[
x(k − 1) x(k − 2) · · · x(k −N)
]T
(3.37)
and the coeﬃcient vector
p =
[
p1 p2 · · · pN
]T
, (3.38)
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Eq. (3.36) can be written more compactly by forming the inner product of the two
vectors, as
e(k) = x(k)− xˆ(k) = x(k)− pHx(k), (3.39)
with pH representing the Hermitian or conjugate transpose of p. The task is to
ﬁnd the predictor coeﬃcients pmin that minimize the power of the prediction error
E
{|e(k)|2}, where E {·} is the expected value operator, i. e. to determine pmin such
that
E
{|e(k)|2} = E {e(k)e∗(k)} != min . (3.40)
In a ﬁrst step, we plug Eq. (3.39) in into Eq. (3.40) and we obtain, after some
rearrangements, an expression for the cost function J(p) according to
J(p)
def
= E
{|e(k)|2} = σ2x + pHRxxp− pHrxx − rHxxp, (3.41)
where Rxx denotes the autocorrelation matrix and rxx denotes the autocorrelation
vector, respectively. The elements of the autocorrelation matrix
Rxx = E
{
x(k)xH(k)
}
(3.42)
conform to the the values of the autocorrelation sequence
rxx(κ) = E {x∗(k)x(k + κ)} = E {x(k)x∗(k − κ)} , (3.43)
for κ = 0, 1, . . . , N − 1. Hence, using the property that the complex conjugate of the
autocorrelation sequence is equal to the original sequence with the argument changed
in sign,
rxx(−κ) = r∗xx(κ), (3.44)
the autocorrelation matrix Rxx can be expressed as
Rxx =
⎡
⎢⎢⎢⎢⎢⎢⎣
rxx(0) r
∗
xx(1) · · · r∗xx(N − 1)
rxx(1) rxx(0) · · · r∗xx(N − 2)
...
...
. . .
...
rxx(N − 1) rxx(N − 2) · · · rxx(0)
⎤
⎥⎥⎥⎥⎥⎥⎦
. (3.45)
The Eq. (3.45) further reveals that Rxx is a so-called Hermitian Toeplitz matrix,
since Rxx = R
H
xx. The autocorrelation vector rxx is deﬁned with the Eqs. (3.37) and
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(3.43) according to
rxx = E {x(k)x∗(k)} =
[
rxx(1) rxx(2) · · · rxx(N)
]T
. (3.46)
The mean signal power E
{|x(k)|2} is given by the value of the autocorrelation sequence
at lag κ = 0,
E
{|x(k)|2} = E {x(k)x∗(k)} = rxx(0) = σ2x, (3.47)
which, as the process x(k) is assumed to have zero mean, is the variance var {x(k)} = σ2x
of the process.
In a second step, the problem stated in Eq. (3.40) is addressed. The coeﬃcient
vector pmin, for which the cost function from Eq. (3.41) attains its minimum value, is
determined by setting the partial derivative ∂J(p)/∂p∗ of the cost function to zero, as
stipulated by
∂J(p)
∂p∗
= Rxxp− rxx != 0. (3.48)
This is motivated by the fact that the cost function J(p) is a second-order function
of the prediction coeﬃcients. Consequently, the dependence of the cost function on
p may be visualized as a bowl-shaped (N + 1)-dimensional surface with N degrees of
freedom. This surface possesses a unique minimum.
Finally, the set of homogeneous linear equations from Eq. (3.48) is solved by in-
version of the autocorrelation matrix, provided that Rxx is nonsingular, yielding the
well-known discrete Wiener-Hopf equation
pmin = argmin
p∈CN
J(p) = R−1xx rxx. (3.49)
In the following, one practical solution to Eq. (3.49), which bases upon a ﬁnite sample
x˜(k) of the stochastic process x(k), is presented. In the literature, the described method
is known as the covariance method or as the non-stationary approach [38].
The estimated linear prediction coeﬃcients pˆ, which are identical to the sign ﬂipped
parameters of an N -th order autoregressive (AR) model, are obtained from the estimate
Rˆxx of the autocorrelation matrix Rxx and from the estimate rˆxx of the autocorrelation
vector rxx. The elements of both tensors are given by the values of the asymptotically
unbiased estimator rˆxx(κ) for the autocorrelation sequence rxx(κ). Assuming that x(k)
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is ergodic, i. e. replacing the ensemble average by the time average, the estimate of
the autocorrelation sequence is deﬁned using the sample sequence x˜(k), 0  k < M ,
M  N , according to
rˆxx(μ, λ) = rˆxx(μ− λ) = 1
M −N
M−1−μ∑
k=N−μ
x˜∗(k)x˜(k + μ− λ), (3.50)
with μ = 1, 2, . . . , N , λ = 0, 1, . . . , N . By substituting the true quantities in (3.49)
by their estimates, we ﬁnally get the optimum coeﬃcients of a second-order linear
predictor. These are⎡
⎣ pˆ1
pˆ2
⎤
⎦ = 1
det Rˆxx
⎡
⎣ rˆxx(2, 2) −rˆxx(1, 2)
−rˆxx(2, 1) rˆxx(1, 1)
⎤
⎦
⎡
⎣ rˆxx(1, 0)
rˆxx(2, 0)
⎤
⎦
=
1
det Rˆxx
⎡
⎣ rˆxx(1, 0)rˆxx(2, 2)− rˆxx(1, 2)rˆxx(2, 0)
rˆxx(1, 1)rˆxx(2, 0)− rˆxx(1, 0)rˆxx(2, 1)
⎤
⎦ , (3.51)
where det Rˆxx = rˆxx(1, 1)rˆxx(2, 2)− |rˆxx(1, 2)|2.
The prediction gain as a measure for the predictor’s performance is given by
GP = 10 log10
E
{|xˆ(k)|2}
E
{|e(k)|2} , (3.52)
i. e., it is the ratio between the mean signal power of the estimated signal and the mean
error power in decibels (dB). The stronger the correlation is between the samples of
the input sequence, the higher the gain [3]. This simple rule can likewise be used to
determine the tonality of a signal. Therefore, let us suppose the tonality is deﬁned
accordingly to the prediction gain as
TP =
E {|xˆ(k)|2}
E {|e(k)|2} . (3.53)
In the converged state, the prediction error power is minimized and thus given by the
cost of the vertex pmin, with
minE
{|e(k)|2} = min
p∈CN
J(p) = J(pmin) = σ
2
x − rHxxp = σ2e . (3.54)
The mean signal power of the estimate is formulated using the dot product notation
for xˆ(k) from (3.39), yielding
E
{|xˆ(k)|2} = E{pHx(k)xH(k)p} = pHRxxp. (3.55)
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Substituting p in (3.55) by pmin from (3.49) and taking the complex conjugate of
Eq. (3.55), we end up with a handy expression for the sought after signal power
E
{|xˆ(k)|2} = rHxxp = σ2xˆ. (3.56)
In conclusion, we plug the results from (3.54) and (3.56) in into (3.53) and obtain a
calculation rule for the tonality, alias the tonal-to-noise ratio [39], of the input signal,
which is
TP =
σ2xˆ
σ2e
=
σ2x − σ2e
σ2e
=
rHxxp
rxx(0)− rHxxp
. (3.57)
In a practical realization, the second central moments are replaced by the respective
estimates, so that, e. g., the second-order tonality measure is calculated in agreement
with [32] as
TˆP =
rˆHxxpˆ
rˆxx(0, 0)− rˆHxxpˆ
=
pˆ1rˆ
∗
xx(1, 0) + pˆ2rˆ
∗
xx(2, 0)
rˆxx(0, 0)− pˆ1rˆ∗xx(1, 0)− pˆ2rˆ∗xx(2, 0)
, (3.58)
with the prediction coeﬃcients pˆ1 and pˆ2 given by Eq. (3.51).
Noise ﬂoor estimation
One of the features that enhance the perceptual performance of the SBR method is
adaptive noise ﬂoor addition [40]. Adaptive noise ﬂoor addition addresses the issue of
insuﬃciently audible noise content in the regenerated high band in such a way that the
SBR processed output signal is perceived as naturally sounding. Thereby, in order to
attain a noise level similar to the one of the original signal, stochastic components are
added to the reconstructed high band. This approach is based upon the observation
that the harmonic patterns of many musical instruments conﬁrm a higher noise level
in the high-frequency region put into relation to the low-frequency region. Moreover,
there are harmonic sounds with little or no similarity between the noise levels of the
high and the low band. A sole frequency transposition would therefore, in either case,
suﬀer from lacking noise in the replicated high band.
Depending on the frame class, and hence the number of spectral envelopes within
the frame, one or at most two noise ﬂoors are estimated. The noise ﬂoor level is
deﬁned as the ratio between the energy of the noise that is to be added to a particular
frequency band and the energy of the high-frequency generated SBR signal in that
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band. The estimation relies on a time-frequency grid for noise in the style of spectral
envelopes. In particular, the start and stop borders of noise ﬂoors are by deﬁnition
a subset of the start and stop time borders of spectral envelopes. The frequency
resolution of noise ﬂoors is given by the noise ﬂoor band table, which is extracted from
the low-resolution frequency band table via nonlinear decimation, granting an adequate
temporal resolution.
The determination of noise content as such draws on the second-order tonality
measure given by Eq. (3.58), where a large value of TˆP suggests a tonal signal. For every
noise ﬂoor frequency band κ in noise ﬂoor ν a tonality value for both the original and
the regenerated high band (indicated by the ′ symbol) is calculated through subband
averaging according to
T¯κ(ν) =
1
k2(κ)− k1(κ) + 1
k2(κ)∑
k=k1(κ)
TˆP (k, ν) (3.59)
and
T¯ ′κ(ν) =
1
k2(κ)− k1(κ) + 1
k2(κ)∑
k=k1(κ)
Tˆ ′P (k, ν), (3.60)
∀ κ, ν, with k1(κ) and k2(κ) semantically identical to Eq. (3.34), where TˆP (k, ν) is the
tonality estimate for the k-th subband of the ν-th noise ﬂoor envelope. The tonality of
the HF reconstructed high band, Tˆ ′P , is acquired in a manner resembling the analysis-
by-synthesis approach, that is to say in compliance with the frequency transposition
procedure employed in the decoder (see Sec. 3.5.4). Hence, given the tonality values,
the actual noise ﬂoor level is calculated according to
q¯κ(ν) = min
⎧⎪⎪⎨
⎪⎩
max
{
1
4
T¯ ′κ(ν)
T¯κ(ν)
, 1
}
T¯κ(ν)
, qmax
⎫⎪⎪⎬
⎪⎭ , (3.61)
where qmax is a limiting constant. The so obtained noise ﬂoor levels are additionally
smoothed in time by third-order FIR lowpass ﬁltering. If the inverse ﬁltering level for
noise band κ is below IJHI (see below), the noise ﬂoor is obtained from
q¯κ(ν) = min
{
1
T¯κ(ν)
, qmax
}
. (3.62)
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Inverse ﬁltering estimation
Adaptive spectral whitening [39] is another key feature, which makes SBR superior to
other high-frequency reconstruction techniques that extrapolate a high band from a low
band. It oﬀers the means to control the tonal character of the reconstructed high band
beyond the coarse envelope adjustment. The necessity comes from the fact that various
audio signals, such as voice and mostly woodwind instruments like the saxophone, show
a distinctive harmonic structure below approximately 5 kHz and a rather non-tonal or
noise-like character like, e. g., the hi-hat towards higher frequencies. The adaptive
noise ﬂoor addition is in the general case not suﬃcient to suppress the tonal character
of the lowband regions, which serve the reconstruction of the high band. Following the
analysis-by-synthesis approach, the detector on the encoder side therefore assesses the
degree of spectral whitening to be applied to the decoder-generated high band, in order
to have the tonal character within the SBR range as close to the original as possible.
Adaptive spectral whitening varies over time and frequency, granting the maximum
ﬂexibility to impact on the harmonic content of the replicated high band.
Once more, two tonality values –one for the original signal and one for its replica–
are computed for every noise ﬂoor frequency band from the noise ﬂoor band table. As
the calculation rule is identical to the one given by the Eqs. (3.59) and (3.60), the
tonality values T¯κ(ν) and T¯
′
κ(ν) from the noise ﬂoor estimation part are reused. After
ﬁrst-order FIR lowpass ﬁltering in time, the smoothed tonality values are ranked by
speciﬁc energy regions. A comparison of this regions yields one of the four possible
inverse ﬁltering levels: PGG, MPX, NJE, and IJHI. The level, which de facto regulates
the degree of spectral whitening, is obtained by energy compensation, i. e. by also
taking the energy level of the original highband signal into account.
Missing harmonics detection
The missing harmonics addition responds to the case when distinctive tonal components
are lost in the HF generation process due to the lacking similarity of the frequency-
shifted low band to the original highband signal. To overcome this problem, synthesized
sinusoids are placed at the spectral position of the missing highband partials or simply
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in the middle of the aﬀected frequency band. As the magnitude of these sinusoidal
components is implicitly given by the particular SBR envelope and the associated noise
ﬂoor levels, only their frequency location needs be determined. This is accomplished
by the missing harmonics detection algorithm in the encoder, see also [41], [42].
The detection of missing components is performed based on guide vectors using
the highest frequency resolution table available. There are two detection stages with
two diﬀerent guide vectors. The length of both guide vectors accounts to the number
of high-resolution frequency bands. Aside from its algorithm-speciﬁc role, each guide
vector indicates whether the previous envelope already had a missing harmonic detected
for a particular frequency band.
Similarly to the adaptive noise ﬂoor estimation, the ﬁrst detection stage assays the
ratio between the tonality estimate of the original highband signal and the tonality
estimate of the decoder-like produced high band, given by
rκ,max(ν) =
max
k1(κ)kk2(κ)
TˆP (k, ν)
max
k1(κ)kk2(κ)
Tˆ ′P (k, ν)
, (3.63)
where k1(κ) and k2(κ) are the frequency borders from the high-resolution table for
band κ, and ν is the considered noise ﬂoor envelope. These ratios are then compared
to adaptively selected threshold values, which are derived from the values stored in
the guide vector. Should the tonality ratio in a frequency band exceed the respective
threshold, a missing harmonic for that band will be assumed, and the guide vector will
be assigned the current ratio. One restriction yet applies: the birth of a new sinusoidal
partial is exclusively conﬁned to transient signal passages. If not for the purpose
of sinusoidal tracking, a detected harmonic in a stationary segment will therefore be
discarded.
The death of a harmonic partial is covered by the second detection stage. There,
in place of the tonal ratio rκ,max(ν), the decay of the original tone is tracked in the
basically exact same manner as illustrated above. The decision, whether a harmonic
needs to be inserted in a particular frequency band, is consequently made upon the
tonality values
Tκ,max(ν) = max
k1(κ)kk2(κ)
TˆP (k, ν), (3.64)
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which are equivalently used to set up the thresholds for the next run.
The detection algorithm also guards against situations, in which a strong tonal
component in the original signal is replicated by multiple sinusoids in the SBR signal.
Would the situation arise that the inserted tones are too close in pitch, coding artifacts
in the form of roughness would become audible. Moreover, an energy compensation
vector is determined that helps to properly adjust the spectral envelope, accounting for
the position of a missing partial with regard to the borders of the respective frequency
band as much as the spectral characteristics of the patched signal.
In case that the detection of missing partials was successful, several modiﬁcations
relating to energy estimation become necessary. Firstly, the energy in the frequency
band that contains the tonal component is to be calculated as the maximum energy
instead of the average energy as suggested by Eq. (3.34), according to
eκ,max(ν) = max
k1(κ)kk2(κ)
1
n2(ν)− n1(ν) + 1
n2(ν)∑
n=n1(ν)
|yk(n)|2. (3.65)
Secondly, the tonality values in the Eqs. (3.59) and (3.60) for the aﬀected noise ﬂoor
frequency band are to be replaced by
Tκ,max(ν) = max
k1(κ)kk2(κ)
TˆP (k, ν), (3.66)
T ′κ,max(ν) = max
k1(κ)kk2(κ)
Tˆ ′P (k, ν), (3.67)
and the noise ﬂoor level in Eq. (3.61) should instead be estimated as
qκ,max(ν) = min
{
1
Tκ,max(ν)
, qmax
}
. (3.68)
3.3.7 Quantization & encoding
Dependent on the time-frequency signal characteristics of the considered SBR frame,
the spectral envelope scale factors e¯κ(ν) are linearly quantized in either 1.5 dB or 3 dB
steps. '*9'*9-class frames consisting of one single SBR envelope are categorically
quantized using the 3 dB scale. Hence, the round-to-nearest quantization is performed
according to
eκ(ν) =
⌊
amax
{
log2
e¯κ(ν)
M
, 0
}
+ 0.5
⌋
, (3.69)
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where the ampliﬁcation factor a is deﬁned as
a =
⎧⎪⎨
⎪⎩
2, for 1.5 dB-level quantization
1, for 3.0 dB-level quantization
, (3.70)
and M is the number of ﬁlter bank channels. The noise ﬂoor scale factors q¯κ(ν) are
asymmetrically quantized in 3 dB steps, yielding
qκ(ν) = min
{
max {q0 − log2 q¯κ(ν) + 0.5 , 0} , qmax
}
, (3.71)
where q0 denotes the noise ﬂoor oﬀset, and q

max is the maximum quantized noise ﬂoor
scale factor. The term envelope scale factor is used synonymously with the averaged
signal energy over a region described by a frequency band κ and a time segment ν,
whereas a noise ﬂoor scale factor represents the ratio between the energy of the noise
to be added to the envelope adjusted high-frequency generated signal and the energy
of the latter.
The quantized envelope scale factors eκ(ν) together with the noise ﬂoor scale factors
qκ(ν) are then delta or diﬀerentially coded in either the time or the frequency direction.
Further data reduction is achieved by Huffman [43] coding. More details on envelope
and noise ﬂoor coding are given in [13], [32], and particularly in [44].
3.4 Bit stream
The SBR data stream is divided into two parts: side information and raw data. Side
information denotes all the parameters that allow for a correct interpretation of the raw
data plus decoder tunings. It speciﬁcally includes the TF grid information (Sec. 3.3.4),
the information on how the raw data is encoded (Sec. 3.3.7), the inverse ﬁltering data
(Sec. 3.3.6), and the sinusoidal coding data (Sec. 3.3.6). Raw data includes entropy
encoded envelope scale factors (Sec. 3.3.5) and noise ﬂoor levels (Sec. 3.3.6).
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3.5 Decoding process
3.5.1 Overview
The SBR decoder consists of the following components which all operate in the com-
plex subband domain: a high-frequency generation module, an envelope adjustment
module, and a module that adds the required amount of noise and missing sinusoids to
the highband signal –denoted as “additional high-frequency components” in the block
diagram of Fig. 3.7. The necessary guidance information for the HFR process is read
SBR decoder
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Fig. 3.7: Generic scheme of the SBR decoder
from the demultiplexed bit stream and decoded. The downsampled lowband signal is
provided by the embedded core decoder. The high-frequency generation and envelope
adjustment is performed upon the subband samples of the ﬁlter bank decomposed low-
band data using the SBR control information. The control data further indicates the
amount of adaptive ﬁltering that is to be applied to the transposed lowband signal to
preserve the spectral characteristics of the original high band. The patched and ﬁltered
low band is envelope adjusted according to the transmitted time-frequency grid that
was selected on the encoder side. If required, ancillary signal components are added
to compensate for a weak correlation between the low- and highband characteristics
of the audio material with respect to noise content and dominant harmonics. Finally,
the implicitly upsampled low band and the replicated high band are combined and
synthesized to form the wideband PCM output signal.
3.5.2 Subband analysis
The time-domain audio signal from the output of the core decoder, which carries the
low-frequency part of the original signal, is split by the analysis CPQMF bank into
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M/2 complex-valued subband signals, with M being the number of channels of the
synthesis CPQMF bank. As the core decoder operates at half the sampling frequency
of the SBR superstructure, the number of analysis channels is reduced according to
the downsampling factor, which in the considered case is two. The signal processing
basics for the analysis CPQMF bank are covered in Sec. 3.3.2.
The calculation rule for the subband signals that is presented in [13] is obtained
analogously to the derivation shown in the above-mentioned section. With the analysis
ﬁlters hk(n) deﬁned as
hk(n) = p0(2n)e
jΩk
(
2n+ 1
2
− 1), (3.72)
where p0(2n) are the L coeﬃcients of the factor-2 decimated window function from
Fig. 3.3, the subband sequences xk(n) are
xk(n) =
L−1∑
ν=0
hk(ν)x
(
n
M
2
− ν
)
=
L−1∑
ν=0
p0(2ν)x
(
n
M
2
− ν
)
ejΩk
(
2ν − 1
2
)
. (3.73)
Given that the complex sequences ejΩk
(
2ν − 1
2
)
, where Ωk = 2π/M(k + 1/2), are
periodic with M , while L = mM,m ∈ N, Eq. (3.73) can be equivalently formulated as
U(k) =
M−1∑
ν=0
u(ν)ejΩk
(
2ν − 1
2
)
, (3.74)
where
u(ν) =
m−1∑
μ=0
xˆ−
nM
2
(ν + μM) (3.75)
is a sequence derived from the windowed time-reversed input signal
xˆ−
nM
2
(ν) = p0(2ν)x
(
n
M
2
− ν
)
. (3.76)
3.5.3 Decoding & dequantization
Scale factors for spectral envelopes as well as for noise ﬂoors are diﬀerential coded
in either the time or the frequency direction for each signaled envelope and noise
ﬂoor. Whenever time coding is chosen over frequency coding and the nominal frame
boundaries are not adhered to, the ﬁrst envelope in the present frame is diﬀerentially
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coded bearing upon the last envelope of the preceding frame. The decoding of the scale
factors is suﬃciently explained in [13].
In accordance with Sec. 3.3.7, the dequantized envelope scale factors are obtained
from
e¯κ(ν) = M · 2eκ(ν)/a, (3.77)
where M is the number of ﬁlter bank channels, and a is deﬁned as
a =
⎧⎪⎨
⎪⎩
2, for 1.5 dB-level quantization
1, for 3.0 dB-level quantization
, (3.78)
while the quantization level is supplied by the bit stream parser. Correspondingly, the
dequantized noise ﬂoor levels are obtained from
q¯κ(ν) = 2
q0−qκ(ν), (3.79)
with q0 representing the noise ﬂoor oﬀset for the quantized noise ﬂoor levels q

κ(ν).
3.5.4 High-frequency generation
The high-frequency generation unit patches, or copies, sets of consecutive subband
signals the lower frequencies to higher frequencies. The number of sets, also termed as
patches, and their frequency location is determined by the patch construction algorithm
[13]. The so acquired highband signals are spectrally whitened to bear resemblance
to the original high band with regard to the tonal-to-noise ratio. This is necessary
since the tonal character of the signal is usually more pronounced in the low band
compared to the high band [39]. The amount of spectral whitening to be applied is
determined in the encoder and signaled to the decoder in the form of inverse ﬁltering
levels. The generated high band is subsequently processed by the envelope adjustment
unit. Further details on the transposition process and inverse ﬁltering are given below.
Frequency transposition
A subset of critically sampled lowband signals {xk(n)} from the M/2-channel analysis
ﬁlter bank forms the band-limited source signal for the spectral translation [45]. The
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lowermost not used ﬁlter bank channel is
kc =
⌊
fc
fs
2M
⌋
, (3.80)
kc  M/2, where fc is the crossover frequency between the low and the high band, fs
is the sampling frequency of the wideband signal, and M is the number of synthesis
channels. The high band, which by deﬁnition covers the frequency range from fc to
circa 16 kHz, is constructed out of linearly frequency-shifted lowband sequences xk(n).
The patches are built from consecutive subband signals {xk(n)}k∈[kc−Ni,kc], where Ni is
the size of the i-th patch, skipping the near-DC component at k = 0. Several patching
steps are necessary, whenever the crossover frequency fc lies below 8 kHz.
Inverse ﬁltering
Based on the assumption that an audio signal can accurately enough be approximated
by an autoregressive system model, the current envelope H(z) is described by
H(z) =
1
A(z)
, (3.81)
where
A(z) = 1 +
N∑
n=1
anz
−n != 1−
N∑
n=1
pnz
−n = P (z), (3.82)
such that
H(z) =
1
P (z)
. (3.83)
As can be seen from Eq. (3.83), the inverse of H(z) is the linear prediction error ﬁlter
P (z), which was derived earlier in Sec. 3.3.6. The degree of spectral whitening is
controlled by a bandwidth expansion factor, or chirp factor β, 0  β  1, which is
applied to the frequency parameter z of the N -th order polynomial P (z), yielding the
inverse or pre-whitening ﬁlter
P (z, β) = P
(
z
β
)
= 1−
N∑
n=1
pnβ
nz−n. (3.84)
The complex-valued ﬁlter coeﬃcients pn are obtained using the covariance method,
which is described in Sec. 3.3.6.
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The linear prediction coeﬃcients are calculated independently for each patched
lowband signal xk(n). The prediction ﬁlter order is as low as N = 2, since the expected
number of tonal components in each frequency band is relatively small for a system
with M = 64 ﬁlter bank channels. The frequency-dependent chirp factors β(k′) that
ﬂatten out the formants in the replicated highband envelope are calculated based on the
transmitted inverse ﬁltering levels {off, low, mid, high}. The HF generated highband
sequences xk′(n) are hence deﬁned as
xk′(n) = xk(n)− p1(k)β(k′)yk(n− 1)− p2(k)β2(k′)yk(n− 2), (3.85)
where the subband mapping k 	→ k′ is conducted following the patching algorithm.
3.5.5 Envelope adjustment
The envelope adjustment is performed upon the frequency range of the generated high
band. To be able to do so, however, the envelope of the current SBR signal needs to
be estimated ﬁrst. This is accomplished by averaging the magnitude-squared subband
samples x′k(n) over diﬀerent time regions in compliance with the time-frequency grid
from the SBR data stream, according to
e¯′k(ν) =
1
n2(ν)− n1(ν) + 1
n2(ν)∑
n=n1(ν)
|x′k(n)|2, (3.86)
which provides a frequency-interpolated highband envelope representation with the
resolution of the CPQMF bank. Beyond that, the level of noise and the level of missing
sinusoids is scaled to the proper amplitude value. The magnitude of the noise signals
n¯k(ν) is derived from the transmitted noise ﬂoor levels q¯k(ν) as
n¯k(ν) =
√
e¯k(ν)
q¯k(ν)
1 + q¯k(ν)
, (3.87)
where e¯k(ν) is the original time-averaged energy value of the k-th ﬁlter bank channel,
while ν designates the considered envelope. The magnitude of the sinusoids s¯k(ν) is
calculated in an analogous manner, i. e.
s¯k(ν) =
√
e¯k(ν)
1
1 + q¯k(ν)
. (3.88)
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With all the required estimates at hand, the energy of the newly generated SBR
subband signals is adjusted to the desired envelope shape. The gain a¯k(ν) that is
applied to retain the proper envelope depends on the particular case as explained
below.
Case 1. k lies within the bounds of a frequency band, for which a missing harmonic
was detected. In this case the gain is given by
a¯k(ν) =
√
e¯k(ν)
e¯′k(ν)
q¯k(ν)
1 + q¯k(ν)
=
n¯k(ν)√
e¯′k(ν)
. (3.89)
Case 2. The frequency band that includes k does not miss a harmonic, and ν is either
the transient envelope or the decay envelope. In case of the latter, ν must be
equal to one, i. e. the respective envelope must be the very ﬁrst envelope in the
current frame. Is this condition fulﬁlled, then the gain is calculated as
a¯k(ν) =
√
e¯k(ν)
e¯′k(ν)
. (3.90)
Case 3. If the frequency band that includes k does not miss a harmonic, and none of
the above holds true, the gain accounts to
a¯k(ν) =
√
e¯k(ν)
e¯′k(ν)
1
1 + q¯k(ν)
=
s¯k(ν)√
e¯′k(ν)
. (3.91)
Noise substitution limiting [40] is conducted complementarily to the adaptive noise
ﬂoor addition. By introducing a noise level similar to the original in the recreated high
band, the noise ﬂoor addition also contributes to the reduction of the eﬀect of frequency
band shutdown, which usually occurs under low bit rate conditions in natural coding
systems [40]. Frequency band shutdown denotes spectral vacancies that may appear
in an arbitrary fashion over the coded frequency range and eventually cause audible
artifacts. However, supposed that the original signal has great amount of energy in a
frequency band and the transposed signal shows little or no energy within the same
band, noise or other unwanted signal components will be ampliﬁed to the energy level of
the original signal in that particular frequency band. This is referred to as unwanted
noise substitution. To avoid unwanted noise substitution, the ampliﬁcation factors
a¯k(ν) need to be limited.
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In a ﬁrst step, the maximum gain values a¯κ,max(ν) are derived from the original
envelope e¯k(ν) and the generated envelope e¯
′
k(ν), according to
a¯κ,max(ν) =
√√√√√√√√√√√
2
k2(κ)∑
k=k1(κ)
e¯k(ν)
k2(κ)∑
k=k1(κ)
e¯′k(ν)
, (3.92)
using the frequency borders ki(κ) from the limiter band table. Thereafter, these
grouped gain factors are mapped to the frequency resolution of the ﬁlter bank and
capped, as said by
a¯κ →k,max(ν) = min {a¯κ,max(ν), amax} , (3.93)
where f : κ 	→ f(κ) := {k | k1(κ)  k  k2(κ)}. In conclusion, the gain values a¯k(ν)
are compared to the ones in Eq. (3.93), yielding the limited ampliﬁcation factors
aˇk(ν) = min {a¯k(ν), a¯k,max(ν)} . (3.94)
Similarly the noise levels n¯k(ν) are capped proportional to the energy loss due to the
limitation of the gain values, resulting in
nˇk(ν) = min
{
n¯k(ν), n¯k(ν)
a¯k,max(ν)
a¯k(ν)
}
. (3.95)
To ensure that the mean signal energy e¯κ(ν) within a limiter band κ is maintained
after the application of the limited gain values aˇk(ν), corrective boost factors aˆk(ν),
which compensate for the limiter-imposed energy loss, are calculated. The required
compensation is deﬁned as
aˆκ(ν) =
√√√√√√√√√√√
k2(κ)∑
k=k1(κ)
e¯k(ν)
k2(κ)∑
k=k1(κ)
aˇ2k(ν)e¯
′
k(ν) + nˇ
2
k(ν) + s¯
2
k(ν)
, (3.96)
whereas the noise term nˇk(ν) is neglected in case there is a harmonic missing in subband
k, or if ν coincides with either the transient envelope or the decay envelope. The
ﬁnal boost factors aˆk(ν) are obtained through frequency mapping f : κ 	→ f(κ) :=
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{k | k1(κ)  k  k2(κ)}, while capping the mapped values to an upper-bound limit
aˆmax, yielding
aˆκ →k(ν) = min {aˆκ(ν), aˆmax} . (3.97)
The boost factors aˆk(ν) are then applied to the limited gain values aˇk(ν), the respective
noise ﬂoor levels nˇk(ν), and the levels of additional sinusoids s¯k(ν) according to
a˜k(ν) = aˆk(ν)aˇk(ν),
n˜k(ν) = aˆk(ν)nˇk(ν), (3.98)
s˜k(ν) = aˆk(ν)s¯k(ν),
∀ k, ν.
The ampliﬁcation factors from Eq. (3.98), which are temporally spanned over several
subsamples, are further remapped to the time resolution of the underlying ﬁlter bank
analogous to the mapping of, e. g., the boost factors to a higher frequency resolution
as shown in Eq. (3.97). That is to say
ak(ν 	→ n) = a˜k(ν),
nk(ν 	→ n) = n˜k(ν), (3.99)
sk(ν 	→ n) = s˜k(ν),
where f : ν 	→ f(ν) := {n | n1(ν)  n  n2(ν)}. In the very last step these levels are
respectively applied to the generated highband sequences x′k(n), the white Gaussian
noise with zero mean and unit variance ηk(n), and the synthesized sinusoids ξk(n),
yielding the envelope adjusted highband signals
yk(n) = ak(n)x
′
k(n) + nk(n)ηk(n) + sk(n)ξk(n). (3.100)
3.5.6 Subband synthesis
An M-channel synthesis CPQMF bank transforms the concatenated wideband signal
{zk(n)}k∈[0,kmax], which is the union of the lowband signal {xk(n)}k∈[0,kc−1] and the
reconstructed highband signal {yk(n)}k∈[kc,kmax], where kc is the crossover subband,
from the subband domain back to the time domain. The sampling rate of the SBR-
processed signals zk(n) is twice the sampling rate of the decoded core signals xk(n) and
equal to the sampling rate of the original broadband signal reduced by a factor of M .
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To obtain the reconstructed time-domain signal z(n), the subsequences zk(n) are
ﬁrst expanded to
z
(M)
k (n) =
2M−1∑
μ=0
zk(n)δ(n− μM), (3.101)
which increases the sampling rate by a factor of M , and subsequently interpolated
by the bandpass synthesis ﬁlters gk(n) removing all the frequency-scaled images of the
underlying continuous-frequency spectrum X(ω) except at integer multiples of 2π. The
upsampled output sequence z(n) is therefore given by
z(n) =
M−1∑
k=0
gk(n) ∗ z(M)k (n) =
M−1∑
k=0
N∑
ν=0
2M−1∑
μ=0
gk(n− ν)zk(ν)δ(ν − μM), (3.102)
where the synthesis ﬁlters gk(n) are identical to the analysis ﬁlters due to Eq. (3.5).
Eq. (3.102) can be eﬃciently computed by drawing a parallel between the CPQMF
synthesis and the inverse DFT (IDFT), where the modulation terms ejΩk(n +
1
2
) from
the analysis ﬁlters in Eq. (3.17) are interpreted as the kernel of a ﬁnite-length forward
transform
U(k) =
N−1∑
n=0
u(n)ejΩk
(
n + 1
2
)
. (3.103)
To obtain the periodically extended sequence u(n) from the spectral coeﬃcients U(k),
the orthogonality of the set of complex exponential sequences is exploited. At an
arbitrary time instant m, we multiply both sides of Eq. (3.103) by e−jΩk
(
m+ 1
2
)
and
sum from k = 0 to k = M − 1. As a result, after interchanging the summation order
on the right-hand side, we get
M−1∑
k=0
U(k)e−jΩk
(
m+ 1
2
)
=
M−1∑
k=0
N−1∑
n=0
u(n)ejΩk (n−m)
=
N−1∑
n=0
u(n)
M−1∑
k=0
ejΩk (n−m). (3.104)
Then we apply the identity
M−1∑
k=0
ejΩk (n−m) = Mδ(n−m), (3.105)
which expresses the orthogonality of the complex exponentials, to Eq. (3.104) and
obtain
M−1∑
k=0
U(k)e−jΩk
(
m+ 1
2
)
= M
N−1∑
n=0
u(n)δ(n−m) = Mu(m). (3.106)
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Hence, the time sequence u(n) in Eq. (3.103) is gained from U(k) by the relation
u(n) =
1
M
M−1∑
k=0
U(k)e−jΩk
(
n+ 1
2
)
. (3.107)
This DFT like approach can be utilized to carry out block convolution using the
CPQMF bank more eﬃciently, e. g., based on the classical overlap-add method (OLA)
[34].
3.6 Algorithmic delay
The estimation of the algorithmic delay is conducted based on the the block diagram
of the SBR superstructure, which is depicted in Fig. 3.8. In this schematic every block
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Fig. 3.8: Algorithmic delay along the signal path
along the signal or data path, which contributes to the delay of the system is marked
with the respective delay value counted in time samples. The overall system delay is
therefore given by the sum of all delay values, i. e., the delay of the downsampling
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ﬁlter ν1, the delay of the core codec chain ν2 = ν21 + ν22, the delay of the CPQMF
bank ν3 = ν31 + ν32, and ﬁnally the delay entailed by the high-frequency generation
algorithm ν4. The output from the synthesis ﬁlter bank,
y(n) = xˆ (n− ν) , (3.108)
is thus the reconstructed version xˆ(n) of the wideband input signal x(n), delayed by
ν =
4∑
i=1
νi (3.109)
samples.
The delay of the SBR extension is for the larger part caused by the L-length periodic
version of the prototype ﬁlter function p0(n). Not including the blocking delay of the
M-length transformation core, the delay of the CPQMF bank is determined by the
number of samples that the prototype window overlaps towards the future.3 Hence,
due to the type-I symmetry of the prototype ﬁlter p0(n), both the analysis and the
synthesis jointly introduce a delay of L − M samples. Fig. 3.9 depicts the analysis
windowing scheme used in [32] pointing out the overlap delay. The input sequence
to be transformed is pre-padded with L−M zeros representing the past, where M is
likewise the downsampling factor. The delay of the HFR unit is determined by the size
n
0 M-L + M 2M 3M 4M 5M 6M 7M
L
past overlap future overlapM
Fig. 3.9: “Jumping” window sequence
of the look-ahead buﬀer, which is a quarter of the block size N .4 Presuming that the
3 In a complete coding scheme the blocking delay of M − 1 samples is covered by the core encoder.
4 Due to further optimization, particularly by reducing the temporal resolution of envelopes by a
factor of two, the size of the SBR look-ahead buﬀer in [32] is downsized to N/4− 2M = 384 samples.
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downsampling ﬁlter has a low order, and hence has a negligible delay, the total SBR
delay in milliseconds amounts to
τ =
1
fs
(
L−M + N
4
)
, (3.110)
where fs is the sampling frequency.
5 Tab. 3.1 lists the SBR delay for the three most
used sampling frequencies, with the parameters L, M , and N taken from the HE-AAC
scheme. It should be noted that the algorithmic delay is rather a theoretical value. In
Sampling rate SBR delay Optimized SBR delay
32 kHz 34ms 30ms
44.1 kHz 24.7ms 21.8ms
48 kHz 22.7ms 20ms
Tab. 3.1: SBR delay for L = 640, M = 64, and N = 2048
a hardware implementation the system would require unlimited processing power and
inﬁnite transmission velocity to achieve it.
5 The approximation is surely appropriate, if the downsampling ﬁlter possesses the inﬁnite-impulse-
response (IIR) property.
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4. MPEG-4 LOW-DELAY SPECTRAL BAND REPLICATION
4.1 Introduction
Low-Delay Spectral Band Replication (LD-SBR) [24] is a derivative of the standard
SBR tool, which as a bandwidth extension coder complements the waveform coding
low-delay core, forming a low-delay codec for high-quality bidirectional communication
at low bit rates. Its algorithmic delay is reduced to a minimum, such that the overall
system delay does not signiﬁcantly exceed the algorithmic delay of widely used speech
codecs, which is round about 20ms. The two major modiﬁcations to the standard SBR
technique, which address the delay sources assessed in Sec. 3.6, are now discussed.
4.2 Complex low-delay ﬁlter bank
First and foremost, LD-SBR utilizes a delay-optimized complex low-delay ﬁlter (CLDF)
bank for the subband analysis-synthesis ﬁltering replacing the CPQMF bank in the
decoder. The modulated ﬁlter bank that features perfect reconstruction was designed
based on the framework formulated in [46], [47], [48], [49], and ﬁnally in [50]. To
maintain compatibility with the algorithms that bear on the output from the ﬁlter
bank, the number of subbands M as well as the length L of the prototype window
was retained unchanged. The modulation kernel was derived from the type-IV DCT
(DST).
Fig. 4.1 shows the impulse response of the LD-SBR analysis prototype ﬁlter pa(n)
and the corresponding magnitude response. A substantial delay reduction is achieved
by shifting the modulation core consisting of M samples to the right, and, in doing
so, shortening the overlap towards the future. The analysis ﬁlters hk(n) of the CLDF
bank are obtained by complex-exponential modulating the asymmetric lowpass analysis
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Fig. 4.1: Time and frequency domain plot of the 640-length analysis window. The relative
sidelobe attenuation is −36.3 dB. The mainlobe width (−3 dB) is 0.018555.
prototype pa(n) according to
hk(n) = 2pa(2n)e
j π
M
(
k + 1
2
) (
2n+ 1
2
− M
2
−M + 1
2
)
, (4.1)
where k = 0, 1, . . . ,M/2 − 1, M is the number of synthesis channels, and n =
0, 1, . . . , L/2−1, where L is the length of the analysis prototype window. The synthesis
ﬁlters gk(n) are given by
gk(n) = ps(n)e
j π
M
(
k + 1
2
) (
n+ 1
2
− M
2
)
, (4.2)
k = 0, 1, . . . ,M − 1, n = 0, 1, . . . , L − 1, where the synthesis prototype window ps(n)
is a time-reversed version of the analysis window, i. e.
ps(n) = pa(L− 1− n), (4.3)
0  n < L.
4.3 Frame-locked time-frequency grid selection
LD-SBR employs a reduced set of frame classes when selecting the time-frequency grid
for the considered signal segment. The two classes used are: '*9'*9 and -% 53"/,
where the '*9'*9 class is inherited from standard SBR, see Sec. 3.3.4. The new
frame class -% 53"/ is intended to account for the presence of transients within the
frame, however, without introducing an additional delay. This is accomplished by
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placing the leading and the trailing time borders at the nominal frame boundaries,
while selectively adopting the envelope distribution inside the frame to the position of
the detected transient. Apparently, the second source of delay is extinguished, as the
look-ahead into the future frame is not required anymore. There aren’t any restrictions
on LD-SBR frame class transitions, allowing any permutations of the two classes.
4.4 Algorithmic delay
In the case of LD-SBR, the system delay is solely determined by the delay of the CLDF
bank, or rather the shape of the analysis prototype window pa(n), see Fig. 4.1, and
the shape of the synthesis prototype window ps(n), respectively. The L-length analysis
prototype pa(n) has as few as M/2 samples overlapping to the right, i. e. towards the
future, and thus causing delay. Correspondingly, as a result of Eq. (4.3), the overlap
to the left of the temporally mirrored synthesis prototype ps(n) delays by the same
number of samples, such that the overlap delay of the CLDF bank constitutes a total
of M samples. As the longer tail of the analysis (synthesis) window refers to the past,
it does not add further delay. Therefore, neglecting the delay of the downsampling
ﬁlter and the blocking delay, the overall LD-SBR algorithmic delay is given by
τ =
M
fs
(4.4)
irrespective of the window length, where fs is the sampling frequency of the LD-SBR
superstructure. Tab. 4.1 provides a listing of the LD-SBR delay for the three commonly
used sampling frequencies with respect to AAC-ELD. Further considerations regarding
the delay of the CLDF bank are given in [51].
Sampling rate LD-SBR delay
32 kHz 2ms
44.1 kHz 1.5ms
48 kHz 1.3ms
Tab. 4.1: LD-SBR delay for L = 640, M = 64
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5. PROPOSED LOW-DELAY BANDWIDTH EXTENSION
5.1 Introduction
The herein proposed low-delay bandwidth extension is rooted in the SBR method, with
two-way real-time communication being its aspired ﬁeld of application. Just like the
original, the presented scheme operates on subband samples of an arbitrary acoustic
signal in both the time and the frequency dimension using a modulated ﬁlter bank in the
analysis stage. Contrary to the time-domain prediction method, the two-dimensional
decomposition allows a high degree of ﬂexibility with respect to the choice of the
crossover frequency between the low and the high band, which is a highly anticipated
feature for any HFR system. Since [46] at the latest it is also known that the algorithmic
delay of a modulated ﬁlter bank can be explicitly controlled and thus reduced to a
minimum irrespective of the length of the impulse response of the prototype ﬁlter used.
In other words, the ﬁlter bank can be designed such that the overall system delay does
not exceed the framing delay, i. e. the time it takes to ﬁll a frame. Another argument for
the ﬁlter bank approach is the fact that there exist computationally eﬃcient transform
algorithms for the modulation core. The fast Fourier transform (FFT) for instance
can be used to implement the DCT or the DST, respectively. Hence, having speciﬁed
the latency constraint, the end-to-end delay issue is shifted away from the ﬁlter bank
towards the parametric description of the truncated high band.
In the following, the most signiﬁcant modiﬁcations that have been made to the
standard SBR technique are discussed. To distinguish the proposed descendant
from MPEG’s own low-delay counterpart, the acronym LD-BWE is consistently used
throughout the rest of the thesis.
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5.2 Delay considerations
There are basically two ways of implementing the bandwidth extension on top of a
waveform codec in a dual rate system. The one method, which is drawn on in HE-
AAC and also in AAC-ELD, increases the frequency resolution of the ﬁlter bank, by
keeping the number of subbands constant, while reducing the signal bandwidth by the
downsampling factor at the same time. Transform based codecs in particular proﬁt
from this technique, as the irrelevancy and the redundancy reduction both can be
accomplished more accurately leading to a higher coding gain. The main drawback
here is that the ﬁlter or window length is implicitly augmented and so is the delay. In
a system, where the core codec operates at half the sampling rate of the audio signal, its
algorithmic delay at the end of the processing chain is therefore doubled. Alternatively,
the window function can be decimated as well, if a higher spectral resolution is not
essential for the coding performance. This is certainly the case for a coding scheme like
the ULD, where the irrelevancy reduction and the redundancy reduction are separated
from each other.
The Fraunhofer implementation of the ULD coder incorporates a psychoacoustic
model based on a 256-point DFT with 50% overlap bearing 128 frequency bins in the
positive range for irrelevancy reduction. This number of subbands has been found to be
suﬃcient to approximate the masking threshold. In this particular case, it is therefore
not necessary to further increase the spectral resolution, so that the DFT ﬁlters should
be decimated on a par with the signal sequence for the delay not to grow. Yet in spite
of the above considerations, LD-BWE is designed and developed under the constraint
that the core codec should not be aﬀected by the modiﬁcations performed on SBR.
The chosen frame length in samples is thus 256, which is consistent with the 128-length
ULD frames.
5.3 System overview
The structure of LD-BWE is symbolically depicted in Figs. 5.1 and 5.2. The ﬁrst step
towards a parametric representation of the high band is to branch the digital audio
signal into a suﬃcient number of subbands. From there on, the transient detector, the
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Fig. 5.1: Block diagram of the LD-BWE encoder
envelope estimator, and the tonality estimator, all operate on subsamples from each of
these subbands. The output from the transient detector, i. e. the onset position of a
plosive sound for example, is used for the selection of a proper time-frequency grid for
the analyzed time segment. Based on this grid, one or two spectral envelopes per frame
are calculated and encoded. The tonality estimator provides one tonality value for each
subband. By comparing the tonality between the original highband signal and the a
priori known copy that will be generated in the LD-BWE decoder, additional control
parameters are derived. They include the noise ﬂoor level, the level of whitening that
needs to be applied to the copy of the high band, and the frequency bands, in which a
missing tonal component was detected. The gathered information is multiplexed into
a serial bit stream and transmitted or stored.
On the decoder side, the serial bit stream is demultiplexed and the envelope data
comprising the spectral envelope of the high band and the respective noise ﬂoor level is
decoded. The narrowband signal from the local waveform decoder is decomposed into
a reduced number of subbands and upsampled. Pursuant to a prescribed patching rule,
the upper part of the spectrum is then ﬁlled with the frequency content coming from
the lower subbands. The so acquired highband spectrum is simultaneously ﬂattened
according to the signaled whitening level. The spectral envelope is interpolated, gain
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adjusted, and ﬁnally applied to the reconstructed highband signal inclusive of random
noise and synthetic sinusoids. The wideband signal is obtained by transforming the
frequency-extended lowband signal from the subband domain back to the time domain.
5.4 Filter bank
The present LD-BWE implementation makes use of the CLDF bank that has been
introduced earlier in Sec. 4.2 in connection with LD-SBR. The ﬁlter bank on the decoder
side is completely deﬁned by the analysis and the synthesis ﬁlters, hk(n) and gk(n),
given by Eqs. (4.1) and (4.2). The number of ﬁlter bank channels at full rate is 64. The
length of the downsampled analysis prototype window is half the ﬁlter length of the
synthesis prototype, which is 640. The synthesis window is the time-reversed version
of the full-rate analysis window. The overlap delay of the CLDF bank amounts to 64
samples.
To synchronize the envelope data from the LD-BWE encoder with the output from
the waveform coding core, the input signal to the LD-BWE encoder is to be time
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delayed by the number of samples that corresponds to the algorithmic delay of the
underlying codec including the downsampling ﬁlter. This can be done in either the
time or the subband domain. Attention should be paid when the time delay is not
an integer multiple of the frame length. In this case, the proper sync delay may be
adjusted by distributing the delay value over the two domains. The analysis CPQMF
bank on the encoder side is also to be replaced by the analysis CLDF bank with the
asymmetric window function. Since all the processing on the decoder side is carried
out in the subband domain, no additional syncing between the lowband signal and the
recreated high band is necessary.
The analysis subband ﬁltering in the LD-BWE encoder comprises framing, folding,
and block convolution, altogether performed on a discrete time-domain input signal
x(n) stored in a buﬀer
x =
[
x(n) x(n− 1) · · · x(n− L+ 1)
]T
, (5.1)
x ∈ R, where the size of the buﬀer is determined by the window length L. The
current LD-BWE implementation utilizes a 640-length buﬀer on the encoder side and
a 320-length analysis buﬀer in the decoder. The ﬁltering steps are illustrated below.
Step 1. Shift the samples in the input vector x by 64 towards the past. Discard the
oldest 64 samples and store the newest 64 at the beginning of the buﬀer.
Step 2. Multiply the data vector x element-wise by the window coeﬃcients p to obtain
the windowed vector z.
zi = xipi, (5.2)
where i = 0, 1, . . . , 639.
Step 3. Fold the z vector to create the 128-element vector u.
ui =
4∑
j=0
(−1)jzi+128·j , (5.3)
where i = 0, 1, . . . , 127.
Step 4. Calculate 64 new subband samples by modulating the u vector.
yk(n) =
127∑
i=0
uie
j π
64
(k + 0.5)(i− 95), (5.4)
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k = 0, 1, . . . , 63, where n is the subsample index. Begin with n = 0.
Step 5. Repeat Step 1 to Step 4 for n = 1, 2, 3.
In the synthesis stage, the subband samples run through the same steps in reverse
order, i. e. from the bottom up, so that for every time slot n, n ∈ [0, 3], 64 complex-
valued subsamples {yk(n)} from each of the ﬁlter bank channels k, k = 0, 1, . . . , 63, are
transformed into a series of 64 real-valued time-domain samples y(n), totaling in 256
samples for the entire frame.
The suitability of the 32-channel MPEG-1 Layer II CPQMF bank with 512-length
prototype ﬁlters has also been tested and compared against the 64-channel CPQMF
bank. Despite the fact that the ﬁlter bank performed well at a crossover frequency
around 8 kHz, it should fail when the signal bandwidth is further limited. The most
obvious reason is that the critical bandwidth along the cochlea decreases towards the
low frequency end. More extensive tests are yet necessary to prove this assumption.
5.5 Transient detection
The detection algorithm used in LD-BWE represents to a great extent a linearized
version of Rosenfeld’s operator known from image processing [52]. Similar to the
discrete approximation of the ﬁrst-order derivative in a given direction as one of the
simplest methods, the Rosenfeld operator is based on diﬀerencing. The general
idea is that of computing diﬀerences between non-overlapping averages of so-called
neighborhoods that meet at the same point. In audio processing these neighborhoods
correspond to a series of samples before and after a time instant. The processing steps
are as follows:
Step 1. For each subband k and subsample n compute the energy of the neighborhood
centered at that time instant without averaging.
e
(d)
k (n) =
n+d∑
m=n−d
|yk(m)|2, (5.5)
where the integer d is initially set to zero.
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Step 2. For each subband k and subsample n compute the diﬀerence between two
adjacent neighborhoods that merge at that time instant leaving out the absolute
value operator. Consider positive diﬀerences only.
Δe
(d)
k (n) = max
{
e
(d)
k (n+ d)− e(d)k (n− d− 1), 0
}
. (5.6)
Step 3. Repeat Step 1 and Step 2 for d = 1.
Step 4. For each subsample n compute the total energy diﬀerence accumulated over
M ﬁlter bank channels.
Δe(n) =
M−1∑
k=0
1∑
d=0
Δe
(d)
k (n). (5.7)
Following the standard paradigm for edge detection, the transient candidates are
determined through a comparison of the positive diﬀerences Δe
(d)
k (n) against a dynamic
threshold t˜i(k). The threshold value is calculated in line with Eq. (3.31) on a frame-by-
frame basis. For the position of the transient onset nt the same decision criterion as in
Sec. 3.3.3 is used, whereas the value of smin is slightly lowered accounting for the new
settings. The transient detection range is limited by the nominal frame boundaries,
so that nt ∈ {0, 1, 2, 3}. Simulations have shown that the modiﬁed algorithm provides
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Fig. 5.3: Modiﬁed edge detection: (a) spectrogram, (b) detected transients
more accurate results in comparison with Rosenfeld’s edge enhancement method,
see Fig. 5.3.
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5.6 Time-frequency resolution
LD-BWE employs two frame classes to discriminate between (quasi-) stationary and
transient excerpts from the analyzed signal. A transient frame is further characterized
by the onset position of the transient sound, which is determined by the transient
detector. The time-frequency resolution is chosen upon the class of the processed frame
and the transient position as illustrated in Tab. 5.1. A transient frame is temporally
Onset position Onset envelope Time borders Frequency resolution
0 – 0, 4 MPX
1 second 0, 1, 4 IJHI, MPX
2 second 0, 2, 4 IJHI, MPX
3 second 0, 3, 4 IJHI, MPX
Tab. 5.1: Time-frequency resolution of a transient frame
divided into one or two spectral envelopes, whereas a stationary frame always consists
of one envelope. Both the start and the stop time borders of a stationary frame equal
the nominal frame boundaries and the frequency resolution is constantly IJHI, unless
the preceding frame has been classiﬁed as holding a transient. In this case, the envelope
resolution is kept on MPX for another envelope to account for the decay phase of the
transient. Stationary and transient frames may alternate in arbitrary order. The time
resolution of the noise ﬂoor is identical to the time resolution of a stationary frame,
and its spectral resolution is given by the noise ﬂoor frequency band table.
5.7 Tonality estimation
It was shown in Sec. 3.3.6 that a tonality measure can be derived using the covariance
method based on an N -th order prediction error model. As a damped sine wave follows
a second-order diﬀerence equation, a second-order prediction error model can be used
to approximate the autocorrelation structure. For the prediction coeﬃcients to be
consistently estimated, the covariance method requires a data vector of at least 2N +1
samples. In case of LD-BWE, a 256-length frame is decomposed into 64 subbands
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with 4 subsamples per subband, which is one subsample less than the required ﬁve
for a second-order predictor. Hence, without changing the model order, a diﬀerent
polynomial predictor has been tried out [53].
To get an estimate of the tonality, the modulus r and the argument or phase ϕ
of two successive subsamples are used to predict the modulus rˆ and phase ϕˆ of the
frequency component in subband k at time n according to
rˆk(n) = rk(n− 1) + [rk(n− 1)− rk(n− 2)] (5.8)
and
ϕˆk(n) = ϕk(n− 1) + [ϕk(n− 1)− ϕk(n− 2)] . (5.9)
The Euclidean metric or distance dk(n) between the predicted and the true values,
dk(n) =
√
rˆ2k(n) + r
2
k(n)− 2rˆk(n)rk(n) cos {ϕˆk(n)− ϕk(n)}, (5.10)
is then mapped to a measure of unpredictability, alias the chaos measure ck(n),
ck(n) =
dk(n)
rk(n) + |rˆk(n)| . (5.11)
The scale of the chaos measure is further limited to 0.05 at the lower end for highly
tonal spectral components and 0.5 at the upper end for noise-like signals. A tonality
index vk(n) that allows weighting towards one extreme or the other is computed from
the chaos measure ck(n) via
vk(n) = −0.43 log10 ck(n)− 0.299. (5.12)
The presented tonality measuring scheme is commonly used in perceptual audio coding
to derive an estimate of the masking threshold of the human auditory system.
Nonetheless, what works for a perceptual model does not necessarily work for an
HFR system. The tonality measure from above did not prove to be an equivalent substi-
tute for the covariance method, being unable to identify distinctively tonal components
within the given time range, see Fig. 5.4. Therefore, the original approach was fetched
back and adapted in the following manner: The series of four subsamples have been
extended to the past, reaching by one subsample into the preceding frame. Though
this method may cause a marginal smearing of the extracted parameters, it does not
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Fig. 5.4: Estimated tonality: (a) chaos measure, (b) covariance method
introduce further delay, which is the most important factor here. In consequence, the
prediction coeﬃcients, which are also needed on the decoder side to spectrally whiten
the transposed lowband signal, are obtained using Eq. (3.51) based on a sample of now
ﬁve time slot values.
5.8 System delay
The question to be answered in this section is what would be the overall system delay,
if LD-BWE was incorporated into the ULD codec. In order to give an answer, a
closer look at the speciﬁcs of the ULD scheme needs to be taken. As already noted
in Sec. 5.2, the irrelevancy reduction in the ULD encoder is conducted based on an
estimate of the masking threshold. The masking threshold itself is deduced from the
time-dependent DFT spectrum by considering the magnitude level of tonal and noise
maskers. An N -point DFT can be viewed as a bank of N orthogonal1 ﬁlters, all
being a modulated version of an N -length rectangular window. The system delay of
a DFT ﬁlter bank corresponds to the length of the window minus one, which is the
number of samples that has to be waited on, before a block of N samples is Fourier
transformed. Fraunhofer’s ULD coding scheme uses a π
2
-shifted 256-length sine window,
1 The polyphase matrix of the DFT is unitary
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so that the blocking delay on the encoder side accounts to 127 samples. For a smooth
transition between the frames, the time-varying pre-ﬁlter coeﬃcients, which represent
the inverse of the masking threshold, are linearly interpolated. As a consequence of
this, 128 more samples appear in the delay calculation. After the pre-ﬁltering step,
the remaining signal redundancy may be reduced by either a forward- or backward-
adaptive predictor without further increasing the coding delay. On the decoder side the
redundancy-minimized residual signal is decoded and shaped by the post-ﬁlter. Since
the authors of ULD do not deem these operations delay causing, the overall system
delay of the ULD codec in samples is quoted with 255.
Apart from the non-causal overlap delay of 64 future samples, the CLDF bank in
LD-BWE has a blocking delay of 63 samples, which is yet accounted for by the larger
blocking delay of the ULD encoder. Moreover, the temporal envelope borders do not
cross the nominal frame boundaries, so that no additional look-ahead delay is produced
in the time-frequency grid generator. Hence, the extra delay that is due to LD-BWE
corresponds to 64 samples. The overall algorithmic delay of the ULD plus LD-BWE
scheme ultimately adds up to 575 samples in the standard scenario, where the ULD
codec runs at half the sampling rate with non-decimated analysis ﬁlters.
Sampling rate ULD delay LD-BWE delay Total delay
32 kHz 8ms 4 ms 2ms 18ms 10 ms
44.1 kHz 5.8ms 2 .9 ms 1.5ms 13ms 7 .2 ms
48 kHz 5.3ms 2 .6 ms 1.3ms 12ms 6 .6 ms
Tab. 5.2: System delay for a combination of the ULD codec with the LD-BWE tool. Possible
values are italicized.
Tab. 5.2 depicts the delay values that are achieved with the current implementation
of LD-BWE at diﬀerent sampling frequencies. Values on the right-hand side of a column
may well be put into practice, if the DFT ﬁlters were decimated by a factor of two
and the ULD frame size was cut down to 128 samples. In this case, however, the
LD-BWE tool would have to be adapted to the shorter frame size as well. Another
option for delay reduction is to drop the interpolation of the masking threshold in the
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ULD encoder without changing the frame size.
5.9 Bit rate & computational complexity
Aside from the spectral envelope and the noise ﬂoor level, the parametric description
of the high band, which is transmitted as ancillary information packed into a stream
of bits to the LD-BWE decoder, comprises the following control data:
Frame class. One bit indicating whether there was a transient detected or not.
 : frame is stationary
 : frame contains a transient
Transient onset position. In the case of a transient frame, two more bits specifying the
subsample index. Given the onset position, the number of spectral envelopes,
the temporal borders, and the associated frequency band tables are known from
Tab. 5.1
Whitening level. Two bits for each noise ﬂoor frequency band representing how
strongly the transposed lowband signal is to be ﬂattened.
 : no whitening
 : low-level whitening
 : medium-level whitening
 : high-level whitening
Missing harmonic ﬂag. One bit that indicates whether missing tonal components were
detected in the transposed lowband signal or not.
Add harmonic. One bit for each high-resolution frequency band to indicate that a
sinusoid should be inserted in the respective band.
 : do not add a sinusoid to the frequency band
 : add a sinusoid to the frequency band
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At 48 kHz sampling rate the frequency range of the spectral envelope is divided into
either fourteen non-uniform frequency bands in case of a stationary time segment or
seven frequency bands otherwise. The number of noise ﬂoor frequency bands is held
constant at two. Not including the envelope data, the number of required bits for the
additional control parameters per frame is hence at the least 6 and the most 23, which
corresponds to a bit rate of 1.1 to 4.3 kbps.
To give a ﬁrst impression of the coding gain that can be expected from the current
implementation of LD-BWE and to compare it with SBR, the envelope data consisting
of envelope and noise ﬂoor scale factors has been delta encoded. These delta encoded
scale factors were then drawn on in a further redundancy minimization analysis using
variable-length Huffman codes. Fig. 5.5 shows the payload size in bits plotted against
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Fig. 5.5: Bit rate curve for an excerpt from an a cappella piece
the frame index of an arbitrarily chosen audio signal. It can be observed that at the
minimum 31 bits are necessary to code the LD-BWE data, even if the data does not
carry any information. Conversely, as many as 111 bits more in the peak value of 142
bits have to be allocated, when high dynamics with respect to signal characteristics
occur. The measured mean of 68 bits corresponds to a bit rate of 12.8 kbps. With
reference to the ﬁgures given in [54], the current LD-BWE implementation would thus
bring about a threefold increment of the SBR bit rate. Nevertheless, comparing a
ULD-coded mono signal at a data rate of 64 kbps with 32 kbps allotted to the highband
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spectrum, LD-BWE would still aﬀord a coding gain of approximately 30%.
The computational complexity of LD-BWE integrated in ULD can be deduced
from the complexity estimates for HE-AAC presented in [54], [19]. Due to the fact
that both SBR and LD-BWE employ a 64-channel complex exponential modulated
ﬁlter bank with prototype ﬁlters of equal length, the number of operation within a
coeval time segment should not diﬀer signiﬁcantly between the two. Over and above,
the complexity of the ULD coder is considerably higher than the complexity of a
transform coder like AAC. Putting one and one together, one can conclude that, if
the complexity of HE-AAC is in the region of AAC’s complexity, the combination of
ULD with LD-BWE in a dual-rate operation mode should not require more processing
power compared to ULD alone. In addition, replacing the complex-valued low-delay
ﬁlter bank in the LD-BWE decoder by a real-valued low-delay ﬁlter bank with the
same characteristics, the computational demand of the analysis and the synthesis is
nearly halved, whereas the high-frequency generation and the envelope adjustment
is simpliﬁed as well. The occurring aliasing from mirror images is minimized at low
computational cost, so that the audio quality is not signiﬁcantly worsened. Concrete
ﬁgures are not yet available, though.
6. SUBJECTIVE QUALITY ASSESSMENT
6.1 Introduction
Subjective listening tests are widely recognized as the most reliable way of measuring
the quality of audio systems, and there are well described and proven methods for the
assessment of audio quality at the top and the bottom quality range under controlled
and repeatable conditions [55]. Recommendation ITU-R BS.1116 [56], e. g., is used
for the evaluation of high-quality audio systems exhibiting small impairments. For
low bit rate communication systems with an algorithmic delay below 10ms, however,
lower-quality audio is acceptable or sometimes unavoidable due to the limited capacity
of the transmitting channel. The test method described in [56] is truly not suitable for
evaluating these systems, because it is poor at discriminating between small diﬀerences
in quality at the bottom of the scale. Therefore, the evaluation of the proposed HFR
technique, which enhances the subjective performance of the collateral band-limited
core system, is conducted by using the MUlti Stimulus test with Hidden Reference and
Anchor (MUSHRA) method [57]. This method, which has been successfully tested in
[58], provides a reliable and repeatable measure of systems with intermediate audio
quality, which is the case here. MUSHRA is a double-blind multi-stimulus test method
with a hidden reference and at least one hidden anchor.
6.2 Test method
The conducted MUSHRA test uses the original unprocessed audio material with full
bandwidth as the (hidden) reference signal and one hidden anchor. The set of processed
signals consists of all the signals under test and one additional signal being the the
lowpass ﬁltered version of the unprocessed signal. The bandwidth of this additional
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signal representing the anchor is chosen in such a way that it equals the bandwidth of
the lowband signal, which is likewise the eﬀective bandwidth of the core coding system.
The recommended 3.5 kHz anchor is excluded from the test, as the value of such an
anchor is put into question regarding the context of the thesis. The anchor would
compress the subjective scale, and thus worsen the resolution of the experiment, since
all the systems under test are expected to deliver comparable sound quality.
During the test, the assessor or subject can switch in any order between the reference
signal and any of the signals under test using a computer-controlled replay system.
The test itself comprises a sequence of multiple trials, in which the listener detects
and assesses any perceptible annoyance of artifacts, which may occur in the versions
of each of the reference signals that were processed by the systems under test. The
hidden reference signal is meant to help the assessor to detect the artifacts. This
method beneﬁts from a paired comparison, so that the subject can more easily detect
diﬀerences between the impaired signals and grade them accordingly. A high degree of
resolution in the grades awarded to the systems is therefore possible.
The listeners score the stimuli according to the continuous quality scale (CQS)
ranging from 0 to 100, by judging their degree of preference for one type of artifact
versus some other type. The CQS is divided into ﬁve equal intervals labeled as bad,
poor, fair, good, and excellent. The order of presentation of stimuli is distributed
randomly, both within and between sessions. Compared to [56], the MUSHRA method
has the advantage of presenting all stimuli at the same time, so that the assessor is
able to carry out a direct comparison between one particular system and the reference
signal or any of the other systems in each trial as well. The results are more consistent,
which leads to smaller conﬁdence intervals after the statistical analysis.
6.3 Test material
The audio sequences used in the subjective test of systems that provide bandwidth
extension are a subset of the test signals for MPEG-4 audio.1 These test sequences,
which are known to be critical to perceptual audio codecs, have previously been used
1 Date back to June 24, 1997
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in similar experiments [59], [60]. They are expected to reveal diﬀerences among the
systems under test. Tab. 6.1 gives the exact list of the items that were used in the
MUSHRA test. The names of the test items are coded as follows: The ﬁrst letter
Test item Type of content Duration
es02 48m Male speech (German) 9 s
es03 48m Female speech (English) 8 s
sc02 48m Orchestral piece 13 s
sc03 48m Contemporary pop music 12 s
si01 48m Harpsichord 9 s
si02 48m Castanets 7 s
si03 48m Pitch pipe 29 s
sm01 48m Bagpipes 11 s
sm02 48m Glockenspiel 10 s
sm03 48m Plucked strings 13 s
Tab. 6.1: Test items that were selected for the listening test
identiﬁes the excerpt as speech (e) or sound (s) and music respectively. The second
letter in case of speech indicates a single speaker (s), whereas for a sound and music
likewise it has the following meaning: i stand for a single instrument, m for a simple
sound mixture, and c for a complex mixture of sounds, accordingly. All signals are
sampled at 48 kHz in mono (m).
6.4 Listening conditions
The MUSHRA test was conducted in the listening room of the Ilmenau University of
Technology, an environment which is fully compliant with the acoustic requirements
of [56]. STAX open air type electrostatic earspeakers were used in the test for sound
reproduction. The gain of the ampliﬁer was adjusted to a reference listening level of
−18 dB below the clipping level of a digital tape recording.
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6.5 Statistical analysis
The fundamental aim of the statistical analysis of test results is to accurately identify
the average performance of each of the systems under test and the reliability of any
diﬀerences among those average performance ﬁgures. The latter aspect requires an
estimation of the variability of the results, typically based on an an analysis of variance
(ANOVA) model. The absolute scores for the assessments of each system under test
or test condition are derived from the normalized scores in the range of 0 to 100,
where 0 corresponds to the bottom of the CQS. The calculation of the averages of the
normalized scores of all listeners yields the mean subjective scores (MSS).
The ﬁrst step in the analysis of the results is the calculation of the mean score x¯jk
for each of the presentations, according to
x¯jk =
1
N
N∑
i=1
xijk, (6.1)
where xijk is the score of assessor i for a given test condition j and audio sequence
k, and N is the number of assessors. Similarly, overall mean scores x¯j and x¯k are
calculated for each test condition and each test sequence.
The second step calculates the stochastic endpoints x¯jk − δjk and x¯jk + δjk of the
95% conﬁdence interval for the mean score x¯jk, where δjk is deﬁned as
δjk = t0.05
σjk√
N
. (6.2)
In Eq. (6.2), t0.05 represents the quantile of the Student’s t-distribution with N − 1
degrees of freedom for the signiﬁcance level 0.05. The standard error σjk/
√
N is derived
from the the number of listeners N and the standard deviation
σjk =
√√√√ 1
N − 1
N∑
i=1
(xijk − x¯jk)2. (6.3)
The standard deviations σj are determined in an analogous manner.
The conﬁdence level allows the interpretation that in 95% of the cases the true
mean score μjk will lie between the endpoints calculated from the experimental mean
x¯jk, on condition that the individual scores xijk are normally distributed. In 5% of the
cases, however, it will not.
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6.6 Test results
Seventeen evaluators, with some few experienced listeners among them, have taken part
in the test. To obtain meaningful and reliable results within the realms of possibility,
the unexperienced listeners were exposed to the full range and nature of the occurring
impairments and all of the audio sequences before the actual test. The training phase
should have suﬃciently sensitized the non-experts for the various types of artifacts
encountered during the test. Nevertheless, four assessors were excluded in the post-
screening phase, as they were found to be not able to discriminate between the artifacts
with suﬃcient accuracy in the provided context.
The three HFR systems that were compared against each other in one session
are listed in Tab. 6.2. The stand-alone version of the SBR tool was provided by the
HFR scheme Label Crossover frequency
Low-Delay Bandwidth Extension LD-BWE 7.5 kHz
MPEG-4 Spectral Band Replication SBR 7.5 kHz
Lowband-to-Highband LSF Mapping CBM 8000 8 kHz
Tab. 6.2: HFR systems under test
Fraunhofer Institute for Integrated Circuits (IIS2). It is identical with the one in the HE-
AAC proﬁle. The lowermost system, labeled CBM 8000, recovers the wideband signal
based on codebook mapping (CBM) of vector quantized (VQ) line spectral frequencies
(LSF) used to represent the short-term spectral envelope of the missing high band. The
scheme was developed in the Department of Applied Media Systems for audio coding
applications that demand a low system delay and a low bit rate, and is hence the
main competitor for the proposed technique. A detailed description of the system is
given in [59] and [60]. Keeping with the SBR tunings for 48 kHz-sampled mono signals
coded in perceptually high quality at a nominal bit rate of 40 kbps, the crossover
frequency for LD-BWE was accordingly set to 7.5 kHz. The bandwidth of the CBM
8000 system constitutes one third of the Nyquist frequency and is determined by the
sampling rate. The broadband test sequences were internally downsampled by all of
2 Institut fu¨r Integrierte Schaltungen
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the HFR systems, and then reconstructed from the narrowband PCM signal based on a
parametric description of how the high band correlates with the provided low band. The
experiment was hence conducted without a core codec to better diﬀerentiate between
the coding artifacts of the bandwidth extension (BWE) schemes under test.
Fig. 6.1 illustrates the mean and the 95% conﬁdence interval of the statistical
distribution of the subjective scores for the hidden reference, the anchor, and the three
test conditions. The overall mean score for the test items covering pure speech, musical
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Fig. 6.1: Mean scores and 95% conﬁdence intervals for the tested HFR systems
instruments, and music can be seen in B. Quite clearly, with a mean score of 90.9,
the proposed LD-BWE scheme outperformed the LPC-based CBM 8000 system, which
ended up in third place with a mean of 83.9. SBR was assessed second best scoring
88.5 on average. At this point, I would like to draw the reader’s attention to the
fact that these results conﬂict with the results of previous listening tests presented
in [60], where the codebook mapping technique was declared the clear winner over
SBR. This statement is to be strongly doubted, particularly looking at the system
performance for the following test items: speech, contemporary pop music, castantes,
and glockenspiel. The inability to control the tonal-to-noise ratio in the reconstructed
high band often results in a hollow or metallic sounding copy of the original wave,
which is perceived as annoying. When overtones get lost, the harmonic structure of
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the sound can become audibly defective. Distinctively chordal sound pieces may even
suﬀer from dissonance, if the missing tones are not synthetically recovered. As none
of these eﬀects is suﬃciently handled in CBM 8000, its superiority over SBR is highly
questionable. The relatively high bandwidth and the good temporal resolution due
to short processing blocks might have aﬀected the listeners’ judgment in favor of the
system. With the other test sequences all of the tested systems performed comparably
well, whereas for speech and percussive sounds, in particular, LD-BWE stood out from
the other two. More distinct diﬀerences between the systems are to be expected for
lower crossover frequencies, since artifacts should become more audible and hence easier
to detect due to the growing impairment in quality in comparison to the unprocessed
signal.
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7. SUMMARY
A low-delay bandwidth extension method, namely LD-BWE, has been proposed in
this thesis. LD-BWE is a delay-optimized version of MPEG-4 SBR, designed in such
a manner that it can be used together with a low-delay speech and audio coder like
the ULD. The presented approach is based on a short-time subband representation
of an acoustic signal of natural or artiﬁcial origin, and as such it utilizes a complex-
exponential modulated low-delay ﬁlter bank for the extraction and the manipulation
of sound characteristics. A further delay reduction has been achieved by analyzing
the statistical properties of a ﬁnite number of subband samples within the range of
one ULD frame, so that the necessity for a look-ahead could be avoided. The overall
system delay for a combination of the ULD coder with the LD-BWE tool adds up
to 12ms at a sampling rate of 48 kHz, which is less than two-ﬁfths of AAC-ELD’s
delay. At the present stage, LD-BWE generates a subjectively conﬁrmed excellent-
quality highband replica at a simulated mean data rate of 12.8 kbps. Hence, all of the
aforementioned allows the conclusion that the major goal of the thesis, which was to
elaborate a low-delay version of SBR for ULD, has been accomplished.
The algorithmic delay of the proposed bandwidth extension technique comes for
the most part from upsampling the time-delayed lowband signal, so that a further
delay reduction would call for an updated version of the ULD coder. As is explained
in Secs. 5.2 and 5.8, a combination of ULD and LD-BWE would exhibit a cumulative
system delay of only 6.6ms at 48 kHz sampling rate, if the frame size was halved and
the DFT window was respectively decimated by a factor of two. On the other hand,
this would require further modiﬁcations in the LD-BWE tool. The transient detection,
e. g., would have to be carried out in the time domain or might even be completely
removed from the LD-BWE encoder. As an alternative to the current approach, the
noise ﬂoor level measure could be computed as the diﬀerence between the peak and
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dip follower functions as outlined in [40]. Other tonality-based estimators would need
a matching substitute as well. One should bear in mind, though, that shorter frames
inevitably cause losses in coding eﬃciency.
The other objective of importance, to preserve the perceptual performance of SBR,
has also been achieved. The MUSHRA test has moreover conﬁrmed that LD-BWE
performs better than SBR in the case of unsteady or transient sounds, reducing the
eﬀect of audible pre-echoes. Nonetheless, the subjective character of the MUSHRA
method has deﬁnitely shone through in the form of fairly large conﬁdence intervals for
certain sound pieces.
The simulated average bit rate of 12.8 kbps is roughly four times the bit rate of
SBR. A more eﬃcient redundancy coding scheme must hence be found, in order to
attain a higher compression ratio. Delta encoding of spectral data along the frequency
axis should be complemented by data diﬀerencing between sequential envelopes, e. g.
In addition to that, the spectral envelope data may also be vector quantized. A further
data reduction can be achieved by estimating the sinusoidal model parameters of high-
frequency components on the decoder side, so as to circumvent the transmission of
the frequency location of missing harmonics. It is also conceivable that by considering
the threshold in quiet and the masking threshold, respectively, the irrelevant part of
the envelope data, and thus the overall data rate, could be minimized without any
degradation in perceived sound quality.
The following points can be made with regard to the complexity of LD-BWE alone
and LD-BWE used in conjunction with ULD: Exchanging the CLDF bank for its real-
valued counter part would lower the computational load, and a fast implementation of
the DCT could be used for the analysis and the synthesis. The CLDF bank in the LD-
BWE encoder might also be replaced by a delay-optimized modiﬁed DCT (MDCT) [61]
ﬁlter bank, so that one signal spectrum could be shared between the LD-BWE encoder
and the ULD encoder. The modiﬁed DST (MDST) would have to be implemented on
the ULD side as well, so as not to lose important phase information. The computational
complexity of the MDCT (MDST) might then be minimized by means of frequency
warping, i. e., by partitioning the frequency range of interest in a non-uniform fashion
corresponding to the Bark scale, in order to reduce the number of subbands.
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Fig. A.1: Male speech (German), original (FT N)
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Fig. A.2: Male speech (German), replica (FT N)
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Fig. A.3: Female speech (English), original (FT N)
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Fig. A.4: Female speech (English), replica (FT N)
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Fig. A.5: Orchestral piece, original (TD N)
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Fig. A.6: Orchestral piece, replica (TD N)
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Fig. A.7: Contemporary pop music, original (TD N)
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Fig. A.8: Contemporary pop music, replica (TD N)
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Fig. A.9: Harpsichord, original (TJ N)
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Fig. A.10: Harpsichord, replica (TJ N)
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Fig. A.11: Castanets, original (TJ N)
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Fig. A.12: Castanets, replica (TJ N)
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Fig. A.13: Pitch pipe, original (TJ N)
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Fig. A.14: Pitch pipe, replica (TJ N)
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Fig. A.15: Bagpipes, original (TN N)
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Fig. A.16: Bagpipes, replica (TN N)
103
1 2 3 4 5 6 7 8 9
20
18
16
14
12
10
8
6
4
2
Time (s)
F
re
q
u
e
n
c
y
 (
k
H
z
)
Fig. A.17: Glockenspiel, original (TN N)
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Fig. A.18: Glockenspiel, replica (TN N)
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Fig. A.19: Plucked strings, original (TN N)
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Fig. A.20: Plucked strings, replica (TN N)
B. MEAN SUBJECTIVE SCORES
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Fig. B.1: Male speech, German (FT N)
hidden
reference
7.5 kHz
anchor
LD-BWE SBR CBM 8000
0
bad      
20
poor      
40
fair      
60
good      
80
excellent      
100
C
Q
S
Fig. B.2: Female speech, English (FT N)
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Fig. B.3: Orchestral piece (TD N)
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Fig. B.4: Contemporary pop music (TD N)
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Fig. B.5: Harpsichord (TJ N)
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Fig. B.6: Castanets (TJ N)
108 B. Mean Subjective Scores
hidden
reference
7.5 kHz
anchor
LD-BWE SBR CBM 8000
0
bad      
20
poor      
40
fair      
60
good      
80
excellent      
100
C
Q
S
Fig. B.7: Pitch pipe (TJ N)
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Fig. B.8: Bagpipes (TN N)
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Fig. B.9: Glockenspiel (TN N)
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Fig. B.10: Plucked strings (TN N)
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C. SOURCE MATLAB CODE
Thisannex includesan electronicattachment containing the sourceMATLAB code
forthefloating-pointimplementationoftheLD-BWEcoder. SBRandLD-SBRmodes
arealsosupported.
You will find this appendix in the "Digitale Bibliothek Thüringen (dbt)" under:
http://nbn-resolving.de/urn:nbn:de:gbv:ilm1-2014200087
112 C. Source MATLAB Code
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THESES
1. The high-quality performance of the proposed bandwidth extension method is due
to auxiliary algorithms, which beneﬁcially contribute to its perceptual ratings.
2. The subband decomposition allows a high degree of ﬂexibility with respect to the
choice of the crossover frequency between the low band and the high band.
3. The crossover frequency is subject to the spectral resolution of the ﬁlter bank.
4. The algorithmic delay of a modulated ﬁlter bank can be explicitly controlled and
thus reduced to the framing delay irrespective of the length of the prototype
ﬁlter.
5. A low-delay ﬁlter bank reduces the eﬀect of pre-echo artifacts.
6. The fast Fourier transform can be used to eﬃciently implement a modulated
ﬁlter bank.
7. The frequency resolution of the ﬁlter bank in the waveform coder, which is used
in combination with the proposed bandwidth extension method, can either be
increased by the multi-rate factor or kept constant by means of decimation.
8. The algorithmic delay of the waveform coder, which is used in combination with
the proposed bandwidth extension method, increases in proportion to the multi-
rate factor.
9. The frequency resolution of a uniform 32-channel ﬁlter bank is not suﬃcient to
model the critical bands of hearing.
10. The mean bit rate of the proposed bandwidth extension method is in the region
of 10 to 15 kbps, aﬀording a coding gain of approximately 30%.
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11. The combination of ULD with the proposed bandwidth extension method in a
dual-rate operation mode does not require more processing power than a stand-
alone ULD coder.
12. The MUSHRA method is the most reliable way to measure the audio quality of
an HFR system.
