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We perform a coarse-graining analysis of the paradigmatic active matter model, Active Brownian
Particles, yielding a continuum description in terms of balance laws for mass, linear and angular
momentum, and energy. The derivation of the balance of linear momentum reveals that the active
force manifests itself directly as a continuum-level body force proportional to an order parameter-
like director field, which therefore requires its own evolution equation to complete the continuum
description of the system. We derive this equation, demonstrating in the process that bulk currents
may be sustained in homogeneous systems only in the presence of inter-particle aligning interactions.
Further, we perform a second coarse-graining of the balance of linear momentum and derive the
expression for active or swim pressure in the case of mechanical equilibrium.
I. INTRODUCTION
Active matter models describe non-equilibrium sys-
tems that consume and dissipate energy throughout their
bulks at the microscopic level even in the absence of gra-
dients [1–4]. This feature distinguishes them from the
better-understood class of non-equilibrium systems re-
sulting from gradients in temperature, pressure, chem-
ical potential, or other thermodynamical variables im-
posed via boundary conditions or fluctuations; indeed,
the connection between these two sources of gradients is
the content of the fluctuation-dissipation theorems. It is
widely expected that studying active systems will pro-
vide novel insights into biological processes [5], lead to
potential technological applications [6], perhaps through
tunable rheologies [7–10], and promote the development
of new fundamental tools in statistical mechanics [11–17].
In this paper, we work with systems of Active Brow-
nian Particles (ABPs) [18–21], spherical particles sub-
ject to Brownian motion and an “active force” applied in
a direction specified by an angular coordinate that also
diffuses. This system has been realized experimentally
with colloids selectively coated by light-sensitive cata-
lysts [22–24] and with asymmetric walkers on a vibrating
substrate [25], and provides a model, certainly simpli-
fied, for swarms of bacteria [26–29]. Extensive numerical
investigations of the model have also been performed,
in which several novel phenomena have been observed
in systems of ABPs, including motility induced phase
separation (MIPS) [19, 20, 30, 31], spontaneous recti-
fication [32–36], and density enhancement near bound-
aries [37, 38].
There has been significant debate about the possibility
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and utility of defining continuum-level variables, partic-
ularly pressure [14, 39–44], for ABPs and related sys-
tems. It has been argued that because the distributions
of particles in confined regions depend on details of the
boundaries, pressure is not a bulk property [38]. On
the other hand, a “swim pressure” or active stress has
been defined and used to successfully predict the onset
of MIPS in [42]. Moreover, it has been argued that the
issues raised in [38] may be avoided by introducing the
concept of an active body force [45]. However, the mi-
croscopic derivation of the expression for this body force,
swim pressure, or active stress is missing, with existing
proposals simply writing a virial expression for the ac-
tive force [42, 46, 47]. We address the issue of these
microscopic derivations systematically by performing a
coarse-graining of the microscopic ABP equations of mo-
tion in the style of Irving and Kirkwood [48, 49] to yield
a continuum description [50, 51].
The Irving-Kirkwood procedure [48] was originally de-
veloped to reconcile the continuum hydrodynamical bal-
ance equations with the atomistic equations of motion.
To this end, Irving and Kirkwood found expressions for
the stress tensor and heat flux vector in terms of molec-
ular positions and momenta, thereby providing a micro-
scopic basis for the continuum variables appearing in hy-
drodynamic theories. Such expressions provide a basis
for understanding transport properties, such as viscosity
and thermal conductivity, from molecular simulations. A
systematic extension of the Irving-Kirkwood procedure
to active matter systems like ABPs, as in this work, clar-
ifies the dependence of emergent continuum properties on
molecular variables in out-of-equilibrium systems, and fa-
cilitates the study of emergent rheological and transport
properties of active fluids and suspensions.
This work on ABPs may be considered a continuation
of earlier work presented in [52] on rotary dumbbell par-
ticles driven by active torques. To this end, the current
work focuses on including active convective forces and
analyzing the consequences of this feature. The main
2contributions of this work are as follows. We
1. derive balance laws for mass, linear and angular
momentum, and energy
2. show that the active force appears naturally in the
body force rather than the stress tensor, propor-
tional to an order-parameter-like director field
3. derive equations of motion for this director field,
arguing from a mechanical point of view that ABPs
can support gradient-free bulk currents only in the
presence of inter-particle alignment interactions
4. derive a microscopic expression for heat flux
through energy balance
5. provide a derivation of the microscopic expression
for swim or active pressure.
The paper is organized as follows. In section I, we pro-
vide a brief description of the microscopic equations of
motion for the ABP system. In section II, we discuss the
coarse-graining analysis of these equations and the fea-
tures of the resulting continuum-level balance laws. In
section III, we derive equations of motion for the direc-
tor field whose importance is demonstrated in the balance
law for linear momentum, and comment on the impli-
cations for bulk currents. In section IV, we perform a
second coarse-graining of the linear momentum balance,
deriving the active swim pressure. All balance and mi-
croscopic expressions for associated fluxes and body con-
tributions are summarized in Table I. Most derivations
are detailed in the Appendix.
II. ACTIVE BROWNIAN MODEL
A single ABP in two dimensions is characterized by
position xi, linear momentum pi, an angular coordi-
nate θi, and an internal angular momentum Li with
moment of inertia I. The momenta are subject to a
drag force/torque and Gaussian noise with strengths αp
and αr consistent with the fluctuation-dissipation theo-
rems as in standard equilibrium models (although our
analysis does not depend on this choice). In addi-
tion, an active force f is applied in the direction spec-
ified by θi (equivalently, the director or the unit vector
di(θ) = cos θiex+sin θiey) and an active torque τ is also
applied, where ex, ey and ez are the unit vectors in x, y
and z direction, respectively. The particles interact via
interparticle forces fij and torques τij assumed to result
from a pair potential u (xi − xj , θi − θj). The stochastic
evolution equations describing the dynamics of ABPs are
dxi
dt
=
pi
m
dpi
dt
= −
ξp
m
pi + fdi +
∑
j
fij + αpWi(t)
dθi
dt
=
Li
I
· ez
dLi
dt
= −
ξr
I
Li +

τ +∑
j
τij + αrZi(t)

 ez,
(1)
where the noise terms Wi(t) and Zi(t) are zero-mean
random processes with second moments given by〈
W xi (t)W
x
j (t
′)
〉
= 〈Zi(t)Zj(t
′)〉 = δijξ(t− t
′), (2)
whereW xi are single directional components ofW i and ξ
is an even, non-negative function integrating to one. We
take the point of view that the random noise is drawn
in fact from an ensemble of continuous functions, avoid-
ing the necessity of specifying a stochastic integration
scheme, as would be required for true white noise. Tak-
ing a limit as the correlation time tends to zero to obtain
true stochastic differential equations requires use of the
Stratonovich interpretation [67]. We use this convention
to demonstrate the decay of the director field in Section
IV. The linear and angular noise terms are uncorrelated,
as are the spatial components of the linear noise. We
will use Li to refer to the magnitude of Li, which always
points in the z-direction, i.e. perpendicular to the plane.
Note that we work with an underdamped version of Ac-
tive Brownian Particles, in contrast to most of the lit-
erature, which focuses on the overdamped (non-inertial)
limit. The underdamped equations of motion provide us
a way to formally treat the balances of linear and angular
momenta, and energy.
III. BALANCE LAWS
A. Coarse-Graining Approach
To make contact with a continuum theory, we must de-
rive a set of balance laws from the microscopic equations
of motion. To this end, we define fields corresponding
to local densities of the basic conserved quantities (mass,
linear momentum, angular momentum, and energy) in
terms of microscopic variables. Evolution equations for
these fields will yield the balance laws. This is essentially
the strategy employed by Irving and Kirkwood to de-
rive hydrodynamical equations from microscopic dynam-
ics with ensemble averaging [48]. The difference in our
approach is that we define fields without averaging over
a statistical ensemble, as also considered by Hardy [53].
Thus our balance laws are valid not only on average, but
also for any individual trajectory of the system. The
3ensemble-averaging approach yields identical results up
to the replacement of stochastic noise terms by linear
and angular diffusion.
We begin the coarse-graining process by defining the
densities as follows:
ρ(x, t) =
∑
i
m∆i(x)
ρv(x, t) =
∑
i
pi∆i(x)
ρJ(x, t) =
∑
i
(Li + xi × pi)∆i(x)
ρe(x, t) =
∑
i

 p2i
2m
+
L2i
2I
+
∑
j
uij
2

∆i(x),
(3)
where ∆i(x) = ∆(x − xi), with ∆ a normalized coarse-
graining function assumed to have finite support and to
be rotationally invariant. The results of our work are in-
sensitive to the specific choice of coarse-graining function
∆, since the balance equations are formally the same for
any function satisfying the aforementioned properties. In
future numerical work, however, the choice of ∆ will be
crucial. In particular, ∆ should be chosen to have sup-
port large enough to include several particles, so that the
continuum fields are relatively smooth, and small enough
that these fields are able to capture variation on length
scales of interest for the problem at hand. Ideally, the
particular setup of the simulation will result in a sep-
aration of length scales, with the average interparticle
spacing much smaller than the scale on which gradients
become relevant; the support of ∆ should be chosen to
fall between these two scales.
The interpretation of the coarse-grained fields in the
continuum theory is that ρ is the mass density, v is the
velocity of a continuum point, ρJ is the angular momen-
tum density, and ρe is the energy density. J always points
in the z-direction, and its magnitude will be denoted J .
The same convention will be used throughout the text,
with unbolded symbols referring to the magnitude or,
equivalently, z-component of vectors related to angular
momentum.
It will also turn out to be convenient to define the
coarse-grained director and noise fields
ρd(x, t) =
∑
i
di∆i(x)
ρW(x, t) =
∑
i
αpWi∆i(x)
ρZ(x, t) =
∑
i
αrZi∆i(x).
(4)
For fixed x, each of the fields in Eqs. (3, 4) is a phase-
space function and we may examine its time dependence.
Letting Γ denote the entire set of phase variables, the
time-derivative acts as follows on a phase space function
B:
d
dt
B(Γ(t)) =
(
dΓ
dt
·
∂B
∂Γ
)
(Γ(t)) := FB(Γ(t)). (5)
For the ABPs, we may read the operator F directly from
the microscopic equations of motion:
F =
∑
i
pi
m
·
∂
∂xi
+
Li
I
∂
∂θi
+

−ξp
m
pi + fdi +
∑
j
fij + αpWi

 · ∂
∂pi
+

−ξr
I
Li + τ +
∑
j
τij + αrZi

 ∂
∂Li
.
(6)
With these definitions, we are equipped to determine
the forms of the balance laws of the continuum theory.
For ease of presentation, we defer the derivation of the
balance laws to the appendix and present the laws and
microscopic definitions of body contributions and fluxes
in Table I. In the remainder of this section we will dis-
cuss the notable features of these balance laws. These
are the appearance of the active force in the body force,
proportional to the director field d, the existence of three
distinct contributions to the angular momentum, and a
modified energy balance compared to that presented in
[52]. The mass balance is the standard continuity equa-
tion, as derived in Appendix A1. Throughout the table
and the rest of this paper we make use of the convective
or material derivative D/Dt = ∂/∂t+ v · ∂/∂x.
B. Linear Momentum Balance: Importance of
Director Field
The first interesting feature appears in the balance of
linear momentum; see Appendix A2 for derivation and
Table I for microscopic expressions of body force and
stress tensor resulting from the Irving-Kirkwood proce-
dure. In our formulation, the active force f contributes
to the body force, rather than to the stress as proposed
e.g. in [42, 46, 47]. This contribution is mediated by the
director field d, suggesting that this is the relevant or-
der parameter to study alignment order in ABPs, rather
than the nematic tensor order parameter, which is in-
variant under rotation by π [54, 55]. We examine the
dynamics of the director field d in the next section.
We choose to associate to the body force those terms
that may not be expressed as divergences. Such a division
allows us to interpret the divergence terms as surface-
mediated tractions in the momentum balance. Moreover,
such a division results in microscopic expressions that re-
flect the physical nature of the momentum transfer in the
system. Note that in principle, the Irving-Kirkwood pro-
cedure allows divergence-free tensor field to be added to
the stress tensor without altering the balance law. We
4expect this feature to be particularly relevant in future
investigations of the behavior of systems of ABPs in var-
ious confining geometries.
The notion of swim force or active force as a body
force mediated by a director field has been previously
discussed in [45], where the authors demonstrate that
non-interacting ABPs undergo sedimentation in the pres-
ence of an aligning field but without gravity, and that net
active forces resulting from an aligning field may cancel
the effects of a body force such as gravity. In fact, the
authors point out that inclusion of the active force as a
body force resolves the objections of [38] to viewing the
pressure as a state function in active systems. Our contri-
bution in this area is to provide a derivation of this role of
the active force directly from the microscopic equations
of motion.
C. Angular Momentum Balance
In traditional continuum theories, angular momentum
appears only as moment of linear momentum and its bal-
ance contains only torques arising from moments of sur-
face tractions and body forces [56]. In these theories,
combined with the balance of linear momentum, the bal-
ance of angular momentum simply imposes the symmetry
of the stress tensor. However, in our system, due both to
the internal angular momenta Li of the individual parti-
cles and the effect of coarse-graining, the balance of angu-
lar momentum does not follow the traditional form, and
contains additional terms requiring distinct microscopic
derivation. In order to see this explicitly, we define the
following densities:
I
m
ρw(x, t) =
∑
i
Li∆i(x)
ρδ(x, t) =
∑
i
mδi∆i(x)
ρι(x, t) =
∑
i
m
[
δ
2
i1− δi ⊗ δi
]
∆i(x)
ρι(x, t) ·Ω(x, t) =
∑
i
δi × (pi −mv)∆i(x),
(7)
where δi = xi−x measures the positions of particles rel-
ative to the material point x, and ι and Ω are a moment
of inertia and angular velocity which account for angu-
lar momentum about the axis of the continuum point.
For large enough coarse-graining volume, we expect δ
to converge rapidly to zero, reflecting that the particles
are distributed isotropically with respect to the center of
mass.
The total angular momentum may now be decomposed
as follows:
ρJ = ρx× v + ρδ × v + ρι ·Ω+
I
m
ρw. (8)
Here, ρx× v is simply the moment of linear momentum.
The second and third terms in Eq. (8) account for the
spatial microstructure [57] of a continuum point, with
ρδ × v accounting for the difference between the contin-
uum point x and the center of mass of the particles in the
coarse-graining region centered at x, and ρι·Ω for the an-
gular momentum about x remaining after transforming
to the frame v defined by the continuum velocity. The
final term Im−1ρw accounts for the internal angular mo-
mentum of the ABPs, a second kind of microstructural
feature.
The angular momentum derived from the internal
spins Li has a moment of momentum that is trivially
proportional to the mass density ρ, as the moment of in-
ertia of each particle about its center of mass is fixed. The
other contributions to angular momentum have moments
of inertia which vary according to distinct evolution equa-
tions. These are again derived via the Irving-Kirkwood
procedure, and are given by
ρ
Dδ
Dt
= −
∂
∂x
·R
ρ
Dι
Dt
= −
∂
∂x
·Y,
(9)
where we have introduced two new fluxes:
R =
∑
i
(pi
m
− v
)
⊗m(xi − x)∆i(x)
Y =
∑
i
(pi −mv)⊗
[
δ
2
i1− δi ⊗ δi
]
∆i(x).
(10)
The latter appeared also in the system of actively ro-
tated dumbbells studied in [52]. See Appendix A3 for
derivation.
The decomposition of the total angular momentum
also introduces two novel continuum angular velocities w
and Ω. As opposed to the vorticity of the velocity field
∂
∂x
× v, these are associated to continuum points rather
than reflecting properties of the spatial derivatives of lin-
ear velocity, and thus are manifestations of the internal
microstructure of the continuum points. As such, they
require evolution equations of their own, which we derive
from the Irving-Kirkwood procedure as
I
m
ρ
Dw
Dt
= ρG1 +
∂
∂x
·C1
ρι ·
DΩ
Dt
= ρG2 +
∂
∂x
·C2 +
(
∂
∂x
·Y
)
·Ω,
(11)
where G1, G2, C1, and C2 are defined in Table I. G1
and G2 are body torques, and C1 and C2 couple stress
tensors. This system then has a total angular momen-
tum balance which is a truly separate balance from lin-
ear momentum, and provides an instance of the exten-
sion to structured continua of the balance laws proposed
by Dahler and Scriven [58]. Note that the components
of angular momentum obey balance equations with no
explicit interconversion between the components, unless
there is a constitutive dependence of the couple stress
5tensors C1 and C2 on w and Ω or their gradients. This
is in contrast to the previously examined active dumb-
bell system, where the coupling between the linear and
angular momentum balances arises explicitly due to the
broken symmetry of the stress tensor [52].
D. Energy Balance
Continuing with the Irving-Kirkwood procedure,
we obtain the balance of energy, serving as the first
law of thermodynamics for active continuous media.
See Appendix A4 for derivations and Table I for the
balance law and resulting microscopic expressions for
body heating and heat flux. Our choice of decompo-
sition of the energy balance is modified compared to
that in [52]. Here, we do not subtract off the term
δi × Ω from the total momentum pi, as done in that
earlier work. Our reasoning is that the heating rate ρr
and heat flux q are physical quantities, and therefore
should be defined in inertial frames, rather than rotating
ones. The usefulness of this form remains to be explored.
We note that our derivation of the balance laws
differs from that of Irving and Kirkwood in that we
do not perform ensemble averaging. Performing this
additional step does not change the form of our balance
laws, and our equations are valid for individual noise
trajectories.
IV. DIRECTOR FIELD DYNAMICS AND BULK
CURRENTS
In the previous section, we derived the balance of lin-
ear momentum for ABPs, finding that the body force is
proportional to a director field d. Therefore, in order
to analyze the motion of the system, it is necessary to
derive evolution equations for this field. Moreover, this
field represents alignment of particles in the fluid. Unlike
the mass, momentum, and energy density fields, the di-
rector field does not correspond to a conserved quantity,
so its evolution equation does not yield a balance law for
the continuum system. However, the director evolution
equation can still be derived using the Irving-Kirkwood
procedure in an identical fashion as
ρ
Dd
Dt
= −
∂
∂x
·
∑
i
(pi
m
− v
)
⊗ di∆i(x)
+
∑
i
(
Li
I
− w
) (
d⊥i − d
⊥
)
∆i(x) + ρwd
⊥,
(12)
where w = wez; see Appendix B1 for detailed derivation.
The super-script ⊥ indicates counterclockwise rotation of
the corresponding vector by π/2.
In a homogeneous system, the first term of the right-
hand side of Eq. (12) vanishes. The third term is or-
thogonal to d, hence does not alter the magnitude of the
director field. If there is no correlation between the vari-
ables Li and di, the second term approximately vanishes
under spatial averaging for large coarse-graining volumes,
and angular diffusion will cause any nonzero director field
to decay. Indeed, in the absence of aligning interactions
between the ABPs, there is no mechanism to generate
such correlations, and we see that steady non-zero di-
rector fields, and therefore steady flow, is impossible in
a homogeneous system. In the presence of aligning in-
teractions, the Li will in general be correlated with the
orientation of the particles relative to the nonzero local
director field, when it exists, and the second term will
oppose the diffusion, allowing homogeneous steady-state
nonzero director fields, and therefore currents.
The connection between currents and inter-particle
aligning interactions becomes more evident if we per-
form an analogous derivation of the director evolution
equations using fields defined as noise averages:
ρ¯(x) =
〈∑
i
m∆i(x)
〉
ρ¯(x)v¯(x) =
〈∑
i
pi∆i(x)
〉
ρ¯(x)d¯(x) =
〈∑
i
di∆i(x)
〉
(13)
and treat the overdamped limit for angular diffusion,
where the angular part of the equations of motion is re-
placed by
dθi
dt
= µτ + µ
∑
j
τij + µαrZi(t), (14)
with µ an angular mobility. In this case, the director field
evolution is obtained as
ρ¯
Dd¯
Dt
= −
1
2
µ2α2r ρ¯d¯+ µτρ¯d¯
⊥ +A−
∂
∂x
· Jd, (15)
where
Jd =
〈∑
i
(pi − v) ⊗ di∆i(x)
〉
A = µ
〈∑
ij
τijd
⊥
i ∆i(x)
〉
.
(16)
See Appendix B2 for details of the derivation, where we
have used the Stratonovich convention. The first term,
proportional to d¯, represents an exponential decay of the
director field due to angular diffusion. The second is a ro-
tation due to the active torque τ . The termA is a “body
alignment” vector, and the divergence term accounts for
director flux due to particle exchange.
Suppose that the system of ABPs is homogeneous and
6Mass
Dρ
Dt
= −ρ
(
∂
∂x
· v
)
Linear Momentum ρ
Dv
Dt
= ρb+
∂
∂x
·T
Angular Momentum ρ
DJ
Dt
= −ρ
(
∂
∂x
·R
)
× v + (x+ δ)×
(
ρb+
∂
∂x
·T
)
+ ρG1 +
∂
∂x
·C1 + ρG2 +
∂
∂x
·C2
Energy ρ
De
Dt
= ρb · v +
∂
∂x
· (T · v) + ρG1 ·w +
∂
∂x
· (C1 ·w) + ρr −
∂
∂x
· q
Body Force b = −
ξp
m
v + fd+W
Stress Tensor T = −
∑
i
(pi −mv)⊗ (pi −mv)
m
∆i(x) −
1
2
∑
ij
bijxij ⊗ fij
Body Torque (Int) G1 = −
ξr
m
w +
τ
m
ez + Zez
Body Torque (CG) ρG2 = −
ξp
m
ρι ·Ω−
ξp
m
δ × ρv +
∑
i
(xi − x)× (αpWi)∆i(x) + f
∑
i
(xi − x) × di∆i(x)
Torque Couple (Int) C1 = −
1
2
∑
ij
bijxijτij −
∑
i
(
pi −mv
m
)
⊗ (Li − Iw)
Torque Couple (CG) C2 = −
∑
i
(pi
m
− v
)
⊗ (xi − x)× (pi −mv)∆i(x)−
1
2
∑
ij
bijxij ⊗ (xi − x)× fij
Displacement Flux R =
∑
i
(pi
m
− v
)
⊗m(xi − x)∆i(x)
Body Heating ρr =
∑
i
(
−
ξp
m
pi + fdi + αpWi
)
·
(pi
m
− v
)
∆i(x) +
∑
i
(
−
ξr
I
Li + τ + αrZi
)
·
(
Li
I
−w
)
∆i(x)
Heat Flux q =
∑
i
(pi
m
− v
) (pi −mv)2
2m
+
(Li − Iw)
2
2I
+
∑
j
uij
2

∆i(x)
+
1
2
∑
ij
bij
[
(xij ⊗ fij) ·
(pi
m
− v
)
+ xijτij
(
Li
I
−w
)]
TABLE I. Balance laws and definitions of necessary fields. “Int” refers to the contribution to angular momentum from the
internal spins Li while “CG” refers to the angular momentum associated with the coarse-graining volume. See the discussion
of angular momentum balance in the text for definitions of ι, Ω, and δ. The bond function bij is defined in Appendix A2.
in a steady state. Then the director evolution equation
(15) reduces to
0 = −µ2α2r ρ¯d¯+ µτρ¯d¯
⊥ +A . (17)
In the absence of inter-particle aligning interactions,
τij = 0 and therefore A is identically zero. Using
d¯ · d¯⊥ = 0, we see that the only solution is d¯ = 0. Ho-
mogeneity and time-independence also imply that b = 0
via the linear momentum balance equation. For large
enough coarse-graining volume, W vanishes, so this in
turn implies v¯ = 0, demonstrating that nonzero steady-
state currents are impossible in homogeneous systems of
7ABPs without aligning interactions.
In the presence of inter-particle aligning interactions,
suppose that d¯ 6= 0. The angular noise is symmetric
with respect to d¯, i.e., the distribution of particle direc-
tors about d¯ is symmetric with respect to reflection over
d¯. The particles whose directors point to the left of d¯ will
have a torque with negative component in the z direction,
while those pointing to the right a positive torque. Thus,
in the sum that defines A, the components of the various
d⊥i in the direction orthogonal to d¯ will tend to cancel,
while the components in the direction of d¯ will tend to
add constructively, giving rise to a nonzero A in the di-
rection of d¯, i.e. in opposition to the diffusion-induced
decay. Thus, the existence of nonzero steady currents [60]
with v¯ = 0 in homogeneous systems of ABPs is possible.
We note that this phenomenon has been previously ob-
served in simulations [61–63]; however, our work presents
a continuum interpretation of this phenomenon starting
from microscopic equations of motion, and provides pre-
dictions for when such currents can arise.
It is also possible to study systems with boundaries
that apply torques to the particles, and in such systems,
currents could be expected to appear close to the bound-
ary even in the absence of interparticle aligning inter-
actions. However, our analysis suggests that this effect
will persist only in the near-boundary region, and will be
negligible deep in the bulk of sufficiently large systems.
Noninteracting ABPs in boundary-less regions will not
display bulk currents. On the other hand, we expect that
in the presence of interparticle alignment, ABPs may dis-
play bulk currents that spontaneously break rotational
symmetry, even in the absence of boundaries. Addition
of boundaries with aligning interactions could then be
used to select the direction of bulk currents in arbitrarily
large systems.
V. RECONCILIATION WITH SWIM
PRESSURE
In [42], Takatori and Brady propose a continuum-level
contribution to the stress, called the swim stress. They
use the trace of this stress, the swim pressure, to explain
simulations showing motility induced phase separation
in ABPs. This proposal contrasts with our conclusion
that the active force should be accounted for in the body
force, rather than the stress, of a continuum theory. The
purpose of this section is to resolve this discrepancy. In
this section, we will first provide a derivation of the swim
pressure in the atomistic setting. Then we will show that
this term may be understood as a consequence of the
body force via a continuum homogenization procedure
in the spirit of [59].
Both the atomistic and continuum analyses presented
in this section rely on the notion that pressure should be
understood as a force per area that must be applied by
an external agent in order to confine a system (which we
think of either as a collection of particles or as a contin-
uum body) to a region Ω. We therefore begin by defining
representations of the quantities F(A), the net confine-
ment forces or surface tractions that must be applied to
regions A ⊂ ∂Ω of the boundary. Under the assumption
that these surface tractions may be understood (on large
enough length scales) in terms of a homogeneous pressure
p, we may express p in terms of confinement forces acting
on the near-boundary parts of the system. We then use
virial theorems relating bulk and boundary variables in
the atomistic and continuum settings to provide a bulk
expression for p, and recover the expressions for swim
pressure as introduced in [42].
A. Atomistic Representation
To confine particles to a region Ω, an external agent
must apply confining forces ci. If this force is short-
ranged, ci is non-zero only for particles close to the
boundary. Then we can define F(A), the net confine-
ment force applied on the region A ⊂ ∂Ω of the bound-
ary:
F(A) =
∑
i:xi∈A∆
ci, (18)
where A∆ is the neighborhood with radius ∆ around A
for some ∆ larger than the range of the confining force.
Clearly this definition should only be used for A on a
scale larger than the typical inter-particle spacing, as
particles close to the boundary between any two adja-
cent regions A and A′ will be double-counted.
One can define a uniform externally applied pressure
p if it is the case that for sufficiently large regions A of
the boundary we have
F(A) ≈ −
∫
A
pn da, (19)
with n the unit normal. If on the other hand the charac-
teristic length scale of A is much smaller than the small-
est scale of boundary curvature (so that n is roughly
constant on A) and letting x0 be the center of mass of
A, we may write
F(A) · x0 ≈ −
∫
A
pn · x da. (20)
If it is also the case that particles in A∆ experience ap-
proximately the same constraint force ci, we have from
Eq. (18)
F(A) · x0 ≈
∑
i:xi∈A∆
ci · xi. (21)
We are considering in other words the case in which there
is an intermediate asymptotic length scale between the
particle and continuum scales. If we decompose the entire
boundary into regions Ak of this intermediate scale, we
8may equate expressions (20) and (21) and sum over k to
obtain
−
∫
∂Ω
pn · x da ≈
∑
i
ci · xi. (22)
The left-hand side is simply −pV d, with V the volume
of Ω and d the dimension of space. We thus obtain
p ≈ −
1
V d
∑
i
ci · xi. (23)
Note that the summation over i in Eq. (23) runs over all
particles, but contributes only for near-boundary parti-
cles.
We would like to have an expression for the externally
applied pressure in terms of bulk, rather than bound-
ary, variables. In order to obtain such an expression,
we appeal to the virial theorem (see Appendix C for a
derivation): 〈∑
i
fi · xi +
∑
i
pi · pi
m
〉
= 0, (24)
where brackets indicate ensemble-averaging and the sys-
tem is assumed to be in a steady state. Here fi is the
total force, including the constraint forces ci applied by
the boundary. Separating out the constraint force and
using Eq. (23), we have
〈p〉 ≈
1
V d
〈∑
i
(fi − ci) · xi +
∑
i
pi · pi
m
〉
. (25)
Defining pext = 〈p〉 and using the equation (1) for the
force on particle i, we find
pext ≈ −
ξpn
md
〈pi · xi〉+
fn
d
〈di · xi〉+
n
md
〈pi · pi〉
+
1
V d
〈
1
2
∑
ik
fik · xik
〉
.
(26)
The second term is precisely the swim pressure as defined
in [42].
B. Continuum Representation
In what follows, we show that the atomistic expression
(26) derived in the previous subsection is consistent with
the appearance of the active force in the body force ob-
tained from the Irving-Kirkwood analysis presented ear-
lier. We start by deriving an expression for pressure in
a self-contained continuum model in the case of homoge-
neous surface traction.
To apply a similar argument as used in the atomistic
case to the continuum setting, we start with the stan-
dard continuum equations of motion, i.e. the mass and
momentum balances:
Dρ
Dt
= −ρ
∂
∂x
· v
ρ
Dv
Dt
= ρb+
∂
∂x
·T
(27)
with body force b and stress T. Note that these are
the equations of motion that emerged from the Irving-
Kirkwood theory. Now we consider a slightly unortho-
dox formulation of the theory of a continuum body with
boundary. Rather than taking the surface traction on an
area element da with normal n to be given by t = T · n,
we instead view the traction as a part of the body force
with support only very close to ∂Ω. Analogous to the
confining forces ci in the atomistic setting, this compo-
nent of the body force is considered to be applied by an
external agent and is responsible for confining the system.
We then decompose the total body force as b = bc + b
′,
where bc is the confining term, vanishing away from ∂Ω,
and b′ is the remaining part of the total body force.
Analogous to Eq. (18), we define the quantities F(A),
the net forces applied by the region A of the boundary,
as
F(A) =
∫
Aδ
ρbc dv, (28)
where Aδ is a neighborhood of radius δ around A, with δ
large enough to account completely for the non-vanishing
constraint body force.
As in Eq. (19), we suppose that for any sufficiently
large A, we have
F(A) ≈ −
∫
A
pn da. (29)
If on the other hand the characteristic length scale of
A is much smaller than the scale of boundary curvature
and the scale at which the confinement body force varies,
then as in Eqs. (20) and (21), we have
F(A) · x0 ≈
∫
Aδ
ρbc · x dv
F(A) · x0 ≈ −
∫
A
pn · x da
(30)
where x0 is the center of mass of A. If we decompose the
boundary into disjoint regions Ak characterized by the
intermediate asymptotic length scale that satisfies the
assumptions leading to Eqs. (29) and (30), then we can
equate the two expressions in Eqs. (30) and sum over k
to obtain
−
∫
∂Ω
pn · x da ≈
∫
∂Ωδ
ρbc · x dv. (31)
Again, the left-hand side is simply −pV d, so that we can
9express the pressure in terms of the confining body force:
p ≈ −
1
dV
∫
∂Ωδ
ρbc · x dv. (32)
Because the confining body force vanishes outside of ∂Ωδ,
we can extend the integral in Eq. (32) over all space Rd
leading to
p ≈ −
1
dV
∫
Rd
ρbc · x dv. (33)
As in the atomistic setting, we would like an expression
of the homogeneous applied pressure p in terms of bulk
variables. We therefore appeal now to the continuum
version of the virial theorem, which makes use of the
balance laws Eq. (27) (see Appendix C for a derivation):
0 =
∫
Rd
ρv · vdv +
∫
Rd
ρb · x dv −
∫
Rd
Tr (T) dv,
(34)
where again the system is assumed to be in a steady state.
Separating out the constraint part of the body force and
using Eq. (33), we obtain
p =
1
V d
∫
Rd
[ρv · v + ρ (b− bc) · x− Tr (T)] dv.
(35)
Noting that the body force defined in Table I from the
Irving-Kirkwood procedure corresponds to b − bc and
the microscopic expression for the stress tensor T, it may
be seen that Eq. (35) reproduces Eq. (26) for the ABP
system assuming sufficiently small coarse-graining radius.
Note that in order to make contact with the standard
picture in which the traction is given by the normal com-
ponent of the stress at the boundary, we may assume
that the constraint body force is a singular distribution
supported on ∂Ω. Then, in the event that the surface
traction is homogeneous, we are free to reexpress this
distribution as the divergence of an indicator function
that is zero outside Ω and takes a constant value inside
Ω. This constant term may then be added to the stress,
and appears as an extra pressure. However, this may
not be extended to scenarios with inhomogeneities, and
therefore any continuum theory of ABPs that is able to
deal with alignment and currents will have to incorpo-
rate activity via the body force, and not the stress ten-
sor. Furthermore, it will be necessary to solve a coupled
problem involving the momentum balance and the non-
conservative director evolution equation.
VI. CONCLUSION
In this work, we have performed a coarse-graining
analysis of the ABP equations of motion, resulting
in a set of balance laws that constitute a continuum
description of the system. Although we do not yet have
constitutive equations for the the new fields that must
be defined, we are able to show the natural appearance
of the active force in the body force, to demonstrate
the importance of the director field, and to show that
aligning interactions are necessary for gradient-free flows
or currents. We also derive a balance of energy, which
serves as the first law of thermodynamics. This provides
a natural setting in which to develop the irreversible
thermodynamics of active continuous media driven by
convective forces. In addition, molecular dynamics
simulations may use these microscopic definitions in
order to numerically access emergent viscosity and other
transport phenomena.
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Appendix A: Derivation of Balance Laws
In this appendix, we provide the more detailed derivations of the balance laws presented in Table I. We begin by
defining the field fields corresponding to densities of conserved quantities (mass, linear momentum, angular momentum,
and energy):
ρ(x) =
∑
i
m∆i(x)
ρ(x)v(x) =
∑
i
pi∆i(x)
ρ(x)J(x) =
∑
i
(Li + xi × pi)∆i(x)
ρ(x)e(x) =
∑
i

 p2i
2m
+
L2i
2I
+
∑
j
uij
2

∆i(x).
(A1)
The angular momentum density may be decomposed into a term due to the moment of linear momentum, another
due to the internal angular momenta Li of the particles, and a third due to the coarse-graining. In order to see this,
we define
I
m
ρ(x)w(x) =
∑
i
Li∆i(x)
ρ(x)δ(x) =
∑
i
m(xi − x)∆i(x)
ρ(x)ι(x) =
∑
i
m
[
(xi − x)
2
1− (xi − x) ⊗ (xi − x)
]
∆i(x)
ρ(x)ι(x) ·Ω(x) =
∑
i
(xi − x)× (pi −mv(x))∆i(x).
(A2)
Now using (A2), the angular momentum density may be rewritten as
ρJ = ρ(x+ δ)× v + ρι ·Ω+
I
m
ρw. (A3)
The energy may also be decomposed into a term due to the mean velocity, one due to the mean internal angular
momentum, and an internal energy term accounting for the potential energy and the deviation of individual particle
momenta from the mean. This term is defined as
ρ(x)ǫ(x) =
∑
i

 (pi −mv(x))2
2m
+
(Li − Iw(x))
2
2I
+
∑
j
uij
2

∆i(x). (A4)
Then we have
ρe = ρǫ+
1
2
ρv2 +
1
2
I
m
ρw2. (A5)
It will also turn out to be convenient to define the coarse-grained director and noise fields
ρ(x)d(x) =
∑
i
di∆i(x)
ρ(x)W(x) =
∑
i
αpWi∆i(x)
ρ(x)Z(x) =
∑
i
αrZi∆i(x).
(A6)
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To evaluate the time dependence of these fields, we note that on a phase variable B, the time-derivative acts as follows:
d
dt
B(Γ(t)) = FB(Γ(t)) =
dΓ
dt
·
∂B
∂Γ
. (A7)
For the ABPs:
F =
∑
i
pi
m
·
∂
∂xi
+

−ξp
m
pi + fdi +
∑
j
fij + αpWi

 · ∂
∂pi
+
Li
I
∂
∂θi
+

−ξr
I
Li + τ +
∑
j
τij + αrZi

 ∂
∂Li
. (A8)
Now we are equipped to determine the forms of the balance laws of the continuum theory.
1. Balance of mass
We have
Dρ
Dt
=
∂ρ
∂t
+
(
v ·
∂
∂x
)
ρ = F
∑
i
m∆i(x) +
(
v ·
∂
∂x
)
ρ =
∑
i
pi ·
∂
∂xi
∆i(x) +
(
v ·
∂
∂x
)
ρ
= −
∂
∂x
·
∑
i
pi∆i(x) +
(
v ·
∂
∂x
)
ρ = −
∂
∂x
· (ρv) +
(
v ·
∂
∂x
)
ρ = −ρ
(
∂
∂x
· v
)
,
(A9)
and thus have the standard balance of mass:
Dρ
Dt
= −ρ
(
∂
∂x
· v
)
. (A10)
2. Balance of linear momentum
We have
∂
∂t
(ρv) = F
∑
i
pi∆i(x) =
∑
i

−ξp
m
pi + fdi +
∑
j
fij + αpWi

∆i(x) +∑
i
(
pi
m
·
∂
∂xi
)
pi∆i(x)
= ρ
(
−
ξp
m
v + fd+W
)
+
∑
ij
fij∆i(x) −
∂
∂x
·
∑
i
pi ⊗ pi
m
∆i(x).
(A11)
The second term, which accounts for interparticle forces, may be expressed as a gradient using Noll’s formula [65, 66]
∆i(x) −∆j(x) = −
∂
∂x
· (xijbij). (A12)
where the so-called bond function bij is defined as
bij =
∫ 1
0
∆(x− λxi + xij)dλ, (A13)
with xij = xi − xj . Then:
∑
ij
fij∆i(x) =
1
2
∑
ij
fij (∆i(x) −∆j(x)) = −
1
2
∑
ij
fij
∂
∂x
· (xijbij) = −
∂
∂x
·
1
2
∑
ij
bijxij ⊗ fij . (A14)
The tensor quantity whose gradient is the third term may be expressed as a sum of mean and deviatoric parts:
∑
i
pi ⊗ pi
m
∆i(x) =
∑
i
(pi −mv)⊗ (pi −mv)
m
∆i(x) + ρv ⊗ v. (A15)
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Using the balance of mass and then plugging in the above expressions:
ρ
Dv
Dt
=
∂
∂t
(ρv) +
∂
∂x
· (ρv ⊗ v)
= ρ
(
−
ξp
m
v + fd+W
)
+
∂
∂x
·

−∑
i
(pi −mv)⊗ (pi −mv)
m
∆i(x) −
1
2
∑
ij
bijxij ⊗ fij

 , (A16)
and we have the balance of linear momentum
ρ
Dv
Dt
= ρb+
∂
∂x
·T, (A17)
with the body force and stress tensor
b = −
ξp
m
v + fd+W
T = −
∑
i
(pi −mv) ⊗ (pi −mv)
m
∆i(x)−
1
2
∑
ij
bijxij ⊗ fij .
(A18)
3. Balance of angular momentum
The internal angular momentum evolves as follows:
I
m
∂
∂t
(ρw) = F
∑
i
Li∆i(x) =
∑
i

−ξr
I
Li + τ +
∑
j
τij + αrZi

∆i(x) +∑
i
(
pi
m
·
∂
∂xi
)
Li∆i(x)
= −
ξr
m
ρw + ρ
τ
m
+ ρZ +
∑
ij
τij∆i(x) −
∂
∂x
·
∑
i
pi
m
Li∆i(x).
(A19)
As in the case of linear momentum, we apply Noll’s formula and split the final term into mean and deviatoric parts:
∑
ij
τij∆i(x) = −
∂
∂x
·
1
2
∑
ij
bijxijτij
∑
i
pi
m
Li∆i(x) =
∑
i
(
pi −mv
m
)
(Li − Iw)∆i(x) +
I
m
ρvw.
(A20)
Using balance of mass and plugging in the above expressions:
I
m
ρ
Dw
Dt
=
I
m
∂
∂t
(ρw) +
I
m
∂
∂x
· (vρw)
= ρ
(
−
ξr
I
w +
τ
m
+ Z
)
+
∂
∂x
·

−1
2
∑
ij
bijxijτij −
∑
i
(
pi −mv
m
)
(Li − Iw)∆i(x)

 , (A21)
and we have the partial balance equation
I
m
ρ
Dw
Dt
= ρG1 +
∂
∂x
·C1, (A22)
with body torque and couple stress vector
G1 = −
ξr
m
w +
τ
m
+ Z
C1 = −
1
2
∑
ij
bijxijτij −
∑
i
(
pi −mv
m
)
(Li − Iw) .
(A23)
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Next we consider the coarse-graining angular momentum ρι · Ω. First we must evaluate the time-evolution of the
moment of inertia ρι:
∂
∂t
(ρι) = F
∑
i
m
[
(xi − x)
2
1− (xi − x)⊗ (xi − x)
]
∆i(x)
=
∑
i
pi ·
∂
∂xi
[
(xi − x)
2
1− (xi − x)⊗ (xi − x)
]
∆i(x)
+
∑
i
[
(xi − x)
2
1− (xi − x)⊗ (xi − x)
] (
pi ·
∂
∂xi
)
∆i(x)
= −
∂
∂x
·
∑
i
pi ⊗
[
(xi − x)
2
1− (xi − x)⊗ (xi − x)
]
∆i(x)
= −
∂
∂x
·
∑
i
(pi −mv)⊗
[
(xi − x)
2
1− (xi − x)⊗ (xi − x)
]
∆i(x)−
∂
∂x
· (ρv ⊗ ι) .
(A24)
Using the mass balance equation:
ρ
Dι
Dt
=
∂
∂t
(ρι) +
∂
∂x
· (ρv ⊗ ι), (A25)
so that we have
ρ
Dι
Dt
= −
∂
∂x
·Y, (A26)
with the coarse-graining moment of inertia flux
Y =
∑
i
(pi −mv)⊗
[
(xi − x)
2
1− (xi − x)⊗ (xi − x)
]
∆i(x). (A27)
Now we can examine the coarse-graining angular momentum:
∂
∂t
(ρι ·Ω) = F
∑
i
(xi − x)× (pi −mv)∆i(x)
=
∑
i
pi
m
·
∂
∂xi
[(xi − x)× (pi −mv)∆i(x)]
+
∑
i

−ξp
m
pi + fdi +
∑
j
fij + αpWi

 · ∂
∂pi
[(xi − x)× (pi −mv)∆i(x)]
= −
∂
∂x
·
∑
i
pi
m
⊗ (xi − x)× (pi −mv)∆i(x) +
∑
i
(xi − x)×

−ξp
m
pi + fdi +
∑
j
fij + αpWi

∆i(x)
= −
∂
∂x
·
∑
i
(pi
m
− v
)
⊗ (xi − x)× (pi −mv)∆i(x)−
∂
∂x
· (ρv ⊗ ι ·Ω)
−
ξp
m
ρι ·Ω−
ξp
m
δ × ρv +
∑
i
(xi − x)× (αpWi)∆i(x)
+
∑
ij
(xi − x)× fij∆i(x) + f
∑
i
(xi − x)× di∆i(x).
(A28)
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The interaction term may be expressed as a gradient using Noll’s formula:
∑
ij
(xi − x) × fij∆i(x) =
1
2
∑
ij
[(xi − x)× fij∆i(x) − (xj − x)× fij∆j(x)]
=
1
2
∑
ij
[(xi − x)∆i(x)− (xi − x)∆j(x) + (xi − x)∆j(x)− (xj − x)∆j(x)]× fij
=
1
2
∑
ij
[(xi − x) (∆i(x) −∆j(x)) + (xi − xj)∆j(x)] × fij
=
1
2
∑
ij
(xi − x) (∆i(x) −∆j(x))× fij
= −
1
2
∑
ij
∂
∂x
· (xijbij) (xi − x) × fij
= −
∂
∂x
·
1
2
∑
ij
bijxij ⊗ (xi − x)× fij ,
(A29)
where we have also used the assumption that the force between particles acts along the ray from one to the other,
so that xi − xj is parallel to fij . Using the balances of mass and coarse-graining moment of inertia, the total time
derivative of Ω is now given by
ρι ·
DΩ
Dt
=
∂
∂t
(ρι ·Ω) +
(
v ·
∂
∂x
)
(ρι ·Ω)− ρ
Dι
Dt
·Ω− ι
Dρ
Dt
·Ω
=
∂
∂t
(ρι ·Ω) +
(
v ·
∂
∂x
)
(ρι ·Ω) +
(
∂
∂x
·Y
)
·Ω+ ιρ
(
∂
∂x
· v
)
·Ω
=
∂
∂t
(ρι ·Ω) +
(
∂
∂x
·Y
)
·Ω+
∂
∂x
· (ρv ⊗ ι ·Ω)
=
∂
∂x
·

−∑
i
(pi
m
− v
)
⊗ (xi − x)× (pi −mv)∆i(x)−
1
2
∑
ij
bijxij ⊗ (xi − x)× fij


−
ξp
m
ρι ·Ω−
ξp
m
δ × ρv +
∑
i
(xi − x)× (αpWi)∆i(x) + f
∑
i
(xi − x)× di∆i(x) +
(
∂
∂x
·Y
)
·Ω,
(A30)
so that we have
ρι ·
DΩ
Dt
= ρG2 +
∂
∂x
·C2 +
(
∂
∂x
·Y
)
·Ω, (A31)
with
ρG2 = −
ξp
m
ρι ·Ω−
ξp
m
δ × ρv +
∑
i
(xi − x) × (αpWi)∆i(x) + f
∑
i
(xi − x)× di∆i(x)
C2 = −
∑
i
(pi
m
− v
)
⊗ (xi − x)× (pi −mv)∆i(x) −
1
2
∑
ij
bijxij ⊗ (xi − x)× fij .
(A32)
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To determine the time-evolution of the moment of linear momentum, we first need to examine the time-evolution of
the displacement δ:
∂
∂t
(ρδ) = F
∑
i
m(xi − x)∆i(x) =
∑
i
pi ·
∂
∂xi
[(xi − x)∆i(x)] = −
∂
∂x
·
∑
i
pi ⊗ (xi − x)∆i(x)
= −
∂
∂x
·
∑
i
(pi −mv)⊗ (xi − x)∆i(x)−
∂
∂x
·
∑
i
mv ⊗ (xi − x)∆i(x)
= −
∂
∂x
·
∑
i
(pi
m
− v
)
⊗m(xi − x)∆i(x) −
∂
∂x
· (ρv ⊗ δ) .
(A33)
The total time derivative is then
ρ
Dδ
Dt
=
∂
∂t
(ρδ) +
∂
∂x
· (ρv ⊗ δ) = −
∂
∂x
·
∑
i
(pi
m
− v
)
⊗m(xi − x)∆i(x), (A34)
and we may write
ρ
Dδ
Dt
= −
∂
∂x
·R, (A35)
where
R =
∑
i
(pi
m
− v
)
⊗m(xi − x)∆i(x). (A36)
Then:
ρ
D
Dt
((x + δ)× v) = ρ
Dδ
Dt
× v + ρ(x+ δ)×
Dv
Dt
= −ρ
(
∂
∂x
·R
)
× v + (x+ δ)×
(
ρb+
∂
∂x
·T
)
. (A37)
The balance of total angular momentum now follows by combining Eqs. (22), (26), (31), (34), and (37).
4. Balance of energy
For computational convenience, we will split the energy into parts due to linear momentum, angular momentum,
and potential energy, and examine the time-evolution of each of these in turn. For the energy from linear momentum
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we have:
∂
∂t
(ρep) = F
∑
i
p2i
2m
∆i(x) =
∑
i
pi
m
·
∂
∂xi
[
p2i
2m
∆i(x)
]
+
∑
i

−ξp
m
pi + fdi +
∑
j
fij + αpWi

 · ∂
∂pi
p2i
2m
∆i(x)
= −
∂
∂x
·
∑
i
pi
m
p2i
2m
∆i(x) +
∑
i

−ξp
m
pi + fdi +
∑
j
fij + αpWi

 · pi
m
∆i(x)
= −
∂
∂x
·
∑
i
(pi
m
− v
) p2i
2m
∆i(x)−
∂
∂x
· (ρvep)
+
∑
i

−ξp
m
pi + fdi +
∑
j
fij + αpWi

 · (pi
m
− v
)
∆i(x)
+
∑
i

−ξp
m
pi + fdi +
∑
j
fij + αpWi

∆i(x) · v
= −
∂
∂x
·
∑
i
(pi
m
− v
) p2i
2m
∆i(x) −
∂
∂x
· (ρvep) +
∑
i
(
−
ξp
m
pi + fdi + αpWi
)
·
(pi
m
− v
)
∆i(x)
+
∑
ij
fij ·
(pi
m
− v
)
∆i(x) +
∑
ij
fij∆i(x) · v + ρb · v.
(A38)
As before, the interaction terms may be re-expressed via Noll’s formula:
∑
ij
fij∆i(x) = −
∂
∂x
·
1
2
∑
ij
bijxij ⊗ fij =
∂
∂x
·Tint
∑
ij
fij ·
(pi
m
− v
)
∆i(x) =
1
2
∑
ij
[
fij ·
(pi
m
− v
)
∆i(x)− fij ·
(pj
m
− v
)
∆j(x)
]
=
1
2
∑
ij
fij ·
[(pi
m
− v
)
∆i(x) +
(pi
m
− v
)
∆j(x) −
(pi
m
− v
)
∆j(x)−
(pj
m
− v
)
∆j(x)
]
=
1
2
∑
ij
fij ·
[(pi
m
− v
)
(∆i(x) −∆j(x)) +
(pi
m
− v
)
∆j(x)−
(pj
m
− v
)
∆j(x)
]
=
1
2
∑
ij
fij ·
(pi
m
− v
)
(∆i(x)−∆j(x)) +
1
2
∑
ij
fij ·
[(pi
m
− v
)
∆j(x) −
(pj
m
− v
)
∆j(x)
]
= −
1
2
∑
ij
fij ·
(pi
m
− v
) ∂
∂x
· (xijbij) +
1
2
∑
ij
fij ·
(pi
m
−
pj
m
)
∆j(x)
= −
∂
∂x
·
1
2
∑
ij
bij (xij ⊗ fij) ·
(pi
m
− v
)
−
1
2
∑
ij
[
(xijbij) ·
(
∂
∂x
v
)
· fij
]
+
1
2
∑
ij
fij ·
(pi
m
−
pj
m
)
∆j(x)
= −
∂
∂x
·
1
2
∑
ij
bij (xij ⊗ fij) ·
(pi
m
− v
)
−
(
∂
∂x
v
)T
:
1
2
∑
ij
xijbij ⊗ fij
+
1
2
∑
ij
fij ·
(pi
m
−
pj
m
)
∆j(x)
= −
∂
∂x
·
1
2
∑
ij
bij (xij ⊗ fij) ·
(pi
m
− v
)
+
(
∂
∂x
v
)T
: Tint +
1
2
∑
ij
fij ·
(pi
m
−
pj
m
)
∆j(x).
(A39)
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We can also expand:
∑
i
(pi
m
− v
) p2i
2m
∆i(x) =
∑
i
(pi
m
− v
) (pi −mv)2
2m
∆i(x) +
∑
i
(pi −mv) ⊗ (pi −mv)
m
∆i(x) · v
=
∑
i
(pi
m
− v
) (pi −mv)2
2m
∆i(x)−T
free · v.
(A40)
Plugging these in:
ρ
Dep
Dt
=
∂
∂t
(ρep) +
∂
∂x
· (ρvep)
= ρb · v +
∂
∂x
· (T · v) +
∑
i
(
−
ξp
m
pi + fei + αpWi
)
·
(pi
m
− v
)
∆i(x)
−
∂
∂x
·

∑
i
(pi
m
− v
) (pi −mv)2
2m
∆i(x) +
1
2
∑
ij
bij (xij ⊗ fij) ·
(pi
m
− v
)+ 1
2
∑
ij
fij ·
(pi
m
−
pj
m
)
∆j(x).
(A41)
The third term is a body heating term, the fourth a heat flux, and the last a term accounting for exchange between
kinetic and potential energy.
For the energy due to angular momentum we have:
∂
∂t
(ρer) = F
∑
i
L2i
2I
∆i(x) =
∑
i
pi
m
·
∂
∂xi
[
L2i
2I
∆i(x)
]
+
∑
i

−ξr
I
Li + τ +
∑
j
τij + αrZi

 ∂
∂Li
L2i
2I
∆i(x)
= −
∂
∂x
·
∑
i
pi
m
L2i
2I
∆i(x) +
∑
i

−ξr
I
Li + τ +
∑
j
τij + αrZi

 Li
I
∆i(x)
= −
∂
∂x
·
∑
i
pi
m
L2i
2I
∆i(x) +
∑
i

−ξr
I
Li + τ +
∑
j
τij + αrZi

(Li
I
− w
)
∆i(x)
+
∑
i

−ξr
I
Li + τ +
∑
j
τij + αrZi

∆i(x)w
= −
∂
∂x
·
∑
i
pi
m
L2i
2I
∆i(x) +
∑
i

−ξr
I
Li + τ +
∑
j
τij + αrZi

(Li
I
− w
)
∆i(x)
+
τ
m
ρw + ρZw −
ξr
I
I
m
ρw2 +
∑
ij
τij∆i(x)w.
(A42)
The first term can be rewritten as follows:
∑
i
pi
m
L2i
2I
∆i(x) =
∑
i
(pi
m
− v
) (Li − Iw) (Li − Iw)
2I
∆i(x) +
∑
i
(pi
m
− v
)
(Li − Iw)∆i(x)w + ρv
∑
i
L2i
2I
∆i(x)
=
∑
i
(pi
m
− v
) (Li − Iw) (Li − Iw)
2I
∆i(x)−C
free
1 w + ρver,
(A43)
18
and the interaction terms as follows, identically to the linear momentum energy case above:
∑
ij
τij∆i(x)w = −

 ∂
∂x
·
1
2
∑
ij
bijxijτij

w = ( ∂
∂x
·Cint1
)
w
∑
ij
τij
(
Li
I
− w
)
∆i(x) = −
∂
∂x
·
1
2
∑
ij
bijxijτij
(
Li
I
− w
)
+
(
∂
∂x
w
)
·Cint1 +
1
2
∑
ij
τij
(
Li
I
−
Lj
I
)
∆j(x).
(A44)
Plugging these in:
ρ
Der
Dt
=
∂
∂t
(ρer) +
∂
∂x
· (ρver)
= ρG1w +
∂
∂x
· (C1w) +
∑
i
(
−
ξr
I
Li + τ + αrZi
)(
Li
I
− w
)
∆i(x)
−
∂
∂x
·

∑
i
(pi
m
− v
) (Li − Iw)2
2I
∆i(x) +
1
2
∑
ij
bijxijτij
(
Li
I
− w
)+ 1
2
∑
ij
τij
(
Li
I
−
Lj
I
)
∆j(x).
(A45)
The interpretation of these terms is the same as for the energy due to linear momentum.
For potential energy, we have:
∂
∂t
(ρeu) = F
∑
ij
uij
2
∆i(x) =
∑
ijk
pk
m
·
∂
∂xk
[uij
2
∆i(x)
]
+
∑
ijk
Lk
I
∂
∂θk
[uij
2
∆i(x)
]
=
∑
ijk
uij
2
pk
m
·
∂
∂xk
∆i(x) +
1
2
∑
ijk
pk
m
·
∂uij
∂xk
∆i(x) +
1
2
∑
ijk
Lk
I
∂uij
∂θk
∆i(x)
= −
∂
∂x
·
∑
ij
pi
m
uij
2
∆i(x) +
1
2
∑
ijk
pk
m
·
(
δik
∂uij
∂xk
+ δjk
∂uij
∂xk
)
∆i(x) +
1
2
∑
ijk
Lk
I
(
δik
∂uij
∂θk
+ δjk
∂uij
∂θk
)
∆i(x)
= −
∂
∂x
·
∑
ij
(pi
m
− v
) uij
2
∆i(x)−
∂
∂x
· (ρveu)−
1
2
∑
ij
(pi
m
−
pj
m
)
· fij∆i(x)−
1
2
∑
ij
(
Li
I
−
Lj
I
)
τij∆i(x).
(A46)
Then:
ρ
Deu
Dt
=
∂
∂t
(ρeu) +
∂
∂x
· (ρveu)
= −
∂
∂x
·
∑
ij
(pi
m
− v
) uij
2
∆i(x) −
1
2
∑
ij
(pi
m
−
pj
m
)
· fij∆i(x) −
1
2
∑
ij
(
Li
I
−
Lj
I
)
τij∆i(x).
(A47)
Now we may write the total energy balance:
ρ
De
Dt
= ρb · v +
∂
∂x
· (T · v) + ρG1w +
∂
∂x
· (C1w) + ρr −
∂
∂x
· q, (A48)
where the body heating ρr and heat flux vector q are given by
ρr =
∑
i
(
−
ξp
m
pi + fdi + αpWi
)
·
(pi
m
− v
)
∆i(x) +
∑
i
(
−
ξr
I
Li + τ + αrZi
)(
Li
I
− w
)
∆i(x)
q =
∑
i
(pi
m
− v
) (pi −mv)2
2m
+
(Li − Iw)
2
2I
+
∑
j
uij
2

∆i(x) + 1
2
∑
ij
bij
[
(xij ⊗ fij) ·
(pi
m
− v
)
+ xijτij
(
Li
I
− w
)]
.
(A49)
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Appendix B: Director Field Dynamics
1. Underdamped Case
For the linearly and angularly underdamped dynamics used to derive the balance laws, we have:
∂
∂t
(ρd) = F
∑
i
di∆i(x) =
∑
i
pi
m
·
∂
∂xi
[di∆i(x)] +
∑
i
Li
I
∂
∂θi
di∆i(x)
= −
∂
∂x
·
∑
i
pi
m
⊗ di∆i(x) +
∑
i
Li
I
d⊥i ∆i(x)
= −
∂
∂x
·
∑
i
(pi
m
− v
)
⊗ di∆i(x)−
∂
∂x
·
∑
i
v ⊗ di∆i(x) +
∑
i
(
Li
I
− w
)
d⊥i ∆i(x) +
∑
i
wd⊥i ∆i(x)
= −
∂
∂x
·
∑
i
(pi
m
− v
)
⊗ di∆i(x)−
∂
∂x
· (ρv ⊗ d) +
∑
i
(
Li
I
− w
)
d⊥i ∆i(x) + ρwd
⊥,
(B1)
where the ⊥ indicates rotation by π/2 counterclockwise. Then we can evaluate the total time derivative:
ρ
Dd
Dt
=
∂
∂t
(ρd) +
∂
∂x
· (ρv ⊗ d)
= −
∂
∂x
·
∑
i
(pi
m
− v
)
⊗ di∆i(x) +
∑
i
(
Li
I
− w
)
d⊥i ∆i(x) + ρwd
⊥
= −
∂
∂x
·
∑
i
(pi
m
− v
)
⊗ di∆i(x) +
∑
i
(
Li
I
− w
)(
d⊥i − d
⊥
)
∆i(x) + ρwd
⊥.
(B2)
2. Overdamped and Averaged Case
In this case, we have the angular dynamics
dθi
dt
= µτ + µ
∑
j
τij + µαrZi(t), (B3)
where µ is an angular mobility. We also define fields in terms of noise averages:
ρ¯ =
〈∑
i
m∆i(x)
〉
ρ¯v¯ =
〈∑
i
m
dxi
dt
∆i(x)
〉
ρ¯d¯ =
〈∑
i
di∆i(x)
〉
, (B4)
where we use
dxi
dt
in place of pi in order to allow for either over- or under-damped linear dynamics. The director
density dynamics is then
∂
∂t
(ρ¯d¯) =
〈∑
i
dxi
dt
·
∂
∂xi
[di∆i(x)]
〉
+
〈∑
i
dθi
dt
∂
∂θi
[di∆i(x)]
〉
= −
∂
∂x
·
〈∑
i
dxi
dt
⊗ di∆i(x)
〉
+
〈∑
i

µτ + µ∑
j
τij + µαrZi

d⊥i ∆i(x)
〉
= −
∂
∂x
·
〈∑
i
dxi
dt
⊗ di∆i(x)
〉
+ µτρ¯d¯⊥ + µ
〈∑
ij
τijd
⊥
i ∆i(x)
〉
+ µαr
〈∑
i
Zid
⊥
i ∆i(x)
〉
.
(B5)
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We need the mass balance in this form as well:
Dρ¯
Dt
=
∂ρ¯
∂t
+ v¯ ·
∂ρ¯
∂x
=
〈∑
i
m
dxi
dt
·
∂
∂xi
∆i(x)
〉
+ v¯ ·
∂ρ¯
∂x
= −
∂
∂x
· (ρ¯v¯) + v¯ ·
∂ρ¯
∂x
= −ρ¯
(
∂
∂x
· v¯
)
, (B6)
as in the non-averaged case. Now the total time derivative of the director field is
ρ¯
Dd¯
Dt
= −
∂
∂x
·
〈∑
i
(
dxi
dt
− v¯
)
⊗ di∆i(x)
〉
+ µτρ¯d¯⊥ + µ
〈∑
ij
τijd¯
⊥
i ∆i(x)
〉
+ µαr
〈∑
i
Zid
⊥
i ∆i(x)
〉
. (B7)
Picking some initial time t = 0 far in the past, we can write
di(t) = di(0) +
∫ t
0
ddi
dt′
dt′ = di(0) +
∫ t
0
ddi
dθi
dθi
dt′
dt′ = di(0) + µτ
∫ t
0
d⊥i dt
′ + µ
∑
j
∫ t
0
d⊥i τijdt
′ + µαr
∫ t
0
d⊥i Zi(t
′)dt′.
(B8)
Then: 〈
µαr
∑
i
Zid
⊥
i ∆i(x)
〉
=
〈
µαr
∑
i
Zi(t)
[
−µαr
∫ t
0
diZi(t
′)dt′
]
∆i(x)
〉
= −
1
2
µ2α2r ρ¯d¯,
(B9)
where use is made of the Stratonovich convention. Now we finally have
ρ¯
Dd¯
Dt
= −
1
2
µ2α2rρd¯+ µτρ¯d¯
⊥ +A−
∂
∂x
· Jd, (B10)
where
Jd =
〈∑
i
(
dxi
dt
− v
)
⊗ di∆i(x)
〉
(B11)
A = µ
〈∑
ij
τijd
⊥
i ∆i(x)
〉
. (B12)
Appendix C: Virial Theorems
In this appendix, we provide derivations of the atomistic and continuum virial theorems. Both are well-known, and
in particular the atomistic version may be found in many introductions to classical mechanics, e.g. [64].
1. Atomistic
For a system of particles with positions xi, the second moment of the mass distribution takes the form
R2 =
∑
i
(xi − xcm)⊗ (xi − xcm), (C1)
with xcm the center of mass. Taking the second time-derivative, we find
d2
dt2
R2 = 2
∑
i
[(
d2xi
dt2
−
d2xcm
dt2
)
⊗ (xi − xcm) +
(
dxi
dt
−
dxcm
dt
)
⊗
(
dxi
dt
−
dxcm
dt
)]sym
, (C2)
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where the superscript denotes taking the symmetric part of the tensor. Assuming that the system is in a steady state,
then we should have d2R2/dt
2 = 0, where brackets indicate time- or ensemble-averaging. Moreover, the center of
mass should be approximately constant, and we may as well choose coordinates such that xcm = 0. Then
0 =
〈∑
i
[
d2xi
dt2
⊗ xi +
dxi
dt
⊗
dxi
dt
]sym〉
. (C3)
Using the equations of motion dxi/dt = pi/m and dpi/dt = fi and taking the trace of Eq. (C3), we find〈∑
i
fi · xi +
∑
i
pi · pi
m
〉
= 0. (C4)
2. Continuum
Proceeding in the same manner as in the atomistic case, we define the second moment of the mass distribution:
R2 =
∫
Rd
ρ (x− xcm)⊗ (x− xcm) dv, (C5)
where xcm is again the center of mass. We consider the fields to be defined on all of space R
d, and to vanish at infinity.
In steady-state, we again set xcm = 0. Then, taking the second time-derivative and using the continuum equations of
motion
∂ρ
∂t
= −
∂
∂x
· (ρv)
ρ
∂v
∂t
= ρb+
∂
∂x
·T− ρv ·
∂
∂x
v
(C6)
we find
d2
dt2
R2 =
d2
dt2
∫
Rd
ρx⊗ x dv
=
d
dt
∫
Rd
∂ρ
∂t
x⊗ x dv
= −
d
dt
∫
Rd
[
∂
∂x
· (ρv)
]
x⊗ x dv
= −
∫
Rd
[
∂
∂x
·
(
∂ρ
∂t
v + ρ
∂v
∂t
)]
x⊗ x dv
=
∫
Rd
(
∂ρ
∂t
v + ρ
∂v
∂t
)
·
∂
∂x
(x⊗ x) dv
= 2
∫
Rd
(
∂ρ
∂t
v + ρ
∂v
∂t
)
⊗ x dv
= 2
∫
Rd
(
−
(
∂
∂x
· (ρv)
)
v + ρb+
∂
∂x
·T− ρv ·
∂
∂x
v
)
⊗ x dv
= 2
∫
Rd
(
−
∂
∂x
· (ρv ⊗ v) + ρb+
∂
∂x
·T
)
⊗ x dv
= −2
∫
Rd
∂
∂x
· (ρv ⊗ v)⊗ x dv + d
∫
Rd
ρb⊗ x dv + 2
∫
Rd
(
∂
∂x
·T
)
⊗ x dv
= 2
∫
Rd
ρv ⊗ v dv + 2
∫
Rd
ρb⊗ x dv − 2
∫
Rd
T dv,
(C7)
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where we have repeatedly integrated by parts, assuming that all fields vanish at infinity. Setting d2R2/dt
2 = 0 and
taking the trace, we find the continuum version of the virial theorem to be∫
Rd
ρv · vdv +
∫
Rd
ρb · x dv −
∫
Rd
Tr(T)dv = 0. (C8)
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