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After a sudden disruption, weakly interacting quantum systems first relax to a prethermalized
state that can be described by perturbation theory and a generalized Gibbs ensemble. Using these
properties of the prethermalized state we perturbatively derive a kinetic equation which becomes
a quantum Boltzmann equation in the scaling limit of vanishing interaction. Applying this to
interaction quenches in the fermionic Hubbard model we find that the momentum distribution
relaxes to the thermal prediction of statistical mechanics. For not too large interaction, this two-
stage scenario provides a quantitative understanding of the time evolution leading from the initial
pure via a metastable prethermal to the final thermal state.
PACS numbers: 76.60.-k,71.10.Fd
An important insight in the field of thermodynamics,
as developed by Carnot, Clausius, Kelvin, and others,
is that a many-particle system in equilibrium can be
characterized by only a few parameters such as entropy
(or, more practically, temperature), volume, and particle
number. Statistical mechanics, pioneered by Maxwell,
Boltzmann, Gibbs, and others, predicts the properties
of this equilibrium state in terms of a statistical opera-
tor ρ representing an ensemble of identical systems, in
which each accessible microstate is equally probable [1].
This statistical approach is very successful in describing
a wide variety of many-particle systems, from classical
gases and liquids to quantum matter, such as electrons
in solids, liquid helium, blackbody radiation, or neutron
stars. However, it is an intriguing question how a ther-
mal state of an isolated system can in fact evolve from
a single quantum-mechanical wave function |ψ〉, because
such a pure state with density matrix ρ = |ψ〉〈ψ| can-
not become a mixed finite-temperature state under the
unitary time evolution of the Schro¨diger equation. If the
measured values of at least some observables correspond
to those of a thermal state, a quantum many-body sys-
tem is said to thermalize. On general grounds it is clear
that for this to happen one must consider sufficiently ‘er-
godic’ Hamiltonians, large enough systems, and not too
specially crafted observables. For example, integrable
quantum systems usually do not thermalize due to the
presence of many constants of motion, leading to a more
detailed memory of the initial state than just through
its energy, system size, and particle number [2]. Even
in nonintegrable systems, thermalization is notoriously
difficult to observe numerically and was established for
only a few bosonic and fermionic systems [3–7]. In re-
cent years, remarkable experiments with trapped ultra-
cold atomic gases have become possible, allowing detailed
study of well-isolated many-particle systems with excel-
lent control over the Hamiltonian [8], in particular the
relaxation of integrable [9] or weakly nonintegrable sys-
tems [10]. Relaxation phenomena of complex quantum
systems are also observed in time-resolved pump-probe
spectroscopy on solids [11–14].
A special situation arises for weakly interacting sys-
tems, for which the difference between the full Hamilto-
nian and a noninteracting one is small. For such sys-
tems a so-called prethermalized state during interme-
diate timescales was predicted by perturbative meth-
ods [15–18] and observed numerically and experimen-
tally [5, 10, 19–21]. A crossover from this prethermal to
the thermal state can then only occur on later timescales.
In this paper we develop a theory that describes all
timescales, which we evaluate and discuss specifically for
the thermalization dynamics that occur in the fermionic
Hubbard model,
H =
∑
kσ
ǫkc
+
kσckσ + U
∑
i
ni↑ni↓ , (1)
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FIG. 1. Relaxation dynamics for the Hubbard model (1) in
infinite lattice dimensions with semielliptical density of states
(D(ǫ) =
√
4− ǫ2/(2π), bandwidth 4) at half-filling after an in-
teraction quench from U = 0 at time t = 0. The other figures
also show data for this model. Here the quench is to U = 0.5.
Upper panel: double occupation d(t). Lower panel: disconti-
nuity ∆n(t) of the momentum distribution nkσ = n(ǫkσ, t) at
the Fermi surface, ∆n(t) = n(0−, t) − n(0+, t). Symbols:
numerically exact nonequilibrium DMFT Quantum-Monte-
Carlo data [5]; thin (black) solid lines: prethermalization dy-
namics (4) up to order U2 [5, 15]; thick (red) lines: full kinetic
equation (3) (with L = 254 discretized momenta).
2in the limit of infinite lattice dimension [22, 23]. Its
equilibrium properties can be obtained from dynami-
cal mean-field theory (DMFT) which becomes exact in
this limit [24]; in particular, this system is a Landau
Fermi liquid for sufficiently small U , with a Mott metal-
insulator transition at Uc on the order of the band-
width [24]. Using nonequilibrium DMFT [25], its time
evolution was studied recently by numerical [5, 26–29],
diagrammatic [6, 14, 26, 28, 30–32], and variational meth-
ods [33]. For intermediate interaction quenches the relax-
ation dynamics changes qualitatively at Uc on the order
of the bandwidth [5, 33]; such a dynamical phase transi-
tion is observed also in other models [34–37].
Fig. 1 shows the time evolution of (1) after a small
quench from U = 0 to 0.5 for a semielliptic density of
states (bandwidth 4). While the double occupation d(t)
= 〈ψ(t)|ni↑ni↓|ψ(t)〉 relaxes quickly, the momentum dis-
tribution nkσ(t) = 〈ψ(t)|c
+
kσckσ|ψ(t)〉 first prethermalizes
and then relaxes further. The relaxation towards the
prethermalization plateau is given by the perturbative
result to order U2 (thin solid lines in Fig. 1), and the
subsequent crossover is described by the kinetic theory
developed below (thick solid lines).
Kinetic equation based on the validity of Wick’s
theorem.— Quantum kinetic equations were first formu-
lated in the early days of quantum mechanics [38, 39],
and today the literature is vast [40–46], including re-
cent studies of Luttinger liquids [47–49] and the Hub-
bard model (1) in one dimension [50]. Mathematically,
our approach closely parallels that of Ref. 41. In sec-
ond quantization a generic Hamiltonian with two-body
interactions reads H = H0 + gH1, with
H0 =
∑
α
ǫαc
+
α cα , H1 =
∑
αβγδ
Vαβγδc
+
α c
+
β cγcδ , (2)
where c+α (cα) are creation (annihilation) operators,
[cα, c
+
β ]−η = δαβ, with η = ±1 for bosons and fermions,
respectively; for a hermitian Hamiltonian Vαβγδ =
ηVβαγδ = V
∗
δγβα. A natural choice of observables are
the occupation numbers nα = c
+
α cα. We determine
the time evolution of their expectation value, Nν(t) =
Tr[nνρ(t)]. Here the density matrix ρ(t) starts from an
initial state ρ(0) and obeys the von Neumann equation
iρ˙(t) = [H, ρ(t)] (we set ~= 1). By iterating this equation
we obtain an expression for dNν(t)/dt containing higher-
order expectation values (see Supplement), which is still
exact but requires the (unknown) density matrix ρ(t).
We will argue below that we may apply Wick’s theorem
to leading order in g in this equation. For a translation-
ally invariant Hamiltonian and if the initial state is the
ground state |ψ0〉 of H0, i.e., ρ(0) = |ψ0〉〈ψ0|, we then
obtain a Volterra integral equation of the second kind for
Nν(t),
Nν(t) = Nν(0)− 16g
2
∑
βγδ
|Vνβγδ|
2
t∫
0
sin[Eνβγδ(t− s)]
Eνβγδ
× (NνNβN¯γN¯δ − N¯νN¯βNγNδ)
∣∣∣
s
ds+O(g3) , (3)
with Eνβγδ = ǫν + ǫβ − ǫγ − ǫδ and N¯α = 1 + ηNα. This
‘full kinetic equation’ can be integrated numerically, see
the results below for the Hubbard model (1), or used with
further approximations to obtain the short-time prether-
malization or long-time Quantum-Boltzmann regimes.
Short-time approximation and prethermalization
dynamics.— Let us first consider the short-time behav-
ior, i.e., t . const/g2, by expanding ρ(t) = ρ(0) + O(g).
Then in zeroth order in g Wick’s theorem applies in
the expression for dNν(t)/dt. The occupation numbers
in (3) then remain at their initial values at t = 0, so that
Nν(t) = Nν(0)− 32g
2
∑
βγδ
|Vνβγδ|
2 sin
2(Eνβγδt/2)
(Eνβγδ)2
× (NνNβN¯γN¯δ − N¯νN¯βNγNδ)
∣∣∣
0
+O(g3) . (4)
We remark that for the fermionic Hubbard model (η =
−1), we recover from (4) precisely the prethermalization
dynamics to order g2 that were previously obtained by
more complicated weak-coupling methods [15, 17]. Note,
however, that the validity of the general expression (4)
is not guaranteed: while it predicts the short-time be-
havior well for the fermionic Hubbard model in infinite
dimensions, it can lead to unphysical results, e.g., in two
dimensions [19].
Beyond the prethermalization regime.— For the time
regime t ≥ const/g2 we need to keep a time-convoluted
scattering term on the right-hand side of the full kinetic
equation (3). We argue for the validity of Wick’s the-
orem, and hence (3), as follows. The prethermaliza-
tion plateau, which is given by the the long-time limit
of (4), can be obtained by replacing the squared sine
factor by its average value 12 . The resulting metastable
value of Nν is known to be correctly predicted to order
g2 by a generalized Gibbs ensemble (GGE) [17], ρ
G˜GE
∝ exp(
∑
α λαn˜α), which is built from the approximate
constants of motion n˜ν = nν + O(g) of the weakly in-
teracting Hamiltonian H0 + gH1. In view of the appli-
cability of the GGE we replace the exact density matrix
ρ(t) by ρ
G˜GE
at the prethermalization timescale, and as-
sume that it approximately maintains this form even for
longer times, i.e., we set ρ(t) ∝ exp(
∑
α λα(t)n˜α). This
approximate density matrix has the virtue of describing
not only the prethermalization plateau, but also an ex-
pected thermal state, for which λα = βǫα. Finally we set
ρ(t) ∝ exp(
∑
α λα(t)nα) + O(g), which only leads to cor-
rections of order g3 in (3). This argument suggests that
ρ(t) is essentially quadratic not only up the prethermal-
ization timescale but also beyond, suggesting that the
3use of Wick’s theorem in the derivation of (3) is per-
missible. Physically this means that for sufficently small
g, the relaxation is essentially described by the dressed
degrees of freedom only. Our reasoning might become
invalid, e.g., if expectation values of the higher-order op-
erators that occur in dNν(t)/dt are not described by the
approximately quadratic ρ(t).
Quantum Boltzmann equation.— For long times, t ≫
const/g2, we can introduce the scaled time variable τ
= g2t and take the limit g → 0 [40, 41]. This yields a
quantum Boltzmann equation (QBE),
Nν
′(τ)
16π
=
∑
βγδ
|Vνβγδ|
2 δ(Eνβγδ)(N¯νN¯βNγNδ−v.v.)
∣∣∣
τ
(5)
which is local in the scaled time τ , and thus easy to inte-
grate numerically (v.v. means interchange of N and N¯).
For sufficiently long times t (and at fixed small g), the
physical occupation numbers Nν(t), as obtained from a
direct solution of (3), should tend to N(τ = g2t), the
solution of (5). The limit of τ → 0 on the other hand,
corresponds to the prethermalization plateau which oc-
curs (if at all) at times t on the order of const/g2. Thus
we expect that the details of the short-time regime will be
overlooked by the QBE, which starts at τ = 0 from the
prethermalization plateaus of Nν . For a thermal Bose
or Fermi function nth(ǫ) = 1/(exp(β(ǫν − µ)) − η) the
occupation numbers Nν become stationary [40], which
is the expected thermalized distribution in the limit of
small g. It is straightforward to show that in the QBE
regime, the total particle number
∑
αNα in (5) (and
hence the particle number and spin polarization in the
fermionic Hubbard model) are constant as a function
of the scaled time τ . Furthermore the kinetic energy∑
α ǫαNα is conserved, confirming the prethermalization
scenario in which kinetic and potential energy but not
the momentum distribution itself thermalize on short
timescales [15, 16]. These quantities are conserved in (5)
because of the symmetry of the summands together with
the δ function in one-particle energies.
Weak interaction quench in the Hubbard model in in-
finite dimensions.— We now consider an interaction
quench for the fermionic Hubbard model (1). In infinite
lattice dimensions the evaluation of (3)-(5) simplifies due
to the absence of momentum conservation at the interac-
tion vertices [23]. In Fig 1, the crossover away from the
prethermalization plateau sets in at t & 4 in the Fermi
surface discontinuity ∆n(t) for a quench to U = 0.5. Both
∆n(t) and the double occupation d(t) are described by
the full kinetic equation (3) in good agreement with nu-
merically exact QMC data from nonequilibrium DMFT.
The momentum distribution for a quench to U = 0.75
is shown in Fig. 2. The initial state ρ(0) is a Fermi sea,
corresponding to a step function at t = 0. After a short
prethermalization plateau a slow relaxation towards the
thermal state sets in. At times t & 450 the momentum
distribution has relaxed to the thermal Fermi function
at temperature T = 0.15 to high accuracy. Figs. 3 and
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FIG. 2. Time-dependent momentum distribution n(ǫkσ, t),
as obtained from the weak-coupling quantum kinetic equa-
tion (3), for a quench from U = 0 to 0.75 (with L = 254
discretized momenta; only a subset of the calculated data
points are plotted for better visibility). The prethermaliza-
tion plateau is located in the first few grid points at approx-
imately t . 5. For large times the momentum distribution
thermalizes, i.e., it approaches a Fermi function (blue line)
at the expected temperature kBT = 0.15, which corresponds
to an equilibrium state with the same internal energy as the
time-evolving system.
Fig. 4 show this behavior in detail for quenches to U =
0.75 and 0.25 for two selected band energies ǫ each. We
observe that the data obtained from the full kinetic equa-
tion (3) matches both the prethermalization dynamics on
short timescales (4) and the long-time QBE dynamics (5)
in their respective regimes. This scenario for thermaliza-
tion may also occur in other weakly interacting systems,
i.e., a full kinetic equation (3) with a prethermalization
and a QBE regime and describing the crossover between
them at intermediate timescales.
Effective temperature and rate of thermalization.— For
the fermionic Hubbard model in infinite lattice dimen-
sions, we can determine the effective temperature of the
final thermal state as follows. As discussed below (5),
the kinetic energy 〈H0〉 is conserved in the QBE regime;
we can thus equate its expectation value in the prether-
malized state (at τ = 0+) with that in the thermal state
(at τ = ∞). A Sommerfeld expansion yields T = aU ,
with a determined by the density of states (see Supple-
ment). This agress accurately with the relaxed state,
e.g., for the quench to U = 0.75 (a = 0.20, T = 0.15,
see Fig. 2). Furthermore, we can determine the depen-
dence of the relaxation rate on U in the QBE regime.
For a Fermi liquid, the quasiparticle excitations close to
the Fermi surface have the longest lifetime and therefore
relax last. To determine the asymptotics of n(ǫ, t) for ǫ
→ 0± we thus replace the distribution function in the
integrand of the QBE (5) by thermal Fermi functions
nF(ǫ) = 1/(1 + e
βǫ), yielding a rate equation for the
distance from the thermal state δn±/dt = −γF δn
± +
O((δn±)2) (after scaling back to t = τ/g2), where δn±(t)
= n(0±, t) − 12 . Here γF = π
3D(0)3U2T 2 in infinite lat-
tice dimensions (see Supplement). QBE data from (5)
for the Fermi surface discontinuity ∆n(t) = δn− − δn+
is shown in Fig. 5. It fits well to an exponential, ∆n(t)
∝ exp(−γFt), with γF = 0.038U
4, in good agreement
with the prefactor a2 = 0.040 predicted from the rate
equation for δn±(t). In this long-time regime, the sys-
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FIG. 3. Time-dependent momentum distribution n(ǫ, t) for a
quench from U = 0 to 0.75; (a) ǫ = 0.1220 and (b) ǫ = 1.486.
The long-time behavior of the full kinetic equation (3) (with
L = 254 discretized momenta) agrees well with the QBE (5)
(L = 1000). The thermal value is reached by both at (a) t ≈
450 and (b) t ≈ 200 (see arrow). Insets: Prethermalization
dynamics according to the short-time approximation (4) (light
green line) and full kinetic equation (3) (blue line). The latter
only shortly touches the prethermalization plateau and then
crosses over to the thermal value.
tem has almost relaxed to thermal equilibrium, so that its
properties should also be described by equilibrium many-
body theory. For the particle-hole symmetric Hubbard
model (1) the quasisparticle lifetime τk is obtained from
the equilibrium Green function near the Fermi surface,
Gk(ω) = 1/[ω − ǫk − Σk(ω)] ≈ Zk/(ω − Zkǫk + i/τk),
corresponding to the probability |Gk(t)|
2 ∝ exp(−2t/τk)
of creating a particle or hole in the thermal state and
removing it after a time t. Evaluating τF for energies ǫk
at the Fermi surface (in infinite lattice dimensions, see
Supplement), we obtain precisely τF = 2/γF to leading
order T 2U2; hence the asymptotic timescales for the equi-
librium and asymptotic nonequilibrium dynamics agree
exactly.
Conclusion.— In summary, we showed shown that two
known weak-coupling paradigms, the prethermalization
and the quantum Boltzmann regime, are contained in
a weak-coupling kinetic theory which in particular de-
scribes the relaxation in high-dimensional fermionic Hub-
bard models after a small interaction quench well. An in-
teresting open question is whether our approach can also
describe lower-dimensional systems [19], which exhibit
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FIG. 4. As Fig. 3, but for quench from U = 0 to 0.25; (a)
ǫ = 0.5260, (b) ǫ = 1.066, again with good agreement of full
kinetic equation and QBE. Thermal value (arrows) is reached
by the QBE for (a) t ≈ 104 and (b) t ≈ 1500. The crossover
to the thermal value is slower than in Fig. 3 because the
timescales of order 1/U2 and 1/U4 are better separated.
qualitatively different short-time dynamics. An applica-
tion to bosonic systems would also be of interest.
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6SUPPLEMENTARY MATERIAL
Derivation of the kinetic equations
Here we provide details of the derivation of the kinetic
equations in the main text. For a Hamiltonian of the
form (2) we have
dNν(t)
dt
= −iTrnν [H, ρ(t)] = Tr (−ig)[nν , H1] ρ(t) . (6)
In order to iterate the equation of motion we use the
interaction representation, ρ˜(t) = eiH0tρ(t)eiH0t, hence
i ˙˜ρ(t) = g[H˜1(t), ρ˜(t)] and ρ˜(0) = ρ(0) ≡ ρ0. After inte-
gration this becomes ρ˜(t) = ρ(0) −ig
∫ t
0 ds[H˜1(s), ρ˜(s)],
so that the expectation value of an observable A can be
written as 〈A〉t = 〈A˜(t)〉0 − ig
∫ t
0 〈[A˜(t − s), H1]〉sds. Us-
ing this with Aν = −ig[nν, H1], setting g hν(t) = 〈A˜ν(t)〉0
and g2Iν(t) = −ig[A˜ν(t), H1], we obtain
dNν(t)
dt
= g hν(t)− g
2
t∫
0
〈Iν(t− s)〉s ds . (7)
Evaluation of these expressions for the Hamiltonian (2)
yields
hν(t) = Im
∑
αβγδ
W
(ν)
αβγδ(t)〈c
+
α c
+
β cγcδ〉0 , (8)
Iν(t) =
∑
αα′β
γγ′δδ′
2W
(ν)
αγ′γδ(t)Vαβγ′δ′c
+
α c
+
β [c
+
α′ , cγ′ ]ηcγcδ , (9)
with the abbreviations
W
(ν)
αβγδ(t) = VαβγδR
(ν)
αβγδ(t) , (10)
R
(ν)
αβγδ(t) = e
i(ǫα+ǫβ−ǫγ−ǫδ)t(δαν + δβν − δγν − δδν) .
(11)
Note that hν(t) involves only initial state and single-
particle spectrum ǫα; it is absent in particular if ρ(0)
commutes with nν , e.g., if the initial state is an eigen-
state of H0 (this special case is discussed in the main
text). Also, the inner (anti-)commutator in (9) can be
written as 2c+α′cγ′ +ηδα′γ′ , leading to one 6-operator and
one 4-operator term. While (7) is still exact, the inte-
grand involves the (unknown) density matrix ρ(t).
Assuming the validity of Wick’s theorem to leading
order in g for the expectation value of (9), we obtain
〈Iν(u)〉s = 8
∑
αβγδ
|Vαβγδ|
2(η + 2Nα)NγNδRe[R
(ν)
αβγδ(u)]
− 16η
∑
αβγδ
Re[VγδβγW
(ν)
αβαδ(u)]NαNγNδ ,
(12)
where the expectation value on the l.h.s. and the densi-
ties on the r.h.s. are taken at time s. From now on we
assume a translationally invariant interaction Hamilto-
nian, for which the second line in (12) vanishes because
momentum conservation in Vγδβγ implies that β and δ
correspond to the same momentum and hence the W
factor vanishes [41]. Then (7) can be written as
dNν(t)
dt
= g hν(t)
− 16g2
∑
βγδ
|Vνβγδ|
2
t∫
0
cos[(ǫν + ǫβ − ǫγ − ǫδ)(t− s)]
× (NνNβN¯γN¯δ − N¯νN¯βNγNδ)
∣∣∣
s
ds , (13)
with N¯α = 1 + ηNα. For spinless fermions (η = -1) and
hv(t) = 0 this kinetic equation is the same as the kinetic
equation derived in Ref. 41, however there the derivation
assumed ρ(t) to be ‘quasifree’ whereas we assumed the
validity of Wick’s theorem. In the main text, we argue
for the latter on physical grounds. Integrating (13) we
obtain a Volterra integral equation of the second kind,
Nν(t) = Nν(0) + g
t∫
0
hν(s)ds
− 16g2
∑
βγδ
|Vνβγδ|
2
t∫
0
sin[(ǫν + ǫβ − ǫγ − ǫδ)(t− s)]
ǫν + ǫβ − ǫγ − ǫδ
× (NνNβN¯γN¯δ − N¯νN¯βNγNδ)
∣∣∣
s
, (14)
which for hv(t) = 0 reduces to (3) in the main text.
1. Application to the fermionic Hubbard model
For the Hubbard interaction U
∑
i ni↑ni↓ for fermions
as in (1) on a Brillouin lattice with L sites and peri-
odic boundary conditions we set α = (k1, σ1) etc., and
gVαβγδ =
U
4L∆(k1+k2+k3+k4)
∑
σ δσ1σδσ2σ¯(δσ3σδσ4σ¯−
δσ3σ¯δσ4σ), where ∆(k) =
∑
G
δk,G =
1
L
∑
R
exp(ikR) is
the von-Laue function involving reciprocal lattice vectors
G.
For this model the full kinetic equation (3), short-time
dynamics (4), and QBE (5) become
Nkσ = Nkσ(0)−
4U2
L2
∑
k2k3k4
∆(k + k2 − k3 − k4)
×
t∫
0
sin[(ǫk + ǫk2 − ǫk3 − ǫk4)(t− s)]
ǫk + ǫk2 − ǫk3 − ǫk4
× (NkσNk2σ¯N¯k3σ¯N¯k4σ¯ − N¯kσN¯k2σ¯Nk3σ¯Nk4σ)
∣∣∣
s
ds ,
(15)
7Nkσ(t) = Nkσ(0)− 4
U2
L2
∑
k2k3k4
∆(k + k2 − k3 − k4)
×
sin2[(ǫk + ǫk2 − ǫk3 − ǫk4)t/2]
(ǫk + ǫk2 − ǫk3 − ǫk4)
2
× (NkσNk2σ¯N¯k3σ¯N¯k4σ¯ − N¯kσN¯k2σ¯Nk3σ¯Nk4σ)
∣∣∣
0
, (16)
dNkσ(τ)
dτ
= −
2π
L2
∑
k2k3k4
∆(k + k2 − k3 − k4)
× δ(ǫk + ǫk2 − ǫk3 − ǫk4)
× (NkσNk2σ¯N¯k3σ¯N¯k4σ¯ − N¯kσN¯k2σ¯Nk3σ¯Nk4σ)
∣∣∣
τ
, (17)
where (16) agrees with the prethermalization result in
Ref. 15, and τ = tU2. It is straightforward to show that
if one starts from an unpolarized initial state, Nk↑(0) =
Nk↓(0), no polarization is generated by the time evolu-
tion. In this case the spin indices can be omitted in the
momentum distributions.
In the limit of infinite lattice dimensions, the von-Laue
function can be replaced by 1
L
[23], and the each momen-
tum summation can then be expressed as an energy inte-
gral over the density of states. We only consider this case
from now on, and furthermore assume particle-hole sym-
metry, i.e., a symmetric density of states D(ǫ) = D(−ǫ),
density n = 1, and Fermi energy 0. As in the main
text, the initial state is assumed to be the (unpolarized)
ground state of H0.
a. Effective temperature
As discussed in the main text, the effective tempera-
ture of the system is obtained by equating the kinetic
energy in the final state, given to leading order in a Som-
merfeld expansion by
Ekin(τ =∞) = 2
∫
D(ǫ)nF (ǫ) ǫ dǫ (18)
= Einikin +
π2
3
D(0)T 2 + O(T 4) , (19)
with the kinetic energy of the prethermalized state, which
can be written as [5]
Ekin(τ = 0
+) = Einikin + 2S4U
2 +O(U4) , (20)
with the abbreviation
S4 =
∞∫
0
Im
 ∞∫
0
D(ǫ)eiuǫdǫ
4 du , (21)
so that the kinetic energy of the initial state Einikin cancels.
All kinetic energies are given per lattice site. Solving for
T gives
T = aU +O(U2) , a =
√
6S4
π2D(0)
. (22)
For the semielliptical density of states with bandwidth 4,
we have D(0) = 1/π, S4 = 0.0209, a = 0.200.
b. Relaxation rate
Replacing all momentum occupation numbers by their
thermal Fermi function values, as described in the main
text, reduces (17) near the Fermi energy to
δn±
dτ
= −γ˜F δn
±(τ) +O(δn±(τ)2) , (23)
with γ˜F given in terms of the phase-space integral
γ˜F
4π
=
∞∫
−∞
∞∫
−∞
∞∫
−∞
D(ǫ2)D(ǫ3)D(ǫ4) δ(ǫ2 − ǫ3 − ǫ4)
× (1− nF(ǫ2))nF(ǫ3)nF(ǫ4) dǫ2dǫ3dǫ4
=
∞∫
−∞
 ∞∫
−∞
cos(λǫ)
2 cosh(βǫ/2)
D(ǫ)dǫ
3 dλ
2π
= T 2
∞∫
0
 ∞∫
0
cos(ux)
cosh(x/2)
D(Tx)dx
3 du
π
=
π2
4
D(0)3T 2 +O(T 4) , (24)
which is proportional to T 2 because of the softening of
the Fermi functions for T > 0. Here we used the delta
function representation δ(x) =
∫∞
−∞
dλeiλx/(2π) and the
symmetry of the density of states, D(ǫ) = D(−ǫ). In
the integrals we substituted x = βǫ and u = λT . The
last square bracket yields πD(0)sech(πu) + O(T 2). Then
finally
∫∞
0 sech(x)
3dx = π/4. Scaling back from τ to t
yields γF = γ˜FU
2 as given in the main text.
