Abstract. This paper studies a periodic asymmetric exclusion process composed of two equal parts. Particles are allowed to jump between these two parts. Shock formation has been revealed when the lane changing rates are asymmetric, in both strong and weak coupling situations. The density profiles and phase structure of the model are analyzed. Mean field analysis has been carried out and it is in agreement with the Monte Carlo simulations. The results have been compared with those arising from open boundaries and the differences are indicated and explained.
Introduction
Asymmetric exclusion processes (ASEP) have attracted much attention due to their rich and complex dynamic phase behaviors [1] - [3] . This formalism describes particles hopping with hard-core repulsion along a 1D lattice. Such systems provide a good description of traffic flow [4] , the kinetics of biopolymerization [5] , polymer dynamics in dense media [6] , diffusion through membrane channels [7] , dynamics of motor proteins moving along rigid filaments [8] , etc. On the one hand, ASEP can be solved exactly under certain circumstances [9, 10] . On the other hand, despite their simplicity, ASEP and related models show a range of nontrivial macroscopic phenomena, such as boundary induced phase transitions [11] , spontaneous symmetry breaking [12] , and phase separation [13] .
The shock appearing in ASEP is another interesting phenomenon. It is important to study the shock because the formation of shocks can be observed in many physical systems, such as in the transport of kinesin motors [14, 15] and in traffic flow [4] . Roughly speaking, a shock means an abrupt change of density profiles. The velocity of a shock can be calculated from the Rankine-Hugoniot condition v = (q u − q d )/(ρ u − ρ d ), where q u and q d are flow rates upstream and downstream of the shock, ρ u and ρ d are densities upstream and downstream of the shock. For a localized shock, v = 0. This means that q u = q d , i.e., the flow rate is continuous across the shock.
The work on the shock induced by sitewise or particlewise disorder is already a long list [16] - [24] . The shock induced by particle attachment and detachment is another interesting topic [25] - [30] . It was first demonstrated by the group of Frey that a localized shock could emerge within a mesoscopic scaling [25] . The work has been extended to a two-lane ASEP in which particles are allowed to jump between the two lanes [26] - [29] . It has been shown that a shock could emerge in either a two-way [27] or a one-way situation [28, 29] , and either a symmetric [29] or an asymmetric [27, 28] coupling situation.
Other works investigate shock formation in a two-lane ASEP [31] and a multi-lane ASEP [32] with special asymmetric jumping rates. Hinsch and Frey investigate a periodic one-dimensional exclusion process composed of a driven and a diffusive part, and shock is also identified in a mesoscopic limit [33] .
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Shock formation in the periodic exclusion process with asymmetric coupling Motivated by the above mentioned works, we study a periodic asymmetric exclusion process in this paper. Our model consists of two parts. Unlike in the work of Hinsch and Frey [33] , the two parts in our model are both ASEP. Moreover, particles are allowed to jump between the two parts. Our work is related to vehicle traffic (the U-turn behavior of vehicles) and might also be relevant to molecular motor motion [8, 14, 15] or even hopping transport in chains of quantum dots [34] .
We have studied the effects of both weak and strong coupling. It is shown that a shock could form under asymmetric coupling. The density profiles and phase structure of the model are analyzed. Mean field analysis has been carried out and it is in agreement with the Monte Carlo simulations.
The paper is organized as follows. In section 2, the model is introduced. In section 3, the strong coupling effect is studied. Section 4 investigates the weak coupling effect. The conclusion is given in section 5.
Model
This section introduces our model; see figure 1. The periodic ASEP is composed of two lanes with length L. On lane 1 (2), the particles move from left (right) to right (left). The particles move forward with rate 1 if the site in front is empty. Otherwise, they jump to the other lane with rates ω 1 and ω 2 , respectively, provided the target site is empty. At the end i = 1 (i = L) particles move from lane 2 to lane 1 (lane 1 to lane 2). Thus, in our model, there are three parameters, ω 1 , ω 2 and density ρ = N/(2L). Here N is the total number of particles in the system. In our model, the random sequential update is adopted.
In this paper, we consider two different kinds of couplings. For strong coupling, ω 1 and ω 2 are constants independent of the system size. For weak coupling, ω 1 and ω 2 are inversely proportional to the system size L. Thus, we define rescaled jump rates Ω 1 = ω 1 L and Ω 2 = ω 2 L as proposed in [25] .
In the case ω 1 = ω 2 , the result is trivial. We have ρ 1 = ρ 2 = ρ, i.e., the two lanes are in an identical homogeneous state. Here ρ 1 and ρ 2 denotes densities on lanes 1 and 2. Therefore, in this paper, we study the effect of asymmetric coupling, i.e., ω 1 = ω 2 .
Strong coupling
In this section, we study the strong coupling effect. First, we implement a vertical cluster mean field analysis, which was firstly proposed by Pronina and Kolomeisky [31, 35] . The Definitions of P 00 , P 01 , P 10 , and P 11 .
vertical cluster mean field analysis needs to be used because there is strong correlation between two sites in a cluster. Considering the lattice sites far away from the two ends of the system, the occupation of vertical clusters is independent of the position. We define P 11 as the probability of finding a vertical cluster with both lattice sites filled, P 01 and P 10 as the probabilities of having a half-empty vertical cluster with a particle in lane 1 and in lane 2, respectively, and P 00 as the probability of having no particles at both lattice sites (see figure 2 ). The conservation of probability requires that P 11 + P 01 + P 10 + P 00 = 1.
(
The dynamics of the system can be described via Master equations for evolution of every vertical cluster state. Specifically, if we neglect the correlations, we have dP 11 dt = P 10 (P 01 + P 11 ) + P 01 (P 11 + P 10 ) − P 11 (P 00 + P 01 + P 00 + P 10 )
for the fully occupied cluster. In the limit of t → ∞, the system reaches a stationary state with dP 11 /dt = 0, and this equation simplifies to
Similarly, for P 10 , we have dP 10 dt = P 00 (P 10 + P 11 ) + P 11 (P 00 + P 10 ) + P 01 ω 2 (P 11 + P 01 )
− P 10 (P 00 + P 01 ) − P 10 (P 01 + P 11 ) − P 10 ω 1 (P 11 + P 10 ) which reduces to 2P 00 P 11 + P 01 ω 2 (P 11 + P 01 ) = 2P 10 P 01 + P 10 ω 1 (P 11 + P 10 )
in the limit of t → ∞. Substituting (2) into the above equation, we have
Finally, because the flow rates on the two lanes are equal, we have (P 11 + P 01 )(P 00 + P 10 ) = (P 11 + P 10 )(P 00 + P 01 ) which can be simplified as
From (4), we have
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Since ω 1 = ω 2 , the solution P 10 = P 01 needs to be discarded if they are not equal to zero. Otherwise, equation (3) will not be satisfied. Substituting P 11 = P 00 into equations (1)- (3), the four probabilities can be calculated numerically by Newton iteration. We denote this solution as Solution A. Note that equation (1) could be reformulated by replacing P 00 by P 11 on the left-hand side,
Also note that
Thus one has
Now we consider the situation P 10 = P 01 = 0. Substituting P 10 = P 01 = 0 into equations (1)- (3), one has another two solution sets.
Solution B : P 10 = P 01 = P 00 = 0, P 11 = 1, which means that ρ 1 = ρ 2 = 1. Solution C : P 10 = P 01 = P 11 = 0, P 00 = 1, which means that ρ 1 = ρ 2 = 0.
Our mean field analysis thus predicts that when the system density ρ = ρ c = 0.5, the system is dominated by solution A: lanes 1 and 2 are in a homogeneous state and ρ 1 + ρ 2 = 1. This can be understood more intuitively. Due to the flow rate conservation, the flow rates on the two lanes are q 1 = q 2 . When correlation is neglected, we have q 1 = ρ 1 (1 − ρ 1 ) and q 2 = ρ 2 (1 − ρ 2 ). Thus ρ 1 = ρ 2 or ρ 1 + ρ 2 = 1. Due to asymmetric coupling, ρ 1 = ρ 2 needs to be discarded. Hence ρ 1 + ρ 2 = 1, which means ρ c = 0.5.
When ρ > ρ c , none of the three solutions can be maintained. Consequently, a shock appears in the system. The system is dominated by solution A left of the shock and is dominated by solution B right of the shock, provided ω 1 > ω 2 . With the decrease of density, the shock moves right, and it is driven out of the boundary at ρ = ρ c . When ρ < ρ c , a different shock appears in the system. The system is still dominated by solution A left of the shock and is dominated by solution C right of the shock. With the decrease of density, the shock moves left.
In figure 3 , we compare the mean field prediction with the Monte Carlo simulations. It can be seen that the mean field results are qualitatively in agreement with the simulations. Due to the correlations being neglected, the bulk densities corresponding to solution A as well as the critical density ρ c slightly deviate from the simulations. Figure 4 shows the deviation of ρ c from 0.5 versus ω 1 and ω 2 . Figure 4 (a) shows that at given K = ω 2 /ω 1 , 0.5−ρ c increases with the increase of ω 1 , which is due to the strength of the correlation. Similarly, the deviation also increases with the increase of ω 2 when ω 1 is given ( figure 4(b) ). We note that the deviation increases a little more slowly than a power law (the line bends downward in the double-log plane), as shown in figures 4(a) and (b). Also note that the maximum value of ω 2 in figure 4(b) is 0.95. With the increase of ω 2 , the deviation of ρ c from 0.5 increases. However, when ω 2 = ω 1 = 1, the definition of ρ c becomes meaningless. This means an abrupt transition behavior going from asymmetric coupling to symmetric coupling. The inset in (c) shows the density profiles in a log-log plane, and the red line is a guide for the eyes. In the simulations, the system size is L = 10 000.
The deviation could be improved by considering n-cluster mean field analysis [36] - [39] , which is straightforward to carry out (but mathematically unwieldy) and will be reported elsewhere. Furthermore, figure 3(c) shows that the density profiles right to the shock exhibit a power law decay behavior (cf figure 15 in [28] ). This means that ρ 1 = ρ 2 = 0 actually cannot be achieved in a finite system.
Weak coupling
In this section, we investigate the weak coupling effect. Before we present our results, let us briefly recall the phase diagram under the open boundary condition. As shown in [27] , five phases could be identified, i. • SH phase: one lane is at HD and shock appears on the other lane;
• HH phase: both lanes are at HD.
Note that each phase occupies a 2D region. Figure 5 shows the result under the periodic boundary condition. 4 the densities on both lanes are equal to 0.5 (which will be explained in the next paragraph), and ρ 1 + ρ 2 = 1 at any location due to flow rate conservation. (ii) In the LS and SH phases, right of the shock, the densities are equal to each other on the two lanes, which is different from the case for the LS and SH phases reported in [27] . This is also due to the flow rate conservation requirement. Moreover, left of the shock, the density profiles are identical to that of LH. In the LS (SH) phase, with the decrease (increase) of the density ρ, the shock moves toward the left and it goes out of the system at the boundary between LS and LL (SH and HH). (iii) In the LL and HH phases, the density profiles on the two lanes are identical to each other, which is also different from the case for the LL and HH phases reported in [27] . Now we explain why ρ 1 = ρ 2 = 0.5 at the left end x = 0. Suppose ρ 1 < 0.5 and ρ 2 = 1 − ρ 1 > 0.5. In this case, at the left end, a stationary shock wave exists. Upstream of the shock is high density and downstream is low density. This kind of shock is actually a rarefaction wave and it cannot be maintained by itself without the existence of for example a defect site [19] . Otherwise, the entropy condition is violated. Hence, ρ 1 should be equal to ρ 2 , and both of them equal to 0.5. In contrast, at the right end, a stationary shock wave exists. Upstream of the shock is low density and downstream is high density. This kind of shock can be maintained by itself.
Next we carry out the mean field analysis. It can be easily demonstrated that for weak coupling, the system is described by hydrodynamic equations as follows:
Here x = i/L is the normalized location. Our task is to find proper boundary conditions for solving equations (9) and (10) . Taking into account that ρ 1 + ρ 2 = 1 or ρ 1 = ρ 2 , equations (9) and (10) may be integrated analytically. When ρ 1 = ρ 2 , equations (9) and (10) turn into
and integration leads to
When ρ 1 + ρ 2 = 1, equation (9) turns into
and we integrate the equation numerically.
• LH phase. In this case, we impose the left boundary condition ρ 1 | x=0 = 0.5, and obtain ρ 1 from integrating equation (13); then ρ 2 = 1 − ρ 1 .
• LS phase. In this case, the left boundary condition ρ 1 | x=0 = 0.5 is still imposed.
Suppose the shock is located at x = x 1 . We obtain ρ 1 from equation (13) and ρ 2 = 1 − ρ 1 . Denote the density we obtained at x = x 1 as ρ 2 = ρ 2,1 . Now we impose the condition ρ 1 | x=x 1 = ρ 2,1 < 0.5 and obtain ρ 1 from equation (12) and ρ 2 = ρ 1 . Finally, we calculate the system density ρ on the basis of the density profiles obtained. Figure 7 shows a typical plot of ρ versus x 1 .
• LL phase. In this case, we impose the left boundary condition ρ 1 | x=0 = ρ 0 < 0.5 and obtain ρ 1 from equation (12) and ρ 2 = ρ 1 . Then we calculate the system density ρ on the basis of the density profiles obtained. Figure 8 shows a typical plot of ρ versus ρ 0 .
• SH phase. This case is similar to the LS phase one. The difference is that in the SH phase, we need to impose the condition ρ 1 | x=x 1 = ρ 1,1 > 0.5. Figure 7 also shows a typical plot of ρ versus x 1 in the SH phase.
• HH phase. The case is similar to the LL phase one. The difference is that in the HH phase, we need to impose the left boundary condition ρ 1 | x=0 = ρ 0 > 0.5. Figure 8 also shows a typical plot of ρ versus ρ 0 in the HH phase. The analytical results are compared with the simulations in figure 6 ; one can see that they are in good agreement. Figure 5 also shows that with the increase of Ω 1 , the LS and SH phases gradually expand and the LL and HH phases shrink. It can be expected that when Ω 1 → ∞, the LL and HH phases will disappear. In this case, if the system density ρ = ρ c = 0.5, we have a homogeneous state on lanes 1 and 2 except at the left boundary where a boundary layer exists. The densities ρ 1 = 1, ρ 2 = 0 are independent of K and Ω 1 ( figure 9(a) ). When ρ > 0.5, a shock appears on lane 2 ( figure 9(b) ); when ρ < 0.5, a different shock appears on lane 1 ( figure 9(c) ).
Although the results at Ω 1 → ∞ (figure 9) are similar to those for strong coupling (figure 3), some differences exist. The main differences are as follows. (i) ρ c = 0.5 in the former case and ρ c = 0.5 in the latter case. This is because although we have the rescaled rate Ω 1 → ∞, the rate ω 1 = Ω 1 /L → 0. Consequently, the correlation is very weak and can be neglected in the former case. (ii) Moreover, the densities ρ 1 = 1, ρ 2 = 0 are independent of K and Ω 1 in the former case. K and Ω 1 only affect the boundary layer. In contrast, ρ 1 and ρ 2 depend on ω 1 and ω 2 in the latter case. (iii) As a result of (ii), when ρ = ρ c , the shock either appears on lane 1 or on lane 2 in the former case, but shock appears on both lanes in the latter case. Finally we compare the results of our model with those for the weakly coupled twolane two-way exclusion process under the open boundary condition [27] . The differences are as follows. (i) When Ω 1 → ∞, HH and LL disappear in our model while they do not disappear in the model in [27] . This difference is due to the total current being always zero in our model (cf equation (16) in [27] ). (ii) The LH phase occupies a 2D region in the model in [27] , while it only corresponds to a line ρ = 0.5 in our model. This is because in our model, the flow conservation requires ρ 1 + ρ 2 = 1 (or ρ 1 = ρ 2 ) anywhere; thus, LH corresponds to symmetric HD and LD branches. (iii) The discontinuous lines identified in [27] do not exist in our model. As shown in [27, 28] , the existence of a discontinuous line requires that there should be a flat density profile, 0.5, on part of each lane (see, e.g., figure 9 in [27] ). In our model, because ρ 1 + ρ 2 = 1 or ρ 1 = ρ 2 everywhere, a flat density profile, 0.5, on one lane implies a flat density profile, 0.5, on the other lane. This could not be achieved under asymmetric coupling. Thus, the discontinuous line does not exist.
Conclusion
The shock in an ASEP induced by particle detachment and attachment in a mesoscopic limit is an interesting nonequilibrium phenomenon. While previous works focus on open boundary conditions, this paper studies shock formation in a periodic ASEP, which is composed of two equal parts with particles allowed to jump between the two parts.
We have investigated the effects of asymmetric strong and weak coupling. It is found that under strong coupling, a critical density ρ c appears. When ρ = ρ c , both lanes are in a homogeneous state (ρ 1 = ρ 2 , denoted as state H). When ρ > ρ c , a shock separating the fully occupied state from state H appears; when ρ < ρ c , a shock separating the zero-density state from state H appears.
Under weak coupling, four phases (i.e., LL, LS, SH, HH) are identified as arising from open boundaries. LH appears as a boundary instead of occupying a 2D region. When we have the rescaled rate Ω → ∞, LL and HH phases disappear, which is different from the case for the open boundary condition. Moreover, our results are also different in several other respects from those for the open boundary condition. This is because under periodic boundary conditions: (i) the total current is always zero; (ii) ρ 1 + ρ 2 = 1 or ρ 1 = ρ 2 everywhere due to flow conservation.
We also carried out mean field analysis for the model. In the weak coupling situation, it is in good agreement with the simulations. However, in the strong coupling situation, the vertical cluster mean field results slightly deviate from the simulations due to the correlations being neglected. This could be improved by considering n-cluster mean field analysis, which is straightforward to carry out and will be reported elsewhere.
