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Received Signal Strength Based Wireless Source
Localization with Inexact Anchor Position
Yang Liu
Abstract—Received signal strength(RSS)-based approach of
wireless localization is easy to implement at low cost. In practice,
exact positions of anchors may not be available. This paper
focuses on determining the location of the source in the presence
of inexact position of anchors based on RSS directly. This study
at first uses Taylor expansion and a min-max approach to get
the approximate maximum likelihood estimator of the source
coordinates. Then this paper proposes a relaxed semi-definite
programming model to circumvent the non-convexity. This paper
also proposes a rounding algorithm concerning both the inexact
source location and the inaccurate anchor location. Experimental
results together with analysis are presented to validate the
proposed method
Index Terms—Robust Source Localization; Received Signal
Strength; Semidefinite Programming; Inexact Anchor Position
I. INTRODUCTION
S
OURCE wireless localization is a significant problem
encountered in many indoor and outdoor applications,
including cyber-physical systems, health, environment mon-
itoring, home, and office automation, weather forecasting,
and so on. Although GPS is a simple solution, the high
cost and power consumption, and poor performance inside an
indoor environment have necessitated the research on other
localization methods.
In wireless localization, there are some nodes equipped
with wireless transmission and reception devices, and with
already known location information. These type of nodes are
anchors. It is necessary to have some measurements related
to the source and anchors in a localization procedure. These
measurements include, for example, Time of Arrival(TOA),
Angle of Arrival(AOA), and Received Signal Strength(RSS).
Because of its implementation simplicity, RSS technology
gradually becomes the primary concern.
Given measurements information, the localization procedure
can always be formed as a maximum likelihood (ML) estima-
tion problem. That is, the localize algorithm at first re-express
the joint probability of the sample data (measurements) as a
likelihood function that treats the source coordinates x as a
variable, and evaluated at the observed measurement sample.
Next is thus to find the supremum value of the likelihood
function by choice of x.
The maximum likelihood objective function can be quite
different when the model changes(measurement type and
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system uncertainty). Due to the nature of the localization
problem itself, the ML estimator for localization is always
nonconvex and nonlinear, so that to solve the original problem
have limited success even for small problem size. Generally
speaking, applying a various degree of relaxation to the
original problem is always necessary.
Most research works assume that the exact positions of
anchors are known. However, in reality, this assumption often
is too strong. Neglecting the inaccuracy of anchor position will
undoubtedly deteriorate the localization performance severely.
The production of the localization algorithm will also be influ-
enced by the measurement noise and the number of anchors.
The localization algorithm should be ’robust’ to overcome the
anchor location uncertainty and measurement noise.
This paper model the inaccuracy of the anchors as a
bounded random vector. A robust method dealing with the
error of the anchors is proposed adopting RSS measurement
directly. At first, this paper proposes a maximum likelihood
nonconvexmodel based on RSS. This model takes into account
the location error of anchors. Then this paper transforms and
relaxes the original to an SDR (Semidefinite Programming Re-
laxation) problem, which is convex and easy to solve. Cramer-
Rao Lower Bound(CRLB) as a performance benchmark of
the proposed estimator and the number of times needs of
Monte Carlo method are also derived. A rounding algorithm
is proposed, considering both the inaccuracy of anchors and
the source location at the same time. Simulation results show
that the proposed SDP based estimator plus rounding method
outperform all other techniques that we compared. It should
be mention here that the source localization problem(or it’s
variants) has been studied in various contexts before. However,
these earlier works have quite different emphases from this
paper. To the best of our knowledge, this is the first work con-
sidering the inaccurate anchors in the only RSS measurement
scenario. And the rounding method is also first put forward.
The contribution of this paper is highlighted as follows:
• For the case of simple RSS measurement-based localiza-
tion with inaccurate anchors, this paper firstly proposes
a relaxed solvable estimator.
• This paper analyzes different problem-dependent round-
ing strategies. Then this paper firstly proposes a round-
ing algorithm considering inaccurate anchors and non-
feasible source location simultaneously.
• This paper gives the procedure of calculating the mini-
mum number of Monte Carlo simulation trials needed.
This paper also derives the Cramer-Rao lower bound
of the proposed estimator considering anchor’s position
error.
2The paper is organized as follows. Section II examined
related works. Section III describes the basic idea and de-
tails of the proposed convex estimator for source localization
using RSS with inaccuracy anchor locations. This section
also analyzes different rounding strategies. Section V presents
numerical results and analysis for the proposed localization
methods comparing with other methods elaborately. Finally,
some concluding remarks and future research suggestions are
given in Section VI. Appendix A derives the experiment times
needed for the Monte Carlo simulation. Appendix B gives the
CRLB of our model as a performance benchmark.
II. RELATED WORKS
There has been a rich history of published works that
attempt to solve the source localization problem.
Position of the source is related to some metric of measure-
ment. These measurements are fall into several categories, in
which the localization solutions are based on different types
of physical measures: Time of Arrival (TOA) [1], [2],Time
Difference of Arrival (TDOA) [3]–[6], Direction of Arrival
(DOA) [7]–[9]; and Received Signal Strength (RSS) or Energy
[10], [11].
Many works have transferred these physical measurements
to distances between source and anchors. Then the input
of localization will be a distance matrix, for example, [12],
[13]. Compared with the TDOA and the DOA methods, RSS-
or Energy-based approaches are attractive because they are
widely applicable. They do not require additional hardware
and can reuse the existing wireless infrastructure. The RSS of a
signal traveling between two transceivers is a signal parameter
that contains information related to the distance between them.
This RSS information can be used in conjugation with a
suitable attenuation model and shadowing effect to estimate
distance. The shadowing effect is commonly modeled as a
zero-mean Gaussian random variable with a variance of in the
logarithmic scale.
In a centralized algorithm, the source transmits the data to
a central point or a fusion center. Then the ultimate goal is
to estimate the source location based on the RSS samples and
known anchor locations. Source localization techniques using
RSS measurements can be divided into four categories: maxi-
mum likelihood (ML), LS-based, Semidefinite programming
(SDP) based, and second-order cone programming (SOCP)
based. The ML and LS-based methods are highly nonconvex,
so finding the global optimum is often with high computational
complexity, especially for a large-scale problem.
For the same reason, a good initial point is vital to avoid
local minima as possible. SDP based and SOCP based methods
deal with the non-convexity problem by relaxing the non-
convex constraints in original problems so that they can be
transferred into convex ones. For these methods, the tightness
of the relaxation shall be considered to guarantee accuracy.
And it is shown that though SOCP relaxation has a more
straightforward structure and can be solved faster, it is weaker
than SDP method [14].
In reality, anchor’s position information may have errors
though some research works neglect it. Inaccurate anchors
will deteriorate the localization performance. So in recent
years, there has been an increasing interest in determining the
position of the source in the presence of inaccurate position
of anchors [15]–[20]. [20]proposed a min-max method for
the relative location estimation problem by minimizing the
worst-case estimation error. And this work uses SDP tech-
nique to relax the original nonconvex problem into a convex
one. [16] focused on differential received signal strength
(DRSS)-based localization with model uncertainties such as
unknown transmit power, PLE, and anchor location errors.
[18] performs analysis and develops a solution for locating
a moving source using time-difference-of-arrival (TDOA) and
frequency-difference-of-arrival (FDOA) measurements in the
presence of random errors in anchor locations. [15] devised a
convex relaxation leading to a SOCP. It proposed a mixed ro-
bust SDP-SOCP framework to benefit from the better accuracy
of SDP and the lower complexity of SOCP. [17] uses TDOA
information, considered the sensor node’s (anchor) bounded
location error effect.
Lohrasbipeydeh et.al. [21] factor the MSE into two in-
dependent terms corresponding to the geometric distribution
of the sensors and the channel parameters, including the
noise variance. Then derive the effect of the sensor and
source location to the localization accuracy. This study uses
a geometric dilution of precision to calculate the MSE. This
study also uses the same method to evaluate the effect of the
joint estimation of unknown power and source location on the
performance.
Yongchang et al. [16] focus on differential received signal
strength (DRSS)-based localization with model uncertainties
in case of unknown transmit power and PLE. This study
presents a robust SDP-based estimator (RSDPE), which can
cope with imperfect PLE and inaccurate anchor location
information.
Xiaoping et.al. [22] proposes a cooperative motion param-
eter estimation method using RSS measurement to estimate
target motion parameters cooperatively. At first, this study
uses a nonconvex model to determine the initial positions and
velocity. Then use an unconstrained SDP model to estimate
the positions of the mobile targets. This study assumes the
transmit powers to be known.
III. ROBUST LOCALIZATION CONSIDERING INEXACT
ANCHORS
A. Problem Model Formulation
After successful demodulation, RSS refers to the signal
power. RSS can be computed from the demodulated signal
envelope r(t) = x(t)⊕ h(t). Here ⊕ denotes the convolution
operator, x(t) is the transmitted signal, h(t) denotes the
wireless channel response. Collecting RSS measurements from
a demodulated signal in a real environment can be easy to
implement utilizing given hardware.
The received signal envelope is always modeled using spe-
cific probability distribution function such as Rician, Rayleigh,
Log-normal, or Nakagami-m [23].
Remove the time index t, let r denotes the envelope of in-
stantaneous received signal power. And let Ω denotes the RSS
3to be collected. Considering the distribution of r described
above, apparently, the maximum likelihood estimate of Ω is
Ωˆ =
1
K
K∑
k=1
r(k) (1)
Eq.(1) is unbiased and it means the RSS of the i-th anchor can
be computed by collecting K consecutive samples of r. This
is easy to accomplish and does not require additional hardware
for any wireless receiver.
The signal strength measurement is subject to a complicated
radio propagation channel. In this paper, the log-normal shad-
owing model is used to characterize the RSS. The RSS(from
the source and received by the i-th anchors), which is denoted
as Ωi, can be related to the distance between the source
and the i-th anchor through the path loss model for wireless
transmission [23].
Li = L0 + 10γ log10
||x− zi||
d0
+ ni (2)
Where Li = PT − Ωi is the path loss, and PT is assumed
to be known. Here ni is a Gaussian random variable rep-
resenting the log-normal shadow fading effect in multi-path
environments. L0 denotes the path loss value at the reference
distance d0. γ indicates the path loss exponent.
Suppose that there are M location-aware anchors and one
location-unaware source. For i = 1, 2, ...M , let zi ∈ R2
denotes the true positions of the anchors. In practice, the
known position of anchors are corrupted with location errors.
The relationship between the true position zi and the inexact
position zˆi can be defined by
zi = zˆi +∆i, for i = 1, 2, ...M (3)
where the error here assumed bounded, so
‖∆i‖ ≤ ζ (4)
in (4), ‖‖ denotes the Euclidean norm. Here it is not needed
to specify the distribution precisely of the error.
It is easy to derive from (2) that the corresponding Maximal
Likelihood estimator is
xP = argmin
x
M∑
i=1
(
10γ log10
||x− zi||
d0
− (Li − L0)
)2
(5)
Let
β2i = d
2
010
Li−L0
5γ (6)
Then, the ML estimator (5) can be transformed into
xP = argmin
x
M∑
i=1
(
log10
||x− zi||2
β2i
)2
(7)
Considering Eq.(3), an optimization approach is proposed
for the location estimation of the source in the following:
xP = argmin
x
M∑
i=1
(
log10
||x− zi||2
β2i
)2
s.t. zi = zˆi +∆i
(8)
For worst-case design, considering Eq.(4), we can modify
(8) as a min-max optimization problem:
xP = argmin
x
max
||∆i||≤ζ
M∑
i=1
(
log10
||x− zi||2
β2i
)2
s.t. zi = zˆi +∆i
(9)
By applying the Taylor expansion, the term||x − zi|| in
Eq.(9) can be expanded as
||x− zi|| = ||x− zˆi|| − ∆
T
i (x − zˆi)
||x− zˆi|| + o(||∆i||) (10)
Let δi =
∆Ti (x−zˆi)
||x−zˆi|| , then
|δi| ≤ ζ (11)
Using (10) and (11), Eq.(9) can be transformed into
xP = argmin
x
max
|δi|≤ζ
M∑
i=1
(
log10
(||x− zˆi|| − δi)2
β2i
)2
(12)
which can also be written as
xP = argmin
x
max
|δi|≤ζ
∣∣∣∣
∣∣∣∣log10 (||x − zˆi|| − δi)2β2i
∣∣∣∣
∣∣∣∣
2
(13)
B. The Relaxation Procedure
Obviously, problem (13) is not convex. One can see that
{x : ||x − zˆi|| = δi} is not in the objective function domain.
And the source can not overlap with the anchors, so each
anchor is also a singular point. It is difficult to find and confirm
the global minimum solution.
To obtain a convex formulation so that the existing numer-
ical algorithms can be employed, the problem is transformed
and relaxed, as shown in the following steps.
Using Chebychev approximation, i.e., this paper use l∞-
norm to replace || · ||2 in (13), then get
xP = argmin
x
max
i
∣∣∣∣log10 (||x − zˆi|| − δi)2β2i
∣∣∣∣
s.t. |δi| ≤ ζ
(14)
Noting that
∣∣∣∣log10 (||x − zˆi|| − δi)2β2i
∣∣∣∣
= max
(
log10
(||x− zˆi|| − δi)2
β2i
, log10
β2i
(||x − zˆi|| − δi)2
)
(15)
4Since log10(x) is a strictly monotonically increasing func-
tion in its domain (0,+∞), Eq.(14) can be transformed into
xP = argmin
x
max
i
(
log10
(||x − zˆi||+ ζ)2
β2i
,
log10
β2i
(||x− zˆi|| − ζ)2
)
= argmin
x
max
i
log10
( (||x − zˆi||+ ζ)2
β2i
,
β2i
(||x− zˆi|| − ζ)2
)
= argmin
x
max
i
( (||x− zˆi||+ ζ)2
β2i
,
β2i
(||x− zˆi|| − ζ)2
)
(16)
Here we assume that ||x − zˆi|| − ζ > 0, this is reason-
able since the inaccuracy of anchor’s position is relatively
small compared to the distance between source and anchors.
Considering the ”worst-case” situation, just substitute δi to ζ.
Noticing that (16) is still not convex. Introducing an auxiliary
variable k ∈ R+. Then Eq.(16) can be transformed into
xP = argmin
x,k
k
s.t.
(||x − zˆi||+ ζ)2
β2i
≤ k i = 1, . . . ,M
s.t.
β2i
(||x − zˆi|| − ζ)2 ≤ k i = 1, . . . ,M
(17)
Noting that
(||x− zˆi||+ ζ)2 = ||x− zˆi||2 + 2ζ||x− zˆi||+ ζ2
(||x− zˆi|| − ζ)2 = ||x− zˆi||2 − 2ζ||x− zˆi||+ ζ2
(18)
and
||x− zˆi||2 = xTx− 2xT zˆi + zˆiT zˆi (19)
Let X = xxT ∈ S2, then (19) can be cast as
||x− zˆi||2 = tr(X)− 2xT zˆi + zˆiT zˆi (20)
Where tr(X) denotes the trace of the auxiliary variable X ∈
S
2 .
Introducing auxiliary variable l ∈ RM×1, where li = ||x −
zˆi||, i = 1, . . . ,M , Letting L = llT , then
L(i, i) = tr(X)− 2xT zˆi + zˆiT zˆi (21)
Apparently, we have
L(i, j) ≥ 0 (22)
Incorporating (18) (20) (21) (22) into (17), a formulation
modified from (17) is obtained as
xP = arg min
x,k,l,X,L
k
s.t.
tr(X) + 2xT zˆi + zˆi
T zˆi + 2ζli + ζ
2 ≤ kβ2i
tr(X) + 2xT zˆi + zˆi
T zˆi − 2ζli + ζ2 ≥ k−1β2i
L(i, i) = tr(X)− 2xT zˆi + zˆiT zˆi
L(i, j) ≥ 0
X = xxT
L = llT
k ≥ 0
i, j = 1, . . . ,M
(23)
In (23), tr(X) + 2xT zˆi + zˆi
T zˆi + 2ζli + ζ
2 ≤ kβ2i are affine
constraints. tr(X) + 2xT zˆi + zˆi
T zˆi − 2ζli + ζ2 ≥ k−1β2i are
convex constraints since tr(X) is linear in X , xT zˆi is linear
in x and k−1 is convex in k. X = xxT and L = llT mean
that X and L are rank one symmetric positive semidefinite
(PSD) matrix, which means that X ≥ 0, rank(X) = 1 and
L ≥ 0, rank(L) = 1. It can be noticed that the fundamental
difficulty in solving Eq.(23) are the rank one constraints, which
is nonconvex (the set of rank one matrices is not a convex set),
the objective function and all other constraints are convex in
x, k, l,X, L. Thus we may as well drop it to obtain the relaxed
version of (23). That means, using Schur complement,
X  xxT ⇒
(
X x
xT 1
)
 0
L  llT ⇒
(
L l
lT 1
)
 0
(24)
At the same time, using Schur complement, the paper ex-
presses tr(X)+2xT zˆi+ zˆi
T zˆi−2ζli+ζ2 ≥ k−1β2i as follows
LMI form:(
tr(X) + 2xT zˆi + zˆi
T zˆi − 2ζli + ζ2 βi
βi k
)
 0
i = 1, . . . ,M
(25)
Combining (24), (25) with (23), the received signal strength
based robust location estimation for the target problem is as
follows:
xP = arg min
x,k,l,X,L
k
s.t.
tr(X) + 2xT zˆi + zˆi
T zˆi + 2ζli + ζ
2 ≤ kβ2i(
tr(X) + 2xT zˆi + zˆi
T zˆi − 2ζli + ζ2 βi
βi k
)
 0
L(i, i) = tr(X)− 2xT zˆi + zˆiT zˆi
L(i, j) ≥ 0(
X x
xT 1
)
 0(
L l
lT 1
)
 0
k ≥ 0
i, j = 1, . . . ,M
(26)
5In Eq.(26), x ∈ R2 represents the position of interest. xP
represents the corresponding estimator of the decision variable
x. The remaining variables are k ∈ R, l ∈ RM , X ∈ RM×M ,
L ∈ RM×M . All constraints in Eq.(26) are expressed by
matrix inequalities. Eq.(26) is an an instance of semidefinite
programming (SDP) and also a relaxation of Eq.(17). Eq.(26)
can be solved, to any arbitrary accuracy, in a numerically
reliable and efficient fashion.
C. Rounding the Solution
When using the aforementioned relax techniques, further
modification is always needed. The word ’modification’ con-
tains two meanings. At first, converting a globally optimal
solution xP of problem Eq.(26) into a feasible solution x˜ to
problem Eq.(23). Furthermore, from the solution of Eq.(26),
the rounding procedure can generate a serious of candidates’
nearby’ and select the ’best match’ of the original problem’s
constraints.
An intuitively appealing idea is to apply the rank-one
approximation on the solution X∗, L∗, x and l of Eq.(26).
This approach uses the largest eigenvalue λxM and the core-
sponding eigenvector qxM to approximate X
∗, use λlM and
corresponding eigenvector qlM to approximate L
∗. Then if√
λxMqxM and
√
λlMqlM are feasible to Eq.(23), the solution
x˜ is got. Otherwise
√
λMqM and
√
λlM qlM need to be mapped
to nearby feasible solution in a problem dependent way.
Randomization is another way to extract an approximate
solution from an SDR solution. The intuitive idea of this
method is to use X − xxT of Eq.(26) as a covariance matrix.
This study generates random vectors ξx ∼ N(0, X), then
use the random vector to construct an approximate solution
in a problem-dependent way. The rounding procedure using
randomization is described in Alg.1.
In Alg.1, to generate ξx(t), we simply generate a random
vector u whose components are ii.d N(0, 1), then let ξx(t) =
V Tu+xo, where V is the factorization matrix X∗−xoxoT =
V TV . And since X∗−xoxoT ≥ 0 , so that V always existed.
In, Alg.1, the procedure Alg.2 is called to create a feasible
solution of Eq.(23).
Other than the randomization method, an alternative strategy
to search the feasible solution x utilizing the information given
by SDR is through grid search. This method may reduce the
searching space significantly compared with randomization
method, at the same time, keep the accuracy. It is logical
because for a Gaussian random vector ξx(t) generated in
Alg.1 will exist close to the mean with a high probability.
Then the randomization method will waste some trials in the
’sparse’ area. It is also reasonable to adapt the variable step
size algorithm to improve the grid searching performance and
balance the computation complexity. In this paper, an adaptive
variable step size based grid searching rounding algorithm
is proposed in Alg.3. Note that in Alg.3 a mechanism is
designed to reduce the searching space when the candidate
point xo is far from the mean x∗. And Alg.3 restrict the
searching scope to 3 ∗max([X∗]1,1, [X∗]2,2). Considering the
one-dimensional situation, given a Gaussian random variable
x, then P (||x − E(x)|| ≤ 3σx) ≥ 0.999. That means the
searching scope is large enough to find the best candidate
point.
It is convenient and straightforward that refine the estima-
tion by using the solution of Eq.(26) as an initial point for the
original problem Eq.(2) and run a local optimization method.
However, the original problem Eq.(2) is non-differentiable and
not very smooth. Eq.(23) is smooth and asymptotic optimal.
But this problem’s constraint is complicated and so that it is
challenging to compute the Newton step when dealing with
not feasible initial points and iterates.
In this study, however, all rounding methods introduced
above are based on the inaccurate anchor position informa-
tion. This weakness limits the higher rounding performances
relating to the final localization accuracy. This paper proposes
a new rounding approach named ’r-r’ (Rounding Original
Problem). Tr-r considers both of the two types of errors.
One is between the approximation x∗ get from Eq.(26) and
the real source location. Another is between the real anchor
position and the inaccurate anchor position. Because the power
loss L(i) in each anchor is reliable based on the real anchor
and source position. This paper uses the L(i) information to
calculate the best matching of the potential source location
and real potential anchors simultaneously. Fig.1 illustrate the
basic idea of r-r. In this figure, near every given anchor
position(inaccurate), r-r generates several possible real anchor
candidate positions (denotes by the left-pointing triangle)
within the range of ζ. At the same time, r-r generates several
possible position candidate of the source near the solution x.
This step is just the same as described in Alg.1. Next, from
anchor candidate group of each inaccurate anchor, r-r selects
one anchor candidate, and so that form an anchor candidate
position vector. And the r-r rounding algorithm is described
in Alg.4 in detail.
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Fig. 1. Illustration of the r-r rounding method. The circle denotes the real
source location. Plus sign denotes the solution get from Eq.(26). The asterisk
denotes the generated random source location. Square denotes the accurate
anchor position. Pentagram denotes the in-accurate anchor position. Left-
pointing triangle denotes the generated random anchor candidates position.
Upward-pointing triangle denotes the final rounding result. Note that in this
figure, the Upward-pointing triangle does not certainly represent the asterisk
closest to the circle. This phenomenon is reasonable because the r-r method
(actually, all rounding methods) only works on average.
6Note that all rounding strategies described above can only
be applied to SDP relaxation. Other types of relaxation (e.g.,
SOCP) of Eq.(23) may not use these rounding methods
directly. That is because there is no information about the
variance matrix to guide the random solution generating pro-
cedure. Random generation of feasible points will lead the
rounding process impossible to compute.
Algorithm 1 Refine By Randomization
Require: x∗,X∗, tt ⊲ tt is the number of randomization
Ensure: x
1: xo ← x∗
2: for t = 1 : tt do
3: Generate random vector ξx(t) ∼ N(xo, X∗ − xoxoT )
4: ko(t)← Computek(ξ(t),M)
5: t← argmint ko(t)
6: x← ξx(t)
Algorithm 2 Create Feasible Solution
1: procedure COMPUTEK(ξ, M) ⊲ Number of anchors
2: Xo ← ξxξTx
3: for i=1:M do loi ← ||xo − zˆi||
4: Lo ← [loi ]i=1:M
5: Compute ko using Xo, Lo, ξ, lo in Eq.(23)
Algorithm 3 Refine By Varialbe Step Grid Searching
Require: x∗,X∗
Ensure: x
1: xo ← x∗
2: σd ← max([X∗]1,1, [X∗]2,2)
3: ds ← 0.0001
4: ∆ds ← 0.001 ∗ σd
5: while ds = ||xo − x∗||) ≤ 3σd do
6: ι = fix( 1ds )
7: [∆x]1...ι ← [ds ∗ cos(2π ∗ 1...ιι )]
8: [∆y]1...ι ← [ds ∗ sin(2π ∗ 1...ιι )]
9: [ξ]1...ι ← xo + [∆x,∆y]T
10: ko ← Computek(ξ,M)
11: ds ← ds +∆ds
12: t← argmint ko(t)
13: x← ξx(t)
IV. SIMULATION RESULTS AND ANALYSIS
In this section, we discuss the performance evaluation of
numerical results based on MATLAB. This paper conducts
Monte Carlo simulation to average out the effect of the geo-
metric layout and random noise and error. For each MC trial,
every anchor location is given with a casual but bounded de-
viation. This paper uses the Root Mean Square Error(RMSE)
as the performance criterion. That is, smaller RMSE indicates
better localization performance. Different localization methods
are performed to calculate the RMSE in the same scenario for
comparison.
Algorithm 4 Refine considering Inaccurate Anchors
Require: x∗,X∗, tt, ζ, zˆ, nac ⊲ nac is the number of
random anchor candidates
Ensure: x
1: xo ← x∗
2: for t = 1 : tt do
3: Generate random vector ξx(t) ∼ N(xo, X∗ − xoxoT )
4: for i = 1 : nac do
5: Generate random vector ni ∈ R2×1 , ||ni|| ≤ ζ
6: Generate random vector prai = zˆi + ni
7: sit ∈ R2×size(zˆ,2)×nac ← Permutation of pra
8: Compute Vector |x− sit(:, :, 1 : nac)|
9: x← argminx |x− sit|
We use different scenarios, and parallels each random
walk by MATLAB command ”parfor-loop”. We expect that
additional code optimization and C implementation can further
reduce the CPU time needed. The optimum number of Monte
Carlo trials is derived in Appendix A.
We use CVX [24] for specifying the convex problem, with
SDPT3 [25] as solver. Note that currently CVX can not be
used in the parallel loop. We circumvented this problem by
defining a function that contains the CVX code then call it in
the ’parfor’ loop.
We use modified ML estimation(’ml’) [26], SDP-RSS(’rss’)
[27], SDP-DISTANCE(’p-d’) using pairwise distance informa-
tion [20], SOCP-RSS(’so’) modified from [6] using RSS and
SOCP-DISTANCE(’so-d’) using pairwise distance information
modified from [14] to compare with our proposed Robust-
RSS(’ro’) method. All distance based methods assumes that
the distance information is get through TOA. Considering
multi-path and NLOS transmission effect, the distance error
variance introduced is set to 0.15 [28]. SOCP-RSS method is
relaxed from(17) , (18) as:
xP = argmin
x,k
k
s.t.
||x− zˆi|| ≤ 1
ζ
(kβi
2 − ζ2)
||x− zˆi||2 + ζ2 ≥ k−1βi2, . . . ,M
i = 1, . . . ,M
(27)
consider that ||x− zi|| ≫ ζ, Eq.(27) can be transferred into
xP = argmin
x,k
k
s.t.
||x− zˆi|| ≤ 1
ζ
(kβi
2 − ζ2)(
k βi
βi ||x− zˆi||
)
 0
i = 1, . . . ,M
(28)
7then Eq.(28) can be transformed into
xP = argmin
x,k,t
k
s.t.
||x− zˆi|| ≤ 1
ζ
(kβi
2 − ζ2)(
k βi
βi t(i)
)
 0
||x− zˆi|| ≤ t(i)
i = 1, . . . ,M
(29)
Clearly Eq.(29) is a Second-Order Cone Programming prob-
lem and can be solved by existing numerical methods effi-
ciently. SOCP-DISTANCE is obtained as
xP = argmin
x,k,t
k
s.t.
t(i)− β(i)2 ≤ k
t(i)− β(i)2 ≥ −k
t(i) ≥ 0
i = 1, . . . ,M
(30)
The modified ML-RSS estimator (5) is solved using MAT-
LAB function ’lsqnonlin’.
For the simulations, anchors and the source are located in a
1× 1 rectangle area. For simplicity, the communication range
in each topology is not concerned. We apply a fixed link error
model with equal noise variances for σ2 for all links, i.e.,
a link with a long distance does not have a larger noise for
simplicity. We set d0 = 0.025, L0 = 8, γ = 3 [23]. Note that
in this study, we do not care about the absolute distance. The
relative distance is adopted because the SDPT3 solver needs
numerically easy input. If the elements of the problem are
somewhat large in magnitude, that may cause numerical non-
goodness. In this situation, a scaling procedure is necessary.
In order to explain the phenomena, for example, if the
length of side of the deploy region is set to 400m (or some
number in an actual deployment scenario), then reported (sort
of) optimal X in Eq.(26) may has elements in the 1e4 or 1e5
magnitude, which is causing numerical non-goodness. Because
the elements in X∗ are large, the minimum eigenvalue of
X − xxT has a significantly different magnitude than that of(
X x
xT 1
)
. So a very small magnitude negative min eigenvalue
of
(
X x
xT 1
)
can, and in this case does, correspond to a much
larger magnitude negative min eigenvalue of X − xxT . The
solver only knows the constraint
(
X x
xT 1
)
≥ 0, and therefore
works to satisfy that within tolerance (but maybe does not
achieve that with Eq.(26)). So then the ”violation” in terms
of the minimum eigenvalue of X − xxT can be much large,
and SDPT3 solver will fail to give a feasible solution. The
simulation should strive to get the non-zero elements of the
optimal X∗ to be much closer to one in magnitude. This
paper does not try to scale the input, just using the relative
distance is a good and simple choice to avoid the numerical
non-goodness. Using commercial solvers such as CPLEX [29]
may improve by completing the scaling process automatically,
but in this paper, we do not test.
In wireless localization problems, the impact of anchor
node placement always should be considered. Of course, the
geometric layout of anchors and the target has a significant
impact on the localization accuracy for the ”convex hull”
effect of anchors [30]–[32]. It is also easy to imagine that if
anchors are deployed close to each other, then the localization
problem will be ill-conditioned so that it is more sensitive to
the inaccuracy and noise. As shown in Fig.2, two types of
simulation are conducted, one with ’good’ anchor placement,
the other is with ’bad’ anchor placement. This paper does not
investigate the optimal geometric layout. Some related works
are proposed in [33].
This study calculates Cramer-Rao lower bound(CRLB) in
Appendix B as a benchmark. The CRLB represents the mini-
mum RMSE that any unbiased location estimator can achieve
theoretically.
A. Impact of Anchor Location Error Level
Fig. 3 shows the average localization RMSE, computed
by averaging for all the scenarios which have the same σ
and M , as a function of ζ with three anchors. The noise
variance parameter is set to zero. As can be seen, all estimators
behave worse with an increasing error bound of the anchor
location inaccuracy, but ’ro’ method plus proposed rounding
algorithm considering inaccurate anchor position(’r-r’) yields
the best performance, due to its design for coping with model
uncertainties. As shown in Fig.3a, when the anchors are
absolutely random deployed, then ml and rss methods are
entirely ineffective overall error level. As a contrast, Fig.3b
shows if the anchors are designed placed and the source always
falls into the convex hull of anchors, then the so-p method
can give a lower quality result. As can be seen in both Fig.3a
and Fig.3b, the proposed ro, and r-r methods are much slower
and steadier compared with p-d and so methods. From Fig.3a,
there is a significant positive correlation between performance
improvement and ro together with r-r rounding method when
the location error level ζ is high (ζ = 0.16). However, in
Fig.3b, the improvement is not obvious because the perfor-
mance before rounding is good enough due to the convex
hull effects. It is worth noting that even in Fig.3b, where the
localization accuracy is relatively high, the improvement of
ro and r-r methods are significant compared with so and p-
d estimators. In high error situation(ζ = 0.16), there is also
approximate 30% accuracy improvement. One other important
note, the error level ζ is the worst error bound, and hence, the
proposed method is a worst-case design.
Fig.6 is the boxplot of RMSE for the different level of
anchor errors. The more robust estimator in the boxplot will
have a shorter length(narrower error distribution) and lower
median mark. For brevity, ’r-p’ rounding methods is omitted
since it is error distribution is very similar to ’r-g’. As shown
in Fig.6, the proposed ro, and r-r methods have superior
performance in terms of lower value of RMSE and narrower
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Fig. 2. Two types of anchor placement. in (a), anchors are randomly placed. In (b) anchors are placed by design. It is obvious that a target will reside within
the convex hull of anchors with a high probability.
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Fig. 3. Numerical simulation results of different methods with various value of anchor location error ζ . σ = 0, number of anchors M = 3. (a) is ”RMSE
Versus ζ” plot under ’bad’ anchor placement as shown in Fig.2a. (b) is under ’good’ anchor placement as show in Fig.2b. ’ro’ denotes the robust localization
algorithm. ’rss’ denotes SDP-RSS [27]. ’p-d’ denotes SDP-DISTANCE using pairwise distance information [20]. ’ml’ denotes modified ML estimation [26].
’so’ denotes SOCP-RSS modified from [6] using RSS,’so-d’ denotes SOCP-DISTANCE using pairwise distance information modified from [14]. ’r-r’ denotes
the proposed robust localization algorithm using rounding method Alg.4. .
distribution. The distribution of ’M’ is the widest among
all the localization methods. Since the performance of ’M’
estimator depends heavily on the starting point, this method
is impractical. The other thing to note in Fig.6 is that there
are very fewer data points beyond the box in Fig.6b compared
within Fig.6a. This phenomenon indicates another advantage
of the convex hull effect.
B. Impact of Measurement Noise Level
The RSS measurement noise includes the shadowing effect
and transmits power derivations. The effect of the standard
deviation of the log-normal shadow fading variable on lo-
calization accuracy has been shown in Fig.4. We study all
localization methods under large and small measurement noise
with ζ = 0.06 and M = 3 averaged in uniformly-random
network topologies. Fig.4a is under totally random anchor
placement, while Fig.4b is under ’good’ anchor placement.
The following observations can be made: No matter the
anchor deployment, the performance of any methods shows
degradation as the noise standard deviation increases. ro and
r-r outperform all other methods. SDP-based methods perform
better than SOCP-based methods due to the tighter relaxation
on the problem. Measurement noise does not influence the
localization performance significantly compared with anchor
location error. It should be noted that RSS measurement noise
is unrelated to distance-based methods. This is because that
distance information in this study is assumed getting from
TOA.
C. Impact of Number of Anchors
In addition to anchor location inaccuracy and measurement
noise, the number of anchors also impacts the performance.
In the simulations, we vary the number of anchors from 3
to 6 while keeping the anchor location inside the square
deployment region. For each number of anchors, a similar
procedure as has been described above is done to calculate
the average RMSE.
Fig.8 shows the average RMSEs versus different numbers of
anchors with two types of anchor deployments. As expected,
the estimation error will generally be reduced if the number
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Fig. 4. Numerical simulation results of different methods with various value of noise σ (ζ = 0.06, number of anchors M = 3). (a) is ”RMSE Versus σ”
plot under ’bad’ anchor placement as shown in Fig.2a. (b) is under ’good’ anchor placement as show in Fig.2b.
of anchors is increased in random anchor deployments. Fig.5a
show this phenomena. As shown in Fig.5b, because the RMSE
is fairly low in good anchor placement, so the effects of anchor
number are not as apparent as in Fig.5a.
As can be observed in both Fig.5a and Fig.5b, ro and r-r
achieves the high accuracy. For Fig.5a, the possible probability
of the estimation locations lying in the convex hull of the
anchors increase if the number of anchors becomes greater
so that when the anchor number is changed from 3 to 5,
the performance improved significantly for ro,r-r,p-d, and
so-p. Fig.8 is the boxplot of RMSE of different methods
corresponding with different anchor numbers. As shown in
Fig.8, when the number of anchors increases, the width of
the RMSE distribution for ro,r-r reduce, and the median mark
corresponding with ro and r-r also decline.
V. CONCLUSION AND FUTURE WORKS
This paper set out to address the source localization problem
using RSS measurement. The anchors used for localization are
with inaccurate location information. The RMSE is used as the
performance indicator of the proposed method.
This paper proposes a relaxed convex SDP estimator. This
estimator considers the worst case possible error of location
for all anchors. To further improve the performance, this paper
studies different kind of rounding methods and proposes a
rounding algorithm considering both the anchor location error
and the source location error.
Simulations have evidenced that the proposed method out-
performs the selected existing methods, and complied well
with the RSS measurement model. Rather than focusing on
some particular topologies of anchor placement, the random
deployment of anchors has been considered. The influence of
different environmental parameters on the localization perfor-
mance has been examined. The proposed method does not
need a good starting point for the solving process and a proper
deployment of anchors.
A further study should expand the framework established in
this paper to other practical scenarios, such as wireless sensor
networks localization. Further research should also be under-
taken to consider the self-estimation of wireless propagation
parameters in the estimator formulation.
APPENDIX A
OPTIMAL NUMBER OF TRIALS FOR MONTE
CARLO SIMULATION
Let ||xP 1||, ||xP 2||, . . . , ||xPMC|| be a sequence of inde-
pendent identically distributed random variables with finite
mean ||x|| and variance σ′ (depends on M,σ, ζ). Let xP =∑
MC
i=1
||xP i||
MC be the average of the sample. Then the C.D.F
Fn(x) of the random variable ZMC =
||xP ||−||x||
σ′/
√
MC
converges to
the standard normal C.D.F at all points x. The Central Limit
Theorem states the mean of a sample is normally distributed.
This distribution is regardless of the type of distribution of
data, from which the samples were taken. However, this holds
only if the population is significantly larger than the number of
samples. The Confidence interval can be calculated as follows:
ci =
(
||xP || − z × s√
MC
, ||xP ||+ z × s√
MC
)
(31)
where z is the statistic associated with a certain confidence
interval, s is the sample standard deviation and MC is the
Monte Carlo trial’s number. In case of a 95% confidence
interval, the z statistic equals to 1.96 approximately.
At first glimpse, there seem to be two unknowns MC and
s. However, the sample deviation can be obtained by running
the simulation for a number of times (a number that does not
take too much time to run but is large enough for the sample
standard deviation to converge reasonably well).
Rewrite (31) in it’s probabilistic form.
||xP || − z × s√
MC
< ||x|| < ||xP ||+ z × s√
MC
(32)
Split the above two inequalities and rearrange:
z >
||xP || − ||x||
s√
MC
z < −||xP || − ||x||s√
MC
(33)
10
3 3.5 4 4.5 5 5.5 6
Anchor Num
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
R
M
SE
ro
rss
p-d
ml
so
so-p
r-r
r-g
r-p
(a)
3 3.5 4 4.5 5 5.5 6
Anchor Num
0
0.2
0.4
0.6
0.8
1
1.2
R
M
SE
ro
rss
p-d
ml
so
so-p
r-r
r-g
r-p
(b)
Fig. 5. Numerical simulation results of different methods with various number of anchors M . (ζ = 0.08, σ = 2). (a) is ”RMSE Versus M” plot under ’bad’
anchor placement as shown in Fig.2a. (b) is under ’good’ anchor placement as show in Fig.2b.
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Fig. 6. The boxplot of estimation errors. (a) is under ’bad’ anchor placement as shown in Fig.2a. (b) is under ’good’ anchor placement as show in Fig.2b.
In this subplot’s x-axis label,’R’,’S’,’P’,’M’,’O’,’D’,’N’,’G’ stand for ’ro’,’rss’,’p-d’,’ml’,’so’,’so-p’,’r-r’,’r-g’ respectively. All of the following figures have the
same notations. In x-axis, the first group from ’R’ to ’G’ corresponding to ζ = 0.06, the second group corresponding to ζ = 0.10, and the third group
corresponding to ζ = 0.12.
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Fig. 7. The boxplot of estimation errors corresponding with different level of noise. ζ = 0.06,M = 3. (a) is under ’bad’ anchor placement as shown
in Fig.2a. (b) is under ’good’ anchor placement as show in Fig.2b. In x-axis, the first group from ’R’ to ’G’ corresponding to σ = 0, the second group
corresponding to σ = 2, and the third group corresponding to σ = 4.
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Fig. 8. The boxplot of estimation errors corresponding with different number of anchors. (a) is under ’bad’ anchor placement as shown in Fig.2a. (b) is under
’good’ anchor placement as show in Fig.2b.In x-axis, the first group from ’R’ to ’G’ corresponding to M = 3, the second group corresponding to M = 4,
and the third group corresponding to M = 5.
Note that z is the random normal variable. Rewrite z in terms
of our level of precision Φ , and then we obtain the following
equation in probabilistic form:
P
(
− Φs√
MC
<
||xP || − ||x||
s√
MC
<
Φ
s√
MC
)
(34)
If sample data are typically distributed, then the variance
follows Chi-Square distribution. The distribution changes as
sample size increases. For non-normal random variables, the
distribution of sample variance is unknown. Because of this
technical bottleneck, the technique presented here only serves
the need for estimating the number of trials that are needed
to achieve a certain desired level of precision. This method,
however, does not produce a theoretical minimum number
of the simulations needed. Nevertheless, as the sample size
increases, the distribution of sample variance approaches to
the normal distribution.
Here we set the level of precision at Φ. In order to calculate
the required number of trials for this level of precision, the
following steps should be followed:
1) Run the simulation 20 times , and calculate the sample
standard deviation s.
2) Choose the confidence level and select the associated z
statistic. This paper will use 95% for example and 1.96
for the z statistic.
3) Solve the equation Φs√
MC
= 1.96
4) Return the simulation for approximately MC times to
achieve the desired level of precision.
APPENDIX B
CRAMER RAO LOWER BOUND ANALYSIS
The CRLB can provide a benchmark against which we can
compare the performance of the mentioned unbiased estimator.
Here we present the CRLB on the RMSE for the proposed
unbiased estimator. It sets a lower limit on the co-variance
matrix of any unbiased estimator. That is
Cxˆ = E[(xˆ− x)(xˆ − x)T ]  CRLB = I−1(x) (35)
where I is the Fisher information matrix
[I(x)]ij = −E[∂
2 ln p(L|x)
∂xi∂xj
] (36)
where p(L|x) is the joint conditional PDF of the observation
vector L given x. From (2) and (3) we know
Li = L0 + 10γ log10
||x− zi −∆i||
d0
+mi (37)
In this paper we do not need to assume the distribution of ∆i
in advance. But here it is necessary to know it in advance in
order to caculate CRLB. In the most general case, we assume
that ∆i is two-dimensional uniformly distributed. It’s density
function is
f(∆ix,∆iy) =
{
1
piζ2 ||∆i|| ≤ ζ
0 ||∆i|| > ζ
(38)
From (37) , we get
Li = (L0−10γ log10 d0)+5γ log10 ||x−zi−∆i||+mi (39)
For simplicity, let Yi = 5γ log10 ||x − zi −∆i||, then
F (yi) = P (Yi ≤ yi)
=
∫ ∫
||∆i||≤ζ,Yi≤yi
f(∆ix,∆iy)d∆ixd∆iy
(40)
Let Ri = 10
y
10γ ,si =
1
2 (ζ + ||x − zi|| + R) and S =√
si(si − ζ)(si − ||x− zi||)(si −Ri). At first we have
αi = arcos(
ζ2 + ||x− zi||2 −R2i
2ζ||x− zi|| )
βi = arccos(
R2i + ||x− zi||2 − ζ2
2Ri||x− zi|| )
(41)
Then
F (yi) =
{
0 ||x− zi|| ≥ Ri + ζ
1
piζ2 (αiζ
2 − βiR2i − 2Si) ||x− zi|| < Ri + ζ
(42)
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So the PDF of Y is
f(yi) =
{
0 when yi ≤ 10γ log10(||x− zi|| − ζ)
1
piζ2 (α
′
iζ
2 − (β′iR2i + 2βiRiR′i)− 2S′i) otherwise
(43)
where R′i = ln10
yi
10γ , and
α′i =
2RiR
′
i√
(1− ( ζ2+||x−zi||2−R2i2ζ||x−zi|| )2)
β′i =
−( R′i2||x−zi|| +
ζ2−||x−zi||
2R2
i
||x−zi|| )√
1− ( ζ2+||x−zi||2−R2i2ζ||x−zi|| )2
(44)
Now, the density function of Li is the convolution of fYi(yi)
and fmi
f(Li) =
∫ ∞
−∞
fY (li − x) 1√
2πσ
e
−x2
2σ2 dx (45)
Then joint conditional PDF of the observation vector L, given
x is
p(L|x) =
M∏
i=1
f(Li) (46)
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