


















For office building management, the concern with reductions in energy consumption
by an optimal air-conditioning control has been growing recently. The energy con-
sumption can be saved by controlling the setting temperature of the air-conditioning
system. However, the energy reduction by controlling the setting temperature of-
ten causes environmental deterioration and sacrifice the thermal comfort of office
workers in the office building. So far, the temperature setting has been conducted
manually based on the building manager’s experience or with mathematical program-
ming techniques optimizing the temperature setting as a single-objective optimization
problem. However, the mathematical programming modeling faces difficulty in rep-
resenting the complex interactive effect that happens among various elements in the
building. Also, since each of these single objective optimization methods provides
only a single solution, a temperature setting, building managers have no choice for
decision making for flexible management of their office building. This thesis proposes
a design methodology of temperature setting optimization of air-conditioning sys-
tems in office buildings. The proposed methodology searches the temperature setting
schedules optimizing both the energy consumption and office workers’ thermal com-
fort with an evolutionary algorithm. Firstly, for an office room in the office building,
this thesis presents a mathematical model to evaluate the energy consumption and
the thermal comfort level of the temperature setting schedule, and an evolutionary
multi-objective optimization system with it. Secondly, for an entire office building,
the thesis presents a simulation-based optimization system that evaluates the energy
consumption and the thermal comfort of the temperature setting schedule by using
a building simulator. Experimental results show that the mathematical model-based
and the simulation-based systems acquire multiple temperature setting schedules rep-
resenting a trade-off between the energy consumption and the thermal comfort level.
Also, the results show that the obtained schedules are better than the conventional
constant temperature settings and ones obtained by a single-objective optimization.
ii
In the simulation-based optimization, we compare NSGA-II, NSGA-III, MOEA/D-
DE, and OMOPSO as representative evolutionary multi-objective optimization algo-
rithms and show that OMOPSO achieves the highest search performance. Also, we
show that the optimization contribution of each algorithmic components in OMOPSO.
Since the outside temperature has an impact on the optimal temperature setting of
the air-conditioning system, the proposed optimization systems use the forecast of the
outside temperature. When the forecast involves errors, the acquired schedule may
not be optimal. For this issue, thirdly, this thesis proposes a robust optimization sys-
tem that simultaneously optimizes the thermal comfort level, the power consumption,
and their differences when the air-temperature forecast involves errors. Experimental
results show that the robust optimization system can acquire air-conditioning sched-
ules robust for the uncertainty on the forecast of the outside temperature. Although
the simulation-based optimization brings a scaling up of the target air-conditioning
system and can treat the entire office building, the building simulation for every single
temperature setting is computationally expensive. In order to tackle this issue and
shorten the total optimization time, fourthly, this thesis proposes a surrogate opti-
mization system that alternatively uses a computationally cheap surrogate evaluator
based on a recurrent neural network with the time-series predictive long short-term
memory instead of the computationally heavy building simulator. The experimen-
tal results show that the proposed surrogate optimization system is able to obtain
practical schedule sets and accelerate the optimization process. Also, we propose an
extended OMOPSO named DOMOPSO, which determines the variation direction of
the solution in the variable space depending on its position in the objective space.
Experimental results show that DOMOPSO achieves higher search performance than
OMOPSO. The achievements of this thesis provide each office building manager the
optimized temperature setting schedules optimized for both the energy consumption
and the thermal comfort level. Also, it can be expected effects on the reduction of
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割合が最も高いこと [13]，オフィスビルの中でも 1万 [m2]以上のビルのエネルギー消費
















*1 ZEB…net Zero Energy Building．新築・改修の設計段階において，年間のエネルギー消費量を基準値
以下にしたビルのこと

















































































































































































































































































































































目的関数：Minimize/Maximize f(x) = {f1(x), f2(x), · · · , fm(x)} (2.1)
制約条件：Subject to x ∈ X (2.2)
ここで，mは目的の数，xは設計変数 (操作可能な変数，決定変数とも呼ぶ)，fi(x) (i =
1, 2, · · · ,m) は設計変数 x から算出されるある目的の達成度を示す目的関数，X は設計
変数 xの実行可能領域 (操作可能範囲)である．
目的の数 m = 1の場合，単目的最適化問題もしくは単一目的最適化問題と呼ぶ．単一
目的最適化問題では，真の最適解は一つに定まる．一方，本研究では，上の式で定式化さ
れ，目的関数が複数 m ≥ 2であり，複数の目的の間に 1つ以上のトレードオフの関係が
ある多目的最適化問題を取り扱う．m = 2 目的の最小化の目的関数空間を図 2.1に例示
する．このような問題では，全ての目的関数を同時に最小化することはできない．そこ
で，操作可能範囲内でこれ以上全ての目的を同時に改善できない解 (＝パレート最適解)




また，制約を表す実行可能領域 X は制約関数集合 g(x) ≤ 0 で表される．ただし，




































う．例えばm = 2目的の最小化問題の図 2.2において 2つの解候補 xと y を比較したと
きに，xは yに対して目的関数 1についても目的関数 2についても小さい値=良い値であ
るため，xは yを優越することがわかる．また，2つの解候補 xと z を比較すると，xは
z に対して，目的関数 1については小さい値=良い値だが，目的関数 2については大きい
値=悪い値であるため，xは z を支配しない．また，z も xを支配しない．これを非劣も
2.2 進化計算による解法 13
































最も代表的な進化計算は，遺伝的アルゴリズム (GA, Genetic Algorithms)である．GA
は生物の進化の過程を模擬したアルゴリズムである．GAは解の候補を生物の個体に見立
てて，個体の交叉，淘汰，突然変異による世代交代を模擬する計算を行うことで良好な解
を探索する．また，同様に代表的な進化計算として粒子群最適化 (PSO, Particle Swarm
Optimization) がある．PSO は解集合を魚や鳥などの群れになぞらえ，各個体を群れ全
体で方向性をもたせて飛翔させることによって解探索する．この他にも焼きなまし法
(SA, Simulated Annealing), 差分進化 (DE, Differential Evolution)，蟻コロニー最適化





















































布交叉 (Unimodal Normal Distribution Crossover, UNDX)[33, 43], Simulated Binary




法である．UNDX による解の生成方法を図 2.5 に例示する．UNDX は，親個体
群から 3つ (x0,x1,x2)の個体を選択した後，子個体 xc を以下の式に従って生成
する．




ここで，xp は x0 と x1 の中間点 xp = (x0 +x1)/2, d01 = x0 −x1, ξ はN(0, σξ)
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に従う乱数，ηi は N(0, ση) に従う乱数，D は xp から x2 へのベクトルの大きさ
|dv| = |x2 −xp|, ei は d01 に直交する正規直交基底 dv の基底ベクトルである．こ






































SBXは，親個体 2つを選択し，交叉率 (Crossover Probability, Pc)および分布度













i = 0.5{(1 + βi)xai + (1− βi)xbi}, (2.5)
xb
′
i = 0.5{(1− βi)xai + (1 + βi)xbi}. (2.6)
ここで，xai , x
b
i は選択した 2つの親個体 x





された子個体の i番目の変数，βi は i番目の変数に対する拡散係数，ui は [0, 1)の
ランダムな値を表す．SBXは，最初に分布度 ηc に基づいて拡散係数 βi を算出す
る．また 1/2の確率で拡散係数 βi の符号を反転する．その拡散係数をもとに 2つ
の親個体 xa, xb から子個体の変数を算出する．分布度 ηc は小さいほど周辺の広い
範囲に解を生成し，値が大きいほどもとの設計変数近くに解が生成される．




クトルを 式 (2.7)および 式 (2.8)の式により足し合わせることで，次世代の粒子の
位置 (=変数)を生成する．PSOではこの操作を交叉の代わりに飛翔と呼ぶ．
vg+1 = w · vg + c1 · r1(xpbest − xg) + c2 · r2(xgbest − xg) (2.7)
xg+1 = xg + vg+1 (2.8)
ここで，xg と vg は，世代 gの設計変数空間における粒子の位置と速度である．ま

















































取りうる範囲全体 [xmin, xmax] や，範囲の 1/4 を上下に加える [−0.25(xmax −
xmin), 0.25(xmax − xmin)]など，いくつかのパターンがある．
• 非一様突然変異 [16]
非一様突然変異では，世代数 g によって設計変数空間における変異域を変更する．






max − xg+1i ), if r3 < 0.5
xg+1i −∆(g, x
g+1
i − xmin), otherwise
(2.9)
ただし，∆(g, y)は変異量であり次式で算出する．









g+1 の i番目の設計変数の要素，gmax は総世代数，r3 と r4
は [0, 1)の一様乱数，bは変異量を変化させるパラメータである．
• PM[9]
PM は突然変異確率 (Mutation Probability, Pm) と分布度 (Distribution Index,
ηm)の 2つのパラメータにより突然変異範囲と数を制御する，実数値変数用の突然
変異法である．また，世代数によって突然変異確率が変わらない一様突然変異の手
法の一つである．突然変異確率 Pm は解の変数 xi に対して，突然変異を適用する
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確率である．PMによる突然変異後の変数は以下の式で算出する．
δi =






−1 if ui3 ≤ 0.5,














i + δi∆i,max (2.13)
ここで，∆i,max は i番目の変数の範囲の大きさ，δi は i次元目の変異係数，ui3 は





































混雑度 (CD: Crowding Distance)は，目的関数空間における解の分布の密集度を表す
指標である．混雑度の概念を以下の図 2.8に示す．混雑度は，同一のランク内である解集
合をある一つの目的関数値順にソートし，両隣の解の目的関数の差を足し合わせた値であ
る．図 2.8における解 xの混雑距離は dx1 + dx2 となる．また，両端の解は隣接する解が
1つしか無いため，混雑距離は∞となる．
2.2.3 OMOPSO[48]
PSO を用いた多目的最適化手法に MOPSO(Multi-objective Particle Swarm Opti-
mization) がある．OMOPSO は，通常の MOPSOに加え，リーダー粒子群と ϵ-アーカ
イブという 2つの解集合のアーカイブと突然変異操作を導入することにより多目的最適化















れを図 2.9に示す．OMOPSOは，NSGA-IIと同様に解集合 (=粒子群)P を非支配ソー
トと混雑距離でランキングしリーダー粒子群 L を抽出する．リーダーを用いて粒子群を
飛翔する．その後，粒子群を Q,R,S に 3分割し，粒子群 Qには一様突然変異，粒子群
Rには非一様突然変異操作を加え，粒子群 S には何もしない．粒子群 Q,R,S を結合し
て次世代の粒子群 P とする．リーダー粒子群と ϵ-アーカイブの和集合 L ∪ E の中で ϵ優























































2.10に示す．図 2.10の例では，解 xに対して y は本来は優越されない位置にいるが，ϵ
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OMOPSOのアルゴリズム
OMOPSOの具体的なアルゴリズムを以下に示す．
Step 1: サイズ NP のベース粒子群 P をランダムに生成し，世代数 g = 0にする．
Step 2: 各粒子 xg ∈ P について，目的関数値と制約関数値を求め，パーソナルベストと
する．
Step 3: ベース粒子群 P における非劣粒子群をリーダー粒子群 Lとアーカイブ粒子群 E
にコピーする．




Step 5: P を粒子群 Q，R，S へ均一に分割する．
Step 6: 粒子群 Rの各粒子に [−0.25(xmax − xmin), 0.25(xmax − xmin)]の範囲の一様
乱数値を加える一様突然変異，粒子群 S の各粒子に 式 (2.9) による非一様突然変
異を施し，粒子群 Qには何もしない．
Step 7: 粒子群 Q, R, S を結合し，新たな粒子群 P (=Q∪R ∪ S)とする．
Step 8: 粒子群 P の各粒子を評価し，目的関数値と制約関数値を求め，パーソナルベス
トを後述の制約支配する場合，パーソナルベストを更新する．
Step 9: P ∪Lの粒子群における非劣粒子群をリーダー粒子群 Lにする．同様に，L∪ E
の粒子群における非劣粒子群をアーカイブ粒子群 E にする．リーダー粒子群 Lが
サイズ NL を超過する場合，混雑距離の上位 NL までを Lに残し，それ以外は L
から削除する．
Step 10: 世代数 g に 1を加算し，総世代数 gmax に達したとき，アーカイブ粒子群 E を
最適化の結果として出力して終了する．そうでなければ Step 4に戻る．
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目的関数値が良好である解の探索を促進する手法である．2つの解 x, yについて，xが y
に制約優越する (または制約支配する)という場合は以下のいずれかを満たすことを指す．
• xが実行可能であり，y が実行不可能である
• xと y 両方が実行不可能で，xの制約違反量 v(x)が y の制約違反量 v(y)に対し
て小さい (v(x) < v(y))





















建てビルの 5階に位置する窓のない部屋で，広さは 37.6 [m2]である．この部屋にはビル
用マルチエアコンが設置されている．エアコンは，独立した室外機と冷媒系統を用い，冷
暖房能力 7.1 [kW]の 4方向吹出口を持つ室内機を 2台設置している．部屋の広さと空調
機の能力を表 3.1に示す．




























• PMV(x, A,t) 






























































































設定温度スケジュール tset(x, t)(t ∈ Tset)を最適化する．本章では，Ts = 0.5[hour]とし
設定可能時刻集合を Tset = {8 : 00, 9 : 30, . . . , 22 : 00} とする．設定温度スケジュール
tset(x, t)を設計変数ベクトル xで表すためには，以下のように，設計変数ベクトルの各
要素 xt を設定可能時刻 tにおける設定温度 tset(x, t)とする方法が考えられる．







xt (t = 8 : 00)tset(x, t− Ts) + xt (t = 8 : 30, 9 : 00, ..., 22 : 00) (3.2)
3.2.2 第一目的関数
第一目的は，室内快適性の向上である．オフィスワーカーの快適性の評価が可能な快
適性指標には様々なものがあるが，ここでは，PMV (Predicted Mean Vote)を用いる．
PMVは，国際標準化機構 (International Standardization Organization, ISO)によって
標準化された室内の平均的な温冷感の指標である [25]．PMV は，室内の平均的な温度，
湿度，風速，平均放射温度の 4つの環境計測値およびオフィスワーカーの代謝量，着衣量
の 2つの人に依存する物理量から，温冷感を −3(寒い)から +3(暑い)までの 7段階で算








|PMV (x,A, t)| (3.3)
ここで，T1 は室内快適性を計測する時刻集合であり，設計変数ベクトルと同様 30
分間隔で T1 = {7 : 00, 7 : 30, . . . , 21 : 30, 22 : 00} とする．PMV (x,A, t) は，時刻
t における PMV であり，外気温の影響を受けるため，30 分ごとの外気温集合 A =
{a00:00, a00:30, . . . , a23:30, a24:00}を入力する．
本章では，PMV (x,A, t)の算出に ISOが定義する以下の数理モデルを採用した．
PMV (x,A, t) = (0.303e−0.036M + 0.028)·
H(Ta(x, t), Rh, Va(t), Tr(x, t),M, Icl) (3.4)
ここで，H(Ta, Rh, Va, Tr,M, Icl) は人体の発熱量を示す関数である．また，Ta(x, t) は
温度 [oC]，Rh は湿度 [%], Va(t)は風速 [m/s]，Tr(x, t)は平均放射温度 [
oC]，M は代謝





tset(x, t) + 1.0(夏季)tset(x, t)− 1.0(冬季) (3.5)
Tr(x, t) =
Ta(x, t) + 0.2(夏季)Ta(x, t)− 0.2(冬季) (3.6)
Rh =
55(夏季)45(冬季) (3.7)













P (x,A, t) (3.11)
ここで，T2 はエネルギー消費量を計測する時刻集合であり，T2 = {0 : 00, 0 : 30, . . . , 24 :
00}とする．P (x,A, t)は，時刻 tのエネルギー消費量 [W]であり，外気温集合Aの影響
を受ける．
本章では，エネルギー消費量 P (x,A, t)の算出に数理モデルを用いる．図 3.2の空調シ





Qin(t) = Qpeople(t) +Qlight(t) +Qoa(t) (3.12)
Qout(x,A, t) = (at − tset(x, t))Qtemp (3.13)
Q(x,A, t) =
Qout(x,A, t) +Qin(t) (冷房時)Qout(x,A, t)−Qin(t) (暖房時) (3.14)
ここで，Q(x,A, t)は総熱負荷，Qpeople(t)は人体の熱負荷 [W]，Qlight(t)は照明の熱負
荷 [W]，Qoa は機器熱負荷 [W]，Qtemp は室内外温度差による熱負荷基準値 [W/
oC]であ
る．空調システムが上述の熱負荷を処理するために必要とするエネルギー量 P は，外気
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温度や空調機の動作条件によって変動するが，ここでは熱負荷に比例するものと仮定し次
式で算出する．
P (x,A, t) = PzQ(x,A, t) + PfinVfin + Pout (3.15)
ここで，Pz は熱負荷とエネルギー消費量との比例係数，Pfin は室内機の風量 Vfin と室内





者率が 10%以下となるよう PMV値を −0.5から +0.5の範囲内に保つことを推奨してい
る．そこで，次式で示す PMV値の絶対値の上限値を設定する．













Tmin ≤ tset(x, t) ≤ Tmax (3.18)
2tset(x, t) ∈ Z (3.19)








1. 設計変数ベクトルの各要素 xt が設定温度スケジュールの各時刻の設定温度
tset(x, t) を直接表す 式 (3.1) の形態ではなく， 式 (3.2) のように設計変数ベク
トルの 1 つ目の要素は空調設定温度スケジュールの初期温度，設計変数ベクトル
の 2つ目以降の要素は空調設定温度スケジュールの次の時刻との差を示すものとす
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空調環境の条件は，冬季の晴れの日を想定して表 3.2のように定める．外気温 Tout 及
び人体熱負荷 Qpeople・照明熱負荷 Qlight・機器熱負荷 Qoa は時間帯によって変動する．
外気温の 1日の推移を図 3.3に，人体熱負荷Qpeople，照明熱負荷Qlight，機器熱負荷Qoa
を合わせた内部熱負荷 Qin の 1 日の推移を図 3.4 に示す．対象オフィスでは 12 時～13
時の間は昼休みであり，オフィスの在室者が減り内部熱負荷が減少する．そのため，12時
～13時の時間帯は 式 (3.16)の PMV値に関する制約を満たさなくても良いものとする．














図 3.3 外気温 Tout の時間推移














図 3.4 内部熱負荷 Qin の時間推移
OMOPSOアルゴリズムのパラメータは表 3.3のように定める．ここで，重み w, c1, c2
は文献 [48]の推奨値を用いた．また，ϵ優越する範囲を調整する係数 ϵは，値が探索結果
に大きく影響する．そこで，本問題に適切な ϵ の値を検討するため，ϵ = 0, 0.0075, 0.05
と変更して複数回探索を試行した．本章では，数理モデルおよび OMOPSOアルゴリズ
ムをプログラミング言語 Javaで実装した．計算機環境には，一般的なビル管理システム







照明熱負荷 Qlight[kW] 内部熱負荷 Qin




















に青点で示す．それぞれの図について，横軸が室内快適性 f1, 縦軸がエネルギー消費量 f2
であり，どちらも小さいほど良好なスケジュールであることを示す．数理モデル最適化に




約範囲の境界付近である |PMV| ≤ 0.1と |PMV| ≥ 0.4 の範囲では獲得された解の数が少
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表 3.3 OMOPSOのパラメータ







重み w [0.1, 0.5)の一様乱数
重み c1, c2 [1.5, 2.0)の一様乱数
非一様突然変異の係数 b 5 [16]
ϵ優越の係数 ϵ 0, 0.0075, 0.05
ない．さらに，ϵの値が大きくなるごとに境界付近で良い解を探索できなくなり，解の分
布が均等でなくなっている．
最も広い範囲を均等に探索できた ϵ = 0の探索で得られたスケジュール集合のうち例と
して，室内快適性の目的関数値が最も小さい快適な解 (f1 = 0.0279)，最も値の大きい不
快な解 (f1 = 0.463)，中間の解 (f1 = 0.233)の設定温度スケジュールの例と，そのスケ
ジュールで運転した際の快適性・エネルギー消費量の推移を図 3.6に示す．昼の時間帯を
除き，すべての時間帯で 式 (3.16)を満たすよう制御できていることがわかる．
獲得された設定温度スケジュールが最も多様であった |PMV | ≈ 0.25付近の解 10個の
設定温度スケジュールを確認する．それぞれの設定温度スケジュールを図 3.7に示す．全






本事例では，探索には 3.3節で述べた計算環境において，ϵ = 0 の場合 61 分 3 秒，
ϵ = 0.0075の場合 69分 50秒, ϵ = 0.05の場合 75分 49秒で計算を終えている．この結
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(a) ϵ = 0



























(b) ϵ = 0.0075



























(c) ϵ = 0.05
図 3.5 ϵを変更した場合の数理モデル最適化の結果
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探索によって得られたパレート解分布は，制約範囲の境界付近 (|PMV| ≤ 0.1と |PMV| ≥
0.4) の解の数が少なかった．これは，数理モデルに原因があると考える．本章で取り
扱った数理モデルでは，一日の平均 |PMV| を 0 もしくは 0.5 とするには，全ての時間
帯で PMV 値を 0(もしくは-0.5) にしなければならず，設定温度スケジュールも一定値
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(a) |PMV | = 0.223








(b) |PMV | = 0.228








(c) |PMV | = 0.233








(d) |PMV | = 0.238








(e) |PMV | = 0.248








(f) |PMV | = 0.253








(g) |PMV | = 0.258








(h) |PMV | = 0.263








(i) |PMV | = 0.267








(j) |PMV | = 0.278
図 3.7 設定温度パターンの例 (ϵ=0)
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高くエネルギー消費量が低めの時間帯は快適性を優先し PMV 値を 0 付近に制御してい
たためであると考えられる．また，図 3.7より，空調の設定温度スケジュールについて，































































































































手段について述べた．室内快適性の向上と 1 日のエネルギー消費量の削減の 2 つを目的
とし，目的関数を数理モデルを用いて定式化した．数理モデルに対して OMOPSOアル
ゴリズムを適用して，空調設定スケジュールの非劣解集合を探索した．選択圧を変更する





























































• PMV(x, A,t) 











































本章では，第 3章と同様に，空調設定温度スケジュール tset(x, t) を最適化する． 本
章では，分割時間間隔 Ts = 1[hour] として，設定可能時刻集合を Tset = {5 : 00, 6 :











て， 式 (3.2)と同じ形式の 式 (4.1)を用いる．
tset(x, t) =
xt (t = 5 : 00)tset(x, t− Ts) + xt (t = 6 : 00, 7 : 00, ..., 24 : 00) (4.1)
4.2.3 目的関数
ビルシミュレータである EnergyPlus は，各時刻 t における室内快適性を
TCFM(x,A, t) (TCFM: Thermal Comfort Fanger Model)，空調システムの電
力エネルギー消費量を ASEE(x,A, t) (ASEE: Air System Electric Energy) として

































































(R値 *1 = 1.73 [m2 K/W])
屋根断熱材
発泡ポリスチレンフォーム








外気導入量 1.38 [LPS *3/m2]


















































出力する．これらの値を用いて，第一目的関数である 式 (3.3), 第二目的関数である 式
(3.11)，制約関数である 式 (3.16)における，室内快適性 PMV (x,A, t), エネルギー消費
量 P (x,A, t)を以下のように代替して算出する．
PMV (x,A, t) = TCFM(x,A, t) (4.2)
P (x,A, t) = ASEE(x,A, t) (4.3)
EnergyPlus は室内快適性，エネルギー消費量を 10 分毎のデータとして出力する．そ
こで，快適性評価対象の時刻は T1 = {7 : 00, 7 : 10, . . . , 20 : 50, 21 : 00}，エネルギー消
費量評価対象時刻 T2 = {0 : 00, 0 : 10, . . . , 24 : 00}とする．また，外気温データも同様に









空調設定温度に関する制約 式 (3.19) と 式 (3.20) を以下の 2 つの式で置き換える．以降
の第 5章，第 6章も同様とする．
10tset(x, t) ∈Z (4.4)












システム株式会社の提供する拡張アメダス (AMeDAS: Automated Meteorological Data
Acquisition System)データ [1]を用いる．当日の外気温の時間推移を図 4.5に示す．空


































54 第 4章 シミュレーション最適化


















重み w [0.1, 0.5)の一様乱数
重み c1, c2 [1.5, 2.0)の一様乱数
非一様突然変異の係数 b 5 [16]
ϵ-dominanceの係数 ϵ 0.0075

































で年間約 12.7 億円相当の電気料金削減と約 42,400[t] の CO2 排出量削減が可能である．
一方で，従来のスケジュール Dを同程度のエネルギー消費量の提案法のスケジュールで
置き換えると，快適度が 0.07向上する．これは，快適度が不快側であった場合に比べて
56 第 4章 シミュレーション最適化
0.875% のオフィスワーカーの生産性改善につながる [26, 55]．今回の対象ビルのオフィ
スワーカーの人数は 827人であり，それぞれに平均年収と同額の人件費 (441万円)[41]が
かかっている場合，約 2,130万円の生産性改善効果が見込める．このシステムを全国のオ
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スケジュール D (設定温度 24.5[oC])























スケジュール E (設定温度 25.5[oC])
図 4.9 従来システムで得られた設定温度スケジュールによる結果























ついては，14:00～17:00の間に快適度が 0.5を超過しており，制約条件 式 (3.16)を満た
していないことが確認できる．







か分析する．図 4.10に，提案システムで得られた設定温度スケジュール A, B, Cと，そ
の両隣に隣接したスケジュール A’, A”, B’, B”, C’, C”のスケジュールを示す．図 4.10
を見ると，設定温度スケジュール B，Cの近くには，概ねそれらのスケジュールに近い設
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(Di,j − D̄)2 (4.6)
ここで，Di,j は，次の 式 (4.7)で定義される．この式は，ある設定温度スケジュール集合














た設定温度スケジュール A, B, C付近の設計変数 10個ずつを抽出してそれぞれに対して
計算し正規化すると，設定温度スケジュール A付近では Id = 1.0であるのに対し，設定


































スケジュール F, G, Hを抽出し青の円で示した．スケジュール F，G，Hそれぞれの付近
の設計変数 10 個ずつに対して，スケジュールの多様性評価尺度 Id を計算し正規化する
と，スケジュール F付近では Id = 1.0，スケジュール G付近では Id = 0.57，スケジュー
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図 4.13 制約条件 式 (3.16)の考慮の有無によって得られた解集合
方法
最適化の過程で，制約条件 式 (3.16)を考慮する方法 1，考慮しない方法 2を比較する．
方法 1は，提案システムである．方法 1と 2は，ともに表 4.3に示すパラメータを用いる．
結果
得られた解集合の目的関数空間における分布を図 4.13に示す．この結果から，制約条
件 式 (3.16)を考慮しない方法 2は，f1 値が高く快適性は悪いもののエネルギー消費量を
抑制できるスケジュールを獲得できることがわかる．方法 2が獲得した解集合の中で，制
約条件 式 (3.16)を満足する解集合に青い円で印をつけた．青い円の解集合は，最適化の
過程で制約条件 式 (3.16)を考慮する方法 1による解集合と比較すると，エネルギー消費
量が低くならないことがわかる．これは，第 1目的関数における一日の室内快適性の平均
値の最小化を試みても，方法 2では，制約条件 式 (3.16)における計測時刻ごとの室内快
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適性を満たしつつ第 2目的関数であるエネルギー消費量が低いスケジュールを獲得するこ


















ある空調スケジュール最適化問題を単一目的最適化問題に変換する．Minimize f2(x)Subject to f1(x) ≤ ϵ (4.8)
すなわち，室内快適性に関する目的関数 f1 に最大値 ϵを与えることで制約条件にし，エ
ネルギー消費量に関する目的関数 f2 を最小化する単一目的最適化問題にする．本項では，
ϵ = {0.01, 0.1, 0.2, 0.3, 0.4}とし，5つの選好解を求めることにした．








率は Cr = 0.9，スケーリング係数は F = 0.7にした．単一目的最適化の PSOと DEの
両方において，制約条件を伴う解の比較について，比較する 2つの解が実行可能なら目的
関数値 f2 が良い方，片方が実行可能でもう片方が実行不能なら実行可能の方，2つの解










多目的最適化する提案システムを方法 A，単一目的最適化する ϵ 制約法を組み込んだ
PSO を方法 B，同じく ϵ 制約法を組み込んだ DE を方法 C とし，得られた解集合を図
4.14 に示す．方法 A は 1 回の実行結果，方法 B と C は ϵ が異なる 5 回の実行結果を
示す．
まず，単一目的最適化する方法 Bと Cを比較する．ϵ = 0.4を用いる場合，方法 Bに
よる解は，方法 Cによる解をパレート支配する．しかし，これら 2つの解は，f1 = 0.4近
くまで到達できない．このように，ϵ制約法において，ϵが大きい場合，ϵ制約の境界近く
に解を獲得しにくい傾向が見られた．ϵ = {0.01, 0.1}を用いる場合，方法 Bの解は，方法
Cの解より，それぞれ f1 = {0.01, 0.1}への到達度が高い．しかし，方法 Bの解は，エネ
ルギー消費量 f2 が方法 Cの解より高く，方法 Cの解にパレート支配される．
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図 4.14 多目的最適化と ϵ制約法に基づく単一目的最適化によって得られた解集合
次に，多目的最適化する方法 Aと単一目的最適化する方法 B，Cを比較する．多目的
最適化する方法 Aが獲得した解集合は，単一目的最適化する方法 Bと Cが獲得したそれ
ぞれの解をパレート支配する解を内包することがわかる．方法 A と B は，ともに PSO
に基づく方法だが，異なる ϵを用いて単一目的最適化する方法 Bを 5回実行して得られ
た 5つの解は，多目的最適化する方法 Aを 1回実行して得られた解にパレート支配され
る．方法 Aが多様な解を解集団中に保持して解の生成に活用することで，パレートフロ
ントの特定部位を探索する方法 Bと Cより良好な解を獲得したのだとすれば，多目的化




化する PSOと DEより，提案システムにおいて多目的最適化する OMOPSOが良好な解
集合を 1度の最適化で獲得する実験結果が得られた．
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表 4.4 NSGA-IIと NSGA-IIIのパラメータ


















て，NSGA-IIと NSGA-IIIには，Simulated Binary Crossover (SBX) [2]と Polynomial
Mutation (PM) [9]を用いる．MOEA/D-DE [37]は，MOEA/D [60]を基礎とする方法
である．MOEA/Dは，一様分布の重みベクトル群を生成し，各重みベクトルに基づくス
カラー化関数群を同時に最適化することでパレートフロントの近似を試みる．解の生成法
として，MOEA/Dは SBXと PMを用いるが，MOEA/D-DEは DEと PMを用いる．
また，MOEA/D-DEには，解の更新数に制限が設けられるなどの変更が導入されている．
4種類のアルゴリズムについて，解集団サイズは 50，総世代数 500にした．OMOPSO
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表 4.5 MOEA/D-DEのパラメータ


























のうち OMOPSOが最も良い HVを示し，次いで NSGA-II, NSGA-III, MOEA/D-DE
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図 4.15 4種類の多目的進化計算法による探索性能 (Hypervolume値)の世代推移
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OMOPSOを方法 1, OMOPSOの工夫をそれぞれ無効化したアルゴリズム (方法 2～4)






メータを用いる．ただし，方法 2 ではアーカイブサイズは 100 とする．また，本実験で
は，それぞれの方法 1～4について初期値のシードを変更して 20回の試行を行い，その平
均の HVを比較する．
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表 4.6 OMOPSOのアルゴリズム上の工夫の検証方法
方法 条件 アーカイブサイズ リーダー粒子群 突然変異
方法 1 通常の OMOPSO 制限なし あり 3種突然変異操作
方法 2 アーカイブサイズ制限 制限あり あり 3種突然変異操作
方法 3 リーダー粒子群不使用 制限なし なし 3種突然変異操作
方法 4 突然変異なし 制限なし あり なし
結果
20 回試行によって得られた各世代の解集合の HV の平均値の推移を図 4.17 に示す．
本結果から，100世代までの探索初期では，方法 2・方法 4のアーカイブサイズに制限を
設けた手法および突然変異操作を行わない手法が良い HV値を示すが，探索後期になると
方法 2, 方法 3，方法 4の HV値は方法 1の通常の OMOPSO手法に劣った値を示すこと
がわかる．また，最終世代の解集合の HVの平均値を表 4.7に示す．最終世代では方法 1
の通常の OMOPSOの HV値が他の方法の HV値よりも大きくなった．これらの結果か






























図 4.17 OMOPSOのアルゴリズム上の工夫による HV値の世代推移の比較
表 4.7 OMOPSOのアルゴリズム上の工夫による HV値の比較
方法 条件 HV値
方法 1 通常の OMOPSO 0.6554
方法 2 アーカイブサイズ制限 0.6546
方法 3 リーダー粒子群不使用 0.6474
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を PSO と DE に組み込んだ単一目的最適化手法より，多目的最適化する手法のほうが
良好なスケジュールを獲得できることを示した．加えて，代表的な多目的最適化手法で






























温予報に誤差がない場合の室内快適性に関する第 1目的関数 f1, エネルギー消費量に関す
る第 2目的関数 f2 に加え，外気温予報に誤差がある場合の快適性の変動幅に関する第 3








































• PMV(x, A,t) 





























時刻 t 6:00 9:00 12:00 15:00 18:00 21:00 24:00 全体
平均値 µt -0.0554 0.0317 0.126 -0.0448 -0.134 -0.08 -0.00488 -0.140
標準偏差 (SD) σt 0.654 1.20 1.35 1.02 0.791 1.10 1.23 1.32
び実績データ [29]を用いる．今回は夏期を対象としており 2018年 6月～9月のデータを
使用して誤差を評価した．気温予報発表時刻は 5:00 であり，毎日 6:00～24:00 の予報気
温と実際の気温を比較する．図 5.2に各時刻の予報誤差レベル (実際の気温-予報気温)の
ヒストグラムを示す．色の違いは時刻の違いを表す．また，表 5.1に予報誤差の平均と標































図 5.2 外気温予報誤差のヒストグラム (2018 年 6～9 月, 気象庁発表データ [28, 29]
をもとに作成)
シミュレーション用外気温の設計
本研究では，気温予報値を Â = {â5:00, â6:00, . . . , â24:00} で表す．ここで ât は時
刻 t ∈ {5 : 00, 6 : 00, . . . , 24 : 00} における予報気温である．例えば，â12:00 = 32.0
[◦C] という予報値を示す．気温予報は毎日 5:00 に発表され，空調設定スケジュール
は予報に基づいて最適化される．ビルシミュレータの入力として，気温予報誤差を
考慮しない気温を A = {a5:00, a6:00, . . . , a24:00} と表す．ここで at は at = ât + µt
によって得られる時刻 t における修正された気温である．また，本研究で考慮する
気温予報誤差の分散は，多くの誤差発生ケースに対応できるよう ±2σ とする．上方
誤差分布を含む気温を A+2σ = {a+2σ5:00 , a
+2σ
6:00 , . . . , a
+2σ
24:00}，下方誤差分布を含む気温を
A−2σ = {a−2σ5:00 , a
−2σ
6:00 , . . . , a
−2σ
24:00} で表す．時刻 t における上方予報誤差分布を含む気温
a+2σt を以下の式で定義する．
a+2σt = at + 2σt (5.1)
ここで σt は表 5.1 における外気温予報誤差の時刻 t における SD 値である．同様に，
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a−2σt = at − 2σt (5.2)
図 5.1で示したように，シミュレーションにおける予報誤差を含まない気温 Aは，人の
室内快適性レベル f1 とエネルギー消費量 f2 の算出に使用される．予報誤差を含む気温




本章において，設計変数は第 4章と同様に，空調設定温度スケジュール tset(t) を最適
化することとする． 本章では，分割時間間隔 Ts = 1[hour]として，設定可能時刻集合を
Tset = {6 : 00, 7 : 00, . . . , 24 : 00}とする．また設定温度スケジュールを設計変数で表す
方法として， 式 (4.1)を用いる．
5.2.3 目的関数
本章では，外気温予報に誤差がない場合の室内快適性に関する第 1目的関数 f1, エネル
ギー消費量に関する第 2目的関数 f2 に加え，外気温予報に誤差がある場合の快適性の変
動幅に関する第 3目的関数 f3 とエネルギー消費量の変動幅に関する第 4目的関数 f4 を
考慮する．
予報誤差のない場合の快適性・エネルギー消費量の評価
室内快適性に関する第 1目的関数 f1, エネルギー消費量に関する第 2目的関数 f2 につ
いては，第 4章と同様に予報誤差を考慮しない気温 Aを用いて， 式 (4.2)，(4.3)で算出
する．
気温予報誤差がある場合のロバストネスの評価
目的関数値 f1, f2 は外気温 Aの影響を受ける．5.2.1項で述べたように，f1, f2 で入力
されている Aは予報誤差を考慮していない．Aと実際の気温に差異がある場合，Aに対
して最適化された空調スケジュール xは最適解ではないことがある．快適性レベル f1 と




Minimize f3(x) = max{|f1(x,A+2σ)− f1(x,A)|, |f1(x,A−2σ)− f1(x,A)|} (5.3)






Minimize f4(x) = max{|f2(x,A+2σ)− f2(x,A)|, |f2(x,A−2σ)− f2(x,A)|} (5.4)
5.3 実験内容
本章では，天気予報誤差によるロバスト性を考慮することの有効性を検証するために 2
つの手法を比較する．1つめの方法は気温予報誤差を考慮せずに 2つの目的関数値 f1, f2
を最適化する．2 つめの方法は，気温予報誤差を考慮して 4 つの目的関数 f1, f2, f3, f4
を最適化する．最適化には 2.2.3項で述べた OMOPSOによって探索する．
評価シミュレーション部の設定
本章ではシミュレーションの対象日を 4.3節と同様に 2006 年 8 月 21 日の拡張アメダ
スデータを用い，同じ空調運転モードと設定温度の上下限値を用いる．図 5.4に予報誤差
を考慮しない気温 Aおよび上方・下方の予報誤差を考慮した気温 A+2σ，A−2σ の１日の
推移を示す．
最適化部の設定
OMOPSO で用いるパラメータを表 5.2 に示す．EnergyPlus シミュレータの実行プ
ログラムと OMOPSO アルゴリズムは 4.3節同様 Java で実装した．また，計算の実行
には PCクラスタ (15PC，Windows Server 2012 R2 64ビット，AMD Ryzen7 1800X
3.6GHz, 16GB RAM)を用いた．
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重み w [0.1, 0.5)の一様乱数
重み c1, c2 [1.5, 2.0)の一様乱数




まず，ロバスト性を考慮せず目的関数値 f1 と f2 を最適化する方法，ロバスト性を考慮
して目的関数 f1, f2, f3, f4 を最適化する方法を比較する．得られた設定温度スケジュー
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図 5.6 外気温予報が誤差を含む A+2σ と A−2σ であった場合の，f3 と f4 のロバスト
ネス指標値の時間ごとの積算値
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表 5.3 ロバスト性を考慮しない 2目的最適化とロバスト性を考慮した 4目的最適化そ
れぞれで獲得した解集合の Hypervolume(HV)値
手法 ロバスト性を考慮しない手法 (2目的) ロバスト性を考慮した手法 (4目的)
HV値 0.813 0.866
ル集合を f1, f2 目的関数空間上にプロットした結果を図 5.5 (a)に示す．赤点が f1 と f2









関数 f3, f4 も考慮するため，2目的で探索したほうが目的関数 f1，f2 でよい値の解の割
合が多い．ここで，ロバスト性を考慮しない赤点の 2目的最適化とロバスト性を考慮した
黒点で示した 4目的最適化それぞれで得られたスケジュール集合について，2つの目的関
数 f1, f2 に対する Hypervolume値を計算し正規化した結果を表 5.3に示す．この結果か
ら，ロバスト性を考慮した 4目的最適化の手法では f1, f2 目的関数空間で良い解の割合
は少ないものの，f1, f2 目的関数空間においてもロバスト性を考慮しない 2目的最適化と
同等かそれより良い解を含んでいる事がわかる．
同様に，得られた設定温度スケジュール集合を f3, f4 目的関数空間上にプロットした結
果を図 5.5 (b)に示す．f3 と f4 は，それぞれ小さいほど外気温の予報誤差による変動を
低減できるロバストなスケジュールである．結果から，f3, f4 を考慮した黒の点は，赤の
点よりも値が小さく良いロバストネスの解を含み，多くの赤の点は，f3, f4 の 2次元の目
的関数空間上で黒の点に優越される．これらの結果から，黒の点で示したロバスト性を考






さらに，図 5.5 (a)において 4目的最適化で得られた解集合の分布について考察する．
4目的最適化によって獲得した解集合は，f1 ≤ 0.25の範囲では幅広い範囲に分布してい














図 5.5 から 2 つの得られたスケジュールを抽出し，時系列データの分析を行った．こ
こでは，ロバストネスを考慮しない 2目的最適化の結果から得られたスケジュール B と，
ロバストネスを考慮した 4目的最適化の結果から得られたスケジュール B′ について着目
した．図 5.5 (a)に示すように，B と B’は f1-f2 目的関数空間において近くに位置して
いるが，一方で図 5.5 (b)に示すように，f3-f4 目的関数空間においては B
′ は B を優越
している．図 5.6 (a), (b)に，B および B′ の f3, f4 の目的関数値の時間による積算値
を示す．両方の図において，小さい値が快適度合いとエネルギー消費量においてロバスト
であることを示す．この結果から，4目的最適化によって得られた B′ はロバスト性を考
慮していない 2目的最適化から得られた B に対して f3, f4 の積算値が低く，ロバスト性









予報誤差がある場合を示す．図 5.7 (a)および図 5.8 (a)から，従来の空調システムは設
定温度を 1日にわたって一定に保持するのに対し，提案システムは空調設定温度を時間毎
に動的に変更していることがわかる．図 5.7 (a) はロバスト性を考慮しない 2 目的最適
化により得た解 B のスケジュールであり，設定温度変更幅が小さめである．そのために，
図 5.7 (c) に示すように 9:00～13:00 と 16:00～18:00 あたりのエネルギー消費量が気温
予報誤差に従って大きく変化してしまっている．一方，図 5.8 (a)は不確実性を考慮した
4目的最適化で得られた結果 B′ のスケジュールであり，2目的の B に比べ設定の変動幅
が大きい．結果として，ロバストな解 B′ は，ロバストでない B と f1, f2 は同程度の値
であるにもかかわらず，室内快適性 f3 およびエネルギー消費量 f4 の気象予報誤差による
変動を低減できている．また，ロバストな解 B′ は昼間の 12:00～13:00の時間帯に温度を
低く保つことで，効率的に室温を冷やすように運転できている．ロバスト性を考慮してい
ない温度設定 B は，気温予報誤差がある場合エネルギー消費量が 149[kWh]増加するが，

























































































図 5.7 ロバスト性を考慮しない 2目的最適化で獲得した空調設定スケジュール B の時系列データ
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ト性に関する目的関数 f3,f4 を計算した結果を図 5.10に示す．本結果を見ると，概ねい
ずれの外気温予報誤差の場合でも，ロバスト性を考慮した 4目的最適化によって獲得した
スケジュール集合は，ロバスト性を考慮しない 2目的最適化によって獲得したスケジュー
















関数値を示す解を獲得している．OMOPSOは f4，MOEA/D-DEは f2 が良い解を獲得
している．NSGA-IIIによる解の分布には偏りが見られ，f1, f3 は良いが，f2, f4 は相対
的に良い解が得られない．4種類の手法でそれぞれ獲得した解集合の HV値を表 5.4に示
す．HVの算出条件は 4.5.3項と同様とした．OMOPSOが最も良い HV値を獲得してお
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表 5.4 4 種類の多目的進化計算法によるロバスト最適化で獲得した解集合の Hyper-
volume(HV)値
手法 NSGA-II NSGA-III MOEA/D-DE OMOPSO














スイート [11]のうち DTLZ1, 2, 5, 7の 4つに加えて，MaF08[7], UF12[61]，Water[46]
の計 7つの問題を取り上げる．これらの最適化ベンチマーク問題に対し，OMOPSOを適
用して獲得したパレートフロントの形状から，特徴を分析する．OMOPSOのパラメータ




チマーク問題は 4 目的に設定する．目的数が 5 目的以上のベンチマーク問題はその目的
数で最適化した結果のうち，第 1～第 4目的の散布図行列をプロットして比較する．

































































































































































































































































































































































































































































































































本章の最適化システムの構成を図 6.1 に示す．第 4章では，設計変数 x から計算され
る空調設定温度スケジュール tset(x, t)について，室内快適性 TCFM(x,A, t)とエネル
ギー消費量 ASEE(x,A, t) の 2 つの時系列データを EnergyPlus シミュレーションに




では，時間のかかる EnergyPlusシミュレーションを LSTM [18]に基づくサロゲート評
価器で置き換える．サロゲート評価器は，設計変数 xから計算される空調設定温度スケ
ジュール tset(x, t)を入力することにより室内快適性 TCFM(x,A, t)とエネルギー消費
量 ASEE(x,A, t)の 2つの時系列データを出力し，そのデータをもとに 2つの目的関数
































• PMV(x, A,t) 



















ため，本研究では，サロゲートモデルとして Recurrent Neural Network (RNN)のひと






























図 6.3は本研究で使用している LSTMユニットの構造を示す [18]．この図は k 番目の
LSTM層を示す．ここで，It, Htk と C
t
k はそれぞれタイムステップ tにおける LSTM層
の入力ベクトル，k番目の LSTM層の状態，k番目の LSTM層のメモリセル状態である．
gf は忘却ゲート，gc はメモリセルゲート gi は入力ゲートで，go は出力ゲートである．タ






wGki · Iti +
mH∑
h=1




(k = 1, 2, . . . ,mH) (6.1)















図 6.3 サロゲート評価器の LSTMの 1ユニットの構成
ここで Gはゲート種類 (gf , gc, gi, go)，wは入力 I
t の重み係数，uは LSTMユニット























wk ·Hk + θj
)
(j = 1, 2, . . . ,mO) (6.4)
ここで，Hk は LSTM層の k番目のユニットの出力，wk はその重み係数，θj は j 番目の
出力ユニットのバイアス項，そして fO は出力層の活性化関数である．fO の活性化関数
には恒等関数を用いた．
6.2.3 サロゲート評価器の入出力
図 6.2 に示したネットワークについて，入力としてタイムステップ t における空
調設定温度 tset(x, t) を入力し，快適性レベル TCFM(x,A, t) とエネルギー消費量
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ASEE(x,A, t) の 2 つの時系列データを出力として得る．これらの出力値は気象条件の
影響を受けるため，同様に外気温度と外気湿度も入力する．ここで図 6.2の入力はタイム




ユニットの数は mI = 3であり，I1, I2, I3 はそれぞれタイムステップ tにおける空調設
定温度 tset(x, t)，外気温度 at，外気湿度である．出力値とユニットの数mo = 2であり，







• PMV(x,t) (t ∈ 1)











• PMV(x,t) (t ∈ 1)







































示す．予測誤差の評価のために，MSE(Mean Squared Error)を用いた．学習データは 7
月 1日～8月 25日を開始日とする 7日間の時系列データをそれぞれ 100個ずつ作成し，
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表 6.2 サロゲート評価器の検証データに対する予測誤差率 (MAPE)
対象データ 室内快適性 (PMV) エネルギー消費量
MAPE[%] 0.305 1.25
そのうち 8 割を訓練データとしてサロゲート評価器を訓練し，2 割を検証データとして
精度評価に用いた．入力と出力データの範囲は [0,1]に正規化した．また，サロゲート評
価器は 7日間のデータを予測するため，最適化対象日である 8月 21日を 7日目とする 8
月 15 日～8 月 21 日のデータを用意して，最適化に利用した．入力データのうち 7 日目
の空調設定温度を設計変数に応じて変更してサロゲート評価器による予測を行い，出力と
して得られた 7 日間の時系列データのうち 7 日目のデータを用いて目的関数計算を行っ
た．サロゲート評価器は Python言語によって実装し，Windows 10(64bit)，Intel Core











節同様 Javaで実装し，計算は前項に記載した PCと同一の PCで実行した．
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ここで Vactual はシミュレータの出力した時系列データの真値，Vpredict は LSTMベー
スのサロゲート評価器が出力した推測値である．全ての検証データを系列として並べて，
MAPEを算出した．検証データの個数 nvalid = 184, 800である．室内快適性 (PMV)お
よびエネルギー消費量それぞれについてMAPEを算出したところ，結果は表 6.2のとお
りとなった．室内快適性の誤差率は 0.305%，エネルギー消費量の誤差率は 1.25% であ
り，提案したサロゲート評価器は 2つの時系列データを十分に小さい誤差で推測可能であ
るということがわかる．図 6.5に，EnergyPlusシミュレーションとサロゲート評価器で











転にあたりエネルギー消費量 f2 を妥協し，f2 の小さい省エネな空調設定温度スケジュー
ルはビルのオフィスワーカーの環境快適性 f1 を犠牲にする．
次に，提案システムによって得られたスケジュールの時系列データを確認する．図 6.6
の 3つのスケジュール A, B, Cについて，それぞれの時系列の空調設定温度，室内快適
性 PMV指標，エネルギー消費量を図 6.7に示す．室内快適性とエネルギー消費量の図に
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連続した時刻間の温度設定変更幅は 2.0 [◦C]以内であり，設定温度変更幅の 式 (4.5)を満
たす実行可能なスケジュールが得られていることがわかる．
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1つの解の平均評価時間 37.3 [秒] 0.120 [秒]





EnergyPlus シミュレータの 1/47 とすることができ，高速にパレート解集合を獲得可能
となった．しかし，一度の最適化には依然として 30分近い時間がかかっている．この時
間をさらに短縮できるとより信頼性の高い気象データの利用やビル管理者の利便性向上に
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6.5.2 方法
4.5.3項と同じく，4 種類の多目的進化計算法 OMOPSO，NSGA-II，NSGA-III，



























Step 4: 各粒子 xg ∈ P の速度と位置を 式 (2.7), (2.8)で更新する．ただし，xgbest は，
L のうち xg を ϵ 優越するリーダー粒子の中からバイナリトーナメント選択で選
択された粒子の位置とする．L に xg を ϵ 優越するリーダー粒子が存在しない場
合，xgbest は L 全体の中からバイナリトーナメント選択で選択された粒子の位置
とする．
更新した xg+1 の各要素が，[xmin, xmax]の範囲を超過した場合，境界値まで引き
戻し，さらに速度 vg+1 を −1倍する修復操作を施す．
探索パラメータ
OMOPSO, NSGA-II, NSGA-III, MOEA/D-DEに，提案するDOMOPSOを加えた 5
種類のアルゴリズムを用いて，サロゲートモデルによる評価を用いた空調設定スケジュー
ル最適化問題のスケジュールを探索した．解集団サイズは 35，総世代数を 500 とした．
OMOPSOおよび DOMOPSOのパラメータは 6.3.3項と同一した．また，NSGA-II と








た．次に，提案した DOMOPSO の性能を他の手法と比較する．DOMOPSO は 8 世代















































図 6.8 OMOPSOと改良手法である DOMOPSOにおける gBestの選択方法とその効果
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図 6.9 5つの多目的進化計算法による探索性能 (Hypervolume値)の世代推移
な解を発見する割合が高くなり，OMOPSO よりも早期に良好な解集合に到達したもの
と考える．DOMOPSOの HV値を OMOPSOと比較すると，OMOPSOの 500世代目




続いて，5 種類のアルゴリズムの 1 回目の試行における最終世代の解集合を目的関数
空間にプロットした結果を図 6.10に示す．この結果において，黒の点が OMOPSO，赤







数 f1 ≤ 0.1と f1 ≥ 0.3の端の範囲で，さらにパレートフロントへの収束性が高く良好な
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図 6.10 5つの多目的進化計算法による最終世代のパレート解集合 (第 1試行)
























力しすることで，ロバストネスを評価する目的関数である 式 (5.3), (5.4)を計算可能とす
る．OMOPSOによって，サロゲート評価器による評価値を用いて，気温予報誤差を考慮
せずに 2つの目的関数値 f1, f2 を最適化した結果と，気温予報誤差を考慮して 4つの目







図 6.11(a)に，サロゲート評価器を用い，ロバスト性を考慮せず目的関数値 f1, f2 を最
適化した結果とロバスト性を考慮して目的関数 f1, f2, f3, f4 を最適化した結果を f1 − f2
目的関数空間上にプロットした結果を示す．赤の丸が f1, f2 のみを考慮して最適化した
結果，黒の点が f3, f4 も考慮した結果である．f1, f2 がそれぞれ小さいほど室内快適性
レベル・エネルギー消費量が少なく良好なスケジュールであることを示す．結果から，提
案システムによって得られた結果はそれぞれ 0.5未満であり， 式 (3.17)を満たして実行
可能である．シミュレーションを用いたロバスト最適化による結果図 5.5(a)と同様に，4
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目的の場合は f1, f2 以外にロバスト性 f3, f4 という別の目的関数も考慮するため，2目的
で最適化したほうが f1, f2 においては良い目的関数値を示す解を獲得できる傾向がある．
一方で 4目的で最適化した結果は f1, f2 においては悪い目的関数値を示す解も含んだ目
的関数空間の広域に分布する解集合が得られることがわかる．同様にして獲得したスケ







6.11に示すように，f1, f2 目的関数空間で近い値を持ち，かつ f3, f4 目的関数空間で離
れた値となる 2つの解 X, X’を抽出し，それぞれの時系列のスケジュールを図 6.12に示
す．これら 2つの解は，f1, f2 では近い目的関数値を持つが，解 Xは f3 が小さく快適性
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スケジュール X (ロバスト性を考慮しない 2 目的最適化で得た解)

















































































こと，f1 − f3 や f1 − f4 目的関数空間で目立ったトレードオフ関係が見られないことなど
同様の傾向が得られていることがわかる．しかしながら，解集合の分布の範囲が異なる，











合をシミュレーションで評価した結果を赤の丸で示す．f1 − f2 目的関数空間，f3 − f4 目
的関数空間どちらとも，サロゲート評価器による評価値とシミュレーションによる評価値
の差異が現れており，分布が大きく異なっている．一方で，獲得したスケジュール集合は
f3 − f4 でもロバストな値を示しており，ロバストな解を探索することはできている．次
に，4目的最適化で獲得したロバストなスケジュールとロバスト性を考慮しない 2目的最
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表 6.4 スケジュールおよび気温予報誤差によるサロゲート評価器の予測誤差率 (MAPE)
スケジュール 気温予報誤差 室内快適性のMAPE[%] エネルギー消費量のMAPE[%]
2目的最適化 なし 0.48 3.57
で獲得した 上方誤差 1.27 12.0
スケジュール 下方誤差 0.53 3.26
4目的最適化 なし 12.3 22.7
で獲得した 上方誤差 13.0 22.4
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1つの解の平均評価時間 110.8 [秒] 0.209 [秒]
最適化全体にかかった時間 73.6 [時間] 0.790[時間]
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