Complexity continuum within Ising formulation of NP problems by Kalinin, Kirill P. & Berloff, Natalia G.
Complexity continuum within Ising formulation of NP problems
Kirill P. Kalinin1† and Natalia G. Berloff2,1∗
Department of Applied Mathematics and Theoretical Physics,
University of Cambridge, Cambridge CB3 0WA, United Kingdom and
2Skolkovo Institute of Science and Technology, Bolshoy Boulevard 30, build. 1 Moscow, 121205 Russian Federation
(Dated: August 4, 2020)
A promising approach to achieve computational supremacy over the classical von Neumann ar-
chitecture explores classical and quantum hardware as Ising machines. The minimisation of the
Ising Hamiltonian is known to be NP-hard problem for certain interaction matrix classes, yet not all
problem instances are equivalently hard to optimise. We propose to identify computationally simple
instances with an ‘optimisation simplicity criterion’. Such optimisation simplicity can be found for
a wide range of models from spin glasses to k-regular maximum cut problems. Many optical, pho-
tonic, and electronic systems are neuromorphic architectures that can naturally operate to optimise
problems satisfying this criterion and, therefore, such problems are often chosen to illustrate the
computational advantages of new Ising machines. We further probe an intermediate complexity for
sparse and dense models by analysing circulant coupling matrices, that can be ‘rewired’ to introduce
greater complexity. A compelling approach for distinguishing easy and hard instances within the
same NP-hard class of problems can be a starting point in developing a standardised procedure for
the performance evaluation of emerging physical simulators and physics-inspired algorithms.
INTRODUCTION
The recent advances in development of physical plat-
forms for optimising combinatorial optimisation prob-
lems reveal the future of high-performance computing for
the quantum and classical devices. Unconventional com-
puting architectures were proposed for numerous systems
including superconducting qubits [1–3], CMOS hard-
ware [4], optical parametric oscillators [5, 6], memristors
[7], lasers [8–10], photonic simulators [11, 12], trapped
ions [13], polariton [14, 15] and photon [16] conden-
sates. An attractive opportunity to show the advanta-
geous performance of one system over others becomes a
demonstration of the platform’s ability to optimise non-
deterministic polynomial time (NP) problems that are
computationally intractable for the traditional von Neu-
mann architecture machines. The intractability is man-
ifested in an exponential growth of the number of oper-
ations with the problem size. From the computational
complexity theory perspective, the exponential growth
does not necessarily apply to all instances of an optimi-
sation problem, that is shown to be NP-hard in general,
admitting the worst-case scenario when a mere hand-
ful of instances are truly hard to optimise. Selection of
the hardest instances within NP-hard classes could be
the key to determining the computational advantages of
small and medium-size simulators and may lead to a re-
liable generalisation of their optimisation performance to
a larger scale.
The hard optimisation problems from vastly differ-
ent areas including the travelling salesman problem, spin
glass models, knapsack problem, integer linear program-
ming, can be reformulated as minimisation of spin Hamil-
tonians [17], among which a special place belongs to
the Ising Hamiltonian. To minimise Ising Hamiltonian
(‘solve Ising model’) one needs to find N binary spins
si ∈ {−1, 1} that minimise
HIsing = −1
2
N∑
i,j=1
Jijsisj −
N∑
i=1
hisi, (1)
where Jij are real coupling coefficients and hi are exter-
nal fields. Solving Ising model for certain coupling ma-
trices is proved to be NP-hard [18] (see Materials and
Methods for details). The Ising Hamiltonian is univer-
sal meaning that there exists a fine-graining procedure
that transforms any classical spin Hamiltonian, contin-
uous or discrete, with an arbitrary coupling matrix to
the low-energy spectra of the universal model such as
the Ising model on square lattice with fields [19]. Given
existing small and medium-scale simulators, considerable
attention is devoted to problems that can be mapped to
the Ising model with zero overhead. A common example
includes the maximum cut (MaxCut) class of problems
in which one looks for the cut of a graph into two sub-
sets with a largest number of their connecting weighted
edges. The subclass of unweighted graphs is attractive
for experimental implementation since it only requires
the realisation of antiferromagnetic couplings (Jij < 0)
of the same amplitude, i.e. Jij = −1 if spins i and j are
connected, and 0 otherwise. Accordingly, instances of the
unweighted k-regular MaxCut, in which each spin is con-
nected to k other spins, are often used to study new and
compare existing physical simulators [5, 11, 12, 20, 21].
The 3-regular MaxCut problems were used in the pro-
posal of the quantum approximate optimisation algo-
rithm [22] with its later experimental demonstration on
superconducting qubits [23]. Another common practice
is to consider the unweighted MaxCut problems on cir-
culant graphs. Circulant graphs are defined by symmet-
ric circulant adjacency matrices where (i + 1)-th row is
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2a cyclic shift of i-th row by one element to the right.
Subclasses of circulant graphs include complete graphs,
cyclic graphs, Mobius ladder, and many others [24, 25].
Efficient quantum walks were implemented on circulant
graphs with sampling problem shown to be intractable for
classical hardware [26]. The unweighted complete graphs
with antiferromagnetic couplings were recently optimised
for large sizes up to 80000 with the photonic Ising ma-
chine [11]. The Mobius ladder graphs formally belong to
the unweighted MaxCut problem, which is NP-hard [27],
and have the circulant adjacency matrix with nonzero el-
ements of the first row at 0, N/2, and N -th positions,
where N is an even number. For the Mobius ladder of
size N = 100, the ground state probability of 21% was
shown for the coherent Ising machine based on optical
parametric oscillators [5, 28, 29] and, later, a success rate
of 34% was demonstrated with opto-electronic oscillators
[30]. The 3% ground state probability was reported for
the larger Mobius ladder of size 300 on the analogue cou-
pled electronic oscillator machine [31].
Ordinarily, it is tempting to assume that choosing any
instance of a general class of NP-hard problems is tan-
tamount to considering a hard instance, thereby ignoring
the possibility of an instance to be in the P-class. In this
article we question what counts as hardness and probe
an instance complexity between the two extremes. To
detect easy instances within the Ising model, we pro-
pose an ‘optimisation simplicity criterion’. We provide
a numerical evidence of such optimisation simplicity for
instances covering a wide range of problems from spin
glass models to k-regular MaxCut problems. As an il-
lustrative example of easy instances of the unweighted
3-regular MaxCut problem, the Mobius ladder graphs
are shown to be polynomially solvable. In particular,
greater than 99% ground state probability can be en-
sured with the quadratic increase in the number of time
iterations for the original Hopfield-Tank algorithm [32] on
graphs up to 10000 size. With a simple Mobius ladder at
one end and hard arbitrary 3-regular MaxCut graph on
the other, the relative hardness of intermediate graphs
with rearranged edges is investigated. We establish that
rewiring of 40− 50% edges in Mobius ladders of various
sizes is sufficient to restore a hardness similar to ran-
dom 3-regular graphs, as evidenced by the time required
to achieve zero-optimality gaps for the exact commercial
solver, Gurobi. We further observe the hardness peak in
k-regular circulant matrices with respect to varied graph
connectivity k and compare their relative complexity to
random k-regular graphs, confirming the inevitable diffi-
culty decrease for dense graphs. The class of Ising models
satisfying the proposed optimisation simplicity criterion
is in no way limited to circulant matrices and includes
sparse and dense interaction matrices of various topolo-
gies with or without a magnetic field. For some Ising
models, such as Mattis model, unweighted spin glasses on
torus, biased ferromagnet on Chimera graph, we find that
all instances are polynomially easy to optimise. There
exists high probability of finding simple small size ran-
dom instances of NP-hard problems, as we confirm for
3-regular MaxCut, Sherrington-Kirkpatrick, and other
spin glass models, with couplings taken from Gaussian
and bimodal distributions. Understanding the average
instance complexity of NP-hard problems and having a
robust way to identify the polynomially easy instances
could help evaluate the general potential of small and
medium-scale simulators in solving hard combinatorial
optimisation problems.
RESULTS
We adhere to the philosophy that simple criteria can
always be verified with a simple model. The original
work of Hopfield and Tank [32] introduced an analogue
computational network for solving difficult optimisation
problems. The network, later termed the Hopfield-Tank
(HT) model or HT neural network, is governed by the
equations:
dxi
dt
= −xi
τ
+
N∑
j=1
Jijvj + I
b
i , vj = g(xj), (2)
where xi(t) is a real input that describes the state of
the i-th network element at time t, τ is the decay pa-
rameter, J is the symmetric coupling matrix, Ibi are the
offset biases (external fields) that can be absorbed into
J by introducing an additional spin, N is the size of the
network, and g(xi) is the activation function. The non-
decreasing monotonic function g(xi) is designed to limit
possible values of vi to the [−1, 1] range and is typically
chosen as a sigmoid or hyperbolic tangent. The steady
states of the HT model (2) are the minima of Lyapunov
function E:
E = −1
2
N∑
i,j=1
Jijvivj −
N∑
i=1
Ibi vi +
1
τ
N∑
i=1
∫ vi
0
g−1(x)dx.
(3)
In the high-gain limit, when τ → ∞ or g approaches a
step function g(x) = 1 (g(x) = −1) if x ≥ 0 (x < 0), the
minima of E occur at vi = {−1, 1} and correspond to
the minima of Eq. (1). If the high-gain limit conditions
are violated (low-gain limit), the minima of E are not
necessarily at vi = {−1, 1} and can be inside the hyper-
cube [−1, 1]N . By projecting non-integer amplitudes of
the steady state at the end of the simulation, the allowed
minimiser of the Ising model is restored at the nearest
hypercube corner. Therefore, the HT network tends to
locate local minima if minimises the Ising model at all,
as has been recognised in earlier works [33]. Remark-
ably, there exists a class of simple coupling matrices that
can be globally optimised even in this low-gain limit. For
3zero fields in both limits, the steady states are completely
characterised by the coupling matrix eigenvalues λi and
corresponding orthogonal eigenvectors ei ∈ RN×1 with
matrix expressed as J =
∑N
i=1 λieie
T
i . In presence of
degenerate or zero eigenvalues, the eigenvectors form a
subspace of rank lower than N . Denoting components of
v in the space of coupling matrix eigenvectors as γi and
the null subspace component as q, the amplitudes and
energy can be written as
v =
N∑
i=1
γiei + q, (4)
E = −1
2
N∑
i=1
λiγ
2
i +
1
τ
N∑
j=1
∫ vj
0
g−1(x)dx. (5)
To minimise E, the components γi should be increased
for positive λi and decreased otherwise. This reveals the
nature of how the HT algorithm functions: it changes
amplitudes vi in a way that gradually favours the larger
positive eigenvalues λi [34]. Therefore, the HT algorithm
finds the minimum of the Ising model that corresponds to
the largest positive eigenvalue. If this minimum happens
to be the global minimum, which is true for many prob-
lems selected for testing Ising Hamiltonian minimisers,
the corresponding instances should be considered poly-
nomially simple for optimisation, as we further explain
in the paper.
Time evolution of HT networks is known to replicate
the behaviour of many existing Ising simulators in op-
tics, photonics, and electronics. For instance, the recent
memristor-based annealing system operates as a Hopfield
neural network [7]. Another example is the coherent
Ising machine on optical parametric oscillators that is
commonly thought to be similar of HT networks with
an addition of nonlinear saturation of amplitudes and
therefore both are commonly compared [20]. For such
gain-dissipative computing machine, the consecutive bet-
ter minima are achieved via a series of bifurcations which
start at the smallest eigenvalues of the coupling matrix
[35].
In general, the global minimum of the Ising Hamilto-
nian would correspond to a nontrivial direction in the
eigenspace of ei in Eq. (5). This obvious yet substan-
tial observation leads to our proposal for ‘optimisation
simplicity criterion’:
Proposition (Optimisation Simplicity Criterion - OSC).
The instance of a hard problem should be regarded as
computationally simple, i.e. belonging to the P com-
plexity class, if the ground state minimiser sgs of the
Ising Hamiltonian HIsing is located at the hypercube cor-
ner of the projected eigenvector emax, corresponding to
the largest eigenvalue λmax of the coupling matrix J :
Eλ = minHIsing = −1
2
sTgsJsgs, sgs = sign(emax). (6)
Without the loss of generality, the fields (biases in HT
networks) are assumed to be zero since they can always
be incorporated into the coupling matrix J with an ad-
ditional spin. The OSC provides an upper bound for the
ground state energy of the Ising model. The standard
procedure for verifying whether a particular instance sat-
isfies this criterion would be to compare the upper bound
energy, that corresponds to the eigenvector of the largest
eigenvalue Eλ, with the global minimum obtained with a
physical simulator or an optimisation algorithm. If these
two energies coincide, the instance should be considered
trivial to optimise. The polynomial complexity of in-
stances satisfying the OSC could be recovered with the
HT algorithm (2), which is naturally designed to project
the input vector into a subspace that is dictated by the
eigenvalues of the coupling matrix. For an instance to vi-
olate the OSC, it is sufficient to provide an energy lower
than Eλ. Once instances are found that do not satisfy
the OSC, their complexity can be further assessed by
other means. For example, the optimality gaps could be
evaluated using exact solvers such as Gurobi, as we show
below.
Mobius ladder graphs
As an illustrative example, we apply the HT algorithm
(2) with a hyperbolic tangent activation function to a
particular type of unweighted 3-regular graphs, namely
the Mobius ladder graph. The two representations of this
cubic circulant graph of size N are shown in Fig. 1A.
When n = N/2 is an even number, antiferromagnetic in-
teractions cause lattice frustrations resulting in N degen-
erate ground states with two frustrated edges (shown in
red) between two domains of n anti-aligned spins and the
ground state energy of (3n−4). Figure 1B demonstrates a
typical simulation of the HT network for the Mobius lad-
der of size N = 1000. The ratio of the HT energy, found
by associating spins with the signs of amplitudes vi at the
steady state, to the ground state energy is defined as the
proximity to the ground state. The network operates in
the low-gain limit (see Materials and Methods for param-
eters) and, hence, the amplitudes vi are not binary when
the steady state is reached. Yet, by gradually favouring
the eigenvectors with larger eigenvalues, the HT algo-
rithm moves spin states through the hypercube interior
over time and achieves the global minimum regardless
of the fact that the coupling matrix is modified by non-
equal continuous amplitudes vi in [−1, 1]. The necessity
of homogeneous amplitudes for the minimisation of non-
trivial spin Hamiltonians with gain-dissipative networks
was discussed recently [36, 37]. All states of the low en-
ergy spectra Eλi in Fig. 1B correspond to the eigenvec-
tors of the largest eigenvalues of the interaction matrix,
whose analytical expressions are available for the Mobius
ladder as a representative of circulant matrices.
To estimate the polynomial time complexity of the
4FIG. 1. Optimisation of the Ising model on the Mobius
ladder graphs with the Hopfield-Tank algorithm. (A)
Illustration of the Mobius ladder graph on Mobius strip (left)
and on circular graph (right). Two possible frustrated edges
in the ground state are highlighted in red. (B) The evolution
of amplitudes vi (top) for the Mobius ladder graph of size N =
1000 overNiter = 3000 time iterations of the Hopfield-Tank al-
gorithm with the corresponding proximity to the ground state
shown below. All low energy levels Eλi correspond to the pro-
jected eigenvectors sign(ei) of the distinct largest eigenvalues
λi. (C) The number of time iterations Niter of the Hopfield-
Tank algorithm for optimising Mobius ladder graphs of sizes
up to N = 10000 with desired ground state probability ranges
of pgs ∈ {50 − 55%, 75 − 80%, 99 − 100%} are shown on the
left panel. The solid lines correspond to a quadratic fit con-
firming that the Ising model on Mobius ladder graphs can be
solved in polynomial time. The number of algorithm runs per
each graph size is fixed to 250. The ground state probabilities
as a function of Mobius Ladder size are shown for the fixed
number of time iterations Niter ∈ {10000, 50000, 250000} on
the right panel.
Mobius ladder graphs, we determine the number of HT
time iterations for achieving the ground state with prob-
abilities greater than 50%, 70%, and 99% for problem
sizes up to N = 10000. The ground state probability
is defined as the fraction of simulations leading to the
global minimum to the total number of simulations. Fig-
ure 1C(left) shows a polynomial (quadratic) increase in
the number of iterations with the graph size, which con-
firms the optimisation easiness of such problems. The
quadratic slope remains the same for each range of the
desired ground state probability. The ground state prob-
ability decreases for the fixed number of iterations as
demonstrated in Fig. 1C(right) and suggests that the re-
ported quick performance deterioration of physical Ising
machines with the network size [5, 30] may be caused
by the fixed amount of internal system loops available
in a physical platform. Though the Mobius ladders with
odd N/2 are not frustrated, the lack of frustration does
not necessarily mean that the ground state is trivial to
reach. We consistently observe that such non-frustrated
graphs require larger number of time iterations than frus-
trated Mobius ladder graphs with even N/2. Since the
complexity of one time iteration of the HT algorithm is
determined by the matrix-vector multiplication product
as O(kN) for k-regular sparse graphs, the time complex-
ity for globally optimising Ising Hamiltonian on Mobius
ladders scales as O(N3) with the problem size.
Given the understanding of what is essential for an in-
dividual instance of an NP-hard problem to be counted
as simple, we present a natural approach for restoring
complexity and study the continuous complexity transi-
tion from simple to hard instances for Ising optimisation.
3-regular MaxCut
Given two kinds of 3-regular graphs on the opposite
sides of complexity, the rewiring procedure allows us
to ‘tune’ the graph from Mobius ladders to random 3-
regular graphs, MaxCut problem on which is known to
beNP-hard, and thereby to probe the intermediate prob-
lem complexity. To interpolate between two extremes, we
consider the following random rewiring procedure. Start-
ing from the Mobius ladder, we remove and reconnect
a pair of edges at random. For each subsequent iter-
ation of the rewiring procedure, a random pair among
original edges (if any) of the Mobius ladder is selected.
Hence, intermediate graphs are quantified by the per-
centage of rewired edges in the Mobius ladder. For the
frustrated Mobius ladder graphs to violate the simplicity
criterion, the rearrangement of two edges is sufficient for
any problem size N as shown in Fig. 2A(left) and works
for about 85% of Mobius ladders of size up to 1000 in
Fig. 2A(right). Both configurations preserve the ground
state energy of (3n − 4) while make the rewired graphs
impossible to optimise with the HT algorithm even for
the smallest problem sizes. For the Mobius ladder with
no frustration (odd n), the edges J12, JN−2,N−3 could
be rewired as J1,N−3, J2,N−2 to violate the OSC for any
5N ≥ 10. Although satisfying the OSC is sufficient for the
certain graph structure to be simple, its violation does
not necessarily make the instance hard to solve and other
optimisation approaches have to be tested to estimate the
relative hardness. Using physics-inspired algorithms [37–
41] would give a bias to a particular algorithm, and in ad-
dition, a second bias would be the use of a specific hyper-
parameter optimisation technique. Another formal way
to address the relative complexity is to use exact solvers.
For example, the commercial solver Gurobi [42] employs
various pre-processing techniques and uses heuristics for
accelerating the branch-and-bound algorithm [43] that
can be applied to mixed-integer programming problems.
For problems which can not be exactly solved for a given
time limit, Gurobi evaluates the optimality gap that is
defined as:
OGAP =
Ebest − Elower bound
Ebest
, (7)
where Ebest and Elower bound are the best objective and
the lower objective bound, respectively. The size of opti-
mality gap or the time to reach a particular gap could be
used as a performance metric for the problem complex-
ity [44]. Hence, the relative hardness of the rewired Mo-
bius ladder graphs can be evaluated by the time it takes
Gurobi to reach zero optimality gap. Figure 2B shows
this time to zero optimality gap dependence on the per-
centage of rewired edges in the Mobius ladder graphs of
size N ∈ {100, 200, 300}. For all sizes, the initial expo-
nential increase in time is followed by a plateau starting
at about 40−50% of rewired edges. For this percentage of
rearranged edges, the still recognisable original four-band
structure of the Mobius ladder graph has equivalent com-
plexity of random 3-regular graphs. Such equivalence can
be associated with frustrated (unsatisfied) edges, namely
edges with different signs of sisj and Jij , the number
of which is necessarily minimised at the ground state.
Rewiring 40% edges in the Mobius ladder for N = 100
introduces about 8% of frustrated edges, which makes its
complexity relatively similar to random 3-regular graphs
with 8.6% of frustrated edges.
k-regular MaxCut
To complete the analysis of the unweighted MaxCut
problem, we investigate the significance of graph con-
nectivity for the optimisation hardness. We start with
graphs that are mostly easy to optimise and consider un-
weighted k-regular circulant graphs. Such graphs rep-
resent an especially tractable class of interaction matri-
ces for the proposed OSC since their eigenvectors and
eigenvalues are known analytically. For any circulant
matrix, the orthogonal eigenvectors em can be deter-
mined as the columns of the discrete Fourier transform
matrix F with elements Fjm = exp(2piijm/N), where
j,m = 0, . . . , N − 1. The eigenvalues can be recovered as
λ = Fc, where c is the first row of circulant matrix. For a
FIG. 2. Continuum complexity transition of the Ising
model on 3-regular graphs. (A) The rewiring procedure
of two edges for violating the optimisation simplicity criterion
in the Mobius ladder graphs of size N = 2n for any even n
(left) and most even n (right). The removed and added edges
are shown with red solid and dashed green lines, respectively.
The global optimisation of the Ising model on such rewired
graphs is infeasible for the Hopfield-Tank algorithm. (B)
The relative hardness of the rewired Mobius ladder graphs
is evaluated by the median time required for reaching zero
optimality gap with Gurobi solver for problem sizes 100, 200,
and 300. For each problem size, the 100 random graphs are
optimised for every percentage of rewired edges with shaded
regions indicating interquartile range. The initial exponen-
tial complexity increase stops at about 50% of rewired edges
in the Mobius ladder graphs of all sizes. The following time
plateau for rewired Mobius ladder graphs shows their equiv-
alent optimisation hardness of random 3-regular graphs.
symmetric circulant matrix, the real and imaginary parts
of the eigenvectors em are also eigenvectors that corre-
spond to columns of the discrete cosine transform and
discrete sine transform matrices. If the signs of one of the
columns of discrete cosine transform <(em) coincide with
the ground state spin configuration of the Ising model,
then the circulant interaction matrix satisfies the OSC
and can be counted as simple to optimise. Unlike Mo-
bius ladders, the global minimisers of the Ising model are
not known a priori for a random circulant coupling ma-
trix. To find the exact solutions, we apply Gurobi solver
6with the set time limit of 600 seconds per optimisation of
each graph. This time restriction is sufficient for globally
optimising some circulant matrices for which we define
the probability of finding simple instances psimple as the
fraction of coupling matrices satisfying the OSC to the
total number of exactly optimised matrices. Figure 3A
represents random sparse and dense circulant coupling
matrices on circular graphs. We show the optimality gap
size and time to reach it as a function of the graph degree
in Fig. 3B with both quantities averaged over the ensem-
ble of 25 random couplings matrices per each connectivity
k. The small fraction of simple circulant graphs, when
psimple  1, correlates with larger optimality gaps for
all connectivities k and reflects the typical case complex-
ity of circulant graphs for particular k. The optimality
gap has a sharp peak as the connectivity approaches the
k = 41 for both considered problem sizes N = {50, 100}.
Increasing the Gurobi time limit to 1200 seconds helps
to achieve ground states for more circulant graphs and
confirms a larger fraction of 70% of graphs are simple
and satisfy the OSC.
The existence of an algorithmic hardness peak may be
associated with the computational complexity of graphs
with the hardest instances occurring near phase bound-
aries [45], as was argued for the first-order phase tran-
sitions in K-satisfiability problems [46]. For circulant
graphs, the discontinuous jump of the optimality gap
is reminiscent of letter ‘lambda’, which is often referred
to as λ-phase transition in condensed matter systems
[47, 48]. Since both the time and optimality gap get
smaller for very sparse and very dense matrices, the cir-
culant graphs exhibit easy-hard-easy complexity transi-
tion [49]. Such easy-hard-easy pattern correlates with
the number of frustrations in the ground state: at low
and high connectivity values k the ground states have
around 10% and 50% of unsatisfied edges, while at val-
ues of kλ ≈ 39 − 41 near the algorithmic hardness peak
around 43% and 39% of edges are violated for considered
problem sizes of 50 and 100. The number of frustrated
edges is consistent with the peak locations for smaller
problem sizes, e.g. the hardest circulant graphs can be
found for k = 27 with 44% of unsatisfied edges for prob-
lem size 30. At large sizes, the circulant matrices become
more sparse due to pinned hardness peak at kλ = 41 and
the first-order transition tends to be less pronounced. We
note that the presence of phase transition phenomena
could reflect computational hardness in some problems
though in our case it is observed within mostly computa-
tionally simple circulant graphs. Similar to the analysis
of 3-regular graphs, the relative complexity of random
unweighted k-regular graphs can be probed by rewiring
easy circulant graphs. We evaluate the optimality gaps
and corresponding optimisation times by rewiring 5 sim-
ple circulant graphs, satisfying the OSC, per each con-
nectivity k and considering 50 random graphs per each
percentage of rearranged edges in Fig. 3C. Here the k = 3
FIG. 3. Ising model on unweighted k-regular graphs.
(A) Illustration of the structure of k-regular circulant matri-
ces of size N = 50 on circular graphs for k ∈ {10, 25, 40}. (B)
Probability of generating a simple circulant matrix, satisfying
the optimisation simplicity criterion, is shown as a function of
connectivity k for problem sizes 50 and 100 (grey bars). The
average optimality gap (green diamonds) and median time
to reach it (blue circles) are demonstrated for Gurobi solver
below. The optimality gap dependence shows the easy-hard-
easy complexity pattern with the hardness peak resembling
‘lambda’ phase transition at connectivity degree k = 41 for
both problems sizes. The time limit of Gurobi solver per
each graph was limited to 600 seconds. Shading represents
interquartile range. (C) The median optimality gap and time
are shown as a function of the percentage of rewired edges in
easy circulant graphs of size 50 of various degrees. Starting
from k = 6 and for degrees away from the hardness peak,
the flat dependencies indicate relatively similar complexity of
random k-regular graphs to easy circulant graphs.
case is as a reference point, showing that the observed
complexity increases for size N = 50. This increase is
not exponential for N ≤ 50, though it would be get-
ting exponential for larger sizes as was demonstrated for
rewired Mobius ladder graphs in Fig. 2. Hence, for small
connectivities k ≤ 5, the time to optimise the rewired
graphs grows exponentially. Between k = 6 and con-
nectivities away from the hardness peak, the rewiring
procedure leads to almost flat time dependences on the
percentage of rewired edges. Such time behaviour sig-
nals that the relative complexity of simple to optimise
circulant graphs for k ≥ 6 is equivalent to complexity of
random k-regular graphs, implying that the latter may
be easy to optimise too. Among all considered connec-
tivities, only the rewired graphs near the hardness peak
7k = 39 of circulant matrices can not be optimised with
the Gurobi time limit set to 600 seconds which is evi-
dent by an exponential increase of the optimality gap.
The rewiring makes no difference in the limit of fully-
connected matrices with all unweighted complete graphs
satisfying the OSC and being polynomially easy to op-
timise, which generalises to any problem size. We note
that our relative complexity analysis is performed within
the fixed problem sizes of the unweighted k-regular Max-
Cut. In the opposite limit of fixed connectivity k, other
complexity phase transitions could happen with an in-
creasing problem size. For example, a phase transition
was analytically predicted at the edge density of 50% for
the regular MaxCut problem [50].
GENERAL APPLICABILITY OF THE
OPTIMISATION SIMPLICITY CRITERION
Any instance of a problem from the P-class is polyno-
mially easy to optimise, while for an arbitrary instance of
NP-hard problem there is no guarantee that the instance
is hard. Hardness cannot be guaranteed by violating the
proposed OSC, which in itself can only help detect nat-
urally easy instances of NP-hard problems. With an
addition of the rewiring procedure proposed above, the
relative complexity of random graphs can be probed. Till
now, the identified simple instances of Ising models were
deliberately limited to circulant coupling matrices. To
emphasise the general applicability of the OSC to in-
stances of any NP-hard problem, we show examples of
simple graphs in a diverse set of problems that are of-
ten chosen to evaluate the performance of Ising physical
machines and computational algorithms.
We apply the OSC to Ising models with dense, e.g.
Sherrington-Kirkpatrick and Mattis models, and sparse
coupling matrices, where besides 3-regular MaxCut we
examine spin glass models of various topologies includ-
ing torus, Chimera graph, and 3-regular planar graphs.
Where appropriate, in addition to unweighted coupling
matrices, we consider commonly chosen probability dis-
tributions for interaction strengths such as bimodal,
when couplings take values from {−1, 1} with equal prob-
ability, and Gaussian, when couplings are distributed
around zero mean with unit variance (for full model de-
scriptions please see Materials and Methods). Some of
these models belong to the P-class with all instances
satisfying the OSC, e.g. Mattis spin model, unweighted
spin glass on torus, unweighted biased ferromagnet on
Chimera graph, or unweighted ladder graphs with a mag-
netic field (see Fig. 4). For other models there exist high
chances of getting easy to optimise small-size random
instances. Across all models, consistently greater proba-
bilities of simple Ising instances are observed for the cou-
pling matrices with values from bimodal and unweighted
distributions compared to the Gaussian distribution.
When testing small-scale Ising simulators, the exis-
tence of many polynomially easy instances of NP-hard
problems should be taken into account to avoid a mislead-
ing assessment of optimisation capabilities of the plat-
form. A hard random instance would possibly be gener-
ated for large problem sizes, while small-scale simulators
would likely face polynomially solvable instances with-
out applying the OSC criterion to generated interaction
matrices. As Fig. 4 shows, the percentage of frustrated
edges in the ground state covers the entire range of pos-
sible values confirming that the OSC could help identify
simple graphs in low and highly frustrated models.
DISCUSSION
Classical and quantum physical systems as analogue
simulators have a potential to become a superior com-
putational paradigm for solving hard optimisation prob-
lems. Identifying truly hard examples of hard problems
can help to evaluate and generalise the performance of
small-size Ising machines. Generally, whether a problem
could be considered easy to optimise depends on exis-
tence of an insight into its inherent structure. If there
is a way to slip through the exponentially large space
FIG. 4. Probability of finding polynomially easy in-
stances for various Ising models. Fraction of instances,
satisfying the optimisation simplicity criterion, is shown as a
function of problem size N for Gaussian, bimodal, and un-
weighted coupling distributions. The considered Ising mod-
els include Sherrington-Kirkpatrick, 3-regular maximum cut,
Mattis spin glass, spin glass on torus, Mobius ladder graphs,
biased ferromagnet on Chimera graph, planar spin glass
within a magnetic field. The red dashed line represents mod-
els which are polynomially easy to optimise across all problem
sizes. For each model, 1000 random matrices are generated
per each size and the ground states are verified with exact
Gurobi solver.
8of possible solutions to the global minimum in polyno-
mial time, then the problem is in the P complexity class.
This paper is an attempt to quantitatively distinguish
between easy and hard instances using standard optimi-
sation techniques. To identify computationally simple
instances within the Ising model, we present an optimi-
sation simplicity criterion that is compact and simple to
try: one simply needs to confirm that the signs of the
eigenvector, corresponding to the largest eigenvalue of
the coupling matrix, coincide with the ground state spin
configuration of the Ising model. For instances satisfy-
ing the proposed criterion, there is an efficient polyno-
mial time algorithm, e.g the Hopfield-Tank algorithm.
Using this algorithm, we show the quadratic increase in
the number of iterations for optimising Ising model on
Mobius ladder graphs, although the intrinsic complexity
may be even less. The diversity of considered simple Ising
instances includes sparse and dense interaction matrices,
weighted and unweighted models, bimodal and Gaussian
coupling distributions, with and without a magnetic field,
planar and nonplanar geometrical topologies, low and
highly frustrated models, regular and not regular graphs,
and hence indicates the general applicability of the pro-
posed criterion for detecting easy to optimise examples
of NP-hard problems. Among considered computation-
ally hard problems are k-regular MaxCut problem and
various spin glass models. The reported simplicity cri-
terion is sufficient but not necessary for an instance to
be counted as easy to optimise. Hence, there exist great
opportunities for developing other simplicity criteria for
identifying easy instances of NP-hard problems. We an-
ticipate that our work will stimulate further studies of
average instance hardness of NP-hard problems and will
be followed by other simplicity criteria.
The identification of simple to optimise Ising coupling
matrices allows one to study the continuous complexity
transition within the same kind of NP-hard problem.
In case of exact optimisers such as Gurobi solver, the
relative complexity can be evaluated by the size of the
optimality gap and time for reaching it. To probe an
intermediate complexity that occurs when going from a
problem in P (Mobius ladder) to a problem that is NP-
hard (3-regular MaxCut), we introduce a rewiring pro-
cedure. The complexity increases exponentially till per-
centage of rewired edges reaches about 40− 50%, which
makes the relative complexity of rewired graphs similar
to random 3-regular graphs. The particular threshold of
the number of rewired edges correlates with the number
of frustrations in the ground state. For k-regular circu-
lant graphs, we observe the dramatic increase of the op-
timality gap in a form of discontinuous first-order phase
transition with respect to the graph degree. The contin-
uum complexity transition from sparse to dense graphs
represents the easy-hard-easy difficulty pattern that is
consistent for graphs of various sizes. The performance
of Gurobi solver on instances near the hardness peak pre-
vents us from confirming the global minima even for some
simple circulant matrices under the time limit of 600 sec-
onds per each graph, which is possibly the consequence
of using the branch-and-bound algorithm.
The evidence we provided for the hardness of certain
Ising coupling matrices points to a promising direction for
many platforms to reveal their optimisation capabilities
to solve complex combinatorial problems. Performance
on easy instances of NP-hard problems, satisfying the
proposed OSC, does not demonstrate the overall poten-
tial of the platform to optimise hard problems and could
only confirm the ability of a system to follow the largest
eigenvector. Selection of the hardest instances available
in NP-hard problems could tell more about the gen-
eral optimisation capabilities of physical machines, even
of small size, and could lead to more accurate predic-
tion of their large scale performance. As a result, archi-
tectures with better optimisation potential will mature
faster approaching the demonstration of computational
supremacy.
MATERIALS AND METHODS
In Fig. 1, the numerical integration of the Hopfield-
Tank algorithm (2) is performed by the Euler scheme
with the discrete time step dt = 0.9. In all numerical
simulations, a hyperbolic tangent is used as an activa-
tion function g = tanh
(
x/x0
)
and the numerical param-
eters are τ = 1, Ib = 0, x0 = 3. The polynomial fits
are 0.006x1.986, 0.01x1.993, 0.026x2.006 for ground state
probabilities 50%, 75%, and 100%, respectively.
In Fig. 2 and Fig. 3, the optimality gaps and times to
reach them are obtained with the Gurobi solver on the
same 6-core processor under the time limit of 600 seconds
per each graph optimisation.
In Fig. 4, the non-exhaustive list of problems in which
one can find polynomially easy Ising instances includes:
1. Sherrington-Kirkpatrick (SK) model of spin glasses
[51]. The fully-connected SK instances have coupling ma-
trix with elements from Gaussian distribution with zero
mean and unit variance (Gaussian-SK). The Gaussian-
SK model is NP-hard [52] though the ground state with
precision of (1 − δ) can be found in polynomial time
for any δ > 0 when the coupling coefficients are taken
from the Gaussian distribution with zero mean and vari-
ance σ = 1/N [53]. The probability to find an easy in-
stance of Gaussian-SK problem with the OSC decreases
from 45 − 100% for size N = 3 − 10 to 10 − 20% for
20-25 size. The SK model stays in the NP-Hard class
[54] when the coupling values are chosen from bimodal
distribution (bimodal-SK). In this case, the probabil-
ity of easy instances drops from 65 − 100% to 20% for
problem sizes 3-10 and 20-25, respectively. Both mod-
els have 100% simple instances for N = 3 and all in-
stances are simple for N = 5 in case of bimodal distri-
9bution. Unweighted SK model coincides with the com-
plete unweighted graphs which were considered for the
complexity continuum transition of k-regular graphs and
argued to be polynomially simple. We note that the
ground states of complete graphs of odd size starting from
N = 43 can be confirmed up to 1 frustrated edge with
Gurobi solver in 1200 seconds, so they were addition-
ally verified with the recent physics-inspired algorithms
[37, 40]. Both Gaussian-SK and bimodal-SK are com-
monly chosen for comparing Ising physical machines [21]
and computational algorithms [37, 41].
2. Mattis spin glass (Mattis SG) model [55]. In the
Mattis model, random variables  are generated for each
site i according to a specified probability distribution
to build separable spin interactions as Jij = f(Rij)ij ,
where f(Rij) is the adjacency matrix that specifies the
topology of a graph. Such model does not have frustra-
tions and the ground state is identical to the configura-
tion of the random variables si = i. In addition, one may
notice that the Mattis model is equivalent to gauge trans-
formation Jgaugedij = J
F
ij ij which conceals the planted
ground state of the problem with ferromagnetic couplings
JFij . For both Gaussian and bimodal probability distribu-
tions of couplings, all instances of the Mattis spin model
satisfy the OSC, which generalises to any problem size,
and thus moves the Mattis SG to the P-class. The Mattis
model was recently used for evaluating the performance
of photonic Ising machines [11, 56].
3. Maximum cut on 3-regular graphs. In addition
to unweighted 3-regular graphs, we considered 3-regular
MaxCut with couplings from bimodal and Gaussian dis-
tributions. The bimodal 3-regular MaxCut exhibits sim-
ilar probability of easy instances as unweighted 3-regular
graphs, while the probabilities for Gaussian 3-regular
MaxCut are slightly higher on average than for Gaussian-
SK. In addition, the case of 3-regular graphs on Mobius
ladder is considered for bimodal and Gaussian coupling
distributions. The MaxCut problems are commonly cho-
sen for evaluating physical simulators [20, 21, 23, 30, 57].
4. Spin glass model on a torus (SG-torus). A torus
is represented by two-dimensional rectangular lattice
with periodic boundaries in both directions and nearest-
neighbour interactions. The unweighted SG-torus model
satisfies the OSC for any problem size. The Gaussian
SG-torus is less likely to have simple graphs compared
to Gaussian-SK, while for bimodal SG-torus the chances
of about 40% hold even for a problem size of N = 40.
The SG-torus models were recently used for comparing
large-scale performance of optimisation physics-inspired
algorithms [41].
5. Planar spin glass within a magnetic field. One of
the earliest proofs of NP-hardness of the Ising model was
demonstrated for a three-dimensional spin glass and a
planar spin glass within a uniform magnetic field hi = −1
and unweighted antiferromagentic interactions [18]. Con-
veniently for us, the Mobius ladder graphs can be easily
rewired to planar cubic graphs by avoiding the twist and
becoming ladder graphs. All unweighted ladder graphs
with a magnetic field satisfy the OSC. By exploiting
the rewiring procedure with an additional planarity con-
straint, about 50% random planar 3-regular graphs hap-
pen to be simple for a problem size of 20. We also note
that all found planar graphs of size 6 are simple graphs.
6. Biased ferromagnet on Chimera graph (BF-
Chimera). The models represents an unweighted ferro-
magnetic coupling matrix on Chimera graph with fields
p(hi = 0) = p0 and p(hi = 1) = p1 where p0  p1 that
bias si = 1 for all spins as the global optimal solution.
This model was introduced as a toy example to get an
intuition behind optimisation behaviour of the D-Wave
machine and classical algorithms [44]. The BF-Chimera
model has no frustration and its instances satisfy the
OSC and thus are in P-class. Though this is the only
model in our list which was not argued to be hard before,
its presence here could serve for studying the complexity
of other known Ising models with Chimera topology.
ADDITIONAL INFORMATION
The authors declare that they have no competing in-
terests.
ACKNOWLEDGEMENTS
K. P. K. acknowledges the financial support from
Cambridge Trust and NPIF EPSRC Doctoral grant
EP/R512461/1. N.G.B. acknowledges the financial sup-
port from Huawei.
KEYWORDS
Ising model, NP-hard, computational complexity, Mo-
bius ladder, maximum cut, spin glasses
∗ correspondence address: kpk26@cam.ac.uk,
N.G.Berloff@damtp.cam.ac.uk
[1] M. W. Johnson, M. H. Amin, S. Gildert, T. Lanting,
F. Hamze, N. Dickson, R. Harris, A. J. Berkley, J. Jo-
hansson, P. Bunyk, et al., Quantum annealing with man-
ufactured spins, Nature 473, 194 (2011).
[2] V. S. Denchev, S. Boixo, S. V. Isakov, N. Ding, R. Bab-
bush, V. Smelyanskiy, J. Martinis, and H. Neven, What
is the computational value of finite-range tunneling?
Phys. Rev. X 6, 031015 (2016).
[3] F. Arute, K. Arya, R. Babbush, D. Bacon, J. C. Bardin,
R. Barends, R. Biswas, S. Boixo, F. G. Brandao, D. A.
Buell, et al., Quantum supremacy using a programmable
superconducting processor, Nature 574, 505 (2019).
10
[4] S. Tsukamoto, M. Takatsu, S. Matsubara, and
H. Tamura, An accelerator architecture for combinatorial
optimization problems, Fujitsu Sci. Tech. J 53, 8 (2017).
[5] P. L. McMahon, A. Marandi, Y. Haribara, R. Hamerly,
C. Langrock, S. Tamate, T. Inagaki, H. Takesue, S. Ut-
sunomiya, K. Aihara, et al., A fully programmable 100-
spin coherent Ising machine with all-to-all connections,
Science 354, 614 (2016).
[6] T. Inagaki, Y. Haribara, K. Igarashi, T. Sonobe, S. Ta-
mate, T. Honjo, A. Marandi, P. L. McMahon, T. Umeki,
K. Enbutsu, et al., A coherent Ising machine for 2000-
node optimization problems, Science 354, 603 (2016).
[7] F. Cai, S. Kumar, T. Van Vaerenbergh, X. Sheng, R. Liu,
C. Li, Z. Liu, M. Foltin, S. Yu, Q. Xia, et al., Power-
efficient combinatorial optimization using intrinsic noise
in memristor hopfield neural networks, Nat. Electron. , 1
(2020).
[8] M. Babaeian, D. T. Nguyen, V. Demir, M. Akbulut, P.-
A. Blanche, Y. Kaneda, S. Guha, M. A. Neifeld, and
N. Peyghambarian, A single shot coherent Ising machine
based on a network of injection-locked multicore fiber
lasers, Nat. Commun. 10, 1 (2019).
[9] V. Pal, S. Mahler, C. Tradonsky, A. A. Friesem, and
N. Davidson, Rapid fair sampling of xy spin hamiltonian
with a laser simulator, arXiv preprint arXiv:1912.10689
(2019).
[10] M. Parto, W. Hayenga, A. Marandi, D. N.
Christodoulides, and M. Khajavikhan, Realizing
spin hamiltonians in nanoscale active photonic lattices,
Nat. Mater. , 1 (2020).
[11] D. Pierangeli, G. Marcucci, and C. Conti, Large-scale
photonic Ising machine by spatial light modulation, Phys.
Rev. Lett. 122, 213902 (2019).
[12] C. Roques-Carmes, Y. Shen, C. Zanoci, M. Prabhu,
F. Atieh, L. Jing, T. Dubcˇek, C. Mao, M. R. Johnson,
V. Cˇeperic´, et al., Heuristic recurrent algorithms for pho-
tonic Ising machines, Nat. Commun. 11, 1 (2020).
[13] K. Kim, M.-S. Chang, S. Korenblit, R. Islam, E. E. Ed-
wards, J. K. Freericks, G.-D. Lin, L.-M. Duan, and
C. Monroe, Quantum simulation of frustrated Ising spins
with trapped ions, Nature 465, 590 (2010).
[14] N. G. Berloff, M. Silva, K. Kalinin, A. Askitopoulos, J. D.
Tpfer, P. Cilibrizzi, W. Langbein, and P. G. Lagoudakis,
Realizing the classical XY hamiltonian in polariton sim-
ulators, Nat. Mater. 16, 1120 (2017).
[15] K. P. Kalinin, A. Amo, J. Bloch, and N. G. Berloff,
Polaritonic XY-Ising machine, 2003.09414v1.
[16] B. Kassenberg, M. Vretenar, S. Bissesar, and J. Klaers,
Controllable josephson junction for photon Bose-Einstein
condensates, arXiv preprint arXiv:2001.09828 (2020).
[17] A. Lucas, Ising formulations of many NP problems,
Front. Phys. (Lausanne) 2, 5 (2014).
[18] F. Barahona, On the computational complexity of Ising
spin glass models, Journal of Physics A: Mathematical
and General 15, 3241 (1982).
[19] G. De las Cuevas and T. S. Cubitt, Simple universal mod-
els capture all classical spin physics, Science 351, 1180
(2016).
[20] Y. Haribara, H. Ishikawa, S. Utsunomiya, K. Aihara, and
Y. Yamamoto, Performance evaluation of coherent Ising
machines against classical neural networks, Quantum Sci-
ence and Technology 2, 044002 (2017).
[21] R. Hamerly, T. Inagaki, P. L. McMahon, D. Venturelli,
A. Marandi, T. Onodera, E. Ng, C. Langrock, K. Inaba,
T. Honjo, et al., Experimental investigation of perfor-
mance differences between coherent Ising machines and
a quantum annealer, Sci. Adv. 5, eaau0823 (2019).
[22] E. Farhi, J. Goldstone, and S. Gutmann, A quan-
tum approximate optimization algorithm, arXiv preprint
arXiv:1411.4028 (2014).
[23] F. Arute, K. Arya, R. Babbush, D. Bacon, J. C. Bardin,
R. Barends, S. Boixo, M. Broughton, B. B. Buck-
ley, D. A. Buell, B. Burkett, N. Bushnell, Y. Chen,
Z. Chen, B. Chiaro, R. Collins, W. Courtney, S. Demura,
A. Dunsworth, E. Farhi, A. Fowler, B. Foxen, C. Gid-
ney, M. Giustina, R. Graff, S. Habegger, M. P. Harrigan,
A. Ho, S. Hong, T. Huang, L. B. Ioffe, S. V. Isakov,
E. Jeffrey, Z. Jiang, C. Jones, D. Kafri, K. Kechedzhi,
J. Kelly, S. Kim, P. V. Klimov, A. N. Korotkov,
F. Kostritsa, D. Landhuis, P. Laptev, M. Lindmark,
M. Leib, E. Lucero, O. Martin, J. M. Martinis, J. R.
McClean, M. McEwen, A. Megrant, X. Mi, M. Mohseni,
W. Mruczkiewicz, J. Mutus, O. Naaman, M. Neeley,
C. Neill, F. Neukart, H. Neven, M. Y. Niu, T. E. O’Brien,
B. O’Gorman, E. Ostby, A. Petukhov, H. Putterman,
C. Quintana, P. Roushan, N. C. Rubin, D. Sank, K. J.
Satzinger, A. Skolik, V. Smelyanskiy, D. Strain, M. Streif,
K. J. Sung, M. Szalay, A. Vainsencher, T. White, Z. J.
Yao, P. Yeh, A. Zalcman, and L. Zhou, Quantum ap-
proximate optimization of non-planar graph problems on
a planar superconducting processor, 2004.04197v1.
[24] A. Mednykh and I. Mednykh, in Doklady Mathematics,
Vol. 97 (Springer, 2018) pp. 147–151.
[25] M. Widyaningrum and T. A. Kusmayadi, in Journal of
Physics: Conference Series, Vol. 1008 (IOP Publishing,
2018) p. 012032.
[26] X. Qiang, T. Loke, A. Montanaro, K. Aungskunsiri,
X. Zhou, J. L. OBrien, J. B. Wang, and J. C. Matthews,
Efficient quantum walk on a quantum processor, Nat.
Commun. 7, 1 (2016).
[27] M. R. Garey, D. S. Johnson, and L. Stockmeyer, in Pro-
ceedings of the sixth annual ACM symposium on Theory
of computing (1974) pp. 47–63.
[28] K. Takata, A. Marandi, R. Hamerly, Y. Haribara,
D. Maruo, S. Tamate, H. Sakaguchi, S. Utsunomiya, and
Y. Yamamoto, A 16-bit coherent Ising machine for one-
dimensional ring and cubic graph problems, Sci. Rep. 6,
34089 (2016).
[29] Y. Yamamoto, K. Aihara, T. Leleu, K.-i. Kawarabayashi,
S. Kako, M. Fejer, K. Inoue, and H. Takesue, Coherent
Ising machines-optical neural networks operating at the
quantum limit. Npj Quantum Inf. 3, 1 (2017), 49, (2017).
[30] F. Bo¨hm, G. Verschaffelt, and G. Van der Sande, A poor
mans coherent Ising machine based on opto-electronic
feedback systems for solving optimization problems, Nat.
Commun. 10, 1 (2019).
[31] J. Chou, S. Bramhavar, S. Ghosh, and W. Herzog, Ana-
log coupled oscillator based weighted Ising machine, Sci.
Rep. 9, 1 (2019).
[32] J. J. Hopfield and D. W. Tank, Neural computation of
decisions in optimization problems, Biol. Cybern. 52, 141
(1985).
[33] G. Wilson and G. Pawley, On the stability of the travel-
ling salesman problem algorithm of Hopfield and Tank,
Biol. Cybern. 58, 63 (1988).
[34] S. V. Aiyer, M. Niranjan, and F. Fallside, A theoretical
investigation into the performance of the Hopfield model,
IEEE transactions on neural networks 1, 204 (1990).
11
[35] Y. Yamamoto, T. Leleu, S. Ganguli, and H. Mabuchi,
Coherent Ising machines–quantum optics and neural
network perspectives, arXiv preprint arXiv:2006.05649
(2020).
[36] K. P. Kalinin and N. G. Berloff, Networks of non-
equilibrium condensates for global optimization, New J.
Phys. 20, 113023 (2018).
[37] T. Leleu, Y. Yamamoto, P. L. McMahon, and K. Aihara,
Destabilization of local minima in analog spin systems by
correction of amplitude heterogeneity, Phys. Rev. Lett.
122, 040607 (2019).
[38] Z. Zhu, A. J. Ochoa, and H. G. Katzgraber, Efficient
cluster algorithm for spin glasses in any space dimension,
Phys. Rev. Lett. 115, 077201 (2015).
[39] S. V. Isakov, I. N. Zintchenko, T. F. Rønnow, and
M. Troyer, Optimised simulated annealing for Ising spin
glasses, Comput. Phys. Commun. 192, 265 (2015).
[40] K. P. Kalinin and N. G. Berloff, Global optimization
of spin hamiltonians with gain-dissipative systems, Sci.
Rep. 8, 1 (2018).
[41] M. Aramon, G. Rosenberg, E. Valiante, T. Miyazawa,
H. Tamura, and H. Katzgrabeer, Physics-inspired opti-
mization for quadratic unconstrained problems using a
digital annealer, Front. Phys. (Lausanne) 7, 48 (2019).
[42] L. Gurobi Optimization, Gurobi optimizer reference
manual (2020).
[43] S. Arora and B. Barak, Computational complexity: a
modern approach (Cambridge University Press, 2009).
[44] Y. Pang, C. Coffrin, A. Y. Lokhov, and M. Vuffray,
The potential of quantum annealing for rapid solution
structure identification, arXiv preprint arXiv:1912.01759
(2019).
[45] S. Kirkpatrick and B. Selman, Critical behavior in the
satisfiability of random Boolean expressions, Science
264, 1297 (1994).
[46] R. Monasson, R. Zecchina, S. Kirkpatrick, B. Selman,
and L. Troyansky, Determining computational complex-
ity from characteristic phase transitions, Nature 400, 133
(1999).
[47] R. Ferrell, N. Menyhard, H. Schmidt, F. Schwabl, and
P. Szepfalusy, Fluctuations and lambda phase transition
in liquid helium, Annals of Physics 47, 565 (1968).
[48] J. Lipa, J. Nissen, D. Stricker, D. Swanson, and T. Chui,
Specific heat of liquid helium in zero gravity very near the
lambda point, Phys. Rev. B 68, 174518 (2003).
[49] F. Hamze, J. Raymond, C. A. Pattison, K. Biswas, and
H. G. Katzgraber, Wishart planted ensemble: A tunably
rugged pairwise Ising model with a first-order phase tran-
sition, Phys. Rev. E 101, 052102 (2020).
[50] D. Coppersmith, D. Gamarnik, M. Hajiaghayi, and G. B.
Sorkin, Random max sat, random max cut, and their
phase transitions, Random Structures & Algorithms 24,
502 (2004).
[51] S. Kirkpatrick and D. Sherrington, Solvable model of a
spin-glass, Phys. Rev. Lett. 35, 1792 (1975).
[52] S. Arora, E. Berger, H. Elad, G. Kindler, and M. Safra,
in 46th Annual IEEE Symposium on Foundations of
Computer Science (FOCS’05) (IEEE, 2005) pp. 206–215.
[53] A. Montanari, in 2019 IEEE 60th Annual Symposium on
Foundations of Computer Science (FOCS) (IEEE, 2019)
pp. 1417–1433.
[54] Y. Fu and P. W. Anderson, Application of statistical me-
chanics to NP-complete problems in combinatorial opti-
misation, Journal of Physics A: Mathematical and Gen-
eral 19, 1605 (1986).
[55] D. Mattis, Solvable spin systems with random interac-
tions, Physics Letters A 56, 421 (1976).
[56] D. Pierangeli, M. Rafayelyan, C. Conti, and S. Gi-
gan, Scalable spin-glass optical simulator, arXiv preprint
arXiv:2006.00828 (2020).
[57] N. Tezak, T. Van Vaerenbergh, J. S. Pelc, G. J. Men-
doza, D. Kielpinski, H. Mabuchi, and R. G. Beausoleil,
Integrated coherent Ising machines based on self-phase
modulation in microring resonators, IEEE Journal of Se-
lected Topics in Quantum Electronics 26, 1 (2019).
