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Abstract
The long-time behavior of solutions for an optimal distributed control problem asso-
ciated with the Boussinesq equations is studied. First, a quasi-optimal solution for the
Boussinesq equations is constructed; this quasi-optimal solution possesses the decay (in
time) properties. Then, some preliminary estimates for the long-time behavior of all
solutions of the Boussinesq equations are derived. Next, the existence of a solution for the
optimal control problem is proved. Finally, the long-time decay properties for the optimal
solutions is established.
 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
The study of optimal flow control problems in infinite time interval is of
great importance in many physical applications such as turbulence and drag
minimization in the entire life span of a flow. Much efforts have been made by
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mathematicians and scientists in the study of the asymptotic behaviors, dynamics
of solutions for Navier–Stokes equations and dissipative dynamical systems in
general including Boussinesq equations. Naturally, we are motivated to study the
asymptotic behaviors and dynamics of solutions for the controlled Navier–Stokes
equations and Boussinesq equations. The long-time behavior of the solutions for
optimal control problems associated with the Navier–Stokes equations on the
infinite time interval was studied in [4,5] and we studied a dynamics of linear
feedback control for Boussinesq equations in [6]. In this paper we study the long-
time behavior of the solutions for optimal control problems associated with the
Boussinesq equations on the infinite time interval. This work is motivated by the
desire to steer over time a candidate velocity field u and fluid temperature θ to a
target velocity field U and fluid temperature Θ by appropriately controlling the
density of external heat source. We formulate here a controllability problem for
the Boussinesq equations that describe the incompressible fluid flow coupled to
thermal dynamics: find a triplet (u, θ, h) such that the functional
J (u, θ, h)= α
2
∞∫
0
∥∥(u(t), θ(t))− (U(t),Θ(t))∥∥2 dt
+ β
2
∞∫
0
∥∥h(t)−H(t)∥∥2 dt (1)
is minimized subject to the 2D Boussinesq equations:
∂tu − ν∆u+ (u · ∇)u +∇p =−θe0 in Ω × (0,∞), (2)
div u = 0 in Ω × (0,∞), (3)
u = 0 on ∂Ω × (0,∞), (4)
∂tθ − κ∆θ + (u · ∇)θ = h in Ω × (0,∞), (5)
θ = 0 on ∂Ω × (0,∞) (6)
and
u(0)= u0 and θ(0)= θ0 in Ω, (7)
where ν > 0 and κ > 0 are the kinematic viscosity and conductivity parameters,
respectively, and e0 ∈ Rn is the unit vector of the gravity force direction. Here,
α, β > 0 are given constants, Ω is a bounded, sufficiently smooth domain in R2
with ∂Ω denoting its boundary.
If a flow field (u, θ) is close to the desired field (U,Θ), then the heat sources
corresponding to the two fields (u, θ) and (U,Θ) should also be close, intuitively.
Hence, in order that the optimal control solution of the Boussinesq equations is
close to the desired field (U,Θ), we must place some restrictions on the desired
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heat source H involved in the cost functional (1). We choose the fixed external
heat source H as
H := ∂tΘ − κ∆Θ + (U · ∇)Θ (8)
for the desired field (U,Θ) satisfying
−Θe0 = ∂tU− ν∆U+ (U · ∇)U+∇P for some P ∈ L20(Ω). (9)
We make the following regularity assumptions on the prescribed data U and Θ:{
(U,Θ)= (U,Θ)(x, t) ∈L∞(0, T ; (H2(Ω)∩V)×H 2(Ω)),
H ∈ L∞(0,∞;L2(Ω)). (A1)
For technical reasons, we will need the following assumption
νλ1 − 4|‖∇U‖|
2
ν
− 1 > 0 and 2κλ1 − 4|‖∇Θ‖|
2
ν
− 1 > 0, (A2)
where ν, κ and λ1 are the viscosity, conductivity parameters and the Poincaré
constant, respectively. The Poincaré constant will be introduced in the Section 2.
The function h is the distributed control (the density of external heat source)
and (u, θ) denote the velocity field and its temperature. The first term in the
functional (1) measures the L2(0,∞;L2(Ω))-distance between the candidate
states and the desired states. Thus, the physical objective of this minimization
problem is to match some desired flow field and temperature field (in the L2-
sense) by adjusting the external heat source h. The inclusion of the second term
in the functional will keep the heat source h within a reasonable distance from H
so that the optimal h we find can still be physically realized. This cost functional
reflect a trade-off between achieving a physical objective and minimizing the
work. We should mention that (U,Θ,H) in general is not an optimal solution,
for U(0) = u0 or Θ(0) = θ0.
We will study the following major components.
• A quasi-optimal solution for the optimal control problem is constructed. Such
a quasi-optimal solution can be found in [6].
• The results of [1] for the finite time intervals are generalized to the infinite
time interval [0,∞), i.e., we prove the existence of a solution for the
distributed optimal control problem of minimizing (1) subject to (2)–(6) and
derive an optimality system of equations from which optimal solutions may
be deduced.
• The dynamics (long-time behavior) of the optimal solution is derived and the
main result is that the L2(Ω)-distance ‖(u(t), θ(t))− (U(t),Θ(t))‖ between
the optimal solution (u(t), θ(t)) and the desired state (U(t),Θ(t)) decays to
zero as time t →∞.
The remainder of the paper is organized as follows: Section 2 is devoted to pre-
liminary material. In Section 3 we construct a quasi-optimal control solution and
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obtain some preliminary estimates for all solutions of the Boussinesq equations
and for optimal solutions. In Section 4 we prove the existence of an optimal so-
lution on the infinite time interval and derive an optimality system of equations
from which optimal solutions may be deduced. Finally, in Section 5 we prove the
decay of the controlled dynamics to the desired dynamics.
2. Preliminaries
Throughout this work, denotes a generic constant C depending only on the
physical domainΩ and the viscosity constant ν and the conductivity parameter κ .
We will use the standard notations for the function spaces Lr(Ω) with the norm
denoted by ‖ · ‖Lr(Ω) and the Sobolev spaces Hm(Ω) with the norm denoted
by ‖ · ‖m. We simply denote by the norm of L2(Ω) ‖ · ‖. The space Hm0 (Ω) is
consisting of functions in Hm(Ω) which vanish on boundary ∂Ω . The vector-
valued counterparts of these spaces are denoted by Lr (Ω), Hm(Ω) and Hm0 (Ω).
LetD(Ω) be the space of C∞ functions with compact support contained in Ω .
We shall use the notationD(Ω)= {D(Ω)}2. Let V be the space
V = {v ∈D(Ω): ∇ · v = 0}.
We now introduce the solenoidal spaces
W = {v ∈ L2(Ω): ∇ · v = 0, (v · n)|∂Ω = 0}
and
V = {v ∈ H10(Ω): ∇ · v = 0},
which are the closures of V in L2(Ω) and H10(Ω), respectively.
We identify the dual space of W with W itself under the L2(Ω) inner product
and the dual space of V is denoted by V∗. Next, we introduce the temporal–spatial
function spaces Lr(0, T ;S) defined on QT =Ω× (0, T ) equipped with the norm
‖u‖Lr (0,T ;S) =
( T∫
0
∥∥u(t)∥∥r
S
dt
)1/r
,
where r ∈ [1,∞) and S = Hm(Ω) or V. We simply denote Q∞ by Q. The
solenoidal temporal–spatial function space
H1u(QT )=
{
v ∈ L2(0, T ;V): ∂tv ∈L2(0, T ;V∗)
}
,
H1θ (QT )=
{
θ ∈L2(0, T ;H 10 (Ω)): ∂tθ ∈L2(0, T ;H−1(Ω))}
that the associated norms are respectively given by
‖v‖2H1u(QT ) = ‖v‖
2
L2(0,T ;V)+ ‖∂tv‖2L2(0,T ;V∗),
‖θ‖2H1θ (QT ) = ‖θ‖
2
L2(0,T ;H 1(Ω)) + ‖∂t θ‖2L2(0,T ;H−1(Ω)).
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For convenience we simply denote by
H1(QT )=H1u(QT )×H1θ (QT ), Hs (Ω)= Hs(Ω)×Hs(Ω),
Hs0(Ω)= Hs0(Ω)×Hs0 (Ω) and L2(Ω)= L2(Ω)×L2(Ω).
We denote by |‖ · ‖| the simplified norm notations of ‖ · ‖L∞(0,T ;L2(Ω)), and for
two normed spaces S1 and S2∥∥(u, θ)∥∥2
S1×S2 = ‖u‖
2
S1
+ ‖θ‖2S2 ∀(u, θ) ∈ S1 × S2.
For a function u and θ in a temporal–spatial space, we often use the notation
u(t) := u(·, t) and θ(t) := θ(·, t) to stand for the restriction of u and θ at time t
as a function defined over the spatial domain Ω .
We introduce some standard continuous bilinear or trilinear forms:
a1(u,v)= ν
∫
Ω
∇u : ∇v dx ∀u,v ∈ H1(Ω),
c1(u,v,w)=
∫
Ω
(u · ∇)v ·wdx ∀u,v,w ∈ H1(Ω),
a0(φ,ψ)= κ
∫
Ω
∇φ · ∇ψ dx ∀φ,ψ ∈H 1(Ω),
c0(u, φ,ψ)=
∫
Ω
(u · ∇φ)ψ dx ∀u ∈ H1(Ω), ∀φ,ψ ∈H 1(Ω),
where the colon notation : denotes the inner product on R2×2. Also, we denote
by 〈·, ·〉 the duality pairing between a Banach space and its dual. Note that for all
u,v,w ∈ H10(Ω) and all φ,ψ ∈H 10 (Ω), (see [7]),∣∣c1(u,v,w)∣∣√2‖u‖1/2‖∇u‖1/2‖∇v‖‖w‖1/2‖∇w‖1/2,∣∣c0(u, φ,ψ)∣∣√2‖u‖1/2‖∇u‖1/2‖∇φ‖‖ψ‖1/2‖∇ψ‖1/2. (1)
We require two useful inequalities. The first inequality is Poincaré inequality:
λ1‖w‖2  ‖∇w‖2 and λ1‖ψ‖2  ‖∇ψ‖2
∀w ∈ H10(Ω), ∀ψ ∈H 10 (Ω), (2)
where λ1 is the greatest real number such that (2) holds. And the second inequality
connected with the Leray operator Π : L2(Ω)→ W, the orthogonal projection
with respect to the L2(Ω) norm is as follows. It is well known (see [2]) that there
is a constant γ1 > 0 and γ2 > 0 depending only on Ω such that
γ1‖Π∆w‖ ‖∆w‖ γ2‖Π∆w‖ ∀w ∈ H2(Ω)∩H10(Ω). (3)
So ‖Π∆ · ‖ is equivalent to the H2(Ω)-norm on H2(Ω) ∩ H10(Ω). Note that
ψ →∆ψ is an isomorphism from H 2(Ω)∩H 10 (Ω) onto L2(Ω) (see [3]).
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Definition 1. Given T ∈ (0,∞), (u0, θ0) ∈ W × L2(Ω) and h ∈ L2(0, T ;
H−1(Ω)), (u, θ) is said to be a solution of the Boussinesq equations on (0, T )
if and only if (u, θ) ∈H1(QT ) and (u, θ) satisfies〈
∂tu(t),w
〉+ a1(u(t),w)+ c1(u(t),u(t),w)=−〈θ(t)e0,w〉
∀w ∈ V a.e. t ∈ (0, T ), (4)
lim
t→0+
u(t)= u0 in W, (5)〈
∂tθ(t),ψ
〉+ a0(θ(t),ψ)+ c0(u(t), θ(t),ψ)= 〈h(t),ψ 〉
∀ψ ∈H 10 (Ω) a.e. t ∈ (0, T ), (6)
lim
t→0+
θ(t)= θ0 in L2(Ω). (7)
We point out that (u, θ) ∈H1(QT ) implies (u, θ) ∈ C([0, T ];W × L2(Ω)).
Hence, (5) and (7) make sense. It is well known that if (0, T ) is a finite subinterval
of (0,∞) and h ∈ L2(0, T ;L2(Ω)), then there is indeed a strong solution (u, θ)
for the Boussinesq equations satisfying the regularity result L2loc(0, T ;H2(Ω))
(see [1] and [7]).
Now, for T =∞, we define a solution for the Boussinesq equations as follows.
Definition 2. Given (u0, θ0) ∈ W×L2(Ω) and h ∈ L2loc(0,∞;H−1(Ω)), (u, θ) is
said to be a solution of the Boussinesq equations on (0,∞) if and only if (u, θ) ∈
L2loc(0,∞;V × H10(Ω)) ∩ L∞(0,∞;W × L2(Ω)), ∂t (u, θ) ∈ L2loc(0,∞;V∗ ×
H−1(Ω)) and (u, θ) satisfies (4)–(7) with T =∞.
We recall the choice of the desired states (U,Θ) with the hypotheses (A1)
and (A2) in Section 1. These hypotheses permit the special case of steady state
(U,Θ). Thus one application of the optimal control problem is to match a steady
state flow fields through the control of external heat sources. Observe that (U,Θ)
is not an optimal solution because (U,Θ) in general does not satisfy the initial
conditions.
Now, we turn to the precise statement of the optimal control problem. For each
T ∈ (0,∞], we define the functional JT by
JT (u, θ, h)= α2
T∫
0
∥∥(u(t), θ(t))− (U(t),Θ(t))∥∥2 dt
+ β
2
T∫
0
∥∥h(t)−H(t)∥∥2 dt (8)
for all (u, θ) ∈ (U,Θ)+L2(QT ) and h ∈H +L2(QT ), where J∞ is also simply
denoted by J .
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We define the admissible elements with XT and YT denoting respectively the
functional spaces as follows:
XT =H1(QT ) for T ∈ (0,∞),
X∞ =
{
(u, θ) ∈ L2loc
(
0,∞;V×H 10 (Ω)
)∩L∞(0, T ;W×L2(Ω)):
∂t (u, θ) ∈L2loc
(
0,∞;V∗ ×H−1(Ω))},
YT = L2
(
0, T ;H−1(Ω)) for T ∈ (0,∞),
Y∞ = L2loc
(
0,∞;H−1(Ω)).
Definition 3. For a given T ∈ (0,∞], a pair ((u, θ), h) ∈ XT × YT is called an
admissible element if JT ((u, θ), h) <∞ and ((u, θ), h) satisfies (4)–(7). The set
of all admissible elements are denoted by Uad(T ).
Now for each T ∈ (0,∞], we state the optimal control problem on (0, T ) as
follows:
find a
(
(u, θ), h
) ∈ Uad(T ) such that JT (u, θ, h) JT (w,ψ,f )
∀(w,ψ,f ) ∈ Uad(T ). (9)
We point out that in general, the initial state (u0, θ0) is a certain distance away
from the desired flow, or (u0, θ0) = (U(t),Θ(t)) for all t , the cost functional
generally has a positive minimum. Therefore our optimal control problem has
nontrivial solutions.
Throughout this paper we denote by
(v, φ)= (u, θ)− (U,Θ) and g = h−H (10)
unless we specify them. Then, (4)–(7) are equivalent to
(v, φ) ∈ XT ∩L2
(
0, T ;W×L2(Ω)), g ∈ YT ∩L2(0, T ;L2(Ω)),〈
∂tv(t),w
〉+ a1(v(t),w)+ c1(v(t),v(t),w)+ c1(U(t),v(t),w)
+ c1
(
v(t),U(t),w
)=−〈φ(t)e0,w〉 ∀w ∈ V a.e. t ∈ (0, T ), (11)〈
∂tφ(t),ψ
〉+ a0(φ(t),ψ)+ c0(v(t), φ(t),ψ)+ c0(U(t), φ(t),ψ)
+ c0
(
v(t),Θ(t),ψ
)= 〈g(t),ψ 〉 ∀ψ ∈H 10 (Ω) a.e. t ∈ (0, T ) (12)
and
lim
t→0+
(
v(t), φ(t)
)= (u0, θ0)− (U0,Θ0) in W×L2(Ω). (13)
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3. Preliminary estimates for the dynamics
3.1. A quasi-optimizer
To estimate the dynamics of the optimal control solution, we need to find a
sharp bound for the value of inf(u,θ,h)∈Uad(T )JT (u, θ, h). It is important that this
bound is uniform in T . We now construct a quasi-optimizer (u˜, θ˜ , h˜) ∈ Uad(∞)
for J∞(·, ·). We can in turn derive some preliminary estimates for the optimal
solutions. By a quasi-optimizer we mean an element (u˜, θ˜, h˜) ∈ Uad(∞) satisfying
‖(u˜(t), θ˜ (t))− (U(t),Θ(t))‖→ 0 as t →∞. The following theorem asserts the
existence of such an element.
Theorem 3.1. Assume that the assumptions (A1) and (A2) hold. Then there exists
a pair ((u˜, θ˜ ), h˜) ∈ Uad(∞) satisfying∥∥(u˜(t), θ˜ (t))− (U(t),Θ(t))∥∥2  ∥∥(u0, θ0)− (U0,Θ0)∥∥2e−ωˆt (14)
and for ∀T ∈ (0,∞]
JT
(
u˜, θ˜ , h˜
)
 α‖(u0, θ0)− (U0,Θ0)‖
2
2ωˆ
(
1− e−ωˆT ), (15)
where
ωˆ := min
{
νλ1 − 4|‖∇U‖|
2
ν
− 1, 2κλ1 − 4|‖∇Θ‖|
2
ν
− 1
}
> 0. (16)
Proof. Let ((u, θ), h) ∈ XT ×YT be a pair satisfying Eqs. (4)–(7). Then the triplet
(v, φ, g) satisfies Eqs. (11)–(13). By substituting w = v and ψ = φ in (11)–(12),
we have
1
2
d
dt
∥∥v(t)∥∥2 + ν∥∥∇v(t)∥∥2 + c1(v(t),U(t),v(t))=−〈φ(t)e0,v(t)〉 (17)
and
1
2
d
dt
∥∥φ(t)∥∥2 + κ∥∥∇φ(t)∥∥2 + c0(v(t),Θ(t),φ(t)) = 〈g(t),φ(t)〉. (18)
Using (1) and (2), we have∣∣c1(v(t),U(t),v(t))∣∣√2∥∥v(t)∥∥ · |‖∇U‖| · ∥∥∇v(t)∥∥
 ν
4
∥∥∇v(t)∥∥2 + 2|‖∇U‖|2
νλ1
∥∥∇v(t)∥∥2 (19)
and ∣∣c0(v(t),Θ(t),φ(t))∣∣√2/λ1 ∥∥∇v(t)∥∥ · |‖∇Θ‖| · ∥∥∇φ(t)∥∥
 ν
4
∥∥∇v(t)∥∥2 + 2|‖∇Θ‖|2
νλ1
∥∥∇φ(t)∥∥2 (20)
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so that by applying (19)–(20) to (17)–(18) and then combining the last two in-
equalities, we have
d
dt
(∥∥v(t)∥∥2 + ∥∥φ(t)∥∥2)+ ωˆ(∥∥v(t)∥∥2 + ∥∥φ(t)∥∥2) 2∣∣〈g(t),φ(t)〉∣∣ (21)
or
d
dt
(∥∥v(t)∥∥2 + ∥∥φ(t)∥∥2)+ ωˆ
λ1
(∥∥∇v(t)∥∥2 + ∥∥∇φ(t)∥∥2) 2∣∣〈g(t),φ(t)〉∣∣.
(22)
In particular, we let (v˜, φ˜) be the solution of Eqs. (11)–(13) when g ≡ 0, i.e.,
(u˜, θ˜ , h˜) satisfy (4)–(7) with h˜=H . Thus we may apply the Gronwall’s inequality
to (21) to obtain∥∥(v˜, φ˜)(t)∥∥2  ∥∥(u0, θ0)− (U0,Θ0)∥∥2e−ωˆt
which implies the conclusion (14). Furthermore, we see that for each T ∈ (0,∞],
JT
(
u˜, θ˜ , h˜
)= α
2
T∫
0
∥∥(v˜(t), φ˜(t))∥∥2 dt
 α‖(u0, θ0)− (U0,Θ0)‖
2
2
T∫
0
e−ωˆt dt
= α‖(u0, θ0)− (U0,Θ0)‖
2
2ωˆ
(
1− e−ωˆT )
 α‖(u0, θ0)− (U0,Θ0)‖
2
2ωˆ
.
This completes the proof of this theorem. ✷
Remark 1. It follows from Theorem 3.1 that
lim
T→∞ min( u˜,θ˜ ,h˜)∈Uad(T )
JT
((
u˜, θ˜
)
, h˜
)= 0.
We see that a quasi-optimizer ((u˜, θ˜ ), h˜) has been created in the sense that
‖(u˜, θ˜ )(t) − (U,Θ)(t)‖ → 0 as t →∞ and J∞((u˜, θ˜ ), h˜) is bounded. In fact,
‖(u˜, θ˜ )(t) − (U,Θ)(t)‖ → 0 exponentially as t → ∞. The true optimizer is
expected to have the property ‖(u˜, θ˜ )(t)− (U,Θ)(t)‖→ 0 as t →∞ and at the
same time, minimize the work involved to realize and maintain the optimized
flow.
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3.2. Estimates for the dynamics of admissible elements
In this section, we will derive some estimates for the dynamics of all solutions
of (4)–(7). These estimates in turn will allow us to derive preliminary estimates
for the dynamics of the optimal solutions.
First, we consider the L∞(0, T ;L2(Ω)) estimates in terms of the initial data
and the functional values.
Theorem 3.2. Let T ∈ [0,∞]. Assume that the assumptions (A1) and (A2) hold.
If (u, θ, h) ∈ Uad(T ), then ∀t ∈ [0, T ],∥∥(u(t), θ(t))− (U(t),Θ(t))∥∥2

∥∥(u0 −U0, θ0 −Θ0)∥∥2 + 1√
αβ
JT (u, θ, h). (23)
If, in addition, JT (u, θ, h)JT (u˜, θ˜ , h˜), then∥∥(u(t), θ(t))− (U(t),Θ(t))∥∥2  C1∥∥(u0 −U0, θ0 −Θ0)∥∥2, (24)
where ωˆ and (u˜, θ˜ , h˜) are defined in Theorem 3.1 and
C1 :=
(
1+ 1
2ωˆ
√
α
β
)
.
Proof. Using (21) we have
d
dt
∥∥(v(t), φ(t))∥∥2 + ωˆ∥∥(v(t), φ(t))∥∥2
 1√
αβ
(
α
∥∥(v(t), φ(t))∥∥2 + β∥∥g(t)∥∥2).
Multiplying both sides of this inequality by eωˆt and then integrating in t over
(0, t), we have∥∥(v(t), φ(t))∥∥2  ∥∥(v(0),φ(0))∥∥2e−ωˆt + 1√
αβ
JT (u, θ, h)
which yields (23). (24) follows from (15) and (23). ✷
Now, using the uniform Gronwall’s inequality (for the details see [4,7]) we
derive the L∞(0, T ;H1(Ω)×H 1(Ω)) estimates.
Theorem 3.3. Let T ∈ (0,∞] and (u, θ, h) ∈ Uad(T ). Assume that the assump-
tions (A1) and (A2) hold and assume further thatJT (u, θ, h) JT (u˜, θ˜ , h˜). Then
for each ε > 0,
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(u−U, θ −Θ) ∈L2(0, T ;H1(Ω)×H 1(Ω))
∩L∞(ε,T ;H1(Ω)×H 1(Ω)), (25)
T∫
0
∥∥∇(u(s), θ(s))−∇(U(s),Θ(s))∥∥2 ds  C2∥∥(u0 −U0, θ0 −Θ0)∥∥2
(26)
and ∥∥∇(u(t), θ(t))−∇(U(t),Θ(t))∥∥2  C3∥∥(u0 −U0, θ0 −Θ0)∥∥2, ∀t  ε,
(27)
where C2 = C2(ν, κ,Ω,U,Θ) and C3 = C3(ε, ν, κ,Ω,U,Θ) are given by
C2 := λ1
ωˆ
(
1+ 1
2ωˆ
√
α
β
)
,
C3 :=
(
1
ε
C2 +K2 C2 + α
κβωˆ
)
· exp{K1C2∥∥(u0 −U0, θ0 −Θ0)∥∥2}
with ωˆ and C1 given in Theorems 3.1 and 3.2, and
K1 := 2CC1
(
1
ν3
+ 1
κ3
)∥∥(u0 −U0, θ0 −Θ0)∥∥2,
K2 := 2C
{(
1
ν3
+ 1
κ3
)
|‖U‖|2 · |‖∇U‖|2 + |‖∇U‖| · |‖∆U‖|
ν
√
λ1
+ |‖∇Θ‖| · |‖∆Θ‖|
κ
√
λ1
+ 1
Cνλ1
}
.
Proof. Let T ∈ (0,∞] be given. For each ε > 0, it follows from the regularity
results for the Boussinesq equations that (v, φ) ∈ L2(0, T ;H1(Ω)× H 1(Ω)) ∩
C([ε,T ];H1(Ω)×H 1(Ω)) if T <∞ so that (25) holds if T <∞. When T =∞,
we have
(v, φ) ∈ L2loc
(
0,∞;H1(Ω)×H 1(Ω))∩C([ε,∞);H1(Ω)×H 1(Ω))
so that (25) follows from (24) together with (27) if (27) is proved. Integrating (22)
over (0, T ) and then applying (15), we have (26). Now we prove (27) to complete
this theorem.
Substituting w = −Π∆v(t) and ψ = −∆φ(t) in (11) and (12), respectively,
where Π is the Leray projector defined in (3), we have
1
2
d
dt
∥∥∇v(t)∥∥2 + ν∥∥Π∆v(t)∥∥2

∣∣c1(v(t),v(t),Π∆v(t))∣∣+ ∣∣c1(U(t),v(t),Π∆v(t))∣∣
+ ∣∣c1(v(t),U(t),Π∆v(t))∣∣+ ∣∣〈φ(t)e0,Π∆v(t)〉∣∣
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and
1
2
d
dt
∥∥∇φ(t)∥∥2 + κ∥∥∆φ(t)∥∥2

∣∣c0(v(t), φ(t),∆φ(t))∣∣+ ∣∣c0(U(t), φ(t),∆φ(t))∣∣
+ ∣∣c0(v(t),Θ(t),∆φ(t))∣∣+ ∣∣〈g(t),∆φ(t)〉∣∣.
Using Hölder’s inequality and the fact that there exists a constant C > 0, depend-
ing on Ω , such that
‖χ‖L4(Ω)  C‖χ‖1/2‖∇χ‖1/2 ∀χ ∈ H10(Ω)
(
or H 10 (Ω)
)
,
we observe that, for u,v,w ∈ H10(Ω), φ,ψ ∈H 10 (Ω),∣∣c1(u,v,w)∣∣ ‖u‖L4(Ω)‖∇v‖L4(Ω)‖w‖
C‖u‖1/2‖∇u‖1/2‖∇v‖1/2‖Π∆v‖1/2‖w‖
and ∣∣c0(u, φ,ψ)∣∣ ‖u‖L4(Ω)‖∇φ‖L4(Ω)‖ψ‖
 C‖u‖1/2‖∇u‖1/2‖∇φ‖1/2‖∆φ‖1/2‖ψ‖,
and then we have the following:
1
2
d
dt
∥∥∇v(t)∥∥2
 C
ν3
∥∥v(t)∥∥2∥∥∇v(t)∥∥4 + 1
νλ1
∥∥∇φ(t)∥∥2
+ C
ν3
{∥∥U(t)∥∥2∥∥∇U(t)∥∥2 + ν2√
λ1
∥∥∇U(t)∥∥∥∥∆U(t)∥∥}∥∥∇v(t)∥∥2 (28)
and
1
2
d
dt
∥∥∇φ(t)∥∥2  C
κ3
∥∥v(t)∥∥2∥∥∇v(t)∥∥2∥∥∇φ(t)∥∥2 + 1
κ
∥∥g(t)∥∥2
+ C
κ3
∥∥U(t)∥∥2∥∥∇U(t)∥∥2∥∥∇φ(t)∥∥2
+ C
κ
√
λ1
∥∥∇U(t)∥∥∥∥∆U(t)∥∥∥∥∇v(t)∥∥2. (29)
Combining (28) and (29) and using (24), we have
d
dt
∥∥∇(v(t), φ(t))∥∥2 K1∥∥∇(v(t), φ(t))∥∥2∥∥∇(v(t), φ(t))∥∥2
+
{
K2
∥∥∇(v(t), φ(t))∥∥2 + 2
κ
∥∥g(t)∥∥2}, (30)
where K1 and K2 are given in Theorem 3.3.
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To apply the uniform Gronwall’s inequality to (30), we need the following
estimates which are followed by (27) and (15). For each ε > 0, we have
t+ε∫
t
∥∥∇(v(s),φ(s))∥∥2 ds  C2∥∥(u0 −U0, θ0 −Θ0)∥∥2
and
t+ε∫
t
(
K2
∥∥∇(v(s),φ(s))∥∥2 + 2
κ
∥∥g(s)∥∥2)ds

(
K2C2 + α
κβωˆ
)∥∥(u0 −U0, θ0 −Θ0)∥∥2,
so that (27) follows from the uniform Gronwall’s inequality. ✷
An immediate consequence of Theorems 3.2 and 3.3 is the following prelim-
inary estimates for the optimal solutions.
Theorem 3.4. Assume that the assumptions (A1) and (A2) hold. Let T ∈ (0,∞]
and (uˆ, θˆ, hˆ) ∈ Uad(T ) be an optimal solution for (9). Then∥∥( uˆ(t), θˆ (t))− (U(t),Θ(t))∥∥2  C1∥∥(u0 −U0, θ0 −Θ0)∥∥2, (31)
T∫
0
∥∥∇( uˆ(s), θˆ (s))−∇(U(s),Θ(s))∥∥2 ds  C2∥∥(u0 −U0, θ0 −Θ0)∥∥2
(32)
and ∥∥∇( uˆ(t), θˆ (t))−∇(U(t),Θ(t))∥∥2  C3∥∥(u0 −U0, θ0 −Θ0)∥∥2,
∀t  ε, (33)
where all the constants are as defined in Theorems 3.2 and 3.3.
4. Existence of an optimal control
4.1. The case of finite time interval
In this subsection, we first give the existence of an optimal solution for (9) with
T <∞ and concerning an optimality system. We then derive some estimates for
the adjoint state.
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Theorem 4.1. Let T ∈ (0,∞). Then there exists a optimal solution (uˆ, θˆ , hˆ) ∈
Uad(T ) for the problem (9), i.e., there exists at least an element hˆ ∈ L2(0, T ;
L2(Ω)) and(
uˆ, θˆ
) ∈C([0, T ];W×L2(Ω))∩L2(0, T ;V×H 10 (Ω))
such that the functional JT (u, θ, h) attains its minimum at (uˆ, θˆ, hˆ) and (uˆ, θˆ )
satisfies (4)–(7) with h= hˆ.
Proof. Let (un, θn,hn) ∈ Uad(T ) be a minimizing sequence for problem (9).
Since T is finite, assumption (A1) yields
(U,Θ) ∈ L2(0, T ; (H2(Ω)∩V)×H 2(Ω)) and H ∈ L2(0, T ;L2(Ω))
so that the sequence (hn) is bounded in L2(0, T ;L2(Ω)) and therefore (un)
and (θn) are bounded in C([0, T ];W) ∩ L2(0, T ;V) and C([0, T ];L2(Ω)) ∩
L2(0, T ;H 10 (Ω)), respectively. Furthermore we can find a pair (uˆ, θˆ , hˆ) and
a subsequence, still denoted by (un, θn,hn), such that

hn → hˆ in L2
(
0, T ;L2(Ω)) weakly,
un → uˆ in L2(0, T ;V) weakly and in L∞(0, T ;W) ∗-weakly,
θn → θˆ in L2
(
0, T ;H 10 (Ω)
)
weakly and in L∞
(
0, T ;L2(Ω)) ∗-weakly.
Using lower semicontinuity yields that
T∫
0
∥∥uˆ(t)−U(t)∥∥2 dt  lim
n→∞
T∫
0
∥∥un(t)−U(t)∥∥2 dt,
T∫
0
∥∥θˆ (t)−Θ(t)∥∥2 dt  lim
n→∞
T∫
0
∥∥θn(t)−Θ(t)∥∥2 dt
and
T∫
0
∥∥hˆ(t)−H(t)∥∥2 dt  lim
n→∞
T∫
0
∥∥hn(t)−H(t)∥∥2 dt,
which implies
JT (uˆ, θˆ, hˆ) lim
n→∞JT (un, θn,hn).
Using the fact from compactness that un → uˆ and θn → θˆ strongly inL2(0, T ;W)
and L2(0, T ;L2(Ω)), respectively, and following the same way given in [1] and
[7], it is proven that (uˆ, θˆ ) is actually the solution of (4)–(7) with h= hˆ and there-
fore the proof is completed. ✷
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For the moment, we give the expression of the derivative (in the Frèchet sense)
of the function h → (uh, θh):
Lemma 1. Let T ∈ (0,∞) and let h be in L2(0, T ;L2(Ω)). Then the function
h → (uh, θh) is differentiable as a function with values in L2(0, T ;V×H 10 (Ω))
where (uh, θh,h) satisfies Eqs. (4)–(7). Furthermore its derivative D(uh, θh)/Dh
associates, with every f ∈ L2(0, T ;L2(Ω)), the solution (u¯, θ¯)= (u¯(f ), θ¯ (f )) ∈
L2(0, T ;V×H 10 (Ω)) of the linearized problem〈
∂t u¯(t),w
〉+ a1(u¯(t),w)+ c1(u¯(t),uh(t),w)+ c1(uh(t), u¯(t),w)
+ 〈θ¯ (t)e0,w〉= 0 ∀w ∈ V a.e. t ∈ (0, T ),〈
∂t θ¯ (t),ψ
〉+ a0(θ¯ (t),ψ)+ c0(u¯(t), θh(t),ψ)+ c0(uh(t), θ¯ (t),ψ)
= 〈f (t),ψ 〉 ∀ψ ∈H 10 (Ω) a.e. t ∈ (0, T ),
lim
t→0+
(
u¯(t), θ¯ (t)
)= (0,0) in W×L2(Ω).
Proof. Let h and f be given in L2(0, T ;L2(Ω)). We need to prove the following
result:
lim
s→0
‖uh+sf − uh − su¯(f )‖L2(0,T ;V )
|s| = 0
and
lim
s→0
‖θh+sf − θh − sθ¯ (f )‖L2(0,T ;H 10 (Ω))
|s| = 0.
But it can be proven in the same way as Lemma 1.2.1 and Lemma 2.1.4 in [1]. ✷
Lemma 2. Assume that T ∈ (0,∞). Let f be given in L2(0, T ;L2(Ω)) and let
(u¯, θ¯ ) := (u¯(f ), θ¯ (f )) be defined as Lemma 1. Then, for every (f, k) ∈ L2(0, T ;
L2(Ω)×L2(Ω)), we have
T∫
0
{〈
f(t), u¯(t)
〉+ 〈k(t), θ¯ (t)〉}dt =
T∫
0
〈
f (t),µ(t)
〉
dt (34)
where (ξ ,µ) := (ξ (f, k),µ(f, k)) ∈ H1(QT ) is the solution of the linearized
problem:
−〈∂tξ (t),w〉+ a1(ξ (t),w)+ c1(w,uh(t), ξ (t))+ c1(uh(t),w, ξ (t))
+ c0
(
w, θh(t),µ(t)
)= 〈f(t),w〉 ∀w ∈ V a.e. t ∈ (0, T ), (35)
−〈∂tµ(t),ψ 〉+ a0(µ(t),ψ)+ c0(uh(t),ψ,µ(t))+ 〈ψe0, ξ (t)〉
= 〈k(t),ψ 〉 ∀ψ ∈H 10 (Ω) a.e. t ∈ (0, T ), (36)
lim
t→T−
(
ξ(t),µ(t)
)= (0,0) in W×L2(Ω). (37)
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Proof. Dropping the arguments f , f and k in (u¯, θ¯) and (ξ ,µ), we prove as fol-
lows:
T∫
0
{〈
f(t), u¯(t)
〉+ 〈k(t), θ¯ (t)〉}dt
=
T∫
0
{
−〈∂tξ (t), u¯(t)〉+ a1(ξ(t), u¯(t))+ c1(u¯(t),uh(t), ξ (t))
+ c1
(
uh(t), u¯(t), ξ (t)
)+ c0(u¯(t), θh(t),µ(t))− 〈∂tµ(t), θ¯ (t)〉
+ a0
(
µ(t), θ¯ (t)
)+ c0(uh(t), θ¯ (t),µ(t))+ 〈θ¯ (t)e0, ξ (t)〉}dt
=
T∫
0
{〈
∂t u¯(t), ξ (t)
〉+ a1(u¯(t), ξ (t))+ c1(u¯(t),uh(t), ξ (t))
+ c1
(
uh(t), u¯(t), ξ (t)
)+ 〈θ¯ (t)e0, ξ (t)〉+ 〈∂t θ¯ (t),µ(t)〉
+ a0
(
θ¯ (t),µ(t)
)+ c0(uh(t), θ¯ (t),µ(t))
+ c0
(
u¯(t), θh(t),µ(t)
)}
dt
=
T∫
0
〈
f (t),µ(t)
〉
dt. ✷
Theorem 4.2. Let T ∈ (0,∞) and let (uˆ, θˆ , hˆ) ∈ Uad(T ) be an optimal solution
for the problem (9). Then the following equality holds:
µˆ(t)+ β gˆ(t)= 0 in Ω × (0, T ), (38)
where (ξˆ , µˆ) := (ξˆ (vˆ, φˆ), µˆ(vˆ, φˆ)) ∈H1(QT ) is the adjoint state that is the solu-
tion of the linearized problem:
−〈∂t ξˆ (t),w〉+ a1(ξˆ(t),w)+ c1(w, uˆ(t), ξˆ (t))+ c1( uˆ(t),w, ξˆ (t))
+ c0
(
w, θˆ (t), µˆ(t)
)= α〈vˆ(t),w〉 ∀w ∈ V a.e. t ∈ (0, T ), (39)
−〈∂t µˆ(t),ψ 〉+ a0(µˆ(t),ψ)+ c0( uˆ(t),ψ, µˆ(t))+ 〈ψe0, ξˆ (t)〉
= α〈φˆ(t),ψ 〉 ∀ψ ∈H 10 (Ω) a.e. t ∈ (0, T ), (40)
lim
t→T −
(
ξˆ (t), µˆ(t)
)= (0,0) in W×L2(Ω), (41)
where vˆ := uˆ−U, φˆ := θˆ −Θ and gˆ := hˆ−H .
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Proof. Let (uˆ, θˆ, hˆ) be an optimal solution. Then the Gâteaux derivativeJ ′T (hˆ) ·f
of JT in the direction of hˆ is zero for every f inL2(0, T ;L2(Ω)). Using the result
of Lemma 1, the chain rule provides the following expression:
J ′T (hˆ) · f =
T∫
0
{
α
〈
vˆ(t), u¯(t)
〉+ α〈φˆ(t), θ¯ (t)〉+ β〈gˆ(t), f (t)〉}dt.
Setting f = αvˆ and k = αφˆ in (35) and (36), respectively, we have from (34)
0= J ′T (hˆ) · f =
T∫
0
〈
µˆ(t)+ βgˆ(t), f (t)〉dt
for every f ∈L2(0, T ;L2(Ω)),
that is to say the equality (38) holds. ✷
From this theorem we see that the optimal solution (uˆ, θˆ, hˆ) along with the La-
grange multiplier (ξˆ , µˆ) satisfies Eqs. (4)–(7) and (38)–(41). Note that (38) allows
us to eliminate the variable h in (6).
4.2. The case of the infinite time interval
In this section we prove the existence of an optimal solution for (9) on the
infinite time interval (0,∞) using the previous results of the finite time interval.
Theorem 4.3. There exists an optimal solution (uˆ, θˆ , hˆ) ∈ Uad(∞) for (9) with
T =∞.
Proof. For each T ∈ (0,∞), by using Theorem 4.1 we choose a
(uT , θT ,hT ) ∈ Uad(T )
which solves (9) and satisfies
JT (uT , θT ,hT )= inf
(w,ψ,f )∈Uad(T )
JT (w,ψ,f ), (42)〈
∂tuT (t),w
〉+ a1(uT (t),w)+ c1(uT (t),uT (t),w)+ 〈θT (t)e0,w〉= 0
∀w ∈ V a.e. t ∈ (0, T ), (43)〈
∂t θT (t),ψ
〉+ a0(θT (t),ψ)+ c0(uT (t), θT (t),ψ)= 〈hT (t),ψ 〉
∀ψ ∈H 10 (Ω) a.e. t ∈ (0, T ), (44)
and
lim
t→0+
(
uT (t), θT (t)
)= (u0, θ0) in W ×L2(Ω). (45)
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The fact that [Uad(∞)]|(0,T ) ⊂ Uad(T ) for each finite T yields that
JT (uT , θT ,hT ) JT (w,ψ,f ) J∞(w,ψ,f )
for all (w,ψ,f ) ∈ Uad(∞).
Using the bound of J∞(u˜, θ˜, h˜) for a quasi-optimizer (u˜, θ˜ , h˜) constructed in
Section 3.1, we have (u˜, θ˜ , h˜) ∈ Uad(∞) and then
JT (uT , θT ,hT ) inf
(w,ψ,f )∈Uad(∞)
J∞(w,ψ,f ) <∞. (46)
For each integer k > 0, we denote by (uk, θk, hk) a solution of (42)–(45)
for T = k. We set (vk, φk, gk) = (uk − U, θk − Θ,hk − H). Then (vk, φk, gk)
satisfies (11)–(13) with T = k. Using (46) and standard estimates for the
Boussinesq equations on finite time interval, we obtain that ‖gk‖L2(0,k;L2(Ω)),
‖(uk, θk)‖H(1)(Qk) and ‖(uk, θk)‖L∞(0,k;W×L2(Ω)) are uniformly bounded for all
k. Hence, by induction we may choose successive subsequences of positive
integer {k(m)n }∞n=1 for m= 1,2, . . . such that {k(1)n }∞n=1 ⊃ {k(2)n }∞n=1 ⊃ · · · , and(
v
k
(m)
n
, φ
k
(m)
n
)
⇀
(
v(m), φ(m)
)
in H(1)(Qm) as n→∞,(
v
k
(m)
n
, φ
k
(m)
n
) ∗
⇀
(
v(m), φ(m)
)
in L∞
(
0,m;W×L2(Ω)) as n→∞
and
g
k
(m)
n
⇀ g(m) in L2
(
0,m;L2(Ω)) as n→∞
for some (v(m), φ(m)) ∈ H(1)(Qm) and g(m) ∈ L2(0,m;L2(Ω)). Hence, by ex-
tracting the diagonal subsequence, we have that for each m′,(
v
k
(m)
m
,φ
k
(m)
n
)
⇀
(
v(m
′), φ(m
′)) in H(1)(Qm′) as m→∞, (47)(
v
k
(m)
m
,φ
k
(m)
n
) ∗
⇀
(
v(m
′), φ(m
′)) in L∞(0,m′;W×L2(Ω)) as m→∞
(48)
and
g
k
(m)
m
⇀ g(m
′) in L2
(
0,m′;L2(Ω)) as m→∞. (49)
For each inter m′ > 0, using (47)–(49), standard techniques for the Navier–Stokes
(Boussinesq) equations, compactness results and density arguments (see [1,7])
allow us to pass to the limit as m→∞ in the equation
∞∫
0
{〈
∂tvk(m)m
(t),w
〉
χ(t)+ a1
(
v
k
(m)
m
(t),w
)
χ(t)
+ c1
(
v
k
(m)
m
(t),v
k
(m)
m
(t),w
)
χ(t)+ c1
(
U(t),v
k
(m)
m
(t),w
)
χ(t)
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+ c1
(
v
k
(m)
m
(t),U(t),w
)
χ(t)+ 〈φ
k
(m)
m
(t)e0,w
〉
χ(t)
}
dt = 0,
∀w ∈ V, χ ∈C∞0
(
(0,m′)
)
, (50)
and
∞∫
0
{〈
∂tφk(m)m
(t),ψ
〉
χ(t)+ a0
(
φ
k
(m)
m
(t),ψ
)
χ(t)
+ c0
(
v
k
(m)
m
(t), φ
k
(m)
m
(t),ψ
)
χ(t)+ c0
(
U(t), φ
k
(m)
m
(t),ψ
)
χ(t)
+ c0
(
v
k
(m)
m
(t),Θ(t),ψ
)
χ(t)
}
dt =
∞∫
0
〈
γ
k
(m)
m
(t),ψ
〉
χ(t) dt,
∀ψ ∈H 10 (Ω), χ ∈C∞0
(
(0,m′)
) (51)
to obtain〈
∂tu
(m′)(t),w
〉+ a1(u(m′)(t),w)+ c1(u(m′)(t),u(m′)(t),w)
+ 〈θ(m′)(t)e0,w〉= 0 ∀w ∈ V a.e. t ∈ (0,m′), (52)
and 〈
∂t θ
(m′)(t),ψ
〉+ a0(θ(m′)(t),ψ)+ c0(u(m′)(t), θ (m′)(t),ψ)
= 〈h(m′)(t),ψ 〉 ∀ψ ∈H 10 (Ω) a.e. t ∈ (0,m′), (53)
where (u(m′), θ (m′))= (v(m′), φ(m′))+ (U,Θ). For all m1,m2 with m1 >m2, we
have that (v(m1), φ(m1))|(0,m2) = (v(m2), φ(m2)) and g(m1)|(0,m2) = g(m2) because
of the uniqueness of weak limits. Therefore the functions (vˆ(t), φˆ(t)) :=
(v(m)(t), φ(m)(t)) if t  m and gˆ(t) := g(m)(t) if t  m are well-defined on
(0,∞), and furthermore, (vˆ, φˆ) ∈ H(1)loc(Q) and gˆ ∈ L2(0,∞;L2(Ω)). Upon
setting (uˆ, θˆ ) = (vˆ, φˆ) + (U,Θ) and hˆ = gˆ + H and noting that m′ is arbitrary
in (52)–(53), we have〈
∂t uˆ(t),w
〉+ a1( uˆ(t),w)+ c1( uˆ(t), uˆ(t),w)+ 〈 θˆ (t)e0,w〉= 0
∀w ∈ V a.e. t ∈ (0,∞), (54)
and 〈
∂t θˆ (t),ψ
〉+ a0( θˆ (t),ψ)+ c0( uˆ(t), θˆ (t),ψ)= 〈 hˆ(t),ψ 〉
∀ψ ∈H 10 (Ω) a.e. t ∈ (0,∞). (55)
We now examine the initial condition for (uˆ, θˆ ). The continuous embedding
H(1)(Q) ↪→ C([0, T ];W × L2(Ω)) implies that (uˆ(0), θˆ (0)) is well-defined in
W ×L2(Ω). Replacing χ in (50)–(51) by a continuously differentiable function
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in [0,∞) with a bounded support, integrating by parts, using the fact that
(u
k
(m)
m
(0), θ
k
(m)
m
(0))= (u0, θ0) and then passing to the limit, we obtain
∞∫
0
{−〈 uˆ(t),w〉χ ′(t)+ a1( uˆ(t),w)χ(t)+ c1( uˆ(t), uˆ(t),w)χ(t)
+ 〈 θˆ (t)e0,w〉χ(t)} dt = 〈u0,w〉χ(0), ∀w ∈ V, (56)
and
∞∫
0
{−〈 θˆ (t),ψ 〉χ ′(t)+ a0( θˆ (t),ψ)χ(t)+ c0( uˆ(t), θˆ (t),ψ)χ(t)}dt
=
∞∫
0
〈
hˆ(t),ψ
〉
χ(t) dt + 〈θ0,ψ 〉χ(0), ∀ψ ∈H 10 (Ω). (57)
On the other hand, by multiplying (54)–(55) by χ(t) and then integrating by parts,
we obtain
∞∫
0
{−〈 uˆ(t),w〉χ ′(t)+ a1( uˆ(t),w)χ(t)+ c1( uˆ(t), uˆ(t),w)χ(t)
+ 〈 θˆ (t)e0,w〉χ(t)} dt = 〈 uˆ(0),w〉χ(0), ∀w ∈ V, (58)
and
∞∫
0
{−〈 θˆ (t),ψ 〉χ ′(t)+ a0( θˆ (t),ψ)χ(t)+ c0( uˆ(t), θˆ (t),ψ)χ(t)}dt
=
∞∫
0
〈
hˆ(t),ψ
〉
χ(t) dt + 〈 θˆ (0),ψ 〉χ(0), ∀ψ ∈H 10 (Ω). (59)
By comparing (58)–(59) with (56)–(57) and then choosing χ with χ(0) = 1,
we have (uˆ(0), θˆ(0)) = (u0, θ0) in W × L2(Ω). Finally, using the lower semi-
continuity of the functional JT (·, ·, ·) and the fact that (vˆ, φˆ)= (uˆ, θˆ )− (U,Θ) ∈
L2(0,∞;V×H 10 (Ω)) and gˆ = hˆ−H ∈ L2(0,∞;L2(Ω)), we obtain
J
k
(m)
m
(
uˆ, θˆ , hˆ
)
 lim inf
m→∞ Jk(m)m
(
u
k
(m)
m
, θ
k
(m)
m
, h
k
(m)
m
)
 J∞(w,ψ,f )
∀(w,ψ,f ) ∈ Uad(∞)
so that by letting m→∞,
J∞
(
uˆ, θˆ , hˆ
)
 J∞(w,ψ,f ) ∀(w,ψ,f ) ∈ Uad(∞).
Hence we have proved that (uˆ, θˆ , hˆ) is the desired optimizer for (9) with
T =∞. ✷
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5. Dynamics of optimal control solutions on the infinite time interval
Using the preliminary estimate (32) that ‖(u(t), θ(t)) − (U(t),Θ(t))‖ stays
bounded, we will prove much stronger result:∥∥(u(t), θ(t))− (U(t),Θ(t))∥∥ approaches to zero as t →∞.
Lemma 3. Let T ∈ (0,∞]. Assume that (u, θ, h) ∈ Uad(T ). If ‖(u(t), θ(t)) −
(U(t),Θ(t))‖> 0 for all t ∈ (t1, t2)⊂ [0, T ], then∥∥(u(t2), θ(t2))− (U(t2),Θ(t2))∥∥

∥∥(u(t1), θ(t1))− (U(t1),Θ(t1))∥∥+C4√t2 − t1(JT (u, θ, h))1/2, (60)
where
C4 :=
[
1
α
(
2|‖∇U‖|2
ν
+ |‖∇Θ‖|
2
√
8νκ
+ 1
2
)1/2
+ 1
β
]1/2
.
If, in addition, the assumptions (A1) and (A2) hold and
JT (u, θ, f ) JT
(
u˜, θ˜ , h˜
)
,
where (u˜, θ˜ , h˜) is as defined in Theorem 3.1, then∥∥(u(t2), θ(t2))− (U(t2),Θ(t2))∥∥

∥∥(u(t1), θ(t1))− (U(t1),Θ(t1))∥∥
+C4√t2 − t1
∥∥(u0, θ0)− (U0,Θ0)∥∥
√
α
2ωˆ
, (61)
where ωˆ is as defined in Theorem 3.1.
Proof. Using (17)–(19) and (20) changed such as
∣∣c0(v,Θ,φ)∣∣ |‖∇Θ‖|2√
8νκ
∥∥(v(t), φ(t))∥∥2 + ν
4
∥∥∇v(t)∥∥2 + κ
2
‖∇φ‖2,
we have∥∥(v(t), φ(t))∥∥ d
dt
(∥∥(v(t), φ(t))∥∥)+ ωˆ1∥∥(v(t), φ(t))∥∥2
 1
2
∥∥(v(t), φ(t))∥∥2 + ∥∥g(t)∥∥ · ∥∥(v(t), φ(t))∥∥+C∥∥(v(t), φ(t))∥∥2,
for all t ∈ (0, T ), where
ωˆ1 = min
{
νλ1
2
,
κλ1
2
}
and C = 2|‖∇U‖|
2
ν
+ |‖∇Θ‖|
2
√
8νκ
.
If ‖(v(t), φ(t))‖ > 0 for all t ∈ (t1, t2), then we may divide this inequality by
‖(v(t), φ(t))‖ to obtain
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d
dt
∥∥(v(t), φ(t))∥∥+ ωˆ1∥∥(v(t), φ(t))∥∥

(
C + 1
2
)∥∥(v(t), φ(t))∥∥+ ∥∥g(t)∥∥

(
1
α
(
C + 1
2
)2
+ 1
β
)1/2(
α
∥∥(v(t), φ(t))∥∥2 + β∥∥g(t)∥∥2)1/2
for all t ∈ (t1, t2). Multiplying the last inequality by eωˆ1t and then integrating over
(t1, t2), we are led to
∥∥(v(t2),φ(t2))∥∥ ∥∥(v(t1),φ(t1))∥∥e−ωˆ1(t2−t1) +
(
1
α
(
C + 1
2
)2
+ 1
β
)1/2
×
t2∫
t1
(
α
∥∥(v(s),φ(s))∥∥2 + β∥∥g(s)∥∥2)1/2e−ωˆ1(t2−s) ds

∥∥(v(t1),φ(t1))∥∥+
(
1
α
(
C + 1
2
)2
+ 1
β
)1/2
× (JT (u, θ, h))1/2
( t2∫
t1
e−2ωˆ1(t2−s) ds
)1/2

∥∥(v(t1),φ(t1))∥∥+
(
1
α
(
C + 1
2
)2
+ 1
β
)1/2
× (JT (u, θ, h))1/2
(
1− e−2ωˆ1(t2−t1)
2ωˆ1
)1/2

∥∥(v(t1),φ(t1))∥∥+√t2 − t1
(
1
α
(
C + 1
2
)2
+ 1
β
)1/2
× (JT (u, θ, h))1/2,
where we have used the fact that 1 − e−y  y for y  0. Hence, we have shown
(60) and (61) simply follows from the bound (15). ✷
Theorem 5.1. Assume that (u, θ, h) ∈ Uad(∞). Then
lim
t→∞
∥∥(u(t), θ(t))− (U(t),Θ(t))∥∥= 0. (62)
Proof. If J∞(u, θ, h) = 0, then the theorem is trivial. Thus we assume J∞(u,
θ, h)  0 and proceed to prove (62) by contradiction. Assume that (62) is false.
For given ε > 0 we set
δ = ε
2
4C24 (t2 − t1)JT (u, θ, h)
> 0,
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then we may choose a sequence {tn} such that tn →∞, tn+1 − tn  δ and∥∥(u(tn), θ(tn))− (U(tn),Θ(tn))∥∥ ε > 0.
Then we can show that∥∥(u(t), θ(t))− (U(t),Θ(t))∥∥> 0, ∀t ∈ (tn − δ, tn). (63)
Its proof is as follows. We set
t¯ = sup{t ∈ (tn−1, tn): ∥∥(u(t), θ(t))− (U(t),Θ(t))∥∥= 0}
and assume that tn− t¯ < δ, i.e., t¯ ∈ (tn− δ, tn). Then we have that ‖(u(t), θ(t))−
(U(t),Θ(t))‖> 0 on (t¯, tn) so that by (60),∥∥(u(t¯ ), θ(t¯))− (U(t¯ ),Θ(t¯))∥∥

∥∥(u(tn), θ(tn))− (U(tn),Θ(tn))∥∥−C4δ1/2(JT (u, θ, h))1/2  ε/2
which contradicts ‖(u(t¯ ), θ(t¯)) − (U(t¯),Θ(t¯))‖ = 0. This proves the assertion
(63). Now, applying (60) to (63), we have∥∥(u(t), θ(t))− (U(t),Θ(t))∥∥ ε/2, ∀t ∈ (tn − δ, tn)
and we are led to
J∞(u, θ, h) α2
∞∑
n=2
tn∫
tn−δ
∥∥(u(t), θ(t))− (U(t),Θ(t))∥∥2 dt
 αε
2
8
∞∑
n=2
δ =∞
which contradicts the assumption J∞(u, θ, h) <∞. Hence, the conclusion (62)
is proved. ✷
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