The Application Level Framing (ALF) principle states that information should be packetized by the application into Application Data Units (ADUs), each of which should be at the same time a unit of transmission, a unit of control, and a unit of processing. This paper describes a communication system architecture based on the ALF principle, which then attempts to maximize what might be gained from using ADUs. In this architecture, protocols are tailored to application requirements, i.e. to ADU types. In a first approximation we consider three specific requirements, namely in-order delivery, reliable delivery and real-time delivery. ALF based systems promise performance gains, however implementing them in practice might be a complex task. Therefore we have developed a compiler that automatically generates ALF based communication systems starting from formal specification of applications. We have used this compiler to generate protocols tailored to three specific applications. Experimental results show that the gains are linked to application "complexity".
Introduction
With the fast development of telecommunication technologies, new classes of distributed applications such as video conferencing, multimedia database search and retrieval, shared editing and multiuser gaming have emerged. These applications have very different requirements in terms of services (expressed for example in terms of reliability or latency) than "traditional" applications. Therefore it is no surprise that traditional communication systems, such as those based on the Internet protocol suite (TCP or UDP over IP), do not always meet the specific needs of these new applications. Indeed, they have been designed to provide a simple interface to applications, and to offer applications an "all-or-nothing" kind of service, namely ordered and reliable for TCP, unordered and unreliable for UDP.
Clark and Tennenhouse proposed a communication system architecture called ALF or Application Level Framing [12] . The basic idea of ALF is that applications should be involved in the data transmission process, as applications best know the characteristics/requirements of the information being transmitted. In addition they know what to do when information is lost, misordered, or late. This is captured in the main ALF principle, which states that information should be packetized by the application into Application Data Units, or ADUs. Thus ADUs should be the unit of processing, the unit of control, and the unit of transmission. Furthermore, ADUs are independent elements that are delivered as soon as they are received by the applica-tion entity. It is then up to the applications to decide what to do with the received ADUs, for example ask for retransmission, discard it, etc.
The ALF principle is very attractive, yet relatively few systems and protocols are based on it (refer to section 2 for related work). The work reported in this paper has focused on designing ALF-based communication system architecture that attempts to maximize the benefits that might be gained from using ADUs. Our architecture has the following characteristics:
• Transmission procedures are tailored to the requirements of each ADU type. We have considered three such requirements, namely order of sequence, reliability, and real-time.
• Transmission control is integrated into the application synchronously, yielding a single automaton. Hence both application and transmission automata can be implemented in a single process. The synchronous approach may also lead to more efficient software by reducing the number of context switches However, the implementation of such communication systems can be very complex, and difficult to design manually for each new application. So, we have developed a compiler that automatically generates an ALF based communication system starting from the formal description of the application.
The rest of the paper is structured as follows. Section 2 describes other approaches proposed to extend the capabilities of traditional communication systems. Section 3 details our interpretation of ALF and our proposed architecture. Section 4 briefly introduces the compiler we realized to automatically implement our architecture. Section 5 describes the experiments we carried out to evaluate the architecture and the compiler for three specific applications. Section 6 discusses the results of the experiments. Section 7 concludes the paper.
Related work
The purpose of our ALF architecture is to provide a communication environment that satisfies the requirements of a large range of distributed applications. The classic ways to address this problem are to design new protocols or to tailor protocols to application requirements.
Only a few experiments have been done to move the control of the transmission to the application. Chesson experimented it with XTP [8] (integration of layer 3 and 4, transmission control options given to the application). Cheriton, in [7] , explains that it is irrelevant, for group applications, to perform packet ordering and synchronization in a separate protocol, when the application can do it with no extra cost.
To our knowledge, only a few research groups have tried to address the problem of designing a completely new architecture. We have identified the following projects that are currently working on the (sometimes automated) design and implementation of communication subsystems tailored to application requirements, with more or less control by the application:
• ADAPTIVE [34] deals with the automatic generation of protocols that can support multimedia applications. ADAPTIVE is object-oriented. The protocols are composed of reusable components known as protocol functions.
• The UTS system [31] can be used to build a protocol during the application runtime, as opposed to during the compilation time.
• Da Capo [29] is a tool used for dynamic configuration of end-to-end transmission control protocols tailored to the application characteristics. A complex heuristic is used to design an independent control automaton for the end-to-end transmission control protocol (called CoRA). There is no integration, and the layered architecture is respected. Da Capo shows that tailoring protocol to the application characteristics is efficient in the case of multimedia applications.
• The Globus toolkit [41] is made of 6 low level modules. These modules are intended to be used to construct higher-level services for high-performance distributed applications. The application requirements are expressed in the Resource Location and Allocation module, and the basic communication mechanisms belong to the Communication module. This latter module adresses the problem of mapping application requirements to protocol mechanisms which are themselves aware of network QoS parameters (such as jitter/reliability/ latency/bandwith). In Globus, the protocol mechanisms are based on a library of existant protocols (UDP, TCP, ATM protocol, etc) with the ability for the service designer to manage their parameters. We believe our approach is more flexible in the sense that we use a fine granularity set of protocol mechanisms to generate a new specific protocol.
• The work closest to ours is the Partial Order Connection (POC) architecture [6] . In POC, the application automaton (described using Timed Petri Nets) is used to control efficiently data received from the different protocols used. The concept of POC is very close to ALF. The main difference is that standard protocols (TCP, UDP, XTP, etc.) are used to serve each type of ADU. The application automaton is consequently implemented in the system kernel. This approach called Application Aware Networking [19] suggests to increase networking system complexity to handle new requirements defined at the application level; the purpose is to simplify the application software.
All the solutions above are not operating system independent because the implementations are either part of the kernel, or a server within a micro-kernel based operating system. Our approach is different in that it is a user level solution where a minimal (but sufficient) communication system is integrated into the application software and where a well-defined programming abstraction is also provided. We adapt the transport protocols to the applications needs as opposed to the traditional layered model. In [36] , one of the originators of ALF even proposes that all network elements should adapt to application requirements, for example protocols running in intermediate routers. This concept of "active networks" could be seen as an extension of ALF towards hop-by-hop tailoring.
An ALF architecture
The ALF-based applications should be re-designed to maximize the benefits gained by using Applications Data Units. Application re-design gives the opportunity to completely re-design the communication system as well. We have chosen two different, but complementary, approaches:
• tailor the communication system to the application requirements, and
• integrate the transmission control mechanisms into the application.
These approaches result in an architecture where a single process made of the application and its end-to-end transmission control is implemented in the user space of the operating system. This application level process interfaces the network protocols over the in-kernel UDP/IP. The UDP protocol has been chosen instead of a direct IP access because of its demultiplexing functionality. The design of a specific demultiplexing module to avoid UDP would have increased the cost of development for equivalent performance [3] .
Choosing Application Data Units
ALF questions the well-established layered model by proposing shared knowledge between the different protocols and the application. The communication system (including application, presentation, and transmission procedures) processes data units whose semantics is defined by the application.
We have shown in [9] that the choice of an optimal ADU size can significantly improve the performance. Clearly, the structure of the ADUs must be preserved through the whole communication system, and fragmentation must be avoided (the high cost of fragmentation is demonstrated by Kent and Mogul in [26] ). Consequently, the size of an ADU should not exceed the size of the minimum MTU (Maximum Transmission Unit) on the transmission path. However, the ADU size is a characteristic of the application semantics while the minimum MTU size depends on the physical characteristics of the LANs on the transmission path. The minimum MTU is not known at the application design phase. The easiest solution is to design the shortest possible ADUs in order to fit any possible MTUs (less than 576 bytes in the current Internet). The "MTU path discovery" protocol [27] can also be used to dynamically evaluate the minimum MTU.
The "self-contained" property of ADUs is an important feature of ALF. It is also the most difficult to satisfy in practice. Let us illustrate the benefits of ALF with an image server. If an image is organized in blocks where each block represent a part of the image, blocks can be transmitted, controlled, and processed independently. In this case, there is no reason to re-order blocks at the receiving entity. Blocks can be delivered and displayed as soon as they are received and checked. The mapping between blocks and ADUs is obvious. The same principle can be applied to other applications, but with less benefit as ADUs cannot be processed totally out-ofsequence. In a video transmission [22] blocks within an image can be delivered out-ofsequence. But images have to be delivered in sequence. In MPEG for example, there are four types of frame (I, B, P, and M) that can be mapped to 4 different types of ADU. File transfers have to be re-designed to allow ADU based transmission as described in [12] .
Tailoring a communication system
In a datagram internetworking environment such as the Internet, most of the transmissions are controlled with two protocols that provide minimum and maximum functionality.
• TCP provides a reliable and ordered flow of data between two hosts. This protocol was designed first for file transfer and is now used for all applications that need reliability, with no constraints in delay (electronic mail, HTTP, etc.).
• On the other hand, UDP provides a very much simpler service to the application layer with essentially the demultiplexing and checksum functionnalities. Any reliability constraint must be handled at the application level.
These two transport protocols available in the Internet protocol suite do not satisfy the requirements of recently developed multimedia applications such as VIC [38] , VAT [37] , or RendezVous [30] . That explains why multimedia application designers developed RTP [35] , a non reliable multicast protocol for real-time transmission control; and also why new dedicated protocol mechanisms have emerged to be integrated into the applications (for example SRM [18] dedicated to reliable multicast applications).
Moreover, an application can have different requirements for each ADU type. The transmission of both reliable and unreliable ADUs might be needed in an application, thus requiring more than a single protocol : TCP is not well adapted to unreliable ADUs, and UDP does not provide control for reliable ADUs. As the "one fits all" protocol does not exist, applications should have a specific protocol for each type of data.
Diaz proposed a two axes model that we extended with a third axis (Figure 1 ) to represent the continuum of protocols required to cover multimedia applications' needs [15] . Reliability, ordering, and time are the three dimensions we use to characterize distributed applications. TCP and UDP are the two extreme points of the non real-time plan whereas we might want protocols somewhere in the cube. But covering the whole cube is an objective that is difficult to achieve.
FIGURE 1. Application characterization with three dimensions
Our approach is to provide multimedia applications with a finer grain classification based on the previously defined parameters. We want to decompose the transport protocols into independent mechanisms (e.g. go-back-n, window flow control, rate control, selective retransmission, slow-start, etc.) which will be selected according to the value of the reliability/order/time parameters for each type of ADU. Currently, each parameter may have the following values :
• Ordering (or resequencing) corresponds to the order in which the data have to be delivered to the user. There are two classic notions of order: in-sequence or out-of-sequence delivery. When in-sequence is selected, a resequencing module is provided.
• Reliability (or error control) is the mechanism used to detect and possibly correct lost ADUs. This parameter can take one of the following values:
-non-reliable that assumes no specific mechanisms to recover lost or damaged ADUs.
-fully reliable that means all ADUs will be delivered. When full reliability is chosen, a retransmission module is integrated into the application to control the reliable delivering of the associated ADUs. Retransmission can be based on various types of mechanisms (selective or cumulative acknowledgments) depending on the nature of the application. Real-time traffic (see also the traffic parameter) may impose resource reservation to provide reliable transmission.
-partially reliable. This value involves the choice of a Forward Error Correction based error control. If the FEC mechanism does not guarantee 100% reliability, it increases reliability and efficiency in large groups, when using simple transport protocols and requiring stable delays [23] [28]. The trade-off between reliability and time constraints should define the level of redundancy.
• Traffic characterizes the real-time requirements of an ADU flow in terms of delay and jitter. This parameter can be assigned one or two of the following values: non-real-time traffic, jitter-sensitive traffic and/or delay-sensitive traffic. The transmission mechanisms selected according to the type of traffic will directly affect the error, flow and congestion control mechanisms. For example, a jitter-sensitive traffic is well adapted to isochronous data such as video and audio streams and will be transmitted with a rate control mechanism and a play-out buffer mechanism. The non-real-time traffic will prefer a classic sliding window control and a slow-start based congestion control. Delay-sensitive traffic gives priority to the user inputs (text, voice, images) and needs minimum latency.
Here we give some examples of protocols we are able to generate and the corresponding applications (note that any possible protocol is not necessary useful):
• in-sequence; reliable; non-real-time. This protocol offers the same services as TCP and corresponds the applications like FTP, e-mail. The multicast mode would use a B-MART [39] like protocol.
• in-sequence; reliable; delay-sensitive. Real-time delivering of ADUs with reservation. Bank or stock exchange applications could be transmitted with such type of control.
• out-of-sequence; partially reliable, delay-sensitive. video players or redundant-audio applications can use such a protocol.
• out-of-sequence; reliable; non-real-time. This is an ALF version of TCP where transmission is totally reliable, but where ADUs can be delivered out of sequence. Useful for an image server, for example, or for web connections
• out-of-sequence; non-reliable; non-real-time. Equivalent to UDP.
• in-sequence; partially reliable; delay-sensitive and jitter-sensitive. This protocol could be used for audio and video conferencing tools. The same protocol with out-of-sequence processing would also be usable by the same application, depending on the operating conditions.
An operational mode will be added in the future to differentiate the following application features: unicast (one-to-one), dissemination (one-to-many), multipoint (many-to-many) and collecting/merging (many-to-one).
The mapping between these three parameters and the transmission control mechanisms will be done with a simple heuristic from which the protocols are deduced according to the application designer requirements or application profile.
Integration and synchronization
One of the ALF principles is that the application should control the transmission. The application knows better than the transmission subsystem what to do when an ADU is lost or when it is received out of sequence. This is the starting point of the second characteristic of our architecture.
We explained in the previous section that a dedicated transmission control is associated to each ADU type. There were two solutions to implement this association:
• Create a protocol that assembles the transmission control mechanisms, and implement this protocol as an independent layer. Previous work [34] has shown the interest of this approach. However, because of the layered structure and of the genericity of protocol used to assemble the communication mechanisms, the efficiency and the interest of such approach remains limited.
• Integrate the communication mechanisms with the application code, using the application automaton (or Finite State Machine) to control and synchronize the communication mechanisms. This results in the integrated architecture described Figure 2 .
The innovative aspect of our approach is that a set of end-to-end transmission control mechanisms is selected for each type of ADU, and then integrated to the application control automaton. The communication system is now made of two elements:
• the network protocols (up to UDP) implemented in the kernel space, and
• the application and its communication system (in charge of end-to-end control) implemented in the user space..
FIGURE 2. Transmission control modules integration
Such an architecture has various properties that should increase the efficiency of the transmission:
• It reduces the number of states to maintain. In a classic architecture, each protocol is made of a Finite State Machine (FSM) that controls the exchange of Protocol Data Units. This FSM is artificial, and can be replaced by the application FSM that knows exactly how to synchronize data. The state reduction mainly comes from the suppression of these intermediate FSM, at each level of the architecture.
• It removes interfaces between concurrent layers. Interfaces are known to be a classic bottleneck because of interfacing mechanisms and primitives, and also because of data movements (references can be found in [32] ).
• The exchange of information (QoS, transmission parameters, network characteristics, etc.)
is made easier. The application now interfaces directly the network protocols. This is an opportunity to break the end-to-end/hop-by-hop separation. The application could directly exchange information such as the MTU size, and it could manage a service reservation at the network level.
The major limitations of this architecture are the complexity of the user level module implementation, debugging, and maintenance. To solve this problem, the communication mechanisms are automatically integrated to the application in a synchronous way. The immediate consequence of the synchronism is that the user level module is easy to debug, which is not the case with layered architectures. Synchronism is made possible by the formal technique we use to describe the application control and the transmission control mechanisms. This formal technique is presented in the following section.
Moreover, Roca has shown in [32] that synchronism significantly reduces the amount of operating system calls performed by the communication system. It also reduces the time period where the CPU is inactive, attempting to re-synchronize processes.
Application
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ALFred: an automated environment
Our first motivation for an automated approach was to balance the complexity of the integrated (tailored) architecture by a formal approach that would make the development process simpler and safer:
• Simpler as the application designer does not need to be a network expert. The automated approach requires a more careful specification, but provides an application implementation very quickly.
• Safer because of the formal approach that will allow verification at intermediate steps and
faster debugging.
Another interest of automated approach is to provide a fast prototyping tool to evaluate various architectural options and new control mechanisms. This is a step in the design of a new generation of RPC model where a distributed application could specify its own communication requirements to be associated to a dedicated transmission control protocol. The communication support offered by the RPC model [10] is limited and based only on a synchronous request/ response protocol which is not efficient for multimedia and time-constrained applications.
But automating has a cost. In order to evaluate this cost, we have developed a first prototype of a tool (the protocol compiler) that automatically generates the implementation of a distributed application, starting from a formal description of this application. The choice of the formal language, as well as the structure of our tool are described in the following sections.
Formal approach using a synchronous language
Synchronous languages have been designed for implementing reactive systems, i.e. systems that interact continuously with their environment. A synchronous reactive program receives input events from its environment, processes these events instantaneously, and issues output events in response.
• Instantaneous means the "reaction" (processing of an output event as a consequence of the reception of an input event) cannot be interrupted.
• The synchronous hypothesis has the main advantages of combining concurrence and determinism, allowing some debugging, optimization and verification facilities.
We have chosen the Esterel synchronous language (developed at INRIA [2] ) which has some imperative features and is more specifically dedicated to control-oriented applications such as real-time process controllers, communication protocols [16] , etc. The synchronous parallelism and communication provided by Esterel ensure readable and flexible programming, allowing easy software maintenance. It is also equipped with a comfortable programming environment including symbolic debugging, simulation tools (xes X-window simulation), compilation into both automata and circuits, graphical representation of automata, optimization and verification tools, etc. Finally, the Esterel language is well adapted to describe the behavior of user-friendly graphical interfaces [13] allowing possible extensions of the architecture to integrate interface aspects.
In contrast, asynchronous languages such as Estelle or SDL are implemented as separate processes that communicate via asynchronous primitives. Program verification and debbuging is much harder since the overall system becomes non-deterministic. High level parallel programming languages such as ADA, CSP, OCCAM can handle real-time problems but they are also non deterministic.
Another feature of the synchronism is to construct sequential implementations. The Esterel language provides parallel constructions and alternative wait on input events. But the Esterel compiler combines the various sub-modules to produce a sequential implementation. The cost of parallelism (context switches, inactive wait periods) disappears together with the non determinism of the implementation.
An Esterel program is composed of modules that communicate and synchronize using signal broadcasting (see Figure 3) . The output signals are broadcast within the whole program and can be tested for presence in any other module. It should be noticed that in Esterel, the time is a signal like any other signal, and that Esterel can process temporal constraints.
FIGURE 3. A Esterel module interface
Before it produces executable code, the Esterel compiler translates, in a first step, a specification into a sequential Finite State Machine: this is in this phase that the code of the modules is made sequential in respect to the concurrence and synchronization specifications written in the Esterel program. The analysis and the debug of the application specification can start at the simulation level (symbolic debugging) and then at the automaton level (verification).
As mentioned earlier, Esterel is essentially a control language. The data manipulation parts are performed by functions implemented in another language. Datatypes exist but they are opaque: only their declarations are provided in Esterel. The programmer has to describe his types in a C file, for example, that will be linked to the Esterel module at the implementation step. This is an advantage of our approach, as the application development is independent of the host environment until the last step of the compiling process (the linker).
Structure of a distributed application
A distributed application is composed of several entities which communicate between themselves. Each entity has its own interaction rules with its execution environnement and is described by an Esterel specification. In a client-server model, for example, we can distinguish two entities while in a DIS application we have only one entity which is implemented on several hosts.
The Esterel language is well adapted to describe locally the control behavior of each entity that composes the distributed application specification. Each entity sends and receives NDUs (Network Data Units) through the network. A NDU is either an ADU encapsulated with transmission control information (the encapsulation is performed by the compiler), or a transmission control packet created by the compiler.
Together with the above defined Esterel specification, the application designer must provide two sets of information:
• the ADU descriptions written in C, and
• the code of the data manipulation functions specific to the application written in C (classic data manipulation functions such as checksum, marshalling, DES encryption, etc. are provided by the compiler).
input module Esterel output signals signals
The application designer must specify the ADU types and associated values for the reliability, order and traffic parameters defined in section 3.2, in the declaration part of each Esterel specification. These values are used by the compiler to:
• select the communication modules and to integrate them into the application specification,
• encapsulate the ADUs in NDUs and create the control NDUs as well as the data manipulation functions (marshalling, encryption, checksum, etc.).
This results in new Esterel modules we have named the "integrated specification" for each entity, and in a new C module made of the encapsulated ADUs and of the control NDUs (that replaces the ADU description provided by the application designer).
Structure of the compiler
In this section, we briefly describe the architecture of our application development environment. ALFred operates in three steps ( Figure 4 ):
• First, the ALF compiler analyzes the application specification described in one or several modules (one per entity) and produces a new Esterel specification which integrates tailored transmission mechanisms for each ADU type. This integrated specification is then compiled into deterministic object files. • Second, a stub compiler combines data manipulation functions that are used by the application and by the communication system. These functions are either issued from the ALF compiler (for those functions added by the compiler) or from the application specification (for application specific data manipulation functions). The stub compiler also produces a base frame for the communication over the network.
• Finally, a classic C compiler is used to link files produced by both the ALF and the stub compiler to the original user C procedures. It is during this third step that types are defined. That makes our implementation design process independent of the host environment until this third step.
Experimental study
To demonstrate the feasibility of our architecture and our automated approach, we have studied three different distributed applications. • A multi-talk application, where the application control dominates.
• A JPEG player, where data manipulation is dominant.
We give the informal description of each of these applications in the following sections. The Esterel specification is given without the protocol part which is automatically generated, in Appendix A. ADU types and transmission control requirements are also discussed.
The experimental results and the gains expected both from the ALF architecture and from the automated approach will be discussed in section 6.
Note that despite us having chosen three client/server application our protocol compiler can design any communication model, including multipeer-to-multipeer.
Thermometer with remote sensor
This first application is very simple. The client collects temperature values given by a sensor, and sends these values to the remote server when the variation of temperature is significant (i.e. greater than a constant DELTA). After sending a temperature value, the client waits for an acknowledgment from the server. If no acknowledgment is received, the client retransmits the last collected value after a timeout, unless a new significant value is collected. The server only displays the most recent temperature received.
The thermometer is typically an application where it is difficult to clearly separate the application part from the transmission control part. For our specification, we have chosen to have only one type of ADU that contains the temperature value and its sample date (as collected by the client). This ADU is transmitted with the following characteristics:
• Out-of-sequence. Delivering data in-sequence would have increased the latency and the buffer requirements. Moreover, it would have delayed up-to-date temperature data delivering, waiting for an older one (with a smaller sequence number).
• Reliable. Retransmission is needed in case no new temperature data is collected by the client. Reliability will be provided by selective positive acknowledgment and retransmission on timeout.
• Delay-sensitive. The amount of data transmitted is very small and window flow control, as well as slow start, are not needed. Using a rate control mechanism is more natural and lighter to process.
The elimination of redundant ADUs or late ADUs are left to the application.
We have developped a handcoded and an automated ALF implementation. In the handcoded implementation, we have chosen to give up with retransmission when a more recent value of the temperature is received before the timeout. Hence we only need to memorize the last ADU sent. In the automated approach, the Esterel specification of the client and the server can be very simply defined. The client sends a new temperature value if it is significant. The server receives the temperature value and displays it if it is the most recent. The appropriate transmission mechanisms are automatically generated and integrated to the Esterel specification according to the parameters defined before.
Multi-talk
The multi-talk application allows several participants at different locations to talk to each others. This application is inspired from IRC (Internet Relay Chat) [25] . Each participant runs a client program that connects him to a server where it subscribes to a talk channel. Once connected to a channel (or a multi-talk session), the role of the server is to multicast messages among users who belong to the same channel.
We distinguish two kinds of information: the Control messages that allow a client to join or leave a channel, and the Data ADU that carry the participant information. Both ADUs have to be transmitted and processed reliably and in-sequence. Only one type of NDU is therefore needed. To preserve a minimum of interactivity the latency (one-way delay) between two clients (through the server) should be minimized. Consequently, delay-sensitive transmission has been preferred.
Note that we did not implement segmentation as messages never reach the 1,5 kilobytes limit of the Ethernet MTU size.
Two ALF versions of this application have been designed : an handcoded implementation on top of TCP/IP and an automated implementation based on UDP/IP with the transmission mechanisms integrated into the application.
JPEG player
The third application is a JPEG image player. A JPEG image is made of three different types of information [40] :
• The quantization table,
• the Huffman table, and
• the image data blocks (also called MCU).
Our client-server JPEG player could be described as follows:
• When a user requests an image to be displayed, the client sends an image request to the server.
• The image server transmits the requested image 1 using the JPEG File Interchange Format (JFIF [21] ). JFIF requires that all table specifications used in the encoding and decoding process (quantization and Huffman tables) be available at the client before the image data blocks can be displayed to the user.
The client decompresses and displays image blocks (MCUs) on-the-fly once the table specifications have been received successfully. These blocks can be processed and displayed out-ofsequence.
From the previous description, it appears that there are two different transmission control requirements. Quantizer and Huffman tables need an ordered transmission, whereas MCUs can be processed and delivered out-of-sequence once table specifications have been received and processed. In both cases, the ADU transmission must be reliable and non-real-time.
Three versions of this application have been developed:
1.Images are pre-loaded in the server memory so that I/O is not included in the experimental results.
• A handcoded version with a classic TCP/IP kernel based architecture (not ALF).
• A handcoded version using ALF where TCP has been moved to the user space and modified to deliver data out-of-sequence, to process ADUs instead of streams, and to use selective acknowledgement instead of cumulative.
• An automated ALF implementation.
Analysis of the Results
This section presents and analyzes the experimental results. We first evaluate the impact of the ALF architecture compared to a classic Internet architecture. Then, we analyze the feasibility of the automated approach. Particular attention is payed to the complex JPEG application.
It has to be kept in mind that our prototype compiler was not optimized, and that the generated tailored protocols are located in the user space of the operating system, together with the application. This increases flexibility but significantly reduces performance, adding an overhead of approximately 20% to 30% [3] [17] [32] .
Impact of the ALF Architecture
To evaluate our ALF architecture, we have separately analyzed the three properties that characterize this architecture (described section 3).
Out-of-sequence processing
We have carried out several experiments with the JPEG player application to study the performance of out-of-sequence versus in-sequence processing. We compared the two manual implementations of the JPEG player. These two implementations just differ by the order of sequence with which ADUs are delivered.
FIGURE 5. Out-of-sequence processing and losses with the JPEG player
We compared the time required to transmit a 140 kilobytes (compressed size) image on a local area network. This comparison ( Figure 5 ) revealed that out-of-sequence processing is very sensitive to loss. With a high level loss rate (70%), the ALF version takes only 40s to transmit the image versus 73s with TCP. We consequently decided to push the analysis further. The above results have been confirmed analytically and by simulation in [20] . The most important result of [20] is that out-of-sequence processing is very efficient for reliable applications, for large network delays, and for important loss rates. In other conditions, out-of-sequence processing does not bring spectacular improvement (see [20] for more details).
Tailored Communication System
The tailoring is best illustrated with the JPEG application. In the handcoded implementation, a specific protocol (close to TCP with resequencing disabled) has been developed and is used during the whole life of the application. This protocol allows out-of-sequence delivery of data. This is beneficial during the image transfer but goes contrary to design modularity, as the appli- cation must understand the protocol and explicitly reorder the JFIF table specifications. The tailored protocol has to "change" depending on the application step, providing ordered delivery for the table specifications, and allowing out-of-sequence delivery of the image ADUs. Thus the application software is not required to implement any communication protocol functionality resulting in an improved software structure.
The generalization of this result is that if a communication system is not able to tailor its functionnalities depending on the application dynamics, then it should be designed to provide a predefined level of control which is either the highest or the lowest level required by the application. If the communication system always provides the highest level of functionality, then the benefits of removing protocol functions cannot be exploited when the extra functionality is not required (for example forcing data to be ordered when the application no longer requires it). On the opposite, providing a lower level of functionality implies that the application is responsible for the additional protocol functions when required (for example, the application must re-order some of the data). This results in poorly structured software.
It is not easy to quantify the effect of tailoring communication systems to each type of ADU. An intuitive analysis identifies two opposite effects.
The transmission should be more efficient.
With our tailored approach, each type of ADU is served by a protocol that is specific to its needs, with two consequences:
• The number of control messages are minimized (for example, no acknowledgement scheme when no retransmission is needed).
• The number of instructions executed to process each ADU is different and minimal for each ADU type. To illustrate this, Figure 6 gives for the JPEG player application the average number of instructions (in terms of clock cycles), on a path leading an ADU from the network level to the application level (called the receive path in [11] ).
We have decided to evaluate the number of instructions executed by the application code in terms of machine cycles 1 (to be objective we do not record system call instructions which depend on the load fluctuations on the end system and on the network).
FIGURE 6. Number of cycles required to process ADUs in the JPEG client
The number of cycles executed for table specifications is higher than the number of instructions executed to process the data ADUs. This is partly due to the fact MCUs are not re-sequenced before being delivered to the application. The huffman table arrives after the quantization table, therefore its receive path includes most of the application treatment and requires more instruc- tions. Note that the number of instructions needed to treat MCU ADUs is minimum in both the manual and automated approach.
In the Figure 6 we observe that the automated approach remains less efficient than the manual implementation. But the overhead is only about 10%. This result is not very surprising as:
• The difference of 200 cycles for MCU ADUs is due to the instructions overhead generated by Esterel to treat input signals initialization, automaton call and input signals reset.
• As explained earlier, the ALF architecture is implemented in the user space of UNIX operating systems.
• The heuristic used today is too simplistic to provide an optimized tailoring (even if it is better than the TCP/UDP alternative). We plan to map the application requirements into the appropriate set of protocol mechanisms using a finer grain heuristic.
• The compiler is a prototype that also needs to be optimized, using software engineering techniques.
The size of the code increases.
To evaluate the size in bytes of executable code we have used the size command of Unix.This command prints out the size of the text, data, and bss (uninitialized data) segments. The total count appears in the last column in Figure 7 . The size of the tailored architecture is dramatically bigger than the size of the manual implementation for the thermometer and multi-talk applications. We believe that this size could be significantly reduced using a more optimized compiler and an appropriate operating system. In the JPEG application the control part is small compared to the data manipulation part, so the difference between manual size and automated size is not significant. The code size and complexity concerning one application is more important because several protocols are involved, tailored to each ADU type. However the fast path is optimal for each protocol, yielding a good trade-off between size and efficiency. 
Integration and Synchronization
To achieve flexibility the ALF architecture must be designed on top of well-defined, adaptable and reusable basic blocks. This requires a formal approach that can be realized, as we have seen in section 4, using the modular style of programming provided by Esterel (based on synchronous parallelism and signal broadcasting communication). The control part of the application can be naturally specified following the one-function/one-module rule advocated in [1] : one (or more) module(s) can implement the pure application subpart and one module can implement each one of the protocol mechanisms needed. by combining and synchronizing the different modules using signals. Note that if an existing mechanism has to be improved or a new mechanism has to be added to the architecture, it should only affect the signal interfaces, maybe implying the specification of new Esterel modules.
Having only one automaton allows the communication system to be directly synchronized with the application and to easily take into account the application control. For the ALF architecture of the thermometer application defined in Section 5.1, the protocol mechanisms and the application cooperates to realize the control part of the application in the following way: the retransmission is handled by the protocol, whereas the application decides when an ADU becomes obsolete and no longer needs to be retransmitted or to be displayed.
Note that the number of states of the integrated automaton is less than the sum of the number of states of automata used to build the integrated specification. For example, in the JPEG player application, the client specification has 5 states and the selected communication modules represent 32 states when compiled separately. After integration, the Esterel description including application and communication modules is composed of 12 states.
Impact of the automated environment
We have used a prototype of the ALFred compiler [4] to evaluate the feasibility of our automated approach. The future of ALF architectures is closely coupled to the success of automated approaches as integration and tailoring are difficult to code by hand. Without automated process, the use of ALF could be limited to out-of-sequence processing.
Development costs
We can roughly split the software development life-cycle into three phases: the specification of the application, the implementation, and the debugging. In our distributed application environment, the data part (functions, procedures and data structures) is implemented in C, whereas the control automaton is implemented in Esterel. The Esterel formal environment provides simulation and verification tools to check that the implementation has the intended behavior, as well as symbolic debugging to solve causality errors. Moreover, this uniform formal framework will be easy to understand and maintain in future extensions.
Compared with an informal and manual approach, the formal and automated approach requires more time on the specification side (that includes the application formalization using Esterel), and less time on implementation and debugging:
• Formal specification is slower than informal description. It introduces a specification debug phase that does not exist with informal description. Formal specification is consequently safer and allows to guarantee important properties such as the correctness of the specification, its completeness, and the absence of dead locks. The duration of this phase depends on the nature and quantity of validation/verification/analysis tools used. But it should proportionally reduce the debugging time in the implementation phase, and provide guarantees that are impossible to provide with an informal approach.
• The implementation phase is faster when done automatically. Implementation cost can be significant in case of applications with complex data manipulation. In the automated approach, transmission specific data manipulation functions are provided by the ALF protocol compiler.
• The implementation debug is faster:
-To prove that the implementation is complete in the manual case, one usually perform an exhaustive analysis of the possible behaviors of the distributed application taking the network into account. This "case analysis" debugging phase in C (tests) will not be necessary when using the ALF protocol compiler.
-Debug of executable code is limited to the data manipulation functions that have been handcoded and provided by the application developer. Locating these bugs is faster.
• The synchronous approach guarantees an optimal sequential implementation of an application that was specified with parallel modules.
The whole development life-cycle was considerably reduced for two of our applications (Multi-talk and JPEG). The automated approach using formal specification is consequently very useful to significantly reduce the development cost of complex (multimedia) distributed application. Moreover, it increases the chances of success and guarantees that the application implementation will map the application specification. The gain is less important with the thermomether that is too simple.; but its design was useful to show that the application designer does not need to be a communication expert (we have chosen to specify the minimal application and let the compiler provide communication support). The automated approach is very useful for the multi-talk where the transmission control is complex and where producing an integrated user level implementation would have been very difficult. With the JPEG application, most of the benefit comes from the pre-designed libraries of data manipulation functions.
Application specific performance analysis
In this section, we try to analyze the efficiency of the automated approach from a global viewpoint. For each of the applications studied, we compare the performance of the automated implementation to the performance of the manual implementation, under the same operating conditions. We compare application dependent parameters like throughput and latency. Because of application specificities, we analyze throughput on the JPEG player only (Figure 8 ) (it is the only application that carry a significant amount of data) and end-to-end latency on all applications ( Figure 9 ).
In order to evaluate, with the maximum accuracy, the effect of the automated design, performances have been measured on a local network. These conditions limit the incidence of data corruption, and eliminate the performance gain due to out-of-sequence processing. Figure 8 compares the automated ALF implementation to the ALF handcoded implementation. Experiments have been realized on an FDDI network, using Sun SPARC 20 stations with an average of 200 measures. The throughput corresponds to the "useful" throughput, i.e. the size of the compressed picture divided by the time required to transmit and display it. The handcoded version is 20% faster than the automated one. The better integration of the Esterel generated code has to be balanced by an increased number of function calls. Each NDU processed by the Esterel automaton requires a minimum of 3 function calls, which can explain [4] we show that the automated implementation can reach the level of performance of the handcoded one, and even better.
Throughput analysis

Latency analysis
The notion of latency is slightly different for the three applications.
• In the thermometer application, the latency is defined as the average time interval between the time where the temperature is given by the sensor and the time it is displayed by the server.
• The multi-talk latency has been computed using an echo message sent by one client to the server and received back after having been echoed by the server.
• The JPEG player latency is measured at the client. It is defined as the time interval between the image request is sent and the last MCU is displayed. The image size is 140 kilobytes (compressed).
For all applications, average values have been obtained after 100 measures. These results show again that the automatically generated application is slower than the manual one, but in a reasonable range. The overhead experienced is proportionally larger for simple rather than for complex applications.
FIGURE 9. Latency measures
The ADU size is also important in the overhead evaluation. The thermometer has very short ADUs; the JPEG player has the largest ADUs. In our implementation, one ADU is sent per MTU. Consequently, the processing and transmission overhead per ADU is more important for the thermometer than for the JPEG player. This advocates for a more tailored implementation, and eventually for concatenation of small ADUs up to the network MTU when possible.
Conclusions and Future Work
We have introduced a new communication system architecture based on ALF. The characteristics of this architecture are:
• Transmission procedures are tailored to the requirements of each ADU type.
• Transmission control is integrated into the application synchronously, yielding a single process implementation.
Together with this architecture, we have provided an automated design environment based on a formal synchronous approach, that significantly simplifies and secures the design of complex distributed applications. We have proved through experimentation that the automated integration of transmission control functions in a formally specified application is possible. Performance results also confirm that, in term of code organization, size, and efficiency, the ALF automated approach is almost as efficient as the handcoding. Using this approach, a completely We are now working on a second prototype of the ALFred compiler in which:
• Protocol tailoring will be improved from experimental results and also from other research results. New functionality will be added (multicast modes, etc), as well as new control mechanisms (access control, congestion control, etc.). A finer grain heuristic will also be defined.
• The notion of "application adaptivity" will be introduced. This will make possible the automated design of adaptive applications using ALFred. Adaptiveness will be able to adapt to resources available on the network, even in association with guaranteed bandwidth services.
• Operating System dependencies are being analyzed to determine what are the OS functions required, and how ALFred can be made independent of the host operating system (or almost independent). The new compiler is being developed in JAVA instead of C.
• Performance and software maintenance of ALFred will be improved by optimization tools such as the protocol optimizer described in [5] and by a better software engineering methodology.
The goal of ALFred is to permit the prototyping of new applications and to analyze new communication architectures and new mechanisms with a minimal development overhead and a maximum of security. For this purpose, the next ALFred compiler will be made available to the research community.
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DELTA and we only mention presence of signals in the automaton figure (we have removed transitions where all signals are absent).
FIGURE 10. Remote thermometer specification in Esterel and its automaton
The ADU transmission characteristics in the declaration part (% reliable | out-of-sequence | delay-sensitive) will be preprocessed, before calling the Esterel parser, in order to generate the expected transmission control mechanisms before producing a sequential automaton with the Esterel compiler. The user can abort the specification at any time.
A.2 Multi-talk
Firstly, the multi-talk client asks for joining a channel (1). Then it waits for a confirmation coming from the server (2) and for the first message entered by the the user (3). The chat can begin : in parallel the client can emit the data each time the user "talks" (4) and displays the messages coming from the other clients (5) . Moreover, at any time, a user can abort the application by sending a USER_ABORT signal.
The Esterel specification and automaton used for the automated approach are shown Figure 11 .
We have omitted the function and procedure declarations to clarify the specification. 
