Extremal control of Wiener type processes is considered. These models consists of a linear part followed by a static nonlinearity. We will consider nonlinearities having one extremum point. The purpose is to keep the output of the process as close as possible to the extremum point.
Introduction
There are many application where it is of interest to position the process output at an optimum or extremum point. A typical situation is combustion engines where the emission and the efficiency depend on the inputs to the motor such as fuel and aidfuel ratio. Other examples are control of grinding processes, water turbines, and wind mills where it is of interest to operate the system as close as possible to the extremum point.
This problem has been studied over a long period of time and there are solutions to some of the problems occurring in extremum control. See, for instance, Draper and Li (1951) , Jacobs and Langdon (1970) , Keviczsky and Haber (1974) . Keviczsky et al. (1979) , Stemby (1980a) , Stemby (1980b) . Dumont and ,&sworn (1988) , Wellstead and Scotson (1990) , Scotson and Wellstead (1990) . Wittenmark (1993) , Allison (1994) , Wittenmark and Urquhart (1995) , Navarro and Zarrop (1996) , KrstiC and Wang (1997) , and Krstit and Wang (2000) . In many of the earlier references the static optimization problem has mainly been discussed.
The problem of extremum control can be approached in several ways. Among the first approaches was the introduction of perturbation signals. A perturbation signal is then used to get information about the local gradient of the nonlinearity. See Stemby (1980b) and KrstiC and Wang (2000) . The perturbation signal method is usually only used to find a constant value of the input andlor to be able to follow a varying operating point. The process will then behave as an open loop system around the extremum point. The perturbation signal method has the advantage that it requires very A second approach is to use more advanced optimization methods. If the nonlinearity is a known function the optimal constant input might be computed directly. The drawback is that the static nonlinearity and the open loop gain of the process have to be known. Further, the performance at the extremum point is still as if it were an open loop system. This implies that if the open loop dynamics of the process is slow then the convergence and the recovely after a disturbance will be slow.
There are different classifications of nonlinear systems. Two different classes of systems are shown in Figure 1 . The first class of models is called Hammersrein models where the nonlinearity is at the input of a linear dynamic subsystem.
In Wittenmark (1993) and Wittenmark and Urquhart (1995) different dynamic controllers for the Hammerstein model together with adaptive schemes a e investigated. The Hammerstein models have the advantage that the models are linear in the parameters, which makes it easy to estimate the parameters of the model.
In the second class of models, Wiener models, the system has a linear part followed by a nonlinearity. In this paper we will discuss extremum control of Wiener models. To start with we will assume that the processes are known and the parameter estimation problem will only be briefly discussed at the end of the paper.
An one-step-ahead controller based on the separation prin-0-7803-7516-5/02/$17.00 Q2002 IEEEciple together with a probabilistic estimator of the linear output is discussed and analyzed in this paper. The paper is organized in the following way. The problem is formulated in Section 2 and different controllers are discussed in Section 3. Some of the controllers require that the output or the states of the linear part of the process are known and different ways to make estimators are discussed in Section 4. An example is used in Section 5 to illustrate the behavior of the different control schemes. Section 6 contains a discussion of estimating the unknown parameters of Wiener models. Finally, some conclusions are given in Section 7.
Problem formulation
We assume that the process is a Wiener model where the linear part is described by the known discrete-time system
+ e(k) + c , e ( k -I) +. . .+c,e(k-n) where u(k) is the input signal, z ( k ) the output of the linear part, and e ( k ) is Gaussian distributed white noise with zero mean and standard deviation U. The model can also be written in polynomial form
where q is the forward shift operator and degA = degC = n and degB = n -d. Further, A and C are monic, i.e. the coefficient of the largest power of q is equal to one. The parameter d is the time delay in the system. The nonlinearity is described as a quadratic function of the form
Other types of nonlinearities can also be assumed. However, we assume, at least close the optimum point, that the nonlinearity can be described by a quadratic function. For simplicity we assume that the extremum point is a minimum, i.e. yz > 0. The minimum of y ( k ) is obtained for Independent of the value of z(k) the output can never be below the value yo. where the minimum of y(k) is ??
The control signal, u(k) is allowed to be a function of the process output y ( k ) and previous inputs and outputs. In the derivation of some of the controllers we will also assume that the control signal may be a function of the outputs of the linear system or its state, i.e. of z ( j ) , j 5 k. The estimation of the states is discussed in Section 4. The purpose of the control is to keep the output y(k) as close as possible to the optimum point yo. The loss function is formally expressed as i.e. we want to minimize the area indicated in Figure 2 
Control strategies
Three different control strategies will now be discussed.
Static controller
Assume that there is no noise acting on the system and that the input to (2) is constant then z(k) = zo if
The controller (3) can be regarded as a one step minimization of the quadratic nonlinearity opposed to the use of the gradient method when using a perturbation signal. Using (3) on the system ( 2 ) gives after a transient
The second equality follows since zo is constant. This implies that the mean value of z is equal to zo but the variation around zo is determined by the open loop noise dynamics CIA. The output y will thus deviate from the desired value yo. The variable z is a Gaussian process but the output y is a non-central x2 distribution. If the open loop system has slow dynamics then the convergence of z will be slow at the startup or after the noise process has driven z away from its desired value.
Using (3) gives
This implies that where U, ? is the variance of the process v(k), which is the same as the open loop variance of the process, i.e. the controller gives the correct mean value, but the stochastic part of the system is not influenced.
Prrdictinn using the true linear output
Assume that z(k) is measurable. One way to obtain a good control of the system is to minimize the variance of z around the value zo. With z available this is essentially the problem of predicting z(k + d ) where d is the time delay of the system, see Astrom and Wittenmark (1997) . To make the prediction we introduce the identity
whereFismonicanddegF=danddegG=n-1 anddis the prediction horizon. Then
The controller that minimizes the variance of z(k) around z, is given by
The controller ( 5 ) will keep z as close as possible to zo and will also make y ( k ) close to its optimal value yo. In the case when d = 1 then F = 1 and G = C -A and the controller ( 5 ) becomes Using ( 5 ) gives
which gives the output
Since F ( q ) is the first d -1 coefficients of the series expansion of C(q)/A(q) it follows that the average loss per step is lower when (5) is used than when (3) is used.
Prediction using the estimated linear output
The controller ( 5 ) is an idealized controller since the output (or the state) of the linear part cannot be measured. An obvious modification is to assume that the separation principle holds and replace z ( k ) with the estimated value i(k), i.e. to use a ceriainty equivalence controller. The estimation of z(k) is assumed to be based on measurements of y ( k )
and previous values of the measured outputs and inputs. The control law based on the estimated linear output is
There are obvious difficulties in the estimation of z, especially since the nonlinear part of the system has a nonunique inverse. See Section 4.
An example
A simple example is used to illustrate the problem formulation and the different controllers. Assume that the process is described by
The output nonlinearity is given by
The controller (5) is
This controller gives the expected loss per step equal to
The constant controller (3) is
Assuming that the linear part is stable, i.e. l a1 i 1, then the expected loss per step using this controller is which is larger than (7) 4. The state estimation problem
The controller (6) requires an estimate of the output of the linear part of the process based on the output from the nonlinearity. This constitutes a nonlinear estimation problem. There are different ways of approaching this problem. One approach is to use the extended Kalman filter. Another way is to try to utilize the structure of the process and approach the estimation of z(k) in some other ways.
The first obvious choice for the estimation would be the extended Kalman filter or some higher order nonlinear filter. All these filters are based on series expansions around some nominal point, which in this case should be the extremum point. The extended Kalman filter will then have zero gain at the interesting point and some other approach is required to obtain a good estimator.
Probabilistic estimator of the linear output
A new estimator will now be derived by fully utilizing the structure of the process. Since there is not any measurement noise in y ( k ) in (1) and the nonlinearity is quadratic we can solve for the value of z(k) using y ( k ) . The two possible solutions for the output of the linear system is z1,2(k) = & (-Yl f &TGGGz)
Using (4) we introduce the following one-step-ahead predictor for the output of the linear system
Notice that this is a valid predictor for arbitrary d . We now assume that we have an estimate of the probabilities pI (k -1) and p2(k -I) that the linear output at time k -1 are zI (k -1) and zz(k -I), respectively. An algorithm to obtain the estimate at time k is the following 
Predict one step ahead using (9) with i(k-1) = ii(k-I). (Forprevions values ofi(k-I) the previous estimates are used.) This results in i , ( k l k -I ) and

i2(klk-I ) , respectively. The prediction error has the normal distributed frequency function J,(z)
3. The probabilities for being in the two states can now be updated using the following equations
where a,,, is a normalization factor making the sum of p1 (k) and p 2 ( k ) equal to one.
The estimate i(k) is chosen as the zi(k) which has the largest probability pi(k).
The probability based estimator uses the previous measurement of y to compute two possible values of z. These two outputs of the linear system are then predicted into the future using a slightly modified predictor. The two predicted values represent two possible outcomes for z at time k and these are compared with the two possibilities that are obtained from the present measurement. The probabilities for the two ontcomes are calculated and the one of the possible present values of zi(k) that has the highest probability is chosen as the estimate of z at time k. The estimator has the advantage that it cannot be unstable. It is only selecting one of two possible values. There is, however, a possibility that the estimator may sometimes choose the wrong value.
An estimator of the form (IO) was discussed in Jacobs and
Langdon (1970) and Stemby (1980a).
It is straightforward to show that p1 (k) = p 2 ( k ) = 0.5 independent of p , (k -I) and pz(k -1) when the constant controller (3) is used. This implies that the constant controller doesn't give any information about which of the valuesz;(k) to choose. Another possibility to determine the estimate is to use the mean value, i.e.
i(k) = p,(k)z,(k) + P Z ( k h ( k )
A controller based on this estimate will move the control signal towards uo, which implies that there will be less excitation of the process compared when the largest probability is used for the decision. Compare the discussion in Section 5.
Anexample
The example in Section 3.4 will be used to illustrate the properties of the different controllers. The following numerical values will be used in the simulations: a = -0.99, 0 = 0.1, o2 = 0.1, yo = 12, yl = -4, and y2 = 0.5. The system is simulated using the the constant controller (3), onestep-ahead prediction controller using the true linear output (5), and the one-step-ahead prediction controller using the estimated linear output (6) when the estimation is carried out using the probabilistic estimator in Section 4.1. Figure 3 shows the input U and the output y when using the three controllers. It is clearly seen that output y deviates much more from the optimum yo when the constant controller is used compared to the other two controllers. This is also seen in Figure 4 showing the accumulated loss function
Z=l when the different controllers are used. The loss when using (5) corresponds well with the theoretical loss per step (7), while the loss when using the constant controller is less in the simulation than what is predicted by (8). Longer simulations are required to obtain a better agreement with the theoretical loss per step since the process in this case has a very low frequency behavior. (The pole of the open loop system is close to the unit circle.) The use of the estimated linear output gives a loss that is 2.3 times larger, while the constant controller gives a loss that is 28 times larger than the loss when using feedback from the true linear output. Simulations also verify that using the mean value estimator (1 1) gives a much worse performance than when using the most probable value given by (11). The accumulated loss is then 12.5 times the loss when using the feedback from the true linear output. The properlies of the estimator is seen in Figure 5 . The cumes show the estimated and true linear output when the controller (6) is used. There is a quite good estimation of the true linear output but the estimator picks the wrong solution in about 35% of the cases. This is due to the noise and that the process is operating close to the optimum where it is difficult for the estimator to distinguish between the influences of the noise and of the control signal.
The special case a = -1, b = I, yo = yt = 0, and y2 = 1 is discussed in Jacobs and Langdon (1970) and Sternby (1980a) . The optimal controller is numerically derived in Jacobs and Langdon (1970) by using dynamic programming. The average loss per step is shown to be 2.20'.
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A suboptimal controller controller based on an approximate least squares estimation of the linear output and a two-step loss function is proposed in Sternby (1980a) and gives an average loss 2.640' per step. The proposed probabilistic estimator and the certainty equivalence controller suggested in this paper gives a loss of 2.420' per step, which is 10% larger than the optimal loss, hut better than earlier proposed suboptimal controllers. The improvement is probably due to the perturbation introduced by choosing the most probable value of z,(k).
Unknown process parameters
In the analysis and simulations so far we have assumed that the process and its parameters are fully known. In practical applications this is not the case. In many situations the parameters of the process will change depending on the environment in which the process is working. This is the case, for instance, for combustion engines.
One way to circumvent the lack of knowledge about the process is to use a method that does not depend on the process parameters. The use of a perturbation signal only relies on the assumption that the nonlinearity is a concave or convex function. The input signal is changed based on the estimate of the gradient. The dynamics of the process and the noise, however, have a heavy influence on the estimation of the gradient. The phase lag introduced by the process dynamics can be compensated for as suggested in Sternby (1980b) , KrstiC and Wang (1997) , and KrstiE and An alternative way is to estimate the parameters of the process on-line or off-line. The estimation of the parameters of the Wiener models is discussed, for instance, in Wigren (1993), Boutayeb and Darouach (1995) , Zhu (1999 Zhu ( ), wang (2000 .
and Hagenblad and Ljung (2000) . Several of the estimation methods are essentially based on the idea of the extended Kalman filter, which is not suitable for extremum seeking control. Boutayeb and Darouach (1995) and Zhu (1999) consider the more difficult case with a non-unique inverse of the nonlinearity that is discussed in this report.
Summary
Extremum control of Wiener model processes has been discussed. For known processes there are several possibilities to obtain good control of the process. A crucial pan of the controller is the estimation of the output of the linear p a l of the process. Several types of estimators have been discussed and most of the estimators have the drawback that they have a singular point at the optimum point of the process and this is where we want to keep the process. The method proposed to avoid this problem is lo use a probabilistic based estimator that selects between two possible values of the outpnt based on previous measurements and input signals. The combination of this estimator and a prediction controller has the advantage that especially close lo the optimum it is insensitive to the accuracy of the estimates.
The controllers discussed have been based on the assumption that the separation principle is valid, which implies that the me linear output can be replaced by its estimate. The behavior when using the constant controller also indicates that perturbation signals should be introduced to improve the performance of the closed loop system. This implies that the controller should have a dual property, which ensures that that the control action is a compromise between making good control and obtaining good estimates of the linear output. Dual control is discussed in, for instance. Astrom and Wittenmark (1995) and Filatov and Unbehauen (2000) .
