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The homogeneous state of a binary mixture of smooth inelastic hard disks or spheres is analyzed. The
mixture is driven by a thermostat composed by two terms: a stochastic force and a drag force proportional
to the particle velocity. The combined action of both forces attempts to model the interaction of the mixture
with a bath or surrounding fluid. The problem is studied by means of two independent and complementary
routes. First, the Enskog kinetic equation with a Fokker-Planck term describing interactions of particles
with thermostat is derived. Then, a scaling solution to the Enskog kinetic equation is proposed where the
dependence of the scaled distributions ϕi of each species on the granular temperature occurs not only through
the dimensionless velocity c = v/v0 (v0 being the thermal velocity) but also through the dimensionless driving
force parameters. Approximate forms for ϕi are constructed by considering the leading order in a Sonine
polynomial expansion. The ratio of kinetic temperatures T1/T2 and the fourth-degree velocity moments λ1
and λ2 (which measure non-Gaussian properties of ϕ1 and ϕ2, respectively) are explicitly determined as a
function of the mass ratio, size ratio, composition, density and coefficients of restitution. Secondly, to assess
the reliability of the theoretical results, molecular dynamics simulations of a binary granular mixture of
spheres are performed for two values of the coefficient of restitution (α = 0.9 and 0.8) and three different solid
volume fractions (φ = 0.00785, 0.1 and 0.2). Comparison between kinetic theory and computer simulations
for the temperature ratio shows excellent agreement, even for moderate densities and strong dissipation. In
the case of the cumulants λ1 and λ2, good agreement is found for the lower densities although significant
discrepancies between theory and simulation are observed with increasing density.
I. INTRODUCTION
It is well established that in rapid flow conditions the
dissipative nature of granular matter is captured by a
simple fluid of smooth, inelastic hard spheres. When the
system is isolated and homogenized, it rapidly reaches
a homogeneous cooling state (HCS) for which all the
time dependence of the distribution function only occurs
through the granular temperature. The existence of the
HCS for a granular mixture was demonstrated years ago1
from the Enskog kinetic theory where it was shown that
the existence of the above state necessarily requires that
the cooling rates for the kinetic temperatures Ti of each
species must be the same. This yields a violation of the
equipartition theorem since the partial temperatures of
each species are different for mechanically different par-
ticles. The dependence of Ti on the parameters of the
system was obtained from an approximate solution of
the Enskog equation1 and the accuracy of this theoreti-
cal result was confirmed by Monte Carlo simulations of
the Enskog equation2 as well as by molecular dynamics
(MD) simulations of a binary mixture of inelastic hard
spheres.3
However, the HCS is a quite idealized situation since
in general one has to feed energy into the system to keep
it under rapid flow conditions. When the injected en-
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ergy compensates for the energy lost by collisions, a non-
equilibrium steady state is achieved. This external energy
can be supplied to the system from the boundaries (for
example, from vibrating walls4), by bulk driving (as in
air-fluidized beds5,6) or by the presence of the interstitial
fluid.7–9 In the former case, this way of supplying energy
can be incorporated in a theoretical description by means
of boundary conditions. The price to be paid when the
granular fluid is locally driven is that strong spatial gra-
dients appear usually in the bulk domain and hence, the
theoretical description of these situations turns out to be
difficult.
On the other hand, under certain experimental condi-
tions the bulk driving is homogeneous and its effect on
grains can be modeled by the action of an external driv-
ing force that heats the system homogeneously. This type
of external forces are called “thermostats”10 and are very
useful not only in computer simulations11,12 but also to
understand some experimental results.13,14 In this paper,
the granular fluid is driven by the action of a thermostat
composed by two different terms: (i) a stochastic force
with the form of a white noise with zero mean and finite
variance where the particles are randomly kicked between
collisions15 and (ii) a drag force proportional to the par-
ticle velocity. The stochastic force tries to mimic the
energy transfer from the interstitial fluid to grains while
the viscous drag force could model the friction of granular
particles with the surrounding fluid. When the influence
of granular particles on the state of the surrounding fluid
can be neglected,16–18 the presence of thermostat leads
to an additional operator in the Enskog equation, besides
the Enskog collisional operator. In this paper, we iden-
2tify the exact limit where the new operator adopts its
commonly used Fokker-Planck form. This kind of ther-
mostat, which has been widely used in previous works by
other authors,11 includes many of the thermostats com-
monly used in the literature of driven granular fluids.12
The theoretical analysis of the homogeneous steady
state of a granular binary mixture driven by a stochastic
bath with friction has been recently carried out19 in the
context of the inelastic Enskog equation. For the sake
of simplicity, non-Gaussian corrections to the homoge-
neous distribution functions were neglected to evaluate
the partial temperatures of each species. In addition, the
set of transport coefficients of the driven mixture were
also obtained in Ref. 19 by solving the kinetic equation
by means of the Chapman-Enskog method20 for a dilute
gas. In fact, the local version of the inherently homo-
geneous state of our system emerges as the zeroth-order
approximation of the Chapman-Enskog expansion per-
formed in Ref. 19. Hence, one of the goals of the present
work is to determine analytically the fourth-degree ve-
locity moments (or fourth cumulants) λi of the velocity
distributions fi(v, t) (i = 1, 2). The parameters λi pro-
vide information on the deviation of the distributions of
each species with respect to their Maxwellian forms. The
evaluation of the fourth cumulants allows us to gauge the
impact of non-Gaussian contributions to the distributions
fi(v, t) on the temperature ratio.
Another interesting open problem is to assess the abil-
ity of the Enskog kinetic equation to describe homoge-
neous driven states in granular mixtures. In the present
paper, we perform MD simulations for a binary mixture
of inelastic hard spheres driven by a stochastic bath with
friction. Three different values of density are considered,
covering the dilute limit as well as moderate densities.
Moreover, two values of the (common) coefficient of resti-
tution are studied. From the simulations it is possible
to compute the partial temperatures of each species and
compare them with those obtained from an approximate
solution to the Enskog kinetic equation. The evaluation
of the kinetic temperatures is likely the main objective
of the paper. As an added value, we also compute the
cumulants λi of the distribution functions from MD sim-
ulations. To the best of our knowledge, the only compar-
ison between kinetic theory and MD simulations for the
cumulants was carried out years ago in the limit case of a
dilute monocomponent granular gas.21 Thus, this is the
first time that the Enskog predictions for λ1 and λ2 are
compared against MD for granular mixtures at moderate
densities.
It must be remarked that the comparison carried out
in this paper must be considered as a stringent test of
the Enskog equation (with the inclusion of the Fokker-
Planck term) since MD avoids any assumptions inherent
in kinetic theory or approximations made in solving the
corresponding kinetic equations. We show here that the
dependence of the temperature ratio (which is related
with the second-degree velocity moments of the distribu-
tion functions) on mechanical properties and state con-
ditions exhibits an excellent agreement with predictions
of the Enskog kinetic theory, including moderate densi-
ties and strong dissipation. On the other hand, in the
case of the cumulants, the agreement is very good in the
low-density regime although the discrepancies between
theory and simulation increase with the density.
The plan of the paper is as follows. In Sec. II, the
kinetic equation describing a granular binary mixture
driven by a stochastic bath with friction is derived. Sec-
tion III deals with the homogeneous state where a scaling
solution is proposed that depends on granular tempera-
ture through two dimensionless parameters (dimension-
less velocity and reduced noise strength). Analytic re-
sults for the partial temperatures and the cumulants are
obtained from an approximate solution to the Enskog
equation based on the truncation of a Sonine polyno-
mial expansion. In Sec. IV, the Enskog predictions are
compared with those obtained from MD simulations for
different systems and coefficients of restitution. Finally,
the paper ends in Sec. V with a brief discussion on the
relevance of the results reported here.
II. GRANULAR MIXTURES DRIVEN BY A
STOCHASTIC BATH WITH FRICTION
We consider a granular multicomponent mixture of Ni
smooth hard spheres in d dimensions with massesmi and
diameters σi, where the subscript i labels one of the sme-
chanically different species. In general, collisions among
all pairs are inelastic and are characterized by indepen-
dent constant normal coefficients of restitution αij = αji,
where αij is the coefficient of restitution for collisions be-
tween particles of species i and j, 0 < αij ≤ 1. The
elastic limit corresponds to αij = 1. In all of the fol-
lowing, attention is restricted to spatially homogeneous
states. At a kinetic level, all the relevant information on
the state of the system is given through the knowledge
of the one-particle distribution function fi(v, t) of each
species (i = 1, . . . , s). The quantity fi(v, t)dv gives the
average number of particles of species i which at time t
are moving with velocities in the range dv about v. In
order to maintain a fluidized granular mixture, an ex-
ternal energy source is coupled to every particle of the
mixture in the form of a thermal bath. Under these con-
ditions and in the absence of gravity, the time evolution
of the distributions fi obey the set of s-coupled kinetic
equations
∂tfi =
s∑
j=1
Jij [v|fi, fj ] + Fi[v|fi], i = 1, . . . , s. (1)
As usual, the first term on the right hand side of Eq.
(1) refers to the change of fi due to collisions among
the particles while the second term Fi accounts for the
interaction of species i with the external bath. Upon
writing the new term Fi, we are assuming that the action
of bath on species i depends only on its distribution fi.
3For moderate solid volume fractions, one can ne-
glect the velocity correlations between particles which
are about to collide (molecular chaos hypothesis), and
Jij [v|fi, fj] reduces to the Enskog collision operator1
Jij [v|fi, fj] = gijσd−1ij
∫
dv2
∫
dσ̂Θ(σ̂ · v12)(σ̂ · v12)
× [α−2ij fi(v′1)fj(v′2)− fi(v1)fj(v2)] . (2)
Here, gij is the spatial pair correlation function for par-
ticles of species i and j at contact, σ̂ is a unit vector di-
rected along the line of centers from the sphere of species
i to that of species j at contact, Θ is the Heaviside step
function, v12 = v1 − v2 is the relative velocity, and the
restituting (“precollisional”) velocities v′1 and v
′
2 are re-
lated to the “postcollisional” velocities by
v
′
1 = v1 − µji
(
1 + α−1ij
)
(σ̂ · g12)σ̂,
v
′
2 = v2 + µij
(
1 + α−1ij
)
(σ̂ · g12)σ̂,
(3)
where µij = mi/ (mi +mj). Except for the presence of
the factor gij (which accounts for the increase of the col-
lision frequency for collisions i-j due to excluded volume
effects), the Enskog operator (2) is identical to the Boltz-
mann collision operator for a low-density mixture. For
this reason, henceforth we will call Jij as the Enksog-
Boltzmann collision operator.
The interaction between particles of species i with the
thermal bath is modeled by the term22,23
Fi[v|fi] =
∫
dv′[Wi,∆t(v|v′, t)fi(v′, t)
−Wi,∆t(v′|v, t)fi(v, t)] , (4)
where Wi,∆t(v
′|v, t) is a transition probability, or den-
sity probability per unit time that a particle of species i
with velocity v at time t collides with the bath during a
time interval ∆t and changes its velocity to v′. Note that
Wi,∆t(v
′|v, t) does not depend on the state of grains, and
therefore our model is essentially different from other ap-
proaches where the interaction between bath and grains
is only driven by the state of the latter.24,25 Furthermore,
we assume that the transition probability Wi,∆t changes
the velocity of the particle of species i following the rule
v = vdet + vst, (5)
where the deterministic contribution is
v
det = v(1 − ǫi), ǫi = exp
(
− γb
mβi
∆t
)
− 1, (6)
while the stochastic contribution is
v
st =
(
ξ2b
mλi
∆t
)1/2
w, (7)
with w being a random vector of zero mean and unit
variance. The model parameters γb, ξ
2
b, β, and λ are
assumed to be constants that depend on the physical
situation considered.
The transition probabilities Wi,∆t(v
′|v, t) correspond-
ing to the rule (5) can be written as
Wi,∆t(v
′|v, t) = Wi,∆t(v|v′, t) = 1
∆t
(
ξ2b
mλi
∆t
)−d/2
P (w),
(8)
where P (w) is the distribution of the random variable w.
Since
fi(v
′, t) dv′ = (1− ǫi)−dfi
(
v − vst
1− ǫi , t
)
dv, (9)
then Eq. (4) can be rewritten as
Fi[v|fi] = 1
∆t
∫
dw P (w)
[
(1− ǫi)−dfi
(
v − vst
1− ǫi , t
)
−fi(v, t)] . (10)
Equations (5)–(7) allows us to identify the typical time
∆t characterizing the time collision between particles of
species i and bath, the typical time associated with the
deterministic part τ
(γ)
i = m
β
i /γb, and the typical velocity
v
(ξ)
i =
(
ξ2
b
mλ
i
∆t
)1/2
associated with the stochastic part of
the interaction between particles and bath. Assuming
that ∆t is small enough to ensure that ∆t ≪ τ (γ)i and
v
(ξ)
i ≪
√
2T/mi, then one can use the approximation
(1− ǫi)−dfi
(
v − vst
1− ǫi , t
)
− fi(v, t) ≃ vst · ∂fi
∂v
+
γb
mβi
∂
∂v
· [vfi]∆t+ 1
2
v
st
i v
st
i :
∂2fi
∂v∂v
+O
(
∆t3/2
)
.
(11)
Substitution of the relation (11) into Eq. (10) and taking
into account Eq. (7), one gets
Fi[v|fi] = γb
mβi
∂
∂v
·[vfi(r,v, t)]+ ξ
2
b
2mλi
∂2fi(r,v, t)
∂v2
, (12)
where use has been made of the fact thatw has zero mean
and unit variance. Equation (12) represents the Fokker-
Planck operator of a stochastic bath with friction, with
γb/m
β
i being the drift coefficient and ξ
2
b/m
λ
i the diffusion
one.22 Note that Eq. (12) is independent of the particular
form of the distribution P (w).
The parameters β and λ appearing in Eq. (12) can
be considered as free parameters of the model. Thus,
in the case γb = 0 and λ = 0 our thermostat reduces
to the (pure) stochastic thermostat employed in previous
works3,26 for granular binary mixtures. On the other
hand, the choice β = 1 and λ = 2 yields the conventional
Fokker-Planck model for ordinary (elastic) mixtures.11,27
In this context, the model defined by Eq. (12) generalizes
previous driven models used in the granular literature
and only particular values of the bath parameters β and
λ will be taken at the end of the calculations.
4III. HOMOGENEOUS STATES FOR GRANULAR
BINARY MIXTURES
We consider now a driven binary granular mixture (s =
2). In the case that ∆t is small, as seen in Section II,
the distribution functions f1 and f2 verify the Enskog-
Boltzmann kinetic equations
∂tfi(v, t) − γb
mβi
∂
∂v
· [vfi(v, t)] − 1
2
ξ2b
mλi
∂2
∂v2
fi(v, t)
=
2∑
j=1
Jij [v|fi, fj], (i = 1, 2). (13)
The partial densities ni and the granular temperature
T are defined, respectively, as
ni(t) =
∫
dv fi(v, t), (14)
T (t) =
1
n
2∑
i=1
mi
d
∫
dv v2fi(v, t), (15)
where n = n1 + n2 is the total number density. Apart
from the global temperature T , the partial temperatures
Ti(t) associated with the kinetic energy of species i are
also properties of primary interest in granular mixtures.
They are defined as
Ti(t) =
mi
dni
∫
dv v2fi(v, t). (16)
The time evolution of T (t) follows from the set of Enskog-
Boltzmann equations (13) that give19
∂tT = −2γb
2∑
i=1
xiTi
mβi
+
ξ2b
n
2∑
i=1
ρi
mλi
− ζ T, (17)
where xi = ni/n is the mole fraction of species i, ρi =
mini is the mass density of species i and ζ is the total
cooling rate due to inelastic collisions among all species.
It is defined as
ζ = T−1
2∑
i=1
xiTiζi, (18)
where
ζi = − mi
dniTi
2∑
j=1
∫
dv v2Jij [v|fi, fj] (19)
is the partial cooling rate for the partial temperature Ti.
Analogously, the evolution equation for the partial tem-
peratures Ti can be obtained by multiplying both sides
of Eq. (13) by miv
2/2 and integrating over v. The result
is
∂tTi = −2Ti
mβi
γb +
ξ2b
mλ−1i
− ζiTi. (20)
As noted in the dilute case,19 for given values of the
driven parameters of the model (including β and λ), the
general solution to Eq. (13) depends on velocity and time
as well as the model parameters γb and ξ
2
b. Thus, fi has
the scaled form
fi(v, γb, ξ
2
b, t) = niv0(t)
−dϕi (c, γ
∗, ξ∗) , (21)
where v0(t) =
√
2T (t)/m with m = m1m2/(m1 + m2)
and the reduced distribution ϕi is an unknown function
of the dimensionless parameters
c =
v
v0
, ξ∗ =
ξ2b
nσd−112 m
λ−1Tv0
, (22)
and
γ∗ =
γb
nsσ
d−1
12 m
βv0
. (23)
The (reduced) drag parameter γ∗ can be easily written
in terms of the (reduced) noise strength ξ∗ as
γ∗ = ω∗ξ∗1/3, ω∗ =
γb
mβ
(
mλ
2ξ2b
)1/3 (
nσd−112
)−2/3
.
(24)
We recall that while c and ξ∗ are functions of time
through its dependence on T (t), ω∗ is a constant pa-
rameter since the number density n is also constant.
Substitution of the form (21) into the Enskog-
Boltzmann equation (13) yields the following equation
for the scaling distributions ϕi(c, ω
∗, ξ∗):
Λ∗
[
1
2
∂
∂c
· (cϕi) + 3
2
ξ∗
∂ϕi
∂ξ∗
]
− ω
∗ξ∗1/3
Mβi
∂
∂c
· cϕi
−1
4
ξ∗
Mλi
∂2
∂c2
ϕi =
2∑
j=1
J∗ij [c|ϕi, ϕj ], (25)
where Mi = mi/m, Λ
∗ = x1Λ
∗
1 + x2Λ
∗
2, and
Λ∗i = 2ω
∗ξ∗1/3
χi
Mβi
− ξ
∗
Mλ−1i
+ χiζ
∗
i . (26)
Here, χi ≡ Ti/T ,
ζ∗i ≡
ζi
niσ
d−1
12 v0
= −2
d
Mi
χi
2∑
j=1
∫
dc c2 J∗ij [c|ϕi, ϕj ],
(27)
and the dimensionless Enskog-Boltzmann collision oper-
ator J∗ij [c|ϕi, ϕj ] is given by
J∗ij [c|ϕi, ϕj ] = gijxj
(
σij
σ12
)d−1 ∫
dc2
∫
dσ̂Θ(σ̂ · v∗12)
×(σ̂ · v∗12)
[
α−2ij ϕi(c
′
1)ϕj(c
′
2)− ϕi(c1)ϕj(c2)
]
, (28)
where v∗12 = c1−c2. It is worthwhile remarking that the
functional dependence of the scaled distributions ϕi on
the variables c, ω∗ and ξ∗ is consistent with Eq. (25).
5As a consequence, the dependence of the temperature ra-
tios χi on time is only through the dimensionless noise
strength ξ∗. According to Eq. (20), the evolution equa-
tion of χi is
3
2
Λ∗ξ∗
∂χi
∂ξ∗
= χiΛ
∗ − Λ∗i . (29)
Equation (29) turns out to be a highly non-linear differ-
ential equation since the functions Λ∗i present an intricate
nonlinear dependence on χi, even in the simplest Gaus-
sian approximation to ϕi.
In summary, the solution to the homogeneous problem
is defined by the two equations (25) and the non-linear
differential equation (29). These three equations must be
solved self-consistently for the two scaled distributions
ϕ1 and ϕ2 and the temperature ratio χ1 (since χ2 =
(1− x1χ1)/x2). An approximate solution is described in
the next subsection.
A. Approximate solution
A convenient way of characterizing ϕi(c, ω
∗, ξ∗) in the
range of low and intermediate velocities is through an
expansion in a complete set of polynomials {Pq} with
a Gaussian measure. The coefficients λq of such an
expansion are polynomial moments of the distributions
ϕi. In practice, the generalized Laguerre or Sonine
polynomials28 are used. Approximate solutions for the
moments λq can be obtained by truncating the series at
a given order. This approach is analogous to the moment
method used for solving kinetic equations for ordinary
gases. The idea has been also applied to inelastic systems
for undriven and driven monocomponent gases29–33 and
also in the case of free evolving multicomponent gran-
ular gases.1 In both cases, an excellent approximation
has been to retain only the first two terms and the theo-
retical predictions compare quite well with Monte Carlo
simulations.2,29–31,33 A similar approximation is assumed
here and hence, ϕi is given by
ϕi(c)→ ϕi,M(c)
{
1 +
λi
4
[
θ2i c
4 − (d+ 2)θic2 + d(d + 2)
4
]}
,
(30)
where
ϕi,M(c) = π
−d/2θ
d/2
i e
−θic
2
(31)
is the Maxwellian distribution with θi = Mi/χi. The
dependence of ϕi,M on the partial temperature Ti is re-
quired by the definition (16). The fourth cumulants λi
are defined as
λi = 2
[
4
d(d + 2)
θ2i 〈c4〉i − 1
]
. (32)
with
〈ck〉i =
∫
dc ckϕi. (33)
The coefficients λi measure the deviation of ϕi from their
Maxwellian forms ϕi,M.
At this level of approximation, the unknown quantities
are the temperature ratio χ1 and the cumulants λ1 and
λ2. The equation determining χ1 is given by Eq. (29)
with i = 1 while the cumulants can be obtained by mul-
tiplying the set of Boltzmann-Enskog equations (25) by
c4 and integrating over velocity. The result is
Λ∗
(
1 +
1
2
λi − 3
8
ξ∗
dλi
dξ∗
)
−
(
Λ∗ +
ξ∗
Mλ−1i χi
− ζ∗i
)
×
(
1 +
1
2
λi
)
+
ξ∗
Mλ−1i χi
= − 2θ
2
i
d(d+ 2)
Σi, (34)
where
Σi =
2∑
j=1
∫
dc c4 J∗ij [c|ϕi, ϕj ], (35)
and use has been made of the results 〈c2〉i = d2θ−1i and∫
dc c2p
∂
∂c
· cϕ(c) = −2p〈c2p〉i, (36)
∫
dc c2p
∂2
∂c2
ϕ(c) = 2p(2p+ d− 2)〈c2p−2〉i. (37)
The set of coupled Eqs. (29) and (34) for i = 1, 2 are
still exact since we have not made use of the explicit form
of the leading Sonine form (30). From experience with
previous results,1,29,30 it is expected that the λi are very
small and hence, only linear terms in λi are retained.
Thus, approximate forms for the collision integrals defin-
ing ζ∗i and Σi can be obtained when one substitutes the
first Sonine approximation (30) into Eqs. (27) and (35)
and neglects nonlinear terms in λi. The expressions of
ζ∗i and Σi for an arbitrary number of dimensions are pro-
vided in Appendix A. In compact form, they can be writ-
ten as
ζ∗1 = ζ10 + ζ11λ1 + ζ12λ2, (38)
Σ1 = Σ10 +Σ11λ1 +Σ12λ2, (39)
where the quantities ζij and Σij are given in Appendix
A. The forms of ζ∗2 and Σ2 can be easily inferred from
Eqs. (38) and (39) by interchanging 1 and 2. Note that
ζij and Σij depend on ξ
∗ through their dependence on
the temperature ratio χ1.
The problem has been now reduced to quadratures and
the solutions can be achieved as follows: (i) substitution
of the relations (38) into Eqs. (29) and (34) yields a sys-
tem of nonlinear differential equations for χ1, λ1, and λ2
whose numerical integration provides the above quanti-
ties in terms of the (reduced) noise strength ξ∗; (ii) then
the time dependence of the granular temperature T (t) is
obtained by numerically solving Eq. (17) and (iii) finally,
all the quantities involved in the problem are obtained as
a function of time since ξ∗ depends on t through T (t).
6B. Homogeneous steady states
For arbitrary initial conditions, the simulations show
that the system reaches after a transient regime a steady
state. In this case, Λ∗ = Λ∗1 = Λ
∗
2 = 0 and the set of Eqs.
(34) become(
1
2
ζ10 +
2θ21
d(d + 2)
Σ11
)
λ1 +
2θ21
d(d+ 2)
Σ12λ2
=
2ω∗ξ∗1/3
Mβ1
− 2θ
2
1
d(d+ 2)
Σ10, (40)
2θ22
d(d+ 2)
Σ21λ1 +
(
1
2
ζ20 +
2θ22
d(d+ 2)
Σ22
)
λ2
=
2ω∗ξ∗1/3
Mβ2
− 2θ
2
2
d(d+ 2)
Σ20. (41)
Upon deriving Eqs. (40) and (41) use has been made of
the expansions (38) and (39). The solution to Eqs. (40)
and (41) gives λ1 and λ2 in terms of the temperature
ratio χ1. Next, these cumulants are substituted into the
steady-state condition (Λ∗1 = 0)
2ω∗ξ∗1/3
Mβ1
− ξ
∗
Mλ−11
+ χ1 (ζ10 + ζ11λ1 + ζ12λ2) = 0 (42)
to get a nonlinear function determining χ1. This provides
entirely all parameters of the scaled distributions ϕi.
In order to obtain explicit results for the temperature
ratio and the cumulants, the form of the pair correlation
function gij must be chosen. Here, as in previous works
on granular mixtures, gij is taken to be the equilibrium
pair correlation function. In the case of hard spheres
(d = 3), a good approximation is given by the Carnahan-
Starling form34
gij =
1
1− φ +
3
2
η
(1− φ)2
σiσj
σij
+
1
2
η2
(1− φ)3
(
σiσj
σij
)2
,
(43)
where the solid volume fraction φ = φ1 + φ2, and
φi =
1
6
niφσ
3
i (44)
is the species volume fraction of the component i. More-
over, in Eq. (43), η = π(n1σ
2
1 + n2σ
2
2)/6. Compari-
son with computer simulations for classical binary hard
sphere mixtures (αij = 1) have shown that the approxi-
mation (43) turns out to be quite accurate in most of the
fluid region, although it fails for high densities and for
larger diameter ratios.35 Given the values considered in
our simulations (see below), we expect that Eq. (43) es-
timates well the pair correlation function gij for granular
mixtures.
IV. COMPARISON BETWEEN THEORY AND
MOLECULAR DYNAMICS SIMULATIONS
As said in Sec. III, the approximation (30) provides
detailed predictions for the temperature ratio χ1 and
the cumulants λ1 and λ2 as functions of the mass ra-
tio m1/m2, the size ratio σ1/σ2, the composition x1, the
volume fraction φ, the coefficients of restitution αij , and
the driven parameters γ∗ and ξ∗. The degree of reliabil-
ity of this approximate solution will be assessed in this
section via a comparison with MD simulations. This is
the main objective of the paper. As already mentioned
in the Introduction, in contrast to the DSMC method,36
MD simulations avoid any assumptions of kinetic the-
ory (such as, molecular chaos and the explicit form of
the Fokker-Planck operator) and hence, the comparison
made here can be considered as an stringent test of the
domain of validity of the Enskog kinetic theory for condi-
tions of practical interest. Before comparing theory and
computer simulations in the steady state, let us first give
some technical details of the numerical simulations as
well as some comparisons for the time-dependent prob-
lem.
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FIG. 1. (Color online) Dependence of the temperature ratio
χ1 and the cumulants λ1 and λ2 on the reduced noise strength
ξ∗ for a volume fraction φ = 0.00785 (very dilute system) with
φ1 = φ2 =
1
2
φ. Here, σ1 = σ2 = 0.01σ0, m2 = m0, m1/m2 =
10, and α11 = α22 = α12 = 0.9. The solid lines correspond
to MD simulations while the dashed lines correspond to the
theoretical results.
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FIG. 2. (Color online) Time dependence of the (reduced)
granular temperature T/T0. The solid line corresponds to
the theoretical results while the symbols refer to MD simu-
lations. The parameters of the system are the same as those
considered in Fig. 1.
A. Simulation data
We have simulated via event-driven MD37,38 a system
constituted by a total number of N = 203 inelastic, fric-
tionless hard spheres (d = 3). The system is inside a box
of size L and is subjected to periodic boundary condi-
tions. The granular system under consideration is driven
by the action of a deterministic external force propor-
tional to the velocity particle plus a stochastic force.
Thus, the velocities of particles of each species change
their values between collisions according to the rules (5)-
(7). In the simulations carried out in this work the pa-
rameters of the bath are β = 1, λ = 2, and
ξ2b = 0.2
m20
σ0
(
T0
m0
)3/2
, γb = 0.1
m0
σ0
(
T0
m0
)1/2
, (45)
where m0, σ0, and T0 are the units of mass, length,
and temperature, respectively. The unit of time t0 is
t0 =
√
m0/(2T0)σ0. The random variable w is uniformly
distributed in the interval (−1, 1) and ∆t has been se-
lected in all cases to ensure that it is the smallest time
scale in the problem and fulfills inequalities of Sec. II. In
addition, the initial state is the same for almost all simu-
lations, namely (uniform) Gaussian velocity distributions
with temperature equal to T0.
B. Time-dependent states
Although we are mainly interested in evaluating all
the relevant quantities of the problem (χ1, λ1 and λ2)
in the (asymptotic) steady state, it is also interesting to
analyze the approach towards the steady state. Here,
for the sake of brevity, we only consider the case of a
very dilute mixture (φ = 0.00785) with φ1 = φ2 =
1
2φ.
In addition, σ1 = σ2 = 0.01σ0, m2 = m0, m1/m2 =
10, and α11 = α22 = α12 = 0.9. Figure 1 shows the
temperature ratio χ1 and the cumulants λ1 and λ2 as
functions of the reduced noise strength ξ∗ (since ξ∗ ∝
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FIG. 3. (Color online) Case I: Plot of the temperature ratio
T1/T2 and the cumulants λ1 and λ2 as a function of the mass
ratio m1/m2 for σ1/σ2 = φ1/φ2 = 1, and two different values
of the (common) coefficient of restitution α: α = 0.8 (solid
lines and circles) and α = 0.9 (dashed lines and squares). The
lines are the Enskog predictions and the symbols refer to the
MD simulation results. The first, second and third columns
correspond to φ = 0.00785, φ = 0.1 and φ = 0.2, respectively.
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FIG. 4. (Color online) Case II: Plot of the temperature ratio
T1/T2 and the cumulants λ1 and λ2 as a function of the size
ratio σ1/σ2 for m1/m2 = φ1/φ2 = 1, and two different values
of the (common) coefficient of restitution α: α = 0.8 (solid
lines and circles) and α = 0.9 (dashed lines and squares). The
lines are the Enskog predictions and the symbols refer to the
MD simulation results. The first, second and third columns
correspond to φ = 0.00785, φ = 0.1 and φ = 0.2, respectively.
T (t)−3/2, one can take ξ∗ instead of t/t0 to analyze the
time-dependence of the above quantities). The numerical
results have been obtained by averaging over different
initial conditions so that, initially, ξ∗ ≃ 0.1, χ1 = 1 and
λi ≃ 0.3. The solid lines correspond to the simulations
while the dashed lines refer to the numerical solutions
of the differential equations (29) and (34). It is quite
apparent that the theoretical predictions based on the
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FIG. 5. (Color online) Case III: Plot of the temperature ratio
T1/T2 and the cumulants λ1 and λ2 as a function of the com-
position φ1/φ2 form1/m2 = σ1/σ2 = 1, and two different val-
ues of the (common) coefficient of restitution α: α = 0.8 (solid
lines and circles) and α = 0.9 (dashed lines and squares). The
lines are the Enskog predictions and the symbols refer to the
MD simulation results. The first, second and third columns
correspond to φ = 0.00785, φ = 0.1 and φ = 0.2, respectively.
first Sonine approximation show an excellent agreement
with MD simulations. Once χ1 and the cumulants are
known, the time dependence of the granular temperature
can be also obtained. This is shown in Fig. 2 and the
(approximate) theory compares very well with computer
simulations.
It must be remarked that the results derived in this
Subsection for the temperature ratio and the cumulants
clearly show that before reaching the steady state the
system evolves towards a universal hydrodynamic state
(independent of the initial conditions) that depends on a
new parameter (the reduced noise strength ξ∗) measuring
the distance to the steady state. As shown in Ref. 19, the
above unsteady state plays a relevant role in the hydro-
dynamic description of the system and affects the form of
the transport coefficients. This universal character of the
(scaled) distribution function has been previously found
in some works on driven granular gases.23,40
C. Steady states
After a transient regime, as expected we observe that
the system reaches a steady state for sufficiently long
times. In the steady state, the temperature ratio and the
cumulants have been calculated over different time regis-
trations (103 times every 102∆t) and over different initial
conditions (typically 20). Moreover, since the parame-
ter space of the problem is large, in order to reduce the
number of independent parameters the simplest case of a
common coefficient of restitution (α11 = α22 = α12 ≡ α)
is considered. Thus, once the driven parameters are
fixed, the parameter space is reduced to five dimension-
less quantities: {m1/m2, σ1/σ2, φ1/φ2, φ, α}.
Three different values of the solid volume fractions φ
have been studied here, φ = 0.00785, φ = 0.1 and φ =
0.2. The first system corresponds to a very dilute fluid
while the two latter systems represent moderately dense
fluids. Two values of the common coefficient of restitu-
tion have been considered, α = 0.8 and α = 0.9, both
representing moderately strong dissipation. The ratio of
partial temperatures T1/T2 and the cumulants λ1 and λ2
in the steady state have been measured for three cases in
each state. In the first case (case I), the set of dimen-
sionless parameters Ξ ≡ {T1/T2, λ1, λ2} are obtained as a
function of the mass ratiom1/m2 for σ1/σ2 = φ1/φ2 = 1.
The second case (case II) determines Ξ as a function of
the diameters ratio σ1/σ2 for m1/m2 = φ1/φ2 = 1, while
the third case (case III) gives Ξ as a function of compo-
sition φ1/φ2 for m1/m2 = σ1/σ2 = 1.
Figure 3 shows the results for case I, Ξ as a function of
mass ratio. The symbols represent the simulation data
where the circles are for α = 0.8 and the squares are for
α = 0.9. In addition, the plots of the first column for Ξ
correspond to φ = 0.00785, the plots of the second col-
umn correspond to φ = 0.1 and the plots of the third col-
umn refer to φ = 0.2. The Enskog theoretical predictions
are given by the solid (α = 0.8) and dashed (α = 0.9)
lines. The agreement between the theory and the simu-
lation is seen to be very good for the temperature ratio
and the cumulants in the low density fluid (φ = 0.00785)
over the whole range of mass ratios considered and for
both values of dissipation. The agreement is also very
good for T1/T2 at moderate densities (φ = 0.1 and 0.2),
even for extreme values of the mass ratio. This good per-
formance of the Enskog theory for the temperature ratio
for moderately driven dense mixtures contrasts with the
results obtained in the freely cooling state3 where signif-
icant discrepancies between the Enskog theory and MD
simulations were observed at φ = 0.2 (see Fig. 2 of Ref.
3). However, as the second and third columns of Fig.
3 show, systematic deviations from the Enskog theory
for dense mixtures are obtained in the simulations in the
case of the cumulants λ1 and λ2, especially at φ = 0.2
for λ1.
Figure 4 shows the results for case II, Ξ as a func-
tion of size ratio. As in Fig. 3, the agreement for both
α = 0.9 and α = 0.8 is excellent in the dilute regime
(φ = 0.00785), even for the largest size ratio considered.
Regarding only the temperature ratio, we see that the
Enskog predictions compare very well with simulations,
except for the largest size ratio at α = 0.8 and φ = 0.2.
For moderate densities, the theoretical values of the cu-
mulants (especially in the case of λ2) are smaller than
those obtained in the simulations and large differences
are observed at φ = 0.2. Figure 5 shows the results for
case III, Ξ as a function of composition. It is quite ap-
parent that the trends are quite similar to those of Figs.
3 and 4. While good agreement is obtained for the tem-
perature ratio T1/T2 for all the densities and dissipation,
there are significant discrepancies between theory and
9simulation for λ1 and λ2 for moderate densities. These
differences increase with dissipation (see for instance, the
comparison for λ1 at φ = 0.2 and α = 0.8).
V. DISCUSSION
In this paper, granular mixtures in contact with a heat
bath have been modeled by the usual inelastic Enskog
equation adding a Fokker-Planck term corresponding to
a stochastic bath with friction. We have shown that
the Fokker-Planck term emerges naturally when the typ-
ical frequency collision between grains and bath is big
enough. In the case of homogeneous states, the Enskog
kinetic equation admits the scaling solution (21) where
the distribution function ϕi of each species (i = 1, 2) de-
pends on the granular temperature not only through the
(scaled) velocity c = v/v0(t) (as in the HCS
3) but also
through the (reduced) noise strength ξ∗ (defined in Eq.
(22)).
On the other hand, in practice, only approximate forms
for the distributions ϕi are possible and hence, this dis-
tribution is represented as an expansion in Sonine poly-
nomials with the leading terms given by Eq. (30). As in
the freely cooling case,1 the weight function (Gaussian)
ϕi,M for each species is chosen to be scaled relative to
the thermal velocity for that species, introducing explic-
itly the unknown partial temperatures Ti. In the steady
state, the ratio of partial temperatures T1/T2 and the cu-
mulants λi have been explicitly determined as functions
of the mass and size ratios, the composition, the volume
fraction and the coefficients of restitution.
The theoretical predictions for T1/T2 and λi have been
tested against MD simulations for conditions covering
dilute and moderate densities as well as moderate and
strong dissipation. As Figs. 3-5 clearly show, the results
of the Enskog equation for the temperature ratio agree
very well with MD results for all the systems considered
in the simulations. This good agreement contrasts with
the comparison carried out in the HCS3 where signifi-
cant discrepancies for T1/T2 were observed for moderate
densities. With respect to the cumulants λi, the the-
ory compares quite well in the low-density regime but
systematic significant deviations appear as the density
increases. It is important to note that although the eval-
uation of the temperature ratio involves the knowledge of
cumulants (see Eq. (42)), the latter quantities are in gen-
eral very small and hence, they can be neglected in the
evaluation of T1/T2. In this sense, while the test of the
Enskog equation for the temperature ratio is actually an
assessment of the Enskog predictions of the cooling rates
(which are essentially transport properties and so, they
appear in the hydrodynamic equations), the test of the
cumulants (which are related with the fourth-degree ve-
locity moments of the scaled distributions ϕi) is a more
stringent comparison than the partial temperatures since
they provide an indirect information on the high velocity
population of the distributions ϕi.
As already mentioned in previous works,3 the failure
of the Enskog theory at high densities for the cumulants
can be expected from experience with ordinary (elastic)
fluids. This is due to multiparticle collisions that may
be stronger for fluids with inelastic collisions where the
colliding pairs tend to be more focused. In this con-
text, it is possible that the range of densities for which
the Enskog kinetic theory holds decreases with increas-
ing dissipation. This has been already observed41 in
some previous comparisons. However, despite this limi-
tation, the Enskog equation can be still considered as a
remarkable equation for describing macroscopic proper-
ties (such as transport coefficients) for fluids with elastic
and inelastic collisions, including mixtures. Recent re-
sults for instabilities of granular flows at moderate densi-
ties in monocomponent42 and binary mixtures43 confirm
the above expectation.
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Appendix A: Expressions of ζij and Σij
In this Appendix, the expressions of the cooling rates
ζ∗i and the fourth degree collisional moments Σi for a d
dimensional granular mixture are given. The procedure
to determine them is quite similar to the one previously
carried out for hard spheres in Ref. 1. Here, for the sake
of brevity, we only display the final results.
By using the leading Sonine approximation (30) for ϕ1
and neglecting nonlinear terms in λ1 and λ2, the (re-
duced) partial cooling rate ζ∗1 can be written in the form
of Eq. (38) where39
ζ10 =
√
2π(d−1)/2
dΓ
(
d
2
) x1g11( σ1
σ12
)d−1
θ
−1/2
1 (1− α211)
+
4π(d−1)/2
dΓ
(
d
2
) x2g12µ21(1 + θ
θ
)1/2
(1 + α12)θ
−1/2
2
×
[
1− 1
2
µ21(1 + α12)(1 + θ)
]
, (A1)
ζ11 =
3π(d−1)/2
16
√
2dΓ
(
d
2
)x1g11( σ1
σ12
)d−1
θ
−1/2
1 (1− α211)
+
π(d−1)/2
8dΓ
(
d
2
) x2g12µ21 (1 + θ)−3/2
θ1/2
(1 + α12)θ
−1/2
2
× [2(3 + 4θ)− 3µ21(1 + α12)(1 + θ)] , (A2)
10
ζ12 = −π
(d−1)/2
8dΓ
(
d
2
) x2g12µ21 (1 + θ
θ
)
−3/2
(1 + α12)θ
−1/2
2
× [2 + 3µ21(1 + α12)(1 + θ12)] . (A3)
Here, θ = θ1/θ2 = m1T2/m2T1. The partial cooling rate
ζ∗2 = ζ20 + ζ22λ2 + ζ21λ1, where the forms of ζ20, ζ22
and ζ21 can be easily inferred from Eqs. (A1)–(A3) by
interchanging 1 and 2 and setting θ → θ−1.
The fourth degree collisional moment Σ1 can be writ-
ten in the form (39) where39
Σ10 = − π
(d−1)/2
√
2Γ
(
d
2
)θ−5/21 x1g11( σ1σ12
)d−1
3 + 2d+ 2α211
2
× (1− α211)+ π(d−1)/2
Γ
(
d
2
) θ−5/21 x2g12 (1 + θ)−1/2
×µ21 (1 + α12) {−2 [d+ 3 + (d+ 2)θ] + µ21
× (1 + α12) (1 + θ)
(
11 + d+
d2 + 5d+ 6
d+ 3
θ
)
−8µ221 (1 + α12)2 (1 + θ)2 + 2µ321 (1 + α12)3
× (1 + θ)3
}
, (A4)
Σ11 = − π
(d−1)/2
√
2Γ
(
d
2
)θ−5/21 x1g11( σ1σ12
)d−1 [
d− 1
2
(1 + α11)
+
3
64
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10d+ 39 + 10α211
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1− α211
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16Γ
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d
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) θ−5/21 x2g12 (1 + θ)−5/2 µ21 (1 + α12)
×{−2 [45 + 15d+ (114 + 39d)θ + (88 + 32d)θ2
+(16 + 8d)θ3
]
+ 3µ21 (1 + α12) (1 + θ) [55 + 5d
+9(10 + d)θ + 4(8 + d)θ2
]− 24µ221 (1 + α12)2
× (1 + θ)2 (5 + 4θ) + 30µ321 (1 + α12)3 (1 + θ)3
}
,
(A5)
Σ12 =
π(d−1)/2
16Γ
(
d
2
) θ−5/21 x2g12θ2 (1 + θ12)−5/2 µ21 (1 + α12)
×{2 [d− 1 + (d+ 2)θ12] + 3µ21 (1 + α12) (1 + θ)
× [d− 1 + (d+ 2)θ]− 24µ221 (1 + α12)2 (1 + θ)2
+30µ321 (1 + α12)
3
(1 + θ)
3
}
. (A6)
The fourth degree collisional moment Σ2 = Σ20+Σ22λ2+
Σ21λ1, where as before the expressions for Σ20, Σ22 and
Σ21 are easily obtained from Eqs. (A4)–(A6) by changing
1→ 2 and θ → θ−1.
In the case of mechanically equivalent particles (σ1 =
σ2, m1 = m2, α11 = α22 = α12), Eqs. (A1)–(A3) and
(A4)–(A6) are consistent with those previously obtained
for a single gas.29 Also, for d = 3, the expressions (A1)–
(A3) and (A4)–(A6) agree with those derived for a binary
mixture of inelastic hard spheres.1 This shows the con-
sistency of the general expressions displayed here.
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