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ABSTRACT
This work describes dominant patterns of coupled interannual variability of the 10-m wind and sea surface
temperature in the Caribbean Sea and the Gulf of Mexico (CS&GM) during the period 1982–2016. Using a
canonical correlation analysis (CCA) between the monthly mean anomalies of these fields, four coupled
variability modes are identified: the dipole (March–April), transition (May–June), interocean (July–
October), and meridional-wind (November–February) modes. Results show that El Niño–Southern Oscil-
lation (ENSO) influences almost all the CS&GM coupled modes, except the transition mode, and that the
NorthAtlanticOscillation (NAO) in February has a strong negative correlation with the dipole and transition
modes. The antisymmetric relationships found between the dipole mode and the NAO and ENSO indices
confirm previous evidence about the competing remote forcings of both teleconnection patterns on the
tropical North Atlantic variability. Precipitation in the CS and adjacent oceanic and land areas is sensitive to
the wind–SST coupled variability modes from June to October. These modes seem to be strongly related to
the interannual variability of the midsummer drought and the meridional migration of the intertropical
convergence zone in the eastern Pacific. These findings may eventually lead to improving seasonal pre-
dictability in the CS&GM and surrounding land areas.
1. Introduction
TheCaribbean Sea and theGulf ofMexico (CS&GM)
constitutes one of the most interesting tropical regions
in terms of synoptic-scale climate features and their
intraseasonal and interannual variability. The south-
western portion of the semipermanent North Atlantic
subtropical high (NASH) drives easterly surface trade
winds in the region. Where these easterly winds are lo-
cally strongest, in the vicinity of 158N, 758W, the Ca-
ribbean low-level jet (CLLJ) is defined (Amador 1998;
Amador and Magaña 1999; Wang 2007; Whyte et al.
2008). The strength of the CLLJ varies seasonally in
relation to the position and intensity of the NASH,
particularly during the summer months (Romero-
Centeno et al. 2003; Wang 2007; Cook and Vizy 2010).
The CS&GM region is located within the Western
Hemisphere warm pool (WHWP), where sea surface
temperature (SST) climatologically exceeds 28.58C
during late summer (Wang and Enfield 2001; Wang
2004). The WHWP facilitates convective precipitation
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in the Caribbean islands, Central America (CA) and
southernMexico (Mestas-Nuñez et al. 2007;Wang 2007;
Durán-Quesada et al. 2010). On the Pacific side of CA
and southern Mexico, there are two periods of maxi-
mum precipitation during the wet season that occur in
May–June and September–October. There is a relative
minimum of convective activity and rainfall during July–
August that is commonly referred to as the midsummer
drought or canícula (MSD; Magaña et al. 1999; Amador
et al. 2006, 2016). A similar double peak structure in the
annual cycle of precipitation also occurs in the Carib-
bean basin (e.g., Taylor et al. 2002; Gamble et al. 2008;
Curtis and Gamble 2008).
The strength of air–sea coupling in the tropical North
Atlantic (TNA) has been assessed in previous studies,
either by computation of coupled modes of atmospheric
circulation and SST (e.g., Servain and Legler 1986;
Enfield and Alfaro 1999; Frankignoul and Kestenare
2005; Handoh et al. 2006; Chang and Oey 2013;
Maldonado et al. 2017), or by relating regional climate
to the remote influence of El Niño–Southern Oscillation
(ENSO; e.g., Curtis and Hastenrath 1995; Enfield and
Mayer 1997; Klein et al. 1999; Ruiz-Barradas et al. 2000;
Alexander and Scott 2002; Huang et al. 2002; Handoh
et al. 2006). ENSO has a clear relationship with SST
variability in the TNA (Melice and Servain 2003), and
this connection is most apparent during the subsequent
spring of an ENSO event that reaches its mature phase
in winter (Enfield and Mayer 1997; Giannini et al. 2000;
Wang 2004). TNA SST and winds are also influenced by
the North Atlantic Oscillation (NAO; e.g., Sutton et al.
2000; George and Saunders 2001; Czaja et al. 2002).
Much of the interannual variability in CS&GM seems
to be associated with remote climate forcing emanat-
ing from other parts of the world (e.g., Curtis and
Hastenrath 1995; Enfield and Mayer 1997; Giannini
et al. 2000; George and Saunders 2001; Czaja et al. 2002).
There is evidence that the CLLJ varies in phase with
NAO and it has an opposite relationship with ENSO in
winter and summer (Wang 2007; Amador 2008). Ac-
cording toGiannini et al. (2001), thoughENSOandNAO
appear to be independent mechanisms that drive climate
variability, their influence overlaps in the TNA. Likewise,
SST anomalies (SSTA) and the extension of the WHWP
are influenced by ENSO (Wang and Enfield 2001), and
recent research has pointed out the potential influence of
the WHWP in remote regions (Park et al. 2018).
In the CS&GM there is ample evidence of strong
ocean–atmosphere coupling on seasonal and interan-
nual time scales (e.g., Enfield and Alfaro 1999; Wang
2007; Cook and Vizy 2010; Amador et al. 2010; Chang
and Oey 2013). For example, during July, the relative
maximum of the CLLJ coincides with the occurrence
of the MSD and with a decrease in tropical cyclogenesis
in the CS. Coupled ocean–atmosphere processes have
been proposed to explain this behavior: an increase in
divergent moisture flow in the Caribbean associated
with the intensification of the CLLJ (Wang 2007), and
high vertical wind shear in July acting against the orga-
nization of deep convection (Amador et al. 2010).
Using a singular value decomposition analysis,
Enfield and Alfaro (1999) suggest that precipitation
anomalies over the CS and CA are related to SSTA in
the Atlantic and Pacific oceans. Giannini et al. (2000)
employed a canonical correlation analysis (CCA) tech-
nique to investigate the relationships between rain-
fall, sea level pressure, and SST with respect to the
Caribbean–Central America interannual climate vari-
ability. The conclusions of previous studies indicate
strong relationships between SST, atmospheric circula-
tion and precipitation (Alfaro 2007; Maldonado and
Alfaro 2010, 2011; Fallas López and Alfaro 2012;
Maldonado et al. 2013, 2016b, 2017).
In this study, we use a CCA method to explore the
seasonal varying nature of the wind–SST coupling in the
CS&GM. We address the following research questions:
How do wind–SST coupled modes vary through the
course of the year? Are these coupled modes being
modulated by some large-scale ocean–atmosphere pat-
terns such as ENSO and NAO? Finally, we illustrate
how the regional air–sea coupling impacts precipitation
in the CS&GM and surrounding land areas, especially
during summer and the MSD months.
The paper is organized as follows. Sections 2 and 3
describe the data and methods used in this study, re-
spectively. Section 4 includes the results on the wind–
SST coupled modes (section 4a), their relationships with
NAO and ENSO variability (section 4b), and the pre-
cipitation response to this coupling (section 4c). The
conclusions are given in section 5.
2. Data
a. CFSR winds
Zonal and meridional components of 10-m winds are
from the Climate Forecast System Reanalysis (CFSR;
Saha et al. 2010, 2014). The CFSR dataset has a 0.58
spatial resolution and a 6-h temporal resolution. The
relatively long-time extent of CFSRmakes it suitable for
studying interannual climate variability. Our study pe-
riod covers from 1982 to 2016.
b. OISST
NOAA Optimum Interpolation SST (OISST;
Reynolds et al. 2007) is a daily dataset with a 0.258
spatial resolution, which incorporates data from the
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AdvancedVeryHighResolutionRadiometer (AVHRR)
satellite sensors and in situ data from ships and buoys.
This SST product includes a large-scale adjustment of
satellite biases with respect to the in situ data. To per-
form statistical computations with the CFSR andOISST
datasets, SST data are regridded to 0.58 3 0.58 resolution
within the area limited by 98–318N and 1008–608W. This
domain defines our study region and includes the
CS&GM.
c. CHIRPS and ERA-Interim precipitation
Precipitation data comes from the Climate Hazards
Group Infrared Precipitation with Station database
(CHIRPS; Funk et al. 2015). This is a quasi-global
(508N–508S) gridded rainfall dataset, starting in 1981
to near-present day. CHIRPS incorporates satellite
imagery with available in situ station data to create a
0.058 spatial resolution precipitation product. For the
analyses, we selected a domain wider than the study
region, between 08 and 408N and between 1108 and
508W, which includes continental areas around
CS&GM, the northeastern tropical Pacific, and the
western tropical Atlantic. CHIRPS has demonstrated
good performance within Latin America in compari-
son with ground-truth precipitation gauge measure-
ments, for example, in Colombia and Venezuela
(Verdin et al. 2016; Paredes-Trejo et al. 2016). Fur-
thermore, Perdigón-Morales et al. (2018) showed that
CHIRPS reproduces reasonably well the principal
climatological features of Mexican precipitation, in-
cluding the MSD.
The CHIRPS dataset provides enhanced spatial res-
olution relative to other available global precipitation
products. This is important for regions like CA, where
precipitation is heavily influenced by orography (e.g.,
Waylen et al. 1996;Maldonado et al. 2016b).We also use
the Monthly Means of Daily Forecast Accumulations
product from the ERA-Interim project (model forecast
step 0–12h and ;0.758 resolution grid; Dee et al. 2011)
interpolated on a 0.1258 grid as another precipitation
dataset to compare with CHIRPS.
d. NAO and ENSO indexes
The NAO index (NAOI) and the oceanic Niño index
(ONI) are used as indicators of the evolution and
variability of NAO and ENSO, respectively. NAOI
also serves as a proxy for the variability of the NASH.
Both indexes are available from the NOAA’s Climate
Prediction Center website. To determine the NAO
phases, values of the monthly NAOI above (below)
the second (first) tercile for the period 1950–2016 are
defined as positive (negative), consistent with Lee
et al. (2008).
3. Methods
a. Surface winds and SST anomalies
All time series were filtered using three-month run-
ning means centered on each calendar month at each
grid point. Linear trends were subtracted from the data.
Then, climatological means and standardized anomalies
were computed based on the study period (1982–2016).
b. Canonical correlation analysis
Before considering coupled patterns of variability
between wind and SST, we first apply empirical or-
thogonal function (EOF) analysis independently to both
fields. Since wind is a vector field, the EOF analysis in-
cludes the zonal and meridional wind components in the
same matrix. This technique is referred to as simulta-
neous principal component analysis, or combined EOF
(CEOF; von Storch and Zwiers 2002; Wilks 2006;
Navarra and Simoncini 2010). Then, CCA (Barnett and
Preisendorfer 1987; Bretherton et al. 1992) is performed
to explore the statistical coupling between wind and SST
interannual fluctuations over the CS&GM for each
calendar month. Singular value decomposition is ap-
plied to the covariance matrix of a subset of the leading
EOFs of the two fields to maximize the correlation be-
tween their expansion coefficients. The input data for
the analysis are truncated to reduce the high sampling
variability of CCA modes (see Wallace et al. 1992; von
Storch and Zwiers 2002; Wilks 2006). Though CCA
identifies the optimal pairs of linear combinations of
two datasets by maximizing covariance, it does not
establish a physical causality.
In CCA analysis, the number of retained EOFs to-
gether should explain;70%of the variance of each field
(Bretherton et al. 1992; von Storch and Zwiers 2002), so
as to reduce spatial noise and biases. Considering this
criterion, our input data consist of the first six CEOFs of
wind and the first five EOFs of SST. Using the normal-
ized expansion coefficients of the retained modes, a
63 5 covariance matrix is computed. Singular values of
this matrix are the canonical correlations r and indicate
the strength of statistical coupling. Canonical correla-
tion vectors (CCV) are obtained by projecting the ma-
trix of truncated data onto the singular vectors.
Heterogeneous correlation maps (HCMs) show the
spatial anomaly patterns of these modes. These maps
are generated by the regression of the input truncated
data of one field onto the CCV of the other (Bretherton
et al. 1992). Because the CCVs are normalized, these
maps are given in the units of the represented field.
HCMs indicate how well the pattern of anomalies in
one field can be described by the canonical correlation
of the other field and vice versa (Wallace et al. 1992;
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von Storch and Zwiers 2002). Another useful metric is
the squared covariance fraction (SCF) explained by
each mode, computed based on the squared singular
values (Bretherton et al. 1992). The SCF indicates the
percentage of the squared covariance that is explained
by a pair of coupled patterns.
The fraction of the variance of SST and both wind
components that is explained locally by each CCAmode
is computed by the squared correlations between the
time series of anomalies of each field and the respective
CCV (von Storch and Zwiers 2002). The spatial average
of this magnitude yields the percentage of variance (PV)
of zonal wind, meridional wind, and SST that is accounted
for by each CCA mode (see Wallace et al. 1992).
Following the algorithm described above, the coupled
patterns of the interannual variability of SST and wind
are obtained for each of the 12 calendar months, using
the filtered series as defined in section 3a. In this work,
we focus on the leading CCA mode of each month,
which represents a pair of spatial anomaly patterns of
the fields involved (HCMs) and their associated time
series (CCVs). This combination explains the highest
fraction of the covariance between both fields through-
out the year, andwe refer it as the ‘‘main coupled signal’’
in the spatial and temporal domains considered in
this study.
c. CCA index and correlations with teleconnection
patterns
The CCA index (CCAI) is defined as the arithmetic
mean of the pairs of CCVs for wind and SST for each
CCApattern (similar toHandoh et al. 2006). Since these
pairs of vectors are highly correlated, the CCAIs are
considered as a very accurate representation of the in-
terannual variability of the coupled modes. Lagged lin-
ear correlations between CCAIs and the ONI and
NAOI are computed to identify the linkages of the main
coupled ocean–atmosphere variability modes with the
interannual fluctuations of ENSO and NAO. The sig-
nificance of all correlations is estimated at the 95%
confidence level (Wilks 2006).
d. Precipitation variability associated with the
coupling
To capture possible connections of coupled sig-
nals with the variability of summer precipitation over
CS&GM and adjacent areas, we also found the corre-
sponding precipitation anomaly patterns (PCCAI). This
is performed by the projection of the time series of
precipitation anomalies (Panom) onto the monthly
CCAIs [Eq. (1)]. To estimate the percentage of the cli-
matological precipitation (PctP) that is represented by
those anomalies, we apply Eq. (2). Then, the sign of the
correlation between the monthly precipitation anoma-
lies and the corresponding CCAI is mapped, yielding a





















where CCAI, N, P, and StdP refer to the monthly
CCAI, time series length, and precipitation mean and
standard deviation for each grid point, respectively.
4. Results and discussion
a. Annual variability in the study region
Figure 1 shows the climatological means of SST and
10-m winds in the CS&GM for the 35 years from 1982 to
2016. Prevailing easterly winds are observed throughout
the year. High SSTs (;288–298C) persist during summer
and fall in CS&GM, associated with the development of
the WHWP. A meridional SST gradient is apparent in
winter and spring above;208N (Figs. 1a,b); in this area,
SST decreases with increasing latitude in part because of
the meridional gradient of insolation. The highest SSTs
(.298C) within the GM occur in summer, while in the
CS they occur during fall. The amplitude of the SST
annual cycle is larger in the GM than the rest of the
domain because it is a semienclosed sea, with a strong
influence on seasonal temperature changes over the
continent (Zavala-Hidalgo et al. 2002).
Two regions that exhibit local SST minima are the
Gulfs of Tehuantepec and Papagayo in the eastern
tropical Pacific (see location in Fig. 1a). Offshore winds
crossing the corresponding mountainous isthmuses fa-
vor entrainment of subsurface cold water, vertical mix-
ing, and surface evaporation (Stumpf 1975; Barton et al.
1993; Liang et al. 2009). This oceanic response is more
apparent during boreal winter (Fig. 1a), when trades and
seasonal northerlies are very strong (Legeckis 1988).
The intrusion in the GM of cold air masses and high
pressure systems from midlatitude during winter in-
creases the meridional sea level pressure gradient be-
tween the GM and Gulf of Tehuantepec, favoring the
intensification of these winds (Romero-Centeno et al.
2007). In the subsequent analysis of the anomalies in the
CS&GM, reference will be made to these monthly fea-
tures of winds and SST.
b. Variability of the coupled fields
The basic statistics regarding the first two dominant or
leading CCA modes for all calendar months are
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presented in Table 1, beginning in March and ending in
February. The canonical correlation coefficients for the
leading CCA modes (r1) show values between 0.87 and
0.96, indicating that the wind–SST coupling in the study
region is very strong. These monthly CCA modes ac-
count for just over one-third of the covariance of the
input data, as expressed bySCF1. The values of the
second canonical correlation coefficients (r2) range from
0.69 to 0.85. These second modes also account for con-
siderable covariance (SCF2). While not discounting the
rest of the coupled CCA modes, this work is mainly
focused on the leading modes. The leading modes ex-
plain the highest fraction of the covariance between
both fields throughout the year, and therefore represent
the principal coupled signal.
Even though r1 andSCF1 do not exhibit sharp contrasts
throughout the year, the PV accounted for by themonthly
leading CCA modes indicates a marked seasonal varia-
tion (Table 2). The PV of SST ranges from 20% to 35%,
reaching maximum values in February, March and April,
and minimum values in May, June, and October. With
respect to the wind field, the PV suggests that on the in-
terannual time scale the zonal (meridional) component is
more relevant for the wind–SST coupling from March to
October (November to February).
The monthly HCMs of the leading coupled spatial
patterns in the CS&GM are shown in Fig. 2. For the
most part, the spatial anomaly pattern does not sub-
stantially change from month to month. An important
TABLE 1. Monthly canonical correlation coefficients (r) and SCF
(percentage) for the first and second CCA modes.
Months r1 SCF1 r2 SCF2
Mar 0.89 35 0.81 31
Apr 0.88 31 0.69 24
May 0.93 33 0.81 29
Jun 0.92 30 0.85 27
Jul 0.92 32 0.74 26
Aug 0.96 33 0.69 24
Sep 0.91 34 0.69 26
Oct 0.92 34 0.73 27
Nov 0.96 30 0.76 24
Dec 0.94 35 0.84 31
Jan 0.92 34 0.79 29
Feb 0.87 31 0.77 27
TABLE 2. PV of the SST and the zonal (U) and meridional (V)
wind components that is accounted for by the leading CCA mode
of each month.
Months SST U V
Mar 32 43 14
Apr 31 23 15
May 22 18 11
Jun 22 26 16
Jul 24 32 22
Aug 24 34 25
Sep 24 31 21
Oct 20 25 12
Nov 28 17 26
Dec 25 13 35
Jan 29 11 34
Feb 35 11 30
FIG. 1. Climatological means of SST (8C; contours) and 10-m winds (m s21; vectors) over the 1982–2016 period,
based on three-month running averages centered on: (a) January, (b) April, (c) July, and (d) October. In (a), the
white letters T and P locate the Gulfs of Tehuantepec and Papagayo, respectively.
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exception is the change from February to March, which
have clearly different spatial features (Figs. 2a,l). By
inspecting the second pair of coupled patterns obtained
in the CCAs, the leading mode in February appears as
the second mode in March and vice versa (shown in the
online supplemental material). In other words, both
modes emerge as the first two CCA modes in February
and March, but one of them is accounting for more co-
variance in eachmonth. The negative phases would then
be opposite to those shown in Fig. 2. Henceforth, unless
explicitly mentioned otherwise, our descriptions will
refer to the positive phase.
Although there are similarities in the HCMs from
March to October and from November to February,
these structures evolve during the course of an annual
cycle. The seasonal dependency in the CS&GM ocean–
atmosphere coupling is shown by the monthly spatial
configuration of the local explained variance (LEV) for
both wind components and SST that is accounted for by
the leading CCA modes (Fig. 3). Figure 3 shows the
LEV forMarch,May, August, andDecember, which are
representative months of four different anomaly con-
figurations. Despite the fact that the variance is a posi-
tive magnitude, the LEV maps are presented with the
correlation sign at each grid point, in order to be con-
sistent with the spatial patterns. When observing the
spatial characteristics of the CCA modes (Fig. 2)
and that of the LEV (Fig. 3), we classify four distinct
configurations:
1) DIPOLE MODE: MARCH–APRIL
The dipole structure of the SSTA, positive in the CS
and negative in the GM and the rest of the domain
(Figs. 2a,b), is fundamentally influenced by zonal wind
anomalies (Fig. 3a). This dipole extends to the Pacific
Ocean adjacent to CA, mainly in March and diminishes
in April. Northwesterly wind anomalies over the GM
bring cold and dry air from the continent, which increase
FIG. 2. Heterogeneous correlation maps of the leading monthly coupled modes. Color shading and arrows indicate the SST (8C) and
wind (m s21) standardized anomalies regressed onto the CCVs for wind and SST, respectively. Months begin in (a) March and end in
(l) February, according to the main text.
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evaporation and latent heat flux and produce below
normal SSTs. Over the CS, wind anomalies in the op-
posite direction to the climatological trades lead to a
decrease in wind speed, reducing evaporation and rais-
ing the Caribbean SST (Enfield and Mayer 1997; Klein
et al. 1999). These results are consistent with the
springtime wind anomalies and the associated SST di-
pole described by Muñoz and Enfield (2011).
This antisymmetric configuration of SSTA has a
strong resemblance with the meridional dipole pattern
of the intra-Americas seas, which has been identified in
several studies that occurs after a warm phase of ENSO,
preceding an anomalous WHWP event, and also linked
to the NAO tripole pattern (Alexander and Scott 2002;
Enfield et al. 2006; Deser et al. 2010; Muñoz et al. 2010;
Liu et al. 2015). Here, a similar distribution of SSTA has
emerged in combination with the interannual variability
of simultaneous surface winds as the leading coupled
mode in March–April.
2) TRANSITION MODE: MAY–JUNE
The dipole structure of SSTA is weaker in May–June
compared with previous months, as the signal almost
disappears in the GM and no longer crosses into the
eastern Pacific (Figs. 2c,d). This transition mode is
dominated mainly by zonal wind anomalies, as illus-
trated in the LEV maps (Figs. 3d,e). The HCMs show
most of the wind–SST covariability in the southern Ca-
ribbean, where persistent westerly anomalies are cou-
pled with warmer SSTs. These low-level circulation
anomalies associated with sea surface warming can be
interpreted using Gill’s (1980) model. This mechanism
FIG. 3. Local variance of the zonal wind U, meridional wind V, and SST accounted for by the leading CCVs of (a)–(c) March, (d)–
(f) May, (g)–(i) August, and (j)–(l) December, respectively. Positive (darker colors, continuous lines) and negative (lighter colors, dashed
lines) values correspond to the sign of the correlation. Contour interval is 0.2, and values within the range from20.2 to 0.2 are left blank.
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was first pointed out by Magaña et al. (1999) to explain
the MSD evolution and was also commented in
Maldonado et al. (2017) saying that it favors rainy con-
ditions during May–June in the Pacific slope of CA. A
weak CLLJ has been associated with positive SSTA and
increased rainfall in the Caribbean (e.g., Wang et al.
2008; Cook and Vizy 2010; Rauscher et al. 2011).
3) INTEROCEAN MODE: JULY–OCTOBER
From July to October, positive SSTA in the Carib-
bean persist and are opposite to those in the eastern
Pacific. This interocean mode is strongly associated with
southwesterly wind anomalies (Figs. 2e–h). The PV and
LEV of the zonal and meridional winds increase with
respect to the transition mode (Table 2 and Figs. 3g,h),
but in October this pattern weakens significantly. Simi-
lar Pacific–Atlantic asymmetry in the SSTA has been
linked with summer precipitation variability over the CS
(Taylor et al. 2002; Spence et al. 2004) and CA (Enfield
andAlfaro 1999; Alexander and Scott 2002; Alfaro 2007;
Maldonado and Alfaro 2010; Maldonado et al. 2013)
and has been observed during ENSO events. The im-
plications of this coupled mode for the regional climate
will be further examined in section 4d.
4) MERIDIONAL-WIND MODE: NOVEMBER–
FEBRUARY
Unlike the previous modes, the pattern observed
during the winter months is dominated by the
meridional-wind variability (Fig. 3k). In fact, the PV of
the meridional component is maximum from November
to February (Table 2), as was mentioned before. The
spatial configurations reveal northerly wind anomalies
coupled with colder SSTs in the CS and the TNA
(Figs. 2i–l). At the same time, southeasterly wind
anomalies arise together with warmer SSTs in the GM,
FIG. 3. (Continued)
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mainly from December to February. The meridional-
wind mode may be related with the interannual vari-
ability of extratropical-latitude cold airmass intrusions
and the frequency of northerly winds (Legeckis 1988;
Zárate-Hernández 2013).
Along the northern coast of Venezuela, from No-
vember to January, there are warmer SSTs associated
with northwesterly anomalies, favoring downwelling
and weakening coastal upwelling in that area (Rueda-
Roa and Muller-Karger 2013). This result is consistent
with Chang and Oey (2013), who pointed out the strong
physical coupling between trade winds and the ocean
waters along the coast of Venezuela.
The temporal component of eachmonthly CCAmode
is illustrated in Fig. 4 through its respective CCAI. From
left to right this graph starts with the CCAI ofMarch and
ends with the CCAI of February of the next year. The
CCAIs exhibit considerable interannual fluctuations,
alternating between positive and negative values that
may persist for several months, as can be seen, for ex-
ample, in 1997, 2005, 2010, and 2015 (Fig. 4). There is a
high correlation between the CCAIs, even for non-
consecutive months.
The LEVmaps suggest that the interocean(Figs. 3g–i)
and meridional-wind (Figs. 3j–l) modes are closely
connected with the variability of the eastern Pacific and
with ENSO; while the transition mode seems to be more
linked to the TNA variability (Figs. 3d–f). Additionally,
the influence of the Pacific and tropical Atlantic might
be superimposed on the coupled processes of the
CS&GM, possibly in the dipole mode (Figs. 3a–c).
Consequently, the probable relationship of this coupled
wind–SST variability with ENSO and NAO is examined
next.
c. Teleconnections
We analyze the possible remote forcing from
ENSO and NAO over the coupled ocean–atmosphere
variability modes defined in section 4b. The CCAIs of
the coupled modes identified within each anomalies
configuration are averaged to have a time evolution
representative of the dipole, transition, interocean, and
meridional-wind modes during 1982–2016. Lagged cor-
relation analysis between these averaged CCAIs and the
monthly ONI and NAOI are shown in Fig. 5.
All modes, except the transition mode, show a strong
relationship with the ENSO variability, represented by
theONI (Fig. 5a). Themaximum significant correlations
FIG. 4. CCA index from March of the year indicated in the vertical
axis to February of the next year (11) for the period 1982–2016.
FIG. 5. Lagged correlations between the CCAIs of the four coupled modes and the monthly (a) ONI and
(b) NAOI. Correlations were calculated starting from the last month that defines each mode, April for the dipole,
June for the transition, October for the interocean, and February for the meridional wind, and continuing with the
consecutive 12 monthly lags. The thick vertical line indicates the end of the previous year (Year-1) and the be-
ginning of the current year (Year 0). Horizontal dashed lines indicate the 95% significant levels (5 60.33).
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(below 20.7) are between the interocean mode and the
July–October ONI at zero lag; this mode is character-
istic of the summer months, when ENSO events usually
are in their initial stage. During summer and early fall,
an ENSO warm signal favors the development of the
negative phase of the interocean mode, represented by
the opposite anomaly patterns to those shown in
Figs. 2e–h. These patterns would indicate a strengthen-
ing of the easterlies and the CLLJ, which lead to cooler
SSTs in the Caribbean. This finding is consistent with
other studies (Wang et al. 2008; Amador et al. 2010;
Martin and Schumacher 2011), which state that the
CLLJ in the boreal summer increases (decreases) in
response to warm (cold) ENSO events and, associated
with these strong winds, the SST is anomalously cold.
The meridional-wind mode also shows significant
negative correlations with the ONI, being around 20.6
from November to February, and maintains high values
for several lags (Fig. 5a). This mode occurs during win-
ter, coinciding with the mature stage of ENSO events;
when a warm ENSO episode is developed, a negative
phase of the meridional-wind mode tends to occur. This
means that the pattern of wind anomalies would be
opposite to that shown in Figs. 2j–l, which would be
representing the anomalous low pressure system that
forms over the southeastern coast of the United States,
one of the best-defined teleconnections during warm
ENSO phases (Wallace and Gutzler 1981; Klein et al.
1999). Then, in conjunction with these wind anomalies,
the CS and nearby Atlantic Ocean would experience
anomalous warming and the GM would be cooling.
Previous studies have pointed out that during boreal
winter and spring the Pacific–Atlantic teleconnection is
strongest (Curtis and Hastenrath 1995; Enfield and
Mayer 1997; Huang et al. 2002; Alexander and Scott
2002; Muñoz and Enfield 2011). As can be seen in
Fig. 5a, positive lagged correlations between the dipole
mode and ONI, around 0.6 at lags of 0–2 months, con-
firm the importance of ENSOduring the previous winter
for the development of the wind–SST coupled response
in the following spring. The SST anomaly dipole, which
occurs in March–April, is quite consistent with the
warming observed in the TNA during the spring after a
mature warm ENSO. The weakening of the northerly
trade winds leads to a reduction in sensible and latent
heat losses in the region (e.g., Enfield and Mayer 1997;
Alexander and Scott 2002; Muñoz et al. 2010).
Regarding the lagged correlations between CCAIs
and NAOI, Fig. 5b shows a strong negative correlation
between the dipole and transition modes and the winter
NAOI, which accounts for roughly 35%–55% of the
variance. During a negative NAO phase in winter, the
positive phases of the dipole and transition modes (see
Figs. 2a–d) tend to be enhanced in the following spring
an early summer, consistent with the weakening of
the trade winds in the TNA. The opposite occurs during
a positive NAO phase. Some studies suggest that
CLLJ fluctuations are in phase with NAO so that a
strengthening of this oscillation coincides with an in-
tense CLLJ and vice versa (Wang 2007; Maldonado
et al. 2016a). Such wind anomalies in the Caribbean are,
in turn, linked to SST variations. It is noteworthy that
the behavior of the dipole mode associated with a neg-
ative NAO is similar to its response to a warm ENSO
episode, as described before.
Two main points arise from this analysis. First, ENSO
correlates with almost all the CS&GM coupled modes,
while NAO is associated only with the dipole and tran-
sition modes. Second, the dipole pattern can be modu-
lated by both phenomena. The opposite sign of the
ENSO and NAO correlations with the dipole mode
would seem to indicate that their effects tend to coun-
teract (reinforce) when they are in the same (opposite)
phase. In this context, Fig. 6 provides the times series of
the CCAI for the dipole mode and the ONI and NAOI
for February (the central month of the quarterly aver-
age). The antisymmetric relationships with NAO and
ENSO confirm previous evidence about the influence of
remote forcing on TNA variability (Giannini et al. 2001;
Czaja et al. 2002; Enfield et al. 2006).
We examined the phases of the dipole mode along the
study period and those of NAO and ENSO observed
during winter. The negative phase (CCAI,20.5) of the
dipole mode was present in 13 years, 10 of which co-
incided with a positive NAO and a neutral or negative
ENSO (Table 3). Six of the eight years in which a pos-
itive (CCAI . 0.5) dipole mode was present occurred
FIG. 6. Time series of the dipole mode and the ONI and NAOI
for February.
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following a warm ENSO event, without observing a
predominant phase of NAO.
How is it that in some years the same positive or
negative CCAI can emerge in spring and extend until
the summer and fall, even though the sign of the sig-
nificant correlation with ENSO (Fig. 5a) changes from
the dipole to the interocean and meridional-wind
modes? The evolution of ENSO indicates that the
ending phase of a warm or cold event often coincides
with the spring season, while the onset usually occurs
during spring and/or summer (McGregor et al. 2012, and
references there included). Therefore, a phase change of
ENSO from spring to summer might allow the coupled
anomaly response in the CS to maintain and strengthen,
but it does not happen often.
An anomalously warm Pacific may not be sufficient
for developing the dipole mode. The interaction with
other processes that affect the variability of the TNA,
like the NAO, may inhibit or reinforce this pattern of
coupled anomalies. For example, the strongest positive
phase of the dipole mode is observed in 2010 (Fig. 6),
when an intense warm ENSO during the preceding
winter coincided with the most negative NAO of the
entire period. Afterward, the warm 2009–10 ENSO be-
came cold in the early summer of 2010, which allowed
the reinforcement and persistence of the wind–SST
anomalies in the Caribbean during that year. Addi-
tionally, the rapid transition of a warm to a strong cold
phase of the 2009–10 ENSO is unique; possible mecha-
nisms for this fast transition have been suggested byKim
et al. (2011). The year 2010 was also very active in terms
of named storms and hurricanes in the TNA.
d. Precipitation response to ocean–atmosphere
coupled variability
The main wind–SST coupled anomalies at the inter-
annual scale have implications for the climate, not only
of the CS&GM but also of other adjacent oceanic and
land areas. To investigate this aspect, precipitation
anomalies associated with the CCAmodes are analyzed
using the CHIRPS database. The general distribution
and magnitude of the CHIRPS precipitation anomalies
are consistent with those obtained from the ERA-
Interim data (not shown). The precipitation patterns
associated with the leading coupled modes in winter and
spring (meridional-wind and dipole), do not show a clear
or strong response (not shown). Notably, the patterns of
precipitation anomalies for these modes indicate a
possible impact on the fluctuations of the meridional
moisture flux into the southeastern United States and
offshore.
Summer precipitation variability in the CS seems to
be especially sensitive to the wind and SSTA. The per-
centages of increase or decrease in rainfall amounts
represented by the regressed precipitation anomalies
onto the leading CCAI from May to October, the wet
season in the region, are shown in Fig. 7. Only grid
points where precipitation anomalies are significantly
correlated with the corresponding CCAIs are displayed,
and wind anomaly patterns are superimposed. Warmer
SSTs in the CS, favored by the transition and interocean
modes, are an important source of heat and moisture,
which, when trade winds are weaker, trigger deep con-
vection and rainfall 20%–60% above average (Fig. 7).
The higher intensity and spatial coverage of these
anomalies are observed during July–August when its
signal also becomes prominent in regions of the east and
southeast of Mexico and western CA.
From a thermodynamic perspective, the precipitation
response is consistent with the Clausius–Clapeyron
equation. A small perturbation above the high clima-
tological SSTs (around 288C) over the CS could cause
significant changes in evaporation (Salby 1996). These
conditions may favor more available moisture for
TABLE 3. Phases of the FebruaryONI andNAOI that preceded the positive or negative dipolemode events inMarch from 1982 to 2016.
Years in which the dipole mode was in the neutral phase have been omitted because they do not show any relation with the NAO/
ENSO phases.
Year Feb ONI Feb NAOI Dipole mode Year Feb ONI Feb NAOI Dipole mode
1982 0 (1) (2) 2000 (2) (1) (2)
1983 (1) (1) (1) 2001 (2) 0 (2)
1985 (2) (2) (2) 2002 0 (1) (2)
1987 (1) (2) (1) 2005 (1) 0 (1)
1989 (2) (1) (2) 2006 (2) 0 (1)
1990 0 (1) (2) 2007 (1) 0 (1)
1991 0 (1) (2) 2008 (2) (1) (2)
1993 0 (1) (1) 2010 (1) (2) (1)
1994 0 (1) (2) 2014 0 (1) (2)
1997 0 (1) (2) 2015 (1) (1) (2)
1998 (1) 0 (1)
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precipitation. From a dynamic perspective, the strength-
ening or weakening of the easterlies modulates the
summer precipitation (e.g., Taylor et al. 2002). Wind
patterns from June to October (Figs. 7b–f) confirm that
the CLLJ is inversely correlated with precipitation
anomalies in the CS, particularly in July–August. This
is the period when the MSD over the CS, southern
Mexico, and the Pacific coast of CA occurs. TheMSD is
in phase with the seasonal fluctuations in the lower
atmospheric circulation dominated by the trades and
the CLLJ (Magaña and Caetano 2005; Wang 2007;
Amador et al. 2010; Herrera et al. 2015).
The wind anomalies in the CS&GM suggest a low-
level circulation opposite to the subtropical dorsal that
dominates over the region in summer because of the
westward extension of the NASH (Romero-Centeno
et al. 2007). From June to August, the center of this
cyclonic anomaly experiences a zonal fluctuation, mov-
ing toward the west into the GM, but in September–
October it retreats again from the GM. According to
Gill’s model (Gill 1980), a cyclonic (anticyclonic) cir-
culation anomaly at the surface would originate to the
northwest of the heating source, analogous to the warm
(cold) region in the CS (see Figs. 2c–h and Figs. 7).
Therefore, the anomalies in the circulation imply a
weaker influence of the anticyclonic ridge and a drop of
the high pressure that usually develops in the GM. This
favors less subsidence in the region and more favorable
FIG. 7. Percentage of increase (positive values) or decrease (negative values) of precipitation with respect to its
monthly climatological value and wind anomalies associated with the leading coupled modes from (a) May to
(f) October.
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conditions for the ascent of moist air (e.g., Magaña et al.
1999; Maldonado et al. 2017). Curtis and Gamble (2008)
describe that the MSD appears in early June in the
eastern Caribbean and extends westward throughout
the wet season with the seasonal expansion of the
NASH. Thus, the coupled SST–wind patterns identified
here might play an important role in the Caribbean
MSD variability.
The precipitation anomalies associated with the in-
terocean mode (Figs. 7c–f) confirm previous evidence
that the Pacific–Atlantic SSTA modulate rainfall in CA
during the MSDmonths and the late wet season (Alfaro
2007; Maldonado and Alfaro 2010, 2011; Maldonado
et al. 2013, 2016b). Taylor et al. (2002) and Spence et al.
(2004) suggest that opposite SSTA in the tropical Pacific
and Atlantic basins influence Caribbean precipitation
during the late wet season. The interocean mode seems
to be linked to the spatial–temporal evolution of pre-
cipitation over CA, CS, and adjacent tropical Atlantic,
as well as the Guyanas and northern Colombia and
Venezuela.
Why is the effect on summer precipitation so apparent
in July and August but not in September, even though
the patterns of coupled variability are very similar to
each other? As suggested above, this could depend on
the base state, especially the monthly climatological
mean of precipitation and its relationship with the wind–
SST pattern. During July andAugust, stronger easterlies
favor vertical homogenization of air masses, high verti-
cal wind shear and relatively cooler SSTs in the CS,
resulting in the suppression of organized deep convec-
tion (Wang 2007; Amador et al. 2010; Martin and
Schumacher 2011). In contrast, during September,
weaker easterlies and warmer SSTs coincide with the
second precipitation maximum (Gamble et al. 2008;
Maldonado 2015). Hence, the positive phase of the CCA
leading modes in July–August–September will enhance
precipitation in almost the entire CS and CA, but the
positive anomalies during July–August represent a
greater difference with respect to the relative minimum
of precipitation that occurs in the middle of summer.
A relatively small area stands out over the south-
western CS, the Caribbean side of CA and Panama, that
does not show significant precipitation anomalies asso-
ciated with the positive phase of the leading CCAmodes
(Fig. 7). This response is observed in regions where the
MSD does not occur and, particularly, in Panama where
the orientation of the topography is different; there the
mountain range extends from east to west (Poveda et al.
2006), which may play a role in the interaction with the
local circulation. This characteristic reinforces the idea
that the influence of the coupled modes on the regional
variability is observed mostly over the MSD region.
The southwesterly wind anomalies along the trade
winds belt indicate a strengthening (weakening) of the
southern (northern) trades and, together with the pre-
cipitation anomalies, suggest a possible impact on the
eastern Pacific intertropical convergence zone (ITCZ;
Philander et al. 1996; Amador et al. 2006) (Figs. 7c,d).
The anomaly patterns for the positive phase of the
coupled modes may reflect a northward displacement of
the ITCZ, in agreement with the decrease in pre-
cipitation south of its mean position (;108N), and an
increase of the moisture transport toward the continent,
in agreement with enhanced precipitation over CA and
southern Mexico (Fig. 7). The deficit of precipitation
south of the ITCZ mean position is consistent with the
cold SSTA in the eastern Pacific suggested by the in-
terocean mode (Figs. 2e–h), unlike the warming pro-
duced in the Caribbean basin. Hidalgo et al. (2015)
proposed a dynamical mechanism that links the CLLJ
and the meridional displacement of the eastern Pacific
ITCZ with precipitation in CA. Our findings confirm
that changes in the Caribbean and eastern tropical Pa-
cific circulation coupled with SSTA are linked with the
variability of ITCZ position and precipitation during
summer.
The inverse relationship of the interocean mode with
ENSO, during warm phases of ENSO from July to Oc-
tober, indicates that anomalous precipitation patterns
roughly opposite to those in Fig. 7 could be expected. In
other words, the precipitation anomalies shown in Fig. 7
would tend to occur when a cold ENSO event occurs.
This is consistent with Amador (2008), who found below
(above) normal precipitation in the central CS and the
Pacific side of CA, together with above (below) normal
precipitation in the Caribbean, associated with warm
(cold) ENSO episodes during summer.
With respect toMexico, the impact of ENSO has been
analyzed by Magaña et al. (2003) and Vázquez-Aguirre
(2007). They point out that a warm (cold) ENSO in
summer involves negative (zero or positive) pre-
cipitation anomalies over most of the country. Accord-
ing to these authors, the diminished precipitation
observed during a warm ENSO is related to reinforced
subsidence because of the ITCZ southward displace-
ment and a smaller number of tropical cyclones in the
intra-Americas seas.
5. Conclusions
The time-varying nature of the dominant wind–SST
coupled modes in the CS&GM region has been exam-
ined based on the space–time distribution of the wind–
SST anomaly patterns represented by the monthly
leading CCAmodes. Thesemodes of coupled variability
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are classified by four configurations: the dipole mode
(March–April), the transition mode (May–June), the
interocean mode (July–October), and the meridional-
windmode (November–February). Figure 8 summarizes
the main structures of these patterns, which are ex-
plained in detail in section 4b.
The correlation analyses show that ENSO influences
the interannual variability of all except the transition
mode. The dipole mode shows a positive correlation
while the interocean and meridional-wind modes are
correlated negatively with ENSO. Lagged correlations
between the dipole mode and ONI confirm previous
evidence on the importance of the occurrence of an
ENSO event in the previous winter for the development
of the coupled wind–SST response during the following
spring (Alexander and Scott 2002; Wang 2004; Muñoz
et al. 2010; Muñoz and Enfield 2011).
The dipole and transition modes show a strong nega-
tive correlation with the NAOI in winter. Consequently,
the dipole mode can be modulated by both the ENSO
andwinter NAO. The negative phase of the dipolemode
is more frequently associated with a positive NAO in the
previous winter combined with a simultaneous cold or
neutral ENSO, while its positive phase is mainly related
to a warm ENSO, independently of the NAO phase.
The precipitation anomalies associated with the
leading CCA modes from May to October indicate that
the regional air–sea coupling modulates the wet season
in the CS&GM region, particularly the MSD. There are
regions with precipitation anomalies about 20%–60%
above/below its monthly climatology. In particular, high
precipitation anomalies over eastern and southern re-
gions ofMexico, western CA, and the eastern Pacific are
shown in July and August. Around the location of the
CLLJ, anomalous precipitation is inversely correlated
with the intensity of the easterlies.
From June to August, an anomalous surface cyclonic
circulation gradually emerges and moves westward; but
in September–October, it retreats again from the GM.
This west–east excursion of the cyclonic anomaly can be
associated with variations of the NASH and, therefore,
with fluctuations in subsidence. The center of the cy-
clonic circulation seems to follow the MSD region, so it
is suggested that the coupled summer modes could
regulate the bimodal seasonal cycle of precipitation in
the region and the interannual variability of the MSD.
The precipitation anomalies associated with the in-
terocean mode confirm the essential role of the asym-
metric Pacific–Atlantic SSTA on the CA rainfall
variability during the MSD months and the late wet
season (Alfaro 2007; Maldonado and Alfaro 2010, 2011;
Maldonado et al. 2013, 2016b; Spence et al. 2004; Taylor
et al. 2002).
Anomalies in the trade winds seem to have an impact
on the meridional migration of the ITCZ in the eastern
Pacific from June to October, as Hidalgo et al. (2015)
suggest. The positive phase of the interocean mode
could favor a northward displacement of the ITCZ
and an intensification of moisture transport toward
the continent. This is accompanied by enhanced
FIG. 8. Schemes of the four coupled wind–SST anomaly configurations: dipole, transition, interocean, and me-
ridional-wind modes. SST1(2) indicates positive (negative) SST anomalies, and the font size symbolizes the in-
tensity of the anomaly. The dashed line divides regions with different signs of SST anomalies. Arrows indicate the
direction of wind anomalies.
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precipitation over CA, southern Mexico and adjacent
ocean, cold SSTA in the eastern Pacific, and warming in
the CS. Therefore, the Caribbean and eastern Pacific
low-level winds coupled with SSTA are linked with the
variability of ITCZ position and regional precipitation
during summer. The negative correlation found between
the interocean mode and the ONI, suggests that a warm
ENSO would tend to cause an anomalous southward
displacement of the ITCZ (Hidalgo et al. 2015). This
may be in correspondence with drier conditions over
susceptible continental regions and the CS, and more
rainfall over the ocean far from the American coasts.
An interesting question that arises from this work is
whether the predictive skill of the coupled modes in-
creases when the NAO and ENSO variability is known,
especially during spring. Many authors have pointed out
that other processes might modulate the TNA in-
terannual variability, such as the Pacific–North Ameri-
can pattern and the Atlantic multidecadal oscillation
(e.g., Barnston and Livezey 1987; Enfield et al. 2001;
Hurrell et al. 2003; Muñoz et al. 2010; Muller-Karger
et al. 2015; Liu et al. 2015). These climate forcings would
yield some potential predictability skills for these four
modes several months in advance. Therefore, future
studies should investigate the possible modulation of sev-
eral large-scale processes, in addition to those studied here.
To assess predictive ability, the analysis performed in this
study could be repeated using retrospective reforecast
data, for example, from the NCEP Climate Forecast Sys-
tem, version 2. This knowledge could give usmore clues to
improve the seasonal forecasting ability for the CS&GM
and nearby continental areas.
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