Resting State Functional Connectivity (RSFC) reveals properties related to the brain's underlying organization and function. Features related to RSFC signals, such as the locations where the patterns of RSFC exhibit abrupt transitions, can be used to identify putative boundaries between cortical areas (RSFC-Boundary Mapping). The locations of RSFC-based area boundaries are consistent across independent groups of subjects. RSFC-based parcellation converges with parcellation information from other modalities in many locations, including taskevoked activity and probabilistic estimates of cellular architecture, providing evidence for the ability of RSFC to parcellate brain structures into functionally meaningful units. We not only highlight a collection of these observations, but also point out several limitations and observations that mandate careful consideration in using and interpreting RSFC for the purposes of parcellating the brain's cortical and subcortical structures.
Introduction
The brain is organized at multiple spatial scales ranging from neurons to systems of functionally related areas (Sejnowski and Churchland, 1989) . Area 2 parcellation has principally relied on discriminating areas based on the convergence of multiple underlying properties including function, architectonics (cyto-, mylo-, and chemo-), connectivity, and in some cases, topographic mapping (e.g., Felleman and Van Essen, 1991 ). An areal level of organization as revealed by distinctions in these properties is not limited to primary sensory areas (e.g., Foerster, 1936; Gennari, 1782; Hubel and Wiesel, 1962; Kaas et al., 1979; Marshall et al., 1937) , but rather, is evident across the brain. For example, borders of area MT in the macaque monkey (also known as area V5) can be defined by MT's independent representation of the visual field, the presence of neurons with sensitivity to processing properties of visual motion, distinct patterns of incoming and outgoing connections, and the thick band of myelin that is present in layer IV (e.g., Van Essen et al., 1981) . Likewise, distinctions in patterns of connectivity and architectonics have been used to parcellate ventral and medial frontal cortex into distinct areas in the macaque monkey Price, 1994, 1996) and human (Ongur et al., 2003) . While many of the tools used to identify areal boundaries have typically required invasive measurements or histological analysis of post-mortem brains, recent advances in brain imaging acquisition and analysis have offered an opportunity to parcellate brain areas non-invasively in living subjects (e.g., the present special issue on In vivo Brodmann mapping in neuroimage).
Defining areas using functional distinctions in humans has largely been accomplished by dissociating adjacent locations based on their patterns of task-evoked activity (e.g., Petersen et al., 1988; Sereno et al., 1995) . More recently, attempts to functionally distinguish brain regions have leveraged the observation that the brain exhibits structured and ordered patterns of low-frequency functional correlations in the absence of overt task demands (Resting State Functional Connectivity (RSFC); Biswal et al., 1995) . The prevalence of organized patterns of RSFC across levels of arousal makes RSFC well suited to understanding the function and organization of individuals that span ranges of age, mental health, and even species.
The precise significance of RSFC is uncertain; however, accumulating evidence suggests that resting-state correlations identify locations that are functionally similar with one another (for reviews see Biswal et al., 2010; Fox and Raichle, 2007) . Furthermore, although RSFC relationships are likely mediated by anatomical connectivity, they are not restricted to direct structural connections (e.g., Honey et al., 2009; Vincent et al., 2007 ; for reviews see Deco et al., 2011; Wig et al., 2011) . For these reasons, using resting-state correlations as a property by which to understand brain organization is likely drawing on information related to a combination of an area's functional role and its underlying anatomical connectivity.
RSFC has been used to identify putative areal divisions or boundaries by identifying locations where patterns of RSFC exhibit abrupt transitions (RSFC-Boundary Mapping; Cohen et al., 2008) . RSFC-based area parcellations using boundary detection have been described for numerous locations including regions of the parietal cortex Nelson et al., 2010a) , frontal cortex (Cohen et al., 2008; Hirose et al., 2012; Nelson et al., 2010b) , and across expanses of the whole brain (Wig et al., 2013) . Notably, there have been a number of additional applications of RSFC-based analysis with the goal of identifying areas (and also systems) in the brain (e.g., Deen et al., 2011; Doucet et al., 2011; Goulas et al., 2012; Kahnt et al., 2012; Kelly et al., 2010; Kim et al., 2010 Kim et al., , 2013 Leech et al., 2012; Margulies et al., 2009; Mars et al., 2012; Mumford et al., 2010; Power et al., 2011; Ryali et al., 2013; Smith et al., 2009; Uddin et al., 2010; Yeo et al., 2011; Zhang et al., 2008) . We return to the important distinction between boundary detection and alternate RSFC-based methods as means for area parcellation at a later point.
Rather than reviewing the growing body of work that has examined RSFC to identify brain areas and systems, we will utilize this article as a platform to describe some of our recent efforts towards parcellating large expanses of the cerebral cortex using patterns of RSFC. We recognize that the approaches for parcellating brain areas using patterns of RSFC are under continuous revision and refinement, and will continue to improve. Here we will highlight our groups most recent progress in this endeavor and provide descriptions of some important observations, caveats, and places for potential improvement in using RSFC to parcellate brain areas. Our aims are three-fold. First, we aim to demonstrate that the borders revealed by RSFC-Boundary Mapping reflect locations of RSFC pattern transition and are highly similar across independent groups of subjects. Second, we compare the results of RSFC-Boundary Mapping to areal distinctions revealed by other modalities (specifically, taskevoked activity and architectonics) to demonstrate the strong convergence across methods of parcellation in certain locations. Third, we contrast RSFC-Boundary Mapping to other RSFC-based methods that have been used to identify functional area centers or cluster groups of functionally related voxels across large expanses of the brain. Throughout the report, we will also draw attention to a number of observations and limitations for using RSFC to parcellate areas, and discuss their implications towards both the theory and practice of RSFC-based parcellation.
RSFC can be used to identify area borders in groups of individuals
Brain imaging permits areal parcellation in individual subjects and a related article describes our recent efforts towards this endeavor using RSFC (Wig et al., 2013) . We draw attention to two observations from that report: (1) RSFC parcellation maps exhibit significantly higher similarity between independent scans of the same individual from different days than between scans from different individuals (see Wig et al., 2013, Fig. 11 and Supplementary Fig. 4 ). The between subject variability in RSFC parcellation is consistent with reports that have demonstrated subject-wise variability in brain area organization as defined by taskevoked activity (e.g., Dougherty et al., 2003; Fedorenko et al., 2010; Sabuncu et al., 2010) , architectonics (e.g., Amunts et al., 2004; Caspers et al., 2006) , anatomical connectivity (e.g., Johansen-Berg et al., 2005) , and macroscopic anatomy (e.g., Van Essen, 2005) . (2) Despite the presence of individual differences in area parcellation, numerous features revealed by RSFC parcellation are consistent across individuals (see Wig et al., 2013 , Fig. 12 ). Accordingly, for the present work, rather 2 The term 'area' is conventionally restricted to parcellations of the cerebral cortex and the discussion that follows largely focuses on cortical divisions. It should be noted however, that many of the general ideas regarding parcellation that will be discussed here are applicable to cortical areas as well as subdivisions of subcortical nuclei and the cerebellum. 287  287  288  288  288  289  290  290 than focusing on parcellating individual brains that exhibit numerous sources of variation, we adopt a strategy that highlights the commonalities across individuals from a single cohort and report 'group-based' parcellations. While a group-based strategy might obscure important and interesting parcellation variation within a population, it permits identification of the consistent parcellation features across the population.
There are a number of ways to derive a group-based RSFC parcellation. The primary difference across methods relates to the processing stage at which individuals are combined to create group estimates, and each alternative will potentially introduce the influence of different sources of variation. We refer the interested reader to Appendix A of this report for details of the methods we have used here to arrive at group-based RSFC parcellations.
RSFC-Boundary Mapping identifies locations of abrupt transitions in patterns of resting-state correlations
RSFC-Boundary Mapping rests on the assumption that an area's RSFC correlations are relatively uniform within the extent of an area, yet may be distinct from the RSFC of an adjacent area (Cohen et al., 2008) . In this view, locations where the patterns of RSFC exhibit abrupt transitions can be considered putative boundaries between areas across the cortical surface. This concept is illustrated in Fig. 1 . By computing and comparing the average seed-based RSFC maps from a group of young adults (N = 40) for a line of seeds across a portion of the cortical surface, we can see that the RSFC correlation maps do not change smoothly, but rather, exhibit rapid and abrupt changes (Fig. 1a) . Furthermore, these locations of change are consistent in both directions (i.e., from an inferior location in the posterior extent of the cingulate gyrus to a more superior location in the paracentral lobe, or in reverse), suggesting the presence of a functional boundary between two adjacent areas. This basic approach can be extended across the cortical surface with the aid of image-processing tools to create a vertex-wise estimate of the likelihood with which a location is identified as an RSFC boundary (i.e., a spatial gradient of changes in correlation map similarity, or its corresponding edge 3 ) between two locations in the brain ( Fig. 1b ; see Appendix A -Methods for method details). The RSFC boundary map reveals locations where patterns of RSFC exhibit a transition (hotter colors), and locations where the patterns of RSFC are more locally stable (cooler colors). We hypothesize that the locations of transitions are strong candidates for the locations of boundaries between distinct areas.
RSFC-defined borders are highly similar across independent groups of individuals
We argue that group-based parcellation may deemphasize some of the inherent variability across groups of individuals (both anatomical and otherwise) to reveal the parcellation features (in the current case, areal boundaries 4 ) that are consistent across individuals. If this is the case, then RSFC-Boundary Mapping parcellations from independent groups of individuals sampled from the same cohort should be highly similar. Fig. 2a depicts the group-based RSFC Boundary Mapping maps a b Fig. 1 . Patterns of RSFC exhibit abrupt changes across the cortical surface. (a) RSFC maps were derived for locations (R2-R8) between a region in the posterior extent of the cingulate cortex (PCC) and a region in the paracentral lobe (PCL) in a group of subjects (n = 40; defined anatomically; locations are shown as colored balls). The plot to the right depicts the similarity (spatial correlation) of every location's RSFC map with the RSFC map of each of the other locations. RSFC maps are similar from PCC to R4, followed by a location of abrupt change (R5), and then a second set of locations where the maps are highly self-similar. Similarity lines and location balls have been color coded to denote greater RSFC similarity with PCC (blue) or PCL (pink). The location whose RSFC map was not similar to either the PCC or PCL group (R5) is color-coded orange. The RSFC maps of a subset of the regions are depicted on the lower panel, and two locations with prominent differences between maps are highlighted by arrows (the angular gyrus on the lateral views and anterior cingulate gyrus on the medial views). (b) RSFC-Boundary map for a group of subjects (n = 40). The coloring highlights where patterns of RSFC exhibit abrupt transitions (i.e., putative areal borders) and locations where patterns of RSFC are relatively stable. Locations highlighted in panel (a) are displayed on the medial surface -the identified transition point (orange) is at a location of high border likelihood.
3 Spatial gradient maps can exhibit features reflecting a high level of variability in the magnitude of correlation map changes (cf. Fig. 9 -step 6, and Wig et al., 2013) , suggesting that even adjacent cortical areas identified in this way will not be equally separable from one another in terms of their patterns of RSFC. In the present work, we have applied an edge detection technique that emphasizes the locations where there is a gradient present. The edges are agnostic as to how large the correlation pattern change underlying the transition is. Thus large and small correlation pattern changes can both have high values in the edge probability map as long as the location of transition is consistently identified. 4 Parcellation features may also include an area interior/extent or an area geometric center.
from three independent groups of healthy young adults (N = 40 individuals/group). The spatial correlation between the three parcellation maps reveals a high degree of similarity across the groups (average spatial correlation: r = 0.60, range of spatial correlations across three maps: r = 0.60-0.61). Visual inspection confirms that the locations of many of the putative boundaries between areas are strikingly similar across the three groups. For example, locations along the middle and inferior frontal gyri exhibit similar areal boundaries in each of the three groups providing evidence for distinct divisions along the lateral frontal cortex. Likewise, prominent boundaries within medial-superior frontal cortex, medial parietal cortex (e.g., between posterior cingulate cortex and paracentral lobule), medial occipital cortex, and lateral parietal cortex (e.g., between the angular gyrus and the lateral aspect of the middle occipital gyrus) are evident in all three groups. To demonstrate the overlap in groupbased parcellations, each of the group maps was thresholded to reveal the strongest edge probability locations, and a conjunction of these images was created (Fig. 2b) . Conjunction maps were created over a range of edge probability thresholds (0.10-0.20) to give a more complete picture of the amount of overlap in RSFC-Boundary Mapping features. The putative boundaries highlighted earlier can all be observed in these conjunction images, reinforcing their consistency. In addition, a final group-based parcellation was derived by combining the individuals from the three independent groups into one 120-subject group (Fig. 3) . Not surprisingly, this last group parcellation map is similar to each of the independent group parcellations. This 120-subject group parcellation map includes the consistent features highlighted in the conjunction maps of Fig. 2b while also retaining the full range of edge probability values across all cortical vertices; it is used in our subsequent comparisons.
RSFC-defined borders exhibit strong correspondence with task-activation maps
To understand the relevance of RSFC-based areal boundaries, it is critical to determine whether parcellations derived from the current approach correspond with parcellations identified by other modalities. Brain areas perform distinct processing operations and an RSFC parcellation map should reveal areal divisions that are functionally plausible based on known processing dissociations. Previous research in both our laboratory and others has taken this approach to begin to inform and validate RSFC parcellations in numerous cortical locations (e.g., Nelson et al., 2010a; Wig et al., 2013 , also see Smith et al., 2009) . By examining functional activity defined by the meta-analysis of large batteries of task-evoked data, we identified a collection of independent locations demonstrating unique fingerprints of functional activity that converge with divisions revealed by RSFC borders.
Meta-analysis of task-evoked data reveals locations sensitive to a variety of signal types
Meta-analyses were conducted on a large collection of independent studies in which independent groups of subjects performed different a b Fig. 2 . RSFC-Boundary Mapping parcellation reliably identifies locations of putative area borders. (a) RSFC-Boundary Mapping parcellations are highly similar across 3 independent groups of healthy young adults. A subset of locations is pointed out with arrows to highlight the high degree of similarity in parcellations. These locations include regions along the inferior and middle frontal gyri of the left hemisphere (1), a strong border separating angular gyrus from the middle-occipital gyrus in the right hemisphere (2), a strong border parallel to the calcarine sulcus in the medial occipital lobe (3), a strong border separating posterior extent of the cingulate gyrus from locations in the paracentral lobe (4), and a border which separates locations in the anterior cingulate gyrus from more dorsal regions of the medial frontal cortex (5). (b) The strongest RSFC-Boundary Mapping borders are consistent across groups. Independent conjunction images created by first thresholding each of the three group's RSFC-Boundary Mapping parcellation maps from (a), binarizing the image, and summing the three images to demonstrate the consistency in parcellation features across groups. Three edge probability thresholds are depicted.
tasks with different stimuli. Each meta-analysis was aimed at identifying brain regions that reliably displayed significant activity when certain tasks were performed (e.g., reading) or certain signal types were expected (e.g., error-related activity). While the analyses were constrained by the available datasets (specifically those collected in our laboratory), we were able to create meta-analytic maps for task-evoked activity focused on error-related processing, taskinduced deactivations, task-initiation, memory (episodic retrieval), language (reading), and sensorimotor functions. All study datasets contributing to the meta-analyses were acquired on a single scanner (a Siemens 1.5 Tesla Magnetom Vision MRI scanner), which was distinct from the scanner used to acquire the RSFC data (see Appendix AMethods for details). For each dataset, the voxels passing a statistical threshold were identified to create a binary mask, and the resultant maps were summed to create a conjunction image for the corresponding meta-analysis (for subject, dataset and analysis details see Power et al., 2011) . This conjunction image indicated how often a voxel was identified across all the datasets associated with the given task or signal-type. In this way, each meta-analytic conjunction image represents an estimate of the spatial extent of functional areas defined by task-related activity.
RSFC borders separate clusters of task-evoked data
For comparison to the RSFC-Boundary map, we focus on voxels exhibiting significant activity in at least 60% of the studies contributing to each task-evoked meta-analysis. As the comparison is constrained by available datasets, only a portion of the total cortical surface is available for comparison between modalities. Fig. 4 demonstrates that locations demonstrating task-induced activity tend to fall within borders defined by RSFC (for purposes of comparison, the 120-subject RSFCBoundary map was thresholded at N 0.15 edge probability to identify stronger borders). In several locations, RSFC-defined borders tightly surround clusters identified in task-evoked maps. For example, locations demonstrating task-induced deactivations including the medial prefrontal cortex, angular gyrus, and posterior cingulate cortex are surrounded by RSFC borders. In other locations, contiguous voxels of activity which appear to have multiple local maxima and associated sub-clusters are separated by an RSFC border, suggesting the sub-clusters may be parts of different areas (e.g., in the motor-response meta-analytic map a task-related cluster in the anterior portion of the cingulate gyrus is separated by an RSFC-border from a more dorsal cluster in the medial superior frontal cortex likely corresponding to the supplementary motor area, while in the episodic-memory meta-analytic map a task-related cluster in the inferior parietal lobule is separated by an RSFC-border from a cluster in the angular gyrus). As a quantitative confirmation of these qualitative observations, we performed a chi-square test of independence between a composite task-map of all cortical locations exhibiting taskevoked activity in at least one meta-analytic map and the thresholded RSFC-Boundary map. The vertices identified as having a high likelihood of being an RSFC-defined border and the vertices identified as exhibiting task-evoked data (i.e., putative area interiors) came from nonoverlapping populations (Χ2 (1, N = 59,412) = 220.9, p ≪ 0.001).
It is important to note, however, that the correspondence between task-evoked activity and RSFC-borders is not perfect at all locations (e.g., not all task clusters are perfectly enclosed by RSFC borders). This may be a consequence of the large differences in data acquisition and processing between the two types of data (e.g., different scanners, volumebased analysis for task data vs. surface-based RSFC parcellation). Indeed, a thorough demonstration of the correspondence between RSFCborders and task activations will require datasets that include both data types in the same subjects. This caveat notwithstanding, there may remain true discrepancies between these modalities that will mandate closer examination of the sources of disparity. Resting state and task-evoked activity may highlight different aspects of the brain's functional organization.
RSFC-defined borders respect architectonic divisions in some locations
In addition to functional dissociations, identifying the transitions in architectonic features has been a standard approach towards parcellating human cortical areas since (Brodmann, 1909) . More recently, probabilistic maps of a collection of cortical areas have been defined by quantitative procedures that measure changes in the laminar distribution of cell-body density across the cortical surface in a set of post-mortem human brains (Amunts et al., 2000; Schleicher and Zilles, 1990; Schormann and Zilles, 1998) . Surface-based representations of these maps, as well as a number of other parcellations, are available in the sumsDB database (http://sumsdb.wustl.edu/) and have been described at greater length elsewhere (Fischl et al., 2008; . Direct comparisons between maps derived from post-mortem dissection of human brains and the in-vivo RSFC parcellation described hitherto have clear caveats towards interpretation. Determining the precise convergence between architectonics and RSFC will be best accomplished by incorporating imaging methods that can reveal cellular and sub-cellular features of anatomy, and there are numerous efforts to do so (Dick et this limitation in mind, we describe preliminary observations that suggest RSFC-based parcellations may converge with features related to underlying cellular anatomy.
RSFC borders exhibit overlap with architectonic divisions defining primary visual cortex
While the precise correspondence between probabilistic maps of cyto-architecture based on post-mortem histology and RSFC-based boundaries may be difficult to ascertain due to the very different methods and underlying properties used to create these parcellations, we highlight here an important instance where they appear to converge. Fig. 5a depicts the probabilistic estimates of areas 17 and 18 (herein referred to as probabilistic area (PA) 17 and 18). These architectonic areas have been shown to have reasonable correspondence with retinotopic maps of V1 and V2 (V1 more clearly than V2; Hinds et al., 2009; . The architectonic boundaries are overlaid on a medial occipital view of the RSFC-Boundary map as black lines. The border between PA 17 and PA 18 overlaps with a prominent border in this map that runs both ventral and dorsal to the calcarine sulcus.
These RSFC-based borders were also consistently observed in each of the individual group parcellations (see arrow '3' in Fig. 2) . Fig. 5b demonstrates how RSFC seed maps differ on either side of the RSFC-Boundary Mapping defined border (calculated across all 120 subjects). When a seed is placed ventral to the calcarine sulcus but dorsal to an RSFC-defined border (gray ball labeled '17' in Fig. 5a ), resting-state correlations are prominent within PA 17 but bound by the RSFCdefined borders separating PA 17 from PA 18. Conversely, a seed region on the opposing side of the RSFC-defined border (gray ball labeled '18' in Fig. 5a ) exhibits the strongest resting-state correlations with locations within PA 18, both dorsal and ventral to the calcarine sulcus. The difference between these two seed-based maps is best appreciated in the statistical difference image (t(119) = 3.38, p b 0.001); a collection of other more distal locations also exhibit differential connectivity as a function of seed location. Accordingly, the presence of a RSFC-defined border separating PA 17 from PA 18 likely reflects differences in both local and global correlation patterns.
Notably, there are additional borders found by RSFC-Boundary Mapping within PA 17. For example, a border running along the calcarine sulcus (red arrow, labeled '1') approximates the position of the Fig. 4 . RSFC-Boundary Mapping parcellation exhibits a high degree of correspondence with areas defined by task-evoked activity. Task-evoked activity was derived from meta-analyses of multiple studies to highlight locations exhibiting sensitivity to performance of certain tasks (e.g., reading) or certain signal types (e.g., error-related activity). The 120-subject RSFC-Boundary Mapping parcellation was thresholded (edge probability N0.15) to reveal locations exhibiting a high likelihood of being a border between areas. Many area locations defined by task-evoked activity are surrounded by RSFC-borders (e.g., the cluster of activity in the ventral medial prefrontal cortex in the task-induced deactivation meta-analytic map). In other locations RSFCborders separate what appear to be distinct clusters of task-evoked activity, suggesting the existence of distinct areas (e.g., a cluster of activity in the inferior parietal lobule is separated from a cluster of activity in the angular gyrus in the episodic memory meta-analysis map). Parcellations are overlaid on inflated cortical surfaces; some surfaces have been tilted to facilitate viewing (i.e., the lateral surface of the right hemisphere in the motor response (button pushing) comparison and the lateral surface of the left hemisphere in the error-related activity comparison).
horizontal meridian in retinotopic maps of V1 and may reflect differences in RSFC between the upper and lower visual fields of V1. Likewise a border running along the dorsal-ventral axis mid-way through PA 17 may divide the more central vs. peripheral visual representations of this area. The presence of additional borders within a cortical area characterized by topographic mapping is consistent with the RSFC-based division between mouth and hand regions of primary motor and somatosensory cortex that has been reported by network estimation methods elsewhere (e.g., Power et al., 2011; Yeo et al., 2011) . This division of motor/somatosensory cortex can also be seen in the parcellation maps presented here (e.g., see borders surrounding the dorsal motor cortex surrounding button-push related task activity and in the ventral motor cortex surrounding reading-related task activity in Fig. 5 ). Importantly, a number of divisions are also apparent along the preand post-central gyri, and exhibit correspondence with other probabilistic area divisions (e.g., PA 1 vs. 2, PA 2 vs. 3b; see post-central gyrus in lateral views in Fig. 4 ). All together, these observations are critical to evaluate: they likely reflect the special nature of the information RSFC brings to bear towards understanding area organization and function but also stress caution when interpreting the presence of RSFC boundaries in the absence of parcellation information from other modalities.
The RSFC-Boundary Mapping border corresponding to the PA 17/PA 18 border extends somewhat further laterally beyond the occipital pole than the cyto-architectonic boundary (while a lateral view is not presented in Fig. 5 , a lateral view of the RSFC-Boundary Mapping borders are presented in Fig. 3 ). This discrepancy, along with an aberrant border within PA 17 (Fig. 5a : red arrow, labeled '2'), may be due to inadequacies in the scan acquisition and processing -in particular, field distortions and/or signal loss related to vasculature at the occipital pole likely affected the position of borders measured here (see subsequent Additional constraints and considerations section and red arrow labeled '4' in Fig. 8a ).
RSFC can be used to identify the locations of area centers RSFC patterns can also be leveraged to reveal alternative features that may relate to area organization. So far, we have described how identifying locations where patterns of RSFC exhibit an abrupt transition can be used for identifying borders between putative areas. An alternative strategy is to focus on identifying the interior (or central) parts of areas rather than the boundaries between them. We use an RSFC approach that aims to directly identify these interior regions and suggests that RSFC-based areal center (Fischl et al., 2008) and 120-subject RSFC-Boundary map. Black lines indicate reasonable boundaries between and around areas 17 and 18 as described in . The white arrows indicate dorsal and ventral RSFC boundaries that appear to closely correspond to the architectonic boundary. The RSFC-based borders are also apparent in each of the individual groups (see Fig. 2 ). Red arrow 1 indicates a boundary along the calcarine fissure that may correspond to the horizontal meridian of PA 17 (Visual Area 1). Red arrow 2 indicates a boundary that is likely due to susceptibility artifact at the occipital pole (see Fig. 8a ). (b) Correlation maps generated from ventral PA 17 and PA 18 seeds (gray balls) and the differences between them. Green and black arrows highlight the locations of strongest correlations for seeds in PA 17 and PA 18, respectively. The differences between the two seeds can be best appreciated on the statistical difference map, which is calculated as a surface vertex-wise two-sample t-test between the correlation maps of the two seeds. Note that the contour of the difference image follows the PA 17/18 boundary. identification may help parcellate areas that are not clearly distinguished by RSFC-Boundary Mapping (Wig et al., 2013) . In general, these two approaches to RSFC-based area definition should be highly complimentary to one another.
RSFC-Snowball sampling identifies locations where resting-state correlation peaks aggregate
Our method for identifying candidate locations for the central portions of areas combines seed-based RSFC with principles inspired by social network science and graph theory (Snowball sampling; Goodman, 1961; Wasserman and Faust, 1994) . RSFC-Snowball sampling first identifies the peaks of correlation (i.e., neighbors) from a seed-based RSFC map, and then iteratively tracks the neighbors of these neighbors through multiple stages. To minimize sampling bias, this basic process is repeated from numerous starting locations across the brain, and the output of each sampling procedure is aggregated to arrive at a final peak density map. We have previously described the details of using this method for parcellating an individual subject's cortical and subcortical brain structures; RSFC-Snowballing parcellation maps are reliable within an individual scanned over multiple days, and area center locations defined by RSFC-Snowballing correspond with area center locations defined by task-evoked data (Wig et al., 2013) . To parallel the present groupbased RSFC-Boundary Mapping parcellation observations, a method for extending the RSFC-Snowballing method to the level of groups is presented in the Appendix A section.
RSFC-defined centers and borders compliment one-another
An RSFC-Snowballing peak density map was derived for the group of 120 individuals. Rather than being randomly or uniformly distributed, the RSFC-Snowballing map exhibits a structured distribution, with some locations having many peaks, and others having very few. If RSFC-Boundary Mapping identifies the locations of putative boundaries between areas and RSFC-Snowballing identifies the locations of putative centers of areas, peak density values should be less prominent at locations that are transition points (or boundaries) and more prominent within boundary interiors. Simultaneously viewing the strong borders defined by RSFC-Boundary Mapping and the strong centers defined by RSFC-Snowballing suggests this expectation may be true (Fig. 6) . Importantly, each of the two methods appears to reveal unique parcellation features in some locations (e.g., two area centers identified by RSFCSnowballing in the posterior-inferior temporal cortex are surrounded by an area border defined by RSFC-Boundary Mapping on the lateral right hemisphere), suggesting the two methods are not completely redundant with one another and can be used in combination for the purposes of RSFC parcellation (for more detailed examples and discussion see Wig et al., 2013) . This is consistent with the negative, but nonperfect relationship between the two RSFC-based parcellation maps (r = −0.14, p b b0.001).
The non-perfect relationship noted above may be surprising, given that both methods of area parcellation focus on patterns of RSFC. This observation may related to a practical as opposed to conceptual difference between the methods -operationally, the thresholds that are most useful for a given method of parcellation may miss distinctions in another method of parcellation and the different processing steps for each method may accentuate and attenuate non-overlapping sources of noise in RSFC. For example, adjacent areas that share very similar patterns of RSFC would have a weak boundary between them, yet the area centers might be highlighted by RSFC-Snowballing. Along these lines, there are trade-offs between methods that focus on borders between areas versus methods that attempt to identify area interiors. Relying on borders may result in parcellations with discontinuous boundaries if there are differences in the strength of RSFC transitions between an area and the various areas that are adjacent to it. Likewise, focusing on area centers may result in a parcellation with a poor RSFC-Snowballing Centers (n=120) Fig. 6 . Area borders defined by RSFC-Boundary Mapping surround area centers defined by RSFC-Snowballing. RSFC-Snowballing parcellation of 120 subjects reveals the locations of putative area interiors (centers). This RSFC-Snowballing parcellation map was thresholded to highlight vertices with high area center likelihood (peak density N0.03). The 120-subject RSFC-Boundary Mapping parcellation was thresholded to reveal locations exhibiting a high likelihood (edge probability N0.15) of being a border between areas. Each parcellation method reveals different area features (i.e., interiors and borders) and many locations exhibit a high degree of correspondence between the methods (e.g., running above the posterior cingulate sulcus in the left medial hemisphere and the right anterior insula in the right lateral hemisphere highlighted by white boxes). In other locations, a given parcellation method may identify features not revealed by the other (e.g., two area centers identified by RSFC-Snowballing [pointed out with white arrows] are surrounded by an area border defined by RSFC-Boundary Mapping on the lateral right hemisphere) encouraging the use of multiple methods for RSFC-based parcellation.
representation of area extent. Accordingly, just as it is important to focus on multiple modalities to accurately parcellate areas, it is advantageous to focus on multiple features that may distinguish areas (i.e., boundaries and centers or interiors).
RSFC-defined borders not only overlap with RSFC-defined system boundaries, but also reveal plausible areal divisions within the identified systems Voxels can be clustered or grouped based on the similarity of their resting-state time series or their RSFC maps (e.g., using community detection, clustering algorithms, or independent component analysis (ICA) 5 ; e.g., Doucet et al., 2011; Mumford et al., 2010; Power et al., 2011; Smith et al., 2009; Yeo et al., 2011) . In some cases, the identified clusters have demonstrated a considerable degree of overlap with functionally defined systems, providing evidence that patterns of RSFC can be used to identify system-level organization (e.g., Power et al., 2011; Smith et al., 2009) . Although many clustering approaches have been described as methods of parcellation, it is important to recognize that the purpose (and the outcome) of these analyses typically differs from the work presented here. Community detection, clustering, and component separation techniques operate on a data space that is blind to the underlying neuroanatomy. As a consequence, RSFC-based clustering techniques are capable of identifying collections of voxels or locations with similar properties, but these collections are not bound by space and may also group distinct adjacent areas into a single cluster. Accordingly, the majority of clustering analyses have typically identified locations that are functionally similar and may compose a given system (e.g., the visual system or the default system), but do not necessarily parcellate areas themselves (e.g., V1 versus V2 of the visual system). Direct comparisons of RSFC-defined system divisions and RSFC-based area parcellation provide illustrations of this important distinction.
RSFC clusters, communities, and components are not equivalent to areas
Brain systems are defined as groups of functionally related areas (Sejnowski and Churchland, 1989) and RSFC clustering techniques have identified collections of areas (or technically, regions/voxels) that likely represent functional brain systems at the scales that have been prominently explored. It is important to point out that the voxels corresponding to a given cluster are often spatially discontiguous, and can even span the length of the brain (e.g., groupings labeled as the default system typically include voxels in the medial prefrontal cortex and posterior parietal cortex; Fig. 7a ). It should be clear based on this discontinuity alone that the identification of a cluster may reflect a granularity of organization that should not be confused with the parcellation of an area.
RSFC-defined area borders are consistent with RSFC-defined system boundaries in many locations
If clustering techniques are capable of identifying putative systems, and systems are composed of areas, the locations of system divisions should overlap with the locations of some areal boundaries. Fig. 7b depicts the correspondence between system divisions (i.e., transitions between two adjacent clusters) and the 120-subject RSFC-Boundary map. As expected, many locations that are system divisions exhibit high RSFC-Boundary Mapping edge probabilities. A direct comparison of RSFC-defined boundaries and two published systems maps (Power et al., 2011 and Yeo et al., 2011) was conducted. Fig. 7c depicts the distribution of edge probability values across all cortical vertices. Two separate distributions are presented in each histogram: the subset of edge probability values located at cortical vertices that were identified as system divisions (colored in yellow (Power et al., 2011) and orange (Yeo et al., 2011)) , and the subset of edge probability values located at cortical vertices that were not identified as system divisions (colored in purple). Locations of system divisions exhibited higher edge probability values than the locations not identified as system divisions 6 (Power et al.
(2011) division comparison: median edge probability at locations that are system divisions: 0.168, median edge probability at locations that are not system divisions: 
RSFC-defined systems contain multiple areal divisions
The locations of putative system divisions revealed by clustering techniques coincide with the locations of several strong putative area boundaries as identified by RSFC-Boundary Mapping. One might try to use clustering techniques for parcellation by segregating a cluster into portions that only contain adjacent voxels or vertices and label these sub-clusters as areas. However, there is a strong reason to be cautious in this regard. As a prominent example, it should be apparent that this would result in the entire visual system in Fig. 8a (blue community) being labeled as a single area. Consistent with this, it is apparent that many locations not identified as system divisions exhibit high edge probability (RSFC boundary) likelihood (see purple bars in histograms depicted in Fig. 7c ). These observations support the notion that system divisions are not a comprehensive representation of area boundaries.
Further comparison of RSFC-derived clusters and communities to RSFC-derived borders confirms that, in some cases, multiple strong boundaries can be found within a single contiguous portion of a cluster or community. We have already pointed out the parcellation of PA17/ PA18 using RSFC-Boundary Mapping; here we highlight a portion of the left lateral inferior frontal cortex as an additional example of a location where multiple boundaries are observed within a cluster. Two independent techniques (community detection (yellow in Power et al., 2011) and clustering (orange in Yeo et al., 2011) ) identified similar clusters of continuous voxels spanning the extent of the left inferior/ middle frontal gyrus, a portion of the frontal-parietal control system (Fig. 7d) . However, the RSFC-Boundary Mapping parcellation suggests the presence of 3 borders (corresponding to 4 putative areas, as defined by identifying the local-minima of the RSFC-Boundary Mapping map) within these clusters. While it is possible that the presence of RSFCBoundary Mapping divisions simply reflect subtle and progressive distinctions within a single area, this would be inconsistent with the architectonic divisions that have been noted along this part of the brain (e.g., Brodmann's areas 44-47 and possibly 10). Furthermore, examination of the seed-based RSFC maps obtained from locations within each of these divisions suggests otherwise (the most posterior location (4) has an RSFC map most similar to the most anterior location (1), which are quite distinct from maps obtained from locations (2) and (3); Fig. 7e ).
Why do clustering techniques behave differently than the RSFCBoundary Mapping parcellation method highlighted here? Clustering techniques, for a given a priori or data-determined number of clusters, will identify groups of voxels that minimize RSFC similarity distance within clusters while simultaneously maximizing RSFC similarity distance between clusters. This focus on maximizing global separation may come at the cost of more local distinctions. In contrast, parcellation methods that rely on local feature changes (such as RSFC-Boundary Mapping) will be more sensitive to transitions in cortical identity (e.g., from V1 to V2 in Fig. 6 ). It may be possible for a clustering technique to identify a collection of voxels or vertices that corresponds to a single area if the method is invoked using both an appropriate level of granularity and with spatial constraints. However, complete partitioning at a given spatial scale (e.g., systems or areas) would require a perfectly hierarchical RSFC structure. The appropriate level of the RSFC hierarchy to define a given cortical area may be the same level that defines a system of areas elsewhere. As such, just as is the case with RSFC-Boundary Mapping, appropriate comparisons are necessary to understand the clustering observations further and ensure biological plausibility.
Additional constraints and considerations
While we have attempted to point out potential caveats and sources that require particular further attention, we highlight here additional considerations in the application of RSFC for area parcellation. Specifically, we focus on the relationship between RSFC-defined boundaries and BOLD signal strength and surface geometry, and also make some comments on parcellation of subcortical structures using patterns of RSFC.
Relationship of RSFC-defined borders to BOLD signal strength
It is important to note that observed transitions in the patterns of RSFC may not be neurobiologically relevant. In particular, boundaries that correspond to BOLD signal differences relating to variable BOLD sensitivity across the brain (e.g. due to magnetic field inhomogeneities arising from adjacent structures with different magnetic susceptibilities Frahm et al., 1988) are likely of little interest in the context of cortical parcellation. With this in mind, we compared the RSFC-Boundary maps to the BOLD signal strength across the brain. Mean BOLD signal was calculated by averaging the first frame of acquisition (post-steady state magnetization) from all subjects (Ojemann et al., 1997) . A small positive correlation (r = 0.12) was found between the change in the mean BOLD signal along the cortical surface (measured by the gradient, or spatial derivative, of the mean BOLD signal) and the 120-subject RSFC-Boundary map. BOLD signal strength changes may account for a small amount of variability in the RSFC-Boundary map, but even this may be largely confined to regions known to have significant signal loss. Fig. 8a depicts the pattern of BOLD signal dropout in our data. BOLD data was normalized to a mode of 1000 during preprocessing. Accordingly, a mean BOLD signal of 800 or less (depicted in orange shades) show similar patterns as seeds 1 and 4, but also differ markedly in certain regions, e.g. along the lateral frontal cortex (arrows) and in posterior cingulate cortex (dotted circle), providing evidence that there are numerous areas within a single system division.
represents a substantial attenuation of signal. Boundaries in the ventral portion of the temporal lobe (red arrow 1) and in orbitofrontal cortex (red arrow 2) are clearly suspect given the large signal loss in these regions. Similarly, the boundaries along the superior temporal gyrus (red arrow 3) and at the occipital pole (red arrow 4) may be explained by the decreased signal in these regions. Leaving out regions with substantial signal loss (i.e. BOLD b 800) significantly reduces the correlation between the change in BOLD signal strength and the RSFC-Boundary map (r = 0.07). We conclude that for much of the brain changes in BOLD signal strength do not account for the presence of RSFC-defined boundaries. Field map-based distortion correction, which was not carried out here as many subjects in our cohort had not been collected with field maps, may help ameliorate distortion-related effects, but would not be able to repair boundaries related to frank signal loss. Consideration of artifacts such as these are critical to keep in mind when interpreting boundaries and highlight regions of the brain where RSFC-based tools will struggle to generate meaningful parcellation without further processing or acquisition refinements.
Relationship of RSFC-defined borders to surface geometry
Areal borders need not respect morphometric divisions. For example, the primary visual area (V1) spans both sides of the calcarine sulcus, reflecting the upper and lower representations of the visual field in this area (e.g., Dougherty et al., 2003) . However, a number of strong borders defined by RSFC-Boundary Mapping follow prominent gyral and sulcal landmarks: strong RSFC borders are present along the central sulcus (from dorsal to ventral) and along the cingulate gyrus (from anterior to posterior). While some of these divisions may be consistent with areal divisions (e.g., the primary motor and somatosensory areas follow the central sulcus along the pre-and post-central gyri, respectively), one concern is that the identification of RSFC-Boundary Mapping borders is biased by surface geometry (for example, as a consequence of the volume-to-surface processing and analysis stream; see methods in Appendix A -Methods). Indeed, the RSFC-Boundary map has a small positive correlation with the average convexity of the Conte69 atlas (r = 0.11). A number of observations mitigate this concern however. Fig. 8b highlights a few examples in the frontal and temporal/parietal cortex where strong RSFC boundaries are not found along gyral crowns (red arrows), as well as examples of regions where strong RSFC boundaries cross over sulcal fundi (blue arrows). While it is conceivable that RSFC borders follow morphometric landmarks in some locations as a consequence of the presence of an areal division, we do not view gyral and sulcal features as the causal source of group-level RSFC borders. We recognize that the previous observations do not completely rule out the possibility that inter-individual variability in surface geometry may be masked when individuals are combined into a group, and that geometric bias may be present when RSFC borders are computed on individual subjects. With respect to the latter point, observations in our laboratory suggest otherwise (e.g., see Supplemental Fig. 3 in Wig et al., 2013) . b a Fig. 8 . RSFC-Boundary Mapping compared to BOLD signal strength and surface geometry. (a) Mean BOLD signal from the first frame of resting state data from 120 subjects overlaid on RSFC-Boundary map. Regions with BOLD signal less than 800 (BOLD signal has been mode 1000 normalized) can be seen in orange-yellow. Signal loss is apparent in ventral temporal (red arrow '1') and orbitofrontal (red arrow '2') regions, superior temporal gyrus (red arrow '3'), and the occipital pole (red arrow '4'). (b) Lateral parietal-occipital (right) and lateral frontal views of RSFC-Boundary map compared to surface geometry. Left panels show full range RSFC-Boundary map, middle panels show RSFC-Boundary map thresholded at 0.15 boundary frequency, and right panels show average surface convexity of Conte-69 atlas (darker and brighter values on this surface represent sulcal and gyral regions respectively). Red arrows indicate gyral crowns where there is an absence of a strong RSFC-defined border and blue arrows indicate regions in which RSFC boundaries cross over sulcal fundi.
RSFC-based parcellation of subcortical structures
While we have focused our present discussions on parcellation of cortical areas, many of the general points we have made are applicable to subdividing subcortical structures, with some caveats. For example, the gradient-based approach described here is applied primarily for the 2-dimensional parcellation of the cortical sheet; subcortical structures, however, are not arrayed on a sheet, but rather are organized as nuclei having, sometimes complex, 3-dimensional forms. As such, different approaches are necessary for their parcellation. The gradientbased strategy for finding RSFC pattern transitions can naturally be extended into 3-dimensions for this purpose, though we do not present such an approach here. The current form of the RSFC-Snowballing procedure is not limited to the cortical surface and is capable of identifying area centers within subcortical structures, which in fact is highlighted elsewhere (Wig et al., 2013) . In addition, clustering approaches have clearly demonstrated the ability to partition subcortical structures according to RSFC correlations (e.g., Barnes et al., 2010; Zhang et al., 2008) . As with the cortex, much work remains to be done comparing apparent RSFC-based distinctions with other modalities to understand how RSFC information in the subcortical nuclei and the cerebellum converges with and/or diverges from other properties of brain organization and function.
Concluding comments
Patterns of RSFC exhibit abrupt transitions across the brain and recent advances in BOLD imaging acquisition and analysis have facilitated the development of tools to map the locations of these changes across the cortical surface. Throughout this report, we have described some prominent observations where the locations of putative areal divisions as defined by RSFC-Boundary Mapping converge with features from other parcellation modalities as well as other RSFC analysis methods.
Where possible, we have attempted to highlight observations and issues that necessitate particular attention in order to more fully understand and interpret the parcellation information gleaned from RSFC-based approaches. Of course, as the nature and source of RSFC signals is continually explored, we suspect our understanding of RSFC-based area parcellation will also be modified. For example, deeper understanding of the non-stationary nature of RSFC signals (e.g., Chang and Glover, 2010; Smith et al., 2012) and of the sensitivity of RSFC to various sources of spurious noise (e.g., Birn et al., 2006; Chang et al., 2009; Power et al., 2012; Satterthwaite et al., 2012; Van Dijk et al., 2012) , as well as improved image acquisition and processing techniques (De Martino et al., 2011; will likely aid our ability to use RSFC for parcellating cortical and subcortical areas.
The parcellation of brain areas relies on distinctions related to function, architectonics, connectivity and topography. While the earliest parcellation of human cortical areas relied on invasive approaches such as post-mortem dissection (e.g., Brodmann, 1909; Vogt and Vogt, 1919) or intra-cranial recording (e.g., Jasper and Penfield, 1954) , recent advances in brain imaging have enabled continual improvements and refinement in our understanding of the properties and methods for identifying areal divisions (Toga et al., 2006 ; the present special issue on In vivo Brodmann mapping in neuroimage). As has been the case with parcellation of non-human cortical areas, it is likely that no single feature will serve to parcellate all cortical and subcortical structures. Accurate and informative parcellation has been accomplished by the careful consideration of multiple converging features. In additional to distinctions identified by examining patterns of evoked-activity, connectional anatomy, architectonics, and topography, we feel there is sufficient and compelling evidence to suggest that patterns of RSFC provide confirmatory and complementary information for the purposes of parcellating cortical areas and subcortical divisions of the brain. We urge interested readers to explore and utilize our RSFC-based parcellation maps for themselves, we have made these maps available on our laboratory website (http://www.nil.wustl.edu/labs/petersen/ Publications.html).
sampled to an isotropic 3-mm atlas space (Talairach and Tournoux, 1988) , combining movement correction and atlas transformation in a single cubic spline interpolation (Lancaster et al., 1995; Snyder, 1996) . This single interpolation procedure avoids blurring that would be introduced by multiple interpolations. All subsequent operations were performed on the atlas-transformed volumetric time series.
RSFC preprocessing
Several additional preprocessing steps were utilized to reduce spurious variance unlikely to reflect neuronal activity in RSFC data. RSFC preprocessing was performed in two iterations. In the first iteration, RSFC preprocessing included, in the following order: (i) multiple regression of the BOLD data to remove variance related to the whole brain signal (cf. Scholvinck et al., 2010) , ventricular signal, white matter signal, six detrended head realignment parameters obtained by rigid body head motion correction, and the first-order derivative terms for all aforementioned nuisance variables. (ii) A band-pass filter (0.009 Hz b f b 0.08 Hz), (iii) volumetric spatial smoothing (6 mm full width at half maximum in each direction).
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Following the initial RSFC preprocessing iteration, to ameliorate the effect of motion artifact on RSFC correlations, data was processed following the recently described 'scrubbing' procedure . Temporal masks were created to flag motion-contaminated frames so that they could be ignored during subsequent nuisance regression and correlation calculations. Motion contaminated volumes were identified by frame-by-frame displacement (FD, calculated as the sum of absolute values of the differentials of the 3 translational motion parameters and 3 rotational motion parameters) and by frame-byframe signal change (DVARS). Volumes with FD N 0.3 mm or DVARS N3% signal change were flagged. In addition, the two frames acquired immediately prior to each of these frames and the two frames acquired immediately after these frames were also flagged to account for temporal spread of artifactual signal resulting from the temporal filtering in the first RSFC preprocessing iteration.
The RSFC preprocessing steps outlined above (steps i-iii; including nuisance regression, temporal filtering, and volumetric smoothing) were applied in the second iteration on RSFC data that excluded volumes flagged during motion scrubbing. The mean percent of frames excluded from the remaining subjects was 26% (range: 1%-26.0%). All subjects had a minimum of 126 frames remaining after RSFC preprocessing (mean = 245 frames).
Surface preprocessing
Following volumetric registration, each subject's MP-RAGE image was processed to generate anatomical surfaces using FreeSurfer's default recon-all processing pipeline (version 5.0). This pipeline included brain extraction, segmentation, generation of white matter and pial surfaces, inflation of the surfaces to a sphere, and surface shape-based spherical registration of the subject's 'native' surface to the fsaverage surface (Dale and Sereno, 1993; Dale et al., 1999; Fischl et al., 1999; Ségonne et al., 2004 Ségonne et al., , 2005 . The fsaverage-registered left and right hemisphere surfaces were brought into register with each other using deformation maps from a landmark-based registration of the left and right fsaverage surfaces to a hybrid left-right fsaverage surface ('fs_LR'; and resampled to a resolution of 164,000 vertices (164k fs_LR) using Caret tools (Van Essen et al., 2001 ). Finally, each subject's 164k fs_LR surface was down-sampled to a 32,492 vertex surface (fs_LR 32k), which allowed for analysis in a computationally tractable space while still oversampling the underlying resolution of BOLD data used in subsequent analyses. The various deformations from the 'native' surfaces to the fs_LR 32k surface were composed into a single deformation map allowing for one step resampling. The above procedure results in a surface space that allows for quantitative analysis across subjects as well as between hemispheres. A script for this procedure is available on the Van Essen Lab website (Freesurfer_to_fs_LR Pipeline, http://brainvis. wustl.edu).
RSFC-Boundary Mapping
RSFC-Boundary Mapping identifies transitions in resting state correlations across the cortical surface. Cohen et al.'s (2008) original approach applied 2-D image processing tools to BOLD data sampled from patches on a flattened cortical surface (e.g., Nelson et al., 2010a) . Flattening the surface induces distortions in the surface representation that could lead to spurious boundary identification. The current implementation of RSFC-Boundary Mapping avoids this issue by performing all computations directly on a closed surface topology. The analysis is now also applied to the entire cortical surface as opposed to small selected patches of cortex. The details of this procedure have been described for individual subjects elsewhere (Wig et al., 2013) . Here we apply the method to groups of individuals.
A flowchart of the RSFC-Boundary Mapping procedure can be seen in Fig. 9 . The RSFC BOLD time courses 8 were first sampled to each subject's individual 'native' midthickness surface (generated as the average of the white and pial surfaces) using the ribbon-constrained sampling procedure available in Connectome Workbench 0.7. This procedure samples data from voxels within the gray matter ribbon (i.e. between the white and pial surfaces) that lay in a cylinder orthogonal to the local midthickness surface weighted by the extent to which the voxel falls within the ribbon -it is designed to minimize partialvolume effects arising from the low sampling resolution of the BOLD data relative to the structural image acquisition (Glasser and Van Essen, 2011) . Once sampled to the 'native' surface, the time courses were smoothed along the surface using a Gaussian smoothing kernel (σ = 2.55). The smoothed time courses were deformed and resampled from the individual's 'native' surface to the 32k fs_LR surface in a single step using the deformation map generated as described above. Each surface vertex's time course was correlated with the time courses from every voxel in a brain mask to generate full volume correlation maps (32,492 vertices × 65,549 voxels). Each correlation map was transformed using Fisher's r-to-z transformation (Zar, 1996) and averaged across subjects. Full volume correlation maps were used instead of surface correlation maps in order to ensure that sub-cortical correlation relationships contributed to areal parcellation. An RSFC map similarity matrix was created by calculating the spatial correlation between every vertex's RSFC correlation maps with one another, producing a 32k × 32k matrix. Each row of this matrix corresponds to a map on the cortical surface wherein the values reflect the similarity of a given vertex RSFC map with the RSFC map of every other vertex. To find positions where RSFC similarity exhibited abrupt changes, the similarity maps were first Gaussian smoothed along the surface (σ = 2.55) and the first spatial derivative was computed using the 'metric-gradient-all' function available in Caret 5.65. This resulted in 32k 'gradient' maps for each hemisphere. These gradient maps represent the essential feature of RSFC transition we aim to identify. As a further refinement relative to whole-brain boundary maps presented in previous work (Wig et al., 2013) , in order to sharpen observed borders and facilitate identification of even subtle differences in correlation patterns, we applied a nonmaxima suppression procedure to each of the gradient maps, creating 32k 'edge' maps. This technique identifies a vertex as an edge if it is a gradient maxima with respect to at least two pairs of spatially non-adjacent neighboring vertices (each of the 32k vertices has six neighbors, except 12 which have five neighbors). The non-linear nature of this step makes it susceptible to potentially uninteresting noise in the input data; averaging correlation maps from many subjects minimizes this possibility. Finally, the 32k 'edge' maps from each hemisphere were averaged to indicate the frequency with which a given vertex was identified as an edge.
RSFC-Snowball sampling
RSFC-Snowball sampling (RSFC-Snowballing) identifies locations that exhibit a high density of resting-state correlations to other locations in the brain. Peak density values are lesser at locations that are transition points (or boundaries) between adjacent areas and greater within an area's interior (or center). Therefore, the voxel-wise distribution of peaks can be used to identify the locations of area centers. A separate report describes RSFC-Snowballing for parcellating cortical and sub-cortical structures in an individual subject (Wig et al., 2013) . As with RSFC-Boundary Mapping, we describe here the method for application to groups of individuals.
RSFC-Snowballing is an iterative procedure that uses seed-based RSFC to identify locations correlated with a starting seed location (i.e., the 'neighbors' of the seed, in a graph theoretic sense), and then identifies the neighbors of the neighbors, and so forth over multiple iterations (zones). RSFC-Snowballing is initialized from multiple starting seed locations (i.e., from a pre-defined set of coordinates) creating a peak density map for each starting location. The peak density maps derived from each starting location are summed and normalized relative to the maximum value of the summed map to arrive at an aggregate peak density map (Fig. 10) . In the present analysis, the starting location set was defined from a meta-analysis of task-evoked data, which identified 151 task-defined centers across cortical and sub-cortical structures (for details see Wig et al., 2013) . Aggregating the peak density maps from multiple starting locations minimizes the potential bias of a single starting seed location and provides estimates of area centers across broad expanses of the brain's cortical and subcortical structures.
A neighbor of a given seed need not be physically adjacent to the seed, but rather is defined by the presence of an RSFC relationship above a given correlation threshold. Neighbor identification was conducted by calculating seed-based statistical correlation maps across the group of individuals. For each participant, the average time course was extracted from the seed region of interest (ROI) and Pearson's correlation coefficient was computed between this ROI's time course and the time course for each voxel across the whole brain volume. The resulting correlation map was converted to z values using Fisher's r-to-z transformation (Zar, 1996) . The individual z(r) images were next submitted to a random-effects analysis, treating participant as the random factor, to create a statistical map using a t-test. To identify the seed ROI's 'neighbors' (i.e. the regions that were correlated with the seed ROI), the statistical t-maps were first smoothed (6 mm FWHM) and the local maxima (peaks) of contiguous clusters of voxels that both surpassed a correlation threshold (p b 0.001, uncorrected) and had a minimum distance of 10 mm between peaks were identified.
Each starting location was submitted to RSFC-Snowballing over 3 zones. The final aggregate peak density map was spatially smoothed (volumetric smoothing of 6 mm FWHM) and then normalized relative to its maximal value to facilitate viewing. a b c Fig. 10 . Overview of RSFC-Snowballing using multiple starting seed locations. (a) Initialization location set consisting of cortical and sub-cortical seed locations (n = 151) defined by metaanalysis of task-evoked data. (b) For each seed location in the initialization location set, RSFC-Snowballing iteratively identifies the neighbors (peaks of RSFC correlation) of seed ROIs over multiple zones and adds these neighbors to a peak density map. (c) The independently derived peak density maps from each of the seed locations of the initialization location set are summed to arrive at an aggregate peak density map presumed to reflect the likelihood with which a given location is an area center.
