Abstract. A read-once formula is a Boolean formula in which each variable occurs, at most, once. Such formulas are also called p-formulas or Boolean trees. This paper treats the problem of exactly identifying an unknown read-once formula using specific kinds of queries.
Introduction
The goal of computational learning theory is to define and study useful models If instead we consider the problem of predicting the value of the formula on randomly chosen examples (see [23] for definitions), a potentially easier problem, the reductions given by Kearns et al. [19] show that monotone read-once formulas are no easier to predict in the distribution-free model than general Boolean formulas. Kearns and Valiant [18, 20] have shown that prediction of general Boolean formulas in the distribution-free model is as hard as certain cryptographic problems, for example, factoring Blum integers. Thus, it seems that we must move away from the distribution-free model in order to exploit the special properties of read-once formulas.
Angluin [2] has proposed studying the notion of polynomial-time exact identifiability of concepts using various types of queries (or oracles, in Valiant's terminology.) Two types of queries seem to be particularly interesting: membership queries and equivalence queries. In a membership query, the learning algorithm proposes a particular example, and the reply is a correct classification of the example according to the unknown concept. In an equivalence query, the learning algorithm proposes a hypothesis in a specified hypothesis language, and the reply is either "yes" or a counterexample.
The answer "yes" signifies that the hypothesis is equivalent to the unknown concept.
A counterexample is a particular example that is classified differently by the unknown concept and the proposed hypothesis, and thus is a witness of their inequivalence. The choice of which counterexample to present in response to a given equivalence query is assumed to be arbitrary-a successful learning algorithm must work no matter which one is chosen. To illustrate these queries, imagine a student attempting to learn the concept of "the main verb in an English sentence." In attempting to grasp this concept, the student may ask the teacher a question of the form: "Is 'enter' the main verb of 'Abandon hope, all ye who enter here'?" This is a membership query, and the correct answer is "no."
However, an equivalence query seems a bit suspect here-the student is required to produce a complete description of his or her current hypothesis A mintenn and a maxterm of a read-once formula contain exactly one literal in common.
Karchmer et al. [16] have given an elegant combinatorial characterization of read-once formulas from which Lemma 3 follows, but the derivation above provides some additional insight. We describe the implementation of Findrnin to support our claim that its The final vector is converted back into the list of indices where it is equal to 1, which takes time O(n), and this list is returned. Thus, using time O(n) and at most n membership queries, Findmin finds a minterm of~contained in V. A dual procedure, Findrnax, takes a set V of variables such that~(01) = O and returns a subset T of V such that T is a maxterm of~, using O(n) membership queries to~and time 0(n).
Tile Minterm Graph of a Read-Once Formula
Let f be a read-once formula. Let L' denote the set of literals that occur in f. Otherwise, one of the following two cases occurs.
(1)
The formula f is the OR of the subformulas 
Mcnlbership
Queries and Monotone Read-Otlce Formulas
The main result of this section is the following:
There is a learning algorithm that exactly identifies any monotone read-once formula oLer~, in time 0(n3) usitlg 0( nz ) membership queries.
Thus, in the case of monotone read-once formulas, membership queries alone suffice for efficient exact identification. The algorithm has two parts. In the first part, the algorithm generates minterms and maxterms and uses them to determine the set V of variables on which f depends. In the second part, the maxterms generated in the first part are used to determine the label of the lowest common ancestor of each pair of variables in V.
FINDING THE VARIABLES
THAT OCCLJR IN f. Assume f is nonconstant.
The method of finding all the variables appearing in f is to start with V set to the variables in a single minterm of f and then to perform a closure operation.
The closure operation guarantees that every variable in V is contained in at least one minterm and one maxterm composed of variables of V. The following lemma shows that this suffices:
Let f be a nonconstant read-once formula. Suppose L is a tlonempty set of literals such that for el)e~Y E L, Y is contained ill a mintenn off that is a subset of L and in a maxtenn off that is a subset of L. Then L is the set of Iitenzls that occur in f.
PROOF.
The method is induction on the structure of read-once formulas.
In 
Q.E.D.
It is simple to find a single minterm of f. f is nonconstant and monotone, sõ , contains a minterm of f. Therefore, executing Findmin(~, ) will produce a minterm S of f. Given S, we want to implement the closure operation defined above. The implementation of the closure operation depends on the following fact:
Let f be a monotone read-once formula ouer~,. If S is a minterm off containing the uariable X,, then ( Vn -S) U {Xi} contains a maxtem off, and any such maxtenn contains Xl. Dually, if T is a maxterm off containing X,, then (~, -T) U {X,} contains a minteim off, and any such minterm contains X,. 
Using Membership and Equivalence Queries
There is a learning algorithm that exactly identifies any read-once formula over~, in time O(n') using 0(n3) menlbership queries and O(n) equivalence queries.
A simple adversary argument shows that no polynomial-time algorithm can exactly identify all the read-once formulas over~, using only membership queries [2] . In Section 7, we show that no polynomial-time algorithm can exactly identify all the read-once formulas over V. using just equivalence queries, so both equivalence queries and membership queries are essential to this theorem. If MMSigns is called with a membership oracle for an arbitmiy read-once formula f oiler~1 and a cowect sign L'ector y for f, it exactlv identifies f in time 0( n3) using at most 0(n2 ) membership queries. Step (2) (a) Let a be an arbitrary partial assignment whose defined set is L: -W.
(b) Call the procedure MMSigm with input vector XL*, simulating membership queries to the function~u. and let g be the formula returned.
(c) Make an equivalence query with g. If the reply is "yes," then output g and halt; otherwise, let y be the counterexample. Moreover, we show that every nonterminating execution of the body of
Step (2) adds a new element to W. The input to a subset query is a read-once formula g and the reply is "yes" if g logically implies~. Otherwise, the reply is a vector x such that }z(x) = 1 and (x) = O. A superset query is defined dually, to test whether h is logically implied by~. Since one subset query with a conjunction of~z literals can be used to answer a membership query, and a pair consisting of a subset query and a superset query can be used to answer an equivalence query, we have the following result, independently proved by Hancock [10] . oROLLARY 
13.
There is an algorithm that exactly identifies all the read-once formulas ol'er~, in time polynomial in n using subset and superset queries.
A Generalization of This Transformation
The transformation given in the preceding section of the algorithm MM into the algorithm MEQ can be usefully generalized.
In Let M be a class of monotone formulas that is closed under projection, and suppose that there is a polynorrlial-time algorithm that exactly identifies el'ery element of M using membership and equivalence queries. Then there is a poijuzomial-time algorithm that exactij identifies el'ery element of U( M) using membership and equivalence queries. zeroes. An analogous property for read-once formulas is now proved. There is ?1opolynomial-time algorithm that exactly identifies all read-once formulas using equivalence qlleries. In fact, there is no polynomial-time algorithm that exactly identifies the class of monotone read-once formulas in disjunctil)e normal form, euen if the equildence queries am allowed to consist of arbitra~read-once fotmulas. This latter is possible by our earlier observation that n! /(m!)"l + ] >2, and the fact that for n = m2,~(m)p(n)~O as m +~.
A BOUND ON THE SIZES OF MINTERMS AND MLXTERMS
Let n = m2. Now consider the following adversazy strategy. Run algorithm A with variable set {X,,.. ., X,,} until it makes an equivalence query or has run for p(n) steps, whichever comes first. If it makes an equivalence query with the read-once formula g, then we answer as follows:
If g is T , the reply is "no" and the counterexample is the vector of all 0's.
If g is L , the reply is "no" and the counterexample is the vector of all 1's.
Otherwise, g is a nonconstant read-once formula of size at most n. By Corollary 17, since n > 1, there is a vector x such that x contains exactly m ones and g(x) = 1. or x contains exactly m zeroes and g(x) = O. In either case, the reply is "no" and the counterexample is x. Consider now the target set H.. We argue that after p(n ) steps of A, at least two logically inequivalent members of H,l are consistent with all the replies given to equivalence queries. To see this, note that each element of H,l is a nonconstant read-once formula, so the counterexamples given in response to T or L do not eliminate any elements of H,Z.
In Using an information theoretic argument based on the number of monotone read-once formulas over n variables, it is not difficult to show that any algorithm that exactly identifies all the read-once formulas using just membership queries must make at least~(n log n) queries. 
