Abstract. Some of the known results for delivering deterministic bounds on end-to-end queuing delay in networks with constant packet sizes and constant link rates rely on the concept of Route Interference. Namely, it is required to know the number of flows joining on any output link in the whole network. In this paper we extend the existing results for the more generic cases of connection-oriented networks consisting of links with different capacities, carrying different traffic classes and packets of different sizes.
Introduction and Related Work
In the quest for delivering deterministic end-to-end delay guarantees in general networks it has been shown [2] that it is feasible to deliver deterministic bounds for queuing delay in networks using FIFO queuing but the bound is dependent on complex network conditions. Specifically, by strictly controlling the number of times flow paths join on output links and by performing ingress traffic shaping in accordance with these metrics, it is possible to compute tight bounds on queuing delay and required buffer capacities. However, the results presented in [2] are limited to very specific network setups i.e. to connection-oriented networks carrying packets of fixed size (ATM networks), with all links having same capacity and where time is considered to be divided in equal slots that are synchronized, network-wide. Moreover, nodes were assumed to be globally FIFO and have zero internal propagation and processing delays.
Later results [3, 4] relaxed the requirement for time slot synchronization and improved the bounds on required buffer capacities and end-to-end queuing delay. However, they maintained the limiting requirement of equal packet sizes and equal capacity links.
In this paper we present an extension of the proofs in [1] that relaxes these requirements and generalizes the results to generic connection-oriented networks with links of different speeds and carrying different types of traffic with different packet sizes.
The outline of this paper is as follows: In the next subsection we state the assumed traffic, network, and time models. In Section 2 we introduce the concept of route interference, the source rate condition and we state the main result of this paper -the theorem for bounded buffer and delay. The proof of the theorem is given separately in Section 3 as it involves a detailed analysis of the mechanics of flow aggregation and queue busy periods along a flow path. Section 4 outlines how to compute the required buffer capacity (i.e. maximum amount of queue backlog) and the queuing delay.
Assumed Network, Traffic and Time Models
Traffic model: For the purpose of this paper we assume that transmission of delay-sensitive data is performed in a connection-oriented manner, with traffic organized in flows whose routes are pre-established before data transmission. Inside each flow data is transmitted in packets having a finite set of possible packet sizes.
Network model:
We consider that the network consists of nodes which offer service guarantees in the form of generic rate-latency service curves [1] . However, for the sake of clarity we will consider only the special case of non-preemptive schedulers performing strict priority FIFO queuing. Specifically, we will consider that nodes have a single FIFO queue per traffic class and that delay sensitive traffic has the highest priority in the network. Under these assumptions the node serves the delay-sensitive traffic with a rate-latency service curve β r,τ with rate r = the physical link rate and latency τ =
, where MT U L is the maximum packet size for lower priority traffic classes. Also, we will denote by MT U H the maximum packet size for the high priority, delay-sensitive traffic.
Also, we will assume that network links are unidirectional, with variable rates and propagation delays. Without the loss of generality we will consider that the (bounded) internal processing and transmission delays at network nodes are included in the upstream link propagation delays. As such for the rest of this paper we will assume that node internal delays are negligible.
Time model: Time is assumed to be continuous and relevant network events have a time index sequentially numbered starting from time 0, when the network was in an idle state. In other words we assume that all packet receptions and transmissions time ordered, network-wide.
