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BLOCH THEORY AND SPECTRAL GAPS
FOR LINEARIZED WATER WAVES
WALTER CRAIG, MAXIME GAZEAU, CHRISTOPHE LACAVE,
AND CATHERINE SULEM
Abstract. The system of equations for water waves, when linearized
about equilibrium of a fluid body with a varying bottom boundary, is
described by a spectral problem for the Dirichlet – Neumann operator
of the unperturbed free surface. This spectral problem is fundamental
in questions of stability, as well as to the perturbation theory of evo-
lution of the free surface in such settings. In addition, the Dirichlet –
Neumann operator is self-adjoint when given an appropriate definition
and domain, and it is a novel but very natural spectral problem for a
nonlocal operator. In the case in which the bottom boundary varies
periodically, {y = −h + b(x)} where b(x + γ) = b(x), γ ∈ Γ a lattice,
this spectral problem admits a Bloch decomposition in terms of spectral
band functions and their associated band-parametrized eigenfunctions.
In this article we describe this analytic construction in the case of a
spatially periodic bottom variation from constant depth in two space
dimensional water waves problem, giving a description of the Dirichlet –
Neumann operator in terms of the bathymetry b(x) and a construction
of the Bloch eigenfunctions and eigenvalues as a function of the band
parameters. One of the consequences of this description is that the spec-
trum consists of a series of bands separated by spectral gaps which are
zones of forbidden energies. For a given generic periodic bottom pro-
file b(x) = εβ(x), every gap opens for a sufficiently small value of the
perturbation parameter ε.
1. Introduction
This paper concerns the motion of a free surface of fluid over a variable
bottom, a problem of significance for ocean dynamics in coastal regions
where waves are strongly affected by the topography. There is an extensive
literature devoted to the effect of variable depth over surface waves and there
are many scaling regimes of interest, including in particular regimes where
the typical wavelength of surface waves is assumed to be much longer than
the typical lengthscale of the variations of the bathymetry. For purposes
W.C. is partially supported by the Canada Research Chairs Program and NSERC
through grant number 238452–16.
C.L. is partially supported by the Agence Nationale de la Recherche through the project
DYFICOLTI, grant ANR-13-BS01-0003-01 and the project IFSMACS, grant ANR-15-
CE40-0010.
C.S. is partially supported by NSERC through grant number 46179–13.
1
ar
X
iv
:1
70
6.
07
41
7v
2 
 [m
ath
.A
P]
  2
7 F
eb
 20
18
2 W. CRAIG, M. GAZEAU, C. LACAVE, AND C. SULEM
of many mathematical studies, the variable bottom topography is assumed
either to be periodic, or else to be described by a stationary random ergodic
process.
References on the influence of rough bottoms on the free surface include
works of Rosales & Papanicolaou [13], Craig et al [2] [3], and Nachbin &
Sølna [10], where techniques of homogenization theory are used to obtain
effective long wave model equations. The article [4] performs a rigorous
analysis of the effect of a rapidly varying periodic bottom in the shallow
water regime. Using simultaneously the techniques of homogenization the-
ory and long-wave analysis, a new model system of equations is derived,
consisting of the classical shallow water equations that give rise to effective
(or homogenized) surface wave dynamics, coupled with a system of nonlocal
evolution equations for a periodic corrector term. A rigorous justification
for this decomposition is given in [4] in the form of a consistency analysis,
in the sense that the constructed approximated solutions satisfy the water
wave equations up to a small error term that is controlled analytically. A
central issue in this approach is the question of the time of validity of the
approximation. It is shown that the result is valid for a time interval of
duration O(1) in the shallow water scaling only if the free surface is not
in resonance with the rapidly varying bottom. However resonances are not
exceptional. When resonances occur, secular growth of the corrector terms
takes place, and this compromises the validity of the approximation, and in
particular, a small amplitude, rapidly oscillating bathymetry will affect the
free surface at leading order. The motivation for the present study is to de-
velop analytical tools that will be useful in order to address the dynamics of
these resonant situations. As a first step, we consider in this paper the water
wave system with a periodic bottom profile, linearized near the stationary
state, and we develop a Bloch theory for the linearized water wave evolu-
tion. This analysis takes the form of a spectral problem for the Dirichlet –
Neumann operator of the fluid domain with periodic bathymetry.
The starting point of our analysis is the water wave problem written in
its Hamiltonian formulation. Let
S(b, η) = {(x, y) : x ∈ R,−h+ b(x) < y < η(x, t)}
be the two-dimensional time-dependent fluid domain where the variable bot-
tom is given by y = −h+ b(x), and the free surface elevation by y = η(x, t).
Following [15] and [5], we pose the problem in canonical variables (η, ξ),
where ξ(x) is the trace of the velocity potential on the free surface {y =
η(x)}. In these variables, the equations of motion for nonlinear free surface
water waves are
∂tη −G[η, b]ξ = 0,
∂tξ + gη +
1
2 |∂xξ|2 −
(G[η, b]ξ + ∂xη · ∂xξ)2
2(1 + |∂xη|2)
= 0 .
(1.1)
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The operator G[η, b] is the Dirichlet – Neumann operator, defined by
(1.2) G[η, b]ξ =
√
1 + |∂xη|2∂nϕ|y=η ,
where ϕ is the solution of the elliptic boundary value problem
(1.3)
{
∂2xϕ+ ∂
2
yϕ = 0 in S(b, η) ,
ϕ|y=η = ξ, ∂nϕ|y=−h+b = 0 ,
and g is the acceleration due to gravity. In the present article, we consider
the system of water wave equations, linearized near a surface at rest and
in the presence of periodic bottom. The bottom defined as y = −h + b(x)
where b is 2pi - periodic in x. We assume b is in C1(T1) where T1 is the
periodized interval [0, 2pi). The system (1.1) linearized about the stationary
solution (η(x), ξ(x)) = (0, 0) is as follows.{
∂tη −G[b]ξ = 0,
∂tξ + gη = 0 ,
(1.4)
where now, and for the remainder of this article, we denote G[0, b] by G[b].
This is an analog of the wave equation, however with the usual spatial
Laplacian replaced by the nonlocal operator G[b] whose coefficients are 2pi-
periodic dependent upon the horizontal spatial variable x:
(1.5) ∂2t η + gG[b]η = 0 .
The initial data for the linearized surface displacement η(x, t) are
(1.6) η(x, 0) = η0(x), ∂tη(x, 0) = η1(x), x ∈ R ,
these being defined on the whole line.
Bloch decomposition, a spectral decomposition for differential operators
with periodic coefficients, is a classical tool to study wave propagation in
periodic media. For a relatively recent example, Allaire et al. [1] considered
the problem of propagation of waves packets through a periodic medium,
where the period is assumed small compared to the size of the envelope of
the wave packet. In this work the authors construct solutions built upon
Bloch plane waves having a slowly varying amplitude. In a study of Bloch
decomposition for the linearized water wave problem over a periodic bed,
Yu and Howard [14] use a conformal map that transforms the original fluid
domain to a uniform strip. Using this map, they calculate the formal Fourier
series for Bloch eigenfunctions. For various examples of bottom profiles,
they compute numerically the Bloch eigenfunctions and eigenvalues, from
which they identify the spectral gaps and make several observations of their
behavior.
The main goal of our work in the present paper is to develop Bloch spectral
theory for the Dirichlet – Neumann operator, in analogy with the classical
case of partial differential operators with periodic coefficients. This theory
constructs the spectrum as a sequence of bands separated by gaps of in-
stability; it serves as a basis for perturbative calculations that gives rise to
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explicit formulas and rigorous understanding of spectral gaps, and there-
fore intervals of unstable modes of the linearized water wave problem over
periodic bathymetry.
The principle of the Bloch decomposition is to parametrize the continuous
spectrum and the generalized eigenfunctions of the spectral problem for G[b]
on L2(R) with a family of spectral problems for G[b] on the interval [0, 2pi),
with θ-periodic boundary conditions. For this purpose, we construct the
Bloch eigenvalues and eigenfunctions of the spectral problem
G[b]Φ(x, θ) = Λ(θ)Φ(x, θ) ,(1.7)
with boundary conditions
(1.8) Φ(x+ 2pi, θ) = Φ(x, θ)e2piiθ ,
where −1/2 ≤ θ < 1/2; such behavior is termed to be θ-periodic in x. This
introduces the band parameter θ.
When the bottom is flat, b = 0, the Bloch eigenvalues Λ
(0)
n (θ) are given
explicitly in terms of the classical dispersion relation for water waves over a
constant depth, namely
(1.9) Λ(0)n (θ) = ω
2(n+ θ) = (n+ θ) tanh(h(n+ θ))
for n ∈ N, and the Bloch parameter θ ∈ S1, where S1 is the circle [−1/2, 1/2)
with periodic continuation. Eigenvalues are simple for −1/2 < θ < 0 and
0 < θ < 1/2. For half-integer values of n + θ, namely n + θ = 0, 1/2, 1 . . . ,
eigenvalues Λ
(0)
n (θ) have multiplicity two. If reordered appropriately by their
magnitude, the eigenvalues are continuous and periodic in θ with period 1.
The eigenfunctions Φ(x, θ) satisfy the boundary conditions (1.8). With the
ordering of the eigenvalues specified above, the eigenfunctions Φ
(0)
n (x, θ) are
periodic in θ, again of period 1.
Just as in the case of Bloch theory for many second order partial differen-
tial operators, we find that the presence of the bottom generally results in
the splitting of double eigenvalues near such points of multiplicity, creating
a spectral gap.
Definition 1.1. For θ ∈ S1 and b(x) ∈ C(T1) such that h− b(x) ≥ c0 > 0,
the operator Gθ[b] is defined by
(1.10) Gθ[b] = e
iθxG[b]e−iθx.
We will show that Gθ[b] maps functions in H
1(T1) to L2(T1), in particular
it takes 2pi-periodic functions into 2pi-periodic functions. We will further-
more show that its spectrum on the domain H1(T1) ⊂ L2(T1) consists of a
non-decreasing sequence of eigenvalues
Λ0(θ) ≤ Λ1(θ) ≤ · · · ≤ Λn(θ) ≤ · · ·
which are continuous and periodic in θ. The eigenvalues are also continuous
in b, for b in a C1- neighborhood BR(0) of the origin. The corresponding
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eigenfunctions ψn(x, θ) are 2pi-periodic in x and periodic in θ and the cor-
responding solutions Φn(x, θ) of G[b]Φn(x, θ) = Λn(θ)Φ(x, θ) are θ-periodic.
In the case of (θ, b) such that Λn−1(θ) < Λn(θ) < Λn+1(θ), the eigenvalue
Λn(θ) is simple, and it and eigenfunction Φn(x, θ) are locally analytic in
both θ and b.
The spectrum of the Dirichlet – Neumann operator G[b] on the line,
namely on the domain H1(R) ⊂ L2(R), is the union of the ranges of the
Bloch eigenvalues Λn(θ), that is
σL2(R)(G[b]) = ∪+∞n=0[Λ−n ,Λ+n ]
where Λ−n = minθ∈T1 Λn(θ) and Λ+n = maxθ∈T1 Λn(θ). It is the analog of
the structure of spectral bands and gaps of the Hill’s operator [9]. The
ground state Λ0(θ) satisfies Λ0(0) = 0 for any bathymetry b(x), and its
corresponding eigenfunction is Φ(x, 0) = 1.
In Section 4 we give a perturbation analysis of spectral behavior and we
compute the gap opening for b(x) = εβ(x), asymptotically as a function
of ε. As an example we consider b(x) = ε cos(x), in analogy with the case of
Matthieu’s equation, and we calculate the asymptotic behavior of the first
several spectral gaps. We find that, as in Floquet theory for Hill equation,
the first spectral gap obeys |Λ+0 − Λ−1 | = O(ε). However, in contrast to
the case of the Matthieu equation, the second spectral gap only opens at
order |Λ+1 − Λ−2 | = O(ε4). In addition, we show that the centre of the gap
1
2(Λ
−
1 + Λ
+
0 ) is strictly decreasing in ε.
A generic bottom profile b(x) will open all spectral gaps. Clearly, the band
endpoints Λ±n satisfy Λ−n < Λ+n unless ∂θΛn(θ) ≡ 0 which certainly does not
occur in a perturbative regime. For sufficiently small generic bathymetric
variations b(x), we also know that Λ+n ≤ Λ−n+1, which is the case for Hill’s
operator, and although we conjecture this to be the case for the Dirichlet
– Neumann operator for large general b(x), we do not have a proof of this
fact. Furthermore, for Hill’s operator, the band edges {Λ+n ,Λ−n+1}n∈N of the
nth gap correspond to the 4pi periodic spectrum, while we do not have a
proof of the analogous result for the Dirichlet – Neumann operator. The
reality condition implies that Λn(θ) = Λn(−θ), and therefore for n even,
∂θΛn−1(0) = ∂θΛn(0) = 0 when the nth gap opens. The same holds for θ =
±1/2 and n odd. The existence of a spectral gap implies that the spectrum
is locally simple. Hence the general theory [12] [7] of self-adjoint operators
implies analyticity of both Λn(θ) and Φ(x, θ). In fact, for θ 6= 0,±1/2, the
unperturbed spectrum is simple and the same statement of local analyticity
holds for b(x) ⊆ BR(0). Gaps are not guaranteed to remain open as the size
of the bottom variations increases, as shown in the numerical simulations
performed in [14], Fig.4 (second gap).
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2. The Dirichlet – Neumann operator
The goal is to study the spectral problem
G[b]Φ(x, θ) = Λ(θ)Φ(x, θ) ,(2.1)
where G[b] is the Dirichlet – Neumann operator for the fluid domain S(b, 0).
We impose θ-periodic boundary conditions
(2.2) Φ(x+ 2pi, θ) = Φ(x, θ)e2piiθ
for θ ∈ S1 the Bloch parameter. It is convenient in Bloch theory to define
(2.3) ψ(x, θ) = e−iθxΦ(x, θ)
to transform the original problem to an eigenvalue problem with periodic
boundary conditions. Indeed, condition (2.2) implies that ψ(x, θ) is periodic
in x of period 2pi. The spectral problem is now rewritten in conjugated form
Gθ[b]ψ(x, θ) := e
−iθxG[b]eiθxψ(x, θ) = Λ(θ)ψ(x, θ) .(2.4)
2.1. Analysis of the Dirichlet – Neumann operator. The following
proposition states the basic properties of the Dirichlet – Neumann operator
with θ-periodic boundary conditions.
Proposition 2.1. For each −1/2 ≤ θ < 1/2, the operator Gθ[b] is self-
adjoint from H1(T1) to L2(T1) with periodic boundary conditions. It has
an infinite sequence of eigenvalues Λ0(θ) ≤ · · · ≤ Λn(θ) ≤ Λn+1(θ) ≤ . . . ,
which tend to ∞ as n tends to ∞ in such a way that Λn(θ) ∼ n/2.
Writing D = −i∂x, the Dirichlet – Neumann operator G[b] is written as
G[b] = G0 +DL[b],
where G0 = D tanh(hD) is the Dirichlet – Neumann operator with a flat
bottom, and DL[b] is the correction due to the presence of the topography.
In [2], it was shown thatG[b] = G0+DL[b] has a convergent Taylor expansion
in powers of b, for b in BR(0) of C
1 and the successive terms can be calculated
explicitly. Also,
(2.5) DL[b] = −DB[b]A[b] ,
where
A[b]f(x) =
∫
R
eikx sinh(b(x)k) sech(hk)fˆ(k)dk
B[b]f(x) =
1
pi
∫
∂x′b(x
′)(x′ − x) + h− b(x′)
(x− x′)2 + (b(x′)− h)2 f(x
′)dx′(2.6)
− 1
2pi
∫
ln
(
(x− x′)2 + (h− b(x′))2)G˜[−h+ b]f(x′)dx′ ,
where G˜[−h + b] is the usual Dirichlet – Neumann operator in the domain
S(b, 0) = {−h+ b < y < 0} that associates Dirichlet data on the boundary
{y = −h+b(x)} with Neumann bottom boundary condition at y = 0, to the
normal derivative of the solution to Laplace’s equation on {y = −h+ b(x)}.
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Because of the special decay properties of the integral kernels for A[b] and
B[b], these operators are well defined on periodic and θ-periodic functions.
In the following,
Gθ[b] = Gθ[0] +M,
where we use the notation
Gθ[0] = e
−iθxG0eiθx(2.7)
M = e−iθxDL[b]eiθx = −(e−iθxDB[b]eiθx)(e−iθxA[b]eiθx) .
The operators M , DBθ[b]v = e
−iθxDB[b]eiθx and Aθ[b] = e−iθxA[b]eiθx map
2pi-periodic functions to 2pi-periodic functions. The operator Gθ[0] is un-
bounded on L2(T1). It is diagonal in Fourier space variables
Gθe
ijx = (j + θ) tanh(h(j + θ))eijx .
In the next proposition, we prove that G[b] preserves the class of θ-periodic
functions.
Proposition 2.2. Given 2pi-periodic bottom topography, b(x + 2pi) = b(x),
suppose that ξ(x) ∈ H1loc(R) is a θ-periodic function defined on R, namely
that
(2.8) ξ(x+ 2pi) = e2piiθξ(x) .
Then the result of application of the Dirichlet – Neumann operator G[b]ξ(x)
is also a θ-periodic periodic. That is
(2.9) (G[b]ξ)(x+ 2pi) = e2piiθG[b]ξ(x) .
Proof. Let ϕ(x, y) be the harmonic extension of ξ(x) satisfying the bottom
boundary conditions Nb(x) · ∇ϕ(x, y) = 0. By linearity, e2piiθϕ(x, y) is the
harmonic extension of e2piiθξ(x) satisfying the same bottom boundary con-
dition. On the other hand, the harmonic extension of ξ1(x) := ξ(x+ 2pi) is
ϕ(x+2pi, y) with the bottom boundary conditions Nb(x+2pi) ·∇ϕ(x+2pi, y) =
Nb(x) ·∇ϕ(x+2pi, y) = 0, due to the periodicity of b(x). By uniqueness of so-
lutions, condition (2.8) implies that ϕ(x+ 2pi, y) = e2piiθϕ(x, y), from which
(2.9) follows, namely
e2piiθ(G[b]ξ)(x) = (G[b]ξ1)(x) = G[b](e
2piiθξ(x)) .

The next statement shows that the operator M is bounded on L2(T1),
and in fact is strongly smoothing.
Proposition 2.3. There exists R > 0 such that for b ∈ BR(0), the ball
centered at the origin and of radius R of C1(T1) and f ∈ L2(T1), Mf is
also periodic of period 2pi, and satisfies the estimate
(2.10) ‖Mf‖L2 ≤ C0(|b|C1)‖f‖L2 ,
where the constant C0 depends on the C
1-norm of b, C(|b|C1) = O(|b|C1).
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In addition, the operator M is strongly smoothing
(2.11) ‖Mf‖Hs ≤ Crs(|b|C1)‖f‖H−r .
for all r, s > 0.
The proof of this proposition is given in Section 5. As a consequence of
these two propositions, the operator Gθ defined in (1.10) maps H
1(T1) to
L2(T1).
2.2. Floquet theory. The spectrum of the Dirichlet – Neumann operator
G[b] acting on the domain H1(R) ⊆ L2(R) is real, non-negative, and is
composed of bands and gaps. It is the union over −12 ≤ θ < 12 of the Bloch
eigenvalues Λn(θ), the analog to Bloch theory for the Schro¨dinger operator.
When b = 0, the spectrum of Gθ on L
2(T1) consists of the Bloch eigenval-
ues Λ
(0)
n (θ) which are labeled in order of increasing magnitude. The eigen-
values are periodic in θ of period one, and are simple when θ 6= −12 , 0, 12 .
For θ = −12 , 0, 12 , the spectrum is double (see Fig.1). Denoting gn(θ) =
(n+ θ) tanh(h(n+ θ)), the eigenvalues and eigenfunctions associated to Gθ
are given as follows:
For −1
2
≤ θ < 0, Λ(0)2n (θ) = g−n(θ); ψ(0)2n (x, θ) = e−inx ,
for 0 ≤ θ < 1
2
, Λ
(0)
2n (θ) = gn(θ); ψ
(0)
2n (x, θ) = e
inx ,
and
for −1
2
≤ θ < 0, Λ(0)2n−1(θ) = gn(θ); ψ(0)2n−1(x, θ) = einx ,
for 0 ≤ θ < 1
2
, Λ
(0)
2n−1(θ) = g−n(θ); ψ
(0)
2n−1(x, θ) = e
−inx .
With this definition, both Λ
(0)
n and ψ
(0)
n are periodic in θ with period 1 and
Λ
(0)
n is continuous in θ while ψ
(0)
n has discontinuities at θ = −12 , 0, 12 .
The goal of our analysis is to show that in the presence of a variable
periodic topography, spectral curves which meet when b = 0 typically sep-
arate, creating spectrum gaps corresponding to zones of forbidden ener-
gies. For this purpose, assume that the bottom topography is given by
y(x) = −h+ b(x) where b is a 2pi-periodic function in the ball BR(0) ⊆ C1,
with
∫ 2pi
0 b(x) dx = 0, h−b(x) ≥ c0 > 0. For our analysis, the circle θ ∈ S1 of
Floquet exponents is divided into regions in which unperturbed spectra are
simple (outer regions), and regions that include the unperturbed multiple
spectra (inner regions). To apply the method of continuity, these regions
are defined so that they overlap.
Theorem 2.4. For all θ ∈ (−38 ,−18) ∪ (18 , 38), the L2-spectrum of Gθ + M
on the domain H1(T1) is composed of an increasing sequence of eigenvalues
Λn(θ) that are simple, and analytic in θ and b ∈ BR(0). The corresponding
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eigenfunctions Ψn(x, θ) are normalized 2pi-periodic in x, and analytic in θ
and b ∈ BR(0).
The result in Theorem 2.4 is a direct consequence of the general theory
of perturbation of self-adjoint operators [12]. However in Section 3.2, we
provide a straightforward alternate proof by means of the implicit function
theorem; this approach also serves to motivate the proof of the following
result.
Theorem 2.5. In the neighbourhood of the crossing points θ = 0,±12 , i.e for
θ ∈ [−12 ,− 516) ∪ (− 316 , 316) ∪ ( 516 , 12 ], the spectrum of Gθ +M on the domain
H1(T1) is composed of an increasing sequence of eigenvalues Λn(θ) which
are continuous in θ. For −316 < θ <
3
16 , the lowest eigenvalue Λ0(θ) is simple,
and it and the eigenfunction Ψ0(x, θ) are analytic in θ and b.
Both Theorems 2.4 and 2.5 are local in θ. Their domains of definition over-
lap on the intervals θ ∈ (−38 ,− 516)∪(−18 ,− 316)∪ (18 , 316)∪ ( 516 , 38). By unique-
ness, in these intervals the eigenvalues and eigenfunctions agree. Hence they
are globally defined periodic functions of θ in the interval [−12 , 12). We will
focus on results concerning the opening of spectral gaps at θ = 0 for eigen-
values Λ2n−1(θ) and Λ2n(θ); this is the topic of Section 3.3. The analysis
near the double points θ = ±12 is similar.
An illustration of eigenvalues as functions of θ is given in Figure 1. The
left hand side shows the unperturbed first five eigenvalues in the case of a
flat bottom labeled in order of magnitude. The right hand side shows these
eigenvalues in the presence of a small generic bottom perturbation and the
gap openings.
3. Gap opening
3.1. A finite-dimensional model of gap opening. We describe now, on
a simplified model, the mechanism through which there is the opening of a
gap between the two eigenvalues Λ2n−1 and Λ2n near θ = 0 in the presence
of a periodic bathymetric variation b(x). Denote by Pn the orthogonal pro-
jection in L2(T1) onto the subspace spanned by {einx, e−inx} and decompose
the operator Gθ +M as
Gθ +M = Pn(Gθ +M)Pn + (I − Pn)(Gθ +M)Pn(3.1)
+ Pn(Gθ +M)(I − Pn) + (I − Pn)(Gθ +M)(I − Pn) .
We consider a 2 × 2 matrix model of (3.1), showing that the presence of
a periodic perturbation involving nonzero Fourier coefficients b±2n of the
bathymetry b(x) leads to a gap between eigenvalues Λ2n−1(θ) and Λ2n(θ) at
θ = 0. This model also exhibits how the corresponding eigenfunctions Ψ2n−1
and Ψ2n are modified. The precise model consists in dropping the three last
terms in the rhs of (3.1), reducing G0+M to its first term Pn(Gθ+M)Pn. In
addition, we simplify the correction term M = e−iθxDL[b]eiθx by replacing
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Figure 1. First five eigenvalues in order of magnitude: (left)
flat bottom; (right) in the presence of a small generic bottom
perturbation. The vertical axis is the Λ axis, and the spectra
of the operators G[0] and G[b] are represented by the vertical
red line and the red intervals, respectively.
DL[b] by its one term Taylor series approximation in b(x) ∈ C1, i.e. namely
DL1[b] = −D sech(hD)b(x)D sech(hD) .
Acting on Fourier coefficients of a periodic function ψ(x), the operator
Pn(Gθ + e
−iθxDL1[b]eiθx)Pn is represented by the matrix
(3.2) A =
(
gn(θ) b2nsn(θ)sn(−θ)
b2nsn(θ)sn(−θ) gn(−θ)
)
,
where we have defined sn(θ) = (n + θ) sech(h(n + θ)). We conjugate this
matrix to diagonal form as A = OΛO∗ where
(3.3) Λ =
(
Λ2n(θ) 0
0 Λ2n−1(θ)
)
,
and where T =
(
0 ϕ
−ϕ 0
)
so that O =
(
cosϕ sinϕ
− sinϕ cosϕ
)
= eT = (O−1)∗ is
a rotation. The eigenvalues Λ2n−1(θ) ≤ Λ2n(θ) are explicitly given as
1
2
(
gn(θ) + gn(−θ)±
√
(gn(θ)− gn(−θ))2 + 4|b2n|2sn(θ)2sn(−θ)2
)
.
Assuming b2n 6= 0, the eigenvalues split near θ = 0, and in particular
Λ2n(0)−Λ2n−1(0) = O(|b2n|). The corresponding eigenfunctions are Ψ2n−1(θ) =
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O∗
(
1
0
)
and Ψ2n(θ) = O
∗
(
0
1
)
, where ϕ ∼ 0 for θ > 0 and ϕ ∼ pi/2 for θ < 0.
The eigenvalues Λ2n−1(θ), Λ2n(θ) are Lipschitz continuous in θ. For nonzero
b2n, both the matrix O and the eigenvalues Λ2n−1(θ), Λ2n(θ) are continuous
and indeed even locally analytic.
3.2. Perturbation of simple eigenvalues. We now take up the spectral
problem for the full Dirichlet – Neumann operator G[b]. Consider values of
the parameter θ in the interval 18 < θ <
3
8 , for which Λ
(0)
j (θ) = gj(θ) is a
simple eigenvalue for all j. With no loss of generality, suppose that j = 2n
even (for j odd and θ > 0 the only change has to do with the indexing, as
is the case of θ < 0). By analogy with finite dimensional problem, we seek a
conjugacy that when described in terms of the Fourier transform, will reduce
the operator Gθ+M to a matrix operator whose off-diagonal entries are zero
in the nth row and column. Specifically for the nth eigenvalue, we seek a
transformation O = eT parametrized by operators T satisfying T ∗ = −T ,
such that in acting on Fourier series the matrix e−T (Gθ + M)eT will be
block diagonal. For this purpose, use the orthogonal projection Pn onto
the span of the Fourier mode einx in L2(T1), and decompose the operator
e−T (Gθ +M)eT as
e−T (Gθ +M)eT = Pne−T (Gθ +M)eTPn + (I − Pn)e−T (Gθ +M)eTPn
(3.4)
+ Pne
−T (Gθ +M)eT (I − Pn) + (I − Pn)e−T (Gθ +M)eT (I − Pn) .
We are seeking T that is an anti-Hermitian operator such that the block
off-diagonal components of (3.4) satisfy
(3.5) (I − Pn)e−T (Gθ +M)eTPn + Pne−T (Gθ +M)eT (I − Pn) = 0 .
The existence of such T will follow from the implicit function theorem [11],
applied in a space of operators. Define F : (T,M) → F (T,M), where
F1(T,M) = Pne
−T (Gθ +M)eT (I − Pn) , F2(T,M) = F ∗1 (T,M) ,(3.6)
F (T,M) = F1(T,M) + F2(T,M) .(3.7)
The goal is to solve F (T,M) = 0, describing T as a function of M in
appropriate functional spaces. We look for T a solution of (3.5) restricted to
the space of anti-Hermitian operators with the additional mapping property
that
(3.8) T (PnL
2) ⊆ (I − Pn)L2, and T ((I − Pn)L2) ⊆ PnL2 .
The following analysis is performed in Fourier space coordinates, which is
to say in a basis given in terms of Fourier series. Denote hr the space
of 2pi-periodic functions in Hr, represented in Fourier series coordinates.
Alternately using Plancherel, this characterizes ψ ∈ hr by its sequence of
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Fourier coefficients;
hr = {(ψl)l∈Z :
∑
l∈Z
〈l〉2r|ψl|2 < +∞} ,
where as usual we write 〈l〉 = √2(|l|2 + 1)1/2.
In Fourier space variables, operators have a matrix representation in the
basis { 1√
2pi
eikx}k∈Z, defined by
Aeilx =
∑
j∈Z
Ajle
ijx .
For the most part, we will be concerned with the Hermitian and anti-
Hermitian operators. A scale of operator norms for Hermitian (and anti-
Hermitian) operators represented in Fourier coordinates is given by
‖A‖r = sup
j
(∑
l∈Z
|Ajl|〈j − l〉r
)
.
This norm quantifies the off-diagonal decay of the matrix elements of A.
The identical expression for a norm is used for anti-hermitian operators
T : hr → hr, while for a general operator Y we need to use
‖Y ‖r :=
(
sup
j
∑
k
|Yjk|〈j − k〉r
)1/2(
sup
k
∑
j
|Yjk|〈j − k〉r
)1/2
.
The space of linear operators from the Sobolev space hr to itself that have
finite r-norm is denoted by Lr. It is a Banach space with respect to this
norm. The space of Hermitian symmetric operators with finite r-norm is
denoted by Hr while the space of anti-Hermitian symmetric operators with
finite r-norm is denoted by Ar. When r = 0, this norm dominates the usual
operator norm on `2, while for r > 0 the expression gives a norm which is
a bound for A : hr → hr. One notes that this is indeed a proper operator
norm, such that ‖Mψ‖hr ≤ ‖M‖r‖ψ‖hr . In fact if ‖M‖r < +∞ this same
inequality holds when considering M : hs → hs for any 0 ≤ s ≤ r.
Proposition 3.1. Taking b ∈ BR(0) ⊆ C1(T1), then for all r ≥ 0, the
Fourier representation of the operator M defined in (2.7) satisfies
‖M‖r = sup
j
(∑
l∈Z
|Mjl|〈j − l〉r
) ≤ Cr(|b|C1) = O(|b|C1) .
This bound follows directly from Proposition 2.3.
We also must consider unbounded operators on sequence spaces, for in-
stance A : hr → hr−1, for which the operator norm that we use is given
by
‖A‖hr→hr−1 :=
(
sup
j
∑
k
|Ajk| 1〈j〉〈j − k〉
r
)1/2(
sup
k
∑
j
|Ajk| 1〈j〉〈j − k〉
r
)1/2
.
Denote the space of such operators by Hhr→hr−1 . It is worth the remark
that our diagonal operator Gθ satisfies ‖Gθ‖hr→hr−1 < +∞.
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Proposition 3.2. For any operators A : hr → hr−1 and B : hr → hr the
operator composition AB satisfies
‖AB‖hr→hr−1 ≤ ‖A‖hr→hr−1‖B‖r
The same estimate holds for the operator composition BA.
Proof: We note that in our proof, we principally encounter Hermitian and/or
anti-Hermitian operators A and B. Their product does not share these
properties of symmetry however, and we must use the general expression for
the norm for operators hr → hr. Take A and B as in the proposition, where
we suppose that ‖A‖hr→hr−1 and ‖B‖r are finite, and calculate
‖AB‖hr→hr−1 =
(
sup
j
∑
k
∣∣∑
l
AjlBlk
∣∣ 1
〈j〉 〈j − k〉
r
)1/2(
sup
k
∑
j
∣∣∑
l
AjlBlk
∣∣ 1
〈j〉 〈j − k〉
r
)1/2
≤
(
sup
j
∑
k
∑
l
|Ajl| 1〈j〉 〈j − l〉
r|Blk|〈l − k〉r
( 〈j − k〉r
〈j − l〉r〈l − k〉r
))1/2
×
(
sup
k
∑
j
∑
l
|Ajl| 1〈j〉 〈j − l〉
r|Blk|〈l − k〉r
( 〈j − k〉r
〈j − l〉r〈l − k〉r
))1/2
.
Since 〈j − k〉r
〈j − l〉r〈l − k〉r ≤ 1 ,
then the rhs is bounded by ‖A‖hr→hr−1‖B‖r. 
In addition, the family of operators F defined in (3.7) satisfies the map-
ping properties (3.8); these properties define a linear subspace Qhr→hr−1 ⊆
Hhr→hr−1 . The operator M ∈ Hr defined in (2.7) is a bounded Hermitian
symmetric operator, as expressed in Proposition 2.1 and Proposition 3.1.
We seek a solution T of (3.5) in Fourier coordinates, where T ∈ Ar, which
also satisfies the mapping property (3.8). The set of anti-Hermitian opera-
tors satisfying (3.8) is a linear subspace Pr ⊆ Ar (it is not however closed
under operator composition).
Describing T in terms of its matrix elements in Fourier variables, because
of the property (3.8), Teinx =
∑
l∈Z\{n} Tlne
ilx, while for j 6= n then Teijx =
Tnje
inx = −T jneinx. Thus the operator T , identified by its matrix elements
Tnl = −T ln, is nonzero only in the nth row and column, and its operator
norm is given by
‖T‖r =
∑
l 6=n
|Tnl|〈n− l〉r .
Similarly, the operator M is defined in terms of its matrix elements by its
action on Fourier modes, Meilx =
∑
j∈ZMjle
ijx.
Theorem 3.3. [Simple eigenspace perturbation]. There exists ρ > 0 and a
continuous map
(3.9) M ∈ Bρ(0) ⊆ Hr → T ∈ Pr
such that F (T (M),M) = 0 . Furthermore, T (M) is analytic with respect to
M . For b ∈ BR(0) ⊆ C1(T1), the operator M = M(b) is continuous with
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respect to b, and M(0) = 0. Therefore, there exists 0 < ρ1 < R such that
for b ∈ Bρ1(0) ⊆ C1(T1), M(b) ∈ Bρ(0) and there is a solution T = T (b) of
(3.9). Furthermore, M is analytic in b, therefore T is analytic in b.
The result is that eT (M) is a unitary transformation that conjugates the
operator (Gθ +M) to diagonal on the eigenspace associated with the eigen-
values Λ2n−1(θ) and Λ2n(θ).
The proof of Theorem 3.3 is an application of the implicit function theo-
rem, for which we need to verify the hypotheses. As a starting point, clearly
F (0, 0) = 0 since Gθ is diagonal in a Fourier basis. We proceed to verify the
relevant properties of the mapping F and its Jacobian derivative ∂TF . This
is the object of Lemma 3.4.
Lemma 3.4. Let r ≥ 1. (i) For (T,M) ∈ U an open subset of Pr × Hr
containing (0, 0), F (T,M) ∈ Qhr→hr−1, which is continuous in M , and C1
in T .
(ii) The Fre´chet derivative ∂TF (0, 0) at (T,M) = 0 is invertible, namely for
N ∈ Qhr→hr−1, there is a unique V ∈ Pr such that
∂TF (0, 0)V = N .
Proof. We will show that F (T,M) has the required smoothness and invert-
ibility properties as an element of Qhr→hr−1 , in order to invoke the implicit
function theorem. Firstly, the function F (T,M) ∈ Qhr→hr−1 is built of op-
erators with the following properties: Firstly the operator Gθ maps h
r to
hr−1, and it is diagonal in the Fourier basis. The operator eT ∈ Lr, in fact it
is unitary; also, MeT ∈ Lr. Because Gθ ∈ Lhr→hr−1 , then GθeT ∈ Lhr→hr−1 .
We have
e−T (Gθ +M)eT ∈ Hhr→hr−1 ,
therefore
F := Pn[e
−T (Gθ +M)eT ](I − Pn) + (∗) ∈ Qhr→hr−1 ,
where (∗) denotes the Hermitian conjugate of the prior expression. This
functional property dictates the choice of sequence spaces above.
Secondly, we use the series expansion of exponential of operators
(3.10) eT1 − eT2 =
∑ 1
m!
(Tm1 − Tm2 ) ,
and furthermore
Tm1 − Tm2 = Tm−11 (T1 − T2) + Tm−21 (T1 − T2)T2 + ....+ (T1 − T2)Tm−12
=
m−1∑
p=0
T p1 (T1 − T2)Tm−p−12 .
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Consequently the following operator norm inequality holds:
eT1 − eT2 =
∑
m
1
m!
m−1∑
p=0
T p1 (T1 − T2)Tm−p−12 ,
‖eT1 − eT2‖r ≤
∞∑
m=1
1
(m− 1)!a
m−1‖T1 − T2‖r = ea‖T1 − T2‖r ,
where a = max(‖T1‖r, ‖T2‖r).
To verify the continuity of F with respect to T , compute the difference
F (T1,M)− F (T2,M)
=Pn
(
e−T1(Gθ +M)eT1 − e−T2(Gθ +M)eT2
)
(I − Pn) + (∗)
=Pn
(
e−T1Gθ(eT1 − eT2) + (e−T1 − e−T2)GθeT2
)
(I − Pn)(3.11)
+ Pn
(
e−T1M(eT1 − eT2) + (e−T1 − e−T2)MeT2)(I − Pn) + (∗) ,
where again (∗) is the Hermitian conjugate. Both (eT1 − eT2) and eT2 are
bounded in the operator r-norm and since r ≥ 1 thus
‖e−T1Gθ(eT1 − eT2)‖hr→hr−1 ≤ ‖e−T1Gθ‖hr→hr−1ea‖T1 − T2‖r
≤ ‖e−T1‖r‖Gθ‖hr→hr−1ea‖T1 − T2‖r ,
which is the result of Lipschitz continuity. Similarly
‖(e−T1 − e−T2)GθeT2‖hr→hr−1 ≤ ea‖T1 − T2‖r‖Gθ‖hr→hr−1‖e−T2‖r .
Analogous estimates hold for the term involving M ;
‖e−T1M(eT1 − eT2) + (e−T1 − e−T2)Me−T2‖hr→hr−1
≤ ea‖M‖r
(‖e−T1‖r + ‖e−T2‖r)‖T1 − T2‖r .
The operator F (T,M) is affine linear in M , thus the estimate of continuity
is even more straightforward, namely
‖F (T,M1)− F (T,M2)‖hr→hr−1 = ‖Pn(e−T (M1 −M2)eT )(I − Pn) + (∗)‖hr→hr−1
≤ C‖M1 −M2‖r .
We now address the continuity of the Fre´chet derivative of F with respect
to T . For this purpose, we write
∂TF (T,M)V = Pn(∂T e
−T )V (Gθ+M)eT (I−Pn)+Pne−T (Gθ+M)(∂T eT )V (I−Pn)+(∗)
and compute
(∂T e
T )V =
∞∑
m=1
1
m!
m−1∑
p=0
T pV Tm−p−1.
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(∂T1e
T1)V − (∂T2eT2)V =
∞∑
m=1
1
m!
m−1∑
p=0
(T p1 V T
m−p−1
1 − T p2 V Tm−p−12 )
(3.12)
=
∞∑
m=1
1
m!
(m−1∑
p=1
(T p1 − T p2 )V Tm−p−11
)
+
m−2∑
p=0
T p2 V (T
m−p−1
1 − Tm−p−12 ) .
Let a = max(‖T1‖r, ‖T2‖r), then ‖T p1 − T p2 ‖r ≤ pap−1‖T1 − T2‖r,
‖
m−1∑
p=0
(T p1 V T
m−p−1
1 − T p2 V Tm−p−12 )‖r ≤
m−1∑
p=0
pap−1‖T1 − T2‖ram−p−1‖V ‖r .
Thus the first term in the rhs of (3.12) is bounded by
‖T1 − T2‖r‖V ‖r
∑
m
1
m!
am−2
m−1∑
p=1
p = ‖T1 − T2‖r‖V ‖r
∑
m
1
m!
am−2
m(m− 1)
2
=
1
2
ea‖T1 − T2‖r‖V ‖r .
The second term of the rhs of (3.12) has a similar bound. We combine
this estimate with the bounds on Gθ and M to obtain the continuity of
∂TF (T,M) with respect to T .
We now verify that ∂TF (0, 0) is invertible as a mapping of linear operators
from Pr to Qr that satisfy (3.8). Since ∂T eT |T=0V = V , then
∂TF (0, 0)V = Pn[Gθ, V ](I − Pn) + (∗).
Posing the equation
(3.13)
(
Pn[Gθ, V ](I − Pn) + (∗)
)
±nl = Nnl , l 6= n ,
given N ∈ Qhr→hr−1 we solve for V ∈ Pr.
We have an explicit inverse expression for V from the fact that Gθ is
diagonal, namely
Vjk =

Njn
gθ(j)− gθ(n) , j 6= n , k = n ,
Nnk
gθ(n)− gθ(k) , j = n , k 6= n ,
0 otherwise .
The support properties of V follow from this expression, as does the anti-
Hermitian property. Because of eigenvalue separation for j, k 6= n and be-
cause of the linear growth property of the dispersion relation gθ(k), we have
a lower bound on the denominator
|gθ(j)− gθ(n)| ≥ 1
C
〈j − n〉 .
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The fact that V ∈ Pr ⊆ Ar follows from an estimate of the r-operator norm.
‖V ‖r = sup
j
∑
k
|Vjk|〈j − k〉r
= max
(
sup
j 6=n
|Vjn|〈j − n〉r ,
∑
k 6=n
|Vnk|〈n− k〉r
)
(3.14)
≤ C max
(
sup
j 6=n
|Njn|〈j − n〉r−1 ,
∑
k 6=n
|Nnk|〈n− k〉r−1
)
.
To finish the argument we observe that, for fixed n, the quantity 〈j−n〉 has
a lower bound
〈j − n〉 ≥ C1(n)〈j〉 .
Therefore, in the expression (3.14), we have
‖V ‖r ≤ C max
(
sup
j 6=n
|Njn|〈j − n〉r 1〈j − n〉 ,
∑
k 6=n
|Nnk|〈n− k〉r 1〈k − n〉
)
≤ C max
(
sup
j 6=n
|Njn| 1〈j〉〈j − n〉
r ,
∑
k 6=n
|Nnk| 1〈k〉〈n− k〉
r
)
≤ C‖N‖hr→hr−1 .
This proves that (∂TF (0, 0))
−1 : Qhr→hr−1 → Pr is bounded. 
Choosing the operator T as in Theorem 3.3, we now have the decompo-
sition
e−T (Gθ +M)eT =Pne−T (Gθ +M)eTPn(3.15)
+ (I − Pn)e−T (Gθ +M)eT (I − Pn)
in which the nth row and column are both identically zero except for the
coefficient Λ2n(θ) on the diagonal. Therefore
e−T (Gθ +M)eT δn = Λ2n(θ)δn ,
where δn is the Kronecker symbol, δn(j) = 0 j 6= n, δn(n) = 1. Since Pn
is the projection on the mode einx, an expression for the eigenfunction in
space variables is given by ψ2n(x, θ) =
∑
l∈Z(e
T )lne
ilx, so that
(3.16) (Gθ +M)ψ2n(x, θ) = Λ2nψ2n(x, θ) .
Furthermore, the transformation eT is unitary, so that ‖ψ2n(x, θ)‖`2 = 1.
That is, the function ψ2n(x, θ) is the normalized eigenfunction of the op-
erator (Gθ + M) associated to the eigenvalue Λ2n(θ). In addition, since
‖T‖r < +∞, the Fourier series expansion of the eigenfunction is localized
close to the exponential einx, in that δn − ψˆ2n(l) ≤ Cn〈l〉−r. This is the ex-
pression for eigenfunctions and associated eigenvalues in the case of simple
spectrum. The analysis of ψ2n−1 is identical.
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3.3. Perturbation of double eigenvalues. The ground state eigenvalue
Λ0(θ) is simple in the interval −38 < θ < 38 and therefore is also governed by
the general theory of self adjoint operators, as mentioned above, or alterna-
tively by our construction of the previous section.
For 1 ≤ n ∈ N, we focus on the nth spectral gap. We perform a pertur-
bation analysis of spectral subspaces associated with double or near-double
eigenvalues Λ2n−1(θ) and Λ2n(θ). Denote Pn the projection on the subspace
of L2(T1) spanned by {einx, e−inx} and define the function F (T,M) as in
(3.7) and (3.6). Analogously, define the space of operators respecting the
tw0-dimensional range of the projection Pn to be Pr and Qhr→hr−1 .
Theorem 3.5. [Perturbation of eigenspaces of double eigenvalues]. There
exists ρ > 0 and a continuous map
(3.17) M ∈ Bρ(0) ⊆ Hr → T ∈ Pr
such that F (T (M),M) = 0 . Furthermore, T (M) is analytic with respect to
M . For b ∈ BR(0) ⊆ C1(T1), the operator M = M(b) is continuous with
respect to b, and M(0) = 0. Therefore, there exists 0 < ρ1 < R such that
for b ∈ Bρ1(0) ⊆ C1(T1), M(b) ∈ Bρ(0) and there is a solution T = T (b) of
(3.17). Furthermore, M is analytic in b, therefore T is analytic in b.
The proof of this theorem is similar to the one presented for a simple
eigenvalue and relies on the implicit function theorem. We present only the
steps in the proof of Lemma 3.4 that need to be modified.
The operator T is such that T ∗ = −T , this is to say T±nl = −T l(±n), and
the mapping property (3.8) of T , which is expressed in terms of the Fourier
series basis elements as the properties that Te±inx =
∑
l 6=±n Tl(±n)e
ilx, and
for l 6= ±n then Teilx = ∑±n T(±n)le±inx. In particular, the nonzero entries
of T±nl are only for indices ±n, l 6= n. The operator norm is defined in the
usual way as
‖T‖r = sup
±n
(∑
l
|T(±n)l|〈l ∓ n〉r
)
.
When checking the hypotheses for the application of the implicit function
theorem, the only point that is necessary to be verified is that the operator
∂TF (0, 0) is invertible. To this aim, the solution of equation (3.13) in this
case is explicitly
V(±n)l =
N(±n)l
g±n(θ)− gl(θ)
for all l 6= ±n. Since for −38 < θ < 38 and for l 6= ±n there is a lower bound
on the rhs, namely
|g±n(θ)− gl(θ)| > α〈l ∓ n〉 ,
for any integer l 6= ±n. It is again clear that for N ∈ Qhr→hr−1 ⊆ Hhr→hr−1 ,
the solution V gives an operator that satisfies V ∈ Pr ⊆ Ar.
We note that the eigenvalues themselves are not analytic in b, at least not
uniformly in b and in θ in neighborhoods of double points. This is exhibited
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in the model of Section 3. But the spectral subspace spanned by {ψ±}is
analytic, a common state of affairs in the theory of eigenvalue perturbation
in the case of spectrum with varying multiplicity.
4. Perturbation theory of spectral gaps
In this section, we provide a perturbative calculation of the gap created
near θ = 0 between the eigenvalues Λ2n−1(θ) and Λ2n(θ) in the presence
of periodic bathymetry b(x). For clarity of the perturbation computation,
we make the substitution b(x) = εβ(x), and continue the discussion as a
perturbation calculation in ε.
The first step is to calculate the operator T perturbatively by solving the
equation
Pne
−T (Gθ +M)eT (I − Pn) + (∗) = 0 .
Following this, we calculate the eigenvalues Λ2n−1(θ) and Λ2n(θ) of the
2 × 2 matrix Pne−T (Gθ + M)eTPn and their corresponding eigenfunctions
Ψ2n−1,Ψ2n. Our calculation provides the eigenfunctions ψ2n−1 = eTΨ2n−1
and ψ2n = e
TΨ2n of Gθ +M that are associated to Λ2n−1(θ) and Λ2n(θ).
4.1. Expansion of the operator T . Using the Taylor expansion of the
Dirichlet – Neumann operator in powers of the bottom variations as calcu-
lated in [2], write
M =
∑
p≥1
εpMp .
We seek the anti-Hermitian operator T in the form
T =
∑
p≥1
εpTp .
Proposition 4.1. The coefficients Tp in the series expansion of T are given
recursively.
Proof. Writing the exponentials e±T in terms of a formal expansion in ε,
eT = I +
∑
s≥1
εsT
(s)
+ , e
−T = I +
∑
s≥1
εsT
(s)
− ,
we have T
(s)
± computed in terms of Tp as
(4.1) T
(s)
± =
s∑
j=1
(±1)j
j!
( ∑
p1+..+pj=s
1≤p1,··· ,pj≤s−(j−1)
Tp1 · · ·Tpj
)
.
In particular
T
(s)
± = ±Ts +
s∑
j=2
(±1)j
j!
( ∑
p1+..+pj=s
1≤p1,...,pj≤s−(j−1)
Tp1 · · ·Tpj
)
(4.2)
:= ±Ts + h(s)± (T1, · · · , Ts−1) .
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Expand the product
e−T (Gθ +M)eT = (I +
∑
s≥1
εsT
(s)
− )(Gθ +
∑
p≥1
εpMp)(I +
∑
l≥1
εlT
(l)
+ )
=Gθ +
∑
q≥1
εq(T
(q)
− Gθ +GθT
(q)
+ ) +
∑
q≥1
εqMq
(4.3)
+
∑
q≥2
εq
∑
q1+q3=q
1≤q1,q3<q
T
(q1)
− GθT
(q3)
+ +
∑
q≥2
εq
∑
q1+q2+q3=q
0≤q1,q3<q;1≤q2<q
T
(q1)
− Mq2T
(q3)
+ .
Apply the projections Pn and I−Pn to the right and left of (4.3) respectively,
and set to zero term of order q (q ≥ 1),
Pn(T
(q)
− Gθ +GθT
(q)
+ )(I − Pn) = −PnMq(I − Pn)
− Pn
( ∑
q1+q3=q
1≤q1,q3<q
T
(q1)
− GθT
(q3)
+ +
∑
q1+q2+q3=q
0≤q1,q3<q;1≤q2<q
T
(q1)
− Mq2T
(q3)
+
)
(I − Pn) .
(4.4)
Isolating Tq in the lhs, we get
Pn[Gθ, Tq](I − Pn) = −PnMq(I − Pn)− Pn(h(q)− Gθ +Gθh(q)+ )(I − Pn)
− Pn
( ∑
q1+q3=q
1≤q1,q3≤q
T
(q1)
− GθT
(q3)
+ +
∑
q1+q2+q3=q
0≤q1,q3<q, 1≤q2<q
T
(q1)
− Mq2T
(q3)
+
)
(I − Pn) .
(4.5)
The latter equation for Tq has the form
Pn[Gθ, Tq](I − Pn) = PnNq(I − Pn) ,
where the rhs is defined to be the rhs of (4.5), it depends on all the previous
Tp, 1 ≤ p ≤ q − 1, and its solution is given explicitly by
(4.6) (Tq)(±n)l =
(Nq)(±n)l
g±n(θ)− gl(θ) , ` 6= ±n,
with the property that (Tq)l(±n) = −(Tq)(±n)l and Tjk = 0 otherwise. In
particular, for q = 1, we have
Pn[Gθ, T1](I − Pn) = −PnM1(I − Pn)(4.7)
(I − Pn)[Gθ, T1]Pn = −(I − Pn)M1Pn .

Lemma 4.2. The matrix coefficients of the operator Mp are polynomials of
order p in βk, the Fourier coefficients of β,
(Mp)jl =
∑
kj∈Z
mp(k1, ...., kp)βk1 .....βkp
where mp(k1, ..., kp) is nonzero only when k1 + ...+ kp = j − l.
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The matrix coefficients of the operator Tp satisfy a similar constraint
(Tp)jl =
∑
kj∈Z
tp(k1, ..., kp)βk1 ...βkp
where tp(k1, ..., kp) is nonzero only when k1 + ...+ kp = j − l.
The proof of this lemma is by induction, first using the recursion formula
for the operator M , as described in [2, Appendix], and then using formula
(4.2) and (4.6) for T .
We conclude this section by stating the first three terms of the expansion
of T . For ` 6= ±n,
(4.8)
[T1, Gθ]±n` = (M1)±n`
[T2, Gθ]±n` = (M2 + [M1, T1])±n`
[T3, Gθ]±n` = (M3 + [M2, T1] + [M1, T2] +
1
3
[T1, [T1,M1]])±n` .
4.2. Eigenvalue expansion. Define the 2× 2 matrix coefficient
(4.9) A(θ, ε) = Pne
−T (Gθ +M)eTPn.
We compute the two eigenvalues Λ2n−1(θ) and Λ2n(θ) perturbatively, and
thus give conditions for the opening of the nth spectral gap. The order at
which the gap opens depends on the Fourier coefficients of β(x). Using the
expansion of T , we find
Pne
−T (Gθ +M)eTPn = PnGθPn + εPnM1Pn
+ε2Pn
(1
2
[T1, [T1, Gθ]] +M2 + [M1, T1]
)
Pn(4.10)
+ε3Pn
(1
2
[T1, [T2, Gθ]] +
1
2
[T2, [T1, Gθ]] +M3
+ [M2, T1] + [M1, T2] +
1
2
[T1, [T1,M1]]
)
Pn +O(ε4) .
From the Taylor expansion of G[b] in powers of b (see Appendix of [2]), we
have
M1 = −e−iθxD sech(hD)β D sech(hD)eiθx
M2 = −e−iθxD sech(hD)β D tanh(hD)β(x)D sech(hD)eiθx
M3 = e
−iθxD sech(hD)
(
− 1
6
β3D2 +
1
2
β2Dβ
− βD tanh(hD)βD tanh(hD)β
)
D sech(hD)eiθx
M4 = −e−iθxD sech(hD)
(1
2
β2D2βD tanh(hD)β − 1
6
βD tanh(hD)β3D2
+
1
2
βD tanh(hD)β2D2β − 1
6
β3D3 tanh(hD)β
− βD tanh(hD)βD tanh(hD)βD tanh(hD)
)
D sech(hD)eiθx .
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Recalling the notations gkθ) = (k + θ) tanh(h(k + θ)) and sk(θ) = (k +
θ) sech(h(k + θ)), we have
(4.11) A1 := PnM1Pn =
(
0 −β2nsn(θ)sn(−θ)
−β2nsn(θ)sn(−θ) 0
)
,
where A =
∑
p≥0 ε
pAp. Under the condition that β2n 6= 0, the nth gap
occurs for θ = 0, and the size of the gap is of order O(ε), approximated by
the difference of the two eigenvalues of the above matrix. This recovers the
prediction given by the 2 × 2 model of Section 3.1. Indeed, computing A1
close to the value θ = 0, the spectral gap is approximately given by
(4.12) Λ2n(0)− Λ2n−1(0) ∼ 2εs2n(0)|β2n| .
If β2n = 0, we may pass to the next term in the expansion. Returning to
eq. (4.10), the term of order O(ε2) reduces to
Pn
(1
2
[T1, [T1, Gθ]] +M2 + [M1, T1]
)
Pn.
The eigenvalues Λ2n−1(θ) and Λ2n(θ) are approximated at order O(ε2) by
the eigenvalues of the matrix
2∑
k=0
εkAk =
(
gn(θ) + ε
2an,n ε
2a−n,n
ε2a−n,n g−n(θ) + ε2a−n,−n
)
where for k = ±n, j = ±n, the matrix coefficients of A2 are
aj,k(θ) = (M2)jk +
1
2
∑
` 6=±n
(M1)j` (T1)`k − (T1)j` (M1)`k .
From (4.10)
(M1)jk (θ) = −sj(θ)sk(θ)βj−k
(M2)jk (θ) = −
∑
p∈Z
sj(θ)βj−k−pgk+p(θ)βpsk(θ)
(T1)(±n)` (θ) =
(M1)±n,` (θ)
g`(θ)− g±n(θ) =
s±n(θ)s`(θ)β±n−`
g±n(θ)− g`(θ) .
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Explicitly,
an,n = −s2n(θ)
(∑
k
|βk|2gk+n(θ)−
∑
l 6=±n
s2l (θ)|βn−l|2
gn(θ)− gl(θ)
)
,
a−n,−n = −s2−n(θ)
(∑
k
|βk|2gk−n(θ)−
∑
l 6=±n
s2l (θ)|βn+l|2
g−n(θ)− gl(θ)
)
,
an,−n = −s−n(θ)sn(θ)
∑
k
g−k(θ)βn+kβn−k
+
1
2
sn(θ)s−n(θ)
( ∑
l 6=±n
βn−lβl+ns2l (θ)(
1
gn(θ)− gl(θ) +
1
g−n(θ)− gl(θ))
)
,
a−n,n = an,−n .
In a neighborhood of θ = 0, one has gn(θ) − g−n(θ) = O(θ) and sn(θ) +
s−n(θ) = O(θ), so that the terms on the diagonal of A(θ) satisfy An,n(θ)−
A−n,−n(θ) = O(θ). Thus, at θ = 0, using that A1 = 0, we find that
Λ2n(0)− Λ2n−1(0) = 2ε2|an,−n|+O(ε3)
where
an,−n(0) = −sn(0)2
∑
l 6=±n
βn−lβn+l(−gl(0) + s
2
l (0)
gn(0)− gl(0))(4.13)
= −sn(0)2
∑
l 6=±n
βn−lβn+l
l2 − gn(0)gl(0)
gn(0)− gl(0) .
As long as the function β(x) describing the bathymetry has nonzero Fourier
coefficients βl such that for some l 6= ±n both βl±n 6= 0, then this quantity
has the possibility to be nonvanishing. In any case it is generically nonzero.
In this situation, the above expression gives a description of the asymptotic
size of the nth gap opening at order O(ε2).
Proposition 4.3. The matrix coefficients of A(θ, ε) defined in (4.9) satisfy
(i) An,n(0, ε) = A−n,−n(0, ε) and it is real.
(ii) An,−n(0, ε) = A−n,n(0, ε) due to the Hermitian character. A necessary
condition for a gap to open under perturbation in ε is that An,−n 6= 0.
(iii) Let K = {kj ∈ Z, βkj 6= 0} := K(β), the set of Fourier indices
corresponding to nonzero coefficients of β(x). Suppose that, for all p ≤ q,
and for every sum of integers
∑p
j=1 kj = n, one of the kj does not belong to
K. Then there is an upper bound of the nth gap opening
|Λ−n − Λ+n−1| ≤ Cεq+1 .
(iv) A(0, ε) is analytic in ε. Thus, it is determined by its Taylor series in
ε. If ∂
q
∂εqAn,−n(0, 0) = 0 for all q, then An,−n(0, ε) = 0 for all ε. In this case,
the eigenvalues of A(0, ε) are double, that is the nth gap remains closed.
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Proof. We study the case of an even numbered gap. The odd numbered
gaps are similar. ∂
p
∂εpAn,−n(0, 0) is the p
th Taylor coefficient of the matrix
coefficient of A. It satisfies the conclusion of Lemma 4.2. It is a polynomial
of order p in the Fourier coefficients βk :
(Ap)n,−n =
∑
ap(k1, ...., kp)βk1 ....βkp
where k1+· · ·+kp = 2n. Under the hypothesis (iii), if p ≤ q, then (Ap)n,−n =
0.
The proof of (iv) follows from Theorem 3.3 and the analyticity properties
of M with respect to b. 
4.3. Examples. When b(x) = ε cos(x), the first gap occurs for θ = ±1/2
and is of order O(ε) indeed by (4.12).
Λ−1 − Λ+0 = g0(
1
2
)2|s0(1
2
)|2|β1|ε = 1
4
sech2(
h
2
)ε .
We are also able to calculate analytically the deviation of the centre. We
find that
(4.14)
1
2
(Λ−1 + Λ
+
0 ) = − ε2
s20(
1
2)(g
2
0(
1
2)− 94)
4(g0(
1
2)− g1(12))
+O(ε3).
It is straightforward to check that this quantity is negative, showing that
the centre of the gap is strictly decreasing with ε. Hence for increasing ε
the gap centre is transposed, or downshifted, to lower frequency. This is an
analytical verification of Figure 2b of reference [14].
The second gap occurs at θ = 0. We find that for n = 1 the coefficient
an,−n of (4.13) vanishes. We have remarked above that this is in contrast
with the case of Matthieu’s equation. Calculating the expansion further and
using (4.8) we find that
A3 = Pn
(1
2
[M2, T1] +
1
2
[M1, T2] +M3
)
Pn
and that A3(0) is a multiple of the identity, and in particular the off-diagonal
terms satisfy (A3)1,−1 = 0, thus not contributing to the formation of a
spectral gap. Continuing the perturbation calculation,
A4 = Pn
(
M4 − [T1,M3]− [T2,M2] + 1
2
[T1, [T1,M2]]− [T3,M1]
− 1
6
[T1, [T1, [T1,M1]]] +
1
2
[T1, [T2,M1]] +
1
2
[T2, [T1,M1]]
+
1
24
[T1, [T1, [T1, [T1, Gθ]]]]
+
1
2
[T2, [T2, Gθ]] +
1
2
[T1, [T3, Gθ]] +
1
2
[T3, [T1, Gθ]]
)
Pn
which can be simplified using (4.8) to
A4 = Pn
(
M4− 1
2
[T1,M3]− 1
2
[T2,M2]− 1
2
[T3,M1]+
1
24
[T1, [T1, [T1,M1]]]
)
Pn.
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where for θ = 0,
(M4)1,−1 = −1
3
s1(0)s−1(0)g2(0)β31β−1 =
1
48
s1(0)
2g2(0)
([T1,M3])1,−1 = (T1)1,2(M3)2,−1 − (M3)1,−2(T1)−2,−1
= − 1
48
s22(0)s1(0)
2 1
g2(0)− g1(0)
([T2,M2])1,−1 = (T2)1,−3(M2)−3,−1 − (M2)1,3)T2)3,−1 = 0
([T3,M1])1,−1 = (T3)1,−2(M1)−2,−1 − (M1)1,2(T3)2,−1
=
1
48
s1(0)
2s22(0)
1
g2(0)− g1(0)
([T1, [T1, [T1,M1]]])1,−1 = 0 .
Using this lengthy but straightforward calculation, the off-diagonal entries
(A4)1,−1 = (A4)−1,1 of the matrix A4, are given by
(A4)1,−1 =
1
48
s21(0)g2(0) =
1
24
sech2(h) tanh(2h)
which are nonvanishing. We thus have
(4.15) Λ−2 − Λ+1 = 2ε4|(A4)1,−1| ,
establishing a gap opening of order O(ε4). In general the nth gap satisfies
Λ−n − Λ+n−1 ≤ C(n)εn ,
which follows from Proposition 4.3.
On the other hand, when β(x) = cos(x) + cos(3x), the second gap opens
at order O(ε2), indeed in expression (4.13), there is a non-zero term in the
sum, which corresponds to l = ±2 :
Λ−2 − Λ+1 = ε2s21(0)
∣∣∣− g2(0) + s22(0)
g1(0)− g2(0)
∣∣∣
= ε2 sech2(h)
4− 2 tanh(h) tanh(2h)
tanh(h)− 2 tanh(2h) .
In general, unlike the case of the Matthieu operator, the nth gap does not
necessarily open at order εn due to the combinatorics of the perturbation
analysis of the spectrum of the Dirichlet – Neumann operator.
When β(x) = cos(2x), the upper bound on the nth gap for odd n in
criterion (iii) of Proposition 4.3 is satisfied for all q. Thus (iv) applies and
the odd gaps never open.
5. Proof of Proposition 2.3
The goal of this section is to prove Proposition 2.3 that shows the smooth-
ness property of the operator M . Returning to the definition of M =
e−iθxDL[b]eiθx where DL is given in (2.5)-(2.6) we write
M = e−iθxDB[b]eiθxe−iθxA[b]eiθx .
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For f ∈ L2(T1), the action of the operator A[b] given in (2.6) on eiθxf is
A[b](eiθxf) =
∫
R
eikx sinh(b(x)k) sech(hk)fˆ(k − θ)dk .
Using the periodicity of f(x) and b(x), we can write integral kernels as a
sum:
A[b](eiθxf) =
∑
k
(
ei(k+θ)x sinh(b(x)(k + θ)) sech(h(k + θ))fˆk
)
=
1
2pi
∫ 2pi
0
f(x′)eiθx
′∑
k
sinh(b(x)(k + θ)) sech(h(k + θ))ei(k+θ)(x−x
′)dx′
=
1
2pi
∫ 2pi
0
f(x′)eiθx
′
K(x, x′, θ)dx′
where the kernel K(x, x′, θ) =
∑
k sinh(b(x)(k+θ)) sech(h(k+θ))e
i(k+θ)(x−x′)
has the property that
|K(x, x′, k)| ≤ C
∑
k
e−|k+θ|(h−|b(x)|) ,
with the rhs being a convergent series as soon as |b(x)| remains always
strictly smaller than the depth h. The operator A[b] satisfies the estimate
(5.1) ‖e−iθxA[b]eiθxf‖L2(T1) ≤ C(|b|C0)‖f‖L2(T1)
as well as a stronger form of it
(5.2) ‖e−iθxA[b]eiθxf‖L2(T1) ≤ C(|b|C0)‖f‖H−s(T1) .
We now examine the operator DB[b] acting on θ-periodic functions.
∂xB[b](e
iθxf) = − 1
pi
∫
R
∂x′b(x
′)
(x− x′)2 + (b(x′)− h)2 e
iθx′f(x′)dx′
+
2
pi
∫
R
∂x′b(x
′)(x′ − x)2
[(x− x′)2 + (b(x′)− h)2]2 e
iθx′f(x′)dx′
− 1
pi
∫
R
x− x′
(x− x′)2 + (h− b(x′))2)G˜[−h+ b]e
iθx′f(x′)dx′.
It has three terms that we denote I1, I2, I3 respectively.
Using the periodicity of f and b, we can replace integrals over R by sums
of integrals over (0, 2pi):
(5.3) I1 = − 1
pi
∫ 2pi
0
f(x′)∂x′b(x′)eiθx
′
K1(x, x
′, θ)dx′,
where
K1(x, x
′, θ) =
∑
n
e2piniθ
(x− x′ − 2pin)2 + (b(x′)− h)2
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satisfies, using that |b(x)− h| > α,
|K1(x, x′, θ)| ≤
∑
n
1
(x− x′ − 2pin)2 + α2 .
The kernel K is bounded by a convergent series, thus it is bounded and it
is also in L1. Thus
(5.4) ‖e−iθxI1‖L2(T1) ≤ C(|b|C1)‖f‖L2(T1) .
Also, if we take derivatives of B[b], they will not act on b, and the resulting
terms in the integrals will decrease faster. Thus we also have the smoothing
property
(5.5) ‖e−iθxI1‖Hp(T1) ≤ C(|b|C1)‖f‖L2(T1)
for all p > 0. The estimate for term I2 is similar. For term I3, we use that
the Dirichlet – Neumann G˜[−h + b] = DH˜[−h + b] where H˜ is the Hilbert
transform associated to the spatial domain −h + b(x) < y < 0, described
in [6]. By integration by parts, we have
I3 =
1
pi
∫
R
∂x′
( x− x′
(x− x′)2 + (h− b(x′))2
)
iH˜[−h+ b](eiθx′f(x′))dx′ .
The estimates are now similar to those of terms I1 or I2, using the fact that
H˜ is a bounded operator from L2 to L2.
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