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Abstract
This paper presents a predictive controller for handling
plug-and-play (P&P) charging requests of flexible loads
in a distribution system. We define two types of flex-
ible loads: (i) deferrable loads that have a fixed power
profile but can be deferred in time and (ii) shapeable
loads that have flexible power profiles but fixed energy re-
quests, such as Plug-in Electric Vehicles (PEVs). The pro-
posed method uses a hierarchical control scheme based on
a model predictive control (MPC) formulation for mini-
mizing the global system cost. The first stage computes
a reachable reference that trades off deviation from the
nominal voltage with the required generation control. The
second stage uses a price-based objective to aggregate
flexible loads and provide load shaping services, while
satisfying system constraints and users’ preferences at all
times. It is shown that the proposed controller is recur-
sively feasible under specific conditions, i.e. the flexible
load demands are satisfied and bus voltages remain within
the desired limits. Finally, the proposed scheme is illus-
trated on a 55 bus radial distribution network.
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1 INTRODUCTION
The development of smart meters has led to the mod-
ernization of distribution networks by enabling real-time
bidirectional communication [1, 2]. In this context of
smart grids, demand side management allows system op-
erators to control the energy consumption at the house-
hold level, offering new opportunities to improve the re-
liability, efficiency and sustainability of the grid [3, 4, 5].
In particular, automated load shifting is expected to play
a key role in stabilizing the grid in the case of high pene-
tration of Plug in Electric vehicles (PEVs) and uncontrol-
lable renewable sources, such as photovoltaic solar energy
[6, 7].
PEVs provide a compelling opportunity for supplying
demand-side management services in the smart grid. For
example, a vehicle-to-grid (V2G) capable PEV can com-
municate with the grid, can store energy, and can transfer
energy back to the electric grid when required [8, 9, 10].
Other flexible commercial and residential loads such as
thermostats, controllable lighting or dishwashers can be
deferred to adapt their consumption according to the dis-
tribution grid constraints. In this article, we consider
two types of services for controlling these flexible loads.
On a localized and short-time scale, the controller pro-
vides voltage regulation at distribution buses. On a longer
time scale, the controller aggregates and schedules flex-
ible loads to reduce peak consumption and shape daily
load curves. The goal of this paper is to develop a con-
trol scheme that integrates flexible loads in the existing
distribution network, provides local and aggregated grid
services and satisfies users′ requirements.
There are two key challenges in designing such a con-
troller. First, it should be able to handle variations in the
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number of connected loads, i.e. plugging in and out op-
erations. In a real scenario, a user can request to con-
nect or disconnect any load at any desired time and bus.
Modeling all the possible requests results in a very large
scale and uncertain system, which can be studied with dis-
tributed algorithms and model predictive control (MPC)
[11]. In contrast, we model only the static state of the
network and deal with plug-in requests when new loads
require supply. This will modify the overall distribu-
tion system, and the current load schedule may be in-
feasible and/or unstable for the modified system, requir-
ing a controller redesign. Second, the controller should
consider two different objectives and time scales: local
voltage regulation and aggregate load shaping. Previ-
ous work has proposed multilevel and multi-horizon ap-
proaches [11, 12, 13] and decentralized protocols [14] to
address this issue.
In this work, our goal is to schedule loads in real time
to provide load shaping services while satisfying voltage
constraints at each bus and time step. We define a two
stage plug-and-play model predictive controller. While
the main focus of MPC so far has been on the control of
networks with constant topology, the concept of plug and
play (P&P) MPC [15, 16, 17] considers network changes
by subsystems that want to join or leave the network,
while ensuring feasibility and stability of the global sys-
tem. By providing an automatic redesign of the control
laws in response to changing network conditions, P&P
MPC is an attractive scheme for modern control systems
of increasing complexity. We provide a P&P framework
to deal with the connection and disconnection of loads
from the grid, which requires an online feasibility han-
dling as introduced in [18]. A procedure for updating
the controller together with a transition scheme is pro-
posed, which prepares the system for the requested mod-
ifications. A schematic representation of the protocol is
given in Fig. 1.
To summarize, the main contributions of this paper are:
• It presents a novel P&P MPC scheme that opti-
mally schedule loads to be connected and shape cur-
rent loads while satisfying network constraints at all
times. We model power flows in the distribution net-
work using the Second Order Cone relaxation of the
DistFlow equations (see [19]) and improve the accu-
racy of the model compared to the linear approxima-
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Figure 1: Schematic representation of the protocol: (a)
loads plugging in and out of the distribution network and
(b) iterative process between network operations and plug
& play operations.
tion used in [18].
• The controller is applicable to different types of
loads. In particular, we define two types of loads:
deferrable loads that can be delayed but have a fixed
profile, and shapeable loads that have a flexible pro-
file but need a fixed amount of energy. The proposed
algorithm satisfies users’ requirements by ensuring
that every flexible load reaches the desired energy
level at the desired time and any deferrable load de-
mand is met before its deadline.
The paper is organized as follows: Section 2 intro-
duces the system model. In Section 3, control objectives
are defined and the hierarchical MPC controller is pro-
posed. Section 4 provides an extension for handling plug
and play requests. Section 5 presents numerical simula-
tions demonstrating the advantages of the proposed con-
trol scheme and Section 6 provides concluding remarks.
2
2 PRELIMINARIES
In this section we introduce the different elements of the
network, including deferrable and shapeable loads, bat-
tery banks and capacitors. We model the overall system as
a constrained dynamic system with linear dynamics and
SOC constraints.
2.1 Load modeling
Let e(t) be an initial energy profile. The role of the
scheduling operator is to generate another energy profile
e˜ = τ(e). We distinguish 3 types of loads, which have
different possible maps τ (see Fig. 1a):
• Fixed loads do not participate in demand response
and cannot be controlled : e˜f = ef .
• Deferrable loads can be delayed but have a fixed
load profile. In this case e˜def (t) = edef (t−d) with d
bounded by a constraint on the maximum allowable
delay. This includes PEVs with constant charging
rate.
• Shapeable loads have a flexible profile but need a
fixed amount of energy in a fixed time period T:∫
T
e˜shp =
∫
T
eshpdt. This includes PEVs with con-
tinuous charging rate.
In the following sections, we model the load dynamics.
2.1.1 Deferrable loads
Consider a deferrable load with a power profile cdef0 > 0.
As soon as the deferrable load plugs in, its power profile
cdef becomes deterministic:
edef (k + 1) = edef (k) + ηdef∆Tcdef (k) (2a)
cdef (k) = cdef0 (k) (2b)
where ∆T is the sampling time and ηdef < 1 is an effi-
ciency coefficient.
Remark 1. The only control on these loads comes from
P&P operations, which determines when to plug-in the
load. After it is connected, the load is deterministic and
can be considered as a fixed load.
2.1.2 Shapeable loads
Power at shapeable loads cshp can take values in a contin-
uous range [0, cshpmax]. We define e
shp
low , e
shp
max and e
shp
des as
the physical lower limit, physical upper limit and desired
State Of Charge (SOC) of the load, respectively. The dy-
namics of shapeable loads are given by:
eshp(k + 1) = eshp(k) + η∆Tcshp(k) (3a)
eshpmin(k) ≤ eshp ≤ eshpmax (3b)
0 ≤ cshp ≤ cshpmax (3c)
where η < 1 is an efficiency coefficient. We assume that
the load has to be fully charged by time kout: eshp(kout ≥
eshpdes . We ensure that this is feasible by imposing the time
varying lower bound constraint on the SOC value:
eshpmin(k) = e
shp
des − (kout − k)cshpmax∆Tη ∀k ≤ kout.
(4)
We can combine Eq (4) with the physical lower limit eshplow
and reformulate:
eshpmin(k) = max[e
shp
des - max(0, (k
out - k)cshpmaxη∆T ), e
shp
low ].
(5)
In the remainder of this paper we use the notation:
1k<kout =
{
1 if k < kout
0 otherwise
2.2 Battery banks
We model on-site batteries with a linear state space
model:
ebat(k + 1) = ebat(k) + ∆Tpbat (6a)
ebatlow ≤ ebat ≤ ebatmax (6b)
pbatmin ≤ pbat ≤ pbatmax (6c)
where ebatlow, e
bat
max are the fixed physical lower and upper
limits of the battery’s SOC, and pbatmin, p
bat
max are the min-
imum and maximum power. This model assumes perfect
battery efficiency, which is a simplified approximation of
the battery dynamics, but frequently used in the power
system literature to formulate the overall system as a lin-
ear dynamical system, and to simplify the resulting con-
trol scheme ([20], [18], [21]).
3
2.3 Network Model
We consider a radial distribution network, which is a
structure commonly used in the power systems literature.
To characterize the power flow in this network we adopt
the DistFlow equations first introduced in [22] and the no-
tation introduced in [23], restated here for completeness.
Table 1: Variables for a radial distribution network
N Set of buses, N := {1, . . . , n}
L Set of lines between the buses in N
Li Set of lines connecting bus 0 to bus i
pli Real power consumption by fixed loads at bus i
pbati Real power consumption by battery banks at bus i
pshpi Real power consumption by shapeable loads at bus i
pdefi Real power deferrable loads at bus i
qli, q
g
i Reactive power consumption and generation at bus i
rij , xij Resistance and reactance of line (i, j) ∈ L
Pij , Qij Real and reactive power flows from bus i to j
vi Voltage magnitude at bus i
lij Squared magnitude of complex current from bus i to j
Mi Number of shapeable loads connected at bus i
The power flow equations for a radial distribution net-
work can be written as the following DistFlow equations
[24]:
Pij = p
l
j+p
bat
j +p
def
j +p
shp
j +rij lij+
∑
k:(j,k)∈L
Pjk (7a)
Qij = q
l
j − qgj + xij lij +
∑
k:(j,k)∈L
Qjk (7b)
v2j = v
2
i + (r
2
ij + x
2
ij)lij − 2(rijPij + xijQij) (7c)
lijv
2
i = P
2
ij +Q
2
ij (7d)
∀j ∈ N\{1}, and (i, j) ∈ L
where Pij , Qij , vj and lij are defined in Table 1. Be-
cause the above formulation is non-convex, we use the
Second Order Cone relaxation (SOCP) defined in [19],
where equation (7d) is relaxed as follows:
lij ≥
P 2ij +Q
2
ij
v2i
. (8)
The variables are the reactive power generation input
(column) vector qg := (qg1 , . . . , q
g
n) ∈ Rn, the battery
input vector pbat := (pbat1 , . . . , p
bat
n ) ∈ Rn and the sha-
peable, deferrable and fixed loads: pshp, pdef , pl ∈ Rn,
where pshpi ∈ R+ and pdefi ∈ R+ denote the net sha-
peable loads and net deferrable loads charging at bus i,
respectively. We denote Mshpi and M
def
i the number of
shapeable and deferrable loads connected at bus i, respec-
tively. These values can vary over time due to plugging
and unplugging operations. This relates with the notation
in Section 2.1 as follows:
pshpi =
Mshpi∑
j=1
cshpj (9)
pdefi =
Mdefi∑
j=1
cdefj (10)
We assume that the substation voltage v0 is given and
is constant. Furthermore, load profiles pl and ql are time-
varying but their 24 hour forecast is assumed to be given.
2.4 Network Constraints
Depending on the load, bus voltages can fluctuate signif-
icantly. For reliable operation of the distribution network
it is required to maintain the bus voltages v within a tight
range around the nominal value vnom at all times (gener-
ally 5% deviation):
vnom −∆vmax ≤ v ≤ vnom + ∆vmax. (11)
We define the variable νi = v2i and write condition (11)
as:
νmin ≤ νi ≤ νmax. (12)
In addition, there are inherent physical limitations on
the capacitor control input, which is limited to:
qmin ≤ qg ≤ qmax. (13)
2.5 Dynamic System
In this section, we represent the overall system as a con-
strained dynamic system with SOCs as states. Recalling
that pshpi =
Mshpi∑
j=1
cshpj , we can write p
shp = Kshpushp
where ushp := (cshp1 , . . . , c
shp
Mshp1
, . . . , cshp
Mshp
)T ∈ RMshp ,
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and Mshp is the total number of shapeable loads con-
nected to the grid, i.e. Mshp =
n∑
j=1
Mshpj . Matrix
Kshp ∈ Rn×Mshp is defined such that:
Kshpij =
{
1 if shapeable load j is connected to bus i
0 otherwise
The overall system model is described as follows:
x(k + 1) = Ax(k) +Bu(k) (14a)
(x(k), u(k)) ∈ Zk (14b)
where
x =
[
x1, x2
]T
=
[
(eshp1 , . . . , e
shp
Mshp
), (ebat1 . . . , e
bat
n )
]T
u =
[
qg ushp pbat
]T
A = I, B =
[
0 η∆T 0
0 0 ∆T
]
Zk = {(x(k), u(k), Pij(k), Qij(k), νi(k), lij(k)) :
Pij(k) = (p
l
j(k)+p
bat
j (k)+p
def
j (k)+p
shp
j (k))
+ rij lij(k)+
∑
l:(j,l)∈L
Pjl(k),
Qij(k) = q
l
j − qgj + xij lij(k) +
∑
l:(j,l)∈L
Qjl(k),
νj(k) = νi(k) + (r
2
ij+x
2
ij)lij(k)
− 2[rijPij(k)+ xijQij(k)],
lij ≥ Pij(k)
2 +Qij(k)
2
νi(k)
,
νmin ≤ νi(k) ≤ νmax,
emin(k) ≤ x(k) ≤ emax,
pbatmin ≤ pbat ≤ pbatmax
qmin ≤ qg(k) ≤ qmax,
0 ≤ ushp(k) ≤ cshpmax}.
3 Controller Design
In this section, we design a controller that captures three
control objectives:
• Peak reduction: Smooth the aggregated power pro-
file.
• User satisfaction: Provide the desired energy to sha-
peable and deferrable loads.
• Voltage control: Ensure that voltage deviation from
nominal voltage remains within bounds.
For the purpose of this section we assume that the
number of loads connected to the grid is constant, i.e.
no new loads are connected to or disconnected from the
system. Plug and play connections are introduced in
Section 4.
3.1 Stage 1: Feasible reference
In the remainder of this paper, Equation (14) with pdef =
0, ushp = 0 refers to the dynamics with no deferrable and
no shapeable loads. We assume that the system has a fea-
sible trajectory and has the following periodic property,
with period Nr:
Assumption 1. There exists an initial value xˆ0 and a se-
quence of control inputs uˆ(k), such that the correspond-
ing sequence of states xˆ(k) according to dynamics (14a)
with pdef = 0, ushp = 0 satisfies the constraints in (14b),
i.e. (xˆ(k), uˆ(k)) ∈ Zk for all k ∈ {0, ..., Nr − 1}.
Assumption 2. If problem (14) with pdef = 0, ushp = 0,
x(k) = x0 is feasible at time k, then problem (14) with
pdef = 0, ushp = 0, x(k + Nr) = x0 is feasible at time
k +Nr.
In practice, Assumption 1 means that the traditional
control devices (battery banks and capacitors) are selected
according to the traditional fixed loads pl. When new
loads, such as PEVs, are not plugged-in, traditional con-
trol devices have enough flexibility to regulate voltage.
Assumption 2 means that if the problem is feasible at time
k, then the problem with same initial state is feasible at
time k +Nr, where the period Nr is typically a day. De-
ferrable and shapeable loads increase power demand and
voltage drop, which requires extra control capacity un-
til the loads are fully charged. In this case, the problem
with extra loads may not be feasible, requiring to solve the
problem in a hierarchical way. First an optimal solution
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is computed for the system without extra loads, second
this reference signal is used to formulate a model predic-
tive controller with the augmented system [25]. The op-
timization problem for computing the solution with only
fixed loads (xˆ(k); uˆ(k)) is referred to as stage-1 in this
paper:
V1(x˜, u˜) =
Nr−1∑
i=0
||u˜(i)||2T1 + ||ν(i)− νnom||2T2 .
(xˆ(k), uˆ(k)) := argmin
x˜,u˜
V1(x˜, u˜) (15a)
s.t. x˜(i+ 1) = Ax˜(i) +Bu˜(i) (15b)
x˜(0) = Ax˜(Nr − 1) +Bu˜(Nr − 1) (15c)
(x˜(i), u˜(i)) ∈ Zi; i = 0, . . . , Nr − 1 (15d)
Mdef = Mshp = 0
where T1 and T2 are respectively positive definite and
positive semi-definite weight matrices of appropriate di-
mensions. The terminal constraint (15c) ensures that bat-
teries recover their initial SOC at the end of the control
horizon.
Remark 2. At stage-1, a cost function is chosen that pe-
nalizes the generation control input and the deviation of
voltage from its nominal value. We define T2 to be positive
semi-definite since tracking the nominal voltage improves
the power quality for loads, but the constraint (15d) is
enough to ensure that voltage remains between opera-
tional bounds at every time step i ∈ {0, . . . , Nr − 1}.
3.2 Stage 2: Model Predictive Controller
In the second stage, a predictive controller is designed to
minimize the overall cost of the system for time steps in
{0, .., N − 1}, with N < Nr. Problem stage-1 is com-
puted once, at the begining of the horizon, and we make
use of the corresponding solution to ensure that the stage-
2 problem remains recursively feasible under a receding
horizon strategy. Let λ(t) denote the price of electricity
at time t. We assume that λ(t) is given as an input to
the MPC and reflects demand peaks and congestion in the
grid. We propose the following MPC problem (referred to
as stage-2 in this paper):
V2,k(x, u) =
N−1∑
i=0
λ(i+k)
(Mshp∑
j=1
ushpj (i+k)
)
+||ν−νnom||2T3 .
min
x,u
V2,k(x, u) (16a)
s.t x(i+ 1 + k) = Ax(i+ k) +Bu(i+ k) (16b)
x(k) = xk (16c)
(x(i+ k), u(i+ k)) ∈ Zi+k; i = 0, . . . , N − 1
(16d)
x(N + k) ∈ XN+k (16e)
In the MPC problem (16), the contribution from fixed
loads pl, and deferrable loads pdef is uncontrollable,
therefore load shaping can be achieved only by control-
ling ushp. The weight matrix T3 is positive semi-definite
and can be used to penalize large voltage deviations from
vnom.
Remark 3. The solution from stage-1 is used to define the
terminal setXN+k in the next Section. Thus we choose the
horizon time N such that N < Nr.
3.3 Terminal Set
In this section, we detail the terminal set (16e). This con-
straint must ensure that the system has enough flexibil-
ity to charge shapeable and deferrable loads before their
plug-out time kout, and keep voltage between the regu-
lar bounds after the control horizon N. To ensure this, the
terminal set is defined such that the battery banks have
enough energy to meet the real power demand of addi-
tional (shapeable and deferrable) loads at the end of hori-
zon. Moreover, the capacitors supply the reactive power
to satisfy the network constraints under base load. Feasi-
bility of the stage-1 problem thus ensures that all network
constraints are satisfied even with the additional loads.
The terminal constraint for the shapeable loads' SOC
x1 = (e
shp
1 , . . . , e
shp
Mshp
)T should guarantee that each load
can be fully charged before their plug-out time. This is
given by Eq. (5), which ensures the recursive feasibil-
ity of the constraint emin(k) ≤ x(k) ≤ emax, where
emin(k
out) = eshpdes .
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The terminal constraint for the battery banks' SOC
x2 = (e
bat
1 . . . , e
bat
n )
T guarantees that batteries have
enough capacity at time N to track the reference signal
from stage-1 and supply the additional deferrable and sha-
peable loads. We denote (qˆi, eˆbati ) the optimal solution to
the stage-1 problem in (15), and koutmax the maximum plug-
out time of all the deferrable and shapeable loads that are
currently connected to the grid.
Definition 1. We define the terminal set XN+k at time
N + k as follows: XN+k :=
[x1(N+k), x2(N+k)]T = [eshp(N + k), ebat(N + k)]T
such that ∀i ∈ {1, ..., n} ∀j ∈ {1, ...,Mshp} :
eshpj (N + k) ≥ eshpdes,j - max(0, (koutj - (N+k))η∆Tcshpmax,j)
eshpj (N + k) ≥ eshplow,j
eshpj (N + k) ≤ eshpdes,j
ebatj (N+ k) = eˆ
bat
i (N+ k) +
koutmax∑
l=N+k
∆Tpdefi (l) + p˜
shp
i (l)
where
p˜shp(l) = Kshpc˜shp(l) (17)
c˜shpj (l) =
eshpdes,j − eshpj (N + k)
(koutj − (N + k))η∆T
1l<koutj (18)
and koutj is defined in Eq. (4).
Lemma 1. If the following conditions hold: ∀l ∈ [N +
k, koutmax], ∀i ∈ 1, ..., n:
pˆi
bat(l)− pdefi (l)− p˜shpi (l) ≥ pibatmin (19)
eˆbati (l) +
koutmax∑
m=l
∆Tpdefi (m) (20)
+ (eshpdes,i − eshpi (N + k))
(kouti − l)
η(kouti − (N + k))
≤ ebatmax,i
Then problem (16) with terminal set XN+k as defined in
Definition 1, is recursively feasible, i.e. if the MPC opti-
mization problem is feasible for x(k), then it is also fea-
sible for x(k + 1) defined in Eq. (14).
Proof. This section gives a sketch of the proof, which is
detailed in the Appendix. We define a feasible control
sequence for stage-2 at time k+N , (pshp(k+N), pbat(k+
N), q(k + N)), based on the solution of stage-1 at time
k +N , (pˆshp(k +N), pˆbatk + (N), qˆ(k +N)):
cshpj (N + k) =
eshpdes,j − eshpj (N + k)
(koutj − (N + k))η∆T
1N+k<koutj(21)
qi(N + k) = qˆi(N + k) (22)
pbati (N + k) = [pˆi
bat- pdefi - p
shp
i ](N + k) (23)
In practice, Eq (17) and (18) define a feasible control se-
quence after time k +N where the shapeable power c˜shpj
at load j is constant until the plug-out time koutj . Then, the
appendix shows that Problem (16) is recursively feasible
assuming that Equations (19), (20) are true.
Remark 4. Lemma 1 shows that under conditions (19),
(20) the MPC problem is feasible at all times, if it is fea-
sible for an initial state x0. In next section we will show
that the P&P operation ensures that conditions (19), (20)
are always satisfied, proving constraint satisfaction at all
times.
4 Plug-And-Play EV Charging
In real distribution systems users can connect or discon-
nect their appliances randomly, including PEVs. This
changes the overall load on the system and can affect
bus voltages significantly. This section extends the MPC
scheme to the case where the system dynamics in (14)
change due to loads joining or leaving the network by em-
ploying the concept of P&P MPC in [16]. The introduc-
tion of P&P capabilities poses two key challenges ([16],
[26]): (i) P&P operations may produce infeasible operat-
ing conditions; (ii) the control law has to be redesigned
for the modified dynamics. In the considered case, the
problem is reduced to the first issue since the controller
is computed centrally and the stage-2 MPC (c.f. Section
3) with modified dynamics directly produces the desired
control law. In this section, we address the first challenge
by means of a preparation phase ensuring recursive feasi-
bility and stability during P&P operation. We first address
the case of shapeable loads, then deferrable loads.
7
4.1 Shapeable loads
As shown in Eq. (3c), we assume that a shapeable load
can be plugged-in without drawing energy from the grid:
0 ≤ cshp ≤ cshpmax. Therefore it is always optimal for a
shapeable load to plug-in as soon as it requests it. That is,
it can plug-in with cshp = 0 and wait for the system to
allow strictly positive values cshp > 0. Thus, the output
of the P&P stage is to accept shapeable requests immedi-
ately. Additionally, we assume that it is feasible to meet
the user’s requirements, i.e. fully charge the load before
the maximum required time kout, and satisfy equations
(19), (20). For each new shapeable request, we check fea-
sibility of the system by solving Eq (16). In practice, if
a user makes an infeasible request, he would be asked to
lower his/her requirements by allowing a later kout or a
lower desired SOC eshpdes .
4.2 Deferrable loads
The goal of the P&P operation is to find a time to safely
connect deferrable loads, and modify the response of sha-
peable loads and control devices to allow this connection
as soon as possible. In this section we define a Mixed In-
teger Program (MIP) to find the minimum time to safely
plug-in a deferrable load. After finding this time, we up-
date the deferrable loads in the system and execute stage-2
with the new system.
Deferrable loads do not impact the dynamics of the sys-
tem, and only change the feasible set. An additional de-
ferrable load at node j modifies the setZk via the equality:
Pij = p
l
j + p
bat
j + p
def
j + p
shp
j + rij lij +
∑
k:(j,k)∈L
Pjk
Moreover, it modifies the terminal set XN+k. In the
following, we note Zk (respectively XN+k) the feasible
set (respectively terminal set) constraints that remain un-
changed when a deferrable load plugs in.
Let’s consider a P&P request from a deferrable load at
time k. The request can be postponed by dmax < N
maximum time steps. This creates dmax possible load
shapes. For each possible time-delay 0 ≤ d ≤ dmax we
note pnew,dj the corresponding shifted vector:
pnew,dj = [0, ..., 0︸ ︷︷ ︸
size d
, pnew,0j ] (24)
. Thus we derive the new constraints when a deferrable
load requests to plug-in at node j and is delayed by d time
steps:
Pij = p
l
j+p
bat
j +p
def
j +p
shp
j +rij lij+
∑
m:(j,m)∈L
Pjm+p
new,d
j
ebat(k +N) = eˆbat(k+ N) +
koutmax∑
m=k+N
∆Tpdef (m)
+
koutmax∑
m=k+N
∆Tpnew,d(m) +
1
η
Kshp
(
eshpdes − eshp(N + k)
)
The solution (x∗, u∗, z∗) of the following Mixed Inte-
ger Program (MIP) (25) gives the optimal transition time
d∗ =
∑dmax
m=0 mz
∗
m.
min
x,u,z
V3(u, z) (25a)
s.t System Dynamics:
x(l + 1) = Ax(l) +Bu(l) (25b)
x0 = x(0) (25c)
(x(l), u(l), Pij(l), Qij(l), νi(l), lij(l)) ∈ Zl
x(N + k) ∈ XN+k (25d)
Connection:
zm ∈ {0, 1} ∀m ∈ {0, 1, ..., dmax} (25e)
dmax∑
m=0
zm = 1 (25f)
Power flow:
Pij(l) = [p
l
j + p
bat
j + p
def
j + p
shp
j ](l) + rij lij(l)
+
∑
m:(j,m)∈L
Pjm(l) +
dmax∑
d=0
zdp
new,d
j (l)
(25g)
Battery banks:
ebat(N + k) = eˆbat(N + k) (25h)
+
1
η
Kshp
(
eshpdes − eshp(N + k)
)
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+koutmax∑
r=N+k
∆T [pdef +
dmax∑
m=0
zmp
new,m](r)
pj
bat
min ≤ pˆjbat(s)- [pdefj +
dmax∑
m=0
zmp
new,m
j ](s)
− e
shp
des,j − eshpj (N + k)
(koutj - (N + k))η
(25i)
ebatmax,j ≥
koutmax∑
r=s
∆T [pj
def+
dmax∑
m=0
zmp
new,m
j ](r)
(25j)
+
(eshpdes,j- e
shp
j (N + k))(k
out
j - s)
η(koutj - (N + k))
+ eˆbatj (s)
s ∈ [N + k, koutj ]
l = k, . . . , k +N − 1
with
V3(u, z) =
dmax∑
m=0
mzm (26)
Objective (26) minimizes the transition delay and ensures
that the problem remains feasible when the load plugs in.
Remark 5. Constraints (25i), (25j) correspond to the
conditions in Lemma 1 Eq. (19), (20) respectively.
We execute the request by (i) updating the system with
the new load that plugs-in at time d∗, and (ii) going back
to stage-2. If d∗ > 0, then the control devices and
shapeable loads update their signal during the transition
phase [N + k,N + k + d∗]. The full controller is shown
in Fig. 2.
Theorem 1. The model predictive controller (16) with
network reconfigurations and transition times given by the
MIP (25) is recursively feasible. For all initially feasible
state x0 and for all optimal sequences of control inputs,
the controller optimization problem with P&P network
modifications (Fig. 2) remains feasible for all time.
Proof. Assume the problem is feasible at time k and a re-
quest occurs at time k. The P&P MIP (25) ensures that all
Stage 1
Stage 2
Plug-in request?
NoYes
P&P MIP
Figure 2: Full controller flow: the solution at stage-1 is
used to define the terminal set at stage-2. When a new
deferrable load requests to plug-in, the MIP determines
the optimal plug-in time, the system is updated with the
new load and the controller executes stage-2 on the new
system.
constraints are satisfied during the transition time. Fur-
ther, it provides that the conditions in Lemma 1 are sat-
isfied for the modified network. Hence the overall proce-
dure maintains feasibility during transition and recursive
feasibility is ensured after the modification.
5 Numerical results
In this section we show simulation results on a 55 bus
Southern California Edison distribution network (see Fig.
3). This network was previously studied in [27]. We
model seven additional storage devices at nodes 2, 8, 10,
14, 21, 30, 41 (represented in green in Fig. 3). We as-
sume that the price of electricity is given and reflects the
requirements of the system operator. In this case study we
choose the time step ∆t = 0.5h, the stage-2 MPC time
horizon N∆T =5h and the stage-1 time horizon
Nr
∆T =48h.
In this section, we illustrate the controller signal for a pe-
riod of 30h in order to show daytime and nigh-time load
schedules.
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Figure 3: 55 bus feeder. Additional battery banks are in-
dicated in green (capacitors are not represented here).
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Figure 4: Power and SOC of three different Shapeable
Loads in the network. Green vertical lines show when the
load requests to plug in and plug out.
5.1 Load scheduling
Tables 2 and 3 show plug-in requests from shapeable
loads and deferrable loads in the network. Table 2 shows
the 14 shapeable requests, their request time and corre-
sponding bus number. As mentioned in Section 4.1, sha-
peable loads plug-in as soon as they requests it, can be
zero-power during a certain time and fully charge before
their desired plug-out time kout. Figure 4 shows three
shapeable loads and how they charge as a function of the
electricity price. The vertical green lines show the con-
nected period: the first green line is the request time, the
second green line is kout, i.e. the time between the two
lines is the only time when the load is plugged-in. Fig-
ure 4a shows that loads draw power only when they are
plugged-in and Fig. 4b shows that they reach their desired
SOC before kout. In these three examples, the loads tend
to charge when the price of electricity is cheaper. In par-
ticular, the load at bus 4 avoids the evening peak time (be-
tween 5pm and 9pm), and charges during the night time
(between 10pm and 6am).
Shapeable loads have the flexibility to adapt their power
signal to the conditions and constraints of the network.
In particular, when a deferrable load requests to plug-in,
shapeable loads can adapt their response to the new con-
straints to allow the new deferrable load to plug-in, with-
out violating the network constraints. Figure 5 shows the
response of one shapeable load at three consecutive time
steps: 16h, 16h30 and 17h. The response evolves across
time and changes when deferrable loads request to plug-
in. In particular the power ramps down at 17h when three
new requests occur. This allows the network to adapt to
these new loads, and the three requests are all immedi-
ately accepted. Table 3 shows that only two deferrable
loads need to be deferred in this case: one load at time 11h
and bus 28 and one load at time 11h and bus 19. Figure 6
shows that one deferrablein the evening load is delayed at
11h. During the transition phase (11h-11h30), shapeable
loads adapt their signal to enable safe connection of the
deferrable load at 11h30.
5.2 Network constraints
In this section, we illustrate the network constraints,
namely voltage constraints and battery banks constraints.
Figure 7 shows the voltage at each bus and time step. It
Table 2: Description of Shapeable Loads in the System
Shapeable Loads
Time (h) Nb of Requests Bus number
1 2 6, 9
8 2 5, 19
11 1 15
12 1 25
13 2 4, 31
15 2 19, 19
16 2 15, 15
16.5 2 25, 15
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Figure 5: Evolution of one shapeable load to adapt to plug-in requests from deferrable loads. Three requests occur at
17h, forcing the shapeable load to lower its power and adapt to the new system.
Table 3: Description of Defferable Loads in the System
Deferrable Loads
Time (h) Nb of
Requests
Nb of De-
ferred Re-
quests
Bus num-
ber
Plug-in
Time
4 1 0 8 4
6 1 0 33 6
10 5 0 4, 5, 5, 16,
17
10, 10, 10,
10, 10
11 1 1 28 11.5
12 2 1 19, 38 14.5, 12
17 3 0 8, 20, 22 17, 17, 17
18 1 0 12 18
18.5 2 0 5, 22 18.5, 18.5
19.5 1 0 12 19.5
Time (h)
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1
Figure 7: Voltage at each mode of the network
shows that voltage remains between the bounds 0.95 and
1 at all times.
Figure 8 shows the power and SOC at the seven battery
banks and Fig. 9 shows the aggregated real power over
time. Figure 8a shows that batteries tend to highly dis-
charge, i.e. have high negative power, around 10h, 15h
and 20h. Figure 9 shows that these are times when the
network is highly loaded, i.e. a lot of shapeable loads and
deferrable loads are connected and fixed loads are high.
Storage devices are used to supply additional power in
case of load peaks. Note that we impose the minimum
SOC, ebatlow = 0.12 however the SOC never goes below
0.3. This limit is due to the terminal constraints (15c) in
stage-1 of the problem: the initial SOC has to be recover-
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Figure 6: Evolution of loads: one deferrable load requests to plug-in at 11h and is delayed to connect at 11h30. During
the transition phase (11h-11h30), shapeable loads adapt their signal to enable safe connection of the deferrable load.
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able at the final time Nh = 48h.
5.3 Peak reduction impact
In this section we illustrate peak reduction impact of the
controller. Figure 10 shows the aggregate load in the net-
work in three cases: a) in the uncontrolled case, b) when
Time (h)
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.u.
)
-3
-2
-1
0
1
2
3
Supplied and consumed real power though the controlled network 
Fixed Loads
Deferrable Loads
Shapeable Loads
Batteries
Generation
Figure 9: Real power across the different devices of the
networks
the controller is applied to the network with deferrable
and shapeable loads and c) when the controller is applied
to the network without deferrable loads. In the uncon-
trolled case, every load plugs in as soon as it requests it.
The total peak in the uncontrolled case (Fig. 10a) is
3.5 p.u. whereas the total peak in the controlled case (Fig
10b) is 2 p.u, providing 40% reduction of the daily load
peak. In the uncontrolled case, a lot of additional loads
plug-in during the peak time (between 3pm and 9pm) and
immediately charge. On the contrary, in the controlled
12
case, shapeable loads are delayed to the night time, which
results in a smoother load curve.
The difference between Fig. 10b and Fig. 10c illus-
trates how shapeable loads’ schedules change when de-
ferrable loads are connected to the network. Fig 10b
shows that shapeable loads adapt their load profile to en-
able connection of deferrable loads: in Fig 10b shapeable
power tends to be delayed to the night time, in order to
allow connection of deferrable loads in the evening (6pm-
9pm).
6 Conclusion
In this paper, we have proposed a predictive controller
that is capable of handling P&P requests of flexible and
deferrable loads. First, an MPC approach for minimiz-
ing the global cost of the system was used to aggregate
flexible loads and provide load shaping objectives under
distribution grid constraints. Second, we have proposed
a MIP that safely connects loads and minimizes waiting
times. We proved that our algorithm achieves recursive
feasibility, by appropriately defining the connection con-
ditions and the terminal constraint set. The performance
of the proposed method was demonstrated for the control
of a radial distribution system with 55 buses.
APPENDIX
Assume that the problem is feasible at
time k, with the optimal control sequence
U∗(k) = {u∗(k), u∗(k + 1), ..., u∗(k +N − 1)}
and the predicted state trajectory X∗(k) =
{x∗(k + 1), ..., x∗(k +N − 1), x∗(k +N)}. Then, at
time k+1, we show that the control sequenceU∗(k+1) =
{u∗(k + 1), u∗(k + 2), ..., u∗(k +N − 1), v(k +N)} is
feasible where v(k +N) is defined by Equations (21),
(22), (23). The state trajectory at time k+1 isX∗(k+1) =
{x∗(k + 2), ..., x∗(k +N), x(k +N + 1)}, where
x(k +N + 1) is derived in the next sections. With the
notations in Section 2.5:
x∗(k +N) =
[
x1(k +N), x2(k +N)
]T
=
[
(eshp1 , . . . , e
shp
Mshp
), (ebat1 . . . , e
bat
n )
]T
(N)
x(k+N+1) =
[
x1(k+N+1), x2(k+N+1)
]T
v(k +N) =
[
qg(k +N) ushp(k +N) pbat(k +N)
]T
And v(k +N) is defined by the following control values:
cshpj (k+N)=
eshpdes,j − eshpj (k +N)
(koutj − (k +N))η∆T
1(k+N)<koutj
j ∈ {1, ...,Mshp}
qi(k+N)=qˆi(k+N) i ∈ {1, ..., n}
pbati (k+N)=[pˆi
bat(k+N)- pdefi (k+N)- p
shp
i (k+N)]
In the remainder of this section, we derive x(k +N + 1)
and prove that the solution is feasible.
6.1 Shapeable loads state of charge
Let consider j ∈ {1, ...,Mshp}:
eshpj (k +N + 1) = e
shp
j (k +N) + η∆Tc
shp
j (k +N)
= eshpj (k +N)
+ η∆T
eshpdes,j − eshpj (k +N)
(koutj − (k +N))η∆T
1(k+N)≤koutj
At time k +N :
eshpj (k +N) ≥ eshpdes,j - max(0, η∆T (koutj - (k +N)cshpmax,j)
eshpj (k +N) ≥ eshpmin,j
Thus, we obtain the following condition at time k+N+1,
which ensures recursive feasibility of the terminal con-
straint for shapeable loads eshpj :
eshpj (k +N + 1) ≥ eshpj (k +N) ≥ eshpmin,j (27)
If N < koutj
eshpdes,j − eshpj (k +N + 1)
= eshpdes,j − (eshpj (k +N) +
eshpdes,j − eshpj (k +N)
(koutj − (k +N))
=
(
eshpdes,j − eshpj (k +N)
)
(1− 1
koutj − k −N
)
≤ η∆T (kout − k −N)cshpmax,j
koutj − (k +N + 1)
kout −N
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≤ η∆T
(
kout − (k +N + 1)
)
cshpmax,j (28)
Moreover:
eshpdes,j − eshpj (k+N + 1) ≥ 0 since koutj − (k +N) ≥ 1
If N ≥ kout
eshpj (k +N + 1) = e
shp
j (k +N) ≥ eshpdes,j (29)
≤ eshpdes,j (30)
6.2 Network constraints
Consider a node i ∈ {1, ..., n}. Equations (22), (23) give:{
qi(k +N) = qˆi(k +N)
pbati (k +N) = [pˆi
bat- pdefi - p
shp
i ](k +N)
Equation (7a) gives:
Pij(k +N) = [p
l
j + pˆj
bat + rij lij ](k +N)
+
∑
m:(j,m)∈L
Pjm(k +N)
Equation (7b), (7c) and (8) give:
Qij(k +N) = [q
l
j − qˆgj + xij lij ](k +N)
+
∑
k:(j,m)∈L
Qjm(k +N)
νj(k +N) = νi(k +N) + (r
2
ij + x
2
ij)lij
− 2(rijPij(k +N) + xijQij)
lij(k +N) ≥
P 2ij(k +N) +Q
2
ij(k +N)
νi(k +N)
This is the system of power flow equations for (p, q) =
(pˆ, qˆ). Thus it is feasible and the voltage bounds are sat-
isfied:
νmin ≤ ν(k +N) ≤ νmax
6.3 Battery banks
The power constraint and terminal constraint for the SOC
of battery banks must be satisfied. By induction, we show
that ∀l ∈ [k +N, koutmax]:
ebati (l) = eˆ
bat
i (l) +
koutmax∑
m=l
∆T [pdefi + p˜
shp
i ](m) (31)
By definition of the terminal set, this is true at time
k+N . Now, suppose it is true at time l ∈ [k+N, koutmax],
then:
ebati (l + 1) = e
bat
i (l) + ∆Tp
bat
i (l)
= ebati (l) + ∆T [pˆi
bat(l)- pdefi (l)- p˜
shp
i (l)]
= eˆbati (l) +
koutmax∑
m=l
∆T [pdefi (m) + p˜
shp
i (m)]
+ ∆T [pˆi
bat(l)- pdef (l)- p˜shp(l)]
= eˆbati (l + 1) +
koutmax∑
m=l+1
∆T [pdefi (m) + p˜
shp
i (m)]
This is Eq. (31) at time l + 1, proving that (31) holds by
induction. Now, Eq. (31) at time k +N + 1 gives:
ebati (k +N + 1) = eˆ
bat
i (k +N + 1)
+
koutmax∑
l=k+N+1
∆T [pdefi (l) + p˜
shp
i (l)]
Thus ebati (k + N + 1) ≥ eˆbati (k + N + 1) ≥ ebati,min
and Assumption (19) gives ebati (k + N + 1) ≤ ebati,max.
Moreover,
pbati (k +N) = [pˆi
bat(k+ N)- pdefi (k+ N)- p
shp
i (k+ N)]
≤ pbati (k +N) ≤ pbati,max
and condition (20) gives pbati (k +N) ≥ pbati,min.
This concludes the proof of recursive feasibility.
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Figure 10: Cumulative real power in the network for a)
the controlled system without deferrable loads, b) the con-
trolled system with deferrable loads, c) the uncontrolled
system with deferrable loads
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