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The approach to quantum mechanics via its natural phase-space
geometry initiated by Kibble oers insights into many enigmatic
aspects of the theory: linear superposition of states, Schro¨dinger
evolution, quantum entanglement, quantum probability laws, un-
certainty relations, geometric phases, and the collapse of the wave
function.
The line of investigation which we refer to as ‘Geometric Quantum Mechanics’ originated
over two decades ago in the work of Tom Kibble, who showed how quantum theory could
be formulated in the language of Hamiltonian phase-space dynamics. [1]
This was a remarkable development inasmuch as previously it was generally acknowl-
edged by physicists that it was classical mechanics that had a natural Hamiltonian phase-
space structure, to which one had to apply a suitable quantisation procedure to produce
quite a dierent kind of structure, namely, the complex Hilbert space of quantum mechanics
together with a family of linear operators, corresponding to physical observables. [2] Geo-
metric quantum mechanics, however, is not concerned with the quantisation procedure, as
such, but simply accepts quantum theory as given. Indeed, from a modern perspective the
current of ideas flows in reverse, and a major objective is to understand how the classical
world emerges from quantum theory. [3] Present thinking on these issues is based on a special
relationship between classical and quantum mechanics distinct from the quantisation idea,
namely, that quantum theory possesses an intrinsic mathematical structure equivalent to
that of Hamiltonian phase-space dynamics, only the underlying phase-space is not that of
classical mechanics, but rather the quantum mechanical state space itself, i.e., what we call
the ‘space of pure states’.
Following the original observations of Kibble, many authors [4;5] have subsequently con-
tributed to the development of geometric quantum mechanics, an approach that not only
provides new insights into the workings of quantum mechanics, but also acts as a base from
which extensions of standard quantum theory can be developed, some of which we shall
touch upon briefly towards the end of this article.
Let us begin by reviewing how quantum mechanics is ordinarily formulated. A physical
system is represented by a wave function  (x; t), which for each time t belongs to a complex
Hilbert space H. We also require a set of linear operators on H, corresponding to observables.
The wave function characterises the ‘state’ of the system at time t. In the case of a single
particle of mass m moving in Euclidean 3-space under the influence of a potential (x), the










 (x; t) :
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Given an initial condition  (x; 0), the Schro¨dinger equation determines the development of
the state, in terms of which we can then calculate the expectation of any observable.
Physical properties of the system depend on the wave function only up to an overall
complex factor. For instance, suppose we consider an observation to determine whether
the particle lies in a region D in R3. We dene the linear operator 
D
, the characteristic
function for D, by the property 
D
 (x) =  (x) for x 2 D and 
D
 (x) = 0 for x =2 D.
Thus 
D
‘truncates’ the wave function outside D. In particular, 
D
has two eigenvalues, 1
and 0, corresponding to eigenfunctions concentrated on D and on the complement of D in
R3. The probability of an armative result for a measurement to determine whether the



















on R3 is independent of the phase and scale of  (x). In other words, the ‘state’ of the system
is not given by  (x) itself, but rather by an equivalence class modulo transformations of
the form  (x; t) ! ei(t) (x; t) for any complex time-dependent function (t). For this
reason, we say the state is given, at any time, by a ‘ray’ through the origin in H. The
space of such rays is called projective Hilbert space, denoted PH. All of the operations of
quantum mechanics can be referred to PH directly, without consideration of H itself. For
example, the Schro¨dinger equation is not invariant under a change of phase and scale for












 (y)r2 (x)−  (x)r2 (y)
]
+ [(x)− (y)] (x) (y)
is, in fact, invariant under such transformations. Had Schro¨dinger elected to present this
relation as his wave equation, none of the physical consequences would have diered.
Pure states
There is a beautiful geometry associated with PH which is so compelling in its richness
that, in our opinion, all physicists should become acquainted with it. The basic idea can
be sketched as follows. For simplicity we use an index notation for the Hilbert space H.
Instead of  (x) we write  , where the Greek index  labels components of the Hilbert-
space vector with respect to a basis. This notation serves equally well whether H is nite
or innite dimensional. [6] For the complex conjugate of   we write  . The ‘downstairs’
index reminds us that   is a ‘bra’ vector, i.e., it belongs to the dual of the vector space
to which   belongs. The usual inner product between   and   can be written   
,




 (x) (x)d3x, which in the Dirac bra-ket notation is h  j i. By use of the
index notation the Schro¨dinger equation can be represented in the compact form ih@ =@t =
2
H 
, where H is the Hamiltonian operator, and for the projective Schro¨dinger equation
we have ih [@ ]=@t =  [H]γ  
γ , where the skew brackets indicate antisymmetrisation.
A Hilbert space vector  can also represent ‘homogeneous coordinates’ for the corre-
sponding point in the projective Hilbert space PH. This is valid when we consider relations
homogeneous in , for which the scale is irrelevant. For example the complex conjugate 
of a ‘point’ in PH can be represented by the linear subspace of points   in PH satisfying
 
 = 0. The set of all such hyperplanes constitutes the dual space PH. The points
of PH correspond to hyperplanes in PH. Conversely, the points of PH correspond to



















FIG. 1. A pure quantum mechanical state corresponds to a ray through the origin O in complex
Hilbert space H. Such a ray is given by a Hilbert space vector , specied up to proportionality,
which can also be used as ‘homogeneous coordinates’ for a point in the projective Hilbert space
PH. The states   orthogonal to  constitute a projective hyperplane in PH, with the equation
  = 0. This hyperplane corresponds to a point  in the dual projective space PH.
Superposition of states
The join of two distinct points  and  in PH is a complex projective line, represented
by points in PH of the form   = A + B, where A and B are complex numbers, not
both zero. A neat way of characterising this line is the tensor L = []. Physically, L
represents the quantum mechanical superpositions of the states  and .
The simplest situation in which a probabilistic idea arises in quantum theory is also the
simplest situation in which the concept of the ‘distance’ between two states arises. The









Clearly,  is independent of the scale and phase of  and . This angle denes a distance
between the states  and  in PH. If the states coincide, then  = 0; for orthogonal states





































FIG. 2. The join of two states  and  in projective Hilbert space PH is a complex projec-
tive line CP 1: L = []. The points on L represent superpositions of  and . Such
a line is intrinsically a real 2-manifold with spherical topology. The conjugate hyperplanes 
and  intersect L at points ~ and ~ in PH. The angle  determined by the cross ratio
cos2(=2) =  =γ γ  induces a metrical geometry on S2, for which  is the usual angu-
lar distance, and ~ is antipodal to .
Suppose we set  = ds and  =  ,  =   + d . By use of the expression for the
transition probability, expanded to second order, we nd that the innitesimal distance ds
between two neighbouring states is
ds2 = 8
 [d ]  [d  ]
(  γ γ)2
;
an expression known to geometers as the Fubini-Study metric. [7] This shows how the notions
of probability and distance are interlinked, once quantum theory is formulated in a geometric
manner. The geodesic distance with respect to the Fubini-Study metric determines the
transition probability between two states. Indeed, the nontrivial metrical geometry of the
Fubini-Study manifold is responsible for many of the ‘peculiarities’ of the quantum world.
Spin measurements
The specication of a physical system implies further geometrical structure on the state
space. Consider, for example, the spin degrees of freedom of a nonrelativistic spin-1 particle,
represented by a symmetric spinor AB (A;B = 0; 1). The Hilbert space has three dimen-
sions, and we denote the corresponding projective Hilbert space CP 2. A symmetric spinor
has a natural decomposition AB = (AB), where A and A are called ‘principal spinors’,
and round brackets denote symmetrisation. There is a special conic C, corresponding to
degenerate spinors of the form AB =  A B for some repeated principal spinor  A. The
specication of C is sucient to induce this structure, since through any generic point in
CP 2 there are two lines tangent to C, and the corresponding tangent points determine the
principal spinors, up to scale, as shown in Figure 3.
The complex conjugate AB = (A B) of a general state corresponds to a complex projec-
tive line consisting of states of the form P AB +QA B. If we take the complex conjugate
of a state on C, the resulting line touches the conic at a point, which we call the conjugate
of the original point on C. For a state AB =  A B the conjugate line is of the form (A  B)
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FIG. 3. A symmetric spinor AB has three independent components which act as homo-
geneous coordinates for CP 2. The image of the map C : CP 1 ! CP 2, dened by
( A 2 CP 1) ! ( A B 2 CP 2) determines a curve C in CP 2. The tangent to C at the point
AB = AB in CP 2 consists of spinors of the form AB = (AB) for some A. The intersection
of the lines tangent to the points AB and AB is the point (AB). Conversely, once a conic
C is specied, a map C−1 is established from CP 2 to point-pairs in CP 1, called principal spinors.
The points on C map to degenerate point-pairs.[8]
Each choice of a point on C determines a spin axis. For any spin axis there are three
possible spin states, with eigenvalues 1;−1 and 0. The spin eigenstates are the points  A B
and  A  B on C, having eigenvalues 1 and −1, together with a third point  (A  B) obtained
by intersecting the lines tangent to C at the other two points, corresponding to eigenvalue




























FIG. 4. The state space of a spin 1 system has a conjugation relation that associates to each
point  A B on the special conic a conjugate point  A  B . The antipodal points  A and  A on
the corresponding 2-sphere select a direction in Euclidean 3-space. The three points  A B ,  A  B ,
and  (A  B) are eigenstates of the spin operator Sz associated with this axis. The corresponding
geodesic distances 1, −1, 0 to a generic state X 2 CP 2 determine the probabilities of the
measurement outcomes for Sz in for a particle in the state X.
When a spin measurement is made, the initial state corresponds to a generic point X in
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CP 2, and the measurement is dened by a spin axis. The state then ‘jumps’ from its initial
point to one of the three spin eigenstates associated with the choice of axis. Quantum theory
states nothing about the \mechanism" whereby this jump is achieved. We can, however,
compute the probabilities, and describe the result in geometrical terms. First we calculate
the distance from X to each of the three spin eigenstates, by use of the Fubini-Study metric.
This gives us three angles 1, −1, and 0. For each angle we compute P () = 12(1 + cos ),
which gives us the probability of transition to that particular state. It is not obvious that
the three probabilities computed in this way sum up to one, given any initial state in which
the measurement is performed, but they do: this is a ‘miracle’ of the Fubini-Study geometry.
Geometry of entanglement
Now consider a more elaborate set-up: the spin degrees of freedom of an entangled pair
of spin-1/2 particles. The generic two-particle state  AB for a pair of such particles (e.g.,
an electron and a positron) has a 4-dimensional Hilbert space, and the state space is CP 3.
There is a preferred point Z in CP 3, corresponding to total spin 0 ( AB =  [AB]). The
conjugate plane Z contains states of total spin 1 ( AB =  (AB)). We note that Z is endowed
with a conic C, each point of which denes a spin axis. There is also a special surface
Q 2 CP 3, given by the quadratic equation ACBD AB CD = 0, consisting of states of the
disentangled form  AB = AB, representing an embedding of the product of the state

































FIG. 5. The state space of an electron-positron system contains a point Z for total spin 0, and
a projective hyperplane Z for total spin 1. The disentangled states have indenite total spin, and
comprise a quadric Q ruled by two systems (electron and positron) of generators. Once a spin
axis is chosen, the join of Z with the state of total spin 1 and Sz = 0 intersects Q in a pair of
points, corresponding to the possible measurement outcomes of the spin of the electron relative to
the axis.
Suppose we start with a combined state of total spin 0 for the two particles, and we
measure the spin of the rst particle (say, the electron) relative to a choice of axis. This
will disentangle the two states, so the result lies on Q. The choice of axis and orientation
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determines a point and its conjugate on the conic C. The tangents to the conic at these points
intersect to form a third point o the quadric but in the plane of total spin 1, corresponding
to a state of eigenvalue 0 relative to the axis. We join that state to the starting state Z,
and the resulting line intersects Q at a pair of points, as shown in Figure 5.
The two disentangled states represent the possible measurement outcomes. The quadric
Q of disentanglement has two systems of generators, corresponding to the electron and
positron state spaces. Through each point of Q there is a unique ‘electron generator’ and
a unique ‘positron generator’. An electron generator represents a xed electron state, each
point on it corresponding to a possible positron state. The two points constituting the
possible outcomes of the spin measurement of the electron have the property that their
electron generators hit respectively the two chosen points on the conic that dene the spin
axis. The measurement result for which the electron generator hits the spin up state on the
conic is the ‘electron spin up and positron spin down’ outcome, whereas the other one is the
‘electron spin down and positron spin up’ outcome.
Schro¨dinger evolution
As the examples above indicate, the geometry of quantum mechanics is very rich, once
specic physical systems are brought into play, even when there are only a few degrees
of freedom. This picture can be further developed by consideration of the dynamics of a
quantum system, which can be pictured as a vector eld on the state manifold. Such a vector
eld generates a symmetry transformation of the Fubini-Study geometry, i.e., an action of
the projective unitary group. In the case of a nite, (n + 1)-dimensional Hilbert space,
the state space is CP n, which can be viewed as a real manifold Γ of dimension 2n, with
a symmetry group of dimension n(n + 2), generated by a family of n(n + 2) Killing vector
elds. A generic Killing eld on Γ has n + 1 xed points, corresponding to eigenstates of
the given Hamiltonian.
In the case of a 2-dimensional Hilbert space, the state space is CP 1, and the specication
of a Killing eld selects out a pair of polar points on S2, corresponding to energy eigenstates
E1 and E2. The relevant symmetry is then given by a rigid rotational flow about this axis,
the angular frequency being determined by Planck’s formula E2−E1 = h!. In the case of the
state space CP n, the n+1 xed points of a given Killing eld are linked by a gure consisting
of 1
2
n(n+ 1) spheres, for which the xed points act as polar points, in pairs. These spheres
rotate respectively with angular frequencies Ei − Ej = h!ij, where Ei (i = 1; 2;    ; n + 1)
labels the energy of ith eigenstate. The dynamical trajectories in Γ are determined by the
specication of the xed points, along with the associated angular frequencies. Even in
the case of a simple spin 1 system, the geometry of the state space is intricate, given by a
4-dimensional manifold containing three 2-spheres touching one another at the poles, and
spinning at three distinct frequencies. If the frequencies are not commensurate in the sense
of being rational multiples of each other, then the Killing orbits do not close except on the
three special spheres, and the generic dynamical trajectory, starting from some initial point
in the state space, is doomed to evolve to eternity without ever returning to its origin.
Quantum Hamiltonian dynamics
This line of argument can be taken further by studying the quantum trajectories on Γ
by use of dierential geometry. When viewed as a real manifold, the state space is endowed
with Riemannian structure, given by a symmetric metric gab, a symplectic structure, given






b = −ab. These structures are compatible in the sense that Ωab = gacJcb and raJ bc = 0,
where ra is the covariant derivative associated with gab. The compatibility of gab, Ωab, and
Jab makes Γ a Ka¨hler manifold.
[9] The fact that Γ is a symplectic manifold is signicant,
because such manifolds arise naturally as the phase spaces of classical Hamiltonian systems.
The additional ingredient required for the specication of the dynamics is a Hamiltonian
function H(x) on Γ. Then the general dynamical trajectories on Γ are given by
hΩabdx
b = 2raHdt :
The Schro¨dinger trajectories on Γ are given by a subclass of the general Hamiltonian tra-








Here,  (x) denote homogeneous coordinates for the corresponding point x in the projective
Hilbert space. Thus for a Schro¨dinger trajectory, H(x) is the expectation of the Hamiltonian
operator in the pure state to which the point x corresponds. In contrast with the situation
in classical mechanics, where the phase space often has an interpretation in terms of position
and momentum variables, in quantum mechanics the points in the phase space correspond
to pure quantum states.
Quantum observables are intimately related to the metrical geometry of Γ. The distin-
guishing feature of a quantum Hamiltonian function H(x) is that the associated symplectic
gradient flow a = dxa=dt is a Killing eld, i.e., r(ab) = 0. Indeed all Killing elds on Γ arise
in this way, i.e., through quantum observables. The Killing elds generate the symmetries
of the Fubini-Study metric gab.
Uncertainty relations
The metrical geometry of Γ also determines the statistical properties of observables. For
example, in the pure state x the squared uncertainty (variance) of an observable represented
by the function F (x) is (F )2 = gabF
aF b where F a is the unique gradient vector eld
satisfying gabF
b = raF . This leads to the following interpretation of quantum mechanical
uncertainty. We foliate Γ with surfaces given by level values of F (x). Through a given pure
state x there is a unique such surface, and the uncertainty F is the length of the gradient
vector to that surface at x. The observables F (x) and G(x) are incompatible if their Poisson
bracket [F;G] = ΩabF
aGb is nonvanishing. In that case the Heisenberg uncertainty relation
(F )2(G)2  1
4
j[F;G]j2
follows directly as a consequence of the geometric inequality
(gabF
aF b)(gabG




which holds for any vector elds F a and Ga on a Ka¨hler manifold. In the case of a pair of
canonically conjugate observables P (x) and Q(x) satisfying [P;Q] = 1, we can expand the
gradient to the surfaces of constant Q(x) in a suitable basis to obtain a series of generalised
Heisenberg relations, [10] an example of which is
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(4(P )− 32(P )2)2
6(P )2(P )− 4(P )2
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FIG. 6. Foliation of the phase space by surfaces of constant F (x). The quantum uncertainty
in the corresponding observable, in the pure state x, is given by the magnitude of the gradient of
F (x) at that point.
Geometric phases
An interesting interplay between the quantum dynamical trajectories and the uncertainty
relations was pointed out by Y. Aharonov and J. Anandan. [5] In particular, it follows from
the projective Schro¨dinger equation hΩabdx
b = 2raHdt and the expression for the line
element ds2 = gabdx
adxb that the ‘speed’ in the state space Γ along the dynamical trajectory
at the point x is given by hds=dt = 2H , where H is the energy uncertainty in the given
state. For example, in the case of a 2-state system with eigenstates at the poles of a 2-
sphere, the quantum evolution corresponds to a rigid rotation of the sphere, with constant
angular frequency, for which the speed is greatest at the equator, corresponding to states of
maximum uncertainty.
This result is related to properties of the geometric phase introduced by M. V. Berry and
subsequently applied in many situations. [11] Consider a closed path γ in the quantum phase
space. If γ is a standard dynamical trajectory, then it corresponds to a closed Killing orbit,
but we shall allow for the possibility of more general paths, e.g., as might be generated by
a time-dependent Hamiltonian operator. The geometric phase associated with such a cyclic





a ^ dxb ;
where  is any real 2-surface in Γ such that γ = @. Owing to the relation raΩbc = 0, the






























FIG. 7. The quantum evolution of a 2-state system corresponds to the rigid rotation of a 2-sphere
with angular frequency h! = E2 − E1. The speed of the trajectory is maximal at the equator.
The Hilbert space H is a bre bundle over Γ. Given a trajectory γ in Γ, we can form a
corresponding trajectory P−1[γ] in H called horizontal lift of γ. This is obtained by solving
the modied Schro¨dinger equation ih@ =@t = (H −E[H ] ) , where E[H ] is the expec-
tation of the Hamiltonian in the state  . Despite its nonlinearity, the modied Schro¨dinger
equation is physically natural inasmuch as its stationary states are energy eigenstates. The
horizontal lift is characterised by the condition that the tangent to P−1[γ] in H, given by
@ =@t, is orthogonal to the bre direction  , so  @ 
=@t = 0. In the case of a closed










FIG. 8. The Berry phase associated with a general cyclic evolution γ in the quantum phase
space Γ is given by the integral of the symplectic form Ωab over a 2-surface  spanning γ. This
integral measures the phase change that develops in the horizontal lift of γ to the corresponding
path P−1[γ] in the bundle H over PH.
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Mixed states
Phase space geometry sheds some interesting light on the role of probability in quantum
mechanics. There are at least two situations where probability distributions on the state
manifold Γ have to be considered. One is in the description of the statistical properties of
a measurement outcome; the other is in quantum statistical mechanics.
In both cases, the state of the system can be characterised by a probability density func-
tion (x) on Γ, in terms of which the expectation of any function F (x) on Γ can be written
E[F ] =
∫
Γ (x)F (x)dx. We think of F (x) as representing the expectation of the correspond-
ing observable, conditional on the pure state x. Then E[F ] is the unconditional expectation,
where we average over the pure states, weighting with the density (x). A pure state arises
if (x) is a -function concentrated on a point in Γ. For the unconditional variance of F (x)
in the state (x) we have V[F ] =
∫




Consider the example of a measurement where initially the system is in a pure state
X, and the observable has a nite number of eigenstates, as in the case of a spin 1 system
when we measure the spin along an axis. The result of this measurement is one of the three
spin eigenstates, and these arise with probabilities determined by the Fubini-Study distance.
Thus the density function (x) for the state of the system after a measurement is given by
a sum of three -functions, concentrated at the eigenstates, weighted by these probabilities.
In the case of a quantum observable, a further simplication emerges, since by virtue of











is the so-called density matrix associated with (x). For standard linear quantum mechanics
it suces to consider the density matrix alone, since all statistical quantities calculated with
(x) reduce to expressions involving  . Therefore, for certain purposes we can regard 


itself as representing the state of the system. However, one should bear in mind that unlike
(x), the density matrix  does not in general contain all the information of the system.
Quantum statistical mechanics is a fascinating conceptual domain, since, like the quan-
tum measurement problem, it involves the interface of microscopic and macroscopic physics.
There is also a profound relationship to fundamental issues in probability theory. Suppose we
consider a quantum system characterised by a state space Γ and a Hamiltonian functionH(x)
with discrete, possibly degenerate energy levels Ej (j = 1; 2;    ; N). Let us write j(x) for
a normalised -function on Γ concentrated on the pure state xj with energy Ej . Thus, xj is
the jth energy eigenstate. Then if the quantum system is in equilibrium with a heat-bath at





j exp(−Ej) is the partition function. This is the canonical distribution
of quantum statistical mechanics, characterised by a Gibbs distribution concentrated on
the energy eigenstates with Boltzmann weights exp(−Ej)=Z(). The standard canonical
density matrix associated with this distribution is  = exp(−H )=Z(), which is clearly
independent of the phase and scale of the underlying energy eigenvectors, and thus can be
regarded as belonging to the geometry of Γ.
Quantum theory and beyond
There is a kind of paradox at the heart of statistical mechanics, related to the fact that
there are many distinct probability distributions on Γ that give rise to the canonical density
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matrix. A natural question to ask, therefore, is whether there exists a ‘preferred’ density
function on Γ for the canonical ensemble. In the case of classical mechanics, the maximum
entropy argument ‘selects’ a preferred distribution. When applied to quantum mechanics,
this argument leads to a quantum canonical ensemble characterised by the distribution
(x) = exp(−H(x))= ∫Γ exp(−H(x))dx, rather than the system of weighted -functions
concentrated on energy eigenstates indicated earlier. [12] However, the maximum entropy
ensemble on Γ leads to a density matrix dierent from the canonical density matrix. This
apparent contradiction may ultimately be resolved by more rened experimental evidence.
One reason for the consideration of general probability distributions on Γ is that such
states are necessary for an account of the statistical properties of observables in nonlinear
quantum mechanical systems. These systems were given a very general characterisation
in terms of quantum phase space geometry by Kibble, [1] who observed that if we keep
the phase space Γ of quantum mechanics, along with the Fubini-Study metric and the
associated symplectic structure, but extend the category of observables to include general
functions on Γ, then the corresponding nonlinear Schro¨dinger dynamics can still be expressed
in Hamiltonian form, i.e., hΩabdx
b = 2raHdt. Here H(x) represents a general nonlinear
functional of the wave function, not necessarily given by the expectation of a linear operator.
A nice example of such a nonlinear evolution is given by the Newton-Schro¨dinger equa-
tion. Consider a self-gravitating quantum system, described by the Schro¨dinger equation in
R3 with a potential (x), as described earlier, where (x) is the gravitational potential due
to the probable mass distribution of the quantum system, given by the Poisson equation
r2(x) = 4mp(x);
where p(x) =  (x) (x)=
∫  (x) (x)d3x. Because the potential depends on  (x), the result-
ing Schro¨dinger equation is nonlinear.
The general features of nonlinear quantum mechanics have subsequently been studied by
many authors, [13] and it is both surprising and gratifying how naturally geometric quantum
mechanics can be adapted to a nonlinear regime. This suggests that the geometric approach
may eventually be useful in solving some of the key open problems in quantum theory, e.g.,
state reduction and a proper integration of the theory with gravitation. [14]
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