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Abstract
Many famous combinatorial numbers can be placed in the following generalized
triangular array [Tn,k]n,k≥0 satisfying the recurrence relation:
Tn,k = λ(a0n+a1k+a2)Tn−1,k+(b0n+b1k+b2)Tn−1,k−1+
d(da1 − b1)
λ
(n−k+1)Tn−1,k−2
with T0,0 = 1 and Tn,k = 0 unless 0 ≤ k ≤ n. For n ≥ 0, denote by Tn(q) its row-
generating functions. In this paper, we consider the x-Stieltjes moment property
and 3-x-log-convexity of (Tn(q))n≥0 and the linear transformation of Tn,k preserving
Stieltjes moment properties of sequences.
Using total positivity, we develop various criteria for x-Stieltjes moment property
and r-x-log-convexity based on a four-term recursive array and Jacobi continued
fraction expressions of generating functions. We apply our criteria to the x-Stieltjes
moment property and 3-x-log-convexity of Tn(q) after we get the Jacobi continued
fraction expression of
∑
n≥0 Tn(q)t
n. With the help of a criterion of Wang and Zhu
[Adv. in Appl. Math. (2016)], we show that the corresponding linear transformation
of Tn,k preserve Stieltjes moment properties of sequences. Finally, we present some
related famous examples including factorial numbers, Whitney numbers, Stirling
permutations, minimax trees and peak statistics.
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1 Introduction
1.1 Motivations
It is well-known that many classical combinatorial enumerations or combinatorial arrays
satisfy the certain recurrence relation. The following are some famous examples:
Example 1.1. (i)
(
n
k
)
=
(
n−1
k
)
+
(
n−1
k−1
)
, where
(
n
k
)
is the binomial coefficients;
(ii)
[
n
k
]
= (n− 1)
[
n− 1
k
]
+
[
n− 1
k − 1
]
, where
[
n
k
]
is the signless Stirling number
counting the number of permutations of n elements which are the product of k
disjoint cycles;
(iii)
{
n
k
}
= k
{
n− 1
k
}
+
{
n− 1
k − 1
}
, where
{
n
k
}
is the Stirling number of the
second kind enumerating the number of partitions of a set with n elements consisting
of k disjoint nonempty sets;
(iv)
〈
n
k
〉
= k
〈
n− 1
k
〉
+(n−k+1)
〈
n− 1
k − 1
〉
, where
〈
n
k
〉
is the classical Eulerian
number counting the number of permutations of n elements having k − 1 descents;
(v) Bn,k = (k+1)Bn−1,k+nBn−1,k−1+ (n− k+1)Bn−1,k−2, where Bn,k is the number
of symmetric tableaux of size 2n+1 with k+1 diagonal cells, see Aval, Boussicault,
and Nadeau [3];
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(vi) Tn,k = (k + 1)Tn−1,k + (n + 1)Tn−1,k−1 + (n − k + 1)Tn−1,k−2, where Tn,k is the
number of staircase tableaux of size n with k labels α or δ in the diagonal, see Aval,
Boussicault and Dasse-Hartaut [2].
These examples can be placed in a common framework. Let R (resp. R+, R≥) be the
set of all (resp., positive, nonnegative) real numbers. Let b1 ∈ R and {a0, a1, a2, b0, b2, d, λ} ⊆
R
≥. Define a generalized triangular array [Tn,k]n,k≥0 by the recurrence relation:
Tn,k = λ(a0n+ a1k+ a2)Tn−1,k+ (b0n+ b1k+ b2)Tn−1,k−1+
d(da1 − b1)
λ
(n− k+1)Tn−1,k−2
(1.1)
with T0,0 = 1 and Tn,k = 0 unless 0 ≤ k ≤ n. Also denote its row-generating function by
Tn(q) =
∑
k≥0 Tn,kq
k for n ≥ 0.
Many positivity properties of [Tn,k]n,k have been derived, for example, for d = 0, Kurtz
[22] for log-concavity of each row sequence, Wang and Yeh [37] for Po´lya Frequency prop-
erty of each row sequence, Liu and Wang [24] for the q-log-convexity of (Tn(q))n≥0, Chen
et al. [9] for the strong q-log-convexity of (Tn(q))n≥0 and Zhu [42] for linear transforma-
tions of Tn,k preserving the strong q-log-convexity. It has been proved that row-generating
functions Tn(q) for Stirling triangle of the second kind and Eulerian triangle forms a q-
Stieltjes moment sequence in q, respectively, see Wang and Zhu [38] for instance. For
d 6= 0, recently in [46], we proved for certain special case that (Tn(q))n≥0 is a q-Stieltjes
moment sequence.
The aim of this paper is to consider the q-Stieltjes moment property of (Tn(q))n≥0 for
the general case. In addition, in view of (1.1), clearly, all elements Tn,k are polynomials
in the eight parameters a0, a1, a2, b0, b1, b2, d and λ, and Tn(q) can be regarded as a
polynomial in ninr indeterminates a0, a1, a2, b0, b1, b2, d, λ and q. It is natural to consider
the following multi-variable question.
Question 1.2. Assume that the array [Tn,k]n,k is defined in (1.1). When is (Tn(q))n≥0 a
x-Stieltjes moment sequence with x = (a0, a1, a2, b0, b1, b2, d, λ, q) ?
In order to answer to Question 1.2, our main tool is to use continued fraction expres-
sions in Sections 2 and 3. For the array [Tn,k]n,k in (1.1) without the term Tn−1,k−2, we
prove the next result.
Theorem 1.3. Let {a0, a1, a2, b0, b1, b2} ⊆ R. If a triangle [Tn,k]n,k satisfies any of the
following:
(i) Tn,k = [a0(n− 1) + a2]Tn−1,k + [b0(n− 1) + b2]Tn−1,k−1;
(ii) Tn,k = [a0(b0+ b1)(n− 1)+ a0b1k+ a0b2]Tn−1,k + [b0(n− 1)+ b1(k− 1)+ b2]Tn−1,k−1;
(iii) Tn,k = (a1k + a2)Tn−1,k + [b1(k − 1) + b2]Tn−1,k−1;
(iv) Tn,k = [a0(n− k − 1) + a2]Tn−1,k + [b0(n− k) + b2]Tn−1,k−1;
(v) Tn,k = (a1k + a2)Tn−1,k + (b0n− b0k + b2)Tn−1,k−1 for 0 ∈ {a2, b2, a1 − a2, b0 − b2};
(vi) Tn,k = b0
(
n− 2k + 2a2−a1
a1
)
Tn−1,k + [a1 (n− k) + a2]Tn−1,k−1;
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(vii) Tn,k = (a1 k + a2)Tn−1,k + b0
(
2k − n+ 2a2−a1
a1
)
Tn−1,k−1,
where T0,0 = 1 and Tn,k = 0 unless 0 ≤ k ≤ n in (i-v), 0 ≤ k ≤
n−1
2
+ a2
a1
in (vi) and
n+1
2
− a2
a1
≤ k ≤ n in (vii), respectively, then (Tn(q))n≥0 is a x-Stieltjes moment and
3-x-log-convex sequence with x = (a0, a1, a2, b0, b1, b2, q).
Note that the next relationship was proved in [47].
Theorem 1.4. Let [Tn,k]n,k≥0 be defined in (1.1). Then there exists an array [An,k]n,k≥0
satisfying the recurrence relation
An,k = (a0n+ a1k + a2)An−1,k + [[b0 + d(a1 − a0)]n + (b1 − 2da1)k + b2 + d(a1 − a2)]An−1,k−1
with A0,0 = 1 and An,k = 0 unless 0 ≤ k ≤ n such that their row-generating functions
satisfy
Tn(q) = (λ+ dq)
nAn(
q
λ+ dq
) (1.2)
for n ≥ 0.
Thus, for the array [Tn,k]n,k in (1.1) with the term Tn,k−2, we can get the corresponding
results by Theorem 1.3 and Theorem 1.4. For instance, we list three concise cases as
follows.
Theorem 1.5. Let {a0, a1, a2, b0, b1, b2} ⊆ R. If a triangle [Tn,k]n,k satisfies any of the
following:
(i) Tn,k = λ(a1k + a2)Tn−1,k + [−da1n+ (b1 + 2da1)k + b2 − b1 − d(a1 − a2)]Tn−1,k−1 −
d(da1+b1)
λ
(n− k + 1)Tn−1,k−2;
(ii) Tn,k = λ(a0n−a0k+a2−a0)Tn−1,k+[(b0+2da0)(n−k)+ b2+ d(a0+a2)]Tn−1,k−1+
d(b0+da0)
λ
(n− k + 1)Tn−1,k−2;
(iii) 1 Tn,k = λ(a1k+ a2)Tn−1,k + [(b0− da1)n− (b0− 2da1)k+ b2− d(a1− a2)]Tn−1,k−1+
d(b0−da1)
λ
(n− k + 1)Tn−1,k−2,
where T0,0 = 1 and Tn,k = 0 unless 0 ≤ k ≤ n, then (Tn(q))n≥0 is a x-Stieltjes moment
and 3-x-log-convex sequence with x = (a0, a1, a2, b0, b1, b2, d, λ, q).
Let M = [Mn,k]n,k≥0 be an infinite matrix. For n ≥ 0, define the M-convolution
zn =
n∑
k=0
Mnkxkyn−k. (1.3)
We say that (1.3) preserves the Stieltjes moment property: if both (xn)n≥0 and (yn)n≥0
are Stieltjes moment sequences, then so is (zn)n≥0.
1This case was also proved in [46]. We will give a different proof.
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Using positive definiteness of the quadratic form, Po´lya and Szego¨ [30, Part VII,
Theorem 42] proved that the binomial convolution
zn =
n∑
k=0
(
n
k
)
xkyn−k
preserves the Stieltjes moment property for real numbers. Recently, more and more
triangular convolutions preserving the Stieltjes moment property for real numbers, see
Wang and Zhu [38] and Zhu [46]. In addition, the next generalized result was proved.
Lemma 1.6. [38] Let Mn(q) =
∑n
k=0Mn,kq
k be the nth row generating function of a
matrix A. Assume that (Mn(q))n≥0 is a Stieltjes moment sequence for any fixed q ≥ 0.
Then the M-convolution (1.3) preserves the Stieltjes moment property for real numbers.
Combining Theorems 1.3 and 1.5 and Lemma 1.6, we immediately have the next result.
Theorem 1.7. Let {a0, a1, a2, b0, b1, b2, d} ⊆ R
≥ and λ > 0. If the triangular array
[Tn,k]n,k satisfies any recurrence relation in Theorem 1.3 and Theorem 1.5, then its triangle-
convolution
zn =
n∑
k=0
Tn,kxkyn−k, n = 0, 1, 2, . . .
preserves the Stieltjes moment property for real numbers.
For the row-generating function Tn(q) of [Tn,k]n,k, we also give a result for the x-Stieltjes
moment property when Tn(q) takes a fixed µ.
Theorem 1.8. Let {a0, a2, b0, b1, b2, µ} ⊆ R. If the array [Tn,k]n,k satisfies the recurrence
relation:
Tn,k = (a0n− µb1k + a2)Tn−1,k + (b0n+ b1k + b2)Tn−1,k−1,
where Tn,k = 0 unless 0 ≤ k ≤ n and T0,0 = 1, then (Tn(µ))n≥0 is a x-Stieltjes moment
sequence with x = (a0, a2, b0, b1, b2, µ).
Remark 1.9. Theorem 1.8 with b1 = 0 (resp. a0 = 0, µ = 1 and b0 = −b1) implies (i) of
Theorem 1.3 (resp. gives the row summation in (v) of Theorem 1.3).
1.2 Total positivity and Stieltjes moment sequences
Total positivity of matrices is an important and powerful concept that arises often in
various branches of mathematics, such as classical analysis [33], representation theory
[25, 32], network analysis [31], cluster algebras [4, 15], combinatorics [5, 16], positive
Grassmannians and integrable systems [21]. We refer reader to the monograph [20] for
more details about total positivity.
Let A = [an,k]n,k≥0 be a matrix of real numbers. It is called totally positive (TP for
short) if all its minors are nonnegative. It is called TPr if all minors of order k ≤ r are
nonnegative. For a sequence, the total positivity of its Hankel matrix plays an important
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role in different fields. Let us recall the definition. Given a sequence α = (ak)k≥0, define
its Hankel matrix H(α) by
H(α) = [ai+j]i,j≥0 =

a0 a1 a2 a3 · · ·
a1 a2 a3 a4
a2 a3 a4 a5
a3 a4 a5 a6
...
. . .
 .
We say that α is a Stieltjes moment (SM for short) sequence if it has the form
ak =
∫ +∞
0
xkdµ(x), (1.4)
where µ is a non-negative measure on [0,+∞) (see [29, Theorem 4.4] for instance). Stielt-
jes proved that α is a SM sequence if and only if the Stieltjes continued fraction expansion∑
n≥0
anz
n =
1
1−
α0z
1−
α1z
1− · · ·
with αi ≥ 0 for i ≥ 0. It is well known that α is a Stieltjes moment sequence if and only
if its Hankel matrix H(α) is TP. Stieltjes moment problem is one of classical moment
problems and arises naturally in many branches of mathematics [34, 39]. Indeed, SM
sequences are closely related to log-convexity of sequences. The sequence α is called log-
convex if ak−1ak+1 ≥ a
2
k for all k ≥ 1. Clearly, a sequence of positive numbers is log-convex
if and only if its Hankel matrix is TP2. As a result, SM property implies log-convexity.
In addition, many log-convex sequences in combinatorics have SM property. We refer
readers to Liu and Wang [24] and Zhu [40] for log-convexity and Wang and Zhu [38] and
Zhu[44, 45] for SM property.
In what follows concepts for log-convexity, SM property and total positivity will be
strengthened in a natural manner.
1.3 Definitions and notation
Let N+ denote the set of all positive integers and N = N+ ∪ {0}. Let x = (xi)i∈I is
a set of indeterminates. A matrix M with entries in R[x] is called x-totally positive
(x-TP for short) if all its minors are polynomials with nonnegative coefficients in the
indeterminates x and is called x-totally positive of order r (x-TPr for short)if all its
minors of order k ≤ r are polynomials with nonnegative coefficients in the indeterminates
x. A sequence (αn(x))n≥0 with values in R[x] is called a x-Stieltjes moment (x-SM
for short) sequence if its associated infinite Hankel matrix is x-totally positive. Denote
by f(x) ≥
x
0 all coefficients of the polynomial f(x) being nonnegative. It is called x-log-
convex (x-LCX for short) if
αn+1(x)αn−1(x)− αn(x)
2 ≥
x
0
6
for all n ∈ N+ and is called strongly x-log-convex (x-SLCX for short) if
αn+1(x)αm−1(x)− αn(x)αm(x) ≥x 0
for all n ≥ m ≥ 1. Clearly, a x-SM sequence is both x-SLCX and x-LCX. Define an
operator L by
L[αi(x)] := αi−1(x)αi+1(x)− αi(x)
2
for i ∈ N+. Then the x-log-convexity of (αi(x))i≥0 is equivalent to L[αi(x)] ≥x 0 for
all i ∈ N+. In general, we say that (αi(x))i≥0 is k-x-log-convex if the coefficients of
Lm[αi(x)] are nonnegative elements for all m ≤ k, where L
m = L(Lm−1). It is called
infinitely x-log-convex if (αi(x))i≥0 is k-x-log-convex for every k ∈ N.
If x is a valuable q, then they reduce to q-LCX [24], q-SLCX [8, 9, 40, 41, 42] and
q-SM [38, 44, 47], respectively.
For brevity, let SCF[α2i(x), α2i+1(x); z]i≥0 denote the Stieltjes continued fraction ex-
pansion
1
1−
α0(x)z
1−
α1(x)z
1− · · ·
.
The Stieltjes continued fraction expansion is closely related to the Jacobi continued frac-
tion expansion, denoted by JCF[si(x), ri+1(x); z]i≥0,
1
1− s0(x)z −
r1(x)z
2
1− s1(x)z −
r2(x)z
2
1− · · ·
by the famous contraction formulae
1
1−
t1x
1−
t2x
1− . . .
=
1
1− t1x−
t1t2x
2
1− (t2 + t3)x−
t3t4x
2
1− (t4 + t5)x− . . .
(1.5)
= 1 +
t1x
1− (t1 + t2)x−
t2t3x
2
1− (t3 + t4)x−
t4t5x
2
1− . . .
. (1.6)
Thus we can write
SCF[α2n(x), α2n+1(x); z]n≥0 = JCF[α2n−1(x) + α2n(x), α2n(x)α2n+1(x); z]n≥0. (1.7)
We refer reader to the monograph [19] about continued fractions.
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2 Total positivity and continued fractions
In this section, we will present some criteria for total positivity from combinatorial arrays
and continued fraction expansions.
Theorem 2.1. Let {rn(x), sn(x), tn(x)} ⊆ R[x] for n ∈ N. Assume that an array [Dn,k]n,k
satisfies the recurrence relation:
Dn,k = rk−1(x)Dn−1,k−1 + sk(x)Dn−1,k + tk+1(x)Dn−1,k+1 (2.1)
with Dn,k = 0 unless 0 ≤ k ≤ n and D0,0 = 1. Then we have the following results.
(i) The ordinary generating function has the next Jacobi continued fraction expression
∞∑
n=0
Dn,0z
n =
1
1− s0(x)z −
r0(x)t1(x)z
2
1− s1(x)z −
r1(x)t2(x)z
2
1− s2(x)z − . . .
.
(ii) If the tridiagonal matrix
J(r(x), s(x), t(x)) =

s0(x) r0(x)
t1(x) s1(x) r1(x)
t2(x) s2(x) r2(x)
. . .
. . .
. . .

is x-TPr (resp., x-TP), then the Hankel matrix [Di+j,0]i,j≥0 is x-TPr (resp., x-TP).
(iii) If J(r(x), s(x), t(x)) is x-TPk+1 for 1 ≤ k ≤ 3, then (Dn,0)n≥0 is k-x-log-convex.
Proof. (i) Let hk(z) =
∑
n≥kDn,kz
n for k ≥ 0. It follows from the recurrence relation
(2.1), we have
h0(z) = 1 + s0zh0(z) + t1zh1(z),
hk(z) = rk−1zhk−1(z) + skzhk(z) + tk+1zhk+1(z)
for k ≥ 1, which imply
h0(z)
1
=
1
1− s0z − t1z
h1(z)
h0(z)
,
h1(z)
h0(z)
=
r0z
1− s1z − t2z
h2(z)
h1(z)
,
...
hk(z)
hk−1(z)
=
rk−1z
1− skz − tk+1z
hk+1(z)
hk(z)
.
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Thus we get
∞∑
n=0
Dn,0z
n = h0(z) =
1
1− s0z −
r0t1z
2
1− s1z −
r1t2z
2
1− s2z − . . .
.
(ii) Let α = (Dn,0)n≥0 and D = [Dn,k]n,k≥0. We will show the next fundamental
expression.
Claim 1. We have the fundamental formula
DVDT = H(α),
where
V =

V0
V1
V2
. . .

with V0 = 1, V1 = t1r
−1
0 , Vn = tn
∏n−1
i=1 tir
−1
i−1 for n ≥ 2.
Proof. In order to show DVDT = H(α), it suffices to prove that∑
k≥0
Dn,kDm,kVk = Dn+m,0 (2.2)
for any nonnegative integers n and m. It is obvious that∑
k≥0
Dn,kD0,kVk = D0,0Dn,0V0 = Dn,0.
Assume that the assertion is true for all i ≤ m− 1 and all n. Then∑
k≥0
Dn,kDm,kVk =
∑
k≥0
Dn,k [rk−1Dm−1,k−1 + skDm−1,k + tk+1Dm−1,k+1]Vk
=
∑
k≥0
Dm−1,k [rkVk+1Dn,k+1 + skVkDn,k + tkVk−1Dn,k−1]
=
∑
k≥0
Dm−1,k [tk+1Dn,k+1 + skDn,k + rk−1Dn,k−1]Vk
=
∑
k≥0
Dm−1,kDn+1,kVk
= Dn+m,0,
as desired.
For the triangular array [Dn,k]n,k, we can construct an associated triangular array
[D∗n,k]n,k as follows:
D∗n,k = D
∗
n−1,k−1 + skD
∗
n−1,k + rktk+1D
∗
n−1,k+1 (2.3)
9
with D∗n,k = 0 unless 0 ≤ k ≤ n and D
∗
0,0 = 1. Clearly, D
∗
n,0 = Dn,0 because its ordinary
generating function has the same Jacobi continued fraction expansion by (i). Let D∗
denote the matrix [D∗n,k]n,k≥0. By the above Claim 1, we immediately have
D∗V ∗(D∗)T = H(α), (2.4)
where
V ∗ =

V ∗0
V ∗1
V ∗2
. . .

with V ∗0 = 1, V
∗
1 = t1r0, V
∗
n = tn
∏n−1
i=1 tiri−1 for n ≥ 2.
Thus, applying the classical Cauchy-Binet formula to (2.4), in order to prove that
H(α) is x-TPr (resp., x-TP), it suffices to demonstrate that the matrix D
∗ is x-TPr
(resp., x-TP). This follows from the next two claims.
Claim 2. The matrix
J =

s0 r0
t1 s1 r1
t2 s2 r2
. . .
. . .
. . .

is x-TPr (resp., x-TP) in R[x] if and only if the matrix
J∗ =

s0 1
r0t1 s1 1
r1t2 s2 1
. . .
. . .
. . .

is x-TPr (resp., x-TP) in R[x].
Proof. It suffices to prove the corresponding result for their nth leading principal subma-
trices. That is the matrix
Jn =

s0 r0
t1 s1 r1
t2 s2 r2
. . .
. . .
. . .
tn sn

is x-TPr (resp., x-TP) in R[x] if and only if the matrix
J∗n =

s0 1
r0t1 s1 1
r1t2 s2 1
. . .
. . .
. . .
rn−1tn sn

10
is x-TPr (resp., x-TP) in R[x]. This follows by induction on n since det Jn = det J
∗
n from
the following identities
det Jn = sn det Jn−1 − rn−1tn det Jn−2,
det J∗n = sn det J
∗
n−1 − rn−1tn det J
∗
n−2.
Claim 3. If the matrix
J =

s0 r0
t1 s1 r1
t2 s2 r2
. . .
. . .
. . .

is x-TPr (resp., x-TP) in R[x], then so is the triangular matrix D
∗.
Proof. Let D∗ denote the matrix obtained from D∗ by deleting its first row. Also let D∗n
and D∗n denote the nth leading principal submatrices of D
∗ and D∗, respectively. In order
to prove that the triangular matrix D∗ is x-TPr (resp., x-TP), it suffices to prove that
D∗n is x-TPr (resp., x-TP). It follows from Claim 2 that J
∗
n is x-TPr (resp., x-TP). By
(2.3), we have D∗n = D
∗
nJ
∗
n. By induction on n, we immediately get that D
∗
n for n ∈ N is
x-TPr (resp., x-TP).
(iii) For brevity, we write Dn,0 for Dn. It follows from (ii) that the Hankel matrix
[Di+j ]i,j≥0 is x-TPr+1 for 1 ≤ r ≤ 3. We will use some identities (see [43] for instance):
L(Dk) =
∣∣∣∣ Dk−1 DkDk Dk+1
∣∣∣∣ ,
L2(Dk) = L(Dk−1)L(Dk+1)− [L(Dk)]
2
=
(
Dk+2Dk −D
2
k+1
) (
DkDk−2 −D
2
k−1
)
−
(
Dk+1Dk−1 −D
2
k
)2
= Dk
∣∣∣∣∣∣
Dk−2 Dk−1 Dk
Dk−1 Dk Dk+1
Dk Dk+1 Dk+2
∣∣∣∣∣∣ ,
L3(Dk) = L
2(Dk−1)L
2(Dk+1)−
[
L2(Dk)
]2
= (Dk+1Dk−1 −D
2
k)×D2k
∣∣∣∣∣∣∣∣
Dk−3 Dk−2 Dk−1 Dk
Dk−2 Dk−1 Dk Dk+1
Dk−1 Rk Dk+1 Dk+2
Dk Dk+1 Dk+2 Dk+3
∣∣∣∣∣∣∣∣+
∣∣∣∣∣∣
Dk−3 Dk−2 Dk−1
Dk−2 Dk−1 Dk
Dk−1 Dk Dk+1
∣∣∣∣∣∣
∣∣∣∣∣∣
Dk−1 Dk Dk+1
Dk Dk+1 Dk+2
Dk+1 Dk+2 Dk+3
∣∣∣∣∣∣
 .
Obviously, (Dn)n≥0 is strongly x-log-convex if [Di+j ]i,j≥0 is x-TP2. If [Di+j ]i,j≥0 is x-TPk+1
for k = 2, 3, then (Dn)n≥0 is k-x-log-convex. We complete the proof.
Remark 2.2. When rn = 1 for n ≥ 0, the array [Dn,k]n,k for real numbers was called
the recursive triangle by Aigner [1]. Aigner also gave a determinant method to get the
corresponding continued fraction and Flajolet [13] also presented a combinatorial inter-
pretation.
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Remark 2.3. The original idea for total positivity in Theorem 2.1 can be referred [40, 41].
Remark 2.4. Generally speaking, it is much easier to deal with total positivity of the
tridiagonal matrix J than that of J∗. In fact, under keeping the product of r and t, we
can choose different pairs of r and t.
Given a sequence (an)n≥0, its γ-binomial transformation is defined to be
a◦n =
n∑
k=0
(
n
k
)
akγ
n−k (2.5)
for n ≥ 0. For γ = 1, it reduces to the famous binomial transformation. More generally,
for an array [An,k]n,k, define its γ-binomial transformation [A
◦
n,k]n,k by
A◦n,k =
n∑
i=0
(
n
i
)
Ai,kγ
n−i. (2.6)
Proposition 2.5. Assume that [A◦n,k]n,k is the x-binomial transformation of [An,k]n,k.
(i) If [An,k]n,k is x-TPr in R[x], then so is [A
◦
n,k]n,k.
(ii) We have
A◦n(q) :=
∑
k≥0
A◦n,kq
k =
n∑
i=0
(
n
i
)
Ai(q)γ
n−i. (2.7)
(iii) If the array [An,k]n,k in R[x] satisfies the following recurrence relation:
An,k = rk−1(x)An−1,k−1 + sk(x)An−1,k + tk+1(x)An−1,k+1 (2.8)
with An,k = 0 unless 0 ≤ k ≤ n and A0,0 = 1, then [A
◦
n,k]n,k satisfies the following
recurrence relation:
A◦n,k = rk−1(x)A
◦
n−1,k−1 + (γ + sk(x))A
◦
n−1,k + tk+1(x)A
◦
n−1,k+1 (2.9)
with A◦n,k = 0 unless 0 ≤ k ≤ n and A
◦
0,0 = 1.
(iv) If (An,0)n≥0 is a x-Stieltjes moment sequence, then so is (A
◦
n,0)n≥0.
Proof. (i) Let (
n
k
)
γn−k = Bn,k(γ)
for n ≥ k ≥ 0. Clearly, [Bn,k(γ)]n,k≥0 is an array satisfying the recurrence relation
Bn,k(γ) = γBn−1,k(γ) +Bn−1,k−1(γ), (2.10)
with Bn,k(γ) = 0 unless 0 ≤ k ≤ n and B0,0(γ) = 1. Thus the x-binomial transformation
of [An,k]n,k is equivalent to the decomposition
[A◦n,k]n,k = [Bn,k(γ)]n,k[An,k]n,k. (2.11)
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Obviously, total positivity of the Pascal triangle implies that [Bn,k(γ)]n,k≥0 is γ-TP. Then
applying the classical Cauchy-Binet formula to (2.11), we immediately get (i).
(ii) Clearly, for n ≥ 0, we have
A◦n(q) =
n∑
i=0
A◦n,iq
i =
n∑
i=0
n∑
k=0
(
n
k
)
Ak,iγ
n−kqi =
n∑
k=0
(
n
k
)
Ak(q)γ
n−k.
(iii) We have
A◦n,k =
n∑
i=0
(
n
i
)
Ai,kγ
n−i =
n∑
i=0
Bn,i(γ)Ai,k =
n∑
i=0
[γBn−1,i(γ) +Bn−1,i−1(γ)]Ai,k
= xA◦n−1,k +
n∑
i≥1
Bn−1,i(γ)Ai+1,k
= rk−1(x)A
◦
n−1,k−1 + (γ + sk(x))A
◦
n−1,k + tk+1(x)A
◦
n−1,k+1.
It is obvious that initial conditions A◦n,k = 0 unless 0 ≤ k ≤ n and A
◦
0,0 = 1.
(iv) It follows from the decomposition (2.11) and Claim 1 in Theorem 2.1 (ii) that
[A◦i+j,0]i,j = [A
◦
n,k]n,kΛ[A
◦
n,k]
T
n,k
= [Bn,k(γ)]n,k[An,k]n,kΛ[An,k]
T
n,k[Bn,k(γ)]
T
n,k
= [Bn,k(γ)]n,k[Ai+j,0]i,j[Bn,k(γ)]
T
n,k.
Note that [Bn,k(γ)]n,k is γ-TP. Then, using the classical Cauchy-Binet formula, we im-
mediately deduce that [A◦i+j,0]i,j is x-TP when [Ai+j,0]i,j is x-TP. Thus, if (An,0)n≥0 is a
x-SM, then so is (A◦n,0)n≥0. This completes the proof.
3 Tridiagonal matrices and x-Stieltjes moment se-
quences
The total positivity of the tridiagonal matrix
J(r, s, t) =

s0 r0
t1 s1 r1
t2 s2 r2
. . .
. . .
. . .

plays an important role in Theorem 2.1. Thus, we will present some criteria for its total
positivity.
By the Laplace expansion, if each element of J(r, s, t) is nonnegative, then it is not
hard to get that the total positivity of J(r, s, t) is equivalent to that all submatrices with
the contiguous rows and the same columns are totally positive. The following positivity
result about perturbation for tridiagonal matrices is interesting and very important.
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Proposition 3.1. Assume for n ∈ N+ that {an, bn, cn, a
′
n, b
′
n, c
′
n, bn−b
′
n, cn−c
′
n} ⊆ R
≥0[x].
If the matrix 
a1 b1
c1 a2 b2
c2 a3
. . .
. . .
. . .

is TPr in R[x], then so is the tridiagonal matrix
a1 + a
′
1 b1 − b
′
1
c1 − c
′
1 a2 + a
′
2 b2 − b
′
2
c2 − c
′
2 a3 + a
′
3
. . .
. . .
. . .
 .
Proof. Assume that
Tn =

a1 + a
′
1 b1 − b
′
1
c1 − c
′
1 a2 + a
′
2 b2 − b
′
2
. . .
. . .
. . .
cn−2 − c
′
n−2 an−1 + a
′
n−1 bn−1 − b
′
n−1
cn−1 − c
′
n−1 an + a
′
n
 .
In order to prove that the tridiagonal matrix
a1 + a
′
1 b1 − b
′
1
c1 − c
′
1 a2 + a
′
2 b2 − b
′
2
c2 − c
′
2 a3 + a
′
3
. . .
. . .
. . .

is TPr, it suffices to prove that Tn is TPr for all n ≥ 1. In what follows we proceed by
induction on the number
|{i : a′i 6= 0}
⋃
{i : b′i 6= 0}
⋃
{i : c′i 6= 0}|.
Since the matrix 
a1 b1
c1 a2 b2
c2 a3
. . .
. . .
. . .

is TPr, its minors are nonnegative. Thus it is true for
|{i : a′i 6= 0}
⋃
{i : b′i 6= 0}
⋃
{i : c′i 6= 0}| = 0.
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Suppose that it holds for |{i : a′i 6= 0}
⋃
{i : b′i 6= 0}
⋃
{i : c′i 6= 0}| = k−1. Let us consider
the next step for |{i : a′i 6= 0}
⋃
{i : b′i 6= 0}
⋃
{i : c′i 6= 0}| = k. Without lose of generality,
denote the new positive element by a′m, b
′
m or c
′
m. If one minor of order ≤ r of Tn does
not contain the new element, then it is nonnegative by the inductive hypothesis. Thus
it suffices to prove the minors of order ≤ r containing the new element are nonnegative.
Then it suffices to consider submatrices with contiguous rows and the same column in the
following three cases.
Case 1. Assume that the new positive element is a′m. By dividing the row containing
am + a
′
m into two rows, we have
det

. . .
. . .
. . . am + a
′
m
. . .
. . .
. . .
. . .
 = det

. . .
. . .
. . . am
. . .
. . .
. . .
. . .
+ det

. . .
. . .
0 a′m 0
. . .
. . .
. . .

= M1 + a
′
mM2
≥
x
0
where both M1 and M2 are minors in the inductive hypothesis.
Case 2. Assume that the new positive element is b′m. By dividing the row containing
bm − b
′
m into two rows, we have
det

. . .
. . .
. . .
. . .
. . .
bm − b
′
m
. . .
. . .
. . .
. . .
 = det

. . .
. . .
. . .
. . .
. . .
bm
. . .
. . .
. . .
. . .
+ det

. . .
. . .
. . .
. . .
. . .
−b′m 0
. . .
. . .

= M1 + b
′
mM2
≥
x
0
where both M1 and M2 are minors in the inductive hypothesis.
Case 3. Assume that the new positive element is c′m, which is similar to the Case 2.
The proof is complete.
Remark 3.2. The result in Proposition 3.1 is very useful for proving the total positivity
of tridiagonal matrices because it transforms a totally positive matrix to more.
The next result was proved by Chen, Liang and Wang [6] using diagonally dominant
matrices. Now, we give a new unified proof by Proposition 3.1.
Proposition 3.3. Assume for n ∈ N that {rn, sn, tn} ⊆ R[x]. Then the matrix J(r, s, t)
is TP under any of the following conditions:
(i) s0 ≥x r0 and sn ≥x rn + tn for n ≥ 1;
(ii) s0 ≥x t1 and sn ≥x rn−1 + tn+1 for n ≥ 1;
(iii) s0 ≥x 1 and sn ≥x rn−1tn + 1 for n ≥ 1;
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(iv) s0 ≥x r0t1 and sn ≥x rntn+1 + 1 for n ≥ 1.
Proof. (i) By Claim 2 in the proof of Theorem 2.1 (ii), it suffices to prove that the matrix
J ′n =

s0 1
r0t1 s1 1
r1t2 s2 1
. . .
. . .
. . .
rn−1tn sn

is TP in R[x].
It follows from the decomposition
r0 1
t1r0 t1 + r1 1
t2r1 t2 + r2
. . .
. . .
. . .
 =

0 1
t1 1
t2
. . .
. . .


1
r0 1
r1 1
. . .
. . .

that 
r0 1
t1r0 t1 + r1 1
t2r1 t2 + r2
. . .
. . .
. . .

is TP since (rn)n≥0 and (tn)n≥1 are nonnegative in R. Thus
s0 1
r0t1 s1 1
r1t2 s2 1
. . .
. . .
. . .
rn−1tn sn

is TP by Proposition 3.1.
Similarly, (ii), (iii) and (iv) can respectively be proved by the next decompositions
t1 1
t1r0 t2 + r0 1
t2r1 t3 + r1
. . .
. . .
. . .
 =

1
r0 1
r1 1
. . .
. . .


t1 1
t2 1
t3
. . .
. . .
 ,

1 1
t1r0 t1r0 + 1 1
t2r1 t2r1+
.. .
. . .
. . .
 =

0 1
t1r0 1
t2r1
. . .
. . .


1
1 1
1 1
. . .
. . .
 ,

t1r0 1
t1r0 1 + t2r1 1
t2r1 1 + t3r2
. . .
. . .
. . .
 =

0 1
1 1
1
. . .
. . .


1
t1r0 1
t2r1 1
. . .
. . .
 .
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It follows from Theorem 2.1 and Proposition 3.3 (i) that we present a result for x-
Stieltjes moment sequence using Jacobi continued fractions as follows.
Theorem 3.4. Let {λn(x), µn(x), Tn(x)} ⊆ R[x] for n ∈ N and∑
n≥0
Tn(x)z
n = JCF[λn(x), µn+1(x); z]n≥0.
If there exists nonnegative coefficients polynomials αn(x) and βn(x) in R[x] such that
λn(x) = βn(x) + α2n(x) + α2n−1(x), µn+1(x) = α2n(x)α2n+1(x),
then Tn(x) form a x-SM and 3-x-LCX sequence for n ∈ N.
The following result will play an important role in the proof of Theorem 1.3.
Theorem 3.5. Assume∑
n≥0
Gn(a, b, c)t
n = 1 +
∑
n≥1
zn
n−1∏
k=0
a+ bk
1− c(k + 1)z
.
Then we have continued fraction expansions∑
n≥0
Gn(a, b, c)t
n = SCF[α2n, α2n+1; z]n≥0
= JCF[α2n + α2n−1, α2nα2n+1; z]n≥0,
where α2n(a) = a + nb and α2n+1(a) = (c + b)(1 + n) for n ≥ 0. In addition, Gn(a, b, c)
form a x-SM and 3-x-LCX sequence with x = (a, b, c) for n ∈ N.
Proof. By Theorem 3.4, it suffices to prove∑
n≥0
Gn(a, b, c)t
n = JCF[α2n + α2n−1, α2nα2n+1; z]n≥0
with α2n(a) = a+ nb and α2n+1(a) = (c+ b)(1 + n) for n ≥ 0.
Define the function
F (a, z) := 1 +
∑
n≥1
zn
n−1∏
k=0
a+ bk
1− c(k + 1)z
,
which implies
F (a, z) = 1 +
az
1− cz
F (a+ b,
z
1− cz
). (3.1)
Assume that
F (a, z) =
1
1− α0(a)z
1−
α1(a)z
1−
α2(a)z
1−...
.
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It follows from the contraction formula (1.5) that
F (a, z) =
1
1− α0(a)z −
α0(a)α1(a)z
2
1− (α1(a) + α2(a))z −
α2(a)α3(a)z
2
1− (α3(a) + α4(a))z − . . .
. (3.2)
Combining (3.1) and (3.2), we have
F (a, z) = 1 +
az
1− cz
F (a+ b,
z
1− cz
)
= 1 +
az
1− (c+ α0(a+ b))z −
α0(a+ b)α1(a+ b)z
2
1− (c+ α1(a + b) + α2(a+ b))z −
α2(a + b)α3(a + b)z
2
1− . . .
.
On the other hand, by the contraction formula (1.6), we also have
F (a, z) = 1 +
α0(a)z
1− (α0(a) + α1(a))z −
α1(a)α2(a)z
2
1− (α2(a) + α3(a))z −
α3(a)α4(a)z
2
1− (α4(a) + α5(a))z − . . .
.
Thus, we get equations
α0(a) = a
α0(a) + α1(a) = c + α0(a+ b)
α1(a)α2(a) = α0(a+ b)α1(a+ b)
α2(a) + α3(a) = c + α1(a+ b) + α2(a + b)
· · · .
Solve equations and we get α2n(a) = a+ nb and α2n+1(a) = (c+ b)(1 + n) for n ≥ 0.
4 Proof of Theorem 1.3
In this section, in order to apply previous results to prove Theorem 1.3, the key is to
obtain the continued fraction expansions for the generating function
∑
n≥0 Tn(q)t
n.
We first present an important relationship between two different arrays.
Lemma 4.1. Let {a0, a2, b0, b1, b2, λ} ⊆ R. Assume that an array [An,k]n,k≥0 satisfies the
recurrence relation:
An,k = (a0n− λb1k + a2)An−1,k + (b0n+ b1k + b2)An−1,k−1 (4.1)
with An,k = 0 unless 0 ≤ k ≤ n and A0,0 = 1. If a polynomial Bn(q) = An(q + λ), then
the coefficients array [Bn,k]n,k≥0 of Bn(q) satisfies the recurrence relation:
Bn,k = [(a0 + λb0)n + λb1k + a2 + λ(b1 + b2)]Bn−1,k + (b0n+ b1k + b2)Bn−1,k−1
with B0,0 = 1 and Bn,k = 0 unless 0 ≤ k ≤ n.
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Proof. By the recurrence relation (4.1), we have
An(q) = [a0n+ a2 + (b0n+ b1 + b2)q]An−1(q) + b1(−λ + q)qA
′
n−1(q).
Then using Bn(q) = An(q + λ), we get
Bn(q) = [(a0 + λb0)n + a2 + λ(b1 + b2) + (b0n + b1 + b2)q]Bn−1(q) + b1(λ+ q)qB
′
n−1(q)
for n ≥ 1. This implies that [Bn,k]n,k≥0 satisfies the recurrence relation:
Bn,k = [(a0 + λb0)n + λb1k + a2 + λ(b1 + b2)]Bn−1,k + (b0n+ b1k + b2)Bn−1,k−1
with Bn,k = 0 unless 0 ≤ k ≤ n and B0,0 = 1.
Remark 4.2. For an array [Tn,k]n,k, define its reciprocal triangle [T
∗
n,k]n,k by
T ∗n,k = Tn,n−k, 0 ≤ k ≤ n.
In addition, we have T ∗n(q) = q
nTn(
1
q
).
We present the proof of Theorem 1.3 as follows:
Proof. (i) From the recurrence relation in (i), we get
Tn(q) = (a0n+ a2 − a0)Tn−1(q) + (b0n + b2 − b0)qTn−1(q)
= [(a0n + a2 − a0) + (b0n+ b2 − b0)q]Tn−1(q)
=
n∏
k=1
[(a0 + b0q)k + a2 − a0 + (b2 − b0)q] (4.2)
for n ≥ 1. In Theorem 3.5, if we take
a = a2 + b2q and b = a0 + b0q, c = 0,
then we immediately have
∞∑
n=0
Tn(q)z
n = SCF[α2n, α2n+1; z]n≥0
= JCF[α2n−1 + α2n, α2nα2n+1; z]n≥0 (4.3)
and (Tn(q))n≥0 is a x-SM sequence with x = (a0, a2, b0, b2, q), where α2n = a2 + b2q +
n(a0 + b0q) and α2n+1 = (a0 + b0q)(1 + n).
(ii) First let us consider a degenerated array [An,k]n,k≥0 satisfying the recurrence rela-
tion
An,k = a0(n− k − 1)An−1,k + [b0(n− 1) + b1(k − 1) + b2]An−1,k−1
for n ≥ 1 with A0,0 = 1. It is easy to find An,k = 0 for n 6= k. Then by induction on n,
we immediately get for n ≥ 1 that
An,k = 0 for n 6= k,
An,n =
n−1∏
k=0
[b2 + (b0 + b1)k].
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Clearly, this triangle [An,k]n,k is degenerated to a diagonal sequence. So for n ≥ 1 the
generating function
An(q) = q
nAn,n = q
n
n−1∏
k=0
[b2 + (b0 + b1)k].
For array [Tn,k]n,k≥0 in (ii), by Lemma 4.1, we get
Tn(q) = An(q + a0)
for n ≥ 1. So
Tn(q) = (q + a0)
n
n∏
k=1
[b2 + (b0 + b1)k]
for n ≥ 1. It follows from Theorem 3.5 that∑
n≥0
Tn(q)z
n = SCF[α2n, α2n+1; z]n≥0
= JCF[α2n−1 + α2n, α2nα2n+1; z]n≥0
with α2n = (b2+ n(b0 + b1))(q+ a0) and α2n+1 = (b0+ b1q)(q+ a0)(1 + n), and (Tn(q))n≥0
is a x-SM sequence with x = (a0, b0, b1, b2, q).
(iii) By Proposition 2.5, [Tn,k]n,k≥0 can be looked as the a2-binomial transformation of
[T˜n,k]n,k≥0, where [T˜n,k]n,k≥0 satisfies the recurrence relation
T˜n,k = a1kT˜n−1,k + (b1k + b2 − b1)T˜n−1,k−1
for n ≥ 1 and T˜0,0 = 1. Let fk =
∑
n≥0 T˜n,kz
n for k ≥ 0 and F (z) =
∑
k≥0 fkq
k. By the
recurrence relation, we get
fk = a1kzfk + (b1k + b2 − b1)zfk−1,
which implies
fk =
k∏
i=1
(b1i+ b2 − b1)z
1− a1iz
for k ≥ 1. Thus, we have
F (z) = 1 +
b2qz
1− a1z
+
b2(b1 + b2)q
2z2
(1− a1z)(1− 2a1z)
+ · · ·
= 1 +
∑
k≥1
zk
k∏
i=1
(b1i+ b2 − b1)q
1− a1iz
.
It follows from Theorem 3.5 that
∞∑
n=0
T˜n(q)z
n = JCF[α2n−1 + α2n, α2nα2n+1; z]n≥0
= SCF[α2n, α2n+1; z]n≥0,
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where α2n = (nb1 + b2)q and α2n+1 = (n+ 1)(a1 + b1q) for n ≥ 0. In addition, (T˜n(q))n≥0
is a x-SM sequence. Thus by Proposition 2.5, we have
∞∑
n=0
Tn(q)z
n = JCF[a2 + α2n−1 + α2n, α2nα2n+1; z]n≥0, (4.4)
and (Tn(q))n≥0 is a x-SM sequence with x = (a1, a2, b1, b2, q).
(iv) Clearly, the array [Tn,k]n,k≥0 in (iv) is the reciprocal array of that in (iii). By (4.4),
we have
∞∑
n=0
Tn(q)z
n = JCF[b2q + α2n−1 + α2n, α2nα2n+1; z]n≥0, (4.5)
where α2n = na0+a2 and α2n+1 = (n+1)(a0+b0q) for n ≥ 0. By Theorem 3.4, (Tn(q))n≥0
is a x-SM sequence with x = (a0, a2, b0, b2, q)
(v) For the array [Tn,k]n,k, let Bn(q) = Tn(q +
a1
b0
). By Lemma 4.1, we have the
coefficient array [Bn,k]n,k≥0 of Bn(q) satisfying the recurrence relation
Bn,k =
[
a1n− a1k + a2 +
a1(b2 − b0)
b0
]
Bn−1,k + (b0n− b0k + b2)Bn−1,k−1
for n ≥ 1, which is a special case in (iv). It follows from the continued fraction expansion
in (4.5) that
∞∑
n=0
Tn(q)z
n =
∞∑
n=0
Bn(q −
a1
b0
)zn
= JCF[n(a1 + b0q) + a2 + b2q, (n + 1)(na1b0 + a2b0 + a1b2)q; z]n≥0 (4.6)
= SCF[na1 + a2, (n + 1)b0q; z]n≥0 for b2 = 0
= SCF[(nb0 + b2)q, (n + 1)a1; z]n≥0 for a2 = 0
= SCF[(n + 1)b0q, na1 + a1 + a2; z]n≥0 for b2 = b0
= SCF[(n + 1)a1q, (nb0 + b0 + b2); z]n≥0 for a2 = a1.
By Theorem 3.4, (Tn(q))n≥0 is a x-SM sequence with x = (a1, a2, b0, b2, q) for 0 ∈
{a2, b2, a1 − a2, b0 − b2}.
(vi) For the array [Tn,k]n,k in (vi), in what follows we will prove
∞∑
n=0
Tn(q)z
n = JCF[(a1n + a2)(q +
2b0
a1
),
b0(a1n + 2a2)(n + 1)(q +
2b0
a1
)
2
; z]n≥0, (4.7)
which immediately implies that (Tn(q))n≥0 is a x-SM sequence with x = (a1, a2, b0, q) by
taking sn = (a1n+a2)(q+
2b0
a1
), rn = (
na1
2
+a2)(q+
2b0
a1
) and tn = b0n for n ≥ 0 in Theorem
2.1 (ii) and Proposition 3.3 (i).
Let S∗n(q +
2b0
a1
) = Tn(q) and S
∗
n(q) =
∑
k≥0 S
∗
n,kq
k for n ≥ 0. Then for (4.7) it suffices
to prove
∞∑
n=0
S∗n(q)z
n = JCF[(a1n + a2)q,
b0(a1n + 2a2)(n + 1)q
2
; z]n≥0. (4.8)
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Moreover, by Lemma 4.1, the array [S∗n,k]n,k≥0 satisfies the recurrence relation:
S∗n,k = b0 (2k − n+ 1)S
∗
n−1,k + [a1 (n− k) + a2]S
∗
n−1,k−1 (4.9)
with S∗0,0 = 1 and S
∗
n,k = 0 unless
n−1
2
≤ k ≤ n. In view of its reciprocal array, for (4.8),
we will demonstrate
∞∑
n=0
Sn(q)z
n = JCF[a1n + a2,
b0(a1n + 2a2)(n + 1)q
2
; z]n≥0, (4.10)
where Sn(q) is the row-generating function of the reciprocal array [Sn,k]n,k≥0 satisfying
the recurrence relation:
Sn,k = (a1k + a2)Sn−1,k + b0(n− 2k + 1)Sn−1,k−1 (4.11)
with S0,0 = 1 and Sn,k = 0 unless 0 ≤ k ≤ (n+1)/2. It is not hard to get (4.10) from the
next claim and the continued fraction expression (4.6) in (v).
Claim 4. 2 For the array [Sn,k]n,k in (4.11), there exists an array [En,k]n,k satisfying the
recurrence relation:
En,k = (a1k + a2)En−1,k + [a1(n− k) + a2]En−1,k−1 (4.12)
with En,k = 0 unless 0 ≤ k ≤ n and E0,0 = 1 such that
En(x) = (1 + x)
nSn
(
2a1
b0
x
(1 + x)2
)
for n ≥ 1.
Proof. We will prove this result by in induction on n. Let 2a1
b0
= λ. It is obvious for n = 0.
For n = 1, E1(x) = a2 + a2x and S1(x) = a2. Therefore we have
E1(x) = (1 + x)S1
(
λx
(1 + x)2
)
.
In the following we assume n ≥ 2. By the inductive hypothesis, we have
E ′n−1(x) = (n− 1)(1 + x)
n−2Sn−1
(
λx
(1 + x)2
)
+
(1 + x)n−1λ(1− x)
(1 + x)3
S ′n−1
(
λx
(1 + x)2
)
.(4.13)
On the other hand, by the recurrence relations (4.11) and (4.12), we have
Sn(x) = [a2 + b0(n− 1)x]Sn−1(x) + x(a1 − 2b0x)S
′
n−1(x),
En(x) = [a2(x+ 1) + a1x(n− 1)]En−1(x) + a1x(1 − x)E
′
n−1(x).
2This result was proved in [47]. For convenience of reader, we cite its proof for the self-contained.
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Then we get
En(x) = [a2(x+ 1) + a1x(n− 1)](1 + x)
n−1Sn−1
(
λx
(1 + x)2
)
+ a1x(1− x)
×
[
(n− 1)(1 + x)n−2Sn−1
(
λx
(1 + x)2
)
+
(1 + x)n−1λ(1− x)
(1 + x)3
S ′n−1
(
λx
(1 + x)2
)]
= (1 + x)n
[
a2 +
a1(n− 1)x
1 + x
]
Sn−1
(
λx
(1 + x)2
)
+ a1x(1− x)(1 + x)
n
×
[
(n− 1)
(1 + x)2
Sn−1
(
λx
(1 + x)2
)
+
λ(1− x)
(1 + x)4
S ′n−1
(
λx
(1 + x)2
)]
= (1 + x)n
[
a2 + b0(n− 1)×
λx
(1 + x)2
]
Sn−1
(
λx
(1 + x)2
)
+ (1 + x)n ×
λx
(1 + x)2
×[
a1 − 2b0 ×
λx
(1 + x)2
]
× S ′n−1
(
λx
(1 + x)2
)
= (1 + x)nSn
(
λx
(1 + x)2
)
.
This proves the claim.
(vii) Obviously, the array in (vii) is the reciprocal array of that in (vi). By (4.7), we
have the Jacobi continued fraction expansion
∞∑
n=0
Tn(q)z
n = JCF[(a1n + a2)(1 +
2b0
a1
q),
b0(a1n + 2a2)(n + 1)(1 +
2b0q
a1
)q
2
; z]n≥0
and (Tn(q))n≥0 is a x-SM sequence with x = (a1, a2, b0, q).
The proof is complete.
5 Proof of Theorem 1.5
Proof. (i) By Theorem 1.4, there exists an array [An,k]n,k≥0 satisfying the recurrence
relation
An,k = (a1k + a2)An−1,k + [b1(k − 1) + b2]An−1,k−1 (5.1)
with A0,0 = 1 and An,k = 0 unless 0 ≤ k ≤ n such that their row-generating functions
satisfy
Tn(q) = (λ+ dq)
nAn(
q
λ+ dq
) (5.2)
for n ≥ 0. It follows from (4.4) that
∞∑
n=0
Tn(q)z
n = JCF[a2(λ+ dq) + α2n−1 + α2n, α2nα2n+1; z]n≥0, (5.3)
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where α2n = (nb1 + b2)q and α2n+1 = (n + 1)[(a1d + b1)q + λa1] for n ≥ 0. Thus by
Theorem 3.4, we get that (Tn(q))n≥0 is a x-SM sequence with x = (a1, a2, b1, b2, λ, q).
(ii) By Theorem 1.4, there exists an array [An,k]n,k≥0 satisfying the recurrence relation
An,k = (a0n− a0k − a0 + a2)An−1,k + [b0(n− k) + b2]An−1,k−1 (5.4)
with A0,0 = 1 and An,k = 0 unless 0 ≤ k ≤ n such that their row-generating functions
satisfy
Tn(q) = (λ+ dq)
nAn(
q
λ+ dq
) (5.5)
for n ≥ 0. It follows from (4.5) that
∞∑
n=0
Tn(q)z
n = JCF[b2q + α2n−1 + α2n, α2nα2n+1; z]n≥0, (5.6)
where α2n = (na0 + a2)(λ + dq) and α2n+1 = (n + 1)[(a0d + b0)q + λa0] for n ≥ 0. By
Theorem 3.4, (Tn(q))n≥0 is a x-SM sequence with x = (a0, a2, b0, b2, d, λ, q).
(iii) By Theorem 1.4, there exists an array [An,k]n,k≥0 satisfying the recurrence relation
An,k = (a1k + a2)An−1,k + [b0(n− k) + b2]An−1,k−1 (5.7)
with A0,0 = 1 and An,k = 0 unless 0 ≤ k ≤ n such that their row-generating functions
satisfy
Tn(q) = (λ+ dq)
nAn(
q
λ+ dq
) (5.8)
for n ≥ 0. It follows from (4.6) that
∞∑
n=0
Tn(q)z
n
= JCF[n(a1(λ+ dq) + b0q) + a2(λ+ dq) + b2q, (n + 1)(na1b0 + a2b0 + a1b2)q(λ + dq); z]n≥0
= SCF[(na1 + a2)(λ+ dq), (n + 1)b0q; z]n≥0 for b2 = 0
= SCF[(nb0 + b2)q, (n + 1)a1(λ+ dq); z]n≥0 for a2 = 0
= SCF[(n + 1)b0q, (na1 + a1 + a2)(λ+ dq); z]n≥0 for b2 = b0
= SCF[(n + 1)a1q, (nb0 + b0 + b2)(λ+ dq); z]n≥0 for a2 = a1.
Then by Theorem 3.4, (Tn(q))n≥0 is a x-SM sequence with x = (a1, a2, b0, b2, d, λ, q) for
0 ∈ {a2, b2, a1 − a2, b0 − b2}.
6 Proof of Theorem 1.8
Proof. It follows from the recurrence relation
Tn,k = (a0n− µb1k + a2)Tn−1,k + (b0n+ b1k + b2)Tn−1,k−1,
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that
Tn(q) = [a0n + a2 + q(b0n + b1 + b2)]Tn−1(q) + q(−µb1 + b1q)T
′
n−1(q).
As a result, we have
Tn(µ) =
n∏
k=1
[(a0 + µb0)k + a2 + µ(b1 + b2)]
for n ≥ 1. By Theorem 3.5, we immediately get∑
n≥0
Tn(µ)z
n = JCF[α2n + α2n−1, α2nα2n+1; z]n≥0
with α2n(a) = a0+ a2+ µ(b0+ b1+ b2) +n(a0 +µb0) and µ2n+1(a) = (a0 +µb0)(1+ n) for
n ≥ 0 and (Tn(µ))n≥0 is a x-SM sequence with x = (a0, a2, b0, b1, b2, µ).
7 Examples
In this section, we present some examples related to continued fractions.
Example 7.1 (Factorial numbers). By (4.3), if a0 = a2 = b0 = b2 = 1 and q = 1, then
we immediately have ∑
n≥0
n!zn = SCF[n + 1, n + 1; z]n≥0
and similarly also have∑
n≥0
(2n− 1)!!zn = SCF[1 + 2n, 2(1 + n); z]n≥0,
which were proved by Euler [12]. Thus the continued fraction expansion in (4.3) can
be looked at a generalization of above two results and the corresponding row-generating
function Tn(a0, a2, b0, b2, q) in (4.2) can be viewed as a five-valuable refinement of n! and
(2n− 1)!!.
Example 7.2 (Whitney numbers of the first kind). In [10], the r-Whitney numbers
of the first kind, denoted by wm,r(n, k), satisfy the recurrence relation
wm,r(n, k) = [(n− 1)m+ r]wm,r(n− 1, k) + wm,r(n− 1, k − 1)
with wm,r(0, 0) = 1. It reduces to the signless Stirling number of the first kind for
m = r = 1. Let the row-generating functions wn(m, r, q) =
∑
k≥0wm,r(n, k)q
k for n ≥ 0.
It follows from Theorem 1.3 (i) and (4.3) that we have∑
n≥0
wn(m, r, q)z
n = JCF[r + q + 2mn, (r + q + mn)m(n + 1); z]n≥0
= SCF[r + q + mn, n(n + 1); z]n≥0
and (wn(m, r, q))n≥0 is x-SM and 3-x-LCX sequence with x = (m, r, x). Thus by Theorem
1.3 (i), the corresponding row-generating function Tn(a0, a2, b0, b2, q) in (4.2) can be viewed
as a five-valuable refinement of wn(m, r, q).
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Example 7.3 (Stirling permutations). Gessel and Stanley [17] defined Stirling permu-
tations. A Stirling permutation of order n is a permutation of the multiset {12, 22, 32, . . . , n2}
such that every element between the two occurrences of i are greater than i for each i ∈ [n],
where [n] = {1, 2, . . . , n}. Denote by Qn the set of Stirling permutations of order n. For
σ = σ1σ2 . . . σ2n ∈ Qn, an index i ∈ [2n− 1] is an ascent plateau if σi−1 < σi = σi+1. Let
ap(σ) be the number of the ascent plateaus of σ. Let Nn,k = |{σ ∈ Qn : ap(σ) = k}. It is
known that the array [Nn,k]n,k≥0 satisfies the recurrence relation
Nn+1,k = 2kNn,k + (2n− 2k + 3)Nn,k−1 (7.1)
with initial conditions N1,1 = 1 and N1,k = 0 for k ≥ 2 or k ≤ 0, see [26]. Additionally,
it is also related to the perfect matching. A perfect matching of [2n] is a set partition
of [2n] with blocks (disjoint nonempty subsets) of size exactly 2. Let M2n be the set of
matchings of [2n], and let M ∈ M2n. Then Nn,k is also the number of perfect matchings
in M2n with the restriction that only k matching pairs have odd smaller entries, see [26].
For brevity, we let N0,0 = 1 and N0,k = 0 for k > 1 or k < 0. It is clear that [Nn,k]n,k≥0
satisfies the recurrence relation
Nn,k = 2kNn−1,k + (2n− 2k + 1)Nn−1,k−1 (7.2)
with initial conditions N0,0 = 1 and N0,k = 0 for k ≥ 1 or k < 0. Let Nn(q) =
∑
k≥0Nn,kq
k
for n ∈ N. By Theorem 1.3 (v) and (4.6), we have continued fraction expansions∑
n≥0
Nn(q)z
n = SCF[(2n + 1)q, 2(n + 1); z]n≥0
= JCF[(2n + 1)q + 2n, 2(n + 1)(2n + 1)q; z]n≥0,∑
n≥0
Nn+1(q)
q
zn = SCF[(2n + 3)q, 2(n + 1); z]n≥0
= JCF[(2n + 3)q + 2n, 2(n + 1)(2n + 3)q; z]n≥0
and (Nn(q))n≥0 is q-SM and 3-q-log-convex.
Example 7.4 (Minimax trees). LetMn,k denote the set of all trees with n vertices and
k leaves. Denote by hr(T ) the number of inner vertices of the second kind of a minimax
tree T . Denote by cr(T ) the number of inner vertices s of a minimax tree T which have
maximum label (it means that the label is maximum in the subtree T (s) of root s) so
that an increasing tree T is a tree satisfying cr(T ) = 0. Let −→mn,k(p, q) = mn+1,k+1(p, q),
where
mn,k(p, q) :=
∑
T∈Mn,k
phr(T )qcr(T )
for n, k ≥ 0 and −→m0,0(p, q) = 1. Then
−→mn,k(p, q) = (1 + p)(q + 1)(k + 1)
−→mn−1,k(p, q) + (n− 2k + 1)
−→mn−1,k−1(p, q) (7.3)
for 0 ≤ k ≤ (n+1)/2, see Foata and Han [14, Propositon 3.1]. Let Mn(x) =
∑
k≥0
−→mn,k(p, q)x
k.
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Then by (4.10), we have
∞∑
n=0
Mn(x)z
n = JCF[(1 + p)(q + 1)(n + 1),
(1 + p)(q + 1)(n + 2)(n + 1)x
2
; z]n≥0. (7.4)
It is easy to check that (Mn(x))n≥0 is not x-log-convex. But its reciprocal polynomial
M ∗n (x) has the following property by (vi) in Theorem 1.3.
Proposition 7.5. For n ≥ 0, M ∗n
(
x+ 2
(p+1)(q+1)
)
form a x-SM and 3-x-LCX sequence
with x = (x, p, q).
Example 7.6 (Peak Statistics). Let pk(pi) and lpk(pi) denote the numbers of interior
peaks and the numbers of left peaks of pi ∈ Sn, respectively. Let
Wn(q) =
∑
pi∈Sn
qpk(pi) =
∑
k≥0
Wn,kq
k,
W ln(q) =
∑
pi∈Sn
qlpk(pi) =
∑
k≥0
W ln,kq
k.
It is known that
Wn,k = (2k + 2)Wn−1,k + (n− 2k)Wn−1,k−1,
W ln,k = (2k + 1)W
l
n−1,k + (n− 2k + 1)W
l
n−1,k−1,
with initial conditions W1,0 = 1 and W
l
0,0 = 1, see Stembridge [36], Petersen [28] and [35,
A008303, A008971] for instance. Then by (4.10), we have
∞∑
n=0
Wn+1(q)t
n = JCF[2(n + 1)t, (n + 2)(n + 1)qt2]n≥0, (7.5)
∞∑
n=0
W˜n(q)t
n = JCF[(2n + 1)t, (n + 1)2qt2]n≥0. (7.6)
It is easy to check that their q-log-convexity does not hold. Thus, both (Wn+1(q))n≥0 and
(W˜n(q))n≥0 are not q-SM sequences. But their reciprocal polynomialsW
∗
n+1(q) and W˜
∗
n(q)
have the following property by (vi) in Theorem 1.3.
Proposition 7.7. Both (W ∗n+1(q + 1))n≥0 and (W˜
∗
n(q + 1))n≥0 are q-SM and 3-q-LCX
sequences.
8 Concluding Remarks
In this paper, we mainly develop the approach of continued fractions to Stieltjes mo-
ment properties of polynomials. In addition, the continued fraction expansions obtained
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are also very useful to other properties. For example: Using the continued fraction expan-
sions, we can immediately get the Hankel determinants of sequences by the next criterion
(see [27] for instance). If the generating function of (ui)i≥0 can be expressed by
∞∑
i=0
uix
i =
u0
1− s0x−
t1x
2
1− s1x−
t2x
2
1− s2x− . . .
,
then
det
0≤i,j≤n−1
(ui+j) = u
n
0 t
n−1
1 t
n−2
2 . . . t
2
n−2tn−1
and
det
0≤i,j≤n−1
(ui+j+1) = u
n
0 t
n−1
1 t
n−2
2 · · · t
2
n−2tn−1qn,
where (qn)n≥0 is defined by qn+1 = snqn − tnqn−1 with q0 = 1 and q1 = s0.
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